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ABSTRACT 
This thesis investigates a number of problems of the implicit linear systems frame-
work. 
First, the problem of realisations of nonproper transfer functions is considered. The 
main result obtained here is the generalisation of the realisation method from MFDs to 
the case of the nonproper transfer functions. The obtained realisations are singular sys-
tems. The method treats both finite and infinite frequency behaviour in a unified way 
and generalises the results related to the minimality of the realisation and coprimeness 
and column reducedness of the MFD. Furthermore, it displays transparently the rela-
tion between the extended MacMillan degree of the transfer function and the minimal 
realisation. 
The next problem considered is the problem of canonical forms of minimal singular 
systems under restricted system equivalence transformations. For systems with outputs 
a canonical form is obtained and it is shown that it is directly related to the echelon 
form of the composite matrix of an MFD of the transfer function of the system. This 
result is a direct generalisation of the results of Popov and Forney for strictly proper 
systems. The canonical form obtained is of Popov type and may be considered as a 
direct generalisation of the well known form for strictly proper systems. The second 
canonical form is for systems without outputs. A Popov type canonical form for a class 
of these systems is obtained. This class is that of systems with equal reachability indices. 
For both canonical forms, the sequence of the transformations yielding the canonical 
description is described in detail. In the general case of systems without outputs a semi 
canonical Popov type form is obtained. 
Another problem considered in the thesis is the problem of first order realisations 
of autoregressive equations within the external equivalence framework. An alternative 
to the existing methods is provided; in fact, the proposed method is simpler than the 
existing ones and allows the derivation of the realisation by inspection of the autoregres-
sive equations. A generalisation of the observability indices is proposed for nonsquare 
descriptor systems and their connection to the autoregressive equations is established. 
The problem of model matching for implicit systems is considered next. This is a gen-
eralisation of the model matching problem for systems described by transfer functions. 
Here a controller is interconnected to the given plant such that the overall system has 
a desired external behaviour. The problem is studied within the framework of external 
and A-external (input-output) equivalence. Necessary as well as sufficient conditions 
2 
for the solvability of the problem are derived and the equations of the controllers are 
found in a constructive way. 
The last problem considered here is the generalised dynamic cover problem of ge-
ometric theory i.e. the problem of finding the family of (A, B)-invariant subspaces 
covering a given subspace. This problem is formulated here by using the matrix pencil 
approach of the geometric theory. This approach allows the unification of the problem 
for state-space and nonsquare descriptor systems. An extension of the problem to the 
case of infinite spectrum spaces is also obtained. The solution of the above problems 
is reduced to the solution of appropriately defined systems of linear equations. Finally, 
an alternative method for the solution involving systems of multilinear equations is 
proposed using the mathematical tool of Groebner bases. 
Chapter 1 
INTRODUCTION 
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Introduction 
In the classical system theory, a system is considered as an entity interacting with 
the environment through the external signals, the inputs and the outputs. The inputs 
"excite" the system which operates as a "processor" and gives the outputs as the result of 
this processing. In the framework of this approach a complete theory for linear systems 
was built during the last four decades. Many methods are developed for the study of 
linear systems with predominant the transfer function and state-space methods. These 
methods are based on the external and internal descriptions of the system and each 
one has certain advantages over the other. Although initially the above methods were 
developed independently, it was soon realised that they are strongly related and that 
combination of them would provide powerful tools for analysis and design of systems. 
The first and most commonly used type of systems encountered in the literature is 
the class of proper and strictly proper systems. This terminology is used within the 
transfer function framework. The corresponding systems within the state-space frame-
work are the regular state-space systems. Although strictly proper systems cover a wide 
range of systems that we may find in practice, there are many examples where these 
models are insufficient to describe a physical system. Such models are electrical networks 
[New., 1981], large scale and interconnected systems [Ros. & Pugh, 1974], economic 
models [Lue.& Arb., 1977] etc. With these observations in hand, a generalised state 
model was proposed. This new model was the model of singular or descriptor or gener-
alised state-space system model [Luen., 1977], [Ros., 1974b], [Ver., V.-D. & Kail., 1979]. 
This is an extended type of state-space system describing the situation where, in addi-
tion to the dynamical differential equation involving the states and the external signals, 
we have algebraic constraints on the state vector. This type of system corresponds to a 
system with nonproper transfer function [Ver., V.-D. & Kail., 1979]. 
Singular systems were the first step towards the generalisation of the state-space 
or strictly proper systems. A further generalisation was motivated by the observation 
that if we try to obtain the model of a system starting from the elementary differential 
equations describing the evolution in time, it is not always guaranteed that we can 
obtain a system were the variables labeled as outputs are expressed as functions of the 
inputs in an explicit way. This observation applies mainly to multivariable systems i.e. 
systems with many inputs and outputs. The external (input-output) models describing 
this type of systems are implicit in the output variable. In this case the most convenient 
way to study the system is to consider the set of inputs-outputs as the set of the external 
variables without making any distinction between them. Due to this unification of the 
roles of inputs and outputs we may term the systems described by implicit differential 
equations as nonoriented systems. 
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The introduction of implicit systems implies that we may no longer consider the 
system as the processor of the inputs. Willems [Wil., 1983], [Wil., 1986], [Wil., 1991] 
proposed a different approach where the system is considered as a constraint in the 
set of external signals. The signals satisfying the constraint imposed by the system 
equations are defined as the behaviour of the system. According to Willems' approach 
the system is defined by the evolution in time (trajectories) of the external signals. 
In order to study a system we need to have a mathematical representation in hand. 
For classical systems such representations are transfer function, polynomial matrix de-
scription (PMD) [Ros., 1970] and state-space models. For the implicit systems similar 
descriptions exist. These systems may be described by differential operators containing 
higher order derivatives [Wil., 1983]. These operators are directly related to polynomial 
matrices having as indeterminate the differentiation operator cr. The use of these oper-
ators may be considered as a generalisation of the matrix fraction descriptions (MFD) 
although some attention is needed to make this generalisation. 
A different type of representation of an implicit system is the first order represen-
tation. This may be considered as a generalisation of the state-space model. As it 
was mentioned above the first extension of state-space models was the singular system 
possessing transfer function. This model may be extended to the implicit descriptor 
models i.e. descriptor type equations implicit in the state variable [Karc. & Hay., 1981], 
[8ch., 1989], [Kar. & Kal., 1989], [Kui. & 8ch., 1991], [Kuij. & 8ch., 1990], [Lew., 1982]. 
It may be shown that starting from a system described by differential equations involv-
ing only the external variables we may find a descriptor type system having the same 
external behaviour with the given differential system [Kuij. & 8ch., 1990], [Bon., 1991]. 
The process of going from an external model to a first order model involving auxiliary 
variables, is called realisation and may be considered as an extension of the classical 
realisation theory for strictly proper systems. For implicit systems we may have first or-
der realisations other than the descriptor type. [Kuij. & 8ch., 1990]. These realisations 
are also considered in this thesis. 
At this point it must be mentioned that in the implicit systems framework there are 
two main interpretations of the term system. The first is the one based on Willems' 
approach mentioned above. According to this, the system is directly related to the so-
lution of a set of differential equations. A different approach which is a direct extension 
of the transfer function approach is the approach that associates the system with cer-
tain rational vector spaces [ApI., 1981], [ApI., 1985], [Grimm, 1988]. Roughly speaking, 
we may say that Willems' approach is a time domain approach while the latter is a 
frequency domain approach. The different definitions of the system lead to different 
answers to the question "when two representations describe the same system 1". This 
question led to the definitions of several notions of equivalence and transformations 
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between system representations [Ros., 1970], [Ros., 1974b], [Ver., Lev. & Kail., 1981], 
[Pugh, Hay. & Fret., 1987], [8ch., 1988]. 
An important approach to the study of state-space systems is the so called geomet-
ric approach or geometric theory [Bas. & Mar., 1969], [Wonh., 1979]. According to this 
theory a system is defined as a set of mappings between real or complex vector spaces. 
The use of descriptor models for implicit systems allowed the extension of geometric 
theory to this type of systems. The notions of the fundamental subspaces related to a 
linear system were extended, and the characterisation of the behaviour of implicit system 
was given in geometric terms [Ozc., 1986], [Ozc., Lew., 1989], [Mal., 1989], [Lew., 1982] 
[Kar. & Kal., 1989] etc .. Many problems in linear systems theory may be formulated 
as geometric problems. In many cases different problems in the state-space framework 
may be reduced to a common geometric problem. Thus, instead of solving each one 
separately we may consider the geometric version and take a solution to all the prob-
lems. Such type of problems are the so called generalised cover problems [Mor., 1976], 
[Em., Sil. & Gl., 1977], [Ant., 1983] etc.. These problems are studied in the present 
thesis and are extended to the implicit systems framework. 
A mathematical tool directly related to descriptor models and geometric theory, is 
matrix pencil theory [Gant., 1959],. Matrix pencils are related to first order differential 
equations and allow the algebraic interpretation of their properties. This is done via 
the theory of Kronecker for the invariants of matrix pencils [Kro., 1890], . Kronecker's 
theory played an important role in the study of state-space and descriptor systems. 
Many notions such as controllability, zeros and transmission properties of a system may 
be defined in terms of appropriate matrix pencils related to the system [Pop., 1973], 
[Hau., 1969], [Kar. & Kouv., 1979] [Karc. & Hay., 1981], [Jaf. & Kar., 1981]. On the 
other hand, all the notions of geometric theory may be translated into Kronecker invari-
ants terms [Kar., 1979], [Kar., 1978], [Kar. & Kal., 1989]. This provides an algebraic 
way of dealing with problems defined in the geometric approach framework. 
In the present dissertation several problems from the implicit systems framework 
are considered. These problem~ involve descriptor systems as well as external (autore-
gressive) models. The problems considered are listed below: 
- Realisation of nonproper transfer functions. 
- Canonical forms under restricted system equivalence. 
- Realisations of autoregressive equations. 
- Model matching for implicit systems. 
- Generalised dynamic cover problem. 
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The structure of the thesis is the following: In Chapter 2 the basic background and 
definitions from the theory of polynomial matrices and matrix pencils is given. This is 
necessary, since most of the problems in this thesis are treated algebraically. The basic 
results related to system theory are given without proofs and aim to provide a review 
for the reader. 
Chapter 3 is a brief survey of the main results and definitions from implicit sys-
tems theory, related to the problems considered in this thesis. First, the most common 
types of representations of linear systems are given. These are of external or first or-
der type. Next, the several notions of equivalence of systems described by the same 
type of representation are discussed. It is shown that the term system (and thus, the 
equi valence of systems) has received several interpretations. The notions of strict sys-
tem equivalence [Ros., 1970], restricted system equivalence [Ros., 1974b], strong equiva-
lence [Ver., Lev. & Kail., 1981], complete equivalence [Pugh, Hay. & Fret., 1987], fun-
damental equivalence [Hay., Fret. & Pugh, 1986], external equivalence [Wil., 1986] and 
A-external equivalence [Apl., 1991] are discussed and the relation between them is clar-
ified. The definitions and criteria for minimality under the above types of equivalence 
are discussed next. The chapter closes with the basic results of the geometric approach 
and matrix pencil theory for linear systems. 
In the fourth chapter the first problem of this thesis is considered. This is the 
problem of realising a nonproper transfer function in descriptor form. First, some 
realisation procedures are given in order to prove formally that a nonproper transfer 
function may always admit a generalised state-space realisation. Next, the minimality 
of such a realisation is related to the MacMillan degree of a given coprime and column 
reduced MFD of the given transfer function. The proof of this result comes as an 
alternative to other existing proofs [Jan., 1988]. The main result of this chapter is the 
derivation of a descriptor type realisation directly from a given MFD. This is a direct 
generalisation of the existing methods for strictly proper transfer functions. Note that 
the realisation is obtained without resorting to decomposition of the system into fast and 
slow parts and thus, the finite and infinite behaviour are treated in a unified manner. 
The form of the proposed realisation gives us some hints about the construction of 
canonical forms of descriptor systems. 
The problem of canonical forms of regular and minimal descriptor systems is con-
sidered in Chapter 5. Canonical forms for this type of systems have been examined; 
however the existing forms, were obtained under a quite rich transformation group, the 
Brunovsky group [Ros. & Hay.,1974], and the use of feedback of the derivatives of the 
states [Gl.-Luer., 1990], [Lois., Ozc. et al., 1991], [Leb. & Lois., 1994]. In this chapter 
we consider the problem of canonical forms under restricted system equivalence trans-
formations [Ros., 1974b]. The set of these transformations is restricted in comparison 
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to the Brunovsky group and therefore, we have restricted freedom of modifying the sys-
tem. Our effort was to produce canonical forms of Popov type [Pop., 1972], i.e. forms 
where the controllability / reachability properties of the system are displayed transpar-
ently and the continuous invariants of the system are in complete analogy to the Popov 
form for state-space systems. 
Two subproblems are considered here. First, a canonical form of Popov type is 
produced for systems with outputs. In this case it is shown that the canonical form 
is directly related to the echelon canonical form of the composite matrix of a minimal 
MFD of the transfer function of the system. This result is a generalisation of the well 
known works of Popov [Pop., 1969] and Forney [For., 1975] for state-space systems. 
The restricted system equivalence transformations leading to the canonical form are 
described in detail. The second canonical form considered in this chapter is the canonical 
form of a singular system without outputs. This problem is solved for a special type 
of singular systems, namely the systems with all their reachability indices equal. The 
difficulties for solving the problem in the general case are identified. However, a semi 
canonical form for the general case is obtained. 
In Chapter 6 we are considering the framework of behavioural systems, where the 
notion of transfer equivalence is replaced by external equivalence. The problem con-
sidered here is the realisation of a set of autoregressive equations in first order form, 
namely the descriptor and pencil form. This problem has already been examined and 
solved in [Kui. & Sch., 1991]; the contribution of this chapter is that it provides much 
simpler procedures for obtaining the realisations. The matrices of the realisations are 
obtained directly from the coefficients of the polynomial entries of the matrix of the au-
toregressive system. The simplicity of the realisations allows us to propose an extension 
of the observability indices to the case of nonsquare descriptor systems and to relate 
them to the row degrees of the polynomial matrix of the autoregressive representation. 
Another result that is proved useful for the development of Chapter 7, is that in order 
to derive the realisations a special first order autoregressive-moving average (ARMA) 
realisation was produced, as a byproduct of the overall methodology. 
The topic of Chapter 7 is the study of the model matching problem for implicit sys-
tems. This problem belongs to the general family of control problems where we have to 
find a system such that when it is interconnected to a given system, a desired property 
of the overall system is obtained. In the case of model matching, it is desired to obtain a 
final system with a prespecified external behaviour. This problem is an extension of the 
classical model matching problem for systems described by transfer functions. In this 
chapter necessary conditions for model matching under external and A-external equiv-
alence are produced and for a class of systems, these conditions are proved to be also 
sufficient. For the case of model matching under external equivalence a parametrisation 
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of the family of solutions (when exist) is given. For the case of A-external equivalence, 
it is shown that the problem is a direct extension of model matching under transfer 
function equivalence. In the cases where sufficient conditions are derived, construc-
tive solutions of both types of model matching problem are developed and thus, the 
controllers solving the problem are easily found. 
Chapter 8 is introductory to Chapter 9. In this chapter a definition of the cover prob-
lems of geometric theory and a brief survey of some important control problems which 
are formulated as cover problems is given. The problems considered in this chapter 
are the disturbance decoupling [Wonh., 1979], model matching [Em. & Haut., 1980], 
deterministic identification [Em., Sil. & Gl., 1977] and observer of linear functionals 
problems [Wonh. & Mor., 1972]. For each one of these, the formulation as cover prob-
lem is described. The observer problem is extended to the case of implicit systems and 
it is shown that it may be formulated as an extended cover problem. Finally the Model 
Projection Problems [Kar., 1994] are discussed and it is shown that the standard cover 
problem arises as a special case of this family of problems. 
In Chapter 9 the dynamic cover problem is considered. This problem was originally 
defined as the problem of finding the family of the (A, B)-invariant subspaces containing 
a given subspace of the state space and are contained in another subspace [Wonh., 1979], 
[Gl.-Luer. & Hin., 1987]. In this chapter the problem is approached by using the ma-
trix pencil characterisation of the (A, B)-invariant subspaces [Jaf. & Kar., 1981]. It is 
shown that every cover problem may be formulated as the problem of augmenting by 
columns an appropriately defined matrix pencil (restriction pencil [Kar., 1979], ) such 
that the final pencil has certain types of Kronecker invariants. By the matrix pencil 
formulation of the cover problem two advantages are obtained. First, the problem be-
comes algebraic and second it is easy to extend the solution to the framework of implicit 
descriptor systems where (A, B)-invariance is replaced by (A, E, B)-invariance. Fur-
thermore, we may enrich the family of cover problems by considering subspaces with 
infinite spectrum (almost (A, B)-invariant) subspaces [Wil., 1981], [Jaf. & Kar., 1981]. 
In this chapter it is shown that the matrix pencil formulated cover problem is essen-
tially a two-fold problem: The Kronecker Invariant Transformation by Alatrix Pencil 
Augmentation and the Matrix Pencil Realisation problems. These two problems may be 
reduced to the solution of linear systems of equations. It is shown that the parametric 
solutions of these equations provide the parametrisation of the bases of the covering 
spaces. The extended cover problems (Le. the problems concerning infinite spectrum 
spaces) are tackled by using a slightly modified version of the standard cover problems. 
Finally, an alternative technique is proposed for the solution of the problem. This is the 
Groebner basis technique, where the matrix pencil augmentation-realisation problem 
is reduced to the problem of appropriately defined sets of multilinear equations. 
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Summarising, the contribution of the present thesis in the area of implicit systems is 
the following: First, the classical realisation technique via MFDs is extended to the case 
of singular systems in a way similar to that of the strictly proper systems case. Then, 
the problem of canonical forms under restricted system equivalence comes naturally and 
is related to the realisation theory for the case of systems with outputs. The problem of 
Popov type canonical forms for reachable systems without outputs is solved for a special 
type of systems, while for the general case a semi-canonical Popov form is provided. 
Next, alternative simple realisation methods for autoregressive systems are developed 
and a generalisation of the observability indices to the case of implicit descriptor systems 
is proposed. The model matching problem under external and A-external equivalence 
are tackled and necessary conditions for the solvability are provided. These conditions 
are also necessary in certain cases. Finally, the generalised dynamic cover problems 
are extended and solved by formulating them as matrix pencil Kronecker invariant 
transformation problems. 
Chapter 2 
POLYNOMIAL MATRICES AND 
MATRIX PENCILS 
2.2 Polynomial matrices 12 
2.1 Introduction 
This Chapter aims at providing the basic background on polynomial matrices and ma-
trix pencils. Polynomial matrices theory is the basic tool in algebraic control theory. 
The need of application of polynomial matrix theory in control was necessary in order to 
extend the basic transfer function approach to multivariable systems. Many significant 
developments in linear system theory were achieved by the use of polynomial matrices 
[Ros., 1970], [For., 1975], [Wol., 1974], [Wil., 1991] etc .. 
With the introduction of state-space theory the need of a special type of polynomial 
matrices emerged. This type is the matrix pencils [Cant., 1959]. Matrix pencil is the 
basic tool for translating linear systems properties into algebraic terms. By the use of 
matrix pencils the fundamental notions of linear systems theory such as controllability 
were related to the theory of Kronecker [Kro., 1890]. 
In the present thesis, the treatment of the several problems is mainly developed 
by using polynomial matrix and matrix pencil theory. This Chapter provides a brief 
presentation of the basic properties and results in polynomial matrix and matrix pencil 
theory. The material of this Chapter may be found in classical algebra books such as 
[Wed., 1934], [MacD., 1950], [MacL. & Bir., 1967], [Cant., 1959] etc .. 
2.2 Polynomial matrices 
Polynomial matrices are matrices whose elements are polynomials. If we see polynomial 
matrices as a subset of the rational matrices we may readily define the rank of a poly-
nomial matrix since it is a matrix with its elements over a field. Consider now a square 
polynomial matrix of full rank. Clearly the inverse of this matrix is not necessarily a 
polynomial matrix. 
Definition 2.2.1 A polynomial matrix U(s) E ~nxn[s] is called unimodular if it 
has full rank and U-l(s) E ~nxm[s]. 0 
Notice that the set of square polynomial matrices endowed with the operations of 
the usual matrix multiplication and addition has the algebraic structure of a ring. Thus, 
from the definition of the unimodular matrices we have the equivalent statement that 
a unimodular matrix U(s) E ~nxn[s] is a unit of the ring of polynomial matrices in 
~nxn [s]. An immediate consequence of definition 2.2.1 is the following: 
Lemma 2.2.1 A polynomial matrix U(s) E ~nxn[s] is unimodular if and only if 
det{U(s)} = k E C (2.1) 
o 
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The above may be used as an alternative definition of a unimodular matrix. Uni-
modular matrices are very useful tools in polynomial matrix theory since they represent 
closed forms of the elementary operations on polynomial matrices defined below. 
Definition 2.2.2 Let P(s) be a polynomial matrix. By the term elementary column 
operations we define the following transformations on the columns of P( s) 
(i) Permutation of any columns of P(s) 
(ii) Addition of a polynomial multiple of a column of P(s) to another column of P(s) 
(iii) Multiplication of a column of P( s) by a scalar in C. o 
Each one of the above operations may be obtained by post-multiplication by an 
appropriate unimodular matrix. These matrices corresponding to elementary operations 
are called elementary matrices. Note that we have the analogous definition for the row 
operations. 
We continue with some basic definitions form the theory of polynomial matrices. 
Definition 2.2.3 Let E(s) = [Pl(S), ... ,Pn(s)]T be a polynomial vector. The degree of 
E( s) is defined as 
deg{p(s)} = m~x{deg{Pi(s)}} 
- I 
(2.2) 
o 
Definition 2.2.4 If P(s) is a polynomial matrix of dimensions m x n, the i-th index 
of P(s) is defined as Ai =deg{Ei(s)} where Ei(s) are the columns of P(s). 0 
Definition 2.2.5 [For., 1975} Let P(s) be a m X n polynomial matrix. Then the order 
A of P( s) is defined as 
(2.3) 
o 
The above definition will be used later in this Chapter in the discussion of minimal 
bases of rational vector spaces. 
In the case of scalar polynomials we say that a(s) divides b(s) if b(s) = q(s)a(s). 
This definition may be extended to polynomial matrices as follows. 
Definition 2.2.6 A polynomial matrix D( s) is called a right divisor of the polynomial 
matrix P(s) if there exists another polynomial matrix P'(s) such that 
P(s) = P'(s)D(s) (2.4) 
o 
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Left divisors of P(s) may be defined analogously. The notion of common divisors 
may be extended to the matrix case as follows. 
Definition 2.2.7 Let H(s), P2(S) be two polynomial matrices in ~mxn[s]. Then, the 
polynomial matrix D(s) is said to be a common right divisor of P1(s), P2(s) if there 
exist polynomial matrices P{( s), PHs) such that 
(2.5) 
o 
Similarly, we may define the left common divisors of two matrices. 
Definition 2.2.8 A polynomial matrix D(s) is a greatest common right divisor of 
two polynomial matrices P1(s) and P2(s) if 
(i) D(s) is a common right divisor of P1(s), P2(S) 
(ii) If Dl(S) is another common right divisor of P1(s), P2(S) then, Dl(S) is a right 
divisor of D(s). 0 
Notice that the definition of the greatest common divisor is a straightforward exten-
sion of the scalar case. After the definition of divisors we may define the coprimeness 
of polynomial matrices. 
Definition 2.2.9 Two polynomial matrices are right coprime if their greatest com-
mon right divisors are unimodular matrices. 0 
Similarly we may define left coprimeness. 
The following results provide criteria for the coprimeness of two polynomial matrices 
[Kail., 1980]. 
Lemma 2.2.2 The polynomial matrices Pl(S) and P2(s) are right coprime if and only 
if there exist polynomial matrices X(s) and Y(s) such that 
(2.6) 
o 
Lemma 2.2.3 The polynomial matrices Pl(S) and P2(S) are right coprime if and only 
if the composite matrix 
has full rank \I sEC. 
T(s) = [ P1(s) ] 
P2(s) (2.7) 
o 
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Consider now a polynomial matrix P(s) E ~mxn[s], m ~ n, of full rank and write 
it in the form 
P(s) = PhcH(s) + PtcL(s) (2.8) 
where 
H(s) = (2.9) 
L(s) =block-diag{ ... ,[l s ... S,\;-l]T, ... } (2.10) 
with Ai the degrees of the columns of P( s). We have now the following. 
Definition 2.2.10 A polynomial matrix P(s) is called column reduced if the corre-
sponding matrix Phc in (2.8) has full rank. 0 
Matrix Phc is called the high order coefficient matrix of P( s). 
Coprimeness and column reducedness are related to the finite and infinite structure 
of the matrix T(s) in (2.7). This will be discussed after the definition of poles and zeros 
later in this Chapter. 
2.3 Unimodular transformations on polynomial 
matrices 
In the previous section we saw that unimodular matrices correspond to column, row 
elementary operations on a polynomial matrix. Consider now two matrices P1(s), P2(S) 
such that we may derive P2 (s) from PI (s) by unimodular column and row operations. 
We proceed to the following definition. 
Definition 2.3.1 Let P1(s) and P2(S) be two polynomial matrices of the same dimen-
sions. We say that P1(s), P2 {s) are unimodularly equivalent if there exist unimod-
ular matrices U(s), R(s) such that 
(2.11) 
o 
The transformation defined by (2.11) is an equivalence transformation and thus we 
may say that the set of the polynomial matrices of the same dimensions m x n is 
partitioned into equivalence classes by this transformation [MacL. & Bir., 1967]. Then 
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the question of the existence of canonical forms for these equivalence classes arises. 
Before we proceed, we give the definition of the canonical form [MacL. & Bir., 1967]. 
Definition 2.3.2 Given a set X and an equivalence relation "'I a subset C of X will 
be said to be a set of canonical forms for X under'" if for every x E X there exists 
one and only one c E C such that x '" c. o 
Definition 2.3.3 Consider the map f : X -+ y. This map is called an invariant 
under the equivalence relation '" if 
(2.12) 
and complete invariant under the equivalence relation", if 
(2.13) 
o 
Consider now the map which associates each x E X to the unique canonical element 
c E C which corresponds to the equivalence class of x. We have the following. 
Theorem 2.3.1 If C is a set of canonical forms for X under the equivalence relation 
"', then the map f : X -+ G that associates to each x E X a unique c E G such that 
c '" x is a complete invariant. 0 
We continue now with the equivalence transformations of definition 2.3.1. 
Theorem 2.3.2 Consider the polynomial matrix pes) E ~mxn[s]. There exist unimod-
ular matrices U(s), R(s) such that 
p1(S) 
U(s)P(s)R(s) = Spes) = (2.14) 
Pres) 
o 
where r =rank{P(s)} and PieS) are monic polynomials with the division property 
Pi ( S ) \PH 1 ( s ), i = 1,,, . ,r - 1 (2.15) 
The polynomials PieS) are uniquely defined and (2.14) is a canonical form for the 
equivalence class of pes). This form is called Smith form of pes). 0 
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Note that the polynomials Pi(S), called the invariant polynomials of P(s), are com-
plete invariants under unimodular equivalence. 
The construction of the Smith form is performed by elementary column and row 
operations on P( s) and is similar to the Gauss elimination method for constant matrices 
[Gant., 1959]. 
A final remark to the Smith canonical form is that the invariant polynomials Pi(S) 
in (2.14) are given as follows 
~i(S) 
Pi ( s) = A. ()' ~o = 1 
UI-l S 
(2.16) 
where ~i(S) is the greatest common divisor of all the i x i minors of P(s). The roots of 
the polynomials pi(S) are called Smith zeros of P(s). The polynomial zp(s) = n;=IPi(S) 
is called the zero polynomial of P( s). If zp( s) is factorised into irreducible factors over C 
as zp(s) = (s - Zltl ••• (s - ZtLt,.. then the integer Tj is called the algebraic multiplicity 
of Zi. For s = Zi the matrix P(s) looses rank. The rank defficiency of P(s) at s = Zi 
is called geometric multiplicity of Zi. By factorising each of the Pi (s) into irreducible 
factors over C and collecting all terms corresponding to the zero Zi we define the set of 
elementary divisor for Zi, Vp,z; = {(s - Zi)q;/c, k = 1"", Vi} where Vi is the geometric 
multiplicity and l:~~1 qik = Ti· 
Theorem 2.3.3 [Kail., 1980] Given a polynomial matrix P(s) not necessarily column 
reduced, we may reduce it to a column reduced matrix by elementary column transfor-
mations, or equivalently by post-multiplication by an appropriate unimodular matrix. 
o 
Another result related to column reduced matrices is the following. 
Theorem 2.3.4 [Wed., 1934] Let Dl(S), D2(S) be two column reduced matrices such 
that D1(s) = D2(S)U(S) where U(s) is unimodular. Then Dl(S) and D2(S) have the 
same column degrees. o 
The above property is called invariance of column degrees of column reduced matri-
ces. 
A result very useful in system theory [Kail., 1980] is the following. 
Lemma 2.3.1 [MacD., 1950], [Kail., 1980] Let Pl(S) E ~mxn[s], P2(S) E ~lXn[s], m + 
f ~ n and consider the composite matrix T(s) =[Pl(s), P[(s)]T. Assume that T(s) has 
full column rank and consider the unimodular matrix U(s) such that 
U(s)T(s) = [U11(S) U12(s) 1 [ PI(s) 1 = [ H(s) 1 
U21 (S) U22 (S) P2(S) 0 (2.17) 
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where H(s) has full rank. Then H(s) above is a greatest common right divisor of PI(S), 
P2(s). 0 
The above result is a constructive way to find a greatest common divisor of a 
pair of matrices. This result may be used in system theory when we want to ob-
tain a coprime MFD from a given MFD [Kail., 1980], [Cal. & Des., 1982]. The extrac-
tion of the greatest common divisor from PI(S), P2(S) is performed by simply taking 
PI(S) = Pl(s)H-l(S) and P~(s) = P2(s)H-l(s) and PI(S) and P~(s) are right coprime. 
A criterion for the coprimeness of two matrices is given below. 
Lemma 2.3.2 [Kail.,1980] The polynomial matrices P1(S) and P2(s) are right coprime 
if and only if the Smith form of the composite matrix T(s) = [pres), p[(s)]T is [1 O]T. 
o 
2.4 The Smith-MacMillan form 
A canonical form for matrices whose elements are from the field of rational functions is 
the Smith-McMillan form. This form is immediate consequence of the Smith form for 
polynomial matrices. 
A rational matrix G(s) E ~mxn(s) of rank r may be written in the from 
1 
G(s) = 1/J(s)P(s) (2.18) 
where pes) is a polynomial matrix and 1/J(s) is the least common multiple of the de-
nominators of all the entries of G(s). If Spes) is the Smith form pes), then there exist 
unimodular matrices U(s) and R(s) such that 
1 1 
G(s) = 1/J(s)U(s)Sp(s)R(s) = U(s)[1/J(s)Sp(s)]R(s) 
Definition 2.4.1 The Smith-MacMillan form of G(s) is the matrix 
1 MG(s) = -Sp = 1/J(s) 
o 
where the polynomials ei( s), 1/Ji( s) are relatively prime for i = 1, ... , r. 
(2.19) 
(2.20) 
o 
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From the above definition it readily follows that all the possible cancellations between 
the factors of the entries of the numerators and denominators of the entries of MG(s) 
must be carried out. From the divisibility properties of the elements of Sp(s), we have 
the following theorem. 
Theorem 2.4.1 The polynomials ci(S), tPi(S) in (2.20) are uniquely defined and satisfy 
the following divisibility conditions 
(i) ci(S) divides ci-l(S), fori = 1, ... ,r 
(ii) tPl(S) divides tPi+1(S), for i = 1, ... , r. o 
The polynomials zp(s) = II~=l ci(S), pp(s) = II;=1 tPi(S) are defined as the zero, pole 
polynomials of G(s) and deg{pp(s)} = 8M is defined as the MacMillan degree of G(s). 
After the definition of the Smith-MacMillan form we are ready to define the poles 
and zeros of a rational matrix. 
Definition 2.4.2 [Ros., 1970] Let G(s) be a rational matrix with Smith-MacMillan 
form as in (2.20). Then 
(i) The finite zeros of G(s) are the roots of ci(S), i = 1, ... , r 
(ii) The finite poles ofG(s) are the roots oftPi(s), i = 1, ... ,r. o 
The notions of Smith, Smith-MacMillan forms and the zeros of a rational matrix play 
important role in algebraic theory of linear systems. Many issues such as minimality 
of systems [Ros., 1970], t"ransmission properties [MacF. & Kar., 1976], controllability, 
observability [Kal., 1969], [Ros. 1968], matrix fraction descriptions etc. are related to 
these notions. 
So far in this Chapter only the finite structure of poles and zeros of polynomial and 
rational matrices has been discussed. Next, we give the definitions of poles and zeros 
of a rational matrix M(s) at infinity. 
Definition 2.4.3 [Ver., 1978], [Pug. & Rat., 1979] The rational matrix G(s) is said to 
have a pole (zero) at infinity if the matrix G( 1 / w) has a pole (zero) at w = O. 0 
From the above definition we see that in order to obtain the structure at infinity of 
a rational matrix we may use a bilinear transformation in order to map 00 at a finite 
point (zero) and then we follow the classical method to determine the structure of the 
resulting rational matrix at s = O. 
The approach for the determination of the infinite structure of a rational matrix 
suggested by 2.4.3 is somewhat indirect since we have to perform first the bilinear 
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transformation s --+ ~. In [Var., Lim. & Kar., 1982] an alternative way of finding the 
Smith-MacMillan form at infinity is proposed. The main result of the above paper is 
the following. 
Theorem 2.4.2 [Var., Lim. & Kar., 1982] Consider the rational matrix G(s) with rank 
r. There exist biproper matrices U( s) and R( s) such that 
U(s)G(s)R(s) = Ma = (2.21) 
o 
The matrix Ma is called Smith-MacMillan form of G(s) at infinity. o 
The structure at infinity of G( s) is given by the following result. 
Theorem 2.4.3 The structure at infinity of G(s) may be determined form (2.21) as 
follows 
(i) If qi > 0 then G( s) has pole at infinity of order qi 
(ii) If qi < 0 then G(s) has zero at infinity of order qi 
poo 
The number 0M(G(s)) = E qi, qi > 0, Poo the number of qi 's with qi > 0, is called 
i=l 
the MacMillan degree of G(s) at infinity. 0 
Note that in theorem 2.4.2 the matrices transforming G(s) to the Smith-MacMillan 
form at infinity are biproper i.e. units of the ring of the proper and stable rational 
matrices. The reason for the use of biproper matrices instead of unimodular is that 
unimodular matrices although do not have pole, zero structure at finite s, they may 
have pole, zero structure at infinity and thus, they introduce pole-zero cancellations at 
infinity. From the above we see that when we are interested in the finite structure of 
a rational matrix we use unimodular matrices while in the case of infinite structure we 
use biproper matrices. A transformation that leaves invariant both finite and infinite 
zero structure of a polynomial matrix is the full equivalence transformation introduced 
by Hayton, Pugh and Fretwell in [Hay., Pug., & Fre., 1988]. Full equivalence is defined 
below. 
Definition 2.4.4 [Hay., Pug., & Fre., 1988] Let Pl(S) and P2(S) be polynomial matri-
ces in ~mxn[s]. These matrices are said to be fully equivalent if there exist polynomial 
matrices M(s) and N(s) such that 
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[M(s) P,(s)] [ ~~~~) ] = 0 (2.22) 
, and the composite matrices 
[ 
g(s) ] [M(s) P2(S)] , -N(s) (2.23) 
such that 
(i) they have full rank 
(ii) they have neither finite nor infinite zeros 
(iii) the following MacMillan degree conditions hold 
(2.24) 
o 
The relation of the zero structures of two fully equivalent matrices is given below. 
Theorem 2.4.4 If P1(s), P2(S) E ~mxn[8] are related by full equivalence, then they 
possess identical finite and infinite zero structure. o 
The notion of full equivalence was applied to system theory by introducing several 
notions of system equivalence [Pugh, Hay. & Fret., 1987], [Hay., Fret. & Pugh, 1986]. 
2.5 Minimal bases 
In this section we consider the minimal bases of rational vector spaces. The notion 
of the minimal basis plays an important role in system theory. Realisation theory 
[Wol., 1974a], [For., 1975], [Kail., 1980], canonical forms [Pop., 1969], [Pop., 1972], de-
sign of minimal controllers [Sc. & And., 1978] are some of the many applications of the 
minimal basis in control and system theory. 
We start our discussion by considering the rational matrix O(s) E ~mXl(s). Without 
loss of generality we may assume that 6(8) has full column rank. Then, the columns of 
6(8) span a rational vector space and they are a basis of this space. Clearly, we may 
always find a polynomial matrix G( s) of full rank whose columns are a basis of col-span 
{O(s)}, by multiplying O(s) with the least common multiple of the denominators of 
. the entries of the latter matrix. Let V be the rational vector space spanned by the 
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columns of O(s). This vector space does not have a unique polynomial basis. Among 
the polynomial bases of V we distinguish a special class of bases, the minimal bases. 
The definition of a minimal basis of V is given below. 
Definition 2.5.1 [For., 1975] If V is an i-dimensional vector space of m-tuples the 
field ~(s), a minimal basis of V is an m x i polynomial matrix G(s) such that the 
columns of G( s) form a basis for V and G( s) has least order among all polynomial bases 
ofV. 0 
The following theorem gives a criterion for a polynomial matrix G( s) of full rank to 
be a minimal basis of its column span. 
Theorem 2.5.1 Let V be an i-dimensional vector space over ~(s) and let G(s) be a 
polynomial basis of V. Then, G( s) is a minimal basis of V if and only if 
(i) G( s) does not have Smith zeros 
(ii) G( s) is column reduced o 
Another important result stated in [For., 1975] is that if Ci are the (ordered) column 
degrees of a minimal basis of V, then any other minimal basis of V has the same (ordered) 
column degrees. We have the following definition. 
Definition 2.5.2 The invariant indices of Ci of a vector space V are the column 
degrees (indices) of any minimal basis of V. Its invariant dynamical order C is the 
sum of the Ci. o 
Notice that the invariant dynamical order c is often referred to as Forney order of 
the vector space V. 
In [For., 1975] it was shown that any polynomial basis G'(s) of V may be reduced 
to a minimal basis. This procedure consists essentially in the extraction of the greatest 
common divisor of the polynomial rows of G'(s) followed by a reduction to a column 
reduced polynomial matrix. 
Another set of integers related to the minimal bases of V is the set of pivot indices. 
These are defined below. 
Definition 2.5.3 [For.,1975] Let G(s) be a minimal basis with ordered indices Cl :5 
C2 ~ ••• ~ Ct. The pivot indices Pi of G(s) are the degrees obtained by the following 
procedure: Let there be nl columns of index CI' Find the first (lowest index) nl rows of 
the high order coefficient matrix Ghc of G( s), such that the nl X nl submatrix so defined 
is nonsingular. The indices of these rows are the first nl pivot indices of G( s). Delete 
these nl rows and columns from G( s) and repeat the above for all the distinct values of 
~. 0 
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The pivot indices have the following invariance property. 
Lemma 2.5.1 The pivot indices of all the minimal bases of a vector space V are the 
same. 0 
Consider now two minimal bases GI(s) and G2(s) of V. The following result shows 
how these minimal bases are related. 
Theorem 2.5.2 [Wol., 1974a] Let GI(s) and G2(s) be two ordered minimal bases of the 
same vector space V. Let Cl:5 C2:5 ... :5 Cl be the column indices ofGI(s) and G2(s). 
If /1, ... ,,v are the distinct values of the column indices, the above bases are related as 
follows: 
G2(s) = G1(s)U(s) (2.25) 
where 
U1 U12(S) U13(S) UlII ( s) 
0 U2 U23 (S) U2v (s) 
U(s) = (2.26) 
0 Uv-1,v(s) 
0 0 0 Uv 
matrix U(s) is unimodular and is called structured unimodular. o 
We continue with the definition of a special form of polynomial matrices. 
Definition 2.5.4 [For., 1975], [Pop., 1969] A minimal basis G(s) is said to be in ech-
elon form if 
(i) its indices are ordered Cl :5 C2 :5 ... :5 Cl 
(ii) its entries gpi,i are monic polynomials of degree Ci 
(iii) for any i and j such that Ci ~ Cj we have deg{gpi,i} < Ci. o 
In [For., 1975], [Pop., 1969] it was shown that every minimal basis of V may be 
transformed to the echelon form by an appropriate post-multiplication by an unimod-
ular matrix. The post-multiplication by unimodular matrices defined an equivalence 
relation. Forney in [For., 1975] and Popov in [Pop., 1969] showed that the echelon form 
defined above, is the canonical form related to this transformation. 
The canonicity of the echelon form is of great importance in linear systems the-
ory, since it leads to canonical forms of state-space systems [Pop., 1969], [Pop., 1972], 
[For., 1975]. 
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2.6 Matrix pencils 
In this section we consider a special type of polynomial matrices, the matrix pencils 
[Gant., 1959]. Matrix pencils are polynomial matrices of degree one, Le. they have the 
form sF - G where F, G are real matrices. The role of matrix pencils in system theory is 
important, since they are directly related to first order differential systems [Kar., 1979]. 
The notion of strict equivalence for matrix pencils is defined below. 
Definition 2.6.1 Two matrix pencils sFt - Gt and sF2 - G2 are called strictly equiv-
alent if there exist constant nonsingular matrices P, Q such that 
(2.27) 
o 
If the pencil sF - G is square and det {sF - G} ¢ Othen the pencil is called regular, 
otherwise it is called singular. If sF - sG id the homogeneous pencil obtained from 
sF - G [Gant., 1959] and fi(s, 8), i = 1,,,,, r, r =rank{sF - G}, are the homogeneous 
invariant polynomials (obtained by reduction to Smith form), then elementary divisors 
(e. d.) of the type sq are referred to as infinite elementary divisors (Le.d) and those of 
the type (s - as)P) as finite elementary divisors (f.e.d). If the pencil is singular, at least 
one of the following equations has a solution for polynomial vectors x(s), yT(s) 
(sF - G)x(s) = 0 and/or y(s)T(sF - G) = OT (2.28) 
If [Xt(s),'" ,x~(s)l and [yf{s), ... ,y~]T are minimal polynomial bases for the right 
and left null space of sF - G respectively and Cj, i = 1"", /1, 1}j, j = 1"" ,v denote 
the corresponding degrees, then Ci are known as column minimal indices (c.m.i.) and 
1}j as row minimal indices (r.m.i.) of the pencil. The sets of f.e.d., i.e.d., c.m.i and 
r.m.i uniquely characterises the strict equivalence class of sF - G and there exists a 
canonical form obtained by some appropriate transformation pair (P, Q) and defined 
by P(sF - G)Q = sFK - GK where 
(2.29) 
sH -1 
sl - J 
where Og,h is a zero block defined by the g r.m.i., h zero c.m.i., Le(8), LT/(s) are blocks 
associated with nonzero c.m.i. and r.m.i. respectively, sH - 1 a block associated with 
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the i.e.d. and sI - J a block associated with the f.e.d .. The structure of these blocks is 
defined below. 
(2.30) 
(2.31 ) 
[~] sH - I = block-diag[···, sHq, - Iq,,"'J, Hq, = oro (2.32) 
sI - J = block-diag[ ... ,sIp, - Jpi(a)," .], Jp,(a) = alp, - Hp, (2.33) 
The above canonical form is called Kronecker canonical form of sF - G. In the case 
where the pencil is regular it is characterised only by i.e.d. and f.e.d. and the canonical 
form has only the blocks sI - J and sH - I. In this case the canonical form is called 
Weierstrass canonical form. The computation of the canonical form is a quite involved 
procedure. In [Gant., 1959] an algorithm for the reduction of a given pencil to the 
canonical form is given. This algorithm is rather tutorial and it is difficult to be applied 
in practice. Van Dooren in [VanD., 1979] has proposed stable numerical algorithms for 
the determination of the Kronecker canonical form. 
2.7 Conclusions 
In this chapter the basic theory of polynomial, rational matrices and matrix pencils 
has been discussed briefly. The basic definitions and results related to linear systems 
theory have been reviewed. In the present thesis, the main tools for the treatment 
of the several problems are polynomial matrices and matrix pencils. The specialised 
results and properties about polynomial matrices and matrix pencils are considered in 
the appropriate chapters. 
Chapter 3 
A SURVEY ON IMPLICIT 
LINEAR SYSTEMS 
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3.1 Introduction 
The purpose of this chapter is to provide an overview of the implicit systems theory, 
the need of such representations, and the approaches adopted from several researchers 
for the study of the most general form of linear systems. 
In the classical system theory we consider systems where the inputs and the outputs 
are related by an operator G( s), the transfer function. This means that the output y( s) 
comes as a result of the processing of the input u( s) by the system described by G( s) 
and y(s) may be described in an explicit way in terms of u(s). 
In the theory of implicit systems a different point of view is followed. The system 
is not considered as a processor of u{t) but it is viewed as a set of constraints on 
y{t) and u{t). Thus, the pair u{t), y{t) must be such that they satisfy an equation 
of the form N{O')u(t) + D(O')y(t) = 0 where no assumption for invertibility of any of 
the matrices N (0') and D{ 0') is made. Clearly, this approach is closer to the theory of 
linear differential equations, than the transfer function approach. A characteristic of 
the above approach is that in general we do not treat the inputs and outputs separately 
but we consider the overall vector w{t) = [uT{t), yT(t)]T. This vector is called external 
behaviour vector. Thus, in the implicit systems theory the distinction between inputs 
and outputs is not necessary since all external signals are considered in a unified way. 
For this reason implicit systems are of non oriented nature. 
The simplest type of implicit systems is the so called regular singular systems i.e. 
systems described by state equations of the type Ex = Ax + Bu, y = ex, det E = 0 
where the matrix pencil sE - A is regular. This type of system possess a transfer 
function, but has a behaviour different than that of the classical state-space systems. 
The behaviour of this system depends on the initial conditions of the state vector and 
in general it is impulsive unless the initial conditions satisfy certain conditions. The 
transfer function of the singular systems is, in general, a nonproper transfer function. 
In the classical theory two systems are said to be transfer equivalent if they have the 
same transfer function. In the theory of implicit systems the term transfer equivalence 
is replaced by the term external equivalence. There are several definitions of exter-
nal equivalence in the literature. The issue of external equivalence and the existing 
definitions is discussed in this Chapter. 
The state-space models in classical system theory were introduced in order to allow 
the study of the internal mechanism of the system and, in some cases, they are very 
useful for the solution of standard control problems. On the other hand when one has a 
state-space model in hand, may use entirely numerical methods instead of polynomial 
methods required when transfer function is used. The relationship between state-space 
models and transfer function of PMD models was extensively studied during the last 
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25 years. When we deal with implicit systems we may use models involving internal 
variables called states, or auxiliary variables or latent variables. These models are 
obtained from the external descriptions of the system in a way similar to the realisation 
theory of classical systems and they are models of first order differential equations on 
the internal variables having the external variables vector as the "exciting" variable. 
Since internal descriptions of implicit systems are introduced, it is expected to have 
the definitions of the notions of observability and controllability considered. These no-
tions were introduced in different ways by several authors. According to Willems' theory 
[Wil., 1989], [Wil., 1991], controllability is not dependent on the system description but 
it is an intrinsic property of the system. This aspect is justified from the consideration 
that the system models are produced by the observation of the external signals related 
to the system i.e. the system is an entity imposing constraints on the space of signals. 
Other researchers define controllability in a way entirely conformable to the classical 
definition for standard state-space systems. 
The issue of representations and transformations, as well as the minimality of the 
representations under several definitions of system equivalence is a topic that has 
received much attention [Kui. & Sch., 1991], [Wil., 1986], [Wil., 1983], [Ros., 1970], 
[Pugh, Hay. & Fret., 1987], [Ver., Lev. & Kail., 1981]. The problem transformation be-
tween the equivalent representations is important since a type of representations may 
be useful for the treatment of one problem but there is need for another type of rep-
resentation to tackle a different problem. The several types of representations and 
transformations are discussed in this Chapter. 
With the introduction of first order internal models, the geometric theory of implicit 
systems emerged. As in the case of state-space systems the fundamental subspaces were 
defined and geometric characterisations of the properties of implicit systems were given. 
The approaches adopted here are either pure geometric in the fashion of Wonham's the-
ory for state-space systems or a mixture of algebraic and geometric methods that is 
made possible by using the matrix pencil theory as the major tool. The matrix pencil 
approach is very convenient when we deal with first order differential equations because 
the dynamic behaviour of the variables may be characterised and studied in algebraic 
terms such as generalised eigenvalues-eigenvectors, finite and infinite elementary divi-
sors, minimal indices of rational vector spaces etc .. 
Implicit descriptions are not of theoretical interest only. Many problems encountered 
in practice may be formulated as implicit systems problems and treated in a convenient 
way. Implicit equations may be used for modeling of circuits, economic phenomena, 
large scale systems and systems with differentiators such as PID controllers If we con-
sider internal descriptions of implicit systems (e.g. descriptor models) it may be seen 
that we have to deal with systems governed by a set of dynamical equations where the 
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variables are constrained by algebraic constraints (nondynamic equations). This is a 
very common situation in practical systems. 
In the study of large scale systems, descriptor equations may be used when a system 
is strongly coupled and it is simplified by the singular perturbations method. On the 
other hand, even in the case where a system may be modeled as a standard state-space 
system, it is sometimes more convenient to consider the state equation Ex = Ax + Bu, 
where E is invertible instead of producing a standard state-space model because this 
way we avoid matrix inversions, which is not recommended for ill conditioned problems. 
Other cases where we may end up with implicit equations are the cases where our 
models arise as a result of linearisation procedures. 
3.2 Representations of linear systems 
The problem of representations and transformations between equivalent representations 
is important in control and system theory for two reasons: First, one representation may 
be more preferable than another mathematically equivalent one because the problem 
under study may be handled more easily using that representation; furthermore, even 
if a problem is solved theoretically by using one representation, there may be another 
equivalent representation, which is more convenient for computations. Second, when 
we are modeling a system, we are usually led to a set of differential equations which 
usually describe the external behaviour of the system; it may be desirable to have the 
description of the system in another form and thus we need a way of transforming the 
system representation to an equivalent representation of different type. 
The most common way of describing a linear system, is the description by transfer 
functions. The systems that can be described by transfer functions are usually obtained 
from differential equations of the type 
N(O')u(t) = D(O')y(t) (3.1) 
where 0' denotes the derivative operator 0' = tt and N(s) and D(s) are polynomial 
matrices with det D(s) #- O. Then, the relation between the input u(t) and the output 
y(t) may be expressed in the frequency domain (where s is the Laplace variable) as 
y(s) = D-l(s)N(s)u(s) = G(s)u(s) (3.2) 
and G(s) is the transfer function of the system. In the case where the transfer function 
is proper, we may find a state-space system 
x = Ax + Bu, y = ex + Du (3.3) 
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which has as transfer function the matrix G(s) defined in (3.2) and G(s) is given in 
terms of (3.3) as 
G(s) = 0(s1 - Ar l B + n (3.4) 
In the case where G( s) is nonproper, the system described by the equations 
Ex = Ax + Bu, y = Ox + nu, det {E} = 0 (3.5) 
has G(s) as transfer function and G(s) = O(sE - A)-IB + n. The transformation of 
the system (3.2) to the form (3.3) or (3.4) is called realisation of the transfer function 
G(s). For proper systems there are many methods developed for the realisation of G(s) 
[Wol., 1974], [Kalm., 1963], [Kail., 1980], [Ho & Kal., 1966]. For the case of nonproper 
transfer functions these methods are either based on those of the proper case, or are 
entirely independent. A new method for realisation in the nonproper case is proposed 
in Chapter 4 of this thesis, which also generalised a previous classical result. 
Although the transfer function description is very convenient for applications of 
control, it has the disadvantage that it is not always equivalent to the set of differential 
equations of (3.1) describing the modeled system. 
Another description which was proven to be very important in system theory is the 
polynomial matrix description (PMD) which was introduced by Rosenbrock [Ros., 1970] 
and is described below 
T(s)e = U(s)u 
y = V(s)e + W(s)u 
(3.6) 
(3.7) 
This representation involves the inputs u(s), the outputs y(s) and the auxiliary 
variables e(s). It was shown that the above representation may be transformed to the 
transfer function representation 
G(s) = V(S)T-IV(S) + W(s) (3.8) 
Note that the above may be readily reduced to the matrix fraction description 
G(s) = n-l(s)N(s). Rosenbrock showed that (3.6), (3.7) may be transformed to the 
state-space description (3.3) by means of strict system equivalence transformations. 
He has also shown that in the case where G(s) is nonproper then (3.7), (3.8) may be 
transformed to a model of the type (3.5) with n = OJ however this problem had a more 
refined treatment by Verghese et al. in [Ver., Lev. & Kail., 1981]. 
Representations of the type (3.5) are important in linear systems theory since they 
provide the means for the description of a much wider range of systems than the stan-
dard state-space representations. This type of representation is called descriptor form 
representation. The introduction of the descriptor representations has motivated the 
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study of the behaviour of the systems at infinity and in particular the definition of the 
poles and zeros at infinity, as well as the notions of reachability and observability at 
infinity [Ver., Lev. & Kail., 1981], [Cobb, 1984] etc .. 
The representation that fits the implicit systems framework is the external form of 
description proposed by Willems [Wil., 1979], [Wil., 1983], [Wil., 1991]. This type of 
description comes directly from the differential equation descriptions of the dynamical 
systems. According to this approach the dynamical system is defined as the family of 
the solutions w(t) satisfying differential equations of the types 
T(a)w(t) = 0 (3.9) 
or 
P(a)e = 0, w(t) = Q( a)e (3.10) 
or 
P(a)e = Q(a)w(t) (3.11) 
Note that in the above system representations there are no inputs and outputs 
but instead we have the external signals w(t). The set of vector functions w(t) which 
satisfy the above equations is called the external behaviour of the system. As is the 
case of the transfer function descriptions we may obtain equivalent (in a proper sense 
of equivalence) descriptions of the following forms [Kuij. & Sch., 1990], [Kuij., 1992], 
[Bon., 1991] 
Ex = Ax + Bu, y = ex + Du (3.12) 
and 
(3.13) 
The first of the above is the descriptor form representation, where the matrices 
E, A are not necessarily square. Note that in (3.12) we have inputs and outputs. The 
role of these signals is not necessarily interpreted as in the case of transfer function 
descriptions where the output is an explicit function of the input. In the case of the 
above representation y(t) is a subset of the external variables w(t) named as outputs 
and u(t) is a subset of w(t) named as inputs. The external variables vector is w(t) = 
[uT(t), yT(t)JT. In the present thesis we propose an alternative to the existing method 
for transforming representations of the type (3.9) to the forms (3.12) and (3.13). 
Another type of representation where no distinction between inputs and outputs is 
made is the representation of the form 
Ex = Fx+Gw (3.14) 
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where x(t) is the vector of internal variables and w(t) is the behaviour. Willems in 
[Wil., 1991], [Wil., 1983] considered this type of representation and showed that be-
havioural equations of the form (3.9), (3.10) or (3.11), may take a first order realisation 
of this type. Representations of the type (3.14) have been considered and by Aplevich 
[Apl., 1985],; however, that approach is different to that of Willems as it will be shown 
in the following section where the several notions of equivalence of representations are 
discussed. 
3.3 Equivalence of representations 
The topic of this section is a brief presentation of the several notions of equivalence 
defined on the different representations of a system. Of course the notion of equivalence 
depends on the interpretation we give to the term "system". If a system is identified 
only by its transfer function, then a controllable and an uncontrollable state-space 
realisation of this transfer function are equivalent. If we are interested on the overall 
external behaviour of this system, then the above state-space representations are not 
equivalent. 
Rosenbrock [Ros., 1970] considered models of the type (3.6), (3.7) and defined the 
strict system equivalence by using the system matrix defined below. 
Definition 3.3.1 [Ros., 1970] Consider the system described by (3.6), (3.7). Then, the 
system matrix P( s) of this system is defined as follows 
P(s) = [T(S) U(s) 1 
-V(s) W(s) (3.15) 
o 
Then the definition of the strict system equivalence of two systems with system 
matrices Pt{s) and P2(S) is the following. 
Definition 3.3.2 Consider two systems with system matrices Pt(s) and P2(S). These 
systems are called strictly equivalent if 
(3.16) 
where M(s) and N(s) are unimodular matrices and X(s), Y(s) are polynomial matrices. 
o 
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Note that strict system equivalence leaves invariant the zeros of the system (de-
coupling, invariant, system zeros) and the transfer function. Note that if the systems 
considered (3.16) are described by state-space equations then the definition of strict 
system equivalence coincides with that of similarity equivalence. 
In the framework of descriptor systems Rosenbrock gave the definition of restricted 
system equivalence as follows [Ros., 1974b]: 
Definition 3.3.3 Two systems described by the descriptor equations (3.5) with feedth-
rough term D = 0, are called restricted system equivalent, if their associated system 
. matrices are related as follows 
[ Mol [ sEI - Al -BI 1 [N 0 1 o I CI 0 0 I (3.17) 
where M, N are nonsingular constant matrices. o 
Note that the systems considered above do not have matrix D and the non dynamic 
part (corresponding to D) is incorporated into the matrix pencils sEt - At and sE2 - A2, 
in such a way, that the dynamic and non dynamic variables of the system are treated in 
the same way by the restricted equivalence transformations [Ver., Lev. & Kail., 1981]. 
As it was pointed out in this paper this is a drawback of the restricted system equivalence 
since two systems differing only in trivial nondynamic variables are not considered as 
equivalent under this type of equivalence. In order to overcome this drawback of Rosen-
brock's strict system equivalence, Verghese and his co-workers extended the notions of 
equivalence in such way that two systems differing trivially may be considered as equiv-
alent. This new type of equivalence was termed strong equivalence and was introduced 
as follows [Ver., Lev. & Kail., 1981]. 
Definition 3.3.4 Consider two descriptor systems described by the equations (3.5). 
Then, if the corresponding system matrices are related as 
(3.18) 
where M, N are nonsingular constant matrices and 
QEI = 0, EtR = 0 (3.19) 
the two descriptor systems are called strong equivalent and the operations induced by 
(3.18), (3.19) are called operations of strong equivalence. 0 
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Note that strong equivalence operations allow operations of restricted system equiv-
alence and, in addition, elimination or introduction of nondynamic variables provided 
that the constant feed through term does not change. This is guaranteed by conditions 
(3.19). The strong equivalence transformations in the work of Verghese were not given 
in a closed form but in the form of catalogue of elementary transformations. The dif-
ficulty in giving a closed form of the elementary operations arises from the fact that 
the strict equivalence transformations allow addition/deletion of trivial dynamics. The 
closed form of strong equivalence transformations was developed by Pugh, Hayton and 
Fretwell in [Pugh, Hay. & Fret., 1987]. In this paper the notion of complete equivalence 
of descriptor systems was introduced. Complete equivalence is defined as follows. 
Definition 3.3.5 Consider two descriptor systems of the form (3.5). Then, if the cor-
responding system matrices are related as 
(3.20) 
where the matrices 
(3.21) 
have neither finite nor infinite zeros, the systems are called completely equivalent. 
o 
The following result shows that complete equivalence provides a closed form of strong 
equivalence transformations. 
Lemma 3.3.1 [Pugh, Hay. & Fret., 1987] Two system matrices Pl(S) and P2(S) cor-
responding to descriptor systems are completely system equivalent, if and only if they 
can be obtained from each other by strong equivalence transformations. 0 
The relation of equivalence and the solutions of the descriptor equations of com-
pletely equivalent systems were explored in [Hay., Fret. & Pugh, 1986]. In this paper 
the notion of fundamental equivalence was introduced and defined as follows. 
Definition 3.3.6 Consider two descriptor systems with system matrices Pl(S) and 
P2( s) respectively. These systems are fundamentally equivalent if there exist 
3.3 Equivalence of representations 35 
(i) a constant, injective map 
(3.22) 
(ii) a constant, surjective map 
(3.23) 
o 
In this paper it was shown that two systems are fundamentally equivalent, if and 
only if they are completely equivalent. From the definition of fundamental equivalence 
it is clear that this transformation preserves the input-output behaviour of the system. 
This is important in the framework of implicit systems, since we are not interested 
only in transfer equivalence but in external equivalence which will be defined later 
in this section. The notion of fundamental equivalence was extended to the case of 
systems described by PMD's in [And., Cop. & Cul., 1985], [Hay., Wal., & Pug., 1990], 
[Pugh, Kar., Var. & Hay., 1994]. 
We move now to the framework referred to as behaviour of systems [Wil., 1983], 
[Wil., 1991]. In this framework the system is identified by its external behaviour w(t) as 
it was mentioned in the previous section. Here we have the notion of external equivalence 
which is defined as follows. 
Definition 3.3.7 [Wil., 1983] Two representations are called externally equivalent, 
if and only if they induce the same external behaviour. 0 
In the case of autoregressive representations we have the following criterion for ex-
ternal equivalence [Wil., 1991], [Wil., 1983]. 
Proposition 3.3.1 Consider the autoregressive descriptions 
where Rl(S), R2(s) are polynomial matrices of full row rank and have the same dimen-
szons. Then the above systems are externally equivalent, if and only if 
(3.24) 
where U(s) is unimodular matrix. o 
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If the representation of the system is of the type E(P, Q) : p(u)e = 0, Q(a)e = w, 
then we have the following [Sch., 1988], [Wil., 1979]: 
Proposition 3.3.2 Two behavioural systems E(Pt, QI) and E(P2, Q2) are externally 
equivalent if 
(3.25) 
o 
Note that Q i, Pi are considered as differential operators and therefore Ker{ Pi( a)} is 
not interpreted as a rational vector space, but it is the set of functions f(t) satisfying 
Pj(u)f(t) = O. In the framework of external equivalence the system is associated with 
a set of solutions of differential equations. In [Apl., 1985] first order representations 
of the type (3.14) were considered. The equivalence criterion in this approach is the 
following: 
Definition 3.3.8 Two systems represented by (3.14) are equivalent if WI = W2 where 
w, = [~ ~ 1 Ker{1';(s)} and 1';(s) = [sE, - F"G,] (3.26) 
and Ker{Pj(s)} is interpreted as the rational vector space annihilating Pi(S). o 
From the above definition we see that in this approach the system is associated with 
a rational vector space and not to the solution of a differential equation. The equivalence 
notion of the above definition was termed as external equivalence in [Apl., 1985]. In 
order to distinguish the external equivalence in the sense of Willems, from the above 
we give the following definition. 
Definition 3.3.9 If two systems are equivalent, in the sense of definition 3.3.8, then 
they will be called A-externally equivalent. o 
In [Apl., 1991] the above type of equivalence is termed external equivalence. Here, 
we introduce the term A-external equivalence in order to make the distinction from 
external equivalence in the sense of Willems. 
It is easy to see that if we have system representations as in proposition 3.3.2 then 
the notion of A-external equivalence may be extended as follows. 
Definition 3.3.10 Two systems of the type E(P1 , Qt}, E(P2, Q2) are A-externally 
equivalent if 
(3.27) 
where Qi(S), Pi(s) are interpreted as matrices over the field of rational functions and 
thus Ker{Pi(s)} is a rational vector space. 0 
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Note that external equivalence is stronger than A-external equivalence in the sense 
that if two systems are externally equivalent, then they are A-externally equivalent 
without the reverse being necessarily true. If we wish to identify the stronger notion of 
equivalence then it is clear that the strong equivalence notion is the stronger one. 
By the introduction of the several types of equivalence, the problem of finding canoni-
cal forms under the eqivalence transformations corresponding to each type of equivalence 
emerges. In linear systems theory the most commonly used type of canonical form is the 
canonical form under similarity equivalence [Pop., 1972], [Dick., Kail. & Morf, 1974], 
[Den,. 1974], [Ros. & Hay.,1974], [Luen., 1967]. For the case of regular descriptor sys-
tems the problem of canonical forms has been considered under restricted system equiv-
alence for systems without outputs in [Gl.-Luer. & Hin., 1987], [Hel. & 8hay., 1989]. 
These forms are extensions to the controllable canonical forms for state-space systems. 
However, this problem remains open since a Popov type canonical form is not avail-
able yet. In the present thesis the problem of canonical forms under restricted system 
equivalence transformations is considered for systems with and without outputs. In 
the first case the problem is entirely solved, while in the latter, a solution for a spe-
cial case of regular descriptor systems is obtained. There are other types of canonical 
forms under transformations different than the transformations corresponding to the 
types of equivalence presented in this section [Gl.-Luer., 1990], [Kar., & MacB, 1981], 
[Lois., Ozc., et al., 1991], [Leb. & Lois., 1994]. These canonical forms are not discussed 
here. 
The transformations between several types of system representations is an important 
issue in system theory. The most classical type of such transformations is the realisation 
of a given transfer function either proper or nonproper mentioned earlier in this section. 
In the present dissertation the realisation in descriptor form under transfer and external 
equivalence are considered. We may consider transformations between any type of 
representations mentioned in this section under a given type of equivalence. A detailed 
review of system representations and transformations may be found in [8ch., 1989]. 
3.4 Descriptor systems 
The descriptor type representation Ex = Ax + Bu, y = Cx + Du is the main tool 
for the analysis of implicit systems when they are represented by first order representa-
tions. Originally, the use of descriptor type models, was motivated from the observation 
that state-space models were not able to describe some types of systems such as eco-
nomic models [Luen., 1978] composite systems [Ros. & Pugh, 1974], electrical circuits 
[Lew., 1986] etc .. The reason for this is that some systems are described by a combi-
nation of dynamic and algebraic equations (algebraic constraints of the state vector). 
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On the other hand the family of nonproper systems is a typical example of descriptor 
models of the first order differential representation type. The first class of descriptor 
systems which was considered was that of the regular type i.e. 
det{sE - A} :f 0 (3.28) 
For such systems a rich theory has been developed. The most important state-space 
system properties were extended to the case of singular systems and some basic results 
about this type of systems are given below. 
The main difference between state-space and descriptor systems is that the latter 
may have "behaviour at infinity". Indeed, if the pencil sE - A is decomposed to 
its Weierstrass canonical form, we have the equivalent descriptor representation (after 
Laplace transform) [Cobb, 1984], [Ver., Lev. & Kail., 1981], [Ver., V.-D. & Kail., 1979], 
[Lew., 1986]. 
[ sl - A 0 1 [ xs(t) 1 = [ BII 1 u(s) o sJ - I xJ(t) B J (3.29) 
(3.30) 
We readily see that the descriptor system is decomposed into two subsystems the 
"slow" [Cobb, 1984] which is a state-space system and the "fast" which is a system of 
descriptor type where E = J and J is a Jordan matrix with all its eigenvalues equal to 
zero. The fast part corresponds to a system with polynomial transfer function i.e. it 
may be interpreted as a chain of differentiations. The type of the unforced solution of 
x( s) of the descriptor equations is dependent on the initial conditions since 
X(s) = (sE - Atl Ex(O-) (3.31) 
If we take the inverse Laplace transform of the above expression it is easy to see 
[Lew., 1986] that if Ex(O-) :f 0 then the time response x(t) is impulsive. 
Thus in order to have smooth solutions we must have initial conditions satisfying 
x(O) E Ker{E} (3.32) 
Initial conditions satisfying the above, are called admissible initial conditions for 
zero output [Lew., 1986]. If we allow the use of the inputs to eliminate the impulsive 
behaviour of the state, we have [Lew., 1986] that the set of the initial conditions not 
resulting in impulsive behaviour is the maximal (A, E, B)-invariant subspace defined 
by 
V* = sup{V C ~nIAV c EV + 8} (3.33) 
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where 8 denotes the image of B. The subspace V* may be computed by the following 
recursive algorithm [Ozc., 1985] 
(3.34) 
Two notions playing a key role in linear systems theory are the notions of controllabil-
ity and observability. In the case of descriptor systems reachability is also an important 
property; note that in the case of continuous time state-space systems, reachability and 
controllability coincide. 
Definition 3.4.1 [Lew., 1986] A point Xr in the state-space is called reachable, if 
there exists input u(t) such that the state vector x(t) is driven from x(O) = 0 to Xr in a 
finite time interval and the state trajectory x(t) is continuously differentiable. 0 
Definition 3.4.2 [Lew., 1986] A point Xc in the state-space is called controllable, if 
there exists control input u(t) such that if x(O) = xc, the state may be driven to the 
origin in finite time and the trajectory x(t) is continuously differentiable. 0 
In the case of state-space systems the criteria for the controllability are well known 
and they are related to the structure of the controllability pencil [sI - A, -B]. For the 
case of descriptor systems we have the following criterion [Ver., Lev. & Kail., 1981]. 
Theorem 3.4.1 The descriptor system Ex = Ax + Bu is controllable, if the following 
conditions hold 
(i) The pencil [sE - A, -B] does not have finite Smith zeros 
(ii) Im{E}+Im{B} + AKer{E} = Xc 
where Xc is the codomain of E, A. o 
Theorem 3.4.2 [Cobb, 1984] The descriptor system Ex = Ax + Bu is reachable, if 
the following conditions hold 
(i) The pencil [sE - A, -B] does not have finite Smith zeros 
(ii) Im{E}+Im{B} = Xc o 
Note that in the above theorems the codomain of E is used. This is, in order to 
include the nonregular descriptor systems i.e. systems where sE - A is singular. 
The criteria for reachability and controllability differ only in conditions (ii) in the 
above theorems. These conditions are related to the behaviour of the system at infinity. 
In the case of state-space systems where E = I the notions of controllability and 
reach ability coincide. 
The dual results for observability are the following: 
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Theorem 3.4.3 [Ver., Lev. & Kail., 1981] The descriptor system Ex = Ax, y = ex 
is called observable in the sense of Verghese, if the following conditions hold 
(i) The pencil [ SEC A 1 does not have finite Smith zeros 
(ii) Ker{E} n Ker{C} n A-11m {E} = {OJ o 
Theorem 3.4.4 [8ch.,1989] The descriptor system Ex = Ax, y = Cx is called ob-
servable in the sense of Rosenbrock, if 
(i) The pencil [ sE cAl does not have finite Smith zeros 
(ii) Ker{E} nKer{C} = {OJ o 
The reachability and observability properties of the descriptor systems may be ex-
pressed in geometric terms. This approach has been developed in [Ozc., Lew., 1989], 
[Ozc., 1986], [Ozc., 1985], [Mal., 1987], [Mal., 1989], [Lew., 1986], [Lew., 1982]. 
3.5 Minimality of implicit systems 
In the classical theory of state-space systems a system is said to be minimal when it 
has the least possible dimension among the systems giving rise to the same transfer 
function. From this definition we see that minimality is defined in the context of the 
type of equivalence we consider. In this section we will discuss the different definitions 
of minimality in the context of alternative types of equivalence. 
In the case of first order implicit representations, minimality is considered with 
respect to three numbers: The dimension of the costate-space (the number of the 
equations), the dimension of the state-space and the rank defect of the matrix that 
multiplies the vector of the derivatives of the states. For the classical case of regular 
state-space systems we have the standard result: 
Theorem 3.5.1 A state-space system x = Ax + Bu, y = Cx + Du is minimal, if 
(i) [sl - A, -B] does not have Smith zeros 
[ 
sl - A 1 (ii) C does not have Smith zeros o 
The minimality in the above theorem is directly related to the joint controllability 
and observability of the system. The following theorem gives the relationship of minimal 
state-space systems having the same transfer function: 
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Theorem 3.5.2 [Kail., 1980] Two minimal state- space systems have the same transfer 
function if and only if they are related by similarity transformations. 0 
When, instead of transfer equivalence we consider external equivalence we have the 
following definition of the minimality of a state-space system [Wil., 1991]. 
Theorem 3.5.3 [Wil., 1983] A state-space system x = Ax + Bu, y = Cx + Du lS 
minimal under external equivalence, if and only if the pencil 
does not have Smith zeros. o 
In the above theorem we see that controllability is not required for the minimality. 
The reason for this, is that the controllability properties of the system are invariant 
under external equivalence [Wil., 1991], [Wil., 1983]. Willems in [Wil., 1983] proved 
the following: 
Theorem 3.5.4 Two minimal state-space systems are externally equivalent if and only 
if they are related by similarity transformations. 0 
In [Ver., Lev. & Kail., 1981] criteria for the minimality of a singular system Ex = 
Ax + Bu, y = Cx + Du were given by the following result: 
Theorem 3.5.5 A singular system Ex = Ax + Bu, y = Cx + Du is minimal, if and 
only if the following conditions hold 
(i) [sE - A, -B] has no finite zeros 
(") [SE - A 1 H C has no finite zeros 
(iii) Im{E} + Im{B} + AKer{E} = Xc 
(iv) Ker{E} n Ker{C} n A-1lm{E} 
o 
The above criterion for minimality was developed under transfer equivalence require-
ments, i.e. it was assumed that sE - A is invertible and two systems are equivalent if 
they have the same transfer function. For completeness, it is mentioned that minimality 
was referred to as irreducibility in that paper [Ver., Lev. & Kail., 1981]. This definition 
of minimality corresponds to joint observability and controllability, as they are defined 
3.5 Minimality of implicit systems 42 
in theorem 3.4.3 and theorem 3.4.1. These definitions allow the pencils [sE - A, -B] 
and [sET - AT, CT]T to have linear infinite elementary divisors. 
A theorem analogous to theorem (3.5.2) for the case of strong equivalence of de-
scriptor systems is the following: 
Theorem 3.5.6 [Ver., Lev. & Kail., 1981] Two minimal (in the sense of Verghese) de-
scriptor systems are strongly equivalent if and only if they have the same transfer func-
tion. 0 
If we consider reachability and observability in the sense of Rosenbrock then we have 
the following [Ros., 1974b], [Sch., 1989]: 
Theorem 3.5.7 A descriptor system Ex = Ax + Bu, y = Cx + Du is minimal under 
transfer function equivalence if and only if the following conditions hold: 
(i) [sE - A, -B] has no finite zeros 
\ 
[ 
sE - A 1 (ii) C has no finite zeros 
(iii) [E B] has full row rank 
(iv) [ ~ 1 has full column rank o 
In [Grimm, 1988], the case where the matrices E, A of a descriptor representation 
are rectangular was considered and minimality was defined as follows: 
Theorem 3.5.8 A descriptor system Ex = Ax + Bu, y = Cx + Du where E, A are 
not necessarily square, is minimal if 
(i) It is minimal in the sense of theorem 3.5.5 
(ii) AKer{ E} ~ ImE o 
The second condition in the above theorem expresses the requirement that the state 
equation contains no nondynamic variables [Ver., Lev. & Kail., 1981]. Minimality in 
the above theorem was considered in the context of A-external equivalence. When 
external equivalence is considered we have the following [Kui. & Sch., 1991] result. 
Theorem 3.5.9 The descriptor representation Ex = Ax+Bu, y = Cx+Du. This rep-
resentation is minimal under external equivalence, if and only if the following conditions 
hold 
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(i) [E B] has full row rank 
(ii) [~l has full column rank 
(iii) AKer{E} ~ Im{E} 
(iv) [ SEC A] does not have Smith zeros 
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o 
The above result does not take into account the controllability of the system. This 
is expected, since the result is given in the context of external equivalence. Note, that 
nondynamic variables are not present. 
The relation between two minimal (under external equivalence) descriptor systems 
having the same external behaviour is considered in the following theorem: 
Theorem 3.5.10 [Kui. & Sch., 1991] Two minimal (under external equivalence) de-
scriptor systems have the same external behaviour if and only if they are related by 
strong equivalence transformations. 0 
If we restrict ourselves to systems without feedthrough matrix D, then the non-
dynamic variables corresponding to this matrix have to be incorporated in the pencil 
sE - A. In this case, minimality under external equivalence may be inspected by the 
following criteria [Kuij., 1992]. 
Theorem 3.5.11 The representation Ex-Ax+Bu, y = ex is minimal under external 
equivalence, if and only if the following conditions hold: 
(i) [E B] has full row rank 
(ii) [~l has full column rank 
(ii) [ sE; A 1 does not have finite Smith zeros. o 
The only difference between the above and theorem 3.5.9 is the criterion for the 
absence of nondynamic variables. 
The relationship between two minimal descriptor representations without feedth-
rough term, with the same behaviour is considered below: 
Theorem 3.5.12 [Kuij.,1992] Two minimal (under external equivalence) descriptor 
representations without feedthrough term are externally equivalent if and only if they 
are related by restricted system equivalence transformations. 0 
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We proceed now to the definitions of minimality for other representations of implicit 
systems. Consider first systems of the type [Wil., 1991] 
Ex+Fx+Gw = 0 (3.35) 
This system is non oriented and w(t) is the external behaviour vector; the criteria for 
the minimality of this system, are given below [Wil., 1991]. 
Theorem 3.5.13 The system (3.35) is minimal under external equivalence, if and only 
if the following conditions hold 
(i) >'E + J-lF has full column rank V>',J-l E C, 1>.21 + 1J-l2 1 =I- 0 
(ii) Im{E} S;;; Im[F,G] 
(iii) Im{F} ~ Im[E, G] o 
Willems in [Wil., 1991] considered the relationship of two minimal representations 
of the type Ex + Fx + Gw = 0 and provided the following: 
Theorem 3.5.14 Two minimal (under external equivalence) representations Etxt + 
Ftxt + Gtw = 0 and E2X2 + F2X2 + G2w = 0 are externally equivalent if and only if 
there exist invertible matrices P and Q such that 
(3.36) 
o 
If instead of external equivalence we consider A-external equivalence, the minimality 
of (3.35) is defined as follows [Apl., 1985]. 
Theorem 3.5.15 The system (3.35) is minimal under A-external equivalence, if and 
only if the following conditions hold 
(i) F has full column rank 
(ii) [F, G] has full row rank 
(iii) [E - >'F, G] has full row rank V >. E C 
(iv) E - >.F] has full row rank o 
We close this section by giving the criteria for minimality of a pencil representation 
of the form Fe = Ge, w = He under external equivalence [Kuij. & Sch., 1990]. 
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Theorem 3.5.16 A pencil representation Fe = Ge, w = He is minimal under external 
equivalence, if and only if the following conditions hold 
(i) F has full row rank 
(ii) [~] has full column rank 
[
sF - G ] (iii) H does not have finite Smith zeros. o 
The following theorem relates two minimal pencil representations with the same 
external behaviour 
Theorem 3.5.17 [Kui. & Sch., 1991] Two minimal pencil representations have the 
same external behaviour if and only if there exist invertible matrices Sand T such 
that 
(3.37) 
o 
3.6 Geometric theory and implicit systems 
Geometric theory for state-space systems was proven to be an elegant tool for analysis 
and design. In this approach linear systems described by state-space models are as-
sociated to fundamental subspaces expressed in terms of the system matrices A, B, C 
[Wonh., 1979], [Bas. & Mar., 1969] etc .. In this way the basic structural characteristics 
of the system may be translated into geometric terms and a classification of the sys-
tems according to these properties may be given. Several important problems in system 
theory have been solved by using geometric theory [Won. & Mor.,1970], [Wonh., 1979], 
[Wonh. & Mor., 1972]. With the introduction of implicit descriptor models, geometric 
theory was extended to this type of systems [Lew., 1986], [Lew., 1982], [Ozc., 1986], 
[Ozc., Lew., 1989], [Mal., 1989]. In this section we give some definitions of the funda-
mental spaces and algorithms of the geometric approach and we start from the classical 
results of geometric theory of state-space systems [Wonh., 1979], [Bas. & Mar., 1969], 
[Wil., 1981]. We restrict ourselves only to the geometric definitions of the several notions 
without discussing the dynamical aspects, which may be found in the references. 
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Definition 3.6.1 [Wonh.,1979] A subspace V C X, (X being the state-space) is 
(A, B)-invariant if 
AV c V+B (3.38) 
where B = Im{B}. o 
Given now a subspace I\; C X we may define the maximal (A, B)-invariant subspace 
vma:1; contained in I\; as follows [Wonh., 1979]: 
v
ma
:1; = sup{V C I\;IAV c V + B} (3.39) 
The notion of a maximal invariant subspace contained in another subspace of the 
state-space is useful for the solution of several problems such as disturbance decou-
pIing [Wonh., 1979], input-output decoupling [Won. & Mor.,1970], model matching 
[Mor., 1973], [Mor., 1976], [Ern. & Haut., 1980] etc .. A very important algorithm for 
the determination of vma:1; was given in [Won. & Mor.,1970], [Bas. & Mar., 1969]. 
Theorem 3.6.1 Let I\; eX. Then vma:1; is given by the following non increasing 
algorithm: 
VO = I\; 
VII+! = I\; n A-1(V" + B)j 11 ~ 0 
The recursion stops when VII+! = V". 
(3.40) 
(3.41) 
o 
Definition 3.6.2 [Bas. & Mar., 1969] A subspace 5 c X is called (C, A)-invariant 
if 
A(S n C) ~ S where C = KerC (3.42) 
o 
Let smin be the minimal (C, A)-invariant subspace containing a given subspace I\; C X 
. l.e. 
smin = inf{S C XIS ;2 A(S n C), and 5 :::> I\;} (3.43) 
The dual of the recursive algorithm of theorem 3.6.1 is the following: 
Theorem 3.6.2 The minimal (C, A)-invariant space containing a given subspace I\; c 
X is given by the following nondecreasing algorithm 
So =1\; 
and the recursion stops when 5" = 5 11+!. 
(3.44) 
(3.45) 
o 
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Another fundamental subspace associated with a state-space system is the controlla-
. bility subspace. This is defined as follows [Wonh., 1979]. 
Definition 3.6.3 A subspace V C X is a controllability subspace of the pair (A, B) if 
there exists maps F : X -+ U (U is the input space) such that 
V = (A+BFIB n V) (3.46) 
o 
As in the case of the invariant subspaces when there is a given subspace K, C X we may 
define the maximal controllability subspace vmax contained in K, by using a recursive 
algorithm [Wonh., 1979]. This algorithm is given below. 
Theorem 3.6.3 Let x:; eX. Then v~ax is given by the following nondecreasing 
algorithm: 
VO = 0 
V"+! = v max n (AV" + B) 
where vmax is the maximal (A, B)-invariant subspace contained in X:;. 
(3.47) 
(3.48) 
o 
The almost invariant subspaces (almost controllability) were defined by Willems in 
[Wil., 1981]. The dynamical definitions of these subspaces are given in Chapter 9. Here 
we give only the algorithm for finding the maximal almost controllability ~ubspace 
contained in a given subspace x:; n x. 
Theorem 3.6.4 Let x:; eX. Then the maximal almost controllability subspace v~ax 
contained in K, is given by the following nondecreasing algorithm. 
(3.49) 
(3.50) 
o 
In the context of descriptor systems we have the following definition of the (A, E, B)-
invariant subspace [Oze., 1986]. 
Definition 3.6.4 A subspace V c X is called (A, E, B)-invariant subspace if 
AV c EV+B (3.51) 
o 
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In a analogous fashion to the state-space we have the maximal (A, E, B)-invariant 
subspace vma:c contained in a given subspace K,. 
vma:c = sup{V C K,IAV C EV + 8} (3.52) 
The algorithmic computation of this subspace is given by the following [Ozc., 1985] 
result. 
Theorem 3.6.5 Let K, eX. Then the maximal (A, E, B)-invariant subspace con-
tained in K, is given as the limit of the following recursion of subspaces 
(3.53) 
(3.54) 
o 
In the case of descriptor systems the notions of reaehability and controllability do not 
coincide. First we give the geometric definitions of (A, E, B)-invariant reachability and 
controllability subspaces ,of a descriptor system [Oze., Lew., 1989]. Let a be the index 
of nilpotency of E: 
Definition 3.6.5 [Oze., Lew., 1989] A subspace VR C X is called a reachability sub-
space, if there exist matrices F and G such that VR is the reachable subspace of the 
triple (E, A + BF, BG). 0 
Definition 3.6.6 [Oze., Lew., 1989] A subspace Vc C X is called a controllability 
subspace if Vc = EVR, for some reachability subspace VR eX. 0 
The analogous result to theorem 3.6.3 are the following [Mal., 1989]. 
Theorem 3.6.6 Let JC eX. Then the maximal reachability subspace vna:c contained 
in K, is given by the following subspace recursion 
V~ = vma:c n Ker{ E} (3.55) 
(3.56) 
o 
The following result concerns the almost controllability subspaees [Mal., 1987]. 
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Theorem 3.6.7 Let K. eX. Then the maximal almost controllability subspace v~a~ 
contained in K. is given by the following subspace recursion 
v~ = K. n Ker{E} 
V:+1 = K. n E-1(AV: + 8) 
(3.57) 
(3.58) 
o 
Detailed analysis on the geometric theory for descriptor systems may be found in 
[Lew., 1986], [Lew., 1982], [Mal., 1989], [Ozc., Lew., 1989], [Ozc., 1986]. 
3.7 The matrix pencil approach 
The matrix pencil approach to linear systems comes as an alternative to the classical ge-
ometric theory [Kar., 1979], [Jaf. & Kar., 1981], [Kar. & KaL, 1989]. According to this 
approach, the fundamental subspace associated to a linear system may be characterised 
in terms of Kronecker invariants of appropriately defined matrix pencils. The main tool 
of this approach is the feedback free description of the systems which is defined below: 
Consider the descriptor system Ex = Ax + Bu. If (N, Bt) is a pair of a left annihila-
tor, inverse of B(N B = 0, rank{N} = n - f, BtB = Ii) we may readily see [Kar., 1979] 
that the descriptor representation is equivalent to 
NEx = NAx (3.59) 
(3.60) 
The above differential system (3.59) is known as input-space restricted state mech-
anism model. For every solution of (3.59) the input that generates this solution is 
given by (3.60). The pencil R(s) = sNE - NA is referred to as input-state restriction 
pencil. Notice that this description is not affected by the introduction of state, state-
derivative feedback and thus, it is called feedback free description. The controllability 
and reach ability properties of the system Ex = Ax + Bu may be expressed in terms of 
the invariants of restriction pencil R(s) as follows [Karc. & Hay., 1981]: 
Theorem 3.7.1 Consider the system Ex = Ax + Bu and its corresponding restriction 
pencil sN E - N A. Then 
(i) The finite zeros of sN E - N A correspond to the finite decoupling zeros of the 
system 
(ii) The infinte zeros of sN E - N A correspond to decoupling zeros at infinity 
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(iii) If the system is reachable then, sN E - NAhas only column minimal indices 
(iv) If the system is controllable, then the restriction pencil may have linear infinite 
elementary divisors. 0 
Consider now a subspace V eX. Then we define as V -restricted pencil the pencil 
Rv (s) = sN EV - N A V where V is a basis matrix of V. If F = N E, G = N A we have 
the following [Kar. & Kal., 1989]. 
Definition 3.7.1 Let F, G E ~mxn, V C ~n be a subspace with dim{V} = d 
(i) V is called (G, F)-invariant subspace if 
GV ~ FV (3.61) 
or equivalently, for any basis V of V, 3 Av E ~dxd such that 
GV = FVAv (3.62) 
(ii) V is called an (F, G)-invariant subspace if 
FV ~ GV (3.63) 
or, equivalently, for any basis V of V, 3 Av E ~dxd such that 
FV= GVAv (3.64) 
(iii) V is called a complete-(F, G)-invariant subspace if 
FV=GV (3.65) 
or, equivalently, for any basis V of V, 3 Av, Av E ~dxd such that 
GV = FV Av and FV = GV Av (3.66) 
o 
Theorem 3.7.2 The type of the Kronecker invariants of Rv(s) is as follows: 
(i) If V is (G, F) -invariant then Rv (s) may have finite elementary divisors (f. e.d.), 
column minimal indices {c.m.i.} and possibly zero row minimal indices {z.r.m.i.} 
(ii) If V is (F, G)-invariant then Rv(s) may have i.e.d., c.m.i. and possibly z.r.m.i. 
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(iii) If V is complete-(F,G)-invariant subspace, then Rv(s) may have f.e.d., c.m.i. 
and possible z.r.m.i. but it may not have O-e.d .. o 
Observe the following: The definition of (G, F)-invariant subspaces corresponds to 
the definition of (A, E, B)-invariant subspaces (see [Kar., 1979]). Thus, we have the 
following. 
Theorem 3.7.3 [Jaf. & Kar., 1981] A subspace V c X is (A, E, B)-invariant, if 
the restriction pencil Rv(s) = sNEV - NAV has f.e.d, c.m.i. and possibly z.r.m.i.. 
o 
A complete characterisation of the fundamental subspaces of a linear system in 
terms of the invariants of the restriction pencil has been given (see [Jaf. & Kar., 1981], 
[Kar. & Kal., 1989], [Kar., 1979]). This characterisation will be discussed later in Chap-
ter 9 of this thesis, where the matrix pencil approach is used for the solution of the cover 
problem. 
As a final comment in this Chapter it is mentioned that the recursive algorithms 
for the maximal elements of several types of invariant subspaces contained in a given 
subspace IC may be given in terms of the matrices N, E, A appearing in the restriction 
pencil Rv( s) = sN EV - N AV and thus, a complete translation of the geometric theory 
is obtained in terms of matrix pencils. Furthermore the matrix pencil characterisation of 
the subspaces may provide a more refined classification in terms of Kronecker invariants. 
3.8 Conclusions 
In this Chapter a brief background of the basic definitions and results related to im-
plicit systems was given. First the several types of representations of linear implicit 
systems were discussed. These representations cover the external, as well as internal 
descriptions of the systems. The second topic was the several notions of equivalence 
of systems found in the literature. The equivalence framework we consider, is crucial 
when we want to inspect when two types of representations describe the same dynam-
ical system. Another important topic of this Chapter was the minimality of systems 
under the several types of equivalence. Minimality is always desirable since it reduces 
the computational cost in the analysis and design and allows reduction of the cost when 
a system is built in practice. The most used type of first order representation of implicit 
systems was examined next. This type is the descriptor representation. The use of this 
representation allows the development of geometric theory for implicit systems and thus, 
a generalisation of Wonham's geometric approach. Finally, the matrix pencil approach 
was briefly discussed. This approach comes as an alternative to geometric theory and 
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provides the means for relating the several geometric concepts to the Kronecker theory 
of invariants which is a natural tool for the study of first order representations. 
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4.1 Introduction 
The purpose of this chapter is to present a realisation method for nonproper transfer 
functions. It is known that a nonproper transfer function may be transformed to a sys-
tem of first order differential equations in descriptor form. There are several approaches 
towards the derivation of the descriptor form. The first is the decomposition of the non-
proper transfer function, to the strictly proper and polynomial part and then realise the 
two parts independently. The realisation of the strictly proper part is obtained using any 
of the well known techniques, such as realisation from Markov parameters, matrix frac-
tion description method etc. (see [Wol. & Fal., 1969], [Wol., 1973],[Chen, 1984]). The 
realisation of the polynomial part was studied in [Var., Lim. & Kar., 1982], 
[Con. & Per., 1982] etc .. In [Var., Lim. & Kar., 1982] the polynomial part realisation 
is obtained reducing the problem to the problem of the realisation of the "dual" strictly 
proper system. The minimality of the above realisation is proved to be equivalent to 
the minimality of the "dual" realisation. Conte and Perdon in [Con. & Per., 1982] 
follow a module theoretic approach for the realisation of the polynomial part. In 
[Chr. & Mer., 1986], [Tan & Van., 1987] a generalised state-space realisation is ob-
tained by inspection from a given MFD of the transfer function. Both approaches follow 
along the lines of the realisations of MFD of strictly proper transfer functions, but there 
is no discussion on the minimality of the resulting systems (except for the SISO case in 
[Chr. & Mer., 1986]) and no relationship between the Forney indices of the MFD and 
the reachability / controllability properties of the state equations is established. 
The main result of the present Chapter is a generalisation of the classical realisation 
technique based on MFDs [Wol.,1973] to the case of nonproper transfer functions. 
The issues examined here are the following: First, the construction of the generalised 
state-space description is obtained from a given MFD, by inspection. Then, necessary 
and sufficient conditions for the minimality of the realisation are produced and the 
dimension of the minimal state-space description is expressed in terms of the generalised 
McMillan degree of the transfer function. The relation between the column minimal 
indices of the realisation and Forney indices of the MFD, first established by Rosenbrock 
in [Ros., 1974], is verified in a straightforward way. It must be mentioned that the 
realisation procedure covers the case of the strictly proper transfer functions, i.e. when 
the transfer matrix is strictly proper, one gets the classical results for the strictly proper 
systems [Wol. & Fal., 1969], [Chen, 1984], [Kail., 1980] etc .. The proper systems are 
considered here in a singular system representation by expanding the proper dynamics 
by non dynamic variables. 
The structure of the Chapter is as follows: In section 4.2, the problem of realisation is 
posed and it is shown that it can be considered as the problem of realisation of a strictly 
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proper transfer function and a polynomial transfer function separately. In section 4.3 
it is shown that any polynomial transfer function may have a generalised state-space 
realisation. Two realisation procedures are given in this section. The minimality of 
a realisation of a polynomial is considered in section 4.4. Criteria for the minimality 
are given in terms of the controllability and observability at infinity. In section 4.5 the 
relationship between the minimality and the extended McMillan degree is discussed. In 
section 4.6, the realisation procedure of G(8) using MFDs is described, and some related 
topics are discussed. Finally in section 4.7 the properties of the proposed realisation 
are discussed. 
4.2 Statement of the problem 
Let G(8) E ~mXl(s) be a rational transfer matrix and let y(s) and U(8) be the Laplace 
transform of the output and input vector respectively i.e. 
y(8) = G(S)U(8) ( 4.1) 
The problem of the realisation of G( 8) in generalised state-space form is finding a 
quadruple (E, A, B, C) such that the system Se described by the equations 
Se : Ex = Ax + Bu (4.2) 
y = Ox (4.3) 
gives rise to the transfer function G( s) i.e. 
G(s) = C(sE - AtlB ( 4.4) 
We are going to investigate the existence and the conditions for a realisation to be 
minimal. Since G( s) is a nonproper rational matrix it may be written as 
G(8) = Gsp(s) + P(8) (4.5) 
where Gsp(s) is a strictly proper rational matrix and P(8) is a polynomial matrix. It 
is well known that G sp (s) can be realised minimally in state-space form. In the next 
section it is proved that the polynomial part P( 8) may have a descriptor form realisation. 
Then the generalised state-space of the realisation of G( 8) is taken as the direct sum 
of the state-space Xr of the strictly proper part and the generalised Xe state-space of 
the polynomial part of G(8). If 
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(4.6) 
(4.7) 
is a realisation of the strictly proper part of G( s) and 
(4.8) 
(4.9) 
then the generalised state-space realisation of G( s) is 
[ I 0 1 [ xr 1 [Ar 0 1 [ Xr 1 [Br 1 o Ee xe = 0 Ae Xe + Be U (4.10) 
y = [C, C,) [ :: 1 (4.11) 
The above analysis shows the existence of realisation of G(s), as long as we can 
realise as in (4.8), (4.9) the polynomial part in (4.5). 
4.3 Realisation of the polynomial matrix P( s) 
First we prove that there always exist a generalised state-space realisation of P( s) of 
the form 
(4.12) 
(4.13) 
To establish the existence of the above realisation let Pi(S) be the columns of P(s), 
I.e. 
( 4.14) 
and 
hi = 8{Pi( s)} ( 4.15) 
Proposition 4.3.1 The column vector pi(S) with hi = 8{pi(S)} admits a realisation of 
the following type: 
Sj : Hix = x + biu ( 4.16) 
( 4.17) 
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where 
0 1 0 0 0 
1 
0 . 
0 
Hi= bi = b~ + 1 , Pi{S) = Ciesc{s) (4.18) , I 
0 1 0 I 0 . . 0 0 1 
b~ + 1 ,
es~ (s) = [1, s, •.. , sSf]T and Cj are defined by the coefficient matrix of the polynomial 
vector pj{s). 
Proof: The transfer function corresponding to the system (4.16), (4.17) is 
Note that 
and thus 
-1 oS 0 
o 
o 
0 
0 
s 
0 -1 
-1 
1 s 
0 . 
-
0 
{ H I) -lb [S~ s~ 1 1]T s i - i = s·, s .- , •.. , s, 
If we now write 
C·-, 
the result follows immediately. 
c~ , 
c~ , 
c"!' , 
ss~ 
oS 
0 1 
(4.19) 
( 4.20) 
( 4.21) 
( 4.22) 
o 
Proposition 4.3.2 Every polynomial matrix P(s) = (Pl(S), ... ,pe(s)] admits a reali-
sation of the following type 
( 4.23) 
( 4.24) 
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where 
He = diag{ ... H; ... } 
Be = block-diag{ ... , CSf+l," .} 
where Ci is the unit vector with length i and Ce is defined by 
Ceblock-diag{ ... , [sSf+l, ... s, If, ... } = P(s) 
The proof is obvious from proposition 4.3.1. 
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(4.25) 
(4.26) 
(4.27) 
o 
Note that the structure of the above realisation is defined as the aggregate of the 
realisations of Pi(S). We can obtain similar results taking the rows of P(s) instead of 
columns. The corresponding realisation is of the type: 
Yo = Coxo 
where 
Ho = diag{ ... Hi ... } 
Co = block-diag{ ... ,fSr+1, •.. } 
where e; is the vector [1 0 ... 0] with length i and Bo is defined by 
block-diag{ ... , [ir+l, ... s, 1], .. . }Bo = P(s) 
(4.28) 
(4.29) 
( 4.30) 
( 4.31) 
( 4.32) 
The superscripts "e" and "0" stand for the columns and rows respectively. From the 
structure of the matrices He and Ho we can see that the pencils sHe - I and sHo - I 
are characterised by i.e.d. only. The corresponding sets of the i.e.d. are determined 
from the column and row degrees of P(s). The realisations (4.23), (4.24) and (4.28), 
(4.29) will be called canonical column and canonical row realisation respectively. The 
sets of i.e.d. of the two canonical realisations are as follows {sSi+l, sS~+l , ... , sSt+l} for 
the column case and {sSf+l, sS~+l , ... , sS~+l } for the row case and the dimensions of the 
realisations are 
l m 
ne = E Sf + i, no = E Sf + m 
;=1 ;=1 
Note that the above realisations are not necessarily minimal, i.e. we may in gen-
eral find g.s.s. realisations of P(s) with number of states less than the states of the 
above realisations. Generalised state-space systems of the form (4.10), (4.11) can be 
obtained from (4.23),(4.24) or (4.28),(4.29) by restricted system equivalence transfor-
mations [Ver., V.-D. & Kail., 1979]. 
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4.4 Minimal Realisations of P(s) 
In this section, the definition and the characterisation of the minimality of the gener-
alised state-space realisation of a polynomial transfer function is given. 
Definition 4.4.1 A generalised state-space realisation is called minimal when there is 
no other realisation of the same transfer function with less number of states. 0 
Lemma 4.4.1 If a realisation of P(s) of the form (4.10),(4.11) is minimal, then the 
pencil sEe - Ae is characterised only by infinite elementary divisors. 
Proof: Since sEe - Ae is a regular pencil, it is not characterised by any type of minimal 
indices. Let sEe - Ae be characterised by finite and infinite elementary divisors and let 
P, Q be the transformation matrices that bring sEe - Ae to the Weierstrass canonical 
form i.e. 
( 4.33) 
where qi and ri are the orders, degrees of the infinite and finite elementary divisors, 
respectively. The generalised state-space description of the transformed system is 
Ewxw = Xw + Bwu 
y = Cwxw 
where 
Ew = diag{ ... , Hqil ••• , I r " ••• } 
Bw = P B, Cw = CQ 
(4.34) 
( 4.35) 
( 4.36) 
(4.37) 
(4.38) 
The transfer function of the original system remains invariant under the transformation 
(P, Q), that is 
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# , 
L: Cqj(sHqj - IqJ-1 Bqj + L: Crj(sIr; - Jr;(A,))-1 Br; (4.39) 
i=1 i=1 
From the above we see that for P( s) to be polynomial we must have 
J 
l: Cr;(S!r; - Jr;(Ai)t1 Br; = 0 ( 4.40) 
i=1 
which implies that there exists a realisation of P( s) of smaller dimension. o 
Note that the reverse of the result is not always true. From the above lemma we 
have that the minimal realisations of P( s) must be sought amongst the realisations of 
the form 
Hi; - x+Bu 
y - Cx 
The structure at infinity (i.e. the existence of i.e.d. of the pencil sH - J) of the 
realisation of polynomials imposes a dynamical behaviour different than the behaviour of 
the normal state-space systems. The generalised state-space systems are characterised 
by impulsive behaviour at t = 0 excited by the initial conditions x(O-) of the state 
vector [Ver., Lev. & Kail., 1981]. The impulsive behaviour can be easily verified from 
the solution of the equation (4.1) taking into account the initial conditions. Next we 
give the definitions and several tests for the reachability fobservability at infinity as they 
are defined in the work of Cobb [Cobb, 1984]. Let e be the index of nil potency of H, C' 
the i times continuously differentiable functions on ~ and 1)+ the space of distributions 
with support in [0,(0). 
Definition 4.4.2 [Cobb, 1984] A generalised state-space realisation is called reachable, 
if 'It, > 0, x(O-) admissible and W E ~n there exists u E C~-1 such that x(t,) = o. 
o 
Definition 4.4.3 [Cobb, 1984] A generalised state-space realisation is called observ-
able, if knowledge of u E C;-I, y E 1)+ and y(O-) is sufficient to determine x(O-). 
o 
Let H = block-diag{ ... , Hq;, • .. }, i = 1,"', t. The following propositions provide 
ways of testing the reachability and observability at infinity. 
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Proposition 4.4.1 [Cobb, 1984], [Yip & Sin., 1981], A realisation (H, B, C) of P(s) 
is reachable, if and only if 
where 
1 
rank(Rc) = E Ki 
i=l 
(4.41) 
(4.42) 
( 4.43) 
where Ki are the dimensions of the Jordan blocks of H. The above is equivalent to the 
statement that the matrix [H B] has full row rank. 0 
Proposition 4.4.2 [Cobb, 1984] A realisation (H, B, C) of P(s) is observable, iff 
m 
rank(Ro) = E Kj (4.44) 
i=l 
where 
C 
CH (4.45) Ro= 
CHK-l 
(4.46) 
the above is equivalent to the statement the matrix [HT CT]T has full column rank. 0 
Proposition 4.4.3 [Ros., 1974] A realisation (H, B, C) of P(s) is reachable, if and 
only if the matrix pencil 
Lc = [sH -I,-B] (4.47) 
has no infinite zeros. o 
The dual result for the observability of a pair (H, C) is the following. 
Proposition 4.4.4 [Ros.,1974] A realisation (H, B, C) of P(s) is observable, if and 
only if the matrix pencil 
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Lo(s) = [ s~; I 1 ( 4.48) 
has no infinite zeros. o 
In the sequel we give a condition for the reachability (observability) of a realisation, 
using the Jordan form of the matrix H. Consider a realisation (H,I,B,C) of a poly-
nomial transfer function. The matrix H has all its eigenvalues at s = 0 and its Jordan 
form is 
H = diag { ... H K.j ••• }, i = 1" .. , t 
Let the matrices Band C be as follows 
where Ki are the orders of the i.e.d. of H. 
(4.49) 
( 4.50) 
(4.51) 
( 4.52) 
(4.53) 
Lemma 4.4.2 The controllability (observability) matrix Rc(Ro) has full row (column) 
rank, if and only if the following condition holds true: The rows (columns) of B*(C*) 
where 
(4.54) 
are linearly independent. o 
The following theorem relates the structure at infinity of P( s) and of the pencil 
sH -1. 
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Theorem 4.4.1 [Ver., V.-D. & Kail., 1979] Let P(s) be a polynomial transfer function 
and (H, B, C) be the matrix triple of a reachable and observable realisation of P(s). 
Then the pole structure at infinity of P( s) is isomorphic to the zero structure of the 
pencil sH - I at infinity. 0 
We can now state the following result: 
Theorem 4.4.2 Let P(s) be a polynomial transfer matrix and (H, B, C) a generalised 
state-space realisation. This realisation is minimal, if and only if the triple (H, B, C) 
is reachable and observable. 
Proof: From the nil potency of the matrix H it follows that the controllability and 
observability matrices have the form: 
where e is the index of nilpotency of II. 
C 
CH 
o 
(4.55) 
(4.56) 
Let the triple (H,B,C) be an unreachable and/or unobservable realisation of P(s). 
Then using a similarity transformation we can bring the matrix H to the Jordan form 
and let (H*, B*, C*) be the transformed system. Then, since the realisation is either un-
reachable or unobservable, we may reduce the dimensions of this realisation by following 
the method described in [Ros., 1974b]. 
Conversely, let (H, B, C) be reachable and observable. From theorem 4.4.1 it follows 
that the pole structure at infinity of P( s) is isomorphic to the structure of the pencil 
sH - I. Let now (H, B, C) be a generalised state-space realisation of P( s) of order less 
than the order of the realisation (H, B, C). Then the set of i.e.d. of sH - I is different 
than the set of i.e.d. of sH - I. This set of i.e.d. defines the pole structure at infinity of 
P(s). This is a contradiction since the pole structure of P(s) is defined from the Le.d. 
of sH - I. Thus, the order of the two systems must be the same and it is minimal. 0 
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4.5 The McMillan degree and MFDs 
In this section the extended McMillan degree of G( 8) is defined and its relationship to 
the minimality of the generalised state-space representation is derived. The results 
obtained in this section provide a complete generalisation of the strictly proper systems 
case result to that of nonproper systems. 
Definition 4.5.1 [Ros., 1970], [Kail., 1980] The extended McMillan degree of G(8) is 
defined as 
(4.57) 
where 8M denotes the McMillan degree in the usual sense. o 
It is known [Ros., 1970], [Kail., 1980] that DM(G(s)) expresses the total number of 
finite and infinite poles of G( 8) with the orders accounted. We proceed with some 
results that will be used on the derivation of the main result of this section. 
Definition 4.5.2 [Kail., 1980] Let t(8) = n(s)/d(s) E ~(s). The map 
800 : ~(8) --+ Z U {oo} 
is defined by 
8
00
(t(8)) = { 8[n(s)] - 8[d(s)], t(s) of. 0 
00, t(s)=O 
The above function is a discrete valuation since it satisfies the properties 
800 (tl(8) + t2(S)) ~ min{Doo(tl(S)), Doo(t2(S)) 
800 (tl(S)' t2(S)) = 800(tl(8)) + 800 (t2(8)) 
( 4.58) 
o 
(4.59) 
( 4.60) 
The definition of the valuation at infinity may be extended to rational matrices as 
follows [Kail., 1980], [Var. & Kar., 1983a]: 
Definition 4.5.3 The i-th valuation (j(G(s)) of a rational matrix G(s) at infinity is 
defined as 
(4.61) 
+00 ifG(s) = 0 
where Gi(s) is an i x i minor of G(s). o 
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Let Pc; = {qi, i E !!:..' qi > O}, Zc; = {qi' i E ~, qi > O} denote the orders of 
infinite poles and zeros respectively of G(s). Then [Var., Lim. & Kar., 1982] we have 
r 
i=1 
where qi are defined in (2.21) and r =rank{G(s)}. The above may be written as follows: 
L: qi - L: iii = -(r( G) 
i=1 i=1 
or 
~ /I 
ooo(G) = (r(G) = L: iii - L: qi = -(T(G) ( 4.62) 
i=1 i=1 
{# info zeros }-{ # info poles} 
Remark 4.5.1 ooo(G) = (r(G) and expresses the difference between total number of 
infinite zeros and total number of infinite poles of G( s). 0 
The following propositions are important for the derivation of the main result of this 
section. 
Theorem 4.5.1 [Var. & Kar., 1983a} Let G(s) = B(s)A-1(s) be an ~pT(S) MFD. If 
1 
MG'(s) = 
1 
, qi > 0, fJj > 0 (4.63) 
o 
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then 
1 
1 
M;(s) = (4.64) 
o 
Mf(s) = 
1 
(4.65) 
1 
o 
Proposition 4.5.1 Let G(s) E ~mxl(s), represented by an ~pr(s)-coprime AIFD, 
G(s) = B(s)A-l(S), A(s) E ~~t, B(s) E ~;"Xl(S), then 
(i) Ta(s) = [ A(s) ] A-l(S) is and ~pr(s)-coprime proper MFD 
B(s) 
(ii) Ta(s) has no infinite zeros, the same poles as G(s) and 
SM(Ta(s)) = Soo(detA(s)) 
Proof: Since (A(s), B(s)) are right ~pr(s)-coprime 
[ 
A(S)] [A(S)] B(s) N B(s) 
A(s) 0 
(4.66) 
and thus the MFD is coprime which proves part (i). For the part (ii), the coprimeness 
at s = 00 of the numerator [ A(s) 1 implies that we have no infinite zeros, whereas 
B(s) 
the infinite poles are determined by A(s) and thus 
SM(Ta(s)) = SM(G(S)) = Soo(detA(s)) 
o 
Some important properties of the valuation are summarised below [Var. & Kar., 1983a]. 
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Proposition 4.5.2 Let G(s) E ~mXl(s), m ~ i, rank{G(s)} = r and let Q(s) E 
~lXl(s), rank{Q(s)} = i and let 
R(s) = G(s)Q(s) ( 4.67) 
Then 
( 4.68) 
o 
In order to examine some further properties of the valuation we also need the concept 
of the degree of a polynomial matrix. 
Definition 4.5.4 Let G(s) E ~mxl[s]. We define as the degree of G(s) the function: 
a : ~mxl ---+ Z~o U {-oo} defined by: 
8[G(s)] = { {
max. deg among the degrees } 
oj all max. order minors (rxT) minors 
-00 
ifG(s) =J: 0 
ifG(s) = 0 
( 4.69) 
o 
Proposition 4.5.3 If G(s) E ~mxt[s], m > i, rank{G(s)} - r, Q(s) E ~xt[s], 
rank{Q(s)} = i and R(s) = G(s)Q(s), then 
8[R(s)] = 8[G(s)] + 8[Q(s)] (4.70) 
o 
From the definition of the valuation and degree we have [Var. & Kar., 1983a]: 
Corollary 4.5.1 If G(s) E ~mxt[s] then 
(4.71) 
and if G(s) E ~lxt[s] is ~[s]-unimodular, then 
Soo(G) = -8[G] = 8[det(G)] = 0 ( 4.72) 
o 
The next proposition generalises to the matrix case the definition of reduction at 
s = 00 of a scalar transfer function [Var. & Kar., 1983a]. 
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Proposition 4.5.4 Let G(s) E ~Xl[s], m ~ land G(s) = N(s)D-l(s) be an ~[s]­
MFD not necessarily coprime. Then, 
Doo(G) = a[D] - o[N] (4.73) 
o 
With these preliminary results we may state the main result. 
Theorem 4.5.2 Let G(s) E ~mxl(s), m ~ land G(s) = N(s)D-l(S) be any right 
coprime MFD over ~[s] and let 
Then, 
T(s) = [ D(s) ] 
N(s) 
DM(G(S)) = DM(G(S)) + DM(G(s)) = o[T(s)] 
Proof: Consider the matrix 
and any ~[s]-coprime polynomial MFD G(s) = N(s)D-l(S). Then, 
Ta = [ D(s) ] D-l(s) = T(s)D-l(s) 
N(s) 
(4.74) 
(4.75) 
(4.76) 
(4.77) 
is a coprime MFD.Note that Ta(s) has neither finite nor infinite zeros. By the definition 
Doo(Ta(s)) = {# info zeros}-{# info pole,} 
and since Ta(s) has no infinite zeros we have 
Doo(Ta(s)) = -{# info poles}= -DM(Ta(s)) 
which by proposition 4.5.1 leads to 
By proposition 4.5.4 we also have that 
Doo(Ta(s)) = a[D] - a[T1 
given that olD] = DM(G(S)) then (4.79) and (4.80) lead to 
- DM(G(S)) = DM(G(S)) - 8[T(s)1 
( 4.78) 
(4.79) 
( 4.80) 
( 4.81) 
(4.82) 
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or 
8[T(s)] = h'M(G(S)) + h'M(G(s)) = h'M(G(s)) (4.83) 
o 
Note that the degree of the matrix T(s) defined by an irreducible MFD is invariant of 
the transfer function and known as the Forney dynamical order of the vector space 
:F = col- span~(8){T(s)} (4.84) 
Thus, we have: 
Corollary 4.5.2 Let h'F(-) be the Forney order of:F, associated with right coprime 
MFDs of G(s). Then 
( 4.85) 
o 
This gives an interpretation of the extended MacMillan degree as a Forney order 
and vice-versa. This result provides alternative means for the computation of h'M( G( s)) 
without resorting to the computation of the Smith-MacMillan forms. 
Remark 4.5.2 The above result was proven by Janssen in [Jan., 1988] by following 
different approach. 0 
The above results may be used for the determination of the relation of a minimal 
realisation of P( s)) with the MacMillan degree. Let (H, B, C) be a reachable and 
observable realisation of P(s). From theorem 4.4.1 we have that if P(s) has p. poles at 
infinity of orders qi = Ki - 1, where Ki are the multiplicities of the corresponding i.e.d. 
of the pencil sH - I, the MacMillan degree at infinity of P(s) is defined as the total 
number of the infinite poles of P(s). Then, taking into account and the i.e.d. of sH - I 
with multiplicity 1 (linear i.e.d.) we have the following result. 
Theorem 4.5.3 Let (H, B, C) be a controllable and observable realisation of P( s). If 
P{ s) has p. infinite poles of orders qi then the dimension 11 of the minimal realisation is 
~ ~ 
11 = L: (qi + 1) = L: Ki + Pl ( 4.86) 
i=l i=l 
where Pe is the number of linear i.e.d. of sH - I. 0 
Now going back to the overall nonproper transfer function we have that a minimal 
realisation of the form (4.2) (4.3) has dimension equal to the extended McMillan degree 
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of G(s) plus the number of the infinite poles, plus the number of trivial entries (l's) of 
Ma . It must be noted that our discussion is restricted to systems without feedforward 
term. If such systems are considered, then the dimension of the realisation may be 
less than that in (4.86). This is because in our approach, the nondynamic variables 
[Ver., Lev. & Kail., 1981], are incorporated in the dynamic equation (4.1). This inclu-
sion of the nondynamic variables may be obtained as follows: If we write G( s) in the 
form G(s) = 6(s) + D, where D is constant and 6(s) does not have constant term, we 
may find a minimal realisation of G( s) of the form 
Ex=Ax+Bu, y=Cx+Du ( 4.87) 
Now, taking into account that a finite pole of G(s) of order K corresponds to a 
finite elementary divisor (f.e.d.) of sE - A of order K and an infinite pole of G(s) of 
order K corresponds to an infinite elementary divisor (i.e.d.) of sE - A of order K + 1 
[MacF. & Kar., 1976], [Ver., V.-D. & Kail., 1979] we have that a minimal realisation of 
the form (4.87) G(s) has order 
n~in = DM(G(S)) + # of infinite poles of G(s)) ( 4.88) 
The matrix D may be always written as D = en where C E ~mxd, iJ E ~dxt, 
d =rankD and thus (4.87) may be expressed as: 
( 4.89) 
which gives rise to the same transfer function G( s). In (4.89), the feedthrough term D of 
(4.87) is incorporated in the state equations by introducing nondynamic state variables 
[Ver., Lev. & Kail., 1981]. Clearly, if (4.87) is minimal, then (4.89) is minimal among 
the realisations of the form (4.2) giving rise to G(s). 
Remark 4.5.3 The minimal dimension of a realisation of G(s) of the form (4.11) is 
nmin = DM(G(S)) + 'Poo(G(s)) ( 4.90) 
o 
where 'Poo(G(s)) is the number of poles at infinity of G(s) plus the rank of D. The 
number 'Poo(G(s)) will be referred to as the index at infinity of G(s). From (4.89) it is 
clear that 'P oo( G( s)) is the total number of the i.e.d. of the state pencil of the realisation. 
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4.6 Realisations of nonproper transfer functions 
via MFDs 
In this section our aim is to find a generalised state-space realisation of G( s) when it 
is given in MFD (Matrix Fraction Description) form i.e. 
G(s) = N(s)D(stl (4.91) 
Our approach is the generalisation of the realisation procedure of the MFDs of 
strictly proper transfer function [Wol., 1973], [Wol. & Fal., 1969], [Chen, 1984]. The 
generalised state-space realisations are based on the parameters of the MFD and can 
be obtained by inspection. 
For the given systems with MFD as in (4.91), the equations relating the input and 
output variables (external variables) of the system are 
D(s)v(s) = u(s) 
N(s)v(s) = y(s) 
( 4.92) 
(4.93) 
where v(s) is a vector of internal variables. Let T(s) be the composite matrix of the 
MFD, i.e. 
which can be written in the form 
T(s) = [ D(s) 1 
N(s) ( 4.94) 
T(s) = T.,II(s) + Tto£(s) = [ ~~ 1 II(.) + [ ~:: 1 L(.) (4.95) 
where Thc = [ Dhc 1 and Tic = [ Dic 1 are the highest order and lower order coefficient 
Nhc Nic 
matrices of T( s) respectively. If Kl, ••• ,Ki are the column degrees of T( s) then 
H(s) = diag{slti} 
L(s) =block-diag{ ... [l s ... slti-l]T ... } 
The equations (4.92), (4.93) may be written in the form 
DhcH(s)v(s) = -DicL(s)v(s) + u(s) 
NhcH(s)v(s) = -NtcL(s)v(s) + y(s) 
( 4.96) 
( 4.97) 
( 4.98) 
( 4.99) 
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Now define the new variable vector e(s) by 
e(s) = L(s)v(s) (4.100) 
Then, in the time domain, we have 
-
en 111 
611:1 
(11:1-1) 
VI 
-
(4.101) 
ell Vi 
elll:t (II:t- l ) Vi 
. 
and from the above 
(4.102) 
Now (4.98) and (4.99) can be written as follows 
(4.103) 
and 
(4.104) 
If Q is a square invertible matrix such that 
(4.105) 
where N* has full column rank, then (4.104) is equivalent to 
(4.106) 
or 
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(4.107) 
By partitioning the matrix Q-l as shown below we define a matrix Q 
Q-' = [ Q, ]P Q2 £- p ( 4.108) 
and 
Q_' [ '~. ] = [ ~(t) ] ( 4.109) 
. . e(t) 
el~l 
Proposition 4.6.1 The matrix Ql is uniquely defined by the given MFD. 
Proof: NQ = IN" 0] or N [ ~: r = IN" 0] or N = IN" 0] [ ~: ] = N·Q, where 
N* has full column rank. Since N* has full column rank, it is injective and the result 
follows from the uniqueness of the echelon form of N. 0 
We may now define p new state variables (p = rank{Nhc}) as follows 
(4.110) 
then, from (4.107) we have 
N*w(t) + Nlce(t) = y(t) (4.111) 
and equations (4.102), (4.103) and (4.111) can be written in matrix form as follows: 
Ee = Ax+Bu 
y = ex 
where 
( 4.112) 
(4.113) 
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;- 0 
I X1 - 1 0 
0 
-
0 0 
0··· 0 dtl 0 .. ·0 dt2 0"·0 d~l 
0 
I X2 - l 
0 
0 
0 0 
0 0 
0··· 0 d~l 0···0 d~2 0···0 d~l 
E= (4.114) 
0 0 1xl - 1 
0 
. 
: 0 0 
0·· • 0 d7l 0···0 d72 0·" 0 d7l 
0 
qn 
0 
q12 
: 
qpl qp2 
0 qu . 0 : qpl 
.... 
-
""0 
I X1 - l 0 
°l dfrl d1rlH' .d~r2 dll " • 
-
0 0 
d1rt_l+1' .d1rt 
0 
11<2-1 0 
d~1' .. d~rl ~t dl 2rl+1' .• 2r2 
0 0 
dfrt_l +1' .d~rt 
A= (4.115) 
0 0 
d~l" . d~rl d~rl +1' •• d~7'J 
0 Lt -1 0 
°t dirt_I+!' • 
0 0 0 L 
.... 
-
Tj = E Ki, TO = 0 ( 4.116) 
;=1 
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0 
10 ... 0 
0 
010 ... 0 
B= . 
: 
0 
o ... 0 1 
0 
C = [Nlc N*] 
[ 
qll ... 
Q1= : 
qpl 
75 
t 
K1 
+ 
t 
K2 
+ 
( 4.117) 
t 
Kl 
~ 
t p 
~ 
( 4.118) 
(4.119) 
(4.120) 
(4.121) 
Equations (4.112), (4.113) are clearly a state-space representation of the transfer func-
tion G(s). 
Note that the entries of the above matrices can be found by inspection from the 
coefficients of the entries of the matrices of the MFD. 
Remark 4.6.1 The above realisation is uniquely defined from the given MFD since Q1 
is unique and Ell, All, B are directly determined from the coefficients of the polynomi-
als of the MFD. Thus, if we start from a given MFD in echelon form, which is unique 
among the MFDs ofG(s), [For., 1975], then the resulting realisation is uniquely defined 
by G(s). 0 
4.7 Properties of the MFD based realisation 
The properties of the MFD based realisation introduced above are discussed next. 
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Proposition 4.7.1 The realisation (4.112), (4.113) is reachable. 
Proof: A generalised state-space realisation of the form (4.2), (4.3) is called reachable 
if 
rank[sE - A,-B] = n \f sEC (4.122) 
and 
ranklE B] = n ( 4.123) 
where n is the dimension of the matrix E. Consider now the matrices E, A, B appearing 
in (4.114), (4.115), (4.117). From the form of these matrices it is easy to verify that the 
Smith form of the pencil in (4.124) is 
SE,A,B = II 0] (4.124) 
and therefore the reachability pencil does not have any finite zeros. Consider now the 
matrix [E B]. By elementary transformations we can bring it to the form 
(4.125) 
l 
Since n = 2: "'i + P it follows that ranklE B1 = n. o 
i=l 
Going back to the realisation of G( s) we can write the state equations as follows 
[ E" 
E12 
n x(l) = [ A~l ~ ] x(l) + [ ~1 ] u(l) (4.126) 
where 
t 1 -1 0 : 0 0 0 
o ... 0 d~l o ... 0 d~. o ... 0 d~,l 
0 tt-1 0 . 0 : : 0 
Ell = 0 0 (4.127) 0 ... 0 d~l 0 ... 0 d~~ o ... 0 d~,l 
Iltt-1 0 · 0 · 0 · 0 
0 ... 0 d;l 0 ... 0 d;2 o ... 0 d;l 
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( 4.128) 
o -
o o 
o o o 
dt dt °dt dt All = 21 • • • 27'1 27'1 +:t •. 27'2 (4.129) 
o o o 
0 t 
10 ... 0 1\:1 
+ 0 t 
B= 010 ... 0 1\:2 + ( 4.130) 
+ 0 1\:1. 
o ... 0 1 ~ 
From the form of the matrices Ell, All, and Bl it is clear that 
(SEll - All)L(s) = BID(s) (4.131 ) 
Remark 4.7.1 Following along similar lines as in [Kail., 1980], (lemma 6.4-2) it can 
be easily proved that 
det(sE - A) = det(sEll - An) = 1\:' detD(s) (4.132) 
where I\: is constant. o 
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From the above remark and (4.131) it follows, that if So is an eigenvalue of sE - A 
then it is a zero of D( s) and there exists vector q such that 
(soEll - All)L(so)q = B1D(so)q = 0 (4.133) 
Since So is an eigenvalue of sEn - Au we conclude that the eigenvectors of that pencil 
have the form 
p=L(so)q (4.134) 
We proceed now to the following main result. 
Theorem 4.7.1 Let the pair (N(s),D(s)) be column reduced. Then the reachable real-
isation (4.112), (4.113) is observable, if and only if the pair (N(s), D(s)) is coprime. 
Proof: Let the realisation have finite unobservable modes. Then, 3 nonzero vector 
t == [tr, tIJT such that 
[ 
soE - A] t=o C 
where So is an eigenvalue of the pencil soE - A. The above means 
(soE - A)t == 0 
Ct = 0 
or equivalently 
[ 
soEu - Au 0] [tl ] 
SOE21 -1 == 0 
!Vec !V* t2 
From remark 4.7.1 and (4.134) the above yields 
Observe now that 
and consider the numerator matrix !V(s), i.e. 
(4.135) 
(4.136) 
(4.137) 
(4.138) 
(4.139) 
(4.140) 
(4.141) 
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N(s) = NhcH(S) + NlcL(S) = 
IN" OJ [ ~: ] H(s) + N"L(s) = 
(sN* E21 + NlcL(S) = 
[Nlc N*] [ I 1 L(s) 
SE21 
then from (4.139), (4.140) we have 
where 
or 
N(so)q = 0 
D(so)q = 0 
[ N(so) ] q = 0 D(so) 
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(4.142) 
( 4.143) 
( 4.144) 
(4.145) 
i.e. the MFD is not coprime. This is a contradiction, since the MFD is assumed to be 
coprime. Thus, the realisation does not have unobservable finite modes. 
Now, let the realisation be unobservable at infinity. Then the matrix [ET CT]T is 
rank defficient, or equivalently the matrix 
}. ] ( 4.146) 
is rank defficient. Examine first the matrix 
[~:: ] (4.147) 
From (4.127) and (4.128) we can see that the rank of the above matrix is determined by 
its nontrivial columns i.e. from the columns Kt, Kl + K2," ., Kl + ... + Kt, or equivalently 
from the matrix 
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(4.148) 
The above matrix may be written as follows: 
(4.149) 
where Dl has full column rank and therefore, the matrix (4.147) has full column rank 
which yields that matrix (4.146) has full column rank i.e. the system is observable at 
infinity. 
Conversely, consider the case where the MFD is not coprime i.e. 
[ N(so) 1 q = 0 D(so) 
for So E C and q -=f. O. Then from (4.135) and (4.138)-(4.141) we have that 
SOE21 -/ q = 0 
[ 
SOEll - All 0] [ L(so) 1 
Nl.c N* QIH(so) 
The above means that the realisation is unobservable. 
(4.150) 
( 4.151) 
o 
The following proposition relates the c.m.i. of the controllability pencil of a realisa-
tion to the Forney indices of the composite matrix T(s) and it is a generalisation of the 
strictly proper systems case result. 
Proposition 4.7.2 The c. m.i. of the pencil [sE - A, B] are equal to the Forney indices 
of the composite matrix T(s), of the MFD G(s) = N(s)D-1(s). 
Proof: From (4.131) and (4.141) we have that 
or 
[ SEll - All 0 1 [ L(s) 1 = [ BID(s) 1 = [ Bl 1 D(s) SE21 - 0 / -QIH(s) 0 0 
[
SEll - All 0 
SE21 - 0 I 
-:1 -QIH(s) = 0 1 [ 
L(s) ] 
D(s) 
( 4.152) 
( 4.153) 
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The matrix 
[ 
L(s) ] 
-Q1H(s) 
D(s) 
(4.154) 
does not have finite zeros, since L(s) contains a square submatrix of dimension l with 
nonzero determinant. Our aim is to prove that the above matrix is also column reduced. 
Consider the matrix Thc . This may be written as follows: 
[ Dhc ] QQ-1 = [D: D2] [ Q1 ] = [ DIQ1 -:- D2Q2] = [ Dhc ] = Nhc N 0 Q2 N Q1 NQ1 
[~ ~.] [ ~:' ] (4.155) 
Since the above matrix has full column rank l it follows that the matrix 
( 4.156) 
has full column rank. Therefore the high order coefficient matrix 
[ -~1 1 
Dhc 
( 4.157) 
has full column rank i.e. the matrix in (4.154) is column reduced with column degrees 
equal to the column degrees of T(s). From this and the fact that (4.154) does not have 
finite zeros, the result follows. o 
Corollary 4.7.1 If the pair (N(s), D(s)) is coprime and column reduced, then 1'00 =p = 
rank{ N hc } is the number of the trivial and nontrivial infinite elementary divisors of 
sE-A. 
Proof: Since the reachable realisation obtained above, is also observable, it is minimal. 
The dimension of the realisation is 
t 
n = . E Ki +p ( 4.158) 
i=l 
From section 4.5 we have that the dimension of the minimal realisation is equal to the 
extended McMillan degree plus the number of the i.e.d. of sE - A. Now, the extended 
t 
McMillan degree is equal to E Ki and the result follows. o 
i=l 
4.7 Properties of the MFD based realisation 82 
Remark 4.7.2 Dual results for observable realisation may be obtained using left MFDs 
ofG(s). 0 
Remark 4.7.3 In the case where the transfer function G( s) is strictly proper and the 
MFD is column reduced, the resulting matrix E of the generalised state-space description 
is invertible, since p = 0 and Dhc has full rank and therefore, the realisation is a state-
space realisation. 0 
Remark 4.7.4 From the above realisation and proposition 4.7.1 we can easily iden-
tify the reachability and controllability indices of the singular system [Gl.-Luer., 1990], 
[Kar. & Hel., 1990], [Mal., Kuc. & Zag., 1990] as follows: 
(i) The controllability indices are the column degrees of the coprime and column 
reduced MFD of G( s). Furthermore, the nonproper controllability indices are the 
indices corresponding to the columns of T(s) with deg(ni(8)) > deg(di (8)). 
(ii) The reachability indices ri are given by 
where 
ni = i - t h col { [ L( 8 ) 1 }
-Q1H(s) 
Next, we give an example to illustrate the realisation method. 
Example 4.7.1 Let 
s~t6s3t5Bt1 ] 
-s -2s +s+l 
87 +85 -8' _583 -158+3 
s6 +5s4 _83 +582 -3s-3 
a coprime and column reduced MFD of the above transfer function be 
T(s) = [ D(s) ] _ 
N(s) 
82 + 1 82 + 3 
8 + 2 8 4 + 4s2 + 3 
(4.159) 
( 4.160) 
o 
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Then 
N.o = [~ ~], Q = [~ _~], Q. = [11], Dhc = [~ ~], N· = [ ~ ] 
N _ [0 0 3 15 1 8 0] D _ [1 0 3 0 1 0 0] 
I.e - 0 5 3 0 0 0 0 ' I.e - 2 1 3 0 4 1 0 
and the matrices of the generalised state-space realisation are 
1 0 o 0 0 0 0 0 0 1 o 0 o 0 0 0 
o 1 o 0 0 0 0 0 -1 0 -3 0 -1 0 0 0 
o 0 1 0 0 0 0 0 0 0 o 1 o 0 0 0 
E==. o 0 o 1 000 0 ,A= 
o 0 00100 0 
0 0 o 0 1 0 0 0 
0 0 o 0 o 1 0 0 
o 0 00010 0 0 0 o 0 o 0 1 0 
o 0 00000 0 -2 -1 -3 0 -4 0 -1 0 
o 1 o 000 1 0 0 0 o 0 o 0 
c = [0 0 3 15 1 8 0 1] 
05300001 
o 1 
It can be easily verified that the above realisation is minimal. 
4.8 Conclusions 
,B= 
o 0 
1 0 
--
o 0 
o 0 
o 0 
o 0 
o 1 
--
o 0 
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In this chapter the problem of the realisation of nonproper transfer functions has been 
considered. First, two realisation procedures for the polynomial part of G(s) were given 
and the overall system was realised by taking the direct sum of the realisation of the 
strictly proper and polynomial part of G(s). These procedures were used in order to 
prove formally that we may always take a descriptor realisation of a nonproper transfer 
function. The minimality of a descriptor realisation was related to the McMillan degree 
of the composite matrix of a given coprime and column reduced MFD of G(s). The 
main result of the chapter is the realisation procedure of G( s) via MFDs. 
If the MFD is coprime and column reduced, the resulting singular system is minimal. 
The presented method is a natural generalisation of the realisation of strictly proper 
transfer functions. The form of the g.s.s. equations reveals the controllability indices 
of the system as well as the number of the infinite elementary divisors of the pencil 
sE - A, when the realisation is minimal. 
Chapter 5 
CANONICAL FORMS AND 
INVARIANTS FOR SINGULAR 
SYSTEMS 
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5.1 Introduction 
The issue of canonical forms of linear systems under certain transformations has re-
ceived attention from many researchers for the past 20 years [Luen., 1966], [Pop., 1972], 
[Den,. 1974], [Brun., 1970] etc .. There are many reasons that make the knowledge of 
the canonical elements desirable. First, the representation of a canonical element of 
a family of equivalent systems (equivalence class) usually contains a small number of 
parameters which characterise the system. Thus, the study of an equivalence class is 
reduced to the study of a single element (the canonical element) of simple structure. 
In the case of linear systems, the invariants of the equivalence classes characterise the 
behaviour of the system and provide criteria for the design and classification of the 
controllable state-space systems in terms of two types of invariants (discrete and con-
tinuous) under similarity transformations of the state-space model. There are several 
canonical forms that may be defined for regular state-space systems. 
When we are interested only in the free response of a given system, the Jordan canon-
ical form of the matrix A of a state-space system provides all the necessary information 
in a simple way (eigenvalues-eigenvectors of A). When the system is forced (the inputs 
are nonzero) the need of a canonical form for the pair (A,B) emerges [Luen., 1966], 
[Pop., 1972], [Den,. 1974], [Brun., 1970]. 
The canonical form is defined according to a given type of transformation (transfor-
mation group) on the system. When the transformation group is richer than the similar-
ity transformation e.g. state-feedback, output injection e.t.c. we end up with different 
canonical forms than in the case of similarity transformations [Kar., & MacB, 1981]. It 
is plausible to say that the "larger" the transformation group, the simpler the canonical 
form and its derivation. 
The canonical forms of the state-space model are related to the canonical forms 
of the MFD descriptions via the echelon canonical forms for polynomial matrices un-
der unimodular transformations [Pop., 1969], [Pop., 1972], [For., 1975]. This relation 
shows that the input-output and internal variable (state) descriptions are related in 
a straightforward manner and that some results of state-space theory may be derived 
directly via the transfer function approach [For., 1975]. 
The theory of the canonical forms is extended to the case of descriptor systems by 
using the restricted system equivalence transformations [Ros., 197 4b] instead of simi-
larity transformations. Although this extension seems to be straightforward, this is not 
always the case as it is shown in this chapter. 
When we use rich groups of transformations such as the Brunovsky group it is easy 
to extend the state-space results to the descriptor system. However, if we restrict 
ourselves to the restricted system equivalence transformations, which means that the 
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freedom of changing the parameters of the system is restricted, there are some cases 
where the extension is not complete yet. 
The problem of canonical forms of S(E, A, B) was considered by [Dou.& Fen., 1987], 
[Gl.-Luer. & Hin., 1987], [Hel. & Shay., 1989]. These canonical forms cover the general 
case of singular systems (the case where the reachability indices are equal). However, 
these forms are based in the Weierstrass form of the pencil sE - A. In the above works 
the system S(E, A, B) is decomposed into the slow and fast systems. However these 
forms are not related to the Popov canonical form and the reachability indices of the 
system are not displayed through the above canonical forms. 
It is the purpose of this Chapter to generalise some of the canonical forms to de-
scriptor systems under strict equivalence transformations. 
First, systems with outputs are considered. For those systems, the problem of 
canonical forms under restricted system equivalence transformations is solved entirely 
and it is shown that the invariants of the canonical form may be obtained directly by 
the parameters of the echelon form of the MFD of the input-output transfer function 
of the system. 
Next, the problem of Popov type canonical forms for reachable systems is tackled. 
For the case where all the reachability indices of the regular descriptor system are 
equal, the problem is solved completely, while in general case, a semi canonical form is 
obtained. 
5.2 Preliminaries and statement of the problem 
Consider the reachable singular system S(E, A, B) described by the equation 
S: Ex = Ax+Bu (5.1) 
y = Cx (5.2) 
where x E Z ~ ~n, U E U ~ ~l, Y E Y ~ ~m, (E,A,B,C) E ~nxn x ~nxn X 
~nxl X ~mxn rank {B} = .e and rank {C} = m. System (5.1), (5.2) is assumed to 
be minimal, i.e. [sE - A, -B], [sET - AT, CTV do not have finite Smith zeros and 
rank[E,B]=rank[ET,CTV = n and regular i.e. det{sE - A} i- O. For this system we 
define the system matrix P(s) [Ros., 1974b]. 
(5.3) 
The action of restricted system equivalence transformations on the system S(E, A, B, C) 
5.2 Preliminaries and statement of the problem 
is defined as follows 
(P,Q) 0 (E,A,B,C) = (PEQ,PAQ,PB,CQ) 
where (P, Q) E ~nxn x ~nxn and det{P} =I 0, det{ Q} =f O. 
The result of the above transformation is the equivalent system 
S':PEQx' + PBu 
y = CQx' 
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(5.4) 
The action of the transformations (5.4) on the system matrix pes) is the following: 
P'(s) = [p 0] [SE-A -B] [Q 0] = [SPEQ-PAQ -PB] (5.5) 
o I COO I CQ 0 
It is well known that the restricted system equivalence transformations define an 
equivalence relation which partitions the set of all quadruples (E, A, B, C) E ~nxn x 
~nxn X ~nxl X ~mxn to equivalence classes or orbits. Our aim is to find the canonical 
element of each orbit and the invariants characterising the orbit. 
The problem of finding a canonical form for the singular system (5.1), (5.2) under 
the transformations (5.4) will be referred to as the problem of canonical form with 
outputs. Clearly, this problem is equivalent to the problem of canonical form of the 
pencil pes) under the transformation shown in (5.5). It is mentioned that the problem 
of canonical forms for descriptor systems with outputs was solved entirely for the case 
where the transformation group is the Brunovsky group [Brun., 1970] and derivative 
feedback is allowed, by Lebret and Loiseau in [Leb. & Lois., 1994]. The case where 
the allowed transformations are strict equivalence and state feedback was considered 
in [Lois., Ozc., et al., 1991]. The problem considered here, has the difficulty that the 
transformation group, which is a subgroup of the Brunovsky group, reduces the freedom 
of the elementary transformations allowed on the pencil pes). It is expected to end up 
with a different set of invariants than that of the general (Brunovsky) case. 
The second problem considered in this chapter is the problem of finding a canonical 
form of the triple (E, A, B) i.e. we consider only the state equation Ex = Ax + Bu. 
This problem will be referred to as the problem of canonical form. In this case the 
action of the transformation is defined as follows 
(P,Q) 0 (E,A,B) = (PEQ,PAQ,PB) (5.6) 
The key tool for the development of the canonical form of (5.1) is the reachability 
pencil 
T(s) = [sE - A,-B] (5.7) 
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The reachability pencil T'( s) of a system in the same orbit to S is 
T'(s).= [sPEQ - PAQ,-PB] (5.8) 
or 
T'(s) = P[sE-A,-BJ [~ ~] = PT(s) [~ ~] (5.9) 
From the above it is clear that T(s) and T'(s) are related by strict equivalence trans-
formations and thus, they have the same Kronecker invariants. 
Since restricted system equivalence transformations on S induce strict equivalence 
transformations on T(s), the canonical form of T(s) yields a canonical form of S in a 
straightforward manner. 
As a preliminary step towards the derivation of the canonical forms described above 
we consider the following. 
Let N E ~(n-l)xn be a left annihilator of Band Bt E ~lxn a left inverse of B, i.e 
N B = 0 and Bt B = 1,. Then the matrix [ :;'t ] is invertible. Consider the pencil 
[ N ] [sE _ A, -B] = [ sN E - N A, 0] (5.10) Bt sBtE - BtA -1 , 
which is clearly strictly equivalent to T( s). Furthermore, it is known that the pencil 
sN E - N A [Kar., 1990] has only column minimal indices c.m.i. which coincide with 
the reach ability indices of the system S. Thus, the pencil (5.10) is strictly equivalent 
to a pencil of the form: 
[ 
L(s) 0] 
sf{ - A -1 
(5.11) 
where 
L(s) = block - diag{ ... ,LI!:'(s), ... } (5.12) 
and 
s -1 0 .. 
(5.13) 
s -1 
and sf{ - A is unspecified. 
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Similarly, the pencil P( s) may be transformed to the form 
[ 
L(s) 0] 
P(S)fV Sf{;A ~I (5.14) 
As far as the canonical form without outputs is concerned, we are going to investigate 
only the case where the reachability indices of the system S(E, A, B) are equal. 
The matrix pencil in (5.10) will be referred to as pseudo canonical form of T(s) and 
(5.14) as the pseudo canonical form of P(s). Forms (5.11) and (5.14) are not canonical 
since sf{ - A is not uniquely defined. 
The pseudo canonical form will be used as an intermediate step for the construc-
tion of the canonical forms of T(s) and P(s) under transformations (5.6) and (5.4) 
respectively. 
5.3 The stabilizer of the canonical element L( s) 
In this section we consider the matrix pencil L(s) (see 5.12) and we find its stabilizer. 
The stabilizer plays an important role to the determination of the canonical form of 
T( s) since it leads to the transformations that bring T( s) to the canonical form. 
Definition 5.3.1 [MacL. & Bir., 1967] Let X be a set and G be a transformation group 
acting on X with the action 9 : G X X -+ X, gx 1---+ y, 9 E G x, Y EX. Consider a 
fixed Xo EX. Then the set Gxo C G with the property gxo 1---+ Xo, 9 E G:z;o is defined 
as the stabilizer of Xo. The set Gxo is a subgroup of G and it is denoted by Stab(xo). 
o 
The above definition may be translated as follows. The stabilizer is the subgroup of the 
transformation group for which the action on Xo, leaves Xo unchanged. 
The following results are related to the derivation of the stabilizer of L( s). 
Lemma 5.3.1 Let P,Q be such that PLe,(s) = Le,(s)Q where Le,(s) is the standard 
c.m.i. block. Then the forms of P, Q are the following: 
(5.15) 
where A is a non zero constant. 
Proof: Let ei = 2 and 
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then from PL2(s) = L2(S)Q it follows: 
Pl = ql P2 = q2 q3 = 0 
P3 = q4 P4 = q5 q6 = 0 
q4 = 0 Pl = q5 P2 = q6 
q7 = 0 P3 = qs P4 = qg 
Therefore, 
where Pl is arbitrary. Now, let (5.15) hold true for C; = 1\,. We are going to prove that 
it holds for Ci = I\, + 1. The pencil LitH (s) is as follows 
(5.16) 
Let 
(5.17) 
then from P[IItH\O] = [IItH\O]Q (equate the coefficients of s) we have 
(5.18) 
and thus, 
!:.5 = Q, q = 0 [ 
P p] N 
E~ ps 2.S (5.19) 
Now, equating the constant terms we take 
[--+~ =-~l ---t-=L-~3] = [:. qT :.] 
o P6 pT Ps -7 
-7 
(5.20) 
or 
[] [] [ T] ~ P3 Pl P2 N T T = 0, = 0, -N = Q, [P6 E7] = 9..7' Ps = qs q6 Es ~ P (5.21) 
5.3 The stabilizer of the canonical element L(s) 
From (5.19) and (5.21) it follows 
Using (5.22), (5.23) and 
we take 
where ei(s) = [0, ... ,0,8,0, ... ,0] (8 in the i-th position). 
The equation defined from the top block of (5.25) is 
pI L If. ( s) = L If. ( S ) Q' 
which means that 
pI = P1llf., Q' = P1llf.+1 
Therefore from (5.19) and (5.21) 
t-o t-o t-o t-o -112 - , l!..2 - , l!..7 - , 117 - , PI - ps 
and P = Ps11f.+1, Q = Psllf.+2 and since Ps is arbitrary, the result follows. 
The following lemmas may be proven along similar lines. 
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(5.22) 
(5.23) 
(5.24) 
(5.26) 
(5.27) 
(5.28) 
o 
Lemma 5.3.2 Let P, Q be such that PLei(S) = Lej(s)Q where ei > ej. Then P, Q 
have the following forms 
P= (5.29) 
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Q= (5.30) 
o 
Lemma 5.3.3 Let P, Q be such that PL~i(S) = L~j(s)Q where Ci < Cj. Then P = a 
and Q = o. 0 
Consider now the pencil L(s) defined in (5.12). Let P, Q be a pair of constant 
matrices such that 
PL(s) = L(s)Q (5.31) 
without loss of generality we assume that C1 ::; ••• ::; ct. Partitioning P and Q according 
to L(s) we have 
or 
Pll 
P2l 
Pu 
L~l (s) 
PllL~l(S) = L~l(S)Qll' P12L~2(s) = L~1(S)Q12' 
P21L~1(S) = L~2(S)Q2b P22L~2(S) = L~2(S)Q22' 
From the above lemmas it follows that 
Qt1 Ql2 Qu 
(5.32) 
, PllL~A s) = L~l (s )Qu 
,PULel(s) = L~2(S)Q2l 
,PUL~l(S) = L~l(S)QU 
(5.33) 
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Pit = 
[ A; 
· 
Qij = 
[ A; 
. (5.34) J, A ] 
ei ' ei+l 
Pij = 0, Qij = 0 if Ci < Cj (5.35) 
[ ;; ij "'1 "'ei-ej+1 
Pij -
"Y ;; I 1 "'ei-ej+l eixei 
(5.36) 
[ K;; ... ij "'ei-ej+1 
Qij - . . 
",ij ;; I 1 
"'ei-ej+1 (ej+1)x(ei+1) 
Or P and Q have the form (for the case of £ = 4 and C1 < e2 = C3 < C4) 
" 
, 
r-
-
* *. . . * *. . * *. . * 
* . 
· 
. 
· 
. 
. 
. . 
· 
. 
· · 
. . . . . . 
. 
-Ie. *. . '-Ie. *. . .* *. . * 
* * 
*. .* 
* * 
. . 
· · 
· · . . 
. . . 
· 
P= 14 14 *. . * 
* 
. jf 
* . .~ 
(5.37) 
* * 
. 
· 
· · . 
. 
. 
· 
"* 
-Ie. * . . * 
* 
* 
L- * -
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r , 
-' -
* *. . * *' 
. * *. . * 
* . . . . · 
. . . . . 
. 
. . . . . 
-/( *. . • -J< *. . '-/( *' · . * 
* * 
"K' '"K 
* * 
. . 
. 
~2+1 
, 
. 
Q= '* -/( *. · * 
* 
"K "K' '"K 
(5.38) 
* * . 
· 
. 
. . 
-J< 
-J< *. 
· 
. * 
"K 
* 
. 
. 
L... * -
The blocks below the diagonal are nonzero only in the case where ei = ei+1' In the 
above matrices we take e2 = e3 and therefore P23 and Q23 are diagonal matrices. Note 
that Q-1 has the same block structure as Q. We have thus established the following: 
Theorem 5.3.1 The stabilizer of the canonical element L(s) has the form: P is as 
in (5.34)-(5.36) and Q-1 is the matrix obtained by inverting the matrix Q in (5.34)-
(5.36). 0 
Definition 5.3.2 Let Mi and Mj be two matrices with equal number of rows and mi, 
mj, mi < mj columns respectively. By c(a, i,j, k) we define the operation of the addition 
of the columns of Mi with indices mi, mi - 1, ... ,1 (multiplied by the scalar a) to the 
columns of Mj with indices mj - k, mj - k - 1, ... , mj - k - mi + 1, k :::; mj - mi 
respectively. 0 
Write L(s) = [L1(s), ... , Lt(s)] where 
o 
o 
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In this way Li(8) is partitioned to column blocks where each of the L(8) has equal 
number of columns to L~i(8). Then we may state the following proposition. 
Proposition 5.3.1 The column operations on L(s) corresponding to Q, where 
(P, Q) E Stab(L(8)) 
are the following: 
(i) Multiplication of the columns of Li (8) by a scalar 
(ii) Addition of Li( 8) to L j (8) a8 it is defined by definition 5.3.2 
(iii) Permutation of L i (8), Lj(8) if Cj = Cj 0 
As an example, let 
s -1 0 
0 8 -1 
L(8) = 8 -1 0 0 
0 s -1 0 
0 0 8 -1 
and 
2 0 0 0 4 0 0 
0 2 0 0 0 4 0 1 0 0 -4 0 2 
0 0 2 0 0 0 4 0 1 0 0 -4 2 
Q= 0 0 0 3 0 0 0 ,P= 0 0 1 0 0 3 
0 0 0 0 3 0 0 0 0 0 1 0 3 
0 0 0 0 0 3 0 0 0 0 0 1 3 
0 0 0 0 0 0 3 
Clearly (Q, P) E Stab (L(8)). Then 
28 -2 0 0 48 -4 0 
0 28 -2 0 0 48 -4 
L(8)Q = 0 0 0 38 -3 0 0 
0 0 0 0 38 -3 0 
0 0 0 0 0 38 -3 
Now premultiplying the above by P we take 
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s -1 0 0 0 0 0 
0 s -1 0 0 0 0 
PL(s)Q = 0 0 0 s -1 0 0 
0 0 0 0 s -1 0 
0 0 0 0 0 s -1 
The action of Q is the addition of 4 times the first block to the three last columns of 
the second block i.e. it corresponds to the operation c( 4,1,2,0). 
5.4 A canonical form for constant matrices 
In this section a canonical form under a special transformation group for constant 
matrices is discussed. This canonical form is important for the derivation of both 
canonical forms with and without outputs. 
Let A be a constant matrix and consider the following elementary operations on the 
columns of A 
(i) Multiplication of a column by a non zero constant 
(ii) Addition of a multiple of the i-th column of A to the j-th column, where j>i 
The above transformations are a subset of the transformations corresponding to 
postmultiplication of A by a general invertible matrix. The matrix that corresponds to 
the above transformations is an upper triangular invertible matrix. 
Consider now the following reduction procedure on A: 
1. Multiply the first nonzero column by an appropriate constant such that the upper 
nonzero element of this column is 1. 
2. By elementary column transformations eliminate all the entries to the right of the 
first (upper) nonzero element of the first column. Then A is transformed to the 
following matrix. 
OOOxx .. ·x 
o x x ... x 
100 o 
x x x ... x 
xx--x"'x 
OOxxx .. ·x 
(5.39) 
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3. Repeat the above procedure for all the other columns 
The resulting matrix has the following form 
0 0 0 0 0 0 
0 [] 0 0 
[] 0 0 
x 0 0 x (5.40) 
x x 0 0 
x IT] 0 
0 0 x x [] 0 
Observe that all the entries to the right of the 1 's marked by boxes are zero and all the 
entries above the 1 's are zero as well. The 1 's in the boxes will be referred to as pivot 
elements. 
Theorem 5.4.1 Consider the set of matrices Ai of the same dimension which are re-
lated by the transformations described above. Then application of the elimination pro-
cedure to any of Ai leads to a unique matrix Ac. 
Proof: For the sake of simplicity we consider the case where the dimensions of Ai are 
5 X 3. Let 
011 012 013 /311 /312 /313 
021 022 023 /321 /322 /323 
A1 = 031 032 033 , A2= /331 /332 /333 (5.41) 
041 042 043 /341 /342 /343 
051 052 053 f351 /352 f353 
Since Al and A2 are related by the transformations 1., 2. it follows that 
011 012 013 
(311 f312 (313 
021 022 023 
[ Kl 
K,2 K, ] (321 /322 (323 
031 032 033 K,4 K,5 - (5.42) 
(331 f332 f333 
041 042 043 K,6 
(341 /342 /343 
051 052 053 
which means that the first column of A2 is a multiple of the first column of AI. Now, 
multiplying the first columns of Al and A2 by appropriate constants we have (here it is 
assumed that 011 -:f 0, /311 =J. 0) without loss of generality 
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1 0'12 0'13 1 /312 /313 
C21 0'22 0'23 C21 /322 /323 
A(2) -
1 - C31 0'32 0'33 , 
A(2) -
2 - C31 /332 /333 (5.43) 
C41 0'42 0'43 C41 /342 /343 
CS1 0'52 0'53 CS1 /3S2 /3s3 
Now, eliminate the entries of the first row, to the right of l's 
1 0 0 1 0 0 
C21 0'22 0'23 C21 /322 /323 
AP) =. C31 0'32 0'33 , A(3) -2 - C31 /332 /333 (5.44) 
C41 0'42 0'43 C41 /342 /343 
CS1 O'S2 O'S3 CS1 /3S2 /3s3 
The matrices Ai3) and A~3) are related by transformations of the form 1., 2. since 
A (3) - A T(3) A (3) - A T(3) 
1-11' 2- 22 (5.45) 
where TP) and TJ3) are upper triangular invertible matrices. Thus, 
A (3) - A(3)M 2 - 1 3 (5.46) 
where 
M, = [1 ~: ~:] (5.47) 
Observe that (5.46) holds true only if A2 = A3 = O. Thus, the second column of A~3) 
is a multiple of the second column of AP) which means that we may transform AP) and 
A~3) to the form: 
A(4) -1 -
100 1 0 0 
C21 0 0 C21 0 0 
A(4) -C31 1 0'33 , 2 - C31 1 /333 
C41 d41 0'43 C41 d41 /343 
CSI dS1 O'S3 CSI dS1 /353 
(here it is assumed that the upper nonzero entry of the second column is entry (3,2) 
and using similar arguments as above we take the final form of the matrices 
1 0 0 
C21 0 0 
A(S) - A(S) -
1 - 2 - C31 1 0 = Ac (5.48) 
C41 d41 1 
CSI dS1 /SI 
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The above procedure may be readily generalised for AI, A2 of any dimension and 
the result follows. 0 
The relation defined by the restricted column transformations is clearly an equiva-
lence relation. From the uniqueness of the matrix Ac of the above theorem we readily 
have the following. 
Theorem 5.4.2 The matrix Ac in (5.48) is in canonical form under the restricted 
column transformations. This canonical form will be referred to as C-canonical form. 
o 
Remark 5.4.1 The C -canonical form is obtained by transformations which are a subset 
of the transformations leading to the Hermite form, since no permutation and addition 
of columns to columns with greater column index are allowed. o 
The above canonical form combined with the transformations corresponding to the 
stabilizer of L( s) are the main tools for the development of the canonical forms in the 
following sections. 
5.5 A semi canonical form of T(s) 
In this section the construction of a semi canonical form for SeE, A, B) is developed. 
In this form the matrices E and B are in canonical form, but A is not, since it is not 
uniquely defined. The development of the above form is necessary because it provides 
the transformations leading to the canonical forms with outputs and the canonical forms 
without outputs in the case where the reachability indices of SeE, A, B) are equal. The 
semi canonical form is developed on the reachability pencil T(s). 
In section 5.2 it was shown that the reachability pencil T(s) is equivalent to the 
pseudo canonical pencil (5.11). Thus, without loss of generality we may always assume 
that 
T(s) = [L(S) 0] 
sf{ - A -/ (5.49) 
The above pencil is not unique since sf{ - A is not unique. Thus the problem 
of finding the canonical form of T( s) under coordinate transformations is equivalent 
to the problem of finding a canonical form for the pencil sf{ - A in (5.49) under the 
transformation group preserving the block structure of (5.49) i.e. leaves the blocks 
(1,1), (1,2), (2,2) invariant. This transformation group is obviously a subgroup of the 
group defined by (5.9). In what follows we are going to investigate the form of the 
transformation matrices preserving the block structure (5.49). 
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Proposition 5.5.1 Let T(s) and T'(s) be two pencils of the form (5.49) in the same 
orbit. Then they are related by strict equivalence transformations of the following form: 
If PTQ = T' then 
p=[~: n,Q=[~ ~l (5.50) 
where (P1 , Q) E Stab(L(s)). 
Proof: The block diagonal form of Q with the identity matrix as the (2,2) block readily 
follows from the definition of the coordinate transformations (see (5.9)). Let 
[;: ~][ .~<~ A ~ I ][ ~ n -[ .:,<,) A' ~ I 1 
The above may be expanded to the following equations: 
(5.51) 
(5.52) 
(5.53) 
(5.54) 
Equations (5.51) and (5.52) yield that (Pb Q) E Stab(L(s)) and from (5.54) the 
result follows. o 
In order to proceed with the transformations leading to the pseudo canonical form it 
is convenient to consider a partitioning of sK - A conformable to the block-partitioning 
ofL(s). Let 
(5.55) 
where 
Ki E ?Rlxrj and Ai E ?Rlxrj , i = 1, ... ,i, ri = ei + 1 (5.56) 
and denote by k~, k~j and ~~, A~j the columns and the entries of Ki and Ai respectively. 
Then T( s) may be written as follows 
-
. 
L~l (s) 
L~2 (s) 
T(s) = . . (5.57) 
L~i(S ) 
sK1 - Al sK2 - A2 ... sKt - At -It 
-
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where 
kil kf2 kfr. 
f(i = [1£L 1£;' ... ,1£~J = k~l k~2 k~r. (5.58) 
k;l k;2 k;r. 
and 
Ail A12 Air. 
Ai = [~;,~;, ... ,~~J = A;l A;2 A;r. (5.59) 
A~l A~2 A~r. 
Consider now the following strict-equivalence transformations on T(s) 
PT(s)Q = [ Pt 
P3 
0][ L(s) 
I sf( - A -~][ ~ ~ ] = T'(s) (5.60) 
where (PI, Q) E Stab(L(s)). We have the following. 
Proposition 5.5.2 The matrix pencil T'( s) in (5.60) has the following form 
. 
L€J (s) 
T'(s) = 
Le2 (s) 
. 
L€l (s) 
[ 
L(s) 0 ] 
= sf(' - A' -I 
sf(f - A~ sf(~ - A~ sf(i- Ai -It 
and the elementary column and row operations induced by the transformations in (5.60) 
are the following: 
(i) s( a, i): multiplication of the columns of the sf(i - Ai block by the scalar a 
(ii) c(a, i,j, k): addition of a times the columns ri, ri - 1, ... ,1 of sf(i - Ai to the 
columns rj - k, rj - k - 1, ... , rj - k - ri + 1 of sf(j - Aj , k :::; rj - fi, fj ~ rio 
This transformation is defined only in the case where rj ~ ri 
(iii) p(i,j): permutation of the blocks sf(i - Ai, sf(j - Aj where rj = ri 
(iv) r(a,i,j,k): addition of a times the j-th row of block Le,(s) to the k-th row of 
sf( - A 
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Proof: Since (PbQ) E Stab(L(s)) it readily follows that the top row block of T'(s) is 
[L(s),O]. The form of elementary column operations s(a,j), c(a, i,j, k), p(i,j) follows 
from proposition 5.3.1. The form of elementary operations r(a, i,j, k) follows directly 
from (5.60). 0 
We are now ready to construct the pseudo canonical form of T(s) proceeding system-
atically using the transformations of the above proposition. 
The first step is to eliminate the 1,2, ... , ri - 1 columns of the matrices Kj using 
transformations of the type r(a, i,j, k). The resulting pencil has the form 
Lf:l (s) 
L(;2(S) 
. 
. 
. (5.61) 
Lf:l(S) 
I.. 
SKI - Al SJ(2 - A2 sKt- At -It 
where 
(5.62) 
Note that J(j and k~i in (5.62), (5.61) are different than those appearing in (5.57) and 
(5.58) but the same notation is used for simplicity. 
Next, by transformations of the form s(a,j) and c(a,i,j,k) we take an equivalent 
pencil T(s) of the form (5.61) and (5.62) such that the matrix 
(5.63) 
is in C-canonical form. Let now ri = ri+l = riH = ... = rj + Pi for some i E {I, ... , f}. 
By transformations of the form c(a,j), r(a,j, i, 0), p(i,j) on T(s) we take a pencil T4(s) 
of the form (5.61), (5.62) such that the submatrices of J(- consisting of the columns 
i, i + 1, ... , i + Pi i E {I, ... , f} are in the usual echelon form for constant matrices. 
Note that all other columns of J(- remain unaltered by the latter transformations. The 
matrix obtained after the above transformations of all sets of equal rj, is canonical and 
will be referred to as /C-canonical form of [k~l' k~2' ..• ,k~t] 
We may now state the following. 
Proposition 5.5.3 The coefficient matrix of s ofT4(s) is in canonical form 
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Proof: We have that 
T4 (s) = [L(S) 0] 
sf( - A -1 
(5.64) 
where 
(5.65) 
and 
} '* [kl ki ki+l ki+Pi k ] i =.:..::..rl'··· '-Ti"" '-Ti+l,.:..::..ri+Pi'··· '-Tl (5.66) 
The coefficient of s is 
L!l 0 
L!2 0 
. 
. : (5.67) 
L!l 0 
o k~l o k~2 o k~l 0 
where L~, (s) = sL!, - L~i' 
The matrix f( was obtained by invertible column transformations and it is in canon-
ical form since J<* is in K-canonical form and the result follows. 0 
The above result has as a direct consequence the following: 
Theorem 5.5.1 The matrices E and B, where 
L!l 
E= 
L!2 
. 
L!l 
'B=[~,l 
o k~l o k~2 o k~l . 
are in canonical form. o 
We have thus provided a semi canonical form of the triple S(E, A, B) where the 
matrices E and B are canonical. The matrix A is not, in general, in canonical form 
since the operations leading to the matrices of the theorem 5.5.1 do not guarantee the 
uniqueness of A. 
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5.6 Canonical form for systems with outputs 
In this section the construction of the canonical form of the quadruple (E, A, B, C), or 
equivalently of the pencil P(s) is developed. It is shown that the canonical form with 
outputs is directly related to the echelon form of the composite matrix of a coprime and 
column reduced MFD of the transfer function G(s) = C(sE - A)-I B. This relationship 
between the transfer function and the descriptor model with outputs is expected, since 
transfer function is an invariant of the strict equivalence transformations. 
In order to obtain the canonical form of (E, A, B, C) we are going to use the system 
matrix P( s). The following preliminary result is necessary for the description of the 
transformations leading to the canonical form. 
Proposition 5.6.1 Let 
L~l (s) 
T(s) = (5.68) 
There exist transformations of the type s(a,j),c(a,i,j,k),p(i,j),r(a,i,j,k) such that 
the pencil sf{ - A has the form: 
f{i = [O,k~J, f{* (defined in (5.63))is in K,-canonical form and Ai is defined as 
follows: If Pi is the row index of the first nonzero entry of &.., &.. =F 0, then the entries 
Api. = 0, v > fi 
I.V 
Proof: For the sake of simplicity and in order to avoid complicated notations we are 
going to show the transformations leading to the above form of T(s), by means of a 
general example. 
Let T(s) be 
I" 
s -1 0 
0 s -1 
s -1 0 0 0 
T(s) = 0 s -1 0 0 
0 0 s -1 0 
0 0 0 s -1 
All Ab s-Ab A~l A~2 A~3 A~4 A~5 -1 0 
A~l A~2 Sk~2 - A~2 A~l A~2 A~3 A~4 S - A~5 0 -1 
By applying the transformations c( -A~5' 1,2,1) we get 
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r-
S -1 0 
0 s -1 
s -1 0 0 0 
0 s -1 0 0 
0 0 s -1 0 
0 0 0 s -1 
,\tl '\b 8-,\b '\~l -'\~5 ,\tl +'\~2 -'\~5'\b+'\~3 -'\~5 8-'\~5,\t3 +,\~. '\~5 
-1 0 
'\~l '\~2 8k~2-'\~2 '\~l -'\~5'\~1-'\~2 -'\~5'\~2+'\~3 -8'\~5k~2 -'\~5 '\~2+'\~' 8-'\~5 0 -1 
Now applying the transformations r().~5' 2, 4, 1), r().~5k~2' 2, 4, 2) we have 
Applying the same procedure to the above pencil we finally take the equivalent pencil. 
. 
s -1 0 
0 s -1 
s -1 0 0 0 
0 s -1 0 0 
0 0 8 -1 0 
0 0 0 s -1 
x x s-x x x x 0 0 
x x sx -x x x x x s-x 
The above derivation may be readily generalised. o 
Proposition 5.6.2 If the pencil T( s) is as in the previous proposition, then a basis 
matrix of f(e~(8dT(s)} which is in echelon form, may be derived by inspection from 
the pencil L( 8) and the coefficients of sf( - A. 
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Proof: A basis matrix of Ker~(sdT(s)} has the form 
1 
s 
. 
srl-l 
[ 
N(s) ] = 
D(s) 
. 
. 
. 
1 
s 
. 
: 
srl-l 
kl Srl + ... .. . kl sri + ... 
-=7"1 -rl 
where [,g1"'" ~l] is in K;-canonical form and the columns corresponding to equal 
reachability indices are in Hermite form. Note that the other coefficients of the poly-
nomial entries of D(s) are obtained by inspection and they are equal to .At. Then the 
high order coefficient matrix has full col-rank i.e. [NT(s),DT(s)]T is column reduced. 
The latter is also coprime since it contains a constant submatrix formed by the rows 
1,Tl + 1, •.• , Tl + ... + Tl-l + 1 which is the unity matrix. Finally [NT(s), DT(s)]T is in 
echelon form because the pivot indices are 
{ 
Tl + ... + Ti if k~i = 0 
Pi = . i 
n + qi If kri =I- 0 
where qi are the pivot indices of the matrix f{* which is in K;-canonical form and the 
result follows. 0 
As it was mentioned in section 5.2 we are going to find a canonical form for the 
system P( s) starting from the pseudo canonical form 
[ 
L(s) 0 ] 
P(s) = sf{; A -~ (5.69) 
Similarly to the case of T(s) we are going to consider transformations of the type 
[;: -~II][ S~~A -~][ ~ n (5.70) 
where (P}, Q) E Stab(L(s)). In what follows we are going to use the following parti-
tioning on C. 
C = [C}, ... ,Cl ] (5.71) 
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where 
i Cll 
i C12 
i Clrj 
i i i 
Gj= C2l C22 C2rj [i i i ] = £1' £2' ••• , £rj (5.72) 
i 
Cml 
i Cm2 
i Cmrj 
From (5.70) we see that Q affects the output matrix G in exactly the same way it affects 
~f( - A. Thus, whatever was mentioned for the elementary column transformations 
induced on the blocks sf(i - Ai holds also for the blocks Gi• 
The steps of the construction of the canonical form will be clarified with the use 
of a general example. Throughout the description of the steps we are going to use the 
following notation. By x and y we shall denote constant numbers which are not fixed 
zeros or 1's. By sx-y we denote a general binomial in the indeterminate s. The matrix 
pencil sf( - A will be written in the form 
[ 
~ ~ ... x sx - y 
sf( - A = : : 
x x ... x sx - y 
x x ..• x sx - y I 
x x ... x sx - y 
x x ... x sx - y 
(5.73) 
This notation will be used in all the intermediate forms of the pencil P(s). The entries 
of the output matrix G will be denoted by c~ and this notation will be used in all the 
stages of the derivation of the canonical form in order to avoid complicated notation. 
Thus, the element cfj in two different stages is not, in general, the same number. We 
start with 
s -1 0 
0 s -1 
s -1 0 0 
0 s -1 0 
0 0 s -1 
. 
. 
. 
s -1 0 0 0 
P(s) = 0 s -1 0 0 0 0 s -1 0 
0 0 0 s -1 
x x sx - y x x x sx - y x x x x sx - y -1 
. 
x x sx - y x x x x x sx-y . x x sx - y . 
. . 
-1 : : 
C~l C~2 C~3 C~l C~2 Cf3 Cf4 ... C~l C~l C~l C~l C~l 
: : : 
. . 
(5.74) 
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Following the procedure described in 5.6.1 we may transform P(s) = [ T(s) ] to a [C,O] 
form such that the the echelon form of the basis matrix of Ker~(8)iT(s)} is related to 
the entries of T(s) as in proposition 5.6.2. As an example consider the system matrix 
I'" 
-1 s 
s -1 U U U 
0 s -1 0 0 
0 0 s -1 0 
0 0 0 s -1 
s -1 0 U U 0 U 
0 s -1 0 0 0 0 
P(s) = 0 0 s -1 0 0 0 0 0 0 s -1 0 0 
0 0 0 0 s -1 0 
0 0 0 0 0 s -1 
x sx-y x x x x sx- y x x x x x x sx - y -1 U 0 
x sx -y x x x x sx- y x x x x x x sx- y 0-1 0 
x sx -y x x x x sx - y x x x x x x sx- y 0 o -1 
ci l 
c n 
ci2 
Cl2 
C~l C~2 C~3 C;4 
cn Cl2 Cl3 Cl4 
C~5 
c l5 
C!l 
C21 
C!2 C!3 C!4 C!5 C!6 
c 22 C23 c 24 C25 C26 
C!7 
c27 
(5.75) 
We assume that rank{E} = 12 and that (without loss of generality) the columns 
with indices rl + r2 = 7 and rl + r2 + r3 = 14 are linearly dependent on the column 
with index rl = 2. Using transformations of the form c(a, i,j, k), r(a, i,j, k), s(a, i) we 
may bring the pencil (5.75) to the form 
s -1 
s -1 0 0 0 
0 s -1 0 0 
0 0 s -1 0 
0 0 0 s -1 
s -1 0 0 0 0 0 
0 s -1 0 0 0 0 
0 0 s -1 0 0 0 
0 0 0 s -1 0 0 
0 0 0 0 s -1 0 
0 0 0 0 0 s -1 
x s-y x x x x x x x x x x x x -1 0 0 
x sx-y x x x x x x x x x x x x o -1 0 
x sx-y x x x x x x x x x x x x 0 o -1 
ctl ch C~l C~2 C~3 C~4 C~5 Crl Cr2 cr3 cr4 Cr5 Cr6 Cr7 
I I 2 2 2 2 2 3 3 3 3 3 3 3 Cn Cl2 Cn C12 Cl3 Cl4 Cl5 C21 C22 C23 C24 C25 C26 c 27 
(5.76) 
Observe that the coefficients of s in the columns 7 and 14 of the matrix sf( - A are 
zero. In general, using transformations of the type c(·,',', .), r(',',', .), p(., ·)we may 
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bring the system matrix P( s) to the form of p(1)( s) such that the coefficient matrix of s 
in the rows 12,13,14 of p(l)(S) is in the K>canonical form. Now, following the method 
of proposition 5.6.1 we may transform the pencil (5.76) to the following form 
s -1 -
s -1 0 0 0 
0 s -1 0 0 
0 0 s -1 0 
0 0 0 s -1 
s -1 0 0 0 0 0 
0 s -1 0 0 0 0 
p(2)(S) = 0 0 s -1 0 0 0 
0 0 0 s -1 0 0 
0 0 0 0 s -1 0 
0 0 0 0 0 s -1 
x s-y x x 0 0 0 x x 0 0 0 0 0 -1 0 0 
x sx-y x x x x x x x x x x x x o -1 0 
x sx-y x x x x x x x x x x x x 0 o -1 
e~1 e~2 e~1 e~2 et3 e~4 e~5 efl eI2 eI3 cI4 ef5 cf6 ef7 
I e21 I c 22 2 c21 2 C22 
2 
C23 
2 C24 2 C25 3 C21 3 C22 3 C23 3 C24 3 C25 3 C26 3 C27 
(5.77) 
Observe that the entries '\~3' '\~4' '\~5' '\~3' '\~4' '\~5' '\~6' '\~7 are zero (see proposition 
5.6.1) and ktul = 1. Thus, the corresponding basis matrix of Ker1R(B) {T(s)} formed as 
in proposition 5.6.2 is in echelon form. 
Since the system S(E, A, B, C) is observable at infinity, the matrix [ET, GT]T has 
full column rank. Then, from (5.77) it is clear that the matrix formed by the rightmost 
columns of the blocks Gi where kri = 0, must have full column rank. In the present 
example this means that 
(5.78) 
The matrix in (5.78) may be transformed to the C-canonical form of section 5.4 by 
appropriate column transformations. Without loss of generality, we assume that C~5 =I O. 
Then the canonical form of the matrix in (5.78) is 
(5.79) 
Note that C~5 in (5.78) is not necessarily the same as C~5 in (5.78) but we use the same 
notation for simplicity. By transformations of the type s( 0',2), s( 0',3), c( 0',2,3,0), we 
put p(2) (s) in the form 
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s -1 
s -1 0 0 0 
0 s -1 0 0 
0 0 s -1 0 
0 0 0 s -1 
s -1 0 0 0 0 0 
0 s -1 0 0 0 0 
0 0 s -1 0 0 0 
0 0 0 s -1 0 0 
0 0 0 0 s -1 0 
0 0 0 0 0 s -1 
x s-y x x 0 0 0 x x ~ [!] 0 0 0 -1 0 0 
x sx -y x x x x x x x x x x x x o -1 0 
x sx -y x x x x x x x x x x x x 0 o -1 
c~l ch ctl Ct2 Ct3 ct4 1 crl Cr2 Cr3 Cr4 crs cr6 0 
I 
c 21 
I 
c22 
2 
c21 
2 
c22 
2 C23 
2 C24 
2 
c2S 
3 
c21 
3 C22 
3 
c23 
3 
c24 
3 
c 2S 
3 C26 1 
(5.80) 
Observe that the columns f~~ and f~3 form matrix (5.79). The entries .Af3 and .Af4 (in 
the boxes) are not fixed to zero. We may eliminate this .A~4 by using transformations of 
the type c( cy, 1,3,4), c( 0, 1,3,5), r( 0,3, " .). The resulting system matrix is 
s -1 . 
s -1 0 0 0 
0 s -1 0 0 
0 0 s -1 0 
0 0 0 s -1 
s -1 0 0 0 0 0 
0 s -1 0 0 0 0 
0 0 s -1 0 0 0 
0 0 0 s -1 0 0 
0 0 0 0 s -1 0 
0 0 0 0 0 s -1 
x s-y x x 0 0 0 x x[!] 0 0 0 0 -1 0 0 
x sx-y x x x x x x x x x x x x o -1 0 
x sx-y x x x x x x x x x x x x 0 o -1 
C~l C~2 C~l C~2 C~3 C~4 1 c::Sll Cr2 cr3 Ci4 cis er6 0 
I C21 I C22 
2 C21 
2 C22 
2 C23 
2 C24 
2 C25 
3 C21 
3 C22 
3 C23 
3 C24 
3 C25 
3 C26 1 
(5.81) 
Continuing along the lines of the above procedure we end up with a system pencil 
of the form 
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8 -1 
s -1 0 0 0 
0 s -1 0 0 
0 0 s -1 0 
0 0 0 s -1 
s -1 0 0 0 0 0 
0 s -1 0 0 0 0 
0 0 s -1 0 0 0 
0 0 0 8 -1 0 0 
0 0 0 0 s -1 0 
0 0 0 0 0 s -1 
x 8-Y x X 0 0 0 x x 0 0 0 0 0 -1 0 0 
x sx -y x x x x x x x x x x x x o -1 0 
x sx -y x x x x x x x x x x x x 0 o -1 
c~l c~2 c~l c~2 c~3 c~4 1 cfl cf2 ci3 cf4 0 0 0 
1 C2l 
1 
c 22 
2 C2l 
2 
c22 
2 
c 23 
2 C24 
2 C25 
3 C2l 
3 
c 22 
3 
c23 
3 C24 
3 
c25 
3 
c 26 1 
(5.82) 
Remark 5.6.1 The above system matrix has the following special characteristics 
(i) The matrix J<* is in the K,-canonical form 
(ii) The matrix formed by the columns £~j' where k~j = 0 is in the C-canonical form 
of section 5.4 
(iii) If r.p, is the smallest row index of £~j' where k~j = 0 such that <j,rj =f 0 then 
ctj,q = 0, j > i, q;::: r,. o 
For the pencil p(5)(S) in (5.82) we have: C~5 = c~6 = C~7 = 0, C~5 = 1,c~7 = 1 and 
k},rl = 1. 
Let the pencil p(5)(s) in (5.82) be denoted by 
p(5)(s) = sJ«5) _ A(S) -It = (5) s 
[ 
L(s) 0] [T(S)()] 
C(S) 0 [C ,0] 
(5.83) 
and [ST(s),DT(s)]T be the basis matrix of the right null space of T(S)(8). Then the 
input-state transfer function is 
(5.84) 
where 
8E(S) - A(S) = [ L(8) 1 B(S) = [ 0 1 
sJ«S) - A (s) , It (5.85) 
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and the input-output transfer function G(s) = C(5)(sE(5) - A(5)t1B(5) may be written 
in MFD form as follows 
(5.86) 
Let TG(s) be the composite matrix of the MFD (5.86) i.e. 
(5.87) 
From (5.82) it follows, by inspection, that 
1 
s 
1 
8 
8 2 
8 3 
8 4 
1 
8 
8 2 
(5.88) 
8 3 
54 
S5 
s6 
s"+··· sx+ .•• sx+ ... 
s2X + ••• s4X + ••• s6X+" • 
S2X + ..• s4X+" . 8 6X+" . 
L. . 
By obvious row operations on p(5)(5) of the type r(Q, i,j, k) we may eliminate the 
entries of the vectors .6.~, of the blocks with &., = O. The resulting pencil has the form 
8 -1 
8 
0 8 -1 0 0 
0 0 8 -1 0 
0 0 0 s -1 
s 
0 s -1 0 0 0 0 
p(6)(S) = 0 0 s -1 0 0 0 0 0 0 S -1 0 0 -
0 0 0 0 S -1 0 
0 0 0 0 0 S -1 
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[ 
L(s) 0] 
= sK(6) - A(6) -I 
C(6) 0 
(5.89) 
The next step is the following: by elementary row and column operations (permu-
tations) we put the system pencil p(6) (s) to the form 
£(s) 0 
p(7)(S) = sK-A -Ip (5.90) 
sf< 
-Ii 
61 62 
where p = n-rank{E}. Note that the above operations do not correspond to operations 
induced by the stabilizer Stab( L( s)). However they are used, in order to relate the 
system pencil with the realisation theory of the previous Chapter and facilitate the 
proof of the canonicity of the form p(6)(S). The form p(7)(s) and all subsequent forms 
will be used temporarily and then we shall return to the equivalent form p(6)(S). 
The pencil L( s) is a block diagonal pencil with c.m.i. blocks LUi (s) on the diagonal. 
The dimensions of these blocks are as follows: 
{ 
ri (7'-
, - ri - 1 
if ~i # 0 
if k'r·. = 0 -, 
(5.91) 
The pencil sK - A has the form: 
N N N 1 N 1 N I. N,i 
sK - A = [sK - A , ... , sK - A ] (5.92) 
where ski - Ai = sKi - Ai if ki. -1. 0 and if ki. = 0 sKi - Ai consists only from the 
-r, I -ri 
first ri - 1 columns of sKi - Ai. 61 = [6:, ... , 6f], 6t = Ci if &., i: 0 and at consists 
from the first ri - 1 columns of C i if &., = O. The matrix C2 is formed from the last 
columns of the blocks Cj for which k~, = 0 and finally the matrix j( has the form 
where 
ki = OpXri if k~i f:. 0 
k i = [Opx(ri-2), ei] if k~i = 0, [et,"" ep] = Ip 
For the pencil (5.89), (5.90) has the form 
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S -1 
S -1 U U 
0 S -1 0 
0 0 S -1 
s -1 o 0 u u 
0 s -1 0 0 0 
0 0 s -1 0 0 
0 0 0 S -1 0 
0 0 0 0 0 -1 
u u u S 0 0 o u u U -1 U 
0 0 0 0 0 0 0 0 0 s o -1 
x s-y x x U U x x 0 0 0 U -1 U ~ x sx-y x x x sx - y x x x x x sx-y 0-1 
x sx-y x x x sx - y x x x x x sx-y 0 0-1 
cil c l2 C~l C~2 C~3 C~4 C~l C~2 C~3 C!4 30 0 1 0 3 2 1 c 21 C21 C21 C22 C23 C24 c 21 C22 c23 c24 c25 c26 C25 
The above pencil may be further transformed by row operations (reordering of the rows) 
to the following form 
s -1 0 0 0 
x s-y x x 0 0 x x 0 0 0 0 -1 0 0 
s -1 U U U U U 
0 s -1 0 0 0 0 
0 0 s -1 0 0 0 
x sx - y x x x sx - y x x x x x sx - y 0-1 0 
oS ...... 1 o 0 u u u u u 
0 s -1 0 0 0 0 0 0 
0 0 s -1 0 0 0 0 0 
0 0 0 s -1 0 0 0 0 
0 0 0 0 0 -1 0 0 0 
x sx - y x x x sx - y x x x x x sx - y 0 o -1 
U U U oS U U U U 0 0 -1 U 
0 0 0 0 0 0 0 0 0 s 0-1 
cil Ci2 C~l C~2 C~3 C~4 ,::s,::s~::s,~ 0 0 1 0 Cgl Cg2 Cg3 Cg4 3 3 2 1 C21 C21 C21 C22 C23 c24 C21 C22 c23 c24 C25 C26 C25 
Clearly, p(8)(s) is a realisation of a transfer function (see Chapter 4) G(s) = N(s )D-1 (s) 
with 
TG(s) = [ N(s) 1 = [ CcS(s) 1 = [ N(s) 1 
D(s) Dc(s) Dc(s) 
Proposition 5.6.3 The matrix TG(s) is a minimal basis of the vector space spanned 
by its columns. Furthermore, it is in echelon canonical form. 
Proof: First it is shown that TG(s) is column reduced and has no finite zeros. If 
T~C = [ ~:: 1 
is the high order coefficient matrix of TG(s) then 
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(i) If k~i =f:. 0 then k~i = [0, ... ,0,1, x, X, x]T. Then, the i-th column of Dhc is equal to 
gi and the i-th column of Nhc is zero. 
(ii) If k~i = 0 then the i-th column of Nhe is equal to £~i' 
An immediate consequence of this is that the high order coefficient matrix of TG(s) has 
full column rank and thus, T G( s) is column reduced. 
The coprimeness at finite s of N(s) and De(s) arises from the fact that the system 
with system matrix p(8) (s) is a realisation obtained from T G( s) and from the assumption 
that S (E, A, B, G) is minimal. Thus T G (s) is a minimal basis. From the construction 
of the matrix p(6)(s) we see that ~~i'll = 0, V > O'j, j > O'i. Then all the entries of 
TG(s) laying on the same row to the pivot elements and have column index greater than 
the column index of the pivot elements have degree lower than the degree of the pivot 
element. Thus, TG(s) is in echelon form [For., 1975]. 0 
The matrix Ttl for the system under study is 
010 
001 
T~e = 1 0 0 
x x x 
x x x 
and the pivot indices of TG(s) are PI = 3, P2 = 1, P3 = 2. It is clear that the pivots are 
defined directly by the nonzero k~i and £~i' 
Observe that the matrix TG(s) is equal to the matrix T~6)(S) which corresponds to 
p(6) (s) and that the pencil p(8) (s) is obtained from p(6) (s) by appropriate permutations 
of the columns and rows. Thus, p(8) (s) and p(6) (s) are uniquely defined from the echelon 
form of the composite matrix of the transfer function of SeE, A, B, G). The main result 
of this section follows. 
Theorem 5.6.1 The pencil Pees) = P(6)(S) is in canonical form. 
Proof: In order to prove that Pees) = p(6)(s) is in canonical form we have to show that 
it is uniquely defined and that every system SeE', A', B', G') related by strict system 
equivalence transformations to the original system SeE, A, B, G) may be transformed 
to the form defined by Pe ( s ). 
Since SeE, A, B, G) and SeE', A', B', G') are related by strict equivalence transfor-
mations they have the same transfer function. Thus, the echelon form of the composite 
matrix TG(s) = [NT(s), DT(s)]T of the transfer function is common to both systems. 
Since the echelon form is canonical [Pop., 1969], [For., 1975], and therefore unique, and 
Pc( s) is uniquely defined from this echelon composite matrix it follows that PcC s) is in 
canonical form. 0 
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Remark 5.6.2 Clearly, p(8)(s) is also in canonical form. However, we prefer to de-
fine as canonical the quadruple (E, A, B, C) corresponding to p(6) (s) for the following 
reason: The invariants of the system are the controllability indices (Jj of (E, A, B), the 
reachability indices Ci of (E, A, B) and the entries of SJ{(6) - A (6) and C(6). 
The canonical form p(6) (s) has the advantage over p(8) (s) that it shows clearly 
the reachability indices of the system and allows the immediate classification of the 
controllability indices into proper and nonproper [Gl.-Luer., 1990], [Kar. & Hel., 1990] 
as follows. 
The reachability indices are the column minimal indices of the pencil L(s) and thus, 
they may be identified immediately since L( s) is in canonical form. 
The controllability indices may be directly identified as proper and nonproper from 
(5.91). If (Jj = rj, (Jj is a proper index and if (Jj = rj - 1 then (Ji is nonproper. Thus, 
inspection of &.i yields this classification. 
The controllability indices (Ji coincide with the column degrees ofTG(s). On the other 
hand, the continuous invariants i.e. the entries of sJ{c - Ac , Cc are uniquely defined 
from the coefficients of the polynomial entries of TG( s). 0 
Remark 5.6.3 In order to find the canonical form of S(E, A, B, C) we may find any 
MFD ofG(s) = C(sE-A)-lB, form the composite matrix [NT(s),DT(s)]T and find a 
minimal basis of the col-span of this matrix in echelon form. Then, the canonical form 
is obtained by inspection. 0 
Remark 5.6.4 The problem of finding the echelon form of a given MFD is in gen-
eral complicated. In [For., 1975] a general procedure for finding the echelon form is 
given. Algorithms for finding echelon forms are given in [Kuit., Kai. & Mor., 1977,] 
and [Kail., 1980]. 
The procedure of the present paper for finding the canonical form of S(E, A, B, C) 
and the realisation method of the previous chapter may be used as an alternative method 
for finding the echelon form of a given MFD. The steps of this method are outlined 
below. 
Given G(s), find any coprime and column reduced MFD G(s) = N(s)D-l(S). Then 
find a minimal realisation following the method of Chapter 4. Next, find the canon-
ical form following the steps described in the present Chapter. The echelon form of 
[NT(s),DT(s)]T is then obtained by inspection. 0 
5.7 Systems with equal reachability indices 
In this section the problem of finding canonical forms for the triple (E, A, B) under 
restricted system equivalence transformations is considered. The problem is solved 
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for the case of systems S(E, A, B) with all the reachability indices equal. As it was 
mentioned in section 5.2, this problem is essentially the problem of finding canonical 
forms of the pencil 
T(s) = [L(S) ] 
sf{ -A -Ii 
(5.93) 
under the transformations of the type (5.50). The procedure of the derivation of the 
canonical form is described below: The main steps of the reduction to the canonical 
form are 
Procedure 1 
(i) Following the procedure described in section 5.5 bring T(s) to a form such that 
f{* is in echelon form. 
(ii) Let c.p = . max {c.pd. Use transformations of the type c(a,i,j,k), s(a,i) to 
~j ;to, k;.j =0 
obtain a pencil with the matrix formed by ~i =f a with .&:.i = 0, in the Hermite 
canonical form of constant matrices. 
(iii) Using the pivot elements of the above Hermite form, eliminate the corresponding 
entries of all the blocks with .&:.i i- O. 
The above procedure is clarified below with the help of a general example. Consider 
the pencil 
T s _ [ L(s) 0] 
( ) - sf{(1) - A(l) -Ii (5.94) 
where f{* is in echelon form and let T(s) be as follows 
s -1 a a 
a s -1 a 
a a s -1 
s -1 U 0 
a s -1 a 
T(s) = 0 0 s -1 
s -1 U U 
a 8 -1 a 
a a 8 -1 
x x x s-y x x x x x x x x -1 U g x x x sx-y x x x x x x x x 0 -1 
x x x sx- y x x x x x x x x 0 0 -1 
(5.95) 
where, without loss of generality it is assumed that >'~4 =f O. In order to put [~2' ~3] 
in Hermite canonical form we use transformations of the type s(a,i), c(a,i,j,k). The 
resulting pencil has the form 
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r-
-1 0 0 s 
0 s -1 0 
0 0 s -1 
s -1 0 0 
0 s -1 0 
0 0 s -1 
s -1 0 0 
0 s -1 0 
0 0 s -1 
x x x s-y x x x IT] x x x 0 -1 0 0 
x x x sx- y x x x 0 x x x IT] 0 -1 0 
x x x sx- y x x x x x x x x 0 0 -1 
(5.96) 
Obviously, the matrix 
(5.97) 
is in Hermite canonical form. The pivot elements are the 1 's in the boxes in (5.96). 
Now apply transformations of the type c(a, i,j, k) to take the pencil 
s 
-1 0 0 
0 s -1 0 
0 0 s -1 
s -1 0 0 
0 s -1 0 
0 0 s -1 
s -1 0 0 
0 s -1 0 
0 0 s -1 
x x x s x x x 1 x x x 0 -1 0 0 
x x x sx x x x 0 x x x 1 0 -1 0 
x x x sx-y x x x x x x x x 0 0 -1 
. 
(5.98) 
Observe that ..\t4 = ..\~4 = O. The canonicity of the form obtained by the above 
procedure is proved below. 
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Theorem 5.7.1 The pencil obtained by applying Procedure 1 to the original pencil 
P( s) is canonical. 
Proof: Consider two pencils T1Cs) and T2(s) of the same equivalence class. Apply to 
both Procedure 1 to take T}(s) and T2(S) respectively. From proposition 5.5.3 we 
have that the coefficient matrix of s is in canonical form. Furthermore, since the matrix 
formed by the columns ~; with g; = 0 is in Hermite canonical form it follows that the 
pencils T{(s) and T2(s) have the same matrix [~J, where g; = O. Thus the fixed zero 
elements of the columns nonzero .&~; are the same. Since T{( s) and T2( s) are in the same 
orbit they are related by strict equivalence transformations. The uniqueness of the form 
obtained by Procedure 1 follows from the observation that no transformation of the 
form s(·, .), c(·,.,', .), r(·,.,., .),p("') may be applied to T{(s), T2(s) without destroying 
the structure (i), (ii), (iii) obtained by Procedure 1. Thus T{(s) = T2(s) and they are 
in canonical form. o 
Remark 5.7.1 In the case of the canonical form with outputs this form is directly 
related to the echelon form of the composite matrix of an MFD of the transfer function. 
This connection is possible because the transfer function is an invariant of SeE, A, B, C) 
under strict equivalence transformations. 
For the case of the canonical form of SeE, A, B) the corresponding transfer func-
tion is the input-state transfer function which is not invariant under strict equivalence 
transformations. This is the main difficulty arising in the problem of finding canoni-
cal form in the general case where the controllability indices of the system do not have 
equal values. Note that no arguments related to the MFD of the state-input transfer 
function were used in the development of the canonical form of SeE, A, B). However it 
is straightforward to see that the canonical form may be directly related to an MFD of 
the input-state transfer function with composite matrix in echelon form. 0 
Remark 5.7.2 The canonical form obtained allows a direct classification of the con-
trollability indices of SeE, A, B) in the same way it was done to that of the canonical 
form with outputs (see remark 5.6.2). 0 
5.8 Examples on the canonical forms 
Because of the complexity of the transformations leading to the canonical form, we 
include this section with two fully worked examples in order to clarify the methods 
developed in this Chapter. 
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Example 5.S.1 In this example we find the canonical form for a system with outputs. 
Consider the system matrix P( s) of the system obtained in the example of Chapter 4. 
s -1 0 0 0 0 0 0 0 
1 s 3 0 1 0 0 -1 0 
s -1 0 0 0 0 0 
0 s -1 0 0 0 0 
P(s) = 0 0 s -1 0 0 0 
0 0 0 s -1 0 0 
2 1 3 0 4 0 1 0 -1 
0 s 0 0 0 0 s -1 
0 0 3 15 1 8 0 1 
0 5 3 0 0 0 0 1 
. 
The above is strictly equivalent to 
s -1 0 
0 s -1 
s -1 0 0 0 
0 s -1 0 0 
P(s) = 0 0 s -1 0 
0 0 0 s -1 
1 oS 0 3 0 1 -1 -s -1 0 
2 1 0 3 0 4 -2 0 0 -1 
0 0 1 3 15 1 8 0 
0 5 1 3 0 0 0 -5 
which is in the form (5.14). We are going to describe in detail the transformations 
leading to the canonical form. 
Apply the transformation r( -1,1,2,1) to bring P(s) to the form: 
s -1 0 
0 s -1 
s -1 0 0 0 
0 s -1 0 0 
p(l)(S) = 0 0 s -1 0 
0 0 0 s -1 
1 0 1 3 0 1 -1 -s -1 0 
2 1 0 3 0 4 -2 0 0 -1 
0 0 1 3 15 1 8 0 
0 5 1 3 0 0 0 -5 
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The matrix [k!" .te,) = [~ - ~ ] is not in the C-canonical form. Apply the transfor· 
mation s( -1,2) and take 
-1 0 . s 
0 s -1 
s -1 0 0 0 
0 s -1 0 0 
0 0 s -1 0 
0 0 0 s -1 
1 0 1 -3 0 -1 1 s -1 0 
2 1 0 -3 0 -4 2 0 0 -1 
0 0 1 -3 -15 -1 -8 0 
0 5 1 -3 0 0 0 5 
Now [k!" g,) = [~ ~] is in C-canonical form and by applying r( 1, 1, 2, 1) we take 
s -1 0 
0 s -1 
s -1 0 0 0 
0 s -1 0 0 
0 0 s -1 0 
0 0 0 s -1 
1 s 0 -3 0 -1 1 s -1 0 
2 1 0 -3 0 -4 2 0 0 -1 
0 0 1 -3 -15 -1 -8 0 
0 5 1 -3 0 0 0 5 
In order to eliminate the entry c~4 = -8, we apply r(-I,I,2,1), c(S,I,2,1). The 
resulting pencil is 
-1 0 . s 
0 s -1 
s -1 0 0 0 
0 s -1 0 0 
0 0 s -1 0 
0 0 0 s -1 
1 0 1 -3 8 -1 9 s -1 0 
2 1 0 -3 16 4 2 0 0 -1 
0 0 1 -3 -15 -1 0 0 
L.. 0 5 1 -3 0 40 8 5 
Next, we apply c(l, 1, 2, 2) in ord~r to eliminate c~3 = -1 and we take 
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-S -1 0 
0 S -1 
S -1 0 0 0 
0 S -1 0 0 
p(5)(S) = 0 0 S -1 0 
0 0 0 s -1 
1 0 1 -2 8 0 9 S -1 0 
2 1 0 -1 17 4 2 0 0 -1 
0 0 1 -3 -15 0 0 0 
0 5 1 -3 5 41 8 5 
Now, by applying r(l, 1,2,1) we take 
S -1 0 
0 S -1 
S -1 0 0 0 
0 s -1 0 0 
0 0 S -1 0 
0 0 0 S -1 
1 S 0 -2 8 0 9 s -1 0 
2 1 0 -1 17 4 2 0 0 -1 
0 0 1 -3 -15 0 0 0 
0 5 1 -3 5 41 8 5 
Then by column and row permutations we transform the above to 
S -1 0 O· 
1 S -2 8 0 9 8 -1 0 
8 -1 0 0 0 0 0 
0 S -1 0 0 0 0 
p(7)(S) = 0 0 s -1 0 0 0 
0 0 0 s -1 0 0 
2 1 -1 17 4 2 0 0 -1 
0 s 0 0 0 0 0 -1 
0 0 -3 -15 0 0 0 1 
L. 0 5 -3 5 41 8 5 1 
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Then, 
TG(8) = 
-158 - 3 
584 + 883 + 4182 + 58 - 3 
85 + 983 + 88 - 2 
283 + 482 + 17 s - 1 
123 
= [ CS(s) ] 
D(8) 
It may be readily verified that the above matrix is in echelon canonical form. The 
canonical form of S(E,A,B,C) is the form corresponding to p(6)(S). 
Example 5.8.2 In this example the canonical form without outputs is derived. First, 
a constructive method for transforming T(s) in the form 
T(s) = [L(8) 0 ] 
sf( - A -/ 
is applied and then the canonical form of S(E, A, B) is found. The same procedure is 
followed to derive the canonical form of a different triple (E', A', B') in the same orbit 
and it is verified that the method leads to the same canonical element. 
Consider the singular system with matrices 
E= 
o 1 0 0 0 000 
001 0 0 000 
o 0 0 0 0 000 
000 1 000 0 
o a 0 a 1 a a a 
a a a a a 1 0 a 
o a 0 a a 0 1 a 
o 0 0 0 0 0 0 1 
,A= 
1 0 a a a a 0 0 
a 1 a a a 0 0 0 
o 0 1 0 000 0 
o 0 0 2 1 000 
o 0 002 1 0 a 
a 0 0 0 0 2 0 a 
o 0 a a 000 1 
o 0 0 0 0 0 0 a 
,B= 
let f( = (1 . E - A). Then the canonical form of the pair (1(-1 E, f(-1 B) is 
-31 -27 
11 11 
1 0 
o 1 
o 0 
4 -8 
11 IT 
a 0 
o 0 
o 0 
-5 2 -1 -3 -3 -1 
ITITITITITu 
a 0 a 0 0 a 
o 0 0 0 0 a 
1 0 a 0 0 0 
4 0 20 -7 -2 0 
IT 11 uIT 
o 0 1 a 0 0 
a 0 a 1 0 0 
000 0 1 0 
1 0 
a 0 
a 0 
o 0 
o 1 
o a 
o 0 
a 0 
1 0 
2 0 
o 1 
o 0 
o 0 
1 0 
o 0 
o 1 
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-31 + 42 -27 27 -5 5 2 2 
liS IT liS + IT TIs + 11 ITs - IT -1 + 1 -3 + 3 -1 + 3 -1 + 1 TIs 11 TIs IT TIs IT TIs IT -1 0 
s-l 1 0 0 0 0 0 0 0 0 
0 s-l 1 0 0 0 0 0 0 0 
0 0 s-l 1 0 0 0 0 0 0 
4 4 
-8 + 8 4 4 0 20 9 -7 + 7 -2 + 2 0 0-1 11 S -11 TIs 11 11 S -11 11 S - 11 TIs IT TIs TI 
0 0 0 0 s-l 1 0 0 0 0 
0 0 0 0 0 s-l 1 0 0 0 
0 0 0 0 0 0 8-1 1 0 0 
The above is strictly equivalent to 
~ 
s-l 1 0 0 0 0 0 0 0 0 
0 s-l 1 0 0 0 0 0 0 0 
0 0 s-l 1 0 0 0 0 0 0 
0 0 0 0 s-l 1 0 0 0 0 
0 0 0 0 0 s-l 1 0 0 0 
0 0 0 0 0 0 s-l 1 0 0 
~s + 42 -27 27 -5 5 2 2 
11 11 uS + IT TIs + 11 11 S - IT -1 + 1 -3 + 3 -3 + 3 -1 + 1 TIs IT ITs IT ITs IT ITs IT -1 0 
4 4 
-8 + 8 4 4 0 20 9 -7 + 7 -2 + 2 0 0-1 11 s -IT ITs IT l1 S -11 11 S - 11 US IT US 11 
Now, multiply the above pencil from the left and right by 
1 0 0 0 
1 0 0 1 -1 0 0 
1 -1 0 1 -2 1 0 
1 -2 1 1 -3 3 -1 
1 0 0 1 0 0 0 
and 
1 -1 0 1 -1 0 0 
1 
-2 1 1 -2 1 0 
1 0 1 -3 3 -1 
0 1 1 0 
0 1 
respectively. The resulting pencil is the following: 
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8 -1 0 0 0 0 0 0 0 0 
0 s -1 0 0 0 0 0 0 0 
0 0 8 -1 0 0 0 0 0 0 
0 0 0 0 8 -1 0 0 0 0 
0 0 0 0 0 8 -1 0 0 0 
0 0 0 0 0 0 8 -1 0 0 
-61 + 72 31 31 1 1 -2 2 u 8 11 ITS - IT ITS - 11 u 8 + 11 -8 8 12 12 -6 + 6 1 1 u 8 + IT 11 8 - IT u 8 11 ITS - IT -1 0 
0 0 4 4 11 8 -11 0 s 8-1 -2 + 2 uS 11 0 0-1 
. 
Consider now the following strictly equivalent pencil obtained by dividing the first and 
second block by 11 
8 
-1 0 0 
0 S -1 0 
0 0 S -1 
S -1 0 0 
0 8 -1 0 
0 0 S -1 
-618 + 72 318 - 31 8 - 1 -28 + 2 -8s + 8 12s - 12 -68 + 6 8 - 1 -1 0 
o 0 4s - 4 0 l1s l1s - 11 -28 + 2 0 0 -1 
. 
Permuting the col-blocks we get 
8 
-1 0 0 
0 8 
-1 0 
0 0 s -1 
s -1 0 0 
0 8 -1 0 
0 0 8 -1 
-8s + 8 12s - 12 -68 + 6 s - 1 
-61s + 2 31s - 31 8-1 -28+2 -1 0 
l1s l1s-l1 -28+2 0 0 0 48 - 4 0 0-1 
Note that the above is obtained by permutation of the two first column blocks followed 
by a permutation of the first two row blocks. 
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The next equivalent pencil is 
8 -1 0 0 
0 8 -1 0 
0 0 8 -1 
8 -1 0 0 
0 8 -1 0 
0 0 8 -1 
-88 128 - 12 -68 + 6 s - 1 
-778 + 88558 - 55 -lIs + 11 0 -1 0 
118 118 - 11 -28 + 2 0 228 228 - 22 0 0 0-1 
The above is obtained by adding 2 X the first column block to the second column block 
and performing the appropriate row operations on the first two row blocks. Now by 
addition of the appropriate multiples of the rows of the first two blocks we eliminate 
the coefficients of 8 on the first three columns of each of the two lower column blocks: 
. 
8 -1 0 0 
0 8 -1 0 
0 0 8 -1 
8 -1 0 0 
0 s -1 0 
0 0 8 -1 
8 -20 18 8 - 7 88 -132 66 -11 -1 0 
o 0 13 -2 0 0 22 0 0 -1 
. 
Next, divide the second column block by -11 such that the rightmost entry is 1 
8 -1 0 0 
0 8 -1 0 
0 0 8 -1 
8 -1 0 0 
0 8 -1 0 
0 0 8 -1 
8 -20 18 8 - 7 -8 12 -6 1 -1 0 
0 0 13 -2 0 0 -2 0 0-1 
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Add 7 x second col-block to the first col-block in order to eliminate 7 in the entry (7,4) 
of the above matrix 
S -1 0 0 
0 s -1 0 
0 0 S -1 
s -1 0 0 
0 S -1 0 
0 0 8 -1 
-48 64 -24 s -8 12 -6 1 -1 0 
0 0 -1 -2 0 0 -2 0 0-1 
'- . 
Consider now another pencil in the orbit of (sE - A, B): 
8 -1 0 0 
0 s -1 0 
0 0 8 -1 
s -1 0 0 
=sE-A 
0 s -1 0 
0 0 8 -1 
17 8 _ 40 -9 + 27 -1 3 2 6 
11 11 11 8 11 ITS + 11 ITS - 11 -8 8 4 4 -2 + 2 1 1 99 8 + 33 33 S - IT '338 11 99 S - 33 10 
0 0 -4 + 12 0 1S 18 - 1 -2 + 2 0 01 ITs IT 3 9 3 "998 33 
The above pencil is obtained from the original by the following strict equivalent trans-
formations 
RP(8T-1 1(-1 ET - T-1 1(-1 AT)Q 
where j{ = 3E - A, T is the similarity transformation such that (T-l 1(-1 ET, T-l B) 
is in the Popov canonical form 
P= 
1 0 
1 00 
3 -1 0 
9 -61 
1 
1 00 
3 -1 0 
9 -61 
,Q= 
1 0 0 0 
3 -1 0 0 
9 -6 1 0 
27 -279 -1 
1 0 0 0 
3 -1 0 0 
9 -6 1 0 
27 -279 -1 
1 0 
o 1 
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The above pencil is equivalent to 
8 -1 0 0 
0 8 -1 0 
0 0 8 -1 
8 -1 0 0 
0 8 -1 0 
0 0 8 -1 
178 - 40 -98 + 27 
-8 +3 28 -6 -88 + 24 128 - 36 -68 + 18 8 - 3 -1 0 
0 0 -48 + 12 0 L 338 118 - 33 -28 + 6 0 0-1 
Permutations on the col-blocks give: 
8 -1 0 0 
0 8 -1 0 
0 0 8 -1 
8 -1 0 0 
0 8 -1 0 
0 0 8 -1 
-88 + 24 128 - 36 -68 + 18 8 - 3 178 - 40 -98 + 27 -8+3 28 - 6 -1 0 
338 118-33 -28+6 0 0 0 -48 + 12 0 0-1 
Now, adding -2x 1st col-block to the 2nd col-block we get 
. 
8 
-1 0 0 
0 8 -1 0 
0 0 8 -1 
8 -1 0 0 
0 8 -1 0 
0 0 8 -1 
-88 + 24 128 - 36 -68 + 18 8 - 3 338 - 88 -338 + 99 118 - 33 0 -1 0 
338 118 - 33 -28 + 6 0 -668 -228 + 66 0 0 0-1 
Now add the appropriate multiples of the rows of the top blocks to the bottom block 
such that the X8' are eliminated on the first three columns of the two bottom col-blocks 
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s -1 0 0 
0 s -1 0 
0 0 s -1 
s -1 0 0 
0 s -1 0 
0 0 s -1 
24 -44 30 s - 9 -88 132 -66 11 -1 0 
0 0 17 -2 0 0 -22 0 0-1 
. 
Divide the second col-block by 11 
r " 
s -1 0 0 
0 s -1 0 
0 0 s -1 
s -1 0 0 
0 s -1 0 
0 0 s -1 
24 -44 30 s - 9 -8 12 -6 1 -1 0 
0 0 17 -2 0 o -2 0 0-1 
Add 9 x second-col-block to first col-block 
s -1 0 0 
0 s -1 0 
0 0 s -1 
s -1 0 0 
0 s -1 0 
0 0 s -1 
-48 64 -24 s -8 12 -6 1 -1 0 
0 0 -1 -2 0 0 -2 0 0-1 
. 
The above form is identical to the form obtained for the first system S(E2' A2, B2)' 
5.9 Conclusions 
In this chapter the problem of canonical forms for minimal singular systems has been 
considered. The transformation group considered is the strict equivalence group. Two 
types of systems were studied. First the systems S(E, A, B, C) (systems with outputs) 
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were considered. For those systems a canonical form was derived and the relation 
between this form and the echelon form of the composite matrix of any MFD was 
established. This result is a generalisation of the work of Forney to the case of singular 
systems. The derivation of the canonical form was based on the fact that the input-
output transfer function is invariant under strict equivalence transformations. 
The second type of systems studied here is that of the systems S(E, A, B) i.e. sys-
tems without output equation. The problem of Popov type canonical forms for this' 
type of systems was solved for the case where the reachability indices of the system 
are equal. For the general case where the reach ability indices are not necessarily equal, 
a semi canonical form has been obtained .The main difficulty arising in the general 
case is that the input-state transfer function is not invariant under strict equivalence 
transformations. The general case is the subject of future research. 
Chapter 6 
FIRST ORDER REALISATIONS 
OF AUTOREGRESSIVE 
EQUATIONS 
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6.1 Introduction 
In Chapter 4 the problem of obtaining a generalised state-space representation from 
a given transfer function G( s) was considered. Our requirement there, was to find a 
system described by the equations Ex = Ax + Bu, y = Cx having a transfer function 
equal to a given transfer function i.e. the system S(E, A, B, C) and the system described 
by G( 8) were transfer equivalent. 
In the present Chapter we consider the problem of obtaining a first order repre-
sentation from a given autoregressive equation T(O')w{t) = 0, such that the first order 
representation is externally equivalent to the autoregressive equation. This problem is 
different from the realisation problem under transfer equivalence for two reasons. First, 
because transfer equivalence does not necessarily mean external equivalence and sec-
ond, because systems described in autoregressive form may not admit transfer function 
descriptions and in general the external signals are not distinguished into inputs and 
outputs. 
The first order realisations considered in this Chapter are of descriptor type Ee = 
Ae+Bu, y = Ce+Du where E, A are not necessarily square and of pencil type Fe = Ge, 
w = He. The vector w(t) is the vector of the external variables of the s·ystem. If some 
of these variables are labeled as inputs and the other as outputs then we may in general 
consider that w(t) = [u(t), y(t)]. This partitioning does not mean that the outputs 
may be explicitly expressed as functions of the inputs. When we consider the above 
partitioning we may obtain a descriptor realisation. When we consider the external 
variables vector without partitioning we can take a pencil realisation. 
The problem of finding first order representations of general external form descrip-
tions was first solved by Kuijper and Schumacher in [Kuij. & Sch., 1990]. Bonilla 
[Bon., 1991] also obtained descriptor realisations from a given set of differential equa-
tions. 
It is the purpose of the present Chapter to provide an alternative method for first 
order realisations of a given set of linear differential equations. The results are similar to 
those of Kuijper and Schumacher. However, the algorithm proposed is much simpler and 
the realisation is directly obtained by inspection from the coefficients of the polynomial 
entries of T( s). This brings our approach closer to the methodology of realisation of 
transfer functions. Furthermore, the proposed method leads to such representations 
that we may easily identify the structural invariants of the system. Such invariants 
are the observability indices which may be directly identified in the case where the 
realisation is in descriptor form. 
The structure of the Chapter is as follows: First, an ARMA first order representation 
is obtained from the given autoregressive equations. This representation is used as an 
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intermediate step to both descriptor and pencil realisations. Then, a realisation method 
leading to descriptor representation is proposed and the minimality of this realisation is 
examined. Next, a pencil type realisation is obtained and finally a descriptor realisation 
without feedthrough term is found. For all of the above, the issue of minimality is 
examined and it is shown that if we start from row reduced autoregressive equations 
matrix, our method leads to minimal first order model. 
Another topic examined in this Chapter is the relation of the row degrees of the 
autoregressive equation matrix and the row minimal indices of the observability pencil 
[sET - AT, CT]T of the descriptor realisation and a generalisation of the observability 
indices to the case of implicit systems is proposed. 
6.2 Statement of the problem and preliminary re-
sults 
Consider the autoregressive equation 
T(O")w(t) = 0 (6.1) 
where T(s) E )RPx(mH)[s] and 0" denotes the derivative operator :t' The above equation 
is a set of differential equations describing the behaviour of a dynamical system. The 
solutions (trajectories) of this equation are defined as the behaviour B of the system 
(6.1). The vector w( t) is defined as the vector of external variables. 
When we work in the framework of systems of type (6.1) the external variables 
are not necessarily partitioned into inputs and outputs. If we label l of the external 
variables as inputs and m as outputs we obtain (possibly after reordering of the entries 
of w(t)) the following oriented system 
[N(,,) D(,,) 1 [ ~~:: ] = 0 (6.2) 
The partitioning of the variables w(t) into inputs and outputs does not necessarily mean 
that the output y(t) can be expressed explicitly in terms of the input u(t). 
The problem of realisation in descriptor form is, given the system (6.2), to find a 
system of differential equations of the form 
(6.3) 
y = Ce+Du (6.4) 
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such that it induces the same behaviour rUT, yT]T to (6.2). The variables e are auxiliary 
and according to the terminology of [Wil., 1991] are called latent variables. The trans-
formation of (6.2) to (6.3), (6.4) is obtained by appropriate choice of latent variables. 
Our aim is to obtain a realisation of the form (6.3), (6.4) which is minimal. In the case 
of descriptor representations, minimality is defined in terms of three numbers: the num-
ber of states (latent variables), the number of equations and the rank defficiency of the 
matrix E in (6.3). For descriptor systems we have the following criteria of minimality. 
Proposition 6.2.1 [Kui. & Sch., 1991]. The descriptor system (6.3), (6.4) is minimal 
under external equivalence if and only if the following conditions hold: 
(i) [E, B] is surjective 
(ii) [ E]. .. t' C IS mJec Ive . 
(iii) AKer{E} ~ Im{E} 
(iv) [ sE- A ] C has no finite zeros 0 
The first and second conditions above correspond to the requirement of observability 
and reachability at infinity. Condition (ii) means that the dynamical part of the descrip-
tor representation (Ex = Ax + Bu) does not contain any nondynamic state variables 
[Ver., Lev. & Kail., 1981] while (iv) corresponds to the classic condition for observabil-
ity in finite 8. Note that finite reachability is not a requirement for the minimality under 
external equivalence. For a discussion of this, see [Wil., 1991], [Kui. & Sch., 1991]. 
The second form of first order differential equations that (6.1) may be transformed, 
is the pencil form or pencil representation [Kuij. & Sch., 1990]. 
Fz= Gz 
w=Hz 
(6.5) 
(6.6) 
Realisation (6.5), (6.6) in pencil form is obtained from (6.1). Note that the pencil form 
does not require partitioning of the external variables vector into inputs and outputs. 
The minimality of (6.5), (6.6) under external equivalence may be inspected by using 
the following criteria [Kuij. & Sch., 1990]. 
Proposition 6.2.2 A pencil representation of the form (6.5), (6.6) is minimal under 
external equivalence if and only if 
(i) F has full row rank 
6.3 An ARMA realisation of T( s) 135 
(ii) [~l has full column rank 
(iii) The pencil [ sF II G 1 does not have finite Smith zeros. o 
In this Chapter we are going to obtain realisations of both of the above types. For 
the case of descriptor systems we may incorporate the nondynamic part of the system 
which is expressed by the matrix D in (6.4) and take descriptor equations without 
feedthrough term i.e. equation (6.4) is replaced by the following output equation 
(6.7) 
Then the conditions for minimality are given by the following result [Kuij., 1992]. 
Proposition 6.2.3 The descriptor representation (6.3), (6.7) is minimal under exter-
nal equivalence if and only if 
(i) [E, B] has full row rank 
(ii) [~l has full column rank 
(iii) The pencil [ sE:; A 1 does not have finite Smith zeros. o 
Note that criteria for the minimality of descriptor representations with feed through 
term and without it differ only in (iii) of proposition 6.2.1. This criterion expresses the 
absence of nondynamic variables. 
6.3 An ARMA realisation of T(s) 
In this section a first order representation which is externally equivalent to (6.1), is 
derived. This realisation is used as an intermediate step towards the descriptor and 
pencil realisations. We start from T(u)w = O. Note that T(s) is a polynomial matrix. 
Consider the first order ARMA system. 
R(u)x(t) = Tcw(t) (6.8) 
and Tc is obtained from: 
S(s) = block-diag{ ... , [1, s··· SUi]", .}, T(s) = S(s)Tc(s) (6.9) 
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where O'i are the row degrees of T( s) and 
R( 8) = block-diag{ Lni (8)} (6.10) 
where L7Ji (8) is the standard row minimal index block of dimensions (O'i + 1) X 0'1 i.e. 
8 0 
-1 . 
LUi (8) = (6.11) 
s 
0 -1 (Ui+1)XUj 
Our aim is to show that (6.8) is externally equivalent to autoregressive equation 
(6.1). In order to prove this we shall make use of the following important result 
[Kuij. & Sch., 1990]. 
Lemma 6.3.1 Consider a behaviour given by the equations: 
p(O')e=o 
w = Q(u)e 
It is always possible to find matrices V(s) and T(s) such that 
(ii) V(s) and T(s) are left coprime 
(iii) [V(s), T(s)][pT(s), QT(s)]T = 0 
If V( s) satisfy the above properties, then the equation 
T(O')w(t) = 0 
induces the same external behaviour, to 
In addition 
p(O')e=o 
w = Q(O')e 
Ker{T(s)} = Q(s)Ker{P(s)} 
where r = rankn(s){[PT(s), QT(s)]T}, P(s) has n rows, Q(s) has q rows o 
6.3 An ARMA realisation ofT(8) 
The representation (6.8) is of the form 
where 
and 
p(O')e=o 
w = Q(O')e 
P(O') = [R(O'),Tc], Q(O') = [0 J] 
We may now state the following result. 
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(6.12) 
(6.13) 
(6.14) 
(6.15) 
Proposition 6.3.1 Equations (6.1) and (6.8) induce the same external behaviour B. 
Proof: We have to prove conditions (i)-(iii) of lemma 6.3.1 for 
N T T T P(8) = [R(8), Tc], e = [x (8), W (s)] 
Q(8) = [0 J] 
From (6.10),(6.11) it follows that 
[ P(s) ] = [R(S) TC] Q(8) 0 J 
Consider now the following matrix: 
[ 
Ml(8) Ml(J8)Tc] 
M(s) = 0 
---f----
8(8) T(8) 
where 
o -1 -8 _82 _sUj-l 
Ml (s) = block - diag { ... , 
_82 , ... } 
-1 -8 
o -1 
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S(s) = block - diag{ ... , [1 s ... SO"i], ••• } 
and it is easy to check that 
M(s) = [ P(s) ] = [ I ] Q(s) 0 
Now, if V(s) = 8(s), it follows that conditions (i)-(iii) of lemma 6.3.1 are satisfied and 
the result follows. o 
Remark 6.3.1 Note that IS( s), T( s) I is a basis matrix of the/eft null space of [ ~~: ~ ]. 
o 
Remark 6.3.2 The ARMA realisation obtained in this section is an intermediate step 
towards the realisations of this chapter. As it will be shown in the next chapter, it is 
convenient for use in problems related to interconnections of behavioural systems. Such 
a problem is considered in the next chapter. 
6.4 Realisation in descriptor form 
In this section the realisation in descriptor form is obtained by appropriate reordering 
of the equation of the ARMA representation and the introduction of some new internal 
variables which is necessary in order to express the output y(t) explicitly in terms of 
the internal variables and the input variables. We proceed as follows: We start from 
R(u)x(t) = Tcw(t) (6.16) 
The above may be multiplied from the left by a (unimodular) permutation matrix 
and give 
[ Tie] R(u)x(t) = w(t) The (6.17) 
where The is the high order coefficient matrix of T( s) and Tie the lower order coefficient 
and R(s) has the following structure: 
R(s) = [ Rl(S) ] , 
R2(s) (6.18) 
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RI (S) = block - diag{ sItl• - .t} 
A", -, -
tl • 
.---",'---, 
0 .. · ... ° 
R2(S) = block - diag {[e~J} 
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(6.19) 
(6.20) 
(6.21) 
Equations (6.17) and (6.16) have identical sets of solutions since permutation is just 
reordering of the equations and thus, does not affect the solutions. From the above it . 
follows that (6.17) has the form 
l.(t) = 
0 .. · 1 
~(t) + [Til Tn] [u.(t)] (6.22) 
Thl Th2 1L(t) 
° 0 .. · 1 
where Tic and Thc are partitioned conformably to the partitioning of w(s) into inputs 
and outputs, as follows 
Tic = [TIl! T12] , Thc = [Thl' Th2] 
Then, (6.22) may be written in the form: 
[ ~ ] x(t) = [ ; ] x(t) + [~:: ~:][ :~:n 
where (j = Ef=l (ji and 
(6.23) 
(6.24) 
F = block - diag{ ... [0, ... ,0, Ihxtli'" .}, A = block-diag{A i } (6.25) 
Let q = rank{Th2 } ~ p. Equation (6.24) is equivalent to 
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where Q is an invertible constant matrix such that 
(6.27) 
Remark 6.4.1 Note that in order to transform [Thb Th2] to the form (6.27), reordering 
and relabeling of the output vector may be required. This does not affect the generality 
as it will be shown later. 0 
Now, (6.26) may be written as 
] [ 
u(t) ] 
y(t) 
or 
where 
QF = [ ~:] 
The above may be split into the following: 
~2 Ya(t) ] [ 
u(t) ] 
Yb(t) 
Q. = F2X(t) + T2u(t) + IqYa(t) + Th2Yb(t) 
Now, define the new state-variable z(t) = Yb(t), then (6.31) gives: 
Q = [F' r.,] [ x(l) ] + [ T, ] ,,(I) + [I 0] [ V.(t) ] 
o -I z(t) 0 0 I Yb(t) 
or, 
[ y.(I) ] = [ -F, -r., ] [ x(l) ] + [ -T, ] ,,(t) 
Yb(t) 0 I z(t) 0 
or, 
y(t) = Ce(t) + Du(t) 
(6.28) 
(6.29) 
(6.30) 
(6.31) 
(6.32) 
(6.33) 
(6.34) 
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where 
and 
e(t) = [ x(t) ] 
e(t) 
_ [-F2 -Th2] _ [ -T2] C- ,D-O I 0 
Now, by substitution of (6.33) to (6.30) we get 
or 
[~ ~][!] = [:. n + [ ~n ][ -:' - ~.' ][ : ] + 
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(6.35) 
(6.36) 
+ [ ~n ] [ -;' ] + [ ~: ] u(s) (6.37) 
Summarising the above we have that the matrices of the descriptor realisation of 
T(a)w(t) = 0 are the following. 
E = [1/7 0] A = [ Ii 
o 0' Fl ~ ] + [ ~' ][ -:' - ~ ., ] 
. 
B = [ ~n ][ -;' ] + [ ~: ] , c = [ -:' - ~.' ] 
p 
where (]' = l: ai. 
i=l 
D = [ -;' ] 
(6.38) 
(6.39) 
(6.40) 
Remark 6.4.2 As it was mentioned in remark 6.4.1 we may need to perform some per-
mutations on the output vector entries in order to obtain (6.27) and thus all subsequent 
equations and formulas. In that case, the output matrix is given by p-lC where P is 
the permutation matrix corresponding to the reordering of the entries of y(t). 0 
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Remark 6.4.3 The above realisation is externally equivalent to (6.17) since the trans-
formations from (6.17) to (6.38), (6.39) include only renaming of variables and permu-
tations of the equations. 0 
Next we consider the issue of the minimality of the realisation (6.38)-(6.40). As in 
the case of the realisation of transfer functions we have that minimality of the realisation 
is dependent on the matrix T(s) we start from. This is shown below. 
Proposition 6.4.1 Descriptor realisation (6.38)-(6.40) is minimal if and only if the 
matrix T( s) is column reduced. 
Proof: We have to examine when the conditions of proposition 6.2.1 hold true. 
We start from condition (ii): 
Condition rank [ ~ ] = full column, is obvious since 
10- 0 
0 0 
-F2 -Th2 
0 I 
[ sE - A] Next we examine the zero structure of C . 
We have that 
.. 1 T. [ThO] sl - A+ Tl2F2 12 I 
[ SE~A ] 
- -Fl I 
F2 -Th2 
0 I 
where Tl2 = [Tt\, Tl2]' The above pencil is equivalent to 
sl -A 0 
Fl 0 
F2 0 
o I 
Now, [ ;: ] has full rank and from the form of sl - A we may see that 
rank [ sf ~ A ] = rank [ ~:] + #~; = ~Vs E C 
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where ~i = {ai/ai > I}. 
Therefore [ sE ~ A 1 h.., no finite zeros which proves condition (iv), 
To prove (iii) observe that a basis matrix E for Ker{E} is the following 
The matrix A may be written (see (6.38)) 
From the above we see that A has the form:A = Therefore, the matrix 
representation of the basis of A Ker {E} is 
and 
[E A ] = [I 0 A~ 1 
,E 0 0 0 
From the above is obvious that A Ker {E} ~ 1m {E} and the result follows. 
From (6.38), (6.39) it follows that 
for [E, B] to be surjective it suffices Tl to have full row rank i.e. This is true from (6.28) 
and the row reducedness of [N(s), D(s)]. Thus (i) holds true. 0 
By simple inspection of the form of the matrices of the descriptor representations 
we have the dimensions of the minimal realisation as it is shown on the corollary below. 
Corollary 6.4.1 The dimensions of the minimal realisation are 
1. rank{E} = a 
2. #colE = m-rank{Thd + a 
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3. #row8E =rank{Thd + (j 
0 
Example 6.4.1 Consider the autoregressive system T(u)w(t) = 0 where 
[ s' 2 82 + 1 82 s' 72] T(8) = 1 8-1 2 0 
Then (6.24) has the form 
1 0 0 0 0 0 0 2 1 0 2 UI 
0 1 0 
[ :: 1 
1 0 0 
[::] + 
0 0 0 0 0 U2 
0 0 1 
- 0 0 0 1 -1 2 0 1 VI 
0 0 0 0 1 0 1 0 1 1 1 V2 
0 0 0 0 0 1 0 1 0 0 0 V3 
Note that rank{Th,} =rank [~ ~ ~] = 1. By defining the new state variables %.(t) = 
V2(t), Z2(t) = V3(t) we take 
Xl 
[~l = [~ 1 0 0 
-n 
X2 
+ [~ ~ j[ :: ] + [ ~ 0 n [:: 1 0 0 -1 X3 1 0 0 0 Zl 0 
Z2 
and thus, 
c=[~ -1 0 -1 -1 1 [-1 0 1 0 0 1 ~ ,D = ~ ~ 
0 0 0 
From (6.38) with 
[0 0 0 1 A = 1 0 0 ,FI = [0 0 1], T2 = [1 0] 
000 
[ 
1 0 2 1 F2 = [0 1 0], Th2 = [1 1], Tl2 = 0 0 0 TI = [0 1] 
201 
6.5 Realisation in pencil form 145 
we take 
0 -1 0 -1 1 -1 2 
1 0 0 0 0 
,B= 0 0 A= 
0 -2 0 -2 -1 -1 -1 
0 0 1 0 0 0 1 
The descriptor model is 
1 0 0 0 0 el 0 -1 0 -1 1 el -1 2 
0 1 0 0 0 6 1 0 0 0 0 6 0 0 [ :: 1 6 - 6 + 0 0 1 0 0 0 -2 0 -2 -1 -1 -1 
0 0 0 1 0 e4 0 0 1 0 0 e4 0 1 
es es 
It may be easily verified that this model is minimal. 
6.5 Realisation in pencil form 
In this section a realisation of T (8) of the form 
(6.41) 
(6.42) 
is obtained. It is shown that if T( 8) is row reduced, then the resulting representation is 
minimal. The procedure for the realisation is the following. 
We start again from behavioural equations 
R(u)x(t) = Tcw(t) (6.43) 
and using the same arguments as in section 6.4 we obtain the form 
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The above may be written as 
R(O')x(t) = [ Tie] w(t) 
The 
[ ,,1; A ] x(t) = [ ~:: ] w(t) 
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(6.44) 
(6.45) 
Multiplying (6.45) from the left by the matrix [~ ~] where QT" is in row-echelon 
form we get 
[ 0'1:- A 1 x(t) = [~] w(t) i?1 Tehc (6.46) 
where Tech = QThc. 
Without loss of generality we may assume that T( s) is row reduced and Tech has the 
form 
x ••• Xx 1 = [1, T;ch] 
x ••• 
(6.47) 
If Tech is not in form (6.47) we may always, by reordering the entries of the vector 
of external variables w(t), take Tech in form (6.47). Let Tic = [Tl~' Tl~]' Then, by 
elementary row operations, (6.46) may be transformed to 
(6.48) 
where 
A, A I N -2 2 1 2 
w(t) = [Wl(t), W2(t)], A = A - T1ci?1! Tic = Tic - TlcTech (6.49) 
and w(t) is partitioned in an obvious way. Define now the new internal variables 
z(t) = W2(t) 
Then (6.48) ana (6.50) are equivalent to 
[ 1 0] [A' 0] [0 T2 ] o 0 [x ( t) 1 = - F 0 [ x ( t) 1 + 1 T:c [ WI (t) 1 o 0 z(t) 0 1 -1 z(t) 0 ~h W2(t) 
(6.50) 
(6.51) 
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Now multiplying the above from the left by the invertible matrix 
[
I 0 
o I 
o 0 
(6.52) 
we take the equivalent equation 
(6.53) 
which may be separated into two equations 
[ I 0] [ x(t) 1 = [A' _T2 ] [ x(t) 1 i(t) Ie z(t) (6.54) 
(6.55) 
The above is equivalent to 
(6.56) 
Thus the pencil realisation has the following matrices 
A, -2 
F = [I OJ, G = [A - Tie] (6.57) 
(6.58) 
Remark 6.5.1 In the case where reordering of the entries ofw(t) is needed in order to 
obtain (6.47), equation (6.56) is modified to 
P-l [FI -T;ch 1 [ x(t) 1 = [ WI 1 
o I z(t) W2 
where P is the permutation matrix used to perform the reordering. Then (6.57) and 
(6.58) are modified analogously. o 
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Note that the above realisation is externally equivalent to the original AR system since 
the transformations leading from (6.43) to the pencil form involve change of basis in 
the equation space and state-space and remaining of some variables. These operations 
do not affect the external behaviour. 
For the minimality of the pencil realisation we have the following result. 
Proposition 6.5.1 The realisation (6.57), (6.58) is minimal. 
Proof: We have to prove (i), (ii) and (iii) of proposition 6.2.2. Condition (i) follows 
readily since 
has full column rank. 
Condition (ii) is obviously satisfied since F = [1 0]. 
In order to show that (iii) holds true we consider the pencil [sFT - GT, JIT]T. From 
(6.57), (6.58) we have 
[ 
sl A' 
[
sF - G 1 -:: 
= . FI 
II 0 
-Tic] [ sl - A' 0] 
- T;ch f'V FI 0 
1 0 1 
(6.59) 
where "",," denotes strict equivalence. 
From the above it is clear that the Smith zeros of [sFT - GT, IIT]T are provided by 
the zeros of [sl - JilT, i'l'JT. Observe that using the second of (6.49) the pencil in (6.59) 
may be written as 
[
sF _ G 1 [ sl - A :- Tl~Fl 0] [ sl ::- A 0] 
"" FI · 0 "" FI 0 
II 0 1 0 1 
(6.60) 
and since FI = QF (see (6.45), (6.46» it follows that 
(6.61) 
and since R(s) has only r.m.L it follows that [sFT -GT, lIT]T has only r.m.i. and linear 
i.e.d. and the result follows. 0 
Corollary 6.5.1 The row indices of [sFT - or, lIT]T are equal to the row degrees of 
T(s). 0 
6.6 Descriptor realisations without feedthrough term 
Example 6.5.1 Consider the system 
[ 
82 8
2 + 1 0] T(s) = 1 
s +2 3 
The equivalent ARMA system derived in section 6.3 is 
100 
010 
001 
000 
000 
000 
1 0 0 
000 
o 1 -1 
o 0 1 
Then we bring the above to the form (6.48) 
100 
010 
001 
000 
000 
We have from the above 
o 0-1 
100 
o -1 -1 
o 1-1 
001 
010 
000 
123 
100 
010 
000 
000 
003 
100 
010 
Q F = [~ ~ - ~ ] , T,oh = [~ ~ ~], T;,h = [ ~ ] 
By defining z(t) = W3(t) we take the pencil realisation 
[ 
1 0 0 0] [ 0 0 -1 0] [0 -1 1 0] F = 0 1 0 0 ,G = 1 0 0 0 ,H = 0 0 -1 0 
o 0 1 0 0 -1 -1 3 0 0 0 1 
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6.6 Descriptor realisations without feedthrough 
term 
The topic of this section is the derivation of a descriptor form realisation of the type 
(6.62) 
This realisation does not have feedthrough term in the output equation. A consequence 
of this, is that the nondynamic state variables are incorporated in the dynamical equa-
tion (the first of (6.62)). 
The realisation procedure follows along similar lines to the realisation with feed· 
through term. The original equations are transformed to the ARMA equations as 
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described in section 6.3 and then to equations (6.30) and (6.33) after the introduction 
of the new variables z(t). We write again (6.30) and (6.33) to make the inspection easy 
[;]x=[i: ~']x+[[~]] (6.63) 
[ ~: ] = [ -:' - ~ k2 ][ : ] + [ -;' ] u (6.64) 
By defining the new internal variables ((t) as 
(6.65) 
the output equation (6.64) becomes 
[ Ya(t) ] = [-F2 -1 -Th2] [~i:~ ] Yb(t) 0 0 1 z(t) (6.66) 
and taking into account all the additional variables (z(t), ((t)) (6.64) may be written 
as follows 
[ lq 0 0] [X] [A 0 0] [Tn] [ ] [X] [Ttl] ~ ~ ~ ~ = { :1 ~ ~ + ~ -:' -;' - ~., } : + ~: u 
Clearly, (6.66) and (6.67) are in the descriptor form (6.62) with 
[ 
lq 0 
E= 0 0 
o 0 
o ] [A 0 0] [ Tn] [_ F2 _ T2 _ Th2 ] 
o ,A= FI 0 0 + 0 0 0 1 
o 0 1 0 0 
_ [ Ttl ] _ [ _ F2 - 1 - T h2 ] B - Tl ,C-
o 0 I 
T2 
(6.67) 
(6.68) 
(6.69) 
Remark 6.6.1 As in the case of the realisation with feedthrough term the external 
equivalence of the above is justified from the fact that the operation leading to this re-
alisation are only renaming of variables which does not affect the external behaviour of 
the system. 0 
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Remark 6.6.2 As in the case of descriptor realisation with feedthrough term we may 
need reordering of the outputs in order to obtain (6.68), (6.69). Then the output matrix 
is p-1C where P is defined in remark 6.4.2. 0 
Next we consider the minimality of the realisation (6.68), (6.69). Note that T(s) is 
assumed to be row reduced. 
Proposition 6.6.1 The descriptor realisation (6.68), (6.69) is minimal. 
Proof: 
(i) The matrix 
has obviously full column rank 
(ii) The matrix 
1q 0 0 
000 
000 
-F2 -1 0 
001 
[ 
1/1 0 0 Til] 
[E, B] = 0 0 0 Tl 
o 0 0 T2 
has full row rank because [T[, TnT is the high order coefficient matrix of T( s) 
multiplied by an invertible matrix and T(s) is row reduced. 
(iii) The pencil 
" 1 
s1q - A + Tl2F2 TI~T2 T12Th2 + Tl; 
[ BE; A 1 F1 0 0 
- 0 1 0 
-F2 -1 -Th2 
0 0 1 
is strictly equivalent to 
" s1q -A 0 0 
F1 0 0 
F2 0 0 
0 1 0 
0 0 1 
6.6 Descriptor realisations without feedthrough term 152 
The result follows from the fact that [sIO' - AT, Fl,FilT has only r.m.i.. 0 
Example 6.6.1 Consider the autoregressive system with 
T(s) = P 1 0 s+2 0 Sr] s s+4 0 s-1 S2 0 0 S 0 
with w(t) = [Ul(t), U2(t), U3(t), Yl(t), Y2(t), Y3(t)]T. The equation (6.63) for this system 
IS 
0 0 0 0 0 1 0 2 0 1 
1 0 0 0 
3 0 4 0 -1 0 
Ul 
0 1 0 0 0 0 0 0 Xl Xl U2 
0 0 1 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 1 X2 0 0 1 0 X2 + 0 0 0 1 0 0 
U3 
-
0 0 0 0 X3 1 0 0 0 
X3 
0 0 0 1 0 1 Yl 
0 0 0 0 X4 
1 0 0 
X4 
0 1 1 0 1 0 Y2 0 0 0 0 0 
0 0 0 1 1 0 0 0 0 0 Y3 
We have 
[ 
0 0 0 0] 
A 0000 100 
A = 0 0 0 0 ,T2 = [0 1 1]' Tl = [1 0 0] 
o 0 1 0 
[1000] - [1 Fl = [0 0 0 1], F2 = 0 1 0 0 ,Th2 = 0 o 1] 1 0 
[010] [2 ° 1] 3 0 4 0 -1 0 Ttl= 000 ,Tl2= 0 o 0 
000 1 o 0 
Then the realisation without feedthrough term is 
1 0 o 0 0 0 el -2 0 0 0 0 -1 el 0 1 0 
0 1 o 0 0 0 6 o 1 001 0 6 3 0 4 [~: ] 0 0 1 000 {3 o 0 000 0 6 0 0 0 o 0 o 1 0 0 e4 - -1 0 1 0 0 -1 e4 + 0 0 0 o 0 o 0 0 0 es 00010 0 es 1 0 0 
o 0 o 0 0 0 ea o 0 001 1 es 0 -1 -1 
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6 
[ ~: ] [ -~ 0 0 0 0 -n 6 6 - -1 0 0 -1 e4 0 0 0 0 es 
e6 
6.7 The observability indices of the descriptor re-
alisations 
In the framework of the regular systems i.e. the systems where the pencil sE - A is 
regular (state-space, singular systems) the observability indices may be related to the 
transfer function of the system as follows: If G(s) = D-l(S)N(s) is a coprime and 
column reduced MFD, then the observability indices are defined as the column minimal 
indices of the composite matrix TG(s) = [D(s),N(s)]. The above result is well known 
for the case of state-space systems from the works of [For., 1975], [Pop., 1969) e.t.c .. 
For the case of regular singular systems this result was proven in Chapter 4. 
In this section we are going to investigate the relation between the row indices (row-
degrees) of the matrix T(s), when it is row reduced, and the row minimal indices of the 
pencil [sET - AT, GT]T. We have the following result: 
Proposition 6.7.1 Let the quadruple (E, A, B, G) be the matrices of a minimal reali-
sation of the autoregressive equation T(l1)w(t) = o. The matrix T(s) is assumed to be 
row reduced. Then the row minimal indices of the pencil [sET - AT, GT]T are equal to 
the row degrees ofT(s). 
Proof: From (6.38), (6.39) we have 
A 1 ~ [T.,] sl - A + Tl2F2 12 1 [ SE; A 1 
- -Fl 1 
F2 -Th2 
(6.70) 
0 1 
where Tl2 is partitioned as [TA, Tt;] conformably to the row partitioning of A. It is 
straightforward to see that the above pencil is strictly equivalent to the pencil 
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sl -A 0 
FI 0 
F2 0 
o 1 
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(6.71) 
Then, the row minimal indices of the above are clearly provided by the row minimal 
indices of the pencil 
(6.72) 
where ",,)' denotes strict equivalence [Gant., 1959]. For the definition of F see (6.25). 
Reordering the rows of (6.72) we have that it is strictly equivalent to the pencil R(s) 
in (6.10) which obviously has row minimal indices equal to the row degrees of T(s) and 
the result follows. 0 
A result related to the structure of the pencil [sE - A, -B] is given below. 
Proposition 6.7.2 Let (E,A,B,C,D) be a minimal realisation of the autoregressive 
equation T(O')w(t) = O. Then, the pencil (sE - A, -B) does not have r.m.i .. 
Proof: The proof will be given by contradiction arguments. Let zT(s) be a nonzero 
polynomial row-vector such that 
zT(s)[sE - A, -B] = 0 (6.73) 
Since (E, A, B, C, D) is a realisation of an autoregressive system it follows that 
E = [~ ~] 
and thus, [sE - A, - B] has the form 
Minimality of the above system implies that 
A Ker {E} ~ lm{E} 
From (6.74) we have that a basis matrix E for Ker E is 
(6.74) 
(6.75) 
(6.76) 
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(6.77) 
and thus, the basis matrix AE' of A Ker E has the form 
(6.78) 
For (6.76) to hold true we must have A4 = O. Then (6.73) may be written as 
T [ ] [ sf - Al -A2 -BI] z (s)[sE - A, -B] = zf(s), zf(s) 
A3 0 -B2 
(6.79) 
From corollary 6.4.1 we have that the number of rows of the matrix [A3' B2l is equal 
to rank Thl (the rank defect of E). Now from (6.26) it is clear that rank Thl < l since 
Thl has l columns. Then, since B2 has full row rank the pencil (sE - A, -B) is strictly 
equivalent to the following pencil 
(6.80) 
The above is obtained from [sE - A, -B] by postmultiplication with an appropriate 
invertible matrix. From the above it is clear that rank!R(s)[sE - A, -B] is full row and 
thus z (s) = 0 and the result follows. 0 
Next, the relation between the row indices of T( 8) and the r.m.i. of [8pT - aT, f{T]T 
is established. 
Proposition 6.7.3 When T(s) is row reduced and (sP-G, f{) is a minimal realisation 
pair, the row minimal indices of the pencil [SpT - GT, f{T]T are equal to the row indices 
ofT(s). 
Proof: The result follows immediately from corollary 6.5.1. o 
6.8 Conclusions 
In this Chapter the problem of the realisation of autoregressive equations was consid-
ered. A new method for realisation in pencil and descriptor form was proposed. This 
method is simpler than the existing methods and allows the realisation by simple in-
spection of the autoregressive equations. It has been shown that it leads to minimal 
representations when the matrix T(s) of the autoregressive equations is row reduced. 
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It was shown that the relation of the observability indices and the MFDs for systems 
with transfer function may be extended to the case of autoregressive systems if, instead 
ofthe composite matrix [N(s), D(s)] of a left MFD, the matrix T(s) is considered. The 
overall approach is simple and the construction of the realisation may be obtained by 
inspection from the given autoregressive equations. An auxiliary realisation in ARMA 
form has been obtained and it will be used as a design tool in the following chapter 
where the model matching problem is considered. 
Chapter 7 
MODEL MATCHING OF 
IMPLICIT SYSTEMS 
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7.1 Introduction 
The model matching problem for systems described by transfer functions has been 
studied extensively in the literature. This problem consists in designing a compensator 
such that when it is interconnected in series to the plant, the overall composite system 
has a desired transfer function. In the framework of behavioural systems, instead of 
transfer equivalence, we have the notion of external equivalence discussed in Chapter 
3. In this framework, the model matching problem consists in finding a behavioural 
system such that when it is interconnected to a given (behavioural) system, the external 
behaviour of the overall system matches a desired behaviour. 
One convenient way of representing behaviours is by using autoregressive equations. 
In the case of the matching problem this is the appropriate representation since it 
appears to have similarities with the MFD description of systems described by transfer 
functions. 
In the present Chapter we consider two types of the model matching problem for 
implicit systems. First, the problem of model matching of autoregressive systems is 
studied. We start from a given autoregressive system the "plant" and a desired be-
haviour the "model" which is described by autoregressive equations as well. We seek 
for a system (in AR form) to be interconnected with the plant and give the behaviour 
of the model. The structure of the controller (the row degrees of the AR model) is left 
free and is considered as a design parameter. 
The second type of model matching problem considered, is the problem of finding 
a controller such that the overall interconnected system is A-externally equivalent to a 
given model (see definitions 3.3.8 and 3.3.9). 
The outline of the Chapter is the following. First, we consider the interconnected 
system obtained from the autoregressive equations of the controller and the plant. Then 
we transform this equation to a set of ARMA equations in a way similar to Chapter 6. 
The requirement for matching of the behaviour of the interconnected system and the 
model yields the necessary conditions for the solvability of the problem. Although in 
the general case sufficient conditions are not provided, in a special case the matching 
problem is solved completely and a constructive algorithm for the determination of 
solutions is given. 
Next, the problem of model matching under A-external equivalence is considered. 
As in the case of external equivalence, necessary conditions for the solvability are pro-
vided. These conditions turn out to be also sufficient in a special case where certain 
conditions are satisfied. It is also shown that in the case where we can define transfer 
function (Le. the output may be expressed explicitly in terms of the input) the con-
ditions for model matching under A-external equivalence coincide with the conditions 
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for model matching under transfer equivalence. 
It must be mentioned that the model matching problem for autoregressive systems 
has been considered in a recent paper of Conte and Per don in [Con. & Per., 1994]. The 
results of that paper are similar to ours for the general case. However the proof of the 
results is not constructive and thus, it is not convenient for design purposes. In the 
case where sufficient conditions can be produced, we provide a slight correction to the 
results of that paper. 
The matching problem for behavioural systems has a significant difference from the 
model matching of classical systems. In the classical theory the inputs and outputs 
are fixed while in the theory of autoregressive systems no distinction is made between 
inputs and outputs. As a consequence the choice of inputs and outputs is a problem 
for the control engineer and gives freedom of choice of the type of interconnections such 
that the desired behaviour is achieved. 
7.2 Statement of the AR-matching problem and 
preliminary results 
Consider the autoregressive systems 
ET: T(lT)w(t) = [T1(lT),T,(lT)] [ :~:~ 1 = 0 (7.1) 
~M: M(O")WM(t) = [Ml(0"),M2(0")] [UM(t)YM(t)] = 0 (7.2) 
where T(s) E ~rTxtc[s] M(s) E ~rMxtM[s], 0" is the differentiation operator and the 
behaviour vectors w(t) and WM(t) are partitioned into inputs U(t),UM(t) and outputs 
y(t), YM(t). The problem of model matching is to find a system 
[ ] [ 
uo{t) 1 ~o: C(O")wo(t) = C1(0"), C2(0") Yo(t) = 0 (7.3) 
such that the interconnection of the output of L:o and the input of L:T results to a 
composite system with external behaviour identical to the external behaviour of L:M. 
Note that, without loss of generality, the matrices M(s) and T(s) are considered to have 
full row rank. When they do not have full row rank, we may consider only independent 
rows of them and take equivalent systems of equations. This problem may be viewed 
as a generalisation of the model matching problem for systems with transfer function 
descriptions. 
In order to derive the solution of the model matching problem for autoregressive 
systems we proceed as follows. First, we transform the AR equations of L:T and L:M 
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to appropriate ARMA representations [Wil., 1991]. Then we obtain an ARMA rep-
resentation of the composite system. The requirement for external equivalence of the 
composite ARMA system and the AR model imposes conditions on the matrices M(s) 
and T(s). These conditions are proved to be necessary for the solvability of the model 
matching problem. It is shown that in some cases the necessary conditions are also 
sufficient. Then, the system ~o is obtained in a straightforward way. 
7.3 Model matching of AR systems 
In this section the composite system arising from the series interconnection of two 
autoregressive systems is derived. Then, an ARMA realisation of the composite system 
is obtained. The requirement of external equivalence of the composite system and the 
model leads to necessary as well as sufficient conditions for the solvability of the model 
matching problem. 
Let the plant and the controller described by 
~T = T(a)w(t) = [ Tl(a),T2(a) ] [ u(t) ] = 0 
y(t) 
[ ] [ 
uo(t) ] ~o = C(a)wo(t) = C1(a), C2(a) = 0 yo(t) 
(7.4) 
(7.5) 
where the behaviour vectors are partitioned into inputs and outputs. We connect the 
above systems as follows: The output yo(t) of ~o is connected to the input u(t) of ~T' 
Obviously this means that the partitioning of w(t) and wo(t) is such that the number of 
inputs of ~T is equal to the number of outputs of ~o. This interconnection is expressed 
as the constraint 
u(t) = yo(t) (7.6) 
on the equations (7.4), (7.5). 
From Chapter 6 (see section 6.3) we have that the systems ~T and ~o may be 
transformed to the ARMA systems ~(P, Q), ~(Po, Qo) respectively. 
[ 
x{t) 1 ~(P,Q): [R(a),Tot,T02 ] u{t) 
y(t) 
o ] [X(t) 1 
u(t) 
I 
y(t) 
=0 (7.7) 
(7.8) 
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[ 
xo(t) ] ~(Po, Qo): [R(a), COll C02 ] Uo(t) = 0 
Yo(t) 
[ uo(t) 1 = [0 I 0 1 [::~:~ ] Yo(t) 0 0 I ( ) Yo t 
where 
R(8) = block - diag{ ... , LeT,(8), ... } 
RO(8) = block - diag{ ... , LeT9(8) , ... } 
I 
8 0 0 
Li(8) = -1 
-1 8 
0 0 -1 (i+J)xi 
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(7.9) 
(7.10) 
(7.11) 
(7.12) 
(7.13) 
T(s) = So (s)[Tob T02 ], S(8) = block - diag{ ... , [1 8 ••• seT,], ... } (7.14) 
C(s) = So (s)[COI, Co2], So(s) = block - diag{ ... , [1 s, ... seTf ], ... } (7.15) 
whith ai and uf the row degrees of T(s) and C(8) respectively. 
Then, taking into account the interconnection equation u(t) = yo(t) we obtain the 
following composite system 
x(t) 
[ R~(1) 0 TCl 0 T~21 xo(t) yo(t) =0 Ro(a) CO2 COl 
uo(t) 
(7.16) 
y(t) 
x(t) 
[ uc(t) 1 = [ 0 0 0 I ~ 1 xc(t) yo(t) y(t) 0 0 0 0 
uo(t) 
(7.17) 
y(t) 
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Observe that the interconnected system has external variables the input of I;o and the 
output of ET and as internal (latent) variables the direct sum of the internal variables 
of the two subsystems and the variables of interconnection. 
If the system Ee is considered as the controller and ET as the plant, then the model 
matching problem consists in finding R( 0'), Cel! Ce2 such that the system described 
by (7.16) and (7.17) has the same behaviour to a given system 
Note that the row degrees of C(s) are not prespecified. 
Let 
P(s) = [R(S) N 0 TCl 0 T.
O
C2] 
o Rc(s) CC2 CCl 
Q(s) = [~ ~ ~ ~] 
S(s) = block - diag{ ... , [1 S ... SUi], ... } 
Sc(s) = block - diag{ ... , [1 s ... SUp], ••• } 
(7.18) 
(7.19) 
(7.20) 
(7.21) 
(7.22) 
The following proposition provides the conditions for the solvability of the model match-
ing problem. 
Proposition 7.3.1 If the model matching problem is solvable, then the following con-
ditions hold. 
(i) row-span {Vi(s)} ~ NlOl(s)} =row-span{S(s)} 
(ii) row-span {V2(S)} ~ Nt {1ie(s)} =row-span{Se(s)} 
(iii) V1(s)Tel + V2(S)CC2 = 0 
(iv) Y;(s)Cel + Ml(S) = 0 
(v) V1(s)Tc2 + M2(S) = 0 
where V1 (s), V2 (s) are polynomial matrices. 
Proof: Let the model matching problem be solvable and let C(8) be the matrix of the 
autoregressive representation of the solution. According to lemma 6.3.1 if [V( s), C( 8)] 
is a polynomial basis matrix of the left null space of [pT(s), QT(s)JT where V(s), O(s) 
are left coprime, then the system E(P(O'),Q(O')) is externally equivalent to the autore-
gressive system 
M(O')w(t) = 0 (7.23) 
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Now, since M(a) describes a system equivalent to E(.P(a), Q(a)), it follows that 
M(s) and M(s) are unimodularly equivalent i.e. [Wil., 1991], [Wil., 1983] there exists 
unimodular matrix 0 (s) such that 
M(s) = O(s)M(s) (7.24) 
Then, there exists a polynomial matrix 
[V(s),M(s)] = U(s)[V(s),M(s)] (7.25) 
such that 
[ V(s),M(s) 1 [ ~~:~ ] = 0 (7.26) 
Obviously, [V(s),M(s)] is a basis matrix of the left null space of [pT(s),QT(s)]T and 
the matrices V(s), C(s) are left coprime. Consider now the following partitioning of 
the matrix [V(s),M(s)]: 
[V(s), M(s)] = [Vi (s), V2(s), Ml (s), M2( s)] (7.27) 
conformably to the row partitioning of the matrix [PT(s), QT(s)]T. Then (7.26) may be 
wri tten as follows 
R(s) 0 TCI 
[ Vt(s), V2(s),Ml(S),M2(S) ] 0 Rc(s) CC2 
0 0 0 
And from the above 
0 0 0 
Vt(s)R(s) = 0 
V2(s)Rc(s) = 0 
Vt(S)TCl + V2(S)CC2 = 0 
V2(S)CCl + Ml(S) = 0 
Vt(s)Tc2 + M2(s) = 0 
0 
CCl 
I 
0 
TC2 
0 
0 
I 
=0 (7.28) 
(7.29) 
(7.30) 
(7.31) 
(7.32) 
(7.33) 
The result follows from the observation that 8(s) and 8c(s) are basis matrices of the 
left null space of R( s) and Rc (s) respectively. 0 
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Proposition 7.3.2 Necessary condition for the solvability of the model matching prob-
lem for autoregressive systems is 
(7.34) 
Proof: Conditions (7.29)-(7.32) may always be satisfied by appropriate selection of Cel, 
CO2 and V (s ). Indeed, if we choose 
Vt = S(s) 
"2(s) = So(s) = block - diag{ ... , [1 S ••• STi], ••• } 
where 
Ti ~ max{row - deg{Mt(s), Vt(s)Tet}1 
(7.35) 
(7.36) 
(7.37) 
there always exist COt, CO2 such that (7.29)-(7.32) are satisfied. In fact, this choice 
corresponds to a controller C (s) with 
Ct(s) = -Ml(S) 
C2(s) = -Tl(S) 
(7.38) 
(7.39) 
Thus, only (7.33) constitutes a necessary condition for solvability. Condition (7.34) 
readily follows from (7.33). 0 
We now state a result which is an improvement of the above proposition. 
Theorem 7.3.1 Necessary condition for the solvability of the model matching problem 
is that the equation 
(7.40) 
has a polynomial solution J< (s). 
Proof: From (7.29) it follows that there exists rational matrix J«s) such that 
Vt(s) = J«s)S(s) (7.41) 
Let 
J< ( 8) = [kl ( 8 ), .•. , kr ( 8) ] (7.42) 
where r is the number of rows of S(8). Then we have 
K(s)S(s) = [kl(S), ... ,k,.(s) 1 [ 1 
1 s ... s •• ]-
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From the above it is dear that if K( s) is not polynomial, then Vt (s) is not polynomial 
since the submatrix formed by its columns with indices 1, 0"1 + 2, 0"1 + 0"2 + 3 ... is K (s). 
Thus, in order to have Vi (s) polynomial, K (s) must be polynomial. 
Consider now the matrix S(S)TC2' Clearly, 
(7.44) 
and the result follows. o 
The following result provides criteria for an equation involving polynomial matrices 
to have a polynomial solution. 
Lemma 7.3.1 [Vid., 1985] Consider the equation 
A(s)X(s) = B(s) (7.45) 
where A(s) and B(s) are polynomial matrices. Then there exists Xes) polynomial sat-
isfying (7.45) if and only if 
[A(s), B(s)] = [A(s),O]U(s) (7.46) 
where U(s) is a unimodular matrix. 
Proof: Let 
[A(s),B(s)] = [A(s),O]U(s) = [ A(.),B(s) 1 [~::~:; ~::~:;] (7.47) 
then 
B(s) = AUI2(S) 
Conversely, if B(s) = A(s)X(s) with Xes) polynomial 
[A(.),B(s)] = [A(s), AX(s)] = A(s)[I,X(s)]- [ I,X(s) 1 [~ -~(s)] = [A(.),O] 
where ""," denotes unimodular equivalence. 0 
From the above lemma and theorem 7.3.1 we have the following. 
Proposition 7.3.3 A necessary condition for the solvability of the model matching 
problem is 
(7.48) 
where U(s) is a unimodular matrix. 
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Proof: The result readily follows from the requirement for (7.33) to have a polynomial 
solution and from lemma 7.3.1 (in transposed form). 0 
Note that when I«s)T2(s) = -M2(S) has a polynomial solution we may always 
find COl ,C02 such that (7.26) holds, by choosing V2(s) = Sc(s) as it is defined in 
(7.36).Thus, if the matching problem is solvable, the general form of a family of con-
trollers is given by 
C2(s) = -I«s)Tt(s) 
Cl(s) = -Ml(s) 
(7.49) 
(7.50) 
Although the existence of polynomial solution of I«S)T2(S) = -M2(S) is necessary 
for the existence of C(s) such that (7.26) holds, it is not, in general, sufficient for 
the solution of the model matching problem. The reason for this is that the matrix 
[V(s), M(s)] which annihilates [PT(s), QT(s )]T is not necessarily a basis of the left null 
space of the latter matrix. The following results lead to a necessary and sufficient 
condition for the solvability of a special case of the model matching problem. 
Proposition 7.3.4 IfTl(s) has full row rank then the matrix [R(s), Tot] has full row 
rank. 
Proof: Let yT(s) be a polynomial vector of the left null space of [R(s), Tol]. Then, yT(s) 
must have the form 
(7.51) 
where ,\T(s) is polynomial nonzero vector. Then 
or 
(7.52) 
which contradicts the assumption that Tl(s) has full row rank and the result follows. 
o 
Theorem 7.3.2 Let the matrix Tt(s) have full row rank. Then, necessary and suffi-
cient condition for the solvability of the model matching problem is that the equation 
I«S)T2(S) = -M2(S) has a polynomial solution. 
Proof: We consider only the sufficiency since necessity was proved in proposition 7.3.3 .. 
We shall prove that when Tt(s) has full rank and I«s)T2(s) = -M2(S) has a polynomial 
solution K(s), then we can choose C(s) such that the row rank defect (over ~(s)) of 
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the matrix [pT(s), QT(s)]T is equal to the number of rows of [V(s), C(s)]. Consider the 
matrix 
R(s) 0 Tel 0 Te2 
[ ~(s) ] = 0 Rc(s) CC2 CCI 0 (7.53) Q(s) 0 0 0 I 0 
0 0 0 0 I 
From proposition 7.3.4 it follows that the top row-block of the above matrix has 
full row rank. Thus, the rank defect of [pT(S),QT(s)]T is less or equal to the number 
of rows of C(s) i.e. it is less or equal to fe. Now consider the matrix 
[V(s),M(s)] = [K(s)S(s),Se(s),MI(S),M2(S)] (7.54) 
and let fM be the number of its rows. Note that fC = fM. Clearly, the above matrix 
is polynomial, has full row rank and does not have finite zeros i.e. V(s), 1\-1(s) are left 
coprIme. 
Now 
[ V(s),M(s) 1 [ ~i:~ ] = [0,0,K(8)T'(8) + C2(8),0,OJ (7.55) 
since K(s)T2(S) = -M2(S). Now, by choosing C2(s) = -K(s)Tl(S) it follows that 
[V(s), M(s)] annihilates [pT(s), QT(s)]T and it is a basis matrix of the left null space 
of the latter matrix. 0 
The above provides a complete solution of the model matching problem in the case 
where TI (s) has full row rank. 
Remark 7.3.1 In [Con. & Per., 1994] the necessary and sufficient condition when 
Tl(S) has full row rank is that K(s)T2(S) = -M2(S) must have a rational solution. 
This is incorrect as ·we see from the above theorems. As it is shown in a following 
section this condition is necessary and sufficient if we consider A-external equivalence 
instead of external equivalence. 0 
7.4 Parametrisation of the solutions 
In this section we study the parametrisation of the solutions of the model matching 
problem i.e. we derive the whole family of the controllers C(s) solving the problem. 
This parametrisation is based on the parametrisation of the polynomial solutions of the 
equation 
A(s)X(s) = B(s) (7.56) 
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with A(s) and B(s) polynomial matrices. The following result gives the parametric 
form of the solutions of (7.56). 
Proposition 7.4.1 If the equation A(s)X(s) = B(s) has polynomial solutions, then 
the general form of the solution is 
X(s) = Xo(s) + NA(S)Y(S) (7.57) 
where Xo(s) is a particular solution, NA(S) is a minimal basis matrix of the right null 
space of A( s) and Y( s) is any arbitrary polynomial matrix. 
Proof: Let Xo(s), X(s) be two solutions of A(s)X(s) = B(s). Then B(s) = A(s)X(s) = 
A( s )Xo( s) and thus, 
A(s)(X(s) - Xo(s)) = 0 
The above means that 
X(s) - Xo(s) = NA(s)Y(s) or X(s) = Xo(s) + NA(s)Y(s) 
with Y(s) arbitrary polynomial matrix and the result follows. o 
Corollary 7.4.1 The general solution of X(s)A(s) = B(s) (X(s) polynomial) is 
X(8) = Xo(s) + Y(s)NA(s) 
where NA(S) is a minimal basis matrix of the left null space of A(s). o 
A pplying the above parametrisation to the equation 
we have that the general solution I«s) is given by 
I«s) = I<0(8) + Y(s)NT2 (s) (7.58) 
where NT2 (s) is a minimal basis matrix of Ker{T2(s)}. Then we have the following 
parametrisation of the controllers. 
Theorem 7.4.1 If the model matching problem is solvable, then the solutions C (s) are 
given in the following parametric form: 
(7.59) 
where 
(7.60) 
where Y( s) is arbitrary polynomial matrix and NT2 (s) is a minimal basis matrix of the 
right null space ofT2(s) and I<o(s) is a particular solution of I«S)T2(S) = -M2(S). 0 
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Example 7.4.1 Let 
T(s) = [s + l,s + 3], M(s) = [s + 5,s(s + 3)] 
be the matrices of the given "plant" and "model" autoregressive descriptions. We have 
that 
Tl(8) = 8 + 1, T2(S) = 8 + 3, Ml(8) = 8 + 5, M2(S) = 8 2 + 38 
The matrix T(8) has full row rank, and the equation K(8)T2(S) = -M2(S) has 
the polynomial solution K(8) = -8. Thus, the matching problem is solvable. Since 
K(8)Tl(8) = s2 + 8 = Vi(s)TcI, from (7.36) and (7.37) we take 
From (7.49), (7.50) it follows that the controller has the following matrix 
and 
8 1 0 3 
-1 1 0 1 
[ ~(8) ] = Q(8) 
8 0 0 -5 0 
-1 8 1 -1 0 
0 -1 1 0 0 
1 0 
0 1 
In order to verify that E(P(O'), Q(O')) has the same external behaviour to EM we 
consider the following transformation on [PT(a), QT(a)]T 
u (s) [ ~(s) ] = [ Ul1(s) 
Q(8) U21 (8) 
U12(s) ] [ ~(s) ] = 
U22(8) Q(s) 
0 -1 o 0 0 0 1 1 0 0 -1 o 0 
0 0 o 1 -8 -1 0 o 1 o -8 -1 0 0 
0 0 o 0 -1 0 0 
[ ~(s) ] = o 0 -1 1 o 0 = [A~S)] 
- 1 8 o 0 0 0 -8-3 o 0 0 8+1 o 0 
0 0 o 0 0 1 0 
Q(8) 
o 0 0 0 1 0 
0 0 o 0 0 0 1 o 0 0 0 o 1 
-8 -82 1 8 82 8 + 5 8 2 + 38 o 0 0 0 o 0 
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The matrix A(s) has full row rank and U(s) is unimodular. Then, according to 
lemma 6.3.1 the behaviour of ~(P(8), Q(8)) is identical to the behaviour of the system 
U22 (0')W(t) = 0 where U22 (8) = [8 + 5,s(s + 3)] = M(8). 
In the case of transfer function equivalence the necessary and sufficient condition is 
that the equation K(s)T2(S) = -M2(S) has a rational solution. The following exam-
ple illustrates the differences between the model matching of behavioural systems and 
transfer function systems. 
Example 7.4.2 Consider the system described by the differential equation 
T: (0' + l)u(t) + (0' + 3)y(t) = 0 
This system may be described by the autoregressive equation 
T{u)w{t) = [ u + 1, u + 3] [ :i:~ ] = 0 
In the transfer function framework the system T has transfer function 
s+1 
GT(8) = - 8 + 3 
If we consider the model matching problem for transfer function systems where the 
model is 
M: (0' + 5)u(t) + (0' + 2)y(t) 
which corresponds to the transfer function 
s+5 
GM(S) = - S + 2 
then, the obvious solution to this problem is a controller with transfer function 
Gc(s) = C1(s) = (s + 3)(8 + 5) 
C2(s) (8 + 1)(8 + 2) 
and the overall system has transfer function 
G(s) = GC(8)GM(8) = _ [s + 3 . s + 5] s + 1 = _ 8 + 5 
8+1 8+2 s+3 s+2 
The controller was designed such that its poles cancel the zeros of the plant and its 
zeros cancel the poles of the plant. Note that the solution of the equation 
IS 
K(8) = S + 3 . (8 + 5) 
s+l 
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which is not polynomial. 
Consider now the situation where the above controller C(s) is used for model match-
ing of external behaviours. With model M(s) = [M1(S),M2(S)] = [s + 5,s + 2] 
the composite system of the plant [T1(S),T2(S)] = [s + l,s + 3] and the controller 
[C1(s), C2(s)] = [(s + 3)(s + 5), (s + 1)(s + 2)] yields an overall system with external 
behaviour 
[(0- + 5)(0- + 3), (0- + 2)(0- + 3)J [ ~~:; ] = 
(0- + 3)[0- +5,0- + 3J [ ~~:; 1 = (-+ 3)T (0-) [ ;~:; 1 
The above behavioural system is not externally equivalent to the model since they are 
not unimodularlyequivalent. As we see the term (s + 3) which is canceled in the case 
of transfer equivalence, is present in the external equivalence framework. 
7.5 Model matching under A-external equivalence 
In this section we consider a modified version of the model matching problem. This 
problem consists in finding a controller C (s) such that the overall interconnected sys-
tem is A-externally equivalent to a given model. This is a different problem than 
the problem studied in the previous sections of this Chapter since A-external equiva-
lence allows the extraction of common Smith zeros of the matrices N(s), D(s) where 
T(s) = [N(s), D(s)]. This definition of external equivalence coincides with the defini-
tion of transfer equivalence when transfer function may be defined. We proceed with 
the following preliminaries. 
Consider the system described by the equations 
p(u)e(t) = 0, Q(u)e(t) = w(t) (7.61) 
where e(t) is the vector of internal variables and w(t) the vector of external variables. 
Then we have 
[ P(u) 1 [0] Q(u) e(t) = w(t) (7.62) 
Definition 7.5.1 Consider the systems E(P1(u), Ql(U)), E(P2(u), Q2(U)). Then they 
are A-externally equivalent iff 
(7.63) 
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where Qi(S), Pi(S) are considered as matrices over the field of rational functions and 
th us K er{ .} is a rational vector space. 0 
Remark 7.5.1 This definition is essentially equivalent to the definition given in Chap-
ter 3 for the A-external equivalence. 0 
Remark 7.5.2 It is important to emphasise the difference between the definition of 
external equivalence in the sense of [Wil., 1991], [Sch., 1988] and definition 7.5.1. Ac-
cording to Willems two systems are considered as externally equivalent if 
(7.64) 
where Pi, Qi are considered as differential operators and Ker{Pd stands for the set of 
functions f(t) satisfying Pi(u)f(t) = O. 0 
In order to proceed with the model matching under A-external equivalence (A-
matching problem) we shall consider the interconnected system description derived in 
(7.16), (7.17). 
This system was derived under the requirement of external equivalence and it can 
be used in the same case of A-external equivalence, since external equivalence yields 
A-external equivalence. We continue with the following result. 
Lemma 7.5.1 Let A(s) = [O,IT ] and BT(s) = [ET(s),DT(s)]T where B(s) is polyno-
mial and D( s) has T rows. Then 
(7.65) 
Proof: Consider the space A(s) Ker {B(s)}. Then, if B(s) is a basis of Ker{B(s)}, 
(A(s) Ker {B(s)}).L = {x(s) / xT(s)A(s)B(s) = O} = {x(s)/ AT(s)x(s) E Im{BT(s)}} 
Since A(s) = [0,1] it follows that if x(s) E (AT)-lIm{BT(s)}, then 
[ 0 ] x(s) = [ E(s) ] k(s) I,. D(s) (7.66) 
Let E(s) be a basis matrix for Ker {E(s)}. Clearly, for (7.66) to hold, we must have 
k(s) = E(s)1I"(s) (7.67) 
where 1I"(s) is any rational vector. Equations (7.66), (7.67) yield 
[ ~. ] x(s) = [ ~i:; ] k(s) = [ D~S) 1 k(s) {} x(s) = D(s)k(s) 
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or equivalently 
x(s) E D(s)Ker{E(s)} (7.68) 
and the result follows. o 
Since the interconnected system has 
p(s) = [R(S) N 0 TCl 0 T.
O
C2] 
o Rc(s) CC2 CCl (7.69) 
N [0 0 I 0] Q(s) = 0 001 (7.70) 
the above lemma yields: 
(Q(s) Ker {'p(s)})J. = [ ~ 
TC2 
(7.71) 
The A-external behaviour of this model M(s) is the rational vector space 
(7.72) 
Then (7.71) and (7.63) yield. 
(QM(S) Ker {PM(s)})L = 1m {[ Z~~:~ ] 1 (7.73) 
The above expresses the equality of the A-external behaviours of the composite system 
plant-controller and the model. Let 
(7.74) 
Then the basis matrix of Ker {R* (s )} has the following form 
(7.75) 
The matrix version of (7.73) is (recall that M(s) has full row rank) 
(7.76) 
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where A(s) is square and invertible rational matrix. The above and the fact that 
R*II(s) = 0 yield 
or 
[ 
T[(s) C~(S)] [A1(S) ] [ ~ ] 
o C1 (s) A (s) = M1 (s) 
T[(s) 0 2 M[(s) 
T[(s)A1(S) + Ci(S)A2(S) = 0 
C[(S)A2(S) = M[(s) 
T[(s)A1(S) = M[(s) 
(7.77) 
(7.78) 
(7.79) 
(7.80) 
where A1(s) = IIl(S)A(s) and A2(S) = II2(s)A(s). We may now proceed to the main 
result: 
Theorem 7.5.1 Let T1(S) have full row rank. Then the model matching problem is 
solvable if and only if 
(7.81) 
Proof: The necessity is obvious from (7.80). For the sufficiency, let (7.81) hold true or 
equivalently (7.79) have a solution A1(s). 
Consider now the matrix 
[ 
-T[(s)A1(S) ] 
M[(s) (7.82) 
This is a rational matrix since Al(S) is rational. We may always express (7.82) in a 
MFD form as follows 
If we write 
we have 
[ -T[(s)Al(S) ] = A(s)B-1(S) M[(s) 
- T[(s)Al(S) = Cf(s)A2(S) 
M[(s) = C[(S)A2(S) 
(7.83) 
(7.84) 
(7.85) 
(7.86) 
i.e. we obtain equations (7.78) and (7.79). This means that if (7.80) has a solution A1(S) 
we may always find matrices C1(s), C2(s), A2(S) such that (7.78), (7.79) and therefore 
(7.77), are satisfied. Then (7.77) may be written as 
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[ T[~S) ~~~:~] [ThiS) ] A,(s) = [ Ml(s) ] T[(s) 0 MI(s) (7.87) 
where A1(s) = IIl(S)A2(S). Note that such II1(S) always exists since A2(S) is square 
and invertible. The matrix [IIi(s), I] is the basis matrix of Ker{[T[(s), GI(s)]}. This 
may be shown as follows: Let 
Im{ [ IIIi') l} C Ker{[T[(s),Cf(s)]} (7.88) 
where the inclusion is strict. Then the basis matrix of Ker{[T[(s), Gns)]} has the form 
Then we have 
or equivalently 
The above yields 
[ 
IIl(S) II~(s) 1 
I II~(s) 
[TT( ) CT( )] [IIl(S) II~(S)] = 0 1 s, 2 S I TI~(s) 
T[(s)[II~(s) - IIl(s)II~(s)] = 0 
(7.89) 
(7.90) 
(7.91) 
This contradicts our assumption that Tl (s) has full row rank. Consider now the matrix 
[IIi( s ), If. Clearly, 
(7.92) 
and the matrix 
(7.93) 
is a basis matrix of the kernel of R*(s), since [TIi(s) , I]T is a basis matrix of the kernel of 
[Tl'(s) , GJ(s)]. Thus, we may go backwards from (7.76) to (7.73) and the result follows. 
o 
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Remark 7.5.3 Note that ifT2(s) does not have full row rank, then it is not guaranteed 
that [TIf(s),I]T is a basis matrix of the kernel of [Tl'(s),Cns)]. This means that if we 
go backwards from (7.76) we end up with the following: 
(QM(S) Ker {PM(S)})l. 2 1m {[ M~((S) ]} 
M2 s) (7.94) 
and thus the equality of the A-external behaviour of the compensated system and the 
model is not guaranteed. In the case where Tl(S) does not have full column rank but the 
column rank defect of the matrix [T!(s), Gns)] is equal to rM (the number of rows of 
M(s)) where Gns) is obtained from (7.85), we have that [llf(s),IV is a basis matrix 
of the kernel of [Tl'(s) , Ci'(s)]. In this case we may construct the controller C(s) such 
that model matching is obtained. This may be seen from the fact that we may go from 
(7.77) to (7.73) since [S(S)lll(S),I] is a basis matrix for the kernel of R*(s). 0 
Remark 7.5.4 The model matching problem under A-external equivalence is a direct 
extension of the model matching under transfer equivalence: To see this, let G M (s) = 
_M;l(S)Ml(S), Gc(s) = -C;1(S)G1(s), G(s) = -T2-1(S)G1(s) be the transfer func-
tions of the model, controller and plant respectively. The requirement that the compen-
sated system has transfer function GM(S) may be written as 
(7.95) 
Clearly, the number of rows of M1(s) is equal to the number of rows ofT1(s) and thus, 
the matrix [Tl'(s), Gns)] has column rank defect equal to rM since C2(s) is square and 
invertible. Thus, if we see the transfer function systems as systems described by the 
equations 
[Ml(S), M2(S)] [ UM(S) ] = 0, [G1(s), C2(s)] [ uc(s) ] = 0, [Tl(S), n(s)] [ u(s) ] = 0 YM(S) yc(s) y(s) 
(7.96) 
it follows that the necessary and sufficient condition for the solvability of the model 
matching problem is Ker{T2(s)} ~ Ker{M2(s)} [Em. & Haut., 1980]. 
Example 7.5.1 Let 
M (s) = [ s +2 3 1 2s 1 2 2s + 1 2s + 5 ] 
s s + 1 S S2 + 2s + 2 S3 + 2S2 + 4s + 2 S3 + 5s2 + 6s + 4 
o 
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The equation Tl (8 )Al (8) = Ml (s) lias the solution 
A,(s) = [';' : 1 
Then 
-a2±a±1 
-382 
,,+1 
_,,2±,,±1 
-3s 8(s+1} 
[ -r;r(s)A,(s) 1 = s+3 2 
Ml(s) 1 8 
23 3+1 
1 3 
or, in MFD form 
s3 - 32 - 3 -332 
_32 - 3-1 -33 
[ -Tf(8)A,(s) ] = S3 + 482 + 33 2 [ 8': 8 ~ r = A(8)B-'(S) 
Ml(8) 8 2 +3 S 
233 + 232 3+1 
S2 + 3 8 
Note that the column rank defect of [T!(3), el(3)] is equal to rM = 2.Thus, (see (7.85), 
(7.86)) we have 
er(s) = [ _83 ~ S2 - 3 -332 ], e[(s) = 
-8 -1 -33 
and the controller has the following form 
8 3 + 482 + 33 
32 + 3 
233 + 232 
S2 + 2 
e (s) = [ S3 + 4s42 + 3s S2 + S 283 + 2s2 8 2 + 3 
S S + 1 -3s2 -38 
232 + 28 
S3 + 82 
33 + 282 + 3 
8 3 + 8 2 
-8' - 8 - 4 ] 
Example 7.5.2 Consider the matching problem for the plant and model as in example 
7.4.2 i.e. 
T(8) = [s + 1,s + 3], M(s) = [8 + 5,8 + 2] 
The equation T[(8)Al(8) = Ml(s) has the solution 
A(8)=s+2 
s+3 
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Thus 
[ 
-Tl(s)A1(s) ] = [ (8+!~;+2) ] = [ (S + l)(s + 2) ] [8 + 3 0 ]-1 
MT(s) 8+5 (8+5)(s+3) 0 s+3 
and the resulting controller is 
C(s) = [(s + 5)(8 + 3), (s + 1)(8 + 2)] 
If we consider the model matching problem with GT = -Wa = -~~{:J, GM = -:t~ = 
- ~~~:~ being the transfer functions of the plant and the model then the controller is 
Go = - g~{:~ = f:!m:!~~. The above transfer functions have the following composite 
matrices 
TT = [8 + 1,8 + 3], TM = [s + 5,8 + 2], To = [(8 + 5)(8 + 3),-(8 + 1)(8 + 2)] 
From the above it is clear that the solutions of the A-external equivalence matching 
problem coincide with the solutions of the transfer function model matching problem 
when the transfer function is defined (i.e. when the output may be explicitly defined 
from the input). 
7.6 Conclusions 
In this chapter the model matching problem for behavioural systems has been consid-
ered. This problem was defined as the problem of finding an appropriate behavioural 
system such that when it is interconnected to a given system, the overall system has 
a desired external behaviour. Necessary conditions for the solvability of the problem 
have been produced and in a special case where certain rank conditions are satisfied, it 
was shown that these conditions are also sufficient. Due to the constructive algebraic 
approach followed, it was possible to find a detailed algorithm for the determination of 
the solutions of the problem when these solutions exist. Finally, a parametrisation of 
the solutions of the problem has been given. 
Next, a modified version of the model matching problem was considered. In this 
version, the model and the composite system are required to be equivalent in the sense 
of A-external equivalence. For the general case, necessary and conditions for the solv-
ability of the problem have been derived. For a special case of systems satisfying certain 
conditions the problem was solved entirely and it was shown that it is a straightforward 
generalisation of the model matching problem under transfer equivalence. 
The problem of finding the necessary and sufficient conditions for the solvability of 
the problem in the general case of both types of model matching problem of this chapter 
is the topic of future research. 
Chapter 8 
THE DYNAMIC COVER 
PROBLEMS IN SYSTEM 
THEORY 
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8.1 Introduction 
A number of important problems in control theory turn out to be equivalent to the 
geometric problem of covering a given subspace with another subspace with special 
properties. This problem is called the dynamic cover problem. In most of the cases, the 
covering space is required to be an (A, B)-invariant subspace. This is the case of the 
standard cover problem. The formal definition of this problem is the following: Given 
the linear maps F : ~n ~ ~n, G: ~l ~ ~n, H : ~n ~ ~mu, find all subspaces V c ~n 
which satisfy the following: 
FV c V+Im{G} 
:1cVcW 
(8.1) 
(8.2) 
where :1 and Ware given subspaces of ~n. Clearly, if the matrices F, G are considered 
to be the matrices of the state-space system 
x(t) = Fx(t) + Gu(t) (8.3) 
the cover problem is directly related to system theory. 
It is the purpose of this Chapter to provide a brief review of the most important 
problems in control theory that may be formulated as the problem described by (8.1), 
(8.2). Such problems are the linear functional observer problem [Wonh. & Mor., 1972], 
the the model matching problem [Mor., 1973], [Mor., 19761, [Em. & llaut., 1980], the de-
terministic identification problem [Em., Sil. & Gl., 1977] and the disturbance decoupling 
problem [Wonh., 1979]. The above problems were shown to be equivalent to appropri-
ately defined dynamic cover problems of the type (8.1), (8.2), or to modified versions 
of this problem. In this chapter it is also shown that the dynamic cover problems 
may be considered as a special type of the general class of model projection problems 
[Kar., 19941. The structure of this Chapter is the following: First the problem of distur-
bance decoupling [Wonh., 1979] is considered and the formulation of this problem as a 
cover problem is described [Wonh., 19791. There, the necessary and sufficient con?itions 
for the solvability of the problem were given. These conditions are general and apply 
to all the other types of cover problems. 
Next, the equivalence of disturbance decoupling and model matching problem is 
considered. In [Em. & Haut., 1980] it was shown that for every disturbance decoupling 
there exist a corresponding model matching problem which is solvable if the first problem 
is solvable and conversely. 
Another problem that may be formulated as a dynamic cover problem is the deter-
ministic identification of a discrete time system [Em., Sil. & Gl., 19771. This problem 
consists in finding a minimal state-space system from a finite number of finite length 
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input-output measurements. This problem was formulated as a dynamic cover prob-
lem. In this Chapter we give a brief outline of the cover approach as it was presented 
in [Em., Sil. & Cl., 1977]. 
The problem of the observer of a linear functional of the states was formulated as a 
geometric problem by Wonham and Morse in [Wonh. & Mor., 1972]. This is the next 
problem we consider in this Chapter. The formulation of this as a cover problem as it 
was given in [Wonh. & Mor., 1972] is shown, and an extension to the implicit systems 
framework is given. It is shown, that this problem is formulated as an extended cover 
problem where (A, B)-invariance of V in (8.1) is replaced by (A, E, B)-invariance. 
Finally, the model projection problems are described briefly and it is shown that 
dynamic cover is a special type of this family of problems. 
8.2 The disturbance decoupling problem 
In this section the geometric formulation of the disturbance decoupling problem is given 
following [Wonh., 1979]. It is shown that this formulation is equivalent to a cover 
problem and that the solvability condition given in the above work is the solvability of 
the cover problem. 
Consider the state-space system 
X(8) - Ax(t) + Bu(t) + Dd(t) 
y(t) - Cx(t) 
(8.4) 
(8.5) 
In the above system the signal d(t) corresponds to unknown disturbance at the in-
put and the constant matrix D corresponds to the mechanism the disturbance is fed 
into the system. The problem of disturbance decoupling consists in finding an appro-
priate constant state feedback such that the disturbance does not have any influence 
on the output of the system. The equation corresponding to feedback is u(t) = Fx(t}. 
Intuitively speaking, the feedback must be such that the trajectories of the sta~e x(t) 
corresponding to the input d( t) are restricted in the subspace K:, C Ker{ C}. The fol-
lowing lemma provides the guidelines to the solution of the problem. 
Lemma 8.2.1 [Wonh., 1979] The system (8.4), (8.5) is disturbance decoupled if 
(A + BFI!') C K:, (8.6) 
where (A + BFI!') denotes the controllable subspace of the pair (A + BF, D). 0 
By the introduction of the notion of the (A, B)-invariant subspace, Wonham gave 
the following solvability condition of the disturbance decoupling problem. 
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Theorem 8.2.1 [Wonh., 1979] The disturbance decoupling problem is solvable if and 
only if 
vmax :J 1) (8.7) 
where vmax is the maximal (A, B)-invariant subspace contained in }C =Ker{C}. 0 
An equivalent transformation of the above result is the following: 
Theorem 8.2.2 [Em. & Haut., 1980] The disturbance decoupling problem is solvable if 
and only if there exists a subspace V c X such that 
AV c V+B (8.8) 
1)CVc}C (8.9) 
o 
The above, clearly shows that the disturbance decoupling problem may be formulated 
as a cover problem of the type (8.1), (8.2) with F = A, G = B, .J = 1). 
In [Em. & Haut., 1980] a modified version of the disturbance decoupling problem 
was defined as follows: Given the system (8.4), (8.5) find matrices F, G such that if 
u(t) = Fx(t) + Gd(t) (8.10) 
the disturbance d(t) does not have any influence on the output of the system. The 
solvability conditions of this problem lead to a modified cover problem. These conditions 
are the following. 
Theorem 8.2.3 [Em. & Haut., 1980] The modified disturbance decoupling problem has 
a solution if and only if there exists a subspace V such that 
AV c V+B 
1) c V+B 
V c }C 
(8.11) 
(8.12) 
(8.13) 
o 
This version of the cover problem differs from the problem (8.1), (8.2) in the requirement 
that the covering space of 1) is V + B instead of V. It will be shown later in this Chapter 
that (8.11), (8.12) also correspond to the problem of observers of linear functionals of 
the state. 
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8.3 The model matching problem 
The model matching problem is the problem of finding an appropriate precompensator 
such that when it is connected in cascade to the plant, the overall transfer function of 
the interconnected system matches the transfer function of a given model. This is clearly 
an open loop design problem. In [Mor., 1976] it was shown that this problem may be 
formulated as an appropriately defined cover problem. In this section we follow along 
the lines of [Em. & Haut., 1980] in order to show that the model matching problem may 
be defined as a cover problem through the association of disturbance decoupling and 
model matching problems. We begin with the statement of the problem: Let G(s) be 
the transfer function of a given plant. If GM(S) is another transfer function (the transfer 
function of the model) find a compensator with strictly proper transfer function Gc(s) 
such that 
(8.14) 
The above problem is referred to as exact model matching problem. If the require-
ment of strict properness of Gc (s) is replaced by the requirement of properness we have 
the modified exact model matching problem. 
Before we proceed we need the following important result which provides an alter-
native characterisation of the (A, B)-invariant subspaces. 
Theorem 8.3.1 [Ern. & Haut., 1980] Let (A, B, e) be the triple of the matrices corre-
sponding to an observable realisation of the transfer func!ion G(s) = D-l(S)N(s). Then 
V C X is an (A, B)-invariant subspace contained in Ker{ e} if there exist constant ma-
trices FI! At satisfying 
N(8)Ft = w(s)(sI - AI) (8.15) 
where '11(8) is a basis matrix of 8(8)V, where 8(8) =block-diag{ •.. ,[l s ... slTi-IJ, ... } 
and CTj are the row degrees of [D(8) N(s)]. 0 
Consider now the rational matrix 
6(s) = [G(s), GM(s)] 
and find an observable realisation of this matrix. This realisation has the form 
S: x(t) - Ax + [B,DJu 
y - ex(t) 
(8.16) 
(8.17) 
(8.18) 
Clearly (8.17), (8.18) describe a state-space with disturbances at the input (let D 
be the matrix of disturbance in (8.4». Thus, for any model matching problem we may 
find a corresponding disturbance decoupling problem. 
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Conversely, consider the disturbance decoupling problem defined by (8.4), (8.5). 
Then if 
G(s) = C(sI - Atl B, GM(s) = C(sI - Atl D (8.19) 
it readily follows that any disturbance decoupling problem has a corresponding exact. 
matching problem. The following result provides the equivalence of the solvability of 
the disturbance decoupling and the model matching problem. 
Theorem 8.3.2 [Em. & Haut., 1980] Let {w(s)} be such that 
A{w(s)} ~ {w(s)} + 8, {w(s)} c KerC (8.20) 
where {w (s)} denotes the vector space spanned by the columns of \II (s). The above 
means that {w(s)} is an (A,B)-invariant subspace in Ker{C}. Assume that there exist 
matrices FI , Al such that 
N(s)FI = w(s)(sI - AI) (8.21) 
If R(s) = S(s)D and there exist matrices BI and DI such that 
R(s) = w(s)BI + N(s)DI (8.22) 
then the proper matrix Gc(s) = FI(sI - At}-I BI + DI is a solution to the modified 
exact model matching problem. Conversely if Gc(s) is a solution to the modified exact 
model matching problem and 
S1: x - AIx+BIu 
Y - FIX + DIU 
is a realisation of Gc(s) then there exists a matrix \II(s) satisfying (8.21). 
(8.23) 
(8.24) 
o 
The above theorem means that the modified model matching problem is solvable 
if and only if the corresponding disturbance decoupling problem is solvable. Thus, 
according to the previous section the model matching problem may be formulated as a 
cover problem. 
8.4 The deterministic identification problem 
This section is based on [Em., Sil. & 01., 1977]. In this paper it was shown that the 
problem of deterministic identification of a minimal discrete time state-space system 
from a finite number of finite length input-output measurements may be formulated as 
a dynamic cover problem. The cover problem considered is defined as follows. 
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Definition 8.4.1 [Em., Sil. & Gl., 1977] Let U, V, y, 'D be given linear vector spaces 
in ~n. Let pT be a linear transformation in ~n. Then a linear subspace W is said to be 
a generalised dynamic cover if and only if it satisfies 
Y C w+U 
we'D 
(8.25) 
(8.26) 
(8.27) 
o 
Note that if V = {O} in (8.25) then we have the definition of the standard cover 
problem (8.1), (8.2). 
The procedure of relating the identification to the cover problem is the following: 
The data for the identification are the single input sequence {Udf:l and output sequence 
{ydf:l (Ui E ~l, Yi E ~m). The problem is to find a discrete time system 
Ylc = CXIc + Duic 
which gives rise to {Ui}~l' {Yi}~l for a state sequence {Xi}f::tl . 
The above state-space equations may be written as follows 
[~ B][ X, X2 .. . XN ] = [ x, X3 ... D UI U2 .. . UN YI Y2 ... 
By defining 
X - [Xl, X2, ••• , XN] 
Y 
- [YltY2,o.o,YN] 
u 
- rUb U2, ° 0" UN] 
V 
-
[0 ... 0 1] 
0 0 ... .. . 0 
1 0 
pT= 0 1 0 
0 0 0 1 0 
XN+l ] 
YN 
(8.28) 
(8.29) 
(8.30) 
(8.31) 
(8.32) 
(8.33) 
(8.34) 
(8.35) 
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we readily take from (8.30) (after transposition) 
pTIm{XT} C Im{XT} + Im{UT} + Im{VT} 
Im{yT} C Im{XT} + Im{UT} 
186 
(8.36) 
(8.37) 
The above is clearly the cover problem defined by (8.25) and (8.26) with W =Im{XT}, 
U =Im{UT}, V =Im{VT}, y =Im{yT} and V = ~n. 
The matrix form of (8.36), (8.37) is 
(8.38) 
(8.39) 
Clearly, if there exists a subspace W =Im{XT} such that (8.36) and (8.37) hold, there 
exist matrices A, B, C, D, Z satisfying (8.38) and (8.39) and thus the system (8.28), 
(8.29) is a system giving rise to the sequences {Ui}f:l' {Yi}f:l' The matrix Z corresponds 
to the term XN+1 in (8.29). 
The identification problem may be generalised to the case where we consider more 
than one input-output sequences. Consider the case where we have p different input-
output sequences of length Ni . Then if 
p= 
x = [X17X2 , ••• ,X,,] 
U = [U17U2 , ••• ,U,,] 
y = [Yt,}2, ... ,Yp] 
Vi 
V= 
(8.40) 
(8.41) 
(8.42) 
(8.43) 
(8.44) 
We may end up with a cover problem defined by (8.36), (8.37). We have the following 
theorem. 
Theorem 8.4.1 [Em., Sil. & Gl., 1977] The problem of finding a system SeA, B, C, D) 
which realises a given set of input-output sequences from some set of initial states is 
equivalent to finding a subspace W satisfying (8.25), (8.26),(8.27) with V = ~n. 0 
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The cover problem may be related to the problem of partial realisations [Kal., 1969], 
[Dick., Morf & Kail., 1974] as follows. 
Theorem 8.4.2 [Em., Sil. & Gl., 1977] The problem of finding a linear system S(A, B, 
C) with B = [bt, ... , bl], such that the Markov parameters C Ai-1bj have values hij , is 
equivalent to finding a subspace \II satisfying 
pT\II C \11 + Im{VT} 
Im{HT} C \II 
where P and V are as in (8.43), (8.44). 
l 
and N = LNi • 
i=l 
(8.45) 
(8.46) 
(8.47) 
o 
Note that the cover problem formulation (8.45), (8.46) is identical to the formulation 
of the problem (8.1), (8.2) with W = ~n, 
8.5 Observers of linear functionals 
In this section the formulation of the observer problem as a dynamic cover problem 
is considered. This problem is the problem of designing an asymptotic observer of a 
linear functional of the states. There are several approaches towards the solution of this 
problem [Luen., 1966], [Fort. & Wil., 1972]. The geometric formulation of this problem 
was given by Wonham and Morse in [Wonh. & Mor" 1972]. We start with a brief 
description of the problem of observer of linear functionals. Consider the observable 
state-space system 
x(t) - Ax(t) + Bu(t) 
y(t) - Cx(t) 
(8.48) 
(8.49) 
The observer of a linear functional of the states is a dynamical system having as 
inputs the input and the output of the system (8.48), (8.49) and as output an estimate 
of a linear of the states. The dynamical equations describing the observer are the 
following: 
.i(t) - Fz(t) + Gy(t) + Hu(t) 
w(t) - Mz(t) + Ny(t) 
(8.50) 
(8.51) 
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From the above we readily take 
i(t) - Tx(t) = Fz(t) + (GC - TA)x(t) + (H - T B)u(t) (8.52) 
If we choose the matrices G, F, H such that 
GO - T A = FT, H = T B (8.53) 
equation (8.52) becomes 
i(t) - Tx(t) = F(z(t) - Tx(t)) (8.54) 
If the matrix F is stable, then z(t) converges asymptotically to the vector Tx(t). 
Definition 8.5.1 [Fort. & Wil., 1972] The output w(t) of the observer is said to esti-
mate I< x(t) and (8.50), (8.51) is said to be an observer of the linear functional I< x(t) 
if 
lim ddi.[w(t) - I<x(t)] = 0, j = 0,1,2, ... 
t-oo t J 
independently of u(t), x(O), z(O). o 
Lemma 8.5.1 [Fort. & Wil., 1972] Let the system (8.48), (8.49) be observable. Then 
w(t) estimates I<x(t) if and only if there exists T such that z(t) estimates Tx(t) and 
(8.55) 
o 
From the above it follows that the observer problem consists in finding matrices F, H, 
M, N such that (8.53) and (8.55) are satisfied and, in addition, F has stable eigenvalues. 
Equation (8.55) is satisfied if and only if 
(8.56) 
where 'R.{.} denotes the row-range. Now, (8.56) is equivalent to 
(8.57) 
Note that the order of the observer is equal to the number of rows of T. Consider now 
the transposed version of the first of (8.53) 
(8.58) 
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If there exist matrices F, G satisfying the above, then the columns of TT span an (A, B)-
invariant subspace. From (8.57) it follows 
Ker{T} n Ker{C} C Ker{K} (8.59) 
or 
T' + C' C 1\:,' (8.60) 
where T' =Im{TT}, C' =Im{ CT} and 1\:,' =Im{](T}. Now, equations (8.58) and (8.60) 
define the problem of finding a subspace V such that 
AV C V+B 
V+B 2 f:, 
(8.61) 
(8.62) 
where V = T', A = AT, B = C', f:, = 1\:,'. From the above it follows that the observer 
problem may be formulated as the cover problem defined by (8.61), (8.62). This problem 
is the problem of finding an (A, B)-invariant subspace V such that (8.62) is satisfied. 
Next, we consider the generalisation of the observer of linear functionals to the case of 
implicit descriptor systems. The given system is 
Ex(t) - Ax(t) + Bu(t) 
y(t) - Cx(t) 
(8.63) 
(8.64) 
The proposed observer is of the type (8.50), (8.51). Note that although the system is 
implicit, the observer is a standard state-space system. Using similar arguments to the 
state-space system case we may show that the observer of linear functionals problem 
for descriptor systems consists in finding matrices G, F, H, M, N such that 
GC - TA = FTE (8.65) 
H=TB (8.66) 
(8.67) 
Following along the lines of the analysis of the state-space systems case it may be readily 
seen that the observer problem for descriptor systems is equivalent to the following 
geometric problem: Find a subspace V such that 
Av ~ EV+B 
EV + B ::> K, 
(8.68) 
(8.69) 
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Note that the order of the observer is equal to the dimension of the subspace V. The 
problem defined by (8.68), (8.69) may be defined as follows: Find an (A, E, B)-invariant 
subspace such that (8.69) is satisfied. This problem belongs to the family of the extended 
cover problems. These problems are considered in the following Chapter. 
For the case of descriptor systems, observers of linear functionals of the state may 
be used for the observation of the whole state as it is shown below. 
We assume that the quintuple (E, A, B, C, D) was obtained as a minimal realisation 
of a given autoregressive equation T (ft) w(t) = O. Thus, the matrices E, A, B, C, D 
have the following form (see Chapter 6, [Kuij. & 5ch., 1990)). 
The state vector of the realisation is 
e(t) = [ x(t) ] 
z(t) 
(8.70) 
(8.71) 
(8.72) 
(8.73) 
(8.74) 
(8.75) 
Below, it is shown that some of the states of the descriptor system may be obtained 
directly (without the use of a dynamical system), since they are linear combinations of 
the external signals u(t) and y(t). In Chapter 6 it was shown that the above matrices 
were obtained in a reversible way from (6.22). Observing now the output equation 
y(t) = Ce(t) + Du(t) it readily follows that the vector z(t) is defined as the component 
Yb(t) of the outputs and thus, it is directly available. Furthermore if we partition the 
vector x(t) in (8.75) as follows 
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Xl 1 
I ~ 
X(t) = (8.76) 
xi 
x P Up 
we see that the states X!l" . " x~p may be expressed as linear combinations of the inputs 
and outputs and may be observed directly. The components of x{t) with indices X~i_j 
are not directly available from the inputs and outputs. Thus, the observer must be 
designed such that it reconstructs the above states. Therefore it is sufficient to estimate 
the vector I<e(t) where 
K = [block-diag {[lui-I, O]} ,0) (8.77) 
Note that we considered a system with feedthrough term D. This does not change the 
overall approach to the observer problem. 
8.6 Model Projection Problems 
In this section the general class of model projection problems (MPP) [Kar., 1994] is 
discussed and it is shown that the dynamic cover problem belongs to this type of 
'problems. We are going to focus on the constant external model projection problem 
(CEMPP). This problem is defined on the system I:, referred to as progenitor model, 
with transfer function H(8), or S(A, B, C, D) model may be stated as follows: Find 
K E Rmxq,L E RPxt,m ~ q,i ~ p, rank(I<) = m, rank(L) = l such that 
(8.78) 
where 8(8) is some "desirable" model to be specified, or equivalently in state space 
terms 
Be(A,B,C,D): A = A,B = BL,C = KC,D = I<DL (8.79) 
where Be is a realisation of 8(8), or a desirable model. The system I:e obtained from I: 
under the (I<, L) projecting pair will be referred to as an input-output projected system 
and the whole family of such systems that corresponds to all (K, L) possible pairs will be 
denoted by {I:}. Of special interest here is the Matrix Pencil Transformation Problem 
(MPTP) i.e. the problem transforming the CEMPP to an equivalent problem of the 
matrix pencil setup. 
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For the case of strictly proper systems, the full C-EMPP (and thus also the partial) 
may be studied as an equivalent matrix pencil theory problem. In fact, let us assume 
that SeA, B, C) is the progenitor model, rank(B) = p, rank(c) = q and let (Bt, N), 
(ct, M) be pairs of left inverse, left annihilator for B, right inverse, right annihilator 
for C respectively (BtB = Ip , NB = 0, cct = Iq , CM = 0). We first note: 
Lemma 8.6.1 Let J< E Rmxq, L E Rpxl, rank(I<) = m < q, rank(L) = l < P and let 
Q, R be such that 
J<R - J<[J<t,J<l.] = [1m' 0], R E RqXq, IRI =f ° 
QL - [~: 1 L = [ ~' 1 'Q E RP x" IQI "" 0 
(8.80) 
(8.81) 
For any 0 = KC, iJ = BL pair, there exist matrices Q, B. E Rflxn, IQI -1O, IB.I -1O, 
such that 
OR (8.82) 
QH (8.83) 
and for any pair 0, H defined as above, the (ot, M), (N, Ht) pairs are: 
iJl = Llnl, 61 . el[{l, M = [M,el[{L], N = [ L~nl 1 (8.84) 
o 
Using the above we may describe the essential pencils of the input-output projected 
system S6(A, H, 0) as shown below: 
Proposition 8.6.1 Let SeA, B, C) be a progenitor model, (K, L), a projecting pair and 
let SeA, H, 0) be the resulting input-output projecting system. For the seA, B, 0) the 
following properties hold true: 
(i) The pencils R(s) = sN - N A, R(s) = sN- N A of SeA, B), S(A,iJ) are related as: 
(8.85) 
(ii) The pencils T(s) = sM':"" AM, f(s) = sM - AM of S(A,C), S(A,C) are related 
as: 
(8.86) 
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(iii) The pencils Z(s) = sN M -N AM, .2(s) = sN M -N AM of S(A, B, C), S(A, B, 6) 
are related as: 
sNCt[(l. - NAOt[(l.] 
sLl.BtOt[(l. (8.87) 
o 
Given that R(s), T(s), .2(s) define the controllability, observability, zero properties 
of S(A, B, 6); Proposition 8.6.1 implies that that the C-EMPP is equivalent to aug-
mentation of existing pencils and thus it is a problem of transformation of Kronecker 
invariants defined below: 
Definition 8.6.1 : Let sF-G E Rmxn[s]. Determining the Kronecker structure of the 
pencils 
[
sF - G ] [ sF - G [sF - G; A(s)] , B(s) , B(s) A(s) ] C(s) (8.88) 
where A(s), B(s) and O(s) are given dimension but otherwise free pencils, as function of 
the Kronecker structure of sF - G, will be called a Kronecker Structure Transformation 
Problem (KSTP), by column, row augmentation. If the pencils A(s), B(s), C(s) are not 
free, but come from certain families, then the corresponding J(STP are called restricted-
~~~~~. 0 
The R-KSTP problem is related to the generalised dynamic cover problem as follows: 
If [sF - G, A(s)] =(sN - N A)V, where V is a given matrix representing the basis of a 
subspace V, then the Kronecker invariants of [sF - G, A( s)] determine the nature of V. 
When is (A, B)-invariant the pencil sF - G has i.e.d., c.m.i. and possibly n.z.r.m.i. 
[Kar., 1979]. If V = [1, T], where J is the basis matrix of a given subspace :r then it is 
clear that V is a dynamic cover of :r as it is defined by (8.1), (8.2), with W = X. The 
pencil [sF - G, A(s)] may be written as 
[sF - G, A(s)] = [sN J - N AJ, sNT - NAT] (8.89) 
From the above it is clear that the cover problem may be seen as a special case of the 
R-KSTP where A(S) = sNT - NAT with N, A given and T the matrix to be found 
such that the overall pencil has a Kronecker structure corresponding to (A, B)-invariant 
subspace. This is an outline of the matrix pencil formulated problem which is discussed 
extensively in the following chapter. 
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8.7 Conclusions 
Some important problems in system theory that may be formulated as appropriately 
defined cover problems were briefly described in this Chapter. These problems are the 
disturbance decoupling problem, the model matching, the deterministic identification 
and the problem of designing an observer of a linear function of the state. The latter 
problem was considered also for the case of implicit descriptor systems and it has been 
shown (for the descriptor case) that it may be formulated as an extended cover problem. 
The family of the model projection problems has also been considered in this chapter 
and shown that the dynamic cover problem is a special case of this family. 
Chapter 9 
A MATRIX PENCIL APPROACH 
TO THE GENERALISED COVER 
PROBLEMS 
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9.1 Introduction 
In the previous Chapter we have seen that a number of important problems in control 
theory may be formulated as appropriate dynamic cover problems. 
In the literature there is a small number of publications dealing with the solution 
of the cover problems. Antoulas in [Ant., 1983] gives a solution by means of partial 
realisations. In this paper it is shown that the covering spaces (the solutions of the 
cover problem) may be derived as the reachable subspaces of state-space realisations of 
appropriately defined Hankel matrices. The approach of the paper is rather complicated 
and deals only with the standard cover problem, i.e. the problem of covering a given 
subspace by an (A, B)-invariant subspace. 
Another paper considering the cover problem is [Em., Sil. & Gl., 1977]. In this paper 
it is shown that the deterministic identification problem may be viewed as a generalised 
cover problem. 
The standard cover problem that has been considered so far, belongs to a more 
general class of problems that arise within the general area of selection of input, output 
schemes for a given system [Kar., 1994]. Although the formulation of these problems is 
geometric in nature (find a certain type of invariant subspace that covers a given sub-
space and is contained in another one), their solvability and parametrisation of solution 
is closer in nature to problems of invariant structure assignment. The matrix pencil 
framework [Kar. & Kouv., 1979], [Jaf. & Kar., 1981] for the characterisation of inva-
riant subspaces of the geometric theory [Wil., 1981], [Wonh., 1979] seems to be more 
suitable for the study of such problems, since it brings together the geometric and Kro-
necker invariant structure aspects of the problem; furthermore, the constructive nature 
of the matrix pencil tools allows the computation and parametrisation of solutions in 
a simple manner. Extending the matrix pencil framework to this new family of geo-
metric problems is essential in the effort to provide unifying matrix pencil tools for the 
geometric synthesis methods. An integral part of this approach is the splitting of the 
overall problem into a Kronecker invariant transformation problem by matrix pencil 
augmentation and a matrix pencil realisation problem. The first deals with the study of 
the effect of adding matrix pencil columns to a given pencil on the resulting Kronecker 
structure; the second is equivalent to a problem of generating a given space restricted 
pencil [Kar. & Kouv., 1979] for a given system. 
In this Chapter it is shown that the matrix pencil augmentation-realisation problem 
may be reduced to the solution of linear systems of equations. The set of the solutions 
of these equations provides a parametric representation of the basis matrices of the 
families of subspaces solving the cover problem. 
The contribution of this Chapter is the following: First it provides a unification of 
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the standard cover problem and the extended cover problem, i.e. the problem where the 
covering spaces are almost (A, B)-invariant subspaces, almost reachability subspaces, 
coasting, sliding spaces e.t.c. (see [Wil., 1981]). Second, the cover problem is solved for 
the case of general descriptor systems (singular or implicit). 
The structure of the Chapter is the following: First, a restricted version of the cover 
problem is considered. This is the case where the restriction pencil of the covering 
space is not characterised by row minimal indices. Next, the overall cover problem is 
considered and an algorithm for the solution is given. The algorithm is essentially a 
search for solutions of the problem among the subspaces of all possible dimensions. 
The extension of the cover problem to the case of the almost invariant spaces is 
considered next. This extension is obtained by using the concept of duality. 
Finally, an alternative solution of the matrix pencil formulated problem is proposed. 
The problem is formulated as the problem of the solution of a set of multilinear equa-
tions. This method may be used alternatively to the first method provided in this 
Chapter, which is based on matrix pencil theory. 
9.2 Preliminary definitions and statement of the 
problem 
Let S(E, A, B, C) be the system described by the following descriptor equations 
Ex(t) - Ax(t) + Bu{t) 
y{t) - Cx{t) 
(9.1) 
(9.2) 
where E E ~pxn, A E ~pxn, B E ~pxl and C E ~mxn. It is assumed that both matrices 
Band C have full rank. If N is a left annihilator of B {i.e. a basis matrix for the 
.Nl{B} and Bt is a left inverse of B, (BtB = It), then (9.1), (9.2) are equivalent to 
NEx - NAx 
u - BtEx - BtAx 
(9.3) 
(9.4) 
where (9.3) is a "feedback free" system description and the associated pencil R(s) = 
sN E - N A is known as the input-state restriction pencil [Kar. & Kouv., 1979] of the 
system. 
Throughout the chapter we shall assume that the system (9.1), (9.2) is minimal in 
the sense of [Kui. & Sch., 1991]. This assumption does not impose any limitation since 
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minimality is a property of the representation and not a fundamental characteristic of 
the system. Note that when a descriptor representation is minimal in this sense, it is 
not necessarily reachable in the sense of Kalman. Thus, when the system is a regular 
state-space system, minimality does not imply nonexistence of input decoupling zeros. 
The following proposition is of technical importance for the development of the matrix 
pencil method for the solution of the cover problem. 
Proposition 9.2.1 Men the system S(E, A, B) is minimal, the input-state restriction 
pencil R(s) does not have r.m.i. 
Proof: In Chapter 6 it was shown that the pencil [sE - A, -B] does not have r.m.i. (see 
proposition 6.7.2). Then, the pencil 
does not have r.m.i. either, since [NT, (Btf]T is square, invertible matrix. The block 
form of the above pencil shows that all the r.m.i. of [sE - A, -B) are provided by the 
r.m.i. of sN E - N A and since [sE - A, -B) is left regular, the result follows. 0 
Before we proceed with the formal definition of the cover problem we summarise some 
of the basic theory of the fundamental subspaces of state-space systems i.e. systems of 
the form (9.1), (9.2) where E = I . 
(i) (A, B)-invariant subspaces: The family of the (A, B)-invariant subspaces is char-
acterised by the property: 
AV ~ V+B (9.5) 
where B = Im{B}. The (A, B)-invariant subspaces may be defined in dynamical 
terms as follows: A subspace V ~ X is (A, B)-invariant if we can find appropriate 
input to the system S(A, B) such that when we start from an initial state Xo E V, 
the state trajectory x(t) remains in V for every t. An equivalent characterisation 
is that there exists a matrix F such that the subspace V is (A + BF)-invariant, 
I.e. 
(A+BF)V~V (9.6) 
(ii) Reachability subspaces: A subspace V ~ X is a reachability subspace if there exists 
matrix F such that [Wonh., 1979] 
V = (A+BFIBnV) (9.7) 
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The dynamical characterisation of the reachability subspaces is the following: V 
is a reachability subspace if for every state Xl, there exists input such that the 
state is driven from the initial state Xo to the final Xl in finite time and with the 
trajectory x(t) remaining in V V t. 
(iii) Almost (A, B)-invariant subspaces: A subspace V ~ X is almost (A, B)-invariant 
if and only if V Xo E V and V e > 0 there exists an input such that the resulting 
. trajectory x(t) satisfies inf IIx(t) - vII < e. The above means that V is almost 
uEV 
(A, B)-invariant, if starting from an initial state Xo E V, the trajectory can remain 
arbitrarily close to the subspace V. 
(iv) Almost reachability subspaces: A subspace V ~ X is almost reachability subspace 
if and only if V Xo, Xl E V, some T > 0 and V e > 0 3u(t) such that x(O) = 
Xo, x(T) = Xl and inf IIx(t) - vII < e V t. 
uEV 
When we have a subspace 1C C X we may define the maximal (A, B)-invariant 
subspace vmax contained in K. This subspace has maximal dimension among all 
the (A, B)-invariant subspaces contained in 1C and was first defined by [Wonh., 1979], 
[Bas. & Mar., 1969]. Note that this space is unique. The computation of vmax may be 
obtained through a recursive algorithm with initial space the zero space [Wonh., 1979]. 
A similar definition may be given for the maximal reachability subspace ~max contained 
in 1C and there exist~ an algorithm for its computation [Wonh., 1979]. 
As in the case of (A, B)-invariant subspace we may define the maximal almost 
(A, B)-invariant subspace as well as the maximal almost reachability subspace contained 
in a given subspace 1C eX. 
In the case where E in (9.1) is singular or rectangular matrix, we have the descriptor 
representations. In this case we may extend the definition of the (A, B)-invariant sub-
spaces to the (A, E, B)-invariant subspaces. The geometric definition of these spaces is 
given by the following relation. A subspace V is (A, E, B)-invariant if 
AV ~ EV+B (9.8) 
It is important to note that the dynamical characterisation of the (A, B)-invariant 
subspaces cannot be extended to the (A, E, B)-invariant subspaces in a straightforward 
way. This is because in the case of implicit systems there may be no solution x(t) of the 
descriptor equations for a given initial condition x(O) or, if there exists a solution it may 
not be unique. For this reason, the definition of the fundamental subspaces for descriptor 
implicit systems will be given in terms of the invariants of the restriction pencil Rv(s}. 
The characterisation of the subspaces via matrix pencils allows the extension of the 
definitions of the state-space descriptions to the implicit descriptions. 
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The key tool for this characterisation is the V-restriction pencil Rv = sN EV - N AV 
where V is a basis matrix of V [Kar., 1979]. The type of the subspace V is related to 
the Kronecker invariant of Rv(s) according to the following table [Jaf. & Kar., 1981]: 
Type of invariants of Rv(s) 
V n.z.r.m.i. c.m.i. f.e.d. i.e.d. 
Arbitrary yes yes yes yes 
Almost (A, E, B)-invariant no yes yes yes 
(A, E, B)-invariant no yes yes no 
Almost reachability no yes no yes 
Reachability no yes no no 
Coasting no no yes no 
Jordan struct. (A, E, B)-invariant no yes (s - so)" no 
Sliding no no no yes 
Table 1. Matrix pencil characterisation of fundamental subspaces. 
Definition 9.2.1 Let Rv = sNEV - NAV be the restriction pencil oj the subspace 
V. Then, the spectrum oj V is defined as the set oj the finite and infinite elementary 
divisors oj Rv( oS), including the multiplicities. 0 
A family of cover problems of the geometric theory are defined below. 
Definition 9.2.2 Let X be the state-space oj the S(E, A, B) system and let :I ~ W ~ 
X. Finding all subspaces V oj X such that 
(i) V is (A, E, B)-invariant, i.e. AV ~ EV + 8 and 
(9.9) 
is known as the standard cover problem [Ant., 1983], [Em., Sil. & Gl., 1977]. 
(ii) V is subspace with infinite spectrum and (9.9) is also satisfied, will be reJerred to 
as extended cover problem. 
(iii) V is any oj the invariant types oj subspaces in (i), (ii) and W = X, then the 
problem will be called partial cover problem. o 
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The extended cover problems form an integral part of the investigation of Model 
Projection Problems (MPP) [Kar., 1994], which arise in the study of selection of control 
structures. Our approach is based on the matrix pencil characterisation of the (A, E, B)-
invariant subspaces (Jaf. & Kar., 1981], [Kar., 1979]. 
The main idea underlying the matrix pencil approach to the study of the cover 
problems is the following: Let J be the basis matrix of the subspace to be covered. Since 
V is the covering subspace, then V = J EB T where T is some appropriate subspace, or 
in matrix form 
v = [J,T] (9.10) 
The restriction pencil of the covering subspace is then 
Rv(s) = sNEV - NAV = (sNE - NA)[J,T] (9.11) 
From the above expression, it is clear that the general family of cover problems are 
equivalent to problems of Kronecker structure assignment defined below. 
Kronecker Structure Assignment Problem (KSAP): Given the J-restriction pencil R.:r(s) 
= sN E J - N AJ, find an appropriate T -restriction pencil Rr (s) = sN ET - N AT such 
that the column augmented pencil Rv(s) in (9.11) has a certain type invariant structure. 
The general Kronecker structure assignment problem may be naturally divided to 
the following two subproblems: 
Matrix Pencil Augmentation Problem (MPAP): Given the pencil sF - G E ~mx"[s], 
find the conditions for the existence of·a pencil sF - G E ~mxp[s] such that the pencil 
pes) = [sF - G,sF - G] (9.12) 
has a given set of invariants. 
Matrix Pencil Realisation Problem (MPRP): Given the pencil sNE-NA E ~(n-t)xn[s], 
find the conditions under which there exists T E ~nxp such that 
sN ET - NAT = sF - G (9.13) 
The above two problems are integral parts of the KSAP and will be examined here. 
The above family of structure assignment problems deal with assignment of certain 
types of invariants, rather than the assignment of exact values of pencil invariants; 
in this sense they are extensions of the zero assignment problems considered so far 
[Kar. & Gian., 1989]. 
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9.3 Kronecker invariant transformation by matrix 
pencil augmentation 
In this section, we examine a number of results related to the transformation of the 
types of strict equivalence (SE)-invariants of a matrix pencil by addition of columns 
(rows). We consider first an important property established for a general polynomial 
matrix by [Thorn., 1979] and presented here for the case of matrix pencils. 
Theorem 9.3.1 Let P(s) = sF - G be a matrix pencil and let sf - g be a column 
pencil and let P'(s) = [sF - G, sf - g]. IfOi(s), i = 1, ... ,1\:, (j(s), j = 1, ... , I\: or I\: + 1 
are the invariant polynomials of P( s), P' (s) respectively, then 
(a) Ifrank~(8){P(s)}<rank~(s){P'(s)} then the following interlacing property holds 
(9.14) 
(b) Ifrank1R(s){P(s)}=rank1R(s){P'(s)} then the interlacing property holds 
(9.15) 
o 
Note that in the above alb denotes that a divides b. Some further result is stated below. 
Proposition 9.3.1 Consider the pencil sF - G and augment it by a single column 
sf - g such that its rank is increased. Then the sets of the i.e.d and f.e.d. of the 
original pencil are subsets of the i.e.d. and f.e.d. of the augmented pencil. 
Proof: From theorem 9.3.1 it follows that the invariant polynomials of the original and 
the augmented pencils are related by the interlacing inequalities (9.14). The invariant 
factors (i, i = 1, ... , l + 1 and ei, i = 1, ... , l can be factorised as follows: 
(9.16) 
(9.17) 
The factors (s - a1)Ai,; and (s - /3!)/J .. ,l are the f.e.d. of the augmented and the original 
pencil respectively. 
From the interlacing inequalities (9.14) it is clear that 
(9.18) 
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i.e. (j+1 (s) can be expressed as 
(9.19) 
or 
(9.20) 
The above yields that all the f.e.d. of sF - G are f.e.d. of the augmented pencil 
[sF - G, sf - g] and the result follows. 0 
The case of the i.e.d. may be proved similarly, taking the "dual" pencil F - sG. 
It should be mentioned that the multiplicities of the common elementary divisors of 
the two pencils may be different, since the polynomial Xj(s) may have some of its roots 
equal to the roots of Cj(s). 
An obvious consequence of the above is the following result. 
Proposition 9.3.2 Consider the pencil [sF - G, sf - g]. 
(i) If the additional column is linearly dependent, on the columns of sF - G, the 
number of the c.m.i. is increased by one and the number of the r.m.i. remains 
unchanged. 
(ii) If the additional column is linearly independent, then the number of the c.m.i. 
remains unchanged and the number of the r.m.i. is reduced by one. 
Proof: The number of c.m.L and r.m.i. of sF - G is equal to the dimension of the right 
and left null space of sF - G respectively. 
(i) If the additional column of sf - 9 is linearly dependent on the columns of sF - G 
then rank{sF - G}=rank{[sG - G,sf - g]} and therefore the dimension of the 
right null space of sF - G is increased by one while the dimension of the left null 
space remains the same. From the above it follows that the number of the c.m.i. 
is increased by one and the number of the r .m.i. remains unchanged. 
(ii) In the case where the additional column is linearly independent from the columns 
of sF-G we have that rank{[sF-G,sf-g]}=rank{sF-G}+l and therefore, the 
dimension of the right null space remains unchanged. The dimension of the null 
space is reduced by one since it is equal to the number of rows of the augmented 
pencil minus the rank of that pencil. 0 
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From the above proposition and theorem 9.3.1 it follows that when the rank of the 
pencil sF - G is increased by 1 with the addition of a single column, the result is the 
elimination of one r.m.L and the possible change of the structure of the f.e.d/Le.d .. 
Thus, when we want to eliminate the r.m.L of a pencil, it is necessary to augment it by 
a number of linearly independent columns equal to the number of the r.m.i.. 
Consider now the general pencil sF - G and without loss of generality, we may 
assume to be in the Kronecker canonical form. 
0 0 0 0 0 
0 L1J(s) 0 0 0 
[sF-a,sF-G] = 0 0 LE(S) 0 0 (9.21) 
0 0 0 Doo(s) 0 
0 0 0 0 DJ(s) 
where the blocks LE , L1J , Doo , D J correspond to all the nonzero c.m.i., i.e.d., f.e.d. 
respectively. 
Proposition 9.3.3 The number of the zero r.m.i. of the augmented pencil [sF - a, 
F - G] cannot exceed the number of the zero r.m.i. of the pencil sF - a. 
Proof: The number of the z.r.m.i. of sF - G is equal to the dimension of the left null 
space of the matrix [F, G] and the number of z.r.m.i. of the augmented pencil is the 
dimension of the left null space of the matrix [F, G, F, G). But 
Nt{[F, G, F, G]} = .Nl{[F, G]} n .Nl{[F, G)} ~ .Nl{[F, a]} (9.22) 
and therefore 
and the result follows. o 
Lemma 9.3.1 Let sF - G be the restriction pencil of the system (9.1), (9.2) on a 
subspace V. V is an (A, B)-invariant subspace if and only if 
(9.23) 
Proof: We may assume sF - G in Kronecker canonical form without loss of generality. 
Necessity: If V is (A, E, B)-invariant subspace, then sF - a is characterised only by 
f.e.d., c.m.L and possiblyz.r.m.L We may consider a typical case, without loss of 
generality Le. 
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0 0 0 0 0 0 
Ia 0 0 
0 Ip 0 
, G= 
Ja 0 0 
0 Jp '0 
(9.24) 
0 0 Ie 1 0 .. 0 0 o I Ie 
where we have h z.r.m.i., (s - TI)'\ Q' =J. 0, (s - T2)P, P =J. 0, f.e.d. and c c.m.i. Clearly 
(9.25) 
and strict equality holds only when we have a zero e.d.; otherwise, i.e. if V has no zero 
f.e.d. then 
NdF} ~ M{G} (9.26) 
Sufficiency: To prove the sufficiency we use contradiction arguments. Thus, let us 
assume that (9.25) holds true. If sF - G has a nonzero r.m.i. and possibly i.e.d., then 
we have a Kronecker form of a typical type for sq, 7J > 0 as 
-
0 0 0 0 0 0 
F= 
I." 0 0 
0 , G= 
0 
0 - 0 
I." (9.27) 
0 Jq 0 0 Iq 0 
0 0 F' 0 0 G' 
where Jq is the standard Jordan block of q X q dimensions corresponding to the zero 
eigenvalue. 
Note: 
(i) If we have Sq i.e.d. then there exists a vector v! = [0,·· ,,0, l]T such that v; Jq = 0 
and thus a vector yT = [0,···,0, v;, 0"" ,O]T such that yT F = 0 but ytG =J. O. 
This clearly contradicts the assumption that Nt { F} ~ M{ G}. 
(ii) If we have a nonzero r.m.i. of value c, then there exist vectors vi = [1,· .. ,0, O]T, 
v~ = [0,0,··· ,0, I]T for which 
T [ 0 1 T [ I." ] VI 1; = 0, v." 0 = 0 (9.28) 
and thus, vectors y[ = [0,···,0, v[, 0, ... , O]T, yT = [0,···, 0, v~, 0, ... ,0V for 
which 
yf F =J. 0 and yf G = 0 
y~F =J. 0 and y~G = 0 
(9.29) 
(9.30) 
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Thus, there exist vectors Yt, YTJ such that Yl E Nt{ G} and Yl ¢ All { G} and YTJ E Nt{ G} 
and Y7) ¢ Nt{ G}; these conditions clearly imply that the presence of i.e.d. and n.z.r .m.L 
contradicts the N t{ F} ~ Nt{ G} condition. 0 
The above lemma yields the following. 
Lemma 9.3.2 Let sF - G be the restriction pencil of V. The subspace V is (A, E, B)-
invariant if and only if 
Im{F} ;2 Im{G} (9.31) 
Proof: From lemma 9.3.2 we have that sF - G does not have i.e.d. and n.z.r.m.i. if and 
only if Nt{F} ~ Nt{G}. Let g E Im{G}. Then 
(9.32) 
Since N t{ F} ~ Nt{ G} it follows that g annihilates all yT E Nt{ F}. Therefore g E 
1m {F} and the result follows. 0 
Proposition 9.3.4 Necessary condition for the augmented pencil [sF - G,sF - G] to 
have no i.e.d. and no n.z.r.m.i. is that the number of columns of sF - G is greater or 
equal to the total number of the n.z.r.m.i. and i.e.d. of sF - G. 
Proof: From proposition 9.3.2 it follows that in order to eliminate the n.z.r.m.i., we need 
at least equal number of linearly independent columns. Obviously, the minimal number 
of the additional columns is obtained when the composite pencil [sF - G,sF - G] has 
equal number of z.r.m.i., to the number of the z.r.m.i. of the original pencil sF - G. 
From proposition 9.3.1 it follows that as long as we augment the pencil by linearly 
independent columns, the resulting pencil is characterised by Le.d .. Since we keep the 
number of the z.r.m.i. unchanged, we can assume that the composite pencil has the 
form 
0 0 0 0 0 0 
0 LTJ(s) 0 0 0 SJ(2 - M2 
[sF - G,sF - G] = 0 0 L£(s) 0 0 SJ(3 - M3 (9.33) 
0 0 0 Doo(s) 0 SJ(4 - M4 
0 0 0 0 DJ(s) sJ(s - Afs 
where LTJ , L£, Doo , DJ are the nonzero r.m.i., nonzero c.m.i., i.e.d. and f.e.d blocks 
respecti vely. 
The structure of that pencil as far as the n.z.r .m.L and the i.e.d. are concerned, is 
identical to the structure of the pencil 
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0 LI1(s) 0 0 0 S1<2 - M2 
[sF - G] = 0 0 L~(s) 0 0 s1<3 - M3 (9.34) 
0 0 0 Doo(s) 0 s1<4 - M4 
0 0 0 0 Df(s) S1<5 - M5 
This matrix pencil cannot be characterised by zero r.m.i. since M{[F, G]}={O}. There-
fore pencil (9.34) is not characterised by i.e.d. and n.z.r.m.i. only if the matrix F is left 
regular. From the form of the pencil (9.34) we can see that the matrix F can have full 
rank only if the matrix that consists of the rows of the pencil sF - G that correspond 
to the bottom rows of the blocks of the n.z.r.m.i. and i.e.d. has full rank. Since the 
number of the rows of that matrix is equal to the total number of i.e.d. and n.z.r .m.L 
of the pencil sF - G, the result follows. 0 
One of the major issues in characterising the solvability of the extended cover prob-
lems is the investigation of the conditions under which the resulting pencil after aug-
mentation has no n.z.r.m.i.. By assuming the pencil in the canonical form we have: 
0 0 0 0 0 s1<1 - Ml 
0 LI1 (s) 0 0 0 S1<2 - ~f2 
[sF - G, F - G] = 0 0 L~(s) 0 0 S1<3 - ~f3 (9.35) 
0 0 0 Doo(s) 0 S1<4 - A14 
0 0 0 0 Df(s) SJ(5 - M5 
Now it is obvious that necessary and sufficient condition for P'(s) to have any type of 
r.m.i., is that the subpencil 
(9.36) 
to provide this type of r.m.i. since the rest of the blocks are left regular. We may 
summarise as follows: 
Proposition 9.3.5 Necessary and sufficient conditions for P"(s) to have all its r.m.i. 
with values strictly less than those in the LI1(s) block, or P"{s) has no r.m.i. are: 
(i) IfR(1<1 , M1), R(1<2 , M2) are the ~(s)-row spaces o/the pencils S1<1 - MIl 81(2-
M2 respectively, then 
(9.37) 
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(ii) The pencil [SK2 - M2, L7)] is left regular. 
(iii) All r.m.i. of SKI - Ml are strictly less than those of L7)1 or the pencil sKI - MI 
is left regular if PIl(S) has no r.m.i .. 
Proof: Let yT(s) = [yf(s),yf(s)] be an ~[s] vector in Nl(PIl(S)). Then we have 
or equivalently 
yf{s)L7)(s) = 0 
yf(S)(SKI - Md = -yf{S)(SK2 - M2) 
(9.38) 
(9.39) 
From condition (9.39) we see that either yf(s) ¥= 0, or yf(s) = O. We distinguish the 
following cases: 
(i) yf(s) ¥= O. In this case, if n is the minimal of the degrees in Ln(s) block, then 
o{yf(s)} ~ n. It is thus a necessary condition that yf(s) = 0 for the degree of 
y( s) to be less than n. 
(ii) If yf( s) = 0, then (9.39) is reduced to 
(9.40) 
and it is necessary that Nt (SKI - M1 ) is either {O}, or if it is nonzero, then its 
r.m.i. are strictly less than n. Thus, necessary conditions are 
yf(s) = 0 and Nl{sKt - .Md = {O} 
or the r.m.i. of sKI - Ml are strictly less than n. 
For yf(s) = 0 we must determine the necessary conditions for this to happen. From 
equation (9.39) we have that: 
(a) If yf(s) ¥= 0 and yf(s) f; 0 then 
(9.41) 
(b) If yf(s) ¥= 0 and yf(s) = 0, then by (9.38) and y'[(s) = 0 in (9.39) we have 
(9.42) 
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It is clear that from (a) and (b) above that for yf(s) = 0 it is necessary that both (9.41) 
and (9.42) conditions to be true, which proves the necessity. 
To prove the sufficiency we argue as follows: 
implies that condition (9.39) yields 
yf(S)(SI<l - M1) - 0 
yf(S)(sI<2 - M2) - 0 
and from (9.45) and (9.38) we have 
yf(S)[SK2 - M2, L,.,(s)] = 0 
(9.43) 
(9.44) 
(9.45) 
(9.46) 
which since [SI<2 - M2, L,.,(s)] is left regular implies yf(s) = O. Since sKI - Afl is either 
left regular, or has r.m.i. with values strictly less than n the sufficiency is established. 
(J 
9.4 The matrix pencil realisation problem 
The analysis of the previous section has assumed that the pencil used in the augmenta-
tion process, sF - G, is arbitrary; however, this pencil is generated from the input-state 
pencil of the system as 
(sNE -NA)T = sF - G (9.47) 
or equivalently as a solution of the system 
(9.48) 
The problem of matrix pencil realisation is equivalent to finding a T, when (N, E, A), 
(F, G) are given such that (9.48) is satisfied. Our present version of the problem is equiv-
alent to generating an appropriate T -restriction pencil for the given system. Clearly, 
this problem, does not always have a solution i.e. not any pair (F,G) may be created 
as aT-restriction of a pair (N, N A); this problem is a generalisation of the zero assign-
ment problem [Kar., 1990]. Clearly, the family of pairs (F, G) provide the necessary 
input to the Matrix Pencil Augmentation Problem. 
In the case of the cover problem the matrices F, G, N, E, A are given and the 
problem is to find T such that (9.47) is satisfied. An obvious result for the solvability 
of this problem is: 
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Remark 9.4.1 The matrix pencil realisation problem is solvable if and only if 
(9.49) 
o 
Proposition 9.4.1 If2p - 2£:$; nand S(E,A,B) is reachable, the matrix pencil real-
isation problem is always solvable. 
Proof: Since the system SeE, A, B) is reachable, the pencil sN E - N A is characterised 
only by c.m.i. and has the following canonical form: 
[ 
S -1 
sNE - NA = block - diag{ ... 0 : 
o ... 
o 
(9.50) 
o s 
where the dimensions of the blocks are (ej - 1) X ei and ei are the reach ability indices 
of the triple (E, A, B). From the form of the above pencil we can easily see that the 
matrix [ET NT, AT, NT]T has always full rank. The dimensions of [ET NT, AT, NTV are 
(2p - 2£) X n. Then if 2p - 2£ :$; n the equation 
(9.51) 
is always solvable with respect to T and the result follows. o 
Remark 9.4.2 For reachable systems with 2p-2l :$; n, any particular cover problem is 
equivalent to a matrix pencil augmentation problem as discussed in the previous section; 
otherwise, the Matrix Pencil Realisation Problem becomes an essential part of the overall 
cover problem. 0 
9.5 Left regular solutions and the overall cover 
problem 
In this section some special cases of the cover problem are investigated and some suf-
ficient conditions for the solvability of the general case of the cover problem are given. 
The left regular cover problem is defined as that where the resulting augmented pencil 
has no left null space. For such cases a parametrisation of the solution spaces is also 
given. Note that a special case of the left regular case is when the resulting pencil is 
square and regular. This is defined as the regular case. 
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First we tackle the cover problem corresponding to the case where the subspaces are 
(A, E, B)-invariant and the restriction pencil has no r.m.i. at all. Some preliminary 
results are given below: 
Proposition 9.5.1 If the restriction pencil sN EJ - N AJ of the given subspace J has 
no zero r.m.i., then the restriction pencil of any solution of the cover problem is not 
characterised by r. m. i. at all. 
Proof: From proposition 9.3.3 it follows that, since the number of the z.r.m.i. if sN EJ -
N AJ is zero, then any augmentation of that pencil is not characterised by z.r.m.i .. 
o 
Proposition 9.5.2 Let C C 3(n, dim{C} :::: p - f, L be a basis matrix of c. If the 
restriction pencil Rv(s) has full rank (over 3((s)) and has no i.e.d., then: 
(i) C + J is a solution of the partial cover problem 
(ii) Any subspace defined as 
(9.52) 
where .c is arbitrary is also a solution of the partial cover problem. 
Proof: Let L E 3(nx(p-l) , such that sN EL-N AL is regular and has no i.e.d.; clearly the 
restriction pencil [sN EL - N AL, sN EJ - N AJ] has no r.m.i. and thus C is a solution 
of the partial cover problem which proves (i). 
For any .c E 3(nxlt matrix the augmented pencil 
(sN E - N A)[L, L, J] :::: [sN EL - N AL, sN EL - N AL, sN EJ - N AJl (9.53) 
has an (p - f) X (p - C) subpencil, which is regular and thus, the pencil (sN E -
N A)[L, L, J] has no r.m.i.. Given that (sN E - N A)L is regular and has no i.e.d., 
we have that N EL has full rank and thus also N E[L, L, Jl; the latter shows that 
(sN E - N A)[L, L, J] has also no i.e.d .. The space £' = C +.c + J is thus a solution to 
the partial cover problem. 0 
The specific solution defined by the space C for which the pencil sN EL - N AL is 
regular and has no i.e.d. will be referred to as squaring solution and conditions for its 
existence will be examined next. 
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Remark 9.5.1 The family £,' = £, + £ + J where £, is a squaring solution does not 
necessarily cover the whole set of solutions of the partial cover problem; even for the 
squaring partial cover problem, different £, squaring solutions, in general lead to different 
families. The squaring partial cover problem mentioned above may be formally stated 
as follows: Given the pencil sN E - N A, find L such that 
det{{sNE - NA)L} =I 0, det(NL) =I 0 (9.54) 
The above conditions combined yield that the squaring problem is solvable if and only if 
L is such that 
deg det{{sNE - NA)L} = n-l (9.55) 
or equivalently 
det(NEL) =F 0 (9.56) 
o 
When the matrix E is singular or nonsquare the solvability of the (A, E, B)-invariant 
subspace partial cover problem is not always guaranteed. This is shown next. 
Proposition 9.5.3 Let the restriction pencil sN E - N A be in the Kronecker canonical 
form and J partitioned according to the block structure of the restriction pencil i.e . 
. 
0 0 0 0 J1 
sNE-NA = 
0 L/t(s) 0 0 
0 0 Doo(s) 0 J= 
J/t 
, 
Joo 
(9.57) 
0 0 0 DJ(s) JJ 
then the (A, E, B)-invariant subspace cover problem may have a solution only if Joo = O. 
Proof: Let T = [Tf, T'[, T~, TJV be a solution of the cover problem. The restriction 
pencil of the covering space V = .:J + T has the form 
0 0 
Rv(s) = L/t(s)J/t L/t(s)T/t 
Doo(s)Joo Doo(s)Too (9.58) 
DJ(s)JJ DJ(s)TJ 
Consider now the subpencil of the above 
(9.59) 
where A is a block diagonal matrix with Jordan canonical blocks corresponding to zero 
eigenvalues, in the diagonal. If Joo =I 0 then the pencil sA[Joo , Too] - [Joo, Too] will always 
have i.e.d. whatever the Too and the result follows. 0 
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In the case where Joo = 0 the {A, E, B)-invariant subspace problem is equivalent to 
an appropriately defined cover problem for a state-space system, as it is shown by the 
following result. 
Proposition 9.5.4 Consider the system described by the triple (E, A, B). lithe partial 
cover {A, E, B)-invariant subspace problem is solvable, then the problem may be reduced 
to an (A, B)-invariant subspace partial cover problem. 
Proof: From the previous proposition we have that if the restriction pencil sN E - N A 
has i.e.d. then Joo must be zero matrix. On the other hand, solvability of the cover 
problem implies that sN E - NAhas no nonzero r.m.i. because otherwise the restriction 
pencil has nonzero r.m.i. Thus, the state-input restriction pencil may have only f.e.d., 
i.e.d., c.m.L and zero r .m.L Thus, 
0 0 0 0 
sNE-NA= 
0 Lt{s) 0 0 
0 0 Doo{s) 0 
0 0 0 D,{s) 
(9.60) 
From the above it is clear that the original cover problem has a solution if and only if 
the cover problem defined by the system with restriction pencil 
R'(s) = [ Lt{s) 0 ] 
o D,(s) (9.61) 
The subspace to be covered has the following basis matrix 
[ ~; ] (9.62) 
The restriction pencil (9.62) corresponds to a regular state-space system with controlla-
bility indices equal to the column minimal indices of R'(s) plus 1 and input decoupling 
zero structure identical to the zero structure of DJ(s) and the result follows. 0 
The result provided by the above proposition allows us to consider state-space systems 
instead of descriptor systems for the discussion of the (A, E, B)-invariant subspace 
cover. Thus, for the rest of this section we are going to consider the (A, B)-invariant 
subspace cover problem i.e. the case where E = I. Note that in this case p = n. 
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Lemma 9.5.1 The matrix N L has full rank if and only if 
CnS = {O} (9.63) 
o 
Proposition 9.5.5 Necessary condition for (9.56) to be true is that 
dim{C} ~ n-l (9.64) 
o 
Theorem 9.5.1 The squaring partial cover problem for state-space systems is always 
solvable. 
Proof: We can always find L such that (9.63) with E = I is satisfied. o 
The solution of the squaring cover problem is considered next. Condition (9.63) is 
equivalent to 
det[B, L] "10 (9.65) 
where L is the basis-matrix of C. The above is equivalent to 
det{Q[B, L]} :I 0 (9.66) 
where Q is any invertible matrix. Since rank(B) = l we can always choose Q such that 
where B* is an £ x l invertible matrix. Then (9.65) is equivalent to 
where 
Relation (9.68) is equivalent to 
det(B;) . det(L;) 
det(L;) "I 0 
(9.67) 
(9.68) 
(9.69) 
(9.70) 
(9.71) 
since B* is invertible. Note that L* is an arbitrary l x (n - l), L; is an (n -l) X (n - l) 
matrix. Note that n = p, since E = I. Let now, W be the basis matrix of Wand 
w = dim(W). Then, since C C W 
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where 
From (9.75) 
rank[W, L] - rank[W] 
rank[QW, QL] - rank[QW] 
rank[W*,L*] - rank[W*] 
W* = QW, L * = QL 
rank( 1 1) = rank(W*) [ w.* L*] w.* L* 2 2 
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(9.72) 
(9.73) 
(9.74) 
(9.75) 
(9.76) 
The above is equivalent to the existence of a matrix J( of dimensions w x (n - I) such 
that 
W*J( = L* 
or 
or 
WI*K = Lr, W;K = L; 
where L2 must be invertible. This analysis leads to: 
(9.77) 
(9.78) 
(9.79) 
Proposition 9.5.6 Necessary and sufficient condition for the invertihility of L; is that 
rank{Wn = n - f (9.80) 
Proof: The necessity is obvious. For the sufficiency, if we assume that (9.80) holds true, 
we can choose 
(9.81) 
and the result follows. o 
The matrices K that satisfy the requirement of the invertibility of L2 can be found as 
follows. From (9.79) we have that K must be such that the intersection of its columns 
space with the null space of W; must be the zero space or, in matrix form 
det[W, K] # 0 (9.82) 
where W is the basis matrix of the null space of Wi and has dimensions w x (w - n + l). 
From (9.80) we have that rank(W) = w - n + f. Then there exists a nonsingular matrix 
P such that 
A [ Wi ] A PW = 0 = lV* (9.83) 
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where W* is an (w - n + l) x (w - n + l) invertible matrix. Now, (9.82) is equivalent to 
or 
where 
det( [Wi I<i]) =I 0 
o Iq 
det(Wndet(I<;) =I 0 
[ I<i ] = PI< I<* 2 
(9.84) 
(9.85) 
(9.86) 
Provided that (9.80) holds true, we can always find ]{ such that L; is invertible, by 
choosing I<2 to be invertible. The expression for the matrix L that satisfies (9.56) and 
(9.72) simultaneously is 
L = W p-1 [ I<i ] ]{* 2 (9.87) 
Next we are going to investigate (9.80) further and obtain an equivalent condition 
in terms of the matrices Band W. Consider the matrix 
[B,W] (9.88) 
Then 
Q[B, W] = [ ~i ~~] E Rnx(,+w) (9.89) 
and Bi is invertible. Obviously, rank [Bi, WI*] = l and all the nonzero rows of IV; are 
linearly independent of the rows of [B;, Wi]. Thus, 
rank [~i ~~] = rank[Bj, wn + rank[O, Wi] (9.90) 
and since B; is invertible 
[ B* w*] rank 01 1 = rank[B;] + rank[W;] W; (9.91) 
We may now state the following theorem. 
Theorem 9.5.2 Necessary and sufficient condition for the solvability of the squaring 
cover problem is the following 
dim{B} n {W} = l + w - n (9.92) 
and the general solution is (9.87) where I<i is completely arbitrary and Iq is an arbitrary 
nonsingular matrix. 
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Proof: From (9.91) we get that (9.80) holds true if and only if rank{[B, ~V]} = n or 
equivalently if and only if (9.92) holds true. o 
Theorem 9.5.3 The left regular cover problem is solvable if and only if the subspace 
W is an (A, B)-invariant subspace and the W-restricted pencil is not characterised by 
z.r.m.i .. If the problem is solvable, then the solutions have the following form 
(9.93) 
where C has a basis matrix given in (9.87) and l is an arbitrary subspace of W. 
Proof: Let the left regular cover problem be solvable. Then from proposition 9.5.2 we 
have that the squaring problem is solvable. Let C be a solution of the squaring problem. 
Then there exists a subspace t ~ W such that W = C(JJc. Since the C-restricted pencil 
is characterised by i.e.d. and r.m.i., it follows that the W-restricted pencil does not 
have i.e.d. and r.m.i. and therefore W is an (A, B)-invariant subspace not characterised 
by r.m.i.. 
Conversely let W be a subspace such that the W-restricted pencil has neither i.e.d. 
nor r.m.i.. Then W is a solution to the problem and the result follows. 0 
9.6 The general cover problem 
In this section we consider the general case i.e. the case where the restriction pencil 
of the covering space V = oJ ED T may have zero r.m.i. In this case we may find, in 
general, solutions of lower dimensions than that of the left regular case. 
From lemma 9.3.1 we have that the general pencil [sF - G, sF - OJ has no i.e.d. 
and n.z.r.m.i. if and only if 
(9.94) 
The above applied to the augmented restriction pencil [sN E - N A][J, T] gives 
M{[NEJ, NET]) ~ Nt{[NAJ, NAT]} (9.95) 
Proposition 9.6.1 Let (9.95) hold true. Then 
Nl{[N EJ, NET]} ~ Nt{[N AJ, N EJ]} (9.96) 
Proof: Let yT E )Rp-l be such that yT[N EJ, NET] = O. From (9.95) it follows that 
yT[N AT] = 0 and thus yT E M{[N EJ, N AJ]} and the result follows. 0 
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Let rank{[N EJ, NET]} = p. Then (9.96) yields 
J{iJ![N EJ, NET] = 0 
218 
(9.91) 
where J{ E ~kxt/.>, is a full row rank matrix and 'ifJ =rank{iJ!} where q, is a basis matrix 
of Nl{[N EJ, N AJ]}. Then, if J{iJ! is a basis matrix for Nt{[N EJ, NET]} it is clear 
that k = p - £ - p. Let T be a solution to the partial cover problem. Then, from 
proposition 9.6.1 and (9.96),(9.97) it follows that T must satisfy the following equations 
J{'I!NET = 0, J{iJ!NAT = 0 (9.98) 
Since J{'I! is a basis matrix of Nt{[NEJ, NET]} the matrix [NEJ,NET] must have 
full column rank (as long as p - £ ::; p) or equivalently 
Cp[N EJ, NET] =I- 0 (9.99) 
where Cp(') denotes the ,o--th compound matrix [Mark. & Mink, 1964]. In order to 
find T, we have to solve (9.98) under the constraint (9.99). Note that the solution (if 
it exists) is generally parametric since the number of the unknowns in the equation 
(9.98) is greater to the number of equations. These parametric solutions yield the 
parametrisation of the solutions of the cover problem. The following definitions are 
necessary for the parametrisation of the solutions and they indicate the families of 
solutions into which we are going to partition the set of all the solutions. 
Definition 9.6.1 The set of solutions T with dim{T} = T and rank{[N EJ, NET]} = p 
will be referred to as S( T, p). o 
Definition 9.6.2 The set of solutions T of the cover problem with dim{T} = T will be 
referred to as S(T). 0 
Definition 9.6.3 The set of solutions T of the cover problem for given spaces :I and 
W will be referred to as S(:I, W). In the case of the partial cover problem, the family 
of the solutions will be referred to as S(:I). 0 
In order to find all S E S( T, p) we have to solve (9.98) and (9.99) for all possi-
ble J{. To this end, we parametrize J{ as follows: Since J{ has full row rank, then 
Ck(J{) =I- O. Thus, S( T, p) is obtained by solving (9.98)-(9.99) for each one of the fol-
lowing eMes: C.( i) oF 0, i = 1, ... , ( P ~ l ) where C.( i) is the ith entry of the vector 
Ck(J{). For each i we take a family S(T,p) of solutions of the cover problem. Clearly (Pkl) 
S( T) = U S( T, p). The above procedure yields all the solutions V = S El3 T where 
i=l 
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rank{N E[J, Tn = p. The next step is to find the solutions S(T, p + 1). In order to find 
all the subspaces T of dimension T, which constitute solutions to the cover problem, we 
repeat the above by increasing p up to Pm ax =min {p - I, j + T}. The next step is to 
increase T and repeat the above until T = n - j since then, S EB T = X. 
Summarizing we give the algorithm of searching for solutions of the cover problem 
in a pseudocode format 
for T := c.p to n - j do 
begin 
for p : = 1 to min {p - I, j + p} do 
begin 
fori := 1 to ( P ~ t ) 
begin 
solve J{lJ! NET = 0, J{\I! NAT = 0 with J{ such that Ck( i) i- 0 
i:=i+l 
end 
p=p+l 
end 
T:= T + 1 
end 
The initial value of T above is c.p, the total number of the n.z.r.m.i. and i.e.d. of 
R:r(s), since this is the lower bound for dim{T} (see proposition 9.3.4). If we consider 
the restriction pencil Rr( s) = sN ET - NAT in Kronecker canonical form, we may 
obtain the solution of the cover problem in a systematic way. The issue is discussed 
below. 
From proposition 9.5.4 we have that the cover problem may be always reduced to 
an appropriately defined cover problem where the restriction pencil sN E - N A does 
not have i.e.d. and thus sN E - N A has the form 
sNE-NA= [ (9.100) 
Let J and T be partioned according to the partitioning of sN E - N A i.e. 
(9.101) 
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where 
(9.102) 
then 
Al Al ~I TI J" T" J" 
" 
NE[J,T] = A( 
J" 
A( 
T" 
[ i, 
J, 
;; ] , NA[J,TI = ~( 
J" 
~i 
T" 
= [;; ;; ] (9.103) 
J, T, i, 1', 
where 
'i t i [ "; t; I h 2 Jt 
",1 , [i;,T.I = 'i t i [i;,1';] = 13 3 , [i"Tt ] = D;[Jj, Tt] . 
• j 
)11;-1 t~;_1 .j t~j )Uj 
(9.105) 
We distinguish two cases 
(i) NdNEJ} n .Nl{NAJ} = {OJ. This is the case where the restriction pencil 
sN EJ - N AJ does not have z.r.m.i. This case was considered in section 9.5. 
(ii) M{N EJ} nNdN AJ} = {w} f: {OJ. This is the case where the restriction pencil 
of the covering space .J EB T may have zero r .m.L This case will be discussed in 
this section. 
From (9.103) and (9.104) it is clear that the equation ](wN ET = 0 involves (p-l)r 
unknowns and rk equations. Since p - f > k it follows that the above homogeneous 
equation is always solvable. The solution T has r[(p - f) - k] free parameters (the 
free unknowns). Without loss of generality we may choose as free parameters the first 
r(p - e - k) entries of the matrix [1'[, TnT i.e. the entries of the first (p - l - k) rows 
of [1';, TJ]T. Next we consider the constraint (9.99) on the entries of T. We have 
Al 
J" 
Al 
T" 
Ai 
J" 
A( 
T" 
}#O (9.106) 
Jl TJ 
Consider the first p - e rows of N E(J, T) (see (9.103)). Since this matrix has r 
arbitrary columns we may always choose [1'[, TJf such that (9.106) is satisfied. The 
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next step is to solve the second of (9.98) such that the first of (9.98) is satisfied. If the 
solution does not contradict (9.106) we say that this solution gives the general form of 
the basis matrices of the family of subspaces Si(T,p). The following examples illustrate 
the method described above. 
Example 9.6.1 Consider the cover problem with c.m.i. of sN E - N A equal to El = 4, 
E2 = 2 and J = [1,-1,-1, 1,1,2]T. The pencil sNJ - NAJ has two z.r.m.i. and 
one nonzero r.m.i. , = 1. The pencil sN E - N A is assumed to be in the Kronecker 
canonical form. 
First we find the matrix \]i. 
W=[10 1 0] 
1 302 
Since R,7(s) has one n.z.r.m.L and no i.e.d., a lower bound of T =dim{T} is 1. Thus, 
we start from T = 1 and p =rank{[N J, NT]} = 2. We solve the equation 
w[N J, NT] = 0 
with respect to T. Since W N J = 0, the above is reduced to W NT = 0 or 
[ : o 1 3 0 =0 
This is a system of two equations and four unknowns. Choosing as free unknowns the 
entries tt and t2 we take the solution 
The matrix N E[J, T] is the following 
-tt - 3t2 
ts= --2--
1 tt 
NE[J,T] = -1 t2 
-1 t3 
1 ts 
It is clear that the above matrix has rank 2 if t1 =J. -t2' Continuing, we consider the 
equation N A[J, T] = 0 where the values of t3 and ts are determined from the solution 
of N E[J, T] = 0, Le. we have the equation 
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t2 [ : 0 1 ~] -tl =0 3 0 t4 
t6 
which has the solution 
The solution of the above does not contradict the condition tl =f -t2 and thus, the 
basis matrix for the covering subspace V is 
1 tl 
-1 t2 
V= -1 -tl 
1 -t2 
1 -tl-3tjl 2 
2 3tl-ta 2 
The above is a minimal solution. The uniqueness of this solution is examined next. 
Let V' be the basis matrix of another minimal solution then 
1 t' 1 
-1 t' 2 
V' = (J,T1 = -1 -t~ 
1 
-t2 
1 -ti -3ta 2 
2 3ti-ta 2 
Consider the equation V R = T'. This equation has the solution 
[ ]
-1 [ ] 1 tl t~ 
-1 t2 t2 
thus, the solution is unique. 
We proceed now to the solution of dimension 3. The matrix T has the form 
tll t12 
t21 t22 
t3l t32 
t41 t42 
tSI tS2 
t61 t62 
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First, we seek for solutions with p = 2. Applying the algorithm, we get the following 
solution 
1 tn tl2 
-1 t21 t22 
V' = [J, T'l = [J, Tt, T2l = -1 -tn -t12 
1 -t2l -t22 
1 -tl1-3t<l1 -t12-3t:l2 2 2 
2 3tl1-t21 3t12-t22 2 2 
As we have seen before, V = .J E9 T = V = .J E91i and thus this is the case of T = 1. 
The next step is to take p = 3. Then the basis matrix of Nd[N EJ, N ETl} has the 
form 
Then I< 'I! NET = 0 or 
tll tl2 
t21 t22 
=0 
t31 t32 
t51 tS2 
We assume that CJ( k) = [kl' k!] #- 0 thus we have to examine the cases kl ;f 0 and 
k2 #- O. When k2 #- 0 we have the equations 
(kl + k2)tn + 3k2t21 + klt31 + 2k2t41 - 0 
(kl + k2)t12 + 3k2t22 + klt32 + 2k2t42 - 0 
since k2 ;f 0, the solution is 
tSI -
-(kl + k2)tn - 3k2t 21 - klt31 
2k2 
-(kl + k2 )t12 - 3k2t22 - klt32 
2k2 
and t ll , t12 , t 21 , t 22 , t 31 , t32 are free parameters. Next we solve the equation I< 'I! NAT = 0 
and we get 
t61 -
-(kl + k2)t21 - 3k2t31 - klt41 
2k2 
-(kl + k2)t22 - 3k2t32 - klt42 
2k2 
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and the general form for the basis matrix of the covering space is 
1 tn t12 
-1 t21 t22 
-1 t31 t22 
1 t41 t42 
1 -{kl +k2)tl1-3k2t21-kl t31 -{kl +k2)tI2-3k2tn-kl t32 2k2 2k'l 
2 -{kl +k2)t21-3k2t31-kl t41 -!kl +k2)t22-3k2b2-kl t42 2k2 2k2 
The condition for p = 3 is 
1 tn t12 
C3 { 
-1 t21 t22 }#O 
-1 t31 t22 
1 -{kl +k2)t11-3k2t21-kl t31 -{kl +k2)t12-3k2fn-kt t32 2k2 2k2 
may be always satisfied by appropriate selection of the free parameters. In order to find 
all the solutions of all dimensions we may proceed according to the algorithm presented 
above. 
Example 9.6.2 In this example we consider the case where the given system is not 
reachable. The canonical form of the state-input restriction pencil is 
s -1 0 
sNE - NA = 
o s -1 
s-2 -1 
o s-2 
and the basis matrix of J is J = [1, 1, -1, 1, 2V (expressed in the same coordinate 
system as the canonical form of the input-state restriction pencil). The restriction 
pencil R.1( s) has two z.r.m.i. and one n.z.r.m.i. We are going to solve the cover problem 
only for the case T = 1, p = 2 and therefore, T = [tll t2, t 3, t 4 ) ts]T. \Ve have 
w = [-6 4 0 1] 
-5 4 1 0 
Then the equation W N ET = 0 yields 
tl 
t2 
T= h 
5t1 - 4t2 
6t1 - 4t2 
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The matrix N E[J, T] has the form 
NE[J,T] = 
1 tl 
1 t2 
1 5tl - 4t2 
2 6tl - 4t2 
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If we choose t l , t2 appropriately we may have p = 2. The equation \II NAT = 0 together 
with \II NET = 0 gives 
T= 
tl 
i!l. 
3 
~ 
3 
~ 
3 
lli 
3 
The covering space is unique and has a basis matrix of the form 
1 tl 
1 lli 3 
V = [J,T] = -1 ~ 3 
1 .=b. 3 
2 lli 3 
9.7 The overall cover problem 
The overall cover problem arises in the case where W C X. In this section it is shown 
that the solvability condition is the following [Wonh., 1979). 
Proposition 9.7.1 The overall cover problem is solvable if and only if.J S;; V·, where 
V· is the maximal (A, E, B)-invariant subspace contained in W. 0 
Note that V* is uniquely defined [Wonh., 1979]. 
The solution procedure is similar to the solution of the partial cover problem. Since 
.J £;;; V* it follows that 
J= V*J (9.107) 
where V* is a basis matrix of V* and J is a v* x j (v* = dim{V*}), expressing the linear 
dependence of the basis vectors of .J with respect to the basis vectors of V*. Then, the 
restriction pencil of .J may be written in the form 
sNEJ - NAJ = (sNV* - NAV*)] (9.108) 
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The (A, E, B)-invariance condition according to lemma 9.3.2 is 
Im{[NEV*j,NEV*tn 2 Im{[NAV*j,NAV*tn (9.109) 
where T = V*T. 
The overall cover problem may be reduced to an appropriate partial cover problem 
as it is shown below. 
Proposition 9.7.2 Let V be a solution of the overall cover problem defined by the 
system SeE, A, B) and the subspaces :J and W. Then, there exists a state-space system 
S(A', B') and a subspace j such that V is a solution of the partial cover problem defined 
by SeA', B') and J. 
Proof: The restriction pencil Rv.(s) = sNEV* - NAV* may have only f.e.d., c.m.L 
and possibly z.r.m.i. since V* is (A, E, B)-invariant subspace. Thus, if we consider 
Rv.(s) in Kronecker form we may find a regular state-space system S(A',B') with Rvo 
the input-state restriction pencil as follows: If 
Rv.(s) = [ L~(s) ] 
DJ(s) (9.110) 
then the state-space system SeA', B') where, 
A' = [All 0 ], B' = [ BI ] 
o A22 0 
(9.111) 
with (An, Bd controllable in Luenberger canonical form, with controllability indices 
equal to the c.m.L of Rv. plus one and (sI - A 22 ) = DJ(s). The above system is 
uncontrollable with input decoupling zero structure identical to the f.e.d. structure of 
D J (s ). If N' is a left annihilator of BI then 
Rv.(s) = sN' - N' A' 
and the result follows. o 
We continue with some properties of the solutions of the cover problem. 
Proposition 9.7.3 If T is a solution to the cover problem (partial or overall) then 
rank{sN E[J, T] - N A[J, Tn = rankiN E[J, Tn (9.112) 
Proof: Since T is a solution to the cover problem, sN E[J, T] - N A[J, T] has no Le.d. 
and the result follows. 0 
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Proposition 9.7.4 Let T be a solution of the cover problem with T = dim{T}. Then 
if 
rank{sNE[J,T] - NA[J,T]} - rank{sNEJ - NAJ} = T (9.113) 
the sets of the f.e.d. of the original pencil divides the set of the f.e.d. of the augmented 
pencil. 
Proof: We have that 
rank{sN EJ - N AJ} = n -£- #r.m.L of sN EJ - N AJ = PI (9.114) 
Then if (9.114) holds it follows that every column of sN ET - NAT is linearly indepen-
dent from the previous columns. The result follows from proposition 9.3.1 o 
The class of the (A, E, B)-invariant subspaces covering .J may include reachability 
subspaces, i.e. (A, B)-invariant subspaces with restriction pencil characterised only by 
c.m.i. [Jaf. & Kar., 1981]. 
Proposition 9.7.5 Let T be a solution to the standard cover problem. Then 
(i) if P < j + T, the subspace V = .J + T is an (A, E, B)-invariant subspace which 
contains reachability subspaces. 
(ii) if P = j + T, the subspace V - .J + T zs a coasting subspace where p -
rank{[N EJ, NET]). 
Proof: Let p = rank{[N EJ, NET]}. Then, since V is (A, E, B)-invariant subspace, it 
follows that p = rank{sN E[J, T] - N A[J, Tn. If p < j +T, then the pencil sN E[J, T]-
N A[J, T] has nonzero right null space and the result (i) follows. 
If p = j + T then the right null space is the zero space and the restriction pencil may 
have only f.e.d. and possibly z.r.m.i. which proves (ii). 0 
Since the controllability subspaces are (A, B)-invariant subspaces intersecting 
Im{B} we have the following. 
Corollary 9.7.1 If p < j + T then V n Im{B} # O. o 
9.8 The extended cover problems 
In this section we consider the problem of covering a given subspace .J c X such 
that the covering space has finite as well as infinite spectrum. This type of spaces 
will be referred to as infinite spectrum spaces. The almost (A, B)-invariant subspace 
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[Wil., 1981] is a typical example of infinite spectrum space [Jaf. & Kar., 1981]. The 
treatment of the extended cover problem is similar to the standard problem. The 
approach is based on the matrix pencil characterisation of subspaces displayed in Table 
1. As it is expected, the extended cover problem may be tackled by using arguments 
of duality (see [Cant., 1959]) between the finite and infinite elementary divisors of the 
restriction pencil. A important preliminary result which is important for the solution 
of the extended cover problems is the following: 
Proposition 9.8.1 The pencils sF - G and (s - c)F - G have the same sets of r.m.i., 
c.m.i., and i.e.d .. If sF - G has a f.e.d. of the form (s - a)q then the corresponding 
f.e.d. of(s-c)F-G is (s-(a+c))q. 
Proof: The proof may be readily obtained from the Kronecker form of sF - G. 0 
We proceed now to the extended cover problem. Our aim is to find the general 
form of the basis matrix T of T such that the pencil sN E[J, T] - N A[ J, T] has f.e.d., 
Le.d., c.m.L and possibly n.z.r.m.i .. We consider first the partial case Le. W = X. In 
order to reduce the extended problem to the standard problem we present the following 
proposition: 
Proposition 9.8.2 The matrix pencil sF - G has no nonzero r.m.i. if and only if the 
pencil F - 5(cF + G), -c <t <J>(F, G) has only f.e.d., c.m.i. and possibly zero r.m.i., 
where <J>(F, G) denotes the spectrum of sF - G. 
Proof: From proposition 9.8.1 we have that the pencils sF - G and (s - c)F - G have 
the same sets of i.e.d., c.m.L, r.m.L and if a is a f.e.d. of sF - G then a + c is a f.e.d. of 
(s - c)F - G. Consider now the Kronecker form of sF - G. For the sake of simplicity 
we assume that it has one f.e.d. (s - a)2, one i.e.d. 52 and one c.m.i. e = 2 i.e. 
-
s -1 0 
0 s -1 
sF-G= 
-1 s 
0 -1 
(9.115) 
s-a -1 
0 s-a 
then 
s-c -1 0 
0 s-c -1 
(s - c)F - G = -1 s-c 
0 -1 (9.116) 
s-(c+a) -1 
0 s-(c+a) 
-
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The "dual" of the above is 
1- sc -s 0 
0 1- SC A -8 
F-s(cF+G) = -s 1- SC 
0 A -8 
l-s(c+o) -05 
0 l-05(c+a) 
(9.117) 
Clearly, the above pencil has one c.m.L e = 2, one O-e.d., S2, corresponding to the Le.d. 
of sF - G and one f.e.d. (8 - (c + 0)-1)2 corresponding to the f.e.d. (8 - 0)2. Notice 
that the above pencil may not have i.e.d. since -c ft <I>(F, G). Thus there is an 1-1 
mapping between the invariants of the pencils sF - G and F - s( cF + G). The result 
may be readily generalised to the case of a general pencil. 0 
Applying the above results to the matrix pencil formulated extended cover problem 
we readily take the following: 
Proposition 9.8.3 The restriction pencil Rv( s) =sN EV - N AV does not have nonzero 
r. m. i. and O-e.d. if and only if the dual restriction pencil Rv( s) =N EV - sN AV has 
no nonzero r. m. i. and i. e. d.. 0 
We may readily apply the above proposition to obtain a subset of the solutions of the 
extended cover problem as follows: Consider the "dual" state-input restriction pencil 
R(s) = N E - sN A and find the subspaces V = :r E9 T such that 
Rv(s) = NEV - sNAV = -(sNAV - NEV) (9.118) 
has no i.e.d. and n.z.r.m.i.. The problem is essentially the standard cover problem 
for the system S(A, E, B) and may be solved by following the method of section 9.6. 
The original restriction pencil Rv(s) = sNEV - NAV may have f.e.d., c.m.i., z.r.m.i. 
but no O-e.d.. Thus, the solution of the cover problem defined by (9.118) yields all 
the solutions of the extended cover problem except those corresponding to subspaces V 
with spectrum including O-e.d .. 
In order to find the solutions with spectrum including O-e.d. we consider the fol-
lowing restriction pencil 
R(s) = NEV - s(cNEV - NAV) = NEV - sN(cE + A)V (9.119) 
where -c ft <I>(R(s)) and solve the standard cover problem for the system S(cE + 
A, E, B). The solutions of the cover problem defined by (9.119) provide all the solutions 
9.9 Polynomials and Groebner basis 230 
except those with spectrum including f.e.d. of the form (s - c)q. Thus, in order to 
ensure that we have taken all the solutions it is necessary to solve two standard cover 
problems:The problem defined by the system S( -A, E, B) and the subspace.1 and the 
problem defined by S( cE - A, E, B) and .J. 
As far as the overall extended cover problem is concerned, we have the analogous to 
the standard cover problem condition of solvability. 
Proposition 9.8.4 The overall extended cover problem is solvable if and only if .1 ~ 
V~ where V~ is the maximal finite-infinite spectrum subspace contained in W. 0 
An alternative approach to the cover problem using algebraic tools is considered 
next. The approach is based on the solvability of multilinear systems of equations using 
the theory of Groebner basis. 
9.9 Polynomials and Groebner basis 
In this section we give a brief background material about the multidimensional poly-
nomials and the use of the Groebner Basis in the solution of polynomial equations in 
order to provide the appropriate mathematical tools for the next section, where the 
cover problem is formulated as a problem of solution of a system of multilinear equa-
tions. A detailed analysis of the Groebner Basis technique may be found in textbooks 
of computational algebraic geometry [Cox, Lit. & O'S., 1992]. 
Definition 9.9.1 Let h, ... ,fp be polynomials in n[Sb S2, ... ,Sq]. The the set of q-
tuples defined by 
V(h, .. ·, fp) = 
{(al,'" ,aq) E n q : fi(al,'" ,aq) = 0, i = 1, ... ,p} 
is called the affine variety defined by h, ... , fp. 
(9.120) 
o 
Now, it is clear that the affine variety V(h, ... ,fp) is the set of all the solutions of 
the system of equations fl = h = ... = fp = o. 
Proposition 9.9.1 [Cox, Lit. & O'S., 1992] Let the set of polynomials h, ... , fp be a 
basis of an ideal in n[St,S2, ... ,Sq]. If gt, ... ,gr is another basis of the same ideal we 
have that 
(9.121) 
o 
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From the above we see that given a system of polynomial equations, we are free to 
use another system of equations, generating the same ideal, in order to find the solution 
(the affine variety corresponding to the system of equations). 
A polynomial of one variable is a sum of monomials. The leading term is the term 
corresponding to the monomial with the higher degree and the ordering of the terms is 
obvious. In the case of polynomials in several variables, the ordering of the terms is not 
that obvious. A polynomial in several variables is the sum of monomials of the form 
S~1 S~2 ••• s;p. The ordering of the monomials is determined by the p-tuple (al,' .. , ap)' 
The formal definition of the monomial ordering is the following: 
Definition 9.9.2 [Cox, Lit. & O'S., 1992] A monomial ordering on 'R[st, ... , sp] zs 
any relation> on the set of polynomials of the form S~l S~2 ••• s;P, ai ~ 0, satisfying 
(i) > is a total ordering on Z~o 
(ii) if (al, ... ,ap) > (bI, ... ,bp) then (aI, ... ,ap) + (cI, ... ,cp ) > (bI, ... ,bp)+ 
(cI, ... , cp ) 
(iii) Every subset of Z~o has a smallest element. o 
A special type of ordering is the lexicographic ordering defined as follows: 
Definition 9.9.3 Let a = (at, ... , ap), (bI, ... , bp) E Z~o' We say a >lex b if the 
vector a - b has its leftmost entry positive. Consider two monomials S~1 8;2 ... s:P and 
b1 b2 bp txT '11 th t al a2 ap bl b2 bp f ( ) 8 1 8 2 ... 8 p . t've wz say a 8 1 82 ... 8p >'ex, 8 1 8 2 ••• 8p Z a = at, ••. , ap >lex 
(bI, ... , bp). 0 
The lexicographic ordering plays an important role on the solution of systems of 
polynomial equations. Given a monomial ordering we may define the leading term of 
a polynomial as the greatest term corresponding to the ordering. Once a monomial 
ordering is chosen, every polynomial f has a unique leading term denoted by LT(J). 
Consider now an ideal I and a given monomial ordering. Let LT(I) denote the set of 
leading terms of elements of I. This set is a set of monomials. The ideal generated by 
the elements of LT(I) is denoted by (LT(I)). We may now give the definition of the 
Groebner basis. 
Definition 9.9.4 [Cox, Lit. & O'S., 1992] Consider an ideal I, a finite subset g = 
91, ... ,9t of I and fix a monomial ordering. We say that g is a Groebner Basis of the 
ideal I if 
(LT(gt), ... , LT(gt)) = (LT(I)) 
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o 
Note that every nonzero ideal has a Groebner Basis. 
The Groebner basis of an ideal is not unique. There is a special form of Groebner Ba-
sis, the Reduced Groebner Basis which is unique. An algorithm for finding the Groebner 
Basis of an ideal is the Buchberger's algorithm. [Buch., 1985], [Cox, Lit. & O'S., 1992]. 
The use of the Groebner Basis to the solution of a systems of polynomial equations 
is discussed below. Consider the system defined by the equations 
It = 12 = ... = Ip = 0 
The polynomials II! 12, ... , Ip generate an ideal T. Now, let 9 be the Groebner Basis of 
T. From proposition 9.9.1 it follows that the solutions of the given system of equations 
and the solutions of the system of equations defined by the polynomials of the Groebner 
basis are the same. When we use lexicographic monomial ordering, the use of the 
Groebner Basis, simplifies the solution considerably, because the equations we get have 
a nice form where some of the variables are eliminated from the equations in such a 
way that we may solve the system using the technique of "back-substitution" in a way 
similar to the well known Gauss elimination procedure for linear systems. An example 
of the Groebner basis technique is the following: 
Example 9.9.1 [Cox, Lit. & O'S., 1992] Consider the system of equations 
8~ + 82 + 83-1 - 0 
81 + 822 + 83 - 1 - 0 
81 + 82 + 8~ - 1 - 0 
A Groebner basis for the ideal generated by the left hand side polynomials is the 
following 
gl 
- 81 + 82 + 8~-1 
2 2 g2 
-
8 2 - 82 - 8 3 + 83 
g3 - 2 2 4 2 8283 + 8 3 - 83 
g4 
-
86 _ 484 + 483 _ 8 2 3 333 
The system of equations that gives the same set of solutions to the original system, 
IS 
gl - 0 
g2 - 0 
g3 - 0 
g4 - 0 
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The polynomial 94 has one variable. Thus solving 94 with respect to S3 and sub-
stituting the roots to 93 = 0 we get an equation with respect to S2. Continuing this 
procedure of "back-substitution" we obtain all the solutions of the original system of 
equations. 
The Groebner Basis technique is proven to be the appropriate tool for the parametric 
solution of the cover problem as it is shown in the next section. 
9.10 The solution of the cover problem via Groeb-
ner basis 
In this section an alternative method for the solution of the cover problem is proposed. 
This method is based on the matrix pencil formulation of the problem but differs from 
the method of section 9.6 in the final stage of the solution. The matrix pencil formulated 
problem may be further formulated as a problem of solution of multilinear equations. 
We are going to apply the method only to the standard cover problem for state-space 
systems, since the method is similar for the other cases. 
From lemma 9.3.2 we have that [sF - G, sF - G] has no i.e.d. and n.z.r.m.i. if and 
only if 
Im{[F, F]} d Im{[G, O]} (9.122) 
Where F = N J, F = NT, G = N AJ, (j = NAT. Thus, (9.122) may be written 
Im{[N J, NT]) 2 Im{[N AJ, NAT]} (9.123) 
or equivalently 
rank{[N J, NT, N AJ, NAT]} = rank{[N J, NT]} (9.124) 
Let rank{[N J, NT]} = p. Then (9.124) nay be written in terms of compound matrices 
as follows 
CP+1 {[N J, NT, N AJ, NAT]} = 0 (9.125) 
Note that p :5 n -l, since N has n -l rows. The procedure of the solution of the cover 
problem is described below. 
Since matrix T represents a basis of the subspace T, it must have full column rank. 
Let T be the number of the columns of T. Then 
(9.126) 
Now, in order to ensure that :J n T = 0 we must have 
(9.127) 
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where j = dim{3}. From proposition 9.3.4 we have that if <p is the total number of 
i.e.d. and n.z.r.m.i. of the restriction pencil sN J - N AJ, then the dimension T of a 
subspace T solving the cover problem must satisfy the condition 
(9.128) 
Now, starting from T = <p, we consider the case where p = j + 1. Then, the condition 
rank{[N J, NT]} = p is equivalent to 
Cp{[N J, NT]} i: 0 and CP+1 {[N J, NT]} = 0 (9.129) 
Next, we solve (9.124) with respect to T. We say that there exists a solution of dimension 
T to the cover problem if the solution of (9.124) does not contradict (9.125),(9.126) and 
(9.129). In order to find all the subs paces of dimension T which solve the cover problem, 
we repeat the above, increasing p up to P = min {n - l, j + T}. The next step is to 
increase T and repeat the procedure until T = n - j, since then 3 E9 T = X. 
Summarising, the procedure for the derivation of all the solutions of the partial cover 
problem consists in solving the following equations 
Cp{[N J, NT]} f. 0 
Cp+1 {[N J, NT]} = 0 
CP+1 {[N J, NT, N AJ, NAT]} = 0 
C,.{T} i: 0 
Cj+T {[ J, T]} i= 0 
(9.130) 
(9.131) 
(9.132) 
(9.133) 
(9.134) 
for p = 1, ... , min { n -l, j + T}, T = <p + 1, ... , n - j, with respect to T. The above may 
be considered as a homogeneous system of polynomial equations in several variables. 
The indeterminates of the polynomials are the entries of the matrix T. The solution 
of the above systems is obtained via the Groebner Basis technique described in the 
previous section. 
For the overall cover problem 3 eWe X we have 
sNJ - NAJ = (sNV* - NAV*)J (9.135) 
The (A, B)-invariance condition according to lemma 9.3.2 is 
Im{[NV*J,NV*T]};2 Im{[NAV*J,NAV*T]} (9.136) 
where T = V*T. The algorithm of the solution procedure is the same as in the case of 
the partial cover problem, i.e. solve the system of equations 
(9.137) 
9.10 The solution of the cover problem via Groebner basis 
Cp+d[NV*J,NV*T]} = 0 
Cp+1 {[NV* J, NV*'!', N AV* J, N AV*T]} = 0 
CT{T} =I 0 
Cj+T{[J, Tn =I 0 
for p = 1, ... , min {n - f, j + T}, T = t..p + 1, ... , v* - j, with respect to T. 
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(9.138) 
(9.139) 
(9.140) 
(9.141) 
Remark 9.10.1 The method described above gives a complete parametrisation of the 
(A, B)-invariant subspaces V = oJ E9 T. The equations (9.130)-(9.134) and (9.137)-
(9.141) may have more than one set of solutions. Every set gives the parametric expres-
sions of the basis matrices of T. 0 
Next we give an example to illustrate our method. 
Example 9.10.1 [Ant., 1983] Consider the system S(A, B) with controllability in-
dices 0"1 = 4 and 0"2 = 2. The subspace oJ to be covered has a basis matrix J = 
[1, -1, -1, 1, 1, 2]T. The Kronecker canonical form of the restriction pencil of oJ is 
[0,0, s, -1]T i.e. oJ is a r.m.i. subspace, with two z.r.m.i. and one n.z.r.m.i. 71 = 1. 
According to the algorithm presented we start with T = 1 and p = 2. Let T = 
[t11' t 21 , t31 , t41 , i5!, i61]T. Consider the equation 
(9.142) 
The above is equivalent to 
t11 + i21 - 0 
tll + t31 - 0 
-ill + t51 - 0 
i21 - hI - 0 
-i21 - iSl - 0 
-i31 - t51 - 0 
The Groebner Basis of the ideal generated from the left-hand side polynomials of 
the above equations is the following 
gl - -i31 - tSl 
g2 - -i21 - i51 
g3 - -ill + iSl 
9.10 The solution of the cover problem via Groebner basis 
Thus, the solutions of (9.142) are 
tn - tSI 
t21 - -tSI 
t31 - -tSI 
Therefore (9.130) is satisfied if any of the following holds true 
tn "1= tSI 
t21 "1= -tSI 
t31 "1= -tS1 
The next step is to solve (9.132) i.e. 
C3 {[N J, NT, N AJ, NAT]} = 0 
or equivalently to solve the system 
tn + 2t31 = 0 
t~l - tu t 31 - t21 t 31 - t~1 + t11t41 + t21t41 = 0 
-2t21t21 - 2t41 = 0 
t~1 - tut 31 + t21 t 31 - t~1 - t11t41 + t21t41 = 0 
t11 + 3t21 + 2t51 = 0 
-t~l + tu t 31 - t21tSl - t31 t 51 + t11 t 61 + t21 t 61 = 0 
-t21 - 3t31 - 2t61 = 0 
2t~1 - 2tu t31 + t21 t51 - t31 tSI - t11 t61 + t21 t61 = 0 
3t11 + 3t31 = 0 
-t21t 31 + t11t41 - t21ts1 - t41 t 51 + t11 t 61 + t31t61 = 0 
-3t21 - 3t41 = 0 
2t21 t 31 - 2t11t41 - t21ts1 - t41tS1 + t11 t 61 + t31t61 = 0 
3t21 - t31 + 2tS1 = 0 
-t~l + t21 t41 - t31 t51 + t41 tS1 + t21 t61 - t31 t61 = 0 
-
3t31 + t41 - 2t61 = 0 
t~l - 2t21t41 - t31ts1 - t41 t 51 + t21 t 61 + t31t61 = 0 
The corresponding Groebner basis is 
236 
(9.143) 
9.10 The solution of the cover problem via Groebner basis 
It - -5t41 + 3tSl + t6I 
12 - 5t2I + 3tSI + t61 
h - -5t 31 + tSI - 3t 61 
h - -5tn - tSI + 3t 61 
which leads to the following parametric set of solutions 
3tn - t21 -tn - 3t 21 t61 = , tSI = , t41 = -t2h t31 = -tn 2 2 
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The parameters tn and t21 are free and they may be chosen arbitrarily. The basis 
matrix of the subspace T has the following form 
T= 
-tIl -3t21 
2 
3t'l-t21 
2 
Now, choosing tn = t21 = -1 we get the basis matrix of a covering space 
V= 
The corresponding restriction pencil is 
sNV-NAV=s 
1 -1 
-1 -1 
-1 1 
1 1 
1 2 
2 -1 
1 -1 
-1 -1 
-1 1 
1 2 
-1 -1 
-1 1 
1 1 
2 -1 
The above pencil has two z.r.m.i., two f.e.d at s=j and s=-j and has no i.e.d., i.e. V 
is a fixed spectrum (A, B)-invariant subspace. 
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9.11 Conclusions 
In this chapter, the generalised dynamic cover problem has been considered. A matrix 
pencil method has been developed for the determination of all the solutions of the cover 
problem. It has been shown shown that the matrix pencil approach is the natural tool 
for the solution of the problem, since the nature of the subspaces of the state-space X 
is closely related to the type of the Kronecker invariants of the restriction pencil Rv (s ). 
The unification of the cover problems for state-space and general descriptor systems 
has been established and it has been shown that the restriction pencil-based methods 
allow the same treatment of both state-space and descriptor systems. 
It has also been shown that the extended cover problems (the problems concerning 
subspaces with finite and infinite spectrum) may be reduced to standard cover problems 
in a straightforward manner. 
Finally, an alternative method based on the solution of systems of multilinear equa-
tions has been developed where the use of Groebner basis theory was made. 
An issue, which is a topic of future research, is the determination of the possible 
spectra of the solutions of the cover problem. This is the problem of choosing appro-
priately the parameters of the general forms of the basis matrices of the solutions such 
that the covering spaces have a desired spectrum. 
Chapter 10 
CONCLUSIONS 
FURTHER RESEARCH 
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Conclusions-Further Research 
In this thesis several problems from the framework of implicit systems have been studied 
and solved. The orientation of the work was towards the generalisation of some prob-
lems and results from the classical state-space and transfer function systems. Although 
the mathematical representations of implicit systems may be considered as direct ex-
tensions of transfer function of state-space systems we must be careful in proceeding 
to generalisations. The reason for this, is that in the case of implicit systems we have 
several definitions of the term "system" and "system equivalence". In this thesis the 
types of equivalence considered are transfer, external and A-external equivalence. The 
problems considered in this thesis are: The problem of realisation of nonproper transfer 
functions in singular system form, and the closely related problem of canonical forms 
for singular systems with outputs under restricted system equivalence. The problem of 
realisation of autoregressive systems has been considered in the framework of external 
equivalence. A problem considered under both external and A-external equivalence, is 
the model matching for implicit systems. Finally the cover and extended cover problems 
for implicit systems have been formulated and solved under the matrix pencil frame-
work. The contribution of the thesis and the related topics for further research are 
discussed below. 
In Chapter 4 the problem of realisation of a non proper transfer function has been 
considered. First, the realisation was obtained by using the old technique of splitting the 
system into fast and slow subsystems and our attention was focused on the realisation 
of the polynomial part of the transfer function. Two new methods for obtaining this 
realisation (column and row) have been described. Next, a new proof has been given 
for the relation of the extended MacMillan degree of the composite matrix of a coprime 
and column reduced MFD of the transfer function and the dimensions of a minimal 
realisation. The main contribution of this thesis here, is the new realisation method 
from a given MFD. The proposed method treats finite and infinite frequencies in a 
unified way and does not require splitting of the system into fast and slow parts, or 
use of any transformation mapping infinity to a finite point. It has been shown, that 
if the MFD is coprime and column reduced i.e., if the corresponding composite matrix 
is a minimal basis of its column span, then the realisation is minimal. This result 
provides a complete generalisation of the results for strictly proper systems. The form 
of the obtained realisation allows us to distinguish directly the proper and non proper 
controllability indices of the system. The relation between the Forney order of the MFD 
and the dimensions of the minimal system was also verified. 
In Chapter 5, new canonical forms for singular systems have been obtained. These 
are canonical forms under restricted system equivalence for minimal singular systems 
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with and without outputs. For systems without outputs the transformations leading 
to the canonical form have been described in detail and it has been shown that the 
canonical form is directly related to the echelon canonical form of a coprime and column 
reduced composite matrix of an MFD of the transfer function of the system. The 
canonical form has a block-companion form which is an extension of the Popov canonical 
form for state-space systems. The results of Popov and Forney relating minimal bases 
and realisations of state-space systems are completely extended to the case of singular 
systems. For systems without outputs, Popov type canonical forms have been obtained 
for systems with all the reachability indices equal. For the general case a semi canonical 
form has been found. The Popov type canonical form for singular systems without 
outputs in the general case is the subject of current research. Another useful result 
obtained is the derivation of the general form of the stabilizer of the canonical form of 
a pencil having only c.m.i.. 
Chapter 6 provides an alternative realisation of autoregressive systems under ex-
ternal equivalence. The realisations obtained are of descriptor (with and without 
feedthrough term) and pencil form and such realisations may be obtained by inspection 
from the matrix of the autoregressive system. Another result that has been produced 
in this Chapter is the generalisation of the observability indices to the case of descriptor 
behavioural systems. It has been shown that the row degrees of the matrix of the au-
toregressive system are equal to the r.m.L of the observability pencil of the descriptor 
system. Furthermore, it was shown that these row degrees are also equal to the r.m.L 
of the pencil realisation. The canonical realisation and canonical forms for nons quare 
descriptor and pencil realisations are topics of further research. 
In Chapter 7 a design problem in the implicit systems framework has been con-
sidered which is the problem of model matching. This problem is an extension of the 
transfer function case to the framework of external and A-external behavioural systems. 
The contribution of this Chapter is that it has provided necessary as well as sufficient 
conditions for the existence of behavioural systems such that when they are intercon-
nected to a given system the resulting system has a desired behaviour. The sufficiency 
of the conditions has been established for special types of systems satisfying certain 
conditions. It has been shown that the model matching problem under A-external 
equivalence coincides with the problem under transfer equivalence. The derivation of 
necessary and sufficient conditions for the general case of behavioural systems is the 
subject of current research. Another subject of future research is the derivation of solu-
tions of minimal MacMillan degree, such that the problem is considered in accordance 
to the problem for strictly proper transfer functions. Note that this Chapter is a first 
attempt to generalise the input-output control problems to the framework of implicit 
systems without transfer function. 
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In Chapters 8 and 9 the generalised dynamic cover problem has been considered. 
First (Chapter 8), a brief description of the control problems motivating the study of 
the cover problems has been given. Apart form the existing formulations of state-
space problems as cover problems it has been" shown that the problem of observer of 
linear functionals for implicit systems may be formulated as an appropriately defined 
extended dynamic cover problem. Furthermore it has been shown that the family of 
Model Projection Problems give rise to problems of the cover type. In Chapter 9 
the cover problem has been formulated as a Matrix Pencil Augmentation-Realisation 
problem using the characterisation of the (A, B)-invariant subspaces via matrix pencils. 
The contribution of this Chapter may be summarised as follows: First the generalised 
cover problem has been extended to the case where the covering spaces are subspaces 
with infinite spectrum. The solution of this extended version of the problem has been 
obtained by a slight modification of the solution of the standard problem. Second, the 
matrix pencil approach allowed the unification of the cover problem for state-space 
and nonsquare descriptor systems. Note that in the case of descriptor system (A, B)-
invariance is replaced by (A, E, B)-invariance. The matrix pencil approach to the cover 
problem has the advantage over other approaches that the solution is reduced to the 
solution of linear systems of equations and the parametric solutions of these yield a 
complete parametrisation of the solutions of the cover problem. In the last section of 
Chapter 9 the matrix pencil formulated cover problem was reduced to the problem of 
solving a system of multilinear equations. The appropriate tool for this approach is the 
Groebner basis. 
Although the cover problem has been solved entirely, in the sense that a method 
for finding all the (A, B) or (A, E, B)-invariant spaces containing a given subspace and 
contained in another, there is an additional requirement encountered in many control 
problems. This is the requirement of stability of the spectrum of the solutions of the 
cover problem. Although sometimes we may choose (from the family of the solutions) 
some solutions with stable spectrum, in general we do not have a criterion for the 
characterisation of the families with stable spectra spaces. This characterisation is the 
topic for further research. Another topic for research is the exploration of the nature of 
the affine varieties arising from the multilinear formulation of the cover problem, which 
is linked to the Groebner basis approach of the problem. 
NOTATION-ABBREVIATIONS 
-~,C 
- ~(s) 
- ~[s] 
- ~pr(S) 
- ~[81,' •• ,8n ] 
_ ~mXn[8] 
_ ~mXn(8) 
- Z~O 
-v 
- V(fJ,'" ,fp) 
- >lex 
- LT(I) 
- (LT(I)) 
- dim{·} 
- Ker{·} 
- Im{-} 
- M{·} 
- det{·} 
- deg{.}, 8{·} 
- 8M {·} 
- 8M{·} 
- 8M{·} 
- 8oo {'} 
- 8F 
- Poo 
- Jri (>.i) 
- A-I 
- a/b 
- S(A,B,C,D) 
- S(E,A,B,C,D) 
-(A/B) 
-N 
- Bt 
- RV(8) 
- Cp {'} 
- S(·, .), S(·) 
: fields of real, complex numbers 
: field of rational functions is 8 with real coefficients 
: ring of polynomials in 8 with real coefficients 
: ring of proper rational functions 
: the set of polynomials in the variables 81, ••• , 8 n 
: the set of n x n polynomial matrices 
: the set of n x n rational matrices 
: the set of ordered n-tuples of natural numbers 
: denotes a vector space over the field of real numbers 
: affine variety defined by the polynomials II, ... , fp 
: lexicographical ordering 
: The set of leading terms of a polynomial ideal I 
: the ideal generated by LT(I) 
: dimension of a vector space 
: kernel, right null space 
: lmage 
: left null space 
: determinant 
: degree 
: MacMillan degree of a rational matrix 
: MacMillan degree of a rational matrix at infinity 
: extended MacMillan degree of a rational matrix 
: valuation at infinity of a rational matrix 
: Forney dynamical order 
: index at infinity 
: Jordan block with eigenvalue with algebraic multiplicity ri 
: inverse image of the operator A 
: a divides b 
: equations of a state-space system 
: equations of a descriptor system 
: the controllable subspace of the pair (A, B) 
: left annihilator of B 
: left inverse of B 
: V-restricted pencil 8N EV - N A V 
: the p-th compound matrix 
: subfamilies of the solution of the cover problem 
- Siab(.) 
- c.m.i. 
- f.e.d. 
- i.e.d. 
- n.z.r.m.i 
- r.m.i. 
- z.r.m.i. 
-AR 
-ARMA 
- CEMPP 
- KSAP 
- KSTP 
-MFD 
-MPAP 
-MPP 
-MPRP 
-MPTP 
-PMD 
- RKSTP 
: the stabiliser 
: column minimal index 
: finite elementary divisor 
: infinite elementary divisor 
: non-zero row minimal index 
: row minimal index 
: zero row minimal index 
: autoregressive (representation) 
autoregressive moving average (representation) 
: constant external model projection problem 
: Kronecker structure assignment problem 
: Kronecker structure transformation problem 
: matrix fraction description 
: matrix pencil augmentation problem 
: model projection problems 
: matrix pencil realisation problem 
: matrix pencil transformation problem 
: polynomial matrix description 
: restricted KSTP 
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