Image segmentation is first and very important step in image analysis. The main idea of image segmentation is to simplify and change image into easier and meaningful form to analyze. Image segmentation is process, which locate objects in image. Many segmentation algorithms have been created for different applications. The algorithms are used in traffic applications, army applications, web applications, medical applications, studying and many others. In present time, do not exist restful objective methods to evaluate segmentation algorithms. This paper presents evaluation criterion based on measurement of precision of boundary segmentation. Moreover, the automatic segmentation algorithms in comparison with human segmentation results were tested. Four most used image segmentation algorithms, namely, Efficient graph based, K-means, Mean shift and Belief propagation are compared by designed criterion. The criterion computes three evaluation parameters like precision, recall and F 1 and the results are presented in the tables and graphs at the end of the paper.
INTRODUCTION
In computer vision, the term image segmentation presents process of partitioning an image into regions (segments) that cover it. The goal for the regions is to represent meaningful areas of the image [1] .
The result of image segmentation is a set of regions that collectively cover the entire image, or a set of contours extracted from the image. Pixels in the regions are similar or different with respect to some characteristic or features, such a color, intensity, or texture. Pixels in similar regions have resembling attributes and pixels in adjacent regions have different attributes [3] .
Image segmentation is often used as a basic step in many techniques associated with the analysis of image contents (Fig. 1) . The efficiency of segmentation methods is in the content based image retrieval system (applications like digital image databases or multimedia digital libraries), in medical imaging, video coding, industrial animation and many others [4, 5] .
IMAGE SEGMENTATION ALGORITHMS
The image segmentation algorithms can be grouped into three main categories [2, 3] :
• clustering based methods, • region growing methods, • edge detection methods.
In clustering based methods, pixels of the image are grouped together by a divisive or cumulative criterion involving only their values in the color space. In region growing methods, pixels are progressively connected in a region and they have the same mean and variance values. In edge detection methods, regions are identified starting from their contours by identifying points, where they have different properties.
In this paper, efficient graph based, k-means, mean shift and belief propagation algorithms are presented.
Efficient graph based algorithm
The EGA (Efficient Graph based Algorithm) presented in [6] deals about problem in terms of a graph G = (V, E) where nodes v i ∈ V represents pixels in the image, and the edges (v i , v j ) ∈ E connect certain pairs of neighboring nodes. Each edge (v i , v j ) has responding weight w(v i , v j ) that is nonnegative dissimilarity measure between connected nodes by the edge (eg the difference in color, location, intensity, motion etc). There are several techniques to correct merge two pixels. One of most popular is merging pixels via its similarity or dissimilarity. Thus, edges between two vertices in the same segment should have low weights and high weights for edges between two vertices in different segments [6] .
EGA has two important tasks, namely, definition of difference between two components or segments and the definition of threshold function. The algorithm starts with the step, where each segment contains one pixel only. In the next step, segments are iterative merged by the following condition where Diff(C 1 , C 2 ) is the difference between C 1 and C 2 components, Int(C 1 ) and Int(C 2 ) are internal differences of C 1 and C 2 components, T (C 1 ) and T (C 2 ) are threshold functions of C 1 and C 2 components [6] . The threshold function controls the level of merging two segments, where in order to boundary detection the difference between two segments must be bigger than their internal difference. Threshold function is defined as follows
where |C| presents the size of component C , k parameter is constant, which manages size of the components. For small segments is required stronger evidence of a boundary. Larger k causes a preference for larger segments, smaller segments are allowed when there is a sufficiently large difference between them [6].
K-means algorithm
KA (K-means Algorithm) is statistical clustering algorithm. Data clustering is method which creates groups of objects (clusters). KA like other clustering algorithms is based upon the index of similarity or dissimilarity between pairs of data components. KA is iterative, numerical, non-deterministic and unsupervised method. This type of algorithm is popular for simplicity for implementation and it is commonly used for grouping pixels in images [7, 8] .
p be a finite set of data where n is the number of data items and R p is p-dimensional Euclidean space. Let V KN be the set of matrices (K × N , 2 ≤ K < N ), where K is the number of clusters. K -th partition of X is defined in equation (3), where u ik = 1 denotes that component x k belongs to the cluster i , u jk = 0 denotes that component x k is out of the cluster j . The objective function J K is
where
Mean shift algorithm
The MSA (Mean Shift Algorithm) is non-parameter iterative algorithm. Let x i , i = 1, 2, . . . , n be a set of points in d-dimensional space R d . The number of points x i belonging to d-dimensional area near to x with edge length h is given by
where K(x) is a kernel or window function. Thus, the kernel density estimation has the following form
Assuming a radial symmetric kernel, where
is kernel profile and c k,d is normalized constant, the formula (6) can be rewritten tô
Using the estimate as the gradient of the density estimation 
where g(x) is a new kernel function, which is defined as derivate of k(x), becomes
From this equation, the mean shift vector can be defined
The mean shift algorithm is based on iterative computing of mean shift vector and consistent actualizing of kernel position by [10, 11] 
Belief propagation algorithm
BPA (Belief Propagation Algorithm) is an iterative inference algorithm for graphical models such as MRF (Markov Random Field), which is based on a message passing principle that propagates messages in the network. MRF models are often used for image segmentation, because of ability to capture the context of an image (ie, dependencies among neighboring image pixels) and deal with the noise. A typical MRF model for image segmentation is a graph with two kinds of nodes: hidden nodes (circles in Fig. 2) representing region labels and observable nodes (squares in Fig. 2) representing pixels in image. Edges in the graph depict relationships among the nodes [12, 13] .
The above model contains only pairwise cliques, then the joint probability is
where u and v represent the state node and the data node separately, ψ is the state transition function between a pair of different hidden state nodes and φ is the measurement function between the hidden state node and observed data node. Number N represents the total number of state or data nodes. Under the squared loss function, the best estimation for node u j is the mean of the posterior marginal probability (minimum mean squared error estimation (MMSE estimation)
where the inner sum gives the marginal distribution of u j [13] .
From time the joint probability involves all the hidden state nodes and data nodes, it is hard to compute the MMSE estimation based on the multivariable probability distribution. However, belief propagation messages are to effective computing the MMSE estimate recursively. Each hidden state node has a belief, which is a probability distribution defining the nodes motion likelihood. Thus the MMSE estimation of one node is computed as follows
is the belief at node u j and k runs over all neighboring hidden state nodes of node u j . The belief at node u j is the product of all incoming messages M and the local observed data message (φ j (u j , v j )). The structure of sending messages is shown in Fig. 3 . The passed messages specify the distribution of each node neighbors. Equation
shows how to compute the message from node u k to u j . 
where i ∈ Neighbor(k)/j denotes all neighboring nodes of k different from j . After multiplying all incoming messages M from neighboring nodes (except from the node u j ) and the observed data message (φ k (u k , v k )), the product is evolved from the message-sender to the message-receiver by transition function ψ kj (u k , u j ) [13] .
SEGMENTATION EVALUATION CRITERION
Increasing of the developed algorithm brought the task about evaluation criterions. Generally, basic techniques exist for objective evaluation the quality of color image segmentation, analytical and experimental techniques. The analytical technique is based on analysis of algorithms principle, complexity, robustness the algorithms. The experimental technique is used for evaluation, interpretation and results comparison of color image segmentation algorithms. Our evaluation technique is based on the visualized comparison of the result of segmentation algorithm and result by human segmentation.
The evaluation criterion used for experiments and comparison the algorithms, is based on the computing precision (P ), recall (R ) and F 1 [14] . The parameters P , R and F 1 characterize efficiency of the algorithms. Their computing is based on the results comparison made by algorithm and predicted by human. Example of the comparison is shown in Fig. 4 .
The evaluation criterion algorithm, introduced in this article, consists of few basic steps. Segmented images are used as input data. One type of data is achieved by human, the second input data is segmented image by algorithm. The segmentation by human has boundaries of segments as the result of segmentation. Thus in the first step, algorithm finds boundaries only in the image segmented by algorithm. After that, the boundaries of segments are compared. The algorithm overlays the images and computes the criterion parameters based on the overlay. The computing of values is the last step of algorithm and is given by equations (18-20). The principal block diagram is shown in Fig. 5 .
The precision (P ), recall R and F 1 are given by
where C is the number of correct detected pixels that belongs to boundary, F is the number of false detected pixels and M is the number of not detected pixels. Parameter F 1 is a combined measure of precision and recall. It is in high values if both, precision and recall have high values and on the other hand, if one of them has low value, the value of F 1 is going down. Completive procedure of using evaluation criterion is shown in Fig. 6 .
EXPERIMENTAL RESULTS
The aim of image segmentation is to divide image into segments. For segmentation efficiency evaluation, the precision P and recall R of the segments are used [14] . The computing of these parameters and parameter F 1 were the objective of the experiments.
Experimental part of the paper consists of the experiments on Corel 1000 real image database [15] and experiments on images created by generator. Database A consists of 100 real images from Corel 1000 dataset of images. The size of images from database A is 256 × 384 pixels. Examples of these images are shown in Fig. 7 .
Database B consists of 100 images created by the image generator. The size of the images from database B is 500×500 pixels. Each of the images consists of 6 to 15 objects. The object is inserted into image by different color, size, rotation and angle. Examples of images of database B are shown in Fig. 8 .
In experiments, the optimal values of parameters for each algorithm were used [6, 7, 10, 13] . All 200 images were used as input data for segmentation algorithms. The eval- All algorithms achieved better results for images produced by generator. For these images, k -means algorithm had average results of P up to 60 %, of R up to 33 % and the F 1 up to 42 %. Better results had efficient graph based algorithm with P up to 80 %, R up to 32 % and the F 1 has about 45 %. Best algorithms for images created by generator are MSA and BPA with almost identical results. The algorithms reached values up to 100 %. The results are shown in Tab. 2.
The full review of experiments on all real images is shown in Figs. 10-13 . The results of EGA method are shown in Fig. 10 , KMA method in Fig. 11 , MSA method in Fig. 12 and BPA method in Fig. 13 .
CONCLUSION
In this paper, four well known algorithms and methods for color image segmentation were presented. There were classified and discussed the main definition of all the algorithms. After that, the evaluation criterion of image segmentation was presented. The criterion evaluates and compares segmentation algorithms by a large number of practical experiments. Based on this criterion, the tables and graphs of results were created.
The results from image segmentation algorithms are affected by image factors like color, texture, homogeneity, spatial structure character and many other factors. The best image segmentation algorithm should deal with these factors. The experimental results justify the precision, recall and F 1 for all algorithms. From the experimental results is obvious that for precision, the best segmentation results had MSA (P = 58.77 %) and BPA (P = 61.41 %). Best algorithm for recall was GBA (R = 35.25 %). Parameter F 1 has greatest values of GBA (F 1 = 40.68 %).
