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A note on the exit problem from an interval
for random walks oscillating on Z with infinite variance
Koˆhei UCHIYAMA1
Abstract
Let S = (Sn) be an oscillating random walk on Z with i.i.d. increments. Let Uds(x)
be the renewal function of the strictly descending ladder height process for S. We give
several sufficient conditions in order that as R→∞
P [S leaves [0, R) on its upper side |S0 = x] ∼ Uds(x)/Uds(R)
uniformly for 0 ≤ x ≤ R. When S is attracted to a stable process of index 0 < α ≤ 2,
the sufficient condition obtained are fulfilled if and only if (α ∨ 1)ρ = 1, provided
ρ = limP [Sn > 0] exists; in case (α ∨ 1)ρ 6= 1 some asymptotic estimates of the
probability on the left side above are given. We also give some estimates of the
probability that S visits R before entering the negative half line.
Keywords: exits from interval; relatively stable; infinite variance; renewal function.
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1 Introduction
Let S = (Sn, n = 0, 1, 2, . . .) be a random walk on the integer lattice Z with i.i.d. increments
and an initial point S0 which is an unspecified integer. Let X be a generic random variable
having the same law as the increment S1−S0. For x ∈ Z denote by Px the law of the random
walk S started at x and by Ex the expectation by Px; the subscript x is dropped from Px
and Ex if x = 0. We suppose throughout the paper that S is irreducible and oscillating (the
sequence (Sn) changes signs infinitely often with probability 1). For a non-empty subset
B ⊂ Z denote by σB (sometimes by σB) the first time when the walk S visits B after time
zero, namely σB = inf{n ≥ 1 : Sn ∈ B} and put
T = σ(−∞,−1]
(where for simplicity we write σ(−∞,−1] for σ(−∞,−1]∩Z). This paper concerns the asymptotic
form as R → ∞ of the probability of the event that the random walk S exits from an
interval [0, R− 1] through the right boundary, denoted by
ΛR = {σ[R,∞) < T}
(R will always denote a positive integer). The classical result given in [18, Theorem 22.1] says
that if the variance σ2 := EX2 is finite, then Px(ΛR)− x/R→ 0 uniformly for 0 ≤ x < R.
This can be improved to
Px(ΛR) ∼
Uds(x)
Uds(R)
uniformly for 0 ≤ x < R as R→∞ (1.1)
as is given in [19, Proposition 2.2] (the proof is easy: see Section 3.1 of the present article).
Here ∼ means that the ratio of its two sides tends to unity and Uds(x) denotes the renewal
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function of the strictly descending ladder height process for S. Denote by Vas(x) the renewal
function of the weakly ascending ladder height process. We are going to extend (1.1) to
some cases of σ2 =∞ and the result is stated in Theorem below.
Let Z (resp. Zˆ) be the first ladder height of the strictly ascending (resp. descending
ladder) process: Z = Sσ[1,∞), Zˆ = ST . Z is said to be relatively stable (r.s.) if there is a
norming constants b(n) such that (Z1 + · · · + Zn)/b(n) → 1 in probability, where Zk are
independent copies of Z. Let F be the distribution function of X . Put
η+(x) =
∫ x
0
(1− F (t))dt, m+(x) =
∫ x
0
η+(t)dt,
for x ≥ 0; define η− and m− similarly with F (−t− 0) = P [X < t] in place of 1− F (t) and
let η = η− + η+ and m = m− +m+. We write EX = 0 only if E|X| <∞.
Theorem. Let σ2 =∞. In order for (1.1) to be true each of the following are sufficient
(C1) EX = 0 and m+(x)/m(x)→ 0 as x→∞.
(C2) EX = 0 and xη(x)/m(x)→ 0 as x→∞.
(C3) Z is r.s., F (−x) is regularly varying at infinity with index −1 and
[1− F (x)]/F (−x) is bounded for x > 0.
(C4) 1− F (x) is regularly varying at infinity with index −α, 0 < α ≤ 1,
F (−x)/(1− F (x)→ 0 and E|X| =∞.
The sufficiency of (C1) is proved by the present author in [21, Proposition 5.2]. The
main objective of this note is to verify the sufficiency of (C2) to (C4). It is warned that the
second condition in (C4) does not mean that the left tail F (−x) may get small arbitrarily
fast as x→∞, the random walk S being supposed to oscillate so that according to [9] the
growth condition
∫ 0
−∞
|t|dF (t)
/∫ |t|
0
(1 − F (s))ds = ∞ must be satisfied (valid for general
random walks with E[X ;X > 0] =∞).
In what follows we shall omit ‘x→∞’ or ‘R→∞’ when it is obvious.
Remark 1. Put ℓ∗(x) =
∫ x
0
P [Z > t]dt
/
Vas(0) and ℓˆ
∗(x) =
∫ x
0
P [−Zˆ > t]dt. Then
Uds(x) ∼


a(x)ℓ∗(x) in case (C1),
x/ℓˆ∗(x) in case (C2),(∫ ∞
x
Vas(s)F (−t)
α t
dt
)−1
in cases (C3), (C4)
(1.2)
Here a(x) is the potential function of S (defined at least if EX = 0) and α = 1 in case
(C3). Under (C1) a(x) ≍ x/m(x) (cf. [21]), where ≍ means that the ratio of its two
sides is bounded away from zero and infinity. In each case ℓ∗ or ℓˆ∗ or VasF (− ·) is s.v.
If Uas denotes the renewal function of the strictly ascending ladder height process, then
Uas(x) = Vas(x)/Vas(0) and Vas(0) = P [Sσ[0,∞) > 0] = exp{−
∑
k−1pk(0)} (cf. e.g., [10,
Section XII.9 or XVIII.3]).
Remark 2. Condition (C3) imposes the relative stability of Z, and the latter follows
from the following condition
A(x)
xP
[
|X| > x
] −→ ∞, (1.3)
where A(x) =
∫ x
0
[1 − F (t) − F (−t)]dt. For (1.3) is equivalent to the positive relative
stability of X which means that there exists a positive sequence Bn such that Sn/Bn → 1
2
in probability (under E[X2;X < 0] =∞) [14, p.1478]) and the latter implies that Z is r.s.
[15, Theorem 10]. Conversely (C3) implies (1.3)—as a consequence of Theorem. Indeed,
under the last condition of (C3), (1.3) holds if and only if A(x)/xF (−x) → ∞ which is
equivalent to P [Sn > 0] → 1 as well as to Px(Λ2x) → 1 [14, p.1477, p.1479] of which the
latter condition follows from (C3) according to Theorem together with the last case of (1.2).
In all the cases (C1) to (C4) except for α < 1 of (C4) Z is r.s. In Proposition below we
consider the case when Z is not r.s. and observe how the probability Px(ΛR) behaves for
large values of R and in particular that (1.1) fails to be true, provided that X is attracted
to a stable law; we are also interested in the behaviour of Px[σ{R} < T ] and compare Px(ΛR)
with it.
We bring in the stability condition
(H)


a. X is attracted to a stable law of exponent 0 < α ≤ 2.
b. EX = 0 if E|X| <∞.
c. there exists ρ := limP [Sn > 0].
Suppose condition (Hab)—the conjunction of (Ha) and (Hb)—to hold. For α < 2 it
then follows that
1− F (x) ∼ pL(x)x−α and F (−x) ∼ qL(x)x−α (1.4)
for some slowly varying (s.v.) function L and constant p = 1 − q ∈ [0, 1]. Let the positive
numbers an be chosen so that an/L(an) ∼ n. For α > 1, (Hc) is valid and Sn/an converges
in law to a non-degenerate variable. For α = 1, (Hc) holds with ρ = 1 at least if either
p < 1/2, EX = 0 or p > 1/2, E|X| = ∞; if p = 1/2, in order that Sn/an converges in law
to a non-degenerate variable it is necessary and sufficient that (Hc) holds with 0 < ρ < 1
and this is equivalent to the existence of limnE[sinX/an] ∈ R.
Suppose (H) to hold. Then ρ = 1/2 if α = 2; and Z is r.s. if and only if αρ = 1.
Moreover for 1 < α < 2 it follows that α − 1 ≤ αρ ≤ 1; and αρ = 1 if and only if p = 0.
According to Theorem the asymptotic equivalence (1.1) holds if (α∨1)ρ = 1, and otherwise
it does not as is implied by (i) and (ii) of the following proposition. We write ρˆ for 1− ρ.
Proposition. Suppose (H) to hold with 0 < α < 2. Let ρ and ρˆ be as above. Let δ be a
constant arbitrarily chosen so that 1
2
< δ < 1.
(i) Suppose 0 < (α ∨ 1)ρ < 1 (equivalently, p > 0 for α > 1 and 0 < ρ < 1 for α ≤ 1).
Then there exists a constant θ = θδ ∈ (0, 1) such that
1− θ ≤
Px(ΛR)Uds(R)
Uds(x)
≤ θ for 0 ≤ x ≤ δR
(ii) If ρ = 0 (possible only if α ≤ 1), then uniformly for 0 ≤ x < δR,
Px(ΛR)Uds(R)/Uds(x)→ 0.
(iii) (a) For 1 < α < 2,
p = 0 ⇐⇒ (1.1) ⇐⇒ Px[σ{R} < T ] ∼ Px(ΛR), (1.5)
and if p > 0, then Px[σ{R} < T ] ≤ θPx(ΛR) for some constant θ ∈ (0, 1) and
Px[σ{R} < T ] ∼ f(x/R)
Uds(x)
Uds(R)
uniformly for 1 ≤ x ≤ R
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for some increasing and continuous function f with f(1) = 1 and f(0) = (α− 1)/αρˆ.
(b) For α ≤ 1, if 0 < ρ < 1, then uniformly for 0 ≤ x < δR.
Px[σ{R} < T ]/Px(ΛR)→ 0.
Remark 3. The case α = ρ = 1 is excluded from (iii) above. Let α = 1. Then (1.1)
holds at least if either p < 1/2, EX = 0 or p > 1/2, E|X| = ∞ (implying ρ = 1), whereas
the last relation in (1.5) holds if p = 0 and EX = 0 (as seen from the proof: see Section
3.1) and does not otherwise; in case ρ = 1 and p > 0 we have
(a) if EX = 0 and 0 < p < 1/2, then Px[σ{R} < T ]/Px(ΛR)→ (q − p)/q(< 1);
(b) if E|X| =∞ and p > 1/2, then Px[σ{R} < T
]
→ 0
uniformly for 0 ≤ x < δR in both cases, for an arbitrarily specified constant δ < 1 (Lemma
9). By the way in case α = 1, p > 1/2 and EX = 0 (implying ρ = 0) we shall see that
P (ΛR) ≍ P [σ{R} < T ] ≍ Rvas(R)/[Vas(R)Uds(R)] (Lemma 10). These are discussed in
Section 3.3 (where more information is provided on the related matters).
Bertoin and Doney [3, Lemma 1] verified that for any x ≥ 0 fixed
Px(ΛR)/P (ΛR) −→ Uds(x)
(where the random walks may be non-lattice). When σ2 < ∞ virtually the same formula
with an explicit asymptotic form of P (ΛR) is obtained by Shimura [16, Theorem 2], and
when S is attracted to a stable law Doney [7] derived some asymptotic results of P (ΛR)
(both results in quite similar contexts). We distinguish the following three cases:
Case I: (α ∨ 1)ρ = 1.
Case II: 0 < (α ∨ 1)ρ < 1.
Case III: ρ = 0
In either case of these there is a natural increasing sequence of norming numbers b(n) > 0
such that if Zˆk are independent copies of Zˆ and ξn = (Zˆ1 + · · · + Zˆn)/b(n), then in case
αρˆ = 1, when Zˆ is r.s., ξn → −1 in probability and in the other case, when −Zˆ is in
the domain of attraction of a stable law, ξn weakly converges to a stable variable of index
αρˆ. Under I or II with the additional restriction that EX = 0, 0 < ρ < 1 if α = 1
and 0 < p < 1 if α < 1 Corollary of 3.3 of [7] says that nP (Λb(n)) → c, where c is some
positive constant. Put θ(t) = P [−Zˆ > t]. The above condition on b(n) may be the same as
n
∫ b(n)
0
θ(t)dt/b(n)→ 1 in case −Zˆ is r.s. (cf. [15, p.578]) and nθ(b(n))→ C for some C > 0
in the other case. From the regular variation of P [Zˆ > x] it follows [2, Eq(8.6.6)] that
Uds(x)
x
∫ x
0
P [−Zˆ > t]dt→
1
Γ(1 + αρˆ)Γ(2− αρˆ)
. (1.6)
By what is mentioned right above and since both b and Uds are regularly varying, it therefore
follows that Uds(b(n))/n tends to a positive constant and hence so does P (ΛR)/Uds(R).
Corollary Suppose (H) to hold. Then there exists c = limP (ΛR)Uds(R) with c = 1 in
case I, 0 < c < 1 in case II and c = 0 in case III.
Proof. The cases I and III are covered by Theorem and (ii) of Proposition, respectively,
and the case II by the above mentioned result of [7] combined with (i) of Proposition..
If S is right continuous, i.e., P [X ≥ 2] = 0, we have the identity Px(ΛR) = P (ΛR)/P (Λx);
it also follows that Px(ΛR) = ω(x)/ω(R), where ω(x) =
∏x
r=1 P [σ[1,∞) < σ(−∞,−r]. For
4
spectrally negative Levy processes an identity analogous to the latter is known [8, Chapter
9], [1, Capter 7].
To conclude this introduction we state a result by Kesten [12] studying the stopped walk
(Sn : n ≤ T ∧σ[R,∞)) when the distribution of X is symmetric and belongs to the domain of
normal attraction of a stable law with index 0 < α ≤ 2. Under this restriction on X he gave
among others explicit asymptotic forms of the distributions of the overshoot Sσ[R,∞) − R
and the under shoot R−Sσ[R,∞)−1 accompanied with a corollary [12, Corollary 1] that may
be paraphrased as
lim
x/R→ξ
Px(ΛR) =
Γ(α)
[Γ(α/2)]2
∫ ξ
0
tα/2−1(1− t)α/2−1dt (0 < ξ < 1).
The rest of this paper is organized as follows. In Section 2 we give several known facts
that are fundamental in the succeeding discussions. Theorem is proved in Sections 3.1 and
3.2. In Section 3.3 the matters stated in Remark 3 is addressed. Proposition is proved in
Section 4. It may be worth noting that i for the proof of the part (iii) of Proposition we
compute n Section 3.3 the exact asymptotic forms of the increments of Uds and Vas, that
are of independent interests.
2 Preliminaries
Define the random variable Z by
Z = Sσ[S0+1,∞) − S0
(cf.[10, Section XII.1]). We denote the dual variable by −Zˆ which is given by Zˆ =
Sσ(−∞,S0−1]−S0. Because of the oscillation of the random walk Z is a proper random variable
whose distribution is concentrated on positive integers x = 1, 2, . . . and similarly for −Zˆ.
The product EZE|Zˆ| is finite if σ2 := EX2 <∞, and infinit otherwise (cf [18, Section 17]).
Let Uds and uds be the renewal function of the strictly descending ladder height process for
S and its mass function, respectively: uds(x) = Uds(x)−Uds(x− 1) and uds(0) = Uds(0) = 1
(Uds(−1) is set to be zero). Similarly let Vas(x) and vas(x) be the renewal function for the
weakly ascending ladder height and its mass function. We shall be also concerned with the
overshoot which we define by
Z(R) = Sσ[R,∞) − R.
The function Uds is harmonic for the walk S killed as it enters (−∞,−1] so that the
process Mn = Uds(Sn)1(n < T ) is a martingale under Px. By the optional stopping theorem
one deduces
Ex[Uds(Sσ[R,∞)); ΛR] = Uds(x). (2.1)
Indeed by Fatou’s lemma the expectation on the LHS is less than or equal to Uds(x), which
fact in turn shows that the martingaleMn is uniformly integrable sinceMn∧σ[R,∞) is bounded
by the summable function Uds(R) ∨Mσ[R,∞) . Note that the LHS of (2.1) is not less than
Uds(R)Px(ΛR) so that
Px(ΛR) ≤ Uds(x)/Uds(R). (2.2)
For a non-empty B ⊂ Z the Green function gB(x, y) of the walk killed on hitting B is
defined by
gB(x, y) =
∞∑
n=0
Px[Sn = y, n < σB].
5
(Thus if x ∈ B, gB(x, y) is equal to δx,y for y ∈ B and to
∑
p(z−x)gB(z, y) for y /∈ B.) We
shall repeatedly apply the formula
g(−∞,−1](x, y) =
x∧y∑
k=0
uds(x− k)vas(y − k) for x, y ≥ 0 (2.3)
[18, Propositions 18.7, 19.3]. It follows that for x ≥ 1,
P [Zˆ = −x] =
∞∑
y=0
g(−∞,−1](0, y)p(−x− y) =
∞∑
y=0
vas(y)p(−x− y) (2.4)
and, by the duality relation g[1,∞)(−x,−y) = g(−∞,−1](y, x),
P [Z = x] =
∞∑
y=0
g[1,∞)(0,−y)p(x+ y) = vas(0)
∞∑
y=0
uds(y)p(x+ y). (2.5)
Let ℓ∗ be as in Remark 1, namely
ℓ∗(x) =
1
Vas(0)
∫ x
0
P [Z > t]dt.
It is known that Z is r.s. if and only if ℓ∗ is s.v. [15] and if this is the case
vas(x) ∼ 1/ℓ
∗(x) (2.6)
[22, Appendix(B)].
Lemma 1. For 0 ≤ x ≤ R,
R∑
y=0
g(−∞,−1](x, y) ≤ 2Uds(x)V(R).
If Vas is regularly varying with positive index, then for any δ ∈ (1/2, 1) there exists a constant
c > 0 such that for 0 ≤ x ≤ δR
R∑
y=0
g(−∞,−1](x, y) ≥ c Uds(x)V(R)
Proof. Splitting the sum on the LHS of the inequality of the lemma at y = x. By (2.3)
and (2.6) the sum over y > x and that over y ≤ x are equal to, respectively,
R∑
y=x+1
x∑
k=0
uds(k)vas(y − x+ k) =
x∑
k=0
uds(k)
[
Vas(R− x+ k)− Vas(k)
]
and
x∑
k=0
x∑
y=k
uds(x− y + k)vas(k) =
x∑
k=0
[
Uds(x)− Uds(k − 1)
]
vas(k),
which the inequalities of the lemma follow immediately from.
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3 Proof of Theorem
This section is divided into three subsections 3.1, 3.2 and 3.3 in which Theorem in case
(C2), that in cases (C3) and (C4), and the comparison between Px(ΛR) and Px(σ{R} < T ]
are dealt with, respectively.
2.1. Case (C2). It follows that if lim xη+(x)/m(x) = 0, then Z is r.s. [21, Proposition
5.1], so that vas(x) ∼ 1/ℓ
∗(x) is s.v. Thus (C2) entails both uds and vas are s.v., so that∑y
k=0 uds(k)vas(k) ∼ yuds(y)vas(y) ∼ Uds(y)vas(y) (y → ∞) and one can easily deduce that
as R→∞
g(−∞,−1](x,R) ∼
x∑
k=0
uds(k)
ℓ∗(R− x+ k)
∼
Uds(x)
ℓ∗(R)
uniformly for 0 ≤ x < R.
This leads to the lower bound
Px(ΛR) ≥ Px[σ{R} < T ] =
g(−∞,−1](x,R)
g(−∞,−1](R,R)
=
Uds(x)
Uds(R)
{1 + o(1)},
which combined with (2.2) shows (1.1) as desired.
Remark 4. Condition (C2) can be replaced by the following weaker one
(C2′) EX = 0, lim
x→∞
η+(x)/m(x)→ 0 and lim
ε↓0
lim sup
x→∞
Uds(εx)/Uds(x) = 0,
although the author does not know any analytic substitute in terms of F for the last condi-
tion. (It is desirable to show that the condition follows from the other ones if m− ≤ Cm+
is assumed in addition.)
2.2. Cases (C3) and (C4). In this subsection we shall suppose either (C3) or (C4)
to hold. We shall sometimes suppose the following condition a little stronger than (C3) to
hold:
(C3′) Z is r.s. and both F (−x) and 1− F (x) vary regularly with index −1.
Recall that in (C3) the equivalence 1 − F (x) ≍ F (−x) replaces the regular variation of
1− F (x), and that
(C4) E|X| =∞, 1− F (x) varies regularly with index −α (0 < α ≤ 1)
and F (−x)/(1− F (x))→ 0.
The condition (C4) implies that if α = 1, Z is r.s., entailing slow variation of ℓ∗ (as in case
(C3), and if α < 1, Vas(x)/x
α is s.v.; in either case limP [Sn > 0] = 1. Let ℓ be a s.v.
function such that
Vas(x) ∼ x
α/ℓ(x) if α < 1 and ℓ = ℓ∗ if α = 1.
Here and in the sequel α = 1 in cases (C3), (C3′). We then bring in the function
ℓ∗(t) = α
∫ ∞
t
sα−1F (−s)
ℓ(s)
ds (t > 0),
where the summability of the integral is seen in the proof of the next lemma.
In cases (C1) and (C2) we have Px[σ{R} < T ] ∼ Uds(x)/Uds(R) which combined with
(2.2) entails (1.1), but in cases (C3) and (C4) this equivalence does not generally hold (see
Lemma 9); our proof will rest on (2.1) not only for the upper bound but for the lower bound.
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Lemma 2. Suppose either that Z is r.s. and F (−x) varies regularly at infinity with index
−1 or that (C4) holds. Then ℓ∗(x) is s.v., and
P [−Zˆ ≥ x] ∼ ℓ∗(x) and Uds(x) ∼ 1/ℓ∗(x).
Proof. We have only to show the first equivalence which entails the second one in view of
(1.6) applied with αρˆ = 0.
Let the first case of the assumption of the lemma hold and F (−y) ∼ L−(y)/y
α with s.v.
L− that satisfies L
′
−(y)/L−(y) = o(1/y). By summation by parts we deduce from (2.4) that
P [−Zˆ ≥ x] ∼
∞∑
y=0
vas(y)
L−(x+ y)
(x+ y)α
∼ α
∞∑
y=0
Vas(y)L−(x+ y)
(x+ y)α+1
. (3.1)
This in particular shows that the integral defining ℓ∗ is finite and ℓ∗(x) is s.v. By Vas(y) ∼
yα/ℓ(y) the second sum in (3.1) restricted to y ≥ x is asymptotically equivalent to ℓ∗(2x)
whereas the rest of the sum is bounded by a constant multiple of F (−x)x/ℓ(x) which is
o(ℓ∗(x)), showing P [−Zˆ ≥ x] ∼ ℓ∗(x).
Let (C4) hold. Then P [−Zˆ > x] is s.v. [20] (see also Lemma 7). Based on this result
the assertion follows from a general fact involving regularly varying functions that we state
and verify in Appendix in order not to break continuation of the discussion.
Lemma 3. If (C3 ′) or (C4) holds, then
P [Z > x]
Vas(0)
∼
1− F (x)
ℓ∗(x)
.
Under (C3) this is replaced by P [Z > x] ≍ [1− F (x)]/ℓ∗(x).
Proof. Suppose (C3′) to hold and let 1 − F (x) ∼ L+(x)/x
α with a s.v. function L+. By
(2.5) P [Z > x] = vas(0)
∑∞
y=0 uds(y)(1 − F (x + y)). For M > 1, the sum over y ≤ Mx is
asymptotically equivalent to
Mx∑
y=0
uds(y)L+(x+ y)
(x+ y)α
∼ L+(x)
Mx∑
y=0
uds(y)
(x+ y)α
=
L+(x)Uds(x)
xα
{
1 + o(1) +O(1/Mα)
}
,
where the equality is deduced by summation by parts with the help of Uds being s.v. Choos-
ing L+ so that L
′
+(x) = o(L+(x)/x) we also see that the sum over y > Mx is dominated by
a constant multiple of L+(x)Uds(x)/(Mx)
α. Since M can be arbitrarily large, this concludes
the asserted equivalence. In case (C3) the same proof applies.
Lemma 4. If (C3) or (C4) holds, then
Uds(x)Vas(x)P [|X| ≥ x]
]
→ (sinαπ)/απ. (3.2)
Proof. That
∫ x
0
P [Z > t]dt is regularly varying implies that P [Z > x]Vas(x)/Vas(0) →
(sinαπ)/απ (cf. [2, Eq(8.6.4)] (and (4.1) for α = 1)). If (C4) holds, then P [|X| ≥ x] ∼
1 − F (x) and by Lemmas 2 and 3 P [Z > x] ∼ Vas(0)Uds(x)[1 − F (x)], hence the asserted
result. In case (C3), putting L(x) = xF (−x) we have L(x)/ℓ∗(x) = o(ℓ∗(x)) so that
Uds(x)Vas(x)P [|X| ≥ x] ≤ CL(x)/ℓ∗(x)ℓ
∗(x)→ 0,
as desired.
One may compare (3.3) with the know result under (H) with 0 < ρ < 1: see (4.8).
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Lemma 5. If (C3) or (C4) holds, then for any ε > 0 there exists a constant M > 0 such
that for 0 ≤ x < R,
Ex
[
Uds(Sσ[R,∞));Z(R) ≥ MR, ΛR
]
≤ εUds(x). (3.3)
Proof. Let (C3) or (C4) hold. The expectation on the LHS is less than
∑
w≥R+MR
R−1∑
z=0
g(−∞,−1](x, z)p(w − z)Uds(w) (3.4)
because of the trivial inequality gZ\[0,R)(x, z) ≤ g(−∞,−1](x, z). By Lemma 2 Uds(x) ∼ 1/ℓ∗(x)
and the derivative (1/ℓ∗)
′(x) = o(1/xℓ∗(x)). Hence for each M > 0 there exists a constant
R0 such that for all R > R0 and z < R,∑
w≥R+MR
p(w − z)Uds(w) ≤
1− F (MR)
ℓ∗(MR){1 + o(1)}
+
∑
w≥MR
1− F (w)
wℓ∗(w)
× o(1)
≤
L(R)
MRℓ∗(R)
≤ C
Uds(R)P [|X| ≥ x]
M
with some s.v. function L and constant C. Owing to Lemma 4 the last member is at most
2C/MVas(R) and hence on applying Lemma 1 the double sum in (3.4) is dominated by
4CUds(x)/M , showing (3.3).
Proof of Theorem in cases (C3), (C4). We have the upper bound (2.2) of Px(ΛR).
Employing Lemma 2 (entailing that Uds is s.v.) we deduce from (2.1) and (3.3) that for
x ≤ R/2,
Uds(R)
1 + o(1)
≥ Ex
[
Uds(Sσ[R,∞));Z(R) < MR
∣∣ΛR] ≥ (1− ε)Uds(x)
Px(ΛR){1 + o(1)}
,
yielding the lower bound since ε can be made arbitrarily small. In view of the slow variation
of Uds the result for x = ⌊R/2⌋ implies that Px(ΛR) → 1 uniformly for R/2 < x < R that
conforms to (1.1). The proof is complete.
For λ > 0
Px[Z(R) > λR ; ΛR] ≤
R−1∑
y=0
g(−∞,−1](x, y)[1− F (λR+R − y)]
≤ 2Uds(x)Vas(R)[1− F (λR)]
which combined with Theorem and Lemma 4 shows the following
Lemma 6. If (C3) or (C4) with α = 1 holds, then for each ε > 0
Px[Z(R) > εR |ΛR]→ 0 uniformly for 0 ≤ x < R; (3.5)
if (C4) holds with α < 1, then as R ∧M →∞
Px[Z(R) > MR |ΛR]→ 0 uniformly for 0 ≤ x < R.
2.3. Comparing Px(ΛR) with Px[σ{R} < T ]. In this subsection α = 1. Let ℓ∗ be the
same function as in the preceding subsection.
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Lemma 7. Suppose (Hab) to hold with α = 1.
(i) The following are equivalent
(a) P [−Zˆ ≥ x] is s.v. (b) Z is r.s. (c) limP [Sn > 0] = 1,
and each of (a) to (c) implies P [−Zˆ ≥ x] ∼ ℓ∗(x) and Uds(x) ∼ 1/ℓ∗(x); in particular these
two equivalences hold if either EX = 0, p < 1/2 or E|X| =∞, p > 1/2.
(ii) If either of (a) to (c) of (i) holds, then
supx>(1+ε)R Px[σ{R} < T ]→ 0 for each ε > 0; and{
P [Z > x] ∼ Vas(0)[1− F (x)]
/
ℓ∗(x) if p > 0,
P [Z > x] = o
(
L(x)/xℓ∗(x)
)
if p = 0 and EX = 0.
(3.6)
Proof. The equivalence of (b) and (c) follows from results of [13] and [14] and that of (a)
and (c) is shown in [20] (and follows directly from Lemma 2). The other assertion of (i) is
contained in Lemma 2 or verified by checking (c).
From the slow variation of Uds it follows that limy→∞ Py[Sσ(−∞,0] < −My] = 1 for each
M > 1 [15, Theorem 3], which entails the first relation of (ii). The second one is contained
in Lemma 3 if p > 0 and deduced by examining its proof otherwise.
Let A(x) =
∫ x
0
[1− F (t)− F (−t)]dt as in the Remark 2.
Lemma 8. Put κ(t) = P [Z > t]ℓ∗(t)/{Vas(0)[1− F (t)]}. Then
ℓ∗(t)ℓ∗(t) = A(t) +
∫ t
0
(
1− κ(s)
)[
1− F (s)
]
ds, (3.7)
and if EX = 0 and (1.4) holds with α = 1, p 6= 1/2, then
ℓ∗(t)ℓ∗(t) = A(t)−
∫ ∞
t
(
1− κ(s)
)[
1− F (s)
]
ds.
Proof. Recalling ℓ∗(t) =
∫ t
0
P [Z > s]ds/Vas(0) we observe that as t ↓ 0, ℓ
∗(t) = O(t) and
ℓ∗(t) ∼ O(log 1/t) and that
[ℓ∗(t)ℓ∗(t)]
′ = 1− F (t)− F (−t) + (1− κ(t))(1− F (t)) (3.8)
almost every t > 1. Then by integration we have (3.7). If EX = 0, then A(t) = η−(t)−η+(t)
and there exists γ := lim ℓ∗(t)ℓ∗(t) <∞. To see the second equality of the lemma it suffices
to show γ = 0. By de l’Hospital’s rule
γ = lim
[ℓ∗(t)]′
[1/ℓ∗(t)]′
= lim
1− F (t)
F (−t)
ℓ∗(t)ℓ∗(t) =
p
1− p
γ,
which shows γ = 0 if p 6= 1/2.
Suppose (1.4) to hold. Below we consider the behaviour of Px[σ{R} < T ] when α = ρ = 1
and p 6= 1/2, namely when p < 1/2 if EX = 0 and p > 1/2 if E|X| = ∞. Under these
conditions either (C3) or (C4) holds so that Px(ΛR) ∼ Uds(x)/Uds(R) owing to Theorem.
Let δ be any number from the interval (0, 1). From vas(x) ∼ 1/ℓ
∗(x) it follows that uniformly
for 0 ≤ x < δR, g(−∞,−1](x,R) ∼ Uds(x)/ℓ
∗(R), hence
Px[σ{R} < T ] ∼
Uds(x)
ℓ∗(R)g(−∞,−1](R,R)
(3.9)
as R→∞.
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Lemma 9. Suppose that (1.4) holds with α = 1.
(i) Let EX = 0 and p < 1/2. Then
lim
Px[σ{R} < T ]Uds(R)
Uds(x)
=
q − p
q
uniformly for 0 ≤ x < δR. (3.10)
(ii) If E|X| = ∞ and p > 1/2, then limy→∞ g(−∞,−1](y, y) < ∞ and Uds(y)/ℓ
∗(y) ∼
1/A(y) → 0 so that the limit on the RHS of (3.10) vanishes and both Px[σ{R} < T
]
and
g(−∞,−1](x,R) approach zero uniformly for 0 ≤ x ≤ δR and for x > δ
−1R. Moreover
Px[σ{R} < T
]
/Px(ΛR)→ 0, uniformly for 0 ≤ x < δR.
Proof. Noting that if EX = 0 and p = 0, (3.10) follows from what is mentioned just prior
to Lemma 2, we suppose p > 0. Recall [ℓ∗(t)]′ = P [Z > t]/Vas(0) ∼ [1 − F (t)]/ℓ∗(t) and
then observe that
g(−∞,−1](y, y)
=
y∑
k=0
uds(k)vas(k) =
y∑
k=0
uds(k)
ℓ∗(k)
{1 + ok(1)}
=
Uds(y)
ℓ∗(y + 1)
{1 + o(1)}+
y∑
k=0
Uds(k)
(
1
ℓ∗(k)
−
1
ℓ∗(k + 1)
)
{1 + ok(1)}
=
1
A˜(y)
{1 + o(1)}+
y∑
k=1
1− F (k)
[A˜(k)]2
{1 + ok(1)},
where A˜(t) = ℓ∗(t)ℓ∗(t) and ot(1) → 0 as t→∞. By (3.6) κ(x) → 1 if p > 0, and by (3.8)
it follows that
1
A˜(y)
=
∫ y
1
F (−t)− 1 + F (t)
[A˜(t)]2
dt+
∫ y
1
[1− F (t)]× ot(1)
[A˜(t)]2
dt+
1
A˜(1)
(3.11)
and hence, on absorbing 1/A˜(1) into the second integral on the RHS,
g(−∞,−1](y, y) =
∫ y
1
F (−t)− 1 + F (t)
[A˜(t)]2
dt{1 + o(1)}+
∫ y
1
1− F (t)
[A˜(t)]2
{1 + ot(1)}dt. (3.12)
If EX = 0 and 0 < p < 1/2, then A˜(y)→ 0 and using first Uds(y)/ℓ
∗(y) ∼ 1/A˜(y) and
then (3.11) and (3.12) one deduces
lim
R→∞
Uds(R)P [σ{R} < T ] = lim
y→∞
1/A˜(y)
g(−∞,−1](y, y)
=
q − p
q
,
which is the same as (3.10) in view of (3.9).
Let E|X| = ∞. For p > 1/2, A˜(y) ∼ A(y) ∼ (2 − 1/p)
∫ y
0
[1 − F (t)]dt → ∞ and
[1 − F (t)]/
[ ∫ t
0
(1 − F (s))ds
]2
= −
[
1/
∫ t
0
(1 − F (s))ds
]′
is integrable on t ≥ 1, so that
g(−∞,−1](y, y) is bounded. For the last assertion we have only to consider the case x/R→ 0,
since P⌊εR⌋(ΛR) → 1 for each ε > 0. Put R
′ = ⌊R/3⌋. Then for x < R′, Px[σ{R} < T ] is
dominated by
Px[Z(R
′) < R′,ΛR′] sup
R′≤y<2R′
Py[σ{R} < T ] + Px[Z(R
′) ≥ R′ |ΛR′]Px[ΛR′],
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which is of smaller order than Px(ΛR′) owing to (3.5) applied with R
′ in place of R. Since
Px(ΛR′) ∼ Px(ΛR), this concludes the proof of Lemma 9.
In case p = 1/2 we have g(−∞,−1](y, y) =
∫ y
1
F (−t)[A˜(t)]−2dt{1 + o(1)}+O(1) and there
must be various possibilities of behaviour of A˜(t) ∼ ℓ∗(t)/Uds(t) on which behaviour of
g(−∞,−1](y, y) depends.
We continue to suppose (1.4) to hold with α = 1 and p 6= 1/2. The next lemma deals
with the case complementary to that treated in Lemma 9.
Lemma 10. Suppose (1.4) to hold with α = 1. If either EX = 0 with p > 1/2 or E|X| =∞
with 0 < p < 1/2, then for M > 1 and R large enough,
P [Z(R) ≥MR |ΛR] ≤ 2L(MR)/ML(R); (3.13)
and in case EX = 0, p > 1/2
P (ΛR) ≍ P [σ{R} < T ] ≍ Rvas(R)/[Vas(R)Uds(R)]. (3.14)
(3.13) is interesting since Z(R)/R → ∞ in probability under the same premiss as for
(3.13), although the result is reasonable in view of P [σ(−∞,−R] < σ[R,∞)]→ 1.
Since limP (ΛR)Uds(R) = 0 according to Proposition (ii), the second relation of (3.14)
implies xvas(x)/Vas(x)→ 0 which does not follow only from the slow variation of Vas.
Proof. First note that under the assumption of the lemma Zˆ is r.s. and by duality
uds(x) ∼
1
ℓˆ∗(x)
and Vas(x) ∼
1
ℓˆ∗(x)
where ℓˆ∗(t) =
∫ ∞
t
1− F (t)
ℓˆ∗(t)
dt
(ℓˆ∗(t) is the same function as defined in Remark 1); also that asymptotic estimates of
g(−∞,−1](y, y) can be obtained from (3.11) and (3.12): we may simply replace A˜(t) by
ℓˆ∗(t)ℓˆ∗(t) and interchange 1− F (t) and F (−t) (provided p 6= 1/2). Observe that for z ≥ R,
1 ≤ x < R,
∑x
y=0 g(−∞,−1](z, y) ≤ Vas(x)/ℓˆ
∗(R){1 + o(1)} and that P (ΛR) ≤ Vas(0)/Vas(R),
the dual of (2.2). Then we deduce from the identity
gZ\[0,R)(x, y) = g(−∞,−1](x, y)− Ex[g(−∞,−1](Sσ[R,∞), y); ΛR] (0 ≤ x, y < R) (3.15)
that
R/2∑
y=0
gZ\[0,R)(0, y) ≥ Vas(
1
2
R){1 + o(1)} −O(1/ℓˆ∗(R)) ≥ Vas(R){1 + o(1)}.
Hence
P (ΛR) ≥
R/2∑
y=0
gZ\[0,R)(0, y)[1− F (R− y)] ≥
Vas(R)pL(R)
R
{1 + o(1)},
whereas taking a constant M > 0 arbitrarily, we have
P [Z(R) ≥MR; ΛR] ≤
R−1∑
y=0
vas(y)[1− F (MR +R− y)] ≤
Vas(R)pL(MR)
MR
{1 + o(1)}
(with o(1) independent of M). These two bounds together show (3.13).
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Let EX = 0. Then by combining (3.12), (3.11) and the second half of Lemma 8 we see
g(−∞,−1](y, y) ≍ 1/A˜(y) ∼ 1/[ℓˆ
∗(y)ℓˆ∗(y)]. One can choose positive constants c1, c2 so that
for R < z < 2R,
g(−∞,−1](z, R) ≥ c1Vas(R)/ℓˆ
∗(R) ≥ c2 g(−∞,−1](R,R),
entailing Pz[σ{R} < T ] > c2. This together with (3.13) leads to
P [σ{R} < T ] ≥ P (ΛR)c2{1/2 + o(1)}.
Thus we have the first relation of (3.14). By g(−∞,−1](0, y) = vas(y) it follows that
P [σ{R} < T ]Uds(R) ≍ vas(R)ℓˆ∗(R)R = Rvas(R)/Vas(R){1 + o(1)},
showing the second one.
4 Proof of Proposition
Throughout this section we suppose (H) to hold with 0 < α < 2. Let p, q and L be as in
(1.4).
It is known that P [Z > x] varies regularly at infinity with index −αρ if αρ < 1 (which if
0 < α < 2 is equivalent to p > 0) and Z is r.s. if αρ = 1 (cf. [15, Theorem 9] in case ρ > 0
and [20] in case ρ = 0); and in either case
Vas(x)
∫ x
0
P [Z > t]dt
Vas(0)x
−→
1
Γ(1 + αρ)Γ(2− αρ)
(4.1)
(the dual of (1.6)). We choose a s.v. function ℓ(x) so that
P [Z > x]
Vas(0)
∼
sinαρπ
αρπ
x−αρℓ(x) (αρ < 1), ℓ(x) = ℓ∗(x) (αρ = 1). (4.2)
As the dual relation we have a s.v. function ℓˆ such that
P [−Zˆ > x] ∼
sinαρˆ π
αρˆ π
x−αρˆℓˆ(x) (αρˆ < 1), ℓˆ = ℓˆ∗(x) (αρˆ = 1).
Here t−1 sin t is equated to 1 for t = 0. Note that if ρ = 1, ℓˆ(x) ∼ ℓ∗(x) according to Lemma
2; similarly ℓ(x) ∼ ℓˆ∗(x) if ρ = 0. ℓ and ℓˆ are linked as we see in Lemma 11 below. One
then sees that
Vas(x) ∼ x
αρ/ℓ(x) and Uds(x) ∼ x
αρˆ/ℓˆ(x). (4.3)
We bring in the constant
κ =
Γ(αρ+ 1)Γ(αρˆ+ 1)
Γ(α)π−1 sinαρπ
p =
Γ(αρ+ 1)Γ(αρˆ+ 1)
Γ(α)π−1 sinαρˆ π
q,
where only the case p > 0 (q > 0) of the two expressions above is adopted if q = 0 (p = 0);
if pq 6= 0 the two coincide, namely p/q = sinαρπ/sinαρˆ π (pq 6= 0) as is implicit in the
proof of the next result or directly derived (cf. Appendix (A) of [21]). Note that if α = 1,
κ =∞ for ρ = 0 or 1, while if α 6= 1, κ is well defined so as to be a finite constant.
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Lemma 11. Let ℓ and ℓˆ be as above. Then ℓ(x)ℓˆ(x) ∼ κL(x), or what amounts to the same,
Vas(x)Uds(x)P [|X| > x]→ 1/κ.
Proof. We have only to consider the case 0 < ρ < 1 since the result follows from Lemma 4
for ρ = 1 and by duality for ρ = 0. We may and do consider only the case q > 0 (entailing
αρˆ < 1) and put L− = qL (> 0).
Recalling (2.4) we have
P [−Zˆ ≥ x] =
∞∑
z=0
vas(z)F (−x− z). (4.4)
We may suppose that ℓ and L− are differentiable and satisfy ℓ
′(t) = o(ℓ(t)/t) and L′−(t) =
o(L−(t)/t). Summing by parts deduces that the sum on the RHS is equal to
∞∑
z=0
Vas(z)
[
F (−x− z)− F (−x− z − 1)
]
. (4.5)
On summing by parts back after substituting from (4.3), the above sum is equivalent to
αρ
∞∑
z=0
zαρ−1L−(x+ z)
ℓ(z)(x+ z)α
∼
L−(x)
ℓ(x)
∫ ∞
0
αρzαρ−1
(x+ z)α
dz
The integral on the RHS equals e−αρˆαρB(αρ, αρˆ), where B(t, s) = Γ(t)Γ(s)/Γ(t + s) (the
Bessel function). We accordingly have
P [−Zˆ ≥ x] ∼ αρB(αρ, αρˆ)x−αρˆL−(x)/ℓ(x). (4.6)
Thus by (1.6) (the dual of (4.1))
Uds(x) ∼
sinαρˆ π
(πα2ρρˆ)B(αρ, αρˆ)
·
xαρˆℓ(x)
L−(x)
=
Γ(α)π−1sinαρˆ π
Γ(αρ+ 1)Γ(αρˆ+ 1)
·
xαρˆℓ(x)
qL(x)
, (4.7)
which combined with Vas(x) ∼ x
αρ/ℓ(x) shows the asserted convergence.
The equivalence given in Lemma 11 may also be expressed as
nVas(an)Uds(an) −→ 1/κ, (4.8)
and is known if 0 < ρ < 1 [6, Eq(15)], [24, Eq(15, 31)] except for the explicit expression of
κ.
Lemma 12. Suppose ρ > 0. Then for any ε > 0 there exists a constant M > 0 such that
for 0 ≤ x < R,
Ex
[
Uds(Sσ[R,∞));Z(R) ≥ MR, ΛR
]
≤ εUds(x).
Proof. One can proceed as in the proof of Lemma 5 by using Uds(x) ∼ x
αρˆ/ℓˆ(x) (so that
Uds(x)(1− F (x)) ≤ Cx
−αρL(x)/ℓˆ(x)) and Lemma 11. The details are omitted.
Lemma 13. Suppose ρ > 0. Then for some constant θ > 0, Px(ΛR) ≥ θUds(x)/Uds(R) for
0 ≤ x < R.
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Proof. We may suppose ρ < 1, for otherwise the result follows from Theorem. Owing to
the preceding lemma we can find a constant M > 0 such that
1
2
Uds(x) ≤ Ex
[
Uds(Sσ[R,∞));Z(R) < MR
∣∣ΛR]Px(ΛR).
Since the conditional expectation on the RHS is less than Uds(MR) ∼ M
αρˆUds(R) we have
the lower bound of the lemma.
Lemma 14. Let 0 < αρ < 1. Then uniformly for 0 ≤ x < R, as R − x → ∞ and ε ↓ 0
(interchangeably)
Px
[
Z(R) ≤ ε(R− x)
∣∣ΛR]→ 0.
Proof. For R/2 ≤ x < R, Px(ΛR) is bounded away from zero uniformly owing to Lemma 13,
and the asserted relation follows from the well known result for non-conditional probability
in view of the first relation of (4.2) [10, Section XIV.3].
Let x < R/2 and Eε,R stand for the event {R ≤ Sσ[R/2,∞) < (1 + ε)R}. Clearly
Px
[
Eε,R
∣∣ΛR] ≤ Px(Eε,R ∩ ΛR/2)/Px(ΛR) of which the RHS is dominated by
1
Px(ΛR)
∑
0≤y<R/2
g(−∞,−1](x, y)P [R− y ≤ X < (1 + ε)R− y].
The probability under the summation sign is dominated by C{ε+ o(1)}[1− F (R)], and by
Lemmas 1 and 11 the above sum is evaluated to be at most a constant multiple of
{ε+ o(1)}
[
1− F (R)
]
Uds(x)Vas(R) ≤ C
′ Uds(x)
Uds(R)
{ε+ o(1)}.
Thus
Px[Eε,R
∣∣ΛR] ≤ C2{ε+ o(1)} for 0 ≤ x < R/2. (4.9)
Now observe that for any 1/2 < δ < 1, Px[Z(R) ≤ εR |ΛR] is less than
Px[Sσ[R/2,∞) ∈ [δR, (1 + ε)R] |ΛδR]Px(ΛδR)/Px(ΛR)
+ sup
R/2≤y<δR
Py[Z(R) < εR |ΛR]Px(ΛR/2)/Px(ΛR)
For any ε0 > 0, by (4.9) one can choose δ > 0 so that the first term is less than ε0 for all
0 < ε < δ and all sufficiently large R, while for δ thus chosen the second term made less than
ε0 for ε small enough and all R large enough. This concludes the proof of the lemma.
3.1. Proof of Proposition(i). Let 0 < (α ∨ 1)ρ < 1. The asserted lower bound of
Px(Λx) follows from Lemma 13. Let 1/2 < δ < 1. Lemma 14 entails
Px
[
Z(R) > εR
∣∣ΛR] ≥ 1/2 (x < δR) (4.10)
for some ε > 0. Writing the equality (2.1) as
Uds(x)
Px(ΛR)
=
∞∑
y=R
Px[Sσ[R,∞) = y |ΛR]Uds(y),
one deduces from (4.10) that the sum above is larger than [Uds(R) + Uds((1 + ε)R)]/2. By
(4.3) lim supUds(εR)/Uds(R) = ε
αρˆ > 1, for (α ∨ 1)ρ < 1 entails ρˆ > 0. This verifies the
upper bound.
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3.2. Proof of Proposition(ii). Let α ≤ 1 and ρ = 0. The proof rests on the fact that
for any ε > 0, Px(ΛR) → 0 uniformly for 0 ≤ x < (1 − ε)R, a consequence of (the dual of)
Theorem of case (C4).
First let α = 1. This entails Zˆ is r.s., uds(x) ∼ 1/ℓˆ
∗(x) and Vas(x) ∼ 1/ℓˆ∗(x). We have
only to consider the case x < R/3. Putting R′ = ⌊R/3⌋ and R′′ = 2R′, we have
Px(ΛR) = J1 + J2,
where
J1 = Px
[
Sσ[R′,∞) > R
′′, ΛR
]
and J2 = Px
[
Sσ[R′,∞) ≤ R
′′, ΛR
]
.
Obviously
J1 =
R′−1∑
z=0
gZ\[0,R′)(x, z)P [X > R
′′ − z] ≤
[
1− F (R′)
] R′−1∑
z=0
g(−∞,−1](x, z).
The last sum is at most Uds(x)Vas(R) by Lemma 1. Using Lemma we accordingly infer that
J1
Uds(R)
Uds(x)
≤ CUds(R)Vas(R)
[
1− F (R′)
]
→ 0.
As for J2, we decompose J2 = Px(ΛR′)
∑R′′
z=R′ P
[
S[R′,∞) = z
∣∣ΛR′]Pz(ΛR). On applying the
upper bound (2.2) to Px(ΛR′) it then follows that
J2
Uds(R)
Uds(x)
≤
Uds(R)
Uds(R′)
R′′∑
z=R′
P
[
S[R′,∞) = z
∣∣ΛR′]Pz(ΛR)→ 0, (4.11)
for Pz(ΛR)→ 0 uniformly for z ≤ R
′′.
For α < 1, we have p = 0, Uds(x) ∼ x
α/ℓˆ(x) and Vas(x) ∼ 1/ℓ(x) and we can proceed as
above. Indeed, the same proof shows (4.11). As for the estimation of J1, noting that 1 −
F (x) = o(F (−x)) we see J1 Uds(R)/Uds(x) ≤ CUds(R)Vas(R)
[
1−F (R′)
]
→ 0, as before.
3.3 Proof of Proposition(iii). In this subsection we suppose (H) to hold with α < 2
and 0 < ρ < 1.
Lemma 15. Suppose either α = 1 with ρ /∈ {0, 1
2
, 1} or 1 < α < 2. Then
(a) vas(x) ∼ αρx
αρ−1/ℓ(x) and (b) uds(x) ∼ αρˆ x
αρˆ−1/ℓˆ(x).
Proof. We prove only (b), (a) being dealt with in the same way. First of all we recall that
if αρˆ = 1, then Zˆ is r.s. and the equivalence (b) follows by what is mentioned at (2.6) (for Z
instead of Zˆ). It is also noted that in case 1/2 < αρˆ < 1 the strong renewal theorem holds
for Uds without any extra assumption (cf. e.g., [2]).
The proof for αρˆ ≤ 1/2 rests on the recent result by Caravenna and Doney [5]. According
to Theorem 1.4 of [5] it suffices to show that if αρˆ ≤ 1/2,
lim
ε↓0
lim sup
x→∞
xP [−Zˆ ≥ x]
εx∑
z=1
P [−Zˆ = x− z]
z(P [−Zˆ ≥ z])2
= 0. (4.12)
Let αρˆ ≤ 1/2. Note that (a)—as well as (4.6)—is available since αρ > 1/2. Using (4.4) we
then deduce that the sum in (4.12) is dominated by a constant multiple of
J :=
εx∑
z=1
∞∑
y=1
yαρ−1
ℓ(y)
p(−x− y + z)
1
z
(
zαρˆ ℓ(z)
L−(z)
)2
.
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We may suppose yαρ−1/ℓ(y) to be decreasing. Then we perform summation by parts for
the inner sum and, after replacing F (−t) that thereby comes up by L−(t)/t
α with L−
appropriately chosen, make summation by parts back as before to obtain
∞∑
y=1
yαρ−1
ℓ(y)
p(−x− y + z) ∼ α
∞∑
y=1
L−(x+ y − z)y
αρ−1
ℓ(y)(x+ y − z)α+1
≤ C
L−(x)x
αρ−α−1
ℓ(x)
.
Hence
J ≤ C
L−(x)x
αρ−α−1
ℓ(x)
εx∑
z=1
1
z
(
zαρˆ ℓ(z)
L−(z)
)2
≤ C ′
ℓ(x)
L−(x)
ε2αρˆxαρˆ−1.
Thus by (4.6) xP [−Zˆ ≥ x]J ≤ C ′′ε2αρˆ, verifying (4.12).
Lemma 16. (i) If 1 < α < 2,
g(−∞,−1](x, y) ∼


αρUds(x)
ℓ(y)x1−αρ
hαρˆ(y/x) as y →∞ uniformly for 1 ≤ x ≤ y,
αρˆ Vas(y)
ℓˆ(x)y1−αρˆ
hαρ(x/y) as x→∞ uniformly for 1 ≤ y ≤ x,
(4.13)
where
hλ(ξ) = λ
∫ 1
0
tλ−1(ξ − 1 + t)α−λ−1dt (0 < λ ≤ 1, ξ ≥ 1).
(ii) If α = 1 with ρ /∈ {0, 1
2
, 1}, then for each 0 < δ < 1 the above equivalence (4.13)
holds uniformly for 1 ≤ x < δy and for 1 ≤ y < δx and
g(−∞,−1](y, y) ∼ ρρˆ
∫ y
0
dt
ℓ(t)ℓˆ(t)t
.
Proof. Let x ≤ y. Then
g(−∞,−1](x, y) =
x∑
k=0
uds(k)vas(y − x+ k).
If x/y → 0, then
g(−∞,−1](x, y) ∼ αρUds(x)y
αρ−1/ℓ(y),
which coincides with the asserted formula since hαρˆ(ξ) ∼ ξ
αρ−1 as ξ → ∞. For y ≍ x by
Lemma 15 the above sum divided by αρ is asymptotically equivalent to
x∑
k=0
kαρˆ−1(y − x+ k)αρ−1
ℓˆ(k)ℓ(y − x+ k)
∼
xα−1
ℓˆ(x)ℓ(y)
∫ 1
0
tαρˆ−1
(
y
x
− 1 + t
)αρ−1
dt ∼
Uds(x)hαρˆ(y/x)
ℓ(y)x1−αρ
,
verifying the first formula of (4.13). The second one is dealt with in the same way. (i) have
been proved.
Let α = 1 and ρ /∈ {0, 1
2
, 1}. Then by Lemma 15 uds(k)vas(k) ∼ ρρˆ/[kℓ(k)ℓˆ(k)] and the
second relation of (iii) follows immediately. The first assertion is shown in the same way as
for (ii).
Since hλ(ξ) ∼ ξ
α−λ−1 as ξ →∞ Lemma 16 entails that
g(−∞,−1](x, y) ≍
{
Uds(x)Vas(y)/y, for 0 ≤ x < y,
Uds(x)Vas(y)/x for 0 ≤ y < x,
(4.14)
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where the constants involved in ≍ depend only on αρ and ≍ can be replaced by ∼ in case
y/x→∞ or 0. We also note that as y →∞
g(−∞,−1](y, y) ∼
Uds(y)y
αρ−1
ℓ(y)
hαρˆ(1) ∼
κ
(1− F (y))y
(
κ =
αρˆ π−1 sinαρπ
(α− 1)B(αρ, αρˆ)
)
.
Lemma 17. If 1 < α < 2, then as R→∞
Px
[
σ{R} < T
]
∼


[
(R/x)1−αρhαρˆ(R/x)
hαρˆ(1)
]
Uds(x)
Uds(R)
uniformly for 1 ≤ x ≤ R,
[
(R/x)αρˆhαρ(x/R)
hαρ(1)
]
Uds(x)
Uds(R)
uniformly for x ≥ R;
(4.15)
in particular
Px
[
σ{R} < T
]
→ 1 as x/R→ 1,
= O((R/x)1−αρˆ) as x/R→∞,
∼ [(α− 1)/αρˆ]Uds(x)/Uds(R) as x/R→ 0.
(4.16)
Proof. Because of the identity Px
[
σ{R} < T
]
= g(−∞,−1](x,R)/g(−∞,−1](R,R) the first
formula of (4.15) follows from Lemma 16. The derivation of the second one is similar (note
hλ(1) = λ/(α− 1)). By limξ→∞ ξ
αρ−1hαρˆ(ξ) = 1 (4.16) follows from (4.15).
Combining (2.2) with Lemma 17 yields that if 1 < α < 2, for 0 ≤ x ≤ R
Uds(x)
Uds(R)
≥ Px(ΛR) ≥ Px
[
σ{R} < T
]
≥
α− 1
αρˆ
·
Uds(x)
Uds(R)
{1 + o(1)}. (4.17)
Proof of Proposition(iii). The statement (1.5) in (a) is verified in the proof of Theorem
as noted previously—it also follows directly from (4.15) on noting hα−1 ≡ 1. Since hαρ(ξ)
is decreasing, the second case of (4.15) implies that
lim inf
R→∞
inf
x≥(1+ε)R
Px[T < σ{R}] > 0
for each ε > 0. In view of (4.10) valid for p > 0 this shows the inequality of (a). The
equivalence stated last in (a) is a reduced form of the first formula in (4.15).
The second assertion (b) of (iii) follows from Lemma 16(ii) if α = 1 and ρ 6= 1/2. In
the other case when either α = 1 = 2ρ or α < 1 and 0 < ρ < 1, we have uniformly for
0 ≤ x < R
Px
[
Z(R) ≤ εR
∣∣ΛR]→ 0 as R→∞ and ε ↓ 0 (4.18)
according to Lemma 14. By a functional limit theorem (cf. e.g., [17]) the normalized walk
S⌊nt⌋/an converges in law to a stable process. Using the fact that the limiting stable process
stated at zero never visits any fixed real number ξ 6= 0 with probability one we can show
without difficulty that Py[σ{R} < T ]→ 0 uniformly for y > (1+ ε)R. Combined with (4.18)
this concludes the proof.
5 Appendix
The following result is used in the proof of Lemma 2.
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Lemma 18. Let α be a positive constant, ℓ(t), t ≥ 0 a s.v. function, v(t) and G(t) non-
negative Borel functions of t ≥ 0. Suppose that
∫ x
0
v(t)dt ∼ xα/αℓ(x) (x → ∞), G(t) is
non-increasing and
∫∞
0
v(t)G(t)dt <∞, and then put
h(x) =
∫ ∞
0
v(t)G(x+ t)dt and ℓ∗(x) =
∫ ∞
x
tα−1G(t)dt
ℓ(t)
.
Then ℓ∗(1) <∞ and if h is s.v., then h(x) ∼ ℓ∗(x).
Proof. We may suppose ℓ is positive and continuous. Put v˜(t) = tα−1/ℓ(t) and
h˜(x) =
∫ ∞
0
v˜(t)G(x+ t)dt.
By monotone density theorem [2] it suffices to show the following equivalences.
(1) h˜(x) ∼ ℓ∗(x). (2)
∫ x
0
h(t)dt ∼
∫ x
0
h˜(t)dt.
On integrating by parts it is easy to see that
∫ R
0
v˜(t)G(t)dt ∼
∫ R
0
v(t)G(t)dt so that both
h˜(1) and ℓ∗(1) are finite.
For the proof of (1) we see
h˜(εx) >
∫ ∞
1
2
x
v˜(t)G(x/2 + t)dt =
∫ ∞
x
(t− 1
2
x)α−1G(t)
ℓ(t− 1
2
x)
dt ≥ ℓ∗(x){1 + o(1)}.
Hence ℓ∗(x) ≤ h(x){1 + o(1)} in view of the assumed slow variation of h. Obviously
h˜(x) ≥ ℓ∗(x){1 + o(1)} and we conclude h˜(x) ∼ ℓ∗(x).
By employing integration by parts we deduce∫ x
0
h(t)dt =
∫ ∞
0
v(s)ds
∫ x
0
G(s+ t)dt =
∫ ∞
0
[G(t)−G(x+ t)]dt
∫ t
0
v(s)ds,
and similarly ∫ x
0
h˜(t)dt =
∫ ∞
0
[G(t)−G(x+ t)]dt
∫ t
0
sα−1ds
ℓ(s)
.
These identities together show (2), since G is non-increasing and the inner integrals on the
RHS’s above are asymptotically equivalent.
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