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Abstract 
One of the major problems that have arisen in communication networks is that of broad- 
castiny, namely the dissemination of a message possessed initially by a given vertex to all the 
vertices of a network. It is assumed that at any time step a given vertex can transmit to or 
receive from some other vertex exactly one message. 
We are interested in the minimum time needed to broadcast a message from one vertex to all 
the vertices of G,,, random graphs. We are also interested in the broadcast number of such 
graphs. The problem of broadcasting in random graphs was studied by Scheinerman and 
Wierman in (1989), where they proved that it was possible to perform, with high probability, 
near-optimal broadcast in G,,, random graphs for p = w, log n/n with w, + co as n -+ co. They 
also proved that, for a given algorithm, it was possible, with probability, to optimally broadcast 
a message from any given vertex to all the vertices of G,,, random graphs with edge probability 
p = clog’ n/n, for a properly chosen constant c, in exactly r Ig n 1 time steps. We prove here 
results related to two conjectures posed by them regarding the optimality of the edge prob- 
abilities they used in their paper. 
1. Introduction 
One of the major problems that have arisen in communication networks is that of 
broadcasting, namely the dissemination of a message possessed initially by a given 
vertex to all the vertices of a network. We may view this network, as a graph, where 
the vertices correspond to processing units, and the edges to communication lines. We 
assume that at any time step a given vertex can either transmit to or receive from some 
other vertex exactly one message. 
Thus, at the first step of a broadcast the vertex that originally possesses the message 
transmits it to a vertex adjacent to it, in the next step, the two vertices that now 
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possess the message transmit it to two new vertices, provided that the connectivity of 
the network allows it and two vertices transmit the message neither to vertices that 
already possess it nor to a vertex connected to both of them. Thus, after two time 
steps, the original message can be transmitted to at most four vertices, and one can 
continue similarly until it is broadcast to the whole network (graph). 
For the complete graph K, on n vertices, it is possible to broadcast a message in 
r lg n 1 (lg n denotes the base-two logarithm of n) time steps. 
We are interested in the minimum time needed to broadcast a message from a given 
vertex to all the vertices of G,,, random graphs, that is graphs on n labeled vertices, 
where each undirected edge is chosen to be in the graph with probability p indepen- 
dently of the other ones. We are also interested in the hroudcast number of such graphs, 
that is, the maximum over all vertices, of the minimum time needed to broadcast 
a message from a given vertex. 
In this discussion lg n will denote the base-two, and log n the natural logarithm of n. 
The problem of broadcasting in random graphs was studied by Scheinerman and 
Wierman in [7], where they proved that it was possible to perform, with high 
probability, that is, with probability tending to one as n approaches infinity, near- 
optimal broadcast in G,,, random graphs for p = w, log n/n with o, --f co as n + co. 
The term near-optimal suggested that the broadcast number of almost all such graphs 
was lg n + o(lg n). It was also proved there, for a given broadcast algorithm, that it 
was possible, with high probability, to optimally broadcast a message from any given 
vertex to all the vertices of G,,, random graphs with edge probability p = clog’ n/n, 
for a constant c appropriately chosen, in exactly r lg n 1 time steps, and thus derived 
a broadcast number of r lg n 1, for almost all such random graphs. 
2. Contents of this paper 
2.1. Definitions 
The definitions given below will simplify the discussion in this paper. 
In a tree, each vertex that is not a leaf is an internal vertex and has at least one direct 
descendant. Such direct descendants of an internal vertex form its children. 
Definition 2.1. A T[d: t, s] tree, defined for t 2 d, is a rooted complete tree of depth d, 
such that the number of children of every internal vertex belongs to the interval [t, s]. 
The leaves of such a tree are at distance d from its root. 
Definition 2.2. A broadcast labeling is a mapping I of a subset of the vertices of a 
T[d: t, s] tree (or in general of a subtree of a T[d: t, s] tree that has the same root with 
T[d: t, s]) to the set { 1,. . . , d) u { *} of labels, according to the following rules: 
l If r is the root of the T[d: t, s] tree, then l(r) = 0. 
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l Let u be a vertex with label l(u) < d, and let ui, . . . , u, be the children of u (since 
u is a vertex of a T [d: t, s] tree, t < m d s) arbitrarily ordered. We label the children of 
u SO that I(Ui) = I(U) + i, i = 1, . . . . d - I(U), and I(Ui) = *, i > d - l(u). 
l Vertices that were not labeled by the previous two steps are left unlabeled (these 
are descendants of vertices labeled *, d). 
A broadcast labeling of a T[d: t, s] tree, induces an algorithm that can be used to 
broadcast a message, held by the root, to the vertices of the tree that are labeled with 
labels that belong to the set { 1, . . . , df in d time steps. The label of a vertex gives the 
time step this vertex will receive the message from its own direct ancestor (“father”). 
This algorithm is shown below. 
Procedure Broadcast(d) 
/* Broadcast a message for d time steps. 
The message is held initially by the root r of a T[d: t, s] tree. 
*I 
begin 
for all vertices u such that I(u) # *, d do 
/* Let ui, . . . . u,, t < m < s, be the children of u 
ordered arbitrarily for broadcast labeling purposes. 
*I 
for j = 1 to d - l(u) do 
At time step 1(u) + j vertex u transmits the message to Uj; 
end 
A simple inductive argument on the label of a vertex deduces the truth of our claim 
and the correctness of the algorithm. The restriction t 2 d guarantees that a vertex 
which is not a leaf, whenever it gets the message will be kept on broadcasting for the 
duration of the broadcast. 
Definition 2.3. A broadcast tree B[d: t, s] is the subtree of a T[d: t, s] tree whose 
vertices will be labeled when broadcast labeling is applied to T[d: t, s]. 
The reason each internal vertex has a number of children that belongs to an interval 
[t, s] will become clear after the discussion on random graphs in Section 3. 
2.2. Contents 
In [7], it was conjectured that it could have been possible to near-optimally 
broadcast a message in random graphs with edge probability p = clog n/n, for 
a constant c > 1, in lg n + o(lg n) time steps, with high probability. We prove here this 
conjecture for c > 18.4, and for broadcast time lg n + d lg lg n where d is a positive 
constant less than one. 
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It was also conjectured in [7] that it could have been possible to optimally 
broadcast a message, with high probability, in rlgn] time steps in random graphs 
with edge probability p = o, log n/n where w, + co as n -+ m. We show here that for 
p = c lg lg n/n, where c > 16, this is feasible, improving the previous bound of [7] on p, 
which was p = K log’ n/n, K > S/log 2. 
For both broadcast cases examined in this paper, we first find, with high probabil- 
ity, a broadcast tree B[lg n - lg lg n - 5: lg n, O(lg n)], that is a subgraph of the 
random graph, with root the vertex that originally possesses the message, using (that 
is, revealing edge dependencies among) at most n/2 vertices of the random graph. We 
use this tree to broadcast the message held by its root to n/(32 lgn) vertices of the 
random graph. We then broadcast the message to the remaining vertices of the graph 
also using some of the techniques of [7]. 
Throughout this paper we assume that n is a power of two. For the near-optimal 
broadcast case, if this is not the case, we can replace, as fit, occurrences of lgn and 
lg lg n by L lg n J and r lglg n 1 respectively. The same holds for the optimal broadcast 
case, although there, we examine in detail the case for n = 2’“, k an integer, the 
subcase n = 2k follows by replacing each lg lg n there by r lg lg n 1, while the case of 
n not being a power of two is discussed separately. 
3. A broadcast tree 
We state the following proposition, which holds for G,,, random graphs for both 
cases of p needed in this paper, that is p = pi = ci logn/n where ci > 18.4, for the 
near-optimal case, and p = p2 = c2 lg lgnlog n/n where c2 > 16, for the optimal 
broadcast case. 
Proposition 3.1. In G,,, (respectively Gn+) random graphs, there exists, with high 
probability , a broadcast tree B[lg n - lg lgn - 5: lg n, O(lg n)] rooted at some given 
vertex, whose identification requires the revelation of the edge dependencies of at most 
n/2 vertices of the graph. The probability that such a tree cannot be found is at most 
W/n I+&), for some positive constant E. It is then possible to broadcast a message from 
the root of this tree to n/(32 lg n) vertices. 
The proof of Proposition 3.1 will be given after the following discussion and the 
proof of Proposition 3.5. 
In a B[d: t, s] broadcast tree, vertices with labels that belong to the set 
(0, 1, . . . . d - I} are internal vertices in this tree, and have a number of descendants 
that belongs to the interval [t, s], while all other vertices are leaves. 
In Fig. 1 a B[4: 4,4] broadcast tree is depicted. With reference to this figure, the 
descendants of a vertex are ordered (for the ordering used in Definition 2.2) on 
a right-to-left fashion. The root of the tree is labeled 0. 
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Fig. 1. A B[4: 4,4] broadcast tree 
Due to the way this broadcast is performed, the rightmost paths of the broadcast 
tree are the longest, while the leftmost are the shortest ones, as this is also evident in 
Fig. 1. 
We are interested in finding the maximum number of vertices of a B[d: t, s] 
broadcast tree, so that if we broadcast the message held by the root of that tree for 
d time steps, it will be disseminated to as many vertices as possible. 
We first claim the following. 
Claim 3.2. The size of a B[d: t, s] broadcast tree is at most 2’- 1 . s + 1 (these are the 
maximum number of vertices we can get since each internal vertex of the tree has 
a varying number of children). 
Proof. Let N(d) be the maximum size of a B[d: t, s] broadcast tree (where we have, 
due to the definition of such a tree, t > d). Let each internal vertex of such a tree have 
at least t and at most s children. Let the root of the tree be u, (at least) t of its children 
be u 1, . ..> ut, and for broadcast purposes we are going to use the broadcast algorithm 
described in the introduction, and thus we shall transmit the message first to ur, then 
to u2 and so on, according to the arbitrary ordering implied by the writing of the 
vertices as ur, . . . . u,. Vertex Ui can be considered the root of a B[d - i: t, s] tree, of 
maximum size N(d - i), since this vertex will receive the message from u at time step 
i and execute the broadcast algorithm for d - i time steps. Some children of u (if u has 
more than d of them) will not receive the message within these d time steps, and such 
vertices are the children of u labeled *. 
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Then, for N(d), we get the following recurrence relation: 
N(d) = i N(d - i) + s - d + 1, 
i=l 
where N(0) = 1 and N(1) = s + 1. The size N(d) of the broadcast tree rooted at u is 
one plus the sum of the sizes N(d - i) of every subtree rooted respectively at vertex Ui, 
1 < i < d, plus the at most s - d vertices connected to the root which do not 
participate in the broadcast. We thus get N(d) = 2dm’.s + 1 as a solution. 0 
We now prove the following claim 
Claim 3.3. The number of oertices of a B[d: t, s] broadcast tree that will receive 
a message broadcast by the root of the tree, within r < d time steps, is equal to 2’. 
Proof. Let b(r), 0 < r < d be the number of vertices that will receive a message, 
originally held by the root of a B[d: t, s] broadcast tree, within r time steps, if the 
broadcast algorithm described in the introduction is executed. It is clear that b(0) = 1, 
and b(1) = 2. Then, we get the following recurrence relation for r d d: 
b(r) = i b(r - i) + 1. 
i=l 
The first r < d children of root U, according to the ordering of the tree assumed in the 
proof of Claim 3.2, will receive the message during these r time steps, and child ui of U, 
which will receive the message at time step i, will broadcast it to b(r - i) vertices of 
a B[d - i: t, s] tree rooted at Ui. The one in the formula for b(r) counts the root of the 
B[d: t, s] tree. The recurrence above (along with all recurrences for b(i), 2 d i < r), 
gives as a solution b(r) = 2’. 0 
Claim 3.4. The number of internal vertices cfa B[d: t, s] broadcast tree, for d 3 1, is 
2dm l. 
Proof. Due to the second rule of broadcast labeling in Definition 2.2, and Defini- 
tion 2.3, the number of vertices in a B[d: t, s] tree that are internal to this tree are the 
ones labeled with labels that belong to the set { 1, . . . , d - 11, and which also had their 
children labeled when broadcast labeling was applied to B[d: t, s]. The latter vertices 
are the ones that will have received the message broadcast by the root of the tree, after 
d - 1 time steps. Due to Claim 3.3, there are b(d - 1) = 2dP1 such vertices. Cl 
Thus, in d time steps the broadcast algorithm will disseminate the message to 2d 
vertices of a B [t: t, s] broadcast tree of at most 2’- ’ . s + 1 vertices. 
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3.1. A randomized construction 
A G,,, random graph on n labeled vertices can be constructed by randomizing its 
edges, that is an edge will be included in the graph independently of the other ones 
with probability p. When we find a broadcast tree rooted at some vertex of this graph, 
we first randomize some of the edges among the vertices of the tree, and thus reveal 
their dependencies in the graph (and the tree may use only a portion of the n vertices, 
since we do not necessarily require the construction of a spanning tree). At the end of 
this tree finding process, we conclude the random graph construction by completing 
the randomization of all the unaccounted edges. 
We need to show that in G n, p random graphs and for values of p equal to pr, p2, as 
these were defined in the beginning of Section 3, for each vertex of the random graph, 
we are able to find, with high probability, a B[lg IZ - lg lg n - 5: lg n, O(lg n)] broad- 
cast tree. Each internal vertex of this tree will have a number of children that belongs 
to an interval [lgn, O(lgn)] due to probabilistic considerations of the tree finding 
process. The upper boundary of this interval will depend on the choice of p(p = pr, 
pZ), but it will be at most 9.3 lgn for any of the two cases. Due to Claim 3.3, the 
number of vertices that will receive the message, if we run the broadcast algorithm of 
Section 2 for lg n - lg lg n - 5 time steps will be n/(32 lg n). 
We find such a broadcast tree in a random graph using a technique based on the 
one that appeared in [l]. We outline this technique, as adopted to our case, below. 
In the beginning of the tree finding process, we broadcast label the root of the tree 
to be constructed (its label will be 0). [Note: The labels assigned to the vertices of the 
graph due to broadcast labeling, are distinct from the ones assigned due to the 
definition of a random graph.] At this point no randomization of the edges of the 
random graph has occurred, and only the root of the tree to be found has been 
broadcast labeled. 
We now “expand” u, that is reveal the dependencies of edges connecting u with 
other vertices of the random graph. Since we would like to reveal edge dependencies of 
at most half of the vertices of the random graph during this tree finding process, 
let set S of size ) S 1 = s (its exact size will depend on the choice of p and will be at most 
n/4), hold the prospective children of u (and in general of a vertex about to be 
“expanded”). For u (and in general, for any vertex about to be “expanded”), we first 
determine the number U of its children (that way we decide some but not necessarily 
all the vertices adjacent to a given vertex in G,,,) according to the following binomial 
distribution: 
Prob(U = k) = i pk(l - p)“-“. 
0 
As soon as we decide the number of children of the vertex in question (U here), and 
let this number be k, we choose k among the s vertices of S uniformly at random (each 
subset of S of size k is chosen with the same probability among the (i) possible ones). 
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These vertices will become the children of the expanded vertex (that is, u) in the tree 
being formed. We decide arbitrarily an ordering of the vertices (say according to the 
numbering of the vertices in the random graph) which will be used for broadcast 
labeling purposes, and remove these vertices from S. We add vertices to S so that it 
recaptures its original size s, by choosing k arbitrary vertices, among the remaining 
vertices of the graph. In this paper we shall add vertices to S, so that as a total, at most 
n/2 among the n vertices of the random graph will ever participate in this tree finding 
process, either by including them in the tree, or in set S. After we have revealed the 
children of u in the tree, we broadcast label them, and repeat this process by similarly 
expanding, in a breadth-first search manner, the labeled (due to broadcast labeling) 
children of u with labels that belong to the set { 1, . . . , lg n - lg lg n - 6). 
If we assume that in the beginning of the tree finding process 1 S 1 = s < n/4, then we 
need to show that this process will consider, with high probability (in case it considers 
more we declare FAILURE of the process), at most n/2 - s vertices altogether, so that 
we will be able at any step of the process to fill S to completion using, overall, at most 
n/2 vertices. 
We note that although we reveal dependencies of at most n/2 vertices in this 
process, we reveal no dependencies related to the remaining, at least n/2 vertices of the 
graph (we reveal neither dependencies among themselves nor with the at most n/2 
vertices used in the tree finding process). 
We are now ready to show that we can indeed build such a tree with the required 
depth and number of children per vertex. 
We thus get the following proposition. 
Proposition 3.5. With probability at least 1 - l/n2”, for a positive constant 6, each 
internal vertex of the broadcast tree built by the described tree jinding process in 
a Gn,p, (respectively, G,,P,) random graph, has at least lg n and at most 8.97 lgn 
(respectively, 9.3 lg n) children for the near-optimal (respectively, optimal) broadcast 
case. 
Proof. Let (for the G,_ case) p = 6.6.$3.(logn/n) < 18.4 logn/n. Let then, the size 
of set S be (S( = s = 23n/64. Since every vertex in the random graph (and thus 
in the tree) is connected to a particular vertex with probability p, the mean of 
the binomial distribution that gives the number of children of a vertex in the 
broadcast tree, of the described process is plSI = 6.6 log n = 6.6.log2. lg n. We 
examine for a particular vertex the probability that this vertex gets less than lgn or 
more than 8.97lgn children. We use the following Chernoff-Hoeffding bounds 
(C2, 61). 
ProW,,, 3 (1 + P)np) d e-B*np’3, Prob(S n,p < (1 - fi)np) < eCp2”p’2, 
whereO<p< lands,,, is the number of successes in n independent Bernoulli trials, 
with individual probability of success p. 
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Let U be the random variable that gives the number of children of a given vertex in 
the tree finding process. The previous bounds give the following inequalities. 
Prob(U 3 8.97lgn) < nm2.03, 
and 
Prob(U < lg n) < n-2.o149. 
These bounds prove our claim for the near-optimal broadcast case. 
For G,,,Pz graphs, where p2 = 16 lg lg n log n/n, we only need to change the size of S. 
Let S be of size JS 1 = (6.75n)/( 16 lg lg n) < n/4 (for n > 10). Then, p 1 S 1 = 6.75 log n, and 
we get the following bounds. 
Prob(U 3 9.3lgn) < n-2.195, 
and 
Prob(U < lgn) < n-2.o8648. 0 
We now present the proof of Proposition 3.1. 
Proof of Proposition 3.1. In the tree finding process, for the case of Gn,pl ran- 
dom graphs, we needed to “expand”, due to Claim 3.4, n/(64lgn) vertices, of 
a B[lg n - lg lg n - 5: lg n, O(lg n)] broadcast tree (these are the internal vertices of the 
tree), and thus the probability that a vertex, among them, has a number of children 
which is at most lg n or at least 8.97 lg M is, due to Proposition 3.5, at most (n/(64 lg n)) 
(nm2.03 + n -2.0149) = qn-lb&), f or some E > 0. Therefore, with high probability, the 
tree can be built with the desired number of children per internal vertex. Since with 
this probability every internal vertex of the tree has at most 8.97 lg n children and we 
have expanded n/(64 lg n) vertices, the total number of vertices in the broadcast tree is, 
with high probability at most, ((n/(64 lg n)). 8.97 + 1). This number added to s, the size 
of S, is at most n/2, the maximum number of vertices that will be considered in such 
a tree finding process. 
The case of Gn,p2 random graphs is similar to this one. 
Thus, the probability of failing to find a broadcast tree rooted at some given vertex 
of a G,,, random graph, as required for the two cases of p, is 0(1/n’ +‘), for some E > 0, 
as claimed. 0 
4. Some results on complete matchings in bipartite graphs 
We now state some results on matchings in bipartite graphs, which will be used 
later in this paper, as some of them can also be found in [3]. 
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Definition 4.1. Let G = (X u Y, E), 1 Y 1 > 1 X (, be a bipartite graph. The deficiency 
6(G) of G is defined as: 
d(G) = y; (IAl - IW)I), c 
where R(A) is the range of set A in Y, that is, the vertices of Y that are adjacent to at 
least one vertex of A. 
Fact 4.2. Let G = (X v Y, E), ) Y I 3 (X 1, he a bipartite graph. The number of vertices of 
X that are left unmatched in a maximum matching of G is equal to 6(G). 
A random bipartite graph with vertex bipartition V = X u Y is a bipartite graph, 
such that each edge from a vertex of X to a vertex of Y is chosen to be in the graph 
with some probability p independently of the other edge choices. 
We give the proof here of a result presented in [4], modified to fit our case. 
Theorem 4.3. Let G = (X u Y, E) be a random bipartite graph, where )X I = ( Y I = r, 
(n/X - n/(l6lgn)) < r < n, and the edges between X and Y appear independently with 
probability p, where p = clog n/n, c > 16, c = O(log n). Then, G has a complete match- 
ing with probability at least 1 - l/n1,5, ,for large n. 
The restriction c = O(log n) was added to facilitate the discussion related to the two 
cases of p used in this paper. The proof requires the following lemma of 141. 
Lemma 4.4. Let G = (X u Y, E) be a bipartite graph and let IX I = 1 Y I = n. Suppose 
G has no isolated vertices and it does not have a complete matching. Then there is a set 
A c X or A c Y such that: 
(1) R(A) = {Y: ix> y1gE.I br some x E A} has 1 A I - 1 elements, 
(2) the subgraph of G spanned by A u R(A) is connected, and 
(3) 2 d JAI < (n + 1)/2. 
Proof of Theorem 4.3. We show that for a random bipartite graph with edge probabil- 
ity p = clogn/n, c > 16, according to the conditions of the theorem, the probability 
that the graph has no perfect matching is at most l/n1.5. Let F,, as in [4], denote the 
event that there exists a set A of size a satisfying the three conditions of Lemma 4.4. 
We need to show that: 
Prob 
where n, = L(r + 1)/2]. Let AI c X, A2 c Y and IAll = IA21 + 1 = a. We have 2(L) 
choices for a set A of the lemma (a subset of either X or Y), and (Ilr 1) choices for 
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R(A). The probability that the subgraph spanned by A, u A2 has at least 2a - 2 edges 
and novertexofA, isjoined toavertexof Y - A, isat most (“$1:‘)p2”-2(1 - p)‘(*my+l). 
If we combine these terms we get the following inequalities. 
Prob 
n, yUea ya-leoml a2a-2e2a-2 
C2cp aa ta _ Ijaml 22a-2 p2a-2e-pa(rma+1) 
a=2 
,<2; 
( 
r2e4ap2e-p’r-a+l’ a-1 re 
a=2 4(a - 1) 1 
_ emP’rmY+ 1’ 
a 
<25 
r2e4ap2e -p(r-afl’ 0-l re _ ,-P(r-a+l’ 
a=3 4(a - 1) a 
+ 
,.3e5p2ep2~W 1’ 
2 
We examine first the term r2e4ap2emP’*-“+“/(4(a - 1)). Since a/(a - 1) < 2, 
e4a/(4(a - 1)) < e4/2. Since r < n, r2p2 < c2 log2 y1. For a < nl, e-p(r-a+l’ < e~P(*-nl+l’. 
Then, r2e4ap2ePpcrma+ “/(4(a - 1)) < (e4/2)c210g2 nepP(‘+ l”‘, for r 3 n/8 
- n/(1 6 lg n), is less than l/2, provided that c > 16. 
If we combine the various inequalities we get the following. 
+ 
r3e5p2e-2~‘r~ 1) 
2 
<2: 
c2e4 log2 ne -p(*-nI+l’ a-1 ne 
a=3 ( 2 1 _ emP”mnl + 1’ 3 
+ 
r3e5P2e-2~W 1’ 
2 
( 
e4c2 
log2 
ne-~w+ 1’12 
64 2 1 
2 ne 
_ ,-Pv+ I’,‘2 
3 
+ 
ne5C210g2ne~2~(r~1’ 
2 
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For c > 16, after some calculations, we find that 
Prob 4 l/n’.5. 
The l/n1.5 upper bound also absorbs the probability that there exist some isolated 
vertices which is at most 2/n15. 0 
For both G,,g,, G,,,, considered in this paper, we have that the c of Theorem 4.3 is 
such that c > 16, and c = O(logn). 
We now give the following variant of Theorem 4.3 when sets X and Y are not of 
equal size. 
Theorem 4.5. Let G = (X u Y, E) be a random bipartite graph and let 1x1 = r > 4, 
I YI = x + r f n, x 3 Ln/(Slglgn + 1) J, and the edges between X and Y appear 
independently with probability p. Let p = clog n/n be such that px > 1.9 log n, and 
c = O(log n). Then G has a complete matching that saturates X with probability ut least 
1 - (1 /n’ + l/r?” + r’:‘ogn - ’ ), for large n. 
The proof requires the following variant of Lemma 4.4. 
Lemma 4.6. Let G = (X u Y, E) be a bipartite graph und let /XI = r, ) Y I = r + x. 
Suppose G has no isolated vertices and it does not have a complete matching that 
saturates X. Then there is a set A c X such that: 
(1) R(A) = {Y: 1x3 Y} E Ef or some x E A} has I A I - 1 elements. 
(2) the subgruph of G spanned by A u R(A) is connected, and 
(3) 2GlAldr. 
The proof of Theorem 4.5 follows the steps of that of Theorem 4.3. We shall 
distinguish various cases of the index a introduced in the proof of Theorem 4.3. 
Proof of Theorem 4.5. We would like to show that for a random bipartite graph with 
edge probability p = clog n/n, and for the conditions of Theorem 4.5, the probability 
that the graph does not have a complete matching that saturates X is at most l/n2. Let 
F,, as in [4], denote the event that there exists a set A of size a satisfying the three 
conditions of Lemma 4.6. We need only to show that for large n: 
Prob 
( ) 
b F, _i l/n’. 
a=2 
Let A, c X, AZ c Y and I AI I = I A2 I + 1 = a. We have 2(z) choices for a set A of 
the lemma (a subset of either X or Y), and (,‘?_T) choices for R(A). The probability that 
the subgraph spanned by AI u A, has at least 2a - 2 edges and no vertex of A, is 
joined to a vertex of Y - A, is at most (“$1:‘)p2”~“(1 - p)a(rtxPa+l). If we combine 
these terms we get the following inequalities. 
Prob < i Prob(F,) 
a=2 
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We distinguish four cases depending on the range of a. They are: 
0 Case 1:2<a<Lr/2j, 
l Case 2: L r/2 J + 1 < a < L (r + x)/2 J. We distinguish this case for x < r. 
l Case 3: L(r + x)/2 J + 1 < a < r. We distinguish this case for x < r. 
l Case 4: If x > r then Cases 2 and 3 combine into a single one L r/2 J + 1 < a < r. 
The analysis of this case will be identical to that of Case 2. 
Case 1: We first examine the contribution to the sum of the first case. Let 
R = L r/2 J (not to be confused with R(X)). We then get, similarly to the proof of 
Theorem 4.3: 
j2 (;)(: f ;)(“:; I ;))p2.-2(1 _ p)d~+x-~+‘) 
<; 
a=3 i 
r(r + x)e4ap2e -p(r+x-otl) 
4(a - 1) 
> 
a- I re 
_,-p(r+x-ot 1) 
a 
+ 
r2(r + x)e5p2e-2P”+x-l) 
4 
Considerations similar to the ones of the corresponding part of the proof of 
Theorem 4.3 give that r(r + x)e4ap2e -p(rtxma+L)/(4(a - 1)) < O(log4n)epP”. This is 
at most l/n 1.5 (asymptotically) since px > 1.9 log n. 
If we continue the analysis we get the following inequalities (for large n): 
~2(~)(:“r)(~~~~))p’“-‘(l _p)‘e+x-a+l) 
< ; & ( 1 urn’ re ;e-P”+X-o+l) + 
r2(r + x)e5p2e-2P"+*- 11 
a=3 n 4 
Case 2: Let W = L (r + x)/2 J. 
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since (for the last inequality) re/(r - a) > 1, and r - a < a. We then get the following 
inequality. 
r(r + x)e4azp2em~cr+.~mn+ 1) a- 1 re 
d 
4(r - a)(a - 1) > 
~ ,-pcr+x-nt 1) 
r-a 
The proof technique used in Case 1 shows that the contribution of this term is at most 
l/n2.5 (for large n). 
Case 3: The analysis of Case 3 follows that of Case 2. 
r- 1 
rr-“ermR (Y + x) 
r+x-n+ler+xmat I a2a-2e20-2 
G ._;t, iTi= (r + x - a f I)r+x-a+l 2°C 2 
xp 
2u-2(1 _ p)a(r-kx-ut 1) 
+ (r -t x)I+ ‘exfl a2a-2e2a-2 p2a~2e_pa,x+ 1) 
(x + l)“+’ 220-2 
rm 1 
,< 
c ( 
r(r + x)e2eepa 
a=F,7+l (r-u)(r+x-a+ 1) ) 
r-u (r + .q+lex+I 
(r+x-a+ 1)X+1 
a2p2e2 
X--- 
( I 
‘- * 
4 
e - pd* + 1) + (r + x)X+lex+’ aZr-2eZrm2 p2r_2,~pa(xtl) 
(x + 1)x+1 22r-2 
We have that r(r + x)e2e-P”/((r - a)(r + x - a + 1)) G (n2e2e-p”)/s, since r + x d n, 
a 6 r. Because a 3 W + 1 3 (x + r)/2 - 1 + 1 3 x (since x < Y for Case 3) we get 
that e-pa < empx. Since x 3 Ln/(S(lglgn + 3))], ‘f 1 we combine these inequalities we 
get that (n2e2eep0)/.x = O(l/nos), since p.x >, 1.9 logn. 
Wealsogetx<(x+r)/2< W+l~a,andthus(r+x)“+‘<(r+.~)“~‘.Then 
(r + x)“+’ 
(r + x - u + l),+’ 
,xt 1 a2p2e2 am’ 
( 1 4 
empu(xt 1) 
(r + x)2e2 
( 
(r + x)a2p2e3e-~~.~+ 1) am 1 
‘(r+x-a+ l)“+’ 4 1 
e - P(X + 1) 
(r + x)2e2 
yx+ 1)x+1 ( 
n3p2e3e 
-p(xt 1) 
4 
> 
a- 1 
e - PCX + 1) 
n2e2 
G (x + 1)(x+ I) 
(c’ ;fo:b,e3)“-’ .t:, . 
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Since a 3 W + 1, and x 9 Ln/(s(lglgn + 3))], the last inequality is at most l/n3, 
thus deriving, if we combine the previous inequalities, a contribution of at most l/n’.’ 
(for large n) for Case 3. [Note: The upper bounds we claim serve only the purpose of 
showing at the end of the proof an upper bound of l/n2 for the failure probability. 
A more careful analysis would probably yield stronger bounds.] 
Case 4: For Case 4, we have that r < x. Considerations similar to those of Case 
2 lead to the following set of inequalities. 
.=i+, (:)(:+;)((i2(naI:))p’.~‘(l -p)a(+-a+l’ 
rm 1 
d 
4 
ty + x)e3a2p2e~p(r+x~o+ 1) a- 1 
o=R+l 4(a - 1) 
) (51-i ,-p(rfx-o+ I) 
+ 
( 
(y + x)e3r2P2e-~(x+ 1) *m 1 
- 
4(r 1) 1 
e P(X + 11 
- 
rm1 
d 
I( 
(Y + x)e3ap e 
a=R+l 
2 +.+~~~+iJ~~’ (re&i ,-,(,+,-,+i, 
4(a - 1) 
+ (Y + x)e3r2P2e-P(x+ ” 
4(r - 1) 
The analysis of this case follows the other ones and gives an l/n2.5 (for large n) upper 
bound. 
If we sum all four contributions (even though Cases 2 and 3 are independent of 4) 
we get that, 
Prob < l/n2. 
The probability that there exist one or more isolated vertices in X is at most 
I,@” + rJ’logn ~I. If we add to this probability the contributions of all four cases we get 
a failure probability of at most (1 /n’ + l/nP” + ‘v”~” ‘). 0 
5. Near-optimal broadcast in random graphs 
In this section we examine near-optimal broadcast in G,,,, random graphs. The first 
stage of a near optimal broadcast involves the location of a B[lg n - lg lg n - 5: lg n, 
8.97 lg n] broadcast tree according to the method described in Section 3, rooted at the 
vertex that holds the message to be broadcast. Then the message is broadcast to 
n/(32lgn) vertices of the tree in lgn - lglgn - 5 time steps (or to 2L’s”-r’g’gnl-5 
vertices in L lg n I- r lg lg n 1 - 5 time steps, in case lg n, lg lg n are not integers) by the 
algorithm of Section 2. At the end of this broadcast, we shall have revealed edge 
dependencies of at most n/2 vertices. 
We can thus distinguish three types of vertices at the end of this stage. 
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l Type 1 vertices. These are the n/(32 lg n) vertices that possess the message. Let us 
call this set of vertices T1. 
l Type 2 vertices. These are the at most n/2 - n/(32 lg n) vertices that participated 
in the finding of the broadcast tree but do not possess the message. Hereafter, we shall 
assume that the number of Type 1 and Type 2 vertices add up to n/2, even if we had 
not needed so many vertices when we located the broadcast tree. Let us call this set of 
vertices T2. 
l Type 3 vertices. These are the at least n/2 vertices of the graph that were neither 
involved in the finding of the tree nor have received the message yet. Let us call this set 
of vertices T3. 
No revelation of edges among Type 3 vertices has occurred, hence, edges among 
Type 3 vertices or among Type 3 and Types 1 and 2 vertices are independent of the 
edges revealed while the broadcast tree was being formed. 
We now claim a proposition which is Proposition 2 of [7]. We preserve the 
terminology and wording of the proposition of that paper here. 
Let X be a subset of the vertices of a random G ,,p graph with edge probability 
p = 18.4 log n/n and let Fx denote the event that a maximum matching of X into 
V - X has at least (X//2 unmatched vertices. Thus when Fx does not hold, less than 
half of the vertices of X are left unmatched. 
We give now a stronger version of the statement of Proposition 2 of 171. We also note 
that this proposition will be applied to a subset of the vertices of the random graph. 
Proposition 5.1 (see [7] for a slightly weaker statement). Fix an integer x with 
2 < x < n/4. For n sujficiently large, the probability that for some X (with 1 XI = x) the 
event Fx holds is O(l/n’+Y ) for some positive constant y. 
Proposition 5.1 will be applied to Type 3 and Type 1 vertices only. The proof is 
a copy of the one given in [7], with slight modifications only. For p, we use the 
p = p1 = 18.4 log n/n of G,, p,, and q = 1 - p. Two cases are also distinguished, one 
for 2 < x B n/log log n, the other for x > n/log log n and in that latter case we choose 
the parameter a, of [7] to be [n/log n] here. 
We are ready to prove the first of our two main theorems. 
Theorem 5.2. In almost all G,,r, random graphs with edge probability p1 = c lognln, 
c > 18.4, near optimal broadcast can be achieved in lgn + o(lgn) time steps (and this is 
the broadcast number of almost all such random graphs). 
The proof follows in the second stage that of [7], while the first and third stages are 
different. We assume n and lgn are powers of two (or we can handle other cases 
according to the comment in the beginning of this section). 
Proof. We first locate a B[lg n - lg lg n - 5: lg n, 8.97 lg n] tree according to the 
method outlined in Section 3 and broadcast the initial message to n/(32 lg n) vertices 
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using less than half of the vertices of the graph, according to the broadcast algorithm 
described in Section 2. This completes the first stage of the broadcast, as also 
described in the beginning of Section 5. The probability that this stage fails is, due to 
Proposition 3.1, 0(1/n 1 +‘), for some positive constant E > 0. 
We then use Proposition 5.1 and broadcast the message to the Type 3 vertices of the 
graph using successive matchings between vertices that possess the message and 
vertices that do not. 
Let k0 = n/(32 lg n) be the number of vertices that hold the message after the first 
lg n - lg lg n - 5 steps of the first stage of the proof. Let ki be the number of vertices that 
will have received the message i time steps after the message had been broadcast to the 
k0 vertices. Suppose that ki < n/4. Let us choose a maximum matching from the set of 
vertices possessing the message at the additional time step i (there are ki such vertices) to 
the ones that have not received it yet. Due to Proposition 5.1 the following holds: 
ki+l 3 2(1 - 1/4)ki, 
whenever ki < n/4. The inequality fails with probability 0(l/nif7) due to Proposition 
5.1. If we solve the recurrence we get the following inequality: 
ki 3 (2(1 - l/#(n/(32 lg n)), 
which fails with probability O(i/n 1 “) whenever ki _ 1 d n/4. Therefore, after at most 
r 3 :,‘::7 + 1 = r5.1286 + 1.71 lglgnl + 1 
additional time steps more than a quarter of the Type 1 and 3 vertices will have 
received the message. This completes the second stage of the broadcast. 
We now describe the last stage of the near-optimal algorithm. We examine first the 
type of vertices considered so far. Among the at least n/4 vertices which had received 
the message during the first two stages are, the Type 1, and subsequently at least 
n/4 - n/(32 lg n) Type 3 vertices. Let us call this set of Type 3 vertices T31, so that 
T, = T3 1 u T,, , 1 TX 1 1 3 n/4 - n/(32 lg n). There are n/2 - n/(32 lg n) Type 2 vertices 
in the graph. We now match the Type 3 vertices of T,, to an equal number of Type 
2 vertices. The number of vertices that will be matched are at least 1 T,, 1 and at most 
) T,j. A perfect matching exists with high probability (at least 1 - l/n1.5) due to 
Theorem 4.3 (it suffices, since the sets of vertices to be matched are of size at least 
n/4 - n/(32 lgn) to have c > 16 and we have c = 18.4). We subsequently broadcast 
the message from each vertex in T 31 of this complete matching to its matched 
Type 2 vertex. Let the Type 2 vertices of this matching form set Tzl and the Type 3 
vertices of T,, set T311, so that T2 = T,, u Tz2, T,, n T,, = 8, TX1 = T,,, u T312, 
T 311 n T3,, = 8. 
In the following time step we match vertices of T,, to vertices of Tz2. We have 
n/43)TZ21,sinceIT21/>IT311>n/4-n/(321gn),and T,=T,,uT,,.Itispos- 
sible that after this step, up to n/(32 lg n) vertices of T,, will be left unmatched (and this 
upper bound is attained when the cardinality of T3i equals its lower bound). If 
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/ T,, 1 3 n/8 - n/(32 lg n), we match an equal number of vertices of T,, to vertices of 
Tz2, otherwise, we match T,, to T,, In the former case, we claim Theorem 4.3, in the 
latter one, we claim Theorem 4.5, with x > n/8, px > 2logn, p(x + r) > 3 log n. The 
probability that we do not get a complete matching, as required, is thus at most l/n’.5, 
for either of the two cases. Having established such a matching, we broadcast the 
message from each T,, vertex of this matching that possesses it, to its matched one of 
T,, which does not. 
Simultaneously, we match the Type 2 vertices that received the message in the 
previous step (that is, vertices of T, 1 ) with vertices of Tj2 that have not yet received he 
message. Since 1 T,, 1 >, n/4 - n/(32 lg n), and 1 Tj2 1 d n/4 + n/(32 lg n) (because 
I Tjl 1 3 n/4 - n/(32 lgn), and I T,I = n/2), it is possible that up to n/(16 lgn) vertices of 
T32 will be left unmatched after this step (and this upper bound is attained for 
I Tz 1 I = I T3 1 I = n/4 - n/(32 lg n)). If 1 Tz2 I 3 n/8 - n/(32 lg n), we match an equal num- 
ber of vertices of T2, to vertices of Ts2, otherwise we match Tj2 to T,,. In the former 
case, we claim Theorem 4.3, while in the latter one, we claim Theorem 4.5, with x 3 n/8, 
and px > 2 logn, p(x + r) > 3 log n. With probability at least 1 - l/n’.‘, a complete 
matching, as required for each of the two cases, exists and we can thus broadcast the 
message from each vertex of T,, of the matching to its matched one in T,, . 
At the next time step (the third one of the thirst stage of the broadcast) we match the 
Type 2 vertices of set T,, that may not have received the message (they are at most 
n/(32 lgn)) with a number of Type 3 vertices that have received it (say we choose 3n/8 
such Type 3 vertices). At this same third step we also match the at most n/(16lgn) 
Type 3 vertices of set T,, that may not have received the message to the Type 
2 messages that have it. Theorem 4.5, with x > n/4, px > 2 log ~1, proves the existence 
of a complete matching that saturates Tz2 in the former, and TA2 in the latter case, 
with probability at least 1 - l/n2 for each case. 
The probability that some of the three steps of the third stage of the near-optimal 
broadcast fails is 0(1/n’ +&I ), for some positive constant ai The probability of failure of 
the second stage is also O(lglgn/n’+‘) = 0(1/n’+“* ). The probability of failure of the first 
stage is given by Proposition 3.1 and is thus 0( l/n’ “), for some E > 0. Therefore, after 
lgn - Iglgn + r5.1286 + 1.71 lglgnl- 1 
time steps, the message will have been broadcast to all the vertices of the random 
graph with high probability (the probability of failure will be 0(1/n”‘), where 
6 =min{al,aZ,aJ). 
The probability of failure of near-optimal broadcast from some vertex of the 
random graph is thus O(l/nd). 0 
6. Optimal broadcast in random graphs 
In this section we examine optimal broadcast in G,,,, random graphs, where 
p2 = c lglg n log n/n, c > 16. We first find, according to the method outlined in 
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Section 3, a B[lg n - lg lg n - 5: Ig n, 9.3 Ig n] broadcast tree with IS1 = s the value 
considered in the proof of Proposition 3.5. We then broadcast the message located at 
the root of this tree, to n/(32logn) vertices in lgn - lglgn - 5 time steps (or to 
211g+rIgtg+5 vertices in LlgnJ-rlglgnl- 5 time steps, if lgn, lglgn are not 
integers) revealing edge dependencies of at most n/2, Type 1 and 2 vertices (as these 
were introduced in Section 5 for the broadcast tree used there, and hold here for the 
corresponding broadcast tree). For simplicity we shall assume that n is of the form 
n = 22k. At the conclusion of the proof we shall examine the case of n not being 
a power of two. We now prove the following. 
Theorem 6.1. In almost all G,+ random graphs, with edge probability p2 = 
c.lg lg n.log n/n, c > 16, optimal broadcast in rig nl time steps is,feasible (rig nl is thus 
the broadcast number of almost all such random graphs). 
Proof. The first stage of the optimal broadcast, as we have already described it in the 
beginning of this section, is identical to that of the near-optimal one. In 
lg n - lg lg n - 5 steps the message originally held by the root of a B [lg n - lg lg n - 5: 
lg n, 9.3 lg n] tree is broadcast to n/(32 lg n) vertices. The probability of failure of this 
stage is given by Proposition 3.1 and is 0(1/n’+‘), for the E claimed there. 
In the second stage, we split the Type 1 and 3 vertices into t sets ( t to be defined 
later). Set V, is T, and thus consists of all Type 1 vertices that got the message in the 
first lg n - lg lg n - 5 time steps. Then, ) V, 1 = n/(32 lg n). 
Sets Vr,..., I’_, , V, consist of Type 3 vertices which will be arbitrarily divided 
among these sets. The cardinalities of these sets (similarly to [7]) are chosen to be 
1 Vi1 = 2’-‘n/(32 lgn) + Ln/(Z(lglgn + 3))], i = 1, . . . . t - 1. Set I’, holds the remain- 
ing Type 3 vertices of the graph. We choose t - 1 so that 2(‘- “n/(32 lgn) = n/4 and 
thus t - 1 = lglgn + 3. We get that the following holds. 
1-l 
i;. 1 Vi/ = 2’-‘n/(32lgn) + (t - l)Ln/(Z(lglgn + 3))J d n/4 + n/Z. 
Therefore, I If, I = n/4 + n/(32 lg n) - (t - l)Ln/(Z (lg lg n + 3)) J. We then run the fol- 
lowing algorithm, which is identical to Step 2 of [7]. 
Procedure Partial-Broadcast 
begin 
Ao= Vo,B=@; 
for i = 1 to (I - 1) do 
begin 
Find a matching between Ai_ 1 and Vi that saturates Ai_ 1, and transmit 
the message from each vertex of Ai_ 1 to its matched one in Vi; 
Let Ai = Ai-1 u {x: XE Vi, x matched to a vertex in ,4-r}; 
Let B = B U (Vi - Ai); 
end 
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This procedure implements the second stage of the optimal broadcast algorithm. 
Theorem 4.5, with x = Ln/(8(lglg n + 3))] g ives that for some c2 > 0 with probabi- 
lity at least 1 - l/n’ +cE2 a matching between Ai_ i and Vi that saturates Ai_ 1 exists. We 
have lg lg n + 3 iterations in this procedure, and thus the probability of failure to find 
a matching that saturates some Ai_ 1 is O(lg lg n/n”) = 0(1/n’ +‘I) for a positive 
constant ei. 
The size of set B, after the completion of this stage is (t - l)Ln/(8(lglgn + 3))] 
d n/8. 
The first two stages required lg n - 2 time steps for broadcasting. In the third stage, 
within the remaining two time steps, we shall broadcast the message to the vertices 
that have not yet received it. 
At this point we examine the types of vertices encountered in the first two stages of 
the algorithm. We have: 
(1) Let A be the set of vertices that have received the message so far. It is IA 1 = n/4, 
and A consists of Type 1 and Type 3 vertices. 
(2) Let J3 be the set of Type 3 vertices used in the construction of sets V1 , . . , V, _ 1, 
but never got the message. We have that IBI < n/8. 
(3) I’, is the set of Type 3 vertices that did not participate in the formation of 
sets 1/r,..., I/t-i, and we have I V,l = n/4 + n/(32Ign) - (t - l)L(8(lglgn + 3))j 
3 n/8 + n/(32 lg n). 
(4) Tz is the set of Type 2 vertices which never received the message in the first 
stage of the algorithm (when the broadcast tree was found). We have that 
1 T, I = n/2 - n/(32 lg n). 
In the two time steps of the third stage we disseminate the message to the vertices 
that have not yet received it. This is accomplished as follows. 
Time step lg n - 1. We find a complete matching between B and the vertices in 
V,_,n~thatsaturateB.Itisn/8-lglgn-3d~B~~n/8and~V,_,nA~=n/8. 
No edges between the vertices in the two matched sets have been revealed, although 
edges between B and A - V,_ 1 have been so. Thus, Theorem 4.3, for two sets of size 
equal to that of set B, proves the existence of a complete matching that saturates 
B with probability at least 1 - l/n’.5. 
Let the matched vertices in V, 1 n A form set D. It is (D I = I B 1. We then match the 
unmatched vertices of A - D to an equal number of vertices of V,. No edges between 
the two sets have been revealed. Theorem 4.3 shows that, with probability at least 
1 - l/n’,5, a matching that saturates A - D exists, and given such a matching, 
n/(32 lg n) vertices of V, will be left unmatched (since the two sets differ by this number 
of vertices). 
After we have established the two matchings, we simultaneously broadcast the 
message from each vertex in D to its matched one in B, and from each vertex in A - D 
to its matched one in V,. The probability that some of the two matchings fail to exist is 
at most 2/n’.‘. 
At the conclusion of this step n/(32 lg n) Type 3 vertices of V,, along with the vertices 
of set T,, will have not received the message. 
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Time step lgn. Among the n/(32lgn) Type 1 vertices, n/(64lgn) of them are 
vertices that are leaves in the broadcast tree of the first stage, and let us refer to these 
vertices as sons. The remaining n/(64lg n) ones, are vertices which are connected 
to the sons in a perfect matching (one-to-one) fashion (that is how the sons got 
the message from these vertices), and let us refer to them asfathers. Due to Proposition 
3.5, each of the fathers has at least lgn descendants (and among them a son) but 
only at most lgn - lg lg n - 5 of them have received the message. Thus, each one 
of the fathers has a spare Type 2 vertex to broadcast the message it currently holds 
(and let for simplicity this vertex be the “next” one without a message in the 
ordering used when the broadcast algorithm of the first stage was executed). This 
observation, provides a matching of the n/(64 lg n) fathers to an equal number of Type 
2 vertices. 
No edges connecting each of the sons to Type 2 vertices have been revealed, since 
each one of them is a leaf in the broadcast tree, although an edge has been revealed 
connecting it to its father, but the fathers are Type 1, not Type 2 vertices. Thus, we can 
claim independence for edges between any vertex among the sons and any Type 
2 vertex. 
A matching between the fathers (n/(64 lg n) Type 1 vertices) and n/(641g n) Type 
2 vertices has already been established. We then match the following two sets. The first 
one consists of vertices that possess the message, that is, of n/(64 lg n) Type 1 vertices 
(these are the sons) along with n/2 - n/(32 lg n) Type 3 vertices. The second set consists 
of vertices that do not possess the message, that is, of the remaining 
n/2 - n/(32 lg n) - n/(64 lg n) Type 2 vertices, along with the n/(32 lg n) Type 3 vertices 
that did not receive the message in the previous step. Theorem 4.3 applied to two 
equal sets of size n/2 - n/(64Ign) each, shows that a matching that saturates all the 
vertices of the two sets exists with probability at least 1 - l/n1.5. 
Thus, the probability that the third stage fails to execute properly is 0(l/n1.5). 
Hence, the probability that some of the steps of some of three stages fail is at most 
the sum of the failure probabilities of the three stages and thus 0(1/n’+‘) for some 
positive constant 0. 
Therefore, in lgn (for n a power of 2) time steps we have broadcast, with high 
probability, the original message to all the vertices of the random graph. We have 
proved that from a given vertex we can broadcast a message to all the other vertices of 
a random graph, with probability of failure 0(1/n ’ +‘) Then the probability that some . 
vertex fails to broadcast a message it possesses in lgn steps (for n a power of 2), is 
O(l/ne), and the broadcast number of almost all such graphs, is lg n. 
If n is not a power of two, that is, n = 2k + 1 with 0 < 1-c 2k, then the lgn in the 
proof above, must be replaced by Llg n] = k and in so many steps the message is 
broadcast to 2k vertices. There are left 1 vertices with no message received and their 
edges to the 2k vertices have not been revealed. We can find a complete matching 
between the vertices that have received the message and the ones that have not. Then, 
each matched vertex with the message transmits it to its matched one, and the 
algorithm terminates. Theorem 4.3, if 1 > n/4, or Theorem 4.5 with p(x + r) > 3 log n, 
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otherwise, shows the existence of such a matching with probability at least 1 - l/n’.5. 
This case completes the proof of the theorem. 0 
7. Close-to-optimal broadcast. Extensions and related problems 
The results presented in the two previous sections prove the feasibility of optima1 
broadcast in random graphs, but do not provide efficient algorithms for broadcasting. 
An interesting question is whether we can do better (with respect to the value of p) 
in the optima1 broadcast case. One can probably prove that we can broadcast, with 
high probability, from a given vertex to all other vertices in rig nl + 1 time steps, with 
p = 16,lglgIgn .logn/n by modifying the existing proof. The idea is to use the 
broadcast tree for lg lg II - lg lg Ig n additional time steps. If we generalize this idea, it 
is also possible to broadcast in rlgnl + O(l), for p = o,log n/n, and w, equal to an 
iterated logarithmic function of n that tends to infinity as n + cc. A proof of these 
claims is deferred here. 
Broadcasting on random graphs also provides a solution to the yossip problem (see 
for example [S]) on these graphs. The time it takes (a trivial upper bound) to solve the 
gossip problem in random graphs is just twice the time it takes to broadcast a message 
from a given vertex. We can thus solve the gossip problem in random graphs within 
a constant factor from the optimal time (which is 2 + log,+n, 4 = (1 + $)/2 for the 
complete graph on n vertices). 
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