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Abstract
Toward Closing the Urban Surface Energy Balance Using Satellite
Remote Sensing
by
Joshua E. Hrisko
Advisor: Professor Prathap Ramamurthy
The energy exchanges at the Earth’s surface are responsible for many of the processes that
govern weather, climate, human health, and energy use. This exchange, commonly known
as the surface energy balance (SEB), determines the near-surface thermodynamic state by
partitioning the available energy into surface fluxes. The net all-wave radiation is often the
primary energy source, while the heat storage and sensible and latent heat fluxes account for
the majority of energy distributed elsewhere. While the SEB of various natural environments
(trees, crops, soils) has been well-observed and modeled, the urban surface energy balance
remains elusive. This is due to the heterogeneity of urban land cover, where the surface cover
is dominated by impervious materials (buildings, roads, and pavements) interspersed with
vegetation and bare soil. The impervious materials differ in their hygro-thermal properties
based on their inherent capacity to conduct and retain heat and moisture. Traditional
observation techniques are unable to capture all the relevant processes in cities, and as a
result, the urban surface energy budget remains mostly unknown. In this seminar, novel
techniques that combine traditional boundary layer turbulence measurements and advanced
remote sensing methods are presented as solutions to advance our understanding of urban
surface energy balance.
Here, new methodologies are developed that apply remote sensing-based algorithms to
urban environments. The first topic uses satellite measurements to derive near-surface air
temperature for urban areas- this has yielded a publication (DOI: 10.1016/j.rse.2019.111495).
Next, a satellite-based algorithm that approximates the net all-wave radiation is presented,
iv

using machine learning and land cover information. Lastly, two novel methods for predicting
the heat stored in cities are introduced (one of which resulted in a publication with DOI:
10.1016/j.rse.2020.112125). Overall, this dissertation presents new knowledge and develops
novel algorithms that expand and advance our understanding of urban thermodynamics,
which impacts how we observe and model agricultural processes, human vulnerability to
weather and climate, better predict energy use, and improve the sustainability of our cities.
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Chapter 1
Introduction
1.1

Background and Literature Review

Since as early as 1915, the exchange of energy at the Earth’s surface has been a topic of
interest in the natural sciences (Schmidt 1915). The works of Sellers and Budyko in the
1960s and 1970s are considered the seminal papers on surface energy exchange in the early
days of atmospheric science (Sellers 1969; Budyko 1961). The most robust form of the urban
surface energy balance includes fluxes of net radiation (Q∗ ), sensible heat (QH ), latent heat
(QLE ), heat storage (sometimes referred to as ground heat flux, ∆Qs ), anthropogenic heat
(QF ), and advection (∆QA ) - all of which are depicted in Fig. 1.1 (Kalanda et al. 1980;
Bornstein 1968; Grimmond and Oke 2002).
Net radiation is the primary component of the energy balance, as its daytime amplitude
dictates the majority of energy incident on a given surface (Nunez and Oke 1980). Anthropogenic and storage heat fluxes are also energy sources, however, their amplitudes are
generally a fraction of the incoming radiation (Oke 1988). Sensible and latent heat fluxes
are sinks to the energy balance, where sensible heat is the amount of heat being convected
from, or conducted onto a surface; and latent heat is the amount of energy being released
due to the latent heat of vaporization, often from plants, trees, and bodies of water (Oke

1
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Figure 1.1: Surface energy balance
et al. 1989). The net advection term is often ignored, as its balance (∆QA = QA,out − QA,in )
is negligible under the assumption that the measurement area experiences horizontally heterogeneous flow (Christen and Vogt 2004); which is not always true for urban measurements
but is a necessary assumption for simplifying the urban energy balance (Barlow 2014).
Until the 1960s, measurement of temperature, radiation, precipitation, and other atmospheric variables was limited to ground-based observations. In 1960, the first successful
weather satellite, the Television and Infrared Observation Satellite (TIROS-1), was launched
and marked a significant turning point in meteorology (Davis 2007; Maini and Agrawal 2011).
From the 1960s onward, environmental satellites were being incorporated into weather prediction models because of their high resolution spatial and temporal scales (Tribbia and
Anthes 1987; Tarpley 1979; Sellers et al. 1990).
The 1970s and 1980s experienced a particular increase in urban-related studies due to the
uncovered relationship between urban and rural temperatures (Bornstein 1968; Myrup 1969;
Nunez and Oke 1977; Carlson and Boland 1978; Suckling 1980). By that point, multiple
frameworks had been proposed for analysis of the urban surface energy balance (SEB),
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Figure 1.2: Diurnal surface energy balance profiles for from Grimmond and Oke (1995) for
four North American cities during the summertime (1990-1993).
with implementations ranging from numerical weather prediction to satellite-derived surface
variables (Carlson et al. 1981; Lorenz 1982). Despite multiple citings in the 1970s of the
relationship between satellite measurements and urban heat island (UHI) phenomenon (Price
1979), the uptick in urban-related studies did not commence until the works of Oke in the
1980s (Oke 1982; Roth et al. 1989).
After the boom of urban studies in the 1980s, a surplus of experiments on the urban surface energy exchange quickly followed (Gallo et al. 1993b; Kim 1992; Taha 1997; Quattrochi
and Luvall 1998). Figure 1.2 demonstrates typical diurnal profiles of the four dominant terms
in the SEB across four North American cities (Grimmond and Oke 1995). Numerous studies
have observed and validated similar results for various urban environments, alluding to the
significance of each term and how they might be beneficial to numerical models (Grimmond
1992; Grimmond et al. 1996; Roth and Oke 1994; Zhang et al. 1998; Yoshida et al. 1990).
Once the observations of the urban state became widely accepted, the field became interested in numerical prediction. Unfortunately, the heterogeneity of urban surfaces made
prediction a near impossible task (Bauer et al. 2015; Giorgi and Avissar 1997; Kuligowski and
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Figure 1.3: Weather model forecast accuracy over time correlated to satellite data integration. Forecasts for 3, 5, 7, and 10 days (shown as D+3, D+5, etc.) all experienced vast
improvements starting in the late 1990s. (figure adapted from Schmetz and Menzel (2015)).
Barros 1998; Best 2005). Luckily, the 1990s tackled this by harnessing the advancements of
computational resources (Liang, Strahler and Walthall 1999). Models also became more reliant on initialization and validation from observations, making tools such as high-resolution
environmental satellites essential for improving weather prediction models (Sellers et al. 1995;
Drusch 2007). Schmetz and Menzel (2015) and others have made the claim that increased
accuracy in weather model forecasts can be directly correlated to satellite integration (see
Fig. 1.3).
By the time the new millennium arrived, it brought with it the internet and big data
- demanding new speed and memory requirements from computers (Wong and Salahuddin 2015). Machine learning and image processing found their way into the sciences, with
applications in weather and meteorology using satellite data and 2-dimensional imagery (Ensmenger 2012; Lary et al. 2016). The 2000s marked some significant advancements in the
exploration of urban meteorology through remote sensing satellites, specifically in relation
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to thermal and ground-based properties relating to UHI effects: land surface temperature,
albedo, and vegetation (Rigo et al. 2006; Voogt and Oke 2003; Tran et al. 2006).
The urban surface energy balance components remain largely unexplored using satellite
data because of the complexity of surface characteristics, uncertainty in anthropogenic influences, and lack of spatially-distributed ground validation tools (Weng 2009). Some studies
have been able to compute fluxes in the SEB using satellite data, but with little to no
validation (Weng et al. 2013; Parlow et al. 2014), others have used very few data points
due to limited satellite passing times, resulting in spurious statistical correlations (Kato and
Yamaguchi 2007; Frey and Parlow 2012).
In recent years, increased availability of online meteorological data provided by entities such as the National Oceanic and Atmospheric Administration (NOAA) or the National Aeronautics and Space Administration (NASA), have enabled the widespread study
of Earth’s atmosphere. NOAA’s introduction of the newest Geostationary Operational Environmental Satellites (GOES), enables snapshots of the Earth at 5-minute temporal intervals
over 16 radiance bands, available for download in near real-time (Schmit et al. 2017). Now,
researchers located across the world are able to track thunderstorms in near real-time (Zhang
et al. 2018), monitor fires as they spread (Hall et al. 2019), approximate evapotranspiration
over large areas (Fang et al. 2019), and improve hurricane forecasts (Zhang et al. 2019) - all
because of high-resolution data availability.
Several deficiencies in the comparative literature result in the products developed in
this dissertation. Quite a few methods have been proposed regarding quantification of SEB
components, but remains mostly an under-explored area of urban meteorology (Mirzaei and
Haghighat 2010). Net radiation has only been briefly explored in urban areas, and never on
a spatio-temporal basis for the full diurnal cycle, and rarely carries reasonable error when
validated. Figure 1.4 demonstrates a net radiation product developed by Parlow et al. (2014),
and encounters these issues due to lack of robust in-situ comparison and minimal satellite
passing times.

CHAPTER 1. INTRODUCTION

6

Figure 1.4: a.) Net radiation derived from land surface temperature (LST) and albedo
values. b.) Surface albedo. It is important to note that this author did not validate nor did
they use a statistically-significant amount of points for a valid analysis. Taken from: Parlow
et al. (2014)
Another variable investigated in this dissertation is air temperature. Air temperature can
be related to the sensible heat component through surface and aerodynamic properties and
land surface temperature (Kalma et al. 2008). Some studies have attempted to construct
urban air temperature algorithms using satellite data, to some avail, but many come across
the same issues stated above for net radiation (Rhee and Im 2014; Oswald et al. 2012; Ho
et al. 2014; Bechtel et al. 2017). Moreover, the majority of progress centers on single-city or
regional analyses, which do not fully uncover the influence of urbanization on temperature
(Bechtel et al. 2014), and the country-wide or continental scale studies are limited to daily
averages or daily maxima and minima rather than complete diurnal profiles (Zhu et al. 2017;
Li, Zhou, Asrar and Zhu 2018; Good 2015).
The last SEB component explored here is the thermal heat storage, ∆Qs . The heat
storage flux has recently emerged as a point of interest in urban meteorology, particularly
due to the absence of standard for measurement or modeling (Roberts et al. 2006). Prior
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studies indicate that the amplitude of ∆Qs is more significant to the energy balance in urban
areas rather than rural areas - suggesting a connection between heat storage magnitude and
urban heat island effects (Offerle et al. 2005). Unfortunately, heat storage in urban areas
remains largely under-researched, likely due to the aforementioned reasons. Considering
the scant availability of studies on the subject, fewer exist in the spatial domain by way of
satellite remote sensing, and diurnal variability is merely nonexistent - all of which are major
motivators for the present research (Kato and Yamaguchi 2007; Rigo and Parlow 2007; Liu
et al. 2016; Weng et al. 2013).
The application of satellite data remains a flourishing topic in urban meteorology as related technologies advance and data becomes increasingly available at higher spatiotemporal
resolutions. And as numerical models, storm tracking, fire geolocation, seasonal drought
monitoring, air quality assessment, and so on become increasingly important - so does the
significance of satellite imagery (Jinru and Su 2017; Duncan et al. 2014; Coen and Schroeder
2013; Boussetta et al. 2013; Perez et al. 2013). These applications are only a few that comprise the basis for the research presented in this dissertation, along with the general need for
more advanced applications relating to the effects of urbanization on the Earth-atmosphere
relationship.

1.2

Objectives

The improvement of surface energy exchange variables is the primary focus of this research.
The outlined methodologies hinge on boundary layer turbulence theory, satellite remote sensing technology, statistical analyses, and machine learning language. The following represent
the particular objectives of this dissertation:
• Outline theoretical solutions to urban boundary layer energy exchange
– The following methodologies will be explored as they relate to the exchange of
energy at the Earth’s surface: the turbulent boundary layer, the surface energy
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balance, radiation and satellite remote sensing
• Establish solutions to surface energy balance components using remote sensing technology
– Satellite and ground-based data will be used as inputs to models to develop remote
sensing algorithms for quantification of surface energy balance components. Machine learning will play an integral role in maximizing the relationships between
available data variables and ground-truth surface energy balance components
• Develop and validate a satellite algorithm to derive urban spatial representations of
air temperature
– A workable product will be developed to create a relationship between available
land surface temperature, ground properties, and machine learning tools. The
end-goal here is to deliver a final product that will represent air temperature on
the urban scale in near real-time using the GOES-16 satellite.
• Derive a spatio-temporal net radiation product to better represent surface energy exchange in urban areas
– Net radiation will be derived as a way to monitor the majority of the energy
incident on the Earth’s surface. A more accurate representation of the radiation
balance at an urban surface will control the energy going into and out of a given
city - shedding light on the relative amount of energy given to other surface energy
components.
• Quantify the heat stored in urban environments using satellite data using both physical
and statistical frameworks
– Using a series of ground-based stations, the heat stored in urban areas will be
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quantified using satellite technology once again. This time, with two representations to combat the lack of standard and reinforce the confidence in each model.

1.3

Scope and Outline

Theories in atmospheric boundary layer turbulence will be presented in Chapter 2, which
frames a large portion of the methods used in the analyses that follow. The surface energy
balance will then be introduced to serve as the hinge point for all of the research and development contained within the subsequent sections. The instrumentation and data networks will
be introduced to define the limits of analysis, such as temporal domains, spatial domains,
and periods of analysis.
In Chapter 3, the satellite-derived urban air temperature product will be explored. The
urban air temperature analysis and development uses the GOES-16 satellite to correlate
land surface temperature (LST) to 2-m air temperature. The methods employed in this
section will introduce machine learning as well as statistical correlations between satellite
data and numerical weather data. The relationship between air temperature and land surface
temperature is often used to approximate the sensible heat flux in the surface energy balance
(Castellvı́ et al. 2016).
In the subsequent chapter, Chapter 4, another machine learning approach is introduced
for quantifying the net all-wave radiation in urban areas. The machine learning method involves training ground stations against all sixteen radiance bands of the GOES-16 satellite.
A machine learning routine called Gradient Boosted Regression Trees (GBRTs) is implemented to maximize the correlation between surface-observed net all-wave radiation and
satellite radiances at a temporal rate of 5-minutes.
In the next two chapters, Chapter 5 and Chapter 6, satellite-derived urban heat storage
will be introduced. The heat storage is computed two different ways, one physically and one
statistically. Machine learning methods will be used to create the best correlation between
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ground and satellite variables. Again, the GOES-16 satellite is used as the remote sensing
instrument, and flux stations will be used as the ground-truth values of heat storage.
In the final chapter, Chapter 7, future research plans will be presented, including continuations for the satellite-derived sensible heat flux, and latent, anthropogenic, and advective
fluxes as part of a framework for computing surface energy balance components via the high
temporal resolution geostationary satellites, machine learning, the GOES-16 satellite, and
a wide network of surface stations will be used to develop a widespread implementation
method for closing the energy budget in urban areas.

Chapter 2
Methodology
2.1

Atmospheric Boundary Layer Turbulence Theory

All equations are derived in Appendix B from first principles in fluid mechanics and thermodynamics. Some derivations are included in this methodology section, where it is deemed
necessary.

2.1.1

Reynolds Decomposition for Heat and Momentum

Fluid flow in the atmospheric boundary layer can be modeled using the Reynolds-Decomposed
Navier-Stokes equation (Stull 2012a). A velocity component can be written as both its mean
and fluctuating parts:
ui = ui + u0i

(2.1)

where ui is the instantaneous velocity component, ui is the mean velocity component, and u0i
is the fluctuating velocity component. By implementing these mean and fluctuating terms
for velocity component and density, the continuity equation can be written as follows:
∂(ρ + ρ0 ) ∂ ((ρ + ρ0 )(ui + u0i ))
+
=0
∂t
∂xi

11

(2.2)
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under incompressible scenarios, which is entirely valid for atmospheric flows, the above reduces to:
∂ui ∂u0i
+
=0
∂xi ∂xi

(2.3)

∂ui ∂u0i
+
=0
∂xi ∂xi

(2.4)

and if we average this over time:

the fluctuation averages to zero and we are left with the continuity equation for an average
velocity component:
∂ui
=0
∂xi

(2.5)

which, when subtracted from Eq. 2.3, gives the continuity equation for the fluctuation as
well:
∂u0i
=0
∂xi

(2.6)

This method of mean and fluctuation component averaging is the basis for analyzing turbulence in a general sense, as well as in the atmospheric boundary layer (Alfonsi 2009). The
same Reynolds decomposition is done for the momentum equation, which yields a Reynolds
Averaged Navier-Stokes (RANS) equation:
∂ui
1 ∂p
∂ui
ν∂ 2 ui ∂(u0i u0j )
+ uj
= −δi3 g + fc ij3 uj −
+
−
∂t
∂xj
ρ ∂xi
∂x2j
∂xj

(2.7)

The equation above tells us that by averaging the mean and fluctuating parts of the velocity
field, the only impact that turbulence has on the energetic exchange in the NS equation is
by a second-order Reynolds stress momentum flux term (the last term on the right hand side
of Eq. 2.7). The only non-traditional term in Eq. 2.7 is the fc term, which represents the
Coriolis force. Most often, this term will subtract out or be ignored. The same methods can
be used to find the Reynolds-Averaged heat equation as well, which takes a similar form:
∂θ
∂θ
∂ 2θ
1 ∂Q∗j
Lv E ∂u0j θ0
+ uj
= νθ 2 −
−
−
∂t
∂xj
∂xj
ρCp ∂xj
ρCp
∂xj

(2.8)
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where νθ is the thermal diffusivity, Cp is the specific heat of air, Q∗j is the net component
radiation, and Lv is the latent heat related to the phase change information, E. Now, if we
move the focus from mean terms to flux terms, we can construct the turbulent fluctuation
equations, starting with the full Navier-Stokes equation (for incompressible flow) with the
mean and fluctuating velocity field:
∂(ui + u0i )
∂(ui + u0i )
+ (uj + u0j )
= −δi3 (g + g 0 ) + fc ij3 (uj + u0j )...
∂t
∂xj
1
∂(p + p0 )
∂ 2 (ui + u0i )
−
+
ν
(ρ + ρ0 ) ∂xi
∂x2j

(2.9)

and if we subtract Eq. 2.7 from Eq. 2.9, this yields the fluctuating portion, or the turbulent
component of the Navier-Stokes equation:
∂u0
∂u0i
(∂ui + u0i )
+ u0j
+ uj i = −δi3 g 0 + fc ij3 u0j − ...
∂t
∂xj
∂xj
∂(u0i u0j )
∂(p + p0 )
∂ 2 (u0i ) 1 ∂p
1
−
+
ν
+
(ρ + ρ0 ) ∂xi
∂x2j
ρ ∂xi
∂xj

(2.10)

The equation above has two parts that need simplifying. The Boussinesq approximation is
often used to handle the density and gravity fluctuations from hydrostatic and buoyancy
approximations in the atmosphere. Therefore, we can write:
θv0
g
θv

(2.11)

ρ + ρ0 ≈ ρ

(2.12)

g0 = −

which results in a simplified turbulent Navier-Stokes equation:
∂u0i
(∂ui + u0i )
∂u0
θ0
+ u0j
+ uj i = δi3 v g + fc ij3 u0j − ...
∂t
∂xj
∂xj
θv
1 ∂p0
∂ 2 (u0i ) ∂(u0i u0j )
+ν
+
ρ ∂xi
∂x2j
∂xj

(2.13)
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The equation above is the turbulent momentum equation. We can use similar logic by
subtracting the mean heat equation (Eq. 2.8) from its fluctuating counterpart to arrive at a
relationship for the turbulent heat flux equation:
∂u0j θ0
∂θ0
∂(θ + θ0 )
∂θ0
1 ∂Qj ∗ 0
∂ 2 θ0
+ u0j
+ uj
=−
+ νθ
+
∂t
∂xj
∂xj
ρCp ∂xj
∂xj 2
∂xj

(2.14)

Both the mean and fluctuation equations are the basis for the derivations related to
boundary layer similarity and turbulence calculations. In the next section, the energy associated with turbulence will be explored with direct application to similarity theory and how
the atmospheric boundary layer affects temperature and near-surface velocity profiles.

2.1.2

Turbulent Kinetic Energy Budget

The turbulent kinetic energy (TKE) density is defined as:
1
1
e = (u0 2 + v 0 2 + w0 2 ) = u0i 2
2
2

(2.15)

where u0 , v 0 , w0 are the component variances of velocity. The TKE here carries units of
[J/kg] or [m2 /s2 ]. The full TKE budget equation can be derived by starting with Eq. 2.13,
multiplying by u0i , and averaging under the Reynolds assumptions.
u0i

∂(ui + u0i )
θ0
∂u0i
∂u0
+ u0i · u0j
+ u0i · uj i = u0i · δi3 v g + u0i · fc ij3 u0j − ...
∂t
∂xj
∂xj
θv
u0i

∂(u0i u0j )
1 ∂p0
∂ 2 (u0i )
0
0
·
+ ui · ν
+ ui ·
ρ ∂xi
∂x2j
∂xj

∂(ui + u0i )
θ0
1 ∂u0i 2
∂u0
+ u0i · u0j
+ u0i · uj i = u0i · δi3 v g + u0i · fc ij3 u0j − ...
2 ∂t
∂xj
∂xj
θv
u0i

∂(u0i u0j )
1 ∂p0
∂ 2 (u0i )
0
·
+ u0i · ν
+
u
·
i
ρ ∂xi
∂x2j
∂xj

(2.16)

(2.17)
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Reynolds averaging:
∂ui 1 0 ∂u0i 2 1 ∂u0i 2
1 ∂u0i 2
g
+ u0i u0j
+ · uj
+ uj
= δi3 u0i θv0 + fc ij3 u0i u0j − ...
2 ∂t
∂xj 2
∂xj
2 ∂xj
θv
1 ∂p0
∂ 2 u0
u0i ·
+ u0i · ν 2i
ρ ∂xi
∂xj

(2.18)

By incorporating the continuity fluctuation in Eq. 2.6, multiplying it by 1/2 · u0i 2 , averaging,
and inserting into Eq. 2.18, we get a
∂ui 1 0 ∂u0i 2 1 ∂u0i 2 1 0 2 ∂u0j
g
1 ∂u0i 2
+ u0i u0j
+ · uj
+ uj
+ ui
= δi3 u0i θv0 + fc ij3 u0i u0j − ...
2 ∂t
∂xj 2
∂xj
2 ∂xj
2 ∂xj
θv
u0i

1 ∂p0
∂ 2 u0
·
+ u0i · ν 2i
ρ ∂xi
∂xj

(2.19)

We can simplify the left-hand side:
1 ∂u0i 2
1 ∂u0i 2 1 ∂u0i 2 u0j
g
0 0 ∂ui
+ ui uj
+ uj
+
= δi3 u0i θv0 + fc ij3 u0i u0j − ...
2 ∂t
∂xj 2 ∂xj
2 ∂xj
θv
u0i

1 ∂p0
∂ 2 u0
·
+ u0i · ν 2i
ρ ∂xi
∂xj

(2.20)

Most often, the last term on the right-hand side of the equation above is approximated as:

u0i

 0 2
 0 2
1 ∂ 2 u0i 2
∂ 2 u0i
∂ui
∂ui
−ν
·ν 2 = ν
≈ −ν
2
∂xj
2 ∂xj
∂xj
∂xj

(2.21)

The pressure term can also be approximated as:

− u0i ·

1 ∂p0
1 ∂u0i p0
=−
ρ ∂xi
ρ ∂xi

(2.22)

Lastly, the Coriolis force needs to be addressed by looking at the Levi-Civita indices:

fc ij3 u0i u0j = fc (u01 u02 − u02 u01 ) = 0

(2.23)
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Finally, we can write the simplified second-order fluctuation equation:
 0 2
1 ∂u0i 2
1 ∂u0i 2 1 ∂u0i 2 u0j
g 0 0
1 ∂u0i p0
∂ui
0 0 ∂ui
+ ui uj
+ uj
+
= δi3 ui θv −
−ν
2 ∂t
∂xj 2 ∂xj
2 ∂xj
ρ ∂xi
∂xj
θv

(2.24)

Now, if we return to the definition of TKE, e = 1/2 · u0i 2 , we can see how nicely Eq. 2.24
forms the turbulent kinetic energy budget equation:
 0 2
∂eu0j
g 0 0
∂e
∂e
1 ∂u0i p0
∂ui
0 0 ∂ui
+ ui uj
+ uj
+
= δi3 ui θv −
−ν
∂t
∂xj
∂xj
∂xj
ρ ∂xi
∂xj
θv

2.1.3

(2.25)

Similarity Theory in the Atmospheric Boundary Layer

If the turbulent kinetic energy equation (Eq. 2.25) is expanded using standard u, v, w velocity
components, and the assumption of mean wind aligned homogeneity (∂/∂x ≈ 0, ∂/∂y ≈ 0,
v ≈ 0, w ≈ 0), we get a simplified boundary layer TKE equation:
g
∂e
∂u ∂ew0
1 ∂w0 p0
+ u0 w0
+
= w0 θv0 −
−
∂t
∂z
∂z
ρ ∂z
θv

(2.26)

where  has encapsulated the viscous terms (all nine of them) and is often parameterized
under various assumptions (Sti et al. 2000). We can also assume quasi-steady flows, wherein
we can finally see the classic similarity theory emerge with all of the terms aligned on the
right-hand side of the equation (Wyngaard 1992):
∂u
∂ew0
g
1 ∂w0 p0
−
+ w0 θv0 −
−
0 = − u0 w0
∂z
∂z
ρ ∂z
θ
v
| {z }
| {z }
| {z } | {z }
Shear

T ransport

Buoyancy

P ressure


|{z}

(2.27)

Dissipation

This final equation is the basis for several non-dimensional parameters used to simplify and
empirically solve for essential atmospheric variables including temperature and wind speed.
One popular similarity theory was derived by Monin and Obukhov and is called the Monin-
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Obukhov Similarity (MOS) theory. First, we define the friction velocity:

u2∗ = u0 w0

(2.28)

and by multiplying Eq. 2.27 by −kz/u3∗ , we arrive at the following:
kz ∂u kz ∂ew0 kz g 0 0 kz 1 ∂w0 p0 kz
+ 3
− 3 w θv + 3
+ 3 = 0
u∗ ∂z
u∗ ∂z
u∗ θv
u∗ ρ ∂z
u∗

(2.29)

This is a non-dimensional version of the TKE equation. The parameter k is called the von
Karman constant, which is a dimensionless number (k is most often ≈ 0.4).
Upon investigation of the buoyancy term, we can define a few new parameters (Monin
and Obukhov 1954a; Obukhov 1971):

ζ=

−kzgw0 θv0
z
=
L
u3∗ θv

(2.30)

The Obukhov length, L, can be explicitly defined as:

L=−

u3∗ θv
kgw0 θv0

(2.31)

The ratio of z/L is most often associated with atmospheric stability, where a negative value
indicates unstable atmospheric stratification and a positive value indicates stable stratification.
Another valuable term in the non-dimensional TKE equation is the vertical shear, which
is sometimes denoted as φm :
φm =

kz ∂u
u∗ ∂z

(2.32)

This flux parameter is useful for parameterizing the wind shear using empirical data and
mean wind profiles.
Rewriting the entire non-dimensional TKE equation (Eq. 2.29) in terms of our newly
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defined parameters, we get (Mcnaughton 2006):

φm +

kz ∂ew0
kz 1 ∂w0 p0 kz
+
ζ
+
+ 3 = 0
u3∗ ∂z
u3∗ ρ ∂z
u∗

(2.33)

we can see that there are still terms that are dependent on vertical change in kinetic energy,
pressure, and disspation (viscosity). For the case of constant vertical fluxes, a widely upheld
relationship between vertical wind gradient and stability can be introduced (Businger et al.
1971; Garratt 1994):
φm ∝ f (ζ)

(2.34)

Similarly, we can non-dimensionalize the heat flux with the mean vertical temperature variability (Monin and Obukhov 1954a; Wyngaard and Coté 1971):

φH =

kz ∂θv
∝ f (ζ)
θ∗ ∂z

(2.35)

w0 θv0
u∗

(2.36)

where θ∗ is defined as:

θ∗ =

The variable φH is called the flux-profile relationship for heat and φm is the flux-profile
relationship for momentum. Together, these two help define empirical relationships between
vertical temperature and velocity gradients and the stability of the atmosphere, which are
helpful when using numerical models to predict temperature and velocity.

2.2

The Surface Energy Balance

Understanding the earth’s energy budget is particularly important for predicting temperature
variations and flow behaviors that give rise to impactful heat events. For weather models
in cities, balancing the incoming and outgoing energy contained in a given area is essential
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for accurate prediction of meteorological events. By balancing the energy fluxes, scientists
gain insight into the processes involved in energetic transfer in urban areas. This balance
of energy also allows meteorologists to understand how certain essential aspects of human
life are altered by the effects of urbanization. For example, evaporation and condensation of
water is important for both the health and comfort of humans in cities.
Often, the starting point for understanding urban influence in terms of energy starts with
the budget given to each input and output of a city. The urban energy budget can be written
as (Oke 1988):
Q∗ + QF = QH + QLE + ∆QS + ∆QA

(2.37)

where Q∗ is the net all-wave radiation, QF is the anthropogenic heat flux, QH is the sensible
heat, QLE is the latent heat, and ∆QS and ∆QA are the net storage and advection terms,
respectively. Below, each term of the energy balance is explored in detail, with descriptions
of how they are measured, how they are factored into this research, and how they are handled
in the context of the urban environment.

2.2.1

Net Radiation

The net radiation is considered the dominant energy source in the surface energy balance
and is the basis for how much energy is partitioned into each flux component (Roerink et al.
2000). Net radiation is chiefly defined as the resultant of all incoming and outgoing radiation,
often written as a combination of longwave and shortwave elements (Cui et al. 2012):

Q∗ = RS↓ − RS↑ + RL↓ − RL↑

(2.38)

where RS and RL denote the shortwave and longwave components of radiation, while the
superscripted arrows R↑ and R↓ mark the outgoing and incoming radiation, respectively.
This direct balance of radiation is used by net radiometer instruments to calculate the net
radiation, but is not readily accessible to remote sensing instruments. This makes it difficult
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to derive other surface components, and thus, simplifications can be carried out to formulate
a better relationship for satellites (Su 2002):

Q∗ = (1 − α)Rs↓ + RL↓ − σT04

(2.39)

where α represents the surface albedo,  is the emissivity of the surface, σ is StefanBoltzmann’s constant, and T0 is the temperature of the earth’s surface.
Equation 2.39 is of particular use to remote sensing instruments due to the predictability
of incoming radiation of both the sun (shortwave) and longwave sources can be modeled
quite well with radiative transfer models (Ma et al. 2002). The albedo (α) and emissivity ()
are constants for a given surface type, and are often calculated using satellite data. Lastly,
the surface temperature, T0 , is also calculated with satellite data and can be validated with
ground instruments. Thus, the net radiation can be approximated with radiative transfer
models and satellite-derived surface properties and temperatures.
Later in this study, an improved method of predicting net radiation will be used by
employing a multispectral approach using GOES-16 data. The multispectral approach solves
a form of Eqn. 2.38 over several radiance bands using machine learning and results in better
performance than the traditional method that exploits surface temperature and incoming
radiation.

2.2.2

Anthropogenic Heat

The anthropogenic flux, QF , is one of the more complicated components of the surface
energy balance due to its dependence on the variables such as vehicle traffic, air conditioning,
heating, and other unpredictable man-made heat sources (Sailor 2011). QF is often neglected
due to its minimal influence on the total energy balance, the difficulty of quantifying it, and
the fact that it is inextricably connected to the sensible heat flux (Ginzburg and Dokukin
2019). Thus, the anthropogenic heat flux is not measured or calculated here. Instead, it is
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assumed to be captured in the sensible heat flux and either negligible or lumped in as derived
in energy balance residuals - something that is often done in urban studies (Grimmond et al.
1991; Sun et al. 2013; Masson et al. 2002).

2.2.3

Sensible Heat

Turbulent fluid motion in the atmospheric boundary layer generates sensible and latent heat
fluxes that cool and warm the Earth’s surface. These fluxes can be measured by spatial or
temporal averaging of the vertical velocity and the scalar of interest - described in detail in
Section 2.1.1 (Hartmann 2016). The variable responsible for removing and depositing heat
to the surface of the Earth is the sensible heat flux, which can be written as (Pearlmutter
et al. 2005; Priestley et al. 1947):

QH = ρcp w0 θ0

(2.40)

where ρ is the density of air, cp is the specific heat of air, KH is the heat transfer coefficient,
and θ is the mean temperature. The measurement of sensible heat flux must be taken at
intervals frequent enough to account for the turbulent fluctuations responsible for producing
the vertical transport. Thus, sonic anemometers operating at high frequencies, often 10
samples/second or 10 Hz, are used to compute such fluxes.

2.2.4

Latent Heat

The latent heat flux is defined similarly to the sensible heat flux, except that it involves
moisture flux instead of temperature flux:

QLE = ρLv w0 q 0

(2.41)

where Lv is the latent heat, and q is the specific humidity of air. The latent heat flux
is typically measured by calculating the vertical velocity flux using a sonic anemometer
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(described in the sensible heat section), and the mixing ratio of water in the atmosphere
using a gas analyzer (Burba et al. 2012).

2.2.5

Heat Storage

Residual Method
The residual method is perhaps the easiest method to employ, but also arguably carries the
most error in that it lumps together all of the calculable variables in the surface energy
balance and uses the amount leftover from the subtraction of the incoming radiation and
the sensible and latent heats (along with any other incorporated fluxes such as advection,
anthropogenic heat, etc.). The residual method, therefore, calculates the heat storage by
the following balance (Offerle et al. 2005; Mirzaei and Haghighat 2010; Kato and Yamaguchi
2007; Rigo and Parlow 2007):

∆Qs = Q∗ − QH − QLE

(2.42)

where the advective term and anthropogenic terms are assumed either negligible or absorbed
by the storage term. Writing the residual method out in full term-by-term (Taha 1999):

∆QS = (1 − α)Rs + Rl − σT04 + ρcp w0 θ0 − ρLv w0 q 0

(2.43)

Typically, an anemometer, pyrometer, and moisture sensing system is used to measure the
latent, sensible, and radiation fluxes - so quantification of storage flux at the surface is not
so difficult in the case of the residual method. This method will also be used for much of
the validation of heat storage presented in this research.

Objective Hysteresis Model (OHM)
The third method uses the phase-lag relationship in radiation and empirical coefficients to
approximate heat storage (Grimmond and Oke 1999; Arnfield and Grimmond 1998):
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∆Qs = a1 Q∗ + a2

∂Q∗
+ a3
∂t

(2.44)

where the coefficients a1 , a2 , a3 are empirical coefficients determined by comparison against
the residual method and are available for various surfaces and materials (Meyn and Oke
2009). This method is slightly more difficult to achieve using satellite data due to the
quantification requirement of net radiation (Grimmond and Oke 2002).

Thermal Mass Scheme
Most of the terms in Eq. 2.37 are widely understood based on energetic transfer of either
radiation, heat, evaporation, conduction, or combustion; however, in cities the storage and
anthropogentic terms are widely misrepresented because of the in-homogeneity of urbanization and dense traffic conditions.
And if we go back to Eqn. 2.8, we can look at how we might formulate a method for
storing heat over time:
∂θ
∂θ
+ uj
+
∂t
∂xj
|{z}
| {z }

storage

advection

∂u0j θ0
∂xj
| {z }

turbulentf lux

∂ 2θ
1 ∂Q∗j
= νθ 2 −
−
∂xj
ρCp ∂xj
| {z }
| {z }
dif f usivity

radiation

Lp E
ρCp
| {z }

(2.45)

latent−heat

For local scales and observations, advection is often ignored (similar to the surface energy
balance above), as is the diffusivity (Zeng and Gao 2017). These simplifications result in the
following:
∂θ
1 ∂Q∗j
Lv E ∂u0j θ0
=−
−
−
∂t
ρCp ∂xj
ρCp
∂xj

(2.46)

Expanding each component and taking only the vertical radiation:
∂θ
1 ∂Q∗ Lv E ∂u0 θ0 ∂v 0 θ0 ∂w0 θ0
=−
−
−
−
−
∂t
ρCp ∂z
ρCp
∂x
∂y
∂z

(2.47)
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Multiplying by ρCp , assuming surface homogeneity, and integrating over the height of the
roughness:
Z

∂θ
ρCp dz = Q∗ −
∂t

Z

Lv Edz − ρCp w0 θ0

(2.48)

which states that the net vertical sum of radiation, latent heat, and sensible heat all relate
to a term that is represented by a change in temperature over time for the same vertical
profile. We can define this new temporal term as the net heat storage for a given point
(representative of a flux tower):
Z
∆QS =

ρCp

∂θ
∂z
∂t

(2.49)

This relationship is a form of stored temperature, which we can be reshaped as a functional
method for approximating the heat storage for a given surface (Roberts et al. 2006):
Z
∆Qs =

ρCp

∂θ
∂z = Q∗ − QLE − QH
∂t

(2.50)

This result argues that the heat storage approximated using the thermal mass of the material that is changing temperature should be related to the residual method derived from
net radiation and flux data. The method is also perhaps the most accessible due to the
availability of land surface temperature data available to satellites, in addition to the availability of ground properties such as land cover proportional area and material density and
heat capacity.

Satellite Thermal Variability Scheme (TVS)
The satellite thermal variability scheme developed here determines heat storage from the
perspective of the geostationary satellite. Its derivation begins where several analytical soil
heat flux derivations begin: with the one-dimensional heat conduction equation (Heusinkveld
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et al. 2004; Wang and Bou-Zeid 2012; Bennett et al. 2008):
∂T
k ∂ 2T
=
∂t
ρcp ∂z 2

(2.51)

where k [W · m−1 · K−1 ] represents the thermal conductivity, ρ [kg · m−3 ] is the bulk density,
and cp [J · kg−1 · K−1 ] is the specific heat capacity, all of which are properties of the storage
material. The storage of heat in a given material is written as a boundary condition on
one-dimensional conduction at the surface, z = 0:

∆Qs = −k

∂T
∂z

(2.52)
z=0

The second boundary condition imposed on the solution in the spatial domain invokes the
assumption that at a certain depth in the material the temperature change with depth is
negligible (adiabatic assumption) (Wang 2012):
∂T
∂z

=0

(2.53)

z=z1

The final condition implies that the temperature can be measured at two distinct points in
time at the surface of material, z = 0, which allows the one-dimensional heat conduction
equation to be solved-for. The solution and final storage representation arises from the
solution based on the boundary conduction at the surface:


√
1 − e2 −βz1
p
T (0, t)
∆Qs (t) = k −β
2

(2.54)

where β is defined as:
β=

ln T0 − ln T1
νt1 − t0

(2.55)

The thermal diffusivity is defined here as ν = k/ρcp . Two temperature measurements are
required, T0 , T1 , which are measured at times t0 , t1 , respectively. This result is similar to
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those developed for determination of soil heat fluxes (Van Wijk and De Vries 1963; Holmes
et al. 2008), with modifications for temporal measurements at the surface of the material.
This result proposes that the amount of heat stored in a material can be determined using
multiple surface temperature measurements and thermal properties of the storage material.
This is a modification of the element surface temperature method and thermal mass schemes
presented for a range of analyses (Lindberg et al. 2020; Chrysoulakis et al. 2018, 2017).
One further adjustment need to be made in order to support multiple surface types within
a given satellite pixel (Offerle et al. 2005):

∆Qs =

n−1
X

∆Qs,i =

i=0

n−1
X
i=0

fi ki

p
−βi



√
2 −βi z1,i
1−e
2

T (0, t)

(2.56)

where the plan area fraction, fi , defines each surface type’s contribution to the total heat
stored within each satellite’s respective pixel. The index, i, represents the surface type within
the array of total surface types, n. For the ensuing analysis, four different storage surface
types are explored for urban areas: natural, buildings, roads, and other impervious surfaces.
The different material properties will be explored in the next section, where values will be
sourced from comparable studies on thermal mass and heat storage.

2.3
2.3.1

Radiation and Remote Sensing
Planck Radiation

Infrared thermometers have been widely researched as non-contact temperature sensors,
particularly with applications in medicine (Stavem et al. 1997; El-Radhi and Barry 2006;
Amoateng-Adjepong et al. 1999; Shinozaki et al. 1988), environmental sensing (Fuchs and
Tanner 1966; Combs et al. 1965; Fuchs 1990; Trigg and Flasse 2000), and mechanical and
industrial engineering (Kus et al. 2015; Lin 1995; Abukhshim et al. 2006; Ismail et al. 2010).
Many methods derive temperature from radiation using the over-simplified Stefan-Boltzann

CHAPTER 2. METHODOLOGY

27

relationship or an inversion of the Sakura-Hattori equation (Sakuma 1982). In practice,
more accurate derivations are non-invertible, making it difficult to employ algorithms into
low-cost field sensors (Saunders and White 2003). As a result, this paper presents a spectral, Planck-based, numerical correction to inexpensive infrared thermometers, which can
be implemented into low-cost portable sensors to decrease the uncertainty associated with
temperature measurement.
Radiation emitted by a black body can be written using Planck’s law, derived from Einstein’s advances made in the early 20th century Planck and Masius (1914). The integrated
Planck’s equation is used by detectors to measure temperature as a function of radiation,
which was first discovered by Stefan and Boltzmann in the 1800s on the basis of thermodynamics Boltzmann (1884). The Planck equation integrated over a range of wavelengths
gives the radiating power per unit area for an emissive black body Rogalski (2010):
Z

λ2

L(T ) =
λ1

1
2hc2
dλ
hc
5
λ e λkB T − 1

(2.57)

where
L(T ) ≡ radiation power density[W · sr−1 m−2 ]
T ≡ body temperature [K]
h ≡ 6.62607015 × 10−34 [J · s] (Planck’s constant)
c ≡ 2.99792458 × 108 [m · s−1 ] (speed of light)
λ ≡ wavelength of light[m]
kB ≡ 1.380649 × 10−23 [J · K−1 ] (Boltzmann’s constant)
For all wavelengths, the integral can be evaluated from zero to infinity. This forms the
traditional Stefan-Boltzmann law Lienhard and Lienhard (2019):

L(T ) = σT 4

(2.58)
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where the Stefan-Boltzmann constant is defined as:

σ≡

4
2π 5 kB
= 5.670374 × 10−8 [W · m−2 K−4 ]
15h3 c2

This Stefan-Boltzmann relationship is the basis for many radiation sensors HagartAlexander (2010). Applications using the fourth-power law can be seen in infrared thermometers, where the notion of emissivity is introduced Fraden (U.S. Patent 4797840, Jan.
1989); Amiro et al. (1983):

L(T ) = σT 4

(2.59)

where  is the emissivity, defined as the ratio of emitted radiant power of a gray body
(non-black body) at a specific temperature to that of an ideal black body at the same
temperature (Nicodemus 1965; Becker 1995). All materials measured by infrared devices
have an emissivity value from 0-1.

2.3.2

Infrared Detector and Emissivity

Figure 2.1 shows the breakdown of radiative transfer between a gray body and an infrared
detector. The radiation measured by the detector can be approximated using a balance
of available radiant sources, which will aid in the approximation of object temperature
(Usamentiaga et al. 2014; Shen et al. 2018):

Lsensor = Lg + Lref + Lself

(2.60)

where Li,sensor represents the radiation incident on the infrared sensor, Lg is the radiation
given off by the gray body, Lref is the background radiation reflected off the object, and Lself
is the radiation given off by the IR sensor itself (important for measurements where the sensor
is heated by the sun or an object at close proximity, often measured by onboard thermistors)
Schilz (2001). When Eqn. 2.60 is expanded using the Stefan-Boltzmann relationship, the
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Figure 2.1: Radiation balance incident on an infrared thermometer due to a grey body.
The sensor balance accounts for ambient radiation and atmospheric radiation, as well as the
emissivity of the grey body.
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temperature relationship emerges:

4
4
4
+ σs Tself
+ (1 − )σTamb
Li,sensor = σTobj

(2.61)

where the object temperature, Tobj , can be solved-for in terms of the measureable temperatures Tamb , Tself , which are the ambient temperature and temperature of the sensor die
(separate sensor on most IR devices), respectively. The subscripted emissivity, s , is the
detector emissivity. The object emissivity, , can be found using a thermocouple calibration
point or another method such as the two-temperature method Watson (1992) or the blackbody radiator comparison method del Campo et al. (2010). Lastly, the incident radiation
term is written as a conversion from electrical to radiative domain, typically using a series
expansion around the voltage measured by the infrared device:

Li,sensor = σ

X

i
Ai Vsensor

(2.62)

i

where Vsensor is the electrical signal measured by the infrared device, and the coefficients
Ai absorb several device-specific parameters such as effective area and electrical domain
conversions, while the Stefan-Boltzmann constant is added by convention to simplify the
resulting object temperature:
sP
Tobj =

4

i

4
4
4
i
Ai Vsensor
− Tamb
+ Tamb
+ s Tself


(2.63)

In practice, manufacturers use different methods for calibrating the coefficients, and as a
result the sum will be left as is.
Emissivity can also be found using a calibration point and thermocouple. Assuming an
isothermal object and ample separation between the viewing window of the IR sensor and
the thermocouple, object emissivity can be approximated by equating two values of Li,sensor
with differing emissivity values and object temperatures. This creates a relationship between
a given emissivity and temperature reading from the IR sensor and true temperature of the
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object (measured by the thermocouple) and emissivity:

Li,sensor,1 = Li,sensor,2

(2.64)

4
4
4
+ (1 − 2 )Tamb
= 2 Tobj
1 T14 + (1 − 1 )Tamb

(2.65)

4
4
4
− 2 Tamb
= 2 Tobj
1 T14 − 1 Tamb

(2.66)

Notice that σ divides out and Tself term subtracts out of the equation, meaning there is no
need to account for self radiation when calibrating emissivity. The final relationship between
the assumed temperature and emissivity, ambient temperature, and true object emissivity
is given in the compact equation Savage and Heilman (2009); Nguyen (2017):

2 = 1

4
T14 − Tamb
4
4
Tobj
− Tamb

(2.67)

In the above relationship, T1 is the temperature measured by the IR sensor at the specific
emissivity value 1 . Together, Eqns. 2.63 and 2.67 are used to measure object temperature
and emissivity for various materials using infrared radiation detectors.

2.3.3

Satellite Remote Sensing

Typical radiative transfer emanating from the sun, surface of Earth, and atmosphere is
demonstrated in Fig. 2.2. A remote sensing satellite will receive each of the components
labeled in the diagram, and it is the job of the scientist to discern how the measured radiances
of the satellite relate to surface and atmospheric phenomena. The complexity of surface
type, the difficulty of determining atmospheric variables such as wind and humidity, and the
inherent chaos associated with measurement techniques of both in-situ and satellite make
the study of satellite meteorology a difficult endeavour.
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Figure 2.2: Diagram depicting the radiative transfer at the Earth’s surface and in the atmosphere that is incident on a remote sensing satellite. Path 1 is the radiance emitted directly
by buildings, trees, soil, and other surface types. Path 2 is the thermal radiance emitted by
the atmosphere. Path 3 is the radiance scattered by the atmosphere due to solar irradiance.
Path 4 represents an upward atmospheric thermal radiance, while path 5 is the upward solar
diffuse radiance scattered by the atmosphere. Path 6 is the direct solar radiance reflected
by the surface. Diagram courtesy of Zhou et al. (2018)
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As an example, derivation of land surface temperature (LST) typically requires a more
involved form of Eqn. 2.61, sometimes called a radiative transfer equation (Li et al. 2013),
wherein the emissivity of the atmosphere and multiple surfaces is required, along with ground
and atmospheric properties such as: viewing angle, path attenuation, material reflectance,
and so on. Therefore, the methods become quite involved, even for seemingly simple variables. In an effort to simplify the approaches associated with satellite remote sensing, statistical methods are often employed to improve physically-based relationships between radiation
and atmospheric variables (Wagner et al. 2007; Voogt and Oke 2003; Bessho et al. 2016).

2.4
2.4.1

Instrumentation and Data Availability
GOES-16 Satellite

The National Oceanic and Atmospheric Administration (NOAA) launched the Geostationary
Operational Environmental Satellite (GOES-16) currently positioned over the east coast of
the Continental United States (CONUS) at 75◦ W. The GOES-16 satellite uses 16 channels
ranging from 0.43µm - 13.28µm with spatial pixel spacing ranging from 0.5km - 2km. Table
2.1 shows the radiance band central wavelength, approximate pixel spatial resolution, and
possible or common applications for each band. The most significant advancement of the
GOES-16 satellite is its temporal resolution, which, for the CONUS scan is capable of producing data every 5 minutes (Schmit et al. 2017). This will enable better calculation of heat
storage, air temperature, net radiation, among other surface energy balance components.
The GOES-16 Enterprise Land Surface Temperature (LST) is a product delivered by
NOAA at 5-minute intervals, allowing higher temporal resolution comparison against groundtruth measurements of air temperature. The LST is calculated using IR bands 14 (11.2 µm)
and 15 (12.3 µm), and a daily split-window channel emissivity developed by the Land Surface
Temperature Algorithm Working Group at NOAA. The enterprise LST product differs from
the official baseline LST in temporal resolution (5-min vs 1-hour). The algorithm is being
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Table 2.1: GOES-16 satellite band central wavelength, approximate pixel spatial resolution,
and possible or common applications.
Band
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16

Approx central
wavelength [µm]
0.47
0.64
0.864
1.373
1.61
2.24
3.90
6.19
6.93
7.34
8.44
9.61
10.33
11.21
12.29
13.28

Subpoint pixel
spacing [km]
1
0.5
1
2
1
2
2
2
2
2
2
2
2
2
2
2

Application
Visible blue
Visible red
Visible green - vegetation
Cirrus cloud detection
Snow/ice detection
Cloud particle size
Shortwave window
Upper-level water vapor
Midlevel water vapor
Lower/midlevel water vapor
Cloud-top phase
Ozone detection
Clean longwave window
Longwave window
Dirty long wave window
CO2 detection

developed for multiple sensors, the first being the Visible Infrared Imaging Radiometer Suite
(VIIRS), and will be publicly available on the GOES-16 Advanced Baseline Imager (ABI) in
the future (Yu and Yu 2020). Currently, the implementation into the GOES-16 satellite is
only available to our team at the City College of New York. The enterprise algorithm narrows
the temporal comparison window between satellite LST and ground air temperature down to
2.5 minutes compared to the usual 30 minutes). The LST product also has a spatial resolution
of 2-km, meaning that most of the ground stations were delegated a unique satellite pixel
for testing and validation of the algorithm. The GOES-16 product is designed to have an
accuracy below 2.5 K, however, the accuracy and precision will be essential for statistical
prediction of the air temperature algorithm development. For the case study of VIIRS - errors
spanned 0.3 K - 0.9 K, which indicates the absolute minimum accuracy of the potential air
temperature algorithm.
The 16 radiance bands will be used for the direct analysis of net radiation. The comina-
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tion of each band allows multi-variate comparison between received spectral radiances and
ground-truth net radiation. The 16 bands in combination with the high temporal resolution
of the satellite will permit larger statistical comparison and validation with ground sensors
- leading to a better satellite-derived product for net radiation.
By exploiting the widely observed relationship between heat storage and net radiation
(Järvi et al. 2014; Grimmond et al. 1991; Sun, Wang, Oechel and Grimmond 2017), the
GOES-16 radiance bands can also be used as a correlation point for thermal heat storage
in cities. And in conjunction with land cover properties and geographic tools, a unified
model will be developed. Much like with the air temperature and net radiation, statistical
methods will be applied to the correlation. And lastly, a physical method will be applied by
investigating temporal relationships and thermo-physical properties of the land surface.

2.4.2

National Land Cover Database (NLCD)

The United States Geological Survey publishes its National Land Cover Database (NLCD) as
a tool for visualizing and analyzing land cover content across the United States. The NLCD
used here is specifically produced for the contiguous U.S. (CONUS) at 30-m spatial resolution and contains 16 land cover classes (Jin et al. 2019; Yang, Jin, Danielson, Homer,
Gass, Bender, Case, Costello, Dewitz, Fry, Funk, Granneman, Liknes, Rigge and Xian
2018). The classes are divided into the following categories: open water; perennial ice/snow;
developed: open space, low intensity, medium intensity, and high intensity; barren land
(rock/sand/clay); forest: deciduous, evergreen, mixed; shrub/scrub; grasslands/herbaceous;
pasture/hay; cultivated crops; wetlands: woody and emergent herbaceous (Wickham et al.
2014). The NLCD map for the CONUS is shown in Fig. 2.3 with the color-coded land
cover class legend. Below is also a short description of each land class and how they are
determined.
The open water class contains oceans, lakes, and other bodies of water that contain less
than 25% vegetation or soil. Perennial ice/snow regions contain ice or snow that exists year-
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Figure 2.3: National Land Cover Database (NLCD) with its color-coded land class legend
for the Contiguous United States (CONUS).
round and cover more than 25% of the total respective 30-m section. The developed areas
are considered the ’urban’ regions or regions where man-made materials dominate the land
cover for a particular region.
Open space areas contain a mixture of constructed materials, but largely consist of grass
in the form of lawns. This can be thought of as suburban, where the impervious surfaces
only comprise about 20% of the total land cover. These areas most commonly include singlefamily homes, public parks, recreational greenery, and vegetation planted in urban settings.
The low intensity regions also include a mixture of constructed materials and vegetation. In
the low intensity context, impervious surfaces comprise 20- 49% of total cover, which is also
suburban branching into outlying areas of cities.
Medium and high intensity areas consist of 50-79% and 80-100% impervious land cover,
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respectively. The medium intensity contain predominantly single-family housing units, and
little vegetation. High intensity regions are highly developed with large populations. This
includes apartment complexes, row homes, commercial and industrial settings and structures.
Barren Land is categorized by its inability to support life and contains less than 1/3
vegetation or other land cover. In general, barren land contains thin soil, sand, or rocks.
Other types of barren materials include: salt flats, beaches, other sandy areas, bare exposed
rock, mines, quarries, and gravel (Anderson 1976).
The forested regions are split into three classes: deciduous, evergreen, and mixed. Deciduous contains trees taller than 5-m, and have more than 20% of total vegetation. More than
75% of the trees behave under seasonal changes. This is in contrast to evergreen forests,
where trees are also generally taller than 5-m, and greater than 20% of the total vegetation
cover. More than 75% of the trees do not respond to seasonal changes. Lastly, the mixed
forests are dominated by trees generally taller than 5-m, and greater than 20% of the total
vegetation cover. Tree species are neither evergreen nor deciduous over 75% or more of the
total tree cover.
The next few classes involve shrubs, grass, and croplands. Shrubs are less than 5-m
tall and contain more than 20% of the total vegetation. The grassland and herbaceous cover
areas are dominated by herbaceous vegetation, generally greater than 80% of total vegetation.
Pasture/hay areas consist of grasses and legumes for livestock grazing or the production of
seed/hay crops, typically on a perennial cycle. Pasture/hay vegetation accounts for more
than 20% of total vegetation. Cropland regions consist of corn, soybeans, vegetables, tobacco,
cotton, and other perennial woody crops such as orchards and vineyards. Crop vegetation
must consist of 20% or more of the total vegetation.
The final classes categorize wetlands as woody and emerging-herbaceous. Woody wetlands are forest or shrubland vegetation and accounts for more than 20% of the vegetative
land cover. Emerging wetlands consist of perennial herbaceous vegetation and comprise more
than 80% of the vegetation in the 30-m area. Wetlands contain soil or substrate materials
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that are regularly covered with or saturated with water (Homer et al. 2004).
The NLCD is used in each satellite algorithm and acts as a bridge between the physical
properties of land viewed by satellites and the sensors used to measure energy from the
surface and atmosphere. Land cover endows information that may not be available to satellite
instruments, which can improve approximations of thermodynamic phenomena relating to
the balance of energy into and out of the Earth’s surface. Thus, the NLCD is an essential
tool for connecting satellite data to ground processes.

2.4.3

Ground Station Networks

Several ground networks provide data as a way to calibrate models and algorithms. A
breadth of networks were used in the ensuing analyses, including: the Automated Surface
Observing System (ASOS), the National Ecological Observatory Network (NEON), the New
York State Mesonet (NYS Mesonet), and the Ameriflux network.
The ASOS network was used to ground- truth Tair data for training and validation of
the LST approximation of air temperature. The Iowa Environmental Mesonet (IEM) houses
a complete historic database of 1-hour ASOS data, making it easy to download and use
air temperature data for comparison. ASOS also gives sky conditions for each station,
meaning clear- sky days are easy to identify for accurate correlation between ground data
and corresponding clear GOES-16 data.
Ground stations were selected based on a 50-km radius drawn from the center of each city
(based on the city’s shapefile boundary). In total, 206 ASOS stations from 26 cities across the
continental United States were used to establish geographic coordinates and identify nearby
satellite pixels. Figure 1 shows the distribution of ground stations across the continental
United States. The ten most populated cities were selected first, followed by 16 other cities
with varying geography and elevation . The stations differed in latitude, longitude, elevation,
land cover, and population.
The land cover-specific properties for each satellite pixel were classified using the NLCD,
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while a digital elevation model and geographic coordinates were selected as point data from
each ground station. The model, therefore, relies heavily on the land cover distribution within
each satellite pixel rather than ground station point. This was done with the intention of
capturing land cover effects on the 2km satellite pixel that may not affect the ground station.
These properties were recorded with the intention of detrending the relationship between
satellite LST and ground air temperature using a diurnal regressive neural network.
The ASOS data were logged for ten months: five months dedicated to training and five
months dedicated to validation. The specific periods dedicated were: January 1, 2018 - May
31, 2018 for the training, and July 1, 2018 - November 30, 2018 for the validation. June 2018
data were skipped due to issues in GOES-16 data. Each station was required to have at least
three points per hour for the training and validation periods, reducing the total number of
stations to 162 for the complete analysis.
For ground validation flux data, the summer of 2019 is used from June 1, 2019 - August
31, 2019. A total of 35 stations across the continental U.S. are used from three different
networks (NEON, NYS Mesonet, and Ameriflux). Latent, sensible, and net radiation heat
fluxes are used as ground-based validation tools for the development of the satellite-derived
net radiation and heat storages. Again, each corresponding satellite pixel will carry NLCD
land classes, geographic information, and altitude data - all of which are used as correlation
points to develop universal models.

Chapter 3
Satellite-Derived Urban Air
Temperature
Spatial air temperature fluctuations can span 7 - 9 K in urban areas where land cover is
highly heterogeneous (Yan, Fan, Guo, Wu, Zhang and Dong 2014; Eliasson and Svensson
2003). As a result, low-resolution forecasts and ground station networks can misrepresent air
temperature distributions in regions where micro-scale variations are significant (Yan, Fan,
Guo, Hu and Dong 2014; Muller, Chapman, Grimmond, Young and Cai 2013). Moreover,
fine-scale urban weather models require large computational resources or lengthy run times,
neither of which are ideal in extreme weather scenarios (Chen et al. 2011a; Mauree et al.
2018). These shortcomings reinforce the need for higher temporal resolution remote sensing
tools for weather and public health applications in cities, where the majority of humans live
(United Nations 2014; Kadhim et al. 2016).
In recent years, weather and climate research has refocused its efforts on understanding
the impacts of urbanization (Kloog et al. 2014; Li, Zhou, Zhu, Liang, Yu and Cao 2018;
Pichierri et al. 2012; Krishnan et al. 2015). Much of the progress centers on single-city or
regional analyses, which do not fully uncover the influence of urbanization on variables such
as temperature and humidity. For the research that has been conducted on country-wide or
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continental scales, the exploration of temperature variability, as an example, is often limited
to daily averages or daily maxima and minima rather than complete diurnal profiles (Li,
Zhou, Asrar and Zhu 2018; Ho et al. 2014; Good 2015; Zhu et al. 2017). The lack of quality
temporal and spatial data prevents proper algorithmic validation, which often happens when
dealing with MODIS and Landsat, which are limited to two data points per day and a single
point every 16 days, respectively (Wan et al. 2015; Cook et al. 2014).
These limitations were undoubtedly taken into account when developing the latest Geostationary Operational Environmental Satellite (GOES), GOES-16, which boasts 5-minute
scan intervals and 2-km spatial granularity (Yu et al. 2016). With its high temporal resolution, GOES-16 is already being utilized for testing and development of ready-to-use products
like sea surface temperature (Petrenko et al. 2011; Castro et al. 2018; Nardelli et al. 2015)
and aerosol estimates (Hoff et al. 2014). However, other important near-surface measures like
air temperature and humidity remain mostly unexplored, despite their correlation to debilitating urban heat island (UHI) effects (Jin 2012). And since UHI has been well-documented
as a catalyst for increased death tolls due to extreme heat (Tan et al. 2010; Zhao et al. 2014),
it is the driving force behind the need for an accurate and robust air temperature algorithm.
Beyond applications with GOES-16, numerous studies have developed near-surface air
temperature, Tair , algorithms built around remote sensing tools (Sun et al. 2005; Benali et al.
2012; Nieto et al. 2011). For the abundance of studies available, many are urban-specific
and employ both statistical and physical methodologies (Schuch et al. 2017; Tsin et al. 2016;
Cristóbal et al. 2008; Bechtel et al. 2017; Hu et al. 2015). And while a majority of the
analyses use linear and non-linear regression (Fabiola Flores and Lillo 2010; Janatian et al.
2017; Florio et al. 2004; Fung et al. 2009; Golkar et al. 2018), other more contemporary
techniques like kriging and machine learning have been validated and tested for urban sites
(Jang et al. 2004; Mao et al. 2008; Szymanowski et al. 2013; Marzban et al. 2018). Many of
the studies also incorporate multiple variables such as the normalized difference vegetation
index (NDVI), land cover properties, total precipitable water (TPW), solar zenith angle,
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Figure 3.1: Ground station distribution atop the National Land Cover Database (NLCD) in
the continental United States. Each group of points is centered around an urban area where
each pointfalls within 50-km of the center of the corresponding city. The NLCD land cover
classes, ground station elevation and latitude and longitude will be used as inputs to the air
temperature algorithm.
etc. to increase the correlation between satellite observations and ground processes (Hu and
Brunsell 2015; Hengl et al. 2012).
Following a thorough review of the relevant studies above (14 in total), ranges of root
mean square error (RMSE) and mean absolute error (MAE) estimates have been established
for benchmarking the success of an accurate urban air temperature model (Chai and Draxler
2014). The range of observed RMSE values spans 2-3K on average, and the average range of
MAE is slightly smaller with 1.8-2.8K. For each city used in this study, the average diurnal
air temperature range is 14K, establishing an expected daily error of 13% - 21%. The lower
limits are treated as the performance metrics for the algorithm developed in this study. And
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while no comprehensive satellite-derived Tair performance metric exists - the average ranges
can establish bounds for a new algorithm derived using the GOES-16 satellite.
In this study, several new techniques correlating land surface temperature (LST) and
air temperature are introduced. A novel, Gaussian, diurnal fit between LST and Tair is
proposed. And while others have applied diurnal fits to LST with sine and spline curves,
this is the first to do so with a Gaussian function (Gholamnia et al. 2017; Stisen et al. 2007).
Furthermore, to expand the study to a country-wide scale, a neural network is invoked
to expose the relationship between complex terrain, LST, and Tair . Gaussian constants
are identified for each city by incorporating the National Land Cover Database (NLCD),
geographic coordinates, elevation, and time of day into the neural network. The goal is to
decouple geography and urbanization from LST to more accurately predict air temperature
(Rendón et al. 2014; Zhang, Shou, Dickerson and Chen 2011; Bechtel et al. 2014).
In the next section, methods for acquiring data will be discussed using three resources:
the GOES-16 satellite, the Automated Surface Observing System (ASOS), and the numerical
Weather Research and Forecasting (WRF) model. The following section describes in detail
the methodology associated with correlating LST to Tair and utilizing local and land cover
properties for incorporation into the neural network. Then, the results will be introduced
with training and independence tests between the satellite algorithm, ground observations,
and numerical model. Lastly, a discussion and concluding section will help clarify whether
the following research goals were attained:
1. Develop an air temperature model that can recreate diurnal temperature profiles in
urban areas using GOES-16 Land Surface Temperature (LST)
2. Ensure geographic universality for cities across the U.S. by employing the National
Land Cover Database (NLCD)
3. Compare the algorithm to a state-of-the-art numerical urban climate model
Part of the concluding section will also discuss the future of this work and potential urban
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applications. With the goals laid out above, a satellite-derived air temperature product will
help bridge the gap between the sparse ground-based micro-networks, and large-scale weather
models, which will improve upon the air temperature models currently in the literature, and
create a product that can be used in all cities.

3.1

Data Selection

3.1.1

Ground Stations

The Automated Surface Observing System (ASOS) was used to ground-truth Tair data for
training and validation of the LST algorithm. The Iowa Environmental Mesonet (IEM)
houses a complete historic database of 1-hour ASOS data, making it easy to download and
use air temperature data for comparison. ASOS also gives sky conditions for each station,
meaning clear-sky days are easy to identify for accurate correlation between ground data
and corresponding clear GOES-16 data.
Ground stations were selected based on a 50-km radius drawn from the center of each city
(based on the city’s shapefile boundary). In total, 206 ASOS stations from 26 cities across the
continental United States were used to establish geographic coordinates and identify nearby
satellite pixels. Figure 3.1 shows the distribution of ground stations across the continental
United States. The ten most populated cities were selected first, followed by 16 other cities
with varying geography and elevation. The stations differed in latitude, longitude, elevation,
land cover, and population.
The land cover-specific properties for each satellite pixel were classified using the NLCD,
while a digital elevation model and geographic coordinates were selected as point data from
each ground station. The model, therefore, relies heavily on the land cover distribution within
each satellite pixel rather than ground station point. This was done with the intention of
capturing land cover effects on the 2km satellite pixel that may not affect the ground station.
These properties were recorded with the intention of detrending the relationship between
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satellite LST and ground air temperature using a diurnal regressive neural network.
The ASOS were recorded for ten months: five months dedicated to training and five
months dedicated to validation. The specific periods dedicated were: January 1, 2018 - May
31, 2018 for the training, and July 1, 2018 - November 30, 2018 for the validation. June 2018
data were skipped due to issues in GOES-16 data. Each station was required to have at least
three points per hour for the training and validation periods, reducing the total number of
stations to 162 for the complete analysis.

3.1.2

National Land Cover Database (NLCD)

The NLCD 2011 was used to characterize each GOES-16 satellite pixel into 16 land cover
classes (NLCD contains 20 classes in total, but four are Alaska-specific) (Wickham et al.
2014). The land cover classes are weighted as percentages for each satellite pixel such that
each pixel carries an array of ground properties, and since the NLCD has a resolution of
30-m and GOES-16 has a resolution of 2-km, we have over 4000 values that are weighted for
each satellite pixel. This was done with the intention of expanding the database used by the
neural network, which proves essential for increased performance from the air temperature
model.

3.1.3

GOES-16 Satellite

The GOES-16 Enterprise Land Surface Temperature (LST) product is delivered at 5-minute
intervals, allowing high temporal resolution comparison against ground-truth air temperature. The LST is calculated using IR bands 14 (11.2 µm) and 15 (12.3 µm), and a daily splitwindow channel emissivity developed by the Land Surface Temperature Algorithm Working
Group at NOAA. The enterprise LST product differs from the official baseline LST in temporal resolution (5-min vs 1-hour). The algorithm is being developed for multiple sensors,
the first being the Visible Infrared Imaging Radiometer Suite (VIIRS), and will be publicly
available on the GOES-16 Advanced Baseline Imager (ABI) in the future (Yu et al. 2017).
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Currently, the implementation into the GOES-16 satellite is only available to our team.
The enterprise algorithm narrows the temporal comparison window between satellite
LST and ground air temperature down to 2.5 minutes (compared to the usual 30 minutes).
The LST product also has a spatial resolution of 2-km, meaning that most of the ground
stations were delegated a unique satellite pixel for testing and validation of the algorithm.
The GOES-16 product is designed to have an accuracy below 2.5 K, however, the accuracy
and precision will be essential for statistical prediction of the air temperature algorithm
development. For the case study of VIIRS - errors spanned 0.3 K - 0.9 K, which indicates
the absolute minimum accuracy of the potential air temperature algorithm.

3.1.4

Urbanized Weather Research and Forecasting Model

The Weather Research and Forecasting (WRF version 3.9.9.1) model (Skamarock and Coauthors 2008) initialized with the North American Mesoscale (NAM) forecast was run from
June 14 - Jun 16, 2018. The model configuration utilizes three domains centered over New
York City with domain resolutions of 9-km (120x120), 3-km (121x121), and 1-km (85x82).
There are 51 vertical levels, with the first level at 10-m and a total of 30 levels below 1000-m
intended to resolve the atmospheric boundary layer.
For the radiation schemes, the Dudhia scheme (Dudhia 1989a) is used for shortwave, and
the Rapid Radiative Transfer Model is used for the longwave (Mlawer et al. 1997a). Only
the two coarser domains run the Kain-Fritsch cumulus parameterization (Kain 2004), and
only the 1-km domain uses microphysics, for which the WRF Single-moment 6-class scheme
was selected. For the land surface model, the NOAH scheme was used (Tewari et al. 2016).
The Mellor-Yamada-Janjic and the Eta Similarity schemes (Janjić 1994) were used for the
boundary layer and surface layer schemes, respectively.
The large number of levels in the boundary-layer helps to better represent the buildingatmosphere interaction within a multi-layer urban canopy framework developed by (Martilli
et al. 2002a). The coupled Building Environment Parameterization (BEP) and Building En-
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ergy Model (BEM) (Salamanca and Martilli 2009) parameterize the urban surface exchanges.
Additionally, a cooling tower was added to the BEM parameterization to account for the
latent heat released from buildings (Gutiérrez, González, Martilli and Bornstein 2015). For
the urban grids in New York City, the Primary Land Use Tax Lot Output (PLUTO), was
used to define the urban morphology parameters of building area fraction, building surface
area-to-height ratio, and building heights according to (Gutiérrez, Martilli, Santiago and
González 2015b). The PLUTO data has been aggregated from its tax-lot based resolution to
1-km aggregates for the fine resolution domain. Accounting for the mechanical and thermal
effects of buildings has also resulted in more accurate estimates of urban temperature and
winds (Gutiérrez et al. 2015).

3.2
3.2.1

Algorithms and Data Training
Relationship Between LST and Air Temperature

The relationship between satellite LST and 2-m air temperature has been observed and
quantified in several remote sensing and environmental studies (Mutiibwa et al. 2015; Gallo
et al. 2011; Shen and Leptoukh 2011). For the current analysis, a robust correlation between
the 162 ground stations and their corresponding nearby LST value is established using the
GOES-16 satellite. The five-month averaged training profiles (Jan - May, 2018) for each of
the 162 stations is shown in Fig. 3.2. These difference plots indicate a clear diurnal profile,
which was crucial for establishing a general relationship between ground and satellite data.
A Gaussian function was chosen to fit the profiles in Fig. 3.2 and resulted in the best
overall performance for all 162 stations. The overall error in the averaged diurnal plots
indicate a minimum absolute error for the algorithm of 1.65 K. This value marks the minimum
achievable error between our satellite air temperature algorithm and the ground station true
air temperature. And since this value is below almost every study in the literature, a decision
was made to continue with this method of analysis under the hypothesis that the application
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Figure 3.2: Hourly-averaged difference between ground station air temperature and the
nearest GOES-16 LST pixel. The hourly averages have been computed for five months of
training data, which includes 162 stations across the continental U.S.A. in 26 cities. The
mean absolute error for the averages is 1.65K, indicating the lower limit on the possible
performance for the diurnal model.
has the potential to outperform other models.

3.2.2

Diurnal Gaussian Fit

The Gaussian fit was chosen based on its similarity to the profile observed in the diurnal
difference between air temperature and satellite LST. It is also a novel choice, as many choose
either sinusoidal, linear, or spline fits when correlating the two measurements (Zhou et al.
2013). Since the Gaussian fit was chosen over the other methods, it also requires a total of
four constants as part of its input. In our case, we use the satellite LST and time-of-day
(UTC) as input variables, which leads to our final modeling equation:

Tair = TLST + y0 − A0 e

(t−tp )2
2σ 2

(3.1)
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The four parameters, y0 , A0 , tp , and σ are all found using properties of the GOES-16 pixel
and air temperature elevation (the ground station in this case). Each of the parameters in the
Gaussian fit can be thought of as different warpings due to station and geographic location.
TLST is the GOES-16 land surface temperature at the nearest pixel to the ground station
(within 5-minutes from the ground station), t is the time-of-day input with units of hours, tp
is a time-of-day peak shift parameter with units of hours, σ is a Gaussian width parameter
with units of hours, y0 is a shift parameterwith units of Kelvin, and A0 is an amplitude
parameter with units of Kelvin.
The Gaussian was fitted using a method similar to that mentioned in (Guo 2011) and
(Bonham-Carter 1988), where the exponential function is used to maximize the correlation
between the Gaussian function and the diurnal difference between LST and Tair . Using a
non-linear least-squares method, each ground station produced a series of parameters from
each fit, which were then input to a database consisting of four parameters for each of the
162 ground station points. This array of 162 by 4 will later be used in the regressive neural
network to find a relationship between the land cover, latitude, longitude, and elevation and
each of the four constants in the Gaussian fit.

3.2.3

Regressive Neural Network

A regressive neural network was used to identify and weight the influence of land cover,
elevation, latitude, and longitude such that unique expressions can be established for all four
Gaussian constants based on the local landscape (Mas and Flores 2008). The neural network
is capable of looping through each of the 19 local parameters (16 NLCD classes, elevation,
latitude, longitude) and quantifying the dependence of each on the Gaussian constants.
Below is an implementation of the coefficients on each local parameter:

y0 , A0 , tp , σ

=
j

N
=18
X
k=0

Cj,k pi,j,k + Dj,k

(3.2)
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Figure 3.3: Flow diagram for calculating air temperature from GOES-16 land surface temperature (LST) using a diurnal Gaussian model and a regressive neural network.
where j is the index of the Gaussian parameter (0 is y0 , 1 is A0 , 2 is tp , and 3 is σ). The i
indicates a specific station, Cj,k , Dj,k represent the universal constants for the model which
are looped over a specific Gaussian parameter and pixel-specific index (k), and pi,j,k signifies
which value to use based on index of Gaussian parameter, station, and pixel-specific index.

3.3
3.3.1

Performance
Air Temperature Model Performance Against Ground Stations

For testing of the regressive neural network performance, 162 different GOES-16 pixels in
26 cities were used to create a database containing coefficients for each respective diurnal
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Table 3.1: Average model performance statistics against ground station data for the training
period (Jan. - May) and validation period (July - Nov.)
Dates (2018)
Jan. 1 - May 31
July 1 - Nov. 30

Stations
162
156

# Points
1284
1617

R2
0.90
0.86

RMSE
2.4
2.6

MAE
1.8
2.2

Bias
0.3
0.8

Gaussian curve. The database was used to train the regressive neural network which established relationships between satellite land surface temperature (LST) and ground station air
temperature (Tair ). The study trained over five months (January 1, 2018 - May 31, 2018) of
data, with the ground station acting as the latitude and longitude location and the nearest
GOES-16 pixel as the comparison point. Four statistical variables were calculated: coefficient of determination (R2 ), root-mean-square error (RMSE), mean-absolute error (MAE),
and mean bias (Bias). The statistical measures are defined and used as follows:
P
(Ti,model − Tair )2
R = 1 − Pi
2
i (Ti,air − Tair )

(3.3)

v
u
N
u1 X
t
RMSE =
(Ti,model − Ti,air )2
N i=1

(3.4)

N
1 X
MAE =
|Ti,model − Ti,air |
N i=1

(3.5)

N
1 X
(Ti,model − Ti,air )
Bias =
N i=1

(3.6)

2

For each station, the four statistical measures were calculated as general performance
metrics. Overall, for 162 stations, the statistical outcomes were calculated for both the five
month training and five month validation periods. The statistical results of both periods
can be found in Table 3.1.
As expected, we see a slight decrease in performance metrics for the validation period
compared to the training period. The R2 value is slightly lower from 0.9 to 0.86, the RMSE
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Figure 3.4: Diurnal reconstruction of air temperature from LST against ground stations for
the validation period July - November 2018. Plot a) is from an urban station north east
of San Francisco. Plot b) is from a Chicago station. Plot c) is from a station southwest of
Dallas, and plot d) is from a Seattle-area station.
and MAE only increased by 0.2 K and 0.4 K, respectively. And the bias increased to 0.8 K
from 0.3 K. It was thought that the increase in bias was due to seasonal dependence, however,
reversing the training and validation periods did not produce a bias in the negative direction
- indicating that seasonal dependence is likely not the cause. These results demonstrate very
good agreement between the training and validation, as well as the stability of the algorithm
over multiple seasons and large ranges in temperatures.
Figure 3.4 demonstrates the performance of the model for four urban sites across the
country. The sites were chosen based on their urbanization, which is the sum of all four
urban categories. The second criteria was based on the availability of consecutive clear
periods, which we can see as smooth profiles. The selected days contain periods of dropped
data, both as a result of satellite LST product quality filtering and unavailable ground station
periods.
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Several observations can be made regarding the diurnal profiles in Figure 3.4. First,
we can see marginal over-prediction during the daytime and under-prediction during the
nighttime. This is likely due to the imperfect Gaussian fit applied to the diurnal profiles. We
can also see the over-prediction in the average bias calculated in Table 3.1, which quantified
the bias to be about 0.8 K.
An example of the scatter for three individual stations against their respective satellite
predictions can be seen in Figure 3.5. The distribution of data can be observed as wellfitted to the one-to-one line, and this is true for multiple stations. There is also littleto-no temperature dependence on accuracy, which signifies great linearity between satellite
algorithm and ground-truth station measurements. This high correlation also alludes to the
likelihood that extreme heat events can be tracked without decrease in accuracy.

3.3.2

Satellite-Derived Air Temperature, Urban Weather Model,
and Ground Station Comparison

The urbanized weather research and forecasting model (uWRF) was compared to ground
stations in the same method as the GOES-16 satellite-derived air temperature. The nearest
spatial pixel to a given ground station was used, and the closest temporal periods were
compared (within 30-minutes). The testing was done from June 14 - Jun 16, 2018 for a test
period of 72-hours. Six ground stations were selected for comparison in the New York City
area (three in urban New Jersey and three in the New York boroughs).
The RMSE between the uWRF model and ground stations was found to be 1.6 K,
while the RMSE between the satellite-derived air temperature and ground stations was
approximated to be 2.1 K. Therefore, we can infer that the model outperforms the algorithm
by 0.5 K for the test period and limited spatial domain. It should be noted that the uWRF
model used here has representations for buildings and various urban processes, including heat
and water vapor exhaust from ventilation systems, which is likely the reason for such strong
performance. The model has also been specifically tailored for the New York City region.
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Figure 3.5: Scatter and difference plots for ground station and satellite-predicted air temperature for three individual stations in Dallas, TX (top), Elizabeth, NJ (middle), and Sacramento, CA (bottom). Each station is at least 70% urban. The scatter shows the adherence
of the prediction algorithm to the true ground station temperatures. The distribution shows
the distribution of the scatter.
Three example stations comparing the air temperatures from all three methods (uWRF,
satellite, ground station) can be seen in Figure 3.6.
Both air temperature models carry an inherent bias when compared to the ground stations, the uWRF bias is 0.1 K and the GOES-16 bias is 1.2 K. We saw the same bias above in
the country-wide comparison between satellite air temperature and ground station. Another
detail to note from Fig. 3.6 is the occurrence of dropped data. The dropped data phenomenon is likely due to cloud contamination, which occurs frequently during the summer
in New York City during and just after peak heating. Therefore, some of the error associated
with the satellite-derived model can be attributed to interchange periods between clear and
cloudy skies.
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Figure 3.6: uWRF model 2-m air temperature output, GOES-16 air temperature prediction
using LST, and ASOS ground station air temperature shown for three days in June 2018.
The gaps in data represent dropped or unavailable data from either the satellite or ground
station.
In the future, the biases and errors associated with the satellite model may be predictable
and correctable, perhaps by introducing a higher resolution land surface temperature product
via downscaling and cloud cover-specific prediction algorithms, however, those are tasks to
be broached in a future work. In the next section, the ground stations will be omitted
to facilitate a larger spatial correlation between uWRF predictions and satellite-derived air
temperature can be further analyzed.

3.3.3

Spatial Distribution of Air Temperature

After verifying the correlation between ground stations, uWRF pixels, and satellite-derived
air temperature, we can investigate the spatial correlation between uWRF and satellite
pixels where ground stations do not exist. A 81x84 pixel grid resulted in roughly 6,804
pixels available for correlation between satellite and uWRF temperatures. This correlation
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downscales the satellite air temperature model from 2-km to 1-km to match the research
forecasting model. An example snapshot of the difference between the GOES-16 prediction
and the uWRF model can be seen in Figure 3.7.a. For the test period, the RMSE between
the two methods was found to be 2.1 K, with the satellite-derived air temperature prediction
having a bias of 1.1 K.
The correlation between the two is acceptable, considering there are spatial artifacts that
can be observed such as incoming cloud contamination and dropped pixels. On very clear
days, the RMSE ranges from 1.0 K to 1.5 K, indicating an even stronger correlation under
ideal conditions. The low error between numerical model and LST-derived air temperature
suggests that the model is portable and reliable for use as a high-resolution, efficient, accurate
prediction of air temperature in cities across the United States.
Another example of the model’s ability to recreate spatial maps is given in Fig. 3.7.b,
where an independent snapshot was captured for a heat wave in New York City on August
28, 2018 during the peak temperature of the day. The plot in Figure 3.7.b shows the ability
of the algorithm to capture pockets of heat, specifically in the more urban areas of the
city. According to the LST-derived air temperature reproduction, temperatures in the city
reached as high as 309 K during the daytime. And upon examination of weather records
from that day, the maximum air temperature was found to be 308 K - meaning the algorithm
could be used for citing extreme heat events and localization of hot spots in urban areas.
Something particular to note is that just in the New York area shown in Fig. 3.7,
satellite-derived air temperature variations span up to 14K, which likely indicates cloud
contamination. This could be an issue during implementation of the algorithm and may
need addressing in the future. For daytime peaks during the heat wave, neighboring pixels
were observed to vary 0.2-0.5K on average, with standard deviations as high as 0.8K, which
can be interpreted as neighboring pixels that can be as large as 1.3K. These variations can
have huge implications on urban applications such as energy and health.
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Figure 3.7: Plot a) shows a spatial comparison between satellite-predicted air temperature
and WRF 2-m air temperature in plot. And plot b) shows spatial satellite-derived air
temperature plot over the New York City area during a heat wave, showing the stability of
the air temperature algorithm during an extreme heat event.

3.4
3.4.1

Discussion
Geospatial Inconsistencies

In Fig. 3.8, the spatial distribution of error between satellite-derived air temperature and
ground station air temperature is mapped across the continental U.S. for each of the 156
urban ASOS stations. After an in-depth inspection of the errors, there does not appear to
be any strong correlation between the input parameters (i.e. latitude, longitude, elevation,
land cover) and the RMS errors (R2 < 0.1 for each linear fit).
One weak correlation between error and input parameter is the elevation (R2 ≈ 0.08 for
the linear fit between elevation and RMS). The scatter is large, but an increase in elevation
can be observed to weakly increase the RMS error. A few publications in the literature
state that the coupling between air temperature and LST gets weaker at higher elevations
(Pepin et al. 2016; Lin et al. 2016; Deng et al. 2018), so this is one hypothesis for the weak
correlation and higher RMS at higher elevations.
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Comparison with Other Studies

The difficulty of comparing the current study against others is that no other research has
developed a country-wide, urban, diurnal, satellite-based air temperature model at such a
high resolution in space and time. As stated in the introduction, many studies have developed
daily mean, minimum, and maximum air temperature models using satellite data (Shi et al.
2016; Good 2015; Ho et al. 2014; Zhu et al. 2017; Li, Zhou, Asrar and Zhu 2018; Cristóbal
et al. 2008).
One such study by (Gholamnia et al. 2017) used a similar method for diurnal analysis
and focused on the country of Iran. It validated its data against the same stations it trained
(no independent spatial verification), and did not focus on urban areas. And while the
average error found in that study was 2.1 K, a lower error than our study, it wasn’t tested
for independence in spatial variability. Another study by (Rhee and Im 2014) conducted
in South Korea showed that errors of daily mean temperature were still between 2-4 K,
which it cited as not much of an improvement compared to competing studies. Other larger
studies cite similar errors ranging from 1-4 K, which is in line with this study’s observations
(Mildrexler et al. 2011; Song and Park 2014).
As for urban areas, most studies are concerned with using LST for quantifying urban
heat island effects (Agathangelidis et al. 2016), and many focus on a single region or city
(Nichol et al. 2009; Oswald et al. 2012). Moreover, for the studies that do handle LST and
air temperature in urban areas, their methods are limited to linear relationships that are
surely not portable between cities (Azevedo et al. 2016; Koenig and Hall 2010; Shen and
Leptoukh 2011).
Lastly, spatial variability of air temperature is difficult to quantify in urban areas where
heterogeneity dominates. However, it is likely that with the aid of ground station networks
at higher resolution than the ASOS network, the error associated with satellite-derived
air temperature will become even lower than quantified in this paper. Some studies have
already tested various spatial algorithms, including complicated methods like kriging (Zhang,
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Oswald, Brown, Brines, Gronlund, White-Newsome, Rood and O’Neill 2011), but they carry
errors as large as or larger than this study (Monestiez et al. 2001), and typically omit urbanspecific sites.
It is important to note that this is a unique algorithm and methodology based on the
advantages of the GOES-16 high temporal resolution satellite. The algorithm competes with
many of the partial studies that have been conducted on similar topics of urban air temperature derivations from satellite land surface temperature. It excels due to the temporal
information gained from the satellite’s resolution, which facilitated country-wide algorithm
development for approximating the diurnal profile of air temperature in cities. The uniqueness and range of the algorithm makes it difficult to directly compare with other studies,
however as a broad quantification - the algorithm can arguably compete with other studies
and algorithms because of its simplicity.

3.4.3

Application Potential

The air temperature model could provide unique solutions for an array of problems impacting
the urban environment. The air temperature model can play a critical role in understanding
urban heat island issues. It will be able to predict thermal hotspots within cities and coupled
to social-economic data (Petkova et al. 2016; O’Neill et al. 2005), it can be used to quantify
social vulnerability of various neighborhoods. The model’s ability to spatially resolve urban
air temperature will be beneficial for urban planning and understanding intra-city temperature variability. The model can be used to forecast spatially resolved heat indices for various
cities (Rosenthal et al. 2014).
Currently, single point observations and weather forecasts are used to predict heat index during extreme heat events. While single point measurements fail to represent spatial
variability, modern forecasts from the National Weather Service also lack representation for
urban areas. Hence, in the majority of cases, the urban heat index is mostly under predicted. Our model has the potential to create an accurate and cost-effective solution. We
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Figure 3.8: Overall error distribution for all 156 stations during the validation period from
July - November 2018.
are currently working on a remote sensing-based model to calculate relative humidity for
cities, which will hopefully improve the prediction of heat index in cities.
Another area where the model could be useful is in the field of urban energy use, distribution and power generation (Jones et al. 2015). Air temperature is well correlated with
energy use and many models exploit this correlation to forecast energy demand that is vital
for power generation (Krarti et al. 2017). Our model will be able to predict potential spatial
variability in energy use. By coupling it to a building database, it could also predict vulnerable zones within the city. Ultimately the tool can be used to design smart distribution
systems. The air temperature model can also be used to create a high resolution dataset to
force urban climate models, which are increasingly used to study urban climate dynamics.
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Conclusion

This research combined GOES-16 LST with land cover properties, geographic coordinates,
elevation information, and time-of-day to create a robust Gaussian approximation of 2-m air
temperature. The coefficients for each satellite pixel were derived using a regressive neural
network and comparison against true air temperature at ground stations across the U.S. The
performance of the GOES-16 air temperature model was further validated by comparison
with a numerical WRF model, indicating agreement and performance between the satellite
air temperature model and numerical 2-m air temperature.
The average RMSE between satellite-derived and measured 2-m air temperature was
found to be 2.6 K for 156 pixels across 26 different cities in the continental United States
(see Fig. 3.8 for the geospatial distribution of error). When comparing the algorithm to the
numerical model, a RMSE of 2.1 K was calculated for nearly 7k pixels over a three day period
during the summer of 2018. For very clear days, the RMSE decreased to as low as 1.0 K,
indicating a strong correlation and great performance of the satellite-derived air temperature
against the numerical 2-m air temperature. The algorithm shows great promise for improving
the current air temperatures in cities, as they are often reliant on lower-resolution numerical
models or single-point observations. This algorithm is the first step toward a possible heat
index product - a parameter that is essential for marking extreme heat events, specifically
in urban areas where death tolls can rise beyond the surrounding areas.

Chapter 4
Multispectral Satellite Estimation of
Net All-Wave Radiation
4.1

Introduction

Surface net radiation (Rn ) functions as the dominant source of energy contributing to the
non-radiative fluxes present in the Earth’s surface energy balance (Roerink et al. 2000;
Iziomon et al. 2000; Sentelhas and Gillespie 2008). The sensible, latent, and storage heat
fluxes can be derived by subdividing this available energy from either observations or models
of Rn (Santanello and Friedl 2003; Batra et al. 2006; Jiang and Islam 1999). The surface
net radiation is comprised of longwave and shortwave, incoming and outgoing components,
which have applications in numerical weather prediction, modeling of evapotranspiration,
and assessment of urban heat island impacts (Tran et al. 2006; Jiang et al. 2009; Nichol et al.
2009; Kato and Yamaguchi 2005; Sobrino et al. 2007). Unfortunately, most observations of
Rn are at coarse spatial resolution, making it difficult to capture regions of high spatial
heterogeneity such as cities or suburbs (Offerle et al. 2003; Samani et al. 2007; Yang et al.
2006). This is likely why remote sensing technologies are overwhelmingly used to derive net
radiation throughout the literature (Pinker and Corio 1984; Vonder Haar and Suomi 1971;
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Fortelius and Holopainen 1990).
The Moderate Resolution Imaging Spectroradiometer (MODIS) is perhaps the most common remote sensing tool used in the study of surface radiation, likely due to its moderate
spatial resolution (250m-1000m) and its ability to capture images of the entire Earth along its
orbit (Bisht and Bras 2011; Jin et al. 2011; Long et al. 2010; Amatya et al. 2015; Verma et al.
2016; Chen et al. 2020). However, employing MODIS has limitations in temporal resolution,
where it outputs between 2-4 obsservations per day (depending on the overpass latitude, and
using both Terra and Aqua) (Crosson et al. 2012). Furthermore, those observations occur at
repeated times along the diurnal cycle, making it difficult to accurately predict Rn outside
of those specific times of the day. The Landsat ETM+ instrument similarly has a low-Earth
orbit that can produce even finer resolution imagery (30m-60m), but at the detriment of a
16-day overpass interval (Mira et al. 2016; da Silva et al. 2015). Fortunately, geostationary
satellites (GOES, Meteosat, Himawari) have been deployed to overcome these temporal inefficiencies by continuously scanning fixed points on the Earth’s surface (Schmetz et al. 2002;
Bessho et al. 2016).
The GOES-16 satellite produces snapshots of the conterminous United States (CONUS)
every five minutes at spatial resolutions ranging from 0.5km - 2.0km across its 16 radiance
bands (Schmit et al. 2017). Geostationary satellites have been used to close the surface energy budget in the past, however, never to the extent of the spatial and temporal resolution
presented in the current study (Gu et al. 1999; Bastiaanssen et al. 1998). Moreover, the
majority of algorithms that derive net radiation start with land surface temperature (LST),
which limits the scope of the remote sensing algorithms to clear-sky days (Krishna et al.
2014; Santos et al. 2011; Liang et al. 2010; Ryu et al. 2008; Wang and Liang 2009; Hwang
et al. 2013). The uniqueness of the algorithm presented here is the use of machine learning
techniques to correlate ground-based measurements of net radiation to all-sky satellite radiances. This allows the algorithm to make predictions, even on cloudy and rainy days - an
uncommon trait for satellite-based radiation algorithms (Bisht and Bras 2010).
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Over the past two decades, neural networks, image clustering and classification, advanced
regression, and other machine learning techniques have been applied across several disciplines
in atmospheric science (Jiang et al. 2016; Chen et al. 2018; Gómez-Chova et al. 2007; Wang,
Li, Tang, Zeng and Li 2013; Verrelst et al. 2012; Jiang et al. 2014). Unique applications
of machine learning are becoming more popular as a direct result of improvements made
to computational capabilities, along with increased availability and accessibility of software
tools such as Tensorflow, Keras, Scikit-Learn, and PyTorch (Gupta et al. 2019). Each
software is versatile and can be applied to range of applications (Lee et al. 2004; Kussul et al.
2017). The specific machine learning tool employed for this analysis is based on a gradientboosted regression tree (GBRT) algorithm contained within the Scikit-Learn framework.
GBRTs are commonly used for regression problems involving multiple input variables,
non-linear relationships, and large amounts of data (Persson et al. 2017). Boosted trees are
comparatively fast when compared to other machine learning algorithms, which makes them
useful for deployment in real-time algorithms (Si et al. 2017). The estimation of PM2.5
has been an area in particular that applies boosted regression trees to satellite data for
correlations with ground-based measurements (Chen et al. 2019; Zhan et al. 2017; Just et al.
2018). Regression tree algorithms can also be found in studies related to agriculture (Müller,
Leitão and Sikor 2013), hydrology (Sahoo et al. 2018), and even prediction of solar radiation
(Ghimire et al. 2019; Fan, Wang, Wu, Zhou, Zhang, Yu, Lu and Xiang 2018). The GBRT
method is applied here due to its history of strong predictive performance with non-linear
problems and the robust algorithm developed for the Scikit-Learn framework (Elith et al.
2008).
The machine learning algorithm developed herein incorporates land cover, latitude, longitude, and elevation as ground-specific inputs. The National Land Cover Database (NLCD)
developed by the Multi-Resolution Land Characteristics Consortium produces land cover
classes that account for the entirety of the United States, where classes range from forested
areas to more developed urban areas (Wickham et al. 2014). The pairing of geospatial inputs
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and valid NLCD classes amounts to a total of 15 ground-based inputs. The time-of-day and
week number are also used as inputs, which, when combined with the 16 radiance bands and
15 ground-based inputs, results in a total of 33 input parameters. These inputs will be used
to both train and validate the instantaneous net radiation algorithm. Blending geospatial
inputs and satellite data in this manner for deriving land-atmosphere processes can be found
throughout the remote sensing literature in similar applications (Jing et al. 2016; Hird et al.
2017; Dev et al. 2016; Hengl et al. 2017; Carmona et al. 2015).
The assimilation of satellite data and land surface models has been widely observed as a
technique for improving numerical weather prediction (Srivastava et al. 2013; Rakesh et al.
2009; Weng and Liu 2003; Giannaros et al. 2013; Zavodsky et al. 2013). The surface all-wave
net radiation is developed here with a particular application in mind: improve the satellitebased calculations for sensible, latent, and storage heat fluxes. The relationship between
these fluxes and the all-wave net radiation is widely observed and recognized (Jung et al.
2011a; Ma et al. 2003; de Wit and Van Diepen 2008; Kustas and Daughtry 1990). Thus, improvements in understanding their interplay can lead to better estimates of air temperature,
evapotranspiration, and prediction of extreme heat days and energy use (Bastiaanssen 2000;
Kato and Yamaguchi 2005; Allen et al. 2007; Dousset et al. 2011; Zaitchik et al. 2006; Zhou
et al. 2012). Finally, the high temporal resolution product introduced here is aptly aligned for
testing and input to numerical models, which has the potential to improve weather forecasts
(Kato et al. 2007).
Several ground station flux networks are used to train and validate the model for Rn .
SURFRAD, Ameriflux, NEON, Enviroweather, NYSMESONET, and IEM are all networks
that were aggregrated to produce a wide enough range of land covers and geographic properties to facilitate the ensuing analysis (Augustine et al. 2000; Baldocchi et al. 2001; NYS
Mesonet 2020; National Ecological Observatory Network 2020c). A total of 67 ground stations are used that span the conterminous United States. Some of the stations will be set
aside for training and others for validation. This will facilitate independence tests between
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training and validation, which is particularly important for testing machine learning tools
that regularize their models to prevent overfitting (Ju et al. 2019).
The objective of this study is to incorporate geospatial inputs and GOES-16 satellite
radiances into a novel gradient-boosted regression tree method to estimate surface all-wave
net radiation. By training the inputs against ground-based net radiometer measurements,
Rn is estimated for a variety of different land cover classes and geographic locations. The
expected outcome is an all-weather, all-surface net radiation product that updates at 5minute temporal intervals across the conterminous United States.

4.2
4.2.1

Datasets
GOES-16 Satellite Radiance Data

The GOES-16 satellite’s Advanced Baseline Imager (ABI) is a 16-band radiometer with
a spectral response from the infrared to visible regions of the electromagnetic spectrum
(Schmit et al. 2018). Scan mode 6 is used to record the 16 spectral bands, which produces two
snapshots of the entire conterminous United States (CONUS) every ten minutes (Carlomusto
et al. 2017). This minimizes the effective temporal delay between ground station and satellite
observation to approximately 2.5 minutes. The GOES-16 satellite maintains a longitudinal
position of 75.2◦ W, which is located slightly west of New York City along the east coast of
the United States, giving rise to its alternate name, GOES-EAST.
The lowest level fixed-grid data product, the L1b radiance, is downloaded from the GOES16 Google Cloud Platform repository, where the data is openly available in near real time
(Kalluri et al. 2015; Moser et al. 2019; Wendoloski et al. 2018). The L1b radiances carry units
of W·m−2 ·sr−1 µm−1 , and are used with the intention of correlating the radiation received by
the satellite to the all-wave net radiation measured at the surface. Similar studies have used
this method with the MODIS satellite, but never at the temporal accuracy of the GOES-16
(Wang et al. 2015).
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The 16 radiance bands are produced at slightly different spatial scales. Radiance bands
4 (1.38 µm), 6-16 (2.25 µm-13.27 µm) have a native spatial resolution of 2-km, while bands
1 (0.47 µm),3 (0.87 µm), 5 (1.61 µm) have a resolution of 1km, and band 2 (0.64 µm) has a
resolution of 0.5km (Kalluri et al. 2018). Each of these bands is useful for the analysis, where
the nearest satellite pixel to each surface station is chosen for each band.

4.2.2

National Land Cover Database

The most recent release of the National Land Cover Database, NLCD 2016, characterizes 20
land cover classes across the United States by combining several years of Landsat imagery into
one composite image (Yang, Jin, Danielson, Homer, Gass, Bender, Case, Costello, Dewitz,
Fry et al. 2018; Jin et al. 2019). NLCD 2016 adopts Landsat’s 30-m spatial resolution,
which is beneficial for coupling the higher resolution satellite pixels to the heterogeneous
land surface. The land cover classes are based on the Anderson classification system, with
some modifications (Anderson 1976; Smith et al. 2010). Of the 20 land classes, only 16 are
valid within the conterminous United States. The other 4 classes are Alaska-specific, and
will not be discussed or used in this analysis.
The first two valid land classes consist of open water and perennial ice/snow. No ground
stations are trained over water or ice, however, both classes are useful as filters for the
satellite algorithm. The next four classes are in the developed category, which include
open spaces and low, medium, and high intensity metropolitan areas. These four determine
the ’urban’ classification categories. Shrubs, grassland, and cultivated crops are the next
three classes and account for over 50% of the land cover in the conterminous United States
(Homer et al. 2020). Less common classes are the following four: barren land, woody and
herbaceous wetlands, and pasture/hay. The last three classes fall into the forest category,
with coniferous, deciduous, and mixed identifiers (Homer et al. 2015). These are the 16
valid land classes that will identify each satellite pixel’s surface composition relative to each
surface station.
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4.2.3

Digital Elevation Model

The Shuttle Radar Topography Mission produces a digital elevation model (DEM) at resolutions of 1 arc second (SRTM-1, 30m) and 3 arc second (SRTM-3, 90m) (Farr et al. 2007).
SRTM-3 is chosen for the current application due to its high accuracy and resolution nearest
to that of the satellite pixels (Hayakawa et al. 2008). The DEM is considered globally consistent for latitudes under 60◦ , and carries a verified uncertainty of less than 16m (Rodriguez
et al. 2006).

4.2.4

Surface Flux Networks

Six surface flux networks are assembled to construct a variety of surface representations
that capture the variability of land cover across the United States: the Ameriflux network,
the National Ecological Observatory Network (NEON), the New York State Mesonet (NYS
Mesonet), the Iowa Environmental Mesonet (IEM), the EnviroWeather network, and the
Surface Radiation Budget Observing Network (SURFRAD) (Hargrove et al. 2003; Novick
et al. 2018; Keller et al. 2008; Andresen et al. 2011; Augustine et al. 2000, 2005).
A ground station is considered for the analysis if it produces all-wave net radiation data
via a net radiometer instrument. Second, the instrument must capture the entire diurnal
cycle of net radiation, at a minimum of hourly observations. And finally, the chosen stations
must demonstrate at least 50% data throughput for the entire period of analysis, where
throughput is defined by the frequency of output. For example, if the test period is 50 days
for a station that outputs every hour, then the minimum throughput is 600 data points. If
the throughput is less than this threshold, then the station is not used in the analysis.
The majority of the Ameriflux stations use either the CNR-1 or CNR-4 net radiometers
from Kipp and Zonen (Wang et al. 2012; Schmidt et al. 2012). For the NEON network,
the Hukseflux NR01 net radiometer is used for the suite of available stations (National
Ecological Observatory Network 2020a). The NYS Mesonet also uses CNR-4 net radiometers
from Kipp and Zonen (NYS Mesonet 2020). The SURFRAD network uses a more involved
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Table 4.1: Distribution of satellite pixels nearest to each ground station that contain at least
10% of the given National Land Cover Database (NLCD) classification. Alaska-only areas,
barren land, and emergent wetland classes are ignored due to lack of training stations in
those classes. Open water and perennial ice/snow classes are also not part of the analysis,
except to serve as filters.
NLCD Class
Developed, Open Space
Developed, Low Intensity
Developed, Medium Intensity
Developed High Intensity
Deciduous Forest
Evergreen Forest
Mixed Forest
Shrub/Scrub
Grassland/Herbaceous
Pasture/Hay
Cultivated Crops
Woody Wetlands

Pixel Count
5
2
4
3
19
13
8
14
15
9
24
11

set of instruments that separately capture the four components of net radiation as follows:
shortwave incoming radiation is derived with an Eppley pyranometer and pyrheliometer
(and a Spectrosun pyranometer as a backup), shortwave outgoing radiation is measured
with a Spectrosun pyranometer, longwave incoming radiation is measured using an Eppley
infrared pyrgeometer, and the longwave outoing radiation is measuring using an inverted
Eppley pyrgeometer (Wang and Liang 2009; Jia et al. 2018; Augustine and Dutton 2013).
The other networks, IEM and EnviroWeather, do not have any clear documentation on
instrumentation.
It is important to note that observations of the variability between a given pair of radiometers can exceed 5% depending on the instruments being compared and the time of day
(Blonquist Jr et al. 2009; Leuning et al. 2012). This may lead to higher error than expected,
and will be discussed during the error analysis in later sections.
Table 4.1 details a breakdown of pixels that contain at least 10% of a given NLCD class.
Of the 20 potential classes, the 4 Alaska-only classes are ignored. Additionally, the barren
land and emergent herbaceous wetlands do not occupy more than 10% in any of the satellite
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Figure 4.1: Map of the 67 surface stations used for training and validating the satellite-based
all-wave net radiation model.
pixels nearest to each ground station, so they will be ignored as well. The two classes
comprise less than 3% of the total land cover across the United States, so it is not an issue
to ignore them (Multi-Resolution Land Characteristics Consortium and others 2019). The
water and ice/snow classes are used for filtering, and thus, are also ignored in the algorithm
itself. This results a total of 12 land classes input to the machine learning algorithm.
Any pixel that contained more than 50% open water was discarded for this analysis,
and will be the case for the deployment of the all-wave net radiation product outside of the
ground station comparisons. The same is true for the perennial ice/snow pixels. Figure
4.1 maps the 67 flux stations parsed from the group of surface networks, each of which is
valid for all of the following rules: each pixel must contain less than 50% open water and
perennial ice/snow, each pixel and surface station must contain data points every hour along
the entire diurnal cycle, and each pixel and surface station must produce at least 50% of the
data during the test period.

CHAPTER 4. MULTISPECTRAL SATELLITE ESTIMATION OF NET ALL-WAVE RADIATION71

4.3
4.3.1

Methodology
All-Wave Net Radiation

Surface all-wave net radiation, Rn , is the combination of shortwave and longwave, incoming
and outgoing radiation components (Bisht et al. 2005; Stull 2012b):

Rn = Rs↓ − Rs↑ + Rl↓ − Rl↑

(4.1)

where Rs and Rl represent the shortwave and longwave radiative fluxes, and the ↓ and ↑
delineate incoming or outgoing directions, respectively. Each of the ground stations outputs
either a derived net radiation value or each of the four components. Thus, there is no
need to expand the statements of shortwave or longwave radiation further. This is crucial,
as most algorithms will expand the shortwave components into albedo and incoming solar
radiation, and the longwave components into land surface temperature (LST) and emissivity;
however, for the present case, satellite radiances are used in place of NDVI, LST, and other
common parameters. This allows the algorithm to correlate satellite radiances directly to
net radiation, and avoid the limitations of surface temperature algorithms and emissivity
relationships. This also becomes an advantage due to the high temporal resolution output
of the satellite radiances, which are updated every 5-minutes.

4.3.2

Radiance-Based Net Radiation

The proposed method for deriving surface all-wave net radiation using remote sensing data
involves coupling a ground flux station to its nearest 2-km GOES-16 pixel. Each corresponding GOES-16 pixel is associated with the following: the latitude and longitude of the pixel’s
center point, 12 land cover classes, an approximation of mean elevation, time of day, week
of the year, and 16 radiances located nearest to the ground station’s geographic location.
This results in a total of 33 parameters that will be used as inputs to the machine learning
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algorithm.
The land cover classes are weighted by normalizing their number of occurrences within
the bounds of each satellite pixel. This gives a set of 12 land classes that sum to 1. This
weighted classification is also how each satellite pixel is determined to be ’urban’ or otherwise,
and given a percentage associated with each land cover.
Next, the GOES-16 bands outside of the 2-km resolution are taken to be the nearest
pixels relative to the ground station. This is for the 0.5km pixel (band 2: 0.64 µm) and 1km
pixels (band 1: 0.47 µm; band 3: 0.865 µm; and band 5: 1.61 µm).
The time of day and week of the year both are beneficial for capturing the diurnal and
seasonal variability of the relationship between the radiance observations and Rn , and are
thus included in the algorithm as input parameters.
Finally, the relationship between satellite radiances, geospatial inputs, and surface allwave net radiation can be written as follows:

Rn = f (L1:16 , th , tw , NLCD1:12 , φ, λ, e)

(4.2)

where L1:16 refers to the set of 16 radiance values from the GOES-16 satellite at a given
time. The temporal parameters, th and tw , denote the hour of day and week of the year,
respectively. NLCD1:12 represents the set of 12 land cover proportions related to each pixel.
And lastly, φ, λ, and e represent the geophysical properties of each satellite pixel: the
latitude, longitude, and elevation, respectively.

4.3.3

Gradient Boosted Regression Trees (GBRTs)

Gradient boosted regression trees (GBRTs) use groups of linear predictors (regression trees)
on a set of feature variables to formulate a complex prediction of a given response variable
(net radiation, in our case) (Ganjisaffar et al. 2011; Ye et al. 2009). Gradient boosting
refers to the iterative process of minimizing the gradient of the loss function between the
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predictors and the response variable (Tyree et al. 2011; Friedman 2002). Histogram-based
methods have been widely recorded as the most efficient approaches to gradient boosting
for larger datasets, and thus, is implemented here as a way of handling the hundreds of
thousands of data points used for training and validation (Ke et al. 2017). GBRTs have also
been cited as one of the more accurate and efficient methods for computing radiation over
other machine learning methods (Wei, Zhang, Hou, Zhang, Jia and Yao 2019).
Gradient boosted regression trees can be found in the study of solar energy, evapotranspiration, wildfires, and particulate matter (Suleiman et al. 2016; Fan, Yue, Wu, Zhang, Cai,
Wang, Lu and Xiang 2018; Fan et al. 2019; Aggarwal and Saini 2014; McGovern et al. 2015;
Naghibi et al. 2016; Jaafari et al. 2018; Parisien and Moritz 2009; Yang, Zhang, Liang, Yao,
Jia and Jia 2018). The subsequent application of GBRTs to surface all-wave net radiation
follows many of the principles outlined in the meteorological studies referenced above, where
an array of geospatial and remote sensing features are used to build regression trees around
the response variable, Rn .
The application of GBRTs with respect to the current case can be first thought of as a
minimization of the least-squares loss between a tree function of the 33 input features, Y ,
and the response variable, Rn (Johnson and Zhang 2013; Friedman 2001; Hastie et al. 2009;
Tyree et al. 2011):

fˆ = arg min
Y

N
X
(Yi − Rn,i )2

(4.3)

i

where N is the total number of data points in Rn , and Yi is constrained to be a sum of
feature trees at index i. The sum of feature trees can be write as a function of the input
features as follows: (Miller et al. 2016; Friedman and Meulman 2003).

Y =

M
X

Tm (x, θm )ν

(4.4)

m

where Tm represents a given tree, M is the total number of trees, θm is the splitting function
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that controls the number of splits, or ’leaves’ in the data. The θm variable also controls the
location of the split points across each tree’s histogram. Lastly, x represents the 33 input
variables. The last hyperparameter, ν, is known as the ’shrinkage’ or ’learning rate,’ which
acts as a way of controlling the speed of convergence by shrinking the residuals associated
with the model.
This type of GBRT algorithm is implemented via the ’histogram-based gradient boosting
regressor’ function contained within Python’s Scikit-learn module (Prettenhofer and Louppe
2014). The Scikit-learn module is designed for medium-scale, supervised learning problems
and focuses on ease of use and high performance, while being fully accessible and available
in the open-source domain (Pedregosa et al. 2011). The hyperparameters mentioned above
such as the number of trees, leaves, samples per leaf, and the shrinkage are discussed upon
partitioning of the data.
Figure 4.2 depicts the general procedure that uses information from remote sensing data
to train a GBRT model to derive all-wave net radiation (Shi 2007). Once the surface flux stations are selected, the GOES-16 pixels are matched spatially by nearest geographic midpoint.
Then, the NLCD is upscaled by land cover proportion for each GOES-16 pixel. Additionally,
the DEM is used for the midpoint GOES-16 pixel, and thus, we have our input variables
to the GBRT model. The training and validation of the GBRT method is outlined in the
results section as well, in Section 4.4.3.

4.4
4.4.1

Results and Discussion
Error Metrics

Four metrics are used to evaluate the GBRT algorithm during the validation stage: rootmean-square error (RMSE), mean absolute error (MAE), mean bias error (MBE), and the
coefficient of determination, R2 (Chai and Draxler 2014; Renaud and Victoria-Feser 2010):
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Figure 4.2: Diagram depicting the general process for deriving surface all-wave net radiation
using remote sensing technology and gradient boosted regression trees.
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(4.8)

where the ground-truth all-wave net radiation is defined as Rn,act , and the predicted value
is Rn,pred . The overbars represent an average over the entire range of samples, N . The
RMSE in particular serves as the primary comparison metric, as it is most widely used in
the comparative literature. The mean bias and mean absolute error are important metrics
for error analysis, and have been widely recognized as superior for measuring the magnitude
of average error (Willmott and Matsuura 2005; Chai and Draxler 2014; Willmott et al. 2012;
Mkhabela et al. 2011). Lastly, the coefficient of determination is used to benchmark the
variability of the machine learning model with respect to the ground-truth data (Dangeti
2017). These four metrics will encompass the evaluation procedure of the model, while also
allowing comparison with a wide range of studies.

4.4.2

Correlation Between GOES-16 Bands and Surface Radiation

Each of the 67 surface stations are compared to their respective nearest satellite pixel for all
16 radiance bands using the Pearson correlation coefficient, defined as (Adler and Parmryd
2010; Benesty et al. 2009):
P
ρRn ,Li = qP

k

k



Rn,k − Rn · Li,k − Li
2 P
2
Rn,k − Rn
k Li,k − Li

(4.9)

where ρ is the Pearson correlation coefficient, and the subscript defines the correlation between the all-wave net radiation, Rn , and one of the radiance bands, Li , where i ranges
from 1-16. The bar over the variables in the correlation equation are defined as the average
over all samples, and the index k indicates a given sample. Figure 4.3 demonstrates the
correlation between the surface net radiation and radiance band.
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Figure 4.3: Correlation between surface all-wave net radiation and nearest GOES-16 satellite
radiance bands for the extent of the training period.
The hypothesis that GOES-16 radiance values can be correlated to surface net radiation,
is validated. The correlation is conducted over the entire training period for each of the
67 stations involved in the study. Thus, confirming not only the hypothesis that there is
correlation, but also that there is temporal variability in strength of correlation. For example,
the visible and near-infrared (NIR) bands (bands 1-6) are negatively correlated to the surface
net radiation during the daytime, and negligibly correlative during the nighttime. This is no
surprise, as most of the visible and NIR radiation that comes from the Earth is due to the
sun.
It is also important to note that the visible and NIR bands are also widely correlated
during the transitional periods of sunrise and sunset. For the infrared (IR) or thermal bands
(bands 7-16), there is high correlation to the surface net radiation during the daytime. In
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Figure 4.4: Root-mean-square error as a function of number of trees, M , and shrinkage, ν.
Optimal values for both were considered to be: ν = 0.12, M = 120.
contrast to the visible bands, the IR bands are also well correlated with Rn during the
nighttime. The ten IR bands will be beneficial for handling the estimation of net radiation
during the nighttime and during periods of cloud cover.

4.4.3

Training and Validation

The gradient boosted regression trees (GBRTs) are trained on an array of data points independent from the validation data in both time and geospatial properties. This results in a
completely predictive set of satellite pixels that can be verified against an array of surface
stations omitted from the training. This creates a realistic scenario to test the all-wave net
radiation where surface stations may not exist. As mentioned in Section 4.3.3, the GBRT
algorithm is altered to arrive at the asymptotic optimal error associated with each of the
tuning hyperparameter.
The first hyperparameters tuned in the GBRT algorithm are the shrinkage, ν, and tree
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size, M (Persson et al. 2017; Gala et al. 2016). Figure 4.4a shows the relationship between
the root-mean-square error and the shrinkage as a function of tree size. There is clear
asymptotic behavior for both hyperparameters, which lead to the selection of 0.15 for the
shrinkage and 125 for tree size. These two values are solidified going forward in the model
tuning. Similarly, Fig. 4.4b shows the dependence of RMSE on the number of samples
included in each leaf as a function of bin count. The number of samples appears to be less
sensitive than the number of bins used, which appears to be asymptotic just as with tree size
and shrinkage. Thus, the number of samples for each leaf is taken to be 500 (more samples
results in faster processing), and the number bins is set to 150.
The optimization of these four hyperparameters resulted in the strongest improvement in
the general error between the surface Rn value and the prediction developed by the GBRT.
The next set of improvements on the algorithm involve the size of the input vectors, i.e. the
partitioning of data used for training and validation. Since the training is independent in
both time and station uniqueness, both of these will be varied with the intention of testing
the performance response of the model.
In Fig. 4.5a, the RMSE for the validation can be observed as a function of the percentage
of training points across ten different randomized runs of the GBRT algorithm. It is observable that the RMSE decreases with increased training size. Figure 4.5a was computed with
50% of the stations used for training and 50% used for validation. Figure 4.5b shows the
dependence of RMSE on the percentage of stations used for a training. It is observable that
the optimal condition for training is around 90%. Between both profiles in Fig. 4.5, it is
decided that 90% of the data is used with 70% of the stations for validating and optimizing
the GBRT algorithm.
The results of Fig. 4.5 establishes the expected error of the model going forward, and will
be cited as such when making claims regarding non-validated areas in the spatial exploration
of the all-wave net radiation. Figure 4.5b also suggests that an asymptote may be reached
in the error, meaning that between the variability of ground station sensors in conjunction
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Figure 4.5: Model error dependence on training size and number of stations used for training.
The expected result can be observed, with the lowest error appearing when 95% of the data
is used for training, along with the majority of the stations being used for training.
with the inherent error associated with the advanced baseline imager (ABI) together impose
a minimum error for the algorithm.

4.4.4

Validation Profiles

The hyperparameters implemented in the final gradient boosted regression tree algorithm
are given in Table 4.2. These values were tuned specifically for the application of deriving allwave net radiation using 33 remote sensing input variables that include 16 satellite radiance
bands, NLCD classes, and geospatial variables. One parameter, the regularization, was not
discussed previously but is often included as a way of reducing overfitting in a model (Ng
2004).
Figure 4.6 shows the scatter between the predicted Rn,pred and the surface observed Rn,act .
The scatter represents just one validation instance with particular errors and biases. The
mean bias error (MBE) tends toward -8 ± 4 W·m−2 , while the RMSE is 59 ± 4 W·m−2 .
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Figure 4.6: Validation results after training 90% of the data across 47 surface stations. An
average of 280 data points are used to validate the GBRT model for each of the 20 stations.
The mean absolute error (MAE) is approximately 41 ± 3 W·m−2 , while the coefficient of
determination, R2 , is almost universally observed at 0.95. These fluctuations are due to the
randomization of the stations used for training and validation.
There is no apparent relationship between geospatial parameters (latitude, longitude,
elevation) and error. There also does not appear to be any particular error trend associated
with any land cover properties. Figure 4.7 shows four diurnal profile comparisons between
the satellite model and surface stations. The plots show curves for satellite-derived (red)
and surface-measured (blue) all-wave net radiation, Rn , across the validation period. The
profiles are in local time.
The first station, SCBI in Fig. 4.7a, is a NEON station located in a highly forested
area near the Smithsonian Conservation Biology Institute in northern Virginia. The RMSE
between satellite algorithm and surface station for Rn is 48.7 W·m−2 . The mean absolute
error (MAE) is 33.5 W·m−2 , while the mean bias is slightly negative at -0.7 W·m−2 . The
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Table 4.2: Hyperparameter settings for the GBRT algorithm
Hyperparameter
Shrinkage
Tree count, M
Samples per leaf
Bin Count
Regularization
Leaves per tree

Value
0.15
125
500
150
0.2
25

coefficient of determination, R2 , is 0.95, indicating very good agreement between the satellite
method and surface station measurement. This particular station demonstrates the allweather capabilities of the satellite algorithm, where on the 26th of September, 2019 there
was a short rainstorm picked up by both the surface station and satellite prediction. There
was a similar, more significant rainfall on the 30th as well, which is also picked up by the
satellite and predicted to a high degree of accuracy.
The second station, US-TW5 in Fig. 4.7b, is an Ameriflux station located in a permanent
wetland located approximately 70 km east of Berkeley, CA. The satellite approximation for
US-TW5 accumulated an error of 50.1 W·m−2 , an MAE of 32.9 W·m−2 , a MBE of -14.1, and
an R2 value of 0.97. This particular station observed one of the highest daytime Rn values,
which could explain its high R2 despite a higher RMSE value. It is also clear through visual
inspection that 4.7b exhibits this good agreement throughout the entire validation period.
The last two stations, CCNY and BKLN, are located in New York City. These two
stations were selected based on their being located in highly heterogeneous and urban environments. The first station, CCNY, is located in Manhattan on the campus of the City
College of New York. It accrued an RMSE of 37 W·m−2 , MAE of 24.3 W·m−2 , bias of -5.5,
and R2 of 0.95. Similarly, BKLN is located in Brooklyn and experienced similar errors as
with the Manhattan station. Its RMSE error is 34.8 W·m−2 , MAE is 23.9 W·m−2 , MBE is
-7.7 W·m−2 , and R2 is 0.96.
The general statistics of the GBRT model along with those of the four stations referenced above can be found in Table 4.3. These stations are examples of the breadth of the
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Figure 4.7: Diurnal profiles for four validation stations: (a) shows a surface station in a
forested area in Virginia, which captures rainy and cloud periods. (b) shows a a wetland
in California with very stable correlation between surface station and prediction. (c) is an
urban station located in New York City, and (d) is another station validated in New York
City. Both (c) and (d) also serve as benchmarks for the spatial maps of Rn in later sections.
satellite-derived model and its performance characteristics for differing land covers and geographic locales. The urban stations in particular were presented as an introduction to the
following analysis, where several cities will be used as case studies for exploring the spatial
reconstruction of Rn via the GOES-16 satellite and GBRT model.

4.4.5

Case Studies Over Multiple Cities

The all-wave net radiation algorithm can be applied to any region in the conterminous United
States that is captured by the National Land Cover Database and has a valid digital elevation
approximation, along with valid radiance values outputted by the GOES-16 satellite. Thus,
a few snapshots over several cities are given here to explore the capabilities of the routine
and test some of its features.
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Table 4.3: Performance metrics for general GBRT model along with four station/model
examples. Statistics are given in W·m−2 , except for R2 values.
Station
ALL
SCBI
US-TW5
CCNY
BKLN

RMSE
59 ± 4
48.7
50.1
37.0
34.8

MAE
41 ± 3
33.5
32.9
24.3
23.9

R2
0.95 ± 0.01
0.95
0.97
0.95
0.96

MBE
-8 ± 4
-0.7
-14.1
-5.5
-7.7

(a)

(b)

Figure 4.8: (a) Spatial Reconstructions for Los Angeles, CA and (b) New York City, NY for
the same time period on September 29, 2019 at 17:00 UTC.
Figure 4.8a shows a snapshot over Los Angeles of the implemented spatial reconstruction
of Rn at the dominant 2-km GOES-16 resolution. Figure 4.8b shows a similar plot for New
York City. Pixels containing over 50% water have been excluded from the spatial plots, as
intended. 4.8b shows the model’s ability to capture both cloudy and clear skies on the same
map, where in the lower-left portion of the map clouds can be observed minimizing Rn . This
was verified using local observations of clouds in the area as well. In a similar manner, 4.8a
shows spatial variability between Los Angeles and its nearby mountainous area, indicating
elevation as a significant influence on the surface net radiation.
The second set of spatial distributions of Rn are located in Denver, Colorado and Phoenix,
Arizona, both of which are shown in Fig. 4.9a and Fig. 4.9b, respectively. Denver was
chosen based on its high elevation and arid climate in direct comparison with the previous
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(a)

(b)

Figure 4.9: Spatial plots for two more cities: (a) Denver, CO and (b) Phoenix, AZ for the
same time period on September 29, 2019 at 17:00 UTC.
cities located at sea level and in more subtropical climates. For Denver, there is discernible
variability between the inner and outer sections of the city, which behaves similarly to Los
Angeles similarly relating to its nearby mountainous regions. Phoenix, in further contrast
to the previous three cities, experiences a hot and dry desert climate.

4.4.6

Comparison with Previous Work

The majority of studies that have developed remote sensing-based estimates of Rn rely on
the few daily observations outputted by the MODIS satellite. The temporal limitations of
MODIS can perhaps explain why so many algorithms produce approximates on a monthly
or daily basis, instead of instantaneously. Of the few that produce instantaneous approximations of Rn , errors can be found in the range of 70-110 W·m−2 (Bisht et al. 2005; Wang et al.
2015; Hwang et al. 2013; Verma et al. 2016). The GBRT model presented here amassed a
root-mean square error of 59 W·m−2 that outperforms many of the above-mentioned studies
by 15% or more, while also functioning at a 5-min temporal interval.
A mean absolute error of 41 W·m−2 is observed in the algorithm presented here, which
is also competitive with other studies. The minimal bias of -8 W·m−2 was found for the
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GBRT method, which was almost universally lower than other studies. The coefficient of
determination, observed at R2 = 0.95 here, was found to be particularly high when compared
to previous studies, perhaps due to the statistically significant amount of points available
due to the high temporal resolution of the GOES-16 satellite (Wang and Liang 2009; Wu
et al. 2016; Ramı́rez-Cuesta et al. 2018).
Another portion of the instantaneous algorithms use meteorological inputs from the surface to create blended satellite/surface products (Verstraeten et al. 2005; Chrysoulakis 2003;
De Oliveira et al. 2016). Errors for the surface blended estimations can range from 32 - 89
W·m−2 , with many studies having lower errors likely due to geographically-isolated analyses.
Many of the country-wide and continental studies universally cite errors much larger than
those found in more regional studies (Dutta et al. 2015; Bisht and Bras 2011; Jin et al. 2011).
One widely recognized study by Bisht and Bras (2010) used MODIS to derive Rn under
all-sky conditions. They observed average errors in the range of 11-51 W·m−2 , depending
on the time of day of observation. The lower end of the errors are likely due to the fixed
validation times (repeated daytime and nighttime overpasses) and the narrow study region
over the Southern Great Plains (400km×400km). There is also quite a large mean bias for
this particular study as well as others that use single-point measurements to derive daily net
radiation, which may be indication of larger error upon extrapolation outside of the region
and overpass periods (Krishna et al. 2014).
A large portion of studies compute daily and monthly errors in the range of 15-40 W·m−2 ,
however, they are not used for comparison here (Pan et al. 2015; Jiang et al. 2015; Chen
et al. 2020; Long et al. 2010). Another group of studies use machine learning for quantification of Rn , with their own set of prediction errors. One study by Jiang et al. (2016) uses
meteorological information from reanalysis data along with the global land surface satellite
(GLASS) products, which produces errors on the order of 37 W·m−2 for their daytime analysis. Additionally, a significant amount of component longwave and shortwave algorithms
can be found in the literature, with a wide range of errors, some in excess of the errors
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observed here for all-wave Rn (Kim and Liang 2010; Wang, Liang and He 2013; Tang and
Li 2008). These are all positive indicators, along with direct comparisons with other studies
of satellite-derived Rn , that our model is novel, significant, and competitive when measured
against previous studies.

4.4.7

Operational Product Status

The all-wave net radiation algorithm demonstrated here is currently operational and being
validated in real-time against the NYS Mesonet surface stations in New York City. The Rn
product produced by the GOES-16 satellite can be found at: https://cuerg.ccny.cuny.
edu/net-radiation/. It produces a plot similar to that shown in Fig. 4.8b, and is updated
every five minutes in concert with Google Cloud service’s update of the GOES-16 satellite
radiances. The NYC snapshot in particular also produces near real-time comparisons with
three surface stations in NYC (STAT, BKLN, and QUEE). The same errors can be observed
for the operational product, nearly one year after the original training and validation.

4.5

Conclusion

A gradient boosted regression tree approach to deriving all-wave net radiation using GOES16 satellite radiances was given as an efficient, reliable, and rapid way of predicting the
amount of energy incident at the Earth’s surface. The novel approach, using gradient boosted
regression trees (GBRTs), proved to be a highly effective method for correlating ground-based
properties and satellite radiance to surface-measured Rn at a spatial resolution of 2km and
temporal output of 5-minutes. A robust analysis was conducted that exhaustively trained
and validated the model against a variety of surface stations, which generated a prediction
root-mean square error of roughly 59 W·m−2 .
When compared with similar studies, the mean absolute error of 41 W·m−2 was found to
be competitive with many instantaneous algorithms at similar spatial resolution. The average
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R2 of the model was found to be 0.95, which is almost universally higher when compared
to similar studies, likely due to the high temporal output of the satellite contributing large
amounts of data to the validation process. The mean bias was found to be -8 W·m−2 ,
indicating a mild overprediction of Rn .
The GBRT algorithm also demonstrated its ability to capture a wide range of differing
land covers spanning coastal urban cities to forested rural areas. Despite this reach of
the algorithm, there is no discernible correlation between the input parameters and the
errors associated with the model - indicating a stable prediction error, even across untrained
geospatial configurations. This was comprehensively demonstrated by selecting stations for
validation that were not included in the training. The model was further restricted by
training a portion of the data, meaning that the validation was independent not only in
station uniqueness but also in time. This allowed the GBRT method to emulate the realworld application of extrapolating the model to unique land cover at times outside the
training period.
Another advantage to the satellite-derived net radiation is that it functions under allweather conditions. This feature is beneficial for severe or extreme weather scenarios where
measurement may be unavailable or difficult. The most significant application potential
for the all-weather Rn presented here is for the application of surface energy budget (SEB)
estimates. It is widely recognized that the all-wave net radiation is the principal component
of the SEB, and is a deciding factor in predicting the available energy at the Earth’s surface.
The expectation is that the development of the net radiation product will result in better
understanding of surface energy fluxes such as sensible and latent heats, anthropogenic heat
influence, and storage fluxes at the surface and buildings. Furthermore, more accurate and
frequent predictions of Rn may hold the key to improving weather forecasts in research
models, something that remains a future plan for this work.

Chapter 5
Satellite Hysteresis Model of Heat
Storage
5.1

Introduction and Background

Heat storage has been cited as a major contributor to the urban heat island phenomenon
due to increased thermal conductivity and heat capacity of impervious surfaces in cities (Oke
1988; Taha 1999; Grimmond et al. 1991; Roth and Oke 1994). Several studies conclude that
heat storage (∆Qs ) is one of the dominant terms in the urban surface energy budget, in
some cases amounting to 40% or more of the net radiation (Oke, Spronken-Smith, Jáuregui
and Grimmond 1999; Offerle et al. 2006; Grimmond and Oke 2002; Coutts et al. 2007;
Bonacquisti et al. 2006). Heat storage is also significant as a proxy for other fluxes. For
example, anthropogenic heat may be difficult to measure, but it can be derived using energy
balance closure if each of the other terms has been measured or calculated (Wilson et al.
2002; Offerle et al. 2005; Nitis et al. 2017). Despite its significance, there is no standard
for calculating ∆Qs ; instead, four common methods can be found scattered throughout the
literature: the energy balance residual method (RES), the objective hysteresis model (OHM),
the thermal mass scheme (TMS), and the town energy balance (TEB) (Oke and Cleugh 1987;
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Grimmond and Oke 1999; Masson 2000; Kerschgens and Kraus 1990; Lipson et al. 2017).
There are varying degrees of agreement between the different methods, as outlined in the
Roberts et al. (2006) article, which reinforces the claims that there is no standard routine
for measuring or calculating heat storage.
Much of the progress associated with urban heat storage has been limited to single-point
measurements acquired by eddy covariance instruments mounted on flux towers (Nordbo
et al. 2012). And while flux towers are great tools for measuring accurate fluxes, they give
rise to incomplete spatial representations over heterogeneous areas (Feigenwinter et al. 2018;
Kanda et al. 2006). Some satellite methods remedy this with NDVI-based relationships,
(Kato and Yamaguchi 2005; Parlow 2003), and others account for urbanization directly,
but nearly all are time-restricted by satellite overpass periods (Kato and Yamaguchi 2007;
Rigo and Parlow 2007; Tsuang 2005). This results in poor statistical significance and sparse
diurnal distribution of data points, giving an incomplete picture of spatially-distributed urban heat storage. Fortunately, with the release of two new state-of-the-art geostationary
satellites (GOES-16 and GOES-17) from the National Oceanic and Atmospheric Administration (NOAA), the time between satellite observations has finally become competitive with
ground-based instruments (Schmit and Gunshor 2020).
In the present study, two methods are used to calculate heat storage: the residual method
(RES) and a satellite-derived hysteresis model. The residual method acts as a ground-truth
training and validation tool for the hysteresis model, something that is ordinarily done for
the objective hysteresis model (OHM) proposed in the literature (Pearlmutter et al. 2005;
Arnfield and Grimmond 1998; Meyn and Oke 2009). The GOES-16 satellite radiance data
serves as the primary input variable to the model, while land cover and geography-specific
properties act as peripheral inputs to characterize each satellite pixel.
Gradient-boosted regression trees (GBRTs) are trained and independently validated using ground residual heat storage. Similar machine learning algorithms have been broadly
demonstrated as approaches to correlating multivariate systems in Earth-atmosphere inter-
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actions (Lary et al. 2016; DeFries and Chan 2000; Camps-Valls 2009; Novack et al. 2011; Yoo
et al. 2018). Similar methods have been implemented for ground-to-satellite relationships involving aerosols (Just et al. 2018), shortwave radiation (Yang, Zhang, Liang, Yao, Jia and Jia
2018), water vapor (Just et al. 2019; Lee et al. 2019), soil moisture (Wei, Meng, Zhang, Peng
and Meng 2019), and many more. GBRTs were selected based on their performance with
multivariate systems and their ability to handle nonlinearities without overfitting (Kedem
et al. 2012).
This paper first outlines the methods used in quantifying heat storage in urban areas
using satellite data. New York City will serve as the test area for the summer of 2019.
The NYS Mesonet (NYS Mesonet 2020), National Ecological Observatory Network (NEON)
(National Ecological Observatory Network 2020c), and Ameriflux (Ameriflux 2020) networks
serve as the ground-based training stations for validating the satellite hysteresis algorithm.
By the end of this study, a diurnal heat storage product will be posited, implemented, and
validated. As a consequence of using all 16 bands of the GOES-16 satellite (wavelengths from
0.47µm - 13.3µm), all-weather periods are also captured, including clouds and precipitation
- which are often caveats when developing satellite-based algorithms (Chrysoulakis et al.
2018; Middel et al. 2012b). So few comparitive studies exist on the subject such that many
of the methods proposed here are new and novel, particularly pertaining to the temporal
resolution of the satellite radiance data.

5.2
5.2.1

Methodology
Satellite Hysteresis Model

The temporal hysteresis between net radiation and heat storage has been widely cited (Sun
et al. 2013; Grimmond et al. 1991; Anandakumar 1999; Roth and Oke 1994; Wang 2014;
Järvi et al. 2014). Unfortunately, nearly all studies related to the objective hysteresis model
(OHM) use ground-to-ground comparisons to approximate storage. This, leads to the issue
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of spatial resolution, as many towers are located very far from one another. And for the few
studies that employ the OHM with satellite data, they use the net radiation directly and
some of the land cover-based coefficients available in the literature (Rigo and Parlow 2007).
Below is the explicit objective hysteresis model developed by Grimmond et al. (1991) for
a given surface type:

∆Qs = a1 Q∗ + a2

dQ∗
+ a3
dt

(5.1)

where a1 , a2 , a3 represent coefficients relating to different land cover types (i.e. urban, forest,
crop), Q∗ is net radiation, and the derivative is typically computed on an hourly basis.
For the satellite hysteresis model, instead of net radiation, the spectral radiances, and
land cover and geography-specific properties are used directly in the model:

∆Qs = f (th , Li , dLi /dt, gj , e, φ, λ)

(5.2)

where Li designates a spectral radiance band of the GOES-16 satellite, replacing Q∗ as the
hysteresis variable. The index i represents each satellite band, spanning 1-16. The variable th
is the local time in hours, from 0-23. The land cover variable, labeled gj , is determined using
the National Land Cover Database (NLCD). The NLCD contains 20 land cover types, only
16 of which are present outside of Alaska and used in this study. The NLCD parameter gj
ranges from 0 − 1 and represents the fraction of each land cover class within a corresponding
satellite pixel. The sum of all NLCD components over subscript j must sum to 1. The
elevation, latitude, and longitude are also included in the model and are labeled e, φ, and λ,
respectively. The variables that are input to the model are: 16 radiance bands, 16 radiance
time derivatives, 20 NLCD classes, latitude, longitude, elevation, and hour of day. This
amounts to 56 variables used for training residual heat storage flux from ground stations.
The final input form of the satellite hysteresis model is given in Fig. 5.1.
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Figure 5.1: Schematic diagram of the data sources, the derived variables, and how the process
of developing and validating the model is carried out

5.2.2

Residual Heat Storage

The surface energy budget can be used to solve for heat storage as a residual between the
heat sources and sinks under energy balance closure assumptions (Piringer et al. 2002; Oke
1988; Sun, Wang, Oechel and Grimmond 2017; Sun et al. 2013):

∆Qs = Q∗ − (QH + QLE )

(5.3)

where ∆Qs denotes the storage heat flux, Q∗ is the all-wave net radiation, and QH and QLE
represent the sensible and latent heat fluxes, respectively. The residual heat storage derived
above is a straightforward method and is often used when radiometers and eddy covariance
instruments are available to measure the remaining fluxes (Roberts et al. 2020; Ferreira et al.
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2013). The anthropogenic heat flux (QF ) is often omitted under the assumption that the
flux instruments capture most of its contributions (Parlow et al. 2014; Sun, Kotthaus, Li,
Ward, Gao, Ni and Grimmond 2017; Grimmond and Oke 2002).
The sensible and latent heat fluxes are observed using closed-path eddy covariance systems fitted with gas analyzers and 3-D ultrasonic anemometers (Balogun et al. 2009). Net
radiation is measured using net radiometers, taking components of incoming and outgoing shortwave and longwave radiation in balance (Ando and Ueyama 2017). Two networks
were used, the NYS Mesonet and National Ecological Observatory Network (NEON); thus,
varying models of instrumentation can be found across all sites.
The flux data was acquired every half hour for comparison with each corresponding
satellite pixel, which was time-aligned with the flux measurement down to a 2.5 minute
window (resulting from the 5-minute satellite interval). The satellite pixels for each of
the 16 bands were available regardless of weather impacts, whereas the flux stations would
remove periods of extreme wind or rain automatically.

5.2.3

Gradient Boosted Regression Trees (GBRT)

The gradient-boosted regression tree (GBRT) algorithm used here is similar to the method
developed by Ke et al. (2017), wherein the difference between variable and observation is
calculated as a ’loss function’ and broken into parts, called trees. The number of trees is
determined by the increase in accuracy for subsequent added trees. For example, if the
increase in number of trees decreases the error down by a certain amount, then another
tree is added, and the partitioning continues. If an asymptote in accuracy is reached, then
the adding of trees ceases (Friedman 2001; Mason et al. 2000). The accuracy for GBRTs
here is calculated using the least-squares method. For the gradient boosting aspect, pseudoresiduals are computed as the gradient of the loss function and used at each time step to
increase the prediction capabilities of the model (Friedman 2002).
Using GBRTs, the 16 satellite radiances, the 16 satellite radiance time derivatives, and
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land cover and geography-specific properties will be trained with the residual heat storage,
as stated in Eqn. 5.2. The goal is to create a robust algorithm that uses not only the
radiance data relayed from the satellite, but also the contribution of land cover and other
phenomena. By using land cover-specific parameters, the hysteresis algorithm can uncover
any relationship that may not be given by the satellite data alone. GBRTs are sensitive to
overfitting, and as a result, independent stations will be used to assess the true performance
of the model. Training size will also be varied as a way to explore the time-series dependence
of the model and asses the peak performance of the model (Robinzonov et al. 2012; Schonlau
2005).

5.2.4

Error Metrics

The hysteresis model given in the forthcoming analysis uses standard statistical methods
to assess its performance against ground station residual flux data. The following metrics
are given in relation to the comparison between model storage heat flux and ground-truth
station heat storage flux derived as a residual (Laurent et al. 1998; Şahin 2012; Singh and
Irmak 2009):
v
u
N
u1 X
t
(∆Qs,i,model − ∆Qs,i,station )2
RMSE =
N i=1

(5.4)

N
1 X
MAE =
|∆Qs,i,model − ∆Qs,i,station |
N i=1

(5.5)

N
1 X
Bias =
(∆Qs,i,model − ∆Qs,i,station )
N i=1

(5.6)

P
(∆Qs,i,model − ∆Qs,i,station )2
R = 1 − Pi
2
i (∆Qs,i,station − ∆Qstation )

(5.7)

2

where RMSE represents the root-mean-square error, MAE is the mean-absolute error, Bias
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Figure 5.2: Flux station locations and land cover map for New York City mapped from the
National Land Cover Database (NLCD).
is the overall bias, and R2 is the coefficient of determination, sometimes called the model
efficiency. These four metrics were chosen as a way of normalizing the comparisons in the
literature - which use a varying amount of the relationships given above.

5.3
5.3.1

Geography and Data Selection
Study Area

The study area contains a grid of 16x24 GOES-16 satellite pixels at the 2-km scale, resulting
in a total of 384 pixels in the NYC region for the native satellite-derived algorithm. A total
of 34 stations were used for the analysis: 20 from NEON, 10 from Ameriflux, 3 from the
NYS Mesonet, and 1 from the City College of New York. The observation period spanned
June - August 2019, and the geographic spread of the stations was limited to the bounds
of the CONUS (continental United States). All of the stations were trained for different
percentages of the available data, whereas the particular urban analytics are focused on the
four urban sites located in New York City. Figure 5.2 shows the four NYC flux stations
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plotted atop the NLCD map of NYC. The study area is dominated by open water and
developed land cover, both of which can be observed in Fig. 5.2.

5.3.2

Surface Flux Stations

Three networks are used for analysis: the National Ecological Observatory Network (NEON),
the Ameriflux network, and the New York State Mesonet. For each of the networks, fluxes
are derived using the eddy-covariance method (National Ecological Observatory Network
2020b). NEON sites use Campbell Scientific CSAT-3 sonic anemometers and Li-Cor LI-7200
gas analyzers mounted atop vertical towers. The raw data are used to generate 30-minute
turbulent flux data products for sensible and latent heat fluxes. Net radiation is derived
using components of incoming and outgoing shortwave and longwave radiation, acquired
with Hukseflux NR01 net radiometers. A total of 21 NEON sites are, for the most part, nonurban and will help decouple vegetative components of land cover in urban sites produced
by the NYS Mesonet.
Ameriflux core sites are used in conjunction with the NEON sites and employ flux towers
and gas analyzers similarly from Campbell Scientific and Li-Cor (Ameriflux 2020). Nine
stations are used from the Ameriflux network, most of which are non-urban. The Ameriflux
sites were introduced as a way of diversifying the training and validation of the satellite
algorithm. Similar to the NEON network, sensible and latent heat fluxes, along with net
radiation were acquired at 30-minute intervals to produce the heat storage residuals.
The final ground network is the NYS Mesonet. NYS Mesonet stations use Kipp & Zonen
CNR4 net radiometers and Campbell Scientific CSAT3A 3D ultrasonic anemometers and
EC155 gas analyzers. The instrumentation located on the NYS Mesonet sites also record
sensible, latent, and 4-component radiation every thirty minutes. Three NYS Mesonet sites
are used, all of which are specifically urban and are located within New York City. An
additional flux tower is located in Manhattan at the City College of New York (CCNY),
which is identical to the NYS Mesonet instruments but is not maintained by the NYS
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Mesonet. This results in a total of 34 ground flux stations for the analysis. The urban sites
will serve as the test bed for the satellite routine and will be used as performance benchmarks
for the machine learning routine.

5.3.3

GOES-16 Satellite Data

The Geostationary Operational Environmental Satellite-R Series (GOES-R) renamed GOES16 upon reaching its operational orbit, is used as the weather satellite for comparison with
ground-based residual heat storage fluxes acquired from the flux networks NEON and NYS
Mesonet. The raw spectral radiance data is acquired from the Advanced Baseline Imager
(ABI) in a data product called L1b (Level 1b), which are openly available to anyone on the
Google BigQuery database.
The units associated with L1b spectral radiances are [W·m−2 sr−1 µm−1 ]. GOES-16 scan
mode 3 is used and results in one observation of the continental United States (CONUS)
every five minutes, for each of the 16 bands. This allows a temporal alignment accuracy
of 2.5 minutes between ground-based flux stations and corresponding satellite pixels. The
spatial resolution between neighboring pixels depends on the chosen band, but vary roughly
0.5 km - 2.0 km (Group and Program 2017).

5.3.4

Land Cover and Digital Elevation Model

The U.S. Geological Survey recently published its fifth National Land Cover Database
(NLCD), designated the NLCD 2016. The contiguous U.S. (CONUS) NLCD 2016 product is used here, which is produced at 30-m spatial resolution and contains 16 land cover
classes (Jin et al. 2019; Yang, Jin, Danielson, Homer, Gass, Bender, Case, Costello, Dewitz,
Fry, Funk, Granneman, Liknes, Rigge and Xian 2018; Wickham et al. 2014). The classes
are divided into the following categories: open water; perennial ice/snow; developed: open
space, low intensity, medium intensity, and high intensity; barren land (rock/sand/clay);
forest: deciduous, evergreen, mixed; shrub/scrub; grasslands/herbaceous; pasture/hay; cul-
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tivated crops; wetlands: woody and emergent herbaceous. Four urban categories exist (the
developed classes) and will serve as the determination of urbanization for given satellite
pixels.
Along with the 16 NLCD classes, a digital elevation model (DEM) will be added as part
of the classification of each satellite pixel. The Shuttle Radar Topography Mission (SRTM)
is run by the U.S. Geological Survey and publishes a freely available, 30-m resolution, elevation product that spans the entire contiguous U.S. (Elkhrachy 2018). Latitude and longitude
coordinates dictate the elevation across a given satellite pixel, and is used in the machine
learning algorithm to capture the sensitivity of heat storage to changes in elevation and as
well as land class. This is commonly done for satellite-based assessments of evapotranspiration or thermodynamic processes at the Earth’s surface (Cheng et al. 2011; Xian and Crane
2006; Zhou et al. 2014; Semmens et al. 2016). Both the DEM and NLCD are at much higher
resolution than the satellite, which will aid in the downscaling of the final satellite algorithm.

5.3.5

Relationship Between Satellite Bands and Residual Heat
Storage

The hypothesis of this research hinges on the correlation between satellite radiance and
ground station residual heat storage. The thought being, if net radiation is derived using
satellite radiances throughout the literature (Jin et al. 2011; Bisht and Bras 2010; Hou et al.
2014; Carmona et al. 2015), then an application of raw radiances, without the intermediary
routine for predicting net radiation, may suffice for approximating of heat storage directly.
Particularly, with the high temporal resolution of the 16 satellite bands covering the visible,
near-infrared, and infrared wavelengths (Schmit et al. 2018) - the correlation between satellite
radiances and heat storage should be high. Figure 5.3 demonstrates the correlation between
ground station and nearest satellite pixel for an urban area (Brooklyn, NY), where the
correlation between variables is defined as (Benesty et al. 2009; Inglada 2002):
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Figure 5.3: Correlation between ground station residual heat storage flux and nearest satellite
pixel for each GOES-16 band. The shortwave bands are negatively correlated to the heat
storage flux during the daytime, and minimally correlated during the nighttime; whereas
the longwave bands are positvely correlated to the storage flux during the daytime and
negatively correlated during the nighttime. These correlations are essential to the hypothesis
that radiance bands can be used to calculate heat storage flux.

PN

− ∆Qs ) · (Lλ,k − Lλ )
qP
N
2
2
k=1 (∆Qs,k − ∆Qs ) ·
k=1 (Lλ,k − Lλ )

Corr = qP
N

k=1 (∆Qs,k

(5.8)

The shortwave bands can be seen to negatively correlate with the heat storage flux during
the daytime, which is expected due to the influence of direct solar irradiation. During the
nighttime, the shortwave bands have almost no correlation to the heat storage, as expected,
due to the opposite reasoning proposed in the previous sentence. For longwave bands, there is
high correlation during the nighttime and daytime. Longwave bands are positvely correlated
to the storage flux during the daytime and negatively correlated during the nighttime. These
correlations reinforce the original hypothesis that the GOES-16 radiance bands can be used
to calculate heat storage flux - the primary motivator going forward in this research.
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Figure 5.4: RMSE as a function of training size for the training dataset and independent
dataset. The training dataset and independent dataset have also been divided into the
training period and validation period as well. We see the decrease in RMSE as a function of
increased training size for the validation periods, as expected.

5.4
5.4.1

Results
Training and Validation

The residual heat storage flux from 34 flux stations is partitioned into training and validation
datasets over the summer of 2019. Neither training nor validation were uniform across
stations due to the variability of local meteorological conditions (high winds, heavy rain)
and complications with instrumentation, both of which cause drops in data. This results
in differing amounts of points per station over the full testing period. Thus, training and
validation periods do not align in time, and instead use percentage of total available points
to partition data.
Python’s Scikit-learn library is used to implement the gradient-boosted regression tree
method outlined in Section 5.2.3 (Pedregosa et al. 2011). Figure 5.4 shows the root-mean-
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Table 5.1: Division of training and validation data for the analysis over summer 2019.
Dataset
Training
Training
Independent
Independent

Period
Training
Validation
Training
Validation

# Stations
21
21
13
13

Mean # Points
2927
326
2594
289

RMSE
55.2
52.3
63.4
60.4

square error (RMSE) as a function of training size for both the training dataset and the
independent (validation) dataset. The training dataset is a unique set of 21 ground stations
taken from all three networks, while the independent dataset is a separate unique set of 13
ground stations from each of the three networks. This partitioning was invoked as a way of
ensuring ample variability across stations for training and validation.
The training and validation periods in Fig. 5.4 refer to the percentage of total data
points for each of the stations. For example, if a station has 1000 valid data points, a
training size of 80% uses 800 data points for training and 200 data points for validation.
Training periods are partitioned sequentially in time as a way of optimizing the algorithm
for real-world implementation. Using a sequential partition, the data could be used in a
similar method for an operational product, whereas a non-sequential partition would not.
Considering the results of Fig. 5.4, 90% of the data was selected for training, and
10% for validation. It would be valid to select any training size over 80%, as that point
marks the approximate asymptote in training and validation error. The independent dataset
experiences similar phenomena, with less variability, indicating a more accurate prediction
of the model’s true performance in relation independent ground stations (or satellite pixels).
More information regarding the training and validation is given in Table 5.1.
Thus, we can make the claim that the average performance of the satellite hysteresis
model relative to ground-based residual heat flux is in the range of 60-65 W·m−2 . This, of
course, has only been posited for the summer of 2019, and the validity of this statement is
contingent upon further validation over other seasons.
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Figure 5.5: Scatter for NYC flux stations and the model performance using GOES-16 satellite.

5.4.2

The Case Study of New York City

In Fig. 5.5, four scatter plots are given for each of the urban stations in New York City,
exclusively for the validation period. Two of the urban stations were used during training
(BLKN and CCNY), while the other two were not (QUEE and STAT). For all four stations,
the RMSE values were below 62 W·m−2 and the MAE were below 45 W·m−2 . The average
value for both RMSE and MAE in the urban region were 50 and 35 W·m−2 , respectively.
The average bias was 8.3 W·m−2 , and the average R2 was 0.83. All four performance metrics
are well within the ranges cited across the literature (Roberts et al. 2006).
Investigation of Fig. 5.6 shows the temporal reconstruction of the same set of validation
data given in Fig. 5.5. The set of temporal reconstructions is capable of tracking the diurnal
profile of ∆Qs quite well, something that has not been demonstrated with satellite data
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Figure 5.6: Temporal reconstruction of ∆Qs using the satellite hysteresis model.
in competing studies. The satellite hysteresis model is also capable of capturing rainy and
cloudy periods, another capability lacking in the correspondent satellite literature. On the
22nd, 23rd, and 28th of August, historical weather records for the NYC area show rainy and
cloudy conditions, which is exhibited in Fig. 5.6 by the lower amplitudes of heat storage.
For most of the diurnal cycle, the model is able to recreate the trend of heat storage
for each of the sites. What varies most with the model is its ability to capture the fullscale amplitude of both the daytime maximums and the nighttime minimums. For the
Queens station (QUEE), the daytime satellite heat storage peaks are smaller than the station
residuals, and during the nighttime the opposite can be observed. For the Staten Island
(STAT) station, the daytime peaks are somewhat over-predicted by the satellite, which can
also be concluded by looking at the statistical bias.
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Since both QUEE and STAT were not part of the training dataset, we can make the
argument that the satellite-derived ∆Qs may perhaps have a positive bias for less urban
stations (STAT island is only about 60% developed in land cover class), and has a more
tempered response in amplitude both during the daytime and nighttime for more urban
areas (observed for QUEE, where the land cover class is nearly 100% developed).
Something to note is that both training stations, BKLN and CCNY, are each nearly 100%
urban, meaning that each of the stations and satellite pixels have different responses despite
similar classifications in land cover. This is an important observation and one that increases
the confidence of the model’s ability to capture varying responses over urban environments
where ground stations are unavailable for comparison. And although the error associated
with QUEE is higher than the other three stations, it’s still well within the accepted range
of values for quantifying heat storage.

5.4.3

Downscaling Routine

The ubiquity of water surrounding the land masses of New York City results in a particular
obstacle for development of the satellite algorithm. The issue arises when training the
algorithm, where the lack of ground stations over water creates a weakness for pixels that
contain certain amounts of water. As a consequence, pixels with a water fraction greater
than 0.05 (5%) were dropped. And with the satellite-derived heat storage outputting data
at a native 2-km resolution (this was a choice based on the dominant resolution of 12 of the
16 radiance bands), many of the pixels in the study area were dropped.
As a way to both increase the number of satellite pixels in the small window of NYC and
avoid dropping so many pixels due to water content - a downscaling routine was developed.
The downscaling routine is simple and requires no other tools or training. The downscaling
simply takes the available parameters: NLCD, geography, satellite radiances; and uses the
higher spatial resolution parameters to create higher resolution maps.
The NLCD and digital elevation model both have the advantage of 30-m spatial res-
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Figure 5.7: Downscaling performance for STAT (left) and QUEE (right) sites. The downscaling from 2-km to 320-m resulted in a decrease in RMSE (5.5W ·m−2 ) for the QUEE
pixel and no change in RMSE for the STAT pixel, partially validating the accuracy of the
downscaling procedure.
olution. The 30-m resolution, therefore, dictates the smallest resolution possible for the
algorithm, assuming the downscaling procedure functions accurately and linearly, without introducing considerably large errors. The downscaling proposed here follows a similar method
used in various satellite algorithms relating to meteorology (Busch et al. 2012; Mascaro et al.
2010; Ranney et al. 2015). Typically, three types of downscaling exists: satellite-to-satellite
methods, methods using geoinformation data, and model-based methods (Peng et al. 2017).

Since there is no comparative satellite with higher spatial resolution and similar temporal
or spectral resolution - the satellite-to-satellite method is not employable here. The modelbased method is also difficult to employ in this particular case due to lack of high-resolution
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ground networks for model training and the lack of a standard for comparison with numerical
models. Consequently, geoinformation data is the method that will be used to downscale
the model.
As mentioned above, the native resolution of the satellite-derived heat storage is 2-km,
set by the dominant spatial resolution of the radiance bands. Here, the downscaling is set to
320-m, which increases the resolution of the NYC grid to 100x150. The downscaling hinges
on the hypothesis that the heat storage relies heavily on land cover fraction, meaning the
GBRT model will respond to the higher resolution inputs without change to its accuracy.
This assumption may break down in direct comparison with flux towers, however, due to
the footprint of the flux towers in urban areas measuring 0.5km - 2km in the literature
(Bergeron and Strachan 2011; Velasco et al. 2005, 2009; Kotthaus and Grimmond 2012,
2014; Feigenwinter et al. 2017).
An implementation of the algorithm is proven for QUEE and STAT, with a decrease in
RMSE of 5.5 W·m−2 for QUEE and no change for STAT. This is shown in Fig. 5.7. The same
was observed for both BKLN and CCNY stations as well, where the performance of either
never deviated more than 2 W·m−2 . A sensitivity analysis was done for neighboring pixels
surrounding each ground station, and similar results were found for the adjacent pixels,
where marginal variability was found due to land cover changes. The results presented
henceforth will be on the 320-m satellite-derived heat storage using the GBRT method and
the downscaling presented here.

5.4.4

Spatial Representation of Heat Storage

A spatial representation of heat storage using the satellite hysteresis model is given in Fig. 5.8
for both midday and midnight periods on August 24th, 2019. The data has been downscaled
as per the routine given in the previous section, resulting in a resolution of 320-m, rather
than 2-km. A spatial filter has also been implemented based on water content: any pixel
with more than 5% water is omitted. Additionally, any pixel that exists outside the range
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Figure 5.8: (a) Daytime representation of heat storage, ∆Qs for July 22nd. (b) Nighttime
representation of heat storage.
[-200,600] W·m−2 is also omitted. This is based on the average maxima and minima observed
over several standard deviations.
The first and perhaps most obvious inference is that the native 2-km pixels have overwhelmingly influenced each downscaled pixel. The distribution of color in the spatial domain
seems to be dominanted by each underlying 2-km pixel, giving the squared-off artifact in
both plots in Fig. 5.8. This is likely due to the priority of each variable in the GBRT model,
i.e., time and radiance bands take precedent over land cover and elevation. This, simply
put, indicates that the model is more sensitive to macro changes in geography, rather than
local changes in geography, perhaps due to viewing angle of the satellite or large changes in
elevation.
The transition between positive and negative fluxes is also visible in the spatial representations of heat storage. Sunrise, for example, is captured on the 27th of August in Fig.
5.9a, where the storage is largely varied throughout the city. The sunrise on that day was
observed at 6:18 a.m., indicating a possible delayed effect in heat storage for certain areas.
The same can be observed a few hours after peak heating at 5:30 p.m., in Fig. 5.9b, where
the release of heat (negative storage) is seen for some pixels, while positive storage is seen
for others. This indicates another possible spatial delay.
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Figure 5.9: (a) Heat storage during sunrise capturing the variability of the city’s response
to heating of its surface. (b) The inversion of heat storage (zero-crossing point) is shown.
The standard deviation of ∆Qs across valid pixels is also observed to vary throughout
the day. The midday spatial distribution of heat storage varies up to +65 W·m−2 , and the
nighttime down to -12 W·m−2 . These values, on average, amount to 15-20% of the relative
amplitudes of ∆Qs . The largest variability occurs during the transitional periods given in
Fig. 5.9, at sunrise and a few hours after peak heating.

5.4.5

Comparison with Competitive Literature

A statistical comparison between satellite-derived heat storage algorithms is nearly impossible as no competitive studies have used an approach that validates their model directly
against ground station values. Therefore, no satellite-to-satellite performance comparison
is possible. This is likely due to the lack of measurement standards for heat storage, and
moreover, a consequence of ground station sparseness in urban areas. One thing that is investigated in the literature is the fraction of net radiation occupied by heat storage. This is
not valid in our case as net radiation is a component in the residual method and, accordingly,
used to train the model.
A more appropriate valuation of the satellite hysteresis model is through comparison with
studies that calculate statistics based on ground-to-ground measurements. As mentioned in
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Table 5.2: Comparison between satellite-derived hysteresis model and the objective hysteresis
model derived from ground net radiation data for various cities. Results from this study are
in bold and are taken from the downscaled comparison with the nearest NYC ground station.
The table is ordered by increasing RMSE.
Site/Description
Los Angeles, CA (suburban)
Mexico City (city center)
Brooklyn, NY (urban)
Manhattan, NY (urban)
Vancouver, Canada (industrial)
Staten Island, NY (suburban)
Queens, NY (urban)
Miami, FL (suburban)
Vancouver, Canada (suburban)
Sacramento, CA (suburban)
São Paulo city, Brazil (suburban)
Chicago, IL (suburban)
Marseille, France (city center)
Tucson, AZ (suburban)

# Points
424
61
345
229
312
379
397
204
464
222
353
163
192
75

R2
0.92
0.96
0.92
0.91
0.88
0.78
0.82
0.79
0.67
0.56
0.69
0.56
0.70
0.75

RMSE
29.0
33.6
40.1
45.8
48.9
52.7
55.8
61.9
62.9
66.0
74.1
83.3
94.8
107.4

the introduction, there are four methods used for calculating heat storage in the relevant
literature: the residual method (RES), the objective hysteresis model (OHM), the thermal
mass scheme (TMS), and the town energy balance (TEB). One widely recognized paper
by Roberts et al. (2006) compiles a comparison of all four methods into one study, and
includes an error analysis for the OHM, TMS, and TEB against the RES method. It also
agglomerates other studies in an effort to corroborate its statistics. Those errors are used
here as a guide, in part, to assess the results produced by the satellite hysteresis model.
Table 5.2 shows the comparison between 14 different heat storage calculations by hysteresis model, four of which contain the satellite-derived results from NYC. Overall, the New
York City stations: Queens (QUEE), Brooklyn (BKLN), Manhattan (CCNY), and Staten
Island (STAT), all outperform 7 of the 10 stations in root-mean-square error. This is quite
remarkable, particularly for the independently verified stations STAT and QUEE. All four
NYC stations are also validated with more data points than 6 out of 10 stations. These
statistics are an indication that the satellite-derived heat storage is a viable model against
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the ground-based OHM.
As for the town energy balance (TEB) method, the same study uses Marseille, France
as a test site. The TEB estimated a mean hourly RMSE between TEB and RES of 79
W·m−2 . Another evaluation of the TEB was done by Masson et al. (2002) for Mexico City
and Vancouver, which managed mean RMSE values of 39 and 87 W·m−2 , respectively. A
third experiment carried out in the city of Basel, Switzerland compared two different implementation schemes for the TEB and found RMSE values of 64 and 70 W·m−2 . Resolutely, it
is fair to say that the satellite-derived hysteresis model outperforms the town energy balance.
For the previous study in Marseille, the final calculative method for heat storage is examined: the thermal mass scheme (TMS). The RMSE between RES and TMS was measured
to be 109 W·m−2 - quite a large error when compared to the satellite hysteresis model. Heat
storage derived by thermal mass scheme and objective hysteresis model are most suited for
satellite data due to incorporation of thermal properties rather than aerodynamic properties. Thus, the dilemma described above regarding inability to compare satellite methods
arises again for the TMS. As a result, very few studies have errors associated with the RES
method.
The lack of studies comparing satellite-derived heat storage to ground stations is a motivating factor for future work relating to satellite-derived heat storage. It is likely that in
the future, the thermal mass scheme will be implemented using satellite data, notably due
to the temporal resolution advancements of the GOES-16 and GOES-17 satellites. For now,
the comparison between satellite-derived heat storage and ground stations remains chiefly
neglected.

5.5

Conclusion

A multispectral hysteresis model was introduced as a way to predict heat storage flux in urban
areas using land cover and geographic properties contained within satellite pixels. The model
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bridges the divide between single-point ground measurements and spatially-distributed satellite approximations, with direct validation - something nonexistent in the peered literature.
A gradient-boosted regression tree (GBRT) method was used to train input variables against
a series of ground flux stations. The satellite hysteresis model outperformed many of the
ground-to-ground hysteresis models, indicating that the satellite method may be an improved, more robust method for calculating heat storage flux.
The error associated with the urban satellite hysteresis model was among the best in the
competitive studies. For all four urban stations, the independently validated average RMSE
value was found to be 48.6 W·m−2 , the average mean-absolute error (MAE) was found to be
34 W·m−2 , the average bias was -7 W·m−2 , and the mean R2 , 0.86.
The satellite-derived heat storage is also able to recreate spatial patterns in heat storage
that were not previously possible, specifically in relation to the full diurnal cycle. Because
the algorithm was independently trained and validated, its accuracy and ability to recreate
hourly approximations of heat storage is noteworthy and unprecedented.
Another accomplishment of the satellite hysteresis model is its ability to capture allweather profiles. We saw for several periods that the satellite radiances were able to capture
cloudy and rainy days, which permitted the calculation of tempered heat storage despite
limited solar irradiance. The captured heat storage under rainy weather is something that
has not been observed in the literature.
Lastly, the maintained accuracy of the approximation of heat storage under downscaled
conditions proves that the algorithm is capable of component analysis and needs to be
explored to the fullest extend. The harnessing of this downscaling effect will be essential
for relating heat storage to local-scale phenomena such as energy use or neighborhood-scale
extreme weather events.

Chapter 6
Thermal Variability Scheme for
Estimating Heat Storage
6.1

Introduction

Heat storage, ∆Qs , is defined as the uptake and release of energy by air, vegetation, buildings,
and other impervious surfaces in an urban system (Grimmond and Oke 1999; Nunez and
Oke 1977). The increase in both thermal conductivity and heat capacity is purported to
amplify the total heat stored in cities above that of surrounding rural areas (Meyn and
Oke 2009). This net increase in ∆Qs is theorized as a major contributor to the urban heat
island phenomenon — a widely recognized artifact of urbanization (Oke 1988). Furthermore,
accurate estimation of urban heat storage is paramount for energy balance closure, which
can have significant impacts on monitoring atmospheric processes such as evapotranspiration,
transport of particulate matter, variations in sensible heat, and prediction of boundary layer
height and stability (Lipson et al. 2017).
Most often, the urban heat storage is determined as a residual of the surface energy
balance (SEB) (Oke and Cleugh 1987; Roberts et al. 2006; Rizwan et al. 2008; Kawai and
Kanda 2010; Ferreira et al. 2013). This is due to the use eddy covariance for computation of
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other flux terms in the SEB (Miao et al. 2012; Nordbo et al. 2012; Feigenwinter et al. 2012;
Lemonsu et al. 2004). The second most common formulation of heat storage is by way of
the objective hysteresis model (OHM), which uses the temporal hysteresis of net all-wave
radiation to relate the residual heat storage from the SEB to a given surface type (Grimmond
et al. 1991; Pearlmutter et al. 2005). A third method for computing ∆Qs involves a numerical
model called the town energy balance (TEB). The TEB uses either the residual of the surface
energy balance or the hysteresis model to formulate urban heat storage based on modelled
fluxes (Lemonsu et al. 2004; Masson 2000; Masson et al. 2002). Lastly, a fourth method
can be found scattered throughout the literature and is based on a conduction and material
storage model, referred to as both the element surface temperature method (ESTM) and
thermal mass scheme (TMS) (Lindberg et al. 2020; Chrysoulakis et al. 2017; Marconcini
et al. 2017; Roberts et al. 2003).
Many studies have computed ∆Qs using surface observations, while very few have done
so from the satellite perspective. In urban areas, the number of heat storage-related studies
involving satellite observations is even fewer (Rigo and Parlow 2007). This is likely due to
the lack of standardization for computing heat storage, and the simultaneous difficulty of
representing accurate fluxes from remotely-sensed imagery. One widely recognized satellite
estimate of heat storage was computed using the residual method, which first computes
every flux in the surface energy balance (Kato et al. 2007). The element surface temperature
method (ESTM) has gained popularity recently, perhaps due to increased computational
power and numerical model capabilities (Chrysoulakis et al. 2018; Lindberg et al. 2020).
However, the infrequency of satellite observations is still a clear hindrance on the ability to
accurately characterize models associated with urban heat storage, as many of the satellite
methods are unable to produce the full diurnal cycle of ∆Qs .
Long temporal overpass intervals have long been an obstacle for satellite applications.
One recent advancement in the GOES-16 geostationary satellite allows snapshots of urban
areas in the United States at spatial resolutions of 2-km every 5-minutes (Schmit et al.
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2017; Yu and Yu 2020). This high temporal resolution makes it the ideal candidate for
implementing a thermal mass scheme (TMS) over urban areas. The TMS applied in this
study is similar to a wide range of studies that estimate ground heat fluxes in soils using
surface skin temperatures and material properties (Tsuang 2005; van der Tol 2012; Verhoef
et al. 2012; Liang, Wood and Lettenmaier 1999).
One of the more arduous tasks involved in deploying a thermal mass scheme is the determination of the thermal mass of the urban fabric, i.e. the thermal conductivity, heat capacity,
and material thickness (Murray and Verhoef 2007). Moreover, urban areas complicate things
further by invalidating many of the established methods for deriving thermal properties due
to the heterogeneous formation of buildings, roads, and other impervious land cover (Eusuf
and Kassim 2005). Consequently, the thermal properties of the satellite-derved urban heat
storage employed here will be based on values determined in urban-specific studies aimed at
quantifying the thermal mass of specific urban materials (Takebayashi and Moriyama 2012;
Sharaf 2020; Zeng et al. 2011; Di Perna et al. 2011).
The resulting analytical, satellite-derived heat storage algorithm uses the 2-km land surface temperature (LST) outputted by the GOES-16 satellite, downscales it from 2-km to
1-km, and uses its temporal hysteresis and the thermal masses of each land cover fraction
to produce a 1-km spatial representation of urba heat storage. This spatial construction of
∆Qs is then compared with ground-based flux towers and an urban weather research and
forecasting (uWRF) model to determine its sensitivity against two imperfect methods. The
comparison is conducted for New York City during the summer of 2019, where all three data
were available. The satellite model is ultimately extrapolated to the ten most populous cities
in the United States and used to determine the variability of heat stored among different
urban infrastructures. The development of the high temporal resolution satellite model has
applications in investigating energy use, extreme heat impacts on vulnerable populations,
and tracking pollution among increased urbanization (Taha 1999). Finally, the comparison
between observations, numerical model, and satellite method will indicate where the deficit
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in closure of the surface energy balance, which may indicate that the numerical model could
benefit from a restructuring of its prediction of heat storage in urban areas (Mirzaei and
Haghighat 2010).

6.2
6.2.1

Methodology
Residual Heat Storage

The surface energy balance (SEB) is often the starting point for both numerical weather
models and meteorological observations that are interested in quantifying energetic processes
within a given volumetric layer (Oke 1988; Grimmond et al. 2010). The net all-wave radiation
(Q∗ ), sensible heat flux (QH ), latent heat flux (QE ), and storage heat flux (∆Qs ) are all
included in the traditional surface energy balance, while the anthropogenic heat flux (QF ),
advective heat flux (∆QA ), and other sources and sinks (S) are included, depending on the
potential significance for a given application. The surface energy balance for urban areas
can be written as (Offerle et al. 2005):

Q∗ + QF = QH + QE + ∆QS + ∆QA + S

(6.1)

where the external sources of energy are given on the left-hand side, and surface fluxes are
given on the right-hand side (Masson 2006). The heat storage is often estimated as a residual
to the surface energy balance in Eqn. 6.1, with varying degrees of components omitted. For
many applications, ∆Qs is simplified as (Roberts et al. 2006; Rigo and Parlow 2007; Oke
and Cleugh 1987):
∆Qs = Q∗ + QF − QH − QE

(6.2)

This residual is used by both surface flux towers and the weather research and forecasting
model to determine heat storage. For the particular case of the numerical model, the sensible
heat flux captures much of the anthropogenic influence of the urban volume. Flux stations
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are also considered to capture much of the anthropogenic influence in the sensible heat
measurements. Thus, the prediction of ∆Qs from the satellite’s perspective will be compared
with two approximations of heat storage that are assumed to account for QF to some degree
(Kato and Yamaguchi 2005).

6.2.2

Satellite Thermal Variability Scheme (TVS)

The satellite thermal variability scheme developed here determines heat storage from the
perspective of the geostationary satellite. Its derivation begins where several analytical soil
heat flux derivations begin: with the one-dimensional heat conduction equation (Heusinkveld
et al. 2004; Wang and Bou-Zeid 2012; Bennett et al. 2008):
k ∂ 2T
∂T
=
∂t
ρcp ∂z 2

(6.3)

where k [W · m−1 · K−1 ] represents the thermal conductivity, ρ [kg · m−3 ] is the bulk density,
and cp [J · kg−1 · K−1 ] is the specific heat capacity, all of which are properties of the storage
material. The storage of heat in a given material is written as a boundary condition on
one-dimensional conduction at the surface, z = 0:

∆Qs = −k

∂T
∂z

(6.4)
z=0

The second boundary condition imposed on the solution in the spatial domain invokes the
assumption that at a certain depth in the material the temperature change with depth is
negligible (adiabatic assumption) (Wang 2012):
∂T
∂z

=0

(6.5)

z=z1

The final condition implies that the temperature can be measured at two distinct points in
time at the surface of material, z = 0, which allows the one-dimensional heat conduction
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equation to be solved-for. The solution and final storage representation arises from the
solution based on the boundary conduction at the surface:


∆Qs (t) = k


√
2 −βz1

1−e
p
−β
2

T (0, t)

(6.6)

where β is defined as:
β=

ln T0 − ln T1
νt1 − t0

(6.7)

The thermal diffusivity is defined here as ν = k/ρcp . Two temperature measurements are
required, T0 , T1 , which are measured at times t0 , t1 , respectively. This result is similar to
those developed for determination of soil heat fluxes (Van Wijk and De Vries 1963; Holmes
et al. 2008), with modifications for temporal measurements at the surface of the material.
This result proposes that the amount of heat stored in a material can be determined using
multiple surface temperature measurements and thermal properties of the storage material.
This is a modification of the element surface temperature method and thermal mass schemes
presented for a range of analyses (Lindberg et al. 2020; Chrysoulakis et al. 2018, 2017).
One further adjustment need to be made in order to support multiple surface types within
a given satellite pixel (Offerle et al. 2005):

∆Qs =

n−1
X
i=0

∆Qs,i =

n−1
X
i=0

fi ki

p
−βi



√
2 −βi z1,i
1−e
2

T (0, t)

(6.8)

where the plan area fraction, fi , defines each surface type’s contribution to the total heat
stored within each satellite’s respective pixel. The index, i, represents the surface type within
the array of total surface types, n. For the ensuing analysis, four different storage surface
types are explored for urban areas: natural, buildings, roads, and other impervious surfaces.
The different material properties will be explored in the next section, where values will be
sourced from comparable studies on thermal mass and heat storage.
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Table 6.1: Thermal Mass Parameters input to heat storage estimation.
Surface Type
Natural
Building
Road
Other Impervious

6.2.3

ρcp [MJ·K−1 m−3 ]
1.0
1.06
1.74
0.97

k [W·m−1 K−1 ]
0.6
0.56
0.81
0.94

z1 [m]
0.1
0.25
1.0
0.2

Determination of Thermal Mass

Proper determination of thermal mass is essential for estimating how much heat will be stored
in a given urban fabric (Lindberg et al. 2020; Arnfield and Grimmond 1998). The various
thermal properties of urban materials, i.e. the thermal conductivity and heat capacity,
are widely available in the literature pertaining to building energy and building materials.
Unfortunately, much of the urban landscape is comprised of an array of materials that
differ in thicknesses and composition. This results in a characterization of thermal mass
that introduces great uncertainty and reaffirms a commonly-held hypothesis that direct
measurement or modeling of ∆Qs is nearly impossible (Rizwan et al. 2008; Christen and
Vogt 2004).
For the satellite thermal variability approach to heat storage, three static material properties are needed according to Eqn. 6.8: thermal conductivity (k), heat capacity (ρcp ), and
effective thickness (z1 ). The two thermal properties are known for most building materials,
however, at the satellite pixel scale of 1km-2km, lumped element properties are used in place
of micro-scale building properties. This saves computation time as well as data requirements,
as specific building material databases are generally not available at such large scales. The
thickness of the material layer, Z1 , is perhaps the largest unknown due to varying methodologies around heat storage. As a starting point, values and ranges were taken from comparable
studies, particularly those in Offerle et al. (2005), Roberts et al. (2006), Lipson et al. (2017),
and Meyn and Oke (2009). The particular values used for the four surface types (natural,
buildings, roads, and other impervious) were based on a sensitivity study comparing values
with a numerical model and several surface flux stations. Table 6.1 shows the chosen values
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for thermal mass parameters that are used going forward for the estimation of ∆Qs .
Each GOES-16 satellite pixel is subdivided into land cover fraction, fi , using the most
recent National Land Cover Database, the NLCD 2016. The NLCD is useful due to its
widespread use in numerical weather modeling, environmental planning, and urban development (Jin et al. 2019). The NLCD 2016 specifically contains 30-m land cover information
for the United States based on 20 different land cover types, 4 of which are urban-specific
(Yang, Jin, Danielson, Homer, Gass, Bender, Case, Costello, Dewitz, Fry, Funk, Granneman,
Liknes, Rigge and Xian 2018). The four urban classifications can be further expanded to
12 imperviousness categories, where roads and other impervious surfaces are distinguished
from one another. This results in a classification for three out of the four storage fractions
(fi=0:2 ): natural cover, roads, and other non-road impervious surfaces. Determination of the
final surface type, buildings (fi=3 ), requires parameterization of the non-road imperviousness
category.
The fraction of buildings present in each satellite pixel was determined by first collecting
building databases for eight out of eleven of the largest U.S. cities by population: New York,
Los Angeles, Chicago, Houston, Philadelphia, Dallas, San Jose, and Austin. three of the
eleven were omitted due to lack of publicly available data. Figure 6.1 shows the relationship
between building area fraction and non-road imperviousness land cover fraction. A modest
correlation exists between the square-root of population density and the slope between nonroad imperviousness and building area fraction. This relationship can be written as follows:

BAF = In · (a ·

√
P D + b)

(6.9)

where BAF is an acronym for building area fraction, In represents the corresponding satellite pixel’s non-road imperviousness fraction, P D is the population density, and a, b are the
fit coefficients derived from the cities in Fig. 6.1. This representation of building area fraction will serve as the method for determining the thermal mass contribution of buildings to
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Figure 6.1: (a) Paramterization of building fraction based on the National Land Cover
Database’s imperviousness fraction for non-road classifications. (b) Relationship between
population density and the slope between non-road imperviousness and building area fraction.
storage heat. This relationship will be particularly useful for cities and outlying suburban
regions where building databases are unavailable. With this parameterization of building
area fraction derived from the NLCD’s non-road imperviousness fraction, the four components of the thermal mass are compiled for every city in the United States, completing the
model and enabling comparison between heat storage for major U.S. cities.
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6.2.4

Land Surface Temperature Downscaling

The land surface temperature (LST) used here is released as an enterprise dataset and has
a temporal resolution of 5-minutes. The temporal capabilities of the enterprise product
allows for comparisons down to just a few minutes between satellite LST and either ground
observations or numerical model comparisons. The native spatial resolution for the GOES-16
land surface temperature is 2-km, which creates only a few dozen points within each urban
boundary. This poor spatial resolution resulted in the decision to downscale the GOES-16
LST from 2-km to 1-km. The weather research and forecasting (WRF) model’s LST was used
as the comparison temperature for downscaling. The downscaling uses the imperviousness
fraction based on the NLCD 2016, and follows the DisTrad method for downscaling the LST
outlined in Kustas et al. (2003) and applied to urban areas by Essa et al. (Essa et al. 2012,
2013). The resulting 1-km LST can be approximated using the following relationship:

T1km,i = c1 T2km,j + c2 (I1km,i − I2km,j ) + c3

(6.10)

where T1km,i represents the 1-km LST value at index i. The coefficients, c1 , c2 , c3 , are found
using the least-squares fit between the WRF LST at 1-km and the GOES-16 LST at 2-km, as
well as the respective imperviousness fraction at 1-km (I1km,i ) and 2-km (I2km,j ), according
to Eqn. 6.10. The subscript j denotes a 2-km variables, while i denotes a 1-km variable.
The coefficients are found using a three-day period in August 2019, with a least-squares fit
between the WRF LST as the T1km variable in Eqn. 6.10, and NLCD 2016 imperviousness
as the I1km , I2km inputs across New York City:

c1 = 1.7; c2 = 2.34; c3 = 71.0
Figure 6.2 shows the performance improvement after downscaling LST from the GOES-16
satellite to the 1-km WRF resolution. It is important to note that the coefficients were
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Figure 6.2: Comparing the 1-km downscaled GOES-16 land surface temperature against the
1-km LST from uWRF for a test period from August 29 - September 1, 2019.
found for a WRF run from Aug. 9th - Aug. 12th, 2019; while the data in Fig. 6.2 was
independently tested for those coefficients with a WRF run from Aug. 29 - Sept 1, 2019.
Furthermore, similar errors were presented by Bechtel et al. (2012) for an urban study in
Hamburg, Germany, where LST from the Spinning Enhanced Visible and Infrared Imager
(SEVIRI) was downscaled from 1-km to 300-m using the Advanced Spaceborne Thermal
Emission and Reflection Radiometer (ASTER).

6.3
6.3.1

Study Areas and Datasets
Test Site - New York City

New York City is used as a test site for estimating heat storage due to the availability of
urban weather research and forecasting (uWRF) model runs and the presence of four surface
flux towers within the boundaries of the city.
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Figure 6.3: Imperviousness land cover from NLCD 2016 showing the boundary used in the
sensitivity analysis test are of New York City.
National Land Cover Database (NLCD)
Figure 6.3 shows a map of New York City used for the analysis, with the National LAnd
Cover Database (NLCD) 2016 imperviousness land cover categorization mapped atop the
city’s boundary. Four green stars denote each surface flux station in Fig. 6.3, which are used
as comparison points in conjunction with the numerical WRF model. The NLCD 2016 is
also being used to mask pixels that contain more than 30% water.
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Surface Flux Stations
The New York State Mesonet (NYSMesonet) provides three of the four surface flux stations used as comparison points with the satellite-derived estimation of heat storage. The
NYSMesonet uses Kipp and Zonen CNR4 net radiometers and a Campbell Scientific CPEC200
eddy covariance system that includes a 3D ultrasonic anemometer (CSAT3A) and closedpath gas analyzer (EC155) (NYS Mesonet 2020). The fourth urban site is located at the City
College of New York (CCNY) and uses a similar CSAT3 eddy covariance system by Campbell
Scientific, and a CNR4 Kipp and Zonen net radiometer. The use of four close-proximity flux
instruments allows for heat storage comparisons in four out of the five boroughs in New York
City: Brooklyn, Manhattan, Queens, and Staten Island. The uniqueness of each station’s
surface cover also aids in more accurately determining the sensitivity of the satellite model.
The surface flux station data was available for the entire summer of 2019, courtesy of the
NYSMesonet. The heat storage from the flux stations use the residual heat storage between
the net radiation and sensible and latent heat fluxes. The same is done for the weather
research and forecasting model.

Weather Research and Forecasting Model (WRF)
The Weather Research and Forecasting (WRF) model is used as a second comparison point
for the satellite heat storage algorithm. It is also used to downscale the land surface temperature output of the GOES-16 satellite from 2-km to a chosen WRF resolution of 1-km. The
WRF model version 3.9.1.1 (Skamarock et al. 2008) is initialized with the North American
Mesoscale (NAM) forecast and run for a series of dates in August 2019, using a spin-up time
of 12 hours for each run. Three nested domains were used for New York City, with spatial
resolutions occupying 9-km (120x120), 3-km (121x121), and 1-km (85x82). The vertical grid
has 51 levels, with 30 levels confined to the boundary layer. The shortwave and longwave
radiation schemes are the Dudhia scheme and the Rapid Radiative Transfer Model (RRTM)
(Dudhia 1989b; Mlawer et al. 1997b) is used for the longwave. The microphysics is activated
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only for the fine-grid 1-km domain using the WRF Single-moment, 6-class scheme (Hong and
Lim 2006). For the land surface model, the NOAH scheme was used (Tewari et al. 2004).
The Mellor-Yamada-Janjić and the Eta Similarity scheme were used for the boundary layer
and surface layer schemes, respectively (Janjić 1994, 2001; Monin and Obukhov 1954b).
The large number of levels in the boundary-layer helps to better represent the buildingatmosphere interaction within a multi-layer urban canopy framework. The coupled Building
Environment Parameterization (BEP) and Building Energy Model (BEM) parameterize the
urban surface momentum and thermal exchanges, respectively (Martilli et al. 2002b; Salamanca and Martilli 2010). Each urban grid is subdivided into one of three urban land class
categories: low-intensity residential, high-intensity residential, and commercial/industrial
and their properties are defined using a look-up table of urban canopy parameters from the
National Urban Database and Access Portal Tool (NUDAPT) (Chen et al. 2011b). The
standard BEP+BEM scheme, as described above, has been further modified to include two
additions. First, a cooling tower model was added to the BEM parameterization to account for the latent heat released from buildings (Gutiérrez, Martilli, Santiago and González
2015a). Second, for the urban grids in New York City, the Primary Land Use Tax Lot Output
(PLUTO) was used to define the urban morphological parameters of building area fraction,
building surface area-to-height ratio, and building heights, which then defined a mechanical
drag coefficient. The PLUTO data has been aggregated from its tax lot-based resolution to
1-km aggregates for the fine resolution domain. Accounting for the mechanical and thermal
effects of buildings has also resulted in more accurate estimates of urban temperatures and
winds (Yu et al. 2019, 2020).

6.3.2

GOES-16 Land Surface Temperature

The GOES-16 land surface temperature (LST) used here is an enterprise algorithm produced
at 5-min temporal intervals at a spatial resolution of 2-km across the contiguous United States
(CONUS). LST values are derived using the infrared bands (band 14: 11.2 µm, and band 15:
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12.3 µm) and an approximation of emissivity using a daily split-window algorithm developed
by the Land Surface Temperature Algorithm Working Group at the National Oceanic and
Atmospheric Administration (NOAA) (Hrisko et al. 2020). The enterprise LST product is
selected over the baseline product due to the desired temporal resolution of 5-minutes vs
1-hour. This temporal improvement minimizes delays between comparisons between the
satellite and the numerical model or surface flux stations. The enterprise LST product
is only available to our team, however, the functional use of the heat storage method is
applicable to the baseline product as well. Clear-sky conditions instituted by a cloud mask
result in occasional dropped LST pixels (Yu and Yu 2020). This is doubly detrimental to
the estimation of ∆Qs due to the requirement of at least two LST values in Eqn. 6.8, which
will decrease the availability of heat storage periodically throughout the analysis. There is
also a land mask

6.3.3

Properties of The Ten Most Populous U.S. Cities

The ten most populous cities in the United States are listed in Table 6.2, with information
about population, population density, and imperviousness percentage. The approximate
area used for the analysis is not limited to the city boundaries, instead, it expands outward
by roughly 10km in each direction. This allows for capture of the immediate urban area as
well as some outer urbanization while also ensuring that no urban pixels are clipped during
the analysis. This also increases the number of data points used in the analysis, which may
be beneficial for smaller cities with few satellite pixels within the city boundaries.
The ten cities listed in Table 6.2 were chosen based on population, which are all above
1 million. The cities exhibit differing amounts of population density and imperviousness
percentage. For example, New York, NY has a much denser population than Phoenix,
AZ. Imperviousness is listed in Table 6.2 as it is a major component of the heat storage
model presented here. The goal of comparing these ten cities is to gain insight into the
possible relationship between urbanization or imperviousness and heat storage behavior. It
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Table 6.2: Characteristics of the ten most populous cities in the United States. Population
is taken from the Census Bureau’s 2019 estimate and population density is based on city
areas derived from the Center for Disease Control’s 500 cities project (Centers for Disease
Control and Prevention n.d.; U.S. Census Bureau n.d.).
City Name
New York
Los Angeles
Chicago
Houston
Phoenix
Philadelphia
San Antonio
San Diego
Dallas
San Jose

Population [mil.]
8.34
3.98
2.69
2.32
1.68
1.58
1.55
1.42
1.34
1.02

Population Density
[thous./km2 ]
10.75
2.97
4.37
1.04
1.19
4.34
1.15
1.67
1.39
2.11

Impervious
Percentage
80
79
92
80
60
86
72
63
69
67

has been hypothezed that heat storage may be the largest contributor to the urban heat
island (UHI) effect, and the goal here is to determine if heat storage has any relation to
increased urbanization or even the decrease of vegetation in some way contributing to UHI
by way of increase storage of heat (Gallo et al. 1993a; Rizwan et al. 2008; Saitoh et al. 1996).

6.4
6.4.1

Results and Discussion
Sensitivity Analysis - New York City

The satellite thermal variability scheme (TVS) estimate of heat storage at 2-km spatial resolution is first tested in New York City against four urban surface flux stations provided by
the NYSMesonet and an urban Weather Research and Forecasting (uWRF) model. Figure
6.4 shows the comparison between the three different estimates of heat storage. The satellite
method uses an 8-hour temporal difference, ∆t, between land surface temperature measurements in the prediction of ∆Qs . This was chosen based on minimizing the lag between
satellite-derived storage and the other two residual methods.
One clear statement can be made regarding the comparison between satellite-derived,
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Figure 6.4: Diurnal comparison for approximately 13 days during August 2019 between
heat storage estimates by urban weather and research forecasting model, satellite thermal
variability scheme, and surface flux stations for four urban sites in New York City. Standard
deviations are shown for each profile of ∆Qs as well.
observed, and numerically modelled estimates of heat storage, namely, the variability between
them during the daytime. The surface flux stations appear to over predict ∆Qs in comparison
with WRF and GOES-16 values. The WRF model is universally lower than both the GOES16 approximation and satellite model. This leaves the GOES-16 estimate of ∆Qs is closest
to the numerical model most of the time, and falls between the numerical model and surface
stations for each of the four sites. One hypothesis for the lower heat storage capability
of the WRF model is the inclusion of anthropogenic heat flux into parameterizations of
sensible heat in the form of air conditioning and heat release from buildings (Chen et al.
2011b; Salamanca et al. 2011). Similarly, the exclusion of advection and other sources to
the residual energy balance of Eqn. 6.2 may also explain the higher amplitudes from flux
station observations. The residual of the surface energy balance has long been a point of
contention, and it is widely recognized to overestimate ∆Qs , either due to the aforementioned
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(a)

(b)

Figure 6.5: Spatial representation of heat storage estimates by the GOES-16 thermal variability scheme and the uWRF surface energy balance residual. (a) Nighttime comparison
(mean absolute difference: 15 W·m−2 ), (b) daytime comparison (mean absolute difference:
45 W·m−2 ).
reasons, or a combination of overestimates of Q∗ and underestimates of QH , QE (Roberts
et al. 2006; Offerle et al. 2005; Moriwaki and Kanda 2004; Wilson et al. 2002). This is
perhaps an indication that the satellite-derived thermal mass estimate is closer to the real
storage contribution of urban materials when compared to surface energy balance residuals
derived by numerical models or flux observations.

6.4.2

1-km Heat Storage Comparison with uWRF

The native 2-km spatial resolution of land surface temperature produced by the GOES-16
satellite was used to validate the thermal variability scheme by generating similar profiles
as the residual method for both the WRF model and surface eddy covariance observations.
Unfortunately, many pixels are dropped and significant dynamics are obscured at the city
scale due to coarseness in spatial resolution. As a result, the land surface temperature is
downscaled to 1-km and used as input to the same determination of ∆Qs . The 1-km heat
storage is used going forward for all spatial representations of ∆Qs . Figure 6.5 shows a 1-km
spatial difference plot of heat storage during the daytime and nighttime in New York City,
where the uWRF estimate has been subtracted from the GOES-16 estimate.
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Several observations can be made regarding the difference between estimates of heat
storage in Fig. 6.5. First, in Fig. 6.5a, the center of the city particularly shows a tendency
toward higher storage from the satellite’s perspective. It is difficult to make any other
distinctions between satellite and uWRF estimates, as there is a distribution of difference
values scattered throughout the city. The mean absolute difference between satellite and
numerical model during the nighttime agree quite well to within 15 W·m−2 , indicating fairly
good agreement throughout the city. This was also observed for the sites and pixels in Fig.
6.4.
During the daytime in Fig. 6.5b, the satellite model mostly dominates the numerical
model. The difference plot shows higher heat storage along the coast for the uWRF estimate,
which appears to be a result of the satellite method tending toward zero. This may be due
to the influence of seabreeze, or perhaps an artifact of the satellite algorithm’s handling of
land/water pixels. Several pockets within the city also appear to agree well for the daytime
period, amounting to a mean absolute difference of 52 W·m−2 , which is similar to other
daytime comparisons between heat storage approximations (Roberts et al. 2006; Meyn and
Oke 2009; Grimmond et al. 1991).
The behavior exhibited in Fig. 6.5 between the satellite method and numerical model are
consistent across several days of observations. This affirms the findings of Fig. 6.4, which
state that the satellite model differences are minimized during the nighttime and maximized
during the daytime. A possible hypothesis is that if a 1-km spatial distribution of flux
towers existed, the satellite estimation of ∆Qs would fall within the bounds of the uWRF
model and flux tower amplitudes, particularly during the daytime. In the next section, the
1-km spatial representation of ∆Qs will be presented and used for analyzing and comparing
multiple cities and their ability to store heat.
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6.4.3

Multi-City Analysis

Heat storage is computed across the ten largest U.s. cities by population for the month of
August in 2019. Figure 6.6 shows the diurnal behavior of each city’s heat storage based on the
satellite-derived thermal variability scheme (TVS). Upon integration of the amplitudes over
the 24-hour diurnal profile, an approximate value for daily heat storage flux for summertime
can be found. This was done as a way of comparing the values with observations and models
in the literature, which is done in Fig. 6.7, where population density has been plotted as a
function of daily net heat storage. The range of values for suburban and urban areas can be
found to fall between roughly -0.1 to 4.0 MJ·m−2 ·day−1 , which bookends the range observed
in our analysis for August 2019 (Grimmond and Oke 1999; Kawai and Kanda 2010; Oke,
Spronken-Smith, Jáuregui and Grimmond 1999).
Three of the heat storage values from the literature (Tuscon, AZ; San Gabriel, CA; Miami,
FL) fall directly inline with the approximations by the satellite model. The larger values
taken from the literature in Fig. 6.7 (Arcadia, CA and Vancouver, BC) are likely evidence
of a combination of anthropogenic influence, advection, and other sources that were also
found to bias the New York City heat storage residuals in Fig. 6.4. The outlier in Chicago,
IL is from a study by Grimmond and Oke (1999), where they state that the Chicago, IL
site experienced latent heat amplitudes far beyond any other site. The Chicago site is in a
more suburban region, thus, an over-irrigated suburban site could explain this comparatively
smaller value.
The direct comparison between flux tower and satellite thermal variability scheme may
be inappropriate due to the limited footprint of the eddy covariance system. Depending
on the characteristics of a particular site, the flux tower residual heat storage may or may
not accurately represent the heat storage capabilities of the city as a whole (Gioli et al.
2004; Bai et al. 2015; Jung et al. 2011b). This is perhaps why some of the stations match
the satellite algorithm and others do not. Despite the outliers in comparison with surface
stations, confidence has accumulated around the satellite thermal variability scheme due to
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Figure 6.6: Mean diurnal heat storage flux for August 2019 across all ten major U.S. cities
using the satellite-derived thermal variability scheme (TVS).

Figure 6.7: Daily net heat storage compared for different urban areas using the satellite
thermal variability scheme (circles) and values taken from the literature (diamonds).
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its stability and marginal agreement in amplitude with surface stations and previous studies.
Consequently, a few spatial distributions of heat storage from the satellite’s perspective will
be presented.
Figure 6.8 shows near-peak daytime heat storage from July 2019 plotted for four different
cities: New York, Los Angeles, Phoenix, and Dallas. The cities were chosen in an attempt
to diversify the urban microclimates without needing to produce individual plots for each of
the ten cities referenced in Fig. 6.6. New York was chosen for its humid subtropical climate,
Los Angeles for its Mediterranean climate, Chicago for its continental climate, and Phoenix
for its hot desert climate (Wang et al. 2019; Tewari et al. 2019).
The peak values for each city align with each urban area, which is a result of the urban
materials having higher maximum temperatures and larger thermal masses. Smaller storage
values can be found around vegetative areas, as expected. Another perhaps less expected
observation is that the coastal urban areas have lower storage values near water. Both New
York and Chicago show less variability between highly urban and less urban areas, whereas,
Los Angeles and Phoenix demonstrate larger fluctuations between urban and suburban/rural
areas. This may be explained by the surrounding Mediterranean and desert climates, where
a larger portion of the incident energy is released back into the atmosphere as sensible heat.
Similar behavior has also been observed by Middel et al. (2012a) for Phoenix, AZ.
Figure 6.9 shows ∆Qs for the same four cities during the nighttime, which further exemplifies the unique behavior of heat storage in urban areas. Subplot 6.9a shows the variability
between hear storage during the nighttime, where New York City’s Central Park is seen
releasing stored heat, while downtown Manhattan is still storing heat (center of the plot).
Los Angeles during the nighttime experiences similar behavior as New York, with slightly
less span between urban and rural storage values. The upper-right portion of Los Angeles is
home to a national forest at higher elevation, which can be seen as having lower heat storage
and release capabilities. Phoenix, in contrast to New York and Los Angeles, has a much
higher release of heat storage during the nighttime. This can be observed in Subplot. 6.9d,
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(a)

(b)

(c)
(d)

Figure 6.8: Spatial reconstruction of ∆Qs under mostly clear daytime skies in July 2019
across four cities. (a) New York City, (b) Los Angeles, (c) Chicago, and (d) Phoenix.
where the blues are darker than the other three cities — indicating a more intense release
of storage during the nighttime. This was also observed in the city-wide diurnal average,
where Phoenix exhibited the largest release of storage heat across all ten major cities.
Chicago is an interesting case as it displays the urban-rural differences seen in the other
cities during the nighttime, while simultaneously experiencing a unique release of heat at its
international airport, Chicago O’Hare (circular object in the upper-left of Subplot 6.9c). The
larger release of storage in the airport region may a result of the higher thermal conductivity
and lower heat capacity of airport construction materials. This is a hypothesis, but needs to
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(a)

(b)

(c)

(d)

Figure 6.9: Spatial reconstruction of ∆Qs under mostly clear nighttime skies in July 2019
across four cities. (a) New York City, (b) Los Angeles, (c) Chicago, and (d) Phoenix.
be explored further.

6.4.4

Discussion

One of the implications of the results presented here is the interpretation of current frameworks to estimate ∆Qs ; Observations from eddy covariance methods show that the residual
term, often used to represents ∆Qs , is very high compared to the TVS method. Our results
show that satellite estimated of ∆Qs is only 60-70% of the residual term computed from
the flux tower. Hence, there is a possibility that advection is a more prominent term in the
Urban SEB than previously believed (Xu et al. 2017). Furthermore, there is also a possibil-
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ity that eddy covariance systems are incapable of capturing all energy-containing eddies in
urban environments. The residual term is uniformly high at all three urban sites as shown in
Fig. 6.4. Interestingly, in the least urban of the four sites, Staten Island (STAT) where the
flux tower is located in a suburban environment with 42% vegetation cover, the ∆Qs values
estimated by the TVS method match reasonably well with the residual term and numerical
model. This bolsters the hypothesis that caution should be taken when representing ∆Qs as
the residual term in the surface energy balance for highly urbanized sites. Previous studies
that have elaborately used the residual strategy for determining ∆Qs may, in fact, be overestimating the storage heat term in urban areas. On the other hand, the numerical model
exhibits lower values when compared to the satellite method, which may be related to the
lack of parameterization for storage heat flux in the urban canopy models. Many researchers
in the past have observed larger amplitudes in sensible heat flux predicted by numerical
models in urban areas, resulting in a residual term with a lower amplitude. Urban canopy
models are designed based on traditional land surface models created for non-urban environments, where the available energy is partitioned between sensible and latent heat fluxes
that are dependent on soil properties and vegetation type (Nemunaitis-Berry et al. 2017; Pan
and Mahrt 1987). This is true even for the urban WRF model presented as a comparison
here. However, this binary mode appears deficient in urban areas as the contribution to
latent heat flux is weak in highly urbanized environments, resulting in the over-prediction
of sensible heat.
The satellite method too has its own set of limitations; currently, at the native resolution we are unable to account for the 3-dimensionality of the urban surface cover and
representing shadow effects are currently not possible. However, downscaling the data using
high-resolution satellite images from NASA’s MODIS or EcoStress could potentially aid in
this effort. Furthermore, the complexity of urban structures and the reliance on a predetermined thicknesses both contribute to the uncertainty and unpredictability of the thermal
properties used for the TVS method. Currently there is no uniform database on thermal and
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physical properties of urban materials. Here, our cross comparisons with other surface stations in multiple cities reinforced the confidence in the methods and values used to estimate
the thermal mass.
Our analysis also shows that the storage heat flux remains positive throughout the daytime for all 10 major cities with the average peak value between 75-150 W·m−2 . While the
spatially averaged ∆Qs values dip below zero during the nighttime period, the spatial contour
plots reveal significant pixels within each city still absorbing heat even around the midnight
period. Fig. 6.9, which compares the nighttime ∆Qs for four major cities, shows that many
parts of the city are acting as sinks for heat between 11 pm - 1 am local time. These pixels
correspond to dense neighborhoods. The spatial gradients observed during the nighttime are
significantly greater than those observed during the daytime period. The gradients indicate
hot-spots within the cities that could potentially play a significant role in maintaining high
urban heat island intensity during the nighttimes (Zhou et al. 2010). In general, it is widely
acknowledged that temperate mid-latitude cities experience high urban heat island intensity
during the nighttime periods (Mihalakakou et al. 2004). The thermal gradients can also
initiate highly localized flows within the urban environment, hence increasing the magnitude
of advective fluxes.
Finally, in Fig. 6.7 we see reasonable correlation between satellite observed net daily
heat storage and population density. While it would be appropriate to compare the daily
net heat storage against urban density, building datasets are not widely available and are
often limited to the city proper, which can result in an insignificant number of pixels for
correlation (Philadelphia is a good example of this). One clear observation is that New York,
Philadelphia, and Chicago, which have a high proportion of densely-built surface cover, have
significantly higher net daily heat storage; whereas, cities known for higher urban sprawl
have lower storage capacity.
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6.5

Conclusion

A novel satellite-based thermal variability scheme (TVS) was introduced as a method for
estimating heat storage, ∆Qs , in urban areas. The TVS method uses four categorizations
of thermal mass in conjunction with the temporal variability of land surface temperature
to predict ∆Qs . The high temporal resolution of the GOES-16 satellite allows for complete
reconstruction of the diurnal profile of heat storage in urban areas — something lacking in
previous works relating to satellite-derived estimates of storage heat.
The resulting model of heat storage exhibited behaviors comparable to both an urban
weather research and forecasting model and four different surface flux observations in New
York City. The test case of NYC uncovered the discrepancy between forecasting model and
surface flux tower observations of ∆Qs . The satellite-derived estimate of storage mostly
fell between the flux tower and WRF estimates, particularly during the daytime. During
the nighttime, the satellite model dominates over the other two methods, and the morning
shows all three collapse and mostly agree with one another. The comparison between satellite
model, surface flux observations, and numerical model helped build confidence in the satellite
method and resulted in its application to ten different major cities across the United States.
Before carrying out spatial representations of ∆Qs , land surface temperatures were downscaled from 2-km to 1-km. This allowed for more pixels to populate the urban areas and
create a better illustration of how cities store heat. The 1-km downscaling is based on comparisons with the WRF numerical model and the DisTrad method that uses imperviousness
cover to allow for country-wide downscaling to 1-km by utilizing the National Land Cover
Database’s imperviousness fraction category.
Using the novel thermal variability scheme at 1-km spatial resolution, heat storage was
computed across the ten most populous cities in United States. Each city exhibited different
behavior based on urbanization, population density, and heterogeneity of land cover. The
daily net heat storage for the month of August 2019 was compared with other studies and
was found to agree well with other urban areas, even those outside the ten cities in our
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analysis. This resulted in one of the major findings in this study: the daily mean heat
storage is proportional to the population density.
Following the reasonable agreement with values in the literature, spatial plots were presented using the TVS method as a way of exploring the unique and novel behavior of heat
storage across different urban microclimates. Spatial reconstructions in New York, Los Angeles, Chicago, and Phoenix all demonstrated the influence of urbanization on the amplitude
and variability of storage heat flux. The more arid regions (Los Angeles and Phoenix) experience a larger disparity between urban and rural values during the daytime in particular,
while the more humid regions have a more even distribution during the daytime.
During the nighttime, each city tends to behave quite uniquely. Chicago, for example,
exhibits a major release of stored heat during the nighttime around its international airport.
Similarly, each city experiences an imbalance between urban and non-urban land cover.
Urban pixels throughout the nighttime can be found continually storing heat, while the less
urban and vegetative surfaces release heat throughout the night. During the morning just
before sunrise, a large portion of the stored heat is released back into the atmosphere across
all cities. These behaviors further the hypothesis that urbanization may contribute to the
urban heat island effect, which is exemplified in these observations of continual heat storage
throughout the nighttime, particularly when compared with less urban regions.
In closing, the satellite-derived estimation of heat storage may prove to be a key element in
closing the surface energy balance for urban areas. This unique method of determining ∆Qs
is a step toward removing the non-storage components often neglected in residual estimates
of storage. The two prevailing methods, the residual method and objective hysteresis model,
both use an oversimplified energy balance, which results in the larger amplitudes seen in
flux tower observations when compared with the satellite method and numerical weather
model. Additionally, the thermal variability scheme also opens the door for better weather
research and forecasting estimates of heat storage in cities, which could ultimately improve
the distribution of energy in weather models that will ultimately increase the predictability
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of extreme heat events that plague our cities.

Chapter 7
Conclusion and Future Work
7.1

Summary of Results

The works presented in this dissertation aimed at closing the urban surface energy balance
through novel applications and algorithms based on the unique temporal and multispectral
capabilities of the GOES-16 satellite. The first application derived 2-m air temperature using
a regressive neural network, land surface temperatures, and geographic information. The air
temperature can be thought of as the first step toward quantifying the sensible heat flux in
urban areas. The satellite determination of air temperature served as a verification exercise
to test whether new techniques such as machine learning can be applied to cutting-edge
satellites with the intention of improving urban representations of atmospheric processes.
And this resulted in a publication in a reputable remote sensing journal and functions as a
competitive model for determining air temperature in cities.
Following the air temperature model, the net all-wave radiation at the surface was quantified, again using satellite information and machine learning. This particular application
directly applies to closing the urban surface energy balance, as it accounts for the net energy
incident at the Earth’s surface. Of course, there are other sources of energy at the surface in
cities, such as anthropogenic heat, however, the net all-wave radiation dominates the energy
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balance as the primary source of energy. The particular method presented for determining
net all-wave radiation proved to be not only the most accurate form the satellite perspective, but also the only of its kind to reconstruct the diurnal profile of net radiation for urban
environments using remote sensing imagery.
The final variable explored here in relation to the surface energy balance is the storage
heat flux. The storage heat flux is approximated using two distinct satellite methods: a
multispectral hysteresis model and a thermal variability scheme. The multispectral hysteresis model correlated all 16 bands of the GOES-16 satellite to ground-based residuals of the
SEB. The resulting model proved to outperform many other studies and create spatial representations of heat storage in cities along the entire diurnal cycle — something that had not
previously been done. This study was also published in a reputable remote sensing journal,
and is used as a framework for determining other fluxes in the urban SEB such as latent
heat flux and sensible heat flux due to its highly accurate results.
The final study contained in this dissertation involves a thermal mass-based variability
scheme that again estimates heat storage. This is perhaps the most significant contribution
to the field of urban meteorology and surface energy analysis, as it can be used to better
represent the stored heat without first requiring training by surface observations. This has
huge implications for the urban SEB, which no longer assumes the heat storage as the residual
component. Most surface and remotely-sensed estimates of heat storage rely on coefficients or
residuals that are unable to remove the advective, anthropogenic, and miscellaneous sources
and sinks present in the urban system. These types of models then use this residual in future
studies, which inaccurately bias the representation of heat storage. The thermal variability
scheme avoids this by employing an entirely component-based method that uses land surface
temperatures and urban material properties. This leaves the residual of the energy balance
open to determination of anthropogenic heat fluxes, advective heat fluxes, and other sources
and sinks that were previously lumped together with the storage heat flux.
This unique determination of the heat storage flux, in conjunction with the other methods
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for determining heat storage and net all-wave radiation, open the door for more complex
analyses that will help improve the understanding of the surface energy balance in urban
areas. The goal of this dissertation was to improve estimates of the urban SEB using remote
sensing technology, and this was exemplified in the determination of 2-m air temperature, net
all-wave radiation, and heat storage fluxes across multiple cities. The impact of this work on
future urban energy balance studies will be determined by how the models presented herein
are used to improve weather prediction models, real-time weather monitoring, and analyses
of urbanization on weather and climate; thus, fulfilling the thesis of this work by taking the
field one step closer to closing the energy balance in urban areas.

7.2

Social Relevance

Severe and extreme weather events can have major impacts on human health, socioeconomic disparities, and natural ecosystems. Both natural and anthropogenic influences affect
air quality and the changing climate, which in turn drive the frequency and severity of
future weather events. The work presented here focuses on the National Oceanic and Atmospheric Administration’s Center for Earth System Science and Remote Sensing Technology’s
(NOAA-CESSRST) focus on atmospheric hazards (Theme II), which targets development of
innovative technologies and integrative observations to study atmospheric processes, validate
satellite products, and improve numerical model predictions. This is, in part, the motivation
for much of the work contained in this dissertation.
The first product developed, the surface air temperature algorithm, uses a combination
of statistical correlations between network ground observations and NOAA’s Geostationary
Operational Environmental Satellite (GOES-16) skin temperature product. The real-time
estimation of air temperature fro the satellite’s perspective was incepted with the intention
of detecting extreme heat event impacts on health, transportation, energy, and emergency
management in New York City and other metropolitan areas. This was done to great ef-
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fect with a publication of research findings and deployment of a provisional product currently available on the Coastal Urban Environmental Research Group’s (CUERG) website
at: https://cuerg.ccny.cuny.edu/air-temperature/.
The second outcome of this work resulted in a surface all-wave net radiation (Rn ) product, which was published in a similar manner to the air temperature. The estimation of
Rn can capture radiation during the nighttime using the infrared bands, and during the
daytime using all bands. The net radiation product, in contrast to the air temperature
product, does not suffer from cloud contamination or dropped pixels. This is due to the
incorporation of all 16 radiance bands of the GOES-16 satellite, which permitted the correlation between multispectral satellite data and measured values at the surface suffering from
inclement weather. This novel multispectral method is promising for the quantification of
surface energy throughout the diurnal cycle and under varying weather conditions, which
has implications in improving weather models during severe weather events. Additionally,
the quantification of Rn under all weather conditions will allow for more accurate distribution of energy to other energetic processes that may control air temperature, evaporation
and humidity, anthropogenic release - among others. The net radiation product is published
again on the CUERG website.
The final, and perhaps most significant, finding of this work is the development, publication, and deployment of a heat storage product. The heat storage has long remained
the missing link in the closure of the surface energy budget, particularly in urban areas.
The thermal variability scheme (TVS) developed in this dissertation is available again at
the CUERG webpage. Urban heat storage can be used as an input to weather research and
forecasting models, which may improve predictions of other fluxes in land surface models.
Both the air temperature and net radiation products are deployed at 2-km spatial resolution, while the heat storage is scaled to 1-km. The products generate outputs every
5-minutes, and were designed to operate across the 500 largest cities within the conterminous United States. The deployment of these products is meant to narrow the gap between
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strides made in academic research and advancements made at the governmental level, while
also allowing for real-time prediction of weather events in cities at a meteorologically relevant
temporal scale.

7.3

Scope of Limitations

One major limitation for the products developed here is the limited analysis used for each
algorithm development period. The air temperature product was developed and validated
using nearly ten months of data, which is likely sufficient for covering all four seasons and
long-term weather variability. Thus, the air temperature product does not suffer from the
limited training/validation effects that the storage and net radiation may experience.
For the machine learning approaches (heat storage and net radiation), it is hard to determine how seasonality and long-term effects impact the accuracy and validity of the products,
without conducting longer periods of validation. The net radiation and multispectral heat
storage algorithms were trained and validated for the summer of 2019, which could limit the
use of the product to summertime, but needs to be explored further.
The thermal variability scheme (TVS) for determining heat storage may be less susceptible to long-term variations due to its dependence on more stable physical parameters such
as land surface temperature, thermal properties of materials, and land cover fraction. The
TVS was also explored for the summer of 2019, and particularly compared with surface flux
stations and numerical models during a few days in August 2019.
Part of the provisional process of product development is model validation, and thus, part
of the limitations of the products developed here are limited to the seasons used for training
(if any), sensitivity, and validation. The continual validation of the products introduced in
this dissertation will need to be further validated across several seasons in parallel with use
in the field by users and scientists.
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Future Work

The focus on closing the urban surface energy balance requires the methods set forth in
this dissertation to be continued and applied to other fluxes excluded in this study. The
near-surface air temperature, net radiation, and storage heat flux were all computed with
the express intention of improving the energy balance in urban areas. The most immediate
extrapolation of this study is to take the 2-m air temperature computed in Chapter 3 and
develop a method for approximating sensible heat flux across urban areas. This is a current
area of research in our working group.
Similarly, the use of the multispectral heat storage product in finding better estimates
of thermal mass could be beneficial for improving the accuracy of the thermal variability
scheme, or even tracking the impact of land use and land cover on climate change throughout
changing urban ecosystems. Studies have employed this type of product implementation to
analyze the thermal response of cities, which can be done by dividing the heat storage by the
net radiation to form the thermal response number (TRN) (Comarazamy et al. 2013, 2010;
Lo et al. 1997). It is this type of use case that motivated much of the product development
introduced in this dissertation.
Finally, the continuing closure of the urban surface energy balance requires approximation
of the latent heat flux in urban areas; which tends to be quite low and is often neglected.
However, the determination of the latent heat could be explored using similar methods used
in quantifying net radiation and residual heat storage. Upon quantification of sensible and
latent heat fluxes, the net radiation and storage heat can be combined to create a residual
that may be representative of the anthropogenic influence on the energy balance in cities.
This residual may be the final missing link in closing the energy balance in urban areas.
Additionally, it may be possible to develop an image processing technique for determining
advective flux in urban areas using multi-point neighboring pixel analyses, howver, this
remains a hypothesis.
The machine learning approaches, physics-based methods, and high temporal resolution
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models with the GOES-16 satellite act as a framework for determining each of the surface
energy balance components. Thus, going forward, it may be possible to extrapolate some
or all of the methods presented here to capture and close the uSEB. This could in turn
improve and further indicate areas of deficiency in the current understanding of how the
thermodynamics of urban areas impacts our weather and climate. The continuation of the
work presented here will likely have huge impacts on numerical modeling, real-time tracking
of vulnerable populations during extreme weather events, and a better understanding of how
cities store, release, and exchange energy across widely heterogeneous areas.

Appendix A
A.1

GPS-Enabled Infrared Camera With Thermocouple for Real-Time Land Surface Temperature Calibration

Patent Application Number: 62/945582
Filing Date : December 9, 2019
Inventors: Joshua E. Hrisko and Prathap Ramamurthy
Applicant : Research Foundation of the City University of New York
This disclosure provides a system that is capable of calibrating aerial remote sensing
data in a variable emissivity environment. The system is capable of calibrating satellite land
surface temperature in areas with impervious surfaces (cities) is minimally tested, and not a
part of the routine calibration. This sensor enables calibration by taking direct measurements
of surface temperatures (see Fig. A.1 for the working principle).
The disclosed system uses an infrared thermopile, thermocouple, and GPS module to create a real-time updating approximation of land surface temperature for a given surface. The
thermocouple acts as a ’true land surface temperature’ and the infrared thermopile works as
a from-a-distance temperature sensor pointed at the surface (ground). The thermocouple is
used to calibrate emissivity of a surface, and the user can point the thermopile at a given
149
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Figure A.1: Working principle for infrared sensor
surface (ground) without requiring constant contact with a surface (needed for thermocouple). Using a radiation balance and the Stefan-Boltzmann relationship, the emissivity can
be approximated as:
4
4
Tobj
− Tamb
= 4
4
Ttc − Tamb

(A.1)

where  is the surface (ground) material’s emissivity for the given infrared wavelength
range (sensor-dependent). Tobj the temperature measured by the thermopile at emissivty
equal to 1, Tamb is the ambient temperature measured by a separate sensor onboard the
thermopile, and Ttc is the true surface (ground) temperature measured by the thermocouple.
This real-time, non-contact system can help calibrate satellite points by providing multipoint correlations within a given satellite pixel that can subsequently be used to calibrate
satellite land surface temperature algorithms. The GPS module allows the sensor system to
be correlated spatially and temporally back to the appropriate satellite pixel, which facilitates
the correlation further. The sensor, lastly, logs the data using a micro SD card, which acts
to create a full-scale portable land surface temperature datalogger.
The drawing components in Fig. A.2 can be broken down as:
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Figure A.2: Infrared sensor CAD drawing with components
1. Thermocouple
2. IR thermopile
3. GPS module
4. Microcontroller
5. OLED display
6. LiPo battery
7. Thermocouple supports
8. SD data module environment
While the invention has been described with reference to certain embodiments, it will be
understood by those skilled in the art that various changes may be made and equivalents
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may be substituted for elements thereof to adapt to particular situations without departing
from the scope of the disclosure. Therefore, it is intended that the claims not be limited
to the particular embodiments disclosed, but that the claims will include all embodiments
falling within the scope and spirit of the appended claims.
What is claimed is:
1. A method for calibrating a satellite, the method comprising:
measuring temperature of a ground surface location, the measuring occurring with a
non-contact sensor comprising: a thermocouple, an infrared thermopile, a global positioning
satellite module, a data storage device, a computer processor. Logging, in the data storage
device, the temperature of the ground surface location and simultaneously logging a location where the measuring occurred, the location being determined by the global positioning
satellite module; calibrating the satellite based on the temperature and the location that
were logged.
The inverse of Eqn. A.1 is also used as the approximate LST value for the IR sensor:

TLST ≈

4
4
Tobj
− Tamb
4
+ Tamb


1/4
(A.2)

where TLST is the land surface temperature approximated by the non-contact IR sensor
after the thermocouple is removed from the ground. This LST temperature allows for faster
and easier collection of temperature points on the ground.
A handheld infrared sensor framework was introduced as a method of calibrating land
surface temperature data produced by environmental satellites, specifically for improved
representation in urban environments. The design and implementation of the sensor was
presented, and the necessary steps for a large-scale analysis to follow. In the future, the
research will be expanded in both New York City and to other cities with varying landscapes
– all with the desire to decrease the uncertainty between land surface temperature derived
from satellites and ground-truth surface temperature.

Appendix B
The following derivations are based on the methods employed by Stull in Boundary Layer
Meteorology (Stull 2012a), with citations where modifications have been made.

B.1

Derivation of Turbulent Boundary Layer Equations

The continuity or mass conservation equation, in conservation form, can be written as:
∂ρ ∂(ρui )
+
=0
∂t
∂xi

(B.3)

where ρ is the fluid density and ui represents the fluid component velocity in the x-, y-, and
z- directions compressed using Einstein notation. The momentum equation can be written
similarly in three dimensional space:
∂(ρui ) ∂(ρui uj )
∂p
∂τij
+
= −ρgi + ijk fc uk −
+
∂t
∂xj
∂xi
∂xj

(B.4)

the Coriolis term has been added to account for the rotation of the earth, and is the only nontraditional term in the Navier-Stokes representation of momentum conservation. Continuing
with the conservation of heat through advective diffusion:
∂θ ∂(uj θ)
∂ 2θ
1 ∂Q∗j
Lp E
+
= νθ 2 −
−
∂t
∂xj
∂xj
ρCp ∂xj
ρCp
153

(B.5)
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where θ is used to represent the potential temperature here, νθ is the thermal diffusivity,
and Cp is the specific heat capacity at constant pressure. The first three terms complete the
standard advection-diffusion equation, and the last two terms represent sinks due to radiation
and latent heat. The Q∗j is a radiation term that accounts for the net all-wave energy radiated
into a given direction. The final latent heat term contains two unique variables: the latent
heat, Lp , that relates to the phase change happening in E, which depends on the state of
the material (liquid, solid).
Lastly, the ideal gas law will be useful for applying the above equations to the atmosphere:

p = ρRTv

(B.6)

where R is the universal gas constant for dry air (R = 287 J·K−1 kg−1 ), and Tv is the virtual
absolute temperature. All four equations presented here will be used to compute and analyze
the turbulent and mean parameters associated with the balance of energy into and out of
the Earth’s surface.

B.1.1

Reynolds Decomposition

Each variable can be defined as a combination of a mean and fluctuating component:

ui = ui + u0i

(B.7)

ρ = ρ + ρ0

(B.8)

θ = θ + θ0

(B.9)

p = p + p0

(B.10)
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recalling the definition of the mean and deviation:
N
1 X
yi
y=
N i=1

(B.11)

N
1 X
y = yi −
yi
N i=1

(B.12)

0

taking the mean of an already-averaged variable gives:
N
1 X
(y) =
y=y
N i=0

(B.13)

taking the mean of a fluctuating part results in the following:
N
N
1 X
1 X
0
yi −
y =
yj
N i=0
N j=1

!

N
1 X
=y−
y=0
N i=0

(B.14)

These relationships will be used to simplify the continuity, momentum, and heat equations
that formulate the elements of boundary layer meteorology.

B.1.2

Reynolds-Averaged Continuity Equation

The continuity equation can be written as:
∂(ρ + ρ0 ) ∂((ρ + ρ0 ) · (ui + u0i ))
+
=0
∂t
∂xi

(B.15)

and if the condition of incompressibility is assumed, the continuity equation can be simplified:
∂(ui + u0i )
=0
∂xi

(B.16)

by taking the mean of the entire continuity equation, the following can be stated:
∂(ui + u0i )
∂ui
=
=0
∂xi
∂xi

(B.17)
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subtracting this result from Eqn. B.16 leads to the following:
∂u0i
=0
∂xi

(B.18)

The results found in Eqns. B.17 and B.18 will be used to simplify the momentum and heat
equations as they are derived in the forthcoming sections.

B.1.3

Reynolds-Averaged Navier-Stokes (RANS) Equation

The momentum equation can also be expanded into its mean and fluctuating parts:
∂((ρ + ρ0 )(ui + u0i )) ∂((ρ + ρ0 )(ui + u0i )(uj + u0j ))
+
=
∂t
∂xj
0

− (ρ + ρ )gi + ijk fc (uk +

u0k )

∂(p + p0 ) ∂(τij + τij0 )
+
(B.19)
−
∂xi
∂xj

The stress term is defined as follows, for a Newtonian fluid:




 τ11 τ12 τ13

τij = 
 τ21 τ22 τ23

τ31 τ32 τ33







(B.20)

where each component stress term can be written:

τij = µ

∂ui ∂uj
+
∂xj
∂xi


+ δij λ

∂uk
∂xk

(B.21)

The variables µ and λ are the first and second viscosity coefficients, also called the shear
and volume viscosities, respectively. Applying the Reynolds decomposition to the stresses:

τij +

τij0


=µ

∂(ui + u0i ) ∂(uj + u0j )
+
∂xj
∂xi


+ δij λ

∂(uk + u0k )
∂xk

(B.22)
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incorporating Eqn. B.22 into Eqn. B.19:
∂((ρ + ρ0 )(ui + u0i )) ∂((ρ + ρ0 )(ui + u0i )(uj + u0j ))
+
=
∂t
∂xj
∂(p + p0 )
+ ...
− (ρ + ρ0 )gi + ijk fc (uk + u0k ) −
∂xi
 


∂
∂(ui + u0i ) ∂(uj + u0j )
∂(uk + u0k )
µ
+
+ δij λ
(B.23)
∂xj
∂xj
∂xi
∂xk
simplifying for incompressible flow and dividing out the density fluctuations:
∂(ui + u0i ) ∂((ui + u0i )(uj + u0j ))
ijk fc (uk + u0k )
1
∂(p + p0 )
+
= −gi +
−
+ ...
∂t
∂xj
(ρ + ρ0 )
(ρ + ρ0 ) ∂xi
 2

µ
∂ (ui + u0i ) ∂ 2 (uj + u0j )
δij λ ∂ 2 (uk + u0k )
(B.24)
+
+
(ρ + ρ0 )
∂x2j
∂xi ∂xj
(ρ + ρ0 ) ∂xj ∂xk
The second coefficient of viscosity, λ, for incompressible, Newtonian fluids is most commonly
approximated as λ ≈ −2/3µ. Thus, Eqn. B.24 can be updated:
∂(ui + u0i ) ∂((ui + u0i )(uj + u0j ))
ijk fc (uk + u0k )
1
∂(p + p0 )
+
= −gi +
−
+ ...
∂t
∂xj
(ρ + ρ0 )
(ρ + ρ0 ) ∂xi
 2

∂ (ui + u0i ) ∂ 2 (uj + u0j )
µ
2 ∂ 2 (uk + u0k )
+
− δij
(B.25)
(ρ + ρ0 )
∂x2j
∂xi ∂xj
3 ∂xj ∂xk
simplifying and combining indices:
∂(ui + u0i ) ∂((ui + u0i )(uj + u0j ))
ijk fc (uk + u0k )
1
∂(p + p0 )
+
= −gi +
−
+ ...
∂t
∂xj
(ρ + ρ0 )
(ρ + ρ0 ) ∂xi
 2

µ
∂ (ui + u0i ) ∂ 2 (uj + u0j ) 2 ∂ 2 (uk + u0k )
+
−
(B.26)
(ρ + ρ0 )
∂x2j
∂xi ∂xj
3 ∂xi ∂xk
realizing that the last two viscous terms contain the continuity relationship in Eqn. B.16
under the incompressible assumption, the Reynolds decomposed momentum equation takes
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the following form:
∂(ui + u0i ) ∂((ui + u0i )(uj + u0j ))
ijk fc (uk + u0k )
+
= −gi +
− ...
∂t
∂xj
(ρ + ρ0 )
∂(p + p0 )
µ
∂ 2 (ui + u0i )
1
+
(B.27)
(ρ + ρ0 ) ∂xi
(ρ + ρ0 )
∂x2j
By making the approximation that density fluctuations when multiplied by velocity and
pressure components can be assumed zero, the following simplification can be made:
∂(ui + u0i ) ∂((ui + u0i )(uj + u0j ))
+
= −gi + ijk fc (uk + u0k ) − ...
∂t
∂xj
1
∂(p + p0 )
∂ 2 (ui + u0i )
(B.28)
+
ν
(ρ + ρ0 ) ∂xi
∂x2j
where the Coriolis term has absorbed the mean density, and the kinematic viscosity has
been defined as the ratio of the first coefficient of viscosity by the mean density. Another
simplification can be made by incorporating the continuity equation into the second term
above:
∂(ui + u0i )
∂(ui + u0i )
+ (uj + u0j )
= −gi + ijk fc (uk + u0k ) − ...
∂t
∂xj
∂ 2 (ui + u0i )
∂(p + p0 )
1
+
ν
(B.29)
(ρ + ρ0 ) ∂xi
∂x2j
Now, Eqn. B.29 can be averaged over time:
∂(ui + u0i )
∂(ui + u0i )
+ (uj + u0j )
= −gi + ijk fc (uk + u0k ) − ...
∂t
∂xj
1
∂(p + p0 )
∂ 2 (ui + u0i )
+
ν
(B.30)
(ρ + ρ0 ) ∂xi
∂x2j
collecting terms and applying the rules of means and incompressibility, we can simplify the
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Reynolds-averaged momentum equation:
∂ui
∂u0
∂ 2 ui
∂ui
1 ∂p
+ uj
+ u0j i = −gi + ijk fc uk −
+ν 2
∂t
∂xj
∂xj
ρ ∂xi
∂xj

(B.31)

using the identity:
∂u0j
∂u0j u0i
∂u0
∂u0
= u0j i + u0i
= u0j i
∂xj
∂xj
∂xj
∂xj

(B.32)

averaging and substituting into B.31 for the third term, we get the final Reynolds-Averaged
Navier-Stokes (RANS) equation that preserves the Coriolis force:
∂ui
∂ui
+ uj
+
∂t
∂xj
|{z}
| {z }

storage

advection

∂u0j u0i
∂xj
| {z }

turbulentf luxes

1 ∂p
∂ 2 ui
= − gi + ijk fc uk −
+ν 2
ρ ∂xi
∂x
|{z} | {z } | {z } | {z j}
gravity

Coriolis

pressure

(B.33)

viscosity

The RANS equation can be used to model mean flows in the boundary layer, where
the existence of turbulent flux terms indicates that turbulence plays an important role in
accurately predicting mean flow parameters.

B.1.4

Reynolds-Averaged Heat Equation

The same decomposition methods can be applied to the heat equation:
∂(θ + θ0 ) ∂((uj + u0j )(θ + θ0 ))
∂ 2 (θ + θ0 )
+
= νθ
− ...
∂t
∂xj
∂x2j
∂(Q∗j + Q∗j 0 )
1
Lp E
−
(B.34)
0
(ρ + ρ )Cp
∂xj
(ρ + ρ0 )Cp
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where the latent heat term is considered a body source and does not have a fluctuating part.
Now, averaging the entire equation:
∂(θ + θ0 ) ∂((uj + u0j )(θ + θ0 ))
∂ 2 (θ + θ0 )
+
= νθ
− ...
∂t
∂xj
∂x2j
∂(Q∗j + Q∗j 0 )
1
Lp E
−
(B.35)
(ρ + ρ0 )Cp
∂xj
(ρ + ρ0 )Cp
simplifying using the rules of means:
∂(Q∗j + Q∗j 0 ) Lp E
∂θ ∂((uj + u0j )(θ + θ0 ))
∂ 2θ
1
+
= νθ 2 −
−
∂t
∂xj
∂xj
(ρ + ρ0 )Cp
∂xj
ρCp

(B.36)

again, the pressure fluctuation can be assumed much less than the radiation:
Lp E
∂ 2θ
1 ∂Q∗j
∂θ ∂((uj + u0j )(θ + θ0 ))
= νθ 2 −
−
+
∂t
∂xj
∂xj
ρCp ∂xj
ρCp

(B.37)

The second term can be simplified:
∂θ
∂uj ∂u0j θ0
1 ∂Q∗j
Lp E
∂θ
∂ 2θ
+ uj
+θ
+
= νθ 2 −
−
∂t
∂xj
∂xj
∂xj
∂xj
ρCp ∂xj
ρCp

(B.38)

Lastly, the continuity equation can be applied to result in the final Reynolds-averaged heat
equation:
∂θ
∂θ
+ uj
+
∂t
∂xj
|{z}
| {z }

storage

advection

∂u0j θ0
∂xj
| {z }

turbulentf lux

∂ 2θ
1 ∂Q∗j
= νθ 2 −
−
∂xj
ρCp ∂xj
| {z }
| {z }
dif f usivity

radiation

Lp E
ρCp
| {z }

(B.39)

latent−heat

The Reynolds-averaged heat (RAH) equation is one of the governing equation for the surface
energy balance and how energy is partitioned when investigating how energy flows into and
out of the Earth’s surface. In the next section, some meaningful equations will be derived
using the RANS and RAH equations.
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Reynolds-Averaged Equation of State

The equation of state can also be decomposed into its mean and fluctuating parts:

p + p0 = R(ρ + ρ0 )(Tv + Tv0 )

(B.40)

The above can be Reynolds averaged to give:
p
= ρTv + ρ0 Tv0
R

(B.41)

subtracting Eqn. B.41 from Eqn. B.40:
p0
= (ρ + ρ0 )(Tv + Tv0 ) − (ρTv + ρ0 Tv0 )
R

(B.42)

p0
= ρTv0 + ρ0 Tv + ρ0 Tv0 − ρ0 Tv0
R

(B.43)

simplifying leads to:

substituting the mean density from Eqn. B.41 into B.43:
p0
=
R



p
ρ0 Tv0
−
Tv R
Tv



ρ0 Tv0
1
−
Tv R
pTv



Tv0 + ρ0 Tv + ρ0 Tv0 − ρ0 Tv0

(B.44)

dividing by the mean pressure:
p0
=
pR



Tv0 +

ρ0 Tv ρ0 Tv0
ρ0 Tv0
+
−
p
p
p

(B.45)

making the approximation that fluctuating terms of order greater than one are very close to
zero when divided by the mean pressure:
p0
T0
ρ0 Tv
= v +
pR
p
Tv R

(B.46)
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by substituting Eqn. B.41 into the last term in Eqn. B.46 for mean virtual temperature:
p0
T0
ρ0
= v +
pR
p
Tv R



p
ρ0 Tv0
−
ρR
ρ


(B.47)

and finally, getting rid of higher order fluctuating terms, and dividing out the gas constant,
the linearized perturbation equation of state results:
p0
T 0 ρ0
= v+
p
ρ
Tv

(B.48)

The pressure ratio is often assumed to be zero, which leads to the common relationship
between temperature fluctuations and density fluctuations:
T0
ρ0
=− v
ρ
Tv

(B.49)

Lastly, Stull makes the further approximation that the same relationship applies for virtual
potential temperature as well:
θ0
ρ0
=− v
ρ
θv

(B.50)

Going forward, the linearized perturbation equation of state will help remove density fluctuations from the momentum equation and simplify the turbulent kinetic energy (TKE)
equation, derived in the next section.

B.1.6

Turbulent Kinetic Energy (TKE) Equation

The turbulent kinetic energy (TKE) equation is often used as a diagnostic tool for understanding phenomena that occur within the Earth’s boundary layer. Processes such as
shear flow, buoyancy, dissipation, and moisture can be parameterized to better understand
weather and climate on Earth. Thus, the TKE equation is an essential tool for meteorological
analyses.
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The turbulent kinetic energy is defined as the mean of the squared turbulent velocity
components:

1
1  02
02 + w 02
e = u02
=
u
+
v
2 i
2

(B.51)

where e is defined as the turbulent kinetic energy density, sometimes referred to as TKE/m.
The velocity components are defined u, v, w as the component velocities in the x-, y-, and zdirections.
Returning to the mean and fluctuating components of the momentum equation (Eqn.
B.19), the incompressible assumption can be carried out, along with a division of the entire
equation by dividing also by the mean density:
∂((1 +

ρ0
)(ui
ρ

∂t

+ u0i ))

+

∂((1 +

ρ0
)(ui
ρ

+ u0i )(uj + u0j ))

=
∂xj
1
1 ∂(p + p0 ) 1 ∂(τij + τij0 )
ρ0
− (1 + )gi + ijk fc (uk + u0k ) −
+
(B.52)
ρ
ρ
ρ ∂xi
ρ
∂xj

for the terms where the density fluctuation are multiplied by a velocity component, the
density fluctuation divided the mean can be ignored. This gives the following:
∂(ui + u0i ) ∂((ui + u0i )(uj + u0j ))
+
=
∂t
∂xj
ρ0
1
1 ∂(p + p0 ) 1 ∂(τij + τij0 )
+
(B.53)
− (1 + )gi + ijk fc (uk + u0k ) −
ρ
ρ
ρ ∂xi
ρ
∂xj
incorporating the relationship between density and virtual potential temperature from Eqn.
B.50, specifically for the vertical direction:
∂(ui + u0i ) ∂((ui + u0i )(uj + u0j ))
+
=
∂t
∂xj


1
1 ∂(p + p0 ) 1 ∂(τij + τij0 )
θv0
− δi3 1 −
g + ijk fc (uk + u0k ) −
+
(B.54)
ρ
ρ ∂xi
ρ
∂xj
θv
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making the same incompressible approximations for the viscous component and the advective
component results in the further simplification of the above momentum equation:
∂(ui + u0i )
∂(ui + u0i )
+ (uj + u0j )
=
∂t
∂xj


θv0
1
∂ 2 (ui + u0i )
1 ∂(p + p0 )
− δi3 1 −
g + ijk fc (uk + u0k ) −
+ν
(B.55)
ρ
ρ ∂xi
∂x2j
θv
subtracting the RANS equation (Eqn. B.33) from above results in the following:
∂u0j u0i
∂u0i
∂ui
∂u0
∂u0
+ u0j
+ uj i + u0j i −
=
∂t
∂xj
∂xj
∂xj
∂xj

δi3

θv0
θv



g + ijk fc u0k −

∂ 2 u0
1 ∂p0
+ ν 2i (B.56)
ρ ∂xi
∂xj

where, again, the Coriolis term has absorbed the pressure term.
The transformation from turbulent velocity fluctuation component to TKE is done by
multiplying Eqn. B.56 by the velocity component ui results in the following:
∂u0
u0i i
∂t

+

u0i u0j

0
∂u0j u0i
∂ui
∂u0i
0
0 0 ∂ui
0
+ ui uj
+ ui uj
− ui
=
∂xj
∂xj
∂xj
∂xj
 0
θv
∂ 2 u0
1 ∂p0
0
+ ui δi3
g + u0i ijk fc u0k − u0i
+ u0i ν 2i (B.57)
ρ ∂xi
∂xj
θv

the product rule is particularly important during the next steps:

uj

∂(u0i u0i )
∂u0
= 2u0i i
∂t
∂t

(B.58)

∂(u0i u0i )
∂u0
= 2uj u0i i
∂xj
∂xj

(B.59)

0
∂u0j u02
∂u0j
∂u0
∂u0
i
0 0 ∂ui
= u0j u0i i + u0i u0j i + u02
=
2u
u
i
j i
∂xj
∂xj
∂xj
∂xj
∂xj

(B.60)
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which leads to the following:
∂u0j u0i
1 ∂u02
∂ui 1 ∂u02
1 ∂u0j u02
i
i
+ u0i u0j
+ uj i +
− u0i
=
2 ∂t
∂xj 2 ∂xj
2 ∂xj
∂xj
 0
1 ∂p0
∂ 2 u0
θv
0
g + u0i ijk fc u0k − u0i
+ u0i ν 2i (B.61)
ui δi3
ρ ∂xi
∂xj
θv
once again, Reynolds averaging:
∂u0j u0i
1 ∂u02
1 ∂u02
1 ∂u0j u02
i
i
i
0 0 ∂ui
0
+ ui uj
+ uj
+
− ui
=
2 ∂t
∂xj 2 ∂xj
2 ∂xj
∂xj
 0
∂ 2 u0
θv
1 ∂p0
0
ui δi3
g + u0i ijk fc u0k − u0i
+ u0i ν 2i (B.62)
ρ ∂xi
∂xj
θv
the fifth term on the left-hand side is zero because the fluctuating part is being multiplied
by a mean parameter, then averaged:
1 ∂u0j u02
∂ui 1 ∂u02
1 ∂u02
i
i
+ u0i u0j
+ uj i +
= δi3
2 ∂t
∂xj 2 ∂xj
2 ∂xj

u0i θv0
θv

!
g + ...

1 ∂p0
∂ 2 u0
ijk fc u0i u0k − u0i
+ νu0i 2i (B.63)
ρ ∂xi
∂xj
looking directly at the Coriolis term:

ijk fc u0i u0k = fc (u01 u03 + u02 u01 + u03 u02 − u03 u01 − u01 u02 − u02 u03 )

(B.64)

averaged flux variables are interchangeable:

u0i u0j = u0j u0i

(B.65)

ijk fc u0i u0k = 0

(B.66)

Therefore, the Coriolis term:
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This simplification gives:
1 ∂u02
∂ui 1 ∂u02
1 ∂u0j u02
i
i
+ u0i u0j
+ uj i +
= δi3
2 ∂t
∂xj 2 ∂xj
2 ∂xj

u0i θv0
θv

!

1 ∂p0
∂ 2 u0
g − u0i
+ νu0i 2i
ρ ∂xi
∂xj

(B.67)

The next adjustment is with the dissipation term. Again, using the product rule:
∂
∂ 2 u02
i
=
2
∂xj
∂xj



∂u02
i
∂xj



∂
=
∂xj



0
0 ∂ui
2ui
∂xj

(B.68)

this results in the following:
∂ 2 u02
i
=2
∂x2j



∂u0i
∂xj

2

+ 2u0i

∂ 2 u0i
∂x2j

(B.69)

The resulting relationship with the original viscous term is as follows:
2 0
ui
∂x2j

∂
νu0i

ν ∂ 2 u02
i
=
−ν
2 ∂x2j



∂u0i
∂xj

2
(B.70)

Reynolds averaging the result and inserting back into Eqn. B.67:
1
1 ∂u0j u02
i
0 0 ∂ui
+ ui uj
+ uj
+
= δi3
2 ∂t
∂xj 2 ∂xj
2 ∂xj
1 ∂u02
i

∂u02
i

u0i θv0
θv

!
g − ...
 0 2
∂ui
1 0 ∂p0
ν ∂ 2 u02
i
ui
+
−ν
(B.71)
2
ρ ∂xi 2 ∂xj
∂xj

the final term that needs to be put into its flux form is the pressure term:
0
0
0
∂(u0i p0 )
0 ∂p
0 ∂ui
0 ∂p
= ui
+p
= ui
∂xi
∂xi
∂xi
∂xi

(B.72)
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Reynolds averaging and inserting into Eqn. B.71:
1 ∂u02
1 ∂u0j u02
∂ui 1 ∂u02
i
i
+ u0i u0j
+ uj i +
= δi3
2 ∂t
∂xj 2 ∂xj
2 ∂xj

u0i θv0
θv

!
g − ...
 0 2
1 ∂u0i p0 ν ∂ 2 u02
∂ui
i
+
−ν
(B.73)
2
ρ ∂xi
2 ∂xj
∂xj

Finally, if we take all occurrences of 0.5u02
i and replace them with e, we arrive at the TKE
equation:
∂u0j e
∂e
∂e
0 0 ∂ui
+ ui uj
+ uj
+
= δi3
∂t
∂xj
∂xj
∂xj

u0i θv0

!
g−

θv

1 ∂u0i p0
−
ρ ∂xi

(B.74)

where  is traditionally used to take the place of the dissipation term, defined as:
∂u0i
=ν
∂xj


2
−ν

∂ 2e
∂x2j

(B.75)

where, often times the time the second term is ignored. The term-by-term breakdown of the
TKE equation is given below:
∂u0j e
∂e
∂ui
∂e
+ u0i u0j
= δi3
+ uj
+
∂t
∂xj
∂xj
∂xj
|{z} | {z } | {z }
| {z }
|

storage

B.1.7

shear

advection

transport

u0i θv0
θv
{z

!
g−

buoyancy

}

1 ∂u0i p0
−
ρ ∂xi
| {z }
pressure



(B.76)

|{z}

dissipation

Boundary Layer Similarity Theory

One of the first approaches to applying the TKE equation to atmospheric flows involves
aligning the coordinate system to the mean wind direction. Then, horizontal homogeneity
is applied, wherein only derivatives in the vertical direction remain:
∂e
∂ui ∂w0 e
+ u0i w0
+
=
∂t
∂z
∂z



w0 θv0
θv


g−

1 ∂w0 p0
−
ρ ∂z

(B.77)

a common routine is applied to the simplified TKE equation above by non-dimensionalizing
the entire equation by multiplying −kz/u3∗ , where k is a constant called the von Karman
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constant, and u∗ is the friction velocity defined as:


2
2 1/4
u∗ = − u0 w 0 + v 0 w 0

(B.78)

multiplying Eqn. B.77 by −kz/u3∗ :
−kz
−kz ∂e −kz 0 0 ∂ui −kz ∂w0 e
+ 3 ui w
+ 3
= 3
3
u∗ ∂t
u∗
∂z
u∗ ∂z
u∗



w0 θv0
θv


g−

−kz 1 ∂w0 p0 −kz
− 3 
u3∗ ρ ∂z
u∗

(B.79)

the following non-dimensional definitions are defined as follows:

ζ=

z
−kzg(w0 θv0 )
=
L
θv u3∗

(B.80)

−θv u3∗
kg(w0 θv0 )

(B.81)

L=

where the parameter ζ is often used to define the stability of the atmosphere, or the ratio
of buoyancy to shear at specific heights above ground level. The parameter L, called the
Obukhov length, is a length scale that is sometimes defined as the point at which buoyant
forces first dominate over shear forces. The updated TKE equation (Eqn. B.79) incorporating stability can be written as follows:
−kz ∂e kz 0 0 ∂ui kz ∂w0 e
kz 1 ∂w0 p0 kz
−
u
w
−
=
ζ
+
+ 3
i
u3∗ ∂t
u3∗
∂z
u3∗ ∂z
u3∗ ρ ∂z
u∗

(B.82)

A subsequent analysis can be done on the non-dimensional gradients in wind velocity, where
the friction velocity can be assumed to be solely in the mean wind direction (u2∗ ≈ u0 w0 ):
−kz ∂e
kz ∂w0 e
kz 1 ∂w0 p0 kz
−
φ
−
=
ζ
+
+ 3
m
u3∗ ∂t
u3∗ ∂z
u3∗ ρ ∂z
u∗

(B.83)
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where the non-dimensional variable φm is defined as:

φm =

kz ∂ui
u∗ ∂z

(B.84)

φm is often used by numerical weather models to predict vertical velocity profiles (Krishnamurti and Bounoua 2018). It is called the non-dimensional wind shear, and by rearranging
Eqn. B.83 it’s easy to see how significant the non-dimensional parameter could be for predicting wind shear:

φm = −

kz 1 ∂w0 p0 kz
kz ∂w0 e kz ∂e
−
−
ζ
−
− 3
u3∗ ∂z
u3∗ ∂t
u3∗ ρ ∂z
u∗

(B.85)

The non-dimensional wind shear, sometimes called the flux-profile relationship for momentum, is empirically derived as a function of stability (Businger et al. 1971):

φm ∝ f (ζ)

(B.86)

The same can also be said for a flux-profile relationship for heat as well:

φH =

kz ∂θv
∝ f (ζ)
θ∗ ∂z

(B.87)

−w0 θv0
u∗

(B.88)

where the following is defined:
θ∗ =

Both flux-profile relationships are useful for empirically relating vertical wind and temperature profiles to the stability of the atmosphere, and thus are useful for modeling and
predicting weather conditions.
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Surface Energy Budget

Starting with the Reynolds-average heat equation, the heat energy into and out of the Earth’s
surface can be investigated. By multiplying through ρCp , the heat equation holds units of
[W·m−3 ]. This leads to an energy density. Further, if the equation is integrated over the
z-direction, the vertical exchange of energy flux can be approximated:
Z

∂θ
ρCp ∂z +
∂t

Z

∂θ
ρCp uj
∂z +
∂xj

Z
ρCp

∂u0j θ0
∂z =
∂xj
Z
Z
Z
∂Q∗j
∂ 2θ
kair 2 ∂z −
∂z − Lp E∂z (B.89)
∂xj
∂xj

A few simplifications can be made from here. The radiation can be approximated as primarily
from the vertical direction, thus the integration can be approximated as the net vertical
change in radiation. Second, the conduction term (formerly, diffusivity term) can be isolated
to the z-direction, as the vertically-integrated spatial conduction due to air is minimal. This
results in the following simplified vertically-integrated Reynolds-averaged heat equation:
Z

∂θ
ρCp ∂z +
∂t

Z

∂θ
ρCp uj
∂z +
∂xj

Z

∂u0j θ0
∂θ
ρCp
∂z = kair
− Q∗ −
∂xj
∂z

Z
Lp E∂z

(B.90)

Equation B.90 is a powerful tool that is used for several cases of heat transfer at the Earth’s
surface. The first thing to note is the minimal impact of the thermal conduction of air
(kair ≈ 0.02-0.03 W·m−1 K−1 ), along with the fairly small change in virtual temperature in
the near-surface boundary layer. Thus, the conductivity term can be neglected for surface
energy balance analyses. Next, the turbulent flux term can be taken solely in the vertical
direction. These simplifications results in the following:
Z

∂θ
ρCp ∂z +
∂t

Z

∂θ
ρCp uj
∂z + ρCp w0 θ0 = Q∗ −
∂xj

Z
Lp E∂z

(B.91)

The sign accompanying the net radiation term has been removed to signify that positive
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radiation heats the surface (negative radiation is cooling the surface)- this is the convention.
Next, the term with vertical fluxes of temperature and velocity can be renamed as the
sensible heat flux, QH :
Z

∂θ
ρCp ∂z +
∂t

Z

∂θ
ρCp uj
∂z = Q∗ − QH −
∂xj

Z
Lp E∂z

(B.92)

The heat equation is beginning to formulate into a balance of well-known and measurable
quantities. The latent heat term can be thought of as a bulk term, defined using a similar
conservation equation for moisture:
∂q
∂q
∂ 2q
Sq
E
+ uj
= νq 2 +
+
∂t
∂xj
∂xj
ρair ρair

(B.93)

decomposing and Reynolds averaging:
∂(q + q 0 )
∂ 2 (q + q 0 )
∂(q + q 0 )
Sq
E
+
+ (uj + u0j )
= νq
+
2
∂t
∂xj
∂xj
ρair ρair

(B.94)

and again, the mean equation looks similar to the original, with a turbulent component:
∂q
Sq
E
∂q
∂q 0
∂ 2q
+
+ uj
+ u0j
= νq 2 +
∂t
∂xj
∂xj
∂xj
ρair ρair

(B.95)

putting the turbulent term into flux form:
0
∂u0j q 0
∂u0j
∂q 0
0 ∂q
0
= uj
+q
= u0j
∂xj
∂xj
∂xj
∂xj

(B.96)

finally, we have the mean Reynolds-average moisture equation:
∂u0j q 0
∂q
∂q
∂ 2q
Sq
E
+ uj
+
= νq 2 +
+
∂t
∂xj
∂xj
∂xj
ρair ρair

(B.97)

lastly, under the assumptions of stationarity, lack of advection, lack of additional moisture
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terms (Sq ≈ 0), and minimal moisture diffusion, the relationship between latent heat and
the turbulent moisture flux can be approximated as:

E ≈ ρair

∂u0j q 0
∂xj

(B.98)

inserting this back into the simplified heat balance in Eqn. B.92:
Z

∂θ
ρCp ∂z +
∂t

Z

∂θ
ρCp uj
∂z = Q∗ − H −
∂xj

Z
Lp ρair

∂u0j q 0
∂z
∂xj

(B.99)

by approximating the moisture flux as dominantly in the z-direction, we can again make a
simplification for sensible heat flux, where the resulting heat balance is:
Z

∂θ
ρCp ∂z +
∂t

Z
ρCp uj

∂θ
∂z = Q∗ − QH − Lp ρair w0 q 0
∂xj

(B.100)

where the final term can be defined as the latent heat flux, QLE . As the final approximation
of the surface energy balance, the advection term (second term on the left-hand side of Eqn.
B.100) can be ignored for the reason that it is difficult to quantify and often approximated
as marginal next to the other four terms. The final definition in the surface energy balance
is that of the heat storage term, which is defined as the remaining integral:
Z
∆Qs =

ρCp

∂θ
∂z
∂t

(B.101)

Therefore, the final surface energy balance equation can be stated as:

Q∗ − QH − QLE − ∆Qs = 0

(B.102)

The surface energy balance given here is the primary focus of this dissertation, and the
term-by-term definitions serve as starting points for applying satellite algorithms to each of
the terms in the energy balance.
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Derivation of Satellite Thermal Variability Scheme

The heat stored in the atmospheric boundary layer is often described as a timed release of
heat due to soil at the surface of the Earth. This theory permits the existence of temporal
changes in temperature, relating back to storage in the surface energy balance (Purdy et al.
2016). However, for the urban case, there is minimal soil present and thus the conduction
and release of heat must be related to materials present in buildings, roads, and other urban
infrastructure. Figure B.3 demonstrates what a typical urban surface may look like, where
different surfaces contribute to heat storage in different ways. Looking once again at the
heat equation, neglecting radiation, latent heat, and heat transport - the differential equation
used to model heat storage in a material is:
k ∂ 2T
∂T
=
∂t
ρc ∂x2j

(B.103)

where absolute temperature, T , is used to represent the temperature of the urban material
conducting or convecting heat. The parameters k, ρ, c represent the urban material’s thermal
conductivity, density, and specific heat, respectively. This method of quantifying heat storage
can be found in the literature for soil as well (Wang et al. 2010; Bennett et al. 2008; Wang
and Bou-Zeid 2012). Equation B.103 can be simplified by assuming the heat transfer is
taking place solely in the vertical direction:
∂T
k ∂ 2T
=
∂t
ρc ∂z 2

(B.104)

The differential equation can be solved for by assuming a solution of the following form:

T (z, t) = Z(z) · Ψ(t)

(B.105)
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Figure B.3: Thermal variability scheme (TVS) demonstrating various urban surface types
being broken down into components of thermal mass, with each contributing to heat storage
in their own unique way.
Inserting this back into Eqn. B.104:
∂ 2 (Z(z)Ψ(t))
∂(Z(z)Ψ(t))
=ν
∂t
∂z 2

(B.106)

where the thermal diffusivity has been defined as:

ν=

k
ρc

(B.107)

Under the assertion that Z is solely a function of z, and Ψ is solely a function of t, the
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differential equation above (Eqn. B.106) can be simplified further:

Z(z)

∂Ψ(t)
∂ 2 (Z(z))
= Ψ(t)ν
∂t
∂z 2

(B.108)

dividing out each non-derivative leads to the following:
Z 00
Ψ0
=ν
Ψ
Z

(B.109)

This leads to a fully separable equation, where each prime indicates a derivative (for example,
Z 0 indicates a first derivative with respect to z).
A common handling of this form of separable equation assumes that both equations can
be equated to a common parameter, −β:

Ψ0 = −βνΨ

(B.110)

Z 00 = −βZ

(B.111)

The second order separable equation in x can be solved using the following proposed solution
for Z:
Z(z) = Ceαz + De−αz

(B.112)

inserting back into its differential equation:

Cα2 eαz + Dα2 e−αz = −β(Ceαz + De−αz ) → α =

p
−β

(B.113)

this gives the solution in z:
√

Z(z) = Ce

−βz

+ De−

√

−βz

(B.114)

The first order separable equation in t can be solved by assuming a solution in the following
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form:
Ψ(t) = Aeηt

(B.115)

substituting back into its differential equation:

Aηeηt = −βνAeηt → η = −βν

(B.116)

The final representation for temperature is given as follows:
√

T (z, t) = (C0 e

−βz

√

+ C1 e −

−βz

)e−βνt

(B.117)

The following boundary conditions are imposed:

k

∂T
∂z

=0

(B.118)

z=z1

This boundary condition is imposed under the assumption that at the deepest point in the
material the temperature change is minimal (Wang 2012). The next boundary condition
defines the heat storage as the heat flux at some depth in the material z = z0 :

k

∂T
∂z

= ∆Qs (t)

(B.119)

z=z0

Next, two temperature conditions are imposed at z = z0 :

T (z0 , t0 ) = T0

(B.120)

T (z0 , t1 ) = T1

(B.121)

The first implementation of the boundary conditions can be carried out for t0 and t1 by
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dividing the two temperatures:
T (z0 , t0 )
e−βνt0
T0
= −βνt1 =
T (z0 , t1 )
e
T1

(B.122)

solving for β leads to the following:

β=

ln T0 − ln T1
ν(t1 − t0 )

(B.123)

Next, imposing the boundary condition on z = z1 :
∂T
∂z

= (C0

√
√
p
p
−βe −βz1 − C1 −βe− −βz1 )e−βνt = 0

(B.124)

z=z1

simplifying concludes the following:
√

C1 = C0 e 2

−βz1

(B.125)

The final boundary condition can be imposed:

k

∂T
∂z

= k(C0

√
√
√
p
p
−βe −βz0 − C0 e2 −βz1 −βe− −βz0 )e−βνt = ∆Qs (t)

(B.126)

z=z0

simplifying:
∆Qs (t)eβνt
√
√
C0 = √
k −β(e −βz0 − e− −β(z0 −2z1 ) )

(B.127)

Inserting back into the solution for temperature:

T (z, t) =

∆Qs (t)eβνt
√
√
√
k −β(e −βz0 − e− −β(z0 −2z1 ) )


(e

√
−βz

+ e−

√

−βz

)e−βνt

(B.128)

Finally, a simplified relationship between temperature and heat storage is proposed:
√

√

∆Qs (t)
(e −βz + e− −βz )
√
√
T (z, t) = √
k −β (e −βz0 − e− −β(z0 −2z1 ) )

(B.129)
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The heat storage from this point can be predicted by assuming temperature is always being
measured at z = z0 , thus we can solve the equation above for heat storage, ∆Qs :
√

∆Qs (t) =

(e

−βz0
−
√
(e −βz0

√

p
e− −β(z0 −2z1 ) )
√
T
(z
,
t)k
−β
0
+ e− −βz0 )

(B.130)

A further simplification can be made if the assumption is that z0 = 0:
√

(1 − e2
∆Qs (t) =
2

−βz1

)

T (0, t)k

p
−β

(B.131)

The variable β needs to be investigated, specifically in the case of the negative square root:

p
−β =

s 

ln T0 − ln T1
−
ν(t1 − t0 )

(B.132)

A few absolute conditions apply to the square root above: t1 > t0 , and T0 can be greater
than or less than T1 , this results in a fluctuating imaginary and real solution to heat storage:

∆Qs =


√

√
(1 − e2 −βz1 )


T
(0,
t)k
−β


2
√


2i βz1

√
(1
−
e
)


T (0, t)ik β
2

√

where i indicates the imaginary number, i =

if T1 > T0
(B.133)
if T1 < T0

−1. If only the real part of the solution to

the condition T1 < T0 is taken, the following simplifications can be made:
√

∆Qs = Re

−ie2i
2

βz1

!
p
T (0, t)k β

(B.134)

employing Euler’s formula:
 
 T (0, t)k √β 
p
p
∆Qs = Re −i cos (2 βz1 ) + i sin (2 βz1 )
2

(B.135)
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taking only the real part:

√
p
T (0, t)k β
∆Qs =
sin (2 βz1 )
2

(B.136)

which gives the final relationship for heat storage for all changes in temperature, under a
given material thickness z1 :

√

√
(1 − e2 −βz1 )


T (0, t)k −β


2
∆Qs =
√



√
βz1 )
sin
(2


T (0, t)k β
2

if T1 > T0
(B.137)
if T1 < T0

The thickness, z1 , must be negative because it is measured below the temperature measurement point (as the satellite only measures temperature at the top of the structure/material).
For the most part, the time and temperature will mediate the heat storage in time, while
the material properties affect the size of the change, i.e. the amplitude and width in variability. This form of the heat storage solution acts as a method to approximate real-time
storage using only material properties and temporally-significant land surface temperature
measurements.
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del Campo, L., Pérez-Sáez, R., González-Fernández, L., Esquisabel, X., Fernández, I.,
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Oke, T. R., Spronken-Smith, R., Jáuregui, E. and Grimmond, C. S. (1999), ‘The energy
balance of central Mexico City during the dry season’, Atmospheric Environment 33(2425), 3919–3930.
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Verrelst, J., Muñoz, J., Alonso, L., Delegido, J., Rivera, J. P., Camps-Valls, G. and Moreno,
J. (2012), ‘Machine learning regression algorithms for biophysical parameter retrieval:
Opportunities for Sentinel-2 and-3’, Remote Sensing of Environment 118, 127–139.

BIBLIOGRAPHY

215

Verstraeten, W. W., Veroustraete, F. and Feyen, J. (2005), ‘Estimating evapotranspiration
of european forests from noaa-imagery at satellite overpass time: Towards an operational
processing chain for integrated optical and thermal sensor data products’, Remote Sensing
of Environment 96(2), 256–276.
Vonder Haar, T. H. and Suomi, V. E. (1971), ‘Measurements of the earth’s radiation budget
from satellites during a five-year period. part i: extended time and space means’, Journal
of the Atmospheric Sciences 28(3), 305–314.
Voogt, J. and Oke, T. (2003), ‘Thermal remote sensing of urban climates’, Remote Sensing
of Environment 86(3), 370 – 384. Urban Remote Sensing.
Wagner, W., Naeimi, V., Scipal, K., de Jeu, R. and Martı́nez-Fernández, J. (2007), ‘Soil
moisture from operational meteorological satellites’, Hydrogeology Journal 15(1), 121–131.
Wan, Z., Hook, S. and Hulley, G. (2015), ‘MOD11 L2 MODIS/terra land surface temperature/emissivity 5-min L2 swath 1km V006 [data set]’, https://doi.org/10.5067/MODIS/
MOD11_L2.006. NASA EOSDIS LP DAAC.
Wang, C., Li, Y., Myint, S. W., Zhao, Q. and Wentz, E. A. (2019), ‘Impacts of spatial
clustering of urban land cover on land surface temperature across Köppen climate zones
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