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Abstract
We introduce a novel multi-source technique
for incorporating source syntax into neural
machine translation using linearized parses.
This is achieved by employing separate en-
coders for the sequential and parsed ver-
sions of the same source sentence; the re-
sulting representations are then combined us-
ing a hierarchical attention mechanism. The
proposed model improves over both seq2seq
and parsed baselines by over 1 BLEU on
the WMT17 English→German task. Further
analysis shows that our multi-source syntactic
model is able to translate successfully without
any parsed input, unlike standard parsed meth-
ods. In addition, performance does not dete-
riorate as much on long sentences as for the
baselines.
1 Introduction
Neural machine translation (NMT) typically
makes use of a recurrent neural network (RNN)
-based encoder and decoder, along with an at-
tention mechanism (Bahdanau et al., 2015; Cho
et al., 2014; Kalchbrenner and Blunsom, 2013;
Sutskever et al., 2014). However, it has been
shown that RNNs require some supervision to
learn syntax (Bentivogli et al., 2016; Linzen et al.,
2016; Shi et al., 2016). Therefore, explicitly incor-
porating syntactic information into NMT has the
potential to improve performance. This is partic-
ularly true for source syntax, which can improve
the model’s representation of the source language.
Recently, there have been a number of propos-
als for using linearized representations of parses
within standard NMT (Aharoni and Goldberg,
2017; Li et al., 2017; Nadejde et al., 2017). Lin-
earized parses are advantageous because they can
inject syntactic information into the models with-
out significant changes to the architecture. How-
ever, using linearized parses in a sequence-to-
sequence (seq2seq) framework creates some chal-
lenges, particularly when using source parses.
First, the parsed sequences are significantly longer
than standard sentences, since they contain node
labels as well as words. Second, these systems
often fail when the source sentence is not parsed.
This can be a problem for inference, since the
external parser may fail on an input sentence at
test time. We propose a method for incorporat-
ing linearized source parses into NMT that ad-
dresses these challenges by taking both the se-
quential source sentence and its linearized parse
simultaneously as input in a multi-source frame-
work. Thus, the model is able to use the syntac-
tic information encoded in the parse while falling
back to the sequential sentence when necessary.
Our proposed model improves over both standard
and parsed NMT baselines.
2 Related Work
2.1 Seq2seq Neural Parsing
Using linearized parse trees within sequential
frameworks was first done in the context of neural
parsing. Vinyals et al. (2015) parsed using an at-
tentional seq2seq model; they used linearized, un-
lexicalized parse trees on the target side and sen-
tences on the source side. In addition, as in this
work, they used an external parser to create syn-
thetic parsed training data, resulting in improved
parsing performance. Choe and Charniak (2016)
adopted a similar strategy, using linearized parses
in an RNN language modeling framework.
2.2 NMT with Source Syntax
Among the first proposals for using source syntax
in NMT was that of Luong et al. (2016), who in-
troduced a multi-task system in which the source
data was parsed and translated using a shared en-
coder and two decoders. More radical changes to
the standard NMT paradigm have also been pro-
posed. Eriguchi et al. (2016) introduced tree-to-
sequence NMT; this model took parse trees as in-
put using a tree-LSTM (Tai et al., 2015) encoder.
Bastings et al. (2017) used a graph convolutional
encoder in order to take labeled dependency parses
of the source sentences into account. Hashimoto
and Tsuruoka (2017) added a latent graph parser
to the encoder, allowing it to learn soft dependency
parses while simultaneously learning to translate.
2.3 Linearized Parse Trees in NMT
The idea of incorporating linearized parses into
seq2seq has been adapted to NMT as a means of
injecting syntax. Aharoni and Goldberg (2017)
first did this by parsing the target side of the train-
ing data and training the system to generate parsed
translations of the source input; this is the in-
verse of our parse2seq baseline. Similarly, Nade-
jde et al. (2017) interleaved CCG supertags with
words on the target side, finding that this improved
translation despite requiring longer sequences.
Most similar to our multi-source model is the
parallel RNN model proposed by Li et al. (2017).
Like multi-source, the parallel RNN used two en-
coders, one for words and the other for syntax.
However, they combined these representations at
the word level, whereas we combine them on the
sentence level. Their mixed RNN model is also
similar to our parse2seq baseline, although the
mixed RNN decoder attended only to words. As
the mixed RNN model outperformed the parallel
RNN model, we do not attempt to compare our
model to parallel RNN. These models are similar
to ours in that they incorporate linearized parses
into NMT; here, we utilize a multi-source frame-
work.
2.4 Multi-Source NMT
Multi-source methods in neural machine transla-
tion were first introduced by Zoph and Knight
(2016) for multilingual translation. They used one
encoder per source language, and combined the
resulting sentence representations before feeding
them into the decoder. Firat et al. (2016) expanded
on this by creating a multilingual NMT system
with multiple encoders and decoders. Libovicky`
and Helcl (2017) applied multi-source NMT to
multimodal translation and automatic post-editing
and explored different strategies for combining at-
tention over the two sources. In this paper, we
apply the multi-source framework to a novel task,
syntactic neural machine translation.
3 NMT with Linearized Source Parses
We propose a multi-source method for incorporat-
ing source syntax into NMT. This method makes
use of linearized source parses; we describe these
parses in section 3.1. Throughout this paper, we
refer to standard sentences that do not contain any
explicit syntactic information as sequential; see
Table 1 for an example.
3.1 Linearized Source Parses
We use an off-the-shelf parser, in this case Stan-
ford CoreNLP (Manning et al., 2014), to create
binary constituency parses. These parses are lin-
earized as shown in Table 1. We tokenize the
opening parentheses with the node label (so each
node label begins with a parenthesis) but keep the
closing parentheses separate from the words they
follow. For our task, the parser failed on one
training sentence of 5.9 million, which we dis-
carded, and succeeded on all test sentences. It took
roughly 16 hours to parse the 5.9 million training
sentences.
Following Sennrich et al. (2016b), our networks
operate at the subword level using byte pair encod-
ing (BPE) with a shared vocabulary on the source
and target sides. However, the parser operates at
the word level. Therefore, we parse then break
into subwords, so a leaf may have multiple tokens
without internal structure.
The proposed method is tested using both lex-
icalized and unlexicalized parses. In unlexical-
ized parses, we remove the words, keeping only
the node labels and the parentheses. In lexical-
ized parses, the words are included. Table 1
shows an example of the three source sentence for-
mats: sequential, lexicalized parse, and unlexical-
ized parse. Note that the lexicalized parse is sig-
nificantly longer than the other versions.
3.2 Multi-Source
We propose a multi-source framework for inject-
ing linearized source parses into NMT. This model
consists of two identical RNN encoders with no
shared parameters, as well as a standard RNN de-
coder. For each target sentence, two versions of
the source sentence are used: the sequential (stan-
dard) version and the linearized parse (lexicalized
or unlexicalized). Each of these is encoded simul-
Example Sentence
sequential history is a great teacher .
lexicalized parse (ROOT (S (NP (NN history ) ) (VP (VBZ is ) (NP (DT a ) (JJ great ) (NN teacher ) ) ) (. . ) ) )
unlexicalized parse (ROOT (S (NP (NN ) ) (VP (VBZ ) (NP (DT ) (JJ ) (NN ) ) ) (. . ) ) )
target sentence die Geschichte ist ein großartiger Lehrmeister .
Table 1: Example source training sentence with sequential, lexicalized parse, and unlexicalized parse versions.
We include the corresponding target sentence for reference.
taneously using the encoders; the encodings are
then combined and used as input to the decoder.
We combine the source encodings using the hi-
erarchical attention combination proposed by Li-
bovicky` and Helcl (2017). This consists of a sep-
arate attention mechanism for each encoder; these
are then combined using an additional attention
mechanism over the two separate context vectors.
This multi-source method is thus able to combine
the advantages of both standard RNN-based en-
codings and syntactic encodings.
4 Experimental Setup
4.1 Data
We base our experiments on the WMT17 (Bojar
et al., 2017) English (EN) → German (DE) news
translation task. All 5.9 million parallel train-
ing sentences are used, but no monolingual data.
Validation is done on newstest2015, while new-
stest2016 and newstest2017 are used for testing.
We train a shared BPE vocabulary with 60k
merge operations on the parallel training data. For
the parsed data, we break words into subwords af-
ter applying the Stanford parser. We tokenize and
truecase the data using the Moses tokenizer and
truecaser (Koehn et al., 2007).
4.2 Implementation
The models are implemented in Neural Mon-
key (Helcl and Libovicky`, 2017). They are trained
using Adam (Kingma and Ba, 2015) and have
minibatch size 40, RNN size 512, and dropout
probability 0.2 (Gal and Ghahramani, 2016). We
train to convergence on the validation set, using
BLEU (Papineni et al., 2002) as the metric.
For sequential inputs and outputs, the maximum
sentence length is 50 subwords. For parsed inputs,
we increase maximum sentence length to 150 sub-
words to account for the increased length due to
the parsing labels; we still use a maximum output
length of 50 subwords for these systems.
System 2016 2017
baseline seq2seq 25.0 20.8parse2seq 25.4 20.9
proposed multi-source lex 26.5 21.9multi-source unlex 26.4 21.7
Table 2: BLEU scores on newstest2016 and new-
stest2017 datasets for the baselines, unlexicalized (un-
lex), and lexicalized (lex) systems.
4.3 Baselines
Seq2seq
The proposed models are compared against two
baselines. The first, referred to here as seq2seq, is
the standard RNN-based neural machine transla-
tion system with attention (Bahdanau et al., 2015).
This baseline does not use the parsed data.
Parse2seq
The second baseline we consider is a slight modi-
fication of the mixed RNN model proposed by Li
et al. (2017). This uses an identical architecture
to the seq2seq baseline (except for a longer max-
imum sentence length in the encoder). Instead of
using sequential data on the source side, the lin-
earized parses are used. We allow the system to
attend equally to words and node labels on the
source side, rather than restricting the attention to
words. We refer to this baseline as parse2seq.
5 Results
Table 2 shows the performance on EN→DE trans-
lation for each of the proposed systems and the
baselines, as approximated by BLEU score.
The multi-source systems improve strongly
over both baselines, with improvements of up to
1.5 BLEU over the seq2seq baseline and up to
1.1 BLEU over the parse2seq baseline. In addi-
tion, the lexicalized multi-source systems yields
slightly higher BLEU scores than the unlexical-
ized multi-source systems; this is surprising be-
cause the lexicalized systems have significantly
longer sequences than the unlexicalized ones. Fi-
nally, it is interesting to compare the seq2seq
and parse2seq baselines. Parse2seq outperforms
System Source Data 2016 2017
parse2seq seq 0.6 0.5
multi-source lex seq + seq 23.6 20.0
seq + null 23.1 19.3
multi-source unlex seq + seq 23.7 19.9
seq + null 23.6 20.9
Table 3: BLEU scores on newstest2016 and new-
stest2017 when no parsed data is used during inference.
seq2seq by only a small amount compared to
multi-source; thus, while adding syntax to NMT
can be helpful, some ways of doing so are more
effective than others.
6 Analysis
6.1 Inference Without Parsed Sentences
The parse2seq and multi-source systems require
parsed source data at inference time. However,
the parser may fail on an input sentence. There-
fore, we examine how well these systems do when
given only unparsed source sentences at test time.
Table 3 displays the results of these experi-
ments. For the parse2seq baseline, we use only
sequential (seq) data as input. For the lexical-
ized and unlexicalized multi-source systems, two
options are considered: seq + seq uses identical
sequential data as input to both encoders, while
seq + null uses null input for the parsed encoder,
where every source sentence is “( )”.
The parse2seq system fails when given only se-
quential source data. On the other hand, both
multi-source systems perform reasonably well
without parsed data, although the BLEU scores are
worse than multi-source with parsed data.
6.2 BLEU by Sentence Length
For models that use source-side linearized parses
(multi-source and parse2seq), the source se-
quences are significantly longer than for the
seq2seq baseline. Since NMT already performs
relatively poorly on long sentences (Bahdanau
et al., 2015), adding linearized source parses may
exacerbate this issue. To detect whether this oc-
curs, we calculate BLEU by sentence length.
We bucket the sentences in newstest2017 by
source sentence length. We then compute BLEU
scores for each bucket for the seq2seq and
parse2seq baselines and the lexicalized multi-
source system. The results are in Figure 1.
In line with previous work on NMT on long sen-
tences (Bahdanau et al., 2015; Li et al., 2017), we
see a significant deterioration in BLEU for longer
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Figure 1: BLEU by sentence length on newstest2017
for baselines and lexicalized multi-source.
sentences for all systems. In particular, although
the parse2seq model outperformed the seq2seq
model overall, it does worse than seq2seq for sen-
tences containing more than 30 words. This indi-
cates that parse2seq performance does indeed suf-
fer due to its long sequences. On the other hand,
the multi-source system outperforms the seq2seq
baseline for all sentence lengths and does particu-
larly well for sentences with over 50 words. This
may be because the multi-source system has both
sequential and parsed input, so it can rely more on
sequential input for very long sentences.
7 Conclusion
In this paper, we presented a multi-source method
for effectively incorporating linearized parses of
the source data into neural machine translation.
This method, in which the parsed and sequential
versions of the sentence were both taken as input
during training and inference, resulted in gains of
up to 1.5 BLEU on EN→DE translation. In ad-
dition, unlike parse2seq, the multi-source model
translated reasonably well even when the source
sentence was not parsed.
In the future, we will explore adding back-
translated (Sennrich et al., 2016a) or copied (Cur-
rey et al., 2017) target data to our multi-source sys-
tem. The multi-source model does not require all
training data to be parsed; thus, monolingual data
can be used even if the parser is unreliable for the
synthetic or copied source sentences.
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