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Abstract
Hippocampal granule cells are critical relay stations to transfer spatial information
from the entorhinal cortex into the hippocampus proper. Therefore, the integrative
properties of the small-caliber granule cell dendrites were examined in this thesis, us-
ing a combination of dual somato-dendritic patch-clamp recordings and two-photon
glutamate uncaging. These experiments revealed unusual integrative properties that
differ substantially from other principal neurons. Due to a strong dendritic voltage
attenuation, the impact of individual synapses on granule cell output is low. At
the same time, integration is linear, only weakly affected by input synchrony, and
is independent of the spatial location of input sites. These integrative properties
can enhance contrast in the generation of place-specific firing maps from entorhinal
inputs and contribute to the sparse representation of space in the dentate gyrus.
ii
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1. Introduction
1.1. Synaptic integration in neuronal dendrites
A fundamental problem in neuroscience is to understand how neurons convert
synaptic input into action potential output. Most synapses of a neuron are located on
its dendrites, elaborate tree-like processes emanating from the somatic compartment
with a summed length of up to 1 cm. These dendritic trees are optimized to expand
the space for the placement of input synapses (Chklovskii, 2004; Wen et al., 2009),
form the substrate for integration of thousands of inputs (Nauta and Feirtag, 1988;
Häusser et al., 2000), and function as an important stage for signal processing in a
neuron (Lorente de Nó, 1935; Häusser and Mel, 2003). They are endowed with a
large repertoire of passive, voltage-independent, as well as active, voltage-dependent
mechanisms to process complex patterns of synaptic input (Häusser et al., 2000;
Gulledge et al., 2005; Sjöström et al., 2008). The signals that finally reach the soma
are highly transformed versions of the original inputs; thus dendritic processing has
a profound influence on the input-output transformation of neurons.
1.1.1. Passive properties of neuronal dendrites
The passive properties provide the backbone for all electrical signaling in dendritic
trees. A passive dendritic tree can be described as a linear system using cable theory
as introduced by Rall (1962): a time-dependent voltage change Vj(t) at a location j in
response to an arbitrary current input Ii(t) at location i can always be expressed as
Vj(t) = Kij ⊗ Ii(t), (1.1)
where Kij(t) is the impulse response or Green’s function of the linear system and
⊗ is the convolution operator. The Fourier transform K˜ij( f ), where f is the temporal
frequency, is referred to as transfer impedance and relates current inputs to voltage
1
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changes by Ohm’s law. Its stationary or dc value K˜ij( f =0) is the transfer resistance.
A current input at a location j causes a voltage change at this point that is propor-
tional to the input impedance K˜jj( f ). The exact structures of Kij and K˜ij depend on
the morphology and the electrotonic properties of the dendritic tree; nevertheless,
some general relations for the steady state can be derived (see e.g. Koch, 1999).
We will start with the description of the local voltage change due to an activated
synapse. A current input at location j caused by opening of synaptic channels upon
presynaptic (or uncaging-evoked) transmitter release can be described by Ohm’s law
as
Isyn,j(t) = gsyn,j(t) ·
(
Vj(t)− Esyn
)
, (1.2)
where gsyn,j is the synaptic conductance and Esyn its reversal potential. The local
steady-state membrane potential reached upon synaptic activation at j can then be
expressed with the help of the input impedance as
Vj =
K˜jjEsyngsyn,j
1 + K˜jjgsyn,j
. (1.3)
For small synaptic inputs with gsyn,j · K˜jj  1, the membrane potential changes only
little and the input can be approximated as a current source by
Vj ≈ K˜jjEsyngsyn,j. (1.4)
In this case of small input the local membrane potential changes linearly with the
input. Equation 1.3 implies that the local membrane potential Vj does not increase
indefinitely with gsyn,j. Indeed, the local membrane potential saturates when it
approaches the synaptic equilibrium potential. This can be seen explicitly in the case
of large synaptic input with gsyn,j · K˜jj  1 where the synaptic membrane potential
saturates at
Vj ≈ Esyn. (1.5)
Any further increase in the synaptic conductance does not change the membrane
potential, since there is no more net driving force across the membrane for ions
conducted by the synaptic channels.
After this description of the local membrane potential change upon synaptic
activation, we will examine the somatic impact of a synapse in the dendritic tree: a
2
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current injection Ij at location j in the dendrite leads to a voltage change at the soma
of
Vsoma = K˜j,soma · Ij (1.6)
where K˜j,soma is the transfer impedance between the dendritic site j and the soma. An
important property of the transfer impedance1 is its symmetry, i.e. K˜j,soma = K˜soma,j.
A current injected at location j generates the same membrane potential change at the
soma as a somatic current injection of the same magnitude generates at location j. A
second property of K˜ is its positivity K˜j,soma ≤ K˜jj: the input impedance is always
larger than the transfer impedance, thus the biggest membrane potential change
is always at the point of current injection. Additionally, the larger the electrotonic
distance between the soma and j is, the smaller is the transfer impedance. Hence,
K˜j,soma is related to the degree of coupling between the two sites. Importantly, since
the maximal local membrane potential change is limited by the synaptic equilibrium
potential, the impact of any input at the soma is also limited.
Until now we only introduced steady-state relationships, but due to the membrane
capacitance both input and transfer impedance are frequency-dependent. The
membrane becomes increasingly more conductive as the frequency of an injected
current increases and thus the impedances show a low-pass behavior,∣∣∣K˜j,soma ( f )∣∣∣ < ∣∣∣K˜j,soma ( f ′)∣∣∣ (1.7)
for any f > f ′.
The relationship between the local and the somatic voltage can be quantified by
the voltage transfer ratio or voltage attenuation
Aj,soma =
Vsoma
Vj
=
K˜j,soma
Kjj
. (1.8)
The inequality of K˜j,soma and K˜jj ensures that, unlike the transfer impedance, the
voltage transfer is not symmetrical (Aj,soma 6= Asoma,j), but depends on the direction
of signal propagation. Since Kjj > Kj,soma, it follows that attenuation of signals
propagating in the direction of the soma is much stronger than vice versa: Asoma,j >
Aj,soma.
For a small synaptic input at location j that can be described as a current source
1This and most other properties also hold true for any two points in the neuron.
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the somatic membrane potential change is given by
Vsoma = K˜j,soma Isyn,j. (1.9)
Hence, the variability of the somatic membrane potential amplitude with synaptic
location is governed by the variation of K˜j,soma throughout the dendritic tree. Writing
this expression with the help of the voltage attenuation as
Vsoma = Aj,somaVj = Aj,somaK˜jj Ij (1.10)
it becomes clear that for a current source synapse the somatic voltage is a function
of both the voltage attenuation and the local input impedance. If, as in many
neurons (Jaffe and Carnevale, 1999), K˜jj increases with distance from the soma, the
voltage attenuation may decrease, while—contrary to intuition—the somatic voltage
Vsoma remains relatively unaffected by the location of the synapse. This passive
normalization of synaptic input was demonstrated for e.g. CA3 pyramidal neurons
(Jaffe and Carnevale, 1999).
The above relations are derived for only one synaptic input. Colocalization of
multiple inputs in time and space, however, leads to nonlinear interactions between
the inputs. As an example, coincident activation of two colocalized inputs at location
j in the dendritic tree leads to sublinear summation in the soma:
Vsoma =
gsyn1,jEsynK˜j,soma
1 +
(
gsyn1,j + gsyn2,j
)
K˜jj
+
gsyn2,jEsynK˜j,soma
1 +
(
gsyn1,j + gsyn2,j
)
K˜jj
. (1.11)
This sublinear summation is caused by two mechanisms. First, activation of one
synapse increases the membrane conductance (gsyn1,j + gsyn2,j in the denominator)
and acts as a shunt for the other activated synapse (Barrett and Crill, 1974; Bernander
et al., 1991). Second, the depolarization caused by the one synapse reduces the
driving force for the other synapse, since the local membrane potential approaches
the synaptic equilibrium potential. Both effects are increasingly more pronounced
for stronger and more numerous inputs and depend on the electrotonic distance
between the synapses. When two synaptic sites at i and j are electrotonically remote,
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i.e. K˜ij → 0, the somatic voltage is simply the linear sum of both synapses
Vsoma =
gsyn1,iEsynK˜i,soma
1 + gsyn1,iK˜ii
+
gsyn2,jEsynK˜j,soma
1 + gsyn2,jK˜jj
. (1.12)
The interactions between synapses also depend on their relative timing (Tamás et al.,
2002) and, for synapses located on dendritic spines, on the electrotonic isolation of
the synaptic site at the spine head from the dendritic shaft (Shepherd et al., 1985;
Nimchinsky et al., 2002; Araya et al., 2006).
It has been observed experimentally that small excitatory postsynaptic potentials
(EPSPs) sum linearly (Langmoen and Andersen, 1983; Cash and Yuste, 1998, 1999)
and that summation of large EPSPs becomes sublinear (Langmoen and Andersen,
1983), indicating the importance of driving force loss and local shunting on dendritic
integration. A sublinear summation of inputs might be beneficial for certain compu-
tational tasks, for example coincidence detection in the auditory system (Agmon-Snir
et al., 1998).
At the end of this section we want to emphasize that most of the relations intro-
duced above are derived for the stationary case, but under physiological conditions
synaptic input is evidently far from stationary. Solving analytically for the volt-
age responses to transient conductance changes is difficult and thus the coupled
differential equations describing electrical signaling in a neuron are mostly solved
numerically (but see e.g. Butz and Cowan, 1974; Cao and Abbott, 1993). It is im-
portant to note that synaptic saturation and sublinear addition of nearby synapses
are phenomena also described for transient synaptic inputs (Rall and Rinzel, 1973;
Rinzel and Rall, 1974; Koch et al., 1982).
1.1.2. Voltage-gated ion channels in neuronal dendrites
The presence of voltage-gated and transmitter-gated ion channels in postsynaptic
sites and dendrites makes the integration of inputs much more complex in that an
analytical treatment as introduced above is no longer possible (Häusser et al., 2000;
Gulledge et al., 2005; Sjöström et al., 2008). These active elements modulate dendritic
integration and can also trigger regenerative events in many neuronal dendrites
(Häusser et al., 2000).
A plethora of voltage-gated ion channels is present in dendrites, but only a
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selection of prominent examples of currents influencing synaptic integration is
presented here:
• Activation of the dendritic transient potassium current IA can prevent large,
rapid dendritic depolarizations and thereby regulate propagation of dendritic
signals. The IA contributes to the attenuation of backpropagating action
potentials (Kampa and Stuart, 2006), reduces EPSP size (Hoffman et al., 1997),
and takes part in the sublinear summation of EPSPs in CA1 pyramidal cells
(Cash and Yuste, 1999).
• The hyperpolarization activated cation current Ih is deactivated upon depo-
larization and thus enhances repolarization of the membrane potential. It
shortens EPSP waveforms and thereby reduces the time window over which
temporal summation takes place (Magee, 1998, 1999; Liu and Shipley, 2008;
Williams and Stuart, 2000).
• Dendritic sodium currents can be activated by synaptic input (Magee and
Johnston, 1995b) and elevate EPSP amplitudes (Lipowsky et al., 1996). The
backpropagation of somatic action potentials into the dendrites can be actively
boosted by activation of dendritic sodium channels (Spruston et al., 1995).
• Calcium channels, mostly of the low-voltage activated T-type, are functionally
expressed in many dendrites, e.g. of CA1 pyramidal neurons (Magee and
Johnston, 1995a), layer V pyramidal neurons (Markram and Sakmann, 1994), or
cerebellar Purkinje cells (Mouginot et al., 1997). These channels can be locally
activated by synaptic input (Magee and Johnston, 1995b) and can amplify
EPSPs (Gillessen and Alzheimer, 1997). Other, high-voltage activated calcium
channels in dendrites are usually only activated by backpropagating action
potentials. All dendritic calcium channels can also activate local, calcium-
dependent signaling cascades.
Above a certain voltage or current threshold regenerative events, termed dendritic
spikes, can be generated in many dendrites incorporating voltage-gated conduc-
tances. There are two different nonlinear mechanisms, using voltage-dependent ion
channels, that can generate these dendritic spikes:
• Many types of neurons incorporate voltage-gated sodium channels in their
dendrites which support sodium-mediated, fast dendritic spikes (Wong et al.,
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1979; Benardo et al., 1982; Turner et al., 1989; Poolos and Kocsis, 1990; An-
dreasen and Lambert, 1995). These fast sodium spikes were also observed in
experiments in-vivo (Kamondi et al., 1998). The generation of these sodium
spikes depends on a fast dendritic depolarization; they can be triggered by
spatially clustered and highly synchronous input or strong local current in-
jection (Losonczy and Magee, 2006; Golding and Spruston, 1998). Dendritic
sodium spikes can be undetectable at the soma due to filtering in the dendrites;
but they nevertheless lead to supralinear integration, probably by facilitation
of local NMDA receptor unblock (Nettleton and Spain, 2000). Depending on
where sodium spiked are generated in the dendritic tree, they can also reach
the soma and have profound influence on the timing of action potential output
(Golding and Spruston, 1998; Ariav et al., 2003). It was also demonstrated
that neuronal output can be sensitive to the detection of even sub-millisecond
coincident input via dendritic sodium spikes (Softky, 1994).
• Activation of calcium channels can lead to large calcium-dominated dendritic
spikes. A calcium spike initiation zone in the apical stem dendrite of layer V
pyramidal neurons was shown to overcome the very weak coupling between
the apical tuft and the soma in these cells (Amitai et al., 1993; Larkum et al.,
1999; Schiller et al., 1997; Larkum et al., 2003). Calcium spikes can also occur in
terminal branches of CA1 pyramidal neurons, either alone (Wei et al., 2001) or
in combination with dendritic sodium spikes (Andreasen and Lambert, 1995;
Golding et al., 1999). Usually, NMDA receptors contribute to calcium spike
evoked depolarizations but are not mandatory for its initiation (Wei et al.,
2001).
1.1.3. Transmitter-gated ion channels in neuronal dendrites
There are two main types of transmitter-gated ion channels present in excitatory
spine synapses on dendrites. The first is the α-amino-3-hydroxy-5-methyl-4-isoxazole
propionic acid (AMPA) type glutamate receptor, which usually has a linear current-
voltage relationship and can thus be described by the linear cable theory introduced
above. The second type is the N-methyl-D-aspartate (NMDA) type glutamate recep-
tor. At resting membrane potential a proportion of NMDA receptors are blocked by
magnesium ions. Upon depolarization this block is relieved and the total synaptic
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conductance is increased by the now unblocked NDMA receptors (Mayer et al.,
1984). Both receptors have a reversal potential near 0 mV. The NMDA receptors have
a unitary channel conductance of 50 ps and are roughly equi-permeable to Na+ and
K+ and higher permeable for Ca 2+. AMPA type receptors usually have a unitary
channel conductance of 0.2–50 pS and are permeable2 to Na+ and K+. The activation
of NMDA receptors is much slower (10-50 ms) than the gating of AMPA receptors
and their deactivation time course is much longer than the timecourse of glutamate
in the synaptic cleft and thus will dictate the duration of the synaptic current (Din-
gledine et al., 1999). This nonlinear current-voltage relationship of NMDA receptors
can lead to local boosting effects (see fig. 1.1), even in an otherwise passive dendritic
tree: “For unto every one that hath shall be given, and he shall have abundance”
(King James Bible, Matthew 25:29). This boosting contributes to overcome the loss
of local driving force and can linearize the summation of large EPSPs (Cash and
Yuste, 1998). Depending on the exact properties of the dendrites and synapses, e.g.
the ratio of maximal NMDA to AMPA receptor conductances, summation can even
be supralinear (Carter et al., 2007). Interestingly, activation of IA can counteract the
NMDA receptor-dependent boosting, which makes the actual summation rule even
more complex and probably dependent on developmental regulation of both NMDA
receptor and IA expression (Cash and Yuste, 1999). Unblock of NMDA receptors can
also be achieved by dendritic sodium spikes. After an initial fast sodium spike a
slow large depolarization which is dependent on NMDA receptors is often observed
(Losonczy and Magee, 2006). A high proportion of activated NMDA receptors
can not only boost EPSPs but also trigger regenerative events (see fig. 1.1), termed
NMDA spikes (Schiller and Schiller, 2001). These NMDA spikes can be evoked in
thin basal dendrites (Schiller et al., 2000; Polsky et al., 2004; Major et al., 2008) and
also in the thin dendrites of the apical tuft of layer V pyramidal neurons (Larkum
et al., 2009). Like fast dendritic sodium spikes, NMDA spikes are generated by
synchronous activation of neighboring synapses. Their threshold can be lowered
by sodium and calcium conductances, but these are not mandatory for the NMDA
spike initiation.
2AMPA receptors lacking the GluR2 subunit are also permeable to calcium (Hollmann et al., 1991).
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Figure 1.1.: Different regimes of NMDA receptor effects and their current-voltage relations.
Arrows indicate the flow of a system towards a fix point indicated by circles. A passive
membrane generates a linear I-V curve and the systems moves back to the resting potential
upon any input (dark blue). Systems with voltage-dependent elements as glutamate-bound
NMDA receptors generate N-shaped I-V curves. The cyan curve shows a regime of input
boosting by activation of NMDA receptors upon progressive depolarization. When the
total NMDA conductance is large enough, regenerative NMDA spikes can be triggered
and the I-V curve (green) crosses the zero axis at three points with the middle point being
the spike threshold (green cross). When the total NMDA conductance is further increased
the threshold and resting points move together until they merge and the spikes become
self-triggered (red). Reprinted from Current Opinion in Neurobiology, 11, J. Schiller and
Y. Schiller, “NMDA receptor-mediated dendritic spikes and coincident signal amplification”,
pp. 343–348, Copyright (2001), with permission from Elsevier.
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1.1.4. Dendritic computation
Both boosting mechanisms, by voltage-gated ion channels and by NMDA type
glutamate receptors, are voltage-dependent and activate with upon depolarization.
Thus, most effective for the activation of boosting mechanisms is locally clustered
and synchronous input. This type of input is also most efficient in triggering of
local regenerative events, although the restrictions in the synchrony are higher. The
dependence on the input pattern has profound implications for the computations
that dendrites can perform: it was for example demonstrated in a computational
study that local boosting by clustered synapses with a high NMDA receptor content
can lead to input pattern discrimination in a layer V pyramidal neuron (Mel, 1992).
The integration in neuronal dendrites that permit dendritic spikes is bimodal:
triggering a dendritic spikes switches the local integration from sublinear or linear to
a supralinear mode. Therefore, synaptic input integrated with a spike has a higher
impact than input that failed to generate such a dendritic spike (Mel, 1993; Ariav
et al., 2003). Neurons with dendrites that allow spike generation can thus perform
complex computations in two-stages. In the first stage of synaptic integration every
dendritic branch can act as an independent detector of clustered and synchronous
input. In the second stage all branch outputs are integrated in the soma and,
if threshold is reached, an action potential output is generated. The dendritic
preprocessing can largely expand the computational capabilities of a neuron (Poirazi
and Mel, 2001; Poirazi et al., 2003). In addition, the local spiking can be both
trigger (Golding et al., 2002; Remy and Spruston, 2007) and substrate for local short-
(Remy et al., 2009) and long-term plasticity (Losonczy et al., 2008). Hence, every
single dendritic compartment can work not only as a detector of synchronous and
clustered input but also as a storage device for these input patterns. Thereby the total
information storage capacity of a neuron can be greatly enhanced in comparison to
“simple” synaptic plasticity.
The electrotonic structure (Carnevale et al., 1997), the distribution of ion channels
(Migliore and Shepherd, 2002; Nusser, 2009), and receptors (Nusser and Mody, 2002;
Huntley et al., 1994), and thus are the computational capabilities, are different in
many types of neurons.
The next section will focus on the dentate gyrus, in particular the dentate gyrus
granule cells, their function and their dendritic tree. The chapter will then end with
a set of questions connecting both topics.
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Figure 1.2.: Anatomy of the dentate gyrus. Schematic representation of a part of a horizontal
hippocampal brain slice. Depicted are granule cells (gc) in the cell layer of the dentate
gyrus (gcl) and their dendrites in the molecular layer (ml). The mossy fiber axons (mf) of
the granule cells traverse the hilus (hi) towards the CA3 region and on their course they
terminate with mossy fiber boutons on CA3 pyramidal cells (CA3 pc), which are located in
the pyramidal cell layer (pcl). Reprinted from Progress in Brain Research, 163, D.G. Amaral,
H.E. Scharfman, P. Lavenex, “The dentate gyrus: fundamental neuroanatomical organization
(dentate gyrus for dummies)”, pp. 3–22, Copyright (2007), with permission from Elsevier.
1.2. Functional anatomy of the dentate gyrus
The dentate gyrus is an allocortical structure and part of the hippocampal formation
in the medial temporal lobe of all mammals (Golgi, 1886; Doinikow, 1908; Squire
et al., 2004). The granule cells are the major excitatory cell type in the dentate gyrus.
Their axons, the mossy fibers, project to the CA3 region of the hippocampus proper
(fig. 1.2).
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1.2.1. Anatomy of the dentate gyrus
The dentate gyrus3 forms a longitudinally folded sheet that stretches between the
septal and temporal poles of the hippocampal formation. Typical for an allocortical
structure, the dentate gyrus consists of three layers (ml, gcl, and hi in fig. 1.2).
The outermost, the molecular layer, contains only few cells and comprises mostly
of afferent fibers and dendrites of granule cells. The second layer, the granule
cell layer, contains the densely packed cell bodies of the granule cells and is 4–8
somata thick. The third and deepest layer is the hilus, interposed between the
upper (suprapyramidal) and lower (infrapyramidal) blades of the dentate gyrus and
bordered by the CA3 subfield of the hippocampus proper.
The major excitatory cell population in the hilus are the mossy cells which provide
feed-back excitation to the granule cell population (Scharfman, 1995). Another
excitatory cell group are the semilunar granule cells, sparsely distributed in the
molecular layer, which are probably important for up-states in the dentate network
(Larimer and Strowbridge, 2009). As in every cortical region, a variety of inhibitory
interneurons is present in the dentate gyrus network (Freund and Buzsáki, 1996).
The most abundant interneurons are the basket cells, located in the granule cell layer,
that densely innervate the perisomatic region and the dendrites of granule cells.
Other types of inhibitory interneurons are chandelier or axo-axonic cells (targeting
granule cell axons), HICAP cells (hilar border neurons with ascending axons and
dendrites), MOPP cells (neurons with axons and dendrites in the molecular layer),
and HIPP cells (featuring hilar dendrites and ascending axons). All, except the
MOPP cells, are contacted by mossy fiber collaterals and thus can provide feedback
inhibition to the granule cells.
The input to the dentate gyrus derives from a number of sources. The most
prominent afferent connection is the perforant path which originates in layer II of the
entorhinal cortex (EC) and terminates in the outer two thirds of the molecular layer
(Blackstad, 1958; Amaral and Witter, 1989; Deller, 1998; Hjorth-Simonsen and Jeune,
1972; Hjorth-Simonsen, 1972). The entorhinal cortex is a multimodal association
cortex with six layers that receives inputs from all sensory areas in the brain (from
olfactory structures and via the peri- and postrhinal cortices) and from the subicular
complex in the hippocampus (van Strien et al., 2009). It can be divided into two
3The name “dentate gyrus”, or “gyrus dentatus” in Latin, derives from the serrated macroscopic
form of the human dentate gyrus (Aranzi, 1587).
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parts, the lateral entorhinal cortex (LEC) and the medial entorhinal cortex (MEC),
based on their perforant path projections. Both the MEC and LEC project to the full
septotemporal extent of the dentate gyrus. However, the LEC projects via the lateral
perforant path to the outer third and the MEC via the medial perforant path to
the the middle third of the dentate molecular layer (Hjorth-Simonsen, 1972). These
different termination zones are readily discernible in the classical Timm staining
for heavy metals. Both parts of the perforant path exhibit a rough topographic
organization: the mediolateral axis of the EC is mapped onto the proximodistal
axis along the granule cell dendrites in the molecular layer of the dentate gyrus
(Tamamaki and Nojyo, 1993; Tamamaki, 1997; Amaral et al., 2007).
Several other afferent projections terminate in the dentate gyrus: the middle
molecular layer is the target of fibers that originate in the subicular complex and
travel in the alveus. Commissural and associational inputs from the contralateral
hilus are mostly targeting the proximal third of the molecular layer (Patton and
McNaughton, 1995). Among other hippocampal structures the dentate gyrus also
receives several modulatory inputs, e.g. cholinergic fibers from the medial septum
(Leranth and Hajszan, 2007).
1.2.2. Morphology of granule cells
The granule cells are the principal cells of the dentate gyrus (Golgi, 1886; Lorente de
Nó, 1934). There are an estimated 1.2 million granule cells per hemisphere in rats
(West et al., 1991; Rapp and Gallagher, 1996) and around 5 million in the monkey
(Seress, 1988). Although there is considerable literature about adult neurogenesis
of granule cells and their functional incorporation into the dentate gyrus network
(Toni et al., 2008; Clelland et al., 2009), the absolute cell number seems to be stable
(Rapp and Gallagher, 1996), arguing for a continuous turnover. Granule cells possess
relatively small, spherical somata of 8–12 µm diameter—hence their name—and are
exclusively located in the granule cell layer.
They have a characteristic, cone-shaped apical dendritic tree that extends through-
out the molecular layer of the dentate gyrus (see gc in fig. 1.2). The tips of the
dendritic branches of mature granule cells in the supra- or infrapyramidal blades
end at the hippocampal fissure or at the pial surface of the lateral ventricle, respec-
tively. The spread of the cone-shaped dendritic field4 is up to 283 µm in transverse
4Values given here are from studies on rats. See Vuksic et al. (2008) and Williams and Matthysse
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and 194 µm in longitudinal directions (Desmond and Levy, 1982). The apical den-
dritic tree comprises of on average 29 segments and the total dendritic length varies
from 2800 µm to 3500 µm, for granule cells in the infra- and suprapyramidal blades,
respectively. Typically, a granule cell possesses 2 first order dendrites and nearly
70% of the branching of the dendritic tree occurs within the proximal one-third of
the molecular layer. Approximately 25% of branchpoints are located in the middle
third and only 6% in the outer third of the molecular layer. This implies that 10–12%
of the total dendritic length lie within the granule cell layer and 25% in the proximal
one-third of the molecular layer. The residual 60% of the total dendritic length are
located in the outer two thirds of the molecular layer in termination zone of the
medial and lateral perforant paths (Desmond and Levy, 1982; Claiborne et al., 1990).
Basal dendrites, normally absent in rodents, have been observed in 10–20% of pri-
mate and human granule cells (Seress and Mrzljak, 1987; Seress and Frotscher, 1990),
and also in rodent animal models of chronic epilepsy (Spigelman et al., 1998; Kron
et al., 2010). The dendrites are richly covered with spines in the whole molecular
layer; the observed spine densities are 1.6 spines/µm and 1.3 spines/µm, in the supra-
and infrapyramidal blades, respectively5. This leads to an estimate of approximately
5600 and 3640 excitatory inputs onto a single granule cell (Desmond and Levy, 1985;
Amaral et al., 2007) much lower than for example the 30.000 excitatory inputs onto a
CA1 pyramidal cell (Megias et al., 2001).
The axons of the dentate gyrus granule cells originate from the basal poles of
the somata, travel in the hilus, and form the dense mossy fiber bundle in the CA3
region, which is visible with bare eye as the stratum lucidum. On their course,
the mossy fibers terminate with big presynaptic boutons on the apical dendrites
of a small number (15–20) of CA3 pyramidal neurons. The many collaterals (with
approximately 200 synapses) of mossy fibers contact interneurons in the hilus and
inhibitory interneurons in the CA3 region.
(1983) for mouse studies, Baer et al. (1985) for cattle, sheep, and goat, John et al. (1997) for monkey,
and Seress and Frotscher (1990) for morphological properties of human granule cells. All of these
studies show that the morphology of granule cell dendrites is similar across mammals, although,
in particular the vertical extent of the dendritic tree is larger in bigger brains.
5In contrast to many light microscopic studies several electron microscopic studies report a higher
spine density of 2–3.4 spines/µm (Hama et al., 1989; Trommald and Hulleberg, 1997).
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1.2.3. Electrophysiology of granule cells
In vitro studies
After early studies that explored the electrophysiology of single granule cells using
sharp microelectrodes (Dudek et al., 1976; Brown et al., 1981; Fricke and Prince,
1984; Biscoe and Duchen, 1985), later studies employed whole-cell or perforated
patch-clamp techniques to investigate subthreshold and action potential properties of
granule cells (Staley et al., 1992; Spruston and Johnston, 1992). Dentate granule cells
show a number of electrophysiological characteristics that distinguish them from
pyramidal cells and interneurons in the hippocampal formation: mature granule
cells have a hyperpolarized resting membrane potential of -84 mV (Staley et al.,
1992) and an approximate input resistance of 150 MΩ. The input resistance varies
considerably; it is substantially higher (up to 4 GΩ) in immature granule cells and
decreases with the maturation stage of the cells (Liu et al., 1996; Schmidt-Hieber et al.,
2004; Ye et al., 2005). In response to hyperpolarizing current steps granule cells show
only small sags and rebound depolarizations in comparison to e.g. CA1 pyramidal
neurons. The action potential threshold of granule cells at -49 mV is relatively far
from the resting membrane potential (Staley et al., 1992). A single action potential
features a short afterdepolarization and a long lasting afterhyperpolarization(Zhang
et al., 1993). On prolonged firing, granule cells exhibit spike frequency adaptation.
The properties of granule cells in other mammals are similar to the ones observed
in the rat (for human data see Isokawa et al., 1991; Williamson et al., 1993; Dietrich
et al., 1999 and for monkey data see John et al., 1997). There were early attempts
to obtain information about the dendritic membrane properties by direct sharp-
microelectrode recordings from dendrites (Fricke and Prince, 1984), by peeling of
decay time constants from long and short current injections (Brown et al., 1981;
Durand et al., 1983), or by inference from extracellular field potential recordings
(Jefferys, 1979). In a careful modeling study Schmidt-Hieber et al. (2007) matched a
compartmental model made from detailed morphological reconstructions to voltage
transients from dual somatic recordings.
However, knowledge about the different voltage-gated currents and the underlying
channel composition of granule cells is limited to the somatic compartment and
to the axonal mossy fiber boutons. Even regarding the somatic conductances
pyramidal cells in the hippocampus appear to be studied far more. The current
most studied in granule cells is clearly the A-type potassium current, which is
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somatically expressed at a density of 10 pA/µm2 (Beck et al., 1992; Riazanski et al.,
2001), comparable to the density measured in CA1 somata (Hoffman et al., 1997).
A-type potassium current densities in dendrites are probably low and the total
current density is developmentally downregulated (Strecker and Heinemann, 1993).
Somatic sodium conductances in granule cells are also comparable to the density
found in CA1 pyramidal neuron somata (Ketelaars et al., 2001). Indirect evidence—
somato-dendritic nucleated patches and laminar field potentials—point to a quite
low density of sodium channels in granule cell dendrites. As is indicated by the
absence of a pronounced sag in current-clamp recordings, granule cells seem to lack
h-currents (Stabel et al., 1992). Granule cells also express calcium channels, but in a
lower density than hippocampal pyramidal neurons. The most prominent calcium
current is the N-type, additionally some T-type and nearly no L-type currents are
detectable (Blaxter et al., 1989; Fisher et al., 1990; Eliot and Johnston, 1994; Beck et al.,
1997). As in other neurons, calcium channels shape the form of the action potential
afterpotentials (Zhang et al., 1993; Valiante et al., 1997; Aradi and Holmes, 1999)
cooperatively with SK and BK calcium-activated potassium channels (Beck et al.,
1997). The sodium conductance in mossy fiber boutons (49 mS/cm2, Engel and Jonas,
2005, comparable to other axonal compartments of e.g. layer V pyramidal neurons
Kole et al., 2008) is higher than in the somata of granule cells, which indicates a
differential expression in distinct subcellular compartments.
In vivo studies
The earliest studies on granule cell activity were performed in anesthetized rabbits
and demonstrated that stimulation of the perforant path evokes EPSPs in intracellular
recordings of granule cells (Andersen et al., 1966; Lømo, 1971). Later studies, also
under anesthesia, were carried out in rats (Muñoz et al., 1990). After first anecdotal
evidence by Rose et al. (1983), a place field firing behavior of granule cells was
shown by Jung and McNaughton (1993) in recordings in freely moving rats, similar
to what was reported earlier from CA1 and CA3 neurons (O’Keefe and Dostrovsky,
1971; Thompson and Best, 1989). Behavioral modulation of granule cell place fields
was then first shown in the groundbreaking study of Leutgeb et al. (2007a), that
provided evidence for pattern separation in the dentate gyrus, as discussed below.
Granule cells in that study fired with peak frequencies of 11.55±8.16 Hz in their place
field, comparable to CA1 pyramidal cells. Strikingly, only a very small proportion
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(2–5%) of the whole granule cell population seems to be active (Chawla et al., 2005;
Alme et al., 2010) even in population discharge events like sharp wave ripples (Jill
Leutgeb, personal communication). This is in striking contrast to the CA1 and CA3
cell populations, where 40% of cells are active during exploratory behavior and
an even higher proportion discharges during a sharp wave ripple event (Buzsáki,
1986). Preliminary data from a whole-cell patch-clamp study in awake rats indicate
a high frequency of subthreshold events and a very low action potential firing rate
in granule cells in-vivo. The excitatory synaptic input granule cells receive in-vivo
seems to be correlated to the local field potential, which shows substantial power in
the gamma frequency band (Pernia-Andrade and Jonas, 2009).
The downstream effects of granule cell firing were also studied in-vivo and it was
discovered that the mossy fiber synapses are strong and can conditionally “detonate”
CA3 pyramidal neurons (McNaughton and Morris, 1987; Henze et al., 2002). The
effect of granule cell stimulation in vitro is, however, mainly inhibitory because of
strong recruitment of feed-forward inhibition (Lawrence and McBain, 2003; Mori
et al., 2004, 2007).
1.2.4. Computational properties of the dentate gyrus
In his seminal theoretical study of hippocampal function Marr (1971) saw the dentate
gyrus merely as collector for the CA3 autoassociative network. McNaughton and
Morris (1987) proposed the idea that the dentate gyrus performs a pattern separation:
similar input patterns are converted into orthogonal representations in the dentate
gyrus, which expand the number of memories that can be stored and faithfully read
out in the CA3 network. A number of theoretical studies have incorporated the
proposed pattern separation feature of the dentate gyrus (Treves and Rolls, 1992;
Papp et al., 2007; Acsády and Káli, 2007). However, first experimental evidence for
pattern separation in the dentate gyrus was found much later in a series of elegant
experiments (Leutgeb et al., 2005; Leutgeb and Moser, 2007). By slowly morphing
the cage in which granule cells of a rat were recorded, Jill Leutgeb and her coworkers
could show that these granule cells show a strong modulation of their place field
firing pattern upon small changes in the environment. This sensitivity in the firing
pattern was much more pronounced in granule cells than in CA3 pyramidal cells.
These findings were supported by a study using knock-out animals in which the
essential NMDA receptor subunit NR1 was deleted specifically in the dentate gyrus
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granule cells. These animals then showed a decreased performance in a spatial
discrimination task (McHugh et al., 2007).
A conserved function of the hippocampal formation is spatial navigation (Mittel-
staedt and Mittelstaedt, 1980; Ekstrom et al., 2003; Moser et al., 2008). Sequences of
place cell activity during theta cycles compress the animal’s spatial trajectory in time
and are probably underlying the animal’s orientation in the environment (Skaggs
et al., 1996; Jensen and Lisman, 2000). It is an open question how place specific
firing emerges in the hippocampus. After the discovery of grid like spatial firing
patterns in medial entorhinal cortex layer II neurons (Fyhn et al., 2004; Hafting et al.,
2005; Moser et al., 2008) it became clear that granule cells are the ideal subject to
study the emergence of place field firing. The grid firing patterns of the EC layer II
neurons is conveyed by the strong perforant path projection to the granule cells. It
could be shown in simple computational models that by selecting certain grid inputs
onto a granule cell, this granule cell can fire preferentially at the one location with
the maximal overlap of the presynaptic grid fields (Solstad et al., 2006; Ujfalussy
et al., 2009; Franzius et al., 2007; Hayman and Jeffery, 2008; Molter and Yamaguchi,
2008a,b; Si and Treves, 2009; de Almeida et al., 2009).
1.3. Key questions
The functional properties of granule cell dendrites are mostly uncharted until now
(but see Fricke and Prince, 1984; Schmidt-Hieber et al., 2007). To uncover them is of
great importance to understand the computational functions dentate gyrus granule
cells perform in the hippocampal network. Several questions have guided this thesis:
• How do physiological signals like action potentials and excitatory postsynaptic
potentials travel through the dendrites of granule cells and what are the
underlying basic electrophysiological properties of granule cell dendrites?
• Do granule cells express frequency-dependent mechanisms in their dendrites
and how does this influence the integration time window?
• How is synchronous and clustered input integrated in granule cell dendrites
and do the dendrites show active properties similar to the ones described, e.g.
for CA1 pyramidal neurons?
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• Are simple computational models of place field generation in granule cells
compatible with the integration and transfer of synaptic input in the dendritic
tree?
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2. Materials and Methods
2.1. Animals and preparation
All experiments were performed on horizontal hippocampal slices of 21–41 days
old Wistar rats. For the preparation the animals were deeply anesthetized with
ketamine (100 mg/kg, Pfizer) and xylazine (15 mg/kg, Bayer) and then decapitated.
The brain was quickly removed and put in ice-cold sucrose artificial cerebrospinal
fluid (sucrose ACSF, see appendix A.1). Horizontal 300 µm thick slices were cut
with a vibratome (HM 650 V, Microm) in ice-cold sucrose ACSF. Slices were then
incubated and gradually rewarmed to 35 °C for 30 minutes. Afterwards, slices were
held in normal ACSF (see appendix A.1) for up to 6 hours. The temperature in the
submerged recording chamber was 33 °C in all experiments, unless otherwise noted.
All animal experiments were conducted in accordance with the guidelines of the
Animal Care and Use Committee of the University of Bonn.
2.2. Somatic and dendritic patch-clamp
Hippocampal dentate granule cells were visually identified using oblique illumina-
tion contrast with a custom built condenser diaphragm and a 60x water immersion
objective (LUMPLFLN, Olympus or Plan Apo, Nikon) on an upright microscope.
The whole-cell patch-clamp configuration was then established with a potassium-
gluconate based intracellular solution (see appendix A.2) which additionally con-
tained 50–200 µM Alexa 488 or Alexa 594 hydrazide sodium salt (Invitrogen) for the
visualization of the cell morphology. Patch pipettes were made from borosilicate
glass capillaries (GB150F-8P, Science Products) with a horizontal puller (P-97, Sutter).
Electrode resistance of the somatic patch pipettes was 2–6 MΩ and the resulting
series resistance was 8–20 MΩ. The average resting membrane potential of granule
cells was -70.9±0.5 mV (n=186 cells). Current-clamp recordings were performed with
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a Multiclamp 700B (Molecular Devices) or a BVC-700 amplifier (Dagan). Voltage-
clamp recordings were performed with an Axopatch 200B amplifier (Molecular
Devices). Voltage or current signals were digitized with a Digidata 1320 or 1440
(Molecular Devices) at 50 kHz and recorded using Clampex 9 or 10.2 (Molecular De-
vices) on a PC running Windows XP. Voltages were not corrected for the calculated
liquid-junction potential of +14 mV.
After obtaining whole-cell access, the cells were visualized in most experiments
with a two-photon fluorescence microscope (Ultima, Prairie Technologies) using an
ultrafast pulsed infrared titan-sapphire laser (Chameleon Ultra, Coherent) tuned
to 840–920 nm. Laser intensity was controlled with a Pockels cell (350-80 LA,
Conoptics). Laser power at the slice surface was usually lower than 20 mW to
prevent photodamage or electrical breakdown. A pixel dwell time of 2.4–4.0 µs
and fly-back laser blanking were used. Fluorescence light was collected with
the objective, reflected by a dichroic mirror (660 dcxxr, Chroma), separated by
a filter cube (525/70, 575 dcxr, 607/45, Prairie), and detected by a photomultiplier
(R3896 multialkali, Hamamatsu). The photomultiplier voltage was set to ~800 V,
the preamplifier gain was 1, and the 1.25 MHz filter bank of the preamplifier was
enabled. mirror (660 dcxxr, Chroma), separated by a filter cube (525/70, 575 dcxr,
607/45, Prairie), and detected by a photomultiplier (R3896 multialkali, Hamamatsu).
The photomultiplier voltage was set to ~800 V, the preamplifier gain was 1, and the
1.25 MHz filter bank of the preamplifier was enabled.
For dual somato-dendritic patch-clamp recordings the whole-cell patch-clamp
configuration of the cell soma was established first, as described above. In addition
to the two-photon fluorescence, the transmitted infrared laser light was collected
with the substage condenser (1.4 NA oil, U-AAC, Olympus), spatially filtered by a
custom-made sector pass condenser diaphragm, and subsequently reflected onto a
substage photomultiplier. This allowed online overlay of fluorescence and oblique
contrast images (infrared scanning gradient contrast, IR-SGC) of the dendrite and
the dendritic patch pipette (Nevian et al., 2007). The zooming capability of the
two-photon microscope allowed a precise approach of the dendritic membrane
with the small dendritic patch pipette. These dendritic patch pipettes were made
from thick walled borosilicate glass (GB200F-8P, Science Products) with a horizontal
puller (P-97, Sutter) and used without further modifications. Pipette resistance
was 20–30 MΩ and the resulting series resistance was 94±17 MΩ. The dendritic
series resistance was not correlated to the distance of the recording site to the soma
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(Pearson’s r=-0.52, p=0.57). The input resistance at the dendritic site was correlated
to the distance of the recording site (Pearson’s r=0.74, p=0.024). Only the pipette
capacitance compensation circuit of the Dagan BVC-700 amplifier was found to
faithfully compensate the capacitance of the high-resistance pipettes needed for
patching small caliber dendrites (Thomas Nevian, personal communication, and
fig. 3.1f, g). Since the capacitance is inversely proportional to the logarithm of
the pipette wall thickness and proportional to its length, it is beneficial to have
just a short pipette segment with thin walls to achieve a low pipette capacitance.
Thus, great care was taken to obtain a stubby pipette shape with a short shank.
Additionally, the liquid level in the slice chamber was kept low to immerse on a
small part of the pipette. To be able to compensate the high series resistances arising
from the small pipettes the N=0.01 headstage of the BVC-700 amplifier was used.
2.2.1. Problems with accessing small caliber dendrites
The direct patch-clamp recordings from small caliber dendrites are not without
difficulties. Problems arise from the small caliber pipettes, which have a high
resistance and a large stray capacitance resulting in a high series resistance and
a strong filtering effect, if these are not meticulously compensated. When the
series resistance is not compensated correctly, the current flowing through the
pipette creates a voltage drop over the combined pipette and access resistances,
in addition to the voltage over the cell membrane. Thus, all voltages measured
in the current-clamp bridge mode of the amplifier are offset to the real ones. The
compensation of the pipette capacitance, on the other hand, is necessary to faithfully
measure fast voltage signals which would otherwise be affected by the filter of the
pipette RC circuit. The cutoff frequency of a RC filter is fc = 12piR×C ; an estimated
residual capacitance of 1.3 pF after compensation (Brette et al., 2008) and in parallel
a pipette resistance of 25 MΩ lead to a cutoff frequency of 4.9 kHz. Thus, with
optimal compensation, fast voltage transients like action potentials can accurately
be measured. Overcompensation is only stable in a very small range and will result
in boosting of high frequency components, i.e. mainly increased noise. Additionally,
exact capacitance correction is necessary for a correct compensation of the series
resistance (Wilson and Park, 1989).
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2.2.2. Control experiments for dendritic patch-clamp recordings
To show experimentally that fast voltage transients can faithfully be recorded with
high-resistance pipettes dual somatic patch-clamp recordings with a low resis-
tance and a high resistance pipette (pipette resistances 4.1±0.1 MΩ and 22.5±3.8 MΩ,
respectively) were performed as described above. Pipette capacitance and series resis-
tance were carefully compensated (series resistances 15.3±2.4 MΩ and 52.8±5.2 MΩ,
respectively). Single action potentials were triggered by short current injections
(3 ms) through either the low- or high-resistance pipettes. Action potential ampli-
tudes were not significantly different in the recordings from both electrodes (average
action potential amplitude in the high-resistance pipette recording was 98±0.2% of
the low resistance pipette, p=0.25, n=3), did not depend on the pipette through which
the current was injected, and had the same shape in both recordings (fig. 2.1a–b).
Voltage transients of injected mock EPSCs (see below) also had the same amplitude
and time course in the recordings from both pipettes (fig. 2.1c).
However, studies assessing the properties of small caliber dendrites with different
methods came to seemingly incompatible results. For example, the voltage imaging
studies of Zhou et al. (2008) and Antic (2003) and the patch-clamp study of Nevian
et al. (2007) (see also Kampa and Stuart, 2006) of thin basal dendrites of cortical layer
V neurons disagree about the amount of dendritic backpropagation of action poten-
tials. While Zhou et al. (2008) appear to see a nearly undisturbed backpropagation
(as judged from the action potential half width), Nevian et al. (2007) see a strong
distance-dependent attenuation of backpropagating action potentials. When looking
closely at the figures in both publications, one can see that their measurements of the
action potential latency nevertheless agree. The measurements of the action potential
half widths are probably also compatible: Nevian et al. (2007) see an increase from
0.5 ms at the soma to 1.5 ms at 150 µm distance from the soma. Zhou et al. (2008) see
a constant dendritic half width of 1.2 ms, but their somatic action potential already
has a half-width of 1 ms. That the dendritic half width is constant and bigger than
the somatic one could be explained by a temporal undersampling in the voltage
imaging experiments (sampling interval 0.37 ms). Compare also our fig. 3.2c, f where
a large amplitude decrease is observed even for dendritic locations near the soma,
but the action potential half-width is nearly identical to the half-width measured at
the soma. Taken together, action potential shape is probably not a good parameter
to assess attenuation of backpropagating action potentials but is used regularly in
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Figure 2.1.: Dendritic patch-clamp control experiments. a, Example traces of dual somatic
whole-cell patch-clamp recording with pipettes of 4.1 MΩ (blue trace) and 30 MΩ (red trace)
resistance. Action potential was evoked by a 3 ms current injection through the low resistance
pipette. On average action potential amplitude in the high resistance pipette recording was
98±0.2% of the low resistance pipette recording (n=3 cells). b, Same recording as in a but
action potential was evoked by current injection through the high resistance pipette. c,
Example voltage traces of EPSC waveform injection through the high resistance pipette.
voltage imaging studies (but see Palmer and Stuart, 2009).
2.2.3. Further protocols
In experiments using sucrose stimulated synaptic release a patch pipette was filled
with normal ACSF that additionally contained sucrose (300 mM) and tetrodotoxin
(TTX, 1 µM). This pipette was then placed adjacent to the dendrite of interest (~20 µm)
and pressure was applied to the pipette via a syringe to eject the high osmolarity
solution.
For the experiments determining the NMDA to AMPA ratio, near unitary EPSCs
were evoked by a stimulation pipette made from theta glass pulled into patch
pipette form and filled with normal ACSF (see fig. 2.2). This bipolar stimulation
pipette was connected to a stimulus isolator (AM-Systems, Model 2100) and constant
current voltage was applied (100 µs pulse, average stimulation voltage 32.9±6.4 V)
every 2 seconds. Cesium based intracellular solution for those experiments (see
appendix A.2) additionally contained the sodium channel blocker QX314 (chloride
salt, 5 mM) and the extracellular solution contained no magnesium and the γ-
aminobutyric acid type A (GABAA) receptor blocker bicuculline methiodid (10 µM).
The dentate gyrus was isolated from the CA3 region and the entorhinal cortex by
two cuts to avoid a spread of epileptiform activity into the dentate.
Sinusoidal current injections with increasing frequency (ZAP protocol) were
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Figure 2.2.: NMDA/AMPA ratio of perforant path synapses. a, Example traces of perforant
path stimulation EPSCs. Left panel shows a stimulation in the medial perforant path
(stimulation distance from the soma ~107 µm), right panel shows a stimulation in the lateral
perforant path (stimulation distance ~211 µm). Black traces correspond to the average EPSCs
under control conditions (average of 90 stimulations) and gray traces correspond to average
EPSCs after wash in of D-APV (50 µM, average of 90 stimulations). ACSF did not contain
Mg 2+ and cells were voltage-clamped at -75 mV with a cesium based intracellular solution.
b, NMDA/AMPA ratio of minimal stimulated EPSPs versus distance of stimulation site
from soma (n=9). The ratio does not correlate with distance (Pearson’s r=0.311, p=0.43),
with an average ratio of 1.08±0.12. In the termination area of the MPP (85 µm><166 µm) the
AMPA/NMDA was as 0.89±0.19 (n=4), in the termination area of the LPP (>166 µm) the
ratio was 1.23±0.13 (n=5).
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generated in Igor Pro by the expression
IZAP(t = 0 . . . 30 s) = sin
(
2.7 · t2
)
, (2.1)
which resulted in a maximum frequency of ~25 Hz.
Single mock EPSCs were modeled in Igor Pro by the function
IEPSC(t) = −e t1.3 ms + e t8.3 ms (2.2)
and compound mock EPSCs were subsequently constructed by addition of the single
mock EPSCs with a certain time interval.
All chemicals were obtained from Sigma-Aldrich unless otherwise noted. D-(-)-2-
amino-5-phosphonopentanoic acid (D-APV), QX314, and tetrodotoxin (TTX) were
obtained from Tocris/Biozol, 4-aminopyridine (4-AP) from Acros Organics, and
tetraethylammonium chloride hydrate (TEA) from Merck.
2.3. Two-photon uncaging
Patch-clamp recordings from granule cells were performed in whole-cell mode and
the cell morphology was visualized with a two-photon microscope as described
above. Additionally a patch pipette with a large aperture or a broken patch pipette,
filled with normal ACSF and 10–15 mM MNI-caged-glutamate (Tocris), was placed
adjacent to the dendrite of interest and slight overpressure was applied (4–30 mbar
depending on the pipette diameter). A picture of the dendritic segment of interest
was made with high zoom to allow the identification of single spines. Single
uncaging spots were placed near the heads of 7–14 spines and at the same time
the laser wavelength was changed to 725 nm and the Pockels cell zero-point was
adjusted accordingly. After this, a pointing protocol was started on the two-photon
microscope which illuminated all the spines sequentially with an inter-spine interval
of 500 ms and an uncaging duration of 0.2–1 ms. Then, in the same protocol,
increasing numbers of spines were illuminated nearly simultaneously with the
same uncaging duration, a galvanometric mirror move time between each spot of
0.1–0.5 ms and an interval of 1 s between each group of illuminated spines. The
somatic voltage transients and the Pockels cell signals, that indicate the exact times
of the uncaging, were recorded in Clampex.
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2.3.1. Control experiments
Because of their inertia, the galvanometric mirrors do not immediately settle to their
new position when moving from one spot to another. The position, as monitored on
the feed-back output of the galvanometric mirror driver, oscillates sinusoidally with
nearly exponentially decreasing amplitude around the final position. When the two
positions are on opposite sides of the field of view the settling time constant is in
the range of 0.2 ms. Since interposition intervals for single spine and synchronous
spine uncaging are different, this contributes to an error in the comparison between
the measured and the calculated sum EPSPs. This error is most serious for very
short uncaging durations and interposition times (e.g. 0.2 ms and 0.1 ms) but in our
experiments the distances between consecutive spines were usually only a small
fraction of the field of view. It was also confirmed that both 0.2 ms and 1 ms uncaging
pulses evoke a similar ensemble of synaptic and presumably perisynaptic glutamate
receptors. Therefore granule cells were patch-clamped in whole cell mode with a
cesium based intracellular solution (see appendix A.2) and held in voltage-clamp
mode. Uncaging with 0.2 ms and 1 ms pulse length was performed on the same
spines at -90 mV and +40 mV holding potentials. At a holding potential of -90 mV
only AMPA receptors are activated, whereas at +40 mV both AMPA and NMDA
receptors, which are then fully unblocked, are activated. The ratios of the peak
current amplitudes at +40 mV and -90 mV were calculated and did not significantly
differ for 0.2 ms and 1 ms uncaging duration (fig. 2.3).
2.4. Two-photon calcium imaging
The whole-cell patch-clamp configuration was established at soma of dentate gran-
ule neurons and cell morphology was visualized with a two-photon microscope
as described above. The potassium gluconate based intracellular solution (see ap-
pendix A.2) was slightly modified: ethylene glycol tetraacetic acid (EGTA) was
replaced by 500 µM Oregon Green BAPTA 1 (OGB-1), a high affinity calcium dye
(Kd=170 nM). The calcium chelator EGTA is usually included to compensate the
washout of physiological intracellular calcium buffers, but together with the ad-
ditional calcium dye/buffer OGB-1 calcium transients are undetectable (data not
shown). Cells were filled with dye for 10–15 min prior to the recording. Linescans
along or transverse to dendritic segments were performed with a laser wavelength
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Figure 2.3.: Control experiments for two-photon uncaging of glutamate. a, Example current
traces for three different single spine uncaging-evoked EPSCs (gluEPSCs) with a holding
potential of either -90 mV (bottom traces) or +40 mV (top traces) for uncaging pulses of
1 ms (black) or 0.2 ms duration (red). b, Quantification of the current amplitude ratios for
the 1 ms and 0.2 ms uncaging pulses. No significant difference was observed (Wilcoxon-
signed-rank test, p=0.38, n=59 spines). c, Comparison of the observed gains (calculated as
the linear fit to the measured versus the arithmetic sum of uncaging-induced EPSPs) for
1 ms and 0.2 ms uncaging pulses. No significant difference was observed (Wilcoxon-rank
test, p=0.32, n=47 and n=5). d, Comparison of the observed gains for fast (0.1 ms) and
slow (0.5 ms) galvanometric mirror moving times. No significant difference was observed
(Wilcoxon-signed-rank test, p=0.81, n=5).
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Table 2.1.: Conductance densities (in S/cm2) in different compartments.
Axon Axon initial segment Soma Dendrites
NaT 0.096 0.5 0.025 -
KA 0.01 0.01 0.01 -
KDR 0.003 0.003 0.003 -
Leak 0.001 0.001 0.0001 -
of 830 nm and a line frequency of 425–750 Hz. Time locked to the linescan, short
somatic current injections (3 ms) were performed to evoke single action potentials.
OGB-1 signals were spatially averaged over the whole extent of the linescan that
contained the center of the dendrite of interest. OGB-1 fluorescence signals are
quantified as peak intensity after the onset of the somatic current injection minus the
average baseline intensity before (usually 100 ms), divided by the average baseline
intensity ∆F/F.
2.5. Modeling with NEURON
The NEURON simulation environment allows the simulation of detailed electrical
cable models of neuronal morphologies and advanced channel kinetics (Carnevale
and Hines, 2006). Reconstructed morphologies from Schmidt-Hieber et al. (2007)
were imported from ModelDB (accession number 95960). A specific membrane
capacitance of Cm = 1 µF/cm2 was used in all compartments and corrected for tem-
perature and spine membrane area (Koch, 1999). The specific membrane resistance
Rm and the specific axial resistance Ra that were derived by Schmidt-Hieber et al.
(2007) were used and corrected for temperature and spine membrane area. Exam-
ple values for the somatic compartment of one model cell (cell number 7) were
Cm = 0.96538 µF/cm2, Rm = 19694Ω · cm2, and Ra = 133.043Ω · cm. A temperature
of 33 °C was assumed in all simulations. The granule cells were endowed with
different conductances (see table 2.1) and the following properties:
The transient sodium current model of Migliore et al. (1999) was obtained from
ModelDB (accession number 2796, Hines et al., 2004) and implemented as follows:
iNaT = gNa ·m3 · h · s · (E− ENa) (2.3)
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with m, h, and s corresponding to the gating parameters for fast activation and fast
inactivation. The equations describing activation were as follows
αm =
0.4 ms−1 · (E + 30 mV)
1− e−(E+30 mV)/7.2 mV (2.4)
βm =
−0.124 ms−1 · (E + 30 mV)
1− e(E+30 mV)/7.2 mV (2.5)
τm =
1
Q(T) · (αm + βm) (2.6)
m∞ =
αm
αm + βm
. (2.7)
The equations describing inactivation were
αh =
0.03 ms−1 · (E + 45 mV)
1− e−(E+45 mV)/1.5 mV (2.8)
βh =
−0.01 ms−1 · (E + 45 mV)
1− e(E+45 mV)/1.5 mV (2.9)
τh =
1
Q(T) · (αh + βh) (2.10)
h∞ =
1
1 + exp ((E + 50 mV) /4 mV)
. (2.11)
The Q10 value of 2 was adopted from Migliore et al. (1999). The sodium equilibrium
potential ENa was set to +60 mV.
An A-type potassium current model which was modeled after Beck et al. (1992),
was obtained from ModelDB (accession number 3344) and implemented as follows:
iKA = gKA · n · l · (E− EK) , (2.12)
with n and l corresponding to the gating parameters for activation and inactivation
The equations describing the activation and inactivation were
αn = exp
(−0.0015 · (E + 73.1 mV) · 9.648 · 104
8.315 · (273.16 + T)
)
(2.13)
βn = exp
(−0.0015 · 0.7 · (E + 73.1 mV) · 9.648 · 104
8.315 · (273.16 + T)
)
(2.14)
τn =
βn
Q(T) · 0.3 ms−1 · (1 + αn) (2.15)
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αl = exp
(
0.002 · (E + 73.1 mV) · 9.648 · 104
8.315 · (273.16 + T)
)
(2.16)
βl = exp
(
0.002 · 0.65 · (E + 73.1 mV) · 9.648 · 104
8.315 · (273.16 + T)
)
(2.17)
τl =
βl
Q(T) · 0.02 ms−1 · (1 + αl)
. (2.18)
The Q10 value was set to 3.
A delayed rectifier potassium current was modeled after Carnevale and Hines (2006)
with values from Schmidt-Hieber et al. (2008) as
iKDR = gKDR · n4 · (E− EK) , (2.19)
with the following activation dynamics:
αn =
0.01 · (E + 55 mV)
1− e−0.1·(E+55 mV) (2.20)
βn = 0.125 · e−(E+60 mV)/80 mV. (2.21)
The potassium equilibrium potential EK was set to -90 mV.
Synapses were modeled with bi-exponential functions. The equations for the
AMPA type portion were as follows:
iAMPA = gmax ·
(
e
t
τdecay − e −tτrise
)
· (E− 0 mV) , (2.22)
with τrise = 0.05 ms and τdecay = 2 ms. The equations for the NMDA type portion of
the synapses were as follows:
iNMDA = gmax ·
(
e
−t
τdecay − e −tτrise
)
· B(E) · (E− 0 mV) (2.23)
B(E) =
(
1 + η ·
[
Mg2+
]
· e(−γ·E)
)−1
, (2.24)
with τrise = 0.33 ms, τdecay = 50 ms, η = 0.05 mM−1, and γ = 0.06 mV−1. The low
value of η was needed to account for the partly NMDA receptor unblock observed
at resting membrane potentials in granule cells (Keller et al., 1991). The magnesium
concentration
[
Mg2+
]
= 2 mM was set to the value used in the experimental part of
the thesis.
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The number of segments in each section of the neuronal morphologies was
computed by the d_lambda rule, as described in Carnevale and Hines (2006):
nseg =
 Ldλ·λ f ( f ) + 0.9
2
 · 2 + 1. (2.25)
2.5.1. Network model
The network model simulated the firing of entorhinal cortex grid cells dependent
on the position of a virtual animal traversing a rectangular 1 m x 1 m environment.
The animal ran on a fine zig-zag course through the environment with a speed of
0.5 m/s (Diba and Buzsáki, 2008). For each point~r on the animals trajectory the firing
probability p (~r) was computed as in Solstad et al. (2006) as
k1 (~r) =
4pi
g
√
6
(
cos
(
ϕ+
pi
12
)
+ sin
(
ϕ+
pi
12
))
(rx − dx)
+
(
cos
(
ϕ+
pi
12
)
− sin
(
ϕ+
pi
12
)) (
ry − dy
)
(2.26)
k2 (~r) =
4pi
g
√
6
(
cos
(
ϕ+ 5
pi
12
)
+ sin
(
ϕ+ 5
pi
12
))
(rx − dx)
+
(
cos
(
ϕ+ 5
pi
12
)
− sin
(
ϕ+ 5
pi
12
)) (
ry − dy
)
(2.27)
k3 (~r) =
4pi
g
√
6
(
cos
(
ϕ+ 3
pi
4
)
+ sin
(
ϕ+ 3
pi
4
))
(rx − dx)
+
(
cos
(
ϕ+ 3
pi
4
)
− sin
(
ϕ+ 3
pi
4
)) (
ry − dy
)
(2.28)
p (~r) = fmax · 23 (cos (k1 (~r)) + cos (k2 (~r)) + cos (k3 (~r))) +
1
6
, (2.29)
with the rotation/phase of the grid map ϕ, the spatial offset (dx, dy), the actual
position~r = (rx, ry) of the simulated animal, the maximal firing frequency in the
center of a grid corner fmax, and the grid size/spacing g. Before the simulation was
started the spike times for the grid cells were determined based on the calculated
trajectory and firing probabilities. For each grid cell a VecStim object, containing
the calculated spike times, was then connected with NEURON’s NetCon mecha-
nism to the AMPA and NMDA parts of synapses. These synapses were placed at
random locations in the dendritic tree in a certain distance range from the soma.
The placing algorithm was modified from Li and Ascoli (2006). The simulation
was then started and the somatic voltage was recorded continuously and written
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to disc after the simulation ended. Network simulation time was usually 1000 s
with a time step of 100 µs. To speed up simulations the NEURON source code
was compiled on a 64 bit system (Intel i5 running Ubuntu Linux) with custom
optimizations (-march=core2 -O2). The computation time for one simulation
run was approximately 5½ hours. For a discussion of inhibition in the model see
appendix A.4.
2.6. Data analysis
All data analysis was performed using custom routines in Igor Pro 6 (Wavemet-
rics). Image preparation and montage was done with ImageJ (NIH) and Fiji
(http://pacific.mpi-cbg.de/wiki/index.php/Fiji). All values given are arithmetic
mean plus minus standard error of the mean , unless otherwise noted. Mostly
nonparametrical statistical tests were used, since they do not depend on the (often
unsatisfied) condition of the normal distribution of data.
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3.1. Attenuation of voltage signals in granule cell dendrites
3.1.1. Strong and uniform attenuation of EPSPs
Combined two-photon excitation fluorescence and infrared-scanning gradient con-
trast was used to obtain dual somato-dendritic recordings from granule cells (fig. 3.1a,
see materials and methods, section 2.2). This method of patch-clamping fine den-
dritic processes was only recently established to gain access to fine dendrites of
cortical layer V pyramidal neurons (Nevian et al., 2007; Larkum et al., 2009). Using
this approach, we studied the voltage transfer properties of dentate gyrus granule
cell dendrites. Injection of mock EPSCs at the dendritic recording electrode yielded
a strong voltage attenuation from the dendritic to the somatic electrodes (somatic
EPSP amplitude divided by dendritic EPSP amplitude, S/D, fig. 3.1d, red: dendritic
recording, blue: somatic recording, n=7). In a subset of these recordings, EPSPs
were also evoked by local application of high osmolar solution (eEPSPs, fig. 3.1b,
average eEPSP in c), and displayed a similar attenuation from the dendritic to the
somatic recording electrode (Wilcoxon signed rank test p=0.25, n=3). Plotting the
EPSP attenuation for dual somato-dendritic recordings revealed that the voltage
attenuation was remarkably similar for dendritic sites ranging 50–250 µm from the
granule cell somata (fig. 3.1e). We showed in a series of control experiments that
voltage transients in fine dendrites can be accurately measured with high-resistance
electrodes by dual somatic whole-cell patch-clamp recordings (see materials and
methods sections 2.2.1 and 2.2.2 and fig. 2.1).
3.1.2. Strong attenuation of backpropagating action potentials
We observed a strong attenuation also for action potentials evoked by somatic current
injections and backpropagating into granule cell dendrites (bAPs, fig. 3.2a, b, see
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Figure 3.1.: Dendritic attenuation of EPSPs. a, Overlay of two-photon fluorescence and
IR-SCG images of a granule cell. The locations of the somatic and dendritic patch pipettes
and dendritic sucrose puff pipette are indicated (scalebar 20 µm). b, Spontaneous (left) and
sucrose-evoked (right) EPSPs in the dendritic (red) and somatic recordings (blue). c, Average
sucrose-evoked EPSP in dendritic (red) and somatic recording (blue). d, Attenuation of
EPSPs elicited by dendritic current injection (red: dendritic recording, distance 165 µm from
the soma, blue: somatic recording, black: current injection). e, Amplitude attenuation of
dendritically injected (black circles) or sucrose evoked EPSPs (gray triangles) versus distance
from the soma quantified as somatic EPSP amplitude divided by dendritic EPSP amplitude
(S/D).
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Figure 3.2.: Dendritic attenuation of backpropagating action potentials. a, b, Single action
potential (a) or train of action potentials (b) evoked by somatic current injection (black),
recorded at the soma (blue) and at the dendrite (red, 58 µm from the soma). Inset: higher
magnification with peak delay marked by dashed lines. c, Action potential amplitudes from
baseline in somatic (blue) and dendritic recordings (black) versus distance from soma (n=8).
Dashed line: exponential fit with τ=45.4 µm. d, Action potential peak delay versus distance
from soma. Dashed line: linear fit with slope=0.91±0.12 ms/100 µm. e, Peak of the first
derivate of the action potential waveform versus distance of the dendritic recording site
from the soma. Linear fit is shown as dashed line with slope=-34±12 mV/(ms·100 µm). f,
Action potential half-width versus distance of dendritic recording site from soma. Somatic
half width is shown in blue for comparison. As the action potential peak blends into the
action potential afterdepolarization the half width increases drastically at great distances.
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insets for magnifications, n=8). The bAP amplitudes decreased strongly towards
more distal dendritic recording sites (fig. 3.2c), while the delay, the peak of the
first derivative, and the half-width of the action potentials increased (bAP peak
delay in fig. 3.2d, changes in bAP δV/δt and half-width in e and f, respectively).
In agreement with the marked decrement of bAP amplitudes, the Ca 2+ transients
associated with bAPs also decreased substantially (fig. 3.3a–c). Intriguingly, the
amplitudes of bAPs in a train of action potentials evoked by long somatic current
injections stayed constant (example in fig. 3.2b). This observation is in marked
contrast to pyramidal neurons, where slow recovery from inactivation of dendritic
voltage-gated sodium channels reduces bAP amplitudes in a train (Spruston et al.,
1995; Stuart et al., 1997). To assess the possible role of dendritic potassium and
sodium conductances, we imaged Ca 2+ transients associated with bAPs before and
after puff application of either the A-type potassium channel blocker 4-AP or the
sodium channel blocker TTX to the dendrite between the soma and the imaging site
(fig. 3.3d, e). Although the data show a trend towards increased Ca 2+ transients after
A-type potassium channel blockade and towards decreased transients after sodium
channel blockage, these changes are not significant (fig. 3.3f). In contrast to our
findings in granule cells, distal bAP associated Ca 2+ transients dramatically increase
after application of high concentrations of 4-AP in layer V pyramidal neuron basal
dendrites (Kampa and Stuart, 2006). In addition, in these neurons proximal Ca 2+
transients decrease significantly after puff application of TTX.
3.1.3. Passive dendritic model reproduces strong bidirectional
attenuation
We constructed a realistic computational model of granule cell dendritic integration
using three different morphologies derived from Schmidt-Hieber et al. (2007) (see
materials and methods, section 2.5). In implementations of these morphologies
lacking dendritic voltage-gated conductances, we observed a similar attenuation
of EPSPs as in the experiments (fig. 3.4a). In particular, the model also exhibited
a very limited variance of EPSP attenuation at dendritic distances of 100–250 µm
between stimulation site and soma. This phenomenon appeared to be due to a steep
increase in the high frequency transfer impedances (see introduction, section 1.1.1)
at proximal locations (less than 100 µm from the soma, fig. 3.4c, steady-state transfer
impedances in d). Action potential backpropagation was also well replicated in this
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Figure 3.3.: Calcium transients associated with backpropagating action potentials. a, Two-
photon image montage of a granule cell (scalebar 20 µm). b, OGB-1 fluorescence traces
of bAP induced Ca 2+ transients from the linescans marked by white lines in a. c, Peak
fluorescence of bAP induced Ca 2+ transients versus distance (binned every 20 µm, n=14
cells and 120 linescans). d, e, Example OGB-1 fluorescence traces of bAP induced Ca 2+
transients before (black) and after (red) dendritic puff application of either 4-AP (d, 5 mM,
average distance from soma 190 µm (131–308 µm), left) or TTX (e, 1 µM, average distance
from soma 108 µm (86–128 µm), right). f, Quantification of the change in peak fluorescence
after application of 4-AP (n=11) or TTX (n=4). Differences are not significant (Wilcoxon
signed rank test of peak fluorescence before and after drug application, p=0.08 and p=0.25,
respectively).
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computational model with passive dendrites (fig. 3.4b, attenuation as function of
distance from the soma for four different granule cell morphologies).
In addition, the influence of transient sodium currents and A-type potassium cur-
rents was studied in the computational model (fig. 3.5). Increasing dendritic sodium
conductance to 5 mS/cm2 or more yielded an active action potential backpropaga-
tion which was incompatible with the experimental results (fig. 3.5a, Kolmogorov-
Smirnov test, experimental attenuation versus fit to attenuation in the model with
passive dendrites, p=0.23; versus the model with 1 mS/cm2 sodium conductance den-
sity, p=0.058; versus the model with 5 mS/cm2, p<1 · 10−6; versus the model with
10 mS/cm2, p<1 · 10−6). A combination of sodium (10 mS/cm2) and potassium con-
ductances (60 mS/cm2) also leads to a better action potential backpropagation than
is observed in the experiments (fig. 3.5b, p=0.00002). Incorporating only A-type
potassium channels in the dendrites increased attenuation of bAPs only slightly
compared to the purely passive case (fig. 3.5b, 30 mS/cm2, p=0.09, 60 mS/cm2, p=0.07).
These combined experimental and modeling results indicate that granule cell
dendrites mediate strong and uniform attenuation of EPSPs arising throughout the
termination zone of the perforant path. In addition, the attenuation of EPSPs and
the attenuation of backpropagating action potentials can be explained with passive
dendrites alone.
3.1.4. Attenuation is highly frequency-dependent
While action potentials and EPSPs attenuate strongly, the steady-state voltage at-
tenuation measured by injection of prolonged current steps through either the
dendritic or somatic recording electrode was much less pronounced (attenuation
from the dendritic site to the soma: range 94% for the most distal recording site
to 52% near the soma, fig. 3.6, n=9), indicating that attenuation is considerably
stronger for fast voltage signals as is expected from theoretical considerations (see
introduction, section 1.1.1, equation 1.7, and fig. 3.4c, d). We corroborated this with
a more rigorous analysis of the frequency-dependent dendritic properties using
ZAP functions (see materials and methods, section 2.2.3 and equation 2.1) that
were injected through either the dendritic or somatic electrodes (see fig. 3.7a). We
then estimated the voltage transfer by calculating the ratio of the Fourier trans-
forms of the somatic and dendritic voltage traces (fig. 3.7b). These data confirm a
strong frequency-dependence of voltage attenuation, with a significantly stronger
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Figure 3.4.: Dendritic propagation of signals in a computational model. a, EPSP amplitude
attenuation in a computational model of three granule cell morphologies versus distance
from the soma. Different cells are represented by different gray shades. Every point
represents one measurement in a dendritic subsegment. Attenuation is quantified as somatic
EPSP amplitude divided by dendritic EPSP amplitude (S/D). b, bAP amplitude attenuation
in the same model. Attenuation is quantified as dendritic AP amplitude divided by somatic
AP amplitude (D/S). Red line is an exponential fit to the data (compare fig. 3.5) c, Transfer
impedance at 1 kHz for three different granule cell morphologies (shown in different gray
shades). d, Transfer impedance at 0 Hz (steady state) for the same granule cell morphologies
as in c. The transfer impedance for 1 kHz shows a sharp decrease in the first 100 µm, in
contrast to the steady-state transfer impedance.
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Figure 3.5.: Backpropagating action potentials in a computational model with different
dendritic current densities. a, b, Action potential amplitude ratios versus distance from the
soma in a model of granule cells with either a passive dendritic tree or different homogeneous
densities of Na+ channels (a) or A-type K+ channels (b) as indicated. Attenuation is
quantified as dendritic AP amplitude divided by somatic AP amplitude (D/S). Lines are
exponential fits to datapoints of three model granule cells as shown in fig. 3.4b
41
3.1. Attenuation of voltage signals in granule cell dendrites
a
2 mV 
50 ms
1.0
0.8
0.6
0.4
0.2
0.0
A
tte
nu
at
io
n
250200150100500
Distance [µm]
b
Figure 3.6.: Steady-state voltage attenuation in granule cell dendrites. a, Example traces of
voltage deflections upon long current injections into the soma (upper traces) or into the
dendrite (lower traces). Blue: somatic recording, red: dendritic recording (distance from
soma 116 µm). b, Steady-state attenuation versus distance of dendritic recording site. Blue:
attenuation from soma to dendrite (n=11), red: attenuation from dendrite to soma (n=9).
attenuation at higher frequencies (paired t-test of steady-state attenuation versus
attenuation at 25 Hz, towards the soma, p=0.002, towards the dendrite, p=0.013). The
frequency-dependent voltage transfer properties assessed with ZAP functions were
well replicated in the computational model (fig. 3.7c). We did not observe resonance
behavior in either somatic or dendritic compartments, in contrast to CA1 pyramidal
neurons, where both somatic and dendritic compartments show active resonance
mechanisms (Narayanan and Johnston, 2008; Hu et al., 2002).
3.1.5. Enlarged integration time window due to passive properties
The frequency-dependent attenuation seen in granule cell dendrites suggested that
the voltage transfer to the soma is also dependent on the temporal features of
the input. We therefore injected dendritic compound mock EPSCs consisting of 5
individual EPSCs separated by a variable time interval ∆t ranging from 0.1 ms to
100 ms (see material and methods section 2.2, fig. 3.8a, b). All compound EPSPs
were strongly attenuated. However, calculating the voltage attenuation (S/D) for
the different degrees of synchrony revealed a nonlinear relationship, with the
least attenuation observed at ∆t ≈ 10 ms (fig. 3.8c, n=8). When the peak voltages
attained during compound EPSPs (normalized to the most synchronous ∆t = 0.1 ms
compound EPSP) at the dendritic and somatic recording sites were plotted against
∆t, both declined with increasing ∆t. Nevertheless, the normalized somatic EPSP
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Figure 3.7.: Frequency-dependent voltage attenuation in granule cell dendrites. a, Example
traces of voltage responses at the dendritic (red, distance from soma 58 µm) and somatic
(blue) recording site to a dendritic sinusoidal current injection with increasing frequency
(black, ZAP protocol). b, Ratio of the Fourier transforms of the somatic and dendritic
voltage traces for somatic (blue) and dendritic current injections (red) versus frequency (n=8,
standard deviation indicated in gray). Average steady-state attenuations determined by
long dendritic current injections (n=9) are shown as filled circles at 0 Hz (blue: towards
the dendrite, red: towards the soma). c, Ratio of the Fourier transforms of the somatic
and dendritic voltage traces for somatic (blue) and dendritic current injections (red) versus
frequency in a computational model (average of 34 injections into different sections of one
model cell, more distal than 85 µm from the soma, standard deviation is indicated in lighter
colors).
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is stable over a larger range of ∆t, indicating that the propagation of EPSPs from
the dendritic sites to the soma increases the integration time window for EPSP
summation (fig. 3.8d). We observed very similar properties in the computational
model with application of identical compound mock EPSCs (virtual recording sites
indicated in fig. 3.9a, example traces in fig. 3.9b, analysis of the three model granule
cells in fig. 3.9c, d). This property of granule cell dendrites arises because the
fast rising phases of either compound EPSPs with a high degree of synchrony
(∆t ≈ 0 ms) or those of individual EPSPs with very low synchrony (∆t > 50 ms) are
particularly strongly filtered during propagation to the soma. In contrast, the overall
rising phases of compound EPSPs with intermediate synchrony are slower, and are
therefore attenuated less.
These results establish that the frequency-dependent properties of thin granule cell
dendrites render EPSP summation less sensitive to input synchrony by increasing
the somatic time window for temporal integration of synaptic input.
3.2. Integration of synchronous input in dentate granule
cells
3.2.1. Clustered input is integrated linearly with a gain
Whereas the results so far shed light on the voltage transfer properties of granule cell
dendrites, they do not allow insights into the processing of spatiotemporal input pat-
terns mediated by the release of glutamate. We therefore used multisite two-photon
uncaging of MNI-caged-glutamate to explore how granule cell dendrites integrate
synchronous synaptic inputs. We measured the summation of uncaging-evoked
excitatory postsynaptic potentials (gluEPSPs, amplitudes and rise times of gluEPSPs
are independent of distance of the uncaging sites, fig. 3.10) evoked by stimulation
of up to 13 spines on individual dendritic branches (fig. 3.11). Stimulating increas-
ing numbers of inputs with a high degree of synchrony resulted in a monotonic
increase in the magnitude of the resulting gluEPSPs (fig. 3.11b, c). We examined this
summation of individual gluEPSPs further by comparing the measured gluEPSPs to
the expected magnitude of EPSPs derived as the arithmetic sum of the individual
single spine gluEPSPs (fig. 3.11c). Dendritic branches in granule cells exhibited a
linear summation of gluEPSPs with gain in most branches (individual example in
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Figure 3.8.: Somatic and dendritic integration time windows. a, b, Dendritic current injection
waveforms of five mock EPSCs with intervals of 0.1 ms (a, inset, black trace) and 10 ms (b,
inset, black trace). Red: dendritic voltage responses, blue: somatic voltage responses to the
mock EPSC injections. c, Average attenuation of the compound EPSP versus the intervals
between the five injected mock EPSCs. d, Compound EPSP peak voltages normalized to the
peak voltage of the compound EPSP with highest synchrony (0.1 ms interval) versus the
mock EPSC intervals. Red: dendritic recordings, blue: somatic recordings.
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Figure 3.9.: Integration time window in a computation model. a, Schematic diagram of a
model granule cell with dendritic (red) and somatic (blue) recording sites. b, Voltage traces
for 5 synaptic current injections with an interval of 7.4 ms measured at the sites shown
in a. c, Attenuation of the compound EPSP in the model versus the intervals of synaptic
activation. d, Compound EPSP peak voltages obtained in the model, normalized to the
peak voltage of the compound EPSP with highest synchrony (0.1 ms) versus the interval of
synaptic activation. Red: recording at site of the synapses, blue: somatic recording.
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Figure 3.10.: Properties of uncaging-evoked EPSPs. a, Average single spine gluEPSP am-
plitudes versus distance of uncaging site from soma (n=55). No correlation with distance
(Pearson’s r=-0.13, p=0.33). b, Average gluEPSP rise times versus distance. No correlation
with distance (Pearson’s r=0.07, p=0.61). c, Average normalized single spine gluEPSPs under
control conditions (τdecay=40.8 ms, n=592 synapses, black), TTX (1 µM, τdecay=33.7 ms, n=299
synapses, dark gray), D-APV (50 µM, τdecay=34.3 ms, n=170 synapses, light gray. The decay
time constants show significant differences (Kruskal-Wallis test, p=0.049), with the decay
time constant under control conditions different from all other groups (TTX and D-APV,
modified Dunn-Hollander-Wolfe test).
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fig. 3.11d). The average gain obtained by linear fitting under control conditions was
1.38±0.06 (n=47 branches, fig. 3.11e, red line). That the relationship of measured
versus expected gluEPSPs was linear over a wide range of input strengths was
surprising, since it was expected that the loss of local driving force at the dendritic
stimulation site would lead to a saturation of the local EPSP size with increasing
stimulation strength (for estimation of the magnitude of this effect see appendix A.3).
Hence, these data suggested the presence of voltage-dependent boosting mecha-
nisms that compensate the loss of driving force and additionally causes a linear
gain. Because synaptically elicited perforant path EPSCs had a substantial NMDA
receptor mediated component (fig. 2.2, NMDA/AMPA peak current ratio 1.08±0.12,
n=9, see also Keller et al., 1991), we explored how these receptors impact process-
ing of synchronous input. In the presence of the NMDA receptor blocker D-APV
(50 µM), the ratio of measured versus expected gluEPSPs declined when the number
of synchronously stimulated spines was increased (fig. 3.11e, black squares, n=14
branches, see fig. 3.12a, b for representative experiment). This became apparent
when plotting the deviation of the measured gluEPSPs from the line fitted to the
control dataset in fig. 3.11e (∆ from control) for 2 to 13 synchronously stimulated
spines (fig. 3.11f). The deviation from control for 13 synchronously stimulated spines
was significant in the TTX (1 µM, see fig. 3.12c, d for representative experiment)
and D-APV conditions (Dunnett test, Control versus D-APV: p=7.6 · 10−7, Control
versus TTX: p=5.4 · 10−6, § in fig. 3.11g). TTX also significantly decreased the decay
time constant of individual spine gluEPSPs (see fig. 3.10c), which could indicate a
location of sodium channels on dendritic spines (Araya et al., 2007). Taken together,
these data indicate that under normal conditions granule cell dendrites sum input
linearly with gain, independently of the number of synchronously stimulated spines,
due to NMDA receptor- and Na+ channel-dependent boosting.
3.2.2. Gain is due to NMDA receptors, sodium channels, and
propagation working together
We then explored this effect in the computational model. Up to 13 colocalized
synapses on the dendritic tree of a model granule cell were stimulated, with synapses
exhibiting the experimentally determined NMDA/AMPA ratio of 1.08, while record-
ing the membrane potentials at the dendritic stimulation site and the soma. First,
an individual synapse was stimulated alone (•, fig. 3.13a, upper trace), then 12
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Figure 3.11.: Integration of synchronous input probed by two-photon glutamate uncaging. a,
Two-photon image of a granule cell (scalebar 20 µm). Inset shows a higher magnification,
uncaging spots are marked (scalebar 5 µm). b, Uncaging-evoked EPSPs from 13 single
synapses and the average gluEPSP (lower right). c, Top: gluEPSPs evoked by uncaging syn-
chronously at increasing numbers of spines (2–13). Bottom: EPSPs calculated as arithmetic
sums of an increasing number of single spine gluEPSPs from b. d, Plot of the magnitude of
measured gluEPSPs (example data from c) versus the equivalent arithmetic sum of gluEPSPs.
Red line is a linear fit to the data (slope 1.44). A slope of 1 is indicated by the dashed
gray line. e, Population data of measured sum gluEPSP peaks versus peaks of calculated
arithmetic sum EPSPs (binned for each number of activated synapses, control: circles, n=47,
D-APV: squares, n=14). Red line is a fit to the population data (average slope 1.38±0.06).
The dashed gray line indicates a slope of 1. f, Deviation of the measured sum gluEPSP from
the fit to the control population data (control: circles, n=47, TTX: triangles, n=23, D-APV:
squares, n=14). g, Deviation of the measured sum gluEPSPs of 2 and 13 synapses from the
fit to the control population data (Wilcoxon-signed-rank test, 2 versus 13 synapses: TTX,
p<0.0001, D-APV, p=0.002; Dunnett test, TTX and D-APV versus control for 13 synapses,
p<0.0001).
further synapses (Σ◦), and finally all thirteen synapses (Σ ◦+•, fig. 3.13a, middle
traces) in a comparable manner as during the uncaging experiments. We isolated the
contribution of a single synapse to the sum EPSP (EPSP∆•, fig. 3.13a, lower traces)
by subtracting the EPSPs caused by stimulation of 12 synapses (EPSPΣ◦) from that
of 13 synapses (EPSPΣ◦+•). If local boosting at the dendritic site compensates the
loss of driving force completely, then EPSP∆• must be equal in magnitude to EPSP•.
This was the case for control conditions with synapses incorporating both AMPA
and NMDA receptors (fig. 3.13a, lower traces), but not for synapses containing only
AMPA receptors (EPSP∆• smaller than EPSP•, fig. 3.13b). These modeling data are
consistent with the physiological data in fig. 3.11e, and indicate that the loss of local
driving force in granule cell dendrites can be compensated by voltage-dependent
boosting. Fig. 3.13c, d depicts the corresponding voltage recordings from the model
cell soma. At the soma, EPSP∆• was considerably larger than the EPSP• (fig. 3.13c),
consistent with the gain we had seen in physiological (fig. 3.11d, e) and modeling (not
shown) experiments. Since the stimulation of sum EPSPs is slightly asynchronous in
this model (∆t of 1.1 ms between every individual stimulation, consistent with the
experimental paradigm, leading to a total stimulus duration of 14.2 ms), propagation
of these voltage transients benefits from the frequency-dependent transfer properties
of granule cell dendrites described above (section 3.1.5, fig. 3.8).
In summary, the total linear gain seen in the somatic compartment is caused firstly
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by a local, NMDA receptor-dependent boosting and a subsequent propagation effect
that favors slightly asynchronous sum EPSPs over single spine EPSPs (fig. 3.13e).
These properties cause granule cell integration to be relatively independent of input
synchrony. This behavior is qualitatively different from CA1 pyramidal neurons, in
which input synchrony profoundly influences dendritic integration (Losonczy and
Magee, 2006). In particular, dendritic spikes can occur upon synchronous stimulation
of >5 spines (see also introduction, section 1.1.2). Dendritic spikes consist of an initial
fast, followed by a slower component, as described previously (Losonczy and Magee,
2006; Remy et al., 2009). We could never elicit dendritic spikes by synchronous
uncaging in dentate granule cells (n=47 dendrites under control conditions), and
only in a single case by strong direct dendritic current injections (1 of 8 recordings).
3.3. Integration of spatially distributed input
3.3.1. Input from daughter branches is summed linearly
In pyramidal neurons, individual dendritic branches can exhibit specific forms of
integration that differ markedly between adjacent branches (Losonczy et al., 2008;
Remy et al., 2009). To study how inputs on different dendritic subbranches interact
in dentate granule cells, we selected four sets of 7 spines on two daughter branches
emanating from the same parent dendrite (fig. 3.14a). Then, we stimulated sets
of 7 spines to obtain the corresponding gluEPSPs (fig. 3.14b). We subsequently
stimulated various combinations of 7-spine sets (A1+B1, A2+B2, B1+A2 and B2+A1,
black traces in fig. 3.14b). We compared these measured compound gluEPSPs
with the EPSPs calculated by arithmetic summation of the gluEPSPs derived from
stimulation of the 7-spine sets (gray traces in fig. 3.14b). Determining the ratio of
measured and calculated compound gluEPSPs to stimulation of 14 spines situated
either on one or two different branches revealed that the spatial distribution of
inputs does not affect integration in granule cells (fig. 3.14e, GC, n.s., Wilcoxon rank
test).
Performing analogous experiments on CA1 dendrites (fig. 3.14c, d), dendritic
spikes could be elicited by stimulation of a single 7-spine set on one individual
branch (data not shown). In those cases in which all four 7-spine sets were subthresh-
old for a dendritic spike (examples in fig. 3.14d, upper traces), some combinations
of 7-spine sets, nevertheless, triggered dendritic spikes (B1+A2 in fig. 3.14d), while
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Figure 3.12.: Contribution of NMDA receptors and sodium channels to the integration of
synchronous input. a, b, Representative example of synchronous stimulation of increasing
numbers of input sites in the presence of D-APV (a, upper traces) and the corresponding
arithmetic sum of the single spine EPSPs (lower traces). Comparison of measured versus
expected sum EPSPs is shown in b. c, d, Equivalent experiment in the presence of TTX. Note
that with D-APV the decay of the measured and calculated sum EPSPs is fast. With TTX,
however, decay of calculated sums is fast (because single spine gluEPSP decay is fast, see
fig. 3.10c), but decay of measured sums is slower due to unblock of NMDA receptors.
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Figure 3.13.: Dendritic integration in a computation model of a granule cell. a, Top: example
dendritic EPSP for activation of one synapse (•) in a computational model. Middle: dendritic
sum EPSPs for 12 (Σ◦) and 13 (Σ ◦+•) synapses activated with a 1.1 ms interval between
each synapse. Bottom: dendritic single synapse EPSP calculated by subtraction of the sum
EPSPs (∆•) and the single synapse EPSP (•). b, Same as in a but with synapses incorporating
just AMPA receptors. c, Same as in a but measured at the somatic compartment. d, Same as
in a but measured at the somatic compartment and with synapses incorporating just AMPA
receptors. e, Ratio (EPSP•/EPSP∆•) of the amplitudes of a single synapse EPSP activated
either alone or together with an increasing number of synapses. Red squares: dendritic
EPSPs for synapses with just AMPA receptors. Red circles: dendritic EPSPs for synapses
with AMPA and NMDA receptors. Blue: somatic EPSPs for synapses with AMPA and
NMDA receptors.
53
3.3. Integration of spatially distributed input
other combinations did not. An explanation for this curious behavior could be
that simultaneous uncaging on both daughter branches reduces the mutual current
sink. Thus more current reaches the parent branch and can trigger a dendritic spike
there. These data show that—in addition to the description of integration behavior
for input sites on a single branch (Losonczy and Magee, 2006; Remy et al., 2009)—
summation of input from two different branches in CA1 neurons can be either linear
or supralinear by virtue of dendritic spikes (fig. 3.14e, PCs, dark gray versus light
gray bars, d-spike branch weights significantly different from all non-spike groups,
ANOVA and Newman-Keuls test).
Thus, CA1 neurons may be considered efficient synchrony detectors, as previously
hypothesized (Ariav et al., 2003; Polsky et al., 2004), with local heterogeneities in the
properties of dendritic branches contributing to the computational complexity of
these neurons (Poirazi et al., 2003). In marked contrast, granule neurons exhibit a
fundamentally different type of integration which is aimed at weighing the somatic
impact of individual synapses independently of location or input synchrony.
3.3.2. Input from medial and lateral perforant path is summed linearly
and independent of timing
The integration of inputs from two daughter branches was linear, but there could
be interactions between more distant inputs from the two major afferent pathways
to the dentate granule cells as proposed in a computational model of contextual
gating (Hayman and Jeffery, 2008). We stimulated both medial and lateral perforant
path inputs with different time intervals and compared the measured sums to
the calculated sums derived from stimulation of each pathway alone. Again, we
observed linear summation for all time intervals between the stimulations (fig. 3.15),
ruling out an interaction between medial and lateral inputs to granule cell dendrites.
In summary, dentate gyrus granule cells perform a linear summation of inputs,
on the level of individual branches, daughter branches, and on the level of the two
major input pathways.
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Figure 3.14.: Integration of input on two daughter branches. a, Two-photon image of two
representative dentate granule cell daughter-branches originating from the same parent
branch. Groups of seven uncaging spots are embraced by white ellipses and labeled A1 and
B1 for one daughter branch and A2 and B2 for the other (scalebar 10 µm). b, Example traces
of uncaging-evoked sum EPSPs of the four groups of seven spines, as indicated (A1,B1 and
A2,B2, upper row). The lower row depicts traces obtained by synchronous uncaging at two
groups of seven spines distributed on either a single or two different branches as indicated
in red. Black: measured traces, gray: responses calculated by arithmetic summation of
the responses from individual 7-spine sets. c, Two-photon image of a CA1 parent basal
dendrite with two daughter dendrites (scalebar 20 µm). d, Identical experimental protocol
for the CA1 pyramidal neuron as in b. Dendritic spikes occurred in CA1 neurons (larger
magnification in the inset) but were never observed in granule cells. e, Summary data of the
ratio of measured and calculated gluEPSPs (branch weight) on one (1) or two (2) branches in
dentate granule cells (GC) and CA1 pyramidal cell basal dendrites (PC). In pyramidal cells,
gluEPSPs featuring a dendritic spike are grouped separately (light gray). Branch weights
of groups with spikes are significantly different from all non-spike groups (ANOVA and
Newman-Keuls test, n=23 (GC), PC: n=40 (one branch), n=5 (one branch, spike), n=35 (two
branches), n=7 (two branches, spike)).
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Figure 3.15.: Integration of simultaneous medial and lateral perforant path stimulation. a,
Example EPSPs from stimulation in the outer (top) and medial molecular layer (bottom). b,
Example sum EPSPs for stimulations in the outer and medial molecular layer with different
time intervals (1 ms, 20 ms, and 50 ms). c, Summary diagram of the observed gain (ratio of
measured sum EPSPs and arithmetic sum of single pathway EPSPs) versus the time interval
between stimulations of both pathways.
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3.4. Place eld generation
3.4.1. Place elds can be generated by granule cells with passive
dendrites
To assess how the integrative properties of granule cell dendrites might impact the
function of granule cells in the processing of spatial information, we connected
a granule cell in our model to afferent ensembles of grid cells (see e.g. Solstad
et al., 2006 and materials and methods, section 2.5.1). Grid cell firing was simulated
for an ‘animal’ on a zig-zag course through a 1 m x 1 m environment. Grid cells
had properties as described (maximum firing rates of 15–25 Hz and grid sizes of
0.28–0.73 m, see Moser and Moser, 2008, representative firing maps of three grid
cells in fig. 3.16a, leftmost side). Grid cells were synaptically connected to the
dendrites of a granule cell (synapses indicated in fig. 3.16a, rightmost side). During
the course of the simulation, granule cell somatic and dendritic membrane potentials
were recorded (fig. 3.16b, blue and red indicate somatic and dendritic recordings,
respectively), and the action potential firing converted to a firing map (fig. 3.16c,
locations at which the cell fired indicated by red crosses).
To assess the impact of dendritic voltage attenuation on the processing of grid cell
input, we placed afferent synapses at varying points along the dendritic tree with
proximal locations (little attenuation), intermediate and distal locations (stronger
attenuation, see red, black and green symbols in fig. 3.16d), and then systematically
increased the number of grid cells (fig. 3.16e, examples of firing maps for 7, 15, and
35 presynaptic grid cells with differing input locations). The robustness of place
field representations of the granule cells in this case is constrained on the one hand
by the minimum number of grid cells that is required to cause granule cell firing.
On the other hand, arbitrary increases in the size of the afferent grid cell ensemble
will cause a prolonged granule cell depolarization with Na+ channel inactivation
and failure of action potential generation at the place field location.
3.4.2. Synaptic distance determines place eld quality
Do granule cells in this model appropriately encode place information over the
whole range in which they display firing behavior? To address this question, we
estimated the quality of the firing map as the average in-place field firing rate
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Figure 3.16.: Example place fields in a computational model. a, Schematic representation of
the network model. A number of grid cells (representative firing maps of three grid cells on
the left) are synaptically connected to the dendrites of a granule cell (synapses are marked
with black dots). Somatic (blue pipette) and dendritic (red pipette) voltages were recorded
during the course of the simulation. b, Representative section of somatic (blue, bottom) and
dendritic (red, top) voltage during a simulation. c, Calculated firing map of the simulated
granule cell with spike locations shown as red crosses. d, Examples of synapse distributions
for three different kinds of simulations (proximal: red, medial: black, distal: green). e,
Examples of firing maps for different numbers of presynaptic grid cells and distances.
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divided by the average out-of-place field firing rate (contrast, fig. 3.17a). Place fields
with a high contrast were obtained only over a relatively small range of presynaptic
grid cell ensemble sizes, and only for medial and distal inputs (black and green in
fig. 3.17b). This range is very close above the granule cells firing threshold (compare
peak rate curves indicated by dashed lines in fig. 3.17b). In the firing range observed
in-vivo within granule cell place fields (11.54±8.16 Hz, Leutgeb and Moser, 2007),
the place field contrast was highest for the more distal inputs, whereas adequate
place field generation was not obtained for proximal inputs (fig. 3.17c). These data
indicate that attenuation is an important factor in sculpting the generation of place
fields. In addition, there is an ‘optimum attenuation’ that gives rise to place fields
with a quality that is robust over a range of grid cell ensemble sizes.
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Figure 3.17.: Analysis of place fields in a computational network model. a, The peak firing
rate in the place field versus the number of presynaptic grid cells for three different distance
configurations (proximal: red, medial: black, distal: green). Colored lines are bi-sigmoidal
fits to the data. Grid numbers for half maximal peak rate are 7.2±0.2 (proximal), 15.2±0.5
(medial), and 35.8±0.6 grids (distal). b, Firing map contrast (defined as average in place
field firing rate divided by the average out of place field firing rate) versus the number of
presynaptic grid cells for three different distance distributions of synapses. Shown in light
gray are the peak firing rate curves from a. c, Contrast versus peak in field firing rate for
the three different distance configurations. Range of firing rate during exploratory behavior
seen in-vivo (11.54±8.16 Hz) is indicated as gray box. d, Contrast versus mean firing rate in
the whole environment for synapses placed in three different distance ranges (red: 0–85 µm
from the soma, black: 85–150 µm, green: >150 µm). e, Mean firing rate versus number of
afferent grid cells for the same synaptic distance ranges as in d.
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4. Discussion
The dentate gyrus granule cells are a critical station for the relay of spatial informa-
tion from the entorhinal cortex to the hippocampus proper. We examined how input
that arrives in the termination zone of the perforant path projection is integrated in
the very small caliber dendrites of the granule cells with a combination of advanced
optical and electrophysiological methods. We then analyzed, using a modeling
approach, how input integration can influence the generation of place fields in
dentate gyrus granule cells.
4.1. Major ndings
The key questions that were raised at the end of the introduction could be answered
in this thesis.
• Attenuation of both EPSPs propagating towards the soma and action potentials
propagating back into the dendrites, was strong. In particular, all EPSPs
originating distally were attenuated by virtually the same amount, indicating
that attenuation is uniform for most of the granule cells inputs. The most
parsimonious explanation for the observed propagation of action potentials
and EPSPs is a low functional expression of voltage-gated ion channels in the
dendrites of granule cells.
• The attenuation of slow voltage deflections and sum EPSPs with intermediate
synchrony is less pronounced. Compared to the dendritic integration time
window the somatic time window for integration is enlarged. As a result
granule cells are less sensitive to jitter in the timing of inputs and favor
continuously arriving or tonic input.
• The integration of EPSPs on one dendritic segment is linearized by activation
of NMDA receptors and sodium channels and by the enhanced propagation
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of slow compound EPSPs. These mechanisms compensate for the local loss
of driving force and enable granule cells to integrate large amounts of input
in a linear fashion. Integration of EPSPs from daughter branches and from
different pathways is also linear. Together with the uniform attenuation of
inputs this renders integration less dependent on the position of inputs along
the dendritic tree.
• Granule cells equipped with these active and passive linearization mechanisms
can generate place field firing from grid cell inputs. For a high place field
contrast synapses need to be electrotonically distant from the granule cell
soma.
In summary, granule cell dendrites behave as linear integrators, are capable of
summing large amounts of inputs, tolerating temporal jitter and favor continuously
arriving or tonic inputs—making them particularly suitable to generate place field
output from linear summation of grid cell input.
4.2. Granule cells as strong, uniform, and
frequency-dependent attenuators
We demonstrated that input resistance, steady-state transfer resistance, and the
frequency-dependent transfer impedance that were measured by simultaneous
dendritic and somatic patch-clamp recordings are well replicated by a computational
model incorporating only passive membrane properties. These basic membrane
properties used in our model were derived in other studies from the analysis of
voltage decay transients (Spruston and Johnston, 1992; Schmidt-Hieber et al., 2007)
and seem to match the observed dendritic properties. In particular, the high dendritic
input resistance which increased with distance from the soma, was expected from
the computational analysis. In the experiments, the steady-state voltage transfer
showed a marked directionality. Voltage transfer from the soma to the dendrite was
much more effective than vice versa and was nearly independent of the distance of
the dendritic site from the soma (fig. 3.6, p. 42). This was expected from basic cable
theory, since the soma has a lower input resistance than the dendrites.
Dendritic integration and resonance behavior are influenced by hyperpolarization
activated currents (Ih) that are expressed in the soma and dendrites of many pyra-
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midal neurons. The resonance observed in e.g. CA1 pyramidal neurons is tuned to
the hippocampal theta frequency and probably plays an important role in the theta
phase-locking of these neurons (Magee, 2001). Granule cell somata express only very
small h-currents (Stabel et al., 1992) and do not show resonance (this thesis). Here,
we additionally demonstrated that neither the soma nor the dendritic compartments
of granule cells show theta resonance at resting membrane potential (fig. 3.7, p. 43),
which would be caused by h-currents (Hu et al., 2002). Also no prominent sag
was observed upon long dendritic current injections. We did not test, however, if
resonance occurs at depolarized holding potentials. In CA1 pyramidal cells this
is the case and is caused by an interplay between a persistent sodium current and
an M-current. The persistent sodium current in granule cell dendrites (see below)
could work together with an M-current to create dendritic resonance at depolarized
membrane potentials (Hu et al., 2002).
Taken together, the data in this thesis indicate that there is neither dendritic
resonance nor an interplay of dendritic and somatic resonance that could strengthen
a theta phase lock in dentate granule cells. Since granule cells do fire phase locked to
the hippocampal theta rhythm in-vivo (Skaggs et al., 1996), other mechanisms must
underly this phenomenon. Conceivably, the theta phase relationship is inherited
from the entorhinal cortex, since the presynaptic grid cells in layer II show theta
phase modulation (Hafting et al., 2008).
4.2.1. Action potential backpropagation
Backpropagating action potentials are an important electrical signal in dendrites,
crucial for e.g. spike-timing-dependent plasticity (Caporale and Dan, 2008). In
dentate gyrus granule cells action potentials do backpropagate into the dendritic
tree (fig. 3.2, p. 36). The initiation sites for action potentials are the somatic or axonal
compartments, as is evident from the delayed action potential peak at dendritic
sites relative to the soma. The amplitude attenuation that was observed at the
dendritic sites is quite drastic. Further analysis in the computational model showed
that this attenuation is only consistent with a low functional expression of sodium
channels (1 mS/cm2) in the dendrites (fig. 3.5, p. 41). Higher available sodium channels
densities, e.g. 6 mS/cm2 as found in CA1 pyramidal neuron dendrites (Magee and
Johnston, 1995a), lead to an active backpropagation of action potentials in the
computational model, which is not consistent with the experimental results. More
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evidence pointing towards a low sodium channel density is the constant amplitude
of trains of action potentials evoked by long current injections into the soma (fig. 3.2b,
p. 36). In all other neuronal dendrites studied so far the amplitudes of successive
backpropagating action potentials in a train decrease. It was shown that the recovery
from inactivation is very slow for dendritically expressed sodium channels and thus
successive backpropagating action potentials have a decreasing density of available
channels (Jung et al., 1997). This is clearly not the case in granule cell dendrites.
The most straightforward explanation is that action potentials do not backpropagate
actively into granule cell dendrites consistent with a low density of sodium channels.
4.2.2. EPSP attenuation and input coupling
What happens to dendritic EPSPs on their way to the soma? Local dendritic EPSPs
experience strong attenuation and slowing of their rise and decay phases on their
way to the soma (see introduction, section 1.1.1). The experimental data suggest a
strong and nearly uniform attenuation of distal EPSPs (fig. 3.1, p. 35). Analysis in
the computational model showed, that the strongest attenuation actually takes place
in the last 80–100 µm before the soma (fig. 3.4, p. 40). This is most probably caused
by the impedance mismatch at branchpoints (Goldstein and Rall, 1974), which are
mainly located near the soma and contribute strongly to the overall attenuation;
thus all EPSPs originating more distally are attenuated by nearly the same amount.
What are the consequences of this observed EPSP attenuation? Every neuron
with long dendrites faces the problem that depolarization in electrotonically distant
dendritic compartments can only have a limited influence on the somatic depo-
larization (equation 1.5, p. 2). It may even be impossible for excitatory input on
one dendritic segment to bring the somatic membrane potential to threshold and
trigger an action potential. This problem is also apparent in granule cell dendrites,
where distal dendritic EPSPs are heavily attenuated. Only very proximal input
can achieve efficient somatic depolarization. This leads to the conclusion that, if
granule cell firing is dominated by perforant path inputs, the dendrites need large
amounts of distal inputs to reach firing threshold. Additionally, large amounts of
very synchronous input are not the most efficient way to depolarize the granule cell
soma, because of the strong filtering of fast inputs. Slightly asynchronous inputs,
leading to a kind of plateau depolarization in the dendrite, are transmitted more
efficiently to the soma (see below).
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Neurons have evolved mechanisms to overcome the large electrotonic distance
between distal input sites and the soma.
• As was introduced above (see introduction, sections 1.1.2 and 1.1.3), pyramidal
neurons use different forms of active spiking mechanisms to increase the
coupling of apical dendrites to the soma (Larkum et al., 1999, 2009; Golding
and Spruston, 1998; Golding et al., 1999). After these regenerative events are
triggered at a distal dendritic site they can often propagate in an active fashion
to the soma, much more efficient than the input alone that triggered them. An
extreme example are the apical tuft dendrites of cortical layer V pyramidal
neurons that would have virtually no influence on the somatic membrane
potential, without specialized active mechanisms (Larkum et al., 2009). For a
discussion of dendritic spikes in granule cells see below.
• For intermediate electrotonic distances a scaling of the number of AMPA
receptors incorporated into synapses was observed in CA1 pyramidal neurons
(Magee and Cook, 2000; Andrasfalvy and Magee, 2001; Smith et al., 2003). More
distal synapses generate a bigger local EPSP than more proximal ones, in a
way that the EPSPs observed at the soma have the same size. This mechanisms
could be less effective in-vivo under conditions of high synaptic background
activity (London and Segev, 2001).
• A third and very simple mechanisms to increase the somatic impact of electro-
tonically distant synapse is passive normalization (Jaffe and Carnevale, 1999).
This means that the transfer impedance is less affected by dendritic location
than voltage transfers. Thus equally sized synapses, while creating different
local EPSPs because of the location dependent input resistance, give rise to
nearly equal somatic EPSPs (equation 1.10, p. 4). This passive normalization
was demonstrated in a computational model in neurons that lack long primary
dendrites, as CA3 pyramidal neurons or dentate gyrus granule cells. The
presence of a long primary dendrite in e.g. CA1 or layer V pyramidal neurons,
on the other hand, favors a substantial location-dependent variability of the
somatic EPSP size.
As we could show in this thesis, dentate gyrus granule cells do not implement
dendritic spikes to overcome the strong dendritic attenuation. If synapses of granule
cells are scaled according to the attenuation of their EPSPs remains an open question.
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The passive normalization, which was described theoretically, is clearly present in
granule cell dendrites.
4.3. Enhanced time window for dendritic integration
The integration time window observed in dentate gyrus granule cells can be ex-
plained by the passive membrane properties alone. They determine both local
summation and propagation of inputs. Obviously, the maximal local depolarization
is reached by synchronous synaptic input, and summation of inputs with a lower
degree of synchrony leads to a smaller local depolarization (the smaller the bigger
the interval). The somatic peak depolarization, however, is additionally determined
by the propagation from the dendritic location towards the soma. It was found
that in granule cells propagation favors slightly asynchronous input, in part com-
pensating the non-optimal local summation. Thus, both synchronous and slightly
asynchronous input can lead to the same somatic peak depolarization (fig. 3.8, p. 45).
The enlarged somatic integration time window could make the granule cell output
less sensitive to input timing fluctuations and contributes to their integrator function,
since exact input synchronization is less significant for the somatic integration. An
exact synchronization of inputs could nevertheless be important for local interac-
tions in the dendrites. Action potential output of the presynaptic grid cells in the
entorhinal cortex shows considerable jitter (see fig. 1 in Hafting et al., 2008) which
could be compensated by the integration time window of granule cells.
Enlarged integration time windows in the somatic versus dendritic compartments
can also be observed in other neurons (see fig. 1 in Migliore and Shepherd, 2002), but
they are often additionally modified by many dendritic voltage-gated conductances
(e.g. IH, Magee, 1999, IA, Kim et al., 2007, and INa,P, Schwindt and Crill, 1995,
see introduction, section 1.1.2). These voltage-gated mechanisms are then the
determining factors for the local integration and subsequent propagation to the
soma.
4.3.1. Properties of other small caliber dendrites
Most of the knowledge about dendritic integration is derived from direct patch-
clamp recordings of dendrites. Until recently, this technique was limited to the
thick stem dendrites of hippocampal and cortical pyramidal neurons and cerebellar
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Purkinje neurons (Davie et al., 2006). Fine dendrites, although the major targets of
excitatory inputs (Megias et al., 2001), are rarely studied because of the technical
difficulties linked to recordings of their electrical properties. Nevertheless, with
different optical methods several groups have succeeded in imaging even small
voltage transients in thin neuronal processes. This is due to improvements in two-
photon microscope technology (Sacconi et al., 2008) and recent advances in single-
photon voltage imaging with small band laser excitation (Holthoff et al., 2010; Foust
et al., 2010; Canepari et al., 2010; Palmer and Stuart, 2009). Also the development
of new voltage sensitive dyes with high sensitivity could improve the feasibility
of optical methods (Li, 2007; Sjulson and Miesenböck, 2008; Baker et al., 2008; Kee
et al., 2009). Another recent study used a Förster resonance energy transfer-based
voltage imaging technique with an intracellular dye and an extracellular quencher
whose membrane partitioning was voltage-sensitive (Bradley et al., 2009). However,
the extracellular quencher adds capacitative load to the cell membranes that could
disturb dendritic signaling. A caveat in the application of most voltage imaging
methods with synthetic dyes is the probable modulation of GABAA receptor function
(Mennerick et al., 2010, but see Canepari et al., 2010).
The feasibility of direct electrophysiological recordings from fine dendrites was
shown in the pioneering study by Nevian et al. (2007), who recorded from basal
dendrites of cortical layer V pyramidal neurons. They used a combination of two-
photon fluorescence imaging and infrared scanning gradient contrast (similar to the
method used in this thesis) to gain access to the otherwise invisible thin dendrites
with very small, high resistance patch electrodes. The groups of Thomas Nevian
and Matthew Larkum further developed this technique to study other small caliber
dendrites, such as layer V neuron apical tuft dendrites (Larkum et al., 2009) and
layer II/III neuron apical dendrites (Bathellier et al., 2009).
It should be noted that the study of dendritic function is currently expanded
to in-vivo experiments (Kitamura et al., 2008; Jia et al., 2010). This approach will
certainly fertilize the field of dendritic research and give new insights into how
dendrites compute and how they influence action potential output in behaving
animals.
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4.4. Granule cells as linear integrators
We showed in this thesis that the integration of colocalized inputs is linear in
dentate gyrus granule cells. A linear gain of around 40% was observed in addition
(fig. 3.11, p. 49). Although often readily assumed in theoretical models, e.g. in
Hopfield and Tank (1986); Solstad et al. (2006), linear integration over a wide
range of input strengths is—contrary to intuition—not a simple task for a neuron.
Inherent to synaptic activity, two nonlinear effects cause summation of colocalized
inputs to be sublinear and ultimately saturating, without further compensatory
mechanisms. Both, local loss of driving force and mutual shunting decrease the
impact of colocalized synapses (see introduction, section 1.1.1). The observed linear
integration of colocalized inputs indicates the presence of other, compensatory
nonlinear mechanisms.
Indeed, integration was sublinear in the presence of either sodium channel blocker
TTX or NMDA receptor blocker D-APV. Both, voltage-gated sodium channels and
NMDA receptors open upon depolarization1 and can thus add to the depolarization
from the activation of synaptic AMPA receptors alone (see introduction, sections 1.1.2
and 1.1.3).
Arguably, the boosting conveyed by both sodium channels and NMDA receptors
cannot linearize the summation of colocalized inputs for all input strengths. For very
strong local depolarizations the loss of driving force outweighs the boosting effect,
integration is necessarily sublinear, and the local membrane potential saturates.
However, the input strength for which sublinear integration and saturation occur is
considerably larger with active boosting mechanisms.
We could demonstrate that the dendritic integration saturates by evoking very
large sum EPSPs and additionally depolarizing the cell in the presence of D-APV. In
this case the sum EPSPs display sublinear summation and eventually saturate, due
to the local dendritic depolarization approaching the synaptic equilibrium potential2.
This observation clearly shows that the local loss of driving force is an important
factor for local summation of input. Additionally, maximal depolarization in a single
distal dendritic compartment is unable to bring the granule cell soma to action
potential threshold.
1NMDA receptors additionally need glutamate, either released synaptically or by uncaging.
2Assuming a local depolarization of 70 mV and comparing with the somatic plateau depolarization
at saturation one can derive a steady-state attenuation of 0.23. This is near the expected value of
0.18 derived from the dual somato-dendritic patch-clamp recordings.
68
4.4. Granule cells as linear integrators
4.4.1. Linearization by sodium channels
The mechanism underlying the observed TTX sensitivity of boosting is probably
the activation of a persistent sodium current located in the dendrites, similar to
findings in other neurons types (Deisz et al., 1991; Schwindt and Crill, 1995; Crill,
1996). In the uncaging experiments, application of TTX affected both integration
and the single gluEPSP waveform. A dendritic persistent sodium current could be
activated by both single EPSPs (see e.g. fig. 7 in Vervaeke et al., 2006) and even more
by sum EPSPs that reach higher depolarizations locally (see e.g. fig. 9 in Deisz et al.,
1991) in the range of maximal persistent sodium current (at around -40 mV, Crill,
1996; French et al., 1990). A more recent study showed that in neocortical layer V
pyramidal neurons the sodium current-dependent EPSP boosting is mediated by
sodium channels on spines rather than on the dendritic shaft (Araya et al., 2007).
The presence of sodium channels in single spines and their contribution to spine
calcium transients was also demonstrated in CA1 pyramidal neurons (Bloodgood
and Sabatini, 2007). In contrast, Palmer and Stuart (2009) did not find evidence for
the contribution of voltage-gated ion channels to the amplitude of single EPSPs in
basal dendrites of layer V pyramidal neurons. However, under their conditions they
estimate the depolarization reached in the spine to be on average 13 mV, probably
not enough to activate voltage-gated sodium channels (Palmer and Stuart, 2009).
Nevertheless, when several spines are stimulated simultaneously, as in this thesis,
the local depolarization could be high enough to activate sodium channels, which
then amplify the sum EPSP.
Unfortunately, the electrophysiological current-clamp experiments in this thesis
cannot determine the sodium current density in the dendrites, so that the evidence
for the low available sodium channel density and the persistent nature of the
dendritic sodium current remain indirect.
4.4.2. Linearization by NMDA receptors
Probably all neurons express NMDA type glutamate receptors besides AMPA type
glutamate receptors. The ratio of the maximal synaptic AMPA and NMDA receptor
mediated currents, however, varies between different neuronal cell types, between
different synapses in a single neuron, and during development (Huntley et al., 1994;
Nusser, 2000; Andrasfalvy and Magee, 2001; Kerchner and Nicoll, 2008). Dentate
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gyrus granule cells have a relatively high NMDA to AMPA ratio of approximately 1
(see Ye et al., 2005 and fig. 2.2, p. 25). In comparison, e.g. Schaffer collateral synapses
of CA1 pyramidal neurons exhibit a much lower ratio of only 0.5 (McDermott et al.,
2006) or 0.2 (as mentioned in Losonczy and Magee, 2006). The NMDA receptors
of granule cell synapses additionally show a prominent contribution to the EPSP
size even at resting membrane potentials (Keller et al., 1991; Dalby and Mody, 2003),
also under in-vivo conditions (Blanpied and Berger, 1992). Regarding the different
modes of NMDA receptor mediated activity in the dendrites, which were introduced
earlier (fig. 1.1) granule cells are clearly operating in a boosting mode that is already
active near the resting membrane potential.
4.4.3. Granule cells lack regenerative events
Dendritic nonlinear events, as seen in many other neuron types (see introduction,
sections 1.1.2 and 1.1.3), were never observed in granule cells, except in one single
experiment where a brief dendritic current injection triggered an event resembling
a dendritic sodium spike in CA1 pyramidal neurons. Why could fast sodium
spikes not be generally elicited, although there seem to be sodium channels in
the dendrites? The most straightforward explanation is an insufficient channel
density to support dendritic spiking. Additionally, fast inactivation of the dendritic
sodium channels reduces the density of available channels even further. However,
it cannot be excluded that with more synchronous stimulation or faster current
injection regenerative sodium channel-dependent events could be generated in
dentate granule cells. Also, NMDA receptor driven spikes (Schiller et al., 2000) could
not be observed, although there is a substantial NMDA receptor activation even at
resting membrane potentials (see above). Regarding the scheme (fig. 1.1) of NMDA
receptor activation phenomena introduced earlier, the maximally available NMDA
receptor component in granule cell dendrites is probably not enough to support
generation of a regenerative event and the activation of NMDA receptors only leads
to EPSP boosting as described above.
4.4.4. Linearization in other neuron types
For disparate inputs, linear integration was described in many neurons. Several
studies showed a regime of linear integration in CA1 pyramidal neurons (Cash
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and Yuste, 1999; Gasparini and Magee, 2006) and scattered or asynchronous inputs
in medium spiny neurons of the striatum, cortical layer 2/3 pyramidal cells, and
GABAergic interneurons are also integrated linearly (Tamás et al., 2002). Since
disparate inputs do not locally interact a linear summation is expected (equation 1.12,
p. 5). However, all pyramidal neurons also implement a regime of strong nonlinear
integration of synchronous and colocalized inputs by generation of dendritic spikes
(Schiller et al., 2000; Larkum et al., 1999; Losonczy and Magee, 2006).
4.4.5. Linear integration of branches and pathways
Driving force loss and shunting are local effects, i.e. they only influence synapses
that are electrotonically nearby. Summation of inputs from different branches is
expected to be integrated in a linear fashion, given passive dendrites. This is indeed
the case in dentate granule cells (fig. 3.14, p. 55). Synaptic input from two daughter
branches can nevertheless trigger supralinear integration in CA1 pyramidal neurons
as we showed (fig. 3.14, p. 55). Stimulation of two different input pathways, e.g.
Schaffer collaterals and temporoammonic pathway, can lead to the generation of
dendritic calcium spikes in CA1 pyramidal neurons (Takahashi and Magee, 2009).
In dentate gyrus granule cells no interaction between the two major input pathways
(medial and lateral perforant path) was observed (fig. 3.15, p. 56).
Taken together, granule cells maintain a linear integration for all distributions of
inputs, both colocalized (fig. 3.11, p. 49) and disparate (figs. 3.14, p. 55 , and 3.15,
p. 56).
4.4.6. Assessing dendritic function with neurotransmitter uncaging
The study of dendritic integration was enhanced by the use of two-photon uncaging
of caged neurotransmitters, in particular caged glutamate. Uncaging and ion-
tophoresis techniques allow the activation of one specific receptor type in contrast
to electrical stimulation were virtually always both excitatory and inhibitory fibers
are activated, which leads to a combined EPSP-IPSP sequence. In contrast to neu-
rotransmitter iontophoresis and single-photon uncaging, the spatially much more
restricted release of glutamate with two-photon uncaging allows realistic EPSP
timecourses. However, the focal volume in two-photon uncaging is diffraction
limited to around 1 fl and thus is still bigger than the active zone. Additionally,
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only spines and not active zones can be visualized in the uncaging experiments.
Together, this leads to an excessive photorelease of glutamate that directly or by
diffusion can activate glutamate receptors located perisynaptically or even on the
dendritic shaft. Although these problems are reduced drastically in comparison to
iontophoresis, it is necessary to ensure that the uncaging-evoked EPSPs achieved
resemble synaptically stimulated EPSPs. An important parameter is the amount
of NMDA receptor activation, as this is directly related to the amount of boosting
observed in the experiments. Especially compromising would be a higher NMDA
portion of uncaging evoked EPSP in comparison to EPSP evoked by presynaptic
activity. Instead of a direct comparison of uncaging evoked EPSPs (gluEPSPs) and
stimulated EPSPs, gluEPSPs with different uncaging times were compared. If there
is contamination by activation of additional dendritic shaft NMDA receptors, longer
uncaging times should result in a higher NMDA component of single gluEPSPs
and in a different gain of summed gluEPSPs. Both was clearly not the case (fig. 2.3,
p. 28).
4.5. Place eld generation by linear input integration
4.5.1. Optimization to granule cell function
Why is linear summation of inputs important for place field generation in granule
cells? Many theoretical models of place field generation propose an arithmetic
summation of selected grid cell inputs. Grid cells with the same spatial offset
all overlap at one and only one point in the environment, despite their potentially
different orientation and spacing. Thus, a linear summation generates a defined place
field at this region of maximal overlap3. This model is relatively straightforward in
that it does not rely on complex computational properties of granule cells and their
dendrites. A bimodality of dendritic integration, as observed in e.g. CA1 pyramidal
neurons, is not necessary to perform the place field computation. The granule cells,
however, seem to be optimized to integrate large amounts of inputs linearly. In
addition, this linear integration is performed for all kinds of inputs, synchronous
3The model equation being
f (x, y) =
[
N
∑
n=1
Anwg
n
w (x, y)− Cinh
]
+
(4.1)
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and asynchronous, as well as clustered and disparate. Thus dentate granule cells
are particularly suited to convert grid cell input into place field output according to
equation 4.1.
The quality of the place field representation in granule cells is related to the size
of presynaptic grid cell ensemble. If the number of grid cells is too small, a single
smooth place field cannot be generated by the postsynaptic granule cell (fig. 3.16,
p. 58).
Granule cells, however, are tuned in a way that they need large numbers of grid
cell inputs to fire action potentials at all: the attenuation of EPSPs that originate in
the termination zone of the perforant path projection from the entorhinal grid cells
is strong and uniform. In addition, the difference between the resting membrane
potential and action potential threshold is high compared to other neuron types.
The large amount of dendritic input results in a very strong dendritic depolar-
ization and the NMDA receptor- and sodium channel-dependent boosting may be
a way to facilitate action potential firing under these conditions. Furthermore, the
boosting leads to a steep tuning curve of the granule cells, i.e. place field center
firing rate versus number of grid inputs (fig. 3.17, p. 60).
However, having too much input is again ineffective for two reasons. Firstly, if
the dendrites are already depolarized the synaptic equilibrium potential, activating
further synapses does not lead to further depolarization. Secondly, massive amounts
of inputs, which depolarize the granule cell soma tonically, can cause inactivation of
somatic sodium channels, particularly in the place field center, where the most input
impinges on the cell. Thus, increased input would lead to saturation or inactivation
inside the place field and to suprathreshold depolarization outside the place field,
effectively inverting the cell’s firing pattern.
Taken together, small numbers of active presynaptic grid cells, resulting in low
place field contrast, do not bring granule cells to action potential threshold, and too
large numbers of active grid cells would also cause low place field contrast. The
range of active presynaptic grid cells that leads to the generation of a high contrast
place field is small, due to the steep tuning curve of granule cells (fig. 3.17, p. 60).
In-vivo, granule cell firing is most probably stabilized by a strong recruitment of feed-
back inhibition. A rapid recruitment of feed-back inhibition, facilitated by the steep
granule cell tuning curve, is also beneficial for a ‘winner-takes-it-all’ mechanism
of population activity in the dentate gyrus. This is one possible explanation for
the sparse activity—only around 2–5% of all granule cells are active in any given
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environment (Chawla et al., 2005)—of the dentate granule cell population. This
sparse activity is a prerequisite for the pattern separation that is thought to take place
in the dentate gyrus (Gilbert et al., 2001; Leutgeb et al., 2007a; Bakker et al., 2008). To
generate non-overlapping output patterns for similar and overlapping input patterns
the connection divergence from the small entorhinal grid cell population to the very
large granule cell population, a sparse activity there, and a convergence onto the
CA3 pyramidal cells is necessary (Rolls and Kesner, 2006).
In vivo studies of granule cell function were limited to tetrode recordings of firing
activity in the dentate until recently. First whole-cell patch-clamp recordings from
dentate gyrus granule cells from awake rats revealed that the basic electrophysi-
ological properties are similar to what is known from experiments in brain slices.
During wakefulness, granule cells receive massive amounts of subthreshold input
that is coupled to gamma oscillations of the local field potential (Pernia-Andrade
and Jonas, 2009). The frequency preference of dendritic transmission that we found
(fig. 3.8, p. 45) may facilitate this phenomenon.
4.5.2. Linear integration in other systems
Is linear integration in dentate gyrus granule cells a unique computational feature?
Few other examples of linear integration that is underlying a specific brain function
have been found. In a prominent study Jagadeesh et al. (1993) recorded from simple
cells in the visual cortex of anesthetized cats. These cells fire selective to a preferred
direction of motion in visual stimuli. If these cells sum synaptic input linearly to
produce direction selectivity, as was proposed in many models, the preference of
the cell for one direction of motion should be predictable as a linear sum of the
responses to stationary flashing stimuli. Indeed, Jagadeesh et al. (1993) found that
the membrane potential oscillations in those neurons in response to moving gratings
could exactly be predicted from a linear summation of responses to stationary
grating patterns. However, this linear integration is then converted, as in most
neurons, into firing output by a nonlinear mechanism, the action potential threshold.
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4.5.3. NMDA receptors of the dentate gyrus in the hippocampal memory
system
Despite their function in the linearization of input integration in granule cells, NMDA
receptors subserve many memory functions expressed in the dentate gyrus and other
hippocampal areas (Lynch, 2004). NMDA receptors are not necessary to maintain
place field activity in the dentate gyrus in rooms familiar to an animal (Leutgeb
et al., 2007b). But, importantly, all spatial selectivity in granule cells is lost when
blocking NMDA receptors in novel environments, which raises the possibility that
the spatial selectivity in granule cells is established by an NMDA receptor-dependent
mechanisms that competitively selects active inputs (Leutgeb et al., 2007b). NMDA
receptors also contribute to the pattern separation function of the dentate gyrus:
McHugh et al. (2007) could show that mice lacking NMDA receptors specifically in
dentate gyrus granule cell also lacked perforant path long-term potentiation (Bliss
and Lømo, 1973) and were impaired in the ability to distinguish two similar contexts.
Interestingly, downstream of the dentate gyrus, the context-specific modulation of
firing rate in CA3 was reduced in the NMDA receptor knock-out mice. This suggests
that the impaired pattern separation capability of the dentate gyrus was relayed
to the CA3 region and reduced the capability of the CA3 ensemble to detect and
amplify small differences in activity generated in similar contexts.
4.6. Outlook
Three major points for future research should be highlighted here.
• First, we examined only excitatory input in granule cell dendrites in this thesis.
It is nevertheless clear that strong inhibition, in particular perisomatic feed-
back inhibition, plays a major role in establishing a sparse activity pattern in
the dentate granule cell population, as discussed above. How is this feed-back
inhibition recruited by the activity of only a few granule cells and does it
interact in a specific manner with excitatory dendritic input? What role plays
the inhibitory input that terminates directly on granule cell dendrites or even
on individual spine heads—how does it interact with excitatory input arriving
at the same time on the same segment of the dendritic tree? A promising study
elucidating interactions of excitation and feed-back inhibition in the dendrites
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of CA1 pyramidal neurons is currently being performed (Müller et al., 2010).
Unfortunately, a similar approach to the dentate gyrus remains elusive until
forms of cell type specific stimulation have matured (e.g. optogenetic labeling
and stimulation of all presynaptic neurons of one single granule cell).
• Second, we only studied granule cells separate from other components of the
dentate gyrus network in this thesis, but network interactions in the dentate
gyrus are manifold. Besides the recruitment of inhibition a recent study
(Larimer and Strowbridge, 2009) introduced another excitatory cell type, the
semilunar granule cells, which can trigger long-lasting up-states in the dentate
network. To really understand the principles underlying the functional role
of the dentate gyrus, it is essential to study the interaction of neurons in-vivo
during wakeful behavior. Recent technological advances have been made in
this direction, but have not yet been applied to the dentate gyrus.
• Third, the experiments performed in this thesis are of short duration and
we did not look at changes in synaptic weight4. As for many other neuron
types, the exact synaptic learning rules in granule cell dendrites are unknown.
Undoubtedly, these learning rules are highly important for the development of
stable place field representations.
4We performed, however, some preliminary experiments, indicating that a weak stimulation
protocol without the generation of somatic action potentials may be sufficient to cause long-term
potentiation (or more exact medium-term potentiation) of perforant path synapses.
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A.1. Articial cerebrospinal fluids
Normal ACSF consists of (in mM): sodium chloride 125, potassium chloride 3.5,
sodium phosphate dibasic 1.25, sodium carbonate 26, calcium chloride 2, magnesium
chloride 2, D-glucose 15.
Sucrose ACSF consists of (in mM): sodium chloride 60, sucrose 100, potassium
chloride 2.5, sodium phosphate dibasic 1.25, sodium carbonate 26, calcium chloride
1, magnesium chloride 5, D-glucose 20.
By saturating the solutions with carbogen (95% O2 and 5% CO2) the desired pH of
7.4 is reached.
A.2. Intracellular solutions
Potassium gluconate based current-clamp intracellular solution contains (in mM):
potassium gluconate 130, potassium chloride 20, 4-(2-hydroxyethyl)-1-piperazine-
ethanesulfonic acid 10, ethylene glycol tetraacetic acid 0.16, magnesium adenosine-
5’-triphosphate 2, disodium adenosine-5’-triphosphate 2. A pH of 7.25 is set with
potassium hydroxide and the osmolality is adjusted with sucrose to 295 mOsm.
Cesium based voltage-clamp intracellular solution consists of (in mM): cesium
methanesulfonate 100, tetraethylammonium chloride hydrate 20, calcium chloride
0.05, magnesium adenosine-5’-triphosphate 2, disodium adenosine-5’-triphosphate
1, 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid 10, ethylene glycol tetraacetic
acid 0.5. A pH of 7.25 is set with cesium hyroxide and the osmolality is adjusted
with sucrose to 295 mOsm.
77
A. Appendix
A.3. Estimation of the expected sum EPSP when correcting
for loss of driving force incurred during large
synchronous EPSPs
The arithmetic sum of all the 13 somatic gluEPSPs shown in fig. 3.11b is 6.1 mV (see
fig. 3.11d, p. 49). Assuming the dendritic membrane potential to be -86 mV (-72 mV
measured at the soma and corrected for the liquid-junction potential of +14 mV)
this would correspond to a dendritic peak depolarization to -35 mV, assuming an
attenuation factor of 0.12 (see fig. 3.1e, p. 35). The depolarization by the average
single gluEPSP of 0.48 mV at the soma corresponds to a dendritic depolarization
to -82 mV. Assuming a synaptic reversal potential of 0 mV the loss of driving force
is around 60%. Thus, the expected linear sum gluEPSP at the soma corrected for
driving force loss is just 2.6 mV.
A.4. Inhibition in the computational model
Synaptic inhibition was not incorporated into our computational model of place field
generation. We reason that an inhibitory parameter modeling feed-forward inhibition
would correspond to a downscaling of individual synaptic weights. Regarding
feed-back inhibition, two scenarios are possible. The modeled granule cell is the
‘winner’ cell that generates a spike output and concurrently inhibits surrounding
granule cells. Alternatively, the modeled granule cell could be inhibited based on a
general feedback paradigm derived from its own firing rate. In this case, increasing
inhibition would occur for increased granule cell firing, ultimately limiting the
maximally achievable firing rates. The onset of the peak rate/grid relationship (see
fig. 3.17a, p. 60), however, would be unchanged, as would the quality of the place
field contrast in this region (see fig. 3.17b, p. 60).
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