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Error bounds for a wide class of linear and nonlinear boundary value 
problems are derived from the theory of dual extremum principles. The results 
are illustrated by two examples arising in the theory of heat transfer, which 
involve mixed boundary conditions. 
1. INTRODUCTION 
Problems in the calculus of variations are frequently formulated in terms 
of finding relative minima (or maxima) of functionals on some real Hilbert 
space. Approximate solutions to these problems lead in a natural way only 
to upper (or lower) bounds for the desired stationary value of the basic 
functional or potential. Noble [9] h as introduced the very useful idea of dual 
extremum principles, or complementary variational principles in his termi- 
nology, by means of which it is possible to obtain both upper and lower 
bounds to the solution of a variational problem. An abstract formulation of 
dual extremum principles has been given by Rall [ll], and this work has 
been followed by studies of related boundary value problems [3, 4, 81 
including a variety of boundary conditions [3, 61. This theory is particularly 
valuable when the basic potential represents a quantity of interest such as 
energy, capacity, or absorption probability, cf. [4]. When attention is centered 
on the variational solution of the boundary value problem itself, it is then 
important to have some estimate of the error contained in this approximate 
solution. Some work on error bounds for approximate solutions has already 
been done in the simple case of homogeneous boundary conditions [7, 131, 
and the purpose of this paper is to extend these results to include a 
wide range of boundary conditions that occur in many boundary value 
problems. 
We begin with a brief summary of the main results in the theory of dual 
extremum principles. 
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2. CANONICAL SYSTEMS 
Let H, and H+ be real Hilbert spaces of vector valued functions defined 
on some compact connected subset V of En with a smooth boundary aV. 
The inner products on H, and H, are denoted by (,) and (,), respectively. A 
linear operator T maps H6 into H, . The domain of T is dense in Hd and we 
assume that an operator T* is defined on H, , mapping H, into H6 , where 
T* is the formal adjoint of T such that 
(u, T+>v = <T*u, $>v + (u> urC)av. (2.1) 
Here uT is an operator mapping Hm into H, on aV with adjoint ur-* defined by 
(UT w$)av = (UT*% +>av * (2.2) 
This choice of boundary functional in (2.1) is discussed in [3,4, 61. Examples 
of operators T, T*, uT and I+-* which satisfy relations like these are given in 
[l, 2,4,5]. The Cartesian product space H = H, x Hd has elements denoted 
by h = ($) and is a Hilbert space for the inner product (,) defined by 
where 
/it = (;I) , i = 1,2. 
Let W(u, 4) be a twice FrCchet differentiable functional defined on H. 
Then the basic canonical equations that are considered in the theory of dual 
extremum principles are 
Tc$ = aWji% in V, (2.4) 
T*u = aWli+ in V, (2.5) 
subject to a boundary condition of the form 
g(u,+)=O on av. (2.6) 
In Eqs. (2.4) and (2.5) partial derivatives denote FrCchet derivatives. 
3. VARIATIONAL PRINCIPLES 
The variational significance of systems of the form (2.4) and (2.5) was 
first observed by Noble [9]. I n addition, Noble [9] indicated how certain 
boundary conditions could be included in the theory, and this work was 
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followed up by Komkov [S] and others, cf. [3,4, 61. The basic problem is to 
find a functional I(u, +) w h ose stationary behaviour will coincide with the 
solution (~1, 9) of Eqs. (2.4) and (2.5) subject to (2.6). 
Following Noble [9] and Komkov [8] we introduce a functional I(u, 4) of 
the form 
where r(u, 4) is a functional, as yet unknown, in which u and 4 are restricted 
to the set aV. We assume that I(u, 4) is twice FrCchet differentiable, Then 
from Eqs. (3.1) and (3.2) we obtain the FrCchet derivatives 
arja21 = (q - awjau), + (arja~),,, (3.3) 
aI/+ = (T*u - ~3 W/@) y + (Z/&#J + crr*r& y . (3.4) 
A necessary condition for a stationary behavior of I(u, 4) is that 
al/au = 0, alla+ = 0, (3.5) 
which by (3.3) and (3.4) imply that 
T# = i?W/au in V, (3.6) 
T*u = aW/&j in V, (3.7) 
arjau = 0 on w (3.8) 
aria4 + UT% = 0 on av. (3~9) 
Equations (3.6) and (3.7) agree with (2.4) and (2.5), and we require Eqs. (3.8) 
and (3.9) to be equivalent to Eq. (2.6). Now the form of r(u, +) will depend of 
course on the precise nature of g(u, 4). There are four main choices for 
g(u, 4), and these are given in Table I together with the corresponding 
expressions for r(u, 4). 
TABLE I 
Boundary Conditions and Functional r(u, 4) 
I 
II 
III 
IV 
OTC4 - 4d -<q*u, 4 - 4B> -@T(4 - 4d 0 
OTT*@ - %I) - <o’r*ue ,4> 0 QT*(u - %I 
UT4 - 44 --<q-*u, 4> + A(u) -u& + o(u) 0 
OT*u - b(4) --B(4) 0 oT*” - b(4) 
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In Table I, 4s and uB denote prescribed functions on the boundary, a(u) E H, 
and b(4) E Hb are known functions with inverses, and the functionals 
4) = 1: (u - 110 3 4~0 + t(u - 4) dt + A@,), (3.10) 
W) = j: <+ - 40 9 4#0 + t(+ - hJl> fit + wo,), (3.11) 
are just direct integrals, cf. [14], such that aA/& = a(u), aB/+ = b(#), 
u. and 4. being arbitrary vectors. Boundary conditions of types I and II 
are abstract forms of the Dirichlet and Neumann conditions, cf. [6], and 
types III and IV cover various nonlinear conditions first discussed in [3]. 
4. DUAL EXTREMUM PRINCIPLES 
We now consider extremum principles, that is maximum and minimum 
principles, associated with boundary value problems of the form (2.4)-(2.6). 
Our approach is to use the global theory of Noble [lo] which is surveyed 
in [12]. 
Using (3.1) we define a functional J(Q) as follows: 
.I(@) = WPP), 9, 
where U(@) is the solution of 
T@ = i3W(U, @)/aU in V 
and 
(4.1) 
(4.2) 
ar(u,qau=o on i3V. (4.3) 
If (u, +) is the solution pair of Eqs. (2.4)-(2.6), we see from Eq. (4.1) that 
.Jw = Q4 $1 (4.4) 
is the exact functional. Also, it can readily be shown that 
J(Q) - .J(#> = {W(% @> - W(U, @> - (u - u, w/au))” 
- W@, @‘> - w(u, d) - <@ - $4 aww)v (4.5) 
+ UVJ, @P) - m4 9) + <Or*% @ - mav - 
The boundary term in Eq. (4.5) is given in Table II for boundary conditions 
I-IV. The right hand column in Table II contains conditions arising from 
Eq. (4.3). 
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TABLE II 
Boundary Term in (4.5) 
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Essential condition 
h-4 4) w4 @I - 0,4) + <UT*% @ - 4) for extremum J 
I orT(4 - h) -(U - Ul urT(@ - h)) or@ = q-& on W 
II q-*tu - %I 0 - 
III 9-4 - 44 -444 - A(U) - (u - u, 4w U = c+(@) on ZJV 
IV q-*u - w -@Y@) - B(4) - <@ - 4, wm 
From Eq. (4.5) and Table II we see that if 
W(U, $) is convex in U, and concave in $, (4.6) 
and if 
A(u) and B(4) are both concave, 
it follows that we have the global minimum principle, 
(4.7) 
for boundary conditions I-IV, equality holding when @ is equal to +. Clearly 
the inequality in Eq. (4.8) will go the other way if convex and concave are 
interchanged in Eqs. (4.6) and (4.7). 
Next, using Eq. (3.2) we define a functional G(U) 
G(U) = I(U @(U)>, 
where Q(U) is the solution of 
T*U = aW(lJ, @)/a@ in 
and 
aq u, q/a@ + or-* U = 0 on 
From (4.9) we see that 
G(u) = I@, 4). 
Also, it can be shown that 
V, 
av. 
G(u) - G(U) = {W(U,$) - W&b) - (U - % aW/a% 
- {w(u, 4) - w(u, q - cd - at awjwb 
+ {r(u,+) - r(U, 0) + <ur*u,+ - Wave 
(4.9) 
(4.10) 
(4.11) 
(4.12) 
(4.13) 
786 ARTHURS 
The boundary term in Eq. (4.13) ’ is g iven in Table III for boundary conditions 
I-IV. The right hand column in Table III contains the conditions arising 
from (4.11). 
TABLE III 
Boundary Term in (4.13) 
Essential condition 
Au, 4) 0,4)-WJ, @I + <q*u,g-@> for extremum G 
I @TM - 9%) 0 - 
II 9-*cu - ue) <aT*(U - ue), 4 - @> aT*u = 0~54~ 0n av 
III 94 - 44 -MU) - 44 - (U - u, a(u))) - 
IV q*u - W) -VW) - B(@) - (4 - 0, b(@))l a~ = b-yuT*u) on av 
From Eq. (4.13) and Table III we see that if conditions (4.6) and (4.7) 
hold, then we have the global maximum principle, 
G(U) < G(u), (4.14) 
for boundary conditions I-IV, equality holding when U is equal to u. The 
inequality in Eq. (4.14) goes the other way if convex and concave are inter- 
changed in Eqs. (4.6) and (4.7). 
Combining the results of Eqs. (4.8) and (4.14), we obtain the dual extre- 
mum principles 
f-4 u> < G(4 = I&, 4) = J(4) < JP>, (4.15) 
which hold if the sufficient conditions Eqs. (4.6) and (4.7) are satisfied, 
namely if 
W(u, 4) is convex in u, concave in 4, (4.16) 
and 
A(u) and B(4) both concave. (4.17) 
In this case we get both upper and lower bounds for I(u, 4) in a unified man- 
ner from this canonical theory. We also note that Eqs. (4.16) and (4.17) are 
sufficient conditions for the solution (u, 4) of Eqs. (2.4)-(2.6) to be unique. 
In certain problems the boundary may be split up into a number of parts 
av, ) av, )...) with, a different boundary condition satisfied on each part. 
In this case, the appropriate functionals r, , I’, ,... for each part are simply 
added together to give the composite r for the problem, cf. [6, and the 
examples at the end of this paper]. 
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5. THE EQUATION T*T$ =f($) 
We now apply the foregoing theory to equations of the form 
T*T$ =f($) in V. (5.1) 
Heref($) E H,+ is some known function of 4 with an inverse. Dual extremum 
principles for this class of problems with boundary conditions of type I 
where given in [4] together with a number of linear and nonlinear applications. 
To use the results of Sections 2, 3, and 4, we rewrite Eq. (5.1) in canonical 
form by setting 
Tc$ = u = i?W/au in V, (5.2) 
T*u =f(+) = i3wia4 in V. (5.3) 
A suitable Hamilton functional W is given by 
where 
W% 4) = 604 U)” + W), (5.4) 
W) = 1’ (4 - 40 Lo40 + t($ - 90)1> fit + W,), (5.5) 
0 
so that 
(5.6) 
where +. is an arbitrary vector in Hm .
Using the definitions (4.1) and (4.9) we find that the basic functionals J 
and G associated with (5.2) and (5.3) are 
JP) = t(T@, T@)Y -WY, + r(W% @)a~, (5.7) 
and 
G(U) = (T*U,f-‘(T*U)), - &(U, U), -F(f-l(T*U)), 
+ r(“, @(“)>8” + c”T*u, @(u)>,“, 
(5.8) 
where the boundary terms are given in Table IV. 
TABLE IV 
Boundary Terms of (5.7) and (5.8) 
I OT(4 - 638) 0 (OT*u~ hlB) 
II UT*@ - %I -<oT*u)j, @> 0 
III OT’$ - d”) +-‘(+% ‘+) A(U) 
+ A(a-‘(UT@)) 
IV uT*” - b(‘$) --B(@) <uT*U, b-‘(uT*U)> 
- B(b-‘(u,*U)) 
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To obtain dual extremum principles for this class of problems we see by 
(4.16) and (4.17) that it is sufficient to have W convex in u and concave in 4, 
and where appropriate A(u) and B(4) concave. Now W(u,+) in (5.4) is 
already convex in u, and it will be concave in + if 
F(4) is concave. (5.9) 
Assuming this is satisfied, we therefore have the global dual principles 
G(U) ,< W 4) < J(Q) (5.10) 
for the functionals (5.7) and (5.8). 
Since by (5.2) the exact u and $ are related by u = 2’4, it is useful in 
practice to consider U to have the form U = TY, where !P is an approxima- 
tion to #. Then from (5.8) we have 
G(W) = (T*TY,f-l(T*TY)), - &(TY, TY), -F(f-l(T*TY)), 
+ WY: WV)tw + (ur*TY: @(TY)),, , 
(5.11) 
and so (5.10) gives 
G(Ty) d &A $1 d J(Q), (5.12) 
equality holding when CD and Y are both equal to the exact function 4. 
6. ERROR BOUNDS ASSOCIATED WITH T*T+ =f(+) 
We now turn to the derivation of error bounds for equations of the form 
(5.1) subject to boundary conditions I-IV. 
At the outset we shall suppose that there is a constant y such that 
for all $. (6-l) 
In addition we suppose that 
- dajdu > 0, - dbld+ > 0. (6.2) 
By (4.16) and (4.17) these conditions are sufficient for dual extremum prin- 
ciples to hold, and by (5.10) we can therefore say that for any admissible 
functions U and @, 
J(Q) - G(U) 2 JPi) - I&, 4) 
= AJ, say, 
(6.3) 
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where, by (4.5) and (5.4), 
with 
xav = P-w@), @P) - m, d) + <u**u, @ - Ma, * (6.5) 
Here S$ = Q, - 4, and dfld+ denotes df/d4 evaluated for some function 
$ + ~(4, -C), 0 < 71 < 1. Using (2.1) we can write OJ in (6.4) in the 
alternative form 
where 
(6.6) 
Yav = {r(u(@), @> - r(u, 4) + (UT*U, @ - 4) + 8(ur*TW, S$)}av . (6.7) 
The boundary terms Xa, in (6.5) and Yay in (6.7) are given in Table V for 
boundary conditions I-IV. 
TABLE V 
Boundary Terms (6.5) and (6.7) 
f&4 4 X Y 
The two forms for A J in (6.4) and (6.6) lead to two different kinds of error 
bound. These are now considered in turn. 
6.1. First Error Bound E,(O) 
From (6.4) and Table V we see that if Xa, > 0, then 
AJ 3 CW, TWv - QW, (dfl4) WV 
2 +(TW> TW v + WA Y+> v 3 by (6.1), 
where to have Xa, 3 0 we require the following on av 
68) 
Boundary condition Essential condition for E,(Q) 
I 
II-IV 
+@ = ufk& +‘$ = ’ (6.9) 
409/41/3-x7 
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Now suppose that there exists a finite positive number K(r) such that 
II Q lip = sup I 0 I G k(y) {P, TQ), + (Q, yqy2, (6.10) 
Y 
for all admissible 8 such that 
Boundary condition Essential condition 
I a#=0 on av, 
II-IV no essential condition on aV. 
(6.11) 
Then (6.8) and (6.10) give 
(6.12) 
which together with Eq. (6.3) leads to 
say. (6.13) 
This provides an error bound on @ for boundary conditions I-IV. The 
special case corresponding to homogeneous boundary conditions (I, with 
4s = 0) was presented by Arthurs and Coles [7]. 
6.2. Second Error Bound E,(Q) 
An alternative error bound can be derived from (6.6), at least for certain 
boundary conditions. Table V gives the functional Y which occurs in (6.6), 
and from its form we see that the best we can do is to look for cases in which 
Yav = 0. This is possible in cases I and II, but not in cases III and IV in 
general. However, the linear case of III and IV, called case V in Table V, 
can be treated, so we now proceed with cases I, II, and V in this subsection. 
To get Yav = 0 we can take the following conditions on aK 
Boundary condition Essential condition for E,(G) 
I 
II 
V 
u& = 0 9 UT@ = up& 
a,*T6$ = 0 9 a,*T@ = a,*~~ (6.14) 
(+*T - p)8q5 = 0 * o,*T@ = ,8@ + p 
Turning next to the V terms in (6.6) we see that, using (6.1), 
AJ 2 4v + r> 64 v>, = YHn + r> II @ - 4 II;2 , (6.15) 
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where /1 is a lower bound to the lowest eigenvalue of 
T*T% = A% in V, 
with, by (6.14) 
I a*% = 0 
II ar*T% = 0 
v aT*T% =p% on aV. 
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(6.16) 
(6.17) 
Hence, from (6.3) and (6.15) we have the error bound 
II @ - 4 Ilb < PUP) - G(WV + rY2 = E,P)> say. (6.18) 
A special case of this corresponding to homogeneous boundary conditions 
(I, with $e = 0) was derived in [7]. 
6.3. 
When dual extremum principles hold, there is of course an alternative to 
the inequality (6.3), namely 
J(Q) - G(U) 3 QJ, $1 - G(u). (6.19) 
This can be used to give error bounds in some cases, but in general such 
bounds are not as useful as those derived above from (6.3). 
6.4. Summary 
It will be convenient at this point to summarize the essential conditions on 
aV which must be satisfied for extremum principles to hold and which are 
required in the use of the error bounds El and E, . 
TABLE VI 
Essential Conditions on av 
Boundary For J 
condition extremum 
For G 
extremum 
To use 
El(@) 
To use 
Es(@) 
I 
II 
III 
IV 
V 
UfD = OTQB - q.@ = CT& CT@ = q.$bj) 
- or*u = .+T*UB - r+*T@ = oT*uB 
U(G) = a-yu+q - - not applicable 
- Q(U) = b-‘(q.*u) - not applicable 
- w-9 = <q*u - PM - aT*T@ = j3rP + p 
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7. EXAMPLE 1 
To illustrate the theory of the error bound E,(Q) we consider a nonlinear 
problem in the theory of heat transfer with surface radiation. We choose 
equations of the form 
d2#dx2 = c$ + P, O<X<l, (7.1) 
with 
dr$/dx = 0 at x=0 (type II), (7.2) 
d#dx = - # at x=1 (type IV), (7.3) 
where + represents absolute temperature, and c > 0, p > 0 andp are specified 
constants. This is an example of the equations of the foregoing theory with 
boundary conditions of types II and IV, and 
T=$, T*-L, 
1 at x=1, 
UT = 
- I at x = 0, 
and 
(u, 4bY = (UT*% d>tw = (a+=1 - (u~X=o , (7.4) 
f(4) = -4 -PP, (7.5) 
44 = - d4, x = 1. (7.6) 
Since in this case 
df/d$ = - c < 0, db/d$ = - 4&3 < 0 for all 4 > 0, x = 1, (7.7) 
we have satisfied the sufficient conditions (4.16) and (4.17) for dual extremum 
principles. In this case the basic functionals J(D) and G(!?‘) are found to be 
J(@) = j’ {+(@‘)” + $c@” + $9 dx + (~p@“>z=1, (7.8) 
0 
with@>Oatx=I,and 
G(Y) = - + j: i(Y")2 + f-(P - W2/ dx - 1%~ (- ~)5'4~~=1, (7 g) 
with Y’ = 0 at x = 0 as an essential condition for an extremum (see 
Table VI). Then we have the dual extremum principles 
G(y) < I@, 4) < I(@), (7.10) 
equality holding when @ and Y are both equal to the solution 4 of (7.1)- 
(7.3). 
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Using (6.10) and (7.7) we find that 
where 
{A(c)}-~ = rn$ 
s 
1 {(W)2 + ~0~) dx, 
sup 181=1. 
xdO,l) 
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It is readily found that 
K(c) = {2c1j2 tanh &z~/~)-~/~. (7.12) 
From (7.8), (7.9) and (7.12) we can obtain the error bound E,(Q) defined 
in (6.13). 
8. EXAMPLE 2 
To illustrate the theory of the error bound E2(@) we consider a two- 
dimensional problem in the theory of heat transfer with mixed linear boundary 
conditions. The equations are 
V2+ = - 1 in I/ {-l<x<l;-l<y<l}, (8.1) 
qS=O on av, (y=&l) (Type I>, (8.2) 
a$jan = -4 on av, (x = 5 1) (Type V), (8.3) 
where 4 is the absolute temperature and n denotes the outward normal to the 
boundary aV. This is an example of the foregoing theory with boundary 
conditions of types I and V, and 
T = grad, T* = - div, UT = n, q* = n. , 
04 TN, = s, u * grad + dx dy, (T*u,~), = I,(- divu)+dxdy, 
(4 w&v = (UT*% +>a” = 1 ayu .n$dS, (8.4) 
f(+) = 1 in V, (8.5) 
8=-l, p = 0, or b(4) = -+, on av,. (8.6) 
Since in this case 
dfl4 = 0, db/dc$ = - 1 (B = - 11, (8.7) 
the sufficient conditions (4.16) and (4.17) for dual extremum principles are 
satisfied. The corresponding basic functionals J(Q) and G(U) are 
J(a) = s, {$(grad CD)” - @} dx dy + 9 1,” Q2 d&y (8.8) 
2 
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with @ = 0 on aP’, essential for minimum principle (see Table VI), and 
G(U) = - 4 j U * U dx u’y - + j, v (n . U)z dS, (8.9) 
V z 
where, by (4.10), the condition div U = - 1 in V must be satisfied for a 
maximum principle since f has no inverse. In this case 
(8.10) 
equality holding when U = grad 4, @ = 4, where 4 is the exact solution of 
(8.1)-(8.3). 
To obtain the error bound Es(@) in (6.18) we require A and y. In this case 
y = 0, (8.11) 
by (8.7), and A is equal to the lowest eigenvalue A,, of 
- V28 = A0 in V, 
with 
o=o on av1 (Type 11, 
aejan = - 0 on av, (Type VI, 
using (6.16) and (6.17). It is readily shown that 
(8.12) 
(8.13) 
(8.14) 
A0 = t.02 + G/4, (8.15) 
where w is the lowest positive root of w tan w = 1, that is, w N 0.86. From 
(8.8), (8.9), (8.11) and (8.15) we can obtain the error bound E,(Q) defined 
in (6.18). Since we have a boundary condition of type V on aV2 we see from 
Table VI that the trial function @, in addition to satisfying @ = 0 on aV, 
which is essential for a minimum, must also satisfy M/&z = - @ on aV2 
which is essential for using the error bound E,(D). 
Variational solutions of these and related boundary value problems are 
currently being investigated and the results will be reported elsewhere. 
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