Abstract-Lossy image compression algorithms are most efficient if they suppress any invisible information and represent the visible one in a compact form. A key element of such an algorithm is therefore a metric that predicts the visibility of distortions due to quantization. For reasons of simplicity this metric is usually the mean-squared-error (MSE) between the original and the compressed image. But this is a sub-optimal solution and needs to be replaced by a metric based on vision models. Such a vision model is composed of several units that describe the color sensitivity, the masking phenomena and the sensitivity over spatial frequency. This paper focuses on the implementation of the latter phenomenon, that is parameterized by the contrast sensitivity function (CSF), into a codec. The discussion concerns codecs based on a discrete wavelet transformation (DWT), chosen for its similarity to the human visual system (HVS). Also the future still image compression standard JPEG 2000 is based on DWT and will be used here to demonstrate the discussed techniques.
I. Introduction
T HE image compression algorithms improved over the last decades. A first milestone was set by the standardization of JPEG [1] . But while JPEG was based on discrete cosine transformation DCT, the more recent algorithms exploit the DWT for compression purposes. The embedded zero-tree wavelet (EZW) coder by Shapiro [2] is based on DWT and often used as performance reference. Similar performance paired with the advantage of low complexity is achieved by the set partitioning in hierarchical trees-algorithm (SPIHT) [3] . These algorithms use a tree-structure or lists to detect and exploit similarities. The concept to use an arithmetic coder with exhaustive context prediction for encoding was first introduced with the layered zero coding (LZC) [4] . This technique led finally to the embedded block coding with optimized truncation (EBCOT) [5] algorithm that represents the state-of-the-art of embedded rate-distortion codecs. It was adapted in the new still image compression standard JPEG2000 [6] , [7] .
Common to all these compression techniques is the fact that they focus on an improved coding efficiency, which is not necessarily equivalent to an improved visual quality. The EBCOT scheme offers a post-compression rate-distortion optimization that orders the final bitstream by minimizing ∆D/∆R, the obtained distortion reduction ∆D for the spent bitrate increase ∆R. This provides an ideal compression framework where the distortion function D can be replaced by a perceptive distortion measure.
The DWT-based compression offers as advantage over DCTapproaches significantly improved image quality at low bitrates. For high bitrates the visual quality is similar even if the MSE indicates a better performance for DWT-codecs. From psychovisual studies is known that the HVS works with several perception channels, which are octave-wise spread over the spatial frequency range. From one octave to the next the summation area changes also by a factor of 2. This behavior is perfectly matched by the dyadic structure of the wavelet decomposition [8] . In contrast to the DCT, a DWT-decomposition keeps frequency and spatial information of the signal. This is very advantageous for the exploitation of masking effects that are typically linked to the spatial information [9] . On the other hand it becomes more difficult to implement a precise spatial frequency weighting in a DWT scheme.
Modern image quality assessment tools [10] have all the freedom to decompose the image signal. They can represent the signal in a highly redundant way and exploit any interferences between the channels. This is not possible for distortion models within a codec. Here the codec puts additional constraints on the HVS models. It is therefore a special challenge to design powerful models of the HVS that work within the given decomposition structure and rate-distortion processing of the codec.
Typically these models consist of several stages, each responsible for a different low-level vision effect. This paper explains different implementations of the CSF into a codec. The CSF describes the sensitivity of the HVS over spatial frequency. In other words, the question is how sharply each detail in the image has to be represented, so that the overall quality impression becomes the best for the given bitrate.
The paper focuses on a deeper understanding of the interaction between the CSF and the quantization error. It describes also, how the CSF can be implemented better and more precisely in an signal adaptive manner. It is organized as follows: In section II the CSF properties are discussed and it is shown how they can be measured. Section III describes the principal interaction between the CSF and the codec. Section IV presents four different approaches of the CSF implementations that are discussed in section V. Finally the conclusions are drawn.
II. CSF Properties and Measurements

A. Luminance CSF
The contrast sensitivity function describes in quantitative terms how good the HVS perceives a signal at a given spatial frequency. Fig.1 may serve as an example. It shows two black and white patterns: on the left a low frequency and on the right a high-frequency signal. The black and white in both images are exactly identical. Nevertheless the black/white colors appear in the right pattern less intense than those on the left due to the reduced sensitivity of the HVS for high-frequencies. As the name "contrast sensitivity function" indicates, the function sets the contrast perception in relation with the spatial frequency. The frequency is usually measured in cycles per optical degree (cpd), which gives the CSF a shape that is independent of the viewing distance. To define properly the contrast measure is unfortunately a quite difficult task. This is particularily true for its final application in complex images, where the visual surround has to be taken into account to compute a contrast measure [11] . However, for basic CSF measurements usually the Weber or Michelson-contrast is used. A typical CSF shape is shown in Fig.2 . There exist actually two different ways to measure a CSF. Either it is done by threshold detection or by intensity/color matching experiments. In the first case, the contrast of a Gabor patch of a specific frequency is reduced until it cannot be distinguished any longer from the background. The reciprocal of the contrast at this threshold CT (f ) is defined as the sensitivity S(f ) for this frequency. The resulting curve is normalized to a maximum of 1.0 for compression applications, because there, only the relative sensitivity is of importance. The second method displays a striped pattern of a specific frequency and at the same time a patch of uniform intensity. The observers have to adjust the intensity of the uniform patch until it matches their perceived intensity of the striped patch. In this case, the sensitivity is directly proportional to the adjusted intensity. To avoid influences by other low-level vision effects, the patterns have to be designed properly in terms of size, minimum number of cycles they contain and so on [12] , [13] , [14] .
One might expect that the two CSF measurement methods do conclude with the same CSF shape. But this is not necessarily the case. This is because the first method works at the perception threshold, while the second method measures in the supra-threshold range. The non-linear characteristics of the HVS do not allow a linear extrapolation from one to the other. This is a particularly important point for the final application to image compression. Typically, the experiments at detection threshold are used for the CSF's, because they are more stable and easier to measure. But it has to be kept in mind that they are valid only at threshold level. Now, if in a compressed image strong artifacts are present, these artifacts are definitely far above the perception threshold. So it can be questioned up to which extend a threshold CSF describes then correctly the sensitivity regarding these artifacts. However, it is certainly valid for compression close to visually lossless case.
Over many years, again and again, CSF measurements were done mostly for luminance CSF. A comprehensive review can be found in [15] . Recently also common efforts were undertaken to create a publicly accessible database with standardized CSF measurements [16] .
B. Color CSF
While it is very easy to find CSF data about luminance perception, it is quite difficult to find measurements for chrominance CSF. This is partly due to the lack of a good color contrast definition. Nevertheless, this data is needed for a successful weighting on color images.
A very carefully undertaken measurement of chrominance CSF's can be found in [17] . Unfortunately, the results are not easy to map to the image compression task, since they are measured for mono-chromatic light of different wavelengths. But what is needed are sensitivity measures along the principal axes of the color space that is used for compression. The best compression performance is typically achieved in color spaces that are composed of one luminance and two chrominance channels. Using this concept, a specific opponent color space based on a linear transformation with optimal color-patternseparability properties was developed and corresponding CSF's measured [18] , [19] , [20] . This separability is valid not strictly, but in an approximative manner. However, experiments have shown that for compression purposes the property to decorrelate the color channels is more important than the color-patternseparability [21] . Therefore a compression in a colorspace like Y C b Cr [22] or La * b * is still preferable. Corresponding CSF data and a more detailed discussion of this issue can be found in [21] , [23] .
III. Understanding the interaction between CSF and wavelet codec A. Differences between DCT and DWT
The subbands of a critically down-sampled wavelet decomposition contain spatial information of reduced resolution within a limited frequency range. This is very different from a DCT representation that contains pure frequency and no spatial information. So in the DCT case the spatial localization properties are only achieved over a sub-partitioning of the input image into sub-blocks. While each DCT coefficient is assigned to a relatively narrow spatial frequency range, the wavelet coefficients of one subband cover a much larger range. In more practical terms this means that in a DCT approach each of the 64 coefficients in an 8 by 8 block can be weighted by a different CSF factor. But, for a 5-level DWT, only the specification of 16 factors would be possible. Hence, the control over the frequency weighting is coarser. This first observation is however misleading. Because more sophisticated CSF weighting techniques allow in fact for DWT-schemes a more precise control over the frequency weighting than for DCT-approaches. The advantage to keep detailed information about the spatial localization of the coefficient in the entire image is also very important for the modeling of masking effects [9] . In the following the link between the CSF and the spatial-frequencies, represented in a Mallat wavelet decomposition, is explained. The bars on the top of the figure indicate to which level in the decomposition the band-pass frequency ranges are mapped. Fig. 3 shows the corresponding levels.
B. Mapping the CSF on a Mallat wavelet decomposition
Let's assume for the moment, that the image compression shall be optimized for an image with a given resolution r measured in pixels (dots) per inch and a viewing distance v measured in meters. The sampling frequency fS in pixels per degree is then given by Eq.(1):
If the signal is critically down-sampled at Nyquist rate, 0.5 cycles per pixel are obtained. That means the maximum frequency represented in the signal, measured in cycles per degree, is:
The decompositions used for compression purposes can be described by a filterbank of separable 2D-filters. The filter that is used by default in the JPEG2000 standard is the Daubechies 9/7 bi-orthogonal filter [24] . To determine the spatial frequency range that is covered in each specific subband, it is nevertheless reasonable to simplify the filter transfer function to an optimal high-and low-pass. The successive application of these filters results in a subband-specific band-pass range of horizontal and vertical spatial frequencies. As example lets look in detail at the subband of level l = 2 and orientation Ψ = 2 as marked in Fig.3 .
LL subband (Ψ=0)
HF 1 Horizontal (HL)
high-pass filtered in vertical low-pass filtered in horizontal direction It contains mostly horizontal details. In other words, it indicates where in the image the luminance varies rapidly along the vertical orientation (this is the case for horizontal edges). The horizontal spatial frequencies of this subband range from 0 to 0.25 fmax, the vertical frequencies from 0.25 to 0.5 fmax. Fig.3 shows also two CSF's along the vertical and horizontal frequency axis using a linear scale on x-and y-axis. The subpart of the CSF that corresponds to the frequency range covered by the subband of level 2 is shaded. Hence, the weighting that must be used for the wavelet coefficients in this subband is described by portions of two separate CSF functions. At this time, it could be argued that the real CSF function is a twodimensional function. However, the used DWT decomposition has due to its separable structure already reduced information about the signal orientation inside a subband. Hence, the application of a 2D-CSF does not offer any advantage over an CSF that is separated in its horizontal and vertical components.
Let the level-dependent frequency intervalsfL andfH be denoted by:f
where fA and fB are the limits of these intervals:
and l is the subband level (l = 1 corresponds to highest frequencies). Then the specific frequency range for each orientation (Ψ {0, 1, 2, 3}) is given by:
withf h andfv being the horizontal and vertical frequency range.
C. Assumptions about the final viewing conditions
So far, the viewing conditions (r and v) were assumed as being fixed. This may not be realistic, as an observer can look at the images from any distance. Nevertheless, fixing r and v is necessary to apply a frequency weighting. Therefore it is shown now, that with a slight modification of the CSF shape and the assumption of "worst case viewing conditions" a CSF weighting is obtained that works properly for all different viewing distances and typical display media (screen/printer) resolutions.
The luminance CSF, as shown in Fig.2 , has a maximum for spatial frequencies around 4 cpd and a so-called low-frequency dip for frequencies below this. It is important, which subband finally contains the maximum and the dip. As illustrated by horizontal bars in Fig.2 , for a viewing distance of d1 (e.g. d1 = 30cm) the maximum is in level 3, while it is in level 5 for a larger viewing distance d2 (e.g. d2 = 90cm). A weighting computed for d1 would coarsly quantize the coefficients in level 5. But viewed from a larger distance these frequencies shift to the maximum sensitivity and so artifacts become visible. To avoid this, the luminance CSF has to be flattened for low-frequencies, like shown by the dash-dotted line in Fig.2 . This change of the CSF shape causes an increased bit-rate for the lower levels. However, the affected subbands are so small that this increase is completely negligible (see Fig.3 ).
More serious is the fact that a significant amount of bits would be wasted on the high frequencies if the weighting was computed for d1 and the image is finally viewed at d2 or further. Therefore, it is crucial to estimate the closest expected viewing distance for an appropriate weighting. However, for visually lossy compression, not only r and v are relevant, but also is the targeted final image quality. If the final image quality is desired to be close to visually lossless, a more conservative weighting (small d) that preserves well the high frequencies is recommended. If the quality is so bad that parts of the image are blurred and strong artifacts are present, a more aggressive weighting (large d) should be used.
The key question is now to find which viewing distance should be assumed. Actually the answer was derived by the subjective quality evaluations, where several observers looked at high-and low-quality images [21] . For high-quality they approached to the closest possible distance that the human eye can accomodate (about 15cm). In contrast, for poor quality images they viewed them from distances greater than 50cm. Now, what shall be assumed for the final media resolution? Good monitors have about 82 dpi and continuous tone printers reach around 300 dpi. In fact this 300 dpi quality of a continuous tone printer is still much better than what is reached by 1200 dpi laser printer that uses dithering to model the gray shades. From Eq. (1) it is clear that only the product of r and v is relevant. So, an optimization for 300 dpi and 15 cm is equivalent to that for 82 dpi and 55 cm, for example. Actually this is the distance to which observers approach if they inspect high quality images in detail on a large monitor.
Finally, this means that an ideal weighting strategy for printing and on-screen viewing can be determined. The only information that is needed is an estimation of the targeted image quality.
D. CSF understood as noise shaping
So far it was shown how the optimal CSF can be determined. It is now important to investigate how this frequency weighting interacts with the compression scheme.
In the compression applications, the CSF can basically be exploited and understood in two different ways. Either it is used to modify the wavelet-coefficients before and after quantization, or it is used to modify only the distortion function of the rate-distortion control. While the former shapes directly the spectrum of the quantization noise, the latter influences the order of the progressively encoded bitstream so that visually important coefficients are transmitted first. This performs also indirectly a noise shaping, but allows a less precise control.
Principal components of the compression/decompression chain including the HVS pre-and post-processing are shown in Fig.4 . The discussion of the first method will refer to this figure. The blocks DW T and DW T −1 represent the wavelet decomposition and reconstruction respectively. The compression itself is modeled by additive quantization noise Q. The final perception by the human visual system is represented by the eye symbol. The two other blocks HV S and HV S −1 represent filter stages at encoder and decoder side that perform the preand post-processing corresponding to the CSF. The two main tools to understand the noise shaping process are the power density function Φqq and the transfer function S(f ). They are shown in Fig.4 above and below the blocks respectively.
Human observer
..It is supposed that the ideal quantization noise after human perception is uniformly distributed over frequency. To obtain uniformity in this distribution, the generated output image should contain more noise energy in the high frequencies. This is achieved by the HV S −1 filter. It shapes the quantization noise with the inverse of the transfer function of the human visual system. Nevertheless, the frequency shaping should only affect the noise and not the original signal. To guarantee this, the successive application of HV S followed by HV S −1 has to be identity.
In the above model, the quantization noise Q is assumed to be white and signal-independent. This commonly used simplification has to be treated very carefully. It is valid only for high quality compression, since for coarse quantization the noise becomes strongly dependent on the input signal. This problem will be addressed in more detail in section IV-D.
The second method to incorporate the CSF into the codec modifies only the rate-distortion function (RDF) and is therefore decoder-independent. This unbalanced complexity is desired for many applications. The RDF allows to predict for each coding decision how much it will reduce the distortion D and how much this will cost in terms of bitrate R. Here, D should describe the visual distortion.
Both methods of CSF incorporation are affected by the limitations of the codec that is used. Therefore they are discussed in the following subsection.
E. Restrictions by the codec
The presented techniques for the incorporation of CSF into a wavelet codec will be compared on the basis of the future still image compression standard JPEG 2000 [7] . It represents the state-of-the-art DWT codec and offers a good basis for comparison and reproduction of the results, due to its clear specifications in the standard. In this section we address only the sub-parts that are of direct interest for the CSF discussion. For more detailed information about JPEG 2000 the reader is referred to [7] .
For complexity reasons, in particular memory usage, the new standard uses a block-based encoding scheme. This means that even if the wavelet decomposition is done on the entire image, the resulting wavelet coefficients are block-wise encoded. The default block-size is 64 by 64 coefficients. The decomposition is done line by line and as soon as sufficient lines of a sub-block are computed, it is compressed and stored in a bit-stream segment. The coefficients are quantized to a fix-point representation, so that basically only the 1's and 0's of the different bitplanes need to be encoded. Each bitplane is encoded in three scanning paths that differ in their way of exploiting inter-coefficient correlations. After each scanning path, the achieved distortion reduction and the needed bitrate is stored with the resulting bitstream segment. This way each block is finally represented by Ns bitstream segments, for the N bp = Ns/3 scanned bitplanes. After the entire decomposition is completed, all the generated bitstream-segments are optimally ordered according their rate-distortion properties. This idea of a post-compression rate-distortion scheme is described in more detail in [5] .
It becomes obvious that the approach of CSF implementation affecting only the distortion function but not the coefficient quantization, has a limited control over the final quantization noise shape. The smallest unit is the bitstream segment of one scanning path of one block. Even if the distortion information is available coefficient-wise, it is accumulated over a bitstream segment. In other words, the distortion contribution is averaged over one scanning path of a sub-block. A natural consequence for better distortion control would be the usage of smaller blocksizes. However, the increased number of blocks induces an increased overhead information that needs to be encoded. Also the coding efficiency itself decreases for smaller block sizes. A block-size within the range of 32 to 64 represent therefore a good solution to this trade-off.
IV. Four different approaches of CSF Implementation
A. Overview and innovative perspective
Conventional CSF-implementations into wavelet-based codecs are based on a single invariant weighting factor per subband. In other words, only one factor is assigned to each subband that stays constant during the entire coding process [25] , [26] . This factor may change during the progressive coding as described in [27] , which is called visually progressive coding. In the following these two approaches are referred to as weighting approaches. The first one will be called Invariant Single Factor weighting (ISF) and the second one Visual Progressive Single Factor weighting (VPSF). Moreover, two new methods are proposed in this paper that both model the CSF with significantly higher precision and have a signal adaptive behavior. Instead of a single multiplicative factor both approaches work with FIR filters and are therefore referred to as filtering approaches. These new methods are interesting from performance point of view and they guarantee also a better interaction with other HVS model stages, like the contrast masking stage [28] , due to their more precise control over the CSF shape.
B. Invariant single factor weighting
The basic idea of the ISF-weighting is to assign a single frequency weighting factor per wavelet subband. It is supposed to describe the average sensitivity of the HVS for the covered frequency range. The sensitivity between highest and lowest frequency of the covered range varies significantly. The frequency distribution inside the subband is typically anything but uniform. Consequently, a single factor that matches all these constraints represents obviously a very rough approximation of an appropriate weighting. Nevertheless, it is a simple and still efficient way to do a perceptual weighting.
To obtain the weighting factors, denoted by w csf , typically the CSF curve is sampled at the mid-frequency of the frequency range that is covered by the subband. This can either be the sampling of the 2D-CSF, or the separate sampling of the horizontal and vertical CSF at the corresponding mid-frequencies. In the latter case the final weighting is the product of these two sampled values. Since the DWT filters are already separable filters, it is justified to consider also the CSF separately in horizontal and vertical direction.
Typically, it is assumed that the mid-frequency point represents wCSF . But this can be a very bad choice depending on the signal properties. If the subband contains mostly frequencies close to the upper or lower bound of the covered range, the weighting factor would significantly over-or underestimate the real average sensitivity. A good estimation is difficult, because even for natural imagery, where a very stable global spectrum can be observed, the characteristics vary locally from one coding block to another. The problem of finding where the CSF should be sampled cannot be solved without a local adaptation to the signal.
There exist two implementations for the ISF. In the first case, the weighting factor is used to multiply the coefficients before quantization as follows:
where · indicates the truncation-operation, q is the quantization factor and c andĉHV S are the original and weighted quantized wavelet coefficients. At the decoder side the inverse operation is performed. In the second implementation, w csf modifies the distortion metric as given by:
where ∆DHV S is the contribution to the distortion due to the energy of the quantization error ∆Eq.
C. Visual progressive single factor weighting
The VPSF-weighting is an extension of the ISF-weighting. The extension does not overcome the above mentioned problem, but tries to handle the dependency of the assumed viewing distance in a more sophisticated manner. In section III-C it was explained that the optimal weighting strategy depends also on the desired final bitrate or quality. Since for poor quality a rather aggressive weighting and for high quality a more conservative one is recommended, it would be reasonable to change the weighting within the progression of the bitstream. This means that the first computed distortion values are weighted for a very large viewing distance. With increasing bitrate, the weighting is then step-wise changed towards factors computed for smaller viewing distances.
The general idea of VPSF is good, because it allows, in principle, to encode a single bitstream that is optimally weighted for different target bitrates. Regardless, whether the user will decode only a low-quality or up to a visually lossless representation, the CSF weighting should be optimal. In practice, this is very difficult to realize. Indeed, the choice of a proper weighting for one specific bitrate and quality is already difficult, but it is even more so to realize this in an accumulating manner.
The VPSF-weighting should not be implemented over a preand post-processing of the coefficients, because the entropy coder performance would suffer due to the changing statistics of the binary representation. So the quantization can only be described by Eq. (7), where w csf changes when specific bit-rates are reached.
In the following the VPSF-weighting is not analyzed separately from the ISF-weighting, because, for an a-priori known target bitrate, both methods should come up with the same weighting.
D. Adaptive Coefficient Modification (ACM)
The two new filtering approaches proposed here, overcome the problems and the drawbacks of the ISF-weighting. While the ISF-weighting represents the CSF by a single factor per subband, the filtering approaches match exactly the shape of the CSF within the precision of the FIR filters. Moreover they keep the possibility of an orientation dependent weighting inside the subband and they adapt to the local signal properties. The principal idea of the ACM method, is to shape the quantization noise by a filtering operation both at the encoder and the decoder side as described in section III-D. In the following, the necessary HVS-filters for this noise shaping are introduced. Fig.5 shows a filterbank for an one-dimensional wavelet transformation with 2 levels of decomposition, where the HVS-filters are indicated by their transfer functions A(ω), B(ω) and C(ω). The extension to the 2-dimensional case is obvious, since all the filters are separable. For the clarity of the discussion, it is first shown what happens to the image signal at each stage (filled circles with number) of this filterbank. Then, the necessary formulae that describe the HVS-filters are given. The power spectra observed at the numbered locations in Fig.5 are shown as separated stages in Fig.6 .
Stage 1 shows the input spectrum (here assumed to have a diagonal shape). To the right, a schematic plot of the CSF is given, to indicate which part of the CSF is concerned. Stage 2 represents the output after one high-pass filtering and downsampling step. It is interesting that the corresponding sub-part of the CSF, needs to be applied as a high-pass filter C(ω). This is due to the downsampling step that shifts the portion of the initial spectrum between π and 3 2 π to the normalized frequency ω1 between 0 and π. Basically, the corresponding CSF portion needs to be "mirrored" and frequency-scaled, before it is applied as HVS-filter to the signal. Stage 3 shows the low-pass filtered and downsampled spectrum, which is again filtered at the second level of the filterbank. At stages 4 and 5, the concerned Fig. 6 . Sampling spectrum corresponding to the stages marked in Fig.5 parts of the CSF result in two HVS-filters that have high-pass and low-pass characteristics, respectively. If W (f ) denotes the measured CSF, for the spatial frequency f , given in cycles per degree, it has to be mapped (scaled/mirrored) to the corresponding frequency interval in the down-sampled domain. Let ω l be the subband specific frequency in radian relative to the sampling rate at level l. Then, the transfer function of the HVS filter, T bl (ω l ), that will be implemented in the 1-D case, is given by:
where b = L and b = H correspond to the low-pass-and highpass-cases. Eq. (8) 
where Ψ is the orientation of the subband as shown in Fig.3 . Now, the FIR-filter coefficients are derived by developing the Fourier series of T bl (ω l ). Since T bl (ω l ) has an even symmetry, its approximation can be expressed by
where
The impulse response of the HVS filters is an FIR of length 2L + 1 represented by the set of coefficients
At the decoder side the inverse HVS-filter operation is performed. Its coefficients are computed from the inverse filter function:
The choice of the filter length depends on the desired analysis/synthesis error:
To restrict its maximum value to a reasonable range (smaller than 0.1%), a filter length in the order of L = 2 to L = 5 is sufficient, depending on the steepness of the CSF subpart. It should be remembered that the above development is based on the hypothesis that the quantization noise is white and signal independent. If this is not true, artifacts may appear in the decoded image, specially for coarse quantization. These artifacts resembling to a clipping error, are shown in Fig.7 . For stronger compression the quantization noise becomes signal dependent and it is no longer uniformly but rather Laplacian-like distributed. This situation is best analyzed in the wavelet domain. Fig.8 illustrates the convolution of the inverse HVS-filter at the decoder side with the wavelet signal for a single position. In the first case ( Fig.8-a) , where the wavelet coefficients are practically not quantized, all the small negative and the one large positive values contribute to the final output value. In the second case, all the small negative values are quantized to zero. Hence, the resulting reconstruction value is significantly too large. This becomes visible as the mentioned artifacts. However, most of Fig. 8 .
Illustration of the convolution of the HVS-filter kernel with wavelet-coefficients at decoder side. (a): Unquantized wavelet coefficients result in correctly reconstructed value. (b): Almost all wavelet coefficients are quantized to zero. In the convolution sum the negative terms are missing and so the convolution results in a far too large reconstructed value: the peak artifact in the images.
the visual weighting/filtering techniques are based on psychovisual threshold experiments. That means that the resulting models are designed for compression close to visually lossless, where the wavelet-coefficients are only weakly quantized. Under these conditions the ACM technique works fine. Moreover, for low-bitrate compression a filtering of the highest subband level is not useful, since almost all coefficients will be quantized to zero. In this case the HVS-filters of the highest subband level should be replaced by simple ISF-weightings; also to save unnecessary arithmetic complexity.
Another possible solution would be a deterministic subtractive dithering technique. Correctly applied, the quantization noise can be rendered exactly uniformly distributed and signalindependent [29] . However, even if this enables the HVS-filter technique to be applied to all subbands, even for high compression, it results nevertheless in a strong degradation of the compressed image. This is because normally compression is very high when most of the coefficients are quantized to zero. If now a dither signal is added before encoding, all these zero coefficients are replaced by small values that have to be encoded. This causes then a significant compression performance drop off. The dithering technique can successfully be applied to all quantization intervals with the exception of the one around zero. It improves slightly the quality, but it does not solve the described problem of the peak artifacts.
E. Adaptive Modification of the Distortion function (AMD)
Summarizing the so far presented approaches, the ISF weighting has the disadvantage of modeling the CSF very coarsely and does not adapt to the local signal properties. The ACM filtering overcomes these problems, since it implements the CSF up to any desired precision and it treats local signal variations properly. However, the ACM is in certain conditions sensitive to the correctness of the assumption about white and signalindependent noise. Therefore, it would be desirable to keep the obtained filter quality of the ACM approach and to render it less dependent on any assumption about the noise characteristics. This can be achieved with the fourth method that is presented in this paper, the so-called AMD approach.
Basically, the AMD performs the CSF filtering only at the encoder side on a copy of the wavelet coefficients. In a first step, it analyzes within small sub-units how the CSF filtering changes the power spectrum. This change is measured as the relation between the energies of the filtered wavelet coefficients and the original coefficients. This results then in a single weighting factor wx, that is different for each sub-unit. It represents the effective impact of the CSF filtering in the concerned sub-region. Since these factors are only used to modify the distortion function D, as described in the second method of section III-D, they do not have to be transmitted to the decoder. This way, they are only computed from the unquantized wavelet coefficients, which solves the artifact problem of the ACM method.
In Eq. (7) the energy of the quantization error ∆Eq is weighted by a single not signal-adaptive factor. This weighting factor w csf is now replaced by an individual factor for each small subunit. Hence, Eq. (7) can be rewritten as:
where ∆Eq x are the contributions to the distortion energy of the individual sub-units. The sub-unit might be a block of 8 by 8 wavelet coefficients denoted by ci,j . All coefficients ci,j form together the set M . The values wx are then computed as:
where c csf i,j denote the HVS-filtered wavelet coefficients. The factors wx vary for photo-realistic images typically around the sensitivity of the mid-frequency. For local high-frequency contents the factors wx tend to be smaller than this sensitivity, whereas for low-frequency contents they become larger.
The added complexity for the AMD filtering is very small and concerns only the encoder, which is a strong advantage for many applications. Additionally the length of the HVS filters can be reduced, since Eq. (13) does not need to be respected in such a strict way. For further complexity reduction it can also be mixed with the ISF approach. If the AMD filtering is only applied to the critical subband levels, ISF weighting can be used for other levels. Non-critical are the levels with the highest frequencies, where most of the wavelet coefficients are quantized to zero and the lowest levels, since they are typically perfectly encoded due to their small size. For a 5-level decomposition this means that only 23 % of the coefficients are critical, corresponding to a complexity reduction by a factor of 4.
V. Performance Discussion
A. Visual Performance
When image quality should be assessed, there is still nothing better than a subjective test performed by several human observers. Quality assessment tools might do a reasonable job, but they achieve only a correlation of around 80 % to the subjective ranking [10] . Therefore, the results from a subjective evaluation are given here. The used method [21] allows to measure visually equivalent compression ratios that are given in Table I . The used CSF implementation was the ACM filtering scheme. The presented numbers correspond to the results from compression with JPEG2000 in the Y C b Cr space [22] . The comparison was done based on photo reproductions at 300 dpi. The evaluation is given for two quality classes. Images that are not distinguishable from the original by an expert viewer are grouped into the perfect class. Those images that would be judged as lossless if no original were given are classified as good. The numbers are averaged over three images with very different characteristics concerning their color and frequency contents. It participated 6 different observers. A compression gain of about 30% could be observed, due only to the application of the ACM technique. To get an impression of the great impact of this gain, it can be compared to the impact of an arithmetic coder over simple Huffman encoding. The latter is typically a gain of only 5 to 8% for baseline JPEG. Fig.9 shows a thumbnail representation of the images Woman and Bike. Sub-parts of these images are shown in Fig. 10 , where the left column represents the originals, the middle one the plain JPEG2000 images compressed without CSF technique, and the right column the ones compressed with JPEG2000 enhanced by the AMD scheme. These sub-images demonstrate the general impact of CSF weighting/filtering. Most quality differences between the images are destroyed by the printing process, but watched on screen or photo-print the differences are significant and clearly visible. On the two top rows the skin texture is erased in the case of plain JPEG2000 compression, while it is relatively well preserved in the scheme using the AMD CSF technique. The images in the bottom row contain a striped background texture that disappears completely in the compression with plain JPEG2000, while it is well preserved with AMD scheme. So far it was shown that the visual performance is increased significantly by using a CSF technique. This would be more or less valid for any of the four presented approaches. However, there is an improvement over the single factor weightings due to the filtering technique. Fig.11 shows a sub-region of the Bike image for the ISF weighting, the ACM and AMD approaches. Looking at the spokes in the upper left corner a blurring by the ISF approach is observed and the spokes have a more shaggy contour. The ACM and AMD behave similarly in their performance. In the lower right section of Fig.11 a text part of the bike image is shown for different approaches. The two CSF filtering approaches achieve the same quality as the plain JPEG2000. This may appear astonishing at the first glance, since the stronger discrimination of high-frequencies should result in a more blurred appearance. Even if the text-image is mainly composed of high-frequency contents, the quality is excellent for the ACM and AMD technique, since they save in other places sufficient bits to represent finally also the highfrequency contours of the text very crisp. This is not the case for the ISF weighting. However, the differences and advantages can probably be better demonstrated by looking at a typical weighting error that occurs for the ISF scheme.
B. Typical weighting error
Let's suppose that the AMD scheme delivers a correct weighting factors, denoted by wC . The ISF weighting factors wA introduce then an approximation error ∆w. So that a relative weighting error Ew can be defined by: Ew = ∆w wA with ∆w = wC − wA (16) Fig. 12 shows on the left a typical distribution of wC values. On the right, the resulting relative weighting errors Ew are given. The distribution of these errors is plotted in Fig.13 . It becomes evident that the ISF introduces a relatively large approximation error. The reason why this does not lead to a more significant performance difference is the final accumulation over one code block. For the AMD method, finally the weighted distortion contributions w All these considerations were based on natural images. For some applications like medical imagery or synthetic aperture radar (SAR) images the difference might get much more important, because the spectrum of these images is very particular. To sample the CSF at the mid-frequency points of the subbands is not suitable. Here it becomes crucial to adapt to the signal properties [30] .
If a more elaborate vision model is used, for example including contrast masking, a precise implementation of the CSF (ACM or AMD) is absolutely necessary, because the corresponding models [28] describes the contrast masking as a function of the csfnormalized contrast. The usage of the ISF weighting would necessarily introduce an error that has also an negative impact on the masking model performance.
Considering these aspects, the AMD implementation appears as the best solution in terms of model precision, flexibility and complexity. Moreover it preserves the possibility of lossless encoding that is no longer possible with the ACM method.
VI. Conclusions
The paper started with a brief introduction to contrast sensitivity over spatial frequency, how it can be measured for luminance and color. This leads to the specific task of quantization noise shaping under visual perception aspects. Several implementation alternatives were discussed to analyze how precisely the CSF can be modeled within the constraints of a DWT-based codec to achieve a visually optimal compression quality. It was shown that inspite of these constraints a powerful CSF implementation can be realized. Implemented in the most recent state-of-the-art image compression codec JPEG2000, it results in a significant performance gain of 30 %. The here presented work influenced actually strongly the adapted frequency weighting techniques in the JPEG2000 standard.
