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Chaotic quantum many-body dynamics typi-
cally lead to relaxation of local observables1–7.
In this process, known as quantum thermaliza-
tion, a subregion reaches a thermal state due
to quantum correlations with the remainder of
the system, which acts as an intrinsic bath5,8.
While the bath is generally assumed to be un-
observed, modern quantum science experiments
have the ability to track both subsystem and
bath at a microscopic level5,6. Here, by utilizing
this ability, we discover that measurement results
associated with small subsystems exhibit uni-
versal random statistics following chaotic quan-
tum many-body dynamics, a phenomenon beyond
the standard paradigm of quantum thermaliza-
tion. We explain these observations with an en-
semble of pure states, defined via correlations
with the bath, that dynamically acquires a close
to random distribution. Such random ensem-
bles play an important role in quantum informa-
tion science, associated with quantum supremacy
tests9–13 and device verification9,10,14–18, but typ-
ically require highly-engineered, time-dependent
control for their preparation14,19–26. In contrast,
our approach uncovers random ensembles nat-
urally emerging from evolution with a time-
independent Hamiltonian. As an application of
this emergent randomness, we develop a bench-
marking protocol which estimates the many-
body fidelity during generic chaotic evolution and
demonstrate it using our Rydberg quantum simu-
lator27–29. Our work has wide ranging implications
for the understanding of quantum many-body
chaos and thermalization1–7 in terms of emergent
randomness30 and at the same time paves the way
for applications9–12,14–18,21,31 of this concept in a
much wider context.
To reveal the emergence of random state ensembles,
we employ a Rydberg analog quantum simulator27–29,
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implemented with alkaline earth atoms32–35, which pro-
vides high-fidelity preparation, evolution, and readout29
(Fig. 1, Ext. Data Fig. 1). The system is initialized with
ten qubits in their ground state and subsequently evolved
with a time-independent Hamiltonian, H, describing an
array of strongly interacting qubits; Hamiltonian param-
eters are tuned to induce quantum thermalization to in-
finite temperature locally (Methods). After a variable
evolution time, we perform site-resolved readout in the
z-basis composed of the |0〉 and |1〉 qubit states, result-
ing in global measurement bitstrings z, e.g. of the form
z = 1010010101. We post-process these bitstrings by bi-
partitioning the global system into two regions, A and B,
resulting in local bitstrings zA and zB . We then regard
A as the local system of interest and its complement B
as an intrinsic bath.
The traditional approach to quantum thermalization
studies observables in A while ignoring information about
the state of the bath. In contrast, here we consider the
bath explicitly and ask: how do we describe the prop-
erties of A given a specific measurement outcome in B?
To this end, the most basic observable is the conditional
probability p(zA|zB), which is the probability of measur-
ing a bitstring zA, conditioned on observing a given zB .
We first consider the simplest case where A consists of
only a single qubit, and plot the time-resolved conditional
probability of measuring the qubit in |0〉 for all differ-
ent possible results in B (Fig. 1b). At early times, all
p(zA=0|zB) traces follow similar trajectories regardless
of zB . However, as correlations build up between A and
B the conditional probabilities for different zB diverge,
moving independently in a seemingly random fashion.
We quantify this behavior by analyzing the spread in
conditional probabilities during a fixed time window at a
late time (shaded region in Fig. 1b). To this end, we dis-
cretize the conditional probabilities into a series of bins
and count the number of occurrences in each bin; this
forms a histogram P (p) with p ≡ p(zA=0|zB) (Fig. 1c).
Interestingly, though individual traces display nontriv-
ial dynamics, we find a nearly uniform histogram across
different p values, indicating that the dynamics of con-
ditional probabilities are ergodic. In fact, this uniform
histogram is consistent with the most random distribu-
tion possible for a single qubit: if we consider a random
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Fig. 1 | Emergence of Random Statistics in Chaotic
Dynamics: a, We experimentally implement chaotic
quantum many-body dynamics with a Rydberg quantum
simulator, described by a time-independent Hamiltonian, H,
starting from an initial product state of ten qubits
(Methods). We perform site-resolved, projective
measurements yielding an outcome 0 or 1 for finding each
qubit in state |0〉 or |1〉, respectively. We bipartition the
system into two subsystems A and B, for which we record
bitstrings zA of length LA and bitstrings zB of length LB ,
for the qubits in the corresponding subystems. b, We first
choose a subsystem A that consists of only a single qubit
(LA = 1) and plot probabilities of finding the qubit in state
|0〉, conditioned on specific measurement results zB in B,
p(zA=0|zB). Trajectories of p(zA=0|zB) for all outcomes zB
(color varying from red to blue) are shown as a function of
time. We find that the different trajectories develop a
significant dependence on zB at late times, exhibiting
apparently chaotic behavior. c, Histogram, P (p), of the
measured probabilities p(zA=0|zB) within a late-time
window centered around t ∼ 0.5 µs (grey band in b). d, The
experimental results are close to the flat distribution of
probabilities for observing the |0〉 state, predicted from an
ensemble of uniformly distributed single-qubit states on the
Bloch sphere (solid line in c). e, Similarly, the
experimentally obtained histograms from larger subsystems
of length LA = 2, 3, and 4 agree well with the predictions
from uniform ensembles over correspondingly larger Hilbert
space dimensions in A (solid lines). Histograms in c, e use
results from all contiguous subsystems of a given length LA,
with histograms in e additionally averaged over all possible
choices of zA. Error bars in c, e denote the standard error of
the mean (s.e.m.).
ensemble of pure states uniformly spread over the Bloch
sphere, their probabilities of being in state |0〉 follow a
uniform distribution (Fig. 1d, black line in Fig. 1c).
Motivated by the similarity to a uniformly random en-
semble for the single-qubit case, we study the distribu-
tion of p(zA|zB) for larger sizes of A (LA = 2, 3, and
4), with correspondingly larger Hilbert space dimensions,
DA (Fig. 1e). We construct similar histograms of condi-
tional probabilities, and compare against the expecta-
tion from a DA-dimensional uniformly random ensem-
ble, given by10 P (p) = (DA − 1)(1− p)DA−2 (Methods).
This distribution, for increasing dimension, progressively
transforms from the flat distribution (for DA = 2) to the
exponential Porter-Thomas distribution10,36, DAe
−DAp.
In all cases we see good agreement between the experi-
mentally obtained histograms and the uniformly random
ensemble prediction.
To better understand this correspondence, we now con-
sider moments characterizing the shape of the histograms
(e.g. the second moment is closely related to the vari-
ance), with the kth moment defined as p(k) =
∑
p p
kP (p).
We plot a rescaled version of these moments, with an ad-
ditional pre-factor of DA · · · (DA + k − 1), such that the
prediction from a uniformly random ensemble becomes
k!, independent of subsystem dimension (Fig. 2a, Ext.
Data Fig. 2). Looking order-by-order, we find that the
rescaled experimental moments approximately approach
this analytic value of k!, although fluctuations become
more pronounced with increasing system size in A; this
is likely due to a decreasing number of possible outcomes
from B at a fixed total system size (Methods).
Furthermore, we find that not only is the convergence
to k! independent of subsystem sizes, but it is also inde-
pendent of details of the subsystem selection (Fig. 2b).
For instance, the same convergence is seen when A is
chosen to be at the border of the global system, at the
center, or even when A is discontiguous; in all cases the
same behavior appears. We find similar results in fluctua-
tions of conditional two-point correlation functions which
approach a universal value of
√
4/35, consistent with the
prediction from a uniformly random ensemble of two-
qubit states (Ext. Data Fig. 3). Our observations indicate
that conditional observables exhibit universal statistics
linked to random state ensembles. We stress that this
phenomenon is not predictable via a canonical approach
to quantum thermalization that ignores system-bath cor-
relations, and hence requires a different theoretical frame-
work, which we present now.
The Projected State Ensemble
In a canonical approach to quantum thermalization, the
state of A is described by a reduced density operator,
ρA = trB{|ψ〉〈ψ|}, where |ψ〉 is the global state of the sys-
tem and trB denotes the average over all possible quan-
tum states in B. By construction, this framework cannot
describe any correlations between the observables in A
and the state of its bath B, such as the conditional prob-
abilities measured in our experiments.
To make connection with our observations and explic-
itly retain such correlations, we introduce a different for-
malism30 where every state in B is resolved using a con-
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Fig. 2 | Characterization of Emergent Universal
Randomness: a, We show rescaled moments of order
k = 2, 3, and 4 for histograms P (p) of subsystems with
length LA = 2 and 3 (see Ext. Data Fig. 2 for different LA
cases). These moments are obtained from histograms at each
time via
∑
p p
kP (p), and characterize fluctuations in the
conditional probabilities p(zA|zB). Values shown are rescaled
by a subsystem dependent factor (see main text). After an
initial transient period, both experimental (markers) and
simulated (solid lines) moments saturate to ≈k!, consistent
with the expectation from uniformly random ensembles
(dashed lines). b, Late-time moments characterized for
various choices of subsystems (see panel on the right); we
find a universal convergence to ≈k!, independent of
subsystem choice. In b, the time-averaged moment values
are obtained from a time window of t = 0.5− 0.7 µs and the
error bars denote their standard deviations. Moments in a
are obtained by averaging over subsystems with contiguous
number of LA qubits, while late-time moments in b are from
the exact choices shown in the panel on the right. In a, error
bars for the s.e.m. are smaller than the marker size.
ditional quantum state
|ψ(zB)〉 =
1√
p(zB)
PzB |ψ〉, (1)
where PzB = 1A ⊗ 〈zB | is a projective measurement op-
erator acting only on B and p(zB) is the probability of
finding the outcome zB . The projected state |ψ(zB)〉 is
the pure quantum state of subsystem A, conditional on
finding a particular outcome zB in B. The conditional
probability follows as p(zA|zB) = |〈zA|ψ(zB)〉|2.
We call the full set of states |ψ(zB)〉 for all outcomes
zB , together with their respective probabilities p(zB),
the projected ensemble30. We note that ensembles of
this type also enter the definition of localizable entan-
glement37,38. The projected ensemble fully describes A;
for instance, the reduced density operator is its aver-
age (the first moment), ρA =
∑
zB
p(zB)|ψ(zB)〉〈ψ(zB)|.
Crucially, this description allows access to higher-order
observables not attainable from the reduced density op-
erator, such as the moments in Fig. 2 which can be for-
mulated as
∑
zA,zB
p(zB)|〈zA|ψ(zB)〉|2k up to scaling.
Our observations point to such higher-order observables
behaving as if the projected ensemble itself becomes ap-
proximately uniformly distributed in the Hilbert space
after a sufficiently long evolution time. To test this hy-
pothesis, we evaluate the degree of randomness in the
projected ensemble by numerically computing the trace
distance to quantum state k-designs39. Quantum state
k-designs are pure state ensembles that become progres-
sively more complex with larger k; for example, for the
single-qubit case shown in Fig. 3a, state k-designs appear
as increasingly uniform distributions on the Bloch sphere,
and realize the uniform ensemble in the infinite k limit.
A state k-design reproduces observables up to order k
as if they were sampled from the uniform ensemble, e.g.,
the analytic result of k! for the moments shown in Fig. 2
can be predicted from a state k-design (Methods). Thus,
a vanishing distance between the state k-design and the
projected ensemble implies that the projected ensemble
and the uniform ensemble are statistically indistinguish-
able for any observables up to order k.
From numerical simulations, we find that the distances
decrease, for k = 1, 2, 3, and 4, as a function of time
(Fig. 3b) before saturating to a value exponentially small
in total system size (Fig. 3c). If the observed scaling
persists, the projected ensemble forms quantum state k-
designs in the thermodynamic limit. Importantly, quan-
tum thermalization to a maximally mixed state only im-
plies convergence to a lowest-order 1-design. For exam-
ple, for a single-qubit subsystem such a reduced density
operator can already be captured with only two antipo-
dal states (Fig. 3a, left). Thus, the convergence to higher
k-designs implies that the projected states of the subsys-
tem exhibit universal random behaviors beyond what is
described by quantum thermalization of subsystems. In
a concurrent theory paper the same behavior is found in
other systems30, leading to the hypothesis that the for-
mation of approximate quantum state k-designs in the
projected ensemble is a generic feature of chaotic quan-
tum many-body dynamics.
Application to Fidelity Estimation
While these results are important from a fundamental
science perspective, they also open avenues for practical
utilization; for instance, k-designs play a role in various
applications from quantum cryptography and supremacy
tests to verification of quantum devices9–12,14–18,21,31. A
key question is whether the formation of approximate k-
designs in projected ensembles implies such applications
can be realized in a wider set of circumstances than was
previously possible, potentially with reduced experimen-
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Fig. 3 | Randomness Beyond Thermalization: a,
Depiction of single-qubit quantum state k-designs on Bloch
spheres; the k-designs are progressively more complex
approximations to the uniform ensemble, which is reached
for large k. Quantum thermalization to a maximally mixed
state in a subsystem is captured by convergence to a
lowest-order 1-design. b, Numerically calculated trace
distances between the LA = 2 projected ensemble and
k-designs for k = 1, 2, 3, and 4 (colors matching k-designs in
a) as a function of time. Distances for all k decrease initially
before convergence to a finite value limited by finite
system-size effects (Methods). c, These late-time distances
(crosses) decrease as ∼1/
√
DB (solid lines), where DB is the
Hilbert space dimension of subsystem B, suggesting the
emergence of k-designs in subsystem A in the
thermodynamic limit (see Ext. Data Fig. 4 for different LA).
The convergence to higher k-designs is a phenomenon
beyond conventional thermalization.
tal complexity. In particular, the generation of approxi-
mate quantum state k-designs typically requires a high
degree of spatial and temporal control14,19–26; in contrast,
they appear in the projected ensemble even under evolu-
tion with a time-independent Hamiltonian without local
control.
We demonstrate such an application in fidelity estima-
tion based on the formation of 2-designs9,10,14,15,17,18.
Specifically, we devise a method to estimate how
well a quantum device produces a desired target
state, |ψ〉, as quantified by the many-body fidelity,
F (t) = 〈ψ(t)|ρ(t)|ψ(t)〉, between the target state and the
actual state obtained from experimental evolution, ρ(t)
(Fig. 4a). As we show now, the formation of 2-designs in
the projected ensemble during generic chaotic evolution
implies this estimation can be achieved with measure-
ments in only a single fixed basis, without requiring a
specialized readout sequence. We can see this intuitively
in the loss of correlations between target and experimen-
tal conditional probabilities as the effects of noise and
imperfections accumulate over time, as shown in Fig. 4b.
Formally, this loss of correlations can be used to find a
fidelity estimator
Fc(t) = 2
∑
z p(z)p0(z)∑
z p
2
0(z)
− 1 (2)
that approximates the true fidelity, Fc(t) ≈ F (t), where
p(z) = 〈z|ρ(t)|z〉 and p0(z) = |〈z|ψ(t)〉|2 are the experi-
mental and theoretical probabilities of observing a global
bitstring z, respectively (Methods). We emphasize that
Fc can be efficiently estimated without fully reconstruct-
ing the global probability distributions (Methods, Ext.
Data Fig. 6).
We first test this estimator numerically for two pro-
totypical examples that exhibit emergent randomness in
the projected ensemble30: random unitary circuits and a
generic mixed-field Ising Hamiltonian (Fig. 4c, Methods).
In both cases, we find that Fc approximates the true fi-
delity even at very early times. We contrast this with
another recently introduced fidelity estimator for ran-
dom unitary circuits10, the linear cross-entropy bench-
mark FXEB, which appears to work only for deep circuits
(dotted line in Fig. 4c, left). This effect is consistent with
FXEB being designed to work for a global wavefunction
sampled from a 2-design10, while Fc only requires the lo-
cal emergence of a 2-design in the projected ensemble,
which we expect to occur at earlier times. We also find
that Fc (and FXEB) slightly lags behind the true fidelity
due to the finite time needed for an error to be detectable
in a fixed measurement basis (Methods and Ext. Data
Fig. 7). Finally, we note that in the random circuit case
Fc is smooth as it is averaged over a number of differ-
ent circuit realizations, but for the case of Hamiltonian
evolution Fc exhibits visible fluctuations due to the uti-
lization of only a single Hamiltonian; the amplitudes of
these fluctuations decrease with increasing system size
(Methods, Ext. Data Fig. 5).
We now turn to apply this protocol in experiment to
benchmark the evolution of our Rydberg quantum sim-
ulator. We show results in Fig. 4d where the experimen-
tally obtained Fc (markers) decays approximately expo-
nentially on a time-scale of 3.6(3) µs. This indicates high
fidelity evolution during the time needed for buildup of
significant entanglement across the two halves of the tar-
get state (blue line). To test the applicability of our pro-
tocol carefully, we also show results for a noisy model
that incorporates the most dominant sources of experi-
mental errors (Methods). For this ab initio error model,
we observe that Fc (red solid line) is a good estimator of
the true fidelity F (red dashed line). We also find that
Fc from the error model is in good agreement with the
experimental Fc and, remarkably, it also predicts the ex-
perimental global bitstring probability distribution for all
times (Ext. Data Fig. 8), making it a trustworthy refer-
ence to compare against. We note that the plotted fidelity
estimator is slightly modified to account for both spatial
inversion symmetry and Rydberg blockade (Methods).
Finally, our benchmarking protocol allows for the in
situ estimation of multiple Hamiltonian parameters si-
multaneously using measured bitstring samples only.
Concretely, we can systematically vary the Hamilto-
nian implemented in simulation and monitor the re-
sulting Fc to find the maximum likely Hamiltonian
parameters actually realized by experiment. For ex-
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Fig. 4 | Fidelity Estimation from Emergent Randomness: a, Schematics of error-free (top) and noisy (bottom) time
evolution of an initial product state under chaotic dynamics, producing an ideal target state, |ψ(t)〉, and an experimental
mixed state, ρ(t), with global bitstring probabilities p and p0 in the z-basis, respectively. b, Experimental imperfections lead
to loss of correlations between experimental, p(zA|zB), and target state, p0(zA|zB), conditional probabilities (shown for a
single-qubit subsystem at times indicated in the figure), which we exploit for fidelity estimation. c, Fidelity estimation for a
ten-qubit random circuit (left) and a generic mixed-field Ising Hamiltonian (right) based on numerical simulations, where
local bit-flip and phase-flip errors are probabilistically applied at each qubit (Methods). We find that the fidelity estimator Fc
(solid lines) approximates the true fidelity F (dashed lines) even for short evolution times/depths. For random unitary
circuits, we also compare to the linear cross-entropy benchmark FXEB (dotted lines), which is accurate only for deep circuits.
Light and dark colors represent two different single-qubit error rates of γerr = 0.01 and γerr = 0.03 errors per normalized time,
respectively. d, Experimental benchmarking of a ten-qubit Rydberg quantum simulator. Shown are results for Fc (red solid
line) and the true fidelity F (red dashed line) for an ab initio error model, together with Fc from experiment (grey markers).
We note a high estimated fidelity at the time when the half-cut entanglement entropy (blue line) saturates. Error bars of the
s.e.m. are smaller than the marker size. e, Normalized, time-integrated Fc as a function of Rabi frequency, Ω, detuning, ∆,
and the interaction coefficient, C6, in the Rydberg model (Methods); these quantities are maximized only when the correct
Hamiltonian parameters are assumed. Vertical dashed lines denote independently calibrated values and shaded areas their
typical uncertainty.
ample, the target state wavefunctions from simulation
can be parameterized by the Rabi frequency, Ω, as
|ψ(t,Ω)〉 = e−itHR(Ω)/~|0〉⊗10. When the value of Ω does
not match the Rabi frequency used in the experi-
ment, the target state |ψ(t,Ω)〉 will have smaller overlap
with the experimental state, and the fidelity estimator
Fc(t,Ω) ≈ 〈ψ(t,Ω)|ρ(t)|ψ(t,Ω)〉 will decay more quickly.
To capture this effect in a single quantity we plot nor-
malized, time-integrated Fc as a function of the various
Rydberg Hamiltonian parameters in Fig. 4e. For each
parameter only a single sharp maximum emerges, show-
ing good agreement with our precalibrated values, up to
error bars coming from typical variations in the control
parameters (Methods).
Outlook
We have experimentally observed emergent randomness
in the statistics of conditional measurement results fol-
lowing chaotic quantum many-body evolution. Remark-
ably, this is a universal feature that cannot be predicted
by a canonical approach to quantum thermalization; in-
stead, our results suggest a more general description of
subsystems in terms of an ensemble of pure states, which
we call the projected ensemble. We numerically find that
this ensemble takes on a random form, consistent with
our experimental observations. Such emergent random-
ness implies quantum thermalization to an infinite tem-
perature ensemble as its lowest-order prediction, but is a
more general phenomenon. We have subsequently shown
an application in fidelity estimation for chaotic dynam-
ics, applicable to much shorter evolution times and with
reduced experimental complexity compared to existing
approaches. The concept of emergent randomness could
provide a new framework for quantum thermalization,
chaos, and complexity growth1–7,31,40,41. Open questions
concern generalization to finite effective temperatures30
and to systems of itinerant particles (e.g., Bose and Fermi
Hubbard models42). Moreover, it would be interesting
to study the signatures of non-ergodic dynamics of inte-
grable or localized systems3,4,6,7,43 in the projected en-
semble. Such generalizations could enable a more flexible
and standardized way of performing quantum fidelity es-
timation in a wide variety of quantum hardware, includ-
ing trapped ions44, superconducting qubits26, photonic
systems13, solid-state spins45,46, and cold atoms and
molecules in optical lattices42. Ultimately, emergent ran-
dom ensembles could find a broader range of applications,
including quantum supremacy tests9–13, certified random
number generation47 or quantum-enhanced48 Hamilto-
nian parameter estimation. In conclusion, our results
could lead to a new research frontier based on the no-
tion of emergent randomness, enabling deeper insights
into complex quantum systems and their applications.
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Zoller, P. Rényi Entropies from Random Quenches in
Atomic Hubbard and Spin Models. Physical Review Let-
ters 120, 050406 (2018).
[26] Neill, C. et al. A blueprint for demonstrating quan-
tum supremacy with superconducting qubits. Science 360,
195–199 (2018).
[27] Bernien, H. et al. Probing many-body dynamics on a 51-
atom quantum simulator. Nature 551, 579–584 (2017).
[28] Browaeys, A. and Lahaye, T. Many-body physics with
individually controlled Rydberg atoms. Nature Physics
16, 132–142 (2020).
[29] Madjarov, I.S. et al. High-fidelity entanglement and de-
tection of alkaline-earth Rydberg atoms. Nature Physics
16, 857–861 (2020).
[30] Cotler, J. et al. Emergent quantum state designs from
individual many-body wavefunctions. arXiv, same day
(2021).
[31] Brandão, F.G.S.L., Chemissany, W., Hunter-Jones, N.,
Kueng, R. and Preskill, J. Models of quantum complexity
growth. arXiv:1912.04297 (2019).
[32] Norcia, M.A., Young, A.W. and Kaufman, A.M. Micro-
scopic Control and Detection of Ultracold Strontium in
Optical-Tweezer Arrays. Physical Review X 8, 041054
(2018).
[33] Cooper, A. et al. Alkaline-Earth Atoms in Optical Tweez-
ers. Physical Review X 8, 041055 (2018).
[34] Saskin, S., Wilson, J.T., Grinkemeyer, B. and Thomp-
son, J.D. Narrow-Line Cooling and Imaging of Ytterbium
Atoms in an Optical Tweezer Array. Physical Review
Letters 122, 143002 (2019).
[35] Covey, J.P., Madjarov, I.S., Cooper, A. and Endres, M.
2000-Times Repeated Imaging of Strontium Atoms in
Clock-Magic Tweezer Arrays. Physical Review Letters
122, 173201 (2019).
[36] Porter, C.E. and Thomas, R.G. Fluctuations of Nuclear
Reaction Widths. Physical Review 104, 483–491 (1956).
[37] Verstraete, F., Popp, M. and Cirac, J.I. Entanglement
versus Correlations in Spin Systems. Physical Review
Letters 92, 027901 (2004).
[38] Popp, M., Verstraete, F., Mart́ın-Delgado, M.A. and
Cirac, J.I. Localizable entanglement. Physical Review
A 71, 042306 (2005).
[39] Ambainis, A. and Emerson, J. Quantum t-designs: t-wise
Independence in the Quantum World. In Twenty-Second
Annual IEEE Conference on Computational Complexity
(CCC’07), pages 129–140. IEEE (2007). ISBN 0-7695-
7
2780-9.
[40] Roberts, D.A. and Yoshida, B. Chaos and complexity by
design. Journal of High Energy Physics 2017, 121 (2017).
[41] Cotler, J., Hunter-Jones, N. and Ranard, D. Fluctuations
of subsystem entropies at late times. arXiv:2010.11922v2
(2020).
[42] Gross, C. and Bloch, I. Quantum simulations with ul-
tracold atoms in optical lattices. Science 357, 995–1001
(2017).
[43] Turner, C.J., Michailidis, A.A., Abanin, D.A., Serbyn,
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Ext. Data Fig. 1 | Experimental system and
parameter feedback: a, Illustration of a Rydberg
quantum simulator consisting of strontium-88 atoms trapped
in optical tweezers (red funnels). All atoms are driven by a
global transverse control field (purple horizontal beam) at a
Rabi frequency Ω and a detuning ∆ (right panel). The
interaction strength is given as C6/R
6
ij with an interaction
constant C6 and atomic separations Rij between two atoms
at site i and j. b, Schematic of the experimental feedback
scheme. We automatically interleave data taking with
feedback to global control parameters and systematic
variables through a home-built control architecture
(Methods); in particular, we feedback to the clock laser
frequency (to maintain optimal state preparation fidelity),
the Rydberg laser alignment, the Rydberg detuning ∆, and
the Rabi frequency Ω. c, Example of the interleaved
automatic Rabi frequency stabilization over the course of
≈20 hours with no human intervention. Feedback is
comprised of performing single-atom Rabi oscillations,
fitting the observed Rabi frequency, and updating the laser
amplitude, rather than simply stabilizing the laser amplitude
against a photodiode reference. While the Rabi frequency
setpoint (orange squares) changes over the course of the
sequence (due to long-time instabilities like temperature
drifts), the measured Rabi frequency (blue circles) stays
constant to within <0.3%, with a standard deviation of
0.15%. This same stability is seen over the course of multiple
days with nearly continuous experimental uptime.
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Ext. Data Fig. 2 | Conditional probability histograms, moments, and experiment-theory correlations: As
shown in Figs. 1,2, and 4 the same kind of characterization is performed for projected ensembles of different contiguous
subsystem lengths LA. The grey zoom-in triangles in each subplot denote the approximate time points chosen for the
characterization; the early-time histogram is a time-average over the same window as in Fig. 1. We note that at late times
t > 1 µs the experimental moments decay as decoherence processes gradually suppress fluctuations in the conditional
probabilities (time scale is logarithmic after the break). The red dashed lines in the late-time histograms (top right corner of
each subpanel) indicate the probability values expected for a maximally mixed state of a given subsystem A, i.e, p = 1/DA
where DA is the Hilbert space dimension of A.
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Ext. Data Fig. 3 | Fluctuations of conditional two-point correlations in projected state ensembles: a,
Two-point correlations based on conditional projected states of two qubits separated at distance d. b, Fluctuations of
two-point correlation functions of conditional probabilites, σcorr(z1, z2), characterized with a ten-qubit Rydberg-atom array
simulator (Methods, see Eq. (11)). Experimental (markers) and numerical (solid lines) results increase and saturate to near
the theoretical prediction of σcorr =
√
4/35 from the uniformly random ensemble. At late times t > 1 µs, the universal feature
gradually vanishes due to accumulated errors and decoherence processes in the experiment (time scale is logarithmic after the
break). Colors and markers used are: d = 2, blue circle; d = 4, orange square; d = 6, purple triangle; d = 8; red triangle. c,
Individual plots for the four different pair separations shown in b.
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Ext. Data Fig. 4 | Trace distance between the
projected ensemble and quantum state k-designs: a,
b, System size scaling of late-time trace distances from three
different subsystem sizes of LA = 1, 2, and 3. For fixed
subsystem A size, we increase the Hilbert space dimension of
outer subsystem B, DB , and compute trace distances to the
quantum state k-designs for four different orders, k = 1
(orange), 2 (red), 3 (purple), and 4 (blue). Sampling
weighting factors of p(zB) and p
k(zB)/
∑
zB
pk(zB) are used
in a and b, respectively, in the construction of a kth-order
projected ensemble. See Methods for simulation details.
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Ext. Data Fig. 5 | Typicality analysis of Fc: a,
Normalized fidelity estimation errors as a function of
interrogation time τ after a local, instantaneous error occurs
at time t0 (see the inset of a). The error strength is chosen
such that the many-body overlap is reduced to ∼0.5. To
investigate typical statistical errors in fidelity estimation, we
simulate an ensemble of chaotic Hamiltonians at a fixed
system size of N = 16 for two error occurrence times of
t0 = 0 (left) and t0 = 5 (right) (see Methods). The mean
and standard deviation of the normalized fidelity estimation
errors are plotted as the solid line and grey band,
respectively. b, Standard deviation of normalized fidelity
estimation errors, characterized at two different post-error
interrogation times (τ = 8; open markers, τ = 30; closed
markers) as a function of the total Hilbert space dimension
D for the two error occurrence times of t0 = 0 (left) and t0
= 5 (right). At the late interrogation time of τ = 30, we find
that the typical error from the distinct choice of a
Hamiltonian follows a scaling of σ[(Fc − F )/F ] ∼ 1/
√
D
(solid lines), as also found for deep random unitary circuits
(Methods). In b, error bars denote the standard deviation of
σ[(Fc − F )/F ] in a [τ − 1, τ + 1] window.
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Ext. Data Fig. 6 | Finite sampling analysis for Fc: a,
b, Statistical fluctuations of the fidelity estimator F
(M)
c
evaluated with a finite number of M bitstring samples,
σN (M, τ), at early (a, τ = 1) and late (b, τ = 20) times
after an error has occurred at time t0, plotted for three
different system sizes, N = 10, 15, and 20 (darker colors with
increasing N). A generic mixed-field Ising model is employed
with an initial state error (t0 = 0) that results in a
many-body overlap of 0.5 (Methods). In a, b, the dotted
lines are guides-to-eye showing a 1/
√
M scaling. c, Time-
and system size-dependent prefactor, A(N, τ), of the
statistical fluctuation, σN (M, τ) = A(N, τ)/
√
M . The
prefactor, A(N, τ), is plotted as a function of N for τ =1
(blue), 2 (purple), 5 (green), and 20 (red). The solid lines
are phenomenological fits of A(N, τ) = A0r(τ)
N−N0 with
A0 = 1.4 and N0 = 7. Inset: r(τ) is plotted for the four
different post-error times τ with two error occurrence times
t0: t0 = 0; circle and t0 = 5; star. We observe that for t0 = 0,
r(τ) is close to 1 at early times and approaches r(τ) ≈ 1
over time, while for t0 = 5, r(τ) ≈ 1 for all times.
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Ext. Data Fig. 7 | Systematic delay in fidelity
estimation performed with a fixed measurement
basis: Systematic error in the fidelity estimator Fc (red)
and the linear cross-entropy benchmark FXEB (blue) relative
to the true fidelity F for a ten-qubit random quantum
circuit. Noisy quantum dynamics are simulated with
random, local bit-flip and phase-flip errors at four different
single-qubit error rate per circuit depth, γerr = 0.0025
(circle), 0.005 (square), 0.0075 (diamond), and 0.01
(triangle). The dashed grey lines are the phenomenological
error scaling of exp(Nγerrτd) with an γerr-independent delay
time of τd = 0.8 and N = 10. The saturation of both Fc/F
and FXEB/F at large circuit depth implies that at late times
there is a delayed response in fidelity estimation performed
with a fixed measurement basis, i.e., F = exp(−Nγerrt), but
Fc = exp(−Nγerr(t− τd)) (Methods).
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Ext. Data Fig. 8 | Quantitative evaluation of ab inito
error model: Kullback-Leibler (KL) divergence of
measurement outcome probability distribution between the
ten-qubit Rydberg experiment and an error-free model (blue
square) and an ab initio error model (red circle) (Methods).
When the experimental data is benchmarked against an
error-free model, the KL divergence increases over time since
the presence of decoherence effects and control imperfections
are not taken into account in the error-free model. In the
case of the error model, however, we find a significant
reduction in the KL divergence between the experiment and
error model at all times. Error bars denote the s.e.m.
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METHODS
I. DESCRIPTION OF THE EXPERIMENT
The details of our experiment have been summarized
previously29,33,35,49; in brief, we use an array of 35 opti-
cal tweezers to trap ≈18 individual strontium-88 atoms.
Initially in the 5s2 1S0 state, atoms are cooled on the
narrow-line 5s2 1S0 ↔ 5s5p 3P1 (689 nm) transition close
to their motional ground state, with an average trans-
verse occupation number of 〈n〉≈0.3 (corresponding to
≈3 µK). For all data shown, we rearrange the initially
stochastically filled array to a defect-free array50,51 of ten
atoms spaced by 3.3 µm, discarding extras. Atoms are ini-
tialized to the 5s5p 3P0 (698 nm) clock state through a
combination of coherent drive and incoherent pumping,
for a total preparation fidelity of 0.997(1). We treat the
clock state as a metastable qubit ground state, |0〉, and
subsequently drive to the 5s61s 3S1,mJ=0 (317 nm) Ry-
dberg state, |1〉. Following Hamiltonian evolution, state
readout is performed using the auto-ionizing transition
5s61s 3S1,mJ=0↔ 5p3/261s1/2 (408 nm, J=1,mJ= ±1)
which rapidly ionizes atoms in the Rydberg state with
high fidelity (≈0.999), leaving them dark to our fluores-
cent imaging. Atoms in the clock state are pumped into
the imaging cycle, allowing us to directly map atomic
fluorescence to qubit state.
The Hamiltonian of this system is well approximated
by
H = Ω
∑
i
Sxi −∆
∑
i
ni +
C6
a6
∑
i>j
ninj
|i− j|6
(3)
which describes a set of interacting two-level systems, la-
beled by site indices i and j, driven by a laser with Rabi
frequency Ω and detuning ∆. The interaction strength is
determined by the C6 coefficient and the lattice spac-
ing a. Operators are Sxi = (|1〉i〈0|i + |0〉i〈1|i)/2 and
ni = |1〉i〈1|i, where |0〉i and |1〉i denote the electronic
ground and Rydberg states at site i, respectively. For
measurements observing the emergence of random en-
sembles (Figs. 1 and 2, Ext. Data Figs. 2 and 3), we
use Ω/2π = 4.7 MHz, ∆/2π = 0.9 MHz, a = 3.3
µm, and an experimentally measured interaction coeffi-
cient of C6 = 126(2) GHz µm
6. Under this condition,
we confirm numerically that the initial all-zero state
rapidly thermalizes to an infinite-temperature thermal
ensemble locally within the constrained subspace where
no two adjacent atoms are simultaneously in the Ry-
dberg state27–29. Benchmarking measurements (Fig. 4,
Ext. Data Fig. 8) are performed with Ω/2π = 6.4 MHz,
∆/2π = 0 MHz. We note that the C6 value is indepen-
dently estimated by measuring the interaction-induced
energy shift V = C6/R
6 at various distances R between
two atoms prepared in the Rydberg state. The measured
C6 is roughly a factor of two smaller than expected from
theoretical quantum defects52, though this discrepancy
is attributable to a modest (≈1 V/cm) DC electric field,
which appears stable over time, but which we do not ac-
tively cancel.
As the experimental data shown throughout the main
text requires both high statistics (taken over the course
of multiple days) and very fine parameter control, we pe-
riodically perform automatic feedback to several exper-
imental parameters using a home-built control architec-
ture. Specifically these are: 1) the clock state resonance
frequency to ensure maximal preparation fidelity, 2) the
Rydberg laser beam alignment, 3) the Rydberg resonance
frequency, and 4) the Rydberg Rabi frequency. For the
clock frequency, we apply a π-pulse on the clock transi-
tion to identify the resonance and perform state-resolved
readout by ejecting all ground state atoms from the trap
with an intense pulse of light on the 5s2 1S0 ↔ 5s5p 1P1
(461 nm) transition29.
For the Rydberg alignment, detuning, and Rabi fre-
quency, we rearrange the array to ≈8 non-interacting
atoms spaced by 13.3 µm. During alignment we raster
the Rydberg beam across the array sampling different
position-dependent Rabi frequencies, and thus evolving
to different position-dependent phases. We compare the
resultant signal across all positions to a simulation to
identify the point of furthest phase, and thus maximal
intensity. For the Rydberg detuning, we measure the res-
onance condition at Ωt = 13π in order to narrow the
resonance feature. For the Rabi frequency, we take a se-
ries of time points between 13π < Ωt < 17π, and fit the
resulting Rabi oscillations. After each feedback experi-
ment, the relevant parameter is automatically updated
for subsequent measurements (Ext. Data Fig. 1).
II. DATA ANALYSIS
Our state readout is desribed in detail in Ref.29; it fea-
tures single-site detection which discriminates atoms in
the clock state, |0〉, versus the Rydberg state, |1〉, through
a combination of fluorescence imaging and Rydberg auto-
ionization. We take a total of three images: 1) after the ar-
ray is initially loaded to perform rearrangement, 2) after
the rearrangement is completed to verify the initial state
is correct, 3) after the sequence has finished. We post-
select for image triplets where the proper rearrangement
pattern is visible in image (2), and calculate the survival
of each atom by comparing site occupations in image (2)
to image (3). This array of survival signals is then con-
verted into the qubit basis. For instance, in typical exper-
iments where atoms are rearranged into defect-free arrays
of ten atoms, we calculate the binary survivals for each
atom, and then make the mapping ‘atom survived’→ |0〉
and ‘atom did not survive’→ |1〉, yielding a ten letter
bitstring of the qubit states. After taking many shots we
accrue an ensemble of such bitstrings, {z}. For random-
ness measurements, a total of ≈120000 shots are used
(≈3000 shots per time point), while for benchmarking
measurements a total of ≈64000 shots are used (≈4500
shots per time point).
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Our system Hamiltonian is naturally stratified into a
number of energetically widely spaced sectors due to Ry-
dberg blockade27–29. In particular, the nearest-neighbor
interaction is ≈20× greater than the next largest energy
scale, so cases where neighboring pairs of atoms are both
excited to the Rydberg state are greatly suppressed. In
practice we find ≈99% of all experimental bitstrings are
in the no-blockade energy sector at short times (t < 1
µs) but the no-blockade probability starts to decrease at
late times (t > 1 µs) due to experimental imperfections
- we refine {z} by discarding all realizations not in this
sector.
For calculations involving conditional probabilities, we
bipartition each element of {z} into subsystems A and B
with bitstrings zA and zB respectively. When considering
the statistics of conditional probabilities, we note that the
blockade interaction can reduce the dimensionality of the
Hilbert space of subsystem A if the boundary qubits in B
are in the Rydberg state. To isolate a set of conditional
states having the same Hilbert space dimension, for a
given choice of subsystem A and B, we only consider
bitstrings zA and zB if the qubits in B bordering A are
in the |0〉 state.
III. PROJECTED ENSEMBLE AND
COMPARISON TO QUANTUM STATE
k-DESIGNS
To characterize the randomness of the projected ensem-
ble, we compare it to the so-called Haar-random ensemble
which represents an ensemble of uniformly random pure
states defined in the Hilbert space of subsystem A. Specif-
ically, the similarity between the two ensembles can be
characterized via the `1-norm that measures a ‘distance’
in operator space (referred to as the ‘trace distance’ in
the main text),
`
(k)
1 = ‖ρ
(k)
A − ρ
(k)
Haar‖1. (4)
Here ‖ · ‖1 represents the absolute sum of singular val-
ues, ρ
(k)
A is the kth moment of the projected ensemble
consisting of local states |ψ(zB)〉 in subsystem A
ρ
(k)
A =
∑
zB
p(zB)(|ψ(zB)〉〈ψ(zB)|)⊗k, (5)
and ρ
(k)
Haar is the kth moment of the Haar-random ensem-
ble
ρ
(k)
Haar =
∫
Haar(DA)
dψ (|ψ〉〈ψ|)⊗k . (6)
From the Schur-Weyl duality, Eq. (6) can be simplified
to
ρ
(k)
Haar =
∑
π∈Sk PermH⊗kA
(π)
DA(DA + 1) · · · (DA + k − 1)
, (7)
where PermH⊗kA
(π) permutes the k copies of the Hilbert
space HA of subsystem A according to a member, π,
in the permutation group of k elements, and DA is the
dimension of HA53.
As shown in Fig. 3 and Ext. Data Fig. 4, we find that
for various subsystem lengths, LA, the `1-norm distance
decreases for all orders k = 1, 2, 3, and 4 with increasing
Hilbert space dimension, DB , of subsystem B. Non-zero
`1-norm distances, as well as statistical fluctuations ob-
served in the moments at finite DB , are associated with a
finite sample size effect in the constructed projected en-
semble. For a finite-size Haar-random ensemble, the trace
distance to the uniform ensemble scales as∼1/
√
DB , con-
sistent with the scaling result of the projected ensem-
ble30. These results are obtained with Ω/2π = 4.7 MHz,
∆/2π = 0.5 MHz, C6 = 126 GHz µm
6, and a = 3.3
µm; the discrepancy between this ∆ and that imposed in
experiment does not result in a significantly different dis-
tance to the k-designs for the experimental system size
of ten qubits.
IV. MOMENTS AND TWO-POINT
CORRELATIONS OF UNIFORMLY RANDOM
ENSEMBLES
Moments. Suppose we have a Haar-random state |ψ〉
in a DA-dimensional Hilbert space, which we measure in
the standard z-basis. Then the probability of measuring
a bitstring z is rψ(z) = |〈z|ψ〉|2. We can compute the
expectation value of the kth moment of rψ(z) over the
Haar-random ensemble as
Eψ∼Haar(DA)
[
rψ(z)
k
]
=
k!
DA(DA + 1) · · · (DA + k − 1)
.
(8)
Using these moments, we can construct a probability den-
sity function
PH(p) ≡ Eψ∼Haar(DA)[δ(rψ(z)− p)] (9)
where δ is the Dirac delta function, yielding rψ(z) = p
over the Haar-random ensemble. Since
∫ 1
0
dpPH(p) p
k =
Eψ∼Haar(DA)
[
rψ(z)
k
]
= 1/
(
DA+k−1
k
)
for k = 0, 1, 2, ..., we
find
PH(p) = (DA − 1)(1− p)DA−2 . (10)
Correlation functions. In Ext. Data Fig. 3, we mea-
sure the square root of a weighted average of squared
two-point correlators in the z-basis using the projected
ensemble of a two-qubit subsystem, given as
σcorr(z1, z2) =
√∑
zB
p(zB)C(z1, z2|zB)2 (11)
where
C(z1, z2|zB) = 〈ψ(zB)|Z1Z2|ψ(zB)〉− (12)
〈ψ(zB)|Z1|ψ(zB)〉〈ψ(zB)|Z2|ψ(zB)〉.
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Here, Zi is the Pauli-Z operator at site i, p(zB) is the
probability of observing a bitstring zB from outer subsys-
tem B, and the expectation values on the right-hand side
are computed with the projected two-qubit state |ψ(zB)〉.
To compare the projected ensemble result with a Haar-
random ensemble, we use Eq. (7) for DA = 4 to compute
the analytical value of such a correlator for the Haar-
random ensemble:√
Eψ∼Haar(4)
[
(〈ψ|Z1Z2|ψ〉 − 〈ψ|Z1|ψ〉〈ψ|Z2|ψ〉)2
]
(13)
=
√
4
35
.
V. RELATION BETWEEN Fc AND
MANY-BODY FIDELITY F
Our fidelity estimator Fc (Eq. (2)) can be understood
by expressing the global bitstring probabilities for ideal
and noisy evolutions, p0(z) and p(z) respectively, in terms
of conditional and marginal probabilities as
p0(z) = p0(zA|zB)p0(zB) (14)
p(z) = p(zA|zB)p(zB), (15)
for complementary subsystems A and B. We consider the
simplest case of a single local error V occurring at time t0
during time-evolution, and assume that the time-evolved
error operator, V (τ) = U(τ)V U(τ)†, is supported within
subsystem A. Here τ = t − t0 is the time past the
occurrence of the error and U(τ) is the time-evolution
operator from t0 to t. This implies that the measure-
ment outcome in B is not affected by the error, giving
p(z) = p(zA|zB)p0(zB) because p(zB) = p0(zB). Under
these conditions, we can rewrite Fc as
Fc = 2
∑
z p0(z)p(z)∑
z p0(z)
2
− 1 (16)
= 2
∑
zB
p20(zB)
∑
zA
p(zA|zB)p0(zA|zB)∑
zB
p20(zB)
∑
zA
p20(zA|zB)
− 1 (17)
≈
∑
zB
p20(zB)(FXEB(zB) + 1)∑
zB
p20(zB)
− 1 (18)
=
∑
zB
q(zB)FXEB(zB) (19)
where q(zB) =
p20(zB)∑
zB
p20(zB)
and
FXEB(zB) = (DA + 1)
∑
zA
p(zA|zB)p0(zA|zB)− 1 (20)
is the zB-dependent, linear cross-entropy benchmark
10 in
subsystem A, and DA is the Hilbert space dimension of
A. From Eq. (17) to Eq. (18), we used the second-order
moment of the projected ensemble in an error-free case
1
DA
∑
zA
p20(zA|zB) ≈
2!
DA(DA + 1)
(21)
based on our experimental and numerical observations
of emergent local randomness during chaotic quantum
dynamics (see Fig. 2 and Eq. (8)).
The validity of the relation Fc ≈ F can be analyti-
cally understood based on the assumption that the pro-
jected ensemble of |ψ(zB)〉 approximately forms a quan-
tum state 2-design. To see this explicitly, we consider∑
zB
q(zB)p0(zA|zB)p(zA|zB)
=
∑
zB
q(zB)〈ψ(zB)|PzA |ψ(zB)〉〈ψ(zB)|V †(τ)PzAV (τ)|ψ(zB)〉
= tr
{(
PzA ⊗ V †(τ)PzAV (τ)
)
·
∑
zB
q(zB)(|ψ(zB)〉〈ψ(zB)|)⊗2
}
≈
tr
{(
PzA ⊗ V †(τ)PzAV (τ)
)
· (1+ SA)
}
DA(DA + 1)
=
1 + |〈zA|V (τ)|zA〉|2
DA(DA + 1)
(22)
where PzA = |zA〉〈zA| is the z-basis projector onto a spe-
cific bitstring zA in A, q(zB) is the probability weighting
factor, 1 is the identity operator, and SA is the swap op-
erator acting on subsystem A for the duplicated Hilbert
space H⊗2A . In order to obtain the fourth line, we used∑
zB
q(zB)(|ψ(zB)〉〈ψ(zB)|)⊗2 ≈
1+ SA
DA(DA + 1)
, (23)
where the right-hand side is due to the projected en-
semble forming an approximate quantum state 2-design
(see Eq. (7)). We note that the weighting factors q(zB)
are different than those used for the majority of the
manuscript; however, we numerically find that approxi-
mate 2-designs form regardless of which weighting factor
is used (Ext. Data Fig. 4).
Inserting Eq. (22) into Eq. (19), we obtain
Fc ≈
1
DA
∑
zA
|〈zA|V (τ)|zA〉|2
=
1
D
∑
z
|〈z|V (τ)|z〉|2 , (24)
where the equality on the second line holds because one
can always multiply the identity 1DB
∑
zB
〈zB |zB〉2 = 1
with the Hilbert space dimension of the complement
DB = D/DA with D being the Hilbert space dimension
of the entire system.
The relation in Eq. (24) explains how Fc estimates the
many-body fidelity with a good precision. The right-hand
side of Eq. (24) describes the return probability of V (τ)
(also known as Loschmidt echo) averaged over all pos-
sible initial states in the fixed measurement basis. Un-
der chaotic time evolution, the propagated error operator
V (τ) becomes scrambled, and it is exponentially unlikely
in the size of A that a computational state remains un-
changed.
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Therefore, non-vanishing contributions to Fc arise only
when the error operator is partly proportional to the
identity, e.g. V (τ) = c01 +
∑
s cs(τ)σs with c0 6= 0,
where s enumerates over all possible Pauli strings sup-
ported in A. In such a case, Fc ≈ |c0|2 approximates the
probability that V did not affect the many-body wave-
function, hence Fc ≈ F . This statement becomes exact
if the local qubit on which the error occurs is maximally
entangled with the rest of the system at the time of the
error. Our analysis can be straightforwardly generalized
to more than one error, either located nearby or distant,
as long as their joint support A leads to a random en-
semble approximately close to the state 2-design.
Finally, we comment on the conditions in which Fc may
significantly deviate from F . If V is diagonal in the mea-
surement basis, e.g. dephasing error along the z axis, and
if the error occurs shortly before the bitstring measure-
ments, the return probability in Eq. (24) will be close
to unity despite that the many-body fidelity may be de-
creased significantly. Our method can fail in this spe-
cial case. However, if Fc is evaluated after some delay
time from the error, then V (τ) becomes scrambled in the
operator basis, and F can be approximately estimated.
In other words, even in the case of the diagonal errors,
our formula becomes valid after a finite delay time τd
(Ext. Data Fig. 7).
VI. BENCHMARKING OF RANDOM UNITARY
CIRCUIT AND CHAOTIC HAMILTONIAN
In Fig. 4c, we present simulated benchmarking results
for both digital and analogue quantum systems based on
a random unitary circuit (RUC) and a generic mixed-
field Ising model exhibiting chaotic behaviors, respec-
tively; below we describe details for simulations of their
quantum dynamics in the presence of errors.
Random unitary circuit: The dynamics of a one-
dimensional RUC are simulated using random two-qubit
unitary gates, U , sampled from the Haar measure. Specif-
ically, the time evolution of an N -qubit system starting
from the all-zero initial state, |0〉⊗N , can be described as
|ψ(t)〉 = UtUt−1 · · · U2U1|0〉⊗N , (25)
where Uodd = {U1,U3, · · · } and Ueven = {U2,U4, · · · } are
the odd- and even-time unitaries modeled as
Uodd =
N/2∏
i=1
U2i−1,2i, Ueven =
N/2∏
i=1
U2i,2i+1 (26)
with periodic boundary condition, and t is the circuit
depth. Note that at each circuit depth t, we randomly
sample two-qubit random unitaries Uij for qubits at site
i and j to realize a many-body unitary U giving rise to
chaotic dynamics.
Chaotic Hamiltonian: We simulate a mixed-field
Ising Hamiltonian that leads to thermalization of the all-
zero initial state to infinite temperature:
HQIMF/~ = 2π
[
N∑
i=1
0.22Sxi + 0.25S
y
i +
N−1∑
i=1
0.55Sxi S
x
i+1
]
,
(27)
where Sx,y,zi are the spin-1/2 operators at site i. The
Hamiltonian coefficients are adapted from Ref.54, and are
consistent with those used in an accompanying theory
paper30; however, coefficients are globally rescaled such
that the early-time growth rate of half-cut entanglement
entropy is matched to that of RUC dynamics. The many-
body quantum state at time t is obtained by solving for
|ψ(t)〉 = e−iHQIMFt/~|0〉⊗N .
Noisy time evolution: To emulate noisy quantum
devices, we employ a stochastic evolution method with a
simple noise model that considers local bit-flip and phase-
flip errors represented by the Pauli operators σx,y,z.
These local errors are stochastically applied to individ-
ual qubits at a single-qubit error rate of γerr per unit
time (equivalent to a single circuit depth); the particular
error applied is chosen randomly from the set of σx,y,z.
To compare the RUC and Hamiltonian on an equal foot-
ing, we run noisy simulations at the same γerr between
the two cases. Repeating the noisy dynamics simulations
more than ∼10000 times at a fixed γerr, we obtain good
approximations of the density matrices, ρRUC and ρHam,
from which we extract the true fidelity F = 〈ψ|ρ|ψ〉 as
well as our fidelity estimator Fc and the linear cross-
entropy benchmark
FXEB = (D + 1)
∑
z
p0(z)p(z)− 1, (28)
where D = 2N is the Hilbert space dimension of a whole
N -qubit system, z is the global bitstring of length N ,
and p0 and p are the bitstring probabilities in the z-basis
without and with errors, respectively.
VII. TYPICALITY OF BENCHMARKING AND
ASSOCIATED ERROR SCALING
The shown benchmarking results for RUCs are aver-
aged over an ensemble of RUCs realized via sampling of
two-qubit unitaries U (Fig. 4c, Ext. Data. Fig. 7). For
FXEB, a single choice of an RUC out of such an ensem-
ble already yields accurate results in the sense that, in
the limit of large circuit depth, the error from using only
a single RUC scales as 1/
√
D with D being the Hilbert
space dimension of a global system10. We now investigate
if a similar typicality scaling holds for benchmarking of
Hamiltonian dynamics (Fig. 4c, d). To this end, we con-
sider an ensemble of Hamiltonians generated from HQIMF
by adding a series of site-dependent transverse fields:
HQIMF(J)/~ = HQIMF/~ + 2π
N∑
i=1
JiS
z
i , (29)
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where HQIMF(J) is a Hamiltonian in the ensem-
ble parameterized by site-dependent transverse fields,
J = (J1, ..., Ji, ..., JN ). We sample the Ji uniformly
from [−0.5, 0.5] with a restriction,
∑N
i=1 Ji = 0, im-
posed so all target states thermalize to effective in-
finite temperature. With the HQIMF(J), we generate
an ensemble of parametrized target states, |ψ(t,J)〉 =
e−iHQIMF(J)t/~|0〉⊗N . We now consider a single error oc-
curring at a time t0, induced by a single-site rotation
around the x-axis, on top of otherwise error-free evo-
lution. We denote the erroneous states as |ψ(t,J)〉e.
The rotation angle is fixed across J-choices with an
amplitude that yields a many-body overlap F (J) =
|〈ψ(t,J)|ψ(t,J)〉e|2 ≈ 0.5. We now estimate this many-
body overlap using the bitstring probabilities for these
two states, yielding a time- and J-dependent estima-
tor Fc(t,J). To quantify relative fluctuations, we intro-
duce the relative difference d(τ,J) = (Fc(t0 + τ,J) −
F (J))/F (J), where τ = t− t0 is the evolution time after
the error. We show the ensemble average of d(τ,J) as a
function of τ (Ext. Data. Fig. 5a) for two different choices
of t0: t0 = 0 and t0 = 5. We observe that the ensemble av-
erage settles quickly to zero within a 10−2 level; however,
we find fluctuations around this mean value arising from
different choices of J. To quantify these fluctuations, we
evaluate the standard deviation of d(τ,J) over J and find
that it decreases with system size (Ext. Data. Fig. 5b).
At late times τ , we find a 1/
√
D scaling similar to the
case of RUCs. These results imply that, at sufficiently
late time, our method becomes increasingly more pre-
cise in the limit of large system size for a single typical
Hamiltonian evolution.
VIII. STATISTICAL ERROR SCALING FROM
A FINITE NUMBER OF BITSTRING SAMPLES
In actual experiments we are never able to find the
exact value of Fc, but are instead left to approximate
it from a finite number of bitstring samples. Specifically,
let us suppose that a total of M bitstrings {z1, z2, ..., zM}
are sampled at a fixed time for a given system size N .
Then using the M bitstring samples, Fc is estimated as
F (M)c = 2
(
1
M
∑M
i=1 p0(zi)
)
∑
z p0(z)
2
− 1. (30)
Note that the sum in the numerator is performed over
the sampled bitstrings, with their corresponding proba-
bilities evaluated using the theoretical bitstring probabil-
ity distribution p0, similar to sampling of FXEB
10. We use
the superscript M on Fc to denote that the fidelity esti-
mation is based on a finite number of M samples, with
limM→∞ F
(M)
c = Fc.
We quantify the typical statistical error, σN (M, t), in
estimating Fc with only M samples via the standard de-
viation of (F
(M)
c −Fc) over multiple repetitions of draw-
ing M samples at a fixed time t from a N -qubit system.
Similar to the procedure adapted for typicality scaling,
we consider an error occurring at a time t0 such that the
many-body overlap after the error is F ≈ 0.5. We find a
dependence of σN (M, τ) = A(N, τ)/
√
M , where A(N, τ)
is the prefactor depending on system size N and τ is the
time after the error (Ext. Data Fig. 6). We find a weakly
exponential dependence A(N, τ) ∝ r(τ)N , with a base
r(τ) that is close to unity. For the case of t0 = 0, we find
that r(τ) starts slightly above one but settles to one for
late τ , while for t0 = 5, we find that r(τ) is very close to
one at all τ (inset of Ext. Data Fig. 6c).
IX. NOISY SYSTEM DYNAMICS MODELING
AND BENCHMARKING OF RYDBERG-ATOM
QUANTUM SIMULATOR
Noisy system dynamics in the Rydberg model.
The chaotic dynamics of a one-dimensional Rydberg-
atom array presented in this study can be described by
time evolution under the time-independent Hamiltonian
H (see Eq. (3)). In the ideal case without any environ-
mental noise and control imperfections, we assume ho-
mogeneous global control and a defect-free ordered array;
both Rabi frequencies Ωi = Ω and detunings ∆i = ∆ are
assumed to be site-independent and atoms are equally
spaced with lattice spacing a. In experiments, however,
quantum systems are not perfectly isolated and can un-
desirably interact with the randomly fluctuating envi-
ronment; this causes control parameters in the Hamil-
tonian to drift over time and leads to a decay of quan-
tum correlations between qubits. To this end, we design
an ab initio error model by carefully considering realistic
error sources affecting our experiment. Specifically, we
introduce random fluctuations in both control parame-
ters and atomic positions such that at each site i, atoms
experience inhomogeneous, time-dependent control field
strengths as well as positional disorder, modeled as
Ωi = Ω + δΩ(t) + δΩi (31)
∆i = ∆ + δ∆(t) + δ∆i (32)
Rij = a|i− j|+ δRij . (33)
Here δΩ(t) and δ∆(t) are the time-dependent, global fluc-
tuations given by experimentally measured laser intensity
and phase noise with no free parameters, respectively.
Similarly, δΩi, δ∆i, and δRij are the time-independent,
local fluctuations of Rabi frequency, Doppler shifts, and
atomic positions, with i and j denoting site indices29,49.
In addition to these perturbations in the Hamiltonian
parameters, we also take into account spontaneous decay
of the Rydberg state as well as state-preparation-and-
measurement errors that account for both initial loss of
an atom and small infidelities in atomic state imaging
and Rydberg state detection.
We simulate these errors in noisy quantum evolution
via the Monte Carlo wavefunction method55. We find
that the resultant global bitstring measurement proba-
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bilities show a high degree of correlation with the exper-
imental measurement outcome probability distribution,
indicating that the error model reliably reproduces our
experimental system dynamics (Ext. Data Fig. 8). The
accurate modeling of noisy dynamics in our system is
further corroborated by good agreement with the fidelity
estimator Fc (Fig. 4d).
Evaluation of Fc in the Rydberg model. As de-
scribed in Methods Sec. II, Data Analysis, the bitstring
probability distributions in our system are characterized
in a constrained Hilbert spaceHc where the simultaneous
excitation of two neighboring atoms to the Rydberg state
is not allowed. In order to benchmark our quantum de-
vice in the subspace Hc, we modify the fidelity estimator
Fc as
Fc(t) = B(t)B0(t)
(
2
∑
z∈Hc p̃(z)p̃0(z)∑
z∈Hc p̃0(z)
2
− 1
)
. (34)
Here B(t) are B0(t) are the total probabilities of being
in the subspace Hc at time t in noisy and clean evo-
lutions, respectively, and p̃ and p̃0 are the correspond-
ing bitstring probabilities normalized in Hc. We numer-
ically confirm that Eq. (34) is a good approximation in
the strong Rydberg blockade regime, provided that noisy
evolution results in negligible many-body overlap in the
manifold outside Hc. In addition, we take into account
the spatial inversion symmetry of the Rydberg Hamil-
tonian. Specifically, our Hamiltonian commutes with the
left-right inversion operator Q, which swaps two atoms
at sites i and N − i+ 1 for every i, due to the global uni-
formity implicit in the one-dimensional Rydberg model.
Under this symmetry, we find that |ze〉 = |z〉+|z̄〉√2 and
|zo〉 = |z〉−|z̄〉√2 are the even- and odd-parity eigenstates
of Q with eigenvalues of 1 and −1, respectively. Here,
|z〉 and |z̄〉 are the z-basis bitstring and its mirrored ver-
sion, i.e., |z〉 = |z1z2 . . . zN 〉 and |z̄〉 = |zNzN−1 . . . z1〉
where zi is either 0 or 1 at site i. Since our initial state
|ψ0〉 = |0〉⊗N is the even-parity eigenstate of Q, i.e.,
Q|ψ0〉 = +|ψ0〉, the resulting many-body states after
a quench always reside within the even-parity sector,
reducing the effective Hilbert space dimension approx-
imately by a factor of two. Furthermore, since projective
measurement yields either |z〉 or |z̄〉 with probabilities
1/2 due to the parity eigenbasis {|ze〉, |zo〉}, their con-
tributions to the fidelity estimation formula need to be
adjusted; in consideration of this inversion symmetry, we
rewrite both p̃(z) and p̃0(z) using the parity eigenbasis
and assume that both |z〉 and |z̄〉 measurement outcomes
originate from the same |ze〉 in the even-parity sector.
This effectively corresponds to checking the bitstring cor-
relation in the even-parity sector of the parity eigenba-
sis. Having incorporated these modifications, we numer-
ically confirm that the adjusted fidelity estimator shows
good agreement with the true fidelity defined from the
full Hilbert space (Fig. 4d).
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