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All rights reserved. No part of this publication may be reproduced, stored in a retrieval system, or transmitted, in any form or by any means, electronic, mechanical, photocopying, recording, or otherwise, without the prior written permission of SAE. Testing ECUs in real vehicles is time-consuming and costly, and comes very late in the automotive development process. It is therefore increasingly being replaced by laboratory tests using hardware-in-the-loop (HIL) simulation. While new software functions are still being developed or optimized, other functions are already undergoing certain tests, mostly on module level but also on system and integration level. To achieve the highest quality, testing must be done as early as possible within the development process. This paper describes the various test phases during the development of automotive electronics (from single function testing to network testing of all the ECUs of a vehicle). The requirements for the test system and corresponding concepts are described. The paper also focuses on test methods and technology, and on the options for anchoring HIL simulation into the development process.
HARDWARE-IN-THE-LOOP SIMULATION: AN ESTABLISHED PART OF THE CONTROL DEVELOPMENT PROCESS
Time to market is speeding up, especially in automotive electronics. 90% of automotive innovations are currently connected with new electronics.
Test drives can scarcely cope with the volume of systematic testing needed, especially just before start of production. The growing number of recall campaigns is a clear indication of this. It is little wonder that testing and error finding have become key tasks in the development process. [5] ECU testing typically is done using hardware-in-the-loop simulation. The ECU (prototype) is connected to a realtime simulation system simulating the plant (engine, vehicle dynamics, transmission, etc.) or even the whole vehicle.
One means of reducing development times is to schedule early availability of the test system, which can be achieved by integrating HIL into the development process and involving the HIL system supplier as soon as ECU specification is available. This allows the simulator to be up and running shortly after receipt of A-, B-, and C-sample ECUs.
Automated tests increase test coverage and shorten testing times by running complete test suites and overnight tests. HIL systems testing 24 hours, 7 days per week are not fiction but reality.
Another measure taken by the OEMs is to transfer testing responsibility to the suppliers. Nowadays suppliers are more and more forced to perform early HIL tests. This not only includes function tests during function design but also complete integration and acceptance tests. The need for suppliers and OEMs to exchange tests, test results, models, etc., is important in this context.
DIFFERENT USERS -DIFFERENT NEEDS
As HIL has become a standard method for testing ECUs and control strategies during the whole development cycle (i.e., not only after availability of the final ECUs), different needs of different users have to be addressed by the various test systems. Figure 1 shows the various HIL applications and the resulting test contents of the different phases. 
FUNCTION DEVELOPER AT ECU SUPPLIER (OR AT OEM)
Typically, only prototype ECUs are available during function development. Microscopic tests on a function are essential at this stage. The control strategy itself needs to be validated. Flexible, interactive operation needs to be possible. The simulator hardware also needs to be flexible for easy adaptation to changes in the ECUs or its peripherals. Low automation is typically required. During this development phase, test scripts are often set up in parallel to ECU/function development, or even after ECU/function development has finished.
Even though the diagnostics procedure must also be tested, it might be necessary to deactivate some diagnostics of the ECU during function testing. The diagnostics depend on signal values that have to be calibrated. Often the calibration of the ECU functions is done prior to calibrating the diagnostics, which necessitates deactivation..
The typical objective of this phase is function acceptance testing. Ideally, this is automated by running the test scripts for all modules.
Reusing control functions for different OEMs requires flexible HIL systems that can be adapted to the different ECU variants. Administration of the HIL software components, such as partial models and test scripts, is also needed.
To avoid redundancy, tests successfully performed during function development should not have to be repeated during integration testing. While at this stage, functions are verified by HIL tests, it is important to test the proper interaction of all functions during integration testing. Close cooperation between supplier and OEM is therefore desirable, to exchange test protocols on the one hand and models (which are typically available at the OEM) on the other.
In the case of function development at the OEMs (which typically still requires function integration into the final ECU provided by a supplier), the test process is quite similar to the process described above. Exchanging models and tests is far easier, however, as the exchanged data remains under the same roof.
ECU PROJECT MANAGER AT THE OEM (OR SUPPLIER) -RELEASE AND ACCEPTANCE TEST
Once all the functions have been integrated together with the lower software levels (operating system, I/O drivers), macroscopic testing of the complete ECU and/or its functions needs to be performed. This includes tests on overlapping administration layers (handling of diagnostic memory).
Either the manufacturer or supplier performs an ECU release test. Automated tests are indispensable at this stage. The HIL should only be used interactively to find the cause in the event of an unexpected error.
Manufacturers definitely need to repeat tests on ECUs that are provided by different suppliers (second source).
Flexible systems that can be adapted to various ECU types are required at this stage. However, the administration of the simulator's software components (partial models, test scripts, etc.) is even more important. Experiment software layouts represent the functionality of the test system.
The objective is to release the complete ECU as errorfree including diagnostics.
VEHICLE ELECTRONICS SYSTEM MANAGER AT THE OEM
As already mentioned, tests that were already finished on component level should not be repeated when networked systems are tested, for efficiency reasons. In an examination of release tests for the complete vehicle electronics, the focus lies explicitly on testing distributed functions and testing bus communication. Network management is also one function under test in this context.
Another important issue comes into play at this stage, if it has not already done so: variant handling. Countryspecific variants for a worldwide market presence, as well as different equipment variants and frequent revisions in model cycles, make it necessary to handle different configurations.
As a result, combinatorial tests for the various ECU/vehicle variants are required. This again requires a flexible system based on hardware and software that support different variants in plant models, I/O channels, and bus communication.
Automated tests are indispensable here. Tests designed for the system can easily be replayed for all ECU/vehicle variants. The higher the degree of automation, the higher the test coverage. Only a few of the tests established on function level should be reused here.
Another important aspect of automated tests is that tests, which verified performance during the development phase, can also be used to investigate warranty issues after series production has started.
The complete system must be error-free including diagnostics.
WHAT NEEDS TO BE CONSIDERED WHEN CONFIGURING/SELECTING A SIMULATOR?
Instead of being connected to an actual vehicle, the electronic control unit(s) to be tested are connected to a hardware-in-the-loop simulation system. Software and hardware models simulate the behavior of the vehicle and related sensors and actuators. The models were typically developed with a suitable modeling tool, such as MATLAB®/Simulink®. C code is generated automatically and downloaded to real-time processors for execution. I/O boards, together with signal conditioning for level adaptation to the automotive voltages required by the ECU, provide the interface to the ECU pins. Figure 2 shows a typical hardware-in-the-loop system architecture [1] . The most important components of an HIL system are described below. PROCESSING POWER HIL simulation with complex, precisely detailed simulation models requires enormous real-time computing power. Common automotive HIL models typically need sampling times of 1 ms or less to meet real-time requirements. In Formula One applications, engine and vehicle dynamics simulations are typically performed with sampling times of 0.5 or 0.25 ms.
The complexity of HIL models has rapidly increased in the past 5 years due to a widening range of applications:
In the beginning, simple models were sufficient to keep the ECU running in normal operation modes, i.e., without switching into failure modes. Today's ECUs are far more sensitive. One example: While previously it was sufficient to run a complex powertrain model with a simplified model of the exhaust system, today's engine ECUs require detailed data from the exhaust system to control the engine properly. Hence a comprehensive model of the exhaust system is necessary for testing the most modern engine ECUs.
On-board diagnostics are becoming more and more complex, which again results in more complex simulation and tests with HIL simulators.
Increasingly, customers are doing precalibration with their HIL systems. This again requires very precise models.
There is also "the chicken and the egg problem": Due to increasing computing power, customers have reused complex models (available from offline computing) for HIL and (obviously) now want to stay with this degree of complexity.
HIL models typically are configured in just one task (no matter how large and complex they are). While there might be a solution for splitting a simple mean-value model, there is no sense in splitting a complex engine model that calculates each cycle separately. In this case the only option would be to split the engine from the powertrain. This always requires a good working knowledge of simulation dynamics.
There is a clear trend in PC technology towards multi-CPU cores that make use of hyper-threading in symmetric multiprocessing (SMP). This allows performance to be increased by running multiple concurrent threads. The higher the degree of multi-threading, the more performance an application can wring out of the hardware. This is not helpful for typical HIL models as described above. Even if the model allows partitioning into two or more tasks, true parallelization can only be achieved by a comprehensive software environment -taking care of priority handling with regard to accessing the shared memory interfaces and the shared I/O bus.
Multiprocessing and Scalability
Besides the need for increased processing power, there are other aspects that necessitate scalability:
In the past, HIL simulation was often set up within one application, typically testing engine controllers, vehicle dynamic controllers, and body electronics separately. But nowadays, there are more and more control functions being distributed on several ECUs. For example, ESP affects the engine, transmission, and brakes.
Hence, existing HIL simulators need to be combined. For example, an engine ECU needs to be coupled with an HIL simulator for ESP to test the interplay of the two ECUs. It must still be possible to use both systems as stand-alone-systems. The system to be extended needs to be designed for scalability, however.
Multiprocessing and Spatial Distance
While performance is one issue, the second is spatial distance.
Systems designed for testing networked ECUs also need to be capable of performing component tests. To avoid downtime for the rest of the simulator while component tests are run, true separation of the logical units (if necessary even with spatial distance) needs to be considered. To find errors on just one of the networked ECUs, it still makes sense to run the simulators separately, i.e., parallel to one another.
Moreover, installation of the simulators in different locations is also often desired to minimize the length of cables to real components and ECUs. Multiprocessor systems need to be designed for spatial distance to cope with this requirement.
True Multiprocessing for the Greatest Flexibility in Performance and Scalability
The above-described applications require flexible multiprocessor systems
•
Where comprehensive software is responsible for complex jobs such as task and I/O synchronization, and data transfer
• Where spatial distance between the CPUs is possible while keeping high-speed interprocessor communication
• Which can be used either stand-alone or in a master-slave environment. With one and the same MP-concept/technology, dSPACE offers scalability in terms of increasing performance and/or spatial distribution (Fig. 3) . Customers do not have to worry about losing earlier investments, as systems remain expandable at later stages. It is even possible to couple a DS1005 running at 480 MHz with a DS1005 running at 1 GHz.
dSPACE multiprocessor systems achieve a net transfer rate of >600 megabit/s (after deducting the protocol overhead) with the help of the fiber-optic 1.25-gigabit/s technology. This way, multiple processor boards can be connected in one system over distances exceeding 100 meters. Using a high-performance processor results in high computing power with efficient multiprocessing capability for maximum utilization. With RTI-MP (Fig. 4) , the multiprocessor structure is defined within Simulink®, which allows developers to design system dynamics within Simulink®, and set up the structure of the multiprocessing network, including the communication channels between the processors. Automatic code generation takes care of the communication code for the processor network as well as task handling and synchronization.
ELECTRICAL FAILURE SIMULATION
In HIL simulation, the ECU functions are stimulated and the ECU outputs values are monitored to check the behavior. A real-time model closes the loop. Besides testing normal operation, it is especially interesting to check the ECU's performance during exceptional situations such as faulty operation of components such as sensors or actuators, and errors in bus communication. Simulation of these errors can be performed within the model and/or with the help of additional hardware that inserts errors. Nearly every HIL simulator is equipped with relay boards for electrical failure simulation. Failure insertion hardware is typically required to test diagnostic functionality and the reaction of an ECU or even the entire network to electrical faults.
To be able to introduce electrical failures, ECU output pins are wired to the load and to the HIL input channel via relays on a failure insertion unit (FIU). It is then possible to modify the electrical potential on actuator pins. In normal operation, the drivers of the ECU's power stage themselves check the potential on the actuator pin. An error will be detected if the ECU activates a low-side switch but the FIU connects the pin to battery voltage.
Failure insertion units can simulate the following failure conditions: open circuit, short to ground, short to battery voltage, and short between different ECU pins. If the ECU diagnostics have to check the current through the load, it might be necessary for the load (equivalent or real) to remain connected throughout failure simulation. More detailed tests can be performed by inserting a resistor to the reference in series or between ECU pins. By changing the actual value of the resistor, it is possible to check the threshold of the diagnostics integrated in the driver of the power stage.
Electrical failure simulation can also be necessary on sensor and bus protocol pins, for example, to verify/analyze the ECU's functionality in the case of a broken CAN high wire. For sensors which are connected to the ECU via a differential input, disconnecting one of the input lines can stimulate floating ground effects.
To simulate realistic switch behavior or a loose contact, high-frequency pulse patterns on ECU inputs can be simulated with electrical failure simulation hardware based on CMOS switches. As a rule, the ECU's behavior when failures occur can be tested independently of the state in the simulation model. Fig. 5 shows a screenshot of a failure pattern to be simulated in the wiring of an ECU. However, there are cases
where it is necessary to analyze the ECU's reaction to failures in conjunction with other real-time signals coming from the simulation model, such as faults on the wheel speed sensor during ESP intervention. In such a case, an electrical failure has to be inserted in relation to a real-time variable. The control of the electric fault simulation has to be done on the real-time system. It might be necessary to capture the failure entry in the ECU (possibly even on a time base) to check that the failure entry was made on time and that the control reacted appropriately.
SIMULATION AND TESTING BUS COMMUNICATION
The ECUs in modern cars communicate via different bus systems, such as LIN, CAN, and FlexRay. Normally, the information provided on the bus is necessary for each ECU to operate properly. Hence, there is often the need to simulate bus nodes and/or check the behavior in the event of erroneous bus communication by means of HIL simulation.
Monitoring the communication between the ECUs (CAN, LIN, etc.) is an essential precondition for performing network tests. Behavior in normal operation mode is important, and behavior in the event of failures even more sofor example, missing bus nodes, erroneous message content, and electrical faults (short circuits) on the bus line. Here are some possible issues:
• How does the ECU or the distributed function behave when an expected CAN message is absent?
• How does the ECU react when certain CAN messages contain implausible signals?
These are therefore the requirements for the test system:
• It must be possible to suppress either one or more targeted CAN messages of any ECU.
• It must be possible to manipulate either one or more targeted messages of any ECU in the network.
Restbus simulation When ECUs are tested separately, or if not all the ECUs are available for network testing, rest-bus simulation comes into play. Here the simulator emulates the missing bus nodes. To make this possible, the communication (including signal scaling) must be specified, for example, in MATLAB®/Simulink®, on the basis of a CAN or LIN database.
Sometimes it is sufficient to generate messages with synthetic signals (independently of the simulation environment). This suffices when the ECU has no plausibility check between the signals in the message and further input or model signals. Nevertheless, it is necessary to satisfy typical check mechanisms such as the message counter, checksum, and toggle or parity bits, and to fill the signals with proper values.
Flexible manipulation options for switching off a whole message or replacing a single signal for a defined number of messages are required. Synthetic rest-bus simulation allows verification of the on-board diagnostics with regard to alive and structure checks. For ECUs/functions with a plausibility check, the relevant signals have to get their current values from the real-time model.
Gateway
Signal manipulation via a failure gateway has proven its usefulness in the investigation of network failures. The bus lines of a device on the bus are switched to a failure bus on the simulator, and the messages are manipulated (if required) and then transferred back to the original CAN bus. Changes to individual bus signals (such as checksums), entire messages (missing, wrong timing), and even the complete absence of a bus node can be performed and their effects on the rest of the network can be investigated. Fig. 6 shows two CAN controllers for the CAN bus available in the simulator. Each ECU can be connected separately to either of the controllers. Flexible bus termination needs to be carried out for each sub-bus to allow switching during run time. Via software, the simulator functions as a (fault) gateway between the two controllers. All the messages received on one controller are immediately sent to the other controller. This ensures that each ECU receives the CAN messages of the other ECUs. The delays that occur are so slight that the ECUs are not affected by them. Software manipulation blocks can now be used to generate additional messages or signals [2] .
It is often necessary to replace some signals, e.g., from an integrated sensor of one ECU, with a value coming from the real-time model to properly simulate the environment before the second real bus node receives the message.
The interaction between the two sub-busses also includes messages with variable structures and confidential contents. No manipulation is necessary for these messages. They must only be sent immediately to the other controller.
The combination of rest-bus simulation (described above) and gateway functionality qualifies an HIL system for nearly all use cases in conjunction with bus communication. The diagnostics in the different ECUs can be checked individually. In addition, missing functionality in one ECU can be added via the real-time system. Hence early testing of single ECUs is possible, even if other bus participants are missing. 
DIAGNOSTIC INTERFACE
Testing diagnostic functions of course requires the ability to access and read the diagnostic memory of the ECUs.
There are various ways of accessing the diagnostic memory of ECUs from within an HIL environment. One is to make use of calibration or diagnostic tools with adequate interfaces that can be remote-controlled by the HIL and hence integrated into the automated test procedure.
The host PC remote-controls the calibration tool. The ASAM-MCD 3MC interface [1, 4] is widely used for coupling the calibration or diagnostic tool to the HIL simulator.
TESTING NETWORK MANAGEMENT
Having a large number of ECUs leads to additional requirements regarding network management and the power consumption of the individual ECUs.
When a vehicle is parked, the ECUs have to enter sleep mode to reduce their power consumption to a minimum (typically <300 µA). Separate wake-up channels or special CAN transceivers allow reactivation at any time.
Network management can only be properly tested if all the ECUs are networked. The HIL simulators that are used need to behave neutrally on the CAN network. This can be achieved by using CAN transceivers identical to the transceivers in the ECUs to be tested. Besides testing bus activities, the power consumption of every single ECU needs to be measured. This serves as an indicator of proper switching between operating modes [3] .
FLEXIBLE AND MODULAR HARDWARE AND SOFTWARE CONCEPT
As already discussed, to successfully run dynamic models of engine, transmission, vehicle dynamics, or chassis, powerful processor boards are required. Typically, execution times of less than 1 ms are necessary for realtime simulation.
dSPACE's DS1006 Processor Board has an AMD Opteron® processor with a clock rate of 2.2 GHz, allowing it to compute a mean-value engine model, a brake hydraulics model, and a vehicle dynamics model, including the entire I/O for the engine and ESP ECUs, in less than 350 µs. For even more complex models, or to connect several simulators, the boards can be networked to form distributed multiprocessor systems. Engine simulation involves generating crankshaft, camshaft and knock signals synchronously to the engine angle, while injection and ignition signals are measured synchronously to the crankshaft angle. Special hardware is generally used for this task, for example, the DS2211 HIL I/O Board (Fig. 7) , which is in widespread use in the automotive industry. The board is cascadable and provides the entire I/O for an 8-cylinder engine including signal conditioning, for example. Moreover, there are two operating voltages, allowing up to 42 volts (nominal) to be used (utility vehicles and 2-voltage electrical systems). Simple I/O interfaces and complex anglesynchronous functions can be specified in MATLAB®/Simulink® together with the dynamic model, and configured in test operation. This combination of processor board and HIL I/O board now forms the basis for hundreds of HIL test systems throughout the world. The dSPACE software components are standardized and can be integrated in any dSPACE simulator. The tight integration of dSPACE software and the modeling tool MATLAB®/Simulink® from The MathWorks provides a powerful development environment. This test pool also allows white-box tests to be rerun if a problem occurs during integration tests. Problems can be narrowed down to their source with the help of existing tests.
For each of the above-mentioned areas, the HIL test specifications are developed at the same time as the performance specifications. A test management system that handles all the different tests and types of tests is necessary (Fig. 8) . It must provide structured applicability criteria handling. This allows the different users of the different development steps to select tests that make sense in the current scenario. This is especially important for large test projects, where it is not possible for the test operator to check the applicability of each test manually [1] .
EXPERIENCE AND COMPETENCE
To achieve the highest efficiency, it is now essential to define the HIL test process as an indispensable part of a vehicle's development process. Close cooperation between OEM, ECU supplier, and HIL system supplier also increases the benefit.
INTEGRATION INTO THE DEVELOPMENT PROCESS:
Integration into the Project Plan
The increasing number of ECUs in modern cars combined with short development cycles results in a tight project plan at the OEM and its supplier. The critical point for HIL simulation, especially for network tests, is the tight time frame between the availability of all the necessary components and the start-up of the HIL simulator.
A modular and flexible hardware concept can meet this challenge when the ECU-independent and the ECUspecific parts are separated. The ECU-independent components, e.g., the real-time system with the processor and I/O-boards and the signal conditioning, can be set up very early on the basis of very rough information on the ECU(s).
The ECU-specific components, e.g., the load boards, the ECU mount, and the wiring harness, are designed and constructed gradually after specification and development of the ECU is completed. These components can be added at short notice. A similar strategy is setting up simulators to test various ECUs with basically the same functionality, either by following the second source principle or by testing engine control units for diesel engines with the same simulator setup as ECUs for gasoline engines. Fig. 9 shows a simulator concept well prepared for handling different ECU variants by replacing ECU-specific units. The reusability of the platform hosting the ECU-independent parts is very high.
Requirements Management
A second area of process integration is the OEM's requirements management. Tools like DOORS and TestDirector are commonly used to collect and administrate ECU requirements and specifications. These tools also handle test specifications and test results in a smooth process. Not only the different documents have to be managed, but also the relation between the functional requirements and the test result.
PROJECT CONTEXT
The development process for automotive control units has become complex, and so has the test process, with numerous interactions between different departments and companies. The result is a huge amount of documents and data, for example, describing different interfaces. The larger a project, the more important is its structure.
A common project context for all development and test aspects used in the test environments for A-, B-, and Csample ECUs will contribute to a more efficient process. The project can be structured according to the different functions, typically represented in trees form. The OEM and the supplier can use the sources for function development, module testing, and integration testing.
In a project, all the required data, such as specifications of functions and protocols, variant configuration, and ECU software (hex files, a2l files), are collected and handled together with experiment layouts for calibration, the real-time model, the parameter files, experiment layouts for the interactive use of the HIL simulator, a test library, and resulting test reports.
CLOSE COOPERATION BETWEEN ECU SUPPLIER, OEM, AND HIL SYSTEM SUPPLIER:
Automotive manufacturers typically allow 36 to 42 months for developing a new vehicle. Close consultation with the supplier of the HIL test system is highly recommended to define function scope at an early stage. This allows parallel work on ECU design and HIL simulator setup. Ideally, the HIL simulator should become available at the same time as the first prototype ECU. On principle, setting up, operating, and modifying the HIL simulator should be integrated into the development process to ensure maximum output. Set-up and maintenance of the modeling part is basically independent of the availability of the ECU(s) and should therefore be handled independently as well.
The creation of automatic tests can already be started during the planning stage for the test system(s) and should be systematically worked into the project schedule. Optimum efficiency can be achieved if the ECU supplier has already tested the individual ECU by means of an HIL system that is also present as a "sub test system" in the OEM's network simulator.
CONCLUSION
The increasing complexity of vehicle electronics implies a high demand for innovation, time saving, and quality during the development and testing of electronic control units.
Testing the overall ECUs as well as single functionality is increasingly becoming a key task during all development phases. Hardware-in-the-loop has meanwhile become well established, both after availability of the units under test and during function development.
Good interplay between flexible hardware and software is indispensable to supporting this demanding task.
