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Повышение производительности распределенных систем обработки 
больших данных с Hadoop и Polybase 
С. В. Минухин, В. В. Федько, Ю. В. Гнусов 
Розглянуто підхід до підвищення продуктивності розподілених інформа-
ційних систем на основі спільного використання технологій кластера Hadoop 
та компонента PolyBase SQL Server. Показано, що актуальність вирішуваної в 
роботі проблеми пов'язана з необхідністю обробки великих даних, що мають 
різний спосіб подання відповідно до рішення різнопланових задач бізнес-
проектів. Проведено аналіз методів та технологій створення гібридних сховищ 
даних на основі різних даних типу SQL та NoSQL. Показано, що в даний час 
найбільш поширеною є технологія обробки великих даних з використанням се-
редовища розподілених обчислень Hadoop. Проаналізовано існуючі технології 
організації та доступу до даних в кластері Hadoop із SQL-подібних СУБД за 
допомогою конекторів. Наведено порівняльні кількісні оцінки використання ко-
некторів Hive та Sqoop при експорті даних у сховище Hadoop. Проведено ана-
ліз та особливості обробки великих даних в архітектурі розподілених кластер-
них обчислень на базі Hadoop. Наведені та описані особливості технології 
PolyBase як компонента SQL Server для організації моста між SQL Server та 
Hadoop даних типу SQL та NoSQL. Наведений склад модельної обчислювальної 
установки на базі віртуальної машини для спільного налаштування PolyBase 
та Hadoop для рішення тестових завдань. Розроблено методичне забезпечення 
установки та конфігурування програмного забезпечення Hadoop і PolyBase SQL 
Server з урахуванням обмежень на обчислювальні потужності. Розглянуто за-
пити для використання PolyBase та сховища даних Hadoop при обробці великих 
даних. Для оцінки продуктивності системи запропоновано абсолютні та від-
носні метрики. Для тестових даних великих об'ємів приведені результати екс-
периментів і проведений їх аналіз, що ілюструє підвищення продуктивності 
інформаційної системи – часу виконання запитів і величини тимчасових таб-
лиць, що створюються при цьому. Проведений порівняльний аналіз досліджу-
ваної технології з існуючими конекторами з кластером Hadoop, який показав 
перевагу PolyBase над конекторами Sqoop та Hive. Результати проведених до-
сліджень можуть бути використані при проведенні наукових і тренінгових ек-
спериментів для вдосконалення бізнес-процесів організацій при впровадженні 
надсучасних ІТ-технологій 
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1. Введение  
Современные технологии обработки данных направлены на решение задач, 
связанных с масштабированием, гибкостью использования различных инстру-
ментальных средств, временем доступа и оперативностью обработки запросов к 
данным. При этом необходимо хранить и обрабатывать данные больших объе-
мов. Большие данные характеризуются определенными свойствами, к которым 
относятся их объѐм – терабайты или петабайты данных; высокая скорость об-
работки в реальном времени и естественное разнообразие их типов – структу-
рированных и неструктурированных по своей природе [1, 2].  
Как правило, различные типы данных используются для решения разно-
плановых в содержательном смысле задач. Например, существующая база дан-
ных деятельности компании содержит большое количество структурированных 
данных. В противоположность ей оперативная информация, относящаяся к ры-
ночному поведению и тенденциям рынка, имеет неструктурированный вид. 
Наряду с этим, с увеличением объемов хранимых и оперативных данных появ-
ляется проблема выгрузки и использования «холодных» данных из хранилищ, 
объемы которых составляют терабайты.  
Одним из актуальных направлений развития современных информацион-
ных систем является переход к высокопроизводительным средам, использую-
щим распределенные вычисления – грид-системам, облачным платформам (Az-
ure. Amazon, Google) и т. д., обеспечивающих повышение производительности 
процессов вычислений за счет средств масштабирования и технологий распре-
деленного хранения данных. В качестве наиболее распространенных в совре-
менных научных исследованиях следует выделить платформы Apache Hadoop 
(Hortonworks (HDP)), Cloudera Distributed Hadoop (CDH)), а также программные 
средства для работы с кластерами – Apache Sqoop, Apache HBase, и в средах 
облачных платформ (Elastic MapReduce – AWS, HDInsight – MS Azure). Они 
базируются на проекте Apache Hadoop – распределенной среде программирова-
ния и хранилище данных. С целью повышения продуктивности этой экосисте-
мы разработан программный фреймворк MapReduce, обеспечивающий реализа-
цию таких важных с точки зрения работы сложной системы характеристик, как 
простота настройки, отказоустойчивость и масштабируемость.  
Проблема обработки данных различного типа определяется следующим. 
При хранении в базах данных одного типа для обмена данными достаточно в 
коде указать библиотеку провайдера данных и для каждой базы данных задать 
строку соединения. Например, для баз данных SQL Server поддержка провай-
дера данных осуществляется заданием пространства имен System.Data. 
SqlClient, а строки соединения в простейшем случае имеют вид, приведенный в 
[3, 4]. Если данные хранятся в базах данных различного типа (например, 
NoSQL), ситуация усложняется – в коде определяют пространства имен для со-
ответствующих провайдеров данных.  
Одним из ключевых направлений решения проблемы работы с большими 
данными является использование технологии NoSQL. В случае, когда исполь-
зуется база данных типа NoSQL, кроме библиотек для специфических провай-












нительный анализ производительности рассмотренных типов данных приведен 
в обзорах [5–7], особенности перехода от использования данных типа SQL к 
данным NoSQL рассмотрены в работах [8, 9].  
Таким образом, проблема заключается в поиске возможностей совмест-
ного использования различных типов БД при реализации промышленных и 
научно-исследовательских проектов. В качестве примеров можно привести 
исследования в области генома человека [10], образовании [11], машинном 
обучении [12], решении инженерных задач [13], социальных исследованиях 
[14], бизнесе [15].  
Основными направлениями преодоления рассмотренных проблем при 
совместном использовании БД типов SQL и NoSQL является разработка техно-
логий мостов между ними [16, 17], создание интегрированных платформ для 
совместного использования разнотипных данных [18], преобразователей (адап-
теров) запросов для взаимодействия SQL- и NoSQ-данных [20, 21], разработка 
мостов при организации хранилищ данных разного типа [19, 22, 23].  
Последние из приведенных связаны с созданием гибридных хранилищ, по-
строенных на совместном использовании распределенных хранилищ данных, 
например на основе кластера Hadoop, и индустриальных хранилищ данных 
(ИХД (EDW, Enterprise Data Warehouses) [22, 23]. ИХД, как правило, использу-
ют общие параллельные базы данных, которые поддерживают сложную обра-
ботку, обновление и транзакции SQL-запросов. При этом многие предприятия 
хранят данные в распределенной форме с возможностью обрабатывать их раз-
ными способами – интеллектуальным анализом данных, SQL-запросами в ре-
альном времени и т. д. В связи с этим актуальными являются технологии, поз-
воляющие одновременно обрабатывать данные больших объемов и различных 
типов в сочетании с технологиями распределенных высокопроизводительных 
вычислений.  
Рассмотренное разнообразие средств и технологий, которые необходимо 
одновременно использовать в приложениях – как в процессе их разработки, так 
и развертывания – приводит к значительным трудностям их применения. По-
этому в конце 2017 г. появилось понятие «translytical», введенное в отчете 
Forrester Wave [24]. Оно определяет объединение операционной базы данных и 
хранилища данных на единой платформе, развивая, таким образом, концепцию 
построения хранилищ данных. 
В связи с этим представляется актуальным развитие подходов, направлен-
ных на повышение производительности информационной системы при работе с 
большими данными различного типа путем создания моста между базами дан-
ных, хранящихся в распределенной системе Hadoop, и СУБД MS SQL Server. 
Использование распределенной файловой системы (HDFS) в кластере Hadoop с 
одной стороны, и базы данных типа SQL с другой, позволяет создавать гибрид-
ные хранилища. Данный подход дает возможность на одной единой платформе 
управлять значительными объемами разнотипной информации – оперативными 
и аналитическими данными – за счет их распределенного хранения и обработ-
ки. Поэтому его применение также является перспективным для решения задач 









Analytics Processing) – гибридной транзакционно-аналитической обработки 
[24]. Выбор MS SQL Server в качестве операционной базы данных обусловлен 
высоким рейтингом MS SQL Server среди наиболее распространенных опера-
ционных СУБД в мире [25]. Согласно исследованиям Gartner, эта СУБД заняла 
лидирующие позиции [26] на мировом рынке соответствующих технологий. 
Следует отметить, что развивающиеся современные технологии обработки 
данных в рамках исследуемой производительности сложных систем обработки 
данных используют методологии непрерывного развертывания, разработки и 
интеграции (DevOps). В этой связи следует отметить, что методологии развер-
тывания отдельных компонент программных систем и фрейверков для обработ-
ки больших данных являются составной частью этих методологий, что объяс-
няется следующими обстоятельствами: масштабируемостью; необходимостью 
непрерывного обновления как программной, так и аппаратной части системы 
[27]. Это, в свою очередь, требует разработки качественного методического 
обеспечения реализации всех этапов инсталляции и конфигурирования про-
граммно-аппаратной платформы разрабатываемой и исследуемой системы. 
 
2. Анализ литературных данных и постановка проблемы 
Современные тенденции использования баз данных предполагают решение 
актуальной задачи – где хранить данные приложения, в случае, если часть его – 
реляционная, а часть – типа NoSQL [16]. Разделение данных по базам данных 
SQL и NoSQL требует управления несколькими источниками данных. Один из 
способов уменьшить этот разрыв (gap) между SQL и NoSQL – создать уровень 
абстракции по обоим типам базам данных, которые ведут себя как одна база 
данных. В работе [17] данные NoSQL преобразуются в тройной формат и 
включаются в базу данных SQL как виртуальное отношение. Для каждого за-
проса используется расширение SQL, включающее в запросе шаблон запроса 
NoSQL. Этот шаблон описывает условия для данных NoSQL и позволяет 
остальной части SQL-запроса ссылаться на соответствующий NoSQL данные 
через переменные привязки.  
Для повышения производительности систем обработки данных в настоя-
щее время широко используются возможности систем высокопроизводитель-
ных вычислений, в частности, кластерная система Hadoop, построенная на рас-
пределенной файловой системе HDFS. Данная архитектура позволяет исполь-
зовать возможности SQL-ориентированных СУБД с возможностями высоко-
производительный вычислений, краткий обзор которых рассмотрен далее. 
Sqoop (SQL-to-Hadoop, Sqoop) [29] предназначен для взаимодействия ре-
ляционных баз данных и Hadoop. Sqoop применяется для перемещения реляци-
онных таблиц в / из HDFS и генерации классов в Java, позволяющих MR взаи-
модействовать с данными из реляционной СУБД утилитой импорта.  
Hadapt (HadoopDB) [30] – система, разработанная для поддержки выпол-
нения SQL-запросов для неструктурированных и структурированных данных. В 
Hadapt на каждом узле Hadoop разворачивается экземпляр СУБД PostgreSQL. 












земплярам PostgreSQL на всех узлах кластера. Система HDFS используется в 
качестве хранилища неструктурированных данных. 
Hive [31] – представляет абстракцию поверх MR. Она позволяет запраши-
вать данные без разработки заданий MR. Для извлечения данных из хранилища 
Hive применяет SQL-подобные запросы на языке Hive Query Language 
(HiveQL). 
Apache PIG [32] – платформа для представления потоковых данных по-
средством высокоуровневого языка Pig Latin; выполняет последовательность 
заданий MR, управляемых Hadoop. 
Apache HBase [33, 34] – масштабируемая NoSQL база данных, работающая 
над системой HDFS. Для данных MySQL разработан Phoenix, создающий для 
доступа к HBase клоны таблиц MySQL и SQL. Вместо создания заданий в MR, 
Phoenix взаимодействует с HBase с сопроцессором и таким образом, уменьшает 
время выполнения запросов. 
Apache Cassandra [35] – распределенная база данных, предназначенная для 
обработки больших структурированных данных, использующая язык CQL [36] 
для создания SQL-запросов. Его идея состоит в том, чтобы разработать SQL-
язык запросов на вершине Cassandra, минуя интерпретатор SQL в целом за счет 
отсутствия совместимости с кодом SQL. 
MongoDB-Hadoop Connector (MDBHC) [37] – коннектор для работы с не-
структурированными данными на платформе Hadoop HDP 2.1. Коннектор 
представляет MongoDB как Hadoop-совместимую файловую систему, позво-
ляющую заданию MR считывать его непосредственно с MongoDB без предва-
рительного копирования из HDFS, и тем самым уменьшать коммуникацион-
ную задержку. В дополнение к существующим потокам MR, Pig, Hadoop 
Streaming и Flume, MDBHC запускает SQL-запросы из Hive посредством дан-
ных MongoDB. Последняя версия MDBHC позволяет Hive получить доступ к 
файлам BSON с полной поддержкой коллекций MongoDB. MDBHC обеспечи-
вает интеграцию с заданиями MR – агрегирование данных из нескольких ис-
точников ввода или как часть хранилища данных на основе Hadoop или рабо-
чих процессов ETL (SSIS). 
Адаптер данных (The data adapter system, [38]) – архитектура, которая 
включает четыре компонента: реляционную базу данных, базу данных NoSQL, 
DB Adapter и DB Converter. Система является координатором между приложе-
ниями и двумя базами данных, контролирующих поток запросов и процессы 
трансформации. Конвертер DB отвечает за преобразование данных и преобра-
зование отчетов в DB адаптер для последующей их обработки. 
Oracles SQL Connector for Hadoop [39], Greenplum [40] и Asterdata [41] ис-
пользуют механизм внешней таблицы, который предоставляет «реляционный» 
вид данным, хранящимся в HDFS. 
Использование высокопроизводительной распределенной среды предпола-
гает наличие интерфейса между традиционной организацией SQL-запросов и 
неструктурированными базами данных. В дальнейшем, в таком качестве иссле-
дуются возможности PolyBase SQL Server для создания гибридного хранилища 









3. Цель и задачи исследования 
Целью является повышение производительности распределенных инфор-
мационных систем путем совместного использования вычислительного класте-
ра Hadoop и PolyBase SQL Server. 
Для достижения поставленной цели требуется решить следующие задачи: 
– провести количественный анализ производительности коннекторов SQL-
ориентированной БД c кластером Hadoop при работе с большими данными; 
– проанализировать особенности архитектуры Hadoop и организации вза-
имодействия с коннектором PolyBase при работе с большими данными; 
– рассмотреть и описать основные типы запросов, используемых для до-
ступа к БД в PolyBase SQL Server; 
– разработать методическое обеспечение для развертывания и настройки 
совместной работы Hadoop и PolyBase; 
– провести эксперименты и проанализировать их результаты на основе 
количественных оценок разработанных метрик производительности исследуе-
мой технологии обработки данных. 
 
4. Технология обработки больших данных в распределенной системе 
Hadoop 
Одной из наиболее высокопроизводительных систем обработки различ-
ного типа данных является кластер Hadoop, предназначенный для обработки 
значительного количества данных (порядка 10 ГБ или более [42]), хранящихся в 
большом количестве файлов.  
В данной статье Hadoop используется как хранилище данных гибридного 
типа. В нем справочники хранятся в реляционной базе данных, а подгрузка 
оперативных данных осуществляется из веб-сайтов в NoSQL-хранилище в пре-
образованном и очищенном виде (рис. 1). Тот факт, что Hadoop не поддержива-
ет транзакции, обходится поблочным добавлением и чтением больших масси-
вов. Хранение в технологии Hadoop обеспечивается распределенной файловой 
системой (HDFS), в которой блоки файлов распределяются между тысячами 
узлов кластера.  
Данные, представленные в форме блоков – 64, 128 и 256 МБ, – находятся в 
узлах DataNode (так называемых узлах данных). В случае если размер файла 
превышает выбранный блок, не разместившиеся в нем данные попадают в сле-
дующий. В узле управления NameNode адреса файлов записываются в древовид-
















Рис. 1. Обработка данных с использованием Hadoop 
 
Узел NameNode также осуществляет операцию чтения. Сначала в нем счи-
тывается ближайший блок с нужными данными, после чего они из него выби-
раются. С этими данными одновременно может работать несколько приложе-
ний, как следствие использования в узлах репликаций данных, что позволяет 




Рис. 2. Структура файловой системы HDFS 
 
На фреймворке MapReduce (MR) построены распределенные вычисления 










– на первом осуществляется выборка требуемых данных (Map);  
– на втором над ними производятся вычисления (Reduce).  
В связи с тем, что данные размещены по разным блокам на различных 
серверах кластера, операции, проводимые на первом этапе, выполняются па-
раллельно. Такая организация уменьшает время выполнения всего запроса  
(рис. 3) и, таким образом, повышает качество обслуживания в распределенной 
системе.  
Этап Map создает пары «ключ-значение», которые по совпадающим зна-
чениям ключа группируются (Shuffle, redistributing), а если необходимо, то и 
сортируются (sorting) [43]. Данный этап одновременно на большом количестве 
компьютеров (узлов) может выполняться, включая некоторые промежуточные 
вычисления – с целью уменьшения количества передаваемых данных. 
Особенностью приведенной технологии является то, что она включает 
цепочку нескольких процессов MR. С увеличением количества элементов в це-
почке и количество компьютеров в кластере, возникает проблема, связанная с 
масштабируемостью этой архитектуры. Для ее разрешения используется 
фреймворк YARN [44], предназначенный для управления ресурсами кластера и 
параллельного выполнения заданий. При этом программа обеспечивает изоля-





Рис. 3. Схема процесса MR 
 
Распределенное приложение, работающее с YARN, должно иметь выде-
ленный класс управления им, он отвечает за синхронизацию заданий. В общем 















Рис. 4. Структурная схема Hadoop MapReduce 
 
Описанная схема эффективна для решения проблемы масштабируемости: 
ее особенностью является не вертикальная масштабируемость, – за счет увели-
чения мощности входящих в кластер узлов, – а горизонтальная. В ней эластич-
ность реализуется путем подключения дополнительных кластеров (компьюте-
ров). Похожая проблема возникает и при использовании баз данных типа 
NoSQL [45], которая решается за счет процедур шардинга и репликации. В 
Hadoop шардингу сопоставляется репликация данных, а также разделение фай-
лов на блоки. При отсутствии транзакций обеспечивается надежность (отказо-
устойчивость) вычислительных процессов.  
Таким образом, Hadoop MR совместно с планировщиком YARN обеспечи-
вают масштабируемость, а также отказоустойчивость распределенной систе- 
мы – за счет процедуры автоматического сохранения несколько копий всех 
данных на различных узлах кластера. При этом в случае отключении какого-то 
узла во время обработки данных задания перенаправляются на другие узлы 
кластера.  
 
5. Анализ производительности коннекторов SQL и Hadoop 
Перемещение данных в Hadoop определяется следующими факторами: 
– объемами данных; 
– производительностью устройств ввода/вывода; 
– производительностью компьютерной сети; 
– величиной параметра миграции;  
– производительностью кластера Hadoop (выбранной платформой для ин-
сталляции, конфигурации и эксплуатации). 
При перемещении больших данных представляется необходимым тестиро-
вание и настройка отдельных частей потоков данных для повышения произво-









требуется обоснованный выбор и инсталляция программных компонент для 
выбранной архитектуры (режима обработки) кластера Hadoop для обеспечения 
требуемой производительности системы. 
Ниже приведен пример результатов тестирования производительности ми-
грации данных из таблиц MySQL в Hadoop при помощи Sqoop (табл. 1) [46]. 
 
Таблица 1 
Тестирование производительности экспорта из MySQL в Hadoop при помощи 
Sqoop 
Общий объем таблицы 7 ГБ 




1 узел Name Node, 
2 узла Data Node 
Размер блока в Hadoop 256 МБ 
Объем оперативной памяти 




Mappers : 2, Reducers :  
1, mapred.child.java.opts : 550 MB 
17 мин. 
Mappers : 4, Reducers : 1, 
mapred.child.java.opts : 550 MB; 
sqoop -m 8 . 
12 мин. 
Mappers : 4, Reducers : 1, 
mapred.child.java.opts : 550 МБ,  
sqoop -direct 
5,54 мин. 
Mappers : 4, Reducers : 1, 
mapred.child.java.opts : 550 МБ, 
sqoop -direct, -compression 
4,37 мин. 
 
Таким образом, для таблиц заданного размера в зависимости от характери-
стик и настроек системы и используемых типов команд средствами коннектора 
Sqoop можно добиться повышения производительности миграции данных в 
диапазоне 140–390 %. (1,4–4 раза). Другие возможные настройки для повыше-
ния производительности коннектора Sqoop приведены в [47].  
Далее приведен пример результатов тестирования производительности ми-













Таблица 2  
Тестирование производительности экспорта данных из MySQL в Hadoop при 
помощи Hive 
Общий объем таблицы 200 МБ – 10 ГБ 
Объем памяти 8 ГБ 
Конфигурация Hadoop 
1 узел Name Node (8 2,4 ГГц Xeon), 
32 узла Data Node (Intel Core 2 Duo 3 ГГц) 
Размер блока в Hadoop 128 МБ 
Объем оперативной памяти узел Name Node – 8 ГБ, Data Node – 2 ГБ 
Компьютерная сеть Gigabit Ethernet 
 
Таблица 3  




Объем, МБ MySQL, с MapReduce, с Hive, с 
500 235 4.20 81.14 535.1 
1 000 475 13.83 82.55 543.64 
2 500 1 000 85.42 84.41 548.45 
5 000 2 000 392.42 83.42 553.44 
10 000 5 000 1518.18 88.14 557.51 
15 000 7 000 1390.25 86.85 581.5 
20 000 9 000 2367.81 88.90 582.7 
 
Таким образом, с увеличением размера перемещаемых файлов начиная с  
5 ГБ для конфигурации в виде 1 узла-мастера и 32 рабочих узлов имеется 
устойчивая тенденция уменьшения времени выполнения запросов с использо-
ванием коннектора Hive в диапазоне 270–400 % (2,7 – 4 раза). Без использова-
ния дополнительных настроек для аналогичного по отношению к коннектору 
Sqoop объема таблицы 7 ГБ применение Hive позволяет уменьшить время вы-
полнения запросов до 9,7 мин., что соответствует результатам теста 2 для 
Sqoop. 
Из приведенных результатов можно сделать вывод, что повышение произ-
водительности информационной системы обработки данных совместно с рас-
пределенными вычислениями зависит от конфигурации кластера и выбранного 
режима его работы, объемов данных для экспорта, а также ограничений (требо-
ваний) по отношению к оперативности выполнения запросов и памяти. Они мо-
гут задаваться в виде метрик – абсолютных или относительных показателей, 
отражающих отличительные особенности (характеристики) рассматриваемой 
технологии. 
 
6. Технология коннектора PolyBase SQL Server-Hadoop 
Рассмотренные решения интерфейса с Hadoop расширяются компонентом 









Из операций над данными в PolyBase следует выделить: 
1) запросы из SQL Server в Hadoop; 
2) экспорт/импорт из SQL Server в Hadoop.  
Две последние – ETL-операции для организации хранилища: первую ис-
пользуют для анализа данных, хранящихся в гибридном хранилище, вторую – 
для пересылки данных в киоски, анализа и формирования отчетов.  
Polybase – функциональная система параллельной базы данных (Parallel 
Data Warehouse, PDW), включающая оптимизатор параллельных запросов и ме-
ханизм их выполнения. Система использует MapReduce в качестве «вспомога-
тельного» механизма запросов для обработки данных, загружаемых из HDFS 








Рис. 6. HDFS: экземпляр моста в вычислительном узле PDW [51] 
 
В Polybase для масштабируемой обработки запросов реализована пара-
дигма «разделение запросов» [50, 51]: для структурированных данных – в реля-
ционных таблицах и неструктурированных данных – в HDFS. 
Место PolyBase в процессе обработки данных совместно с Hadoop пред-














Рис. 7. Схема обработки данных с использованием Hadoop-PolyBase  
 
Основным преимуществом PolyBase есть предоставляемое им применение 
всех аналитических инструментов от Microsoft для данных, хранящихся в 
Hadoop. Следует выделить более простые для конечного пользователя – Excel и 
Power BI с PowerPivot и Power Query, – и профессиональные инструменты – 
Integration Services, AnalysisServices, Reporting Services и Machine Learning 
Services, – ориентированные на разработчиков.  
 
7. Программно-аппаратная среда 
Разработанная система реализована на ПК с HDD 1 ТБ, RAM – 16 ГБ, 
процессором Intel® Core™ i5-7600, x86-64, 4 core3,5 ГГц, SmartCache L3 6 
Мб, Intel® Turbo Boost 2.0. 
Для развертывания программного обеспечения системы Hadoop исполь-
зованы: гостевая ОС: виртуальная машина Virtual Box 5.2 (Oracle), RAM – 4 ГБ, 
2 core 3,5 ГГц; Hadoop 2.6 (Hortonworks HDP 2.2), ОС – CentosOS 7; режим – 








Для развертывания компонента Polybase использовался MS SQL Server 
2017 Enterprise для ОС Windows 10. 
 
8. Разработка методического обеспечения развертывания  
Hadoop-PolyBase 
Этап 1. 
Развертывание и настройка Hadoop. 
Наиболее распространенными есть дистрибутивы компаний Cloudera, 
Hortonworks, MapR, IBM и Pivotal [52]. Для CLOUD-платформ используются 
Elastic MapReduce (Amazon Web Services) и HDInsight (Microsoft Azure). 
Следует отметить, что в настоящее время PolyBase устанавливается на 
платформах HDP и CDH [52]. 
Этап 2. 
Установка и конфигурирование SQL Server 2016 (и выше – Enterprise или 
Developer). 
Этап 3. 
Установка PolyBase (выполняется при конфигурировании SQL Server 
2016, 2017). 
Этап 4. 
Присоединение PolyBase к Hadoop как источнику данных. 
Включает два этапа: конфигурирование сервера и создание внешнего ис-
точника данных (ВИД). Изменение конфигурации реализуется sp_configure и 
RECONFIGURE. 
Этап 5. 
Присоединение YARN и MR к Hadoop . 
Первый компонент подключается присваиванием значению ключа кон-
фигурации yarn.application.classpath одноименного свойства SQL Server, второй 
– установкой параметра конфигурации mapreduce.application.class¬path (файл 
yarn.site.xml). 
Этап 6. 
Аутентификация в Hadoop.  
Для аутентификации и передачи зашифрованных данных между узлами 
используется SSL-протокол. По умолчанию выбирается конфигурация 
authenticate (проверка подлинности). Для обеспечения высокого уровня защиты 
необходимо задать в свойстве hadoop.rpc.protection значение integrity (целост-
ность), и наивысшего уровня – значение privacy (конфиденциальность). 
Этап 7. 
Масштабируемость PolyBase . 
Обеспечивается подключением экземпляров PolyBase, входящих в один 
домен – масштабируемую группу [53]. В домене один экземпляр – управляю-
щий узел (ПО – SQL Server 2016, PolyBase Engine, PolyBase DMS) (УУ), а 















Оно реализуется следующим алгоритмом.  
Шаг 1.  
УУ SQL Server получает запрос. 
Шаг 2.  
УУ преобразует запрос в план выполнения (DSQL plan) – последователь-
ность SQL-процедур (DSQL), выполняющихся на экземплярах БД на ВУ, и 
DMS-операции (Data Movement Service) – для передачи данных между ВУ. 
Шаг 3.  




Рис. 8. Масштабируемая группа PolyBase 
 
Этап 8.  
Создание объектов. 
Для использования PolyBase необходимо создать внешнюю таблицу (ВТ), 
формат внешнего файла (ВФ) и ВИД.  
Объект ВИД определяет расположение Hadoop и, возможно, учетную ин-









именем HadoopCluster1 на кластере, который подключен к порту 8050 компью-




Рис. 9. Создание внешнего источника данных 
 
Во ВФ надо указать тип файла (Parquet, Hive ORC, Hive RCFile и 
Delimited Text) в определенном ранее источнике данных и для текстового файла 
задать: признак конца поля, разделитель строк, формат даты, метод сжатия 
файлов и т. д. Например, если в Hadoop содержатся Parquet-файлы, сжатые по 
методу Gzip, то в описании формата следует задать значение FORMAT_TYPE = 
PARQUET. 
Объект ВТ отображает в PolyBase объект хранения данных из Hadoop: 
таблицы реляционной или документно-ориентированной базы данных или их 
представление. 
Для корректной работы с ВТ в ее описании необходимо учесть, что коли-
чество ее столбцов и их типы должны совпадать с соответствующими парамет-
рами схемы таблицы внутри Hadoop. Выдачу сообщений можно отложить, за-
дав в параметре reject_options допустимое количество «сбойных» строк или их 
процент. Такой подход приобретает значимость в случае, когда данные класте-
ра Hadoop содержатся в документно-ориентированной базе данных, использу-
ющей гибкую схему коллекций. 
Так, например, для получения данных о продажах из таблицы фактов 
factSales, которая хранится в Hadoop (источник данных – HadoopCluster1), имеет 
















Рис. 10. Создание формата внешнего файла 
 
Следует отметить, что ВТ является ссылкой на данные, хранящиеся в 
Hadoop, для выполнения операций Insert, Select, Join и т. п. Таким образом, по 
своим функциональным возможностям она близка к представлению в реляци-
онной базе данных, что повышает возможности пользователя при работе с  
данными. 
Например, вывод данных о стоимости продаж товаров по месяцам реали-




Рис. 11. Скрипт вывода данных 
 
В этом скрипте использовано соединение ВТ – HDP_factSales – с локаль-
ной таблицей DimDate с группировкой данных по месяцам, а также фильтрация 
данных по полю Cost ВТ. Для ускорения последние две операции подключают 
задания MR. 
Операцию импорта в локальную таблицу продемонстрируем на примере 
передачи данных о продажах за 2018 г. из ВТ HDP_factSales в локальную таб-












Рис. 12. Скрипт операции импорта в локальную таблицу 
 
Для архивирования устаревших данных за 2016 г. производится экспорт 




Рис. 13. Скрипт экспорта данных 
 
Продуктивность разработанной системы можно повысить на основе язы-
ка T-SQL, позволяющего: 
– читать данные из Hadoop; 
– объединять их с данными, хранящимися в базе данных SQL Server; 
– импортировать и экспортировать данные между локальной базой дан-












Выше представлены примеры разработанных запросов (рис. 9–11), кото-
рые реализуют основные операции взаимодействия SQL Server и Hadoop и да-
лее использованы при решении тестовых заданий. Синтаксис базовых запросов 
представлен в документации Microsoft [54–56]. 
Диаграмма деятельности на языке моделирования UML реализации раз-




Рис. 14. UML-диаграмма деятельности развертывания Hadoop-PolyBase 
 
Рассмотренное в рамках существующих методологий непрерывного раз-
вертывания и интеграции сложных систем методическое обеспечение позволяет 
сформировать конструкцию бизнес-процесса аналитической обработки боль-









тельного кластера с развитыми интерфейсными средствами. Это позволяет сни-
зить соответствующие затраты на настройку программно-аппаратной части ис-
следуемой системы и таким образом повысить результативность работы систе-
мы обработки данных в целом.  
 
9. Экспериментальные исследования оценки эффективности обработ-
ки больших данных с PolyBase-Hadoop 
Следует отметить, что в настоящее время в современной литературе ре-
зультаты экспериментальных исследований, полученных в результате приме-
нения исследуемой технологии, не нашли должного отображения вследствие 
того, что данная технология представлена Microsoft в середине 2017 г. В связи с 
этим, представленные далее результаты являются практическими одними из 
первых исследований, посвященных данной технологии [50, 51]. 
В данном разделе приведены и проанализированы полученные экспери-
ментальным путем оценки эффективности применения компонента PolyBase и 
кластера Hadoop для приложений с большими данными различных типов.  
Исследования проводились по следующей методической схеме. 
1. Перемещение данных из Hadoop во временную таблицу SQL Server для 
последующей их обработки в PolyBase. Подключение узлов Hadoop осуществ-
лялось режимом predicate pushdown (опция в предложении SELECT [51]). При 
включении predicate pushdown в скрипт добавляется (рис. 15), в противном слу-








Рис. 16. Скрипт отключения predicate pushdown 
 
2. Тестовые наборы данных. 
Для тестирования были выбраны файлы с информацией о заказчиках од-
ной из компаний. Данные для проведения исследований генерировались слу-
чайным образом с помощью сайта [57]. Количество записей в каждом из ис-
пользуемых файлов приведено в табл. 4. 
 
Таблица 4  
Количество записей и объем занимаемой памяти тестовых файлов 
Имя файла Количество записей Объем памяти, МБ 
Customers_1 50 000 30 
Customers_2 200 000 80 












Customers_4 1 000 000 400 
Customers_5 1 300 000 520 
Customers_6 1 500 000 600 
 
3. Развертывание платформы для размещения данных. 
Указанные файлы размещались в Hadoop Hortonworks Data Platform 2.2 для 
ОС CentOS. Работа с базой данных реализована в SQL Server Management 
Studio 2017. 
4. Подключение. 
Для подключения SQL Server к Hadoop создавался ВИД скриптом, в кото-
рый для корректной работы опции predicate pushdown включен параметр 
RESOURCE_MANAGER_LOCATION, задающий адрес менеджера ресурсов 
Hadoop [43]. 
5. Создание ВТ. 
Для каждого файла в Hadoop была создана ВТ. Например, для файла 




Рис. 17. Скрипт создания внешней таблицы 
 
6. Генерация запросов. 
Проведенный детальный анализ функций для повышения производитель-
ности операций экспорта данных в Hadoop показал, что в качестве таковой сле-
дует выбрать функцию predicate pushdown. Основное назначение данной функ-









количества перемещаемых столбцов и использования подмножеств выражений 
и операторов для формирования и оптимизации внешней таблицы. Запрос мо-
жет иметь несколько предикатов, которые могут быть перенесены на кластер 
Hadoop.  
Для проведения экспериментов использован запрос, результатом выпол-
нения которого являются все заказчики, родившиеся после 1980 г. Для ВТ за-
прос выполнялся в двух режимах: с включенной (рис. 18) и выключенной опци-








Рис. 19. Скрипт отключения режима predicate pushdown 
 
7. Метрики производительности.  
В качестве метрик производительности системы использовались: 
абсолютные: время выполнения запросов, объем требуемой для создания 
временных таблиц памяти; 
относительные: отношение времени выполнения запросов к объему пере-
данных таблиц, отношение объема временных таблиц к объему переданных 
таблиц. 
Для экспериментального исследования и получения количественных оце-
нок повышения производительности были реализованы следующие запросы. 
Для определения требуемой для временных таблиц памяти необходимо 
использовать запрос к системной базе данных tempdb. Он должен выполняться 
вместе с основными запросами из-за того, что после его завершения на выборку 
все временные таблицы, связанные с ним, удаляются из базы данных.  
Количественные оценки времени выполнения запросов и требуемой при 
этом памяти временных таблиц для используемых тестовых файлов приведены 













Таблица 5  
Результаты выполнения запросов 
Имя файла 
Время выполнения, с Объем памяти, МБ 
DISABLE  FORCE  DISABLE  FORCE  
Customers_1 1 3 2.6 1.5 
Customers_2 3 3 10.0 6.0 
Customers_3 7 4 25.6 11.0 
Customers_4 15 6 52.0 23.0 
Customers_5 18 8 59.0 25.0 
Customers_6 21 10 64.0 28.0 
 
Приведенные результаты исследований показывают, что при небольших 
объемах данных время выполнения запроса с использованием опции pushdown 
несколько меньше, чем в контрольном примере. Однако с увеличением количе-
ства обрабатываемых данных запросы с включенной опцией predicate pushdown 




Рис. 20. Зависимость времени выполнения запросов от количества записей с 
использованием опции predicate pushdown и без нее  
 
Действие включенной опции predicate pushdown оказывает существенное 
влияние на величину объема используемой памяти для создания временных 
таблиц, поскольку в SQL Server возвращаются только те данные, которые соот-
ветствуют критериям выбора. Следует отметить, что при этом памяти для хра-
нения таких данных во временной таблице требуется гораздо меньше, что де-










Рис. 21. Зависимость объема требуемой памяти для выполнения запросов от 
количества записей с использованием опции predicate pushdown и без нее 
 
Для количественной оценки производительности исследуемой техноло-
гии с включенной функцией predicate pushdown дополнительно предложены 
новые метрики – отношение времени выполнения запросов к объему памяти 
перемещаемых таблиц (табл. 6, рис. 22) и отношение памяти создаваемых вре-
менных таблиц к объему перемещаемых таблиц (табл. 7, рис. 23).  
 
Таблица 6  
Отношение времени выполнения запросов к объему таблицы 
Имя файла 
Режим 
DISABLE, с  FORCE, с 
Customers_1 0,03 0,1 
Customers_2 0,0375 0,0375 
Customers_3 0,035 0,02 
Customers_4 0,0375 0,015 
Customers_5 0,034 0,0153 
















Рис. 22. Зависимость отношения времени выполнения запросов к объему  
таблиц от объемов таблиц с использованием опции predicate pushdown и без нее 
 
Таблица 7  




DISABLE  FORCE 
Customers_1 0,086 0,05 
Customers_2 0,125 0,075 
Customers_3 0,128 0,055 
Customers_4 0,13 0,057 
Customers_5 0,113 0,048 




Рис. 23. Зависимость отношения объема временных таблиц к объему таблиц от 










Результаты проведенных экспериментов с приведенными тестовыми дан-
ными позволяют сделать следующие выводы. 
1. Продуктивность вычислений в Hadoop можно повысить за счет исполь-
зования опции predicate pushdown.  
2. Отключение вычислений на кластере Hadoop целесообразно при обра-
ботке данных незначительных объемов (для приведенных тестовых примеров – 
менее 80 МБ).  
3. Включение вычислений на кластере Hadoop является эффективным, ес-
ли в результат запроса попадает незначительная часть всей таблицы. Это связа-
но с тем, что при выключении вычислений на Hadoop SQL Server сначала копи-
рует все данные во временные таблицы (что требует много памяти), и после 
этого будет осуществлять фильтрацию. При этом использование predicate 
pushdown позволяет существенно уменьшить абсолютные и относительные по-
казатели использования памяти ресурсов (системно-ориентированный показа-
тель) и времени выполнения запросов (обеспечения качества обслуживания – 
клиенто-ориентированный показатель) (рис. 20–23).  
4. Применение опции predicate pushdown позволяет снизить затраты на 
хранение файлов, так как в случае использования кластера стоимость хранения 
данных на его узлах значительно меньше стоимости файлов больших размеров 
в SQL Server. Таким образом, в качестве дополнительной метрики – в данном 
случае экономического показателя работы информационной системы – можно 
использовать, например относительный показатель суммарной стоимости хра-
нения файлов в узлах кластера Hadoop к суммарной стоимости хранения фай-
лов в SQL Server. 
 
10. Обсуждение результатов исследования производительности кон-
нектора Polybase с кластером Hadoop при работе с большими данными 
разных типов 
Проведенные исследования показали, что применение технологии 
PolyBase совместно с кластерными технологиями для управления большими 
данными позволяет эффективно одновременно на одной платформе использо-
вать оперативные и аналитические данные, решая задачу в рамках Translytical 
Data Platforms. Использование PolyBase как компонента SQL Server позволяет 
повысить надежность всей системы обработки данных. При этом полученные 
из внешних источников данные в SQL Server предварительно сохраняются в 
реляционной базе данных, после чего, используя внешнюю таблицу PolyBase, 
передаются на хранение в файловую систему HDFS. Несмотря на то, что такая 
процедура передачи данных несколько снижает скорость сохранения, при этом 
значительно повышается эффективность системы в целом за счет использова-
ния следующих процедур: 
1) при выполнении CRUD-операций в реляционной базе данных ведется 
журнал, что дает дополнительные средства восстановления данных, как при 













2) обработка событий, связанных с сохранением данных, является полно-
стью транзакционной. Поэтому реализация свойств Consistency, Durability га-
рантирует повышение надежности заполнения хранилища данных. 
Приведенные примеры использования PolyBase свидетельствуют о доста-
точно высокой эффективности рассмотренной технологии для организации ги-
бридного хранилища. Вместе с тем, они являются модельными и требуют даль-
нейших экспериментальных исследований на практических задачах бизнес-
анализа, коммуникационных, IoT и других технологий, работающих с больши-
ми данными на уровне предприятия и корпорации. 
Предложенное методическое обеспечение интеграции кластера Hadoop и 
компонента PolyBase позволяет повысить эффективность бизнес-процессов ор-
ганизаций при использовании современных ИТ-технологий в рамках современ-
ной методологии развертывания и эксплуатации сложных систем DevOps для 
обработки больших данных.  
В работе представлены только базовые запросы. Для полноценного реше-
ния широкого круга прикладных задач обработки данных их недостаточно. Та-
ким образом, это можно считать ограничением данного исследования. Тем не 
менее, необходимо отметить, что исследуемая технология является новой  
(2017 г.), и поэтому в современной научной литературе она практически не ис-
следована. Исключение могут составить, например, работы [50, 51]. 
В данной работе для установки и конфигурирования кластера Hadoop 
применяется режим on a single machine, который сам по себе является доста-
точно специфическим, но позволяет, используя ограниченные вычислительные 
ресурсы, получить хорошие качественные и количественные результаты. Они 
могут служить базой для прогностического анализа применения данной техно-
логии в облачных платформах и серверных решениях с большой производи-
тельностью. Поэтому полученные результаты и являются новизной, потому что 
в предопределенных условиях оценивается производительность новой техноло-
гии, ранее практически не исследованной. 
В работе представлены экспериментальные исследования по взаимодей-
ствию SQL Server и Hadoop как единой системы. Хранимые в HDFS данные об-
рабатываются средствами Hadoop и передаются в SQL Server для дальнейшего 
анализа. Для этого в SQL Server 2017 имеется специальная компонента In-
Database Machine Learning Services. В данной работе получены количественные 
системно- и клиенто-ориентированные оценки повышения производительности 
системы на основе экспериментального исследования включения опции 
predicate pushdown в запрос задания MapReduce для получения строк из HDFS.  
Подключение компонента PolyBase для компаний, в которых уже уста-
новлена СУБД SQL Server, является бесплатным. Благодаря широкой распро-
страненности СУБД SQL Server в настоящее время – это достаточно большой 
рыночный сегмент пользователей. Основным конкурентом SQL Server является 
Oracle, имеющий аналогичную операционную функциональность [58]. Если в 
компании или на предприятии не используются эти СУБД и рассматривается 
приобретение лицензии и установка одной из них, то вероятность выбора SQL 








SQL Server стоит в 10 раз меньше, чем на Oracle [59–61]. В противном случае в 
качестве коннектора можно выбрать Oracle Big Data Connectors [62]. Стоимость 
лицензии этой компоненты на один процессор составляет US$2,000.00. 
 
11. Выводы 
1. Проведен анализ технологии обработки больших данных в распреде-
ленных информационных системах, использующих различную организацию. 
Показано, что основным направлением для разработки гибридных хранилищ 
данных являются мосты между данными различных типов – SQL и NoSQL.  
2. Проведен обзор существующих коннекторов для взаимодействия с ре-
сурсами кластера Hadoop. Приведены примеры количественных оценок приме-
нения Sqoop и Hive для различных конфигураций кластера. Показано, что обес-
печить требуемую производительность системы можно с учетом множества 
влияющих на нее факторов. Сделан вывод о необходимости разработки каче-
ственного методического обеспечения в рамках методологии непрерывного 
развертывания и интеграции компонент сложных систем, а именно, для инстал-
ляции и конфигурирования кластера в различных режимах его эксплуатации 
при обработке различных типов больших данных. 
3. Рассмотрены особенности организации хранения данных в распреде-
ленной системе Hadoop. Подключение планировщика заданий и технологий 
распараллеливания в Hadoop позволяют повысить продуктивность системы об-
работки данных. Показано, что наличие интерфейса (моста) между SQL-
данными и кластерным хранилищем HDFS повышает эффективность работы с 
данными различных типов за счет использования существующих аналитиче-
ских инструментов обработки информации продуктов Microsoft. 
4. Проведен анализ технологической платформы компонента PolyBase, 
показавший перспективность его применения в совокупности с высокопроизво-
дительными вычислениями. Это определяется средствами горизонтального 
масштабирования, языком T-SQL и поддержкой операций записи данных 
большими блоками, обеспечивающими оперативность обработки больших дан-
ных в кластере Hadoop. 
5. Разработано методическое обеспечение интегрированного развертыва-
ния и конфигурирования кластера Hadoop и PolyBase на виртуальной платфор-
ме HDP с использованием режима функционирования on a single machine 
(pseudodistributed mode). Детально рассмотрены примеры создания внешних 
объектов и примеры реализации различных типов запросов для совместного 
использования указанных технологий. 
6. Для количественной оценки и анализа разработанных абсолютных и 
относительных метрик производительности рассмотренной системы обработки 
больших данных проведены экспериментальные исследования. Полученные 
результаты показали, что применение опциональных решений PolyBase и Ha-
doop на базах данных больших объемов (от 200 000 до 1 000 000 записей, объе-
мом от 30 до 600 МБ) позволяет уменьшить объем используемой памяти для 












фициент использования памяти – с 10 % до 4 % (2,5 раза) для максимального 
объема таблицы.  
7. Анализ разработанных относительных метрик показал, что относитель-
ный показатель времени выполнения запроса для Sqoop составил 0,0366, а для 
Hive – 0,0582. Таким образом, они несколько хуже, чем результат, полученный 
для тестовых примеров для Polybase – 0,015–0,016 (табл. 6). 
8. Дальнейшие исследования могут быть направлены на оптимизацию 
планирования заданий и повышение эффективности фреймворка MapReduce и 
репликаций баз данных. Кроме этого, требуются оценки производительности 
гомогенных и гетерогенных кластеров Hadoop при работе на локальных ресур-
сах со средствами VDI (virtual desktop infrastructure), а также облачных плат-
формах Azure, AWS, Google Compute Engine. 
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