Abstract-We consider a simplified medium access control scheme, select-and-transmit (S&T), for wireless sensor networks, in which the sensor nodes choose transmission slots uniformly without re-attempts. Numerical results show that the S&T MAC can perform better than the IEEE 802.15.4 standard in eventdriven sensor networks scenarios, where only a small proportion of packets need to be collected.
I. INTRODUCTION
In recent years, there has been a surge in interest in wireless sensor networks (WSN) composed of low-cost, low-power sensor nodes. A number of energy-efficient medium access control (MAC) protocols for WSN have been proposed (e.g., [1] , [2] ). Tay et al. [3] propose a MAC protocol, CSMA/p * , for event-driven sensor networks, in which it is not necessary to collect reports from all of the nodes that observe the same event. In [3] , it is mainly focused on one success out of N nodes and an optimal non-uniform probability distribution which minimizes collisions is derived for channel access in a fixed window. At the same time, a new standard IEEE 802.15.4 [4] has been developed to provide MAC and physical layer specifications for low-rate low-power wireless networks.
Given the low energy consumption requirement of sensor networks, simplicity has been an important feature in the design of the IEEE 802.15.4 MAC. A question that may be posed is whether further simplification can be made to the MAC protocol. We consider here a simpler protocol called "select-and-transmit" (S&T), which resembles the first step of the slotted ALOHA [5] .
II. S&T MAC SCHEME

A. Description
Consider an IEEE 802.15.4-like beacon-enabled WSN with single-hop star topology, in which one node is appointed as the coordinator. Let time be divided into consecutive time intervals called beacon intervals (BI). At the beginning of each such interval, the nodes simultaneously wake up and the coordinator broadcasts a message called beacon frame (BF) to the nodes. The BF includes, among other things, the length of the new BI and the length of a period (which is no longer than the BI) called superframe duration (SD), both measured in small time-units called slots and each of the slots is sufficient to transmit one packet. Let T bn , T and T bi denote the lengths of BF, SD and BI (in slots), respectively. According to our S&T MAC scheme, the nodes listen to the BFs, transmit their packets (if any) and then immediately go back to sleep to save energy.
Under the S&T MAC scheme, a backlogged node randomly chooses a slot for transmission, designated T S, in SD uniformly, i.e., T S = i, i = 1, 2, ..., T , with probability 1/T . (Note that we call i = 1 the slot immediately after the BF.) After waiting for a node idle period (NIP), T nip , which equals T S −1 slots, it transmits its next packet and then goes back to sleep for a node sleep period, T nsp , until the end of the current BI. If two or more nodes select the same slot, a collision results.
B. Analysis
Because a node chooses a transmission slot uniformly in T , the mean of T nip is given by
We can also compute the mean of the node sleep period T nsp as follows:
Let P k denote the probability that exactly k out of n nodes are successful. The following result holds.
The proof of this Lemma appears in the appendix.
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We define Q k to be the probability that at least k out of n nodes are successful. It follows from Lemma 1 that for
where P j is given by (4) . Note that P n−1 is equal to P n , i.e., the probability of n − 1 successes out of n nodes is the same as the probability that all of the n nodes are successful. This is because the last node cannot collide with itself.
C. Energy Consumption Optimization
In this section, we formulate the energy consumption optimization problem. We consider N to be a random variable representing the number of backlogged sensor nodes at the beginning of a BI. Let n denote an outcome of N . We also allow the requirement for the number of successful packets k to vary as a function of n, and we capture this dependence through the notation k(n). We also introduce the following notation.
N all : number of sensor nodes (excluding the coordinator). p N : probability mass function of N . Q k(n) : probability of at least k successes out of n nodes. The overall energy consumption in one BI consists of several components. First, for a backlogged node, it randomly chooses a slot, waits for T nip , transmits its packet and immediately goes back to sleep. This process, on average, requires energy consumption
. Second, non-backlogged nodes immediately go to sleep after the BF and expend P sleep (T bi − T bn ). Finally, every node spends energy E 0 in waking up and listening to the BF.
In summary, given that there are N all nodes in a network and n of them are backlogged, the overall energy consumption in a BI, E sum , is given by
Minimizing the expected overall energy consumption per unit time in one BI, we formulate the optimization problem 
where n = 0, 1, ..., N all . The first constraint is to satisfy that at least k out of n nodes are successful with probability no less than η k(n) , and the second constraint is to meet the maximum latency requirement.
III. NUMERICAL RESULTS
In this section, we demonstrate numerical results and compare the performance of our approach and the IEEE 802.15.4 MAC. The system parameters used are listed in Table I . The electrical specifications are based on the CC1000 transceiver [6] .
To evaluate the performance of energy consumption, we define k(n) = min(α 1 n, α 2 N all ), where α 1 , α 2 ∈ (0, 1) and α 1 ≥ α 2 . This function typically allows k to increase proportionally with n until it hits the upper bound α 2 N all when n is close to N all . We now define three scenarios for evaluation: In Scenario A, α 1 = 0.2, α 2 = 0.1 and in Scenario B, α 1 = 0.8, α 2 = 0.7.
In Scenario A, we are interested in the successful transmission of a very small proportion of the packets. Applications consistent with these scenarios could be event-driven sensor networks (refer to [3] for detailed examples). Conversely, in Scenario B most of the packets need to be transmitted successfully.
We assume Poisson packet arrivals and a packet awaiting transmission will be discarded when a new packet arrives. Thus, for each node, the probability of no packet arriving during a certain period t is given by e −λt . The probability that the node is backlogged is then given by p nd = 1 − e −λt , where t = E[T nsp ] and λ denotes the packet arrival rate. Given a network with N all sensor nodes, the number of backlogged nodes N is a binomially distributed random variable, whose probability mass function is given by In Table 2 , we show the optimal solutions and the corresponding minimum energy consumption values for our approach. To compare the performance of the S&T MAC with that of the standard, we considered the IEEE 802.15.4 MAC used in the 2.4 GHz frequency band (where the data rate is also 250 bps [4] ) and applied the same energy optimization framework to find the minimal energy consumption while satisfying the same QoS requirements. Fig. 1 illustrates the performance comparisons of the optimal energy consumption for the standard MAC and the S&T MAC. For relatively small k in Scenarios A , the S&T MAC has lower energy consumption than the standard. However, in Scenario B where k is relatively large, the standard can still maintain a low level of energy consumption, while the energy of the S&T MAC increases dramatically. This is because when k is relatively large, the length of CAP, T , needs to be large (and thus the node idle period T nip is greatly increased).
IV. CONCLUSION
We considered a simplified MAC protocol, S&T MAC, for wireless sensor networks. We have derived the probability that at least k out of n nodes successfully transmit their packets. We then compared the performance of the S&T MAC and the IEEE 802.15.4 MAC, and numerical results showed that this scheme can perform better than the standard in terms of energy efficiency when only a small proportion of the reports are required.
APPENDIX
Proof of Lemma 1. It is clear that the total number of possible ways in which n nodes can be allocated to T slots is T n . Result (3) follows by noting that the number of different permutations of T slots taken n at a time without repetitions is T !/(T − n)!.
To derive (4), we first consider the allocation of the successful nodes to slots. The number of ways B k in which k nodes can be allocated to k different slots is
Once the successful nodes have been allocated, the remaining n − k nodes must be assigned to the remaining T − k slots in such a way that no slot is left with only one node. From elementary combinatorial theory, if n − k objects are assigned to T − k classes (slots) such that the order of objects in each class is unimportant, then the number of permutations of these objects taken all at a time is
and r j is the number of objects in the jth class, and the vector r = (r 1 , . . . , r T −k ) uniquely defines the assignment. For our problem, the set S of valid assignment vectors r is given by
(10) Therefore, the number of ways C n−k in which n − k unsuccessful nodes can be allocated to T − k slots is given by
Furthermore, it is easy to see that
In the remaining steps, we re-express the factor r∈S ψ(r) that appears in (11) in a form more amenable to computation. We derive the expression by using a generating function approach. The idea is to start by considering the case where the number of nodes is unrestricted, and then later to impose the restriction n − k.
We consider an arbitrary slot amongst the T − k slots, and define the sequence a j = 1/j! if j = 0 or j = 2, 3, . . ., 0 if j = 1.
