We propose a new class of equal-norm tight frames termed Lapped Tight Frame Transforms (LTFTs). These can be seen as a redundant counterpart to bases known as Lapped Orthogonal Transforms (LOTs) introduced by Malvar and Cassereau, as well as an infinitedimensional counterpart to Harmonic Tight Frames (HTFs). To construct LTFTs, we seed them from LOTs and show that, in a specific case, the process preserves the equal norm. As both their basis counterpart LOTs as well as their finite-dimensional one HTFs, LTFTs possess many desirable properties, such as equal norm and efficient implementation.
INTRODUCTION AND MOTIVATION
Redundancy, a common tool in signal processing and communications, has found its way into signal representations. Over the past few years, many applications have taken advantage of such redundant, signal representations, such as robust transmission, denoising, quantization and many others (see [1] and references therein). The nonredundant representations are bases; their redundant counterparts are calledframes. Frames were originally introduced by Duffin and Schaeffer [2] , and popularized later on in [3, 4, 5, 6] .
A particular class of interest are tightframes (TFs) which can be seen as a generalization of orthonormal bases (ONBs). Tight frames are sought after for the same reasons orthonormal bases are; they are self-dual, efficient to compute and they preserve the norm. Typically, tightness is imposed when one needs to reconstruct and stability of reconstruction is an issue. Since TFs do not require inversion of matrices, they seem a natural choice. In finite dimensions, TFs are linearly dependent sets of vectors allowing more freedom in design than ONBs (release of orthogonality constraint). However, this freedom comes at a price, and depending on the application at hand, the amount of redundancy is a design criterion. On top of the tightness constraint, sought-after qualities are for all frame vectors to be of equal norm (equal-norm tight frames ENTFs) and maximum robustness (MR), the property which allows the loss of all frame coefficients but the necessary number for reconstruction.
In an ever-continuing search for new frame families, an appealing option is the process of obtaining TFs from ONBs in larger dimensions, known as the Naimark Theorem [7] , or, seeding [8] (LTFTs). LOTs were introduced by Cassereau [9] and Malvar [10] in response to one of the major drawbacks of the DCT the blocking effect created by processing of the signal block by block. The LOTs solve the problem by processing blocks of overlapping data. LOTs can be viewed as a particular case of a perfect reconstruction filter bank with m channels and filter length 1 = 2m and basis functions being either cosines [10, 11] or complex exponentials [12] . The length 1 was generalized to any multiple integer of m in [10] .
Obtained by seeding, the LTFTs can be seen both as the frame counterpart of LOT bases as well as the infinite-dimensional, filterbank counterpart ofthe most famous frame family Harmonic Tight Frames (HTFs, seeded from the DFT). These relationships are illustrated below. There has already been some work done in designing LTFTs. In particular, in [13] , the authors propose a LTFT derived from the extended lapped complex transform [12] . These are not obtained by seeding (they start from a frame) and while are in spirit similar to what we are proposing, they lead to a completely different family. The same authors have already proposed a 2D nonseparable LTFT. Organization of the paper. In Section 2, we give an overview of frames, starting with frames in finite dimensions. We then introduce a class of infinite-dimensional frames, those implementable via filter banks. In Section 3, we give a brief review of LOTs and then follow by presenting the construction of LTFTs. For a specific LOT family, seeding a specific LTFT we call Princen-Bradley LTFT, we prove that the LTFTs are equal-norm (tightness is guaranteed by construction) and discuss issues related to window design.
FILTER BANK FRAMES
We start with a brief account of signal representations in finite dimensions and then follow up with how signals are represented using frames both in finite and infinite dimensions.
Assume finite-dimensional spaces R' or Cm. Given an ONB for such a space, = {d = }7= c we associate to it a matrix (opera- 
Finite-Dimensional Frames
The above is true for frames as well, except that the number frame vectors m is larger or equal than the dimension of the sp n. We will cover finite-dimensional frames through an example; so-called Mercedes-Benz frame. It is the simplest and best knc frame, has 3 vectors in 2 dimensions and is an example of a I monic tight frame. Its frame operator is now a rectangular ma and is given by @ = (91 902 03) ( 2 
Similarly to bases, one can check that the above frame expands nals in 2 as x = 4X = Wx*X. As before, the above implies that 4A4* = I, and the correspond frame is tight. Moreover, it is an equal-norm tight frame (EN since all three frame vectors have the same norm 2/23. A filter bank (FB) is the basic signal processing structure used to implement most multiresolution transforms. Fig. 1 
and use the following projection operator P: where J is the anti-diagonal matrix.
With this construction, similarly to the DFT, we will have fixed basis functions allowing no freedom in design. To obtain a better design, one can add a window that multiplies each filter resulting in a modulated FB over the frequency band. This modulated FB can be modeled as W4', where the window W = diag{ wj }m"', and it is symmetric wj= W2m-1-, j= 0 ''! is the transpose of the HTF matrix. It turns out that the indices in J do not have to be contiguous for the following discussion to hold, that is, we can erase any subset of m -n columns from 1P4(z) and still get an HTF. However, to simplify the discussion, we take J = [0O ... I n-1]. Note that for m = 3 and n = 2, this proce-
dure leads to the MB frame described in Section 2.1 (within unitary equivalence).
,X for 
where I is an m x m identity matrix. This is valid for any of the LOT families defined above. An example LOT is the Princen-Bradley LOT [11] :
fbi, = X Cos By Naimark Theorem, we know that this family is a TF, which implies that Dp(z)>T(z) = cI (c is a constant). Note that as opposed to the LOT case, the matrix products do not commute anymore.
All We tested this on the LTFT example presented here fc n = 2, where the MR property is more likely to fail, a were encouraging as it turned out that this family of for m = 4 and n = 2. We are currently working on a proof. 
