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ANALYSIS OF RANDOM WALKS IN DYNAMIC RANDOM
ENVIRONMENTS VIA L2–PERTURBATIONS
L. AVENA1, O. BLONDEL2, AND A. FAGGIONATO3
Abstract. We consider random walks in dynamic random environments given
by Markovian dynamics on Zd. We assume that the environment has a stationary
distribution µ and satisfies the Poincare´ inequality w.r.t. µ. The random walk is
a perturbation of another random walk (called “unperturbed”). We assume that
also the environment viewed from the unperturbed random walk has stationary
distribution µ. Both perturbed and unperturbed random walks can depend heav-
ily on the environment and are not assumed to be finite–range. We derive a law
of large numbers, an averaged invariance principle for the position of the walker
and a series expansion for the asymptotic speed. We also provide a condition
for non-degeneracy of the diffusion, and describe in some details equilibrium and
convergence properties of the environment seen by the walker. All these results
are based on a more general perturbative analysis of operators that we derive in
the context of L2–bounded perturbations of Markov processes by means of the
so–called Dyson–Phillips expansion.
Keywords: perturbations of Markov processes, Poincare´ inequality, Dyson–Phillips
expansion, random walk in dynamic random environment, asymptotic velocity,
invariance principle.
MSC 2010: 60K37, 60F17, 82C22
1. Introduction
Random motion in random media has been the subject of intensive studies in the
physics and mathematics literature over the last decades. The main motivation to
our work is the analysis of rather general continuous–time Random Walks (RWs)
on Zd, whose transition rates are given as a function of an underlying (autonomous)
Markov process playing the role of a dynamic random environment.
A number of results (as LLN, CLT, large deviation estimates) have been obtained
in the past under various conditions that allow some control on the strong depen-
dence between the trajectories of the random walk and the environment. We mention
space and/or time independence assumptions on the environment (see e.g. [9] for
quenched CLT of perturbation of simple random walks using cluster expansion, [10]
for diffusive bounds by using renormalization techniques, [34] for quenched invari-
ance principles by analyzing the environment as seen by the walk, [5] for a law of
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large numbers and a high-dimensional quenched invariance principle by construct-
ing regeneration times) and balanced conditions (cf. [14] for averaged invariance
principles under reversibility of the environment as seen by the walker and [13] for
a quenched invariance principle for balanced random walks). When allowing non–
trivial space-time correlation structures, in [1] for some uniformly elliptic walks and
in [19] for non–elliptic ones, laws of large numbers via regeneration times have been
established by assuming mixing conditions on the environment that are uniform on
the initial configuration (i.e. adaptation of cone-mixing conditions borrowed from
[12] for static random environments). In a similar setting, a quenched CLT has
been established in [16], and a quite general asymptotic analysis has been pursued
in the recent [36], again by using a uniform mixing condition expressed in terms of a
coupling. When dealing with poorly–mixing environments, some progress has been
recently achieved by using highly model dependent techniques [2, 18, 20].
In this work, we require that the environment satisfies an exponential L2–mixing
hypothesis (namely, the Poincare´ inequality w.r.t. an invariant distribution µ) and
that the random walk is “close to nice”, in the sense that it is a perturbation of a
random walk such that µ is an invariant distribution for the environment viewed by
the walker. We stress that even though we are in a perturbative setting, the refer-
ence unperturbed random walk is allowed to depend strongly on the environment.
Moreover, unlike most of the references above, we do not require finite range for the
jumps of the walk. As discussed in Section 2, we establish several results for the RW
and for the environment seen from it. For the latter, we show that there exists a
unique invariant distribution absolutely continuous w.r.t. µ, we analyze convergence
to this invariant measure and ergodicity, we derive an expansion of its density w.r.t.
µ and show that the effect of the perturbation on the density is sharply localized
around the origin, and we derive an exponential L2–mixing property similar to the
Poincare´ inequality (see Theorems 1, 2, 3). For the random walk itself, we prove
a LLN and an averaged invariance principle, as well as the non-degeneracy of the
diffusion matrix under suitable conditions (see Theorems 1, 4).
One of the basic tools for the above results is the so–called Dyson–Phillips expan-
sion, which we use to derive a series expansion for the semigroup of the environment
seen from the walker. This perturbative analysis is very general, and indeed in Sec-
tion 3 it is carried on for a generic Markov process stationary w.r.t. some invariant
and ergodic distribution µ and satisfying the Poincare´ inequality. We assume that
the generator of the perturbed Markov process is (roughly speaking) obtained by a
L2(µ)–bounded perturbation of the generator of the original, unperturbed, Markov
process. In Theorem 5 we prove that the perturbed process admits a unique in-
variant distribution absolutely continuous w.r.t. µ (which is also ergodic), write a
series expansion for its density w.r.t. µ and for the perturbed Markov semigroup,
and estimate the convergence to equilibrium for the latter. In addition, in Corollary
1 and Proposition 3.6, we state a law of large numbers and an invariance principle
for additive functionals of the perturbed Markov process, respectively.
Let us further comment on some closely related works with perturbative tech-
niques. In [1] the Dyson–Phillips expansion has also been used in a similar fashion
in one of the main results therein, but the authors only focus on the law of large
numbers for the walk and work under the more restrictive sup–norm instead of the
L2–norm. In [28] the authors work with hypotheses very similar to our own for The-
orem 5 (even allowing more general perturbations), but the obtained results present
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some differences. In particular, in [28] the uniqueness of the invariant distribution
for the perturbed process is proved inside the smaller class of distributions whose
density w.r.t. µ is bounded in L2(µ). In addition, in Theorem 5 we derive informa-
tion on the exponential convergence of the perturbed semigroup (which is relevant
to get the invariance principle in Proposition 3.6), while in [28] the exponential con-
vergence of the perturbed densities is derived. For more detailed comments on the
relation between [28] and our Theorem 5 we refer to Remark 3.4. We point out that
the main goal in [28] is to establish the Einstein relation for the speed of the walker,
hence we have not focused on this issue since already treated there. Finally, we
mention the recent work [32], where the author considers perturbations of infinite
dimensional diffusions with known invariant measure (not necessarily reversible),
satisfying the log-Sobolev inequality (which is stronger than the Poincare´ inequal-
ity). The invariant measure for the perturbed process is analyzed and its density is
expressed in terms of a series expansion similar to (28), (33) below.
Finally, we mention that the results we present herein can be pushed to obtain
more detailed information when dealing with explicit examples of random walks
in dynamic random environments. This path has been pursued in [3], where we
consider one-dimensional examples in which the dynamic environments are given by
kinetically constrained models.
Outline of the paper. In Section 2 we present our main results concerning random
walks in dynamic random environments, i.e. Theorems 1, 2, 3 and 4. The main
results concerning perturbations of more general Markov processes, i.e. Theorem
5, Corollary 1 and Proposition 3.6, are stated in Section 3. The other sections,
from 4 to 12, are devoted to the proofs of the above statements. In particular, in
Section 8 we present a coupling construction allowing to compare perturbed and
unperturbed walkers which is independent of the small perturbation assumption.
Finally, in Appendix A we derive some simple but useful analytic results.
2. Random walks in dynamic random environment
In this section we start with a stochastic process (σt)t≥0, called dynamic random
environment, with state space Ω := SZ
d
, S being a compact Polish space. We assume
it has ca`dla`g paths in the Skohorod space D[R+; Ω). We will then introduce two ran-
dom walks (Xt)t≥0 and (X
(ε)
t )t≥0, on Z
d, whose jump rates depend on the dynamic
environment. The random walk (X
(ε)
t )t≥0 will be thought of as a perturbation of
(Xt)t≥0 and the parameter ε will quantify the perturbation. More precisely, we give
conditions in terms of Markov generators ensuring that the process “environment
viewed from the walker X
(ε)
t ” (i.e. τX(ε)t
σt) is a perturbation of the process “envi-
ronment viewed from the walker Xt” (i.e. τXtσt). In the above notation, τx denotes
the translation operator on Ω such that τxη(y) = η(x+ y) for x, y ∈ Zd, η ∈ Ω.
In Subsection 2.1 we introduce the main mathematical objects under investigation
and our assumption. In Subsection 2.3 we present our main results concerning
random walks in dynamic random environments, while in Subsection 2.2 we discuss
examples and collect some comments.
2.1. Processes and assumptions.
Assumption 1. The dynamic random environment is a Feller process and is sta-
tionary w.r.t. a probability measure µ on Ω. Moreover, µ is translation invariant.
4 RANDOM WALKS IN DYNAMIC RANDOM ENVIRONMENTS VIA L2–PERTURBATIONS
We denote by
(
Senv(t)
)
t≥0 the Markov semigroup in L
2(µ) associated with the
dynamic random environment, and by Lenv : D(Lenv) ⊂ L2(µ) → L2(µ) the cor-
responding generator. In particular, given f ∈ L2(µ), it holds (Senv(t)f)(σ) :=
E
env
σ
[
f(σt)
]
µ–a.s., where Eenvσ is the expectation for the dynamic random environ-
ment starting at σ.
Assumption 2. The dynamic random environment commutes with translations, i.e.
Senv(t)(f ◦ τx) = (Senv(t)f) ◦ τx, ∀f ∈ L2(µ) , t ≥ 0 . (1)
Moreover, the generator Lenv satisfies the Poincare´ inequality, i.e. there exists γ > 0
such that
γ‖f‖2 ≤ −µ(fLenvf) ∀f ∈ D(L) with µ(f) = 0 . (2)
We point out that (2) is equivalent to the bound ‖Senv(t)f − µ(f)‖ ≤ e−γt‖f −
µ(f)‖ for all t ≥ 0 and f ∈ L2(µ), ‖ · ‖ being the norm in L2(µ) (see Lemma A.4 in
Appendix A).
We now want to introduce two random walks on Zd, whose jump rates depend on
the dynamic random environment. To this aim, we require the following:
Assumption 3. There are given continuous functions rε(y, ·), r(y, ·) and rˆε(y, ·) on
Ω, parametrized by y ∈ Zd. These functions are zero for y = 0, rε(y, ·) and r(y, ·)
are nonnegative and rε(y, ·) can be decomposed as
rε(y, ·) := r(y, ·) + rˆε(y, ·) . (3)
We also require that, for some n ≥ 1, the above functions have finite n-th moment:∑
y∈Zd
|y|n sup
η∈Ω
r(y, η) <∞ ,
∑
y∈Zd
|y|n sup
η∈Ω
|rˆε(y, η)| <∞ . (4)
Let now (Xt)t≥0 be the continuous time random walk on Zd jumping from site x ∈
Z
d to site x+ y ∈ Zd at rate r(y, τxη), given that the dynamic random environment
is in state η ∈ Ω. Due to dependence on the environment, such a random walk is
not Markovian itself, but the joint process (σt,Xt)t≥0 on state space Ω × Zd is a
Markov process with formal generator1
Lrwref(η, x) := Lenvf(., x)(η) +
∑
y∈Zd
r(y, τxη)
[
f(η, x+ y)− f(η, x)], (η, x) ∈ Ω× Zd .
(5)
We do not insist here with a precise description of the generator, since it will not be
used in the sequel. On the other hand, below we will discuss carefully the generator
of the process “environment viewed from the walker”. Due to (4), no explosion takes
place and therefore the random walk (Xt)t≥0 is well defined (a universal construction
is given in Section 8). In what follows we write Pη,x for the law on the ca`dla`g space
D(R+; Ω× Zd) of this joint process starting at (η, x).
As in the construction of the joint Markov process in (5), we define a new joint
Markov process (σt,X
(ε)
t )t≥0 on state space Ω× Zd with formal generator:
1The notation Lrwre is thought to stress that we are referring to the joint process describing both
the random walk and the random environment.
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L(ε)rwref(η, x) := Lenvf(., x)(η) +
∑
y∈Zd
rε(y, τxη)
[
f(η, x+ y)− f(η, x)], (η, x) ∈ Ω× Zd .
(6)
In what follows we write P
(ε)
η,x for the law on the ca`dla`g space D(R+; Ω × Zd) of
this joint process starting at (η, x). We refer to this new walker (X
(ε)
t )t≥0 as the
perturbed walker.
One of the most common approaches to study random motion in random media
is to analyze the so called environment seen by the walker. In our case, we are
interested in the Markov processes on Ω given by τXtσt and τX(ε)t
σt, where (σt,Xt)t≥0
and (σt,X
(ε)
t )t≥0 are the joint Markov processes defined above.
We write C(Ω) for the space of real continuous functions on Ω endowed with the
uniform norm. Since, by assumption, the dynamic random environment is a Feller
process, it has a well defined Markov semigroup on C(Ω), and we denote by2 Lenv :
D(Lenv) ⊂ C(Ω)→ C(Ω) the associated Markov generator. We define Ljumpf(η) =∑
y∈Zd r(y, η)
[
f(τyη) − f(η)
]
for f ∈ C(Ω) and Lˆεf(η) =
∑
y∈Zd rˆε(y, η)
[
f(τyη) −
f(η)
]
for f ∈ C(Ω). Then, by Assumption 3, the operators Ljump, Lˆε : C(Ω)→ C(Ω)
are well posed and bounded.
Assumption 4. The environment seen from the unperturbed walker
(
τXtσt
)
t≥0 and
the one seen from the perturbed walker
(
τ
X
(ε)
t
σt
)
t≥0 are Feller processes on Ω with
generators on C(Ω) given respectively by Lenv+Ljump and Lenv+Ljump+ Lˆ(ε), both
having domain D(Lenv).
The above assumption is typically satisfied in all common applications:
Proposition 2.1. Suppose that Lenv is the closure of a Markov pregenerator L as in
[30, Def.2.1, Chp.I], satisfying the criterion in [30, Prop.2.2, Chp.I]. Then L+Ljump
and L+Ljump+Lˆ(ε) are Markov pregenerators, whose closures are Markov generators
of Feller processes (cf. [30, Def.2.7, Chp.I]). The resulting Markov generators are
given respectively by the operators Lenv+Ljump and Lenv+Ljump+ Lˆ(ε), both having
domain D(Lenv).
The proof of the above proposition is similar to the proof of [15, Lemma 2.1]. The
interested reader can find the proof of Prop. 2.1 in [4, Appendix A].
Assumption 5. The environment seen by the unperturbed walker
(
τXtσt
)
t≥0 has
invariant distribution µ.
Remark 2.2. Due to Assumption 1, Assumption 5 is equivalent to the fact that
µ(Ljumpf) = 0 for any f ∈ C(Ω) (or for any f in a dense subset of C(Ω), since
Ljump is a bounded operator due to (4)).
We can state our last main assumption, which is indeed related to the perturbative
approach. Consider the operator Lˆε : L
2(µ)→ L2(µ) defined as
Lˆεf(η) :=
∑
y∈Zd
rˆε(y, η) [f(τyη)− f(η)] , f ∈ L2(µ) . (7)
2We denote consistently with curved L generators on C(Ω) and with straight L their version
living in L2(µ).
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It is indeed a bounded operator in L2(µ). For example, by Schwarz inequality and
by Assumption 3, given f ∈ L2(µ) we can write
µ
([
Lˆεf
]2) ≤ [ ∑
y∈Zd
sup
η
|rˆε(y, η)|
] ∑
y∈Zd
sup
η
|rˆε(y, η)|µ([f(τy ·)− f ]2) ,
and by the translation invariance of µ we conclude that
‖Lˆε‖ ≤ 2
∑
y
sup
η
|rˆε(y, η)| . (8)
Assumption 6. The operator Lˆε has norm ε := ‖Lˆε‖ satisfying ε < γ, where γ has
been introduced in Assumption 2.
2.2. Some examples. Dynamic environments. Natural examples of environments
satisfying our assumptions are given by Interacting Particle Systems (IPSs) with
state space Ω = {0, 1}Zd . A first class of such IPSs is that of translation in-
variant stochastic Ising models in a “high–temperature” regime (see [31, Thm.4.1]
and [30, Thm.4.1, Chp.I]), among which, the simplest case is the independent
spin-flip dynamics. The latter is the Markov process with generator Lenvf(σ) =
γ
∑
x∈Z f(σ
x) − f(σ), where γ > 0, and σx is the configuration obtained by σ ∈ Ω
by flipping the spin at x. As a variant of these processes, one could consider some
Kawasaki dynamics superposed to a high–noise spin–flip dynamics. When the ex-
ponential convergence of the Markov semigroup holds in the stronger L∞–norm
one could also apply [1, Sec. 3] to derive some of the results presented here (as
the existence of the limiting velocity). On the other hand, several of our results
have not been derived in the existing literature, even under the assumption of
L∞–convergence; moreover, there are several models where the Poincare´ inequal-
ity holds while the log-Sobolev inequality is violated or has not been proved. One
of the motivations which prompted the present study is to consider the class of
so–called Kinetically Constrained Spin Models (KCSMs), for which (2) was proved
in great generality (in the ergodic regime) in [11]. Their generator is given by
Lenvf(σ) =
∑
x∈Z cx(σ)(ρ(1 − σ(x)) + (1 − ρ)σ(x)) [f(σx)− f(σ)] with ρ ∈ (0, 1)
and cx encodes a kinetic constraint which should be of the type “there are enough
empty sites in a neighbourhood of x”. We refer to [11] for precise conditions that
the constraints need to satisfy and identification of the regime where (2) is satisfied.
Examples of constraints include the FA-jf model, where cx(σ) = 1∑
y∼x(1−σ(y))≥j
with j ≤ d, or generalized East processes cx(σ) = 1−
∏d
i=1 σ(x+ ei) with (ei)i=1,··· ,d
the canonical basis of Rd. The presence of the constraint gives rise to a number of
difficulties as for instance the lack of attractivity. Consequently, most of the general
existing results, as e.g. [1, 5, 9, 10, 16, 34, 36], do not apply to this class.
Random walks. We give here three simple though non–trivial examples of different
nature for which our results apply. The simplest case is when the unperturbed
walker is not present: that is, r(y, ·) ≡ 0 for all y ∈ Zd. Then environment and
environment from the unperturbed walker coincide and all our results are valid for
any random walk choice satisfying our basic assumptions, provided that the rates
are small enough. As a second case, we can consider random walks obtained as
perturbations of simple symmetric random walks, that is, r(y, ·) = 1/2 for y = ±1
and 0 else, again, provided that Assumption 6 is in force. An interesting example
is for rε(y, η) = ±ε(2η(0) − 1)1{y=±1} for which the resulting random walk has
the tendency to stick to the space-time interfaces between empty and occupied
RANDOM WALKS IN DYNAMIC RANDOM ENVIRONMENTS VIA L2–PERTURBATIONS 7
regions in the environment. A more detailed analysis of this walk on the East
model, mainly based on the results in this work, can be found in [3]. The last case
is when the unperturbed walk depends effectively on the underlying environment,
for which, in order to check the crucial Assumption 5, the specific choice of the
environment is essential. For example, if the latter is given by a KCSM, as in [21],
one could consider a probe particle driven by a constant external field in the KCSM
started from a stationary distribution µ left invariant by the non–driven prove.
In the one-dimensional case one possibility is r(±1, η) = (1 − η(0))(1 − η(±1)),
rε(±1, η) = (1− η(0))(1 − η(±1))r˜ε(±1), r˜ε(1) = 2/(1 + e−ε) = eεr˜ε(−1), the other
rates are zero and ε is small enough.
2.3. Main results. In the rest of this section, we suppose Assumptions 1,...,6 to
be satisfied without further mention.
Concerning the environment seen by the walker (τXtσt)t≥0, we denote by Pν its
law on D(R+; Ω), and by Eν the associated expectation, when the initial distribution
is ν (if ν = δη, we simply write Pη and Eη). We denote by S(t) its Markov semigroup
on L2(µ), i.e. (S(t)f)(η) := Eη
(
f(ηt)
)
µ–a.s., and we write Lew for its infinitesimal
generator. For the perturbed version (τ
X
(ε)
t
σt)t≥0 we use analogously the notation
P
(ε)
η , E
(ε)
η for the law and the expectation. Moreover, we define (Sε(t))t≥0 as the
semigroup in L2(µ) with infinitesimal generator L
(ε)
ew = Lew+ Lˆε (see Section 9.1 for
a detailed discussion). As proved in Section 9.1, (Sε(t)f)(η) = E
(ε)
η (f(ηt)) µ–a.s. at
least for bounded continuous functions f .
Given t ≥ 0 we define iteratively the operators S(n)ε (t) as S(0)ε (t) := S(t), S(n+1)ε (t) :=∫ t
0 S(t − s)LˆεS
(n)
ε (s)ds. These operators enter in the Dyson expansion Sε(t) =∑∞
n=0 S
(n)
ε discussed in detail in Section 3.
Theorem 1 (Asymptotic perturbed stationary state and velocity).
(i) The environment seen by the perturbed walker admits a unique distribution
µε on Ω which is invariant and absolutely continuous w.r.t. µ. Whenever the
environment seen by the perturbed walker has initial distribution absolutely
continuous w.r.t. µ, its distribution at time t weakly converges to µε as t→
∞. Moreover, µε is ergodic w.r.t. time–translations and
µε(f) = µ(f) +
∞∑
n=0
∫ ∞
0
µ
(
LˆεS
(n)
ε (s)f
)
ds , f ∈ L2(µ) , (9)
where
∫∞
0
∣∣µ(LˆεS(n)ε (s)f)∣∣ds ≤ (ε/γ)n+1‖f − µ(f)‖.
(ii) If the additional condition
r(y, η) > 0 =⇒ rε(y, η) > 0 (10)
is satisfied, then µ and µε are mutually absolutely continuous.
Alternatively, if there exist subsets V, Vε ⊂ Zd such that
(a) r(y, η) > 0 iff y ∈ V ,
(b) rˆε(y, η) > 0 iff y ∈ Vε,
(c) each vector in V can be written as sum of vectors in Vε,
then µ and µε are mutually absolutely continuous.
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(iii) If (4) holds with n = 2, then defining v(ε) := µε(j
(ε)) with j(ε)(η) :=∑
y∈Zd yrε(y, η), η ∈ Ω, it holds
P
(ε)
η,0
(
lim
t→∞
X
(ε)
t
t
= v(ε)
)
= 1 (11)
for µε–a.e. η and for η varying in a set of µ–probability larger than 1 −
ε2/(γ − ε)2. If µ and µε are mutually absolutely continuous as in Item (ii),
then (11) holds for µ–a.e. η.
(iv) The asymptotic velocity v(ε) can be expressed by a series expansion in ε as
v(ε) = µ(j(ε)) +
∞∑
n=0
∫ ∞
0
µ(LˆεS
(n)
ε (s)j
(ε))ds. (12)
Moreover,
∣∣µ(LˆεS(n)ε (s)j(ε))∣∣≤ εn+1e−γssn‖j(ε)‖∞/n! for all n ≥ 0.
Remark 2.3. Further properties on the distribution µε and on the semigroup Sε(t)
are stated, in a more general context, in Section 3 (see in particular Proposition 3.3
and formulas (30), (31), (32), (33) and (36) in Theorem 5).
The proof of Theorem 1 is given in Section 9.
Theorem 2. Suppose that µ has the following decorrelation property: given func-
tions f, g with bounded support, we have
lim
|x|→∞
Covµ(f, τxg) = 0 . (13)
Then, for any local function f , it holds
lim
|x|→∞
µε(τxf) = µ(f) . (14)
The proof of Theorem 2 is given in Section 10.
Under stronger conditions, we can estimate the decay of |µε(τxf)−µ(f)|. To this
aim we fix some notation and terminology. Given x ∈ Zd and ℓ > 0, we introduce
the uniform box B(x, ℓ) = {y ∈ Zd : |x− y|∞ ≤ ℓ}. If x = 0, we simply write B(ℓ).
Definition 2.4. The stationary process dynamic random environment with gener-
ator Lenv and initial distribution µ has finite speed of propagation if there exists a
function α : R+ → R+ vanishing at infinity (i.e. limu→∞ α(u) = 0) and a constant
C > 0 such that ∣∣Eenvµ [XY ]− Eenvµ [X]Eenvµ [Y ]∣∣ ≤ α(d(Λ,Λ′)) (15)
for any pair of random variables X,Y bounded in modulus by one and for any pair
of sets Λ,Λ′ ⊂ Zd, such that (for some t ≥ 0) X is determined by (ηs(x) : 0 ≤
s ≤ t, x ∈ Λ), Y is determined by (ηs(x) : 0 ≤ s ≤ t, x ∈ Λ′), and d(Λ,Λ′) =
min{|x− x′|∞ : x ∈ Λ, x′ ∈ Λ′} ≥ Ct.
The above property is satisfied for example by many interacting particle systems
on Zd, in particular it is fulfilled if the transition rates are bounded and have finite
range, as can be easily checked from the graphical construction (see e.g. [30, Chap.
III, Sec. 6], [31, Sec. 3.3]).
Theorem 3 (Quantitative approximation of µε by µ at infinity). In addition to our
main assumptions, assume the following properties:
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(i) translation invariance of the unperturbed dynamics, i.e. S(t)
(
f◦τx) =
(
S(t)f
)◦
τx, for any local function f , x ∈ Zd and t ≥ 0,
(ii) the stationary process with generator Lenv has finite speed of propagation
with α(u) ≤ e−θu for some θ > 0,
(iii) r, rˆε have finite range, i.e. ∃R > 0 such that r(z, ·) ≡ 0 and rˆε(z, ·) ≡ 0 if
z 6∈ B(R) and such the support of r(z, ·) and rˆε(z, ·) is included in B(R).
Then there exists θ′ > 0 (depending on ε and γ) such that, for any local function
f : Ω→ R, it holds
|µε(τxf)− µ(f)| ≤ C(f, ε, γ)e−θ′|x|∞ , (16)
where C(f, ε, γ) is a finite constant depending only on f, ε, γ.
Remark 2.5. One could prove Theorem 3 without Assumption (i), and also its ana-
logue for different decays in the finite speed propagation property, but the treatment
would become very technical. Hence we have preferred to restrict to the above simpler
case.
The next lemma gives a sufficient condition for Assumption (i) in Theorem 3:
Lemma 2.6. Assume (1) and that the unperturbed random walk is decoupled from
the environment, ı.e. r(y, η) does not depend on η for any y ∈ Zd. Then the as-
sumption in Item (i) of Theorem 3 is satisfied.
The proofs of Theorem 3 and Lemma 2.6 are given in Section 10.
Our next result focuses on gaussian fluctuations of the random walk:
Theorem 4 (Invariance principle for the perturbed walker). (i) Suppose that (4)
holds with n = 2. Then there exists a symmetric non–negative d× d matrix Dε such
that, under
∫
µε(dη)P
(ε)
η,0 , as n→∞ the rescaled process
X
(ε)
nt − v(ε)nt√
n
(17)
converges weakly to a Brownian motion with covariance matrix Dε.
(ii) Suppose in addition that Lenv and Lew are self–adjoint in L2(µ), equivalently
that Lenv is self–adjoint and r satisfies
r(y, η) = r(−y, τyη). (18)
Moreover, assume that (4) holds with n = 4. Then the limiting Brownian motion
has non-degenerate covariance matrix for β(ε) small enough, where3
β(ε) :=
∑
y∈Zd
|y| sup
η
|rˆε(y, η)| . (19)
The proof of Theorem 4 is given in Sections 11 and 12.
3Note that by (8), a small β(ε) implies that ε is small.
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3. L2–perturbation of stationary Markov processes
As already mentioned, the derivation of the results presented in Section 2 is
based - between others - on a perturbative approach. In this section, starting from
the Dyson–Phillips expansion of the Markov semigroup, we derive some results on
perturbations of stationary Markov processes satisfying the Poincare´ inequality. We
will focus on the perturbed invariant distribution, the perturbed Markov semigroup,
the LLN and invariance principle for additive functionals of the perturbed process.
We have stated these results in full generality, while at the beginning of Section
9 we explain how the random walks in dynamic random environments analyzed in
Section 2 fit into this general scheme.
We fix a metric space Ω, which is thought of as a measurable space endowed with
the σ–algebra of its Borel sets. We consider a Markov process with state space Ω and
with ca`dla`g paths in the Skorokhod space D(R+; Ω). We write (ηt)t∈R+ for a generic
path, denote by Pν the law on D(R+; Ω) of the process with initial distribution ν,
and by Eν the associated expectation. If ν = δη , η ∈ Ω, we simply write Pη, Eη.
We suppose the process to have an invariant distribution µ on Ω. Then the family
of operators S(t)f(η) := Eη
[
f(ηt)
]
, t ∈ R+, gives a contraction semigroup in L2(µ),
which is indeed strongly continuous4 in L2(µ) (see Lemma A.2 in Appendix). We
write L for its infinitesimal generator (in L2(µ)) and D(L) for the corresponding
domain. In what follows we denote by ‖ · ‖ the norm in L2(µ) and by µ(f) the
µ–expectation of an arbitrary function f . We assume that L satisfies the Poincare´
inequality, i.e. for some γ > 0
γ‖f‖2 ≤ −µ(fLf) ∀f ∈ D(L) with µ(f) = 0 . (20)
Note that the above Poincare´ inequality is equivalent to the bound (cf. Lemma A.3
in Appendix)
‖S(t)f − µ(f)‖ ≤ e−γt‖f − µ(f)‖ ∀t ≥ 0 , f ∈ L2(µ) . (21)
If µ is reversible w.r.t. L, then (20) corresponds to requiring that L has spectral gap
bounded by γ from below.
Next, for a given fixed parameter ε > 0, we consider a new Markov process on
Ω and call P
(ε)
ν its law on D(R+; Ω) when starting with distribution ν, and E
(ε)
ν
the associated expectation. In the sequel we refer to this new Markov process as
the perturbed process. We introduce a bounded operator Lˆε : L
2(µ) → L2(µ), with
ε := ‖Lˆε‖, and set
Lε := L+ Lˆε , D(Lε) := D(L) . (22)
It is known (cf. [17, Thm. 1.3, Chp. III]) that the operator Lε = L+Lˆε with domain
D(Lε) = D(L) is the generator of a strongly continuous semigroup (Sε(t))t≥0 on
L2(µ). Moreover, it holds Sε(t) = e
tLε , where the exponential of the operator Lε is
defined in [22, Ch. IX, Sec. 4] (cf. Problem 49 in [35][Ch. X]).
We fix our basic assumptions:
Assumption 7. The unperturbed Markov process has invariant and ergodic dis-
tribution µ. The generator L of the L2(µ)–semigroup S(t), t ∈ R+, satisfies the
4Strongly continuous semigroup are often called C0–semigroups
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Poincare´ inequality (20). Moreover, considering the semigroup Sε(·) with generator
Lε = L+ Lˆε and the perturbed Markov process, it holds
Sε(t)f(η) = E
(ε)
η
(
f(ηt)
)
, µ−a.s. , ∀f ∈ Cb(Ω) , (23)
where we denote by Cb(Ω) the space of bounded continuous real functions on Ω.
Remark 3.1. The above ergodicity of µ has to be thought w.r.t. time translations,
i.e. any Borel set A ⊂ D(R+,Ω) which is left invariant by any time translation5 θt
has Pµ–probability equal to 0 or 1. Due to Theorem 6.9 in [41] (cf. also [39, Chapter
IV]), this is equivalent to the following fact: µ(B) ∈ {0, 1} if B is a Borel subset
of Ω such that 1B(η0) = 1B(ηt) Pµ–a.s. for any t ≥ 0. Note that for such a subset
B it holds S(t)1B = 1B µ–a.s.. This observation allows to deduce the ergodicity of
µ from the bound (21), since we assume that S(·) satisfies the Poincare´ inequality.
Hence, the explicit hypothesis of µ ergodic could be removed from Assumption 7.
In the following lemma we discuss a case, useful in applications, where the above
property (23) is fulfilled (the proof is postponed to Section 4). The lemma covers
numerous applications, e.g. interacting particle systems (cf. [30], in particular Chp.
IV.4 there):
Lemma 3.2. Suppose that Ω is compact and that the perturbed Markov process
is Feller on C(Ω) endowed with the uniform norm. Consider the induced Markov
semigroup S˜ε(t), t ∈ R+, on C(Ω): S˜ε(t)f(η) := E(ε)η
(
f(ηt)
)
for f ∈ C(Ω). Call
L˜ε : D(L˜ε) ⊂ C(Ω) → C(Ω) its infinitesimal generator. Suppose that L˜ε has a core
Cε ⊂ D(L˜ε) ∩ D(Lε) such that L˜εf = Lεf for all f ∈ Cε. Then identity (23) is
satisfied.
We recall, cf. [17, Cor. 1.7 and Eq. (IE∗), Chp. III], the so called variation of
parameters formula: for any f ∈ L2(µ) it holds
Sε(t)f = S(t)f +
∫ t
0
S(t− s)LˆεSε(s)fds
= S(t)f +
∫ t
0
Sε(s)LˆεS(t− s)fds ,
(24)
where the above integrals have to be understood in L2(µ).
Given t ≥ 0 we define iteratively the operators S(n)ε (t) as
S(0)ε (t) := S(t), S
(n+1)
ε (t) :=
∫ t
0
S(t− s)LˆεS(n)ε (s)ds =
∫ t
0
S(n)ε (s)LˆεS(t− s)ds .
(25)
The equivalence of the two forms of S
(n+1)
ε in (25) can be checked by induction (see
[4, App. A]). As explained in [17, Chp. III], S
(n)
ε (·) is a continuous function from R+
to the space L(L2(µ)) of bounded operators in L2(µ). Moreover, the Dyson–Phillips
expansion holds:
Sε(t) =
∞∑
n=0
S(n)ε (t) , t ≥ 0 , (26)
where the series converges in the operator norm of L(L2(µ)), even uniformly as t
varies in a bounded interval.
5Time translation θt : D(R+,Ω) → D(R+,Ω) is defined as (θtη)s := ηt+s.
12 RANDOM WALKS IN DYNAMIC RANDOM ENVIRONMENTS VIA L2–PERTURBATIONS
By means of the Poincare´ inequality, we can derive more information on the
Dyson–Phillips expansion and on the semigroup (Sε(t))t≥0:
Proposition 3.3 (Dyson–Phillips expansion). Let ε < γ, for any f ∈ L2(µ) and
t ≥ 0 it holds
‖Sε(t)f −
k−1∑
n=0
S(n)ε (t)f‖ ≤ (ε/γ)k
(
2γ
γ − ε
)
‖f − µ(f)‖ , ∀k ≥ 1. (27)
The above proposition is proven in Section 5.
Theorem 5 (Invariant measure). Let Assumption 7 be satisfied and let ε < γ. Then
there exists a probability measure µε on Ω with the following properties:
(i) Consider the perturbed Markov process with initial distribution ν absolutely
continuous w.r.t. µ. Then its distribution at time t weakly converges to µε as
t→∞.
(ii) For each f ∈ L2(µ) it holds
µε(f) = µ(f) +
∞∑
n=0
∫ ∞
0
µ
(
LˆεS
(n)
ε (s)f
)
ds , (28)
where ∫ ∞
0
∣∣µ(LˆεS(n)ε (s)f)∣∣ds ≤ (ε/γ)n+1‖f − µ(f)‖ . (29)
Moreover, for t ≥ 0, the following estimates hold:
‖Sε(t)f − µ(Sε(t)f)‖ ≤ e−(γ−ε)t‖f − µ(f)‖ , (30)∣∣µ(Sε(t)f)− µε(f)∣∣ ≤ ε
γ − εe
−(γ−ε)t‖f − µ(f)‖ , (31)
|µε(f)− µ(f)| ≤ ε
γ − ε‖f − µ(f)‖ . (32)
(iii) µε is the unique distribution which is both absolutely continuous w.r.t. µ and
invariant for the perturbed Markov process. The Radon–Nykodim derivative
hε := dµε/dµ belongs to L
2(µ) and admits the expansion6
hε = 1+
∞∑
n=1
∫ ∞
0
H(n)ε (t)1dt, (33)
where H
(n)
ε (t) := [S
(n−1)
ε (t)]∗Lˆ∗ε, n ≥ 1, are bounded operators on L2(µ) satis-
fying the recursion:
H(n+1)ε (t) =
∫ t
0
dsH(n)ε (s)S
∗(t− s)Lˆ∗ε =
∫ t
0
ds S∗(t− s)Lˆ∗εH(n)ε (s). (34)
Moreover, it holds ‖hε − 1‖ ≤ εγ−ε .
(iv) Suppose that for any t > 0 and for any measurable B ⊂ Ω it holds
µ
({η ∈ Bc : P(ε)η (ηt ∈ B) = 0 and Pη(ηt ∈ B) > 0}) = 0 . (35)
Then also µ is absolutely continuous w.r.t. µε.
6We denote by A∗ the adjoint of the operator A on L2(µ)
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(v) For any f ∈ L∞(µ) it holds
‖Sε(t)f − µε(f)‖ε ≤
( γ
γ − ε
)3/2
e−
γ−ε
2
t‖f − µ(f)‖∞ , t ≥ 0 , (36)
where ‖ · ‖ε, ‖ · ‖∞ denote the norm in L2(µε) and L∞(µ) respectively.
(vi) µε is ergodic w.r.t. time–translations, as in Remark 3.1.
The proof of the above theorem is given in Section 6
Remark 3.4. Theorem 5 presents some intersection with [28, Thm. 2.2 and Thm.
4.1]. There the authors consider also unbounded perturbations satisfying some sec-
tor condition and the analysis is not based on the Dyson–Phillips expansion. In
particular, in [28] the content of Theorem 5–(i) is obtained only for ν ≪ µ with
dν/dµ ∈ L2(µ) (while here the last condition is absent). The existence of a unique
invariant distribution µε ≪ µ for the perturbed process is obtained also in [28] and
our expansion (33) is equivalent to the expansion (4.5) in [28], see [4, Appendix
B] for more details. In Theorem 5 we have collected information on the exponen-
tial convergence of semigroups (which is relevant to get the invariance principle in
Proposition 3.6), while in [28] the exponential convergence of densities is derived.
Remark 3.5. Let hε be the Radon–Nykodim derivative of µε w.r.t. µ. Let A ⊂ Ω
be a Borel set such that µε(A) = 0. Since 0 = µε(A) = µ(A) + µ((hε − 1)1A), we
have µ(A) = µ((1− hε)1A) ≤ ‖1− hε‖µ(A)1/2. Hence, by Theorem 5-(iii)
µε(A) = 0 ⇒ µ(A) ≤ ε2/(γ − ε)2 . (37)
This implies that any property that holds µε–a.s. holds also µ–a.s. if µ ≪ µε and
anyway, in the general case, holds for all η ∈ Ω with exception of a set of µ–measure
bounded by ε2/(γ − ε)2.
We now concentrate on additive functionals for the perturbed process. As an
immediate consequence of Birkhoff ergodic theorem, Theorem 5 and (37) in Remark
3.5, we get:
Corollary 1 (Law of large numbers). Let Assumption 7 be satisfied, let ε < γ and
let f : Ω → R be a measurable function, nonnegative or in L1(µε) (e.g. bounded or
in L2(µ)). Then
lim
t→∞
1
t
∫ t
0
f(ηs) = µε(f) , P
(ε)
η − a.s. (38)
for µε–a.e. η (recall Remark 3.5).
We conclude this general part with an invariance principle:
Proposition 3.6 (Invariance principle for additive functionals). Suppose that Ω is
a Polish space and that the perturbed process on Ω is Feller. Let Assumption 7 be
satisfied, let ε < γ and let f : Ω → R be a function in Cb(Ω). Given n ∈ N, define
the process
B
(n)
t (f) :=
∫ nt
0
f(ηs)− µε(f)√
n
ds , t ∈ R+ .
Then there exists a constant σ2 ≥ 0 such that under P(ε)µε the process
(
B
(n)
t
)
t∈R+
weakly converges to a Brownian motion with diffusion coefficient σ2.
Proposition 3.6 is proved in Section 7, where a characterization of σ2 is given.
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4. Proof of Lemma 3.2
We first note that the semigroup S˜ε(t) is well defined since C(Ω) = Cb(Ω) due
to compactness. Let us prove the lemma. We claim that D(L˜ε) ⊂ D(Lε) and that
L˜εf = Lεf for all f ∈ D(L˜ε). To prove our claim fix f ∈ D(L˜ε). By definition
of core, there exists fn ∈ Cε with fn ‖·‖∞→ f and L˜εfn ‖·‖∞→ L˜εf . The convergence
holds also in L2(µ), while by assumption fn ∈ Cε ⊂ D(Lε) and L˜εfn = Lεfn.
Using that the operator Lε is closed in L
2(µ) (being an infinitesimal generator),
we get that necessarily f ∈ D(Lε) and L˜εf = Lεf , thus proving our claim. Let
again f ∈ D(L˜ε). Then (cf. [17, Lemma 1.3, Chapter 2]) S˜ε(t)f ∈ D(L˜ε). By
the above claim we get that S˜ε(t)f ∈ D(Lε) and LεS˜ε(t)f = L˜εS˜ε(t)f . Since
(cf. [17, Lemma 1.3, Chapter 2]) limδ→0
S˜ε(t+δ)−S˜ε(t)
δ f = L˜εS˜ε(t)f = LεS˜ε(t)f in
uniform norm, the same must hold in L2(µ) (if t = 0, the above limit has to be
taken with δ ↓ 0). Collecting the above observations we get that the function
ϕ(t) : [0,+∞) ∋ t 7→ S˜ε(t)f ∈ L2(µ) has values in D(Lε) and satisfies the Cauchy
problem ϕ′(t) = Lεϕ(t), ϕ(0) = f , where ϕ′(0) has to be thought as right derivative.
Since also the function ϕ¯(t) : [0,+∞) ∋ t 7→ Sε(t)f ∈ L2(µ) satisfies the same
properties, by the uniqueness of the solution of the Cauchy problem (cf. [22, end of
page 483]) we conclude that S˜ε(t)f = Sε(t)f , i.e. we get (23) for f ∈ D(L˜ε). To
extend (23) to any f ∈ C(Ω) its enough to take fn ∈ D(L˜ε) with ‖f − fn‖∞ → 0.
Then also ‖f − fn‖ → 0. At this point it is enough to take the limit n→∞ in the
identity S˜ε(t)fn = Sε(t)fn and use that S˜ε(t) is a bounded operator in C(Ω), while
Sε(t) is a bounded operator in L
2(µ).
5. Preliminary estimates on Dyson–Philipps expansion
In this section we prove Proposition 3.3 and the bound in (30). Let us first state a
simple remark (whose proof is omitted since standard) that will be frequently used:
Remark 5.1. Since µ is a stationary distribution for the unperturbed process and
the Poincare´ inequality (21) is satisfied, we have that (i) S(t)f = f for all t ≥ 0 iff
f is a constant function, (ii) 0 is a simple eigenvalue of L, (iii) µ(S(t)f) = µ(f)
for any f ∈ L2(µ). Moreover, since Lε is a Markov generator, it must be Lˆεf = 0
for f constant.
In the next proposition, by means of the Poincare´ inequality, we improve known
general bounds concerning the Dyson–Phillips expansion. In what follows, given
f ∈ L2(µ), we abbreviate (recall (25)) :
gn(t) := S
(n−1)
ε (t)f, for any n ≥ 1, (39)
so that the Dyson–Phillips expansion in equation 26 reads as
Sε(t)f =
∞∑
n=1
gn(t) , f ∈ L2(µ) . (40)
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Proposition 5.2. For each f ∈ L2(µ) and n ≥ 1 it holds
‖gn(t)− µ(gn(t))‖ ≤ e−γt (εt)
n−1
(n − 1)!‖f − µ(f)‖ , (41)
|µ(Lˆεgn(t))| ≤ εe−γt (εt)n−1
(n− 1)!‖f − µ(f)‖ , (42)
|µ(gn+1(t))| ≤ (ε/γ)n‖f − µ(f)‖ . (43)
Moreover, µ(g1(t)) = µ(f) and, for each n ≥ 1,
lim
t→∞µ(gn+1(t)) =
∫ ∞
0
µ
(
Lˆεgn(s)
)
ds , (44)
the integral being well posed due to (42). More precisely, it holds∣∣µ(gn+1(t))− ∫ ∞
0
µ
(
Lˆεgn(s)
)
ds
∣∣ ≤ ‖f − µ(f)‖∫ ∞
t
εe−γs
(εs)n
n!
ds . (45)
Proof. To prove (41) we bound
‖gn+1(t)− µ(gn+1(t))‖ =
∥∥∫ t
0
S(t− s)Lˆεgn(s)ds− µ
(∫ t
0
S(t− s)Lˆεgn(s)ds
)∥∥
≤
∫ t
0
∥∥S(t− s)Lˆεgn(s)− µ(S(t− s)Lˆεgn(s))∥∥ds
≤
∫ t
0
e−γ(t−s)
∥∥Lˆεgn(s)− µ(Lˆεgn(s))∥∥ds ≤ ∫ t
0
e−γ(t−s)
∥∥Lˆεgn(s)∥∥ds
=
∫ t
0
e−γ(t−s)
∥∥Lˆε(gn(s)− µ(gn(s)))∥∥ds ≤ ∫ t
0
e−γ(t−s)
∥∥Lˆε∥∥∥∥gn(s)− µ(gn(s))∥∥ds,
where the second inequality follows from Item (iii) in Remark 5.1 and from the L2–
exponential decay (21), the third one uses that ‖f −µ(f)‖ ≤ ‖f‖ for any f ∈ L2(µ).
With this established, we can check (41) inductively, noticing that for n = 1, the
inequality is just a consequence of the L2–exponential decay (21) and Item (iii) in
Remark 5.1.
To prove (42), by Remark 5.1 we can bound |µ(Lˆεgn(s))| by |µ(Lˆε(gn(s)−µ(gn(s)))| ≤
‖Lˆε‖‖gn(s)− µ(gn(s))‖. At this point the thesis follows from (41).
To prove (43) we write µ(gn+1(t)) as
∫ t
0 µ(Lˆεgn(s))ds. By (42) the last integral
can be bounded by ε
n
(n−1)!‖f − µ(f)‖
∫∞
0 e
−γssn−1ds, thus leading to (43).
The identity µ(g1(t)) = µ(f) follows from Remark 5.1. As in the proof of (42),∫∞
t
∣∣µ(Lˆεgn(s))∣∣ds ≤ ∫∞t dsε e−γs (εs)n−1(n−1)! ‖f − µ(f)‖, which goes to zero as t → ∞.
Hence, µ(gn+1(t)) has limit (44), which is finite, and also (45) holds. 
We have now the tools to prove some assertions of Section 3:
Proof of Prop. 3.3 and (30). Due to (41) and (43) we can bound the l.h.s. of (27)
by
‖f − µ(f)‖{ ∞∑
n=k
e−γt
(γt)n
n!
(ε/γ)n +
∞∑
n=k
(ε/γ)n
} ≤ ‖f − µ(f)‖2 ∞∑
n=k
(ε/γ)n ,
thus leading to (27).
Due to the Dyson–Phillips expansion, we can bound ‖Sε(t)f − µ(Sε(t)f)‖ by∑
n≥1 ‖gn(t)− µ(gn(t))‖, and (30) follows immediately from (41). 
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6. Proof of Theorem 5
Let us denote by Γ(f) the r.h.s. of (28). We first observe that by (42) the integral
and series in the r.h.s. of (28) are absolutely convergent, hence Γ(f) is well defined.
Moreover, always by (42), we get |Γ(f)| ≤ (γ/(γ − ε))‖f‖.
Due to the Dyson–Phillips expansion, it holds µ(Sε(t)f) =
∑
n≥1 µ(gn(t)). Hence,
one easily derives (31) with µε(f) replaced by Γ(f) from (45). As a byproduct with
(30) proved at the end of Section 5, we conclude that
lim
t→∞ ‖Sε(t)f − Γ(f)‖ = 0 , f ∈ L
2(µ) . (46)
6.1. Proof of Item (i). Consider now the perturbed Markov process with initial
distribution ν as in Item (i) and call ν
(t)
ε its distribution at time t. Take f ∈ Cb(Ω).
We claim that
ν(t)ε (f) = µ
(dν
dµ
E
(ε)
· (f(ηt))
)
= µ
(dν
dµ
Sε(t)f
)
−→
t→∞ Γ(f) , f ∈ Cb(Ω) . (47)
(note that the first identity is trivial, while the second follows from (23)). To this
aim it is enough to prove this equivalent claim: for any diverging sequence tn ր
∞ there exists a subsequence tnk such that µ
(
dν
dµ [Sε(tnk)f − Γ(f)]
)
→ 0 as k →
∞. Since Sε(tn)f − Γ(f) → 0 in L2(µ), there exists a subsequence tk such that
Sε(tnk)f − Γ(f) → 0 µ–a.s.. Hence |Sε(tnk)f − Γ(f)| is a function bounded by
(1 + γ/(γ − ε))‖f‖∞ (recall (23)) and converging to zero µ–a.s.. The equivalent
claim then follows by the dominated convergence theorem.
We know that Γ : L2(µ)→ L2(µ) is a bounded linear operator. By Riesz represen-
tation theorem, there exists hε ∈ L2(µ) such that Γ(f) = µ(hεf) for each f ∈ L2(µ).
We observe that hε ≥ 0 µ–a.s. since Γ(f) ≥ 0 for any f ∈ Cb,+(Ω) (cf. Lemma A.1-
(ii)). Let us define the nonnegative measure µε as dµε = hεdµ. By (47) we conclude
that µε(1) = 1, hence µε is a probability measure. Using that Γ(f) = µε(f), by (47)
we get Item (i).
6.2. Proof of Item (ii). Since µε(f) = Γ(f), by the definition of Γ(f) we get (28).
We have already proved (30) at the end of Section 5, while at the beginning of this
section we have shown that (31) holds with Γ(f) instead of µε(f). Since these two
values are indeed equal, we get (31) and therefore Item (ii). (29) and (32) are a
simple consequence of (28) and (42).
6.3. Proof of Item (iii). By construction, µε ≪ µ with Radon–Nikodym deriv-
ative hε. By (46) and since Γ(f) = µ(hεf) = µε(f) for any f ∈ L2(µ), we have
that µε(f) = limt→∞ µε(Sε(t)f) for any f ∈ Cb(Ω). Taking f := Sε(s)g and af-
terwards f := g and using the semigroup property Sε(t + s)g = Sε(t)Sε(s)g, we
conclude that µε(Sε(s)g) = µε(g) for any g ∈ Cb(Ω). By Assumption 7 this implies
that µε
(
E
(ε)
· [g(ηs)]
)
= µε(g) for any g ∈ Cb(Ω), hence the invariance of µε for the
perturbed Markov process. The uniqueness assertion follows from Item (i).
To derive the expansion (33), note first that for n ≥ 0, and any f ∈ L2(µ), we
have
µ
(
LˆεS
(n)
ε (s)f
)
= µ
((
[S(n)ε (s)]
∗Lˆ∗ε1
)
f) =: µ
((
H(n+1)ε (s)1
)
f), (48)
and the recursions in (34) easily follow. By (42) and (48), we then get ‖H(n)ε (s)1‖ ≤
εe−γs (εs)
n
n! . It then follows that the integrals and the series in the r.h.s. of (33) are
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absolutely convergent in L2(µ), and therefore, by (28) and (48), the expansion (33)
holds.
From (33) and the bound ‖H(n)ε (s)1‖ ≤ εe−γs (εs)
n
n! we get ‖hε − 1‖ ≤ εγ−ε .
6.4. Proof of Item (iv). Some of the ideas are taken from [28][Sec. 3.1.2] although
we show that some assumptions there can indeed be avoided.
We know that µε ≪ µ (see Item (vi)). We call Aε the µ–support of hε =dµε/dµ.
We only need to prove that µ(Acε) = 0. By stationarity of µε w.r.t. the perturbed
dynamics, we have
0 = µε(A
c
ε) = µε
(
Sε(t)1Acε
)
=
∫
µ(dη)hε(η)P
(ε)
η [ηt ∈ Acε] . (49)
Hence, µ
({η ∈ Aε : P(ε)η [ηt ∈ Acε] > 0}) = 0. By condition (35) we conclude
that µ
({η ∈ Aε : Pη[ηt ∈ Acε] > 0}) = 0. This implies that the function η 7→
Pη
[
ηt ∈ Acε
]
= S(t)1Acε(η) ∈ [0, 1] is zero on Aε µ–a.s., hence 0 ≤ S(t)1Acε ≤ 1Acε
µ–a.s.. Suppose by absurd that µ({η : S(t)1Acε(η) < 1Acε(η)}) > 0. Then we would
conclude that µ(S(t)1Acε) < µ(1Acε), in contradiction with the stationarity of µ w.r.t.
S(t). Hence, it must be S(t)1Acε = 1Acε µ–a.s.. Since this holds for each t, by the
ergodicity of µ we conclude that µ(Acε) ∈ {0, 1}. If µ(Acε) = 1, then hε ≡ 0 µ–a.s.,
while µ(hε) = 1. It remains the case µ(A
c
ε) = 0, which implies that µ≪ µε.
6.5. Proof of Item (v). Let Cb,+(Ω) := {f ∈ Cb(Ω) : f ≥ 0} and L2+(Ω) :=
{f ∈ L2(µ) : f ≥ 0 µ–a.s.}. By Assumption 7 we have Sε(t)f ≥ 0 µ–a.s. for
any f ∈ Cb,+(Ω). Since Cb,+(Ω) is ‖ · ‖–dense in L2+(Ω), as immediate consequence
of Lemma A.1-(i), we conclude that Sε(t)f ≥ 0 µ–a.s. for any f ∈ L2+(µ). Since
‖f‖∞ − f ∈ L2+(µ) and Sε(t)‖f‖∞ = ‖f‖∞, we then conclude that Sε(t)f ≤ ‖f‖∞
µ–a.s. for any f ∈ L∞(µ). By applying the last bound to −f , we get |Sε(t)f | ≤ ‖f‖∞
µ–a.s. for any f ∈ L∞(µ).
The above considerations and Schwarz inequality imply for any f ∈ L∞(µ) that
‖Sε(t)f − µε(f)‖2ε = µε(|Sε(t)f − µε(f)|2) ≤ ‖f − µε(f)‖∞µ(hε|Sε(t)f − µε(f)|)
≤ ‖f − µε(f)‖∞‖hε‖ · ‖Sε(t)f − µε(f)‖ .
(50)
By (32) in Item (ii) we have ‖f − µε(f)‖∞ ≤ ‖f − µ(f)‖∞ + |µ(f) − µε(f)| ≤
γ
γ−ε‖f − µ(f)‖∞. By Item (iii) we have ‖hε‖ ≤ γ/(γ − ε) and by Item (ii) we have
‖Sε(t)f − µε(f)‖ ≤ [γ/(γ − ε)]e−(γ−ε)t‖f − µ(f)‖. Hence the conclusion.
6.6. Proof of Item (vi). Recall Remark 3.1. Let B ⊂ Ω be a Borel set satisfying
1B(ηt) = 1B(η0) P
(ε)
µε –a.s. for all t ≥ 0. By Lemma A.47 we then have Sε(t)1B = 1B
µε–a.s.. Then, by (36), we conclude that 1B = µε(B) µε–a.s., thus implying that
µε(B) ∈ {0, 1}.
7. Proof of the invariance principle in Proposition 3.6
Given h ∈ L2(µε), we introduce the functional At(h) =
∫ t
0 h(ηs)ds defined on the
path space D(R+,Ω). By Schwarz inequality and stationarity of µε for the perturbed
7In the proof of Lemma A.4 we use Theorem 5 but not Item (vi).
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process, we can bound
‖At(h)‖L2(P(ε)µε ) = E(ε)µε [At(h)2]1/2 ≤ t‖h‖ε . (51)
The family of operators Sε(t)h(η) := E(ε)η
[
h(ηt)
]
, t ∈ R+, is a well defined strongly
continuous contraction semigroup in L2(µε) for t ∈ R+ (see Lemma A.2 and its
proof). We write Lε : D(Lε) ⊂ L2(µε) → L2(µε) for its infinitesimal generator. Do
not confuse the above operators Sε(t),Lε with the previously defined Sε(t), Lε which
live in L2(µ). On the other hand, by (23), given h ∈ Cb(Ω) it holds Sε(t)h = Sε(t)h
µ–a.s. and therefore µε–a.s. (since µε ≪ µ).
Let f ∈ Cb(Ω), as in the theorem. Since along the proof ε is fixed, at cost of
replacing f by f − µε(f) we assume that µε(f) = 0. Due to (36) and the previous
observations, we can bound∫ ∞
0
‖Sε(t)fdt‖ε =
∫ ∞
0
‖Sε(t)fdt‖ε =: κ <∞ . (52)
Hence, g :=
∫∞
0 Sε(t)fdt is a well defined element of L2(µε). Since Sε(r)g − g =
− ∫ r0 Sε(t)fdt and since Sε(t)f → f in L2(µε) as t ↓ 0, by definition of infinitesimal
generator we get that g ∈ D(Lε) and −Lεg = f .
As a consequence we can write At(f) =Mt +Rt, where
Mt := g(ηt)− g(η0)−
∫ t
0
Lεg(ηs)ds , (53)
Rt := −g(ηt) + g(η0) . (54)
By (52), we get that
‖Rt‖L2(P(ε)µε ) ≤ 2κ . (55)
In what follows, we apply the invariance principle for martingales as stated in [27,
Thm. 2.29, Chp. 2], which holds for ca`dla`g martingales w.r.t. filtrations satisfying
the usual conditions. To this aim, we take the augmented filtration (F¯t)t≥0 w.r.t.
P
(ε)
µε of the natural filtration (Ft)t≥0, where Ft := σ(ηs : 0 ≤ s ≤ t) [23, Chp.
2]. Since we have assumed that the perturbed process is Feller, then this filtration
satisfies the usual condition w.r.t. P
(ε)
µε [23][Prop. 7.7, Chp. 2]. It is known (cf. [27,
Chp. 2] that (Mt)t≥0 is a martingale w.r.t. the augmented filtration (F¯t)t≥0. Below
we work with the ca`dla`g modification of (Mt)t≥0 (cf. [23, Thm. 3.13, Chp. 1]), that
we still call Mt with some abuse of notation.
We split the rest of the proof in two parts. First we show an invariance principle
for the martingale Mt, afterwards we prove that the rest Rt is negligible (cf. Lemma
7.1 and Lemma 7.2).
Lemma 7.1. For any t ≥ 0, define M (n)t := Mnt√n , n ∈ N. Then, under P
(ε)
µε , the
rescaled process (M
(n)
t )t∈R+ weakly converges to a Brownian motion with diffusion
constant σ2 := E
(ε)
µε (M
2
1 ) ≥ 0.
Proof. The martingale Mt is square integrable w.r.t. P
(ε)
µε . According to [27, Thm.
2.29, Chp. 2] we only need to prove that 〈M〉k/k converges to E(ε)µε (M21 ) both P(ε)µε –
a.s. and in L1(P
(ε)
µε ). To this aim we write 〈M〉k =
∑k−1
j=0(〈M〉j+1 − 〈M〉j) and we
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point out (cf. [27, chp.2]) that
〈M〉j+1 − 〈M〉j = 〈M〉1 ◦ θj P(ε)µε –a.s..
Moreover, we have E
(ε)
µε
(〈M〉1) = E(ε)µε (M21 ) <∞.
At this point the thesis follows from the a.s and the L1–Birkhoff ergodic theorem
and the ergodicity of P
(ε)
µε w.r.t. time translations. 
In the following lemma we give a bound to control the trajectories of the error
Rt (cf. (54)). The proof of the lemma is based on a simple block-decomposition
argument in the spirit of [33].
Lemma 7.2. We have
lim
T→∞
supt≤T |Rt|√
T
= 0 in P(ε)µε –probability . (56)
Since, as shown in (53), we can write B
(n)
t (f) = M
(n)
t +
Rtn√
n
, Proposition 3.6
follows from Lemma 7.1 and Lemma 7.2.
Proof of Lemma 7.2. Given a positive integer j, let mj := ⌈j4/5⌉ and ℓj = ⌈j1/5⌉.
Consider the partition of the time interval [0, j] in mj sub–intervals I
j
k := [klj , (k +
1)lj), k = 0, . . . ,mj − 1, of measure ℓj (for simplicity of notation we assume that
mjℓj = j). From the decomposition At(f) =Mt +Rt we can bound
sup
t≤j
|Rt| ≤ max
k=0,1,...,mj
|Rkℓj |+ max
k=0,1,...,mj−1
sup
u∈Ij
k
|Au(f)−Akℓj(f)|
+ max
k=0,1,...,mj−1
sup
u∈Ij
k
|Mu −Mkℓj | =: C1,j + C2,j + C3,j
(57)
• Step 1. We first control the term
C3,j := max
k=0,1,...,mj−1
sup
u∈Ij
k
|Mu −Mkℓj | .
Due to Lemma 7.1 and the fact that for standard Brownian motion Wt, and any
C, T > 0, it holds P (supt≤T |Wt| ≥ C) ≤ exp{−C2/2T}, we have limj→∞ P(ε)µε (C3,j >
δ
√
j) = 0.
• Step 2. Let us now consider the term C1,j := maxk=0,1,...,mj |Rkℓj |. By a union
bound, Markov inequality and the uniform bound in (55), for any δ > 0, we can
estimate
P
(ε)
µε
(
max
k=0,1,...,mj
|Rkℓj | ≥ δ
√
j
)
≤ 4κ
2mj
δ2j
= O(j−1/5) , (58)
• Step 3. We control the remaining term
C2,j := max
k=0,1,...,mj−1
sup
u∈Ij
k
|Au(f)−Akℓj(f)| .
First we observe that
|Au(f)−Akℓj(f)| ≤
∫
Ij
k
|f(ηs)|ds , ∀u ∈ Ijk, k ≤ mj − 1.
Thus the event {C2,j ≥ δ
√
j} is contained in the event Bj defined as
Bj :=
{
max
k=0,1,...,mj−1
∫
Ij
k
|f(ηs)|ds ≥ δ
√
j
}
.
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Using a union bound and stationarity, we have
P
(ε)
µε (Bj) ≤ mjP(ε)µε
( ∫
Ij0
|f(ηs)|ds ≥ δ
√
j
)
.
Since f is bounded, we can write
P
(ε)
µε (Bj) ≤
mj
δ3j3/2
E
(ε)
µε
[(∫ ℓj
0
|f(ηs)|ds
)3]
≤ c(f) mjℓ
3
j
δ3j3/2
= O(j−1/10), (59)
with c(f) being a positive constant depending only on f .
We can now conclude the proof. We consider a generic T ≥ 1 and let j be such
that j ≤ T < j + 1. Since
supt≤T |Rt|√
T
≤ supt≤j+1 |Rt|√
j + 1
√
j + 1√
j
.
from (57), the arbitrariness of δ together with the three steps above, we get
lim
T→∞
P
(ε)
µε
(
T−1/2 sup
t≤T
|Rt| ≥ δ
)
= 0
for any δ > 0, and therefore the thesis. 
Remark 7.3. The above proof is an extension to the non–reversible case of the clas-
sic Kipnis–Varadhan approach. Lemma 7.1 is standard, but the control of the rest
Rt provided in Lemma 7.2 does not follow from the estimates in [25] (note in par-
ticular that Lemma 1.4 there requires reversibility). We mention that an alternative
strategy in the non–reversible setting is given by [27, Thm. 2.32, Chp. 2], which on
the other hand would require additional assumptions on the Markov process.
8. A coupling
In this section we describe a coupling between the dynamic random environment,
the unperturbed random walk and the perturbed random walk. To this aim we
define λ := supη
∑
y∈Zd
(
r(y, η) + max{0, rˆε(y, η)}
)
, which is finite due to (4) in
Assumption 3. For each η ∈ Ω we fix two partitions
[0, 1] =
(∪y∈ZdI(y, η)) ∪ J(η) , [0, 1] = (∪y∈ZdIε(y, η)) ∪ Jε(η) ,
where I(y, η), J(η), Iε(y, η), Jε(η) are Borel sets such that
|I(y, η)| = r(y, η)/λ , |Iε(y, η)| = rε(y, η)/λ ,
|I(y, η) ∩ Iε(y, η)| =
[
r(y, η) + min{0, rˆε(y, η)}
]
/λ
(above |I| denotes the measure of the set I). The above partitions are chosen with
the property that the characteristic function (a, η) 7→ 1 (a ∈ I(y, η)) is measurable
for any y ∈ Zd, where (a, η) ∈ [0, 1] × Ω. The same must be valid for Iε(y, η).
Let Penvη be the law of the dynamic random environment, i.e. the process with
generator Lenv starting at η. We denote by (σt)t∈R+ a generic trajectory of this
process. We build a Poisson point process T := {t1 < t2 < · · · } ⊂ R+ with intensity
λ on a suitable probability space with probability measure PPoisson. We then build
a sequence U := (Uk)k≥1 of i.i.d. uniform variables taking value in [0, 1] on another
probability space with probability measure P uniform. We then consider the product
probability space with probability measure Pη := Penvη ⊗ PPoisson ⊗ P uniform.
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We now consider the function F
(
(σt)t∈R+ ,T ,U
)
with value in D(R+;Z
d) associ-
ating with (σt)t∈R+ , T = {t1 < t2 < · · · }, U = (Uk)k≥1 the path (xt)t∈R+ defined as
follows. We set xs = 0 for all s ∈ [0, t1). Suppose in general that xt has been defined
for any t ∈ [0, tk), with jump times t1, t2 . . . , tk−1. Set z := xtk− and ζ := σtk−. If
Uk ∈ I(y, τzζ) for some y ∈ Zd, then we set xt := z + y for any t ∈ [tk, tk+1), other-
wise set xt := z for any t ∈ [tk, tk+1). Since limn→∞ tn = ∞ Pη–a.s., the definition
of F is well posed Pη–a.s.. By construction, sampling
(
(σt)t∈R+ ,T ,U
)
according
to Pη, the random path
(
(σt)t∈R+ , F
(
(σt)t∈R+ ,T ,U
))
is the joint Markov process
given by the dynamic random environment and the unperturbed random walk. In
particular, sampling
(
(σt)t∈R+ ,T ,U
)
according to Pη, the random path τF (t)σt has
law Pη, where F (t) stands for the process F
(
(σt)t∈R+ ,T ,U
)
evaluated at time t. If
in the above definitions, we replace “Uk ∈ I(y, τzζ)” by “Uk ∈ Iε(y, τzζ)”, we get a
new function Fε and, sampling
(
(σt)t∈R+ ,T ,U
)
according to Pη , the random path
τFε(t)σt has law P
(ε)
η .
In the sequel, we denote by Eη the expectation corresponding to Pη, and we adopt
the convention that (Xt)t≥0 := F
(
(σt)t∈R+ ,T ,U
)
denotes the walker process in
the unperturbed setting, while (X
(ε)
t )t≥0 := Fε
(
(σt)t∈R+ ,T ,U
)
refers to the walker
process in the perturbed setting. Given ν probability measure on Ω we define Pν :=∫
ν(dη)Pη and we write Eν for the expectation w.r.t. Pν .
9. Proof of Theorem 1 (asymptotic stationary state and velocity)
9.1. Connection with L2–perturbation of Markov processes discussed in
Section 3. The operator Lenv : D(Lenv) ⊂ L2(µ) → L2(µ) is the closure in L2(µ)
of the Markov generator Lenv : D(Lenv) ⊂ C(Ω)→ C(Ω), shortly
(
Lenv,D(Lenv)
)
=(Lenv,D(Lenv)) (see e.g. the proof of [30, Prop.4.1, Chp.IV]). Recall the definition
(7) of the operator Lˆε and set Ljumpsf :=
∑
y∈Zd r(y, η)
[
f(τyη)− f(η)
]
. As done for
Lˆε, one can easily prove that Ljump is a bounded operator on L
2(µ).
Due to the previous observations, the L2(µ)–generator Lew of the environment
seen by the unperturbed walker is the closure of the associated C(Ω)–generator
Lenv + Ljump with domain D(Lenv). In particular, we have
Lewf = Lenvf + Ljumpf , f ∈ D(Lew) = D(Lenv) . (60)
We introduce the operator L
(ε)
ew : D(L(ε)) ⊂ L2(µ)→ L2(µ)defined as
L(ε)ew := Lew + Lˆε , D(L(ε)ew) := D(Lew) = D(Lenv) . (61)
As already observed
(
Lenv,D(Lenv)
)
is the closure in L2(µ) of
(Lenv,D(Lenv)).
From this property it is simple to check that (L
(ε)
ew ,D(L(ε)ew)) is the closure in L2(µ)
of the C(Ω)–generator (Lenv + Ljump + Lˆ(ε),D(Lenv)) of the Feller process given by
the environment seen by the perturbed walker (cf. Assumption 4). Recall that Sε(t)
denotes the semigroup in L2(µ) generated by L
(ε)
ew . By applying Lemma 3.2 with
Cε := D(Lenv), we get that Sε(t) satisfies the identity (23).
Due to the following proposition, we are in the setting of Section 3. Indeed,
the unperturbed Markov process in Section 3 is the environment viewed from the
unperturbed walker Xt, and L
(ε)
ew can be thought of as the perturbed form of Lew:
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Proposition 9.1. Assumption 7 is satisfied when the operators L
(ε)
ew and Lew play
the role of Lε and L in (22), respectively.
Proof. By Assumption 5, µ is stationary for the environment seen by the unper-
turbed walker. For what concerns the Poincare´ inequality, we observe that for any
f ∈ D(Lew) it holds
− (f, Lewf)µ = −(f, Lenvf)µ − (f, Ljumpf)µ ≥ −(f, Lenvf)µ ≥ γ Varµ(f) , (62)
since
−(f, Ljumpsf)µ = 1
2
∑
y
∫
µ(dη)
r(y, η) + r(−y, τyη)
2
[f(τyη)− f(η)]2 ≥ 0 .
Due to Remark 3.1, µ is ergodic for the unperturbed environment viewed from the
walker. Finally, as already pointed out, identity (23) is satisfied. 
Having Theorem 5, Proposition 9.1 and Proposition 5.2, Items (i) and (iv) of
Theorem 1 become trivial (for Item (iv) apply in particular (28) and (42)). Below
we prove Items (ii) and (iii).
9.2. Proof of Theorem 1–(ii). By Item (i) we know that µε ≪ µ. We prove
that µ ≪ µε by means of the criterion given in Theorem 5–(iv). Fix η ∈ Ω, t > 0
and B ⊂ Ω measurable. Recall (cf. Section 3) that P(ε)η [Pη] is the law of the
environment viewed from the perturbed [unperturbed] walker, and Penvη is the law of
the dynamic environment. Given t = (t1, t2, . . . , tk) with 0 < t1 < t2 < · · · < tk ≤ t
and y = (y1, y2, . . . , yk) we set
Aε(t, y) := E
env
η
[
1(τy1+···+ykσt ∈ B) ·
k∏
i=1
rε(yi, τy1+y2+···+yi−1σti)
]
and we define A(t, y) similarly, with r(·, ·) instead of rε(·, ·).
By the construction of the process given in Section 8 we have
P
(ε)
η (ηt ∈ B) =
∞∑
k=0
e−λttk
k!
∑
y1,y2,...,yk
∫ t
0
dt1
∫ t
t1
dt2 · · ·
∫ t
tk−1
dtkAε(t, y) , (63)
and a similar formula relates Pη(ηt ∈ B) to A(t, y).
We first assume that (10) is satisfied. If P
(ε)
η (ηt ∈ B) = 0, then by (63) Aε(t, y) = 0
for almost every choice of t1, . . . , tk and for each choice of y1, . . . , yk. Then the same
holds for A(t, y) and by the analogous of (63) in the unperturbed case we conclude
that Pη(ηt ∈ B) = 0. Hence the criterion given by Theorem 5–(iv) is satisfied and
µ≪ µε.
Let us suppose now that there are subsets V, Vε satisfying properties (a), (b), (c) in
Item (ii). If Pη(ηt ∈ B) > 0, by the analogous of (63) in the unperturbed case we con-
clude that there exist t = (t1, t2, . . . , tk) and y = (y1, y2, . . . , yk) such that A(t, y) > 0.
In particular, y1, y2, . . . , yk ∈ V and Penvη (τyσt ∈ B) > 0 where y = y1 + · · · + yk.
For simplicity of notation we take k = 1 (the argument can be easily generalized).
By condition (c) we can write y1 = z1 + · · · + zr with zi ∈ Vε. By condition (b)
and since Penvη (τyσt ∈ B) > 0, we conclude that Aε((t1, . . . , tr), (z1, . . . , zr)) > 0 for
each choice of (t1, t2, . . . , tr). This together with (63) implies that P
(ε)
η (ηt ∈ B) > 0,
hence by Theorem 5–(iv) we get µ≪ µε.
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9.3. Proof of Theorem 1–(iii). We refer to the construction of the random walk
(X
(ε)
t )t≥0 given in Section 8. It is convenient here to identify the Poisson point
process T = {t1 < t2 < t3 < · · · } with the Poisson process N = (Nt)t≥0 having T
as set of jump times. Moreover, also for later uses, it is convenient to enlarge the
random sequence (Uk)k≥1 by adding U0, with (Uk)k≥0 i.i.d.. Further, we define the
function V : R+ → [0, 1] by setting Vs := Uk for s ∈ [tk, tk+1), with the convention
t0 := 0. Without loss of generality we can assume that the product probability
measure Pη introduced in Section 8 (with the modification due to U0) is defined
directly on the product measure space Θ := D(R+; Ω) ⊗D(R+; [0, 1]) ⊗D(R+;N),
whose generic element is given by (σt, Vt, Nt)t≥0. Next, for (a, σ) ∈ [0, 1] × Ω we
introduce the measurable functions h
(ε)
y (a, σ) := 1 (a ∈ Iε(y, σ)) for y ∈ Zd, and
h(ε)(a, σ) :=
∑
y∈Z yh
(ε)
y (a, σ).
Consider the filtration Ft, t ≥ 0, on Θ defined by
Ft = σ(σs : s ≥ 0) ∨ σ(Vs, Ns : s ∈ [0, t]) (64)
Due to [8, Thm. T25, App.A.2], (Ft)t≥0 is a right continuous filtration. We denote
by (F¯t)t≥0 its completion w.r.t. Pη, i.e. F¯t = Ft ∨N where N is the σ–algebra of all
events on Θ with Pη–zero measure. Due to [8, Thm. T25, App.A.2] (F¯t)t≥0 is right
continuous, and therefore it is a filtration satisfying the so-called usual conditions.
Setting ηs := τX(ε)s
σs, the construction presented in Section 8 implies that
X
(ε)
t =
∫ t
0
h(ε)(Vs, ηs−)dNs, ∀t ≥ 0 , Pη–a.s.. (65)
We claim that
Mˆt := X
(ε)
t −
∫ t
0
j(ε)(ηs)ds , t ≥ 0 , (66)
is a vector–valued martingale w.r.t to the filtered probability space (Θ, (F¯t)t≥0,Pη).
Indeed, this follows from [26, Theorem 9.12] since Fn(t),mn there are simply 1−e−λt,
and j(ε) (recall that
∑
y∈Zd
∫ t
0 |y|rε(y, ·) is uniformly bounded by our assumptions,
and this allows to check the hypothesis of [26, Theorem 9.12]).
Note that, due to Assumption 3, j(ε)(η) =
∑
yrε(y, η) is a well defined bounded
function.
Claim 1. Pη–a.s. it holds limt→∞ Mˆt/t = 0, for µε–a.e. η.
Before proving the above claim, we conclude the proof of Theorem 1–(iii). Recall
that the trajectory (ηt := τFε(t)σt)t≥0 sampled according to Pη has law P(ε)η . We know
that P
(ε)
µ –a.s. t−1
∫ t
0 ds j
(ε)(ηs) converges to µε(j
(ε)) (cf. Theorem 1 and Theorem
1–(i)). Hence for µε–a.e. η we have that t
−1 ∫ t
0 ds j
(ε)(ηs) → µε(j(ε)) w.r.t Pη.
This limit together with the above claim and with (66) allows to conclude that
X
(ε)
t /t→ µε(j(ε)) P (ε)η,0–a.s..
Proof of Claim 1. We fix i ∈ {1, . . . , d} and let Mˆ (i)t be the i–th coordinate of Mˆt.
We point out that Mˆt (and therefore also Mˆ
(i)
t ) is a square integrable martingale.
This follows from (66): since we have assumed that (4) holds with n = 2, it is simple
to check that Eη(|X(ε)t |2) < +∞ for any t ≥ 0, while j(ε)(·) is uniformly bounded.
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Due to (4) with n = 2, the functions m(ε)(η) :=
∑
y yirε(y, η) and v
(ε)(η) :=∑
y y
2
i rε(y, η) are uniformly bounded. Then, by [26, Theorem 9.14] (note that Fn(s)
and A(t) in [26, Theorems 9.12, 9.13] are given by 1−e−λs and ∫ t0 j(ε)(ηs)ds, respec-
tively), we have that
〈Mˆ (i)〉t =
∫ t
0
v(ε)(ηs)ds .
As the dynamic environment is an ergodic process, Pη–a.s. it holds 〈Mˆ (i)〉t/t →
µε(v
(ε)) ∈ (0,+∞) (use (4) with n = 2). At this point, by applying the LLN for
square integrable martingales (cf. [29, Thm.1]), we conclude that Mˆ
(i)
t /t→ 0 Pη–a.s.
for µε–a.e. η. 
10. Proof of Theorem 2, Theorem 3 and Lemma 2.6
10.1. Proof of Theorem 2. Define Gn as the σ–algebra on Ω generated by (ηx :
|x|∞ ≤ n). Then the smallest σ–algebra containing each Gn is the standard Borel
σ–algebra G on Ω.
Let h ∈ L1(µ). By Le´vy’s upward theorem (cf. [42][page 134]), as n→∞ it holds
µ(h|Gn)→ µ(h|G) = h in L1(µ). (67)
We then claim that, for any local function f , it holds
lim
|x|→∞
µ(hτxf) = µ(h)µ(f) . (68)
To prove our claim, we need to show that lim|x|→∞ µ(hτx[f−µ(f)]) = 0. Equivalently
we need to show that lim|x|→∞ µ(hτxf) = 0 if µ(f) = 0. In particular, we can restrict
the proof to the case f local function with zero mean. We can write
µ(hτxf) = µ([h− µ(h|Gn)]τxf) + µ (µ(h|Gn)τxf) . (69)
By (67), given ε > 0 we can find n large enough that µ(|h − µ(h|Gn)|) ≤ ε. Fix
such n. Note that since µ is translation invariant we have µ(τxf) = µ(f) = 0, which
implies that µ (µ(h|Gn)τxf) = Covµ(µ(h|Gn), τxf). Then (69) gives
|µ(hτxf)| ≤ ‖f‖∞µ(|h− µ(h|Gn)|) + |Covµ(µ(h|Gn), τxf)|
≤ ‖f‖∞ε+ |Covµ(µ(h|Gn), τxf)| . (70)
At this point, using (13), we conclude that
lim sup
|x|→∞
|µ(hτxf)| ≤ ‖f‖∞ε .
By the arbitrariness of ε we get our claim.
Having the above claim, Theorem 2 becomes immediate. Indeed, it is enough to
take h := dµε/dµ. Then (68) becomes equivalent to (14).
10.2. Proof of Lemma 2.6. Recall the coupling introduced in Section 8. Since the
rates r(·, η) do not depend on η, for η ∈ Ω, under Pη , X· and σ· are independent.
Therefore, fixed a local function f , t ∈ R+, η ∈ Ω, we have
Eη[f(τxηt)] =
∑
y∈Zd
Eη
[
1Xt=yf(τx+yσt)
]
=
∑
y∈Zd
Pη(Xt = y)Eenvη [f(τx+yσt)]
=
∑
y∈Zd
Pη(Xt = y)Eenvτxη[f(τyσt)] =
∑
y∈Zd
Eτxη
[
1Xt=yf(τyσt)
]
= Eτxη[f(ηt)] .
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10.3. Proof of Theorem 3. Recall the definition of the functions in (25) and
that Eη denotes the expectation for the environment seen by the unperturbed walker
starting from η, that is, the Markov process with generator (60). To shorten the
notation, we set fx := f ◦ τx for all x ∈ Zd.
The proof of Theorem 3 is based on the following technical result:
Lemma 10.1. If S(t)(g ◦ τx) = (S(t)g) ◦ τx holds for any g local, t ≥ 0, x ∈ Zd,
then for all n ≥ 0, f : Ω→ R local function and η ∈ Ω, it holds
LˆεS
(n)
ε (t)f(η) =
∫ t
0
dt1
∫ t1
0
dt2 . . .
∫ tn−1
0
dtn
∑
z∈B(R)n+1,
∑
δ∈{0,1}n+1
(−1)|δ|
× Eη
[(
n+1∏
i=1
rˆε
(
zi, τ(δ·z)[i−1]ηt−ti−1
))
f(δ·z)[n+1] (ηt)
]
,
(71)
where |δ| =∑n+1i=1 (1− δi), (δ · z)[i] = δ1z1 + . . . + δizi, (δ · z)[0] = 0 and t0 = t.
Formula (71) has to be thought with no time integration in the degenerate case
n = 0.
Proof. For simplicity of notation, as in (39), we set gn+1(t) := S
(n)
ε (t)f(η), n ≥ 0.
The proof is done by induction on n and relies on the following two identities (based
on the definition of Lˆε, gn+1(t) and Assumptions (i)
8 and (iii) in Theorem 3):
Lˆεg1(t)(η) =
∑
z∈B(R)
rˆε(z, η)Eη [f(τzηt)− f(ηt)] , (72)
Lˆεgn+1(t)(η) =
∑
z0∈B(R)
rˆε(z0, η)
∫ t
0
dt1 Eη
[
Lˆεgn(t1) (τz0ηt−t1)− Lˆεgn(t1) (ηt−t1)
]
.
(73)
Trivially (72) corresponds to (71) for n = 0. Let us now assume (71) holds for n−1,
where n ≥ 1, and deduce that it holds for n. By the induction hypothesis we get
Eη
[
Lˆεgn(t1) (τz0ηt−t1)
]
=
∫ t1
0
dt2
∫ t2
0
dt3 . . .
∫ tn−1
0
dtn
∑
z∈B(R)n
∑
δ∈{0,1}n
(−1)|δ|
×Eη
[
Eτz0ηt−t1
[( n∏
i=1
rˆε
(
zi, τ(δ·z)[i−1]ηt1−ti
))
f(δ·z)[n]
(
ηt1
)]]
. (74)
By Assumption (i) in Theorem 3 and the Markov property applied at time t − t1,
we can rewrite the expectation in the r.h.s. of (74) as
Eη
[
Eηt−t1
[( n∏
i=1
rˆε
(
zi, τz0+(δ·z)[i−1]ηt1−ti
))
fz0+(δ·z)[n]
(
ηt1
)]]
= Eη
[( n∏
i=1
rˆε
(
zi, τz0+(δ·z)[i−1]ηt−ti
))
fz0+(δ·z)[n]
(
ηt
)]]
8Note that Assumption (i) can be restated as Eη
(
f(τxηt)
)
= Eτxη
(
f(ηt)
)
for any local function
f and x ∈ Zd
26 RANDOM WALKS IN DYNAMIC RANDOM ENVIRONMENTS VIA L2–PERTURBATIONS
If we set (z′1, z
′
2 . . . , z
′
n+1) := (z0, z1, . . . , zn) and (δ
′
1, δ
′
2, . . . , δ
′
n+1) := (1, δ1, δ2, . . . , δn),
recalling the convention t0 := t we can write
rˆε(z0, η)
( n∏
i=1
rˆε
(
zi, τz0+(δ·z)[i−1]ηt−ti
))
fz0+(δ·z)[n]
(
ηt
)
=
n+1∏
i=1
rˆε
(
z′i, τ(δ′·z′)[i−1]ηt−ti−1
)
f(δ′·z′)[n+1]
(
ηt
)
.
Coming back to (74) the above observations imply that∑
z0∈B(R)
rˆε(z0, η)
∫ t
0
dt1 Eη
[
Lˆεgn(t1) (τz0ηt−t1)
]
is given by the r.h.s. of (71) where the sum among δ is restricted to δ ∈ B(R)n+1
with δ1 = 1. By the same arguments, we get that∑
z0∈B(R)
rˆε(z0, η)
∫ t
0
dt1 Eη
[
Lˆεgn(t1) (ηt−t1)
]
is given by the r.h.s. of (71) where the sum among δ is restricted to δ ∈ B(R)n+1
with δ1 = 0. To get the thesis is now enough to invoke (73). 
We can now get our estimates for the convergence. To simplify the notation, in
what follows we write | · | for the uniform norm | · |∞.
Claim 2. It is enough to show that for all n, t, x,∣∣∣µ(LˆεS(n)ε (t)fx)∣∣∣ ≤ C0 (Ct)nn! e−θ2|x|+θ3t (75)
for some θ2 > 0, θ3, C,C0 ∈ R+ not depending on n, t, x (possibly depending on ǫ, γ).
Proof of Claim 2. We need to show that∣∣∣∑
n≥0
∫ ∞
0
dt µ
(
LˆεS
(n)
ε (t)fx
)∣∣∣ ≤ C(f)e−θ′|x|, (76)
since the l.h.s. equals µε(f)− µ(f) by (9). Notice that, in addition to (75), by (42)
we can bound ∣∣∣µ(LˆεS(n)ε (t)fx)∣∣∣ ≤ εe−γt (εt)nn! ‖f‖ . (77)
We can estimate∣∣∣∑
n≥0
∫ ∞
0
dt µ
(
LˆεS
(n)
ε (t)fx
)∣∣∣ ≤ C1∑
n≥0
∫ ∞
0
dt
((Ct)n
n!
e−θ2|x|+θ3t
)
∧
(
e−γt
(εt)n
n!
)
, (78)
where C1 = C0 ∨ (ε‖f‖). Let α ∈ (0, θ2/(C + θ3)). The sum in the right-hand side
above can be estimated by∑
n≥0
∫ α|x|
0
dt
(Ct)n
n!
e−θ2|x|+θ3t +
∑
n≥0
∫ ∞
α|x|
dt e−γt
(εt)n
n!
=
∑
n≥0
Cn(α|x|)n+1
(n+ 1)!
e−θ2|x|+θ3α|x| +
∫ ∞
α|x|
dt e−(γ−ε)t
≤ 1
C
e−(θ2−αC−αθ3)|x| +
1
γ − εe
−(γ−ε)α|x| .
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Therefore we can indeed choose θ′ > 0 as in (76). 
We now move to prove (75). We claim that, in view of Lemma 10.1, it is enough to
show that there exist θ2 > 0, C, θ3 ∈ R+ such that ∀n ≥ 1, ∀t = t0 > t1 > · · · > tn,
∀z ∈ B(R)n, ∀zn+1 ∈ B(R), ∀δ′ ∈ {0, 1}n, we have:
Eµ
[( n+1∏
i=1
rε
(
zi, τ(δ′·z)[i−1]ηt−ti−1
))(
fx+(δ′·z)[n]+zn+1
(
ηt
)− fx+(δ′·z)[n](ηt))]
≤ Cne−θ2|x|+θ3t .
(79)
To see why this is enough, consider the sum indexed by the (n + 1)-uples δ ∈
{0, 1}n+1 appearing in (71) and reindex it by gathering together the two terms
sharing the same first n coordinates. To use (79), we set δ′ to be the corresponding
n-coordinate vector. The integrals and sums contribute at most a factor t
n
n! (2(2R+
1)d)n+1 and therefore we get (75) from (79) (changing the value of C).
In order to prove (79), we abbreviate
Π =
n+1∏
i=1
rε
(
zi, τ(δ·z)[i−1]ηt−ti−1
)
, ∆fx = fx+(δ·z)[n]+zn+1
(
ηt
)− fx+(δ·z)[n](ηt) .
To conclude we need to show that Eµ [Π∆fx] ≤ Cne−θ2|x|+θ3t.
Let β(x) = |x|/5. Given σ ∈ {0, 1}Zd we write σ˜ for the configuration obtained
from σ by periodizing σ restricted to the box B(2β(x)) (for simplicity of notation
we assume β(x) to be integer). Recall that in Section 8 we have built the random
walk X· as a function F (σ·,T ,U) of the environment trajectory σ·, Poisson times T
(with parameter λ) and uniform random variables U (these last objects defined on a
probability space with probability measure Pµ). Let (X˜s)s≥0 := F
(
(σ˜s)s∈R+ ,T ,U
)
and let N be the cardinality of T ∩ [0, t]. By the definition of F and since the
jump rates have finite range R and support of size R, we have for any u ≤ t that
|Xu| ≤ NR and Xu = F (σ·,T ,U) depends on σ· only through
(
σs|B((N+1)R)
)
s∈[0,t].
Note that N is a Poisson variable with parameter λt and in particular P (N >
k) ≤ e−k+(e−1)λt. Hence, taking k = β(x)/R − 1, for x large enough it holds
Pµ(G) ≥ 1− ee−β(x)/R+(e−1)λt where G := {Xs = X˜s ∈ B(β(x)) ∀s ≤ t}.
Let us set
Π˜ =
n+1∏
i=1
rε
(
zi, τ(δ·z)[i−1]+X˜t−ti−1
σt−ti−1
)
,
∆˜fx = fx+(δ·z)[n]+zn+1+X˜t
(
σt
)− fx+(δ·z)[n]+X˜t(σt)
and let us introduce the event B := {X˜t−t1 , ..., X˜t−tn , X˜t ∈ B(β(x))}. Since G ⊂ B
it holds Pµ(B) ≥ 1− ee−β(x)/R+(e−1)λt.
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Since Π, ∆fx, Π˜, ∆˜fx are bounded uniformly in x (respectively by R
n+1, 2‖f‖∞,
Rn+1, 2‖f‖∞), writing X˜ := (X˜t−t1 , ..., X˜t−tn , X˜t) and y0 = 0, we can estimate
|Eµ[Π∆fx]| ≤ |Eµ[Π∆fx1G ]|+ C(f)Rn+1e−β(x)/R+(e−1)λt
=|Eµ[Π˜∆˜fx1G]|+ C(f)Rn+1e−β(x)/R+(e−1)λt
≤ |Eµ[Π˜∆˜fx1B]|+ 2C(f)Rn+1e−β(x)/R+(e−1)λt
≤
∣∣∣ ∑
y∈B(β(x))n+1
Eµ[Π∆fx1X˜=y]
∣∣∣+ 2C(f)Rn+1e−β(x)/R+(e−1)λt
≤
∣∣∣ ∑
y∈B(β(x))n+1
E
env
µ [Π∆fxPµ(X˜ = y|(σs)s≤t)]
∣∣∣+ 2C(f)Rn+1e−β(x)/R+(e−1)λt
≤
∣∣∣ ∑
yn+1∈B(β(x))
E
env
µ
[
∆fx
∑
y∈B(β(x))n
ΠPµ(X˜ = (y, yn+1)|(σs)s≤t)
]∣∣∣
+ 2C(f)Rn+1e−β(x)/R+(e−1)λt ,
where
Π :=
n+1∏
i=1
rε
(
zi, τ(δ·z)[i−1]+yi−1σt−ti−1
)
,
∆fx := fx+(δ·z)[n]+zn+1+yn+1
(
σt
)− fx+(δ·z)[n]+yn+1(σt) ,
and C(f) = 2e‖f‖∞.
By definition, X˜ depends only on (σs)s≤t restricted to B(2β(x)) (and therefore
the same holds for Pµ(X˜ = y|(σs)s≤t)), Π depends only the process restricted to
B((n+1)R+β(x)) and ∆fx on B(x, (n+1)R+L+β(x)) ⊂ B(x, (n+1)R+2β(x))
(for x large, where B(x, r) = x + B(r)). We note that B(x, (n + 1)R + 2β(x))
and B((n+1)R+2β(x)) have uniform distance |x| − 4β(x)− 2R(n+1), so that by
finite speed propagation of the environment process, if |x| − 4β(x)− 2R(n+1) ≥ κt
(where κ is the constant appearing in the definition of finite speed propagation),
Eµ[Π∆fx] ≤
∣∣∣ ∑
yn+1∈B(β(x))
E
env
µ [∆fx]E
env
µ
[ ∑
y∈B(β(x))n
ΠPµ(X˜ = (y, yn+1)|(σs)s≤t)
]∣∣∣
+ 2C(f)Rn+1e−β(x)/R+(e−1)λt + (2β(x) + 1)Rn+1C(f)e−θ(|x|−4β(x)−2R(n+1))
= 2C(f)Rn+1e−β(x)/R+(e−1)λt + (2β(x) + 1)Rn+1C(f)e−θ(|x|−4β(x)−2R(n+1))
≤ 2C(f)Rn+1e−|x|/5R+(e−1)λt + cRe2RθC(f)(Re2Rθ)ne−θ|x|/6 ,
(80)
where the equality follows from Eenvµ [∆fx] = 0 (since µ is translation invariant), we
have estimated ‖∑y∈B(β(x))n ΠPµ(X˜ = (y, yn+1)|(σs)s≤t)‖∞ by Rn and the con-
stant c is such that (2u/5 + 1)e−θu/5 ≤ e−θu/6.
On the other hand, if |x| − 4β(x)− 2R(n+ 1) ≤ κt, we can estimate
Eµ[Π∆fx] ≤ 2‖f‖∞Rn+1 = 2‖f‖∞R2(n+1)R−(n+1)
≤ 2‖f‖∞R2(n+1)R−
|x|−4β(x)
2R
+κt ≤ 2‖f‖∞R2(R2)ne−|x| lnR10R+tκ lnR .
(81)
In both cases (80) and (81), we find an estimate of the form (79), which concludes
the proof.
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11. Proof of Theorem 4–(i)
Recall the notation of Sections 8 and 9.3. We introduce the probability measure
Pµε :=
∫
µε(dη)Pη on the space Θ. We write Q for the image of Pµε induced by
the map Θ ∋ (σt, Vt, Nt)t≥0 7→ (τX(ε)t σt, Vt, Nt)t≥0 ∈ Θ. Note that the projection
of Q along the first coordinate is simply P
(ε)
µε . To stress this property, we write
(ηt, Vt, Nt)t≥0 for a generic element of probability space (Θ, Q), since usually we set
ηt := τX(ε)t
σt.
Given t ≥ 0, we define Ht = σ(ηs, Vs, Ns : s ∈ [0, t]) as σ–algebra on Θ. Then we
write H¯t for the augmented filtration w.r.t. Q following [23, Def.7.2, Sec.2.7]. Since
(ηs, Vs, Ns)t≥0 is a strong Markov process, by [23, Prop.7.7, App.A] the filtration
(H¯t)t≥0 on (Θ, Q) satisfies the usual conditions.
By the martingale representation in (66) and since v(ε) = µε(j
(ε)) (cf. Theorem
1–(iii)), the position of the walker centered with its asymptotic velocity can be
written as
X
(ε)
t − v(ε)t = Mˆt +
∫ t
0
ds [j(ε)(ηs)− µε(j(ε))] =: Mˆt +At(f) , (82)
where (Mˆt)t≥0 is a martingale w.r.t. (Θ, (H¯t)t≥0, Q) and At(f) is the additive func-
tional introduced in Section 7 associated with the function f(η) := j(ε)(η)−µε(j(ε)).
Note that, by Assumption 3, the vector–valued function f is a bounded continuous
function on Ω with µε(f) = 0. In particular, following the proof of Proposition 3.6,
for each coordinate i = 1, . . . , d, we can find gi ∈ D(Lε) such that f i = −Lεgi, thus
leading to the decomposition∫ t
0
f i(ηs)ds = M˜
(i)
t +R
i
t, (83)
where M˜
(i)
t = g
i(ηt)−gi(η0)−
∫ t
0 dsLεgi(ηs) is a martingale and Rit = −gi(ηt)+gi(η0)
satisfies the conclusion of Lemma 7.2. As a consequence, we have that
X
(ε)
t − v(ε)t =
d∑
i=1
M
(i)
t ei +Rt, Mt := Mˆt + M˜t . (84)
Due to Lemma 7.2, to get the thesis we only need to apply [27, Thm. 2.29, Chp.
2], which will show the invariance principle for the martingale term. Due to the
definition of Mˆt, M˜t (see also (65) and (66)), the martingale clearly has stationary
increments on (Θ, Q) and is square integrable (see the discussion after (66)). It
remains to show that for any i, j = 1, . . . , d, 〈M (i),M (j)〉n/n converge a.s. and in
L1 to Dε(i, j) = E[M
(i)
1 M
(j)
1 ], denoting by E the expectation w.r.t. Q. By the
parallelogram identity, it is enough to show that 〈M (i)±M (j)〉n/n converge a.s. and
in L1 to E
(ε)
µε [(M
(i)
1 ±M (j)1 )2].
To this aim we set Mt :=M (i)t ±M (j)t and observe that
Mt+s =Mt +Ms ◦ θs ∀t, s ≥ 0 , (85)
where θs is the time-translation on Θ at time s. Due to the martingale property, we
have
E
[M2t+s −M2t |H¯t] = E[(Mt+s −Mt)2|H¯t] = E[M2s|H¯0] ◦ θt . (86)
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By the definition of Mt it follows easily that E
[M2s|H¯0] is σ(η0)–measurable.
To simplify the notation, we write Fs(η0) for E
[M2s|H¯0], thus allowing to write
E
[M2t+s−M2t |H¯t] = Fs(ηt). On the other hand, by [38, Thm. (31.2), Chp. VI.6.31],
〈M〉t is the limit of ΣtS in the weak (L∞) topology of L1(Θ, Q) as the mesh of the
partition S goes to zero, where ΣtS :=
∑n
i=1E[M2ti −M2ti−1|H¯ti−1 ] for a partition
S = {t0 = 0 < t1 < · · · < tn = t}.9
By what we just proved, we can write ΣtS =
∑n
i=1 Fti−ti−1(ηti−1). As a byproduct,
we deduce that, given t, s ≥ 0, it holds
〈M〉t+s = 〈M〉t + 〈M〉s ◦ θt Q–a.s. (87)
Moreover, we get that 〈M〉t depends only on (ηs)s≤t, more precisely that 〈M〉t =
E[〈M〉t|Gt] where Gt is the σ–algebra on Θ generated by {ηs : s ∈ [0, t]}. Indeed,
by definition of weak limit and since ΣtS is Gt–measurable, we have
E
[〈M〉tξ] = lim
S
E
[
ΣtSξ
]
= lim
S
E
[
ΣtSE[ξ | Gt]
]
= E
[〈M〉tE[ξ | Gt]] , (88)
for any bounded random variable ξ on Θ. SinceE
[〈M〉tE[ξ | Gt]] = E[E[〈M〉t | Gt]ξ],
we conclude that E
[〈M〉tξ] = E[E[〈M〉t | Gt]ξ] for any ξ as above, thus implying
that 〈M〉t = E[〈M〉t|Gt].
At this point, one can deduce that 〈M〉n/n converges a.s. and in L1 to E(M21) =
E
(ε)
µε [(M1(i) ±M1(j))2] by the same arguments used in the proof of Lemma 7.1.
Remark 11.1. Note that for 1 ≤ i 6= j ≤ d, the martingales M (i)t and M (j)t
have common jumps if the rate rε(y, ·) is positive for some y ∈ Zd of the form
y =
∑d
i=1 ciei with ci 6= 0 6= cj . Hence, in general, they are not orthogonal, resulting
into a non–diagonal diffusion matrix Dε.
12. Proof of Theorem 4–(ii)
It remains to show the non–degeneracy of Dε under the extra hypotheses that
Lenv and Lew are self–adjoint in L2(µ), and that (4) holds with n = 4. We refer to
the notation introduced in the previous section and in Section 8. One consequence of
the previous proof is that limt→∞ 1tV arµε
[
X
(ε)
t · e
]
= limt→∞ 1t Eµε((Mt ·e)2), where
V arµε denotes the variance w.r.t Pµε . On the other hand, it holds Eµε((Mt · e)2) =
Eµε(〈M · e〉t) = t〈e,Dεe〉 (for the last identity see the conclusion of the previous
section). Hence, to prove the non–degeneracy of Dε it is enough to show that
limt→∞ 1tV arµε
[
X
(ε)
t · e
]
is bounded away from zero.
Along this proof we will heavily use the coupling and the notation introduced in
Section 8. We further define η
(ε)
t := τX(ε)t
σt and ηt := τXtσt.
Denote by (Ht)t≥0 the filtration on Θ with Ht = σ(ηs, Vs, Ns : s ∈ [0, t]) as in
Section 9.3. Fixed a vector e ∈ Rd\{0} and an integer T > 0, define the discrete-time
9[38, Thm. (31.2), Chp. VI.6.31] is stated for the compensator of submartingale of class (D), on
the other hand for any fixed T > 0 the process M2t∧T is uniformly integrable and therefore it is a
submartingales of class (D) (combine [26, Thm. 7.32] and [38, Lemma (29.6), Chp. VI.6.29]).
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martingale (MTn )0≤n≤T as (cf. (66))
MTn := Eη
[
X
(ε)
T · e|Hn
]
− Eη
[
X
(ε)
T · e
]
= X(ε)n · e+
∫ T−n
0
Sε(s)j
(ε)
e (η
(ε)
n ) ds −
∫ T
0
Sε(s)j
(ε)
e (η) ds,
with j
(ε)
e (η) =
∑
y∈Zd(y · e)rε(y, η), η ∈ Ω. Since
V arµε
[
X
(ε)
T · e
]
= Eµε
(
V ar(ε)µε
[
X
(ε)
T · e |H0
])
+ V arµε
(
Eµε
[
X
(ε)
T · e |H0
])
,
by using the above martingale, the stationarity of the perturbed process under µε,
and the semigroup property, we can estimate
V arµε
[
X
(ε)
T · e
]
≥ Eµε
[(
X
(ε)
T · e− Eη
[
X
(ε)
T · e
])2]
=
T∑
n=1
Eµε
[
(MTn −MTn−1)2
]
=
T∑
n=1
Eµε
[(
X
(ε)
1 · e+
∫ T−n
0
Sε(t)j
(ε)
e (η
(ε)
1 ) dt−
∫ T−n+1
0
Sε(t)j
(ε)
e (η) dt
)2]
=
T∑
n=1
Eµε
[(
A
(ε)
1 +B
(ε)
T−n
)2]
,
(89)
where
A
(ε)
1 := X
(ε)
1 · e−
∫ 1
0
Sε(t)j
(ε)
e (η)dt
B
(ε)
T−n :=
∫ T−n
0
dt
(
Sε(t)j
(ε)
e (η
(ε)
1 )− E(ε)η
[
Sε(t)j
(ε)
e (η
(ε)
1 )
])
.
(90)
Note that in the derivation of the last equality in (89) we have used that
Sε(t+ 1)j
(ε)
e (η) = E
(ε)
η
[
Sε(t)j
(ε)
e (η
(ε)
1 )
]
.
We want to show that A
(ε)
1 and B
(ε)
T−n are “ε–close” to their unperturbed counter-
parts A1 and BT−n defined as
A1 := X1 · e−
∫ 1
0
S(t)je(η)dt
BT−n :=
∫ T−n
0
dt (S(t)je(η1)− Eη [S(t)je(η1)]) ,
(91)
where
je(η) :=
∑
y∈Zd
(y · e)r(y, η), η ∈ Ω, (92)
is the unpertubed analogous of the function j(ε) in Theorem 1. Note that due to
Assumption (4) with n = 4 it holds ‖je‖∞ < +∞. Having (89) the rest of the proof
is divided in three main steps:
Claim 3. There exists δ(ε) going to zero as β(ε)→ 0 (recall (19)) such that
Eµε
[(
A
(ε)
1 +B
(ε)
T−n
)2]
≥ Eµε
[
(A1 +BT−n)2
]
− δ(ε) (93)
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for any T, n.
Claim 4. There exists a positive constant C such that
Eµε
[
(A1 +BT−n)2
]
≥ Eµ
[
(A1 +BT−n)2
]
− C ε
γ − ε (94)
for any T, n and ε < γ.
Claim 5. It holds
lim
T→+∞
Eµ
[
(XT · e)2
]− µ(Eη [XT · e]2)
T
> 0. (95)
We postpone the proof of the above claims to Sections 12.1, 12.4 and 12.5, and
explain how to conclude. First we note that, as in the derivation in (89), for the
unperturbed processes we can write
T∑
n=1
Eµ
[
(A1 +BT−n)2
]
= Eµ
[
(XT · e− Eη [XT · e])2
]
. (96)
Therefore, by combining (89), Claim 3 and Claim 4, we get that
V arµε
[
X
(ε)
T · e
]
≥ Eµ
[
(XT · e)2
]− µ(Eη [XT · e]2)− (Cε/(γ − ε) + δ(ε))T. (97)
Thus, by using (97) together with Claim 5 and choosing β(ε) small enough, the
non-degeneracy of the diffusion matrix is proven.
Before moving to the proofs of the above three claims we collect some technical
facts that will be repeatedly used below.
Lemma 12.1. There exists a function F (c, n, t), where c > 0, n is a positive integer
and t ≥ 0, such that supη∈Ω Eη
(
|X(ε)t |n
)
≤ F (c, n, t) if ∑y∈Zd |y|n supη∈Ω rε(y, η) ≤
c.
Proof. We consider the extended Markov process on Ω × Zd × R+ with Markov
generator
Lεf(η, x, ℓ) : = Lenvf(η, x, ℓ) +
∑
y∈Zd
rε(y, τxη)
[
f(η, x+ y, ℓ+ |y|)− f(η, x, ℓ)]
+
∑
y∈Zd
{sup
ζ∈Ω
rε(y, ζ)− rε(y, τxη)}
[
f(η, x, ℓ+ |y|)− f(η, x, ℓ)] . (98)
Note that Lε acts as L(ε)rwre on functions f depending on η, x only, while on functions
f = f(ℓ) it reads Lεf(ℓ) =
∑
v Rε(v)
[
f(ℓ+ v)− f(ℓ)], where v varies in V := {|y| :
y ∈ Zd} and
Rε(v) :=
∑
y∈Zd : |y|=v
sup
η∈Ω
rε(y, η) .
Hence, the extended Markov process with generator Lε gives a coupling between
the joint process with generator L
(ε)
rwre and a jump process (Zt)t≥0 on R+ with jump
probability rates Rε(·). Moreover, by construction, Zt ≥ |X(ε)t | for any time t if
Z0 ≥ |X(ε)0 |. Starting the extended Markov generator at (η, 0, 0), we conclude that
Eη
(|X(ε)t |n) ≤ E(Znt ) .
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It remains to bound E(Znt ). To this aim we define λε :=
∑
v Rε(v) ≤ c and take
a sequence U1, U2, . . . of i.i.d. random variables taking value in V with P(Ui = v) =
Rε(v)/λε. Our main hypothesis implies that E[U
n
i ] ≤
∑
y∈Zd |y|n supη∈Ω rε(y, η) ≤
c. Taking an independent Poisson process (Nt)t≥0 of parameter λε and setting
Sn := U1 + · · · + Un, the process Zt can be written as SNt . In particular, we
have E(Znt ) =
∑∞
k=0 P(Nt = k)E[(U1 + · · · + Uk)n]. By Ho¨lder inequality, it holds
(U1+· · ·+Uk)n ≤ kn−1(Un1 +· · ·+Unk ). Hence, we conclude that E(Znt ) ≤ E[Uni ]E[Nnt ]
leading to the thesis. 
Since the positivity of Dε has to be proved for ε small enough, in the rest of this
section we assume ε ≤ γ/2 so that the term 1/(γ − ε) is uniformly bounded.
Lemma 12.2. The expected values Eµ
[
A41
]
, Eµε
[
A41
]
, E(ε)µε
[(
A
(ε)
1
)4]
are bounded from
above uniformly in ε. The expected values Eµ
[
B4T−n
]
, Eµε
[
B2T−n
]
, E(ε)µε
[(
B
(ε)
T−n
)4]
are
bounded from above uniformly in ε, T, n.
Proof. The term Eµ
[
A41
]
is bounded since
∫ 1
0 S(t)je(η)dt is bounded in uniform norm
(as je is bounded in uniform norm), and since Eµ
[
(X1·e)4
]
is bounded (as application
of modified version of Lemma 12.1 with a suitable choice of the rates and due to our
condition (4)). Similarly, one gets that Eµε
[
A41
]
and Eµε
[(
A
(ε)
1
)4]
are bounded from
above uniformly in ε.
We now consider the term Eµ
[
B4T−n
]
= Eµ
[
B4T−n
]
. To this aim we first observe
that, given k ≥ 1 and generic numbers a1, a2, . . . , ak, by Schwarz inequality it holds(∑k
i=1 ai
)2 ≤ c∑ki=1 i2a2i , where c :=∑∞i=1 1i2 . By applying twice the above inequal-
ity we conclude that
(∑k
i=1 ai
)4 ≤ c3∑ki=1 i6a4i . This implies that
( k∑
i=1
ai
)4 ≤ c3( sup
1≤i≤k
|ai|)2
k∑
i=1
i6a2i . (99)
Let us come back to BT−n. Note that in the definition of BT−n we can replace je
by j¯ := je − µ(je). Since je is uniformly bounded, we have supt≥0 ‖S(t)j¯‖∞ < ∞.
By applying (99) then we have
Eµ
[
B4T−n
]
≤ C
T−n∑
i=1
i6Eµ
{[∫ i
i−1
(
S(t)j¯(η1)− Eη [S(t)j¯(η1)]
)
dt
]2 }
. (100)
Above and in what follows, C,C ′ denote positive universal constants (not depending
from T, n, ε) that can change from line to line. By applying Schwarz inequality we
have
r.h.s. of (100) ≤ C
T−n∑
i=1
i6Eµ
{∫ i
i−1
(
S(t)j¯(η1)
)2
dt+
∫ i
i−1
Eη
[(
S(t)j¯(η1)
)2]
dt
}
.
(101)
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By stationarity and by the spectral gap of Lew in L
2(µ) (cf. (62)), we then conclude
that
r.h.s. of (101) ≤ C
T−n∑
i=1
i6
∫
µ(dη)
{∫ i
i−1
(
S(t)j¯(η)
)2
dt
}
= C
T−n∑
i=1
i6
∫ i
i−1
‖S(t)j¯‖2
≤ C ′
T−n∑
i=1
i6
∫ i
i−1
e−2γtdt ≤ C ′
T−n∑
i=1
i6e−2γ(i−1) < +∞ .
(102)
By combining (100), (101) and (102) we get the thesis, i.e. Eµ
[
B4T−n
]
is bounded
from above uniformly in T and n.
By similar arguments, considering now the perturbed process, one can prove that
E
(ε)
µε
[(
B
(ε)
T−n
)4]
is bounded from above uniformly in T , n and ε.
We now consider Eµε
[
B2T−n
]
. By (32) and since both µ(f) and ‖f − µ(f)‖ are
bounded by ‖f‖ for any f ∈ L2(µ), we can estimate
Eµε
[
B2T−n
]
= µε
(
E·
[
B2T−n
]) ≤ (1 + ε
γ − ε
)‖E·[B2T−n]‖ .
By Schwarz inequality, we have ‖E·
[
B2T−n
]‖ ≤ ∫ µ(dη)Eη[B4T−n] = Eµ[(BT−n)4].
Hence to conclude we invoke that Eµ
[
(BT−n
)4]
is bounded from above uniformly in
T, n as just proven. 
12.1. Proof of Claim 3. Let us start with a simple computation showing that, to
get (93), it is enough to prove that there exists δ(ε)→ 0 as β(ε)→ 0 such that
Eµε
[(
A
(ε)
1 −A1
)2] ≤ δ2(ε) , (103)
Eµε
[(
B
(ε)
T−n −BT−n
)2]
≤ δ2(ε) . (104)
Below C will denote a positive constant, independent from n, T, ε.
Since a2 − b2 = (a− b)(a+ b) we can bound∣∣∣∣(A(ε)1 +B(ε)T−n)2 − (A1 +BT−n)2∣∣∣∣
≤
[∣∣∣A(ε)1 −A1∣∣∣+ ∣∣∣B(ε)T−n −BT−n∣∣∣] · ∣∣∣A(ε)1 +B(ε)T−n +A1 +BT−n∣∣∣ .
Using the above bound and Schwarz inequality we conclude that∣∣∣Eµε [(A(ε)1 +B(ε)T−n)2 − (A1 +BT−n)2]∣∣∣
≤ c Eµε
[
(A
(ε)
1 −A1)2
]1/2
+ c Eµε
[
(B
(ε)
T−n −BT−n)2
]1/2
,
where c := Eµε
[∣∣A(ε)1 +B(ε)T−n +A1 +BT−n∣∣2] 12 . Due to Schwarz inequality and
Lemma 12.2 we conclude that c is bounded uniformly in T, n, ε. In particular, to
get Claim 3 it is enough to have (103) and (104).
Let us now prove (103). We set c(ε) := supη
∑
y |rˆε(y, η)| and
En := {η(ε)tk = ηtk ∀k < n and tn ∈ [0, 1]}, for n ≥ 1. (105)
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We then observe that, writing ζ = η
(ε)
tn−1
, it holds10
Pη(η(ε)tn 6= ηtn |En) =
∑
y∈Zd
Pη
(
Un ∈ Iε(y, ζ)∆I(y, ζ)
)
≤
∑
y∈Zd
(|Iε(y, ζ) + |I(y, ζ)| − 2|Iε(y, ζ) ∩ I(y, ζ)|)
= λ−1
∑
y∈Zd
|rˆε(y, ζ)| ≤ λ−1c(ε) .
(106)
Hence we can estimate
Pη
(
∃s ∈ [0, 1] s.t. η(ε)s 6= ηs
)
=
∞∑
n=1
Pη(η(ε)tn 6= ηtn |En)Pη(En) ≤
c(ε)
λ
∞∑
n=1
Pη(En)
≤ c(ε)
λ
∞∑
n=1
Pη(tn ∈ [0, 1]) = c(ε)
λ
Eη(|T ∩ [0, 1]|) = c(ε) . (107)
In particular, Pη(X(ε)1 6= X1) ≤ c(ε). By Schwarz inequality and Lemma 12.1, which
allows with (4) to bound the forth moments of X
(ε)
1 ,X1 uniformly in ε (for X1 one
has to slightly change the notation in the lemma), we get
Eµε
[
(X
(ε)
1 −X1)2
]
≤ C c(ε)1/2 . (108)
We point out that ‖j(ε)e −je‖∞ ≤ supη
∑
y |y| |rˆε(y, η)| ≤ β(ε). Note that c(ε) ≤ β(ε).
Hence, given t ∈ [0, 1], using (107) we get∣∣∣Sε(t)j(ε)e (η)− S(t)je(η)∣∣∣ = ∣∣∣Eη [j(ε)e (η(ε)t )− je(ηt)]∣∣∣
≤ β(ε)Pη
(
η
(ε)
t = ηt
)
+ (‖j(ε)e ‖∞ + ‖je‖∞)Pη
(
η
(ε)
t 6= ηt
) ≤ C β(ε) . (109)
In particular, by (108) and (109), the l.h.s. of (103) is bounded by Cβ(ε)+Cc(ε)1/2.
This concludes the proof of (103).
In order to get (104) we abbreviate
b
(ε)
t := Sε(t)j
(ε)
e
(
η
(ε)
1
)
, bt := S(t)je
(
η1
)
.
Then B
(ε)
T−n =
∫ T−n
0 (b
(ε)
t − E(ε)η (b(ε)t ))dt and BT−n =
∫ T−n
0 (bt − Eη(bt))dt. In partic-
ular we can bound
Eµε
[(
B
(ε)
T−n −BT−n
)2] ≤ c T−n∑
i=1
i2
∫ i
i−1
dtEµε
[(
b
(ε)
t − E(ε)η
[
b
(ε)
t
]
− (bt − Eη[bt]))2] .
(110)
At this point, to get (104) it is enough to show that there exists a constant w(ε)
going to zero as β(ε) goes to zero such that
Eµε
[(
b
(ε)
t − E(ε)η
[
b
(ε)
t
]
− (bt − Eη[bt]))2] ≤ w(ε)
(γ − ε)3/2 e
− γ−ε
2
t , ∀t ≥ 0 . (111)
10∆ denotes the symmetric difference, i.e. A∆B := (A \ B) ∪ (B \ A)
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Since given any a, b ≥ 0 it holds min(a, b) ≤ √ab, it is enough to show that the l.h.s.
of (111) is bounded from above both by w2(ε)/C and by Ce−(γ−ε)t/(γ − ε)3. We
start with the latter.
12.2. The l.h.s. of (111) is bounded from above by Ce−(γ−ε)t/(γ − ε). We
observe that
Eµε
[(
b
(ε)
t − E(ε)η
[
b
(ε)
t
])2] ≤ 2Eµε[(b(ε)t − µε(j(ε)e ))2]+ 2Eµε[(µε(j(ε)e )− E(ε)η [b(ε)t ])2]
= 2µε
((
Sε(t)j
(ε)
e − µε(j(ε)e )
)2)
+ 2µε
((
Sε(t+ 1)j
(ε)
e − µε(j(ε)e )
)2)
≤ 4‖j(ε)e − µε(j(ε)e )‖2∞
( γ
γ − ε
)3
e−(γ−ǫ)t,
(112)
where the equality follows from the semigroup property implying that E
(ε)
η (b
(ε)
t ) =
Sε(t + 1)(η) and from the invariance of µε for the environment viewed by the per-
turbed walker. Moreover, the last inequality follows from (36).
On the other hand, we have
Eµε
[
(bt − Eη [bt])2
]
≤ 2‖je‖∞Eµε [|bt − Eη [bt]|] = 2‖je‖∞µε(f) , (113)
where f(η) := Eη
[∣∣bt − Eη[bt]∣∣]. Now, thanks to (32), we can bound
µε(f) ≤ µ(f) + ε
γ − εµ(f
2)
1
2 ≤ γ
γ − εµ(f
2)
1
2 ≤ γ
γ − ǫEµ
[(
bt − Eη
[
bt
])2]1/2
.
In particular, we conclude that
Eµε
[
(bt − Eη [bt])2
]
≤ C
γ − ǫEµ
[
(bt − Eη [bt])2
]1/2
. (114)
Reasoning as in (112) (now using directly (21) instead of (36)) we get that the square
of the last factor in (114) is bounded by 4‖je‖2e−2γt. In particular, (114) can be
refined to
Eµε
[
(bt − Eη [bt])2
]
≤ C
γ − ǫe
−γt . (115)
As a byproduct of (110), (112) and (115) we get that the l.h.s. of (111) is bounded
from above by Ce−(γ−ε)t/(γ − ε).
12.3. The l.h.s. of (111) is bounded from above by o(1). We say that a
quantity is o(1) if it goes to zero as β(ε) goes to zero. Let us write
b
(ε)
t − bt =
[
Sε(t)j
(ε)
e
(
η
(ε)
1
)
− S(t)j(ε)e
(
η
(ε)
1
)]
+
[
S(t)j(ε)e
(
η
(ε)
1
)
− S(t)je
(
η
(ε)
1
)]
+
[
S(t)je
(
η
(ε)
1
)
− S(t)je (η1)
]
(116)
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Let us deal with the first term in the r.h.s. We can bound
Eµε
[(
Sε(t)j
(ε)
e
(
η
(ε)
1
)− S(t)j(ε)e (η(ε)1 ))2] = µε((Sε(t)j(ε)e − S(t)j(ε)e )2)
≤ ‖j(ε)e ‖∞µε
(
|Sε(t)j(ε)e − S(0)ε (t)j(ε)e |
)
≤ Cµ
(
|Sε(t)j(ε)e − S(0)ε (t)j(ε)e |
)
+Cε(γ − ε)−1‖Sε(t)j(ε)e − S(0)ε (t)j(ε)e ‖µ
≤ C ′(γ − ε)−1‖Sε(t)j(ε)e − S(0)ε (t)j(ε)e ‖µ ≤ C ′′ε(γ − ε)−1 = o(1) .
Indeed, the first identity follows from the invariance of (η
(ε)
t )t≥0 under µε, the second
inequality follows from (32) and (25), the third one from Schwarz inequality and the
last one from (27)with k = 1.
We move to the second term which is bounded in uniform norm by ‖S(t)(j(ε)e −
je)‖∞ ≤ ‖j(ε)e − je‖∞ ≤ β(ε) = o(1). On the other hand, using that ‖S(t)je‖∞ is
uniformly bounded in t and using (107), the Eµε–second moment of the third term
in the r.h.s. of (116) can be estimated by CPη(η1 6= η) ≤ C c(ε) = o(1).
As a byproduct of the above observations we conclude that Eµε
[(
b
(ε)
t − bt
)2]
=
o(1). This also implies that
Eµε
[(
E
(ε)
η
[
b
(ε)
t
]
− Eη
[
bt
])2]
= Eµε
[(
Eη[b(ε)t − bt]
)2]
≤ Eµε
[
Eη
[
(b
(ε)
t − bt)2
]]
= Eµε
[
(b
(ε)
t − bt)2
]
= o(1) .
By Schwarz inequality we then conclude that the l.h.s. of (111) is bounded from
above by o(1).
12.4. Proof of Claim 4. Let fT,n(η) := Eη
[(
A1 + BT−n
)2]
. Then (94) reads
µε(fT,n) ≥ µ(fT,n)− Cε/(γ − ε). This follows from (32) if we prove that µ(f2T,n) is
bounded from above uniformly in T, n. By Schwarz inequality, it is enough to bound
from above Eµ
[
A41
]
and Eµ
[
B4T−n
]
uniformly in T, n. This follows from Lemma 12.2.
12.5. Proof of Claim 5. By standard techniques [40, 14] we have the following
variational characterization of the diffusion coefficient of a symmetric walker in re-
versible environment:
〈e,D0e〉 = 1
2
inf
f
{
− 2µ (fLenvf) +
∑
y∈Zd
µ
(
r(y, η) [y · e+ f(τyη)− f(η)]2
)}
, (117)
where the infimum is taken over local functions f on Ω and where e is any vector of
the canonical basis.
In (117), by definition of the spectral gap, the first term is bounded from below
by 2γVarµ(f). On the other hand, using the inequality (a+ b)
2 ≥ βa2 − β1−β b2 for
β < 1, we get
µ
(
r(y, η) [y · e+ f(τyη)− f(η)]2
)
≥ βµ(r(y, ·))(y · e)2 − β
1− βµ
(
r(y, η) [f(τyη)− f(η)]2
)
≥ βµ(r(y, ·))(y · e)2 − 4 sup
η
r(y, η)
β
1 − βV arµ(f).
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Injecting this in (117) and choosing β < 1 so that
2γ − 4 β
1− β
∑
y∈Zd
sup
η
r(y, η) ≤ 0,
we get 〈e,D0e〉 > 0. Hence, we conclude that (cf. [14, Eq. (2.43)])
lim
T→+∞
1
T
Eµ
[(
XT · e
)2]
= 〈e,D0e〉 > 0. (118)
We claim that
sup
T≥0
µ
(
Eη [XT · e]2
)
< +∞ (119)
For simplicity we restrict the proof to T integer (indeed, to our final aim this would
be enough, anyway one could extend the thesis to the general case). Due to the
Markov property, we get
Eη
[
XT · e
]
= Eη
[ T−1∑
k=0
(Xk+1 · e−Xk · e)
]
= Eη
[ T−1∑
k=0
Eηk(X1 · e)
]
=
T−1∑
k=0
Eη
[
Eηk(X1 · e)
]
.
(120)
Consider now the function f(η) = Eη(X1 · e).
Since S(t)f(η) = Eη
[
Eηt(X1 · e)
]
, from (120) we get that
Eη
[
XT · e
]
=
T−1∑
k=0
S(k)f(η) .
Note that µ(f) = 0 by reversibility and that f ∈ L2(µ) by Lemma 12.1 adapted to
the unperturbed process and by condition (4). By the Poincare´ inequality (21) we
conclude that ‖S(t)f‖ ≤ e−γt‖f‖. At this point we have
µ
(
Eη
[
XT · e
]2)
= µ
[( T−1∑
k=0
S(k)f(η)
)2]
= ‖
T−1∑
k=0
S(k)f‖2 ≤
( T−1∑
k=0
‖S(k)f‖
)2
≤ ‖f‖2
( T−1∑
k=0
e−γk
)2 ≤ ‖f‖2
1− e−γ ,
(121)
thus concluding the proof of (119). Trivially, Claim 5 follows as a byproduct of
(118) and (119).
Appendix A. Miscellanea
Lemma A.1 and Lemma A.2 below have a standard derivation and therefore we
omit their proof. Detailed proofs can be found in [4, Appendix A].
Lemma A.1. Let Ω be a metric space and let ν be a Borel probability measure on
Ω. Then:
(i) The subset Cb(Ω) of bounded continuous functions f : Ω → R is dense in
L2(ν).
(ii) Let h be a function in L2(ν) such that ν(hf) ≥ 0 for any f ∈ Cb,+(Ω) :=
{g ∈ Cb(Ω) : g ≥ 0}. Then, h ≥ 0 ν–a.s..
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Lemma A.2. The semigroup S(t), t ∈ R+, defined at the beginning of Section 3 is
strongly continuous.
Lemma A.3. In the same setting of Section 3, given a positive constant γ > 0, (20)
is equivalent to (21).
The above lemma is usually proven in the reversible case. We give the proof to
stress that it holds even without reversibility.
Proof. For any f ∈ D(L) the map [0,+∞) ∋ t→ S(t)f ∈ L2(µ) is C1, S(t)f ∈ D(L)
and ddtS(t)f = LS(t)f [17, Chap. II, Sec. 1]. In particular, taking f ∈ D(L), by
differentiating one gets
d
dt
‖S(t)f‖2 = 〈LS(t)f, S(t)f〉+ 〈S(t)f, LS(t)f〉 = 2〈S(t)f, LS(t)f〉 , (122)
where 〈·, ·〉 denotes the scalar product in L2(µ) (note that we have used the symmetry
of the scalar product: 〈g, g′〉 = 〈g′, g〉).
We first assume Poincare´ inequality (20) to be satisfied and take f ∈ D(L) with
µ(f) = 0. By (122) and the Poincare´ inequality, one gets
d
dt
‖S(t)f‖2 = 2〈S(t)f, LS(t)f〉 ≤ −2γ‖S(t)f‖2 .
Note that we have used the stationarity of µ, implying that µ(S(t)f) = µ(f) = 0.
Gronwall inequality then leads to ‖S(t)f‖ ≤ e−λt‖f‖. In particular, (21) holds for
any f ∈ D(L) with µ(f) = 0, and therefore for any f ∈ D(L) (observe that constant
functions are left invariant by S(t)). By density of D(L) in L2(µ) one gets (21) for
any f ∈ L2(µ).
We now assume (21) to be satisfied and fix f ∈ D(L) with µ(f) = 0. By (122) we
have ‖S(t)f‖2 = ‖f‖2 − 2t〈f,−Lf〉+ o(t) as t ↓ 0. On the other hand, e−2γt‖f‖2 =
‖f‖2 − 2γ‖f‖2 + o(t) as t ↓ 0. Hence the Taylor expansion of (21) implies (20). 
The following lemma extends the probabilistic interpretation of the semigroup
Sε(t) given in (23).
Lemma A.4. Consider the same assumptions of Theorem 5. Then, given f ∈
L2(µ), it holds Sε(t)f(η) = E
(ε)
η
(
f(ηt)
)
µε–a.s.
Proof. By Lemma A.1 there exists a sequence (fn)n≥1 in Cb(Ω) with ‖fn − f‖ → 0
as n → ∞. Since Sε(t) is a bounded operator in L2(µ), we get that ‖Sε(t)fn −
Sε(t)f‖ → 0 as n → ∞. In particular, at cost to extract a subsequence, we have
Sε(t)fn(η) → Sε(t)f(η) for µ–a.e. η. Since µε ≪ µ (by Theorem 5), we conclude
that
Sε(t)fn(η)→ Sε(t)f(η) for µε–a.e. η . (123)
On the other hand, by the stationarity of µε for the perturbed dynamics, we have
µε
[∣∣∣E(ε)η (fn(ηt))−E(ε)η (f(ηt))∣∣∣] ≤ µε [E(ε)η (|fn(ηt)− f(ηt)|)] = E(ε)µε [|fn(ηt)−f(ηt)|]
= µε[|fn − f |) = µ
[
dµε
dµ
|fn − f |
]
≤ ‖dµε
dµ
‖ · ‖fn − f‖ → 0 .
We have shown that the map E
(ε)
·
(
fn(ηt)
)
converges to the map E
(ε)
·
(
f(ηt)
)
in L1(µε).
Hence, at cost to extract a subsequence, the convergence holds also µε–a.s.. The
thesis is then a byproduct of the last observation, of (123) and the identity (23)
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applied to fn ∈ Cb(Ω) instead of f (which holds µ–a.s. and therefore µε–a.s. since
µε ≪ µ). 
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