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Given two Hecke cusp forms f1 and f2 of SL(2,Z). Suppose
there is a quadratic character χ such that the twisted L-functions
L(s, f i ⊗χ) do not vanish at the center s = 1/2. Then we show that
there are inﬁnitely many primitive quadratic characters χd such
that L(1/2, f1 ⊗ χd)L(1/2, f2 ⊗ χd) = 0.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let f i ∈ Ski (Ni) for i = 1,2 be a pair of Hecke eigenforms. Let D denote the set of fundamental
discriminants. We are interested in the set
( f1, f2) :=
{
d ∈ D: L(1/2, f1 ⊗ χd)L(1/2, f2 ⊗ χd) = 0
}
.
If there is a d ∈ D such that the root numbers of both L(s, f i ⊗ χd) are +1, then it is expected that
the above set has a positive density in D. Curiously it is not even known to be nonempty. This is a
well-known diﬃcult problem in the analytic theory of L-functions. The aim of the present paper is to
show that the set is inﬁnite if it is nonempty.
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R. Munshi / Journal of Number Theory 132 (2012) 666–674 667Theorem 1.1. Let f1 and f2 be two Hecke eigenforms of SL(2,Z). Suppose there is a fundamental discriminant
d such that
L(1/2, f1 ⊗ χd)L(1/2, f2 ⊗ χd) = 0.
Then there are inﬁnitely many such fundamental discriminants. In other words the cardinality |( f1, f2)| is
either 0 or ∞.
We restrict ourselves to the forms of full level as the theorem of Waldspurger, which will be our
vital tool, takes up a very neat form in this special case. Nevertheless we should point out that the
explicit formula (1) (below) is not that important in this work. Indeed we will only exploit the fact
that the Fourier coeﬃcient of the half-integral weight form vanishes if and only if the associated
central value vanishes. In the case of general level, however, the relation (1) only holds under some
extra conditions on the discriminant d depending on the Atkin–Lehner involutions (or the local root
numbers). Presumably the general level can be treated following the arguments in the present paper
and using the results of Kohnen in [4,5].
2. Preliminaries
Let f (z) =∑n a f (n)e(nz) ∈ S2k(1) be a normalized (i.e. a f (1) = 1) Hecke cusp form of weight 2k
for the group SL(2,Z). The associated (normalized) L-function
L(s, f ) =
∞∑
n=1
a f (n)
ns+k− 12
converges absolutely in the half plane σ := Re(s) > 1, and satisﬁes a functional equation with s →
1 − s. The center of the functional equation being s = 1/2. The sign of the functional equation (the
root number) is given by ε = (−1)k . Let D denote the set of fundamental discriminants, and for
d ∈ D we set χd to denote the associated quadratic character (χ1 is the trivial character). We deﬁne
the twisted form f ⊗χd which has Fourier coeﬃcients a f (n)χd(n). The sign of the functional equation
of the twisted L-function L(s, f ⊗χd), is given by εd = (−1)k sign(d). Consequently L(1/2, f ⊗χd) = 0
if (−1)kd < 0.
Now we will brieﬂy recall some basic facts about Shimura correspondence. Let Sk+ 12 (Γ0(4)) be
the space of cusp forms of weight k + 12 for the congruence subgroup Γ0(4). Deﬁne the Kohnen
plus space S+
k+ 12
= S+
k+ 12
(Γ0(4)) as the subspace of Sk+ 12 (Γ0(4)) consisting of cusp forms whose n-th
Fourier coeﬃcients vanish whenever (−1)kn ≡ 2,3 mod 4 (see [3]). It follows from the fundamental
work Waldspurger, and subsequent reﬁnement by Kohnen and Zagier [6], that for any f as above
there exists a half integral weight form F (z) =∑n AF (n)e(nz) ∈ S+k+ 12 in the Kohnen plus space, such
that for every d ∈ D with (−1)kd > 0 we have
AF (|d|)2
〈F , F 〉 =
(k − 1)!
πk
|d|k− 12 L(1/2, f ⊗ χd)〈 f , f 〉 . (1)
Here 〈,〉 denotes the appropriate Petersson scalar product. Moreover for d ∈ D, we have
AF
(|d|m2)= AF (|d|)∑
δ|m
μ(δ)χd(δ)δ
k−1a f (m/δ), (2)
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integer
n ∈ N satisfying n ≡ 0, (−1)k (mod 4),
can be uniquely written as
n = |d|m2, with d ∈ D, (−1)kd > 0. (3)
Consequently we have
AF (n) = 0 ⇒ L(1/2, f ⊗ χd) = 0.
Waldspurger’s theorem is a powerful tool to study nonvanishing of twisted L-values (see [1]).
3. Rankin–Selberg convolution
Suppose
f i =
∞∑
n=1
ai(n)e(nz) ∈ S2ki (1)
is of weight 2ki and full level. Let Fi denote the corresponding half-integral weight modular form
with Fourier coeﬃcients Ai(n).
Deﬁne the set
 = {d ∈ D: L(1/2, f1 ⊗ χd)L(1/2, f2 ⊗ χd) = 0}.
(Note that all the members of  have the same sign as the sign of the functional equation is given
by (−1)ki sign(d).) We will show that the assumption 0< || < ∞ imposes severe restrictions on the
distribution of the zeros of the Rankin–Selberg L-function L(s, f1 × f2) inside the critical strip. In
particular it will be contradictory to the well-known result about the number of zeros of L(s, f1 × f2)
up to a ﬁnite height.
Assume that  = ∅, i.e. there exists a fundamental discriminant d with L(1/2, f i ⊗ χd) = 0 for
i = 1,2. It follows from the root number consideration that k1 ≡ k2 (mod 2). So the decomposition (3)
is well deﬁned. Let
H(z) = F1(z)F2(z).
Then for any γ ∈ Γ0(4) we have the automorphy
H(γ z) = (cz + d)k1+ 12 (cz + d)k2+ 12 H(z)
where c,d are the entries in the second row of γ . In this section we will deﬁne a Rankin–Selberg
convolution of the half-integral weight forms F1 and F2.
There are three inequivalent cusps ω for the group Γ0(4), and let us take as representatives ω =
i∞,0,1/2. (Abusing notation we will denote the ﬁrst cusp simply by ∞.) The matrices
g∞ =
(
1 0
)
, g0 =
(
0 −1/2)
, g1/2 =
(
1 −1/2)0 1 2 0 2 0
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cusp ω. Here Γ∞ =
{( 1 b
0 1
)
: b ∈ Z}. Now we introduce three integral weight Eisenstein series of level 4
corresponding to each cusp. Deﬁne
Eω(z, s;k) =
∑
γ∈Γω\Γ0(4)
j
(
g−1ω γ , z
)k
Im
(
g−1ω γ z
)s
,
where
j(γ , z) = (cz + d)(cz + d)−1.
It is well-known that the Eisenstein series converges absolutely for σ > 1, and has analytic contin-
uation to the whole of the complex plane. Moreover the three Eisenstein series together satisfy a
(matrix) functional equation. In particular we have
E∞(z,1− s;k) = φ∞(s)E∞(z, s;k) + φ0(s)E0(z, s;k) + φ1/2(s)E1/2(z, s;k)
where
φ∞(s) = 2
4s−3
1− 22s−2
ζ(2s)Γ (s + k)π−s
ζ(2(1− s))Γ (1− s + k)π−(1−s) ,
φ0(s) = φ1/2(s) = 22s−2 1− 2
2s−1
1− 22s−2
ζ(2s)Γ (s + k)π−s
ζ(2(1− s))Γ (1− s + k)π−(1−s) . (4)
Also it is clear that for γ ∈ Γ0(4) and for each cusp ω, we have the automorphy relation
Eω(γ z, s;k) = (cz + d)−k(cz + d)k Eω(z, s;k).
Consequently the function
H(z)Eω
(
z, s; k1 − k2
2
)
y
k1+k2+1
2
is invariant under Γ0(4). We consider the Rankin–Selberg integral
Rω(s) =
∫
Γ0(4)\H
H(z)Eω
(
z, s; k1 − k2
2
)
y
k1+k2+1
2
dxdy
y2
.
The integral converges due to the rapid decay of H(z) near the cusps. It also inherits the functional
equation from the Eisenstein series, namely
R∞(1− s) = φ∞(s)R∞(s) + φ0(s)R0(s) + φ1/2(s)R1/2(s), (5)
where k = k1−k22 . We will also use the notation k = k1+k2−12 .
670 R. Munshi / Journal of Number Theory 132 (2012) 666–6744. Unfolding
In this section we will compare the three Rankin–Selberg integrals Rω . This will be done using the
unfolding technique. From the deﬁnition of the Eisenstein series and the automorphy relation of H ,
we obtain
Rω(s) =
∫
Γ∞\H
j(gω, z)
−kH(gωz) Im(gωz)k
+1 ys dxdy
y2
,
for σ suﬃciently large. At the cusp ω = ∞ the integral can be computed quite easily. Indeed using
the Fourier series expansion of F1 and F2, interchanging the order of summation and integration, and
integrating we obtain
R∞(s) = Γ (s + k
)
(4π)s+k
∞∑
n=1
A1(n)A2(n)
ns+k
. (6)
We want a similar Dirichlet series expansion for R0 and R1/2. To this end we deﬁne the two opera-
tors U4 and W4 (see [3]), where
(Fi|U4)(z) :=
∞∑
n=1
Ai(4n)e(nz)
and
(Fi |W4)(z) := (−2iz)−ki−1/2Fi
(−1
4z
)
.
(Recall that the forms Fi , as deﬁned in Section 2, belong to the Kohnen plus space.) The forms F1 and
F2 satisfy the relation (see [3])
(Fi|U4)(z) = χ8(2ki + 1)2ki (Fi|W4)(z).
To compute R0 we observe that
Fi(g0z) = Fi(−1/4z) = (−2iz)ki+1/2(Fi|W4)(z)
= χ8(2ki + 1)
√
2(−iz)ki+1/2(Fi|U4)(z). (7)
(Note the slight abuse of notation. The i, if not a subscript, is of course
√−1.) Hence
j(g0, z)
−k F1(g0z)F2(g0z) Im(g0z)k
+1 = (−1)
k
2k1+k2
(F1|U4)(z)(F2|U4)(z)yk
+1.
Now using the Fourier expansion of Fi |U4 and integrating, we obtain
R0(s) = (−1)k Γ (s + k
)
2k1+k2π s+k
∞∑
n=1
n≡0 (mod4)
A1(n)A2(n)
ns+k
. (8)
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deﬁne
Fi,odd(z) :=
∞∑
n=1
n≡1 (mod4)
A(n)e
(
nz
4
)
,
and similarly Fi,even(z) with n ≡ 0 (mod 4). Then notice that Fi,even(z) + Fi,odd(z) = Fi(z/4) and
Fi |U4 = Fi,even. Now using the Fourier expansion we get
Fi(g1/2z) = Fi
(
1
2
− 1
4z
)
= Fi,even(−1/z) − Fi,odd(−1/z)
= 2Fi,even(−1/z) − Fi(−1/4z).
Next using the relations we noted above it follows that
2Fi,even(−1/z) = 2(Fi|U4)(−1/z) = χ8(2ki + 1)2ki+1(Fi |W4)(−1/z)
= χ8(2ki + 1)
√
2(−iz)ki+1/2Fi(z/4),
and
Fi(−1/4z) = (−2iz)ki+1/2(Fi|W4)(z) = χ8(2ki + 1)
√
2(−iz)ki+1/2(Fi|U4)(z)
= χ8(2ki + 1)
√
2(−iz)ki+1/2Fi,even(z).
Hence we get
Fi(g1/2z) = χ8(2ki + 1)
√
2(−iz)ki+1/2Fi,odd(z).
This can be compared with the expression for Fi(g0z) in (7), and proceeding in a similar fashion we
obtain
R1/2(s) = (−1)k Γ (s + k
)
2k1+k2π s+k
∞∑
n=1
n≡1 (mod4)
A1(n)A2(n)
ns+k
. (9)
5. A Dirichlet series
Let
D(s) =
∞∑
n=1
A1(n)A2(n)
ns+k
,
be the Dirichlet series which appears in the Rankin–Selberg integral R∞(s) in (6), and let
D(s) = ζ(2s)Γ (s + k)
π s
Γ (s + k)
(4π)s+k
D(s),
be the ‘completed’ Dirichlet series. (Recall that k = k1−k22 and k = k1+k2−12 .) We deduce from (4), (5)
and (6), (8), (9) the functional equation
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4s−3
1− 22s−2
(
1+ (−1)k(1− 22s−1))D(s). (10)
Our next job is to relate the Dirichlet series D(s) with the Rankin–Selberg L-function L(s, f1 × f2).
Using the relation (2) we get
D(s) =
∑
d∈
A1(|d|)A2(|d|)
|d|w
∞∑
m=1
1
m2w
∏
i=1,2
{∑
δi |m
μ(δi)χd(δi)δ
ki−1
i ai
(
m
δi
)}
,
where w = s + k . Since f i is a Hecke eigenform, the expression within the brackets deﬁnes a mul-
tiplicative function in m. Indeed it is a Dirichlet convolution of two multiplicative functions. We
have
D(s) =
∑
d∈
A1(|d|)A2(|d|)
|d|w
∏
p prime
Lp(w;d),
where the local Euler factor Lp(w;d) is given by
1+
∞∑
=1
1
p2w
(
a1
(
p
)− χd(p)pk1−1a1(p−1))(a2(p)− χd(p)pk2−1a2(p−1)).
Executing the sum over  we obtain
Lp(w;d) = Lp(2s, f1 × f2)
Lp(2s + 1/2, f1 ⊗ χd)Lp(2s + 1/2, f2 ⊗ χd) Ep(s;d),
where the ﬁrst factor on the right-hand side is the local Euler factor for the normalized Rankin–
Selberg L-function L(2s, f1 × f2) (the center of L(s, f1 × f2) is 1/2), and the last factor is such that
the Euler product
∏
p Ep(s;d) is absolutely convergent for σ > 1/8. It follows that
D(s) = L(2s, f1 × f2)Ξ(s), (11)
where
Ξ(s) =
∑
d∈
A1(|d|)A2(|d|)
|d|s+k (s;d)
with
(s;d) = E(s;d)
L(2s + 1/2, f1 ⊗ χd)L(2s + 1/2, f2 ⊗ χd)
and E(s;d) is an Euler product which converges absolutely in the half plane σ > 1/8.
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Recall that we are assuming that  is ﬁnite but nonempty. We list the elements
 = {d1, . . . ,dm}, with |d1| < |d2| < · · · < |dm|.
Under this assumption Ξ(s) deﬁnes a meromorphic function in the half plane σ > 1/8, and it is
holomorphic in the half plane σ  1/4. (Of course the integral representation (6) gives a meromorphic
continuation.) We want to study the distribution of the zeros of Ξ(s) in the rectangle
R = {s = σ + it: 1/3 σ  α, T  t  T + H}.
Let
f (s) = |d1|
s+kΞ(s)
A1(|d1|)A2(|d1|)l(s;d1)
= 1+
m∑
i=2
α(i)
(s;di)
(s;d1)
(
d1
di
)s+k
.
For g(s) a meromorphic function on a domain containing R , let ν(σ ), 1/3 σ  α, denote the num-
ber of zeros less the number of poles of g in the region having real part  σ . These are counted with
multiplicity and given weight 1/2 if they occur on the boundary. Then Littlewood’s lemma states
(see [7])
α∫
1/3
ν(σ )dσ = − 1
2π i
∫
∂R
log g(s)ds
where the integral over the boundary ∂R is taken in the positive direction. Applying this lemma to f
we have
∑
ρ=β+iγ∈R
f (ρ)=0
(β − 1/3) = 1
2π
T+H∫
T
log
∣∣ f (1/3+ it)∣∣dt − 1
2π
T+H∫
T
log
∣∣ f (α + it)∣∣dt
+ 1
2π
α∫
1/3
arg f
(
σ + i(T + H))dσ − 1
2π
α∫
1/3
arg f (σ + iT )dσ .
The four integrals will be denoted by Ii with i = 1, . . . ,4 in the order they appear above. We are going
to stretch the rectangle horizontally by taking α → ∞. Now for α large we have log | f (α + it)| =
O(1) and hence the second integral is bounded above by I2 = O(H). (The implied constants are
allowed to depend on the set .) For the ﬁrst integral I1 we just use the trivial bound | f (1/3+ it)| =
O(1). Observe that we are in the domain of absolute convergence for the L-functions appearing in
(s;d). It follows that I1 = O(H).
For the remaining two integrals we observe that as σ → ∞, we have
f (σ + it) = 1+ O
(
e−σ (log |d2|−log |d1|)
)
.
The implied constant does not depend on t . Hence I3, I4 = O(1). We conclude that
∑
ρ=β+it∈R
f (ρ)=0
(β − 1/3) = O(H).
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in the region {s: σ  1/2, |t| < T }, we obtain
N(T ,Ξ) = O(T ). (12)
7. The contradiction
Now using the functional equation (10) and the decomposition (11) we get
L(s, f1 × f2) = G(s)L(2− s, f1 × f2)Ξ(1− s/2)
Ξ(s/2)
, (13)
where G(s) is a ratio of Γ -functions which appear in the functional equation (10), with a local factor
at the prime 2. We are interested in the distribution of the zeros in the rectangle
R = {s = σ + it: 1/2 σ  1, |t| T }.
Let N(T , f1 × f2) be the number of zeros of L(s, f1 × f2) in R . It is well-known (see [2]) that
N(T , f1 × f2) ∼ cT log T (14)
for some constant c = 0.
Now we will count the number of zeros of the right-hand side of (13). From the analytic nature
of the Γ -functions it follows that there are only O (1) many possible zeros of G(s) in R . There are no
zeros of L(2− s, f1 × f2) in R as (2− σ) 1. (Note that it is not necessary to use the ‘prime number
theorem’ for f1 × f2, a much weaker estimate is suﬃcient for our purpose.) Finally there are no poles
of Ξ(s/2) for s ∈ R as we have noted before. So we conclude that the bulk of the zeros come from
the zeros of Ξ(1− s/2). Thus it follows that (using (12))
N(T ; f1 × f2) N(T ,Ξ) + O (1) = O(T ),
which contradicts (14). This concludes the proof of Theorem 1.1.
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