The vestibular system is vital for our sense of linear self-motion. At the earliest processing stages, the otolith afferents of the vestibular nerve encode linear motion. Their resting discharge regularity has long been known to span a wide range, suggesting an important role in sensory coding, yet to date, the question of how this regularity alters the coding of translational motion is not fully understood. Here, we recorded from single otolith afferents in macaque monkeys during linear motion along the preferred directional axis of each afferent over a wide range of frequencies (0.5-16 Hz) corresponding to physiologically relevant stimulation. We used signal-detection theory to directly measure neuronal thresholds and found that values for single afferents were substantially higher than those observed for human perception even when a Kaiser filter was used to provide an estimate of firing rate. Surprisingly, we further found that neuronal thresholds were independent of both stimulus frequency and resting discharge regularity. This was because increases in trial-to-trial variability were matched by increases in sensitivity such that their ratio remains constant: a coding strategy that markedly differs from that used by semicircular canal vestibular afferents to encode rotations. Finally, using Fisher information, we show that pooling the activities of multiple otolith afferents gives rise to neural thresholds comparable with those measured for perception. Together, our results strongly suggest that higher-order structures integrate inputs across afferent populations to provide our sense of linear motion and provide unexpected insight into the influence of variability on sensory encoding.
Introduction
As we navigate through the world, our brain integrates information originating from the vestibular, visual, and proprioceptive systems to compute an estimate of self-motion. However, vestibular contributions to motion perception have been difficult to study because the pathways are inherently multisensory. Numerous studies have attempted to quantify perceptual vestibular thresholds for linear motion in humans (Walsh, 1961 (Walsh, , 1962 Young and Meiry, 1968; Jones and Young, 1978; Benson et al., 1986; Zupan and Merfeld, 2008; MacNeilage et al., 2010a,b; Naseri and Grant, 2012) . Notably, recent results show that vestibular cues play a central role in determining perceptual thresholds and further suggest that they can be as low as ϳ1.5 cm/s 2 (Valko et al., 2012) . To date, the neural mechanisms that give rise to our sense of linear self-motion are essentially unknown. At the earliest stages of vestibular processing, otolith afferents detect linear acceleration. Studies performed in other systems show that central pathways must integrate information transmitted by peripheral sensory neuron populations to explain perceptual thresholds as peripheral sensory neurons display much higher values (visual: Pelli, 1985; Amano et al., 2006; Shadlen et al., 1996; auditory: Pfingst and Xu, 2004; Bizley et al., 2010; cross modal: McDonald et al., 2000; Shams et al., 2000 Shams et al., , 2002 vestibular (rotation) : Sadeghi et al., 2007; Massot et al., 2011) . Surprisingly, however, Yu et al. (2012) recently extrapolated threshold values for single macaque otolith afferents that were comparable with perceptual ones, which suggests that the vestibular system uses a unique strategy for coding linear acceleration.
Here we address the important question of whether the otolith system uses a fundamentally different strategy than other senses. To do so, we recorded single otolith afferent activity in macaque monkeys during linear motion along the axis for which each individual afferent displayed maximal sensitivity. We then used signal-detection theory to directly measure neural thresholds. Specifically, to understand how the vestibular periphery encodes linear motion during everyday activities, neural thresholds were computed for frequencies that span the physiologically relevant range. First, we found that neuronal threshold values for single afferents are substantially higher than reported perceptual threshold values. Second, although otolith afferents can be segregated into two functional groups (regular and irregular) based on resting discharge regularity (for review, see Goldberg, 2000) , we establish that resting discharge regularity has no influence on neural thresholds because threshold values were not significantly different between regular and irregular afferents. Indeed, our analysis demonstrates that increases in trial-to-trial variability are matched by increases in response sensitivity such that their ratio remains constant, which effectively overcomes its detrimental effects. Finally, using Fisher information (FI), we provide a lower-bound estimate for the otolith afferent population size over which information needs to be integrated to give rise to perceptual thresholds. We conclude that the otolith system does not use a fundamentally different strategy than other senses to give rise to perceptual thresholds. Moreover, our findings have important implications regarding the role of neural variability on sensory coding and the limitations that it imposes on sensory performance.
Materials and Methods
Three male macaque monkeys (Macaca fascicularis) were prepared for chronic extracellular recording using aseptic surgical techniques. All procedures were approved by the McGill University Animal Care Committee and were in compliance with the guidelines of the Canadian Council on Animal Care.
Surgical procedures
The surgical preparation was similar to that described previously (Dale and Cullen, 2013) . Briefly, using aseptic surgical techniques and under isoflurane anesthesia (0.8 -1.5%), a stainless steel post was secured to the animal's skull with stainless steel screws and dental acrylic resin, allowing complete immobilization of the head during the experiments. The implant also held in place a recording chamber oriented stereotaxically toward the vestibular nerve where it emerges from the internal auditory meatus. Finally, an 18-to 19-mm-diameter eye coil (three loops of Teflon-coated stainless steel wire) was implanted in the right eye behind the conjunctiva. After the surgery, buprenorphine (0.01 mg/kg, i.m.) was administered as postoperative analgesia every 12 h for 2-5 d depending on the animal's pain level, and Anafen (2 mg/kg and then 1 mg/kg on subsequent days) was used as an antiinflammatory. In addition, cefazolin (25 mg/kg, i.m.) was injected twice daily for 10 d. Animals were given at least 2 weeks to recuperate from the surgery before any experiments began.
Data acquisition
During experiments, the head-restrained monkey was seated in a primate chair mounted on top of a vestibular turntable in a dimly lit room. The vestibular nerve was approached through the floccular lobe of the cerebellum, as identified by its eye-movement-related activity (Lisberger and Pavelko, 1986; Cullen and Minor, 2002) ; entry to the nerve was preceded by a silence, indicating that the electrode had left the cerebellum. Extracellular single-unit activity of otolith afferents was recorded using glass microelectrodes (24 -27 M⍀) as described previously (Jamali et al., 2009) . Head acceleration was measured by a threedimensional linear accelerometer (ADXL330Z; Analog Devices) firmly secured to the animal's head post (Fig. 1A) . During experimental sessions, unit activity, horizontal and vertical eye positions, and head acceleration signals were recorded on digital audiotape for later playback. During playback, action potentials from extracellular recordings were discriminated using a windowing circuit (BAK Electronics). Eye position and head acceleration signals were low-pass filtered at 250 Hz (eight-pole Bessel filter) and sampled at 1 kHz. Data were imported into MATLAB (MathWorks) for analysis using custom-written algorithms.
Experimental design
All afferents that were included in the present study responded to sinusoidal translational head movements (5 Hz, 0.2 G) applied along the Figure 1 . Experimental procedures. A, We recorded extracellular single-unit activity from otolith afferents using glass microelectrodes. We measured head acceleration using a three-dimensional linear accelerometer. VN, Vestibular nuclei. B, We determined the PD of each afferent in the following way. First, we applied sinusoidal translation (5 Hz, 0.2 G) along the fore-aft and lateral directions in the horizontal plane (I ) and estimated sensitivity in each direction (II, black circles). Second, the sensitivity for an arbitrary direction was estimated by a cosine fit (II, gray curve), and the PD was defined as the direction for which sensitivity was maximal (II, dashed green line). We stimulated each afferent along its PD by rotating the monkey's head (III, dashed arrow) to align the axis of translation (III, black arrow) with PD (III, green arrow).
fore-aft (90°) and/or lateral (0°) axes (Fig. 1BI ) and did not respond to yaw rotations. Because of limitations of our experimental setup, afferents that were predominantly sensitive to stimulation along the vertical axis were not included in our dataset.
Preferred direction (on-line computation) of afferents. Once an afferent fiber was isolated, we first determined the axis along which the fiber is maximally responsive. We henceforth refer to this axis as the preferred direction (PD). PD was determined using the following methodology. First, we applied sinusoidal translation (5 Hz, 0.2 G) along the fore-aft and lateral axes in the horizontal plane (Fig. 1BI ) , and the sensitivity of the unit was computed (described below) in both directions (Fig. 1BII ) using Spike2 software (Cambridge Electronics Design) and customwritten MATLAB algorithms. We then used these measurements to estimate the tuning curve (i.e., the sensitivity as a function of direction) using a cosine fit (Fig. 1BII ) (Fernández and Goldberg, 1976a; Angelaki and Dickman, 2000; Purcell et al., 2003) . The PD was taken as the direction for which sensitivity was maximal.
Vestibular stimulation. All subsequent stimulation was applied along PD ( Fig 1BIII ) . The stimulation to the afferent consisted of sinusoidal translations at frequencies of 0.5, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, and 16 Hz with peak acceleration at 0.2 G (196 cm/s 2 ) for all frequencies except 0.5 Hz. Note that, for 0.5 Hz stimulation, the peak acceleration was either 0.15 or 0.1 G (147 or 98 cm/s 2 , respectively).
Analysis of neuronal discharges
Background discharge. Otolith afferents are characterized as either regular or irregular based on their resting discharge, which is correlated with anatomical differences in location and peripheral terminations (for review, see Goldberg, 2000; Eatock and Songer, 2011) . Regularity of resting discharge was measured by means of coefficient of variation (CV),
, where ISI and ISI are the mean and SD of the interspike intervals (ISIs) recorded during spontaneous background activity. Because CV varies with the mean ISI, a normalized coefficient of variation (CV*) was computed using the ISI distribution to quantify resting discharge regularity following the same procedure used previously by Goldberg et al. (1984) . Afferents with CV* Ͻ 0.1 were classified as regular, whereas those with CV* Ն 0.1 were classified as irregular (Goldberg et al., 1990; Jamali et al., 2009; Yu et al., 2012) . Firing rate estimation. The time-dependent firing rate fr(t) evoked by sinusoidal stimulation along the PD of the afferent was estimated in two ways. First, the spike train r(t) was represented as a binary sequence with bin width of 1 ms. The value of bin j was set to 1 if it contained an action potential and 0 otherwise as described previously (Sadeghi et al., 2007) . Then, fr(t) was obtained by convolving the spike train r(t) with a Kaiser window whose cutoff frequency was set to 0.1 Hz above the stimulus frequency to ensure that the pass band of the filter includes the frequency of the stimulus (Cherif et al., 2008; Jamali et al., 2009; Yu et al., 2012) . Alternatively, we estimated the time-dependent firing rate fr ISI (t) as the reciprocal of the ISI as described previously (Yu et al., 2012) .
We chose the Kaiser filter and reciprocal ISI to estimate the instantaneous firing rate because they can be viewed as two examples of estimating firing rate from spike trains that are on the opposite ends of the spectrum: (1) extensive filtering using a Kaiser window and (2) no filtering by using reciprocal ISI. Notably, it has been shown that Kaiser filters consistently outperformed currently used methods, such as reciprocal ISI (and also spike density function and rate histogram) particularly at higher frequencies, as characterized by minimal aliasing, phase, and amplitude distortion (Cherif et al., 2008) . Thus, using a Kaiser filter gives rise to lower threshold values than other techniques (Yu et al., 2012) . Therefore, we used a Kaiser filter to obtain a lower bound on the estimates of neuronal thresholds. However, to quantify the effect of filtering on the threshold value obtained, we compared threshold estimates using the Kaiser filter to those obtained using the reciprocal ISI.
Response dynamics. At each frequency, response sensitivity and phase were estimated by fitting a first-order model to the data:
where fr͑t͒, is the predicted firing rate, b is a bias term representing the resting discharge rate, Gain is the response sensitivity, Ḧ (t) is the linear head acceleration, and t d is the dynamic lead time. We used a leastsquares regression to find parameter values that maximize the varianceaccounted-for (VAF) given by the following:
where var is the variance . Consistent with previous studies (Fernández and Goldberg, 1976a ), we found a positive correlation between the resting discharge rate and sensitivity for regular afferents (R 2 ϭ 0.67, p ϭ 0.0002) but not for irregular afferents (R 2 ϭ 0.01, p ϭ 0.71). Neuronal threshold calculation. To compute the neuronal threshold of an individual otolith afferent for a given stimulus frequency, we first plotted its time-dependent firing rate as a function of the shifted stimulus Ḧ (t Ϫ t d ) to obtain the instantaneous firing rate-head acceleration curve (see Fig. 3A , top and bottom). Next, using an acceleration bin width of 10 cm/s 2 , we computed the mean and variance of the corresponding firing rate distribution for each head acceleration value (see Fig. 3A , bottom). The neuronal thresholds were computed using different methodologies. The first method used the dЈ measure from signal-detection theory (Green and Swets, 1966) , which assumes that the firing rate distribution is normal:
where (Ḧ ) and 2 (Ḧ ) are the mean and variance of the firing rate distribution at head acceleration Ḧ , and (0) and 2 (0) are the mean and variance of the firing rate distribution at zero acceleration, respectively. The dЈ values were then plotted as a function of Ḧ and fitted with a first-order polynomial (see Fig. 3A , middle). The detection thresholds T dЈexc and T dЈinh were computed as the absolute value of the positive and negative values of head acceleration for which dЈ ϭ 1, respectively (Sadeghi et al., 2007) . Furthermore, the detection threshold value T dЈ was set to the minimum of the two.
The second method used receiver operating characteristic (ROC) analysis. Similar to dЈ measure, we first plotted the time-dependent firing rate of the afferent as a function of the shifted stimulus Ḧ (t Ϫ t d ) (see Fig. 4A ). Next, using an acceleration bin width of 10 cm/s 2 , we determined the probability that an ideal observer can distinguish an arbitrary non-zero acceleration Ḧ from null using their corresponding empirical firing rate distributions. Specifically, distributions of firing rates and corresponding ROC curves (Green and Swets, 1966) were generated for each value of head acceleration Ḧ . Then, the probability of correct detection was determined as the area under the ROC curve and was plotted as a function of Ḧ to obtain the neurometric curve. Finally, we fit the neurometric curve using an error function (see Fig.  4A , inset), and the acceleration detection threshold T max was defined as the value of head acceleration for which the probability of correct detection was equal to 84%. This approach has the advantage that there is no assumption on the shape of the firing rate distribution.
For the third method, using ROC analysis, we computed discrimination threshold values, T minϪmax as the smallest positive value of acceleration that enables an ideal observer to discriminate between the firing rate distributions obtained for that acceleration and its opposite value with an 84% probability of correct detection (see Fig. 4B ).
Comparison between threshold estimates using different methodologies. To derive theoretical predictions that allow us to directly compare estimates obtained using different methodologies, we worked under the assumptions that, for a given stimulus, the firing rate variance is independent of head acceleration, the mean firing rate is a linear function of head acceleration, and the firing rate distribution for a given value of head acceleration is Gaussian. We empirically found that these assumptions were valid for our dataset because the firing rate variance at zero acceleration was not significantly different from that at threshold (paired t test with Bonferroni's correction, p Ͼ 0.07 for both Kaiser and 1/ISI). Specifically, the different threshold measures are related by the following (Merfeld, 2011) :
Predicting neuronal thresholds based on trial-to-trial variability and sensitivity. Under the assumptions described above and that the model described by Equation 1 is valid, Equation 3 then simplifies to
. Therefore, the discrimination threshold measure T minϪmax is predicted to be equal to the following:
where (0) is the SD of the firing rate distribution at zero acceleration. This equation predicts that scaling both the response gain and trial-totrial variability by the same factor will not alter the discrimination threshold.
Population thresholds: Fisher information
Because perceptual threshold values most likely arise from integration of activities of afferent populations, we used Fisher information (FI; Lehmann, 1983; Gordon et al., 2008) to combine the activities of multiple afferents responding to the same sinusoidal stimuli with a given frequency f to compute threshold values. FI provides a measure to quantify the discriminability of an individual afferent or a population of afferents when the head acceleration varies by a small amount. If we assume that (1) each otolith afferent acts as an individual channel of information (i.e., independent noise among otolith afferents; see Discussion) and (2) the response variance is much smaller than the mean and has a Gaussian distribution, then the contribution of each unit to the FI at any given acceleration is proportional to the square of the slope of the curve relating firing rate to head acceleration divided by the variance of the response at that particular acceleration (Gordon et al., 2008; Gu et al., 2010) . Therefore, the population FI is given by the sum of Fisher information of every individual neuron (FI i ):
where fr i Ј and i 2 are the slope and the variance of the firing rate acceleration curve of neuron i at null acceleration, respectively, and N is the population size. The FI provides an upper bound for the discriminability (dЈ) of a small change in the head acceleration (⌬I) around zero such that:
We used dЈ ϭ ͱ2/2 as the discriminability criterion value to estimate discrimination thresholds (see above) that can then be better compared with perceptual values (see Discussion). To estimate the FI for a population size of 1 Յ N Յ 20, we randomly sampled up to 500 possible neuronal subgroups of size N without repetition from our neuronal population. For each subgroup, we computed the total FI and estimated the corresponding threshold. The threshold values were then averaged across subgroups.
All values are expressed as mean Ϯ SEM unless otherwise stated. Statistical significance was set at p Ͻ 0.05. To account for multiple comparisons, a Bonferroni's correction was applied whenever applicable.
Results
We first recorded the spiking activities of each isolated otolith fiber (N ϭ 76) in the absence of stimulation. N ϭ 39 fibers were classified as regular (CV* ϭ 0.02-0.09) and the rest (N ϭ 37) were classified as irregular (CV* ϭ 0.11-0.57). The average resting rate was similar between the two groups of afferent (regular, 78 Ϯ 4 spikes/s; irregular, 79 Ϯ 5 spikes/s; p ϭ 0.85). Next, we examined the response characteristics of each individual otolith fiber by stimulating the afferent along its PD using a set of linear acceleration frequencies (0.5-16 Hz) spanning the physiologically relevant range. Figure 2A shows the time-dependent firing rates of example regular and irregular afferents in response to 0.5 (top traces) and 6 Hz (bottom traces) sinusoidal stimulation. The responses were consistent with previous studies (Fernández and Goldberg, 1976b; Angelaki and Dickman, 2000) in that (1) the regular afferent displayed lower sensitivity than the irregular afferent for both stimulus frequencies (0.5 Hz: 31.5 vs 130.0 spikes ⅐ s Ϫ1 ⅐ G Ϫ1 ; 5 Hz: 33.1 vs 374.2 spikes ⅐ s Ϫ1 ⅐ G Ϫ1 for regular and irregular afferents, respectively), and (2) the irregular afferent displayed a larger increase (approximately three times) in sensitivity as a function of frequency than the regular afferent.
These results were consistently seen across our dataset. On average, irregular afferents displayed larger sensitivity and phase leads than regular afferents (Fig. 2B) . Moreover, although the sensitivity of both populations increased as a function of frequency, the rate of increase was greater for irregular afferents (Fig. 2, compare B with B, inset) . Furthermore, our data indicate that the phase lead increases as a function of frequency for both ) . B, Population-averaged neuronal gain (i.e., sensitivity) (left) and phase (right) for regular (blue) and irregular (red) otolith afferents as a function of the stimulus frequency. Note that gain increases with stimulus frequency for both afferent types. However, this increase was more pronounced for irregular afferents. The inset expands the y-axis to illustrate that the gain of regular afferents also increases as a function of frequency. The shaded bands show 1 SEM. regular and irregular afferent populations (Fig. 2B) . Indeed, regular afferents respond nearly in-phase with head acceleration for frequencies up to 10 Hz (ϳ15°) but display larger phase leads at higher frequencies (ϳ70°for 16 Hz). In contrast, irregular afferents display larger phase leads that increase from ϳ40°at 0.5 Hz to ϳ70°at 16 Hz.
Otolith afferent thresholds are independent of resting discharge regularity and stimulation frequency We next used signal-detection theory to measure neuronal thresholds based on the activity of single otolith afferents. Based on previous studies (Sadeghi et al., 2007; Massot et al., 2011) , we hypothesized that threshold values should strongly depend on both sensitivity and resting discharge regularity. To test this, we determined the detection threshold of each individual afferent by plotting its time-dependent firing rate as a function of linear acceleration (Fig. 3A, top and bottom) . Next, we used signal-detection theory to compare the firing rate distribution for a given value of linear acceleration to that obtained for zero acceleration using the dЈ measure (see Materials and Methods; note that this methodology assumes that the firing rate distribution is normal). dЈ was then plotted as a function of linear acceleration (Fig. 3A, middle) , and the detection threshold, T dЈ , was computed as the lowest absolute acceleration value for which dЈ ϭ 1 (Fig. 3A, blue arrow) .
Surprisingly, we found that regular and irregular afferents displayed detection thresholds that were not significantly different from one another (t test with Bonferroni's correction, p Ͼ 0.11 for every frequency of the stimuli). Moreover, threshold values did not significantly vary over the frequency range for both afferent groups (0.5-16 Hz) (ANOVA, p ϭ 0.23 and p ϭ 0.14 for regular and irregular afferents, respectively). We also found that detection threshold values obtained when only considering positive or negative linear accelerations, T dЈexc and T dЈinh , respectively, were not significantly different from T dЈ (ANOVA, p Ͼ 0.4 for all stimulus frequencies). This result is expected because the stimuli used were designed to not elicit nonlinear responses from afferents.
To better compare our estimates with (1) values reported previously in the literature (Yu et al., 2012) and (2) perceptual thresholds estimated using different assumptions in behavioral studies (Walsh, 1961 (Walsh, , 1962 Young and Meiry, 1968; Jones and Young, 1978; Benson et al., 1986; Zupan and Merfeld, 2008; MacNeilage et al., 2010a,b; Naseri and Grant, 2012; Valko et al., 2012) , we also used ROC analysis to estimate both detection (Fig. 4A) and discrimination (Fig. 4B) thresholds. To compute detection thresholds, we plotted the time-dependent firing rate as a function of linear acceleration (Fig. 4A ) and used ROC analysis to compute the probability of correct detection from the firing rate distribution for a given value of linear acceleration Ḧ and that obtained for zero acceleration (i.e., Ḧ ϭ 0). The probability of correct detection was then plotted as a function of linear acceleration (i.e., the neurometric curve; Fig. 4A,  inset) . The detection threshold, T max , was defined as the value of linear acceleration corresponding to a probability of correct detection of 0.84 (Fig. 4A, inset, blue arrow) . To compute discrimination threshold, we also plotted the time-dependent firing rate as a function of linear acceleration (Fig. 4B) but instead used ROC analysis to compute the probability of correct detection from the firing rate distributions for a given value of head acceleration Ḧ and that obtained for the opposite value ϪḦ . The corresponding neurometric curve (Fig. 4B,  inset) was then used to determine the discrimination threshold, T minϪmax . Specifically, T minϪmax was defined as the value of linear acceleration corresponding to a probability of correct detection of 0.84 (Fig. 4B, inset, blue arrow) .
We found that detection T max and discrimination T minϪmax threshold values were independent of stimulus frequency (ANOVA, p Ͼ 0.05 for all conditions), similar to T dЈ , T dЈexc , and T dЈinh (Fig. 4C, top) . Importantly, theoretical relationships can be derived between threshold values obtained using different methodologies (see Materials and Methods and Merfeld, 2011) . These theoretical calculations predict that threshold estimates will differ by proportionality constants that are independent of stimulus frequency. We found that scaling our threshold estimates by the . We plotted firing rate as a function of linear acceleration (bottom) and used signaldetection theory to compare the distribution of firing rates for a given value of linear acceleration (black Gaussian curve) and that obtained for zero acceleration (gray Gaussian curve) to obtain a plot of dЈ as a function of linear acceleration (middle). The detection threshold T dЈ was computed as the lowest absolute value of head acceleration for which dЈ ϭ 1 (blue arrow). B, Population-averaged detection threshold values T dЈ for regular (blue, Reg), irregular (red, Irr), and all (black, Total) afferents as a function of stimulus frequency. It is seen that regular and irregular afferents have similar thresholds (t test, p Ͼ 0.11 for every stimulus frequency) that do not vary significantly with frequency (ANOVA, p ϭ 0.23 and p ϭ 0.14 for regular and irregular afferents, respectively).
appropriate constants make them coincide for all stimulus frequencies ( Fig. 4C, bottom ; ANOVA, p Ͼ 0.54 for every frequency of the stimuli tested). Importantly, all threshold estimates were not significantly different between regular and irregular afferents regardless of the methodology used (t test with Bonferroni's correction, p Ͼ 0.05 for every frequency of the stimuli). Thus, we will only report discrimination threshold values T minϪmax below.
Discrimination threshold values depend on firing rate estimation
We next explored whether our threshold estimates depend on the specific computation used to estimate the time-dependent firing rate. Previous studies have shown that filtering the spike train to estimate the firing rate will significantly influence threshold estimates (Jamali et al., 2009; Yu et al., 2012). We compared Comparison between neural thresholds obtained using different methodologies for otolith afferents. A, B, Plots of the instantaneous firing rate as a function of linear acceleration for the same example regular afferent. We compared the firing rate distributions for a given positive value of acceleration Ḧ (black Gaussian curves) and that obtained for zero linear acceleration (i.e., Ḧ ϭ 0) (gray curve in A) or the firing rate distribution when the acceleration has the opposite value (i.e., ϪḦ ) (gray curve in B). The insets illustrate the corresponding neurometric functions obtained using ROC analysis. The detection T max and discrimination T minϪmax thresholds were computed as the values of linear acceleration for which the probability of correct detection is equal to 84% (blue arrows in A and B, respectively). C, Top, Population-averaged neural threshold values computed using different methodologies: T dЈexc (black) and T dЈinh (green) were computed using dЈ as described in Figure 3 but using only positive or negative values of head acceleration, respectively. T max (purple) and T minϪmax (orange) are also shown for comparison. Bottom, Same measures but normalized such that both T dЈexc and T dЈinh are divided by ͱ2andT max is divided by 2. It is seen that all curves then coincide (ANOVA, p Ͼ 0.54 for all stimulus frequencies), which illustrates that the different methodologies used to compute neural thresholds lead to estimates that differ only by a proportionality constant that is independent of frequency. D, Top, Population-averaged T minϪmax values for regular (blue, Reg) and irregular (red, Irr) afferents obtained when the firing rate is estimated using the inverse ISI (dashed) and a Kaiser filter (solid). It is seen that using a Kaiser filter gives rise to significantly lower threshold estimates (t test, p Ͻ 0.05 for all frequencies). However, both regular and irregular afferents display thresholds that are not significantly different from one another using either methodology (t test, Kaiser filter, p Ͼ 0.05 for all frequencies; 1/ISI, p Ͼ 0.05 for all frequencies). The inset illustrates the firing rates estimated by the reciprocal ISI (dashed red) and Kaiser filter (solid red) to a 0.5 Hz sinusoidal head acceleration stimulus (solid black). Bottom, Same quantities as a function of stimulus frequency using a double y-axis plot. The fact that all curves superimpose illustrates that using different methodologies to estimate firing rate will give rise to threshold estimates that only differ by a proportionality constant that is independent of frequency. We found empirically that dividing the threshold values estimated from the inverse ISI by 3.6 gave rise to values that were not significantly different from those obtained using the Kaiser filter (t test, p Ͼ 0.13 and p Ͼ 0.07 for regular and irregular afferents, respectively, for every stimulus frequency). The shaded bands represent 1 SEM. threshold estimates obtained using two different methodologies that are at the opposite ends of the spectrum: (1) extensive filtering using a Kaiser window (Jamali et al., 2009; Yu et al., 2012) and (2) no filtering by using reciprocal ISI (Jamali et al., 2009; Yu et al., 2012) . Both methodologies are illustrated in the inset of Figure 4D . This comparison is important because previous studies have shown that threshold estimates obtained using other filters were higher than those obtained using a Kaiser filter (Jamali et al., 2009; Yu et al., 2012) . Thus, the Kaiser filter allows us to obtain a lower-bound estimate of neural threshold. Threshold values computed using the inverse ISI were much larger than those computed using a Kaiser filter (Fig. 4D, top) . However, threshold values obtained using the inverse ISI or Kaiser filter were not significantly different when compared between regular and irregular afferents (t test with Bonferroni's correction, p Ͼ 0.05 for every stimulus frequency). Moreover, our results show that threshold values obtained using both approaches differed only by an empirical proportionality constant (ϳ3.6) that is independent of frequency (Fig. 4D, bottom) . Indeed, normalizing by this constant made both threshold estimates coincide for all frequencies (t test with Bonferroni's correction, p Ͼ 0.13 and p Ͼ 0.07 for regular and irregular afferents, respectively).
Comparison with neural threshold values reported previously in the literature
Our measured threshold values are substantially higher than those reported previously by Yu et al. (2012) . However, it is important to note that we directly measured thresholds by stimulating each afferent along its PD, whereas Yu et al. (2012) linearly extrapolated threshold values in the PD from values that they obtained from stimulation along the fore-aft and lateral axes. To make a direct comparison between the two studies, we extrapolated discrimination threshold values in the PD from values measured during stimulation along the fore-aft and lateral axes. Previous studies have shown that the response sensitivity of otolith afferents as a function of direction is well fit by a cosine function (Fig. 5A, inset) (Fernández and Goldberg, 1976a; Angelaki and Dickman, 2000) . Thus, given that discrimination threshold is inversely related to sensitivity (see Materials and Methods), we would then expect that a plot of threshold as a function of direction would be well fit by an inverse cosine function (Fig. 5A) .
Accordingly, we plotted the measured threshold values as a function of the absolute difference between the axis of translation (i.e., fore-aft or lateral) and PD (Fig. 5B , compare with Yu et al., 2012, their Fig. 4 D) . We found that our data were well fit by an inverse cosine function (R 2 ϭ 0.9 and 0.5 for irregular and regular afferents, respectively). We then extrapolated discrimination threshold values in the PD and found average threshold values of 16.3 and 17.1 cm/s 2 for regular and irregular afferents, respectively. We note that these values were not significantly different from those directly obtained from stimulation along PD (t test, p ϭ 0.14 and 0.09 for regular and irregular afferents, respectively; Fig. 5B, inset) . We then fit our data using a linear function, as done by Yu et al. (2012) (Fig. 5C ). We found that fitting a linear function gave rise to lower R 2 values (R 2 ϭ 0.22 and 0.21 for irregular and regular afferents, respectively) than fitting an inverse cosine function. Furthermore, the extrapolated threshold values in the PD were then 9.8 and 10.5 cm/s 2 for regular and irregular neurons, respectively (Fig. 5C ). These were significantly lower than values directly obtained from stimulation along PD (t test, p Ͻ 10 Ϫ3 for both regular and irregular afferents; Fig. 5C,  inset) . Thus, this analysis suggests that Yu et al. (2012) significantly underestimated neural discrimination threshold values along PD because of a linear extrapolation procedure.
Finally, we note that Yu et al. (2012) reported threshold estimates in the excitatory and inhibitory directions (T dЈexc and T dЈinh , respectively) that were quite different from one another for some afferents in their dataset. Yu et al. (2012) attributed these differences to nonlinearities in the response (see their Fig.  7) . In contrast, we did not observe such nonlinearities in our dataset. This could be attributable to the fact that we directly measured discrimination thresholds in the PD of each afferent, which implies that each afferent was well driven by the stimulus. Nevertheless, we note that, when Yu et al. (2012) extrapolated threshold values along PD, they found no significant differences between threshold estimates for the excitatory and inhibitory directions, in agreement with our results.
Strong covariation between sensitivity and variability leads to discrimination thresholds that are independent of resting discharge regularity and stimulus frequency We next investigated the reasons why regular and irregular otolith afferents, despite having large heterogeneities in resting discharge regularity, displayed similar detection/discrimination thresholds. Theoretical calculations show that, if the firing rate distribution for a given linear acceleration Ḧ is a Gaussian whose variance 2 is independent of Ḧ , which is verified by our dataset (Fig. 3A, bottom) , then the discrimination threshold is proportional to the ratio of the SD (i.e., ) divided by the sensitivity (i.e., the slope of the firing rate as a function of linear acceleration curve; Eq. 4; see Materials and Methods).
To test this prediction, we superimposed plots of response sensitivity and trial-to-trial variability as quantified by the SD of the firing rate distribution at zero acceleration as a function of resting discharge regularity as quantified by CV* (Fig. 6A) . We found a strong positive linear correlation between variability and sensitivity for our dataset ( Fig. 6B ; r ϭ 0.9, p Ͻ Ͻ 10 Ϫ3 , slope ϭ 0.024 Ϯ 0.009 G, offset ϭ 0.5 Ϯ 2.3 spikes/s). Importantly, the offset was not significantly different from 0 ( p ϭ 0.4), indicating that sensitivity is not merely linearly correlated with but is actually proportional to variability. We note that variability and sensitivity were also significantly positively correlated when both regular (r ϭ 0.75, p Ͻ Ͻ 10 Ϫ3 ) and irregular (r ϭ 0.45, p ϭ 0.04) afferents were considered separately and that the slope and offset values obtained for each group were not significantly different from those obtained for the full dataset ( p Ͼ 0.14, t tests with Bonferroni's correction).
The fact that variability is proportional to sensitivity indicates that their ratio should be constant. We thus computed predicted discrimination threshold values, T pred , which are proportional to the ratio of variability to sensitivity (see Materials and Methods), and compared them with the actual measured discrimination threshold values T minϪmax as a function of CV* (Fig. 6C) . We found excellent agreement between both quantities, as confirmed by plotting T pred as a function of T minϪmax , which revealed that all data points were close to the identity line (Fig. 6C, inset) . Both measures were not significantly different from one another because the slope (0.96 Ϯ 0.15) and offset (2.3 Ϯ 3.7) of the linear regression were not significantly different from 1 ( p ϭ 0.3) and 0 ( p ϭ 0.4), respectively. We also measured variability using the resting discharge and found a strong positive correlation with sensitivity ( Fig. 6D ; r ϭ 0.8, p Ͻ Ͻ 10 Ϫ3 ), and the offset of the linear fit (0.99 Ϯ 3.18 spikes/s) was not significantly different from 0 ( p ϭ 0.4), further supporting our hypothesis that variability is proportional to sensitivity across otolith afferents.
We next tested whether proportionality between variability and sensitivity could also explain our results showing that discrimination thresholds are independent of stimulus frequency. To do so, we superimposed plots of sensitivity and variability as a function of stimulus frequency (Fig. 6E) . Our results show that both quantities are proportionally related: there is a strong positive linear correlation for regular (r ϭ 0.82, p Ͻ 10 Ϫ3 ) and irregular (r ϭ 0.85, p Ͻ 10 Ϫ3 ) afferents, with the offsets not significantly different from 0 (p Ͼ 0.4). This suggests that the ratio of variability to sensitivity is also constant across stimulus frequencies. We therefore used the measured values of variability and sensitivity to predict the discrimination threshold as done above and compared predicted values, T pred , with actual measured values, T minϪmax , as a function of stimulus frequency. We found that both measures were not significantly different from one another for both irregular (Fig. 6F, top) and regular (Fig. 6F , bot- lateral (Lat) axes of translation (black arrows) as well as the PD of an example afferent (green line and arrows). Right, Discrimination threshold (T minϪmax ) of this afferent as a function of direction (i.e., the absolute difference between the axis of translation and the PD of the afferents: ͉PD Ϫ 2D͉) calculated using the sensitivity tuning curve (inset). The black circles show measured sensitivities (inset) and corresponding threshold values (main panel). The gray circles were obtained using a cosine fit (solid black line in inset) for sensitivity (inset) and estimating the corresponding threshold values. The predicted threshold at PD (dashed circle) based on a linear extrapolation (dashed line) is much smaller than the actual value measured by direct stimulation along the PD of the afferent (filled green circle, green arrow). Based on the fact that the discrimination threshold is inversely proportional to sensitivity, we would expect that the threshold as a function of direction would be well fit by a 1/cosine function (solid black line in main panel). Extrapolating the discrimination threshold at PD using this fit gives rise to a correct estimate. B, Discrimination threshold values T minϪmax as a function of direction for regular (blue) and irregular (red) afferents during 5 Hz sinusoidal stimulation. We used a 1/cosine fit (solid lines; see Materials and Methods) to extrapolate the threshold at PD (red and blue arrows). The R 2 values quantifying the goodness-of-fit are also shown. We then compared the extrapolated threshold values (open bars in the inset) with the actual measured values (filled bars in the inset) and found no significant differences (t test, p ϭ 0.14 and 0.09 for regular and irregular afferents, respectively). C, Same data as in B except that we instead used a linear fit to extrapolate discrimination threshold values at PD. The best fits are shown (dashed lines) along with goodnessof-fit as quantified by R 2 . We note that fitting a straight line gave rise to lower R 2 values than using a 1/cosine function. We also compared the linearly extrapolated discrimination threshold values (red and blue arrows, open bars in the inset) with the actual measured values (filled bars in the inset) and found that the former significantly underestimated the latter (t test, p Ͻ 0.0001 for both regular and irregular afferents). tom) afferents (t test with Bonferroni's correction, p Ͼ 0.14 for all frequencies).
In conclusion, our results show that, because variability is proportional to sensitivity, increases in the former are effectively compensated by increases in the latter when either (1) varying stimulus frequency for a given afferent or (2) comparing afferents with different resting discharge regularities, such that their ratio remains constant. This leads to discrimination thresholds that are independent of either resting discharge regularity or stimulus frequency across the otolith afferent population.
Pooling the activities of otolith afferent populations of increasing size decreases discrimination threshold
Our results show that individual otolith afferents display discrimination thresholds that are substantially higher (at least 12 times) than values reported in perceptual studies (Benson et al., 1986; Zupan and Merfeld, 2008; MacNeilage et al., 2010a,b; Naseri and Grant, 2012; Valko et al., 2012) . Accordingly, this implies that perceptual thresholds are achieved by integrating the activities of multiple afferents by higherorder brain areas. We used Fisher information to estimate the population size from which information must be integrated to give rise to perception. Because our results show that regular and irregular afferents have similar discrimination thresholds, the data from both groups were pooled for this analysis.
We found that neural discrimination threshold values decreased as a function of increasing population size ( N) both when the firing rate was estimated via a Kaiser filter (Fig. 7A ) and via the inverse ISI (Fig. 7B) . Furthermore, we found that the curves relating the discrimination threshold to population size were well fitted by a 1/ͱN function in both cases (R 2 ϭ 0.93 and 0.9 for Fig. 7 , A and B, respectively). This is expected (Seung and Sompolinsky, 1993) given that there is no correlation between the variabilities of different otolith afferents as discussed below. Using this fit, we extrapolated the population size for which the neural discrimination threshold value is equal to perceptual values reported by MacNeilage et al. (2010b) and Valko et al. (2012) . We only compared our neural threshold values to perceptual threshold values from these studies because they used experimental paradigms that were most similar to our own as discussed below.
When we used a Kaiser filter to estimate the firing rate, we found that population sizes of 7 and ϳ120 afferents led to Figure 6 . Strong positive correlations between sensitivity and variability lead to discrimination thresholds that are independent of resting discharge regularity and stimulus frequency. A, Response sensitivity as quantified by the slope of the firing rate-head acceleration curve (circles) and variability as quantified by the SD of the firing rate distribution obtained via a Kaiser filter at zero head acceleration (triangles) as a function of CV* for regular (blue, Reg) and irregular (red, Irr) afferents during 5 Hz sinusoidal stimulation. B, Variability as a function of sensitivity for regular (blue) and irregular (red) afferents during 5 Hz sinusoidal stimulation. Both quantities were strongly positively correlated (r ϭ 0.9, p Ͻ Ͻ 10 Ϫ3 ). The linear fit to the data (dashed line) had a slope of 0.024 Ϯ 0.009 G and an offset of 0.5 Ϯ 2.3 spikes/s. Importantly, the offset was not significantly different from 0 ( p ϭ 0.4), indicating that variability is proportional to sensitivity. C, Comparison between discrimination threshold values T minϪmax for regular (filled blue rectangles) and irregular (filled red rectangles) afferents as a function of CV*. Also shown are the predicted threshold values based on sensitivity and variability (open black rectangles). The inset shows the predicted discrimination threshold values as a function of the actual measured ones. There is excellent agreement because all data points are scattered close to the identity line (dashed line) (R 2 ϭ 0.89, the slope of the best-fit straight line is not significantly different from 1, p ϭ 0.44). D, A strong positive correlation between resting rate variability and neuronal sensitivity (r ϭ 0.8, p Ͻ Ͻ 10 Ϫ3 ): the slope of the best linear regression was 0.025 Ϯ 0.013 G and the offset (0.99 Ϯ 3.18 spikes/s) was not significantly different from 0 ( p ϭ 0.4). Note that resting rate variability was estimated as the SD of the Kaiser filtered firing rate in the absence of any stimulus. E, Population-averaged response sensitivity (solid) and variability (dashed) as a function of linear acceleration frequency for regular (blue) and irregular (red) afferents. F, Population-averaged discrimination threshold values T minϪmax (solid) did not significantly differ from the predicted values (dashed) over the whole frequency range for both regular (bottom) (t test, p Ͼ 0.31 for all stimulus frequencies) and irregular (top) (t test, p Ͼ 0.15 for all stimulus frequencies) afferents. The shaded bands represent 1 SEM.
threshold values equal to those reported by MacNeilage et al. (2010b) and Valko et al. (2012) , respectively. In contrast, when the firing rate was estimated using the inverse ISI, the population sizes were significantly larger (ϳ70 and ϳ1100, respectively). Thus, our results show that perceptual thresholds for linear acceleration are most likely achieved by integration of the activities of large afferent populations by higher-order areas.
Discussion
In the present study, we addressed the important question of how information transmitted by the vestibular periphery determines the ability to discriminate linear motion. Specifically, we focused on whether higher-order areas must integrate the activities of otolith afferent populations to give rise to perception. We found that threshold values obtained when linear motion was applied along the PD of each afferent were constant as a function of frequency (0.5-16 Hz) as well as resting discharge regularity. This was because increased trial-to-trial variability was effectively matched by increased sensitivity. Our threshold estimates from single afferents were approximately ϳ20 and ϳ76 cm/s 2 when the firing rate was estimated via a Kaiser filter and 1/ISI, respectively. These values were at least an order of magnitude greater than perceptual thresholds of ϳ1.5 cm/s 2 as reported by Valko et al. (2012) . Thus, our results suggest that higher-order vestibular pathways must integrate the activities of large afferent populations to give rise to perception.
Estimation of neuronal thresholds
Our results show that different methodologies lead to different neuronal threshold estimates. In particular, because of extra filtering that removes variability from the firing rate estimate, using a Kaiser window resulted in values that were consistently ϳ3.6 times lower than those obtained using the reciprocal ISI. Thus, to evaluate thresholds for single afferents, the reciprocal ISI methodology is most likely more appropriate. However, filtering via a Kaiser window might approximate the mechanisms by which afferent spike trains are actually integrated by downstream neurons. Additional studies directly measuring thresholds from neurons within the vestibular nuclei receiving input from otolith afferents are necessary to verify this hypothesis. We also note that, although we used the Kaiser filter to obtain a lower-bound estimate of neural thresholds, other forms of filtering (e.g., a Gaussian window) have been explored previously and give rise to greater values than those reported using a Kaiser filter (Yu et al., 2012) . However, in contrast to the present study, Yu et al. (2012) estimated threshold values in the PD of each afferent using a linear extrapolation rather than by direct measurement (Yu et al., 2012, their Figs. 4 D and 6 D) . Our current analysis demonstrates that the approach by Yu et al. (2012) significantly underestimates neural threshold values (Fig. 5) because it does not take into account the cosine dependency of the tuning curves of individual otolith afferents (Fernández and Goldberg, 1976a; Angelaki and Dickman, 2000) .
Comparison between neural and perceptual thresholds
To compare our neuronal threshold values with those measured in psychophysical studies of linear self-motion, we focused on the most recent studies that used stimulation paradigms that are most similar to our own (MacNeilage et al., 2010b , Valko et al., 2012 . We note that our neural threshold values were obtained in Macaque monkeys, whereas perceptual values were obtained in humans. Such comparisons must be made cautiously, in general, because previous studies have found quantitative differences between vestibular responses in humans and monkeys (Lansberg et al., 1964; Merfeld and Young, 1995; Merfeld et al., 2001 ). However, more recent studies suggest that the mechanisms that lead to perception are comparable in both species . Thus, it is of interest to compare neural threshold values obtained in monkeys to perceptual threshold values obtained in humans as has been done in recent studies (Haburcakova et al., 2012; Yu et al., 2012) .
On average, we found that our lower-bound discrimination threshold values for single afferents (19.2 Ϯ 2.2 cm/s 2 at 1 Hz) were at least three times larger than perceptual values measured in either behavioral study (MacNeilage et al., 2010b, 6 .1 cm/s 2 ; Valko et al., 2012, 1.5 cm/s 2 ). Thus, our results strongly suggest that linear motion perception arises by integration of peripheral otolith afferent population activity by higher-order vestibular areas, which is similar to what has been reported for semicircular canal afferents (Sadeghi et al., 2007; Massot et al., 2011) and other senses (visual: Pelli, 1985; Amano et al., 2006; Shadlen et al., 1996; auditory: Pfingst and Xu, 2004; Bizley et al., 2010; cross modal: McDonald et al., 2000; Shams et al., 2000 Shams et al., , 2002 . Indeed, our calculation using Fisher information shows that the population size is ϳ100 if we use a Kaiser filter to estimate firing rate and the threshold estimates of Valko et al. (2012) . It is important to note that our population size estimate is based on a computation that assumes that afferents do not display correlations in their variabilities (i.e., noise correlations) and thus constitutes a lower bound (Averbeck et al., 2006) . Indeed, afferent fibers may share common vestibular hair cell input, thereby leading to positively correlated variabilities (Eatock and Songer, 2011), which in turn would increase the population size. In both cases, the data are well fit (A, R 2 ϭ 0.93; B, R 2 ϭ 0.90), indicating that the discrimination threshold decreases as 1/͌N. In both panels, the red and blue arrows give the smallest population sizes that lead to discrimination threshold values that are equal to those reported for perception by MacNeilage et al. (2010b) and Valko et al. (2012) , respectively.
Impact of variability on neural coding
The role of trial-to-trial variability in neural coding remains an important problem in systems neuroscience (Stein et al., 2005; McDonnell and Ward, 2011) . The peripheral vestibular system is particularly well suited for studying this role because afferent resting discharge regularity varies over a wide range. Our results demonstrate that, although irregular otolith afferents have substantially larger sensitivity than regular ones, both classes display similar thresholds. This is because the increased sensitivity seen for irregular afferents is effectively matched by an increase in their trial-to-trial variability such that the ratio remains constant.
Importantly, we note that a strong positive correlation between sensitivity and variability is not sufficient to result in detection/discrimination thresholds that are independent of resting discharge variability. Indeed, a markedly different coding strategy is used by semicircular canal vestibular afferents, which are instead sensitive to rotations. Although a strong positive correlation between variability and sensitivity is also observed for semicircular canal afferents (Goldberg, 2000) , the increased sensitivity displayed by irregular semicircular canal afferents is not sufficient to compensate for their substantially higher trial-to-trial variability. As a result, irregular semicircular canal afferents display higher detection thresholds than regular ones (Sadeghi et al., 2007; Massot et al., 2011) .
Why is it advantageous for the otolith system to have two classes of afferents (i.e., regular and irregular) with different sensitivities when these are effectively compensated by differences in variability? As noted above, this result was unexpected because qualitatively different findings were obtained previously for semicircular canal afferents. However, we note that all our analyses consider only steady-state responses and not responses to more transient stimuli. Moreover, our stimuli were designed to not elicit static nonlinearities, such as cutoff and/or saturation. For instance, the predicted stimulus intensity that is required to elicit nonlinear responses from irregular otolith afferents is much smaller than for regular afferents because of their larger sensitivity and the fact that both groups have similar resting discharge rates. Thus, it is likely that transient perturbations will preferentially elicit nonlinear responses from irregular otolith afferents. Additional studies focusing on the strategies used by the otolith system to encode more transient stimuli, in particular with an emphasis on stimuli that produce nonlinear responses, might yield new insight into functional implications of the differences between the two otolith afferent classes.
Our results add to the growing body of literature showing that trial-to-trial variability should be taken into account when studying the neural code (Chacron et al., 2005; Sadeghi et al., 2007; Faisal et al., 2008) . The trial-to-trial variability in the response of vestibular afferents to repeated presentations of the same stimulus most likely originates from sensory transduction as well as intrinsic properties (Smith and Goldberg, 1986; Kalluri et al., 2010 ) that correspond to the "sensory noise" and "cellular noise" categories as described by Faisal et al. (2008) . We note that environmental noise (i.e., noise in the stimulus) most likely does not contribute to the measured trial-to-trial variability because we directly measured the head acceleration. In contrast, sensory noise such as thermal or physiological motion (e.g., mechanical gating at the level of channels) at the level of the receptor cells could contribute to the observed trial-to-trial variability in afferents. Furthermore, modeling in this system suggests that this variability is caused, at least in part, by postsynaptic mechanisms (Smith and Goldberg, 1986) . It is theoretically possible that there is a source of sensory noise that is common to all otolith afferents and that is greater for irregular afferents because of their larger gains. However, additional studies are needed to test this interesting hypothesis.
Our present results suggest that, in the otolith system, increases in sensitivity are effectively compensated by increases in trial-to-trial variability such that their ratio remains constant, which is qualitatively different from what is observed for semicircular canal afferents. Nevertheless, such a strategy might be found in other sensory processing because correlations between sensitivity and variability are also found in other systems (Kiang, 1965; Tollin et al., 2008) .
Conclusion
We conclude that strong correlations between sensitivity and trial-to-trial variability lead to neuronal thresholds that are independent of frequency and resting discharge regularity in otolith afferents. Furthermore, our results strongly suggest that integration of neuronal activities across a large population of afferents by higher-order vestibular areas is required to give rise to perception.
