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Let H be a Hilbert space and let n be a self-adjoint operator with 
spectrum bounded from below. Let t,, be an arbitrary real number with 
- 1 d to < 1. This paper is concerned with the unique solvability of the 
abstract singular or degenerate volution equation of the hyperbolic type, 
u”(t) + Q(t) Au(t) = 0 on (to, 11, 
! 
WE) 
(0.1) 
u(to) = uo, u’(to) = UI 9 (0.2) 
where CD is a non-negative function on (- 1, 1) with countably many 
degenerate or singular points t (i.e., Q(t) = 0 or co) accumulating at 0. For 
example, 
@(t)=exp(-ItlB) Isin ItlPI” with a> -1 andp<O, (0.3) 
O(t)= (tlY Jsin(log ItI)\” with aaOandy>O. (0.4) 
We show here that there exists a non-negative number a* such that (WE) 
has a unique solution for every initial data in D(/1**) (= the domain of 
A”‘), under some assumptions on @ which are satisfied by (0.3) and (0.4) 
(see Theorem). 
As an application to partial differential equations, we obtain the H”(Q) 
well-posedness of the initial (boundary) value problem for the equation 
a*qatz + G(t) P(X, D,)U = 0 in Q x (to, l), (0.5) 
where 52 is a domain in R” with smooth boundary (a may be Rn), and 
P(x, D,) is a 2mth order formally self-adjoint uniformly strongly elliptic 
differential operator with smooth coefficients. That is, for every initial data 
in H”(Q), we obtain a unique solution belonging to H”(O) for each t. 
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The H”( co) well-posedness of initial (boundary) value problems for 
(0.5) was investigated by many authors. See, for example, Bernardi [3], 
Carroll and Showalter [4], Coppoletta [6], Imai [7], Ivrii [S], Kimua 
[lo], Kubo [ll], Lacomblez [12], Oleinik [13], Povoas [14], Protter 
[15], Sakamoto [16], Yamazaki [21,22] for degeneracy or singularity of 
finite order, and see also Tahara [ 181, Tarama [19,20] for that of infinite 
order. They proved the well-posedness in the case where @ has only one 
degenerate or singular point. So far we know of no example of a non- 
negative function @ which has infinitely many degenerate or singular points 
and makes (WE) well-posed in H”(Q) or Cm(Q) (see 15, Sect. 6, 
Remark I] ). 
On the other hand, in the case where P(x, D,) has real analytic coef- 
ficients, Janneli [9] and Arosio and Spagnolo [ 1,2 J established the well- 
posedness of an initial (boundary) value problem for (0.5) with m = 1 in 
the category of spatially real analytic functions for general non-negative 
L’-functions @. They treated (0.5) with Q(t) P(x, D,) replaced by more the 
general operators P(t, x, D,). The argument of [ 1,2] is based on abstract 
theory, and they also established the well-posedness of an initial value 
problem for (0.5) with m > 2 (non-Kowalevskian type) in a certain subclass 
of entire functions. 
However, the function @ must satisfy stronger conditions for the H”(Q) 
well-posedness. This is seen by Colombini and Spagolo [S]. They construc- 
ted an example of a non-negative ?-function @ and initial data in H”(Q) 
such that the initial boundary value problem for (0.5) with P(x, D,) = 
- a2/ax2 and 52 = Iw admits no solution. This function @ is oscillating near 
one point, and this fact causes the non-existence of a solution. So we have 
a restriction on the extent of oscillation of @ for the H”(O) well-posedness. 
The purpose of this paper is to prove the H”(Q) well-posedness for a 
non-negative function @ which has 0 as an accumulation point of 
degenerate or singular points (and therefore oscillates near 0) such as (0.3) 
or (0.4). For the H”(Q) well-posedness, we impose some restrictions on 
the extent of the oscillation of @, which is necessary in some sense (see 
Sect. 4). 
The usual energy method produces an estimate with loss of some 
derivatives at each singular or degenerate point. Hence, in case Q, has 
infinitely many degenerate or singular points, the problem for (0.5) was 
solved under the condition that initial data have much higher regularity 
than H”(Q). We define suitable r-dependent norms different from the usual 
energy in order to apply an abstract theorem which we showed in [21]. At 
every point which is neither an infinite order degenerate or singular point 
nor an accumulation point of degeneracy or singularity, this norm is essen- 
tially equivalent to the one used in [21,22]. The solution has the same 
spatial regularity after such a point as before (see [21, 221). 
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The plan of this paper is as follows. In Section 1, we give notations, state 
the results, and give some applications to partial differential equations. In 
Section 2, we prove a proposition which plays an essential role in the proof 
of the main result. In Section 3, we prove the main result. In Section 4, we 
give an example which shows the necessity of a main condition of the main 
result. 
1. NOTATIONS AND MAIN RESULT 
Throughout this paper, A denotes a self-adjoint operator with spectrum 
bounded from below. The spectral decomposition of A is denoted by 
For a non-negative number rc, ?I, denotes a Hilbert space defined by 
ID, = 9(AK), the domain of AK = J?‘m 1” dE2, with graph norm: 
ll~ll:={~ (IAl + l)*, d(E,x, x). (1.0) 2. 
For a negative number rc, a, denotes the dual space of 9 --K. Here we note 
that the norm of a, is expressed by (1.0). 
For a Banach space X and a closed interval I in R, AP(Z; X) denotes 
the set of functions in Cm(l; X) all of whose derivatives of order <m are 
absolutely continuous on Z (as an X-valued function). AC’(Z; X) is denoted 
by AC(I; X). 
Now we describe our main result. 
THEOREM. Let @ be a non-negative and euen function on [ - 1, 11. 
Assume that Q, is factorized into 
@p(t) = (+(4(t)) q(W for - 1 d t GO 
such that +, [, and q satisfy the following conditions with some positive 
constants C, (i= 1, . . . . 5), 6r, and 6,. 
($1 * is a C*-class function on UC - 1,0))\2~ (= {i(x); 
XE [ - 1,0)}\22), with 
c;’ IT-i?2n(“‘+p,<+(T)<C, IT-22n(*'+j,, (1.1) 
Ii+b”‘(T)l < cl IT - h(=“-’ (i= 1, 2), (1.2) 
-f<ga,<cr<co, O<p”<BBQ (1.3) 
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forr~[2n-1,2n+l] and2nE2Znc([-l,O)), where+“)denotestheith 
derivative of I(/. 
([) 5 is a C2-class strictly monotone function on [- 1, 0) with 
lim t+o li(Ol= 00 and 
Ii”(t)1 6 G li’W12 for tE[-1,O). (1.4) 
(5)’ K’(t)4 d C3 IC(t)l for t E C - 40). 
(n) n is a C2-class non-incresing positive function on [ - 1,O). 
[ and r] have the following relations (Hl) and (H2): 
U-Ill Irl”‘(t)l G C, li’(f)l’ ~(0 (i=1,2) for tE[-l,O), 
W) ~(0 G G li’(t)l ew( -6 li(t)l) for te[--1,O). 
Zf a < 0, we furthermore assume (i)” and (H3); 
(c)” Ii’1 is non-decreasing on [ - 1, 0). 
(H3) 
Then there is a real number aK such that for each real number K, for 
uo> u, EBar*+cc (WE) has a unique solution u in 33, in the following sense: 
UE AC’( [to, 11; a,) with (0.2) 
(0.1) holds in a, a.e. t in (to, 1). 
The following is an immediate consequence of the theorem. 
COROLLARY 1. Assume the same situation as in the theorem. Let u0 and 
u1 E I-):=0 a,. Then the solution of (WE) given by the theorem belongs to 
npSO AC’([t,, 11; a,). Especially zf @ is of CJ-class on [to, 11, then the 
solution belongs to CJ+2([tOI I]; n,“=,, a,), for each j=O, . . . . co, where 
n ,“= ,, D, is equipped with the projective limit topology. 
Proof The first assertion is trivial from the theorem. For a proof of the 
second assertion, we have only to differentiate both sides of (0.1) j-times 
with respect to t. 
Remark 1.1. Function [ expresses the extent of oscillation of @. In fact, 
if we take a function with period 2 as tj, then f 15(t) - c(s)1 is approximately 
equal to the number of oscillations between s and t. rl plays the role of 
making @ small. I+G expresses the local shape of @. 
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Remark 1.2. We are interested in how @ can be oscillating, i.e., how c 
and 1;’ can be large. So (H 1) does not restrict on [ from this point of view, 
since for a given q, (Hl ) is satisfied if we take c with large 15’1. We essen- 
tially need (H2) (see Sect. 4, Proposition 2). Relation (H2) says that the 
size of @ must be smaller as the oscillation of @ becomes greater. 
Remark 1.3. Let i be a function in C*( [ - 1,0)) satisfying (5). Then 
q(t)=exp(--6 [i(t with 6>0 satisfies assumptions (q), (H2), and (H3). 
EXAMPLE 1.1. Let 
@(t)=exp(-ItI@) Isin(ltlS)I” for -l<t<l, 
with - cc <p < 0, - 1 < CI < co. Then the assumptions of the theorem are 
satisfied with 
I&T) = (sin 51a’, i(t) = ItIP, rl(~)=ex~HW). 
EXAMPLE 1.2. Let 
a(t)= ItJB Isin(log Itl)I’ for -l<t<l, 
with 0 < /3 < co and 0 < c( < co, or /I = 0 and CI > 0. Then the assumptions of 
the theorem are satisfied with 
I&T) = (sin rJ@, i(t) =l% 14, q(t)= lt(P’2. 
Now we apply our theorem to some partial differential equations. Let Q 
be a domain in Iw” with smooth boundary 852 (52 may possibly be [Wn). 
Let P(x, D,) (D, = +8/8x) be a 2mth order formally self-adjoint uniformly 
elliptic operator with smooth coefficients. Here we say that an operator P 
is uniformly elliptic if there is a positive constant c0 such that 
P*m(4 <) B ccl 1512m for every 5 E [w”, 
where P,, is a principal part of P. Let t, be an arbitrary number in 
[ - 1, 11. Let @ be a function stated in the theorem. 
First consider the initial (boundary) value problem 
a*u/at* + G(t) P(X, D,)~ = 0 in Q x (to, l), (1.5) 
(a/av 1% = 0 for k = 0, . . . . m-lonaQx[t,,l](ifQ#fR”), (1.6) 
4x9 to) = %(X), (am 24, to) = ~~(4 in 8, (1.7) 
where a/& denotes the normal derivative of %2. 
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COROLLARY 2. Let uo, u, be in H”(Q), and assume that PKuO and PKul 
satisfy (1.6) for every non-negative integer K $0 # UY’. Then problem (1.5) 
(1.6), and (1.7) has a unique solution u in the following sense. 
UE fi AC’([t,, 11; H”(SZ))satisfying (1.6)and(1.7), 
lC=O 
(1.5) holds in H”(Q) a.e. t in (to, 1) 
for every non-negative integer Ic. 
Especially if @ is of CJ-class on [to, 11, then the solution belongs to 
CJ+*([to, 11; H”(IR))for j= 1, 2, . . . . co. 
Remark. 1.4. The uniqueness holds as a solution in AC’([t,, 11; 
L*(Q)), i.e., a solution which satisfies the condition of a solution stated in 
Corollary 2 only for K = 0. 
Proof Put 
H= L2(s2) and A = P with D(A) = H*“(a) n Z?(g). 
Then by using G&ding’s inequality, we easily see that A is a self-adjoint 
operator with spectrum bounded from below. Thus we can apply 
Corollary 1 and obtain the result. 
Second we assume that the above operator P has a special form P = Q”’ 
with Q being a second order formally self-adjoint uniformly stronly elliptic 
differential operator. We consider (1.5) under another boundary condition, 
u=Qu= . . . =Q”-‘,=, on LU2x [to, 11. (1.8) 
COROLLARY 3. Let uo, u, be in H”(R) and assume that QKuO = QKu, = 0 
on 80 for every non-negative integer K. Then problem (1.5), (1.8), and (1.7) 
has a unique solution in the sense described in Corollary 2. 
Proof: We derive the conclusion from Corollary 1 by taking 
H = L’(a), A=&, 
where A, = Q with D(A,) = H*(Q) n B’(Q). 
We prove the theorem by using the following proposition. 
PROPOSITION 1. Let 4 be a function on [S, T]. Let 1, be some reaI 
number larger than 1. Assume that there are constants d, with d, 2 1 
(i= 1, 2, 3,4) independent of ,I, and that there is a non-negative integer 
N1 and a set on= {bnflE [S, TJ; n= 1, . . . . N,} for each I>,Io, with the 
following conditions. 
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(bl) S<b,,< ..- <b,,<b;,<b,,,,< ... <b;&,,<T. 
(b2) Let r, be the set of accumulation points of the set Uza2, 0,. 
Then r, has at most countably many points. 
(b3) If p > I, then for each n = 1, . . . . N,, there exist m = 1, .,., N, such 
that 
IX,, b:pl c (b,,, b,+,,). 
We put b& = S and bN,+ 1,1 = T. 
(41) There is an integrable function 5 on (S, T) such that 
d*(t) < 4(t) for t E (S, T) 
4*(t)lHb,d + 4(b;J G 5(t) for t E Cb;n, b,X 
for n = 0, ,.., N,. 
(42) 4, ME C*(L-S Tl\rd. 
(43) I(n) = {te CS, Z-1; ld’(W*Wl > jd;*~“*} = 5 Cb,,, b;J. 
n=l 
($4) 14(bn~d/4(b,iJl <d&r n = 1, . . . . Ni. 
+ Al’* fl j-1: MbiJ + 4*(W4(b,,)l dt < 4 log A. 
n. * 
(46) Nn < d3 log A. 
(47) sup d(t), M(t); tE cj Cb;,, b, 1.J 
II=0 
Then there is a real number a* such that for each real number K, (WE) 
in BD, with @=d* and u~,u,ED,.+~ has a unique solution in the sense 
described in the theorem. 
Remark 1.5. Conditions (bl) and (b3) yield 
.g, IX,, &I = 3 (b,,, bntJ if I <p, (1.9) 
ll=l 
and therefore, for each I ( >I,), we can take a positive number E(A) such 
that 
TOC s (b,,+&(A), bJ,-E(A)). 
n=l 
(1.10) 
SINGULAR EVOLUTION EQUATIONS 45 
From this and (42) 
49 l/dJ E CVA (1.11) 
where Zj, = [S, T] \(J,N= ,(b,, + E(J), bntA -e(n)) for each II 2 1,. 
2. PROOF OF PROPOSITION 1 
2.1. Abstract Theorem 
We prove Proposition 1 by applying an abstract theorem in [21], which 
gives a unique solution to a linear evolution equation in a Banach space Z 
with norm jI.llz: 
(CP), du(t)/dt+A(t)u(t)=O for s<t<T, u(s)=y, where O<s<T, 
bW)h,,r, is a family of linear operators in Z. 
For describing the abstract theorem we prepare some notations and 
definitions. 
For an operator A from a Banach space Y to X, )( All y,x is defined by 
IIA II -sup{ IIAyll,; YE Y, /[y/l y= l}, which may be co. Y,X- 
Let ( W,}l, Co,T, be a family of Banach spaces in a Banach space Z with 
norms { II f II w,>. 
DEFINITION 1. We say that [I.)/ w, is differentiable at t if the following 
holds; W, + /, equals ul, as a linear space for sufficiently small Jhl with 
t + h E CO, T] and (/x/l ,+,,+* - llxll ,)/h is convergent as h tends to 0, 
uniformly to x in each bounded subset of W,. The limit of the above is 
denoted by (d/dt) (IxJI w,. 
DEFINITION 2. A two-parameter family { U( t, s); 0 6 s < t < T} of 
operators in Z is said to be an evolution operator on { Wt> if it satisfies the 
following: for 0 < s < r < t < T, 
(i) U(t, s) is a bounded linear operator on W, into W,, 
(ii) U(t, t) = 2 on W, and U(t, r) U(r, s) = U(t, s) on W,. 
Now we describe the assumptions in this section. 
Let r be a closed, at most countable subset of [0, T]. Let {X,},, to, T, 
and { Y, 1, E rO, =, be families of Banach spaces in Z with norms { (1. (( x, > and 
( II dl y,>, respectively, with Y, continuously and densely imbedded in X, for 
each t. Here we note that X, (resp. Y,) is not necessarily equivalent to X, 
(resp. Y,) for s # t. 
(Sl ) There are constants C,, i= 1,2,3, and 0 E (0, l] such that 
II-llzGCc, lIdIx,GCc2 l14y,, lIdlx,<C3 II-lib;” ll4’& for 06tGT. 
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(S2) If t, tends to t E [0, r] from the left and ( y, E Y,} is a sequence 
such that sup,, 11 y, II,,,. < co and y, converges to y in Z, then y belongs to 
Y, with 
II Al x, G lim sup II Y, II x,n, 
n-m II Al y, G lim sup II Y, II y,n. n+cc 
(S3) For each t E (0, T)\T, )I .I( X, (resp. I( .(I y,) is differentiable and 
there is a positive number 6, such that 
b-4<6,,XEX,, IIxlIx,=l (resp. My < co). 
(S4) For every t E r and E > 0, if h > 0 is sufficiently small, then there 
exists a linear operator P on Y, into Y,,, such that 
IIPII X,.X,th and IIPII Y,,Y,+*< 1 +G IIV-P)lI Y,,Z<E. 
Remark 2.1. Assumption (S2) defines the left lower-semicontinuity of 
the norms Ildlx, and Ildl y, at t ($r) in the topology of ~~~~~z in some sense. 
Assumption (S3) defines the differentiability of these norms at t ($r) on its 
own. 
Let PWl,,~o,T, be a family of linear operators in Z which satisfies the 
following conditions: 
(Al) For each t E [0, r]\r, A(t) is a closed operator in X, with 
Y, c D(A( t)) (the domain of A(t) as an operator in X,), and if I is suf- 
ficiently large, 1 belongs to the resolvent set of A(t) and (A(t) + AZ)- ’ Y, is 
densely included in Y,. 
(A2) (Weak stability condition) There are integrable functions wX 
and oy which are continuous at every point of [0, T] \r and satisfy the 
following. If t E [0, r]\f, then for every XE Y, and y~D(A(t)l y,) = 
{ y E Y,; A(t)y E Y,}, there are x* E J,,(x) and y* E Jy,(y) such that 
f ll-dl~,~ 2ReMt)x, x*1 + wAt) llxll~,~ 
$ I~Y~~~,~~RW(~).Y~ Y*)+w~(~) IIYII:,. 
(A3) For each t E [0, 7’]\r and each y E Y,, the function: s + A(s)y 
is right continuous at t as an X,-valued function. 
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(A41 IIA(t)ll r,,x, is dominated by an integrable function r(t) which is 
continuous at every point of [0, T]\T. 
DEFINITION 3. In the above situation, we say that u( .) E C( [s, r]; Z) is 
a solution of (CP), with ye Y,, if 
(i) u(t) E Y, for every t E [s, T] and U(S) = y. 
(ii) For all t except at most countably many points of (s, T), there is 
6, > 0 such that u belongs to AC( [t - 6,, t + S,]; X,) with 
du(r)/dr + A(r) u(r) = 0 in X, a.e. on (t - 6,, t + 6,). 
Now we are prepared to state the theorem. 
THEOREM A (Theorem 2.1 and Proof of Proposition 5.2 in [21]). 
Assume conditions (Sl k(S4), (Al )-(A4). Then there exists an evolution 
operator { U(t, s); 0 <s < t 6 T} on {X,}and on { Y,> with the following 
three properties. 
(i) II U(t, ~)ll~,,~, < exp .&P) dr, II Ut, s)ll Y,, y, 6 exp si g(r) dry for 
O<s<t<T. 
(ii) For every r E [0, t] \r, and y E Y,, the function (t, s) -+ U(t, s)y is 
continuous as an X,-valued function near (r, r). 
(iii) If Y, is a separable Banach space for every t E [0, T] \r, then for 
each SE [O, T] and YE Y,, u( .) = U( ., s)y is a unique solution of (CP), with 
sup sGrGT Ilu(t y,< 00. Furthermore, u( .) is in AC([s, T]: Z) with 
u(t) - u(s) + 1’ A(r) u(r) dr = 0 in Zfor s < t < T. 
s 
2.2. Proof of Proposition 1 
From now on in this section, the assumptions in Proposition 1 are 
assumed. By putting v(t) = u’(t), (WE) in D, is transformed into 
dU(t)/dt + A(t) U(t) =0 for t,<t<l, I (El 
where 
U(t) =u(t) ( > v(t)’ A(f)=((& ;I). 
For each real number K, we shall define Hilbert spaces {X:} with 
X: - 71: for - 1 < t 6 1 and Z” so as to apply Theorem A to (E). 
505/77/l -4 
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Definition of functions. First we define functions 8, 4, and r” on 
CS, Tl x CL ~0); we put 
b,f_ 1.1 dt < b,,, 
b,,<t<b+. ’ n, * 
For each d = &c& or S we put 
o#(t, 1) = d,“ii(t, 1) for b,tl,n< t<bb,t,. 
Remark 2.1. By the definitions of 8,4, and r” and by assumption (43), 
the following hold, 
L@)(t, A) = 2, I:(t, A)1 <&d;‘A”*=&,d;*[(@4)(t, A.)]“‘, (2.1) 
for every S<t<Tand ,I>&. 
For each A 2 & and for a Friedrichs mollifier p,, we define the functions 
PE(.1 11, 4,(., A), and 7d., A) by 
d,(t, A) = (u# * P,(t))(l) = !” 1 o#(s, A) p,(t - s) 4 (2.2) 
where p =p, q or I-. We put 
gl,e(t, 1) = q!m, 1) -242(t) AfAt, 4)/P&~ A), (2.3) 
g2,At, A) = 2(4k(tv A) - 2r’,(t, 4}/W, A), (2.4) 
g3Jt, A) = 4 FXt, A) + I?,(& 2) - b2(t) @At, ulm4Y2(t, A), (2.5) 
g,(t, 2) =maxi gl,At9 A), g2JfT A), g3,Afy 1)). 
LEMMA 2.1. For each A > A,, if E ( ~0) is small enough then the following 
(2.6)-(2.8) hold: 
$d;20+‘(t, p) < d&t, p) < 2d:ox(t, p) 
for S<t< T, &,<p<A, where v=p or q; 
Ir”,(t, PII G 4(d,4,P2(t~ PI for S<t<T,I,<p<A.; 
s 
T 
ge(t, P) dt G 4 log P for n = 1, . . . . N,+ 1, &<p<k 
s 
(2.6) 
(2.7) 
(2.8) 
where d, is a positive constant independent of E, Iz, p, and n. 
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Proof. Let A > A0 be an arbitrary number and fix it. In the proof C 
denotes various constants independent of E, A, p, and n. Let 
cJ.3 c A,O, . .. . C1,, denote positive constants depending only on A. We assume 
that E is positive without description. By the definitions of p# and q# 
together with (1.1 1 ), we have 
By the definitions of fi and 4 and the assumption (44), 
where u = p or q. From this and the definitions, p# and q# are continuous 
on C-L ll\{bZL} and 
4* hliye U#(b,l, +h,) < hliy+ u#(b,tj. + h,) < hlixr- U#(b,t, + hj.), (2.11) 
where u = p or q. Using this inequality and (2.9), we easily see that (2.6) 
holds if E is sufficiently small. 
From (2.1) and the definitions of p#, q”, and ?,, 
l?,(t, 111 < k d,2(p#q#)1’2(t, A) for b,f_,,,<t<b,t,, 
if E is sufliciently small, which together with (2.6) implies (2.7). 
Last we prove (2.8). For a subset J of [S, T], let A’, denote the charac- 
teristic function of J. First we prove that if E is sufficiently small then 
for every t E [S, T], ,u E [A,, A]. Using the definition of the Friedrichs 
mollifier and the fact that p#(.,p)~c’([S, T]\@,)nC([S, T]\(b,f,; 
n = 1, . ..) IV,}), we easily see that 
IdXc PII G ;yp I P#‘h P)l 
+ (C/E) c” IPWJ-fV,,)l x~bn,,-eE,b.,~+&)~ (2.13) 
“=I 
for every t E [S, T], p 2 1,. By using fact ( 1.11) and assumption (44), we 
can derive from the definition of p # that if E is suffkiently small then 
IPV,t,) - FV,,)llpXW G 2hW&JlcW G 3d: (2.14) 
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for [f-b&I <s, n= 1, . . . . N,, PE [I,, A]. By the definition of r# and (1.9), 
we have 
support ofr#(., P)C LX rl (2.15) 
for every /AE [A,, A]. Using this fact and the definition of the Friedrichs 
mollifier, we obtain 
6 sup 42(r) SUP If+(f, pL)I 
I E I, S<r<T 
for t E [S, T], /A E [A,, A] if E <s(A), where I, and s(A) are as in (1.11). This 
inequality together with (1.12), (2.15), and the definition of rx yields 
for tE [S, T], PE [A,, A]. Substituting (2.13), (2.14), (2.16), (2.6), and (2.9) 
into (2.3), and noting that the first term of the right-hand side of (2.13) is 
dominated uniformly for p on [A,,, A], we obtain (2.12). 
Next we show that for an arbitrary fixed positive number 6, if E is 
suffkiently small then 
gl,E(f> PL) G 1 for every t~J,,~and PE [A.,, A], (2.17) 
where Jp,6= [S, T]\U,.,r[b-6, b+6]. By (2.6) and (2.10), 
I gh(4 PL) - 2{pX’(f, PL) - U2(t) rx(4 ~))lB,(h ~01 
G CL, I(BL - ~#‘)(t, PL) - @2(t)Ve - r#)(4 PII (2.18) 
for every t 4 0, and p E [A,, A.]. By the definition of p# and r#, we see that 
p#‘(t, p)-2&zS2(t)r#(t, p)=O for t$@,, ALE [A,, A]. 
Substituting this into (2.18) and estimating the right-hand side of (2.18) in 
a way similar to the proof of (2.16), we obtain 
for ~EJ~,~, PE [A,, A], and E E (0,6). Here we used the fact that there are 
no elements of 8, between t and s if t E JV,d and It - sl < E < 6. Estimating 
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the right-hand side of the above by using (1.11 ), (2.9), and the definitions 
of p# and r#, we find that 
as E + 0 uniformly to p on [&, A]. 
Assertion (2.17) follows immediately from this. 
Now we take 6= l/(C,N,) in the above. Then (2.12) and (2.17) imply 
that 
Q N,(2SCd + C) + T< 2 + CN,, + T, 
which together with (46) yields 
s T gdf, PL) dt Q Clog p for PE C&, Al (2.19) s 
if E is small enough. In the same way 
if E is small enough. 
In a way similar to the estimate of the right-hand side of (2.18), we have 
the following instead of (2.17): for an arbitrary fixed positive number 6, if 
F is sufficiently small then 
I g,,,(t, CL) - 4v% cl) + P#(lY P) -v*(t) 4#(& lw(d,LjE)l’Z(f~ CL)1 
Gl for tEJ,., and pe [A,, A]. 
From this inequality, (2.6), and the definitions of p#, q#, r#, p, 4, and r”, 
it follows that 
for tE ij Cbn:,, b&l n J,,,, 
= fl=l 
CA - “*(d/dt)(qY/qS’)( t  + 1 
(2.20) 
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if E is small enough. The inequality (2.12) holds also for g3,E, by using (~$5). 
Therefore, using (2.20) instead of (2.17) and calculating in a way similar to 
the case of glTE, we obtain (2.19) also for g3,,. From this, (2.19), and 
(2.19)‘, (2.8) follows, and the proof is complete. 
Definition of norms. For each 13 &, we choose the largest number 
Ej. > 0 for which the assertion of Lemma 2.1 holds. Here we note that E~ is 
non-increasing with respect to A. Then we put 
Ix.9 1) = p’,,(., 21, a.3 2) = qe*t., 11, 
Ft.3 A) = F&(.9 A), gt.9 2) = &(-, A), 
for each A 2 &. We put 
~(.,~)=g(.,n)=x,?..,, 
7(., A)=& g(., n)=a-)k 
for each A < A,, where < is the function in (4 1). We define functions p, q, 
and r by 
u(t,L)=B(r,i)exp(-~~g(s,i)dr) for S<t<TandIER, 
where o = p, q, or r. We note that p, q, and r take finite values for each 
(t, A), by Lemma 2.1. Using the above functions p, q, and r, we define a 
Hilbert space X: for each K E R and t E [S, r] by 
= I Oc (14 + 1)2”CP(& 1) w,u, u) -02 
+ q(t, A) d(E,u, u) + 2r(t, 2) d(EAu, 011 
( j ‘x 
= (VI + l)*“Pt,Iw) <a . -cc > I 
with norm 1). (1 g. The following lemma enables us to compare the above 
norm with the usual one. 
LEMMA 2.2. There are positive constants d,, d,, and d8 depending only on 
d,, d2, d,, and d4 such that 
for every K E R, t E [S, T], and (:) E X:. 
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Proof By (2.7) and the definitions of II.]I c, p, q, and r, 
~j0(l~l+1)2K[P(1~~)d(E,u,u)+q(r,i)d(E;u,u)]~ 1 * 
1 il( )ll XT 
62 jm O” (I4 + l)2K [IP(4 2) 4E,u, u) + 4th 1) d(E,v, u)], 
(2.22) 
1 
for every KE R, t E [S, r], 12 &, and (F) E A’:. By the definition of 
P, q, P#, and r#, and by (2.6), we have 
;d,NAp2exp(-j; , ) ds 2) ds 6th 2) 6 o(t, A) 6 2d;t?(t, I) (2.23) 
for S < t < T, 1.2 A,,, and u = p or q. This inequality together with (2.8) and 
(46) yields 
(2.24) 
for S < t < T, A Z &, v = p, or q, where d& d;, and d,’ are positive constants 
depending only on d, , d,, and dS, and therefore independent of E, 1, and n. 
The assumption (47) and the definition of @ and 4 yield 
(2 + 1))-zA+’ d b(f, A) < (2 + l)*dd+ ‘, (2.25) 
(n+l)-zdq~~(f,~)~(jl+l)*dq, (2.26) 
for S < t 6 T and ;1> &. Inequalities (2.24)-(2.26) imply 
d&I+ l)-“‘<p(t, A)<d;(A+ 1)2d4+‘, 
d&I+ 1)-“<q(t, A)<d;(l+ 1)2d4, 
(2.27) 
(2.28) 
for S d t < T and A > I,, where d; is a positive constant independent of E, 
1, and n. Estimate (2.21) follows immediately from (2.22) (2.27) (2.28) 
and the definitions of p, q, r for A < I,. 
We define a Hilbert space 2” for every K E R, 
zK=DK-d,XDK-dh with 
u 2 
IK )ll V 
= t/&d,+ livlif-d7for 
u 
0 
E Z”, 
z* V 
where d, is the positive constant in Lemma 2.2. Lemma 2.2 shows 
Z K+WCyCzK with d, II . II zw < II . II x: < d, II . II zx+~d, (2.29) 
for every K E R and t E [S, T]. 
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Now under the above preparation, we show that Theorem A can be 
applied to (E). 
LEMMA 2.3. Assume the same conditions as in Proposition 1. Let K be an 
arbitrary fixed real number. Then the assumptions of Theorem A with 
ox = o y E 0, r= r,, are satisfied for X, = I’:, Y, = Xl’/‘)+ K, Z = Z”, and 
A(t) being the operator in (E). 
Proof: We prove this lemma in the case that K = 0. The other cases can 
be treated parallel to this. 
We first prove that the family { p(., 1); J 6 ,ld A*} is equicontinuous on 
[S, T], for each fixed A* E [0, co). By definition, the equicontinuity of 
(p”(4; II<n<n,} is trivial, and hence we only need to show the 
equicontinuity of { d( ., 2); 1, < 1< A* > and the uniform boundedness of 
{ g(+, 2); & < A 6 A*} on [S, T]. As is noted before, sl in the definition of 
p is non-increasing with respect o 1. Hence, there is a positive constant E* 
dependent on A* such that 
EA>&* for every 1 E [A,, A*]. (2.30) 
Thus the family (p,,(., A); &<A <A*} is equicontinuous on [S, T]. On 
the other hand, we easily see that the family {p”(., A); I, < 1 <,I*} is 
uniformly bounded on [S, T]. From the above two facts, the equi- 
continuity of (a(., 1); A,, 4 1 <A*} follows. As is noted in the proof of 
Lemma 2.1, (2.12) holds also for g,,, and g,,,. From this and (2.30), the 
uniform boundedness of { g( ., 2); & < A < A* } follows. 
In the same way, we see that the family {q(., 2); 0<1<1*} and the 
family { r(., A); 0 < A < A*} are equicontinuous on [S, T]. 
(Sl ) The first inequality follows from (2.29) and the definition of 
II.II X;. So we prove the second inequality. Lemma 2.2 implies 
p(t, A) < d# + 1)2d7 for S<t<T. 
Thus 
p(t, A) = p@(t, 2) P1-s(t, A) 
<d;(~+l)ec2d7+1)(~+1)e-1{(;1+1)p(t,~)}’-? 
Hence if we take 8 sufficiently small as to satisfy 
28(1 +d4)- l< -2d,8, 
then we have 
p(t, I)<d;{(;l+ l)p(t, A)}‘-‘(A+ 1)-2d7e for S< t < T. (2.31) 
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In the same way, we get 
q(t, l)<d;((A+ 1) q(t, n)}‘yn+ 1)-2d’e for S< t d T. (2.32) 
Inequalities (2.31) and (2.32) yield the second inequality of (Sl), with the 
aid of (2.22), Minkowski’s theorem, and Holder’s inequality. 
(S2) This is easily seen by using that the total variation of ljE,uj/2 on 
(-co, A*] is dominated by I(E,.ul)* and that the family { p(., ;I), q(., A), 
Y( ., A); A < A*} is equi-continuous for an arbitrary positive number A*. 
(S3) Let t 4 r,,. Since r, is closed, we can take 6 such that [t - 6, 
t + S] n r= 0. Then we easily see that 
sup{ Ip’(s, ;l)l/p(t, J-), lq’b, ~)lld~, A), Ir’b, u/(Ps)“‘(~> A), 
IP”b% ~)l/P(~, A), W’LS ~)lld~, A), Ir”b, 41/(Pq)“2k A); 
sE[t--,t+6]n[-1,1],1~~}<co. 
From this, it follows that (S3) holds. 
(S4) Let t* be an arbitrary number off,. Let E be an arbitrary fixed 
positive number. We take A* large enough to satisfy 
A* + 1 >d;EC2, (2.33) 
where d6 is a positive constant in (2.29). We define 
P=Ei,*I r,.; Y,* --) Ej.* Y,*c n Y,, 
ssr<7 
the restriction of E,, on Y,.. We prove that P satisfies the condition (S4). 
Using (2.29) and (2.33), we get 
for every UE Y,,. This implies the last inequality of (S4). Now we prove the 
rest of (S4). 
From Lemma 2.2, we see that there is a positive constant c* such that 
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From this and the equicontinuity of { p( ., A), q( ., A), r( ., A); & < I < A*}, we 
can take 6 > 0 such that 
IAh A) - P(4 AlI d :q& 21, (2.34) 
IqcJ, A) - q(4 211 < Mt, 21, (2.35) 
Irb, A) - r(4 A)I Q f~(d”(4 n), (2.36) 
for s, t E [S, T] with It --sI < 6, J < A 6 I*. Equations (2.34)-(2.36) yield 
p(s, lb* + q(s, A) y2 + 2d.h A) XY 
~P(t,I)x2+q(t,~)y2+2r(t,~)xy+t&(~(t,~)x2+q(t,~)y2) 
for every x, YE R, t, s E [S, T] with (t - SI < 6, and ile [0, A*]. This and 
(2.22) yield 
IIwl2,~~u +c) IWII’X,~ llwl:,~(1 +E) Ilwb, 
for every UE Y,, s, t E [IS, T] with Is- tl ~6, IE [0, ,I*]. So that the rest 
of (S4) holds. 
(Al) Let t be an arbitrary fixed number in [S, T] \r,,. Using the fact 
that d’( t)A is a non-negative self-adjoint operator, we easily see that (Al) 
holds. 
(A2) We shall prove the condition for X,. In the same way, we can 
prove the condition for Y,. Let t 4 r,. By the definition of . (1 I, we have 
jm 
30 
= e~G”‘((d’-g~)(t,~)d(Elu,u)+(Q’-gg)(t,~)d(Elo,u) 
2. 
+ 2(r”’ - gr”)(t, A) d(E,u, u)}, (2.37) 
(AU, U),= {Am cG(‘)[ -jqt, A) d(E,u, u) 
+ 9(t, A) d2(t) MEi u, 0) 
+ r”(t, A,( -WA u, u) + 4*(t) Id(EAu .u)}]. (2.38) 
Comparing each term of (2.37) and (2.38) which corresponds to d(E,u, u), 
d(E).u, u), and d(Eiu, u), respectively, and noting that 
(lV)“* (t, A) 4E,u, 0) G i(F(t, A) d(E,u, u) +Q(t, A) BEAU, u)), 
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we see that (A2) holds with ox = 0 if the following hold: 
P’(f, A) < 35’(f) wt, 2) + t(gj%t, A), (2.39) 
at, 1) d WC 1) + hm, A), (2.40) 
2 li’(t, A) - (gr”)(t, 2) + P(t, 2) - d2(r) 47th 1111 < (g(jhj)“‘)(t, A). (2.41) 
Thus it suffices to show (2.39)(2.41). But these are trivial from the 
definitions of $, q, ?, and g. Here we note that from (2.7), the inequality 
(2.41) holds if 
2 Ir”l(c 1) + P(f, 2) - ti2(t) wt, 111 6 ~(g(p~)1’2)(t, 1). 
(A3) This is trivial. 
(A4) From (2.22) with JC = 0, we have 
From (2.22) with K = i, we have 
Hence, for a proof of (A4), it suffices to show the following. There is an 
integrable function o on [S, T] such that 
d4W 12qk 1) G o’o)(n + 1) PC& 21, (2.42) 
P(f, 1) d o’(W + 1) q(4 A), (2.43) 
for every t E [ - 1, 1 ] and Iz E [;1, co). Using the definitions of p, q, with the 
aid of Lemma 2.1, we see that the above are satisfied if we take o = CY for 
some positive constant C, where 5 is an integrable function appeared in 
(41). Thus the proof of Lemma 2.3 is complete. 
We are prepared to prove Proposition 1 
Proof of Proposition 1. (Existence) Let 
u*=2d,+I 2. 
Then the relation of inclusion (2.29) implies Z”’ + K c Xj”‘)+ K. Hence by 
Lemma 2.3 and (iii) of Theorem A, the following holds. The equation (E) 
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in 2” with U, = (:) E Ztr*4K has a solution U = (i) in the sense of Defmi- 
tion 3. Moreover U satisfies 
U~AC([kl, n-w, 
dU(t)/dt+A(t) U(t)=0 in ZKa.e. on (to, T). 
Then it is trivial that u is a solution of (WE) as we are seeking. 
(Uniqueness) We put rc’ = K - 2d, - $. By (2.29), a solution of (E) in Z” 
is a solution in Z”’ with bounded X:‘+(“‘) -norm. But the uniqueness of the 
solution to (E) in this class is assured by Theorem A and Lemma 4.3. 
Hence, the uniqueness of (E) in Z” follows. The uniqueness of the solution 
to (WE) is an immediate consequence of this fact. 
3. PROOF OF THEOREM 
We prove the theorem by using Proposition 1. Throughout this section, 
assumptions (rj), (C), (q), and (Hl) of the theorem are assumed. We put 
d(t) = Il/(i(t)) s(t). 
Without loss of generality, we assume that inff I G f < 0 I[( t)l = 1. Using 
this and the monotonicity of [, we can determine s, and a, by 
sn: IihJl = 2n with s, ~0, 
a,: l((a,)l = 2n - 1 with a, ~0, 
for each n = 1, 2, . . . . We note 
-l=a,<s,< ... <a,<s,<a,+,<s,+,< ... <O. 
We put 
J,= Can, an+,1 for n = 1, 2, . . . . (3.1) 
First we show some properties of the functions I(/, c, and r]. 
LEMMA 3.1. For every s, t E [ - 1, 11, we have 
Ii’(s)1 G Ii’(t)1 ev(G Ii(s) - i(t)I 1, 
v(s) G v(t) exp(C4 Ii(s) - i(t)I 1. 
(3.2) 
(3.3) 
ProoJ: Equations (3.2) and (3.3) follow from (1.4) and (HI) with i= 1, 
respectively. 
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LEMMA 3.2. The following inequalities hold, 
G’li’hN - s)l G Ii(t) - i( Q G Ii’Mt - s,)I, 
CC1 li’(.cJl -I d la, -s, I G G li’(.4l~‘, 
G’ Ii’bJl --I G la,, 1 -s, I Q G li’(.~)l-‘, 
c;‘(li’(s,)l”“It-s,I”“+Bn)~(Sn) 
G d(t) G CAli’(~“)l”’ It -S*l”” + Al) ?(%L 
I$+‘)(t)l 6 c, li’(s ” )I”“@ ” ) It--s n I-’ (i= 1, 2) 
for every n = 1,2, . . . . and t E J,, where 
C,=exp c2, C7=C,exp((ICII+1)C2+C4}. 
ProojI First note that (3.2) implies 
cc* li’(s,)l G li’(s)l GeCZ Ii’W for SE J, 
Using this inequality and 
(3.4) 
(3.5) 
(3.5)’ 
(3.6) 
(3.7) 
i(t) - ih) = i’(es” + (1 - W)(t - s,) with 0~0~ 1, 
we obtain (3.4). Equation (3.5) (resp. (3.5)‘) follows from (3.4) with t = a,, 
(resp. a,,,). Using (3.3) (3.4), and ($), we obtain (3.6) and (3.7). 
Now we shall determine N, and {6,,A) which satisfy the assumptions of 
Proposition 1. For each A 2 1 and n = 1,2, . . . . we define a positive number 
Pn.2. by 
5c: = “‘2(l~‘(sn)IznP~% + Bn) Vtsn) Pn,i.. 
Let A1 ( > 1) be a number satisfying 
5c,c: I[‘( - 1)1 <Af’2(C,“I + #81) a( - 1). 
Then for every A> AIf we can define 
Mj.=SUp(NEZ+; 5C6C: Ii’ 
d le”2(C;‘n + pH) tj(s,) for every n = 1, . . . . N). 
For each ,I> A,, we define N, and b$, as follows: 
Nj.=2Mj”+ 1, 
b:J = sn 5 Pn.1 for n = 1, 2, . . . . MA, 
bii,+1,2=aM,+Iy b+ M, + 1.i = -b,, + 1.1, 
bzj.= -bs,-,,l for n = M, + 2, . . . . Nj.. 
(3-g) 
(3.9) 
(3.10) 
(3.11) 
(3.12) 
(3.13) 
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In order to show that the above choices satisfy the assumptions of 
Proposition 1, we need a few lemmas. 
LEMMA 3.3. For each I > A, and n = 1, .,., M,, 
z~,;. =CbniA2 b:j.l c J,. (3.14) 
Proof. By (3.1), (3.5), (3.5)‘, and (3.11), it suffices to show 
Pn.i. G C,’ li’b”)l -l. (3.15) 
By (3.8) we see that (3.15) is equivalent to the fact that the right-hand side 
of (3.8) with pn,A replaced by Cc’ l[‘(s,)j -’ is larger than SC:, the left- 
hand side of (3.8). This holds by the definition of MA (see (3.9)), and the 
proof is complete. 
LEMMA 3.4. For each A >, A, and n = 1, . . . . M,, we have 
14(b~>,)l~(b~~j,)l Q G9 
Ifj’(t)/fj2(t)l Q :C;4A1’2 for every tEJ,\Z,. 
(3.16) 
Proof: The first inequality follows immediately from (3.6). Let 13 1. By 
(3.6) and (3.7), we have 
I~‘(~)M2(~)l c:{aJ It-.%1 (Ii’bJl”” l+S”lan+B,)}-l (3.17) 
for every ~EJ,. Noting that (f-~,,-~~~‘<p;+’ for ~EJ,\Z, 
(n = 1, . . . . M,), we see that (3.8) and (3.17) imply (3.16). 
LEMMA 3.5. For each A B A, and n = 1, . . . . Mj., 
c, ‘A- lJ2 6 qqt) < C&l2 for every t E J,\Z,,, (3.18) 
for some positive constant C8 independent of 1 and n. 
Proof. Let A 2 1, and let t be an arbitrary point of J,\I, with 
n=l , . . . . M,. First we assume that GI,, > 0. By ($), 
4(t) d C, Ii(t) - W”“rl(tI + P. (3.19) 
Since 15(t)-2nl < 1 and cl,>O, (3.19) and (7) yield 
4(f)GcC1?(--1)+p. (3.20) 
Since It--.~~j’n>~;:;., (3.6) in Lemma 3.2 yields 
4(t) 2 G1(li’(&Jl”nP~“~. + A) rl(&J, (3.21) 
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which together with (3.8) implies 
~(t)35CI:~~‘/2p,:31-‘12. 
Thus (3.18) has been proved when CI, 2 0. Second, assume that cc,, < 0. 
From (3.8), it follows that 
5c:~-“21r’(~,)llrl(~,) G (li’(&z)l Pn,Jn+l + B li’(sJl P”,i. 
By (q) and (Hl), the left-hand side of this inequality is bounded from 
below by C;‘il- . “’ Therefore noting that Ii’( P,+, d 1 by (3.15), and 
a, + 1 B $, we have 
Hence we find 
c Ii’hJl Pn,n3C (3.22) 
for some positive constant C depending only on g and b. Since (t - s, Inn < 
pzj,, (3.6) in Lemma 3.2 yields 
d(t) G c,(li’b,)l”‘P3. + 8) yl(hl). 
Since -i c c(,, < 0 and 12 1, the above inequality and (3.22) imply the 
second inequality of (3.18). By (0, 
4(t) 2 KY’ Ii(t) - ma” + P”) v(t). 
Since Ii(t) - 2nl < 1 and CI, < 0, the above inequality yields 
i(t) 2 C,‘?(t). 
By (3.3) of Lemma 3.1 with s=s,, 
v(t) 2 exp( -Cd I?W. 
Since n d Mi., (3.9) implies 
rib,) 2 G~-“2 li’b”)l. 
BY (3.5), 
(3.23) 
(3.24) 
(3.25) 
C6 li’(s,)l 2 la, -s, I -’ B 1, 
which together with (3.23)-(3.25) implies the first inequality of (3.18), and 
the proof is complete. 
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LEMMA 3.6. Assume moreover (H2). Then there is a constant LO with 
&,2L, such that 
for every I. 2 2,. (3.26) 
Proof. First note that 
MA = 4h4J> 
by the definition of {s,}. By (3.9) and (1.3), 
G Imt4J G WC,‘+ BA4J e44,)~ 
(3.27) 
(3.28) 
where 
Equation (3.28) and (H2) yield 
C, 6 C5~“*(Ci2 + PM;) exp( -6 lUs,)l). 
From (3.27) and (3.29), it follows that 
Mj.2 26 +log(c,c,‘)+log(c,“+~) 
Thus (3.26) holds if A0 is large enough. 
Now we are ready to prove the theorem. 
(3.29) 
Proof of the Theorem. It suffices to show that the assumptions of 
Proposition 1 are satisfied with {b,,L} and N, defined by (3.9~(3.13) and 
[S, T] = [ - 1, 11. In the proof, C denotes various constants independent 
of A and n. 
Condition (bl) is trivial. We easily see that the set of accumulation 
points of UAai, On equals {s”}, and therefore (b2) holds. 
From definitions (3.8) and (3.9), it follows that pn,A (resp. M,) is strictly 
decreasing (resp. non-decreasing) with respect to A. Using these facts, we 
see that (b3) holds. 
Next we show (41). By assumption ($), 
G’ G IC/(i(a,)) G C, + B for every n. (3.30) 
Thus, by the definition of (bag+ ,J, we have 
~2(f~l~(b~,+l,~)+~(b~,+l.l)~C1//2(i(f))Il(f)+ c (3.31) 
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for b,ig+,,,<t<b,$~+l,~. Using (3.3) in Lemma 3.1 and the boundedness 
of q, we get 
+‘(t)lb(b<i) + d(b<,t) G Crl(t)(lC12(i(t))l~(r(bn,n)) + $(t’(b<,))) 
G W’(Ut)) v(t) -f c (3.32) 
for b,, < t < b,+,, n = 1, . . . . M,, MA + 2, . . . . N,. By the boundedness of q 
42(t) = ti2K(tN v2w c W’(W) v(t) for -1<t<o. (3.33) 
By the inequalities (3.31~(3.33), and by the evenness of 4, it suffices to 
show that ti2(l( .)) q( .) is an integrable function on [ - 1, 01. By assump- 
tion (H2), 
If, ti’(Ut)) v(t) dt G C [” 1 II/‘(C(t)) IC’(t)l exp( -6 li(t)l) dt. 
Thus, it remains only to show that the right-hand side of the above 
inequality is finite. We prove this in the case that l’ > 0 on [ - 1, 0), and 
therefore [ 2 0 on [ - 1,O). The case [’ < 0 can be treated in the same way, 
By assumption (+), 
Hence 
s 
n+l 
n $‘(r)dr<C forevery 7Ec[-1,O). 
I:, ~2(5(1))i’(f)exp(-61(1))dt=lm ti2Ww(-Wd~ 
i(-1) 
<C f exp(-6n)<co, 
II=0 
which complete the proof of (41). 
Condition (42) is trivial. Conditions (43) and (44) follow from 
Lemma 3.4 and the definitions (3.12) and (3.13) together with the evenness 
of 4. 
We shall prove (45). A simple calculation using (3.6) (3.7), and (3.8) 
shows 
IkWNtU~2W)l G C for n = 1, . . . . Mn, (3.34) 
which also holds for n = M, + 1, . . . . N,, from the evenness of 4 and the 
definitions (3.12) and (3.13). Similarly we obtain 
(3.35) 
505/77/l-5 
64 TAEKOYAMAZAKI 
for n = 1, . . . . M,, M, + 2, . . . . N,. We show that 
for n=M,+ 1, i.e., bMA+i=aMA+i. From definition (3.9), it follows that 
P2f/$Y M,+1KcII’(~M~+l)l. (3.37) 
Assumption (1.1) with t = c(a,, + i) = 2M, + 1 yields 
C; +l(U M,+l)~~(uMr+I)~c~(u,~+,). (3.38) 
From (3.2), (3.37), and (3.38), we have 
A”‘f$(a M,+I) IaM,+ ~Cli’(SM,,,) sIcI,+11, 
which together which (c)’ and (3.26) implies 
1’12q5(a M,+I)la,,+lldCIT(s,,+1)I~Clog~. (3.39) 
If p>O, (l.l), (q), and (3.38) yield 
maYbM,+J for a M/,+1 <[CO. 
This fact and (3.39) and (3.36) imply. Next, assume that p < 0. Using (3.5), 
(3.5)‘, and (3.6), we find 
f 4*(t) df G Crl*bJK’(sn) 
for n = 1, 2, . . . . (3.40) Jo 
By assumptions (v) and (i)“, ~/Ii’1 is non-increasing on [ - 1,O). Thus by 
(3.37), we have 
~1’2swli’h)l G c for n=M,+1,Mn+2 ,..., 
which together with (3.40) and (3.38) yields 
A112 g;; 4*w(~MA+ 1 1 dt d C f ~(~,)h(~~i+ 11, 
n-M,+1 
which is bounded by assumption (H3). This and (3.39) yield (3.36). 
Equations (3.34)-(3.36) together with (3.10) and (3.26) imply (45). 
Lemma 3.6 and (3.10) imply (46), Lemma 3.5 implies (97), and the proof 
is complete. 
4. A COUNTEREXAMPLE 
In this section we constract a counterexample which shows that condi- 
tion (H2) is nearly necessary, by using the argument of Colombini and 
Spagnolo [S]. The example of [S] does not satisfy (H2); in fact, the left- 
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hand side of (H2) is much larger than the right-hand side. Here we show 
an example which does not satisfy (H2) in critical order. 
Throughout this section, let i and q be functions satisfying (0 and (7). 
Assume moreover that [[‘I is non-decreasing on [ - LO) and that the 
following holds: 
(*) for every E > 0, there is t, E (E, 0) for which 
rl(tJ 2 li’(tJl ev( --E Ii’(h) t, I ). (4.1) 
Remark 4.1. Assume that [ satisfies 
li(t)l G R Ii’(t)4 for -l<Z<O, 
with some positive constant R. Then the negative of (H2) implies (*). 
In fact, assume that (H2) does not hold; i.e., for every C > 1 and E > 0, 
there is t,,, <O such that 
dk,,) 2 C K’(k,Al exp 
( 
-; lU~c,e)l 
) 
( 2 li’(fc,,)l ev( --E K’(k,J k,, I)). 
Since q//C’1 is bounded, Ji(tC,E)I must tend to co as C-+ co, for each fixed 
E>O. Hence 
t =,,-+Oas C-+ co, for each fixed E > 0. 
Thus we can take t, for which (4.1) holds. 
Without losing generality, we assume that 
li’(t)l > 800% li(t)l B 13 q(t) G 1, for 
For the same reason as in Remark 4.1, 
lim lc’(t)tl = co. 
t-0- 
So we can choose a sequence {t,} with the conditions 
to= -1, 
400 Ir’(tl-,)l Q IC’(tJ t,I, 
4ooi log 2 < lC’(t,) t, 0 
7 1-l <t,<o, ‘t 
- -1<t<o. (4.2) 
(4.3) 
(4.4) 
(4.5) 
(4.6) 
for i= 1, 2, . . . . 
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Here we note that (4.6) means 
t,--,-lailt,-,l. 
We put 
(4.8) 
k,= max{n; n is an integer with n < Ii’(t,)l (4.9) 
BY (4.2), I(‘(t,)llv(t,) 2 2. Thus 
kz G ll’(tOllV(ti) G2k, for every i = 0, 1, . . . . (4.10) 
We define a non-negative function o on [ - 1,0) by 
m-1 
4’) = 1 kiq(ti)(ti+ l- t,) + kmU(tm)(t - tm), 
I=0 
(4.11) 
for t,<t<t,+,. By (4.11) and (4.10), 
4~)-4t)=kt~(ti)(s- t)> ~lC’(tr)(s-t)l, (4.12) 
for s, fE [ti, fr+l], i=O, 1, . . . . By using (4.8), (4.3), and (4.4), we conclude 
from (4.12) that 
4s) -o(t) 2 T&i IUt,)(t,+ 1 - t,)l 2 27t, 
for tift<s<t,+, with s-rt&(t,+I-ti), i=O, l,.... Hence we can take 
t: and t,!’ such that 
t, < t: d &(99t, + t ,+l)~~(t,+ggt,+l)~t:,~t,+,, (4.13) 
w( t:) = 2n’n for some integer n’. (4.14) 
o(t:‘) = (i+ 2n”)rc for some integer n”. (4.15) 
We easily see that we can find a non-decreasing (resp. non-increasing) 
P-function c3 (resp. q) on [ - 1, 0), such that 
cqt)=o(t), v(t) = Q(r) on ,Fjo CC Cl, (4.16) 
Icr(t)l < 2 lo’(t)1 on [-1,O). (4.17) 
We define a function I// on [0, co ) or ( - co, 0] by 
$2(i(t)) = t(%t)), (4.18) 
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where 
t(z) = 1 - $ sin 2t - &( 1 - cos 2t)‘. (4.19) 
Then the following holds. 
PROPOSITION 2. II/ and tj satisfy assumptions (+) and (q) in the theorem, 
respectively. There are initial data uO, u, E H”(R) such that 
aGjat2 + qt) a2ula.2 =0 in Rx(-l,O), 
4 - 1, x) = %(X)7 (am u(- I, XI = U~X) 
in Iw (NW) 
, I 
has no solution in C( [ - LO]; Y(R)), where 
Q(t) = (rl/(i(t)) fi(N2. 
In the proof, we use the following well-known result (see [S]). 
PROPOSITION A. A necessary condition in order that 
u(x, t) = f vCkj(t) sin(kx), tE[-l,O] 
k=l 
defines UEC([-l,O];LF(R)) is 
SUP iV(k,(t)i d fbfk’ for k = 1, 2, . . . . 
, 
for some positive number A4 and 1. 
(4.20) 
(4.21) 
Proof of Proposition 2. It is trivial that tj satisfies (q). We shall prove 
that $ satisfies ($). By definition (4.19), 
i<l(r)<2 and 14’(~)1< 1 for every t. (4.22) 
Differentiating both sides of (4.18) we get 
W’(i(t)) i’(t) Jl(i(t)) = 5’($t)) G’(t), (4.23) 
which together with (4.18) and (4.22) yields 
IrC/‘(i(t)) i’(t)1 G I~‘(t)l for -1 <t<O. (4.24) 
By (4.17), (4.11), and (4.10) we have 
I( < 2 li’(t,)l for t,<t-=ct,+l, m=O,l,.... (4.25) 
Since [[‘I is non-decreasing, (4.25) implies 
IG’(t)l ,< 2 IUtN on C--1,0). (4.26) 
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Combining (4.24) and (4.26) we have 
11(1’(2)1 G 2 on the range of i. (4.27) 
In the same way, we have 
IV’(~)l G Cl on the range of [, 
for some positive constant C,. Equations (4.18), (4.22), (4.27), and the last 
inequality imply that (J/) is satisfied with a,, E j?, E 0. 
We shall define initial data u0 and U, which satisfy the assertion of 
Proposition 2. If a function u expressed by (4.21) is a solution of (NW), 
then uckj solves 
u” + k2@( t)u = 0, where d(t) = W(W)) r?(t), 
for each k = 1, 2, . . . . Noting this, we let u, be the solution of 
II” + k;q52( t)u = 0, -l<f<O 
i 
N+‘L 
(4.28) 
u( tg = 0, u’(tk) = x,, (4.29) 
where 
x, = r” exp( -a&i Ii’ t, I - b(G)l). (4.30) 
Then we define 
u0 = f u,( - 1) sin(k,x), u, = f &(-1) sin(k,x). (4.31) 
m=l m=l 
If we show the following two facts, then the proof is complete; 
(i) uo, u1 E ff”@), 
(ii) equation (NW) has no solution in C( [ - 1, 01; g’(R)). 
Now we prove (i). Put 
E,(t)=k$,q52(t)~;(f)+~;(t). 
Then it suffices to show that 
(4.32) 
f k’,E,(-l)< co 
IPI=1 
for every fixed non-negative number 1. Since u, satisfies (4.28), we easily 
obtain 
&,A - 1) ~MG,) exp 
( ’ 
2 ,y, I&(tYd(f)l dt . (4.34) 
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Putting (4.22) into 
we get 
2 k#‘(~M~)l < 2 I~‘(t)l + 2 I?‘(fMf)l. 
Therefore by the monotonicity of 6 and q, and by (4.2), we see 
2 j-y, I4’(~M~)l dt G 2 IWCJI - 2 log vl(C,,). (4.35) 
Putting (4.29) and (4.35) into (4.34), we obtain 
J%( - 1) G 4-” exp( - z&ili’(tJ f, I )lr12(tJ. (4.36) 
Let 1 be an arbitrary non-negative number. By (4.1), (4.3) (4.10), and 
(4.361, 
~~~,(-1)64-“(l~‘(~,)ll~(~,))‘+*exp(-~ K’(t,)t,l). (4.37) 
By (4.7), if m is sufficiently large then 
(4.38) 
Equations (4.37) and (4.38) imply 
k!&J-1)<4-“, 
and therefore (4.33) holds. 
We turn to the proof of (ii). The solution of (NW) with u0 and ur given 
by (4.31) has a Fourier expansion 
u(t, x) = f u,(t) sin(k,x), (4.39) 
lFl=l 
where v, is given by (NW),. By Proposition A, the proof is complete if we 
show that for every fixed non-negative number Z, 
,liTm k;’ Iu,(t~)( = co. (4.40) 
Let 
w(z)=sinr.exp{&(r--tsin2t)). (4.41) 
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Then w solves 
wU(r) + 5(T) W(T) = 0 for every z. (4.42) 
We put 
v’,(t) = w(dt)) Y,, (4.43 )
where y, is given by 
Y, = exp(- h 4LJ) bL~k))Y x,. 
From (4.11) and (4.42), it follows that 
c;(t) + k;#(t,) r(o(t)) V”,(t) = 0 on (tk, tk). 
(4.44) 
(4.45) 
Since O(I) =(3(t) and ii(t on (tL, tk), (4.18), (4.20), and (4.45) 
imply 
Using (4.7), (4.41), (4.43), and (4.44), we can calculate the value of v’,(ti) 
and $,,(t:), and we find that u”,,, satisfies (4.29). Thus o”,,,~ C([tk, t;]; R) n 
C”((tk, t;); W) is a solution of (NW), on [tk, tz]. So 
V,=iT, on [th, t:]. 
Thus from the explicit expression of u”, (see (4.41), (4.43), (4.44), and 
(4.30)) and (4.15), 
u,(G) = exp(hd(Ck)) Y, 
=(rl(hJL)-‘exp(ik4Ck)-ib(CJ-& Ii’(t -m&21. 
(4.46) 
From (4.12), (4.13), and (4.8), 
U(t;)2~(t;)--(t,)> g Ir’(t,)t,I. (4.47) 
From (4.11), (4.10), (4.13), and (4.4), 
w(W& Ii’(~ y (t,+, 
1=0 
- ti) + li’ttkz) - ttm)l G d IC’(tm)tm 1’ (4’48) 
Combining (4.46~(4.48) and (4.5), we obtain 
v,(G) 2 (v(t,W,)-’ exp ( $j K’(t,)tm I > . 
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Hence, using (4.2) and (4.10), we conclude 
On the other hand, (4.7) implies that 
v(LYi’(4J 2 exp 
( 
- 8oo(;+ 2) li’(t,)t, I) (4.50) 
holds for sufficiently large m. Equations (4.49) and (4.50) yield 
k;‘u,(CJ 2 exp(d0 K’(cJ~,I 1 
for sufficiently large m, which together with (4.5) implies (4.40). 
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