In multiprocessor environment when processes content for system resources, Deadlocks may occur. Deadlock is highly undesirable as it degrades the system performance largely. This paper aims to present technique to facilitate the resource allocation decision. It also strives to reduce the time cost for making this decision. It presents a Total Need Based Resource Reservation (TNRR) that suggests reserving some resources so as to ensure that at least one process will complete after it. The motivational example illustrate that the proposed technique is capable of performing resource allocation without checking the safety sequence as proposed by existing Banker's algorithm. The overhead for this decision for proposed TNRR is merely as compared to Banker's algorithm of the . The simulation results indicate that the frequency of deadlocks has reduced by approximately 75% for higher load (above 80%) as compared to the Deadlock Recovery technique, while for lower load it tends to be zero. The turnaround time of the TNRR is approximately 9% better than the existing Banker's algorithm.
INTRODUCTION
In a system, processes may be interleaved in time to give the user a feel that they are running simultaneously. They are being executed on a single processor, who switches back and forth between them. A process apart from the processor may require other resources for its successful completion. These resources may be sharable or non-sharable. A sharable resource is one that can be shared by more than one process at any given time. Resources that cannot be acquired by more than one process at any time are referred to as non-sharable. Sharable resources do not lead to any conflict of interest between any two processes. However, when two or more process demand for a non sharable resource the decision of to whom the resource is granted or not granted at all becomes crucial. This decision if not wisely taken may lead the system into a deadlock state. Formally, Deadlock can be defined as the permanent blocking of a set of processes that demand for a set of non sharable resources [1, 2, 3, 8, 13] . Deadlocked processes never terminate their executions and the resources held by them are not available to any other process. It is a permanent situation as none of the demand imposed by any of the process can ever be met. This in turn leads to poor resource utilization, lower throughput, i.e., performance degradation. Deadlock is a common problem where conflicting demand for the resources by two or more processes occur including multiprocessing systems [18, 19, 22] , parallel computing [5, 6] , cloud computing [14, 15, 16, 17, 22] and distributed systems [4, 8, 9, 21] . The present paper discusses the resource reservation technique for single processor system; however, it can be adapted for the multi-processor systems, i.e., parallel, cloud and distributed systems.
For systems such as automated manufacturing systems, distributed systems, control systems etc. deadlock is highly undesirable, because it may lead to catastrophic losses. Coffman [1, 8, 9 ] studied and suggested necessary conditions for a deadlock to occur. These conditions are: Mutual exclusion, Hold and wait, No preemption and Circular wait condition. The authors [1, 8, 9] , suggested the deadlock prevention, deadlock avoidance and deadlock detection techniques for handling the deadlocks.
The deadlock prevention technique can prevent deadlock if and only if, one of the four necessary conditions stated above fails to hold. However, Mutual exclusion, Hold and wait, and No preemption conditions are system dependant and may not be prevented [1, 8, 9] . Thus, preventing circular wait from occurring is the best way for preventing deadlock. This can be achieved by using a hierarchy to determine a partial ordering of resources [8, 9] . However, it may not be possible to implement it in most cases.
Some prior knowledge about the upcoming resource requirement if available can be used for taking wise decisions so as to avoid deadlocks. A well known deadlock avoidance algorithm used in operating systems is the Banker's algorithm which was proposed by Dijkstra to handle a single resource type [4, 5] . This Banker's algorithm required time and space for handling requests of 'n' processes. It was extended by Habermann to handle multiple resource types [4, 5, 6, 7, 13, 18] leading to the time requirement of and space as .
Banker's algorithm assumes that the maximum resource requirement at any given time by a process in the system is known in advance. The resource demand of a process is granted if the system remains in a "safe" state. In other words, Banker's algorithm does a forward calculation keeping in account the pending demands of the present process set, such that no deadlock would occur.
The Deadlock Prevention and Deadlock Avoidance strategies, lead to lower device utilization and throughput. Authors [8, 9] The rest of the paper is organized as follows: section 2, illustrates a motivational example while section 3 describes the system model. Section 4 elaborates the proposed approach followed by results and analysis in section 5. Finally, paper concludes with section 6.
MOTIVATIONAL EXAMPLE
This section presents a motivational example which will illustrate the limitations of existing techniques.
Example [9, 13]:
Consider a system consisting of five processes through and three resource types and with instances 10, 5 and 7 respectively. This is illustrated in the table 1. Where Execution Time is the worst case execution time that a process requires to complete its execution; Allocation , represents the number of instances of a resource type allocated to a process ; Maximum , represents the at most demand for resource type by process during its entire execution; Request , represents the demand for resource type by process when it starts execution; Available , is the number of resource type available in the system at any time.
Thus, after allocation of the requested resources, suppose, at time , the snapshot of the system has been taken as given in table 2, where Need , represents the remaining need for resource type by the process ; Suppose at time a process request for one additional resource type , and two instances of resource type , i.e., (1, 0, 2), the decision that whether this request can be granted immediately by the existing techniques is done as follows: request for (1, 0, 2) resources, then the Banker's algorithm will calculate the safety sequence, i.e., a sequence with worst case resource allocation that will lead to completion of all processes. Thus, in case the requested resources are granted the snapshot of the system can be seen in the table 3a. Banker's algorithm will estimate the safety sequence (refer section 3) as . Thus, it will allocate the requested resources to process at time , causing an overhead of . Suppose at time , process request for (0, 2, 0) resources then the snapshot can be seen in the table 3b. Banker's algorithm will again estimate the safety sequence causing overhead. However, this time it is unable to find a single process whose need is less than available, hence, no process will be able to complete itself as the need for all the process as can be seen in the table 3b is greater than the available. Thus, the Banker's algorithm declines this request.
Deadlock Recovery: Deadlock Recovery technique does not do any pretesting, it will simply grant the requests as and when made by processes and . However, immediately the system may not be in deadlock state, but over time all the processes will eventually ask for the resources mentioned in their need column of table 3b without releasing any resources up to their completion. Thus, a deadlock will eventually occur. Hence, the preemption of the resources or process needs to be done causing an overhead and degraded performance.
The motivational example clearly demonstrate that the above approaches either perform rigorous testing or no testing leading to no or frequent deadlocks. This paper strives to balance between the two and suggest an approach which will produce higher performance by performing a lower cost test. The following section presents the assumption and the terminologies used. The following section illustrates the proposed resource reservation technique for effective utilization of the resources. 
PROPOSED TOTAL NEED BASED RESOURCE RESERVATION (TNRR) TECHNIQUE
The motivational example in section 2, demonstrate that Banker's Algorithm will always estimate the safety sequence by considering the requirement for all the processes in the system. However, this cross checking incurs as overhead .
This paper proposes the resource reservation techniques in which the system reserves a pool of resources. These reserved resources can be allocated to only those processes those total resources need can be satisfied by them, i.e., a process who will not require any resources further and will finish its execution. The remaining resources are freely available and can be allocated to any requesting process. Thus, when a process demands for resources which are not freely available then the system must release the reserve pool resources provided the total need of the process can be satisfied. Hence, it will complete and relieve all the resources it is holding.
The proposed resource reservation technique will reserve the resources based on total need of resources requested by processes seen so far. Mathematically, where is the number of instances of a resource type reserved. This technique will only considers the requesting process detail along with the system data structure to take the decision for granting or not granting of the resources incurring an overhead of mere . 
. End
The effectiveness of proposed Total Need based Resource Reservation (TNRR) Technique can be seen by the motivational example in section 2. Here, for the same example resource allocation is done using the proposed approach. Thus, considering the system snapshot as illustrated in table 1. The Total_Need can be estimated as 25, 12, 12 for the resources and respectively. The number of instance of and resources reserved by the system are thus, (3, 2, 1) respectively leaving the available resources as (7, 3, 6) .
At time , the request made by all the processes is also indicated in the request column of the table 1. Since, the request made by all the processes is not more than the available resources in the system, they all are granted and the snapshot of the system can be seen in the table 2. However, the available resources will only be (0, 1, 1) while those reserved are still unused and (3, 2, 1).
At time , when request for (1, 0, 2) resources. The resources available are (0, 1, 1), which are insufficient to cadre the request (step 3a. of the proposed TNRR algorithm). However, the system has a reserve pool of (3, 2, 1). The proposed TNRR algorithm releases the reserved pool resources, only to a process that promises to complete and return the reserved resources. Thus, instead to granting the requested amount of (1, 0, 2) TNRR will grant the total needed resources by , i.e., (1, 2, 2) and ensure that it will complete. The snapshot thus, attained can be seen in the table 4. If the safety sequence test is performed on table 4, the safety sequence turns out as . This safety sequence check is not required by the proposed TNRR algorithm. However, it is used to demonstrate that the system is in safe state. It may be noted that as per the Banker's algorithm the average turnaround time as per the safety sequence of (estimated in section 2) will be 38.6 while that of the proposed TNRR algorithm is 30 which is approximately 22.3% lower.
At time , process request for (0, 2, 0) resources, by this time the process may or may not have completed. This lead to following two cases: Case1: If process hasn't completed then as can be seen from the table 4, no resources are in the available pool. The resources in the reserved pool can be used only and only when a processes total need can be satisfied. The process 's need as indicated in the table 4 is (7, 4, 3) while reserve pool contains only (2, 1, 0) resources. Hence, no resource can be allocated to process .
Case2: If process
has completed and relinquishes the resources. This scenario can be seen in the table 5. Still, the resources in the available pool are (2, 1, 1) when request is for (0, 2, 0) resources. The available pool and reserve pool put together has (5, 3, 2) resources while the process 's need as many as (7, 4, 3) resources. Thus, the request by cannot be granted as number of resources are not sufficient.
The proposed TNRR algorithm does not allocate any resource to under any circumstances. Thus, the system remains in the safe state and the safety sequence also remains unaltered. The following section present the results obtained by implementation of the technique discussed in this section.
SIMULATIONS RESULTS
In this section simulation on synthesized process sets is performed to evaluate the performance of the proposed Total Processes where generated by an exponential distribution using with inter arrival time (1/λ) and service time (1/μ) with parameters λ and μ, simulation is run for 1000 processes. The resources are also picked from a pool, randomly generated at the beginning.
The effect of increase in the process load over the frequency of the deadlock can be seen in the figure 1. The Banker's algorithm is complete Deadlock Avoidance approach, wherein it ensures that system is always in safe state, hence, no deadlock ever occurs. The Deadlock Recovery technique simply grants the resources requested, hence, as the process load increases the frequency of deadlock also increases. The proposed technique TNRR performs resource reservation to ensure that at least one process will always complete. However, the resources released by a process on its completion may not be sufficient for the remaining processes and a deadlock may occur. It may be noted from the figure that the frequency of deadlock has decreased approximately by 75%. Further, the system is able to survive for longer time without deadlocks. Figure 2 , depicts the effect of increase in the process load over the average turnaround time. The average turnaround time increases for all the techniques as the load increases. This is because, more loads leads to higher contention for the resources and more frequent deadlocks. However, the performance of the proposed TNRR is approximately 9% better for all ranges, especially for higher ranges, because the overhead involved for resource allocation is much lower than that of the Banker's algorithm and hence, it is able to handle more processes efficiently. Thus, each process completes earlier, relinquishing the resources, leading to lower average turnaround time.
CONCLUSION
The existing techniques either perform costly tests (both with respect to time as well as space) or do no test at all. This imply that a deadlock will never occur or will occur very frequently. This paper presents intermediate solution by not performing the test but still reserve some resources so as to ensure that at least one process always has the requisite number of resources to complete. The proposed technique is referred to as Total Need based Resource Reservation (TNRR).
The proposed TNRR technique maintains the resource needed by all the processes seen so far in a data structure. The allocation to the requesting process is made based on it. The motivational example illustrate that without performing the safety sequence check, the proposed algorithm is capable of taking a decision for 0  1  0  7  5  3  7  4  3  0  0  0  3  2  2  3  2  2  0  0  0  3  0  2  9  0  2  6  0  0  Reserved  2  1  1  2  2  2  0  1  1  0  0  2  4  3  3  4  3  1 0  1  0  7  5  3  7  4  3  2  1  1  Completed  3  0  2  9  0  2  6  0  0  Reserved  2  1  1  2  2  2  0  1  1  0  0  2  4  3  3  4  3  1 
