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ABSTRACT 
Let P denote the n-by-n matrices all of whose principal minors are positive. For 
S = P and certain classes closely related to P, we characterize the linear transforma- 
tions 2 on n-by-n complex matrices such that Z’(S) G S, under certain nonsingularity 
assumptions on 2. 
INTRODUCTION 
Let P (respectively PO, Pz ) denote the set of n-by-n real or complex 
matrices all of whose principal minors are positive (respectively nonnegative, 
nonnegative and at least one positive of each order). A subscript k (e.g., 
P,, Pok, Po+k j indicates that the corresponding principal-minor condition is 
required only of minors of order < k < n. 
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Linear transformations which preserve an important class of matrices have 
long been of interest for at least two reasons: (i) an understanding of all 
possible “normalizations” of matrices in the class may be of use to others in 
the mechanics of proving results about the class; and (ii) the investigation of 
preservers may itself produce a deeper understanding of the class. In [l] the 
linear transformation which map S onto itself were characterized for S equal 
to each of the classes P, Pa, etc. The answer turned out to be a composition of 
permutation similarity, sign similarity, positive diagonal equivalence, and 
transposition. (At most one of each is necessary.) 
Our interest here is in linear transformations which map such classes as P 
into themselves. In such problems complete classification is often more 
difficult and proofs more complicated. In fact, in the case of I’, very many 
additional transformations are allowed by only making an into assumption. 
EXAMPLE 1. Let A = (u,~), and let 
1 12 1 ,I II 
in which each l,i, i < j, is an arbitrary linear functional of all the entries a,, 
of A. Then P( I’) G P, and 9 is singular with a large null space. 
For this reason, it is natural to first consider nonsingular linear transforma- 
tions 3 such that P(P) L P. Since onto implies nonsingular (as P contains a 
basis), nonsingular plus into is a weaker assumption than onto, and, in fact, 
more transformations are admitted than in the onto case. 
EXAMPLE 2. Let A = (a i j), and let 
a12 
2a22 
a n,n-1 
. . 
a n-l,?? 
2an,, _ 
Then .Y(P)c P, but Z(P)+ P. 
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We denote the closure of S by s for S contained in a finite-dimensional 
-7 (real or complex) vector space. Since PO = P = Pa , P(P) C P, or 9( P,t ) G P,+ 
implies -Ep( P,) c P, by continuity considerations, we shall focus on Pa in our 
proofs, but the results will hold for the other classes, as the sufficiency of the 
stated transformations is easily verified. 
In fact we are able to obtain a classification while assuming somewhat less 
than nonsingularity of the linear transformation which preserves P, and our 
motivation was to carry out a classification for into maps on one of the 
positivity classes considered in [l] with as much less than an onto assumption 
as possible. 
STATEMENT OF RESULTS 
Portions of our proof are field dependent and/or require weaker assump- 
tions than others. It is useful to keep track of what is actually assumed and 
also to avoid repetition of assumption statements-so we list here the major 
assumptions which occur for a linear transformation 9 on n-by-n matrices. 
ASSUMPTIONS. 
I(F). =qP")5 p,. 
II(F). iV(2)n{A:diagA=O}= (0). 
III(F). 3 is nonsingular. 
Here N(2) denotes the null space of 9, F = R or C denotes the field which 
is being assumed, and we simply omit (-) if either field could be assumed. 
We often explicitly appeal to the n2-by-n2 matrix L of a linear transforma- 
tion 9 satisfying I. Let 
and let L = (Zij) be the matrix of 9 in the basis j?. We partition L as 
L,, 42 
L=L L' 
[ 1 21 22 
in which L,, is n-by-n. In order to understand the structure of L it is 
convenient to specify the locations of the nonzero entries in the following 
way. Let 
‘tj = { Ekh’ p(Eij)kh + O) 
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and 
St’; = { E,l, : E,,, E Sij } . 
We split our principal result into two parts (n >, 3 and n = 2), as there are 
some special possibilities which occur for n = 2. (The case n = 1 is trivial.) 
Since we assume only II(C), we mention the classification which results 
under a nonsingularity assumption [III(C)] on 2 as a corollary. 
THEOREMS. Under assumption II(C) for n > 3, .9( PO) L P,, if and only 
if 3 is a composition of one or more of the following types of traruforma- 
tions: 
(i) A + FAG, in which F and G are diagonal matrices such that FG is a 
positive diagonal matrix (diagonal equivalence); 
(ii) A -+ A“ (transposition); 
(iii) A + PTAP, in which P is a permutation matrix (permutation similar- 
ity); and 
(iv) A + A + D, where D is a diagonal matrix whose diagonal entries are 
nonnegative linear combinations of the diagonal entries of A (diagonal 
augmentation). 
Moreover, the same is true if, in the statement LY( PO) c PC,, the class P, is 
replaced by any of the following classes: P, P,+, PO,_, P,, P&, k > 4. 
THEOREM 2. For n = 2, Theorem 1 remains valid if the transformations 
of type (iii) and (iv) are replaced by the following type: 
(iv’) [ zl: :::I + [ k1a11~1kzaz2 ,,,,,“::,,,,1~ 
in which k,, k,, t 1, t, >, 0 satisfy either 
k,t, + k2t, > 1 
or 
l-2(klt2+k2tl)+(klt2-k2Q2<0. 
Moreover, the same is true if the class P, is replaced by either of the classes 
P, PO’. 
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COROLLARY. Under assumption III(C), we have for n 2 3 that T( PO) c 
PO if and only if 2 is a composition of one or more of the transformations 
(i)-(iv) (with the transformation diag A + diag( A + D) nonsingular) in The- 
orem 1. Zf n = 2, 9(P0) & P, if and only if 2 is a composition of one or 
more of the transformations (i), (ii), and (iv’) in Theorem 1 with k,t, + kzt,. 
Moreover, the same is true if the class PO is replaced hy any of the classes 
P, P,t, Pok. P,, P& k a 4. 
PROOFS 
It is clear that, in each of Theorems 1 and 2 and the corollary, each [with 
the exception of (iv’), which is covered in Proposition 111 of the given 
transformations maps each of the sets into itself. It is also clear from 
continuity considerations that it is sufficient to consider PO (and POk, k > 4) to 
verify the reverse implications. For convenience we split the proof that the 
indicated transformations cover all possibilities through composition into 
several propositions. We note that at most one transformation of each type is 
sufficient to write a given transformation as a composition and that order is 
unimportant. 
PROPOSITION 1. Under assumption I, 
L,, = 0. 
Proof. Since for j f k we have + Ejk E PO, the i th diagonal entry of 
9( Ejk) is both nonnegative and nonpositive, and therefore zero. n 
PROPOSITION 2. Under assumption I(C), 
Sijns:=iz for i#j. 
Proof. If E,, E Sij n S:, then 
P’( Eij) = aE,, + bE,, + . . . 
with ah f 0. The matrix ~Z’([l/(ab)“~]E,~) E P,, but the {p, 9) minor of 
_.Y([~/(u~)‘~~]E,~) is - 1, contradicting .5?([l/(ab)‘/2] Eij) E PO. n 
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EXAMPLE 3. For n = 2, the conclusion of Proposition 2 does not hold 
under assumption I(R). Let 
Then Y( PO) c PO and Y(P) c P, since 
detZ(z i)=det(z :]+2(b-r)‘. 
Note that this 9 is nonsingular. 
PROPOSITION 3. Under assumption I( C ), 
s .nS,T,,=0 ‘I 
ifi# j, k+h, and {i,j}+ (k,h}. 
Proof. If E,, E S,j n Sl,,, then 
.9’(E,j) = aE,, + . . 
and 
cY(Ek,>)=bEsp+ . . . . 
with ah # 0. By Proposition 2, E,, is in neither Sij nor Sl,,. Now, 
+Eij + $Ek,, E PO, 
but 
since its { p, q} minor is - 1. 
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PROPOSITION 4. Under assumptions I and II(C), for i + j, we have 
lSijl = 1 and sij = s; 
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(where JSi jJ denotes the cardinulity of the set S,,). 
Proof. Since the restriction of Y to the subspace { A : diag A = 0} is 
nonsingular, we have 
u Sk,, 
k f 11 
(k.h)+(i,j) 
>,dimspan({L?(Ek,,):(k,h)f(i,j), kfh})=n2-n-1. 
The two claims then follow from Propositions 2 and 3. 
PROPOSITION 5. Under assumptions I and II(C), L,, is a generalized 
monomial matrix (i.e., a product of a permutation matrix and a nonsingular 
diagonal matrix). 
Proof. Since L, is nonsingular because of II, the claim follows from the 
fact that ISi jI = 1 in Proposition 4. n 
PROPOSITION 6. Under assumption I for each pair i # j, _Y( Ei j) = aE,, 
and Y( E ji) = bE,, and ab + 0 imply ab > 0. 
Proof. Since E,, - Eji E P,, Y(Eij - Eji)= aE,, - bE,,, whose {p, 4) 
minor is ab, is also in P,. W 
PROPOSITION 7. Under assumptions I and II(C), L,, = 0. 
Proof. Let k f h, and suppose that Ek, E Sii for some i < n. Then 
Y( Eii) = aEk, + bE,, + . . . 
with a f 0. By Propositions 1 and 5 there exist p f q such that 
9( E,, ) = CEhk 
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with c # 0. Then, the matrix 
A( t ) = E,, + 
tG - b 
-E,q E P” C 
for all t, but the {k, h} submatrix of 2( A( t )) is 
a 
[‘ 1 ta . * 
Since the diagonal entries do not depend upon t, this minor is negative for 
sufficiently large t. This contradiction means E,, @ S,, and therefore that 
L,, = 0. w 
PROPOSITION 8. Under assumptions I and II(C) if 
then either 
i,=i, or j1= j,. 
Proof. Suppose that ii + i, and j, # j,. Since S,, + ST2, (iz, j,) + (jl, ill. 
If n > 4, there exist two pairs (ia, j,) and (i4. j,) such that the directed graph 
of the matrix 
A = i CX,E,,~, (1) 
r=l 
is a cycle of length 4. 
Let Sk,& = {Ei,,js 1 and Sk,h, = { Ei,], }. In view of Proposition 4, the 
directed graph of the matrix 
B = aIE12 + a& + G%,h,+ a.&,,,, 
either contains no cycle or contains exactly one cycle (of length 3). In any 
case, one of the entries b,,, b,, does not contribute to any principal minor of 
B. Without loss of generality we assume it is b,,. Clearly, the matrix 
B( u> = 4, + E,, + Ek.+ ) + 4,/i, 
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is in Pa for any choice of U. But -Ep(B(u)) has the form (l), and has a 
negative minor of order 4 for an appropriate value of U. 
If n = 3, there exists a pair (is, j,) such that the directed graph of the 
matrix 
is a cycle of length 3. The proof follows as in the case n 2 4, observing that 
the directed graph of the corresponding matrix B contains no cycle. n 
It follows from Propositions 4 and 8 that by applying an appropriate 
permutation similarity, as well as a transposition if needed, we may assume 
that for any i, 1~ i < n, 9 maps the off-diagonal elements of the ith row 
onto the off-diagonal elements of the ith row, and the same holds for columns. 
Thus 
8ij = { Eij} 1 i Z j, i, j=l,..., n. (2) 
PROPOSITION 9. Under assumption 
matrices F and G such that FG is 
(F3(A)G)ij=aijforaZZi# j. 
I and (2), there exist diagonal 
a positive diagonal matrix, and 
Proof. We prove our assertion by induction on n. For n = 2 the claim 
follows immediately from Proposition 6. Assume that it holds for matrices of 
order less than n. By applying the induction assumption to the reduction of 9 
to (n - l)-by-(n - 1) matrices which maps the leading principal submatrix of 
order n - 1 onto itself, there exist diagonal matrices E and 6 such that fik is 
a positive diagonal matrix and 
where 
BY (2) 
(B)ij=aij, if j, i,j=l ,...,n-1, 
B=kY(A)6. 
(B)in=kia,“, i=l ,...,n-1, 
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and 
(B)nj=tju.j> 
By Proposition 6 
kit, > 0, 
Let i#j,let 
j=l 
i=l )... 
a tn =anj=ajr= 
..,?I - 1. 
71 - 1. 
1, 
(3) 
and let the remaining entries of A be zeros. Obviously, A E PO, where the 
principal minor built on indices i, j, n is 1. The corresponding principal 
minor of B is k,tj; thus, by (3) 
k,t, > 0, i, j=l ,...,n - 1. (4) 
Takeanotherchoiceof Awhereforsome i+ j, c~,,~=a,~=a~~=l, a,,,=~,,~ 
= a ji = - 1, and the remaining entries are zeros. Clearly A E P,. The prin- 
cipal minor of B built on indices i, j, n is k jti - k itj. Thus 
kit, > kiti, i+ j, i, j=l ,...,n-1, 
which implies, by (4) that 
k jti = kiti > 0, i, j=l ,...,n- 1. (5) 
BY (4) (&, can be chosen as l/t1 and (G),, can be chosen as l/k,. Hence, 
by (5) we may assume that 
k,= t,=l; ki=ti>O, i=2 ,..., n-l. (6) 
It is easy to verify that in the case n = 3, the matrices F = 
diag{ 1,1/k,, l/k,} fi and G = G diag{ k,, 1, l} are the required matrices. In 
the case n 2 4 choose any three distinct indices i, j, k such that i, j, k < n. 
Set a,, = ski = akj = 1, a jk = a ni = an j = - 1, and set the remaining entries 
of A as zeros. Observe that A E P, and that the principal minor of B built on 
indices i, j, k, n, is 
ki( ti - tj) > 0. 
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ti > tjT i # j, i, j=l ,...,n-1, 
which implies by (6) that 
ki = ti = 1, i=l,...,n-1. 
Hence F = 8 and G = G are the required matrices. W 
It follows from Proposition 9 that by applying an appropriate diagonal 
equivalence we may assume that the transformation 2 does not affect the 
off-diagonal elements. 
Clearly, L,, is a nonnegative matrix. In order to complete the proof of the 
theorem for n > 3 we prove the following proposition. 
PROPOSITION 10. Under assumption I, if L,, = 1,2_, and n > 3, then 
iii 2 l> i=l,...,n. 
Proof. Let i, j, k Q n be any three distinct indices. Let the {i, j, k} 
principal submatrix of A be (up to permutation similarity) 
[ ox x 1 0 -1 -x3 0 1 
where x is any real number, and let the other entries of A be zeros. 
Obviously, A E P,. The {i, j, k} principal submatrix of 2(A) is 
zii 0 -1 
[ I x lij --x, 0 x Zik 
and its corresponding minor is 
2,,1,,1,, + X2(lii - 1). 
Since this minor has to be nonnegative for any real number x, we have Iii >, 1. 
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According to Proposition 10, a linear transformation on n-by-n matrices 
which acts as the identity on off-diagonal entries cannot decrease any 
diagonal entry, if it is to map all of Pa into Pa. It is interesting to note that the 
situation is somewhat different if attention is restricted to positive semidefi- 
nite matrices and linear maps which map them into themselves. Recall that 
the Hadamard product 0 of two m-by-n matrices X = (xii ) and Y = ( y, i) is 
defined by 
A Hadamard map on n-by-n matrices A is simply a linear transfonnation 
which, for a fixed n-by-n matrix H = ( hii), is defined by 
If If is Hermitian, such a map takes Hermitians to Hermitians, and takes 
positive semidefinites (i.e., Pa-Hermitians) into themselves if and only if H is 
positive semidefinite. If hij = 1, i # j, under what circumstances is H positive 
semidefinite? Clearly at most one diagonal entry can be less than 1, and it is 
worth noting that one can be as long as the others are sufficiently large. Let 
h,, = 1 - Ed, h,,=l+sa,..., 4, ,, = I + e,, 
with 
E, > 0, i=l,...,n. 
Then a calculation yields that H is positive semidefinite if and only if 
Thus, a Hadamard map with such an H preserves Hennitian Pa-matrices, but 
(by Proposition 10) not all I’,-matrices. 
The following proposition completes the proof of the case n = 2. 
PROPOSITION 11. Let n = 2. Under assumption I, if L,, = I,, then 
l,,, l,,, I,,, l,, are nonnegative and either 
(7) 
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(8) 
Proof. Let 
Observe that 
detz(A) = (zllall+ ~~2a22)(~2~al~ + ba22) - a&2,. 
If a12921 = 0 then g(A) E PO if and only if L,, is a nonnegative matrix. If 
a 12a21 is nonzero, then it is necessarily real. If a 12a21 < 0, then again 
.Y( A) E P, if and only if L,, is nonnegative. If a,,~,, > 0, then by multiply- 
ing A by the positive number l/a,,a,, we may assume that a 12a 21 = 1. 
Since L,, is nonnegative, then clearly Z(A) E P, if and only if 
x a12 
9 
ii II 1 a21 ;r E PO (9) 
for any x > 0. This is because any 2 X 2 Po-matrix satisfying a 12a21 = 1 may 
be written as 
Qll a 12 
A= 
i 1 a21 l+b ’ a11 
where b = (det A)/a,, > 0. 
Observe that (9) holds if and only if 
4&2,Y2 + LZ22 + 42z2, - l)Y + Zl2Z22 a 0 (10) 
for any y > 0 (y = x2). It is easy to verify, using the quadratic formula, that 
(10) holds if and only if either (7) or (8) holds. n 
We note that all arguments used in the proof of Proposition 11 are 
equivalences, which verifies that transformations of type (iv’) map %by-2 
Pa-matrices into themselves and completes the proof of Theorem 2. 
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Since, in all the propositions, only principal minors of order no more than 
4 were needed, it follows that Theorem 1 holds for the classes Pok, Pk, and 
P+ Ok, k > 4, also. An example of a nonsingular linear transformation which 
maps PO, into itself but not PO3 into itself (partial transposition) was given in 
PI. 
EICAMPLE 4. An example of a nonsingular linear transformation 9 for 
which Z( Po3) & S?( Po3), but 9’( P,)p PO, is the Hadamard map 
Z’(A)=HoA, H= (‘ii), 
in which 
i, jG.2 
i>2 or j>2. 
Multiplication of a principal submatrix of size 1 or n - 1 by a scalar greater 
than 1 maps I’, into itself. Such a transformation is a composition of type-(i) 
and -(iv) transformations. Thus the above 9 maps PO3 into itself. But 
P( PO) g PO, since 
A= 
while detP(A)= - 125 ~0. 
REMARKS 
Our primary interest here has been to classify the linear transformations 
which map one of the positivity classes of [l] into itself, with as little 
assumption beyond “into” as possible. However, the results here suggest 
many questions. 
The final results (Theorems 1 and 2) are for linear transformations on 
n-by-n complex matrices, and Example 3 indicates that there is a genuine 
difference between the real and the complex field for n = 2. Since the real 
field requires less of the linear transformation, more transformations are 
possible. This raises the parallel question of the same classification problem 
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for linear transformations on n-by-n real matrices, which is why we have 
classified our propositions by field. For n > 3, however, we have no examples 
such as Example 3, and it may be that Theorem 1 is valid as stated over the 
real field. 
Another natural question to raise is that of linear transformations .Z 
satisfying 2( PO) c P, without any (nonsingularity) assumption on 9. In 
addition to the transformations of Theorem 1, there are the obvious (singular) 
block triangular analogs of the triangular transformations of Example 1 (in 
which the diagonal blocks involve nonsingular into transformations on a 
smaller dimension). There are also transformations of the following type. 
EXAMPLE 5. Let B E S, a given class which is closed under nonnegative 
scalar multiplication, and define 9 by 
cP( A) = I( A)B, 
in which I( A) is some necessarily nonnegative linear functional of the entries 
of A. For example, if S = PO and 1 is a nonnegative linear combination of the 
diagonal entries of A, then Z( PO) c P,. Such linear transformations have 
rank at most 1, but there are obvious direct-sum analogs of higher rank, 
though no more than n. Besides the transformation types mentioned thus far, 
we know of no further (even singular) into maps on Pa. 
One might also consider the into maps for other classes treated in [ 11, e.g., 
the M-matrices M and the totally positive matrices TP (and their closures: the 
possibly singular M-matrices M, and the totally nonnegative matrices TN). In 
both cases there are singular into maps such as those of Example 5. A positive 
linear functional of all the entries may be used in the case of TP and of the 
diagonal entries and negatives of the off-diagonal entries in the case of M. 
In each case (TP and M) there are parallels to and differences from the 
case of P-matrices treated here. 
EXAMPLE 6. Let 3 be defined for A an n-by-n real (or complex) matrix 
by 
8(A)=A+Z(A)E,,, 
in which Z(A) is a nonnegative linear functional of all the entries of A. Then, 
because of the special nature of the 1,l position of TP matrix, 
2’(TP) c TP 
and 2 is nonsingular. The only other Eij for which such a map preserves TP 
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is Enn. In general, however, augmentation of an upper left principal subma- 
trix of size greater than 1 does not yield a TP preserver (unless the size is 
n - 1, which is covered by the E,, case). For example, if the upper left 2-by-2 
principal submatrix is multiplied by 2, then 
as 
Again, for n = 2, more complicated TP preserving maps are possible. For 
example, 
However, for n > 3, the only types of nonsingular maps which take TP into 
TP, besides those given in [l], which we know of are the maps 9 of 
Example 6. 
For the into maps on the M-matrices, there are other complications. All 
the maps in our Theorem 1 qualify. However, corresponding to our Proposi- 
tion 1, we may only conclude L ,2 < 0, componentwise, and L,, # 0 is 
possible. 
EXAMPLE 7. For example, 
is a nonsingular map which takes M-matrices into themselves. 
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