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Abstract
The restrictions of micro-scale systems are approaching rapidly. In anticipation of
this development, nano-scale electronics has become the focus of many researchers and
engineers in academia and industry since early 1990s. The basic building blocks of
modern integrated circuits have been diodes and transistors with their current-voltage
I-V characteristics being of prime significance for the design of complex signal process-
ing and shaping devices and systems. Classical and semi-classical physical principles
are no longer powerful enough or even valid to describe the phenomena involved. The
application of rich and powerful concepts in quantum theory has become indispensable.
These facts have been influential in undertaking this research project.
In building ultra-densely integrated electronic integrated circuits and computers nano-
scale electronic switching devices are required. The thorough understanding of the
principles in nanoelectronics is crucial for the electronic industry. The understandings
and applications of these ideas will put our society at the forefront of international
competition. The specific characteristic of my research project is that for modeling and
simulation of devices using sophisticated techniques originating from signal processing
and applied mathematics. Therefore, this research will contribute to the development
of small-scale devices and materials which will significantly shape the way we think.
This research is built upon the determination of the Eigenpairs of one and two dimen-
sional positive differential operators with periodic boundary conditions. The Schro¨dinger
equation was solved for positive operators in both one and two dimensions. Fourier
series were used to express the derivatives as the summation of Fourier terms. This
led to a novel approach for the calculation of the eigenmodels of a perturbed potential
well. The perturbation can be done via an electric field applied to the potential well.
The research in this thesis includes a thorough understanding of quantum mechanics
fundamentals, mastering of different approximation techniques such as the variational
technique and results that have been generated and published using the novel tech-
niques.
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Chapter 1
Introduction
1.1 Motivation
Before the 20th century scientists felt that classical physics which was founded in New-
ton’s theories of mechanics and Maxwell’s theory of electromagnetism provided the
necessary definitions of the natural world. But this confidence started to disintegrate
after the discovery of new branches of physics. Thus the laws of electromagnetism
and thermodynamics led to illogicality when they were applied to radiation because
according to Planck’s ideas the radiant energy must be quantized. It was Einstein who
showed that the mechanics and electromagnetic laws should be modified. He repre-
sented that in his relativity theory. Other problems occurred when modelling the atom
by applying the laws of mechanics and electromagnetism [1]-[6].
By 1906 Einstein correctly guessed that the changes in energy for the quantum material
occur in jumps which are multiples of ~ν where ~ is Planck’s constant and ν is frequency.
It was 1913 when Neil Bohr wrote a revolutionary paper about the hydrogen atom. The
development of quantum theory happened quickly between years 1925 to 1929 when the
1
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Schro¨dinger equation, the Dirac equation, field theory and quantum electrodynamics
were implemented in greater dimension [7].
The weakness of the recent micro-scale systems is approaching quickly. The laws which
were valid for micro-scale systems are not applicable (or they are different) for nano-
scale systems. It should be mentioned that the laws of Newton physics still remain
accurate to predict large system behavior (of the order of large molecules or bigger)
but when we approach quantum mechanics problems and we face the unusual behavior
of such a system, then quantum theory becomes more appropriate when dealing with
fast particles or extra thin materials. Classic and semi-classic physical fundamentals
are not strong enough to describe quantized phenomena.
Quantum mechanics is the theoretical structure which has been introduced to explain,
associate, and anticipate the behavior of a vast range of physical systems. This can
be described from very basic particles to nuclei, atoms, and radiation to molecules
and solids [7]. One must marvel at physicists such as Werner Heisenberg and Erwin
Schro¨dinger who developed the structures required for quantum calculations. It is
quite clear that these theorists were hard-headed realists, driven to expand the new
approach because of the failure of classical physics to explain nature at the electronic
and nuclear levels. Therefore, the requirement is urgent for applied physicists and
engineers to improve their knowledge of quantum concepts and methodology [8].
One of the main tasks of the research will be to model quantum phenomena in a quite
comprehensible way.
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In fact, the aim of this research is to solve the quantum mechanic problems using
certain methods. The first step is to interpret quantum problems into mathematical
form so that we can find a formulation for our model which can be solved with certain
mathematical softwares, such as MATLAB, Maple etc. The attempt is to find a new
approach to solving quantum mechanic problems, based on which more understandable
problems can be determined. The other aim of the research is to introduce new calcu-
lation methods to resolve quantum mechanic problems more accurately than existing
methods and also attacking unsolved problems. There are many unsolved quantum
phenomena which can make this field of research interesting.
Another goal of this research is to perform first principle analysis, modelling and simu-
lation of problems involving positive differential operators subject to periodic boundary
conditions. To progress toward this goal requires understanding and implementation
of theories such as The Floquet Theorem and its application to solve the Schro¨dinger
equation in order to obtain eigenvalues and the corresponding eigenvectors. The for-
mula will serve to determine the dispersion diagrams in the Brillouin zone and the
band structure of the underlying physical problems. The main focus of the research is
on phase periodic functions in one- and two-dimensional periodic structures.
As first, the fundamentals of quantum mechanics as applied to periodic structures
needs to be acquired. Assuming 1D or 2D periodic potentials and utilizing the Floquet
Theorems (Bloch waves), the underlying boundary value problem will be solved to
obtain the phased periodic eigenfunctions and the associated energy of an assumed
electron propagating in the periodic potential. Thereby a spectral method will be
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utilized for the algebraisation of the governing ordinary (partial) differential equation.
MATLAB will be used to implement the formulation [9], [10].
Another goal of this research is to find the properties of a perturbed potential well in
one dimension. This means we have a periodic potential well and then we perturb this
well with an applied electric field. The properties of an electron wave function inside
this perturbed well will be determined [11], [12].
1.2 Objective and approach
The main objective in this research was to find the eigensolutions for a phase periodic
quantum structure in both one dimension and two dimensions and also to calculate
the eigensolutions for a perturbed potential well.
In the phase periodic problem the results were found in eigensolutions which led to a
dispersion diagram in the Brillouin zone. In order to find the eigenvalues an ideal pe-
riodic structure was considered and then the ordinary differential equation (ODE) was
assumed first for a phase periodic potential with phase parameter k as a complicated
Boundary Value Problem (BVP). Moreover, the solution ansatz suggested the Floquet
Theorem to solve the Schro¨dinger equation.
Finally, by obtaining the eigenvalues and the corresponding eigenvectors the results
were presented in terms of a dispersion diagram. In this research different energy
levels were found in the Brillouin zone which can determine the electron band gaps in
a phase periodic quantum structure [9], [10].
1.3 Summary of chapters: 5
The other goal that was achieved in this thesis was finding electron properties in a
perturbed potential well. To solve this problem first a canonical problem was assumed
and out of that problem the perturbed potential well was modelled and implemented.
In the formulation, the notion of unperturbed functions was utilized [15].
This work commenced by perturbing the 1D quantum potential well, where the motion
of the electron is considered only in a single dimension - the direction of the quantum
confinement. The new technique of solving perturbed potential well was introduced.
Perturbations caused by various added potentials in forms of linear and piecewise
function was represented as V (x) and defined on an interval of [−L/2, L/2]. The inter-
action matrix was found in both linear and piece-wise problems. The solution of the
Schro¨dinger equation led to electron wavefunction which was demonstrated for several
quantum levels and different perturbation parameters. Finally, the squared electron
wavefunctions were obtained which can be compared with the results in [11].
1.3 Summary of chapters:
The layout of the thesis is as follows:
In this chapter (Chapter 1) the motivation factors for taking up this research is dis-
cussed. It also focuses on the objective of the research and provides information about
the approach taken towards achieving the final outcome of this particular research.
Chapter 2 focuses on the literature review and essential conceptual understanding of
quantum systems, Phase Periodic functions and infinite potential well. Chapter 3 deals
with one dimensional Phase periodic structure problems and is primarily based on the
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formulation and methodology presented in [9]. The properties of an electron propagat-
ing in a one dimensional case are provided in this chapter. Chapter 4 deals with two
dimensional Phase Periodic functions. However, instead of a one dimensional function
it deals with both x and y directions for the potential function V (x, y). This process
results in more complex calculations compared to the one dimensional case. The results
can be expanded to any two dimensional functions. Finally the dispersion diagram was
shown at the end on this chapter [10].
In Chapter 5 deals with one dimensional canonical and perturbed quantum potential
well problems. The problem is posed as a Boundary Value Problem (BVP) and is in
the form of a partial differential equation (PDE). The potential function used for the
perturbation was in the form of V (x) and defined in an interval of [−L/2, L/2]. A few
characteristic cases in which the perturbation is low and high are demonstrated in this
chapter. The wave functions (ψ2m(x)) were derived and plotted in order to compare
with existing results in [11]. Chapter 6 concludes this thesis together with probable
future works.
Chapter 2
Literature Review and Conceptual
Background Understanding
2.1 Introduction
The limits of finding new techniques for implementing and calculating problems related
to quantum mechanics are approaching. Quantum mechanical problems are very dif-
ficult to understand without having a good grasp of the fundamentals [1], [6]. In this
chapter the periodic potential is introduced and then the solution of the Schro¨dinger
equation is discussed, as well as the solution for a perturbed potential well.
Crystalline solids are characterised by a regular three dimensional pattern for the loca-
tion of the atoms making up the solids. The ideal crystalline solid (the single or mono
crystal) has the property known as translation invariance [8], as shown in Figure (2.1).
7
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Figure 2.1: Translational invariance of a two-dimensional lattice of points in space.
In this model the atoms comprising the solid are characterized by certain elementary
distances (which are the size of the unit cell) in certain directions. This leads to
the same arrangement of atoms throughout the space [8]. In Figure(2.1) the lattice
characteristic is shown by a set of periodic points in space. If identical point charges
are present at every lattice site, the result is said to be a periodic Coulomb potential
which is shown in Figure (2.2).
p p p p
ff -
d
Figure 2.2: An electron undergoes a periodic change in potential energy as it propagates
through an array of charge arranged with a symmetry determined by the lattice [8].
In a crystalline solid the atoms (or ions) form a regular array or lattice. The behavior of
the electrons inside the solid can be modeled as their reaction to the three-dimensional
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periodic potential presented to them by the lattice atoms. One of the most significant
phenomena seen by the electrons in solids, the band structure of their allowed energies,
continues even when the model is considerably simplified to a one-dimensional periodic
array of potential barriers, as shown in Figure (2.3) [16].
2.2 The Kronig-Penny Model
Figure(2.3) represents the one dimensional model of a solid which was first introduced
by R de L Kronig and W G Penny in 1930. There are also some other models which
are said to be idealistic forms of a periodic potential well as shown in Figure (2.4).
-x
6
V (x)
Figure 2.3: The Kronig-Penny one-dimensional model of a solid (a partially-realistic
representation of a potential arising from a linear chain of positive ions.)
- x
6
V (x)
Figure 2.4: The Kronig-Penny one-dimensional model of a solid (an ideal representation
of the potential as an array of rectangular wells and barriers).
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The importance of the Kronig-Penny model for a periodic potential comes from the
fact that metals usually have a crystalline structure, that is, the ions are placed in such
a format that exhibits a spatial periodicity. This form of periodicity affects the form
of the free electrons in the metal. This model is used to represent different kinds of
periodic structures [17]. In fact this model is used in solid state physics as a reference
[18].
2.3 Phase periodic quantum structure
The aim of this thesis is the investigation of the properties of an electron propagating
in a periodic potential. This means finding the solution of the Schro¨dinger equation
for such a potential V (x) in Figures (2.3) and (2.4). A periodic potential function can
be written as V (x+ P ) = V (x).
This function is equal to V (x) because of the periodicity of this structure. We use the
Schro¨dinger equation for this problem:
− ~
2M
d2
dx2
ψ(x) + VP (x)ψ(x) = Eψ(x) (2.1)
In the above equation ψ(x) is the wavefunction which can be found out from the Floquet
Theorem which suggests solution Ansatz [20]. ψ(x) is given by ψ(x) = ψP (x)e
ikx where
ψP (x) is a phase periodic wave function, VP is a periodic potential and k is the phase
parameter.
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2.4 Significance of a periodic potential in quantum
mechanics
As was pointed out before periodic structures are one of the basic forms for studying
free electrons in metals. In quantum mechanics studying periodic potentials has been
introduced in order to solve many problems related to engineering and applied physics.
2.5 Perturbed potential well
A further aim of this thesis was to investigate the properties of the perturbed potential
well. In order to find the results for this sort of problem, perturbation theory can be
used. In this condition the results can be derived from a systematic procedure by con-
stricting the known exact solution for the unperturbed case [13]. This process is done
because solving the Schro¨dinger equation for this problem will be very complicated. In
this work the approximate solution for a perturbed potential well can be obtained. In
fact the aim is to find the eigensolutions for a perturbed potential well [12].
The reason that perturbation theory was solved in this research is that both the phase
periodic potential and perturbed potential well are problems which can be solved using
the solutions for the Schro¨dinger equation, however, in the perturbed potential well the
Schro¨dinger equation was solved based on approximation method not directly for the
exact solution.
In quantum mechanics, a perturbation usually refers to a slight alteration in the po-
tential function V (x). In perturbation theory, the behaviour of the system can be
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predicted by knowledge of the states of the unperturbed potential. Early references to
perturbation theory were in [21], [22], [23]. A perturbation was induced by a single-
valued potential function inside the well. A single-valued function is that for which
each point for its definition domain has a unique value in its range [24]. First-order
perturbation theory states that for lower orders, the shift in energy due to a pertur-
bation is just the average additional potential energy experienced by the states of the
original potential. This idea was also tested in the framework of an infinite square
well potential; where the perturbation was at its center in the form of a Dirac’s delta
function [13].
In order to solve the energy eigenstates for one dimensional infinite quantum well, the
time dependent Schro¨dinger equation and also time independent Schro¨dinger equation
can be used. These have been introduced in [25], [26]. Also recently some Java pro-
grams have been used for investigation using wave packets with infinite square well
which can be found from [27].
Quantum-mechanical wave packet revivals have of late received significant theoretical
and experimental attention [28]. Additionally, some research has been done on the
fractional wavefunction revivals in the infinite square well [29]. More often the the-
oretical research has concentrated on initially localized wave packets in the infinite
square well because of its known scales, namely the classical and revival time scale.
A revival of a wave function occurs when a wavefunction develops in time to a state
closely reproducing its original form [30], [31].
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2.5.1 One dimensional unperturbed infinite potential well
In the following figure a model for an unperturbed one dimensional potential well is
introduced. The barrier heights as shown are infinite. In this case the momentum is
only along the x axis in the interval of [−L/2, L/2].
- x
6
+∞
6
V (x)
−L/2 +L/2
Figure 2.5: An infinite barrier unperturbed potential well V (x).
The infinite potential well can be solved by the Schro¨dinger equation: Hˆψ = Eψ,
where Hˆ is the Hamiltonian operator which is the total energy of the system and the
function H = p
2
2M
+ V (x), where by using the canonical substitution p → (~
i
)( d
dx
) the
expression changes to operator Hˆ = − ~2
2M
d2
dx2
+V (x) and is used to obtain the following
equation:
− ~
2
2M
d2ψ(x)
dx2
+ V (x)ψ(x) = Eψ(x) (2.2)
which was also introduced in Equation(2.1). Where
h = 6.6260693× 10−34Js, referred to as Planck’s Constant.
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M = 9.11× 10−31kg, referred to as mass of the electron.
ψ(x) is the unperturbed eigenfunction or the wavefunction, also referred to as the
eigensolution of a system.
E is the unperturbed eigenvalue or energyvalue corresponding to ψ(x).
V (x) potential function used for perturbing the infinite potential well
In this thesis, Equation(2.2) or the Time independent Schro¨dinger equation (TISE) has
been used in order to solve the unperturbed potential well and then the eigensolution
has been used for the perturbed well.
An electric field which is shown in Figure (2.6) will be the perturbation parameter.
ff F
x
6
−L/2
@
@
@
@
−W/2@@
@
6
?
V0
+W/2
@
@
@
@
@
6
+L/2
Figure 2.6: A potential well with the perturbation parameter V (x) inside it.
This problem can be divided into two separate problems (a small perturbation has
introduced). In the methodology that is shown in this work, two inter-action matrices
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will be found and then added together in order to find the wavefunctions for different
solutions (Figure (2.7a) and (2.7b)).
x
6
+∞
6
+∞
XXXXXXXXXXXXXXXXXXXXXX
ax
−L/2 +L/20
(a) A linearly perturbed potential well.
x
6
+∞
6
+∞
V0 Region1 Region3
Region2
−W/2 +W/2−L/2 +L/20
(b) A piecewise perturbed potential well.
Figure 2.7: Linearly and Piecewise Potential wells.
The above perturbation was chosen because in the formulation, this can be compared
with existing results in [11], [33], [34].
The potential function (V (x)) used in Figures (2.7a) and (2.7b) is different. In Figure
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(2.7a) V (x) is a linear function and in Figure (2.7b) is divided into three regions. Then
the Schro¨dinger equation needs to be solved with three different potentials V (x). A
comparison of the eigensolutions will be presented in Chapter 5.
The electron wavefunction arising from the perturbed potential well is calculated using
a new technique which is introduced in Chapter (5). A comparison of the results shows
the accuracy and easiness of the calculations.
Chapter 3
Determination of Eigenpairs of 1D
Positive Differential Operators with
Periodic Boundary Conditions
3.1 Introduction
Positive differential operators are significant not only for representing physical phe-
nomena, but also for being relevant for computational purposes. The eigenvalues of
such operators are positive, and their corresponding eigenfunctions are real-valued.
Provided the involved coefficient functions are periodic the eigenfunctions are peri-
odic or phase-periodic depending on the type of the imposed boundary conditions. It
can be shown that the resulting set of eigenfunctions are orthonormal and complete.
Therefore, they constitute a basis for the functions that they span. These bases can
be utilized for the analysis and synthesis of functions, or, alternatively, serve for the
construction of more sophisticated systems of analysing functions such as wavelets and
frames. In this chapter, an efficient procedure for solving 1D phased-periodic prob-
lems is demonstrated. Moreover, details of our new method of calculation is shown by
17
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discussing 1D problems [9].
3.2 Boundary value problems
A Boundary Value Problem (BVP) consists of a differential equation defined in a do-
main Ω and the initial and/or boundary conditions on the boundary Γ of the domain
Ω which are necessary to uniquely solve problems. The solution to the differential
equation must satisfy not only the differential equation in Ω but also the boundary
condition on Γ. Boundary value problems may be posed for ordinary differential equa-
tions or partial differential equations [10]. Given the Phase Periodic Boundary Value
Problem, the method investigated in this work consists of introducing a phase periodic
potential well in one Dimension and finding its eigenvalues and eigenfunctions. These
robust calculations, which have been carried out in this chapter, result in a dispersion
diagram. In this chapter a Phase Periodic Potential is built out of Ordinary Differen-
tial Equations and then this potential’s eigenvalues are solved. In the one dimensional
case, the BVP is the form of its Phase Periodic ODE. In Section 3.3, an Ordinary Dif-
ferential Equation (ODE) is considered. The detailed calculations and steps involved
in the methodology are clearly presented. This is followed up by Section 3.4 where a
One Dimensional Phase Periodic Potential is constructed and its eigenvalues are found.
This is followed by the graphs of the results and also verification of the results with
different phase parameters. Section 3.5 concludes this chapter.
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3.3 Phase Periodic Potential Construction
We can consider any ordinary periodic potential functions. Figure(3.1) and Figure(3.2)
are two ordinary periodic potential functions V(x)-with the period of P (which was
also mentioned in Section(2.3)).
-ff x
6
?
V (x)
-
P
ff
Figure 3.1: A model of a quantum periodic structure.
Or,
-ff x
-ff P
?
6
V (x)
6 6
Figure 3.2: A model of a quantum periodic structure.
Consider the following Ordinary Differential Equation (ODE), which is written as an
eigenvalue problem:
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−aP (x) d
2
dx2
f(x) + VP (x)f(x) = λf(x) (3.1)
The given functions aP (x) and VP (x) are P-periodic. To simplify the procedure and
in order to focus on the essentials we shall assume that aP (x) ≡ const > 0. In
particular, if we assume aP (x) = ~2/2M (~ being the reduced Planck’s constant and
M the electron mass), and VP (x) a potential function, Equation(3.1) represents the
time-independent Schro¨dinger equation for an electron. However, under appropriate
assumptions, variations of Equation(3.1) would also describe photonic and phononic
structures. Thus, to provide a physical interpretation we shall use the Schro¨dinger
equation, as the ODE [14]:
− ~
2
2M
d2
dx2
ψ(x) + VP (x)ψ(x) = Eψ(x) (3.2)
Here, E refers to the total energy of the electron. The aim is to find solutions of
Equation(3.2) under the condition that the function VP (x) is P-periodic:
VP (x+ P ) = VP (x) (3.3)
The Floquet Theorem [20] suggests the solution ansatz so we can derive the following
equation in our problem:
ψ(x) = ψP (x)e
ikx (3.4)
Thereby, ψP (x) is a P-periodic function and k in the exponential term is a phasing
constant. Functions of the type ψ(x) are referred to as phased-periodic functions. One
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immediate consequence of Equation(3.4) is the property:
ψ(x+ P ) = ψP (x+ P )e
ik(x+P )
= ψP (x)e
ikxeikP
= ψ(x)eikP (3.5)
Substituting Equation(3.4) into Equation(3.2), we obtain a new form of Schro¨dinger
equation:
− ~
2
2M
d2
dx2
(
ψP (x)e
ikx
)
+ VP (x)ψP (x)e
ikx = EψP (x)e
ikx (3.6)
From Equation(3.6) the first and second derivatives of ψP (x)e
ikx can be calculated
which after some elementary calculations leads to an ODE for ψP (x):
− ~
2
2M
{
d2
dx2
ψP (x) + 2ik
d
dx
ψP (x) + (ik)
2ψP (x)
}
+ VP (x)ψP (x) = EψP (x) (3.7)
3.3.1 Solving the coefficients of VP (x) with Fourier transform
Since VP (x) is P-periodic we have:
VP (x) =
+∞∑
n=−∞
Vne
in 2pi
P
x (3.8)
with the Fourier coefficients Vn being:
Vn =
1
P
∫ P
2
−P
2
dxe−in
2pi
P
xVP (x)
=
〈
ein
2pi
P
x
∣∣VP (x)〉 (3.9)
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In Equation(3.9), the Dirac short-hand notation for the inner-product of complex-
valued functions has been used. Next, we multiply Equation(3.7) by exp(−im2pi
P
x)
(with m ∈ Z) and determine the mean-values of the terms involved over the ‘‘funda-
mental cell,’’ [−P
2
, P
2
]:
− ~
2
2M
{
〈eim 2piP x∣∣ d2
dx2
ψP (x)〉+ 2ik〈eim 2piP x
∣∣ d
dx
ψP (x)〉
}
+ 〈eim 2piP x∣∣VP (x)ψP (x)〉 = E 〈eim 2piP x∣∣ψP (x)〉 (3.10)
Since ψP (x) is also a P-periodic function we can write
ψP (x) =
+∞∑
n=−∞
αne
in 2pi
P
x (3.11)
with
αn = 〈ein 2piP x
∣∣ψP (x)〉 (3.12)
Using Equation (3.10) and (3.11) the following results are immediate:
〈
eim
2pi
P
x
∣∣ d
dx
ψP (x)
〉
=
(
im
2pi
P
x
)
αm (3.13)〈
eim
2pi
P
x
∣∣ d2
dx2
ψP (x)
〉
=
(
im
2pi
P
x
)2
αm (3.14)〈
eim
2pi
P
x
∣∣VP (x)ψP (x)〉 = +∞∑
n=−∞
Vm−nαn (3.15)
Substituting the above results into Equation(3.10), we arrive at:
− ~
2
2M
{
αm
(
im
2pi
P
)2
+ 2ikαm
(
im
2pi
P
)
+ (ik)2αm
}
+
+∞∑
n=−∞
Vm−nαn = Eαm (3.16)
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Simplification results in:
~2
2M
(
2pi
P
m+ k
)2
αm +
+∞∑
n=−∞
Vm−nαn = Emαm (3.17)
Note that since VP (x) and thus the Fourier coefficients Vn are given, Vm−n in the
convolution sum in Equation (3.17) are also given. Truncating the sum in Equation
(3.17) by considering 2N + 1 terms only, n ∈ [−N, ..., N ], and varying m ∈ [−N, ..., N ]
generates a (2N + 1)× (2N + 1) algebraic eigenvalue equation for the eigenvalues Em
and the components αmn of the corresponding eigenvector. Knowing αmn for a given
k allows the determination of ψP (x) and thus ψ(x).
3.3.2 Numerical calculations
In the following we assume the simplest possible function for VP (x), i.e., a box function
(VP (x) = V0B(x)):
VP (x) =
{
V0 x ∈ [−L2 , L2 ] ⊂ [−P2 , P2 ]
0 elsewhere
(3.18)
With this assumption for the potential function VP (x) we have
Amn = V̂m−n + (n+ kˆ)2δm−n (3.19)
with Amn being the interaction matrix. Setting α = L/P , with 0 < α < 1, and
β = V0/(h
2/2MP 2), after integration from (3.17) and step by step calculation, we
introduce the normalized form of Vm−n which is V̂m−n:
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V̂m−n =
Vm−n
~2/2MP 2
= βαsinc[(m− n)piα] (3.20)
In the calculations the box function B(x) for the potential function Vp(x) = V0B(x) is
assumed. It can be shown that more complex functions for Vp(x) such asB(x)
⊗
B(x) =
B2(x) (convolution of B(x) function with itself), or, B(x)
⊗
B2(x) = B3(x) , or, convo-
lutions to any order (B-spline functions) lead to closed-form expressions for the matrix
elements Amn [9],[14].
After finding V̂m−n we can obtain the eigenvalues and eigenvectors. These results let
us find the dispersion diagram which is shown in Section 3.4. The dispersion diagram
helps us to find the electron band gaps which show where the probability of existence
a single electron is either greater than zero or zero. In the following parts of this
chapter, tables of eigenvalues (energy levels with respect to matrix dimension) and
corresponding eigenvectors are shown for different values for α and β.
3.4 Numerical results and dispersion diagrams
Case 1: In Tables (3.1) and (3.2) the eigenvalues and corresponding eigenvector is
shown for the case when α = 0.5 and β = 3.
3.4 Numerical results and dispersion diagrams 25
Quantum levels E(j)(for α = 0.5 and β = 3)
1 1.3980
2 2.0070
3 3.6746
4 3.8668
5 7.7174
6 7.7994
7 13.7450
8 13.7640
9 21.7438
10 21.7617
11 31.7332
12 31.7705
13 43.7295
14 43.7732
15 57.7310
16 57.7712
17 73.7358
18 73.7661
19 91.7445
20 91.7616
21 111.7547
Table 3.1: Eigenvalues for 21× 21 matrices.
These eigenvalues and eigenvectors are plotted in Figure (3.3) and (3.4) with k being
[0, 0.5].
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Figure 3.3: Bar plot of eigenvalues for 21× 21 matrices
Figure 3.4: Bar plot of eigenvector for α = 0.5 and β = 3, (Matrix dimension=21×21).
By varying the phasing variable k and determining the eigenvalues, we obtain the (k,E)
dispersion diagram (Brillouin diagram) as shown below in Figures (3.5) and (3.6). The
first two branches are shown for the case when α = 0.5 and β = 3.
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Figure 3.5: The first branch in the Brillouin diagram,(α = 0.5, β = 3).
Figure 3.6: The second branch in the Brillouin diagram,(α = 0.5, β = 3).
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Figure 3.7: The first four branches in the Brillouin diagram,(α = 0.5, β = 3).
In Figure(3.7), the first four branches are shown. This Figure show the electron band
gaps in dispersion diagrams. This result was calculated by choosing four columns of
the eigenvector and the corresponding eigenvalues. More complex calculations and
branches will be shown in Chapter 4 for a two-dimensional problem.
Case 2: In this case the result can be verified by changing the potential height which
can be done by changing β. The conclusion can be made that changing β (potential
height) to a more closely spaced value results in smaller energy levels (eigenvalues).
The following demonstrates the numerical results and also the dispersion diagrams. To
see the difference of results compared to Case 1, the domain of k (phase parameter)
has been changed to [-0.5,+0.5].
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Quantum levels E(j)(for α = 0.05 and β = 1)
1 0.252
2 0.342
3 2.266
4 2.335
5 6.286
6 6.314
7 12.296
8 12.304
9 20.289
10 20.311
11 30.293
12 30.307
13 42.299
14 42.301
15 56.294
16 56.306
17 72.294
18 72.305
19 90.299
20 90.300
21 110.300
Table 3.3: Eigenvalues for α = 0.05 and β = 1.
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Figure 3.8: Bar plot of eigenvalues for α = 0.05 and β = 1 (Matrix dimension=21×21).
Figure 3.9: Bar plot of eigenvector for α = 0.05 and β = 1 (Matrix dimension=21×21).
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Figure 3.10: The first branch in the Brillouin diagram (α = 0.05, β = 1).
Figure 3.11: The second branch in the Brillouin diagram (α = 0.05, β = 1).
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Figure 3.12: The first four branches in the Brillouin diagram (α = 0.05, β = 1).
Figure 3.13: The first ten branches in the Brillouin diagram (α = 0.05, β = 1).
The above Figures show dispersion diagrams with −0.5 < k < 0.5. In this case α is
smaller than α in Case 1 which means that the periodic parameter has been changed
to a greater value.
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3.5 Conclusion
In this chapter an efficient procedure for solving 1D phased-periodic boundary value
problems (BVPs) involving positive ordinary differential operators with periodic coefficient-
functions has been introduced. Utilizing a previously developed concept [14], it is shown
that algebraization of the differential BVPs can be carried out. Numerical examples
presented in [14] demonstrate the wide range of applicability and the robustness of
the proposed technique. A one-dimensional phase periodic structure was successfully
formulated and implemented and the result was shown in the graphs. A compari-
son of results with different values for potential height and also the phase parameter
was shown. Additionally, the results were plotted in a Brillouin diagram with differ-
ent branches in which the electron band gaps can be predicted by solving the phase
periodic wave function with Schro¨dinger equation.
Chapter 4
Determination of Eigenpairs of 2D
Positive Differential Operators with
Periodic Boundary Conditions
4.1 Introduction
In this chapter the properties of an electron propagating in a 2D periodic structure are
considered. The Schro¨dinger equation for this structure is solved which lets us find the
eigenvalues and eigenvectors of this problem. A two dimensional quantum structure
with periodic boundary condition in both x and y directions is analyzed. To find
the eigenvalues and eigenvector of such structure, a more complicated calculation is
needed compared to the one dimensional problem. The step by step calculation will be
discussed in this chapter which is an extension of the one dimensional problem [9]. A
simply-by-inspection and easy-to-implement technique for ideal 2D periodic structures
is presented.
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4.2 Statement of the problem
Assume the following figure as a two dimensional quantum structure with a periodic
boundary condition:
Figure 4.1: A two dimensional periodic quantum structure.
Consider the 2D Schro¨dinger equation for an electron propagating in a doubly-periodic
structure characterized by a doubly-periodic potential function VP (x, y), [14]:
− ~
2
2M
(
∂2
∂x2
+
∂2
∂y2
)
ψ(x, y) + VP (x, y)ψ(x, y) = Eψ(x, y) (4.1)
Here ~ is the reduced Planck constant, M the mass of the electron, and E the total
energy of the electron. The aim is to find the solution of Equation(4.1) under the
periodicity condition
VP (x+ Px, y + Py) = VP (x, y). (4.2)
4.3 Solution technique 38
4.3 Solution technique
The Floquet Theorem suggests the solution ansatz [32]:
ψ(x, y) = ψP (x, y)e
ik1xeik2y (4.3)
Here, eik1xeik2y = eikr is a propagation phasing factor characterized by the wave num-
bers k1 and k2 in the x and y directions, respectively. A consequence of Equations
(4.2) and (4.3) is that:
ψ(x+ Px, y + Py) = ψP (x+ Px, y + Py)e
ik1(x+Px)eik2(y+Py)
= ψP (x, y)e
ik1xeik1Pxeik2yeik2Py
= ψ(x, y)eik1Pxeik2Py (4.4)
By substituting Equation(4.3) into Equation(4.1), we obtain:
− ~
2
2M
{[
d2
dx2
ψP (x, y)
]
eik1xeik2y + 2ik1
[
d
dx
ψP (x, y)
]
eik1xeik2y + (ik1)
2 ψP (x, y)e
ik1xeik2y
+
[
d2
dy2
ψP (x, y)
]
eik1xeik2y + 2ik2
[
d
dy
ψP (x, y)
]
eik1xeik2y + (ik2)
2 ψP (x, y)e
ik1xeik2y
}
+ VP (x, y)ψP (x, y)e
ik1xeik2y = EψP (x, y)e
ik1xeik2y (4.5)
Since eik1xeik2y 6= 0, we can divide Equation (4.5) by eik1x.eik2y and obtain the following
Partial Differential Equation (PDE) for ψP (x, y):
− ~
2
2M
{
∂2ψP (x, y)
∂x2
+
∂2ψP (x, y)
∂y2
+ 2ik1
∂ψP (x, y)
∂x
+ 2ik2
∂ψP (x, y)
∂y
− (k12 + k22)ψP (x, y)
}
+ VP (x, y)ψP (x, y) = EψP (x, y) (4.6)
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Since VP (x, y) is a doubly-periodic function, it can be represented by a 2D Fourier
series expansion:
VP (x, y) =
∞∑
m=−∞
∞∑
n=−∞
Vm,ne
im 2pi
Px
xe
in 2pi
Py
y
(4.7)
The Fourier coefficients are:
Vm,n =
1
PxPy
∫ Px
2
−Px
2
dx
∫ Py
2
−Py
2
dye−im
2pi
Px
xe
−in 2pi
Py
y
VP (x, y) = 〈eim
2pi
Px
xe
in 2pi
Py
y∣∣VP (x, y)〉 (4.8)
Where the inner product 〈.∣∣.〉 of the functions f(x, y) and g(x, y) is defined by
〈f(x, y)∣∣g(x, y)〉 = 1
PxPy
∫ Px
2
−Px
2
dx
∫ Py
2
−Py
2
dyf ∗(x, y)g(x, y). (4.9)
Here, the star indicates complex conjugation. Next, we multiply Equation(4.6) by
exp(−im 2pi
Px
x) exp(−in 2pi
Py
y) and integrate 1
PxPy
∫ Px
2
−Px
2
dx
∫ Py
2
−Py
2
dy · · · , This leads to:
1
PxPy
∫ Px
2
−Px
2
dx
∫ Py
2
−Py
2
dy
d2ψP (x, y)
dx2
e−im
2pi
Px
xe
−in 2pi
Py
y
+
1
PxPy
∫ Px
2
−Px
2
dx
∫ Py
2
−Py
2
dy
d2ψP (x, y)
dy2
e−im
2pi
Px
xe
−in 2pi
Py
y
+ 2ik1
1
PxPy
∫ Px
2
−Px
2
dx
∫ Py
2
−Py
2
dy
dψP (x, y)
dx
e−im
2pi
Px
xe
−in 2pi
Py
y
+ 2ik2
1
PxPy
∫ Px
2
−Px
2
dx
∫ Py
2
−Py
2
dy
dψP (x, y)
dy
e−im
2pi
Px
xe
−in 2pi
Py
y
− (k12 + k22) 1
PxPy
∫ Px
2
−Px
2
dx
∫ Py
2
−Py
2
dyψP (x, y)e
−im 2pi
Px
xe
−in 2pi
Py
y
+
1
PxPy
∫ Px
2
−Px
2
dx
∫ Py
2
−Py
2
dyVP (x, y)ψP (x, y)e
−im 2pi
Px
xe
−in 2pi
Py
y
= E
1
PxPy
∫ Px
2
−Px
2
dx
∫ Py
2
−Py
2
dyψP (x, y)e
−im 2pi
Px
xe
−in 2pi
Py
y
(4.10)
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Since ψP (x, y) is also a doubly-periodic function we can write
ψP (x, y) =
∞∑
m̂=−∞
∞∑
n̂=−∞
αmˆnˆe
im̂ 2pi
Px
xe
in̂ 2pi
Py
y
(4.11)
αm̂n̂ =
1
PxPy
∫ Px
2
−Px
2
dx
∫ Py
2
−Py
2
dyψP (x, y)e
−im̂ 2pi
Px
xe
−in̂ 2pi
Py
y
(4.12)
Or, more compactly,
αm̂n̂ = 〈e+im̂
2pi
Px
xe
+in̂ 2pi
Py
y∣∣ψP (x, y)〉. (4.13)
Furthermore, we obtain
〈e+im 2piPx xe+in 2piPy y∣∣dψP (x, y)
dx
〉 = im2pi
Px
αmn (4.14)
〈e+im 2piPx xe+in 2piPy y∣∣dψP (x, y)
dy
〉 = in2pi
Py
αmn (4.15)
〈e+im 2piPx xe+in 2piPy y∣∣d2ψP (x, y)
dx2
〉 =
(
im
2pi
Px
)2
αmn (4.16)
〈e+im 2piPx xe+in 2piPy y∣∣d2ψP (x, y)
dy2
〉 =
(
in
2pi
Py
)2
αmn (4.17)
〈e+im 2piPx xe+in 2piPy y∣∣V (x, y)ψP (x, y)〉 = ∞∑
m̂=−∞
∞∑
n̂=−∞
αm̂n̂Vm−m̂,n−n̂ (4.18)
Substituting these results into Equation(4.10) we obtain:
− ~
2
2M
∞∑
m̂=−∞
∞∑
n̂=−∞
[(
k1 + m̂
2pi
Px
)2
+
(
k2 + n̂
2pi
Py
)2]
δm̂−mδnˆ−nαmˆnˆ
+
∞∑
m̂=−∞
∞∑
n̂=−∞
Vm−m̂,n−n̂αmˆnˆ
= E
∞∑
m̂=−∞
∞∑
n̂=−∞
δm̂−mδn̂−nαm̂n̂ (4.19)
It is instructive to introduce the non-dimensional variables k̂1 = k1/(
2pi
Px
) and k̂2 =
k2/(
2pi
Py
).
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For numerical calculations the series expansions in Equation (4.19) need to be truncated
by letting m̂ and n̂ vary from, say, −N to N . Then for every given pair (m,n), Equation
(4.19) establishes a relationship between (2N+1)×(2N+1) unknown coefficients αm̂n̂.
Varying m,n from −N to N we generate a (2N + 1) × (2N + 1) matrix eigenvalue
problem for αm̂n̂ and the corresponding eigenvalues.
In the calculations a box functionB(x, y) for the potential function VP (x, y) = V0B(x, y)
was assumed. It can be shown that more complicated functions for VP (x, y) such as
B(x, y)
⊗
B(x, y) = B2(x, y) (convolution of B(x, y) function with itself), or,
B2(x, y)
⊗
B(x, y) = B3(x, y), or convolutions to any order (B-spline functions) lead to
closed form expressions for the so-called Universal Functions from which the matrix
elements Amn can be calculated.
4.4 Numerical Results
In the following we assume the simplest possible function for VP (x, y), namely a box
function:
VP (x, y) =
{
V0 (x, y) ∈ [−Lx2 , Lx2 ]× [−Ly2 , Ly2 ] ⊂ [−Px2 , Px2 ]× [−Py2 , Py2 ]
0 elsewhere
(4.20)
With this assumption we have
Amn =
[
(k1 + m̂)
2 + γ (k2 + n̂)
2] δm̂−mδn̂−n+βα1α2sinc [(m− m̂) piα1] sinc [(n− n̂) piα2]
(4.21)
where 0 < α1 = Lx/Px < 1, 0 < α2 = Ly/Py < 1, β = V0/(
~2
2M
( 2pi
Px
)2), γ = (Px/Py)
2.
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Case 1: The formulation that was obtained in Equation(4.21) gives the solution for
a 2D problem. In this case the first few branches are shown in Figures (4.2) to (4.4)
for α1 = 0.4, α2 = 0.6, β = 1, γ = 1, and k2 = 0.2 and 0 < k1 < 0.5 [10].
Figure 4.2: The first branch in the Brillouin diagram for α1=0.4, α2=0.6, β =1, γ=1,
k2=0.2
Figure 4.3: The first three branches in the Brillouin diagram for α1 = 0.4, α2 = 0.6, β =
1, γ = 1, k2 = 0.2
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Figure 4.4: The first six branches in the Brillouin diagram for α1=0.4, α2=0.6, β=1,
γ=1, k2=0.2.
Quantum E Quantum E Quantum E Quantum E
levels levels levels levels
1 0.2901 2 0.2946 3 0.8901 4 0.8947
5 1.6901 6 1.6947 7 2.2905 8 2.2942
9 2.8905 10 2.8943 11 3.4901 12 3.4947
13 3.6905 14 3.6943 15 5.0901 16 5.0947
17 5.4905 18 5.4943 19 6.2913 20 6.2935
21 6.8913 22 6.8935 23 7.0905 24 7.0943
25 7.6913 26 7.6936 27 8.0901 28 8.0947
29 9.4913 30 9.4935 31 10.0905 32 10.0943
33 10.4901 34 10.4947 35 11.0913 36 11.0935
37 12.2921 38 12.2927 39 12.4905 40 12.4943
41 12.8921 42 12.8927 43 13.6921 44 13.6927
45 14.0913 46 14.0935 47 14.6901 48 14.6947
49 15.4921 50 15.4927 51 16.4913 52 16.4935
53 16.6905 54 16.6943 55 17.0921 56 17.0927
57 17.8901 58 17.8947 59 19.8905 60 19.8943
61 20.0921 62 20.0927 63 20.2921 64 20.2927
65 20.6913 66 20.6935 67 20.8922 68 20.8927
69 21.6921 70 21.6927 71 22.4921 72 22.4927
73 23.2901 74 23.2947 75 23.4921 76 23.4927
77 23.8913 78 23.8935 79 25.0921 80 25.0927
81 25.2905 82 25.2943 83 26.6921 84 26.6927
85 27.2901 86 27.2947 87 28.0921 88 28.0927
89 29.2905 90 29.2913 91 29.2935 92 29.2943
93 29.8921 94 29.8927 95 30.2924 96 30.4921
97 30.4927 98 30.8924 99 31.6924 100 33.2913
101 33.2935 102 33.4924 103 34.6921 104 34.6927
105 35.0924 106 35.2921 107 35.2927 108 37.8921
109 37.8927 110 38.0924 111 39.2921 112 39.2927
113 40.4924 114 43.2921 115 43.2927 116 44.6924
117 47.2921 118 47.2927 119 47.8924 120 53.2924
121 57.2924
Table 4.1: The eigenvalues for α1 = 0.4, α2 = 0.6, β = 1, γ = 1, k2 = 0.2
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Figure 4.5: Bar plot of eigenvalues for α1 = 0.4, α2 = 0.6, β = 1, γ = 1, k2 = 0.2(121×
121 matrices).
V1 V2 V3 V4 . . . V118 V119 V120 V121
0 0 0 0 . . . 0 0 0 0
0 0 0 0 . . . 0 0 0 0
0 0 0 0 . . . 0 0 0 0.0001
0 0 0 0 . . . 0 0.0001 0 0.0001
0 0 0 0 . . . 0 0.0001 0 0.0001
0 0 0 0 . . . 0 0.0001 0 0.0001
0 0 0 0 . . . 0 0.0001 0 0.0001
0 0 0 0 . . . 0 0.0001 0 0
-0.0001 0.0001 0 0 . . . 0 0 0 0
-0.0002 0.0002 0 0 . . . 0 0 0 0
-0.7021 0.7121 0.0007 0 . . . 0 0 0 0
...
...
...
... . . .
...
...
...
...
0 0.0001 0 0.0001 . . . 0 0 0 0
0 0.0001 0 0 . . . 0 0 -0.0001 0
0 0 0 0 . . . -0.0001 -0.0001 -0.0001 0
0 0 0 0 . . . -0.0002 -0.0002 -0.0002 0
0 0 0 0 . . . -0.7121 -0.702 -0.0037 0
0 0 0 0 . . . 0 0 -0.0001 0
0 0 0 0 . . . 0.0001 0.0001 0.0002 0
0 0 0 0 . . . 0 0 0.0001 0
0 0 0 0 . . . 0 0 0 0
0 0 0 0 . . . 0 0 0 0
0 0 0 0 . . . 0 0 0 0
0 0 0 0 . . . 0 0 -0.0001 0
Table 4.2: The eigenvectors for α1=0.4, α2=0.6, β=1, γ=1, k2=0.2
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Figure 4.6: Bar plot of eigenvectors (V1, · · · , V121) for α1 = 0.4, α2 = 0.6, β = 1, γ =
1, k2 = 0.2 (Matrix dimension=121× 121).
Case 2: In the following it is assumed that k2 = 0.02 (a smaller phase parameter
compared to Case 1) but −0.5 < k1 < 0.5. For this Case results were calculated for
121× 121 matrices dimension and α1 = 0.04, α2 = 0.06, β = 1.
Figure (4.7) shows the first and the second branches of the Brillouin diagram.
(a) First branch of Brillouin diagram (b) Second branch of Brillouin diagram
Figure 4.7: The first and the second branch in the Brillouin diagram for α1 = 0.04,
α2 = 0.06, β = 1, γ = 1, k2 = 0.02 and −0.5 < k1 < 0.5.
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(a) (b)
Figure 4.8: The first four 4.8a and the first six 4.8b branches in the Brillouin diagram
for α1 = 0.04, α2 = 0.06, β = 1, γ = 1, k2 = 0.02 and −0.5 < k1 < 0.5.
Figure 4.9: The first ten branches in the Brillouin diagram for α1 = 0.04, α2 = 0.06,
β = 1, γ = 1, k2 = 0.02 and−0.5 < k1 < 0.5 (which can be compared with Figure(4.4)).
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Figures (4.10a) to (4.10d) below show a close view of the gap between different branches
(a) A close view for the gap between 2nd
and 3rd branches.
(b) A close view for the gap between 6th
and 7th branches.
(c) A close view for the gap between 6th,
7th, 8th, and 9th branches.
(d) A close view for the gap between 8th,
9th, and 10th branches.
Figure 4.10: A close view for the gap between different branches.
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In the Table (4.3), the eigenvalues for 121 quantum levels are listed.
Quantum E(j) Quantum E(j) Quantum E(j) Quantum E(j)
levels levels levels levels
1 0.2505 2 0.255 3 1.2105 4 1.2149
5 1.2905 6 1.2953 7 2.2509 8 2.2547
9 3.2109 10 3.2145 11 3.2909 12 3.2948
13 4.1705 14 4.1751 15 4.3305 16 4.3351
17 6.1709 18 6.1745 19 6.2517 20 6.2539
21 6.3309 22 6.3348 23 7.2117 24 7.2138
25 7.2917 26 7.294 27 9.1305 28 9.1351
29 9.3705 30 9.3751 31 10.1717 32 10.1739
33 10.3317 34 10.3339 35 11.1309 36 11.1347
37 11.3709 38 11.3747 39 12.2525 40 12.2531
41 13.2124 42 13.2131 43 13.2925 44 13.2932
45 15.1317 46 15.1339 47 15.3717 48 15.3739
49 16.0905 50 16.095 51 16.1725 52 16.1732
53 16.3325 54 16.3331 55 16.4105 56 16.4152
57 18.0909 58 18.0947 59 18.4109 60 18.4147
61 20.2525 62 20.2531 63 21.1324 64 21.1331
65 21.2125 66 21.2131 67 21.2925 68 21.2931
69 21.3725 70 21.3732 71 22.0917 72 22.0939
73 22.4117 74 22.4139 75 24.1725 76 24.1731
77 24.3325 78 24.3331 79 25.0505 80 25.0551
81 25.4505 82 25.4551 83 27.0509 84 27.0547
85 27.4509 86 27.4547 87 28.0925 88 28.0931
89 28.4125 90 28.4131 91 29.1325 92 29.1331
93 29.3725 94 29.3731 95 30.2528 96 31.0517
97 31.0539 98 31.2128 99 31.2929 100 31.4517
101 31.4539 102 34.1728 103 34.3328 104 36.0925
105 36.0931 106 36.4125 107 36.4131 108 37.0525
109 37.0531 110 37.4525 111 37.4531 112 39.1328
113 39.3728 114 45.0525 115 45.0531 116 45.4525
117 45.4531 118 46.0928 119 46.4128 120 55.0528
121 55.4528
Table 4.3: The eigenvalues for α1=0.04, α2=0.06, β=1, γ=1, k2=0.02 and −0.5 < k1 <
0.5.
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Figure (4.11) shows the eigenvalues for the 121 × 121 matrix corresponding to Table
(4.3)
Figure 4.11: Bar plot of Eigenvalues of 121×121 Matrix for α1 = 0.04, α2 = 0.06, β = 1.
Table (4.4) lists the 121 eigenvectors corresponding to their eigenvalues.
V1 V2 V3 V4 . . . V118 V119 V120 V121
0 0 0 0 . . . -0.0004 0 0 0
0 0 0 0 . . . 0 0 0 0
0 0 0 0.0001 . . . 0 0 0 0
0 0.0001 0 0.0001 . . . 0 0 0 0
0 0.0001 0 0.0001 . . . 0 0 0 0
0 0.0001 0 0.0001 . . . 0 0 0 0
0 0.0001 0 0.0001 . . . 0 0 0 0
0 0.0001 0 0 . . . 0 0 0 0
0 0 0 0 . . . 0 0 0 0
0 0 0 0 . . . 0 0 0 0
0 0 0 0 . . . 0.0001 0.0004 0 0
...
...
...
... . . .
...
...
...
...
0 0 0 0 . . . -0.0006 -0.0023 0 -0.0004
0 0 0 0 . . . -0.0003 0 1 0
0 0 0 0 . . . 1 0.0016 0.0003 0
0 0 0 0 . . . 0.0003 0.0001 0.0001 0
0 0 0 0 . . . 0.0002 0 0.0001 0
0 0 0 0 . . . 0.0001 0 0 0
0 0 0 0 . . . 0 0 0 0
0 0 0 0 . . . 0 -0.0001 0 0
0 0 0 0 . . . 0 -0.0002 0 0.0001
0 0 0 0 . . . -0.0001 -0.0003 0 0.0001
0 0 0 0 . . . 0.0016 -1 0 0.0003
0 0 0 0 . . . 0 -0.0003 0.0004 1
Table 4.4: The eigenvectors for α1=0.04, α2=0.06, β=1, γ=1, k2=0.02 and −0.5 <
k1 < 0.5.
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Figure 4.12: Bar plot of Eigenvectors (V1, · · · , V121) of 121 × 121 Matrix for α1 =
0.04, α2 = 0.06, β = 1.
4.5 Conclusion
In this chapter a versatile method for computing the behavior of an electron propagat-
ing in 2D periodic quantum structures was introduced. Numerical results for various
parameters of the problem were presented. Also, the resulting eigenvalues directly lead
to the Brillouin dispersion diagrams of the periodic structures were demonstrated and
bar plots of eigenvalues and eigenvectors for two cases were shown. The dispersion di-
agram can be interpreted so that electron band gaps exist in two dimensional quantum
structures.
Chapter 5
Perturbed Quantum Potential Well
Problems
5.1 Introduction
In this Chapter the properties of a perturbed potential well are introduced. A different
problem is solved using the Schro¨dinger equation. Given a complex one-dimensional
Boundary Value Problem (BVP), which will be referred to as the original problem,
the methodology consists of constructing an auxiliary BVP, which resembles the orig-
inal problem but is much simpler. The simplicity assumption allows the construction
of BVPs which are numerically more tractable or, alternatively, have closed-form so-
lutions. An equation is assumed to be a closed-form solution if it solves a specified
problem in terms of functions and mathematical operations from a given, generally
accepted set of functions.
The aim is to solve the auxiliary problem and then perturb this well with an electric
field [11], [34] so that the eigenvalues and eigenvector and electron wavefunction of this
problem can be found. Results are calculated for different values of electric field so that
51
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the technique is demonstrated for several circumstances. In Section 5.2 construction of
the auxiliary problem is presented. The detailed calculations and steps involved in the
methodology are clearly presented. This is followed up by Section 5.3 where the first
problem is introduced. The calculation of the inter-action matrix Amn using a step by
step formulation is obtained. This continues in Section 5.4 with problem 2. In Section
5.5, the main problem’s solution is carried out and the numerical results together with
squared-wavefunction plots ψ˜2(x) and calculations of the perturbed energy value E˜ are
presented. In Section 5.6 comparisons between two cases with different perturbations
are shown. The results can be expanded to any arbitrary potential inside the potential
well. Finally, Section 5.7 concludes Chapter 5.
5.2 On the Construction of the Auxiliary Problems
Assume electron propagation in an ideal potential well as shown below:
x
6
+∞
6
+∞
−L/2 +L/20
Figure 5.1: An ideal potential well with infinite barrier boundaries.
The next task will be the construction of the auxiliary problem which will be the start
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of our main problem
Consider the following ODE for the potential function :
− ~
2
2M
d2
dx2
ψ˜(x) + V (x)ψ˜(x) = E˜ ψ˜(x) (5.1)
The positive real-valued function V (x) is defined in the interval [−L/2, L/2] with ~ and
M being given positive real-valued constants. The fact that the operator− ~2
2M
d2
dx2
+V (x)
is positive definite (PD) it can be shown that:
〈(− ~
2
2M
d2
dx2
+ V (x))
∣∣f(x)〉 = 〈− ~2
2M
d2
dx2
f(x)
∣∣f(x)〉+ 〈V (x)f(x)∣∣f(x)〉
= − ~
2
2M
∫ L
2
−L
2
dx
(
d2
dx2
f(x)
)
f(x) +
∫ L
2
−L
2
dxV (x)f(x)f(x)
= −
{
~2
2M
(
df(x)
dx
)
f(x)
∣∣L2
−L
2
}
+
~2
2M
∫ L
2
−L
2
dx
(
df(x)
dx
)(
df(x)
dx
)
+
∫ L
2
−L
2
dxV (x)f 2(x) (5.2)
If we restrict ourselves to the class of functions which vanish at the boundary points
x = −L/2 and x = L/2, we obtain:
〈(− ~
2
2M
d2
dx2
+ V (x))f(x), f(x)〉 = − ~
2
2M
∫ L
2
−L
2
dx
(
df(x)
dx
)2
+
∫ L
2
−L
2
dxV (x)f 2(x) > 0
(5.3)
Having shown the PD property of − ~2
2M
d2
dx2
+ V (x), we next construct an auxiliary
problem related to our original problem by simplifying the operator− ~2
2M
d2
dx2
+V (x). We
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set, for example, V (x) ≡ 0 for x ∈ [−L/2, L/2] (infinite potential at the boundaries):
− ~
2
2M
d2
dx2
ψ(x) = Eψ(x) (5.4)
Since − ~2
2M
d2
dx2
, is positive definite, the eigenvalues and the corresponding eigenfunctions
of Equation(5.2) are strictly positive. By detailed substitution we have:
− ~
2
2M
d2
dx2
√
2
L
sin
(
npi
L
(
x− L
2
))
= Enψn (5.5)
− ~
2
2M
√
2
L
d
dx
(npi
L
)
cos
(
npi
L
(
x− L
2
))
= Enψn (5.6)
− ~
2
2M
√
2
L
(
n2pi2
L2
)
sin
(
npi
L
(
x− L
2
))
= Enψn (5.7)
− ~
2
2M
n2pi2
L2
√
2
L
sin
(
npi
L
(
x− L
2
))
︸ ︷︷ ︸
ψn
= Enψn (5.8)
Therefore, it is verified that the solutions of the type ψn(x)(n ∈ N)
ψn(x) =
√
2
L
sin
(
npi
L
(
x− L
2
))
⇐⇒ En = ~
2
2M
pi2
L2
n2 (5.9)
satisfy Equation (5.5). The infinite set of the solution functions {ψn(x)} constitutes
a complete set of co-ordinate functions in L2(R) which can be utilized for expanding
any arbitrary function in their span.
Functions in L2(R) play a vital role in many areas of analysis. Their usage in quan-
tum mechanics becomes prominent where probabilities are known as the integrals of
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the absolute square of a wavefunction ψ. Therefore, stated more precisely, we have
the orthonormality condition 〈ψn
∣∣ψm〉 = δnm where the identity operator I, has the
resolution of identity:
I =
∞∑
n=1
∣∣ψn〉〈ψn∣∣ (5.10)
In Equation (5.10) we make use of the Dirac’s ‘‘bra’’ and ‘‘ket’’ notation. To see the
latter relationship, Equation (5.10) is applied to the function f(x) ∈ span {ψn}:
If(x) = f(x)
=
∞∑
n=1
∣∣ψn〉 〈ψn∣∣f〉︸ ︷︷ ︸
fn
(5.11)
where the ‘‘generalized Fourier coefficients’’ fn are defined in Equation(5.11) in obvious
fashion. Thus we arrive at
f(x) =
∞∑
n=1
fn
∣∣ψn〉 (5.12)
This result shows that any function in the span of {ψn} can be expressed in terms of
a linear combination of {ψn}. In particular the solution for the original problem can
be expressed as:
ψ˜(x) =
∞∑
n=1
αn
∣∣ψn(x)〉 (5.13)
Next the ‘‘action’’ of ψ˜(x) on the auxiliary system and the ‘‘action’’ of ψ(x) on the
original system are determined and the two ‘‘actions’’ are subtracted. Minimization
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of the weighted residual ‘‘action’’ leads to an algebraic system of equations for the
determination of the unknown expansion coefficients αn in Equation (5.13).
The aim is to solve the main problem referenced in Figure (5.2). This problem is men-
tioned in [11]. The results in [11] indicate two methods of calculation which are more
accurate than the variational method and relaxation method. The method described
here is based on an approximation method and the validity of the results which are
obtained can be determined as easier and a more accurate technique than in [11].
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Figure 5.2: A quantum potential well with width W and barrier height V0 and electric
field F [11].
There are several ways to solve the above problem. In this thesis the problem is broken
into two separate problems which are described in this chapter. The reason that this
technique was used is because of its easy implementation and formulation compared to
the work which was done before in [11] and [33]. The above mentioned computational
recipe consists of the following steps:
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5.3 Problem 1
In this case the Figure below is investigated which is a linearly perturbed potential
well.
x
6
+∞
6
+∞
XXXXXXXXXXXXXXXXXXXXXX
ax
−L/2 +L/20
Figure 5.3: Linearly perturbed potential well.
The well has infinite barriers and a width of L. The first step is to multiply Equation(5.4)
and Equation(5.1) by ψ˜(x) and ψ(x) respectively, and subtract the two ‘‘actions’’ to
obtain Equation (5.14). The steps are shown below:
− ~
2
2M
ψ˜(x)
d2
dx2
ψ(x) = E ψ˜(x)ψ(x)
− ~
2
2M
ψ(x)
d2
dx2
ψ˜(x) + ψ(x)V (x)ψ˜(x) = E˜ψ(x)ψ˜(x)
− ~
2
2M
[
ψ˜(x)
d2
dx2
ψ(x)− ψ(x) d
2
dx2
ψ˜(x)
]
− V (x)ψ(x)ψ˜(x) = (E − E˜ )ψ(x)ψ˜(x)
(5.14)
The next step is to consider 〈f(x)∣∣g(x)〉 = ∫ L
0
dxf(x)g(x) which denotes the inner-
product of the two real-valued functions f(x) and g(x). Integrating Equation (5.14)
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over the interval [−L/2, L/2] by parts shows that the first term on the LHS vanishes.
This is because the contributions of I and J, as stated below, cancel out and thus result
in Equation (5.15):
I =
∫ L
0
dx
[
ψ˜
d
dx
(
dψ
dx
)]
and J =
∫ L
0
dx
[
ψ
d
dx
(
dψ˜
dx
)]
can be written as
I = 〈ψ˜(x)∣∣ d
dx
(
dψ(x)
dx
)
〉 and J = 〈ψ(x)∣∣ d
dx
(
dψ˜(x)
dx
)
〉
Therefore,
−〈ψm(x)
∣∣V (x)∣∣ψ˜(x)〉 = (Em − E˜ )〈ψm(x)∣∣ψ˜(x)〉 (5.15)
Here the particular solution-pair {ψm(x),Em} for {ψ(x),E} was chosen. Using the
expansion formula for ψ˜(x) into Equation(5.15), and exchanging the order of integration
and summation we obtain:
−
∞∑
n=1
αn〈ψm
∣∣V ∣∣ψn〉 = (Em − E˜ ) ∞∑
n=1
αn〈ψm
∣∣ψn〉 (5.16)
Amn = 〈ψm
∣∣V ∣∣ψn〉
=
∫ L
2
−L
2
ψm(x)V (x)ψn(x) (5.17)
Using the orthonormality relationship, we obtain Equation(5.18), with δmn denoting
the Kronecker delta symbol.
∞∑
n=1
(Amn + δmnεm)αn = E˜αm (5.18)
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Varying m from 1 to N , a suitably-chosen upper limit, we obtain an N ×N algebraic
eigenvalue problem. In Equation(5.18) E˜ stands for E normalized by ~
2
2M
pi2
L2
. Further-
more, εm = m
2.
5.3.1 Step by step calculation
Now we construct the problem shown in Figure (5.3).
Having
V (x) = ax, (5.19)
and using ψm(x) =
√
2
L
sin
(
mpi
L
(x− L/2)) (which is all the wavefunctions in the inter-
val of [−L/2, L/2]) and Equation (5.20):
Amn = 〈ψm(x)
∣∣V (x)∣∣ψn(x)〉 (5.20)
Amn can be written as Equation (5.21):
Amn =
2
L
∫ L/2
−L/2
dx sin
(
mpi
L
(x− L
2
)
)
(ax) sin
(
npi
L
(x− L
2
)
)
(5.21)
After step by step calculation the solution for Amn was found in the following format:
Amn = aLsinc
[
(m− n)pi
2
]− cos
[
(m− n)pi
2
]
+
sinc
[
(m−n)pi
2
]
2

− aLsinc
[
(m+ n)pi
2
]− cos
[
(m+ n)pi
2
]
+
sinc
[
(m+n)pi
2
]
2
 (5.22)
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5.4 Problem 2
Next another problem is introduced in order to construct the main problem shown in
Figure (5.2). Refer to Figure (5.4) below.
x
6
+∞
6
+∞
V0 Region1 Region3
Region2
−W/2 +W/2−L/2 +L/20
Figure 5.4: Infinite barrier quantum well with perturbation element.
In this case which is pointed out in [33] using the same rules which are stated in
Equations (5.14) to (5.18) the interaction matrix Bmn can be written as:
Bmn = 〈ψm(x)
∣∣VP (x)∣∣ψn(x)〉 (5.23)
Which means:
Bmn =
2
L
∫ L/2
−L/2
dx sin
(
mpi
L
(x− L
2
)
)
(VP (x)) sin
(
npi
L
(x− L
2
)
)
(5.24)
The above problem indicates that for calculation of Bmn there are three regions for
calculating the integral.
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Region1: For −L/2 < X < −W/2, V̂P (x) = V0.
Region2: For −W/2 < X < W/2, V̂P (x) = 0.
Region3: For W/2 < X < L/2, V̂P (x) = V0.
Thus:
Bmn =
2
L
∫ −W/2
−L/2
dx sin
(
mpi
L
(x− L
2
)
)
(V0) sin
(
npi
L
(x− L
2
)
)
+ 0
+ sin
(
mpi
L
(x− L
2
)
)
(V0) sin
(
npi
L
(x− L
2
)
)
(5.25)
After step by step calculation the inter-action matrix Bmn has been derived as:
Bmn =
V0(W + L)
L
[
−sinc
(
(m− n)pi
L
(
W
2
+
L
2
))
+ sinc
(
(m+ n)pi
L
(
W
2
+
L
2
))]
(5.26)
5.5 Constructing the Main Problem
After finding the solution for problems 1 and 2, the two inter-action matrices can be
added together to construct the main problem indicated in Figure (5.2):
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Cmn = Amn +Bmn
= aLsinc
[
(m− n)pi
2
]− cos
[
(m− n)pi
2
]
+
sinc
[
(m−n)pi
2
]
2

− aLsinc
[
(m+ n)pi
2
]− cos
[
(m+ n)pi
2
]
+
sinc
[
(m+n)pi
2
]
2

+
V0(W + L)
L
[
−sinc
(
(m− n)pi
L
(
W
2
+
L
2
))
+ sinc
(
(m+ n)pi
L
(
W
2
+
L
2
))]
(5.27)
After finding the solution for Cmn different cases will be investigated below.
5.6 Numerical Results
In the following different values for the inter-action parameters are examined and the
properties of ψ˜2m(x) are shown. These results can be compared with the results in [11]
for the same problem.
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Case1: This case corresponds to a linearly perturbed well (W = 0, V0 = 100, a = 10
and the length of the potential well L = 1). Several solutions for ψ˜2m(x) have been
calculated and are shown in Figure (5.5). These corresponds to different electron
excited states.
(a) ψ˜21(x) (b) ψ˜
2
2(x)
(c) ψ˜24(x) (d) ψ˜
2
6(x)
Figure 5.5: Plots of perturbed squared-wave functions ψ˜2m(x).
In this case 20× 20 matrices was calculated. It can be seen that with increasing wave
function order, the wave function increases towards the left. A large perturbation
parameter has been used in Figure (5.5).
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Case2: Now let W = 0.2, V0 = 1000, a = 100 and the length of the potential well
L = 1. Several solutions for ψ˜2m(x) are shown below. With a high perturbation values
change in electron wavefunction can be seen.
(a) ψ˜21(x) (b) ψ˜
2
2(x)
(c) ψ˜24(x) (d) ψ˜
2
6(x)
Figure 5.6: Figure 5.5a through 5.5d shows the perturbed squared-wave functions.
It is observable that the electron wavefunctions shift towards the right in this case.
This is because of the presence of W in this case. Thus electron tunnelling happens
more toward right compared to Case 1.
In both cases numerical calculation of ψ˜2(x) were shown. The results can be compared
favorably with those in [11] which were calculated using relaxation and variational
methods.
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5.7 Conclusion
In this chapter the properties of a perturbed potential well were investigated. Using
reference [11], the goal was to obtain more accurate results with less complex calcula-
tions using approximation method. The perturbed potential well was modelled using
an auxiliary problem. In the auxiliary problem an ideal potential was introduced and
then out of this concept the main problem was solved. Different electron excited states
were calculated in both Case 1 and Case 2. These results can be expanded to Hole
ground-state wavefunctions. Therefore, the solution that was derived can be developed
for any arbitrary function inside the potential well. The method of calculation can be
used for the Universal-function approach.
Chapter 6
Conclusion and future work
6.1 Introduction
This chapter rounds off the preceding chapters and describes the conclusion that has
been reached by performing research on the determination of eigenpairs of one and
two dimensional positive differential operators with periodic boundary conditions and
also the properties of a one dimensional perturbed potential well. In Section 6.2, a
conclusion is drawn from the objective which was set forth in Chapter 1 and also discuss
the areas where this research has made a potential contribution. Section 6.3 deals with
the scope of future work related to the current research. Section 6.4 completes the
thesis with a reflective point of view with respect to the research methodology and
numerical results.
6.2 Summary of Research Contribution
The objective set forth in Chapter 1 has been successfully completed. Theoretically, we
were able to propose a ‘‘Phase Periodic Function’’ approach for the robust calculation
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of eigenvalues and eigenvectors for both one and two- dimensional problems in Chapter
(2) and (3). Utilizing the eigenfunctions as co-ordinate functions, it is possible to solve
problems of much greater complexity. The eigensolutions for both one and two dimen-
sional phase periodic functions and also a perturbed potential well were successfully
found. Another goal that was achieved in this research was to perform first principle
analysis, modelling and simulation of Boundary Value Problems (BVP) involving posi-
tive differential operators subject to periodic boundary conditions. The solutions of the
periodic problems were utilized to solve periodic geometries. Achieving this ambitious
objective requires understanding and implementing theories such as the Floquet The-
orem and its application to the Schro¨dinger equation for obtaining eigenvalues and the
corresponding eigenvectors. The eigenvalue dependence on the wave numbers allowed
the determination of Brillouin diagrams (which determines the electron band gaps) and
band structures of the underlying model for the physical problems. The second goal of
this research which was successfully formulated and implemented was the properties
of a perturbed potential well in one dimension. To this end, an auxiliary problem was
first assumed. This methodology avoids complex calculations and can be developed to
more complicated problems. A potential well can be perturbed with an applied electric
field [11], [33]. The properties of an electron wave function inside the perturbed well
were successfully determined.
6.3 Probable Future Works
This research has developed the basis for a series of future potential studies and re-
search. After solving this sort of problem in different dimensions (1D, 2D, 3D), future
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work can be focused on the so-called defect problems. Defect problems are those for
which the function is neither periodic nor a periodic. That means one or more periods
are missing (Figure (6.1)) which can be a difficult problem. Another area of research
in the future can be work on a perturbed potential well with periodic condition. In
order to solve this problem, the existing formulation in periodic functions can be used
however the potential well (which has infinite barrier height) can be modelled by pe-
riodic condition. That means having a periodic structure with a very big period so
that we can isolate this structure in order to model the problem. Figure (6.2) shows
this problem. The properties of an electron wave function inside this perturbed well
includes finding the eigenvalues of this function.
-ff x
6
V (x)
?
missing period
?
missing period
Figure 6.1: Model of a Defect problem
-ff
P  1
V (x)
· · ·· · ·
Figure 6.2: Model of a potential well in a periodic structure.
Defect problems can be formulated by using the existing formulation in Chapter 3 and
Chapter 4, however; to build this structure it could be an idea to add another period
to the missing parts.
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Also in order to model a potential well with infinite barrier heights by a periodic
structure we can isolate one period with a P  1 and a big V (x) for modelling the
infinite barriers.
6.4 Summary
Through this research, a systematic formulation for 1D and 2D periodic potentials and
utilizing the Floquet Theorem (Bloch waves) was established, and the given boundary
value problem was solved to obtain the phased periodic eigenfunctions and the associ-
ated eigenenergies of an assumed electron propagating in periodic potentials. Thereby,
a spectral method applied for the algebraisation of the governing ordinary (partial)
differential equation. The MATLAB platform was used to implement the formulation.
The properties of a perturbed potential well in one dimensional case was found using
the Schro¨dinger equation. An Auxiliary solution was used to solve this problem. The
fact that localization of a perturbed eigenvalue was made possible is very encouraging
as well. Therefore, this research has successfully made a major contribution towards
a physics-based problem-adapted methodology. The next step is to develop powerful
numerical schemes, similar to these completed and tested formulations and incorporate
it into the molecular systems as a part of modelling nanowire transistors. Finally, we
successfully published two conference papers which can be found in the references [10],
[9].
Chapter 7
Publications
• A. Rezaee, A. R. Baghai-Wadji, ‘‘On the Determination of the Eigenvalues of
1D Positive Differential Operators with Periodic Boundary Conditions,’’ in Pro-
ceedings of ACES, Applied Computational Electromagnetic Society Conference,
Verona, Italy, March 2007.
• A. Rezaee, A. R. Baghai-Wadji, ‘‘On the Determination of the Eigenvalues of
2D Positive Differential Operators with Periodic Boundary Conditions,’’ in Pro-
ceedings of PIERS, Progress in Electromagnetic Research Symposium, Beijing,
China, March 2007.
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