Question Answering System : A Review On Question Analysis, Document Processing, And Answer Extraction Techniques by Utomo, Fandy Setyo et al.
Journal of Theoretical and Applied Information Technology 
31st July 2017. Vol.95. No 14 
 © 2005 – ongoing  JATIT & LLS   
 




QUESTION ANSWERING SYSTEM : A REVIEW ON 
QUESTION ANALYSIS, DOCUMENT PROCESSING, AND 







MOHD SANUSI AZMI 
1Department of Information Systems, STMIK AMIKOM Purwokerto, Purwokerto, Indonesia 
2,3,4Faculty of Information and Communication Technology,  
Universiti Teknikal Malaysia Melaka, Melaka, Malaysia 





Question Answering System could automatically provide an answer to a question posed by human in 
natural languages. This system consists of question analysis, document processing, and answer extraction 
module. Question Analysis module has task to translate query into a form that can be processed by 
document processing module. Document processing is a technique for identifying candidate documents, 
containing answer relevant to the user query. Furthermore, answer extraction module receives the set of 
passages from document processing module, then determine the best answers to user. Challenge to optimize 
Question Answering framework is to increase the performance of all modules in the framework. The 
performance of all modules that has not been optimized has led to the less accurate answer from question 
answering systems. Based on this issues, the objective of this study is to review the current state of question 
analysis, document processing, and answer extraction techniques. Result from this study reveals the 
potential research issues, namely morphology analysis, question classification, and term weighting 
algorithm for question classification. 
Keywords: Information Retrieval, Question Answering, Question Analysis, Natural Language Processing.   
 
1. INTRODUCTION  
 
Information retrieval (IR) approach on the 
traditional search engines like Yahoo, Google, and 
Bing uses keywords entered by the user. The search 
engine then provides information, according to the 
given keyword by users. In some cases, the 
information provided is suitable for the needs of 
users, but often the information provided is not 
relevant. The proposed Question Answering 
systems (QAS) has been considered to be able to 
solve these problems by providing an interface, 
where users can express their need for information 
in the form of Natural Language (NL) and the 
search engine will provide relevant answers to these 
questions [1–3]. Expression of information needs in 
Natural Language can be in the form of questions or 
statements [4]. In other words, QAS is a technology 
used to locate, extract, and give an accurate answer 
to the users question in the form of natural language 
[5–9]. According to [10], output from QAS isn't a 
list of documents, but more specific answers. 
Confirmed by [11] and [12], output QAS is a direct 
answer to the question, not a list of references that 
have possible answers, so that users have a 
minimum number of reading.  
Question Answering System of the first 
generation appeared before 1965, had a limitation 
on linguistic model [13]. The second generation of 
QAS preceded by ELIZA computer program was 
built by [14] to learn communication between 
human and machine using Natural Language. Then, 
ELIZA was developed by Taylor in 1968 for 
computer aided instruction problem and counseling 
behavior simulation [15]. Research conducted by 
[16] developed ELIZA which was able to identify 
patterns of words entered by the user. The computer 
program they developed, able to answer "why" 
questions and "yes-no" questions. Research 
conducted by [17], developed conceptual parser 
system from a program which had been made 
previously by [16]. The system they created was the 
first QAS based on semantics. 
Question Answering application has been 
applied in various fields to solve problems related 
to information retrieval on specific cases. Some of 
the areas that have implemented QAS such as social 
media ([10],[18],[19]), geographic ([5],[20–23]), 
geology [24], software engineering ([25],[26]), 
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aviation [27], biomedical ([28–30]), physics [7], 
biological [31], e-commerce [32], and religion 
([33–35]). The wide use of Question Answering 
Systems in many fields indicates that QAS 
contributes to improving quality of life. 
Question Answering Systems consists of 
several modules. Researches conducted by [1], [4], 
[6], [7], [11], [12], [18], [26], [28], [29], [36–42] 
have developed QAS using question analysis, 
document retrieval, and answer extraction module. 
However, some researchers such as [3], [5], [8], 
[21], [31], [43] have replaced the document 
retrieval on the development of QAS with the 
passage retrieval module. Researches conducted by 
[30], [44], [45] developed QAS using four modules, 
i.e. question analysis, document retrieval, passage 
retrieval, and answer extraction module. 
Question Processing module transformed the 
user’s questions in the form of natural language into 
phrases [41],[46],[47]. More specific has been 
described by [38], [48], [49] in their study, 
Question Processing consisted of two steps. First 
step, identify the semantic type of the entity 
according to the user question. Second step, 
specification additional restrictions on the answers 
entities, such as identifying keywords that will be 
used for searching answers and identifying 
relationships, syntactic, or semantic that must hold 
between a candidate answer entity and other 
entities. Once the user query is processed on the 
Question Processing Module, then the processed 
data is processed on Document Processing module. 
Document processing module consists of two parts, 
i.e. document retrieval and passage retrieval. 
Document retrieval with query reformulation 
technique is a process for identification candidate 
documents, which contains the answer that relevant 
to the user query [12][36][38][44]. Query 
reformulation is a keyword transformation 
technique within the question to another form using 
synonyms or semantic [1][47]. Once the candidate 
documents were obtained from the document 
retrieval process, passage retrieval component 
extracted small text passages or textual units that 
contained the answers [3][43][44][46][50]. Answer 
extraction component is the last stage of QAS. This 
component receives the set of passages from the 
previous module, then determine the best answers 
to user questions. Answer extraction consists of 
several stages, i.e. candidate answer extraction, 
answer scoring and ranking, and answer selection 
[3][43][44][51].  
Challenge to optimize Question Answering 
Framework is to increase the performance of all 
modules in the framework. The performance of all 
modules that has not been optimized has led to the 
less accurate answer from QAS. Based on this 
issue, the objective of this study is to review the 
current state of question analysis, document 
processing, and answer extraction techniques. 
This paper is organized as follows. Section 2 
describe Question Answering Systems dimension 
classification. Section 3 presents the review of 
recent studies on question answering systems. 
Finally, Section 4 discuss open research issues.  
 
2. QAS DIMENSION CLASSIFICATION 
 
Question Answering System could be 
classified into several dimensions. Opinion among 
experts regarding dimensions classification can be 
differentiated between one another. According to 
[36], QAS was divided into three dimensions, i.e. 
answer source, domain coverage, and question 
analysis method. The first dimension observed the 
answers source came from unstructured or 
structured documents. The second dimension 
observed from the application domain, i.e. open 
domain or restricted/ closed domain. Open domain 
means QAS would extract answers from enormous 
data sources because it has a question that not only 
covers certain areas only. While closed or restricted 
domain has questions and answers from the data 
source for specific areas only. The third dimension 
is observed from the complexity of question 
analysis methods, such as used shallow/deep 
natural language processing, statistical methods, or 
semantic methods. Rule based pattern matching 
[39] and Hybrid approach [42] were other 
techniques that can be used to process user queries. 
The detail  of QAS dimension classification 
was explained by [44]. They classified into 5 
dimensions, i.e. domain coverage, question analysis 
method, answer source, knowledge base 
offline/online, and the number of languages 
supported. A survey by [42] appended several 
dimensions from study [44], i.e. types of questions, 
types of matching functions used in document 
processing, and forms of answer generated by QAS. 
Factoid and nonfactoid are the type of 
questions being asked by users in the QAS 
[42][44]. In addition, [42] added the type of 
questions, i.e. list type, hypothetical type questions, 
and confirmation questions. The expected answers 
depends upon the types of the questions asked by 
the users. Systems deals with different types of 
questions required different strategies to locate 
answers. Factoid questions consisted of What, 
Where, Who, When, Which, and How much/many 
[52–55]. Answers of factoid questions are date, 
Journal of Theoretical and Applied Information Technology 
31st July 2017. Vol.95. No 14 
 © 2005 – ongoing  JATIT & LLS   
 




time, duration, location, person, and organization 
entity. Whereas, non factoid consist of How and 
Why questions [56–59]. A Why question type, asked 
for reasons or causation, and a How question type, 
asked for a manner approach. Unlike factoid 
questions whose answer comprises a short text, 
nonfactoid questions were inherently more complex 
and require a paragraph-length answer [60]. 
Furthermore, types of matching functions used in 
document processing are Set-theoretic models, 
Algebraic models, Probability models, Feature-
based models, and Conceptual graph based models 
[42]. Then, forms of answer generated by QAS are 
Extracted and Generated answer. 
 
3. LITERATURE REVIEW 
 
The research questions (RQ) were specified to 
keep the review focused. The research questions 
addressed by this literature review are: 
 RQ 1: 
What are the essential components involved in 
Question Answering Systems? 
 RQ 2 : 
How do the existing approaches perform 
Question Answering Systems? 
 RQ 3 : 
How the recent approaches provides relevant 
information to the users? 
 
A question answering system requires 
understanding of natural language processing 
(NLP) and linguistics techniques such as lexicon, 
tokenization, POS tagging, and parsing are 
implemented to user’s question for formulating it 
into a precise query that merely extracts the 
respective response from the database [39][61]. 
NLP is a computer field and technique which is 
developed from language study and computational 
linguistic in artificial intelligence [12]. This 
technique was used to alter the question to a query 
that can be executed by the database, extract 
information from text, and retrieve relevant 
documents from a collection [62]. Several 
researchers have conducted previous studies for 
QAS development. Their studies involved the use 
of Natural Language Processing for Question 
analysis, document processing, or answer 
extraction. Table 1 describes some previous studies 




Table 1: Previous Studies on QAS Development 





































[82] Malayalam Factoid Restricted 
[6] Hindi Factoid Restricted 
[83] Arabic Statement Restricted 
[33] English Statement Restricted 
[84] English Nonfactoid Restricted 





[87] Spanish Factoid Restricted 
[35] Arabic Factoid Restricted 
















Table 1 shows that there are several studies on 
QAS development which have different 
characteristics. Based on the complexity of question 
analysis methods, we classify the previous studies 
into several approaches, i.e., linguistic, statistical, 
semantic, rule-based pattern matching, and the 
hybrid approach that can be used to process user 
queries. Table 2 describes classification results of 
previous studies into several approaches. 
Table 2: Classification Results of Previous Studies into 
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Based on Table 2, there are several studies using 
natural language processing approach to process 
user queries. Table 3 describes techniques and 
output from question analysis processing for each 
study using linguistic approach. 
Table 3: Analysis Review of Question Processing Using 
Linguistic Approach 
Cit. Techniques Output 
[61] 
Lexical analyzer, POS 
tagging 




Lexical analyzer, POS 
tagging 
Parsing of a sentence 
[70] Named Entity Recognizer Quasi logical form 
[63] Named Entity Recognizer Keyword expansion 
[73] 
Language-to-logic, 








[80] LinkParser [90] Query formulation 
[81] 
Tokenizer, sentence 
splitter, POS tagger, and 






Spelling correction, query 
completion, stop words 
removal, diacritics removal 
operation, question 


















Tokenization, stop word 
removal, Sandhi splitter, 










Generate synonyms and 










Based on Table 3, most researchers used 
tokenization, lexical analyzer, morphology 
operation, POS tagging, Named Entity Recognizer, 
question classification, stopword removal, and 
WordNet to analyze user queries. Meanwhile, for 
the output of question analysis stage, they used 
keywords, query triples (subject, predicate, object), 
and query expansion.  
According to [92], [93], [94], and [95] 
Question Classification is a vital component of any 
Question Answering system. Knowing the answer 
type would reduce processing and effort and 
provide a feasible way to select correct answers 
among the possible answer candidates. Named 
Entity Recognizer has a shortcomings, if the answer 
is a common noun, then the questions cannot be 
mapped with a named entity [75]. Solution for this 
issues is to use Semantic Role Labeling (SRL). For 
each predicate in a sentence, semantic roles identify 
all constituents, determining their roles and also 
their adjuncts. 
The advantage using linguistics approach to 
process user queries is this technique has capability 
to provide a situation-specific answer [39][68]. 
However, this technique has drawbacks, i.e. 
different application domain requires different 
grammar and mapping rules. Additionally, building 
an appropriate knowledge base is a time-consuming 
process because knowledge base is very complex 
models [39][78][79]. Suffering from an opacity of 
linguistic and conceptual/ contextual coverage is 
another drawback from this technique [96]. 
Statistical approach is another technique to 
process user queries. This approache tries to exploit 
large amount of data to overcome the complex and 
time consuming tasks of pattern matching and 
information extraction. Statistical approach 
implements different statistical techniques, such as 
similarity computation, probability of relevance, 
mining, and filtering of N-grams to analyze 
questions for making prediction about users 
expected answer type [39][44][64]. Based on Table 
2, there are five studies use statistical approach to 
process user queries. Table 4 describes techniques 
and output from question analysis processing for 
each study using statistical approach. 
Table 4: Analysis Review of Question Processing Using 
Statistical Approach  
Cit. Techniques Output 
[84] 
Question classification 
(using Maximum Entropy 
and applied n-grams) 
Query expansion 
with named entity 
[74] 









Named Entity Recognizer,  
question classification 
(using Rocchio and 





Statistical chunker (using 
Djikstra-style dynamic 




Based on Table 4, most researchers used question 
classification to analyze user queries. Meanwhile, 
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for the output of question analysis stage, they used 
query expansion, named entity, and keywords. 
The advantage using statistical approach to 
process users queries is this technique could deal 
with large amount of data and their heterogeneity as 
well. However, this technique has drawbacks, i.e. it 
deal with each term independently and fail to 
identify linguistic features for combination of 
words [39][94]. 
Another technique to process user queries is 
using semantic analysis approach. This technique is 
able to recognize the possible meanings of the 
questions from words that used in question [42]. 
Based on Table 2, there are four studies used 
semantic approach to process user queries. Table 5 
describes techniques and output from question 
analysis processing for each study usee semantic 
approach.  
Table 5: Analysis Review of Question Processing Using 
Semantic Approach 
Cit. Techniques Output 
[64] 
Semantic analysis to 
disambiguate syntactic 
analysis, question type and 
formalized the content of a 
question using ontology 




Question type, super 
concepts of nouns using 
WordNet, and determining 
semantic pattern 
Query of semantic 
pattern 
[87] 
Applied fuzzy matching 
algorithm between the 
query and the ontology 
lexicon for word misspelt 
in user query 
Query with Named 
entity and tagging 
[75] 
semantic roles using 
patterns, WordNet 
semantic classes to the 





adjuncts for each 
predicate in a query 
 
Based on Table 5, most researchers used question 
type identification, semantic analysis and pattern, 
and WordNet to analyze user queries. Meanwhile, 
for the output of question analysis stage, they used 
keywords and specific query format. 
Semantic analysis approach supports for term 
definition and query expansion processing to 
process users queries [95][96]. However, this 
technique has drawbacks, i.e. assuming that the 
source texts are expressed in natural sentences [26] 
and ontologies-semantic only cover a particular 
domain of knowledge [78]. 
Futhermore, Rule based pattern matching is 
another approach that can be used to analyze users 
query. Linguistic resources such as POS, Named 
Entity Recognizer, dictionaries, and WordNet, 
might be used to support process in a rule-based 
QAS [44]. Based on Table 2, there are two studies 
used this approach to process user queries. 
Research by [65] used several stages to analyze 
query, i.e. question classification, identifying 
primary and secondary terms using query 
expansion technique, detecting pattern, and ranking 
the snippets. Meanwhile, for the output of question 
analysis stage, they used primary and secondary 
terms (synonims). Study by [66] extended research 
[65] with complex pattern case. They added several 
steps to analyze query, i.e. checking for correlation 
between the pattern and the questions semantics, 
and identifying the exact answer in the complex 
pattern-matching string. For the output of question 
analysis stage, they used question classification and 
query expansion. 
Rule based pattern matching approach is quite 
favourable for small and medium-size systems [39]. 
However, this technique has drawbacks, i.e. 
template-driven approaches have limitations 
because they cannot handle the variant in particular 
domain [30]. 
A hybrid approach is a combination between 
linguistic, statistical, semantic, and rule based 
pattern matching technique to analyze query. Based 
on Table 2, there are several studies used hybrid 
approach to process user queries. Table 6 describes 
techniques and output from question analysis 
processing for each study that used hybrid 
approach. 
Table 6: Analysis Review of Question Processing Using 
Hybrid Approach 
Cit. Techniques Output 
[86] 
Question features (using bag-of-
words, bigrams, and trigrams) 
and question classification (using 





Question information extractor 
(using tokenization, POS tagging, 
Porter stemmer, and OAK 
Standford for named entity 
tagger) and question classification 







Tokenizing, POS tagging, Name 
Entity Recognition (NER), 
question classification using 
Maximum Entropy Classifier. 
A weighted 
list of relevant 
keywords 
[76] 
POS tagging, parsing using 
lexical entries and pre-defined 
domain-independent lexical 
entries, semantic representation 





Question classification (using 
SVM), question type (using 
Directed Acyclic Graph-SVM), 
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POS Tagger, stopword removal, 







(Morphological analysis using 
POS tagger, diacritization, 
lemmatization, disambiguation, 
stemming, stop word removal. 
Remove pronouns, prepositions, 
conjunctions) and question 





POS tagging, question type, and 
rule-based methods uses lexical 






Question pre-processing (using 
Tokenization and stop word 
removal), entity recognition 
(using semi-supervised learning, 
bootstrapping technique), and 
entity to a specific ontology class, 






Question type (using pattern 
matching), question classification 
(using matching the NL questions 
with manually built lexical 
patterns), Medical Entity 
Recognition based on the new 
form of the question using A rule 
based method using the MetaMap 
tool and A statistical method 
using a CRF classifier, extraction 
of semantic relations. 








Identifying and extracting terms 
(Tokenizer, POS tagger, vector 
space model), terms expansion 








Tokenization, stemming, POS 
tagging, stop word removal, and 
ontology lexicon. The ontology 
lexicon includes entity name, 







Tokenization, POS tagger, 
identify interrogative noun using 
Rule for interrogative noun, 
question type, identify question 







Based on Table 6, most researchers used natural 
language processing on question processing stage. 
They used tokenization, POS tagging, stop word 
removal, and Stemmer for pre-processing. 
Furthermore, they used the results from pre-
processing stage to determine question type, 
question classification, and entity recognition. For 
question classification, they used SVM, Sparse 
Network of Winnows, rule-based pattern matching, 
maximum entropy classifier, and matching the NL 
questions with manually built lexical patterns. 
Then, for question type recognition, they used SVM 
and pattern matching.  
The results from question analysis stage is 
used as input on document processing stages. 
Natural language processing, semantic, statistical, 
rule-based, and hybrid techniques are the approach 
that could be used to retrieve documents or 
passages from the database. Table 7 describes 
classification results of previous studies on Table 1 
into several approaches. 
Table 7: Classification Results of Previous Studies into 






Hybrid [83],[21],[51],[76] ,[7] 
Other [80],[41],[75],[86],[78] 
 
Based on Table 7, there are several studies used 
linguistic approach to process the output from 
question analysis stage. Output from this stage 
becomes the input to the document processing 
stage. Table 8 describes document processing for 
each study that used linguistic approach and the 
answer extraction techniques. Another approach 
applied document processing techniques using 
Google, MSN, ASK, Altavista, and Gigablast 
search engine. 
Table 8: Analysis Review of Document Processing using 
Linguistic Approach and Answer Extraction Techniques 
Cit. Document Processing Answer Extraction 
[73] 
Paragraph finding based on 
keywords occurrences in 
the paragraphs. 
 





weighted, and the top 






Output : tf (term 
frequency) for each 
document 





Output : Sentences with 
weight of terms 
Sentence with the 
highest weight of 
significant terms is 
selected as answer 
[65] 
Extracts query-related 
terms from the short 
relevant text passages. 
 
Output : Create snippets 
from the relevant text 
passages 
Detecting patterns 
from snippets. Then, 




technique and word match 
scoring function is applied 
to count number of similar 
words between question 
and document. 
- Relevant documents 
are getting processed 
by rule-based scoring 
component to get 
final score. 
- Find the correct 
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Output : Relevant score 
for each document 




Based on Table 8, most researchers used keyword-
matching technique for retrieve information on 
document processing stage. Meanwhile, for answer 
extraction, most of them used the document's score 
and rank. The best answer is selected from the 
highest score. 
Table 9 describes document processing for 
each study  used statistical approach and the answer 
extraction techniques. 
Table 9: Analysis Review of Document Processing using 
Statistical Approach and Answer Extraction Techniques  
Cit. Document Processing Answer Extraction 
[6] 
1. Measure the similarity 
between the two texts 








2. Determine question 
type using feature 
vector creation. 
3. Classification method 
using the NN or KNN 
algorithm. 
 
Output : data training. 
Answer prediction 
method using the 
Knowledge base 
[33] 
Artificial Neural Network 
to classify the verses of Al-
Baqarah Surah. 
 
Output : Relevant verses 
from the Holy Quran. 
1. Extract the 
answers using N-
gram technique. 
2. Words Matching 
scoring function to 
determine the best 
answer 
[84] 
1. Create expanded 
queries using the 
highest scoring 
passages. 
2. Determine relevant 
passages based on 
unigram and bigram 
features. 
 
Output : relevant passages 
Matching words using 
TF-IDF, thesaurus 




words. Next, the 
sentences ranked, and 
the top 5 sentences 
then selected as the 
answer. 
[74] 
They used IBM family of 
translation models [102]. 
 
Output : rank of candidate 
answers 
They used Harmonic 
mean. The documents 
with the highest rank 
selected as the best 
answer. 
[85] 
Determine Named Entity 
Recognition (NER) using 
SVM, Baseline, Decision 
Tree (C4.5 & C5), and 
Maximum Entropy. 
 
Output : NER 
Answer extraction 
based on NER. 
[71] 
They used SMART system 
[103] to retrieve 
paragraphs relevant to the 
target question. 
 
Output : paragraphs. 
1. Identification of 
Relevant 
Sentences using 
semantic class for 
Named Entity. 
2. Sort the sentences 
using Quickshort 
algorithm. 
3. Compute a relative 
comparison 




4. The top 5 ranked 
sentences selected 
as the answers 
[35] 
They build a Semantic 
Interpreter using machine 
learning as in [104] that 
maps fragments of text into 
a weighted vector. 
Cosine similarity to 
selected the top scoring 
verses. 
 
Output : verses and their 
Tafseer. 
1. Determine Named 
entities and 
question type. 
Next, measure the 
maximum count of 
named entity 
types. 
2. Obtain the 
minimum distance 
between matched 
terms in the 
passage 
[89] 
Vector Space Model. 
 
Output : documents. 
The answer selected 
from the highest score 
document. 
 
Based on Table 9, most researchers used TF-IDF 
algorithm for terms weighting and Vector Space 
Model for measuring similarity between texts. 
Furthermore, to determine relevant passages in the 
document, they used N-gram technique. Then, to 
determine the answer, most researchers selected 
from the highest score documents or top n ranked 
documents. 
Furthermore, Table 10 describes document 
processing for each study used semantic approach 
and the answer extraction techniques. 
Table 10: Analysis Review of Document Processing using 
Semantic Approach and Answer Extraction Techniques 
Cit. Document Processing Answer Extraction 
[63] 
1. Keyword-matching 
technique to retrieve 
documents and 
passages. 
2. Passages are eliminated 
if don't satisfy the 
semantic constraints 
specified in the 
question 
 
Output : relevant 
documents 
1. Named Entity 
Recognition, 
Question Type. 
2. Answer ranking 
based on distance 
between keywords. 
3. The best answer is 




String similarity matching, 
generic lexical resources 




three mechanisms to 
generate an answer, 
i.e. And/or linking, 
Conditional link to a 
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Output : Ontology 
compatible triples (Onto-
Triple) 
term, Conditional link 




Output : answer 
candidates 
1. Semantic search 
using Apache 
Lucene. 
2. Word matching 
using Apache Jena 
Fuseki. 
[64] 
Execute TMR (Text 
Meaning Representation). 
 
Output : queries and data 
without event from fact 
repository. 
TMR executed with 
COME event script to 
receive additional facts 
about the event from 
fact repository. 
[72] 
Analyze the question type, 
analyze keywords (noun 
and verbs), obtain the main 
structure, and retrieve 
similar patterns. 
 
Output : answer pairs 




matched parts, the 
weight of different 
parts of question, 
and the answer 
score 





Entailment Engine used 
Lexical Inferences and 
Semantic ontology-based 
inferences. To compute 
Lexical measures, they 
used Smith-Waterman, 
Consecutive subsequence 
matching, Jaro distance, 




Output : SPARQL. 
Execute SPARQL 
[77] 
1. Keywords synonyms 
retrieval. 
2. Determine ontology 
classes and their 
properties. 
3. Build the appropriate 
SPARQL query. 
 






multiple ontology classes 
or properties using 
Semantic association 
discovery based on the 
Lowest Common Ancestor 
(LCA) and path finding. 
  
Output : RDF triples 




2. Execute SPARQL 
[36] 
1. Query relaxation 
approach. It is used to 
tackle annotation 
errors. 
2. Semantic search 
approach by executed 
SPARQL query. 
 
Output : answer 
The answers are 
ranked according to 
two criteria: 
1. Answers are 
ranked according 
to the queries rank 
2. Their second 
ranking criteria for 
factual questions 
candidates takes account of 
the number of 
justifications 
 
Based on Table 10, most researchers determined 
ontology classes and their properties for the query, 
and determined RDF triples to build the appropriate 
SPARQL query and on document processing stage. 
Next, they executed SPARQL query to retrieve the 
answer from the knowledge repository.  
Furthermore, Table 11 describes document 
processing for each study that used rule based 
approach and the answer extraction techniques. 
Table 11: Analysis Review of Document Processing using 
Rule Based Approach and Answer Extraction Techniques  
Cit. Document Processing Answer Extraction 
[61] 




Output : LISP S-
expression containing an 
array of functions. 
Utilize the top level 
setx function from 
LISP S-expression to 
fetch a set of objects. 
[68] 
Case Frame Analysis and 
Domain Dependent 
Translation 
Output : Frame change 
descriptions and Current 
frame instances 
Find the appropriate 
template and generates 
the English by filling 
in the template form 
[70] 
Tokenizer, entity 
identifiction and keyword 
detection, assign treebank 
POS tags to each token, 
morphological analysis, 
and add QLF to a semantic 
net. 
 
Output : The discourse 
model which derive from 
each sentence on QLF. 
1. Sentence scoring 
2. Entity scoring 






Output : One or more 
Minimal Logical Forms 
(MLFs). 
Translated the MLFs 
into Prolog predicates 
and theorem prover to 
find the answers. 
[69] 
SQL Query Generation 
using breadth-first search 
to identify the complete set 
of queries. 
 
Output : SQL code 
Execute SQL code 
[66] 
1. Question type 
identification based on 
pattern matching 
strings. 
2. Checking for 
correlation between the 
pattern and the 
question's semantics. 
 
Output : Pattern matching 
string. 
1. The exact answer 
identification in 
the pattern-
matching string.  
2. Calculate the total 
score for each 
candidate answer.  
3. Selected the top-
ranking candidate. 
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Based on Table 11, we could describe that every 
researcher has its own rule-based pattern. Their 
patterns conform to the case study and particular 
domain. The rule-based pattern in particular study 
is not necessarily used in another study. Next, to 
determine the answer, most researchers selected 
from the highest score documents or top n ranked 
documents. 
Furthermore, Table 12 describes document 
processing for each study used hybrid approach and 
the answer extraction techniques. 
Table 12: Analysis Review of Document Processing using 
Hybrid Approach and Answer Extraction Techniques 
Cit. Document Processing Answer Extraction 
[83] 
1. Semantic search model 
(SSM) searching the 
Quranic ontology 
dataset by using 
SPARQL. If no result 
is found, then execute 
KSM 
2. Keyword search model 




Output : verses 




verses from SSM 
and KSM. 
2. SRM ranks and 
scores the refined 
results based on 
the number of 
matching words in 
the results. 
[21] 
This retrieval stage 
generally use Boolean 
methods, term weighting, 
and vector method. 
 
Output : relevant text 
passages 
System ranking based 
on the semantic 
relations which 
calculate similarity 
between the question 
and the candidate 
answers. 
[51] 
1. Passage retrieval using 
the Lucene IR engine. 
2. Passages are split into 
sentences and 
processed with POS 
tagging, chunking, and 
NERC. 
 
Output : The sentences list 
is composed of all named 
entities and all phrases 
containing a noun. 
Answer ranking 
stages: 
1. Context scores 
using BLEU [106] 
and ROGUE 
[107]. 
2. Language scores. 
3. A ranked list of 
answers. 
[76] 
1. Entity identification 






2. Predicates detection 
using BOA framework 
[108]. 
 
Output : Entity and 
patterns for the property. 
1. Rank the possible 
SPARQL queries 
using a similarity 
score and a 
prominence score. 
2. Execute SPARQL 





inferring schema mapping 
(ISM). This mapping 
consist of N-gram 
Execute SQL code 
technique, Jaccard 
measure, attribute-based 
inference, and query 
simplification techniques. 
 
Output : SQL command 
 
Based on Table 12, we could conclude that a hybrid 
approach is a combination of linguistic, statistical, 
semantic, and rule-based pattern matching 
techniques to retrieve answers from the data source. 
Furthermore, Table 13 describes document 
processing for each study that used Google, MSN, 
ASK, Altavista, or other search engine, therewith 
the answer extraction techniques. 
Table 13: Analysis Review of Document Processing using 
Existing Search Engine and Answer Extraction 
Techniques  
Cit. Document Processing Answer Extraction 
[80] Google search engine Google search engine 
[41] 
1. Retrieve documents 
through Google and 
MSN search engine. 
2. Filter the documents 
with collect the first N 
hits, tokenization, and 
Decomposed text into 
sentences. 
Output : relevant 
sentences from each 
document 
N-gram and statistical 
translation for answer 
extraction. 
[75] 
MSN, ASK, Google, 
Altavista, and Gigablast 
search engine. 
 
Output : documents. 
Semantic roles using 
patterns and adding 
WordNet semantic 
classes to the patterns in 
order to filter the 
potential answers. 
[86] 
Retrieve the top twenty 
documents through 
Google search engine. 
 
Output : documents. 




2. Calculate the 
similarity between 
the question and the 
document passages 
to return the best 
passages in a ranked 
list. 
[78] 
They used the MediaWiki 
API to retrieve 25 top 
ranked candidate entities 
from Wikipedia. 
 
Output : Wikipedia 
pages. 
1. Split the Wikipedia 
category names to 
single words and 
remove all 
stopwords. 
2. Stem the remaining 





4. Entity clustering 
using k-means 
clustering. 
5. Chose the winning 
cluster by select the 
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cluster with the 
most data points in 
it. 
 
Based on Table 13, after answering candidates 
retrieved through the search engine, most 
researchers used semantic or statistical approach for 
answer extraction. Next, to determine the best 
answer, most researchers selected from the highest 
score documents. 
 
4. OPEN RESEARCH ISSUES 
 
There are open research issues that can be 
highlighted for question analysis, document 
processing, and answer extraction techniques on 
Question Answering Systems: 
A. Languages 
Natural Language Processing (NLP) technique 
is applied at the pre-processing stage on question 
analysis processing. NLP is used to parse the text 
and to perform morphology analysis, such as 
sentences splitter, tokenizer, syntactic information 
provision or Part of Speech (POS) tagger, and to 
deduct a noun phrase (NP chunker). Every 
language has different written form, grammar, 
vocabulary, and syntax [109–111]. According to 
this condition, NLP technique for particular 
language has a method to perform morphological 
analysis which is different from other languages. 
 
B. Question Classification 
Supervised, semi supervised and unsupervised 
algorithm could be used to question classification. 
Study by [112] used Sequential Minimal 
Optimization, Naive Bayes, k-Nearest Neighbor, 
C4.5, and Random Forest algorithm for question 
classification. Study by [94] used SVM algorithm. 
Meanwhile, research by [92], [113] used Sparse 
Network of Winnows (SNoW) algorithm. Different 
approaches done by [114] used Semi-Bagging and 
Semi-AdaBoost, [93] used Question property 
kernel, and [115] used semantic approach for 
question classification. 
According to the research results [86], SVM 
has a classification accuracy which is better than 
SNoW algorithm. They tested both algorithms with 
3204 question training, 12 test set, 11 question 
class, factoid and nonfactoid question types. 
Research by [116] used data greater than [86]. They 
tested SVM algorithm, Naive Bayes, and Maximum 
Entropy with 3.1 million question training, 800 
thousand test set, 54 question class, and simple 
question types. Their research results showed that 
SVM algorithm has a classification accuracy which 
is better than other algorithms. Some researchers 
tried to propose new or another algorithms to 
increase the question classification precision better 
than SVM. By using dataset from TREC 1999 – 
2003 consisting of 5500 question training and 500 
test set, research by [117] proposed Profile Hidden 
Markov Models (PHMMs) algorithm. They used 6 
question classes. Their research results showed 
PHMMs accuracy was better than SVM. PHMMs  
precision was 92.2%, while SVM was between 
90% and 91.8%. With similar dataset, study by 
[115] proposed semantic approach for question 
classification. They used 56 question class. Their 
research results showed that this approach has 
precision between 86.43% – 93%. Meanwhile, 
study by [95] proposed LibSVM algorithm. They 
used 56 question class. Their research results 
showed that this algorithm had 95% precision for 
coarse class and 90.8% for fine class. 
Supervised learning, like SVM, usually 
requires a large training corpus to learn a classifier 
that performs well [118]. Shortcomings from 
supervised learning, if the dataset sized is small, 
then the accuracy of the classifier may decline 
[28][94][119]. Research results [119] showed that 
SVM classifier accuracy is weak in small dataset. 
Challenge in question classification is what 
technique could be used in small data set with a 
large question class (class labelling) for high 
classification accuracy. A large data set may permit 
more class labeling. However, a smaller data set 
necessitates fewer labels [28].  
 
C. Term Weighting Using TF-IDF Algorithm 
Based on the literature reviews, TF-IDF 
algorithm is used in several modules on question 
answering systems. In question analysis module, 
TF-IDF algorithm is used to calculate term 
weighting. Then, the calculation results from TF-
IDF are used on question classification stage. 
Furthermore, the calculation result of TF-IDF is 
used in similarity measure on document processing 
module. In answer extraction module, TF-IDF is 
used to score and rank the answer candidates. 
In classification stage, term weighting is the 
basis issues that affected the accuracy of 
classification results [120–124]. According to 
[120], [125-126], TF-IDF isn't effective algorithm 
for text classification, due to TF-IDF ignores the 




In this study, the fundamental concepts and 
techniques related to question analysis, document 
processing, and answer extraction on question 
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answering systems have been discussed. The paper 
starts with introduction to question answering 
systems and provides past and present works found 
in the literature. Many research opportunities are 
still available along this line and further 
investigations for morphological analysis in a 
different language, question classification, and term 
weighting algorithm for question classification. 
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