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ABSTRACT
Nanophotonics is the study and technological application of light on the nanometer
scale. This dissertation brings together two disparate branches of nanophotonics: plas-
monics and single-molecule super-resolution microscopy. Plasmonics studies the collec-
tive oscillations of free electrons in a conductor, which enable light to be manipulated
on subwavelength length scales. Plasmonics, and in particular plasmonic optical anten-
nas, have generated a huge amount of interest due to their rich new physics and count-
less applications, ranging from surface-enhanced spectroscopies, to novel cancer thera-
pies, and to quantum information platforms. With single-molecule uorescence super-
resolution microscopy, the optical properties of individual molecules can be studied with
nanometer-scale resolution, far better than the micron scale of traditional microscopy.
Super-resolution microscopy has revolutionized cellular biomedicine, ushering in a new
generation of fundamental discoveries and associated medical therapies. Super-resolution
microscopy is also increasingly enabling discoveries and advances across disciplines, al-
lowing direct visualizations of phenomena ranging from chemical imaging of surface re-
actions to nanoscale uid dynamics. By bringing together these two elds, this disserta-
tion supports two synergistic directions for applications of this science: enhancing the
resolution of single-molecule uorescence super-resolution imaging and using a novel
technique to directly study how a single emitter interacts with an optical antenna.
In this dissertation, I present a new theoretical approach to understand the interac-
tion of a single uorescent molecule with an optical antenna, a broadly applicable new
image analysis algorithm, and experimental measurements of antenna-modied uores-
xiii
cence. The theoretical framework expands an established theory of antenna-modied u-
orescence to incorporate the variability of real experiments. This research has uncov-
ered a mislocalization eect: dierences between the actual position of an emitter and
the apparent, super-resolved position of the emitter image. I therefore present compu-
tational methods to predict the emission mislocalization of single uorescent molecules
coupled to an optical antenna and compare these predictions to experiments. I describe
the SMALL-LABS algorithm, a general data analysis approach to accurately locating and
measuring the intensity of single molecules, regardless of the shape or brightness of an
obscuring background. Finally, I present the results of experiments studying the polariza-
tion dependence of coupling a single uorescent molecule to a gold nanorod plasmonic
optical antenna, and I compare these measurements with theoretical predictions. This
work advances the fundamental science of nanophotonics and will pave the way for next-
generation super-resolution imaging and optical antenna technologies.
xiv
CHAPTER I
Introduction
Nanophotonics is the study and technological application of light on the nanometer
scale. Like nanotechnology in general, what unies this eld is a length scale, and not a
particular set of questions, techniques, or even disciplines. The wide range of nanophoton-
ics gives me hope that the impact of my work may extend to researchers and applications
far beyond my sub-eld.
My dissertation is at the intersection of two disparate branches of nanophotonics:
plasmonics and single-molecule super-resolution microscopy. Plasmonics studies the col-
lective oscillations of free electrons in a conductor, which enable light to be manipulated
on subwavelength length scales. With single-molecule uorescence super-resolution mi-
croscopy, the optical properties of individual molecules can be studied with nanometer-
scale resolution, far better than the micron scale of traditional microscopy.
Super-resolution microscopy has revolutionized cellular biomedicine [1–6], ushering
in a new generation of fundamental discoveries and associated medical therapies. Super-
resolution microscopy is also increasingly enabling discoveries and advances across disci-
plines [7–11], allowing direct visualizations of diverse phenomena ranging from chemical
imaging of surface reactions [12] to nanoscale uid dynamics [13, 14].
In Chap. II, I give a brief overview and introduction to single-molecule uorescence
super-resolution microscopy. The chapter starts with an introduction to microscopy and
1
uorescence, and then moves on to an overview of the tools and techniques for imaging
single molecules. I end the chapter by describing how single-molecule imaging enables
super-resolution measurements, and briey discuss some of the other approaches avail-
able.
Plasmonics, and in particular plasmonic optical antennas, have generated a huge amount
of interest due to their rich new physics and countless applications [15–25], ranging from
surface-enhanced spectroscopies [26,27], to novel cancer therapies [28–30], and to quan-
tum information platforms [31–33].
In Chap. III, I give a brief overview of plasmonics and optical antennas, and I present
derivations for some fundamental results. I specically focus on how plasmonic nanopar-
ticles function as an optical antenna, detailing how they act on the excitation and emission
of a coupled uorophore. I then explain the main electromagnetic simulation technique I
used in this dissertation, the nite dierence time domain (FDTD) method. I end the chap-
ter with an introduction to gold nanorods (GNRs), which are the main plasmonic optical
antenna discussed throughout the rest of the dissertation.
By bringing together these two elds, this dissertation supports two synergistic di-
rections for applications of this science: enhancing the resolution of single-molecule u-
orescence super-resolution imaging and using a novel technique to directly study how a
single emitter interacts with an optical antenna.
In Chap IV, I present a new theoretical approach to understand the interaction of a
single uorescent molecule with an optical antenna. This understanding is essential to
enhancing the resolution of single-molecule uorescence super-resolution imaging and is
integral to fundamental studies of optical antennas. I expand on a theoretical framework
rst published in 2008 [34] to accurately predict real experiments. I end this chapter by
applying this framework to predicting how a GNR modies the uorescence of coupled
emitters, experimental measuresments of which are the subject of Chap. VII.
Gold nanoparticles are intrinsically photoluminescent, and in a single-molecule imag-
2
ing experiment, a background composed of gold nanoparticles looks exactly like the fore-
ground being measured—single-uorescent molecules. As I worked on these experiments I
realized that there was no accurate background-removal approach capable of dealing with
this kind of background. To address this need, I invented the SMALL-LABS algorithm, a
general data analysis approach which accurately locates and measures the intensity of sin-
gle molecules, regardless of the shape or brightness of the background. Chap. V presents
the SMALL-LABS algorithm.
Research in our group studying plasmonics with super-resolution microscopy has dis-
covered the mislocalization eect [35], in which signicant inaccuracies in super-resolution
localization of an emitter are introduced by coupling (even very weakly) the emission from
that emitter to an optical antenna. In Chap. VI, I explain the origin of the mislocalization
eect and detail our investigations of the eect, focusing on my theoretical predictions
and computational approaches to mislocalization, published in [35–37].
In Chap. VII, I detail my experimental and theoretical investigations of the excitation
polarization dependence of uorescence enhancement for single molecules coupled to a
GNR plasmonic optical antenna.
3
CHAPTER II
Single-Molecule Fluorescence Super-Resolution
Microscopy
2.1 Microscopy
2.1.1 Introduction to Microscopy
Before delving into the function of a microscope, I will begin by reviewing what an
imaging system is, after all, a microscope is simply a specialized imaging system. All imag-
ing systems share the same basic structure as shown in Fig. 2.1a. Optical radiation (light)
is radiated from an object. This radiation could be emitted from an emitter, like a uores-
cent molecule, a lightbulb, or a bioluminescent jellysh, or it could be scattered from the
object. Scattering can take many forms, reection and transmission for example (how we
view most of the world) are simply forms of directional elastic scattering. Regardless of
the origin of the radiation, the function of an imaging system is to transform that radia-
tion into an image which is then detected. The simplest imaging system is a single lens
(Fig. 2.1b) coupled to a detector.
For an object larger than the diraction limit of our imaging system (discussed in detail
in Sec. 2.1.2), Fig. 2.1b fails capture the whole story. The diraction limit of an imaging
system is the minimum separation at which two innitesimal sources of light, referred
to as point emitters, can be distinguished. We can view an object bigger than the system
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Figure 2.1: A generalized imaging system. In a - c, the image plane contains a detector.
(a) A black box imaging system. (b) A simple lens can function as an imaging
system. (c) A lens forming an image for multiple point sources (colored for
clarity) which is equivalent to imaging an object larger than the diraction
limit.
diraction limit as being eectively composed of multiple point emitters. As shown in Fig.
2.1c, the function of the imaging system is still to transform the emitted radiation from
the object into an image.
The focal plane of a lens in an imaging system contains the spatial Fourier transform
of the object. This is easy to see in Fig. 2.1c if you think of a spatial Fourier transform as
showing the angular distribution of the emitted radiation. The light emitted at a specic
angle converges in the focal plane (a spatial Fourier transform), whereas the light emitted
from a specic object converges in the imaging plane.
A microscope is an image-forming device that magnies an object and makes this
magnied image accessible to the eye. Fig. 2.2 shows how with just two lenses, an eye-
piece and an objective lens, a microscope acts as a magnifying image formation device. A
telescope has a very similar setup and function, however, the dierence between a micro-
scope and a telescope is that in a telescope conguration, the eyepiece and the objective
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Figure 2.2: Simple microscope ray diagram. With just two lens a microscope can magnify
and create an image. fE is the focal length of the eyepiece lens and fO is the
focal length of the objective lens.
lens focal planes overlap. The consequence is that the collimation (a collimated beam is
composed of parallel rays) of the observed light is not changed in a telescope, whereas in
a microscope conguration with non-overlapping focal planes, this is not the case.
Shortly after their invention, microscopes quickly evolved beyond a simple two lens
design. Modern research microscopes are highly complex, extremely precise, congurable,
and reliable, workhorses of scientic research. Microscopes come in many dierent shapes,
sizes, and congurations, designed and used for myriad applications. Some example mi-
croscopes are shown in Fig. 2.3. The light path and optics shown for the Olympus IX70
in Fig 2.3b are quite similar to the light path and optics in Fig. 2.3c, the Olympus IX71
inverted microscope, used for the experiments described in this thesis.
Arguably the most important component of a microscope is the objective lens (Fig. 2.2
and Fig. 2.3). The properties of the objective lens determine a number of important charac-
teristics of the microscope imaging system. Modern objectives are marvels of engineering—
they are precisely tuned to correct for nearly all lens aberrations. Unlike the objective lens
shown in Fig. 2.2, modern microscope objectives comprise a series of dierent lenses (and
often other optical elements) that work together to enable the high performance of the
objective. The two properties of an objective lens that play the most signicant role in this
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a b c
Figure 2.3: Example microscope congurations. (a) The Olympus BH2 upright white light
microscope [38]. (b) The Olympus IX70 inverted uorescence microscope [39].
(c) The Olympus IX71 inverted uorescence microscope in its natural habitat
(laser and uorescent light path drawn for clarity). a & b Copyright ©Olympus
Corporation.
thesis are the magnication and the numerical aperture. The magnication,M , is straight-
forward to understand: it is the ratio of the length of an object in the imaging plane, lI , to
the length of that same object in the object plane, lO , giving M = lI/lO .
An essential property of an objective lens is the numerical aperture (NA). The NA is a
dimensionless measure of the range of angles that an objective lens (or any optical system)
can emit into or collect light from. The NA is dened as
NA = n sinθ (2.1)
where n is the refractive index of the medium around the lens and θ is the half-angle
of the cone of collection (or maximal half-angle for an emissive cone) for the objective
lens. Increasing the NA of the objective lens means more light can be collected; and as
described in the next section, increasing the NA increases the resolution of the imaging
system.
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2.1.2 The Diraction Limit
Consider a point source of optical radiation: a light emitter that is innitesimal in size.
All real light emitters have some actual spatial extent, though many are small enough com-
pared with the wavelength of the light they emit that they may be considered a true point
source. Fluorescent molecules, quantum dots, and atoms, are all more than two orders of
magnitude smaller than the wavelength of visible light, and thus can very condently be
treated as true point sources—which I will do for the remainder of this discussion.
A point source is spatially a delta function, and thus its Fourier transform shows that it
contains all spatial frequencies. By seeing how various spatial frequencies (wavevectors)
are ltered out (as this ltering is usually undesirable, it is equivalent to say that these
frequencies are lost), we can see how an optical imaging system develops a point spread
function (PSF) [40]. The usual ltering of the highest spatial frequencies associated with
radiation (traveling waves) applies: the near eld wavevectors are not radiated and thus
do not make it to the detector in the far eld, away from the point source1.
Another typical ltering occurs due to the imaging system having a nite NA. By
not capturing the radiation emitted at all angles (as would be the case for NA = ∞), a
subset of the radiation spatial frequencies from the point source are not detected. All of
this ltering occurs even in a totally lossless ideal (though nite) imaging system. Further
(realistic) losses to undesired absorptions, reections, aberrations, etc., can compound the
eect, causing additional spatial frequencies to be lost.
As a result of these losses, the optical eld that reaches the detector no longer contains
an innite spectrum of spatial frequencies, and thus when transformed back into an image,
the detected light does not reproduce the spatial delta function of the point source. The
true prole of the point source is spread out when imaged—the image appears to have
a nite spatial extent, even though the source has an innitesimal spatial extent. When
1Near eld microscopy avoids this ltering by placing the detector, or equivalently an optical element
(such as a ber tip) capable of coupling to these wavevectors, in the near eld.
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Figure 2.4: Realistic diraction-limited images of point sources. These images contain
moderate shot noise (Poissonian noise), which is usually the dominant noise
source in low-light experiments. (a) A single point source located located at
the red X. (b) Two point sources separated by a distance d less than the dirac-
tion limit. (c) Two point sources separated by a distance d greater than the
diraction limit. Scale bars: 200 µm.
diraction of the emitted radiation is the fundamental cause of the described wavevector
loss, such a system is referred to as a diraction-limited imaging system.
Consider imaging a point source with a pixelated detection system. If the imaging
system was not diraction-limited, we would expect a single pixel (down to the size of
the point emitter) to contain the image of the point source. However, in a diraction-
limited imaging system, as shown in Fig. 2.4a, the image of the point source gets spread
out, showing an image of the system PSF.
If two point sources are very close together, their PSFs may overlap. This is the case
in Fig. 2.4b,c. If there is signicant overlap, as in Fig. 2.4b, it can be dicult or even im-
possible to determine if there are multiple point emitters there and where exactly they
are. This limitation was realized quite early on in the development of optical sciences and
technology [41], and those early scientists described what they believed was a lower limit
on how close together two point emitters could be and still be distinguished from each
other. A popular formulation is Abbe’s limit [42, 43], rst described in the late 19th cen-
tury [41], which states that the lower limit two point sources can be separated by is a
distance d which is given by the ratio of the emitted wavelength to twice the system NA:
d =
λ
2NA (2.2)
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Eq. 2.2 is typically referred to as the diraction limit2. Because the two point sources in
Fig. 2.4b are separated by less than the systemd it might be impossible to distinguish them
as two separate emitters. Whereas the point sources shown in Fig. 2.4c are separated by a
distance greater than system d , therefore they can be successfully distinguished.
Modern objective lenses can have very high numerical apertures. Cutting-edge oil-
immersion objectives are approaching NA ≈ 1.5, meaning that the diraction limit is not
such an impediment for many imaging tasks. At the visible wavelength λ = 500 nm, Eq. 2.2
gives d ≈ 166 nm. This quite small length indicates good resolution, meaning that optical
microscopy, even encumbered by the diraction limit, is a powerful tool for studying very
small objects down to the scale of a few hundred nanometers.
For the intervening century or so after the discovery of the diraction limit, this dis-
tance was believed to be a fundamental limit on the obtainable information from an imag-
ing system [40, 44]. As discussed in Sec. 2.4, this assumption turned out to not be quite
correct. Modern techniques have not removed diraction eects from standard imag-
ing systems, but we have developed a number of approaches to obtain information from
diraction-limited systems at length scales smaller than the diraction limit.
2.1.3 Why Optical Microscopy?
Optical microscopy is a ubiquitous technique used throughout all of science, engi-
neering, and medicine. It is also a very old technique: the rst compound microscopes
were already being developed as far back as the 16th century [45]. In the intervening cen-
turies (though mostly in the 20th and 21st), many new forms of microscopy—based, for
instance, on imaging with electrons, or physical contact—have been developed that have
opened up all new insights and directions for research and development, some capable of
answering questions that optical microscopes cannot. Yet, even after all of this time and
2There are other popular variations on what is considered discernible. Two well known examples are
Rayleigh’s condition, which is more liberal, replacing the 2 with 1.64, and Sparrow’s condition, which is
more conservative, replacing the 2 with 2.13 [43, 44].
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an ever growing numbers of alternative techniques developed, optical microscopy is still
extensively used to address diverse questions in myriad elds. Before getting into why
optical microscopy is still the most prevalent technique, I will briey mention some of the
strengths and weaknesses of alternative microscopy techniques.
The basic principles behind electron microscopy are extremely similar to optical mi-
croscopy, except that the photons in an optical microscope are replaced by electrons. An
electron source, like a light source in an optical microscope, produces a beam of electrons
which either scatter (elastically or inelastically3) or transmit through the object being im-
aged, exactly like a light microscope. Eq. 2.2 still applies, and by recalling the de Broglie
relationship, that the wavelength, λ, of a particle is the ratio of Plank’s constant, h, to its
momentum, p, λ = h/p, we see that electrons, which can have very high momentum, can
in principle achieve very short wavelengths. Therefore, according to Eq. 2.2, an electron
microscope can have a very small resolution4. Due to this excellent resolution, electron
microscopes can resolve objects down to the atomic level. There are a number of dier-
ent types of electron microscopes, in this thesis I have mainly used the scanning electron
microscope (SEM) variety.
The biggest limitation of an electron microscope is that the sample must be under
vacuum to be imaged. This precludes a wide variety of samples from being imaged, im-
portantly, living samples cannot be imaged in an electron microscope5. Another major
limitation is that unless samples are conducting, or covered with a conducting material,
electrons tend to build up on the sample or substrate surface, and through Coulombic ef-
fects progressively degrade further imaging, restricting the samples and preparations that
can be investigated.
3For example as in cathodoluminescence microscopy, where an electron beam excites optical lumines-
cence from an object.
4Electron microscopes do not actually achieve this diraction limit, instead signicant aberrations in
the electron lenses limit the resolution.
5This is actually a very active area of current research, with some groups developing creative approaches
to try and overcome this barrier. It is however still controversial if anyone has yet succeeded, or that is even
possible [46–48].
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Using the same basic idea as an electron microscope, newly developed ion microscopes
are capable of imaging with sub-nanometer resolution [49]. In ion microscopes the elec-
trons are replaced by some other charged particle, helium for example is the most common
choice. Though ion microscopes have their own strengths and weaknesses as compared
to electron microscopes, similar limitations apply. Unlike electron microscopes or ion mi-
croscopes, optical microscopes can image virtually any sample, and usually do so without
causing much or any sample destruction.
Another popular and very powerful advanced microscopy technique is atomic force
microscopy (AFM). The most straightforward AFM technique, contact-mode AFM, func-
tions by touching the sample surface with an ultrasharp tip and recording the physical
prole of the sample. Like electron microscopes, AFMs can achieve extremely small res-
olutions, well below the optical diraction limit. The major limitations of an AFM are
mainly practical. AFMs cannot map out a high dynamic range of heights, and further
struggle with fast changes in height, like a large vertical step. One of the biggest lim-
itations of AFMs are their very slow scanning speed. AFM fundamentally cannot be a
wideeld imaging technique, and though there is work developing parallel or faster scan-
ning approaches [50], taking an image with an AFM will always require scanning over
the sample. AFMs therefore have an inherent tradeo between resolution and scan time,
either take small steps in a scan giving high resolution, but taking a long time, or use
larger steps sacricing resolution for scan speed. Optical microscopes can operate in a
wide-eld conguration, completely avoiding this limitation. If the optical microscope is
congured in a scanning setup (such as with a confocal microscope), the diraction limit
means that moving in steps much smaller than the diraction limit (like an AFM does to
achieve nm resolution) does not give a resolution improvement, and thus scanning optical
microscopes can cover much larger areas in much shorter times than an AFM.
Probably the most compelling reason though that optical microscopes are still far more
prevalent than other advanced microscopy techniques is the simple pragmatic reasons of
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cost and ease of use. Optical microscopes are orders of magnitude less expensive than
some of these other techniques, such as electron microscopes or an AFMs. The result is
that whenever it will suce, the optical microscope is the preferred technique simply
to save money. Similarly, these other advanced microscopy techniques tend to require
advanced training and maintenance. Young children regularly use optical microscopes,
demonstrating their ease of use. Finally, because optical microscopes are such an old tech-
nology and so ubiquitously used and in so many dierent domains, there is frequently an
optical microscopy approach capable of addressing the question a researcher may want
to ask. The implication of this situation is that advancing optical microscopy science and
technology, as is one of the aims of this thesis, can have a large impact due to the ever
increasing number of researchers and elds making use of the technique.
2.2 Fluorescence
Fluorescence is a type of luminescence. It is a mechanism by which an excited state
can relax in energy by emitting light. To begin our discussion of uorescence we consider
the simplied Jabłoński diagram appropriate for typical uorescent molecules in solution,
shown in Fig. 2.5. To begin, the molecule is not excited and the electron is in the singlet
ground state, S0. If the molecule is excited, the electron follows the excitation path, ex ,
to the higher energy excited states. Excitation can occur through a number of dierent
processes, but for the purposes of this thesis, we will focus on excitation caused by the
molecule absorbing a high(er) energy photon. For instance, the path colors in Fig. 2.5 in-
dicate that this molecule absorbed a green photon (energy ≈ 2.35 eV). The electron gets
excited to a high vibrational energy level in the singlet excited state, S1 indicated by the
top of the green arrow. It then very quickly, on a timescale of 10−12 s (non-radiatively)
relaxes to the lowest energy vibrational level of S1; this thermal relaxation is indicated by
the gray arrow starting at the level of the top of the green arrow. Because typical uores-
cence emission timescales are closer to 10−9 s, the electron nearly always makes it to the
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Figure 2.5: A simplied Jabłoński diagram. Labeled states are: S0, singlet ground state,
S1, singlet excited state, T , triplet excited state. Labeled paths are: ex , excita-
tion (usually an absorbed photon), f , uorescence, sд, singlet-to-ground non-
radiative relaxation, isc , inter-system crossing, p, phosphorescence, tд, triplet-
to-ground non-radiative relaxation.
lowest energy vibrational state (i.e., it reaches thermal equilibrium) before relaxing to a
lower energy electronic state [51].
Once the electron has reached the lowest energy vibrational level in S1, it can relax
further in energy through a number of dierent paths. Fluorescence is the relaxation of
an excited electron from an excited singlet state to a lower energy singlet state through
the emission of a photon, equal to the electron energy dierence. Fluorescence is is the
red path, f , in Fig. 2.5. This radiative emission, occurs when the molecule relaxes by emit-
ting a radiative photon. Because the electron has lost energy by thermally equilibrating,
the energy of the photon emitted is lower than the energy of the photon absorbed. For
instance, if this molecule absorbed a green photon at 2.35 eV, it might emit a red photon at
1.95 eV. This redshifting of emission is called a Stokes shift. The electron could also relax
non-radiatively, most likely by dissipating energy through heat. This singlet-to-ground
non-radiative relaxation path is labeled sд in Fig. 2.5.
Molecules in the excited state S1 can also partially relax by transitioning to a triplet
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state, labeled T in Fig. 2.5. Transition to the triplet state usually occurs through a spin
conversion called intersystem crossing, labeled isc . Transition directly from T → S0 is a
forbidden transition, which in a realistic system, doesn’t mean a probability of zero, but
rather that the rate for this transition is several orders of magnitude slower than for u-
orescence [51]. The electron in T can either relax non-radiatively, tд, triplet-to-ground
non-radiative relaxation, through dissipating heat, or it can relax through a radiative pro-
cess, called phosphorescence, p. Because intersystem crossing must occur from a higher
to a lower energy level, and because further vibrational relaxation subsequently occurs,
phosphorescence is further red-shifted from the excitation photon energy.
We can use this granular understanding of the Jabłoński diagram to pull out a number
of important features of uorescence. Fluorescence quantum yield, η, is the ratio of the
number of emitted uorescent photons to the number of absorbed photons. The quantum
yield can equivalently be expressed as the ratio of the probability of uorescence to the
probability of all processes. Because something will occur (the electron won’t stay in the
excited state indenitely), the probability of all processes (the denominator of the ratio)
is 1, so
η = P(f ) (2.3)
It is instructive to write out the details of the denominator. Because the possible decay
pathways is dependent on the starting state (e.g., the probability of uorescence is 0 if the
electron is in the triplet state), we need to utilize conditional probabilities, where P(a |b)
means the probability of a given the condition b. This gives
η =
P(f |S1)
P(f |S1) + P(sд |S1) + P(isc |S1) (P(p |T ) + P(tд |T )) (2.4)
However because we assume that excitation is occurring when calculating the uores-
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cence quantum yield, we can simplify this to
η =
P(f )
P(f ) + P(sд) + P(isc) (P(p |T ) + P(tд |T )) (2.5)
where
P(f ) + P(sд) + P(isc) (P(p |T ) + P(tд |T )) = 1 & P(p |T ) + P(tд |T ) = 1 (2.6)
Because P(isc)  P(f ) + P(sд), Eq. 2.5 is frequently approximated as
η =
P(f )
P(f ) + P(sд) (2.7)
The probability of any of these events can be described by the experimentally measurable
quantity of rate, which is probability per time. Given a radiative decay rate, ΓR , and a
non-radiative decay rate, ΓNR , we can write the quantum yield in its typical formulation
as
η =
ΓR
ΓR + ΓNR
(2.8)
The next aspect of uorescence that is immediately obvious from inspecting Fig. 2.5
is some typical characteristics of uorescence spectra. As was previously mentioned, be-
cause the molecule relaxes vibrationally before relaxing electronically, there is a Stokes
shift such that some of the excitation photon energy is lost, resulting in a lower energy
(red-shifted) emission photon energy. The Stokes shift is readily apparent Fig. 2.6, which
shows a typical excitation and emission uorescence spectra.
Prior to excitation, the molecule is not always in the lowest energy vibrational state
in S0, mainly due to thermal uctuations, the electron could be in any one of the many
closely spaced vibrational levels in the ground state (the occupation probability is given by
the Boltzmann distribution). Similarly, upon excitation, the molecule can go into higher
vibrational levels in S1. Because the excited state also has many populated vibrational
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Figure 2.6: Cy5 Fluorescence Spectrum. Excitation (absorption) in green and emission in
red.
levels, the result is that, there is nearly a continuous distribution of possible energy dif-
ferences for the excitation process6. The result is that the excitation spectrum for a u-
orescent molecule is fairly broad at room temperature, as shown in Fig. 2.6. Because the
vibrational level spacing in the ground state and the excited state tend to be very similar,
the reverse of this process occurs for emission, and excitation and emission sprectra for a
given molecule tend to mirror each other [51].
Finally, Fig. 2.5 invites a preliminary discussion of blinking and bleaching. Throughout
this thesis, I will assume uorescent molecules are far from any saturation regime. Here,
saturation means that the molecule can no longer absorb any further photons until it
relaxes. This is a very good assumption for the experiments and science discussed here.
One could potentially enter a saturation regime by exciting with high-power lasers, which
we are careful to not do. Part of why we do not saturate these molecules is due to their
fast uorescence decay rates. For a typical uorescent molecule, the uorescence lifetime
is relatively short, a typical lifetime is on the order of 10−9 s. The result of this is that
6For simplicity, I am leaving inhomogenous broadening out of this discussion, even though it is an
important eect inuencing the shape uorescence spectra.
17
a continuously excited uorescent molecule, for example with a continuous-wave (CW)
laser, tends to continuously uoresce.
The exception from this continuous uorescence, is when the molecule undergoes
intersystem crossing into T . Here, because the transition from T → S0 is forbidden, the
molecule may stay inT for a very long time—typical phosphorescence lifetimes range from
µs to ms. During the time in T , the molecule is not uorescing. Eventually the molecule
may undergo the forbidden transition back to S0, and it can start uorescing normally
again. This reversible, aperiodic, on/o switching is the phenomenon of blinking. Relat-
edly, for reasons still debated [51,52], when the molecule is inT , it is susceptible to undergo
chemical and physical changes that prevent the molecule from further uorescing. This
irreversible turn-o is the phenomenon of photobleaching.
2.3 Single-Molecule Imaging
Thus far we have seen that microscopy is both a widely used, and an incredibly use-
ful, technique for imaging small features. Even when able to image at such small length
scales, there is still a question of specicity, that is, determining what exactly is being
imaged. This is the general idea behind various kinds of histological staining, to use color
to create contrast, to help distinguish dierent structures or populations from each other.
Taking this idea to the next level, scientists developed uorescence tagging schemes to
label various molecules of interest to let them image only the population of those partic-
ular molecules, even in crowded environments [53]. Therefore uorescence microscopy
allows scientists to study small features with incredibly high specicity.
The ultimate limit of specicity is imaging individual molecules. The rst optical de-
tection of single molecules in dense media occurred in 1989 through absorption [54] and
shortly afterwards in 1990 by uorescence [55]. The realization that it was feasible to
optically study individual molecules, quickly opened the door to whole new areas of in-
quiry and elds of study [56]. With this ultimate level of specicity, sample heterogeneity
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Figure 2.7: Basic wide-eld epiuorescence light path. Labels are: exF, excitation lter;
pol, polarizing optics; emF, emission lter; dm, dichroic mirror; obj, objective
lens; cs, coverslip. Not drawn to scale.
could be understood. Early eorts were able to uncover troves of new insights into single
molecules [57–59].
2.3.1 Single-Molecule Tools
Modern single-molecule imaging techniques look very dierent than the early expe-
rients optically detecting single molecules. In the remainder of this section, I will give a
brief overview of the tools and techniques that allow us to, relatively easily, image a wide
variety of single molecules. There are many dierent approaches to single-molecule imag-
ing, each with their individual strengths and weaknesses [60]. As an illustrative example,
my general single-molecules uorescence experimental setup is shown in Fig. 2.7. Some
of the tools necessary to image single molecules are newly developed and still being re-
ned, such as high-NA objectives, which have signicantly improved our ability to image
single molecules. Others are older and fairly unchanged, for instance, functionally, lasers
have been good enough for these experiments for many decades—indeed cutting-edge
laser technology, like ultrafast pulsed systems, are not required.
Though a realistic single-molecule imaging experiment will have far more components
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than are shown in Fig. 2.7 (see for example my setup shown in Fig. 2.3c), these are the es-
sential components that are fairly unchanged between dierent setups. Fig. 2.7 shows a
wide-eld epiuorescence setup, which means that an entire image is detected simulta-
neously and the same objective lens is used to excite the sample and detect its emission.
There are many other approaches for imaging or detecting single molecules, a common
alternative is a confocal setup, which removes the lens before the objective and adds a
pinhole spatial lter in the detection path, the rest is essentially unchanged7.
No single component is the lone key to being able to image single molecules, but rather
it is the setup as a whole which enables this. That being acknowledged, possibly the most
important component is the objective lens. Modern objective lenses can have extremely
high NAs. This is usually achieved by using oil-immersion objectives. As depicted in Fig.
2.7, a drop of microscope oil is placed between the objective and the sample coverslip,
made of glass. Importantly, the refractive index of the oil is matched to the objective and
the coverslip. This has two basic functions, the rst eect is that by reducing any index
mismatches between the lens, a possible air gap, and the coverslip, unwanted interfacial
reections are eliminated. Secondly, the most important reason to use immersion oil, is
that it increases the NA of the lens. Recall Eq. 2.1, NA = n sinθ . If n was limited to that of
air for an air gap, the maximum NA possible would be NA = 1, however by eliminating
the air gap, and having all components at n = 1.515 the NA can be increased toward the
theoretical upper limit of NA = n = 1.515 (for a single objective). Single molecules tend
to be fairly dim because they don’t emit many photons before photobleaching. This is the
main reason it took so long to rst image them. By having a high NA objective, a large
fraction of the emitted light from single molecules can be collected, and thus they are
detected as brighter, this is an integral part of imaging single molecules.
Single-molecule uorescence is relatively easy to detect (as compared with absorp-
tion, Raman, etc.) due to the large Stokes shift in emission. However, due the low photon
7In a confocal setup a single detection element is used (e.g., single photodiode) as opposed to an array
of detection elements, like in an EMCCD.
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Figure 2.8: Cy5 lter group. The OD of the lters are shown on the left axis and the uo-
rescence spectrum of Cy5 is shown on the right axis. Filter data from Copyright
©Semrock, Inc.
budget of single molecules, without sucient ltering, the laser light used to excite the
uorescent molecules would completely swamp out any uorescent light. It is therefore
critical to lter out the excitation laser light. The rst step in this process is ensuring
that the laser light is highly monochromatic. Ideal lasers are entirely monochromatic,
but realistic lasers, especially inexpensive diode lasers, have non-trivial bandwidths and
more problematically, broadband backgrounds, for instance from laser media intrinsic
photoluminescence (PL). Thus, the rst component necessary to ensure appropriate l-
tering is the laser itself, which must be fairly monochromatic. Secondly, to help ensure
the monochromaticity of the source, and to lter out any potentially weak PL, a bandpass
(or possibly shortpass) lter is used (exF in Fig. 2.7).
The monochromatic laser light excites uorescence in the sample and the high NA
objective captures the uorescence and scattered laser light from the sample and coverslip.
The rst lter that both of these light paths pass through is a dichroic mirror (dm in Fig.
2.7). A uorescence dichroic mirror is a reecting longpass lter, with the passband edge
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slightly redder than the laser light. The dichroic mirror reects the laser light twice: rst it
directs the laser to the sample in the excitation path, and second it reects any elastically
scattered laser light away from the detector in the detection path. In this way, it prevents
laser light from reaching the detector. Then after the dichroic mirror is a second long-pass
lter, called the emission lter (emF in Fig. 2.7). Because this lter doesn’t need to function
as a mirror, it can reject a much higher proportion of the laser light.
Take the example shown in Fig. 2.8, which is a possible lter group for the uorescent
dye Cy5, whose excitation and emission spectra were previously shown in Fig. 2.6. An ex-
citation lter bandpasses the laser, in this case a 640 nm laser, ensuring that any broadband
PL from the laser is ltered out. In the detection path, rst a dichroic mirror lters out any
elastically scattered laser light, in this case with optical density (OD)8 of OD ≈ 4. Next,
an emission lter further blocks any laser light, in this case with OD ≈ 6. The combined
ltering is OD ≈ 10, resulting in the scattered laser power being reduced by 1010 before
reaching the detector. Furthermore, the desired uorescence emitted by Cy5 is minimally
ltered, in this case the emission lter and dichroic reachOD ≈ 0 for all light redder than
≈ 670 nm, which is near the emission peak of Cy5. Without such intense ltering of the
laser light and minimal ltering of the uorescence, imaging single molecules would be
nearly impossible.
Even with the best lters and a high NA objective, the reality is that single molecules
are dim. It is therefore imperative to use a very sensitive detector. For wideeld imag-
ing experiments, a standard choice is the electron multiplying charge-coupled device
(EMCCD) camera. EMCCD cameras are modied CCD cameras that have an amplify-
ing gain built-in. The result is that EMCCDs can achieve very high sensitivity at reason-
able imaging speeds (up to ≈ 30fps is still reasonable to image single molecules). The
quantum eciency, dened as the ratio of recorded counts to photons incident on the
detector, of EMCCDs is extremely high (> 90% across most of the visible spectrum). Fi-
8OD is the log10 of the ratio of the power transmitted, PT , to the incident power, P0, OD = log10(PT /P0).
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nally, EMCCDs are an excellent choice because they have very low readout noise and
dark counts, ensuring that the signal-to-noise ratio (SNR) remains as high as possible.
Recently, an alternative to EMCCDs has appeared, the scientic complementary metal-
oxide-semiconductor (sCMOS) camera. sCOMS cameras aren’t as quite sensitive as EM-
CCDS, with quantum eciencies closer to 60%, but they do have similarly low (or even
better) levels of noise, and tend to be less expensive than EMCCDs. The main advantage
of sCMOS cameras is they can image at faster speeds, with 100 fps being a reasonable
speed to image single molecules.
An important set of component, though frequently overlooked, in single-molecule ex-
periments are the polarizing optics. Nearly all uorescent molecules are mainly dipolar
absorbers (and emitters), meaning they absorb incident light like a dipole. Dipoles are
strongly polarized. If the incident laser light is polarized perpendicular to the molecule
absorption dipole then it will absorb very little of that incident optical energy and thus
not uoresce. Because uorophore orientation is not precisely xed in most experiments,
in order to eciently excite as many molecules as possible, circularly polarized light is
used. Beyond this consideration, many experiments may require further control over the
polarization for myriad reasons. For instance, in Chap. VII, I specically studied the ef-
fect of the excitation polarization on uorescent molecules coupled a plasmonic optical
antenna. Another possible reason to control the polarization is to use it as a further lter
(i.e., putting a crossed polarizer in the detection path).
2.3.2 Single-Molecule Techniques
Even with the most sensitive and carefully constructed imaging setup, if the density
of emitting molecules is too high then their PSFs will overlap and it can be dicult or
even impossible to measure individual single molecules. This limitation is essentially a
reiteration of the diraction limit. Therefore, techniques are needed which can keep the
density of emitting molecules low (tautologically referred to as single-molecule densities),
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while keeping the density of total molecules much higher so that the experiment can
reveal statistically useful information about the system under interrogation. Though there
is an ever growing list of techniques (usually with accompanying colorful acronym), in
this section I will focus here on the three main approaches, from which most (though not
all) other techniques are derived.
The rst technique, which is the main technique used in this thesis, is points accu-
mulation for imaging in nanoscale topography (PAINT) [61]. PAINT is mainly used to in-
terrogate surfaces. In PAINT, a low concentration (typically tens of nM) of dye molecules
are diusing in solution above the surface under investigation. As they diuse, they move
far too fast to be imaged above the background noise. Instead, occasionally a molecule
will adsorb on the surface. While adsorbed the molecule remains still enough to be im-
aged as a single molecule. The molecule then desorbs or bleaches. By tuning the solution
concentration, bleach rate (via the laser power), and surface chemistry (or alternatively
the molecule functionalization), the density of emitting molecules on the surface can be
adjusted to achieve single-molecule densities. Because adsorption is a stochastic process,
the entire surface will eventually be uniformly and randomly interrogated by adsorption
events.
Another widely used technique is photoactivated localization microscopy (PALM) [62,
63]. PALM is an especially popular technique for imaging inside cells because PALM relies
on the use of photoactivatable uorescent molecules (usually uorescent proteins) which
are attached to some other molecule under investigation. Photoactivatable means that
the molecule can only uoresce if it is rst activated. Photoactivation is accomplished by
using a separate activation laser than the uorescence excitation laser. By illuminating
for a short time with a low activation power, only a small subset of the total molecules
are activated. Then when excited with the uorescence excitation beam, a low density of
emitting molecules can be achieved.
Finally, one of the most popular and widely applied techniques for single-molecule
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Figure 2.9: Representative time trace of a single molecule’s uorescence. (a) A representa-
tive frame from a single-molecule imaging movie. (b) Time trace of the mean
intensity in the red box over the course of the movie showing digital blink-
ing/bleaching steps.
super-resolution imaging is stochastic optical reconstruction microscopy (STORM) [64].
In STORM, the stochastic blinking of the uorescent molecules is the key to achieving
a low density of emitting molecules. Either by using a molecule with an intrinsically
high blinking rate, or inducing an articially high blinking rate (usually chemically), the
molecules can be kept in an o state most of the time, and stochastically turn on to be
detected. Tuning the blinking rate, optically or chemically, is the main tuning mechanism
of a STORM experiment.
2.3.3 Actually Measuring Single Molecules
A question single-molecule researchers often get from reviewers or colleagues outside
the eld is how we are sure that we are actually measuring single molecules. Given how
dicult it is to image single molecules, this is not an unreasonable question. There are two
broad categories of evidence to support the claim of actually measuring single molecules.
The rst is that experiments are conducted with a very low density of emitters—called
single-molecule densities. As discussed in Sec. 2.3.2, there are many dierent methods to
achieve this low density of on emitters (on meaning actively uorescing). It is a fairly
straightforward argument, that if images are mostly made up of pixels not containing
molecules, for instance in the representative frame shown in Fig. 2.9a, then it should follow
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that multiple molecules appearing at the same time and place is a low probability (though
not zero probability) event.
The second category of evidence is abductive: because measured single-molecules
have properties that we would expect from single molecules, they probably are single
molecules. This includes weak evidence like the image size and shape matching the sys-
tem PSF. It also includes stronger evidence like molecules not being outliers from the
distribution of all other measured molecules in the experiment for whatever property
is being compared (brightness, speed, etc). Finally, the strongest evidence is that single
molecules should display digital blinking/bleaching, meaning that they should be on with
a given intensity value, then upon blinking o or bleaching, the intensity goes back to
the background level. If multiple molecules were overlapping, for instance, we would see
multiple blinking/bleaching steps. An example time trace of single-molecule uorescence
is shown in Fig. 2.9b, where such digital blinking/bleaching is clearly evident.
2.4 Single-Molecule Super-Resolution Microscopy
We have now seen that it is possible to reliably image single molecules using a variety
of dierent tools and techniques. In this section, I will focus on one of the main pay-
os of imaging single molecules, that by doing so in conjunction with numerical image
analysis allows molecules to be localized with precision well below the diraction limit.
This localization microscopy approach, single-molecule super-resolution microscopy, has
revolutionized microscopy and in particular cellular-biomedicine [1–6].
2.4.1 Super-Resolving Emitters
We know the functional form of a microscope’s PSF. For a microscope imaging through
a circular aperture (nite cylindrically symmetric objective lenses create such an aper-
ture), the functional form of the PSF is an Airy disk [44]. The intensity prole of an Airy
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Figure 2.10: 2D Gaussian t of an Airy disk. (a) Intensity surface and grayscale image of
an Airy Disk. (b) Intensity surface and grayscale image a 2D Gaussian t to
the Airy disk in a. (c) Cross-sections of the Airy disk in a and its Gaussian t
in b, through the center indicated by the dashed red line.
disk is given by
I (θ ) = I (0)
(
2J1(ka sinθ )
ka sinθ
)2
(2.9)
Where I (0) is an amplitude factor, J1 is is the Bessel function of the rst kind of order one,
k is the wavenumber (k = 2pi/λ), a is the aperture radius, and θ is the angle of observation.
Note that ka sinθ is eectively a radial coordinate. For convenience, we approximate the
Airy disk by a 2D Gaussian function to implement PSF tting algorithms,
I (x ,y) = I (0)e−
(x−x0)2
2σ 2x
− (y−y0)2
2σ 2y (2.10)
where x0 and y0 are the x and y coordinates of the center of the Gaussian respectively,
and σx and σy are the x and y widths9 of the Gaussian respectively. An Airy disk and its
2D Gaussian t are shown in Fig. 2.10. The rst thing to note is that the approximation
is extremely good. Without a very careful inspection, Fig. 2.10 a & b look identical. Sec-
ondly, due to the symmetric nature of the rings of the Airy disk, a Gaussian t won’t have
9Referencing a normal distribution (same functional form), I and many others frequently refer to σ as the
standard deviation of the Gaussian. It is also important to note that, though Eq. 2.9 is for a circularly symmet-
ric aperture, asymmetric apertures have similar (though asymmetric) diraction patterns. This asymmetry
is why Eq. 2.10 has distinct x and y widths.
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Figure 2.11: Schematic of super-resolution PSF tting. A 2D Gaussian is t to the image of
a single molecule. Published in [6], Copyright ©American Chemical Society
any biases in position. Lastly, though the rings are a dening feature of an Airy disk, the
brightest ring (rst order) is only ≈ 2% of the central peak intensity and therefore not
detectable in this regime, further demonstrating that a Gaussian is an excellent approxi-
mation. In a realistic single-molecule imaging experiment with a nite (and often small)
SNR, unlike the noiseless representation shown in Fig. 2.10, the distinction between an
Airy disk and 2D Gaussian becomes nearly meaningless.
To localize a point emitter with super-resolution precision, the image of that point
emitter is t to a 2D Gaussian function. This PSF tting is demonstrated in Fig. 2.11 for a
realisitic (noisy) image of a single molecule. PSF tting the image of a single molecule in
which N photons were detected can be viewed as doing N measurements of the molecule,
with the position uncertainty of those measurements given by the PSF width [1,65]. By ef-
fectively repeating this position measurement N times the molecule can be localized with
extremely high precision, far below the diraction limit. The precision of this localization
∆x (as in x + ∆x ), is derived in [65], which calculates
〈(∆x)2〉 = σ
2 + a2/12
N
+
8piσ 4b2
a2N 2
(2.11)
whereσ is the standard deviation of the PSF (as dened above, but now for a symmetric 2D
Gaussian), a is the side length of a pixel, and b is the standard deviation of the background
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noise. It is important to note that in [65] they break the measurement noise into two
categories, the rst is photon-counting noise which arises in any low-light measurement;
this noise follows a Poissonian distribution (shot noise) and is thus related to the number
of photonsN . They then include all other noise sources in the termb, which for an EMCCD
is typically dominated by readout noise and dark counts. If the overall noise is dominated
by background noise then the precision scales as 1/N and if it is dominated by shot noise
then the precision scales like 1/√N [65]. Regardless of the exact scaling, having brighter
emitters means that they can be super-resolved with higher precision.
In the visible, for instance, at an emission wavelength of 570 nm (the peak emission
wavelength of Cy3), with an NA = 1.45, Eq. 2.2 gives a diraction limit size of d = 196.5
nm. However, using super-resolution PSF tting, in 2003 Yildiz et al. [66] were able to
achieve a localization precision of 1.5 nm, beating the diraction limit by two orders of
magnitude. Even in noisy live-cell imaging experiments resolutions on the order of tens
of nm can regularly be achieved [6].
It is dicult to overstate the impact that single-molecule super-resolution microscopy
has had. This technique has revolutionized cellular biomedicine and has begun to impact
the physical sciences and engineering. To see some examples of the impact and breadth
of this technique, see the reviews published in [7]. Due to the widespread impact super-
resolution microscopy has had, the 2014 Nobel Prize in Chemistry was awarded partially
for single-molecule super-resolution microscopy and partially for STED super-resolution
microscopy (discussed in Sec. 2.5) [4].
2.4.2 The Importance of Algorithms
Single-molecule super-resolution microscopy is a data-heavy eld where a large amount
of data is collected, needs to be extensively numerically analyzed to do measurements, and
then these large numbers of measurements need to be processed to produce useful infor-
mation. Because the technique analyzes one molecule at a time, in order to make statis-
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tically signicant inferences for a given measurable, hundreds or thousands of molecules
need to be measured. This process needs to be repeated for every condition (dependent
variable) under investigation. If the eect under investigation is particularly dicult to
measure or a low-probability event, this means that the situation is even worse and bet-
ter statistics—more measurements—are needed. The result is many layers of careful and
ecient data processing algorithms are essential for single-molecule super-resolution mi-
croscopy [67–69].
Lee et al. [69] organize the problem of single-molecule data analysis into four prob-
lems: 1. the localization problem, 2. the counting problem, 3. the linking problem, and 4.
the interpretation problem. In this thesis, I am not directly10 concerned with #2, the count-
ing problem, which is about distinguishing possibly spatially overlapping molecules from
each other. As discussed in Sec. 2.3.3, ensuring that single-molecules are actually being
measured is a preliminary check carried out before experiments can proceed, and in the
PAINT experiments I present here, not typically further checked in data processing. With
this in mind, I propose a modication of their classication, and break the problem down
as:
1. The detection problem
2. The measurement problem
3. The interpretation problem
There is an extensive literature on the myriad dierent approaches to solving these dier-
ent problems. There is signicant overlap between single-molecule researchers and those
whose work would have traditionally been housed in statistics or computer science de-
partments. The rise of elds like bioinformatics or biostatistics is emblematic of this trend.
For reviews on single-molecule data processing I particularly reccommend [67–69]. I will
10I say directly, because the SMALL-LABS algorithm I invented, discussed in Chap. V, is likely a powerful
tool to address the counting problem. However, this has not been a focus of my work.
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not go into detail on these problems, but instead highlight what I view as the essence of
the problems, and why they are dicult to solve.
In general, as discussed above, because these datasets tend to be very large, fast and
ecient algorithms are required. This highlights both the need for capable computing en-
vironments (hardware and software) and carefully constructed algorithms. Furthermore,
the number of measurements undertaken here precludes extensive human intervention
in the data analysis process. This reality comes with a number of challenges and potential
payos. Humans (and indeed most animals) are phenomenal at pattern recognition, and it
can be dicult to construct algorithms that achieve human-like success rates. It is really
only in the last few years that carefully trained AIs utilizing machine learning approaches
have begun to overtake humans in certain pattern recognition contests. Though some re-
searchers are making tremendous progress in bringing machine learning to science, it is
a fundamental problem in research that we are asking questions that have not been an-
swered yet, and thus training an AI may be dicult. On the ipside, by removing humans
from the analysis, the data analysis biases can become more concrete and possibly easier
to identify and remedy.
The detection problem describes the diculty of separating single-molecule signals
from the background. Obviously, it is necessary to detect molecules before they can mea-
sured11. The main challenge here is that SNRs of single-molecule emission tend to be quite
small, with an SNR & 2 being excellent. The result is that detection false positive rates need
to be very carefully balanced with false negative rates. This is usually accomplished with
a series of detection and ltering steps compounding on each other. A particular diculty
for the detection problem is backgrounds which are not simply homogeneous, but which
instead can obscure molecules and preclude detection. This problem was the impetus for
my developing the SMALL-LABS algorithm discussed in Chap. V. The detection problem
11Surprisingly, some techniques and measurements do not explicitly need to localize molecules to mea-
sure them. For instance STICS [70] used to measure molecular diusion [71] still needs to separate the
molecular signal from the background, but is agnostic regarding the molecule location.
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can also be one of the slowest steps of the data analysis problem as it usually requires the
entire movie to be analyzed because in this rst step there is not yet any way to exclude
the many pixels which carry no useful information (at single-molecule densities it should
be the majority of pixels).
The measurement problem is concerned with determining the properties of the de-
tected molecules. One may want to measure seemingly straightforward properties like
molecular location, brightness, speed, or direction, or more complex properties, for in-
stance, how the speed of a green molecule changes as it moves relative to a red molecule
during a specic stage of cellular mitosis. The measurement problem is not just measur-
ing simple properties, but also includes the kinds of linking discussed in [69], for instance
tracking the location of a molecule over the course of a movie is a common procedure [72].
This is dicult to solve primarily due to the complexity of the measurements being un-
dertaken. A single measurement requires many individual steps, and ne tuning every
step may be dicult or even impossible.
The interpretation problem is concerned with arranging all the measurements in a
meaningful and useful arrangement. The canonical example here in single-molecule super-
resolution, is the reconstruction of the locations detected in a super-resolution experi-
ment. In a single-molecule localization experiment, many individual molecules are local-
ized. How best (accurately, usefully, etc.) to reconstruct those localizations into a map of
an underlying structure is still an ongoing area of development [68]. More generally, the
diculty of this problem reects both the large size of datasets and the diculty of the
measurement problem. Visualizing any large dataset is a nontrivial task requiring some
clever dimensionality reductions. The complexity of the measurement problem resurfaces
here in nding the best way to include that complexity (and not completely discard it) in
the interpretation.
Finally, before data analysis problems can be tackled, the data rst needs to be recorded.
Since single-molecule experiments require large datasets, recording these can be time con-
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suming and/or require frequent precise adjustments. There is increasingly a push to use
automated and computer controlled approaches for data collection. Such approaches can
potentially increase experiment throughput, measurement quality (especially precision),
and repeatability12. Some automation is standard, like controlling a grating angle in a
spectrometer, or rapidly opening and closing shutters on cameras or lasers. Other tasks
are only occasionally automated, like autofocusing or cycling through various dependent
variables (stage position, laser wavelength, etc). As algorithms become more complex and
computer controlled hardware more ubiquitous, the prevalence of partially or completely
unsupervised experiments will continue to increase. I discuss RoboScope, the open-source
microscope automation platform I developed, in Sec. 7.1.1.
2.5 Other Super-Resolution Approaches
The 2014 Nobel Prize in Chemistry was awarded “for the development of super-resolved
uorescence microscopy” [4]. In Sec. 2.4 I detailed how single-molecule uorescence imag-
ing enables super-resolution microscopy—microscopic imaging with a resolution better
than the diraction limit (Sec. 2.1.2). This is not the only approach to super-resolution
uorescence microscopy, the 2014 Nobel prize was also awarded to recognize stimulated
emission depletion (STED) microscopy. There are also other uorescence-based super-
resolution techniques, and a wide range of additional super-resolution microscopy tech-
niques. In this section, I will give a brief overview of some of these dierent techniques.
In STED microscopy, much of the setup is similar to a typical confocal uoresence
experiment, the dening feature is an extra beam in the excitation path [73,74]. The extra
beam is called the STED beam. As shown in Fig. 2.12 the STED beam is doughnut-shaped.
The STED beam is matched to the frequency of emission (on the blue side of the emis-
sion spectrum) of the uorescent molecules (energy dierence between S1 & S0) inducing
stimulated emission, which in turn suppresses uorescence (spontaneous emission). The
12In the context of the so-called “reproducibility crisis,” this is especially important.
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Figure 2.12: Schematic and example of STED microscopy. (a) A diraction limited inten-
sity prole (blue curve) preclude high precision localization of dense emitters
(stars). STED depletes emission outside of the central area allowing super-
resolution localization (green curve). (b) Example comparison of diraciton
limited confocal imaging vs. STED imaging of the same cell with two dier-
ent biomolecules labeled in red and green. Adapted from [74], ©American
Chemical Society.
result is that the convolution of the nonlinearities induced by the STED beam and the
original uorescence excitation beam produces an eective uorescence excitation beam
with a PSF much smaller than the diraction limit of the system. Even though the detec-
tion is still diraction-limited, because the excitation is known to be sub-diraction, the
location of the detected uorescence is measured with precision well below the diraction
limit, given by the width of the eective excitation beam.
As compared to localization microscopy, STED has a number of advantages and dis-
advantages. One of the primary disadvantages is that the STED beam itself adds a lot
more light energy to the sample and increases concerns about phototoxicity for living
samples and range of other destructive eects. A big practical dierence between STED
and localization microscopy is that STED is necessarily a scanning technique. Therefore
the same scanning considerations discussed previously in the context of AFM (Sec. 2.1.3)
apply here. Interestingly though, because STED does not require the stochastic turning
on of uorophores as in single-molecule imaging, the amount of time required to image
a particular spot is only the imaging integration time, and is not dependent on the rate at
which molecules appear. In this way, for certain applications, STED can be a much faster
approach. One advantage is that the resolution of a STED experiment is far less depen-
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dent on the brightness of the emitters, it is mostly dependent on the excitation optics and
alignment. Overall, output from STED is quite similar to single-molecule microscopy, and
the two techniques can be used fairly interchangeably.
In near-eld scanning optical microscopy (NSOM), the diraction limit is overcome
by imaging directly in the near eld [75,76]. This is accomplished by eectively bringing
the excitation source or the detector into the near eld. This typically is an ultra-sharp
tip or aperture. The near eld does not extend very far (hence its name), in the visible
this means that such an tip or aperture must be within tens of nm of the surface being
imaged. Building o of techniques developed for AFM, NSOM scans a tip or aperture over
a surface and excites and/or detects directly in the near eld.
NSOM and related techniques are fairly distinct from single-molecule super-resolution
microscopy. Like an AFM or an SEM, NSOMs are large, expensive, and highly specialized
pieces of equipment, very dierent than the simpler, cheaper, and more broadly applicable
optical microscope. One of the main advantages of an NSOM is how direct the measure-
ment is, this simplies a lot of the implementation and interpretation of some kinds of
data. Additionally, because the tip can serve many dierent functions, NSOM can address
questions that are dicult to address in an optical microscope. For instance, NSOM is an
excellent technique for investigation localized excitations or elds on surfaces [77,78]. On
the other hand, because NSOM and related techniques are best at investigating surfaces,
their utility is limited, and cannot be applied to some questions, like measuring dynamics
inside a cell.
A number of correlative approaches to super-resolution imaging exist and are widely
used. A popular technique is super-resolution optical uctuation imaging (SOFI), which
I use here as a general introduction to these methods. In SOFI, frames in a movie with
blinking/bleaching uorophores are correlated with each other to produce super-resolved
images of the underlying structures [79]. Because noise won’t correlate with itself, and
the correlation of emitters at the same location will be stronger than the correlation of
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emitters at dierent locations, SOFI pulls out the locations of individual emitters with
extremely high precision. A benet of SOFI as compared to single-molecule imaging is the
simplicity of the post-processing numerical analysis. However, due to its indirect nature,
SOFI cannot as directly measure various properties of the uorophores being imaged.
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CHAPTER III
Plasmonic Optical Antennas
3.1 Introduction to Optical Antennas
Maxwell’s equations, the governing laws of electromagnetism, are scaleless. Yet, the
principles that underlay the design and function of much of radio technology are funda-
mentally dierent than the principles underlying optical technology. The reason for this
is not that the underlying science is dierent, but rather because the length scales are
dierent—with the wavelength of optical radiation1 extending from ∼ 300 nm - 1.1 µm
and the radio at ∼ 1 m - 100 km. Compared to humans, radio waves are approximately at
our size or much larger, whereas optical radiation is many orders of magnitude smaller
than human length scales.
Optical technology, for instance the lenses, mirrors, and lters described in Ch. II, func-
tions by modifying optical wave fronts. For example, a mirror redirects (reects) an in-
cident optical wavefront, and a polarizer predominantly absorbs the incident wavefronts
polarized perpendicular to its axis. Such optics are typically many orders of magnitude
larger than the wavelength of the light being manipulated. For most of the history of the
development of optics, there was not even a notion of trying to interact with optical radi-
ation using technology comparable or smaller than the wavelength. Radio technology, on
1Here I am referring to optical radiation in the context of the atmospheric optical window, of which the
visible spectrum is the main part. I am excluding microwaves from the radio, though most of this discussion
applies there as well.
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the other hand, operates almost entirely with wavelength-scale and subwavelength tech-
nology. The essential dierence is that wavefront engineering in optics relies on the wave
nature of light, whereas radio technology relies on directly manipulating the involved
elds [16].
These two approaches to interacting with electromagnetic radiation—wavefront ma-
nipulation versus direct eld manipulation—have their own strengths and weaknesses.
Although there is no reason that all devices for a given frequency range should use one
approach over the other, this was the situation.
It was only in the last few decades or so, with the rise of nanotechnology, that humans
could reliably engineer structures at length scales comparable to optical wavelengths.
These new nanofabrication techniques have opened the door for direct manipulation of
optical elds, analogous to the approach in the radio frequency regime. Nanophotonics
is the study and technological application of optics and photonics on the nanoscale, rely-
ing on the direct manipulation of optical elds. Nanophotonics has given us the optical
antenna, the optical analog of the fundamental tool in radio technology—the radio an-
tenna. A convenient denition of an optical antenna is given by Novotny and coworkers
(emphasis mine):
An optical antenna is a device designed to eciently convert free-propagating
optical radiation to localized energy, and vice versa. [16]
A general illustration of an antenna is shown in Fig. 3.1. An optical antenna converts
optical radiation to localized energy, potentially to a receiver. In the opposite direction,
a localized source of optical energy, for instance the light from a uorescent molecule, is
converted into free-propagating optical radiation.
The analogy between optical antennas and radio-frequency antennas is conceptually
robust. However, our ability to engineer devices on the nanoscale is still far behind our
ability to engineer macroscale devices, and therefore there are still practical dierences in
their implementation and use thus far. One of the biggest dierences is that many radio-
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Figure 3.1: General illustration of the function of an antenna. An optical antenna converts
free-propagating optical radiation to localized energy (to a receiver) and vice
versa (from a emitter). Adapted from [16, 17].
frequency antennas are locally (and frequently electrically) driven, whereas most optical
antennas are driven by incident optical radiation [17]. Another dissimilarity lies in the
design of broadband antennas. Many radio-frequency broadband antennas rely on fractal
designs, but such designs can be dicult to fabricate with suciently high quality for
nanoscale optical antennas [17], though there has been signicant progress on this front,
see for example [80, 81]. In general, translating design principles from radio antennas to
optical antennas has been a tremendously productive scientic endeavor producing many
new technologies and scientic insights.
Many dierent kinds of optical antennas have thus far been developed. The two main
classes of optical antennas are dielectric optical antennas and plasmonic optical antennas.
Dielectric antennas rely on exclusively on Mie resonances (electric and magnetic dipole
scattering resulting from particle polarization) to function as an optical antennas. Plas-
monic optical antennas are made of conductors (usually metal) and their plasmon reso-
nance is the key to their antenna function. In the next section I give a general introduction
to plasmonics, ending with plasmonic optical antennas.
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3.2 Introduction to Plasmonics
Plasmonics is the study and technological application of plasmons, the free-electron
oscillations of conductors. Plasmonics is an essential part of the larger eld of nanopho-
tonics, which covers of research directions spanning the physical sciences, engineering,
and biomedicine. The eld of plasmonics has already produced myriad technological ap-
plications at all stages of development. In this section, I will briey introduce some of the
basic science behind plasmonics, serving as a foundation for the rest of this thesis. In this
section, I will reproduce some of the derivations found in [40, 82, 83].
3.2.1 Metal Optics
We begin this discussion with Maxwell’s equations for macroscopic media
∇ · D = ρe ∇×E = −∂B
∂t
∇ · B = 0 ∇×H = Je + ∂D
∂t
(3.1)
where E is the electric eld, B and H are the magnetic elds, D is the displacement eld,
ρe is the external charge density, and Je is the external current density. Together with
the constitutive relations incorporating the material permittivity, ε , for linear and non-
magnetic (material permeability µ = 1) media
D = ε0εE = ε0E + P & B = µ0H (3.2)
where, ε0 is the permittivity of free space, and µ0 is the permeability of free space, are
sucient starting points for our electromagnetic derivations.
Metals are conductors, dened as materials with free-charge carriers. Here, “free”
means that the carriers are free to move in the material. For our purposes here, it is ac-
curate to treat the carriers in a metal, electrons, as a negatively charged gas—a plasma—
conned by the material boundaries. To begin, we will consider the motion of an elec-
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tron [40, 82, 83] of charge e and mass m, in the plasma being driven by an external light
eld at frequency ω, E0e−iωt , whose oscillation is damped with a rate γ . This gives an
equation of motion of for the electron position r, of
mÜr +mγ Ûr = −eE0e−iωt (3.3)
solving by looking for oscillating solutions gives
r(t) = e
m(ω2 + iγω)E0e
−iωt (3.4)
The polarization of a plasma with N electrons per unit volume is P = −Ner. Substituting
into Eq. 3.2 gives
D =
(
ε0 − Ne
2
m(ω2 + iγω)
)
E0e−iωt (3.5)
rearranging Eq. 3.2 gives the dispersion of the dielectric function as
ε(ω) = 1 − Ne
2
ε0m(ω2 + iγω) (3.6)
if we dene the plasma frequency, ωp , as
ωp =
√
Ne2
ε0m
(3.7)
we arrive at the permittivity of a free-electron plasma
ε(ω) = 1 − ω
2
p
ω2 + iγω
(3.8)
This expression for the permittivity is the central result of the Drude-Sommerfeld model
[40, 82, 83]. Eq. 3.8 indicates that for a negligibly damped material, where γ  ω, the
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Figure 3.2: Reectivity of a Drude plasma with negligible damping. Adapted from [83].
permittivity is entirely real (essentially no losses), and simplies to
ε(ω) = 1 − ω
2
p
ω2
(3.9)
The refractive index, n, of a material is n = √εµ, and for non-magnetic media n = √ε .
Since the reection coecient for an interface, R, is related to index of refraction as [44]
R =
n − 1n + 1 2 (3.10)
we can see how R changes as the frequency changes relative to the plasma frequency.
Fig. 3.2 shows that for ω < ωp , a metal is highly reective. This reectivity dispersion is
the result that we are accustomed to in everyday life, and why most mirrors are made of
metal. For higher energy photons, ω > ωp , R → 0, and thus the transmittance increases,
showing the classic ultraviolet transparency of metals.
Inspecting the absorptive nature of the reectivity regime, ω < ωp , of this negligibly
damped plasma is also instructive. For a light wave with wavenumber k = nω/c , propa-
gating in a medium with complex refractive index n˜ = n + iκ
E0ekz−iωt = E0e−κωz/ceiω(nz−t) (3.11)
42
we see that the intensity, I = |E|2, decays exponentially with absorption (decay) constant
as α = 2κω/c . Separating Eq. 3.8 into real and imaginary parts, ε = ε1 + iε2, gives
ε1 = 1 −
ω2p
ω2 + γ 2
& ε2 =
γω2p
ω(ω2 + γ 2) (3.12)
Solving n + iκ =
√
ε1 + iε2 for κ gives the dispersion of the absorption coecient as
α(ω) =
√
2ω2pω
γc2
(3.13)
If instead of the absorption (decay) constant α of the intensity, we want to know the
absorption length for the light electric eld decay into the plasma, E0e−z/δ , with δ = 2/α ,
substituting gives
δ =
√
2γc2
ω2pω
(3.14)
Where δ is the skin depth of the metal, the length over which an AC electric eld decays
by a factor of e as it enters into a metal. For most metals in the visible, the eld decays
extremely quickly with δ < 10nm [82, 83], showing the intense reectivity of metals. An
exponentially decaying eld—a non-radiative eld—is called an evanescent eld.
The Drude-Sommerfeld model is actually quite accurate for most metals in the infrared
region of the spectrum. However, for many metals, especially gold (on which much of this
thesis is focused), there are signicant inaccuracies in the visible. The main contribution
to these inaccuracies comes neglecting interband transitions of electrons from low lying
bands to the conduction band. These transitions are responsible for the recognizable colors
of metals like copper and gold.
To account for interband transitions (bounded electrons), we follow the same proce-
dure stemming from Eq. 3.3 and add a restoring force [40, 82] giving
mÜr +mΓÛr +mω20r = −eE0e−iωt (3.15)
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Figure 3.3: Permittivity dispersion of Au and Ag. Real and imaginary parts of the permit-
tivity, ε , of (a) Au and (b) Ag. Data from Johnson and Christy [84]. Theoretical
values calculated with Eq. 3.17, with parameters from [85, 86].
where Γ is the radiative damping from bound electrons, as opposed to the collisional
damping γ . Solving gives
ε(ω) = 1 + ω˜p
2
ω20 − ω2 − iΓω
(3.16)
where ω˜p is an analogous plasma frequency for the bound electrons. In reality, there may
be more than one single resonanceω0. For multiple resonances, additional Lorentz oscilla-
tor terms at those frequencies are simply added to the expression. Then typically, one adds
the results for free electrons to the result for bound electrons giving the nal permittivity
ε(ω) = ε∞ −
ω2p
ω2 + iγω
+
ω˜p
2
ω20 − ω2 − iΓω
(3.17)
where a constant oset ε∞ is added to account for a constant background polarization in
the ω > ωp region.
We can now compare these theoretical results to measured data. Fig. 3.3 shows mea-
sured data for the real and imaginary parts of the permittivity, ε , of (a) Au and (b) Ag, from
a standard source, Johnson and Christy [84]. To calculate the theoretical values, Eq. 3.17
was used with ve Lorentz oscillator terms with values for model parameters from [85,86].
Fig. 3.3 shows that both qualitatively and quantitatively, there is a good match between
experiment and theory, and importantly most of the major features of the data are cap-
44
tured in the model. However, it is not a perfect reproduction of the data. The rst conclu-
sion I want to draw is that the theoretical results and derivations in this section appear
to suciently capture much of the physics of metal optics and can therefore be used to
help produce insights. On the other hand, because the match is not perfect, for carefully
calculating optical phenomenon involving metals, as I will do repeatedly in this thesis,
measured material data should be used when possible as opposed to a theoretical model.
3.2.2 Plasmons
Conductors can sustain collective oscillations of their free carriers, this phenomenon
is called a plasma oscillation. Mark Fox has an excellent illustrative description of how
such oscillations arise:
[Consider a metal, a negatively charged free-electron plasma surrounding
positively charged lattice ions. If there arises] a small region with with an
excess charge, the charges in that volume would be repelled away by the sur-
rounding charges. The velocity acquired in this process could cause the excess
charges to overshoot their original position, in which case they would then
be pushed back in the opposite direction. This process can lead to oscillatory
motion called plasma oscillations. [83]
Though we will now derive the plasma oscillation frequency using only classical electro-
magnetism, oscillators are quantized. The quantum (quasiparticle) of a plasma oscillation
is called a plasmon.
We begin our derivation of the plasmon frequency, closely following [83], with the
charge continuity equation, where for a metal (free electrons and xed positive lattice
ions) the current is composed exclusively of electrons, giving
∇ · Je = ∂ρe
∂t
= −ε0 ∂E
∂t
(3.18)
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where ρe is the electron charge density, and the second equality came from substituting
Gauss’s Law (Maxwell’s Equations are Eq. 3.1). We then substitute Ampere’s Law, take a
time derivative, and substitute Faraday’s law, giving
∂Je
∂t
+ ε0
∂2E
∂t2
= − 1
µ0
∇ × (∇ × E) (3.19)
Newton’s second law for electrons responding to local electric eld gives eE = −ma. Thus,
noting that the current density is Je = −Nev, and recalling our denition of the plasma
frequency Eq. 3.7, we can rewrite Eq. 3.19 as
ω2pE +
∂2E
∂t2
= −c2∇ × (∇ × E) (3.20)
where we substituted c = 1/√ε0µ0. It is now instructive to break E in Eq. 3.20 into trans-
verse (∇ · ET = 0) and longitudinal (∇ × EL = 0) components [83], rearranging and sepa-
rating gives
ω2pET +
∂2ET
∂t2
− c2∇2ET = 0 (3.21)
ω2pEL +
∂2EL
∂t2
= 0 (3.22)
Solving by looking for wave solutions gives the dispersion relations for the two compo-
nents [83]. For the transverse component, we get the normal dispersion for a transverse
electromagnetic (TEM) wave in the plasma, c2k2 = ω2 − ω2p , showing that there are no
radiative solutions for ω < ωp , which is simply a reiteration of the reectivity shown in
Fig. 3.2.
For the longitudinal component, we get the surprising result that in the plasma, all
longitudinal modes oscillate at the plasma frequency
ω = ωp (3.23)
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Figure 3.4: SPP interface geometry for p-polarization. Materials are ε1 for z < 0 and ε2
for z > 0 with p-polarized incident, E1, and transmitted, E2, light. Adapted
from [40]
This result indicates that bulk (volume) plasmons have frequency ωp , and thus energy
~ωp . Light is a TEM wave, and thus cannot directly couple to bulk plasmons (longitudinal
excitations). Coupling plasmons to light occurs through secondary excitations [40,82,83].
3.2.3 Surface Plasmon Polaritons
For our purposes, far more important than the bulk plasmon, is the surface plasmon
polariton (SPP). SPPs exists at the interface of two materials—on surfaces. A polariton
is the quasiparticle of a photon coupled to a polarized excitation, thus SPPs are surface
plasmons coupled with light. Closely following [40], we derive the dispersion for a SPP
by considering the simple geometry of a light wave, with electric eld E1, incident on
a planar interface between two materials, with the geometry shown in Fig. 3.4. We start
with the Helmholtz equation for a monocrhomatic wave at frequency ω with wavevector
k = ωc kˆ
∇2E + k2εE = 0 (3.24)
We look forp-polarized (TM wave) solutions because s-polarized (TE wave) surface modes
do not exist [82]. Such a wave on either side of the interface is
E =
(
xˆEn,x + zˆEn,z
)
ei(kxx+kn,zz) n = 1, 2 (3.25)
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Enforcing that both sides of the interface be source-free implies that ∇ · D = 0, applying
this to Eq. 3.25 gives the condition
kxEn,x + kn,zEn,z = 0 n = 1, 2 (3.26)
which allows us to reduce Eq. 3.25 to
E = En,x
(
xˆ − zˆ kx
kn,z
)
eikn,zz n = 1, 2 (3.27)
We now match the elds across the interface using the boundary conditions from Maxwell’s
equations (Eq. 3.1). First, the parallel component of E must be continuous, giving
E1,x = E2,x (3.28)
and the perpendicular component of D must be continuous, giving
ε1E1,z = ε2E2,z (3.29)
Eqs. 3.26, 3.28, and 3.29 form a system of equations
©­­­­­­­­«
1 −1 0 0
0 0 ε1 −ε2
kx 0 k1,z 0
0 kx 0 k2,z
ª®®®®®®®®¬
©­­­­­­­­«
E1,x
E2,x
E1,z
E2,z
ª®®®®®®®®¬
= 0 (3.30)
which implies that the only non-trivial solution (kx = 0, no wave, also solves the above
system) is
ε2k1,z = ε1k2,z (3.31)
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We then apply the result of the boundary conditions on Maxwell’s equations for a planewave
across an interface: the wavevector parallel to the interface is conserved [40], giving
k2x + k
2
n,z = εnk
2 n = 1, 2 (3.32)
where k is the vacuum wavevector magnitude, k = 2pi/λ = ω/c . Putting Eq. 3.31 and Eq.
3.32 together nally gives the dispersion relation (along the propagation direction) for an
SPP [40, 82, 83]
k2x =
ε1ε2
ε1 + ε2
(ω
c
)2
(3.33)
and we also get the dispersion relation for the z (perpendicular) component of an SPP
k2n,z =
ε2n
ε1 + ε2
(ω
c
)2
n = 1, 2 (3.34)
Before proceeding, it is important to inspect Eq. 3.33 and see the condition on the
materials necessary for such SPP traveling solutions to exist—for kx ∈ R. To simplify this
discussion, we assume that ε1 & ε2 have negligible imaginary components. An SPP is char-
acterized by decay in z, meaning kn,z ∈ C. Eq. 3.34 implies that the only way to achieve
this decay is by having ε1 + ε2 < 0. Eq. 3.33 indicates that the only way to ensure kx ∈ R
is if ε1ε2 < 0: these two conditions together imply that one material must have a positive
permittivity, and the other must have a negative permittivity with an absolute value ex-
ceeding that of the positive medium [40]. This situation is easily satised at the interface
between many metal (large negative ε) and a insulator-like dielectric (small positive ε)
materials.
If we replace ε1 in Eq. 3.33 with the Drude model permittivity for a metal in the case
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Figure 3.5: SPP dispersion. The dielectric is air (or vacuum), ε2 = 1. The light line, ω =
ckx/√ε2 is indicated by the dashed line. Adapted from [83].
of negligible loss, Eq. 3.9, we can express the dispersion in terms of ωp
kx =
ω
√
ε2
c
√√√ 1 − ω2p
ω2
1 − ω
2
p
ω2 + ε2
(3.35)
Plotting the dispersion (for ε2 = 1, air) in Fig. 3.5 shows two branches. The upper branch,
ω = ωp for kx = 0, is simply the regime of propagation inside the metal. The lower branch
is the SPP branch. At high kx , the SPP frequency asymptotes. To calculate its asymptotic
value, we consider Eq. 3.35 in the limit that kx → ∞, which occurs when ε2 = ω
2
p
ω2 − 1
Rearranging gives ωsp , the surface plasmon frequency [40, 82, 83]
ωsp =
ωp√
1 + ε2
(3.36)
The most important feature to takeaway from Fig. 3.5 is that the SPP branch approaches
the light line (the dispersion of light in the medium) for small kx , but never touches it.
This lack of intersection implies that an external light eld cannot directly excite a SPP.
Instead, special phase-matching techniques to increase the wavevector are needed. These
phase-matching techniques are typically accomplished by using a grating or a prism to
50
create an evanescent eld, which can directly couple to SPPs [40, 82].
Briey, for a given material (ωp is intrinsic), Eq. 3.36 shows that under the conditions
of this derivation, the only extrinsic condition that ωsp depends on is the the dielectric
function of the surrounding medium. Thus, measuring ωsp gives the medium dielectric
constant, and if done precisely, can detect very small changes in the surrounding medium.
This frequency shifting is the basic principle behind SPP refractive index sensors—for an
introduction to the vast literature on this subject see [15, 26, 82, 87–90].
I end my discussion of SPPs by describing their ability to concentrate electromagnetic
elds into nanoscale volumes. This eld connement is perhaps the most compelling rea-
son that plasmonics has become such a large and dynamic eld [23–25]. Eq. 3.34 gives
the dispersion of the z (perpendicular) component of the wavevector of an SPP. For the
evanescent eld with this wavevector, the decay length, zˆ, is 1/kz . Using real material
permittivity for Au [84] at λ = 600 nm, gives zˆ = 29 nm. SPPs can eectively conne
their elds into nanoscale volumes far below the length scale dictated by the diraction
limit. [40, 82].
3.2.4 Localized Surface Plasmon Resonances
Though we derived the properties of SPPs for planar interfaces, SPPs can form for a
variety of geometries. In particular, if conned (unable to propagate), a resonance develops
called a localized surface plasmon resonance (LSPR). In this thesis, I will mainly focus on
LSPRs sustained by metal nanoparticles. Interest in LSPRs has largely been driven by the
many technologies and applications they promise to improve or enable, see the following
reviews are references within for more details [15–22, 26].
LSPRs arise for metal nanoparticles smaller than the wavelength of light [26, 82]. By
conning the SPP to such a small volume, the associated elds become even further con-
ned than for the case of propagating SPPs2. This intense eld localization requires the
2I will henceforth refer to propagating SPPs simply as SPPs. This is not to suggest that LSPRs aren’t
SPPs—which they certainly are—but to have a simple way to distinctly refer to the two phenomena.
51
time
Electric Field
Electron Cloud Positive Cores
Neutral Sphere
Figure 3.6: Light inducing a plasma oscillation of a metal sphere. As the electric eld of
the light wave oscillates, it causes the metal sphere’s electron cloud to oscillate
relative to the stationary positively charged ion cores. Adapted from [26].
eld to bend at extreme angles and thus inherently relaxes the phase-matching problem
of the SPP. Therefore, LSPRs can directly couple with freely propagating radiation. A light
wave inducing a plasma oscillation (LSPR) in a metallic sphere is illustrated in Fig. 3.6.
A complete derivation of the elds assoicated with an LSPR is given in a number of
textbooks [40, 82, 91], where I reccommend [92] for an especially thorough treatment,
and the supplemental material of [26] for an especially clear and easy to follow deriva-
tion. Unfortunately, the standard analytical treatment is not especially generalizable, and
though it can give us some useful insights into LSPRs, misses a lot of important features
as well. With that caveat, here I will present a brief overview for the most straightforward
analytically solvable case, a small sphere.
Consider a small spherical particle of radius a, with a dielectric constant ε in a non-
absorbing medium with dielectric constant εm (εm ∈ R) under monochromatic exciation
E = E0ei(2pix/λ+ωt). If this sphere is suciently small relative to the wavelength of light
(a  λ), then the eld is essentially constant (static) over the volume of the particle—this
condition is the quasistatic approximation. Solving for the electrostatic potential inside
and outside of the sphere gives [82]
Φin = − 3εm
ε + 2εm
E0r cosθ
Φout = −E0r cosθ + p · r4piε0εmr 3
(3.37)
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where p is the particle dipole moment dened as
p = 4piε0εma3
ε − εm
ε + 2εm
E0 (3.38)
indicating that the particle radiates as a dipole. Calculating the dipole moment now allows
us to extract the polarizability using p = εoεmαE0 [82]
α = 4pia3 ε − εm
ε + 2εm
(3.39)
Thus we see that for a small sphere under the quasistatic approximation, the sphere’s
polarizability (and thus its dipole moment) has a resonance when the sphere dielectric
constant is equal to the opposite of twice the medium dielectric constant, ε = −2εm. Be-
cause εm was specied to be non-absorbing, the resonance condition is more specically
Re(ε) = −2εm (3.40)
This equation is known as the Fröhlich condition. Eq. 3.39 indicates that the strength of the
resonance increases as |Re(ε)/Im(ε)| increases—this condition on the materials is an essen-
tial point for plasmonics: lower losses means stronger resonances. Though this derivation
is not restricted to metallic nanoparticles, for a metallic nanoparticle in an oscillating eld,
the mode associated with this resonance is the LSPR [26, 93].
We can connect the polarizability to the absorption and scattering eciencies, Qabs
and Qsca , respectively [21, 82, 92], giving
Qabs = 4kaIm
(
ε − εm
ε + 2εm
)
& Qsca =
8
3 (ka)
4
 ε − εmε + 2εm
2 (3.41)
where the eciency is simply the optical cross-section, C , normalized by the geometric
area (e.g.Cabs = pia2Qabs ) and k is the wavevector. We thus see that the LSPR is a resonant
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Figure 3.7: Theoretical scattering and absorption eciencies of Au and Ag spheres. (Left)
absorption eciency. (Right) scattering eciency. The surrounding medium
is water (εm = 1.77). Spectra calculated with Eq. 3.41, using permittivity data
from [84].
interaction with an external light eld resulting in signicant scattering and absorption.
Fig. 3.7 shows Eq. 3.41 used to calculate the scattering and absorption eciencies of Au
and Ag spheres in water (εm = 1.77) using measured permittivity data from [84]. Fig. 3.7
shows that Au nanospheres have a LSPR in the visible frequency range, with λsca = 531
nm and λabs = 521 nm, and that the LSPR of Ag nanopsheres are nearly in the visible,
with λsca ≈ λabs = 383 nm. In this frequency range, Ag is a much better metal than Au
(|Re(εAд)/Im(εAд)| > |Re(εAu)/Im(εAu)|), and Fig. 3.7 conrms our insight from Eq. 3.39:
that Ag will have a stronger and higher quality (narrower linewidth) resonance than Au.
As was discussed for SPPs, LSPRs are excellent refractive index sensors. The Fröhlich
condition (Eq. 3.40) shows that, as was the case for the resonance frequency of SPPs, for
a given nanoparticle, the only extrinsic factor that shifts the resonance is the dielectric
constant of the surrounding medium. LSPRs can be very precisely measured [94–96], and
refractive index sensitivity down to the single-molecule level is regularly achieved [15,26,
82, 87–90]. This sensing function is one the most important technological applications of
plasmonics.
On resonance, LSPRs concentrate the incident eld into nanoscale volumes near their
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surface. To see this concentration eect, we take the gradient of Eq. 3.37 (E = −∇Φ) giving
[82]
Ein =
3εm
ε + 2εm
E0 & Eout = E0 +
3n(n · p) − p
4piε0εmr 3
(3.42)
and we see that on resonance (at the Fröhlich condition), both the internal and external
elds are greatly enhanced3. Furthermore, the external eld decays as r 3, resulting in the
connement of these enhanced elds to a nanoscale volume about the nanoparticle.
So far, we have only discussed the case of a small spherical particle. Vast categories
of other objects (particles, voids, wires, etc.) can sustain LSPRs. Furthermore, a particle
sustaining an LSPR is not conditional on meeting the quasistatic limit (on which I have
relied here). This approximation is simply a convenient tool to make analytical treatments
more tractable. For an introduction to how important parameters like material, shape,
dielectric environment, and size aect the LSPR, I recommend starting with [26, 97–102].
In general, as shapes become less symmetric, degeneracy decreases and LSPR modes are
separated. As particles get bigger, their LSPRs tend to redshift (move to lower energies)
and higher order modes (quadrupole modes for instance) become more prominent. As
is clear from Eq. 3.36, the LSPR wavelength moves in the same direction as the medium
refractive index: a higher refractive index medium redshifts the resonance, whereas a
lower medium refractive index blueshifts the resonance.
Field concentration into nanoscale volumes upon resonant excitation is exactly what
was meant by “converting free-propagating optical radiation to localized energy” [16]
in Novotny’s denition of an optical antenna. In the following section we will complete
this discussion of how metal nanoparticles, enabled by their LSPR, function as optical an-
tennas, by discussing the converse direction, in which optical antennas convert localized
energy into free-propagating optical radiation.
3Formally, it is mostly electromechanical, not electromagnetic energy which is being conned about the
nanoparticle [20].
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3.3 Emission Modication
Basic quantum electrodynamics (QED) shows that the energy levels of an atom or
molecule are stationary solutions to Schrödinger’s equation and therefore in isolation, an
excited state will never decay [18,40,103,104]. Coupling this excited state to the quantized
radiation eld enables the process of spontaneous emission. In his landmark work [105],
Purcell extended this insight by considering the problem of a radio emitter coupled to a
resonant circuit. The Purcell eect (as it has come to be known) showed that not only is
coupling to an environment necessary for spontaneous emission, but in fact, under certain
conditions, the environment can drastically modify the emission.
Most work on the Purcell eect prior to the rise of plasmonics, considered emitters
coupled to resonant cavities. Though not a perfect analogy, many of the insights from
resonant cavities can be mapped on to optical antennas. This analogy is easiest to under-
stand by viewing cavities and optical antennas as both special cases of optical resonators.
I particularly like the work of Mario Agio in making this point and eshing out the com-
parison, and I recommend starting with [18, 106]; Matt Pelton also has a very clear and
easy to follow explanation of this analogy [104]. For a history of the development of this
work, see the introduction in [107].
To see how an LSPR modies the spontaneous emission rate of a coupled emitter, I
will reproduce here a brief derivation of the Purcell eect from [106]. At the outset, I note
that this is not a perfect description of the system under investigation in this thesis: a
plasmonic optical antenna interacting with a single uorescent molecule. However, the
following derivation does captures some of the general principles of this system and is
useful for understanding the origins of emission modication. After the derivation, I will
detail how the results deviate from a real system.
In free space, the quantized electromagnetic eld at a position r for wavevector k can
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be written as [106, 108]
E(r) = i
∑
µ
√
~ωµ
2ε0V
eµ
(
aˆµeik·r − h.c.
)
(3.43)
which is a sum over modes µ, in the quantization volume V , with polarization vector e.
The annihilation operator is aˆ, and h.c. denotes the Hermitian conjugate. Fermi’s golden
rule allows us to calculate the decay rate, Γ0, for an emitter coupled to this quantized eld
Γ0 =
2pi
~
∑
µ
~ωµ
2ε0V
|d · eµ |2δ (~ω − ~ωµ) = 2pi3ε0ωd
2д0(ω) (3.44)
where we have introduced the emitter dipole moment d = dˆd and dened the density of
photonic states (DOS) as д0(ω) = ω2/(2pi 2~c3). The Purcell eect describes how the decay
rate changes when the emitter is coupled to a resonator, in which case the emitter does
not necessarily couple to planewaves (eik·r in Eq. 3.43), but rather couples to the modes of
the resonator, αµ(r). The quantized eld is then [106, 108]
E(r) = i
∑
µ
√
~ωµ
2ε0
(
aˆµαµ(r) − h.c.
)
(3.45)
where the resonator modes are normalized by the volume, and thus |αµ(r)|2 corresponds
to the probability of nding a photon at position r. Applying Fermi’s golden rule allows
us to calculate the decay rate, Γ, for an emitter coupled to a resonator
Γ =
2pi
~
∑
µ
~ωµ
2ε0
d · αµ(r)2 δ (~ω − ~ωµ) (3.46)
If we now assume that the emitter is has a Lorentzian line shape4 much narrower than
the cavity line width, γ , the emitter is resonant with only one mode α(r), and |E · d|2 is
4A Lorentzian line shape is L(ω) = 1pi γ(ω−ω0)2+γ 2
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maximal, then the DOS is [106]
д(ω) = 2
pi~γ
=
2Q
pi~ω
(3.47)
where Q = ω/γ is the quality factor of the resonance. If we dene the mode volume as
Vµ = 1/|α(r)|2, we can rewrite the decay rate as
Γ =
2d2Q
ε0~Vµ
= FΓ0 (3.48)
where F is the Purcell factor [106]
F =
3
4pi 2λ
3 Q
Vµ
(3.49)
This result is central to this derivation. To enhance the spontaneous emission decay rate
of an emitter coupled to a resonator for a given wavelength, the gure of merit is the
Purcell factor, which scales as the ratio of the resonator quality factor to the mode volume
Γ
Γ0
∝ F ∝ Q
Vµ
(3.50)
One can qualitatively understand the Purcell factor by viewing Q as a measure of the
spectral energy density of the resonance andVµ as a measure of the spatial energy density
of the resonance [109].
Plasmonic optical antennas, characterized by their LSPR, tend not to have largeQ (es-
pecially in comparison with dielectric microcavities). Typically Q . 102 [110]. Inspecting
any LSPR spectra shown in this thesis, shows that most appear somewhat broadband, in-
dicating a relatively low quality factor. LowQ , might lead one to conclude that plasmonic
antennas are not a good choice for increasing spontaneous decay rates, but this faulty
conclusion ignores the denominator in Eq. 3.50.
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As discussed in Sec. 3.2, plasmonic antennas excel at conning external electromag-
netic elds to nanoscale volumes. This eld connement occurs by transferring the elec-
tromagnetic energy into the plasmon mode, which itself has an extremely small physical
mode volume. A lossy resonator like a plasmon mode is quite dierent from the resonator
modes typically considered in Purcell eect discussions; taking such dierences into con-
sideration to calculate an eective mode volume requires a careful treatment. In [109],
Stefan Maier showed that the small physical mode volume of a plasmon does indeed im-
ply a small eective mode volume consistent with the Purcell eect. Therefore, although
plasmonic optical antennas do not typically have large quality factors, their extremely
small mode volumes can indeed produce signicant increases in the spontaneous decay
rate of a coupled emitter.
This discussion of the Purcell eect for LSPRs is useful to illustrate the basic mecha-
nism of emission enhancement and to give general design principles for the eect. How-
ever, a rigorous analysis of an emitter coupled to a plasmonic optical antenna highlights
some aws in this discussion. Femius Koenderink showed [110] that several key assump-
tions that go into describing the Purcell eect are not valid for LSPRs. Importantly, he
found that a Purcell eect description of emission modication tends to underestimate
the increase in the decay rate [110]. That is, plasmonic optical antennas are more eective
at increasing the decay rate of a coupled emitter, than an analysis entirely based on the
Purcell eect would indicate.
Finally, I want to note that a useful picture for understanding emission modication
is that the antenna (resonator) modifys the local density of (photonic) states (LDOS). Re-
visiting Eq. 3.48 and dening the LDOS as ρ(r,ω) = д(ω)|α(r)|2, gives [106]
Γ =
pid2ω
ε0
ρ(r,ω) = ρ(r,ω)
ρ0(r,ω)Γ0 (3.51)
where ρ0 is the free-space LDOS. Therefore, an antenna needs only to modify the LDOS
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to modify the decay rate of a coupled emitter. The antenna can be entirely passive, and in
the case of a plasmonic optical antenna, the plasmon occupation number can be zero (the
antenna need not be externally excited).
We have now seen that an LSPR can lead to increasing the spontaneous decay rate of
a coupled emitter. This is exactly what was meant by “vice versa” in Novotny’s denition
of an optical antenna as “a device designed to eciently convert free-propagating optical
radiation to localized energy, and vice versa” [16]. Together with the eld connement
described in Sec. 3.2, we have now completely described how a metallic nanoparticle, en-
abled by its LSPR, can be accurately described as an optical antenna.
3.4 Simulating Optical Antennas
Electromagnetic optical antenna phenomena can only be solved purely analytically
for very simple problems and under many (often restrictive) approximations [40]. Thus,
numerical approaches are required to predict the full electromagnetic eects associated
with optical antennas. Understanding these eects is essential for engineering optical an-
tennas, elucidating or complementing experimental results, and advancing the science
and technology of optical antennas.
There are many dierent approaches to numerically simulating electromagnetic phe-
nomena. Some of these approaches even naturally integrate other physics into the sim-
ulation, and many of them have easy to use commercial implementations. I will not re-
view all of these approaches, just briey mention a few popular techniques. For com-
prehensive reviews and references for each technique see [111–116]. The multiple mul-
tipole method (MMP) and the volume integral method are well-known semi-analytical
approaches [40]. Popular entirely numerical approaches are the FDTD method, the nite
element method (FEM), the discrete dipole approximation (DDA), and the boundary ele-
ment method (BEM). In this thesis, I have exclusively used the FDTD method, and will go
over it in detail in the next section, but here I will rst make a quick comparison between
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FDTD and FEM.
In FDTD, the simulated objects are spatially discretized and the elds are solved for at
sequential time points after an pulse of electromagnetic energy is inputted. A benet of the
FDTD method is because it is a time domain method, a single simulation gives broadband
spectral information (from a Fourier transform of the result). A drawback is that the spatial
discretization requires a rectangular grid, which imposes a signicant trade-o between
high spatial discretization and simulation speed.
FEM approaches also spatially discretize simulation objects, but instead of solving for
the elds in the time domain, most implementations solve for the elds in the frequency
domain [117]. Therefore, a signicant drawback is that calculating spectra requires run-
ning a series of simulations at dierent frequencies. A major benet of FEMs is that, un-
like the FDTD method which is unique to electromagnetism, FEM is a general approach
to numerically solving PDEs, and thus multiphysics simulations based on the FEM are
straightforward to implement5. Another major benet of FEM compared with FDTD is
that the grid need not be rectangular, and thus high spatial discretization can be locally
implemented, reducing the trade-o between high spatial precision and simulation time.
3.4.1 The FDTD Method
The FDTD method, introduced by Yee in 1966 [118], has become one of the most popu-
lar methods for numerically calculating electromagnetic phenomena [111]. Its popularity
is partly due to its ease of use and high stability and accuracy. Here, I briey overview the
method, and in particular, detail how I use FDTD to calculate optical antenna phenomena
in this thesis. For more detailed descriptions of the method, I reccommend [119–121].
In FDTD, the simulation objects are spatially discretized giving a discrete three-dimensional
map of the permittivity and permeability, ε(x ,y, z) and µ(x ,y, z). As illustrated in Fig. 3.8,
the electric and magnetic elds are solved for in a leapfrog fashion throughout the sim-
5COMSOL Multiphysics is a very popular implementation of FEM capable of simulating a wide variety
of physical phenomena.
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Figure 3.8: The FDTD Yee grid. The electric and magnetic elds are leapforgged to
solve for each other throughout the discretized simulation space. Figure from
FDominec under Creative Commons BY-SA 4.0 [122].
ulation space: one is solved for and used to update the other through Ampere’s Law and
Faraday’s law (Eq. 3.1). Starting with the magnetic eld at a given point, the electric eld
is solved for at the surrounding voxels, which then is used to solve for the new magnetic
eld values at the surrounding voxels, and so on. As a function of time, this process is
repeated every half time-step so that the eld values as a function of time are accounted
for.
A source of electromagnetic energy must be input to the simulation. Typically, a short
pulse of energy is input, giving a spectrally broadband response. The algorithm solves
for the electric and magnetic elds at every voxel as a function of time until a stopping
condition is met. The stopping condition can be something simple, like carrying out the
simulation for a set amount of time (wall time or simulation time). Most typically though,
the stopping condition is looking for an indication of convergence to the steady-state so-
lution, for instance, the time derivative of the eld components being very small. The
somewhat surprising implication of this stopping condition, is that simulation times can
depend strongly on the physical properties of the system being simulated, and in partic-
ular on how fast the pulse is dissipated.
The power of simulations is that you are free to precisely specify all of the parameters
of the system under investigation, even if such arrangements are nearly impossible to
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create in a laboratory. This freedom though, does not extend to breaking relevant6 laws
of physics. An interesting example of this requirement is that in because FDTD is a time-
domain method, material properties must obey the Kramers-Kronig relations, ensuring
that causality is preserved [123].
In FDTD, like most other simulation techniques, the simulation volume is bounded.
Therefore, simulation volumes must be truncated, and this truncation must be carefully
implemented to ensure that it does not inuence the simulation. An easy to way to see
how this might happen is to consider the case of reective boundary conditions. Such a
situation is equivalent to placing the simulation objects inside of a cavity. So unless simu-
lating a cavity is the goal, it is essential to ensure that boundaries have very little reection.
To approximate an open space in FDTD, typically absorbing boundaries are used, and the
perfectly matched layer (PML) technique [124, 125] is the most popular choice. Periodic
boundary conditions (in one or more dimension) can also be used to simulate periodic
structures.
Finally, as I have already noted, in most FDTD implementations, the elds are solved
for over a rectangular grid and this imposes a strict trade-o between accuracy, speed,
and simulation size. A higher density of voxels (more grid points) gives a more accurate
simulation. Due to the rectangular grid though, even if a local region is the only region in
the simulation requiring high accuracy (for instance the conned elds about a plasmonic
nanoparticle), the rectangular grid requires that the density of grid points along perpen-
dicular dimensions is equal to the density in that region. The elds must be calculated
at every grid point, so increasing the number of grid points means increasing the time
required to run the simulation. Therefore, in order to keep simulation times reasonable,
the simulation volume is kept as small as possible.
The implication of this trade-o between accuracy, speed, and simulation size is that
6By relevant, I mean relevant to the computational approach. For instance, in an electromagnetic simula-
tion like FDTD, an object being at absolute zero temperature is inconsequential (for instance if temperature-
dependent material properties are used), whereas trying to introduce a magnetic monopole would cause
problems.
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Figure 3.9: Optical antenna simulation geometries. (a) Simulating elds about a nanopar-
ticle under planewave excitation. (b) Simulating nanoparticle scattering un-
der planewave excitation. (c) Simulating emission modication from a dipole
source. Dashed lines indicate eld measurements and solid boxes indicate
power ux, P , measurements.
the FDTD method is extremely well suited to studying localized phenomena—electromagnetic
phenomena in the near eld, the focus of nanophotonics7. However, if one wants to study
far eld eects of nanophotonics, there is a way around this problem. By solving for the
elds in the near eld and then employing near-to-far eld transformations [126] based
on the electromangetic equivalence principle [127], a compact FDTD simulation volume
can accurately simulate far eld eects.
In this thesis, I have exclusively used the commercial package FDTD Solutions by
Lumerical Inc. [128].
3.4.2 Basic Simulation Geometries
The majority of simulation geometries I have used in this thesis can broadly be catego-
rized into the three geometries shown in Fig. 3.9. These illustrations are simply meant to
give a general sense of geometries, and are neither comprehensive nor detailed. Further-
more, FDTD solves E and H at all points in space and time, and the “measurements” I refer
to are more like data analysis—pulling out specic pieces of information from the larger
whole. That being acknowledged, Lumerical FDTD Solutions keeps simulation memory
7This specicity is one of the main reasons why I and many other researchers studying nanophotonics
have chosen this technique over other choices.
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down by not saving the elds at all space and time points. Rather, simulation “measure-
ments” are instructions to the program about what data to save.
The rst general geometry useful for simulating optical antennas is shown in Fig. 3.9a.
This geometry is representative of how one might simulate the elds about an optical
antenna under planewave excitation. This simulation represents the forward direction
of Novotny’s denition of an optical antenna, a device which converts free-propagating
optical radiation to localized energy. In the simulation, a planewave is used to mimic a far
eld excitation like a laser or a white light lamp. Then, the elds of interest are recorded.
Fig. 3.9a indicates recording the electric eld distribution through the center plane of a
gold nanorod.
A second general category of simulation geometry is the scattering-type simulation
shown in Fig. 3.9b. These simulations rely on the total-eld/scattered-eld formulation
[126], which removes the incident eld from outside of a given area leaving only the
scattered elds. In this way, the scattered elds or power can be easily measured. This is
extended to also give power absorbed by the antenna. Also, to more accurately simulate
a real optical measurement [129], it is frequently more accurate to calculate the power
scattered to the far eld in a certain direction and for certain angles, using a near-to-far
eld transformation.
Scattering simulations provide a nice example of the importance of accurately rep-
resenting the system being simulated. Measuring scattering from a single nanoparticle
with a normally incident planewave, as shown in Fig. 3.9b, is not how single-nanoparticle
scattering spectra are typically experimentally measured. In all of the papers that I have
worked on for this thesis [35–37, 130], single-particle scattering spectra are measured in
a dark-eld conguration [131], as is typical for our eld [95, 96]. Most dark-eld cong-
urations8 use a highly-inclined annular excitation geometry. For particles whose scatter-
ing spectra is dominated by their dipole mode (i.e., for particle that meet the quasistatic
8Interestingly the dark-eld conguration is not restricted to optical microscopy, electron microscopes
for example can also be operated in such a dark-eld conguration [132].
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Figure 3.10: Gold nanotriangle scattering spectra. The black curves are measured dark-
eld scattering spectra and the blue curves are FDTD simulated scattering
spectra. Nanotriangle side lengths are (a) 85 nm, (b) 130 nm, and (c) 145 nm.
Insets are SEM images of the nanotriangles with 100 nm scale bars. From [36],
©American Chemical Society.
approximation), the dierence in excitation geometry does not largely aect the result.
However, in the case of larger particles, whose higher order modes are important, the dif-
ference is signifcant; this eect was rst pointed out in [133] and is thoroughly detailed
there.
Finally, Fig. 3.9c shows a typical geometry for simulating emission modication. An
electric dipole source is used to simulate the light emitted from a point source. Keeping
track of the power ux from the dipole source, the power absorbed by the nanoparticle,
and the power radiated away, and comparing these values to a reference simulation of the
dipole source alone, gives a full picture of the modied emission. I will present a thorough
discussion of calculating emission modication in Chap. IV. Additionally, one may want
to know the power radiated to the far eld or the shape of the emission, in which case a
near-to-far eld transformation is imperative.
To end this section, I consider a specic example of simulating an optical antenna
with FDTD. In [36], we studied gold nanotriangle (NT) optical antennas. Fig. 3.10 shows a
comparison between the measured and simulated scattering scattering spectra. I simulated
these triangles with a normal incidence source for simplicity. These triangles were fairly
complex to simulate as their shape is not simple, they lay on top of a wetting layer made
of Ti, and on a glass slide coated with indium tin oxide (ITO). Taking all of this complexity
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into account allowed for very accurate matches between the simulated and experimentally
measured scattering spectra. In general the FDTD method allows for extremely accurate
simulations of optical antennas, even for highly complex structures.
3.5 Gold Nanorods
In this section, I focus a specic plasmonic optical antenna, the gold nanorod (GNR).
The rst purpose of this section is to give an overview of GNRs, which are the predominant
plasmonic optical antennas used in this thesis. Its second, and more general purpose, is to
give an example of a specic plasmonic optical antenna, and show some of the complexity
of its function as an optical antenna.
The GNR may be the most widely used, and scientically and technologically impor-
tant, plasmonic optical antenna. For an overview of the literature on GNRs see the follow-
ing reviews [134–141], or any of the more general LSPR references I’ve cited in this thesis,
for example [15–22, 26]. GNRs are are being used in applications ranging from computer
memory [142,143], to disease diagnosis and therapy [28,29,144], to uoresence enhance-
ment [145–147], to novel laser sources [148,149]. Working on GNRs promises both a rich
literature to build, on and broad impacts for new insights and developments. In my view,
the main reasons that GNRs are so popular, are their facile synthesis (and thus inexpen-
sive commercial availability), physical and chemical stability, tunable (relatively high Q)
LSPR from the visible through the NIR, and broad chemical functionalizability.
A GNR is, as its name suggests, a rod-shaped nanoparticle made of gold. Fig. 3.11a and
b show a reconstructed electron microscopy image of a single GNR, from [150]. As this
gure shows, real GNRs have crystal faces, however GNRs are typically approximated as
a cylinder with hemispherical caps. Fig. 3.11c shows a cartoon of a GNR illustrating the
cetrimonium bromide (CTAB) bilayer that solubilizes most GNRs, including the ones used
in this thesis.
An analytical solution for the polarizability of a small metal cylinder with hemispher-
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Figure 3.11: GNR morphology. (a) and (b) Scanning transmission electron microscope
(STEM) images acquired with a high-angle annular dark eld (HAADF) detec-
tor [132,150]. From [150], ©American Chemical Society. (c) Cartoon showing
CTAB bilayer around a GNR.
ical caps, similar to the derivation in Sec. 3.2.4 for a sphere, does not exist. However, if we
approximate the shape as a ellipsoid, x2
a21
+
y2
a22
+ z
2
a23
= 1, with semiaxes a1,a2,a3, we can
derive the polarizability along each axis , αi for i = 1, 2, 3, like Eq. 3.39 as [82, 92]
αi = 4pia1a2a3
ε − εm
3εm + 3Li(ε − εm) (3.52)
where Li is a geometrical factor given by [82, 92]
Li =
a1a2a3
2
∞∫
0
dq
1
(a2i + q)
√
(q + a21)(q + a22)(q + a23)
i = 1, 2, 3 (3.53)
where the three Li aren’t independent, since
∑
Li = 1. For a sphere, a1 = a2 = a3 and
L1 = L2 = L3 = 1/3, and Eq. 3.52 reduces to Eq. 3.39. The resonance condition for Eq. 3.52
is
Re(ε) = εm
(
1 − 1
Li
)
i = 1, 2, 3 (3.54)
conrming the general principle for LSPRs mentioned earlier: that as shapes become less
symmetric, degeneracy decreases, and LSPR modes are separated, resulting in the ellipsoid
having three distinct LSPR modes.
A GNR has more symmetry than a general ellipsoid, with two equal semiaxes. Setting
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Figure 3.12: GNR scattering spectra and LM scaling. (a) Dark-eld scattering spectra and
FDTD simulated scattering spectra (b) Scaling relationship for the LM LSPR
relative to GNR aspect ratio. b modied from [139] using data from [151],
©Elsevier B.V.
a1 as the long axis and a2 = a3 ⇒ L1 > L2 = L3, which in turn implies that the GNR
has two LSPR modes. They correspond to plasma oscillations along the two symmetry
axes. The mode corresponding to oscillations along L1, the longitudinal (long) axis, is
the longitudinal plasmon mode (LM), and the mode corresponding to oscillations along
L2, the transverse (short) axis is the transverse plasmon mode (TM). Fig. 3.12a shows a
typical scattering spectra from a single GNR.
I mentioned that GNR LM is are easily tuned by synthesizing rods with varying aspect
ratios, to see how this works, we evaluate Eq. 3.53 dening the ellipsoid eccentricity as
e =
√
1 − a22/a21, giving [92]
L1 =
1 − e2
e2
(
1
2e ln
1 + e
1 − e − 1
)
(3.55)
The takeaway is that L1 depends on the eccentricity, e (or equivalently the aspect ratio
a1/a2). Using Eq. 3.54 connects L1 to the resonance, showing that for a GNR, the resonance
depends only on the aspect ratio! If we substitute the metal permittivity with the Drude
model Eq. 3.9 (which in wavelength is just ε = 1 − λ
2
p
λ2 ) we can calculate how the LSPR
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shifts [139]
λLM = λp
√
1 + εm
(
1
L1
− 1
)
(3.56)
Fig. 3.12b (modied from [139]) shows a comparison between this theoretical analysis
and experimentally measured LM resonances, using data from [151]. Though the theory
consistently underestimates the LM wavelength, it does correctly predict the well known
(approximately) linear relationship between the aspect ratio and LM wavelength. The TM
does not move with aspect ratio, staying at the sphere LSPR frequency.
An essential fact about the GNR LSPR modes is they are polarized. Consider the LM,
which corresponds to plasma oscillations along the long axis of the GNR. Such a plasma
oscillation cannot be induced by a linearly polarized excitation polarized perpendicular to
the longitudinal axis (parallel to the transverse axis) as no electric eld oscillations occur
in the direction of the such plasma oscillations! Similarly, to most eciently excite the
LM, a linearly polarized excitation should be polarized parallel to the longitudinal axis.
The GNR polarization properties are easy to understand by recalling that the two GNR
modes are dipole modes, meaning they absorb and radiate like electric dipoles. We can
dene an eciency for exciting a LSPR, ηex , which goes as
ηex ∝ |p · E|2 (3.57)
where p is the LSPR dipole moment and E is the excitation electric eld. The two modes
also scatter and emit as an electric dipole, where a similar collection eciency can be
dened by replacing E with a vector along the collection angle(s). Fig. 3.13 shows the
polarized nature of the GNR modes.
Fig. 3.13a shows the intense eld connement characteristic of plasmonic optical an-
tennas. The eld intensity decays away from the nanoparticle with a decay length of ∼10
nm. Furthermore, the vector map in Fig. 3.13a shows the extreme eld bending character-
istic of the elds about a plasmonic nanoparticle. Recall that this extreme eld bending
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Figure 3.13: GNR eld maps and polarized scattering. (a) Simulated eld maps for a GNR
under linearly polarized excitation and wavelength corresponding to each
mode. (b) Measured dark-eld scattering from a single GNR as a function
of detection polarization (angle relative to the transverse mode).
inherently relaxes the phase-matching problem of the SPP, enabling LSPRs to couple di-
rectly to radiation.
In this section, we have seen that GNRs are an extremely popular and useful plasmonic
optical antenna. They sustain two LSPRs, with the dominant mode, the LM, tunable from
the visible through the NIR. Furthermore, like all plasmonic optical antennas, GNRs con-
ne incident elds to extremely small volumes near their surface. The two GNR modes
are high polarized (as dipoles) perpendicular to each other. In Chap. VII, I present a de-
tailed investigation of how the excitation polarization aects the uorescence of proximal
(coupled) single molecules.
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CHAPTER IV
Predicting Fluorescence Enhancement
The term uorescence enhancement encapsulates many dierent modications of u-
orescence. Enhancement does not strictly mean an increase in the brightness of a uo-
rescent molecule, where brightness is the rate of photons emitted radiatively (photons
emitted when an electron decays from S1 → S0 in Fig. 2.5). Few optical antenna systems
are successful in only increasing the brightness of coupled emitters, and never decreasing
the brightness. Therefore uorescence enhancement is usually understood to mean any
change in brightness (increase or decrease), with enhancement > 1 meaning an increase
in photons and enhancement < 1 meaning a decrease.
Fluorescence enhancement is a big eld, with many researchers working on many
dierent approaches to enhance uorescence for many dierent applications and tech-
nologies. For an introduction to this literature, see the following reviews [8,107,152,153].
This chapter will focus specically on predicting the enhancement of single-molecule u-
orescence coupled to a plasmonic optical antenna.
This chapter will start with a discussion of how uoresence enhancement is typically
predicted. I will then point out the approximations that this approach relies on and then
move onto detailing a complete theory. Next, I will cover my extensions and applications
of this theory to accurately predict real experiments. Finally, the chapter will close with an
example, applying this theoretical and computational framework to a real system, Cy5.5
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coupled to a GNR in a PAINT experiment, which is the subject of the experiments pre-
sented in Chap. VII.
4.1 The Standard Approach to Predicting Fluorescence Enhance-
ment
4.1.1 Fluorescence Near Metal Surfaces
Plasmonic uorescence enhancement is an old eld. Work going back to the 1960’s
has been investigating how uorescence is modied by coupling to surface plasmons. As
this work began far before the rise of nanotechnology, and even before microfabrication
was very advanced, the early plasmonics literature was mostly concerned with how the
uorescence (or luminescence) of an emitter proximal to a metallic surface was modied.
Interestingly, this work discovered that rough metal surfaces (which eectively produced
LSPRs) had some dierent properties than smooth metal surfaces like a mirror.
The most well known example of this work is from Drexhage [154, 155] investigating
the dependence of uorescence brightness, lifetime, and angular emission, on distance
to a metal surface. This kind of experimental work inspired Chance, Prock, and Silbey
[156, 157] to develop a detailed theoretical model of the eect. Importantly, the model
of Chance, Prock, and Silbey did explicitly include the emitted light coupling to SPPs. By
using t parameters in their model, they were able to accurately match experimental work.
Fig. 4.1 shows Chance, Prock, and Silbey’s theory t to experimental data. Fig. 4.1 also
shows a very important fact about uorescence enhancement: the distance to the metal
is essential. In this case, by simply varying the distance, the lifetime is either increased
or decreased. For more information on understanding the uorescence enhancement by a
metallic surface see the following reviews [158,159], and in particular, I recommend [160].
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Figure 4.1: Fluorescence lifetime distance dependence near a mirror. Dots are experimen-
tal data, the dashed line is an approximate theory, and the solid line is the exact
theory of Chance, Prock, and Silbey. From [156] ©John Wiley & Sons, Inc.
4.1.2 Plasmonic Optical Antennas
As nanotechnology matured, studies of uorescence enhancement shifted from focus-
ing on metal surfaces to plasmonic optical antennas. This section is focused on a general
overview of how this coupling is typically calculated.
A typical expression for the measured uorescence signal, S0, from a uorescent molecule
with quantum yield, η0, well below saturation, and excited monochromatically at ωL is
[152, 153, 161–163]
S0 = ξη0 |p(ω) · E0(ωL)|2 (4.1)
where ξ is the collection eciency of the detection system. The molecule transition dipole
moment is p(ω) = |p(ω)|pˆ, where |p(ω)| is the absorption (excitation) spectrum of the uo-
rescent molecule, and pˆ is its orientation. The excitation electric eld is E0(ωL). Because the
excitation is monochromatic, the only value in the excitation spectrum that contributes
is at ωL ⇒ p(ω) → p(ωL).
We dene the enhancement factor, д, as the ratio of this uorescence signal in the
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presence of the plasmonic optical antenna, S , to the signal in its absence, S0
д =
S
S0
=
η
η0
|p(ωL) · E(ωL)|2
|p(ωL) · E0(ωL)|2
(4.2)
where ξ , from Eq. 4.1, has canceled out. We can break д into the product of the excitation
and emission enhancement factors, дexc and дem, which highlights the utility of Novotny’s
denition of an optical antenna.
To calculate, дexc , one compares the enhanced eld about a plasmonic optical antenna
to the original eld. Because the eld around an antenna changes very quickly over short
distances, it is important to keep track of the location of the molecule. For a molecule at
position r0, дexc is [34, 40, 152, 161–167]
дexc(ωL) = |p(ωL) · E(r0,ωL)|
2
|p(ωL) · E0(r0,ωL)|2
(4.3)
where E(r0,ωL) is the local electric eld about the nanoparticle. The elds can be cal-
culated any number of ways, with the simplest (and most complete) approach being to
directly simulate them (for instance with an FDTD simulation as in Fig. 3.9a). This for-
mulation is largely accurate, though its applicability to a wide range of experiments is
limited. I will discuss this limitation in further detail in the next section.
Calculating the emission enhancement is less simple, and has been attempted with a
variety of dierent approaches and approximations. The standard treatment is to deter-
mine a modied quantum yield η, often called the antenna eciency, which is calculated
similarly to the unmodied quantum yield η0:
ηo =
γr0
γr0 + γnr0
(4.4)
whereγr0 andγnr0 are the unmodied radiative and non-radiative decay rates respectively.
It is well accepted that the intrinsic nonradiative decay rate of the molecule does not
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Ptot
PR
Ptot0
PR0a b
Figure 4.2: Classical dipole power ux calculation. Power radiated to the far eld, PR , is
calculated as the ux through the outer box. The total power input into the sim-
ulation, Ptot , is calculated as the ux through a box around the dipole source.
Appending 0 in the subscript indicates the reference calculation. (a) Reference
simulation with no antenna (b) Actual simulation with the antenna. Adapted
from [161] ©IOP Publishing
change upon coupling to a plasmonic optical antenna [34,40,152,161–168]. However, the
antenna has its own non-radiative decay pathways (for a metallic antenna, non-radiative
pathways are dominated by Ohmic losses). To emphasize that this non-radiative pathway
is radiative energy being transferred from the molecule to the antenna, which is then lost
non-radiatively, we call this rate the energy transfer rate, γET . Therefore, the modied
quantum yield is
η =
γr
γr + γET + γnr0
(4.5)
Calculating uorescence decay rates directly is a dicult quantum calculation. Instead,
ratio equivalences with classical results are typically used. Calculating the power ux
through the boxes drawn in Fig. 4.2 allows us to relate these classically dened quantities
to the quantum decay rates as
PR
PR0
=
γr
γr0
& PET
PR0
=
γET
γr0
(4.6)
where the absorbed power is simply PET = Ptot − PR . These equivalencies were rigorously
derived in [169], and are the standard way to classically calculate the rates [34, 40, 152,
161–167]. The energy transfer rate is normalized relative to the radiative rate because the
antenna does not modify the molecule non-radiative rate.
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For simplicity, a single-frequency emission approximation is typically used—this is
the main approximation we will correct in the following section. The frequency chosen
is usually the emission maximum of the uorophore, though, the LSPR of the antenna,
or even the laser frequency, are also occasionally used. As the powers are evaluated at a
single frequency, ωem, under this approximation Eq. 4.6 is more precisely
PR(ωem)
PR0(ωem) =
γr
γr0
& PET (ωem)
PR0(ωem) =
γET
γr0
(4.7)
As we cannot classically directly calculate the rates, only the ratios as modied by the
presence of the antenna, we have to rewrite Eq. 4.5. Dividing top and bottom by γr0 and
rearranging with Eq. 4.4 gives [164]
η =
γr
γr0
γr
γr0
+
γET
γr0
+
1−η0
η0
=
PR (ωem)
PR0(ωem)
PR (ωem)
PR0(ωem) +
PET (ωem)
PR0(ωem) +
1−η0
η0
(4.8)
which is now cast in terms of the classically calculated power uxes from Fig. 4.2 and
the molecule’s experimentally measured quantum yield η0. Despite the single-frequency
emission approximation, this model frequently does fairly well matching some experi-
ments.
Fig. 4.3 shows two examples from the literature where this approximate theory pre-
dicts the experimentally measured uoresence enhancement remarkably well. The rst
example, Fig. 4.3a - c from [167], shows an important feature of uoresence enhance-
ment, which is a strong dependence on the antenna resonance frequency. In the single-
frequency approximation in Eq. 4.8, this spectral dependence is only dependent on how
antennas with dierent resonances concentrate the laser (λL = 633 nm) and enhance the
emission at the chosen emission frequency (λem = 665 nm, corresponding to the max of
the dye Cy5). The second example, Fig. 4.3d from [165] shows the strong dependence on
the separation between the uorophore and the antenna, and importantly, the quenching
(decrease in enhancement) at short separation distances.
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(d)
Figure 4.3: Comparing approximate theory with experiments. (a) Dark-eld image and
schematic of nanopatch antennas. (b) Simulated and experimental scattering
spectra. (c) Comparison of theoretical and measured uorescence enhance-
ment as a function of nanopatch antenna resonance. (d) Comparison of the-
oretical and measured uorescence enhancement as a function of separation,
z, from a Au sphere. a - c from [167]©American Chemical Society. d from [165]
©American Physical Society.
4.2 A Complete Theoretical Model
The single-frequency emission approximation is not well justied for most systems.
Fluorescence emission spectra and LSPRs, are fairly broad. The broadness of these spec-
tra, coupled with the fact that they have comparable bandwidths, indicate that it is not
justied to approximate the emission enhancement as resulting from a single frequency
of emission interacting with the antenna. The reason that the single-frequency emission
approximation occasionally works, is that for some systems, the entire spectrum of u-
orescence emission interacts with the antenna in the same manner, and thus the trend
that a single frequency follows, predicts the trend for the rest of the emission spectrum.
However, this condition is rarely mentioned, and never rigorously justied, before using
the single-frequency approximation, and furthermore, it is generally not true for most
antenna-uorophore systems.
In addition to being poorly justied, as I will detail in this section, it is not particularly
dicult to discard the single-frequency emission approximation and use a complete the-
ory. The input required elds and power uxes are calculated in exactly the same manner,
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the only dierence being that now the power uxes need to be calculated at many fre-
quency points. The only new piece of information required is the intrinsic uorescence
spectrum of the emitter. Finally, using a complete theory provides the entire new uores-
cence emission spectrum of the system, an interesting and useful quantity.
Though a complete theory of uorescence enhancement has been detailed by a handful
of research groups [34, 170–172], it is not in widespread use. In this section, I closely
follow the formulation put forward in [34], and in the following section, I will detail my
extensions to this framework to more accurately reproduce and predict experiments.
The uorescence emission spectrum of the system is given by
F (ω) = д(ω)F0(ω) (4.9)
where F0(ω) = f (ω)/f (ωmax) is the amplitude normalized intrinsic uorescence emission
spectrum of the dye (in the absence of the antenna), and f (ω) is the intrinsic uorescence
emission spectrum of the dye in arbitrary units. We expand the total enhancement factor,
д(ω), into the excitation and emission enhancement factors, respectively, as
д(ω) = дexc(ωL)дem(ω) (4.10)
Note that the excitation and emission processes can be treated separately because there
is no coherence between the two processes [34,40]. A dye with excitation dipole moment
p located at r0 will experience an excitation enhancement
дexc(ωL) =
p · E(r0,ωL)2p · E0(r0,ωL)2 (4.11)
where E & E0 are the local electric eld in the presence and in the absence of the antenna
respectively. The system is excited monochromatically atωL. Note that in this formulation,
the absorption cross section of the dye and the excitation spectrum is encapsulated in p.
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By factoring into the magnitude and direction p(ω) = |p(ω)|pˆ we see that
дexc(ωL) =
|p(ω)|2 pˆ · E(r0,ωL)2
|p(ω)|2 pˆ · E0(r0,ωL)2 =
pˆ · E(r0,ωL)2pˆ · E0(r0,ωL)2 (4.12)
and thus conrm that the excitation enhancement is only spectrally dependent on the laser
frequency. The magnitude and spectral dependence of the dye excitation does not aect
the enhancement.
The spectral probability density of the quantum eciency (the probability density that
an excited dye will emit a radiative photon at frequency ω) for a dye in the absence of the
antenna is Π0(ω) = η0 f0(ω), where η0 is the quantum yield in the absence of the antenna.
The emission enhancement is then
дem(ω) = Π(ω)
η0 f0(ω) (4.13)
where f0(ω) is the integral normalized intrinsic uorescence emission spectrum of the dye
and we have dened Π(ω) as the spectral probability density of the coupled system. The
quantum eciency of radiative emission into a specic frequency is given by the rate of
this specic transition, compared to all possible rates. All possible rates are not simply the
radiative and the non-radiative rates at this specic frequency, but they also include the
integral over all radiative transitions and all non-radiative transitions as well [34, 173].
To calculate the emission enhancement, we rst dene the decay pathways of the
system. The radiated power enhancement factor is дr (ω) and the energy transfered to the
antenna (that does radiate into the far-eld) factor is дET (ω). We can relate the classically
calculated quantities to these rates through the ratios
дr (ω) = PR
PR0
=
ΓR
ΓR0
& дET (ω) = PET
PR0
=
ΓET
ΓR0
(4.14)
Where, because “the electronic inhomogeneity in a liquid environment is randomized
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on a time scale smaller than the excited state lifetime” [34, 174], we integrate over all
frequencies
γr = γr0
∞∫
0
f0(ω)дr (ω)dω & γET = γr0
∞∫
0
f0(ω)дET (ω)dω (4.15)
Bringing these quantities together we can calculate Π(ω)
Π(ω) = γr0 f0(ω)дr (ω)
γr + γET + γnr0
(4.16)
and now fully have the expressions for a complete theory of uorescence enhancement,
in the framework of [34], having discarded the single-frequency approximation.
It is straightforward to rewrite дem(ω) with only the experimental inputs of η0 and
f0(ω) and the computational outputs of дr (ω) & дET (ω), by rst looking at
дem(ω) = Π(ω)
η0 f0(ω) =
1
η0
дr (ω)
γr + γET + γnr0
(4.17)
and noting that can rewrite the quantum yield as
γnr0
γr
=
1
η0
− 1 (4.18)
giving the implementable form
дem(ω) = 1
η0
дr (ω)
γr+γET
γr0
+ 1η0 − 1
(4.19)
4.3 Accurately Predicting Experiments
The complete theory of uorescence enhancement laid out in the previous section ac-
curately accounts for the modication of the light emitted from a uorophore interacting
with a plasmonic optical antenna. However, there are a number of extensions that need
81
to be included to usefully and accurately match real experiments.
4.3.1 Dipole Orientation
Firstly, we can simplify Eq. 4.12 by simulating dipoles only oriented along our basis,
i.e., p = |p|iˆ and thus pˆ · E = Ei (e.g., in Cartesian coordinates i = x ,y, z). Therefore in the
simulations where the dipoles are only oriented along basis directions we need only the iˆ
component of the magnitude of the eld. Thus, Eq. 4.12 becomes
дexc,i(ωL) = |Ei(r0,ωL)|
2
|Ei0(r0,ωL)|2
(4.20)
An inspection of Eq. 4.20 or Eq. 4.12 shows that дexc can diverge when the antenna
reshapes the local eld and pˆ · E0(r0,ωL) = 0 but pˆ · E(r0,ωL) , 0. For a single dipole it
is accurate, but not really useful, to say that such a dipole has an innite enhancement.
Furthermore, many experiments do not have such suciently controlled molecular dipole
orientation that they can compare the enhancement for a single orientation. Here, I pro-
pose two dierent ways to calculate an excitation enhancement that is more realistic and
useful.
The rst option is to average the numerator and denominator independently,
дexc(ωL) =
1
3
∑
i=x ,y,z
|Ei(r0,ωL)|2
1
3
∑
i=x ,y,z
|Ei0(r0,ωL)|2
(4.21)
which is an easy to understand quantity that is useful as a metric for the average enhance-
ment that a randomly oriented molecule would experience.
The other option, which preserves the granularity of a single dipole and thus is fully
consistent with the emission side of this framework, is to compare the excitation of each
dipole orientation to the average excitation of a dye in the absence of the antenna. We can
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thus dene the excitation enhancement for each dipole orientation
дexc,i(ωL) = |Ei(r0,ωL)|
2
1
3
∑
i=x ,y,z
|Ei0(r0,ωL)|2
(4.22)
which is now a non-divergent quantity that gives the excitation enhancement for a given
dipole.
4.3.2 Detection Spectral Responsivity
The experimentally detected uorescence spectrum is
Fexp(ω) = ξ (ω)F (ω) (4.23)
where ξ (ω) is the detection responsivity. We can calculate ξ (ω) by either accounting for
all of the contributions individually or measuring it directly with a uorescence standard.
By using a standard which has an established published intrinsic spectrum hi(ω), and
measuring the uorescence spectrum we get
hexp(ω) = ξ (ω)hi(ω) (4.24)
and can thus access ξ (ω) directly. Alternatively, we can account for the individual contri-
butions to ξ (ω). The biggest contributions are likely the detector quantum eciencyηd(ω),
the lter(s) transmission Tf (ω), and the spectrometer grating eciency ηд(ω), where
ξ (ω) = Tf (ω)ηд(ω)ηd(ω) (4.25)
It is important to note that ξ (ω) depends on the particular experimental setup being used.
Each lter combination will produce a dierent detection responsivity. Also ξ (ω) is dif-
ferent if we are imaging or measuring spectra, for the former, ηд(ω) would no longer be
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included.
4.3.3 Imaging Mode
In imaging mode, the measured intensity of a source with uorescence spectrum F (ω)
is given by
I =
∫
F (ω)ξ (ω)dω (4.26)
and thus, the experimentally measured enhancement is given by
дexp =
I
I0
=
∫
F (ω)ξ (ω)dω∫
F0(ω)ξ (ω)dω
(4.27)
4.3.4 Diverse Coupling Scenarios
Many of the theoretical investigations into optical antenna coupled uorescence (in-
cluding nearly all of the references in this chapter) study only a small number of emitter
positions or orientations. Frequently, only one emitter position is studied and is meant to
represent experiments. However, in reality, many experiments do not have such ne con-
trol over where the emitter is located relative to the antenna, and even fewer experiments
control how the emitter dipole moment is oriented relative to the antenna and excitation
polarization.
The PAINT experiments presented in this thesis emitters explore a wide range of po-
sitions and orientations. Therefore, to accurately predict experiments, it is important to
simulate the diverse coupling scenarios. Instead of simulating every single possible cou-
pling scenario, we take advantage of symmetry and knowledge of optical antennas to
simulate a minimal number of emitters which can suciently capture the diversity of
coupling scenarios.
To give an example, in [36] we studied dye molecules coupled to plasmonic nano-
triangles in a PAINT experiment. I simulated the diverse coupling scenarios present in this
experiment by placing a dipole source around the nano-triangle at each of the blue points
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(a)
90°
30°
100 nm
Figure 4.4: Simulation locations around a nano-triangle. Simulated dipole positions
around a nano-triangle (blue dots), corresponding to the minimum symme-
try unit of the triangle. At each position, two orthogonal dipole orientations
were simulated, as indicated by the two arrows. The results for the blue dots
were mapped to results for the red dots by symmetry. From [36] ©American
Chemical Society.
shown in Fig. 4.4. By taking advantage of the symmetry of the triangle, it is sucient to
only simulate dipole positions from 30◦ to 90◦. The results from this minimum symmetry
unit can then be mapped to the rest of the area around the triangle indicated by the red
dots in Fig. 4.4.
Both the excitation and emission enhancement change very quickly near the surface
of the antenna and much more slowly further away (recall the discussions of eld con-
nement in Chap. III). Therefore, we do not need to uniformly space the simulations in
the area we are interested in; rather, by using a set of logarithmically spaced separation
distances from the antenna, we can eciently study the space. Logarithmic radial spacing
ensures that we nely investigate the region near the surface of the antenna, and more
coarsely investigate the region further away. Logarithmic spacing is justied by compar-
ing with the exponential decay of the elds away from the antenna surface. Because the
angular shape of the enhancement is more complicated in this case, equally spacing the
points angularly is most appropriate. Finally, because the due molecules in the experiment
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could be oriented in any direction along the glass surface, at each one of those points, two
orthogonal dipole orientations were simulated, as indicated by the two arrows. Using this
approach, we ensured that we suitably mapped both the eect of emitter relative position
and orientation.
Finally, in a PAINT experiment, we expect the dye molecules to stochastically and
uniformly explore the entire surface. Therefore, to use these simulations to compare to
statistical measurements of dyes in a PAINT experiment, some further data processing
is required. The simplest approach is to interpolate the results from non-uniform simu-
lated positions to a uniform map of positions or even a continuous function. To add some
stochasticity to the results to better simulate an experiment, one can repeatedly randomly
sample the results before or after interpolation (as long as spatial probability is consid-
ered) [35–37]. Using these approaches provides an accurate reproduction of experiments
while using a minimal number of simulations.
Though one should try to use the smallest number of simulations possible by taking
advantage of the considerations outlined in this section, the result is still a large number of
simulations. For example, modelling the single antenna shown in Fig. 4.4, with seven radial
separations, eight angular positions, and two dipole orientations, results in 112 separate
simulations. If one included the z-oriented dipoles as well, it is 168. In [36] we studied
ve separate antennas, further increasing the number of simulations. Depending on the
accuracy of the simulations, this collection of computations can take days or weeks to
complete, highlighting the need for advanced computing approaches1.
4.4 Simulating Gold Nanorod Fluorescence Enhancement
To end this chapter, I will walk through a specic example, showing some of the results
that this theoretical and simulation framework can give. We consider a 50 × 85 nm GNR
1For example, I run most of my simulations on the University of Michigan’s high-performance comput-
ing cluster, FLUX, which can greatly speed up calculations.
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a b
x
y
Figure 4.5: GNR simulation setup. (a) Cy5.5 excitation and emission spectra are shown
in red. Measured dark-eld and simulated scattering spectra for the GNR are
shown in blue. (b) Simulation points around the GNR indicated by a red star.
Spectra from the circled locations are shown in Fig. 4.6.
coupled to the dye Cy5.5 and excited with a 640 nm laser. Fig. 4.5a shows measured and
simulated scattering for this GNR overlaid with the excitation and emission spectrum of
Cy5.5. Based on the spectral relationship, we expect strong excitation enhancement and
minimal emission enhancement. Dipoles were simulated at the positions around the GNR
indicated by the red stars in Fig. 4.5b. At each position, three separate simulations were
performed with the dipole source oriented along the three Cartesian axes, x ,y, & z. The
nal experimental input into the simulation is the quantum yield (in Eq. 4.19) for Cy5.5,
which is measured in the literature as η = 20% [175].
In this section, I will show results for the excitation laser polarized along both the lon-
gitudinal and the transverse axes. The elds look essentially the same as those previously
shown in Fig. 3.13. For these simulations, a planewave (mimicking the laser excitation) ex-
cited the GNR from below and the electric eld was recorded in the plane of the dipoles.
Four simulations were run, corresponding to each polarization angle, with and without
the GNR, giving E(r0,ωL) and E0(r0,ωL) for Eq. 4.12.
Using the theory and computational framework described in Sec. 4.2, the complete
uorescence spectrum was calculated for each dipole position shown in Fig. 4.5b. Spectra
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Figure 4.6: Example predicted uorescence spectra. The dipole source is oriented in the x
(blue), y (orange), and z (yellow) directions, along with the average of all three
(purple). The intrinsic uoresence spectrum (F0) is shown in black, normalized
to the plot maximum. The excitation is polarized along the longitudinal axis in
a and b, and along the transverse axis in c and d. The dipole source is separated
by 5 nm from the surface of the GNR, and located at the tip of the GNR in a
and c, and along the side in b and d, corresponding to the circled locations in
Fig. 4.5b.
from the circled locations in Fig. 4.5b are shown in Fig. 4.6
The spectra shown in Fig. 4.6 contain a lot of complexity, and highlight the diversity of
results for dierent dipole orientations at dierent positions—all for just one antenna-dye-
laser combination. Changing any one of those dimensions further multiplies the diversity
of results, emphasizing the need for computations specically matched to every unique
system.
Fig. 4.6 contains several striking features. First and foremost, coupling a uorescent
emitter to an optical antenna reshapes the emitted uorescence spectrum! The origin of
this eect is that the light emitted at certain frequencies is enhanced or quenched dier-
ently. It is equivalent to describe this eect as resulting from modifying the probabilities
of various radiative transitions dierently. Secondly, Fig. 4.6 highlights the importance of
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Figure 4.7: Spectral responsivity and simulation symmetry. (a) Transmission (responsiv-
ity) of the dichroic mirror (DM) in blue and emission lter (EMF) in orange.
Spectral quantum eciency of the EMCCD camera yellow. Overall system re-
sponsivity (ξ ) in purple. (b) Schematic for mapping simulation points about a
GNR by symmetry.
dipole orientation relative to the GNR eld and relative to the excitation polarization. Fi-
nally, Fig. 4.6 shows that sometimes very large enhancements are possible, for example, in
Fig. 4.6a the y-oriented dipole at the tip of the GNR excited with a longitudinal polariza-
tion gives a peak spectral enhancement of over 800×. Simultaneously, a lot of quenching
occurs: for example, the same y dipole, with the transverse polarization is quenched by
nearly a factor of 104 (the orange curve in Fig. 4.6a vs c).
Next, we need to incorporate the system detection spectral responsivity ξ (as in Eq.
4.23) to get the nal predicted measurement enhancement (Eq. 4.27). For my experimen-
tal system (as described in Chapter VII), the main components that shape the spectral
responsivity (combined as shown in Fig. 2.7) are the emission lter, the dichroic mirror,
and the camera (EMCCD) spectral quantum eciency. The transmission of the lters and
the camera eciency are multiplied to get ξ , shown in Fig. 4.7a.
Finally, to map out all possible coupling scenarios, we carefully consider the symmetry
of emitters proximal to a GNR. The simulated points, in the region from 0◦ to 90◦, as shown
in Fig. 4.5b, are sucient to capture all possibilities. However, we cannot simply map these
points through reections and rotations to 0◦ to 360◦. To see why, consider that for a given
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Figure 4.8: Enhancement maps around a GNR. The excitation is polarized along the longi-
tudinal axis in a, b, and c, and along the transverse axis in d, e, and f. a and d are
the results for p = x, b and e are the results for p = y, c and f are the average
of the two dipole orientations.
polarization angle φ, a dipole located at (r ,θ ) (the red star in Fig. 4.7b) will experience
a certain excitation enhancement, дexc(r ,θ ,φ), and emission enhancement, дem(r ,θ ). Its
mirrored position across the x-axis (the blue star in Fig. 4.7b) will experience the same
emission enhancement, дem(r ,θ ) = дem(r ,−θ ), but because in general E(r ,θ ) , E(r ,−θ )
⇒ дexc(r ,θ ,φ) , дexc(r ,−θ ,φ). The implication is that a unique set of enhancements need
to be calculated for a region spanning 180◦. To avoid running extra simulations, we can
resolve this conundrum by calculating enhancements over the region from 90◦ to −90◦
using only the simulated points from 0◦ to 90◦, shown in Fig. 4.5b. In the region from 0◦
to 90◦, the enhancement is calculated as д(r ,θ ,φ) = дexc(r ,θ ,φ)дem(r ,θ ), and in the region
from 0◦ to −90◦, the enhancement is calculated as д(r ,θ ,φ) = дexc(r ,−θ ,φ)дem(r ,θ ).
Putting everything together allows us to calculate the full enhancement,дexp (Eq. 4.27),
for all points around the GNR. Interpolating gives a continuous map, as shown in Fig. 4.8
where again, we see a great diversity of enhancements for dierent coupling scenarios.
In an experiment, due to the mislocalization eect (briey, the signicant inaccura-
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Figure 4.9: Predicted enhancement distributions. The excitation is polarized along the lon-
gitudinal axis in a, b, and c, and along the transverse axis in d, e, and f. a and
b are all simulated points, d and e are realistically measured points, and c and
f are combined distributions of p = x and p = y, which in a, b, d, and e were
labeled as red and blue respectively. Enhancement is дexp .
cies in the super-resolved location of emitters coupled to an optical antenna, a detailed
discussion of this eect is the subject of Chap. VI), it is not possible to actually make a
map of the enhancement like in Fig. 4.8. Instead, it is more useful to look at the distri-
bution of individual molecule enhancements (after interpolating to a uniformly spaced
set of points). Fig. 4.9a and d show the enhancement distributions (дexp , Eq. 4.27) for all
simulated molecules. However, in a real experiment, it is unlikely that molecules with in-
tensities well below the uncoupled intensity would still be detected. Thus to be consistent
with experiments, all molecules with an enhancement less than 0.1 (10× dimmer than
an uncoupled molecule) were removed from the distribution. Furthermore, for a PAINT
experiment, mislocalization means that we cannot study just the molecules separated a
certain distance from the GNR surface, which is the geometry simulated here. Instead, an
experimentally feasible grouping of molecules is to consider all molecules which are sep-
arated from the GNR center within a given radius. Fig. 4.9b and e show the distributions
of these more realistically measurable molecules. Finally, in a PAINT experiment, it is not
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possible to separate the p = x and p = y oriented dipoles from each other, and thus the
actually measured distribution is the combined set, shown in Fig. 4.9c and f.
The physics of the polarization dependence of GNR coupled uorescence is further ex-
plored in Chap. VII. Overall, this chapter has shown that it is essential to accurately model
experiments, and not just test cases (as is typically done). By fully calculating the coupling
of a uorescent molecule to an optical antenna, and by accurately modeling experiments,
one can gain deep insights into experiments and into the science being uncovered.
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CHAPTER V
SMALL-LABS: An Algorithm for Localizing and
Measuring Single Molecules in the Presence of
Obscuring Backgrounds
This chapter presents a collaborative project, which is currently under review for pub-
lication as:
B.P. Isaaco, Y. Li, S.A. Lee, J.S. Biteen, “‘SMALL-LABS: An algorithm for lo-
calizing and measuring single molecules in the presence of obscuring back-
grounds,” submitted (2018)
In this collaboration, I invented and originally developed the SMALL-LABS algorithm
and the code implementing it, I created and analyzed the simulated data, and I wrote the
rst draft of the manuscript. Yilai Li performed the live-cell experiments and helped to
analyze that data. Stephen Lee helped develop and rene the code to implement SMALL-
LABS. Professor Julie Biteen advised and oversaw the entire project and especially helped
to write the manuscript.
5.1 Abstract
Single-molecule and super-resolution imaging relies on successfully, sensitively, and
accurately detecting the emission from uorescent molecules. Yet, despite the widespread
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adoption of super-resolution microscopies, most current single-molecule data processing
algorithms fail to accurately localize and measure molecules in the presence of realistic
backgrounds, which uctuate signicantly over time and space. Thus, samples or experi-
ments that include obscuring backgrounds can severely—or even completely—hinder this
process. To date, no general data analysis approach to this problem has been introduced
that is capable of removing obscuring backgrounds for a wide variety of experimental
modalities. To address this need, we present the SMALL-LABS (Single-Molecule Accurate
LocaLization by LocAl Background Subtraction) algorithm, which accurately locates and
measures the intensity of single molecules, regardless of the shape or brightness of the
background. Accurate background subtraction is enabled by separating the foreground
from the background based on dierences in the temporal variations of the foreground
and the background. We detail the function of SMALL-LABS here and validate this al-
gorithm on simulated data as well as real data from single-molecule imaging in living
cells.
5.2 Introduction
Single-molecule super-resolution imaging has revolutionized microscopy [1–3, 5, 6]
through a variety of experimental modalities, such as stochastic optical reconstruction
microscopy (STORM) [64], photoactivated localization microscopy (PALM) [62, 63], and
points accumulation for imaging in nanoscale topography (PAINT) [61]. Yet, these imag-
ing techniques all rely on accurately and precisely localizing single emitters with success-
ful data processing algorithms [67–69,176]. Realistic backgrounds vary in time and space
and decrease the signal-to-noise ratio; these backgrounds can severely obscure super-
resolution imaging by reducing the localization precision, introducing biases, and even
preventing successful detection through both false-positive and false-negative errors.
Experimental measures can partially reduce backgrounds. Conned illumination via
light sheets [177–179] and total internal reection (TIRF) [180] reduce out-of-focus uo-
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rescence, but ignore in-plane backgrounds. Longer wavelength probes decrease cellular
autouorescence [181], but sacrice the resolution improvement of imaging at a shorter
wavelength. Additional uorescent objects incorporated into the sample for added func-
tionality, such as plasmonic antennas for uorescence enhancement or ducial markers
for drift compensation, improve imaging, but themselves produce a punctate spot in the
background that can be misidentied as a uorescent molecule (uorophore) or that can
obfuscate nearby uorophores [26, 35, 182]. Moreover, these adaptations tend to compli-
cate or restrict experiments. As a broadly applicable alternative to modifying experimen-
tal designs to reduce backgrounds, we report here a general data analysis solution: the
SMALL-LABS (Single-Molecule Accurate LocaLization by LocAl Background Subtraction)
algorithm, which accurately locates and measures the intensity of single molecules, re-
gardless of the shape or brightness of the background. Accurate background subtraction
is enabled by separating the foreground from the background based on dierences in the
temporal variations of the foreground and the background.
To our knowledge, no other background removal algorithm to date has enabled bias-
free position determination (localization) and intensity measurements for a wide range of
experimental systems (see Sec. 5.4 for more details). For instance, though several new ap-
proaches can accurately localize single molecules within a dense ensemble [67, 68] these
algorithms all assume a background shaped like the image of an overlapping neighboring
molecule and fail for arbitrary backgrounds. Additionally, such high-density approaches
indiscriminately identify all signals that look like the system point spread function (PSF)
as molecules regardless of their temporal dynamics. In general, approaches that attempt
to subtract the background without rst identifying the foreground [183] will inevitably
introduce distortions by subtracting some of the image of a uorophore from itself (dis-
cussed in detail in Sec. 5.6). SMALL-LABS provides the true background-subtracted image
for single-molecule data by carefully distinguishing the foreground from the background;
the only requirement is that the local background changes more slowly than the charac-
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teristic on/o timescale of the uorophores. Here, we present SMALL-LABS and detail its
function, we validate its performance on simulated single-molecule uorescence data, and
we demonstrate its capability on measured live-cell single-molecule data. Open-source
Matlab code (GNU General Public License), is available at https://github.com/BiteenMatlab/-
SMALL-LABS.
5.3 SMALL-LABS Operating Principles
The SMALL-LABS algorithm comprises a workow described in detail below and sum-
marized here. First, an approximate background calculated from the running average is
subtracted from the raw movie, making single uorescent molecules detectable with stan-
dard image analysis (Step I ; Fig. 5.1a and b). This approximate background correction [183]
removes the obscuring background, but will also subtract part of the true image from it-
self, reducing the apparent intensity and possibly introducing distortions (see Sec. 5.6).
Therefore SMALL-LABS uses the approximate background subtraction only for this ini-
tial molecule detection step (Step II ; Fig. 5.1b). Next, for each detection, SMALL-LABS
identies which frames contained detections at or near the position of the current de-
tection. Fluorophores can turn on and o due to blinking, bleaching, or moving, so this
check produces a list of “o” imaging frames in which no other molecule is detected in the
local vicinity for each detected molecule (Step III ). The true local background is dened
in SMALL-LABS as the average of these “o” images at the molecule position. Finally,
this true background is removed locally for each detected (“on” frame) molecule (Step IV ;
Fig. 5.1c). Importantly, this algorithm avoids subtracting the image of a molecule from it-
self, ensuring that further analysis of the background-subtracted image provides accurate
super-resolution information and an unbiased measurement of each molecule’s brightness
(Step V ).
The workow for the SMALL-LABS algorithm is:
I Approximate background subtraction of the raw_movie to produce the avgsub_movie
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a Frame 1 Frame 2 
Mean
Frame 3 Background-
Subtracted Image
“On” Frame
Image
“Off” Frames
Mean Image
m1 1 [2,4,...,25]
m2 2 [1,3,...,25]
m3 3 [1,2,4,...,25]
c
m3
m4m1
m2
b
m4 3 [2,4,...,25]
Frame 3 – MeanFrame 1 – Mean Frame 2 – Mean
Frames 4...25 True Background
Figure 5.1: Schematic illustration of the SMALL-LABS algorithm. (a) Simulated raw data
(imaging frames), the mean of the entire movie, and the true background (all
on the same grayscale). Frames 1 − 3 have uorescent molecules, indicated
with colored arrows; frames 4 − 25 are identical except for detection noise,
and only contain the background; the mean includes a faint image of the
real molecules over the true background. (b) Molecule detection in the ap-
proximate background-subtracted movie. Solid colored boxes indicate a de-
tected molecule, and dashed colored boxes indicate the local background for
that molecule in “o” frames. Box colors correspond to the arrows in a. (c)
The SMALL-LABS background subtraction process. The true image of each
molecule is obtained by locally subtracting the mean of the “o” frames from
the raw image.
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II Molecule detection in the avgsub_movie
III “O” frame identication for each detected molecule
IV Accurate background subtraction for each molecule
V Further analysis (position determination by peak tting, motion characterization by
tracking, etc.) of the true background-subtracted image of each molecule
I. Approximate background subtraction
A moving temporal mean (or median, or similar statistical measure) is calculated for the
initial data (the raw_movie). This mean image is shown in Fig. 5.1a. For simplicity, the
example shown in Fig. 5.1 uses the entire movie to calculate the average. In general, the
characteristic on/o frequency of the molecules (from blinking, photobleaching, photo-
switching, or motion) should be considered, and the choice of the window length over
which to calculate an average (or median, or similar statistical measure) should be the
longest window possible that doesn’t include slow background changes at lower frequen-
cies than this characteristic frequency. Having a long window time relative to the char-
acteristic on/o time increases the accuracy of the approximate calculation of the back-
ground by minimizing contributions from molecules to the mean. The mean raw_movie
image is then subtracted from each frame of the raw_movie to produce the approximate
background-subtracted movie [35,145,183] called the avgsub_movie, as shown in Fig. 5.1b.
II. Molecule detection
An obscuring background in the raw_movie could produce a large number of false-positive
or false-negative errors in single-molecule detection. The approximate background re-
moval in Step I allows molecules to be identied in the avgsub_movie (Fig. 5.1b) with
standard image analysis techniques. Though the accuracy and precision of these detec-
tions may be hindered by the approximate background (see Sec. 5.6), detecting molecules
in the avgsub_movie rather than in the raw_movie greatly reduces the probability of false-
positive and false-negative detection errors. In SMALL-LABS, as long as the false-negative
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rate is low and the false-positive rate is not excessive, the algorithm will be largely insen-
sitive to any accuracy or precision loss in this detection step, as Step IV below repeats the
characterization of each single molecule to provide high accuracy and precision measure-
ments and allows for further false-positive screening. For example, molecular detection
in the raw_movie would likely have missed molecule 3 in Fig. 5.1 to give a false-negative
error. Similarly, single-molecule detection in the raw_movie would have incorrectly iden-
tied the eyes in the background smiley face in Fig. 5.1 as molecules, giving several false-
positive errors. Doing molecule detection in the avgsub_movie avoids such errors.
III. “O” frame identication
To accurately calculate the true background, it is essential to exclude the foreground (im-
ages of single molecules). For each molecule detected in Step II, a local “o” frame list is
constructed; this list enumerates all frames in which no molecule was detected in the local
region. Since we expect a diraction-limited single molecule image with a shape given by
the microscope point spread function (PSF), this local region is a box about the molecule
position with side length approximately double the PSF width, though the local region
can be changed for dierent imaging conditions like defocus. SMALL-LABS is agnostic to
whether the same molecule is on in multiple frames. Rather, the “o” frames list depends
only on if a molecule is detected in the same local region in other imaging frames, regard-
less of whether this molecule is the same molecule uorescing for sequential frames, a
molecule that blinks on and o, or distinct molecules that appear at the same location in
dierent frames. The “o” frames list can be calculated over the entire movie, as in Fig.
5.1, or for a smaller number of frames, where the window length considerations discussed
in Step I apply.
For example, in Fig. 5.1, molecule 2 (green arrow) appears in frame 2 and is the only
molecule ever detected in that local region (green box); the “o” frames list for molecule
2 therefore consists of all the other frames in the movie, i.e., frames [1,3,. . . ,25]. Similarly,
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molecule 3 (blue arrow in Fig. 5.1) is only uorescent in frame 3, and its “o” frame list
is frames [1,2,4,. . . ,25]. On the other hand, molecules 1 and 4 (Fig. 5.1) appear in the same
local region (yellow and red boxes) in dierent frames, and thus the “o” frames list for
each of those molecules excludes both the frame in which that molecule appears and the
frame in which the other molecule appears (Fig. 5.1c).
IV. Accurate background subtraction
In this key step of SMALL-LABS, the true background is calculated by taking the temporal
mean (or median or similar statistical measure) over only frames in the “o” frame list of
the raw_movie in the local region around a molecule detection (dashed boxes in Fig. 5.1c).
This accurate background does not contain partial images of the molecule itself or of any
other molecule (the foreground). This accurate background is subtracted from the original
raw_movie image of the molecule (solid boxes in Fig. 5.1c) to produce to a background-free
image of the molecule (m1, m2, m3, and m4 in Fig. 5.1c). For example, for molecule 3 (Fig.
5.1c), the local region around the molecule in frames [1,2,4,. . . ,25] is averaged to produce
the true background, which is subtracted from the image of molecule 3 in the raw_movie
frame 3, completely removing the background (part of the smiley face mouth).
V. Further single-molecule analysis
Once the background has been accurately removed, any further single molecule analysis
can be performed. For instance, PSF-tting the background-free single-molecule image
provides super-resolution localization [1–3, 65] while avoiding any biases introduced by
the background or an inaccurate background removal (see Sec. 5.6 for more details). In
addition to enabling precise position determination, the emission intensity of each uo-
rescent molecule can be accurately measured based on PSF tting or by summing pixel
intensities after accurate background subtraction.
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5.4 Background and Context
SMALL-LABS is, to my knowledge, the rst general data analysis approach capable of
accurately localizing single molecules and measuring their intensity, even in the presence
of obscuring backgrounds. In this section, I’ll review other background-removal tech-
niques for single-molecule data to highlight their similarities and dierences compared
with SMALL-LABS.
5.4.1 SMALL-LABS Methodology and Advantages
SMALL-LABS localizes single molecules and measures their intensity regardless of the
shape or extent of the background. This process is accomplished via three main operations.
First, an approximate background removal allows molecules to be detected using standard
image analysis techniques. Second, an “o” frame list is constructed; this list enumerates
every other frame in which a molecule is not detected in the local vicinity of that detection.
Third, the accurate background—an image that contains only “o” frame images and thus
no molecules of interest—is specied and removed for each molecule.
The algorithm is very generalizable because it consists of several largely indepen-
dent modular steps, which allow users to incorporate the most appropriate detection or
post-subtraction analysis method (i.e., PALM/STORM, single-molecule tracking, single-
molecule intensity measurements, etc.) for their specic application. Furthermore, SMALL-
LABS is very exible: users may specify all parameters. These two points ensure that this
algorithm can handle a wide variety of backgrounds, imaging conditions, and experimen-
tal modalities. Finally, the only requirement for SMALL-LABS to successfully localize and
measure single-molecules is that the local background must change more slowly than the
characteristic on/o timescale of the emitting molecules being imaged. Overall, as dis-
cussed below, though some of the individual steps of SMALL-LABS are found in the liter-
ature, no one approach has put these features together into a cohesive and generalizable
algorithm.
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5.4.2 Literature Review and Comparisons
Approximate background removal
The rst step of SMALL-LABS is to remove the approximate background to allow single-
molecule detection. This initial subtraction is accomplished in SMALL-LABS by subtract-
ing a running temporal mean or median. Though using a mean or a median can some-
times produce dierent results, they are conceptually very similar; therefore we do not
distinguish between the two operations here. Previously, Hoogendoorn et al. subtracted
a running temporal median (also referred to as median ltering) [183] and we subtracted
a running mean (also referred to as mean ltering) [35, 145]. Chen et al. used box-car
blurring to create a background image which was then subtracted from all frames [184].
These techniques provide a good statistical approximation under certain conditions (see
Sec. 5.6 for more details). However, when the approximation breaks down due the stochas-
tic nature of single-molecule data, the accuracy and precision of localization and bright-
ness measurements will decrease. Furthermore, given the extreme precision achievable in
single-molecule experiments and the deliberate circumvention of ensemble techniques to
understand sample heterogeneities, it is essential to detect and accurately measure every
single molecule. Importantly, SMALL-LABS uses the approximate background subtrac-
tion only for this initial molecule detection step.
“O” frame subtraction only
SMALL-LABS is careful to locally subtract only background frames to leave behind the
true foreground. Though this “o” frame subtraction is inspired by precedents in the lit-
erature, SMALL-LABS generalizes the concept to arbitrary backgrounds, which may have
any shape or brightness and a wide variety of temporal dynamics. In 2014, faced with
the challenge of subtracting a specic background—the photoluminescence of a plas-
monic nanoparticle—Blythe et al. identied “on” frames based on an expected range of
brightnesses for the nanoparticle and the molecules. Then, the specic features of this
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background were used: the authors t the average of the “o” frames to a theoretical
model of the nanoparticle, then subtracted the nanoparticle t result from the rest of the
frames [185]. In their subsequent 2015 work, Blythe et al. generalized this approach by sub-
tracting the average image of the “o” frames immediately preceding and following each
“on” frame instead of the t [186]. Similarly, Zhou et al. addressed a related application—
removing the image of a gold nanorod catalyst—by generating the background from a
small number of “o” frames preceding each “on” frame [187].
SMALL-LABS increases the signal-to-noise ratio (SNR) of the selective background
approach by subtracting all local “o” frames (within a user-specied window, to ac-
count for instance for a slowly changing background) rather than subtracting only a few
frames. Moreover, by dening “on” and “o” in a local area instead of over the full image,
SMALL-LABS provides more “o” frames and thus a better estimate of the background.
Furthermore, because SMALL-LABS identies “on” frames with exible and modiable
molecule detection criteria, the algorithm can be very conservative to minimize the num-
ber of false-negative detections which would lead to faulty subtraction.
In an alternative approach, Zhou et al. identied “on” frames as well as the back-
ground intensity level from a 1D time trace [187]. Though this approach is perfect for
single molecules conned to a specic region—for instance in single-particle catalysis—
SMALL-LABS broadens the range of applications by avoiding two main limitations of this
1D signal analysis approach. Firstly, the 1D analysis requires the region of interest (ROI)
to be identied a priori, whereas SMALL-LABS generalizes the approach to cases in which
molecules are detected all over the eld of view such that the tail of a given molecule’s im-
age might obscure a certain ROI, complicating the statistical analysis. Secondly, SMALL-
LABS uses the power of image analysis to identify molecules based on additional pieces
of information (size, shape, sparsity, etc.) beyond merely intensity. Furthermore, modern
image analysis takes advantage of new algorithms and GPUs to typically run much faster
than serial 1D signal analysis of every pixel in the movie.
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Combining an approximate background subtraction with “o” frame identication
In SMALL-LABS, we incorporate and further generalize background subtraction concepts
introduced by generalized Single-Molecule High-Resolution Imaging with Photobleach-
ing (gSHRImP) [188] and Bleaching/Blinking Assisted Localization Microscopy (BALM)
[189]. The rst step of gSHRImP and BALM removes an approximate background by se-
quential frame subtraction (frame n′ = frame n – frame (n + 1)). This initial subtraction
was also used by Blythe et al. to remove the obscuring background in their experiment
before carefully identifying “on” frames [185]. The next step in gSHRImP and BALM iden-
ties when a molecule turns o based on the resulting bright spot in the sequentially
subtracted movie. Then these algorithms average groups of frames between sequential
turn-o events; this background is subtracted from the detected “on” frames. However,
these algorithms are specically designed for localizing immobile but overlapping and
blinking/bleaching uorophores. If the molecule moves slightly (or changes PSF shape, for
instance due to rotation or focus drift) between frames, this kind of subtraction and aver-
aging will reduce the localization accuracy. Here, SMALL-LABS is designed for cases that
are more general. SMALL-LABS can handle moving molecules, backgrounds not shaped
like molecules, and especially highly obscuring backgrounds that are bright. Importantly,
the true background in SMALL-LABS is mean (or median) ltered to increase the SNR
relative to single background images.
5.5 Validating SMALL-LABS with Simulated Data
To test the scope and performance of SMALL-LABS, we simulated realistic single-
molecule data with increasingly dicult realistic backgrounds and compared the mea-
sured results from the algorithm to the ground truth input to the simulations. Three dier-
ent simulated movies were analyzed. The rst movie (Fig. 5.2a) has only the simple inten-
sity oset (nonzero dark counts) background common to most EMCCD and sCMOS cam-
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Figure 5.2: Simulated movies with realistic backgrounds.(a) The background consists of
only dark counts. (b) The background contains dark counts and static uores-
cent nanoparticles. (c) The movie has dark counts, static uorescent nanopar-
ticles, and a spatially varying background.
eras. In addition to the constant intensity oset Fig. 5.2a, the second movie (Fig. 5.2b) has
several static bright background spots identical to uorophore images in brightness and
size, but invariant over time. This background condition is common when duciary mark-
ers or photoluminescent nanoparticles (NPs) are incorporated into a sample [36,182,190].
The third movie (Fig. 5.2c) contains the same background as in Fig. 5.2b, and additionally
has a wide, bright Gaussian image overlaid on the entire movie, to mimic the spatially
varying background that can result from spatial variations in the excitation laser beam.
The simulated movies were created with signal intensity distributions and noise pa-
rameters that realistically occur in single-molecule experiments with uorescent probes
detected on an EMCCD detector [35]. The purpose of this dataset is to test the back-
ground removal ability of SMALL-LABS and not to push the algorithm to nd extremely
low SNR molecules or to try to use the algorithm to achieve high-density localization,
though these functionalities can certainly be incorporated into the general structure of
SMALL-LABS. Thus, the simulated movies contained reasonable SNRs (here dened as
the ratio of the single-molecule uorescence amplitude to the standard deviation of the
movie noise) ranging from 1.25 – 10 (see Sec. 5.5.1 for more details), and localizations
were well spatially separated as in standard single-molecule data. Furthermore, in accor-
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dance with experiments, molecules could stay on for multiple frames (the duration of
their emission was given by the absolute value of a normal distribution with a mean of
one frame and a standard deviation of three frames). Finally, because their location was
randomly determined, molecules could appear at the same location as a previous molecule
(like molecules 1 and 4 in Fig. 5.1); in these cases, a simpler algorithm than SMALL-LABS
would not remove the background accurately.
As a rst measure of performance, we analyzed the ability of SMALL-LABS to accu-
rately detect single molecules. The false-positive and false-negative rates were calculated
along with the Jaccard index for the detection of the simulated molecules. The Jaccard
index is the ratio of the cardinality (the number of elements in a set) of the intersection
between the set of simulated molecules, S, and the set of detected molecules, D, to the
cardinality of the union of S and D [68]:
Jaccard= |S∩D ||S∪D | =
|S∩D |
|S | + |D | − |S∩D | (5.1)
The false-positive and false-negative rates, FP and FN, respectively, can be similarly ex-
pressed:
FP=
|D | − |S∩D |
|D | FN=
|S | − |S∩D |
|S | (5.2)
The detection results (after false-positive ltering of the accurate background-subtracted
data in Step V ) of the three movies are presented in Table 5.1. In all three cases, SMALL-
Background Jaccard FP rate FN rate
dark counts 0.903 0.014 0.086
dark counts + NPs 0.905 0.001 0.089
dark counts + NPs + laser spot 0.878 0.016 0.100
Table 5.1: Simulated data detection results. Detection results: Jaccard index, false-positive
(FP) error rate, and false-negative (FN) error rate for single molecules in the
dierent simulated movies of Fig. 5.2.
LABS performs well as evidenced by a high Jaccard index and low false-positive and false-
negative error rates. In particular, FP does not increase upon addition in Fig. 5.2b of the
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NP background, which is identical in appearance to the molecules. Furthermore, in the
case of the laser spot background (Fig. 5.2c), molecule detection without background re-
moval would be extremely limited, whereas most molecules are correctly identied after
accurate background subtraction by SMALL-LABS.
In addition to validating the success of SMALL-LABS in detecting molecules, we also
analyzed the performance of SMALL-LABS in measuring some important properties of the
simulated molecules. In particular, we analyzed how accurately a least-squares Gaussian
t of the background-subtracted molecule images measures the super-resolved molecular
positions. We also analyzed how accurately SMALL-LABS measures the intensity of each
molecule in each movie. The mean (µ) and standard deviation (σ ) of the error distributions
for each measured quantity for all molecules in each movie are tabulated in Table 5.2. Full
Background x positionerror (nm)
y position
error (nm)
Intensity
% error
dark counts µ = 0.165
σ = 13.7
µ = 0.114
σ = 13.6
µ = 0.821
σ = 20.6
dark counts +
NPs
µ = −0.112
σ = 13.7
µ = −0.029
σ = 13.9
µ = 1.12
σ = 20.5
dark counts +
NPs + laser spot
µ = −0.050
σ = 14.3
µ = −0.185
σ = 14.4
µ = 1.64
σ = 21.2
Table 5.2: Error distribution characteristics (mean, µ, and standard deviation, σ ) for the
simulated movies. x and y position error is the dierence between the mea-
sured and true positions of the molecule. The intensity percent error is [100%×
(measured − true)/true] for the summed pixel intensities in the local region
around the molecule.
distributions and further details are given in the following section. In all three movies,
SMALL-LABS performs well (Table 5.2): all error distributions are centered near µ = 0 and
have small σ . Furthermore, the error distributions are fairly insensitive to the nature of the
background: there is little change in the statistics between the three movies. Importantly,
many approximate background removal approaches introduce a bias (µ , 0) in these
measured quantities, whereas SMALL-LABS does not introduce any such biases.
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5.5.1 Additional Analysis and Simulation Details
The simulated data uses parameters taken from our experiments on the red dye Cy5
visualized at 20 fps in an epiuorescence microscope with a 1.40 NA 100× objective and
a 3× beam expander after the objective; these conditions give a 50 nm pixel width on our
Photometrics Evolve EMCCD detector. The simulated movies have a frame size of 256 ×
256 pixels and are 300 frames long. As is the case for low-brightness optical measurements
on an EMCCD camera, the noise was Poissonian (shot noise) for everything except the
laser spot itself, which was is bright that it instead has uniformly distributed noise. The
intensity oset (dark counts) in all movies is 1040 counts, for which Poissonian noise gives
a standard deviation 32.25 counts.
Because most of our experiments are conducted in the red frequency range, each
molecule is simulated as a symmetric 2D Gaussian spot with a width (standard deviation)
of 100 nm = 2 pixels. The amplitude of the molecules is taken from a normal distribution
with a lower bound (Fig. 5.3). We simulate a PAINT experiment, in which each molecule
adsorbs non-specically onto the coverslip at a random position. The integer number of
molecules that appear in each frame is taken from a normal distribution with mean = 1 and
standard deviation = 3. In a PAINT experiment, each adsorbed molecules will uoresce for
a nite amount of time before desorbing or photobleaching, the molecule on-times (inte-
ger number of frames) are also normally distributed with mean = 3 frames and standard
deviation = 7 frames.
The uorescent nanoparticle (NP) background (Fig. 5.2b) was simulated as seven ran-
domly positioned uorescent spots that were on throughout the entire movie. The NP
brightnesses were normally distributed with mean = 350 (SNR = 10.9) and standard de-
viation = 100 (SNR standard deviation = 3.1). The laser spot background (Fig. 5.2c) was
simulated as a Gaussian spot with width (standard deviation) of 200 pixels and amplitude
of 2×104 counts. Because the laser spot is so bright, it falls outside the regime where Pois-
sonian noise is dominant, and instead this background has simple readout noise, which
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Figure 5.3: Simulated movie SNR distribution. Simulated molecule SNRs in no-background
(the dark counts only) movie (Fig. 5.2a). The SNR is here calculated as the
brightness (amplitude of the simulated Gaussian) normalized to the noise stan-
dard deviation. The molecule brightnesses in the dark counts + NPs and the
dark counts + NPs + laser spot (Fig. 5.2b and c respectively) movies followed a
similar distribution.
is uniformly distributed from 0 to 200 counts. Representative frames from each movie are
shown in Fig. 5.2.
The movies were analyzed using SMALL-LABS. The Matlab function call to run SMALL-
LABS to analyze the movies was:
SMALLLABS_main('SMALL-LABS\Test data and simulations',...
7, 151, 100, 'do_avg', 0, 'do_avgsub', 0,'bpthrsh', 94.5)
As explained in the User Guide, this function call calculates a running median with a win-
dow of 151 frames to do the initial approximate background subtraction. After molecule
detection, the accurate background is the median of all the local “o” frames within
the surrounding 100 frames. Gaussian PSF tting then super-resolves the location of the
molecules, and the t parameters are used in a series of checks to reduce to false posi-
tives; molecules that survived this check are called goodts in the code and User Guide.
The measured results were then compared to the ground truth input into the simulation.
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a b
dc
Figure 5.4: Single-molecule analysis for the dark counts only movie (Fig. 5.2a). (a) Distri-
bution of the error (in pixels) on the localization (blue: x position, orange: y
position). (b) Distribution of the percent error on the width. (c) Distribution of
the percent error on the intensity from the t. (d) Distribution of the percent
error on the intensity as measured as the sum of the pixels of the molecule.
The mean (µ) and standard deviation (σ ) of the error distributions for each
measured quantity for all molecules in each movie are tabulated in Table 5.2.
We analyzed detection results to determine how well a least-squares Gaussian t of
the accurate background-subtracted molecules measured the super-resolved positions of
the molecules, their widths (Gaussian standard deviation), and the amplitude of the tted
Gaussian. We also analyzed how well SMALL-LABS measured the integrated uorescence
intensity of the molecule. Here, we show the full error distributions that correspond to
the results shown in Table 5.2. The results of this analysis are show in Fig. 5.4, Fig. 5.5, and
Fig. 5.6, in which the percent error is
% error = 100% × (true −measured)/true (5.3)
Fig. 5.4, Fig. 5.5, Fig. 5.6, and Table 5.2 show that SMALL-LABS performs quite well in all
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Figure 5.5: Single-molecule analysis for the NP movie (Fig. 5.2b). See the caption of Fig.
5.4 for details.
a b
dc
Figure 5.6: Single-molecule analysis for the laser spot movie (Fig. 5.2c). See the caption of
Fig. 5.4 for details.
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three cases. The measurement results are generally very accurate and bias-free (centered
around mean, µ = 0 error).
5.6 Biases Introduced from Incorrect Background Subtraction
The common approach to background subtraction is to subtract a temporal mean or
median without rst doing foreground detection. The assumption in this background sub-
traction is that because single molecules will only be emissive during a fraction of the tem-
poral window over which the mean or median is calculated, the molecular uorescence
will not contribute signicantly to the time-averaged image. However, the uorescent
molecule will contribute some signal, and the magnitude of the single-molecule localiza-
tion and measurement biases introduced by this approximate background subtraction will
increase with the fraction of temporal window during which the molecule uoresces; this
problem scales with the number and density of single molecules.
5.6.1 Avoiding Bias in a High Density of Single Molecules
To demonstrate how SMALL-LABS avoids bias (systematic osets), consider the three-
frame movie in Fig. 5.7a. In this movie, there is an obscuring background blob, and the
uorescent molecule is present in two of the three frames. When the approximate back-
ground is calculated based on a three-frame temporal window (Fig. 5.7b and c), this mean
or a median lter gives signicant biases in localization and intensity metrics.
Measurement results for the four cases shown in Fig. 5.7 are tabulated in Tables 5.3 and
5.4, where a 2D Gaussian t gives the position, width (standard deviation), and amplitude.
The sum is the sum of all pixel intensities in the local region around the molecule. Simply
measuring the raw movie produces large errors in all measured quantities. The position,
width, and amplitude from a t of the data to a 2D Gaussian are inaccurate due to the
obscuring background. The intensity calculated by summing the pixels is inaccurate due
to both the obscuring background blob and the background intensity oset. Note that the
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Median Filter
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Figure 5.7: High molecule density comparison of BG subtractions. Comparison of dierent
background-subtraction methods for a three-frame movie with a mobile uo-
rophore; numbers in the top right corners indicate the frame number. (a) The
raw image frames of the movie. The uorescent molecule in frame 1 moves
to a slightly dierent position in frame 2 and then photobleaches in frame
3; all frames contain an intensity oset and an obscuring background blob
(frame 3). (b) Approximate background subtraction by subtracting the movie
mean (rightmost panel). (c) Approximate background subtraction by subtract-
ing the movie median (rightmost panel). (d) True background subtraction using
SMALL-LABS, which in this case this is equivalent to subtracting frame 3 in
(a) from all frames.
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x position y position Width Fit Amplitude Sum Intensity
(px) (px) (px) (a.u.) (a.u.)
Ground Truth 13.000 13.000 2.00 100.00 2496
(a) Raw Movie 14.298 11.358 3.50 149.81 6.37×105
(b) Mean Filter 13.083 12.311 1.89 39.49 800
(c) Median Filter 13.273 11.236 1.63 27.45 451
(d) SMALL-LABS 13.073 13.043 2.00 100.00 2453
Table 5.3: Measurement bias of molecule 1 for a high density of molecules. Measurements
of the position and amplitude of the uorescent molecule in frame 1 of Fig. 5.7
based on the background-subtraction approaches in Fig. 5.7a – d.
x position y position Width Fit Amplitude Sum Intensity
(px) (px) (px) (a.u.) (a.u.)
Ground Truth 13.000 14.000 2.00 100.00 2496
(a) Raw Movie 14.443 11.778 4.25 148.70 6.37×105
(b) Mean Filter 13.138 14.790 1.97 40.15 852
(c) Median Filter 13.198 15.929 1.62 31.09 502
(d) SMALL-LABS 13.100 14.037 2.06 100.36 2504
Table 5.4: Measurement bias of molecule 2 for a high density of molecules. Measurements
of the position and amplitude of the uorescent molecule in frame 2 of Fig. 5.7
based on the background-subtraction approaches in Fig. 5.7a – d.
ground truth of the sum is not equal to the analytical integral of the 2D Gaussian that
was used to simulate the molecules; the volume, V, under a 2D Gaussian curve with these
parameters is V = 2piAσ 2 = 2513, whereas the value of 2496 was obtained by summing
discrete integer-valued (rounded) pixel intensities in the simulated 2D Gaussian.
Though Fig. 5.7, in which a molecule is on for two frames out of three, seems ex-
treme, this ratio is becoming commonplace as the single-molecule imaging eld pro-
gresses toward high-density super-resolution imaging by PALM, STORM, or PAINT and
toward live-cell imaging of mobile molecules. Overall, detecting one or more uorescent
molecules at dierent places in the same local region for some number of consecutive
frames is not necessarily rare; the likelihood of this occurrence highly depends on the
specics of the imaging and the experimental system. The advantage of SMALL-LABS is
that it provides a bias-free measurement regardless of the frequency of occurrence of sit-
uations such as Fig. 5.7, and accurate measurements capable of achieving high precision
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can always be assured.
5.6.2 Decreased Bias in a Low Density of Single Molecules
Within the length of the lter window, if the number of “o” frames is much greater
than the number of “on” frames, then the bias introduced by approximate background sub-
traction goes down signicantly. To demonstrate this condition, consider a movie (Fig.
5.8a) which has the same “on” frames as the movie in Fig. 5.7a, but many more “o”
frames (28 rather than just one). In this case, mean and median ltering perform quite
well; median ltering gives essentially identical results to accurate background removal
using SMALL-LABS. Measurements are tabulated in Tables 5.5 and 5.6, where a 2D Gaus-
sian t gives the position, width (standard deviation), and amplitude. The sum is the sum
of all pixel intensities in the local region around the molecule.
x position y position Width Fit Amplitude Sum Intensity
(px) (px) (px) (a.u.) (a.u.)
Ground Truth 13.000 13.000 2.00 100.00 2496
(a) Raw Movie 14.336 11.354 3.48 148.95 6.37×105
(b) Mean Filter 13.030 12.990 1.98 93.91 2252
(c) Median Filter 13.027 13.028 1.98 99.70 2390
(d) SMALL-LABS 13.030 13.022 1.99 100.19 2416
Table 5.5: Measurement bias of molecule 1 for a low density of molecules. Measurements
of the position and amplitude of the uorescent molecule in frame 1 of Fig. 5.8
based on the background-subtraction approaches in Fig. 5.8a – d.
x position y position Width Fit Amplitude Sum Intensity
(px) (px) (px) (a.u.) (a.u.)
Ground Truth 13.000 14.000 2.00 100.00 2496
(a) Raw Movie 14.416 11.700 4.04 142.03 6.37×105
(b) Mean Filter 13.003 14.009 2.02 93.11 2334
(c) Median Filter 13.002 13.983 2.01 99.06 2472
(d) SMALL-LABS 13.005 13.976 2.02 99.38 2498
Table 5.6: Measurement bias of molecule 2 for a low density of molecules. Measurements
of the position and amplitude of the uorescent molecule in frame 2 of Fig. 5.8
based on the background-subtraction approaches in Fig. 5.8a – d.
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Figure 5.8: Low molecule density comparison of BG subtractions. Comparison of dierent
background-subtraction methods for a thirty-frame movie with a mobile uo-
rophore; numbers in the top right corners indicate the frame number. (a) The
raw image frames of the movie. The uorescent molecule in frame 1 moves
to a slightly dierent position in frame 2 and then photobleaches; all frames
contain an intensity oset and an obscuring background blob (frame 3). (b) Ap-
proximate background subtraction by subtracting the movie mean (rightmost
panel). (c) Approximate background subtraction by subtracting the movie me-
dian (rightmost panel). (d) True background subtraction using SMALL-LABS,
which in this case this is equivalent to subtracting the mean of frames 3 to 30
in (a) from all frames.
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Figure 5.9: Tracking PolC-PAMCherry in living Bacillus subtilis. (a) Representative images
of a single PolC-PAmCherry molecule (arrow) in a B. subtilis cell; the molecule
is easily identiable and can be tracked over time. (b) No PolC-PAmCherry
molecules can be identied by eye in high-background experimental condi-
tions. (c) Accurate background subtraction with SMALL-LABS enables single-
molecules to be detected and localized from the high-background movie in b,
and trajectories are obtained (colored lines). (d) Comparison of the measured
single-molecule intensities of the uorescent protein PAmCherry in live-cell
movies with low background (white) and with a high background (red) as in a
and b. Scale bars 1 µm.
In the limit that the ratio of “on” frames to “o” during the temporal window used for
subtraction is small, mean or median ltering perform fairly well. However, this condition
is not generally satised in single-molecule imaging due to uorophores remaining “on”
for multiple frames, and thus mean or median ltering will in general introduce signi-
cant biases. Therefore, the essential benet of SMALL-LABS is that it does not rely on a
potentially dicult-to-satisfy approximation to guarantee true background subtraction.
5.7 Validating SMALL-LABSwith Live-Cell Single-MoleculeTrack-
ing
To validate SMALL-LABS and demonstrate its scope, we localized single uorescent
proteins in living bacteria cells under optimal single-molecule tracking conditions (Fig.
5.9a) and in conditions that preclude traditional single-molecule detection (Fig. 5.9b). We
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imaged Bacillus subtilis strains natively expressing the DNA polymerase PolC fused to
the photoactivatable uorescent protein PAmCherry as the sole source of PolC (strain
JWS213). PolC is one of the two replicative DNA polymerases in B. subtilis and has been
characterized in our group’s previous work [191]. To produce the high background in Fig.
5.9b, a constant 15 W/cm2, 488 nm laser illumination generated a strong autouorescent
background in the cells; this background was further complicated by its slow decay over
time. By stochastically switching a small subset (1 – 3 molecules per cell) of the PolC-
PAmCherry molecules into a uorescent state at a time (in a single-particle tracking/-
PALM experiment), we visualized the dynamics of 420 single PolC-PAmCherry molecules
in 200 high-background cells (Fig. 5.9b) and 200 single PolC-PAmCherry molecules in 30
low-background cells (Fig. 5.9a).
We removed the subtle background from the low-background movies with SMALL-
LABS and then analyzed the sub-cellular single-molecules with super-resolution PSF-
tting. The high-background movies were analyzed with the same algorithm. Whereas the
background in Fig. 5.9b is suciently high to make single-molecule localization essentially
impossible in the raw data, after SMALL-LABS background removal, PolC-PAmCherry
could be detected in these cells. Both single-molecule localization data sets were then
analyzed with the same single-molecule tracking algorithm: trajectories were determined
(Fig. 5.9c) by optimizing all possible pairings of molecules between consecutive frames us-
ing the Hungarian algorithm [192–194]. Measured diusion coecients for PolC-PAmCherry
in the high-background cells matched our previously reported measurements [191] (see
Sec. 5.7.1 for more details). Single-molecule intensities, measured by summing the pixel
intensities around each measured molecule, yielded nearly identical distributions in the
high- and low-background movies (Fig. 5.9d). Both of these results show that SMALL-
LABS successfully removed the background in this live-cell imaging experiment and en-
abled accurate, bias-free measurements of uorescence intensity and position in a dataset
that would have been impossible to analyze without background removal.
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5.7.1 Live-cell Imaging and Analysis Details
B. subtilis cells were prepared as previously described [191]. Cells were grown at 30◦C
to OD ∼0.55 – 0.65 in S750 minimal medium supplemented with glucose. 2 µL cell culture
was pipetted onto a pad of 1% (wt/vol) agarose in S750, which was sandwiched between
two coverslips that had been cleaned by oxygen plasma (Plasma Etch PE-50) for 20 min.
The sample was then mounted on the microscope for imaging. In both high- and low-
background experiments, PAmCherry was photoactivated by a 200 ms pulse of the 405
nm laser (power density: 100 W/cm2; Coherent 405-100) and then imaged with a 561 nm
laser (power density: 200 W/cm2; Coherent Sapphire 561-50). The 488 nm laser was not
used in the low-background case.
A wide-eld inverted microscope (Olympus IX71) was used for imaging, and uores-
cence emission was collected by a 1.40 NA 100× oil-immersion phase-contrast objective
and detected on a 512 × 512 pixel EMCCD camera (Photometrics Evolve) at 50 ms/frame.
Appropriate dichroic and band-pass lters (Semrock) were placed in the light path to re-
ject scattered laser light and maximize the SNR.
The Matlab function call used to run SMALL-LABS to analyze all the live-cell movies
was:
SMALLLABS_main('DataDirectory', 8, 51, 50, 'do_avg', 0, ...
'do_avgsub', 0)
As explained in the User Guide, this function call uses a running median with a window
of 51 frames to do the initial approximate background subtraction. After molecule de-
tection, the accurate background subtraction was calculated as the median of the “o”
frames within the surrounding 50 frames. The intensities of the “good t” molecules from
both high- and low-background cells were obtained by summing the pixel intensities in
the accurate background-subtracted images of the individual molecules. We observe no
signicant dierence of the intensity distributions in the high and low-background cells
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Figure 5.10: Diusion of PolC-PAMCherry in living Bacillus subtilis cells. Apparent dif-
fusion coecients, D, of PolC-PAmCherry in live B. subtilis cells. (a) Distri-
bution of PolC-PAmCherry diusion coecients in cells in high-background
conditions. (Inset) Zoom-in on the 0 – 0.1 µm2/s region of the histogram and
a representative frame showing a high-background image. (b) Adapted from
Liao et al. [191]. Distribution of PolC-PAmCherry diusion coecients in
cells in low-background conditions. (Inset) Zoom-in on the 0 – 0.1 µm2/s re-
gion of the histogram and a representative frame showing a low-background
image. Scale bars: 1 µm.
(Fig. 5.9d).
High- and low-background data sets were analyzed with the same single-molecule
tracking algorithm. The trajectories were determined by optimizing all possible pairings
of molecules between consecutive frames using the Hungarian algorithm [192, 193, 195].
The likelihood that the two particles are the same molecule in dierent frames is described
in the code by a merit value m (trackparams(1) = 0.01), which considers the spatial
separation (trackparams(4) = 9), the intensity dierence, and the temporal separa-
tion between the two particles (trackparams(3) = 2.5). The sum of m is maximized
for each set of adjacent frames and this maximization is repeated until all frames are pro-
cessed. The apparent diusion coecients, D, of single-molecule trajectories were then
calculated from the mean squared displacement versus time lag [196]. All trajectories at
least 5 frames long were analyzed. The distribution of PolC-PAmCherry diusion coef-
cients in high-background cells (Fig. 5.10a) resembles the distribution characterized in
low-background cells (Fig. 5.10b).
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5.8 Conclusion
In conclusion, SMALL-LABS and the exible and customizable code we provide can
be rapidly implemented to detect and localize single molecules even in the presence of
obscuring backgrounds. This data analysis approach requires no changes to experimental
methods and in fact, SMALL-LABS relaxes experimental constraints: with its improved
accuracy and sensitivity, SMALL-LABS opens up many systems previously inaccessible
to super-resolution analysis due to dicult backgrounds. Here, we have demonstrated the
scope and performance of SMALL-LABS by accurately and precisely measuring simulated
data under a variety of realistic background conditions, and by successfully measuring
and tracking single uorescent proteins in a live-cell experiment under conditions that
preclude traditional approaches.
Open-source Matlab code for implementing SMALL-LABS (GNU General Public Li-
cense), full documentation (User Guide), and a quick-start guide with example data is pro-
vided. Code, resources, and further development and expansion of the code post-publication
will be hosted at https://github.com/BiteenMatlab/SMALL-LABS.
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CHAPTER VI
The Mislocalization Eect
Portions of the work in this chapter have been published in [35–37] as
E. Wertz, B.P. Isaaco, J.E. Donehue and J.S. Biteen, “Single-molecule uo-
rescence unravels the coupling of light to a plasmonic nano-antenna,” Nano
Letters, 14, 2662-2670 (2015). DOI: 10.1021/acs.nanolett.5b00319
E. Wertz, B.P. Isaaco, J.S. Biteen, “Wavelength-Dependent Super-resolution
Images of Dye Molecules Coupled to Plasmonic Nanotriangles,” ACS Photon-
ics, 3, 1733-1740 (2016). DOI: 10.1021/acsphotonics.6b00344
B. Fu, B.P. Isaaco, J.S. Biteen, “Super-Resolving the Actual Position of Single
Fluorescent Molecules Coupled to a Plasmonic Nanoantenna,” ACS Nano, 11,
8978-8987, (2017). DOI: 10.1021/acsnano.7b03420
In these works, I mainly contributed the theoretical and computational analysis of the
mislocalization eect.
Super-resolution localization of an emitter coupled to an optical antenna results in an
inaccurate measurement of the emitter position, we term this the mislocalization eect. I
will start this chapter with a brief introduction and history of the mislocalization eect. I
will then give a working denition and explain the origin of the eect. Instead of describ-
ing all details from our works on this subject (references [35–37]), I will instead focus on
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a b c
Figure 6.1: Images of molecules with varying SNRs. Top row: images. Bottom row: inten-
sity maps. (a) High SNR (b) Moderate SNR (c) Low SNR.
the takeaways of each project and detail my specic contributions to these projects: the
theoretical and computational analysis and prediction of the mislocalization eect.
6.1 The Promise of Plasmon-Enhanced Super-Resolution
As discussed in Chapter II, single-molecule super-resolution microscopy is a powerful
technique allowing researchers to make profound impacts in a wide variety of elds. By
super-resolving the emission from single emitters on length scales well below the dirac-
tion limit, this technique has opened up many new avenues for scientic research and
technological development.
Many realistic experiments (especially in-vivo) are unable to achieve the best possible
resolutions due to SNR limitations. This was already discussed in the context of Eq. 2.11,
which shows that increasing the SNR increases the localization precision. Fig. 6.1 qual-
itatively illustrates this result by showing images of molecules with varying SNRs. The
molecule in Fig. 6.1a is extremely easy to detect, and can be localized with extremely high
precision. The molecule in Fig. 6.1b is still fairly straightforward to detect, but will not
be localized with as good precision as the molecule in Fig. 6.1a. The molecule image with
the lowest SNR, shown in Fig. 6.1c, may be impossible to detect, and if it is successfully
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detected, will be imprecisely localized.
One approach to increasing the SNR is to increase the signal by increasing the bright-
ness of emitters. As discussed in Chapters III and IV, plasmonic optical antennas can in-
crease the brightness of coupled emitters. This idea of using plasmonics to increase the
power of single-molecule super-resolution microscopy was (and still is) the impetus be-
hind a lot of plasmon-enhanced uorescence research [8, 26, 130, 145, 197–201].
On the other hand, as discussed in Chapter III, plasmonics, and optical antennas in gen-
eral, are themselves technologically important and scientically exciting. Single-molecule
uorescence super-resolution imaging can directly study the optical properties of plas-
monic optical antennas, bringing new insights to this impactful eld.
These two sides of the same coin, enhancing super-resolution microscopy with plas-
monics and studying plasmonics with super-resolution microscopy, both rely on the as-
sumption that single-molecule super-resolution microscopy provides an accurate and highly-
precise measurement of single-molecule localization. As we will see in the following sec-
tions, when bringing optical antennas into the picture, this assumption breaks down.
6.2 Early Evidence of the Mislocalization Eect
There was early interest in using single-molecule uorescence super-resolution imag-
ing to map out the subwavelength eld connement about a plasmonic hotspot. Cang et
al. [202] used PAINT on rough Al surfaces and on Ag nanoparticle clusters and claimed
to have mapped the electric eld around the plasmonic hotspot with nm-scale resolution.
Their results, shown in Fig. 6.2a and b, generated a lot of excitement. The problem is that
a PAINT experiment stochastically and uniformly interrogates a surface, eventually giv-
ing a near constant spatial density of localizations. However, in Fig. 6.2a from [202], the
density of localizations is clearly not uniform, and is in fact highly concentrated near the
the hotspot (red circle). They did not mention or explore this puzzling result.
One of the rst researchers to raise the alarm about the mislocalization eect was Pro-
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50 nm
Figure 6.2: Early evidence of the mislocalization eect. (a) PAINT localizations near a
hotspot of a rough Al lm. (b) Fluorescence intensity of the molecules in a. a
and b from [202]©Macmillan Publishers Limited (c) Density of single-molecule
localizations superimposed on an AFM image of a GNR from [185] ©Wiley-
VHC (d) Same as c, comparing dierent tting functions from [186]©American
Chemical Society.
fessor Katherine Willets. Willets and coworkers noticed systemic biases in reconstructed
images of uorescent dyes attached to GNRs. In these experiments, the dyes were attached
to the surface of a GNR and stochastically turned on. One would expect that reconstruct-
ing an image from these localizations would accurately reproduce the shape, size, and
orientation of the GNR, or possibly over-estimate the size (as the dyes lay outside the
GNR). However, what Blythe et al. [185] (Fig. 6.2c) found was that they could accurately
reproduce the GNR shape and orientation, but the reconstructions consistently under-
reported the GNR size! In their follow-up work Blythe et al. [186] (Fig. 6.2d), tried using
modied tting functions to overcome this bias, but the eect remained. In retrospect,
references [186] and [185] are among the earliest (and clearest) evidence in the literature
showing the mislocalization eect.
In 2015 Ropp et al. [203] studied the emission from single quantum dots coupled to
a plasmonic nanowire, and for the rst time, correctly pointed out the mislocalization
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eect. Very shortly thereafter, we published [35], providing clear evidence and explanation
of the mislocalization eect for the more widely applicable system of single uorescent
molecules coupled to plasmonic optical antennas.
6.3 The Mislocalization Eect
A working denition of the mislocalization eect I propose is:
The mislocalization eect refers to the signicant inaccuracies in super-
resolution localization of an emitter introduced by coupling (even very weakly)
the emission from that emitter to an optical antenna.
The mislocalization eect means that if an emitter is at all coupled to an optical antenna, a
high-precision super-resolution localization procedure (like PSF tting) will not return an
accurate measurement of where that emitter really is. The most common manifestation
of the mislocalization eect is to have the apparent emission shifted towards the antenna
position. This shifting towards the antenna explains why the results in Fig. 6.2a (from
[202]) failed to show a uniform density of localizations, and instead showed most of the
emission coming from the hotspot (antenna) location. It also explains why the results in
Fig. 6.2c and d (from [185] and [186] respectively) under-reported the GNR size.
The simplest and most general explanation for the mislocalization eect is that the
assumptions underlying super-resolution localization for a free emitter no longer apply
when the emission is coupled to an optical antenna. Specically, for nearly all systems
usually under consideration in super-resolution experiments, in the absence of an optical
antenna (or photonic cavity) the LDOS around an emitter is nearly uniform and isotropic.
Thus, the emitter is free to radiate spherical wavefronts (or dipolar emission, etc.) in any
direction equally. Therefore, as discussed in Sec. 2.4.1, such wavefronts produce a dirac-
tion limited imaged shaped as the system PSF. But, because of the anisotropic and nonuni-
form LDOS around an optical antenna, a single emitter no longer emits in the same way as
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a free point source, and thus the system PSF does not represent the shape of the emission.
Therefore, tting coupled emission to the system PSF gives an inaccurate measurement
of the emitter position: mislocalizing the emitter.
6.4 Single-Molecule Fluorescence Unravels the Coupling of Light
to a Plasmonic Nano-Antenna
This section is a presentation of the work and results in a collaborative project which
we published [35] as:
E. Wertz, B.P. Isaaco, J.E. Donehue and J.S. Biteen, “Single-molecule uo-
rescence unravels the coupling of light to a plasmonic nano-antenna,” Nano
Letters, 14, 2662-2670 (2015). DOI: 10.1021/acs.nanolett.5b00319
In this collaboration, I developed the theory and performed the calculations. Esther
Wertz performed the experiments and analyzed the data. Jessica Flynn (née Donehue) as-
sisted with the experiments. Professor Julie Biteen advised and oversaw the entire project.
In this section, I am not reproducing the manuscript, but instead giving an overview of
the results within.
6.4.1 Demonstration of the Mislocalization Eect
In [35], we studied the coupling of Cy5.5 dye molecules to electron-beam lithography
(e-beam) patterned circular Au nano-island (NI) (a plasmonic optical antenna) in a PAINT
experiment. Fig. 6.3a shows a representative SEM image of 90 nm diameter NIs. All NIs
were 30 nm thick, and we swept the NI diameter from 60 to 180 nm. As the NI diameter
increases, the LSPR redshifts1 as shown in Fig. 6.3c. The NI LSPR is resonant with both the
excitation and emission of Cy5.5 for the 90 nm diameter NI. Fig. 6.3b show the scattering
1The mechanism of this redshifting is the same as the aspect ratio scaling of a GNR LSPR discussed in
Sec. 3.5.
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Figure 6.3: Mislocalization on Au nano-islands. (a) SEM image of 90 nm NI, scale bar 500
nm. (b) Scattering spectrum of the 90 nm diameter NI overlaid with the excita-
tion and eimssion spectrum of Cy5.5 (c) Scattering peaks for all NI overlaid on
Cy5.5 spectra. In b and c, black is the measured dark-eld result and blue is the
simulated scattering result. (d) - (f) Single-molecule localization maps. (d) No
NI (on the ITO substrate). (e) O resonance, for a 180 nm NI. (f) On resonance,
for the 90 nm NI. Adapted from [35], ©American Chemical Society.
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spectrum of the 90 nm diameter NI overlaid with the excitation and emission spectrum of
the Cy5.5.
In the absence of a NI, as shown in Fig. 6.3d, dyes adsorbed on the bare substrate (in
this case ITO on glass) shows what we expect in a PAINT experiment—a uniform density
of localizations. When dyes physically touch a bare metal, their emission is quenched
through a charge transfer to the metal [162,165,204,205]. Thus the result in Fig. 6.3e for the
180 nm diameter NI (far o resonance), showing a nearly uniform density of localizations
around the NI, and very few localizations on the antenna, is expected. However, in Fig.
6.3f, we see exactly the opposite eect! On resonance, even though we know no dyes can
be located on the NI and still emit, nearly all of the emission from the dyes in this PAINT
experiment appear to come from the NI location.
This anomalous nding is due to the mislocalization eect. When there is non-negligible
overlap between the dye emission spectrum and the optical antenna spectrum—when the
emission is coupled to the antenna—the apparent position of emission does not reect
the true position of the emitter. We studied the spectral dependence of this eect in [36],
which will be discussed in Sec. 6.5. In the next section, I will detail the Two-Gaussian
model, the initial approximate model we developed to predict mislocalization.
6.4.2 The Two-Gaussian Model
The Two-Gaussian model is an approximate model. The biggest approximation is that
the model assumes that the measured coupled emission intensity can be modeled as the
sum of two 2D Gaussian functions (approximating Airy disks). Indeed, the emission from
a single point emitter, such as a single uorescent molecule or a single optical antenna, is
well approximated by a 2D Gaussian function, as discussed in Sec. 2.4.1. Thus, in the Two-
Gaussian model, we imagine the system like a FRET (Förster resonance energy transfer)
system with the emission from the dye centered at the dye position and the emission from
the NP centered at the NP. The relative amplitudes of these emissions, like in FRET, are
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Figure 6.4: Schematic of the Two-Gaussian model. (a) Simulation of the local eld intensity
around a 90-nm NI excited by a dipole oriented in the x-direction, at a dipole
to NI edge distance of 30 nm. Scale bar: 50 nm. (b) The Two-Gaussian model: a
Gaussian located at the dye position (purple curve) and a Gaussian located at
the NI positon (orange curve) sum to give the coupled emission intensity (blue
curve). Adapted from [35], ©American Chemical Society.
given by the extent of coupling; as the coupling increases, so does the energy transfer
rate, and thus the Gaussian centered at the NP is given a greater amplitude. The coupled
emission is then the sum of these two emission processes. It turns out this model is not
generally accurate, and the Two-Gaussian model fails to predict some mislocalization phe-
nomena, though correctly predicting others. This model is however, a good starting point
for understanding trends in mislocalization and developing understanding of the eect.
The concept of the Two-Gaussian model is shown in Fig. 6.4. The dye emission process
is simulated in the standard manner, by exciting the NI with a dipole source (as in Fig.
3.9c). The electric eld intensity distribution about a resonantly excited NI is shown in
Fig. 6.4a. Due to the circular symmetry of the NI, we only simulate dipole positions along
the radial direction, and similarly, we can perform all of the mislocalization analysis on
1D Gaussian functions, instead of the full 2D Gaussian functions. Using the power uxes
from the simulation (Fig. 6.4a) for a given dipole position and orientation, we calculate
(as described below) the amplitude for a Gaussian function located at the dipole position
and one located at the NI position. These two Gaussians are then summed to predict the
coupled emission intensity. The coupled emission (no longer a pure Gaussian function) is
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Figure 6.5: Power radiation and dissipation pathways. Pathways overlaid on the eld maps
from Fig. 6.4a. Adapted from [35], ©American Chemical Society.
then t to a Gaussian, as in super-resolution localization, to predict the measured apparent
emission position.
To calculate the amplitudes of the two Gaussians, we track all of the power radiation
and dissipation pathways in the system. The dierent paths are schematically illustrated
in Fig. 6.5. The total power radiated into the far eld (PR = P1 + P4) and the total power in
the simulation (Ptot = PR+PNR = P1+P2+P3+P4+P5) are measured in the presence of the
NI, and the corresponding reference quantities (P0R = P
0
1 ) and (P0tot = P0R + P
0
NR = P
0
1 + P
0
2 )
are measured for a dipole on an ITO substrate. The dierent dissipation and radiation
pathways are:
P1: power radiated into the far-eld directly from the dipole
P2: the power lost due to nonradiative energy transfer to the environment from the
dipole
P3: the power coupled to the NI and then dissipated due to Au material losses
P4: the power coupled to the NI and then radiated into the far-eld
P5: the power coupled to the NI and then lost due to nonradiative energy transfer
to the environment
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The radiated power enhancement, R, is
R =
PR
P0R
=
P1 + P4
P01
(6.1)
and the eciency modication, H , is
H =
ηa
η0a
=
Pr
Ptot
P0tot
P0R
=
P1 + P4
P1 + P2 + P3 + P4 + P5
P01 + P
0
2
P01
(6.2)
The power coupled to the NI then radiated to the far eld, P4, normalized by the reference
radiated power, P01 , is dened as AP = P4/P01 , and as detailed below, in the limit where the
dipole is very close or very far from the NI edge, the amplitude of the Gaussian located at
the NI, Ap , can be simplied as
AP ≈ R − H (6.3)
Case 1: Small Dipole Separation Limit
In the limit where the dipole is very close to the NI, there is a lot of coupling. Here, Ptot 
PR becaues the Au material losses, P3, scale with the amount of coupling. Additionally,
since P0tot and P0R dier only by the small losses to the ITO (P
0
2 ), P0tot ≈ P0R , and thus PtotPR 
P0tot
P0R
. Using this inequality and Eq. 6.2 gives
H =
PR
Ptot
P0tot
P0R
 1 (6.4)
In this limit, most of the light emitted from the dipole is reradiated through the NI (P4 
P1). Moreover, P4  P01 , due to plamson enhanced emission. Then,
R =
P1 + P4
P01
≈ P4
P01
 1 (6.5)
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Combing these two results, we nd that
R − H ≈ P4
P01
= AP (6.6)
Case 2: Large Dipole Separation Limit
In the limit where the dipole is very far from the NI, there is very little coupling between
the dye and the plasmon. This implies that P3, P4, P5 ≈ 0 and therefore P1, P2  P3, P4, P5.
As a result:
R ≈ P1
P01
& H ≈ P1
P1 + P2
P01 + P
0
2
P01
(6.7)
Furthermore, in this limit, the dipole approaches its reference case behaivor where P1 ≈ P01
and P2 ≈ P02 , and so R ≈ H ≈ 1 and consequently, R −H ≈ 0. Which is consistent with the
behaivor of AP where
AP =
P4
P01
≈ P4
P1
≈ 0 (6.8)
and thus in this limit as well
R − H ≈ AP (6.9)
6.4.3 Applying the Two-Gaussian Model
To apply the Two-Gaussian model, the amplitude of the Gaussian function located at
the dipole position is given by H (Eq. 6.2), and the amplitude of the Gaussian function
located at the NI is given by AP (Eq. 6.3). We calculated these quantities at a series of
radial separations from the NI edge, re . At each location, we simulated x ,y, and z oriented
dipoles, and then averaged the three results. The Gaussians with amplitude H and AP
were then summed to give a total coupled emission intensity prole, which was t to a
symmetric Gaussian function, and the t result center of the Gaussian was taken as the
prediction for the experimentally measured apparent emission position.
We can now compare the results of the Two-Gaussian model to experiments. Fig. 6.6
compares the experimentally measured radial density of localizations relative to NI cen-
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Figure 6.6: Denisty of apparent emission positions. (a-c) Experimentally measured den-
sity of Cy5.5 ts as a function of distance from the nearest NI edge for three
dierent NI diameters: (a) 55, (b) 90, and (c) 140 nm. The insets show the cor-
responding super-resolution maps; the black circles indicate the position of
the NI. Scale bars: 100 nm. (d-f) Corresponding simulated results using the
Two-Gaussian model. Dashed lines indicate the NI edge positions. From [35],
©American Chemical Society.
ter to the simulated results with the Two-Gaussian model. For all diameters, in both the
experimental and simulated data, the maximum number of molecules is found at the cen-
ter of the NIs, and a depletion ring (dip) appears as a result of the balance of the direct
emission from the dye molecule and the coupled emission through the NI plasmon mode.
In the simulations, the density far away from the edge of the NI is overestimated com-
pared to the experiments due to the lower detection probability of these dim, uncoupled
molecules in the experiments.
Overall, despite being an approximate model, the Two-Gaussian model qualitatively
predicts mislocalization. Furthermore, it helps to highlight that the origin of the eect
is from variable coupling which produces a false apparent position. In the next section,
covering our work in [36], I discard the Two-Gaussian model, and use an exact numerical
formulation to predict the measured intensity prole of coupled emission. This new, exact
approach, reveals several new insights that the Two-Gaussian model misses.
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6.5 Wavelength-Dependent Super-Resolution Images ofDyeMolecules
Coupled to Plasmonic Nanotriangles
This section is a presentation of the work and results in a collaborative project which
we published [36] as:
E. Wertz, B.P. Isaaco, J.S. Biteen, “Wavelength-Dependent Super-resolution
Images of Dye Molecules Coupled to Plasmonic Nanotriangles,” ACS Photon-
ics, 3, 1733-1740 (2016). DOI: 10.1021/acsphotonics.6b00344
In this collaboration, I developed the theory and performed the calculations. Esther
Wertz performed the experiments and analyzed the data. Professor Julie Biteen advised
and oversaw the entire project. In this section, I am not reproducing the manuscript, but
instead giving an overview of the results within.
6.5.1 Spectral Dependence of Mislocalization
In [36], we studied the spectral dependence of the mislocalization eect. We con-
sidered three dyes of dierent colors (Cy3, Cy5, and Cy5.5), excited with four dierent
laser wavelengths (515, 532, 561, and 640 nm), and coupled to a range of gold nano-
triangle (NT) with increasing sizes—and therefore increasing LSPR wavelengths—to inves-
tigate how the dependence of the uorescence enhancement on excitation and emission
wavelengths aects the emission pattern, and thus the mislocalization, from the coupled
dye-nanoparticle system using super-resolution imaging in a PAINT experiment. We fab-
ricated gold NT arrays by e-beam lithography on an ITO-coated glass coverslip. Each of
the eight arrays consisted of 50 nm thick NTs arranged with a 500 nm center-to-center
pitch and a specic NT side length between 75 and 145 nm, such that each NT array was
characterized by a distinct LSPR frequency. Fig. 6.7 shows the spectra of the systems inves-
tigated, highlighting the dierent spectral overlaps and coupling regimes accessible. For
instance, Fig. 6.7h suggests that we would see strong excitation enhancement for the 100
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Figure 6.7: NT and dye spectra. (a) – (c), representative NT scatting spectra: measured
dark-eld in black and simulated in blue. Insets SEM images of NTs, scale bar:
100 nm. (d) – (e), dye spectra with lasers indicated by vertical dashed lines. (g)
– (i), dye spectra with LSPR peaks overlaid for dierent NT sizes. From [36],
©American Chemical Society.
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nm NT with the 640 nm laser exciting Cy5, and minimal emission enhancement. Similarly,
Fig. 6.7g suggests that for Cy3, excited with either the 515 nm or 532 nm laser, there will
be minimal excitation enhancement for NTs, good emission enhancement for NTs smaller
than 100 nm, and minimal coupling for the larger NTs. For Cy5.5, Fig. 6.7i suggests that
there will be both excitation and emission enhancement for most triangles.
Mislocalization arises from the light emitted by the uorophore coupling to the an-
tenna. We can therefore take our intuition about emission enhancement, developed in
Chap. IV, as our starting point for hypothesizing the spectral dependence of mislocalization—
which is mainly dependent on spectral overlap between the LSPR and the uorescence
emission spectrum.
We measured the mislocalization of dyes coupled to the NTs in the same manner as
discussed in Sec. 6.4 ( [35]). Briey, we used a PAINT experiment to super-resolve the
location of dyes. In a PAINT experiment, the dyes stochastically and uniformly interrogate
the surface being studied. Furthermore, if a dye molecule directly touches the bare metal
of the NTs, it will be quenched, not emitting any light, and we will not detect the molecule.
Therefore, an emission map with a non-uniform density of localizations, and especially
any localizations which appear to be located on top of the NT, indicates mislocalization.
The localization maps for some of the dierent NT-dye-laser combinations are shown
in Fig. 6.8. Fig. 6.8a shows the control PAINT experiment on an ITO substrate, with no NT.
As expected, the control shows a uniform density of dye localizations. In contrast, when
dye molecules couple to the NTs, a strong change in the emission map is observed. For
the case of Cy5.5 with 640 nm excitation, Cy5 with 640 nm excitation, and Cy5 with 561
nm excitation (Fig. 6.8b – d, respectively), signicant mislocalization is observed. Indeed,
though molecules that actually are on top of the NT will be quenched and not detected
in the uorescence microscope, in all three cases, the maximum emission enhancement
is observed from molecules that appear from their ts to be on top of the NT, clearly
demonstrating the eect of coupling on the far-eld radiation pattern. In fact, even when
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Figure 6.8: Measured dye localization maps about several NTs. (a) Cy5 on ITO reference
with 640 nm excitation, (b) – (f), dye molecules near NTs with uorescence
excitation wavelength and NT sizes as indicated. Scale bars: 100 nm. Color bars:
Fluorescence intensity enhancement. The white triangles in (b) – (f) indicate
the NT position. From [36], ©American Chemical Society.
very little enhancement is observed (Fig. 6.8d), most of the uorescence ts are located on
top of the NT, and fewer molecules appear from their ts to be at the periphery of the NT,
indicating that the emission from molecules physically located around the NT is overall
shifted toward the NT center. This shifting of the emission toward the NT center happens
even when very little enhancement is observed (Fig. 6.8d) and for molecules located up
to ∼100 nm away from the NT, illustrating the robustness of this eect. Additionally, the
resulting radiation pattern clearly reproduces the triangular shape of the NTs, giving us
structural information on the substrate that is masked by the diraction limit in standard
optical microscopy.
Surprisingly, for the case of Cy3 coupled to a 140 nm NT (LSPR at 750 nm), shown
in Fig. 6.8e and f, where there is very little spectral overlap between LSPR and the dye
emission spectrum, we still observe mislocalization! The eect is much smaller than in
the other cases. For instance, the depletion region showing a lower density of localizations
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Figure 6.9: Exact mislocalization calculation schematic. (a) The radiation from a dipole
source is projected to the far-eld from below (measured at the dashed line).
(b) Same as (a), now coupled to an antenna. (c) The far-eld diraction limited
image of a. (d) The far-eld diraction limited image of b. In c and d, the red ×
indicates the actual position of the dipole source and the black cross indicates
the apparent position of emission.
around the NT is minimally visible in Fig. 6.8e and is not detectable in Fig. 6.8f. However,
we still observe many localizations appearing to originate from the NT location, indicating
mislocalization.
6.5.2 Exactly Predicting Mislocalization
Though the Two-Gaussian model for predicting mislocalization was successful in match-
ing some of the experimental results in [35], it is an approximate model. Here, I replace
the Two-Gaussian model, with an exact numerical approach to simulating the coupled
emission. This exact approach has revealed a number of new insights, discussed below.
To exactly predict mislocalization, it is necessary to be able to exactly predict the PSF of
the microscope. There has been extensive progress in using electromagnetic simulations,
and in particular FDTD simulations, to simulate a microscope—see [129] for a compre-
hensive review and tutorial on this subject. The basic idea is shown in Fig. 6.9a and b. The
radiation from a dipole source is collected in the simulated direction of the objective lens,
in this experiment, that means the direction below the source. The radiation is projected
to the far eld using a near-to-far eld transformation. Only the far-eld radiation within
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a certain NA, to match the experiment, is kept; in this case the NA is 1.4. This (truncated
hemispherical) far-eld radiation pattern is then focused to a plane by spatially Fourier
transforming the radiation pattern [129]. The result is a diraction-limited image of a
point source, accurately showing the system PSF.
The calculated diraction-limited image is then numerically analyzed just as in a
super-resolution experiment, in this case by tting to a 2D Gaussian function. The super-
resolved t result can be compared to the actual position of the dipole source to determine
how much, if any mislocalization occurred due to coupling with an antenna. The radia-
tion from a dipole not coupled to an antenna, Fig. 6.9a, is shown in Fig. 6.9c. The t loca-
tion (black cross) is exactly located at the true dipole position (red ×), as expected. When
the dipole is proximal to an antenna, Fig. 6.9b, the super-resolved t position, the black
cross in Fig. 6.9d, is separated from the true dipole position, showing mislocalization. This
simulation approach is now the standard approach to investigating the mislocalization ef-
fect [203, 206].
6.5.3 Predicting Spectral Dependence of Mislocalization
To understand the spectral dependence of mislocalization in this experiment, I simu-
lated dyes coupled to the NTs and calculated the mislocalization. Two single dipole emit-
ters (with dipole orientations in the x direction and the y direction, respectively) were
placed one at a time about the NT at each position indicated by a blue dot in Fig. 6.10a
and mapped by symmetry to the complete set, plotted as red dots. The apparent emis-
sion positions of each dipole are plotted as dots in Figure 4b – e after randomly sampling
interpolated results to yield the expected distribution of molecule localizations at three
dierent wavelengths corresponding to the emission maxima of the three dyes (700, 670,
and 570 nm for Cy5.5, Cy5, and Cy3, respectively). Although no dyes were positioned
less than 5 nm away from the NT edge to mimic strong quenching at these very short
distances, the simulations clearly reproduce the experimentally observed mislocalization
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Figure 6.10: Simulations of dipoles coupled to a NT. (a) Simulated dipole positions around
an NT (blue dots) were mapped to results for the red dots by symmetry. (b) –
(e) Simulated apparent emission positions at three dierent wavelengths, (c,
d) 670 nm/Cy5, and (e) 570 nm/Cy3. Scale bars: 100 nm. Color bars: Intensity
of the simulated single-molecule emission. The black triangles indicate the
NT position. (f) Simulated intensity enhancement vs. mislocalization error
magnitude for dipoles oriented along the x-axis (orange) or they-axis (purple)
at 670 nm near 130 nm NTs as in (c). From [36],©American Chemical Society.
shown in Fig. 6.8. In all cases, many dye molecules at the NT periphery appear to emit
from on top of the NT. For the case of Cy5 coupled to 130 nm NTs (Fig. 6.10c), the sim-
ulated intensity enhancement is plotted in Fig. 6.10f against the magnitude of the mislo-
calization error (the dierence between the actual dipole position and the tted position).
Consistent with our experimental results, a strong enhancement correlates with a large
shift in apparent position; however there is still signicant shifting even in the absence
of enhancement.
This exact approach to simulating mislocalization revealed that the mislocalization
eect comes from the combined eect of the emission of dyes close to the antenna shifting
toward the NT and the emission of dyes far from the antenna predominantly shifting
away, resulting in a low density of localizations in the intermediate region. This insight
of shifting, both toward and away from a plasmonic antenna, could not have come out of
the Two-Gaussian model. To explore this eect in depth, it is instructive to see how each
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Figure 6.11: Details of mislocalization about a NT. The position error is the dierence be-
tween the position of the t and the actual position of the dipole source, i.e.,
+X indicates that the apparent position is to the right of the actual position.
The magnitude of the total error is the length of the vector between the t
position and the position of the source. From [36], ©American Chemical So-
ciety.
dipole individually appears to shift from its true position. In Fig. 6.11, the shifting away
from the NT occurs predominantly for the dipoles located further away from the NT.
Conversely, for the dipoles located near the NT, the shifting is predominantly towards the
center of the NT. These simulations also reveal the complex nature of the mislocalization
eect, where the mislocalization vector changes quickly over short distances and is highly
dependent dipole orientation.
6.6 Super-Resolving theActual Position of Single FluorescentMolecules
Coupled to a Plasmonic Nanoantenna
This section is a presentation of the work and results in a collaborative project which
we published [37] as:
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B. Fu, B.P. Isaaco, J.S. Biteen, “Super-Resolving the Actual Position of Single
Fluorescent Molecules Coupled to a Plasmonic Nanoantenna,” ACS Nano, 11,
8978-8987, (2017). DOI: 10.1021/acsnano.7b03420
In this collaboration, I developed the theory and performed the calculations. Bing Fu
performed the experiments and analyzed the data. Professor Julie Biteen advised and over-
saw the entire project. In this section, I am not reproducing the manuscript, but instead
giving an overview of the results within.
6.6.1 Predicting Mislocalization of DNA-Bound Dyes
In [37], we studied the mislocalization of single uorescent molecules coupled to gold
NPs with precise distance tuning via double-stranded DNA. We developed an analytical
framework to uncover detailed spatial information when direct 3D imaging is not acces-
sible. Overall, we demonstrated that by taking measurements on a single, well-dened,
and symmetric dye/NP assembly and by accounting explicitly for artifacts from super-
resolution imaging, we could measure the true nanophotonic mislocalization. We mea-
sured up to 50 nm mislocalizations and showed that smaller separation distances lead to
larger mislocalizations, also veried by electromagnetic calculations. Overall, by quanti-
fying the distance-dependent mislocalization shift in this gold NP/dye coupled system, we
showed that the actual physical position of a coupled single emitter can be recovered.
Here, I will not go into detail discussing the results of the paper, and how we were
able to experimentally relate the mislocalized position to the actual position, all of which
is described in [37]. But rather, here I will focus on showing that this exact method for
predicting mislocalization can be successfully applied to a very dierent system than the
two previously discussed in this chapter. I will also show some surprising new insights
that this theoretical framework uncovered.
In the previous two sections, we looked at mislocalization of dyes resolved in a PAINT
experiment coupled to e-beam fabricated antennas. In this section, we studied mislocal-
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Figure 6.12: Mislocalization of DNA-bound dyes. (a) Scattering of Au NP, measured dark-
eld in blue, simulated in black, overlain with ATTO532 emission spectrum.
Insets are schematics illustrating experimental design. Dyes are dound to a
Au nanosphere with a DNA linker in a dSTORM setup. (b) – (d), localizations
about a 78.6 nm NP/dye assembly with a 11 nm (b), 22.8 nm (c), and 32.6 nm
(d) dsDNA spacer. (e) – (g), simulations of (b) – (d). From [37], ©American
Chemical Society.
ization of dyes bound to the surface of a colloidal Au nanosphere with variable length
double-stranded DNA (dsDNA) linkers. Emission from single molecules was achieved in
a direct-STORM (dSTORM) experiment. Fig. 6.12a shows the basic experimental setup:
ATTO532 dye molecules (pink stars) are attached with dsDNA to the Au nanoparticle (NP)
and single-molecule imaging was accomplished by inducing blinking with a dSTORM
buer [207–210]. The emission spectrum of ATTO532 overlaps with the LSPR of the NP,
shown in Fig. 6.12a, and thus we expect to observe signicant mislocalization.
From our previous studies of mislocalization, we know that the separation between
the emitter and the antenna is a crucial parameter aecting mislocalization. Fig. 6.12b – d
shows the localization density in the xy plane about the Au NP for varying lengths of the
dsDNA spacer, where the sphere surface is shown by the black circle and the dye location
in the same plane is shown by the red circle. Fig. 6.12e – g show the simulated results for
the same system. Though there are some dierences, largely, the simulations accurately
reproduce the experimental results, showing that this mislocalization calculation method
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Figure 6.13: z-dependence of mislocalization about a sphere. The true position of the
dipole source is shown with a red star, the mislocalized position of the p = x
(blue), p = y (orange), and p = z (yellow) dipoles are overlaid. dsDNA linker
length is (a) 11 nm, (b) 22.8 nm, and (c) 32.6 nm.
can be applied to diverse systems interrogated with dierent single-molecule techniques.
One of the main dierence between this dSTORM experiment and the PAINT experi-
ments described in the previous sections, is that we were able to investigate 3D eects of
mislocalization. The 3D aspects were in fact a big part of how we were able to back out
the true position, even in the presence of signicant mislocalization in [37]. What I want
to focus on here though, is a surprising result we found by looking in three dimensions.
Due to the high symmetry of a sphere, to suciently simulate all possible positions of
dyes attached to the sphere surface for a given length of linker, we only needed to simulate
positions along a concentric circular arc at the appropriate radius. Our coordinate system
in this experiment is dened as the coverslip (Fig. 6.12a) lying in the xy plane, and the
optical axis along the z axis. Therefore, our system is entirely symmetric in x and y, but
the objective lens (imaging from below, along the z axis) breaks the symmetry in z. The
simulated points were spaced along a concentric circular arc in the xz plane (where x is
now an arbitrary axis orthogonal to z), and all measurable (in the simulation) mislocaliza-
tion occurred in x direction. Fig. 6.13 shows the z-dependence of the mislocalization for
dipole sources oriented along all three Cartesian coordinate directions (x ,y, and z) and for
the three dierent linker lengths. Previously, we had understood that the main geometric
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consideration for a given dipole orientation was simply its separation from the antenna.
However, in this experiment, the dyes are always located the same distance from the an-
tenna. Fig. 6.13 clearly shows, that the objective lens breaking the symmetry vertically has
a huge eect. There is a big dierence in mislocalization for a dipole above and below the
antenna. Furthermore, as the z-position changes, the mislocalized result changes rapidly,
and as before, this eect is strongly dependent on the dipole orientation.
In this chapter I introduced and described the super-resolution emission mislocaliza-
tion eect. I presented three of our works on this subject: [35–37]. In this chapter I de-
tailed how to theoretically and computationally understand and predict the mislocaliza-
tion eect. In order to realize the potential benets of incorporating optical antennas into
super-resolution experiments, the mislocalization eect will need to be overcome. The
work presented in this chapter is an important starting point for achieving this goal.
146
CHAPTER VII
Polarization Dependence of GNR Coupled Fluorescence
In Sec. 3.5, I introduced gold nanorods (GNRs) and detailed why they are scientically
and technologically important plasmonic optical antennas. In this chapter, I describe ex-
periments I performed studying the excitation polarization dependence of uorescence
enhancement of single molecules coupled to single GNRs, and I compare these experi-
mental results with theoretical predictions I calculated using the framework laid out in
Chap. IV.
This study is important to undertake along several dimensions. Firstly, given the level
of specicity and precision these experiments achieve, they present an unparalleled op-
portunity to compare with theoretical predictions. Secondly, they add depth to a range
of applications involving optical antennas and GNRs. Many GNR applications and tech-
nologies rely on the polarization response of the GNR [135, 138, 139, 142, 211, 212], and
in particular, polarization is essential to the vast range of GNR based orientation sen-
sor technologies [213–218]. Understanding how the GNR polarization response aects
coupled single emitters therefore opens new avenues for these established approaches.
Conversely, many applications coupling single emitters to optical antennas have not yet
used polarization as an additional dimension of control or information—this work adds a
new tool to expand these already established applications.
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7.1 Experimental Methods
GNR samples were fabricated by drop casting GNRs onto a labeled-grid microscope
coverslip (discussed below) and then rinsing to remove any GNRs not strongly attached
to the surface. Colloidal GNRs, CTAB solubilized, were purchased from Nanopartz Inc.
The GNRs have a diameter of 50 nm. The particles were synthesized to have a length of
100 nm, which would put their LSPR around 700 nm. However, the nanoparticle synthesis
is inexact and produces a range of lengths (the diameter is well specied in this process)
and corresponding LSPRs.
Measuring specic nanoparticles over the course of many dierent experiments is an
extremely challenging task without the appropriate tools. To ensure that I was able to
repeatedly come back to the same nanoparticles, I needed to use a micron-scale reference
system. All of the available commerical products for this purpose were either too large,
with features on the length of scale of hundreds or thousands of microns, or they were
not compatible with our microscope (for instance a TEM grid). To address this need I de-
veloped a photolithography protocol for fabricating a micron-scale labeled grid on a thin
glass coverslip. Fig. 7.1 shows an image taken in dark-eld of the labeled grid with GNRs.
Each grid point is composed of an asymmetric cross with two numbers. One number in-
dicates the row and the other number indicates the column. The cross and numbers are
together chiral, ensuring that this grid provides unambiguous location and orientation
regardless of the coverslip orientation (rotation, viewed from above or below, etc).
The LSPR of individual GNRs were characterized using dark-eld scattering spec-
troscopy. GNRs were illuminated with white light from a tungsten-halogen lamp through
a dark-eld condenser (NA = 1.2 − 1.4) and the scattered light was collected with a
100× adjustable objective set to NA = 0.6. The collected light was dispersed through a
spectrometer (SP2300, Princeton Instruments) onto an EMCCD camera (Ixon3 897, Andor
Technologies, Ltd). Spectra were corrected by dividing the background-subtracted raw
GNR scattering by the bright-eld white light spectrum (collected with NA = 1.3). The
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Figure 7.1: Labeled grid with GNRs. In dark-eld, the GNRs (red dots) and the grid are eas-
ily visible. The labeled grid allows individual nanoparticles to easily be located
in a range of dierent experiments.
scattering peak locations were determined by Lorentzian ts.
Wideeld epiuorescence images of single Cy5.5 molecules were acquired with an
Olympus IX-71 inverted microscope. The sample was illuminated by a 100×, NA =1.49
oil-immersion microscope objective with 640 nm CW laser excitation (Coherent CUBE
640-40C) at 570 µW; the single-molecule uorescence was collected through the same ob-
jective. An appropriate long-pass lter (Semrock BLP01-635R) and dichroic mirror (Sem-
rock Di01-R635) in the collection pathway rejected scattered laser light, and the image was
projected via a 3× beam expander onto an EMCCD camera (Ixon 887, Andor Technologies,
Ltd). Images were recorded at an integration time of 100 ms, with electron-multiplying
gain set to 255. Laser polarization was set with a linear polarizer (LPVISB050, Thorlabs
Inc.), and rotated with a half-wave plate (AHWP10M-600, Thorlabs Inc.).
Single-molecule imaging movies were recorded in a PAINT experiment. Briey, a low
concentration dye solution (1 nM) was placed on top of the GNR sample. As dyes diused
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in solution they moved too fast to be imaged as single punctate spots. However, upon
adsorbing to the surface, dye molecules were stationary long enough to be detected. In-
dividual movies were 4000 frames long. For each movie the laser linear polarization was
xed, and the polarization was changed from movie to movie. Continuous measurements
over weeks was enabled by RoboScope, detailed in the following section.
7.1.1 RoboScope
As introduced in Chap. IV, plasmon-enhanced uorescence is an extremely local phe-
nomenon (on the scale of nanometers). For a given polarization, most of the large enhance-
ment occurs within just a few nanometers of the GNR surface and in only a small angular
region. Therefore, in a PAINT experiment where the dye concentration needs to be low to
ensure single molecules are isolatable, it takes a long time to record a sucient number
of events to give statistical information about the distribution of enhancements about a
GNR. To address this diculty, I developed an automation system to run the experiments
and manage the microscope. I call this system RoboScope.
RoboScope is open-source Matlab software, which is easily adaptable to wide range of
single-molecule experiments, RoboScope is available at https://github.com/bpisaaco/RoboScope.
Roboscope uses Micro-Manager [219, 220] (open source Microscopy software) for several
tasks. With RoboScope, these experiments are able to run unsupervised for days at a time.
The important components of RoboScope necessary for this experiment are shown in Fig.
7.2.
To keep the dye solution maintained, both replacing solution that evaporated and re-
plenishing the dye molecules on the sample to replace bleached molecules, syringe-pumps
were used to add dye solution. A custom mL-scale reservoir was placed on top of the cover-
slip and sealed with vacuum grease. The reservoir had an entrance and exit port for tubes
connected to two 60-mL syringes, each with their own pump. RoboScope maintained the
dye solution by removing a small amount of dye (150 µL) with the waste syringe and
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Figure 7.2: RoboScope schematic.
then adding that same amount of dye from the fresh syringe. Because only a very small
amount of dye was added, the 60 mL syringe held enough dye for several days of ex-
periments. Emptying and relling the syringes was the limiting factor for how long the
experiments could run unsupervised.
RoboScope is capable of autofocusing the microscope for a range of samples. The aut-
ofocus procedure I developed for RoboScope uses image analysis, and thus is compatible
with all imaging experiments. The only additional hardware needed for autofocusing is
a piezo stage which can move the objective towards and away from the sample or move
the sample relative to the objective. The autofocus algorithm takes an image (or a series
of images for better SNR) at a series of z planes dened by the user.
For each z plane, an autofocus scoring metric is calculated. To use RoboScope to auto-
focus dierent samples, one simply needs to select an appropriate scoring metric. I found
that standard autofocus scoring metrics, for example the kind that are used in modern
cameras, which usually are based on variants of line or edge sharpness maximization did
not work for single-molecule imaging (due to the low SNR and lack of extended features).
Instead, I developed a simple autofocus score which, when maximized, reliably focuses a
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single-molecule imaging experiment. The score is the standard deviation of pixel bright-
nesses for the top 10% of the brightest pixels. The z plane with the maximal score is then
further precisely determined by tting a Gaussian function to determine the exact score
peak location.
RoboScope was also connected to a motorized rotation stage (PRM1Z8, Thorlabs Inc.)
to automatically rotate the half-wave plate, and could therefore set the excitation polar-
ization angle for each movie. Finally, RoboScope was connected to the EMCCD camera
and was capable recording movies.
7.2 Experimental Details
In this experiment, I measured three specic GNRs. Dark-eld scattering spectra show-
ing the LSPR of each GNR is shown in Fig. 7.3a – c. These GNRs were chosen because their
LM LSPRs are resonant with the 640-nm laser. The GNRs have LM LSPRs (as measured
by tting a Lorentzian to the LM peak) at 635 nm (GNR #1, Fig. 7.3a), 645 nm (GNR #2,
Fig. 7.3b), and 650 nm (GNR #3, Fig. 7.3c). Though each GNR has a slightly dierent LSPR,
they are suciently close to be approximated as having the same resonance, and thus
single-molecule measurements coupled to each individual GNR are collapsed to a single
set of measurements. I simulated the GNR with diameter 50 nm and length 85 nm. The
length was chosen by matching the simulated the scattering spectrum to the measured
dark-eld spectra.
In this experiment looking at the excitation polarization dependence of uorescence
enhancement, it is most meaningful to compare the polarization angle to the angle to
the GNR longitudinal axis. To determine the orientation of the GNR longitudinal axis, I
measured the GNR intrinsic photoluminescence (PL) intensity as a function of excitation
polarization angle. PL was recorded in an imaging experiment as described above, with
movies at each polarization angle recorded for 100 frames. The median intensity (sum of
pixels in a 7×7 pixel box about the GNR) of each GNR was calculated for each movie. The
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Figure 7.3: GNR and Cy5.5 spectra. (a) – (c) Dark-eld scattering spectra of (a) GNR #1, (b)
GNR #2, and (c) GNR #3. (d) Simulated GNR scattering (light blue) of a 50 × 85
nm GNR, and measured Cy5.5 excitation (light red) and emission (dark red)
spectra. The excitation laser wavelength is indicated by the dashed line.
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Figure 7.4: GNR PL as a function of excitation polarization. Top plot: GNR #1 (Fig. 7.3a).
Middle plot: GNR #2 (Fig. 7.3b). Bottom plot: GNR #3 (Fig. 7.3c). The measured
data is in red, and the ts are in blue.
excitation polarization angle was changed by rotating a half-wave plate after a xed linear
polarizer. Fig. 7.4 shows the measured intensity for each GNR as a function of excitation
polarization angle. Each PL measurement was t to a sinusoid with amplitude I0 and oset
Io ,
I (φ) = I0 cos2 (φ − φGNR) + Io (7.1)
where φGNR is the GNR longitudinal axis orientation in the excitation polarization basis.
It is important to note that the period in Eq. 7.1 is xed at 180◦, enforcing the symmetry
of the GNR. Though this t can provide some interesting information about the GNR PL
and the GNR 3D orientation [221], I am only concered with its 2D orientation (azimuthal
angle), and φGNR is the only t parameter kept. The three GNRs are oriented at at 90◦
(GNR #1, Fig. 7.3a), 140◦ (GNR #2, Fig. 7.3b), and 100◦ (GNR #3, Fig. 7.3c). In this chapter, I
maintain the coordinate system laid out in Chap. IV, where the GNR longitudinal axis is
oriented along they-axis (90◦), and thus GNR #2 and #3 will have their coordinate systems
adjusted accordingly (for example, an experiment for GNR #3 at 70◦ will be shifted to 60◦
for the combined group).
The GNRs were coupled to Cy5.5 in a PAINT experiment as described above. The ex-
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citation and emission spectra of Cy5.5 are shown in Fig. 7.3d. The excitation spectrum of
Cy5.5 is resonant with the GNR LSPR, which also overlap with the laser. Therefore, we
expect to see a strong eect from the excitation polarization, because the main mech-
anism of enhancement is excitation enhancement, and we would expect little emission
enhancement.
The experiments were performed using RoboScope to record a series of movies at
dierent excitation polarization angles, keep the movies focused, and replenish the dye.
The workow for this experiment is as follows. To avoid any biases, the dierent excitation
polarization angles were investigated in a random order (halfwave plate 0◦ to 90◦ in 5◦
steps, giving polarization angles of 0◦ to 180◦ in 10◦ steps). After each set of polarization
angles was completed, a new random set was generated. After every two movies, spent
dye solution was removed and fresh dye solution was added. After the dye was added,
the autofocus procedure was run, using a goodness of t criterion on the Gaussian t to
autofocus scores to ensure that the image was truly optimally focused.
7.3 Data Analysis
Single-molecule movies were analyzed using SMALL-LABS (Chap. V). A running me-
dian with window length of 150 frames removed the approximate background, and the
median of o-frames over a 100 frame window removed the accurate background. Single-
molecule intensities were measured as the sum of pixel intensities over a 735 nm (15 pixel)
side length square region around each molecule.
Recorded single-molecules were grouped into the set of coupled (on-GNR) molecules
for each GNR, and the set of uncoupled (o-GNR) molecules for the entire movie. The
on-GNR region was dened as the region within a 100 nm radius of the super-resolved
GNR location (whic reports the center of the GNR) and the o-GNR region was dened as
every position further than 490 nm from the GNR location. Each GNR position is therefore
a crucial piece of information. To locate the GNR position, I t the GNR intrinsic PL to
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the microscope PSF to super-resolve its location. However, the GNR PL vanishes (for a
640 nm laser) when the excitation polarization is polarized perpendicular to the GNR
longitudinal axis. To overcome this problem, I developed a pattern-matching algortihm
using tracked locations of the GNRs in each movie. Briey, the time median of each movie
was calculated to emphasize the image of the GNRs and minimize the images of molecules
in the movie. These images were then put together as the frames for a movie, which was
t with the SMALL-LABS software (without doing background subtraction) and the GNR
ts were tracked using a single-particle tracking algorithm [194] based on the Hungarian
method [195]. The GNR tracks were made to match the pattern the three GNRs were
positioned in. Using this approach, I measured the super-resolved position of each GNR
in each movie, including in movies where the GNR PL was faint or nonexistent.
The single-molecule intensity enhancement was calculated by rst calculating the me-
dian of the o-GNR set, and then normalizing the on-GNR set for that movie to this value.
The set of measured molecules from all movies taken at the same polarization angle were
collapsed to give one enhancement distribution for each GNR for polarization angle. The
datasets for each GNR were then shifted to a relative polarization angle coordinate system,
so that each GNR longitudinal axis was oriented at 90◦ in the collapsed set.
7.4 Results
Before analyzing the experimental results, we should rst bring in the nal predicted
results. The calculations in Sec. 4.4 were carried out for excitation polarization angles from
0◦ to 90◦ in 5◦ steps, these results were mapped to 90◦ to 180◦ by reection. To match the
experimental detection lower bounds, molecules predicted to have an enhancement less
than 0.5 (molecules whose brightness is less than half the o-GNR median brightness)
were excluded from the distribution. The distributions for all excitation polarization an-
gles are shown in Fig. 7.5
The measured enhancement distributions are shown in Fig. 7.6. The distribution in
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red shows a representative o-GNR distribution, showing that in the absence of an opti-
cal antenna, single molecule brightnesses are well characterized as a log-normal distribu-
tion [200]. The o-GNR distribution also shows a tightly grouped brightness distribution,
relative to the on-GNR distributions. The signicant deviations in the on-GNR distribu-
tions from the o-GNR distribution arise from coupling to GNR.
The measured distributions shown in Fig. 7.6 always contain a large portion of un-
enhanced molecules matching the o-GNR distribution. The predicted distributions also
contain a large portion of unenhanced molecules (a peak at enhancement of 1), but this
population appears to be a smaller portion of the overall distribution than in the measured
distributions.
In addition to this large portion of unenhanced molecules, the measured and pre-
dicted distributions show quenched and enhanced populations, which appear in variable
amounts depending on the excitation polarization angle. In both the measured and the pre-
dicted distributions, this quenched population produces a second peak in the histograms
whose location and magnitude increases to a maximum as the excitation polarization
nears 90◦. This is a very surprising result, that there are more quenched molecules than
enhanced molecules when the polarization is parallel to the longitudinal axis.
To more quantitatively analyze the measured and predicted trends of the distributions
shown in Fig. 7.6 and Fig. 7.5, we look at statistical measurements of each distribution. Fig.
7.7 shows several measurements of the trends in both the experimentally measured and
theoretically predicted distributions.
In Fig. 7.7a and d, the mean enhancement for each polarization angle is shown. The
measured mean enhancement shows a small change (∼25%) the minimum mean enhance-
ment occurs for φ ≈ 90◦, parallel to the LM. The predicted enhancement mean shows
a larger change (∼ 125%), and with the opposite trend: that the mean enhancement is
maximal when the excitation laser is polarized perpendicular to the longitudinal axis.
The theoretical results matches a previous study on bulk uorescence coupled to a single
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Figure 7.7: Enhancement trends as function of polarization. a – c: experimental results
in blue and t result to Eq. 7.1 in red. d – f: theoretical predictions. a and d:
mean enhancement. b and e: maximum enhancement. c and f: percentage of
molecules enhanced (enhancement > 1).
GNR [222].
This surprising result can be understood in the context of Fig. 4.8, which shows the
predicted map of enhancements around a GNR. The highest enhancements occur in a very
small region near the surface of the GNR. The experiments appear to have undercounted
these extremely highly enhanced molecules relative to the simulations. This could be be-
cause there simply were not enough measured molecules to statistically sample this very
small region. It could also be something in the experiments precluded molecules from ad-
sorbing on the surface very near to the GNR. One possibility is that the GNR was coated
in something other than a single CTAB bilayer, as was our assumption in the simulations,
preventing any molecules from adsorbing very close to the GNR surface.
With this limitation in mind, we can still compare other aspects of the measured and
predicted distributions. Even if the very highest enhancements were not statistically, or
even at all, measured, the highest measured enhancement values should still arise when
the polarization is parallel to the GNR longitudinal axis. Fig. 7.7b and e show the mea-
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sured and predicted maximum enhancement, respectively. The theory now matches the
experiment, with the maximum maximum enhancement occurring for φ ≈ 90◦. This nd-
ing supports our hypothesis that the excitation enhancement is the dominant source of
enhancement in this system, and as the laser is resonant with LM, we see maximal en-
hancement for the excitation polarization polarized parallel to the GNR longitudinal axis.
Also consistent with the experiments missing the very highest enhancements, the mea-
sured values of maximum enhancement are far smaller than the predicted values.
Because of the spatial distribution of enhancement and quenching, in Fig. 4.8, it is in-
structive to look at how many molecules are enhanced versus quenched. Fig. 7.7c and f
show the percentage of molecules enhanced (enhancement > 1). The remaining molecules
are quenched (enhancement ≤ 1). Overall we determine that a higher percentage of
molecules are enhanced when the excitation is polarized along the GNR transverse axis.
This trend is consistent with the enhancement maps, which show that the highest en-
hancements come from a very small region of highly enhanced elds. The quenching has
two causes: rstly, the eld reshaping causes the eld in large areas around the GNR to
actually be smaller than its unperturbed value. Secondly, GNRs are very lossy antennas,
and especially in this case where the Cy5.5 emission is not resonant with the LSPR, the
dye molecules will experience a small emission enhancement at best, and possibly a large
quenching of their emission. If the excitation enhancement is insucient to balance this
eect, the net eect is quenching. Because the elds are more tightly conned when the
excitation polarization is polarized parallel to the GNR longitudinal axis, this eect is more
pronounced at 0◦, leading most molecules to be quenched when the laser is polarized par-
allel to the longitudinal axis.
Overall, these single-molecule experiments uncover the richness of the physics un-
derlying uorescence modication by a plasmonic optical antenna. These results show
that excitation polarization can be used to change the brightness of an emitter, and that
the nature of this modication depends on a multiple of factors. These experiments also
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show the utility of the theoretical framework I laid out in Chap. IV, which was essential
for understanding these experimental results.
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CHAPTER VIII
Conclusions and Future Directions
I began this thesis on the theory, methodology, and measurement of modifying single-
molecule uorescence with a plasmonic optical antenna, by introducing single-molecule
uorescence super-resolution microscopy in Chap. II, and then introducing plasmonics
and optical antennas in Chap. III.
In Chap. IV, I presented a new theoretical approach to understand the interaction of a
single uorescent molecule with an optical antenna. The potential future applications of
this theory go beyond the examples in this dissertation. For example, this theoretical work
was partially motivated by preliminary experiments in our lab by Esther Wertz, who mea-
sured how coupling single uorescent molecules to plasmonic optical antennas modies
their spectra. Indeed, the theoretical framework does predict this surprising result; for ex-
ample, Fig. 4.6 shows predictions of how the emission spectrum of Cy5.5 molecules change
upon coupling to a GNR. Ongoing work by my labmate Stephen Lee has furthered these
experiments. Fig. 8.1 shows results from the hyperspectral dual single-molecule imaging
and spectroscopy setup that Stephen developed. When these experiments conclude, we
will compare his experimental results with theoretical predictions using the framework
laid out in Chap. IV.
In Chap. V, I presented the SMALL-LABS algorithm, which I invented to locate and
measure single molecules, even in the presence of obscuring backgrounds. To imple-
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Figure 8.1: Hyperspectral dual single-molecule imaging and spectroscopy. Left: Single
molecule imaging; red lines indicate the region spectra are recorded from.
Right: corresponding single-molecule spectra. Figure courtesy of Stephen Lee.
ment the SMALL-LABS algorithm, we developed open-source Matlab software, available
at https://github.com/BiteenMatlab/SMALL-LABS. The SMALL-LABS code is written as
highly modular software for the express purpose of being easily adapted and expanded.
I am hopeful that other researchers will nd the SMALL-LABS code useful for single-
molecule analysis (even if not using background subtraction) and possibly expand it. One
easy expansion is to implement a GUI, which will make adoption easier for new users. An-
other obvious extension is to use machine learning algorithms to help with some tasks.
For example, molecule detection (guessing) and false-positive ltering should be straight-
forward problems for machine learning approaches to tackle, for example implementing,
or extending, similar recent developments [223–225].
In Chap VI, I explained the origin of the mislocalization eect and detailed our in-
vestigations of the eect, focusing on my theoretical predictions and computational ap-
proaches to mislocalization, published in [35–37]. The mislocalization eect presents a
fundamental barrier to using optical antennas to enhance the resolution of single-molecule
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super-resolution microscopy. Given the immense impact that super-resolution microscopy
has already had, if the resolution can be further improved, the impact would be tremen-
dous. Therefore, nding a means of overcoming or avoiding mislocalization is a critical
area of ongoing research, and our work on this subject has spurred a huge amount of in-
terest and follow-up, see for example [201, 206, 226–232]. One framing of this problem is
as an attempt to solve the inverse problem that mislocalization presents, therefore using
insights from other elds which have grappled with inverse problems [233–235] may be
a promising approach.
In Chap. VII, I detailed my experimental and theoretical investigations of the excitation
polarization dependence of uorescence enhancement for single molecules coupled to a
GNR plasmonic optical antenna. This experiment could be easily extended to study the
eect of circularly polarized light on the modication of single-molecule uorescence by
chiral optical antennas [236–242], which would be an interesting study.
I have been collaborating with my labmate Tiancheng (Curly) Zuo to study the com-
plementary problem to the excitation-side research in Chap. VII; Curly has been inves-
tigating how coupling to a GNR modies the emission polarization of single-molecule
uorescence. Curly’s results, shown in Fig. 8.2, show a clear modication eect by the
GNR on the coupled single-molecule emission polarization. These results may be a useful
part of solving the emission mislocalization inverse problem.
In these experiments on GNR-modied emission polarization, we separated the emit-
ted polarization into its S and P polarization components by using a birefringent crystal
to separate the image of one molecule into two. This same principle can be extended to an
arbitrary separation of polarization component images by using a metasurface [243–251]
instead of a birefringent crystal. The advantage of the metasurface is that it can allow
all polarization information to be measured, not just intensity in the S and P channels,
and therefore using a single metasurface achieves full single-molecule polarimetry in an
imaging experiment. Furthermore, given the customization a metasurface aords, it would
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Figure 8.2: Molecule emission polarization of GNR coupled uorescence. Emission polar-
ization distributions for (a) o-GNR, (b,c) Example on-GNR. The black arrow
in (b,c) indicates the GNR long-axis orientation. The blue curves in (a) – (c) are
a t to background, and the red curves in (b,c) are t to the modied molecules.
(d) Data and linear t of all distributions. Figure courtesy of Tiancheng Zuo.
allow experimentalists ne control and customization over the polarization separation—
allowing optimization of any experimental setup.
Finally, in Chap. VII, I discussed RoboScope, the microscope automation platform I de-
veloped. Open-source code for RoboScope is available at https://github.com/bpisaaco/-
RoboScope. Like the code for SMALL-LABS, RoboScope is also written as modular code,
in the hope that other researchers will adapt and expand it for additional experiments.
My experiments in Chap. VII were only feasible to perform by using RoboScope, and I
expect that a number of new experiments which were previously infeasible, can now be
attempted using RoboScope.
By bringing together single-molecule uorescence super-resolution microscopy and
plasmonics, this dissertation supports two synergistic directions for applications: enhanc-
ing the resolution of single-molecule uorescence super-resolution imaging and using a
165
novel technique to directly study how a single emitter interacts with an optical antenna.
This work advances the fundamental science of nanophotonics and will pave the way for
next-generation super-resolution imaging and optical antenna technologies.
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