An extension of the CCS-method [Chem. Phys. 2004, 304, 103-120] for simulating non-adiabatic dynamics with quantum effects of the nuclei is put forward. The method is tested on a 2D model for a conical intersection [J. Chem. Phys., 1996, 104, 5517], where a nuclear wavepacket encircles the point of degeneracy between two potential energy surfaces and intereferes with itself. These intereference effects are absent in classical trajectory-based molecular dynamics but can be fully incorporated if trajectories are replaced by surface hopping coupled coherent states.
I. Introduction
In photochemistry quantum effects of the nuclei usually are only of minor importance, while the electronic structure is decisive. That is why classical molecular dynamics (in combination with surface hopping to allow for electronic transitions)
1 has been quite successful in describing photochemical reactions. Nonetheless, some exceptions to this exist where nuclear quantum effects are noticable even at room temperature: The first is tunneling of light elements such as hydrogen 2 , and the second concerns geometric phases that arise when potential energy surfaces (PES) become degenerate at so-called conical intersections 3 (molecular Akharonov-Bohm effect).
Conical intersections (CI) 4, 5 are topological features of the potential energy surfaces and thus remain equally important at high as at low temperatures. They are the "transition states" of photochemical reactions and interference effects in the wake of a CI can determine the product ratio following a radiationless internal conversion 6 .
If one is specifically interested in studying these nuclear effects, classical molecular dynamics is not sufficient. Still one should not abandon the concept of trajectories, for they have appealing advantages over grid-based solutions of the Schrdinger equation:
• Each trajectory and its hops between electronic states can be interpreted as a photochemical reaction path.
• Trajectories automatically sample the interesting part of the nuclear phase space and electronic state manifold.
How can one include quantum-mechanical effects, while retaining a trajectory-based description? The missing ingredients become evident by comparison with Feynman's path integral formulation: The propagator is obtained by summing over all paths weighted with a phase.
Therefore,
• trajectories have to be allowed to explore more than the classically allowed phase space, and
• they have to be equipped with a phase so that they can interfere. This approach bears some resemblance to the method of surface hopping Gaussians (SHG)
by Horenko et.al. 11 , however being derived from the CCS-method, the working equations are different, in particular the trajectories move on potentials that differ from the classical ones due to the finite width of the coherent states.
The CCS method belongs to a wider class of methods, which solve the Schrdinger equation in a time-dependent basis set:
Hartree (MCTDH) method 12, 13 . Both the time-evolution of the basis vectors and the coefficients is determined from a variational principle. In MCTDH, the wavefunction is represented by products of 1D functions, which can move along the axes so as to track the wavepacket optimally.
the moving basis also consists of Gaussians. The basis is expanded dynamically during non-adiabatic events, so that a wavepacket travelling through a region of strong nonadiabatic coupling can split into several Gaussians moving on different surfaces 15 . Unlike in CCS, the trajectories move on the classical potential energy surface, which complicates the discription of tunneling, unless a special procedure is included for spawning new trajectories on the other side of the barrier 16 . Recently, also a combination of AIMS and CCS has been published 17 .
the wavefunction is represented on a set of regularly arranged mesh points. The computational cost of wavepacket dynamics on a grid scales steeply with the number of dimensions.
In order to reduce the number of dimensions, special coordinate systems 18, 19 can be cho- be constructed from basic building blocks for which the matrix elements can be computed analytically in the spirit of force fields. This will be the path followed here. 
II. Method Description

A. Schrdinger's equation in a moving basis set
The goal is to solve the time-dependent Schrdinger equation for a diabatic Hamiltonian with N dim nuclear degrees of freedom and N st electronic states,
in a moving basis set. In the following A, B, I and J will be used to label electronic states, i, j and k will label basis vectors and d enumerates the nuclear dimensions.
Wavepacket dynamics can be tracked efficiently if the wave function is expanded into a set of moving basis functions 7, 9, 20, 29 . A convenient choice of basis functions for the nuclear degrees of freedom are coherent states | z , whose position representation is given by
where γ is an adjustable parameter that controls the spatial width of the coherent state. A coherent state is labelled by a complex
p, where q and p are the coordinates of its maximum amplitude in phase space. Coherent states are right eigen vectors of the scaled annihilation operatorâ and left eigen vectors of the scaled creation operatorâ
Matrix elements of an operatorÔ between coherent states are particularly simple if the canonical position and momentum operatorsq = 
In practice, the reordered form of a potential V (x) is not obtained by algebraic reordering, but by solving the multidimensional integral
analytically, which is possible for a sufficiently large set of functions, from which interesting model potentials can be constructed.
Coherent states are not orthogonal and form an overcomplete basis of the Hilbert space 26 :
The identity operator is
In order to describe non-adiabatic dynamics, the basis vectors have to span multiple states. A basis function thus consists of a nuclear part, which is the same for all electronic states, and an electronic part, which is represented by a N st -dimensional complex vector a:
Assuming that the electronic states | χ A are diabatic states, which do not change on the length scale where different coherent states overlap, the overlap matrix between two coherent states with electronic amplitudes can be calculated as:
If only a limited number of basis functions is used to describe the Hilbert space in a region of interest, the discrete representation of the identity has to be used 7 :
By making the parameters of the basis functions time dependent,
we obtain a moving basis set. The positions and momenta of the basis functions will follow classical equations of motions on a reordered potential, while the electronic coefficients a i (t) determine the tendency of trajectories to hop to different surfaces. While the dynamics of the basis functions is similar to Tully's surface hopping, the coefficients of the wavefunction relative to the moving basis and their coupling captures all quantum effects.
In what follows the differential equations governing the time-evolution of the coefficients will be derived. The presentation of the material follows reference 7 , where the analogous expressions for the single potential can be found.
The multistate wave function | Ψ evolves according to Schrdinger's equation:
The hamiltonianĤ = A,B | χ A H AB (q,p) χ B | can be reordered:
First, the time-dependence of the projection of | Ψ onto the basis vector i is considered.
Since the basis vectors themselves depend on time, the chain rules gives three terms (a dot is used to denote a time derivative):
Inserting the discrete identity, eqn. 15, and the Schrdinger equation to replace |Ψ yields:
After differentiating the overlap in eqn. 11 with respect to the time-dependence of z 1 and using relation 9, eqn. 19 becomes:
Now one needs to fix the time-dependence for the trajectories that guide the basis set.
Each trajectory i sits on an electronic state I i and is propelled by the forces derived from the diagonal element of the Hamiltonian, H
These are just Newton's equations of motion (up to some additional terms from reordering) when one combines position q and momentum p into a single complex number z. They are integrated on the nuclear time scale (e.g. ∆t nuc = 0.1) fs.
The electronic coefficients follow
and are integrated on the electronic time scale (e. g. ∆t elec = 10 −3 ∆t nuc ). After each nuclear time step the trajectory can hop to a different electronic state J i depending on the hopping probabilities that are obtained from a i (t) using Tully's original method 10 or the improved modification 30 of it, where the probabilities are calculated from the rates of change of the quantum mechanical amplitudes: For the trajectory i the density matrix is computed as:
The probability to hop from state I to state J is calculated from the diagonal elements and their derivatives 30 :
The formula can be rationalized as follows: A transition from I to J should only happen if the quantum population of I decreases and the quantum population on J increases, P I→J ∝ Θ(−ρ II )Θ(ρ JJ ), it should be proportional to these changes, P I→J ∝ (−ρ II )ρ JJ , and it should go to zero as the time step decreases, P I→J ∝ ∆t nuc . The other terms ensure, that the conditional probability to hop to any other state, given that the trajectory is on state I, is equal to the change in probabilitiy over the time step ∆t nuc :
Using the known time-dependence of a i , eqn. 22, the second line in eqn. 20 can be replaced by:
The time derivative of the action can be used replace one derivative in eqn. 20:
Then, using eqns. 21 and 22, one can rewrite eqn. 20 into
Now the coefficients C i (t) are introduced as
with the time-dependence
The differential equation for these coefficients reads:
Since in this form the inverse of the overlap matrix is required, a second set of coefficients D j (t) is introduced as:
Which leads to:
The kernel of this differential equation is:
For each time step the coefficients C i are propagated according to
and the guiding equations for z i (t), S i (t) and a i (t) are propagated according to eqns. 21, 26 (with a single step from t to t + ∆t nuc ) and 22 (from t to t + ∆t nuc with many smaller time steps of length ∆t elec ). During the integration of the electronic populations in eqn. 22 
In this scheme the inverse Ω −1 is never calculated. Since coherent states are overcomplete, linear dependencies between the moving basis vectors can lead to an almost singular overlap matrix. For numerical stability eqn. 37 is solved using the Lapack function ZHESVX 27 .
After each time step trajectories may hop stochastically to another electronic state with probability P I→J .
Why does this propagation scheme work robustly? The quickly varying degrees of freedom are absorbed into the guiding equations for the basis functions, z i (t), a i (t) and S i (t), while the coupling between different basis functions, eqn. 35, always remains small 7 : Coherent states are not orthogonal, but their overlap decreases exponentially as they become more separated in phase space, see eqn. 11. Therefore first term z i | z j in eqn. 35 keeps the coupling down for distant basis functions. For close basis functions the coupling is also small, because of the second factor in eqn. 35, that goes to zero for z i → z j .
Some useful relations for calculating conserved quantities and quantum probabilities are compiled in appendix A 1. More explicit formulae for the guiding equations can be found in appendix A 2 and the inclusing of a time-dependent electric field is discussed in appendix A 3.
III. Results
A. 2D model for a Conical Intersection
Ferretti et.al. 28 introduced a two-dimensional model for a conical intersection (CI) in order to investigate to which extent an ensemble of classical surface hopping trajectories can reproduce the quantum mechanically exact solution.
The model consists of two displaced 2-dimensional harmonic oscillators that are coupled by a Gaussian off-diagonal element. The 2 × 2 diabatic potential matrix V (X, Y ) has the form:
The minima of the harmonic oscillators are located at X 1 = 4.0 and X 2 = 3.0, respectively.
The coupling between the diabatic states is strongest at X 3 = 3.0. The other constants are The initial wave packet is prepared as a Gaussian centered at X 0 = 2.0 and Y 0 = 0.0 on the first diabatic state, which on the left of the conical intersection outside the interaction region coincides with the second adiabatic state. Initially the diabatic wave function is:
with ∆X = 0.150 and ∆Y = 0.197.
Although the distribution of a large number of surface hopping trajectories brings out the main aspects of the dynamics, some features defy a semiclassical treatment:
• In the "shade" of the conical intersection the probability density is exactly zero. This fact cannot be explained semiclassically as it originates from interference: If the nuclear wave packet moves around a conical intersection the electronic wave function acquires a Berry phase. The parts of the wave packet that flow around the left and the right side of the conical intersection interfere destructively because their phases are opposite.
• For large coupling strengths, the semiclassical treatment underestimates the population transfer between the adiabatic states in comparison with the exact quantum mechanical dynamics, which predicts that "a single crossing of a conical intersection is always a diabatic process" 28 .
• The comb-like interference pattern which develops behind the conical intersection for strong coupling appears as a flat, broad plateau without peaks or troughs in the semiclassical dynamics (see Fig. 3 for t=40 in 28 ).
B. Numerical quantum dynamics
For comparison the time-dependent Schrdinger equation was solved on an equidistant two-dimensional grid using the second order differences (SOD) method:
Since the potential energy operator V (x) is diagonal in the position representation and the kinetic energy operator T (p) is diagonal in the momentum representation, the action of V on the wave function was computed in real space and the action of T in momentum space:
The Fast Fourier transform allows to switch quickly between the two representations in each propagation step 31 ,Ψ(p, t) = F {Ψ(x, t)}. The grid covered the range −1 ≤ X ≤ 8 and −3 ≤ Y ≤ 3 with 150 points in both X and Y direction and a time step of ∆t = 0.01 fs was used to propagate the wave function for 100 fs.
C. Dynamics with surface hopping coupled coherent states
The width parameter for the coherent states was set to γ = 25.0 so that the size of the coherent states resemble the spatial extension of the initial wave packet. To reproduce the numerically exact results, much more trajectories are needed for the strong coupling regime than for the weak one.
Initial conditions for 1500 trajectories are sampled from W (q, p) 1/3 . Sampling from the cubic root of the Wigner distribution makes the initial trajectory distribution more diffuse, so that the trajectories do not overlap too much. A nuclear time step of ∆t nuc = 0.01 fs and an electronic time step of ∆t elec = 3 · 10 −6 was used. The resulting total state probabilities are shown in Fig.3 , snapshots of the wavepacket evolution are shown in Fig.4 .
Interestingly, most of the time is spent in integrating the electronic populations for the surface hopping procedure, so the cost of CCS dynamics is not so different from usual surface hopping. The limitation is that for CCS dynamics the potential energy surface has to be known globally (e.g. in the form of a force field) while for surface hopping local knowledge of the energy, gradient and non-adiabatic couplings is enough. 
c. Trajectory Populations:
It is also instructive to look at the populations of the guiding trajectories on the two diabatic states (see Fig.5 ). In the case of weak coupling the trajectory populations underestimate the transfer of population between the diabatic states. In the case of strong coupling they look completely different: The initial conditions were sampled from the cubic root of the Wigner function, and therefore represent a different semiclassical wavepacket. Using a different initial distribution is a valid trick, since the trajectories only function as a basis, which can be distributed at will as long as it covers the region where the wavepacket passes through. The quantum populations still agree very well for both coupling strengths (see 
IV. Conclusions and Outlook
By solving the Schrdinger equation in the basis of surface hopping coherent states the complex interference effects around a conical intersection can be fully reproduced. This is not surprising as no approximations have been made apart from using a finite basis set.
Therefore, the method could serve as an alternative to numerically exact grid-based propagation schemes in more than 3 dimensions, provided the diabatic potentials can be expressed in a form, for which the matrix elements between coherent states can be computed analytically. This is a severe limitation that does not affect direct dynamics schemes, where only adiabatic gradients and non-adiabatic couplings are required. On the other hand, although methods for direct quantum dynamics are sometimes claimed to be exact, a convergence to the exact result is not guaranteed, if matrix elements are approximated for compatibility with electronic structure calculations.
Further work will focus on developing building blocks for analytical molecular potentials.
Molecular diabatic potentials can be expanded into terms depending only on bond lengths, bond angles, dihedrals etc.; conical intersections or avoided crossing can be modelled by
Gaussians placed on the off-diagonals. The averaging integrals would have to be worked out for a set of force field-like terms from which potential energy surfaces for larger molecules can be constructed in the spirit of empirical valence bond theory 32, 33 . This would allow to perform numerically exact quantum dynamics on model potentials to investigate the photochemistry of small molecules.
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A. Appendix
Wavefunction in the CCS representation
The basis of surface hopping coherent states offers a very compact representation for a multi-dimensional wavefunction that can be delocalized over many electronic states. For convenience a few useful relations are list here:
• The wave function is the following superposition of the basis functions:
• Its norm is given by:
• The total energy, which in the absence of an external field should be a conserved quantity, is
• and the quantum probability to be on state I can be obtained as:
Guiding equations for a diabatic hamiltonian
For a diabatic hamiltonian with the form
the kinetic energy can be reordered algebraically to give
with the gradient ∂ ∂z * d
The equations of motion for the action, the complex position vector and the electronic amplitudes of a trajectory become
where and denote the real and imaginary part and I is the current electronic state of the trajectory.
Interaction with light
Interaction with a time-dependent external electric field can be included to simulate pump-probe experiments or coherent control. For simplicity, the vectorial nature of the electric field is neglected, and the dot product between the field vector and the transition dipole, E · µ, is replaced by Eµ. The additional time-dependent part of the Hamiltonian
where E(t) only depends on time and V field AB (x) represents the magnitudes of the transition dipoles between the electronic states A and B (which depend on the nuclear geometries).
Since the time-dependence is limited to E(t), the integrals for "reordering" V 
