Interval-valued data (IVD) is a kind of data where each feature is an interval. The midpoint and boundary are the two commonly used methods for representing IVD. However, their structure information (such as location, size) may be incomplete because only midpoint or endpoint is adopted which will lead to poor results of data processing. To better depict the structural information of IVD, a unified representation frame (URF) for IVD is proposed. It not only takes into account the size and location information, but the relationship between them as well. This frame can also represent the midpoint and boundary methods in a unified way. Besides, symmetrical uncertainty (SU) is adopted to measure the relationship between features and classes quantitatively, and irrelevant features will be eliminated based on SU. The proposed URF_ SU is applied in some traditional classifiers like LIBSVM, CART Tree and KNN. The experimental results on synthetic and real-world datasets demonstrate that the proposed approach is more effective than other representation methods of IVD in classification tasks.
I. INTRODUCTION
In many real situations, inaccuracy, uncertainty or variability may be in some important available information. Classical data are not able to describe the nuances, and other kinds of data, such as interval-valued data, are required. For instance, daily temperatures measured at meteorological stations can be considered as interval-valued data. The temperature values are measured hourly, but during this hour, they change continuously. Point data can only depict the temperature at a certain time; however, IVD can better describe daily temperatures variation. IVD is usually resulted from the limited range of the IVD themselves, the error caused by the repeated measurements, and data missing due to the incomplete information, etc. Compared with point data, IVD can express uncertainty and variability of data. Therefore, IVD's good representation and processing method is of great significance in decision-making process.
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In distinct from point data, the difficulty of IVD lies in their representation. Roughly speaking, there are three main representation methods for IVD. (1) Midpoint method takes the midpoint as a special value of IVD, and uses traditional methods to deal with it [1] - [3] . This method only considers the internal condition of IVD, but loses the size information. (2) Boundary value method lets upper and lower boundary values replace IVD, and then deals with IVD in a general way [4] - [6] . In this method, the upper and lower values are regarded as two features, but it ignores the internal distribution of IVD. (3) Midpoint and radius method takes location information into account on the basis of boundary values [7] , [8] . Reference [7] used the traditional regression method to generate regression equations for the midpoint and radius respectively, then predicted the upper and lower bounds of IVD with generated equations. Reference [8] represented IVD by the midpoint and radius, then predicted these two independent variables by symmetric linear regression model. The method considers both internal condition and size information, but there is no correlation between these two elements.
The researches on IVD in recent years are mainly focusing on clustering analysis [9] , regression analysis [10] , principal component analysis [11] - [14] and discriminant analysis [15] - [23] , less on classification tasks. Typical classification methods cannot fit for processing IVD directly because they do not address the inherent uncertainty of IVD. Reference [24] proposed a novel feature selection approach for supervised interval valued features, which can achieve good results for interval-valued data classification. The existing representation methods lose either size information or location information, but do not notice the relationship between them. Besides, they may even have twice the number of features of the original IVD. In this paper, a united representation frame, which only contains the same number of features as the original IVD and considers the relationship between midpoint and radius, is proposed. Irrelevant features are a major obstacle in classification problems, symmetrical uncertainty measures the relationship between features and classes quantitatively. Therefore, an interval-valued data classification method based on URF, namely, URF_ SU, is proved to be able to select related features and obtain a good classification performance.
The rest of this paper is organized as follows. In Section II, we introduce the preliminaries about IVD, and explain the classification method in detail. In Section III, first, the experimental datasets are carefully depicted, then experimental results and analysis are presented. Finally, some conclusions and plans for future work are given in Section IV.
II. AN INTERVAL-VALUED DATA CLASSIFICATION METHOD BASED ON THE UNIFIED REPRESENTATION FRAME
To illustrate the unified representation frame clearly, a brief introduction to some basic concepts, such as the definitions about IVD unit and interval-valued matrix, is given. Then the proposed classification method will be explained in depth.
A. THE UNIFIED REPRESENTATION FRAME FOR IVD
The so-called IVD unit refers to the value for a certain range, and can be expressed as an interval. The relevant definitions are as follows. 
as an n × p interval-valued matrix U , i.e.,
where 
According to the above definitions, let u mr be the midpointradius value, it can be represented as:
where α ∈ [0, 1], α can be regarded as the adjustment factor of IVD unit, which is used to balance the relationship between the midpoint and radius of the IVD unit. The midpoint-radius matrix is constructed as:
where U mr j = (u mr 1j , u mr 2j , . . . , u mr nj ) T represents the jth feature vectors with all samples under the URF.
The existing methods of IVD representation can be incorporated into the unified representation frame. Table 1 shows that the URF includes entirety and only has one feature. When α = 1, it can be treated as midpoint method with one feature. When α = 0, it is expressed by radius that contains the size information of u − and u + , similar to boundary value method with two features. When α ∈ (0, 1), it contains both factors, ie., u m and u r , like midpoint and radius method. Meanwhile, it measures the relationship between them, but MR method does not. And more, URF only has one feature, which is half of the feature number of MR method. Therefore, different from MR method, URF contains more information (midpoint, radius and their relationship).
Midpoint and radius are derived from interval-valued data, which represents the location or size information. Although the midpoint and radius can be considered at same time, they are often regarded as independent features, which means that the relationship between them will not be applied. For example, it is impossible to determine which couple of midpoint and radius are from the same IVD when there are many features (they may be listed disorderly). Therefore, the corresponding relationship between the midpoint and radius should not be omitted when the IVD is converted to discrete values. The URF is a unified frame to represent interval-valued data. It can not only represent the location and size information, but also the corresponding relationship between them. 
B. FEATURE SELECTION BASED ON THE UNITED REPRESENTATION FRAME FOR IVD
It is unavoidable to have irrelevant features in some datasets, but these features may cause more computational costs and lead to the over-fitting of an algorithm. For interval-valued data, it is hard to select effective features directly by conventional methods, meanwhile, the existing IVD's feature selection algorithms rank, weigh and analyze features only using midpoint or endpoint [13] , [14] , [25] - [27] . Symmetrical uncertainty measures the correlation degree between features and classes quantitatively, so this indicator is adopted to select the relevant features for IVD based on URF. In this method, we need to calculate the SU value between each feature and class first, then select the features with the greater SU values.
Assuming that the feature set for IVD is U mr , and the class is Y = {y 1 , y 2 , . . . , y m }. SU value is calculated for each feature as follows
where H (Y ) and H (U mr j ) are information entropy, indicating the information quantity of the features. IG(Y |U mr j ) is information gain, representing the amount of information shared between two variables.
Usually information gain is calculated by information entropy and shown below
where
Here, p(·) is the probability, and p(·| * ) is the conditional probability. A simple proof is given as follows:
information entropy:
conditional entropy:
information gain: (2) and (3), then construct unified representation frame for IVD according to Eq.(4). 3: Tune the parameter α, then select the best α and obtain the optimal URF. 4: For each attribute, calculate the SU value between each feature and its class with Eq.(6). 5: Rank the features in descending order of SU values, and get the sorted feature matrix M . 6: Add each feature m i (m i ∈ M ) sequentially to the empty feature subset E, then learn and classify in each cycle. 7: Go to Step5 until the stop condition is reached (accuracy drops or θ reaches the maximum).
We give the following example for illustration of the proposed algorithm.
Example1: Consider the example is from meteorological data labeled by Taiyuan and Beijing. Let U = {u 1 , u 2 , . . . , u 20 } be a set of 20 days of weather, F = {temperature, atmospheric pressure, humidity, horizontal visibility, dewpoint temperature} be the feature set. The dataset is shown in Table 2 .
Step 1: Input the interval-valued dataset U and label Y as in Table 2 .
Step 2: Initialize: E = ∅.
Step 3: Convert IVD to midpoint and radius with Eqs. (2) and (3), then construct the unified representation frame for IVD according to Eq.(4).
Step 4: Let α = 0, 0.1, 0.3, 0.5, 0.7, 0.9, 1. Then select the best α = 0.5, and obtain the optimal URF for IVD as in Table 3 .
Step 5: Calculate the SU value with Eq.(6), and get the sorted feature matrix M by descending order of SU values as in Table 4 .
Step 6: Add each feature sequentially to the empty feature subset E, and calculate the acc in each cycle as in Table 5 .
From Table 5 , we can see that the accuracy is highest except for the horizontal visibility, so we select the first four features for classification. Because of the small number of samples, the overall accuracy is not very good.
For the n × p interval-valued dataset U , n is the number of samples, p represents the feature dimension.
In the symmetrical uncertainty estimation stage, the time complexity is O(p · n 2 ). In the feature sorting stage, the time complexity is O(p log p). In the iterative computation process, the features are added gradually and the worst time complexity is O(p · n 2 ). Therefore, in the worst case, the time complexity of URF_ SU is O(p log p+2p·n 2 ). The M_ SU has the same time cost with URF_ SU, but the time complexity of BV_ SU is O(2p log 2p + 4p · n 2 ) as the number of features is doubled.
III. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, some synthetic datasets and comparison methods are prepared for the experiments. Then the experiments on the synthetic and real-world datasets are carried out to evaluate the effectiveness of the proposed approach.
A. EXPERIMENTAL DATA AND COMPARISON METHODS
In order to test the validity of proposed approach, eight datasets, containing four synthetic datasets and four real-world datasets, are used in the experiments. They are listed in Table 6 .
The IVD in Ds1 and Ds2 are constructed from the seed data and the formula is [z − r, z + r]. z is the seed data, generated according to the normal distribution; r is the width, drawn from the uniform distribution. The classes of Ds1 and Ds2 are mainly separated by location and specific configurations are shown in Table 7 , where r 5 , r 6 are the irrelevant values.
Ds1 is composed of class 1 and 2, while Ds2 consists of all the three classes. Ds3 and Ds4 are the same simulation generation method as [28] , and the label is determined by the midpoint symbols of first two features. So in four synthetic datasets, the classes are basically separated by location. Fig.1 shows the distribution of four synthetic datasets.
The first three real-world datasets contains meteorological data of ten years (from January 1, 2006 to December 31, 2015) provided by the 'Reliable Prognosis' site [29] . There are two classes of equal sample sizes of 3651 in HS_ Ds and TB_ Ds, and four classes in HSTB_ Ds, labeled by different cities: Harbin, Sanya, Taiyuan and Beijing. Each sample is described by 5 interval attributes {temperature, atmospheric pressure, humidity, horizontal visibility and dew-point temperature (the temperature of water vapor in the air when it becomes dewdrop)}.
The last real-world water dataset concerns 30-min flow records of 1 year (from June 1,2003 to May 31,2004) of Barcelona water distribution network [30] . It contains only 316 days of data, each day is characterized by 48 30-min interval features where each feature characterizes the maximal and minimal variation observed based on three consecutive 10-min flow measure. Each day is labeled by one of two classes according to the type of the day: weekends (Saturday, Sunday, Holidays) or workdays.
In the experiments, the proposed SU-based method is used for feature selection. LDA and PCA are adopted as other two compared feature selection methods. In order to get the most reliable original information, PCA methods choose the features whose cumulative contribution rate is not less than 95%, while LDA methods choose at most |Num. of classes − 1| features. On the representation of interval-valued data, the proposed URF is also compared with existing M-based and BV-based methods. Therefore, 9 models for feature selection are testified on 4 synthetic and 4 real-world datasets, respectively. In addition, three general classifiers (LIBSVM, CART Tree and KNN) are used to verify the performance of 9 methods. All methods are carried out on the same dataset. Therefore, the description of reference methods is shown in Table 8 .
B. TUNING PARAMETER α
URF is a unified representation frame, and α is used to balance the tendency of midpoint and radius. Generally, α needs to be set firstly, and it can take different values for different IVD values. Of cause, it may require additional computation to select a suitable α for each value, so α is set the same for a dataset here for simplicity. The algorithms URF_ LDA, URF_ PCA and URF_ SU all need to select suitable parameter and we choose it through experiments. For each dataset, let α = 0, 0.1, 0.3, 0.5, 0.7, 0.9, 1. Those α with the best result will be selected. Fig.2 gives the selection results of parameter α and the 'Average ACC' refers to the average accuracy of ten times experiments for each α.
From Fig.2 , it can be clearly seen that the trends of different datasets vary greatly. In Fig.2(a) , the curves of Ds1 and Ds2 are relatively gentle, while the curves of Ds3 and Ds4 are basically on the rise. When α reaches 0.3, the average accuracies of Ds3 and Ds4 are much better than those of Ds1 and Ds2. When α = 0, the precision of Ds3 and Ds4 decreases significantly because URF only has radius. It indicates that only size information may not represent IVD well. In Fig.2(b) , all trends increase first and then decrease. The results of HS_ Ds changes smoothly and is much better than that of other three datasets. The trend of Water is also gentle and the average accuracy is better than that of TB_ Ds and HSTB_ Ds, but the trends of TB_ Ds and HSTB_ Ds change greatly. When α = 0 or 1, the accuracies reduces obviously because the interval-valued data is only represented by radius or midpoint. It is verified again that only size or location information is not comprehensive enough to represent interval-valued data. Therefore, both midpoint and radius play an important role in the representation of IVD. On each dataset, the influence of location and size information may be different. Hence, the α on different datasets are set with different values and listed in Table 9 .
C. RESULTS OF FEATURE SELECTION
In this section, the feature selection results are shown in Fig.3 . It indicates the feature ratio of each method on synthetic and real-world datasets.
In Fig.3 , the rows (different colors) and columns represent different datasets and different comparison methods, respectively. In Fig.3(a) (synthetic datasets) , the ratio of irrelevant features is 25 to 30 percent of total features. In Fig.3(b) , the ratio of the irrelevant features account is 25 percent on 3 meteorological datasets and 50 percent on Water dataset. It can be observed that 5 methods (BV_ SU, M_ PCA, M_ SU, URF_ PCA and URF_ SU) can eliminate all irrelevant features on Ds1, Ds2 and Ds3. Another 5 methods (M_ PCA, M_ SU, URF_ LDA, URF_ PCA and URF_ SU) remove all irrelevant features on Ds4. Although other methods obtain less features, they delate some relevant features which lead to poor classification results (see Table 10 in next section). Overall, the BV-based and LDAbased methods do not work well in feature selection on synthetic datasets. For the 4 real-world datasets, only the proposed URF_ SU selects all relevant features. Other methods delete some relevant features in varying degrees except for irrelevant features, especially the LDA-based methods (BV_ LDA, M_ LDA and URF_ LDA) eliminate too much relevant features on Water dataset.
Experiments both on synthetic and real-world datasets demonstrate that the proposed URF_ SU can always select all relevant features. Certainly, the good result of features selection may not mean less features but the proper features which are contribute to improve classification accuracy. It is supported by the following classification performance comparison experiments, and it also shows the superiority of the URF_ SU than other reference methods under the same feature selection ratios.
D. PERFORMANCE
In this section, the experiments results are analyzed. Then we compare the stability and applicability of the approaches.
1) CLASSIFICATION RESULTS
In order to verify the performance of the proposed URF_ SU methods on classification tasks, we choose three traditional classifiers LIBSVM, CART Tree and KNN. For LIBSVM, RBF kernel is adopted with γ = 0.2, To reduce the experimental error, the penalty factor is set to the default (C = 1) directly. CART Tree is divided by Gini coefficient and there is no parameter for it. For KNN, Euclidean distance is adopted to choose nearest neighbors, and K is generally related to task in KNN. High accuracy can be reached when K = 4. All these parameters are obtained through experiments.
To avoid randomness, we repeat experiments ten times for each dataset. Each dataset is randomly divided into ten parts with same size, and each part is used as test data and the other nine parts are used as train data. The average of ten experiment results will be the final results listed in Table 10 .
From Table 10 , it can be perceived that URF_ SU achieve more better results on three classifiers. For LIBSVM classifier, there is only one maximum value on BV_ LDA method, others are on SU-based methods, especially on URF_ SU method. In addition, the accuracies of URF_ SU on TB_ Ds, HSTB_ Ds and Water are especially prominent. The lowest increased percentage is 1.01% on Water compared to URF_ PCA, while the highest increased percentage reaches up to 30.72% on HSTB_ Ds compared to BV_ PCA. For CART Tree classifier, the maximum values are more dispersed, and only five optimal values are distributed on the SU-based methods. For TB_ Ds, the lowest increased percentage is 2.14% compared to BV_ SU, while the highest increased percentage reaches up to 22.34% compared to M_ LDA. For KNN classifier, there are only two best values on LDAbased methods, and most on URF_ SU. The lowest increased percentage is 0.34% on Ds1 compared to M_ LDA, while the highest increased percentage reaches up to 18.97% on HSTB_ Ds compared to M_ PCA. Therefore, the results on the different classifiers demonstrate that the SU-based methods can achieve better results. Moreover, BV-based methods performs better than M-based methods, but BV-based method has more features and high time complexity. Above experiments support that the proposed URF_ SU performs more prominently, especially on the real-world datasets.
Besides, literatures [24] - [26] reported some effective feature selection methods and provided experiment results on some real-world datasets. Hence, the comparison of the proposed methods with methods presented in above literatures on the same Water dataset is given in Table 11 . From Table 11 , it is clearly that the proposed methods on LIBSVM outperforms on CART Tree and KNN. And the proposed URF_ SU and M_ SU on LIBSVM are always superior to other referenced methods including that mentioned literature in terms of accuracy. Other SU-based are comparable with referenced methods. For the results of feature selection, the proposed approaches do not work well, and the reason may be that some redundant features are not eliminated. In the future, we will pursue to handle redundant features so as to achieve better results.
2) STABILITY AND APPLICABILITY
To illustrate the advantages and disadvantages of each method, Fig.4 shows the average accuracy ranks and the standard deviations of each approach on different classifiers. Fig.4 indicates that the URF_ SU on the three classifiers is not only ranked first, but also the standard deviation is small. Other conclusions: (1) For LIBSVM classifier, the URF_ SU is clearly ranked top priority and the standard deviations is low (1.06), while the others are lagging behind. (2) For CART Tree classifier, the rank of BV_ SU is very close to the URF_ SU, but the standard deviation of URF_ SU is smaller (1.20);
(3) For KNN classifier, the URF_ SU behaves best and also its standard deviation is the smallest (1.77). For these three classifiers, URF-based methods always rank in the top 3, which means that they are more effective than other representation methods. In general, the smaller standard deviation of URF_ SU indicates that this method has higher stability. Hence, we can conclude that the robustness of URF_ SU is the best especially on LIBSVM from the above experimental results.
IV. CONCLUSION
The unified representation frame is proposed to solve IVD's representation problem. It can incorporate the existing representation methods and make the midpoint and radius reach a good compromise by adjustment factor. Although the URF is verified to be suitable for classification, it is also feasible for other tasks, like clustering, regression and other issues for IVD. Therefore, the URF is a generalization representation method for IVD, which provides a basis for the processing and analysis of IVD.
Although the proposed model can effectively delete irrelevant features, there may be still some redundant features in all selected relevant features. They are not guaranteed to be eliminated in the proposed method. In future, we will consider to handle the redundant features so as to achieve better results. Besides, the parameter α of the proposed method is the same on a dataset for simplicity, and we will also consider how to set suitable parameter α for each datum in future. The IVD in the paper are generally uniformly distributed. In the future, we will do some research to address unbalanced or missing interval-valued data.
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