calculation of an effect size for each group rather than each database. Unfortunately, the 147 authors were unable to provide data regarding two of their previously reported databases 148 (Hallstat and Mexico City Penitentiary) due to ethical constraints and data property issues, 149 and so these two sets were not included in the current meta-analysis. In addition, several 150 populations were removed before analyses because there was substantial overlap across their 151 databases. For example, the Ourga specimens appeared in both the 2D and Pucciarelli sets. 152
Whenever multiple occurrences were found, the repeated case with the smaller sample size 153 was removed. This was because the second appearance often featured fewer specimens and 154 so was assumed to be a subset of the larger sample, and this was confirmed by the authors 155 through correspondence. 156 For Weston's original sample (Weston et al., 2007) , the set contained individuals from 157 several different southern African populations. However, each of these was not represented in 158 sufficient numbers to allow separation into subgroups, and the authors reported previous 159 work demonstrating that these populations were comparable (de Villiers, 1968) . I therefore 160 considered this set as a single population for the purposes of analysis. 161
Finally, in order to allow for populations as separate sets/studies, I incorporated into the 162 meta-analysis only groups that included a minimum of two men and two women. Additional 163 data/populations were discarded. 164 165
Databases 166 167
Although Gómez-Valdés et al. (2013) provided their summary data regarding the 168 Howells database (Howells, 1973 (Howells, , 1989 (Howells, , 1995 , I was able to obtain this set independently 169 (see Section 2.2.1). I therefore used my own calculated values for these populations, given 170 that it was preferable to work with the raw data when available. Similarly for the databaseused by Stirrat et al. (2012) , I obtained the original set independently (see Section 2.2.2). 172
From these data, I was able to calculate summary statistics separately for each population. 173
In addition, I obtained four new skull databases in order to increase the number of 174 populations included in the meta-analysis and improve the reliability of the findings. A full 175 summary of the final databases included in the analysis can be found in the Supplementary 176 This database contained information on a large number of specimens. All skulls were 181 from adults (approximately 18 years old and above, as determined by dental development, 182 although exact age was not known), and sex and origin were included. The skulls were 183 pooled from historical collections from various institutions internationally, and contained 30 184 indigenous populations. A full description can be found in Howells' monographs (1973 Howells' monographs ( , 185 1989 Howells' monographs ( , 1995 . FWHR was calculated using the bizygomatic breadth and nasion-prosthion 186 height, measured directly from the skulls. The usable data included here comprised 2412 187 individuals from 26 populations. 188 189 States, 1962 States, -1991 This forensic database was created in order to represent the ethnic diversity and 192 demographic structure of the US population. A full description can be found in the codebook 193 (Jantz & Moore-Jansen, 2006). From the initial set, specimens were excluded due to missing 194 cranial measures, if they were aged below 18, or if their sex or race were not reported. Given 195 that the current analysis relies heavily upon the accuracy of these two pieces of information, I 196 also chose to exclude specimens where there was a label for sex/race but the researchers had 197 specified uncertainty in their reporting of these categories. It is important to note that craniometric variation at the global level (between 256 geographic regions or populations) is much lower than within local populations (Relethford, 257 2002) . Indeed, perhaps as low as 11-14% of global diversity exists between regions, where 258 the rest falls within regions (Relethford, 1994) . Therefore, it would be preferable to 259 categorise the current samples using far narrower groupings than the ones presented here, 260
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focussing on true populations (e.g., Han Chinese) rather than more general regions (East 261 Asian), as this would likely improve the chances of finding group-level differences. 262
Unfortunately, the availability of samples prevents such narrow categorisations while still 263 maintaining a reasonable subgroup size. However, such within-subgroup noise means that 264 any statistical differences between groups are perhaps even more suggestive of 265 ethnic/population differences. 266 267
Statistics 268
All data were based upon differences between men and women, and so I chose to use 270
Cohen's d as the effect size. Analyses were carried out using customised Microsoft Excel 271 spreadsheets, based upon suggestions outlined in previous work (Geniole et al., 2015) , as 272 well as the formulae and guidelines provided by Cumming (2012) . Specifically, the pooled 273 estimate of the standard deviation within groups was used as the standardiser for d. In 274 addition, unbiased estimates of δ (d unb ) were used in all cases after applying Hedges' 275 adjustment to d to account for small samples [d*(1-(3/((4*df) -1))) where df is degrees of 276 freedom]. Finally, the effect size for each dataset was weighted by the inverse of its variance 277 before calculation of the mean weighted effect size. 278
The 95% confidence intervals for each study's effect size (see Supplementary  279 Materials) were calculated (using Wilsons's online calculator: 280 http://www.campbellcollaboration.org/escalc/) around d rather than d unb because these 281 provide a better estimate of the intervals around the population value, δ (Cumming, 2012) . 282
All analyses presented here use random effects models, which assume that the 283 population means estimated by the different studies are randomly chosen from a 284 superpopulation (heterogeneity). Fixed effects models, in contrast, assume that every study 285 estimates the same mean (homogeneity), and so any variation in sample effects is due to 286 sampling error alone. Although random effects models are more complex, they are also 287 considered more realistic and are generally recommended (Cumming, 2012) . One further 288 advantage is that fixed effects models are simply a special case of random effects models, 289
where the population variance happens to be zero (Hunter & Schmidt, 2004) . As discussed 290 below, I also found statistical evidence to suggest that the samples were heterogeneous. 291 292
Results 293
Meta-analysis of skulls for all populations 295 296
The Supplementary Materials provides a summary of the eleven databases included in 297 the meta-analysis, comprising 4918 men and 2924 women from 87 populations. 298 299
Heterogeneity 300 301
The two previous meta-analyses in this field disagreed with regard to which type of 302 model was most suitable: fixed (Haselhuhn et al., 2015) or random effects (Geniole et al., 303 2015). As such, I first discuss the evidence supporting the use of random effects models here. 304
Several statistics were considered in order to explore the heterogeneity of the databases 305 (whether different samples estimate different population effect sizes or a single one). First, I 306 found statistically significant variability between study means, Q(86) = 162.01, p < .0001. In 307 other words, the observed variation across studies (162) was greater than the expected 308 variation (which is equal to the degrees of freedom, 86). However, this test can be both poor 309 at detecting true heterogeneity due to low power, and can have excessive power with 310 many/larger studies (Higgins et al., 2003) . As such, other measures (e.g., T 2 or I 2 ) often prove 311 more informative with regard to the amount of inconsistency, but can also allow comparisons 312 to be made across analyses. The estimated variance of the true effect sizes (the amount of true 313 heterogeneity) appears relatively low (T 2 = 0.05), although notice that this means our estimate 314 of their SD is 0.22 while the mean effect size itself (see Section 3.1.2) is only 0.09 in the 315 same units. Further, about half (I 2 = 46.92%, considered moderately large) of this observed 316 variance is real, i.e., due to heterogeneity rather than simply being spurious. Finally, the 317 'diamond ratio' (Cumming & Calin-Jageman, 2017), calculated by dividing the margin of 318 error produced by the random effects model by the one given by the fixed effects model, was1.59. Since this is a ratio, a value of 1 would suggest little heterogeneity, and so the current 320 value implies there is heterogeneity present. Taken together, there is evidence here to proceed 321 with random effects models, which indeed many recommend the use of in all situations 322 (Cumming, 2012) . 323 324
Results 325 326
The results of the meta-analysis found that men's FWHR was slightly larger than 327 between study means was no longer significant, Q(78) = 96.93, p = .072. Finally, the 336 variance due to heterogeneity could now be considered small, I 2 = 19.53%. 337
As noted above, 47% of the variation across samples was due to heterogeneity rather 338 than chance (prior to the removal of outliers). Given this degree of variability, it may be the 339 case that one or more study-level characteristics (moderators) could account for some of this 340 variation. First, I consider ethnicity as a potential moderator. 341 342
Meta-analyses of skulls by ethnicity 343
Subgroup analysis 345 346
I carried out a subgroup analysis to investigate whether ethnicity was a moderator in the 347 overall meta-analysis. Similar to a conventional analysis of variance, this method allows for 348 the comparison of effect sizes across subgroups (here, ethnicities) in order to determine the 349 effect of group-level variables. Study samples were labelled as one of six broad categories of 350 ethnicity/origin, excluding the remaining populations that did not fall within one of these 351 categories. A summary of these can be seen in Table 1 . 352
For random effects models, I need to estimate the value of t 2 , the variance of true effect 353 sizes across the set of studies/samples. Since I am interested in estimating the mean and 354 sampling distribution for each subgroup, I need an estimate of t 2 within each subgroup. There 355 is no a priori reason to assume that the true study-to-study dispersion is the same within all 356 subgroups, and so I use a separate estimate of t 2 for each subgroup. However, if there are 357 only a few studies within subgroups (e.g., fewer than five; see Table 1 ) then the estimates of 358 t 2 are likely to be imprecise. In such cases, the recommendation is to use a pooled estimate in 359 order to increase accuracy (Borenstein et al., 2009 ). Here, I present the results of both 360
methods. 361
Using random effects with separate estimates of t 2 , I found that ethnicity was not a 362 statistically significant moderator, Q between (5) = 7.51, p = .186. Utilising a pooled estimate of 363 t 2 produced a similar result, Q between (5) = 4.80, p = .440. However, the ability to demonstrate 364 that ethnicity is a moderator in these analyses requires large variation between subgroup 365 means and little variation within subgroups. Problematically, at least some of the subgroups 366 show large within-group variation (see Table 1 ), making any moderator effects difficult to 367
detect. 368
One way to address this large within-subgroup variation is to remove any outlying 369 effect sizes. As with the overall meta-analysis (Section 3.1.2), subgroups were inspected, this 370 time comparing effect sizes to the mean weighted effect size for that particular subgroup. 371
Only two samples were excluded, one from the Black subgroup (Weston et al., 2007) and one 372 from the South America subgroup. Subgroup analyses were then repeated. Using random 373 effects with separate estimates of t 2 , I found that ethnicity was not a statistically significant 374 moderator, Q between (5) = 9.77, p = .082, although the result is approaching significance. 375
Utilising a pooled estimate of t 2 produced a similar result, Q between (5) = 7.49, p = .187. 376
Given these results, I carried out a meta-analysis for each subgroup in order to 377 investigate ethnicity further, acknowledging that formal tests were only suggestive of a 378 moderating effect but failed to reach statistical significance. 379 380
Separate meta-analyses for ethnicities 381 382
For each of the six broad categories of ethnicity/origin, I carried out a separate meta-383 analysis. The results are summarised in Table 1 N is the total sample size, k is the number of studies, or populations in this case, and d is the 387 mean weighted effect size. Q and I 2 are measures related to the amount of heterogeneity in 388 the group. * Significant at an alpha level of 0.05. Negative values of I 2 are set to zero 389 (Higgins et al., 2003) . 390
391
While the meta-analysis of all populations of skulls suggested that men have larger 392 FWHR than women (although effect sizes less than 0.2 are considered small), the separate 393 analyses for each ethnicity and geographic origin perhaps support a different interpretation. 394
Only East Asian skulls show evidence of an effect (and even then, it is small), with no other 395 categories suggesting sexual dimorphism. In fact, if these eight East Asian populations were 396 excluded, the remaining populations as a whole no longer provide (statistically significant) 397 
Reanalysis of Geniole et al. (2015) 412 413
In a previous meta-analysis, Geniole et al. (2015) found a small but statistically 414 significant difference between the FWHR of men and women. However, the researchers 415 included studies conducted on both faces and skulls, and did not discuss the possibility of 416 differences between ethnicities. Previous evidence has shown that facial dimensions vary 417 across ethnicities (Fang et al., 2011) . I therefore reanalysed their data while taking into 418 account the possibility of differences between faces and skulls, and the potential effect of 419 ethnicity. 420 421
Skulls versus faces 422 423
The meta-analysis results for samples of faces, using the authors' unaltered data ( Table  424   S1 
Meta-analyses of White faces 435
makes little sense to state with complete certainty that there is "no effect" (i.e., no difference 511 between the FWHR of men and women), but I argue that consideration of the evidence 512 presented here leads us to conclude that, at most, the effect is very small or absent. 513
How do we reconcile this conclusion with the growing evidence that FWHR is a 514 reliable predictor of various behaviours (Geniole et al., 2015; Haselhuhn et al., 2015) ? If we 515 rule out the idea that FWHR cues are the result of sexual selection, through the exaggeration 516 of a sexually dimorphic trait, then it is still possible that other mechanisms are responsible for 517 the FWHR-behaviour association. However, the most likely contender was a testosterone-518 based mechanism but this has failed to find recent support in large samples (Bird et al., 2016 ; 519
Hodges-Simeon et al., 2016). 520
Could we explain facial cues using a perception-based mechanism instead? There is 521 very strong evidence that those with higher FWHR are perceived to be more aggressive and 522 dominant (Geniole et al., 2015) . Perhaps this is because relatively wider faces subtly 523 A second possibility has been couched in terms of "babyfaceness" -having a rounder 528 face, and as a result, a higher FWHR. Previously, evidence had shown that boys who 529 appeared more babyfaced displayed higher academic achievement if they were motivated to 530 do so, but if they came from lower socioeconomic backgrounds, they showed more criminal 531 behaviours (Zebrowitz et al., 1998a) . In addition, early babyfaceness was associated with 532 assertiveness and hostility later in life (Zebrowitz et al., 1998b) . This result was explained as 533 a self-defeating prophecy, whereby boys compensated for the warm or naïve stereotypes that 534 people applied to them by manifesting personality traits that counteracted expectations.
However, there is now evidence that childhood babyfaceness and infant FWHR are both 536 associated with infant temperament (Arcus & Kagan, 1995; Zebrowitz et al., 2015) . These 537 researchers also found a significant correlation between babyfaceness and adult FWHR. 538
Taken together, the suggestion is that a bolder temperament from a larger FWHR in infancy 539 extends through life, resulting in babyfaced adults (who have larger FWHR) demonstrating 540 more assertive and aggressive behaviours. In support of this idea, longitudinal studies have 541
shown that infant temperament predicts behaviour in adolescence and adulthood (e.g., 542
Schwartz et al., 2012). While the mechanism linking infant temperament and facial 543 appearance remains unknown, possible candidates include prenatal glucocorticoid or 544 testosterone exposure (Arcus & Kagan, 1995) . 545
In conclusion, I find a lack of evidence suggesting FWHR differences between men and 546 women, both in skulls and in faces. Considered alongside recent evidence that FWHR does 547 not appear to be associated with testosterone, researchers should now seek new mechanisms 548 in order to explain the relationship between FWHR and behaviour. The mean weighted effect size is highlighted in grey on the left. The eight outlying effect 709 sizes are labelled with red arrows. 710
