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Abstract
Wireless sensor networks require communication protocols for efficiently propagating data in a distributed
fashion. The Trickle algorithm is a popular protocol serving as the basis for many of the current stan-
dard communication protocols. In this paper we develop a mathematical model describing how Trickle
propagates new data across a network consisting of nodes placed on a line. The model is analyzed and
asymptotic results on the hop count and end-to-end delay distributions in terms of the Trickle parameters
and network density are given. Additionally, we show that by only a small extension of the Trickle algo-
rithm the expected end-to-end delay can be greatly decreased. Lastly, we demonstrate how one can derive
the exact hop count and end-to-end delay distributions for small network sizes.
Keywords: Analytical model, Markov renewal process, wireless communication, gossip protocol,
end-to-end delay, Trickle algorithm
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1. Introduction
In recent years wireless sensor networks have been quickly growing in popularity. In these networks
inexpensive autonomous sensor units, called nodes, gather data, which they exchange with each other
through wireless transmissions. Wireless sensor networks have various applications, for example in health
care, area- and industrial monitoring [1].
Typically, these networks are communication, computation, memory and energy constrained and there-
fore require appropriate distributed communication protocols. The requirements for a good communication
protocol are threefold. First, it should be able to quickly disseminate and collect data within the network.
Second, this should be done as efficiently as possible, meaning that the number of transmissions in the
network should be as low as possible. Third, communication should be reliable; new data should eventually
be received by all the nodes in the network. Several communication protocols have been proposed in recent
years for this purpose, see for example [4, 7, 17, 22, 24].
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In [17] the Trickle algorithm has been proposed in order to effectively and efficiently distribute and
maintain information in such networks. Trickle relies on a “polite gossip” policy to quickly propagate
updates, while minimizing the number of redundant transmissions. Because of its broad applicability,
Trickle has been documented in its own IETF RFC 6206 [16]. Moreover, it has been standardized as part
of the IPv6 Routing Protocol for Low power and lossy networks [23] and the Multicast Protocol for Low
power and lossy networks [9].
Because the Trickle algorithm has become a standard and is being widely used, it is crucial to under-
stand how its parameters affect QoS measures like energy usage and end-to-end delay. However, not much
work has yet been done in this regard. Most of the papers that evaluate Trickle try to give guidelines on
how to set the Trickle parameters using simulations [6, 13, 15, 17].
The goal of this paper is to develop and analyze an analytical model describing how Trickle disseminates
updates throughout a network. Our results serve as a first step towards understanding how Trickle’s
parameters influence its performance; however, the main focus of this paper will be on the mathematical
analysis. Additionally, our models are relevant for the analysis of protocols that build upon Trickle, such
as Deluge [10] and Melete [24].
1.1. Key contributions of the paper
As key contributions of this paper, we thoroughly analyze a Markov renewal process which models
a Trickle propagation event in networks of nodes arranged on a line. We show how the hop count and
end-to-end delay distributions depend on the Trickle parameters and network density, as the size of the
network grows large. These insights help us to better understand the impact of Trickle’s parameters on
its performance and how to tune these parameters. Furthermore, we show that by a simple extension of
the Trickle algorithm, the expected end-to-end delay can be significantly decreased. Finally, we show how
to calculate the generating functions of the hop count and end-to-end delay distributions for any network
size.
1.2. Related work
Some analytical results concerning the message count of the Trickle algorithm are provided in [14, 15,
19]. First, in [15] qualitative results are provided on the scalability of the algorithm. Specifically, it is
conjectured that in single-hop networks the number of transmissions per time interval is bounded regardless
of the network size, if a listen-only period is used. When no listen-only period is used, the message count
scales as O(√n), where n is the size of the network. These claims are proven in [19] and tight upper
bounds and accompanying growth factors for the message count are provided. Additionally, distributions
of times between consecutive transmissions for large single-hop networks are derived and the concept of a
listen-only period is generalized. Moreover, approximations for the message count in multi-hop networks
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are provided. Lastly, in [14], a different, slightly more accurate, approximation is given for the message
count in multi-hop networks with specific parameter settings.
Analytical results on the speed at which the Trickle algorithm can propagate new data throughout
a network are even fewer. In [3] the authors provide a method for deriving the Laplace transform of
the distribution function of the end-to-end delay for any network topology. However, the method is
computationally involved, limiting its practical use, and does not provide much insight. In this paper we
provide more easily computable expressions for the Laplace transforms of the hop count and end-to-end
delay in a line network.
1.3. Organization of the paper
The remainder of this paper is organized as follows. In Section 2 we give a detailed description of the
Trickle algorithm and propose a simple extension. We then analyze how fast the algorithm can propagate
updates across a network consisting of nodes placed on a line in Section 3. Additionally, we derive the
limiting distributions for the hop count and end-to-end delay as the size of the network grows large. These
results are compared with simulations and we show that with our modified algorithm the expected end-
to-end delay can be significantly decreased. This is followed in Section 4 by a derivation of the generating
functions of the hop count and end-to-end delay for any network size. Finally, we present our conclusions
in Section 5.
2. The Trickle Algorithm
We now provide a detailed description of the original Trickle algorithm [17] before introducing a small
extension, which helps improve the algorithm’s performance. The Trickle algorithm has two main goals.
First, whenever a new update enters the network, it must be propagated quickly. Secondly, when there
are no updates, communication overhead has to be kept to a minimum.
The Trickle algorithm achieves this by using a “polite gossip” policy. Nodes divide time into intervals
of varying length. During each interval a node will broadcast its current information, if it has not heard
other nodes transmit the same information during that interval, in order to check if its information is up
to date. If it has recently heard another node transmit the same information it currently has, it will stay
quiet, assuming there is no new information to be received. Additionally, it will increase the length of its
intervals, decreasing its broadcasting rate. Whenever a node receives an update or hears old information,
it will reduce its interval size, increasing its broadcasting rate, in order to quickly resolve the inconsistency.
This way inconsistencies are detected and resolved fast, while keeping the number of transmissions low.
2.1. Algorithm Description
The algorithm has three parameters:
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• A threshold value k, called the redundancy constant.
• The maximum interval size τh.
• The minimum interval size τl.
Furthermore, each node in the network has its own timer and keeps track of three variables:
• The current interval size τ .
• A counter c, counting the number of messages heard during an interval.
• A broadcasting time t during the current interval.
The behavior of each node is described by the following set of rules:
1. At the start of a new interval a node resets its timer and counter c and sets t to a value in [ 12τ, τ ] at
random.
2. When a node hears a message that is consistent with the information it has, it increments c by 1.
3. When a node’s timer hits time t, the node broadcasts its message, if c < k.
4. When a node’s timer hits time τ , it doubles its interval size τ up to τh and starts a new interval.
5. When a node hears a message that is inconsistent with its own information, then if τ > τl it sets τ
to τl and starts a new interval, otherwise it does nothing.
2.2. Modification to the algorithm
Consider rule 1 of the Trickle algorithm. It states that nodes should pick their broadcasting times
uniformly in [12τ, τ ] at random, leaving τ/2 time units before broadcasting as a listen-only period. The
reason for having this listen-only period is discussed in [17]. The authors of [17] argue that when no
listen-only period is used, i.e. nodes always pick t in [0, τ ], sometimes nodes will broadcast soon after the
beginning of their interval, listening for only a short time, before anyone else has a chance to speak up. If
we have a perfectly synchronized network this does not give a problem, because the first k transmissions
will simply suppress all the other broadcasts during that interval. However, in an unsynchronized network,
if a node has a short listening period, it might broadcast just before another node starts its interval and
that node possibly also has a short listening period. This possibly leads to a lot of redundant messages
and is referred to as the short-listen problem.
It has been shown in [19], that such a listen-only period is indeed necessary to resolve the short-listen
problem and to ensure scalability of the Trickle algorithm. However, the authors of [19] also observe that
introducing such a listen-only period can greatly affect propagation speed. That is, when a listen-only
period of τ/2 is used, newly updated nodes will always have to wait for a period of at least τl/2, before
attempting to propagate the received update. Consequently, in an m-hop network, the end-to-end delay
is at least mτl/2. Hence, as is also argued in [19], on the one hand long listen-only periods reduce the
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number of redundant transmissions, but on the other hand short listen-only periods increase propagation
speed.
For these reasons, based on ideas from [19], we propose to add a listen-only parameter η and to modify
rule 1 of the Trickle algorithm:
1∗. At the start of a new interval a node resets its timer and counter c and, if τ = τl, sets t to a
value in [ητ, τ ] at random, otherwise in [12τ, τ ] at random.
Here one should think of η being smaller than 1/2 (note that η = 1/2 gives the original Trickle
algorithm) and, as our analysis will show, preferably η = 0. Rule 1∗ then tries to achieve the best of both
worlds. When nodes have just received an update and reset τ to τl, they are allowed to be impatient and
transmit after listening for only ητ time units. Probably, they are at the front of the propagation wave
and have neighbors that are not yet up to date. When τ > τl, the wave front probably has passed, and
nodes should first listen to what their neighbors have to say, before deciding whether to broadcast or not.
Furthermore, note that even for η = 0 this modification does not suffer from the short-listen problem.
When a group of nodes is updated by a broadcast, they will all start a new interval at the same time and
therefore become synchronized. Therefore, the short-listen problem will not cause additional redundant
transmissions within this set of nodes. Furthermore, since at the front of the propagation wave nodes
are almost synchronized, having them pick t in [ητ, τ ] as opposed to picking t in [τ/2, τ ], gives the newly
updated nodes a bigger contention window to schedule broadcasts, leading to fewer channel collisions.
After the update has passed, nodes will go back to having a listen-only period of half an interval.
3. Propagation model
In this section we develop and analyze a model describing how fast the modified Trickle algorithm
can propagate updates in a network consisting of nodes placed on a line. We will first briefly discuss the
assumptions of our model, their relevance and their limitations. This is followed by an analysis of the
model and lastly we validate our results through simulations.
3.1. Model assumptions
As mentioned, the goal of this paper is to analytically gain insight in the performance of Trickle when
used to disseminate data in wireless networks. Therefore, we will focus on networks consisting of nodes
placed on a line. Understanding how Trickle disseminates data across a line should already give us useful
insights in the performance of Trickle in general. Additionally, this is a common network topology in
many applications, for example in intelligent street lighting. Moreover, simulation experiments in [18]
show that in regular topologies, such as grids, Trickle’s performance is comparable to its performance in a
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line network. This is because in such networks Trickle tends to disseminate data in each direction at the
same speed.
Secondly, we will concentrate on the setting k = 1, which permits a detailed mathematical analysis.
Moreover, this is a commonly used setting when Trickle is used for data dissemination, as in MPL [9]. We
do note that simulations suggest that for other regular network topologies, such as grids, performance for
other k is qualitatively the same as for k = 1 and increasing k has very little effect on the end-to-end delay
[6, 18, 21]. In these scenarios, increasing k is generally used in order to deal with lossy transmissions.
However, recent work shows that in random topologies, when Trickle is used for routing, as in RPL,
performance can strongly depend on the parameter k and the exact network topology [13, 21], but this is
beyond the scope of this work. See [13] for a detailed simulation study on the effect of the redundancy
constant k on the performance of RPL in random topologies.
Lastly, we assume all the nodes are perfect receivers and transmitters, i.e. transmissions are instanta-
neous and there is no packet loss. This allows us to focus on the performance of Trickle without explicit
consideration of any MAC-layer protocols. Future work of the authors concerns analyzing the impact of
the MAC-layer on the performance of Trickle when used as a data dissemination protocol.
3.2. Model analysis
We first introduce the model and some notation. Assume we have n+ 1 nodes arranged on a line and
each node is separated by a distance of 1 from its neighbors. We label the nodes 0, 1, ..., n from left to
right. Without loss of generality we assume τl = 1. Updates will be injected into the network at node
0. Nodes have a fixed transmission range R, which means that when a node sends a message, only nodes
within a distance R of the broadcaster will receive the message. Finally, assume initially that all the nodes
have τ = τh, and at time 0 an update is injected at node 0, which it starts to propagate. Let us denote the
time node n gets updated by T (n), which is called the end-to-end delay, and the number of transmissions
needed to reach node n by H(n), which is called the hop count.
Observe that because node 0 gets updated at time 0, this node will broadcast the update somewhere in
the interval [η, 1], updating nodes 1 to R. The newly updated nodes will reset their intervals, synchronize
and set τ = τl = 1. Node 0 will double its interval length after its interval ends and will have a listen-only
period of length τl in its next interval. As a result, one of the newly updated nodes will be the next node
to transmit. When node 1 is the first node to broadcast, it will only update node R+ 1, which will be the
next broadcaster. When node R is the next node to broadcast, it will update nodes R + 1 to 2R. After
this step, nodes 1 to R will double their interval length and the next transmission will again be done by
one of the newly updated nodes. Let us formalize this process.
Let Um be the number of nodes that are updated by the m’th broadcast and let U0 = 1. Then we can
6
write
pij = P[Um+1 = j | Um = i] =

1
i , R− i < j ≤ R,
0, otherwise.
(1)
Hence, {Ui}∞i=0 forms a Markov chain with states {1, ..., R} and transition matrix P = [pij ], which allows
us to analyze the hop count of a propagation event. Calculating its steady-state probability vector pi we
find
pi =
2
R(R+ 1)
(1, ..., R). (2)
Moreover, the expected number of nodes that get updated by each hop in steady state is given by
µU = E[U ] = lim
i→∞
E[Ui] =
R∑
j=1
jpij =
1
3
(2R+ 1). (3)
The time between consecutive hops depends on the number of newly updated nodes Ui. Let Ti be the
time of the i’th transmission and θi = Ti − Ti−1 be the inter-transmission time between the i − 1’th and
i’th transmission and let T0 = 0. We then know that the time θi+1 is the minimum of Ui Trickle timers.
Then, θi+1 ∼ η + (1 − η)β[1, Ui], since the minimum of m uniform random variables follows a β(1,m)
distribution. More precisely
P[θi+1 ≤ t | Ui = u] =

0, t < η,
1−
(
1−t
1−η
)u
, η ≤ t ≤ 1,
1, otherwise.
(4)
Hence the expected time between transitions in steady state is given by
µθ = E[θ] = lim
i→∞
E[θi] =
R∑
j=1
pij
(
η +
1− η
j + 1
)
= η + 2(1− η)
R+ 1−∑R+1j=1 1j
R(R+ 1)
. (5)
The process (Ui, Ti)
∞
i=0 is called a Markov renewal process, see [5]. We will now analyze this Markov
renewal process to gain insight in the propagation speed of the Trickle algorithm.
First note that the hop count H(n) can be written as
H(n) = min
{
m:
m∑
i=1
Ui ≥ n
}
. (6)
Also note that H(n) is a stopping time with respect to the Markov chain {Ui}∞i=0. Furthermore, we can
write the end-to-end delay T (n) as follows:
T (n) = TH(n) =
H(n)∑
i=1
θi. (7)
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We will analyze the behavior of the Markov renewal process for large n. For simplicity, we shall assume
stationarity of the underlying Markov chain in some of the arguments and no longer assume U0 = 1.
However, note that the asymptotic results for large n also hold for the case U0 = 1, since we have a
finite-state Markov chain, which converges geometrically fast to its steady-state distribution. Assuming
stationarity of the Markov chain, we have by Wald’s equation
E
[
H(n)
]
= E
H(n)∑
i=1
Ui
 /µU .
Furthermore, since n ≤ E
[∑H(n)
i=1 Ui
]
≤ n+R− 1, we find
Proposition 1. For k = 1, η ∈ [0, 1] and R ∈ N+,
lim
n→∞
E
[
H(n)
]
n
=
1
µU
=
3
2R+ 1
. (8)
Hence, since 1/R can be seen as a measure for the density of the network, we find that the hop count
decreases linearly with the network density and is independent of the choice for η, as expected.
Now using (7) and again applying Wald’s equation, we conclude
Proposition 2. For k = 1, η ∈ [0, 1] and R ∈ N+,
lim
n→∞
E
[
T (n)
]
n
=
µθ
µU
=
3
2R+ 1
(
η + 2(1− η)
R+ 1−∑R+1j=1 1j
R(R+ 1)
)
. (9)
Proposition 2 reveals the impact of a listen-only period on the end-to-end delay. First of all, we find
that the expected end-to-end delay is decreasing in η. Furthermore, if η > 0, the end-to-end delay decreases
linearly with the density of the network, due to each hop taking at least η time units. If η = 0 the end-
to-end delay decreases quadratically with network density. Hence, in dense networks the algorithm can
benefit greatly from setting η = 0.
In addition to a law of large numbers for the hop count and end-to-end delay, we now provide results
concerning their limiting distribution. First of all, we provide results on the asymptotics of the variance
of H(n) and T (n).
Theorem 1. Let H(n) be as defined by (6). Then
lim
n→∞
Var
[
H(n)
]
n
= σ2H =
γ2U
µ3U
=
R2 +R− 2
16R3 + 24R2 + 12R+ 2
, (10)
where
γ2U = lim
m→∞
1
m
Var
[
m∑
i=0
Ui
]
= Var[U0] + 2
∞∑
j=1
Cov[U0, Uj ]. (11)
Proof. See Appendix A.
Similarly, we have the following asymptotic result for the variance of T (n).
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Theorem 2. Let T (n) be as defined by (7). Then
lim
n→∞
Var
[
T (n)
]
n
= σ2T =
γ2T
µ3U
=
µ2θγ
2
U + µ
2
Uγ
2
θ − 2µUµθ∆
µ3U
, (12)
where γU is as defined in (11),
γ2T = lim
m→∞
1
m
Var
[(
m∑
i=0
Ui
)
µθ − Tm+1µU
]
, (13)
∆ = (1− η)
(4R+ 8)
(∑R+1
j=1
1
j
)
− (R2 + 9R+ 8)
9R2 + 9R
,
and
γ2θ = Var[θ1] + 2piMZM1− 2µ2θ,
with Z = (I − P + 1pi)−1 the fundamental matrix and M =
[
pij
(
η + 1−ηi+1
)]
.
Proof. See Appendix B.
Let us consider Equation (12) in more detail and investigate how the variance of the end-to-end delay
depends on η and R. For this we plot σ2T as a function of η for R = 5, R = 10 and R = 30 in Figure 1.
We find that for R = 5 the variance is minimized for η ≈ 0.56. For R = 10, the minimum is achieved at
η ≈ 0.26 and for R = 30 at η = 0.
0.2 0.4 0.6 0.8 1.0Η
0.008
0.009
0.01
0.011
0.012
ΣT
2 HΗL
R = 5
0.2 0.4 0.6 0.8 1.0Η
0.003
0.004
0.005
0.006
ΣT
2 HΗL
R = 10
0.2 0.4 0.6 0.8 1.0Η
0.001
0.002
ΣT
2 HΗL
R = 30
Figure 1: σ2T as a function of η for different R.
This can be explained as follows. For small R, the variance of the hop count is small compared to the
variance of inter-transmission times. Consider for example the extreme case R = 1. In this case H(n) = n
and σ
(n)
H = 0, while the time between hops is of some length in [ητ, τ ] uniformly at random. Therefore, if
one wants to minimize the variance of the end-to-end delay it pays to increase η in order to decrease the
variance of inter-transmission times (at the cost of large end-to-end delays).
However, for large R, the hop count has high variability, while inter-transmission times have small
variance. To see this, consider the other extreme case, where R→∞. The number of nodes that then get
updated each hop becomes highly variable, while an inter-transmission time will always take very close to
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η time units. Hence, in this case, it pays to decrease η in order to decrease the impact of the hop count
on the end-to-end delay variance.
Therefore, for dense networks (R large), setting η = 0 is always preferred to η > 0, since it minimizes
both the expected value and variance of the propagation delay. For sparse networks (R small), one can
reduce the variance by setting η > 0, however this greatly increases the expected delay, hence for most
applications η = 0 is probably more desirable.
Finally using results from [2], we get the following results for the limiting distributions of H(n) and
T (n) (see [2], Theorem 1).
Theorem 3. Let H(n) and T (n) be as defined in (6) and (7) respectively. Then
H(n) − 1µU n
σHn1/2
d−→ N [0, 1] (14)
and
T (n) − µθµU n
σTn1/2
d−→ N [0, 1], (15)
where σH is as defined in (10) and σT as defined in (12).
In the next section we will compare the results from Theorem 3 with simulation results for networks
with finite n, which will give us a better idea of the implications of Equations (14) and (15).
3.3. Simulation results
We now look at some simulation results on the hop count and end-to-end delay and compare them
with the asymptotic results from Theorem 3. We consider a sparse network with R = 5 and n = 250,
and a dense network with R = 30 and n = 1500 and in both cases vary η. Note, that n/R = 30 for both
scenarios, which allows us to make a fair comparison between the two scenarios. For each scenario we run
105 simulations.
10 12 14 16 18 20 22
t0.00
0.05
0.10
0.15
0.20
0.25
fT (n)(t)
η = 0
22 24 26 28 30 32 34 36
t0.00
0.05
0.10
0.15
0.20
0.25
fT (n)(t)
η = 1
4
36 38 40 42 44 46 48
t0.00
0.05
0.10
0.15
0.20
0.25
fT (n)(t)
η = 1
2
Figure 2: Density of T (n) for n = 250 and R = 5 for different η: analysis vs. simulation.
In Figure 2 we compare the obtained histogram for the end-to-end delay with the asymptotic result
of (15) for the case R = 5 and n = 250. We find that the end-to-end delay distribution is approximated
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well by the normal distribution. Furthermore, setting η = 0 as opposed to η = 12 more than halves the
expected delay. As predicted by Figure 1 the variance indeed increases as η approaches 0. However, the
variance does not seem to change significantly. Hence, setting η = 0 seems preferable to η = 12 .
1 2 3 4 5 6 7 8
t0.0
0.1
0.2
0.3
0.4
0.5
0.6
f
T
(n) (t)
η = 0
18 19 20 21 22 23 24 25
t0.0
0.1
0.2
0.3
0.4
0.5
0.6
f
T
(n) (t)
η = 1
4
36 37 38 39 40 41 42
t0.0
0.1
0.2
0.3
0.4
0.5
0.6
f
T
(n) (t)
η = 1
2
Figure 3: Density of T (n) for n = 1500 and R = 30 for different η: analysis vs. simulation.
In Figure 3 we consider the case R = 30 and n = 1500. Also here, we find that the end-to-end delay
distribution is approximated well by the normal distribution, although in this case the actual distribution
is more skewed. Additionally, we see that in this dense case the Trickle algorithm benefits even more from
choosing small η, giving more than a nine-fold decrease in end-to-end delay when setting η = 0 as opposed
to η = 1/2. Finally, as again predicted by Figure 1 the variance indeed decreases as η approaches 0. Hence,
here setting η = 0 is always preferable to η = 12 .
62 64 66 68 70 72 74
h0.00
0.05
0.10
0.15
0.20
0.25
f
H
(n) (h)
R = 5, n = 250
68 70 72 74 76 78 80
h0.00
0.05
0.10
0.15
0.20
0.25
f
H
(n) (h)
R = 30, n = 1500
Figure 4: Density of H(n) for R = 5 and R = 30: analysis vs. simulation.
Lastly, in Figure 4, we compare the obtained histograms of the hop-count distributions with the asymp-
totic result of (14) for both the cases R = 5 and R = 30. Also here we find a good match between the
simulation and analytical results. Also the increase in variance as R grows is visible.
4. Hop count and end-to-end delay distribution
We now focus on deriving the probability generating function of H(n) and the moment generating
function of T (n) for finite n. These allow us to calculate the exact moments of the hop count and end-
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to-end delay for small finite n, which is not covered by the asymptotic results for large n in the previous
section.
Let us denote by MX(s) the moment generating function of a continuous variable X and by GY [z]
the probability generating function of a discrete random variable Y . Additionally, for a pair (X1, X2) of
discrete variables, write
G(X1,X2)[z1, z2] =
∞∑
n=0
∞∑
m=0
zn1 z
m
2 P[X1 = n,X2 = m],
and for a pair (X,Y ), with X a discrete and Y a continuous random variable, write
G(X,Y )[z, s] =
∫ ∞
t=0
∞∑
n=0
znestdP[X = n, Y ≤ t].
We first analyze the probability generating function of H(n).
4.1. Hop count
Let A(m) =
∑m
i=1 Ui, i.e. A(m) is the total number of updated nodes after m transmissions, not
including node 0. Furthermore, let ηij be the number of transitions in the Markov chain {Um}∞m=0
between entering state i and entering state j for the first time. Denote by A(ηij) the number of nodes
updated during that time.
Theorem 4.
H[z1, z2] =
∞∑
n=0
( ∞∑
m=0
P
[
H(n) = m
]
zm1
)
zn2 =
∞∑
n=0
GH(n) [z1]z
n
2
=
(z1 − 1)z2
1− z2
1 + R∑
j=1
G(A(η1,j),η1,j)[z1, z2]
1−G(A(ηj,j),ηj,j)[z1, z2]
+ 1
1− z2 .
Remark. Note that the probability generating function for H(n) can be obtained by differentiating H[z1, z2]:
GH(n) [z] =
1
n!
dn
dzn2
H[z, z2]
∣∣∣∣
z2=0
. (16)
Proof. In [20] results are provided which lead to explicit expressions for relevant Laplace transforms of
general reward functions for Markov renewal and semi-Markov processes. The following proof closely
follows the steps of their proof, but is slightly customized for the case at hand, simplifying the analysis.
First, we write
P
[
H(n+1) > m
]
=
R∑
j=1
P [A(m) ≤ n,Um = j | U0 = 1] .
Now, let η
(k)
j be the time of the k’th entrance into state j of the Markov chain U , with η
(0)
j = 0, that is,
η
(k)
j = inf{i > η(k−1)j : Ui = j}.
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Then
P[H(n+1) > m] = 1[m = 0] +
R∑
j=1
∞∑
k=1
P
[
A
(
η
(k)
j
)
≤ n, η(k)j = m | U0 = 1
]
.
Substituting and using the fact that 11−z
∑∞
n=0 anz
n =
∑∞
n=0
∑n
m=0 amz
n, we find
∞∑
m=0
∞∑
n=0
P[H(n+1) > m]zm1 zn2
=
1
1− z2 +
∞∑
m=1
∞∑
n=0
R∑
j=1
∞∑
k=1
P
[
A
(
η
(k)
j
)
≤ n, η(k)j = m | U0 = 1
]
zm1 z
n
2
=
1
1− z2 +
1
1− z2
∞∑
m=1
∞∑
n=0
R∑
j=1
∞∑
k=1
P
[
A
(
η
(k)
j
)
= n, η
(k)
j = m | U0 = 1
]
zm1 z
n
2
=
1
1− z2
1 + R∑
j=1
∞∑
k=1
G(
A
(
η
(k)
j
)
,η
(k)
j
)[z1, z2]
 .
Since the consecutive entrance times to a fixed state form a sequence of regeneration times, we obtain for
k ≥ 1 and j = 1
G(
A
(
η
(k)
1
)
,η
(k)
1
)[z1, z2] = (G(A(η1,1),η1,1)[z1, z2])k ,
and for j 6= 1 we get
G(
A
(
η
(k)
j
)
,η
(k)
j
)[z1, z2] = G(A(η1,j),η1,j)[z1, z2] (G(A(ηj,j),ηj,j)[z1, z2])k−1 .
Therefore
∞∑
m=0
∞∑
n=0
P[H(n) > m]zm1 zn2 =
z2
1− z2
1 + R∑
j=1
∞∑
k=1
G(A(η1,j),η1,j)[z1, z2]
(
G(A(ηj,j),ηj,j)[z1, z2]
)k−1
=
z2
1− z2
1 + R∑
j=1
G(A(η1,j),η1,j)[z1, z2]
1−G(A(ηj,j),ηj,j)[z1, z2]
 .
Finally we obtain
∞∑
m=0
∞∑
n=0
P[H(n) = m]zm1 zn2 =
(z1 − 1)z2
1− z2
1 + R∑
j=1
G(A(η1,j),η1,j)[z1, z2]
1−G(A(ηj,j),ηj,j)[z1, z2]
+ 1
1− z2 .
Note that the functions G(A(ηi,j),ηi,j)[z1, z2] can be derived by solving the following system of linear
equations:
G(A(ηi,j),ηi,j)[z1, z2] =
∑
k 6=j
pikz
k
1z2G(A(ηk,j),ηk,j)[z1, z2] + pijz
j
1z2, for all i and j. (17)
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4.2. End-to-end delay
Similarly, we will now consider the moment generating function for the end-to-end delay T (n). Let
B(t) =
∑m
i=1 Ui for t ∈ [Tm, Tm+1). Then B(t) is the total number of updated nodes at time t, not
including node 0. Again let ηij be the number of transitions in the Markov chain {Um}∞m=0 between
entering state i and entering state j for the first time and denote by B(Tηij ) the number of nodes updated
during that time. Denote by νj the random time the Markov chain stays in state j before transitioning.
Theorem 5.
T [z, s] =
∞∑
n=0
(∫ ∞
t=0
est dP[T (n) ≤ t]
)
zn =
∞∑
n=0
MT (n) [s]z
n
=
z
z − 1
1−Mν1(s) + R∑
j=1
(
1−Mνj (s)
) G(B(Tη1,j ),Tη1,j )[z, s]
1−G(B(Tηj,j ),Tηj,j )[z, s]
+ 1
1− z .
Remark. Note that the moment generating function for T (n) can be obtained by differentiating T [z, s]:
MT (n) [s] =
1
n!
dn
dzn
T [z, s]
∣∣∣∣
z=0
. (18)
Proof. Again, our proof closely resembles the proof given in [20]. Let U(t) = Um for t ∈ [Tm, Tm+1). We
write
P
[
T (n+1) > t
]
=
R∑
j=1
P [B(t) ≤ n,U(t) = j | U0 = 1] .
Again let η
(k)
j be the time of the k’th entry into state j of the Markov chain U , with η
(0)
j = 0, that is,
η
(k)
j = inf{i > η(k−1)j : Ui = j}.
Then
P[T (n+1) > t] =
R∑
j=1
∞∑
k=0
P
[
B
(
T
η
(k)
j
)
≤ n, T
η
(k)
j
≤ t < T
η
(k)
j +1
, U(t) = j | U(0) = 1
]
.
For convenience we write
bkj (n, t) = P
[
B
(
T
η
(k)
j
)
≤ n, T
η
(k)
j
≤ t < T
η
(k)
j +1
, U(t) = j | U(0) = 1
]
.
Note first that for k = 0 we have
b0j (n, t) =
P[ν1 > t], if j = 1,0, otherwise.
For k ≥ 1 we can write,
bkj (n, t) =
∫ ∞
u=0
∞∑
l=0
P[νj > t− u]1[n− l ≥ 0]dP
[
B
(
T
η
(k)
j
)
= l, T
η
(k)
j
≤ u
]
,
which can be written as a convolution of a function φ(u, l) and a probability measure:
bkj (n, t) =
∫ ∞
u=0
∑
l=0
φj(t− u, n− l)dP
[
B
(
T
η
(k)
j
)
= l, T
η
(k)
j
≤ u
]
,
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where
φj(u, l) = P[νj > u]1[l ≥ 0].
Consequently, ∫ ∞
t=0
∞∑
n=0
bkj (n, t)z
nestdt =
1−Mνj (s)
s(1− z) G(B(Tη(k)j ),Tη(k)j )
[z, s].
Hence, ∫ ∞
t=0
∞∑
n=0
P[T (n+1) > t]znestdt =
∫ ∞
t=0
∞∑
n=0
P[ν1 > t]znestdt+
∫ ∞
t=0
∞∑
n=0
R∑
j=1
∞∑
k=1
bkj (n, t)z
nestdt
=
1
s(1− z)
1−Mν1(s) + R∑
j=1
∞∑
k=1
(
1−Mνj (s)
)
G(B(T
η
(k)
j
),T
η
(k)
j
)[z, s]
 .
Since the consecutive entry times to a fixed state form a sequence of regeneration times, we obtain for
k ≥ 1 and j = 1
G(B(T
η
(k)
1
),T
η
(k)
1
)[z, s] =
(
G(B(Tη1,1),Tη1,1)
[z, s]
)k
,
and for j 6= 1 we get
G(B(T
η
(k)
j
),T
η
(k)
j
)[z, s] = G(B(Tη1,j ),Tη1,j )
[z, s]
(
G(B(Tηj,j ),Tηj,j )
[z, s]
)k−1
.
Therefore, ∫ ∞
t=0
∞∑
n=0
P[T (n) > t]znestdt
=
z
s(1− z)
1−Mν1(s) + R∑
j=1
∞∑
k=1
(
1−Mνj (s)
)
G(B(Tη1,j ),Tη1,j )
[z, s]
(
G(B(Tηj,j ),Tηj,j )
[z, s]
)k−1
=
z
s(1− z)
1−Mν1(s) + R∑
j=1
(
1−Mνj (s)
) G(B(Tη1,j ),Tη1,j )[z, s]
1−G(B(Tηj,j ),Tηj,j )[z, s]
 .
Finally we obtain
∞∑
k=0
(∫ ∞
t=0
est dP[T (k) ≤ t]
)
zk
=
z
z − 1
1−Mν1(s) + R∑
j=1
(
1−Mνj (s)
) G(B(Tη1,j ),Tη1,j )[z, s]
1−G(B(Tηj,j ),Tηj,j )[z, s]
+ 1
1− z .
Using (4) one can deduce that Mνj (s) is the moment generating function of a β(1, j) random variable,
which can be expressed in terms of the incomplete gamma function Γ[s, x] as follows
Mνj (s) = j!e
s
(
1
s(1− η)
)j (
1− Γ[j, s(1− η)]
(j − 1)!
)
(19)
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Furthermore, analogous to Equation (17), the functions G(B(Tη1,j ),Tη1,j )
[z, s] can be derived by solving the
following system of equations:
G(B(Tηi,j ),Tηi,j )
[z, s] =
∑
k 6=j
pikz
kMνi [s]G(B(Tηk,j ),Tηk,j )
[z, s] + pijz
jMνi [s], for all i and j. (20)
As illustrating examples, in Figure 5 we have plotted the density functions of H(20) and T (20) for R = 4
and both η = 0 and η = 12 obtained by inverting Equations (16) and (18) using Mathematica. Note that
the hop count distribution is the same for both settings.
Hop count End-to-end delay (η = 0) End-to-end delay (η = 12 )
Figure 5: Hop count and end-to-end delay density for n = 20 and R = 4.
5. Conclusion
In this paper, we presented a generalized version of the Trickle algorithm with an additional parameter
η, which allows us to set the length of a listen-only period for newly updated nodes. We argue that
this parameter can greatly increase the speed at which the Trickle algorithm can disseminate data, while
retaining scalability. These claims are supported by a mathematical analysis and simulations of a Trickle
propagation event in line networks.
First, we provided an analysis of the hop count and end-to-end delay distribution for line networks
consisting of n nodes. We derived formulas for the mean and variance of the hop count and end-to-end
delay as a function of R, n and η, giving insight into the performance of the Trickle algorithm. Additionally,
we showed that both distributions converge to a normal distribution as n goes to infinity.
Secondly, we demonstrated how to derive explicit expressions for the probability and moment generating
functions of the hop count and end-to-end delay. As was shown, these functions can be used to determine
the respective density functions for small network sizes explicitly.
From our analysis we can conclude that the generalized version of Trickle as presented in this paper
with η = 0 allows for better performance in terms of end-to-end delay, compared to the original description
of Trickle. It greatly decreases end-to-end delay, while having only a small effect on its variability and the
energy consumption of the network.
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Finally, we note that our analysis only provides a first step towards a complete understanding of
Trickle’s propagation performance, since the analysis in this work is restricted to line networks. The
impact of network topology and MAC-layer interactions on the performance of the Trickle algorithm
remain as interesting topics for further research.
Appendix A. Proof of Theorem 1
A result for first passage times of Markov renewal processes implies (see [8], Theorem 3.4)
Var
[
H(n)
]
∼ nγ2U/µ3U , as n→∞.
Therefore we need to show that γ2U =
1
54 (R
2 +R− 2). To simplify the analysis we will assume stationarity
of the Markov chain {Ui}∞i=0, but again note that the final result will also hold for the non-stationary case
U0 = 1. We show by induction that Cov[U0, Uj ] =
(− 12)j 118 (R2 +R− 2). First note that
Cov[U0, Uj ] = E[U0Uj ]− µ2U = E[U0Uj ]−
1
9
(2R+ 1)2.
For j = 0 we find
E[U20 ] =
R∑
k=1
pikk
2 =
2
R(R+ 1)
R∑
k=1
k3 =
1
2
R(1 +R).
Hence Cov[U0, U0] =
1
2R(1 + R) − 19 (2R + 1)2 = 118 (R2 + R − 2), which is our induction basis. Now let
p
(k)
ij be the probability that starting from state i the Markov chain is in state j after k steps. Then we can
write
E[U0Uj ] =
R∑
k=1
pik
(
R∑
l=1
p
(j)
kl kl
)
=
R∑
k=1
pik
(
R∑
m=1
p
(j−1)
km
(
R∑
l=1
pmlkl
))
=
R∑
k=1
pik
(
R∑
m=1
p
(j−1)
km
(
R∑
l=R−m+1
1
m
kl
))
=
R∑
k=1
pik
(
R∑
m=1
p
(j−1)
km
1
2
(2R+ 1−m)k
)
=
1
2
(2R+ 1)
R∑
k=1
pikk − 1
2
R∑
k=1
pik
(
R∑
m=1
p
(j−1)
km mk
)
=
1
6
(2R+ 1)2 − 1
2
E[U0Uj−1].
Consequently, we find
Cov[U0, Uj ] = −1
2
E[U0Uj−1] +
1
18
(2R+ 1)2 =
(
−1
2
)
Cov[U0, Uj−1].
Using this result it is easy to see that
γ2U =
1
18
(R2 +R− 2) + 2
∞∑
j=1
(
−1
2
)j
1
18
(R2 +R− 2) = 1
54
(R2 +R− 2),
which completes the proof.
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Appendix B. Proof of Theorem 2
A result for stopped functionals of Markov renewal processes implies (see [2], Theorem 2)
Var
[
T (n)
]
∼ nγ2T /µ3U , as n→∞.
Now, rewriting (13) we have
γ2T = Var[U0µθ − θ1µU ] + 2
∞∑
i=1
Cov[U0µθ − θ1µU , Uiµθ − θi+1µU ] = µ2θγ2U + µ2Uγ2θ − 2µUµθ∆.
Here γθ and ∆ are defined as
γ2θ = lim
m→∞
1
m
Var [Tm+1] = Var[θ1] + 2
∞∑
j=1
Cov[θ1, θj+1],
∆ = Cov[θ1, U0] +
∞∑
j=1
Cov[U0, θj+1] +
∞∑
j=1
Cov[θ1, Uj ].
For simplicity of the analysis, assume again stationarity of the Markov chain {Ui}∞i=0. An expression for
γ2θ in terms of the matrix M and the fundamental matrix Z = (I − P + 1pi)−1 is given in [11], that is
γ2θ = Var[θ1] + 2piMZM1− 2µ2θ.
Here,
Var[θ1] = 4(1− η)2
 6 +R
8 + 4R
−
(
2 +R
2R
−
∑R+1
j=1
1
j
R(1 +R)
)2 .
Finally, analogous to the proof of Theorem 1, we can show that Cov[θ1, Uj ] =
(− 12)j Cov[θ1, U0] and
Cov[θ1, U0] = (1− η)
(4R+ 8)
(∑R+1
j=1
1
j
)
− (R2 + 9R+ 8)
3R2 + 3R
.
Now, since piipij = pijpji for all i and j, the Markov chain U is reversible (see [12], Theorem 1.2). This
implies (U0, θj+1) ∼ (θ1, Uj) and hence we have Cov[U0, θj+1] = Cov[θ1, Uj ]. This then yields
∆ = Cov[θ1, U0] +
∞∑
j=1
Cov[U0, θj+1] +
∞∑
j=1
Cov[θ1, Uj ] = Cov[θ1, U0] + 2
∞∑
j=1
Cov[θ1, Uj ]
= (1− η)
(4R+ 8)
(∑R+1
j=1
1
j
)
− (R2 + 9R+ 8)
9R2 + 9R
.
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