Trends in severe thunderstorms and the associated phenomena of tornadoes, hail, and damaging winds have been difficult to determine because of the many uncertainties in the historical eyewitness-report-based record. The authors demonstrate how a synthetic record that is based on high-resolution numerical modeling may be immune to these uncertainties. Specifically, a synthetic record is produced through dynamical downscaling of global reanalysis data over the period of 1990-2009 for the months of April-June using the Weather Research and Forecasting model. An artificial neural network (ANN) is trained and then utilized to identify occurrences of severe thunderstorms in the model output. The model-downscaled precipitation was determined to have a high degree of correlation with precipitation observations. However, the model significantly overpredicted the amount of rainfall in many locations. The downscaling methodology and ANN generated a realistic temporal evolution of the geospatial severe-thunderstorm activity, with a geographical shift of the activity to the north and east as the warm season progresses. Regional time series of modeled severethunderstorm occurrences showed no significant trends over the 20-yr period of consideration, in contrast to trends seen in the observational record. Consistently, no significant trend was found over the same 20-yr period in the environmental conditions that support the development of severe thunderstorms.
Introduction
In 2011, tornadoes claimed over 550 lives over 15 different states, the second highest toll on record (NOAA 2011a) . This brings into focus the vulnerability of a large portion of the U.S. population to severe convective weather. Changes in the frequency and location of severe weather could have a large impact on food prices, community infrastructure, and the safety of the general public (Lemons 1942; Rogers 1996; Rosenzweig et al. 2001) . As the gradual urbanization of the United States increases, urban sprawl may put even more of the population at risk to severe-weather outbreaks (e.g., Hall and Ashley 2008; Paulikas 2010; Richardson et al. 2012) , making it important for society and decision makers to understand the current distribution of severe convective events and how it may be changing.
The Storm Prediction Center has amassed a nearly 60-yr record of severe thunderstorms in the United States (hail . 20 mm in diameter, wind . 25 m s 21 , and any tornado). 1 This record would be a logical resource to examine how severe convective weather has changed in the United States over the last six decades. For example, the tornado-report data in Fig. 1 might be interpreted to indicate that the United States has experienced a marked increase in tornadic events. The problem with this interpretation, as mentioned by Diffenbaugh et al. (2008) and others, is that the severe-storm record is inherently biased by nonmeteorological factors. Mainly, it is unclear how to deconvolve the effects of improvements in public education, changes in reporting procedures, and changes in population density from changes in the record associated with climate variability and change (Diffenbaugh et al. 2008) .
Previous research
One approach to eliminating the nonmeteorological factors from the record has been to employ numerical modeling or other datasets. Unfortunately, tornadoes and the other severe phenomena occur on scales that are unresolved by most climatic datasets and models. This has forced previous work to be mostly centered on evaluating the larger-scale environment, with the assumption that environmental changes will be manifested in changes to unresolved, convective-scale phenomena (Brooks et al. 1994; Marsh et al. 2009; Trapp et al. 2007 ). This assumption is violated, for example, when the environmental conditions favor severe convective storms, but the storms fail to develop. To examine the trend in the actual number of severe events, storm initiation must also be considered.
High-resolution, ''convection permitting'' numerical simulations allow for explicit examination of storms that initiate and possibly realize the severe potential provided by the large-scale environment. This explicit approach was utilized by Trapp et al. (2011) , who generated a series of daily, convective-permitting reforecasts using the Weather Research and Forecasting (WRF) model to dynamically downscale data from the National Centers for Environmental Prediction-National Center for Atmospheric Research Reanalysis Program (NNRP) (Kalnay et al. 1996) and classify storms as severe or nonsevere. Because convective hazards such as tornadoes are still not directly resolved in these simulations, storms were considered severe if gridpoint values of updraft helicity (UH) calculated between 2 and 5 km AGL, and model-derived radar reflectivity (RF) at 1 km AGL, simultaneously exceeded 40 m 2 s 22 and 50 dBZ, respectively.
Though relatively simplistic, the approach represented much of the climatological distribution of severe convective events, but not without limitation. While this previous work provided some useful insight into using high-resolution numerical modeling for severe climatology reconstruction, the short evaluation period used (10 yr) did not provide enough data to evaluate trends on what is normally considered to be climatic time frames (Collins and Allen 2002) . Also, only two variables were used in the previous study, with no guarantee that they constituted the ideal method for identifying severe convection in the model. It is reasonable to assume that additional variables could improve the analysis of severe convective storm occurrences. This raises an entirely new problem in choosing which variables and at what thresholds to employ. Given the myriad of variables available in the model output, coupled with the whole range of derived variables one could use (CAPE, shear, lifted index, etc.), this is a daunting task. It would be impractical to approach this problem through a bruteforce method given the literally thousands of different combinations one could choose. The machine learning community may be able to provide a more efficient method of choosing variables through the use of artificial neural networks (ANNs). The results presented here explore the use of ANNs and dynamically downscaled data to approximate the actual climatology of severe convective events from coarse reanalysis. Furthermore, the methodology is designed in such a way as to evaluate the possibility of utilizing such an approach in the absence of observational data (i.e., in coarseresolution global climate model simulations). The method is then applied over the most recent two decades to examine if there is model support for the observed positive trend in severe-thunderstorm occurrences in the absence of the nonmeteorological factors mentioned above.
Methods

a. General approach
The WRF model is used to dynamically downscale 20 yr (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) Diffenbaugh et al. (2008) . The similar increasing trend seen in the population and both tornadoactivity measures highlights the possible nonmeteorological bias in the severe-storm record.
gridpoint spacing of 4.25 km, and the corresponding elimination of a cumulus parameterization. The decision to forgo the use of a cumulus parameterization at such a grid spacing is still a matter of academic debate. However, recent studies of the performance of convectionallowing setups of the WRF model in an operational setting indicate that the approach can provide skillful forecasts of convective storms, thus implying its applicability here (see Done et al. 2004; Kain et al. 2006 Kain et al. , 2008 Kain et al. , 2011 Schwartz et al. 2009; Weisman et al. 2008, Clark et al. 2012, and others) .
Initial and boundary conditions are generated with the NNRP dataset. These data are provided at 6-h intervals on a roughly 210-km horizontal grid, with 17 vertical levels, and include temperature, moisture, pressure, and wind. Temperature and moisture variables for the land surface are updated every 6 h at three soil depths (Kalnay et al. 1996 ; https://rda.ucar.edu/datasets/ds090.0/). Simulations are performed for every day during AMJ over 1990-2009, initialized at 1200 UTC and terminated at 1200 UTC the following day. This is done to minimize error growth, although it does prevent the existence of particularly long-duration nocturnal mesoscale convective systems, and it also inhibits longer-term feedbacks, such as those between precipitating convection and the land surface. In general, the approach maintains the proper diurnal cycle and is able to spin up preexisting convection within the first six simulation hours (Skamarock 2004; Trapp et al. 2011) , which is during a time of lower convective activity.
The choice of a relatively coarse dataset for use in initial and boundary conditions is motivated by the idea that this methodology may also be applied to simulations of future climate using general circulation models (GCMs), which tend to be correspondingly coarse. Hence, the NNRP dataset is an ideal candidate for testing the methodology with ''perfect'' boundary conditions [although the NNRP dataset has biases of its own: see Kistler et al. (2001) ], at a GCM-equivalent grid resolution. This consideration is also why data assimilation is not employed.
b. ANN design and training
The focus of this study is on the spatial climatology of severe convective events over the United States, as well as on the interannual variability of such events. As mentioned above, an ANN is designed and employed to indirectly determine model-simulated severe convective weather occurrences. An ANN is a set of self-modifying computer algorithms designed to accomplish a specific task (Hagan et al. 1996) . ANNs have been theoretically shown to be able to fit functions of arbitrary complexity and are particularly well suited to work in the atmospheric sciences because of their ability to analyze nonlinear systems with little or no assumption, a priori, about the distribution of the data used (normality, stationarity, etc.) (see Manzato 2005; Yuan et al. 2007; Marzban 2000; Marzban and Stumpf 1996, 1998; Marzban et al. 1997; Marzban and Witt 2001; and others) .
The task here is to classify model-generated storms as either severe or nonsevere. In order for the network to ''learn'' the characteristics of a severe convective storm, examples of severe and nonsevere storms are provided as inputs to the ANN for training. These training data come from simulated days from our dataset that correspond to days of observed convective storms.
A set of characteristic meteorological variables is taken from each candidate modeled storm. This includes convective available potential energy (CAPE), convective inhibition (CIN) (both calculated using a surface parcel), low-level specific humidity, low-level temperature, 0-1-and 0-3-km storm-relative environmental helicity (SREH), low-level wind magnitude, hourly rain Soil temperature and soil moisture 0-10, 10-200, and 300 cm at 6-h intervals
accumulation, and 1-km model RF.
2 Also included are the temperature, specific humidity, vertical velocity, and absolute magnitude of the wind speed at 850, 500, and 250 hPa. CAPE, CIN, specific humidity, and temperature are used here to characterize the storm potential of the environment in which the storm has initiated. UH and RF indicate storm rotation and intensity, respectively. Low-level wind speeds indicate both storm inflow/outflow strength as well as the potential for straight-line wind damage. Many of the above parameters, slightly modified, are included in indices commonly used for severe-weather forecasting (e.g., Brooks et al. 2003b; Thompson et al. 2003) . Model output is examined hourly and the observations are preprocessed to limit the reports to one report per hour per grid box in order to make a one-to-one comparison.
Before sampling, the data are coarsened to a roughly 40-km grid to give some flexibility in the location and timing of the storm in the model when compared with observations: values of RF, hourly rain accumulation, vertical velocity, and UH are taken from the original grid point within a coarsened grid box with the highest UH values. Values of CAPE, temperature, and other environmental parameters are taken from the grid point with the highest CAPE value (see Fig. 2 for an example). This is done to avoid alteration of the environmental parameters by any ongoing convection.
The use of these simulated data along with the severestorm observational record presents a unique, twofold problem. First, the record of observed severe convective events is biased by the nonmeteorological factors as mentioned above, and, second, there is no guarantee that the model will generate a severe storm at the same time/location at which it actually occurred.
To minimize the effects of these two uncertainties, preprocessing checks are employed before cases are used for network training. First, a preprocessing threshold on RF is applied. The assumption is that storms exhibiting relatively high RF values are more likely to be severe than those with relatively low RFs. Any storm with a maximum RF below the threshold is excluded from training and eventual analysis. It is also assumed that a model-generated storm with a derived RF above the chosen threshold and located at the same time/place as an observed storm report is an example of a severe storm. Two separate RF thresholds are tested: 45 and 50 dBZ. Thresholds lower (higher) than 45 (50) dBZ were considered but resulted in poorer network performance and dramatically increased processing time. In terms of the overall RF distribution from the model (excluding occurrences lower than 5 dBZ), this corresponds to approximately the 90th and 97.5th percentiles. All other instances with RF greater than the threshold but without a corresponding severe report are considered to be candidates for strong, nonsevere storms. These nonsevere events are filtered to ensure that an actual storm existed in the observations at the same time and location by checking to see if an echo exceeding 40 dBZ existed in a historical National Operational Weather Radar (NOWRAD) archive (Davis et al. 2003) . The procedure shows only a small sensitivity to changes in this threshold. Admittedly, these preprocessing steps do not guarantee that the training set is free from errors. In fact it is almost certain that the network will be provided with at least one incorrect classification given the difficulties mentioned above. The hope is that the preprocessing steps will minimize the inclusion of these errors to a point where the network can still achieve accurate results. Inevitably, the final skill of the network in classifying severe storms will be limited by the quality of the training set.
During training, 10 yr (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) of examples are iteratively presented to the network for classification. These years are chosen based on the availability of the aforementioned NOWRAD data. These data are also separated out into training and validation setsapproximately 70% of the data over 1996-2005 are used in training and the remaining 30% are used to test for overfitting. The network determines a storm's classification by multiplying each variable by its respective weight and combining them through a series of algorithms, or neurons. Each neuron has its own weights for each of the input variables (Fig. 3) . The network used here consists of 22 inputs, one intermediate neuron, and one output neuron and was designed with the MATLAB Neural Network Toolbox (Demuth and Beale 1993) .
More complex networks were also tested but produced similar results to those of less complicated ones. It should be noted that this simplistic network is basically a multiple linear regression. Equal numbers of severe and nonsevere cases are presented to the network for classification (approximately 3700 total cases over all 10 yr). After each iteration, the network compares its output with the classifications determined in the preprocessing stage above. The network adjusts its internal algorithms by differentiating the mean-square error (MSE) with respect to each of the input variables and adjusting the weight given to the variable (or neuron) that decreases the MSE most dramatically. Output from the ANN is a value that ranges between 0 and 1 for each candidate storm. This is then converted into a severe (.0.5) or nonsevere (#0.5) classification. This threshold was increased to 0.7 for the networks trained with the 45-dBZ limit because it resulted in many more identified storms. The training is repeated until further weight adjustments do not result in any increase in accuracy.
The entire training process was repeated multiple times because of the sensitivity of the results to the initial neuron weights. Each network was tested using 15 different sets of nonsevere-storm examples, and each set was used with 65 different sets of initial conditions for the network weights, resulting in a total of 975 training repetitions. This number of iterations was chosen because initial testing indicated a significant decrease in the rate of network improvement past this number of trials. The network with the best root-mean-square error (RMSE) when comparing model-derived events with the observations was chosen.
One concern that may be raised about the training procedure is the possible nonstationarity of the observational database, owing, for example, to the improved ability to detect severe storms over the last two decades. This increase has the potential to bias our training procedure and result in a final climatology that is also biased. This would occur if the change in detection frequency resulted in training the network with storms that have significantly different distributions of variables from those outside the training set. To check for this, the training set was split into two parts-one composed of severe and variables over the first time period from each classification type was compared with variable distributions of that same type in the second time period using a quantile-quantile (Q-Q) plot (see Fig. 4 ). A straight line following y 5 x signifies that the two distributions are the same. Here, we show results only from the UH parameter, but Q-Q plots for the other variables have similar shapes. With the exception of the very end of the tails (where data are sparse), we see from Fig. 4 that the distributions from the respective severe and nonsevere storms over the two periods are approximately the same, meaning the physical characteristics of these storms are not changing considerably with time. Moreover, when the distribution of severe-storm examples is compared with that of the nonsevere examples, we see markedly different distributions. This gives us confidence that the nonmeteorological biases may have minimal effect on the variables describing the storms used in the training set and that the resulting network should not be biased by the nonstationary bias in the observations. This also shows that our preprocessing method successfully separates out two distinct types of storms, as viewed from the distribution of the UH parameter. The reader is directed to Hagan et al. (1996) for a more in-depth discussion of neural network design, training, and limitations.
Results
a. Average monthly rainfall
Before examining the results from the neural network, it is useful to check to see if the downscaling approach generates a climatological distribution of a variable that is directly predicted and directly observed. Here, we examine average monthly rainfall, using the model variable of rainwater mixing ratio, and data from the ParameterElevation Regressions on Independent Slopes Model (PRISM). Although inherently coarser in resolution than the model output, this dataset uses point observations of precipitation, temperature, and other variables, along with knowledge of elevation and geographical datasets to create a gridded climatic dataset and serves as the official climatological record for the U.S. Department of Agriculture (Daly et al. 2002) .
As demonstrated in 
FIG. 5. (top)
Average and (bottom) standardized mean monthly precipitation from both the WRF model simulations and the PRISM dataset. This standardized field was generated by taking gridpoint averages over the entire 20 yr for the respective months and then standardizing each by subtracting the domainwide average precipitation and dividing by the domainwide standard deviation. The numbers at the bottom of each month in the bottom row represent the centered pattern correlation value between the standardized model and observational data. While the WRF model generally overpredicts the mean precipitation, it does a better job at placing the local maxima/minima.
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June, respectively. In terms of average precipitation magnitudes, the model significantly overpredicts the amount of rainfall in many locations. This is particularly evident in the latter part of the season, in the southeastern United States and the Midwest, where some portions of the domain experience almost 33% more rainfall than was observed. Previous literature has also documented this positive precipitation bias in high-resolution, convective-permitting model simulations (Weisman et al. 2008) . Given the focus here on severe convective hazards represented in the severestorm-report database, a more thorough analysis of the model-produced rain fields is left to a subsequent paper; however, it suffices to say that these results indicate that the model seems to generate precipitating storms in approximately the correct geographical location, but perhaps with greater intensity.
b. Occurrences of severe convective thunderstorms
Next, we consider the average annual frequency of severe-thunderstorm occurrences for April-June, as provided through the neural network. Following Brooks et al. (2003a) and Doswell et al. (2005) , the occurrences are quantified in terms of a severe-thunderstorm day: a grid point experiences a severe day if, during any time during the 24-h simulation, there is a severe storm observed (or simulated for the model results) within a coarsened grid box. The coarsened grid box again has a horizontal dimension of approximately 40 km and accounts for the uncertainty in the observed reports. In Fig. 6 , results are shown for two different networks using either a 50-or 45-dBZ preprocessing threshold. Results are also shown for an averaging of these two networks and provide the lowest RMSE value when compared 
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with observations. In general, the mean occurrence frequencies of severe convection increase and spread northand eastward as the season progresses (Fig. 6) . Well represented throughout the season is an area of known higher severe-thunderstorm activity over the Great Plains (Brooks et al. 2003b) . Slightly higher numbers of days just east of the Appalachian Mountains in April and May are seen, as is higher activity in the central TexasTexas Panhandle region in June. With the exception of June, magnitudes of the model-generated days agree well with those observed. Most maxima in the model are shifted eastward from those seen in the observations. It is instructive to examine regionally averaged model-simulated severe-thunderstorm days over the southern Great Plains (SGP), northern Great Plains (NGP), Southeast (SE), Northeast (NE), and Midwest (MW) (see Fig. 7 ). As shown in Table 2 , RMSE values increase as the warm season progresses, indicating poorer network/model performance for the later part of the warm season. This may be due to a change in the scale of the convective forcing, from a well-resolved synoptically dominated pattern in April to more locally forced convection in June.
Finally, we examine regional time series of seasonal modeled and observed severe days to determine if the increasing trend in the observed severe reports is also realized in the modeling. These trends are compared with trends in the local product of 0000 UTC CAPE and 0-6-km shear (S06). This ''environmental control parameter'' is calculated from the NNRP and then averaged over the respective regions, as well as over the respective months. This parameter has been shown to be a reasonably good indicator of when the environment is favorable for severe thunderstorms (Brooks et al. 1994; Doswell et al. 2005; Trapp et al. 2007) .
All regions except the SGP show a positive, statistically significant trend in the number of observed severe thunderstorms (Fig. 8) . The significance level (p , 0.05) is determined by fitting a linear regression to the time series and performing a Student's t test on the slope parameter; a stricter statistical test of these trends may result in different significance levels. None of the regions show positive, statistically significant trends in severe thunderstorms generated from the model or in the environmental control parameter (p , 0.05). Further, a longer time series of the control parameter over the last 60 yr does not show statistically significant trends over four of the five regions examined and shows a statistically significant negative trend over the Northeast (p , 0.05) (Fig. 9) . This is in agreement with the recent study by Gensini and Ashley (2011) , who did not find a positive trend in a time series of the severe-thunderstorm environment determined from the North American Regional Reanalysis (NARR) dataset. A reconciliation of these results with studies that indicate increasing severethunderstorm activity with anthropogenic climate change is offered in the next section. the network may be to factors such as model grid spacing. As an example, if the most important variables are known to scale with resolution, then obviously a network trained with one resolution could not be used to classify storms in another. This information might also be useful to those employing the model operationally, as the resolution and model setup used here are frequently selected for day-to-day forecast operations. One of the unfortunate consequences of using an ANN is its relative opacity compared to other methods. It is normally not immediately apparent which variables are most important to the network for classification; however, the relative simplicity of the network used here makes interpretation more straightforward. Following the approach of Jackson (2002), we use a randomized Monte Carlo approach to determine which weights would result if the network had been trained using a random target set. To determine confidence levels for the network weights, networks are created using the same meteorological data but with randomized target data. This is done many times, starting with the same initial conditions, and the distribution of the final weights for each variable is examined. If the weights determined using the nonrandomized data fall at or above the 95th percentile of the weights generated using the random targets, then they are considered significant. For negative network weights, confidence is established if the value is less than the 5th-percentile value. From these results we find that high values of UH and CAPE increase the likelihood of a storm being classified by the network as severe. This makes sense considering that earlier approaches using simpler UH-based proxies were able to identify severe storms with some success (Sobash et al. 2008; Trapp et al. 2011) . Similarly, we find that CIN, 500-250-hPa wind magnitude, vertical velocity, 0-3-km SREH, 850-250-hPa temperature, and upper-level humidity also serve to increase the likelihood of a severe classification, but to a lesser extent. The importance of CAPE and UH also implies that the network would have to be retrained if the model data were at a finer grid spacing, as both variables would show sensitivity to this change. FIG. 8. Regional time series of severe days from the model proxy (blue), observations (red), and the average monthly product of CAPE 3 S06 (green). Notice that over most regions there is an increase in the number of reported severe events; however, this trend is not recreated in the modeled events.
b. June severe occurrences along the East Coast
Though the current modeling methodology does particularly well at representing the observed occurrences of severe thunderstorms in certain months of the year and in certain areas of the domain, it does particularly poorly in the month of June in the northern plains and along the East Coast. The exact cause of these model discrepancies is still under investigation, but an examination of the severe occurrences broken down by hazard might shed some light on the issue. June is unique in that the maxima in the tornado, hail, and wind events are actually spatially separated from each other (Fig. 10) . Notably, the geographical area where the downscaling method performs the poorest seems to be dominated by severe-wind events. A plausible explanation could be that the results derived by the ANN are less sensitive to these types of events. This would not be too surprising since the variable contributing the most to a ''severe'' classification from the network (UH) is also a variable that indicates the possible development of supercell thunderstorms. Given that straight-line winds frequently arise from nonsupercellular storms (in quasi-linear convective systems as an example), it is possible that the network may miss some of these events.
Another possibility may be that our implementation of the WRF model has a regional bias in surface-level wind speeds along the East Coast. This would explain why the general magnitude of the total severe events matches well in areas outside of this region. If one examines the physical surface properties used in the model (land use, land cover, vegetation fraction, surface roughness, etc.), one would find that there are boundaries in these parameters that separate this area from regions west of the Appalachian Mountains. Given that lowlevel wind speed is sensitive to these parameters, errors in the surface and boundary layer physics cannot be ruled out as a possible reason for the poor downscaling performance in this region. Indeed, here and in other parts of the domain, a variety of physics-related errors may be at fault including the role and prediction of the nocturnal low-level jet, over-/underprediction of CAPE/ CIN or the stabilization of the planetary boundary layer.
c. On climate change
The lack of significant trends in the modeled severethunderstorm days over the 1990-2009 period may seem at odds with previous studies (Marsh et al. 2007; Trapp et al. 2007 Trapp et al. , 2009 , which expect increasing activity with increasing anthropogenic climate change. In fact, we find that the relatively flat 20-yr time series in Fig. 8 are consistent with very gradual positive trends over the 150-yr time series analyzed by Trapp et al. (2009) . Indeed, the Trapp et al. (2009) results suggest that it might take multiple decades before a response can be realized. Most long-term climate experiments compare average results over climatic periods separated by many years, allowing the climate change signal to be amplified. An experiment utilizing this method along with data from a fully coupled climate model would be more appropriate for assessing the long-term change in convective activity. It should also be mentioned that our results may be dependent on the reanalysis data used to force the simulations. Other reanalyses may have slightly different average conditions and would perhaps result in different climatologies (Thorne and Vose 2010) .
As an aside, it is interesting to note that the interannual variability of the model-derived reports is fairly FIG. 9 . A long-term time series of CAPE 3 S06 from 1950 to 2008. A solid line indicates that the slope is significant at the 95% confidence level. In contrast to the increase in reported severe events, there is no statistically significant trend in the environmental control for severe convection, except in the NE, where the trend is negative.
consistent with that of the observed reports, as well as that of the environmental control; the latter gives us confidence that the model is internally consistent with the large-scale environment. In general, years with high (low) values of the environmental control parameter show high (low) values of derived reports. The regional correlations between the model-derived severe days and the convective forcing range from about 0.7 to 0.2; a similar range can be seen with the correlations between the observations and the parameter (Table 3) . The low correlation seen in both the model and the observations highlights that the environmental control parameter cannot, by itself, be a direct measure of convective activity, since convection must actually initiate to realize its potential. Indeed, this is precisely the motivation for this downscaling approach. As a final caveat, it should be kept in mind that the accuracy of these results is very much dependent on the accuracy of the model in simulating the convective conditions over the 20 yr examined. While previous research has shown that this approach does seem to adequately simulate the climate statistics of severe convective storm occurrences, and attempts are made here to compare the model output with observations for validation, missed events will have an impact on the results. A prime example of this is the tornado outbreak on 3 May 1999. On this day, a series of very strong supercells moved across Oklahoma and the central Great Plains, resulting 2011b). Our WRF model reforecast for this day does not produce discrete cells, but rather a well-developed squall line. This type of error may affect the total number of events identified in years containing these large-outbreak days. The issue is particularly problematic and difficult to address. The best way to compensate for this may be to take an ensemble-based approach, with the idea that slight perturbations in the initial conditions or model physics may bring the simulation more in line with the observations. This increase in the number of model simulations, however, also dramatically increases the processing and storage requirements needed to complete a large enough sample in order to achieve statistical significance.
Future work
While the results here are promising, there is still room for improvement. As mentioned previously, most maxima in the model are shifted noticeably to the north and east, and the modeled activity on the East Coast during June is still much lower than observed. The breakdown of observed severe reports in this area (Fig. 10) suggests that the problem may lay with severe-wind events, but it has yet to be determined with certainty if this is the case.
This apparent dependence of network performance on severe event type highlights another result lacking from this analysis: examination of the trends of each type of severe event. Even if the total number of severe events has not changed over the last 20 yr, it is important to see if the relative distribution of tornadoes, large hail, and high winds also stays the same. It is possible that we may be experiencing an increase in one type, but a decrease in another. A future with the same amount of overall severe weather but more tornadoes is significantly different than a future in which the severe-weather distribution across all hazards stays the same. The discrimination of these events from the model thus far has been difficult. The model resolution used here may be at the upper threshold of what is needed to resolve many of the processes that discriminate among these different types of hazards. The ANN can be modified to output the results into discrete classification categories, but only if the training set can be reliably stratified as well. This requires the model to be much more accurate, and raises issues of data availability when it comes to rare events such as tornadoes. Development of this capability is ongoing.
Finally, as mentioned in section 2, the daily model reinitialization used in this approach prohibits some land surface feedbacks, such as the effect of mesoscale boundaries from one day on convection during the next day. Ongoing work is examining the sensitivity of the solution to this choice of reinitialization frequency and will determine if longer continuous model simulations produce better (or worse) results.
Conclusions
The objective herein was to explore the use of ANNs and dynamically downscaled reanalysis data to produce a realistic climatology of severe thunderstorms. Analysis of average monthly rainfall indicated that the downscaling methodology generated precipitation in approximately the correct geographical location but overestimated the overall magnitude. The downscaling methodology and ANN generated the temporal evolution of the severethunderstorm season, with a geographical shift in the storm activity to the north and east as the warm season (April-June) progresses. Time series of modeled severethunderstorm occurrences showed no significant trends over the 20-yr period of consideration, in contrast to trends seen in the observational record. Consistently, no significant trend was found over the same 20-yr period in the environmental conditions supportive of severethunderstorm occurrences. The relative success of the method in recreating the spatial and temporal patterns of evolution of the convective season, along with the interannual variability seen in the observational record, shows that the method presented here may be a viable candidate for studying severe convective activity in the absence of observational data, such as in general circulation model simulations.
