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Abstract.
In this paper a new form of duality for probabilistic cellular automata (PCA) is
introduced. Using this duality, an ergodicity result for processes having a dual is
proved. Also, conditions on the probabilities defining the evolution of the processes for
the existence of a dual are provided. The results are applied to wide classes of PCA
which include multi-opinion voter models, competition models and the Domany-Kinzel
model.
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1. Introduction
Probabilistic Cellular Automata (PCA) are discrete-time stochastic processes with state
space X := W Z
d
, where W = {1, . . . ,M} and d ≥ 1, with finite range interactions on
the integer lattice Zd (this is interpreted as at each point z ∈ Zd there is a particle which
take values in the set W ; the points x ∈ X are called configurations). More precisely,
suppose N ⊂ Zd is a finite subset and f : WN ×W → [0, 1] is a transition function,
then a PCA is a discrete-time homogenous Markov process ηt = {ηt(z) ∈ W : z ∈ Z
d}
whose evolution is given, for all s ∈ N, z ∈ Zd, w ∈ W , and x ∈ X, by
P {ηs+1(z) = w| ηs = x} = f((x(z + n))n∈N , w). (1)
In other words, ηt is an interacting particle system on X in discrete time such that the
transitions at different sites are conditionally independent, given the current state of the
system. For definitions and main results on PCA, the reader can consult [1] and [2].
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The set X = W Z
d
is endowed with the product topology. Let P(X) be the set of
probability measures on X with the weak* convergence topology. Note that P(X) is
compact with respect to this topology.
Let ηt and ξt be two stochastic processes (which can evolve either in continuous or
discrete time) with state spaces X and Y respectively, and suppose H : X×Y → R is
a bounded measurable function, then ηt and ξt are dual to one another with respect to
H if for all x ∈ X and y ∈ Y (Definition II.3.1 of [3])
Eη0=x [H(ηs, y)] = Eξ0=y [H(x, ξs)] , (2)
where Eγ0=γ[·] denotes the expectation when the process γt starts with configuration γ.
If ηt and ξt are both discrete-time Markov chains with transition matrices P and
Q respectively, then the previous expression for duality can be written as
P sH = H(Qs)T , (3)
where the superscript T stands for the transpose. Furthermore, due to the Markovian
property, if the duality equation holds for s = 1 then it holds for all s ∈ N.
Duality allows obtaining relevant information about the evolution of ηt, which
usually has uncountable state space, by studying the evolution of ξt which in general is
chosen having countable state space. In fact, duality has been widely used in the study
of spin systems (continuous-time interacting particle systems with W = {0, 1}), where
Y is the set of all finite subsets of Zd (see [3], [4], [5], and [6]). For the case where ηt is
a continuous-time interacting particle system with |W | ≥ 2, Lo´pez and Sanz [7] studied
an extended version of (2), which is given by the equation:
Eη0=x [H(ηs, y)] = Eξ0=y
[
H(x, ξs)e
−
∫ s
0
V (ξu)du
]
, (4)
for all x ∈ X and y ∈ Y, and for some function V : Y → [0,∞). In particular, this
duality equation was used in [7] to obtain results about the long time behaviour of
the continuous-time multi-opinion noisy voter model and the continuous-time 3-opinion
noisy biased voter model.
For the discrete-time case, Katori et al. [8] develop a theory of duality for two state
PCA based on the equation
E
[
c
|ξBs ∩A|
]
= E
[
c
|ηAs ∩B|
]
, (5)
where c is a parameter depending on the processes ηt and ξt; A,B ⊆ Z, with at least
one of them being finite; ηAs and ξ
B
s represent the set of particles with value 1 at time s
starting from configurations where only the particles in A and B, respectively, have the
value 1; and | · | stands for the cardinality of a set (this equation was first considered
for interacting particle systems by Sudbury and Lloyd in [9]). In [8], this relationship
is used to study duality for some cases of the Domany-Kinzel model, which is the PCA
with state space {0, 1}Z, and evolution defined by the parameters a0, a1, a2 ∈ [0, 1] as
follows:
P {ηs+1(z) = 1| ηs(z − 1) = w−1, ηs(z) = w0, ηs(z + 1) = w1} = aw−1+w1 (6)
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When a0 = 0 and a2 ≤ a1, Katori et al. [8] have presented a dual for ηt. Such
dual is a model in which each stage is updated by a a1-thinning of all sites, followed
by an application of the Domany-Kinzel model with parameters a′0 = 0, a
′
1 = 1, and
a′2 = a2/a1. When a1 > a2, they also studied the limit behaviour of the process. The
technique used in [8] was to locate the process ηt in a finite subset of Z to represent it
by a transition matrix P , and so to find H and Q which satisfy the duality equation (3).
The technique used by Katori et al. depends strongly on the fact that a0 = 0 (see also
chapter 5 of [4] for results on this model, with a0 = 0, using percolation theory). In [10]
and [11], those results are extended to a larger class of one dimensional two state PCA.
For multi-state PCA, an equation analogous to (5) is introduced in [12] to define
self-dual processes (that is, processes ηt that satisfy the equation with ξt = ηt) and give
conditions for self-duality.
Our objective in this paper is to give a general theory of duality for multi-state PCA.
The duality equation we define (see (7) below) is given for general duality functions H
and is not restricted to self-duality. Moreover, the introduction of an auxiliary function d
in the equation allows the inclusion of wider classes of processes for each dual functionH .
We will show the usefulness of our concept by obtaining an ergodicity result (Theorem
2.1) for processes satisfying (7). Equation (7) and Theorem 2.1 are stated for general
H and we show their applicability with two particular cases of H which cover two
wide classes of PCA, providing conditions on their transition probabilities such that
they satisfy (7) and, in that case, providing conditions for their ergodicity (that is, the
existence of an unique equilibrium measure and the convergence of the process to that
measure). We will also apply our results to some examples.
The duality equation we propose is
Definition 1.1. Given two discrete-time Markov processes, ηt with state space X and
ξt with state space Y, and H : X × Y → R and d : Y → [0,∞) bounded measurable
functions, we say ηt and ξt are dual to one another with respect to (H, d) if
Eη0=x [H(η1, y)] = d(y)Eξ0=y [H(x, ξ1)] . (7)
Notice that the duality equation with respect to (H, d) is only written for the one-
step evolution of the processes ηt and ξt as they are both Markov processes, but an
induction argument yields the duality equation for the s step evolution of the process:
Eη0=x[H(ηs, y)] = d(y)Eξ0=y[d(ξ1) · · ·d(ξs−1)H(x, ξs)]. (8)
When ηt and ξt are Markov chains with transition matrix P and Q, respectively,
equation (7) can be written as
PH = H(DQ)T , (9)
where D is the diagonal matrix with Dyy = d(y). In this case, the general expression
for time s ≥ 1 is P sH = H ((DQ)s)T .
The advantage of considering the function d on the right side of (7) is that processes
that do not have dual with respect to some function H in (2) may have it with respect
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to (H, d) (see Remarks 3.9 and 3.15 below). When d ≡ 1, we have the classical notion of
duality (2), which means that the evolution of ηt is easily understood from the evolution
of ξt. When d 6≡ 1, the relationship between ηt and ξt becomes more complicated;
nevertheless, in that case, important information about ηt can be obtained from ξt.
Although equations (7) and (8) can be seen as a discrete counterpart of equation (4),
given for the continuous-time case, there are several differences between the techniques
used to exploit the former and the latter. In fact, instead of using directly equation (8)
to prove results on ergodicity for the process, we show that there is a transformation ξ˜t
of the dual process ξt such that ηt and ξ˜t are dual in the classical sense (with respect to a
modified function H˜), see Theorem 2.1(a) below. This approach is useful, for instance,
for writing down the explicit form of the invariant measure (11) and for providing
alternative conditions for ergodicity (see Remark 2.2) which are used, for instance, in
the study of the Domany-Kinzel model (Corollary 3.8).
The organization of the paper is as follows. In §2 we present the basic tools for the
duality of stochastic processes and obtain conditions on H and d for the ergodicity of
PCA. In §3 we analyze, using the duality theory developed, two general classes of PCA.
For each of these classes, we first obtain conditions on the transition probabilities of
the processes so that they have a dual and then give conditions for their egodicity. The
results are applied to specific models such as the multi-opinion noisy voter model, the
Domany-Kinzel model and competition models. For the particular case of the Domany-
Kinzel model with parameters 0 ≤ a0 ≤ a1 ≤ a2 we find a dual process for many cases
not covered by [4] or [8]; and we get new results for the ergodicity of this model.
2. Dualities
In this section we consider probabilistic cellular automata ηt for which there exist a pair
of functions (H, d) and a dual process ξt with respect to (H, d). Sufficient conditions
on (H, d) for the ergodicity shall be presented together with the characterization of the
corresponding equilibrium measure.
In what follows, we first recall some basic definitions and results about dualities for
stochastic processes. Suppose ηt on X and ξt on Y are two stochastic processes that are
dual to one another with respect to a function H . Given a probability measure µ on X,
define for any y ∈ Y
µˆ(y) :=
∫
X
H(x, y)dµ(x).
For any s ≥ 0, denote by µs the distribution obtained from the initial distribution µ
when ηt evolves until time s. In our setting, X = W
Zd and ηt is a PCA given by (1); then
µs is defined on the cylinder w = [wz1, . . . , wzm] := {x ∈ X : x(zi) = wzi , 1 ≤ i ≤ m}
by
µs(w) =
∑
u∈Cs
µ(u)Pη0∈u {ηs ∈ w} ,
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where Cs is the family of all cylinders of X defined on the coordinates
{zi + nj : i = 1, . . . , m; nj ∈ N}.
Therefore, we have that
µˆs(y) =
∫
X
H(x, y)dµs(x) =
∫
X
Eη0=x [H(ηs, y)]dµ(x),
and by the duality equation (2) it follows that
µˆs(y) =
∫
X
Eη0=x [H(ηs, y)]dµ(x)
=
∫
X
Eξ0=y [H(x, ξs)] dµ(x)
= Eξ0=y
[∫
X
H(x, ξs)dµ(x)
]
= Eξ0=y [µˆ(ξs)] .
(10)
Suppose the set of the linear combinations of the functions {H(·, y) : y ∈ Y} is
dense in C(X), the space of continuous real functions on X. If for any y, Eξ0=y[µˆ(ξs)]
converges to some function of y (not depending on µ) as s goes to ∞, then for any
f ∈ C(X), it follows that
∫
X
fdµs converges to some functional ν˜(f), which means µs
converges in the weak* topology to some probability measure ν. Furthermore, if the
above holds for any initial distribution µ, it implies the ergodicity of ηt: that is, the
convergence in distribution of the process to the equilibrium measure ν from any initial
measure.
Now we are able to study the case of the duality with respect to (H, d).
Theorem 2.1. Suppose ηt is a Markov process with state space X and ξt is a Markov
chain with state space Y, which are dual to one another with respect to (H, d), where
0 ≤ d(y) ≤ 1 for all y ∈ Y. Then:
(a) There exist a Markov chain ξ˜t with state space Y˜ = Y ∪ {℘}, where ℘ is a new
state, and a bounded measurable function H˜ : X × Y˜ → R such that ηt and ξ˜t are
dual to one another with respect to H˜;
(b) denoting by Θ the set of all absorbing states of ξt, if
(i) the linear combinations of {H(·, y) : y ∈ Y} is a dense set of C(X);
(ii) d(y) < 1 for any y /∈ Θ, and sup
y∈Y: d(y)<1
d(y) < 1;
(iii) H(·, θ) ≡ c(θ) for all θ ∈ Θ with d(θ) = 1;
then ηt is ergodic and its unique equilibrium measure is determined for any y ∈ Y
by
νˆ(y) =
∑
θ ∈ Θ,
d(θ) = 1
c(θ)Pξ˜0=y
{
ξ˜τ = θ
}
, (11)
where τ is the hitting time of {θ ∈ Θ : d(θ) = 1} ∪ {℘} for ξ˜t.
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Proof. (a) Since 0 ≤ d(y) ≤ 1 for all y ∈ Y, we can define a Markov chain ξ˜t with state
space Y˜ = Y ∪ {℘} and transition probabilities given by
Pξ˜0=y˜
{ξ˜1 = y˜
′} :=


d(y˜)Pξ0=y˜{ξ1 = y˜
′} , if y˜, y˜′ ∈ Y,
1− d(y˜) , if y˜ ∈ Y, y˜′ = ℘
1 , if y˜ = y˜′ = ℘
(12)
Note that the new state ℘ is an absorbing state of the process ξ˜t.
Define H˜ : X× Y˜ → R by
H˜(x, y˜) :=


H(x, y˜) , if y˜ ∈ Y,
0 , if y˜ = ℘
It is trivial that (2) holds for x ∈ X and ℘ since H˜(x, ℘) = 0. On the other hand,
if y˜ ∈ Y, then
Eη0=x
[
H˜(η1, y˜)
]
= Eη0=x [H(η1, y˜)]
= d(y˜)Eξ0=y˜ [H(x, ξ1)]
= d(y˜)
∑
y′∈Y
H(x, y′)Pξ0=y˜ {ξ1 = y
′}
=
∑
y˜′∈Y∪{℘}
H˜(x, y˜′)Pξ˜0=y˜
{
ξ˜1 = y˜
′
}
= Eξ˜0=y˜
[
H˜(x, ξ˜1)
]
.
Therefore, ηt and ξ˜t are dual to one another with respect to H˜.
(b) Note first that by i, the set of linear combinations of H˜(·, y˜), with y˜ ∈ Y˜, is
dense on C(X).
Denote by Θ˜ := {θ ∈ Θ : d(θ) = 1} ∪ {℘} the set of all absorbing states of ξ˜t and
denote by τ the hitting time of Θ˜ for ξ˜t, that is,
τ := min
{
s ≥ 0 : ξ˜s ∈ Θ˜
}
.
From hypothesis ii, we obtain that there exists a < 1 such that for any non-
absorbing state y˜ of ξ˜t we have that d(y˜) ≤ a and Pξ˜0=y˜
{
ξ˜1 6∈ Θ˜
}
≤ a. It follows that
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for any y˜ ∈ Y˜ \ Θ˜, and any s ≥ 1:
Pξ˜0=y˜
{
ξ˜s 6∈ Θ˜
}
=
∑
z˜∈Y˜\Θ˜
Pξ˜0=y˜
{
ξ˜s−1 = z˜
}
Pξ˜s−1=z˜
{
ξ˜s 6∈ Θ˜
}
≤ a
∑
z˜∈Y˜\Θ˜
Pξ˜0=y˜
{
ξ˜s−1 = z˜
}
= aPξ˜0=y˜
{
ξ˜s−1 6∈ Θ˜
}
.
Therefore, by induction and noting that Pξ˜0=y˜ {τ =∞} ≤ Pξ˜0=y˜
{
ξ˜s 6∈ Θ˜
}
for
any s ≥ 1, we get Pξ˜0=y˜ {τ =∞} ≤ a
s and, since it holds for all s ≥ 1, we deduce
Pξ˜0=y˜
{τ <∞} = 1.
Defining, for any probability measure µ ∈ P(X) and any y˜ ∈ Y˜, µˆ(y˜) :=∫
X
H˜(x, y˜)dµ(x), it follows that for any y˜ ∈ Y˜
lim
s→∞
µˆs(y˜) = lim
s→∞
Eξ˜0=y˜
[
µˆ(ξ˜s)
]
= lim
s→∞
∑
θ˜∈Θ˜
Eξ˜0=y˜
[
µˆ(ξ˜s)| ξ˜τ = θ˜, τ ≤ s
]
Pξ˜0=y˜
{
ξ˜τ = θ˜, τ ≤ s
}
+ lim
s→∞
Eξ˜0=y˜
[
µˆ(ξ˜s)| τ > s
]
Pξ˜0=y˜
{τ > s}
=
∑
θ∈Θ, d(θ)=1
c(θ)Pξ˜0=y˜
{
ξ˜τ = θ
}
,
where the first equality follows from the fact that ηt and ξ˜t are dual to one another
with respect to H˜ and equation (10), and the last one is due to iii, H˜(·, ℘) ≡ 0 and
Θ˜ = {θ ∈ Θ : d(θ) = 1} ∪ {℘}.

Remark 2.2. From the proof of Theorem 2.1, it is straightforward to check that
condition ii can be replaced by Pξ0=y {τ
′ <∞} = 1 for all y ∈ Y, where τ ′ is the hitting
time of Θ for ξt, since this implies Pξ˜0=y˜ {τ <∞} = 1 for all y˜ ∈ Y˜ .
Remark 2.3. As equation (7) can be seen as a discrete-time counterpart of (4), it is
interesting to compare the form of the limit measure (11) with the expression given in
(2.4) of [7] for continuous time:
νˆ(y) = Eξ0=y
[
e−
∫ τ
0
V (ξs)ds1{τ<∞}
]
.
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Note that, in [7], the expression is given through the dual process ξt, studying its
complete evolution from zero time to the time of absorption, while here it is given only
through the absorbing point of the modified process ξ˜t instead of the original dual process
ξt.
Remark 2.4. Theorem 2.1 gives conditions for the ergodicity of the process and, in that
case, the form of the limit measure. Note that, even when the process is not ergodic,
equation (7) and the computations made in the proof of the theorem can be used to study
the behaviour of ηt as a function of the evolution of ξ˜t.
3. Nearest-neighbour probabilistic cellular automata
In this section we will use the duality equation (7) to study conditions for the ergodicity
and the limit behaviour of some PCA models evolving on Z.
First, let us introduce a definition:
Definition 3.1. We say that a PCA ηt with state space X = W
Z = {1, . . . ,M}Z is a
nearest-neighbour PCA if N = {−1, 0, 1}.
Thus, the evolution of such a process is given for any i, j, k,m ∈ W , z ∈ Z and
s ∈ N by
P {ηs+1(z) = m| ηs(z − 1) = i, ηs(z) = j, ηs(z + 1) = k} = pijk,m.
We will treat two wide classes of nearest-neighbour PCA, including classical voter
models, linear and non-linear voter models, noisy voter models, biased voter models and
some competition models.
3.1. Multi-opinion voter models
Throughout this subsection, ηt will be a nearest-neighbour PCA with M states, and the
state space of the dual processes will be Y = Y M−1 (where Y is the collection of finite
subsets of Z).
Let H : X ×Y → R be the function defined for all x = {x(z) ∈ W}z∈Z ∈ X and
A = (Ai)1≤i≤M−1 ∈ Y by
H(x,A) =
{
1 , if x(z) = i, ∀z ∈ Ai, ∀i = 1, . . . ,M − 1
0 , otherwise
. (13)
Our aim is to construct a Markov chain At with state space Y and a function
d : Y → [0,∞) that verify equation (7) with H defined in (13).
Suppose ηt and At = (A1,t, . . . , AM−1,t) are dual to one another with respect
to (H, d), for some function d, and let x ∈ X and A = (Ai)1≤i≤M−1 ∈ Y, where
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{Ai}1≤i≤M−1 is a pairwise disjoint family of subsets of Z. Then, equation (7) can be
written as:
Pη0=x {η1(z) = i, ∀z ∈ Ai, 1 ≤ i ≤M − 1} = d(A)PA0=A {x(z) = i, ∀z ∈ Ai,1, 1 ≤ i ≤M − 1}
= d(A)PA0=A
{
Ai,1 ⊆ Rix, 1 ≤ i ≤M − 1
}
,
(14)
where Rix := {z ∈ Z : x(z) = i}. Note that given x and A, then the left hand side can
be written as the product
Pη0=x {η1(z) = i, ∀z ∈ Ai, 1 ≤ i ≤M − 1} =
M−1∏
i=1
Pη0=x {η1(z) = i, ∀z ∈ Ai}
=
M−1∏
i=1
∏
z∈Ai
Pη0=x {η1(z) = i} ,
as long as A1, . . . , AM−1 are pairwise disjoint. This factorization, due to the conditional
independence of different particles, leads us to consider dual chains where the sets
A1,s, . . . , AM−1,s evolve independently as long as they are disjoint; that is, given pairwise
disjoint A1, . . . , AM−1, we require
PA0=A {Ai,1 = Bi : 1 ≤ i ≤ M − 1} =
M−1∏
i=1
PA0=A {Ai,1 = Bi}
for all pairwise disjoint B1, . . . , BM−1 ∈ Y. Indeed, we will consider processes in which
the evolution of points belonging only to one component is independent of the rest.
More precisely, for pairwise disjoint A1,s, . . . , AM−1,s, a singleton {z} contained in Am,s is
substituted by Bm(z), a subset of {z − 1, z, z + 1}, independently of the rest of singletons
in Am,s, with probabilities pi
·
m given by
Bm(z) = {z − 1, z, z + 1} Bm(z) = ∅ Bm(z) = {z − 1}
Bm(z) = {z, z + 1} ?> =<89 :;{z}
π∅m
OO
πℓm
88rrrrrrrrrrrrrrrrrrrrrrr πcm //
πrm
&&▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲
πℓcm

πℓrm
ww♦♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦πcrm
oo
πℓcrm
gg❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖
Bm(z) = {z}
Bm(z) = {z − 1, z + 1} Bm(z) = {z − 1, z} Bm(z) = {z + 1}
(15)
The set Am,s+1 is the union of the resulting sets from the updating of all {z} ⊆ Am,s,
that is Am,s+1 :=
⋃
z∈Am,s
Bm(z). If the sets Ai are not pairwise disjoint, the point
A = (A1, . . . , AM−1) is absorbing for the dual process. Note that the evolution of this
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process can be seen as a multi-type coalescing branching process. Moreover, we will
take the function d with the form
d(A) =
M−1∏
i=1
d
|Ai|
i , (16)
with di ∈ [0,+∞).
Now, let x ∈ X and A ∈ Y. If A1, . . . , AM−1 are not pairwise disjoint, then both
sides of (14) are zero. If A1, . . . , AM−1 are pairwise disjoint, we have, due to the evolution
of the dual, and noting that R1x, . . . , R
M−1
x are pairwise disjoint by definition,
d(A)PA0=A {Ai,1 ⊆ R
i
x : 1 ≤ i ≤M − 1} =
M−1∏
i=1
d
|Ai|
i PA0=A
{
Ai,1 ⊆ R
i
x
}
=
M−1∏
i=1
d
|Ai|
i
∏
{z}⊆Ai
PA0=A
{
Bi(z) ⊆ R
i
x
}
,
where Bi(z) is the one-step evolution of {z} ⊆ Ai in the dual process.
Therefore, equation (14) takes the form
M−1∏
i=1
∏
z∈Ai
Pη0=x {η1(z) = i} =
M−1∏
i=1
∏
{z}⊆Ai
diPA0=A
{
Bi(z) ⊆ R
i
x
}
.
Now, we look for conditions on the probabilities pi·m such that ηt and At are dual
with respect to (H, d). We must have Pη0=x {η1(z) = m} = dmPA0=A {Bm(z) ⊆ R
m
x } for
all x ∈ X, A = (A1, . . . , AM−1) pairwise disjoint, z ∈ Z and m = 1, . . . ,M − 1. These
equations take the following form
pijk,m = dmpi
∅
m
pmjk,m = dm
[
pi∅m + pi
ℓ
m
]
pimk,m = dm
[
pi∅m + pi
c
m
]
pijm,m = dm
[
pi∅m + pi
r
m
]
pmmk,m = dm
[
pi∅m + pi
ℓ
m + pi
c
m + pi
ℓc
m
]
pmjm,m = dm
[
pi∅m + pi
ℓ
m + pi
r
m + pi
ℓr
m
]
pimm,m = dm
[
pi∅m + pi
c
m + pi
r
m + pi
cr
m
]
pmmm,m = dm
[
pi∅m + pi
ℓ
m + pi
c
m + pi
r
m + pi
ℓc
m + pi
ℓr
m + pi
cr
m + pi
ℓcr
m
]
, (17)
with i, j, k ∈ W \ {m}, together with
pi·m ≥ 0, pi
∅
m + pi
ℓ
m + pi
c
m + pi
r
m + pi
ℓc
m + pi
ℓr
m + pi
cr
m + pi
ℓcr
m = 1. (18)
Note that the last line of (17) is actually
pmmm,m = dm.
The existence of solutions for equations (17) and (18) requires extra assumptions on
the process ηt. In fact, such equations may only have solutions if for any m ∈ W \ {M}
each of the parameters pijk,m, pmjk,m, pimk,m, . . . , pimm,m does not depend on i, j, k 6= m.
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That is to say that the probability of a site assuming a state m at time s+1 is a function
of the positions of the state m in its neighbourhood at time s. Moreover, when (17) has
a solution, we can note that pmmm,m = 0 implies pijk,m = 0 for all i, j, k ∈ W , so the
state m could not be taken by ηt. Hence, it is reasonable to assume pmmm,m > 0 for all
m ∈ W \ {M}. Thus, 0 < dm ≤ 1 for all m = 1, . . . ,M − 1.
Therefore, for any m ∈ W \ {M} and i, j, k 6= m we can denote pm := pijk,m, which
can be interpreted as the probability that η1(z) spontaneously assumes the state m (i.e.
when m is not present in the neighbourhood of the point). Thus, pmmm,m is equal to
the probability that η1(z) does not spontaneously assume any state k 6= m, and for
m = 1, . . . ,M − 1, we have
dm = 1− pmmm,M − p+ pm
where p :=
∑M−1
n=1 pn. Hence, (16) becomes
d(A) =
M−1∏
i=1
(1− piii,M − p+ pi)
|Ai|. (19)
The equations (17) and (18) have solutions given by:
pi∅m =
1
dm
pm
piℓm =
1
dm
(pmkk,m − pm)
picm =
1
dm
(pkmk,m − pm)
pirm =
1
dm
(pkkm,m − pm)
piℓcm =
1
dm
(pmmk,m + pm − pmkk,m − pkmk,m)
piℓrm =
1
dm
(pmkm,m + pm − pmkk,m − pkkm,m)
picrm =
1
dm
(pkmm,m + pm − pkmk,m − pkkm,m)
piℓcrm =
1
dm
(pmmm,m + pmkk,m + pkmk,m + pkkm,m − pkmm,m − pmkm,m − pmmk,m − pm)
(20)
with k 6= m, provided that
pmkk,m ≥ pm
pkmk,m ≥ pm
pkkm,m ≥ pm
pmmk,m ≥ pmkk,m + pkmk,m − pm
pmkm,m ≥ pmkk,m + pkkm,m − pm
pkmm,m ≥ pkmk,m + pkkm,m − pm
pmmm,m + pmkk,m + pkmk,m + pkkm,m ≥ pkmm,m + pmkm,m + pmmk,m + pm
(21)
for all m = 1, . . . ,M − 1, k ∈ W \ {m}. The inequalities (21) impose lower and upper
bounds on the velocity for the growth of the probability that a site assumes the opinionm
in the time s+1 because of the occurrence of opinions m in its neighbourhood in time s.
Thus, we have proved:
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Theorem 3.2. Let ηt be a nearest-neighbour PCA with state space X, whose transition
probabilities are such that for any m = 1, . . . ,M − 1 each of the parameters
pijk,m, pmjk,m, pimk,m, . . . , pimm,m does not depend on i, j, k 6= m and satisfy inequalities
(21). Then there exist a Markov chain At with state space Y, H : X × Y → R, and
d : Y → (0, 1], such that ηt and At are dual to one another with respect to (H, d).
Furthermore, if pmmm,m = 1, for all m = 1, . . . ,M − 1, then ηt and At are dual to one
another with respect to H.

The following result follows from the application of Theorem 2.1 and Theorem 3.2.
Theorem 3.3. Let ηt be a nearest-neighbour PCA whose transition probabilities are such
that for any m = 1, . . . ,M − 1 each of the parameters pijk,m, pmjk,m, pimk,m, . . . , pimm,m
does not depend on i, j, k 6= m and satisfy inequalities (21), and let At = (Ai,t)1≤i≤M−1
be the process on Y defined by the transition probabilities (15) and (20). Then, the
process is ergodic if and only if any of the following conditions holds:
(i) piii,M > 0 for all i ∈ W \ {M}, that is ηt admits spontaneous changes from any
pure states i 6= M to the state M ;
(ii) ∃m,n ∈ W \ {M}, m 6= n, with pm, pn > 0, that is ηt admits spontaneous changes
to at least two distinct states;
(iii) ∃m ∈ W \ {M}, with pm > 0 and pmmm,M > 0;
(iv) ∃m ∈ W \ {M}, with pm > 0, and such that the process At starting at A =
(∅, . . . , Am, . . . , ∅) has probability 1 of extinction for all Am ∈ Y .
Furthermore, when any of the above conditions holds, the unique equilibrium
measure for ηt is defined for any A = (A1, . . . , AM−1) ∈ Y, by
νˆ(A) = P
A˜0=A
{
A˜τ = (∅, . . . , ∅)
}
,
where A˜t is the process defined on Y ∪ {℘} with transition probabilities given in (12),
and τ is the hitting time of {(∅, . . . , ∅)} ∪ {℘} for A˜t.
Proof. We first check the sufficiency of the conditions for ergodicity.
With the previous construction, ηt and At are dual to one another with respect to
(H, d). Also, by Lemma 3.1 of [7], the set of linear combinations of functions H(·,A) is
dense in C(X).
The set of absorbing states of At contains (∅, . . . , ∅) together with all A =
(A1, . . . , AM−1) which are not pairwise disjoint. Moreover, let us denote A the set
of values m ∈ {1, . . . ,M − 1}, if any, such that
pm = pmkk,m = pkkm,m = pmkm,m = 0, pkmk,m = pmmk,m = pkmm,m = pmmm,m.
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Then, if m ∈ A, we have picm = 1 so the points in Am do not change in time. Thus,
the set Θ of absorbing points of At also includes the points A = (A1, . . . , AM−1) such
that Ai = ∅ for all i 6∈ A.
Let us see now that under any of the conditions i, ii, iii or iv, it holds {θ ∈ Θ :
d(θ) = 1} = {(∅, . . . , ∅)}. Obviously, d((∅, . . . , ∅)) = 1. Now, for (A1, . . . , AM−1) not
pairwise disjoint with Ai ∩Aj 6= ∅, we have, under any of i, ii, iii or iv, that at least one
of di = 1 − piii,M − p + pi or dj = 1 − pjjj,M − p + pj must be smaller than 1, so from
(19) we get d(A) < 1. Last, let i ∈ A; since pi = 0 we have that di = 1 − piii,M − p;
note that under i we have piii,M > 0, and under any of ii, iii or iv, there must be
some m ∈ W \ ({M} ∪ A) with pm > 0; therefore under any of i, ii, iii or iv, we get
di = 1 − piii,M − p ≤ 1 − piii,M − pm < 1 and d(A) < 1. Note that in particular,
{θ ∈ Θ : d(θ) = 1} = {(∅, . . . , ∅)} implies that the condition iii of Theorem 2.1 holds
with c(θ) = 1.
Suppose i holds, therefore it follows d(A) ≤ max
k∈W\{M}
{1 − pkkk,M} < 1 for any
non-empty set A ∈ Y. If ii holds, then d(A) ≤ max
k=m,n
{1 − pk} < 1 for any non-
empty set A ∈ Y. If iii holds, then for any non-empty set A ∈ Y we have
d(A) ≤ max{1− pm, 1− pmmm,M} < 1. Hence, in all the cases, we apply Theorem 2.1
to conclude.
Now, suppose iv holds. We can consider that for any k ∈ W \ {M}, k 6= m, we
have pk = 0, and also pmmm,M = 0, since if the contrary holds, we could conclude the
ergodicity by ii or iii. Hence, for any k 6= m, it follows that pi∅k = 0, while pi
∅
m > 0
(see (20)). Notice that Y = Y1 ∪ Y2, where Y1 := {B ∈ Y : ∃k 6= m,Bk 6= ∅} and
Y2 := {B ∈ Y : ∀k 6= m,Bk = ∅}. For all A ∈ Y1 we have d(A) ≤ 1 − pm < 1, and
if A0 = A, then As ∈ Y1 for all s < τ . Thus, the process A˜t starting in A ∈ Y1
has probability 1 of being absorbed in ℘. On the other hand, for all A ∈ Y2 we have
d(A) = 1 and if A˜t starts in A ∈ Y2, then we have A˜s ∈ Y2 for all s < τ , and it
coincides with the process At starting in A ∈ Y2 which has probability 1 of being
absorbed in (∅, . . . , ∅). Therefore, in both cases, P
A˜0=A
{τ <∞} = 1. Thus, from the
proof of Theorem 2.1 we conclude the ergodicity of ηt (see Remark 2.2).
Furthermore, in all the cases we get the expression of the equilibrium measure for
ηt from Theorem 2.1.
For necessity we only have to show that the process is not ergodic in the two
following cases: (a) pi = 0 for all i = 1, . . . ,M − 1 and there exists j 6= M such that
pjjj,M = 0; or (b) ∃!m ∈ {1, . . . ,M − 1} with pm > 0, pmmm,M = 0, and there is some
Am ∈ Y such that the process At starting in A0 = (∅, . . . , Am, . . . , ∅) has probability
strictly less than 1 of extinction. Case (a) is immediate since the probability measures
δM and δj , concentrated on pure state configurations x
′ ∈ X and x′′ ∈ X, x′(z) = M
and x′′(z) = j for all z ∈ Z, respectively, are both equilibrium measures for the process.
For case (b), note first that the measure δm is an equilibrium measure for the
process. Now let x ∈ X with x(z) 6= m for all z ∈ Z and A = (∅, . . . , Am, . . . , ∅)
such that At has a probability less than 1 of extinction. Note that the set Y(m) :=
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{B ∈ Y : Bi = ∅, ∀i 6= m} is closed for the evolution of the dual process (that is,
At ∈ Y(m) for all t ≥ 0), and d(B) = 1 for all B ∈ Y(m). Then, for the process At
enclosed in Y(m), the duality relation (7) takes the form of (2), and for the particular
value of x and A we have
Pη0=x {ηs(z) = m, ∀z ∈ Am} = PA0=A {Am,s ⊆ R
m
x }
= PA0=A {Am,s = ∅}
≤ PA0=A {τ <∞} < 1.
Then, lim sups→∞ Pη0=x {ηs(z) = m, ∀z ∈ Am} < 1 so the process starting with a
measure with support in {x ∈ X : x(z) 6= m, ∀z ∈ Z} is not converging to δm and the
process is not ergodic.

Remark 3.4. Theorems 3.2 and 3.3 can be extended to a wide class of PCA
with finite range interaction on the integer lattice Zd (1), which are such that
P {ηs+1(z) = w| ηs(z + n) = wn, ∀n ∈ N} does not depend on wn 6= w. In fact, for
any d and N ⊂ Zd we can define a dual process ξt on Y = Y
M−1, where Y is the
collection of finite subsets of Zd, and a point z belonging to Am,s is substituted by
a subset of {z + n : n ∈ N}. Thus, in an analogous way to that in (21) it is possi-
ble to find inequalities that delimit the class of PCA for which we can extend our results.
The PCA model presented in this subsection recover many one-dimensional models
that have been referred in the literature. In fact, our model recovers M-state linear and
non-linear PCA (which were studied in the 2-state version by [13] and [14]), presenting
new results for them.
Example 3.5. (Multi-opinion noisy voter model) Suppose ηt is defined as follows:
For each m ∈ W = {1, . . . ,M}, take qm ∈ [0, 1], and define q =
∑
m∈W qm; set
α, β, γ ≥ 0, such that α + β + γ = 1 − q; finally suppose ηt has transition probabilities
given by
pijk,m := α1{i}(m) + β1{j}(m) + γ1{k}(m) + qm.
Note that for any m ∈ W and i, j, k ∈ W \ {m} we have qm = pijk,m =: pm
(which here is also defined for m = M). Using the language of voter models, qm is the
probability of a voter assuming the opinion m, independently of her own opinion, as well
as the opinions of her neighbours in the previous step, while α, β and γ are the weights
given by each voter to her own opinion and her neighbours’ opinions.
Corollary 3.6. Let ηt be a multi-opinion noisy voter model. Then there exists a
coalescing random walk At on the family of all finite subsets of Z such that ηt and
At are dual to one another with respect to (H, d) defined in (13) and (19). Moreover,
ηt is ergodic if and only if there exists m ∈ {1, . . . ,M} such that pm > 0.
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Proof. It is easy to check that for any m = 1, . . . ,M − 1 the parameters pijk,m, pmjk,m,
pimk,m, . . . , pimm,m do not depend on i, j, k 6= m and satisfy inequalities (21). Hence, we
can apply Theorem 3.2 to deduce the existence of a dual with respect to (H, d), where
H is given by (13) and d is given by (19).
For the second part of the result, if pm = 0 for all m, then any probability measure
concentrated on a pure state configuration x ∈ X, x(z) = m for all m ∈ Z and any
m ∈ W , is an equilibrium measure. For sufficiency, note that (21) holds regardless of
the order of the opinions, and thus we can set M to have pM > 0 and ergodicity follows
from Theorem 3.3 i.

Example 3.7. (Domany-Kinzel model) If we consider the case W = {0, 1} and
such that the probability of a site z assuming 1 at time s+1 is a function of the number
of 1s in the neighbourhood {z − 1, z + 1} at time s, then we have the Domany-Kinzel
model (6) with parameters
a0 := p000,1 = p010,1;
a1 := p100,1 = p110,1 = p011,1 = p001,1;
a2 := p101,1 = p111,1.
We recall that the Domany-Kinzel model was introduced in [15] and has been ex-
tensively studied (see for instance [12], [16], [17] and [18]) due to its useful applicability
in percolation theory and phase-transition theory among others.
Corollary 3.8. Let ηt be the Domany-Kinzel model (6) with parameters 0 ≤ a0 ≤ a1 ≤
a2 ≤ 1. Then there exists a coalescing random walk At on the family of all finite subsets
of Z, such that ηt and At are dual to one another with respect to the pair (H, d) defined
by (13) and (19). Furthermore, if one of the following conditions holds
(i) a0 + a2 ≥ 2a1 and a2 < 1;
(ii) a0 + a2 < 2a1 and a0 > 0;
(iii) a0 > 0 and a2 < 1;
(iv) a0 = 0, a1 < 1/2 and a2 < 1;
(v) a0 > 0, a1 > 1/2 and a2 = 1;
then ηt is ergodic.
Proof. If a1 ≤
1
2
(a0 + a2), then ηt satisfies all hypotheses of Theorem 3.2 (identifying
the state 0 here with the the state M in Theorem 3.2). Hence, we have that At is
defined by the transition probabilities pi∅ := a0/a2, pi
ℓ = pir := (a1 − a0)/a2, and
piℓr := (a2 − 2a1 + a0)/a2.
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On the other hand, if a1 >
1
2
(a0 + a2), then we can consider the description of the
process by the probabilities of the occurrence of 0, that is the Domany-Kinzel model
with parameters
a∗i := 1− a2−i, i = 0, 1, 2.
It is easy to see that 0 ≤ a∗0 ≤ a
∗
1 ≤ a
∗
2 ≤ 1, and a
∗
1 <
1
2
(a∗0 + a
∗
2). Therefore,
we can again apply Theorem 3.2 (now the state 1 plays the role of the state M in
Theorem 3.2) and find A∗t , which is defined by the transition probabilities pi
∅
∗ := a
∗
0/a
∗
2,
piℓ∗ = pi
r
∗ := (a
∗
1 − a
∗
0)/a
∗
2, and pi
ℓr
∗ := (a
∗
2 − 2a
∗
1 + a
∗
0)/a
∗
2.
Furthermore, we can obtain sufficient conditions for ergodicity:
(i) Identifying the state M with 0 in Theorem 3.2 and p111,0 = 1 − a2 > 0, the result
follows from Theorem 3.3 i.
(ii) We now identify M with 1 so p000,1 = 1 − a
∗
2 = a0 > 0 and the conclusion follows
from Theorem 3.3 i.
(iii) We identify M with 0 or 1 depending on (a2 + a0)/2 being greater or smaller than
a1. In both cases, for i 6=M we have piii,M > 0 and the result follows from Theorem
3.3 i.
(iv) Suppose a0 = 0, a1 < 1/2, and a2 < 1. We have two possible cases:
(a) If a1 ≤ a2/2, then we can use the dual process At and, since p111,0 = 1−a2 > 0
and the state 0 plays the role of the stateM in the Theorem 3.2, we can deduce
the ergodicity of ηt from Theorem 3.3.i.
(b) If a1 > a2/2, then consider the dual processA
∗
t (that is, withM = 1, p000,1 = 0,
p0 = 1 − a2 > 0), starting from any A0 ∈ Y. Let us show that A
∗
t has
probability 1 of extinction.
Consider the branching process χt on Z defined as follows: Let χs be the
number of individuals in the sth generation of some population; assume each
individual independently will give rise to 0 offsprings with probability pi∅∗, 1
offspring with probability (piℓ∗ + pi
r
∗), or 2 offsprings with probability pi
ℓr
∗ ; then
χs+1 is the number of individuals in the next generation, that is the total
number of offsprings generated by the individuals in the generation s. Since
a1 < 1/2, it follows that the expected number of offsprings of each individual
is (pil∗ + pi
r
∗) + 2pi
lr
∗ = 2a1 < 1, which implies the branching process χt vanishes
with probability 1 (see [19]). Identifying χt starting with |A0| individuals as
an upper bound on the number of individuals of A∗t , we have that the dual
process A∗t has probability 1 of being absorbed in ∅ and we can use Theorem
3.3.iv to deduce the ergodicity of ηt.
(v) If a0 > 0, a1 > 1/2 and a2 = 1, then a
∗
0 = 0, a
∗
1 < 1/2 and a
∗
2 < 1, and therefore we
get the result reasoning as in iv.

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Remark 3.9. As we said in the Introduction, the inclusion of the function d in our
definition of duality (7) allows, in some cases, to analyze processes which do not have a
dual with respect to a given function H in terms of the classical duality equation (2). In
fact, from the construction of Theorem 3.2, we can see that if we consider the classical
duality (2) with respect to the function H defined in (13) we would obtain a system of
equations similar to (17), but without the factor dm multiplying the right side of the
equations. Therefore, for the existence of a solution of the system, we would need the
extra hypothesis pmmm,m = 1 for all m = 1, . . . ,M − 1. In particular, M ≥ 3 would
imply that every state m = 1, . . . ,M − 1 should have pm = 0 and pmmm,M = 0; while if
M = 2, we could have p1 > 0 but not p111,2 > 0. Note that the additional hypothesis of
pmmm,m = 1 for all m 6= M would imply that if M ≥ 3, then ηt is not ergodic; and if
M = 2, then ηt would be ergodic if and only if p1 was large enough in order for condition
of Theorem 3.3 iii to hold.
In Example 3.5, if we had used the classical duality equation (2), we would be
restricted to consider models with every qm = 0 (if M ≥ 3) or with only one qm 6= 0 (if
M = 2). On the other hand, in Example 3.7, and due to symmetry of states ‘0’ and ‘1’
in the Domany-Kinzel model, we could have either a0 > 0 or a2 > 0, but not both a0
and a2 positive.
3.2. Multi-state monotone models
In the previous subsection we showed that a necessary condition for a process to have
a dual with respect to (H, d) defined in (13) and (19) is that for any m = 1, . . . ,M − 1
each of the parameters p...,m depends only on the presence (and position) of the value
m in the neighbourhood of the point. However, there are models (for instance, when
the set W has an order) where not only the presence (and position) of the value m is
important for the probability of changing to m but also the presence (and position) of
values bigger or smaller than m is. In order to find a dual for these processes, we will
use a duality function H different to (13) and allow more transitions for the dual than
we did in Subsection 3.1; as we will see, in this case, the evolution of any two subsets
Ai and Aj has a greater interdependence than in the non-biased case.
For simplicity, we consider only the case of ηt being a nearest-neighbour PCA for
which the probability of a fixed site assuming some state at time s+1 does not depend
on its own state at time s. That is, we assume that
pik,m := pijk,m, ∀i, j, k,m ∈ W. (22)
Throughout this subsection, the state space of the dual process will be Y ={
A ∈ Y M−1 : A1 ⊆ · · · ⊆ AM−1
}
and the function H : X×Y → R, defined by
H(x,A) =
{
1 , if x(z) ≤ k, ∀z ∈ Ak, ∀k = 1, . . . ,M − 1
0 , otherwise
. (23)
The class of dual processes we consider is composed of processes At(= ξt) starting
at A0 ∈ Y whose transition probabilities from As = (Ai,s)1≤i≤M−1 to As+1 =
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(Ai,s+1)1≤i≤M−1 are defined as follows. Let (∅, . . . , ∅) be an absorbing state for At and,
under the convention that A0,s = ∅, assume that for any k,m, n ∈ {1, . . . ,M − 1} each
singleton {z} ∈ Ak,s\Ak−1,s will generate an element independently of other z
′ ∈ AM−1,s,
B(z) = (Bi(z))1≤i≤M−1 ∈ Y as follows:
• with probability pi∅k
Bi(z) = ∅, 1 ≤ i ≤M − 1;
• with probability piℓk,m
Bi(z) =


∅ , if 1 ≤ i < m
{z − 1} , if m ≤ i ≤M − 1;
• with probability pirk,m
Bi(z) =


∅ , if 1 ≤ i < m
{z + 1} , if m ≤ i ≤M − 1;
• with probability pik,mn
Bi(z) =


∅ , if 1 ≤ i < min{m,n}
{z − 1} , if m ≤ i < n
{z + 1} , if n ≤ i < m
{z − 1, z + 1} , if max{m,n} ≤ i ≤M − 1;
with
pi∅k +
M−1∑
m=1
piℓk,m +
M−1∑
n=1
pirk,n +
M−1∑
m=1
M−1∑
n=1
pik,mn = 1.
We define As+1 = (Ai,s+1)1≤i≤M−1, where
Ai,s+1 =
⋃
z∈AM−1
Bi(z).
Note that As+1 also belongs to Y.
Equation (7) is, in this case, for each x ∈ X, A ∈ Y,
Pη0=x {η1(z) ≤ k : ∀z ∈ Ak, 1 ≤ k ≤M − 1} = d(A)PA0=A
{
Ak,1 ⊆ R
k
x : 1 ≤ k ≤M − 1
}
, (24)
where Rkx := {z ∈ Z : x(z) ≤ k}.
The left hand side of (24) takes the form:
M−1∏
k=1
∏
z∈Ak\Ak−1
Pη0=x {η1(z) ≤ k}
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and, assuming that d : Y → R can be written as
d(A) =
M−1∏
k=1
d
|Ak\Ak−1|
k
for some d1, . . . , dM−1 ∈ [0, 1] (the product over the empty set is taken as 1), the right
hand side of (24) is
M−1∏
k=1
∏
{z}⊆Ak\Ak−1
dkPA0=A {Bm(z) ⊆ R
m
x : 1 ≤ m ≤M − 1} .
Then, we must find solutions for the set of equations
Pη0=x {η1(z) ≤ k} = dkPA0=A {Bm(z) ⊆ R
m
x : 1 ≤ m ≤M − 1} , (25)
for all x ∈ X, A ∈ Y, k = 1, . . . ,M − 1 and z ∈ Ak \ Ak−1. Writing S
k
i,j =
∑k
m=1 pij,m
and noting that, for 1 ≤ i, j ≤M , x(z − 1) = i, x(z + 1) = j, we have
Rmx ⊇


{z − 1} , if i ≤ m < j
{z + 1} , if j ≤ m < i
{z − 1, z + 1} , for m ≥ i, j
.
The equations (25) are
SkM,M = dkpi
∅
k
SkM−1,M = dk
[
pi∅k + pi
ℓ
k,M−1
]
SkM,M−1 = dk
[
pi∅k + pi
r
k,M−1
]
SkM−1,M−1 = dk
[
pi∅k + pi
ℓ
k,M−1 + pi
r
k,M−1 + pik,M−1 M−1
]
SkM−2,M−1 = dk
[
pi∅k + pi
ℓ
k,M−1 + pi
ℓ
k,M−2 + pi
r
k,M−1 + pik,M−1 M−1 + pik,M−2 M−1
]
...
Ski,j = dk
[
pi∅k +
M−1∑
m=i
piℓk,m +
M−1∑
n=j
pirk,n +
M−1∑
m=i
M−1∑
n=j
pik,mn
]
...
Sk1,1 = dk
[
pi∅k +
M−1∑
m=1
piℓk,m +
M−1∑
n=1
pirk,n +
M−1∑
m=1
M−1∑
n=1
pik,mn
]
(26)
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for k = 1, . . . ,M − 1. Due to the last line of the above equations, we deduce that
dk = S
k
1,1 and then
d(A) =
M−1∏
k=1
(
k∑
m=1
p11,m
)|Ak\Ak−1|
. (27)
We assume p11,1 = S
1
1,1 > 0, for otherwise, under (26), S
1
i,j = 0 for all i, j ∈ {1, . . . ,M}
and opinion 1 cannot be taken by the process. Therefore, dk = S
k
1,1 > 0 for all
k ∈ {1, . . . ,M − 1} and the solution of (26) is given by:
pi∅k =
SkM,M
dk
piℓk,m =
Skm,M − S
k
m+1,M
dk
pirk,m =
SkM,m − S
k
M,m+1
dk
pik,mn =
Skm,n − S
k
m+1,n − S
k
m,n+1 + S
k
m+1,n+1
dk
(28)
since
dk
M−1∑
m=i
piℓk,m =
M−1∑
m=i
(
Skm,M − S
k
m+1,M
)
= Ski,M − S
k
M,M ,
dk
M−1∑
n=j
pirk,n =
M−1∑
n=j
(
SkM,n − S
k
M,n+1
)
= SkM,j − S
k
M,M ,
dk
M−1∑
m=i
M−1∑
n=j
pik,mn =
M−1∑
m=i
M−1∑
n=j
(
Skm,n − S
k
m+1,n − S
k
m,n+1 + S
k
m+1,n+1
)
=
M−1∑
m=i
(
Skm,j − S
k
m,M − S
k
m+1,j + S
k
m+1,M
)
= Ski,j − S
k
M,j − S
k
i,M + S
k
M,M .
(29)
In order to have the nonnegativity of (28), we need
Skm,M ≥ S
k
m+1,M , S
k
M,n ≥ S
k
M,n+1, (30)
Skm,n − S
k
m+1,n − S
k
m,n+1 + S
k
m+1,n+1 ≥ 0, (31)
Dualities for Probabilistic Cellular Automata 21
for all 1 ≤ m,n ≤ M − 1. Note that (30) and (31) together imply Ski,j ≥ S
k
m,n for all
1 ≤ i ≤ m ≤M , 1 ≤ j ≤ n ≤M and k = 1, . . . ,M , that is
k∑
ℓ=1
pij,ℓ ≥
k∑
ℓ=1
pmn,ℓ
which means that the process ηt is monotone with respect to the coordinatewise order
in X induced by the total order 1 ≤ 2 ≤ · · · ≤M in W (see [21]). Therefore, condition
(30) can be substituted by the monotonicity of the process.
On the other hand, conditions (30) and (31) can be written equivalently as saying
that Ski,j = 1−F
k(i, j) for each k = 1, . . .M − 1, where F k is a distribution function on
R
2.
We have proved the following result:
Theorem 3.10. Let ηt be a nearest-neighbour PCA with state space X whose transition
probabilities satisfy (22). Then, there exist a dual process At with state space Y such
that ηt and At are dual to one another with respect to (H, d) defined in (23) and (27) if
and only if ηt is monotone and its transition probabilities satisfy (31). Furthermore, if
p11,1 = 1, then ηt and At are dual to one another with respect to H.

Corollary 3.11. A monotone nearest-neighbour PCA whose transition probabilities
satisfy (31) is ergodic if p11,M > 0. In such case, the unique equilibrium measure for ηt
is defined for any A = (A1, . . . , AM−1) ∈ Y, by
νˆ(A) = P
A˜0=A
{
A˜τ = (∅, . . . , ∅)
}
,
where A˜t is the process defined on Y ∪ {℘} with transition probabilities given in (28),
and τ is the hitting time of {(∅, . . . , ∅)} ∪ {℘} for A˜t.
Proof. By Theorem 3.10 there exist a Markov chain At and a pair of functions (H, d),
such that ηt and At are dual to one another with respect to (H, d).
We now apply Theorem 2.1 to get the result. In fact, by Lemma 3.2 of [7] the set
of linear combinations of the functions H(·,A) with A ∈ Y is dense in C(X). Also,
(∅, . . . , ∅) is the unique absorbing state θ ofAt such that d(θ) = 1, and H(·, (∅, . . . , ∅)) ≡
1. Moreover, for anyA 6= (∅, . . . , ∅), d(A) =
∏M−1
k=1 (1−
∑M
j=k+1 p11,j)
|Ak\Ak−1| ≤ 1−p11,M .
Thus, if p11,m > 0, hypotheses ii and iii (with c(∅) = 1) of Theorem 2.1 hold and the
result is proved.

Remark 3.12. Note that as in the case of the multi-opinion voter models, we can
extend Theorem 3.10 and Corollary 3.11 to a wide class of multi-state monotone biased
models with state space W Z
d
and finite range interaction.
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We notice that the processes ηt that verify the conditions of Theorem 3.10 include
many PCA models, such as multi-opinion noisy biased voter models and multi-species
competition models.
Example 3.13. (Multi-species competition model) Suppose M distinct species
live in the space Z. Each site of the space contains only one individual. The
spread mechanism for all species is the same: each individual produces one offspring
(independently of other individuals) that will leave to colonize a neighbouring site, killing
the old particle that occupied the site and competing against the offspring of others
individuals. Moreover, we include the possibility of a spontaneous appearance of an
individual of any type (for instance, coming from outside).
We consider such a model described as follows: Suppose ηt is a nearest-neighbour
process with M states such that the probability pij,m that a site assumes the state m in
the next step when its left neighbour is in the state i and its right neighbour is in the
state j is given for any j, k 6= m and i < m by
pjk,m = pm
pim,m = pm + (1− p)αm
pim,i = pi + (1− p)(1− αm)
pmi,m = pm + (1− p)βm
pmi,i = pi + (1− p)(1− βm)
pmm,m = 1− p+ pm,
where p =
∑M
m=1 pm, αM ≥ αM−1 . . . ≥ α2 ≥ 1/2 and βM ≥ βM−1 . . . ≥ β2 ≥ 1/2.
The parameters αm and βm can be interpreted as the competitiveness of species m
with relation to species i < m, and pm corresponds to probabilities that spontaneous
mutations to m occur. Note that the order in the αs and βs imply that species are
ordered from weakest 1 to strongest M . Usually, we have αm = βm for all m, which
means there is not a directional component in the competition.
Competition models belong to the class of biased voter models. The biased voter
model was introduced in the 2-state version by Williams and Bjerknes [20] as a model
of skin cancer, and has been applied to study several phenomena (for instance, see [22],
[23], and [24]).
Since
Ski,j =
k∑
ℓ=1
pℓ + (1− p)
(
(1− αj)1{i≤k<j} + (1− βi)1{j≤k<i} + 1{k≥i,j}
)
,
it is not hard to check that ηt is monotone and (31) holds for it. Therefore, by Corollary
3.11, if ηt admits a spontaneous change to the state M , then it is ergodic.
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Example 3.14. Consider the case of monotone processes for which Ski,j = gk(i + j),
where gk : {2, . . . , 2M} → [0, 1]. In such case, writing l := i + j, condition (31) takes
the form
1
2
(gk(l) + gk(l + 2)) ≥ gk(l + 1),
which means that (31) is satisfied if and only if the functions gk are convex. In this
case, we have that ηt is ergodic if gM−1(2) < 1. In fact, if gM−1(2) < 1, then
p11,M = 1 − S
M−1
1,1 = 1 − gM−1(2) > 0 and we can use Corollary 3.11 to deduce the
ergodicity of the process.
Remark 3.15. As in Subsection 3.1, our definition (7) of duality with respect to (H, d)
allows us to include processes that do not have a dual in terms of the classical definition
(2). In fact, we could not obtain a version of Theorem 3.10 for classical duality (2) with
respect to the function H defined in (23) unless we imposed another restrictive condition
on ηt since we would obtain a system of equations similar to (26), but without the factor
dk multiplying the right side of each equation. Therefore, we should have S
k
1,1 = 1 for any
k = 1 . . . ,M − 1, which is equivalent to imposing the condition p11,1 = 1. In such case,
we would have p11,M = 0 and it would not be possible to obtain a sufficient condition for
ergodicity in the form of Corollary 3.11.
In particular, in Example 3.13, classical duality (2) with respect to H would need
pm = 0 for any m 6= 1 (which implies pM = 0, and therefore we could not deduce the
ergodicity), while in Example 3.14 we should impose the condition g1(2) = 1 (which
implies gM−1(2) = 1) and therefore we could not deduce the ergodicity either.
4. Concluding remarks
In this work, we have presented a new duality equation (7) and shown its usefulness in
the study of PCA. We believe that there is still room for future research on this topic.
In particular we are considering the following issues:
(i) Studying in more detail the equilibrium measures (proportion of values, spatial
correlations, etc.) when the processes are ergodic in Examples 3.5, 3.7 and 3.13.
(ii) In the case of processes having a dual with respect to (H, d) in Theorems 3.2 and
3.10 but not being ergodic, studying their asymptotic behaviour using their dual
processes.
(iii) Studying other classes of functions H giving conditions on the transition
probabilities for the existence of a dual with respect to (H, d).
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