Quantum chemistry calculations on a quantum computer frequently suffer from symmetry breaking: the situation when a state of assumed spin and number of electrons is contaminated with contributions of undesired symmetry. The situation may even culminate in convergence to a state of completely unexpected symmetry, e.g. that of for a neutral species while a cation was expected. Previously, the constrained variational quantum eigensolver (CVQE) approach was proposed to alleviate this problem [Ryabinkin et al. (2018) , J. Chem. Theory Comput. DOI:10.1021/acs.jctc.8b00943] here we analyze alternative, more robust solutions. In particular, we investigate how symmetry information can be incorporated directly into qubit Hamiltonians. We identify three essentially different techniques, the symmetry projection, spectral shift, and spectral reflection methods, which are all capable of solving the problem albeit at different computational cost, measured as the length of the resulting qubit operators. On the examples of LiH and H 2 O molecules we show that the spectral shift method, which is equivalent to penalizing states of wrong symmetry, is the most efficient, followed by spectral reflection, and symmetry projection.
I. INTRODUCTION
Recent attention to practical applications of quantum computers, especially in quantum chemistry, revived interest in some fundamental properties of electronic Hamiltonians. Each quantum chemical calculation on a quantum computer begins with construction of the secondquantized electronic Hamiltonian,
whereâ † p (â p ) are fermionic creation (annihilation) operators, h pq (R) and g pqrs (R) are one-and two-electron integrals in a spin-orbital basis containing N so functions, and R = (R 1 , . . . ) are positions of nuclei in a molecule treated as parameters [1] . N so is twice a number of spatial orbitals that constitute the primary one-particle basis for computations, and N so ≥ n, where n is the number of electrons in a physical system of interest, to satisfy the Pauli exclusion principle.
One of main features of the fermionic Hamiltonian (1), which is frequently overlooked, is that its eigenvectors are elements of the Fock space-a direct product of Hilbert spaces for 0, 1, up to N so fermions (electrons). In a nonrelativistic domain, however,Ĥ does not couple states with different number of electrons and commutes with the electron number operator
One would expect, therefore, a block-diagonal structure of the Hamiltonian matrix in the eigenbasis ofN , with individual blocks that couple n-electron (n = 0, 1, . . . , N so ) states only. It is quite surprising that, to the best of our knowledge, the explicit form of those blocks has never been derived. Even more, there is an old piece of wisdom stated by Kutzelnigg [2] that such operators are much more complicated thanĤ itself:
The Fock space Hamiltonian H (without fixed particle number) has a much simpler structure (in terms of the basic one-and twoelectron integrals) than its projection H n to an n-particle Hilbert space, and it is hence worthwhile to investigate the possibility of "diagonalizing" the Fock space Hamiltonian H directly, without -specifying the particle number n.
Traditional quantum chemistry works around this problem by employing a many-electron basis set in the form of Slater determinants, which are by construction the eigenfunctions ofN corresponding to a specific number of electrons.
The above problem might look like purely academic, but it becomes practical in the realm of quantum computing. To embed an electronic structure problem on a quantum computer, one must transform the electronic Hamiltonian (1) to a qubit form:
where C I (R) are numerical coefficients derived from the one-and two-electron integrals andP I are "Pauli words",
products of Pauli operators acting on different qubitŝ w
is one ofx,ŷ, orẑ Pauli operators for the i th qubit; their canonical images are the respective Pauli matrix σ x , σ y , and σ z . The required transformation may be chosen from a list of conventional ones, such as Jordan-Wigner (JW) [3, 4] or more recent BravyiKitaev (BK) [5] [6] [7] [8] [9] . The number of qubits acted upon by the Hamiltonian (3) is equal to the number of spinorbitals N so . Since the fermion-to-qubit transformations are isospectral, every eigenstate of ferminonicĤ has a counterpart in the set of eigenstates of qubitĤ. However, there is no simple and convenient basis in the multi-qubit space that is also the eigenbasis ofN operator. Thus, a general qubit transformation that may be employed to find eigenstates of the qubit Hamiltonian, either single-or multi-qubit, has a potential to mix states with different number of electrons. As a result, if a user does not monitor the mean value ofN , there is a risk to obtain a physically meaningless result [10] . Even worse, since eigenvectors of the qubit Hamiltonian live in the Hilbert space of N so qubits, the naïve application of the variational method may lead to a state with the number of electron other than desired or expected. For example, it is generally true that the electronic energy of a cationic species M + is higher than that of neutral M and thus the ground electronic state of M + is among the excited states of the qubit Hamiltonian (3).
It is not that such a problem is entirely new for the quantum chemistry community. There exists another, a closely related one-how to construct the approximate solutions of the electronic structure problem that are also eigenfunctions of the total spin-squared operatorŜ 2 . SinceĤ commutes withŜ 2 as well, this problem is totally equivalent to the one above. The exact eigenfunctions of S 2 are much more difficult to construct [11] than Slater determinants, so that the lack of a computationally convenient basis in both problems is a common point.
In this paper we assess various methods for symmetry restoration in quantum chemical calculations carried out on a quantum computer (i.e. in the qubit representation). We try to be hardware-agnostic, aiming at applications on a generic universal quantum computing device. At the same time, it is not possible to be entirely methodindependent. There are a couple of methods made for quantum computers, and the one, which will of our primary concern, is the variational quantum eigensolver (VQE) method.
The most general description of the VQE method is as follows. First, a trial wave function is parametrized as
where |0 is the fixed initial state of a quantum register (e.g. all N so qubits in "spin-up" states) andÛ (κ) is a unitary transformation parametrized by a set of externally controlled amplitudes κ = κ 1 , . . . implemented as a quantum circuit. Running the quantum computer brings it to a state |Ψ(κ) , and the mean energy
is calculated by weighting measurements of individual Pauli words with the coefficients C I as in the second line of Eq. (6). Finally, a classical computer minimizes E(κ) with respect to κ to produce a ground-state energy estimate
As we argued above, the whole procedure might not necessarily respect symmetry and lead to wrong values of N and/or Ŝ 2 [10] . There are three places in the VQE procedure where symmetry can be enforced. First, the Hamiltonian itself can be transformed to exclude or penalize states with undesired values of symmetry operators. As long as states with the certain number of electrons are concerned, this procedure is equivalent to the construction of sub-blockŝ H n of the original Fock space Hamiltonian, whose existence have been alluded by Kutzelnigg. Different ways to incorporate symmetry information into the Hamiltonian have direct measure of efficacy: shorter expansions in Eq. (3) have clear preference. Second, appropriate symmetry constrains might be introduced to the quantum circuit by modifying or augmentingÛ ; we do not discuss this perspective here leaving it for further studies. Finally, the energy minimization in Eq. (7) can be supplemented with constraints for the mean values ofN orŜ 2 [10] . Mean-value constraints have an important advantage that they incur almost no quantum overhead; in other words, very few, if any, additional Pauli word measurements apart from those that have already been done for energy are needed, and both the Hamiltonian and the quantum circuit were left untouched. On the other hand, constraining the mean value still allows for non-zero fluctuations around this mean, whose origins may be explained as follows. Variational optimization of trial states (5), generally, leads to a wave function |Ψ(κ opt ) that is an eigenfunction of not the originalĤ, but a different operator,Ĥ . A good example of such an approximate Hamiltonian is the zero-order (unperturbed) Hamiltonian of the Møller-Plesset perturbation theory,
which is a sum of Fock operators for different electrons, see Sec. 10 of Ref. 1. Approximate wave functions |Φ , which are Slater determinants, are the eigenfunctions of H (0) but notĤ; however they extremize the expectation value ofĤ in the space of determinantal wave functions,
In classical mechanics objects likeĤ are known as "shadow Hamiltonians" [12] and play an important role in construction of propagation algorithms (e.g. the symplectic ones) that conserve certain symmetries. In the context of this work it is important thatĤ does not, in generally, commute with symmetry operators; hence, the common system of eigenfunction does not exist, and the mean values of both energy and symmetry operators may exhibit non-zero fluctuations. It might be enticing, therefore, to constrain not only the mean-value but also the variance of symmetry operators at the minimization stage (7), but as we show below, this is almost equivalent to the direct modification of the electronic Hamiltonian H.
The rest of the paper is organized as follows. We compare various methods of symmetry adaptation by the number of terms in the qubit expansions [Eq. (3)] of the resulting qubit operators. First of all, using a very direct but highly impractical algorithm, we construct the qubit image ofĤ n for fixed n corresponding to a neutral molecule, whose existence was envisioned by Kutzelnigg. Thus we can verify numerically his statement about the relative complexity of this operator as compared to the (qubit image) ofĤ itself.Ĥ n will be used as a reference point to compare complexity of other operators. Then we consider more practical ways for building symmetryprojected operators; the first will be the Löwdin projection technique [13] . It turns out that the Löwdin projection technique can be interpreted as a special case of spectral transformation. Having realized this, we discuss three distinct ways of such transformation, namely: i) moving unwanted states to 0, which is the transformation made by the Löwdin projection, ii) shifting them to high energy, and iii) reflecting them through 0 to positive energies. We show that shifting is essentially equivalent to penalizing the variance of the symmetry constraint, while reflection has some connection to the Huzinaga's equation [14] . All the theoretical considerations are supported by the numerical examples, in which all introduced operators are explicitly constructed from fermionic expressions for LiH and H 2 O molecules.
II. THEORY
A. Symmetry projection by definition: A case of particle number-projected Hamiltonian
The electronic Fock-space Hamiltonian (1) as well as its qubit image (3) are Hermitian operators that possess a complete set of eigenfunctions. Thus, the following eigendecomposition is valid:
where E k are the energy eigenvalues. The second line of Eq. (10) shows that symmetry labels (N k , S k ) can be attached to each energy level. N k and S k are the number of electron and spin quantum numbers for the k-th level, respectively. They are simultaneously measurable with the energy and are related to the corresponding mean values as
. . An energy operator that acts within, say, an n-electron subspace can be written as:
Of course, Eq. (11) is a highly impractical way to construct H n since it requires full diagonalization of the originalĤ-a task that is prohibitively difficult for any but the smallest molecular systems. However, the direct comparison of the number of terms in the qubit image ofĤ n to that for the originalĤ sets a reference for gauging the complexity of various symmetry-projected Hamiltonians.
B. Löwdin's symmetry projectors
One of the oldest approaches to enforce proper symmetry in quantum chemistry calculations, which is still under development [15] , is the projection technique due to Löwdin [13] . A projection operator to a subspace of functions that correspond to an eigenvalue a i of a given operatorÂ is explicitly constructed as:
Here a j = a i are other eigenvalues ofÂ which all have to be known in advance. For bothN andŜ 2 eigenvalues are known, see Sec. II A. Once the projector is constructed, it can be directly applied to basis functions or used to "dress" the original Hamiltonian
to obtain a new operator that acts within the desired subspace of eigenfunctions ofÂ. Eqs. (12) and (13) are valid for anyÂ, not necessarily the symmetry operators; however, ifÂ is a symmetry operator forĤ, in other words, ifÂ andĤ commute, [Â,Ĥ] = 0, then Eq. (13) can be simplified tô
asP 2 ai =P ai (idempotency condition). It was quickly realized that as written, the projector (12) is a complicated many-electron operator, and its explicit form is intractable. In practical applications, the expression (12) is simplified so that to retain a single factor containing a nearest-neighbor eigenvalue a i+1 only [16] . This approach is not without issues though [17] . P ai is an idempotent operator only if all eigenvalues ofÂ are included in the product; a truncated expression is no longer a projector, and projected energy calculated with the operator (14) can fall below the exact value [17] .
We note that ifÂ =N , the corresponding n-electron number-projected Hamiltonian P n HP n might coincide with the operator (11). Indeed, those two operators have identical spectra; however, arbitrary rotations are allowed in degenerate subspaces, so that the number of terms might be different as for equivalent operators written in different basises. We verify this assertion numerically in Sec. III.
The Löwdin projection with theN operator has been recently used in attempts to reduce the qubit size of some small Hamiltonians [18] . Unfortunately, the proposed procedure involved direct inspection of the tensor form of intermediate operators, which is apparently not a scalable approach. A subsequent generalization using the Clifford group theory [19] was able to exploit the numberof-particle symmetry in a systematic manner, albeit only partially, by separating sub-spaces with even/odd particle numbers. Therefore, a question whether the Löwdin projection technique may provide systematic qubit reduction beyond certain Z 2 symmetries, like the even/odd number of electrons, remains open.
C. Penalty method as a spectral transformation
Whenever the projected operator, P aiĤ P ai , is applied to a wave function, it shifts all unwanted contributions to 0 eigenvalue, but not eliminates them. This consideration shows that other spectral transformations, which also move away unwanted states but are simpler than symmetry projectors, may exist. Indeed, such transformations have already been suggested in literature in the context of quantum computing [20, 21] . One can add a penalty term to the Hamiltonian (3) to introduce a Lagrangian
µ > 0 is a penalty parameter, a large fixed number and 1/2 is introduced for convenience. Here we consider a case of only one symmetry constraint, as the generalization to many of them is straightforward. Let |Ψ k be simultaneous eigenstate ofĤ andÂ corresponding to the eigenvalue a k = a i . Then,
It is clear that the state |Ψ k is now shifted upward in energy by µ(a k − a i ) 2 /2 > 0. By increasing µ, all undesired states can be pushed above 0. We call this process a "spectral shift" as opposed to a "move to 0" that is done by the symmetry projector.
It must also be noted that the spectral shifting is "almost" equivalent to penalizing the variance of a symmetry operator. Indeed, if we write the action ofL µ, ai onto a general normalized wave function |Ψ , not necessarily an eigenfunction, and project to Ψ|, we obtain:
where Â is a shortcut for Ψ|Â|Ψ . If a problem is feasible in a sense that Â = a i , then penalizing the
|Ψ by µ is entirely equivalent to work with the spectrally shifted operator (15) in unconstrained minimization (7).
D. Huzinaga-style transformation
The spectral shifting technique discused in Sec. II C has a minor disadvantage of being dependent on an arbitrarily chosen penalty parameter µ. We show below how to define a parameter-free spectral transformation that leaves only desired states in the negative part of the energy spectrum. Let us take a case ofŜ 2 as the first example. Sincê H andŜ 2 operators commute, they possess a common set of eigenfunctions. Consider the action ofŜ 2 on the eigendecomposition ofĤ, Eq. (10):
Form an operator
whose eigendecomposition reads:
Note that 2S i (S i + 1) − 1 > 0 for S ≥ 1/2, so that the eigenstates of the Hamiltonian that are not singlets are shifted to positive energies since −E j > 0 for the groundand low-lying excited states. Thus, undesired states are moved above zero in the spectrum. Note that the operator (19) is linear inŜ 2 regardless of the size of a system, which is the main advantage over the expression (13) with a system size-dependent projector (12) .
Eq. (19) works because 2S i (S i + 1) − 1 > 0 for nonsinglet states; it will fail, for example, for triplet states as the singlet ones will be pushed down in this case. However, it is always possible to form at most quadratic inÂ operator (Â must be a symmetry operator though), namely,Ĥ
which shares the same egenvectors withĤ in the subspace corresponding to the target eigenvalue a i , while other states are pushed to the positive part of a spectrum. We intentionally chose a symmetrized form ofĤ ai in Eq. (21) to emphasize the similarity of our approach with that of Huzinaga and Cantu [14] . In their method a similarly looking expression is used to find out an energy operator that commutes with the projector on a set of given functions. If those functions are the eigenfunctions of the original Hamiltonian, than their method is equivalent to ours with the important distinction that all undesired states are reflected (E j → −E j ) with respect to zero of energy.
There is one possible issue with this method. It is known that negative-energy eigenstates of first-quantized atomic and molecular Hamiltonians do not constitute a complete set. Already for the simplest quantum system, the hydrogen atom, one should also include positive-energy (scattering) eigensolutions [24] . Upon spectral reflection those states may be brought into the negative-energy manifold. We do not expect, however, it is a serious problem for the following reason. The second-quantized Hamiltonian contains only a few, if any, positive-energy solutions because in the most cases the set of molecular spin-orbitals that determine the form (1) is chosen to describe low-energy bound states, and bound and scattering states are very different in their asymptotic behaviour. If, nonetheless, a molecular basis set contains highly localized (tight) basis functions, they may have substantial overlap with scattering states. In this case we recommend to drop the highest-energy molecular spin-orbitals in the construction of the Hamiltonian (1). Also we recommend to choose the zero of electronic energy for the Hamiltonian (1) without accounting for the nuclear-nuclear repulsion energy-in that case even highly-compressed molecular configurations will not have electronic states with formally positive energies.
III. NUMERICAL EXAMPLES
We illustrate our developments on fermionic Hamiltonians and their qubit images for LiH and H 2 O molecules. The detailed procedure for their construction is described in Ref. 25 , however, essential information about preparatory calculations is collected in Table I . In contrast to Ref. 25 we do not not exploit any qubit symmetries, and our fermionic and qubit Hamiltonians are truly isospectral. Thus, any qualitative statements made for the qubit images remain valid for their fermionic originals.
A. Number-projected Hamiltoninans
First, we reconstructed the qubit images of the numberprojected operators from the sum-over-states expression, Eq. (11), choosing n = 2 and 4 (neutral species) for LiH and H 2 O, respectively. The resulting operators contained 400 and 1504 Pauli terms, which should be contrasted to 118 and 185 terms in the qubit images of the fermionic Hamiltonians (see Tables I and II) . Thus, the statement made by Kutzelnigg [2] is correct: the number-projected operators are much lengthier than their Fock-space originals. Second, we confirmed the numerical identity of the number-projected operators computed by the definition (11) with those computed by Eq. (13) using the Löwdin projector (12) whereÂ =N and a i = n were chosen.
The number operator is also used to illustrate the differences in spectra of the originalĤ and its number operator-transformed counterparts, Eqs. (13), (15) , and (21) . Table III shows the energy ordering and symmetry labels of the original levels and their matches in the transformed spectra. As expected, all target levels are moved by all three transformations to the bottom of the spectra, but the energies and ordering of undesired states are different. The projected Hamiltonian (13) lumps all unwanted states at 0, the shifted operator (15) moves them to the top, and finally, the reflection (Huzinagastyle) operator (21) makes all of them strongly positive in energy. We note that appropriate choice of the penalty parameter µ can make the spectra of shifted and reflected operators similar.
B. Complexity of various symmtetry-transformed operators
The number of terms in operators' expressions are collected in Table II . The trend is quite persistent with minor deviations: The shortest expansion is given by the penalized Hamiltonian, Eq. (15), the longest -by the Löwdin projection via Eq. (14) . In many cases, especially whenN adaptation is considered, the number of terms in Eq. (15) is equal to that of the original Hamiltonian; for the spin adaptation the increase is the smallest. This is apparently related to the fermionic rank of involved operators:N is a single-particle operator and squaring it makes it no more complex thanĤ, which is itself a two-particle operator. Even the special case of a singlet projection in the Huzinaga-style transformation, Eq. (19), is not competitive with the penalty method despite the formal four-particle nature of productsĤŜ 
IV. CONCLUSIONS
We have introduced and analyzed three distinct ways, the Löwding symmetry projection, Eq. (14), the spectral shift, Eq. (15) , and the spectral reflection (Huzinaga-style transformation), Eq. (21), of incorporating information about exact symmetries, namely, particle-number and spin, directly into qubit Hamiltonians. The main motivation was to relieve the computational burden put on a quantum computer when states of certain symmetry are queried-the symmetry-adapted energy operators greatly diminish odds for symmetry breaking. The main challenge behind this approach is how to minimize the size of the resulting operators. Direct calculations have shown that it was indeed the problem: the symmetry-adapted operators were lengthier than the originals, see Table II . The clear winner is the spectral shifting method (15) , which in all cases provided the shortest expansion. For the case of the number projection it is especially convenient: the transformed energy operators have the same length as the originals, which we attributed to the one-particle nature of the corresponding symmetry,N . The spin projection is more complicated, and in general one should expect considerable expansion of the corresponding qubit operators. To our surprise, the Huzinaga-style transformation, Eq. (21) is not competitive with the spectral shift method even for the case of a singlet projection, for which the simplified expression, Eq. (19), can be utilized, producing ∼ 3 times more terms. In must be emphasized, however, that the case of a singlet projection admits even more computationally efficient solution within the constrained optimization approach discussed by present authors in Ref. 10 . Namely, sinceŜ 2 is a positively-defined operator, in other words, Ψ|Ŝ 2 |Ψ ≥ 0 for any |Ψ , the solution with Ψ|Ŝ 2 |Ψ = 0 guarantees that |Ψ is the singlet eigenfunction ofŜ 2 . Thus, if the constraining minimization problem is feasible, the spin purity is guaranteed. Finally, we note that the Löwding projection technique was almost always the worst solution; it is difficult to envision situations where it could be recommended for a general use. However, it might be used as a theoretical tool in finding qubit reduction schemes similar to that proposed in Ref. III. Electronic energy levels (excluding nuclear-nuclear repulsion energy Vnn, in E h ) along with their symmetry labels from diagonalization of the qubit HamiltonianĤ for the LiH molecule. The spectra of various number-projected operators are shown for comparison. The projection is done onto an n = 2 (a neutral molecule) subspace. The matched states are shown in bold.
