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Abstract
We give a geometric proof of the Decomposition Theorem of Beilinson, Bernstein,
Deligne and Gabber for the direct image of the intersection cohomology complex under
a proper map of complex algebraic varieties. The method rests on new Hodge-theoretic
results on the cohomology of projective varieties which extend naturally the classical
theory and provide new applications.
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1 Introduction
Let f : X → Y be a proper map of complex algebraic varieties, n = dimX. For ease of
exposition only, assume that X is nonsingular and that X and Y are projective. Let η
and A be ample line bundles on X and Y respectively, and set L := f∗A.
If f is a smooth family, then the classical Hard Lefschetz Theorem for η applied to the
fibers of f gives isomorphisms for every i ≥ 0 :
ηi : Rn−dimY−if∗QX ≃ R
n−dimY+if∗QX (1)
which give rise to a direct sum decomposition for the direct image complex
Rf∗QX ≃
⊕
i
Rif∗QX [−i] (2)
in the derived category of the category of sheaves on Y (cf. [8]). This important fact
implies, for example, the E2−degeneration of the Leray spectral sequence for f. The
sheaves Rif∗QX are semisimple local systems, i.e. they split as a direct sum of local
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systems with no nontrivial local subsystems. Note that the category of finite dimensional
local systems is abelian, noetherian and artinian.
At first sight, nothing similar happens for an arbitrary map f : X → Y. The isomor-
phisms (1) and (2) fail in general, the Leray spectral sequence may not degenerate at E2
and the abelian category of sheaves on Y is neither noetherian, nor artinian.
The Leray spectral sequence is associated with the “filtration” of Rf∗QX by the truncated
complexes τ≤iRf∗QX . The i−th direct image R
if∗QX appears, up to a shift, as the cone
of the natural map τ≤i−1Rf∗QX → τ≤iRf∗QX , i.e. as the i−th cohomology sheaf of the
complex Rf∗QX .
One of the main ideas leading to the theory of perverse sheaves in [1] is that all the
facts mentioned in the case of a smooth family hold for an arbitrary map, provided that
they are re-formulated with respect to a notion of truncation different from the one lead-
ing to the cohomology sheaves, that is with respect to the so-called perverse truncation
pτ≤i, and that we replace the sheaves R
if∗QX with the shifted cones
pHi(Rf∗QX) of the
mappings pτ≤i−1Rf∗QX −→
pτ≤iRf∗QX . These cones are called the perverse cohomology
of Rf∗QX and are perverse sheaves. Despite their name, perverse sheaves are complexes in
the derived category of the category of sheaves on Y which are characterized by conditions
on their cohomology sheaves. Just like local systems, the category of perverse sheaves is
abelian, noetherian and artinian. Its simple objects are the intersection cohomology com-
plexes of simple local systems on strata. Whenever Y is nonsingular and the stratification
is trivial, perverse sheaves are, up to a shift, just local systems.
That these notions are the correct generalization to arbitrary proper morphisms of the
situation considered above for smooth morphisms, is shown by the beautiful Relative Hard
Lefschetz Theorem and Decomposition Theorem, proved in [1] by Beilinson, Bernstein and
Deligne using algebraic geometry in positive characteristic. They generalize the isomor-
phisms (1) and (2) for a smooth family to the case of an arbitrary projective map from
an algebraic manifold: the map induced by the line bundle η in perverse cohomology
ηi : pH−i(Rf∗QX [n]) −→
pHi(Rf∗QX [n]) (3)
is an isomorphism for every i ≥ 0 and we have a direct sum decomposition
Rf∗QX [n] ≃
⊕
i
pHi(Rf∗QX [n])[−i]. (4)
As a consequence, the so-called perverse Leray spectral sequence Hl(Y, pHm(Rf∗QX [n]))
=⇒ Hn+l+m(X,Q) is E2−degenerate. This fact alone has striking computational and
theoretical consequences. For example, the intersection cohomology groups of a variety Y
inject in the ordinary singular cohomology groups of any resolution X of the singularities
of Y. The semisimplicity statement for the local systems Rif∗QX has a far-reaching general-
ization in the Semisimplicity Theorem, also proved in [1]: there is a canonical isomorphism
of perverse sheaves
pHi(Rf∗QX [n]) ≃
⊕
l
IC
Sl
(Li,l) (5)
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where the ICSl(Li,l) are the Goresky-MacPherson intersection cohomology complexes on
Y associated with certain semisimple local systems Li,l on the strata of a finite algebraic
stratification Y = ∐dimYl=0 Sl for the map f.
Analogous results hold for a possibly singular X, provided one replaces Rf∗QX [n] by the
intersection cohomology complex ICX .
These three theorems are cornerstones of the topology of algebraic maps. They have
found many applications to algebraic geometry and to representation theory and, in our
opinion, should be regarded as expressing fundamental properties of complex algebraic
geometry.
In our previous paper [5] we proved that if f is semismall, then L behaves Hodge-
theoretically like an ample line bundle: the Hard Lefschetz Theorem holds for L acting
on rational cohomology, i.e. Lr : Hn−r(X) ≃ Hn+r(X), for every r, and the primitive
subspaces KerLr+1 ⊆ Hn−r(X) are polarized by means of the intersection form on X.
Associated with a stratification of the map f there is a series of intersection forms de-
scribing how the fiber of a point in a given stratum intersects in X the pre-image of the
stratum. In the case of a semismall map there is only one intersection form for each
stratum component. The discovery of the above polarizations, joined with an argument
of mixed Hodge structures showing that for every y ∈ Y the group Hn(f
−1(y)) injects
in Hn(X), allowed us to prove that the intersection forms are definite and thus nonde-
generate. This generalizes the well-known result of Grauert for the contraction of curves
on surfaces. By means of an induction on the strata, the statement of the semisimplicity
theorem (5) for semismall maps f was proved to be equivalent to the fact that the in-
tersection forms are nondegenerate. The statements (3) and (4) are trivial for semismall
maps since Rf∗QX [n] ≃
pH0(Rf∗QX [n]). Our result about the intersection forms being
definite can be seen as a “Decomposition Theorem with signs for semismall maps,” i.e. as
a polarized version of this theorem.
In this paper, in the spirit of our paper [5], we give a geometric proof of the Rel-
ative Hard Lefschetz, Decomposition and Semisimplicity isomorphisms (3), (4) and (5).
We complement these results by uncovering a series of Hodge-theoretic properties of the
singular rational cohomology groups H∗(X) and of the natural maps Hn−∗(f
−1(y)) →
Hn+∗(X), y ∈ Y.
We now discuss our results. By standard reductions, most statements remain valid in
the context of proper maps of algebraic varieties (cf. 2.3).
The perverse truncation, which is defined locally over Y by means of the topological
operations of push-forward and truncation with respect to a stratification for f, gives rise
to an increasing filtration H l≤b(X) ⊆ H
l(X) and to the corresponding graded perverse
cohomology groups H lb(X) = H
l
≤b(X)/H
l
≤b−1(X). See 4.2.
Our first result is the Hard Lefschetz Theorem for Perverse Cohomology Groups 2.1.4.
While the Hard Lefschetz Theorem for the pull-back line bundle L acting on ordinary
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cohomology fails, due to the lack of positivity of L on the fibers of the map f, the analogous
result, with a natural shift in cohomological degree, holds for the perverse cohomology
groups.
It is as if the perverse filtration were calibrated precisely for the purpose of correcting the
failure of the Hard Lefschetz Theorem for L. In fact, this result implies that the perverse
filtration coincides with the canonical weight filtration associated with the Jordan form of
the nilpotent operator L acting on H∗(X) (cf. 5.2.4). We find this aspect of our approach
quite intriguing.
Since the weight filtration above, being characterized in terms of the (1, 1)−operator
L, is automatically Hodge-theoretic, we get the Hodge Structure Theorem 2.1.5 stating
that the perverse filtration, and hence the perverse cohomology groups, are endowed with
canonical Hodge structures.
The Hard Lefschetz Theorem for Perverse Cohomology Groups implies the (η, L)−De-
composition Theorem 2.1.6, i.e. a Lefschetz-type direct sum decomposition of the perverse
cohomology groups of X into “(η, L)−primitive” Hodge sub-structures. The decomposi-
tion is orthogonal with respect to certain polarizing bilinear forms SηL coming from the
Poincare´ pairing on X modified by L and η.
The Generalized Hodge-Riemann Bilinear Relations Theorem 2.1.7 state that the forms
SηL polarize up to sign the (η, L)−primitive spaces.
In our approach, it is crucial to describe (cf. 5.4) the subspace of cohomology classes of
Hn(X) which are limits for ǫ → 0+ of cohomology classes primitive with respect to the
ample line bundles of the form L+ ǫη.
The Generalized Grauert Contractibility Criterion 2.1.8 and the Refined Intersection
Form Theorem 2.1.9 establish some of the Hodge-theoretic properties of the homology
groups H∗(f
−1(y)) and of the refined intersection forms defined on them (cf. 3.4).
To our knowledge, this rich structure on H∗(X) and on H∗(f−1(y)) has not been
spelled-out before and it should have significant geometric applications. We discuss two
examples in 2.4 and 2.5.
We propose two applications, the Contractibility Criterion 2.1.11 and the Signature for
Semismall Maps Theorem 2.1.13.
In our approach, not only are these structures and results complementary to the De-
composition Theorem, but they are also instrumental in proving it. In view of the induc-
tive approach we develop in 6.1.3, the Decomposition Theorem implies that the refined
intersection forms (more precisely, one of the graded parts) are nondegenerate. We es-
tablish the converse statement. We prove directly that these forms are nondegenerate
and show how this nondegeneration implies the Decomposition Theorem. In the critical
case of cohomological degree n and perversity zero, we show that the graded class map
Hn,0(f
−1(y)) → Hn0 (X) is an injection of pure Hodge structures and that the refined in-
tersection form on the fiber f−1(y) underlies a polarization. Again, our results, can be
seen as a “Decomposition Theorem with signs.”
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These results, coupled with a series of simple reductions, give a proof of (4), (5) for
proper maps of complex algebraic varieties and of (3) for projective maps of complex
algebraic varieties (cf. 2.3).
The Purity Theorem 2.2.1 states that the direct sum decomposition for the hyperco-
homology of (5) is by Hodge sub-structures. In particular, the intersection cohomology
groups of projective varieties carry a pure Hodge structure which is canonical in the sense
of 2.2.3.a.
The Hodge-Lefschetz Theorem for Intersection Cohomology 2.2.3 is a generalization to
the intersection cohomology of a projective variety of the classical Hodge theory for the
singular cohomology of projective manifolds (cf. 3.1).
What follows compares the results of the present paper with some of the literature.
Theorem 2.3.3 is proved by Beilinson, Bernstein, Deligne and Gabber in [1]. The result is
first proved in positive characteristic using the formalism of perverse sheaves in conjunction
with the purity results proved in [12] concerning the eigenvalues of the Frobenius operator
acting on complexes of sheaves on a variety defined over a finite field. The result is then
“lifted” to characteristic zero.
The deep elegance of this approach does not seem to explain the geometry of the result
over the complex numbers and does not give a proof of the Hodge-theoretic results in 2.1.
In the series of remarkable papers [23], [24] and [25], M. Saito has developed a D-modules
transcendental approach via his own mixed Hodge modules.
C. Sabbah [22] has recently extended M. Saito’s results to the case of semisimple local
systems on X by developing his own theory of polarizable twistor D-modules. See also
the related work by T. Mochizuki [20], [21].
While Saito’s results cover and pre-date some of the results of this paper, namely the
Relative Hard Lefschetz Theorem 2.1.1.a, the Decomposition Theorem 2.1.1.b and part of
the Purity of Intersection Cohomology 2.2.3.a, and give other results as well, the proofs
do not seem to explain the underlying geometry and do not describe explicitly Hodge
structures and polarizations.
We show that the properties of the refined intersection form are responsible for the
topological splitting of Rf∗QX [n] and we establish these properties using Hodge theory.
The paper is not self-contained as it relies, for instance, on the theory of t−structures.
However, at several stages, we need results in a form that seems to be less general but
sharper than what we could find in the literature. For this reason, we offer two rather
long sections of preliminaries. We also hope that having collected results on the theory of
stratifications, constructible sheaves and perverse sheaves can in any case be useful to the
reader. The statements proved in this paper are collected in section 2. The proofs of the
main results are strongly intertwined and we give a detailed account of the steps of the
proof in 2.6, trying to emphasize the main ideas. Due to the presence of a rich array of
structures, many verifications of compatibility are necessary in the course of our proofs.
We have decided to include careful proofs of the ones that did not seem to be just routine.
6
Acknowledgments. The authors would like to thank Victor Ginzburg, Mark Goresky,
Agnes Szilard, Arpad Toth and Dror Varolin for useful remarks. They would like to thank
Robert MacPherson for suggesting improvements and making useful remarks. The first-
named author would like to thank the following institutions for their kind hospitality while
portions of this work were being carried out: the Korean Institute for Advanced Study,
Seoul, the Institute for Advanced Study, Princeton, the Mathematical Sciences Research
Institute, Berkeley, the Max Planck Institut fu¨r Mathematik, Bonn and the Department
of Mathematics of the University of Bologna. The second-named author would like to
thank the Department of Mathematics of SUNY at Stony Brook and the Department of
Mathematics of the University of Rome, “La Sapienza.”
The first-named author dedicates this paper to his family and to the memory of Meeyoung
Kim.
The second-named author dedicates this paper to his father for his eightieth birthday, and
to E., F. and G.
2 Statements
We state and prove our results for maps of projective varieties f : X → Y with X
nonsingular in 2.1 and 2.2. The Hodge-theoretic results are strongest and more meaningful
in this context. Most results remain valid (cf. 2.3) for proper algebraic maps of algebraic
varieties via standard reductions to the nonsingular projective case.
2.1 The projective case
The basic set-up of this paper is as follows:
• let f : X → Y be a map of projective varieties, X nonsingular of dimension n, η be
an ample line bundle on X, A be an ample line bundle on Y and L := f∗A.
The results that follow are discussed in the two examples 2.4 and 2.5.
We denoteRf∗ simply by f∗. The line bundle η defines a map QX → QX [2]. By pushing-
forward in the derived sense, we get a map f∗QX → f∗QX [2] and maps
pHi(f∗QX [n]) →
pHi+2(f∗QX [n]). We denote all these maps simply by η.
The following extends a great deal of classical Hodge Theory to the case of maps. It was
proved by Beilinson, Bernstein and Deligne in [1].
Theorem 2.1.1
(a) (The Relative Hard Lefschetz Theorem) For every i ≥ 0, the map induced by η
in perverse cohomology is an isomorphism:
ηi : pH−i(f∗QX [n]) ≃
pHi(f∗QX [n]).
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In particular, having set, for i ≥ 0, P−iη := Ker η
i+1 ⊆ pH−i(f∗QX [n]), we have equalities
pH−i(f∗QX [n]) =
⊕
j≥0
ηjP−i−2jη ,
pHi(f∗QX [n]) =
⊕
j≥0
ηi+jP−i−2jη .
(b) (The Decomposition Theorem) There is an isomorphism in D(Y ):
ϕ :
⊕
i
pHi(f∗QX [n])[−i] ≃ f∗QX [n].
(c) (The Semisimplicity Theorem) The pHi(f∗QX [n]) are semisimple (cf. 3.8). More
precisely, given any stratification for f (cf. 3.2) Y = ∐lSl, 0 ≤ l ≤ dimY, there is a
canonical isomorphism in Perv(Y ) :
pHi(f∗QX [n]) ≃
dimY⊕
l=0
ICSl(Li,l)
where the local systems Li,l := α
∗
lH
−l( pHi(f∗QX [n])) on Sl are semisimple.
Remark 2.1.2 The complexes pHi(f∗QX [n]) = 0 if |i| > r(f), where r(f) is the defect of
semismallness 4.7.2 of f. It can be shown that this vanishing is sharp (cf. [7]).
Remark 2.1.3 The isomorphism ϕ of Theorem 2.1.1.b is not unique. It is possible to
make some distinguished choices (cf. [9]). These choices play no role in the present paper.
The symbol
ϕ
≃ indicates that a certain isomorphism is realized via ϕ. The Decompo-
sition Theorem implies that (cf. 4.3), setting
Hn+l≤b (X) := Im
{
H
l(Y, pτ≤bf∗QX [n])→ H
l(Y, f∗QX [n])
}
⊆ Hn+l(X)
and
Hn+lb (X) := H
n+l
≤b (X)/H
n+l
≤b−1(X),
we get a canonical identification
Hn+lb (X) = H
l−b(Y, pHb(f∗QX [n]))
and isomorphisms:
Hn+l≤b (X)
ϕ
≃
⊕
i≤b
H
l−i(Y, pHi(f∗QX [n])).
The cup product with η verifies ηH l≤a(X) ⊆ H
l+2
≤a+2(X) (cf. 4.4) and induces maps,
still denoted η : H la(X) → H
l+2
a+2(X). The cup product with L is compatible with the
direct sum decomposition induced by any isomorphism ϕ (cf. 4.4.3) and induces maps
L : H la(X)→ H
l+2
a (X).
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Theorem 2.1.4 (The Hard Lefschetz Theorem for Perverse Cohomology Grou-
ps) Let k ≥ 0, b, j ∈ Z. Then the following cup product maps are isomorphisms:
ηk : Hj−k(X) ≃ H
j+2k
k (X), L
k : Hn+b−kb (X) ≃ H
n+b+k
b (X).
The previous result allows to describe the perverse filtration purely in terms of the nilpo-
tent linear map L acting via cup-product on the cohomology of X. For the precise state-
ment, involving the notion of weight filtration associated with L, see 4.5, 4.6 and Propo-
sition 5.2.4. Since L is of type (1, 1), we get the following.
Theorem 2.1.5 (The Hodge Structure Theorem) For l ≥ 0 and b ∈ Z, the subspaces
H l≤b(X) ⊆ H
l(X)
are pure Hodge sub-structures. The quotient spaces
H lb(X) = H
l
≤b(X)/H
l
≤b−1(X)
inherit a pure Hodge structure of weight l.
Note that the Hodge structure thus constructed on H lb(X) is compatible with restric-
tion to zero-loci of sections of η and L in the following sense. Let i : Xrs → X be the
inclusion of a complete intersection of r general sections of η and s general sections of L.
The restriction i∗ : H l(X)→ H l(Xrs ) maps H
l
≤a(X) to H
l
≤a+r(X
r
s ) (cf. 4.2.3) and induces
a morphism of pure Hodge structures H la(X)→ H
l
a+r(X
r
s ).
Define P−j−i := Ker η
i+1 ∩ KerLj+1 ⊆ Hn−i−j−i (X), i, j ≥ 0 and P
−j
−i := 0 otherwise.
In the same way in which the classical Hard Lefschetz implies the Primitive Lefschetz
Decomposition for the cohomology of X, Theorem 2.1.4 implies the double direct sum
decomposition of
Corollary 2.1.6 (The (η, L)−Decomposition) Let i, j ∈ Z. There is a Lefschetz-type
direct sum decomposition into pure Hodge sub-structures of weight (n − i − j), called the
(η, L)−decomposition:
Hn−i−j−i (X) =
⊕
l, m∈Z
η−i+l L−j+m P j−2mi−2l .
Using representatives in Hn−i−j≤−i (X), i, j ≥ 0, define bilinear forms S
ηL
ij on H
n−i−j
−j (X)
by modifying the Poincare´ pairing
SηLij ([α], [β]) :=
∫
X
ηi ∧ Lj ∧ α ∧ β.
Using 2.1.4, one can define forms SηLij for all i and j. These forms are well defined and
nondegenerate (cf. 4.5).
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Theorem 2.1.7 (The Generalized Hodge-Riemann Bilinear Relations)
The (η, L)−decomposition is orthogonal with respect to SηLij . The forms S
ηL
ij are, up to a
sign made precise in 4.5.2, a polarization of each (η, L)−direct summand.
The following two results are key in proving the Semisimplicity Theorem and in our
opinion are geometrically significant. For what follows see 3.4 and Lemma 4.3.6.
The homology groups HBM∗ (f
−1(y)) = H∗(f
−1(y)), y ∈ Y, are filtered. The natural cycle
class map cl : HBMn−∗(f
−1(y))→ Hn+∗(X) is strict.
Theorem 2.1.8 (The Generalized Grauert Contractibility Criterion) Let b ∈ Z,
y ∈ Y . The natural class maps
clb : H
BM
n−b,b(f
−1(y)) −→ Hn+bb (X)
is injective and identifies HBMn−b,b(f
−1(y)) ⊆ KerL ⊆ Hn+bb (X) with a pure Hodge sub-
structure, compatibly with the (η, L)−decomposition. Each (η, L)−direct summand of
HBMn−b,b(f
−1(y)) is polarized up to sign by SηL−b,0.
In particular, the restriction of SηL−b,0 to H
BM
n−b,b(f
−1(y)) is nondegenerate.
By intersecting in X cycles supported on f−1(y), we get the refined intersection form
(cf. 3.4) HBMn−∗(f
−1(y))→ Hn+∗(f−1(y)) which is strict as well.
Theorem 2.1.9 (The Refined Intersection Form Theorem) Let b ∈ Z, y ∈ Y . The
graded refined intersection form
HBMn−b,a(f
−1(y)) −→ Hn+ba (f
−1(y))
is zero if a 6= b and it is an isomorphism if a = b.
Remark 2.1.10 Let b ∈ Z, y ∈ Y . If y lies on a positive-dimensional stratum Sl for
the map f (cf. 3.2), then the refined intersection form is identically zero (cf. 3.4.1). In
this case, the geometrically interesting map is the one of the Splitting Criterion 4.1.3:
HBMn−l−b,b(f
−1(y))→ Hn−l+bb (f
−1(y)). This map is the refined intersection form for f−1(y)
in Xl for the map Xl → Yl, where Yl is a codimension−l general complete intersection on
Y transversal to Sl at y and Xl := f
−1(Yl) (cf. 4.3.8).
The following two corollaries give examples of the kind of geometric applications stem-
ming from the results of this paper. See also Example 2.4.
Corollary 2.1.11 (Contractibility Criterion) Let f : X → Y be a projective and
surjective map of quasi projective varieties, X nonsingular. Let y ∈ Y and assume that f
is semismall over Y \ y, e.g. f|X\f−1(y) is an isomorphism.
For every b ≥ 0 the natural mixed Hodge structure Hn+b(f−1(y)) is pure of weight n + b.
The associated η−direct summands are polarized up to sign by the forms SηL−b0.
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Proof. We may compactify the morphism without changing the situation around and
over y. In particular, the perverse cohomology complexes will not change around y by
this process. It follows that we may assume that X is projective. By the Decomposition
Theorem, the Semisimplicity Theorem and semismallness (cf. 4.7.2 and 4.7.3)
f∗QX [n] ≃
⊕
l>0
IC
Sl
(L0,l)
⊕
T 0
⊕
⊕i 6=0
pHi(f∗QX [n])[−i],
where T 0 and pHi(f∗QX [n]) are skyscraper sheaves at y. It follows that the natural map
Hn+b(X) → Hn+b(f−1(y)) is surjective for every b ≥ 0, whence the purity statement.
Since Hj(IC
Sl
(L0,l)) = 0 for j ≥ 0 (cf. 3.8), H
n(f−1(y)) = T 0 and Hn+b(f−1(y)) =
pHb(f∗QX [n]) for b > 0. It follows that, for b ≥ 0, we haveH
n+b(f−1(y)) = Hn+b≤b (f
−1(y)) =
Hn+bb (f
−1(y)). The result follows from 2.1.9 and 2.1.8.
Remark 2.1.12 If, for example, n = 4 and f−1(y) = ∪Sj is a configuration of surfaces,
then the matrix [Sj] · [Sk] is positive definite. The example of P
2 ⊆ P4 shows that the
necessary Contractibility conditions expressed by Corollary 2.1.11 are clearly not sufficient.
In [5] we study projective semismall (cf. 4.7.2) maps f : X → Y with X a projective
manifold. We show that the intersection form I associated with a component of a codi-
mension 2h relevant stratum has a precise signature: (−1)hI > 0. The methods of [5] do
not cover the case of semismall projective maps from a quasi-projective manifold X. One
may compactify the morphism, but the condition of semismallness could be destroyed at
the boundary. The methods of this paper by-pass this problem and we have the following
Corollary 2.1.13 (Signature Theorem for Semismall Maps) Let f : X → Y be a
projective and surjective semismall map, with X nonsingular and quasi-projective. Then
the intersection form I associated with a component of a codimension 2h relevant stratum
is (−1)hI > 0.
Proof. As in the proof of 2.1.11, we may also assume that X is projective. By slicing
with hyperplane sections on Y (cf. section 6 and [5]), we are reduced to the case when
dimX = h, i.e. to the zero-dimensional stratum S0. Let y ∈ S0. We have a decomposition
similar to the one in the proof of 2.1.11, where T 0 ≃ Hn(f
−1(y)) is polarized up to sign
by the intersection form on X, i.e. by I.
2.2 Purity and Hodge-Lefschetz for Intersection Cohomology
Let Hji,l(X) := H
j−i−n(Y, IC
Sl
(Li,l)) ⊆ H
j
i (X), 0 ≤ l ≤ dimY, i ∈ Z, j ≥ 0. See 2.1.1.c.
In general, the pure-dimensional stratum Sl is not connected and one may write
Hji,l(X) =
⊕
S
Hji,l,S(X) (6)
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where the direct sum is over the connected components S of Sl.
A priori, it is not clear that the l.h.s. of (6) is a Hodge sub-structure of Hji (X) and
that (6) itself is a decomposition into Hodge sub-structures. We prove these facts in the
following
Theorem 2.2.1 (Purity Theorem) Let j ≥ 0 and i ∈ Z. The canonical direct sum
decomposition
Hji (X) =
⊕
l
Hji,l(X) =
⊕
l,S
Hji,l,S(X) (7)
is by Hodge sub-structures, it is SηL-orthogonal, and it is compatible with the (η, L)−De-
composition and its polarization.
Remark 2.2.2 The spaces Hn+b+db,l,S (X) behave like the cohomology of a collection of
projective manifolds. Fix b ∈ Z, l ≥ 0 and S a connected component of Sl, and let d ∈ Z
vary. We get a structure which satisfies Hodge-Lefschetz properties for L analogous to the
ones stated in Theorem 2.2.3. Similarly, if we fix d, l and S, and we let b ∈ Z vary, then
we get similar properties with respect to η. See 2.4, 2.5.
The following is the intersection cohomology counterpart of the classical Hodge Theory
of projective manifolds.
Theorem 2.2.3 (Hodge-Lefschetz for Intersection Cohomology)
(a) (Purity of Intersection Cohomology) For every j ≥ 0, the intersection cohomology
group IHj(Y,Q) carries a weight−j pure Hodge structure.
This structure is characterized by the property that, given any projective resolution f :
X → Y, the resulting natural inclusion
IHj(Y,Q) −→ Hj0(X)
is a map of weight−j pure Hodge structures.
Moreover, given a diagram of projective resolutions
X
g′′ //
g′

h
!!C
CC
CC
CC
C X
′′
f ′′

X ′
f ′ // Y
the images of the natural inclusions
IHj(Y,Q)
f ′◦g′
−→ Hj0(X)
f ′′◦g′′
←− IHj(Y,Q).
coincide.
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(b) (Weak Lefschetz Theorem for Intersection Cohomology) Let r : Y1 ⊆ Y be
the inclusion of a subvariety hyperplane section of Y transversal to all the strata of a
stratification of Y. Then
r∗ : IHj(Y,Q) −→ IHj(Y1,Q)
is an isomorphism for j ≤ dimY − 2 and injective for j = dimY − 1.
(c) (Hard Lefschetz Theorem for Intersection Cohomology) The cup product map
Aj : IHdimY−j(Y,Q) −→ IHdimY+j(Y,Q)
is an isomorphism for every j ≥ 0. Setting Pn−rA := KerA
r+1 ⊆ IHn−r(Y,Q), r ≥ 0 there
is a primitive Lefschetz decomposition
IHdimY−j(Y,Q) =
⊕
r≥0
Ar P dimY−j−2rA . (8)
(d) (Hodge-Riemann Bilinear Relations for Intersection Cohomology) Given a
projective resolution f : X → Y of the singularities of Y, the forms SηL0,−j polarize, up to
sign, the spaces Pn−jA . Moreover, the decomposition (8) is S
ηL
0,−j-orthogonal.
Remark 2.2.4 The Hodge-Lefschetz Theorem 2.2.3 is due to several authors. The Weak
Lefschetz Theorem is due to Goresky-MacPherson [15]. The Hard Lefschetz Theorem for
Intersection Cohomology is proved in [1] using algebraic geometry in positive characteristic.
We prove it as a corollary to the Hard Lefschetz Theorem on Perverse Cohomology Groups.
The fact that the Intersection Cohomology of a projective variety carries a canonical pure
Hodge structure is proved by M. Saito in [23]. The relation with the cohomology of
resolutions is stated, but not proved in [25]. Polarizations associated with Intersection
Cohomology appear implicitly in Saito’s work. The methods of the aforementioned papers
are completely different from the ones of this paper.
2.3 The algebraic case
In this section we point out that a series of simple reductions using Hironaka’s resolution
of singularities and Chow’s Lemma allows to prove Theorem 2.1.1 for proper maps of
algebraic varieties. Since no new idea is necessary for this purpose, we omit the proofs.
For details see [7], p.71-74.
Theorem 2.3.1 Let f : X → Y be a proper map of projective varieties. Then all the
results in 2.1 hold if we replace QX [n] with ICX .
Remark 2.3.2 In the singular case above, the refined intersection form must be replaced
by the maps H∗(y, α!yf∗ICX)→ H
∗(y, α∗yf∗ICX), where αy : y → Y is a point in Y.
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Theorem 2.3.3 Let f : X → Y be a proper map of algebraic varieties. Then the Decom-
position Theorem 2.1.1.b and the Semisimplicity Theorem 2.1.1.c hold for f if we replace
QX [n] by ICX .
If, in addition, f is projective and η is f−ample, then the Relative Hard-Lefschetz Theorem
2.1.1.a holds as well.
The results hold, with obvious modifications also left to the reader, for the push-
forward of any complex K ≃
⊕
i
pHi(K)[−i] such that each pHi(K) ≃ ⊕ICZ(LZ), where
the Z are nonsingular locally closed subvarieties of X and the LZ are self-dual local
systems arising as direct summands of some pHb(g∗QZ′ [dimZ
′]) for some algebraic proper
g : Z ′ → Z.
2.4 Example: Resolution of singularities of a threefold
Let f : X → Y be a generically finite and surjective map from a nonsingular three-
dimensional projective variety X. For ease of exposition, we assume that f admits a
stratification Y = U ∐ C ∐ y where y is a point in the closure of the smooth curve C
with the properties : a) dim f−1(y) = 2, b) dim f−1(c) = 1, c ∈ C. The map f is locally
topologically trivial, when restricted to the strata.
Note that f is semismall over Y \ y. Let LU be the local system on U associated with
the topological covering f−1(U) → U and LC be the local system on C associated with
H2(f−1(c)), c ∈ C. Let D := f−1(y), Dj ⊆ D be the irreducible surface components.
We have that H4(D) is spanned precisely by the fundamental classes of {Dj}. Denote by
[Dj ] ∈ H
2(X) the image of {Dj} via the natural class map cl : H4(D) → H
2(X). Let
X1 ⊆ X be a general η−hyperplane section of X and X1 be the zero locus of a general
section of L = f∗A. The map f| : X
1 → Y is generically finite onto a surface and contracts
to y the irreducible curves Ej := Dj ∩X
1. The map f| : X1 → Y has analogous properties,
but contracts the irreducible curves inside f−1(c), c ∈ C ∩ f(X1).
The defect of semismallness r(f) =, 1 so that pHi(f∗QX [3]) = 0, i 6= −1, 0, 1 and
pH−1(f∗QX [3])
pH0(f∗QX [3])
pH1(f∗QX [3])
H4(D)y ICY (LU )⊕ ICC(LC)⊕H3(D)y H
4(D)y
If f−1(c) is irreducible, then ICC(LC) ≃ ν∗QC˜ [1], where ν : C˜ → C is the normalization.
The Relative Hard Lefschetz Theorem, i.e. η : pH−1(f∗QX [3]) ≃
pH1(f∗QX [3]), becomes
the statement that the composition H4(D) → H
2(X)
η
→ H4(X) → H4(D) is an isomor-
phism so that the ensuing bilinear form on H4(D)
〈{Dj}, {Dk}〉 =
∫
X
η ∧ [Dj ] ∧ [Dk] =
∫
X1
[Ej ] ∧ [Ek] (9)
is nondegenerate. We have pH−i(f∗QX [3]) = P
−i
η , i = 0, 1.
The Decomposition Theorem reads:
f∗QX [n] ≃ (H4(D)y[1])⊕
(
ICY (LU )⊕ ICC(LC)⊕H3(D)y[0]
)
⊕
(
H4(D)y[−1]
)
.
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The Semisimplicity Theorem implies the elementary fact that LU and LC are semisimple.
The Hodge Structure Theorem gives the following table of Hodge (sub-)structures:
coh.deg. 0 1 2 3 4 5 6
H∗≤−1(X) 0 0 Im {H4(D)→ H
2} 0 0 0 0
H∗≤0(X) H
0 H1 H2 H3 Ker {H4 → H4(D)} H5 H6
H∗≤1(X) H
0 H1 H2 H3 H4 H5 H6
The forms SηLij are defined via
∫
X η
i ∧ Lj ∧ a ∧ b =
∫
Xi
j
a|Xi
j
∧ b|Xi
j
.
The (η, L)−Decomposition Theorem and the Generalized Hodge-Riemann Bilinear Re-
lations give the following table of SηLij −orthogonal decompositions of the pure Hodge
structures H3−i−j−i (X). Each term P
−j
−i is a Hodge sub-structure polarized by S
ηL
ij .
coh.deg. 0 1 2 3 4 5 6
H∗−1(X) 0 0 P
0
−1 ≃ H4(D) 0 0 0 0
H∗0 (X) P
−3
0 P
−2
0 P
−1
0 ⊕ LP
−3
0 P
0
0 ⊕ LP
−2
0 LP
−1
0 ⊕ L
2P−30 L
2P−20 L
3P−30
H∗1 (X) 0 0 0 0 ηP
0
−1 ≃ H
4(D) 0 0
In general, the display above has several rows. Each row presents a horizontal shifted
symmetry with respect to the action of L. There is an additional diagonal symmetry of
the display due to η.
Each horizontal and diagonal row behaves like the cohomology of a projective manifold
under the action of an ample line bundle.
These symmetries are explained by the Hard Lefschetz Theorem for Perverse Cohomology
Groups which gives the following display of isomorphisms
H4(D)
c1(η) ..
5
8
;
?
C
F
J
M
P
R U W Y [
H0
c1(L)3
33H1
c1(L)2
((
H2/H4(D)
c1(L)
,,
H3 Ker{H4 → H4(D)} H5 H6
H4(D)
The Purity Theorem implies that the various pieces decompose further according to strata
into polarized Hodge sub-structures in a fashion compatible with the (η, L)−Decomposition
(cf. 2.2.2).
By the Generalized Grauert Contractibility Criterion, the fibers of f contribute to the
pieces P 0−1, P
−1
0 and P
0
0 as we now explain.
a) The class map H4,−1(D) = H4(D) → H
2
−1(X) is injective. The image is the Hodge
structure P 0−1 polarized by S
ηL
10 which in turn coincides with the negative-definite (9). This
is Grauert’s Criterion for the contraction of the curves Ej on X
1.
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b) The group H2,1(f
−1(c)) = {0} and the injectivity statement 2.1.8 is trivial for c ∈ C.
The map H2,0(f
−1(c)) = H2(f
−1(c)) → H40 (X) lands in LP
−1
0 . This map is not the zero
map: its image is isomorphic to the invariants H2(f
−1(c))π1(C,c). The fact that SηL0,−1 is
a polarization merely reflects the Grauert criterion for the contraction of the curves in
f−1(c), c ∈ C ∩ f(X1), given by the map f|X1 : X1 → Y.
c) The class map H3,0(D) = H3(D) → H
3(X) is injective. The image is a split Hodge
sub-structure of P 00 . Both Hodge structures are polarized by S
ηL
00 , i.e. by
∫
X . In fact,
by the Contractibility Criterion 2.1.11: if D is to appear in such a morphism f, then its
a-priori mixed Hodge structures H i(D) must be pure for every i ≥ 3.
2.5 Example: Families of Varieties
Let f : X → C be a surjective map of projective manifolds, dimX = m+ 1, dimC = 1.
There is a stratification of f given by C = U ∐ S, where S is a finite set. Denote by
g : f−1(U) =: U ′ → U and by β : U → C ← S : α the resulting maps. If L is a local
system on U, then ICC(L) = (β
0
∗L)[1], where we denote by β
0
∗ the sheaf-theoretic direct
image (i.e. not the derived functor). We have r(f) = m and
pHj(f∗QX [m+ 1]) ≃ (R
m+jg∗QU ′)[1]⊕K
j, j ∈ [−m,m], 0 otherwise,
where the Kj are sheaves supported on S.
The Relative Hard Lefschetz Theorem translates into
ηj : Rm−jg∗QU ′ ≃ R
m+jg∗QU ′ , η
j : K−j ≃ Kj.
The first isomorphism is the classical Hard Lefschetz Theorem for the fibers of the smooth
map g.
The Decomposition Theorem reads
f∗QX [m+ 1] ≃
⊕
j
(
(β0∗R
m+jg∗QU ′)[1][−j] ⊕ α∗K
j [−j]
)
.
The Semisimplicity Theorem gives the well-known semisimplicity of the local systems
Rm+jg∗QU ′ . We omit drawing tables as in 2.4. We point out that the stalks K
j
p, p ∈ S,
are split Hodge sub-structures of P 0−j , polarized up to sign by the forms S
ηL
j0 . By taking
cohomology sheaves we find isomorphisms Rif∗QX ≃ β
0
∗β
∗Rig∗QU ′ ⊕ α∗K
i−m. It follows
that the natural adjunction map Rif∗QX → β
0
∗β
∗Rig∗QU ′ is surjective. By taking stalks
at p ∈ S we get that
H i(f−1(p)) −→ H i(g−1(u))Z, u ∈ U
is surjective, i.e. that the classes in H i(g−1(u)) which are invariant under the local mon-
odromy around p come from H i(f−1(p)) or, equivalently, from H i(f−1(Up)), Up a small
Euclidean neighborhood of p. This statement is known as the Local Invariant Cycle The-
orem. We note that, compared with the sharp versions of this theorem, due to various
authors, see for instance [27], [4], [13] and [16], this proof works only for projective (as
opposed to Ka¨hler) families over a quasi projective base (as opposed to over the disk).
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2.6 The structure of the proof
The set-up is as in 2.1. The proof of the results in 2.1 is by a double induction on the
defect of semismallness and on the dimension of the target of the map f : X → Y.
The Purity Theorem 2.2.1 is proved in 7.1. The Hodge-Lefschetz Theorem 2.2.3 is proved
in 7.2.
The starting point of the proof by induction is the following
Fact 2.6.1 If dim f(X) = 0, then L and the perverse filtration are trivial and all the
results of 2.1 are either trivial or hold by classical Hodge theory. See Theorem 3.1.2.
The inductive hypothesis takes the following form
Assumption 2.6.2 Let R ≥ 0 and m > 0. Assume that the results of 2.1 hold for every
projective map g : Z ′ → Z of projective varieties with Z ′ nonsingular such that either
r(g) < R, or dim f(Z) < m and r(g) ≤ R.
We prove that if Assumption 2.6.2 holds, then the results of 2.1 hold for every map
f : X → Y as in 2.1 with r(f) ≤ R and dim f(X) ≤ m.
In view of Fact 2.6.1, all the results in 2.1 follow by induction.
What follows is an outline of the structure of the proof of the results of this paper.
Remark 2.6.3 We assume 2.6.2 and prove the results in 2.1 for the map f. Once a result
has been established for f we use it in the proof of the results that follow.
• Step 1. We prove the Relative Hard Lefschetz Theorem 2.1.1.a in Proposition 5.1.3.
Either the defect of semismallness is zero and there is nothing to prove, or we consider
the universal hyperplane section morphism g (cf. 4.7). In this case, the defect of
semismallness r(g) < r(f) and the inductive hypothesis 2.6.2 apply. The rest of the
proof follows a classical path: one is reduced to the case i = 1 and concludes by
using the inductive semisimplicity statement for g. As is well-known (cf. [9]), the
Decomposition Theorem 2.1.1.b is a formal homological consequence of the Relative
Hard Lefschetz Theorem 2.1.1.a. The Weak-Lefschetz-type result 4.7.8 implies the
Semisimplicty Theorem 2.1.1.c for i 6= 0. The critical case i = 0 is proved at the end
of the inductive procedure. See Step 6.
• Step 2. We prove the Hard Lefschetz Theorem for Perverse Cohomology Groups
2.1.4 for in 5.2. The statement for η follows from the Relative Hard Lefschetz after
taking hypercohomology. Using hyperplane sections X1 on X (cf. 4.7.6) and Y1 on Y
(cf. 4.7.7), the statement for L is reduced to checking that L : Hn−10 (X) ≃ H
n+1
0 (X).
At this stage we do not know yet that Hn−10 (X) has a Hodge structure, so that care is
needed when using Hodge-theoretic statements. We use the mapX1 = f
−1(Y1)→ Y1
and the inductive Generalized Hodge-Riemann Bilinear Relations 2.1.7 to conclude.
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• Step 3. The Hodge Structure Theorem 2.1.5 is proved in 5.2. The Hard Lefschetz
Theorem for Perverse Cohomology Groups implies that the filtration W tot (cf. 4.6)
on ⊕jH
j(X) coincides with the weight filtration WL for the nilpotent operator L.
Since the latter is clearly Hodge-Theoretic, so is the former, whence Theorem 2.1.5.
The (η, L)−Decomposition 2.1.6 is then a formal algebraic consequence of what has
already been proved.
• Step 4. The Generalized Hodge-Riemann Bilinear Relations 2.1.7 are proved in the
cases P ji 6= P
0
0 in 5.3 using the inductive hypothesis. The crucial case P
0
0 is proved
in 5.4. Let ǫ > 0 and Lǫ := L + ǫ η : H
n(X) → Hn+2(X), Λǫ := KerLǫ ⊆ H
n(X).
We consider the pure Hodge structure Λ = limǫ→0Λǫ ⊆ KerL ⊆ H
n(X). Since,
by classical Hodge Theory (cf. 3.1.2), every Λǫ is polarized (up to sign) by the
intersection form, the space Λ is semipolarized by the same form, i.e. the relevant
bilinear form has a non-trivial radical, but it is positive semidefinite. At this point
something quite remarkable happens: Λ ⊆ Hn≤0(X), i.e. Λ = Λ≤0 and the radical
of the semipolarization is Λ≤−1 = Λ ∩H
n
≤−1(X). It follows that Λ0 := Λ≤0/Λ≤−1 ⊆
Hn0 (X) is polarized by S
ηL
00 . Finally, since P
0
0 ⊆ Λ0 is a Hodge sub-structure, it is
automatically polarized (cf. 3.1.1).
• Step 5. The Generalized Grauert Contractibility Criterion 2.1.8 is proved in 6.3
in the context of proving the semisimplicity of pH0(f∗QX [n]), i.e. the remaining
case of Theorem 2.1.1.c. By slicing the strata, we reduce the proof to the key case
when the perversity index is zero and the stratum is zero-dimensional. To deal with
this case we use Deligne’s Theory of Mixed Hodge structures to infer the injectivity
part of the statement. The relevant graded piece of the homology of the fiber is
then a Hodge sub-structure of the corresponding perverse cohomology group of X,
compatibly with the (η, L)−Decomposition. The nondegeneration statement follows
from the Generalized Hodge-Riemann Bilinear Relations and the elementary 3.1.1.
• Step 6. We prove that pH0(f∗QX [n]) is semisimple in §6. We first prove Theorem
6.3.2 which states that that the complex in question is a direct sum of intersection
cohomology complexes of local systems on strata. The proof uses the Splitting Cri-
terion 4.1.3: the criterion is met by virtue of the Generalized Grauert Contractibility
Criterion. The Refined Intersection Form Theorem 2.1.9 follows from Theorem 6.3.2
and the Splitting Criterion 4.1.3. We prove Theorem 6.4.2, i.e. that the local systems
above are semisimple by exhibiting them as quotients of local systems associated with
certain auxiliary smooth proper maps.
The Purity Theorem 2.2.1 is proved in 7.1 by a similar induction, using the results of
2.1 as well as Deligne’s theory of Mixed Hodge structures.
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3 Notation and preliminary results
We work over C and denote rational singular cohomology groups by H∗(−).
3.1 The topology and Hodge Theory of algebraic varieties
In this section we collect classical results concerning the topology and the Hodge theory
of projective manifolds.
Let l ∈ Z, H be a finitely generated abelian group, HQ := H ⊗Z Q, HR = H ⊗Z R,
HC = H ⊗Z C.
A pure Hodge structure of weight l on H, HQ or HR, is a direct sum decomposition
HC = ⊕p+q=lH
pq such that Hpq = Hqp. The Hodge filtration is the decreasing filtration
F p(HC) := ⊕p′≥pH
p′q′ . A morphism of Hodge structures f : H → H ′ is a group homo-
morphism such that f ⊗ IdC is compatible with the Hodge filtration, i.e. such that it is
a filtered map. Such maps are automatically strict. The category of Hodge structures of
weight l is abelian.
Let C be the Weil operator, i.e. C : HC ≃ HC is such that C(x) = i
p−qx, for every
x ∈ Hpq. It is a real operator. Replacing ip−q by zpzq we get a real action ρ of C∗ on HR.
A polarization of the real pure Hodge structure HR is a real bilinear form Ψ on HR which
is invariant under the action given by ρ restricted to S1 ⊆ C and such that the bilinear
form Ψ˜(x, y) := Ψ(x,Cy) is symmetric and positive definite. If Ψ is a polarization, then
Ψ is symmetric if l is even, and antisymmetric if l is odd. In any case, Ψ is nondegenerate.
In addition, for every 0 6= x ∈ Hpq, (−1)lip−qΨ(x, x) > 0, where Ψ also denotes the
C−bilinear extension of Ψ to HC. The following remark is used several times in this paper.
Remark 3.1.1 If H ′ ⊆ H is a Hodge sub-structure, then HR is fixed by C. It follows that
Ψ|H′
R
is a polarization, hence it is nondegenerate.
Let X be a nonsingular projective variety of dimension n, η be an ample line bundle
on X. For every r ≥ 0 define Pn−r = Ker ηr+1 ⊆ Hn−r(X,Q). Classical Hodge Theory
states that, for every l, H l(X,Z) is a pure Hodge structure of weight l, Pn−r is a rational
pure Hodge structure of weight n− r polarized by a modification of the Poincare´ pairing
on X.
Theorem 3.1.2 (a) (The Hard Lefschetz Theorem) For every r ≥ 0 one has
ηr : Hn−r(X,Q) ≃ Hn+r(X,Q).
(b) (The Primitive Lefschetz Decomposition) For every r ≥ 0 there is the direct sum
decomposition
Hn−r(X,Q) =
⊕
j≥0
ηjPn−r−2j
where each summand is a pure Hodge sub-structure of weight n− r and all summands are
mutually orthogonal with respect to the bilinear form
∫
X η
r ∧ − ∧ −.
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(c) (The Hodge-Riemann Bilinear Relations) For every 0 ≤ l ≤ n, the bilinear
form (−1)
l(l+1)
2
∫
X η
n−l ∧ − ∧ − is a polarization of the pure weight−l Hodge structure
P l ⊆ H l(X,R). In particular,
(−1)
l(l−1)
2 ip−q
∫
X
ηn−l ∧ α ∧ α > 0, ∀ 0 6= α ∈ P l ∩Hpq(X,C).
A local system L on an algebraic variety Y is said to be semisimple if every local
subsystem L′ of L admits a complement, i.e. a local subsystem L′′ of L such that L ≃
L′ ⊕ L′′.
Remark 3.1.3 If Y is normal and Y ′ ⊆ Y is a Zariski-dense open subset, then L is
semisimple if and only L|Y ′ is semisimple. In fact, the natural map π1(Y
′, y′) −→ π1(Y, y
′)
is surjective for any y′ ∈ Y ′.
Theorem 3.1.4 (Decomposition Theorem for proper smooth maps) Let f : Xn →
Y m be a smooth proper map of smooth algebraic varieties of the indicated dimensions and
η be an ample line bundle on X. Then
ηi : Rn−m−if∗QX ≃ R
n−m+if∗QX , ∀i ≥ 0, Rf∗QX ≃
⊕
i≥0
Rif∗QX [−i]
and the local systems Rjf∗QX are semisimple on Y.
Proof. See [8] and [10], The´ore`me 4.2.6.
Theorem 3.1.5 (Mixed Hodge structure on cohomology) Let X be an algebraic
variety. For each j there is an increasing weight filtration
{0} = W−1 ⊆W0 ⊆ . . . ⊆W2j = H
j(X,Q)
and a decreasing Hodge filtration
Hj(X,C) = F 0 ⊇ F 1 ⊇ . . . ⊇ Fm ⊇ Fm+1 = {0}
such that the filtration induced by F • on the complexified graded pieces of the weight fil-
tration endows every graded piece Wl/Wl−1 with a pure Hodge structure of weight l.
This structure is functorial for maps of algebraic varieties and the induced maps strictly
preserve both filtrations.
We shall need the following two properties of this structure. See [11], 8.2 for more.
Theorem 3.1.6 Let Z ⊆ U ⊆ X be embeddings where U is a Zariski-dense open subva-
riety of the nonsingular variety X and Z is a closed subscheme of X. Then
Im
(
Hj(X) −→ Hj(Z)
)
= Im
(
Hj(U) −→ Hj(Z)
)
, ∀ j ≥ 0.
Let g : T → Z be a proper algebraic map of proper schemes, T nonsingular. Then
Ker
(
g∗ : Hj(Z) −→ Hj(T )
)
= Wj−1
(
Hj(Z)
)
, ∀ j ≥ 0.
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3.2 Whitney stratifications of algebraic maps
It is known that every algebraic variety Y of dimension d admits a Whitney stratification
Y where the strata are locally closed algebraic subsets with a finite number of irreducible
nonsingular components. See [2], I.1, I.4, [15], I, and the references contained therein. In
particular, Y admits a filtration Y = Yd ⊇ Yd−1 ⊇ Yd−2 ⊇ . . . ⊇ Y1 ⊇ Y0 ⊇ Y−1 = ∅ by
closed algebraic subsets subject to the following properties.
(1) Sl := Yl \ Yl−1 is either empty or a locally closed algebraic subset of pure dimension
l; the connected components of Sl are a finite number of nonsingular algebraic varieties.
We have Zariski-dense open sets Ul := Y \ Yl−1 = ∐l′≥lSl′ , such that Ul = Ul+1 ∐Sl. Note
that Ud is a nonsingular Zariski-dense open subset of Y and that U0 = Y.
(2) (Local normal triviality) Let y ∈ Sl, N be a normal slice through Sl at y, L be the link
of S at y, N := N \L be the (open) normal slice. The spaces N , L and N inherit Whitney
stratifications. N (N , resp.) is homeomorphic in a stratum-preserving manner to the cone
c(L) (c(L)\L, resp.) over the link L with vertex identified to y. The cone is stratified using
the cone structure and the given stratification of the link. The point y admits an open
euclidean neighborhood W in Z which is homeomorphic in a stratum-preserving manner
to Cl ×N .
Definition 3.2.1 (Stratification of Y ) In this paper, the term stratification of Y indi-
cates a finite, algebraic Whitney stratification of Y. The resulting open and closed embed-
dings are denoted by Sl
αl−→ Ul
βl←− Ul+1.
Remark 3.2.2 Let Y ⊆ PN be a a quasi-projective variety, Y a stratification of Y. Bertini
Theorem implies that, for every l > 0 for which Sl is not empty, the normal slice N through
a point y ∈ Sl can be chosen to be the trace, in a suitable euclidean neighborhood of y in
Y, of a complete intersection of l hyperplanes of PN passing through y, transversal to all
strata of Y.
The Thom Isotopy Lemmas, adapted to the algebraic setting, yield the following result.
See [15], I.7.
Theorem 3.2.3 Let f : X → Y be an algebraic map of algebraic varieties. There exist
finite algebraic Whitney stratifications X of X and Y of Y such that, given any connected
component S of a Y stratum Sl on Y :
1) f−1(S) is an union of connected components of strata of X each of which is mapping
submersively to S; in particular, every fiber f−1(y) is stratified by its intersection with the
strata of X.
2) ∀y ∈ S there exists an euclidean open neighborhood U of y in S and a stratum-preserving
homeomorphism h : U × f−1(y) ≃ f−1(U) such that f ◦ h is the projection to U .
Definition 3.2.4 (Stratification for f) A pair of stratifications X and Y as in Theorem
3.2.3 is called a stratification for f.
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If f is an open immersion, then a stratification Y induces one on X. If f is a closed
immersion, one can choose a finite Whitney stratification X so that every stratum of it is
the intersection of X with strata of Y of the same dimension. In either case, one obtains
a stratification for f.
3.3 The category D(Y )
Let Y be an algebraic variety and Db(Y ) be the bounded derived category of sheaves of
rational vector spaces on Y . We refer to [2], §V and to [17] for an account of the formalism
of derived categories and Poincare´-Verdier Duality.
Definition 3.3.1 (Cohomologically-constructible) Let Y be stratification of Y. We
say that K ∈ Ob(Db(Y )) is Y-cohomologically-constructible (in short, Y−cc) if ∀ j ∈ Z
and ∀ l, the sheaves Hj(K)|Sl are locally constant and the stalks are finite dimensional.
Let D(Y ) be the full sub-category of Db(Y ) consisting of those complexes K which are
Y-cc with respect to some stratification Y of Y.
The category D(Y ) is triangulated and it is preserved by the truncation, Verdier Duality
and Rhom functors. The dualizing complex of Y is denoted by ωY ∈ Ob(D(Y )) and the
Verdier dual of a complex K by D(K) = Rhom(K,ωY ). In fact, Y−cc complexes are
stable under these constructions. By triangle we mean a distinguished triangle.
The four functors (Rf!, f
!, f∗, Rf∗), are denoted here simply by (f!, f
!, f∗, f∗).
One has the following properties; see [2], V.10.13 and 16: if F is Y−cc and G is X−cc,
then f∗F, f !F are X−cc and f∗G and f!G are Y−cc. In particular, f!f
!F, f∗f
∗F are Y−cc
and f !f!G, f
∗f∗G are X−cc.
The following facts are used in the sequel, often without explicit mention.
The pairs (f!, f
!) and (f∗, f∗) are pairs of adjoint functors so that there are natural trans-
formations Id→ f∗f
∗, f∗f∗ → Id, f!f
! → Id and Id→ f !f!.
Let α : Z → Y be the embedding of a closed algebraic subset, β : U → Y be the embedding
of the open complement and K ∈ Ob(D(Y )). There are natural isomorphism: α! ≃ α∗,
β! ≃ β∗ and dual triangles:
α!α
!K −→ K −→ β∗β
∗K
[1]
−→, β!β
!K −→ K −→ α∗α
∗K
[1]
−→,
whose the associated long exact sequences in hypercohomology are the ones of the pairs
Hl(Y,U,K) and Hl(Y,Z,K), respectively.
There are canonical isomorphisms f !ωY ≃ ωX , DD ≃ IdD(Y ), Df∗ ≃ f!D and Df
∗ ≃ f !D.
Let f be proper and consider a Cartesian diagram
X ′
u′ //
f ′

X
f

Y ′
u // Y.
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Since f! ≃ f∗, the Change of Coefficients Formula reads:
K
L
⊗ f∗K
′ ≃ f∗(f
∗K
L
⊗ K ′), ∀K ∈ Ob(D(Y )), ∀K ′ ∈ Ob(D(X))
and the Base Change Theorem for Proper Maps reads:
u∗f∗ ≃ f
′
∗u
′∗, u!f∗ ≃ f
′
∗u
′!.
3.4 The intersection form on the fibers of the map f : X → Y .
In this section we introduce the intersection form on the fibers of an algebraic map f :
X → Y. We could not find a reference serving the needs of the present paper. Lemma
4.3.6 and Theorem 2.1.9 describe important properties of the intersection form.
Let Z be an algebraic set, c : Z → pt be the constant map. We have ωZ ≃ c
!Qpt.
Define the Borel-Moore homology groups with rational coefficients of Z as
HBMl (Z) := H
−l(Z,ωZ).
We have that HBMl (Z) ≃ H
l
c(Z)
∨. If Z is compact, then HBMl (Z) ≃ Hl(Z). Let i :
Z → W be a map of algebraic sets. If i is proper, then the natural adjunction map, the
identification i∗ ≃ i! and the isomorphism, ωZ ≃ i
!ωW , give the map i∗ωZ → ωW . The
resulting maps in hypercohomology i∗ : H
BM
l (Z) −→ H
BM
l (W ) are the usual proper-push-
forward maps. If i is an open immersion, then using the natural adjunction map and the
identification i∗ ≃ i!, we get a map ωW → i∗ωZ whose counterparts is hypercohomology
are the restriction to an open set maps HBMl (W ) −→ H
BM
l (Z).
Let y ∈ Y and i : f−1(y) → X. Using the isomorphism ωX [−n] ≃ QX [n], we get a
natural sequence of maps
i!ωf−1(y)[−n] −→ ωX [−n] ≃ QX [n] −→ i∗Qf−1(y)[n]
where the first and third map are each other’s dual. Taking degree l hypercohomology we
get maps
HBMn−l (f
−1(y)) −→ HBMn−l (X) ≃ H
n+l(X) −→ Hn+l(f−1(y)).
The resulting pairing
HBMn−l (f
−1(y))×Hn+l(f
−1(y)) −→ Q (10)
is called the refined intersection form on f−1(y) ⊆ X. Note that we may replace X
by any euclidean open neighborhood of f−1(y). Geometrically, this form corresponds to
intersecting locally finite cycles supported on f−1(y) with finite cycles of complementary
dimension in X supported on f−1(y).
Remark 3.4.1 If y lies on a positive dimensional stratum Sl, l > 0, then the refined
intersection form is trivial: in fact, by the local triviality of the stratification, a cycle
supported on f−1(y) can be moved to a homologous one supported on a nearby fiber
f−1(y′), y′ 6= y, y′ ∈ Sl. See also 2.1.10.
23
We now assume that f is proper. We have the canonical identification HBMl (f
−1(y)) ≃
Hl(f
−1(y)) and the usual base-change identifications:
f−1(y)
i //
Φ

X
f

y α // Y α∗f∗ ≃ Φ∗i
∗, α!f∗ ≃ Φ∗i
!
giving rise to a self-dual diagram of adjunction maps:
α!α
!f∗ωX [−n] −→ f∗ωX [−n] ≃ f∗QX [n] −→ α∗α
∗f∗QX [n]
which, after taking hypercohomology, give the refined intersection form (10) on f−1(y).
Remark 3.4.2 We shall consider the map α!α
!f∗QX [n] → f∗QX [n] in connection with
the Splitting Criterion 4.1.3. On the other hand, the map that arises geometrically is
α!α
!f∗ωX [−n]→ f∗ωX [−n]. Using that α!α
! → Id is a natural transformation of additive
functors and the isomorphism ωX [−n] ≃ QX [n], one has a commutative diagram:
α!α
!f∗ωX [−n] //
≃

f∗ωX [−n]
≃

α!α
!f∗QX [n] // f∗QX [n].
The two horizontal maps are thus equivalent and one can check the hypotheses of the
Splitting Criterion 4.1.3 on the top one.
3.5 The local structure of a Y−cc complex along a stratum
The references are [15], 1.4, [2], V.3. and Lemma V.10.14. Let Y be a projective variety,
Y be a stratification, y ∈ S ⊆ Sl be a point in a connected component S of a stratum
Sl, N be a normal slice through S at y. Let W be a standard open neighborhood of y
in Y , homeomorphic in a stratum-preserving manner to Cl × N . Let π : W → N be the
corresponding map, N˙ := N \ y, W˙ := W \ (S ∩W ). We have a commutative diagram
of cartesian squares, where a, α, iy, and iN are closed immersions, b and β are open
immersions, c, π and π˙ are trivial topological Cl−bundles, c ◦αy = Idy and π ◦ iN = IdN :
S ∩W
α //
c

W
π

W˙
π˙

β
oo
y
αy
UU
a //
iY
;;xxxxxxxxxx
N
iN
UU
N˙b
oo
The following rules apply: α∗ ≃ α!, α
∗α∗ ≃ Id ≃ α
!α∗, π
∗ ≃ π![−2l], c∗ ≃ c![−2l],
β∗π˙
∗ ≃ π∗b∗. If K has locally constant cohomology sheaves on S, then α
!
yK ≃ α
∗
yK[−2l].
24
Let K be Y−cc. On W , we have that: K ≃ π∗π∗K ≃ π
∗K|N . That is, K has, locally
at a point of any stratum, a product structure along the stratum. See [2], Lemma V.10.14.
The sheaves Hi(α∗K) and Hi(α!K) on S ∩ W are constant with representative stalks
Hi(α∗K)y ≃ H
i(N,K|N ) ≃ H
i(a∗K|N ), and H
i(α!K)y ≃ H
i(N, N˙ ;K|N ) ≃ H
i(a!K|N ).
Remark 3.5.1 Since π∗ is fully faithful, if K is self-dual, then K|N [−l] is self-dual. If K
is perverse (cf. 3.6) on Y , then, using the characterization of perverse sheaves in Remark
3.6.1 and Lemma 3.5.4, one shows that K|N [−l] is perverse on N.
Remark 3.5.2 Let α : Y ′ −→ Y be a closed immersion of algebraic varieties. We have
that α! ≃ α∗ are fully faithful so that for every K ∈ Ob(D(Y )), the composition of the
adjunction maps α!α
!K → K → α∗α
∗K yields a natural map: α!K → α∗K.
Lemma 3.5.3 Let Y be an algebraic variety, Y be a stratification of Y , K be Y−cc,
α : S → Y be the embedding of a connected component of a stratum Sl, y ∈ S.
The natural map α!α
!K → α∗α
∗K coincides, when restricted to a standard neighborhood
W of y in Y , with c∗ of the analogous map a!K|N −→ a
∗K|N .
The same is true for the induced maps Hj(α!K) → Hj(α∗K), Hj(α!K)y → H
j(α∗K)y
induced on the cohomology sheaves and on their stalks at y.
Finally: Hj(α!K)y ≃ H
−j−2l(i∗yD(K))
∨ ≃ H−j(a∗D(K|N ))
∨.
Proof. The question being local around y ∈ Y, we may work on W. We may assume that
K = π∗K|N and that S is closed, so that, since α! ≃ α∗ are fully faithful, it is enough to
study the map α!K −→ α∗K.
We have α!π∗K|N ≃ α
!π!K|N [−2s] ≃ c
!a!K|N [−2s] ≃ c
∗(a!K|N ), i.e. (α!α
!K)|S is a pull-
back from p and so are its cohomology sheaves. The statement concerning α!K −→ α∗K,
the induced maps on the cohomology sheaves and associated stalks at y follow. The
duality statements stem from Poincare´-Verdier Duality on y and the isomorphism α∗yα
!K ≃
i!yK[2l], which holds in view of the fact that α
!K has locally constant cohomology sheaves
on S.
A global counterpart of a normal slice is the notion of stratified normally nonsingular
inclusion; see [15], Theorem I.1.11. The embedding Z → Y of a subvariety is said to
be a normally nonsingular inclusion if there exists a neighborhood W of Z in Y and a
retraction π : W → Z which is locally homeomorphic to a projection: every point z ∈ Z
has a neighborhood U ⊆ Z and a homeomorphism π−1(U) ≃ U × Cl compatible with
the maps to U. In addition, the homeomorphism π−1(U) ≃ U × Cl can be chosen so that
it is stratum-preserving with respect to the induced stratification on π−1(U) and to the
stratification on U × Cl given by the product of the trivial stratification on Cl with that
induced on U by the transversality assumption.
A normally nonsingular inclusion can produced by intersecting a projective variety Y
with a subvariety of the ambient projective space, e.g. a hypersurface, which intersects
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transversally every stratum of a given stratification Y of Y (cf. 3.2.2). The universal
hyperplane section construction in 4.7 is an example. A normally nonsingular inclusion
carries a cohomology class.
The following fact is well-known and will be used often in this paper.
Lemma 3.5.4 Let i : Z → Y be a normally nonsingular inclusion of complex codimension
d of complex varieties, transversal to every stratum of a stratification Y of Y, and K be
Y−cc. Let π : W → Z be a retraction of a tubular neighborhood of Z in Y onto Z. Then
we have a) K|W ≃ π
∗π∗(K|W ) ≃ π
∗K|Z and b) i
!K ≃ i∗K[−2d].
Proof. We denote K|W simply by K.
(a) By virtue of the local triviality assumption, the natural adjunction map π∗π∗(K)→ K
is an isomorphism by [2], Lemma V.10.14. The second isomorphism follows from the first
one and the identification i∗π∗ ≃ Id∗Z : π
∗π∗K ≃ π
∗(i∗π∗)π∗K ≃ π
∗i∗K = π∗K|Z .
(b) We use the natural identifications D2 ≃ Id, i! ≃ DZi
∗DW and the fact that π
! ≃ π∗[2d],
for π is a locally trivial Cd−bundle. Denote the dualizing complexes ofW and Z by ωW and
ωZ . One has ωW ≃ π
!ωZ . We have i
!K ≃ DZi
∗Rhom(K,ωW ) ≃ DZRhom(i
∗K, i∗π!ωZ) ≃
(DZRhom(i
∗K, i∗π∗ωZ))[−2d] ≃ (DZRhom(i
∗K,ωZ))[−2d] ≃ D
2(i∗K)[−2d].
3.6 Perverse sheaves
Let Y be an algebraic variety. We consider the t-structure on D(Y ) associated with the
middle perversity see [1], [18], §10. The associated heart is denoted by Perv(Y ) and it
is a full abelian sub-category of D(Y ). Its objects are called perverse sheaves, despite the
fact that they are complexes. In short, we have the following structure.
• Two full sub-categories D≤0(Y ) and D≥0(Y ) of D(Y ) :
Ob(D≤0(Y )) =
{
K ∈ D(Y ) | dim suppHj(K) ≤ −j, ∀j
}
,
Ob(D≥0(Y )) =
{
K ∈ D(Y ) | dim suppHj(D(K)) ≤ −j, ∀j
}
.
Set D≤m(Y ) := D≤0(Y )[−m], D≥m(Y ) := D≥0(Y )[−m].
Remark 3.6.1 These conditions can be re-formulated using a stratification Y as follows.
Let K be Y−cc and αl : Sl → Y be the corresponding embedding. We have:
K ∈ Ob(D≤0(Y )) if and only if Hj(α∗lK) = 0, ∀ l and j s.t. j > −l. This is known as the
condition of support.
F ∈ Ob(D≥0(Y )) if and only if Hj(α!lF ) = 0, ∀ l and j s.t. j < −l. This is known as the
condition of co-support.
• If P ∈ Perv(Y ), then Hi(P ) = 0 for i /∈ [− dimY, 0]. More precisely, if P is Y−cc
and 0 ≤ s ≤ d, then Hi(P|Us) = 0 for i /∈ [− dimY,−s].
If P ∈ Perv(Y ) is Y−cc and is supported on a closed s−dimensional stratum Ss,
then P ≃ H−s(P )[s].
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• If F ∈ Ob(D≤m(Y )) and G ∈ Ob(D≥m+t(Y )) for t > 0, then
HomD(Y )(F,G) = 0. (11)
• There are the perverse truncations functors, defined up to unique isomorphism,
pτ≤m : D(Y ) → D
≤m(Y ), and pτ≥m : D(Y ) → D
≥m(Y ), adjoint to the inclusion
functors, that is
HomD(Y )(F,G) = HomD≤m(Y )(F,
pτ≤mG) if F ∈ Ob(D
≤m(Y ))
and
HomD(Y )(G,F ) = HomD≥m(Y )(
pτ≥mG,F ) if F ∈ Ob(D
≥m(Y )).
There are adjunction maps pτ≤mK → K and K →
pτ≥mK. By the boundedness
hypothesis on D(Y ), pτ≤mK ≃ 0 if m≪ 0 and
pτ≥mK ≃ 0 if m≫ 0.
• If K is Y−cc, then so are pτ≤mK and
pτ≥mK.
• There are canonical isomorphisms of functors
pτ≤m ◦ [l] ≃ [l] ◦
pτ≤m+l,
pτ≥m ◦ [l] ≃ [l] ◦
pτ≥m+l.
• For every K and m there is a functorial triangle
pτ≤mK −→ K −→
pτ≥m+1K
[1]
−→ .
• The heart Perv(Y ) := D≤0(Y ) ∩D≥0(Y ) of the t-structure is an abelian category
which objects are called perverse sheaves. An object K of D(Y ) is perverse if and
only if the two natural maps coming from adjunction pτ≤0K → K and K →
pτ≥0K
are isomorphisms.
• The functor
pH0(−) : D(Y ) −→ Perv(Y ), pH0(K) := pτ≤0
pτ≥0K ≃
pτ≥0
pτ≤0K,
is cohomological. Define
pHi(K) := pH0(K[i]).
These functors are called the perverse cohomology functors.
Any triangle K ′ → K → K ′′
[1]
→ in D(Y ) gives a long exact sequence in Perv(Y ) :
. . . −→ pHi(K ′) −→ pHi(K) −→ pHi(K ′′) −→ pHi+1(K ′) −→ . . . .
If K is Y−cc, then so are pHi(K), ∀i ∈ Z.
By boundedness and the Five Lemma, a map φ : K → K ′ is an isomorphism iff
pHi(φ) : pHi(K)→ pHi(K ′) is an isomorphism for every i.
• Poincare´-Verdier Duality exchanges D≤0(Y ) with D≥0(Y ) and fixes Perv(Y ). There
are canonical isomorphisms of functors
pτ≤0 ◦ D ≃ D ◦
pτ≥0,
pτ≥0 ◦ D ≃ D ◦
pτ≤0 D ◦
pHj ≃ pH−j ◦ D.
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3.7 t-exactness
A functor T : D1 → D2 of triangulated categories with t-structures is said to be left (right,
resp.) t−exact if T (D≥01 ) ⊆ D
≥0
2 (T (D
≤0
1 ) ⊆ D
≤0
2 , resp.) and it is said to be t−exact if it is
left and right t−exact. If T is t−exact, then it preserves the hearts of the two categories. In
particular, if T is t−exact, then there is a natural isomorphism pHl(T (K)) ≃ T ( pHl(K)),
K ∈ Ob(D1). See [1], especially §4, and [18], §10.
Let f : X → Y be an algebraic map of algebraic varieties. We consider the triangulated
categories D(X) and D(Y ) with their middle-perversity t-structure. Verdier Duality is an
auto-equivalence of categories. It exchanges f ! with f∗, f! with f∗ and D
≤0(−) with
D≥0(−). Consequently, statements about the left (right, resp.) t−exactness of the four
functors (f!, f
!, f∗, f∗) are equivalent to the analogous statements of right (left, resp.)
t−exactness of the four functors (f∗, f∗, f !, f!). Similarly, f
∗[j] is left t−exact if and only
if f ![−j] is right t−exact, etc.
If f is affine, then f∗ is right t−exact and f! is left t−exact (cf. [1], 4.1.1). This is a
convenient re-formulation of the theorem on the cohomological dimension of affine spaces
and it implies the Weak Lefschetz Theorem (cf. 4.7).
If f is quasi-finite and affine, then f∗ and f! are t−exact. If f is smooth of relative
dimension d, then f∗[d] ≃ f ![−d] and they are t−exact. If, in addition, f is surjective
and with connected fibers, then the induced functor f∗[d] : Perv(Y ) → Perv(X) is fully
faithful.
3.8 Intersection cohomology complexes, semisimple objects and inter-
mediate extensions
Recall that P ∈ Ob(Perv(Y )) is said to be simple if it has no non-trivial sub-objects
and hence no non-trivial quotients. P is said to be semisimple if it is isomorphic to
a direct sum of simple objects. The category Perv(Y ) is abelian, artinian, i.e. every
P ∈ Perv(Y ) admits a finite filtration by sub-objects whose successive quotients are
simple, and noetherian, i.e. any increasing filtration of P by sub-objects stabilizes.
Let β : U → Y be a Zariski-dense open subset of Y. Given P ∈ Ob(Perv(U)), there is
an object β!∗P ∈ Perv(Y ) with the property that it extends P and it has no non-trivial
sub-object and quotient supported on a closed subvariety of Y \ U. It is unique up to
isomorphism and is called the intermediate extension of P. See [1], 1.4.25, 2.1.9, 2.1.11.
Given any stratification Y of Y for which Y \ U is a union of connected components
of strata, β!∗P is, up to isomorphism, the unique extension P˜ of P in D(Y ) such that,
given any connected component, S
i
→ Y \ U , of a stratum contained in Y \ U, we have
Hj(i∗P˜ ) = 0, ∀j ≥ − dimS and Hj(i!P˜ ) = 0, ∀j ≤ − dimS.
Remark 3.8.1 The intermediate extension β!∗P can be described explicitly in terms of
stratifications and successive push-forwards and truncations: let Y be a stratification of
Y inducing stratifications on U and Y \ U with respect to which P is YU−cc. The
construction is by induction on the strata: if U = Ul+1, then βl!∗P ≃ τ≤−l−1βl∗P.
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Let L be a local system on an open set U contained in the regular part of Y. The intersection
cohomology complex associated with L is ICY (L) := β!∗(L[dimY ]) ∈ Ob(Perv(Y )).
The case of L = QU is of particular interest and gives rise to the intersection cohomology
complex ICY of Y. The groups H
j(Y, ICY ) ≃ IH
dimY+j(Y,Q) are the rational intersection
cohomology groups of Y (cf. [14]).
If Y is smooth, or at least a rational homology manifold, then ICY ≃ QY [dimY ].
The complex ICY (L) is characterized, up to isomorphism, by the following conditions:
- Hj(ICY (L)) = 0; for all j < − dimY ;
- H−dimY (ICY (L)|U ) ≃ L;
- dim suppHj(ICY (L)) < −j, if j > − dimY ;
- dim supp (Hj(D(ICY (L)))) < −j, if j > − dimY.
The last two conditions can be re-formulated using stratifications as follows. Let Y be a
stratification with respect to which ICY (L) is Y−cc, αl : Sl → Y be the embedding. We
have:
Hj(α∗l ICY (L)) = 0, ∀ l and j > dimY s.t. j ≥ −l;
Hj(α!lICY (L)) = 0, ∀ l and j > − dimY s.t. j ≤ −l.
One has D(ICY (L)) ≃ ICY (L
∨). Given a closed subvariety i : Y ′ −→ Y and a complex of
type ICY ′(L
′) ∈ Perv(Y ′), we denote i∗ICY ′(L
′) simply by ICY ′(L
′). It is an object of
Perv(Y ) satisfying the conditions above, with Y ′ replacing Y .
An object P ∈ Perv(Y ) is simple if and only if P ≃ ICY ′(L
′), for some closed subvari-
ety Y ′ ⊆ Y and some simple local system L′ defined on an open subvariety of the regular
part of Y ′. A semisimple P is a finite direct sum of such objects.
Remark 3.8.2 If Y ′ and Y ′′ are distinct, then the properties of intermediate extensions
imply that HomD(Y )(ICY ′(L
′), ICY ′′(L
′′)) = 0.
4 Preparatory results
In this section we collect a series of results needed in the sequel for which we could not
find an adequate reference.
4.1 A splitting criterion in Perv(Y )
One of the key results of this paper is the geometric proof of the Semisimplicity Theorem for
the perverse sheaf pH0(f∗QX [n]). Every perverse sheaf can be written as a finite extension
of intersection cohomology complexes. We prove, using induction on a stratification, that
all the extensions are trivial. The set-up is as follows. Let Y be an algebraic variety
and s ∈ N be such that there is a stratification Y with Y = U ∐ S, U = ∐l>sYl and
S = Ss. Denote by S
α
−→ Y
β
←− U the corresponding closed and open embeddings. Let
P ∈ Ob(Perv(Y )) be Y−cc.
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Consider the truncation triangle
τ≤−s−1P −→ τ≤−sP
τ
−→ τ≥−sP
[1]
−→ .
The conditions of support in 3.6 imply that τ≤−s−1β
∗P ≃ β∗P, P ≃ τ≤−sP and that
τ≥−sP ≃ H
−s(P )[s] is a (shifted) local system supported on S. Using the long exact
sequences associated with the truncation triangle and with the triangles obtained from it
by applying α∗ and α!, one checks that the complex τ≤−s−1P is perverse. We get a short
exact sequence in Perv(Y ) :
0 −→ τ≤−s−1P −→ P
τ
−→ H−s(P )[s] −→ 0. (12)
The deviation of τ≤−s−1P from being the intermediate extension τ≤−s−1β∗β
∗P ≃ β!∗β
∗P
is measured by the map τ≤−s−1P −→ τ≤−s−1β∗β
∗P which arises from truncating the
adjunction map P → β∗β
∗P.
Since P ≃ τ≤−sP, the adjunction map admits a canonical lifting
l : P −→ τ≤−sβ∗β
∗P.
We are looking for a condition implying that P is a direct sum of intersection coho-
mology complexes, or equivalently, that P ≃ β!∗β
∗P ⊕H−s(P )[s] holds for every stratum
Ss. In this context the following assumption is natural (cf. Remark 4.1.2).
Assumption 4.1.1 dimQ (H
−s(α!α
!P ))y = dimQ (H
−s(α∗α
∗P ))y , y ∈ S.
Remark 4.1.2 Assumption 4.1.1 is automatically satisfied if, for example, P is a di-
rect sum of intersection cohomology complexes (this is what we are aiming to prove for
pH0(f∗QX [n])) or if P is self-dual (in our case, this is automatic by Verdier duality). In
the former case, by 3.8, P must be isomorphic to β!∗β
∗P ⊕ H−s(P )[s] and 4.1.1 follows
from the natural isomorphisms α∗α∗ ≃ Id ≃ α
!α∗. In the latter case, we apply the duality
statement of Lemma 3.5.3.
The triangle α!α
!P → P → β∗β
∗P → gives
H−s−1(P )
a
−→ H−s−1(β∗β
∗P ) −→ H−s(α!α
!P )
ι
−→ H−s(P )
b
−→ H−s(β∗β
∗P ). (13)
Lemma 4.1.3 (Splitting Criterion) Assume 4.1.1. The following are equivalent:
1) P ≃ β!∗β
∗P ⊕H−s(P )[s].
2) ι : H−s(α!α
!P ) −→ H−s(P ) is an isomorphism.
3) The map l : P → τ≤−sβ∗β
∗P has a lifting l˜ : P → β!∗β
∗P.
If 3) holds, then the lifting l˜ is unique and gives the natural isomorphism (cf. (12))
(l˜, τ) : P ≃ β!∗P ⊕ H
−s(P )[s].
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Proof. By the characterization of intermediate extensions (cf. 3.8) and the fact that
α!α∗ ≃ Id, 1) implies 2).
Apply the functor HomD(Y )(P,−) to the triangle
τ≤−s−1β∗β
∗P −→ τ≤−sβ∗β
∗P −→ H−s(β∗β
∗P )[s]
[1]
−→ .
By (11), Hom−1
D(Y )(P,H
−s(β∗β
∗P )[s]) = {0}. The associated long exact sequence shows
that if l˜ exists, then it is unique. Furthermore, l˜ exists if and only if the image of l in
HomD(Y )(P,H
−s(β∗β
∗P )[s]) is zero. This is equivalent to b = 0 (cf. (13)) and hence
to ι being surjective hence an isomorphism (cf. 4.1.1). This shows that 2) and 3) are
equivalent.
Assume that l˜ exists. We have an exact sequence in the abelian category Perv(Y ) :
0 −→ K −→ P
l˜
−→ β!∗β
∗P −→ C −→ 0. (14)
Since l˜ is an isomorphism over U, the complexes C and K are supported on S. Since
intermediate extensions do not admit quotients supported on S, the complex C = 0. By
the conditions of support 3.6, K ≃ H−s(K)[s] ≃ H−s(P )[s] is a shifted local system on S.
The sequence (14) reduces to the triangle
K −→ P
l˜
−→ β!∗β
∗P
[1]
−→ (15)
whose long exact sequence contains
0 −→ H−s−1(P )
a˜
−→ H−s−1(β∗β
∗P )
c
−→ H−s(K) −→ H−s(P ) −→ 0.
Since ι is injective and l˜ is a lifting of l, we have that a = a˜ is surjective, so that c = 0.
Since HomD(Y )(τ≤−s−1β∗β
∗P,K[1]) ≃ HomSh(Y )(H
−s−1(β∗β
∗P ),H−s(P )), we see that
c = 0 implies that the triangle (15) splits, i.e. that there is some isomorphism P ≃
β!∗β
∗P ⊕H−s(P )[s]. It follows that l˜⊕ τ is an isomorphism on cohomology sheaves, hence
an isomorphism. The fact that 3) implies 1) is now trivial.
4.2 The perverse filtration
The perverse truncation functors define increasing filtrations in hypercohomology.
Definition 4.2.1 Let K ∈ Ob(D(Y )) and j ∈ Z. The perverse filtration on Hj(Y,K) is
defined by setting:
H
j
≤i(Y,K) := Im
{
H
j(Y, pτ≤iK)→ H
j(Y,K)
}
. (16)
The graded pieces are
H
j
i (Y,K) := H
j
≤i(Y,K)/H
j
≤i−1(Y,K). (17)
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We have canonical maps, a injective, b surjective:
H
j(Y, pHi(K))
a
←− Coker
{
H
j(Y, pτ≤i−1K)→ H
j(Y, pτ≤iK)
}
b
−→ Hji (Y,K). (18)
Given a map φ : K → K ′ in D(Y ), the map Hj(φ) is filtered, but not necessarily strict.
Let f : X → Y be a map of algebraic varieties, n := dimX. There is a canonical
isomorphism Hn+j(X) ≃ Hj(Y, f∗QX [n]).
Definition 4.2.2 (Perverse filtration and cohomology groups) Let i, j ∈ Z and
set:
Hn+j≤i (X) := H
j
≤i(Y, f∗QX [n]), H
n+j
i (X) := H
n+j
≤i (X)/H
n+j
≤i−1(X).
We call the groups H lb(X) the perverse cohomology groups of X (relative to f).
Note that, in view of the natural equivalence pτ≤i ◦ [l] ≃ [l] ◦
pτ≤i+l, we have
Hn+j≤i (X) 6= H
n+j
≤i (Y, f∗QX) = H
n+j
≤i+n(X).
The dimensional shift in Definition 4.2.2 is convenient for our purposes.
Remark 4.2.3 Let r : Zm → Xn, f : X → Y be maps of algebraic varieties of the
indicated dimensions, g := f ◦ r. The natural map f∗QX [n] → g∗QZ [m][n − m] and the
rule pτ≤i ◦ [l] ≃ [l] ◦
pτ≤i+l imply that the natural restriction map satisfies (cf. 4.3.9):
r∗ : H l≤b(X) −→ H
l
≤b+n−m(Z).
4.3 p-splitness and some consequences
In our inductive approach to the results of this paper, the Decomposition Theorem 2.1.1.b
is established rather early (cf. 5.1.3). In this section, we collect some simple consequences
of the Decomposition Theorem which are used in the remainder of the proof by induction.
Definition 4.3.1 (p-split) A complex K ∈ D(Y ) is said to be p-split if there is an
isomorphism
φ : K ≃
⊕
i
pHi(K)[−i].
Remark 4.3.2 We can and shall always consider isomorphisms satisfying the additional
condition pHi(ϕ) = Id pHi(K). Given φ, the map
ϕ :
(∑
i
pHi(φ−1)[−i]
)
◦ φ : K −→
⊕
i
pHi(K)[−i]
is one such isomorphism.
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Remark 4.3.3 If φ : K ≃ ⊕iPi[−i] is an isomorphism with Pi ∈ Perv(Y ) for every
i ∈ Z, then pHi(φ) : pHi(K) ≃ Pi for every i ∈ Z and K is p-split.
In the remainder of this section, f : X → Y is a proper map of algebraic varieties, X
is nonsingular, n := dimX, A is an ample line bundle on Y and L := f∗A.
Remark 4.3.4 If f∗QX [n] is p-split, then for b, j ∈ Z we have isomorphisms:
Hn+j≤b (X)
ϕ
≃
⊕
i≤b
H
j−i(Y, pHi(f∗QX [n])),
Hn+j(X)
ϕ
≃
⊕
b
Hn+jb (X).
On the other hand, the maps a and b in (18) are isomorphism and we get a canonical
identification:
a ◦ b−1 : Hn+jb (X) = H
j−b(Y, pHb(f∗QX [n])). (19)
The isomorphism induced by ϕ coincides with the one above (cf. 4.3.2).
Let R : D(Y ) → D(Y ) be a functor of triangulated categories, ν : R → Id (Id → R,
resp.) be a natural transformation of functors of triangulated categories compatible with
coproducts and K ∈ Ob(D(Y )) be p-split. The splitting of K induces a filtration on
H∗(R(K)). This filtration is independent of the splitting ϕ and need not to coincide with
the perverse filtration. The maps H∗(Y, ν) are strict.
Definition 4.3.5 Given R andK p-split as above, the filtration on H∗(Y,R(K)) described
above is called the induced filtration.
Lemma 4.3.6 Assume that f∗QX [n] is p-split. Let U ⊆ Y be an euclidean open neigh-
borhood of y ∈ Y and U ′ = f−1(U). The natural maps
HBMn−l (f
−1(y))→ HBMn−l (U
′)→ HBMn−l (X) ≃ H
n+l(X)→ Hn+l(U ′)→ Hn+l(f−1(y))
are strict with respect to the induced filtrations for every l ∈ Z.
For every b ∈ Z:
HBMn−b,≤b(f
−1(y)) = HBMn−b (f
−1(y)), Hn+b≤b−1(f
−1(y)) = {0}.
In particular, the map induced on the graded space
HBMn−b,a(f
−1(y)) −→ Hn+ba (f
−1(y))
is the zero map for every a 6= b.
33
Proof. Let α : y → Y and β : U → Y be the embeddings. Note that f∗ωX [−n] ≃ f∗QX [n] is
p-split and that the induced filtration onH∗(f−1(U)) coincides with the perverse filtration.
The strictness assertions follow from the discussion preceding 4.3.5 applied to the duality
functor and to the two adjunction maps associated with α and β.
The third statement follows immediately from the second one which in turn follows from
the conditions of (co-)support (cf. Remark 3.6.1):
H
t(Y, α!α
! pHl(f∗QX [n][−l])) = {0}, ∀ l > b,
H
t(Y, α∗α
∗ pHl(f∗QX [n])[−l]) = {0}, ∀ l < b.
Remark 4.3.7 Theorem 2.1.8 states that the refined intersection product induces iso-
morphisms HBMn−b,b(f
−1(y)) ≃ Hn+bb (f
−1(y)) (cf. 2.1.10).
Lemma 4.3.8 Let
X ′m
v //
f ′

Xn
f

Y ′
u // Y
be a Cartesian diagram of maps of algebraic varieties of the indicated dimensions, f proper.
Let X and Y be a stratification for f. Assume that f∗QX [n] is p-split and that either u is
smooth, or it is a normally nonsingular inclusion.
Then f ′∗QX′ [m] is p-split,
pHi(f ′∗QX′ [m]) ≃ u
∗ pHi(f∗QX [n])[m− n], for every i ∈ Z and
the natural map v∗ : Hk(X) −→ Hk(X ′) is compatible with the direct sum decomposition
in perverse cohomology groups and it is strict.
Let y′ ∈ Y ′ and y = u(y′). Then the filtrations induced by f and f ′ on the (co)-homology
of f−1(y) = f ′−1(y′) coincide.
Proof. Let ϕ :
⊕
i
pHi(f∗QX [n])[−i] ≃ f∗QX [n] be a splitting. By base change,
u∗ϕ : u∗
(⊕
i
pHi(f∗QX [n])[−i])[m − n]
)
≃
−→ u∗f∗QX [n][m− n] ≃ f
′
∗QX′ [m]. (20)
By 3.7 and by Remark 3.5.1, respectively, the hypotheses imply that u∗[m−n] is t−exact so
that the left-hand side is a direct sum of shifted perverse sheaves. The first two statements
follow (cf. 4.3.3).
The pull-back map v∗ on cohomology stems from adjunction and base change, f∗QX →
f∗v∗v
∗QX ≃ u∗f
′
∗v
∗QX ≃ u∗u
∗f∗QX , and preserves direct sum decompositions so that v
∗
is strict.
The last statement follows from (20).
Remark 4.3.9 The same conclusions hold if u = u′′ ◦ u′, with u′ smooth and u′′ a Y-
transverse embedding into Y. Note how the last statement improves on Remark 4.2.3.
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4.4 The cup product with a line bundle
Let µ be a line bundle on X and denote by the same symbol its first Chern class µ ∈
H2(X) ≃ HomD(X)(QX ,QX [2]). For every K ∈ Ob(D(X)), the isomorphism K ≃ K
L
⊗
QX defines a map µ : K → K[2].
Remark 4.4.1 Suppose s ∈ Γ(X,µ) is a section whose zero locus defines a normally
nonsingular codimension one inclusion i : {s = 0} → X; see 3.5. By Lemma 3.5.4. the
map µ : K → K[2] can be described geometrically as the composition:
K −→ i∗i
∗K ≃ i!i
!K[2] −→ K[2].
If K = QX , then µ is the cohomology class associated with the normally nonsingular
inclusion i and we find one of the classical definitions of first Chern class.
The resulting map Hi(X,µ) : Hi(X,K)→ Hi+2(X,K) is the cup product with µ.
By functoriality, we get maps
f∗µ : f∗K −→ f∗K[2],
pτ≤if∗µ :
pτ≤if∗K −→ (
pτ≤i+2f∗K)[2],
pHi(f∗µ) :
pHi(f∗K) −→
pHi+2(f∗K).
Applying the functor H∗(Y,−), we obtain the cup product with µ
H(X,µ) = H(Y, f∗µ) : H
∗
≤a(X,K)→ H
∗+2
≤a+2(X,K)
which is filtered in an obvious sense and defines a cup product map on the graded objects,
still denoted
µ : H∗a(X,K) −→ H
∗+2
a+2(X,K). (21)
Let ϕ : K ≃
⊕
i
pHi(K)[−i] be a p-splitting as in 4.3.2. We have
ϕ[2] ◦ f∗µ ◦ ϕ
−1 =: µ˜ =
∑
ij
µ˜ij :
⊕
i
pHi(K)[−i] −→
⊕
j
pHj(K)[−j][2].
By the choice of ϕ, µ˜i,i+2 =
pHi(f∗µ). By (11), µ˜ij = 0 for j > i + 2. In general, µ˜ij 6= 0
for j < i + 2; e.g. if f = IdX , then µ = µ˜ = µ˜00. It is immediate to verify the following
important compatibility:
Lemma 4.4.2 Let f∗K be p-split (cf. 4.3.2), then the isomorphism H
∗−i(Y, pHi(f∗K)) ≃
H∗i (X,K) of 4.3.4 is compatible with µ, i.e. the following diagram is commutative
H∗i (X,K)
µ //
≃

H
∗+2
i+2 (X,K)
≃

H∗−i(Y, pHi(f∗K))
H∗−i(Y, pHi(f∗µ)) // H∗−i(Y, pHi+2(f∗K)).
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Remark 4.4.3 Let ν be a line bundle on Y, denote the first Chern class in H2(Y ) by
ν and let µ = f∗ν. Then f∗µ = f∗f
∗ν : f∗K → f∗K[2] coincides with ν, as it can
be seen by considering a section s ∈ Γ(Y, ν) such that {s = 0} → Y and f−1({s =
0}) = {f∗s = 0} → X are normally nonsingular. This also follows from the Change
of Coefficients Formula in 3.3. In particular, if f∗K ≃
⊕
i
pHi(f∗K)[−i] is p-split, then
f∗µ = f∗f
∗ν = ν is a direct sum map sending pHi(f∗K) to
pHi(f∗K)[2]. In this case,
pHi((f∗µ)
r) : pHi(f∗K) →
pHi+2r(f∗K) is the zero map, for every r > 0 and the cup
product map with a pull-back is filtered strict
f∗ν : H∗i (X) −→ H
∗+2
i (X)
with a compatibility analogous to the one in Lemma 4.4.2.
Theorem 4.4.4 Suppose that
pH−i(f∗(µ)
i) : pH−i(f∗QX [n]) ≃
pHi(f∗QX [n]), ∀ i ≥ 0.
Then:
a) f∗QX [n] is p-split.
b) Let i ≥ 0, k ≤ l and define
P−iµ := Ker
{
pH−i(f∗(µ)
i+1) : pH−i(f∗QX [n])→
pHi+2(f∗QX [n])
}
,
µkP−lµ := Im
{
pH−l(f∗µ
k) : P−lµ →
pH−l+2k(f∗QX [n])
}
.
(Note that the map above is a split monomorphism). There is a direct sum decomposition:
pH−i(f∗QX [n]) ≃
⊕
k≥0
µkP−i−2kµ ,
pHi(f∗QX [n]) ≃
⊕
k≥0
µi+kP−i−2kµ .
c) Let i ≥ 0, j ∈ Z. The isomorphisms
Hn+j−i (X) ≃ H
j(Y, pH−i(f∗QX [n])[i]) ≃
⊕
k≥0
H
j+i(Y, µkP−i−2kµ )
identify:
1) Kerµi+1 ⊆ Hn+j−i (X) with the summand H
j+i(Y,P−iµ ) and
2) the image of the injection µk : Hn+j−2k−i−2k (X)→ H
n+j
−i (X) restricted to H
j+i(Y,P−i−2kµ ),
with the summand Hj+i(Y, µkP−i−2kµ ).
Proof. For a) and b) see [8]. The rest follows from the constructions and Lemma 4.4.2.
Remark 4.4.5 Given ϕ : f∗QX [n] ≃
⊕
i
pHi(f∗QX [n])[−i], the space ϕ
−1(H−i(Y,P−iη [i]))
⊆ Hn−i≤−i(X) is not contained in Ker η
i+1, i.e. the space of classical primitive classes. What
is true is that Hl(Y,P−iη [i]) is the kernel of η
i+1 : Hn+l−i (X) −→ H
n+l+2i+2
i+2 (X).
Remark 4.4.6 In the sequel of this paper, for simplicity of notation, we shall denote by
the same symbol all the cup product morphisms, without indicating which functor has
been applied; e.g. we will use µ instead of f∗µ,
pτ≤if∗µ,
pHi(f∗µ) etc...
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4.5 Weight filtrations
For the notions introduced in this section see [12] and [28]. An increasing filtration W
on a finite dimensional vector space H is a collection of subspaces Wi ⊆ W such that
Wi−1 ⊆ Wi for every i ∈ Z. The associated graded spaces are Gr
W
i H := Wi/Wi−1 The
pair (H,W ) is called a filtered space.
A splitting of (H,W ) is an isomorphism H ≃ ⊕GrWi H.
Let j ∈ Z. The shifted filtration W [j] is defined by setting W [j]i :=Wj+i.
A filtered map ϕ : (H,W )→ (H ′,W ′) is a linear map ϕ : H → H ′ such that ϕ(Wi) ⊆W
′
i .
It induces linear maps Grϕ : GrWi H → Gr
W ′
i H
′ which we simply denote by ϕ.
A filtered map ϕ is called strict if ϕ(Wi) = ϕ(H) ∩W
′
i .
Given a space H ′ which is either a subspace or a quotient of H, one easily defines an
induced filtration W (H ′) so that the maps in sight are filtered. In particular, given two
filtrationsW andW ′ on H, the associated graded spaces GrWi H :=Wi/Wi−1 are naturally
filtered by W ′.
Given a finite dimensional vector space H and a nilpotent endomorphism N, there is
a unique filtration W with the properties that i) NWi ⊆Wi−2 and, denoting again by N
the induced map on graded spaces, ii) N i : GrWi H ≃ Gr
W
−iH, for every i ≥ 0 (cf. [12]).
Set N i = 0, P−i = 0 if i < 0, P−i = KerN i+1 ⊆ GrWi , if i ≥ 0. There is the Lefschetz
decomposition
GrWi =
⊕
l∈Z
N−i+lP i−2l, i ∈ Z. (22)
This unique filtration is called the weight filtration of N and is given by the “convolution
formula”
Wk =
∑
i+j=k
KerN i+1 ∩ ImN−j. (23)
We denote the weight filtration of N by WN and the graded spaces by GrNi .
Let S be a nondegenerate bilinear form on H which is either symmetric or skew-symmetric
and satisfies
S(Na, b) + S(a,Nb) = 0. (24)
When (24) holds, one says that N is an infinitesimal automorphism of (H,S). In this case,
the weight filtration is self-dual, i.e.
(WNi )
⊥ = WN−i−1, i ∈ Z (25)
and S descends to nondegenerate forms on GrNi H for every i ∈ Z. More precisely,
SNi ([a], [b]) : = S(a,N
ib), for i ≥ 0 (26)
and one requires that N i : GrNi H ≃ Gr
N
−iH is an isometry for every i ≥ 0. This is achieved
as follows: if [a], [b] ∈ GrN−iH, we have [a] = N
i[a′] and [b] = N i[b′] for uniquely determined
[a′], [b′] ∈ GrNi H; set
SN−i([a], [b]) : = S
N
i ([a
′], N i[b′]), i > 0. (27)
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The Lefschetz decomposition (22) is SNi −orthogonal for every i ∈ Z.
Let (H,W ) be a filtered space. For every i ∈ Z, a nilpotent endomorphism N of
(H,W ) descends to a nilpotent map GriN : Gr
W
i H → Gr
W
i H and yields the weight
filtration WGriN on GrWi H.
Let k ∈ Z be fixed. There is at most one filtration W ′ of H, called the weight−k filtration
of N relative to W, such that i) NW ′i ⊆W
′
i−2 and ii) W
′(GrWk H) =W
GrkN . See [28].
Let (H,S) be as above, N andM be commuting nilpotent infinitesimal automorphisms
of (H,S). By the convolution formula (23) for WN , one has MWNj ⊆ W
N
j . For ease of
notation we denote the map induced by M on GrNj H simply by M.
Assume that WM [j] is the weight−j filtration of M relative to WN on H for every j ∈ Z.
In particular, this means that
M i : GrMj+iGr
N
j H ≃ Gr
M
j−iGr
N
j H, i ≥ 0. (28)
Set P−j−i = KerM
i+1 ∩ KerN j+1 ⊆ GrMj+iGr
N
j H if i, j ≥ 0 and zero otherwise. We have
the double Lefschetz decomposition
GrMj+iGr
N
j H =
⊕
l,m∈Z
M−i+lN−j+mP j−2mi−2l , i, j ∈ Z. (29)
The nondegenerate forms SNj descend to nondegenerate forms S
MN
ij on Gr
M
j+iGr
N
j H. For
i, j ≥ 0 we have
SMNij ([a], [b]) = S(a,M
iN jb), (30)
where a, b ∈WMj+iH ∩ W
N
j H are representatives of [a], [b] ∈ Gr
M
j+iGr
N
j H. For the remain-
ing values of i and j, SMNij is defined by imposing that (28) is an isometry (cf. (27)).
The decomposition (29) is SNMij −orthogonal.
Remark 4.5.1 Let n ∈ Z be fixed and assume that the spaces GrMj+iGr
N
j H are pure
Hodge structures of weight (n− i− j) and that the induced maps
N : GrMj+iGr
N
j H −→ Gr
M
j−2+iGr
N
j−2H, (31)
M : GrMj+iGr
N
j H −→ Gr
M
j+i−2Gr
N
j H. (32)
are of pure type (1, 1). Then (29) is a direct sum of pure Hodge substructures.
Remark 4.5.2 If in addition the form (−1)n−i−jSMNij is a polarization of P
−j
−i for every
pair of indices (i, j) 6= (0, 0) such that i, j ≥ 0, then (−1)i+j−m−l−1SMNij is a polarization
of the summands M−i+lN−j+mP j−2mi−2l in (29) except, possibly, for P
0
0 . In this case, we
simply say that the forms SMNij polarize the summand spaces in question up to sign.
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4.6 Filtrations on H∗(X) = ⊕jH
j(X)
Let f : X → Y be a map of projective varieties, X nonsingular, n = dimX, η be an ample
line bundle on X, A be an ample line bundle on Y and L = f∗A. Let
H∗(X) := ⊕lH
l(X) (33)
and define the twisted Poincare´ form by setting:
S
(∑
αl,
∑
βl
)
: =
∑
l
(−1)
l(l−1)
2
∫
X
αl ∧ β2n−l. (34)
Note that the bilinear form S on H∗(X) is (−1)n−symmetric, that η and L act via cup
product as nilpotent, commuting operators on H∗(X) with ηn+1 = Ln+1 = 0 and that η
and L are infinitesimal automorphisms of (H∗(X), S) (cf. 4.5).
The line bundles η and L act via cup product on the cohomology of X in a nilpotent
fashion and induce the weight filtrations W η and WL on H∗(X).
By the classical Hard Lefschetz Theorem 3.1.2 the weight filtration W η for η is the
filtration by degree W deg :
W ηi = W
deg :=
⊕
l≥n−i
H l(X).
We also consider the total filtration on H∗(X) :
W toti :=
⊕
b∈Z
Hn+b≤b+i(X).
Clearly,
Grηj+iGr
tot
j H
∗(X) = Hn−i−j−i (X), i, j ∈ Z (35)
and (21) implies:
ηW degi ⊆W
deg
i−2 , η W
tot
j ⊆W
tot
j . (36)
One of the main results of this paper is that WL =W tot, i.e. that, roughly speaking, the
perverse filtration coincides with the weight filtration induced by L = f∗A (cf. 5.2.4).
4.7 The Universal Hyperplane section and the defect of semismallness
The universal hyperplane section plays a very important role in our inductive proof of the
Relative Hard Lefschetz Theorem. In this section we prove that the defect of semismall-
ness r(f) of a map decreases when taking a map naturally associated with the universal
hyperplane section. We also prove Weak Lefschetz-type results.
Let X ⊆ P be an embedded quasi-projective variety and consider the the universal
hyperplane section diagram
X = {(x, s) | s(x) = 0} 
 i //
g
))TTT
TTT
TTT
TTT
TTT
X × P∨
f ′

Y = Y × P∨
.
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Let j : (X×P∨)\X → X×P∨ be the open embedding. The morphism u := f ′ ◦ j is affine.
In the special case X = P with f = IdP we get P := {(p, s) | s(p) = 0} ⊆ P × P
∨ which is
nonsingular of codimension one and for which the natural projection P −→ P is smooth.
A stratification X of X with strata Sl induces a stratification on X×P
∨ with strata Sl×P
∨.
The following is elementary and left to the reader. See 3.8 and Lemma 3.5.4.b.
Proposition 4.7.1 The embedding i : X −→ X × P∨ is transversal with respect to the
stratification induced by any stratification of X, i.e. the intersection P ∩ (X × P∨) = X is
transversal along every stratum Sl × P
∨ of X × P∨. In particular,
ICX ≃ i
∗ICX×P∨[−1] ≃ i
∗p′
∗
ICX [d][−1].
Let f : X → Y be as in 2.1. We recall the definition of the defect of semismallness of
the map f . It plays a crucial role in Goresky-MacPherson’s version of the Weak Lefschetz
Theorem in [15]. Set Y i = {y ∈ Y | dim f−1(y) = i}.
Definition 4.7.2 The defect of semismallness of the map f is the integer
r = r(f) := max
i|Y i 6=∅
{
2i+ dimY i − dimX
}
.
Note that r(f) ≥ 0. If r(f) = 0, then we say f is semismall. Note that this implies
that f is generically finite. If r(f) = 0 and the maximum is realized only for i = 0, then
we say that f is small.
Remark 4.7.3 Let f be as in 2.1. If f is semismall, then f∗QX [n] ≃
pH0(f∗QX [n])
and theorems 2.1.1.a.b hold trivially. In fact, r(f) = 0 implies that f∗QX [n] satisfies the
conditions of support of Remark 3.6.1 (cf. [3]). The conditions of co-support are automatic
since f∗QX [n] is self-dual.
The geometric quantity r(f) plays a crucial role in our proof by induction. The key
point is that if it is not zero, then it decreases by taking hyperplane sections.
Theorem 4.7.4 (r(f) goes down)
(a) If r(f) > 0, then r(g) < r(f).
(b) If r(f) = 0, then g is small.
Proof. For s ∈ P∨, let Xs := {x ∈ X | s(x) = 0} be the corresponding hyperplane section.
If (y, s) ∈ Y, then the projection p : X → X identifies g−1(y, s) with f−1(y) ∩Xs. Set
Y i
′
=
{
(y, s) : dim f−1(y) = i = dim f−1(y) ∩Xs
}
.
The point (y, s) ∈ Y i
′
if and only if Xs contains a top dimensional component of f
−1(y).
It is a closed algebraic subset of Y i. Set
Y i
′′
=
{
(y, s) | dim f−1(y) = i+ 1 and dim f−1(y) ∩Xs = i
}
.
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It is an open algebraic subset of Y i. We have that
Y i = Y i
′
∐ Y i
′′
.
Since the set of hyperplanes in a projective space containing a given irreducible subvariety
of dimension d is a linear space of codimension at least d+1, the definition of r(f) implies
that dimY i
′
≤ dimY i + dimP∨ − (i − 1) ≤ r(f) − 2i + dimX + dimP∨ − (i − 1) =
r(f)− 3i+ dimX . It follows that
2i+ dimY i
′
− dimX ≤ r(f)− i, ∀i ≥ 0.
Since the general hyperplane section does not contain any irreducible component of f−1(y),
we have that dimY i
′′
= dimY i+1 + dim P∨ ≤ r(f) + −2(i + 1) + dimX + dim P∨ =
r(f)− 1 +−2i+ dimX . It follows that
2i+ dimY i
′′
− dimX ≤ r(f)− 1, ∀i ≥ 0.
Suppose that either Y 0 is empty, or dimY 0−dimX < r(f). Then the first inequality above
is strict for i = 0. Combining it with the second inequality, we get that r(g) ≤ r(f)− 1.
Suppose that Y 0 is not empty and that dimY 0 − dimX = r(f). Then r(f) = 0. The two
inequalities above give r(g) ≤ r(f), hence r(g) = 0. Moreover, dimY i − 2i + dimX < 0,
∀ i > 0 so that g is small.
A similar argument, based on “Hironaka’s principle of counting constants,” as ex-
plained in [26], proves the following proposition, left to the reader:
Proposition 4.7.5 Let X be nonsingular and η be an ample line bundle on X. There
exists m0 ≫ 0 such that for every m ≥ m0, having denoted by X
k the transversal inter-
section of k general hyperplane sections in |mη|, k ≥ 1 and by fk : X
k → Y the resulting
morphism, we have :
(a) If r(f) ≥ k, then r(fk) ≤ r(f)− k.
(b) If r(f) = 0, then f1 : X
1 → Y is small.
The left t−exactness of affine maps has important implications for the topology of
algebraic varieties.
Lemma 4.7.6 (Left t−exactness and Weak Lefschetz) Let
X ′
i //
g
  A
AA
AA
AA
A X
f

X \X ′
u
{{ww
ww
ww
ww
w
joo
Y
(37)
be a commutative diagram of algebraic varieties with i a closed embedding, f proper, u
affine and let P ∈ Perv(X). Then
(i) the natural map pHl(f∗P )→
pHl(g∗i
∗P ) is iso for l ≤ −2 and mono for l = −1;
(ii) the natural map pHl(g∗i
!P )→ pHl(f∗P ) is iso for l ≥ 2 and epi for l = 1.
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Proof. By applying f∗ ≃ f! to the triangle j!j
!P → P → i∗i
∗P → and by using the
isomorphisms u! ≃ f!j!, j
! ≃ j∗, f∗i∗ ≃ g∗ one gets the triangle u!j
∗P → f∗P → g∗i
∗P → .
Since j∗P ∈ Perv(X \ X ′) and u! is left t−exact, (i) follows by taking the long exact
sequence of perverse cohomology on Y.
(ii) is obtained by first applying (i) to D(P ) ∈ Perv(X) and then by applying the rules
D pHl(−) ≃ pH−l(D(−)), Df∗D ≃ f! ≃ f∗ and Dg∗i
∗D ≃ g!i
!DD ≃ g∗i
!.
We shall need the following immediate consequence of Lemma 4.7.6.
Proposition 4.7.7 Let Y be a projective variety, i : Y1 → Y be a hyperplane section and
P ∈ Perv(Y ). Then the natural maps
i∗ : Hj(Y, P ) −→ Hj(Y1, i
∗P ), i∗ : H
l(Y1, i
!P ) −→ Hl(Y, P )
are isomorphisms for j ≤ −2 and l ≥ 2, injective for j = −1 and surjective for l = 1.
Proof. Apply Lemma 4.7.6 and take hypercohomology.
Consider the universal hyperplane section in 4.7. There is the commutative diagram
X
f

X × P∨
p′oo
f ′

X
+

i
99sssssssssss
g
%%KK
KK
KK
KK
KK
K X × P
∨ \ X
j
hhPPPPPPPPPPPP
u
vvnnn
nnn
nnn
nnn
Y Y = Y × P∨
poo
where u := f ′ ◦ j is an affine morphism.
Proposition 4.7.8 (The Relative Weak Lefschetz Theorem)
Let K ∈ Perv(X), K ′ := p′∗K[d], M := i∗K ′[−1]. Then
(i) p∗ pHl(f∗K)[d] −→
pHl+1(g∗M) is iso for l ≤ −2 and mono for l = −1;
(ii) pHl−1(g∗M) −→ p
∗ pHl(f∗K)[d] is iso for l ≥ 2 and epi for l = 1.
Proof. Since p′∗[d] is t−exact, (i) follows from Lemma 4.7.6.i applied to K ′ in the set-up
of 4.7, keeping in mind that f ′∗p
′∗ ≃ p∗f∗ and p
∗[d]( pHl(f∗K)) ≃)
pHl(p∗[d](f∗K)).
By transversality, 4.7.1 and Lemma 3.5.4.b, i!K ′ ≃ i∗K ′[2] and (ii) follows from Lemma
4.7.6.ii.
The following complements Proposition 4.7.8; see [1], 5.4.11.
Proposition 4.7.9 p∗[d] pH−1(f∗K) can be identified with the biggest perverse subsheaf
of pH0(g∗M) coming from Y, and p
∗[d] pH1(f∗K) with the biggest quotient perverse sheaf
of pH0(g∗M) coming from Y.
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5 Proof of the main theorems in 2.1
In this section, we prove Theorem 2.1.1, i.e. the Relative Hard Lefschetz Theorem, the
Decomposition Theorem and the Semisimplicity Theorem (except for pH0(f∗QX [n])), the
Hard Lefschetz Theorem for Perverse Cohomology 2.1.4, the Hodge Structure Theorem
2.1.5, the (η, L)−Decomposition Theorem 2.1.6 and the Generalized Hodge-Riemann Bi-
linear Relations 2.1.7.
The set-up is the one of 2.1. We assume 2.6.2 and remind the reader of Remark 2.6.3.
5.1 Relative Hard Lefschetz, Decomposition and Semisimplicity (i 6= 0)
We use the notation and results in 4.7. Let η′ := i∗p′∗η; it is g−ample.
Lemma 5.1.1 Suppose that η′r : pH−r(g∗M)
≃
−→ pHr(g∗M) for all r ≥ 0 and that
pH0(g∗M) is semisimple. Then η
r : pH−r(f∗K)
≃
−→ pHr(f∗K) for r ≥ 0.
Proof. We have ηr = i∗ ◦ η
′r−1 ◦ i∗. If r 6= 1, then we conclude by the Weak Lefschetz
Theorem 4.7.8.
Let r = 1. Since p∗[d] is fully faithful, η is an isomorphism if and only if p′∗η[d] :
p∗ pH−1(f∗K)[d] −→ p
∗ pH1(f∗K)[d] is an isomorphism. This map is the composition
of the monomorphism i∗ with the epimorphism i∗. By the semisimplicity of
pH0(g∗M),
the sequence of perverse subsheaves i∗Ker p′∗η[d] ⊆ Ker i∗ ⊆
pH0(g∗M) splits and we get
a direct sum decomposition
pH0(g∗M) = i
∗Ker p′∗η[d] ⊕R⊕ S,
where the restriction of i∗ to S is an isomorphism with p
∗ pH1(f∗K)[d].
The projection pH0(g∗M) −→ i
∗Ker p′∗η[d]⊕S ≃ i∗Ker p′∗η[d]⊕ p∗ pH1(f∗K)[d] is an epi-
morphism and both summands come from Y. By the maximality statement of Proposition
4.7.9, i∗Ker p′∗η[d] = 0, i.e . η : pH−1(f∗K) −→
pH1(f∗K) is a monomorphism.
Since the complex K and the map η are self-dual, η is also an epimorphism, hence an
isomorphism.
Remark 5.1.2 The relative Hard Lefschetz Theorem 2.1.1 holds when η is f−ample, i.e.
ample when restricted to the fibers of f. In fact, if η is f−ample, then η˜ := η + mL is
ample for every m ≫ 0 and, by Remark 4.4.3, pHj(η) = pHj(η˜), for every j ∈ Z. Note
that ample implies f−ample. We need Theorem 2.1.1 for f−ample line bundles in the
next proposition.
We can now prove Theorem 2.1.1 parts (a), (b) and (c), except for i = 0.
Proposition 5.1.3 Let f : X → Y and η be as in 2.1 and assume that 2.6.2 holds.
Then the Relative Hard Lefschetz Theorem 2.1.1.a and the Decomposition Theorem 2.1.1.b
hold for f. The Semisimplicity Theorem 2.1.1.c holds for pHi(f∗QX [n]) with i 6= 0.
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Proof. We apply the inductive hypothesis 2.6.2 to g : X −→ Y, which satisfies r(g) <
r(f) (cf. 4.7.4). Setting K = QX [n], we have M = QX [n + d − 1]. By the inductive
hypothesis and Remark 5.1.2, we have: 1) η′r is an isomorphism for every r and 2)
pH0(g∗M) is semisimple. By Lemma 5.1.1, η
r is an isomorphism for r ≥ 0. This proves
that Theorem 2.1.1.a holds for f. As it has already been observed in 4.4.4, the well-known
Deligne-Lefschetz Criterion for E2−degeneration [8] yields Theorem 2.1.1.b for f. The
semisimplicity statement b) for i 6= 0 follows from the Weak Lefschetz Proposition 4.7.8
and the semisimplicity of pH0(g∗M).
5.2 Hard Lefschetz for perverse cohomology groups
Note that r(f) ≤ dimX. If r(f) > 0, consider 1 ≤ k ≤ r(f), let Xk, be the transversal
intersection of k general hyperplane sections of the linear system η and fk : X
k −→ Y be
the resulting map. By Proposition 4.7.5, we may assume that η is such that if r(f) > 0,
then r(fk) ≤ r(f)− k, for every 1 ≤ k ≤ r(f).
The following contains Weak-Lefschetz-type results for the hyperplane sections of X.
Proposition 5.2.1 Assumptions as in 5.2. Let 1 ≤ k ≤ r.
(i) The natural restriction map pHl−k(f∗QX [n]) −→
pHl(fk∗QXk [n− k]) is iso for l < 0
and a splitting mono for l = 0.
(ii) The natural Gysin map pHl(fk∗QXk [n− k]) −→
pHk+l(f∗QX [n]) is an iso for l > 0
and a splitting epi for l = 0.
(iii) The maps induced by L in hypercohomology are compatible with the splittings (i) and
(ii). In particular, if for given h and j the map
Lj : Hh0 (X
k) −→ Hh+2j0 (X
k)
is injective (resp. surjective, resp. bijective), then the maps
Lj : Hh−k(X) −→ H
h+2j
−k (X), L
j : Hh+2kk (X) −→ H
h+2k+2j
k (X),
are injective (resp. surjective, resp. bijective).
Proof. Let k = 1. Lemma 4.7.6 applied to X1 ⊆ X and QX [n] implies (i) and (ii). The
case k > 1 follows by induction.
Since cupping with L = f∗A commutes with any direct sum decomposition on Y, (iii)
follows.
We need the following easy consequence of Proposition 5.2.1 to prove Theorem 2.1.4.
The more precise statement KerLn−1 ⊆ H
n−1
≤−1(X) is true, but its proof would require that
we prove Theorem 2.1.4 first.
Lemma 5.2.2 Assumptions as in 5.2.
KerLn−1 = KerLn−1,≤0 ⊆ H
n−1
≤0 (X).
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Proof. Since L acts compatibly with the p-splitting, it suffices to prove that KerLn−1 ⊆
Hn−1k (X) is trivial, for every k > 0. By Proposition 5.2.1, H
n−1
k (X) is isomorphic to a
direct summand of H
(n−k)−(k+1)
0 (X
k) with L acting as the restriction of L|Xk to the direct
summand. Inductively, this map is injective. We conclude by Proposition 5.2.1.iii.
Proposition 5.2.3 Under the assumption 2.6.2 the Hard Lefschetz theorem for perverse
cohomology groups 2.1.4 holds for f, i.e.
ηk : Hj−k(X) ≃ H
j+2k
k (X), L
k : Hn+b−kb (X) ≃ H
n+b+k
b (X), k ≥ 0, b, j ∈ Z.
Proof. Since f∗QX [n] p-splits by 5.1.3, there is a decomposition
Hn+j≤b (X)
ϕ
≃
⊕
i≤b
H
j−i(Y, pHi(f∗QX [n])).
The statement for ηk follows from the previously established Relative Hard Lefschetz
Theorem for f (cf. 5.1.3) and from the compatibility 4.4.2.
The rest of the proof is concerned with Lk. The cases b 6= 0 follow from the inductive
hypotheses: apply Theorem 2.1.4 and Proposition 5.2.1.iii to f|Xk : X
k → Y.
Let b = 0. Note that the statement is trivial for k = 0. Choose a sufficiently general
hyperplane section Y1 of Y (cf. 3.2.2) and let X1 be the nonsingular f
−1(Y1).
Recalling the canonical identification Hn+k0 (X) = H
−k(Y, pH0(f∗QX [n])) and the compat-
ibility 4.4.3, we have a commutative diagram
Hn−k0 (X)
i∗

Lk // Hn+k0 (X)
H
(n−1)−(k−1)
0 (X1)
Lk−1
|X1 // H
(n−1)+(k−1)
0 (X)
i∗
OO
where i∗ is restriction and i∗ is the (dual) Gysin map.
Let k ≥ 2. By Proposition 4.7.7, i∗ and i∗ are isomorphisms. By Theorem 2.1.4 applied
to f1 : X1 −→ Y1, the map L
k−1
|X1
is an isomorphism and so is the map Lk.
Let k = 1. We must check that L : Hn−10 (X)→ H
n+1
0 (X) is an isomorphism.
By the self-duality of pH0(f∗QX [n]), the two spaces have the same dimension so that it is
enough to check that L is injective.
Let α ∈ KerL ⊆ Hn−10 (X). According to 4.4.4, α =
∑
j≥0 η
jαj . By Remark 4.4.3, L
commutes with any direct sum decomposition so that Lηjαj = 0, for every j ≥ 0. Since
L commutes with η and, by what we have already proved for ηk, the map ηj is injective
on Hn−2j−1−2j (X) ∋ αj for every j ≥ 0, we have that Lαj = 0 for every j ≥ 0. The case
b 6= 0, which was dealt-with above, implies that if j > 0, then L is an isomorphism from
Hn−2j−1−2j (X). This implies that αj = 0, for every j > 0, i.e. α = α0.
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Since L acting on H∗(X) is strict and KerL ⊆ Hn−1≤0 (X) by Lemma 5.2.2, we have
KerL/(KerL ∩ Hn−1≤−1) = Ker{H
n−1
0 (X)
L
→ Hn+10 (X) }. It follows that there exists a ∈
KerL ⊆ Hn−1≤0 (X) such that its class in H
n−1
0 (X) satisifes [a] = α.
Let a =
∑
apq be the (p, q)−decomposition for the natural Hodge structure on Hn−1(X).
Clearly apq ∈ KerL. It follows that we may assume that α = [a], with a ∈ KerL of some
pure type (p, q).
By way of contradiction, assume that α 6= 0. By Lemma 4.3.8, we have i∗α = [a|X1 ]. Since
i∗ is injective by Proposition 4.7.7, 0 6= i∗α ∈ Hn−10 (X1). This restricted class is of pure
type (p, q), for the pure Hodge structure coming inductively from Theorem 2.1.5 applied
to f|X1 : X1 → Y1. By Lemma 4.3.8: i) L|X1i
∗α = i∗(Lα) and ii) since (Pη)|X1 ≃ Pη |X1 [1],
we have η|X1i
∗α = 0. Since α = α0, i
∗α ∈ P 00 (X1).
By the inductive Generalized Hodge-Riemann Relations 2.1.7 for f|X1 : X1 → Y1
0 6= ±S
η|L|
00 (i
∗α, i∗α) =
∫
X1
a|X1 ∧ a|X1 =
∫
X
L ∧ a ∧ a = 0,
a contradiction.
Proposition 5.2.3 allows to complete the identification of the filtrations defined in 4.5:
Proposition 5.2.4 For every i, j ∈ Z :
W η = W deg, WL = W tot, (38)
WLi =
⊕
l∈Z
Hn+l≤l+i(X), Gr
L
i =
⊕
l∈Z
Hn+ll+i (X), W
L
i ∩ H
n+j(X) = Hn+j≤i+j(X), (39)
Grηj+iGr
L
j H
∗(X) = Hn−i−j−i (X) (40)
and the forms SηLij of (30) are therefore defined on H
n−i−j
−i (X).
The filtration W η[j] is the weight-j filtration of η relative to WL (cf. (28)).
Proof. Since L is compatible with the splittingH∗(X) = ⊕lH
l(X), the convolution formula
(23) implies that
WLi =
⊕
l
(WLi ∩H
l(X)).
By the characterization of weight filtrations, in order to prove that W deg = W η and
W tot = WL, it is enough to show that i) ηW degk ⊆ W
deg
k−2, ii) η
k : Hn−k(X) ≃ Hn+k(X),
iii) LW totk ⊆W
tot
k−2, and iv) L
k : Grtotk ≃ Gr
tot
−k, for all k ≥ 0.
While i) is obvious and iii) follows from 4.4.3, ii) and iv) are mere re-formulations of the
Hard Lefschetz Theorems 3.1.2 for ηk acting on ordinary cohomology and of the just-
established Hard Lefschetz for Perverse Cohomology Theorem 2.1.4 for the action of Lk,
respectively. This proves (38), (39) and (40). The assertion on SηL follows from (40) and
the definition (30).
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The second assertion follows from WL =W deg, i) above and the Hard Lefschetz Theorem
2.1.4 for η.
Proof of the Hodge Structure Theorem 2.1.5. Since L is of pure type (1, 1) acting
on H∗(X), the convolution formula (23) for WL implies that WLi ∩H
n+j(X) is a Hodge
sub-structure of Hn+j(X) for every i, j ∈ Z. We conclude by (39). .
Proof of the (η, L)−Decomposition Corollary 2.1.6. By Proposition 5.2.4, W η[j] is
the weight−j filtration of η relative to WL and 4.5 applies.
5.3 The Generalized Hodge-Riemann Bilinear Relations (P ij 6= P
0
0 )
In this section we are going to prove the Generalized Hodge-Riemann Bilinear Relations
2.1.7 for f, except for P 00 . As in 5.2, we may assume that the η−sections are general
enough.
Lemma 5.3.1 (a) Let r > 0 and Xr be the complete transversal intersection of r general
sections of η. Then the natural restriction map i∗ : Hn−r−j−r (X) −→ H
n−r−j
0 (X
r), is an
injective map of pure Hodge structures for every j ∈ Z, and i∗(P−j−r (X)) ⊆ P
−j
0 (X
r) for
every j ≥ 0.
(b) Let X1 = f
−1(Y1), where Y1 is a general section of A, transversal to the strata of Y.
Then, for every j > 0, the natural restriction map i∗ : Hn−j0 (X) −→ H
n−j
0 (X1) is an
injection of pure Hodge structures and i∗(P−j0 (X)) ⊆ P
−j+1
0 (X1).
Proof. The inductive hypotheses apply to Xr → Y and to X1 → Y1 so that all perverse
cohomology groups have natural Hodge structures.
(a) We have proved Theorem 2.1.5 for f. The map H∗(X) → H∗(Xr) is a map of Hodge
structures and Remark 4.2.3 implies that so is the map in question. Lemma 5.2.1.i. implies
the injectivity statement. The fact that P−j−r (X) maps to P
−j
0 (X
r) can be shown as follows.
Let l > 0 and l′ ≥ 0 and let X l be the transversal complete intersection of l general sections
of η. The map f∗(η
l+l′) : f∗QX [n] −→ f∗QX [n+ 2l + 2l
′] factorizes as
f∗QX [n] −→ g∗QXl [n− l][l]
g∗(ηl
′
|Xl
)
−→ g∗QXl [n− l][l][2l
′] −→ f∗QX [n+ 2l + 2l
′].
The statement follows from applying the functors H∗( pH−r(−)) to the factorization above
when l = r and l′ = 1.
(b) The compatibility with the perverse decomposition of Lemma 4.3.8 implies that the
map in question has the indicated range. The map H∗(X) → H∗(X1) is a map of
Hodge structures and so is the map in question. The injectivity statement follows from
Proposition 4.7.7. The fact that P−j0 (X) maps to P
−j+1
0 (X1) follows from the fact that
Lj = i∗ ◦ L
j−1
|X1
◦ i∗, where i∗ is an isomorphism in the range we are using it.
Proposition 5.3.2 The Generalized Hodge-Riemann Bilinear Relations 2.1.7 hold for the
direct summands η−i+l L−j+m P j−2mi−2l 6= P
0
0 .
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Proof. By Remark 4.5.2, it is enough to consider the case i, j ≥ 0, (i, j) 6= (0, 0). Also, we
assume that l = m = 0, and leave the easy necessary modifications to deal with the other
cases to the reader.
Let Xrs be the complete intersection of r general sections of η and s general sections of L.
If r = 0, then we consider only the sections of L. Similarly, if s = 0.
Since
∫
X η
r ∧ Ls ∧ a ∧ b =
∫
Xrs
a|Xrs ∧ b|Xrs , we have that
SηLrs (X)(a, b) = S
η|L|
00 (X
r
s )(a|Xrs , b|Xrs ).
The statement follows from a repeated application of Lemma 5.3.1, of the inductive hy-
pothesis Theorem 2.1.7 applied to Xrs → Ys and from Remark 3.1.1.
5.4 The space Λ ⊆ Hn(X), its approximability and the polarization of P 00
In this section we are going to complete the proof of the Generalized Hodge-Riemann
Bilinear Relations 2.1.7 for f, by polarizing P 00 . For convenience, we consider cohomology
with real coefficients.
Let ǫ > 0 be a real number. Define
Λǫ := Ker (ǫ η + L) ⊆ H
n(X).
The spaces Λǫ are Hodge sub-structures. By the classical Hard Lefschetz Theorem,
dimΛǫ = bn − bn−2, where bi are the Betti numbers of X. Define
Λ := lim
ǫ→0
Λǫ,
where the limit is taken in the Grassmannian G(bn−bn−2,H
n(X)). The space Λ ⊆ Hn(X)
is a real Hodge sub-structure for that is a closed condition. Clearly, Λ ⊆ Ker{Hn(X) →
Hn+2(X)}, but in general there is no equality, since
dimKer
{
Hn(X)
L
→ Hn+2(X)
}
= bn − bn−2 + dimKer
{
Hn−2(X)
L
→ Hn(X)
}
.
The main goal of this section is to characterize the subspace Λ in terms of η and L.
Since Lk : GrLk ≃ Gr
L
−k, we have
KerLk ⊆WLk−1. (41)
In order to keep track of cohomological degrees, we set
Lkr : Gr
η
r = H
n−r(X) −→ Hn−r+2k(X) = Grηr−2k.
The following two lemmata will allow to identify Λ.
Lemma 5.4.1 ηKerL2 ∩ (ηKerL2)
⊥ ∩ · · · ∩ (ηiKerLi2i)
⊥ = {0} ∈ Hn(X), i≫ 0.
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Proof. It is enough to show that
ηKerL2 ∩ (ηKerL2)
⊥ ∩ · · · ∩ (ηiKerLi2i)
⊥ = ηKerL2 ∩ W
L
−i, ∀i ≥ 0,
for then the lemma follows by taking i = n+ 1, for example.
The claim above can be proved by induction as follows. The starting step i = 0 of the
induction follows from (41):
KerL2 ⊆ W
L
0 . (42)
Suppose the claim proved for i. We are left with showing that
ηKerL2 ∩ W
L
−i−1 = ηKerL2 ∩ W
L
−i ∩ (η
i+1KerLi+12i+2)
⊥. (43)
The inclusion “⊆” follows at once from (41) and self-duality: ηi+1KerLi+12i+2 ⊆ W
L
i =
(WL−i−1)
⊥. The other inclusion follows from the nondegeneracy of the forms SηLi+2,i, as we
now show.
Let α = ηλ ∈ ηKerL2 ∩W
L
−i.
CLAIM 1: λ ∈WL−i.
We have λ ∈WL0 . By way of contradiction, assume that λ ∈W
L
−i′ , for some −i < −i
′ ≤ 0.
Since ηλ ∈WL−i, we have ηλ ∈ H
n
≤−i(X) and we would have that the map
η : Grη2 Gr
L
−i′ = H
n−2
−i′−2(X) −→ Gr
η
0 Gr
L
−i′ = H
n
−i′
is not injective, contradicting Proposition 5.2.4, i.e. the injectivity of η for i ≥ −1.
CLAIM 2: there exists λ′ ∈W η2i+2 ∩W
L
i = H
n−2−2i
≤−2−i (X) such that λ = L
iλ′.
We have that Lk : GrLk ≃ Gr
L
−k for every k ≥ 0. Using the case k = i we may write
λ = Liλ1 + τ1, λ1 ∈ H
n−2−2i
≤−2−i (X), τ1 ∈ H
n−2
≤−2−i−1(X).
Replacing λ with τ1, k = i with k = i+ 1 and iterating we get
λ = Li
j∑
t=1
Lt−1λt + τj, L
t−1λt ∈ H
n−2−2i
≤−2−i (X), τj ∈ H
n−2
≤−2−i−j(X).
CLAIM 2 follows by taking j ≫ 0.
Since L2λ = 0, we have L
i+1
2i+2λ
′ = 0. So far, we have proved that
if α ∈ ηKerL ∩WL−i, then α = ηL
i
2i+2λ
′ with Li+12i+2λ
′ = 0.
Let β ∈ ηi+1KerLi+12i+2. By (41), β = η
i+1β′, for some β′ ∈ KerLi+12i+2 ⊆ W
L
i . By the very
definition (30) of the forms SηL it follows that, denoting by the same symbol an element
in some H∗≤∗ and the corresponding class in H
∗
∗ (X),
SηLij (λ
′, β′) = S(ηLiλ′, ηi+1β′) = S(α, β).
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Finally, let us assume that α ∈ ηKerL2 ∩W
L
−i∩(η
i+1KerLi+12i+2)
⊥. This implies S(α, β) = 0.
By the Generalized Hodge-Riemann Bilinear Relations 2.1.7, the restriction of the form
SηLi+2,i to KerL
i+1 ⊆ Hn−2i−2−i−2 (X) is nondegenerate. It follows that the class of λ
′ in
Hn−2i−2−i−2 (X) is zero, i.e. λ
′ ∈WLi−1. Since η respects the filtration W
L while L shifts it by
−2, we conclude that α = ηLiλ′ ∈WL−i−1. We have proved the remaining inclusion.
Lemma 5.4.2 Λ = KerL0 ∩
(
∩i≥1(η
iKerLi2i)
⊥
)
⊆ Hn≤0(X)
and there is the orthogonal direct sum decomposition:
KerL0 = Λ
⊕
ηKerL2.
Proof. We show that
Λǫ ⊆
⋂
i≥1
(ηiKerLi2i)
⊥.
It is enough to show that Λǫ ⊆ (η
iKerLi2i)
⊥, for every i ≥ 1. Let uǫ ∈ Λǫ, i.e. ηuǫ =
−ǫ−1Luǫ. We have η
iuǫ = (−ǫ
−1)iLiuǫ. Let λ ∈ H
n−2i(X) be such that Liλ = 0.
We have
∫
X uǫ ∧ η
iλ = (−1
ǫ
)i
∫
X uǫ ∧ L
iλ = 0. The wanted inclusion follows and Λ ⊆
∩i≥1(η
iKerLi2i)
⊥.
We show that Λ ⊆ KerL0 : if Λ ∋ u = limǫ→0 uǫ, with uǫ ∈ Λǫ, then Lu = limǫ→0 Luǫ =
limǫ→0(−ǫηuǫ) = 0.
It follows that Λ ⊆ KerL0 ∩ (∩i≥1(η
iKerLi2i)
⊥).
By Lemma 5.4.1, ∩i≥1(η
iKerLi2i)
⊥ ∩ ηKerL2 = {0} and therefore Λ ∩ ηKerL2 = {0}. By
counting dimensions, the internal direct sum Λ ⊕ ηKerL2 = KerL0. On the other hand,
we also have an internal direct sum (KerL0∩ (∩i≥1(η
iKerLi2i)
⊥))⊕ηKerL2 ⊆ KerL0 and
this implies that the inclusion Λ ⊆ KerL0 ∩ (∩i≥1(η
iKerLi2i)
⊥) is in fact an equality. The
orthogonality of the decomposition is immediate.
The form SηL00 is nondegenerate on each direct summand of the (η, L)−decomposition
for Hn0 (X). In particular, it is so on P
0
0 .
Lemma 5.4.3 The form (−1)nSηL00 defines a polarization of Λ0 := Λ/(Λ ∩H
n
≤−1(X)).
Proof. By the classical Hard Lefschetz Theorem, the Poincare´ pairing multiplied by
(−1)
n(n+1)
2 is a polarization of Λǫ for every ǫ > 0. In particular, the form (−1)
nS(−, C(−))
is semipositive definite when restricted to Λ.
It follows that (−1)nSηL00 (−, C(−)), being semipositive definite and nondegenerate on P
0
0 ,
is in fact positive definite, i.e. (−1)nSηL00 is a polarization of P
0
0 .
Lemma 5.4.4 We have an orthogonal direct sum decomposition:
KerL0/(KerL0 ∩H
n
≤−1(X)) = Λ0
⊕(
ηKerL2/ηKerL2 ∩H
n
≤−1(X)
)
.
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Proof. The statement follows from the following elementary fact: if V is a vector space
with a bilinear form and V1 ⊆ V is its radical, an orthogonal direct sum decomposition
V = U1 ⊕ U2
induces an orthogonal direct sum decomposition
V/V1 = U1/(V1 ∩ U1)⊕ U2/(V1 ∩ U2)
and the bilinear form is nondegenerate on the two summands. We apply this to V =
KerL0, V1 = KerL0 ∩H
n
≤−1(X), U1 = Λ and U2 = ηKerL2.
We now conclude the proof of the Polarization Theorem 2.1.7 for P 00 :
Proof of Theorem 2.1.7. Since P 00 ⊆ Ker η, we have an inclusion of Hodge structures
P 00 ⊆ (ηKerL2)
⊥/(ηKerL2)
⊥ ∩Hn≤−1(X) = Λ0
which, in view of Lemma 5.4.3 and Remark 3.1.1, are polarized by (−1)nSηL00 (−, C(−)).
6 The Semisimplicity Theorem 2.1.1.c for pH0(f∗QX [n]).
The set-up is as in 2.1 and we assume that 2.6.2 holds. Recall Remark 2.6.3.
In this section we prove that pH0(f∗QX [n]) is semisimple, i.e. we establish the remain-
ing case i = 0 of Theorem 2.1.1.c for f. Along the way we also prove the Generalized
Grauert Contractibility Criterion 2.1.8 and the Refined Intersection Form Theorem 2.1.9,
thus proving all the results in 2.1.
6.1 The induction on the strata: reduction to S0.
We introduce the stratification with which we work. Let K ∈ Ob(D(X)). The typical
example will be K = QX [n]. We fix once and for all X and Y finite algebraic Whitney
stratifications for f such that K is X−cc. By 3.3 and 3.6, f∗K and all of its perverse
cohomology complexes pHj(f∗K), ∀ j ∈ Z, are Y-cc.
We employ the notation in 3.2. Let 0 ≤ s ≤ d. Denote by
Ss
αs−→ Us
βs
←− Us+1
the corresponding closed and open embeddings.
The stratification Y induces a stratification YUs on Us and the trivial one, YSs , on Ss.
The maps αs and βs are stratified with respect to these stratifications.
Let K ′ be Y−cc, e.g. K ′ = f∗K or K
′ = pHj(f∗K), l ∈ Z. Then α
∗
sK
′ is YSs−cc and
β∗sK
′ is YUs+1−cc.
51
Let K ′ ∈ Ob(D(Us)) be YUs−cc. By 3.3, all terms of the triangle αs!α
!
sK
′ → K ′ →
βs∗β
∗
sK
′ [1]→ are YUs−cc and the maps induced at the level of cohomology sheaves are,
when restricted to the strata Sl, l ≥ s, maps of local systems.
Let n := dimX, m := dim f(X). The stratum Sm has a unique connected component Sf
contained in the open subset of f(X) over which f is smooth.
Clearly, all the complexes we shall be interested in have support contained in f(X). In
addition, depending on whether they are defined on Y , Us or Ss, they are either Y-cc,
YUs−cc, or YSs−cc.
Remark 6.1.1 By the condition of (co)support in 3.6, we have
pHj(f∗QX [n])|Us ≃ τ≥−m τ≤−s
pHj(f∗QX [n])|Us , ∀ 0 ≤ s ≤ m.
The sheaf H−s( pHj(f∗QX [n])|Us) is a local system on Ss.
Let fs : U
′
s := f
−1(Us) −→ Us be the corresponding maps. Note that U
′
s = ∅, ∀s > m. We
have natural restriction isomorphisms
pHj(f∗QX [n]|Us) ≃
pHj(fs∗QU ′s[n]).
Recall that, if P ∈ Perv(Us+1), then βs!∗P ≃ τ≤−s−1P ∈ Perv(Us) (cf. 3.8.1).
In this set-up, Deligne’s Theorem [8] can be re-formulated in terms of the existence of an
isomorphism
fm∗QU ′m[n] ≃
⊕
j
pHj(fm∗QU ′m [n])[−j]
where pHj(fm∗QU ′m [n]) is supported, as a complex on Um, precisely on Sf and is there
isomorphic to (Rn−m+jfm∗Qf−1(Sf ))[m].
Remark 6.1.2 The local systems Rn−m+jfm∗QU ′m on Sf are semisimple by Deligne Semi-
simplicity Theorem 3.1.4. In particular, the complexes pHj(fm∗QU ′m [n]) are semisimple in
Perv(Um).
The following Lemma essentially reduces the proof of the missing part of the Decom-
position Theorem to the local criterion of Lemma 6.1.3.b. To prove that the local criterion
is met we reduce it to a global property of projective maps, Theorem 5.4.3.
Lemma 6.1.3 (a) For every (j, s) 6= (0, 0) we have a canonical isomorphism in Perv(Us):
pHj(f∗QX [n])|Us ≃ βs∗!(
pHj(f∗QX [n])|Us+1)⊕H
−s( pHj(f∗QX [n])|Us)[s],
where the projection to the first summand is the (unique) lifting of truncation and the
projection to the second stems from truncation (cf. 6.1.1).
(b) For (j, s) = (0, 0)
pH0(f∗QX [n]) ≃ β0∗!(
pH0(f∗QX [n])|U1)⊕H
0( pH0(f∗QX [n]))[0]
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if and only if the natural map of dual skyscraper sheaves (cf. 3.5.2)
H0(α0!α0
! pH0(f∗QX [n])) −→ α0∗α0
∗H0( pH0(f∗QX [n]))
is an isomorphism.
Proof. (a) The perverse sheaf pHj(f∗QX [n]) is semisimple for j 6= 0 by Theorem 2.1.1.c
for f. We apply the Splitting Criterion 4.1.3 whose hypotheses are met in view of Remark
4.1.2.
Let j = 0. pH0(f∗QX [n]) is self-dual by Poincare´-Verdier duality. By Remark 4.1.2, it
is enough to check that the Splitting Criterion 4.1.3 holds for 1 ≤ s ≤ m. In the case
s = m, pH0(f∗QX [n])|Um is a shifted local system and there is nothing to prove. Let
1 ≤ s ≤ m− 1. Let Ys ⊆ Y be the complete intersection of s hyperplane sections chosen
so that 1) it meets every connected component of the pure and positive dimensional S
transversally at a finite set T and 2) Xs := f
−1(Ys) is a nonsingular variety (cf. 3.2.2).
We obtain a projective morphism fs : Xs −→ Ys. We have dimX > dimXs and we can
apply our inductive hypotheses: Theorem 2.1.1.b and c hold and pH0(fs∗QXs [n− s]) is
semisimple. By Lemma 4.3.8: pH0(fs∗QXs [n− s]) ≃
pH0(f∗QX [n])|Ys [−s].
The semisimplicity of pH0(fs∗QXs [n− s]) implies, via Remark 4.1.2, that the conditions
for the splitting criterion for pH0(fs∗QXs [n − s]) of Lemma 4.1.3 are met at every point
of T which is a subset of the set of zero-dimensional strata for fs.
By the second part of Lemma 3.5.3, we have that the splitting condition for pH0(f∗QX [n])|Us
is met as well.
(b) Since we have the result for U1, the statement is a mere re-formulation of Lemma 4.1.3.
6.2 The local system H−s(α!s
pH0(f∗QX [n])) on Ss
Lemma 6.2.1 Let Z be an affine algebraic variety, Q ∈ D≤0(Z), i.e. dim supp(Hi(Q)) ≤
−i. Let α : Σ −→ Y be the closed embedding of the possibly empty support of H0(Q).
Then the natural restriction map below is surjective
H
0(Z,Q) −→ H0(Z,α∗α
∗Q).
Proof. We have the two spectral sequences Epq2 (Q) = H
p(Z,Hq(Q)) =⇒ Hp+q(Z,Q),
Epq2 (α∗α
∗Q) = Hp(Z,Hq(α∗α
∗Q)) =⇒ Hp+q(Z,α∗α
∗Q). The natural adjunction map
a : Q −→ α∗α
∗Q induces a map of spectral sequences Er(Q) −→ Er(α∗α
∗Q).
Note that dimΣ ≤ 0. The assumptions on Q imply that Epq2 (α∗α
∗Q) = 0 if either p 6= 0,
or q > 0 so that E2(α∗α
∗Q) = E∞(α∗α
∗Q). In particular, H0(Z,α∗α
∗Q) = E00∞(α∗α
∗Q) =
E002 (α∗α
∗Q).
Since Q ∈ D≤0(Z), Q is Z−cc with respect to some stratification Z of Z, suppHq(Q) is
a closed affine subset of Z of dimension at most −q. The theorem on the cohomological
dimension of affine sets with respect to constructible sheaves, [18], Theorem 10.3.8, implies
that Epq2 (Q) = 0 for every p+ q > 0.
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We have Epq2 (Q) = E
pq
∞(Q) = 0 if either p < 0 or p+ q > 0.
It follows that we have the surjection
H
0(Z,Q) −→ E00∞(Q) = E
00
∞(α∗α
∗Q) = H0(Z,α∗α
∗Q).
In what follows, by the conditions of support for perverse sheaves, suppH0( pHb(f∗QX [n]))
is either empty, or a finite set of points. In the first case, Proposition 6.2.2 is trivial.
Proposition 6.2.2 Let b ∈ Z and α be the closed embedding into X of the zero-dimen-
sional set suppH0( pHb(f∗QX [n])) = {y1, · · · , yr}. The restriction map
Hn+bb (X) = H
0(Y, pHb(f∗QX [n])) −→ H
0(Y, α∗α
∗ pHb(f∗QX [n])) =
⊕
i=1,···,r
Hn+bb (f
−1(yi))
is surjective. Dually, the cycle map below is injective⊕
i=1,···,r
HBMn+b,−b(f
−1(yi)) −→ H
n−b
−b (X).
Proof. Let U ⊆ Y be an affine open set such that suppH0( pHb(f∗QX [n])) ⊆ U
′ and
U ′ := f−1(U). Consider the commutative diagram
Hn+b(X)
A // Hn+b(U ′)
B // Hn+b(f−1(y))
Hn+b≤b (X)
OO
p1

A≤b // Hn+b≤b (U
′)
OO
p2

B≤b // Hn+b≤b (f
−1(y))
OO
p3

Hn+bb (X)
Ab //
ϕ
≃

Hn+bb (U
′)
Bb //
ϕ
≃

Hn+bb (f
−1(y))
ϕ
≃

H0(Y, pHb(f∗QX [n])) // H
0(U, pHb(f∗QX [n])) // H
0(α∗α
∗ pHb(f∗QX [n]))
where the vertical maps pointing up are the natural injections, the quotient maps pi are
surjective and the vertical maps on the bottom row are the identifications of Remark 4.3.4.
In view of the existing splitting ϕ, the maps A and B are strict with respect to the perverse
filtrations on Hn+b(X), Hn+b(U) and the induced filtration on Hn+b(f−1(y)) (cf. 4.3.6).
By Lemma 6.2.1, Bb is surjective. This implies that Bb ◦ p2 = p3 ◦B≤b is surjective.
By Deligne’s Theory of Mixed Hodge Structures, [11], Proposition 8.2.6, ImB ◦A = ImB.
By the strictness with respect to the perverse and to the induced filtration, we infer that
ImB≤b ◦ A≤b = ImB≤b
It follows that p3 ◦B≤b ◦ A≤b = (Bb ◦Ab) ◦ p1 is surjective and so is Bb ◦ Ab, i.e. we have
proved the wanted surjectivity.
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6.3 pH0(f∗QX [n]) is a direct sum of intersection cohomology complexes
In this section we prove Proposition 6.3.2, i.e. an important step towards the semisim-
plicity of pH0(f∗QX [n]). A key ingredient is the the Generalized Grauert Contractibility
Criterion 2.1.8, which is concerned with the Hodge-theoretic properties of the refined in-
tersection form HBMn−b,b(f
−1(y))→ Hn+bb (f
−1(y)) introduced in 3.4. Together with Lemma
4.3.6, Theorem 2.1.8 gives complete information on the structure of the refined intersection
form on the fibers of f.
Proof of the Generalized Grauert Contractibility Criterion 2.1.8. The injectiv-
ity follows from the second statement in Proposition 6.2.2. If y /∈ suppH0( pHb(f∗QX [n])),
then HBMn−b,b(f
−1(y)) = 0 and the injectivity statement is trivial.
The inclusion in KerL follows from the fact that one can find a hyperplane section of Y
avoiding y.
The class map cl : HBMn−b (f
−1(y)) −→ Hn+b(X) is a map of mixed Hodge structures so
that the image Im(cl) ⊆ Hn+b(X) is a pure Hodge sub-structure.
By Lemma 4.3.6, the class map is filtered and HBMn−b (f
−1(y)) = HBMn−b,≤b(f
−1(y)).
It follows that the projection, Im(clb), of Im(cl) to H
n+b
b (X) is a pure Hodge sub-structure.
The compatibility with the direct sum decomposition given by Theorem 2.1.1.a and 4.4.4
follows from the additivity of α!α
!, where α : y → Y.
By the Generalized Hodge-Riemann Bilinear Relations 2.1.7, the direct summands of
Im(clb) are S
ηL
−b0−orthogonal. Since Im(clb) is a Hodge sub-structure of H
n+b
b (X), the
form SηL−b0 induces a polarization on each direct summand (cf. 3.1.1).
The proof of Proposition 6.3.2 requires only the case b = 0 of Theorem 2.1.8. Consider
the natural adjunction map
A : α!α
! pH0(f∗QX [n]) −→
pH0(f∗QX [n]).
Proposition 6.3.1 The map
H0(A)y : H
0(α!α
! pH0(f∗QX [n]))y −→ H
0( pH0(f∗QX [n]))y
is an isomorphism.
Proof. Since the domain and the target have the same rank, it is enough to show injectivity.
Let
A′ : α!α
! pH0(f∗ωX [−n]) −→
pH0(f∗ωX [−n])
be the natural adjunction map. In view of Remark 3.4.2, the statement to be proved is
equivalent to the analogous statement for the map H0(A′)y. Consider the composition
I : α!α
! pH0(f∗ωX [−n]) −→
pH0(f∗ωX [−n]) ≃
pH0(f∗QX [n]) −→ α∗α
∗ pH0(f∗QX [n]).
By the self-duality of I, the domain and target of H0(A′)y have the same rank. The
linear map H0(I)y is the refined intersection form H
BM
n,0 (f
−1(y) −→ Hn0 (f
−1(y)) which is
an isomorphism by Theorem 2.1.8. This implies that H0(A′)y is injective and hence an
isomorphism.
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Proposition 6.3.2 There are canonical isomorphisms in Perv(Y ) for every b :
pHb(f∗QX [n]) ≃
dimY⊕
l=0
IC
Sl
(α∗lH
−l( pHb(f∗QX [n]))).
Proof. It follows from Lemma 6.1.3 and Proposition 6.3.1.
Proof of the Refined Intersection Form Theorem 2.1.9. By Lemma 4.3.6 we only
need to deal with the case a = b. In this case, by 4.1.3, the nondegeneracy of the refined
intersection form in question is precisely the obstruction to the splitting of pHb(f∗QX [n])
so that the statement follows from Proposition 6.3.2.
6.4 The semisimplicity of pH0(f∗QX [n])
The goal of this section is to prove Theorem 6.4.2. The local systems in question do
not seem to arise as the ones associated with the cohomology of the fibers of a smooth
map, so that Deligne’s semisimplicity result 3.1.4 does not apply directly. The idea of
the proof is to use hyperplane sections on Y to find a smooth projective family XT −→
T of (n − s)−dimensional varieties over a Zariski-dense open subset T of Ss in a way
that allows to use Proposition 6.2.2 to infer that, over T, the local system Hn−s0 (Xt)
maps surjectively onto the local system Hn−s0 (f
−1(t)). The left-hand side is semisimple
by Deligne’s Semisimplicity Theorem 3.1.4. It follows that so is the right-hand side.
On the other hand, the latter is the restriction of H−s(α∗s
pH0(f∗QX [n])) to T and the
semisimplicty over Ss follows (cf. 3.1.3).
We need a relative version of Proposition 6.2.2.
Lemma 6.4.1 Let
X
Φ //
F @
@@
@@
@@
Y
π

T
θ
UU
be projective maps of quasi-projective varieties such that:
1) X is nonsingular of dimension n, T is nonsingular of dimension s;
2) F := π ◦ Φ is surjective and smooth of relative dimension n− s;
3) the map Φ is stratified in the sense of Theorem 3.2.3 and the strata of Y map smoothly
and surjectively onto T ;
4) θ is a section of π, i.e. π ◦ θ = IdT and θ(T ) is a stratum of Y;
5) there is an isomorphism Φ∗QX [n] ≃
⊕
l
pHl(Φ∗QX [n])[−l].
Then there is a surjective map of local systems on T :
σ : Rn−sF∗QX −→ H
−s(θ∗ pH0(Φ∗QX [n])).
In particular, the local system H−s(θ∗ pH0(Φ∗QX [n])) on T is semisimple.
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Proof. By assumption 3), the sheaves in question are indeed local systems on T. The
closed embedding i : t −→ T of a point in T induces the following diagram with Cartesian
squares:
Xt
Φt //
J

Yt
πt //
j

t
θt
jj
i

X
Φ // Y
π // T
θ
ii
There is the commutative diagram
π∗Φ∗QX [n]
a //

⊕
l θ
∗ pHl(Φ∗QX [n])[−l]
b //

θ∗ pH0(Φ∗QX [n])

i∗i
∗π∗Φ∗QX [n] //
≃

i∗i
∗⊕
l θ
∗ pHl(Φ∗QX [n])[−l] //
≃

i∗i
∗θ∗ pH0(Φ∗QX [n])
≃

i∗πt∗Φt∗QXt [n− s][s] //
=

i∗
⊕
l θ
∗
t j
∗ pHl(Φ∗QX [n])[−l] //
≃

i∗θ
∗
t j
∗ pH0(Φ∗QX [n])
≃

i∗πt∗Φt∗QXt [n− s][s] // i∗
⊕
l θ
∗
t
pHl(Φt∗QXt [n− s][s])[−l]
// i∗θ
∗
t
pH0(Φt∗QXt [n− s])[s]
which is obtained as follows. The first row: the first map is obtained by applying π∗ to the
adjunction map for θ and by using 4) and 5); the second map is the natural projection.
The first column of maps, is the adjunction relative to i. The third row is obtained from
the second one using the usual base change relations: i∗π∗ ≃ πt∗j
∗, j∗Φ∗ ≃ Φt∗J
∗ and the
equality i∗θ∗ = θ∗t j
∗. The commutativity of the bottom follows from Lemma 4.3.8 in view
of the fact that the codimension s embedding j : Yt −→ Y is transverse to all the strata
of Y by 3).
Keeping in mind 2), define σ to be H−s(b ◦ a).
The map σt at the level of stalks is identified to the analogous map on the bottom row
which reads as Hn−s(Xt) −→ H
n−s
0 (Φ
−1
t (t)) and is surjective by Proposition 6.2.2.
We conclude by the Semisimplicity Theorem 3.1.4.
The following theorem concludes the proof of the semisimplicity of pH0(f∗QX [n]), for
it shows that every direct summand of it is an intersection cohomology complex associated
with a semisimple local system on some locally closed smooth subvariety.
Theorem 6.4.2 The local systems H−s(α∗s
pH0(f∗QX [n])) are semisimple.
Proof. The statement is trivial for s = 0 and s > m = dim f(X). The case s = m follows
by Remark 6.1.2. We may assume that 1 ≤ s ≤ m−1.We shall reduce this case to Lemma
6.4.1.
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In view of Remark 3.1.3, it is enough to show semisimplicity over a Zariski-dense open
subset T of every connected component of Ss.
Let P∨ = |A| ≃ Pd
′
be the very ample linear system on Y associated with A, Π := (P∨)s,
d := sd′ = dimΠ. A point p ∈ Π corresponds to an s−tuple (H1, . . . ,Hs) of hyperplanes
in P.
Consider the universal s−fold complete intersection families Y := {(y, p) | y ∈ ∩sj=1Hj} ⊆
Y ×Π and X := Y ×Y×Π (X × Π) ⊆ X × Π. Note that X is nonsingular and the general
member of the family X over Π is nonsingular and connected by the Bertini Theorems;
in fact the assumption 1 ≤ s ≤ m− 1 implies dim f(X) ≥ 2. However, the connectedness
plays no essential role.
For every map W → Y there is the commutative diagram with cartesian squares
XW //

X //

X ×Π
p //
f ′

X
f

YW //

Y //

Y ×Π
q // Y
W // Y.
The base-point-freeness of |A| implies that YW −→ W is Zariski-locally trivial. Since the
general complete intersection of s hyperplanes meets the s−dimensional S in a non-empty
and finite set, the natural map
b : YS −→ Π
is dominant.
By Bertini Theorem for |L| (cf. 3.2.2), generic smoothness for X −→ Π, the algebraic
Thom Isotopy Lemmas (Theorem 3.2.3) and generic smoothness for Y −→ Π, there is a
Zariski-dense open subset Π0 ⊆ Π such that:
1) the surjective map X −→ Π is smooth over Π0;
2) the complete intersections Ys of s elements associated with the points of Π
0 meet all
strata of Y transversally;
3) the restriction of h : Y −→ Π over Π0 is stratified so that every stratum maps surjec-
tively and smoothly to Π0.
Since b is dominant, b−1Π0 is Zariski-dense and open in YS .
Since YS −→ S is Zariski-locally trivial, there exists a Zariski-dense open subset T ⊆ S
such that YT −→ T admits a section µ : T −→ YT with the property that µ(T ) ⊆ b
−1Π0.
By shrinking T , we may assume that the quasi-finite map b ◦ µ : T −→ b(µ(T )) ⊆ Π0 ⊆ Π
is smooth, of relative dimension zero.
We have a commutative diagram with cartesian squares
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XT
p′ //
Φ

X
p′′ //
g

X
f

YT
q′ //
π

Y
q′′ //
h

Y
T
b◦µ // Π
The map Φ inherits a stratification from the one on g by pull-back and all strata on YT
map surjectively and smoothly onto T.
For every t ∈ T , Yt := π
−1(t) is a complete intersection of s hyperplanes passing through
t ∈ T ⊆ Y , meeting all the strata of Y transversally and such that Xt := (π ◦ Φ)
−1(t) is
a smooth projective variety of dimension n − s. Note that the map π has a tautological
section θ : T → YT assigning to t ∈ T the same point t ∈ Yt.
We have a commutative diagram where the upper square is cartesian:
XT
pX //
Φ

X
f

YT
pY //
π
  A
AA
AA
AA
A Y
T
θ
XX
αT
??
We have proved Theorem 2.1.1.b for f so that f∗QX [n] ≃
⊕
l
pHl(f∗QX [n])[−l]. By Lemma
4.3.8 and Remark 4.3.9, we have, via pull-back, analogous decompositions for g and for Φ
and an isomorphism p∗Y
pH0(f∗QX [n])) ≃
pH0(Φ∗QXT [n])).
We are now in the position to apply Lemma 6.4.1 to the diagram XT
Φ
−→ YT
π
−→ T
θ
−→ YT
and deduce the semisimplicity of
H−s(θ∗ pH0(Φ∗QXT [n])) ≃ H
−s(θ∗p∗Y
pH0(f∗QX [n])) ≃ H
−s(α∗T
pH0(f∗QX [n])).
We conclude by 3.1.3 applied to T ⊆ S.
7 The pure Hodge structure on Intersection Cohomology
In this section we prove the Purity Theorem 2.2.1 and the Hodge-Lefschetz Theorem for
Intersection Cohomology 2.2.3.
7.1 The Purity Theorem
Note that if dimX = 1, then Theorem 2.2.1 holds trivially.
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Lemma 7.1.1 If Theorem 2.2.1 holds for every map g : Z −→ Z ′ of projective varieties,
Z nonsingular, dimZ < dimX, then it holds for every group Hji (X) (i, j) 6= (0, n).
Proof. Fix i < 0. Let r : X1 → X be a nonsingular hyperplane section. Choose stratifica-
tions for f and g which have in common the stratification of Y.
By the Weak-Lefschetz-type Proposition 4.7.6.i, the Semisimplicity Theorem 2.1.1.c and
by the Hodge Structure Theorem 2.1.5 coupled with Remark 4.2.3, the restriction map
r∗ : Hji (X)→ H
j
i+1(X
1) is an injective map of pure Hodge structures.
By Remark 3.8.2, the restriction map r∗ is a direct sum map
r∗ =
∑
r∗l,S :
⊕
l,S
Hji,l,S(X) −→
⊕
l,S
Hji+1,l,S(X
1).
Let S˜ be a connected component of a stratum Sl˜. The inductive hypothesis holds for the
map g := f ◦ r : X1 −→ Y. This implies that the natural projection map
π :
⊕
l,S
Hji+1,l,S(X
1) −→
⊕
l,S 6=S˜
Hji+1,l,S(X
1)
is a map of pure Hodge structures and so is the composition π ◦ r∗.
Clearly, Hj
i,l˜,S˜
(X) = Ker (π ◦ r∗) is then a Hodge sub-structure for every j ≥ 0 and every
i < 0.
The same argument as above, using Proposition 4.7.6.ii and a cokernel instead of a kernel,
shows that any Hj
i,l˜,S˜
(X) is a Hodge sub-structure for every j ≥ 0 and every i > 0.
Let i = 0. There are two cases left: j < n and j > n. They are handled in the same way
as above, by first replacing X1 with X1 = f
−1(Y1) the pre-image of a general hyperplane
section on Y, and then by using Proposition 4.7.7 instead of Proposition 4.7.6.
Recall that the bilinear form SηL00 on H
n
0 (X) is induced by the Poincare´ pairing∫
X − ∧− on X; see 5.2.4, (30) and (34).
Lemma 7.1.2 The direct sum decomposition Hn0 (X) =
⊕
S H
n
0,l,S(X) is S
ηL
00 -orthogonal.
Proof. The duality isomorphism ǫ : QX [n] ≃ ωX [−n] induces the isomorphism
pH0(f∗QX [n])
pH0(ǫ)
≃ D( pH0(f∗QX [n]))
giving SηL00 in hypercohomology. Setting L0,l,S := L0,l|S, this gives rise to an isomorphism⊕
0,l,S
ICS(L0,l,S) ≃
⊕
0,l,S
ICS(L
∨
0,l,S)
which is a direct sum map by Remark 3.8.2.
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Lemma 7.1.3 Let V be a pure Hodge structure of weight n. Ψ : V ⊗ V −→ Q(−n) be
a map of pure Hodge structures which is nondegenerate as a bilinear form. Assume that
V = V1 ⊕ V2 with V1 ⊆ V a pure Hodge sub-structure and that V1 ⊥Ψ V2.
Then V2 ⊆ V is a pure Hodge sub-structure.
Proof. The space V2 is the kernel of the composition V → V
∨ → V ∨1 .
Proof of the Purity Theorem 2.2.1. The proof is by induction on dimX.
The statement is trivial when dimX = 1, for f(X) is either a point or another curve and
in either case there is only one direct summand.
Assume that we have proved the statement for every map g : Z → Z ′ of projective varieties
with Z nonsingular and dimZ < dimX.
By Lemma 7.1.1 we are left with the case of Hn0 (X).
Fix a connected component S of a non-dense stratum Sl. Let LS := L0,l|S and y ∈ S.
CLAIM: LS,y = H
n−l
0 (f
−1(y)) = Hn−l≤0 (f
−1(y)) is a weight-(n − l) pure Hodge sub-
structure of the mixed Hodge structure Hn−l(f−1(y)).
Proof of CLAIM. The first equality is the definition of LS (see Proposition 6.3.2). Let Yl ⊆
be the intersection of l sufficiently general hyperplane sections of Y through y ∈ S and
fl : Xl := f
−1(Yl) → Yl be the resulting map. Clearly, f
−1
l (y) = f
−1(y). The filtrations
on the cohomology group Hn−l(f−1(y)) induced by the two maps fl and f coincide by
Lemma 4.3.8. The second equality follows from Lemma 4.3.6 applied to fl. Theorem 2.1.8,
applied to fl, gives the last statement of the CLAIM.
Let
ρ : ZS −→ Z
′
S := f
−1(S)
be a proper surjective map, with ZS nonsingular and projective and of dimension dimZS =
dimZ ′S < n. For example, a resolution of the singularities of the irreducible components
of Z ′S. Note that ZS is not necessarily pure-dimensional.
Let Ssm ⊆ S be the Zariski-dense open set over which f ◦ ρ is smooth.
By refining the stratification, we may assume that Ssm = S. In fact, the new strata in
S \ Ssm will not contribute any new direct summand to H
n
0 (X).
Setting g := f ◦ ρ : ZS → Y, the map
ρ : g−1(y) −→ f−1(y)
is proper and surjective from a nonsingular space.
By Theorem 3.1.6, the map Hn−l(f−1(y))
ρ∗
−→ Hn−l(g−1(y)) is such that
Kerρ∗ =Wn−l−1H
n−l(f−1(y)).
Since Hn−l≤0 (f
−1(y)) is of pure weight n− l,
Ker ρ∗ ∩Hn−l≤0 (f
−1(y)) = {0}
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so that
ρ∗| : H
n−l
≤0 (f
−1(y)) −→ Hn−l(g−1(y))
is injective. It follows that so is the map of local systems
LS −→ (R
n−lg∗QZS)|S . (44)
By Deligne’s Semisimplicity Theorem 3.1.4, this injection splits. Let
ZS =
∐
t≥0
ZtS
be the decomposition into pure-dimensional “components.”
By Remark 4.2.3 and the Hodge Structure Theorem 2.1.5, we get that the natural pull-back
is a map of pure Hodge structures:
ρ∗ : Hn0 (X) −→
⊕
0≤t≤n−1
Hnn−t(Z
t
S).
Denote by π : ⊕0≤t≤n−1H
n
n−t(Z
t
S) → V the projection corresponding to the direct sum-
mand associated with (Rn−sg∗QZS)|S .
Since t < n, we can apply the inductive hypothesis and π is a map of pure Hodge structures.
By (44),
Ker (π ◦ ρ∗) =
⊕
l′, S′ 6=S
Hn0,l′,S′(X) ⊆ H
n
0 (X)
is a Hodge sub-structure.
By Lemma 7.1.2 and Lemma 7.1.3, we have that
Hn0,l,S(X) ⊆ H
n
0 (X)
is a pure Hodge sub-structure for every non-dense stratum S. This implies immediately
that so is any direct sum over non-dense strata.
Applying the two lemmata again, we conclude that the contribution from the dense stra-
tum is also a pure Hodge sub-structure.
7.2 The Hodge-Lefschetz Theorem
We need the following
Lemma 7.2.1 Let
Xˆ
r //
fˆ
@
@@
@@
@@
X
f

Y
62
be such that fˆ and f are resolutions and r is proper and surjective. Let Y = ∐Sl be a
stratification of Y part of stratifications for fˆ and for f. Let y ∈ S be the choice of a point
on a connected component of a stratum. We have the diagram
Hn−l(f−1(y))
r∗ // Hn−l(fˆ−1(y))
Hn−l≤0 (f
−1(y))
?
OO
r∗0 // Hn−l≤0 (fˆ
−1(y))
?
OO
Then r∗0 is an injection of pure Hodge structures and we have a splitting injection of local
systems
Lf0,l,S −→ L
fˆ
0,l,S.
Proof. Let
ZˆS
ρ
−→ fˆ−1(S)
be any projective and surjective map from a nonsingular space and θ := ZˆS → S be the
resulting map.
We may assume, by refining the stratification if necessary, that θ is smooth over S.
We have the commutative diagram
Hn−s≤0 (f
−1(y))
r∗0 //
ρ∗◦r∗ ((PP
PP
PP
PP
PP
PP
Hn−s≤0 (fˆ
−1(y))
ρ∗

Hn−s≤0 (θ
−1(y))
where ρ∗ ◦ r∗ is injective by the same argument as in the proof of the Theorem 2.2.1.
It follows that r∗0 is injective. The existence of a splitting comes from semisimplicity.
Proof of Theorem 2.2.3.a. There is a commutative diagram
Hn+j0 (X) ≃ IH
n+j(Y )h
⊕⊕
l 6=dimY,S IH
j(Y, ICS(L
h
0,l,S))
Hn+j0 (X
′) ≃ IHn+j(Y )f
′ ⊕⊕
l 6=dimY,S IH
j(Y, IC
S
(Lf
′
0,l,S))
g′∗
OO OO
where, by 3.8.2, the vertical map on the right is direct sum map of maps of pure Hodge
structures identifying the pure Hodge structure on IH(Y )h with the one on IH(Y )fˆ
′
(Y ).
Proof of Theorem 2.2.3.b. By transversality, the complex r∗ICY [−1] satisfies the
conditions characterizing ICY1 (cf. 3.8). The result follows from Proposition 4.7.7.
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Proof of Theorem 2.2.3.c. Let f : X → Y be a projective resolution of the singularities
of Y. By the Semisimplicity Theorem 2.1.1.c, the complex ICY is a direct summand of
pH0(f∗QX [dimX]). By Remark 4.4.3, the cup product map A
j is a direct sum map. By
Theorem 2.1.4, recalling that we are identifying Lj with Aj , the map Aj is an isomorphism
on every direct summand, whence the Hard Lefschetz-type statement and its standard
algebraic consequence, i.e. the primitive Lefschetz Decomposition.
Proof of Theorem 2.2.3.d. Since f is birational, i) the complexes pHi(f∗QX [n]) are
supported on proper closed algebraic subsets of Y for every i 6= 0 and ii) ICY is a direct
summand of Ker η = P0η ⊆
pH0(f∗QX [dimX]) and is the only summand supported on Y.
Let η be any ample line bundle on X. The result follows from the Generalized Hodge-
Riemann Bilinear Relations 2.1.7, 2.2.3.a, Remark 3.1.1 and from the fact that L acts
compatibly with any direct sum decomposition by Remark 4.4.3.
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