ABSTRACT Common spatial pattern (CSP) has been proved to be one of the most efficient feature-extracting methods for brain-computer interfaces (BCIs), especially for motor imagery BCI. However, CSP is a supervised method and performs poorly when there are not enough labeled data. This paper aims to construct a minimum-training BCI, which means there are only a few labeled data, even none labeled data for target subjects. Under this condition, conventional CSP cannot work well. Therefore, source data (related labeled data from other subjects) are exploited and common filters across subjects are obtained using a clustering method. After that, features are extracted and a semi-supervised support vector machine which transfers knowledge across subjects is proposed. The experiments illustrate the effectiveness of our algorithm. When there are none labeled data for target subjects, our algorithm outperforms two state-of-the-art algorithms in semi-supervised learning field, and as the amount of unlabeled data for target subjects becomes larger, the performance of our algorithm grows better and better, which is suitable for online use. When the amount of labeled data for target subjects (denoted as M in this paper) is small, our algorithm also shows its strength compared with corresponding outstanding algorithms. For dataset IVa of BCI competition III, our algorithm performs the best for all the subjects excluding ''aw'' when M = 20. Compared with counterparts, our method outperforms 6
different machine learning algorithms. After abundant training sessions, test sessions can be performed effectively. Due to the non-stationary, time-varying and very low signal-tonoise ratio property of electroencephalogram (EEG) signal, it is hard to learn the internal specific pattern of EEG signal which are different from subject to subject. Therefore, the boring and time-consuming training sessions are usually a must for everyone to use a BCI systems. Obviously, it not only prevents many people from loving the system but also makes the BCI applications more difficult to come into reality. Therefore, reducing the training sessions zero training, has been a great challenge for BCI research and attracted widespread attention [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] .
Many algorithms are designed to improve BCI performances under small-sample setting [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . Small-sample setting means there are a small quantity of data for the subject we investigate. These literatures will be analyzed in section 2. Meanwhile, a few zero-training literatures combining machine learning methods and paradigm design for event-related potential (ERP) BCI are proposed [26] , [27] . They provide online methods on unsupervised learning in an auditory ERP paradigm. Results demonstrate that the calibration recording can be bypassed by utilizing an unsupervised trained classifier, which is initialized randomly and updated during usage. However, these are all for ERP BCI, which is a paradigm very different from motor-imagery. For the intersubject discrepancy, there are few literatures for zero-training motor imagery BCI reported till now [9] , [12] , [13] . They mainly make investigations under condition that the amount of training data is nearly zero. If the motor-imagery BCI system can be realized without calibration sessions, it can be more friendly and easier to use for users and will be more practical to apply this kind of BCI system. Of course, if there are none data for training, the BCI system cannot be implemented. For the sake of users, labeled source data (data of other subjects) and unlabeled target data are easier to be collected. They are taken for training, and are well exploited to achieve outstanding performance. This paper will make efforts in both zero-training setting and small-sample setting for motor imagery BCI.
Contributions of this paper are summarized as following. Firstly, conventional CSP (Common Spatial Pattern) is a powerful supervised method, and it suffer greatly from the decrease of labeled data. After investigations into CSP filters of different subjects, common and proto filters across source subjects are collected. These filters are then transferred to target subject. More robust feature extraction methods for zero-training settings and small-sample setting are proposed. Experiments show that our feature extraction methods perform well under the zero-training setting and small-sample setting, under which conventional CSP perform poorly. Secondly, a novel classifier combined semi-supervised learning and transfer learning is proposed. Experiments and comparisons with outstanding counterparts are also given to prove the strength of our algorithms.
II. RELATED WORKS
Many algorithms about small-training setting or reducing the training sessions have been proposed [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . These methods can be divided into three categories: the regularized methods, transfer learning methods and semi-supervised methods.
The first mainly focuses on the regularized methods for common spatial pattern (CSP). CSP has been proven to be a very effective way to extract features from EEG signals with ERD/ERS and help many participants in BCI competitions win prizes [22] [23] [24] [25] . However, under small-training settings, performance of CSP is worsened apparently. The main reason for that is performance of the conventional CSP algorithm depends mainly on sample-based covariancematrix estimation. The estimation is greatly biased under small training-settings. To solve this problem, many regularized CSP algorithms have been proposed. One way was to add prior information to estimation of the variance matrix which made the estimation more accurate [7] . Another way was to exploit a linear combination of covariance matrices of other subjects in consideration [8] . Lu H et al. proposed covariance matrix estimation regularized by two parameters to lower the estimation bias [9] . Lotte F et al. introduced a unifying theoretical framework to design four regularized CSP. All of the regularized methods were designed to reduce the bias of estimation and to prevented the estimation from over fitting. An adaptive CSP (ACSP) was proposed to analyze single trial EEG data from single and multiple subjects [12] . The method did not estimate target data's class labels during the adaptive learning and updated spatial filters for both classes simultaneously. These regularized methods can be easily realized and can be operated online when parameters are optimized. However, optimizing the parameters are not easy and are highly dependent on expert's experience. The performance still cannot be guaranteed when there are not enough labeled samples.
It is worth noting that [7] [8] [9] [10] [11] introduced variance matrix estimation of other subjects to the estimation of target subjects. Therefore, these methods can also be taken as transfer learning methods in some sense. Transfer learning methods aim to utilize abundant source data together with a few target data to extract more robust features or train more effective classifiers [26] , [27] . Their main advantages are that the distribution of source data and target data are not required to be the same. For instance, EEG data of multiple subjects were preprocessed and were concatenated into a single 'super subject', from which PSO (particle swarms' optimization) selects electrodes and features for use on the new subject [13] . Tu W et al. obtained robust and adaptive filter banks from source subjects and then learned classifiers corresponding to them. Finally, a two-level ensemble strategy was employed to reach a single decision output [15] .
As the third way, semi-supervised learning aims to make good use of both labeled and unlabeled data to achieve high performance. Typically, a small amount of labeled data with a large amount of unlabeled data. Such algorithms include expectation maximization (EM), co-training, self-training, Transductive Support Vector Machine, graph-based methods, and so on [28] , [29] . Semi-supervised learning algorithms are introduced in BCI in order to make the calibration process shorter and make algorithms more effective online. Tu W et al. proposed two semi-supervised feature extraction methods for EEG classification [17] . The methods alleviated the requirements of training and the bad effects of time-varying property for EEG [18] . Li Y et al. presented a self-training semi-supervised support vector machine (SVM) and a classifier could be trained with a few training data. Self-training is easy to implement, but it is very sensitive to noise and outlier. Therefore, a more robust semi-supervised method: cotraining, was applied in BCI. A co-training-based approach was introduced to construct high-performance classifiers for P300-based BCIs [19] . Similarly, Meng J et al. introduced co-training adaptation for motor imagery based on CSP features [20] . The process of feature extraction and classification were performed jointly and iteratively. In the iteration step, training data were expanded by part of the testing data with predicted labels. Therefore, the performance of the classifier was improved. These two methods were the different realization of co-training. They were more robust but more timeconsuming. Gu Z et al. presented an online semi-supervised P300 BCI speller system with short initial training [21] . As the system ran, the unlabeled data were exploited and classified. Therefore, the algorithm was suitable for online use. Essentially it was a realization of self-training with less computation cost. It still suffered from small training setting.
III. MATERIALS AND METHODS

A. EXPERIMENTAL DATA
The first dataset used in this paper was provided in BCI Competition III [30] and called dataIVa in this paper. This dataset was provided mainly for the solutions of small training set problem and how to transfer information from other subjects. It was recorded from five healthy subjects, namely 'aa', 'al', 'av', 'aw', 'ay'. Subjects sat in a comfortable chair with arms resting on armrests. This dataset contained only data from the 4 initial sessions without feedback. Visual cues indicated for 3.5 s. The subject should perform the following 2 motor imageries: (R) right hand, (F) right foot. The presentation of target cues was intermitted by periods of random length, 1.75 to 2.25 s, in which the subject could relax. The total trials for each subject were 280, the number of recording channel was 118 and the sample frequency included 100Hz and 1000Hz. In our paper, we adopted data with 100Hz. As preprocessing, each channel of the EEG data was band-pass filtered causally to 0.5Hz∼ 40Hz by a Chebyshev type 2 filter of order five (stop-band attenuation of 20 dB), then an epoch from 0.5s to 5s relative to the stimulus was used in our paper. Therefore, we have a dataset for 5 by 118 by 280 (subjects by channels by trials).
The second dataset adopted in this paper was supplied by Handong Global University [36] , called GigaDataset in our paper. 52 healthy subjects (26 males, 26 females; mean age: 24.8 ± 3.86 years, called sbj1∼sbj52) participated. The subjects were asked to imagine left-hand or right-hand movement. At the beginning of each trial, a cross appeared for 2 s, and then text indicating left or right was shown for 3 s. Subjects were asked to imagine left or right-hand movement according to the presented direction at the motor imagery phase. Right after the motor imagery phase, a cross appeared for 2 s again. Thus, the total time of each trial was 7 s and the inter-trial interval was set randomly to between 0.1 and 0.8 s. 68 electrodes (in which 64 were for EEG) were utilized to record the motor imagery signals. The sampling rate was 512Hz. In this paper, data of the first five subjects, namely sbj1∼sbj5, were explored and all the 64 EEG channels were used. As preprocessing, epoch of 0.4s to 2.4s after the cue were utilized and were band-pass filtered to 8Hz∼30Hz. There were 200 trials for each subject, one half was for imagining left and the other half was for imagining right. Therefore, we have a dataset for 5 by 64 by 200 (subjects by channels by trials).
In our paper, for example, when we want to study subject 'aa', then subject 'aa' and its data are called target subject and target data respectively. The other four subjects and their data are called source subjects and source data. Similarly, if we want to study 'sbj1', the data of 'sbj1' are called target data, the other four subjects and data of them are called source subjects and source data, respectively.
B. COMMON SPATIAL PATTERN
CSP is considered as the most effective and popular method of feature extraction for EEG with ERD/ERS [22] [23] [24] [25] . Conventional CSP aims to find spatial filters w i ∈ R ch (i = 1, 2 · · · (2k)) which maximize (or minimize) the variance of the projected data points of one class while the other is minimized (or maximize).ch stands for the total number of channels (i.e., recording electrodes), (2k) denotes the total number of spatial filters we choose. Mathematically the target function of the optimization can be described as formula (1) . It also can be maximized because of symmetry.
C 1 , C 2 denotes the normalized variance matrix of the two classes. For example, C 1 can be given as (2) .
E i denotes the ith EEG trial data matrix of ch by n and belongs to the first class, in which n stands for the number of sample points. m denotes the number of training trails. The problem can be solved by the generalized eigenvalue equation (3) .
Hence, 2k spatial filters w can be obtained from this equation and λ represents the ratio of variance of the two classes.
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The Q-dimensional CSP features then can be given as (4), where y i q denotes the qth CSP feature for EEG data E i , w T q denotes the transposition of the qth spatial filter w q , and
As we know, variance is based on L2-norm which is sensitive to outlier. Therefore, Wang H et al. proposed a new kind of CSP based on L1-norm [24] . Mathematically, the objective function can be written as (5), where
and E i belongs to the first class. Es 2 is similar and its member belongs to the second class. After spatial filters w are obtained, the qth CSP_L1 feature will be given as (6) , where f i q denotes qth CSP_L1 feature in f i for EEG data E i . w T q here denotes the transposition of the qth L1-norm spatial filter.
L1-norm CSP also provides a solution of this problem, and is referred as CSP-L1, which aims mainly to alleviate the bad influence of outlier and artifact.
C. PROPOSED ALGORITHMS
Although there may be great differences among subjects in BCI, it is proved that people still have similar pattern when they perform the same task [31] . Our first idea comes out that similarities among subjects also appear in the CSP filters, which means similar people have similar patterns and similar CSP filters. On one hand, as we know, CSP filters intend to reweigh the channels to make the difference of variances (also means energy) between the two classes maximized. Results in [19] , [22] , [23] , [31] have shown that people performing motor imagery tasks have similar high-weight channels. For examples, C3, C4, Cz, CP1, CP2, P3, P4, Pz, in which C3, C4 and Cz are the most important and should have highest weights. On the other hand, Figure 1 shows the approximate distribution of CSP filters extracted from five different subjects performing motor imagery in dataIVa. Filters firstly are obtained using CSP through re-sampling from data of all the subjects, then the dimensions of the CSP filters are reduced to 2 using PCA (Principal Component Analysis). From Figure 1 , although CSP filters of different subjects differ from each other, we find many of the filters from different subjects are mainly close to each other and many of them are clustered in the center of figure. Conclusion can be drawn that there still are great similarities among different subjects when apparent differences exist. Moreover, we can find that filters from different combinations of the same subject also differ much. For example, filters of 'al' (red dots) dispersedly distributed in Figure 1 . It proves that EEG signals are very non-stationary and time-varying. It indicates that if we can find out the similar projection directions in sufficient EEG data of source subjects, we can obtain the prototype CSP projection directions of subjects including target subjects. Considering the non-stationary and time-varying property of EEG signal, it is difficult to achieve true prototype filters in one or several CSP process. Therefore, there must be a lot of source subjects and data which may not be available. To solve this problem and obtain approximately the best prototype filters, we regroup the data randomly and repeatedly sample from the trials, in order to seek the approximately best combination of the covariance matrixes and then to obtain the most representative filters. In fact, we utilize the nonstationary and time-varying properties of EEG. As the recording time and subject is different, the CSP filters obtained will be different. In practice, we randomly select Na(Na = 60 in this paper) EEG trials from each class of source data for one subject. Then we compute their average covariance matrixes and obtain the filters using CSP. This process is repeated for Sa times (Sa = 30 in this paper). In our opinion, after abundant recombination of covariance matrix, we can have great opportunity to find the prototype filters. For the idea above, algorithms for collecting CSP filters are as following and a clustering method is utilized to find out the common and representative filters across the subjects. They resample source data many times and explore the nonstationary property of EEG data. They together with a clustering method seek to find out the common and invariant part for the changing space of CSP filters. We believe the common part should be shared across subjects.
After obtaining ns·2k ·Sa filters, we try to find out the most representative and common filters. One way to find out the similarities among subjects and obtain the most common filters is clustering. After many experiments, clustering method in [32] is applied and called DP_clustering in our paper. DP_clustering proposes a novel way to find cluster centers effectively. In their opinion, centers have a higher density than their neighbors. Meanwhile, they have relatively larger VOLUME 7, 2019
Algorithm 1 Proto_CSP
Input: samples of subject s j and their labels. Na, k, Sa output: proto-type CSP filters 1. Select Na samples from source subject s j (j = 1, 2 . . . ns) for each of two classes, ns denote the total number of source subjects. 2. Compute the average covariance matrix C 1 , C 2 using formula (2), Obtain 2k filters denoted by w i (i = 1, 2 · · · 2k) by solving equation (3). 3. Repeat 1 and 2 above for Sa times to get more filters for subject s j . 4. For each s j (j = 1, 2 . . . ns), repeat steps 1∼3 to form a bank of filters.
Algorithm 2 Proto_CSP_L1
Input: samples of subject s j and their labels, Na, k, Sa output: CSP_L1 filters 1. Randomly select Na EEG data from subject s j (j = 1, 2 . . . ns) for each of the two classes, ns denote the total number of source subject. distance from points with higher density. One advantage of this algorithm is that the number of centers for clustering will be effectively acquired. Firstly, local density of ith point ρ i are defined as formula (7), which indicates how dense it is where ith point locates. Secondly distance δ i is measured by computing the minimum distance between ith point and any other point with higher density. Distance δ of the point with highest density will be assigned to the maximum of all the distances, as in formula (8) . Finally, cluster centers will be recognized as points for which both the value of ρ and δ are large. Also, we can find the outlier will be the ones with large distance δ and small local density ρ. In our paper, to find out the best centers, fitness of ith point is defined as equation (9) . respectively. The filters with first Kc maximum fitness will be chosen as the centers. Kc can be predefined or decided using decision graph as figure 2. Points with which fitness, ρ and δ are all relatively large will be recognized as cluster centers. These points will appear in the upper right corner of the decision graph and fitness of them are also taken into consideration. Taking subject 'aa' for example, we can conclude that the best Kc will be 3 and are as in red rectangle. The filters with the first Kc maximum fitness will be chosen as centers. We will have 6 prototype CSP filters for subject 'aa' transferred from other subjects.
where the distance between CSP filters used in (7) and (8) is defined as (10) , and d c indicates median of all the d ij .
The reason why we choose this kind of distance metric is as following. The space of spatial filters is not Euclidean. Obviously, changing the length or the sign of a CSP filter does not matter as it is still a solution of the Rayleigh quotient in (1) or in (5) . Therefore, the filters can all be considered as projection directions and thus we take the distance related to cosine distance instead. This distance should be zero when the angle between two spatial filters is zero or 180 • and maximal when 90 • . Distance as (10) can satisfy all these requirements and is applied in our paper.
Processes above are to find prototype filters for subjects, assuming there are similarities between source subjects and target subjects. Using formula (4) and (6) features of CSP and CSP_L1 can be extracted and are called proto_CSP and proto_CSP_L1 respectively. On one hand, the common and prototype filters will be not only more robust to handle the nonstationary properties but also less sensitive to outliers and noise, compared to filters extracted directly from labeled target data whose amount is relatively small. On the other hand, common filters reduce the dissimilarities and non-stationarity across subjects. It is reasonable to believe that they also alleviate the differences between source subjects and target subjects. In other words, the feature space of source subjects and target subjects will be closer and more similar. Based on these, we can transfer more information from source subjects to target subjects. As all above described, clustering after collecting filters are named as proto_CSP and proto_CSP_L1.
To illustrate the transferring performance of our algorithms, comparison experiments are carried out and results are shown as figure 3. Subject 'al' in dataIVa is chosen as target subject. 80 trials of 'al' are randomly chosen, half of them are for negative class and the other half are for positive class. When 'al' is using CSP filters extracted from its own data, the features after dimension reduction are illustrated as figure 3(a) . It can be found that data points of negative and positive class are well separated. On the contrary, if we directly transfer source CSP filters (for an example, filters of 'aa') to 'al', we can find out that the data points of both classes are overlapped and cannot be separated well. Obviously, CSP filters of 'aa' cannot be transferred to 'al' superficially. Therefore, our proto_CSP algorithm tries best to seek the common and prototype CSP filters from a great many filters of source data. Figure 3 (c) demonstrates the data points distribution after dimension reduction. It can be found out that proto_CSP filters obtained from source work well for 'al'. Data points from two classes can be separated well, much better than (b), a little worse than (a). Figure 3 Experiments are similarly carried out as above and 'sbj3' are taken as target subject, the others as source. We can come to a conclusion. If there are abundant labeled target data, CSP features should be extracted using all target data and they will work best. CSP filters extracted from other subjects may not be suitable for target subject and may have very bad performance. Our proto_CSP algorithm will be a good choice when there are none labeled target data. It can hunter the common CSP filters across subjects and achieve relatively better performance.
For zero-training settings, there are many labeled source data and data for target subjects are all unlabeled. It is very good and convenient for users. If only source data are used for training, unlabeled target data will be a waste. Researches on semi-supervised learning proved that good use of unlabeled data from target subjects will do great helps [16] [17] [18] [19] [20] [21] , [28] , [29] . Therefore, making both the source data and unlabeled data do contributions will have great potentials for target subjects. After learning from two state-of-arts: TSVM (Transductive Support Vector Machine) [33] and LapSVM (Laplacian Support Vector Machine) [34] , an algorithm combining transfer learning and semi-supervised learning called semi-supervised transfer SVM (Semi-TrSVM in short) is proposed as (11) .
where X ×Y V (y, f (x))dP(x, y) is an expectation risk, V (y, f (x)) is loss function and P(x, y) denotes the joint distribution. The function f * (x) lies in a bounded convex subset of RKHS (Reproducing Kernel Hilbert Space). H K is defined by positive definite kernel K fulfilling Mercer condition. f K is Tikhonov regularization term in RHKS, denoting the ambient complexity. f I is the manifold regularization which assumes all the data lie on a Riemann manifold and thus near points on the manifold will share similar label, denoting the smoothness or intrinsic complexity. γ A and γ I are parameters controlling the tradeoff among loss function, ambient complexity and smoothness. Usually, f I is defined as formula (12) .
, denoting the predicted results of all the data. sl and tu denote the amount of source labeled trials and target unlabeled trial respectively. The Laplacian matrix (sl + tu) by (sl + tu) is defined as (13) .
W is called similarity matrix, and W ij is the similarity between points x i and x j which can be defined as (14) .
In (14), d(x i −x j ) stands for the Euclidean distance between points x i and x j . σ controls the bandwidth of similarity and equals the median of all the distances. D denotes a diagonal matrix, where
Inspired by this kind of manifold regularization and considering the data mainly used in our paper is data from other subjects, it is reasonable that the weight of data from other subjects should be relatively smaller than weight of data of VOLUME 7, 2019 its own. Therefore, a novel similarity matrix ∼ W for transferring information from source subjects to target subjects is proposed as (15) .
In formula (15), ∂ is the parameter indicating how much more important data from target subject are than data from source subjects. ∂ is usually set to larger than one (in our paper 1.5 ≤ ∂ ≤ 2.5) and chosen with cross-validation. Laplacian matrix ∼ L can be computed as (16), ∼ D denotes a diagonal matrix similarly as before.
In our paper, f
L is the Laplacian matrix of all the data including source labeled data and target unlabeled data.
Different from TSVM [33] and LapSVM [34] , in our paper loss function V is defined as (17) .
In TSVM and LapSVM the loss function V is defined as (18) .
The differences are as following. For labeled source data, we only require the prediction of them to be right, on the contrary TSVM and LapSVM require them to lie outside of the large margin hyperplane. This relaxation makes parameters for the classifier more flexible and source data help more with classification, meanwhile the probable differences between source data and target data are also taken into consideration.
According to representor theorem, the solution of (11) will be given as (19) .
Therefore, formula (11) can be rewritten as (20) .
In formula (21) , the first term penalizes source labeled data when they are wrongly classified. The second term penalizes the ambient complexity, which makes the solution smoother and more efficient. The last term penalizes the intrinsic smoothness along the manifold. It utilizes both the unlabeled target data and labeled source data to find the final best hyperplane, solving the zero-training problem. Let α = [α 1 , α 2 . . . α sl+tu ] T be the coefficient vector in (20) , noticing that f = K α, formula (20) can be rewritten as (21) .
where Y = [y 1 , y 2 . . . stands for sl ×sl identity matrix and 0 stands for matrix full of zero. We will find out that unlabeled target data do not contribute to the expectation loss in (17) . They only contribute to losses of ambient complexity and manifold regularization, which will improve the results as a whole. Kernel matrix K is the gram matrix using kernel function. In our paper we adopt RBF kernel function as (22) .
Formula (21) is an optimizing problem without constraints. It can be solved as (23) without iteration. The predicting results y can be given as formula (24) . sgn(x) is sign function that equals to 1 if x > 0 , else equals 0.
IV. EXPERIMENTAL RESULTS AND DISCUSSION
There are few experiments or methods about using none labeled data of target subject for motor imagery BCI which means true zero-training motor imagery. In our experiment, after prototype CSP and CSP_L1 filters are obtained, features of source data and target data are extracted. Features of source labeled data are taken as training data using traditional classifiers LDA and SVM, test data are then classified, and classification results are given as From the results, as a whole, our feature extraction methods including proto_CSP and proto_CSP_L1 perform well and can work under the condition of zero-training. Meanwhile, feature extraction method proto_CSP outperforms proto_CSP_L1, classifier SVM surpass LDA. Then we can find that the test accuracy of subject 'al' is very high, even as high as the result with a certain amount of labeled data, which may indicate that other four subjects nearly cover the divergence of subject 'al'. Conclusion can be drawn that our proto_CSP or proto_CSP_L1 algorithm will perform very well if there are abundant labeled source data available of enough various subjects. Subject 'aa' performs the worst, which may indicate that 'aa' have least in common with other four subjects and may have the most noise or artifacts. In fact, even when subject 'aa' has abundant labeled training data, its predicting accuracy is relatively low [9] , [11] , [14] .
On the other hand, if there are unlabeled target data available, they can be utilized to improve the results using our proposed algorithm Semi-TrSVM. Parameters γ I , γ A and ∂ are optimized as following: the source data are divided into two equal groups, one group of data are used as training and the other group are used to perform validation to optimize the parameters using PSO [35] . For example, when subject 'aa' is taken as target subject and all of its data (280 trials in total) are taken as target data. The other subjects 'al', 'av', 'aw', 'ay' are taken as source subjects and data of them are taken as source data (280 trials for each subject, 1120 in total). Data of each source subject are divided into equal groups, one group as training and the other as validating group. Data of target subject are randomly divided into two parts, one part are as unlabeled data for auxiliary training (denoted as Nat), and the other part are as test data. The classification accuracies are computed for all the test data of target subject (280-Nat). The experiments are running for ten times and the average results are presented as Figure 4 . For comparison, as state of art algorithms in semi-supervised field, TSVM, LapSVM takes source data as training data for the target subject. They are optimized similarly as our algorithm. Comparisons among TSVM, LapSVM and ours with increasing unlabeled data are shown in Figure 5 .
From the results, on one side, we can find that the test accuracy of subject 'al' is very high, even as high as the results with abundant training data, which may also indicate that other four subjects nearly cover the divergence of subject 'al'. Conclusion can be drawn that many subjects can have outstanding results if there are abundant source data available for enough various subjects. Subject 'aa' performs the worst, which may indicate that 'aa' have least in common with other four subjects (in fact, subject 'aa' even with abundant labeled training data, its predicting accuracy is relatively low) and not all the subjects benefit very much from source subjects. On the other side, we can see that test accuracy of all the subjects increase apparently with the increasing of the unlabeled target data, it illustrates that our proposed algorithm can run well online. As the subject performs testing trails, the number of unlabeled data will increase consecutively and the performance of our algorithm will grow better.
Moreover, our algorithm performs better than TSVM and LapSVM, which are state-of-art algorithms in semisupervised learning field. Similarly, all the algorithms utilize unlabeled data for training a better classifier, but TSVM and LapSVM require that the distribution of training data are as same as the distribution of test data, in other words, they have less power for transferring knowledges from source to target. Different from them, our algorithm takes both the difference and similarity between source subjects and target subjects into consideration and are more flexible.
For the comparison with other related algorithms under the condition that there is also small amount of labeled target data available, we test our algorithm in the same manner with other algorithms: STF (Subject Transfer Framework) in [15] , TRCSP (Tikhonov regularization Common Spatial Pattern) in [11] , CoBLDA (Cotraining Bayesian Linear Discriminant Analysis) in [20] . The other algorithm is also proposed in [20] , CoBLDA performs better as a whole. The following 2 values of M (the number of labeled data for target subject) are tested for each subject: M = 20, 40. If more target labeled data are available, traditional methods will have good results and our algorithm doesn't focus on this.
Introducing a small amount of labeled target data, our optimization problem can be described as (25) .
where tl denotes the number of target labeled data and equals M. Similar as above, (25) can be rewritten as (26) .
where
, I stands for tl × tl identity matrix and 0 stands for matrix full of zero, the others are similar as (21) . The solution will be as (27) . The predicting results will be computed as formula (24) . Figure 6 and 7 illustrates the results of all the related algorithms. Figure 6 is for dataIVa and figure 7 for GigaDataset. The experiments were performed 10 times using each algorithm when M = 20 and M = 40. M labeled data were randomly selected from the labeled data, half of which was for negative class and the other half for positive class. These M labeled samples of target subject formed the training set together with all the source data. Classification accuracies were computed for remaining unlabeled target data (For dataIVa, the number is 280-M. For GigaDataset, it is 200-M). Meanwhile the average of the results is given. In them, static CSP features are extracted by the initial M target labeled data and parameters of LDA classifier are obtained from the CSP features derived by the M target labeled data. As STF [15] , we obtain two filter banks utilizing source subjects, then learn classifiers with these filter banks and employ a two-level ensemble strategy to get final output. The number of filters is chosen as 4 and other parameters are optimized as [15] . TRCSP [11] belongs to the family of regularized CSP. It is proved to be valuable in small training dataset compared with 11 different RCSP algorithms. For TRCSP, the tuning parameter of the regularized coefficient α is selected from {1e − 10, 1e − 9, . . . , 1e − 1} by the nested CV as in [11] . CoBLDA is proposed in [20] , which uses cotraining method to make good use of labeled target data and then give labels to unlabeled data, after that fresh labeled data are added to original labeled group. New classifier is trained and iteratively the process goes on. Details can be found in [20] .
As the results illustrate, our algorithm performs the best for the subject 'aa', 'al', 'av', 'ay' when M = 20. When M = 20, averagely our method outperforms 17.4%, 4.8%, 1.1% and 2.4% than Static CSP, STF, TRCSP and CoBLDA for 'aa', 30%, 16.4%, 12.8%, 14.9% for 'al', 29.9%, 5.7%, 5.1%, 4.5% for 'av', 27.7%, 3.5%, 4.3%, 2.6% for 'ay', respectively. CoBLDA performs the best on subject 'aw'. When M grows larger and equals 40, our method performs the best for 'al', 'av'. Averagely it outperforms 8.2%, 3.5%, 7.3%, 12.6% for 'al', 30.6%, 10.8%, 8.8%, 9.3% for 'av', respectively. Meanwhile, TRCSP performs the best for 'aa', CoBLDA performs the best for 'aw' and 'ay'. For all the subjects, the average accuracies for static CSP, STF, TRCSP, CoBLDA are 56.6%±5.7%, 67.1%±7.9%, 68.9%±5.8%, 69.6%±5.9% and 72.1%±5.3%, respectively when M = 20. The results are 71.8%±5.5%, 78.6%±4.3%, 79.9%±4.3%, 81.6%±3.4%, and 80.2%±4.0% respectively when M = 40. It is found our algorithms performs averagely best when M is small and when M grows, its strength is weakening and CoBLDA performs averagely the best and ours follows it closely. Figure 7 demonstrates the results on GigaDataset. Process and settings are similar as experiments on dataIVa. Our algorithm performs the best for 'sbj2', 'sbj4' and 'sbj5' when M equals 20 Similarly, our algorithm possesses more strength when the amount of labeled target data is small. When the number grows larger, CoBLDA performs better as a whole and ours runs the second. Although our method performs not the best under all the conditions, its performances are very robust and competitive.
V. CONCLUSIONS
Under zero-training setting, CSP cannot work for it is a supervised method. Under small-training setting, performance of CSP is very limited. Therefore, in this paper, we investigate the similarity and difference of CSP filters between subjects. Filters for historical data are transferred to new subjects and semi-supervised SVM for transfer learning is designed for minimum training motor-imagery BCI. For zero-training setting, experiments show that our algorithm outperforms the counterparts. Moreover, as the amount of unlabeled data for target subjects becomes larger, the performance of our algorithms grows better and better, which is suitable for online use. Experiments also illustrate the effectiveness of the proposed new method for motor-imagery BCI under small-sample setting. Our method outperforms outstanding counterparts in most conditions when there are only a few target data. It is more suitable when the amount of labeled data for target subject is small.
However, there are still a few problems we need to solve. Many of current transfer learning methods including ours can hardly foresee the results when transferring knowledge from source data to target data. Experiments we have done indicate that sometimes current methods including ours may not perform as well as we expect, which depend not only on the amount of labeled data for targets but also on the specific subjects. It seems that many of transfer learning methods for motor-imagery BCI benefit more from specific subjects and from small-sample setting. For examples, in our experiments, subject 'al' seems benefit the most from other subjects. Most algorithms obtain great improvements for 'al'. On the contrary, algorithms including ours performs relatively worse on the subject 'aw', which indicates that some subjects benefit much with abundant source data as auxiliary training and some do not. It may be due to the differences across the subjects. We can only say that some subject may have much in common with others and some may not. Do the differences come from ages, genders or characters? How does the data of different subjects differ from each other in motor-imagery BCI? No accurate descriptions or quantitative formula can be given. The investigations for a standard that can predict the results for transferring will make great sense.
Furthermore, when there are more amount of target labeled data (M becomes larger), our algorithm begins to lose its strength. Because methods based on traditional CSP can find more efficient subject-specific filters and more accurate features will be extracted. Other algorithms based on traditional CSP obtain better and better performances. Our algorithm is more efficient under condition that there are a few or none labeled target data, which is the condition we focus now.
Learning to utilize more and more data can also further our study. 
