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In a previous study [1] we investigated properties of communic-
ative feedback produced by attentive and non-attentive listeners
in dialogue. Distracted listeners were found to produce less feed-
back communicating understanding. Here, we assess the role of
prosody in differentiating between feedback functions. We find
significant differences across all studied prosodic dimensions
as well as influences of lexical form and phonetic structure on
feedback function categorisation. We also show that differences
in prosodic features between attentiveness states exist, e.g., in
overall intensity.
Index Terms: communicative feedback; prosody; dialogue; dis-
traction; engagement; attention
1. Introduction
In spoken dialogue the behaviour of the interlocutor who is cur-
rently listening is characterised by short feedback signals (e.g.,
“uh-huh”, “m”, “yeah”, “okay”). These signals minimally com-
municate presence, perception, understanding, acceptance as
well as higher feedback functions such as agreement and atti-
tudinal reactions to the speaker [2]. Feedback signals play an
important role in grounding and coordination of the interaction
as they allow listeners to inform speakers of their state of percep-
tion, understanding, etc. without interrupting the ongoing turn.
At the same time speakers can estimate online how successful
their utterance has been in communicating the intended mes-
sage via received feedback. Therefore, feedback is used to adapt
communicative behaviour to the listener’s needs.
As a result, communication becomes difficult when feed-
back is inappropriately timed or expressed. In [3], listeners were
induced to produce less context-specific feedback, which had a
substantial influence on the speakers’ behaviour and the quality
of their storytelling. Similarly, in [4], speakers told more vivid
stories when they expected an attentive listener and in fact inter-
acted with one. Speakers also spent more time telling their stor-
ies when their expectations of listeners’ attention states matched
reality. Both studies showed that distractedness in listeners had
an influence on speakers and their behaviour.
Conversational situations exist, where listeners are being
distracted by simultaneous tasks (browsing the Internet, reading
documents, etc.) or disengaged for other reasons. Speakers are
then mostly able to notice that their dialogue partners are distrac-
ted and change their communicative behaviour accordingly. As
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[4, p. 582] note, speakers are “painfully aware when their con-
versational partners [. . . ] are inattentive, and they can often tell
when their partners are only pretending to pay attention.” Con-
sequently, it is reasonable to assume that distractedness manifests
in the listeners’ communicative behaviour in general and their
feedback behaviour in particular. Dialogue partners should be
able to perceive if listeners’ behaviour deviates from the one
expected of a fully engaged interlocutor.
Important engagement indicators are the timeliness and fre-
quency of feedback signals in response to feedback elicitation
cues produced by the speaker (e.g., [5]). In a multimodal context,
listeners display mutual, joint and shared attention with gaze [6].
General presence, liveliness and readiness to cooperate is also
signalled with posture shifts, appropriate head movements and
manual gestures [7, 8].
The influence of prosody on the pragmatic function of feed-
back utterances has been a subject of study for some time. Syl-
labification, duration, loudness, pitch slope and pitch contour
were identified as relevant for the discrimination of functional
feedback categories in English [9]. A more detailed analysis in
[10] found that English affirmative cue words are higher in pitch,
intensity and pitch slope when used as a backchannel. Backchan-
nels were also longer in duration, produced with shorter latencies
and often preceded by a pitch rise in the interlocutor’s speech.
A study of Japanese backchannels, however, found that pros-
odic features marking interest and surprise vary depending on
the backchannel’s lexical realisation [11]. For German, a cluster
analysis of the relation between the linguistic function and inton-
ational form of the discourse particle “hm”revealed prototypical
and functionally equivalent variants [12]. [13] used synthesised
instances of the German backchannel “ja” with durational fea-
tures and F0 curves modelled after [14]. Subjects were asked
to evaluate the backchannels along seven semantic dimensions
(e.g.: happy vs. sad). The analysis identified prosodic features
related to agreement, happiness, boredom, etc.
In previous work [1], we studied the distribution of func-
tional feedback categories between distracted and attentive listen-
ers in a dialogue corpus collected on the basis of the paradigm
in [3]. We found that distracted listeners produced less feedback
communicating understanding than attentive listeners. In the
present paper, we analyse prosodic characteristics of the three
most frequent feedback expressions in our corpus (“ja”, “m”,
and “mhm”) across their pragmatic functions. We also examine
the differences in feedback produced by distracted vs. attentive
listeners.
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2. Data collection
To gather reliable data on feedback behaviour of distracted and
attentive listeners, we carried out a lab-based face-to-face dia-
logue study. One of the dialogue partners (the ‘storyteller’) told
two holiday stories to the other participant (the ‘listener’), who
was instructed to listen actively, make remarks and ask questions.
Listeners were engaged in a distraction task during either the
first or the second story. Building upon the paradigm of [3], we
instructed listeners to press a button on a hidden remote control
every time the dialogue partner produced a word starting with
the letter ‘s’ (the second most common German word-initial
letter usually corresponding to perceptually salient sibilants).
In addition, they had to count the total number of ‘s-words’.
Storytellers were informed that their partners would be listening
for something in the dialogue, but they did not know during
which of the two stories.
Participants were seated approximately three metres apart
to minimise crosstalk. Close talking high-quality headset micro-
phones were used. Furthermore, another microphone captured
the whole scene and a fourth audio channel was used to record
the ‘clicks’ synthesised by a computer when listeners pressed the
button on the remote control. Interactions were recorded from
three camera perspectives: medium shots showing the storyteller
and the listener and a long shot showing the whole scene.
A total of fifty students (34 female and 16 male native speak-
ers of German) were recruited at Bielefeld University to parti-
cipate in the study, receiving either course credit or 4 euro as
payment. They were assigned to one of 25 same-sex dyads. In all
but four participant pairs, dialogue partners were unacquainted.
3. Annotation
Many annotation schemes distinguish only between two broad
feedback function categories such as ‘generic’ vs. ‘specific’ [3].
For our more detailed analysis of listeners’ behaviour, an
annotation scheme distinguishing between subtler pragmatic
variants of feedback signals was needed. The annotation scheme,
discussed in detail in [1], is based largely on the framework of
[2, 15] ascribing up to four basic functions to feedback signals:
contact, perception, understanding and attitudinal reactions. In
communicating one of these functions, listeners express their
willingness and ability to continue the interaction, perceive or
understand the message or to respond to it. In the present work,
we focus on the three affirmative functions, named P1, P2 and
P3, where P1 can be seen as what is usually called a backchannel
or a ‘continuer’. Category P2 signals successful interpretation
of the message, and category P3 indicates acceptance, belief
and agreement. These levels can be treated as a hierarchy with
increasing value of judgement and ‘cognitive involvement’ or
‘depth’ of grounding. See Table 1 for an overview.
Feedback utterances in 14 sessions (i.e., 28 dialogues) were
segmented and transcribed according to German orthographic
conventions (where existent). A total of 1003 feedback functions
were annotated, each independently by three annotators taking
communicative context into account. Majority labels between
annotators were calculated automatically and problematic cases
(110; roughly 10%) were discussed and resolved.
4. Feature extraction and analysis
The 28 annotated dialogues have a total length of 180 minutes
and each dialogue has a mean length of 6:25 minutes (Min =
2:16;Max= 14:29;SD= 2:31). On average 36 feedback signals
Table 1: A subset of the feedback functions inventory. A detailed
description can be found in [1].
C Definition of category
P1 The partner signals perception of the signal. ‘I hear
you and please continue.’
P2 The partner signals perception and understanding of
the message content. ‘I understand what you mean.’
P3 The partner signals perception, understanding and
acceptance of the message or agreement with the
message. ‘I accept / agree / believe what you say.’
were produced per dialogue (Min= 7;Max= 93;SD= 23.1).
Duration in milliseconds was calculated for each feedback
signal. Pitch and intensity values were extracted using Praat1. In
order to avoid tracking errors, pitch was extracted in two steps
with the floor and ceiling values for the second run set at the 15th
percentile times 0.83 and the 65th percentile times 1.92 of the
values in the initial run [16]. All measurements were converted
to z-scores to normalise the differences between dialogues.
We calculated mean, standard deviation, and slope of pitch
and intensity in each feedback signal. Next, we split each feed-
back signal into three parts of equal length and calculated the
mean and standard deviation for each of these parts. Similarly,
slopes (from linear regression) were calculated over the first and
second half. The procedure yields the following features for each
feedback signal: i) dialogue act label, ii) orthographic transcrip-
tion, iii) duration, iv) mean.[pitch, intensity], v) sd.[pitch, intens-
ity], vi) slope.[pitch, intensity], vii) segment.[1,2,3].mean.[pitch,
intensity], viii) segment.[1,2,3].sd.[pitch, intensity], ix) segment.
[1,2].slope.[pitch, intensity].
Two separate analyses using Generalised Linear Mixed Mod-
els (GLMM) were conducted for (a) feedback function differ-
ences and (b) distractedness-related differences. A dataset was
used with expressions “ja”, “mhm” and “m” combined. The
prosodic feature vector exhibited high collinearity even after
centring and scaling of the variables. Since high correlations
between variables influence the validity of regression estimates
for individual predictors, we performed a Principal Component
Analysis to deal with multicollinearity. The procedure reduced
the feature vector from 23 to 9 dimensions, which were chosen
according to the cumulative level of variance explained by the
components, here set at 0.94. The Varimax-rotated components
were entered into the GLMMs.
A GLMM (with cumulative logit link function) was fitted
with Feedback Function (P1, P2 and P3) as a dependent ordinal
multinomial variable2. The variable Feedback Expression was
entered as a fixed factor and in an interaction term with all
prosody-based components to account for variability that is due
to the phonetic structure of the different expressions. Other fixed
factors included Task Order and Experimental Condition. The
only random effect entered was Session, equivalent to speaker
differences in laboratory designs.
A second GLMM (with logit link function) was fitted with
Experimental Condition (distracted vs. non-distracted) as a bi-
nomial dependent variable3. All other terms were specified as
in the model above with the exception of Feedback Function
included here as a fixed factor.
1http://www.fon.hum.uva.nl/praat/
2Using the GENLINMIXED command in IBM SPSS Statistics 20.0.
3Using the lme4 R package, version 0.999375-42.
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Table 2: The first nine components (accounting for 92% of the
variance in the dataset; ordered by standardised loadings and
proportional variances) alongside the prosodic features with high
loadings on each component.
RCi Load Var Prosodic feature Load









RC7 2.90 0.13 segmented.mean.pitch 0.92
mean.pitch 0.89
segmented.mean.pitch.1 0.83
RC3 2.44 0.10 sd.intensity 0.94
segmented.sd.intensity.3 0.81
RC4 2.28 0.10 segmented.slope.pitch.1  0.90
segmented.sd.pitch.1 0.87
RC5 2.14 0.09 slope.intensity 0.92
RC8 1.92 0.08 segmented.slope.intensity.1  0.87
segmented.sd.intensity.2 0.70
RC9 1.35 0.06 segmented.sd.pitch.2 0.84
RC6 1.23 0.04 duration 0.92
The statistically significant components resulting from each
model were interpreted in terms of prosodic features with high
loadings on a component (tabulated in Table 2). Thresholds for
choosing a feature as relevant were set at the point of clear
discontinuity within each component. Notably, all components
are interpretable in terms of disjoint and coherent feature sets.
5. Results
5.1. Differences in prosody between feedback functions
Table 3 presents the main effects and interactions found to signi-
ficantly differentiate between feedback functions in the GLMM
described in Section 4.
Following the proportional odds assumption of multinomial
ordinal logistic regression, we can interpret the proportional odds
of choosing lower categories against higher categories given any
partitioning category, i.e., P1 versus P2 and P3 combined, and
P1 and P2 combined versus P3. Consequently, as RC1 increases
by one unit, the odds of choosing lower categories increases
by 1.325. By contrast, a one-unit change in components RC2,
RC9, RC6 decreases the odds of choosing lower categories by
0.793, 0.685 and 0.770 respectively. Moving from “mhm” to “ja”
decreases the odds of choosing lower categories. For RC4 the
odds of choosing lower categories depend on the lexical form
and decrease by 0.563 for “ja” and increase by 2.002 for “mhm.”
Interpreting components in term of prosodic features (Table
2), RC1 expresses pitch variability especially in the last part
of the expression (recall that slope values were calculated for
the expression cut in two segments; the other values, SD and
mean were calculated for the expression cut in three segments).
RC2 expresses mean intensity. The next component which had a
significant main effect on prosodic categorisation of Feedback
Table 3: Fixed coefficients of the multinomial GLMM for Feed-
back Function (reference category: P1). LO: log odds; PO: pro-
portional odds; SE: standard error; significance codes: 0.05: ⇤,
0.01: ⇤⇤.
Model term LO PO SE t p
RC1 ⇤ 0.281 1.325 0.122 2.306 0.022
RC2 ⇤  0.232 0.793 0.101  2.305 0.022
RC9 ⇤  0.378 0.685 0.117  3.224 0.001
RC6 ⇤  0.262 0.770 0.109  2.404 0.017
“ja” ⇤  1.799 0.165 0.333  5.398 0.000
“m”  0.130 0.878 0.284  0.458 0.647
RC4⇥“ja” ⇤  0.574 0.563 0.223  2.573 0.010
RC4⇥“m”  0.050 0.951 0.146  0.342 0.733
RC4⇥“mhm” ⇤⇤ 0.694 2.002 0.264 2.633 0.009
Function was RC9, reflecting the variability of pitch in the middle
of the expression. RC6 is essentially duration. RC4, i.e., pitch
variability and the magnitude of the variability (slope) in the
first part of the expression interact with the phonetic form of
the expression itself. In other words, the effect of RC4 depends
on the particular expression e.g. “ja” and “mhm” or “m”. At
the same time there is a main effect of the feedback expression
form on the feedback function classification, where “ja” highly
significantly distinguishes between the categories.
5.2. Differences in prosody between conditions
Table 4 presents model estimates of predictors found to differ-
entiate between feedback signals produced by listeners in the
distracted and non-distracted condition. The value of the C index
measures the concordance between the predicted probability in
the model and the observed response. From a value of C= 0.8 a
model exhibits real predictive power, given the subtle phenomena
we are dealing with here, our value of C= 0.77 is strong.
The estimate for Feedback Function as a predictor of at-
tentiveness confirms our previous results [1], where a decrease
in the frequency of signalling understanding (function P2) was
found in distracted listeners. The present model predicts that a
unit increase in the P2 function increases the odds of the listener
being attentive by 1.716.
As far as prosodic correlates of attentiveness are concerned,
the results show that RC2 (defined by the overall mean intensity
measures) is highly significant; attentive speakers tend to speak
more loudly. Energy is also less variable in the non-distracted
case (RC3 estimate). RC1 defined by pitch variability measures
is positively related to attentiveness (one-unit increase in RC1
increases the odds of an attentive state by 1.823). It can be
expected that feedback delivered with less intonational variability
is indicative of lower engagement.
Significant interactions between the phonetic form of the
expression and some of the pitch and intensity measures on the
one hand allow for the fine-tuning of potential recognition of
attention states in particular expressions and on the other hand
confirm the differences depending on phonetic structure.
6. Discussion
The results presented in the previous section indicate that pros-
ody plays a role in distinguishing between different functions of
communicative feedback. However, the significant interactions
with the lexical form in our results suggests that it is import-
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Table 4: Fixed coefficients of the binomial GLMM for Condition.
LO: log odds; PO: proportional odds; SE: standard error; signi-
ficance codes: 0.05: ⇤, 0.01: ⇤⇤, 0.001: ⇤⇤⇤. Predictive strength
measures: C= 0.77, Dxy = 0.55.
Model term LO EO SE z p
“m” 0.451 1.570 0.365 1.237 0.216
“mhm”  0.341 0.711 0.396  0.862 0.389
RC1⇤ 0.600 1.823 0.284 2.113 0.035
RC3⇤  0.565 0.568 0.244  2.319 0.020
RC4 ⇤⇤  0.853 0.426 0.319  2.672 0.007
RC2 ⇤⇤⇤ 0.472 1.603 0.114 4.144 0.000
RC6⇤  0.260 0.772 0.119  2.181 0.029
P2 ⇤ 0.540 1.716 0.255 2.120 0.034
P3 0.161 1.175 0.381 0.422 0.673
order⇤ 1.109 3.031 0.442 2.507 0.012
RC1⇥“m” ⇤⇤  0.965 0.381 0.332  2.902 0.004
RC1⇥“mhm”  0.517 0.596 0.347  1.491 0.136
RC3⇥“m” 0.437 1.548 0.303 1.441 0.149
RC3⇥“mhm” ⇤ 0.774 2.169 0.316 2.448 0.014
RC4⇥“m” ⇤ 0.838 2.312 0.354 2.365 0.018
RC4⇥“mhm” ⇤ 0.861 2.365 0.403 2.137 0.033
ant to take the phonetic structure of particular expressions into
account: prosodic features may strongly depend on segmental
structure, e.g.: nasality vs. orality in “m” vs. “ja” and syllabic
structure in “mhm” vs. monosyllabic expressions such as “ja”.
Consequently, in addition to general prosodic features distin-
guishing between feedback functions there are strategies specific
to both the feedback function and the particular expression.
Concerning the prosodic characteristics of distracted listen-
ers that could be detected instrumentally and, possibly, also by
the interlocutors, some features that might help detect the listener
attention state were found. Additionally, the frequency of sig-
nalling understanding [1] remains a consistent non-prosodic cue
to distractedness in the listener.
7. Conclusions and future work
This work reported on the prosody of German feedback expres-
sions “ja”, “mhm” and “m” in a dialogue corpus where listeners’
attention was manipulated by an ancillary task. In this study we
have taken first steps towards prototypical prosodic profiles of
German feedback functions and diverse predictors of attention.
However, the complex interaction between prosody, feedback
expressions and pragmatic functions needs to be disentangled
possibly using more data and automatic classification techniques.
Findings like these could inform automatic methods for
detecting listener’s attentive states and the communicative in-
tentions they convey via feedback. This information could be
used by artificial conversational agents such as spoken dialogue
systems to adapt their communicative behaviour to the needs
and expectations of the user.
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