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Abstract. We formulate a general shape and topology optimization problem in structural
optimization by using a phase field approach. This problem is considered in view of well-posedness
and we derive optimality conditions. We relate the diffuse interface problem to a perimeter penalized
sharp interface shape optimization problem in the sense of Γ-convergence of the reduced objective
functional. Additionally, convergence of the equations of the first variation can be shown. The limit
equations can also be derived directly from the problem in the sharp interface setting. Numerical
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1. Introduction. In structural optimization one tries to find an optimal ma-
terial configuration of two different elastic materials in some fixed container, where
optimal means that a certain objective functional depending on the behaviour of the
elastic materials is minimized. The control here is represented by the material distri-
bution. Applications of shape and topology optimization reach from crashworthiness
of transport vehicles and tunnel design to biomechanical applications such as bone
remodelling. Structural optimization has turned out to be helpful in solving automa-
tive design problems in order to maximize the stiffness of vehicles for instance or to
reduce the stresses to improve durability, see for instance [8].
One of the first approaches of finding the optimal material distribution in presence of
two materials can be found in [37]. However the problem of finding optimal structures
in mechanical engineering dates at least back to the beginning of the 20th century
when Michell [32] considered optimal truss layouts. It has turned out, that generally
those problems are not well-posed, because oscillations occur on a very fine scale, see
for example [9], and hence several ideas have been developed to overcome this issue.
One important contribution is certainly the idea of using a perimeter penalization in
optimal shape design and considering this problem in the framework of Caccioppoli
sets, see [5], in order to prevent the above-mentioned oscillations. Additionally, it
turns out that it is difficult to control the state variables if they are only given on
varying domains of definitions. And so a so-called ersatz material approach has been
introduced, see for instance [2, 16]. Here, one replaces the void regions by a fictitious
material which may have a very low stiffness. We also remark that there appear
many problems of practical relevance where one wants to fill a given domain with two
different materials (and not one material and void) such that after an applied load
an objective functional is minimized. Having this in mind it is the main goal of this
paper to analyze and numerically solve problems with two materials, whether fictious
or not.
We start by stating a perimeter penalized shape optimization problem with a general
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objective functional in Section 2.2. This is in a simplified form given as
min
(ϕ,u)
J0(ϕ,u) ∶= ∫
Ω
hΩ(x,u)dx + ∫
Γg
hΓ(s,u)ds + γc0PΩ({ϕ = 1})
subject to ∫
Ω
C(ϕ) (E (u) − E (ϕ)) ∶ E(v)dx = ∫
Ω
f ⋅ v dx +∫
Γg
g ⋅ v ds ∀v.
(1)
After showing well-posedness we derive necessary optimality conditions by geometric
variations without any additional regularity assumption on the minimizing set other
than being a Caccioppoli set. This seems to be new as classical shape derivatives
always assume at least an open Lipschitz domain as minimizer, see [1, 3, 4, 31], and
they do not treat a general objective functional. We also show that the obtained
conditions are consistent with existing results obtained with shape derivatives if the
minimizing shape inherits a certain regularity.
Then we approximate this problem by using a phase field approach where the free
boundary is replaced by a diffuse interface with small thickness related to a parameter
ε > 0. Hence, as in [16], the perimeter functional is replaced by the Ginzburg-Landau
energy and the optimization problem (1) reads as
min
(ϕ,u)
Jε(ϕ,u) ∶= ∫
Ω
hΩ(x,u)dx +∫
Γg
hΓ(s,u)ds + γ ∫
Ω
ε
2
∣∇ϕ∣2 +
1
ε
ψ (ϕ) dx
subject to ∫
Ω
C(ϕ) (E (u) − E (ϕ)) ∶ E(v)dx = ∫
Ω
f ⋅ v dx +∫
Γg
g ⋅ v ds ∀v.
(2)
After discussing well-posedness and necessary optimality conditions for the phase
field problem we consider the sharp interface limit. To be precise, we show Γ-
convergence of the reduced objective functional as the interfacial width, i.e. ε, tends
to zero. Moreover, we show that the equations of the optimality systems converge.
We hereby generalize findings from literature where this result has already been indi-
cated in [11] by formal asymptotics for certain objective functionals.
The paper is structured as follows: In Section 2 we introduce the exact problem for-
mulations, discuss well-posedness, optimality conditions and the sharp interface limit.
The derivation of the optimality conditions can be found in Section 4 and some proofs
of the sharp interface convergence results are collected in Section 5. The numerical
approach and results are given in Section 3.
2. Discussion of the problems and convergence results.
2.1. Notation and assumptions. Before formulating the shape optimization
problems we give a brief introduction into the most important quantities and equations
in linearized elasticity and fix some notation. We refer the reader to [17, 18, 24] and
references therein for details. We first assume to have in the holdall container Ω two
open subsets Ω1 and Ω2 which are separated by a hypersurface Γ = ∂Ω1 ∩ ∂Ω2. The
two subsets should correspond to two different elastic materials whose displacement
fields are described by one variable u ∶ Ω → Rd. To be precise, u∣Ωi corresponds to
the displacement field of the i-th material where i ∈ {1,2}. We divide the boundary
of Ω into two parts, one Dirichlet part where we can prescribe the displacement field,
and a Neumann part where the applied boundary forces are acting.
(A1) Ω ⊂Rd is a bounded Lipschitz domain with outer unit normal n and d ∈ {2,3}.
Moreover, assume ∂Ω = ΓD ∪ Γg with Hd−1 (ΓD) > 0 and ΓD ∩ Γg = ∅.
We remark that we denote Rd-valued functions and spaces consisting of Rd-valued
functions in boldface.
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For elastic materials the following equilibrium constraints hold in Ωi, i ∈ {1,2}:
−∇ ⋅ (D2Wi (x,E (u))) = f in Ωi, (3a)
D2Wi (x,E (u)) ⋅n = g on Γg ∩ ∂Ωi, (3b)
u = uD on ΓD ∩ ∂Ωi, (3c)
where:
(A2) g ∈ L2 (Γg) is the given applied surface load, f ∈ L2 (Ω) the given applied
surface load and for simplicity we assume for the following considerations
uD ≡ 0.
On the interface Γ ∶= ∂Ω1 ∩ ∂Ω2 the boundary conditions are given by certain trans-
mission properties, which follow from (5). Moreover, E (u) ∶= 1
2
(∇u +∇uT ) is the
so-called linearized strain, whereon the linear theory is based and Wi ∶ Ω ×Rd×d →R
denotes the elastic free energy density of the i-th material. We use Wi (x,E) ∶=
1
2
(E − E i) ∶ Ci (E − E i) for E ∈Rd×d, which is in our case independent of x ∈Rd. Here,
Ci ∶Rd×d →Rd×d is the elasticity tensor reflecting the material properties for material
i = 1 and i = 2, respectively. Further, E i ∈ Rd×d is the eigenstrain which is given as
the value of the strain when the i-th material is unstressed. By D2Wi we denote the
derivative with respect to the second component.
As already mentioned above, we have two different elastic materials inside the
domain Ω. The design variable is a measurable function ϕ ∶ Ω → R, where {x ∈
Ω ∣ ϕ(x) = 1} = Ω1 describes the region where the first material is present up to
a set of measure zero, and {x ∈ Ω ∣ ϕ(x) = −1} = Ω2 the region which is filled with
the second material. In the sharp interface setting, ϕ will only take values in {±1}
and thus Ω = Ω1 ∪ Ω2 ∪ Γ with Γ = ∂Ω1 ∩ ∂Ω2 being the separating hypersurface.
In contrast, the phase field approximation uses a design function ϕ having values in[−1,1]. Then, Ω = Ω1 ∪Ω2 ∪ I where I = {−1 < ϕ < 1} is the diffuse interface of small
thickness approximating the hypersurface Γ. Using ϕ to describe the sharp as well
as the diffuse interface model we describe the elasticity tensor and the eigenstrain as
functions of the design variable ϕ which interpolate between two different values for
the two different materials. We introduce the following assumptions on the elasticity
tensor C and we use the following assumptions:
(A3) Let C(ϕ) = (Cijkl(ϕ))di,j,k,l=1 be such that Cijkl ∈ C1,1 ([−1,1]) fulfills point-
wise the following symmetry properties Cijkl(ϕ) = Cjikl(ϕ) = Cklij(ϕ) for all
ϕ ∈ [−1,1], i, j, k, l ∈ {1, . . . , d}. Moreover, we assume that there exist con-
stants CC , cC > 0 such that
∣C(ϕ)A ∶ B∣ ≤ CC ∣A∣ ∣B∣ , C(ϕ)A ∶ A ≥ cC ∣A∣2 (4)
holds for all symmetric matrices A,B ∈Rd×d and ϕ ∈ [−1,1].
(A4) Let the eigenstrain E ∈ C1,1 ([−1,1] ,Rd×d) be a function with symmetric
values, i.e. E(ϕ)T = E(ϕ) for all ϕ ∈ [−1,1].
Remark 1.
1. The estimates (4) imply that the elasticity tensor interpolates between two
finite positive definite tensors, thus in particular no “void”, i.e. regions without ma-
terial, are allowed in this formulation. Anyhow, the possibility of modelling “void” is
given by using the so-called ersatz material approach, where a very soft material ap-
proximates the non-presence of material, cf. [11, 16]. Moreover, the elasticity tensor
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is not depending on the phase field variable ε > 0 introduced later on. Hence, an ersatz
material approach depending on the phase field parameter ε > 0 as it is employed in
[11] cannot be used in this setting.
2. Following Vegard’s law, a commonly used assumption is that the eigenstrain
interpolates linearly between the two values corresponding to the two materials. Then,
Assumption (A4) is fulfilled.
Using these assumptions, a weak formulation of the state equations on the whole
of Ω can be derived, if the design variable is ϕ ∈ L1(Ω) with ∣ϕ∣ ≤ 1 a.e. in Ω:
Find u ∈H1D (Ω) ∶= {u ∈H1(Ω) ∣ u∣ΓD = 0} such that
∫
Ω
C (ϕ) (E (u) − E (ϕ)) ∶ E (v) dx = ∫
Ω
f ⋅ v dx +∫
Γg
g ⋅ v ds ∀v ∈H1D(Ω). (5)
In any subregion {ϕ = ±1} this yields exactly the weak formulation of (3). The state
equation is in both the phase field and the sharp interface formulation given by (5),
cf. Sections 2.2 and 2.3. Hence we directly state here the solvability result concerning
this equation:
Lemma 2. For every ϕ ∈ L1(Ω) with ∣ϕ∣ ≤ 1 a.e. in Ω there exists a unique
u ∈H1D(Ω) such that (5) is fulfilled. Moreover, the solution u fulfills
∥u∥
H
1(Ω) ≤ C (Ω,C,E) (∥f∥L2(Ω) + ∥g∥L2(Γg) + 1) . (6)
This defines a solution operator S ∶ {ϕ ∈ L1(Ω) ∣ ∣ϕ∣ ≤ 1 a.e. in Ω}→H1D(Ω).
Idea of the proof. By making use of Korn’s inequality, this result is a direct conse-
quence of Lax-Milgram’s theorem, cf. [30, Lemma 24.1].
For our shape and topology optimization problem, the goal is to minimize
H(u) ∶= ∫
Ω
hΩ (x,u) dx +∫
Γg
hΓ (s,u) ds (7)
where hΩ, hΓ fulfill
(A5) hΩ ∶ Ω ×Rd →R and hΓ ∶ Γg ×Rd →R are Carathe´odory functions, i.e.
1. hΩ(⋅,v) ∶ Ω → R and hΓ(⋅,v) ∶ Γg → R are measurable for each
v ∈Rd, and
2. hΩ(x, ⋅), hΓ(s, ⋅) ∶Rd →R are continuous for almost every x ∈ Ω and
s ∈ Γg, respectively.
Moreover, assume that there exist functions a1 ∈ L1(Ω), a2 ∈ L1(Γg) and
b1 ∈ L∞(Ω), b2 ∈ L∞(Γg) such that it holds
∣hΩ(x,v)∣ ≤ a1(x) + b1(x)∣v∣2 ∀v ∈Rd, a.e. x ∈ Ω, (8)
and
∣hΓ(s,v)∣ ≤ a2(s) + b2(s)∣v∣2 ∀v ∈Rd, a.e. s ∈ Γg. (9)
Additionally, we assume that the set
{∫
Ω
hΩ (x,S(ϕ)(x)) dx +∫
Γg
hΓ (s,S(ϕ)(s)) ds ∣ ϕ ∈ L1(Ω), ∣ϕ∣ ≤ 1 a.e. in Ω}
is bounded from below.
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Remark 3. Due to [36], the Nemytskii operators
L2(Ω)d ∋ v ↦ hΩ (⋅,v) ∈ L1(Ω), L2(Γg)d ∋ v ↦ hΓ (⋅,v) ∈ L1(Γg)
are well-defined if and only if (8) and (9) are fulfilled and in this case the operators
are continuous.
Assumptions (A1)-(A5) are the basic assumptions for the following considera-
tions. To derive also first order optimality conditions we have to impose at some
points additionally the following differentiability assumption.
(A6) For every fixed v ∈ Rd we have hΩ(⋅,v) ∈ W 1,1(Ω) and hΓ (⋅,v) ∈ W 1,1(Γg).
Let the partial derivatives D2hΩ (x, ⋅) ,D2hΓ (s, ⋅) exist for almost every x ∈ Ω
and s ∈ Γg, respectively. Moreover there exist aˆ1 ∈ L2(Ω), aˆ2 ∈ L2(Γg) and
bˆ1 ∈ L∞(Ω), bˆ2 ∈ L∞(Γg) such that
∣D2hΩ (x,v) ∣ ≤ aˆ1(x) + bˆ1(x)∣v∣ ∀v ∈Rd, a.e. x ∈ Ω (10)
and
∣D2hΓ (s,v) ∣ ≤ aˆ2(s) + bˆ2(s)∣v∣ ∀v ∈Rd, a.e. s ∈ Γg. (11)
Remark 4. Under the Assumption (A6) the operators
F ∶ L2 (Ω) ∋ u↦ ∫
Ω
hΩ (x,u(x)) dx, G ∶ L2(Γg) ∋ u↦ ∫
Γg
hΓ (s,u(s)) ds
are continuously Fre´chet differentiable and that the directional derivatives are given
by DF (u) (v) = ∫ΩD2hΩ (x,u)v dx, DG (u) (v) = ∫Γg D2hΓ (s,u)v ds.
In the next remark, we outline how we could replace Assumptions (A5) and (A6)
by weaker assumptions. In order to simplify the estimates in the following analysis
we prefer (A5) and (A6).
Remark 5. We could generalise the results to objective functionals satisfying
∣hΩ (x,v)∣ ≤ a1(x) + b1(x) ∣v∣p , ∀v ∈Rd, a.e. x ∈ Ω (12)
for some functions a1 ∈ L1(Ω) and b1 ∈ L∞(Ω), instead of requiring (8). Here, p ≥ 2
has to be chosen such that H1(Ω)↪ Lp(Ω) is a compact imbedding, hence 2 ≤ p < ∞
for d = 2 and 2 ≤ p < 6 for d = 3. We then obtain that Lp(Ω)d ∋ v ↦ hΩ (⋅,v) ∈ L1(Ω)
is well-defined and continuous and all proofs can be adapted. In this case, we have
to replace (10) in Assumption (A6) by ∣D2hΩ (x,v) ∣ ≤ aˆ1(x) + bˆ1(x)∣v∣p−1 for all
v ∈ Rd and a.e. x ∈ Ω where aˆ1 ∈ Lp/p−1(Ω), bˆ1 ∈ L∞(Ω) to obtain that Lp (Ω) ∋
u↦ ∫Ω hΩ (x,u(x)) dx is continuously Fre´chet differentiable. The same holds for the
choice of hΓ.
In order to obtain a well-posed problem we add to the cost functional H in (7)
a regularization term. In the sharp interface problem a multiple of the perimeter
of the free boundary between the two materials is used. The exact definition of the
perimeter is introduced now. Since we describe the sharp interface model by a design
variable ϕ ∶ Ω→ {±1}, where {ϕ = ±1} describe the two different materials, this design
variable is going to be a function of bounded variation. We give here a brief intro-
duction in the notation of Caccioppoli sets and functions of bounded variations, but
for a detailed introduction we refer to [6, 25]. We call a function ϕ ∈ L1(Ω) a function
of bounded variation if its distributional derivative is a vector-valued finite Radon
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measure. The space of functions of bounded variation in Ω is denoted by BV (Ω),
and by BV (Ω,{±1}) we denote functions in BV (Ω) having only the values ±1 a.e.
in Ω. We then call a measurable set E ⊂ Ω Caccioppoli set if χE ∈ BV (Ω). For any
Caccioppoli set E, one can hence define the total variation ∣DχE ∣ (Ω) of DχE , as DχE
is a finite measure. This value is then called the perimeter of E in Ω and is denoted
by PΩ (E) ∶= ∣DχE ∣ (Ω).
We include additionally a volume constraint in the optimization problem. By
assuming that the design variable ϕ fulfills ∫Ω ϕdx ≤ β∣Ω∣, which is equivalent to∣{ϕ = 1}∣ ≤ (β+1)
2
∣Ω∣ and ∣{ϕ = −1}∣ ≥ (1−β)
2
∣Ω∣, for some fixed constant β ∈ (−1,1) we
prescribe a maximal amount of the material corresponding to {ϕ = 1} (and thus a
minimal amount of {ϕ = −1}) that can be used during the optimization process.
Our admissible design variables for the sharp interface problem hence are chosen in
the set
Φ0ad ∶= {ϕ ∈ BV (Ω,{±1}) ∣ ∫
Ω
ϕdx ≤ β∣Ω∣} . (13)
In the phase field formulation of the shape optimization problem we approximate the
perimeter by the Ginzburg-Landau energy
Eε(ϕ) ∶= ∫
Ω
ε
2
∣∇ϕ∣2 + 1
ε
ψ(ϕ)dx (14)
with a double obstacle potential ψ ∶R→R ∶=R ∪ {∞} given by
ψ (ϕ) ∶= ⎧⎪⎪⎨⎪⎪⎩
ψ0 (ϕ) , if ∣ϕ∣ ≤ 1
+∞, if ∣ϕ∣ > 1 , ψ0 (ϕ) ∶= 12 (1 −ϕ2) . (15)
The functionals (Eε)ε>0 Γ-converge in L1(Ω) to ϕ↦ c0PΩ ({ϕ = 1}) with c0 ∶= ∫ 1−1√2ψ(s)ds =
pi
2
as ε↘ 0, see for instance [33, 34].
In the phase field setting, the design variable ϕ is allowed to have values in [−1,1]
and thus there may be a transition area between the areas {ϕ = −1} and {ϕ = 1}. The
admissible set in the phase field setting is given by
Φad ∶= {ϕ ∈H1(Ω) ∣ ∫
Ω
ϕdx ≤ β∣Ω∣, ∣ϕ∣ ≤ 1 a.e. in Ω} (16)
and the extended admissible set by Φad ∶= {ϕ ∈H1(Ω) ∣ ∣ϕ∣ ≤ 1 a.e. in Ω} .
Remark 6. Instead of ∫Ω ϕdx ≤ β∣Ω∣ we could also use an equality constraint
of the form ∫Ω ϕdx = β∣Ω∣. This prescribes then the exact volume fraction of each
material in advance. In this setting, the same analysis can be carried out. The results
whereon our sharp interface analysis is based only deal with an equality constraint,
see for instance [15, 26, 33].
As we derive first order optimality conditions by varying the free boundary be-
tween the two materials with transformations, we introduce here the admissible trans-
formations and its corresponding velocity fields:
Definition 7 (Vad, Tad). The space Vad of admissible velocity fields is defined
as the set of all V ∈ C ([−τ, τ] ×Ω,Rd), where τ > 0 is some fixed, small constant,
such that it holds:
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(V1) (V1a) V (t, ⋅) ∈ C2 (Ω,Rd),
(V1b) ∃C > 0: ∥V (⋅, y) − V (⋅, x)∥C([−τ,τ],Rd) ≤ C ∣x − y∣ ∀x, y ∈ Ω,
(V2) V (t, x) ⋅n(x) = 0 for all x ∈ ∂Ω,
(V3) V (t, x) = 0 for every x ∈ ΓD.
Then the space Tad of admissible transformations is defined as solutions of the ordinary
differential equation
∂tTt(x) = V (t, Tt(x)), T0(x) = x (17)
with V ∈ Vad, which gives some T ∶ (−τ˜ , τ˜) ×Ω→ Ω, with 0 < τ˜ small enough.
We often use the notation V (t) = V (t, ⋅).
Remark 8. Let V ∈ Vad and T ∈ Vad be the transformation associated to V by
(17). Then Tt ∶ Ω→ Ω is bijective and T (⋅, x) ∈ C1((−τ, τ),Rd) for all x ∈ Ω and τ > 0
small enough. These and other properties are discussed in detail in [20, 22].
We finish this introduction by two typical examples which are commonly used
as objective functionals in structural optimization. For a deeper discussion on those
problems and some further applications we refer for instance to [8].
Example 9 (Mean compliance). One commonly used objective in structural
optimization is the minimization of the mean compliance, which is for a structure in
its equilibrium configuration given by ∫Ω f ⋅udx+ ∫Γg g ⋅uds. The aim of minimizing
this objective functional can be interpreted as maximizing the stiffness under the given
forces or as minimizing the stored mechanical energy. We notice, that this is equivalent
to minimizing ∫Ω C (ϕ) (E (u) − E (ϕ)) ∶ E (u) dx if u solves the state equations (5).
Example 10 (Compliant mechanism). The typical compliant mechanism objec-
tive functional used in topology optimization is given by the tracking type functional
1
2 ∫Ω c ∣u −uΩ∣2 dx where uΩ ∈ L2(Ω) is some desired displacement, and c ∈ L∞(Ω),
c ≥ 0, is a weighting factor.
In the following, by minimizers we always mean global minimizers.
2.2. Perimeter penalized shape optimization problem. The sharp inter-
face problem that we consider in this section is given by
min
(ϕ,u)
J0 (ϕ,u) ∶= H(u) + γc0PΩ ({ϕ = 1}) =
= ∫
Ω
hΩ (x,u) dx +∫
Γg
hΓ (s,u) ds + γc0PΩ ({ϕ = 1}) (18)
with (ϕ,u) ∈ Φ0ad ×H1D(Ω) such that (5) holds, i.e.
∫
Ω
C (ϕ) (E (u) − E (ϕ)) ∶ E (v) dx = ∫
Ω
f ⋅ v dx +∫
Γg
g ⋅ v ds ∀v ∈H1D(Ω). (19)
This is a topology and shape optimization problem, where ϕ ∈ Φ0ad = {ϕ ∈
BV (Ω,{±1}) ∣ ∫Ω ϕdx ≤ β∣Ω∣} plays the role of the design variable, and can only have
the discrete values ±1. The perimeter in the cost functional ensures the existence of a
minimizer where the weighting factor γ > 0 can be arbitrary. In the remainder of this
subsection we summarize often results where the proofs are given later in this paper
or in some previous work. Studying the reduced objective functional j0 ∶ L1(Ω)→R,
j0(ϕ) ∶= ⎧⎪⎪⎨⎪⎪⎩
J0 (ϕ,S (ϕ)) , if ϕ ∈ Φ0ad,
+∞, otherwise,
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we obtain by using the direct method in the calculus of variations the well-posedness
of the optimization problem:
Theorem 11. Under the assumptions (A1)-(A5), there exists at least one min-
imizer of (18) − (19).
Proof. We use that (18) − (19) is equivalent to minϕ∈L1(Ω) j0(ϕ). According to
Assumption (A5), the objective functional j0 is bounded from below and hence we
may choose a minimizing sequence (ϕk)k∈N for j0. Thus PΩ({ϕk = 1}) = ∣Dϕk∣(Ω) is
uniformly bounded. We obtain therefrom and the fact that ∥ϕk∥L∞(Ω) ≤ 1 for all k ∈N
that (ϕk)k∈N is uniformly bounded in BV (Ω). As BV (Ω) imbeds compactly into
L1(Ω), we hence find that (ϕk)k∈N has a subsequence (ϕkl)l∈N converging in L1(Ω)
and pointwise to some limit element ϕ ∈ BV (Ω). From the pointwise convergence
we obtain ϕ(x) ∈ {±1} for almost every x ∈ Ω and the convergence in L1(Ω) yields
directly ∫Ω ϕdx ≤ β∣Ω∣. Hence we have ϕ ∈ Φ0ad. From Lemma 24, which is given in
Section 5, we obtain that ϕ↦ ∫Ω hΩ(x,S(ϕ))dx+ ∫Γg hΓ(s,S(ϕ))ds is continuous in
L1(Ω). Moreover, the perimeter functional ϕ ↦ PΩ({ϕ = 1}) is lower semicontinuous
in L1(Ω), see [6], and thus we obtain j0(ϕ) ≤ lim inf l→∞ j0(ϕkl). This shows that ϕ
is a minimizer of j0, and hence (ϕ,S(ϕ)) is a minimizer of (18) − (19).
Our next aim is to deduce first order necessary optimality conditions. For this
purpose, we use the ideas of shape calculus, which means we apply geometric vari-
ations. As already mentioned in the introduction we do not impose any additional
regularity assumption on the minimizing set. We obtain:
Theorem 12. Assume (A1)-(A6). Then for any minimizer (ϕ0,u0) ∈ Φ0ad ×
H
1
D(Ω) of (18)− (19) the following necessary optimality conditions hold: There exists
a Lagrange multiplier λ0 ≥ 0 for the integral constraint such that
∂t∣t=0j0 (ϕ0 ○ T −1t ) = −λ0 ∫
Ω
ϕ0 divV (0)dx, λ0 (∫
Ω
ϕ0 dx − β ∣Ω∣) = 0 (20)
holds for all T ∈ Tad with corresponding velocity V ∈ Vad, where the derivative is given
by the following formula:
∂t∣t=0j0 (ϕ0 ○ T −1t ) = ∂t∣t=0H (S (ϕ0 ○ T −1t )) + γc0 ∫
Ω
(divV (0) − ν ⋅ ∇V (0)ν) d ∣DχE0 ∣
(21)
and
∂t∣t=0H (S (ϕ0 ○ T −1t )) = ∫
Ω
[DhΩ (x,u0) (V (0), u˙0 [V ]) + hΩ (x,u0) divV (0)] dx+
+∫
Γg
[DhΓ (s,u0) (V (0), u˙0 [V ]) + hΓ (s,u0) (divV (0) −n ⋅ ∇V (0)n)] ds
(22)
with ν ∶= DχE0
∣DχE0 ∣
being the generalised unit normal on the Caccioppoli set E0 ∶= {ϕ0 = 1},
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compare [6]. Moreover, u˙0 [V ] ∈H1D(Ω) is given as the solution of
∫
Ω
C(ϕ0)E(u˙0[V ]) ∶ E(v)dx = ∫
Ω
C(ϕ0)1
2
(∇V (0)∇u0 + (∇V (0)∇u0)T ) ∶ E(v)+
+ C(ϕ0) (E(u0) − E (ϕ0)) ∶ 1
2
(∇V (0)∇v + (∇V (0)∇v)T )−
− C(ϕ0) (E(u0) − E (ϕ0)) ∶ E(v)divV (0)dx −∫
Ω
f ⋅DvV (0)dx −∫
Γg
g ⋅DvV (0)ds
(23)
which has to hold for all v ∈H1D(Ω).
The proof of this theorem can be found in Section 4.
Remark 13. If we assume that Γg has C
2-regularity, (22) can be rewritten into
a more convenient form by using the identity div ΓgV (0) = divV (0)−n ⋅ ∇V (0)n on
Γg.
We can now reformulate those optimality conditions under more regularity as-
sumptions on the minimizing set E0 = {ϕ0 = 1} and the given data. In particular, we
can then compare our results to those obtained in literature, see Remark 15.
Theorem 14. Assume (A1)-(A6). Let (ϕ0,u0) ∈ Φ0E ×H1D(Ω) be minimizers
of (18)− (19). Assume there are open sets Ω1,Ω2 ⊂ Ω such that ϕ0 = 1 a.e. on Ω1 and
ϕ0 = −1 a.e. in Ω2. Let g ∈ H 12 (∂Ω) and the objective functional is assumed to be
chosen in such a way that D2hΩ (⋅,u) ∈ L2(Ω) and D2hΓ (⋅,u) ∈ H 12 (Γg) for all u ∈
H
1(Ω). If hΓ (⋅,u0 (⋅)) /≡ 0, we assume additionally that Γg has C2-regularity. Assume
that Γ0 ∶= ∂Ω1 ∩ ∂Ω2 ∈ C2 and d (Γ0, ∂Ω) > 0. By [w]Γ0 (x) ∶= w∣Ω1(x) −w∣Ω2(x) we
denote the jump of w along the interface Γ0, and ν is the outer unit normal on Ω1.
Let κ = div Γ0ν be the mean curvature of Γ0. Then the optimality conditions derived
in Theorem 12 are equivalent to the following system:
γc0κ− [C(ϕ0) (E (u0) − E (ϕ0)) ∶ E (q0)]Γ0 +
+ [C(ϕ0) (E (u0) − E (ϕ0))ν ⋅ ∂νq0]Γ0 +
+ [C(ϕ0)E (q0)ν ⋅ ∂νu0]Γ0 + 2λ0 + [hΩ (x,u0)]Γ0 = 0 on Γ0
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
(24)
λ0 (∫
Ω
ϕ0 dx − β ∣Ω∣) = 0, λ0 ≥ 0, ∫
Ω
ϕ0 dx ≤ β ∣Ω∣ , (25)
together with the state equation (5) connecting ϕ0 and u0. Here, the adjoint variable
q0 ∈H
1
D(Ω) is the unique solution of the adjoint equation
∫
Ω
C(ϕ0)E (q0) ∶ E (v) dx = ∫
Ω
D2hΩ (x,u0)v dx+∫
Γg
D2hΓ (s,u0)v ds ∀v ∈H1D(Ω).
(26)
The statement of Theorem 14 can be shown by using basic calclations such as
integration by parts and chain rule. This calculation has been carried out for instance
in [30, Theorem 25.3].
Remark 15. In [11] the same optimality system for the sharp interface set-
ting has been derived from the phase field model by formally matched asymptotics for
the mean compliance and compliant mechanism problems mentioned in Examples 9
and 10. However, no eigenstrain has been taken into account in [11] while this is
included in the above problem setting. Applying shape sensitivity analysis yields the
same result as we have found in Theorem 14 (see e.g. [1, 4, 31]).
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2.3. Phase field approximation. In a diffuse interface setting in terms of a
phase field formulation the shape and topology optimization problem of finding the
optimal material distribution of two given materials is given by
min
(ϕ,u)
Jε (ϕ,u) ∶= H (u) + γEε (ϕ) =
= ∫
Ω
hΩ (x,u) dx +∫
Γg
hΓ (s,u) ds + γ ∫
Ω
ε
2
∣∇ϕ∣2 + 1
ε
ψ (ϕ) dx (27)
with (ϕ,u) ∈ Φad ×H1D(Ω) such that (5) holds, i.e.
∫
Ω
C (ϕ) (E (u) − E (ϕ)) ∶ E (v) dx = ∫
Ω
f ⋅ v dx +∫
Γg
g ⋅ v ds ∀v ∈H1D(Ω). (28)
Hence the design variable in this problem is given by ϕ ∈ Φad = {ϕ ∈H1(Ω) ∣ ∫Ω ϕdx ≤
β∣Ω∣, ∣ϕ∣ ≤ 1 a.e. in Ω}. The regions filled with material one or two are represented by{x ∈ Ω ∣ ϕ(x) = 1} and {x ∈ Ω ∣ ϕ(x) = −1}, respectively. The design variable ϕ is also
allowed to take values between minus one and one, which leads to a small transitional
area whose thickness is proportional to a small parameter ε > 0. Thus, as ε tends to
zero, we will arrive in a sharp interface problem and the interfacial layer vanishes.
As was already discussed in Section 2.1, the Ginzburg-Landau energy Eε, compare
(14), appearing in the objective functional is essential for the existence of a minimizer
and (Eε)ε Γ-converge to a multiple of the perimeter functional as ε tends to zero, cf.
[33, 34]. The parameter γ > 0 is an arbitrary fixed constant and can be considered as
a weighting factor of the perimeter penalization.
We know from Lemma 2 that there is a solution operator S for the constraints
(28). Thus, we can reformulate the optimization problem into minϕ∈L1(Ω) jε(ϕ) where
jε ∶ L1(Ω)→R,
jε(ϕ) ∶= ⎧⎪⎪⎨⎪⎪⎩
Jε (ϕ,S (ϕ)) , if ϕ ∈ Φad,
+∞, otherwise,
is the reduced objective functional. We start by discussing the optimization problem
(27) − (28) in view of well-posedness for fixed ε > 0.
Theorem 16. Under the assumptions (A1)-(A5), there exists at least one min-
imizer of (27) − (28).
Sketch of a proof. Proof of the previous theorem This is established by using the direct
method in the calculus of variations. For this purpose, we follow the lines of the proof
of Theorem 11. Instead of using the compact imbedding BV (Ω)↪ L1(Ω) we use here
that H1(Ω) embeds compactly into L2(Ω) and replace the lower semicontinuity of
the perimeter functional by the lower semicontinuity of the Ginzburg-Landau energy
with respect to convergence in L2(Ω). For more details we refer to [30, Theorem 24.1]
or [11], where the case with E ≡ 0 is treated.
We obtain optimality conditions by geometric variations:
Theorem 17. Assume (A1)-(A6). Then for any minimizer (ϕε,uε) of (27) −
(28) the following necessary optimality conditions hold: There exists a Lagrange mul-
tiplier λε ≥ 0 for the integral constraint such that
∂t∣t=0jε (ϕε ○ T −1t ) = −λε ∫
Ω
ϕε divV (0)dx, λε (∫
Ω
ϕε dx − β ∣Ω∣) = 0 (29)
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holds for all T ∈ Tad with corresponding velocity V ∈ Vad. The derivative is given by
the following formula:
∂t∣t=0jε (ϕε ○ T −1t ) = ∂t∣t=0H (S (ϕε ○ T −1t ))+
+∫
Ω
(γε
2
∣∇ϕε∣2 + γ
ε
ψ (ϕε)) divV (0) − γε∇ϕε ⋅ ∇V (0)∇ϕε dx (30)
where u˙ε [V ] ∈H1D(Ω) is given as the solution of (23) with ϕ0 replaced by ϕε and
u0 by uε. The exact formula for ∂t∣t=0H (S (ϕε ○ T −1t )) is given in (22).
The proof can be found in Section 4.
Remark 18. One can also consider (27) − (28) in the framework of optimal
control problems. By parametric variations one then obtains as necessary optimality
conditions the following variational inequality:
j′ε(ϕε)(ϕ −ϕε) + λε ∫
Ω
(ϕ −ϕε) dx ≥ 0 ∀ϕ ∈ Φad (31)
where
j′ε(ϕε)(ϕ −ϕε) = (γε∇ϕε,∇ (ϕ −ϕε))L2(Ω) +
+ (γ
ε
ψ′0 (ϕε) + (C(ϕε)E ′ (ϕε) − C′ (ϕε) (E (uε) − E (ϕε))) ∶ E (qε) , ϕ −ϕε)
L2(Ω)
(32)
is the directional derivative of the reduced objective functional jε. The variational
inequality (31) has to be fulfilled together with the state equations (28) and the adjoint
equation (26). This approach can for instance be used for numerical methods. More
details on these optimality criteria can be found in [11, 30].
2.4. Sharp interface limit. In this section we give the results on relating the
phase field problems introduced in Section 2.3 to the sharp interface formulation,
which was discussed in Section 2.2.
Theorem 19. Under the assumptions (A1)-(A5), the functionals (jε)ε>0 Γ-
converge in L1(Ω) to j0 as ε↘ 0.
The proof of this theorem is given in Section 5. As a consequence, we obtain directly:
Corollary 20. Assume (A1)-(A5). Let (ϕε)ε>0 be minimizers of (jε)ε>0.
Then there exists a subsequence, denoted by the same, and an element ϕ0 ∈ L1(Ω)
such that limε↘0 ∥ϕε − ϕ0∥L1(Ω) = 0. Besides, ϕ0 is a minimizer of j0 and it holds
limε↘0 jε (ϕε) = j0 (ϕ0) .
Proof. From supε>0 jε(ϕε) < ∞ we find supε>0 ∫Ω ( ε2 ∣∇ϕε∣2 + 1εψ(ϕε)) dx < ∞.
We can apply the compactness argument [33, Proposition 3] to find a subsequence of(ϕε)ε>0 converging in L1(Ω) to some element ϕ0 as ε↘ 0. Then the previous theorem
and standard results for Γ-convergence, see for instance [19], yield the assertion.
Theorem 21. Assume (A1)-(A6). Let (ϕε)ε>0 be minimizers of (jε)ε>0. Then
there exists a subsequence, which is denoted by the same, that converges in L1(Ω) to a
minimizer ϕ0 of j0. Moreover, it holds limε↘0 ∂t∣t=0jε (ϕε ○ T −1t ) = ∂t∣t=0j0 (ϕ0 ○ T −1t )
for all T ∈ Tad. If ∣{ϕ0 = 1}∣ > 0 then we additionally have the following convergence
results:
uε
ε↘0
⇀ u0, u˙ε [V ] ε↘0⇀ u˙0 [V ] in H1(Ω), (33a)
λε
ε↘0
Ð→ λ0, jε(ϕε) ε↘0Ð→ j0(ϕ0) in R, (33b)
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where uε = S(ϕε), u0 = S(ϕ0) and (λε)ε>0 ⊆ R+0 are Lagrange multipliers for the
integral constraint defined in Theorem 17, λ0 ∈ R+0 is a Lagrange multiplier for the
integral constraint in the sharp interface setting since it fulfills (20).
The proof is given in Section 5.
3. Numerical experiments. We want to verify the reliability and practical rel-
evance of the phase field approximation by means of numerical experiments. Besides,
we also study the behaviour for decreasing phase field parameters ε > 0 and see that
the convergence results stated in the previous section are also indicated by numerics.
For the numerics, the admissible design functions are chosen in Φ̃ad ∶= {ϕ ∈ H1(Ω) ∣
∫Ω ϕdx = β ∣Ω∣ , ∣ϕ∣ ≤ 1 a.e. in Ω} instead of ϕ ∈ Φad. Thus, the integral volume con-
straint is replaced by an equality constraint, which means that we prescribe the exact
volume fraction in advance. As already discussed in Remark 6, this does not change
the analytical results presented in the previous section. The only difference is, that the
Lagrange multipliers λε ∈R are also allowed to be negative and the complementarity
conditions are fulfilled trivially.
3.1. Description of algorithm. On the reduced problem formulation we apply
an extension of the projected gradient method without requiring the existence of a
gradient. In addition we allow for a variable scalar scaling ζk > 0 of the derivative, as
well as the use of a variable metric, which can include second order information. The
step length is determined by Armijo backtracking. For more details, see [12, 14].
Algorithm 1.
1: Choose 0 < β < 1, 0 < σ < 1 and ϕ0 ∈ Φ̃ad; set k ∶= 0.
2: while k ≤ kmax do
3: Choose ζk > 0 and an inner product ak.
4: Calculate the minimum ϕk = Pk(ϕk) of the projection-type subproblem
min
y∈Φ̃ad
1
2
∥y −ϕk∥2ak + ζkj′ε(ϕk)(y −ϕk). (34)
5: Set the search direction vk ∶= ϕk −ϕk
6: if
√
εγ∥∇vk∥L2 < tol then
7: return
8: end if
9: Determine the step length αk ∶= βmk with minimal mk ∈N0 such that
jε(ϕk + αkvk) ≤ jε(ϕk) + αkσ ⟨j′ε(ϕk), vk⟩ .
10: Update ϕk+1 ∶= ϕk + αkvk,
11: k ∶= k + 1,
12: end while
The maximal number of iterations kmax is set to 10
5 in the experiments below.
The directional derivative j′ε(ϕk)v is given in (32). We start with small ζk to enhance
the convergence of the PDAS method and increase it slowly in every step until ζk = 1.
As an inner product ak we start choosing ak(ϕ1, ϕ2) = εγ ∫Ω∇ϕ1 ⋅ ∇ϕ2 dx. To get
faster convergence, we update the inner product ak in every step by a BFGS update
whenever possible. Note that the solution ϕk to the projection-type subproblem (34)
is formally given by ϕk = Pak(ϕk − ζk∇akjε(ϕk)), where Pak denotes the orthogonal
projection onto Φ̃ad with respect to the inner product ak and ∇akjε(ϕk) denotes the
Riesz representative of j′ε(ϕk) with respect to the inner product ak. This is only
formally since jε need not be differentiable with respect to the norm induced by ak.
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The subproblem (34) is solved by a primal dual active set (PDAS) method, see [13, 10].
Remark 22. In [14] it is shown that every accumulation point of the sequence(ϕk)k∈N in the H1(Ω) ∩ L∞(Ω) topology is a stationary point of jε and that
limk→∞ ∥vk∥H1(Ω) = 0. Additionally mesh independence can be observed.
For all of our numerical experiments we consider the compliance problem, see Ex-
ample 9, and assume to have only the external surface load g as well as no eigenstrain,
hence f ≡ 0 and E ≡ 0. Thus we choose hΩ(x,u) = 0, hΓ(x,u) = g ⋅u. In the following
examples g will always be an element in L∞(Γg) and so Assumption (A5) is fulfilled.
Thus the objective functional is given in the following numerical experiments by
jε(ϕ) = ∫
Γg
g ⋅S(ϕ)ds + γ ∫
Ω
ε
2
∣∇ϕ∣2 + 1
2ε
(1 −ϕ2) dx.
The used elasticity tensor interpolates between its two values quadratically. Inside the
first material (represented by ϕ = 1) and the second material (represented by ϕ = −1) it
is given by the two Lame´ constants λ1, µ1 and λ2, µ2, respectively. We choose C(ϕ)E ∶=
2ιδµ(ϕ)µ2E+ιδλ(ϕ)λ2tr(E)I where ιδ(ϕ) = 0.25 (1 − δ)ϕ2−0.5 (1 − δ)ϕ+0.25(1−δ)+δ,
thus ιδ(1) = 1 and ιδ(−1) = δ, and δµ ∶= µ1/µ2, δλ ∶= λ1/λ2.
The phase field ϕ and the state equation are discretized using standard piecewise
linear finite elements. An adaptive mesh is implemented, which is fine on the interface
and coarse in the bulk region as described in [7]. All appearing integrals are computed
by exact quadrature rules.
3.2. Optimal design of a cantilever beam. The first experiment is carried
out in the design domain Ω = (−1,1)×(0,1) and we choose ΓD ∶= {(x, y) ∈ ∂Ω ∣ x = −1}
and the support of the force g will be concentrated on Γ0g ∶= {(x, y) ∈ ∂Ω ∣ x ≥ 0.75, y =
0} ⊂ Γg. The surface load is chosen to be g = (0,−250)T χΓ0g . The configuration is
sketched in Figure 3.1(a) and the initial shape always corresponds to ϕ ≡ 0. Thus, also
β = 0 is chosen for the volume constraint. The first material, represented by ϕ = 1 is
given by the constants λ1 = µ1 = 5000 and the second material (i.e. ϕ = −1) is a more
elastic material with λ2 = µ2 = 10. Lame´ constants with such a pronounced contrast
also appear in applications, compare [35]. A uniform mesh size of h = 2−6 is chosen on
the bulk and the interfacial layer is refined such that there are 8 mesh points across
the interface. Since the interface thickness is proportional to ε, the mesh has to be
chosen finer on the interface as ε gets smaller.
Results for minimizing the mean compliance of a cantilever beam for three dif-
ferent phase field parameters ε are shown in Figure 3.2. Here we chose the weighting
factor for the Ginzburg Landau energy γ = 0.5. Already for ε = 0.06 one obtains the
same structure as for the smallest value of the phase field parameter, i.e. the right
qualitative behaviour of the sharp interface minimizer. We also remark that for the
smallest value of ε, the interface is already very thin and almost not visible anymore.
We want to study the convergence of the minimizers (ϕε)ε. For this purpose we de-
note by ϕ0 a minimizer for the sharp interface problem. As this minimizer is a priori
unknown, we approximate ϕ0 by ϕ˜0 ∶= 2χ{ϕεmin>0} − 1, where εmin ∶= 0.001875. Thus
the optimal interface Γ0 is approximated by the zero level set of ϕεmin , denoted by
Γ˜0. The difference ∥ϕε − ϕ˜0∥L1(Ω) can be separated into two terms,
∥ϕε − ϕ˜0∥L1(Ω) ∼ ∥ϕε −ϕoε∥L1(Ω) + ∥ϕoε − ϕ˜0∥L1(Ω) (35)
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(a) Configuration of the cantilever beam (b) Optimal configuration for γ = 0.002. The
stiff material is blue.
Figure 3.1. Cantilever beam
(a) ε = 0.06 (b) ε = 0.015 (c) ε = 0.001875
Figure 3.2. Optimal material configuration ϕε for the cantilever beam for γ = 0.5 and different
values of ε (stiff material in blue, weak material in red and interface in green).
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(a) The solid blue line shows ∥ϕε − ϕ˜0∥L1(Ω).
The approximated diffuse interface error is de-
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Figure 3.3. Data corresponding to Figure 3.2.
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where (ϕoε)ε denotes the constructed recovery sequence corresponding to ϕ˜0 and ex-
poses a sin-profile normal to Γ˜0, see [15]. We want to determine which term of the
error in (35) is the dominating part. We notice that the first term on the right-
hand side of (35) can be considered as the distance of the zero level sets of ϕε and
ϕεmin and the second term describes the error resulting from the diffuse interface pro-
file. The 1D error of the sin-profile compared to a characteristic function is given
by ∫ εpi/2−εpi/2 ∣ sin(xε ) − sgn(x)∣dx = (pi − 2)ε. Thus, the L1(Ω)-error in our 2D setting
can be approximated by ∥ϕoε − ϕ˜0∥L1(Ω) ≈ PΩ({ϕ0 = 1})(pi − 2)ε. As the perimeter
PΩ({ϕ0 = 1}) is not known, we extrapolate the given sequence (Eε(ϕε))ε numerically
to ε = 0, which gives limε↘0Eε(ϕε) ≈ e0 ∶= 8.1754. As mentioned above, from the
Γ-convergence result of [15, 33] it is expected that e0 ≈ pi2PΩ({ϕ0 = 1}). Hence, we
may approximate ∥ϕoε − ϕ˜0∥L1(Ω) ≈mε with m ∶= 2(pi−2)pi e0.
In Figure 3.3(a) we depict now the difference ∥ϕε − ϕ˜0∥L1(Ω) (solid blue line) together
with the approximated diffuse interface error mε (dashed red line). We see that for
ε < 0.02 the L1-difference of the minimizer ϕε and the approximated minimizer ϕ˜0
becomes tangential to the line mε. This indicates that the error resulting from the
diffuse interface profile dominates the total approximated error in (35) and that the
distance of the zero level sets becomes comparably small. Hence, the level set of ϕε
is already for ε < 0.02 a good approximation of the optimal interface Γ0.
To complete this picture we also give a plot of the minimal functional values
jε(ϕε) and the Lagrange multipliers λε for the calculated ε values in Figure 3.3(b)
and 3.3(c). One sees that (jε(ϕε))ε is monotonically decreasing as ε decreases and
seems to converge linearly to a specific value, supposedly a minimal value for j0, com-
pare also Theorem 20. Likewise, (λε)ε converges linearly to a limit value λ0, compare
Theorem 21.
To study the influence of the perimeter penalization, we carried out the same calcula-
tions for a smaller weighting factor γ. We can control the appearance of fine structures
by the choice of γ. As an example, we refer to Figure 3.1(b), where we used the pa-
rameters γ = 0.002, ε = 0.001. This verifies numerically that the regularization yields a
well-posed problem but still gives desired optimal structures. Moreover, the influence
of regularization parameters on the fineness of the structure is in accordance to other
methods (see e.g. [8]). For the computation we chose the inner product
ak(ϕ1, ϕ2) ∶= γε∫
Ω
∇ϕ1 ⋅ ∇ϕ2 dx − 2∫
Ω
C′(ϕk)(ϕ1)E(z) ∶ E(uk)dx,
which depends on the current iterate ϕk and which includes second order information
of the Ginzburg-Landau energy, as well as of the compliance part. Here, we used
uk ∶= S(ϕk) and z ∶= S′(ϕk)ϕ2 ∈ H1D (Ω) which is given as the solution of the
linearized state equation
∫
Ω
C(ϕk)E(z) ∶ E(v)dx = −∫
Ω
C′(ϕk)ϕ2E(uk) ∶ E(v)dx +∫
Γg
g ⋅ v ds ∀v ∈H1D (Ω) .
3.3. Optimal material distribution within a wing. We now consider a dif-
ferent geometry for the overall container Ω in a three dimensional setting. This
example shows that we can also use different geometries, i.e. different choices of Ω,
and work in a three dimensional setting.
We perform the same optimization strategy as above and optimize the material con-
figuration within a wing of an airplane. This example is to be considered as an
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Figure 3.4. Optimal material configuration of a NACA 0018 airfoil wing with 3 holes where
blue represents the stiff material.
Figure 3.5. Optimal designs including eigenstrain.
outlook on possible applications. One wants to have a composite material in order
to obtain a high ratio of stiffness to weight. Hence we use one very stiff material
(λ1 = 5000, µ1 = 5000) and a material representing the light material (λ2 = 100,
µ2 = 100). As geometry we use a three dimensional NACA 0018 airfoil configuration
with three holes in it. The configuration can be seen in Figure 3.4.
The considerations of the previous example have shown that we do not have to choose ε
too small in order to obtain the right qualitative behaviour and so we use here ε = 0.06.
Moreover, the weighting factor for the Ginzburg-Landau regularization is chosen quite
small, i.e. γ = 10−4. The boundary force g(x, y, z) = (0,0.03√1 − (0.5y)2,0) is of el-
liptic form, which is typical for the lift force acting on an airplane wing, compare for
instance [23]. Its support is on Γ0g ∶= {(x, y, z) ∈ ∂Ω ∣ y > 0}. The Dirichlet boundary
ΓD = {(x, y, z) ∈ ∂Ω ∣ z = 0} is the part where the wing is attached to the airplane
(left-hand side in Figure 3.4). The optimized material configuration is shown in Fig-
ure 3.4, where the blue material is the stiff material. We also give a picture of the
weak material, i.e. the set {ϕε < 0}, see Figure 3.4, in order to see the hypersurface
separating the two materials, together with various cross sections of the wing.
3.4. Influence of eigenstrain. Left hand side of Figure 3.5: We take E(ϕ) =
δϕI with δ = 0.08, ε = 0.01 and γ = 0.5 and λ1 = µ1 = 5000 and λ2 = µ2 = 5 (strong
and weak material). Right hand side of Figure 3.5: We take E(ϕ) = δϕ(−1 0
0 1
) with
δ = 0.01, ε = 0.04 and γ = 0.5 and λ1 = µ1 = λ2 = µ2 = 5000 (homogeneous material).
The rest of the parameters are the same as in Section 3.2.
4. Derivation of the optimality conditions. In this section we will give the
proofs of Theorem 12 and Theorem 17. We start with showing the differentiability
of t ↦ (S (ϕ ○ T −1t ) ○ Tt) at t = 0 for T ∈ Tad and ϕ ∈ L1(Ω), ∣ϕ∣ ≤ 1 and deriving the
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validity of (23):
Lemma 23. Assume (A1)-(A6). Let ϕ ∈ L1(Ω) with ∣ϕ∣ ≤ 1 a.e. in Ω and
T ∈ Tad chosen. We define ϕ(t) ∶= ϕ ○ T −1t and u(t) ∶= S(ϕ(t)) for ∣t∣≪ 1. Then t ↦(u(t) ○ Tt) ∈ H1D(Ω) is differentiable at t = 0 and u˙[V ] ∶= ∂t∣t=0 (u(t) ○ Tt) ∈ H1D(Ω)
is the unique solution of (23) with ϕ0 replaced by ϕ and u0 replaced by u ∶= S(ϕ).
Proof. The idea is to apply the implicit function theorem and hence we define for
τ0 > 0 small enough the function F ∶ (−τ0, τ0) ×H1D(Ω)→ (H1D (Ω))′ by
F (t,u)(v) = ∫
Ω
C(ϕ)1
2
(∇T −1t ∇u +DuDT −1t ) ∶ 12(∇T −1t ∇v +DvDT −1t )detDTt dx−
−∫
Ω
C (ϕ)E (ϕ) ∶ 1
2
(∇T −1t ∇v +DvDT −1t )detDTt dx−
−∫
Ω
f ⋅ (v ○ T −1t ) dx −∫
Γg
g ⋅ (v ○ T −1t ) ds.
Using the calculation rules ∇ (v ○ Tt) = ∇Tt (∇v) ○ Tt, D (v ○ Tt) = (Dv) ○ TtDTt for
v ∈H1(Ω) we can establish
F (t,u(t) ○ Tt)(v) = ∫
Ω
C(ϕ(t)) (E(u(t)) − E (ϕ(t))) ∶ E(v ○ T −1t )dx−
−∫
Ω
f ⋅ (v ○ T −1t ) dx −∫
Γg
g ⋅ (v ○ T −1t ) ds = 0
where we made use of v ○ T −1t ∈ H1D(Ω) if v ∈ H1D(Ω) by the particular choice of
T ∈ Tad. Besides, DuF (0,u) ∶H1D(Ω)→ (H1D(Ω))′, given by
DuF (0,u) (u) (v) = ∫
Ω
C (ϕ)E (u) ∶ E (v) dx ∀u,v ∈H1D(Ω)
is by Lax-Milgram’s theorem an isomorphism. And so we can apply the implicit
function theorem to obtain differentiability of (−τ0, τ0) ∋ t ↦ (u(t) ○ Tt) ∈ H1D(Ω) at
t = 0 together with u˙ [V ] ∶= ∂t∣t=0 (u(t) ○ Tt), DuF (0,u)u˙[V ] = −∂tF (0,u) and obtain
therefrom (23).
Now we can directly proof the validity of the optimality system for the sharp
interface problem:
Proof of Theorem 12: The formula for the first variation of the perimeter func-
tional can for instance be found in [29, 10.2]. The volume integrals appearing in the
objective functional can be differentiated directly by using change of variables. To
handle the boundary integrals, we use the calculation rules derived in [21, Chapter 9,
Section 4.2] to see
∂t∣t=0 ∫
Tt(Γg)
hΓ (s,u0(t)) ds = ∂t∣t=0 ∫
Γg
hΓ (Tt(s),u0(t) ○ Tt)ωt ds
where ωt = ∣detDTtDT −Tt n∣, u0(t) ∶= S(ϕ0 ○ T −1t ). The derivative of ωt with respect
to t at can be calculated by ∂t∣t=0ωt = divV (0) − n ⋅ ∇V (0)n. For more details we
refer to [21]. And so we arrive in
∂t∣t=0 ∫
Tt(Γg)
hΓ (s,u0(t)) ds = ∫
Γg
DhΓ (s,u0) (V (0), u˙0 [V ])+
+ hΓ (s,u0) (divV (0) −n ⋅ ∇V (0)n) ds
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where u˙0[V ] ∶= ∂t∣t=0 (u0(t) ○ Tt) is already determined by Lemma 23.
The existence of a Lagrange multiplier for the integral constraint follows as in [30,
Lemma 7.5], see also [28]. For the sake of readability, we restate here the main steps
of this proof. First we may assume without loss of generality that ∫Ω ϕ0 dx = β∣Ω∣,
otherwise any transformation T ∈ Tad will yield admissible comparison functions
ϕ0○T −1t ∈ Φ0ad for ∣t∣≪ 1 and in this case λ0 = 0 is the desired Lagrange multiplier. Con-
sidering the case ∫Ω ϕ0 dx < β∣Ω∣, we choose some W ∈ Vad with associated transfor-
mation S ∈ Tad such that ∫Ω ϕ0 divW (0)dx = −1 and define g ∶ [−t0, t0]×[−s0, s0]→R
by g(t, s) ∶= − ∫Ω ϕ0 ○ T −1t ○ S−1s dx + β∣Ω∣ for s0, t0 > 0 small enough. Direct calcula-
tion yields ∂s∣s=0g(0, s) = − ∫Ω ϕ0 divW (0)dx = 1 ≠ 0. And so we apply the implicit
function theorem to obtain s ∈ C1((−τ0, τ0),R) such that g(t, s(t)) = 0 for ∣t∣ ≪ 1,
s′(0) = −∂s∣s=0g(0, s)−1∂t∣t=0g(t,0) = −∂t∣t=0g(t,0). Hence ϕ0 ○ T −1t ○ S−1s(t) ∈ Φ0ad for∣t∣≪ 1 and thus ∂t∣t=0j0 (ϕ0 ○ (Ss(t) ○ Tt)−1) = 0. One can then establish that
0 = ∂t∣t=0j0 (ϕ0 ○ (Ss(t) ○ Tt)−1) = ∂s∣s=0j0 (ϕ0 ○ S−1s ) s′(0) + ∂t∣t=0j0 (ϕ0 ○ T −1t ) =
= λ0 ∫
Ω
ϕ0 divV (0)dx + ∂t∣t=0j0 (ϕ0 ○ T −1t )
where we defined λ0 ∶= ∂s∣s=0j0 (ϕ0 ○ S−1s ). As we chose ∫Ω ϕ0 divW (0) = −1 < 0 we
have that ∫Ω ϕ0 ○S−1s dx ≤ β∣Ω∣, hence ϕ0 ○S−1s ∈ Φ0ad, for 0 < s≪ 1. This shows λ0 ≥ 0
and yields in particular that λ0 is a Lagrange multiplier.
Similarly, we directly establish the corresponding optimality system for the phase
field problems:
Proof of Theorem 17: We follow the lines of the proof of Theorem 12. The
differential of the terms from the Ginzburg-Landau energy can be treated by direct
calculation, compare for instance [30, Lemma 7.5].
5. Proof of the convergence results. In this section we want to prove the
convergence results stated in Theorem 19 and Theorem 21. First, we want to give a
proof of the Γ-convergence result of Theorem 19. For this purpose, we start with the
following lemma:
Lemma 24. Under the assumptions (A1)-(A5), the function
FE ∶ {ϕ ∈ L1(Ω) ∣ ∣ϕ∣ ≤ 1 a.e. in Ω} ∋ ϕ↦ ∫
Ω
hΩ (x,S(ϕ)) dx +∫
Γg
hΓ (s,S (ϕ)) ds
is continuous in L1(Ω). Besides we find, that S ∶ {ϕ ∈ L1(Ω) ∣ ∣ϕ∣ ≤ 1 a.e.}→H1D(Ω)
is demicontinuous.
Proof. Let (ϕn)n∈N ⊂ L1(Ω) be a sequence such that ∣ϕn∣ ≤ 1 a.e. in Ω for every
n ∈ N and limn→∞ ∥ϕn −ϕ∥L1(Ω) = 0. In particular, this gives directly ∣ϕ∣ ≤ 1 a.e. in
Ω. Now let (ϕnk)k∈N be any subsequence of (ϕn)n∈N. Defining unk ∶= S(ϕnk) we see
that it holds
∫
Ω
C (ϕnk) (E (unk) − E (ϕnk)) ∶ E (unk) dx = ∫
Ω
f ⋅unk dx +∫
Γg
g ⋅unk ds ∀k ∈N.
Thus, by applying the inequalities of Korn, Young and Ho¨lder and the uniform esti-
mate on the elasticity tensor C, see (4), we obtain that
sup
k∈N
∥unk∥H1(Ω) <∞.
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And so we find a subsequence (unk(l))l∈N such that (unk(l))l∈N converges weakly in
H
1(Ω) to some u ∈H1D(Ω) as l →∞. Using the uniform boundedness of the tensor-
valued function C ∈ C1,1 ([−1,1] ,Rd2×d2), see Assumption (A3), we obtain for any
v ∈H1D(Ω) the uniform estimate
∣C (ϕnk(l)(x))E (v) (x)∣ ≤ C ∣E(v)(x)∣ for a.e. x ∈ Ω.
Hence, Lebesgue’s convergence theorem implies that (C (ϕnk(l))E (v))l∈N converges
strongly in L2(Ω)d×d to C (ϕ)E (v). Since (E (unk(l)))l∈N converges additionally
weakly in L2(Ω)d×d, we obtain that
lim
l→∞
∣∫
Ω
C (ϕnk(l))E (unk(l)) ∶ E (v) dx −∫
Ω
C (ϕ)E (u) ∶ E (v) dx∣ = 0.
Similarly, we can deduce from the uniform boundedness of E that
lim
l→∞
∣∫
Ω
C (ϕnk(l))E (ϕnk(l)) ∶ E (v) dx −∫
Ω
C (ϕ)E (ϕ) ∶ E (v) dx∣ = 0.
This leads to
∫
Ω
C (ϕ) (E (u) − E (ϕ)) ∶ E (v) dx = ∫
Ω
f ⋅ v dx +∫
Γg
g ⋅ v ds ∀v ∈H1D(Ω)
which yields u = S(ϕ). By applying the same arguments as above for any subsequence
of (S(ϕn))n∈N, we obtain that every subsequence of (S(ϕn))n∈N has a subsequence(S (ϕnˆ(k)))k∈N such that (S (ϕnˆ(k)))k∈N converges weakly in H1(Ω) to S(ϕ) = u.
This implies then the demicontinuity of S as stated in the lemma.
We are left with proving the continuity of FE . For this purpose, we take again a
sequence (ϕk)k∈N ⊂ L1(Ω) such that ∣ϕk ∣ ≤ 1 a.e. in Ω and limk→∞ ∥ϕk −ϕ∥L1(Ω) = 0.
We have already established, that this implies the weak convergence of (S (ϕk))k∈N
to S (ϕ) in H1(Ω). Using the compact imbeddings H1(Ω)↪ L2(Ω) and H 12 (Γg)↪
L
2(Γg) we moreover find, that (S (ϕk))k∈N converges strongly inL2(Ω) and (S(ϕk)∣Γg)k∈N
converges strongly in L2(Γg). We can now use the continuity of the objective func-
tional stated in Assumption (A5), see Remark 3, to obtain limk→∞ FE (ϕk) = FE (ϕ)
and have shown the statement.
Using this lemma, we can show Theorem 19 by applying known results concerning
Γ-convergence of the Ginzburg-Landau energy.
Proof of Theorem 19: By [33] we obtain, that the Ginzburg-Landau energy Eε ∶
L1(Ω)→R, which is given by
Eε (ϕ) ∶= ⎧⎪⎪⎨⎪⎪⎩
∫Ω 1εψ (ϕ) + ε2 ∣∇ϕ∣2 dx if ϕ ∈H1(Ω),
+∞ otherwise,
Γ-converges as ε↘ 0 in L1(Ω) to
E0 ∶ L1(Ω) ∋ ϕ↦ ⎧⎪⎪⎨⎪⎪⎩
c0PΩ ({ϕ = 1}) if ϕ ∈ BV (Ω,{±1}),
+∞ else.
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We rewrite the reduced objective functional in the following form: jε = γEε+FE +IK ,
where IK(ϕ) ∶= 0 if ϕ ∈ K and IK(ϕ) + ∞ if ϕ ∈ L1(Ω) ∖ K with K ∶= {ϕ ∈
L1(Ω) ∣ ∫Ω ϕdx ≤ β ∣Ω∣}. Making use of Lemma 24, we find that FE + IK is a con-
tinuous function in L1(Ω), and so jε is the Ginzburg-Landau energy Eε plus some
functional which is continuous in L1(Ω). Consequently, by standard results for Γ-
convergence, see for instance [19], we find that (jε)ε>0 Γ-converges in L1(Ω) to j0,
since j0(ϕ) = γE0 (ϕ) + (FE + IK) (ϕ) . This proves the statement.
Now we want to prove the convergence of the equations of the first variation:
Proof of Theorem 21: The result of Corollary 20 yields directly the existence
of a subsequence of (ϕε)ε>0 converging in L1(Ω) to a minimizer ϕ0 of j0 such that
limε↘0 jε(ϕε) = j0(ϕ0). By Lemma 24, this implies the weak convergence of (uε)ε>0
to u0 = S(ϕ0) in H1(Ω) as ε↘ 0.
Now we recall, that u˙ε [V ] ∈H1D(Ω) is given as the solution of
∫
Ω
C(ϕε)E(u˙ε[V ]) ∶ E(v)dx =Rε(v) ∀v ∈H1D(Ω) (36)
where Rε ∈ (H1D(Ω))′ is given by
Rε(v) ∶= ∫
Ω
C(ϕε)1
2
(DuεDV (0) +∇V (0)∇uε) ∶ E(v)+
+ C(ϕε) (E(uε) − E (ϕε)) ∶ 1
2
(∇V (0)∇v +DvDV (0))−
− C(ϕε) (E(uε) − E (ϕε)) ∶ E(v)divV (0)dx −∫
Ω
f ⋅DvV (0)dx −∫
Γg
g ⋅DvV (0)ds.
Since (uε)ε>0 is uniformly bounded in H1(Ω), ∥ϕε∥L∞(Ω) ≤ 1 and using the uniform
estimate on the elasticity tensor and the eigenstrain given by Assumptions (A3)
and (A4) we can deduce that supε>0 ∥Rε∥(H1
D
(Ω))′ < ∞. And so we find by Korn’s
inequality from (36) that supε>0 ∥u˙ε [V ]∥H1(Ω) ≤ C. This yields the existence of a
subsequence, which will be denoted by the same, such that (u˙ε [V ])ε>0 converges
weakly in H1(Ω) to w ∈ H1D(Ω). Following the arguments of the proof of Lemma
24 we see that the limit element w of (u˙ε [V ])ε>0 fulfills (23). Hence, by definition
of u˙0 [V ], see Theorem 12, we get w = u˙0 [V ]. In particular, we can deduce by the
imbedding theorems that both (uε)ε>0 and (u˙ε [V ])ε>0 converge strongly in L2(Ω)
and L2(Γg). And so we obtain by the continuous differentiability of the objective
functional, see Remark 4, that
lim
ε↘0
[∫
Ω
[DhΩ (x,uε) (V (0), u˙ε [V ]) + hΩ (x,uε) divV (0)] dx+
+∫
Γg
[DhΓ (s,uε) (V (0), u˙ε [V ]) + hΓ (s,uε) (divV (0) −n ⋅ ∇V (0)n)] ds] =
= ∫
Ω
[DhΩ (x,u0) (V (0), u˙0 [V ]) + hΩ (x,u0) divV (0)] dx+
+∫
Γg
[DhΓ (s,u0) (V (0), u˙0 [V ]) + hΓ (s,u0) (divV (0) −n ⋅ ∇V (0)n)] ds.
(37)
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Analogously as in [28] we can apply the Reshetnyak continuity theorem to deduce
lim
ε↘0
[∫
Ω
(γε
2
∣∇ϕε∣2 + γ
ε
ψ (ϕε)) divV (0) − γε∇ϕε ⋅ ∇V (0)∇ϕε dx] =
= γc0 ∫
Ω
(divV (0) − ν ⋅ ∇V (0)ν) d ∣DχE0 ∣ . (38)
Plugging those results together we end up with limε↘0 ∂t∣t=0jε (ϕε ○ T −1t ) = ∂t∣t=0j0 (ϕ0 ○ T −1t ).
As in [28] we can find some V ∈ Vad such that ∫Ω ϕ0 divV (0)dx > 0 if we assume∣{ϕ0 = 1}∣ > 0. Thus we have
lim
ε↘0
−λε ∫
Ω
ϕε divV (0)dx = lim
ε↘0
∂t∣t=0jε (ϕε ○ T −1t ) = ∂t∣t=0j0 (ϕ0 ○ T −1t )
wherefrom we obtain that (λε)ε>0 converges to some λ0 ≥ 0. Besides, this directly
yields that λ0 ≥ 0 fulfills (20) and thus is a Lagrange multiplier associated to the
integral constraint. This finally proves the statement.
6. Conclusions. We have shown that the proposed phase field approach leads
to an optimal control problem for which existence of a solution can be shown. The
problem can be reformulated in such a way that a reduced objective functional has
to be minimized. The latter Γ-converges in L1(Ω) as the thickness of the interface
tends to zero to a functional describing a sharp interface formulation of the problem.
We have shown that certain first order optimality conditions for the phase field prob-
lem can be deduced by geometric variations. As the minimizers converge, also the
obtained optimality conditions converge to a system, which is a necessary optimality
condition for the sharp interface problem. Besides, this optimality system for the
sharp interface problem can be derived in the general setting of functions of bounded
variations.
Assuming additional regularity assumptions on the minimizing set and the data, it can
be shown that the obtained conditions are equivalent to results that were already ob-
tained in literature by classical shape calculus and also by formal asymptotics from the
phase field model. Thus we have delivered a rigorous proof for the convergence results
that were already predicted by formal asymptotics in [11]. Moreover we use a general
objective functional. However, in [11] the state constraints can be ε-dependent. To be
precise, an ersatz material approach is used, where the stiffness of the ersatz material
scales like ε2, and thus vanishes as ε↘ 0. This is not done in our work, but possible
generalizations for reasonable objective functionals in the spirit of [27, 28] may be
possible. This means that convergence of minimizers could possibly be shown, but we
expect that again certain growth conditions on the convergence of the minimizers play
a role, where this rate has to be consistent with the ε-scaling of the ersatz material.
We presented numerical simulations which were obtained with the help of a projected
gradient type method which showed that the proposed phase field approach works
well in two and three spatial dimensions.
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