Abstract-The application of physical-layer network coding (PNC) in optical communications is explored. We propose and demonstrate a practical optical PNC prototype for multicast protection in optical flow, burst, and packet switching networks. Different from conventional theoretical PNC studies, our proposed optical PNC system does not require bit synchronization and can be easily implemented.
work coding (ANC) [8] , which does not require bit synchronization and can be decoded incoherently, has also been proposed.
Motivated by ANC, we propose optical PNC as the first implementation of PNC in optical networks. Two transmitted optical signal frames are polarization-multiplexed to form the network-coded frame, which is then incoherently detected by a single photo-detector (PD) at the receiver. Signal decoding is realized by subtracting the reconstructed waveform of either one of the two optical signal frames from that of the received network-coded frame. We further experimentally demonstrate the feasibility of the scheme with 10-Gb/s non-return-to-zero on-off keying (NRZ-OOK) optical frames.
II. MULTICAST PROTECTION VIA NETWORK CODING
Consider a four-node network, as shown in Fig. 1 III. PROPOSED OPTICAL PNC SCHEME Fig. 1(b) shows the structures of the optical frames before and after network coding. Each frame comprises both preamble and postamble, which are unique for each source node and the lengths of the two input frames are assumed to be equal. The waveform of N 0 generated through optical PNC is the addition of the waveforms of N 1 and N 2 (i.e. the respective replicas of N 1 and N 2 ) with certain time shift between them, such that the leading and the trailing portions of N 0 are free of signal interference. Frame-level scheduling is needed to assure this.
IV. PROPOSED OPTICAL PNC SCHEME
To illustrate the process of network decoding, it is assumed that the bit sequence of N 1 is known and the bit sequence of N 2 is to be decoded from N 0 . From the interference-free preamble and postamble in N 0 , it can be determined whether N 1 or N 2 comes earlier in time domain. Without loss of generality, here we assume that N 1 comes earlier. With the interferencefree preamble of N 1 extracted from N 0 , the precise timing and amplitude information of N 1 component contained in N 0 can be determined. Together with the known bit sequence of N 1 , the waveform of N 1 can be reconstructed, which is then subtracted from N 0 . The resultant signal is basically the N 2 component contained in N 0 , and it is then used to derive the bit sequence of N 2 . The impulse response of the system, which is utilized for reconstructing N 1 , can be measured in advance or estimated from the interference-free preamble. For network decoding, both the waveforms of the received network-coded frame and the bit sequence of the successfully received frame need to be stored in the receiver. Fig. 1 (c) shows the system architecture of the proposed optical PNC scheme for an optical network, whose topology is the same as that in Fig. 1(a) . At node C, a copy of input frame N 1 from node A and a copy of input frame N 2 from node B are combined, via a polarization beam combiner (PBC), which multiplexes N 1 and N 2 on two orthogonal polarizations. Thus, the network-coded frame N 0 is generated. Polarization controllers (PCs) are used to adjust the polarizations of the input frames so that the insertion loss at PBC can be minimized. The insertion loss at PBC can be monitored by measuring the output optical signal power at the other output port of the PBC. Time shifting between the frames is realized by proper scheduling in the network layer. The network-coded signal N 0 is then amplified by an erbium-doped fiber amplifier (EDFA) before being relayed to node D, where the network-coded signal is detected by a single PD and the missing frame can be recovered, when necessary.
V. EXPERIMENTAL RESULTS AND DISCUSSION
The experimental setup is depicted in Fig. 2 . The output of a distributed feedback laser diode (DFB-LD) was modulated with a Mach-Zehnder modulator (MZM) driven by a periodic binary pattern at 10 Gb/s. Each period of the binary pattern consisted of a frame of 131583 bits followed by 2 × 10 5 zero bits. Each frame contained repeated 2 17 − 1 pseudorandom bit sequence (PRBS) as payload, to which two 256-bit Gold sequences were added, one at the beginning and the other at the end, as preamble and postamble, respectively. The output NRZ-OOK signal was then split into two branches to emulate the transmission of frame N 1 and frame N 2 in different paths. The two fiber branches consisted of 50.7-km and 50.8-km standard single-mode fiber (SSMF) segments which had ∼17 ps/(nm·km) chromatic dispersion coefficient at 1552.13 nm, followed by dispersion compensation module (DCM) of −680 ps/nm chromatic dispersion, respectively. The polarizations of the transmitted frames, N 1 and N 2 , were controlled by two PCs before being orthogonally multiplexed via a PBC to generate the network-coded frame N 0 . The generated frame N 0 was then amplified by EDFA1, before being transmitted over another 50.1-km SSMF span, whose chromatic dispersion was also compensated with a DCM. On the receiver side the optical signal-to-noise ratio (OSNR) of the optical signal was adjusted, via injection of amplified spontaneous emission (ASE) noise from EDFA2. The optical signal was then filtered by a 0.8-nm optical bandpass filter (OBPF) to remove out-of-band ASE noise. Finally the filtered optical signal was detected by a single PIN photodiode and sampled at 50 GS/s by a Tektronix DSA72004 digital serial analyzer (DSA). Network decoding was implemented by offline digital signal processing.
As shown in Fig. 2 , since the preamble was interferencefree, ϕ 1 (sampling phase for N 1 with respect to the reference clock) was able to be estimated from the preamble by selecting ϕ 1 that gave the highest Q-factor. With the same criteria, ϕ 2 (sampling phase for N 2 ) was estimated from the postamble. The difference of the sampling phases could then be calculated by ϕ = ϕ 1 − ϕ 2 . In addition, both the power and the pulse shape of N 1 in N 0 were able to be estimated from the preamble. With all these extracted information as well as the decided bit sequence of N 1 , an estimation of N 1 in N 0 was able to be constructed. Therefore, N 2 was able to be recovered by subtracting the estimated N 1 from N 0 , and then the bit sequence of N 2 could be decided. Note that the clock frequency of N 1 was exactly the same as that of N 1 and with some additional digital signal processing, the proposed optical PNC scheme also worked even when the clock frequencies of N 1 and N 2 were not equal or the clock frequencies drifted with time. Fig. 3 shows the waveform of the received network-coded frame N 0 . The misalignment between the frames N 1 and N 2 was around 0.58 μs, which corresponded to about 5800 bits. Clear NRZ-OOK eye was observed in the interference-free starting and ending parts of N 0 . The middle part showed four levels corresponding to the four possible combinations of N 1 and N 2 . Fig. 4 shows the measured as well as the simulated bit-error rate (BER) curves for N 1 and N 2 frames without and with our proposed network coding/decoding scheme. For both the cases without and with optical PNC, the optical signal was directly detected by a single PD without polarization filtering. The BER was averaged over 13 frames, which corresponded to a total of more than 1.7×10 6 bits. The powers of N 1 and N 2 in N 0 were kept to be the same level and the bits of N 1 and N 2 were aligned in the simulations. However, in the experiment such precise control of N 1 and N 2 could hardly be achieved, which also contributed to the discrepancy between the simulation and experimental results. The OSNR penalty (BER = 10 −3 ) induced by network coding/decoding in the simulation was 7.8 dB, and those in the experimental results for N 1 , and N 2 were 7.3 dB and 8.3 dB, respectively.
The OSNR penalty was mainly induced by the beat noise between the optical signal and the ASE noise. At sampling time the generated photo-current for N 2 without network coding/decoding is
in which R was the responsivity of the PD, s 2 was the amplitude of N 2 , n x = n xc +jn xs and n y = n yc +jn ys were the amplitudes of the two polarizations of the ASE noises within the receiver bandwidth. We assumed that the powers of n x and n y were both σ 2 , and s 2 was A 2 for bit '1' and 0 for bit '0', then the Q-factor of N 2 at sampling time:
and the corresponding BER
in which erfc(•) was the complement error function. Similarly, after network decoding the generated photocurrent for N 2 at sampling time was in which s 1 was the amplitude of N 1 at the sampling time, and R was the responsivity of the PD. Assuming that s 1 and s 2 were independent, after some algebra at the sampling time, the corresponding Q-factor of N 2 when
in which E[•] was the expectation over all possible values of A 1 , the amplitude of N 1 at the sampling time of N 2 . Note that since N 1 and N 2 did not need to be aligned when the network coding was performed, A 1 could take more than two values.
Comparing (1) and (4), it could be concluded that network coding/decoding introduced a noise term 2s 1 n yc , which degraded the BER. When the bits of N 1 and N 2 were perfectly aligned and their amplitudes were both A, s 1 took values of A and 0 with equal probability. Then from (2), (3), (5), and (6) the OSNR penalty at a BER of 10 −3 could be calculated and the result was 8.4 dB. Note that within the OSNR penalty 3 dB was due to the difference in the definition of OSNR for single-polarized and dual-polarized signals. The OSNR for single-polarized signal was 3 dB less than that of dual-polarized signal when the value A 2 /σ 2 was the same for the two signals.
When N 1 and N 2 had the same bit rate, the dependence of the OSNR penalty on the time misalignment between the bits of N 1 and N 2 was also evaluated through simulation. As shown in Fig. 5 , the variation of the OSNR penalty was less than 0.5 dB and the smallest OSNR penalty was achieved when the bit misalignment between N 1 and N 2 was half the bit interval. From (6), it could be noticed that different bit misalignment between N 1 and N 2 led to different distribution of A 1 . When the bit misalignment was half the bit interval, the corresponding BER achieved the minimum value.
We have further studied the Q-factors when the input powers of frames N 1 and N 2 are imbalanced. In the experiment, the ASE noises in both polarizations were the same and the OSNR was 25 dB. As shown in Fig. 6 , the Q-factors of the decoded N 1 and N 2 were above the forward error correction (FEC) threshold for BER = 10 −3 when the power ratio (10log 10 (P N1 /P N2 )) ranged between −6 dB to 4 dB. The wide tolerance of the power ratio variation made the proposed optical PNC scheme robust against the imbalance between the powers of the frames N 1 and N 2 before optical PNC. To achieve optimal performance of the decoded N 1 and N 2 , the powers of N 1 and N 2 should be set at the same level before network coding.
In practice, the polarizations of the two multiplexed frames might not be precisely orthogonal. The required OSNR penalty induced by the loss of polarization orthogonality was simulated and shown in Fig. 7 . The simulation assumed after PBC, N 1 and N 2 were linearly polarized and the angle between them was denoted by θ . The carrier phase difference between N 1 and N 2 was denoted by ϕ. From Fig. 7 , the carrier phase difference would not affect the OSNR penalty when θ was precisely π/2. When the deviation of θ from π/2 was less than ±5°, the maximum OSNR penalty was less than 1 dB for any ϕ.
VI. SUMMARY
We have proposed and experimentally demonstrated optical PNC based on polarization multiplexing with 10-Gb/s NRZ-OOK optical frames. The proposed optical PNC scheme does not require bit synchronization and it is tolerant to power imbalance between the two input optical frames before PNC. One of the important applications of optical PNC is to effectively implement multicast protection in optical networks.
