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Die Fluidstro¨mung durch die menschliche Nasenhauptho¨hle ist ein sehr komplexes
stro¨mungsmechanisches Problem, dessen Versta¨ndnis fu¨r die Hals- Nasen- und Oh-
renmedizin (HNO) von großem Interesse ist. Da auch in der klinischen Praxis der
Computer zu einem unverzichtbaren Instrument geworden ist, liegt seine Nutzung zur
Kla¨rung noch offener medizinischer Fragestellungen nahe. Viele dieser Fragen, wie eben
das Problem der Naseninnenstro¨mung, sind jedoch nur im Rahmen eines interdiszi-
plina¨ren Ansatzes (z.B. zusammen mit Ingenieurwissenschaften) zu beantworten. Die
vorliegende Arbeit verfolgt einen solchen Ansatz.
Die meisten im Rahmen der HNO durchgefu¨hrten chirurgischen Eingriffe finden im Be-
reich der Nasenhauptho¨hle statt. Dieser Bereich wird von der Atemluft durchstro¨mt.
Ein Ziel hierbei ist es, das Wohlbefinden des Patienten bei der Atmung zu verbessern.
Dieses subjektiv empfundene Wohlbefinden ha¨ngt jedoch von der Beschaffenheit der
Stro¨mung in der Nase und somit von deren Geometrie ab. Daru¨ber hinaus ko¨nnen
beispielsweise mit der Atemluft mitgefu¨hrte Partikel an bestimmten Stellen der Na-
senschleimhaut abgelagert werden und diese lokal reizen. Bei einem operativen Eingriff
sollten diese Effekte beru¨cksichtigt werden, um ein optimales Operationsergebnis zu
erzielen.
Da die Nasenhauptho¨hle fu¨r in-vivo-Messung schwer zuga¨nglich ist, scheint der Ein-
satz von numerischen Methoden zur Stro¨mungsberechnung naheliegend. Ein geeignetes
Verfahren ist in der Lage, sowohl die Luftstro¨mung zu modellieren als auch zusa¨tzliche
physikalische Effekte wie Klimatisierung und Partikeltransport zu beru¨cksichtigen. Es
existieren viele verschiedene Verfahren zur Simulation dieser Transporteffekte, deren
Wahl maßgeblich von der speziellen Aufgabenstellung abha¨ngt.
Das in dieser Arbeit behandelte Lattice-BGK Verfahren scheint fu¨r die Simulation der
Naseninnenstro¨mung besonders geeignet zu sein. Die Vorteile dieses Verfahrens liegen
in seiner hohen Genauigkeit sowohl im Ort als auch in der Zeit bei vergleichsweise
geringem Aufwand fu¨r Implementierung und Rechnung sowie der guten Eignung fu¨r
Parallelisierung. Nachteilig ist die Beschra¨nkung auf kartesische Rechengitter. Dieser
Nachteil relativiert sich jedoch, da die Verwendung eines solchen Gitters fu¨r die vor-
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liegende Problemstellung ohnehin zweckma¨ßig erscheint (vgl. Kapitel 3). Ein weiterer
Nachteil des LBGK-Verfahrens ist sein vergleichsweise hoher Speicheraufwand.
Die Simulation der Naseninnenstro¨mung und der damit verbundenen Transporteffekte
ist Gegenstand zahlreicher Publikationen. In Martonen et al. [28] wird ein kommerzi-
elles Programmpaket (CFX) in Kombination mit blockstrukturierten Gittern genutzt,
um die reine Luftstro¨mung durch die Nasenhauptho¨hle zu berechnen. Die Arbeitsgrup-
pe Zhao et al. [46] nutzt das selbe Paket, jedoch in Verbindung mit einem unstruk-
turierten Tetraeder/Prismengitter sowie einer passiv transportierten Phase, die den
Transport von riechbaren Substanzen modelliert. Ho¨rschler et al. [22] nutzten ebenfalls
ein blockstrukturiertes Gitter in Verbindung mit einem kompressiblen Finite-Volumen-
Verfahren.
Die Verwendung von blockstrukturierten oder unstrukturierten Gittern hat den Vorteil,
dass die Randpunkte geometriekonform positioniert sind. Dadurch lassen sich Randbe-
dingungen sehr genau implementieren. Besonders fu¨r die Berechnung der Wandschub-
spannungen ist dies vorteilhaft. Andererseits ist die Gittererzeugung, insbesondere im
Falle von blockstrukturierten Gittern, sehr zeit- und arbeitsaufwa¨ndig. Unstrukturierte
Gitter ko¨nnen dagegen zwar weitgehend automatisch erzeugt werden, beno¨tigen jedoch
ein qualitativ gutes Oberfla¨chengitter.
Ziel dieser Arbeit ist die Simulation von Naseninnenstro¨mungen mit Hilfe des LBGK-
Verfahrens auf Octree-Gittern, d.h. kartesischen Gittern mit hierarchischer Verfeine-
rung. Diese sind ebenfalls weitgehend automatisch und mit dem kleinsten Aufwand zu
erzeugen, sind jedoch nicht randkonform. Dadurch ist die Implementierung von Rand-
bedingungen auf diesen Gittern schwierig. Andererseits ko¨nnen auf Octree-Gittern sehr
effiziente Lo¨sungsverfahren formuliert werden.
Neben der eigentlichen Luftstro¨mung werden in dieser Arbeit weitere Transporteffekte,
insbesondere Wa¨rme-, Wasserdampf- und Partikeltransport simuliert. Es wird außer-
dem eine Methodik vorgestellt, mit der alle Arbeitsschritte von der Geometrieverarbei-
tung bis zum Berechnungsergebnis in einem Programm integriert werden ko¨nnen. Als
Teil eines interdisziplina¨ren Forschungsvorhabens sollen die im Rahmen dieser Arbeit
gewonnenen Ergebnisse sowohl mit experimentellen Daten [35] als auch mit dem Finite-
Volumen-Ansatz aus [22] verglichen werden. Ausgangspunkt ist die CT-Aufnahme einer




2.1 Grundgleichungen der kinetischen Gastheorie
Der Lattice-BGK (LBGK-) Algorithmus dient zur Berechnung der Stro¨mung von in-
kompressiblen, viskosen Newton’schen Fluiden. Seine hier beschriebene Version wurde
erstmals von [38] publiziert. Der LBGK-Algorithmus approximiert nachweislich die
inkompressiblen Navier-Stokes-Gleichungen fu¨r Kontinuumsstro¨mungen, basiert aber
zugleich auf den Transportgleichungen der kinetischen Gastheorie. Aus diesem Grunde
wird hier zuna¨chst auf den theoretischen Hintergrund der LBGK-Methode eingegangen.
2.1.1 Verteilungsfunktionen und Momente
In der kinetischen Gastheorie werden Gase - im Kontrast zum Kontinuumsansatz -
als Ansammlung von meist als kugelfo¨rmig angenommenen Moleku¨len betrachtet. We-
gen deren großen Anzahl in makroskopischen Skalen wird fu¨r deren mathematische






Abbildung 2.1: Phasenraum ∆V , ∆ξ um Ortskoordinate ~r und Molekulargeschwindig-
keit ~ξ.
Innerhalb eines Teilvolumens ∆V mit Ortsvektor ~r wird die Anzahl der Moleku¨le ∆n,
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die sich zur Zeit t in einem Geschwindigkeitsspektrum ∆ξ um die mittlere Molekular-
geschwindigkeit ~ξ bewegt, mit der Verteilungsfunktion
f = f(t, ~r, ~ξ) =
∆n
∆V ∆ξ
identifiziert (Abbildung 2.1). Diese Verteilungsfunktion beschreibt prinzipiell alle ma-
kroskopischen Zustandsgro¨ßen eines gasfo¨rmigen Fluids, inklusive der Erhaltungs-
gro¨ßen Masse, Impuls und Energie. Das Tupel aus Ortsvektor ~r und Vektor der mole-
kularen Geschwindigkeit ~ξ wird als Phasenraum bezeichnet.
Die makroskopischen Zustandsgro¨ßen eines Gases, dessen Verteilungsfunktion f be-
kannt ist, werden u¨ber deren Momente berechnet. Dies geschieht im allgemeinen
durch Multiplikation mit einer Funktion Φ(~ξ) und anschließender Integration u¨ber den





Φ(~ξ) f(t, ~r, ~ξ) d~ξ mit Φ(~ξ) = 1
oder in Komponentenschreibweise
n(t, x, y, z) =
+∞∫∫∫
−∞
f(t, x, y, z, ξx, ξy, ξz) dξx dξy dξz.
Die Erhaltungsgro¨ßen Masse, Impuls und Energie werden gleichfalls u¨ber Momenten-








~ξ f dξ (2.2)
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~ξ 2 f dξ (2.3)
mit der Molekularmasse m, ρ als Massendichte, ~u als mittlerer makroskopischer Fluid-
geschwindigkeit und e als innerer oder thermischer Energie.
Die makroskopische Geschwindigkeit ~u ist als mittlere Geschwindigkeit der gesamten
Moleku¨lwolke bezu¨glich eines ortsfesten Koordinatensystems zu verstehen. Dem ge-
genu¨ber steht die thermische Geschwindigkeit ~c, die definiert ist zu
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~c = ~ξ − ~u (2.4)
und keinen Beitrag zur geordneten, makroskopischen Bewegung leistet, bei der Defini-
tion makroskopischer Transportkoeffizienten und thermischer Zustandsgro¨ßen jedoch
eine wichtige Rolle spielt.
2.1.2 Boltzmanngleichung und Maxwell-Verteilung
Die wichtigste und umfassendste Gleichung im Rahmen der kinetische Gastheorie ist die
Boltzmanngleichung. Sie beschreibt den Transport einer Verteilungsfunktion f(t, ~r, ~ξ),
wobei t die Zeit und ~r den Ort repra¨sentieren. ~ξ beschreibt eine molekulare Geschwin-
digkeit. Die Gro¨ße f repra¨sentiert somit die Anzahl der Gasmoleku¨le, die sich mit einer
Geschwindigkeit um ~ξ bewegen, zum Zeitpunkt t in einem Volumen ∆V , das an der
Ortskoordinate ~r liegt.
Innerhalb des Teilvolumens ∆V , ∆ξ ko¨nnen Moleku¨le kollidieren, wobei sich Rich-
tung und Betrag ihrer molekularen Geschwindigkeiten a¨ndern. Dies fu¨hrt zu einer
vera¨nderten Verteilungsfunktion, der Postkollisionsverteilung f ′. Allgemein fu¨hren die
Kollisionsvorga¨nge zu einem Quellterm fu¨r die Verteilungsfunktion f , wobei nur sol-
che Moleku¨le beru¨cksichtigt werden, die durch eine bina¨ren Kollision (Zweierstoß) in
den Geschwindigkeitsraum um ~ξ gelangen. Deren urspru¨nglicher Geschwindigkeitsraum
wird mit ~ξ1 bezeichnet, die dazugeho¨rige Verteilungsfunktion mit f1(t, ~r, ~ξ1) und die










(f ′f ′1 − ff1)~g dAc d~ξ1. (2.5)
Hierbei wurde u¨ber den Geschwindigkeitsraum um ~ξ1 und den molekularen Wirkungs-
querschnitt Ac integriert. Die Gro¨ße ~g bezeichnet die Relativgeschwindigkeit ~g = ~ξ1− ~ξ
zwischen den Phasenra¨umen.


















und den dimensionslosen Variablen












f¯ = f · c0
3
n
dA¯c = dAc · n lf .
Fu¨r die Normierung wurden die mittlere freie Wegla¨nge lf , eine makroskopische Ko¨rpe-
rabmessung L, eine typische Teilchendichte n und die mittlere Moleku¨lgeschwindigkeit
c0 herangezogen.
Die Boltzmanngleichung beinhaltet die Grundgleichungen der Kontinuumstheorie als
asymptotische Lo¨sung fu¨r verschwindende Knudsenzahl Kn → 0. In diesem Bereich
verschwinden die konvektiven Terme auf der linken Seite der Boltzmanngleichung und
es stellt sich ein instantaner Gleichgewichtszustand ein. Die Boltzmanngleichung redu-
ziert sich dabei zu
f ′ f ′1 = f f1, (2.8)
da das Kollisionsintegral unabha¨ngig von der Wahl der Intergrationsgrenzen verschwin-
det. Logarithmiert man (2.8), so ergibt sich die Beziehung
lnf ′ + lnf ′1 = lnf + lnf1 (2.9)
Diese Bedingung kann als Erhaltungsgesetz von Moleku¨len der Sorte f und f1 vor
und nach einer elastischen Kollision interpretiert werden. Hierzu werden zuna¨chst die
Stoßinvarianten fu¨r zwei Moleku¨le der Masse m und m1 sowie der Geschwindigkeiten ~ξ
und ~ξ1 betrachtet. Die Massen-, Impuls- und Energiebilanzen fu¨r den Zustand vor und
(durch ein Apostroph ′ bezeichnet) nach dem Stoß lauten
m+m1 = m
′ +m′1
m~c+m1 ~c1 = m















Fu¨r die Wahl der Geschwindigkeiten vor und nach dem Stoß ist die Betrachtung der
thermischen Geschwindigkeit ~c ausreichend, da sich der Gesamtimpuls der beiden be-
trachteten Moleku¨le nicht vera¨ndert und somit ihre mittlere Geschwindigkeit ~u konstant
bleibt.
Die Stoßinvarianten besitzen eine formale A¨hnlichkeit mit Gleichung (2.9) und dru¨cken
denselben Sachverhalt aus. Da (2.9) alle Stoßinvarianten zugleich erfu¨llen muss, werden
diese in einer Linearkombination superponiert:
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Hierbei weist der Großbuchstabe F auf eine kontinuierliche Verteilungsfunktion fu¨r ein
Gas im Gleichgewicht hin. Diese Vereinbarung wird im weiteren Verlaufe des Doku-
mentes beibehalten. Es ergibt sich der Zusammenhang
F = exp
(





oder mittels Normierung mit 2
Cm



















Da die Funktion F im Falle eines Gases im Gleichgewicht keine Vorzugsrichtung auf-
weisen darf, d.h. kugelsymmetrisch um ~c = 0 angeordnet sein muss und damit
F (~c) = F (−~c) (2.10)
gilt, erha¨lt man sofort den Koeffizienten ~B = 0.
Die unbekannten Koeffizienten A und C werden mittels Momentenbildung bestimmt.





























mit Temperatur T und der Gaskonstante R. Nach einigen algebraischen Umformungen




(Awird nicht explizit beno¨tigt)
und
C = − 1
mRT
.
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Die Zahlenwerte fu¨r F werden aufgrund des linearen Zusammenhangs mit der Teilchen-
dichte n sehr groß. Aus diesem Grund gibt es eine in der Literatur ha¨ufig anzutreffende
Variante der Maxwell-Verteilung, die mit der Moleku¨lmasse m erweitert wurde. Mit











sodass die Gro¨ßenordnung O(F ) derjenigen der Dichte O(ρ) entspricht. Insbesondere
bei der Formulierung der LBGK-Methode wird auf diese Form der Verteilungsfunktion
zuru¨ckgegriffen.
2.2 Das BGK-Modell
Die Boltzmanngleichung (2.5) ist eine Integro-partielle Differenzialgleichung und kann
analytisch nicht allgemeingu¨ltig gelo¨st werden. Ein weiteres Problem bei der Behand-
lung des Kollisionsintegrals besteht in der Bestimmung von Schließungsansa¨tzen fu¨r
intermolekulare Vorga¨nge. Aus diesem Grund wurde das Bhatnagar-, Gross-, Krook-
(BGK-) Modell [4] entwickelt, welches die wesentlichen Eigenschaften des Kollisions-







= ω (F − f) (2.13)
mit der molekularen Kollisionsfrequenz ω und der Maxwellverteilung F . Motivation fu¨r
die Wahl des rechtsseitigen Relaxationsterms ist die aus dem 2. Hauptsatz der Ther-
modynamik folgende Bedingung, dass die Verteilungsfunktion f fu¨r ein geschlossenes
System im stationa¨ren Zustand stets gegen die Maxwell-Verteilung F strebt. Diese ist
gleichbedeutend mit einem lokalen thermodynamischen Gleichgewicht. Somit gilt auch
fu¨r das BGK-Modell das H-Theorem [20] und damit der 2. Hauptsatz der Thermody-
namik. Es bleibt zu bemerken, dass Gleichung (2.13) vom Typ einer hyperbolischen
partiellen Differenzialgleichung mit Quellterm und der Charakteristik ~ξ entspricht.
Mit Hilfe der Chapman-Enskog-Entwicklung (z.B. in [6]) ko¨nnen im Grenzfall Kn→ 0
aus dem BGK-Modell die vollen Navier-Stokes-Gleichungen hergeleitet werden. Fu¨r
die darin beno¨tigten Transportgro¨ßen erha¨lt man eine gaskinetische Interpretation. So













wobei k die Boltzmann-Konstante und T die Temperatur bezeichnet. Der Vergleich
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mit dem Newton’schen Spannungsansatz








liefert sofort eine Definition der dynamischen Za¨higkeit η:














Hier liefert der Vergleich mit dem Fourier-Ansatz
qi = −λ · ∂T
∂xi
















= ω (F − f)
Weiterhin wird ein diskreter Geschwindigkeitsraum bestehend aus einem Satz diskreter
molekularer Geschwindigkeitsrichtungen vorausgesetzt, wie er durch die eingezeichne-










Abbildung 2.2: Diskreter Geschwindigkeitsraum in 2-D und 3-D
Diese Wahl begrenzt die Anzahl der diskreten molekularen Geschwindigkeiten ~ξ auf
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einen endlichen Wert. Jedem Punkt des als kartesisch-a¨quidistant angenommenen Re-
chengitters sind diskrete Geschwindigkeitsrichtungen i zugeordnet (9 in 2-D, 15 in 3-
D), auf welchen die zugeho¨rigen diskreten Verteilungsfunktionen fi separat gespeichert
werden.
Der Faktor p bezeichnet dabei den quadrierten Betrag p = ( ~δxi/δxα)
2 der mit der
kartesischen Gitterschrittweite δxα, α = x, y, z normierten ,,Verbindungsvektoren”
(Lattice links), die an der Geschwindigkeitsrichtung i orientiert sind. Fu¨r die beiden in
dieser Arbeit relevanten Geschwindigkeitsra¨ume sind die Werte fu¨r p in Abha¨ngigkeit




1 1, 3, 5, 7





1 1, 2, 3, 4, 5, 6
2 −
3 7, 8, 9, 10,
11, 12, 13, 14
Tabelle 2.1: Zusammenhang zwischen p und i
2.3.1 Diskretes BGK-Modell
Fu¨r die Diskretisierung werden die partiellen Ableitungen der Verteilungsfunktion f
durch Differenzenquotienten 1. Ordnung ersetzt. Die Ortsableitung erfolgt dabei in
Richtung ~δxi, welche von der betrachteten Geschwindigkeitsrichtung abha¨ngt. Dies






= ω (f eq, ni−1 − fni−1) (2.18)
wobei die Indizierung i− 1 auf den na¨chstliegenden Punkt entgegen der durch ~ξi gege-
benen Geschwindigkeitsrichtung bezogen ist, d.h.
fi−1|~x = fi|~x− ~δxi und f
eq
i−1|~x = f eqi |~x− ~δxi
Der Term f eq bezeichnet eine diskrete Variante der Gleichgewichtsverteilung F , die
Gegenstand des na¨chsten Abschnitts sein wird.
Die Zeitschrittweite δt wird derart gewa¨hlt, dass eine entlang einer Geschwindigkeits-
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In einem kartesisch-a¨quidistanten Gitter besitzt der Vektor ~ξi konstante Komponenten,
deren Betrag entweder zu 0 oder zu der skalaren molekularen Geschwindigkeit ξs defi-
niert wird. Entlang einer beliebigen Raumrichtung α = x, y, z gilt demnach alternativ









i−1 + Ω (f
eq, n
i−1 − fni−1) (2.20)
mit dem dimensionslosen Relaxationsfaktor Ω = ω δt, der abha¨ngig von der kinema-
tischen Viskosita¨t ν gewa¨hlt wird (Diese Abha¨ngigkeit ist schon in Gleichung (2.15)
ersichtlich; die Definition fu¨r ω im diskreten Modell folgt jedoch in Abschnitt 2.3.3).
Es kann gezeigt werden, dass die so gewonnene Iterationsvorschrift in den Grenzen
0 < Ω < 2 stabil bleibt (siehe Anhang B.1). In der endgu¨ltigen Form wird Glei-
chung (2.20) aufgespalten in




wobei Gleichung (2.21) als Kollisions- und Gleichung (2.22) als Transportschritt be-
zeichnet werden.
2.3.2 Diskrete Momentenbildung und diskrete Maxwell-
Verteilung
Wie noch zu zeigen ist, approximiert die LBGK-Methode die inkompressiblen Navier-
Stokes-Gleichungen mit einer Genauigkeit von O(δt2, δx2). Die makroskopischen Varia-
blen Druck und Geschwindigkeit ko¨nnen u¨ber die diskreten Momente von f ermittelt
werden. In Kapitel 2.1 wurde die Berechnung der Erhaltungsgro¨ßen Masse, Impuls und
Energie aus den Momenten der Boltzmanngleichung (2.5) vorgestellt.
Aufgrund der Wahl eines eingeschra¨nkten diskreten Geschwindigkeitsraums ~ξi mit sei-
nen konstanten Komponenten ξs gilt das Erhaltungsprinzip fu¨r die Energie nicht mehr
fu¨r das vorgestellte LBGK-Modell. Vielmehr ist dieser Ansatz als isotherm und inkom-
pressibel zu bezeichnen. Damit ist in Analogie zu den inkompressiblen Navier-Stokes-
Gleichungen der Energietransport entkoppelt.
Mit der konstanten Temperatur T kann sofort eine thermische Referenzgeschwindig-
keit (isotherme Schallgeschwindigkeit) cs =
√
RT eingefu¨hrt werden. Wie noch zu
zeigen ist, ist diese Referenzgeschwindigkeit mit der molekularen Geschwindigkeit ξs
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gekoppelt.
Die makroskopischen Gro¨ßen P (Druck) und u, v, w (Geschwindigkeiten) ko¨nnen mit
Hilfe der isothermen Schallgeschwindigkeit cs und der konstanten Fluiddichte ρ0 direkt
aus den Verteilungsfunktionen ermittelt werden. Dabei wird davon ausgegangen, dass




























ξi,αfi (Erstes Moment). (2.24)
Umgekehrt kann eine diskrete Gleichgewichtsverteilung Fi als Funktion der makrosko-
pischen Variablen P , u, v, w mittels einer Variante der Maxwell-Verteilung berechnet
werden. Unter der Annahme Kn→ 0, d.h. Kontinuumsstro¨mung mit nur kleinen Ab-
weichungen vom Gleichgewicht, sowie
Ma = vα/cs ≪ 1, (2.25)
d.h. kleiner Machzahl und somit kleinen Stro¨mungsgeschwindigkeiten bezogen auf die
isotherme Schallgeschwindigkeit, wird die Maxwell-Verteilung um vα = 0 mit Hilfe
einer Taylor-Reihe entwickelt.
Ausgangspunkt ist die in Kapitel 2.1.2 hergeleitete Maxwell-Verteilung (2.12), hier in
Tensor-Notation und in der mit der Molekularmasse m erweiterten Variante:










Darin enthalten sind die druckabha¨ngige Dichte ρ = P/c2s und die kartesischen Kom-
ponenten der makroskopischen Geschwindigkeit vα. Alle anderen auftretenden Gro¨ßen













· ξα − vα
c2s
und





















sowie dem Kronecker-Symbol δαβ fu¨r den Einheitstensor und der bis zum quadratischen
Glied entwickelten Taylorreihe der Gleichgewichtsverteilung
f eq = F (vα = 0) +
∂F
∂vα





|vα,β=0 · vα vβ +O(v3α)
folgt fu¨r die diskrete Gleichgewichtsverteilung in jeder Geschwindigkeitsrichtung i














Die eingeklammerten Terme sind nach ihrer Gro¨ßenordnung bezu¨glich der Mach-Zahl







Der von dem Verha¨ltnis
ξ2i,α
c2s
und der isothermen Schallgeschwindigkeit cs abha¨ngige













Der Suffix deutet bereits an, dass die Gewichtungsfaktoren tp,i vom anhand der in
Abbildung 2.2 vorgestellten Betragsquadrat p und damit von den Geschwindigkeits-
richtungen i abha¨ngt. Unter Ausnutzung der Stoßinvarianten, die analog zur konti-
nuierlichen Maxwell-Verteilung auch im diskreten Fall gelten mu¨ssen, erha¨lt man in
U¨bereinstimmung mit den Abscha¨tzungen (2.27) und (2.28) die Beziehung
ξ2s = 3 c
2
s (2.29)
sowie tp,i, das nur noch abha¨ngig von p und dem gewa¨hlten diskreten Geschwindigkeits-
raum (z.B. D2Q9, D3Q15) ist. Die Zahlenwerte fu¨r tp,i sind in Tabelle 2.2 aufgelistet.
Eine ausfu¨hrliche Herleitung wird in Anhang B.2 diskutiert.
2.3.3 Konsistenz
Aus dem diskreten LBGK-Modell und der vereinfachten, diskreten Maxwell-Verteilung
ist nicht ohne weiteres ersichtlich, welches physikalische System mit welcher Genau-
igkeit beschrieben wird. Analog zum kontinuierlichen BGK-Modell kann jedoch auch
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p tp,i
D2Q9 0, 1, 2 4/9, 1/9, 1/36
D3Q15 0, 1, 3 2/9, 1/9, 1/72
Tabelle 2.2: Gewichtungsfaktor tp,i
die beschriebene, diskrete Form mit Hilfe der Chapman-Enskog-Entwicklung analysiert
werden [6].
Es wird zuna¨chst eine Normierung der LBGK-Gleichung (2.20) durchgefu¨hrt, um die
Gro¨ßenordnung der einzelnen Terme in den folgenden Betrachtungen auswerten zu























Die dimensionbehafteten Gro¨ßen sind zur Unterscheidung mit einem Stern ∗ markiert.







= ω∗ δt∗ = O(1)
Die dimensionslose LBGK-Gleichung lautet damit
fi(~x+ ~ei δt, t+ δt) = fi(~x, t) + Ω (f
eq
i (~x, t))− fi(~x, t)) (2.31)
oder in Tensornotation
fi(xα + ei,α δt, t+ δt) = fi(xα, t) + Ω (f
eq
i (xα, t))− fi(xα, t)) . (2.32)
Durch Momentenbildung ko¨nnen außerdem die normierten makroskopischen Variablen

























⇒ v∗α = ξ∗s vα
P ∗ = c∗2s
∑
i
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Im na¨chsten Schritt wird die diskrete Verteilungsfunktion fi nach Chapman und Enskog
aufgespalten in einen Gleichgewichts- und einen Nichtgleichgewichtsanteil:
fi = f
eq
i + ǫ f
(1)
i (2.34)
Der Term ǫ f
(1)
i bezeichnet hier eine Sto¨rverteilung, die die Abweichung vom Gleich-
gewichtszustand f eqi beschreibt. Es wird angenommen, dass diese Abweichung klein
bleibt und in der Gro¨ßenordnung der diskreten Knudsenzahl liegt. Diese ist unter der
Annahme kleiner Orts- und Zeitschrittweiten wie folgt definiert:
ǫ = δt = δxα ≪ 1 (diskrete Knudsenzahl).
Fu¨r den eigentlichen Konsistenznachweis wird f in einer Taylorreihe um einen Punkt
(xα, t) entwickelt:

























Einsetzen in die dimensionslose LBGK-Gleichung (2.32) und anschließende Division























Hierbei wurde auch auf den Ausdruck ei,α = δxi,α/δt zuru¨ckgegriffen.
Durch Einsetzen der Sto¨rverteilung aus (2.34) in die so entwickelte Transportgleichung
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Diese Beziehung wird spa¨ter noch beno¨tigt, um ho¨here Momente der Sto¨rverteilung
f (1) abzuscha¨tzen.














i = ρ vα









i = 0. (2.40)
Auch diese Beziehungen werden im Verlaufe dieses Abschnitts noch beno¨tigt.
Fu¨r die Bestimmung der makroskopischen Transportgleichungen werden die ersten bei-
den Momente der vollsta¨ndigen entwickelten partiellen Differenzialgleichung (2.37) ge-
bildet. Fu¨r des nullte Moment ρ =
∑




























































Entsprechend der Definition der einzelnen Momente (Anhang C.2) fu¨r die Verteilungs-
funktionen f eqi und f
(1)



















Analog kann das erste Moment durch Multiplikation mit der molekularen Geschwin-
digkeit ρ vα =
∑
ξi,α fi gebildet werden. Die Komponente α des Impulssatzes lautet
damit


































































































Der rechte Summand in der Klammer kann mit Hilfe der Definition fu¨r die diskrete





ei,α ei,β ei,γ f
eq














Analog dazu kann auch der letzte Summand aus Gleichung (2.42) behandelt werden.

































(ρ vα vβ + P δαβ)
)
+O(ǫ 2) (2.44)
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2.3.4 Betrachtung auf makroskopischen Skalen
Bei der Ausfu¨hrung des LBGK-Algorithmus werden, wie bei der Konsistenzuntersu-
chung im vorangehenden Abschnitt gezeigt, die Transportgleichungen fu¨r Masse (2.41)
und Impuls (2.44) gelo¨st. Die U¨bereinstimmung mit den inkompressiblen Navier-
Stokes-Gleichungen ist nicht ohne weiteres ersichtlich. Der Grund dafu¨r liegt in der
fu¨r den Konsistenznachweis vorgenommenen Normierung (2.30) und (2.33), die sich
von der bekannten dimensionslosen Form der Navier-Stokes in einigen Punkten unter-
scheidet. Um die U¨bereinstimmung nachzuweisen, wird eine Umskalierung vorgenom-
men, mit dem Ziel, alle dimensionslosen makroskopischen Transportgro¨ßen auf eine
Gro¨ßenordnung von O(1) zu bringen.
Dazu werden die transportierten Variablen genauer betrachtet und ihre Gro¨ßenordnung
abgescha¨tzt.
• Die Geschwindigkeiten vα. Die Gro¨ßenordnung der Geschwindigkeiten ist
durch die vorausgesetzten kleinen Machzahlen (Gleichung 2.25) bestimmt. Fu¨r
Ma ≪ 1 und normierter Molekulargeschwindigkeit ξs = 1 gilt daher vα ≪ 1
wegen (2.33).
Mit Einfu¨hrung einer ku¨nstlichen Machzahl
m = u0/ξs ≪ 1, (2.46)
wobei u0 eine typische dimensionslose makroskopische Geschwindigkeit bezeich-
net, kann die auf Gro¨ßenordnung O(1) normierte Geschwindigkeit
v′α = vα/m (2.47)
definiert werden.






wobei L hier eine normierte makroskopische La¨nge der Ordnung O(1) bezeichnet.
Mit u0 = O(m) aus (2.46) folgt daraus ebenfalls τ = O(m). Fu¨r die Normierung
wird daher eine dimensionslose Zeit bzw. die Zeitableitung
τ ′ = (1/m) τ bzw.
∂
∂t




• Die kinematische Viskosita¨t ν. Mit Hilfe der Definition ν = η/ρ0 und der
Beziehung (2.45) sowie O(ǫ) = O(m) folgt sofort ν = O(m). Die normierte Vis-
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kosita¨t ν ′ ergibt sich damit zu
ν ′ = ν/m. (2.49)
• Der Druck P. Der Druck kann aufgespalten werden in einen thermodynami-
schen sowie einen hydrodynamischen Anteil:
P = Pt + Ph.
Der thermodynamische Anteil wird als konstant angenommen und kann u¨ber die
Zustandsgleichung Pt = ρ0RT ausgedru¨ckt werden. Dieser Anteil bleibt in den
inkompressiblen Navier-Stokes-Gleichungen ohnehin unberu¨cksichtigt, da er auch
ra¨umlich konstant ist. d.h. ∂Pt
∂xα
= 0.








Der normierte hydrodynamische Druck P ′ kann damit definiert werden als
P ′ = Ph/m
2. (2.50)
Mit der Annahme eines inkompressiblen Fluids ρ ≈ ρ0 = const., den Definitionen (2.47)
bis (2.50) sowie der Beziehung O(ǫ) = O(m)≪ 1 ko¨nnen die Massen- und Impulserhal-
tungsgleichungen (2.41) und (2.44) umgeformt werden. Es wird hier auf weitere Details

































Dieses Gleichungssystem entspricht den inkompressiblen Navier-Stokes-Gleichungen.
Die Gro¨ßenordnung des Abbruchfehlers betra¨gt damit fu¨r beide Gleichungen O(ǫ ·m).
Mit ǫ≪ 1 und m≪ 1 ergibt sich damit ein Verfahren, das zweiter Ordnung in Raum
und Zeit genau ist.
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2.3.5 Der Basisalgorithmus
Die Basisvariante des LBGK-Algorithmus ist relativ einfach zu implementieren. Aus-
gangspunkt ist hierbei ein kartesisches Gitter, entweder in 2-D oder in 3-D. Die Art
der Speicherung und der Zugriff auf Gitterpunkte ist dabei zuna¨chst nebensa¨chlich.
Abbildung 2.2 illustriert die Punktnachbarschaften, die entweder durch Berechnung
oder durch explizite Speicherung bekannt sein mu¨ssen. Im Rahmen dieser Arbeit wur-
den ausschließlich die abgebildeten Konfigurationen D2Q9 (2-D; vier kartesische, vier
diagonale Nachbarschaften) und D3Q15 (3-D; sechs kartesische Nachbarschaften, acht
in Richtung der Raumdiagonalen) verwendet.
Folgende Voraussetzung mu¨ssen fu¨r die Anwendung des LBGK-Algorithmus erfu¨llt
werden:
• Wahl eines diskreten Geschwindigkeitsraums (z.B. D2Q9, D3Q15) und Diskreti-
sierung des Integrationsgebietes mit einem kartesisch-a¨quidistanten Rechengitter.
Je nach Aufbau der Datenstruktur mu¨ssen die beno¨tigten Nachbarschaftsbezie-
hungen eventuell explizit gespeichert werden.
• Festlegung der Stoffkenngro¨ßen ρ0 und η bzw. ν
• Berechnung der thermischen Geschwindigkeit cs aus der Machzahl und einer ty-




• Bestimmung der skalaren molekularen Geschwindigkeit ξs =
√
3 cs (Glei-
chung 2.29) und Berechnung des Zeitschritts δt = δxα/ξs
• Berechnung des Relaxationsfaktors
Ω = δt
c2s
ν + c2s δt/2
(2.53)
Dieser Parameter muss sich in den Grenzen 0 < Ω < 2 bewegen, damit das Ver-
fahren stabil bleibt. Fu¨r hohe Reynolds-Zahlen Re≫ 1 na¨hert sich der Wert der
Stabilita¨tsgrenze Ω → 2. In diesem Falle muss das Verfahren ku¨nstlich stabili-
siert werden, z.B. durch Wahl von Ω ≈ 2− ǫ oder durch lokale Anwendung eines
Da¨mpfungsterms.
Alle weiteren Schritte zur Durchfu¨hrung der LBGK-Methode sind in Algorithmus 1
zusammengefasst.
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Algorithmus 1 LBGK-Basisalgorithmus
Require: Sei n der aktuelle Zeitschritt, Nt die Anzahl der notwendigen Zeitschritte,
um eine Simulationszeit tmax = δt ·Nt abzudecken. Sei i eine diskrete Geschwindig-
keitsrichtung, Nξ die Zahl der Geschwindigkeitsrichtungen im diskreten Geschwin-
digkeitsraum (9 in 2-D, 15 in 3-D). Sei j der Schleifenindex des aktuell betrachteten
Punktes und Np die Anzahl aller Punkte im Rechengebiet. Ferner wird der in Rich-
tung i liegende Nachbarpunkt des Punktes j mit jnb(i, j) bezeichnet.
for j = 0 to Np − 1 do
Anfangsbedingung. Setzen des Punktes j entsprechend der gewu¨nschten An-
fangsbedingung. Diese wird ha¨ufig mit Hilfe der Maxwell-Verteilung ermittelt.
end for
for n = 0 to Nt − 1 do
for j = 0 to Np − 1 do
Randbedingung. Falls j ein Randpunkt ist, setze die entsprechende Randbe-
dingung. Mehr dazu in Abschnitt 2.4.
end for
for j = 0 to Np − 1 do
Kollisionsschritt. Gema¨ß Gleichung (2.21) werden die Postkollisionswerte f˜ni
an Punkt j fu¨r alle i ∈ [0, Nξ − 1] berechnet. Zur Bestimmung der Gleich-
gewichtsverteilung f eq, ni werden die Momente P , u, v und w beno¨tigt. Diese
werden zuvor aus der Verteilungsfunktion fni mit Hilfe der Gleichungen (2.23)
und (2.24) berechnet. Der Kollisionsschritt ist eine reine Punktoperation.
end for
for j = 0 to Np − 1 do
Transportschritt. Gema¨ß Gleichung (2.22) werden die einzelnen Komponenten
der Postkollisionsverteilung f˜ni auf ihre jeweiligen Nachbarn verteilt, d.h. fu¨r den
Punkt j und die Geschwindigkeitsrichtung i ∈ [0, Nξ−1] gilt fn+1i |jnb(i,j) = f˜ni |j.
Der Transportschritt ist eine reine Kopieroperation.
end for
end for
Ende der Rechnung und Ergebnisausgabe
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2.4 Randbedingungen
Die Formulierung der Randbedingungen ist unabha¨ngig von Berechnungsverfahren auf
nichtkonformen Gittern immer problematisch, da die Randpunkte des Gitters im Allge-
meinen nicht auf den tatsa¨chlichen Gebietsra¨ndern liegen. Dadurch kommt es insbeson-
dere bei Dirichlet’schen Randbedingungen zu Genauigkeitseinbußen. Fu¨r das LBGK-
Verfahren wurden deshalb spezielle Varianten des Boundary Fittings entwickelt, z.B.
in [9, 30].
2.4.1 Bounce-Back– und Gleichgewichtsrandbedingungen
Innerhalb des LBGK-Verfahrens macht sich der Einfluss der Randbedingungen im
Transportschritt (2.22) bemerkbar, da jeder Punkt des Rechengebietes nur hier mit
seinen Nachbarpunkten interagiert. Ist einer dieser Nachbarpunkte Teil des Gebiets-
randes, muss dort zuna¨chst eine physikalisch begru¨ndete Randbedingung definiert sein.
Da innerhalb des Transportschrittes die Postkollisionsverteilung f˜i propagiert wird, ist
ein entsprechender Randwert f˜b,i mindestens fu¨r diejenige Geschwindigkeitsrichtung zu








Abbildung 2.3: Randbedingungen nach dem Bounce-Back–Prinzip
Ein ha¨ufig genutzter Ansatz fu¨r die Formulierung von Haftbedingungen an festen
Wa¨nden ist das Bounce-Back–Prinzip. Es wird angenommen, dass ein Satz von Mo-
leku¨len, der mit einer ideal rauhen Wand kollidiert, in die entgegengesetzte Richtung
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reflektiert wird (Abbildung 2.3). Fu¨r den Randwert f˜b,i1 gilt damit
f˜b,i1 = f˜f,i (2.54)
wobei die Geschwindigkeitsrichtung i1 entgegengesetzt zu Richtung i definiert ist, also
~ξi = −~ξi1 . Die Verteilungsfunktion f˜f,i ist dem in Richtung i1 benachbarten Feldpunkt
zugeordnet.
Neben dem Bounce-Back–Verfahren ist es ebenso mo¨glich, Randbedingungen u¨ber
Gleichgewichtsverteilungen zu realisieren. Dabei werden die makroskopischen Gro¨ßen
Druck und Geschwindigkeit auf dem Randpunkt analog zu konventionellen Lo¨sungs-
verfahren bestimmt (z.B. durch Extrapolation). Mit diesen Werten wird anschließend
eine Gleichgewichtsverteilung berechnet (Gleichung 2.26).
In beiden Fa¨llen bewegt sich der lokale Abbruchfehler in der Gro¨ßenordnung des Ab-
standes Randpunkt - Gebietsrand (O(δx)), da sich die physikalisch exakten Randwerte
an Stellen befinden, die im Allgemeinen nicht mit der Randgeometrie u¨bereinstimmen.
2.4.2 Boundary Fitting–Randbedingungen
Aufgrund des endlichen Abstandes Randpunkt – Gebietsrand existiert im Falle der
Randformulierungen 1. Ordnung auf letzterem im Allgemeinen eine Differenzgeschwin-
digkeit. Fu¨r eine exaktere Formulierung an den Gebietsra¨ndern ist es notwendig, die











Abbildung 2.4: Boundary Fitting - Randbedingungen
Zuna¨chst wird der dimensionslose Abstand ∆ des randna¨chsten Fluidpunktes zum





Der Punkt ~rg bezeichnet dabei den tatsa¨chlichen Schnittpunkt des ,,Lattice links” mit









ausgedru¨ckt. Fu¨r den Fall einer festen Wand ist die Rutschgeschwindigkeit ~v(~rg) = 0.
Ein a¨hnlicher Ansatz wird fu¨r die zu reflektierende Verteilungsfunktion f˜b,i1 gemacht:
f˜b,i1 =
[










ωi − 2 tp,ivg, α ξi,α
c2s
Der letzte Summand beru¨cksichtigt die Rutschgeschwindigkeit auf der Wand (zu u¨ber-
pru¨fen anhand von Bildung des ersten Momentes). Die Gleichgewichtsverteilung f eqb,i
auf dem Randpunkt wird mit Hilfe von extrapolierten Momenten bestimmt:
















Die Bestimmung des Gewichtungsfaktors ωi wird in [9] ausfu¨hrlich beschrieben. Es
ergeben sich folgende Ausdru¨cke fu¨r die noch unbekannten Variablen:
ωi = Ω(2∆− 1), α1 = 1, α2 = 0 fu¨r ∆ ≥ 0.5 (2.56)
ωi = Ω
(2∆− 1)
1− Ω , α1 = 0, α2 = 1 fu¨r ∆ < 0.5 (2.57)
2.5 Erweiterungen der LBGK-Methode
Die in Abschnitt 2.3.5 vorgestellte Basisvariante des inkompressiblen LBGK-
Algorithmus wurde in zahlreichen Arbeiten erweitert und mit anderen Transportmo-
dellen gekoppelt, z.B. in [10, 21]. Der Autor nutzt nur eine kleine, im Verlauf dieses
Abschnitts beschriebene Teilmenge der publizierten Methoden.
2.5.1 Lokale Gitterverfeinerung
Lokale Gitterverfeinerung wird in Bereichen angewendet, in denen mit großen Gradi-
enten in der Lo¨sung gerechnet werden muss (z.B. Grenzschichten). Dadurch kann die
Anzahl der Rechenpunkte in einem lokal begrenzten Gebiet gesteigert werden, ohne
solche Bereiche, in denen die Stro¨mung vergleichsweise uniform ist, ebenfalls sta¨rker
aufzulo¨sen (Abbildung 2.5).
Aufgrund der konstanten kinematischen Viskosita¨t und der in Abschnitt 2.3 vorge-





Abbildung 2.5: Beispiel fu¨r ein lokal verfeinertes Gitter in 2-D
stellten Definition der konstanten isothermen Schallgeschwindigkeit cs = ξs/
√
3 sind
die Zeitschrittweite und der Relaxationsparameter Ω abha¨ngig von der Wahl der Git-
terschrittweite (vergl. 2.19). Daher wird fu¨r jede Verfeinerungsstufe (Gebiet konstanter
Gitterschrittweite δxk) ein eigener Zeitschritt δtk und ein lokaler Relaxationsparameter
Ωk = δtk
c2s
ν + c2s δt
k/2
beno¨tigt. Fu¨r ein lokal verfeinertes Gebiet mit Gitterschrittweite δxk+1 = δxk/m bei ei-
nem Verfeinerungsfaktor m ergibt sich der reduzierte Zeitschritt δtk+1 = δtk/m. Durch
die hier genutzten, balancierten Octree-Gitter (Kapitel 3) gilt dabei stets m = 2.
Betrachtet man die dimensionsbehaftete Chapman-Enskog-Entwicklung
f = F + δt f (1) + ... (2.58)
fu¨r das BGK-Modell, so erha¨lt man mit Gleichung (2.13) und dem Grenzu¨bergang
δt→ 0 die Beziehung










fu¨r die Sto¨rverteilung f (1). Im diskreten Fall kann die Gleichung (2.20) wiederum mit
Hilfe der Chapman-Enskog-Entwicklung (2.58) umgeformt werden zu
fn+1i = f
eq,n
i−1 + δt (1− Ω) f (1)ni−1 .
Die Sto¨rverteilung wird mit Hilfe von Gleichung (2.59) ersetzt. Um der Forderung nach
stetigen makroskopischen Stro¨mungsgro¨ßen zu genu¨gen, wird beim U¨bergang in eine



















































Ωk+1 (1− Ωk)m (2.61)
jeweils an der gleichen Ortskoordinate und zum festen Zeitpunkt n.
Fu¨r eine zeitgenaue Implementierung mu¨ssen zu jedem Zeitschritt auf dem Teilgitter
mit Schrittweite δxk jeweilsm Schritte in der lokal verfeinerten Zone δxk+1 erfolgen. Die
Umskalierungsvorschriften (2.60) und (2.61) ko¨nnen im Transportschritt untergebracht
werden. Vereinfachend ist dabei die Tatsache, dass die diskrete Maxwell-Verteilung
f eqi nur mit gitterunabha¨ngigen, makroskopischen Gro¨ßen gebildet wird, sodass gilt
f eq,ki = f
eq,k+1
i .
2.5.2 Anwendung lokaler Da¨mpfungsterme
Fu¨r hohe Reynoldszahlen Re ≫ 1 strebt der Relaxationsparameter des LBGK-
Verfahrens gegen die Stabilita¨tsgrenze Ω → 2. Treten in der Lo¨sung zusa¨tzlich hohe
Gradienten auf, z.B. im Bereich von Scherschichten, wird das Verfahren instabil und
muss abgebrochen werden.
Die Ursache fu¨r dieses Verhalten wird in der Neumann’schen Stabilita¨tsanalyse des
LBGK-Vefahrens ersichtlich. Hier zeigt sich, dass das Iterationsschema des Verfahrens
nur fu¨r Ω ≤ 2 stabil ist (Anhang B.1). Die Erfahrungen mit konventionellen Navier-
Stokes-Lo¨sern zeigt, dass in einem solchen Fall zusa¨tzliche Da¨mpfungsterme erforderlich
sind, um das Verfahren zu stabilisieren (numerische Da¨mpfung [19]). Dieses Pha¨nomen
steht im engen Zusammenhang mit Problemen bei der Simulation von turbulenten
Stro¨mungen.
Im Rahmen des LBGK-Verfahrens kann eine numerische Da¨mpfung durch zusa¨tzliche
Viskosita¨t ν ′ realisiert werden. Diese wird mit der physikalisch wirksamen kinemati-
schen Viskosita¨t zusammengefasst zu
νnum = ν + ν ′
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Zur Berechnung dieser zusa¨tzlichen ku¨nstlichen Viskosita¨t wird ein Ansatz nach [43]
genutzt. Dabei wird der Tatsache Rechnung getragen, dass eine Stro¨mung mit ver-
gleichsweise hohen Reynolds-Zahlen sehr kleine Strukturen ausbildet. Die kleinsten von
der Kontinuumstheorie erfassten Strukturen sind Wirbel (engl. eddies), deren Durch-






abgescha¨tzt werden kann, wobei L eine charakteristische makroskopische Abmessung
bezeichnet. Im Extremfall einer voll ausgebildeten, turbulenten Stro¨mungen wird das
Spektrum der auftretenden Wirbel so groß, dass der mittleren, ,,geordneten” Fluid-
bewegung eine chaotische Bewegung u¨berlagert wird. Ko¨nnen diese kleinsten Wirbel
aufgrund von Kapazita¨tsgrenzen heutiger Rechner nicht mehr aufgelo¨st werden, muss
ihre Wirkungsweise durch ein sogenanntes “subgrid-scale model” beru¨cksichtigt wer-
den.
A¨hnlich der kinematischen Viskosita¨t liefern die Kolmogorov-Wirbel einen Beitrag zum
Impulsaustausch innerhalb einer Stro¨mung. In Analogie zur Definition der Schubspan-
nung
τ = ν ρ
∂u
∂y





angesetzt, wobei ν ′ die sog. Wirbelviskosita¨t und τt eine ,,turbulente” Schubspannung
darstellt [44]. Die Geschwindigkeit u¯ beru¨cksichtigt nur die mittlere Fluidbewegung.
Diese Beziehung wird als Boussinesq-Ansatz bezeichnet. Nach Prandtl kann die Wir-
belviskosita¨t u¨ber die Mischungswegformel




ausgedru¨ckt werden. Der Mischungsweg lM bezeichnet dabei diejenige Wegla¨nge, die
eine turbulent u¨berlagerte Scherstro¨mung beno¨tigt, um einen vollsta¨ndigen Ausgleich
zwischen den beiden Schichten der Stro¨mung herzustellen.
In den hier betrachteten Problemstellungen der Naseninnenho¨hle herrscht zwar keine
Turbulenz im eigentlichen Sinne. Trotzdem kann der hier vorgestellte Ansatz heran-
gezogen werden, um die Berechnungen bei Bedarf zu stabilisieren. Die zusa¨tzliche,
ku¨nstliche Viskosita¨t ν ′ wird ausgedru¨ckt als
ν ′ = (Cs δ)
2 |Sαβ|.
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Die Variable δ bezeichnet die lokale Gitterschrittweite. Die Konstante Cs ist stark
problemabha¨ngig. Eine typische Wahl fu¨r interne Stro¨mungen ist jedoch ein Wert von
Cs = 0.065. Damit besitzt ν
′ eine Gro¨ßenordnung von O(δ2). Die Gro¨ße |Sαβ| bezeichnet








Der Ansatz erho¨ht die effektive Viskosita¨t in Gebieten großer Schubspannungen und
bringt damit zusa¨tzliche Da¨mpfungsanteile in das Lo¨sungsverfahren ein. Ein a¨hnlicher





3.1 Handhabung von Geometriedaten
Dieses Kapitel befasst sich mit der Struktur und Erzeugung der in dieser Arbeit genutz-
ten dreidimensionalen Rechengitter. Ausgangspunkt ist dabei die Form der Beschrei-
bung, in der die durchstro¨mte Geometrie fu¨r ein Vernetzungsverfahren zur Verfu¨gung
gestellt wird. Alleine die Art und Weise der Abbildung von geometrischen Daten im
Rechner ist ein komplexes Thema, dessen ausfu¨hrliche Behandlung den Rahmen dieser
Arbeit sprengen wu¨rde. Aus diesem Grunde wird in diesem Abschnitt nur kurz auf
zwei Formen der Geometrierepra¨sentation eingegangen.
3.1.1 Boundary Representation
Die Beschreibung von Geometrien fu¨r die Stro¨mungsberechnung kann auf zwei Arten
erfolgen. Die erste ist die stu¨ckweise Beschreibung der Ko¨rpergrenze durch analytische
Fla¨chenstu¨cke. Die ga¨ngige Bezeichnung fu¨r diese Art der Geometriebeschreibung ist
BRep (Boundary Representation). Diese Beschreibung hat sich in den Ingenieurwis-
senschaften fu¨r die Bearbeitung von technischen Geometrien durchgesetzt und als sehr
leistungsfa¨hig erwiesen. Fu¨r die Abbildung von physiologischen Geometrien wie der
Nasenhauptho¨hle ist sie jedoch weniger geeignet [31].
Die Beschreibung solcher Geometrien u¨ber BRep ist sehr komplex und erfordert außer-
ordentlich viel Entwicklungsarbeit und -aufwand. Glu¨cklicherweise existieren bereits
sehr ausgereifte Softwarebibliotheken zur Verarbeitung von BRep-Geometrien wie z.B.
der offene Geometriekern OpenCascade [34], auf den im Rahmen dieser Arbeit zuru¨ck-
gegriffen wurde.
37
38 KAPITEL 3. GEOMETRIEVERARBEITUNG UND GITTERERZEUGUNG
3.1.2 Isogrenzfla¨che
Die zweite und fu¨r diese Arbeit relevantere Art der Geometriebeschreibung erfolgt
u¨ber ein dreidimensionales Graustufenbild, wie es vom Computertomographen- oder
Magnetresonanzscan geliefert wird. Die Ko¨rpergrenzfla¨che wird identifiziert mit einem
definierten Grauwert, dessen Isofla¨che als Eingangsdatum fu¨r den Volumengittergene-
rator verwendet wird.
Auch diese einfache Art der Geometrierepra¨sentation erfordert jedoch erheblichen Ent-
wicklungsaufwand insbesondere im Bereich der digitalen Bildverarbeitung, der nicht
Thema dieser Arbeit sein kann. Dennoch werden einige grundsa¨tzliche Techniken zur
Aufbereitung solcher Datensa¨tze beschrieben und insbesondere diejenigen Arbeits-
schritte aufgezeigt, die no¨tig sind, um aus dem Datensatz ein funktionsfa¨higes Re-
chengitter zu gewinnen.
3.2 Generierung von Oberfla¨chengittern
Die Generierung von Volumengittern erfordert die Kenntnis der zu vernetzenden Kon-
tur. Diese Kontur wird in vielen Fa¨llen als topologisch geschlossene Oberfla¨chentriangu-
lierung beschrieben. Es existieren verschiedenste Ansa¨tze zur Erzeugung einer solchen
Triangulierung. In dieser Arbeit wurden verschiedene Verfahren realisiert, auf die im
folgenden eingegangen werden soll.
3.2.1 Oberfla¨chentriangulierung von BRep-Ko¨rpern
Die unstrukturierte Oberfla¨chentriangulierung beliebiger BRep-Ko¨rper ist heutzutage
eine Standardfunktion jeder kommerziellen CFD-Plattform. Auch in der Literatur fin-
den sich viele verschiedene Ansa¨tze [5]. In den meisten Fa¨llen wird eine Triangulierung
erzeugt, die dem bekannten Delaunay-Kriterium genu¨gt. Dieser Ansatz wird auch oft
bei der Erzeugung zweidimensionaler Triangulierungen verwendet (z.B. [17, 40, 45]).
Dennoch weist das Problem der Oberfla¨chentriangulierung von BRep-Ko¨rpern einige
entscheidende Schwierigkeiten auf, die eine Implementierung sowohl fu¨r diese Arbeit
als auch im Hinblick auf zuku¨nftige am Institut fu¨r Verbrennung und Gasdynamik
durchzufu¨hrende Projekte rechtfertigen.
Ausgangspunkt ist ein durch eine analytische, stetige Fla¨chenfunktion und einem Satz
von Begrenzungskanten eindeutig beschriebenes Fla¨chenstu¨ck (Abbildung 3.1). Die
Fla¨chenfunktion wird im weiteren Verlauf des Kapitels mit
~x = ~p(s, t) (3.1)
bezeichnet. Der Parameterraum der Fla¨che wird mit den Koordinaten s und t identi-
fiziert. Mit Hilfe von OpenCascade – Bibliotheksfunktionen kann eine Triangulierung
erstellt werden, die auf dem Rising-Bubble-Verfahren basiert [45] und die analytische
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Abbildung 3.1: Analytische Oberfla¨che eines BRep-Ko¨rpers
Oberfla¨che mit einer vorzugebenden Genauigkeit anna¨hert (Abbildung 3.2). Diese Tri-
angulierung besteht aus einer Punktliste mit den zugeho¨rigen Koordinaten im Pa-
rameterraum als auch in 3-D sowie aus einer Dreiecksliste mit je drei Verweisen als
Dreieckspunkte. Zudem ist es zweckma¨ßig, eine Kantenliste vorzuhalten, in der sowohl
die Kantenendpunkte als auch die angrenzenden Dreiecke abgelegt werden.
Abbildung 3.2: Oberfla¨chentriangulierung nach dem Rising-Bubble-Verfahren
Diese Triangulierung ist nicht gut geeignet fu¨r die Weitergabe an einen Volumennetz-
generator, da die hier erzeugten Dreiecke sehr spitze Winkel besitzen und ihre Gro¨ße
stark variiert. Beides sind schlechte Voraussetzungen sowohl fu¨r oberfla¨chenkonforme
als auch fu¨r nichtkonforme Gitter (hier ko¨nnen numerische Schwierigkeiten bei den
notwendigerweise auszufu¨hrenden Schnittpunktberechnungen auftreten). Somit ist ei-
ne weitergehende Behandlung der Triangulierung erforderlich. In den genannten Lite-
raturquellen wird dieser Arbeitsschritt als Gitteroptimierung bezeichnet. Darauf wird
im Folgenden eingegangen.
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a) Dreiecksverfeinerung
Zur lokalen Erho¨hung der Netzdichte ist das Einfu¨gen von zusa¨tzlichen Knotenpunk-
ten erforderlich. Um die topologische Geschlossenheit der Triangulierung zu erhalten,
mu¨ssen dabei gleichfalls ein oder mehrere Dreiecke und die dazugeho¨rigen Kanten mo-
difiziert werden.
Es wurden zwei Arten von Dreiecksverfeinerungen implementiert: Schwerpunktverfeine-
rung und Kantenteilung (Abbildung 3.3). Die Kantenteilung wird dabei ausschließlich
zur Verfeinerung der Gebietsra¨nder genutzt.
Abbildung 3.3: Lokale Dreiecksverfeinerung durch Einsetzen eines neuen Punktes auf
der Fla¨che (links) und durch Teilung entlang einer Netzkante (rechts)
Es ist zu beachten, dass die Punkteinfu¨gung im Parameterraum der Fla¨che durch-
gefu¨hrt wird. Der zugeho¨rige Raumpunkt ~P muss nicht notwendigerweise auf der durch
das zu verfeinernde Dreieck aufgespannten Fla¨che liegen, sondern wird anhand der
Oberfla¨chengleichung (3.1) ermittelt. Aus diesem Grunde ist erforderlich, zu pru¨fen,
ob die Normalenprojektion ~P ′ des Punktes ~P auf das Dreieck innerhalb dessen Kan-




Abbildung 3.4: Projektion des eingefu¨gten Punktes auf die Dreiecksfla¨che
b) Kantentausch
Der Kantentausch ist eine notwendige Operation zur Erfu¨llung des Delaunay-
Kriteriums. Dieses besagt in 2-D, dass der Umkreis eines Dre
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tenpunkte der Triangulierung beinhalten darf. Eine Triangulierung, die dieser Voraus-
setzung genu¨gt, zeichnet sich durch gleichma¨ßige Dreiecke mit verha¨ltnisma¨ßig stump-
fen Winkeln aus.
Die globale U¨berpru¨fung des Delaunay-Kriteriums ist sehr aufwa¨ndig und glu¨cklicher-
weise unno¨tig. Vielmehr wird in vielen Literaturstellen [40,45] auf ein lokales Verfahren
zuru¨ckgegriffen, welches rekursiv angewandt das globale Delaunay-Kriterium erfu¨llt.
Hierzu werden zuna¨chst zwei an eine gemeinsame Kante grenzende Dreiecke betrachtet
(Abbildung 3.5). Der Umkreis eines der beiden Dreiecke wird berechnet und es wird
gepru¨ft, ob der der Kante gegenu¨berliegende Punkt des zweiten Dreiecks davon einge-
schlossen wird. Ist dies der Fall, so muss die Kante getauscht werden. Dieser Test wird
rekursiv auf alle Kanten angewendet, bis keine Kante mehr modifiziert werden muss;
somit ist das globale Delaunay-Kriterium erfu¨llt.
Abbildung 3.5: Kantentausch, falls das lokale Delaunay-Kriterium nicht erfu¨llt wird
Fu¨r die Oberfla¨chentriangulierung einer im Raum gekru¨mmten Fla¨che wird ein modifi-
ziertes Kriterium genutzt. Statt des Umkreises wird eine Umkugel berechnet, auf deren
A¨quator die Dreieckspunkte liegen. Das modifizierte Delaunay-Kriterium gilt dann als
nicht erfu¨llt, falls der der Kante gegenu¨berliegende Punkt des Nachbardreiecks von der
Kugel umschlossen wird. Es wird dabei davon ausgegangen, dass die Abweichung des
Dreieckspaares von einer gemeinsamen Ebene vergleichsweise klein bleibt.
c) Netzgla¨ttung
Neben der Anwendung des modifizierten Delaunay-Kriteriums zur Verbesserung der
Netzqualita¨t ist der Einsatz eines Gla¨ttungsverfahrens unbedingt notwendig. Bei der
Netzgla¨ttung wird ein Knotenpunkt auf der analytischen Oberfla¨che derart verschoben,
dass sich die Qualita¨t des Netzes lokal verbessert, d.h. gu¨nstigere Dreieckswinkel ent-
stehen. Diese Verschiebung wird zweckma¨ßigerweise im Parameterraum vorgenommen,
da so gewa¨hrleistet ist, dass der verschobene Punkt auf der Fla¨che verbleibt. Ande-
rerseits ist die neue optimale Punktposition am zuverla¨ssigsten im dreidimensionalen
Raum zu berechnen.
Der hier angewandte Netzgla¨tter geho¨rt zur Familie der Laplace-Methoden. Die Netz-
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knoten werden durchlaufen und eine neue optimale Position in Abha¨ngigkeit zur Lage
der Nachbarpunkte wird berechnet. Es sei ~P der aktuell betrachtete Punkt. Die opti-
mierte Position ~P ′ berechnet sich zu
~P ′ =
∑NT
i AT,i · ~ST,i∑NT
i AT,i
Hierbei bezeichnet der Index i alle an P angrenzenden Dreiecke. Die Gro¨ße AT,i be-
zeichnet den Soll-Fla¨cheninhalt des Dreiecks i, der Ortsvektor ~ST,i seinen Schwerpunkt.
Der Soll-Fla¨cheninhalt berechnet sich mit Hilfe der lokalen Sollnetzdichte Gj an Punkt
j mit der Beziehung






wobei die Punkte j und k die Endpunkte derjenigen Dreieckskante sind, die dem Punkt
P gegenu¨berliegt.
Die Verschiebung des Punktes ~P im Parameterraum der Fla¨che wird mit Hilfe einer
lokalen Linearisierung berechnet. So wird sichergestellt, dass der Punkt ~P jederzeit auf
der Ko¨rperfla¨che verbleibt. Die Verschiebungsprozedur wird so lange wiederholt, bis sie
gegen eine optimale Punktlage konvergiert.
d) Gesamtablauf fu¨r eine Ko¨rperfla¨che
Mit den vorangehend vorgestellten Techniken kann eine einzelne Fla¨che eines BRep-
Ko¨rpers wie folgt trianguliert werden:
1. Aufruf des Rising-Bubble-Algorithmus zur Erzeugung einer ersten Triangulierung
(Abbildung 3.2)
2. Einfache Verfeinerung der Gebietsra¨nder mit Hilfe der Kantenteilung (Abschnitt
,,Dreiecksverfeinerung”). Beim Einfu¨gen neuer Gitterpunkte auf Randkanten der
Triangulierung muss beachtet werden, dass diese konform zu den Randpunkten
einer eventuellen Nachbarfla¨che erzeugt werden. Nur dann la¨sst sich eine ganz-
heitlich geschlossene Triangulierung fu¨r den gesamten BRep-Ko¨rper ermitteln.
Diese Art der Verfeinerung wird im Wechsel mit der Schwerpunktverfeinerung
(Schritt 3) vorgenommen.
3. Netzverfeinerung durch einfache Iteration aller Dreiecke der Triangulierung. Falls
die lokale Netzdichte fu¨r das aktuell betrachtete Dreieck unter ihrem Sollwert
liegt, so wird eine Schwerpunktverfeinerung vorgenommen (Abschnitt ,,Dreiecks-
verfeinerung”). Falls keine weiteren Punkte eingefu¨gt wurden, weiter bei Schritt
6.
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4. Rekursiver Kantentausch zur Erfu¨llung des globalen Delaunay-Kriteriums
5. Netzgla¨ttung, anschließend zuru¨ck zu Schritt 2.
6. Ende der Fla¨chentriangulierung
Die einzelnen Teilfla¨chen ko¨nnen anschließend bei Bedarf zu einer geschlossenen Ober-
fla¨chentriangulierung zusammengesetzt werden. Dieser Schritt ist jedoch fu¨r die im
na¨chsten Abschnitt beschriebene Volumenvernetzung nicht erforderlich.
Das Resultat dieses Algorithmus ist in Abbildung 3.6 sowie Abbildung 3.7 dargestellt.
Abbildung 3.6: Fertige Triangulierung
3.2.2 Oberfla¨chentriangulierungen von 3-D–Graustufen-
bildern
Fu¨r die Arbeit an einer physiologischen Geometrie wie der Nase bilden Daten aus
einem Computertomographen- oder Magnetresonanzscan die wichtigste Informations-
quelle. Diese werden in dreidimensionalen Graustufenbildern, eingebettet in das in der
Medizintechnik weit verbreitete DICOM-Format [32], gespeichert und weitergegeben.
Zur weiteren Bearbeitung ist es no¨tig, die Oberfla¨che des gescanten Gewebes anhand
eines Grautons zu identifizieren und eine Oberfla¨chentriangulierung zu extrahieren.
Im Prinzip ist diese Aufgabenstellung analog zu der Erstellung von Isofla¨chen fu¨r z.B.
Plotting-Programme. Der in der Literatur ha¨ufig anzutreffende Ansatz dafu¨r ist das
sog. Marching-Cubes-Verfahren [27]. In dieser Arbeit wurde ein geringfu¨gig anderer
Lo¨sungsweg gewa¨hlt.
Ein Satz von acht Pixeln eines Graustufenbildes kann als kartesisches Wu¨rfelelement
betrachtet werden. Dieses kann innerhalb eines ijk-abza¨hlbaren Feldes eindeutig und
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Abbildung 3.7: Triangulierung eines nasena¨hnlichen BRep-Ko¨rpers
ohne Verletzung von Anschlussbedingungen in sechs Tetraeder zerlegt werden (Abbil-
dung 3.8). An diesen Tetraedern kann ein Teilstu¨ck der Isofla¨che mit einem oder zwei
Dreiecken ermittelt werden.
Sobald die Oberfla¨che einer zu vernetzenden Geometrie in Form einer oder mehre-
rer Triangulierungen bekannt ist, kann im na¨chsten Schritt der Volumennetzgenerator
genutzt werden.
Die direkte Verarbeitung von DICOM-Dateien stellte sich als machbar heraus, liefert
jedoch leider nur Oberfla¨chennetze von schlechter Qualita¨t, d.h. unno¨tig viele Dreiecke
mit relativ ungu¨nstigen Innenwinkeln. Zudem werden die bei qualitativ schlechten Auf-
nahmen zahlreichen Artefakte mit in der Triangulierung verbaut. Eine Verbesserung
dieses Zustandes kann nur mit Hilfe umfangreicher Bildverarbeitungsalgorithmen er-
zielt werden.
3.2.3 Verarbeitung von Dateien im STL-Datenformat
Da die direkte Verarbeitung von DICOM-Dateien fu¨r die Generierung von Oberfla¨chen-
gittern sehr aufwa¨ndig ist, wird dieser Schritt einer kommerziellen Software [29] u¨ber-
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Abbildung 3.8: Zerlegung eines Wu¨rfels zuna¨chst in zwei Prismen, dann in je eine
Pyramide und ein Tetraeder
lassen. Diese ist in der Lage, qualitativ gute Triangulierungen zu erzeugen und im weit
verbreiteten STL-Dateiformat auszugeben. Dieses Format beschreibt zwar die Geome-
trie, jedoch sind keine weiteren Informationen enthalten (z.B. Markierungscodes fu¨r
Ein- und Ausstro¨mrand). Zudem sind die Dreiecke in diesem Format gespeichert, in-
dem jedes einen Satz von Koordinaten seiner Eckpunkte besitzt. U¨bereinander liegende
Eckpunkte sind daher mehrfach vorhanden. Dies hat zur Folge, dass das Format keine
direkten topologischen Informationen entha¨lt (d.h. keine Informationen u¨ber Nachbar-
schaften zwischen Dreiecken). Aus diesem Grunde sind auch bei der Verwendung von
STL-Datensa¨tzen weitere Verarbeitungsschritte erforderlich.
Zuna¨chst mu¨ssen die einzelnen Dreiecke topologisch zusammengesetzt werden. Da-
zu werden mehrfach vorhandene, u¨bereinander liegende Eckpunkte zu einem einzi-
gen Netzpunkt zusammengefasst. Die expliziten Koordinatenangaben werden durch
eine indirekte Referenz ersetzt. Um fu¨r einen Punkt einen Satz von deckungsgleichen
Punkten zu finden, wird eine Suchreduktion auf Basis einer Octree-Struktur genutzt
(Anhang A.1). Dadurch wird der Aufwand fu¨r diesen Arbeitsschritt von O(n2) auf
O(n logn) reduziert, wobei sich n proportional zur Anzahl der Punkte in der Triangu-
lierung verha¨lt.
3.2.4 Randcodierung
Fu¨r die Erzeugung von Rechengittern aus einer Oberfla¨chentriangulierung sind reine
Geometrieinformationen nicht ausreichend. Zur Unterscheidung von Ein- und Aus-
stro¨mrand mu¨ssen wahlweise die Oberfla¨chenelemente oder die zugeho¨rigen Punkte
mit einer Codierung versehen werden, die dem Volumennetzgenerator bzw. spa¨ter dem
Lo¨sungsalgorithmus mitteilen, welche physikalischen Bedingungen an welchen Berei-
chen der Gebietsberandung vorherrschen soll.
Die Auswahl eines derartigen Teilbereiches kann interaktiv erfolgen. Der Benutzer se-
lektiert z.B. durch Klicken in einer dreidimensionalen Ansicht einen Punkt innerhalb
eines zu markierenden Bereiches. Mit diesem Punkt kann mit Hilfe der Betrachterpositi-
on eine Gerade konstruiert werden, die mindestens ein sichtbares Dreieck innerhalb des
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Bereiches schneidet. Die Eckpunkte dieses Dreiecks werden entsprechend der gewu¨nsch-
ten Randbedingung codiert. Anschließend werden rekursiv alle angrenzenden Dreiecke
ebenfalls markiert. Dabei grenzten zwei Dreiecke genau dann aneinander, wenn sie ei-
ne gemeinsame Kante besitzen. Die dafu¨r erforderliche Kantenliste wird aus den im
vorangehenden Abschnitt gewonnenen topologischen Daten konstruiert.
Die Rekursion wird abgebrochen, wenn der Winkel zwischen den Normalenvektoren
zweier benachbarter Dreiecke eine festgelegte Grenze (z.B. 20◦) u¨berschreitet. Auf diese
Weise wird garantiert, dass der zu markierende Bereich durch eine ausreichend ,,schar-
fe” Kante begrenzt bleibt. In Abbildung 3.9 ist eine derart markierte Nasengeometrie
dargestellt.
Abbildung 3.9: Oberfla¨chengitter einer Nasenhauptho¨hle mit Randmarkierungen an
den Nasenlo¨chern und am U¨bergang zur Luftro¨hre
3.3 Kartesische Gitter mit Octree-Verfeinerung
Jedes numerische Feldproblem ist auf eine ra¨umliche Diskretisierung des Rechenge-
bietes angewiesen. Es existieren strukturierte und unstrukturierte Gitter und viele
verschiedene Ansa¨tze zur Gittererzeugung. Fu¨r das Problem der Naseninnenstro¨mung
spricht vieles fu¨r ein kartesisch-a¨quidistantes Rechengitter, da die Gittergenerierung fu¨r
diesen Gittertypus gut automatisiert werden kann und in komplexen physiologischen
Geometrien a¨ußerst robust ist. Daru¨ber hinaus ist die LBGK-Methode auf kartesische
Gitter beschra¨nkt. Auf der anderen Seite sind kartesische Gitter weder randkonform
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noch ist es mit ihnen mo¨glich, ausgepra¨gte Anisotropie (z. B. in Wandna¨he) mit ver-
tretbaren Aufwand aufzulo¨sen.
Diese Nachteile ko¨nnen im Falle der Naseninnenstro¨mung jedoch in Kauf genommen
werden, da hier aufgrund der vergleichsweise moderaten Reynolds-Zahlen (Kapitel 7)
keine außergewo¨hnlich du¨nnen Grenzschichten auftreten. Zusa¨tzlich kann ein Rechen-
gitter mit Hilfe sog. Patches (Flicken) lokal verfeinert werden, um Geometrie- oder
Stro¨mungsdetails hinreichend genau aufzulo¨sen zu ko¨nnen. Die Speicherung dieser lo-
kalen Verfeinerungen erfolgt nach dem Octree-Verfahren [2].
Abbildung 3.10: Octree, unterteilt in Teilvolumina. Rechts die zugeho¨rige Datenstruk-
tur
Ein Octree ist eine in der computergestu¨tzten Geometrieverarbeitung ha¨ufig genutz-
ter Ansatz zur hierarchischen Gliederung eines dreidimensionalen Datensatzes (analog
zum Binary tree, Quadtree in 1-D oder 2-D). Die Knoten eines Octree sind baumartig
angeordnet. Jeder Knoten kann auf null bis acht untergeordnete Knoten verweisen, die
jeweils ein Achtel des Datensatzes repra¨sentieren, die der Elternknoten umfasst. Um-
gekehrt kann jeder Knoten maximal einen Elternknoten besitzen. Knoten, die keinen
weiteren Verweis auf ein u¨bergeordnetes Element besitzen, werden als Wurzel (,,root”)
bezeichnet. Referenziert ein Knoten keine weiteren untergeordneten Knoten, wird er
als Blatt (,,leave”) bezeichnet.
Im vorliegenden Fall identifiziert ein Knoten des Octrees ein Gitterelement (Abbil-
dung 3.10). In vielen Fa¨llen ist es jedoch schon ausreichend, nur die Bla¨tter des Octree
fu¨r das Gitter zu beru¨cksichtigen. Die untergeordneten Knoten repra¨sentieren damit
ein wu¨rfelfo¨rmiges Teilvolumen des Rechengebietes, dessen Gro¨ße ein Achtel des dem
Eltenknoten zugeordneten Teilvolumens entspricht (Oktant).
Der Ansatz, die geometrische Repra¨sentation einer Octree-Struktur als Rechengitter
fu¨r numerische Stro¨mungsprobleme zu nutzen, ist nicht neu. Es existieren zahlreiche
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Publikationen zu diesem Thema [3,39], die sich ha¨ufig auch mit der zweidimensionalen
Variante, dem Quadtree, befassen. Der Autor erhebt weder Anspruch auf Vollsta¨ndig-
keit der in dieser Arbeit genannten Literaturquellen noch darauf, den besten Ansatz
gewa¨hlt und implementiert zu haben.
3.3.1 Speicherung der Gitterpunkte
Die in dieser Arbeit verwendeten Gitter werden unstrukturiert gespeichert, d.h. es exi-
stiert eine sequentielle Punktliste und eine oder mehrere Elementlisten. Das Gitter ist
nicht abza¨hlbar. Die Lage der Punkte in der Liste gibt im Gegensatz zum strukturierten
(abza¨hlbaren) Fall keine Auskunft u¨ber deren Ortskoordinate und ihre Nachbarschafts-
beziehungen. Da beide jedoch wichtige Informationen zur Differenzenbildung darstellen,













Abbildung 3.12: Unstrukturiertes Rechengitter
Der Variablentyp zur Speicherung eines Punktes des diskretisierten Gebietes hat den
in Abbildung 3.13 dargestellten Aufbau.
Die Zahl der Nachbarschaften ist auf 14 beschra¨nkt, bestehend aus sechs kartesischen
Richtungen und acht Raumdiagonalen, wie sie im Falle des D3Q15-Lattices beno¨tigt
werden (Kapitel 2). Neben der Ortskoordinaten und Nachbarschaftsrichtungen werden
3.3. KARTESISCHE GITTER MIT OCTREE-VERFEINERUNG 49
Attribut Bedeutung
x,y,z Punktkoordinaten
Level Gitter- oder Verfeinerungslevel
Index Index der Randbedingung
Code Punktcodierung
Interpolating Wenn gesetzt, kann ein Wert fu¨r diesen Punkt
nur durch Interpolation ermittelt werden
IdxNeighb[14] Nachbarschaftsindizes
Abbildung 3.13: Punktstruktur CartesianNode
zusa¨tzliche Informationen gespeichert, namentlich der Gitterlevel, ein Randindex und
eine Punktcodierung.
Der Gitter- oder Verfeinerungslevel gibt Auskunft daru¨ber, welcher Verfeinerungsstufe
der Punkt angeho¨rt. Deren genaue Definition wird im na¨chsten Abschnitt gegeben.
Die Punktcodierung bezeichnet die physikalische Bedeutung des Gitterpunktes. Es
kann sich dabei um einen Feldpunkt oder einen Randpunkt handeln. In letzterem Falle
zeigt der Randindex auf eine zusa¨tzliche Informationsstruktur, die weitere Daten wie
die Randnormale oder den Randabstand entha¨lt.
3.3.2 Speicherung der Gitterelemente
Die Elemente des Rechengitters werden analog zu den Punkten sequentiell gespeichert.
Der Unterschied besteht jedoch darin, dass fu¨r jeden Gitterlevel eine separate Element-
liste existiert. Ein Gitterlevel ist dabei allgemein definiert als Teilgebiet des Gitters
mit konstanter Schrittweite δxi mit i = x, y, z. Der Level 0 ist dabei derjenige mit der
gro¨bsten Gitterschrittweite, die Schrittweite δxni eines Levels n betra¨gt die Ha¨lfte des
na¨chstgro¨beren Ortsschrittes δxn−1i = 2 δx
n
i des Levels n − 1 (Abbildung 3.14). Auf-
grund des fu¨r eine Octree-Struktur charakteristischen, hierarchischen Aufbaus muss
jedes Gitterelement eines Levels n > 0 genau ein u¨bergeordnetes (Eltern-) Element
besitzen. Somit ist es mo¨glich, dass sich Elemente u¨berlappen, d.h. mehrere Elemente
durch hierarchische Verfeinerung das gleiche Teilstu¨ck des Rechengebietes bedecken.
Die Datenstruktur eines Gitterelements ist in Abbildung 3.15 dargestellt.
Die Zuordnung eines Gitterpunktes zu einem Verfeinerungslevel geschieht u¨ber die-
jenigen Elemente, welche den Punkt referenzieren. Das Element der ho¨chsten Verfei-
nerungsstufe bestimmt den Level des fraglichen Punktes. Abbildung 3.16 stellt die
Eckpunktnummerierung fu¨r ein einzelnes Gitterelement dar.
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Level 0
Level 1
Abbildung 3.14: 2-D–Gitter mit 2 Verfeinerungslevels
Attribut Bedeutung
NodeIndex[8] Indizes der Eckpunkte
Index Elementnummerierung
Children[8] Acht Kind-Elemente. Nicht besetzte
Eintra¨ge werden mit −1 markiert.
Upper U¨bergeordnetes (Eltern-) Element
Abbildung 3.15: Punktstruktur CartesianElement
3.3.3 Gittererzeugung
Der Algorithmus zur Gittererzeugung beno¨tigt Eingabedaten in Form einer Ober-
fla¨chentriangulierung (siehe Abschnitt 3.2) und Informationen daru¨ber, wo und bis
zu welchem Grade lokale Verfeinerungen in das Gitter eingebracht werden sollen. Das
Verfahren arbeitet in mehreren Schritten, die im folgenden na¨her erla¨utert werden sol-
len.
Die Erzeugung von dreidimensionalen Octree-Gittern zur Stro¨mungsberechnung wurde
bereits in vielen Arbeiten erforscht und weiterentwickelt [3, 7, 39], unter anderem fu¨r
die Implementierung eines Lattice-Boltzmann-Verfahrens. Aus diesem Grunde erfolgt
die Beschreibung der genutzten Verfahren und Vorgehensweisen relativ knapp. Die
wichtigsten Schwierigkeiten und Fehlerquellen bei der praktischen Umsetzung eines
solchen Gittergenerators werden jedoch beschrieben.
a) Uniforme Elementerzeugung
Das durch die Oberfla¨chentriangulierung definierte Gebiet wird zuna¨chst mit einem
uniformen kartesischen Gitter mit der Gitterschrittweite δx0i gefu¨llt (Abbildung 3.17).
Ein kartesisches Element wird erzeugt, wenn zumindest eines seiner Eckpunkte oder








Abbildung 3.16: Element mit Eckpunktnummerierung
mindestens ein Eckpunkt seiner potentiellen Subelemente innerhalb des zu vernetzen-
den Volumens liegt. Nicht im Gebiet liegende Eckpunkte werden bereits in dieser Pha-
se als spa¨tere Randpunkte markiert. Alle in diesem Arbeitsschritt erzeugten Elemente
werden dem Gitterlevel 0 zugeordnet.
Abbildung 3.17: Uniforme Vernetzung eines berandeten Gebietes
Die Entscheidung, ob sich ein Punkt innerhalb oder außerhalb des Gebietes befindet,
wird wie folgt getroffen. Von der fraglichen Punktkoordinate wird eine Halbgerade
in Richtung der positiven x-Achse des Koordinatensystems konstruiert. Anschließend
wird ein Satz von Schnittpunkten dieser Halbgerade mit der Gebietsberandung be-
stimmt. Falls die Anzahl der gefundenen Punkte ungerade ist, liegt der Punkt im
Rechengebiet. Die Berechnung dieser Schnittpunkte ist sehr zeitaufwa¨ndig und zudem
kritisch, wenn die Halbgerade ein Oberfla¨chenelement in einem sehr flachen Winkel
schneidet. Dementsprechend ist der algorithmische Aufwand fu¨r diese Aufgabe nicht
zu unterscha¨tzen. Ein Teil der Schnittpunktberechnung kann dabei eingespart werden,
da ein Großteil der Informationen fu¨r Punkte mit u¨bereinstimmenden y-z-Koordinaten
identisch ist.
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b) Elementverfeinerung
Das im ersten Schritt erzeugte Basisgitter wird im na¨chsten Schritt hierarchisch ver-
feinert. Ein verfeinertes Element besitzt in der Regel acht Subelemente, die dem
na¨chstho¨heren Gitterlevel angeho¨ren (Abbildung 3.18). Falls sich eines dieser Subele-
mente vollsta¨ndig außerhalb des Gebiets befindet, d.h. alle seine Eckpunkte und alle
Eckpunkte seiner Subelemente außerhalb der Triangulierung liegen, so wird das Ele-
ment nicht erzeugt und der Verweis im Elternelement bleibt unbesetzt. Umgekehrt
besitzt jedes Subelement einen Verweis auf das Elternelement.
Die Entscheidung, welche Elemente verfeinert werden, wird vom Benutzer getrof-
fen. Dieser kann beispielsweise definieren, ob ein Gebietsrand verfeinert wird (Abbil-
dung 3.19). Ebenso kann er kugelfo¨rmige Verfeinerungszonen, sog. ,,Spots”, definieren,











Abbildung 3.18: Element mit seinen acht mo¨glichen Subelementen
Die bei der Elementverfeinerung zusa¨tzlich erforderlichen Gitterpunkte werden bei Be-
darf erzeugt und in die Punktliste aufgenommen. Fu¨r aufeinander liegende Element-
ecken werden Punkte gemeinsam genutzt. Das Auffinden bereits erzeugter Punkte ge-
schieht mit Hilfe einer Octree-Suche (Anhang A.1). Fu¨r die Darstellung werden verfei-
nerte Elemente normalerweise ausgeblendet (Abbildung 3.19).
Bei diesem Vorgehen kann ein Element auch dann erzeugt werden, wenn keiner seiner
Eckpunkte innerhalb des Rechengebietes liegt, na¨mlich dann, wenn es verfeinert wird.
Anderenfalls kann es zu Situationen kommen, in denen randnahe Stellen des Rechen-
gebietes nicht vernetzt werden (Abbildung 3.20). Das als fehlend bezeichnete Grob-
gitterelement wu¨rde ohne Verfeinerung nicht erzeugt werden, da alle seine Eckpunkte
außerhalb der Berandung liegen. Wird das erzeugte Randelement jedoch wie dargestellt
verfeinert, so ist es mo¨glich, dass einer der neu eingefu¨gten Punkte im Rechengebiet
liegen (siehe gru¨n markierter Punkt).
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Abbildung 3.19: Gitter mit hierarchischer Randverfeinerung
Mit Hilfe eines rekursiven Vorgehens, bei dem neben den eigentlichen Elementeckpunk-
ten auch alle Eckpunkte seiner mo¨glichen Unterelemente gepru¨ft werden, kann dieses
Problem sofort bei der Elementerzeugung umgangen werden.
c) Gittergla¨ttung
Beim Auftreten von mehr als zwei Gitterlevels muss aus algorithmischen Gru¨nden (sie-
he Abschnitt 3.4) sichergestellt werden, dass alle Elemente nur Nachbarn besitzen, die
entweder demselben Level angeho¨ren oder ho¨chstens im na¨chstfeineren oder na¨chst-
gro¨beren Level liegen. Dieser Prozess wird Gitter- oder Octreebalancierung genannt.
In diesem Zusammenhang werden zwei Elemente dann als benachbart bezeichnet, wenn
entweder zwei ihrer Fla¨chen, zwei Kanten oder zwei Eckpunkte ganz oder teilweise zu-
sammenfallen; der Algorithmus zur Nachbarnbestimmung wird in Anhang A.2 vorge-
stellt. Eine solche unzula¨ssige Situation ist in Abbildung 3.21 fu¨r den zweidimensionalen
Fall dargestellt.
Um die an Gebietsra¨ndern auftretenden Grenzschichten zuverla¨ssig auflo¨sen zu ko¨nnen
und die Formulierung der Randbedingungen zu vereinfachen, wird außerdem gefordert,
dass jedes Randelement (d.h. Element mit mindestens einem Randpunkt) ausschließlich
Nachbarelemente besitzt, die dem gleichen Level angeho¨ren.
Die Gla¨ttung des Gitters ist ein separat durchgefu¨hrter Arbeitsschritt. Vom gro¨bsten
zum feinsten Level werden alle Elemente durchlaufen. Zum aktuell betrachteten Ele-
ment werden die Nachbarn bestimmt. Geho¨rt ein Nachbarelement einem zu groben
Level an, so wird es verfeinert (siehe Punkt b). Diese Prozedur wird solange wieder-
holt, bis keine unzula¨ssige Nachbarschaft mehr gefunden wird (Abbildung 3.22).




Abbildung 3.20: Nicht vernetzte Stelle des Rechengebietes
d) Bestimmung der Randcodierungen
Im letzten Arbeitsschritt werden die Codierungen der bereits erzeugten Randpunk-
te ermittelt. Dieser Vorgang ist algorithmisch aufgrund der Kenntnis des bereits mit
Codierungen versehenen Oberfla¨chengitters relativ einfach, jedoch soll an dieser Stel-
le erwa¨hnt werden, dass hier der gro¨ßte Teil der Rechenzeit bei der Gittererzeugung
verbraucht wird. Der Grund dafu¨r ist, dass fu¨r jede Verbindung eines Randpunktes
ins Rechengebiet ein Schnittpunkt auf der Oberfla¨chentriangulierung berechnet werden
muss. Nur so lassen sich die erforderlichen Informationen, na¨mlich Codierung, Randab-
stand und Normalenvektor bestimmen. Das Rechenzeitverhalten dieses Arbeitsschrittes
gestaltet sich entsprechend aufwa¨ndig.
e) Punktnachbarschaften und Interpolationsra¨nder
Aus den fertig erstellten Punkt- und Elementlisten ko¨nnen die in Abschnitt 3.3.1 be-
schriebenen Punktnachbarschaften relativ leicht bestimmt werden. Auf dieselbe Art
wird auch ermittelt, welchem Verfeinerungslevel ein Punkt angeho¨rt und ob er Teil des
Interpolationsrandes ist.
Ein Punkt geho¨rt dann zum Interpolationsrand, wenn er im Feld liegt und seine Nach-
barschaftsliste nicht vollsta¨ndig besetzt ist. Fu¨r einen solchen Punkt ko¨nnen die ei-
gentlichen Berechnungsvorschriften (z.B. Transportschritt 2.22) in der Regel nicht an-
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Abbildung 3.21: Ungegla¨ttetes Gitter. Beispielhaft sind zwei nicht balancierte Stellen
markiert.
Abbildung 3.22: Gegla¨ttetes Gitter mit drei Verfeinerungsstufen
gewendet werden, sodass die Feldgro¨ßen hier von benachbarten Punkten interpoliert
werden mu¨ssen.
Daru¨ber hinaus existieren Punkte, deren Nachbarn sowohl im eigenen als auch im
angrenzenden Gitterlevel liegen (Abbildung 3.23). Der Gitterlevel eines Punktes wird
dabei von dem feinsten Element festgelegt, das diesen als Eckpunkt entha¨lt.
3.4 Anpassung der LBGK-Methode auf Octree-
Gitter
Die Basisvariante des LBGK-Algorithmus wurde schon in Abschnitt 2.3.5 beschrieben.
Die Berechnungsvorschriften zur lokalen Gitterverfeinerung wurden in Abschnitt 2.5
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Punkte des Interpolationsrandes
Abbildung 3.23: Verfeinerungszone mit Interpolationspunkten und verschiedenen Nach-
barschaften. Regula¨re, vollsta¨ndige Nachbarschaften sind mit gru¨nen Pfeilen angedeu-
tet, gemischte Nachbarschaften blau und unvollsta¨ndige Nachbarschaften rot.
vorgestellt. Die hier erstellte LBGK-Implementierung auf Octree-Gittern bereitete je-
doch einen solchen Zusatzaufwand, dass eine detaillierte Beschreibung an dieser Stelle
gerechtfertigt erscheint. Vornehmlich verursacht werden diese Schwierigkeiten durch die
vielen Fallunterscheidungen an den U¨bergangsbereichen zwischen zwei Verfeinerungs-
stufen.
Aufgrund der im gesamten Gebiet konstanten molekularen Geschwindigkeit ξs =
δxα
δt
verringert sich der Zeitschritt δt in einem verfeinerten Gitterbereich entsprechend dem
Verfeinerungsfaktor m = δxkα/δx
k+1
α . Fu¨r den verwendeten Gittertyp gilt dabei im-
mer m = 2. Ein Zeitschritt auf einem groben Gitter k erfordert daher zwei Schritte
auf dem na¨chstfeineren Gitter k + 1. Daher ist eine rekursive Verarbeitung notwendig
(Algorithmus 2).
Der Kollisionsschritt kann dabei auf allen Feldpunkten ausgefu¨hrt werden, ohne zwi-
schen regula¨ren Feldpunkten und Punkten des Interpolationsrandes (Abschnitt 3.3.3)
unterscheiden zu mu¨ssen. Die in Abschnitt 2.5 vorgestellte Berechnungsvorschrift zur
Umskalierung zwischen verschiedenen Verfeinerungsstufen des Gitters wird im Trans-
portschritt (Algorithmus 3) untergebracht. Aufgrund der hier notwendigerweise auf-
tretenden Fallunterscheidungen ist dieser Schritt bei weitem aufwa¨ndiger als in der
Basisvariante.
Bei der Nutzung der Umskalierungsvorschriften im Transportschritt stehen die beno¨tig-
ten Komponenten der Verteilungsfunktion f bzw. der Postkollisionsverteilung f˜ nicht
direkt an den Nachbarpunkten zur Verfu¨gung, sondern mu¨ssen in der Regel vom zwei-
ten Nachbarn in Richtung j ausgelesen werden. Die gewa¨hlte Implementierung des
Transportschritts setzt ein balanciertes Octree-Gitter voraus (Abschnitt 3.3.3, Punkt
c), damit sich ein Verfeinerungsfaktor von m = 2 und damit ein konstanter Umskalie-
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Algorithmus 2 LBGK-Zeitschritt
Require: Gitterlevel k, beginnend mit dem gro¨bsten Gitter k = 0.
Setzen der Randbedingungen
Fu¨hre aus: Kollisionsschritt (2.21) zur Berechnung der Postkollisionsverteilung f˜
auf allen Punkten des Gitters k
if k < kmax then
Fu¨hre aus: 1. LBGK-Zeitschritt auf Gitter k + 1
Fu¨hre aus: 2. LBGK-Zeitschritt auf Gitter k + 1
end if
Fu¨hre aus: Transportschritt (2.22) zur Berechnung der Verteilungsfunktion f auf
allen regula¨ren Feldpunkten des Gitters k




Require: k - Gitterlevel, P - Menge der Punkte in k, I ⊂ P - Menge der Interpolati-
onspunkte in k, F = P\I - Menge der regula¨ren Feldpunkte
for all Gitterpunkte i ∈ F do
Sei ~ξ0 = ~0. Kopiere f˜0|i nach f0|i.
for all Geschwindigkeitsrichtungen j mit ~ξj 6= ~0 do
Sei j1 diejenigen Geschwindigkeitsrichtung, fu¨r die gilt ~ξj1 = −~ξj
Bestimme den Nachbarpunkt nb in Richtung j
if Level knb = k then
Kopiere f˜j1 |nb nach fj1 |i
else if Level knb = k + 1 then
Kopiere f˜j1|nb nach fj1 |i unter Verwendung der Umskalierungsvorschrift (2.60)
else if Level knb = k − 1 then












Fu¨r den klinischen Einsatz der hier entwickelten Methoden ist es notwendig, eine ge-
schlossene und integrierte Software zu erstellen, die die spezielle Problemstellung der
Nasenstro¨mung abdeckt und die erforderliche Prozesskette in durchga¨ngiger Form zur
Verfu¨gung stellt. Gleichzeitig muss die Software flexibel genug sein, um Erweiterungen
und Vera¨nderungen an den implementierten Modellen vornehmen zu ko¨nnen.
Nicht zuletzt ko¨nnen viele der hier skizzierten Entwicklungen auf andere Problem-
stellungen u¨bertragen werden. Es steht eine leistungsfa¨hige Integrationsplattform zur
Verfu¨gung, die die praktische Anwendbarkeit von Entwicklungen aus dem wissenschaft-
lichen Umfeld fo¨rdern kann.
4.2 Modulares Konzept
Um die verschiedenen Aspekte der Stro¨mungssimulation in der Nase in eine einheitlich
bedienbare Umgebung zu bringen, wurde in dieser Arbeit ein modularer Programmier-
ansatz verfolgt.
Hauptprogramm
Modul 1 Modul 2 Modul 3
Abbildung 4.1: Kommunikationsstruktur der Hauptapplikation mit angebundenen Mo-
dulen. Die Pfeile symbolisieren die Kommunikationswege.
Der Kern dieser Entwicklung ist dabei ein Hauptprogramm, das Basisfunktionalita¨ten
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(z.B. Visualisierung, Mausinteraktion usw.) zur Verfu¨gung stellt [11]. Speziellere Me-
thoden, z.B. Gittergenerierung, Gleichungslo¨ser usw. wurden in Form von Modulen
implementiert. Diese Module kommunizieren sowohl untereinander als auch mit dem
Hauptprogramm mit Hilfe der Schnittstellentechnik CORBA (Abbildung 4.1). Dieser
Ansatz erwies sich als sehr geeignet fu¨r eine ganze Reihe von Problemstellungen im Um-
feld des wissenschaftlich-technischen Rechnens. Aufgrund der umfangreichen Entwick-
lungen auf diesem Gebiet im Rahmen dieser Arbeit ist eine detaillierte Beschreibung
notwendig und fu¨r weitergehende Arbeiten von Interesse.
4.2.1 Schnittstellentechnik
Das Hauptprogramm und die einzelnen Module stellen separat zu kompilierende und
ausfu¨hrbare Programme dar, deren Kommunikation untereinander u¨ber eine definier-
te Schnittstelle erfolgt. Beim objektorientierten Entwurf einer Software ist ein Ansatz
zu bevorzugen, der dem Programmierer gestattet, einzelne Objekte alleine aus der
Kenntnis ihrer Schnittstelle und einer mo¨glichst allgemeingu¨ltigen Referenz heraus an-
zusprechen. Es spielt dabei keine Rolle, wie ein solches Objekt implementiert wird
(z.B. Wahl der Programmiersprache, Aufteilung einer Objekthierarchie auf einen oder
mehrere Prozesse oder Hosts usw.). Eine Software, die die Umsetzung eines solchen
Ansatzes gestattet, wird als Middleware bezeichnet.
Ein weit verbreiteter Industriestandard fu¨r eine solche Middleware ist CORBA [33].
Die in dieser Arbeit genutzte Implementierung des CORBA-Standards ist MICO [37].
Diese Software bietet sowohl die Mo¨glichkeit, eine einheitliche Schnittstellendefinition
vorzunehmen als auch allgemeingu¨ltige Objektreferenzen zu verwenden. Dazu bietet
CORBA die Schnittstellensprache IDL (Interface Definition Language) sowie die IOR
(Interchangeable Object Reference) an.
Die IDL ist eine C++-a¨hnliche Sprache, die die Definition von Klassenschnittstellen er-
laubt. Im Gegensatz zu vollsta¨ndigen objektorientierten Programmiersprachen entha¨lt
IDL jedoch keine Elemente zur Implementierung von Algorithmen. Die Objektimple-
mentierung wird deshalb weiterhin mit einer konventionellen Programmiersprache er-
stellt. CORBA bietet damit eine echte Trennung von Schnittstellendefinition und Im-
plementierung, welche einen Grundgedanken der objektorientierten Programmierung
darstellt. Ein Beispiel fu¨r eine solche Schnittstellendefinition wird in Abbildung 4.2
gegeben.
Das zweite wichtige Element von CORBA ist die IOR. Diese erlaubt die eindeutige
Identifizierung und Referenzierung eines Objektes. In einer konventionellen Program-
miersprache wird diese Aufgabe z.B. von einem Zeiger u¨bernommen. Ist die IOR eines
Objektes bekannt, so ko¨nnen die in der IDL-Datei definierten Methoden mit seiner
Hilfe angesprochen werden, unabha¨ngig davon, wo sich das Objekt befindet (dies kann
im selben Prozess sein, jedoch funktioniert diese Art der Kommunikation auch host-
und sogar netzwerkweit).




void SetFlowIn(in double u_oo,
in double v_oo);
void SetFlowOut(in double p_oo);










Abbildung 4.2: Klassenschnittstelle in IDL (links) und a¨quivalent in C++ (rechts)
Die dazu notwendigen Interprozess- oder Netzwerkoperationen werden automatisch
ausgefu¨hrt und laufen fu¨r den aufrufenden Prozess verborgen ab. Diese Flexibilita¨t
rechtfertigt den Mehraufwand, den eine CORBA-basierte Anwendung sowohl an den
Programmierer als auch an die Rechnerleistung stellt. Fu¨r ohnehin schon recheninten-
sive Anwendungen ist jedoch eine gute Balance no¨tig, nicht zu viele Ressourcen fu¨r den
objektorientierten Ansatz zu verbrauchen.
Als reine Schnittstellentechnik bietet CORBA keine Elemente zur Implementierung von
Algorithmen. Zu diesem Zweck wurde weiterhin u¨berwiegend die Sprache C++ genutzt.
Fu¨r kleine und oft zu a¨ndernde Programme (z.B. Programme zur Menu¨fu¨hrung) ist
jedoch eine interpretierte Sprache sinnvoll. In dieser Arbeit wurde ein eigens dafu¨r
erstellter BASIC-Dialekt verwendet.
4.2.2 Aufbau der Module
Jedes in dieser Arbeit erstellte Modul besteht aus einem Objekt, welches als selbsta¨ndi-
ger Prozess abla¨uft. Die Module kommunizieren untereinander mit Hilfe der oben be-
schriebenen Schnittstellentechnik. Die Koordination und die Interaktion mit dem Be-
nutzer wird von der Basisapplikation u¨bernommen. Es existieren Module fu¨r
• Generierung von Oberfla¨chengittern
• Verarbeitung von DICOM- und STL-Dateien
• Generierung von Volumengittern nach dem Octree-Prinzip
• Lo¨sung der Navier-Stokes-Gleichungen mit Hilfe des LBGK-Verfahrens
• Pre- und Postprocessing.
Dieser Ansatz erlaubt unabha¨ngiges editieren einzelner Module bei gleichzeitiger Erhal-
tung der integralen Benutzeroberfla¨che. Zudem ist die Fehleranfa¨lligkeit einer solchen
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5.1 Temperatur- und Wasserdampftransport
Neben der reinen Luftstro¨mung ist die Simulation des Wa¨rme- und Stofftransports von
besonderem Interesse, da die Klimatisierung der Atemluft eine der Hauptaufgaben der
Nase darstellt. Untersuchungen zeigen, dass die Luft bei moderaten Umweltbedingun-
gen vor Eintritt in die Lunge bereits nahezu auf Ko¨rpertemperatur erwa¨rmt und mit
Wasserdampf gesa¨ttigt wird [23]. Die dazu notwendige Energie sowie der Wassermas-
senstrom mu¨ssen von den Nasenschleimha¨uten aufgebracht werden.
5.1.1 Thermodynamik der Nase
Aus technischer Sicht kann das Stoffgemisch, das durch die Nasenhauptho¨hle stro¨mt, als
feuchte Luft klassifiziert werden. Aufgrund der Bedingungen in der Nasenhauptho¨hle
(P = 1bar, T ≤ 37 ◦C) sind die Abweichungen der Stoffwerte des Gemischs von den
Stoffwerten trockener Luft relativ klein. Zur Begru¨ndung wird folgender Extremfall
betrachtet:
Die Atemluft habe am Naseneintritt eine Temperatur von T = 20 ◦C und sei vo¨llig




sei null. Die Dichte betra¨gt dann ρL(20
◦C) = 1.1892 kg/m3. Im gu¨nstigsten Fall ge-
lingt es der Nase, die Luft bis zum Austritt auf Ko¨rpertemperatur zu erwa¨rmen und
vollsta¨ndig mit Wasser zu sa¨ttigen. In diesem Falle steigt der Wassermassenanteil der
Atemluft auf ψW = 4.006% an. Die Dichte des Gemisches ρMix wird aus den Parti-
aldichten der Reinstoffe Wasserdampf und Luft bei 37 ◦C gebildet, jeweils gewichtet
mit den Massenanteilen ψW und ψL = 1 − ψW . Damit ergibt sich eine Gemischdich-
te von ρMix(37
◦C) = 1.107 kg/m3. Die relative Abweichung zwischen diesen beiden
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Da sich die Gemischdichte im gesamten Feld in diesen relativ engen Grenzen bewegt,
kann sie na¨herungsweise als konstant angesehen werden. Damit ergeben sich keine nen-
nenswerten temperatur- oder gemischbedingten Ru¨ckwirkungen auf die Navier-Stokes-
Gleichung bzw. auf das Geschwindigkeits- und Druckfeld.
5.1.2 Transportgleichungen fu¨r Wa¨rme- und Stofftransport
Im Falle eines inkompressiblen Fluids ist die Energiegleichung von der Kontinuita¨ts-
und Impulsgleichung entkoppelt. Sie la¨ßt sich in einen mechanischen und einen thermi-
schen Anteil aufteilen. Der mechanische Anteil ist linear abha¨ngig vom Impulssatz und















mit der thermischen Energie e = c T , dem Wa¨rmeleitungskoeffizienten λ und der Dis-
sipationsfunktion Φ, die im weiteren Verlauf nicht beru¨cksichtigt und zu null gesetzt
wird. Es ergibt sich eine partielle Differenzialgleichung der Temperatur T , die, wenn



















Der Ausdruck λ/(cρ) wird als Temperaturleitzahl bezeichnet. Analog zur Dichte ρ
werden auch die u¨brigen Transportkoeffizienten λ sowie die spezifische Wa¨rmekapazita¨t
c als konstant angenommen.
Zur Beru¨cksichtigung des Stofftransports wird das Fick’sche Gesetz genutzt. Die Trans-




























Der Diffusionskoeffizient DAB kann im Falle des vorliegenden Gemisches relativ leicht
ermittelt werden, entweder durch Entnahme aus einem Tabellenwerk oder Nutzung
einer Korrelationsformel fu¨r ein bina¨res Gasgemisch [36].
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5.1.3 Diskretisierung
Bedingt durch die formale A¨hnlichkeit der Transportgleichungen (5.1) bis (5.3)
ko¨nnen einheitliche Diskretisierungsmethoden angewendet werden. Die Formeln
fu¨r Temperatur- und Stofftransport entsprechen dem Typ der Konvektions-














aufweisen. Die konvektiven Anteile wurden sofort auf die linke, die diffusiven auf die
rechte Seite der Gleichung sortiert. Die Ortsableitungen ∂ϕ/∂xα und ∂/∂xα (∂ϕ/∂xα)










ϕ(~x+ ~δxα) + ϕ(~x− ~δxα)− 2ϕ(~x)
δx2α
+O(δx2α).
Zur Zeitintegration wird ein 3-Schritt Runge-Kutta–Schema verwendet:
ϕ(0) = ϕn
ϕ(1) = ϕn − α1∆t Res(ϕ(0))
ϕ(2) = ϕn − α2∆t Res(ϕ(1))
ϕ(3) = ϕn − α3∆t Res(ϕ(2))
ϕn+1 = ϕ(3),
















, 1 ergibt sich eine Genau-
igkeit von O(δt2) in der Zeit.
Fu¨r die Gro¨ßenabscha¨tzung der einzelnen Terme wird die Gleichung (5.4) zuna¨chst mit
Hilfe der Definitionen




normiert, wobei die dimensionsbehafteten Variablen zur besseren Unterscheidung mit
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Analog zur Reynolds-Zahl ist sie ein Maß fu¨r das Verha¨ltnis des konvektiven zum
diffusiven Transport und bestimmt damit die Gro¨ßenordnung der diffusiven Terme in
Gleichung (5.4).
Um die physikalisch bedingte Diffusion bei großer Peclet-Zahl ausreichend in der Si-
mulation zu beru¨cksichtigen, muss die durch den Diskretisierungsfehler eingebrachte,
numerische Diffusion oder numerische Viskosita¨t vergleichsweise klein bleiben. Diese
numerische Viskosita¨t ha¨ngt von der Feinheit des Rechengitters ab.
Im Falle einer reinen Gasstro¨mung bewegt sich die Peclet-Zahl sowohl fu¨r den Wa¨rme-
als auch fu¨r den Stofftransport im Bereich der Reynolds-Zahl, da
PeWa¨rmetransport = RePr und PeStofftransport = ReSc.
In Gasen gilt fu¨r die Prandtl-Zahl Pr und die Schmidt-Zahl Sc jedoch
Pr < 1 und Sc < 1,
sodass ein Rechengitter, das fu¨r die Lo¨sung der Navier-Stokes-Gleichungen ausreichend
genau bleibt, in diesem Falle auch fu¨r die Lo¨sung der Gleichungen fu¨r Wa¨rme- und
Stoffu¨bertragung geeignet ist.
5.1.4 Randbedingungen
Die Randbedingungen fu¨r die partiellen Differenzialgleichungen des Wa¨rme- und Stoff-
transport bestimmen maßgeblich das simulierte Problem. Leider ist es im Falle von
physiologischen Ra¨ndern wie der Nasenschleimhaut nicht mo¨glich, eine genaue Ge-
setzma¨ßigkeit ohne parallel stattfindende Versuche am lebenden Patienten anzugeben.
Die in diesem Abschnitt vorgestellten Modellannahmen sind daher nur sehr grobe
Abscha¨tzungen fu¨r die Prozesse an der Nasenwand. Zudem wurde nur der stationa¨re
Einatemvorgang betrachtet.
Fu¨r die Temperatur wurden Dirichlet’sche Randbedingungen an Eintritt und an der
Nasenwand angenommen, d.h.
T |Eintritt = T1
T |Wand = 37◦C.
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Der Wa¨rmestrom u¨ber die Nasenwand ist damit im Allgemeinen ungleich null, sodass
fu¨r T1 < 37
◦C eine Aufheizung der Atemluft modelliert wird. Am Austritt wird T
extrapoliert.
Die Randbedingungen fu¨r den Wasserdampfanteil in der Atemluft wurde ebenfalls u¨ber
Dirichlet’sche Randbedingungen modelliert:
ψL|Eintritt = ψL,1 ψW |Eintritt = ψW,1
ψL|Wand = 0.959940 ψW |Wand = 0.040060
Die Wandwerte fu¨r ψ entsprechen den Massenbru¨chen fu¨r vollsta¨ndig gesa¨ttigte Luft
(ϕ = 100%) bei einer Temperatur von 37◦C und Normaldruck. Es wird also angenom-
men, dass die Nasenschleimhaut die eintretende Atemluft in unmittelbarer Wandna¨he
auf Ko¨rpertemperatur aufwa¨rmen und vollsta¨ndig mit Wasser sa¨ttigen kann. Die dar-
aus resultierenden Berechnungsergebnisse sowie eine globale Massen- und Energiebilanz
werden in [12] und im Ergebnisteil dieser Arbeit (Kapitel 6) vorgestellt.
5.2 Partikeltransport
Neben der Klimatisierung muss die Nase zusa¨tzlich die Atemluft filtern, d.h. mit dem
Luftstrom mitgefu¨hrte Partikel abscheiden. Bei diesen Partikeln kann es sich sowohl
um Feststoffe (z.B. Staub) als auch um zersta¨ubte Flu¨ssigkeitstro¨pfchen (Aerosole)
handeln.
5.2.1 Modellierung der Partikelphase
In verschiedenen Literaturquellen [15] werden Partikel als Kontinuum mit eigensta¨ndi-
ger Transportgleichung modelliert. Diese ist prinzipiell vom Typ Konvektions-
Diffusionsgleichung (5.4), kann jedoch zusa¨tzliche Quellterme beinhalten, die die In-
teraktion von Partikeln untereinander modellieren. Analog zur kinetischen Gastheorie
sind auch Verteilungsfunktionen fu¨r Partikel vorstellbar und werden in der Praxis ge-
nutzt.
In dieser Arbeit werden Partikel jedoch mit Hilfe eines Lagrange-Ansatzes nach [8,26]
modelliert. Hierzu wird jedes Partikel als Kugel betrachtet, die sich durch das durch-
stro¨mte Integrationsgebiet bewegt und verschiedenen Kra¨ften unterliegt. Diese Art der
Modellierung ist besonders geeignet fu¨r große Partikel (ab 1µm Durchmesser) in relativ
geringen Konzentrationen, bei denen ein Kontinuumsansatz nicht mehr gerechtfertigt
erscheint. Die auf das Partikel wirkenden Kra¨fte ko¨nnen je nach Problemstellung indi-
viduell modelliert werden. Die Ru¨ckwirkung auf das Fluid wird vernachla¨ssigt.
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Abbildung 5.1: Partikel mit Geschwindigkeit ~vp und Masse mp
Spha¨rische oder kugelfo¨rmige Partikel ko¨nnen als Punktmassen modelliert werden (Ab-
bildung 5.1). Fu¨r sie gilt selbstversta¨ndlich der Impulssatz, d.h. das Produkt aus Par-
tikelmasse mp und Partikelbeschleunigung
∂ ~vp
∂t









Um ein Partikel durch das Integrationsgebiet verfolgen zu ko¨nnen, muss seine Orts-
koordinate ebenfalls gespeichert und mit jedem Zeitschritt ggf. neu berechnet werden.




Beide Gleichungen werden fu¨r jedes Partikel separat ausgewertet und werden als
Langevin-Gleichungen bezeichnet.
5.2.3 Kra¨fte am Partikel
Die auf ein Einzelpartikel wirkenden Kra¨fte entstehen durch sehr unterschiedliche phy-
sikalische Effekte. Sehr kleine Partikel, sogenannte Nanopartikel (dp ∼ O(1 · 10−9m))
unterliegen u.a. der Brown’schen Bewegung, hervorgerufen durch Kollision mit Mo-
leku¨len aus der umgebenden Gasphase.
Hohe Temperaturen und große Temperaturgradienten verursachen die sogenannten
thermophoretischen Kra¨fte, durch die ein Partikel entgegen des Temperaturgradien-
ten beschleunigt wird.
Außerdem unterliegen Partikel in Wandna¨he den Van-der-Waals-Kra¨ften. Diese be-
schleunigen das Partikel in Richtung Wand.
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Die beiden fu¨r die vorliegende Problemstellung der Nasenstro¨mung wichtigsten Kra¨fte
sind zum einem die Widerstandskraft eines Partikels in der umgebenden Stro¨mung.




cW,p ρ0Ap (~u− ~vp) · |~u− ~vp| (5.7)
gewa¨hlt; cW,p bezeichnet den Widerstandsbeiwert, Ap die Projektionsfla¨che des Parti-
kels. Die Dichte des umgebenden Fluids wird als ρ0, seine lokale Geschwindigkeit an
der Stelle ~xp als ~u bezeichnet. Der Ansatz vernachla¨ssigt demnach die Ausdehnung des
Partikels.
Der Widerstandsbeiwert cW,p wird mit Hilfe des Stokes-Ansatz fu¨r kriechende Stro¨mun-









(1 + 0.15 · Rep0.687) fu¨r 0.01 ≤ Rep < 1000
0.44 Rep ≥ 1000.





Neben der Widerstandskraft hat zum anderen die Gravitation maßgeblichen Einfluss
auf die Partikelbewegung. Diese lautet
~FG = mp ~g = ρp
π
6
d 3p ~g. (5.8)
Hierbei ist ρp die Dichte des Partikelmaterials.
Die zu Beginn dieses Abschnitts aufgeza¨hlten Kra¨fte sind fu¨r die vorliegende Problem-
stellung nicht relevant, da ihr Einfluss bei den betrachteten Partikelgro¨ßen (1·10−6m ≤
dp ≤ 15 · 10−6m) und unter normalen Umweltbedingungen verschwindend gering ist.
In [25] werden auch diese Kra¨fte modelliert.
Trotz dieser Beschra¨nkung ha¨ngen die berechneten Partikeltrajektorien und damit die
Filterfunktionalita¨t der Nasenhauptho¨hle von einer Vielzahl von Parametern ab. Zur












Neben den bereits bekannten Gro¨ßen wie Partikeldichte und -durchmesser sind darin
eine charakteristische makroskopische La¨nge der durchstro¨mten Konfiguration, z.B.
der Querschnittssdurchmesser df , sowie die Reynolds-Zahl der Stro¨mung Re = f(df)
enthalten.
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5.2.4 Diskretisierung und Verfolgung der Partikeltrajektorien
Die Kra¨fte der Stro¨mung auf ein Partikel ha¨ngen von der Stro¨mungsgeschwindigkeit
an der Ortskoordinate des Partikel ~xp ab. Diese Ortskoordinate a¨ndert sich mit der
Zeit, sodass die Stro¨mungsgro¨ßen je nach neuer Lage des Partikels neu bestimmt wer-
den mu¨ssen. Die Verfolgung einer Partikeltrajektorie mit zu jedem Zeitschritt neu zu
berechnender Geschwindigkeiten stellt auf unstrukturiert gespeicherten Gittern ein er-
hebliches Problem dar, da die Ortskoordinate allein keinen direkten Ru¨ckschluss auf
die lokale Punktadresse erlaubt. Aus diesem Grund ist es notwendig, dass jedes Partikel
sein umgebendes Element abspeichert.
Zur Bestimmung der lokalen Stro¨mungsgeschwindigkeit am Partikel werden die Eck-
punkte des nunmehr bekannten Elements herangezogen. Die dort mit Hilfe der Vertei-
lungsfunktion f ermittelten Geschwindigkeiten werden trilinear interpoliert. Anschlie-
ßend wird das betreffende Partikel unter Anwendung der Gleichungen (5.5) und (5.6)
bewegt. Die Berechnung der einzelnen Kra¨fte erfolgt mit Hilfe der Vorschriften aus dem
voranstehenden Abschnitt.
Bewegt sich ein Partikel aus dem umgebenden Element heraus, so muss bestimmt
werden, ob und in welchem Nachbarelement das Partikel zu liegen kommt. Nachbarele-
mente werden innerhalb eines Octree-Gitters mit Hilfe des in Anhang A.2 vorgestellten
Algorithmus bestimmt. Voraussetzung ist, dass sich ein Partikel maximal mit der durch
die Gitter- und die Zeitschrittweite gegebene numerische Geschwindigkeit ~vp,max =
δx
δtp
bewegt, d.h. die CFL-Bedingung vp,max · δtpδx ≤ 1 erfu¨llt ist. Der Zeitschritt δtp bezieht
sich dabei auf das numerische Verfahren zur Lo¨sung der gewo¨hnlichen Differenzialglei-
chung der Partikeltrajektorie (5.5) und (5.6).



























Die einzige in diesem gekoppelten System verbleibende, unbekannte Gro¨ße ist der Term
d~vp
dt
, der mit Hilfe der Gleichung (5.5) und der fu¨r das jeweilige Modell beno¨tigten Kra¨fte
berechnet wird.
Es bleibt anzumerken, dass die Diskretisierung (5.10) von der Fehlerordnung O(δt2p)
und (5.12) von Fehlerordnung O(δtp) ist. Diese Einschra¨nkung kann jedoch mit einem
entsprechend klein gewa¨hlten δtp ausgeglichen werden.
An Gebietsra¨ndern kann kein neues umgebendes Element fu¨r ein Partikel ermittelt




6.1 Validierung des LBGK-Algorithmus
Es wurden verschiedene Problemfa¨lle berechnet, um die LBGK-Methode zu validieren.
Die erzielten Ergebnisse wurden teilweise mit analytischen Lo¨sungen der Navier-Stokes-
Gleichungen verglichen, teilweise mit Testproblemen aus der Literatur. Im Zusammen-
hang mit inkompressiblen, laminaren Stro¨mungen ist hier vor allem [41] zu nennen.
6.1.1 Laminar durchstro¨mtes Rohr
Als ersten Testfall wurde ein laminar durchstro¨mtes Rohr betrachtet. Fu¨r diesen spezi-
ellen Fall kann der Druckverlust ∆P zwischen Ein- und Austritt analytisch berechnet
und mit dem numerischen Ergebnis verglichen werden. Die Abmessungen des Rohres
sind in Abbildung 6.1 dargestellt, die Randbedingungen sowie Stoffdaten in Tabelle 6.1.
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Abbildung 6.1: Rohrabmessungen in mm
Das Rohr wird von einer Schichtenstro¨mung mit parabelfo¨rmiger Geschwindigkeitsver-
teilung durchstro¨mt (Abbildung 6.2). Der Druckverlust kann anhand der Navier-Stokes-
Gleichungen in Zylinderkoordinaten berechnet werden. Aufgrund der vorausgesetzten
Rotationssymmetrie verschwinden alle Komponenten in ϕ-Richtung ( ∂
∂ϕ
= 0). Zudem
seien alle Geschwindigkeiten in Richtung ϕ und r identisch null, d.h. uϕ ≡ 0 und ur ≡ 0.
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Bezeichnung Formelsymbol Wert
Dichte ρ 1.2 kg/m3
Kinematische Viskosita¨t ν 0.001m2/s
Mittlere Einstro¨mgeschwindigkeit u¯ 2.5m/s
Einstro¨mprofil u(r) parabelfo¨rmig
Wandgeschwindigkeiten ~uWand ~0m/s
Tabelle 6.1: Stoffdaten und Randbedingungen fu¨r Rohrstro¨mung

























Einsetzen in den Impulssatz und zweimalige Integration u¨ber den Rohrradius liefert
die folgende Beziehung fu¨r den Druckabfall:
∆P =
8 u¯ l ν ρ
R2
. (6.1)






Abbildung 6.2: Laminare Stro¨mung durch ein Kreisrohr
Um den LBGK-Algorithmus zu validieren, muss der numerisch gewonnene Druckver-
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lust mit dem analytisch zu ermittelnden Verlust u¨bereinstimmen. Dazu wird der Druck
u¨ber zwei Querschnitte des Rechengitters gemittelt und die Differenz gebildet. Diese
Querschnitte wurden bei z = 10mm und z = 90mm platziert. Der analytische Druck-
verlust ergibt sich damit zu
∆Panalytisch = 76.8Pa.
Der numerisch ermittelte Druckverlust betra¨gt
∆Pnumerisch = 77.26Pa.
Die relative Abweichung betra¨gt 0.5959%.
Es bleibt anzumerken, dass das Rechengitter fu¨r dieses relativ einfache Validierungs-
beispiel sehr groß ist (562495 Gitterpunkte). Die Gru¨nde dafu¨r sind:
• Die Geometrie weist ein relativ großes Verha¨ltnis l/R = 20 auf. Da fu¨r ein gutes
Ergebnis vorwiegend die Gradienten in r-Richtung ausreichend genau aufgelo¨st
werden mu¨ssen, darf die Zahl der Punkte in diese Richtung einen bestimmten
Wert nicht unterschreiten. Aufgrund des isotropen Aufbaus der Gitter ist damit
auch die Zahl der Punkte in La¨ngsrichtung entsprechend hoch.
• Das Rechengitter ist dreidimensional. Da der beschriebene LBGK-Algorithmus
die Navier-Stokes-Gleichungen in kartesischen Raumrichtungen x, y, z appro-
ximiert statt in fu¨r dieses Problem wesentlich gu¨nstigeren Zylinderkoordinaten,
kann nicht auf ein zweidimensionales Verfahren zuru¨ckgegriffen werden.
• Aufgrund des kartesisch-a¨quidistanten Rechengitters ist eine relativ hohe Punkt-
zahl erforderlich, um die kreisfo¨rmige Querschnittsgeometrie ausreichend genau
aufzulo¨sen.
Fazit: Das LBGK-Verfahren liefert fu¨r laminar durchstro¨mte Konfigurationen bei mo-
deraten Reynoldszahlen einen recht genauen Wert fu¨r den integralen Druckverlust.
6.1.2 Laminare Zylinderumstro¨mung
Die laminare Umstro¨mung eines Rechtecks- bzw. Kreiszylinders in einem Kanal
geho¨rt zu den Standardtestfa¨llen fu¨r inkompressible Stro¨mungslo¨ser wie dem LBGK-
Verfahren. Der Grund dafu¨r ist einerseits die Verfu¨gbarkeit von guten Vergleichsdaten
als auch die relativ anspruchsvolle Problemstellung, die viele verschiedene physikalische
Pha¨nomene hervorbringt. In [41] sind verschiedene Varianten der Zylinderumstro¨mung
dokumentiert. Die Problemstellung ist exakt umschrieben und es liegen Berechnungs-
ergebnisse von zahlreichen Forschungsgruppen vor, die mit verschiedensten Verfahren
erzielt wurden. In dieser Arbeit wurden einige Testfa¨lle aufgegriffen, um die LBGK-
Methode bzw. ihre Implementierung zu validieren.
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Es wurden nur die dreidimensionalen Konfigurationen beru¨cksichtigt. Die durchstro¨mte
Geometrie existiert dabei in zwei Varianten (Abbildung 6.3). Der Zylinder wird dabei
jeweils von links durch die dem Betrachter zugewandten quadratischen Fla¨che der Kan-
tenla¨nge H = 0.41m angestro¨mt. Das Einstro¨mprofil ist parabolisch. Die Reynoldszahl
wird mit Hilfe der mittleren Einstro¨mgeschwindigkeit u¯ sowie dem Zylinderdurchmesser





















Abbildung 6.3: Geometrievarianten des durchstro¨mten Kanals mit Kreiszylinder (links)
oder Rechteckszylinder (rechts)
Die Validierungsrechnung gliedert sich in folgende zu berechnende Konfigurationen:
D3-Z1: Kreiszylinder mit Re = 20
D3-Q1: Rechteckszylinder mit Re = 20
D3-Z2: Kreiszylinder mit Re = 100
D3-Q2: Rechteckszylinder mit Re = 100
Weitere Parameter sind der Tabelle 6.2 zu entnehmen.
Zu berechnen sind dabei die folgenden Gro¨ßen:







• Druckdifferenz ∆P an den zentralen vorderen und hinteren Staupunkten des
Zylinders
• Fu¨r Re = 100: Strouhalzahl Sr = D f
u¯
mit Ablo¨sefrequenz f
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Bezeichung Formelsymbol Wert
Dichte ρ 1 kg/m3
Kinematische Viskosita¨t ν 0.001m2/s
Zylinderdurchmesser D 0.1 m
Zylinderla¨nge/Kantenla¨nge Einstro¨mfla¨che H 0.41 m
Mittlere Einstro¨mgeschwindigkeit u¯ 0.2 / 1 m/s
Einstro¨mprofil u(y, z) 36 u¯yz(H − y)(H − z)/H4
Wandgeschwindigkeiten ~uWand ~0m/s
Reynoldszahl Re 20 / 100
Punktzahl D3Z1/2 nP,Z 1024930
Punktzahl D3Q1/2 nP,Q 1019428
Tabelle 6.2: Stoffdaten und Randbedingungen fu¨r die Zylinderumstro¨mung
Abbildung 6.4 zeigt einen Schnitt durch eines der verwendeten Rechengitter. Die eben-
falls dargestellten Isolinien der La¨ngsgeschwindigkeit zeigen daru¨ber hinaus, dass der
U¨bergang zwischen zwei Gitterlevels relativ glatt bleibt.
Abbildung 6.4: Schnitt durch ein Rechengitter im Bereich des Zylinders
Die Ergebnisse fu¨r die Fa¨lle D3Z1 und D3Q1 sind in Tabelle 6.3 und 6.4 angegeben.
Die Abbildungen 6.5 und 6.6 stellen die La¨ngskomponente des Geschwindigkeitsfeldes
in Form eines Isoplots dar.
Die Berechnung der Auftriebs- und Widerstandsbeiwerte cA und cW gestaltete sich
schwierig. Die Ursache dafu¨r lag im verwendeten Gittertyp. Da die kartesischen
Gitter im Allgemeinen nicht randkonform zu erzeugen sind, ist insbesondere die
Berechnung der Wandschubspannungen selbst beim Einsatz von Boundary-Fitting–
Randbedingungen unsicher.
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Vergleichsgro¨ße Berechnung Referenzwerte
cW 6.27 6.05 - 6.25
cA 0.14 0.008 - 0.01
∆P 0.16512Pa 0.165 - 0.175Pa
Tabelle 6.3: Ergebnisse fu¨r D3Z1
Vergleichsgro¨ße Berechnung Referenzwerte
cW 7.5836 7.5 - 7.7
cA 0.8692 0.06 - 0.08
∆P 0.17168Pa 0.172 - 0.18Pa
Tabelle 6.4: Ergebnisse fu¨r D3Q1
Die Konfigurationen D3Z1 und D3Q1 liefern als Ergebnis eine stationa¨re Stro¨mung. Im
Gegensatz dazu sind die Konfigurationen D3Z2 und D3Q2 instationa¨r. Der Grund ist
die erho¨hte Einstro¨mgeschwindigkeit. Die sich hinter dem Zylinder ausbildende Scher-
schicht wird instabil. Daher reicht eine kleine Sto¨rung in Form der leichten Asymmetrie
der Geometrie, um eine instationa¨re, periodische Ablo¨sung stromabwa¨rts hinter dem
Zylinder auszubilden. Diese periodische Ablo¨sung wird als Karmann’sche Wirbelstraße
bezeichnet (Abbildung 6.7). Aus diesem Grunde stellen die Konfigurationen D3Z2 und
D3Q2 zusa¨tzliche Anforderungen an die Zeitgenauigkeit des eingesetzten Lo¨sungsver-
fahrens. Die zu ermittelnde Ablo¨sefrequenz f und die daraus folgende Strouhalzahl Sr
werden mit Referenzwerten aus [41] verglichen (Tabelle 6.5). Die gute U¨bereinstim-
mung mit den Referenzwerten besta¨tigt die Zeitgenauigkeit der LBGK-Methode.
Vergleichsgro¨ße Berechnung Referenzwerte
SrD3Z1 0.31621 0.29 - 0.35
SrD3Q1 0.29326 0.28 - 0.35
Tabelle 6.5: Ergebnisse fu¨r periodische Testfa¨lle D3Z2 und D3Q2
6.2 Validierung des Partikeltransports
Das in dieser Arbeit verwendete Partikelmodell wurde in wesentlichen Teilen aus [25]
u¨bernommen. Lediglich die Verfolgung der Partikel durch das Rechengitter und damit
die Ermittlung der Stro¨mungsgro¨ßen in Partikelna¨he mussten auf den hier genutzten
Gittertyp angepasst werden. Aus diesem Grunde kann auf eine Validierung des Modells
in dieser Arbeit verzichtet werden.
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Abbildung 6.5: La¨ngsgeschwindigkeit [m/s] fu¨r D3Z1 als Isofla¨chen
Abbildung 6.6: La¨ngsgeschwindigkeit [m/s] fu¨r D3Q1 als Isofla¨chen
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Abbildung 6.7: La¨ngsgeschwindigkeit [m/s] fu¨r D3Q2 als Isofla¨chen. Bei dieser Konfi-
guration entstehen periodische Ablo¨sungen hinter dem Zylinder.
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6.3 Validierung des Temperatur- und Wasser-
dampftransports
Zur Validierung des Transportmodells fu¨r Wa¨rme- und Stoffu¨bertragung in der Nase
wurde die analytische Lo¨sung der zweidimensionalen laminaren Grenzschichtgleichun-
gen herangezogen. Die Platte ist beheizt bzw. gibt Wasserdampf an die daru¨ber hinweg
stro¨mende Luft ab. Die analytische Lo¨sung dieses Problems ist angelehnt an [1] und
wird mit den erzielten numerischen Ergebnissen verglichen.
Der Wa¨rmeu¨bergang wurde anhand der Nusselt-Zahl Nu und im Falle des Stoffu¨ber-
gangs anhand der Sherwood-Zahl Sh verglichen. Beide sind Funktionen der Laufla¨nge
x der Plattengrenzschicht. Die Dicke der Stro¨mungsgrenzschicht ergibt sich in der ana-






mit der von der Laufla¨nge abha¨ngenden Reynolds-Zahl Rex =
u∞ x
ν
. Die Dicke der





Der Wa¨rmeu¨bergangskoeffizient kann mit Hilfe der Wa¨rmeleitfa¨higkeit λ und der
Grenzschichtdicke δT berechnet werden als
α = −λ ∂T/∂y











Sie ist ein Maß fu¨r das Verha¨ltnis von konvektivem zu diffusivem Wa¨rmetransport.
Durch Einsetzen der Beziehungen (6.2) und (6.3) ergibt sich fu¨r die Nusselt-Zahl die
folgende analytische Lo¨sung:
Nu = 0.331Re1/2x Pr
1/3.
Die Nusselt-Zahl kann mit Hilfe der Gleichung (6.3) ebenfalls numerisch bestimmt
werden.
Die analytische Behandlung der Stoffu¨bertragung fu¨r die laminare Plattengrenzschicht
erfolgt analog zur Wa¨rmeu¨bertragung. Fu¨r den Stoffu¨bergangskoeffizienten β gilt ana-
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log zu (6.3) die Beziehung
β = −D ∂ψ/∂y





fu¨r einen Massenbruch ψ, dem Diffusionskoeffizienten D und der Dicke δc der Kon-
zentrationsgrenzschicht. Die Sherwood-Zahl Sh ist das Maß fu¨r das Verha¨ltnis von





Die analytische Lo¨sung der Gleichungen fu¨r die Konzentrationsgrenzschicht fu¨hrt damit
auf die Beziehung
Sh = 0.331Re1/2x Sc
1/3
mit der Schmidt-Zahl Sc.
Die Abbildungen 6.8 und 6.9 stellen die Verla¨ufe fu¨r die Nusselt-Zahl Nu und die
Sherwood-Zahl Sh sowohl fu¨r die analytische als auch die numerische Lo¨sung dar. Die
numerischen Berechnungen wurden mit dem LBGK-Verfahren und dem in Abschnitt
5.1 vorgestellten Differenzenverfahren durchgefu¨hrt. Die Ergebnisse zeigen eine gute
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Nusselt-Zahl(numerisch)
Nusselt-Zahl(analytisch)
Abbildung 6.8: Verlauf der Nusselt-Zahl u¨ber die Laufla¨nge einer Plattengrenzschicht,
Vergleich analytische und numerische Berechnung. Die Platte beginnt bei der dimen-
sionslosen Koordinate x = 0.1.
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Sherwood-Zahl(numerisch)
Sherwood-Zahl(analytisch)
Abbildung 6.9: Verlauf der Sherwood-Zahl u¨ber die Laufla¨nge einer Plattengrenzschicht
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Kapitel 7
Stro¨mung durch ein Nasenmodell
7.1 Stro¨mung durch ein Nasenmodell
Die in dieser Arbeit behandelte Problemstellung ist die einer Stro¨mung durch ein Mo-
dell der Nasenhauptho¨hle. Ziel ist es, die erarbeiteten Methoden und Transportmodelle
an einer realistischen Stro¨mungskonfiguration zu testen. Die Geometrie fand bereits
Verwendung in [22] und [35] und kann sowohl zur Validierung durch Vergleich mit
einer experimentellen Untersuchung als auch mit einem alternativen numerischen Ver-
fahren (Kompressibler Navier-Stokes-Lo¨ser mit Finite-Volumen Diskretisierung, FVM)
dienen. Die dabei erzielten Ergebnisse werden in [14] vorgestellt. Im na¨chsten Schritt
sollen diese Methoden auf echte Nasengeometrien u¨bertragen werden.
Die Stro¨mung durch das Nasenmodell ist komplex, da die Geometrie nicht trivial ist
und die auftretenden Stro¨mungsgeschwindigkeiten bzw. die Reynoldszahl fu¨r eine la-
minares, inkompressibles Lo¨sungsverfahren relativ groß sind. Im Falle des stationa¨ren
Einatmens wurde beispielsweise eine Reynoldszahl von Re = 1000 angesetzt, bezogen
auf die halsseitige Rohrgeometrie. In technischen Rohrstro¨mungen gilt als Richtwert
fu¨r das Erscheinen von ersten turbulenten Effekten ein Wert von Re = 2300. Dieser ist
jedoch stark abha¨ngig von den Randbedingungen, z.B. dem Einstro¨mprofil, sowie von
sto¨renden Einflu¨ssen der Geometrie (z.B. rauhe Wa¨nde, Ablo¨segebiete). Da in der vor-
liegenden Konfiguration ausschließlich laminare Einstro¨mprofile Verwendung finden,
sind turbulente Effekte hier nicht zu erwarten. Realistischere Konfigurationen, insbe-
sondere bei ho¨heren Reynoldszahlen, bringen jedoch mo¨glicherweise turbulente Effekte
hervor (Transition). Zusa¨tzlich erschwerend vor allem fu¨r das angewendete LBGK-
Verfahren mit seinen kartesischen Gittern fallen die zahlreichen Querschnittsverengun-
gen und die damit verbundene konvektive Beschleunigung der Stro¨mung ins Gewicht.
An solchen Stellen treten große Geschwindigkeitsgradienten auf, fu¨r deren Auflo¨sung
anisotrope Gitterelemente am gu¨nstigsten sind.
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7.2 Geometrie und Rechengitter
Aufgrund von Symmetrieeigenschaften wird die Nasenhauptho¨hle im ersten Ansatz als
Halbmodell ausgefu¨hrt. Als Symmetrieebene dient dabei die Nasenscheidewand. Abbil-
dung 7.1 zeigt dieses Halbmodell von Vorder- und Ru¨ckseite. Sowohl Naseneintritt als
auch der U¨bergang zur Luftro¨hre wurden wie im Experiment mit Hilfe von Kreisroh-
ren ku¨nstlich verla¨ngert. Dadurch kann der Eintrittsvolumenstrom sowohl beim Ein-
als auch beim Ausatmen als Parabelprofil vorgeschrieben werden. Die Nasenmuscheln
und die im Bereich des Eintritts liegende Nasenklappe wurden nachmodelliert.
Das Modell wurde mit Hilfe eines Computertomographen digitalisiert und in ein Ober-
fla¨chenmodell u¨berfu¨hrt. Davon ausgehend kann nach Kapitel 3 ein Volumengitter ge-
neriert werden. In [22] wurde dagegen ein blockstrukturiertes Volumengitter erzeugt.
Das endgu¨ltige und fu¨r alle nachfolgend beschriebenen Konfigurationen funktionsfa¨hi-
ge LBGK-Gitter umfasst etwa 4.7Mio. Punkte und wurde zur Parallelisierung in 16
Einzelgebiete zerlegt.
7.3 Stationa¨res Ein- und Ausatmen
Der Vergleich der beiden numerischen Verfahren erfolgt vereinfacht anhand der stati-
ona¨ren Ein- und Ausatemprozesse, obwohl der Atemvorgang normalerweise alles andere
als stationa¨r ist. Die Atemfrequenz und die daraus folgende Strouhalzahl werden jedoch
als klein angenommen, um einen quasistationa¨ren Ansatz zu rechtfertigen.
Die Randbedingungen fu¨r beide Konfigurationen sind in Tabelle 7.1 aufgelistet. Die
Reynoldszahlen sind dabei einheitlich auf die Gro¨ßen am halsseitigen Rand bezogen.
Die angegebenen Geschwindigkeiten sind jeweils u¨ber den Rohrquerschnitt gemittelt.
Die Reynolszahl und damit der Volumenstrom wurde beim Ausatemvorgang kleiner
gewa¨hlt als beim Einatmen, analog zum natu¨rlichen menschlichen Atemzyklus.
Die beiden Methoden wurden anhand von ausgewa¨hlten Geschwindigkeitsprofilen sowie







Dabei bezeichnet ∆Pt den Totaldruckverlust zwischen Eintritts- und Austrittsquer-
schnitt und uein die mittlere Geschwindigkeit am jeweiligen Eintritt. Tabelle 7.2 zeigt
die dabei erzielten Werte. Der Vergleich dieser Ergebnisse zeigt die gute U¨bereinstim-
mung der beiden Methoden. Es wurden daru¨ber hinaus die statischen Druckverluste
∆P zwischen den beiden Querschnitten in die Tabelle aufgenommen.
Die Stro¨mungsgeschwindigkeiten in ausgewa¨hlten Querschnitten sind in den Abbil-
dungen 7.3 und 7.4 dargestellt. Die Stromlinien der beiden Konfigurationen sind in
Abbildung 7.5 und 7.6 dargestellt. Deutlich zu erkennen ist der Wirbel, der sich beim
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Bezeichnung Formelsymbol Wert
Dichte ρ 1.205 kg/m3
Kinematische Viskosita¨t ν 1.35 · 10−5m2/s
Halsseitiger Rohrdurchmesser D 12mm
Halsseitige Stro¨mungsgeschwindigkeit, Einatmen uref,ein 1.125m/s
Volumenstrom, Einatmen V˙ein 8.48 l/min
Reynoldszahl, Einatmen Reein 1000
Halsseitige Stro¨mungsgeschwindigkeit, Ausatmen uref,aus 0.88875m/s
Volumenstrom, Ausatmen V˙aus 6.6992 l/min
Reynoldszahl, Ausatmen Reaus 790
Eintrittsprofil ~u(r) Parabolisch
Wandgeschwindigkeit ~uWand ~0m/s
Tabelle 7.1: Randbedingungen fu¨r den stationa¨ren Ein-/Ausatemprozess
Konfiguration ζ, LBGK ζ, FVM relative Abweichung ∆P
Einatmen 2.99270 3.0059 0.4423% 3.17525 Pa
Ausatmen 5.34597 5.4796 2.4361% 2.77437 Pa
Tabelle 7.2: Druckverlustkoeffizienten, Vergleich der Berechnungsmethoden






Abbildung 7.1: Ku¨nstliches Halbmodell der Nasenhauptho¨hle mit Ansicht der Nasen-
muscheln (oben) und der Nasenscheidewand (unten)
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Einatemvorgang zwischen den Nasenmuscheln bildet. Insgesamt wirken die Stromlinien


























Abbildung 7.2: Statischer Druckverlust ∆P , aufgetragen u¨ber einen normierten Volu-
menstrom. Negative Werte kennzeichnen den Ausatemvorgang.
Es wurden weitere stationa¨re Konfigurationen mit verschiedenen Volumenstro¨men be-
rechnet, um einen vollsta¨ndigen quasistationa¨ren Atemzyklus abzudecken. Der jeweils
resultierende statische Druckverlust wurde in Abbildung 7.2 u¨ber den mit V˙max =
8.48 l/min normierten Volumenstrom aufgetragen. Erwartungsgema¨ß steigt der Druck-
verlust deutlich u¨berproportional zum Volumenstrom an. Daraus kann gefolgert wer-
den, dass konvektive, nichtlineare Effekte in der Stro¨mung eine dominierende Rolle
spielen. Beispielhaft dafu¨r sind Ablo¨segebiete, die insbesondere im Bereich von Quer-
schnittserweiterungen oder an der stromabgewandten Seite der Nasenmuscheln auftre-
ten.
Leider stellte sich heraus, dass der LBGK-Algorithmus in der beschriebenen Form nicht
gut geeignet ist, um noch gro¨ßere Volumenstro¨me zu simulieren. Umgekehrt konnten
die oben beschriebenen Konfigurationen nicht auf einem gro¨beren Gitter nachvollzo-
gen werden. So weist der Einatemvorgang bei maximalem Volumenstrom einen sehr
großen Wert fu¨r den Relaxationsparameter von Ω > 1.97 (Gleichung 2.53) auf. Damit
bewegt sich das Verfahren an seiner Stabilita¨tsgrenze. Weder die Anwendung von loka-
len Da¨mpfungstermen (Abschnitt 2.5.2) noch eine globale Begrenzung fu¨r Ω erzielten
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Abbildung 7.3: Transparente Hu¨lle mit Querschnitten
befriedigende Resultate; in allen Fa¨llen wurde die Rechnung entweder instabil oder der
errechnete Druckverlust wurde zu hoch. Diese Situation verscha¨rfte sich noch beim Ein-
satz lokaler Gitterverfeinerung. In solchen Fa¨llen musste der maximal mo¨gliche Wert
fu¨r Ω noch weiter reduziert werden. Die einzige Abhilfe konnte durch eine globale Git-
terverfeinerung erzielt werden. Diesem Vorgehen sind natu¨rlich enge Grenzen gesetzt.
Aufgrund der komplexen Geometrie ist es unmo¨glich, alle Stellen mit großen Geschwin-
digkeitsgradienten vorab zu erkennen und lokal zu verfeinern. Deshalb ist nach Ansicht
des Autors eine dynamische Gitteradaption bei der Stro¨mungsberechnung in der Nase
unerla¨sslich. Ein solches Konzept in Verbindung mit lokalen Da¨mpfungstermen scheint
erfolgversprechend. Der Implementierungsaufwand fu¨r so ein adaptives Vorgehen ist
gerade in einem parallelisierten numerischen Lo¨sungsverfahren erheblich.
7.4 Instationa¨res Ein-/Ausatmen
Die LBGK-Methode eignet sich auch fu¨r die Simulation von instationa¨ren Vorga¨ngen,
da sie ohne Modifikationen von 2. Ordnung zeitgenau ist. Dabei wird ein zeitlich
vera¨nderlicher Volumenstrom mit Hilfe eines periodischen Ansatzes vorgeschrieben:
V˙ = V˙max sin 2πtfa.
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Abbildung 7.4: Isolinien der Geschwindigkeit [m/s]
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Abbildung 7.5: Stromlinien des stationa¨ren Einatemvorganges. Der Pfeil zeigt die
Hauptstro¨mungsrichtung an.
Abbildung 7.6: Stromlinien des stationa¨ren Ausatemvorganges
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Die Atemfrequenz wird mit fa = 1 s
−1 angenommen. Mit den halsseitigen Referenz-
werten uHals = 1.125m/s und dem Durchmesser D = 12mm ergibt sich damit eine
Strouhalzahl von Sr = D fa/uHals = 0.01067, ein relativ kleiner Wert trotz der hoch
angesetzten Atemfrequenz. Der maximale Volumenstrom V˙max betra¨gt analog zu den
stationa¨ren Prozessen 8.48 l/min beim Einatmen bzw. 6.69921 l/min beim Ausatmen.
Ein betragsma¨ßig positiver Volumenstrom bezeichnet hier den Einatemvorgang, ein
negativer Volumenstrom den Ausatemvorgang.
Der Volumenstrom wird am jeweiligen Einstro¨mrand durch ein Parabelprofil vorge-
schrieben; bei Umkehr der Stro¨mungsrichtung sind damit wechselweise das Nasen-
loch oder der U¨bergang zur Luftro¨hre (Halsseite) Einstro¨mrand. Am Austritt wird
der Druck u¨ber einen Relaxationsansatz berechnet, um wa¨hrend der Stromumkehr
mo¨glichst stetige Druckvera¨nderungen an den durchstro¨mten Ra¨ndern zu erhalten. Die










Pa kennzeichnet den Umgebungsdruck, Pin wird aus dem Rechengebiet extrapoliert.
Es wurden drei Ein-/Ausatemzyklen simuliert. Die Auswertung der Geschwindigkeits-
felder besta¨tigte nachtra¨glich die Annahme der quasistationa¨ren Modellstro¨mung (Ab-
schnitt 7.3), da Stromlinien- und Schnittbilder optisch nicht von analogen quasistati-
ona¨ren Ergebnissen zu unterscheiden sind. Die instationa¨re Stro¨mungssimulation dient
jedoch als Basis fu¨r die Modellierung des Partikeltransports in der Nase, welcher Ge-
genstand des na¨chsten Abschnitts ist.
7.5 Partikeltransport in der Nase
Die menschliche Nase ist ein effektiver Filter, der verhindert, dass Staub- und Ae-
rosolpartikel u¨ber die Atemluft ungehindert bis zur Lunge vordringen. Die sich dabei
abspielenden Transportvorga¨nge ko¨nnen effektiv mit dem in Abschnitt 5.2 vorgestellten
Partikelmodell simuliert werden. Die Partikel werden von der Luftstro¨mung transpor-
tiert und ko¨nnen durch Tra¨gheits- oder Schwerkraftwirkung mit der Nasenschleimhaut
kollidieren. Dort werden sie auf einem za¨hflu¨ssigen Sekret abgeschieden. Die vom Se-
kret bedeckten Flimmerha¨rchen transportieren die Fremdko¨rper letztendlich aus dem
Ko¨rper. Das eingesetzte Modell ist gut geeignet fu¨r spha¨rische Partikel in einer Gro¨ßen-
klasse von dP = 1 − 15µm. In dieser Gro¨ßenordnung sind z.B. Pollen, Feinsta¨ube,
zersta¨ubte Flu¨ssigkeitsteilchen usw. zu finden.
Der Partikeltransport wurde sowohl in einer stationa¨ren als auch in einer instationa¨ren
Stro¨mung (instationa¨rer Ein-/Ausatemvorgang) simuliert [13]. In beiden Fa¨llen wurde
eine Anzahl von Partikeln am Naseneintritt vorgegeben. Im stationa¨ren Fall wird die
Simulation so lange durchgefu¨hrt, bis nahezu alle Partikel entweder abgeschieden sind
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oder die Nase in Richtung Lunge verlassen haben. Im Falle der instationa¨ren Rechnung
wurden drei Atemzyklen simuliert. Kurz nach Beginn des zweiten und des dritten
Zyklus wurden die Partikel hinzu gegeben.
In beiden Konfigurationen kann die Filterwirkung der Nase durch den Filterwirkungs-





Dabei bezeichnet nP, in die Anzahl der eingestreuten und nP, d die Zahl der deponier-
ten Partikel. Eine typische Gro¨ßenordnung ist nP, in = 10000. Es wurden Partikel der
Gro¨ßen 1− 15µm bei einer Dichte von ρP = 1000 kg/m3 und in der Gro¨ße 1 − 10µm
bei einer Dichte von ρP = 10000 kg/m
3 simuliert. Diese Dichten entsprechen ungefa¨hr
den Gro¨ßenordnungen fu¨r Aerosole bzw. Feststoffen. Die verschiedenen Einflusspara-
meter fu¨r das Depositionsverhalten der Partikel wurden mit Hilfe der Stokes-Zahl Stk
(Gleichung 5.9) zusammengefasst. Die darin enthalte Reynolds-Zahl wird dabei aus den
halsseitigen Stro¨mungsgro¨ßen bei maximalem Volumenstrom gebildet, also Re = 1000.
Abbildung 7.7 zeigt den Filterwirkungsgrad in Abha¨ngigkeit der Stokes-Zahl sowohl fu¨r
stationa¨re wie fu¨r instationa¨re Durchstro¨mung. Die Abbildungen 7.8 und 7.9 zeigen die
Depositionsorte von Partikeln mit dP = 10µm und ρP = 10000 kg/m
3 fu¨r stationa¨res
bzw. instationa¨res Atmen.
Aus den Ergebnissen wird ersichtlich, dass das zeitliche Verhalten der Luftstro¨mung
keinen großen Einfluss auf den integralen Filterwirkungsgrad besitzt. Die Stokes-Zahl
ist die bei weitem wichtigste Einflussgro¨ße. Ebenfalls wird deutlich, dass die Wirk-
samkeit der Nase als Filter fu¨r kleine Stokes-Zahlen (Stk ≤ 0.01), d.h. kleine Radien
und kleine Dichten des Partikelmaterials, eingeschra¨nkt ist. Feststoffpartikel in einer
Gro¨ßenordnung von dP ≤ 3µm werden beispielsweise nur schlecht gefiltert; der Wir-
kungsgrad betra¨gt weniger als 20%.
Ursache fu¨r dieses Verhalten ist die Tatsache, dass kleine und leichte Partikel den
Stromlinien viel besser folgen und daher nur im Bereich von Staupunkten auf die Wand
treffen. Umgekehrt werden große, schwere Partikel aufgrund ihrer Massentra¨gheit we-
niger von der Stro¨mung beeinflusst und damit eher abgeschieden. Die Wirkungsgrad-
kurve steigt deshalb im Bereich großer Partikeldurchmesser stark an. Feststoffpartikel
mit dP = 10µm werden beispielsweise mit einem Wirkungsgrad von u¨ber 85% abge-
schieden.
Wa¨hrend der integrale Wirkungsgrad vergleichsweise unabha¨ngig vom Zeitverhalten
der Stro¨mung ist, zeigen sich einige Unterschiede bei den Depositionsorten der Parti-
kel. In der stationa¨ren Konfiguration schlagen sich viele Partikel im Bereich der Na-
senklappe und den Staupunkten der Nasenmuscheln nieder. Im Instationa¨ren verteilen
sich mehr Partikel u¨ber die gesamte Nasenhauptho¨hle und es kommt zu Abscheidungen
im Bereich des Nasenrachens am U¨bergang zur Luftro¨hre.












ρ = 1000 kg/m  ,  stationär
ρ = 10000 kg/m  ,  stationär








Abbildung 7.7: Filterwirkungsgrad u¨ber die Stokes-Zahl fu¨r Partikel verschiedener
Dichte, stationa¨re und instationa¨re Stro¨mung
Abbildung 7.8: Depositionsorte von Partikeln mit dP = 10µm und ρP = 10000 kg/m
3
nach dem stationa¨ren Einatemvorgang
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Abbildung 7.9: Depositionsorte von Partikeln mit dP = 10µm und ρP = 10000 kg/m
3
nach zwei instationa¨ren Atemzyklen
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7.6 Resultate des Wa¨rme- und Stofftransports
Neben der Filtration stellt die Klimatisierung, d.h. Erwa¨rmung und Befeuchtung der
Atemluft, eine weitere wichtige Funktion der Nase dar. Die Nase ist ein sehr guter
Wa¨rmetauscher. Experimentelle und klinische Untersuchungen belegen, dass die Nase
bereits nach wenigen Atemzyklen in der Lage ist, Atemluft mit einer Temperatur von
−20◦C auf Ko¨rpertemperatur zu erwa¨rmen und zu befeuchten. Die dabei ablaufen-
den physiologischen Vorga¨nge sind sehr komplex. Die Nase ist in der Lage, sich auf
unterschiedliche Umgebungsbedingungen einzustellen; so ist z.B. bei Probanden in kal-
ter Umgebung bedingt durch Erweiterung der Blutgefa¨ße in der Nasenschleimhaut ein
Anschwellen der Nasenmuscheln zu beobachten.
Weiterhin du¨rften bei der Erwa¨rmung der Atemluft im dargestellten Fall Durchmi-
schungseffekte eine Rolle spielen, die durch das periodische Zeitverhalten der Atmung
ausgelo¨st werden. Eine a¨hnliche Erwa¨rmungsleistung ist aus Sicht des Autors im Falle
einer stationa¨ren Durchstro¨mung nicht zu erwarten.
Die Befeuchtung der Atemluft ist eine weitere Aufgabe der Nasenschleimhaut. Das dazu
notwendige Wasser wird durch Transpiration zur Verfu¨gung gestellt. Vo¨llig ungekla¨rt
ist dabei die Wechselwirkung zwischen Schleimhaut und umgebender Luft, die die
Randbedingungen des Problems bestimmen. Hier besteht dringender Forschungsbedarf.
Die in dieser Arbeit durchgefu¨hrten Simulationen du¨rfen nur als außerordentlich gro-
be Modellierungen betrachtet werden. Die Fragestellung zielt vielmehr darauf ab, was
die Nase leisten mu¨sste, um die Atemluft im Falle eines stationa¨ren Einatemvorganges
bei moderaten Umgebungsbedingungen bestmo¨glich zu klimatisieren. Die daraus fol-
genden Annahmen fu¨r die Transportmodelle und Randbedingungen wurden bereits in
Abschnitt 5.1 vorgestellt. Die verwendeten Stoffdaten sind in Tabelle 7.3 zusammen-
gefasst.
Bezeichnung Formelsymbol Wert
Dichte ρ 1.2 kg/m3
Spezifische Wa¨remkapazita¨t trockener Luft cp,L 1005 J/kgK
Wa¨rmeleitungskoeffizient trockener Luft λ 0.02569W/mK
Diffusionskoeffizient Luft/Wasserdampf DAB 2.6 · 10−5m2/s
Tabelle 7.3: Stoffdaten fu¨r Luft/Wasserdampfgemisch
Es wird angenommen, dass die Nase optimal durchblutet ist und damit u¨berall an der
Wand die Ko¨rpertemperatur von T |Wand = 37◦C vorherrscht. Weiterhin soll die Nase in
der Lage sein, die Luft in unmittelbarer Wandna¨he vollsta¨ndig mit Wasser zu sa¨ttigen;
dies bedeutet, dass die Nasenschleimhaut weder ausku¨hlen noch austrocknen kann. Bei
einem Umgebungsdruck von P = 1bar und einem Sattdampfdruck PWS = 0.062876 bar
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P/ϕ− PWS = 0.041732.







fu¨r die Luft- bzw. Wassermassenbru¨che erha¨lt man die Zahlenwerte
ψL|Wand = 0.959940 und ψW |Wand = 0.040060.
Die Wahl von Temperatur und relativer Luftfeuchte am Naseneintritt erfolgte in Ana-
logie zu [23]. Die Eintrittstemperatur betra¨gt hier T |Eintritt = 25◦C, die Luftfeuchte
ϕ = 35%. Damit ergeben sich die folgenden Zahlenwerte:
ψL|Eintritt = 0.993061 und ψW |Eintritt = 0.006939.
Am Austritt werden Temperatur und Massenbru¨che extrapoliert.
Die Berechnungsergebnisse sind in den Abbildungen 7.10 und 7.11 als Temperatur- und
Feuchtigkeitsverla¨ufe (relative Feuchte ϕ) entlang eines durch die Nase verlaufenden
Messpfades dargestellt. Die Ergebnisse zeigen deutlich, dass die Atemluft am Ende der
Messstrecke nahezu auf 37◦C erwa¨rmt und mit Wasser gesa¨ttigt ist (ϕ = 100%). Dieser
Zustand wird im wesentlichen schon nach einem Drittel der Strecke, die die Luft in der
Nase zuru¨cklegt, erreicht.
Die von der Nase aufgebrachte Energie sowie der Wassermassenstrom, der u¨ber die
Schleimhaut an die Atemluft abgegeben wird, ko¨nnen durch Bilanzierung nach der
Massen- und Energieerhaltung an Ein- und Austritt ermittelt werden. Bei einem Luft-
volumenstrom V˙ = 8.48 l/min und einer Dichte von ρ = 1.2 kg/m3 ergibt sich ein
Luftmassenstrom von m˙ Luft = 0.010176 kg/min. Mit den errechneten Werten fu¨r die
Massenbru¨che bzw. der Wasserbeladung ergibt sich als Differenz zwischen Naseneintritt
und -Austritt ein Wasservolumenstrom von
∆m˙ Wasser = 3.379 · 10−4 kg/min.
Unter der Annahme, dass Ein- und Ausatemvorgang die nahezu gleiche Zeit in
Anspruch nehmen, kann der ta¨gliche Wasserverlust u¨ber die Nasenschleimhaut ab-
gescha¨tzt werden zu
m˙Verlust = ∆m˙ Wasser · 720min/Tag = 0.243 kg/Tag.
Dies entspricht ungefa¨hr dem Inhalt einer Tasse Wasser. Dabei muss beachtet werden,
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Abbildung 7.10: Messpfad durch die Nasenho¨hle mit aufgetragener Temperatur in ◦C
dass das Nasenmodell nur halbseitig ausgefu¨hrt ist.
Mit Hilfe der Temperaturzunahme kann die von der Nase aufzubringende Leistung
berechnet werden, die der Klimatisierungsprozess beno¨tigt. Dabei ist auch die Ver-
dampfungsenthalpie des Wassers zu beru¨cksichtigen. Es wird angenommen, dass das
Wasser zuna¨chst in flu¨ssiger Form als Film auf der Nasenschleimhaut vorliegt und bei
Kontakt mit der Umgebung verdampft, um die Luft in unmittelbarer Wandna¨he sofort
zu sa¨ttigen. Die dazu notwendige Energie muss von der Nase erbracht werden, um ein
Ausku¨hlen der Schleimhaut durch Verdunstungska¨lte zu verhindern.
Die spezifische Enthalpie feuchter Luft kann bekanntlich u¨ber folgende Formel ausge-
dru¨ckt werden:
h1+x = cp, L · T + xS · (cp,WD · T + r)
Die Werte fu¨r die spezifischen Wa¨rmekapazita¨ten von Luft und Wasserdampf cp, L und
cp, WD sowie fu¨r die Verdampfungsenthalpie r lauten unter Normalbedingungen
cp, L = 1.005
kJ
kg K
, cp, WD = 1.89
kJ
kg K




Die spezifische Enthalpie an Nasen- und Halsseite ha¨ngt damit von den bekannten
Gro¨ßen fu¨r Temperatur und Wasserbeladung ab. Zusammen mit dem Luftmassenstrom
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Abbildung 7.11: Temperatur- (◦C) und relativer Feuchteverlauf (%) u¨ber die Bo-
genla¨nge des Messpfades
m˙ Luft ergibt sich damit eine Leistungsabgabe von
Q˙ = 0.9808 kJ/min = 16.35W
beim Einatemvorgang. Zum Vergleich: Eine moderne CPU beno¨tigt unter Volllast eine
Leistung von etwa 80W.
Die erzielten Ergebnisse fu¨r Wasserverlust und Leistungsabgabe infolge des Einatem-
prozesses sind mit Sicherheit im Vergleich zu den realen Verha¨ltnissen zu hoch. Der
Grund dafu¨r sind die zahlreichen Modellfehler wie die Annahme einer stationa¨ren Ein-
atmung oder die perfekte Klimatisierung wandnaher Zonen durch die Nasenschleim-
haut. Sie erlauben dennoch eine Abscha¨tzung dessen, was die Nase fu¨r die Klimatisie-
rung leisten muss.
Die Simulation des Ausatemvorganges ist mit den getroffenen Modellannahmen nicht
sinnvoll, da Luft aus der Lunge nahezu Ko¨rpertemperatur besitzt und mit Wasser
gesa¨ttigt ist. Damit sind die Eintrittsbedingungen die gleichen wie an den Wa¨nden
der Nasenho¨hle, sodass sich als stationa¨res Ergebnis ein homogenes Feld einstellt. Mit
dieser Annahme ist es zudem ausgeschlossen, dass die im Einatemvorgang aufgewendete
Energie oder das Wasser zuru¨ckgewonnen werden kann.
Kapitel 8
Zusammenfassung und Ausblick
Thema dieser Arbeit ist die Simulation der Stro¨mung durch die menschliche Na-
senhauptho¨hle unter Verwendung von Lattice-Boltzmann–Methoden in der Variante
Lattice-BGK (LBGK). Der Schwerpunkt liegt hierbei hauptsa¨chlich auf der Entwick-
lung und Bereitstellung von Methoden, die spa¨ter im klinischen Betrieb zum Ein-
satz kommen sollen. Unter diesem Aspekt war es nicht notwendig, die Durchstro¨mung
von tatsa¨chlichen Geometrien der menschlichen Nase zu simulieren. Vielmehr stand
die Erprobung der Methoden anhand eines Modells der Naseninnengeometrie im Vor-
dergrund, sodass eine ausreichende Validierung mo¨glich gemacht wurde. Als Referenz
dienten dabei die Finite-Volumen Berechnungen von [22] am Aerodynamischen Institut
der RWTH Aachen, flankiert von experimentellen Ergebnissen [35].
Die sehr unterschiedlichen numerischen Methoden lieferten u¨bereinstimmende Ergeb-
nisse fu¨r die Simulation von stationa¨ren Atemvorga¨ngen. Diese Ergebnisse wurden
in [14] publiziert. Die Arbeitsgruppe am Aerodynamischen Institut hat zudem wei-
tere Untersuchungen angestellt, in denen z.B. gro¨ßere Volumenstro¨me oder vollsta¨ndig
instationa¨re Ein-/Ausatemzyklen simuliert wurden.
Das in dieser Arbeit genutzte LBGK-Verfahren erwies sich leider in der vorliegenden
Form als nicht geeignet, alle diese Konfigurationen nachzuvollziehen. Hintergrund sind
die dabei auftretenden großen Reynoldszahlen, die das Verfahren bei begrenzter nume-
rischer Auflo¨sung u¨ber seine Stabilita¨tsgrenze treiben. Der Versuch, das Verfahren mit
Hilfe von ku¨nstlicher Da¨mpfung zu stabilisieren, brachte nur bedingten Erfolg. Der Au-
tor ist der Auffassung, dass dieses Problem durch eine dynamische Gitterverfeinerung
(AMR) zumindest gemildert werden kann, da die Ursache nicht allein in der verwen-
deten Lo¨sungsmethode, sondern auch im Gittertyp zu suchen ist. Die Schwierigkeiten,
die die Implementierung einer solchen dynamischen Verfeinerung mit sich bringt, sind
in einem parallelen Programm – die stationa¨ren Rechnungen beispielsweise wurden auf
einem PC-Cluster mit 16 Knoten erzeugt – jedoch erheblich. Neben der eigentlichen
Verfeinerung oder Vergro¨berung muss auch die Lastverteilung sowie die Neuzuweisung
der Punktnachbarschaften u¨ber Prozessgrenzen adaptiert werden. In einer vollsta¨ndig
verteilten Umgebung ist diese Aufgabe keinesfalls trivial, aber mittels dynamischer
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Lastverteilung lo¨sbar.
Neben der reinen Stro¨mungsberechnung mit der LBGK-Methode wurden zudem weite-
re Transportmodelle realisiert, um die Klimatisierungs- und die Filterfunktionalita¨t der
Nase zu modellieren. Die dabei genutzten Methoden sind gut bekannt und werden in der
Praxis sowohl in anderen Arbeiten zur Berechnung der Naseninnenstro¨mung als auch
in komplett abweichenden Problemstellungen verwendet. Auch hier stand zuna¨chst die
eigentliche Implementierung der Methode im Vordergrund, weniger ihre Anwendung
auf eine realita¨tsnahe Konfiguration aus der klinischen Praxis. Insbesondere die Simu-
lation der Filterfunktionalita¨t mit Hilfe einer Partikel-Monte-Carlo–Simulation erwies
sich als gut geeignet fu¨r diesen Zweck. Ein weiter Bereich von fu¨r die Nasenatmung
relevanten Partikeln konnte damit abgedeckt werden.
Experimentelle Vergleichsergebnisse aus klinischen Studien fu¨r diese Transportprozes-
se stehen jedoch weiterhin aus. Diese sind jedoch besonders im Zusammenhang mit
Wa¨rme- und Wasserdampftransport in der Nase unerla¨sslich. Besonders problematisch
fu¨r die Simulation ist dabei die Formulierung der Randbedingungen, die wesentlich von
der Interaktion der Luftstro¨mung mit der Nasenschleimhaut bestimmt wird.
Die Vision der Operationsplanung am Computer (,,Computer aided surgery”, CAS),
auch unter Zuhilfenahme der Stro¨mungssimulation, scheint dem Autor in naher Zukunft
realistisch. Besonders zeitkritisch stellt sich jedoch der Iterationszyklus aus Berechnung,
Geometriea¨nderung und Neuberechung dar. Dazu muss beispielsweise die Frage gekla¨rt
werden, wie realistisch das Stro¨mungsproblem modelliert werden soll. Die eingesetzte
Methode sollte flexibel genug sein, auf den jeweils erforderlichen Modellierungsgrad
angepasst zu werden (z.B. Diskretisierung 1. Ordnung, Vortex confinement, Reduktion
der Gitterauflo¨sung auf Kosten der Genauigkeit).
Aus bisherigen Rechnungen und Vergleichen scheinen konventionelle Navier-
Stokes-Lo¨ser, beispielsweise auf Basis eines Druckkorrekturverfahrens, den Lattice-
Boltzmann–Methoden bei sehr hohen Reynolds-Zahlen u¨berlegen zu sein. Dies be-
darf noch eingehenden Untersuchungen. Es besteht offensichtlich noch ein Be-
darf an mathematisch-numerischer Verfahrensentwicklung fu¨r die gaskinetischen LB-
Methoden. Erste Ansa¨tze in Richtung verbesserter Stabilita¨tseigenschaften sind z.B.
in [16, 42] zu finden. Diese Ansa¨tze sind jedoch noch nicht soweit ausgereift, dass sie
fu¨r allgemeinere und komplexere Stro¨mungsprobleme angewendet werden ko¨nnen.
Insgesamt bilden die LB-Verfahren trotz ihrer derzeitigen Nachteile bei ho-
hen Reynoldszahlen zusammen mit den hier verwendeten kartesischen Octree-
Gitterstrukturen ein leistungsfa¨higen Simulationsverfahren. Zu erwa¨hnen ist hier der
geringe Rechenaufwand pro Gitterpunkt und Zeitschritt, der hohe Parallelisierungsgrad
und die schnelle Gittergenerierung, zusammen mit den zusa¨tzlichen Modellansa¨tzen
fu¨r Klimatisierung und Partikeltransport. Das Gesamtkonzept bildet deshalb eine gute




Der Algorithmus zur Ermittlung eines Punktes in einer Punktliste ist von Ordnung
O(n), wenn nur dessen Ortskoordinaten (x, y, z) bekannt sind; dabei bezeichnet n die
La¨nge der Liste.
Eine solche Suche kann erheblich beschleunigt werden, wenn eine Octree-Struktur ein-
gesetzt wird. Dabei wird das quaderfo¨rmige Volumen, welches die Punktwolke um-
schließt, rekursiv in acht gleich große Teilvolumina (Oktanten) unterteilt. Jeder dieser
Oktanten beinhaltet wiederum eine Untermenge der Punktwolke und wird seinerseits
unterteilt. Dieser Vorgang wird so lange durchgefu¨hrt, bis jedes Teilvolumen eine fest-
gelegte maximale Punkteanzahl m nicht mehr u¨berschreitet. Die Anzahl der dafu¨r
erforderlichen rekursiven Aufteilungen wird mit l bezeichnet.
Wird die Punktwolke nun nach einem bestimmten Punkt mit den Koordinaten (x, y, z)
durchsucht, werden zuna¨chst, beginnend mit dem ersten Volumen, alle Oktanten rekur-
siv abgesucht, die diese Koordinaten enthalten. Da sich die Oktanten einer Rekursions-
ebene nicht u¨berlappen, sind hierfu¨r genau l Rekursionen erforderlich, bis der feinste
Oktant erreicht ist. Der Arbeitsaufwand fu¨r eine solche Rekursion beschra¨nkt sich auf
den Test, ob die Ortskoordinaten (x, y, z) im betrachteten Teilvolumen enthalten sind.
Wenn dies der Fall ist, werden die Untervolumina abgesucht.
Hat der Algorithmus das feinste, als ,,Blatt” bezeichnete Teilvolumen erreicht, werden
die darin enthaltenen Punkte durchsucht und ihre Ortskoordinaten direkt verglichen.
Wird der Punkt gefunden, kann seine Adresse ermittelt werden. Der Algorithmus ist
in A.1 als Flussdiagramm dargestellt.
Der Aufwand fu¨r eine Octree-Suche kann wie folgt abgescha¨tzt werden. Unter der
Annahme, dass jede Unterteilung die von einem Teilvolumen umschlossene Punktmenge
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Start: Finde Punkt(e)
mit Koordinaten (x, y, z)






Liegt (x, y, z) in einem
Teilvolumen T ?
Ja Nein
Setze B = T Rückgabe einer
leeren Punktmenge
Durchsuche alle in B
enthaltenen Punkte
Rückgabe der Punkt-
menge mit Koordinaten (x, y, z)
Algorithmusende
Abbildung A.1: Flussdiagramm der Octree-Punktsuche




⇔ l ≤ log 8 nm .
Die Anzahl der Operationen fu¨r eine kompletten Rekursion bis zum Blatt sind pro-
portional zu l. Es folgen weitere Operationen zur Durchsuchung der Teilmenge der
Punkte mit La¨nge m. Im Extremfall m = 1 gilt damit die Abscha¨tzung O(logn) fu¨r
eine Punktsuche.
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A.2 Ermittlung der Elementnachbarschaft
Die Ermittlung der Elementnachbarschaft in einem Octree-Gitter wird an vielen Stellen
beno¨tigt, insbesondere bei der Gittergla¨ttung und bei der Verfolgung von Partikeltra-
jektorien. Der zugeho¨rige Algorithmus beno¨tigt dabei zuna¨chst das Ausgangselement,
dessen Nachbar gefunden werden soll, sowie die Richtung, in der das Nachbarelement
gesucht wird. Um das Verfahren anschaulich zu beschreiben, wird die Prozedur hier am
Beispiel eines Quadtrees erla¨utert. Das Prinzip kann jedoch vo¨llig analog auf den drei-
dimensionalen Octree u¨bertragen werden. Abbildung A.2 stellt die mo¨glichen Nachbar-









Abbildung A.2: Quadrant mit bezeichneten Nachbarschaftsrichtungen (links) und mit
Unterelementen und deren Orientierung (rechts)
In Abbildung A.3 ist der Algorithmus als Flussdiagramm dargestellt. Beispielhaft wird
hier der no¨rdliche Nachbar R eines Elements Q gesucht.
Der Algorithmus liefert nicht notwendigerweise das benachbarte Blattelement zuru¨ck.
Deshalb ist es normalerweise erforderlich, die Unterelemente des zuru¨ckgelieferten Qua-
dranten R zu durchsuchen. Fu¨r das erla¨uterte Beispiel ist eine Betrachtung der su¨dli-
chen Unterelemente ausreichend.
Die beno¨tigte Laufzeit fu¨r diesen Algorithmus ist proportional zur Tiefe des Quadtrees
bzw. des Octrees, also O(l).
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Start: Suche nördlichen (N)
Nachbarn des Elements Q
Sei P das Elternelement von Q.
Falls P={}, Rückgabe von {}
Ist Q das südwestliche (SW)
Unterelement von P?
Ist Q das südöstliche (SO)
Unterelement von P?
Nein
Setze R gleich dem nordwestlichen
(NW) Unterelement von P
Ja
Setze R gleich dem nordöstlichen
(NO) Unterelement von P
Ja
Rückgabe von R
Setze Q = P
Nein
Algorithmusende
Abbildung A.3: Flussdiagramm der Nachbarsuche
Anhang B
Beweise
B.1 Stabilita¨t der LBGK-Methode
Die Stabilita¨t der LBGK-Methode kann relativ einfach mit Hilfe der von Neu-
mann’schen Stabilita¨tsanalyse nachgewiesen werden. Das Iterationsschema der LBGK-
Methode lautet nach Gleichung (2.20)
fn+1i = (1− Ω) fni−1 + Ω f eq, ni−1
mit i als Ortsschritt in Richtung einer beliebigen molekularen Geschwindigkeit ~ξi und
n als diskreten Zeitschritt sowie Ω > 0. Die Korrekturform dieses Schemas lautet mit
ǫni = f
n
i − fn−1i und konstantem Quellterm f eq, ni−1 :
ǫn+1i = (1− Ω) ǫni−1. (B.1)
Die Korrekturvariable ǫni wird mit Hilfe einer Fourier-Reihe angesetzt:
ǫni = V
n e IΘ i (B.2)
Die Gro¨ße I bezeichnet dabei die imagina¨re Einheit I =
√−1. Weiterhin gelten die
Beziehungen






als notwendige Bedingung fu¨r ein stabiles Schema. Einsetzen des Fourier-Ansatzes (B.2)




= (1− Ω) e IΘ = (1− Ω) (cosΘ + I sinΘ).
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Die Stabilita¨tsbedingung (B.3) wird zweckma¨ßig umgeformt zu
|G|2 = Re2 + Im2 = (1− Ω)2 (cos2Θ+ sin2Θ) ≤ 1
und damit
0 < Ω ≤ 2.
B.2 Herleitung von tp
Bei der Formulierung der diskreten Gleichgewichtsverteilung f eqi wird unter Annahme
kleiner Machzahlen Ma = u/cs ≪ 1 auf eine Taylorreihenentwicklung zuru¨ckgegriffen,
die die kontinuierliche Gleichgewichtsverteilung F approximiert. Die Reihe wird bis
zum 2. Glied entwickelt:
f eq = F (vα = 0) +
∂F
∂vα





|vα,β=0 · vα vβ +O(v3α).
Einsetzen der partiellen Ableitungen fu¨hrt auf die Form



























Der Faktor ha¨ngt von dem Verha¨ltnis ξi,α/cs sowie von cs alleine ab. Sein Betrag kann
nach [20] durch Momentenbildung ermittelt werden.
Aufgrund der symmetrischen Anordnung des diskreten Geschwindigkeitsraumes folgt
in Analogie zu (2.10) sofort, dass alle Momente u¨ber tp mit ungradzahligen Potenzen
verschwinden mu¨ssen, d.h.∑
i











Weiterhin werden die diskreten Momente fu¨r Dichte, Impuls sowie den Spannungs- und
Impulstensor (C.2) angesetzt. Dabei wird u¨ber alle von der Geschwindigkeitsrichtung
i abha¨ngigen Terme der Gleichung (B.4) summiert und die ungeradzahligen Potenzen
































































tp,i ξi,α ξi,β ξi,γ ξi,δ = c
4
s(δαβ δγδ + δαγ δβδ + δαδ δβγ). (B.6)
Diese Resultate ko¨nnen durch Einsetzen in das Gleichungssystem (B.5) verha¨ltnisma¨ßig
leicht u¨berpru¨ft werden.
Der anschauliche Vergleich mit dem Differenzenstern der diskreten Phasenra¨ume D2Q9
und D3Q15 (Abbildung 2.2) fu¨hrt zu dem Schluss, dass die Koeffizienten tp,i fu¨r glei-
ches Betragsquadrat p ebenfalls gleich sind. Damit kann tp,i in den beiden genannten
Fa¨llen jeweils drei Werte annehmen. Daru¨ber hinaus ist das noch unbekannte Verha¨ltnis
ξs/cs zu ermitteln. Die dazu notwendigen vier Gleichungen ko¨nnen durch verschiedene
Kombinationen der Indizes α, β, γ, δ in Gleichung (B.6) gebildet werden. Daraus folgen
nach [20] fu¨r die Phasenra¨ume D2Q9 und D3Q15 die Zahlenwerte
p tp,i
D2Q9 0, 1, 2 4/9, 1/9, 1/36
D3Q15 0, 1, 3 2/9, 1/9, 1/72
und
ξ2s = 3 · c2s.
Analog ko¨nnen weitere Phasenra¨ume aus symmetrischen Differenzensternen konstruiert
werden.
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Anhang C
Momententabelle
C.1 Momente der kontinuierlichen Verteilungs-
funktion
Es folgt eine Aufstellung einiger physikalischer Momente fu¨r ideale Gase als Funktion
der mit der Moleku¨lmasse m erweiterten Verteilungsfunktion f . Die molekulare Ge-
schwindigkeit ist ~ξ, die makroskopische Geschwindigkeit ist ~u und es gilt ~c = ~ξ−~u. Die
















Spannungstensor τij = P δij − σij
∫
~ξ










Die Reibungsspannungen ko¨nnen als Differenz des Spannungstensors und der isotropen
Drucks berechnet werden: σij = τij − P δij .
109
110 ANHANG C. MOMENTENTABELLE
C.2 Diskrete Momente
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