This paper deals with scalar delay differential equation with instantaneously term x (t) = −cr(t)x(t) + F t, x(·) , t 0.
Introduction
For τ 0, r > 0, and c ∈ R, the one-dimensional differential-difference equation
x (t) = −r cx(t) + x(t − τ ) , t 0, (1.1)
is a simple example of a delay-differential equation and has been studied from early times in the development of stability theory of delay differential equations. From the theory of characteristic equations it is known (see, e.g., Hale [2, 3] ) that every solution of (1.1) tends to zero as t → ∞ if and only if r and c satisfy one of the following conditions:
(C 1 ) c 1; (C 2 ) −1 < c < 1, 0 < rτ < (π/2 + arcsin c)/ √ 1 − c 2 .
However, the above theory of characteristic equations is not applicable for the following non-autonomous equation:
x (t) = −r(t) cx(t) + x(t − τ ) , t 0, (1.2) where r(t) 0 is a piecewise continuous function. Equation (1.2) may be looked as the linearize equation of the delay logistic differential equation with instantaneously term
x (t) = −r(t) 1 + x(t) cx(t) + x(t − τ ) , t 0. (1.3)
Therefore, its local asymptotic stability can be determined by that of the linear Eq. (1.2). For Eq. (1.2), when c 0, it seems acknowledged to be the best result that if , (1.5) then every solution of (1.2) tends to zero as t → ∞, which is a simple corollary of [5, Theorem 3.1] . For related results, see [1, 4, [6] [7] [8] [9] . When c = 0, condition (1.5) We remark that the bound 3/2 in the right of (1.6) is the best possible constant for the special form of (1.2),
x (t) = −r(t)x(t − τ ), t 0. (1.7)
See the example in [6] . However, the bound 3/2(1 + c) in (1.5) is never the best possible constant for Eq. (1.2). Though it reduces to 3/2 when c = 0, but is actually lower than 3/2 when c > 0 which means more restrictive for lim sup t →∞ t t −τ r(s) ds. Nevertheless, condition (C 2 ) shows that c > 0 should relax the restrictive for lim sup t →∞ t t −τ r(s) ds. In addition, we can easily conclude a condition similar to (C 1 ) for Eq. (1.2) (see Theorem 2.1 below), that is, if c > 1 and (1.4) holds, then every solution of (1.2) tends to zero as t → ∞, this condition is no concern with the delay τ , which means that lim sup t →∞ t t −τ r(s) ds may be ∞. Therefore, there is a huge gap between ∞ for c > 1 and the bound 3/2(1 + c) in (1.5) for 0 c 1. How to fill this gap, it is the main purpose of this paper. In fact, we will prove that every solution of (1.2) tends to zero as t → ∞, if (1.4) holds and c > 1 or lim sup
where c 0 = 0.224 . . . is the unique root of the equation
in the interval (0, 1), and x = w 1 (c) and x = w 2 (c), respectively, is the unique root of the equation The analytical technique for (1.2) admit us consider more general delay differential equation
where c, r(t) are the same as in (1.2), F is a functional given in later sections.
The case c > 0
Let g : [0, ∞) → R be a non-decreasing continuous function such that g(t) t for all t 0 and g(t) → ∞ as t → ∞. For t 0, let C(t) be the Banach space consist of continuous functions φ : [g(t), t] → R with the sup norm φ = sup s∈ [g(t) ,t] |φ(s)|. In this section, let F (t, φ) be a functional of t 0 and φ ∈ C(t), and satisfies that
where
,t] φ(s)}. Throughout the rest of this paper, we set Proof. Set V (t) = x 2 (t) and v 2 = lim sup t →∞ V (t). Then
We first prove that v 2 < ∞. If v 2 = ∞, then there exists t * > τ such that
It follows from (1.12) and (2.1) that
This is a contradiction. Thus v 2 < ∞. Next, we prove that v = 0. If v > 0, then there exists is an ε > 0 such that
By the definition of v, we see that there is a T > 0 such that
t g(T ).
We claim that V (t) 0, t T . Otherwise, we see there is a t * > T , such that
This is also a contradiction. Thus, we have 
V (t) 0, t T , and lim
Then every solution of (1.12) tends to zero as t → ∞.
Proof. If x(t)
is nonoscillatory, then by (1.12) and (2.1), we see that x(t) is nonincreasing or nondecreasing eventually. Thus, it follows from (1.4) that lim t →∞ x(t) = 0. In the sequel, we only consider the case when x(t) is oscillatory. By (2.2), there exist A > 0 and
r
(s) ds A, t g(T ). (2.3)
Choose a sequence {t n } tending ∞ such that x(t n ) = 0 and
We first prove that
We only consider the case when x(T n ) = |x(T n )|, the case when x(T n ) = −|x(T n )| is similar and so is omitted. Thus, x(t) > 0 for all t ∈ (t n , T n ), x (T n ) 0 and
By (1.12) and (2.1), we have
Similar to the proof of [5, Theorem 3.1] , it is easy to show that t n ∈ [g(T n ), T n ]. Thus, integrating the above from t n to T n and use (2.3), we have
which contradicts to (2.5), and so (2.4) holds. From (2.4), we easily see that
and there exists a subsequence {n i } with t n i g(t n i+1 ) such that 
Proof. If x(t)
is nonoscillatory, then by (1.12) and (2.1), we see that x(t) is nonincreasing or nondecreasing eventually. Thus, it follows from (1.4) that lim t →∞ x(t) = 0. In the sequel, we only consider the case when x(t) is oscillatory. In view of (2.6), there exist A > 1, η ∈ (0, 1/2), and T > 0 such that
and
We first prove that for large n,
We only consider the case when x(T n ) = |x(T n )|, the case when x(T n ) = −|x(T n )| is similar and so is omitted. Thus, x(t) > 0 for all t ∈ (t n , T n ), x (T n ) 0 and 
In the inference of the above third inequality, we have used the increasing nature of the function f (x) = cxe c(A−x) − 1 + e −cx in the interval 0, .2) with the initial value φ. Then for k = 0, 1, 2, . . .,
where ε −1 = ε and
is a periodic solution of (1.2) with period 6; if
then lim sup t →∞ |x(t)| = ∞. 
The case c < 0
In this section, we consider the case when c < 0 and let F (t, φ) satisfies that
In addition, we further assume that for some t 0 > 0, By (C 2 ), we see that if either c −1 or −cτ 1, then Eq. (1.1) has always a solution which does not tend to zero as t → ∞. Therefore, it is quite reasonable to assume (3.3). For a continuous function w : [0, ∞) → R, we let w + (t) = max{0, w(t)} and w − (t) = max{0, −w(t)}.
Proof. For t ∈ [g −1 (t 1 ), T ], set x(h(t)) = inf s∈[g(t),t] x(s).
Then by (1.12), (3.1), and (3.3),
and so
Hence, for t ∈ [g −1 (t 1 ), T ], integrating the above from g −1 (t 1 ) to t, we have
which proves (3.4). The proof is complete. 2
In a similar way, we have the following lemma. 
Then there exists an η > 0 such that
Proof. It is obviously that x(t)
. Thus, we only prove the second inequality in (3.8) . By (3.6) and (3.7), there exists an η > 0 such that 1)-(3.3) hold, and that (3.6) or (3.7) holds. Then there exists an η > 0 such that
(3.14) 
x(s).
Integrating the above from
, we obtain Suppose that lim sup t →∞ x(t) > 0. Then by (3.17), there exist ε > 0 and two sequences {s n } and {t n } tending to ∞ such that s n < t n < s n+1 , x(s n ) = ε/2, ε/2 < x(t) < ε for all t ∈ (s n , t n ) and x(t n ) = ε. Hence by (3.16), which yields a contradiction. Thus (3.15) holds. In a similar way, we can show (3.15) holds for any eventually negative solution x(t) of (1.12). Finally, we show (3.15) for any oscillatory solution x(t) of (1.12). Choose a sequence {t n } tending ∞ such that x(t n ) = 0 and x(t) = 0 for t = t n . 
