Group scholars often describe or conceptualize groups as having characteristics similar to those of individuals. For example, groups can be thought of as motivated or satisfied in degree. Describing groups in such terms assumes that members possess similar levels of the characteristic in question and that latent group-level processes influence convergence on that characteristic. The latent group model (LGM) offers conceptual and statistical means for assessing the structure of latent, group-level factors based on the convergence of variables measured at the individual level. This paper outlines the conceptual issues related to the LGM and offers a detailed example using interaction data from 4-person groups for estimating the model in SAS-SPSS, Mplus, and R syntax are provided in the appendixes. Applications and extensions of the LGM are discussed.
It often makes conceptual sense to describe groups as possessing characteristics usually reserved for or applied to individuals. The basis for describing groups as collectively possessing a given characteristic is that members are assumed to develop similar levels of that characteristic as they work together on some task. In some cases, group-level affect is of interest, including whether groups are more or less motivated (Ridgeway, 1982) , emotional (Kelly & Barsade, 2001; Magee & Tiedens, 2006) , or satisfied with discussion processes and outcomes (e.g., Keyton, 1991) . In addition, recent work has focused on groups as cognitive processors (Hinsz, Tindale, & Vollrath, 1997) , in which groups are distinguished by how similarly members perceive the task and each other, among other things (Mohammed, Ferzandi, & Hamilton, 2010; Tindale, Meisenhelder, Dykema-Engblade, & Hogg, 2001 ). Finally, group behavior might be of interest, for example how much groups talk in general (Bonito, Gastil, Ervin, & Meyers, 2014) or more specific types of interaction, for example information sharing (Bonito & Ruppel, 2011) and functional communication (Bonito & Meyers, 2011) .
The methodological problem associated with framing groups in individual terms is the need to demonstrate member similarity on the characteristic in question. Describing groups as being more or less emotional, for example, makes little sense if only one member or a few members display or measure high on relevant emotions. The literature reveals several solutions to the methodological problem, though all have limitations. A common technique is to use group means, though variation within groups is likely (Kelly & Barsade, 2001) . Mohammed et al. (2010) identified several techniques by which "team mental models" have been assessed, including (a) aggregation based on a group's "true score," (b) multidimensional scaling to identify similarities among members, and (c) bypassing the individual entirely, focusing on more "global" assessments of the group. In some cases, each technique is reasonable given the conceptual issue at hand, but there are other, more flexible ways to address similarity and convergence.
This paper describes estimation of the latent group model (LGM; Gonzalez & Griffin, 2002) using multilevel modeling for the indistinguishable case (i.e., when members posses the same attributes on a relevant characteristic, such as gender, status, or age). The LGM is a subset of "common fate" approaches (Kenny & Judd, 1986) in which individuals "are similar to one another on a given variable because of the influence of a shared or [group] latent variable" (Ledermann & Kenny, 2012, p. 141) . Ledermann and Kenny identify two types of forces that affect group members' perceptions and behaviors. The first is the relationship, for example, cohesion (Karau & Williams, 1997) and climate (Anderson & West, 1998) . The second is external, which describes factors beyond the relationship, for example task characteristics (Hirokawa, 1990) , that affect what members say and do. Bonito et al. (2014) approached the problem similarly but refer to convergent and emergent features of group discussion, with the former focused on factors exogenous to discussion (e.g., attitudes) and the latter related to normative development of group processes on a variety of dimensions (e.g., participation).
The LGM uses the language of confirmatory factor analysis (CFA) and multimethod, multitrait techniques to address whether the variables in question reflect common-fate (i.e., interpersonal) processes or intrapersonal ones (Gonzalez & Griffin, 2002) . The LGM (and most common-fate models) have to date been applied almost exclusively to dyads but as we show below the models are well suited to group situations, especially when participants are indistinguishable from one another on relevant traits or characteristics (e.g., gender, status). The LGM evaluates the correlational structure of group data in a relatively straightforward way, separating group-level associations from those at the individual level (see Kenny, Kashy, & Cook, 2006, Chapter 6) . Figure 1 , adapted from Gonzalez and Griffin (2002) and Ledermann and Kenny (2012) , depicts the LGM using a 3-person group with indistinguishable members on two variables labeled A and B. The manifest variables are labeled by person and variable, such that P1A is person 1's score on variable A, P2A is person 2's score on A, and so on. The shared variances are the group-level latent constructs for A and B, and the unique variances are the residuals for each person, that is the variance attributable to LGM expressed as a path model for a 3-person group in the exchangeable case. Letters "A" and "B" refer to two different items or measures, and the letter "P" followed by a number indicates which of the three persons in the group was measured (with numbers arbitrarily assigned). individuals after accounting for the shared component. The correlation r g is the association between the group-level constructs A and B, and r i is the correlation of A and B (with equality constraints) at the individual-level of analysis.
Although the LGM uses the language of CFA, estimating the LGM with CFA is better suited to cases when participants are distinguishable, for example by role or gender (e.g., Kivlighan, 2007) . When participants are indistinguishable (e.g., all participants are males), the LGM, as described by Gonzalez and Griffin (2002) , is more easily estimated as a multilevel model (although MLM can be used on distinguishable cases, too). One reason not to use SEM for the indistinguishable case is the number of equality constraints that need to be imposed (e.g., the paths and individual-level correlations, r i, in Figure 1 ), as well as the adjustment of fit statistics for complex models (Olsen & Kenny, 2006) . Another reason to prefer MLM over SEM is that MLM works reasonably well with small samples. In addition, MLM can handle unequal groups size effortlessly whereas the same is not true for SEM.
1
An alternative is the hybrid model offered in Mplus (Muthen & Muthen, 1998 ) that combines MLM with SEM (for an example see Jans, Leach, Garcia, & Postmes, 2015) which, among other things, allows for more complex modeling, for example specifying different factor loadings at the group and individual levels. MLM approaches assume equal loadings and error covariances.
We illustrate multilevel LGM estimation using the statistical package SAS, though we provide code for SPSS, Mplus (Muthen & Muthen, 1998), and R (R Core Team, 2015) in the appendixes. The model uses continuous (i.e., interval or ratio) level measures of the constructs in question that are collected at the individual level of analysis.
2 The model precludes the analysis of collective outcomes, for example a group's decision (e.g., jury verdicts), or aggregated measures at the group level (e.g., the number of ideas brainstormed by a group). Group and individual identification information is needed. In what follows, we discuss data setup, SAS routines for evaluating multilevel models, and the interpretation of the results.
We should note before proceeding that not all group processes lead or are expected to lead to similarity or convergence (Kenny & Judd, 1986; Kenny et al., 2006) . In fact, dissimilarity or heterogeneity is often important feature of group process and outcomes (e.g., Harrison, Price, Gavin, & Florey, 2002) . But in cases where convergence is hypothesized or expected and members are indistinguishable on relevant characteristics (e.g., gender, status), the latent group model (Gonzalez & Griffin, 2002 ) is an ideal choice for estimating group-level characteristics of the variables or constructs in question.
Detailed Example

Data Setup
The data used in this paper are from Weingart, Brett, Olekalns, and Smith (2007) . Participants were organized into 4-person groups and then instructed to engage in a negotiation task.
3
Discussion transcripts were segmented into thought-units (phrases that contained or implied a subject and verb) and then coded into one of 33 conflict management or influence strategies. Here, we focus on frequency counts at the individual level for just three of the discourse strategies: substantiations (sub), preferences (pref), and factual statements (fact). Substantiations are arguments for one's own position or against that of another (e.g., "It would not be hard for me to find another place for my store"). To state a preference is to provide one's position (e.g., "I think we should advertise together"). Finally, factual statements provide demonstrably true information, for example "If the temperature is too high my food will spoil." Table 1 shows the data for two groups in the typical "wide" format, with each person's data 1 Within the SEM framework one might create as many columns as the number of participants in the largest group, then leave those columns blank (or provide a code for missing data) for smaller groups. Participants within groups are arbitrarily assigned to each column. 2 The LGM is based on SEM concepts, and of course categorical variables might be used in latent models (e.g., IFA). As of this writing, however, the LGM has not been adapted to categorical data. 3 The negotiation involved a jointly operated store front and each participate was assigned to one of several business roles (e.g., baker) for the task. The data then might be treated as distinguishable based on role. As there is no theoretical basis for role-related differences in participation, we treat participants as exchangeable for this paper. in one row. In essence, the example here is comparable to that presented in Figure 1 , except the groups contain four persons and there are three latent constructs, one each for the three discussion variables.
In principle, the LGM for the indistinguishable case is a multilevel, multivariate procedure (i.e., it evaluates multiple dependent or outcome variables). In practice, this presents a problem for most current MLM software applications, which handle only univariate models. 4 The solution, originally described in Kenny and La Voie (1985) , is to use the "switching" regression model, which combines all dependent variables into one column, with another set of dummy-coded columns used to indicate the dependent variables in the combined vector. This process results in a "long" data format, in which each person has a line or record for each dependent variable in the data file and the number of indicator columns equal to the number of dependent variables.
An alternative to using indicator columns is to create one vector with identifying information for each variable in the dependent variable column. Table 2 shows both methods for the first group presented in Table 1 . The "count" column contains all three discussion variables, and the indicator vectors identify which discussion variable is in the count column for a given row. Thus, the count variable in row 1 is for factual statements, for row 2 is for preferences, and for row 3 is substantiations, all for person 171 in Group 17. 5 The item column is a single vector that contains identifying information for each discussion variable in the "count" column. Each method provides the same results, though not all software packages, including Mplus, easily handle the single-column method. It is evident that the model is "full rank"-the indicator columns (and by extension, the vector model) form a linear dependency. In most cases, k Ϫ1 dummy vectors are used to indicate the k levels of a factor, with the factor coded as 0 in every column serving as the reference variable for the analysis (Pedhazur, 1997) . Here all k indicator columns (or all of the identifying information in the single-column format) are used.
Analysis
It is instructive to start by providing descriptive statistics for the three discussion variables, which are presented in Table 3 . Whereas raw data were used to calculate the means and standard deviations, the correlations were estimated with group-mean centered data to remove the group component (Enders & Tofighi, 2007) . For example, if the mean for substantiations for a given group was 10 and a person in that group contributed 5 substantiations, that person's centered score for substantiations equals Ϫ5. This was done for all groups for the three discussion variables. These correlations provide a starting point, as the individual-level correlations from the LGM should match those from the groupmean centered data. The discussion variables are all positively associated and preferences are the most frequently contributed discussion type. We examine only one of the discussion variables, substantiations, before considering the full LGM. In addition to simplifying matters, focusing on one variable is done within the context of the "unconditional" model (i.e., no substantive predictors; see Singer, 1998) , which is likely familiar to researchers who have worked with multilevel models, and also serves as a check for the more complicated models to follow. The mean for substantiations is 23.16 and the variance equals 437.83. The multilevel analysis, using the unconditional model, decomposes the variance into that attributable to groups and individuals. The SAS code for estimated the unconditional model follows. SAS is not picky about case, so following convention we use all caps for SAS-specific commands.
Some notes about the SAS code are warranted. The PROC MIXED statement invokes the multilevel procedure, COVTEST requests significance tests for the random effects, NOBOUND allows estimation of negative variances, and METHOD ϭ REML specifies restricted maximum likelihood estimation (which is the default). The WHERE statement limits the analysis to substantive contributions by including only those observations that have "sub" in the "item" column. The CLASS statement treats the variables that follow as factors (i.e., classification codes), and the MODEL statement identifies the fixed effects part of the model. The outcome variable appears to the left of the equals sign and predictor variables to the right of it; the unconditional model does not contain any predictors. The forward slash precedes a list of options, one of which is SOLU-TION, which prints the parameter estimates for the fixed effects. Finally, the RANDOM statement identifies the intercept as the random effect and SUBJECT indicates the nesting structure of the data, which in this case is the group.
Selected output for the unconditional model for substantiations is presented in Tables 4 and  5 . Notice the intercept, as is true of univariate unconditional models, is equal to the mean of the outcome variable (which in this example includes frequency counts for only the "substantiations" discussion variable). Variance attributable to the group equals 185.17 and the residual, which is an estimate of individuallevel variance, is 256.90. The group-level variance is statistically significant, z ϭ 2.94, p ϭ .0033. (This is a 2-tailed probability value but variances can only be positive; therefore, a 1-tailed probability value should be reported.) The total variance for the dependent variable is the sum of the group and residual variances. A simple way to check these estimates is to compute the average of the variances for each group in the analysis, which not coincidentally is 256. 90, and subtract it from the total variance. Anyone familiar with standard ANOVA models recognizes that the remainder is variance attributable to groups. Note this method works only for groups with equal N-in cases where group size varies, the variances are weighted by group size minus one. The intraclass correlation is the ratio of the group variance to the total, which in this case is 185.17/(185.17 ϩ 256.90), which is approximately .42. Therefore, groups account for roughly 42% of the variance in substantiations. Estimating the full LGM requires some adjustments to the code, as well as our thinking about the purpose of the multilevel model. Because the LGM is a multivariate procedure, the "count" column now contains all three discussion variables chosen for this example, and we must now include single-column method for identifying the discussion variables in the "count" column. The dummy-coded indicators provide the same results. In addition, the individual-level of analysis is included, which in this case consists of individuals nested in groups.
6 Finally, we need to think differently about the model intercepts. Including the intercept produces what Templin (2013) calls the "difference in effects fixed effects model"-the fixed effects represent the differences between the reference variable and the other variables in the model, and the statistical tests evaluate those differences. The "direct effects fixed effects model" estimates the variable means and the statistical test evaluates whether the means are different from zero. The LGM is a variant of the "direct effects" version, so the intercept is excluded from the model. The SAS code for the full LGM model is as follows:
The first line of the code remains unchanged from that for the unconditional model. The CLASS statement now includes "item" and "id" as classification factors, whereas the MODEL statement identifies "item" as a predictor variable and tells SAS via the NOINT option not to include the intercept in the fixed effects. The RANDOM statement identifies the group-level random effects associated with each discussion type indicated in the "item" variable, and the option TYPE ϭ UN specifies the modeling of the unstructured covariance matrix (i.e., all variances and covariances estimated); the G and GCORR options print the covariance and correlation matrices for the group-level random effects, respectively. Finally, the REPEATED statement identifies the random effects for individuals (nested with groups), and like the RANDOM statement that precedes it requests the estimation and printing (R and RCORR) of the model with the unstructured covariance matrix. Importantly, using the REPEATED statement models the residual in terms of an "r-side" matrix-the residual is partitioned into components associated with the three discussion variables at the individual level of analysis.
The output for the LGM is presented in Tables 6 -11. The number of observations is 396 (output not printed), which is accounted for by the long file format with 3 variables provided in the "count" column-each person has 3 lines in the data file. The second issue is that the fixed effects equal the means for the three discussion variables. Our primary concern, however, is with the random effects estimates. The section labeled "Estimated R Matrix" is the covariance matrix for the individual-level (or r-side) effects. The standardized estimates for the individual level are in the section "Estimated R Correlation Matrix" and are identical to the group-mean centered correlations in Table 1 . Estimates for the group-level covariances and correlations are contained in the sections labeled "Estimated G Matrix" and "Estimated G Correlation Matrix," respectively.
The section labeled "Covariance Parameter Estimates" contains significance tests for each of the random effects from the R and G matrices, although the formatting is not obvious. The column labeled "Cov Par" identifies the effect by matrix position and the "Subject" column the level of analysis; the "UN" designation is a reminder that the unstructured covariance matrix was specified. For example, the first row is for the group-level variance for the value in the row 1, column 1 position of the G matrix-one 6 Cross-classified models are possible (Beretvas, 2011) , in which members belong to multiple groups, but this complicates the analysis and is not addressed here. See (Bonito, Gastil, Ervin, & Meyers, 2014) for an example of how such models might be estimated. can easily see the value of 124.59 in the estimated G matrix. The G matrix also provides the variable names provided in the "item" column of the data set. Thus, the value of 124.59 is the group-level variance for factual statements and the variance is statistically significant, with z ϭ 2.27, p ϭ .02. The next row is the group-level covariance of factual statements and preferences, which ϭ Ϫ21.88, z ϭ Ϫ0.51, p ϭ .61. The remaining rows are interpreted in the same fashion. There are two additional items regarding the output worth noting. First, as noted the reported probability values are two-tailed but variances can only be positive. Thus, one should halve the probability estimates for the variances (but not for the covariances, which can be negative). Second, the covariance parameter estimates do not include a residual-it has instead been modeled by the r-side unstructured covariance matrix.
The LGM Matrix
The LGM matrix (Bonito et al., 2014 ) is a concise means of presenting model estimates. The LGM matrix consists of (a) the intraclass correlations on the diagonal, (b) the individuallevel correlations on the lower diagonal, and (c) the group-level correlations on the upper diagonal. The intraclass correlation (ICC) is a fundamental feature of multilevel models. In the basic two-level model, it identifies the proportion of variance accounted for by the group and is calculated as the ratio of the variance attributable to groups to the total variance. Conceptually, it is the assessment of the viability that a latent factor influences group member behavior as assumed in the common-fate models (see Figure 1) . In the unconditional model for substantiations described above the ICC ϭ .42, indicating that approximately 42% of the variance for substantiations is attributable to groups. For the full LGM, the procedure is equivalent: the group-level variance for a given variable is divided by the total variance (i.e., the sum of the group and individual variance estimates) for that variable, producing an ICC for substantiations as 177.61/(177.61 ϩ 256.90) ϭ 0.41. The LGM matrix for these data is presented in Table 12 .
The ICCs (i.e., the diagonals) indicate that groups account for 41%, 51%, and 26% of the variance for factual statements, preferences, and substantiations, respectively. The significance tests for all of the items in the LGM matrix are derived from their corresponding estimates as described above. An ICC is significant if its corresponding group-level variance is significant, and significance tests for correlations at both levels are based on the tests for their corresponding covariances. Thus, one might interpret the LGM matrix for these data as follows. The data support a common fate model for all three discussion variables as evidenced by the significant ICCs for each. At the individual level, the three discussion variables are highly and positively correlated-the more an individ- 
Extending the LGM
Group processes typically require time to emerge as members become familiar with each other and task requirements. The models used in the preceding analysis were for measures of communication summed over the entire discussion. Extending the LGM to include a time component for the exchangeable case is a relatively straightforward process. One might examine variables of interest over a series of meetings (e.g., Bonito et al., 2014) or within meetings (e.g., Fisek & Ofshe, 1970; Poole, 1983) , depending on the data and conceptual issues. Here, we modified the Weingart et al. (2007) discussion data to include a time component, arbitrarily dividing the discussions at the 50th speaking turn.
7 Contributions made after the 50th speaking turn were designated as T2 and those made prior as T1. All that is needed in this case are two identification columns, one for contribution type (as in the crosssectional case described above) and the other for time. The only addition to the code from the crosssectional LGM provided above is the addition of the "time" column to the CLASS statement, and the time ‫ء‬ item interaction term in the MODEL, RANDOM, and REPEATED statements. The fixed effects are the means for each of the discussion variables at both time periods. The LGM matrix for these data are contained in Table 13 and were derived in the same way from the SAS output as described above for the 7 Ideally, a more conceptually relevant segmenting process would be used. Note that Shelly and Troyer (2001) among others have noted that differentiation in participation occurs as early as the first minute of discussion. cross-sectional LGM. Of interest are the ICCs on the diagonal-factual statements at T1 have yet to converge into a latent factor, as indicated by the nonsignificant ICC, whereas the remaining discussion variables at both times have developed a latent component (as evidenced by the significant ICCs). The group-level correlations indicate associations among some of the latent group discussion variables, for example, groups that provide substantiations at T1 are likely to provide substantiations at T2, and that substantiations and preferences are highly correlated at T1.
Other Statistical Software Packages
Many other statistical software packages are capable of estimating the LGM. Here, we provide code for SPSS, Mplus, and R. SPSS is the most common analysis package used in academia (Muenchen, 2015) , largely because it balances ease of use with a wide array of analyses. Most routines are easily accomplished with its point-and-click interface, though it is much easier, in some cases, to provide syntax as we do here. SPSS's syntax has much in common with SAS, though there are some important differences. Mplus (Muthen & Muthen, 1998 ) is commercial software that is arguably the most sophisticated modeling package available; it can handle many models of interest to small group scholars including, among other things, multilevel models, structural equation modeling, and multilevel structural equation modeling. Its syntax is unlike most other packages, however, and it does not provide data manipulation routines. The R statistical package (R Core Team, 2015) is quite flexible, and its strengths are powerful data manipulation capabilities and the fact it is freeware-packages are developed and tested by members of the R community and are updated regularly. Learning its syntax requires some dedication but the payoffs for doing so are numerous.
SPSS. Appendix A contains SPSS code for both the unconditional and full LGM models. We do not, however, provide output because of the similarity of that provided by SAS. Comments are preceded by an asterisk and end with a period. SPSS-required commands are in all caps. Particular to SPSS's MIXED command is the model identification in the first line. The dependent variable ("count") follows the MIXED statement and precedes the BY keyword, which is followed by the independent variable ("item"). (Variables following the BY keyword are treated as factors in a manner comparable to the CLASS statement in SAS. The WITH keyword is used in SPSS to identify covariates but is not needed here.) The FIXED statement identifies the model fixed effects and the RANDOM statement the random effects. In the LGM syntax, the nesting indicated in the REPEATED statement uses an asterisk- SUBJECT(group ‫ء‬ id) identifies individuals (id) are nested within groups. Otherwise, the syntax for SPSS's MIXED routine is quite similar to that for SAS's PROC MIXED (at least for this example). It is important to note that, as is true of SAS, the probability values for the random variances are two-tailed; they should be halved and reported as a one-tailed test.
Mplus. The code and output for the unconditional model is presented in Appendix B and that for that full LGM is presented in Appendix C. Comments are preceded with an exclamation mark and Mplus-specific code is in all caps. Four issues regarding Mplus estimation of the LGM are warranted. First, one must use the k indicator columns rather than the 1-column method used in SAS and SPSS above. Second, because the LGM is a "direct effects fixed effects model" the intercept is excluded from the analysis. The SAS and SPSS code uses "NOINT" to exclude the intercept; in Mplus "count@0" is used to set the intercept value for the count variable to zero. The intercept variance is also set to zero using "[count@]". Third, for the full LGM the random effects must be identified within the fixed effects part of the model. The fixed effects are identified under the %WITHIN% block-each effect is given a label, followed by the pipe symbol (i.e., vertical bar "|"), then the effect specification. Thus, "sub | count ON sub_dum" tells Mplus to regress count on the indicator variable for substantiations and label it "sub." Fourth, the random effects structure is contained in the %BETWEEN% blocks (which is identical to that in the %WITHIN% block for LGM specification). In SAS, the unstructured matrix was identified with the option "TYPEϭUN" but in Mplus each part of the matrix must be identified. The line "fact pref sub" tells Mplus to estimate the variances for each of those random effects, and the three lines that follow that contain the "WITH" statement request each pairwise covariance for the set of three random effects. Finally, Mplus does not offer restricted maximum likelihood estimation (REML), providing instead maximum likelihood with robust standard errors (MLR) as the default; maximum likelihood is another option among many.
The estimates contained in the Mplus output are quite similar to those provided by SAS (the small differences are because we used REML in SAS). One may use the random effects estimates to compute the LGM matrix as described above. In addition, as with SAS and SPSS, the reported probability estimates for the random variances are two-tailed-one should halve them before evaluating the estimates.
R. Appendix D contains the code and output for the unconditional model and Appendix E the full LGM. Here, the 1-column method for identifying the variables in the "count" column is used. Comments in R are preceded by the pound (#) sign. Several packages are available in R for estimating multilevel models, though we focus on nlme (Pinheiro, Bates, DebRoy, Sarkar, & R Core Team, 2015) . Another popular package is lme4 (Bates, Maechler, Bolker, & Walker, in press) . R is quite picky about capitalization so we put R-specific syntax in bold and use lowercase for all syntax. One matter to highlight is that nlme does allow for excluding the fixed-effects intercept (using "Ϫ1") but there is no means of fixing the residual variance to zero. Some adjustments then must be made to compute the LGM matrix, as we show below.
The output for the LGM requires some explication. The random effects for the grouplevel of analysis are comparable with those provided by SAS and Mplus. Notice that the printed covariances are standardized (i.e., are correlations), and that the estimates are nearly identical to those provided by SAS. Regarding the individual-level of analysis, because the residual is estimated, the variances and covariances at that level are not equivalent to those provided by SAS and Mplus. The variances are underestimated and as a consequence the correlations are larger than those produced by SAS. The problem is easily solved by adding the residual variance to each of individual-level variances then recalculating the correlation using the familiar formula of the covariance divided by the product of the standard deviations for the two variables used to compute the covariance.
Neither nlme nor lme4 provide significance tests for the random effects. Both do, however, provide means of calculating confidence intervals. For nlme, the command is "intervals(model)," where "model" is the object that contains model results. However, because the variances at the individual level are underesti-mated and the resulting correlations are overestimated, the confidence interval approach is of little use (confidence intervals for the grouplevel estimates, however, are accurate). Following Kenny et al. (2006) , one might decide to use the group-mean centered method for computing individual-level correlations and compare those estimates to correlation critical values using N-g-1 for the degrees of freedom, where N is the total sample size and g is the number of groups in the design.
Discussion
Application
The LGM, at least as currently conceptualized, models variances and covariances on variables of interest at both the individual and group levels of analysis. It does not "predict" anything in the strict sense-the "predictor" variables are simply based on identification at three levels: level one codes for which variables are in the combined dependent variable column, level two is the individual, and level three the group. So why use it? At the very least, the LGM identifies the mechanisms at both the group-and individual-levels of analysis that drive the phenomenon in question, a not insignificant piece of information. For example, if the LGM identified that the majority of the variance for a set of variables was at the group-level, then one might consider only group-level interventions or experimental treatments. If, however, groups had little or no bearing on the variable set, one would be in the position of locating individuallevel treatments and/or, assuming group performance (in terms of convergent behavior) is desirable, train groups on the matter or issue of interest.
Knowing when convergence occurs is potentially beneficial. Several recent studies have examined deliberation over a series of meetings, as the development of group-level behavior often is seen as crucial to successful outcomes. For example, Knobloch, Gastil, Reedy, and Cramer Walsh (2013) analyzed the deliberation of citizen's groups during a week-long set of meetings. The purpose of the meetings was for the groups to develop recommendations regarding ballot measures in Oregon. Part of the problem includes recognizing when to impose structure on the meetings in order for the group to "truly deliberate." Bonito, Keyton, and Ervin (2015) , examined participant trends over four meetings, with each meeting having a different focus or purpose. Participation at T1, as evidenced by the rather low intraclass correlation, consisted largely of individual-level (i.e., intrapersonal) processes but by T4 groups accounted for approximately 50% of the variance in participation. Moreover, groups that participated frequently at T2 were likely to participate frequently at T3 and T4. Although individuallevel correlations remained substantial and robust across the four meetings, group-level processes emerged and by the fourth meeting exerted considerable influence on what members said.
Issues/Problems
Distinguishability. It is often the case that dyadic research involves participants who might be distinguished on a relevant variable. For example, members of heterosexual romantic couples are identified by gender (although members might also be identified on other dimensions, e.g., culture). In groups of three or more members, however, distinguishability is somewhat rare. Consider the case of gender in a 3-person group. A minimum of two persons must be the same gender (assuming gender is treated as binary), which means those two people are not distinguishable on that characteristic. To apply the LGM in this case, one should treat participants as exchangeable and analyze the data with the MLM approach. However, designs might be arranged so that each group member is distinguishable, as Larson, Christensen, Abbott and Franz (1996) accomplished in their study of information sharing by composing 3-person medical decision-making teams with one MD, one medical resident, and one medical student. Team composition was intended to manipulate status, with MDs being high status, residents somewhat lower in status, and students lowest status. Dependent variables included counts of the type of information presented by each member during the discussions and postdiscussion evaluations of information importance.
The Larson et al. (1996) data is analyzable with both the MLM and SEM approach to the LGM. For example, one might be interested in whether shared information (data about the medical case given to all 3 members before discussion) and unique information (data given to just one member about the case before discussion) were the function of group-level latent constructs. The MLM approach would proceed as described above, with discussion data arranged in the long-file format, by evaluating the group-level factors, and the associations among the information types at both the group-and individual-levels of analysis. Equality constraints on both the loadings on the latent factor and the correlation between the discussion variables is assumed. The SEM approach, however would be based on the wide-file format, as the data are distinguishable. Thus, each group would occupy one record in the file, and each member would have a column for both shared and unique information. Thus, MDs in each group would have two columns, one for shared information and one for unique, and the same would be true for residents and students. Although the analysis is beyond the scope of this paper (see Kivlighan, 2007) , the main benefits of the SEM approach is that one need not impose equality constraints on either the loadings of each member on the latent construct or the correlations among the members on the discussion variables. Thus, one might evaluate whether status differences, as manipulated by group composition, affect how members' behavior loads on the latent group constructs and if the correlations among the pairs of members are different.
Missing data. Because the LGM analysis uses the long data format, missing data is generally not a problem-unlike other repeated measures routines, MLM analyses use all available data and does not perform casewise deletion. As is generally the case, however, patterns of missingness should be evaluated to ensure that missing data occur completely at random.
Convergence. Group scholars who have used multilevel modeling, regardless of the software, will eventually run into convergence problems. Convergence is a property of maximum likelihood estimation, in which initial estimates are modified to identify the parameters that are most likely to have produced the sample data. The maximum likelihood estimation procedure terminates once the difference between the proposed and empirical estimates reaches a threshold (and each software package has a default threshold; R's is 1e-6). In some cases the model never converges, which leads to inaccurate estimates (if they are produced at all) and searches for solutions to the problem (Kiernan, Tao, & Gibbs, 2012) . In some cases, the problem is one or more negative variances at the group level of analysis (McHugh & Mielke, 1968) . Most software packages do not allow variances to be negative (although the "nobound" option is SAS PROC MIXED is an exception)-variance estimates that are reported as exactly 0 are usually a good tip that the variances for the variables in question are problematic and should be deleted from the model.
Conclusion
The LGM addresses a problem specifically related to groups that has preoccupied scholars for years: how are groups different or distinguished from a collection of individuals? The LGM is based on the notion that convergence on a set of measured characteristics at the individual level provides evidence for making such a distinction based on well-known features of multilevel models. Convergence occurs by minimizing within-group and maximizing betweengroups variation on the measures of interest. Beyond that, the LGM addresses whether patterns of associations among the variables differ at the group-and individual-levels of analysis. As was the case for the example data provided here, associations among the discussion variables takes on difference characteristics depending on whether one uses a group-or individuallevel lens.
The LGM, however, does not address the conceptual problem of identifying the dimensions on which differences between groups and individuals are meaningful. There is likely a large array of attitudinal and behavior variables that fit the bill but current theories and models of group processes are not yet sufficiently developed to predict how a set of variables might be distributed at different levels of analysis, and how such distributions might be consequential for group outcomes. The LGM provides an important analytical tool, which nicely complements more sophisticated conceptual models of group processes. 
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