An optimal harvesting problem for a parabolic partial differential system modeling two subpopulations of the same species is investigated. The two subpopulations are competing for resources. Under conditions on the smallness of the time interval and certain biological parameters, existence and uniqueness of an optimal control pair are established.
Introduction
We consider a model of two subpopulations of the same species competing for resources:
u(x, 0) = u 0 (x) , v(x, 0) = v 0 (x) , for x ∈ Ω , Bu = Bv = 0 , on ∂Ω × (0, T ) ,
where we make the following assumptions: Ω is a bounded and regular domain in R N , the initial functions, u 0 , v 0 are bounded, non-negative functions (which are not identically zero), the functions σ, b, d 1 , d 2 , c 1 , c 2 belong to L ∞ + (Q) = {g ∈ L ∞ (Q), g ≥ 0 a.e. in Q} .
The linear boundary condition operator B represents either Dirichlet or Neumann boundary conditions. Note that Neumann boundary conditions are like reflecting boundary conditions and are usually considered to be more favorable to the growth of the species in the habitat. Dirichlet boundary conditions mean that the boundary habitat is immediately lethal, meaning that the species cannot survive by the boundary, and thus these boundary conditions are the most unfavorable to the species.
The function u represents the concentration of the adult population and v the concentration of the young population. We suppose that two subpopulations of the same species live in the domain Ω and compete for the same resources. The function σ describes the proportion of the young population which becomes adults. In the same way b is the birth rate by which the young population is produced by the adult population. Functions d 1 and d 2 can be interpreted as harvesting a portion of the populations (due to fishing in the case of fish populations). The functions c 1 and c 2 measure the strength of the crowding effect and the competition between u and v. See the papers by Arino and Smith 3 and Owen and Sherratt 14 for similar type of interaction terms.
We are interested in finding solutions of system (1.1) with both components non-negative and nontrivial. For i = 1, 2 and δ i > 0 we define
The pair (d 1 , d 2 ) ∈ C δ1 × C δ2 acts as a control on the fishery. Under certain assumptions, for each value of the control (
In our weak definition of solution, we also assume that u t , v t are in L 2 (0, T ; (H 1 (Ω)) * ), using duality notation. Note by Evans, 6 this weak solution u, v are in C(0, T ; L 2 (Ω)), so that the initial conditions make sense. In the absence of ambiguity, we will denote this solution (u d1,d2 , v d1,d2 ) as (u, v) .
The objective functional is defined by J : C δ1 × C δ2 → R, as:
which represents the profit due to harvesting. Most precisely, the profit is the revenue less the cost of implementing the harvesting. Note that the revenues generated by the two subpopulations are different as one can see from the corresponding prices λ and µ. The cost of harvesting is assumed to be quadratic here and that assumption has been used in other harvesting models. See the paper by Lenhart and Bhat 11 for an example of trapping beavers and a nonlinear cost of trapping. See Refs. 2, 5, 7 and 13 for other objective functionals which are quadratic in the cost of implementing the controls.
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We seek an optimal control (d *
The corresponding problem for an elliptic state system has been studied in ArinoMontero 2 where smallness assumptions on parameters (λ and µ) in the functional (1.2) guarantee the uniqueness of the optimal control. This paper uses some techniques different from those used in Ref. 2 . From the point of view of the biological interpretation, this model is more realistic because the time evolution of the species is considered.
Note that this type of control problem is bilinear and does not conform to the format of Riccati equations 9 with state equations linear in the control and quadratic dependence in the objective functional. Thus some analysis and differentiation of the objective functional and the state solution with respect to the controls need to be derived for obtaining the optimal control pair for this problem.
Section 2 establishes the existence of a unique positive solution for system (1.1) and the existence of an optimal control. In Sec. 3, the characterization of an optimal control is derived in terms of the optimality system, which is the state system coupled with an adjoint system. To derive this characterization, the objective functional is differentiated with respect to the controls. The controls-to-state map is differentiated according to the order of the controls using the differentiation of the objective functional. The last section gives the uniqueness of the optimal control when parameters T, λ, µ are small.
Existence of Optimal Control
In this section we make use of comparison results for weak solutions of weakly coupled parabolic systems, 8 sub-supersolution methods and a priori etimates. Also, a convenient compactness result is used when the regularity in the spatial variable is different from that in the time variable. 16 These basic tools may be found in Protter-Weinberger, 15 Evans, 6 and Krylov.
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The next lemma shows the existence of a priori bounds for solutions of system (1.1) and will be necessary to prove an existence result for the state system. Lemma 2.1. (A priori bounds and Lipschitzian character of the solutions of (1.1))
∞ -bounded solution of (1.1), then, there exists a constant C > 0 (C depends only on σ, b and the L ∞ -bound of (u, v)) such that:
In particular, system (1.1) admits at most one bounded solution for each
Proof. By using the weak formulation of the state solutions, we obtain:
Taking into account that
in the above expression, there exists a constantĈ such that
Now, the Gronwall's inequality gives
and therefore,
Using the V(≡ L 2 (0, T ; H 1 (Ω))) bound on u and v coupled with the PDEs gives the second part of the first statement.
The proof of the second statement of lemma is similar. From system (1.1), there exists a constant C > 0 (which depends on σ, b and the L ∞ -bound of (u, v)) such that
Again by the Gronwall's inequality, we have
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Now we prove the existence and uniqueness of the solutions to the state system. Theorem 2.2. (Existence and uniqueness of solutions) For any control
Proof. Let (U, V ) be the solution of the linear problem
Observe that if (u, v) is a solution for problem (1.1), then it is a subsolution for problem (2.3). Standard comparison results for weak solutions 8 imply that there exists a constant C ∈ R + such that
where (u, v) is the solution of system (1.1). Now, define
with Γ large enough. So, f becomes increasing in u with u
In the same way, g has inverse properties (g with respect to u and with respect to v). Now, an application of lower-upper solutions method for competitive type systems gives the existence of solution. The proof is standard, take u 1 ≡ 0, v 1 ≡ 0, u 1 ≡ U and v 1 ≡ V, and define, for k ≥ 2 the following iterative scheme:
with the corresponding initial and boundary conditions. The limit of sequence
gives a solution of state system (1.1).
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The second part of Lemma 2.1 gives the uniqueness and finishes the proof. 
Theorem 2.4. There exists an optimal control pair,
Proof. Since the state variables and the controls are uniformly bounded, sup
Consequently, there exists a maximizing sequence (d
By using Lemma 2.1 and denoting (u
, we obtain (on a subsequence)
Now, using again Lemma 2.1 and a compactness result, 16 imply
Passing to the limit in the corresponding PDEs, we have (u
). Hence, by using the lower semi-continuity property of the norm with respect to weak L 2 convergence, we have
) is a pair of optimal controls that maximizes the payoff functional.
Remark 2.5. Note that the optimal benefit is always positive. The reasoning is close to the argument used in Ref. 4 . Using zero functions for the controls, the corresponding state functions satisfy 0 < Q λu 0,0 +µv 0,0 . Then using the continuity of the solution map from Lemma 2.1 and taking constant functions with value ε Optimal Control of Harvesting in a Parabolic System 1135 as control functions, there exists ε 0 such that, for 0 < ε < ε 0 , then 2|Q|ε 2 < Q λu ε,ε + µv ε,ε . Therefore,
Derivation of Optimality System
is an optimal control pair, then we will show that the pair satisfies the necessary conditions. For this derivation of the necessary conditions and the optimality system, we first differentiate the state solution map with respect to the controls and then differentiate the objective functional with respect to the controls.
as β 0, where (ξ, η) (which depends on control (d 1 , d 2 ) and direction (f, g)), is the unique solution of the sensitivity system
Proof. The idea here is to obtain a priori L 2 -bounds for the quotients (u β − u)/β, (v β − v)/β via the system satisfied by them. Let (ξ β , η β ) be defined by
which is the unique solution of system
By reasoning like in Lemma 2.1, there exists a positive constant C, which depends only on coefficients σ, b, u, v, f and g such that
and analogously,
Finally, we have,
These estimates guarantee the weak convergence of quotients in (3.1). We obtain strong convergence of (u β , v β ) and weak convergence of the quotients and are able to show that the limit pair (ξ, η) solves the system (3.2).
To derive optimality conditions and to characterize the optimal control, we need the adjoint operator associated with the operator in the sensitivity system for ξ and η. Also, we will use here the notation w + (x) = sup{w(x), 0} for x ∈ Ω. We rewrite the system (3.2) as
Then formally the adjoint system has the form:
where (u * , v * ) is the state solution of (1.1) corresponding to this optimal pair and (r, s) is the solution of the adjoint system Proof. Note that, under our assumptions, the adjoint system (3.5) has a unique
is an optimal control, we have (omitting the superscripts * temporarily)
Dividing by β > 0 and taking β 0,
Now, using the weak formulation of the adjoint system (3.5), we obtain
By similar arguments with λr and µs in (3.2), we obtain
Now, from (3.6) we have,
By standard control analysis, we conclude
where (u, v, r, s) is a solution of the optimality system 
Uniqueness Results
The idea for the uniqueness result is to prove the strict concavity of the objective functional. As usual, for most parabolic control problems (see Refs. 7, 10-12), the uniqueness condition was obtained when time T is small enough. The condition obtained here is λT, µT small enough, which obviously contains the condition λ, µ sufficiently small, which appear in some elliptic control problems (see for instance Ref.
2). Small parameters, λ, µ, interpret as low revenue from harvesting. d 2 ) is strictly concave. In particular, there is a unique optimal control.
Proof. For (d 1 , d 2 ) , (h 1 , h 2 ) ∈ C δ1 × C δ2 fixed and ε ∈ (0, 1), define G(ε) = J(ε(d 1 , d 2 ) + (1 − ε)(h 1 , h 2 )). The concavity of J follows from the concavity of G. To get that concavity, we will prove that G is strictly monotone, i.e. for all ε, κ ∈ (0, 1) we have (G (ε) − G (κ))(ε − κ) < 0.
To calculate
