J° 5Vlog(c/5)
This exponential square condition is satisfied almost surely by the random Fourier series /,(*) = 2"_1a"/?,,(f)e"":, where {/?"} is the Rademacher system, as long as fl\/ahinHnS/2) dS < oo. 0 ôVlog(l/S) Hence, the random essential continuity of f,(x) is guaranteed by each of the above conditions.
1. Introduction. This study is concerned with a class of real valued functions defined on [0, 1] for which certain boundedness and smoothness properties can be characterized in terms of the following modulus of continuity which is associated with the convex function ^, namely: Q*(8,f) = inf°
The case where ty(u) = \u\p,p > 1, has been investigated [3] and motivates much of the more general case. This theorem is an immediate generalization of the results in [3] and can be used to give a sufficient condition for the essential continuity of a function / and also a uniform Lipschitz-type estimate. Namely: Of particular interest is the case where ^(u) = exp u2. The above estimates are then in terms of /ôôexpu2(o>/)V'0E(c/o) d8/8. Now there are heuristic arguments which strongly suggest that the best possible estimates involving Qt*pA8>f) sûould be in terms of the quantity /0Ôexp^(5,/) d8/8^log(c/8) .
This suggests that a stronger result than Theorem 1.1 may hold in full generality. To this end observe that the above expression is the special case corresponding to ¥(u) = exp u2 in /¿ß*(S, f)d(-'if~1(c/8)), and indeed it turns out that the following improvement of Theorem 1.1 holds. Theorem 1.3. Let \ < a < 1 with a fixed. Also let c -¥(1)/2(1 -a)a and K -^-'(2ca)/^-1(c).
///(x) G L^O, 1] and 0 < x < \, then A change of scale argument gives Theorem 1.2 as a consequence of Theorem 1.1. This change of scale argument is unworkable in the present situation. However, this type of argument, necessary to obtain a continuity estimate, can be carried out when the right-hand side appears in an "integrated by parts" form. Let Q%(8, f) denote the sup function, i.e. 
< oo can be used as the sufficient condition for essential continuity.
2. The rearrangement arguments. The fundamental inequality which serves as the cornerstone here is the "rearrangement result" (see [4] ) which gives (2.1) // H\f*(x)-f*(y)\)dxdy< // *{\f(x)-f(y)\)dxdy \x-y\<S \x~y\<S whenever $ is increasing and 0 < 8 < 1. As will be shown, (2.1) is used directly to prove Theorems 1.1, 1.3 and 1.4.
To show Theorem 1.1, fix 8, 0 < 8 < 1, and A0 = Q<¡,(8, f). Also, for 0 < a < ß < 1, let the rectangle Rs(a, ß) be given by Rs(a,ß) = {(x,v):0 < y < a8,ß8 < x < 8).
Now using the definitions of <2*(ó\/) and Rs(a, ß), (2.1) and the monotonicity of f*(x), it follows that
Thus one obtains
• Now choosing a = \ and ß = f, the upper part of (1.1) follows immediately, and the lower part is obtained from observing that (-f(x))* = -f*(l -x).
To show that Theorem 1. 
-*-\ca/9(t)) = K<H-\ca/t), (4) *-x(ca/9"'(/)) = (\/Ky»-\ca/t). The motivation for even considering 9(t) is that in the upcoming proof of Theorem 1.3, the solution to the following differential equation is needed: 
So the top part of (1.4) is immediate and the lower part follows from the fact that (-/(*))* = -f*(l -x). This completes the proof of Theorem 1.3.
Of the three conclusions in Theorem 1.4 only the proof of (1.8) will be presented. The arguments involved in (1.6) and (1.7) are straightforward and can be seen in [2] .
As a preliminary to this proof consider the function
where a is fixed, 0 < a < 1, c = ^(1)/2(1 -a)a and K > I. Let 5 also be fixed, 0 < 8 < 1, and define the following sequence { §"}: Assuming the validity of (3.4) for the moment, the main result of this section can be presented. Note. The above condition on ^ is equivalent to ^(/)^"(/)/(^'(0)2 < 2 for t > tQ where t0 is to be specified (see [2] ). Also observe that convex functions which behave like \u\p, e1"1, expl^ and others satisfy this condition.
Proof. First observe that Observe that all previous results remain valid with these altered moduli of continuity as long as the constants are appropriately adjusted. The following result is the tool needed in the actual application. 3) follows from a monotone class theorem argument [1] . Observe that if FJF and Fn satisfies (4.3) then F does also. Further, observe that linear combinations of indicator functions of dyadic rectangles also satisfy (4.3) (see [2] ). So the monotone class theorem gives the validity of (4.3) for all positive Borel functions.
The main result of this section can now be presented. Proof. Recall that for a random series Y(t) = ^=xcnRn(t) where c" = an + ibn, 2¡?=1a2 < \ and 2"=1z>2 < \, that Khinchine's inequality is valid (see [2] or [8] ): m{t: \Y(t)\ > X) < 2 exp(-X2/2). Using this result, one calculates that /¿(exp(| Y(t)\2/4) -1) ¿/ < 2. This can be applied to 
