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SPHERICAL VARIETIES AND LANGLANDS DUALITY
DENNIS GAITSGORY AND DAVID NADLER
Abstract. Let G be a connected reductive complex algebraic group. This paper is
devoted to the space Z of meromorphic quasimaps from a curve into an affine spherical
G-variety X. The space Z may be thought of as a finite-dimensional algebraic model
for the loop space of X. The theory we develop associates to X a connected reductive
complex algebraic subgroup Hˇ of the dual group Gˇ. The construction of Hˇ is via
Tannakian formalism: we identify a certain tensor category Q(Z) of perverse sheaves
on Z with the category of finite-dimensional representations of Hˇ . The group Hˇ
encodes many aspects of the geometry of X.
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2 GAITSGORY AND NADLER
1. Introduction
1.1. Overview. Let G be a connected reductive complex algebraic group, and let
S ⊂ G be a complex algebraic subgroup. The following conditions are known to be
equivalent:
(1) There is an open S-orbit in the flag variety of G.
(2) There are finitely many S-orbits in the flag variety of G.
(3) For any G-equivariant line bundle L → G/S, the multiplicity of any irreducible
G-representation in H0(G/S,L) is zero or one.
(4) For any G-variety X and point x ∈ X fixed by S, there are a finite number of
G-orbits in the closure of the G-orbit through x.
(See [BLV86] for references to proofs.)
A subgroup S ⊂ G is said to be spherical if any of the above equivalent conditions
holds. A G-variety X is said to be spherical if there is a dense G-orbit X˚ ⊂ X and the
stabilizer of any point x ∈ X˚ is a spherical subgroup.
Examples of spherical varieties include flag varieties, symmetric spaces, and toric
varieties. In general, spherical varieties form a class of varieties whose geometry is
combinatorially tractable. They play a fundamental role in the geometric representation
theory of complex Lie algebras and real and p-adic Lie groups. One can interpret
the theory developed here as a generalization of the geometric Satake correspondence
(developed by Lusztig [Lus83], Ginzburg [Gin96], and Mirkovic-Vilonen [MV04]) from
groups to spherical varieties. In particular, this opens up the study of spherical varieties
to the rich methods of the geometric Langlands program (see the papers of Beilinson-
Drinfeld [BD] and Kapustin-Witten [KW06] among many other important works).
In what follows, we give a brief synopsis of the theory developed in this paper.1 Our
goal is to associate to any affine spherical G-variety X a connected reductive complex
algebraic subgroup Hˇ of the Langlands dual group Gˇ along with a canonical maximal
torus of Hˇ. To define Hˇ, we construct its category of finite-dimensional representations
in the geometry of the space Z of meromorphic quasimaps from a curve into X. A
meromorphic quasimap consists of a point of the curve, a G-bundle on the curve, and a
meromorphic section of the associated X-bundle with a pole only at the distinguished
point. The space Z may be thought of as a finite-dimensional algebraic model for the
loop space of X. By construction, the category of finite-dimensional representations of
Hˇ is equivalent to a certain tensor category Q(Z) of perverse sheaves on Z.
The category of finite-dimensional representations of Gˇ naturally acts on sheaves on
Z via the geometric Satake correspondence. By definition, the category Q(Z) consists
of all sheaves that arise when one acts on a certain distinguished sheaf. One of our main
technical results is that objects of Q(Z) are direct sums of the intersection cohomology
sheaves of certain subspaces of Z. The definition of these subspaces is local: it refers
only to the restriction of a quasimap to the formal neighborhood of its distinguished
point. To understand what this restriction may look like, we need a parametrization
of the meromorphic quasimaps on a formal disk. Since all G-bundles on a formal disk
are trivial, this is the same thing as a parametrization of the formal loops in the open
1This paper is the combination of two earlier preprints [GN04b] and [GN04c].
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G-orbit X˚ ⊂ X. A result of Luna-Vust [LV83] identifies the equivalence classes of such
formal loops with the cone V(X) of G-invariant discrete valuations of the function field
of X.2
To identify Q(Z) with the category of finite-dimensional representations of Hˇ, we
use Tannakian formalism: we endow Q(Z) with a tensor product, a fiber functor, and
the necessary compatibility constraints so that it must be equivalent to the category
of representations of such a group. Recall that a category of representations comes
equipped with a forgetful functor which assigns to a representation its underlying vector
space. A fiber functor is a functor to vector spaces with all of the same properties as
the forgetful functor. We construct both the tensor product and fiber functor for Q(Z)
via nearby cycles in canonically defined families. For the tensor product, we consider
quasimaps with multiple distinguished points, and consider the family resulting from
allowing the points to collide. This kind of fusion product is inspired by the factorization
structures of conformal field theory. It is worth emphasizing that the fusion product
is not derived from any group structure on X, but rather from the homotopy group
structure on the loop space of X. (See the end of this overview for a brief topological
field theory interpretation of the fusion product.)
For the fiber functor, we consider the family obtained by considering quasimaps into
the specialization of X to its asymptotic cone X0. The asymptotic cone X0 belongs
to a special class of G-varieties closely related to flag varieties. A subgroup S0 ⊂ G
is said to be horospherical if it contains the unipotent radical of a Borel subgroup of
G. A G-variety X0 is said to be horospherical if for each point x ∈ X0, its stabilizer is
horospherical. When X0 is an affine horospherical G-variety, the main result of [GN04a]
implies that the category Q(Z0) is equivalent to the category of finite-dimensional rep-
resentations of a torus. For an arbitrary affine spherical G-variety X, the specialization
to its asymptotic cone X0 provides a corresponding specialization for quasimaps. By
properly interpreting the nearby cycles in this family, we obtain a functor which corre-
sponds to the restriction of representations from Hˇ to a canonical maximal torus. In
particular, by forgetting the torus action, we obtain the sought-after fiber functor.
Finally, one can interpret our results as a categorification of the structure theory of
spherical varieties. First, let us summarize what we know about the subgroup Hˇ ⊂ Gˇ
associated to the affine spherical G-variety X. As stated above, we know that Hˇ
is connected and reductive, and it comes equipped with a canonical maximal torus.
We know that the irreducible representations of Hˇ are indexed by a subsemigroup
of the cone V(X) of G-invariant discrete valuations of the function field of X. One
expects this subset to be of finite index in the entire cone, or equivalently that the Weyl
group of Hˇ is the same as that associated to X in the structure theory of spherical
varieties [Bri90, Kno96]. This Weyl group controls many aspects of the geometry of X.
For example, by the results of [Kno94], the center of the ring of differential operators
on X is isomorphic to the invariants of the Weyl group of Hˇ in the ring of polynomial
functions on a Cartan algebra of Hˇ.
2We thank F. Knop for pointing out that the parametrization appears in [LV83]. Since we need
some further refinements of the parametrization, we include a proof using their compactification theory.
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In the special case when X is a symmetric variety, the subgroup Hˇ coincides with
that associated to the corresponding real group in [Nad05]. One may view this as an
instance of the general Harish Chandra framework that real groups may be studied in
a complex algebraic context.
In the next section of the introduction below, we give a more detailed description
of the contents of this paper. Before continuing, it is worth commenting about the
technical nature of quasimaps. What we have called the space Z of meromorphic
quasimaps is not in fact a scheme but rather an ind-stack. To the interested but
daunted reader, we recommend thinking of Z as a sophisticated version of the loop
space of X. In a less complicated world, we would not need to consider Z but could
work directly with the loop space of X. Unfortunately, we do not know how to deal
with the infinite-dimensionality of this space. Another possible approach would be to
study sheaves on the affine Grassmannian of G which are equivariant for the loop group
of the generic stabilizer of X. But in general the orbits of such a group are neither
finite-dimensional nor finite-codimensional, and we do not know how to make sense of
sheaves on them.
Although quasimaps involve many technical challenges, they seem to be a natural
model to study the kind of geometry we are interested in. For example, we do not know
how to see such structures as the tensor product onQ(Z) without some global consider-
ations. This is not surprising from the perspective of the geometric Langlands program
as a topological field theory [KW06]. Under the geometric Satake correspondence, one
can interpret the tensor product on the category of finite-dimensional representations
of the dual group Gˇ as coming from two distinct sources. On the one hand, there is
the usual group multiplication on G, which in turn induces a group structure on the
loop group of G. If we consider the geometric Satake category as morphisms between
two copies of the vacuum brane on a circle, then the convolution product realizes the
composition of morphisms. On the other hand, there is the fusion product on the geo-
metric Satake category coming from a two dimensional pair-of-pants with boundary
circles labelled by the vacuum brane. This is an algebraic form of the homotopy group
structure on the loop space of G independent of the group structure on G. Now we
can interpret sheaves on the loop space of the spherical variety X as a brane with
which we can label the circle. Then we can further interpret our category of spherical
sheaves Q(Z) as morphisms between this brane and the vacuum brane. Though such
morphisms can not be composed (since they have different source and target), they can
be fused: a version of a three dimensional pair-of-pants realizes the fusion product of
such morphisms. In this framework, the global nature of the fusion product on Q(Z)
is not an artifact of our technical approach but evidence of the topological field theory
structures underlying our constructions.
1.2. Summary. We now turn to a more detailed description of the specific contents
of this paper.
Let C be a smooth complete complex algebraic curve, and let BunG be the moduli
stack of G-bundles on C. For a finite set I, we write CI for the product of I copies of
C, and for a point cI ∈ C
I , we write |cI | ⊂ C for the union of the points ci ∈ C, for
i ∈ I.
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Let X be an affine spherical G-variety, and let X˚ ⊂ X be the dense G-orbit. Fix a
point x ∈ X˚ , and let S ⊂ G be the stabilizer of x, so we have X˚ ≃ G/S. We define the
ind-stack ZI of meromorphic quasimaps to be that classifying the data
(cI ∈ C
I ,PG ∈ BunG, σ : C \ |cI | → PG
G
×X|C\|cI |)
where σ is a section which factors
σ|C′ : C
′ → PG
G
×X˚ |C′ → PG
G
×X|C′ ,
for some open curve C ′ ⊂ C. We call the subset |cI | ⊂ CS the pole points of the
quasimap. We call the largest open curve C ′ ⊂ C on which σ factors
σ|C′ : C
′ → PG
G
×X˚|C′ → PG
G
×X|C′
the nondegeneracy locus of the quasimap, and we call its complement C \ C ′ the de-
generacy locus of the quasimap.
Over the nondegeneracy locus C ′ ⊂ C, the section σ defines a reduction of the G-
bundle PG to an S-bundle PS . We refer to PS as the generic S-bundle associated to the
quasimap. We refer to the π0(S)-bundle induced from PS as the generic π0(S)-bundle
associated to the quasimap. We call the quasimap untwisted if its associated generic
π0(S)-bundle is trivial.
We write ′ZI ⊂ ZI for the ind-closed substack of untwisted meromorphic quasimaps.
When I has one element, we write Z in place of ZI , and
′Z in place of ′ZI .
Let Sh(Z) be the bounded constructible derived category of sheaves of C-modules
on Z, and let P(Z) be the full abelian subcategory of perverse sheaves on Z. We have
two natural operations on Sh(Z) coming from Hecke correspondences.
First, modifications of the generic S-bundle of a quasimap provide correspondences
which act on Sh(Z). We refer to these as generic Hecke correspondences, and to their
collection as the generic Hecke action. We define a Hecke equivariant perverse sheaf
on Z to be an object of P(Z) equipped with a collection of isomorphisms for smooth
generic Hecke correspondences. We write PH(Z) for the abelian category of Hecke
equivariant perverse sheaves on Z.
Second, modifications of the G-bundle of a quasimap at its pole point also provide
correspondences which act on Sh(Z). We refer to these as meromorphic Hecke corre-
spondences, and to their collection as the meromorphic Hecke action. To describe the
types of meromorphic Hecke correspondences which we consider, we introduce some
more notation. Let K = C((t)) be the field of formal Laurent series, and let O = C[[t]]
be the ring of formal power series. Let G(K) be the K-valued points of G, and let
G(O) be its O-valued points. The affine Grassmannian GrG is an ind-scheme whose
set of C-points is naturally the quotient G(K)/G(O). The types of modifications of a
G-bundle at a point are given by the G(O)-orbits in GrG. The geometric Satake corre-
spondence [MV04] states that the category PG(O)(GrG) of G(O)-equivariant perverse
sheaves on GrG is a tensor category equivalent to the category of finite-dimensional rep-
resentations of the dual group Gˇ. In this paper, we consider the meromorphic Hecke
correspondences whose integral kernels are given by objects of PG(O)(GrG).
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Our aim is to study a certain semisimple category Q(Z) of Hecke equivariant perverse
sheaves on Z. To construct Q(Z), we define the untwisted basic stratum ′Z0 ⊂ Z to
consist of those untwisted quasimaps of the form
(c ∈ C,PG ∈ BunG, σ : C → PG
G
×X˚).
In other words, ′Z0 ⊂ Z consists of those quasimaps whose nondegeneracy locus is all of
C, and whose associated generic π0(S)-bundle is trivial. Note that if the nondegeneracy
locus of a quasimap is all of C, then its associated generic S-bundle is defined over all
of C. Thus the product of the curve C with the moduli stack BunS0 for the identity
component S0 ⊂ S is naturally a π0(S)-torsor over the basic stratum
′Z0 ⊂ Z.
The intersection cohomology sheaf ′ IC0Z of the closure
′Z
0
⊂ Z of the untwisted basic
stratum is naturally a Hecke equivariant perverse sheaf. By acting on it by meromorphic
Hecke correspondences and taking perverse cohomology sheaves, we obtain a semisimple
functor
Conv : PG(O)(GrG)→ PH(Z)
which we call convolution. We define Q(Z) to be the strict full subcategory of
PH(Z) whose objects are isomorphic to subquotients of those Hecke equivariant per-
verse sheaves arising via convolution.
We prove that the irreducible objects of Q(Z) are isomorphic to the intersection
cohomology sheaves with constant Hecke equivariant coefficients of certain substacks
of Z. To identify the substacks which may occur, let V(X) be the cone of G-invariant
discrete valuations of the function field of X. Thanks to Luna-Vust [LV83], we have a
canonical parametrization
G(O)\X˚(K) ≃ V(X)
which is invariant under automorphisms of the ring O. Since all G-bundles on the formal
disk are trivial, this bijection may also be thought of as parameterizing meromorphic
quasimaps on the formal disk. For a valuation θ ∈ V(X), we write X˚(K)θ ⊂ X˚(K) for
the formal loops of type θ. We define the untwisted local stratum ′Zθ ⊂ Z to consist
of untwisted quasimaps of the form
(c ∈ C,PG ∈ BunG, σ : C \ c→ PG
G
×X˚ |C\c)
which when restricted to the formal neighborhood Dc of the pole point c ∈ C are
represented by an element of X˚(K)θ for any trivialization of the restriction of PG to
Dc and any identification of Dc with the abstract formal disk.
Using direct geometric methods, we prove the following about the convolution.
Theorem 1.2.1. Every irreducible object of Q(Z) is isomorphic to the intersection
cohomology sheaf of an untwisted local stratum with constant Hecke equivariant coeffi-
cients.
The results of this paper and those of [GN04a] restrict which untwisted local strata
support irreducible objects of Q(Z) to those indexed by a certain finite-index subsemi-
group of V(X). One expects that all of the strata indexed by this subsemigroup in fact
support objects of Q(Z).
The main result of this paper is the following.
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Theorem 1.2.2. The category Q(Z) is naturally a tensor category equivalent to the
category of finite-dimensional representations of a connected reductive complex algebraic
subgroup Hˇ ⊂ Gˇ.
To prove this, we use Tannakian formalism. We first construct a fusion product on
Q(Z) making it a tensor category. To do this, we consider the analogous category
Q(ZI) for the ind-stack ZI of meromorphic quasimaps with more than a single pole
point. We show that there is a canonical equivalence
γI : Q(Z)
⊗I ∼→ Q(ZI).
The tensor product is then defined by allowing the pole points of ZI to collide and taking
nearby cycles. The convolution functor is naturally a tensor functor with respect to
the fusion product on Q(Z) and the tensor product on PG(O)(GrG). Under Tannakian
formalism, it corresponds to the restriction of representations from Gˇ.
To apply Tannakian formalism, we need a fiber functor on Q(Z). This is an exact
faithful tensor functor from Q(Z) to the category of finite-dimensional vector spaces.
What we construct is an exact faithful tensor functor to a category of vector spaces
graded by a lattice. By forgetting the grading, we obtain the desired fiber functor.
Under Tannakian formalism, the graded fiber functor corresponds to the restriction of
representations from Hˇ to a maximal torus.
To describe some of the geometry involved in constructing the graded fiber functor,
we consider the case when X is an affine horospherical G-variety. From the results
of [GN04a], we deduce that in this case the category Q(Z) is equivalent to a category
of finite-dimensional vector spaces graded by a lattice. In other words, it is equivalent
to the category of finite-dimensional representations of a complex algebraic torus.
Now for a general affine spherical G-variety X, to construct the graded fiber functor
on Q(Z), we work with a family X of G-varieties whose general fiber is canonically
isomorphic to X and whose special fiber is an affine horospherical G-variety X0. The
family X is defined by filtering the ring of regular functions onX according to the action
of G. The ring of regular functions on X0 is the associated graded of this filtration.
From the family X, we obtain a family Z of ind-stacks whose general fiber is canonically
isomorphic to Z and whose special fiber is the ind-stack Z0 of meromorphic quasimaps
into X0. The nearby cycles in the family Z provide a functor
ψ : Q(Z)→ PH(Z0).
Unfortunately applying ψ to objects of Q(Z) does not necessarily produce objects of
Q(Z0). Instead, it may produce a complicated object whose composition series contains
an object of Q(Z0) but also other “noise”. The presence of this noise reflects the fact
that by working with Z, rather than some local object, we have introduced global
complications. To deal with this, we work in a certain quotient category of PH(Z0)
where we ignore the noise.
We call an object of PH(Z0) a bad sheaf if each of its simple constituents is not
an object of Q(Z0). We denote by Bad(Z0) the full Serre subcategory of PH(Z0)
whose objects are bad sheaves. We denote by Quot(Z0) the quotient of the category
PH(Z0) by the Serre subcategory Bad(Z0). We denote by Subquot(Z0) the full image
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of Q(Z0) under the natural projection to Quot(Z0). The natural projection provides
an equivalence
Q(Z0)
∼
→ Subquot(Z0).
The main technical result needed to proceed is the following.
Theorem 1.2.3. For any object P ∈ Q(Z), the image of the nearby cycles ψ(P) in
the quotient category Quot(Z0) belongs to the full subcategory Subquot(Z0). Thus the
nearby cycles lift to a functor
Ψ : Q(Z)→ Q(Z0).
We take the functor Ψ to be our graded fiber functor. We must show that Ψ is
an exact faithful tensor functor. The only part of this which is not easily deduced
from previous results is that it is a tensor functor. To see this, we must consider its
interaction with the fusion product. This involves showing that the nearby cycles in
a certain family over a base of dimension greater than one are independent of any
choices. To see this, we exploit the fact that we know the assertion for objects which
come from convolution. This allows us to reinterpret the fusion product as the fiber
of a middle-extension, rather than as nearby cycles. The characterizing properties of
the middle-extension imply the independence of the choices involved in working over a
base of dimension greater than one.
What remains to establish in order to invoke Tannakian formalism comes for free.
In [Nad05], a brief Tannakian dictionary was collected which contains the results we
need. For example, at this point, the rigidity of Q(Z) is automatic. Furthermore, the
assertions that the associated group Hˇ are connected and reductive are immediate from
our explicit understanding of Q(Z).
1.3. Acknowledgments. We would like to thank D. Ben-Zvi for his interest and com-
ments on the exposition. The second author was partially supported by NSF grant
DMS-0600909. Both authors were partially supported by DARPA grant HR0011-04-1-
0031.
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Part I. Main constructions
In this part, we will carry out a series of constructions that lead to the definition of
the group Hˇ. Most of the technical assertions will be stated without proofs; the latter
will be given in Parts II, III and IV.
The structure of this part is as follows:
In Sect. 2, we introduce the space Z of quasimaps from a curve C into an affine
variety X on which G acts with an open orbit. The space Z may be thought of as a
finite-dimensional model of the space of loops X(K).
We then introduce the category of generic-Hecke equivariant perverse sheaves. This
may be thought of as a model for the technically inaccessible “category of G(O)-
equivariant perverse sheaves on X(K)”.
In Sect. 3, we study the space Z of quasimaps under the assumption that the G-
variety X is spherical.
We first recall some basic facts about spherical G-varieties, and discuss the stratifi-
cation of X(K) by G(O)-orbits. We then use this to describe a (partial) stratification
of Z.
At the end of the section, we specialize further to the case when X is horospherical,
and discuss the stratification of Z in this situation.
In Sect. 4, we introduce the convolution action of the monoidal category of spherical
perverse sheaves on the affine Grassmannian of G on the category of perverse sheaves
on Z.
This leads to the definition of the category Q(Z) that will eventually be shown to
be equivalent to the category of representations of a reductive subgroup Hˇ ⊂ Gˇ.
In Sect. 5, we construct a functor from the category Q(Z) to a similar category on
the space Z0, where the latter is the space of quasimaps into a canonical horospherical
collapse of X. The construction involves taking nearby cycles of objects of Q(Z), and
then projecting to a suitable quotient category equivalent to Q(Z0).
We use this functor in Sect. 7 in order to construct a fiber functor onQ(Z). The main
idea is that the corresponding category Q(Z0) is equivalent to that of representations
of a torus, and hence admits a canonical forgetful functor to vector spaces.
In Sect. 6, we endow Q(Z) with a tensor structure using the idea of fusing pole
points.
Finally, in Sect. 7, we show that the existing structures on Q(Z) define a tensor
equivalence between it and the category of representations of a reductive subgroup
Hˇ ⊂ Gˇ.
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We identify the maximal torus of Hˇ and state a conjecture describing the cone formed
by its dominant weights.
2. Quasimaps
2.1. Definition. Let C be a smooth complete complex algebraic curve. For a scheme
S, we write CS for the product S×C, and for an S-point c ∈ C(S), we also write c ⊂ CS
for its graph. Let BunG be the moduli stack of G-bundles on C. It represents the
functor which assigns to a scheme S the category of G-bundles on CS. For a finite set I,
we write CI for the product of I copies of C. For a scheme S, and a point cI ∈ C
I(S),
we write |cI | ⊂ CS for the union of the graphs ci ⊂ CS.
Let X be an affine G-variety which we assume to have a dense G-orbit X˚ ⊂ X. Fix
a point x ∈ X˚ , and let S ⊂ G be the stabilizer of x, so we have X˚ ≃ G/S. We define
the ind-stack ZI of meromorphic quasimaps to be that representing the functor which
assigns to a scheme S the category of data
(cI ∈ C
I(S),PG ∈ BunG(S), σ : CS \ |cI | → PG
G
×X|CS\|cI |)
where σ is a section which factors
σ|C′
S
: C ′S → PG
G
×X˚ |C′
S
→ PG
G
×X|C′
S
,
for some open subscheme C ′
S
⊂ CS which is the complement C
′
S
= CS\D of a subscheme
D ⊂ CS which is finite and flat over S. We call the subscheme |cI | ⊂ CS the pole points
of the quasimap. We call the largest subscheme C ′
S
⊂ CS on which σ factors
σ|C′
S
: C ′S → PG
G
×X˚ |C′
S
→ PG
G
×X|C′
S
the nondegeneracy locus of the quasimap, and we call its complement CS \ C
′
S the
degeneracy locus of the quasimap.
Over the nondegeneracy locus C ′S ⊂ CS, the section σ defines a reduction of the G-
bundle PG to an S-bundle PS . We refer to PS as the generic S-bundle associated to the
quasimap. We refer to the π0(S)-bundle induced from PS as the generic π0(S)-bundle
associated to the quasimap. We call the quasimap untwisted if for every geometric
point s ∈ S, the restriction of the associated generic π0(S)-bundle to {s} × C ⊂ CS is
trivial.
When I has one element, we write Z in place of ZI . We write
′ZI ⊂ ZI for the
ind-substack of untwisted meromorphic quasimaps.
The following lemma will be proved in Sect. 9.
Lemma 2.1.1. The ind-substack ′ZI ⊂ ZI is closed.
We shall also have frequent use for the following notations. In general, for an ind-
stack of quasimaps, we add the mark ′ to the notation to signify the ind-closed substack
of untwisted quasimaps. We write C˚I ⊂ CI for the variety of those cI ∈ C
I such that ci
is distinct from cj , for distinct i, j ∈ I. We write ZI˚ ⊂ ZI for the ind-open substack of
meromorphic quasimaps with distinct pole points, or in other words, the fiber product
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of ZI and C
I over C˚I . In general, for an ind-stack over CI , we add the mark˚to the
notation to signify the fiber product with C˚I ⊂ CI .
In the remainder of this paper, when defining various schemes and stacks, we often
present the moduli problem for geometric points and leave it to the reader to extend
it to an arbitrary base.
2.2. Generic-Hecke equivariance. In what follows, we write C(n) for the nth sym-
metric power of C. For a point c(n) ∈ C
(n), we write |c(n)| ⊂ C for its support in C,
and we write ‖c(n)‖ ⊂ C for the finite (not necessarily reduced) subscheme it defines.
We define the ind-stack HZI ,(n) of generic-Hecke modifications to be that classifying
data
(cI ,P
1
G,P
2
G, σ1, σ2; c(n), α)
where (cI ,P
i
G, σi) ∈ ZI , c(n) ∈ C
(n), with |c(n)| disjoint from the degeneracy locus of
(cI ,P
i
G, σi), and α is an isomorphism of G-bundles
α : P1G|C\|c(n)|
∼
→ P2G|C\|c(n)|
such that the following diagram commutes
C \ (|cI | ∪ |c(n)|)
σ1→ P1G
G
×X|C\(|cI |∪|c(n)|)
↓ ↓ α
C \ (|cI | ∪ |c(n)|)
σ2→ P2G
G
×X|C\(|cI |∪|c(n)|)
where the left vertical map is the identity, We call a generic-Hecke modification trivial
if the isomorphism α extends to an isomorphism over all of C. We have the natural
projections
ZI
h←
← HZI ,(n)
h→
→ ZI ,
and the natural projection
HZI ,(n) → C
I × C(n).
We define a smooth generic-Hecke correspondence to be any stack Y equipped with
smooth maps
ZI
h←Y← Y
h→Y→ ZI
such that for some n, there exists a map
Y → HZI ,(n)
such that the following diagram commutes
ZI
h←Y← Y
h→Y→ ZI
↓ ↓ ↓
ZI
h←
← HZI ,(n)
h→
→ ZI
where the outer vertical maps are the identity. We call a smooth generic-Hecke corre-
spondence Y trivial if the image of such a map
Y → HZI ,(n)
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consists of trivial generic-Hecke modifications. We define a morphism of smooth generic-
Hecke correspondences to be a map
p : Y1 → Y2
such that the following diagram commutes
ZI
h←Y1← Y1
h→Y1→ ZI
↓ ↓ ↓
ZI
h←Y2← Y2
h→Y2→ ZI
where the outer vertical maps are the identity.
2.3. Generic-Hecke equivariant sheaves. We define a generic-Hecke equivariant
perverse sheaf on ZI to be an object F ∈ P(ZI) of the category of perverse sheaves on
ZI equipped with isomorphisms
IY : h
←∗
Y (F)
∼
→ h→∗Y (F),
for every smooth generic-Hecke correspondence Y , satisfying the following conditions.
First, for any morphism of smooth generic-Hecke correspondences
p : Y1 → Y2,
we require that
IY1 = p
∗(IY2).
Second, consider any stack Y, and for i ∈ Z/3Z, consider smooth generic-Hecke corre-
spondences Yi, and maps
pi : Y → Yi
such that the compositions
h←Yi ◦ pi h
→
Yi ◦ pi
are smooth and the following diagrams commute
Y
pi+1
→ Yi+1
pi ↓ ↓ h
←
Yi+1
Yi
h→Yi→ ZI .
Then we require that the composite isomorphism
p∗3(IY3) ◦ p
∗
2(IY2) ◦ p
∗
1(IY1)
be the identity morphism. Finally, for any trivial smooth generic-Hecke correspondence
Y , we require that the isomorphism IY be the identity morphism.
Observe that a Hecke equivariant structure is determined by its values on substacks
of the ind-stack HZI ,(1) of generic-Hecke modifications at a single point.
Perverse sheaves on ZI , equipped with a generic-Hecke equivariant structure natu-
rally form a category, which we will denote by PH(ZI).
Observe that the pre-images in HZI ,(n) of the untwisted locus
′ZI under the projec-
tions h← and h→ coincide. Hence we also may introduce the category PH(
′ZI).
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We will denote by PH(ZI˚) and PH(
′ZI˚) the versions of the above categories attached
to the locus of distinct pole points ZI˚ .
3. Stratifications
3.1. Spherical varieties. From now on we will assume that X is a spherical G-variety.
Definition 3.1.1. X is said to be spherical if a Borel subgroup of G acts on X with a
dense orbit.
For the remainder of this paper, with the exception of Sects. 3.2 and 8.2 we will
assume that X is affine. Then the above definition can be rephrased in terms of
the action of G on the ring of regular functions C[X]. As a representation of G, it
decomposes into a direct sum of isotypic components
C[X] ≃
∑
λˇ∈Λˇ+G
C[X]λ.
Definition 3.1.2. C[X] is said to be simple if each C[X]λ is an irreducible
G-representation.
In other words, X is simple if the multiplicity of each irreducible V λ in C[X] is not
greater than 1.
Proposition 3.1.3. [Pop86, Theorem 1] X is spherical if and only if C[X] is simple.
We recall below some well-known structure theory of spherical varieties. The material
here is largely borrowed from [BLV86].
3.1.4. The associated tori. Consider the subset Λˇ+X ⊂ ΛˇT of dominant weights λ ∈ Λˇ
+
G
such that C[X]λ is nonzero. One shows that this is in fact a sub-semigroup. Let
ΛˇX ⊂ ΛˇT be the lattice generated by Λˇ
+
X . Consider the torus
A := Spec(C[ΛˇX ]).
Thus the coweight lattice ΛA of A is the dual of ΛˇX . We define the subsemigroup
ΛposX ⊂ ΛA to consist of those coweights which are nonnegative on Λˇ
+
X ⊂ ΛˇA.
Lemma 3.1.5. The semigroup ΛposX ⊂ ΛA is strictly convex.
Proof. By definition, the semigroup Λˇ+X is of full rank in the lattice ΛˇX . 
Consider the saturation Sat(ΛˇX) ⊂ ΛˇT of the lattice ΛˇX ⊂ ΛˇT , and the torus
A0 := Spec(C[Sat(ΛˇX)]).
We let F denote the kernel
1→ F → A0 → A→ 1,
or equivalently the cokernel
0→ ΛA0 → ΛA → F → 0.
Remark 3.1.6. The tori A and A0 can be associated to any (i.e., not necessarily
affine) spherical variety, and they only depend on the homogeneous space X˚ = G/S.
This more general theory will be reviewed in Sect. 8.2.
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3.1.7. The associated parabolic. Choose a Borel subgroup Bop ⊂ G, and let X˚+ ⊂ X˚ ⊂
X be the corresponding open Bop-orbit. Let P op ⊂ G be the parabolic, consisting of
elements g ∈ G such that g · X˚+ ⊂ X˚+, and let Uop ⊂ P op be its unipotent radical.
The choice of Bop defines highest weight lines lλ ⊂ C[X]λ.
Lemma 3.1.8.
(1) For λ ∈ Λˇ+X , the line l
λ ⊂ V λ is P op-stable.
(2) The open subvariety X˚+ ⊂ X is the locus of non-vanishing of the lines lλ.
Thus we see that A is naturally a quotient of P op. Moreover, the projection P op → A
factors as surjections
P op ։ A0 ։ A,
where the first arrow has a connected kernel. Furthermore, we have
C[X]U
op
≃ C[Λˇ+X ].
Setting
A := Spec(C[Λˇ+X ]),
we have a Cartesian diagram
(3.1)
X˚+ −−−−→ X
p
y py
A −−−−→ A,
where the vertical maps are P op-equivariant, and the horizontal ones are open embed-
dings.
Lemma 3.1.9. The action of Uop on X˚+ is free, i.e., X˚+ is a principal Uop-bundle
over A.
3.1.10. The finite groups. By construction, we have a map of stacks X˚+/P op → X˚/G,
which induces a map on the level of the corresponding fundamental groups
F ≃ π1(X˚
+/P op) ≃ π1(X˚/G) ≃ π0(S).
Since X˚+ → X˚ is an open embedding, we obtain that the above map is surjective. In
particular, we deduce that π0(S) is abelian.
3.2. Stratification of loops. As usual, let K = C((t)) be the field of formal Laurent
series, and let O = C[[t]] be the ring of formal power series. Let G(K) be the group of
K-valued points of G, and let G(O) be the group of O-valued points of G. The affine
Grassmannian GrG is an ind-scheme whose set of C-points is naturally the quotient
G(K)/G(O).
The following result, which essentially follows from [LV83], will be proved in Sects. 8.2
and 8.3.
Theorem 3.2.1. For a subgroup S ⊂ G the following conditions are equivalent:
(1) The quotient G/S is a spherical G-variety.
(2) The group S(K) acts on GrG with countably many orbits.
(3) The group G(O) acts on (G/S)(K) with countably many orbits.
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In what follows for S ⊂ G satisfying the equivalent conditions of the theorem, we will
denote by V(G/S) the set of G(O)-orbits on (G/S)(K). (We will see during the proof
of Theorem 3.3.1 below in Sect. 8.2 that V(G/S) coincides with the cone of G-invariant
discrete valuations of the function field of X.)
Remark 3.2.2. Condition (3) in the Theorem tautologically implies condition (2). The
inverse implication is less evident, since not every K-point of G/S lifts to a K-point of
G, because S may be disconnected.
3.3. Description of orbits. For the remainder of this section we let X be an affine,
spherical G-variety. Recall that X˚ ⊂ X denotes an openG-orbit, which can be identified
with the quotient G/S. The next result that we are going to state identifies the set of
G(O) orbits on X˚(K) with a subset of the lattice ΛA.
Note that X(K) is naturally (the set of C-points) of an ind-affine ind-scheme. It
contains an open subscheme X(K) \ (X \ X˚)(K), whose set of C-points identifies with
the set of K-points of X˚ .3
Similarly, A(K) is naturally an ind-affine ind-scheme, which contains an open sub-
scheme A(K) \ (A \ A)(K). The set of A(O)-orbits on A(K) \ (A \ A)(K) identifies
naturally with ΛA.
4
Let O ⊂ X(K) \ (X \ X˚)(K) be a G(O)-orbit. We can view it as a (set of C-points)
of a scheme of infinite type. Let O+ ⊂ O be the open subscheme
O ∩
(
X(K) \ (X \ X˚+)(K)
)
.
It is non-empty, since G/P op is proper, and hence O- and K-points of G/P op are in
bijection. We have a Cartesian diagram
O+ −−−−→ O
p
y py
A(K) \ (A \A)(K) −−−−→ A(K),
induced by (3.1).
Since O+ is irreducible, its image under p is contained in the closure of a single
A(O)-orbit on A(K) \ (A \A)(K). Thus, we obtain a map
υ : V(G/S) ≃
(
X(K) \ (X \ X˚)(K)
)
/G(O)→
(
A(K) \ (A \A)(K)
)
/A(O) ≃ ΛA.
The following reformulation of a result of [LV83] will be proved in Sects. 8.2 and 8.3
using their compactification theory of spherical varieties.
3Note that since X˚ may not be affine, the set of K-points of X˚ does not a priori have an ind-scheme
structure. Even when X˚ is affine, X˚(K) is not isomorphic to X(K) \ (X \ X˚)(K).
4An orbit corresponding to λ1 ∈ ΛA is contined in the closure of the orbit corresponding to λ2 if
and only if λˇ1 − λˇ2 ∈ Λ
pos
X .
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Theorem 3.3.1.
(1) The map υ defines a bijection between V(G/S) and a finitely generated saturated
subsemigroup of full rank in ΛA.
(2) An orbit O is contained in X(O) if and only if υ(O) ∈ ΛposX .
Remark 3.3.2. As was remarked above, the lattice ΛA is naturally associated to the
homogeneous space X˚ = G/S, i.e., the additional data of the affine variety X containing
X˚ is, in fact, redundant. As will become clear in Sect. 8.3, the map υ also depends only
on X˚.
By contrast, the subsemigroup ΛposX ⊂ ΛA does depend on X.
Let Aut(O) be the group-scheme of automorphisms of O. It naturally acts on X(K).
Corollary 3.3.3. The orbits of G(O) on X(K) \ (X \ X˚)(K) are stable under the
Aut(O)-action.
3.4. Stratification of quasimaps. We content ourselves here with defining the strata
of the ind-stack ZI of meromorphic quasimaps into an affine spherical G-variety X
which play a role in what follows. The interested reader will be able to use the re-
sults of the previous sections to extend the definitions given here and give a complete
stratification of ZI . Recall that we write X˚ ≃ G/S ⊂ X for the dense G-orbit in X.
To a quasimap (cI ,PG, σ) ∈ ZI , and a point c ∈ C, we may associate an element
σ¯c ∈ V(G/S) as follows. First, if we fix an isomorphism of the restriction PG|Oc
with the trivial bundle Oc × G, then the restriction σ|Kc may be thought of as a
loop σc ∈ X˚(Kc). Another choice of trivialization of PG|Oc will lead to another loop
in the G(Oc)-orbit in X˚(Kc) through σc. Thus we have constructed a well-defined
element σ¯c ∈ X˚(Kc)/G(Oc). Now, if we fix an identification of the completed local
ring Oc with the power series ring O, then we obtain an element σ¯c ∈ X˚(K)/G(O). By
Corollary 3.3.3, the G(O)-orbits in X˚(K) are invariant under the action of Aut(O), so
this element is well-defined.
We are now ready to define what we call the local strata of the ind-stack ZI of
meromorphic quasimaps. For a partition p of the set I, and a labelling Θ : p → V(G/S),
we say that a quasimap (cI ,PG, σ) ∈ ZI is of type (p,Θ) if the following conditions
hold. First, the section σ factors
σ : C \ |cI | → PG
G
×X˚|C\|cI | → PG
G
×X|C\|cI |.
Second, the coincidences among the pole points |cI | ⊂ C are given by the partition p.
And third, the V(G/S)-valued labelling of p associated to the quasimap is given by Θ.
We define the local stratum
Z
(p,Θ)
I ⊂ ZI
to consist of those quasimaps of type (p,Θ). When p is the complete partition of I
into singleton parts, we write ZΘ
I˚
in place of Z
(p,Θ)
I . When I has a single element, the
partition is vacuous, the labelling Θ is a single element θ ∈ Λ+A, and we write Z
θ in
place of Z(p,Θ).
SPHERICAL VARIETIES AND LANGLANDS DUALITY 17
Note that for Θ = 0, the corresponding stratum Z
(p,0)
I is isomorphic to C˚
p× BunS ,
where C˚p ⊂ CI is the locally closed subset determined by the partition p.
In what follows, we shall be more interested in the untwisted local strata
′Z
(p,Θ)
I ⊂
′ZI
consisting of those untwisted quasimaps of type (p,Θ). As above, when p is the complete
partition of I into singleton parts, we write ′ZΘ
I˚
in place of ′Z
(p,Θ)
I . When I has a single
element, the partition is vacuous, the labelling Θ is a single element θ ∈ Λ+A, and we
write ′Zθ in place of ′Z(p,Θ).
We will denote by ICp,ΘI , respectively
′ ICp,ΘI , IC
Θ
I˚
, ′ ICΘ
I˚
, ICθ, ′ ICθ the intersection
cohomology sheaves on the closures of the respective locally closed subvarieties of the
space of quasimaps.
3.5. Relation to Hecke equivariance. Fix cI ∈ C
I , and let p be the partition of I
describing the coincidences among the points |cI | ⊂ C. Consider the ind-stack of based
untwisted meromorphic quasimaps
′ZcI =
′ZI ×
CI
{cI},
and the corresponding based untwisted local strata
′Z(p,Θ)cI =
′Z
(p,Θ)
I ×
CI
{cI}.
Observe that the generic-Hecke modifications
ZI
h←
← HZI ,(n)
h→
→ ZI ,
preserve the based untwisted local strata ′Z
(p,Θ)
cI . In other words, we obtain diagrams
′Z
(p,Θ)
cI
h←
← H′Z(p,Θ)cI ,(n)
h→
→ ′Z
(p,Θ)
cI
↓ ↓ ↓
ZI
h←
← HZI ,(n)
h→
→ ZI
in which each square is Cartesian.
In particular, it makes sense to introduce the categories PH(Z
p,Θ
I ), PH(
′Zp,ΘI ),
PH(Z
Θ
I˚
), PH(
′ZΘ
I˚
), PH(Z
p,Θ
cI ), PH(
′Zp,ΘcI ), etc. And the following are naturally generic-
Hecke equivariant objects:
ICp,ΘI ∈ PH(ZI),
′ ICp,ΘI ∈ PH(
′ZI), IC
Θ
I˚
∈ PH(ZI˚),
′ ICΘ
I˚
∈ PH(
′ZI˚), etc.
We call two geometric points of ′Z
(p,Θ)
cI generic-Hecke equivalent if they are equiv-
alent under the equivalence relation on the geometric points of ′Z
(p,Θ)
cI generated by
the generic-Hecke correspondences. One of the reasons for working with untwisted
quasimaps is the following result, which will be proved in Sect. 9. We note that a
similar statement without the restriction to untwisted quasimaps would not be true.
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Proposition 3.5.1. All geometric points of the based untwisted local stratum ′Z
(p,Θ)
cI ⊂
ZI are generic-Hecke equivalent.
This proposition is an analogue of the statement that a group H acts transitively
on a space Z. The next proposition is an analogue of the following toy situation. If a
group H acts transitively on a space Z, then an H-equivariant local system on Z is the
same thing as a representation of the component group π0(Hz) of the stabilizer Hz ⊂ H
of a point z ∈ Z. If the local system is constant as an ordinary local system, then
the representation must factor through the map π0(Hz)→ π0(H[z]) where the subgroup
H[z] ⊂ H is that preserving the connected component of z ∈ Z. Thus if H[z] is connected,
then any H-equivariant local system on Z whose underlying ordinary local system is
constant is itself isomorphic to the standard constant H-equivariant local system of the
same rank.
Proposition 3.5.2. All generic-Hecke equivariant local systems on the untwisted local
stratum ′Z
(p,Θ)
I ⊂ ZI , whose underlying ordinary local system is constant, are isomor-
phic to the standard constant generic-Hecke equivariant local system of the same rank.
The proof will also be given in Sect. 9.
3.6. The horospherical case.
3.6.1. Horospherical varieties. Recall that a G-variety X is horospherical if for each
point x ∈ X, its stabilizer Sx ⊂ G contains the unipotent radical of a Borel subgroup
of G.
We have the following well-known characterization when X is affine. Let
C[X] ≃
∑
λˇ∈ΛˇT
C[X]λ
be its ring of function broken into G-isotypic components.
Lemma 3.6.2. X is horospherical if and only if C[X]λ · C[X]µ ⊂ C[X]λ+µ, for all
λ, µ ∈ Λˇ+G.
Until the end of this subsection, we will assume that X is a spherical and horospher-
ical affine variety. From Lemma 3.6.2 we obtain that the torus A acts naturally on X,
commuting with the action of G. The following is easy to verify.
Lemma 3.6.3. For X horospherical, the map F → π0(S) is an isomorphism.
3.6.4. Loops into horospherical varieties. For X horospherical the subsemigroup
V(G/S) coincides with the entire ΛA. The corresponding bijection
V(G/S)
∼
→ ΛA
can be explicitly described as follows. Consider the unit G(O)-orbit
O0 := X˚(O) ⊂ X(K).
Using the A-action of X mentioned above, we can translate this orbit by an element of
A(K)/A(O) ≃ ΛA and obtain another G(O)-orbit. This describes the desired bijection.
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4. Convolution
4.1. The convolution diagram. For a finite set I, we define the ind-stack HI,G of
meromorphic Hecke modifications to be that classifying data
(cI ,P
1
G,P
2
G, α)
where cI ∈ C
I , P1G,P
2
G ∈ BunG, and α is a G-equivariant isomorphism
α : P1G|C\|cI |
∼
→ P2G|C\|cI |.
We call the subset |cI | ⊂ C modification points. We have the natural projection
HI,G → C
I ,
and also the natural projections
BunG
h←
← HI,G
h→
→ BunG .
As usual, let C˚I ⊂ CI consist of those cI ∈ C
I such that ci is distinct from cj , for
distinct i, j ∈ I. We write HI˚ ,G for the fiber product
HI˚ ,G = HI,G ×
CI
C˚I .
Consider the (G(O) ⋊Aut(O))I -torsor
B̂unI˚ ,G → BunG
that classifies data
(cI ,PG, µ, τ)
where cI ∈ C˚
I , PG ∈ BunG, µ is an isomorphism of G-bundles
µ : D|cI | ×G
∼
→ PG|D|cI | ,
and τ is an isomorphism
τ : D × |cI |
∼
→ D|cI |.
We may identify HI˚ ,G with the twisted product
HI˚ ,G ≃ B̂unI˚ ,G
(G(O)⋊Aut(O))I
× (GrG)
I
so that h→ corresponds to the evident projection to BunG. Here as usual GrG denotes
the affine Grassmannian of G.
For the ind-stack ZI of meromorphic quasimaps, we have the diagram
ZI
h←
← HI,G ×
CI×BunG
ZI
h→
→ ZI
↓ ↓ ↓
BunG
h←
← HI,G
h→
→ BunG
in which each square is Cartesian. Restricting the diagram to C˚I ⊂ CI , we obtain
a similar diagram for the ind-stack ZI˚ of meromorphic quasimaps with distinct pole
points. Consider the (G(O) ⋊Aut(O))I -torsor
ẐI˚ → ZI˚
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that classifies data
(z, µ, τ)
where z ∈ ZI˚ , with G-bundle PG ∈ BunG and pole points cI ∈ C˚
I , µ is an isomorphism
of G-bundles
µ : D|cI | ×G
∼
→ PG|D|cI | ,
and τ is an isomorphism
τ : D × |cI |
∼
→ D|cI |.
For the twisted product
Z˜I˚ = ẐI˚
(G(O)⋊Aut(O))I
× (GrG)
I ,
we have the obvious identification
Z˜I˚ ≃ HI˚ ,G ×
C˚I×BunG(C)
ZI˚ .
Thus we have a diagram
ZI˚
h←
← Z˜I˚
h→
→ ZI˚
in which h→ is the evident projection.
4.2. Convolution of sheaves. The geometric Satake correspondence [MV04] states
that the category PG(O)(GrG) of G(O)-equivariant perverse sheaves on GrG is a tensor
category equivalent to the category of finite-dimensional representations of the dual
group Gˇ. We shall denote the corresponding functor by
V ∈ Rep(Gˇ) 7→ AV ∈ PG(O)(GrG).
More generally, for a labelling VI : I → Rep(Gˇ), we write A
VI
G for the corresponding
object of PG(O)(GrG)
⊗I .
For objects P ∈ P(ZI˚), and A ∈ PG(O)(GrG)
⊗I , we may form the twisted product
P⊠˜A ∈ P(Z˜I˚)
with respect to the projection h→ : Z˜I˚ → ZI˚ .
We define the functor
HIG : PG(O)(GrG)
⊗I ×P(ZI˚)→ P(ZI˚)
by the formula
HIG(A,P) =
⊕
k
pHk(h←! (P⊠˜A)).
In what follows, we shall only be interested in applying HIG(·, ·) to the intersection
cohomology sheaf ′ IC0
I˚
of the closure ′Z
0
I˚ ⊂
′ZI˚ of the untwisted basic stratum. In this
way, we obtain a functor
ConvI : PG(O)(GrG)
⊗I → P(′ZI˚),
given by
ConvI(A) = H
I
G(A,
′ IC0
I˚
).
When I has a single element, we write Conv in place of ConvI .
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Since objects of the category PG(O)(GrG)
⊗I are direct sums of intersection coho-
mology sheaves, by the decomposition theorem, every object obtained as ConvI(A) is
semi-simple.
The following result will be established in Sect. 15.
Theorem 4.2.1. For any object A ∈ PG(O)(GrG)
⊗I , each irreducible summand of
the convolution ConvI(A) is isomorphic to the intersection cohomology sheaf of the
closure of a connected component of an untwisted local stratum ′ZΘ
I˚
⊂ ′ZI˚ with constant
coefficients.
4.2.2. Image category. Since generic-Hecke modifications commute with meromorphic
Hecke modifications in the natural sense, the convolution functor descends to a well-
defined functor
PG(O)(GrG)
⊗I ×PH(ZI˚)→ PH(ZI˚).
Since the intersection cohomology sheaf ′ IC0
I˚
of the closure ′Z
0
I˚ ⊂
′ZI˚ of the untwisted
basic stratum is naturally generic-Hecke equivariant, we obtain a functor
ConvI : PG(O)(GrG)
⊗I → PH(
′ZI˚).
Definition 4.2.3. We define Q(ZI˚) to be the full subcategory of PH(
′ZI˚) whose objects
are isomorphic to direct summands of perverse sheaves that belong to the image of the
above functor.
When I has a single element, we write Q(Z) in place of Q(ZI˚).
Putting together Theorem 4.2.1 and Proposition 3.5.2, we arrive at the following
description of the image category.
Theorem 4.2.4. Every irreducible object of Q(ZI˚) is isomorphic to the intersection
cohomology sheaf of an untwisted local stratum ′ZΘ
I˚
⊂ ′ZI˚ .
4.2.5. Varying the set I. Our present goal is to define an equivalence
γI : Q(Z)
⊗I ∼→ Q(ZI˚).
Since the categories in questions are semi-simple, it suffices to specify what this
functor does on irreducible objects. We set
γI(⊗i∈I
′ ICθi) = ′ ICΘ
I˚
, where Θ(i) = θi.
Here all of the sheaves have the tautological generic-Hecke equivariant structure.
Along with Theorem 4.2.1, in Sect. 15, we will prove the following:
Corollary 4.2.6. For a finite set I, there is a canonical isomorphism
ConvI ≃ γI ◦Conv
⊗I : PG(O)(GrG)
⊗I → Q(ZI˚).
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5. Specialization
5.1. Specialization of affine varieties. Let B be the quotient of the Lie algebra of
the universal Cartan T by the Lie algebra of the center Z(G). Observe that its ring of
regular function C[B] may be represented as a polynomial algebra with generators tα,
for simple roots α ∈ ∆ˇG, and relations t
αtβ = tα+β, for α, β ∈ ∆ˇG. The quotient torus
T/Z(G) acts on B by linear transformations with a dense orbit isomorphic to T/Z(G).
Let X be an affine variety, acted on by G, and consider the decomposition of the
ring C[X] into isotypic components.
C[X] ≃
∑
λ∈Λˇ+G
C[X]λ.
As we have seen in Proposition 3.6.2, multiplication in C[X] respects this grading if
and only if X is horospherical. In general, multiplication in C[X] respects the filtration
by the subspaces
C[X]≤µ =
∑
λ≤µ
C[X]λ.
More precisely, we have
C[X]≤µ · C[X]≤ν ⊂ C[X]≤µ+ν ,
and 1 ∈ C[X]≤0.
We define the C-algebra Filt[X] to be the direct sum
Filt[X] =
∑
λ∈Λˇ+G
∑
α∈RˇposG
C[X]λt
λ+α,
with multiplication
fλt
λ+α · gµt
µ+β = fλgµt
λ+µ+α+β .
In the isotypic decomposition
fλgµ =
∑
ν∈Λˇ+
G
hν ,
a term hν is possibly nonzero only if
λ+ µ− ν ∈ RˇposG ,
and so only if
λ+ µ+ α+ β = ν + γ, for some γ ∈ RˇposG .
Thus the multiplication in Filt[X] is well-defined.
The group G × T naturally acts on Filt[X], and we have a T -equivariant inclusion
of C-algebras
i : C[B]→ Filt[X]
given by the formula
tα 7→ 1tα, for α ∈ ∆ˇG.
Let X = Spec(Filt[X]) and ∆ = Spec(i) : X → B.
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Theorem 5.1.1 ([Pop86]). The projection ∆ : X → B is surjective and flat. The fiber
Xv = ∆
−1(v), for regular v ∈ B, is canonically G-isomorphic to X, and the zero fiber
X0 = ∆
−1(0) is a horospherical G-variety.
We call the zero fiber X0 the horospherical variety associated to X, and usually
denote it by X0.
5.2. Basic properties in spherical case. Now assume that X is an affine spherical
G-variety.
Proposition 5.2.1. The fiber Xv = ∆
−1(v), for v ∈ B, is a spherical G-variety.
Proof. As a representation of G, the ring of regular functions C[Xv], is isomorphic to
C[X]. Therefore it is simple and so Xv is spherical by Proposition 3.1.3. 
By construction, the tori Av, associated to Xv, depend only on C[Xv] as G-modules.
Hence, the family v 7→ Av is constant with the fiber A, attached to initial spherical
G-variety X.
For a Borel subgroup Bop ⊂ G, let X˚+v ⊂ Xv, for v ∈ B, be the dense B
op-orbit
provided by Proposition 5.2.1. Evidently, there exists an open sub-variety X˚+ ⊂ X,
which specializes to X˚+v for each v ∈ B.
The parabolics P opv ⊃ Bop depend only on the sublattices ΛˇXv ⊂ ΛˇT . Since the above
family of lattices is constant, so is the family of parabolics.
Proposition 5.2.2. There is a P op-equivariant isomorphism X˚+ ≃ X˚+0 ×B such that
the map ∆ : X˚+ → B coincides with the projection onto the second factor of the product.
Proof. This follows from the fact that the action of Uop on each X˚+v is free and X˚
+
v /U
op ≃
A. 
Let X˚v ⊂ Xv, for v ∈ B, be the dense G-orbit provided by Proposition 5.2.1. Evi-
dently, there exists an open subvariety X˚ ⊂ X that specializes to X˚v for each v.
Corollary 5.2.3. The open subset X˚ ⊂ X is smooth and the map ∆ : X˚ → B is smooth.
Proof. For x ∈ X˚, we may choose Bop so that x ∈ X˚+, and then apply the previous
proposition. 
5.3. Family of quasimaps. We define the family ZI → B of meromorphic quasimaps
into the family X → B to be the ind-stack classifying the data
(v ∈ B, cI ∈ C
I ,PG ∈ BunG, σ : C \ |cI | → PG
G
×Xv|C\|cI |)
where σ is a section which factors
σ|C′ : C
′
S → PG
G
×X˚v|C′ → PG
G
×Xv|C′ ,
for some open curve C ′ ⊂ C.
We write Zv,I for the fiber of ZI over a point v ∈ B, and usually denote the zero
fiber by Z0,I .
Proposition 5.3.1. The fiber Zv,I , for regular v ∈ B, is canonically isomorphic to ZI .
Proof. Immediate from Theorem 5.1.1. 
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5.4. Specialization of sheaves. In this section, we study the nearby cycles in the
family ZI → B. The quotient torus T/Z(G) acts transitively on the regular elements
of B. For any line ℓ ⊂ B such that ℓ \ {0} consists of regular elements, we have the
nearby cycles functor
ψI : P(ZI)→ P(Z0,I).
Thanks to the action of T/Z(G), the nearby cycles functors for different lines are
canonically isomorphic. When I consists of one element, we shall write ψI in place of
ψ.
In Sect. 16.4 we will prove the following:
Proposition 5.4.1.
(1) For θ ∈ V(G/S) the perverse sheaf ′ ICθ0 appears in the Jordan-Ho¨lder series of
Ψ(′ ICθ) with multiplicity one.
(2) If for some θ′ ∈ ΛA, the perverse sheaf
′ ICθ
′
0 appears in the Jordan-Ho¨lder series
of Ψ(′ ICθ), then θ − θ′ ∈ ΛposX .
5.4.2. Specialization and generic-Hecke equivariance. The following result will be es-
tablished in Sect. 9:
Proposition 5.4.3. The composition
PH(ZI) →֒ P(ZI)
ψI→ P(Z0,I)
factors canonically through a functor
PH(ZI)→ PH(Z0,I).
5.4.4. Specialization and convolution. Let A be an object of PG(O)(GrG)
⊗I and P ∈
PH(ZI˚).
Proposition 5.4.5. There exists a functorial isomorphism
ψI(H
I
G(A,P))) ≃ H
I
G(A, ψI(P))
in the category PH(Z0,I˚).
Proof. For the family ZI˚ → B, we may form the diagram
ZI˚
h←
← HI,G ×
CI×BunG
ZI˚
h→
→ ZI˚
↓ ↓ ↓
BunG
h←
← HI,G
h→
→ BunG
in which each square is Cartesian. We have canonical isomorphisms
ψI(H
I
G(A,P)) =
⊕
k ψI(
pHk(h←! (P⊠˜A)))
≃
⊕
k
pHk(ψI(h
←
! (P⊠˜A))) (ψI is exact in the perverse t-structure)
≃
⊕
k
pHk(h←! (ψI(P⊠˜A))) (ψI commutes with proper pushforward)
≃
⊕
k
pHk(h←! (ψI(P)⊠˜A)) (ψI commutes with twisted product)
= HIG(A, ψI(P))

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5.4.6. Bad perverse sheaves. By Corollary 4.2.6 and Theorem 10.4.1, the irreducible
objects of Q(Z0,I˚) are isomorphic to the intersection cohomology sheaves with constant
generic-Hecke equivariant coefficients of untwisted local strata
′ZΘ
0,I˚
⊂ Z0,I˚ , for Θ : I → ΛA0 .
We call an object of PH(Z0,I) a bad perverse sheaf if each of its simple constituents
is not an object of the category Q(Z0,I˚). We denote by Bad(Z0,I) the full Serre sub-
category of PH(Z0,I) whose objects are bad perverse sheaves.
Thus, a simple object of Bad(Z0,I) is either the intersection cohomology of a substack
of Z0,I which is not an untwisted local stratum, or is the intersection cohomology of
an untwisted local stratum with coefficients in a nontrivial irreducible generic-Hecke
equivariant local system.
We denote by Quot(Z0,I) the quotient of the category P(Z0,I) by the Serre subcat-
egory Bad(Z0,I).
We denote by Subquot(Z0,I) the full image of Q(Z0,I˚) under the natural projection
to Quot(Z0,I). Since Q(Z0,I˚) is semisimple, and simple objects go to simple objects
under the projection PH(Z0,I)→ Quot(Z0,I), the projection Q(Z0,I˚)→ Subquot(Z0,I)
is clearly an equivalence.
In Sect. 16 we will prove the following:
Theorem 5.4.7.
(1) In the quotient category Quot(Z0,I), we have an isomorphism
ψI(
′IC0
I˚
) ≃ ′ IC0
0,I˚
.
(2) The above isomorphism induces an isomorphism
HIG(A, ψI(
′IC0
I˚
)) ≃ HIG(A,
′ IC0
0,I˚
) ∈ Quot(Z0,I),
functorial in A ∈ PG(O)(GrG)
⊗I
As a corollary, we obtain:
Corollary 5.4.8. The image of the functor
PH(ZI)
ψI
→ PH(Z0,I)→ Quot(Z0,I)
belongs to the full subcategory Subquot(Z0,I).
Thus, by Corollary 5.4.8, we may define the functor
ΨI : Q(ZI˚)→ Q(Z0,I˚)
by taking the nearby cycles ψI , passing to the quotient category, and then lifting back.
When I has a single element, we write Ψ in place of ΨI .
Recall now the functor γI : Q(Z)⊗I → Q(ZI˚). In Sect. 16 we will also prove the
following:
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Proposition 5.4.9. There is a canonical isomorphism
ΨI ◦ γI ≃ γI ◦Ψ
⊗I : Q(Z)⊗I → Q(Z0,I˚).
such that the following diagram commutes
ΨI ◦ γI ◦ Conv
⊗I ≃ γI ◦Ψ
⊗I ◦ Conv⊗I
↓ ↓
ΨI ◦ ConvI ◦γI γI ◦Conv
⊗I
0
↓ ↓
Conv0,I ◦γI = Conv0,I ◦γI
where the vertical arrows are previously defined isomorphisms.
6. Fusion
6.1. Universal local acyclicity. The constructions in this section will be based on
the following general principle.
Let Y be a scheme (or stack), mapping to a smooth base scheme B (in practice we
will take B to be CI for various finite sets I). Let F be an object of Sh(Y), and let
us assume that F is universally locaclly acyclic (ULA) over B (we refer the reader to
[BG02] and [Gai04] for a review of the ULA property).
The following properties follow from the assumption:
Lemma 6.1.1. Let F′ be a subquotient of pHn(F) for some n.
(1) Let B0

→֒ B be an open subvariety. Then F′ ≃ !∗
∗(F′).
(2) Let B′
ı
→֒ B be a smooth locally closed subvariety of codimension k. Then
pHk
′
(ı∗(F′)) = 0 for k′ 6= k, and pHk(ı∗(F′)) is ULA over B′.
Combining the two assertions of the above lemma, we obtain that it Y′
ı
→֒ Y is a
smooth locally closed subvariety of Y and Y′′
ı′
→֒ Y′ is a smooth closed subvariety of Y′
with the complement Y
′,0 
′
→֒ Y′ and F′ is as above, then
(ı′ ◦ ı)∗(F′)[− codim(Y ′, Y )] ≃ ı′∗ ◦ ′!∗
(
′∗ ◦ ı∗(F′)[− codim(Y ′, Y )]
)
.
Finally, let us recall that if p : Y → Y′ is a proper map (where Y′ is another scheme
or stack over B), then the push-forward p!(F) ≃ p∗(F) ∈ Sh(Y
′) is also ULA over B.
6.2. Fusion for the affine Grassmannian. Recall that GrG denotes the affine Grass-
mannian of G, and PG(O)(GrG) the category of G(O)-equivariant perverse sheaves
on GrG. We begin by recalling standard results leading to the fusion product on
PG(O)(GrG).
Recall that Aut(O) denotes the group-scheme of automorphisms of O. It nat-
urally acts on G(K), G(O), and GrG. Let PG(O)⋊Aut(O)(GrG) be the category of
G(O) ⋊ Aut(O)-equivariant perverse sheaves on GrG, and let PS(GrG) be the cate-
gory of perverse sheaves on GrG constructible with respect to the G(O)-orbits.
Lemma 6.2.1. The forgetful functors are equivalences
PG(O)⋊Aut(O)(GrG)
∼
→ PG(O)(GrG)
∼
→ PS(GrG).
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Fix a smooth complex algebraic curve C. For a finite set I, let GrIG be the Beilinson-
Drinfeld Grassmannian over C. It classifies data
(cI ∈ C
I ,PG ∈ BunG(C), α : C \ |cI | ×G
∼
→ PG|C\|cI |)
where α is an isomorphism of G-bundles. When I = {1, . . . , n}, we write Gr
(n)
G in place
of GrIG.
We have the natural projection
GrIG → C
I .
For a subvariety U ⊂ CI , we write GrIG |U for the fiber product
GrIG |U = Gr
I
G ×
CI
U
Let s : I → J be a surjection of finite sets. We have the corresponding closed
embedding δs : C
J → CI which in turn induces a closed embedding
∆s : Gr
J
G → Gr
I
G .
Lemma 6.2.2.
(1) The above map indices an isomorphism
GrJG ≃ Gr
I
G |CJ .
(2) We have the identification
GrIG |C˚I ≃ (Gr
(1)
G )
I |C˚I .
Let Cˆ → C be the Aut(O)-torsor of formal parameters. It classifies data
(c ∈ C, τ : D
∼
→ Dc)
where D denotes the formal disk, Dc denotes the formal neighborhood of c ∈ C, and τ
is an isomorphism of formal disks.
Lemma 6.2.3. We have the identification
Gr
(1)
G ≃ Cˆ
Aut(O)
× GrG .
By Lemmas 6.2.1 and 6.2.3, we have the fully faithful functor
ρ : PG(O)(GrG)→ P(Gr
(1)
G ),
given by
ρ(A) = CC⊠˜A[1],
and, the corresponding fully faithful functor
ρI : PG(O)(GrG)
⊗I → P(GrIG |C˚I ).
Consider the inclusion
j : GrIG |C˚I → Gr
I
G,
and the corresponding middle-extension functor
j!∗ : P(Gr
I
G |C˚I )→ P(Gr
I
G).
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The following fundamental fact is directly implied by [MV04] (see also [Gai04]).
Proposition 6.2.4. For any A ∈ PG(O)(GrG)
⊗I the perverse sheaf
j!∗(ρI(A))
is ULA with respect to CI .
For a surjection s : I → J of finite sets, consider the functor
PG(O)(GrG)
⊗I → P(GrJG),
given by
A 7→ ∆∗s(j!∗(ρI(A)))[|J | − |I|].
It is easy to see that for any A ∈ PG(O)(GrG)
⊗I the resulting object of P(GrJG)
belongs to the image of the fully faithful functor ρJ . Hence, we obtain a well-defined
functor
⊛G,s : PG(O)(GrG)
⊗I → PG(O)(GrG)
⊗J ,
characterized by the property that
ρJ(⊛G,s(A)) ≃ ∆
∗
s(j!∗(ρI(A)))[|J | − |I|].
From Lemma 6.1.1 it follows that for surjections s : I → J and r : J → K, there is
a canonical isomorphism
⊛r◦s ≃ ⊛r ◦⊛s,
providing associativity and commutativity constraints for the above operation. This
endows PG(O)(GrG) with a structure of symmetric monoidal category.
6.3. Fusion product on Q(Z). We shall now define a (symmetric) monoidal product
on Q(Z) in parallel with the fusion product of the previous subsection.
For the inclusion
j : ZI˚ → ZI ,
we have the middle-extension
j!∗ : PH(ZI˚)→ PH(ZI).
Lemma 6.3.1. For any object QI ∈ Q(ZI˚), the perverse sheaf j!∗(QI) is ULA with
respect to CI .
Proof. This follows from Proposition 6.2.4 and the fact that the map h← in the defini-
tion of convolution is proper. 
For a surjection s : I → J of finite sets, we have the corresponding closed embedding
δs : C
I′ → CI which in turn induces a closed embedding
∆s : ZJ → ZI .
By the previous lemma and Sect. 6.1, we obtain:
Corollary 6.3.2. The functor
∆∗s ◦ j!∗ : PH(ZI˚)→ PH(ZJ)
descends to a functor
∆∗s ◦ j!∗ : Q(ZI˚)→ Q(ZJ˚).
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Recall that we have an equivalence
γI : Q(Z)
⊗I ∼→ Q(ZI˚).
We define the fusion product
⊛s : Q(Z)
⊗I → Q(Z)⊗J
to be the composite functor
⊛s(PI) = γ
−1
J (∆
∗
s(j!∗(γI(PI))))[|J | − |I|].
By the preceding discussion, we immediately have the following.
Corollary 6.3.3. For a surjection s : I → J of finite sets, There is a canonical
isomorphism
⊛s ◦ Conv
⊗I ≃ Conv⊗J ◦⊛G,s : PG(O)(GrG)
⊗I → Q(Z)⊗J .
When J has one element, so that there is only one possible surjection s : I → J , we
write ⊛ in place of ⊛s.
In Sect. 16.4 we will prove the following:
Proposition 6.3.4.
(1) For θ1, θ2 ∈ V(G/S), the fusion product
′ ICθ1⊛
′ ICθ2 contains
′ ICθ1+θ2 as a subquo-
tient with multiplicity 1.
(2) If for some θ1 + θ2 6= θ ∈ V(G/S), the perverse sheaf
′ ICθ is a constituent of
′ ICθ1⊛
′ ICθ2, then θ − (θ1 + θ2) /∈ Λ
pos
X .
6.4. Fusion and specialization. Our goal now is to establish the following compati-
bility property between fusion and specialization functors:
Theorem 6.4.1. There is a canonical isomorphism
⊛s ◦Ψ
⊗I ≃ Ψ⊗J ◦⊛s : Q(Z)
⊗I → Q(Z0)
⊗J
such that the following diagram commutes
Ψ⊗J ◦⊛s ◦ Conv
⊗I ≃ ⊛s ◦Ψ
⊗I ◦Conv⊗I
↓ ↓
Ψ⊗J ◦Conv⊗J ◦⊛G,s ⊛s ◦ Conv
⊗I
0
↓ ↓
Conv⊗J0 ◦⊛G,s = Conv
⊗J
0 ◦⊛G,s
where the vertical arrows are previously defined isomorphisms.
Proof. After a diagram chase starting from Proposition 5.4.9, it remains to exhibit a
canonical isomorphism
(6.1) ∆∗s ◦ j!∗ ◦ ψI ≃ ψJ ◦∆
∗
s ◦ j!∗
compatible with convolution.
Lemma 6.4.2. For PI ∈ Q(ZI˚), the perverse sheaf ψI ◦ j!∗(PI) is ULA with respect to
the projection Z0,I → C
I .
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Proof. We have to show that ψI(PI) ∈ P(Z0,I˚) can be extended to an object of Sh(Z0,I),
which is ULA with respect to CI . For that we can replace PI by H
I
G(A,
′ IC0
I˚
) for some
A ∈ PG(O)(GrG)
I .
We claim that
ψI
(
HIG(j!∗(A)),
′ IC0I
)
.
provides the required extension. Indeed, as in Proposition 5.4.5, the above expression
is isomorphic to
HIG(j!∗(A), ψI(
′ IC0I)),
and the latter is the direct image under the proper map h← of the perverse sheaf
ψ(′ IC0)⊠˜j!∗(A)
on
HI,G ×
BunG
Z ⊂ HI,G ×
CI×BunG
ZI ,
which is ULA over CI by Proposition 6.2.4.

From the lemma we obtain that
ψI ◦ j!∗(PI) ≃ j!∗ ◦ ψI(PI).
Therefore,
∆∗s ◦ j!∗ ◦ ψI(PI) ≃ ∆
∗
s ◦ ψI ◦ j!∗(PI).
Note that there exists a functorial morphism
∆∗s ◦ ψI(QI)→ ψJ ◦∆
∗
s(QI)
for QI ∈ Sh(ZI). As in the above lemma, we show that this morphism is an isomorphism
when applied to objects of the form j!∗(PI), PI ∈ Q(ZI˚). Combining, we obtain the
isomorphism of (6.1).
We leave it to the reader to unwind the isomorphisms to verify the asserted compat-
ibility. 
7. Tannakian formalism
7.1. Geometric Satake equivalence. Our starting point is the following fundamen-
tal result, due to Lusztig, Ginzburg, Drinfeld, and Mirkovic-Vilonen [MV04].
Recall that the category PG(O)(GrG) of G(O)-equivariant perverse sheaves on GrG
carries a natural structure of symmetric monoidal (= tensor) category.
Theorem 7.1.1 ([MV04]). The category PG(O)(GrG) is equivalent to that of finite-
dimensional representations of the Langlands dual group Gˇ.
This theorem is the basis for the relation between the geometry of loop spaces of G
and representation theory of Gˇ.
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7.2. The fiber functor. By the main result of [GN04a], we may identify the category
Q(Z0) with the category of finite dimensional representations of the torus Aˇ0 ⊂ Gˇ. The
following will be established in Sect. 10:
Proposition 7.2.1.
(1) The equivalence Q(Z0) ≃ Rep(Aˇ0) is naturally equipped with a monoidal structure,
compatible with the commutativity constraints.
(2) The resulting tensor functor
Rep(Gˇ) ≃ PG(O)(GrG)
Conv
→ Q(Z0) ≃ Rep(Aˇ0)
is naturally isomorphic to the restriction functor under Aˇ0 →֒ Tˇ →֒ Gˇ.
Composing the functor Ψ with the forgetful functor from Rep(Aˇ0) to the category of
vector spaces, we obtain that Q(Z) is a symmetric monoidal category, equipped with
a tensor functor to the category of finite-dimensional vector spaces.
7.3. The associated subgroup. By Theorem 7.1.1, we have a tensor functor
Rep(Gˇ)→ Q(Z),
and by Theorem 6.4.1 and Proposition 7.2.1, its composition with Q(Z)→ Vect is the
tautological forgetful functor on Rep(Gˇ).
By the Tannakian dictionary collected in [Nad05, Section 9], this implies that Q(Z)
is a tensor category equivalent to the category of finite dimensional representations of
a subgroup Hˇ ⊂ Gˇ such that Aˇ0 ⊂ Hˇ. Under this identification, the convolution Conv
corresponds to the restriction of representations from Gˇ to Hˇ, and the nearby cycles Ψ
corresponds to the restriction of representations from Hˇ to Aˇ0.
Proposition 7.3.1.
(1) The subgroup Hˇ ⊂ Gˇ is connected and reductive.
(2) The torus Aˇ0 ⊂ Hˇ is a maximal torus.
Proof. By Proposition 6.3.4, the fusion product (′ ICθ)⊛n contains ′ ICnθ as a subquo-
tient. Using [DM82, Corollary 2.22], this shows that Hˇ is connected. The fact that Hˇ
reductive follows from the semi-simplicity of Q(Z).
Let us consider again the restriction functor Rep(Hˇ) → Rep(Aˇ0) that geometri-
cally translates as the functor Ψ. By Proposition 5.4.1(1), for every irreducible object
′ ICθ ∈ Q(Z), the corresponding object Ψ(′ ICθ) contains a distinguished irreducible
constituent, namely, ′ ICθ0.
By Proposition 5.4.1(2) and Proposition 6.3.4(2), the resulting collection of lines in
vector spaces underlying irreducible representations of Hˇ defines a Borel subgroup in
Hˇ, and Aˇ0 manifestly identifies with its Cartan quotient.

Note that Proposition 5.4.1 implies that if ′ ICθ happens to be an object of Q(Z),
then θ ∈ ΛA0 ⊂ ΛA.
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Conjecture 7.3.2. For every θ ∈ ΛA0 ∩V(G/S), the irreducible object
′ ICθ ∈ PH(
′Z)
belongs to Q(Z).
This conjecture would imply that the Weyl group of Hˇ is the same as that associated
to X in the theory of spherical varieties [Bri90, Kno96].
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Part II. Proofs–A
Parts II, III and IV of this paper are devoted to the proofs of various assertions
stated in Part I. Here in Part II, we present proofs that do not require the use of local
models. The structure of this part is as follows:
In Sect. 8, we prove the statements of Sect. 3 regarding G(O)-orbits on K-points of
spherical varieties. The main tool will be a distinguished family of partial compactifi-
cations of spherical varieties.
In Sect. 9, we prove miscellaneous results concerning spaces of quasimaps and the
generic-Hecke action.
In Sect. 10, we consider quasimaps into the particular target of a horospherical G-
variety X. We describe explicitly its stratification, and the behavior of convolution
functors in this case.
8. Spherical geometry
8.1. Structure theory.
8.1.1. The Levi subgroup. Recall the family X of spherical varieties, and recall that the
open P op-stable sub-family X˚+ was in fact constant. Choose a point x ∈ X˚+ and set
Q := StabP op(x) ≃ S ∩ P
op.
We can write
X˚+ ≃ P op/MS ×B,
and thus Q is a constant B-family, contained in the non-constant family v 7→ Sv, where
Sv ⊂ G denotes the stabilizer of x ∈ Xv , for v ∈ B.
By what we have seen, Q ∩ Uop = {1} and there is a short exact sequence
1→ Q→ P op/Uop → A→ 1.
Let us now specialize to the point 0 ∈ B. Let S0 denote the corresponding subgroup
of G (note that it may be disconnected). By a result of Knop, the normalizer of S0 is
a parabolic subgroup, denoted P ⊂ G, which is opposite to P op, i.e., P ∩ P op is a Levi
subgroup of both P and P op. Moreover, [P,P ] = [S0, S0] ⊂ P .
The above implies, in particular, that Q ⊂ S0 is a Levi subgroup of S0.
8.2. Parametrization of loops. Our aim here is to describe the equivalence classes
of loops in spherical varieties, a result due to Luna-Vust. We give an independent proof
using their compactification theory [LV83] since it provides further details we will need
in what follows.
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8.2.1. Toroidal compactifications. We collect here some results from the theory of com-
pactifications of spherical G-varieties. Our basic reference is [Kno91]. In what follows,
all varieties are assumed to be normal.
Let S ⊂ G be a spherical subgroup. A (partial) compactification of G/S is a G-
variety Xc with a point x ∈ Xc such that the stabilizer of x is S and the G-orbit
through x is dense. A compactification Xc is said to be toroidal (or without color) if
for any Borel subgroup B ⊂ G, no B-stable divisor in G/S contains a G-orbit of Xc in
its closure. Our first aim is to recall the classification of toroidal compactifications of
G/S. There is a more general theory describing all compactifications but we have no
need for it.
Let C(G/S) denote the function field of G/S. For a Borel subgroup B ⊂ G, let
C(G/S)(B) denote the multiplicative group of nonzero B-eigenfunctions in C(G/S), and
let Q(G/S) denote the lattice dual to the lattice of B-characters occuring in C(G/S)(B).
In what follows, let V(G/S) be the set of G-invariant discrete valuations of C(G/S).
(Our aim is to show that it coincides with the set of orbits it previously was defined to
parametrize in Sect. 3.) There is a canonical inclusion
V(G/S) ⊂ Q(G/S)
which takes v ∈ V(G/S) to the homomorphism χf 7→ v(f), where χf is the B-character
of f ∈ C(G/S)(B). (See [Kno91], Corollary 1.8.) It is known that V(G/S) forms a
simplicial cone of full rank in Q(G/S).
We call a subset C ⊂ Q(G/S) an allowable strictly convex cone if C is a strictly convex
cone generated by finitely many elements of V(G/S). We call a nonempty finite set F
of allowable strictly convex cones in Q(G/S) an allowable fan if for C ∈ F, each face of
C also belongs to F, and for each v ∈ V(G/S), there is at most one C ∈ F with v in the
interior of C.
Let Xc be a compactification of G/S. To each G-orbit Y ⊂ Xc, we associate a
cone CY (X
c) ⊂ Q(G/S) as follows. Let DY (X
c) be the set of B-stable prime divisors
D ⊂ Xc such that Y ⊂ D. Each D ∈ DY (X
c) defines a valuation vD ∈ V(G/S),
and we write BY (X
c) for the valuations which arise in this way. (For the construction
of vD, see [Kno91], Lemma 1.4 and the sentence following it.) Now define the cone
CY (X
c) ⊂ Q(G/S) to be that generated by BY (X
c). To the compactification Xc, we
assign the fan F(Xc) which is the union of the cones CY (X
c), for all G-orbits Y ⊂ Xc.
Theorem 8.2.2 ([Kno91], Theorem 3.3). The map Xc 7→ F(Xc) induces a bijection
between isomorphism classes of toroidal compactifications of G/S and allowable strictly
convex fans in Q(G/S).
Let S1 ⊂ G be a second spherical subgroup, and let φ : G/S → G/S1 be a dominant
G-equivariant morphism. It is possible to similarly classify the maps between the
compactifications of G/S and those of G/S1. Such a morphism φ induces a map
φ∗ : Q(G/S) → Q(G/S1) such that φ∗(V(G/S)) ⊂ V(G/S1). We say that a cone
C ⊂ Q(G/S) maps under φ to a cone C′ ⊂ Q(G/S1) if we have φ∗(C) ⊂ C
′, and a fan F
maps to a fan F′ if each cone C ∈ F maps to some cone C′ ∈ F′.
Theorem 8.2.3 ([Kno91], Theorem 4.1). Let Xc and Xc1 be toroidal compactifications
of G/S and G/S1 respectively. Then a dominant G-equivariant morphism φ : G/S →
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G/S1 extends to a G-equivariant morphism φ
c : Xc → Xc1 if and only if F(X
c) maps
under φ to F(Xc1).
Observe that when V(G/S) itself is strictly convex, Theorem 8.2.2 implies the ex-
istence of a canonical compactification corresponding to the fan V(G/S). It is called
the wonderful compactification of G/S. In this case, since the fan V(G/S) contains a
unique open cone, the wonderful compactification contains a unique closed G-orbit. In
general, a compactification Xc is said to be simple if there is a unique closed G-orbit
in Xc.
Theorem 8.2.4 ([BP87], 5.3, Corollaire). The following are equivalent:
(1) There exists a simple complete toroidal compactification of G/S.
(2) The quotient NG(S)/S is finite.
(3) The cone V(G/S) is strictly convex.
The structure of the normalizer NG(S) ⊂ G is well-understood.
Theorem 8.2.5 ([BP87], 5.2, Corollaire). The quotient NG(S)/S is diagonalizable.
Our next aim is to recall a fundamental result in the local structure theory of toroidal
compactifications. We recall some of preliminary material. Fix a Borel subgroup Bop ⊂
G such that BopS is open in G. Let P op ⊂ G be the parabolic subgroup of all elements
p ∈ G such that pBopS = BopS, and let Uop be the unipotent radical of P op. The
complement G\BopS is a union of divisors, and so we may choose a function f ∈ C[G]
such that G\BopS is the set-theoretic zero locus of f . The differential df at the identity
1 ∈ G defines an element in the coadjoint representation of G. The centralizer M ⊂ G
of this element is a Levi factor of P op. The quotient M/M ∩ S is a torus which we
denote by A.
Via the embedding A ⊂ G/S, we obtain a map C(G/S)(B
op) → C(A), defined by
χf 7→ f |A, which induces an isomorphism
Q(G/S) ≃ ΛA.
We write Λ+G/S ⊂ ΛA for the image of V(G/S) ⊂ Q(G/S) under this identification. By
abuse of notation, we sometimes write Λ+A in place of Λ
+
G/S . When S is the stabilizer
of a point x in the dense G-orbit X˚ ⊂ X of a spherical G-variety X, so that we have
X˚ ≃ G/S, we also sometimes write Λ+X in place of Λ
+
G/S .
Now for the moment, assume that the quotient NG(S)/S is finite. Let X
c be the won-
derful compactification of G/S, and let x ∈ Xc be a point with stabilizer S. Identify the
M -orbit through x ∈ Xc with the torus A. Let Y + ⊂ Xc be the toric compactification
of A characterized by the property that for λ ∈ ΛA, we have
lim
t→0
λ(t) ∈ Y + if and only if λ ∈ Λ+G/S .
In the classification of toric varieties, Y + corresponds to the cone Λ+G/S .
Theorem 8.2.6 ([BLV86], The´ore`me 3.5). The action map Uop×Y + → Xc is an open
embedding and its image contains an open nonempty subset of each G-orbit in Xc.
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Now for an arbitrary spherical subgroup S ⊂ G for which the quotient NG(S)/S
is not necessarily finite, consider the spherical subgroup S1 ⊂ G generated by S and
the connected component of the normalizer NG(S). The natural morphism φ : G/S →
G/S1 induces a map φ∗ : ΛA → ΛA1 such that φ∗(Λ
+
G/S) ⊂ Λ
+
G/S1
. The following is
easy to check.
Lemma 8.2.7. The cone Λ+G/S1 ⊂ ΛA1 is strictly convex, and the cone Λ
+
G/S ⊂ ΛA is
its inverse image under φ∗.
By the first assertion of the lemma and Theorem 8.2.4, NG(S1)/S1 is finite, and G/S1
admits a wonderful compactification Xc1 . Let X
c be any toroidal compactification of
G/S such that φ extends to a G-equivariant morphism φc : Xc → Xc1. Let Y
+
1 ⊂ X
c
1
be the toric compactification of A1 constructed above, and let Y ⊂ X
c be its inverse
image under φc. Applying Theorem 8.2.6 to the pair Y +1 ⊂ X
c
1, we conclude that the
assertion of Theorem 8.2.6 holds equally well for the pair Y + ⊂ Xc.
8.2.8. Statement of parametrization. Recall from the previous section that we may
identify V(G/S) with a subset Λ+G/S ⊂ ΛA. Via the embedding A ⊂ G/S, we may
consider ΛA, and so also Λ
+
G/S , as a subset of (G/S)(K).
Theorem 8.2.9. Each element of (G/S)(K) contains a unique element of Λ+G/S in the
G(O)-orbit through it.
The following well-known cases of the theorem are worth pointing out.
Example 8.2.10. Let G be the product H ×H, and let S be the diagonal copy of H.
The theorem gives the Cartan decomposition
H(O)\H(K)/H(O)
∼
→ Λ+H
where Λ+H is the semigroup of dominant coweights of H.
Example 8.2.11. Let S be the unipotent radical U of a Borel subgroup of G. The
theorem gives the Iwasawa decomposition
G(O)\G(K)/U(K)
∼
→ ΛG
where ΛG is the lattice of coweights of G.
Proof of Theorem 8.2.9. The proof is a simple application of the theory of compactifi-
cations of spherical varieties discussed in the previous section.
Let S1 ⊂ G be the spherical subgroup generated by S and the connected component
of the normalizer NG(S). Let X
c
1 be the wonderful compactification of G/S1, and let
Xc be any complete toroidal compactification of G/S which maps to Xc1.
Via the embedding G/S → Xc, we obtain an injection (G/S)(K) → Xc(K). Since
Xc is compact, each element γ ∈ Xc(K) extends to an element γ¯ ∈ Xc(O). By the slight
generalization of Theorem 8.2.6 discussed at the end of the previous section, the G(O)-
orbit through γ¯ contains an element γ¯′ ∈ Xc(O) which lies in the image of the action
map Uop×Y + → Xc. Therefore we may consider γ¯′ as an element of Uop(O)×Y +(O).
Thus acting by an element of Uop(O), we see that the G(O)-orbit through γ contains
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an element in Y +(O). Acting by an element of T (O), we conclude that the G(O)-orbit
through γ contains an element λ ∈ Λ+
G/S
.
To check that two distinct elements λ, λ′ ∈ Λ+G/S are not in the same G(O)-orbit,
it suffices to check that their interactions with the divisor at infinity of Xc may be
distinguished. If neither λ or λ′ is a Z>0-multiple of the other, then by Theorems 8.2.2
and 8.2.3, we may choose the compactification Xc to have the property that
limt→0 λ(t) and limt→0 λ
′(t) do not lie in the same G-orbit. If either λ or λ′ is a
Z>0-multiple of the other, then we may choose the compactification X
c so that
limt→0 λ(t) = limt→0 λ
′(t) lies in a G-orbit of codimension 1. It is easy to check that in
this case, the orders of intersection of the closures of λ(t) and λ′(t) with this G-orbit
are distinct.
8.3. Applications. First, observe that Theorem 3.3.1 follows immediately from The-
orem 8.2.9.
To establish Theorem 3.2.1, it remains to show that for a subgroup S ⊂ G, if S(K)
acts on GrG with countably many orbits, then S ⊂ G is spherical.
Any one parameter subgroup λ : C× → G defines a point of GrG which we also
denote by λ. It is easy to see that the G-orbit Fλ ⊂ Gr through λ is a flag variety of G.
If S(K) acts on GrG with countably many orbits, then the number of orbits intersecting
Fλ ⊂ GrG is countable. Therefore one of the orbits intersects Fλ in an open set. Let
µ ∈ Fλ be a point in this open set.
We may identify the tangent space of Fλ at the point µ with the quotient g/pµ, where
g is the Lie algebra of G, and pµ is the Lie algebra of the parabolic subgroup Pµ ⊂ G
which stabilizes µ. In order for an S(K)-orbit in GrG to intersect Fλ in an open set
containing µ, we must have that the Lie algebra s of S surjects onto g/pµ. Choosing λ
regular, so that µ is regular as well, we conclude that s must surject onto the quotient
of g by a Borel subalgebra. This implies that S has an open orbit in the flag variety of
G, and so it is a spherical subgroup.
The following will be used in Sect. 13.2.
Proposition 8.3.1. For λ ∈ X˚+(K), and u ∈ Uop(K), suppose u ·λ is in a G(O)-orbit
in X(K) in the closure of the orbit through λ. Then u ∈ Uop(O), and hence u · λ is in
the G(O)-orbit through λ.
Proof. Consider the loops λ and u ·λ as elements of Xc(K). If u · λ lies in X+(O) then
we are done by similar arguments as in the proof of Theorem 8.2.9 and the fact that
Uop ∩ S is the identity.
Suppose u · λ lies in X+(K)−X+(O), and let η ∈ ΛA denote the projection p(u · λ).
Then we may find a conjugate open set X+1 such that u · λ lies in X
+
1 (O). We also
have the map p1 : X
+
1 → Y
+, and the projection η1 = p1(u · λ) ∈ ΛA. It follows from
the fact that u · λ ∈ (X+(K)∩X+1 (K))−X
+(O) that η1 must have a deeper pole than
η. But then u · λ is in a deeper stratum of X˚(K) so can not be in the closure of that
containing λ. 
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9. Generic-Hecke action
9.1. Proof of Lemma 2.1.1. Let p : CS → S be the projection, and let P
′
π0(S)
be
the generic π0(S)-bundle of an S-valued quasimap. We first claim that the quasimap
is untwisted if and only if P′π0(S) arises as the pullback via p of a π0(S)-bundle on
S. Clearly, the latter condition is sufficient. To see it is necessary, choose a faithful
representation V of π0(S), and consider the associated local system
L′ = P′π0(S)
π0(S)
× V.
By assumption, L′ is trivial on the subschemes {s}×C ⊂ CS for every geometric point
s ∈ S. Thus it extends to a local system L on all of CS, and, since C is connected, the
adjunction morphism
p∗R0p∗L → L
is an isomorphism. We conclude that L, and thus L′ as well, is the pullback of the
local system R0p∗L and the claim is proved.
Now suppose S is a dense subscheme of S, and we have a S-valued quasimap whose
restriction to S is untwisted. Let Pπ0(S) be the generic π0(S)-bundle of the quasimap,
and let Pπ0(S) be that of its restriction. By the above discussion, there is a π0(S)-local
system Rπ0(S) on S such that
p∗Rπ0(S) ≃ Pπ0(S).
If Rπ0(S) did not extend to the complement S \ S, then Pπ0(S) would not extend to an
open subset of p−1(S \ S). Since this is a contradiction to the existence of Pπ0(S), we
conclude that Rπ0(S) does indeed extend to a π0(S)-local system Rπ0(S) on all of S, and
the above isomorphism extends to an isomorphism
p∗Rπ0(S) ≃ Pπ0(S).
Thus the S-valued quasimap is also untwisted and the lemma is proved.
9.2. Proof of Proposition 3.5.1. For k = 1, 2, fix closed points zk ∈
′Z
(p,Θ)
cI . We
may think of zk, for k = 1, 2, in terms of data (cI ,P
k
G,P
k
S), where P
k
G is a G-bundle on
C, and PkS is an S-bundle on C \ |cI | equipped with an S-equivariant bundle map
PkS → P
k
G|C\|cI |.
The assertion of the proposition is that on some open curve C ′ ⊂ C containing |cI |, we
have an isomorphism
P1G ≃ P
2
G
which restricts on C ′ \ |cI | to give an isomorphism
P1S ≃ P
2
S .
By choosing an appropriate open curve C1 ⊂ C containing |cI |, we may assume that
P2G is the trivial bundle
P0G = C1 ×G.
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Then to prove the proposition, it suffices to find a trivialization of P1G on some open
curve C ′ ⊂ C1 containing |cI | such that the induced isomorphism
P1G|C′ ≃ P
0
G|C′
restricts to give an isomorphism
P1S|C′\|cI | ≃ P
2
S |C′\|cI |.
Since the π0(S)-bundles induced from P
k
S , for k = 1, 2, are trivial, by choosing an
appropriate open curve C2 ⊂ C1 \ |cI |, we may assume that we have an isomorphism
α : P1G|C2
∼
→ P0G|C2
which restricts to give an isomorphism
P1S |C2
∼
→ P2S |C2 .
Then via the standard trivialization of P0G and the isomorphism α, we obtain a trivial-
ization τ of the restriction P1G|C2 . If τ extends across the points |cI |, then we are done.
Otherwise, we are left to try to change τ so that it extends, but so that we do not
change the bundle P1S |C2 . More precisely, to prove the proposition, it suffices to find
an open curve C3 ⊂ C2, and a map
Γ : C3 → S,
so that multiplying by Γ, we obtain a trivialization
Γ · τ of P1G|C2
which does extend across the points |cI |.
Now by definition, the assumption that zk ∈
′Z
(p,Θ)
cI , for k = 1, 2, implies that we
may prove the analogue of the proposition on the formal punctured neighborhood D×|cI |.
In other words, there is a map
γ : D×|cI | → S
0
such that the trivialization
γ · (τ |D×
|cI |
) of P1G|D×
|cI |
extends to a trivialization on the formal neighborhood D|cI |. Taking the class of γ in
the product of affine Grassmannians of S0 at the points |cI |, we may find an open curve
C3 ⊂ C2 and a map Γ : C3 → S
0 such that we have an equality of classes
[Γ] = [γ]
in the product of affine Grassmannians. In other words, we have an equality of maps
Γ|D×
|cI |
= γ · γ+,
for some γ+ ∈ S
0(O|cI |). For any congruence subgroup S
0
++ ⊂ S
0(O|cI |), we may find
an open curve C4 ⊂ C3 ∪ |cI | containing |cI | and a map Γ+ : C4 → S
0 such that we
have an equality
[Γ+|D|cI |
] = [γ+]
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in the quotient group S0(O|cI |)/S
0
++. In particular, we may take S
0
++ to be contained
in the stabilizer of the class of τ in the product of affine Grassmannians of G. Thus we
conclude that the map
Γ · Γ−1+ : C4 → S
0
takes τ to a trivialization which extends across |cI |. This completes the proof of the
proposition.
9.3. Proof of Proposition 3.5.2. Recall that a Hecke equivariant structure is deter-
mined by its values on substacks of the ind-stack HZI ,(1) of generic-Hecke modifications
at a single point. We may realize HZI ,(1) as the twisted product of an open subset of
ZI × C with the affine Grassmannian GrS0.
Lemma 9.3.1. Suppose smooth generic-Hecke modifications Y1, Y2 ⊂ HZI ,(1) both lie
in the twisted product of an open subset U ⊂ ZI × C with a single component of the
affine Grassmannian GrS0. Then there is a sequence of nonempty smooth generic-Hecke
modifications and morphisms of Hecke modifications
Y1 ←W1 →W2 ← · · · →Wk−1 ←Wk → Y2.
Proof. We may assume Y2 is the trivial modification.
Let S0r be the maximal reductive quotient of S
0. Consider the projection of affine
Grassmannians GrS0 → GrS0r , and the induced projection on their twisted products
with U . Let Wr ⊂ GrS0r be the largest S
0
r (O)-orbit such that its twisted product
U×˜Wr intersects the projection of Y1. In particular, the intersection is a nonempty
open subset of the projection of Y1. We may truncate the inverse image of Wr to
obtain a smooth S0(O)-invariant subset W ⊂ GrS0 so that its twisted product U×˜W
intersects Y1 in a nonempty open set. Thus we have a diagram of nonempty smooth
generic-Hecke modifications
Y1 ← Y1 ∩ (U×˜W )→ U×˜W.
Let US0 be a maximal unipotent subgroup of S
0. We may truncate the US0(K)-orbit
through the base point US0(K) · [S
0(O)] ⊂ GrS0 to obtain a smooth subset V ⊂ GrS0
such that the intersection W ∩V is nonempty. Let (W ∩V )sm denote the smooth part
of the intersection. Let Uˆ denote the open set U equipped with large level structure at
the modification point. Taking the product with Uˆ , we obtain a diagram of nonempty
smooth generic-Hecke modifications
U×˜W ← Uˆ × (W ∩ V )sm → Uˆ × V.
Finally, taking Y2 to be the trivial Hecke modification corresponding to the base point
[S0(O)] ⊂ GrS0 , we have a diagram of nonempty smooth generic-Hecke modifications
Uˆ × V ← Uˆ × {[S0(O)]} → Y2.

By the lemma, it suffices to show that if the modifications lying in a component of
GrS0 preserve a component of
′Z
(p,Θ)
I , then the component of GrS0 is the one containing
the trivial modification. To see this, first observe that it is clearly true for the basic
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stratum ′Z
(p,0)
I since it is isomorphic to the product C
(p) × BunS0. Here we write
C(p) ⊂ CI for the locally closed subvariety of points cI ∈ C
I such that the coincidences
among the points |cI | ⊂ C are given by the partition p. In general, for any pair of points
z1, z2 ∈
′Z
(p,Θ)
I which are related by a generic-Hecke modification given by a connected
subscheme of GrS0 , we may simultaneously modify their associated G-bundles at their
pole points so that we obtain points z01 , z
0
2 ∈
′Z
(p,0)
I which are still related by the
generic-Hecke modification given by the same connected subscheme of GrS0 . If the
points z1, z2 ∈
′Z
(p,Θ)
I are in the same connected component of
′Z
(p,Θ)
I , then the same
is true for the points z01 , z
0
2 ∈
′Z
(p,0)
I . Thus we are done since we have already seen the
assertion is true for ′Z
(p,0)
I .
9.4. Generic-Hecke Levi equivariance. We define the ind-stack H
(m)
ZI ,(n)
of generic-
Hecke modifications with level structure to be that classifying data
(cI ,P
1
G,P
2
G, σ1, σ2; c(n), α;β1, β2)
where (cI ,P
1
G,P
2
G, σ1, σ2; c(n), α) ∈ HZI ,(n), and βi is an isomophism of G-bundles
βi : ‖m · c(n)‖ ×G
∼
→ PiG|‖m·c(n)‖
such that for 1 ∈ G, the following induced diagram commutes
‖m · c(n)‖
βi
→ PiG
G
× X˚|‖m·c(n)‖
↓ ↓
‖m · c(n)‖
σi→ PiG
G
× X˚|‖m·c(n)‖
where the vertical maps are the identity.
For sufficiently small modifications α and large order m, it makes sense to ask for
α to come from a subgroup of S. We take the subgroup in question to be Q (see
Sect. 8.1.1).
In particular, we may define the ind-substack
H
(m)
ZI ,(n),Q
⊂ H
(m)
ZI ,(n)
of generic Levi modifications with level structure to consist of those modifications which
come from Q.
We call a smooth generic-Hecke correspondence Y a Levi correspondence if its defin-
ing map factorizes
Y → H
(m)
ZI ,(n),Q
→ HZI ,(n)
for some m. In analogy with the notion of Hecke equivariant perverse sheaf, we
have the abelian category PHQ(ZI) of Levi equivariant perverse sheaves on ZI . We
write PHQ,c(ZI) for the full subcategory of PHQ(ZI) whose underlying objects are
constructible along the orbits of the generic-Hecke modifications.
Proposition 9.4.1. For X horospherical, the forgetful functor
PH(ZI)→ PHQ,c(ZI)
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is an equivalence.
Proof. Let U(S) be the unipotent radical of S so that we have S ≃ U⋊Q. By the proof
of Proposition 3.5.2, we see that a generic-Hecke equivariant structure is determined
by its values on Levi correspondences. In other words, the forgetful functor
PH(ZI)→ PHQ(ZI)
is a fully faithful embedding. Thus to prove the proposition, we must check that every
object of PHQ,c(ZI) can be equipped with a generic-Hecke equivariant structure. As
explained in the proof of Proposition 3.5.2, it suffices to consider Hecke modifications
which are twisted products with subschemes of the affine Grassmannian GrS0. Observe
that GrS0 is exhausted by the U(S)(K)-orbits through GrQ, and each orbit may be
written as the increasing union of smooth affine spaces. Thus there is no obstruction
to lifting the Hecke equivariant structure from the Levi subgroup Q. 
10. Convolution action in the horospherical case
Throughout this section, we will only consider X horospherical.
10.1. Stratification in the horospherical case. When X is horospherical, we will
need a complete stratification of ZI , not only what we called local strata. We provide
the definitions here and refer the reader to [GN04a] for more details.
For a positive coweight θpos ∈ ΛposA , we write U(θ
pos) for a decomposition θpos =∑
m nmθ
pos
m , for θ
pos
m ∈ Λ
pos
X \ {0} distinct, and nm positive integers. We say that a
ΛposX -valued divisor on C is of type U(θ
pos) if it is of the form
∑
m
∑mn
n=1 θ
pos
m · cm,n,
for cm,n ∈ C distinct. For a partition p of the set I, a labelling Θ : p → ΛA, and
a decomposition U(θpos) of a positive coweight θpos ∈ ΛposA , we say that a quasimap
(cI ,PG, σ) ∈ ZI is of type (p,Θ,U(θ
pos)) if the coincidences among the pole points
|cI | ⊂ C are given by the partition p, and the Λ
+
A-valued divisor on C associated to the
quasimap is equal to Θ · cI +
∑
m
∑nm
n=1 θ
pos
m · cm,n, for cm,n ∈ C distinct and disjoint
from |cI | ⊂ C. We define the stratum
Z
(p,Θ,U(θpos))
I ⊂ ZI
to consist of those quasimaps of type (p,Θ,U(θpos)). When I is empty, the partition p
and labelling Θ are vacuous, and we write Z
U(θpos)
∅ in place of Z
(p,Θ,U(θpos))
∅ .
10.2. Adding an auxiliary A-bundle. In many arguments, we will need the following
generalization of ZI . Define the ind-stack
⋆ZI to be that classifying data
(cI ∈ C
I ,PG ∈ BunG,PA ∈ BunA, σ : PA|C\|cI | → PG
G
×X|C\|cI |)
where σ is an A-equivariant map (here we are using the fact that A acts on X), which
factors
σ|C′ : PA|C′ → PG
G
×X˚ |C′ → PG
G
×X|C′
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for some open curve C ′ ⊂ C \ |cI |. We write r : ZI →
⋆ZI for the obvious induction
map, and have a Cartesian diagram
ZI
r
→ ⋆ZI
↓ ↓
Bun〈1〉 → BunA .
10.2.1. Description of the strata. We stratify ⋆ZI in the same way that we stratified
ZI . For data (p,Θ,U(θ
pos)), we have the corresponding stratum ⋆Z
p,Θ,U(θpos)
I , and a
Cartesian diagram
Z
(p,Θ,U(θpos))
I
r
→ ⋆Z
(p,Θ,U(θpos))
I
↓ ↓
Bun〈1〉 → BunA .
We can describe the stratum ⋆Z
(p,Θ,U(θpos)
I more explicitly in terms of the stack BunP
as follows.
For a partition U(θpos) as above, consider the corresponding partially symmetrized
power of the curve CU(θ
pos) =
∏
mC
(nm). We will write
∏
m
∏nm
n=1 cm,n for an element of
CU(θ
pos). Let C˚U(θ
pos) ⊂ CU(θ
pos) be the complement to the diagonal divisor. Similarly,
for a partition p of the set I into k elements let Cp denote Ck, and let C˚p ⊂ Cp be
the complement to the diagonal divisor. Finally, let C(p,U(θ
pos)) ⊂ C˚p× C˚U(θ
pos) be the
complement to the diagonal divisor.
Observe that there a canonical finite map
j(p,Θ,U(θpos)) : C
p× CU(θ
pos) × ⋆Z∅ →
⋆ZI ,
given by
j(p,Θ,U(θpos))(cI ,
∏
m
nm∏
n=1
cm,n, (PG,PA, σ)) = (PG,PA(−Θ · cI −
∑
m
nm∑
n=1
θposm · cm,n), σ).
We denote by j(p,Θ,U(θpos)) the composition of j(p,Θ,U(θpos)) with the open embedding
C(p,U(θ
pos)) × BunP →֒ C
p× CU(θ
pos) × ⋆Z∅.
It is easy to see that j(p,Θ,U(θpos)) is an isomorphism onto
⋆Z
(p,Θ,U(θpos))
I .
10.2.2. Translational Hecke action. One of the primary reasons for introducing ⋆ZI is
that it comes with extra symmetries given by modifications of the auxiliary A-bundle.
Namely, we have a diagram
⋆ZI
h←
← ⋆HI,A
h→
→ ⋆ZI
where the Hecke ind-stack ⋆HI,A classifies data (z,P
′
A, α) where z ∈
⋆ZI is given by
data (cI ,PG,PA, σ), P
′
A ∈ BunA, α is an isomorphism of A-bundles
α : P′A|C\|cI |
∼
→ PA|C\|cI |,
h← is the obvious projection to z, and h→ is the projection to the data (cI ,PG,P
′
A, σ◦α).
Suppose we fix a partition p of the set I, and a labelling Θ′ : p → ΛA. Then we may
consider the ind-substack ⋆H
(p,Θ′)
I,A where the coincidences among cI are prescribed by
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p, and the modifications by Θ′. It is easy to see that restricting the above diagram
gives a diagram
⋆Z
(p,Θ,U(θpos))
I
h←
← ⋆H
(p,Θ′)
I,A
h→
→ ⋆Z
(p,Θ+Θ′,U(θpos))
I
in which both projections are isomorphisms.
10.3. Proof of Proposition 7.2.1(1). We will use the ind-stack ⋆ZI introduced in
the previous section. Observe that the construction of the fusion product for ZI extends
to ⋆ZI in an obvious way. Furthermore, for the canonical map r : ZI →
⋆ZI , we have
a functorial identification r∗ ◦⊛ ≃ ⊛ ◦ r∗. Finally, since r respects strata, we conclude
that we may use ⋆ZI to calculate the fusion product for ZI .
The strategy of the proof is as follows. First, we will check that the monoidal
structures on the subcategories generated by the trivial object agree. Then, we will use
the translational symmetry of ⋆ZI to extend this to other objects.
Let Vi, for i ∈ I, be a finite collection of vector spaces thought of as trivial repre-
sentations of Aˇ0. Then we must place a monoidal structure on the functor taking it to
the collection of objects IC0⋆Z ⊗Vi, for i ∈ I.
Lemma 10.3.1. We have a functorial identification
⊛i∈I(IC
0
⋆Z ⊗Vi) ≃ IC
0
⋆Z ⊗(⊗i∈IVi)
Proof. Recall that the left hand side is obtained by considering the intersection co-
homology sheaf IC0⋆Z
I˚
⊗(⊗i∈IVi) of the basic stratum closure ⋆Z
0
I˚ , taking its middle-
extension to all of ⋆ZI , then restricting the result to the locus where the pole points
coincide. Observe that this only involves the substack of ⋆ZI consisting of quasimaps
without poles. The projection to the base CI becomes a trivial fibration when restricted
to this substack. Thus the fiber of the middle-extension is canonically isomorphic to
the right hand side. 
Now to extend this identification to any finite collection of representations of Aˇ0, we
only need observe that the action of Hecke modifications of the A-bundle at the pole
points is transitive on the local strata and clearly compatible with the fusion product.
10.4. Proof of Proposition 7.2.1(2). Let us recall the main result of [GN04a], which
gave the following explicit description of the convolution when X is horospherical.
To state it, recall that in this case, the normalizer P ⊂ G of the stabilizer S ⊂ G is
a parabolic subgroup with Levi factor M ⊂ G. We write 2ρˇM ∈ ΛˇT for the sum of the
positive roots of M , and for λ ∈ ΛT , we write 〈2ρˇM , λ〉 ∈ Z for the natural pairing. We
write q for the natural surjection ΛT → ΛA0 which may be thought of as the map of
weight lattices induced by the inclusion Aˇ0 → Tˇ . For µ ∈ ΛT and a representation V
of Gˇ we write V (µ) for the corresponding weight space.
Theorem 10.4.1. When X is horospherical, for any V ∈ Rep(Gˇ), we have
Conv(AVG) ≃
⊕
κ∈ΛA0
⊕
µ∈ΛT
q(µ)=κ
′ ICκZ ⊗V (µ)[〈2ρˇM , µ〉].
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By the theorem, under the identifications Rep(Gˇ) ≃ PG(O)(GrG) and Rep(Aˇ0) ≃
Q(Z), the restriction Rep(Gˇ) → Rep(Aˇ0) and the convolution PG(O)(GrG) → Q(Z)
are canonically isomorphic. To finish the proof of Proposition 7.2.1(2), we need only
confirm that the monoidal structures on these functors agree. This follows immediately
from the theorem and the explicit description of the fusion product in the proof of
Proposition 7.2.1(1).
10.5. Towards the proof of Theorem 5.4.7(2). The reader should skip this sub-
section and return to it when needed in Section 16.2. The main goal is to prove
Proposition 10.5.1 below about the interaction of convolution and bad sheaves on ZI .
It is included here due to the fact that its proof does not use the local model but does
use ⋆ZI .
Proposition 10.5.1. For a nonzero positive coweight θpos ∈ ΛposA , a decomposition
U(θpos), and a Hecke equivariant local system L on the stratum
Z
U(θpos)
∅ ⊂ Z∅,
we have that
HIG(A,CC˚I ⊠ IC
U(θpos)
∅ (L)) is a bad sheaf.
Proof. We will prove the stronger statement that forgetting the Hecke equivariant struc-
ture on HIG(A,CC˚I ⊠ IC
U(θpos)
∅ (L)) gives an ordinary perverse sheaf none of whose sum-
mands is isomorphic to a summand of a perverse sheaf which results from forgetting
the Hecke equivariant structure on an object of Q(ZI).
To use the added flexibility of the ind-stack ⋆ZI , we first need to confirm that the
sheaf CC˚I ⊠ IC
U(θpos)
∅ (L) arises as the pullback under r of a sheaf on
⋆Z I˚ .
Lemma 10.5.2. For a positive coweight θpos ∈ ΛposA , a decomposition U(θ
pos), and a
local system L on the stratum
Z
U(θpos)
∅ ⊂ Z∅,
there exists a local system ⋆L on the stratum
⋆Z
U(θpos)
∅ ⊂
⋆Z∅,
such that L is a direct summand of r∗(⋆L).
Proof. As usual, we write P for the normalizer of S. We give a proof in the case when
S ⊂ G is connected so that we may choose a section A→ P of the projection P → A.
In this case, we show that there is a local system ⋆L and an isomorphism
L ≃ r∗(⋆L).
In the general case, one must work with the components of Z
U(θpos)
∅ separately. Other-
wise the argument is the same and we leave the details to the reader.
Recall that we have a fibration ⋆Z
U(θpos)
∅ → BunA with fiber above the trivial bundle
Z
U(θpos)
∅ . Recall as well that have an isomorphism
jU(θpos) : C˚
U(θpos) × BunP
∼
→ ⋆Z
U(θpos)
∅ .
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Thus, choosing a point cU(θpos) ∈ C˚
U(θpos), we may define a section BunA →
⋆Z
U(θpos)
∅
by the formula
PA 7→ (cU(θpos),PA(−cU(θpos))
A
× P ).
We conclude that the fundamental group of ⋆Z
U(θpos)
∅ is a product of that of the base
BunA and that of the fiber Z
U(θpos)
∅ . Therefore we may extend any local system from
the fiber to the total space. 
Observe that for any P ∈ P(⋆Z0,I˚), we have the obvious compatibilty
HIG(A, r
∗P) ≃ r∗HIG(A,P).
Thus by the previous lemma, to prove the proposition, it suffices to show that for a
local system ⋆L on the horospherical stratum
⋆Z
U(θpos)
∅ ⊂
⋆Z∅,
we have that
r∗(HIG(A,CC˚I ⊠
⋆ IC
U(θpos)
∅ (
⋆L))) is a bad sheaf.
Furthermore, we may assume that ⋆L is irreducible, so that under the isomorphism
jU(θpos) : C˚
U(θpos) × BunP
∼
→ ⋆Z
U(θpos)
∅ ,
it comes from a product of local systems
jU(θpos)∗(L
U(θpos)
⊠ L0) ≃ ⋆L.
Clearly we have the following.
Lemma 10.5.3. For a positive coweight θpos ∈ ΛposA , a decomposition U(θ
pos), and
P ∈ P(⋆Z0,I˚), and C ∈ P(C
U(θpos)), there is a canonical isomorphism
HIG(A, jU(θpos)∗(C⊠ P)) ≃ jU(θpos)∗(C⊠H
I
G(A,P)).
By the lemma, it remains to show that
r∗jU(θpos)∗(IC
U(θpos)
C (L
U(θpos))⊠HλIG (CC˚I ⊠ IC
0
∅(L
0))) is a bad sheaf.
But clearly no irreducible summand of such a sheaf could be supported on the closure
of an untwisted local stratum. This completes the proof of the proposition. 
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Part III. The local model
As was mentioned in the introduction, the space of quasimaps ZI is supposed to
model the wildly infinite-dimensional space X(K). The price we pay is that although
ZI is a more manageable object (i.e., it carries a well-defined category of sheaves), it is
not local in nature.
The goal of this Part is to remedy this “non-locality”. Namely, we will introduce
spaces W ηI that, on the one hand, will be local with respect to the curve C, and on the
other hand, will be equivalent to ZI in the smooth topology.
In Part IV, the machinery developed here will be applied to prove results stated in
Part I. The structure of this part is as follows:
In Sect. 11, we describe a general pattern, pointed out by Drinfeld, which explains
in many cases why a space that is built out of maps from a curve C to a target space
Y will have a local behavior with respect to C. Roughly speaking, this happens when
Y contains an open substack Y0 isomorphic to a point pt. In our specific case this open
substack will be isomorphic to pt/F , where F is a finite abelian group.
Our usual quasimaps may be thought of as maps from C to the stack X/G. We
show that if we replace G by a certain subgroup R of the parabolic P op, we achieve the
desired locality.
In Sect. 12, we establish a version of the factorization property of the local model
W ηI which is the expression of its locality with respect to C.
In Sect. 13, we show that the fibers of the natural projection from W ηI to a suitable
configuration space can be completely described in terms of the affine Grassmannian
of G.
In Sect. 14, we show that the quasimaps space ZI and the local model W
η
I are
essentially equivalent in the smooth topology. This allows us to reduce questions about
the local behavior of the former to those about the latter.
11. Construction of the local model
11.1. Base ind-scheme. The input for the construction described below is the torus
A, and the seimgroup of dominant weights Λˇ+X , or alternatively the semigroup of posi-
tive coweights ΛposX ⊂ ΛA.
Note that a rational section τ of an A-bundle on C defines a ΛA-valued divisor div(τ)
on C. The support of div(τ) is a finite subset of C which we denote by |τ |.
For a finite set I, and η ∈ ΛA, define the ind-scheme C
η
I to be that classifying data
(cI ;PA, τ),
where cI ∈ C
I , PA ∈ Bun
η
A, and τ is a rational section of PA such that the following
holds. For any λ ∈ Λˇ+X , let L
λ be the corresponding one-dimensional representation of
A, and let Lλ be the line bundle induced from the A-bundle PA. Then we require that
the meromorphic section of Lλ associated to τ be regular on C \ |cI |. We write c
η
I for a
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point of CηI . It is the same thing as a point cI ∈ C
I , and a ΛA-valued divisor on C of
degree η which takes values in ΛposX on C \ |cI |. Note that C
η
I is indeed an ind-scheme
since Λˇ+X generates ΛˇA.
For a point cηI ∈ C
η
I , we call the subset |cI | ⊂ C the pole points of c
η
I . We call the
union |cI | ∪ |τ | ⊂ C the degeneracy locus of c
η
I , and denote it by |c
η
I |.
11.2. Base ind-stack. The additional input for the construction described here is the
torus A0, and the short exact sequence
1→ F → A0 → A→ 1,
or equivalently the short exact sequence
0→ ΛA0 → ΛA → F → 0.
For a finite set I, and η ∈ ΛA0 , define the ind-stack M
η
I to be the fiber product
MηI = BunA0 ×
BunA
CηI
where the map BunA0 → BunA is the induction
PA0 7→ PA0
A0
× A,
and the map CηI → BunA is the obvious projection. In other words, the stack M
η
I
classifies data
(cI ;PA, τ ;PA0 , τ0)
where (cI ;PA, τ) ∈ C
η
I , PA0 ∈ Bun
η
A0
, and τ0 is an A-equivariant isomorphism
τ0 : PA0
A0
× A
∼
→ PA.
Note that we assume η ∈ ΛA0 , or else the stack M
η
I would be empty.
We have the natural projection
MηI → C
η
I .
For a point mηI ∈M
η
I , over a point c
η
I ∈ C
η
I , we call the subset |cI | ⊂ C the pole points
of mηI , and denote it by |mI |. We call the subset |c
η
I | ⊂ C the degeneracy locus of m
η
I ,
and denote it by |mηI |.
To a point mηI ∈ M
η
I , with representative (cI ;PA, τ ;PA0 , τ0), we may associate an
F -bundle on C \ |mηI | via the pullback of τ under τ0|C\|mηI |
. Since F is finite, this is the
same thing as an F -local system on C \ |mηI |.
11.3. The general pattern.
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11.3.1. A simplified version. Let us recall the following general construction[BFG03],
Sect. 2.16. Let Y be an algebraic stack with an open substack Y0 ⊂ Y isomorphic to a
point pt.
Assume that we are given an A-bundle PA,Y over Y, and its trivialization over Y
0.
Moreover, assume that for every λ ∈ Λˇ+X the meromorphic section of the corresponding
line bundle LλY is regular, and that Y
0 is the locus of non-vanishing of these sections.
For a curve C we can consider the space (i.e., functor on the category of schemes)
MapsI(C,Y) over C
I that classifies maps
(C \ |cI |)→ Y
such that all but finitely many points of C \ |cI | get mapped to Y
0. The space
MapsI(C,Y) splits into connected components according to the degree η ∈ Λ
pos
X of
the pull-back of PA,Y.
By construction, we have a canonical map
MapsI(C,Y)
η → CηI .
For a given map σ : C \ |cI | → Y the locus of C \ |cI | for which this map lands in Y
0
equals the complement of the degeneracy locus of the resulting element of CηI .
11.3.2. A generalization. Next let Y be an algebraic stack equipped with an A0-torsor
PA0,Y. Let PA,Y denote the induced A-bundle, and assume that it is trivialized over
an open substack Y0 ⊂ Y, such that this trivialization has the same properties as in
Section 11.3.1.
In particular, over Y0, the A0-torsor PA0,Y admits a canonical reduction to an F -
torsor PF,Y. We assume furthermore that the resulting map
Y0 → pt/F
is an isomorphism.
We define the space MapsI(C,Y) in the same way as above. By construction, we
have a canonical map
MapsηI (C,Y)→M
η
I .
Note that MapsηI (C,Y) is empty unless η ∈ ΛA0 .
11.3.3. The case of spherical varieties. Let us now explain in what situation we will
apply the pattern of Section 11.3.2.
Recall the canonical surjection
P op ։ P op/Uop ≃M ։ A0,
and let us choose a splitting M ←֓ A0. Let R denote the preimage of A0 in P
op. By
construction, R ∩ S ≃ F .
We set Y := X/R and Y0 := X˚
+/R. The A0-torsor PA0,Y is the pull-back of the
tautological A0-torsor under
X/R→ pt/R→ pt/A0.
The lines lλ ⊂ C[X] for λ ∈ Λˇ+X define the trivialization of the induced A-torsor over
Y0 with the required properties.
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We have the resulting space
W ηI := Maps
η
I (C, X˚
+/R).
Let us describe it in terms of bundles on C, which will in particular imply that W ηI is
an ind-algebraic stack.
Namely, W ηI classifies the data of
(cI ;PA, τ ;PA0 , τ0;PR, τR, σ)
where (cI ;PA, τ ;PA0 , τ0) ∈M
η
I , PR ∈ BunR, τR is an A0-equivariant isomorphism
τR : PR
R
×A0
∼
→ PA0 ,
and σ is a section
σ : C \ |cI | → PR
R
×X|C\|cI |.
For some open curve C ′ ⊂ C \ |cI |, the section σ is required to factor
σ|C′ : C
′ → PR
R
×X˚+|C′ → PR
R
×X|C′ ,
and the composition
C ′
σ|C′→ PR
R
×X˚+|C′ → PA|C′
is required to coincide with the rational section
τ |C′ : C
′ → PA|C′ .
Note that we assume η ∈ ΛA0 , or else the stack W
η
I would be empty.
12. Factorization
12.1. “Simple” factorization. Assume for a moment that we are in the context of
Section 11.3.1. For η1, η2 ∈ Λ
pos
X , consider the natural map
Cη1I1 × C
η2
I2
→ Cη1+η2I1∪I2
which we denote by
(cη1I1 , c
η2
I2
) 7→ cη1I1 ⊎ c
η2
I2
.
Its restriction to the open subscheme
(Cη1I1 × C
η2
I2
)disj ⊂ C
η1
I1
× Cη2I2
of points (cη1I1 , c
η2
I2
) such that |cη1I1 | is disjoint from |c
η2
I2
| is e´tale.
We claim
(12.1)
(
MapsI(C,Y)
η1 ×MapsI(C,Y)
η2
)
×
C
η1
I1
×C
η2
I2
(Cη1I1 × C
η2
I2
)disj
≃ MapsI(C,Y)
η1+η2 ×
C
η1+η2
I1∪I2
(Cη1I1 × C
η2
I2
)disj.
We refer the reader to [BFG03] for the proof. We shall now generalize this to the
context where the finite group is present.
SPHERICAL VARIETIES AND LANGLANDS DUALITY 51
12.2. Factorization and the base ind-stack. We have a natural map
Mη1I1 ×M
η2
I2
→Mη1+η2I1∪I2
defined by
((cη1I1 ;P
1
A0 , τ
1
0 ), (c
η2
I2
;P2A0 , τ
2
0 )) 7→ (c
η1
I1
⊎ cη2I2 ;P
1
A0 ⊗ P
2
A0 , τ
1
0 ⊗ τ
2
0 ).
Consider the fiber products
(Mη1I1 ×M
η2
I2
)disj = (M
η1
I1
×Mη2I2 ) ×
C
η1
I1
×C
η2
I2
(Cη1I1 × C
η2
I2
)disj
(Mη1+η2I1∪I2 )disj =M
η1+η2
I1∪I2
×
C
η1+η2
I1∪I2
(Cη1I1 × C
η2
I2
)disj.
It is easy to see that the induced map
(Mη1I1 ×M
η2
I2
)disj → (M
η1+η2
I1∪I2
)disj
is an e´tale cover.
To glue mapping spaces, we will also need the stack
(Mη1I1 ×M
η2
I2
)∼disj
over (Mη1I1 ×M
η2
I2
)disj whose fiber over a point ((c
η1
I1
;P1A0 , τ
1
0 ), (c
η2
I2
;P2A0 , τ
2
0 )) is the data
of trivialization of the F -bundle P1F over the finite scheme |c
η2
I2
| and of the F -bundle
P2F over the finite scheme |c
η1
I1
|. It is clear that the forgetful map
(Mη1I1 ×M
η2
I2
)∼disj → (M
η1
I1
×Mη2I2 )disj
is also an e´tale cover.
12.3. The general case. Now let Y0 ⊂ Y be as in Sect. 11.3.2.
Proposition 12.3.1. There is a canonical isomorphism(
MapsI1(C,Y)
η1 ×MapsI2(C,Y)
η2
)
×
M
η1
I1
×M
η2
I2
(Mη1I1 ×M
η2
I2
)∼disj
≃ MapsI1∪I2(C,Y)
η1+η2 ×
M
η1+η2
I1∪I2
(Mη1I1 ×M
η2
I2
)∼disj.
Proof. Let f1, f2 be the maps in the data of an element of the left hand side. We define
the corresponding map f of the right hand side as follows. First, break up the curve C
as the union of the punctured curve C \ (|cη1I1 | ∪ |c
η2
I2
|) and the disjoint completed formal
neighborhoods D|cη1I1 |
, D|cη2I2 |
. Define the map f on the pieces to be
f1 ⊗ f2 : C \ (|c
η1
I1
| ∪ |cη2I2 |)→ Y
0 = pt/F
f1 : D|cη1I1 |
→ Y f2 : D|cη2I2 |
→ Y
Here we have written f1 ⊗ f2 to denote the map classifying the F -bundle obtained by
tensoring the F -bundles P1F ,P
2
F classified by f1, f2 respectively.
Now to see that the pieces canonically glue, we use the remaining data. Namely,
we have trivializations τ1, τ2 of the F -bundles P
1
F ,P
2
F over the finite schemes |c
η2
I2
|, |cη1I1 |
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respectively. Observe that τ1, τ2 canonically extend to trivializations of P
1
F ,P
2
F over
D|cη2I2 |
, D|cη1I1 |
respectively. Thus τ1, τ2 provide isomorphisms of F -bundles over the
punctured completed formal neighborhoods
P1F |D×
|c
η1
I1
|
τ2
≃ (P1F ⊗ P
2
F )|D×
|c
η1
I1
|
P2F |D×
|c
η2
I2
|
τ1
≃ (P1F ⊗ P
2
F )|D×
|c
η2
I2
|
Thus we may identify the restricted maps
f1|D×
|c
η1
I1
|
≃ (f1 ⊗ f2)|D×
|c
η1
I1
|
f2|D×
|c
η2
I2
|
≃ (f1 ⊗ f2)|D×
|c
η2
I2
|
and glue them to obtain a single map f . Clearly this identifies the moduli problem of
the left hand side with that of the right. 
12.4. Complements: open curves. It is useful to have generalizations of the con-
structions of the preceding sections for open curves. Our primary application will be
the following. In the context of Sect. 11.3.2, the moduli problem MapsI(C,Y)
η involves
an F -bundle PF on the curve C \ |c
η
I |. Suppose we would like to apply the factorization
of Sect. 12.3. It may turn out that Proposition 12.3.1 has less content than needed.
Namely, given a particular F -bundle PF on C \ (|c
η1
I1
| ∪ |cη2I2 |), there may not be any
F -bundles on C \ |cη1I1 | and C \ |c
η2
I2
| whose tensor is equal to PF . Thus the base changes
on both sides of Proposition 12.3.1 will miss any map living over PF . But if we remove
an auxiliary point c ∈ C, then we may always use the added flexibility of nontrivial
F -monodromies around c to find F -bundles on C \ (c ∪ |cη1I1 |) and C \ (c ∪ |c
η2
I2
|) whose
tensor is equal to PF . With this motivation, we outline below how one may generalize
our constructions to the open curve C \ c.
Recall that for a finite set I, and η ∈ ΛA, a point c
η
I of the ind-scheme C
η
I classifies
the data of a point cI ∈ C
I , and a ΛA-valued divisor on C of degree η which takes
values in ΛposA on C \ |cI |. Thus it makes sense to consider C
η
I for a not necessarily
complete curve such as C \ c.
For a finite set I, and η ∈ ΛA, define the ind-stack M
η
I,1 to be that classifying data
(c; cηI ;PA0 , τ0)
where c ∈ C, cηI ∈ (C \ c)
η
I , PA0 is an A0-bundle on C \ c, and τ0 is an A-equivariant
isomorphism
τ0 : PA0
A0
× A
∼
→ P0A(c
η
I ),
where P0A(c
η
I ) denotes the trivial A-bundle on C \ c, twisted by the ΛA-valued divisor
associated to cηI . Note that even if η ∈ ΛA is not in ΛA0 ⊂ ΛA, the stack M
η
I,1 still
makes sense and is nonempty.
For the moment, consider the ind-stack M
η
I,1 that classifies the same data as M
η
I,1
except that the A0-bundle PA0 it classifies is defined on C rather than C \ c. The
following lemma confirms that this makes no difference. Its assertion is completely
local and we leave its proof to the reader.
Lemma 12.4.1. The natural restriction M
η
I,1 →M
η
I,1 is an open and closed embedding.
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For a finite set I, and η ∈ ΛA, define the open ind-substack
(MηI × C)disj ⊂M
η
I × C
to consist of pairs (mηI , c) such that c is disjoint from the degeneracy locus |m
η
I |. The
following is immediately implied by Lemma 12.4.1.
Lemma 12.4.2. The natural map
(MηI × C)disj →M
η
I,1
is an open and closed embedding.
Now for a finite set I, and η ∈ ΛA, define the space MapsI,1(C,Y)
η to be that
classifying c ∈ C, cI ∈ (C \c)
I , and a map C \(|cI |∪c)→ Y as described in Sect. 11.3.2.
By construction, we have a canonical map
MapsηI,1(C,Y)→M
η
I,1.
We also have an obvious analogue of the factorization of Proposition 12.3.1. Note that
even if η ∈ ΛA is not in ΛA0 ⊂ ΛA, the space MapsI,1(C,Y)
η still makes sense and is
nonempty.
In the case where Y = X/R, we set W ηI,1 := MapsI,1(C,Y)
η . It is an ind-algebraic
stack classifying data
(c; cηI ;PA0 , τ0;PR, τR, σ)
where (c; cηI ;PA0 , τ0) ∈ M
η
I,1, PR is an R-bundle on C \ c, τR is an A0-equivariant
isomorphism
τR : PR
R
×A0
∼
→ PA0 ,
and σ is a section
σ : C \ (c ∪ |cI |)→ PR
R
×X|C\(c∪|cI |).
For some open curve C ′ ⊂ C \ (c ∪ |cI |), the section σ is required to factor
σ|C′ : C
′ → PR
R
×X˚+|C′ → PR
R
×X|C′ ,
and the composition
C ′
σ|C′→ PR
R
×X˚+|C′ → P
0
A(c
η
I )|C′
is required to have divisor cηI . As explained in Sect. 13 below, the canonical map
W ηI,1 →M
η
I,1.
is ind-representable.
Finally, for a finite set I, and η ∈ ΛA, define the open ind-substack
(W ηI × C)disj ⊂W
η
I ×C
to consist of pairs such that c is disjoint from the degeneracy locus |cηI |. The following
is immediately implied by Lemma 12.4.1.
54 GAITSGORY AND NADLER
Lemma 12.4.3. The natural map
(W ηI × C)disj →W
η
I,1
is an open and closed embedding.
13. Description of fibers
13.1. Relation to the affine Grassmannian. From now on we will specialize to the
case where Y = X/R, and so MapsI(C,Y)
η = W ηI . Our present goal is to describe
the fibers of the morphism W ηI → M
η
I in terms of the affine Grassmannian GrG. This
description will imply, in particular, that the above morphism is (ind)-representable
even if C is not complete. First, we will do this on a point-wise level.
Given a point mηI ∈M
η
I , we have a divisor c
η
I = Σ ηk · ck ∈ C
η
I , and an F -bundle PF
over C \ |cηI |. Recall that by construction, ηk is arbitrary when ck is a pole point, but
ηk is constrained to lie in Λ
pos
X otherwise. By restriction, we obtain an F -torsor P
k
F on
the formal neighborhood Dck of each ck.
Recall that F ≃ R ∩ S is a subgroup of G. Consider the twisted version of the
affine Grassmannian GrG,Pk
F
that classifies the data of a G-torsor PG on Dck and an
identification
β : PG ≃ G
F
× PkF |D×ck
.
By [BL94], this is equivalent to giving PG over an open subset U ⊂ C with
ck ∈ U ⊂ C \ ( ∪
k′ 6=k
ck′)
and giving β over U \ ck.
Let (W ηI )mηI
denote the fiber of W ηI above m
η
I . We claim that there is natural
morphism
(13.1) (W ηI )mηI
→ Π
k
GrG,PkF
.
Namely, consider the restriction of the data to each Dck . We obtain a G-bundle PG,
endowed with a reduction to R, and a reduction to S over D×ck . Furthermore, the
resulting map D×ck → S\G/R hits the open substack
pt/F ≃ X˚+/R ⊂ S\G/R
and the induced F -torsor is equal to PkF . Thus the restriction of PG to each D
×
ck
is
induced from PkF .
13.1.1. Description of the image. We will now show that the map (13.1) is an (ind)-
locally closed embedding, and describe its image.
First, let GrR,PkF
be the corresponding twisted version of the affine Grassmannian of
the group R. The projection R→ A induces a canonical map
GrR,PkF
→ GrA,
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and we write Grηk
R,PkF
⊂ GrR,PkF
for the preimage of the corresponding connected com-
ponent GrηkA ⊂ GrA. The inclusion R ⊂ G induces a canonical locally closed embedding
Grηk
R,PkF
→֒ GrG,PkF
.
In fact, one can check that Grηk
R,PkF
is the orbit of a connected component of a twisted
version of the group Uop(Kck)×A0(Ock) acting on GrG,PkF
.
By construction, the map (13.1) factors through Grηk
R,PkF
.
Next, let GF k be the G(Ock)-torsor over GrG,PkF
that classifies triples (PG, α, β),
where (PG, β) is as in the definition of GrG,PkF
, and α is a trivialization of PG over Dck .
We have a natural map
(13.2) GF k → X(Kck) \ (X \ X˚)(Kck)
For an element θ ∈ V(G/S) recall that we write
Oθ ⊂ X(Kck) \ (X \ X˚)(Kck)
for the corresponding G(Ock)-orbit. Let Oθ denote its closure.
The preimage of Oθ under the map (13.2) is a G(Ock)-invariant closed subscheme of
GF k . By invariance, we have the corresponding closed subscheme
Gr
S,θ
G,PkF
⊂ GrG,PkF
.
Similarly, let GrS,θ
G,PkF
be the open subset of Gr
S,θ
G,PkF
corresponding to Oθ.
Now, fix a labeling Θ : k 7→ θk ∈ V(G/S) such that θk lies in Λ
pos
X when ck is
not a pole point. Let (W η,ΘI )mηI
(resp., (W
η,Θ
I )mηI
) be the locally closed (resp., closed)
substack of (W ηI )mηI , corresponding to the condition that for each k, the map D
×
ck
→ X
(defined up to G(Ock)-conjugacy) lies in Oθk (resp., Oθk).
Each piece (W
η,Θ
I )mηI is an algebraic stack, the entire (W
η
I )mηI is their union, and the
various pieces (W η,ΘI )mηI
define a stratification.
By construction, we immediately have the following.
Lemma 13.1.2. The map (13.1) defines isomorphisms
(W η,ΘI )mηI ≃ Πk
Grηk
R,PkF
∩GrS,θk
G,PkF
(W
η,Θ
I )mηI
≃ Π
k
Grηk
R,PkF
∩Gr
S,θk
G,PkF
.
13.1.3. Description in families. The contents of the previous two subsections can be
repeated over the baseMηI rather than for individual fibers. Let us spell out the relevant
definitions, amended slightly to meet our future needs.
We define the twisted version of the Beilinson-Drinfeld Grassmannian GrG,MηI over
MηI to classify data (m
η
I ;PG, β) where m
η
I ∈M
η
I with associated generic F -bundle PF ,
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PG is a G-torsor over C, and β is a reduction of PG to PF away from |m
η
I |. The fiber
of GrG,MηI
over a given point mηI is the product
(GrG,MηI
)mηI
≃ Π
k
GrG,PkF
.
We similarly define GrR,Mη
I
and its connected component Grη
R,MηI
which are both
locally closed ind-subschemes of GrG,MηI .
Now, for simplicity, we focus on the open locus of W ηI where the pole points are
distinct. Fix a labeling
Θ : I → V(G/S) i 7→ θi.
We have the locally closed substack GrS,Θ
G,MηI
(resp. closed substack Gr
S,Θ
G,MηI
) of GrG,MηI
whose fiber over mηI ∈M
η
I with distinct pole points is the product
Π
i∈I
GrS,θi
G,PiF
× Π
k 6∈I
GrS,0
G,PkF
(resp. Π
i
Gr
S,θi
G,PiF
× Π
k 6∈I
Gr
S,0
G,PkF
).
We also have the locally closed substack W η,ΘI (resp., closed substack W
η,Θ
I ) corre-
sponding to the following conditions. For each i ∈ I, the map D×ci → X (defined up to
G(Oci)-conjugacy) lies in Oθi (resp., Oθi). For each k 6∈ I, the map D
×
ck
→ X (defined
up to G(Ock)-conjugacy) lies in O0 (resp., O0).
By construction, we immediately have the following.
Lemma 13.1.4. We have canonical isomorphisms
W η,ΘI ≃ Gr
η
R,MηI
×
MηI
GrS,Θ
G,MηI
W
η,Θ
I ≃ Gr
η
R,MηI
×
MηI
Gr
S,Θ
G,MηI
.
13.2. The transverse locus. Let η be an element of V(G/S), and let PF be an F -
bundle on the formal punctured disc D× with monodromy around the origin equal to
the image of η in ΛA/ΛA0 .
The following is a straightforward reformulation of Proposition 8.3.1.
Proposition 13.2.1.
(1) The intersection
GrηR,PF ∩Gr
S,η
G,PF
is a point-scheme.
(2) The inclusion
GrηR,PF ∩Gr
S,η
G,PF
→֒ GrηR,PF ∩Gr
S,η
G,PF
is an isomorphism.
Let Cη,+I be the subscheme of C
η
I where we require that for c
η
I = Σ ηk · ck such that
all ηk belong to V(G/S). Let M
η,+
I be the corresponding substack of M
η
I obtained by
base change.
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Now consider the closed substack of the base change
W η,+I ⊂W
η
I ×
MηI
Mη,+I
corresponding at the level of fibers to
Π
k
Grηk
R,Pk
F
∩Gr
S,ηk
G,PkF
in terms of the identification of Lemma 13.1.2.
Proposition 13.2.1 immediately implies the following.
Corollary 13.2.2. The projection W η,+I →M
η,+
I is an isomorphism.
In what follows, we will refer to the substack W η,+I ⊂ W
η
I as the transverse locus.
By construction, a point w ∈W ηI is transverse if and only if the following holds:
(1) w projects to a divisor cηI = Σηk · ck with each ηk ∈ V(G/S),
(2) the associated map D×ck → X (defined up to G(Ock)-conjugacy) lies in Oηk .
14. Relation to quasimaps
14.1. An intermediate stack. We shall now introduce a stack, denoted ZI,P op, that
mediates between the quasimaps space ZI and the local model WI .
Consider first the fiber product ZI ×
BunG
BunP op . By definition, it classifies data
(cI ∈ C
I ,PP ∈ BunP , σ : C \ |cI | → PP
P
×X|C\|cI |)
where σ is a section which factors
σ|C′ : C
′ → PP
P
×X˚ |C′ → PP
P
×X|C′ ,
for some open curve C ′ ⊂ C \ |cI |.
Let ZI,P op be the open subset of the above fiber product that corresponds to the
condition that σ factors as
σ|C′ : C
′ → PP
P
×X˚+|C′′ → PP
P
×X|C′′ ,
for some (possibly smaller) open subset C ′′ ⊂ C ′.
14.2. Projection onto ZI . We have the obvious forgetful map ZI,P op → ZI . Of
course, we do not claim that it is smooth. However, it will be smooth over a large
enough open subset.
Let M denote the Levi factor of P op. Define the open substack BunM,r ⊂ BunM to
be that for which
H1(C,PM
M
× V ) = 0,
for all M -modules V which appear as subquotients of Lie(Uop). For any stack Q map-
ping to BunM , define the open substack Qr ⊂ Q to be the fiber product
Qr = Q ×
BunM
BunM,r .
For µ ∈ ΛM/[M,M ] let Bun
µ
P be the corresponding connected component of BunP .
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Lemma 14.2.1.
(1) The map r : BunP,r → BunG is smooth.
(2) Any open substack of finite type BunfinG ⊂ BunG, is contained in the image of Bun
µ
P,r
for a a sufficiently large µ ∈ ΛM/[M,M ], and the restriction of r to the inverse image
r−1(BunfinG ) ⊂ Bun
µ
P,r has connected fibers.
These assertions are all well-known, except perhaps for the connectedness one, which
is implied immediately by the following:
Proof. Using [BFG03], we know there is a nonempty open subset U0 ⊂ BunG and
coweight µ0 ∈ ΛG such that the restriction of the natural map p : Bun
µ0
B → BunG to
the inverse image p−1(U0) ⊂ Bun
µ0
B has connected fibers. Choose µ ∈ ΛG such that U
is in the image of the projection
BunG
h←
← HµG ×
BunG
U0.
Consider the diagram
Bunµ+µ0B
h←
← HµB ×
BunB
Bunµ0B ⊂ H
µ
G ×
BunG
Bunµ0B
h→
→ Bunµ0B
↓ ↓ ↓ ↓
BunG
h←
← HµG = H
µ
G
h→
→ BunG .
Since the map
Bunµ+µ0B
h←
← HµB ×
BunB
Bunµ0B
is a bijection, to prove the lemma, it suffices to show that for a point x ∈ U ⊂ BunG,
the inverse image
(h←)−1(p−1(x)) ⊂ HµG ×
BunG
Bunµ0B
is connected. We know that (h←)−1(x) ⊂ HµG is connected. Furthermore, since the
rightmost square of the diagram is Cartesian, we know that the restriction of the map
H
µ
G ×
BunG
Bunµ0B → H
µ
G
to the inverse image of (h→)−1(U0) has connected fibers. By construction, we have that
the intersection
(h←)−1(x) ∩ (h→)−1(U0)
is nonempty and dense in (h←)−1(x), and so we are done. 
Consider the corresponding open subset
ZµI,P op,r ⊂ Z
µ
I,P op = ZI ×
BunG
BunµP .
Applying base change with respect to ZI → BunG, we obtain that the statements of
the above lemma apply to the forgetful morphism
ZµI,P op,r → ZI .
Thus the space ZI,P op can be used for the local study of the space ZI .
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14.3. Passage to the local model. One relationship between ZI,P op and WI is the
following obvious one. Consider the map BunA0 → BunM corresponding to our choice
of the splitting A0 →֒ M . For η ∈ ΛA0, let µ be its image in ΛM/[M,M ]. Then we have
a Cartesian diagram
W ηI −−−−→ Z
µ
I,P opy y
BunηA0 −−−−→ Bun
µ
M .
But as we now explain, in fact ZµI,P op is equivalent in the smooth topology to W
η
I .
Recall that Q denotes the subgroup S ∩ P op, so we have a short exact sequence
1→ Q→M → A→ 1.
Let Q0 denote the connected component of Q, which equals the kernel of M → A0.
Our choice of the splitting A0 →֒M gives rise to a decomposition
Q ≃ Q0 × F.
Because of our intended application, we state the following for Q0 though its assertion
and proof use nothing special about Q0.
Lemma 14.3.1. Let BunfinQ0 be an open substack of finite type of BunQ0, and let c ⊂ C
be a finite subset. Then there exists a scheme Y with a smooth surjective map Y →
BunfinQ0 with connected fibers, such that the corresponding universal bundle on C × Y is
trivialized on a Zariski-open subset of C × Y containing c× Y.
Proof. Let B ⊂ Q0 be a Borel subgroup, let N ⊂ B be its unipotent radical, and let
B → B/N = T be its Cartan quotient. As we have seen in Lemma 14.2.1, we can
replace BunQ0 by Bun
ν
B for a large enough coweight ν ∈ ΛT . Namely, we can choose ν
large enough so that there is an open V ⊂ BunνB that maps smoothly onto Bun
fin
Q0 with
connected fibers.
Consider the canonical map BunB → BunT , choose a scheme YT satisfying the
assertion of the lemma for BunT , and set
Y = YT ×
BunT
V.
Let W be an open subset of Y × C over which the T -bundle is trivialized. We may
assume that W is affine over Y. But then the whole B-bundle is trivialized, since an
N -bundle over an affine is trivial. 
Observe that the lemma generalizes to families. Namely, if we choose an S-family
c ⊂ C × S finite over S, then there is a scheme YS over S with a smooth surjective map
YS → Bun
fin
Q0 with connected fibers, such that the corresponding universal bundle on
C × YS is trivial on a Zariski-open subset of C × YS containing the inverse image of c.
Note as well that the above construction of YS involves the choice of a coweight
ν ∈ ΛQ0. We write Y
ν
S to denote this dependence.
Consider an S-family c ⊂ C × S finite over S, and let ZµI,P op,c, respectively W
η
I,c, be
the S-family of ZµI,P op, respectively W
η
I , of maps whose degeneracy locus belongs to c.
60 GAITSGORY AND NADLER
Lemma 14.3.2. For µ = η + ν in ΛM/[M,M ], we have an identification of S-families
ZµI,P op,c ×
BunQ0 ×S
YνS ≃W
η
I,c×
S
YνS.
Proof. We define a map from the left hand side to the right as follows.
Let WS be the Zariski open subset of C × YS on which the universal Q
0-bundle is
trivialized. The base change of the left hand side provides a reduction of the P op-bundle
to an R-bundle over WS.
On the other hand, let Yc ⊂ YS be the inverse image of c, and let YS \ Yc be its
complement. The quasimap data of the left hand side equips the P op-bundle with a
reduction to Q ≃ Q0 × F over YS \ Yc.
By construction, these two reductions are compatible over the intersection WS∩(YS\
Yc) in the sense that we may define a global R-bundle by gluing the R-bundle over WS
with the R-bundle induced from the F -bundle over YS \ Yc. The quasimap data of the
right hand side is simply the tautological reduction over YS\Yc of the induced R-bundle
to the F -subbundle from which it was induced. 
We conclude that the space W ηI can be used for the local study of the space Z
µ
I,P op.
14.4. Behavior with respect to the transverse locus. Consider the data (PP op, σ)
of a quasimap on the formal disk: PP op is a P
op-bundle on D, and σ is a map
D× → PP op
P op
× X˚+.
Alternatively, the data can be interpreted as a point of the fiber product
Maps(D, pt/P op) ×
Maps(D×,pt/P op)
Maps(D×, X˚+/P op).
On the one hand, using the projections P op → A and X˚+ → A, we see that (PP op, σ)
gives rise to a point of GrA. We interpret this an element η ∈ ΛA.
On the other hand, (PP op, σ) defines a P
op(O)-orbit O′P op in X˚
+(K), and hence a
G(O)-orbit Oλ in X˚(K), for some λ ∈ V(G/S).
By Sect. 8.2, the following conditions are equivalent:
(1) η = λ ∈ ΛA.
(2) O′P op is open in Oλ.
If these conditions are satisfied, we say that (PP op , σ) is transverse. We say that a
point of the stack ZI,P op is transverse at c (resp., globally transverse), if its restriction
to the formal disk around c (resp., for every c) is transverse.
It is clear that for a given point of zI ∈ ZI , the locus of points in the preimage
r−1(zI) ⊂ ZI,P op
that are transverse at a given finite collection of points of C is open. Moreover, r−1(zI)∩
ZµI,P op,r is non-empty for µ large enough.
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14.4.1. Recall now that in Sect. 13.2 we introduced the notion of transversality for
points of W ηI . We claim that this notion matches with the above notion of global
transversality under the identification of Lemma 14.3.2:
ZµI,P op,c ×
Bun
Q0 ×S
YνS ≃W
η
I,c×
S
YνS
Indeed, suppose that the pair (PP op, σ) as above is such that PP op is induced from
an A0-bundle PA0 . As in Sect. 13.1.1, such data give rise to an F -bundle PF on D
×
and a point of GrηR,PF ∩Gr
S,λ
G,PF
. We see that in both cases, the transversality condition
is that η = λ.
We denote by Zµ,+I,P op ⊂ Z
µ
I,P op the locus of transverse points. By the above, this is a
closed ind-substack.
14.4.2. Transversality in the horospherical case. Let us assume that X is horospherical.
Recall that BunP is naturally a locally closed substack of
⋆ZI and for any η we have
an ind-locally closed embedding
jI : C
η
I × Bun
µ′
P →֒
⋆Zµ
′+η
I .
Let ⋆Zµ,µ
′
I,P op denote the analogue of the stack Z
µ
I,P op when we use
⋆Zµ
′
I instead of ZI .
Note that the fiber product
Bunµ
′
P ×
⋆Zµ
′
I
⋆Zµ
′
I,P op ⊂ Bun
µ′
P ×
BunG
Bunµ
′
P op
identifies naturally with Bunµ
′
M .
From jI we obtain a map
CηI × Bun
µ
M →
⋆Zµ+η,µI,P op .
The following is easy to check.
Lemma 14.4.3. The above map is an isomorphism on the transverse locus
⋆Zµ+η,µ,+I,P op ⊂
⋆Zµ+η,µI,P op .
It induces an isomorphism
CηI ×
BunA
BunµM ≃ Z
µ+η,+
I,P op ,
The second map of the lemma induces a map
MηI →W
η,+
I ,
which is the inverse of the one of Corollary 13.2.2.
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Part IV. Proofs–B
In this part we will apply the local modelW ηI of Sect. 12 to prove two main technical
assertions of Part 1, namely Theorem 4.2.1 (in Sect. 15) and Theorem 5.4.7 (in Sect. 16).
15. Convolution and local model
15.1. Proof of Theorem 4.2.1. Our proof is organized into several steps, each in-
volving the use of more specialized structure than the previous. Recall that since
PG(O)(GrG)
⊗I is semisimple, by the decomposition theorem, the convolution ConvI(A)
is semisimple as well. Our goal is to see that each of its summands is the intersection
cohomology sheaf with constant coefficients of a connected component of an untwisted
local stratum ′ZΘ
I˚
⊂ ′ZI˚ .
15.1.1. Reformulation of convolution. We begin with the trivial observation that since
PG(O)(GrG)
⊗I is semisimple, it suffices to prove the theorem for simple objects. These
are the intersection cohomology sheaves AλIG of the product of G(O)-orbit closures
Gr
λI
G =
∏
i∈I
Gr
λi
G ⊂ (GrG)
I , where λI : I → Λ
+
G.
This allows for the following slight reformulation of the convolution. By restricting
the (G(O) ⋊Aut(O))I -torsor
ẐI˚ → ZI˚
to the closure ′Z
0
I˚ ⊂ ZI˚ of the untwisted basic stratum, we obtain a (G(O)⋊Aut(O))
I -
torsor
′Ẑ
0
I˚ →
′Z
0
I˚ .
The twisted product
′Z˜
λI
I˚ =
′Ẑ
0
I˚
(G(O)⋊Aut(O))I
× Gr
λI
G
fits into a diagram
′ZI˚
h←
← ′Z˜
λI
I˚
h→
→ ′Z
0
I˚
in which h→ is the evident projection, and h← is the modification map. In other words,
the diagram results from restricting the diagram
ZI˚
h←
← Z˜I˚
h→
→ ZI˚
along the inclusion
′Z˜
λI
I˚ →֒ Z˜I˚ .
In the category P(Z˜I˚), we have a canonical isomorphism
′I˜C
λI
I˚ ≃
′ IC0
I˚
⊠˜A
λI
G
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identifying the intersection cohomology sheaf of ′Z˜
λI
I˚ with the twisted product. Thus
we have a canonical isomorphism
ConvI(A
λI
G ) ≃
∑
k
pHk(h←λI !(
′I˜C
λI
I˚ )).
We will prove the theorem using this formulation of convolution.
15.1.2. Moving the pole points. Suppose we have established the following.
Claim 15.1.3. For any fixed configuration of pole points cI ∈ C
I , the restriction of each
irreducible summand of the convolution ConvI(A
λI
G ) to the based ind-substack
′ZcI ⊂
′ZI
is the middle-extension of the constant sheaf on a component of some untwisted based
local stratum ′ZΘcI ⊂
′ZcI .
Then we may complete the proof of Theorem 4.2.1 as follows. Observe that the
closure of the untwisted basic stratum is a product
′Z
0
I˚ =
′Z
0
∅ × C˚
I ,
and we have a commutative diagram
′ZI˚
h←
← ′Z˜I˚
π ↓ ↓ h→
C˚I
p
← ′Z
0
∅ × C˚
I
where the map p is the obvious projection. We have an isomorphism
h→! (
′ IC0 ⊠˜AλIG ) ≃
′ IC0∅⊠V
λI
gr
where we write V λIgr for the graded constant sheaf on C˚
I with fiber the tensor product of
the irreducible representations of Gˇ of highest weights λi ∈ Λ
+
G, for i ∈ I, with canonical
grading given by the action of the principal nilpotent. Thus we have an isomorphism
π!h
←
! (
′ IC0 ⊠˜AλIG ) ≃ p!(
′ IC0∅⊠V
λI
gr ).
We conclude that the pushforward via π of the convolution ConvI(A
λI
G ) is a constant
sheaf. Therefore the top cohomology of the pushforward of each of its irreducible sum-
mands is also a constant sheaf (over the generic point of the base it is a sublocal system
of a constant local system). Coupled with Claim 15.1.3, this establishes Theorem 4.2.1.
Thus our aim in what follows is to prove Claim 15.1.3.
15.1.4. Convolution for local model. We begin by constructing a version of convolution
for the local model. Consider the (G(O) ⋊Aut(O))I -torsor
Ŵ η
I˚
→ W η
I˚
that classifies data
(w,µ, τ)
where w ∈W η
I˚
, with pole points cI ∈ C˚
I andR-bundle PR ∈ BunR, µ is an isomorphism
of G-bundles
µ : D|cI | ×G
∼
→ PR
R
×G|D|cI |
,
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and τ is an isomorphism
τ : D × |cI |
∼
→ D|cI |.
The twisted product
W˜ η
I˚
= Ŵ η
I˚
(G(O)⋊Aut(O))I
× (GrG)
I
classifies data
(w,PG, α)
where w ∈ W η
I˚
, with pole points cI ∈ C˚
I and R-bundle PR ∈ BunR, PG ∈ BunG, and
α is an isomorphism of G-bundles
α : PR
R
×G|C\|cI |
∼
→ PG|C\|cI |.
To a point c ∈ C, and a point w˜ ∈ W˜ η
I˚
, with pole points cI ∈ C˚
I , R-bundle
PR ∈ BunR, section
σ : C \ |cI | → PR
R
×X|C\|cI |,
G-bundle PG ∈ BunG, and isomorphism
α : PR
R
×G|C\|cI |
∼
→ PG|C\|cI |,
we may associate two elements σ¯←c , σ¯
→
c ∈ V(X˚) as follows. For some open curve
C ′ ⊂ C \ |cI |, the section σ factors
σ|C′ : C
′ → PR
R
×X˚ |C′ → PR
R
×X|C′ .
For any trivialization of the restriction PR|Dc , we obtain a projection
PR
R
× X˚|D×c → X˚.
For any choice of formal coordinate at c, we define σ¯←c to be the composition of the
resulting identification D×
∼
→ D×c with the restriction
σ|D×c : D
×
c → PR
R
× X˚ |D×c → X˚.
Similarly, for any trivialization of the restriction PG|Dc , we obtain a projection
PG
G
× X˚|D×c → X˚.
For any choice of formal coordinate at c, we define σ¯→c to be the composition of the
resulting identification D×
∼
→ D×c with the restriction of the composition
α ◦ σ|D×c : D
×
c → PR
R
× X˚ |D×c
∼
→ PG
G
× X˚|D×c → X˚.
By Corollary 3.3.3, the resulting elements σ¯←c , σ¯
→
c ∈ (X(K) − (X(K) − X˚(K)))/G(O)
are independent of the choices.
For a labelling λI : I → Λ
+
G, we define the opposite labelling λ
op
I : I → Λ
+
G to be that
for which λopi is the dominant coweight in the Weyl group orbit through −λi, for i ∈ I.
We define the ind-substack
′W˜ η,λI
I˚
⊂ ′Ŵ η
I˚
(G(O)⋊Aut(O))I
× Gr
λopI
G
SPHERICAL VARIETIES AND LANGLANDS DUALITY 65
to consist of those points such that the associated element σ¯→c ∈ V(X˚) is trivial for all
c ∈ C, and we define the ind-substack
′W˜
η,λI
I˚ ⊂
′Ŵ η
I˚
(G(O)⋊Aut(O))I
× Gr
λop
I
G
to be its closure. We have the evident projection
′W η
I˚
← ′W˜
η,λI
I˚
which we denote by h←λI .
Recall that PG(O)(GrG)
⊗I is semisimple. We define the local version of the convolu-
tion functor
ConvηI : PG(O)(GrG)
⊗I → P(′W η
I˚
)
on simple objects by the formula
ConvηI (A
λI
G ) =
∑
k
pHk(h←λI !(
′I˜C
η,λI
I˚ ))
where ′I˜C
η,λI
I˚ denotes the intersection cohomology sheaf of
′W˜
η,λI
I˚ .
15.1.5. Relating the convolutions. Recall that in Sect. 14, we constructed a correspon-
dence relating the quasimaps space and the local model
W ηI,c ← W
η
I,c×
S
YνS ≃ Z
µ
I,P op,c ×
Bun
Q0 ×S
YνS → Z
µ
I,P op,c → ZI
Given a a labelling λI : I → Λ
+
G, we may extend the convolution maps of the
preceding two sections to a Cartesian diagram
′W˜
η
I,c ←
′W˜
η
I,c×
S
YνS ≃
′Z˜
µ
I,P op,c ×
Bun
Q0 ×S
YνS →
′Z˜
µ
I,P op,c →
′Z˜I
↓ ↓ ↓ ↓ ↓
′W ηI,c ←
′W ηI,c×
S
YνS ≃
′ZµI,P op,c ×
BunQ0 ×S
YνS →
′ZµI,P op,c →
′ZI
We will use the following properties of this diagram. They all follow from the results
of Sect. 14:
• For large enough parameters, the horizontal maps are all smooth.
• For fixed pole points cI , given any based local stratum
′ZΘcI , we may arrange so
that the corresponding stratum of ′W η,ΘcI is transverse at the pole points.
• The fibers of the rightward pointing horizontal maps are connected.
Since intersection cohomology sheaves are preserved by smooth pullback, to calculate
the convolution locally in the smooth topology, it suffices to understand what happens
for the local model. By the last point, to calculate how the cohomology sheaves of the
convolution might twist along a locus of constructibility, again it suffices to understand
what happens for the local model.
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15.1.6. Proof of Claim 15.1.3. By the discussion immediately preceding, to prove
Claim 15.1.3, it suffices to prove the following assertion for the local model.
Proposition 15.1.7. For any fixed configuration of pole points cI ∈ C
I , the restriction
of the convolution to an untwisted based local stratum ′W η,ΘcI ⊂
′W ηcI which is transverse
at its pole points is constant.
If we were only attempting to prove that the restriction were locally constant, we
could simply appeal to the factorization pattern of the local model. Namely, the fac-
torization diagram for W ηcI naturally extends to a factorization diagram for its convo-
lution. Furthermore, the local version of the convolution and its factorization readily
generalize to the local modelW ηcI ,1 over the open curve C \c. Using this added freedom,
we could reduce the assertion of the proposition to the following cases:
(1) the restriction of Convηii,1(Ai) to the untwisted based local stratum
′W ηi,ηici,1 ⊂
′W ηici,1 which is transverse at its single pole point ci and has no other degenera-
cies,
(2) the restriction of the basic sheaf ′ IC0 to the smooth locus of the local model
′W η
′
∅,1 with no pole points but otherwise arbitrary degeneracies.
In the second case, the restriction of the intersection cohomology sheaf to the smooth
locus is constant. In the first case, the stratum ′W ηi,ηici,1 reduces to a copy of the stack of
F -local systems on C \ (ci ∪ c) whose induced π0(S)-local system is trivializable. Thus
each of its connected component is isomorphic to the classifying space pt/F . Since all
sheaves on the classifying space are locally constant, we would be done. Unfortunately,
to factorize the local model, we must make base changes with disconnected fibers.
Thus in the course of the above argument, we could potentially unwind local systems.
Because we seek the stronger statement that our sheaves are in fact constant, we will
proceed with a slightly modified approach.
Proof. First, let θ be the total degree of Θ, and let η′ = η − θ be the total excess
degeneracies. We base change to the open subset
W θ,η
′
cI
=W ηcI ×
Cη
(Cθ ×Cη
′
)disj
where we separate apart the excess degeneracies.
Next, let CθI,ex be the space of pairs (c
θ
I , e) of disjoint divisors on C, with the first
cθI ∈ C
θ
I . Define the space W
θ
cI ,ex
to be that classifying the data of a pair of disjoint
divisors (cθI , e) ∈ C
θ
I,ex together with the usual local model data of total degree θ on
the open curve C \ e with associated divisor cθI . We have the obvious projection
W θ,η
′
cI →W
θ
cI ,ex
where we only keep track of the fibers of the local model at the degeneracy points of
the first type. Moreover, we clearly may extend the convolution maps so that we have
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a Cartesian diagram
W˜
θ,η′,λI
cI → W˜
θ,λI
cI ,ex
↓ ↓
W θ,η
′
cI → W
θ
cI ,ex
where the first vertical map is simply the base change to (CθI × C
η′)disj of the usual
local convolution map. Thus we see that to prove the proposition, it suffices to prove
it for the convolution given by the second vertical map.
Fix a point c ∈ C disjoint from the pole points, and consider the base change of the
previous constructions to the open curve C \ c. Let (C \ c)θI,ex be the space of pairs
(cθI , e) of disjoint divisors on C \ c, with the first c
θ
I ∈ (C \ c)
θ
I . Let W
θ
cI ,ex,1
be the space
classifying the data of a pair of disjoint divisors (cθI , e) ∈ (C \ c)
θ
I,ex together with the
usual local model data of total degree θ on the open curve C \ (c ∪ e) with associated
divisor cθI .
Define the group scheme
Fθex → (C \ c)
θ
I,ex
to be that classifying the data of a pair
(cθI , e) ∈ (C \ c)
θ
I,ex,
an F -bundle PF on the complement C \ (c ∪ e), and a trivialization of PF above the
divisor |cθI | ⊂ C \ (c∪ e). The group structure is given by tensor product of F -bundles.
Observe that the relative group Fθex naturally acts on the convolution map
W˜
θ,λI
cI ,ex,1 ×
(C\c)θI,ex
Fθex → W˜
θ,λI
cI ,ex,1
↓ ↓
W θcI ,ex,1 ×
(C\c)θI,ex
Fθex → W
θ
cI ,ex,1
To establish the proposition, we will prove the a priori stronger statement that the
restriction of the convolution to an untwisted transverse based local stratum is constant
as an equivariant object for Fθex. But note that the action of F
θ
triv is free so that the
stronger assertion follows from the weaker analogue.
Let Fθtriv ⊂ F
θ
ex be the subgroup of those F -bundles with trivial monodromy around
any point in C \ c. Similarly, let W θcI ,triv,1 ⊂ W
θ
cI ,ex,1
be the subspace of points whose
associated generic F -bundle has trivial monodromy around the excess divisor in C \ c.
Then it is easy to see that inclusion induces an isomorphism of quotient stacks
W θcI ,triv,1/F
θ
triv
∼
→W θcI ,ex,1/F
θ
ex.
Thus to prove the stronger assertion, it suffices to prove it for the first quotient of the
above isomorphism. So we are left to see that the restriction of the convolution to an
untwisted transverse based local stratum of W θcI ,triv,1 is constant. Observe that here
the excess divisor is playing no role. In other words, we may forget it completely to
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obtain a Cartesian diagram
W˜
θ
cI ,triv,1 → W˜
θ,λI
cI ,1
↓ ↓
W θcI ,triv,1 → W
θ,λI
cI ,1
with smooth horizontal maps. Now, each connected component of an untwisted trans-
verse based local stratum of W θcI ,1 is nothing more than the classifying space pt/F .
Thus we are left to see that the F -action on the fiber of the convolution is trivial. But
the F -action factors through F → π0(S) and all of our constructions can be made on
the closed subspace of untwisted quasimaps, i.e. those quasimaps with trivial associated
π0(S)-bundle. Thus the F -action is trivial and we are done. 
15.2. Proof of Corollary 4.2.6. The corollary will follow from the following refine-
ment of Theorem 4.2.1.
Proposition 15.2.1. For any object AI ∈ PG(O)(GrG)
⊗I , if we fix isomorphisms
Conv(Ai) ≃
∑
θ∈Λ+
X˚
′ ICθ(V θi ),
where V θi are vector spaces, then we have a canonical isomorphism
ConvI(AI) ≃
∑
Θ:I→Λ+
X˚
′ ICΘ
I˚
(⊗i∈IV
Θ(i)
i ).
Proof. Fix a labelling Θ : I → Λ+
X˚
, and a point z ∈ ′ZΘ
I˚
. By our previous results, to
calculate the stalk of ConvI(AI) at z, we may instead consider the stalk of Conv
η
I (AI)
at a point w ∈ ′W η,Θ
I˚
such that w is transverse at its pole points. Then via the
factorization pattern for the convolution discussed in the previous section, this stalk is
the tensor product of the following:
(1) the stalk of Convηii,1(Ai) at a point wi ∈
′W ηii,1 with a degeneracy of degree ηi at
its single pole point ci and no other degeneracies,
(2) the stalk of the basic sheaf ′ IC0 at a point w′ ∈ ′W η
′
∅,1 with no pole points but
otherwise arbitrary degeneracies.
In the second case, we are taking the stalk of the intersection cohomology sheaf at
a smooth point, and so we may canonically identify the stalk with the trivial vector
space C. But as in the previous proposition, Convηii,1(Ai) is constant along the locus
appearing in the first case. 
16. Specialization of sheaves
16.1. Proof of Theorem 5.4.7(1). By construction, we have a surjection of abelian
groups π0(S0) → π0(S). We denote the kernel of this projection by ker. Consider the
closed substack of the basic stratum
′′Z0
0,I˚
⊂ Z0
0,I˚
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consisting of quasimaps whose generic π0(S0)-bundle is induced from a ker-bundle. We
refer to it as the partially twisted basic stratum.
Lemma 16.1.1. The restriction of the nearby cycles ψ(′IC0
I˚
) to the basic stratum Z0
0,I˚
⊂
Z0,I is isomorphic to the constant sheaf of rank one on the partially twisted basic stratum
′′Z0
0,I˚
⊂ Z0
0,I˚
.
Proof. Choose a point in the basic horospherical stratum Z0
0,I˚
and identify a neighbor-
hood of it in the family ZI with a neighborhood of some point in a local model W
η
I .
Since the family X˚+ → B is constant, we see that the relevant neighborhood in WηI
is also constant. Since the finite group F coincides with π0(S0), the assertion follows
from the definitions. 
Observe that the nearby cycles ψ(′IC0
I˚
) are of the form
ψ(′IC0
I˚
) ≃ CC˚I ⊠ ψ(
′IC0∅).
The only irreducible object of Q(Z0,I) which is such a product is the basic sheaf
′ IC0
0,I˚
.
By the lemma, this occurs exactly once as an irreducible constituent of ψ(′IC0
I˚
).
16.2. Proof of Theorem 5.4.7(2). To understand the nearby cycles of arbitrary
objects of Q(ZI), we need a version of the local model for the family X → B. The
results from Section III extend to this setting with only notational changes. Thus
we keep the discussion here brief and focus on what we will need specifically for the
current proof. For a finite set I, and η ∈ ΛA, in analogy with the local model W
η
I for
the ind-stack ZI , we write W
η
I for the local model for the ind-stack ZI .
For convenience, we work with the local model Wη
I,A1
with respect to the curve A1.
By choosing local coordinates on the curve C, we have the following.
Theorem 16.2.1. For any point z ∈ ZI , there is a finite set K, and for k ∈ K, finite
sets Jk, coweights ηk ∈ ΛA, and points wk ∈ W
ηk
Jk,A1
such that the following properties
hold.
(1) In the smooth topology, there is a neighborhood of z ∈ ZI and a neighborhood of∏
k∈K
wk ∈
∏
k∈K
W ηk
Jk,A1
which are isomorphic.
(2) The isomorphism identifies the restrictions of the untwisted local strata to the
neighborhoods.
(3) The isomorphism identifies the restrictions of the horospherical strata to the
neighborhoods.
(4) For all k ∈ K, the degeneracy locus of the point wk is a single point of A
1.
(5) If z lies in the fiber Z0,I ⊂ ZI , then for all k ∈ K, the point wk is transverse at
all points of A1.
Proof. All of the assertions are natural generalizations of the results of Section III,
except for the last. For that, what remains to be seen is the following. Consider
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the substack of the family WηI consisting of elements with no degenerations, that is,
elements whose defining section σ extends to a map from all of C to the open G-orbit
X˚ . We must check that this substack is smooth. But by the results of Section III, it is
isomorphic in the smooth topology to the analogous substack of ZI . And this substack
is smooth by Corollary 5.2.3. 
We will apply the theorem to prove the following constructibility result. Recall that
the stack Z0,∅ is the disjoint union of the horospherical strata
Z
U(θpos)
0,∅ ⊂ Z0,∅,
for decompositions U(θpos) of positive coweights θpos ∈ ΛposA0 .
Theorem 16.2.2. For any positive coweight θpos ∈ ΛposA0 , and decomposition U(θ
pos),
the restriction of the nearby cycles ψ(′IC0∅) to the stratum Z
U(θpos)
0,∅ ⊂ Z0,∅ is locally
constant.
Proof. It suffices to prove an analogue of the statement for the local model discussed
above. More precisely, for a positive coweight ηpos ∈ ΛposA , consider the nearby cycles
functor
ψ : P(Wη
pos
∅,A1
)→ P(Wη
pos
0,∅,A1
),
and the intersection cohomology sheaf ′ ICη
pos,0
∅ of the untwisted basic stratum
′W
ηpos,0,A1
∅ ⊂ W
ηpos
∅,A1
. By Theorem 16.2.1, it suffices to prove that the restriction of the
nearby cycles ψ(′ICη
pos
∅,0 ) to the horospherical stratum W
ηpos,U0(ηpos)
0,∅,A1
⊂ Wη
pos
0,∅,A1
, where
U0(η
pos) is the trivial decomposition, is locally constant in a neighborhood of a point
w ∈ W
ηpos,U0(ηpos)
0,∅,A1
. This assertions follows by transversality: the action of the affine
line A1 on itself by translation lifts to an action on the family Wη
pos
∅,A1
which is locally
transitive on the horospherical stratum W
ηpos,U0(ηpos)
0,∅,A1
⊂ Wη
pos
0,∅,A1
. 
Finally, we finish the proof of Theorem 5.4.7(2) as follows. By Theorem 5.4.7(1), in
the category PH(Z0,I), we have a filtration
F1 ⊂ F2 ⊂ ψ(
′IC0
I˚
)
such that there is an isomorphism
F2/F1 ≃
′ IC0
0,I˚
.
Furthermore, the restrictions of the subsheaf F1 and quotient sheaf ψ(
′IC0
I˚
)/F2 to the
basic untwisted stratum ′Z0
0,I˚
⊂ Z0,I are zero.
To prove the theorem, we must check that HIG(A,F1) and H
I
G(A, ψ(
′IC0
I˚
)/F2) are
bad sheaves. By the definition of bad sheaves, it suffices to prove that HIG(A,R) is a
bad sheaf for each simple constituent R of either sheaf. We must deal with two possible
types of simple constituents R.
First, we must consider the case when R is the intersection cohomology sheaf of a
component of the partially twisted basic stratum and the component is not untwisted.
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In this case, we may argue using the results of [GN04a] as follows. Since we explicitly
know what the convolution looks like for the intersection cohomology sheaf of the entire
basic stratum and of the untwisted basic stratum, we know what the convolution looks
like for the intersection cohomology sheaf of our partially twisted component. Namely,
it must be a sum of intersection cohomology sheaves of components of partially twisted
local strata which themselves are not untwisted. Thus the convolution is a bad sheaf
and the assertion in this case is verified.
Now, what remains is the case when the restriction of R to the entire basic stratum
is zero. Recall that the nearby cycles ψ(′IC0
I˚
) are of the form
ψ(′IC0
I˚
) ≃ CC˚I ⊠ ψ(
′IC0∅).
By Theorem 16.2.2, the restriction of the nearby cycles ψ(′IC0∅) to each stratum
Z
U(θpos)
0,∅ ⊂ Z0,∅
is locally constant, and so each of its simple constituents R is as well. Since the
restriction of R to the basic stratum is zero, we conclude that R must be of the form
CC˚I ⊠ IC
U(θpos)
0,∅ (L), for θ
pos 6= 0,
where L is some Hecke equivariant local system on Z
U(θpos)
0,∅ . Now the theorem is an
immediate consequence of Proposition 10.5.1 of Sect. 10.5.
16.3. Proof of Proposition 5.4.9. This is very similar to the proof of Corollary 4.2.6.
It is immediately implied by the following analogue of Proposition 15.2.1.
Proposition 16.3.1. For any object QI ∈ Q(Z)
⊗I , if we fix isomorphisms
Ψ(Qi) ≃
∑
θ∈ΛA0
′ ICθ(V θi ),
where V θi are vector spaces, then we have a canonical isomorphism
ΨI(γI(QI)) ≃
∑
Θ:I→ΛA0
′ ICΘ
I˚
(⊗i∈IV
Θ(i)
i ).
Proof. Fix a labelling Θ : I → Λ+
X˚
, and a point z ∈ ′ZΘ
I˚
. By our previous results, to
calculate the stalk of ΨI(γI(AI)) at z, we may instead consider the stalk of Ψ
η
I (γ(AI))
at a point w ∈ ′W η,Θ
I˚
such that w is transverse at its pole points. Then via factorization,
this stalk is the tensor product of the following:
(1) the stalk of Ψηii,1(Ai) at a point wi ∈
′W ηii,1 with a degeneracy of degree ηi at its
single pole point ci and no other degeneracies,
(2) the stalk of Ψη
′
∅,1(
′ IC0) at a point w′ ∈ ′W η
′
∅,1 with no pole points but otherwise
arbitrary degeneracies.
In the second case, by Corollary 5.2.3, we are taking the stalk of the nearby cycles
of the intersection cohomology sheaf at a smooth point of the family, and so we may
canonically identify the stalk with the trivial vector space C.
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Thus to prove the proposition, it remains to canonically identify the stalks of Ψηii,1(Ai)
at points wi, w
′
i ∈
′W ηii,1 satisfying the conditions of the first case. Note that the condi-
tion is equivalent to the points being transverse everywhere.
For a finite set I, and η ∈ ΛA, define the scheme Bun
η
F,I to be that classifying data
(cηI ;PF , α)
where cηI ∈ C
η
I , PF ∈ BunF , and α is a trivialization
α : |cηI | × F → PF ||cηI |
.
We have a diagram of e´tale maps
MηI,1 ←M
η
I,1 ×
CηI
BunηF,I →M
η
I,1
in which the left map is the obvious projection, and the right map is defined by
((c; cηI ;PA0 , τ0), (c
η
I ;PF , α)) 7→ (c; c
η
I ;PA0 ⊗ PF , τ0).
This extends to a diagram of e´tale maps
′W
η
I,1 ←
′ W
η
I,1 ×
CηI
BunηF,I →
′ W
η
I,1
where the left map is the obvious projection, and the right map is defined in a similar
way to the factorization map.
Now since wi, w
′
i ∈
′W ηii,1 have the same degeneracies and are transverse everywhere,
they are related by the above correspondence. Thus we conclude that the stalk of
Ψηi,i,1(Ai) is the same at wi, w
′
i. 
16.4. Proofs of Propositions 5.4.1 and 6.3.4.
16.4.1. The first assertions. We simultaneously establish the first assertions of both
propositions, in the process checking their compatibility.
Set I = {1, 2} and Θ = (θ1, θ2), and consider the intersection cohomology sheaf
′ ICΘ
I˚
of the stratum closure
′Z
Θ
I˚ ⊂
′ZI˚ .
Our goal is to understand:
(1) the middle-extension of ′ ICΘ
I˚
across the divisor in ZI where the pole points
collide, and specifically its structure along the stratum ′Zθ1+θ2 of the divisor;
(2) the nearby cycles of ′ ICΘ
I˚
at the special fiber Z0,I˚ in the specializing family ZI˚ ,
and specifically its structure along the stratum ′ZΘ0 of the special fiber.
To do this, we will focus on the entire specializing family ZI in a neighborhood of
the stratum ′Zθ1+θ20 in the collision divisor of the special fiber.
Fix a point z0 in the stratum
′Zθ1+θ20 . In the e´tale topology, there is a neighborhood
of z0 in the family ZI which is isomorphic to a neighborhood of a point w0 in the local
model WηI . Furthermore, we may arrange so that w0 is transverse at its single pole
point.
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Once we have removed a point from the curve C, factorization provides a neighbor-
hood of w0 in the local model W
η
I which is isomorphic to a product of neighborhoods
of points
(1) w0,1 in the local model W
θ1+θ2
I,1 such that w0,1 has a degeneracy of degree θ1 + θ2
at its single pole point, and no other degeneracies,
(2) w′0,1 in the local model W
η′
∅,1 with no pole points but otherwise arbitrary degen-
eracies.
In the second case, by Corollary 5.2.3, our calculation reduces to the middle-extension
and nearby cycles of the intersection cohomology sheaf along the smooth locus of the
family Wη
′
∅,1.
In the first case, the closure of the stratum ′W θ1+θ2,Θ
I˚ ,1
in the family Wθ1+θ2I,1 lies in
the globally transverse locus Wθ1+θ2,+I,1 . This is canonically isomorphic to the constant
family with fiber the untwisted transverse base ′Mθ1+θ2,+I,1 .
Thus we see in this case as well that our calculation reduces to the middle-extension
and nearby cycles of the intersection cohomology sheaf along the smooth stack
′Mθ1+θ2,+I,1 . This provides a canonical isomorphism of the stalks of these sheaves at
any points. By our previous results, this identification of stalks is all that is needed to
confirm the first assertions of Propositions 5.4.1 and 6.3.4.
16.4.2. The second assertions. The second assertion of Proposition 5.4.1 follows imme-
diately from the description of the strata and ind-scheme structure of X(K) − (X −
X˚)(K).
Since ΛposX is strictly convex, to establish the scond assertion of Proposition 6.3.4, it
suffices to prove the stronger statement: if ′ ICθ is a constituent of ′ ICθ1 ⊛′ ICθ2 , then
(θ1 + θ2)− θ ∈ Λ
pos
X .
This follows immediately from the two assertions of Proposition 5.4.1.
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