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Abstract
In this work, we analyze a pair of one-dimensional coupled reaction-diusion equations known
as the Gray{Scott model, in which self-replicating patterns have been observed. We focus on
stationary and traveling patterns, and begin by deriving the asymptotic scaling of the parameters
and variables necessary for the analysis of these patterns. Single{pulse and multiple{pulse
stationary waves are shown to exist in the appropriately{scaled equations on the innite line.
A (single) pulse is a narrow interval in which the concentration U of one chemical is small,
while that of the second, V , is large, and outside of which the concentration U tends (slowly)
to the homogeneous steady state U  1, while V is everywhere close to V  0. In addition,
we establish the existence of a plethora of periodic steady states consisting of periodic arrays of
pulses interspersed by intervals in which the concentration V is exponentially small and U varies
slowly. These periodic states are spatially inhomogeneous steady patterns whose length scales
are determined exclusively by the reactions of the chemicals and their diusions, and not by
other mechanisms such as boundary conditions. A complete bifurcation study of these solutions
is presented. We also establish the non-existence of traveling solitary pulses in this system. This
non-existence result reects the system's degeneracy and indicates that some event, for example
pulse-splitting, `must' occur when a pair of pulses moving apart from each other (as has been
observed in simulations): these pulses evolve towards the non-existent traveling solitary pulses.
The main mathematical techniques employed in this analysis of the stationary and traveling
patterns are geometric singular perturbation theory and adiabatic Melnikov theory.
Finally, the theoretical results are compared to those obtained from direct numerical simu-
lation of the coupled partial dierential equations on a `very large' domain, using a moving grid
code. It has been checked that the boundaries do not inuence the dynamics. A subset of the
family of stationary single pulses appears to be stable. This subset determines the boundary
of a region in parameter space in which the self-replicating process takes place. In that region,
we observe that the core of a time-dependent self-replicating pattern turns out to be precisely

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a stationary periodic pulse-pattern of the type that we construct. Moreover, the simulations
reveal some other essential components of the pulse-splitting process and provide an important
guide to further analysis.
1 Introduction
Self-replicating patterns have recently been observed in a reaction-diusion system [20, 16, 21].
Numerical simulations show that the irreversible Gray-Scott model exhibits a broad array of new
patterns, including spots that self-replicate in a self-sustaining fashion and develop into a variety of
time-dependent and time-independent asymptotic states in two dimensions [20], as well as pulses
that self-replicate in one dimension [21]. The two-dimensional self-replicating spots have also been
observed experimentally in a ferrocyanide-iodate-sulte reaction [16]. See [15] for more details of
the setup. Moreover, those same experiments led to the discovery of other new patterns, such as
annular patterns emerging from circular spots [16].
The irreversible Gray-Scott model governs the chemical reactions U +2V ! 3V and V ! P in a
gel reactor, where V catalyzes its own reaction with U and P is an inert product. See [8, 9, 10]. The
gel reactor is coupled to a reservoir in which the concentrations of U and V are maintained constant.
This coupling also results in both chemicals being removed from the reactor in a concentration-
dependent fashion. Furthermore, the diusivities D
U
andD
V
of the chemicals U and V , respectively,
can be any chemically-relevant positive numbers. For example, in the one-dimensional work [21],
pulse-splitting was observed whenD
U
= 1 andD
V
= 
2
= 0:01. By contrast, in the two-dimensional
numerical simulations [20], the spot-replication was observed with D
U
= 2D
V
= 210
 5
, and other
studies have focused on the case of equal or nearly equal diusivities, see for example [19, 23, 28].
Letting U = U(x; t) and V = V (x; t) denote the concentrations of the two chemical species U
and V , the pair of coupled reaction-diusion equations governing these reactions is:
@U
@t
= D
U
r
2
U   UV
2
+ A(1  U);
@V
@t
= D
V
r
2
V + UV
2
 BV:
Here, A denotes the rate at which U is fed from the reservoir into the reactor (and this same
feed process takes U and V out in a concentration dependent way), the concentration of V in the
reservoir is assumed to be zero, and B is the sum of A and the rate constant k
2
, xed by the rate
at which V is converted to inert product.
A pulse in one space dimension (and similarly a spot in two space dimensions) may loosely be
dened as an interval (region) of high V and low U . Outside of such an interval (region) U is near
one and V is nearly zero. A pulse widens (a spot grows) when the ux of U into it is high enough
to sustain the rst reaction and replenish the amount of the chemical V that leaves the pulse (spot)
through diusion and the coupling to the reservoir. Moreover, as a pulse widens (or a spot grows),
the middle can quickly cave in (the spot gets pinched into two) when insucient amounts of U
reach the middle to sustain a high V . Thus, a pulse (spot) can undergo a division process, and the
two pulses (spots) can move away from each other using up the U from adjacent intervals (regions).
This initial splitting is stationary in the sense that the center of the pattern stays at the middle of
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the domain. Further, dynamic pulse-splitting occurs when there is enough U behind the moving
pulse, and a new pulse emerges on the trailing edge.
In order to study this rich pulse dynamics mathematically, we analyze the irreversible Gray{
Scott model in one space dimension (x 2 IR and r
2
=
@
2
@x
2
) on the innite line:
@U
@t
= r
2
U   UV
2
+A(1  U);
@V
@t
= 
2
r
2
V + UV
2
 BV; (1.1)
where 0 < 
2
 1. The choice of D
U
= 1 and D
V
= 
2
 1 here follows that of [21], where it
is explained that this singular limit \claries which physical processes are dominant as the system
evolves."
The numerical simulations of [21] and of this work (see section 6) suggest that neither U nor
V are O(1) throughout the whole pattern. For instance, during a peak in V , it is observed that
V is `large' ( 1), while U becomes `small' ( 1). Therefore, we rst perform a detailed scaling
analysis that results in a scaled system in which the variables and parameters are O(1). Based
on geometrical arguments, these scalings enable us to deduce that A must be O(
2
) in (1.1) in
order for the patterns we nd to exist. They also lead us to the correct asymptotic scalings for the
variables and the other parameter B.
Our main results are then the following: First, we prove the existence of single-pulse and
multiple-pulse stationary states for (1.1) on the innite line. The detailed asymptotic scalings are
derived specically for this result, and are shown to be essential. As remarked above, A must scale
with the small parameter 
2
in order for these pulses to exist. Moreover, we show that the relevant
scalings for a pulse are U = O(

), V = O(
 =3
), and B = O(
2=3
), where  2 [0; 3=2). In
between the pulses of a multi-pulse solution, V becomes  1 but not too small; whereas, in the
semi-innite intervals surrounding the pulses, V becomes exponentially small. Also, we are able to
construct these solutions for each (rescaled) A and B and  2 [0; 3=2).
Second, we establish the existence of a plethora of periodic stationary states for (1.1) on the
innite line (equivalently for (1.1) on a nite interval with periodic boundary conditions). These
periodic states consist of a innite array of narrow, equally-spaced pulses. The same scalings derived
for the above stationary multiple{pulse states are also central to the analysis here. During a pulse
event, the dependent variables U and V scale exactly as in the above multiple{pulse states. Here,
however, V is exponentially small in the intervals between pulses. Most importantly, these periodic
states are observed to form the core regions of the time-dependent self-replicating pulse patterns
on nite domains, and it is found that their intrinsic length scale is determined exclusively by the
reaction and diusion of the chemicals, and not by boundary eects.
Third, the traveling pulses observed in the simulations of [21] and of this work are, for large
time intervals, more or less stationary in a co-moving frame. Hence, it is natural to try to construct
traveling pulses of the same type as the stationary pulses. However, we prove that these traveling
solutions cannot exist. Therefore, this non-existence result shows that, while the numerically{
observed moving pulses begin to resemble the non-existing traveling solitary pulses more and more,
they must undergo some transformation, such as pulse-splitting. Moreover, we note that the anal-
ysis needed to obtain this result, while again depending on the above scaling, is delicate, since the
non-existence of traveling waves violates simple generic counting arguments (see section 5).
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Finally, we present the results of some numerical simulations of (1.1) on nite, but suciently
large, domains with various types of boundary conditions, using a moving grid code. These sim-
ulation results corroborate our analytical results and conrm that the patterns do not form in
response to boundary conditions. In the (rescaled) (A;B)-parameter plane we determine a transi-
tion region which distinguishes two regions: a trivial one where (U; V ) tend to the asymptotically
stable homogeneous `pattern' U  1, V  0, and the so-called self-replicating pulse region. In this
transition region we observe the stationary single pulse patterns described above. Above the tran-
sition region, namely in the self-replicating pulse region, one does not expect, a priori, stationary
behavior. Nevertheless, we observe that (after quite a long time) the self-replicating patterns on
an unbounded domain evolve towards a stationary periodic pulse-pattern that grows at both sides
by a self-replication process which only involves the two traveling `boundary pulses' and their most
recently created `images'. The periodic `core' is once again of the type described above. We have
made a quantitative check between the observed patterns and those we constructed analytically
and found a very good agreement. Note that the periodic core itself turns out to be the asymptot-
ically stable pattern if one considers a nite domain with periodic boundary conditions (see gure
1 in [21]). Moreover, the simulations reveal some other essential components of the pulse-splitting
process and provide an important guide to further analysis. In the discussion we suggest some ideas
for future work.
Our analysis begins with the traveling wave Ansatz: U = u(x  ct) and V = v(x  ct), where
c 2 IR is the wave speed, and c = 0 corresponds to stationary states. Plugging this Ansatz into
(1.1) yields the following system of four ordinary dierential equations:
u
0
= p
p
0
=  cp+ uv
2
 A(1  u)
v
0
= q
q
0
=  
c

q   uv
2
+Bv; (1.2)
where
0
denotes the derivative with respect to the independent variable   x  ct. Note that the
fourth component of the vector eld (1.2) is O(
1

) if c = O(1), therefore we introduce  by
c = : (1:3)
Rescaling the independent variable    yields:
_u = p
_p = 
h
 p+ uv
2
 A(1  u)
i
_v = q
_q =  q   uv
2
+Bv; (1.4)
where _ denotes the derivative with respect to the new independent variable .
Equation (1.4) possesses two time scales: u and p are slow variables, and v and q are fast
variables. Hence, the system (1.4) may be split into reduced slow and fast subsystems in a natural
fashion. The reduced slow subsystem is dened only on the invariant plane fu; p; v = 0; q = 0g
def
= M
and is given by u
00
+ u
0
+A(1 u) = 0, which has an equilibrium at (u = 1; u
0
= 0). The reduced
fast subsystem is the nonlinear planar oscillator v+ _v+uv
2
 Bv = 0, where the variable u is treated
as a xed parameter, and where this oscillator possesses an orbit homoclinic to (v = 0; _v = q = 0)
when  = 0 (equivalently c = 0).
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This analytical splitting has a natural geometric analog that manifests itself in the various types
of observed pulse solutions and that will be exploited throughout this work. Indeed, based on the
structure of the pulse solutions observed in our numerical simulations and those reported in gures
1 and 2 of [21, 3], respectively, we construct solutions which consist of alternating distinguished
slow (= O()) and fast (= O(1)) parts. The slow part of the solution is guided by a particular slow
trajectory on the invariant plane, or slow manifold, M = fu; p; v = 0; q = 0g, while jvj; jqj  1 in
(1.4). By contrast, the fast part of the solution is guided by a particular homoclinic orbit of the
reduced fast system, since u and p will change by an O() amount during a fast excursion through
(v; q)-space.
More precisely, we employ adiabatic Melnikov theory [18, 22, 30] directly on the scaled version
of (1.4) to determine where the stable and unstable manifolds of the invariant slow plane intersect.
This theory is particularly simple when c = 0, since (the scaled version) of (1.4) has a nice symmetry
then. The case c > 0 is much more involved, however, and it is necessary to calculate the asymptotic
expansions for the location of the intersection out to a fairly high order. Furthermore, for both
cases c = 0 and c > 0, it is also necessary to calculate the asymptotic expansions for the base points
of the fast stable and unstable bers lying in the transverse intersection of the slow plane's stable
and unstable manifolds; again to suciently high order when c > 0. In this respect, we make use
of the fundamental work [6] in geometric singular perturbation theory to study how the fast and
slow dynamics `hook up' to each other.
By constructing fast{slow periodic and homoclinic solutions of the type just described to a
version of (1.4) in which the variables and parameters are properly scaled, we obtain our rst
and second main results. In particular, the locally{unique homoclinic orbits of (1.4) that we nd {
which are biasymptotic to the equilibrium point (u = 1; u
0
= 0) of the slow subsystem and which are
comprised of one or more fast excursions into in the v  q space { immediately imply the existence
of single-pulse and multiple-pulse stationary states of (1.1) on the innite line. In addition, each
of the periodic orbits of (1.4) { consisting of slow segments nearM and fast excursions away from
M into the v   q space { whose existence we prove is precisely a periodic stationary state of (1.1).
These c = 0 periodic orbits are locally unique and lie exponentially close to the above transverse
intersections, by a modied version [25] of the exchange lemma with exponentially small error [12].
Finally, the dynamics of (1.4) also holds the key to our proof of the non-existence of traveling waves.
The periodic patterns we observe are Turing patterns because they are found to have an in-
trinsic chemical wave length as described above. However, they are not formed by the bifurcation
mechanism Turing proposed [27], because they do not appear to emerge from small inhomogeneities
in linearly{unstable homogeneous steady states. Rather, the initial data taken for most of our sim-
ulations are localized, large{amplitude perturbations from the linearly{stable homogeneous steady
state (U = 1; V = 0). See [13] for a recent review of Turing patterns and spiral waves in reaction{
diusion systems, and note that [29] show that D
U
=D
V
must exceed a crtical ratio for supercritical
bifurcations to occur.
The work here on the irreversible Gray{Scott model involving equations (1.1) ts into the
larger problem area of the reversible Gray{Scott model, see for instance [10], equation (5) in [28],
or equation (1) of [23]. The work reported in [28] shows that steady spatial patterns may form,
e.g. from nite-amplitude perturbations of a stable homogeneous steady state, when the diusion
coecients of all three species are equal. Also, in [23], it is shown, under the same assumption of
equal diusivities, that the presence of external gradients leads to Hopf bifurcations from spatially{
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homogeneous states to periodic states as well as transitions to other patterns, including multi-hump
branches and fronts. In [7] patterns that develop from nite-amplitude perturbations to linearly
stable homogeneous states are studied by a FitzHugh-Nagumo model. Multi{peak and periodic
patterns have also recently been observed in models of the Belousov{Zhabotinsky reaction, see
[1, 24], respectively.
Equations of the form (1.1) with A;B = 0 are also of interest. The recent work [17] investigates
the dynamics of propagating fronts in this autocatalytic reaction. There, a new phenomenon dubbed
biscale chaos is reported and analyzed that occurs under the same condition imposed here, namely
that the diusivity of the `fuel' U is suciently larger than the diusivity of the `autocatalyst' V ,
although with qualitatively dierent initial data. Finally, we remark that other localized phenomena
are reported in [4] for a system of reaction{diusion equations related to (1.1) but with a small
parameter in front of the term @V =@t.
The paper is organized as follows. In section 2, we perform the scaling analysis that puts
(1.4) into the form suitable for the analysis presented in the remainder of the paper. The global
geometry of the rescaled system is studied in section 3, where we explicitly identify distinguished
fast and slow orbit segments. In section 4, we use the results from section 3 to construct stationary
single-pulse and multiple-pulse homoclinic solutions as well as a plethora of periodic steady state
solutions. The nonexistence of traveling waves is shown in Section 5. The theoretical results of
sections 4 and 5 are compared to those of numerical simulations in section 6. Finally, we discuss a
variety of issues related to our results and suggest further work in Section 7.
2 Scaling
A priori, it is not clear that it is necessary to introduce new scales in (1.4). However, we shall show
in this section that the patterns observed in the numerical simulations ([21] and those reported in
section 6 of this work) correspond to solutions of (1.4) in which most quantities are not of O(1),
at least not for all . In the derivation of the appropriate scalings, we focus on the construction
of solutions homoclinic to the saddle point S = (1; 0; 0; 0) of (1.4). See gure 1.a for a sketch of
a one{pulse homoclinic orbit. These solutions correspond to solitary traveling \pulses" which do
not change shape. Note that lim
jxj!1
u(x; t) = 1 and lim
jxj!1
v(x; t) = 0 for these homoclinic
solutions: this agrees with the numerical observations. This restriction to homoclinic solutions is
not essential in the derivation of the new scalings; and the same scalings will be used in section
4.2 in which we study periodic solutions, see gure 1.b. In order to keep the derivation as concise
as possible, we will sometimes use some foreknowledge about the ow induced by (1.4); a rigorous
analysis of the ow will follow in the subsequent sections. The reader desiring to omit this derivation
at rst should start with equation (2.8).
The saddle point S of (1.4) has 2-dimensional stable and unstable manifoldsW
S
(S) andW
U
(S).
The ow induced by (1.4) restricted to M is linear, therefore the intersections W
S
(S) \M and
W
U
(S) \M are straight lines in M (see also gure 1 and section 3.1):
`
U;S
 fp =
1
2
(
q
4A+ 
2

2
  )(u  1)g; (2:1)
where `
U
 W
S
(S) corresponds with the + sign and `
S
 W
U
(S) with the   sign. The desired
homoclinic solution ,
h
(t)  W
S
(S) \W
U
(S) consists of three parts: rst a slow part close to `
U
,
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then there is a fast excursion followed by the third part close to `
S
, which is again slow. See gure
1.a. The fast excursion `jumps' from `
U
to `
S
; and hence, `
U
and `
S
need to be O() close to each
other at the \take o" and \touch down" points of the fast excursion. It follows from (2.1) that
the jump must occur O() near S (and thus 1   u = O()). However, the numerically observed
patterns show that u is not close to 1 during the excursion. By (2.1), we observe that an O()
jump from `
U
to `
S
through the fast eld for 1   u 6= O() is only possible if A = O(
2
): then `
U
and `
S
are O() close for all u of O(1). Thus, we introduce a by
A = 
2
a: (2:2)
This scaling of A agrees completely with the numerical values chosen in [21]; there 
2
= 0:01 and
A = 0:02.
Next, it is clear from the fast subsystem of (1.4) that  cannot be O(1): a solution which
leaves the slow manifold M will follow the unstable manifold of the point (0; 0) of this subsystem
O() close. This orbit cannot return O() close to M, due to the strong `friction' term  q.
Furthermore, numerical simulations suggest that u 6= O(1) during the excursion through the fast
eld, see section 6. Thus, we scale:
u = 

u^ and  = 

^; (2:3)
where   0 and  > 0 are, so far, free parameters. This scaling establishes that u^ cannot be
smaller than O(1) during the excursion through the fast eld: 

u^ is the leading order part of u
during a `jump'; ^ has a similar interpretation. Either ^ = 0, which corresponds to stationary
waves, or ^ is O(1), and not smaller. This property of u^ and ^ will be essential in the proof of the
non-existence result of section 5.
Due to the above scalings, the fast eld, which is the fast (v; q) part of (1.4):
_v = v

= q
_q = q

=  

^q   

u^v
2
+ Bv; (2.4)
becomes linear in the limit  ! 0 (if  > 0) and has no solutions which are homoclinic to the saddle
point (v; q) = (0; 0). This is a crucial deciency of the fast eld, since this { again { means that
a solution which leaves the neighborhood of M cannot return to M (note that M corresponds to
the collection of all saddle points of the fast eld in the limit  ! 0). Thus, in order to be able to
construct homoclinic solutions to S, we need scalings of v, q and B such that the leading order fast
eld supports homoclinic solutions. In particular, we introduce v = 
 r
v^, r > 0 and q = 
s
q^; here
r and s are free parameters which will be determined later on. Note that numerical simulations
also suggest that v and q scale with powers of , see [21] and section 6. We balance the u^v
2
and Bv
terms in (2.4) by setting B = 
( r)
b. We now observe that v^

= O(
(r+s)
) and q^

= O(
( 2r s)
).
We impose r + s =    2r   s, since the distinguished limit in the second-order v^ equation occurs
when v^ and its derivative q^ evolve on the same time scale. Thus, s =
1
2
(  3r). Introducing the
new independent variable ^ = 
1
2
( r)
, (2.4) transforms to:
v^
^
= q^
q^
^
=  u^v^
2
+ bv^   
1
2
(2 +r)
^q^: (2.5)
This equation has all necessary features so that it can serve as fast eld in the rescaled version of
(1.4). Note that we again have to impose that the `friction' term ^q^ is o(1), i.e. 2   + r > 0.
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When we introduce all the above scalings, supplemented with a scaling for p: p = 
t
p^ for some
t > 0, into the slow part of (1.4), we nd that u^
^
= O(
1
2
(r+2t+2 3)
) and p^
^
= O(
1
2
(2+ 3r 2t)
)
(i.e., the `u^v^
2
'-term is the leading order term in p^
^
, the other terms in p^
^
are assumed to be o(1)).
Since the distinguished limit also occurs when the dependent variable { here u^ { varies at the same
rate as its derivative, we set t =   r. This gives the following rescaled equations:
u^
^
= 
1
2
(2  r)
p^
p^
^
= 
1
2
(2  r)
h
u^v^
2
  
(1++r)
^p^  
(2+2r )
a+ 
2+2r
au^
i
; (2.6)
with the additional assumption 2   r > 0, so that the (u^; p^)-subsystem remains slow compared
to the (v^; q^)-subsystem.
Combining the fast and the slow subsystems (2.5) and (2.6), we note that there are two dierent
leading order perturbation scales: the slow `time'-scale 
1
2
(2  r)
in (2.6) and the `friction'-term of
O(
1
2
(2 +r)
) in (2.5). In the next section, we shall show that the stable and unstable manifolds
of the slow manifold M can only intersect if the friction-term is at most of the same order as the
leading order term 
1
2
(2  r)
in (2.6). Moreover, we will nd that we need to impose that the
friction-term is of O(
(2  r)
) for the existence of the desired homoclinic solution ,
h
(t). Thus, a
homoclinic solution ,
h
(t) to S 2 M can only exist if the leading order perturbation in the complete
(u^; p^; v^; q^)-system is O(
1
2
(2  r)
). Hence, when a solutions makes an excursion through the fast
eld, one expects that both u^ and p^ will change by an amount of O(
1
2
(2  r)
). Since p = 
( r)
p^,
this implies that an excursion through the fast eld modies p by an amount of O(
1
2
(2+ 3r)
). The
homoclinic solution ,
h
(t) must `jump' from `
U
to `
S
(2.1) by such an excursion through the fast
eld. Due to the scaling (2.2), we know that `
U
and `
S
are O() apart; thus, we have to choose r
such that it satises the following `jump condition':
1
2
(2 +   3r) = 1 or r =
1
3
:
Summarizing, we have derived the following scalings for the quantities appearing in (1.4):
u = 

u^; p = 
2
3

p^; v =
v^

1
3

; q = q^; A = 
2
a; B = 
2
3

b; c = 
1+
^: (2:7)
Also,  = 
 
1
3

^: Introducing these scalings into (1.4), and dropping hats, we arrive at:
_u = 
(1 
2
3
)
p
_p = 
(1 
2
3
)
h
uv
2
  
(1++
1
3
)
p  
(2 
1
3
)
a+ 
(2+
2
3
)
au
i
_v = q
_q =  uv
2
+ bv   
( 
1
3
)
q; (2.8)
with two additional conditions for the free parameters  and :
1 
2
3
 > 0 or 0   <
3
2
(2.9)
  
1
3
  2(1 
2
3
) or   2   >
1
2
: (2.10)
Based on the numerical simulations of [21] and section 6, one would say that  must be 1 in (2.8).
Note that the choice B = 0:079 with 
2
= 0:01 in the numerical simulations of [21] is then related to
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the realistic value of b of approximately 0:37, since, by (2.7), B = 0:079 = b
2=3
 0:366(0:01)
1=3
.
However, in section 4 we shall see that there exist stationary pulses (thus c =  = 0) for any
 2 [0;
3
2
). Nevertheless, the numerical simulations suggest that only those with  = 1 can be
stable (for certain values of a and b, see section 6). If we look for non-stationary (traveling) pulses,
then the value of  becomes important, as we shall see in section 5. In the simulations illustrated
in gures 7{9, we show numerically that the splitting pulses travel with speed c = O(
2
), thus, by
(2.7),  = 1 in (2.8).
In the next sections, we will expand the solutions of (2.8) with respect to the leading order
perturbation term 
(1 
2
3
)
. Especially in section 5, we will study the relative magnitudes of the
`friction'-term in the fast eld and the amplitude of the slow components of the vector eld. There-
fore, we introduce for simplicity, " and  by
" = 
1 
2
3

and "
2+
= 
 
1
3

: (2:11)
Furthermore, we dene  =
1
1 
2
3

, so that  = "

, and transform the ,  and  in (2.8) into
0 < " 1,   0 and   1 to obtain the main equations to be analyzed in this paper:
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>
>
>
<
>
>
:
_u = "p
_p = "
h
uv
2
  "
1
2
(3+1)
a   "
(2+1+)
p+ "
(3 1)
au
i
_v = q
_q =  uv
2
+ bv   "
(2+)
q:
(2:12)
Note that the critical point S = (1; 0; 0; 0) of (1.4) has been rescaled into (1=

; 0; 0; 0) in (2.8) and
(1="
3
2
( 1)
; 0; 0; 0) in (2.12), where we note (3=2)(  1) = . Also, for completeness, we note that
 is given explicitly by  = ( +   2)=(1 
2
3
).
Remark 2.1. There are three free parameters in the original, unscaled system (1.4): A;B; . As
a consequence of the scalings, there are ve { a; b; ; ;  { in (2.12) (or equivalently, a; b; ; ; 
in (2.8)). The main dierence is that we introduced, by the scalings in this section, explicit new
parameters that xed the magnitudes of the parameters in (1.4) as order functions in  by the
scalings. All ve parameters in (2.8) and (2.12) are O(1), which is clearly not the case in (1.4).
Remark 2.2. The above scaling respects the fundamental chemistry of the Gray{Scott model.
Recall that B = A + k
2
, where k
2
> 0. By our scaling, we see that B is always greater than A,
since, by (2.7), B = 
2=3
b  A = 
2
a with  2 [0;
3
2
) (see equation (2.9), for all a and b of O(1)
and 0 <   1).
Remark 2.3. The scalings in (2.7) still form a one-parameter family. In this section, this parameter
 2 [0;
3
2
) has been introduced by the observation that the solution U of (1.1) is not O(1) during a
pulse excursion of V , but O(

). On the other hand, one could also introduce  as the parameter
that measures the magnitude of B with respect to : B = 
2=3
b. From this point of view one can
say that the magnitude of B determines the magnitude of U (and V ) during a pulse-excursion (see
also sections 6 and 7).
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3 Global geometry for " = 0 and for 0 < " 1
The fast subsystem of (2.12) is given by
_v = q
_q =  uv
2
+ bv   "
(2+)
q; (3.1)
in which u is constant. See gure 2.a. When " = 0, (3.1) is a one-parameter (u) family of planar
Hamiltonian systems, with Hamiltonian
K(v; q; u) =
q
2
2
 
b
2
v
2
+
1
3
uv
3
(3:2)
Moreover, when " = 0, the equation (3.1) possesses a center equilibrium at (v =
b
u
; q = 0) and a
saddle equilibrium at (v = 0; q = 0) connected to itself by a homoclinic orbit:
v
0
(t; u
0
) = 3b=(2u
0
) sech
2
[(
p
b=2)t] and q
0
(t; u
0
) = _v
0
: (3:3)
The homoclinic orbit, which may be thought of as a right-swimming sh, surrounds the center
equilibrium and is symmetric about the v axis, with a maximum point at (v
max
=
3b
2u
; q = 0). We
shall frequently use the fact that v
0
is even as function of t.
The complete phase portrait of (2.12) when " = 0 follows immediately by putting together the
above geometrical information from the fast subsystem together with the simple observation that
both variables u and p are constant in time when " = 0 in (2.12). First, the plane M f(u; p; v =
0; q = 0)g is a normally hyperbolic manifold, trivially invariant since it is a plane of equilibria.
Second, if we let U denote a large open set on M that contains the saddle equilibrium S but not
points from the set fu = 0g, then the manifoldMj
U
has three-dimensional local stable and unstable
manifolds. These three-dimensional manifolds are the unions of the one-dimensional local stable
and unstable manifolds of the saddle equilibria of (3.1), and they are C
r
smooth for every r > 0.
Finally, each point (u; p; v = 0; q = 0) onM is connected to itself by a homoclinic orbit. Therefore,
the manifold Mj
U
is connected to itself by a three-dimensional homoclinic manifold W (M).
3.1 Dynamics on M
The detailed geometric information about the " = 0 limit of (2.12) discussed above helps to
determine the geometry of the full system (2.12). When " > 0, the plane M is still invariant under
the ow of the full system (2.12). The ow on M is slow, and most orbits on M leak out of U on
the boundary in both forward and backward time. Before we can study the eect of taking " > 0
on the above described unperturbed ow, we need to consider the dynamics on M.
When " > 0, the slow subsystem
u
0
= p
p
0
=  "
1
2
(3+1)
a  "
(2+1+)
p+ "
(3 1)
au (3.4)
is linear and has precisely one saddle equilibrium at the restriction S(u = 1="
3
2
( 1)
; p = 0) of S to
M. The linearization of (3.4) has eigenvalues given by



1
2
"
1
2
(3 1)


q
4a+ "
(+3+2)

2
  "
1
2
(+3+2)


(3:5)
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Therefore, the stable and unstable manifolds of S restricted to M are known explicitly as graphs:
W
U;S
(S)j
M
def
= `
U;S
: p = 


u 
1
"
3
2
( 1)

; (3:6)
where `
U
and `
S
are rescaled versions of (2.1). See gure 2.b. Asymptotically, we have:
`
U;S
: p = "
p
a+ h:o:t (3:7)
for  > 0 (equivalently  > 1), u = O(1), independent of  by (3.5). By contrast, when  = 0 (i.e.,
 = 1), `
U;S
cannot be approximated by a vertical line `+ h.o.t.', and one must use (3.6).
3.2 Persistent fast connections
When 0 < " 1, the stable and unstable manifolds ofMj
U
in the " = 0 system persist as three-
dimensional, C
r
smooth stable and unstable manifolds, W
U
(M) and W
S
(M). This persistence
result for the local manifolds follows from a straightforward application of the Fenichel theory of
[6] to (2.12). See also Theorem 3 of [11]. The branches of these manifolds that coincided when
" = 0 no longer do so, and in general will intersect each other in two-dimensional surfaces, and in
these intersections lie the only orbits biasymptotic toM.
We will employ a Melnikov method to detect these intersections. In particular, system (2.12)
is of the type to which Robinson's extension of the Melnikov method applies, see [18, 22, 30]. Let
t  , so that the independent variable of (2.12) is now denoted by t. Let (u(t); p(t); v(t); q(t))
represent a solution of (2.12) that passes through the point (u
0
; p
0
; v(0); 0) at time t = 0. Note that
we have suppressed the " dependence in this notation.
The splitting distance between the manifolds W
U
(M) and W
S
(M) can be measured in the
hyperplane fq = 0g, which is the hyperplane transverse to W (M) and is spanned by the three
vectors (1; 0; 0; 0), (0; 1; 0; 0), and the unit normal
n^ 
(0; 0;
@K
@v
(3b=2u; 0;u);
@K
@q
(3b=2u; 0;u))
k(0; 0;
@K
@v
(3b=2u; 0;u);
@K
@q
(3b=2u; 0;u))k
= (0; 0; 1; 0): (3:8)
The distance measurement is given by
K(u
0
; p
0
; a; b; )
Z
1
 1
_
K(v(t); q(t); u(t); p(t))dt; (3:9)
as "! 0
+
, where a straightforward computation yields
_
K =  "
(2+)
q
2
+
1
3
"pv
3
: (3:10)
Since we look for solutions on these perturbed stable and unstable manifolds W
S
(M) and
W
U
(M), we need to expand the solutions (u(t); p(t); v(t); q(t)) of (2.12) in powers of the small
parameter ". The structure of this expansion will depend on the values of  and . However, we
note that the expansion remains standard at least up to terms smaller than O("
2
):
u(t) = u
0
+ "u
1
(t) + "
2
u
2
(t) + h:o:t
11
p(t) = p
0
+ "p
1
(t) + "
2
p
2
(t) + h:o:t
v(t) = v
0
(t; u
0
) + "v
1
(t) + "
2
v
2
(t) + h:o:t
q(t) = q
0
(t; u
0
) + "q
1
(t) + "
2
q
2
(t) + h:o:t; (3.11)
as " ! 0, where v
0
(t; u
0
) and q
0
(t; u
0
) are the unperturbed homoclinic solutions given in (3.3).
Note that it depends on  whether the next term in the expansion of v(t) is of O("
(2+)
) or O("
3
).
This distinction will become important in section 5. Solutions on the local unstable manifold ofM
are represented by expansions valid on the semi-innite time interval [0;1), and solutions on the
local stable manifold of M are represented by expansions valid on the semi-innite time interval
( 1; 0]. The higher order terms will be determined perturbatively.
We choose the initial conditions on the curve W
S
(M) \W
U
(M) \ fq = 0g, whose existence
we establish below. We assume that u(0) = u
0
and u
j
(0) = 0 for j  1: the initial conditions
p
0
, p
j
(0) and v
j
(0) (j  1) are then determined as function of u
0
by the condition that ,(t) =
(u(t); p(t); v(t); q(t)) 2 W
S
(M)\W
U
(M).
Remark 3.1. In this type of Melnikov calculation, it is usually sucient to use only the unper-
turbed solution (u
0
; p
0
; v
0
(t; u
0
); q
0
(t; u
0
)). However, here we need higher-order corrections since
the magnitude of the perturbation in the fast eld, O("
(2+)
), is smaller than the evolution of the
slow eld, O(").
By substituting (3.11) into (2.12), we nd for the rst-order corrections of u and p:
u
1
(t)  0
p
1
(t) =
Z
t
0
u
0
v
2
0
()d + p
1
(0): (3.12)
Note that p
1
(t) is an odd function of time if p
1
(0) = 0. Determining v
1
(t) and all other higher order
terms depends on the type of solutions one is looking for and requires further analysis. Plugging
these expansions into (3.10) and (3.9) yields:
K = "
Z
1
 1

1
3
p
0
v
3
0
(t) + "

1
3
p
1
(t)v
3
0
(t) + p
0
v
2
0
(t)v
1
(t)  "

q
2
0
(t)

+ h:o:t

dt; (3:13)
where K is a function of u
0
; p
0
; and the parameters a; b; and .
We consider solutions that are biasymptotic to M; thus, K must have zeroes, and there
must be a balance between some of the terms in the integrand. Moreover, these solutions must
be homoclinic to S; and, hence, they take o (respectively, touch down) from (on) M near `
U
(`
S
). Thus, by (3.7) and the fact that the perturbations can at most have an O(") inuence on
p(t) during half a circuit through the fast eld, we have to set p
0
= "p^
0
. As a consequence, we
note that we can set p
1
(0) = 0, since p^
0
determines the initial condition of p(t) at the O(")-level.
Moreover, we observe that K = O("
2
), and hence jv(0)  v
0
(0)j = O("
2
). Thus, the rst-order
correction v
1
of v is a solution of a homogeneous second-order linear equation with initial conditions
v
1
(0) = _v
1
(0)(= q
1
(0)) = 0, namely: v
1
(t)  0. Now, we recall from (3.12) that p
1
(t) is odd since
p
1
(0) = 0, and also that v
0
(t) is even, so that the second term in the integrand of (3.13) is odd.
Hence, it does not contribute to the integral, and we conclude that (3.13) reduces to:
K(u
0
; p
0
; a; b; ) = "
2
Z
1
 1

1
3
p^
0
v
3
0
(t)  "

q
2
0
(t)

dt+ h:o:t:
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Using (3.3), a straightforward integration yields:
K(u
0
; p
0
; a; b; ) = "
2
 
6b
2
p
b
5u
2
0
!

2p^
0
u
0
  "



+ h:o:t: (3:14)
Therefore, to leading order, K has simple zeroes along the line
p =
1
2
"
(1+)
u: (3:15)
This result should be interpreted as follows: the orbits ,(t; x
0
) through the points x
0
= (u; p; v
0
(0; u); 0)
are biasymptotic to M if u and p are related to leading order as in (3.15). Note that it has now
become clear that  cannot become negative, or, in the terminology of (2.8), that   
1
3
 cannot
be smaller than 2(1 
2
3
) (the scalings in (2.3) imply that both u (= u^) and  (= ^) are exactly
O(1) with respect to ", while p cannot be larger than O(") by (3.7)).
In order to quantify the inuence of the fast eld on the u- and p-coordinates of a solution in
W
U
(M) \W
S
(M) during its excursion through the fast eld, we dene
p(u
0
; p
0
; a; b; )
Z
1
 1
_pdt; (3:16)
u(u
0
; p
0
; a; b; )
Z
1
 1
_udt: (3:17)
Straightforward computations give (by (2.12) where   1):
p = "
Z
1
 1

u(t)v
2
(t) + O("
2
))

dt
= "
Z
1
 1
h
u
0
v
2
0
(t) + "

u
1
(t)v
2
0
(t) + 2u
0
v
0
(t)v
1
(t)

+O("
2
)
i
dt
= "
6b
p
b
u
0
+O("
3
); (3.18)
where we have again used u
1
(t) = 0 and v
1
(t) = 0. Finally, we use the fact that we will only study
u(u
0
; p
0
) for values of (u
0
; p
0
) in the neighborhood of the K = 0 line (3.15). Thus, p
0
= O(")
which yields by (2.12) that the change in u is of higher order:
u = O("
2
): (3:19)
There are two other curves onM that play a crucial role in the analysis of the next sections and
that are obtained as follows. See gure 2.b. The rst intersection of W
S
(M) and W
U
(M) in the
hyperplane fq = 0g is given by (3.15) to leading order. This intersection is a one-dimensional curve
in a two-dimensional manifold. Through any point x
0
on this curve W
S
(M)\W
U
(M)\ fq = 0g
there is an orbit ,(t; x
0
) which approaches M for `large' t. More precisely, the Fenichel theory [6]
already cited above implies that for any ,(t; x
0
) there are two orbits ,
+
M
= ,
+
M
(t; x
+
0
)  M and
,
 
M
(t; x
 
0
)  M, respectively (where ,
+
(0; x
+
0
) = x
+
0
2 M), such that k,(t; x
0
)   ,
+
M
(t; x
+
0
)k is
exponentially small for t > 0 where t  O(
1
"
) and k,(t; x
0
)  ,
 
M
(t; x
 
0
)k is exponentially small for
t < 0 with  t  O(
1
"
). As a consequence,
d(,(t; x
0
);M) = O

e
 
k
"

for jtj  O

1
"

or larger
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for some k > 0, and ,

M
(t; x

0
) determine the behavior of ,(t; x
0
) near M. Therefore, we dene
the curves T
o
M (take o) and T
d
M (touch down) as
T
o
= [
x
0
fx
 
0
= ,
 
M
(0; x
 
0
)g; and T
d
= [
x
0
fx
+
0
= ,
+
M
(0; x
+
0
)g; (3:20)
where the unions are over all x
0
in W
S
(M) \ W
U
(M) \ fq = 0g. T
o
, respectively T
d
, is the
collection of base points of all of the bers in W
U
(M) (respectively W
S
(M)) that lie in the
transverse intersection of W
U
(M) and W
S
(M). See gure 2.b.
The locations of T
o
and T
d
can be obtained explicitly by determining the relations between
x
0
= (u
0
; p
0
; v
0
; 0) and x

0
= (u

0
; p

0
; 0; 0). The accumulated change in p of ,(t) during the (half-
circuit) excursion through the fast eld is measured by
Z
0
 1
_pdt and
Z
1
0
_pdt;
when t < 0 and t > 0, respectively. The change in p of ,

(t) during the same period of time can
be neglected, in highest orders, since _p = O("
3
) on M by (2.12). By (2.12) and (3.19), we also
conclude that u
0
= u

0
to leading order. Since x
0
is given by (3.15), we nd (by a calculation
similar to (3.18)) to leading order:
T
o
: p =
1
2
"
 
"

u 
6b
p
b
u
!
T
d
: p =
1
2
"
 
"

u+
6b
p
b
u
!
: (3.21)
Having identied in this section the geometric features of (2.12) both in the invariant plane M
and in the directions transverse to it, we are now ready to construct the stationary waves of (1.1).
However, we will see in section 5 that a more subtle analysis is necessary in order to study the
(non-)existence of traveling waves.
4 Stationary solutions
In this section, we focus on the stationary (c = 0) solutions of (1.1). These are given by solutions
of (2.12) with  = 0. In particular, for  2 (0; 3=2), we construct single{pulse and multiple{pulse
orbits homoclinic to S in section 4.1, as well as a variety of multiple{pulse periodic solutions,
including the steady states reported in the simulations of [21], in section 4.2. The special case of
 = 0 is treated in section 4.3. Finally, we refer the reader to section 6 for the results of numerical
simulations in which many of these homoclinic and periodic stationary waves are observed as stable
patterns.
4.1 Single{pulse and multiple{pulse homoclinic orbits
When  = 0, the equations (2.12) possess the symmetry:
t!  t; p!  p; and q !  q: (4:1)
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One{pulse homoclinic orbits of the type described in section 2 are constructed as follows. See gure
1.a. Let ,
 
(t) = (u
 
(t); p
 
(t); v
 
(t); q
 
(t)) denote an orbit of (2.12) on W
U
(S) with v
 
(t) > 0.
Its existence guarantees the existence of a symmetric solution on W
S
(S) which we denote: ,
+
(t) =
(u
+
(t); p
+
(t); v
+
(t); q
+
(t)) = (u
 
( t); p
 
( t); v
 
( t); q
 
( t)): For large negative t, ,
 
lies
close to M and moves along `
U
as t increases. ,
 
leaves the neighborhood of M in an O(")
ball about a take o point (u
 
0
; p
 
0
) on `
U
\ T
o
, where u
0
is O(1) and will be determined below.
Then, ,
 
makes an excursion through the fast vector eld and transversely intersects the fq = 0g
hyperplane for the rst time in a point which we shall denote (u
1
; p
1
; v
1
). By the symmetry (4.1),
,
+
executes a symmetric trajectory in backward time: it departs `
S
in an O(") ball about the
touch down point (u
+
0
; p
+
0
) = (u
 
0
; p
 
0
) 2 M and transversely intersects the fq = 0g hyperplane
for the rst time in the point (u
1
; p
1
; v
1
). One{pulse solutions therefore exist when p
1
= 0, so
that the two intersection points coincide. In that case, ,
 
(t) = ,
+
(t) 2 W
U
(S) \W
S
(S) is the
one{pulse homoclinic orbit.
We proceed to compute p
1
. From section 3, we know that p
1
= p
 
0
+ (1=2)p where p is
the increment in p during half an excursion in the fast eld and is given by (3.18): p = "
6b
p
b
u
 
0
+
h.o.t. Note that p has been computed in section 3 for orbits ,(t) with ,(0) 2 fq = 0; v > 0g and
that we replaced u
0
, the u-coordinate of ,(0) in (3.18), by u
 
0
. However, we observe by (3.19) that
u
 
0
= u
+
0
= u
0
+O("
2
). We infer from (3.7) that p
 
0
=  "
p
a+ h.o.t. for (u
 
0
; p
 
0
) 2 `
U
. Hence, p
1
is a function of u
 
0
; and, setting p
1
= 0 to leading order yields:
u
 
0
= 3b
s
b
a
: (4:2)
Thus, we have proved the following Theorem for the case N = 1:
Theorem 4.1 There exists an "
0
() > 0 such that for every 0 < " < "
0
(), for  2 (0;
3
2
), for
every a and b > 0, and for every positive integer N , the system (2.12) with  = 0 possesses a
unique N pulse orbit homoclinic to S. Moreover, for each N , the homoclinic orbit consists of two
slow segments interspersed with N successive excursions in the fast eld during which u is near
3Nb
p
b=a. Finally, for each N , the homoclinic orbit lies in the transverse intersection of W
U
(S)
and W
S
(S).
Remark 4.1. Note that the above calculation with (3.7) is only possible for  > 0 or, equivalently
 > 1. In fact, "
0
()! 0 as  ! 0. The case  = 0 is special. In this case, (2.12) reduces to the
unscaled (1.4) with A = 
2
a (use (2.7)). Moreover, one has to use (3.6) instead of (3.7). In section
4.3, we will establish (Theorem 4.3) that when  = 0 there can be either two or zero homoclinic
orbits (with a saddle node bifurcation of homoclinic orbits in between), depending on the values of
a and b. See also the discussion after Theorem 4.3 as well as that in Remark 2.1.
Proof of Theorem 4.1. Note that the last statement of the theorem follows directly from the
dependence of p on u
 
0
. Since p depends inversely on u
 
0
, (4.2) is a simple zero of p
1
. Hence,
the symmetry (4.1) implies that W
U
(S) and W
S
(S) intersect transversely in this homoclinic orbit.
We remark that these same results for  = 0 can be obtained (Sec. 5) by considering the general
case   0, and examining the intersection of T
o
and `
U
as given by (3.21) and (3.7), respectively.
We proceed to prove the Theorem for N  2, again relying heavily on the symmetry (4.1).
See gure 3 for an illustration of an N pulse orbit with N = 2. First, we construct the 2 pulse
orbit. Consider a solution ,
 
(t) onW
U
(S) that intersects the hyperplane fq = 0g a second time at
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the point (u
2
; p
2
; v
2
): Such a solution exists as long as " is suciently small and the take o point
(u
 
0
; p
 
0
) can be chosen such that K < 0, so that ,
 
(t) neither is in the local stable manifold ofM
nor winds up on the other side of W
S
(M) (that is: v
 
(t) does not become negative immediately
after the (rst) return of ,
 
to an O(
p
") neighborhood of M). We show at the end of this
construction that this choice is possible.
Due to the symmetry (4.1), ,
+
(t) also has a second transverse intersection with the hyperplane
fq = 0g at the point (u
2
; p
2
; v
2
): The semi-orbits ,
 
(t) and ,
+
(t) hook up if p
2
= 0. Hence, it
remains to calculate p
2
= p
 
0
+ p, where p is change in p during one complete circuit in the
fast eld (3.18). Recalling (2.12) and the fact that p  O(") over the time interval of interest,
or equivalently, by using (3.19), we see that u remains constant to suciently high order during
both of the near-separatrix excursions that this two{pulse orbit makes. Hence, this two{pulse orbit
departs fromM in an O(") ball centered at the point (u
 
0
; p
 
0
) with
u
 
0
= 6b
s
b
a
; (4:3)
exactly as stated in the theorem. The fact that this two-pulse homoclinic orbit lies in the transverse
intersection of W
U
(S) and W
S
(S) follows directly from the symmetry (4.1) and the fact that p
2
has a simple zero at u
 
0
= 6b
p
b=a. For the sake of completion, we observe that v
2
= O(
p
") since
K = O(").
Inductively, one uses the same procedure to construct N pulse homoclinic orbits for any nite
N > 2. Of course, one must ascertain, as we do below, that K < 0 after ,
 
(t) has made its
(N 1) th near-separatrix excursion, so that this orbit always stays on the correct side ofW
S
(M).
We nd that these N pulse orbits leave M near (u
 
0
; p
 
0
), where:
u
 
0
= 3Nb
s
b
a
; (4:4)
and that p
N
has a simple zero at u
 
0
.
Finally, we establish that the orbits ,
 
which return to the hyperplane fq = 0g nitely many
times, whose existence we assumed in the above constructions forN  2, do indeed exist. Recalling
(3.14), we see that K < 0 for orbits with p
0
< 0 and  = 0, where p
0
is the p-coordinate of the
intersection of ,(t) with the hyperplane fq = 0; v > 0g. Hence, each time ,
 
(t) departs from a
neighborhood ofM to the left of the take o curve T
o
, it always intersects the hyperplane fq = 0g
another time with v = O(1). See gure 2.b. For values of u
 
0
greater than u
 
0
= 3b
p
b=a 2 `
U
\ T
o
corresponding to the one{pulse homoclinic, we know that `
U
is to the left of T
o
, thus ,
 
(t) will
at least intersect fq = 0g three times: twice for v = O(1), once in between for 0 < v  1. A
straightforward calculation shows that a second intersection of ,
 
(t) with fq = 0g O(
p
") nearM
is only possible for u
 
0
 9b
p
b=a+ O("). Thus, the 3 pulse homoclinic orbit constructed above
plays the role of separatrix solution. Inductively, one can show along the same lines that each of the
N = (2n  1)-pulse solutions is a separatrix solution and that it is only possible for ,
 
(t) to have
an n th intersection with the hyperplane fq = 0g O(
p
") nearM if u
 
0
 3(2n  1)b
p
b=a+O(").
This completes the proof of Theorem 4.1. 2
Remark 4.2. The result of Theorem 4.1 can be generalized to obtain homoclinic orbits with N
pulses where N = o(1="). To show this, we consider an N of O("
 s
), for a certain s > 0. Errors in
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u and p have become O("
2 s
) after O("
 s
) circuits through the fast eld. This expression has
to remain smaller than the leading order term of O("). However, during each excursion in the fast
eld, the increment in p is O("), so we conclude that the above analysis is valid for N = O("
 s
)
with s < 1.
4.2. Periodic steady states
In this section, we construct a variety of periodic steady states (c = 0), including those observed
in the numerical simulations, see gure 1 of [21], and section 6 of this work. The simulations of
[21] were performed on an interval with periodic boundary conditions. An initially solitary pulse
replicated until it lled the interval with 8 identical, stationary, pulses. In section 6, we will show
that such a periodic pattern also occurs on unbounded domains, at the core of the self-replicating
pulse pattern. The M pulse periodic orbits observed in the simulations consist of M copies of the
same fundamental periodic orbit in the (u; p; v; q) phase space. This fundamental orbit consists
of one fast excursion from the slow manifold M and one (long) segment during which the orbit
is near M. Thus, v and q are exponentially small during the largest part of the period, which
yields that the solution V of the PDE (1.1) must have the same behavior (see section 6). We prove
the existence of various families of such fundamental periodic orbits. Moreover, we are able to
calculate the period and other key features of these orbits, so that we can explicitly determine the
fundamental orbit corresponding to a numerically-observed stationary periodic pattern.
In order to carry out the construction, we focus on the special case of  = 1 in (2.12), which
corresponds to the numerically-observed steady states. The same analysis can be done, however,
for all  2 (0; 3=2), and in the proof below we show how to extend the  = 1 results to all these .
For  = 1, the slow vector eld on M is
_u = "p;
_p = "
9
au  "
6
a; (4.5)
which is simply (2.12) with  = 0,  = 3 and (v; q) = (0; 0). This slow system is linear with a
saddle xed point at S = (1="
3
; 0), and all orbits ,
C
are branches of hyperbolas given by

1
"
3
  u

2
 
p
2
"
8
a
= C; (4:6)
parametrized by C. See gure 2.b. Here, we are interested in the orbits ,
C
in the sector below
S with C > 0, that is, the area enclosed by `
U
and `
S
, as dened in section 3.1. These orbits are
symmetric about the u axis, and for each such orbit segment, there exists a maximum value u
max
of u such that (u; p) = (u
max
; 0) is the symmetry point. Instead of C, u
max
can also be used to
parametrize the orbits ,
C
(4.6):
p
2
= "
2
a[(1  "
3
u)
2
  (1  "
3
u
max
)
2
] with C =

1
"
3
  u
max

2
: (4:7)
Note that the lines `
U;S
correspond to C = 0 or u
max
= 1="
3
, the u-coordinate of the saddle S;
also, C > 0 corresponds to u
max
< 1="
3
.
The orbits ,
C
can intersect the take o and touch down curves T
o
and T
d
M (see gure 2.b).
Below, we will show that there exist periodic solutions to (2.12) which `start' at t = 0 exponentially
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close to (u
max
; 0; 0; 0) 2 M and follow ,
C
downwards to an intersection ,
C
\ T
o
, then take o for
a circuit through the fast eld after which they again touch down on M near ,
C
\ T
d
and follow
,
C
upwards to `end' on its initial point near (u
max
; 0; 0; 0). However, rst we need to pay some
attention to the intersections ,
C
\T
o
, or symmetrically, ,
C
\T
d
. A priori, one would guess that T
o
might intersect ,
C
more than once. Using expressions (3.21) and (4.7) it is easy to determine values
for u
max
such that T
o
intersects ,
C
twice, but, the u-coordinates of these intersections can never
both be O(1) (unless  = 0, see section 4.3). This is a crucial point: if the u-coordinate of a take o
point is not O(1), then the analysis of section 3 is not valid, since all coecients of the "-expansions
in that section are (implicitly) assumed to be O(1). Moreover, system (2.12) is determined such
that the excursions through the fast eld take place for u = O(1), by construction. Thus, the
expression (3.21) is only valid when u is O(1); and, the intersections ,
C
\ T
o
with u > O(1) must
be treated as O(1) intersections for a dierent scaling of u, or better, u^. In other words: the
u > O(1) intersections of (3.21) and (4.7) are described by (2.12) with  < 1, since we chose  = 1
above.
It is clear from the combination of (3.21) and (2.12) that an intersection with u = O(1) is only
possible for u
max
= O(1="
3
). Thus, we introduce the new O(1) parameter U
max
by
u
max
=
U
max
"
3
; U
max
 1: (4:8)
It follows from (4.7) and (3.21) that ,
C
\ T
o
(with  = 0) is given to leading order by
(u
P
; p
P
) = (u
P
(U
max
); p
P
(U
max
)) =
 
3b
p
b
p
a(2U
max
  U
2
max
)
; "
q
a(2U
max
  U
2
max
)
!
; (4:9)
which we simply denote (u
P
; p
P
): Note that (4.9) coincides with (4.2) and (3.7) as U
max
" 1, this
is necessary since ,
C
merges with `
U
[ `
S
in this limit. See gure 1.b. We can formulate the main
result of this subsection:
Theorem 4.2 For every " suciently small,  2 (0;
3
2
) and for any U
max
< 1 of O(1), the
system (2.12) with  = 0 possesses a periodic orbit which consists of two distinguished parts: a
slow part near ,
C
2 M for u > u
P
(4.9) and an excursion through the fast eld near the fu = u
P
g
hyperplane.
Remark 4.3. So far, we only considered the case  = 1. All of the above is also valid for any
 2 (0;
3
2
) (with u
P
exactly as in (4.9)). In section 4.3, we will discuss the special case  = 0.
Proof of Theorem 4.2. We x an arbitrary value of U
max
< 1, which automatically determines
a value of C, see (4.7). We recall from section 3 that, for every orbit ,
h
(t; x
0
) of (2.12) that is
homoclinic to M and that passes through the point x
0
in the rst intersection of W
S
(M) and
W
U
(M) in the hyperplane fq = 0g, there exist orbits on M, denoted by ,

M
(t; x

0
), such that
k,
h
(t; x
0
) ,

M
(t; x

0
)k = O(e
 k="
) for jtj = O(1="). Among this family of homoclinic orbits, there
exists a unique one, which we denote ,
h;C
(t; x
0
), whose associated take o and touch down points
x
 
0
 ,
 
C;M
(0; x
 
0
) and x
+
0
 ,
+
C;M
(0; x
+
0
) lie precisely on ,
C
\ T
o
and ,
C
\ T
d
, respectively, where
x

0
= (u
P
;p
P
; 0; 0) (4.9), due to the symmetry (4.1). Also, x
 
0
is the forward image of x
+
0
under
the ow of (4.5), since both points lie on ,
C
. In other words, the orbits ,
C
, ,
 
C;M
, and ,
+
C;M
are
`time' translates of each other. For completeness, we note that the complete orbit ,
h;C
homoclinic
to M (not S) passes through an exponential neighborhood of ,
C
\ fu > u
P
g twice and its u and
p coordinates are unbounded for t! 1.
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We now show that there exists a periodic orbit ,
P
(t) of the type described in the theorem,
whose slow segments are exponentially close to ,
h;C
\ fu > u
P
g. Consider the line segment ` of
points (u
max
; 0; v; 0) such that the v coordinate satises K
1
exp[ (k="
5
)]  v  K
2
exp[ (k="
5
)]
for suciently small K
1
, suciently large K
2
, and for some k > 0, and all three constants are
O(1). Note that the time of ight from u = u
max
to u = O(1) along ,
C
is O("
 5
). Flowing the
initial conditions on ` forward generates a two-dimensional manifold L. Furthermore, with the
constants k;K
1
; and K
2
chosen appropriately, some of the orbits on L exit an O(") neighborhood
of M near ,
C
with u > u
P
and some exit with u < u
P
. Finally, at these exit points, L is C
1
- O(exp[ (c="
5
)]) close to the invariant foliation on W
U
(M) with base points restricted to ,
C
.
This closeness estimate follows from the modied version (see [25]) of the Exchange Lemma with
Exponentially Small Error of [12]. The rst application of the theory of the exchange lemma to nd
periodic orbits in singularly-perturbed systems is given in [25]. Of course, by the symmetry (4.1),
these same arguments show that L also lies C
1
- O(exp[ (c="
5
)]) close to W
S
(Mj
 
C
) at points at
which orbits on L exit an O(") neighborhood of T
d
\ `
S
2 M in backward time. Therefore, since
W
U
(M) and W
S
(M) intersect transversely, so must L intersect itself transversely, exponentially
close to the above constructed orbit ,
h;C
. Moreover, due to the transversality of the intersections
T
o
\ ,
C
and T
d
\ ,
C
, this intersection of L with itself is locally unique, and therefore so is the
periodic orbit ,
P
that lies inside it.
To conclude the proof of the theorem, we briey consider the case  6= 1 ( > 0). The idea of
the proof in this case is in essence the same, one only has to adapt the length of the line segment
` since the \time of ight" from u
max
(= O(1="
3=2( 1)
)) to u = O(1) depends on  (or ). 2
Finally, we exploit the fact that the ow on M is linear to explicitly calculate the leading
order length of the period of a periodic orbit ,
P
(t). Since we want to apply the outcome to
numerically observable patterns, we use the totally unscaled system (1.1) with c = 0, where
0
denotes dierentiation with respect to the spatial variable x appearing in the original PDE (1.1).
The only exception is that we set A = 
2
a, as we showed was necessary in section 2.
First, we note that the leading order of the period of ,
P
is determined by the time ,
P
spends
near M, specically exponentially close to a hyperbolic orbit ,
C
(4.7) on M. Second, we observe
that the exact position of the take o and touch down points (u
P
;p
P
) has no leading order
inuence on the period of ,
P
. Hence, the period is determined by the time it takes ,
C
to travel
from u = 0; p > 0 to u = 0; p < 0 via the symmetry point (U
max
; 0). Here, we have to be aware that
we do not get confused by the notation: the (u; p; v; q) = (u^; p^; v^; q^) in (2.12) are rescaled versions
of the `original' (u; p; v; q) in (1.2). By (2.7) we see that u^ = 

u. Thus, the jump of ,
P
occurs
O(

) close to fu = 0g, and neglecting this O(

) error has no leading order inuence as long as
we consider  > 0. Furthermore, we note by (4.8) that the introduction of U
max
coincided with
scaling the u^ of (2.8) back to the original u, since "
3
=  if  = 1, see (2.11). This is also the case
for a general choice of .
It is easy to check that the u-coordinate of ,
C
(x) is given by
u
C
(x) = 1  (1  U
max
) cosh(
p
ax):
Thus, u
C
(x) = 0 for x = x
C
such that cosh(
p
ax
C
) = 1=(1  U
max
). This equation can be solved,
and by the symmetry (4.1) we conclude that the period, or the length, T
P
of ,
P
is given to leading
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order by:
T
P
= T
P
(U
max
) =
2

p
a
log
 
1 +
p
2U
max
  U
2
max
1  U
max
!
: (4:10)
Equivalently, one can express U
max
in terms of T
P
. If we dene the quantity E by
E = e
1
2
T
P

p
a
;
then we can use (4.10) to nd an explicit expression for U
max
:
U
max
=
(E   1)
2
E
2
+ 1
(+ h:o:t:); (4:11)
which is less than 1. Note that we did not need an assumption on the value of  in order to
determine this U
max
, this is clear since the period T
P
(4.10) is independent of  to leading order.
It is also possible to determine an approximation for the maximum value V
max
of V , the second
component of equation (1.1), at the peak of the pulse: V
max
is determined by the value of u
P
= u^
P
(4.9) during the jump through the fast eld. In the scaled coordinates, V
max
is determined to
leading order by the maximal value of v of an unperturbed homoclinic orbit (3.3) at u
0
= u
P
:
v
max
= 3b=2u
P
. By scaling backwards using (2.7), we nd:
V
max
=
p
a(2U
max
  U
2
max
)
2
1
3

p
b
to leading order. By (2.7) we see that 
=3
p
b =
p
B, thus we did not need to know the explicit
value of  to compute V
max
: it can be avoided by scaling b back to B. The same is also true for
the explicit value of U
min
, the minimal value of u during a period: U
min
is a rescaled version of u
P
,
(4.9), which does not depend explicitly on  if we re-introduce B by (2.7). Thus, to leading order
we nd:
V
max
=
p
a(2U
max
  U
2
max
)
2
p
B
; U
min
=
3B
p
B
p
a(2U
max
  U
2
max
)
: (4:12)
Note that in the limit U
max
" 1 these expressions tend to the values V
max
and U
min
of the 1-circuit
homoclinic orbit described by Theorem 4.1:
V
max
=
1
2
r
a
B
; U
min
= 3B
s
B
a
: (4:13)
4.3. The special case  = 0
Here we focus on the, in a certain sense, degenerate case  = 0 (and of course still  = c = 0).
When  = 0, the scalings (2.7) imply that both (2.8) and (2.12) reduce to the unscaled system (1.4)
with A = 
2
a = "
2
a. Note that the numerical simulations suggested introducing the parameter
 > 0; the minimum value of u and the maximum value of v during a `pulse excursion' scale with
some power of  (see section 2 and the simulations in section 6). Therefore, the choice  = 0
does not seem to correspond to numerically stable patterns. However, from the point of view of
the phase space analysis of sections 4.1 and 4.2, it is an important limit case at which interesting
bifurcations occur.
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One of the main dierences between the cases  = 0 and  > 0 is the fact that the approximation
of (3.6) by (3.7) is no longer valid as remarked at the end of section 3.1; (3.7) needs to be replaced
by
`
U;S
: p = "
p
a(1  u); (4:14)
where we still write " instead of . More generally, we note that the hyperbolic solutions ,
C
of the
slow ow on M are now given by
p
2
= "
2
a[(1  u)
2
  (1  U
max
)
2
]; U
max
 1; (4:15)
instead of (4.7). See gure 2.b. Since the expressions for T
o
and T
d
still remain as in (3.21), with
b replaced by the unscaled B (of O(1)), we see that it is possible to have either zero, one or two
intersections of T
o
with `
U
or ,
C
, instead of always just one as is the case if  > 0. The u-coordinate
of ,
C
\ T
o
is to leading order a solution of
F (u;U
max
)
def
= u
2
[(1  u)
2
  (1  U
max
)
2
] =
9B
3
a
; u  U
max
; (4:16)
by (3.21) and (4.15). The function F (u;U
max
) is positive for u 2 (0; U
max
) and has a maximum
at u
+
= u
+
(U
max
); u
+
increases monotonically as function of U
max
; u
+
(0) = 0, u
+
(1) =
1
2
.
The maximal value of F (u; U
max
) in the interval [0; U
max
], F
+
(U
max
) = F (u
+
(U
max
); U
max
)) also
increases monotonically as function of U
max
:
F
+
(U
max
)  F

1
2
; 1

=
1
16
:
As a consequence, we nd that (4.16) has no solutions if
9B
3
a

1
16
or a  144B
3
to leading order. If a  144B
3
, then (4.16) has two distinct solutions for U
max
not too small. Note
that F
+
(U
max
) # F (0; 0) = 0 as U
max
# 0, thus, for any pair (a; b) such that a  144B
3
there exists
a critical U
SN
= U
SN
(a; B) such that (4.15) has two solutions for U
max
> U
SN
and no solutions for
U
max
< U
SN
(in this interpretation we have U
SN
(a; B) = 1 if a = 144B
3
).
The intersections ,
C
\T
o
all correspond to periodic orbits of the type described by Theorem 4.2
(the argument is exactly the same as that in the proof of Theorem 4.2). The orbit ,
C
merges with
`
U
[ `
S
(3.6) for U
max
= 1, thus, the intersections ,
C
\ T
o
then correspond to orbits homoclinic to
saddle point S, as described in Theorem 4.1. Combinations of orbits from both intersections can
also be constructed to create more complicated periodic orbits. We can summarize the above in
the following:
Theorem 4.3 For every " suciently small,  = 0, a  144B
3
+ O(") and for any U
SN
(a; B) <
U
max
< 1, the system (2.12) with  = 0 has two distinct slow/fast periodic orbits. These orbits
merge in a saddle node bifurcation as U
max
# U
SN
. The periodic orbits become two distinct orbits
homoclinic to the saddle S as U
max
" 1. The bifurcation curve a = 144B
3
+ O(") corresponds to
U
SN
(a; B) = U
max
= 1: here a saddle node bifurcation of homoclinic orbits takes place. Finally,
when  = 0, there are no periodic or homoclinic orbits for a  144B
3
+ O(").
Finally, we make a short remark on the transition from  = 0 to  6= 0. Theorem 4.3 seems
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to contradict Theorems 4.1 and 4.2 since somewhere between  = 0 and  6= 0 periodic/homoclinic
orbits are either created or annihilated. Here, we only consider the homoclinic orbits and show that
a contradiction does not exist. The argument for the periodic orbits is essentially the same but
computationally more cumbersome. We once more write down `
U
for  6= 0 (see (3.6) and (3.5)
with  = 0):
`
U
: p =  "
p
a(1  "
3
2
( 1)
u):
This formula reduces to (4.14) as  # 0 (i.e.,  # 1). Using the full expression for `
U
, the intersection
`
U
\ T
o
is determined to leading order by
u(1  "
3
2
( 1)
u) = 3b
s
b
a
:
Thus, there is only one O(1) solution if \" is suciently small". However, if  # 0 then "
3
2
( 1)
" 1
and there can be none or two solutions. Thus, a possible contradiction between Theorems 4.1 and
4.3 is avoided by employing the `traditional phrase' \" is suciently small". Theorem 4.1 holds for
" < "
0
= "
0
(), since "
0
must become `very small' if  becomes small, i.e., since lim
#0
"
0
() = 0.
See also Remark 2.1.
5 Traveling patterns
In this section, we search analytically for solutions of (1.1) that travel with a constant speed c and
which do not change shape in a co-moving coordinate system. Note that the self-replicating pulse
solutions (numerically) found in [21] are not of this type. It was deduced in section 2 that c should
be at least O(
(1+)
) for some   2    >
1
2
, where  measures the magnitude of u = 

u^, the
u-coordinate of a homoclinic solution to S 2 M of the unscaled system (1.2) or (1.4), during an
excursion through the fast eld. In other words,  measures the magnitude of the minimal value
of the solution U(x; t) of the PDE (1.1) in the region where V (x; t) is peaked, that is, V (x; t) is not
exponentially close to 0.
The main result (Theorem 5.1) of this section is that for 0   < 3=2 there cannot exist orbits
homoclinic to S in (2.12) for c 6= 0. Thus, Theorem 5.1 implies that the one-parameter (c) family of
`dissipative perturbations' of the symmetric system (1.4) with c = 0 destroys the entire 3-parameter
family (a; b; ) of orbits homoclinic to S. There are no traveling solitary pulse solutions to the PDE
(1.1).
This result is surprising in the context of the geometric singular perturbation analysis of sections
2, 3 and 4. First, by simple counting arguments alone, one should expect large families of orbits
homoclinic to S. Both the stable and unstable manifolds of S are two-dimensional, the phase-space
is four-dimensional, and there are three free parameters in (1.4), or, by the scalings, even ve {
a; b; ; ;  { in (2.12). Second, homoclinic orbits are known to persist in a wide variety of systems
subject to small-amplitude perturbations. For  = 0, Theorem 4.1 states that for any a > 0, b > 0
and 0 <  < 3=2 there is a homoclinic solution to S which corresponds to a stationary pulse solution
of (1.1); moreover, when  = 0 and  = 0, Theorem 4.3 gives the existence of either two or zero
orbits homoclinic to S, depending on the parameters a and B. The fact that the unstable and stable
manifolds of M still have a 2-D intersection surface while there are no parameter combinations
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such that the stable and unstable manifolds of S 2 M intersect for  6= 0 makes the behavior of
system (2.12) degenerate.
The system's degeneracy stems in part from the fact that for traveling pulses with speed c
smaller than O(
(3 )
) (i.e.,  > 0 in (2.12)), the magnitude of the evolution of the slow eld
{ O(") { is much larger than the perturbation term in the fast eld, which is of O("
(2+)
). We
performed a rather subtle and detailed perturbation analysis, since there must be some kind of
balance between these eects in order for homoclinic orbits to exist. Our analysis is much more
delicate than that performed in Section 3.
We focus on the (non-)existence of one{pulse solutions to (2.12) that are homoclinic to S. In
section 3.2, we dened the take o curve T
o
2 M. Orbits ,
 
M
(t; x
 
0
)  M with initial condition
x
 
0
2 T
o
determine the behavior, for  t  0, of all orbits ,(t; x
0
) in the rst intersection of
W
U
(M) and W
S
(M) (with x
0
2 W
U
(M) \ W
S
(M) \ fq = 0; v 6= 0g). Thus, an intersection
(u
 
0
; p
 
0
; 0; 0) of T
o
and `
U
{ see (3.6) { corresponds to an orbit ,(t; x
0
) 2 W
U
(M)\W
S
(M) which
\originates" on S, i.e. lim
t! 1
,(t) = S. Note that the intersection point (u
 
0
; p
 
0
; 0; 0) determines
the lower endpoint of the interval on `
U
for which ,(t; x
0
) is close to `
U
; however, by denition,
k,(t; x
0
)  (u
 
0
; p
 
0
; 0; 0)k  O(") for t = O(1).
By construction, ,(t; x
0
) touches down on M and is exponentially close (for t  O(
1
"
)) to
an orbit ,
+
M
(t; x
+
0
) with x
+
0
2 T
d
. Thus, ,
h
is a (1-circuit) homoclinic solution to S if x
+
0
=
(u
+
0
; p
+
0
; 0; 0) 2 `
S
\ T
d
. Let x
0
= (u
0
; p
0
; v
0
; 0) 2 fK = 0g, see (3.15). The corresponding
x

0
= (u

0
; p

0
; 0; 0) are given by the expressions (3.21) for T
o
and T
d
. To construct ,
h
(t; x
0
), we
have to impose that (u
 
0
; p
 
0
) 2 T
o
\ `
U
and (u
+
0
; p
+
0
) 2 T
d
\ `
S
:
8
<
:
 "
p
a+ h:o:t: =
1
2
"

"

u
0
 
6b
p
b
u
0

+ h:o:t:
+"
p
a+ h:o:t: =
1
2
"

"

u
0
+
6b
p
b
u
0

+ h:o:t:
(5:1)
Adding and subtracting these two equations, we nd
"

u
0
= h:o:t: and 2
p
a =
6b
p
b
u
0
+ h:o:t: (5:2)
Thus, we recover (4.2). Moreover, we conclude that  > 0, since neither  nor u
0
can be smaller
than O(1) by the scalings of section 2, and since we assumed that  6= 0, otherwise we merely
recover the stationary pulse-solutions constructed in section 4.
However, so far it is not clear at all that the term "

u
0
cannot be `balanced' by one of the
higher order terms in (5.1). In fact, a priori one expects that the computation of the higher order
terms in (5.1) will lead to equations for  and . Given the fact that a traveling wave exists if
a solution of system (5.1) can be found, but does not if no solution exists, we now proceed to
nd the higher order terms using the same method as we employed above. We nd the curve
on W
S
(M) \ W
U
(M) \ fq = 0g along which K = 0 up to and including as many higher
order terms as necessary. Then, we derive expressions for T
o
and T
d
 M and determine the
intersections T
o
\ `
U
and T
d
\ `
S
, again obtaining as many higher order terms as are necessary. To
achieve both of these objectives, we have to extend the expansion (3.11) so that we can compute a
more accurate approximation of an orbit ,(t; x
0
) = (u(t; x
0
); p(t; x
0
); v(t; x
0
); q(t; x
0
)) with initial
condition x
0
2 W
S
(M)\W
U
(M)\ fq = 0g. Only then can we determine with sucient precision
the initial conditions x

0
of the orbits ,

M
(t; x

0
), which determine T
o
and T
d
as dened by (3.20).
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As we already did in section 3, we will frequently exploit the fact that many terms, especially
those of lower order, in the expansion of the solutions ,(t) = (u(t); p(t); v(t); q(t)) are either odd or
even. This simple observation forms the foundation of the non-existence proof below. This special
character of the lower order terms in the expansion of ,(t) can be interpreted as the remains of
the symmetry (4.1) which exists in the case  = 0: all solutions ,(t) = (u(t); p(t); v(t); q(t)) 
W
U
(M) \W
S
(M) with ,(0) 2 fq = 0g must have p(0) = 0, which yields, by the symmetry (4.1):
u(t) and v(t) are even, p(t) and q(t) are odd. Since the non-symmetric dissipative eects are of
order O("
(2+)
) or higher, it is clear that the lower order terms in the expansions of u(t) and v(t)
must be even as function of t, while those of p(t) and q(t) must be odd. Before we present the
details of the analysis, we state the main result:
Theorem 5.1 For  6= 0, 0   < 3=2, and 0 <   1, there are no one-pulse solutions homoclinic
to S in equation (1.4) (equivalently (2.8) or (2.12)).
Remark 5.1. For  = 0 the result of this theorem follows immediately from the straightforward
application of the ideas developed in section 3 that led to (5.2). The case of  = 0 (i.e.  = 2  )
is the signicant degeneration, recall (2.8); see [5] for a discussion of what constitutes signicant
degeneration in singularly-perturbed systems. By contrast, we shall see in the numerical simulations
of section 6 that the self-replicating pulses do travel with this critical speed c = O(
(1+)
) =
O(
(3 )
).
Proof of Theorem 5.1. For simplicity we rst consider the case 0 <  < 1 and  > 1+
2
3
 so that
_p = "uv
2
+ terms smaller than O("
3+
) (recall  = 3 when  = 1). These conditions will minimize
the technical diculties, since we do not have to pay attention to the higher order terms in the
equation for _p. At the end, we show that the proof is readily generalized to the cases of   1 and
0 <   1 +
2
3
.
We begin by rewriting the main equations (2.12) so that we may more easily refer to them:
_u = "p
_p = "
h
uv
2
  "
1
2
(3+1)
a   "
(2+1+)
p+ "
(3 1)
au
i
_v = q
_q =  uv
2
+ bv   "
(2+)
q: (5.3)
From (3.15), we nd that an orbit ,(t) = (u(t); p(t); v(t); q(t)) 2 W
S
(M) \ W
U
(M), with
,(0) 2 fq = 0g, must have p(0) =
1
2
"
(1+)
u(0) (to leading order). Thus, we need to adapt and
extend (3.11) to:
u(t) = u
0
+ "u
1
(t) + "
2
u
2
(t) + "
(2+)
u
2+
(t) + "
3
u
3
(t) +O("
4
)
p(t) = "p
1
(t) + "
(1+)
p
1+
(t) + "
2
p
2
(t) + "
3
p
3
(t) + "
(3+)
p
3+
(t) + h:o:t:
v(t) = v
0
(t; u
0
) + "v
1
(t) + "
2
v
2
(t) + "
(2+)
v
2+
(t) +O("
3
)
q(t) = q
0
(t; u
0
) + "q
1
(t) + "
2
q
2
(t) + "
(2+)
q
2+
(t) +O("
3
): (5.4)
Remark 5.2. In writing (5.4) above, we have used some foreknowledge of the equations at each
order: we did not write down those terms for which it is clear, without much extra analysis, that
they need to satisfy a trivial equation after the expansions are substituted into (2.12).
Here p
1+
(t) 
1
2
u
0
by (3.15), since _p
1+
= 0. We may assume, as in section 3, that u(0) = u
0
and all higher order terms of u are 0 at t = 0. In this fashion, u
0
again parametrizes the curve
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WS
(M)\W
U
(S)\ fq = 0g; p(0) and v(0) are determined as functions of u
0
up to any order in ".
This yields that u
2+
(t) =
1
2
u
0
t. Also after inserting (5.4) into (5.3), we immediately nd that
u
1
 0; p
1
odd; u
2
even; p
1+
=
1
2
u
0
; v
1
 0; q
1
 0: (5:5)
See also section 3.
The following simple result helps us to establish the parity (odd/even) properties of further
terms in the expansion of v:
Lemma 5.2 Let f(t) and g(t) be real{analytic functions. Let z(t) be a solution of
z + f(t)z = g(t) with z(0) = z
0
; _z(0) = 0:
Then z(t) is an even function of t if both f and g are even and z(t) is odd if g is odd and z
0
= 0.
This Lemma is proven by computing the derivatives d
n
z=dt
n
inductively and then evaluating them
at t = 0. Applying this lemma to
v
2
+ (2u
0
v
0
  b)v
2
=  u
2
v
2
0
; (5:6)
we see that v
2
is also even (and q
2
odd). Note that it is possible to obtain an explicit expression for
v
2
. The second-order dierential operator consists of a soliton potential created by the unperturbed
homoclinic solution v
0
(t) with solutions given by associated Legendre polynomials, see for example
problem 5, Sec. 23 of [14]. However, we will not use this.
Next, we need to extract more information from the condition that , = (u; p; v; q) lies in
W
S
(M)\W
U
(M) in order to determine the initial conditions on v
2
(t); p
2
(t), etc... In other words,
we have to impose that K = 0 on ,, which using (5.5), amounts to:
K(u
0
; p
0
) = "
2
R
1
 1
1
3
p
1
v
3
0
dt+ "
(2+)
R
1
 1

1
3
p
1+
v
3
0
  q
2
0

dt
+"
3
R
1
 1
1
3
p
2
v
3
0
dt+ "
4
R
1
 1

1
3
p
3
v
3
0
+ p
1
v
2
0
v
2

dt
+"
(4+)
R
1
 1

1
3
p
3+
v
3
0
+ p
1
v
2
0
v
2+
+ p
1+
v
2
0
v
2
  2q
0
q
2

dt+ O("
5
):
(5:7)
The rst integral vanishes, since p
1
(t) is odd and v
0
(t) is even. Thus, by imposing K = 0 we
recover p
1+
=
1
2
u
0
. Next, the initial value v
2
(0) is determined by the value of Kj
 
at q = 0. We
see from the rst term in (5.7) that v
2
(0) 6= 0, since p
1
(t) is odd and
R
0
 1
1
3
p
1
v
3
0
dt 6= 0. Hence,
Kj
 
\ fq = 0g = O("
2
).
We now determine v
2+
(t) and its initial value. Since the terms in the integrand of the O("
(2+)
)-
integral are both even, we conclude that also the accumulated change at the O("
(2+)
)-level in K
along a solution , over the time intervals ( 1; 0) and (0;1) are the same. In fact, the two semi-
innite integrals are equal and each is precisely half of the full integral. But, the full integral must
be identically zero along a persistent homoclinic solution ,. So, each of the half integrals is zero,
as well. Hence, unlike v
2
, v
2+
does not have to `correct' the value of K at t = 0, and we have
v
2+
(0) = 0. Also, using (5.5), the equation for v
2+
reads
v
2+
+ (2u
0
v
0
  b)v
2+
=  (q
0
+
1
2
u
0
v
2
0
t):
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Therefore, we conclude, by Lemma 5.2, that v
2+
is an odd function of time.
Higher order terms in the expansion of p(t) along , are obtained as follows. By straightforward
calculations similar to that for p
1
(t), we nd that p
2
(t)  p
2
(0) and p
3
(t) = p
3
(0)+ an odd function.
But, from the O("
3
) and O("
4
) levels of (5.7), we know that p
2
(0) = p
3
(0) = 0, since K must be
0. Next, the equation for p
3+
reads:
_p
3+
= u
2+
v
2
0
+ 2u
0
v
0
v
2+
:
Here, we have used  > 1 +
2
3
. Thus, p
3+
(t) is even, because u
2+
(t) and v
2+
(t) are odd.
What do the above terms tell us about K and p(0)? They imply that all terms in the integral
at the O("
(4+)
)-level of (5.7) are even. Hence, the requirement K = 0 xes p
3+
(0) as a function
of u
0
and : p
3+
(0) = F (u
0
; ). Of course, F (u
0
; ) can be computed explicitly, but this is not
needed here. Therefore, the curve fKg = 0  W
S
(M)\W
U
(M)\ fq = 0g is given by
p(0) = "
(1+)
p
1+
(0) + "
(3+)
p
3+
(0) =
1
2
"
(1+)
u
0
+ "
(3+)
F (u
0
; ) + O("
4
): (5:8)
This completes the rst part of the proof.
In this second part of the proof, we construct T
o
and T
d
to suciently high order. For a given
x
0
= (u
0
; p(0); v(0); 0) 2 W
S
(M) \ W
U
(M), we must nd x

0
= (u

0
; p

0
; 0; 0) 2 M such that
the orbits ,
M
(t; x

0
) are exponentially close to ,(t; x
0
) for t  O(
1
"
). First, we write expansions
for ,
M
(t; x

0
) similar to the expansion above for ,(t; x
0
). By (5.3), we see that _p = o("
(3+)
) 
O("
(3+)
) on M (since  > 1 +
2
3
), which yields, for t = O(1):
(
p

(t) = p

0
+ o("
(3+)
)
u

(t) = u

0
+ "p

0
t+ o("
(4+)
):
(5:9)
Second, we nd p

0
and u

0
using the functions p
j
(t) computed above in the expansion of p(t) along
,(t). Let the functions G
j
(u
0
) and P
j
(t; u
0
) (j = 1; 3; 3+ ) be dened by:
p
j
(t; u
0
) = G
j
(u
0
) + P
j
(t; u
0
) with lim
t!1
P
j
(t; u
0
) = 0 (j = 1; 3):
By construction,
G
1
(u
0
) =
1
2
p(u
0
) =
3b
p
b
u
0
; (5:10)
where we recall (3.12) and (3.18). In terms of these functions, we may write the expansion of p(t)
for t > 0 as:
p(t) = ("G
1
+ "
(1+)
p
1+
(0)+ "
3
G
3
+ "
(3+)
(p
3+
(0)+G
3+
))+ ("P
1
(t) + "
3
P
3
(t)+ "
(3+)
P
3+
(t));
where we have neglected higher-order terms. Also, for t > 0, the expansion of u(t) along a homo-
clinic orbit u(t) is known from p(t) and (5.3). Now, the initial condition p
+
0
= p
+
0
(u
0
) is determined
by the condition that p
+
(t) and p(t) have the same asymptotic behavior. Since the P
j
(t)'s vanish
for large t, we conclude from (5.9) that
p
+
0
(u
0
) = "G
1
(u
0
) + "
(1+)
p
1+
(0) + "
3
G
3
(u
0
) + "
(3+)
(p
3+
(0) + G
3+
(u
0
)) + h:o:t: (5:11)
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Also, by dening
H
1
(u
0
) =
Z
1
0
P
1
(t; u
0
)dt;
we nd by (5.3) and (5.9) that
u
+
0
(u
0
) = u
0
+ "
2
H
1
(u
0
) + O("
4
): (5:12)
The p
+
0
and u
+
0
coordinates of T
o
are clearly implicitly related, since both are functions of u
0
by (5.8). Taylor expanding the functions G
j
in the right hand side of (5.11) about u
+
0
and using
(5.12), we get:
p
+
0
(u
0
) = "G
1
(u
+
0
)+"
(1+)
p
1+
(0)+"
3
(G
3
(u
+
0
) G
0
1
(u
+
0
)H
1
(u
+
0
))+"
(3+)
(p
3+
(0)+G
3+
(u
+
0
))+ h:o:t
(5:13)
Similarly, one must Taylor expand the functions F and
p
1+
(0) =

2
u
0
=

2

u
+
0
  "
2
H
1
(u
+
0
)

+ h:o:t:
Therefore, we nd
T
d
: p  "G
1
  "
3
(G
3
  G
0
1
H
1
)  "
(3+)
G
3+
=
1
2
"
(1+)
u+ "
(3+)
(F  
1
2
H
1
) + h:o:t:; (5:14)
where p = p
+
0
, u = u
+
0
and G
0
1
= dG
1
=du(u).
Using the parity (odd/even) properties of the functions p
j
(t), we immediately nd the analogous
results for p
 
0
, u
 
0
and T
o
:
p
 
0
(u
0
) =  "G
1
(u
0
)  "
(1+)
p
1+
(0)  "
3
G
3
(u
0
) + "
(3+)
(p
3+
(0) +G
3+
(u
0
)) + h:o:t:
u
 
0
(u
0
) = u
0
+ "
2
H
1
(u
0
) + O("
4
):
(5:15)
The u
 
0
and p
 
0
coordinates for T
o
are also implicitly related, since both are functions of u
0
by (5.8).
This relation can be made explicit in a straightforward manner:
T
o
: p+ "G
1
+ "
3
(G
3
 G
0
1
H
1
)  "
(3+)
G
3+
=
1
2
"
(1+)
u+ "
(3+)
(F  
1
2
H
1
) + h:o:t:; (5:16)
where p = p
 
0
, u = u
 
0
and G
0
1
= dG
1
=du(u). Note that to leading order, these expressions (5.14)
and (5.16) correspond to those obtained for T
o
and T
d
in (3.21).
A traveling pulse with a speed c = 
(1+)
, such that  > 2 , or equivalently  > 0, exists for
u
0
such that the corresponding orbit ,
h
(t; x
0
), with initial condition x
0
= (u
0
; p(0; u
0
); v(0; u
0
); 0),
lies in the intersection of W
S
(S) and W
U
(S). In other words, the take o point (u
 
0
(u
0
); p
 
0
(u
0
))
of ,
h
must be on `
U
= W
U
(S) \M, and the touch down point (u
+
0
(u
0
); p
+
0
(u
0
)) 2 `
S
. Thus, we
have to compute the intersections T
o
\ `
U
and T
d
\ `
S
. Expanding (3.6) yields:
`
U
: p =  "
p
a+ "
1
2
(3 1)
p
au+ h:o:t:;
where the higher order terms are smaller than O("
(3+)
) for any  > 0. A similar expression can
be obtained for `
S
. The homoclinic solution ,
h
exists for u
0
,  and  which satisfy the system of
equations given by T
o
\ `
U
and T
d
\ `
S
, where u
0
appears only implicitly in the equations through
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u = u

0
(u
0
) in the expressions (5.16) for T
o
and (5.14) for T
d
. However, we observe by (5.12) and
(5.15) that u
 
0
(u
0
) = u
+
0
(u
0
) up to O("
4
), thus we can solve the system dened by T
o
\ `
U
and
T
d
\ `
S
in terms of u = u
 
0
= u
+
0
and , instead of u
0
and . Adding these two equations, and
dividing by "
(1+)
, yields:
u+ "
2
(2G
3+
  H
1
+ 2F ) = h:o:t: (5:17)
We now observe that it is not possible to solve this equation, unless we admit  = 0: due to the
symmetries there are no terms left which can `balance' the O(1) term u. Note that u 6= 0 by (5.2).
This proves the theorem in the case 0 <  < 1,  > 1 +
2
3
.
Before we go on with the proof of the general case, we make two observations. First, we note that
substracting the equations for T
o
\ `
U
and T
d
\ `
S
just gives higher order corrections to the critical
value of u
0
(see (5.2)). Second, we note that a priori one might think that the O("
2
) part of (5.17)
causes problems, since it also must be zero. However, one can check, in a straightforward manner,
the behavior of the terms in (5.4) as function of  and conclude that G
3+
= G
3+
(u
0
; ) = 
^
G
3+
and F = F (u
0
; ) = 
^
F (u
0
). Thus, the O("
2
) term also disappears when  = 0.
The question is now: what happens if  and  do not satisfy these conditions? Let's rst
consider 1 <  < 2. It is easy to see how expansion (5.4) should be modied: the -dependence
now only occurs at the levels u
2+
= u
3+( 1)
; p
1+
= p
2+( 1)
; p
3+
= p
4+( 1)
; v
2+
= v
3+( 1)
and q
2+
= q
3+( 1)
. It is also easy to show that u
0
; u
1
; u
2
; u
3
are even, v
0
; v
1
; v
2
; v
3
are even
p
1
; p
2
; p
3
; p
4
are odd, and q
0
; q
1
; q
2
; q
3
are odd: exactly as in the above case, these solutions do not
feel the dissipative terms yet and thus obey the symmetry (4.1). The equations for u
2+
; p
3+
; v
2+
and q
2+
are the same as those in the case  < 1. Thus, the only dierences between T
o
; T
d
in the
case 0 <  < 1 and the case 1 <  < 2 are some extra symmetrical terms of O("
4
) in (5.16) and
(5.14). These terms all cancel when we add the equations for T
o
\ `
U
and T
d
\ `
S
. Thus: there is
no change in (5.17). Again, we have to conclude that  = 0 and that the theorem holds.
The same will happen for any value of : all symmetrical contributions of the expansions will
vanish when we add the equations for T
o
\ `
U
and T
d
\ `
S
: (5.17) will not change, so the theorem
holds. The only extra technical complications appear when  = 1; 2; :::, since then we have to split
the solutions u
2+
; p
3+
; v
2+
and q
2+
in an even and an odd part: one part takes care of the
dissipative eects and the other obeys (4.1). Only the rst part appears in (5.17) so that it again
does not change. A similar technicality has to be taken into account in the case when  is less
than or equal to 1 +
2
3
: expansion (5.4) has to be adapted to include the higher order eects in
the equation for _p in (5.3) which appear before the dissipative eects. However, these higher order
terms also obey symmetry (4.1), thus they will not inuence (5.17). This concludes the proof of
Theorem 5.1. 2
Remark 5.3. In section 4 we found that  = 0 was a special case since the approximation (3.7)
of (3.6) could not be used in this case. In the proof of Theorem 5.1 we did not pay attention to
the special case  = 0: this is not necessary since it again has no inuence on those terms in the
equations for T
o
\ `
U
and T
d
\ `
S
which do not cancel after addition.
Remark 5.4. The proof of Theorem 5.1 also implies the non-existence of traveling patterns
consisting of the periodic stationary patterns translating uniformly in time. We recall that the
central argument used to establish Theorem 5.1 relies on the adiabatic Melnikov function K to
nd solutions in the transverse intersection of the stable and unstable manifolds of M, as well
as on the calculation of p, to insure that the jump in the p coordinate during a fast excursion
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precisely bridges the gap between `
U
and `
S
. The existence of periodic patterns when  6= 0 relies
on precisely these same two calculations. Moreover, the details are similar: the fast excursion
corresponds to an orbit of the fast subsystem that lies in the transverse intersection of the slow
plane's stable and unstable manifolds, and the jump in p must coincide with the horizontal distance
between two points on the same hyperbolic orbit ,
C
on M. Since these conditions have the same
form as those for the traveling one-pulse solutions, arguments similar in structure to those used
above show that no such solution is possible.
Remark 5.5. Besides extending to the non-existence of periodic traveling solutions, Theorem 5.1
also extends to show the non-existence of N pulse homoclinic traveling waves for any N = O(1),
implying that the  = 0 symmetry of (2.12) is broken and all of the orbits given by Theorem 4.1
disappear when  > 0. Instead of looking for zeroes of K as we did for one-pulse orbits, however,
one looks for zeroes of the appropriate inductively{dened N pulse adiabatic Melnikov function
[26]: K
N
(u; p; ")  K
N 1
(u; p; ") + K
1

u; p+ "
9b
2
4u
P
N 1
i=1

i

, where 
i
denotes the period of
the unperturbed periodic orbit of the fast subsystem with slow{parameter u and with energy given
by K
i 1
. Also, K
1
(u; p)  K(u; p), as introduced in section 3. The same proof as given in
[26] for planar Hamiltonian systems depending on a slowly-varying parameter (here p) implies here
that K
N
is the correct higher-order adiabatic Melnikov function for (2.12), because the fact that
u = O("
2
) during each fast excursion relegates u to the status of a parameter in this calculation.
Now, since the periods 
i
for i = 1; :::; N   1 only diverge logarithmically as "! 0, the arguments
of the terms in the sum for K
N
lie close to p
0
, the p coordinate of the zero of K. Therefore,
the simple zeroes of K
N
lie close to those of K, and the asymptotic expansions for the N pulse
case are similar in structure (with extra log terms that can't be balanced by the  terms) to those of
the one-pulse case. Thus, the same argument as used above also rules out the existence of N pulse
traveling waves. Note that of course one requires that Np equals the horizontal distance between
`
U
and `
S
, instead of requiring that p equal that distance.
6 Numerical simulations
In this section, we study the numerically-observed dynamics of the PDE (1.1). In order to do
numerical calculations, we have to restrict x to a bounded interval. However, to obtain patterns
which can be described by the analysis of the previous section we only consider intervals that
are long enough so that the boundaries are `far away' and do not inuence the dynamics. The
simulations presented in this section have been repeated several times on intervals of dierent
lengths. We only show the outcome of simulations on intervals which are so large that enlarging
the intervals did not inuence the behavior. Moreover, we have done the simulations with dierent
types of boundary conditions and checked that this also did not change the dynamics inside the
interval.
There are three parameters in (1.1): A, B and . We have rescaled A and B into A = 
2
a
and B = b
2=3
in section 2;  measures the magnitude of B. In this section, we focus on the
choice  = 1, this means that, as was observed in [21], we assume that U = O() during a `pulse-
excursion' of V . Note that this choice is not essential since we have seen in section 4.2 that the
maximum and minimum values of U and V can be expressed in an unscaled form, independent of
an explicit value of , see (4.12) and (4.13). Reynolds, Pearson, Ponce-Dawson, and Hasslacher
observed self-replicating pulse patterns for the choice 
2
= 0:01, A = 0:02 and B = 0:079 in (1.1)
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see gure 1 of [21] and gure 2 of [3]. These values correspond in our scaling to a = 2 and b  0:37.
Below, we shall frequently choose 
2
= 0:01, a = 2 and b = 0:4, so that we can compare with the
results of [21].
6.1 The code.
We used a moving-grid code to integrate system (1.1). The code, which is described in detail in [2],
is designed to numerically solve systems of time-dependent PDE models in one space dimension
having solutions with steep gradients in space and time. The moving-grid technique in the code is
based on a Lagrangian description of the PDE model combined with a smoothed-equidistribution
principle to dene the grid positions at each time-level. The dynamically moving adaptive grid
is coupled to a discretization method which automatically discretizes the spatial part of the user-
dened PDE system following the method-of-lines approach. The spatial discretization and the
time-integration are carried out with a nonlinear Galerkin method and an implicit (sti) BDF
method with variable order and step-size control, respectively. It must be noted that application of
the moving-grid code is not restricted to reaction-diusion equations of type (1.1). The interested
reader is referred to [2] and [31], where PDEs from various other application areas have been solved
using this technique.
The boundary conditions are of Dirichlet type:
U(~x = 0; t) = U(~x = 1; t) = 1; V (~x = 0; t) = V (~x = 1; t) = 0:
Neumann conditions were also used, but did not inuence the inner solutions. Moreover, the initial
data for the results we report consists of a sharp pulse centered in the middle of the spatial domain:
U(~x; 0) = 1 
1
2
sin
100
(~x), and V (~x; t = 0) =
1
4
sin(~x). The spatial variable ~x is a rescaled version
of the spatial variable x in (1.1): ~x has been scaled such that the numerical simulations always take
place on the ~x-interval [0; 1].
Since we wanted to be able to observe patterns described by the analysis of this paper, we
focused in the numerical simulations on values of a and b which are O(1) with respect to . Our
search in the (a; b)-parameter space of (1.1) has not yet found patterns that dier essentially from
the ones described and shown below (by contrast, for larger a, we have observed various dierent
patterns; an example is shown in section 7, gure 10, of a structurally dierent pattern at a = 9,
b = 0:4 and 
2
= 0:01). Moreover, especially the dynamic splittings { the self-replications of the
traveling pulses { are driven by processes which are very sensitive to the numerical accuracy: if
there are not enough grid points `on' a V -pulse, a splitting just cannot occur, or occurs much later.
Thus, if one does not use enough grid points (or a non-moving grid) one is tempted to conclude
that the self-replicating process does not occur. This observation also means that the error made
by the code can `explode' in a very short amount of time. For all numerical tests we have used 400
moving grid points to take care of the sharp pulses. In one case (20 pulses, t
end
= 20; 000) 600 grid
points had to be used (gures 7 and 8). Note that a conventional non-moving uniform would have
required several (4{5) times more grid points than used for the moving grid case.
Moreover, we found that decreasing  increased both the (temporal) distance between successive
splittings and the number of necessary grid points so drastically that one approaches very rapidly
the limits of the machine one is working on for 
2
 0:01 if one is interested in the long-time
behaviour of the self-replicating patterns (see section 6.3 and gures 7 and 8).
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Before we start the description of the patterns observed in the numerical simulations we remark
on the magnitude of , both as small quantity in our asymptotic analysis and as part of the data
in the numerical simulations. First we note that by our scalings " = 
1=3
(see (2.11),  = 1) is
the `true' asymptotically small quantity of the analysis. This means that a `standard' choice of
" = 0:1 corresponds to a value of 
2
= 10
 6
as input in the numerical simulations of equation
(1.1). On the other hand we noted that choices of 
2
= 0:003 are already near the boundary of the
capacity of the hardware and software one is using. Thus, theoretically, one expects only a small
overlap between the numerically `safe' and the analytically `safe' regions. However, we shall see
that there is a good qualitative and quantitative agreement between the analytical predictions and
the numerical observations.
6.2 Stationary behavior and a transition region.
In the bifurcation analysis we performed, we xed b at a certain value, b 2 (0:2; 1), and varied a over
a certain range, a 2 (0:2; 5) (approximately). For each parameter pair, we repeated the simulations
for several values of , but we found that the value of  did not have an essential inuence on
the dynamics, except for the time scale of the evolution. For a > 0 `too small', we observed the
following behavior:
lim
t!1
U(x; t)  1; lim
t!1
V (x; t)  0:
Note that this is not completely surprising, since the trivial pattern (U  1; V  0) is an asymp-
totically stable solution of (1.1) on the unbounded domain.
As we increase a, we enter a transition region between the trivial behavior and the self-replicating
pulse regime. Moreover, we nd that the transition region is not a clear 1-dimensional bifurcation
curve in the (a; b)-parameter space, and the behavior in the transition region depends rather subtly
on the initial conditions and small perturbations.
First, we observe stable, stationary solitary pulse solutions of the type constructed in section
4.1. See gure 4. These solutions of (1.1) are precisely the 1-circuit slow/fast homoclinic described
by Theorem 4.1, and they seem to be stable in this transition region (see below for a quantitative
check). In gure 4, we show plots of U(x; t) and V (x; t) for a = 1 and b = 0:6. Note that they are
insensitive to the details of the initial one-pulse concentration.
Second, we nd parameter values at which initial solitary pulses split into two non-traveling
pulses. These depend sensitively on the initial concentrations in the interval. These patterns do
not correspond to the 2-circuit homoclinic solutions described by Theorem 4.1 (N = 2): V becomes
exponentially small between the two fast excursions, while the 2-circuit pulse described by Theorem
4.1 does not approach the slow manifold M closer than O(
p
") during its circuits through the fast
eld. Using the symmetry (4.1) it is not hard to show that such a solution to the stationary problem
(1.4) or (2.12) with  = 0 does not exist: a homoclinic solution which takes o at `
U
[ T
o
can only
touch down exactly on `
S
\T
d
. This is conrmed by the numerics: although the pulses do not move,
the two pulse pattern is not stationary. In gure 5, we see that the heights of the two pulses `dance'
up and down until one of them disappears completely and only a stationary solitary pulse remains.
Note that this pulse is not located exactly in the middle of the x-interval, contrary to the initial
values of U and V . We found that the length and the outcome of this process (i.e., the answer
to the question: `which pulse disappears after what period of time?') depends very sensitively on
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small perturbations. It also depends on the width of the initial V -pulse whether the solutions V
undergoes an initial splitting, as in gure 5, or whether it does not. In the latter case, the initial
solution deforms immediately into a stationary solitary peak described by Theorem 1 (N = 1) (see
gure 4: the pulses are exactly at the middle of the x-interval).
We now compare the outcome of the numerical simulations with the analytical results of section
4.1. We show numerically stable stationary 1-pulses for a = 1, b = 0:6, with 
2
= 0:01 in gure 4.a
and with 
2
= 0:003 in gure 4.b. Numerically, we nd:

2
= 0:01 : V
max
 1:11; U
min
 0:16

2
= 0:003 : V
max
 1:49; U
min
 0:08:
Since B = b
2=3
, (4.13) implies:

2
= 0:01 : V
max
 1:39; U
min
 0:14

2
= 0:003 : V
max
 1:69; U
min
 0:076;
to leading order. The leading order correction to v^
max
, the O(1) scaled version of V
max
, is O(").
By (2.7) we see that V
max
is O(
1
"
) to leading order, with " = 
1=3
((2.11) and  = 1). We conclude
that the leading order correction in the above determined theoretical value of V
max
is O(1). The
dierences between the numerically-observed values of V
max
and the theoretical predictions are
clearly within this range. Furthermore, we note that the relative error, jV
num
max
  V
theo
max
j=V
num
max
,
decreases as  is decreased (from  0:25 for 
2
= 0:01 to  0:13 for 
2
= 0:003) and that these
errors are again well within the theoretical bound of O(") ("  0:46 for 
2
= 0:01 and "  0:38 for

2
= 0:003). A similar argument yields that the distance between the numerically observed value of
U
min
and the above theoretical prediction is within the leading order correction to the theoretical
value of U
min
of O(") = O("
4
) ("
4
 0:046 for 
2
= 0:01, "
4
 0:021 for 
2
= 0:003).
One might expect that it should be possible to nd a (numerically stable) 2-circuit pulse solution
{ as described by Theorem 4.1 forN = 2 { in this transition region, by varying the initial conditions.
We did not do an extensive numerical search to nd these solutions; however, we did nd that in
the transition from initial data which splits into two solitary `dancing' pulses to a non-splitting
initial condition, there exist initial conditions that initiate solutions which are like the stationary
2-circuit pulse for a very long time (but, eventually, V becomes exponentially small between the
peaks and the `dancing behavior' starts).
6.3 Self-replicating pulses.
For values of a above this transition region (with b still xed), we observe that the two solitary
pulses created from the initial condition at the rst, stationary splitting begin to move away from
each other, both with the same, constant speed (see below for a discussion on the magnitude of
this speed). We know from section 5 that these patterns cannot be interpreted as some kind of
nonlinear superposition of two solitary traveling pulses with speeds c and  c: these solutions do not
exist. This observation is remarkable, if one only pays attention to the V -solution, since V seems
to be exponentially small between the two traveling peaks (see gure 6.a, where a = 2). However,
U does not `return' to 1 in between the pulses, which should be the case for the solitary traveling
waves studied in section 5. On the other hand, the maximum value of U between the two traveling
V -pulses grows towards 1 as the distance between these pulses grows: the traveling pulses begin to
32
resemble the non-existing solitary pulses more and more. A conict with the non-existence result
of Theorem 5.1 would occur if these pulses go on traveling away from each other with constant
speed, without changing shape, while the value of U approaches 1 `in the middle': both pulses then
become identical to the solitary traveling pulses considered in section 5.
Therefore, something else must happen: for a = 2, we see in gures 6.b { 6.d that both V -pulses
split into two similar traveling pulses (with distinct speed) yielding a pattern of four moving pulses.
After yet more time, all four of these V -pulses split once again, and this process of replication
continues for the outermost two pulses on each side until an equilibrium state is reached. In fact,
the number of peaks a domain can support depends on a and b. In gure 7, we show the solutions
U and V at time t = 20; 000 for the choice of parameters a = 2, b = 0:4 and 
2
= 0:01. There are
20 peaks present.
For the same simulation shown in gure 7, we plot the positions of the grid points of our code as
functions of time in gure 8. The position of the V -pulses is revealed by a local concentration of grid
points. Thus, due to the character of the code, we can follow the pulses and their self-replicating
behavior by plotting the positions of the grid points. Note that the horizontal bands in gure 8
just indicate the fact that one (or more) of the pulses `needs more grid points' since it is near a
self-replication: the other pulses `send' some of `their' grid points to the self-replicating one(s).
Thus, the horizontal bands suggest dynamical behavior for a large x-interval, but, the dynamics
are only local, near a number of self-replicating pulses, for the solutions (U; V ) of the PDE (1.1).
From these observations, as well as from those of many other initial data, it seems a priori that
the solutions to (1.1) with A (a) and B (b) in the splitting region have a strictly non-stationary
behavior. However, we observe in gure 8 that only the outermost pairs of pulses continue the
self-replicating process: after a pulse has been created by a `boundary pulse' it only splits just
one more time. The two resulting pulses are then enclosed by other pulses: it is as if the pulses
are repelling each other. As a consequence, we observe that the core of the pattern created by
the self-replicating process is a stationary, periodic pattern of the type described by Theorem 4.2:
it clearly has distinguished slow and fast parts. This can also be seen in gure 7: the pattern in
the middle (middle 6 peaks) is clearly periodic in U and V . It follows from grid dynamics (gure
8) that this periodic core is also stationary. Note also that the splittings of the boundary pulses
and their latest images have a tendency to occur simultaneously after suciently large times in
this simulation. Lastly, we remark that in addition to this outer{pair splitting process, we have
observed other sequences of pulse{splittings. However, after `long' times, all of these patterns had
periodic cores described by the stationary periodic solutions of Theorem 4.2. Moreover, the U
max
and T
P
of these cores were accurately related by the theoretically deduced equations (4.10) and
(4.11).
This statement is also readily veried quantitatively in the simulations. We make a quantitative
comparison of the periodic core properties of the pattern in gure 7 with the periodic solutions
constructed in section 4.2. Numerically, for the case shown in gure 7, we nd that:
T
P
 20; U
max
 0:54; V
max
 1:26; U
min
 0:07:
We know from section 4.2 that T
P
and U
max
are related by (4.10) or (4.11). Inserting U
max
= 0:54
into (4.10) gives T
P
 19:97 (where a = 2, b = 0:4 and 
2
= 0:01). Equivalently, we nd that
inserting T = 20 into (4.11) yields a value of U
max
which agrees with the numerically observed
one. The fact that the numerically measured values of T
P
and U
max
obey the relations (4.10) and
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(4.11) with this accuracy is a bit surprising: both (4.10) and (4.11) are just the leading order
approximations. Nevertheless, this result at least indicates that the stationary periodic patterns at
the core of the self-replicating patterns are described by the slow/fast periodic solutions of Theorem
4.2. Moreover, we can use (4.12) to `predict' the leading order values of V
max
and U
min
for this
pattern: V
max
 2:14 and U
min
 0:06. Both values dier from the numerically-observed values by
an amount which is of the order of the leading order corrections to (4.12) determined above.
Finally, we remark on the speed c of the `boundary pulses' of the self-replicating pattern.
It is clear from gure 8 that this speed is (at least at leading order) constant for all time. We
noted that this speed approaches zero as a decreases towards the above described transition region.
Thus, c clearly depends on a and b. However, c also depends on . We have seen in section 5 that
the magnitude of c with respect to  does have an essential inuence on the singular perturbation
analysis. Therefore, we performed the following experiment: we xed a = 2 and b = 0:4, and we
varied 
2
. We waited until the `boundary pulses' were created and moved, and then we measured
their speed c. In gure 9, we present a log-log plot of this c as function of : c is clearly O(
2
). Note
that this is exactly the value of the signicant degeneration of the asymptotic analysis, encountered
in section 5.
7 Discussion
We have proven the existence of single-pulse solutions for any a and b (the rescaled versions (2.7) ofA
and B in (1.1)). However, only those with a and b in the transition region described in section 6 are
observed, and thus probably stable. A similar selection occurs for the periodic patterns constructed
in section 4.2: for any a, b and U
max
< 1 (U
max
= O(1)) there exists a stationary periodic pulse
pattern, but periodic patterns are only observed for parameter values (a; b) in the self-replicating
pulse region (section 6). Moreover, U
max
is also selected by the process. Furthermore, the numerical
simulations suggest that also the parameter , which we can choose in the interval [0;
3
2
) in the
analysis of section 4, is the subject of a selection process: our simulations and those in [21] suggest
that   1 (note that  is determined by the magnitude of B with respect to  (Remark 2.3),
therefore, it is not possible to determine  exactly, for given values of  and B). Determining the
analytical origin of these selection mechanisms is the subject of future research.
In addition, the pulse{splitting process requires considerable further analysis. While an argu-
ment based on the chemistry has been given for when the dynamic splitting should commence {
indicating that the onset time coincides with time at which the ux of U into the tail of the moving
pulse is exceeds the minimum level needed to sustain a new pulse [21] {, a mathematical theory
for the pulse{splitting presently does not exist. Our simulations suggest that the process occurs
largely at the `fronts' of the moving pulse pattern. In particular, for the simulation reported in
section 6.3, the outermost pair of moving pulses on each side were the ones that self-replicated,
and as time progressed, these self-replicating edge pairs created the stationary, periodic core of
the self-replicating pulse pattern. This observation is consistent with the chemistry explanation in
the sense that only between the new, outermost, pulses is there enough U present (both from the
as yet unconsumed supply available in the domain and from the reservoir) to create new pulses.
By contrast, in the core region, all of the U supplied by the reservoir is needed to maintain the
already-existing pulses, and there is very little excess (free, unconsumed) U in between the pulses.
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Although we did not perform any detailed analysis on the system with A > O(
2
), we believe
that an approach similar to that established here { based on a dierent scaling of the parameters
and variables { can be used in this region of phase space. The combination of such an analysis
and simulations might give another explanation of the origin of the self-replicating pulse process.
In gure 10, we plot the results of a simulation with a = 9, b = 0:4 and 
2
= 0:01. Thus, it is not
natural to assume that A = a
2
= O(
2
). However, just as in the case a = O(1) a rst stationary
splitting occurs, but, V does not become exponentially small between the two traveling boundary
pulses (gure 10.a). Moreover, we observe that U remains small in that region: it seems that the
slow manifold M is much less important in this case. No pulse-splitting occurs, but, after some
time there is again a stationary periodic core (see gure 10.b,c). This core is now formed by a
stationary solution which `lives' entirely in the fast eld. As we decrease a we observe that the
pulse-splitting process starts as soon as the periodic orbit at the core of the pattern touches down
on M. For completeness we note that the choice of parameters for the simulation of gure 10 is
a little bit outside the chemical relevant region since A = a
2
= 0:09 > B = b
2=3
 0:86 (see
Remark 2.2). However, the pattern does not change signicantly if we decrease a a little such that
A < B.
Note that it is not hard to show that the `purely fast' stationary periodic orbits do not exist
in our scaled system (2.8) and (2.12): the accumulated change in p along such an orbit cannot be
zero (cf. (3.18)). However, such orbits can be created by a Hopf-bifurcation around critical points
in the fast eld of the unscaled (1.4) system which exist if A > 4B
2
(see also [10, 21]). These
critical points did not appear in this paper since A cannot be larger than 4B
2
by the scalings
((2.7),  <
3
2
) derived in this paper. Analogously, one can say that the fact that the pulse patterns
are not observed for value of A and B outside the region dened by our scalings, justies these
scalings: they were derived as necessary conditions for the existence of the pulse-like solutions (see
section 2). Thus, the phenomena described above cannot be described by the main equations of
this paper, (2.8) and (2.12), but we believe that they can be studied by methods similar to those
employed in this paper.
It is clear that all of the necessary ingredients of the analysis in this paper also exist in other
systems of the general form:
@U
@t
= r
2
U + f
1
(U; V )
@V
@t
= 
2
r
2
V + f
2
(U; V ) (7.1)
where f
1
and f
2
satisfy some additional conditions. In particular, the nonlinearities must be
such that the fast kinetics have one or more equilibria connected to themselves by homoclinic or
heteroclinic orbits. In addition, the slow subsystems must possess either equilibria with stable and
unstable manifolds or or other orbit segments that are transverse to the appropriate take o and
touch down curves dened by the fast homoclinics and/or heteroclinics. Once again one can check
numerically whether the constructed patterns can be stable. Moreover, whether the non-existence
of traveling waves plays a role in signaling that a general system exhibits pulse-replication can also
be investigated, since a priori it is not clear that general systems of the form (7.1) which do have
(stable) stationary pulse-like patterns share the nonexistence result of (1.1).
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Figure Captions
Figure 1. Schematic illustrations of (a) the one-pulse homoclinic orbit ,
h
(t)  W
S
(S) \W
U
(S)
and (b) a periodic orbit ,
P
(t) in the 4-d phase space of (2.12) with, for simplicity,  = 0. Note that
these schematic illustrations show the slow segments in (p; u) coordinates and the fast segments in
(v; q) coordinates.
Figure 2. Schematic illustrations of (a) the (v; q) phase space of the fast subsystem, and (b) the
slow vector eld onM for  = 0 showing the location of the curves T
o
, T
d
, `
U
, `
S
, and a hyperbolic
orbit segment ,
C
. Note that the u-coordinates of the saddle S and the upper two intersections
T
o
\ `
U
and T
d
\ `
S
are only O(1) if  = 0.
Figure 3. Schematic illustration of the N = 2 pulse homoclinic orbit of (2.12).
Figure 4. Stationary one-pulse homoclinic orbits observed in numerical simulations of (1.1) at time
t = 1000. In these simulations, a = 1 and b = 0:6, while in (a) 
2
= 0:01 and in (b) 
2
= 0:003.
The concentration U is given by a dashed curve, and the concentration V is denoted by a solid
curve.
Figure 5. A pair of dancing pulses observed in numerical simulations of (1.1) with a = 0:6, b = 0:4,
and 
2
= 0:01: (a) at time t = 250; (b) at time t = 350; (c) at time t = 450; and (d) at time
t = 500, showing that only the left pulse survives as a stable solitary pulse in the asymptotic state.
Figure 6. The dynamic pulse-splitting process at times: (a) t = 2100; (b) t = 2150; (c) t = 2200;
and (d) t = 2400. New pulses are formed on the trailing (inner) edges of the existing two pulses
(near the x values corresponding to the inection points of U) and are sent into the center of the
domain. Here a = 2, b = 0:4, and 
2
= 0:01.
Figure 7. The pulse-pattern observed at t = 20; 000 for a = 2, b = 0:4, and 
2
= 0:01, where 600
moving grid points were used.
Figure 8. Positions of the grid points as functions of time for the moving grid code described in
section 6.1 for the same parameters as used in gure 7. Note that the rst dynamic splitting occurs
earlier than in gure 6 (although a = 2, b = 0:4 and 
2
= 0:01 in both cases): the simulations have
dierent initial conditions (the initial conditions are the same in the rescaled variable ~x).
Figure 9. The log-log plot of the speed with which the outermost pulses travel as a function of 
showing that this speed scales as O(
2
); a and b are kepr xed at a = 2, b = 0:4.
Figure 10. A plot of the solution to (1.1) with parameter a 6= O(1): a = 9, b = 0:4, 
2
= 0:01:
(a) at t = 100, (b) at t = 500, and (c) at t = 1000. As in gure 7 there is a stationary periodic
core, but is has not been created by a pulse-splitting process.
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