Let V be a representation of a nite group G over a eld of characteristic p. If p does not divide the group order, then Molien's formula gives the Hilbert series of the invariant ring. In this paper we nd a replacement of Molien's formula which works in the case that jGj is divisible by p but not by p 2 . We also obtain formulas which give generating functions encoding the decompositions of all symmetric powers of V into indecomposables. Our methods can be applied to determine the depth of the invariant ring without computing any invariants. This leads to a proof of a conjecture of the second author on certain invariants of GL2(p).
There is a straightforward generalization to the case that K has positive characteristic p not dividing the group order. However, Molien's formula fails in the modular case, where p divides jGj. In modular representation theory we can use Brauer characters instead of ordinary characters. Let us call the map which assigns to a modular representation its Brauer character evaluated at a xed p-regular element 2 G a p-regular species. It is easy to evaluate these species at symmetric powers S d (V ) of V . However, p-regular species do not contain enough information to yield the dimension of the invariant subspace. (They can be used to calculate a generating function encoding the multiplicities of a simple module as a composition factor in the symmetric powers, see Mitchell 13 , Proposition 1.2].) Therefore we need to consider other species (ring homomorphisms from the representation ring to C ), which we call p-singular. The evaluation of these species at symmetric powers S d (V ) is quite di cult. In this paper we solve this problem in the case that jGj is divisible by p = char(K) but not by p 2 . This yields expressions which bear some similarity to the quotients 1= det V (1 ? t) in Molien's formula (see Theorem 1.14 on page 9). As in the proof of Molien's formula, we then need linear combinations of the species which yield the dimension of the invariant subspace and thus give an analogue to (0.2). We do more than this by giving averaging operators which assign to a representation U the multiplicity of some ( xed) indecomposable representation as a direct summand of U. Combining these results, we obtain formulas for the Hilbert series of the invariant ring (see Theorem 2.4 on page 17), for generating functions encoding the multiplicities of indecomposables as direct summands of the symmetric powers, and for the Hilbert series of the cohomology modules with coe cients in K V ]. Our formulas are somewhat lengthy to write down, but in terms of computational di culty they are almost as easy to evaluate as Molien's formula. In particular, no computation of any invariants is necessary to nd the Hilbert series. Our formulas were implemented in MAGMA (see Bosma et al. 4] ) by Denis Vogel. This work was very much inspired by the ground-breaking paper of Almkvist and Fossum 1], who obtained complete information about the decomposition of the exterior and symmetric powers of an indecomposable representation of the cyclic group P of order p. In 8] we presented their arguments in a much shorter way and extended their results to arbitrary representations of P H, where H is a nite group of order coprime to p. We will frequently refer to 8] in this paper.
In the rst section we assume that G is a nite group with a normal Sylow p-subgroup of order p. We determine the representation ring of KG and from this the species. Using the theory of lambda-rings and a periodicity property, we nd formulas for the evaluation of the species at the sigma-series (which encode the symmetric powers). Then we construct C -linear combinations of the species which give the multiplicity of an indecomposable summand and the dimension of the invariant subspace. In the second section we drop the assumption that the Sylow p-subgroup be normal. We use a special case of the Green correspondence to transport results from the rst section to the more general case. As a corollary we prove that the degree of the Hilbert series is bounded from above by ? dim(V ). We take an elaborate look at the example G = SL 2 (p) and describe a method for deriving formulas which for a xed n give the Hilbert series of the invariants of SL 2 (p) acting on binary forms of degree n, or, more generally, on a semisimple KG-module. These formulas are for general p. We give some examples (see Example 2.7 on page 19). Finally, we apply our methods to the calculation of the Hilbert series of the cohomology modules H i (G; K V ]). Using results from Kemper 9] , we obtain an easy method to determine the depth of the invariant ring for G with a Sylow p-subgroup of order p. As an application, we prove a conjecture of the second author which states that the invariant ring of GL 2 (p) acting on binary forms of degree at most 3 is always Cohen-Macaulay.
1 Groups with a normal Sylow p-subgroup of order p In this section G denotes a nite group with a normal Sylow p-subgroup P = h i of order p, and K a splitting eld of G with char(K) = p. By the theorem of Schur-Zassenhaus G = P o H with H G of order coprime to p. We x a complement H of P in G. In this article KG denotes the group algebra, and all tensor products are over K. We will develop methods to nd the Hilbert series of the invariant ring for a representation of G over K, along with the generating functions encoding the multiplicities of an indecomposable module in the symmetric powers. In Section 2 we will drop the assumption that P is normal.
The representation ring and species
We rst determine the representation ring of KG and then nd the species. For this purpose it is convenient to label the simple KH-modules by their Brauer characters. More precisely, we choose and x a p-modular system (K 0 ; R; K) with K 0 C (see Curtis We can now list the indecomposable KG-modules and their composition series. Proposition 1.1. The KG-modules V n; := V n V (1 n p; 2 Irr(H)) form a complete set of pairwise non-isomorphic indecomposable KG-modules. V n; is projective if and only if n = p. Moreover, V n; is uniserial with composition factors (from top to bottom) V ; V ; : : : ; V n?1 :
Proof. We rst remark that for any non-zero KG-module V the P-invariants V P form a non-zero submodule. Assume that V n; = U 1 U 2 with U i non-zero. Then V = V P n; = U P 1 + U P 2 ; in contradiction with the simplicity of V . Hence the V n; are indecomposable. In Alperin 2, p. 42] we nd that all indecomposables are uniserial, and there are ep non-isomorphic indecomposables, where e is the number of simple KG-modules. Now for any module V the P-invariants V P form a non-zero submodule, hence S = S P for a simple module S, so S is in fact a KH-module.
Therefore the number e equals the number j Irr(H)j of simple KH-modules, and we conclude that all indecomposables are given by the V n; . The fact that V n; is projective if and only if n = p follows from Alperin 2 The lemma is true for n = 1, so we can assume n > 1. By Proposition 1.1, V := V 2 V n is a direct sum of KG-modules of the form V i; . The restriction of V to P is V n?1 V n+1 for n < p, and V p V p for n = p (see, for example, Hughes and Kemper 8, Lemma 2.2]). On the other hand, V i; restricts to (1) V i , the direct sum of (1) copies of V i . Thus for n < p we have V = V n?1; V n+1; (1.1) with and one-dimensional. For n = p we obtain V = W V p with W a two-dimensional, not necessarily simple KH-module. We rst treat the case n = p. By Proposition 1.1 the Brauer character of V p is 1 + + + p?1 , which is non-zero for all 2 H. Therefore the Brauer characters of W and V 2 coincide, and are equal to 1+ the composition series of V 2 . This yields V = V p; V p for n = p, as claimed.
For n < p, it follows from (1.1) that ( ? 1) n V is the socle of V n+1; , which by Proposition 1.1 is V n . We write v 2 with a 2 K. Thus n?2 = n?1 , and = follows.
We denote the representation ring (or Green ring) of a group S over a eld K by R KS . This is the free Z-module generated by the isomorphism classes of indecomposable KS-modules, with multiplication given by the tensor product (see 8, De nition 1.8] which is zero by Lemma 1.2. Now we see that ?1 lies in the image of the map, hence it is surjective. The result follows by comparing the Z-ranks of R KH X]=(F) and R KG ].
A species of a group S over a eld K is a non-zero ring-homomorphism from the representation ring R KS to C . Comparing this to the composition series of V n; given in Proposition 1.1, we recognize ; ( ) 1 (V n; ) as the Brauer character of V n; evaluated at . Since every p-regular conjugacy class of G has a representative in H, we conclude that the species in the rst class are exactly the species arising from p-regular classes by evaluation of Brauer characters. These \p-regular" species are complemented by the \p-singular" species ; with 2 M 2p n f 1g, whose origin is less obvious. /
Exterior and symmetric powers
In this section we study exterior and symmetric powers of a KG-module, where G is as introduced at the beginning of Section 1. It is convenient to encode these into power series over the representation ring R KG .
De nition 1. De nition 1.9. Let R be a commutative ring with unity and f = Q m i=1 (1 + i t), g = Q n j=1 (1 + j t) polynomials with i ; j 2 R. Then we de ne
The tensor product f g can also be de ned in the case where f and g do not factorize as in De nition 1.9, but we will not need this. In the setting of De nition 1.8, we have and so, by induction on n t (V n+1 ) Proof. This follows from Theorem 1.10 and (1.2). Corollary 1.11 only gives the symmetric powers of degrees less than p. This shortcoming was compensated for by Almkvist and We can now apply the species coe cient-wise to t (V n+1 ). Proposition 1.13. Let ; be a species of G over K as given in Theorem 1.6, and let 0 n < p. . . .
Then we have
Here ; is the species introduced in Theorem 1.6.
Proof. We will prove the theorem without assuming that is an irreducible character. Let G 0 := h ; Pi be the subgroup generated by and P. where S r stands for taking the r-th symmetric power. Thus we may replace G by G 0 , i.e., we assume that H is cyclic. Observe that both sides of the claimed equation, considered as functions f( ) of , satisfy the rule f( 1 + 2 ) = f( 1 ) f( 2 ). Thus we may assume that is irreducible and hence one-dimensional. But then it is elementary to see that
Averaging operators and Hilbert series
In this section we assume the situation introduced at the beginning of Section 1. We also assume that the character given by the conjugation action of H on P has a square root 2 Irr(H) (see page 5). In the previous section we have derived formulas which yield the application of the species on the sigma-series t (V n+1; ). We want to nd expressions giving the Hilbert series of the invariant ring and generating functions encoding the multiplicities of indecomposable summands in the symmetric powers of a KG-module. For this purpose we use weighted averages over the species.
Since there are as many species as there are indecomposable KG-modules (see Remark 1.5) and since they are linearly independent, one can get every Z-linear map R KG ! C as a unique C -linear combination of the species. The map V 7 ! dim(V G ) is such a map. The only question is how one can nd a general expression giving the coe cients of this (and other) linear maps. We remind the reader that M 2p C is the set of (2p)-th roots of unity, and the p-singular species are given as ;
with 2 H and 2 M 2p nf 1g by Theorem 1.6. Moreover, for each 2 G p 0 (the set of elements of order coprime to p) we have a p-regular species ch , which assigns to a KG-module V the Brauer character of V evaluated at . The p-regular species can also be described as 
Proof. It is straightforward to verify Equation (1.6) for n < p by using Lemma 1.3 and character theory (see Proposition 3.2 in 8]). To prove Equation (1.6) for n = p, we claim that We rst check that this would lead to Equation (1.6) for n = p. By orthogonality relations (see Feit 7 , Lemma 3.3]) we have U (V p; ) = ; . Since ; (V p; ) = 0 for 2 M 2p n f 1g, Equation (1.8) leads to T p; (V p; ) = U (V p; ) = ; : On the other hand, for k < p, (1.8) and Equation (1.6) for n < p yield T p; (V k; ) = U (V k; ) ? U (V k; ) = 0:
Thus we are done if we can prove (1.8) We can now evaluate P p?1 n=1 P 2Irr(H) U (V n; )T n; and obtain (1.9). This completes the proof of Equation (1.6).
To prove Equation (1.7), observe that by Proposition 1.1 we have dim(V G n; ) = ; ?2(n?1 2 Groups with a Sylow p-subgroup of order p
In this section we suppose that G is a nite group with a Sylow p-subgroup P of order p, but we do not assume that P is normal in G. Moreover, K is a splitting eld of G with char(K) = p. Let N := N G (P ) be the normalizer of P in G, and let H be a complement of P in N, so N = P o H.
As on page 5, if necessary we choose an extension e N ! N whose kernel is of order at most 2, such that the Brauer character given by the conjugation action of H on P has a square root . We write e H for the preimage of H in e N. Then e N = P o e H and 2 Irr( e H). Since P is a trivial intersection subgroup, Theorem 1 on page 71 of Alperin 2] gives a bijective correspondence between the non-projective indecomposable KG-modules and the non-projective indecomposable KN-modules. This correspondence is a special case of the Green correspondence, and it is given as follows. To a non-projective indecomposable KG-module V we associate the non-projective indecomposable KN-module U with V N = U (projective); where V N is the restriction. On the other hand, to a non-projective indecomposable KN-module U we associate the non-projective indecomposable KG-module V with U "G = V (projective); where U "G is the induced module. It is shown in 2, p. 71] that V N and U "G have decompositions of the above forms. In addition, we have the p-regular species ch given by evaluating the Brauer character of a KG-module at a p-regular element 2 G p 0. The ch give as many p-regular species as there are projective indecomposables. Since all ; vanish on the projective modules and by Feit 7, Lemma 3.3] none of the p-regular species do, we conclude by counting and Remark 1.5 that we have described all species of G over K. We say that the ; are p-singular species. We can give the evaluation of the species on the sigma-series (see De nition 1.8) of a KG-module.
Species and decomposition series
Proposition 2.1. Let V be a nite-dimensional KG-module.
(a) Suppose that the restriction V N to N has the decomposition V N = V n1; 1 V n k ; k into indecomposables (see Proposition 1.1). Then for 2 e H and 2 M 2p n f 1g we have ; ( t (V )) = ; ( t (V n1; 1 )) ; ( t (V n k ; k )) ; where ; ( t (V ni; i )) are given by Theorem 1.14.
(b) Let 2 G p 0 be a p-regular element, and let 1 ; : : : ; n 2 C be liftings of the eigenvalues of acting on V (with respect to the p-modular system (K 0 ; R; K)). Then ch ( t (V )) = 1
(1 ? 1 t) (1 ? n t) :
Proof. Since S r (V ) N = S r (V N ), we have ; ( t (V )) = ; ( t (V N )), so part (a) follows from (1.4).
For the proof of (b) we may assume that G = h i and V is indecomposable (see the proof of Theorem 1.14). But then dim(V ) = 1 and (b) is clear. We can also give averaging operators as in Proposition 1.15, but in a less explicit form. For a non-projective indecomposable KN-module U, denote its Green-correspondent by (U), so U "G = (U) (projective). Thus the non-projective indecomposable KG-modules are precisely the (V n; ) with 1 n p and 2 Irr(H). On the other hand, the projective indecomposable KG-modules are determined by their socles, which are simple (see Alperin 2, p. 41]). We denote the projective indecomposable KG-module whose socle has the irreducible Brauer character ' by V ' . In Propositions 2.2 and 2.3 we extend Proposition 1.15 to G.
Proof of Proposition 2.2. If V is projective, then V N is also projective, so ; (V ) = ; (V N ) = 0. This yields the second formula. It also follows that T n; ( (V k; )) = T n; V "G k; = T n; (V "G k; ) N ; where the last T n; denotes the operator de ned in Proposition 1.15. By Green-correspondence (V "G k; ) N = V k; (projective), hence T n; (( (V k; )) = T n; (V k; ) = n;k ; by Proposition 1.15. This yields the rst formula.
For 2 IBr K (G) we have U ' (V ) = '; by orthogonality relations (see Feit 7, Lemma 3.3] ).
Since T n; (V ) = 0, this implies the fourth formula. Finally, T ' ( (V n; )) = U ' ( (V n; )) ? U ' ( (V n; )) = 0:
By putting Propositions 2.1 and 2.2 together, we obtain formulas for the decomposition series H U (K V ]; t).
The Hilbert series
We have an easier game if we want to compute the Hilbert series of the invariant ring instead of the decomposition series. Indeed, by Frobenius reciprocity (see Benson 3 , Proposition 3.
(see before Equation (1.12)). This means that we do not need any information on how V "G n; decomposes into (V n; ) and a projective module. Moreover, for the projective indecomposable KG-modules V ' we have dim(V G ' ) = 1;' ; since V ' has a simple socle with Brauer character '. Here G p 0 is the set of p-regular elements in G, M 2p C is the set of (2p)-th roots of unity, and the species ch and ; were introduced at the beginning of Section 2. Then by orthogonality relations (see Feit 7 , Lemma 3.3]) we have U(V ' ) = 1;' , and so if V is projective then U(V ) = dim(V G ). Since the ; vanish on projective modules, it follows that T(V ' ) = 1;' = dim(V G ' ):
Let T n; be the operators from Proposition 2.2 (1 n < p, 2 Irr(H)), and set
Then for a non-projective indecomposable KG-module (V n; ) we have by Proposition 2.2 and (2.2) T 0 ( (V n; )) = ; ?(n?1) = dim(V "G n; ) G : (2 In this section we consider the action of G := SL 2 (p) on a semisimple KG-module, where char(K) = p. As a Sylow p-subgroup P of G we can take the set of all upper unipotent matrices, and then the where we write (x mod m) for the smallest non-negative integer y with x y mod m. (2.14) is correct for r = 0. For r > 0, ((lr ? 1) mod m) = (lr mod m) ? 1, and (2.14) is equivalent with ?r < (nlr mod (nm)) nm ? r. But this is true since nlr ?r mod m.
Notice that the numbers d and l in Proposition 2.6 depend on the congruence class of n modulo m. Using partial fraction decomposition and Proposition 2.6, we can perform the summations over !. To evaluate (2.7) we can then do a partial fraction decomposition with the resulting rational function in t and as a function of and then apply Proposition 2.6 again to evaluate the summation over . This gives a method which allows us to evaluate K V ] G for given values of n 1 ; : : : ; n k , but symbolically for general p. The result is a rational function H x in the symbols p, t and t p for each congruence class x of p modulo some integer m. The second author has implemented this method in MAGMA. Example 2.7. We give the Hilbert series for the invariant ring of G = SL 2 (p) for a few examples of semisimple modules. The calculations were done with the MAGMA program mentioned above.
(a) For V = U, the natural module, we obtain For n = p, V p; is projective and therefore has no positive cohomology, so we only have to take the \easy" decomposition series for n < p into account. Since N = P o H and p -jHj, it is well known that H i (N; V n; ) = H i (P; V n; ) H (see Benson 3, Corollary 3.6 .19]). Moreover, since P is cyclic, H i (P; V n; ) is isomorphic to the socle or the top of V n; for i even or odd, respectively. The action of H on H i (P; V n; ) was explicitly determined by Kemper 9 We nish by giving a brief summary of what is known to date about invariant rings of groups whose order is not divisible by p 2 . Let G be a nite group, K a eld of characteristic p, and V an n-dimensional KG-module. Assume that jGj is not divisible by p We have a method to calculate the Hilbert series and the depth of K V ] G without computing any invariants (this article).
