Abstract. The 2D Fourier Descriptor is an elegant and powerful technique for 2D shape analysis. This paper intends to extend such technique to 3D. Though conceptually natural, such an extension is not trivial in that two critical problems, the spherical parametrization and invariants construction, must be solved. By using a newly developed surface parametrization method-the discrete conformal mapping (DCM)-we propose a 3D Fourier Descriptor (3D-FD) for representing and recognizing arbitrarily-complex genus-zero mesh objects. A new DCM algorithm is suggested which solves the first problem efficiently. We also derive a method to construct a truly complete set of Spherical Harmonic invariants. The 3D-FD descriptors have been tested on different complex mesh objects. Experiment results for shape representation are satisfactory.
Introduction
3D object recognition is one central task of computer vision research. A good shape representation scheme is at the heart of a practical shape recognition system. This paper aims at developing a new 3D shape representation and recognition method for general mesh objects. Our method is based on Fourier Shape Analysis. Specifically, We intend to extend the well-known and powerful 2D Fourier descriptor technique to 3D Fourier Descriptors (3D-FD).
Although it is conceptually straightforward, in practice such an extension is non-trivial. The main challenges arise from two tasks: (1) spherical parametrization; and (2) invariant computation. In 2D-FD processing, the 2D shape (contour) is mapped onto a unit circle, by using an arc-length parametrization. This is followed by the Fourier analysis on this circle. Analogously, in 3D the object (surface) should be first mapped onto a unit sphere, then followed by a Fourier analysis on the sphere. Fourier analysis on a sphere is not a difficult task; Spherical Harmonic analysis (SH) is such a technique ( [6] ) and had been introduced to computer vision for 3D representation decades ago. The real difficulty comes from surface parametrization. Unlike in 2D where arc-length is a natural parametrization, there is no natural way of doing surface parametrization for a general 3D surface, even though it does have a spherical-topology. Some conventional spherical parameterizations techniques exist, but seldom do they provide satisfactory results (as will be explained later).
To attack these difficulties, we propose a new method of discrete conformal mapping (DCM) in conjunction with the invariant Spherical Harmonics (SH). As will be shown in this paper, the method performs excellently in providing shape descriptors that can be used to represent 3D meshes in a set of coefficients. In principle, these descriptors are complete, therefore they can be used to reconstruct the original surface.
After the DCM mapping, we apply the spherical harmonics (SH) expansion to derive a complete and invariant shape representation. We recognize that both the invariance (w.r.t. irrelevant transformations) and the completeness are equally important issues for a good shape representation. By completeness we mean that the representation contains sufficient information for reconstructing the original shape (up to some non-essential transformations). Most existing SH-invariants methods, however, have overlooked the completeness issue. As a result, conventional SH invariants often leads to significant information loss. We propose a new method to construct truly complete SH invariants, basing on a recent paper of SH computation [10] . By this method the SH coefficients are made invariant to irrelevant transformations, as well as retaining the completeness strictly.
So far we have conducted experiments on a small set of meshes of complex geometries and different classes. But results already show that the obtained descriptors are invariant to rotation/translation/scale, and robust to different tessellation, triangulation and resolution, and noise. In addition, they preserve the geometric information of the original shape.
Previous Work
Spherical parametrization. Because the Spherical Harmonics are defined on spherical domain, it is thereby important to find an appropriate spherical parametrization for a 3D surface.
Most conventional methods often choose a naive parametrization method (for example use center-emitted rays to intersect the object surface), they therefore can only handle convex objects or star-like objects [1] . Horn's EGI (and its many extensions) is a well-known and nice method for shape description [2] [3] . It is based on the theory of Gauss map, hence has a solid theoretical ground. But, in general the Gauss map is not one-to-one for a concave object, therefore its many useful properties are enjoyed by convex objects only. Recent attempts at spherical parametrization of complex (e.g., concave, non-star-like, convolved, folded) 3D objects provide many other interesting approaches. A popular scheme is to gradually deform a surface until it maps onto the sphere (or conversely deform a sphere to the surface). Herbert et al's SAI [2] , and Sijbers et al's 3D-Fourier [4] are examples of the kind. A shortcoming with them is the hardness to analyze the results, due to their heuristic nature. Brechbuhler et al proposed an interesting method based on solving a heat conduction equation inside the 3D object volume [9] . However, the computation burden is very heavy and the final result depends on some user specified landmark positions.
New Spherical Parametrization
Mathematical backgrounds. We base our method on Discrete Conformal mapping. Suppose M 1 and M 2 are two regular surfaces. A bijective differentiable mapping f : M 1 → M 2 between the two surfaces is said to be conformal if it leaves the angle between curves on the surface invariant. A mapping between two surfaces is a conformal mapping if and only if it re-scales the first fundamental forms everywhere.
According to the celebrated Riemann Mapping Theorem, there always exists a conformal mapping between any two genus-zero surfaces. In particular, there exists a conformal mapping from any genus-0 surface to the unit sphere S 2 -a spherical parametrization of the surface.
However, such a conformal mapping is not unique since two such maps may differ by a further conformal mapping of S 2 to itself. The set of such mappings form S 2 to S 2 forms a 6-dimensional Lie group, the Möbius group, as will be explained now.
We identify the 2-dimensional sphere S 2 with the one-point-compactified complex plane l C ∪ {∞} via the stereographic mapping ϕ(x, y, z) Another way of thinking of this is to identify l C ∪ {∞} with the one-dimensional complex projective plane P l C 1 . Points in P l C 1 are represented by complex 2-vectors. The space P l C 1 has the topology of a real 2-sphere S 2 , and the stereographic mapping ϕ : (x, y, z) → (x + iy, 1 − z) provides the homeomorphism between these spaces. The Möbius transforms acting on P l C 1 are simply the group of projective transforms, represented by non-singular 2 × 2 complex matrices.
Harmonic mapping. In practice, the conformal mapping is often approximated by a harmonic mapping, denoted by f . Namely, it satisfies the following harmonic (Laplace) equation: f = div grad f = 0. For three-dimensional genus-0 surfaces, these two mappings are essentially the same. Therefore, the problem of finding a spherical conformal parametrization is reduced to a Laplaceon-Manifold problem, where the target manifold is the unit sphere S 2 . Usually this is implemented by minimizing the following harmonic energy function (
The overall procedure is thus: first find a spherical homeomorphic initialization for the given shape, then iteratively modify this initial mapping by minimizing the above energy function, till it converges to a conformal mapping. The later stage is known as diffusion.
Step-1: Initialization. We start from a triangulated closed mesh object homeomorphic to a sphere. The minimization of the harmonic energy is based on an iterative updating procedure. It thus requires a good initialization which serves as the starting point for the iteration. This initialization should be an approximation of the final conformal mapping.
Based on the fact that the connectivity (adjacency) graph of any genus-0 3D object is always a 2D planar graph, we propose a simple method for spherical initialization. Since our diffusion algorithm (described in the next subsection) has a relatively large convergence neighborhood, we do not require the initial mapping to be very close to the final result, as long as it is a homeomorphism. Our initialization procedure is: first choose an arbitrary surface triangle as the boundary, then apply a straight-line planar graph embedding to the graph, followed by an inverse stereographic mapping to get the initial spherical mapping.
Step-2: Diffusion. Having a homeomorphic spherical embedding as the initialization, the next step is to diffuse it to a conformal mapping. We accomplish this by solving a diffusion equation on the unit sphere, namely the Laplace-Beltrami equation: S 2 f = div S 2 grad S 2 f = 0. Note that the Laplacian is defined here in terms of the local geometry of the target manifold. We have found that creating a chart using the exponential map (or inversely, the logarithm map) gives significantly better results in terms of convergence, and independence of the initial function. The exp-map on a manifold intuitively corresponds to expanding geodesic curves to the tangent plane. Using the exponential map, all mesh vertices are mapped one-to-one onto a single chart. The actual computation of such exp-map on the sphere is also very simple, thanks to the Rodrigues' formula of matrix exponential [16] .
Step-3: Möbius Normalization. After previous steps, a conformal mapping f from the surface M 1 to S 2 is obtained. However, this mapping is not unique, since it may be followed by another arbitrary conformal mapping of the sphere to itself. As seen in section 3 such a conformal mapping may be represented by a Möbius transform. Thus, there exists a 6-parameter family of such mappings. In the current section, we focus on normalizing the mapping from M 1 to S 2 so that the remaining ambiguity consists only of 3D rotations of the sphere, a 3-parameter family.
A nested-iteration algorithm is suggested for simultaneous diffusion and normalization [19] . However, this is computationally expensive, especially for large scale meshes. A simplified version by centering the mesh barycenter is thus further proposed, but it is still inefficient and sometimes produces degenerate solution as pointed out by Gotsman [21] . Gotsman suggests using anchor points to solve it, but this would depend on particular choice of the anchors.
We propose a new method here, which accomplishes the Möbius normalization task very efficiently, only at the expense of negligible computation. This is done by a process that balances the surface area (or "weight") distribution on the sphere by a Möbius factorization. Unlike [19] [12], we carry out this normalization step after the diffusion process, rather than simultaneously. This leads to a significant improvement in efficiency.
Consider a surface element dA located at a point x on M 1 . For the purpose of gaining an intuitive understanding of our method, we assume that this surface element has a "weight" proportional to area, and so the surface element may be thought of as having weight dA. Now, the mapping f maps this to an element of weight dA at point f (x) on the sphere S 2 . The centre of gravity of the surface mapped on to S 2 is given by M1 f (x)dA. What we really want is to adjust the mapping f so that this centre-of-gravity is at the origin (centre-of-the-sphere).
If f 0 is an initial conformal mapping to S 2 , then the most general conformal mapping f :
where m is a Möbius transform. We want to find a Möbius transform m such that
This could be done by searching over the 6-parameter family of all Möbius transforms. Note, however that applying a rotation to S 2 results in a rotation of the centre of gravity M1 f (x)dA, and hence does not change the truth or falsehood of the condition (1). Rotations form a subgroup of the Möbius transforms of the sphere, and in seeking to enforce (1) we may factor out the rotations, thus reducing the search to a 3-parameter search.
Formally, it is verified that rotations of S 2 correspond precisely to those
Möbius transforms represented by matrices of the form Q = q 1 q 2 −q 2 q 1 . An arbitrary Möbius transform can be factored as
where k ∈ IR and z t ∈ l C. Thus, in enforcing (1), we may ignore the left-hand rotation matrix Q, and constrain our search to Möbius transforms of the form given by the right-hand matrix above. Such a transformation is of the type z → kz + z t , which represents a scaling, followed by a complex translation (by z t ) in the complex plane. Transformations of this type form a 3-parameter family.
The above discussion was derived in terms of continuous surfaces. In the case of a triangulated surface M 1 , we may consider just the vertices v i of the mesh, and to each one assign a weight equal to the area of the corresponding region in a dual tessellation. We then seek the solution to i w i ϕ −1 •m•ϕ•f 0 (v i ) = 0 over all Möbius transforms of the form m(z) = kz + z t . At first sight, this equation is nonlinear. By some very simple algebras, however, one can reduce it to an equivalent linear system, for which a least square technique suffices.
Once this is solved, applying the corresponding spherical affine transformation R to the diffused result will give us a unique solution up to rotation. As a matter of example, for the Stanford "bunny" mesh one of our experiments obtained the following affine factor: R = 0.21491 −0.00932 + 0.00583i 0.00000 1.00000 , whose effect (as can be directly ascertained) is approximately re-scaling in the radial direction.
The Complete SH Invariants
Any bounded L 2 continuous function (real or complex) g(θ, ϕ) defined on a sphere can always be decomposed into a finite set of SH coefficients C m , where |m| ≤ , = 0, 1, 2, 3, . . . max , is called the degree (or frequency) of the SH expansion. The SH expansion has been employed in many different areas. Its definition and fast computation can be found elsewhere. In this paper we mainly address the issue of how to construct complete SH invariants in the context of 3D shape representation. As its 2D counterpart, 3D SH also has the nice property that the coefficients can be made invariant with respect to translation, rotation, and scale change. We are most interested in the rotational invariance, because others can be easily eliminated by a trivial pre-alignment operation, whereas eliminating the rotation is not so easy. The PCA-pre-alignment technique [1] , though was popularly adopted, proves to be neither accurate nor stable for noisy shapes or shapes with high-order symmetries.
Many authors suggest the use of the following Energy SH-Invariants (EIs) [6] [7] :EI( ) = |m|≤ ||C m || 2 , which is based on the fact that the squared magnitude of the SH coefficients at every frequency is independent of rotation. This method has drawbacks:
1. These invariants are not complete. This results in difficulty in discriminating shapes. For example, distinct shapes may have the same descriptors, and similar shapes may not be distinguishable. Moreover, it may not be possible to reconstruct the original shape from the invariants. 2. There is not only information loss but serious computation waste. For SH coefficients up to degree max , there should be (( max + 1) 2 ) independent complex invariants. However, only ( max + 1) real energy invariants are obtained by the conventional method.
Our complete SH invariants. We provide a method of constructing a complete set of SH invariants. Completeness implies that the shape descriptors suffer no ambiguity in shape classification and recognition. We make use of a recent algorithm of estimating orientation from SHs [10] . The principle is the fact that SH coefficients at every frequency , ≥ 1, form an irreducible representation of the SO(3) group. In other words, when a rotation is applied to the original function, the resulting SH coefficients will transform among themselves in exactly the same way. Specifically, if we apply a rotation denoted by the Euler angles (α, β, γ), we get new C m from the original C m defined by:
where the two P (·) are the associated Legendre polynomials. Specifying some of the SH coefficients with some canonical values, we can estimate a canonical rotation R(α , β , γ ) by which the SH coefficients are transformed into complete rotation invariants. For instance, when = 2, we can use the following canonical values [11] :
We use = 2, 3, 4, 5 in a least square fashion in our experiments for robust rotation-estimation. The subspace = 1 is discarded as it is equivalent to the PCA-pre-alignment. An intuitive explanation for cases when ≥ 2 is to use the SH basis shapes to fit the original shape.
Theoretically, this method of invariants construction is not entirely satisfactory, because it relies on the identification of a canonical rotation and we suspect that this may lead to a 2-fold ambiguity. Nevertheless, it has given good results in experiments. We continue to look for better ways of defining rotationally invariants SH coefficients.
Shape functions in use. Now that we know how to compute a set of rotationinvariant SH coefficients of shape functions, we need to specify which function to use. One choice is the density, or area ratio function on S 2 induced by the conformal mapping f : M 1 → S 2 . Let T be a facet in the dual mesh of M 1 , corresponding to a vertex v of the triangulation, and let f (T ) be the corresponding facet on S 2 . We define a function g on S 2 facet by facet on the mesh. The value assigned to each point of a facet f (T ) is equal to the area ratio Area(T )/Area(f (T )). Note that this is essentially independent of the triangulation of the surface M 1 . For computational purposes, a delta-function of weight Area(T ) placed at f (v) may be used instead.
In the future we will pursue a more ambitious target as follows. It seems that specifying both the density-ratio and mean-curvature functions on the sphere provides redundant information for a global genus-0 closed surface. We are not aware, however, how to specify a minimal amount of information to determine the surface. We think it is an interesting inverse problem, where we argue that a regularization approach might help. Some preliminary reconstruction results can be found in [18] .
Experiments and Results
We have tested our algorithm on 26 genus-0 meshes of different classes, and some have very complex geometries. The full program was implemented in C++, and ran on an Intel-P4 2.4Ghz PC with win-XP OS. All the 26 meshes converge quickly. The code was not meant to be runtime optimal. Both the planar graph drawing and the SH expansion have fast algorithms [15] [10], our main concern is thereby the time for the diffusion and normalization. For the wolf meshes of 308 facets, the diffusion and normalization cost 18.2 seconds. While the computations of the horse-2k and rabbit-2k meshes, each has 2k facets, cost about 106s and Fig. 1 . This figure show some mesh objects, their corresponding energy-invariants (row-2) and our 3D-FD shape descriptors (row-3, magnitude part only). For better illustration, we only depict the first 36 coefficients. The actual number is about 200. 87s resp (average in 10 trials). We also implemented the nested-iteration method for simultaneous diffusion and normalization ( [19] ), but got no convergence after 20 minutes running. We have verified that the results of our spherical conformal mappings are indeed unique up to rotation, by applying the algorithm to other randomly rotated versions of the same object.
The current shape support function used in experiments is a complex-valued function with the real and imaginary parts given by the radius and area-ratios resp. Figure 1 gives some resultant SH invariants. The first row gives the original meshes. The second row shows the obtained EI invariants up to degree 15. The bottom row shows our complete invariant shape descriptors (magnitude part only). Pay attention to the similarity between alike shapes and the difference between unalike ones. Both descriptors capture the shape geometry, while ours retains more information due to its completeness nature.
We tested the robustness of our algorithm to different triangulations, resolution and noise. We did this through first perform both subdivision-based refinement and edge-collapse-based simplification to the original meshes, in order to alter the resolution and tessellation, then introduce isotropic Gaussian noise to the coordinates. Apply our algorithm to the obtained meshes, the newly obtained 3D-FD descriptors are shown very stable, which indicates that both the parametrization process and the invariant computation procedures are robust. Figure 2 gives results on the horse and "bunny" meshes. Note that even the phase parts of the new descriptors are rather consistence. Table-1 gives the Euclidean distance matrix for classifying several objects. Table 1 . Euclidean distance matrix.
Conclusions and Future Work
The method of using Spherical Harmonics applied to a new conformal spherical parametrization, proposed in this paper seems to work well in discriminating mesh objects of different shape, while being invariant to rotation, robust to triangulation and noise in the model description.
We have not yet fully demonstrated the procedure of reconstructing from the SH invariants to the original shape. Nevertheless, the proposed new algorithm already provide practical improvements over existing methods, and already shows good results. All these have added to the confidence of applying the DCM to various vision problems. Of course, much more work is yet to be done for better demonstrating our method, and for many real-world applications (e.g, medical anatomic shape comparison, 3D model indexing/retrieval). Another fascinating and challenging problem is to represent shape using minimal amount of information. This can find many applications in geometric compression, and will be a priority in our future work in this area.
