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Amixed subgrid scheme for scalars and momentum fluxes in
cloud-resolving models which includes an extra subgrid ver-
tical flux, referred to as “the Leonard term”, that accounts for
the tilting of horizontal flux into the vertical by horizontal
gradients in vertical velocity was proposed by Moeng. Here
we describe the implementation of the Leonard term in the
current subgrid mixing scheme used in kilometre-scale ver-
sions of the Met Office’s Unified Model. We present results
that show that including this extra term in the Met Office’s
1.5kmgrid lengthUKmodel reduces thedomain-averagepre-
cipitation by reducing the number of grid points with rainfall
rates greater than 4mmhr−1, which are over-represented by
the model. Increasing the magnitude of the Leonard terms
furtherdecreases theoccurrenceof theheaviest rainfall rates.
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2 HANLEY ET AL.
1 | INTRODUCTION
Convective storms, and their associated hazards (flash floods, hail, lightning and severe winds), present an important
forecasting problem in the UK. Such events can have wide-ranging impacts on livelihoods and infrastructure, so the
timing and location of convective storms, as well as their evolution, are important to forecast accurately. The introduc-
tion of kilometre-scale numerical weather prediction (NWP)models for limited-area, short-rangeweather forecasting
by many operational forecast centres, including the Met Office, has provided a step-change in predicting convection
(Clark et al., 2016). In thesemodels convection is represented explicitly rather than by a convection parameterisation.
A number of studies (Lean et al., 2008; Kain et al., 2008; Weisman et al., 2008; Schwartz et al., 2009; Kendon et al.,
2012; Nguyen et al., 2017) have shown that kilometre-scalemodels currently yield qualitativelymore realistic precipi-
tation fields and are quantitatively more skilful than lower resolution simulations with current convection parameter-
isation schemes. However, a grid length of order 1 km is still not sufficient to fully resolve the individual convective
elements (e.g. Bryan et al., 2003) leading to convection still being under resolved (hence suchmodels are referred to as
“convection-permitting” rather than “convection-resolving”). This leads to significant shortcomings in the nature of the
convective clouds simulated at these resolutions. For example, convective initiation in theMetOffice’s current 1.5 km
grid length UKmodel tends to lag observations and the convective cells tend to be too large and too circular, with too
much heavy rain and not enough light rain (e.g.McBeath et al., 2013; Hanley et al., 2015; Stein et al., 2015), illustrating
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HANLEY ET AL. 3
A fundamental problemwith kilometre-scale models is that the storms are under-resolved. Although not yet fea-
sible operationally, one approach is to run models at higher resolution. At the Met Office, models with grid lengths
down to 100m have been run for UK and US convection. The benefits of this for convection include improvements
in the onset time of precipitation, a more realistic distribution of rainfall rates and better organisation of individual
convective cells into larger complexes such as supercells (Hanley et al., 2015; Hanley et al., 2016). Another approach
is to implement a grey-zone convection scheme. Currently at the Met Office a number of major changes to the Uni-
fiedModel (UM) convection parameterisation are being developed, that will allow it to be implemented at convection
permitting resolutions. The currentUMconvection scheme (as implemented in theGlobal Atmosphere version 6.1 sci-
ence configuration: Walters et al., 2017) is not appropriate for representing the smaller, unresolved updrafts in these
models because it is designed to represent an equilibrium state including the whole spectrum of cumulus updrafts.
Since that includes the deep convective stormswhich are resolvable by convection-permittingmodels, it degrades the
performance if used in convection-permittingmodels. To address these issues the new convection schemewill be both
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4 HANLEY ET AL.
Moeng et al. (2010) propose an extension to the Smagorinsky-Lilly subgrid turbulence scheme, adding a contribu-
tion to turbulent fluxes from near-grid-scale unresolved fluxes related to horizontal gradients in vertical velocity and
the transported scalars; the so-called Leonard termfluxes. It is shown in this paper (Sec. 2) that termswith very similar
form arise by including the tilting of fluxes that is generally neglected from turbulent flux budgets. This term clearly
could be important in regimeswhere horizontal gradients become important, i.e. in convection permittingmodels, but
the impact needs to be assessed in real cases.
A recent studybyVerrelle et al. (2017) implemented theLeonard termfluxes in theMeso-NHmodel at grid lengths
of 2, 1 and 0.5 km. They refer to this as an H -gradient approach as it uses horizontal gradients as opposed to the
traditional K -gradient approach used in conventional subgrid mixing schemes (i.e. Smagorinsky-Lilly or TKE schemes).
They only applied the Leonard term to vertical thermodynamic fluxes above the PBL (assuming a height of 1 km), with
theK -gradientTKE formulation remaining for other dynamicalfluxes and for vertical thermodynamicfluxeswithin the
PBL. They performed idealised simulations and compared the thermodynamic fluxes from the kilometre-scale Meso-
NH simulations with reference vertical profiles of a single cumulonimbus cloud derived from Large Eddy Simulations
(LES) at 200m grid length. Verrelle et al. (2017) conclude that a value of KL = 3 or 4 provides the best fit with the LES
profiles but highlight the need to evaluate this approach on real cases of deep convection.
In this paper we describe the implementation of the contribution to the vertical flux from the Leonard terms in
the Met Office’s Unified Model (MetUM) and show their impact on real cases of deep and shallow convection over
the UK. Unlike Verrelle et al. (2017), who only applied the new scheme to thermodynamic fluxes above the PBL, here
fluxes are calculated both within and above the PBL for: zonal wind u ; meridional wind v ; vertical windw ; liquid water
potential temperature θl 1; and total water content qw . The reason for including the momentum fluxes here, was to
be consistent with the variables already modified by the existing UM Smagorinsky scheme, however their impact on
the model precipitation rates is small (not shown). Moeng et al. (2010) also propose horizontal flux terms which have
not currently been implemented in the UM. The paper is organised as follows: Section 2 describes the background to
the Leonard terms and the tilting terms; Section 3.1 provides an overview of the UM and the experimental setup used
here; Section 3.2 describes a description of how the Leonard terms have been implemented in the UM; results are
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HANLEY ET AL. 5
presented in Section 4 firstly for two case studies and secondly for a longer period of onemonth; and finally discussion
and conclusions are presented in Section 5.
2 | THE LEONARDANDTILTINGCONTRIBUTIONS TOTURBULENT FLUXES
NWP models need to represent the subgrid-scale mixing and transport of heat and moisture that is unable to be re-
solved on the model grid. Planetary boundary-layer (PBL) schemes are 1D because they are based on the assumption
that ensemble-averaging has been applied to a horizontally homogeneous, statistically stationary flow. Thus, horizon-
tal gradients and hence horizontal flux divergences are zero. Vertical fluxes may be represented through gradient
diffusion, but, especially in convective boundary-layers, counter-gradient term are also often used (and, arguably, are
essential in a pure gradient-diffusion formulation (e.g. Gassmann and Herzog, 2015)). With grid lengths of the order
10 km it is reasonable to suggest that subgrid mixing and transport is best represented by both a convection scheme
and a 1D PBL scheme, although several studies (Pearson et al., 2013; Holloway et al., 2013) have shown that some
aspects of behaviour such as large-scale convective organisation, are better represented at grid lengths of 12 kmwhen
convection is explicit rather than parameterised.
At very high resolution (in practice better than 100 m grid length) the objective is to represent the large, energy
containing eddies explicitly i.e. performa large-eddy simulation (LES). One of themostwidely used turbulence-closure
models for LES is the Smagorinsky-Lilly-typefirst-order-closure schemebasedonSmagorinsky (1963); this is based on
a notional space/time filtering of the equations of motion and assumes local isotropy and steady-state in the subfilter
fluxes. Such a scheme is threedimensional and isotropic. It represents subfilter scalarfluxes throughgradient diffusion
andmomentum fluxes via an eddy viscosity. Note that Smagorinsky first introduced the scheme for use in larger scale
models in two horizontal dimensions, and many NWP and climate models use horizontal Smagorinsky in this context;
this should be considered and entirely separate application.
Other schemes exist for use at LES resolutions; most simply the local steady state assumption may be relaxed
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6 HANLEY ET AL.
but the fundamental assumption is based on gradient diffusion. (Note also thatmany ‘TKE-based’ schemes are 1DPBL
schemes, not designed for LES use.)
At grid lengths of order 1 km, the turbulence and convective transport is partially resolved so that a conventional
convection scheme is no longer appropriate and a traditional 1D PBL scheme starts to break down as the horizontal
grid length approaches the depth of the PBL. This regimewas termed the “terra incognita” byWyngaard (2004) (W04
hereafter) or “grey-zone” of turbulence and it has been studied by several authors (e.g. Craig and Dörnbrack, 2008;
Parodi and Tanelli, 2010; Honnert et al., 2011; Beare, 2013). Designing schemes to address this regime is a consider-
able challenge. In practice, the pragmatic approach has been taken of using either a 1D PBL or Smagorinsky-Lilly LES
scheme despite their inappropriateness. Within the Met Office’s UM (MetUM), a scheme has been introduced that
‘blends’ between the Smagorinsky scheme and the 1D PBL scheme.
Very high resolution versions of theMetOffice’sUMuse a Smagorinsky-Lilly-type scheme (Halliwell, 2007)where
the subfilter fluxes of momentum, τ , and conserved scalars χ , are parametrized as:
τi j ≡
[
ũi ũ j − ũiu j −
1
3




















δi j , (2)
ui represents the i th component of the velocities, τi j is the kinematic deviatoric stress and Einstein’s summation con-
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HANLEY ET AL. 7
rather than filtering applied to real data. As noted by Gassmann and Herzog (2015), the issues surround the precise
thermodynamic variables to diffuse; in theMetUM the liquid-water potential temperature and sum of vapour and liq-
uid aremixed in the vertical and the primarymodel variables, dry virtual potential temperature and separatemoisture
species are mixed horizontally. It is recognized that this mixture is not ideal but it is convenient for reasons of code
design and the inconsistencies introduced are negligible. In practice the last term in Si j , which removes the trace (i.e.
the divergence of the flow), has not been included in operational code, and velocity components have been treated
through simple diffusion, as these terms are close to zero even in a compressible model and including them merely
adds computational cost while not significantly changing results. In the classical Smagorinsky-Lilly approach the eddy
viscosity coefficient, νm , is defined as:
νm = (cs∆)2 S = λ20 S , (3)
where S2 ≡ 12 Si j Si j . Here cs is an empirically determined constant, ∆ is the maximum horizontal grid length, λ0 is the
mixing length and we have implicitly used the Einstein summation convention for tensors. In the UM implementation,
two extensions are made to the classical approach, reducing themixing length close to the surface andmodifying it to
take into account the dynamical effects of the local Richardson number (R i ) through a Richardson number dependent
stability functions fm (Ri ) and fh (Ri ), with fm (0) = 0 and fh (0) = P r −1N , with P rN the neutral Prandtl number (after Lilly
(1962)) so that:
νm,h = λ
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Here z is the height above the surface, z0 is the roughness length of the surface and κ = 0.4 is the vonKármán constant.
Mixing is applied isotropically, with the same mixing length, λ0 = cs∆, used in both the horizontal and the vertical
directions. According to Lilly (1962), for isotropic mixing, λ0 should have a dependence on the vertical grid length:
λ0 = cs (∆x∆y∆z )1/3, (6)
and hence depend on height in amodel with a variable vertical grid spacing. Some studies have been performed in the
MetUM for deep convection at 200 m horizontal resolution that suggest that this change has little impact compared
with a fixed length-scale (away from the surface layer) (Halliwell, pers. comm.). However that is beyond the scope of
this study. Hanley et al. (2015) showed that convective cells in the UM are very sensitive to λ0 and by increasing the
mixing length in a smaller grid length simulation it is possible to produce a simulationwith similar stormmorphologies
to those in a larger grid-length simulation.
The Smagorinsky-Lilly subfilter turbulence scheme and the non-local PBL scheme of Lock et al. (2000) scheme are
blended as described in Boutle et al. (2014). TheMetUMPBL scheme also uses a local Richardson number formulation
where the eddy diffusivity,
Kχ = l
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HANLEY ET AL. 9
As both schemes use the same stability function, fχ (Ri ), and the full 3Dwind shear, S , the only difference between Kχ
and the eddy diffusivity used in the subgrid turbulence scheme is themixing length, l . Themixing lengths from the two
schemes are blended using a weighting function,W1D , which tells us how poorly resolved the turbulence is:
lbl end =W1D l + (1 −W1D )λ . (8)
The function used to blend the schemes is based on the turbulent kinetic energy partition given by Honnert et al.
(2011):












where zh is the PBL depth. The Boutle et al. (2014) scheme also contains a non-local component to the turbulent flux,
and this is simply down-weighted byW1D to ensure that it becomes less significant as the turbulence becomes better
resolved. Therefore the full eddy diffusivity is given by
Kχ = max [W1DKNLχ ,Kχ (Ri )] , (10)
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10 HANLEY ET AL.
where F NLχ is the nonlocal flux. Therefore, whenW1D = 1, the scheme of Boutle et al. (2014) is recovered, while with
W1D = 0 the Smagorinsky-type scheme is recovered. The only difference is that diffusion is applied in the horizontal as
well as vertical directions; in practice, as horizontal grid length becomes much larger than the boundary-layer mixing
length, horizontal gradients become small enough that the horizontal mixing is negligible. Blending the two schemes
in this way allows the model to transition from unresolved to resolved turbulence in a plausible way, without the user
having to decide at which grid length to switch from a 1D, nonlocal, to a 3D, local subgrid scheme.
Thus, the full scheme relies on isotropic eddy diffusivities and vicosities. Any anisotropic (primarily vertical) flux
is assumed to be carried by large eddies represented only as coarser resolution is approached by the non-local flux
terms.
The derivation of Smagorinsky-Lilly type subgrid turbulence schemes, such as that used in the UM, are based on
a number of assumptions: they assume steady state between shear and buoyant production and dissipation of turbu-
lent stress and scalar fluxes; they ignore the turbulent transport terms on the assumption that the local gradients are
negligible; and they ignore the tilting production terms. The tilting terms account for the tilting of horizontal flux into
the vertical by horizontal gradients in vertical velocity (and similarly for vertical fluxes being tilted into the horizontal
by gradients in the horizontal winds). Wyngaard (2010) points out that there is no reason to ignore the tilting terms as
there is no reason to suspect they are negligible.
We can derive an evolution equation for the i th component of subfilter flux of scalar c in a Boussinesq fluid, τui c ≡
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HANLEY ET AL. 11
where we have used the Einstein summation convention for suffices, R i k = uiuk − ũi ũk and b is the buoyancy.
The left hand side represents the material rate of change of the flux following the fluid. The first two lines on the
right-hand-side represent divergences offluxes and so are ‘transport’ terms. The third row contains production terms;
from left to right: production through the shearing of the mean scalar gradient, the ‘tilting’ term wherein the flux in
one direction is ‘tilted’ by along-flux gradients of the cross flow, and the buoyant production. The next line contains
production through other sources of scalar c , S c , and themolecular dissipation:











The last line comprises pressure terms.
This is similar to eq. (18) ofW04with the addition ofmolecular viscosity diffusivity terms (which they neglect) and
the buoyant production term. The first pressure term is often considered negligible (e.g. Mellor (1973)) or as another
transport term . The second two terms (which represent the ‘subfilter pressure-scalar gradient correlation’) may form
a source or sink (or both). W04 treats it as sink,−τui c/T . It may bemuch larger than themolecular dissipation rate, but
whatever its magnitude it can be combined with the dissipation rate. Any source contribution is often assumed to be
in constant proportion with the other source terms (leading to additional closure constants, e.g. Nakanishi (2001)); in
particular, the buoyancy-flux component essentially balances the additional buoyant production term in the vertical
Thus, ignoring the transport and scalar flux terms, assuming steady state on an air parcel and replacing the pres-
sure destruction termswith decay terms the equation for scalar flux becomes:
τui c
T
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12 HANLEY ET AL.
as a down-gradient diffusion with tensor rather than scalar diffusivity.
The R i k term can bewritten:
R i k =
2
3
eδi k − τdi k (15)
where e is the TKE and τd
i k
is the deviatoric kinematic stress.
The Smagorinsky-Lilly scheme only retains the homogeneous part of this first term and also neglects the tilting
term in eq. (14), leading to νh = 23 eT . If we also retain the tilting term in the scalar flux termswe obtain:







This can be solved as a set of simultaneous equations. If we write fi = τui c , ai = −νh ∂cr∂xi , bi j = T ∂ũi∂xj then eq. (16)
can be written (I + b) f = a. This has the straightforward solution f = (I + b)−1 a but it is quite complex, would be
relatively expensive to evaluate and gives us no insight into the characteristics of the solution. It is useful to pursue an
approximate solution.




τdi k Si k + τwb (17)
where τwb is the buoyancy flux. If τdi k = SM e
1
2 λSi j , a standard eddy diffusion closure, and ε = e 32 /(kελ), with kϵ a
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kc =
3
2 SH ), we canwrite, at least in neutral conditions
|b | =
T ∂ũi∂xj


















 ∂ũi∂xj /S  ≤ 1. In the surface layer it is straightforward to show that, with λ = κz , κ being the von Kármán
constant, SM kε = e/u2∗ , with u∗ the friction velocity. Various estimates exist for this, but all are O(10), so if we assume
this is a universal constant relating dissipation tomixing length, it is clear that (with SH = O (1)) |b | < 1.
More sophisticated analysis is possible but the essential point is that so long as the tilting production term does
not exceed the dissipation in magnitude we can assume |b | < 1. In unstable conditions, the buoyancy production fur-
ther increases the TKE, so reducing b. We conclude that only in stable conditions might the scalar fluxes be markedly
dominated by the tilting terms and it is reasonable to assume that in neutral and unstable conditions |b | < 1. We now
use the identity (I + b)−1 = I − b (I + b)−1 to arrive at:
f = a − b (I + b)−1 a = a − ba + b2 (I + b)−1 a = a − ba + b2f (19)
This could be continued to the usual series expansion of (I + b)−1 but this approach is a little more instructive. Consid-
ering the last term a negligible correction ( |b |2 ≪ 1, i.e. (I + b)−1 ≈ (I − b)))then eq. (16) becomes










so theflux in the tilting term is approximated by the usual gradient diffusion and the ‘tilting of tilting’ is neglected. Note
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14 HANLEY ET AL.
In the context of a boundary layer, where horizontal fluxes are non zero but non-divergent, we are primarily inter-





















The correction to the first term on the right is likely to be small in the boundary layer and can probably be ignored.





2. The coefficient depends only on the filter scale (squared), and stability constant and not on the TKE or shear.
It naturally leads to the idea that it is tilting by structures close to th efilter scale that havemost impact on this flux.
Moeng et al. (2010) propose an extension to the Smagorinsky-Lilly scheme to be applied in the vertical. They
parametrize the sub-gridfluxes, of somevariableΦ, as a combinationof down-gradient turbulentmixing (Smagorinsky-





















The second term on the right-hand side (referred to as the Leonard term: Leonard (1974); Moeng et al. (2010)) rep-
resents the contribution to the sub-grid fluxes from the largest subgrid-scale eddies (i.e. the eddies that have scales
similar to the horizontal resolution of the model). The parameter KL is a constant which is used to scale the Leonard
term fluxes. A value of 1.0 yields just the Leonard term. Moeng et al. (2010) suggest a value of KL = 2 as they found
that a significant fraction of other turbulent flux terms are highly correlated with the Leonard term. In a more recent
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If wemake the usual Smagorinsky assumption, eq. (3), the grid length squared appears in both the tilting and Leonard
terms and KL depends only on the stability function and cs . The derivation from the tilting terms is not inconsistent
with the derivation from the Leonard terms andwemay, in some sense, associate the two. Indeed it seems reasonable
to suggest that the tilting termmay act most strongly on the largest subgrid-scale eddies.
Beyond the derivation leading to eq. (21) it is difficult to make precise comparisons with the derivation byMoeng
et al. (2010) because the comparison depends on the relationships between the mixing length, λ, the filter scale, ∆f







in neutral conditions (which means ∆ varies with height). With ∆f = 4 km and ∆x = 1 km, if ∆z = 150 m, say, then
∆ = 928m. Even with ∆z = 50m, ∆ = 928m, so the mixing lengths used are close to or larger than the notional model
grid length of 1 km. Thus with cK = 0.4 the coefficient in the second term becomes 321.22∆2 ≈ 26/12∆2 However, the
choice of mixing length here seems very large when compared with typical LES practice (where λ is a fraction of ∆x ,
not a fraction of amultiple of∆x ) and it seems likely that there is some inconsistency between the filter scale and exact
choice of mixing length. If we use values more typical of a Smagorinsky-Lilly formulation, we arrive at an estimate
two orders of magnitude smaller. Thus, the appropriate choice of KL is very sensitive to the relationship between
mixing length, grid length and filter scale, and, furthermore, is likely to be model-dependent. While a more in-depth
derivation, not given here, suggests that KL close to 1 is, indeed, appropriate, it seems prudent to regard this as a
tuneable parameter with the caveat that doing somay lose any guarantee that the flux direction is not reversed.
The same approach can be taken with the deviatoric stress, starting with the steady-state budget and assuming
that the stress has a leading order term given by the eddy diffusivity; due to the tensor nature of the stress the result is
more complex andwill not be repeatedhere. However, it contains additional termswithmuch the sameflowderivative
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16 HANLEY ET AL.
they contain terms similar to the Leonard terms proposed byMoeng et al. (2010). Since we have not used these stress
terms in this paper, this be the topic of a future publication.
3 | METHODOLOGY
3.1 | Model description
The numerical experiments are performed using theMet Office’s UMVersion 10.7. The UM is theMet Office’s opera-
tional NWPmodel and is used to provide global and regional deterministic and ensemble forecasts. The model solves
non-hydrostatic, deep-atmosphere dynamics using a numerical scheme which is semi-implicit and semi-Lagrangian
(Davies et al., 2005;Woodet al., 2014). Themodel uses a regular latitude-longitudegrid in thehorizontalwithArakawa
C staggering and a terrain-following hybrid-height Charney–Phillips grid in the vertical. For limited area configura-
tions, the pole of the grid is rotated such that the domain is approximately centred on the equator, in order tominimise
changes in grid length across the domain. The model uses a comprehensive set of parameterisations including the
surface-layer scheme of Best et al. (2011), the mixed-phase cloud microphysics scheme of Wilson and Ballard (1999)
and the non-local PBL scheme of Lock et al. (2000). There is also a convection scheme based on Gregory and Rown-
tree (1990), although this is switched off at grid lengths of 2.2 km and finer. As described in Section 2, the model also
includes a Smagorinsky-type subgrid turbulence scheme.
The currentMet Office deterministic operational nested suite consists of three configurations: Global; European
4.4km (Euro4) and UK Variable-resolution (UKV). Global analyses are produced four times a day using a hybrid incre-
mental 4D-Var data assimilation system (Rawlins et al., 2007) and the Global Atmosphere version 6.1 (GA6.1) science
configuration (Walters et al., 2017). The UKV model is a limited-area, variable resolution configuration of the UM
nested within the global model. The inner part of the domain covers the entire UK (shown in Fig. 1) and has a hori-
zontal grid length of 1.5 km. The outer region has a horizontal grid length of 4 km and in between there is a variable-
resolution transition region. The variable resolution allows the boundaries of the UKV to be further from the UK at a
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FIGURE 1 The UKVmodel domain. The inner 1.5 km grid length part of the domain is indicated by the black line.
Orography is shown in grey-scale.
the spacing of which increases quadratically with height up to the domain top at 40 km.
TheLeonard termshavebeen implemented in theUM(asdescribed in section3.2) and testedusing theUKVmodel.
For theUKVsimulations, the 0000UTCoperationalGA6.1 analysiswas used as initial conditions, with lateral boundary
conditions provided by the 0000UTCGA6.1model forecast. The global analysiswas used rather than theUKVanalysis
as the UKV domain was extended in November 2016 so the UKV analysis for the cases chosen was not available on
the current domain. The UKV simulations are integrated forward for 24 hours using a 60 s timestep. The setup of the
UKV is that which was operational in winter and spring 2017 (calledOperational Suite 38 or OS38).
A selection of spring and summer convective cases from 2016 were run with the UKV. The results are split into
two sections as follows. In the first section we focus on two case studies: one spring event (30 April 2016) and one
summer event (15 June 2016). Statistics such as number and size of storms, domain-averaged precipitation rate and
histograms of rainfall rate were produced for these cases. In the second section we focus on rainfall statistics for a
longer period, covering 21 July - 21 August 2016. In both sections the analysis was performed over a region covering
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3.2 | Implementing the Leonard terms

















In discretising these expressions, the grid-lengths cancel out so that the fluxes are purely based on the finite differ-
ences, rather than actual gradients.
The discretisation is not straightforward, due to the horizontal and vertical grid staggering used in the UM. The
methodadoptedhere calculates thedesiredfinite differences (andhencefluxes) over eachof the8grid-volumesneigh-
bouring the point where wewant the flux, and then averages them together as shown in Fig. 2.
FIGURE 2 Schematic showing the points where the Leonard flux is calculated on the UM grid.
A forward in time, centered in space discretisation is used. Linear stability analysis shows that this discretisation
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When setting the Leonard parameter KL , it is important to make sure that the choice of value is such that the scheme
remains numerically stable. The stability analysis in equation 25 is used to determine themaximumvalue ofKL at each
grid point thatmaintains a stable scheme. If themaximum allowed value ofKL is less than the chosen value ofKL then
the schemewill use this value instead.
In the following section we show the impact of adding the Leonard terms in the UKV for real cases of deep and
shallow convection. The control setup is OS38. For each case four additional UKV configurations have been runwhich
include the vertical Leonard term fluxes calculated with KL = 1, 2, 4 and 6 respectively. Intuitively we expect that
the Leonard terms will act to reduce horizontal gradients, leading to reduced peak vertical velocities. This will reduce
the condensation rates leading to a reduction in peak rainfall rates. Increasing the magnitude of the Leonard term by
increasing KL will amplify this effect.
3.3 | Observations
The observations used formodel verification come from theMetOffice radar rainfall composite (Harrison et al., 2011).
The radar reflectivity data consists of 5-minute scan sequences of four elevations from the 15 C-band radars across
the UK, at a resolution of 600m in range and 1◦ in azimuth. The current rainfall retrieval uses only single-polarisation
radar data, thus rainfall rates are estimated froman empirical relationship between radar reflectivity Z (mm6m−3) and
rainfall rate R (mm hr−1):
Z = 200R1.6 , (26)
which is theMarshall et al. (1955) relationship derived formid-latitude stratiform rain. Several steps are incorporated
in the rainfall-estimation quality control procedure to correct for radar artefacts (e.g. noise filtering, clutter identifica-
tion, and beam blockage) and an adjustment factor is then applied to all surface rainfall rates, based on comparisons










This article is protected by copyright. All rights reserved.
20 HANLEY ET AL.
these adjusted estimates. Here the radar composite has been regridded to the 1.5 km UKV grid for a fairer compari-
son. Further to this, as we do not expect the UKV to be able to accurately represent the rainfall rates at the grid-scale,
when plotting histograms of rainfall rate both the model and the radar composite have been regridded to a scale that
we expect themodel to be better able to resolve: 6∆x = 9 km.
4 | RESULTS
4.1 | Case studies
On30April 2016widespread showers developedover England andWales in north-westerlyflow. Someof these show-
erswere very intensewith reports of inch-deep hail in Cheshire. The control 00ZUKV run captured the initiation time
of the showers and their extent, however the cores of the showers were too intense and there was a lack of light rain.
Including the vertical Leonard term fluxes reduced the peak rainrates slightly but didn’t increase the amount of light
rain. Figure 3 shows the instantaneous surface rainfall rate at 1100 UTC on 30 April 2016 for the four simulations
compared with the radar composite. All of the simulations capture the main location of the showers, with the largest,
most intense showers being in northWales and the westMidlands and smaller lighter showers elsewhere. The timing
of convective initiation and decay is also well represented by the simulations (Fig. 4). The most notable difference be-
tween the simulations and the radar is that the simulations have more regions with high surface precipitation (above
4mmhr−1) and less light precipitation (below 1mmhr−1) than observed by the radar.
Including the Leonard term fluxes has not affected the evolution of the simulated storms, but there are some dif-
ferences in the detail of the storms. From Fig. 3, the simulations with the vertical Leonard term fluxes computed ap-
pear to have fewer grid points with high rainrates than the control simulation. This has been quantified in Fig. 5 which
shows the histogram of surface rainfall rates between 0900 UTC and 2100 UTC on 30 April 2016 for the five simula-
tions compared with the radar composite. This time period has been chosen to allow the 1.5 km UKV fields time to
spin-up from the lower-resolution initial conditions. As expected based on Fig. 3, all of the simulations under-estimate
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FIGURE 3 Surface rainfall rate in mm hr−1 at 1100UTC on 30 April 2016 for the control UKV simulation and the
four additional simulations which include the vertical Leonard term fluxes calculated with KL = 1, 2, 4 and 6
respectively comparedwith the radar-derived surface rainfall composite.





























FIGURE 4 Domain-averaged surface rainfall rate in mm hr−1 for 30 April 2016 for the control UKV simulation and
the four additional simulations which include the vertical Leonard term fluxes calculated with KL = 1, 2, 4 and 6
respectively comparedwith the radar-derived surface rainfall composite.
fall rates above 4 mmhr−1 and has an order of magnitude overestimate of the number of grid points with rainrates
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FIGURE 5 Histogram of surface rainfall rates in mm hr−1 for T+9 - T+21 30 April 2016 for the control UKV
simulation and the four additional simulations which include the vertical Leonard term fluxes calculated with KL = 1,
2, 4 and 6 respectively comparedwith the radar-derived surface rainfall composite. All data has been regridded to
9 km.
tion (Fig. 4), even though the distribution of rainfall rates is poorly represented. Switching on the vertical Leonard
term fluxes reduces the number of grid points with rainrates above 4 mmhr−1 but has little impact on the light rain-
fall rates, leading to lower values of domain-averaged precipitation. Increasing KL further reduces the number of grid
points with high rainrates, as a result the KL = 6 simulation lies closest to the radar observations for the rainfall rates
distribution but the domain-average precipitation is furthest from observations in this simulation.
Fig. 6 shows vertical profiles of the horizontally-averaged vertical fluxes of moisture from the Leonard term, the
blended PBL scheme and the resolved flow. The resolved moisture flux is calculated as the instantaneous difference
between the total transport and transport by themean fields:
w ′q ′w = wqw −w qw (27)
Also shown is the total parameterised vertical flux of moisture, which is the sum of the Leonard term flux and the
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flux, and the domain-mean updraught vertical velocity. Encouragingly, the shape of the Leonard moisture flux profile
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FIGURE 6 Vertical profiles of domain-meanmoisture flux (ρLvw ′q ′w ) inWm−2 and updraught velocity (ignoring
regions where vertical velocity is less than zero) in m s−1 for 1100UTC 30 April 2016 for the control UKV simulation
and the four additional simulations which include the vertical Leonard term fluxes calculated with KL = 1, 2, 4 and 6
respectively. Showing the Leonard term flux, the blended PBL flux, the parameterised flux (Leonard term + PBL), the
resolved flux and the total flux (parameterised + resolved)
matches those of bothMoeng et al. (2010) and Verrelle et al. (2017), with a positive flux which peaks within the cloud
layer. As expected, increasing themagnitude ofKL , increases themagnitude of the Leonard termmoisture flux. In con-
trast, the blended PBL flux decreases with increasingKL within the PBL, above the PBL the flux is similar in all the sim-
ulations. Due to the Leonard flux peaking higher up than the blended PBL flux, the parameterised flux increases with
increasing KL with the largest difference between the simulations occurring in the cloud layer. The resolvedmoisture
flux decreases with increasing KL as a result of decreasing the domain-mean vertical velocity. The resolved moisture
flux decreases more with increasing KL than the parameterised moisture flux increases, resulting in the total mois-
ture flux decreasing with increasing KL . Therefore the reduction in peak rainfall rates seen in Fig. 5 when increasing
the magnitude of the Leonard term fluxes comes from a reduction in both the total vertical flux of moisture and the
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Fig. 5 showed that including the Leonard term fluxes reduces the number of grid points with rainfall rates above
4mmhr−1, but it does not quantify whether it is the size or the number of storms with cores above 4mmhr−1 which
is overestimated. To do this Fig. 7 shows the distribution of equivalent storm diameter for 30 April 2016, with storms
identified using a rain-rate threshold of 4mmhr−1 and an area threshold of four UKV grid boxes (9 km2). From Fig. 7
3.0 4.8 7.5 11.9 18.9
















Control - 5304 storms
Kl=1 - 4717 storms
Kl=2 - 4201 storms
Kl=4 - 3738 storms
Kl=6 - 3232 storms
radar - 2787 storms
FIGURE 7 Distribution of equivalent storm diameter for 30 April 2016 for the radar composite, the control UKV
simulation and the four additional simulations which include the vertical Leonard term fluxes calculated with KL = 1,
2, 4 and 6 respectively. A rainrate threshold of 4mmhr−1 and an area threshold of four UKV grid boxes (9 km2) have
been used to identify storms. Data are every 5minutes between 0900 and 2100UTC.
we see that the control UKV simulation has too many storms of all sizes with rainfall rates above 4 mmhr−1 as well
as storms with much larger contiguous regions of greater than 4mmhr−1 rain-rates than observed by the radar com-
posite. Including the Leonard term fluxes and increasing KL reduces the number of storms with rainfall rates above
4mmhr−1 and also reduces the size of contiguous regions of greater than 4mmhr−1 rain-rates. However, with KL = 4
and 6 there are too few small storms with rain-rates above 4mmhr−1 and the diameter of the largest storms are still
overestimated by almost a factor of 2.
On 15 June 2016 convective storms developed over England and Wales due to a low pressure system and asso-
ciated upper level troughs which were situated over the UK. As in the previous case, the control 00Z UKV simulation
captured the location of the showers however the showers were in general too intense. Again, the main impact of in-
cluding the vertical Leonard term fluxeswas a reduction in the number of grid pointswith very high rainrates. Figure 8
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radar composite. All of the simulations capture the general area and extent of the showers, however the cells in the
FIGURE 8 Surface rainfall rate in mm hr−1 at 1600UTC on 15 June 2016 for the control UKV simulation and the
four additional simulations which include the vertical Leonard term fluxes calculated with KL = 1, 2, 4 and 6
respectively comparedwith the radar-derived surface rainfall composite.
model tend to be too circular compared to those observed by the radar with toomuch heavy rain and not enough light
rain between the convective cores.
Figure 9 shows the domain-average precipitation for this day. All of the simulations produce a peak in precipita-
tion during the night which was not observed by the radar. As this is during the spin-up phase from the global model
fields this will be ignored in our analysis. The control simulation initiates daytime convection too early on this day and
over-estimates the domain-average precipitation. Including the vertical fluxes from the Leonard terms improves the
initiation time and reduces the domain-average precipitation bringing it closer to the observations. This is a result of
reducing the occurrence of rainrates greater than 4mmhr−1 (Fig. 10). Aswith the previous case, the control simulation
overestimates the number of grid points with intense rainfall rates and increasing KL leads to a greater reduction in
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FIGURE 9 Domain-averaged surface rainfall rate in mm hr−1 for 15 June 2016 for the control UKV simulation and
the four additional simulations which include the vertical Leonard term fluxes calculated with KL = 1, 2, 4 and 6
respectively comparedwith the radar-derived surface rainfall composite.





























FIGURE 10 Histogram of surface rainfall rates in mm hr−1 for T+9 - T+21 15 June 2016 for the control UKV
simulation and the four additional simulations which include the vertical Leonard term fluxes calculated with KL = 1,
2, 4 and 6 respectively comparedwith the radar-derived surface rainfall composite. All data has been regridded to
9 km.
rates toomuch compared to the radar observations. Although the lighter rainfall rates (less than 4mmhr−1) are under-
represented in all the simulations, in this case including the vertical Leonard terms does increase the amount of light
rain compared to the control. Intuitively we would not expect the Leonard terms to impact the light rainfall rates as
much as the heavy rates as they occur in regions of smaller vertical velocity where the impact of the Leonard terms is
small.
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when including the Leonard terms can be attributed to a reduction in the domain-mean updraught vertical velocity
throughout the PBL and lower troposphere (not shown). The reduction in updraft velocity is also potentially responsi-
ble for the delay in the onset time of precipitation seen in Fig. 9. We hypothesis that decreasing the updraft velocity
makes it harder for initial plumes to penetrate the CIN layer, leading to a delay in the onset time of precipitation.
In this sectionwehave shown that including the Leonard termfluxes in theUKV reduces the occurrence of rainfall
rates greater than 4mmhr−1 (which are overestimated by the control UKV simulation) but does not affect the rainfall
rates less than 4mmhr−1 (which are underrepresented in the control UKV simulation). In one case where the control
initiated too early, including the Leonard terms delayed convection initiation to bettermatch the observations but in a
casewhere the control UKV initiated convection at the correct time including the Leonard terms did not further delay
initiation. In the next section the Leonard term fluxes have been trialled in the UKV for a period of onemonth to test if
these initial conclusions still stand.
4.2 | Bulk rainfall statistics
The time period chosen for assessing the impact of including the Leonard term fluxes in the UKV was 20 July - 20
August 2016. This was a typical summer period in the UKwith a variety of frontal and convective systems. As before,
each simulation was initialised from the 00 UTC global analysis and run forward to T+24. Again histograms of surface
rainfall rate and the total domain-averaged precipitation have been used to assess the impact of including the vertical
Leonard term fluxes. Figure 11 shows the histogram of surface rainfall rates for the 0900-2100 UTC period for 20
July to 20 August 2016. Similar to the case studies, including the Leonard term fluxes has very little impact on the
light rain (below 1 mmhr−1) which is under-represented by the control UKV. Rainfall rates greater than 4 mmhr−1
are over-predicted by the control UKV simulation. Including the Leonard term fluxes reduces the occurrence of the
heaviest rainfall rates and increasing KL reduces the heaviest rainfall rates further. The most extreme rainfall rates
(above 64mmhr−1) are reduced toomuchwith KL greater than 1.
To assess the domain-averaged precipitation we have used the amplitude component of the structure, amplitude,
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FIGURE 11 Histogram of surface rainfall rates in mm hr−1 for T+9 - T+21 20 July - 20 August 2016 for the control
UKV simulation and the four additional simulations which include the vertical Leonard term fluxes calculated with
KL = 1, 2, 4 and 6 respectively comparedwith the radar-derived surface rainfall composite. All data has been
regridded to 9 km.
normalised difference of the domain-averaged precipitation values of themodelled rain rates,D (Rmod ), and the radar
observed rain rates,D (Robs ):
A =
D (Rmod ) − D (Robs )
0.5[D (Rmod ) + D (Robs )]
. (28)
Here the domain average precipitation is given by:




R i j , (29)
where R i j are the grid point values. Values of A range from −2 to 2, where 0 denotes a perfect forecast and A = 1(−1)
indicates that the model overestimates (underestimates) the precipitation by a factor of 3. Here D (R ) is the domain-
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days (15 and16August)where all theUKV simulations completely failed to simulate the observed showers. Therefore
it was decided to exclude these two days from the analysis as they gave values of A = −2 for all simulations which
unfairly influenced themean. Figure 12 shows themean SAL amplitude component for each simulation averaged over
the 0900-2100 UTC period for 20 July to 20 August 2016 (excluding 15 and 16 August). Consistent with the case









FIGURE 12 SAL amplitude component for the control UKV simulation and the four additional simulations which
include the vertical Leonard term fluxes calculated with KL = 1, 2, 4 and 6 for the period 0900 - 2100UTC 20 July - 20
August 2016. The thick black line indicates themedian, black squares indicate themean, boxes show the interquartile
range and the whiskers indicate the extreme values.
studies, the controlUKVsimulation still over-estimates thedomain-averageprecipitationwhenaveragedover a longer
period leading tobothapositivemeanvalue forA andapositivemedianvalue. Including theLeonard terms reduces the
mean and median values of A. Increasing KL leads to a reduction in the mean values of A, with the KL = 6 simulation
having a mean value closest to zero, but increasing KL from 1 to 6 has made little difference to the median value of
A. This is to be expected as we have already seen that the main impact of including the Leonard term fluxes is to
reduce the heaviest rainfall rates. All of the simulations showa considerable spread in valueswith themaximumvalues
being around 1 (ranging from 1.2 for the control to 0.8 for the KL = 6 simulation) meaning that the domain-average
precipitation is overestimated by approximately 3-times compared to the radar observations. The minimum values
range from −0.5 for the control to −0.7 for the KL = 6 simulation meaning that the domain-average precipitation is
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value of KL = 6 gives the best results. This is a slightly greater value than Verrelle et al. (2017) who found a value of
KL = 4 gave the best fit of the vertical heat andmoisture fluxes to their reference LES simulations.
5 | CONCLUSIONS
In this paper we have described the implementation of an extra subgrid vertical flux, referred to as “the Leonard term”,
which accounts for the tilting of horizontal flux into the vertical by horizontal gradients in vertical velocity and is miss-
ing from the current subgrid mixing scheme used in the UM.We have shown that including this extra term in theMet
Office UKVmodel reduces the domain-average precipitation by reducing the number of grid points with rainfall rates
greater than 4mmhr−1, which are over-represented by the UKV. Increasing the magnitude of the Leonard terms fur-
ther decreases the occurrence of the heaviest rainfall rates. This is to be expected as increasing the magnitude of the
Leonard terms via KL , reduces the horizontal gradients thereby reducing the peak vertical velocity leading to a reduc-
tion in condensation. In one case including the Leonard terms slightly increased the occurrence of light rainfall rates
(below 1 mmhr−1), which are under-represented in the UKV. However, statistics over a month-long period showed
that in general the Leonard terms do not impact the light rainfall rates. Intuitively we would not expect the Leonard
terms to impact the light rainfall rates as much as the heavy rates as they occur in regions of smaller vertical velocity
where the impact of the Leonard terms is small.
Rainfall rates from theUKVareusedby theUKFloodForecastingCentre todrivehydrologicalmodels andprovide
warnings of potential flooding events so it is important that the extreme rainfall rates are not over-predicted. It is
encouraging that including the Leonard terms in the UKV can help mitigate the over-prediction of extreme rainfall
rates, and no additional tuning to other parameterisation schemes in theUM, such as the Smagorinsky subgrid scheme
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