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Abstract
With increasing number of nucleic acids sequences, there is a need for a quick
and general strategy for nucleic acid structure determination. Anomalous signals
from phosphorus intrinsically present in nucleic acid can be used to determine nu-
cleic acid structures via the method of phosphorus single wavelength anomalous
dispersion (P-SAD).1
As the anomalous signal of phosphorus is very weak, high multiplicity data are
required for the P-SAD method. Highly redundant data were collected on RNA
and protein-DNA complex crystals. An optimal data collection strategy was found
based on systematic analysis of experimental parameters such as wavelength
and multiplicity. Data resolution was confirmed to be crucial for the success
of phosphorus sub-structure determination. Three targets including two novel
structures were successfully determined by P-SAD showing the applicability of
the method for small to medium sized RNA. Analysis of the ratio between the
number of reflexions and the number of phosphorus demonstrated the potential of
applying P-SAD in structure determination of protein-nucleic acid complex.
To extend the method for solving larger RNA structures (> 30 nucleotides), Molec-
ular Replacement (MR) with small model fragments2 can be used to assist the
structure determination. Two different MR approaches were studied. The first
approach used model fragments in MR search. The second one used MR in combi-
nation with anomalous signals. Preliminary studies demonstrated the possibility
of using the two approaches to determine a GIR1 branching ribozyme (GIR1)
structure containing 188 nucleotides.
1Z. Dauter and D. A. Adamiak. Acta Crystallogr. Sect. D Biol. Crystallogr., 57: 990–995, 2001.
2M. P. Robertson and W. G. Scott. Acta Crystallogr. Sect. D Biol. Crystallogr., D64: 738–744,
2008.
1

Zusammenfassung
Mit der wachsenden Anzahl Nukleinsäuresequenzen wächst der Bedarf für
eine schnelle und allgemeine Strategie für die Nukleinsäurestrukturaufklärung.
Anomale Signale der in Nukleinsäuren enthaltenen Phosphoratome können
verwendet werden, um Nukleinsäurestrukturen mit mittels phosphorus single
wavelength anomalous dispersion (P-SAD) zu bestimmen.1
Da das anomale Signal von Phosphor sehr schwach ist, ist eine hohe Multipliz-
ität der Daten für die P-SAD Methode erforderlich. Dazu wurden hoch redun-
dante Daten an Kristallen von RNA- und Protein-DNA-Komplexen gesammelt.
Eine optimale Strategie zur Datensammlung wurde durch systematische Anal-
yse experimenteller Parameter wie Wellenlänge und Multiplizität ermittelt. Es
wurde bestätigt, dass die Auflösung der Beugungsdaten entscheidend für die Bes-
timmung der Phosphor-Substruktur ist. Drei Strukturen, darunter zwei bisher
unbekannte, wurden erfolgreich mit P-SAD bestimmt, und somit die Anwend-
barkeit der Methode für kleine bis mittelgroße RNA bestätigt. Eine Analyse
des Verhältnisses zwischen der Anzahl an Reflexen und der Anzahl der Phos-
phoratome zeigt das Potential der P-SAD-Methode zur Strukturbestimmung von
Protein-Nukleinsäure-Komplexen.
Um das Verfahren auf die Bestimmung von größeren RNA-Strukturen (> 30
Nukleotide) zu erweitern, kann Molekularer Ersatz (MR) zur Unterstützung der
Strukturaufklärung verwendet werden.2 Zwei verschiedene MR-Ansätze wurden
untersucht. Zunächst wurden lediglich Modell-Fragmente in der MR-Suche ver-
wendet. Im zweiten Ansatz wurde MR in Kombination mit dem anomalen Signal
verwendet. Vorläufige Ergebnisse zeigen, dass beide Ansätze verwendet werden
können, um die Struktur eines GIR1 branching ribozyme (GIR1) mit 188 Nuk-
leotiden zu bestimmen.
3

Part I
Introduction

Chapter I.1
Nucleic Acid Structural Biology
I.1.1 Biological background
Nucleic acids are large biological molecules presented in all living cells and
viruses. They play a key role in the storage and replication of hereditary in-
formation as well as in the expression of this information through protein syn-
thesis. The two chief types of nucleic acid, DNA (deoxyribonucleic acid) and
RNA (ribonucleic acid), are linear polymers with their monomeric units encod-
ing the sequence of hereditary information. The flow of biological information
involving DNA and RNA in living organisms is described in the central dogma
(Figure I.1.1).3,4 Gene expression relies on the correct replication of the nucleic
acid sequence and transcription of genetic information through interactions of
nucleic acid and protein molecules and is fundamental for all cellular functions
and heredity.
Nucleic acid is composed of phosphate, sugar and nitrogenous bases. Nitrogenous
bases constructing the nucleotides are adenine (A), guanine (G), thymine (T), cy-
tosine (C), and uracil (U). Thymine is found in DNA while in RNA it is substituted
by uracil (Figure I.1.2). In DNA structure, the unique set of hydrogen bound on
each base allows them to form base pairs and a double-stranded structure. RNA
is more often in single-strand form and thus exhibits more possibilities in folding
and abundant structural varieties.
3F. H. C. Crick. Symp. Soc. Exp. Biol., XII: 139–163, 1956.
4F. H. C. Crick. Nature, 227: 561–563, 1970.
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Figure I.1.1: Central dogma of molecular biology. The diagram was used to
illustrate transfers of genetic information.
Figure I.1.2: Structural components and monomeric units in RNA and DNA
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I.1.2 Nucleic acid structures
I.1.2.1 DNA and RNA structures
DNA frequently exists as a double-stranded molecule.5 The two DNA strands
formed into a double helix holding together by the interaction of the nucleobases
in between of the two strands. Each of the four bases in DNA has a unique
set of hydrogen bond donors and acceptors that enables it to form base pairs
with the other bases. The A-T base pair is one type of the base pairs which
is constituted by an adenine and a thymine interacted through two hydrogen
bonds. The other type is the G-C base pair which is formed with guanine-cytidine
interaction with three hydrogen bonds. These interactions are called Watson-
Crick base pairs which are typical for DNA in the double helix (Figure I.1.3). The
structure of DNA is stabilized not only by the interaction of the interaction of
base pairs between the complementary strands, but also the stacking between the
adjacent base pairs. The DNA thus generally adopts a limited number of structural
conformations.
(a) (b)
Figure I.1.3: The Watson-Crick base pairs. (a) A-T (adenine-thymine) base
(b) G-C (guanine-cytidine) base
RNA distinguishes itself from DNA by its sensitivity towards alkaline caused by an
additional OH-group on the ribose. RNA shares three bases with DNA: adenine,
cytosine and guanine. Uracil is unique to RNA whereas thymine is generally
present in DNA. In addition to normal Watson-Crick base pairs, RNA involves non-
canonical base pairs defined by the interaction along Hoogsteen edge or Sugar
5J. D. Watson and F. H. C. Crick. Nature, 171: 737–738, 1953.
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edge of a nucleobase (Figure I.1.4).6 This leads to a rich selection of multiple base
interactions in RNA and allows RNA to form more complicated tertiary structures
than DNA. The redundant hydrogen donors or acceptors in a RNA base allow
interaction with additional nucleotides forming a triples or quadruplex. These
formations are important in maintaining the tertiary structure of RNA molecules
and are commonly found in RNA structures.
Figure I.1.4: The three interaction edge of a guanine base (A: Hoogsteen, B:
Watson-Crick and C: Sugar). Not only the Watson-Crick edge,
but also the Hoogsteen edge and sugar edge are involved in
forming the base pairs in RNA structures.
I.1.2.2 RNA structural motifs
Structural motifs are locally stable formations sharing similar structural features.
They can be considered as the building blocks which are combinatorially linked
and constrained by tertiary interactions to create a 3D structure.7 Compared
to DNA, RNA has more abundant base interactions leading to a rich selection of
structural motifs. RNA structural motif is defined based on the RNA secondary con-
strains and its 3D descriptions, backbone conformation, all hydrogen-bonding and
base-stacking interactions, and sequence preferences.7 In 3-dimensional space, a
RNA structural motif is a combination of base juxtapositions naturally occurring
in the RNA structures or an array of non-Watson-Crick base pairs forming distinc-
6K. Hoogsteen. Acta Crystallogr., 16: 907–916, 1963.
7D. K. Hendrix et al. Q. Rev. Biophys., 38: 221–243, 2005.
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tive folding.8 Various RNA motifs have been studied. The following discussion
will cover several main classes of them.
Hairpin loops Hairpin loop is the structural motif connecting the 3’ and 5’ends
of a double helix. Hairpin loops are typically closed by a Watson-Crick pairing.
Among various kinds of hairpin loops, a four-base hairpin loop motif commonly
found in RNA secondary structure is called tetraloop.9 GNRA loop motif is one
example of tetraloop which is especially common in ribosomal RNA. The GNRA
tetraloop forms a folding of one guanine in the 5’ stack and one adenine in the 3’
stack. The fold is stabilized by a G-A base pair and closed by a C-G Waltson-Crick
base pair. Other hairpin loop motifs include the T-loop and D-loop motifs of tRNA,
the lonepair triloop, and the sarcin-ricin loop.7
Internal loops An internal loop adjoins two segments of double helical RNA
by inclusion of non-canonical base pairs in at least one strand of the duplex
(Figure I.1.5). Internal loops are often binding sites of proteins and are stabilized
with tightly bonded water molecules.7 Various types of internal loops are classified
based on base-pairs formation of the adjoining and the stacking of the bases in
the loops.10 When the adjoining non-canonical base pairs inset a bending in a
helical structure, the motif can be also called a Bulge.
3'
5'
(a)
3'
5'
(b)
3'
5'
(c)
Figure I.1.5: Examples of RNA internal loop motifs. (a) A three-base bulge.
(b) A metric internal loop with looped-in bases. (c) An internal
asymmetric loop with looped-out bases
Junctions Junction loops are formed by the intersection of three or more double
helices. These double helices are separated by single-strand sequences of zero or
8P. B. Moore. Annu. Rev. Biochem., 68: 287–300, 1999.
9C. Woese et al. Proc. Natl. Acad. Sci. U. S. A., 87: 8467–8471, 1990.
10A. Liljas. Textbook Of Structural Biology. World Scientific Publishing Company, Incorporated,
2009. 78–88
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more residues. Among all junction motifs, the three-way and four-way junctions
have been particularly studied and described (Figure I.1.6). Common examples of
junction loops are those in tRNA and the hammerhead ribozyme. Many common
conformations of junctions can be found in tRNA and hammerhead ribozymes.
Most of the junction motifs contain coaxial stacking of helices. The tendency for
pairwise coaxial stacking of helical arms, the importance of metal ion interactions
in the induction of tertiary folding, and the importance of hairpin or internal loop-
loop interactions in stabilization of the tertiary structure are prominent features
of the junction loop architectures.7
3'
5'
5'
3'
(a)
3'
5'
5'
3'
(b)
Figure I.1.6: The schematic plot of (a) 3 and (b) 4-way RNA junctions
The kink-turn (k-turn) The kink-turn (k-turn) is a two-stranded, loop-helix motif
containing 15 residues.11 It is an asymmetric internal loop characterized by a kink
in the sugar-phosphate backbone that causes a sharp turn in the RNA helix.10 The
two separate helices linked by the bending part are a C-stem composed of only
Watson-Crick base pairs and a NC-stem of non-canonical helix (Figure I.1.7a). In
some large RNA, the kink-turn takes an important role to introduce an abrupt
transition in helical trajectory stabilizing the global fold and the whole architec-
ture of the RNA (Figure I.1.7b).12
Given the sequence and the secondary structure of the nucleic acid, the misfits can
be recognized and stored as library. Considering the high structural similarity of
each type of motif and the large amount of RNA motifs in determined structures,
the RNA structural motifs can be used as building blocks for solving nucleic acid
structures.
11D. J. Klein et al. EMBO J., 20: 4214–4221, 2001.
12K. T. Schroeder et al. Structure, 19: 1233–1240, 2011.
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3' 5'
(a) (b)
Figure I.1.7: (a) Schematic of the secondary structure of a k-turn motif
(b) 3D structure of a k-turn motif contained in the SAM-I
riboswitch12
I.1.2.3 Historical review of nucleic acid structures
RNA adopts a wide range of structural diversity to implement its distinct bio-
logical functions. The number of deposited entries of nucleic acid structures in
Protein Data Bank13 kept growing since the last 20 years showing the increasing
interests of the structural studies of nucleic acid (Figure I.1.8).
Abundant researches have been performed on structural studies of nucleic
acid since the very early age of macromolecular crystallography. The three-
dimensional double helix structure of deoxyribonucleic acid (DNA) was first
elucidated in 1953 by Francis Crick and James D. Watson.5 The realization that
the structure of DNA is in a double-helix formation revealed the relation between
the structural properties of the DNA molecule and its mechanism in genetic
information storage and transforming and is fundamental to understand the
hereditary characters of all living systems.
tRNAphe Transfer RNA plays an essential role in every step of protein synthesis.
13H. M. Berman et al. Nucleic Acids Res., 28: 235–242, 2000.
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Protein-Nucleic Acid Complex
DNA
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Figure I.1.8: Yearly growth entries of nucleic acid structures in Protein Data
Bank since 1980
One of the most remarkable achievements in structural biology in the 1960s
and 1970s was the determination of the crystal structure of yeast phenylalanine
transfer RNA (tRNAphe). The tRNAphe structure depicted the first solution of
a long-chain nucleic acid structure. tRNAphe exhibited various of the tertiary
interactions widely appeared in RNA structures establishing a basis for further
researches in RNA structures.
tRNA molecule was first purified in 1965. Its sequence demonstrated a cloverleaf
structure based mainly on the characteristics of the molecule at specific domains
to form stem loop.14 Based on the work of the purified sequence, further studies
were performed on purification and isolation tRNA for crystallographic study. In
1971, crystals of yeast tRNAphe diffracted to 2-3 Å were obtained with a naturally
occurring polyamine, which bounded to and stabilized the tRNA.15 High quality
density map was not obtained until the use of heavy metal derivatives in nu-
merous pioneering work. In 1973, a 4 Å map of the tRNA molecule was finally
generated to trace the complete backbone unambiguously.16 Following this solu-
tion, numerous investigations on the structure refinement and validation were
carried out to give more details structural information demonstrating the pairing
14R. W. Holley et al. Science, 147: 1462–1465, 1965.
15S. H. Kim et al. Proc. Natl. Acad. Sci. U. S. A., 68: 841–845, 1971.
16S. H. Kim et al. Science, 179: 285–288, 1973.
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and stacking interactions of the tRNAphe.
Nucleosome structure A nucleosome is the basic unit of DNA packaging in eu-
karyotes, consisting of a segment of DNA wound in sequence around eight his-
tone protein cores.17 This structure is analogous to a thread encased around a
cylinder.18 Nucleosomes constitute the fundamental repeating units of eukaryotic
chromatin,19 which is used to pack the large eukaryotic genomes into the nucleus
while still ensuring appropriate access to it. Structural studies on nucleosomes
were initiated since 1980s. The first evidence of an octamer of histone proteins
wraps DNA around itself in about two turns of a left-handed superhelix was pro-
posed in 1984.20 In 1997, the first near atomic resolution crystal structure of
the nucleosome was determined, demonstrating the detailed structural informa-
tion of the molecule.21 At the same time, the human alpha-satellite palindromic
DNA used to achieve the nucleosome crystal structure was developed.22,23 Since
then, various types of nucleosome core particles have been determined including
variants containing histones for different kinds of species. The core structure of
nucleosome is highly conserved. Changes of residues between frog and yeast
histones can hardly affect the overall structure .24
Ribozyme The discovery of ribozyme25 demonstrated the importance of nucleic
acid in the catalytic process in a biological system. Because of the complex enzy-
matic functions performed by those nucleic acid, their structure can be compli-
cated and diverse in order to achieve their specific functions. Recently, various
new catalytic RNA structures were determined indicating its functional charac-
teristics, e.g., structural studies of a hammerhead ribozyme, which illustrated the
mechanism of its self-cleaving activity and its influences on gene expression.26
17N. A. Campbell and J. B. Reece. Biology. Pearson, Benjamin Cummings, 2005. 360–365
18S. Tarakhovsky Backstage with a command performer 2003
19B. Alberts et al. Molecular Biology of the Cell 4th Edition: International Student Edition. Rout-
ledge, 2002. 207
20T. J. Richmond et al. Nature, 311: 532–537, 1984.
21K. Luger et al. Nature, 389: 251–260, 1997.
22E. L. Palmer et al. Anal. Biochem., 231: 109–114, 1995.
23J. M. Harp et al. Acta Crystallogr. Sect. D Biol. Crystallogr., 52: 283–288, 1996.
24C. L. White et al. EMBO J., 20: 5207–5218, 2001.
25K. Kruger et al. Cell, 31: 147–157, 1982.
26M. Martick et al. Nature, 454: 899–902, 2008.
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The three-dimensional structure of a group II intron was recently determined
(Figure I.1.9a)27 allowing visualization of the active site and the intricate network
of tertiary interactions that stabilize the molecule. A network of specific structural
interactions that promote catalysis of phosphodiester bond formation was found
with the investigation of a L1 ligase ribozyme structure (Figure I.1.9b).28 The
structure showed the capability of L1 ligase ribozyme to evolve into a structure
capable of catalyzing regiospecific phosphodiester bond ligation.
(a) (b)
Figure I.1.9: Schematic for structures of (a) Group II intron active sites27
and (b) L1 ligase ribozyme28
Riboswitch A riboswitch is a regulatory segment of a messenger RNA molecule
that binds a small molecule, resulting in a change in production of the proteins
encoded by the mRNA.29–32 The first comprehensive proofs of multiple classes
of riboswitches including protein-free binding assays and metabolite-binding ri-
boswitches were discovered in 2002.33–36.
Many of the earliest riboswitches to be discovered corresponded to conserved
sequence motifs in 5’ UTRs that appeared to correspond to a structured RNA.
Several categories of riboswitches including S-Box or SAM-I riboswitch,37 the
27K. S. Keating et al. RNA, 16: 1–9, 2010.
28M. P. Robertson and W. G. Scott. Science, 315: 1549–1553, 2007.
29E. Nudler and A. S. Mironov. Trends Biochem. Sci., 29: 11–17, 2004.
30A. G. Vitreschak et al. Trends Genet., 20: 44–50, 2004.
31R. T. Batey. Curr. Opin. Struct. Biol., 16: 299–306, 2006.
32B. J. Tucker and R. R. Breaker. Curr. Opin. Struct. Biol., 15: 342–348, 2005.
33A. S. Mironov et al. Cell, 111: 747–756, 2002.
34A. Nahvi et al. Chem. Biol., 9: 1043–1049, 2002.
35W. C. Winkler et al. Proc. Natl. Acad. Sci. U. S. A., 99: 15908–15913, 2002.
36W. Winkler et al. Nature, 419: 952–956, 2002.
37F. J. Grundy and T. M. Henkin. Mol. Microbiol., 30: 737–749, 1998.
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THI-box in TPP riboswitch,38 the RFN element or FMN riboswitch39 and the
B12-box in cobalamin riboswitch40 were observed in gene regulation. Structures
of glmS, glycine and PreQ1-I riboswitches were determined recently based on
the prediction of homologous UTRs in Bacillus subtilis with Bioinformatics. Fur-
ther development in comparative genomics using additional taxa of bacteria al-
lowed improved algorithms to identify more riboswitch motifs and structures of
S-adenosylmethionine riboswitches were determined experimentally.41–43
Ribosome The ribosome (from ribonucleic acid and the Greek soma, meaning
"body") is a large and complex molecular machine, found within all living cells,
that serves as the primary site of biological protein synthesis (translation). The
overall molecular structure of the ribosome has been studied since the early
1970s. High resolutions structures were first acquried in 2000s, at resolution of
a 5 - 6 Å. The earliest results presenting the structure of the ribosome at atomic
resolution were announced in late 2000. The structure of 50S (large prokaryotic)
sub-domain was determined from the bacterium Deinococcus radiodurans44 and
the archaeon Haloarcula marismortui.45 The 30S sub-domain was determined
from Thermus thermophilus.46 In 2001, these structures were supported to rebuild
the entire T. thermophilus 70S fragment at a resolution of 5.5 Å.
More and more structural studies were performed with larger complex nucleic
acid revealing their distinct functions in biological systems. The increasing num-
ber of nucleic acid structures indicated that there is a need for a fast and general-
ized method for structure determination.
38J. Miranda-Ríos et al. Proc. Natl. Acad. Sci. U. S. A., 98: 9736–9741, 2001.
39M. S. Gelfand et al. Trends Genet., 15: 439–442, 1999.
40C. V. Franklund and R. J. Kadner. J. Bacteriol., 179: 4039–4042, 1997.
41J. E. Barrick et al. Proc. Natl. Acad. Sci. U. S. A., 101: 6421–6426, 2004.
42Z. Weinberg et al. Genome Biol., 11: R31, 2010.
43Z. Weinberg et al. Nucleic Acids Res., 35: 4809–4819, 2007.
44F. Schluenzen et al. Cell, 102: 615–623, 2000.
45N. Ban et al. Science, 289: 905–920, 2000.
46B. T. Wimberly et al. Nature, 407: 327–339, 2000.
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I.1.3 Nucleic acid crystallography
The most common method to solve nucleic acid structures is X-ray crystallogra-
phy. It represents more than 70% of the depositions in the Protein Data Bank13
(Figure I.1.10).
79.2%
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3.1%
0.2%
X-ray
NMR
EM
Others
Figure I.1.10: Methods for solving the macromolecules containing nucleic
acid in Protein Data Bank
The crystalline phase appears in nucleic acid molecules solution when a cer-
tain concentration is reached. Crystallization can be quite challenging, as one
needs to find the nucleation zone where both of the crystals and precipitates
grow and the competition between them consumes the crystallization resources
(Figure I.1.11).47 Especially for nucleic acid, the large size of the molecules and
the fragility of their single-strand backbones increase the difficulty of crystalliza-
tion. Vapor diffusion is the most commonly used method in the crystallization of
macromolecules such as nucleic acid. It required fine adjustment of crystallization
condition.
Synchrotron radiation is the most widely used source for measuring X-ray diffrac-
tion data. Its high flux, high brilliance and highly collimated photon beam with a
broad spectrum are well suited for macromolecular crystallography. In addition,
the high stability of the synchrotron source allows very accurate measurement
47N. E. Chayen and E. Saridakis. Nat. Methods, 5: 147–153, 2008.
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Figure I.1.11: The phase diagram for the macromolecular crocrystalliza-
tion. In undersaturation and precipitation phases, no crystal
growth. Crystal seeds will appear at nuleation zone and get
to crystalline state in supersaturation phase where screening
should be performed to obtain crystals.47
of weak scattering signals. Crystallography data are collected with the rotation
method. Due to the compact design of beamline, crystals are commonly rotated
along Ω axis. Recent development of multi-axis goniometer allows crystals to be
orientated more freely. Advantages of crystal geometry can be taken to obtain
optimal data quality for solving nucleic acid structures.

Chapter I.2
Macromolecular Structure Determination
To determine nucleic acid structures with X-ray crystallography, the electron den-
sity map needs to be reconstructed from the diffraction experiments. The electron
density distribution of a crystalline solid in real space relates to its reciprocal
structure by Fourier transform (equation D.1.1).
As the phases information (ϕ) in equation D.1.1 can not be measured directly,
structure determination with X-ray diffraction is not a trivial matter and vari-
ous methods (e.g., direct method, Molecular Replacement, heavy atom isomor-
phous replacement, isomorphous replacement with anomalous scattering and
single/multi-wavelength anomalous dispersion) were developed to retrieve the
phase information and determine the macromolecular structures.
This chapter will describe the principle and applicability for each of the phasing
methods and introduce the concept of using phosphorus anomalous signals in
supplement of the experimental phasing.
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I.2.1 Direct methods
Direct methods refer to methods using phases and amplitudes relationships
to retrieve phase information from experimental data directly. The basic prin-
ciple of these methods are based on the restriction that the electron den-
sity must be non-negative and atomically distributed. With this assumption,
the Karker-Kasper inequalities (equation D.2.3) and Karle-Hauptman tangent
formula (equation D.2.1b) can be derived to estimate phases directly from
intensities.48
For solving macromolecule such as protein or nucleic acid structures with Direct
methods, atomic resolution beyond 1.2 Å is required.49 This so called Shleldrick’s
rule50 limits the applicability of the Direct methods for protein and nucleic acid
structure. However, the Direct methods are still the powerful tools to solve the
heavy atoms sub-structure and are implemented in many structure determina-
tion software, e.g., SnB,51 SHELXD,52 SHARP,53 MOLREP54 and Hyss.55 For the
sub-structure determinations and analysis in this thesis, SHELXD was used as
a standard software.
48J. Karle and H. Hauptman. Acta Crystallogr., 3: 181–187, 1950.
49R. J. Morris and G. Bricogne. Acta Crystallogr. Sect. D Biol. Crystallogr., 59: 615–617, 2003.
50G. M. Sheldrick. Acta Crystallogr. Sect. A Found. Crystallogr., 46: 467–473, 1990.
51R. Miller et al. J. Appl. Crystallogr., 27: 613–621, 1994.
52T. R. Schneider and G. M. Sheldrick. Acta Crystallogr. Sect. D Biol. Crystallogr., 58: 1772–
1779, 2002.
53E. d. L. Fortelle and G. Bricogne. Methods Enzymol., 276: 472–494, 1997.
54A. Vagin and A. Teplyakov. J. Appl. Crystallogr., 30: 1022–1025, 1997.
55R. W. Grosse-Kunstleve and P. D. Adams. Acta Crystallogr. Sect. D Biol. Crystallogr., 59: 1966–
1973, 2003.
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I.2.2 Molecular Replacement
When a homologous model is available, prior knowledge of the actual geometry
as well as atomic connectivity of the structure can be a source of information to
facilitate structure determination.56 Methods involving fitting preconceived model
to the observed data to extract useful phase information are named Molecular
Replacement (MR).
I.2.2.1 Procedure of Molecular Replacement search
The core of MR is to search the correct orientation and position of the molecule
in the unit cell. The searching procedure involves rigid-body placement of a
structurally analogous or an identical search model in the asymmetric unit over all
conceivable orientations and positions. Each placement is evaluated through the
agreement between the calculated and observed structure factors using Patterson
method57 or maximum-likelihood method.58,59 The best fitting model resembles
the target structure.
To find out the correct orientation and position of the search model in the unit-cell,
two steps of searching are performed in MR. First the orientation of the search
model is determined via rotation search and then translation search is carried out
to locate the search model in the unit-cell.56 While the orientation and location
of the search model are determined, the remaining tasks of MR relate to refine-
ment. Maximum-likihood methods are used to generate probability functions to
evaluate the fitting between model and experimental data. Parameters such as
Log-likelihood gain (LLG) and Z-scores can be used to check the solutions. In
some difficult cases when data are poor or search model is incomplete or contains
large errors, all solutions may have similar low scores. The best way to judge the
56M. G. Rossmann and D. M. Blow. Acta Crystallogr., 15: 24–31, 1962.
57A. L. Patterson. Zeitschrift für Krist. Mater., 90: 517–542, 1935.
58V. Y. Lunin and A. G. Urzhumtsev. Acta Crystallogr. Sect. A Found. Crystallogr., 40: 269–277,
1984.
59R. J. Read. Acta Crystallogr. Sect. A Found. Crystallogr., 42: 140–149, 1986.
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quality of MR solution is to check the quality of the electron density map.
I.2.2.2 Molecular Replacement for nucleic acid
MR relies on the knowledge of structural features of the target molecule. Thus
search model preparation is crucial. If the homologous model is not available,
structural fragment library can be used to facilitate the MR search. The library
can be built by fragments extracted from structures in database or predicted from
secondary structures. While the library is built, it can be used for de novo structure
determination with MR. For instance, a 71-nucleotides L1 ligase ribozyme nucleic
acids structure was shown to be possible to solve by MR with predicted model
fragments based on its secondary structure.2
There are also some peculiarities when applying MR for solving nucleic acids
structures. High internal symmetry of nucleic acid helices can create additional
complications in the MR search and may lead to difficulties in the placement of
search model.60 In addition, the success of MR rotation and translation search
requires accurate and complete low resolution data.61
I.2.3 Heavy Atom Isomorphous Replacement
Heavy atoms isomorphous replacement phasing refers to methods of solving
the phase problem with heavy-atom substitution.62 Method using a single heavy
atom in the derivative structure is called single heavy atom isomorphous re-
placement phasing (SIR). The soaked heavy-atom in the derivative structure
provides slight yet measurable intensity differences compared to the native struc-
ture. The intensity differences are then used to determine the heavy-atom sub-
2M. P. Robertson and W. G. Scott. Acta Crystallogr. Sect. D Biol. Crystallogr., D64: 738–744,
2008.
60I. Baikalov and R. E. Dickerson. Acta Crystallogr. Sect. D Biol. Crystallogr., 54: 324–333, 1998.
61E. Dodson. Acta Crystallogr. Sect. D Biol. Crystallogr., 64: 17–24, 2008.
62D. W. Green et al. Proc. R. Soc. A Math. Phys. Eng. Sci., 225: 287–307, 1954.
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structure (Figure I.2.1a).63 Then the estimated phases for the native structure
can be obtained with the known phases of the sub-structure as showed in Fig-
ure I.2.1b.
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Figure I.2.1: Harker construction63 for SIR. (a) The angular relation be-
tween amplitudes of the native structure (FP), have-atom
derivative (FPA) and the single atom substructure (FA) which
is used in determine the phases of heavy-atoms, (b) Harker
construction showing phases of the native structure are deter-
mined by the intersection between the circle of the have-atom
derivative structure factor and the structure factor of native
structure. With SIR only, two possible sets of phases (ϕP1, ϕP2)
are determined
For SIR, two sets of phases are obtained (Figure I.2.1b). Density modification
can be utilized to resolve this phase ambiguity. With multi-isomorphous replace-
ment (MIR), the phase ambiguity is automatically solved as, in theory, there
is only one intersection in its Harker construction.63 To apply heavy atom iso-
morphous replacement in solving nucleic acid structure, heavy atoms must be
incorporated into the nucleic acid molecule. The heavy atom binding often causes
non-isomorphism between native and derivative crystals. In addition, the heavy
atoms may increase X-ray absorption during exposure.
63D. Harker. Acta Crystallogr., 9: 1–9, 1956.
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I.2.4 Methods using anomalous signals
I.2.4.1 Breaking Friedel’s law
The atomic scattering factor fs,λ is composed of three parts and can be expressed
explicitly as,64
fs,λ = f
0
s + f
′
λ + i f
′′
λ (I.2.4.1)
where f 0s is the wavelength independent but scattering angle dependent term and
f ′λ and f
′′
λ denotes the wavelength dependent anomalous scattering contributions.
f ′′ has a 90◦ phase shift added on the dispersive term f ′λ and thus break down the
equality between the amplitudes of a Bijvoet pair, i.e., Friedel’s law (Figure I.2.2).65
This inequality of Bijvoet pairs’ amplitudes is a basis for applying experimental
phasing using the anomalous scattering.
64M. Vijayan and S. Ramaseshan. International Tables for Crystallography, B: 265–269, 2006.
65G. Friedel. Comptes Rendus l’Académie des Sci., 157: 1533–1536, 1913.
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Figure I.2.2: The breakdown of Friedel’s law. Friedel’s Law states that mem-
bers of a Friedel pair (centrosymmetric reflections, hkl and hkl)
have equal amplitude and opposite phase. The Friedel’s law
is not valid when an anomalous scatter is present. The imagi-
nary term, f ′′ in atom scatting factor fs,λ = f 0s + f ′λ + i f
′′
λ , repre-
sents a 90◦ phase shift for anomalous contribution and leads to
|F+| 6= |F−|. The difference in the amplitude of a Bijvoet pair,
∆F±= |F+|−|F−|, is called the Bijvoet difference or anomalous
difference.
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I.2.4.2 Isomorphous Replacement with anomalous scatter-
ing
The amplitude difference of a Bijvoet pair can be used in Patterson or Direct
method to locate the anomalous scattering atoms. The phases of the anomalous
scatters and the measured amplitudes of native and anomalous derivative struc-
tures can be then used to determine the phases. The breakdown of Friedel’s
law provides additional information allows selecting only one intersection in the
Harker construction to suppress phase ambiguity (Figure I.2.3).
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Figure I.2.3: Harker construction for phasing with isomorphous replacement
with a single anomalous scatter. The anomalous terms (±F′′A)
of structure factors lead to an anomalous difference and an
intersection in the Harker construction showing the determined
phases of the native structure.
Commonly used heavy-atom reagents for solving protein structures are shown
in Table I.2.1.66 For nucleic acid, magnesium, zinc, manganese, barium, bromine
and iridium are frequently used.67–69 The preparation of the heavy-atom deriva-
tive requires specific experimental efforts with well controlled concentration in
the macromolecule solution. Care needs to be taken to protect the fragile nu-
cleic acids crystals, if soaking is performed. This method also suffers from the
problem of non-isomorphism that adds additional errors in the determined struc-
tures.
66D. Carvin et al. International Tables for Crystallography, F: 247–255, 2006.
67F. E. Reyes et al. Methods Enzymol., 469: 119–139, 2009.
68J. H. Cate and J. a. Doudna. Methods Enzymol., 317: 169–80, 2000.
69A. Y. Keel et al. Structure, 15: 761–772, 2007.
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Table I.2.1: The 23 most commonly used heavy-atom reagents for pro-
teins. The first column shows the number of times the reagents has
been used in the analyses included in the heavy-atom data bank.66
No. Compound
287 Potassium tetrachloroplatinum (II)
111 Potassium dicyanoaurate (I)
103 Uranyl acetate
101 Mercury (II) acetate
98 Mecury (II) chloride
85 Ethylmercurythiosalicylate (EMTS)
82 Postassium tetraiodomercurate (II)
81 para-Chloromecuriobenzenesulfonate (PCMBS)
75 Trimethyllead (IV) acetate
73 Potassium pentafluorooxyuranate (VI)
73 Phosphatotris (ethylmecury)
61 Potassium tetranitritoplatinum (II)
60 Uranyl nitrate
58 Potassium tetracyanoplatinum (II)
57 Dichlorodiammineplatinum (II)
51 Potassium hexachloroplatinum (IV)
51 Methylmercury chloride
44 Potassium tetrachloroaurate (III)
42 para-Chloromercurybenzoate (PCMB)
39 Lead (II) acetate
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I.2.4.3 Single/Multi-wavelength anomalous dispersion
Methods of single/multi-wavelength anomalous dispersion (SAD/MAD) can be
readily performed to determine the structures of native macromolecules.70 For
SAD, single wavelength is used to deduce the anomalous differences and predict
the possible phases. As showed in Figure I.2.4, the two ambiguous phases are
symmetrically located about ϕA−90◦. This phase ambiguity can be resolved by
density modification. The multi-wavelength anomalous diffraction (MAD) is per-
formed with data collected at different wavelengths, which allows to solve the
phase ambiguity.
re
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Figure I.2.4: Harker construction for SAD phasing. With a single wavelength,
two phases circles are composed by the vector of +F and −F
added at the end of vector of +F′′A and −F′′A respectively. The
two phase circles meet at two points leading to an ambiguous
phase determination.
One way to use SAD/MAD is to introduce selenomethionine in place of methio-
nine residues of a protein in order to minimize non-isomorphism.71,72 Sulfur is
naturally presented in sulfur-containing amino acids such as methionine and
70J. Karle. Int. J. Quantum Chem., 18: 357–367, 1980.
71W. A. Hendrickson et al. Proc. Natl. Acad. Sci. U. S. A., 86: 2190–2194, 1989.
72W. A. Hendrickson et al. EMBO J., 9: 1665–1672, 1990.
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cysteine. Therefore, for SAD/MAD phasing with the anomalous signal of sulfur
(S-SAD), no experimental effort is needed to prepare derivative structures and
non-isomorphism problem can be avoided. S-SAD was first successfully applied
to determine the crambin structure in 1981.73 The use of the weak anomalous
scattering from low Z elements (< 20) has been shown very powerful in the so-
called native-SAD method.74,75 Like sulfur, phosphorus is naturally presented in
nucleic acid and therefore has potential to help in nucleic acid structure determi-
nation.
As the anomalous contribution is normally a few percent of the scattering con-
tributed by the entire molecule, specific wavelengths at absorption edges have to
be chosen to maximize the anomalous differences in SAD or MAD methods. At
current synchrotron radiation source, the absorption edges for S/P native-SAD
is not attainable. The only way to increase anomalous scattering for S/P native-
SAD is to use longer wavelength or decrease the energy. The minimal energy at
beamline X06DA/PXIII is 6 keV. However, the absorption dose is higher and the
diffraction angles are limited at lower energy. Therefore, compromise between
the strength of the anomalous scattering, absorption dose and diffraction angles
has to be made to obtain an optimal signal for S/P native-SAD.
73W. A. Hendrickson and M. M. Teeter. Nature, 290: 107–113, 1981.
74Q. Liu et al. Science, 336: 1033–1037, 2012.
75Q. Liu et al. Acta Crystallogr. Sect. D Biol. Crystallogr., 69: 1314–1332, 2013.
Chapter I.3
Using Phosphorus Anomalous Signals for
Nucleic Acid Structure Determination
As the phosphates are naturally presented in the backbone of nucleic acid struc-
tures, there is no non-isomorphism problem for phasing with the phosphorus
anomalous signal. With the method of phosphorus single-wavelength anomalous
dispersion (P-SAD), the experimental effort of heavy-atoms derivative prepara-
tion can be omitted to speed up the nucleic acid structure determination. Thus,
automatic pipeline for de novo experimental phasing is possible.76 A structure of a
left-handed Z-DNA hexamer duplex d(CGCGCG)2 were successfully determined
with the P-SAD method1 showing its feasibility in determining small sized nucleic
acid structures.
I.3.1 Weak anomalous signals
The anomalous signal is evaluated by using the Bijvoet ratio which is the ratio
between the anomalous difference (∆Fanom) and the measured amplitude (F).
Calculation based on simulated data illustrated one disulfide bridge in a protein
with 120 amino acids was able to solve the protein structure.77 This amount of
signal is approximately 0.6% of 〈∆Fanom/F〉 and is considered as the minimal
signal required for solving protein structures with the SAD method. For nucleic
76E. Micossi et al. Acta Crystallogr. Sect. D Biol. Crystallogr., 58: 21–28, 2001.
1Z. Dauter and D. A. Adamiak. Acta Crystallogr. Sect. D Biol. Crystallogr., 57: 990–995, 2001.
77B. C. Wang. Methods Enzymol., 115: 90–112, 1985.
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acid, the estimated anomalous signal 〈∆Fanom/F〉 at wavelength from 1.6 to 2.0
Å is larger than 0.6% (Table I.3.1). It suggests that, in principle, there is a chance
to solve the nucleic acid structure with the anomalous signals from the intrinsic
phosphorus atoms.
Table I.3.1: The estimated anomalous signal for the nucleic
acid at different wavelength calculated with 〈∆Fano/F〉 =√
2/6.7 f ′′
√
NA/NP, where ∆Fano is the anomalous difference
and F is the amplitude of the reflections and f ′′ is the theoreti-
cal value of the imaginary component for the atomic scattering
factors of phosphorus and NA is the number of the anomalous
scatters and NP is the number of the other atoms within the
whole molecule. 〈∆Fano/F〉 is used to estimate the anomalous
strength of the overall structure.
λ (Å) f ′′ 〈∆Fano/F〉 (%)
1.6 0.47 2.1
1.8 0.59 2.6
2.0 0.71 3.1
However, similar to sulfur, the anomalous signal of phosphorus is extremely weak
in attainable energy range at a synchrotron radiation source (5 ~ 12.4 keV)
(Figure I.3.1).78–81 The K-edge of phosphorus at 2143 eV is not achievable at
classical synchrotron MX beamline. To enhance the anomalous dispersion, long
wavelength can be used. Long wavelength synchrotron beamlines (e.g., beamline
I23, Diamond82) are under constructions towards the goal of native sulfur or
phosphorus SAD phasing.
78D. T. Cromer. Acta Crystallogr., 18: 17–23, 1965.
79D. T. Cromer and J. B. Mann. Acta Crystallogr. Sect. A Found. Crystallogr., 24: 321–324, 1968.
80D. T. Cromer and D. A. Liberman. J. Chem. Phys., 53: 1891–1898, 1970.
81D. T. Cromer and D. A. Liberman. Acta Crystallogr. Sect. A Found. Crystallogr., 37: 267–268,
1981.
82V. Mykhaylyk and A. Wagner. J. Phys. Conf. Ser., 425: 012010, 2013.
I.3.2. Effect of absorption 35
P: f ' P: f ''
S: f ' S: f ''
6000 8000 10 000 12 000
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
2.75 2.22 1.87 1.61 1.41 1.26 1.14 1.03 0.95
X-ray energy HeVL
A
no
m
al
ou
ss
ca
tt
er
in
g
fa
ct
or
sH
e-
L
Wavelength HÅL
Figure I.3.1: The anomalous scattering coefficients f ′ and f ′′ of phosphorus
and sulfur atoms
I.3.2 Effect of absorption
As showed in Figure I.3.1, longer wavelength provides more significant anoma-
lous scattering. However, the absorption effect is increased with longer wave-
length. The absorption dose introduces radiation damage to molecules that im-
pairs the data quality and restricts the measured resolution. As there is a trade-off
between the anomalous strength and absorption, proper wavelength is required
to pursue optimal data quality for P-SAD phasing, in which radiation damage is
more significant for large crystals (Figure I.3.2).74 Therefore, small crystals (< 10
µm) matching micron-sized beam are meant to be used for data collected at wave-
length > 3.0 Å.83 Abortion through the beam path is another issue affecting data
accuracy. Since the X-ray absorption of helium is by two to three orders lower
than air,84 an helium filled chamber can be used to minimize the adsorption.
74Q. Liu et al. Science, 336: 1033–1037, 2012.
83R. Sanishvili et al. Proc. Natl. Acad. Sci. U. S. A., 108: 6127–6132, 2011.
84K. Djinovic´ Carugo et al. J. Synchrotron Radiat., 12: 410–419, 2005.
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Figure I.3.2: Transmitted anomalous signals as function of X-ray energy
through water. X-ray transmission of anomalous signals from
sulfur ( f ′′ in electrons) through various thickness of water: red:
200 µ m; blue; 100 µ m; purple: 50 µ m; green: 5 µ m; and
magenta: 0 µ m. The transmitted anomalous signals are sample
thickness dependent.
I.3.3 MR and anomalous signals
The applicability of P-SAD method is limited by the weak anomalous signals and
absorption effect. To improve P-SAD method and extend its potential in solving
larger nucleic acid structures, P-SAD will likely benefit from combined approaches.
Molecular Replacement (MR), as mentioned in section I.2.2.2, uses the phase
information from homologous model and the success of this method does not
crucially depend on high resolution data. Thus, MR can be a supplement for SAD
or MAD phasing in order to enhance the phasing power. In the other way around,
SAD or MAD phasing can provide independent experimental phase information
to support the model search or refinement in MR.
So far, some attempts with different approaches have been tried to use anomalous
scattering signals in combination with MR in structure determination.
(1) Use MR to determine the anomalous sub-structure for initiation of SAD phas-
ing and then compare the anomalous sub-structures obtained from SAD phasing
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and MR in order to check the consistency of phasing results.85
(2) Use the anomalous sub-structure obtained from SAD phasing to generate an
electron density map which is unbiased by MR search model and use the map
to identify the correct solution among a group of weak MR solutions generated
from inaccurate search models.86
(3) Combine the rotation functions of MR for full structure search in intensities
and that of MR for anomalous sub-structure search in anomalous differences.
Then generate a new score from this combined rotation functions and use it to
evaluate the MR rotation search.87
(4) Use anomalous signals to refine the initial MR solution and get rid of model
bias with SAD likelihood function.88,89
In this thesis, feasibility of incorporating anomalous signals in MR search for
solving nucleic acid structures was investigated. Aiming at de novo structure
determination of nucleic acids structures, the strategy of using nucleic acid struc-
tural fragments library to facilitate MR search in either intensities or anomalous
differences was studied.
85J. P. Schuermann and J. J. Tanner. Acta Crystallogr. Sect. D Biol. Crystallogr., 59: 1731–1736,
2003.
86E. N. Baker et al. Acta Crystallogr. Sect. D Biol. Crystallogr., 51: 282–289, 1995.
87J. Unge et al. Acta Crystallogr. Sect. D Biol. Crystallogr., 67: 729–738, 2011.
88A. J. McCoy et al. Acta Crystallogr. Sect. D Biol. Crystallogr., 60: 1220–1228, 2004.
89A. J. McCoy et al. J. Appl. Crystallogr., 40: 658–674, 2007.

Chapter I.4
Goal of Thesis
This thesis intends to examine the feasibility and limitation of using phosphorus
anomalous signals in solving nucleic acids structures. To clarify the requirement
in each step of structure determination, the thesis will study the effect of various
experimental parameters such as wavelength and multiplicity on the performance
of the method. Based on these requirements, practical data collection strategy
for P-SAD will be investigated. Finally, the goal is to apply the P-SAD method to
determine novel structures in order to test its general applicability. To extend the
method for solving larger structures, the thesis will also study the possible ap-
proach and applicable conditions of using Molecular Replacement in combination
with phosphorus anomalous signals.
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Part II
Materials and Methods

Chapter II.1
Nucleic Acid Targets
II.1.1 Target molecules
The sarcin ricin loop RNA (SRL) containing 27 nucleotides90,91 was used as
the target to perform systematic studies and test the feasibility of the P-SAD
method. A novel structure of an octameric RNA duplex (2× 8-mer) containing
2×8 nucleotides was successfully determined with P/native-SAD method. Two
larger structures, i.e., a Dimerization Initiation Site RNA with 2×23 nucleotides92
and a GIR1 branching ribozyme with 188 nucleotides,93 were also used to test
the feasibility of the method in solving larger RNA structures. Novel structure
of a σE2 –TGTCAAA protein-DNA complex94 containing 2× 7 nucleotides was
successfully determined in the course of the thesis illustrating the potential of the
method for protein-nucleic acid complex. The schematic plots for all molecules
are displayed in Figure II.1.1. Detailed information for each target can be found
in Table II.1.1. The subsequent sections will discuss the synthesis, purification
and crystallization of the five targets.
90V. Olieric et al. RNA, 707–715, 2009.
91C. C. Correll et al. J. Mol. Biol., 292: 275–287, 1999.
92E. Ennifar et al. Structure, 7: 1439–1449, 1999.
93M. Meyer et al. Proc. Natl. Acad. Sci. U. S. A., 111: 7659–7664, 2014.
94S. Campagne et al. Nat. Struct. Mol. Biol., 21: 269–276, 2014.
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(a) (b) (c) (d) (e)
Figure II.1.1: The schematic display of the 4 RNA targets and the protein-
DNA complex. (a) octameric RNA duplex, (b) sarcin ricin loop
RNA, (c) Dimerization Initiation Site RNA, (d) GIR1 branching
ribozyme, (e) σE2 –TGTCAAA complex. The phosphate back-
bones are displayed in orange.
Table II.1.1: Number of nucleotides, molecular weight and motifis of the macromolecule
targets
RNA octameric
RNA duplex
(2 × 8-mer)
sarcin ricin
loop (SRL)
Dimeriza-
tion
Initiation
Site (DIS)
GIR1
branching
ribozyme
(GIR1)
σE2 –
TGTCAAA
complex
Number of
nucleotide
2 × 8 27 2 × 23 188 2 × 7
Molecular
Weigth
(kDa)
5.4 8.7 15.0 60.6 28.8
Motifs
included
double
helices
internal
loop
(bulged G)
double
helices,
internal
loop
kissing
stem-loop
protein-
DNA
complex
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II.1.2 RNA synthesis, purification and crystalliza-
tion
UCGUACGA octameric RNA duplex (2 × 8-mer) The RNA oligomers were or-
dered from Microsynth, Switzerland. The purification and crystallization were
done by Joachim Schnabl, Institute of Inorganic Chemistry, Universität Zürich,
Switzerland. The RNA was dissolved in 750 µl ddH2O and mixed with 750 µl
buffer. The purification was done with 200 µl 20% denaturing polyacrylamide
gel. Prior to crystallization, the RNA of 1.2 µM was mixed 1:1 with a solution of
2.5 µM Co2L3 (L = C25H20N4). Drops of 800 nl mixture were incubated at 293
K. Needle-shaped crystals grew after two days.
Sarcin ricin loop (SRL) The RNA were purchased from Dharmacon, Inc.
(Boulder, CO, USA), purified and crystallized by Dr. Eric Ennifar, Institut de
Biologie Moléculaire et Cellulaire, Université de Strasbourg, France, with proto-
cols described previously.90,91 Briefly, the RNA were purified by gel electrophoresis
and concentrated to 2.5 µg µl-1 in 1.0 µM Na EDTA (pH 8.0), 10 µM Tris (pH 8.0).
The solution was heated at 328 K and slowly cooled down to 298 K. The crystals
were grown at 292 K in hanging drop by vapor diffusion with RNA/precipitant
ratio 2:1. The well solution contained 3.0 to 3.2 M (NH4)2SO4 mixed with buffer
χ (50 mM K · Mops (pH 7.0), 10 mM MgCl2, 10 mM MnCl2). Glycerol was used
for cryoprotection. Crystals were frozen in ethane liquid.
Dimerization Initiation Site (DIS) Dimerization Initiation Site RNA (DIS) were
purchased from Dharmacon, Inc. Purification and crystallization were done by
Dr. Eric Ennifar, Institut de Biologie Moléculaire et Cellulaire, Université de Stras-
bourg, France. The purification and crystallization protocol have been described
previously92 and briefly recalled here. The RNA were purified by gel electrophore-
sis with 15% polyacrylamide. A further step purification was performed with a
Dionex Nucleopac PA-100 ion-exchange column heated at 358 K. 10 times RNA
solution containing 150 mM KCl , 20 mM Na cacodylate (pH 7.0), 5 mM MgCl2
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and RNA concentration of 4 µg µl-1 were mixed 1:1 with solution containing 10%
MPD and 50 mM spermine. The reservoir solution contained 50% MPD, 300 mM
KCl, 50 mM Na cacodylate (pH 7.0) and 100 mM MgCl2. The crystals appeared
after one week of setting the drop.
GIR1 branching ribozyme (GIR1) The RNA synthesis, purification and crystal-
lization work was done by Mélanie Meyer, Institut de Biologie Moléculaire et
Cellulaire, Université de Strasbourg, France.93 The RNA were prepared by in vitro
transcription using T7-RNA polymerase and concentrated by ethanol precipita-
tion. A 100 µM RNA solution was heated during 1 min at 95 °C followed by 4
min on ice. MgCl2 up to 4 µM was then added, the solution was placed at 55 °C
for 10 min then at 4 °C overnight. Parallelepiped shaped crystals grew in 20 days
in microbatch settings in 0.2 M sodium chloride, 0.1 M HEPES (pH 7.5), 25%
w/v PEG 3,350. Crystals were flash-frozen by immersion in liquid ethane.
σE2–TGTCAAA complex Crystals of the σE2 –TGTCAAA complex appeared spon-
taneously in the NMR tube with 10 µM Na-phosphate buffer pH 6.5, 50 µM NaCl
at concentration of 0.5 µM.94
Chapter II.2
Experimental Set-up
II.2.1 X-ray source (X06DA/PXIII)
Diffraction data were collected at Beamline X06DA/PXIII at Swiss Light Source,
Paul Scherrer Institut (SLS, PSI). The beamline received light from a 2.9 T super-
bend magnet. The beam spot size at the source was 90 × 45 µm2. The flux at 12.4
keV is 5 × 1011 phs/s which is comparable to an undulator beamline. Detailed
source characteristics are shown in Table II.2.1.
Table II.2.1: Characteristics of the PXIII beamline at Swiss Light Source of Paul Scherrer
Institut
Type SLS super-bending magnet 2.9 Tesla
Source size (µm2) 90×45
Spectral range (keV) 6.0 - 17.5
Flux (phs/s /400 µA) 5×1011
Energy resolution (keV) 1.4×10−4
Focused spot size (µm2) 80×45
The beamline optics (Figure II.2.1) are designed to optimize stability. The beam
is focused at the sample position 21 meters from the source. The vertical collimat-
ing mirror (M1) is focused at infinity and mounted at 7 meters from the source.
Following the M1 mirror, a Double Channel Cut Monochromator (DCCM) allows
a true fixed exit and thus enhances beam stability. The wide spectral range (6.0
to 17.5 keV) provides abundant choices of wavelength for experimental phas-
ing. At 14 meters away from the source, a toroidal mirror (M2) suiting provides
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focusing in both vertical and horizontal directions with 2:1 horizontal demagnifi-
cation.
7m 14m 21m
source
2.9T
collimating
mirror 
Double 
Channel-Cut 
Monochromator
Toroidal 
focusing 
mirror
Focused spot 
80 × 45 µm 2
Beam
Figure II.2.1: The PXIII beamline layout
II.2.2 Detector (PILATUS 2M)
The detector equipped at beamline X06DA is a PILATUS-2M detector from DEC-
TRIS, Ltd. PILATUS detectors operate in single-photon counting mode and feature
very high dynamic range, zero dark signal and zero readout noise. With PILATUS
detectors one can achieve optimal signal-to-noise ratio at short readout time and
high frame rates.
The detector surface is made by grids of hybrid pixels. Electron charges are
excited by the arriving photons collected on each pixel. The resulting current
pulse is processed and amplified by the readout pixel in single-photon-counting
mode (Figure II.2.2b).95,96 Since the signal is recorded in digital only when it
surpasses the defined limit, the noise raised by the dark current can be completely
eliminated. In addition, the technique of on-fly photon counting while exposuring
allows a fast digital readout and prevents readout noise which is a main source
of errors in measuring with integrating detectors (Table II.2.2).96–98
95H. Spieler. Semiconductor Detector Systems. Oxford scholarship online OUP Oxford, 2005.
96DECTRIS HYBRID PIXEL TECHNOLOGY & SINGLE-PHOTON COUNTING 2012
97C. Ponchut. J. Synchrotron Radiat., 13: 195–203, 2006.
98P. Kraft. PILATUS 2M. PhD thesis. ETH Zürich, 2010.
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(a) (b)
Figure II.2.2: The schematic of hybrid detector and single photon counting
mechanism (a) Schematic layout of a hybrid detector (b) Prin-
ciple of detection of X-ray photons counting in a hybrid pixel
Detector
Table II.2.2: Detector characteristics of PILATUS-2M in comparison with the fiber optic
coupled CCD detector
Characteristics PILATUS 2M CCD
Pixel size (µm2) 172×172 46×46
Number of pixel 1475×1679 2048×2048
Dynamic range (bit) 20 14
Readout time (µs) 3.77 250
Frame rate (Hz) 60 4
Readout noise (e-/pixel) 0 25.2
Dark noise (e-/pixel) 0 0.18
Featuring zero readout noise, PILATUS detectors are not affected by dark current,
which ensures a very accurate data collection. Low dose data collection is thus
possible with PILATUS in order to minimize radiation damage. It is specifically im-
portant in high multiplicity data collection as the dose increases with multiplicity.
The absence of readout noise together with the short readout time allows PILATUS
detectors to collect data continuously and enables fine ϕ-slicing data collection99
which may considerably improve the data quality. With fine ϕ-slicing data collec-
tion, the diffraction spots are able to be finer sampled and the optimal oscillation
range were found to be around half of the mosaicity (Figure II.2.3).99,100 More-
over, higher dynamic range of PILATUS compared to CCD detector (Table II.2.2)
avoids the overload for data collected with high flux (Figure II.2.4).96
99M. Mueller et al. Acta Crystallogr. Sect. D Biol. Crystallogr., 68: 42–56, 2012.
100O. B. Zeldin et al. J. Synchrotron Radiat., 20: 49–57, 2013.
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(a)
(b)
Figure II.2.3: Wide-sliced and fine-sliced data collection. The background
and the reflection intensity along ϕ are shown, assuming a
Gaussian distribution of the reflection intensity. (a) Wide-
sliced data collection with a rotation width of 1◦. The intensity
of a full reflection (green outline) is recorded on a single im-
age without sampling of the profile along ϕ . A large amount of
background overlaps with the reflection intensity are included
in the integration. (b) Fine-slicing at ϕ = 0.025◦. The reflec-
tion profile is densely sampled along ϕ. The background not
included in the reflection profile is reduced.99
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(a) (b)
Figure II.2.4: The diffraction spot measured on CCD and PILATUS detec-
tors. (a) Diffraction spot collected on CCD detector with over-
loaded signal higher then the limit Analog/Digital Unit. (b)
Diffraction spot recorded on PILATUS detector and the photon
counting for each pixel. With higher dynamic range, there is
no overload observed with the PILATUS detector.96
II.2.3 Multi-axes Goniometer PRIGo
The Parallel Robotics Inspired Goniometer (PRIGo) (Figure II.2.5) is a new go-
niometer concept, which offers an alternative for the traditional Kappa goniome-
ter. It contains 6 degrees of freedoms including three translations (x,y,z) and three
rotations (ω,ϕ,χ). The ω rotation is controlled by air-bearing rotation (ABR) and
is followed by four linear stages to perform translations in three dimensions with
χ rotation. The ϕ rotation is around the axis of the sample holder (Figure II.2.5).
All motors are controlled synchronously by an elaborate inverse kinematics model
implemented in the control system. The goniometer is designed to achieve the
best accuracy while keep its flexibility to reach maximum orientation. The spheres
of confusion for ω, χ and ϕ are < 5, < 7 and < 10 µm respectively. The rotation
range for χ angle is 0-90◦ and for ϕ it is 0-360◦. Unlike mini-Kappa goniometer
which has a fixed angle between rotation axes, each axis of PRIGo can be tilted
independently with higher flexibility.
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(a) (b)
Figure II.2.5: Schematic architecture of PRIGo goniometer. (a) PRIGo em-
ulating an arc with three rotation axes (ω,ϕ,χ) (b) PRIGo
installed at beamline PXIII at Swiss Light Source
With large flexibility of crystal orientation, PRIGo allows the highest data com-
pleteness during data collection. For rotation data collection, not all possible
diffraction can be measured, because some reciprocal lattice points lying close
to the rotation axis will never cross the Ewald sphere, even after 360◦ rotation
(Figure II.2.6).101 The traditional way to bypass this restriction for complete data
is to use bent loops. However, it is a crude approach without accurate control
of the bending angle. With PRIGo, crystals can be orientated freely and accu-
rately to bring the blind zone in crossing to the Ewald sphere and obtain high
completeness data. Multiple choices of rotation axis provided by PRIGo enable
multi-orientation data collection. High multiplicity data can be therefore collected
around different rotation axes. Thus, systematic errors in data collection can be
minimized. Furthermore, with the large range of χ and ϕ rotation, PRIGo allows
collecting the Bijvoet pairs in a same image (i.e., with the same X-ray dose) in
order to measure more accurate anomalous differences.
101Z. Dauter. Acta Crystallogr. Sect. D Biol. Crystallogr., 55: 1703–1717, 1999.
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Figure II.2.6: A full 360◦ rotation of a crystal represented as the equivalent
rotation of the Ewald sphere with the crystal stationary. Re-
flections in the blind region, close to the rotation axis, will
never cross the surface of the sphere. Diffraction angles of
θ1 and θ2 correspond to low and high resolution diffraction
respectively. The smaller reciprocal interplanar spacing d*1 in-
dicates lower resolution diffraction and the larger reciprocal
interplanar spacing d*2 indicates higher resolution diffraction.
The blind region is narrow at low resolution and wide at high
resolution as shown by the red region in the figure. The green
region indicates the measurable range of the diffraction at
these two resolutions.101

Chapter II.3
Structure Determination
Structure determination can be divided in three consecutive steps: data-collection,
phasing and refinement. X-ray data collection determines the quality of the crys-
tallography data and therefore defines the success of the following procedures in
the structure determination. The data collection strategies benefited from high
brightness X-ray source, hybrid photon counting detector and muliti-orientation
goniometer and used in each macromolecule target are given in this chapter.
Phasing methods of SAD and MR and the refinement approach used in this thesis
will also be described.
II.3.1 Data collection and processing
Diffraction data were collected at beamline X06DA at Swiss Light Source of Paul
Scherrer Institut (section II.2.1) with samples described in section II.1.1. The crys-
tals were measured under 100 K nitrogen-gas stream on a PILATUS 2M detector.
With a 6 degrees of freedom (x,y,z,ϕ ,ω ,χ ) multi-axis goniometer (section II.2.3),
a high multiplicity and multi-axis data collection strategy was applied together
with fine ϕ-slicing99 to ensure true redundancy and optimize the data quality.
Detailed data statistics is listed in Table II.3.1.
99M. Mueller et al. Acta Crystallogr. Sect. D Biol. Crystallogr., 68: 42–56, 2012.
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2 × 8-mer RNA The crystal size is approximately 550 × 40 µm2. Data were
collected at 1.6 Å. 5 sub-datasets of 360◦ rotation were collected at different
parts along the long needle like crystal. Each dataset were collected in fine ϕ-
slicing along ω axis with χ tilting to different angles (χ = 0◦, 10◦, 20◦, 30◦ and
40◦). Limited by the detector size and sample-to-detector distance (120 mm), 2.11
Å data were collected. The crystal diffracts to higher resolution (1.2 Å).
SRL RNA The crystal size was around 400 × 300 µm2. The wavelength was
1.6 Å. Highly redundant data were collected along ω with 0.1◦ oscillation fine
ϕ-slicing.
DIS RNA Data were collected at 1.8 Å. Totally 5 sub-datasets of 360◦ rotation
were collected at different parts of a same crystal. Each sub-dataset were collected
along ω at 0.25◦ oscillation and 0.25 s exposure with χ axis tilted to different
angles (χ = 0◦, 10◦, 20◦, 30◦ and 40◦).
GIR1 RNA The data were collected with 1.6 Å wavelength beam. Crystal size was
around 160 × 25 µm2. Totally 4 datasets of 360◦ rotation were collected with a
same crystal. For each dataset, a fresh part of the crystal was shot. Two out of four
sub-datasets were collected along ω. The other two sub-dataset were collected
along ϕ axis with χ of 45◦ and 90◦ respectively.
σE2–TGTCAAA complex At wavelength of 2.0 Å, 720◦ data were collected with
0.1◦ oscillation and 0.1 s exposure. The total dose for this dataset was estimated
to be about 1 MGy. Limited by the minimum sample-to-detector distance, useful
data up to 2.14 Å were collected.
For data collected on each target (section II.1.1), XDS package was used to index
the diffraction spots and integrate the intensities. The space group was then
identified by XDS. XSCALE was used to scale and merge the multiple datasets.
The merged data were then converted to appropriate format with XDSCONV in
order to perform sub-structure determination and phasing. The absorption dose
was estimated with RADDOSE 3D.102
102O. B. Zeldin et al. J. Appl. Crystallogr., 46: 1225–1230, 2013.
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II.3.2 SAD phasing approach
Structure determination with SAD phasing approach includes two steps. First,
the sub-structure composed of anomalous scatters needs to be determined. Then,
with the known sub-structure, the phases of the whole molecule can be retrieved.
Finally, the correct enantiomer can be chosen by assessing which hand for the
anomalous scatters generates the better electron density map.103 The detailed
protocols used in phosphorus sub-structure determination and SAD phasing are
described below.
II.3.2.1 Sub-structure determination
Package SHELX2013104 was used to determine the sub-structures of the 5 targets.
Before feeding into the SHELX2013 package, merged data were first converted
to HKLF4 format105 with software XDSCONV in the XDS package.106 Anomalous
data to resolution limit were then prepared by SHELXC for running SHELXD. The
method used to solve the sub-structure was combined Patterson searching and
Shake-and-Bake dual-space refinement algorithm provided by SHELXD.52 Depends
on the specific tests, 1000 or 10000 search trials were attempted to solve phos-
phorus sub-structures. The best solution out of SHELXD was printed out as a PDB
file107 containing the coordinates of the putative substructure which can be used
in SAD phasing.
The figure of merit used in SHELXD to judge the quality of a trial structure was
the correlation coefficient (equation D.5.4) between the observed and calculated
normalized Bijvoet differences. In SHELXD, CCall was the correlation coefficient
calculated with all reflections. CCweak was the correlation coefficient obtained
103Z. Dauter et al. Acta Crystallogr. Sect. D Biol. Crystallogr., 58: 494–506, 2002.
104G. M. Sheldrick. Acta Crystallogr. Sect. A Found. Crystallogr., 64: 112–122, 2008.
105G. M. Sheldrick. Acta Crystallogr. Sect. D Biol. Crystallogr., 66: 479–485, 2010.
106W. Kabsch. Acta Crystallogr. Sect. D Biol. Crystallogr., 66: 125–132, 2010.
52T. R. Schneider and G. M. Sheldrick. Acta Crystallogr. Sect. D Biol. Crystallogr., 58: 1772–
1779, 2002.
107PDB Protein Data Bank Contents Guide tech. rep. 2008, 205
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with reflections not using in localization of the anomalous scatters. It was a
concept analogous to Rfree and was used to monitor over-fitting and control the
data validation. The proportion of free data in CCweak calculation for SAD/MAD
sub-structure determination in SHELXD should be at least 15%.108 The successful
solution typically showed high values for both CCall and CCweak. Random solu-
tions may have high CCall but very low CCweak (< 10%).109 A typically sign for
the successful SHELXD sub-structure localization is the separation of clusters in
the CCall vs. CCweak plot. The solution of SHELXD was selected and ranked based
on their CCall and CCweak values.
To evaluate the solution explicitly, SITCOM110 were used to directly compare
SHELXD solutions with the known sub-structure coordinates. A list of unique sub-
structure sites were constructed in SITCOM based on the known phosphorus sub-
structure. Then the target solution was mapped to the unique sites by symmetry
operation or origin shifts. While the fitting was done, a site figure of merit (SFOM)
was assigned to the identified sites (Appendix D.6). The correct sites should have
SFOM greater than 50% and dmean smaller than 1.0 Å.
II.3.2.2 Phasing and density modification
Initial SAD phases were obtained by PHASER89 SAD pipeline. In PHASER, deter-
mined sub-structures and structure factors of Bijvoet pairs were given as input.
The structure sequences were provided to estimate the solvent content.
Phase ambiguities of the outputs from PHASER were resolved by performing
density modification with DM.111,112 Number of cycles of phase extension in DM
was set to AUTO mode in which the phase extension in DM terminated until the
real-space-free residual stopped decreasing. This setup avoided over-weighting
108T. Grüne Experimental Phasing with shelx c/d/e - Phasing in the Context of Structure Determi-
nation tech. rep. 2013
109G. M. Sheldrick. , , 2007.
110F. Dall’Antonia and T. R. Schneider. J. Appl. Crystallogr., 39: 618–619, 2006.
89A. J. McCoy et al. J. Appl. Crystallogr., 40: 658–674, 2007.
111K. Cowtan. Jt. CCP4 ESF-EACBM Newsl. Protein Crystallogr., 31: 34–38, 1994.
112K. Cowtan and K. Y. J. Zhang. Prog. Biophys. Mol. Biol., 72: 245–270, 1999.
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and bias caused by calculation for too many cycles.
The Electron density maps out of density modification were then evaluated in the
visualization software COOT.113 To evaluate the phase quality, map correlation
coefficient of the experimental phasing map against the map generated from
refined models (map CC) were calculated with phenix.model_vs_map.114,115
113P. Emsley and K. Cowtan. Acta Crystallogr. Sect. D Biol. Crystallogr., 60: 2126–2132, 2004.
114P. D. Adams et al. Acta Crystallogr. Sect. D Biol. Crystallogr., 66: 213–221, 2010.
115P. V. Afonine et al. J. Appl. Crystallogr., 43: 669–676, 2010.
II.3.3. Molecular Replacement 61
II.3.3 Molecular Replacement
In Molecular Replacement (MR), homologous models are used to search the cor-
rect solution via rotation and translation in unit-cell. While the initial solution
is obtained, iterative refinement can be performed to improve the quality of the
model. The MR approaches used in this thesis and the concept of de novo MR
search using model fragments are described in the following sections. The strate-
gies of using anomalous signals in combination with MR to facilitate structure
determination will also be reviewed.
II.3.3.1 MR search and solution evaluation
PHASER89 was used to perform Molecular Replacement search. The sequence files
were used to estimate the solvent content in PHASER. To evaluate the quality of
the solution, translation function Z-score (TFZ) calculated with the top solution
after refinement were checked. Based on the previous experiences of MR practices
with PHASER, rough quantitative guide to interpreting TFZ score is listed in
Table II.3.2.116 To further evaluate the solutions, maps and models out of PHASER
were checked in COOT113 and the solutions out of PHASER were compared to
the true model using a Mathematica117 script based on the BioCrystallographica
package.118
Table II.3.2: The guideline for interpreting the TFZ scores of the MR
solutions from PHASER
TFZ score Solved or Not
< 5 no
5 - 6 unlikely
6 - 7 possibly
7 - 8 probably
> 8 definitely
116A. J. McCoy. Acta Crystallogr. Sect. D Biol. Crystallogr., 63: 32–41, 2007.
117Wolfram Research Inc. Mathematica Edition: Version 9.0 Champaign, Illinois, 2012
118N. Ambert et al. CCP4 Newsl., 44: 22–31, 2006.
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II.3.3.2 Concept of de novo MR
It was shown that RNA model fragments can be used in MR with iterative cycles
of model correction and refinement to determine the RNA structure.2,119 Similar
concept of applying de novo structure determination with model fragments is
showed in Figure II.3.1. First, the secondary structure of the target RNA is re-
quired. It can be predicted with the software ASSEMBLE.120 Then 3 dimensional
model fragments can be built based on RNA motifs in the secondary structural.
Since abundant sequences are nowadays available in databases, a fragments li-
brary can be built through ASSEMBLE server with source data in the Protein
Data Bank.13 Then the fragments in the library can be used in independent or
ensemble MR search. If the partial solution were obtained from PHASER as in-
dicated by significant TFZ scores, iterative MR search with subsequent model
corrections and refinement can be applied to extend the phases for solving the
whole structure.
2M. P. Robertson and W. G. Scott. Acta Crystallogr. Sect. D Biol. Crystallogr., D64: 738–744,
2008.
119M. P. Robertson et al. Methods, 52: 168–172, 2010.
120F. Jossinet et al. Bioinformatics, 26: 2057–2059, 2010.
13H. M. Berman et al. Nucleic Acids Res., 28: 235–242, 2000.
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Figure II.3.1: The strategy of applying de novo MR phasing for the nucleic
acid structures structure determination
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II.3.3.3 Using anomalous information in combination with
MR
The anomalous signals can be used together with search model in MR to enhance
phasing power. One strategy is to use MR search with the anomalous model
against anomalous differences |∆anom|. The anomalous model is solely composed
of the atoms of anomalous scatters. In the case of nucleic acid, this is the model
constituted of all phosphorous atoms in the structure.
Another strategy was to use the partial model fragments to initiate MR-P-SAD
search in PHASER. For MR-P-SAD in PHASER, SAD log-likely gradient map
can be used to complete the sub-structure. The extended sub-structure can be
then used iteratively with PHASER or SHELXE to phase the whole structure2,119
(Figure II.3.2).
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Fexp or |∆anom|,
Model fragment
PHASER MR
COOT
PHENIX
Extended phosphates
in 2Fo−Fc map
No more
phosphates can be added SHELXD/E, PHASER EP
DM
F+, F−
Final map
Yes
No
No Yes
Figure II.3.2: Concept of the iterative Molecular Replacement (MR) used in combina-
tion with anomalous information for nucleic acid structure determination.
To perform initial MR search, either experimental amplitudes (Fexp) or
the anomalous differences (|∆anom|) can be used. With the amplitudes,
normal MR can be used to determine the orientation and position of the
initial model fragment. With anomalous differences, the phosphorus sub-
structure from the search model will be used in MR search. The initial
solution of MR is then checked and corrected in COOT and refined in
PHENIX. If additional information in the density map (2Fo−Fc) at the
fresh parts is observed, the solution can be extended. Additional phos-
phates are then built on to the MR solution at the fresh part. The extended
model with newly added phosphates can be used as a search model in
another round of MR search. Iteration of this procedure continues until no
more phosphates can be added. The phosphorus extracted from the final
model can be then used as the initial heavy-atom seed for SHELXD. The
refined sub-structure and measured amplitudes of Friedel pairs (F+, F−)
can be then used in SHELXE or PHASER for the experimental phasing.
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II.3.4 Refinement
The 8-mer and Protein-DNA complex model were built in electron density map
obtained from density modification after experimental phasing. SRL and DIS mod-
els were obtained with the previously determined structures92,121 in Protein Data
Bank (PDB).13 Refined structures of the 5 targets were used for the results evalua-
tion of sub-structure determination, experimental phasing and Molecular Replace-
ment. The refinement of SRL RNA, 8-mer RNA and Protein-DNA complex were
performed with phenix.refine122 in PHENIX package.114 The refinement of GIR1
was done by Mélanie Meyer, Institut de Biologie Moléculaire et Cellulaire, Uni-
versité de Strasbourg.93 The refinement statistics are shown in Table II.3.3.
92E. Ennifar et al. Structure, 7: 1439–1449, 1999.
121C. C. Correll et al. Nucleic Acids Res., 31: 6806–6818, 2003.
122P. V. Afonine et al. CCP4 Newsl., 42: 1–18, 2005.
93M. Meyer et al. Proc. Natl. Acad. Sci. U. S. A., 111: 7659–7664, 2014.
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Part III
Results and Discussion

Chapter III.1
Possibilities and Limits of P-SAD
In order to study the feasibility of the P-SAD method, systematic analyses were
performed on experimental and simulated data. The effect of wavelength, multi-
plicity on data quality, sub-structure determination and phasing will be discussed
in the following chapter.
III.1.1 Effect of wavelength on P-SAD
III.1.1.1 Effect of wavelength on data quality
Atomic scattering factor contains wavelength dependent contributions f ′(λ ) and
f ′′(λ ). Therefore, anomalous signals can be enhanced with proper wavelength.
As the phosphorus absorption K-edge (2143 eV) is not achievable at current
beamline set-up, the only way to increase anomalous scattering is to use longer
wavelength, i.e., lower energy beam. However, since energy absorption increases
radiation damage,123 data quality may degrade at longer wavelength. In addi-
tion to wavelength (or energy), factors such as the crystal size, cryotechniques
and other instrumental factors can influence the measurement of intensities and
anomalous differences.123 Here, anomalous signals of SRL data collected at dif-
ferent wavelength (1.2 to 2.2 Å) are presented to show the overall effect of
wavelength on anomalous signals.
123I. Polikarpov et al. Acta Crystallogr. Sect. D Biol. Crystallogr., 53: 734–737, 1997.
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72 III.1. POSSIBILITIES AND LIMITS OF P-SAD
Data statistics showed that data collected at different wavelength of similar qual-
ity (Table III.1.1). To evaluate the anomalous strength at each wavelength, the
correlation coefficients between experimental and calculated anomalous differ-
ences were plotted against resolution (Figure III.1.1).
Increased correlations were observed at longer wavelength showing the benefit of
collecting anomalous data at longer wavelength. However, according to Bragg’s
law, the diffraction angle is proportional to the wavelength.a Therefore, for data
collected at long wavelength, the measurable range of resolution is limited by the
detector distance/size/geometry. Due to this limitation, high resolution diffrac-
tion may not be measured at long wavelength. 1.6 Å wavelength was then cho-
sen as a compromise between anomalous strength and loss of high resolution
data.
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Figure III.1.1: Correlation coefficients between the experimental measured
anomalous differences and that calculated from refined mod-
els at measurement wavelength from 1.2 to 2.2 Å
a2d sinθ = nλ , where θ is the scattering angle and λ is the wavelength. Thus angle of scattering
from a crystal lattice with long wavelength is larger than short wavelength.
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III.1.1.2 Effect on sub-structure determination
Due to the experimental limitation, high resolution reflections cannot be mea-
sured at longer wavelength. The limitation in resolution can however affect
sub-structure determination and phasing. To study the resolution limit for the
phosphorus sub-structure determination, 10000 SHELXD52,104 search trials were
performed with SRL data at different resolution cut-off from 1.8 to 3.0 Å. To
evaluate the SHELXD results at different resolution cut-off, CCall (section II.3.2.1)
were plotted against CCweak (Figure III.1.2). For data with low resolution cut-off
(2.0 - 3.0 Å), only random solutions were found. At resolution higher than 2.0
Å, correct solutions indicated by high CCall/CCweak were observed. The numbers
of correct sites in SHELXD solution at different resolution cut-off are listed in
Table III.1.2. It was found that resolution higher than 2.0 Å was required to solve
the sub-structure.
Table III.1.2: The numbers of correct sites in SHELXD solutions for data cut at
different resolutions
Resolution
(Å)
1.80 1.90 2.00 2.10 2.20 2.30 2.50 2.70 3.00
Number of 26 23 18 4 3 1 3 1 2
sites
To further analyze the effect of the resolution limit on sub-structure determination,
experimental as well as simulated data for 4 RNA targets were cut at different
resolutions and then used in SHEXLD for sub-structure determination. The result
of sub-structure determination (success/fail) is listed in Table III.1.3. For all
targets except GIR1 RNA data, higher than 2.8 Å data were required to determine
the sub-structure. The sub-structure of GIR1 RNA containing 186 sites could not
be solved at any resolution cut-off within 1.8 to 3.0 Å.
52T. R. Schneider and G. M. Sheldrick. Acta Crystallogr. Sect. D Biol. Crystallogr., 58: 1772–
1779, 2002.
104G. M. Sheldrick. Acta Crystallogr. Sect. A Found. Crystallogr., 64: 112–122, 2008.
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Figure III.1.2: SHELXD CCall vs. CCweak plots for sub-structure determination
with SRL data cut at different resolutions
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Table III.1.3: SHELXD sub-structure determination solutions with resolution cut-
off from 1.8 to 2.5 Å for 4 RNA targets. Successfully determined sub-structures
were marked as 3 and the failed ones were marked as 7.
(a) Experimental data
Molecule Number of P
Resolution (Å)
1.8 2.0 2.1 2.2 2.3 2.4 2.5 2.7 2.8 3.0
2×8-mer 14 3 3 3 3 3 3 7 7 7 7
SRL 26 3 3 7 7 7 7 7 7 7 7
DIS 44 − − 7 7 7 7 7 7 7 7
GIR1 186 − − − − − 7 7 7 7 7
(b) Simulated data
Molecule Number of P
Resolution (Å)
1.8 2.0 2.1 2.2 2.3 2.4 2.5 2.7 2.8 3.0
2×8-mer 14 3 3 3 3 3 3 3 3 7 7
SRL 26 3 3 3 3 7 7 7 7 7 7
DIS 44 3 3 3 7 7 7 7 7 7 7
GIR1 186 7 7 7 7 7 7 7 7 7 7
III.1.1.3 Effect on P-SAD phasing
The effect of resolution on P-SAD phasing was analyzed. Phases were determined
with PHASER89 with the known sub-structure and improved by density modifi-
cation with DM112 as described in section II.3.2.2. More accurate phases were
obtained with higher resolution cut-off (Figure III.1.3). For data with resolution
higher than 2.0 Å, less than 40◦ phase errors were observed after density mod-
ification. This phase difference corresponds to map CC > 77% (map CC is the
|F|2-weighted average of the values of cos(∆ϕ)124). For data cut-at 2.5 Å, the
maximum phase error is 50◦which corresponds to map CC of 64%. Interpretable
maps were obtained at resolution cut-off of 2.5 Å or higher (Figure III.1.4). We
found that sub-structure determination of SRL experimental data requires at least
2.0 Å resolution (section III.1.1.2). Compared to sub-structure determination, we
observed that phasing can be performed at lower resolution (2.5 Å).
89A. J. McCoy et al. J. Appl. Crystallogr., 40: 658–674, 2007.
112K. Cowtan and K. Y. J. Zhang. Prog. Biophys. Mol. Biol., 72: 245–270, 1999.
124V. Y. Lunin and M. M. Woolfson. Acta Crystallogr. Sect. D Biol. Crystallogr., 49: 530–533,
1993.
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Figure III.1.3: Phase differences (∆ϕ in degree) between the calculated
phases and the phases out of experimental phasing after den-
sity modification. The experimental phasing was performed
with SRL data at resolution cut-off from 1.8 to 3.0 Å in
PHASER. Density modification was done in DM. The calcu-
lated phases were obtained from the final refinement model
at 1.6 Å.
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(a) (b)
(c) (d)
Figure III.1.4: Experimental density map of data cut at different resolution:
(a) 3.0 Å, (b) 2.8 Å, (c) 2.5 Å, and (d) 1.8 Å. All maps were
obtained after density modifications and contoured at 1.0 σ.
III.1.2 Effect of multiplicity on P-SAD
High multiplicity data is crucial for the success of P-SAD phasing.1 In order to
analyze the effect of multiplicity on data quality, phosphorus sub-structure deter-
mination and P-SAD phasing were performed systematically at different multiplic-
ities with SRL (26 nt) data (section II.3.1). For this, SRL data were divided into
eight successive wedges based on the oscillation range (Table III.1.4).
1Z. Dauter and D. A. Adamiak. Acta Crystallogr. Sect. D Biol. Crystallogr., 57: 990–995, 2001.
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III.1.2.1 Effect of multiplicity on data quality
Statistical indicators of data qualities were checked at different multiplicities.
Statistical measures for the accuracy in intensities are the Rmeas and the intensity
to noise ratio I/σ(I). The indicators of the anomalous strength are the Bijvoet
ratio ∆Fano/F and the anomalous correlation coefficient CCano.
• Effect of multiplicity on the measurement of intensities
The effect of multiplicity on the measurement of intensities was showed by
comparison of Rmeas and intensity to noise ratio of data at different multiplic-
ities. Rmeas (equation D.5.2) is a measure of consistency in dataset which is
independent of data multiplicity.125 Lower Rmeas indicates better precision of
intensities. Rmeas for higher multiplicity data were found to be lower than that
of lower multiplicity data showing the improvement of data accuracy at higher
multiplicity (Figure III.1.5).
As showed in the Figure III.1.6, data with higher multiplicity had higher
signal to noise ratio (Figure III.1.6). The average I/σ(I) value of data 720
(corresponding to 720◦ rotation) was approximately twice as high as that
of data 180. This is in accordance with the statistical expectation that the
standard deviation decreased by a factor that proportional to the square-root
of measurement multiplicity.1
125K. Diederichs and P. A. Karplus. Nature, 4: 269–275, 1997.
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Figure III.1.5: Rmeas as a function of resolutions for 8 wedges of data with
different multiplicities
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Figure III.1.6: 〈I/σ(I)〉 in respect to resolution for the 8 wedges of data with
different multiplicities
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• Effect of multiplicity on the measurement of anomalous signals
To access the influence of data multiplicity on the measurements of anomalous
signals, the average Bijvoet ratio ∆Fano/F was calculated for each wedge of the
experimental data and plotted against resolution (Figure III.1.7).
Measurements errors cause ∆Fano/F to tend towards unity, which does not
indicate a higher amount of the anomalous strength. As seen in Figure III.1.7,
the higher the multiplicity the closer the experimental curves to the theoretical
estimation, which confirms the improvement in anomalous strength of higher
multiplicity data.
120
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270
360
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630
720
Expected
0.05 0.10 0.15 0.20 0.25
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Figure III.1.7: ∆Fano/F against resolution for data sets with different mul-
tiplicities; The estimated anomalous signals were calculated
based on the known number of anomalous scatters and the
total number of atoms (equation D.5.3) and then weighted
by the corresponding temperature factors.
CCano is another parameter to evaluate the accuracy of anomalous measure-
ments. The CCano versus resolution is shown in Figure III.1.8. The enhance-
ment of the anomalous signal with multiplicity is showed by the increased
CCano. For low multiplicity data (120), the overall CCano was lower than 40%
and felt below 30% at high resolution range. High multiplicity data (450 to
720) had CCano value larger than 50% even at resolution range beyond 2.0 Å.
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Figure III.1.8: CCano as a function of resolution for the 8 wedges of data
with different multiplicities
III.1.2.2 Effect on sub-structure determination
The first step in applying P-SAD to solve nucleic acids structure is to determine
the phosphorus sub-structure using anomalous differences. To investigate the
effect of data multiplicity on phosphorus sub-structure determination, 1000 trials
of sub-structure search in SHELXD52 were performed with SRL data at different
multiplicities (Table III.1.4). The SHELXD solutions at different multiplicities
were analyzed with CCall vs. CCweak figures (Figure III.1.9). Each dot in the
figure represented a sub-structure search trial. The separation of the clusters in
CCall vs. CCweak plot (section II.3.2.1) indicated the correct solutions (obtained
for data sets 540, 630 and 720, see Figure III.1.9).
For data with lower multiplicity, only random solutions were obtained. With
higher multiplicity, the success rates of sub-structure determination was increased.
Clear solutions appeared when data multiplicity reached 10.9 (data 540) and
were further improved with increased multiplicity (Table III.1.5).
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Figure III.1.9: CCall vs. CCweak profiles for data (a) 120, (b) 180, (c) 270,
(d) 360, (e) 450, (f) 540, (g) 630, (h) 720.
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Table III.1.5: The numbers of correct sites in SHELXD solutions for data with
different multiplicities
Data 720 630 540 450 360 270 180 120
Multiplicity 14.5 12.7 10.9 9.1 7.3 5.3 3.6 2.5
Number of 26 22 18 3 1 2 3 2
sites
III.1.2.3 Effect on P-SAD phasing
The next step after sub-structure determination is phasing. To evaluate the effect
of data multiplicity on P-SAD phasing, phases and density maps obtained with
data at different multiplicities were compared. The phases were calculated with
known SRL phosphorus structure in PHASER as described in section II.3.2.2.
Phase quality was evaluated by calculating the phase errors between the exper-
imental phases and the final refined calculated phases (Figure III.1.10). Phases
calculated from high multiplicity data were shown to be more accurate than that
of low multiplicity data. The phase errors for high multiplicity data (360 to 720),
was below 40◦ corresponding to map CC higher than 75%. For low multiplicity
data (120, 180), phase errors after density modification were about 50◦ to 60◦
corresponding to map CC of 64% to 50%. Improvement in map quality was ob-
served with increased data multiplicity (Figure III.1.12). This was confirmed by
the map correlation coefficient (map CC) between the experimental phasing map
and final refined map (Figure III.1.11).
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Figure III.1.10: Phase differences (∆ϕ in degree) between the SAD phases
against and phases calculated from refined model
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III.1.2. Effect of multiplicity on P-SAD 87
(a) (b)
(c) (d)
(e) (f)
Figure III.1.12: Experimental density map of data sets at different multi-
plicities: (a) 120, (b) 180, (c) 270, (d) 360, (e) 540, and
(f) 720. The maps were obtained after density modification
with DM and contoured at 1.5 σ.
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III.1.3 Applying P-SAD to novel structures
Two novel structures including an octameric RNA duplex and a protein-DNA
complex (σE2 –TGTCAAA) were successfully determined by P/native-SAD. High
multiplicity data were collected in both cases. Flux and exposure times were
adjusted to control the radiation damage. Fine ϕ-slicing was used to improve the
intensity to noise ratio for weak reflections. Multi-orientation data collection was
also used to reduce systematic errors. Data statistics are shown in section II.3.1.
The following sections will show the results of sub-structure determination and
phasing of these two targets.
III.1.3.1 Octameric RNA duplex
The octameric RNA duplex containing 14 phosphorus (section II.1.1) diffracted
to 1.7 Å (section II.3.1). The sub-structure was successfully determined in
SHELXD.52,104 The CCall vs. CCweak plot showed that the solutions were obtained
after 1000 trials in SHELXD (Figure III.1.13). With the determined sub-structure,
P-SAD phasing was successful at resolution 2.0 Å. An interpretable electron
density map was obtained after density modification (Figure III.1.14). The map
CC between the experimental phasing map and the map calculated from the
refined model was 82.2%.
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Figure III.1.13: CCall vs. CCweak plot of 1000 SHELXD trials sub-structure
search for the octameric RNA duplex. Separations of the
points in clusters indicated that the correct solutions were
obtained.
(a) (b)
Figure III.1.14: Electron density map after density modification out of
PHASER + DM for the octameric RNA duplex (obtained with
weighted structure factors FDM and density modified phases
PHIDM out of DM). (a) Section encompassing the molecule
and fitting the refined model. (b) Close-up of an A-U nucle-
obase pair. The maps were contoured at 1.5 σ level.
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III.1.3.2 σE2–TGTCAAA protein-DNA complex
The structure of a σE2 –TGTCAAA protein-DNA complex (section II.1.1) contain-
ing 212 amino acids and 14 nucleotides was succesffuly determined with P-SAD.94
The crystal was collected at a wavelength of 2.0 Å and diffracted to resolution
2.1 Å (Table II.3.1). At resolution cut-off of 2.5 Å, clear solutions were obtained
with 1000 trials of SHELXD search (Figure III.1.15).
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Figure III.1.15: CCall vs. CCweak plot of 1000 SHELXD trials sub-structure
search for the protein-DNA target. Two separate clusters
indicated that the correct solutions were obtained.
To find the resolution limit, sub-structure determination with SHELXD was
performed at various resolution cut-off. Solutions were found until 4.6 Å
(Table III.1.6). With the determined sub-structure, the whole complex struc-
ture could be determined with P-SAD phasing. Interpretable density map was
obtained after density modification (Figure III.1.16). The map CC between the
experimental phasing map and the map calculated from refined model was
81.3%.
94S. Campagne et al. Nat. Struct. Mol. Biol., 21: 269–276, 2014.
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Table III.1.6: Number of correct sites out of sub-structure determination with
SHELXD at resolution cut-off from 2.2 to 5.5 Å
Resolution
(Å)
2.2 2.7 3.2 3.7 4.6 4.7 4.9 5.0 5.5
Number of
sites
12 12 10 10 8 2 0 1 0
(a) (b)
Figure III.1.16: Electron density map after density modification out of
PHASER + DM for the protein-DNA structure (obtained with
weighted structure factors FDM and density modified phases
PHIDM out of DM). (a) Section encompassing the molecules
and showing a clear solvent boundary. (b) Close-up of a ty-
rosine side chain with a hole in the benzene. The maps were
contoured at 1.5 σ level.
92 III.1. POSSIBILITIES AND LIMITS OF P-SAD
III.1.4 Summary and discussion
High multiplicity data collection was found to improve data quality and was
beneficial to both phosphorus sub-structure determination and P-SAD phasing.
However, accumulated X-ray dose introduces radiation damage. To control the
X-ray dose, the flux and exposure were adjusted for high multiplicity data collec-
tion. Fine ϕ-slicing and low dose data collection can better sample the integrated
intensities and control radiation damage at the same time. For the high multiplic-
ity measurement, a multi-orientation goniometer, used to orientate the crystal
differently, helps to reduce systematic errors.
Enhancement of the anomalous signal was observed for long wavelength data.
However, due to the absorption effect and hardware limitation (limited detector
distance and size), measurable resolution can be limited. As P-SAD sub-structure
determination and phasing required high resolution data (section III.1.1.2,
III.1.1.3), 1.6 Å wavelength was chosen to compromise the gain in anomalous
strength with the loss of high resolution data. To really benefit from the improve-
ment of anomalous strength with long wavelength, different detector geometry
(2-theta or curved detector, see Figure III.1.17) would be beneficial to collect
higher angle diffraction. Considering the air absorption, a helium filled path
could also be used to further improve measurement accuracy in the future.
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Figure III.1.17: Limitation of measurable diffraction angles for (a) Flat de-
tector and (b) Curved detector
Based on these discoveries, we implemented a data collection strategy for P-
SAD combining high multiplicity, low dose, fine ϕ-slicing, and multi-orientation
towards the goal of obtaining very accurate data. High multiplicity can help to
reduce statistical errors and improve data quality. With increased multiplicity,
and to limit the radiation damage, data have to be collected with proper flux
and exposure time. PILATUS detector allows fine ϕ-slicing data collection which
improves signal to noise ratio for weak reflections. With the multi-orientation
goniometer PRIGo, crystals can be orientated differently during data collections.
This helps to avoid badly diffracted domains of the crystal and reduce systematic
errors in high multiplicity data collection. For certain space group, the crystal
can be orientated in a way that Bijvoet pairs are collected on a same image, i.e.,
with the same X-ray dose. This is an elegant way of reducing systematic errors in
anomalous differences.
The average number of observations per phosphorus site in the asymmetric unit
(#Observation/#P) is an indicator for the success of P-SAD phasing. With the
help of this indicator, we investigated the potential of applying P-SAD in solving
protein-nucleic acids structures. The #Observation/#P ratio was calculated for
the 4 different RNA targets (Table III.1.7). Values of #Observation/#P ratio in
the range of 100 - 200 were found to be required to solve the phosphorus sub-
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structures. This means that in order to determine large RNA structures, large
amount of observations are required.
Table III.1.7: The number of observations divided by the number of phosphorus
sites (#Observation/#P) at resolution cut-off from 1.8 to 2.5 Å for 4 RNA targets.
For the successful determined sub-structures the ratios are colored in green and
the ratios for failed sub-structure determinations are in red.
(a) Experimental data
Molecule Number of P
Resolution (Å)
1.8 2.0 2.1 2.2 2.3 2.4 2.5
2×8-mer 14 285 209 180 156 136 121 106
SRL 26 225 164 141 123 108 95 84
DIS 44 − − 153 133 116 102 90
GIR1 186 − − − − − 101 90
(b) Simulated data
Molecule Number of P
Resolution (Å)
1.8 2.0 2.1 2.2 2.3 2.7 2.8
2×8-mer 14 287 211 182 159 138 86 77
SRL 26 228 166 143 124 109 67 61
DIS 44 247 179 153 133 116 70 63
GIR1 186 246 178 153 133 116 70 63
To extend sub-structure solution to lower resolution range, larger #Observa-
tion/#P ratio was required. This can be achieved by reducing the number of
phosphorus within a molecule. Simulated data of DIS RNA with reduced number
of phosphorus were used to test this idea (Table III.1.8). We observed that by
artificially reducing the number of phosphorus in the structure, and therefore
increasing the #Observation/#P ratio, successful sub-structure solution could be
obtained at much lower resolution.
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Table III.1.8: #Observation/#P ratio at different resolution cut-off for DIS RNA data
simulated with reduced number of phosphorus atoms. Colored numbers are the #Ob-
servation/#P ratio at the corresponding resolution cut-off. The ratios for the successful
determined sub-structures are colored in green. The ratios for the failed sub-structure
determinations are in red.
Number of P
Resolution (Å)
2.0 2.1 2.3 2.6 2.8 3.0 3.1 3.5 4.0 4.1
5 1532 1314 991 676 533 429 387 262 172 159
10 766 657 495 338 266 215 194 131 86 80
15 510 438 330 225 177 143 129 87 57 53
20 383 328 247 169 133 108 97 66 43 40
25 306 262 198 135 106 86 77 52 34 32
30 255 219 165 112 89 72 65 43 29 27
35 218 187 141 96 76 61 55 38 25 23
40 191 164 124 84 66 54 48 33 22 20
44 179 153 116 80 63 51 46 31 21 19
It is worth to note that the anomalous peak heights measured in σ map are
increased with lower phosphorus content. However, this did not reflect a real
improvement in the overall anomalous signal to noise ratio. Statistically, standard
deviation of measurements was inversely proportional to the square root of the
amount of measurements. The standard deviation of density distribution over all
grids was given by,
σρ =
√√√√ 1
Ng
Ng
∑
i
(ρi−ρ)2 (III.1.4.1)
where Ng denotes for the total number of grids composed the density map and ρi
refers to the density at each grid and ρ is the mean value of density distribution
over all grids in the anomalous map. Assuming that the noise level was uniform
over the whole map grids, that the anomalous peaks were significantly stood out
from the background and that the contribution of each anomalous scatters was
even, then,
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∑ρn
)
u
1
Ng
(Npρp+Nnρn) (III.1.4.2)
where ρp and ρn are the density measured at grids for peak and noise respectively
and Np and Nn are the number of grids counted for the peaks and background
noise respectively. The relation between Ng, Np and Nn is Ng = Np+Nn. Plugging
equation III.1.4.2 in equation III.1.4.1 gives,
σρ u
√
(Ng−Np)Np
N2g
(ρp−ρn)2 (III.1.4.3)
Normally there are only few anomalous scatters in the structure and thus the
number of grids constructing the anomalous peaks in the density maps is much
less than the grids number of the whole map. With assumption of Np  Ng,
equation III.1.4.3 can be simplified as,
σρ u
√
Np
Ng
(ρp−ρn)2 ∝
√
Np (III.1.4.4)
Therefore the σ used to measure the peak heights in the anomalous density map
were related to the amount of anomalous scatters with a square root function.
With decreasing number of phosphorus atoms, the σ level of the overall map was
decreased by square root of Np. Therefore, the value of peak heights in the unit
of σ increased by square root of Np. This relationship between the anomalous
peak heights and the number of anomalous scatters was clearly illustrated by the
fit between the calculated curve of
√
Np and the experimental measured peak
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heights in the unit of σ (Figure III.1.18). In summary, the increase of the peak
heights is due to the decrease of σ with lower amount of sites.
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Figure III.1.18: The anomalous peak height in unit of σ (marked grey)
and the calculated curve of square root of the reduced
number of phosphorus (α/
√
Np in red) in the DIS struc-
ture. The anomalous peak heights were calculated with the
Fourier synthesis of the simulated anomalous differences
and phases from the reduced DIS RNA models.
Protein-DNA or Protein-RNA complexes do naturally have a lower phosphorus
content, and therefore have a higher #Observation/#P ratio compared to DNA
or RNA only (Table III.1.9). This explains the success of sub-structure determina-
tion for the protein-DNA σE2 –TGTCAAA complex at lower resolution. While the
resolution required for the success of sub-structure determination can be quite
different for each target, the #Observation/#P ratio requirements can be used
as a general parameter to predict the success of sub-structure determination for
different types of macromolecules containing nucleic acids.
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Table III.1.9: #Observation/#P ratio at resolution cut-off from 1.8 to 2.5 Å
for 4 RNA targets and the protein-DNA complex. For the successful determined
sub-structures the ratios are colored in green and the ratios for the failed sub-
structure determinations are in red.
Molecule Number of P
Resolution (Å)
2.2 2.3 2.4 2.5 4.6 4.7
Complex 12 652.7 618.5 573.9 520.8 85.2 79.5
2×8-mer 14 156 136 121 106 16.5 15.4
SRL 26 123 108 95 84 13.1 12.2
DIS 44 133 116 102 90 13.1 12.4
GIR1 186 − − 101 90 13.6 12.6
Chapter III.2
Pushing the limit of P-SAD: towards de
novo MR-P-SAD
As presented in section III.1.1 and III.1.2, highly accurate and high resolution data
are required in order to apply P-SAD. For larger RNA structure, due to the intrinsic
limitation in its sub-structure complexity, only very low #Observation/#P ratio
can be obtained (section III.1.4). This restricts the applicability of P-SAD to solve
large nucleic acid structures.
When an analogous molecule or domain is already known, Molecular Replace-
ment (MR)126 an be used in structure determination to complement P-SAD. But
the efficiency of MR highly depends on the quality of the search model. As MR
can provide additional phase information, it can be of interest to combine MR
with P-SAD when dealing with large nucleic acids and complexes structures.
126M. G. Rossmann. Acta Crystallogr. Sect. A Found. Crystallogr., 46: 73–82, 1990.
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III.2.1 MR with full model
III.2.1.1 MR with true model
In order to test the performance of Molecular Replacement for the RNA targets,
the SRL model was used as the search model in PHASER.89 The experimental data
were collected at wavelength of 1.6 Å and diffracted to 1.6 Å. The high translation
function Z-score of 33.1 and log-likelihood gain of 1320 out of PHASER indicated
the correct solution. The electron density map (2m|Fobs|−D|Fcalc|exp(iαcalc)) out
of PHASER was readily interpretable. This test showed that, with the true full
search model, Molecular Replacement was feasible to determine the SRL RNA
structure.
(a) (b)
Figure III.2.1: The electron density map (2m|Fobs| −D|Fcalc|exp(iαcalc)) of
the SRL structure obtained from MR in PHASER. (a) Section
encompassing the molecule and fitting the refined model. (b)
Close-up of a G-C nucleobase pair. The maps were contoured
at 1.5 σ level.
89A. J. McCoy et al. J. Appl. Crystallogr., 40: 658–674, 2007.
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III.2.1.2 MR with distorted model
In order to test the dependency of the success of MR search on the accuracy
of search model, shifts of the atomic coordinates were added in SRL RNA
model using normal mode perturbation127,128 with a self-written Mathematica
script.117,118 The root mean square deviation (RMSD) between the distorted
model to the true refined model was increased from 0.5 to 3.0 Å by step of 0.5 Å.
(Figure III.2.2).
Figure III.2.2: Distorted SRL models obtained with normal mode pertur-
bation. Error were added with root-mean square deviation
(RMSD) to true target structure from 0.5 to 3.0 Å.
Together with the original SRL structure, a total of 7 models were used as the
initial models in Molecular Replacement using PHASER. The data were trun-
cated to 2.5 Å for each MR search job. The translation functions Z-score (TFZ,
section II.3.3.1) of the MR search at different RMSD levels are showed in Fig-
ure III.2.3. At RMSD smaller than 2.0 Å, high TFZ scores (> 8) indicate the correct
solutions. When RMSD is above 2.0 Å, no solutions were obtained from PHASER.
This illustrated that high structural similarity (RMSD < 2.0Å) was required for
the success of MR search.
127M. Delarue and P. Dumas. Proc. Natl. Acad. Sci. U. S. A., 101: 6957–62, 2004.
128K. Suhre and Y. H. Sanejouand. Acta Crystallogr. Sect. D Biol. Crystallogr., 60: 796–799, 2004.
117Wolfram Research Inc. Mathematica Edition: Version 9.0 Champaign, Illinois, 2012
118N. Ambert et al. CCP4 Newsl., 44: 22–31, 2006.
102 III.2. PUSHING THE LIMIT OF P-SAD: TOWARDS de novo MR-P-SAD
æ
æ
æ
æ
æ
æ æ
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
0
5
10
15
20
25
30
RMSD HÅL
TF
Z
Success cut-off
Figure III.2.3: The translation function Z-scores (TFZ) out of PHASER plot-
ted against the RMSD of search models. The data used in MR
search were truncated to 2.5
III.2.2 MR with model fragments
Full homologous structure are not usually available. But partial structures can be
used for MR.129 In some cases, the partial solution can be completed via several
round of model completion plus additional MR search and refinement.130 RNA
structures have abundant structural motifs (section I.1.2.2), which can be used
as a starting point for solving the whole structure with MR. This section will study
how the partial model and model fragment library can be used in MR. The first
part deals with partial model fragments extracted from true model, then in the
second part we evaluate the requirement of model accuracy for MR using model
fragments and finally the ideal fragments library is tested in MR search.
III.2.2.1 MR with true model fragments
• SRL RNA model
129A. Laurenzi et al. Int. J. Mol. Sci., 14: 14892–907, 2013.
130G. Scapin. Acta Crystallogr. Sect. D, Biol. Crystallogr., 69: 2266–75, 2013.
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To test the performance of MR with RNA model fragments, fragments of the SRL
structure (PDB code: 1Q9A,121 27 nucleotides) were extracted from the true
model. Each fragment had 25 to 30% sequence identity to the full sequence
(Figure III.2.4). Each model fragment was displaced with random rotation and
translation to simulate the randomized starting point for a MR search. The
diffraction data used in the MR search were truncated to resolution 2.0, 2.5,
3.0, 3.5, 4.0, 4.5, 5.5 and 6.5 Å.
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Figure III.2.4: (a) The 2D illustration of the secondary structure of SRL RNA,
(b) The 3D structure of the SRL RNA
The maximum likelihood phasing methods in PHASER requires prior knowl-
edge of the deviation of the search models from the real structure.89 Therefore
it was important to have a look at the model B-factors before running MR.
In the SRL structure the helix region had higher order of flexibility and thus
relatively higher B-factors was observed (Figure III.2.5). The higher B-factors
indicated higher level of model errors which may influence the MR search. To
achieve better results, adjustment in resolution cut-off was required.116
The results of MR search were evaluated by the translation function Z-score
121C. C. Correll et al. Nucleic Acids Res., 31: 6806–6818, 2003.
116A. J. McCoy. Acta Crystallogr. Sect. D Biol. Crystallogr., 63: 32–41, 2007.
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Figure III.2.5: B-factors of the 3 model fragments of SRL RNA
(TFZ score, section II.3.3.1). Higher than 8 TFZ score indicates the correct
solution. As shown in Figure III.2.6, solutions were found at resolution above
5.5 Å for the apical loop and internal loop fragments and correct solutions
appeared at resolution above 4.5 Å for the helix fragment. The latter one (helix)
had lower RMSD compared to that of apical loop and internal loop. This was
due to the effect of larger model errors of the helix fragment represented by
higher B-factors shown in Figure III.2.5.
MR solutions and density maps were checked in COOT.113 The maps were
found to be interpretable. Due to the missing part of the structure, the com-
plete RNA molecule were not visible in the density map (Figure III.2.7a). How-
ever, the region closed to the search fragments showed interpreatable features
(Figure III.2.7b). With the help of known sequence of the RNA chain, the miss-
ing part of the structures could be modeled in the density. Then it was possible
to run a new cycle of MR search/building to complete the structure.119
113P. Emsley and K. Cowtan. Acta Crystallogr. Sect. D Biol. Crystallogr., 60: 2126–2132, 2004.
119M. P. Robertson et al. Methods, 52: 168–172, 2010.
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Figure III.2.6: Translation function Z-score (TFZ) of MR search with 3 par-
tial SRL model fragments at different resolution cut-off.
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(a)
(b)
Figure III.2.7: The electron density map (2m|Fobs|−D|Fcalc|exp(iαcalc)) out
of MR in PHASER with a model fragment (internal loop) ex-
tracted from SRL structure. (a) Overall map quality. (b) Elec-
tron density at the missing region of molecule showed inter-
pretable coverage of the sugar-phosphates backbones and an
Adenine nucleobase. The maps were contoured at 1.5 σ level.
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According to M. P. Robertson et al.,119 phases obtained from MR using par-
tial model fragments can be extended through iterations of manually editing
and MR search and refinement until completion of the model. A simplified
strategy is shown in Figure III.2.8. In the case of MR with SRL model frag-
ments, additional model fragments could be built into the density close to
terminal residues as showed in Figure III.2.7b. The solution then can be com-
pleted through iterated MR with succeeding model editing and refinement as
described above.
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Figure III.2.8: Schematic of iterated MR search with model fragments. Initial MR search
is performed in PHASER using experimental data and model fragments.
The solution of MR search is examined and manually edited in COOT
based on the σA -weighted 2Fo−Fc map. The extended model is then
refined using phenix.refine in PHENIX package. If the σA -weighted 2Fo−Fc
map out of refinement shows interpretable features in missing part. The
model will be edited in COOT to add more helical fragments. Otherwise,
unoccupied or wrongly modeled residues will be corrected and refined
in iteration until the quality of the map is improved and interpretable
density of missing region is found. The whole procedure can be repeated
in iteration until no more fragments can be added and the output model
is generated through a final refinement.
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• GIR1 RNA model
To test the feasibility of using the MR fragments for solving large RNA struc-
tures, GIR1 RNA structure (188 nucleotides) was used as the target. 5 pieces of
fragments were extracted from the refined structure and displaced in different
orientation in the lattice (Figure III.2.9)
(a) (b)
Figure III.2.9: The 5 pieces of fragments cut from refined GIR1 structure
(a) 5 fragments showed in the GIR1 structure with different
colors (b) Fragments displaced in different orientations to
simulate the random starting point for MR search
The 5 fragments were then used as search model in PHASER. The solution
from PHASER showed high TFZ score of 40.8 and log-likelihood gain of 1506.4.
Four out of five fragments were correctly determined (Figure III.2.10). This
experiment showed that it was possible to solve the GIR1 structure with MR
using only small fragments. The iterate searching procedure was enabled in
PHASER, in order to benefit from the determined fragments in each cycle of
MR.
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Figure III.2.10: The electron density map (2m|Fobs|−D|Fcalc|exp(iαcalc)) out
of MR in PHASER with model fragments of GIR1 RNA. The
map was contoured at 1.5 σ level.
III.2.2.2 MR with distorted model fragments
The model fragments used in the above tests (section III.2.2.1) were extracted
from the true SRL structure. In real life, the fragments obtained as initial search
models are different from the true structure. In order to test the effect of coor-
dinates errors in MR search with RNA fragments, an apical-loop fragment was
extracted from true SRL model and coordinate shifts were added to its structure
with normal model perturbation. The root-mean-square deviation (RMSD) of the
distorted fragments were 0.5, 1.0, 1.5, 2.0 and 2.5 Å. The distorted apical-loops
were used as the initial search models in MR search with PHASER. The data were
truncated to resolution 2.0, 3.0 and 4.0 Å in MR search.
As shown in Figure III.2.11a, correct solutions were obtained when model RMSD
was lower than 1.0 Å. With low resolution cut-off, the solutions did not get
improved. Also, the overall TFZ score of MR solutions for the fragments was
lower than that for the full search model (Figure III.2.11b). In the case of full
model MR search, models with maximum 1.5 to 2.0 Å RMSD were allowed for
successful MR search. For partial model MR, only 1.0 to 1.5 Å RMSD in the MR
search fragments were tolerable.
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Figure III.2.11: Translation function Z-score (TFZ) against the root-mean-
square deviation (RMSD) of the distorted model. (a) TFZ
out of MR at different resolution cut-off plotted against
RMSD of the distorted apical-loop fragment. (b) Compar-
ison of TFZ score of MR with the distorted full SRL model
and the distorted apical-loop fragment.
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III.2.2.3 MR with ideal model fragments
In sections III.2.2.1 and III.2.2.2, the model fragments used in MR search for
SRL RNA comprise about 30% of the full sequence. The initial solution of the
MR search with fragments was sufficient to initiate phase extension procedure
via MR/model editing iteration and refinement. This approach could support
structure determination when only part of the homologous structures is available.
However, the model fragment used in the initial MR should have high structural
similarity to the true structure. It was found that less than 1.5 Å RMSD of the
search fragment was required for successful MR.
In practice, it is common that no homologous structure is available. In such
cases, ideal model fragments can then be generated from known structures.2 To
test the concept of MR with ideal model fragments, 158 tetra-loop fragments
were extracted from PDB13 based on the secondary structure of SRL RNA with
ASSEMBLE.120 These fragments were then packaged in a home-made script for
running MR search. The RMSD values between the top solutions (highest TFZ
scores) and the true structure were calculated. PDB codes of the fragments and
the corresponding TFZ scores and RMSD values of their MR outputs are shown
in Table III.2.1.
2M. P. Robertson and W. G. Scott. Acta Crystallogr. Sect. D Biol. Crystallogr., D64: 738–744,
2008.
13H. M. Berman et al. Nucleic Acids Res., 28: 235–242, 2000.
120F. Jossinet et al. Bioinformatics, 26: 2057–2059, 2010.
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Table III.2.1: Translation function Z-score (TFZ) and the root-mean-
square deviation (RMSD) of the solution against true structure obtained
from MR search with ideal SRL apical-loop fragments
Search model’s PDB code TFZ RMSD (Å)
2HHH 5.7 1.5734
2QP0 7.2 1.9671
2I2U 3.4 3.0742
1I95 5.0 3.4536
3OR9 6.6 3.4930
1YL4 7.3 3.5060
1ZIG 3.2 3.8809
3I9D 6.1 4.0341
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The solution with the lowest RMSD (2HHH) is shown together with the correct
full model in the unit cell (Figure III.2.12). The rotation search was found to
be correct as the solution was almost in the same orientation regarding the true
structure. An obvious coordinates shift between the solution and the true model
was observed. It increased the error between the solution and the true structure
and generated a RMSD larger than 1.0 Å. Although the tetra-loop fragment gen-
erated a solution in almost the correct orientation, the TFZ score of this solution
was not significantly high compared to the remaining solutions and no order or
rank in TFZ scores was found among the solutions. Thus, the TFZ score alone is
not sufficient to provide a proper indication of the correct solution. In the absence
of the known structure, identification of the solution from noise is in fact difficult.
In addition to the structural variation, the difficulty is the small size of the search
fragment. Only 6 nucleotides were contained in the search model for this test,
so that very limited phase information could be employed for the rotation and
translation searches.
Figure III.2.12: The top solution of MR with tetra-loop fragment from struc-
ture 2HHH is showed together with the true SRL full model
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III.2.3 Using anomalous signals in combination
with MR
MR and experimental phasing with anomalous signals can be combined to tackle
challenging situations (section I.3.3). In the following sections, two strategies
of using anomalous signals in combination with MR are analyzed to determine
nucleic acid structures. The first strategy consists in performing MR directly in
anomalous differences with the phosphorus sub-structure. The second approach
uses MR-P-SAD with partial models.
III.2.3.1 MR in anomalous differences
• MR in anomalous differences with true P-model
The phosphorus sub-structure alone can be used in MR search against exper-
imental anomalous differences instead of structure factors. In order to prove
the concept and test the validity of this method, search models containing
only phosphorus atoms were extracted from the true SRL RNA and GIR1 RNA
structures. Three copies of random orientated and translated models were gen-
erated in SUPERPOSE131 with SRL and GIR1 phosphorus model respectively.
Then the three copies of phosphorus models were used as search model in
PHASER89 and the anomalous differences |∆ano| with the corresponding sigmas
|σano| treated as normal structure factor amplitudes its standard deviations.
The root-mean-square deviation (RMSD) of the solution was calculated against
the true solution. Structures with high RMSD values (> 1.0 Å) correspond to
wrong rotation or translation searches in MR. Low RMSD values (< 1.0 Å)
indicates the correct solutions (Figure III.2.14). For SRL RNA, correct solutions
with RMSD ≤ 1.0 Å could be determined at high resolution cut-off (2.5 - 4.0
Å), whereas the correct solutions for GIR1 RNA were determined at relatively
131E. Krissinel and K. Henrick. Acta Crystallogr. Sect. D Biol. Crystallogr., 60: 2256–2268, 2004.
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(a) (b)
Figure III.2.13: The displaced copies of phosphorus model for (a) SRL and
(b) GIR1 RNA structure shown in lattice
lower resolution range (4.0 - 5.0 Å).
The difference of the working resolution range for the SRL and GIR1 RNA
(Figure III.2.14) is likely due to the difference in the anomalous strength of the
two diffraction datasets. Anomalous correlation coefficients for SRL and GIR1
data are compared and showed in Figure III.2.15. High anomalous signals up to
2.0 Å resolution were found for the SRL data. The GIR1 data, in contrast, only
diffracted to 2.4 Å and had lower anomalous correlations at high resolution
range. Only at resolution lower than 4.0 Å, the anomalous correlations of GIR1
data were higher than 30% indicating strong enough anomalous strength in
SAD sub-structure determination.52 This is in consistent with the results shown
above for the MR in anomalous differences where solutions of the GIR1 target
were only found at resolution lower than 4.0 Å while solutions of the SRL target
can be determined at relatively higher resolution (2.5 - 3.0 Å) (Figure III.2.14).
For both SRL and DIS data, resolution higher than 5.0 Å was required to obtain
solutions. With the true anomalous structures, medium to larger sized RNA
sub-structure could be solved with this method.
52T. R. Schneider and G. M. Sheldrick. Acta Crystallogr. Sect. D Biol. Crystallogr., 58: 1772–
1779, 2002.
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Figure III.2.14: The root-mean-square deviation (RMSD) of MR solution
against the true structure for MR search with phosphorus
structure in anomalous differences at different resolution
cut-off from 2.5 to 6.0 Å. Left: Results of the SRL target.
SRL phosphorus model was displaced in 3 different orienta-
tions. The three models were then used in MR search against
anomalous differences. Right: Results of the GIR1 target.
GIR1 phosphorus model was displaced in 3 distinct orienta-
tions. Each model was then tested in MR against anomalous
differences. Both SRL and GIR1 data in the MR search were
truncated to 2.5 to 6.0 Å with step of 0.5 Å. The RMSD
between MR output coordinates and the true solution was
calculated to evaluate the quality of the solutions.
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Figure III.2.15: Anomalous correlation coefficient (CCano) for SRL and GIR1
RNA at different resolutions. For SAD phasing in SHELXD,
generally 25% to 30% CCano is required.
• MR in anomalous differences with distorted P-model
In addition to noises in the measured anomalous differences, the inaccuracy in
the search model is another source of errors in MR search and strongly affects
the success rate. As showed in section III.2.1.2, MR against intensities requires
very accurate search model. To test the influence of the model errors on the
success of MR search against anomalous differences, systematic studies were
performed with SRL RNA as the search target. Randomly shifted phosphorus
coordinates were used as the search model in MR. The average coordinate
shifts in 3D were approximately equal to 1/
√
3 of the root-mean-square de-
viation of the whole coordinates set (Table III.2.2). Mean coordinate shifts
added in each model were controlled as defined levels from 0.29 to 1.44 Å
which corresponded to RMSD 0.5 to 2.5 Å. Distorted SRL and GIR1 phosphors
models were shown in Figure III.2.16. MR searches were performed with these
models and the RMSD of the MR solutions against the correct phosphorous
coordinates were calculated and showed in Table III.2.3.
Correct MR solutions were found for SRL distorted model with 0.29 and 0.57
coordinate shifts and are marked in green in Table III.2.3a. For GIR1 distorted
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model, MR solution was successfully determined with a search model of 0.29
Å coordinate shifts. These values of coordinate shifts correspond to RMSD
between 0.5 and 1.0 Å. As a comparison, in the case of MR search against
intensities with full or partial SRL model, the MR solution could be determined
with RMSD of 1.5 to 2.0 Å (Figure III.2.11). The success of MR against anoma-
lous differences is highly sensitive to the accuracy of the sub-structure search
model.
Table III.2.2: The average coordinate shifts added on the model and
the corresponding root-mean-square deviation (RMSD) against true
structures
σ (Å) RMSD (Å)
0.29 0.5
0.57 1.0
0.87 1.5
1.15 2.0
1.44 2.5
(a)
(b)
Figure III.2.16: The randomly shifted phosphorus atoms (red sphere) su-
perimposed on their original positions (green sphere). The
distorted model with root-mean-square deviation (RMSD)
increased from 0.5 to 2.5 Å were displaced sequentially from
left to right. (a) SRL distorted phosphorus model with RMSD
from 0.5 to 2.5 Å (left to right). (b) GIR1 distorted phos-
phorus model with RMSD from 0.5 to 2.5 Å (left to right)
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Table III.2.3: The RMSD for solutions of MR search in anomalous differences
with distorted phosphorus models of SRL and GIR structures. MR was performed
with phosphorus model with different mean coordinate shifts. The resolutions
of the data were cut from 2.5 to 5.5 Å. The RMSD values of the MR outputs
against correct phosphorus coordinates were listed. Lower than 1.0 Å RMSD
indicated the correct solution and were colored in green. Higher than 1.0 Å
RMSD corresponded to wrong coordinates and were colored in red.
(a) SRL
Resolution (Å)
Mean coordinate shifts (Å)
0.29 0.57 0.87 1.15 1.44
2.5 0.37 0.28 9.7 13.1 11.4
3.5 0.24 14.2 10.2 7.42 16.7
4.5 0.31 0.33 13.4 12.5 8.21
5.5 11.2 13.9 13.9 6.75 14.6
(b) GIR1
Resolution (Å)
Mean coordinate shifts (Å)
0.29 0.57 0.87 1.15 1.44
4.0 0.34 14.8 13.6 12.5 17.4
4.5 0.77 20.6 8.43 12.4 13.5
5.0 15.8 9.02 18.4 12.5 12.9
5.5 16.9 6.84 17.8 12.7 7.52
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III.2.3.2 MR-P-SAD with partial model
Rather than using the structure of anomalous scatters directly in MR search
against anomalous differences, another approach to combine anomalous sig-
nals with MR is to use the maximum likelihood based SAD function in MR
(section I.3.3). This method, called MR-SAD, has been implemented in PHASER.89
MR-P-SAD refers to the MR-SAD method using anomalous signals of phospho-
rus.
SRL and GIR1 RNA were used as targets to test the concept. Partial model frag-
ment in random orientation was used as input in PHASER. Correct partial sub-
structure was then feed into PHASER. The model was then extended and com-
pleted through cycles of log-likelihood completion in PHASER. For SRL structure,
the initial partial search model contained 6 phosphorus sites. The MR-SAD search
completed all 26 sites in 2 cycles of log-likelihood completion. For GIR1 structure,
the input partial model contained 124 phosphorus sites. 39 additional sites were
found after 5 cycles of completion. Sites added in each cycle for these two targets
were listed in Table III.2.4. Additional sites can be observed in the final electron
density maps (Figure III.2.17).
This method can be considered as a basis to incorporate anomalous signals with
MR. A possible strategy is to use MR-P-SAD in an iterative way as described
in section III.2.2.1. With initial fragments, MR-P-SAD can be used to search the
phosphorus sites in the missing part of the model. Then, the sites from the log-
likelihood gain map can be manipulated and edited manually for model comple-
tion. The extended model can then be used in the next run of MR search until
completion.
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Table III.2.4: The number of sites completed in each cycle and the total number of sites
after sub-structure completion with partial model MR-P-SAD in PHASER for (a) SRL
structure and (b) GIR1 structure.
(a) SRL
SRL (26P)
sub-structure
completion cycle
No.
Number of sites
added in each cycle
Number of sites in
initial model
Total number of
sites after
completion
1 12
6 26
2 8
(b) GIR1
GIR1 (186P)
sub-structure
completion cycle
No.
Number of sites
added in each cycle
Number of sites in
initial model
Total number of
sites after
completion
1 29
124 163
2 5
3 3
4 1
5 1
(a) (b)
Figure III.2.17: The MR-P-SAD electron density maps (2m|Fobs| −
D|Fcalc|exp(iαcalc)) contoured at 4.5 σ level. (a) The
map obtained with SRL partial model. (b) Density map
obtained with GIR1 partial model.
III.2.4. Summary and discussion 123
III.2.4 Summary and discussion
To summarize, MR with full model was successful for determining medium sized
RNA structures. It was found that highly accurate model with RMSD smaller than
2.0 Å was required for the success of MR search.
The potential of applying MR search with small RNA model fragments only was
tested. Partial model fragments were sufficient to solve the whole structure in the
case of SRL. This approach also required extremely accurate search model.
Without homologous partial model, fragment library built from known structures
could be used for MR search. The library was built with the software ASSEM-
BLE.120 The challenge is that the correct solution can not be easily identified with
the TFZ score. Iterative MR with model editing and refinement2,119 is promising
to extend the use of model fragments in MR.
Anomalous signals as an independent source of phase information can be used
to support MR search. Two possible approaches were tested. With MR using
phosphorous structure against anomalous differences, medium and large sized
RNA (SRL and GIR1) could be successfully determined. The challenge for the
generalization of this method is the requirement of high model accuracy (RMSD
< 1.0 Å). Test with MR-P-SAD using only partial RNA models illustrated the
validity of this method.

Part IV
Conclusions and Outlook
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A novel RNA structure of octameric RNA duplex (16 nucleotides) and a known
structure of a sarcin-ricin loop (27 nucleotides) were successfully determined by
SAD phasing using phosphorus anomalous signals (P-SAD) showing the feasibility
of the method for small to medium sized nucleic acid. The requirement of P-SAD
method was studied in terms of experimental parameters such as wavelength and
multiplicity. Considering the weak anomalous signals of phosphorus, long wave-
length would be preferable for P-SAD. However, due to the absorption effect and
limitations in detector geometry/size/distance, measurable resolution is limited.
1.6 Å wavelength was chosen to compromise the gain in anomalous strength and
the missing of high resolution data. High multiplicity data collection was shown
to improve the data quality. However, the gain in data accuracy obtained by in-
creasing the multiplicity may be counteracted by the effect of radiation damage
with long exposure. The flux and exposure period should be adjusted to control
the radiation dose in high multiplicity data collection. Multi-orientation goniome-
ter can be used to reduce the systematic errors when multiplicity goes exceedingly
high. Based on the analysis, data collection strategy for P-SAD should combine
the benefit of high multiplicity, low dose, fine ϕ-slicing, and multi-orientation
data collection with compromises between the wavelength, resolution limit and
total exposure. The effectiveness of this approach has been approved by applying
it to two novel RNA and protein-DNA structures.
For larger RNA structures, the applicability of the P-SAD was limited by the re-
quirement of high resolution data in sub-structure determination. This require-
ment can be interpreted by considering how many observations were obtained
for each phosphorus site (#Observation/#P). This is a measure of available in-
formation against the complexity of the sub-structure. About 100 - 200 unique
reflections per each phosphorus atoms (#Observation/#P) were required for suc-
cessful sub-structure determination. Due to the constant proportion of phospho-
rus in RNA molecules, #Observation/#P ratio was a constant at certain resolution
for all different sized RNA. In contrast to RNA, protein-nucleic acid complex can
have a lower phosphorus content, which leads to a higher #Observation/#P ratio
compared to RNA molecules at the same resolution. Therefore solutions for the
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protein-nucleic acid complex targets can be obtained at lower resolution. This
was illustrated by the success of sub-structure determination of a σE2 –TGTCAAA
complex (14 nucleotides and 192 amino acids) at low resolution cut-off of 4.6
Å. Considering the large amount of complex structures in Protein Data Bank,13
P-SAD has potential to be widely applied for solving protein-nucleic acid complex
structures.
When high resolution data are not available, additional approaches can supple-
ment P-SAD in order to solve larger RNA structures. Molecular Replacement (MR)
provides additional phase information and thus can be used to aid P-SAD phasing.
SRL and GIR1 structures were successfully determined by MR with partial model
fragments. The solutions can be then used to extract phosphorus sites for P-SAD
phasing or directly used in the MR-P-SAD approach. However, highly accurate
homologous models (RMSD < 2.0 Å) were required to perform the MR search.
Without homologous structures, library composed of predicted model fragments
can be used in MR. The challenge of this approach is to identify the solution from
the incorrect outputs. With known phosphorus sites, MR can be applied in anoma-
lous differences to determine the sub-structure for a large RNA containing 186
nucleotides. Although highly accurate model is still required, this can be a basis
to extend the method in solving larger structures. It remains to be studied how
to extract correct solutions from MR search using fragment library and combine
it with anomalous signals towards the goal of de novo phasing.
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List of Abbreviations
ABR: Air-bearing rotation
CC: Correlation Coefficient
CCano : Anomalous correlation coefficient
CCD: Charge-coupled device
CMOS: Complementary metal-oxide-semiconductor
DCCM: Double Channel Cut Monochromator
DIS: Dimerization Initiation Site
DNA: Deoxyribonucleic acid
EDTA: Ethylenediaminetetraacetic acid
FMN: Flavin mononucleotide
FOM: Figure of merit
GIR1: Group I-like Ribozyme
glmS: Glucosamine-6-phosphate
HEPES: 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid
LLG: Log Likelihood Gain
MAD: Multi-wavelength anomalous dispersion
MIR: Multi Isomorphous Replacement
MIRAS: Single isomorphous replacement with anomalous scattering
MPD: 2-methyl-2,4-pentanediol
MR: Molecular Replacement
MW: Molecular weight
NCS: Non-crystallographic symmetry
NT: Nucleotide
PDB: Protein Data Bank
P-SAD: Phosphorus-SAD
PSI: Paul Scherrer Institut
PRIGo: Parallel Robotics Inspired Goniometer
RFN: RNA-guided FokI nuclease
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RMSD: Root-mean-square deviation
RNA: Ribonucleic acid
SAD: Single-wavelength anomalous dispersion
SFOM: Site figure of merit
SIR: Single Isomorphous Replacement
SIRAS: Single isomorphous replacement with anomalous scattering
SLS: Swiss Light Source
SRL: Sarcin Ricin Loop
S-SAD: Sulfur-SAD
TFZ: Translation function Z-score
THI-box: Thiamin pyrophosphate binding riboswitch
TPP: Thiamin pyrophosphate
UTRs: Untranslated regions
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List of Software
The programs used in this thesis are summarized in Table B.1.
Table B.1: The softwares used in data processing, structure determination and data
analysis
Objective Software
Data processing XDS106
Sub-structure determination SHELXD52,104
Sub-structure evaluation SITCOM110
SAD Phasing PHASER,89 SHELXE104,105
Molecular Replacement PHASER
Density modification DM,111,112
Refinement PHENIX114
RNA fragment Library generation ASSEMBLE120
Data simulation XPREP,132 SHELXPRO104,133
Data analysis and plotting Mathematica,117 BioCrystallographica118
106W. Kabsch. Acta Crystallogr. Sect. D Biol. Crystallogr., 66: 125–132, 2010.
52T. R. Schneider and G. M. Sheldrick. Acta Crystallogr. Sect. D Biol. Crystallogr., 58: 1772–
1779, 2002.
104G. M. Sheldrick. Acta Crystallogr. Sect. A Found. Crystallogr., 64: 112–122, 2008.
110F. Dall’Antonia and T. R. Schneider. J. Appl. Crystallogr., 39: 618–619, 2006.
89A. J. McCoy et al. J. Appl. Crystallogr., 40: 658–674, 2007.
104G. M. Sheldrick. Acta Crystallogr. Sect. A Found. Crystallogr., 64: 112–122, 2008.
105G. M. Sheldrick. Acta Crystallogr. Sect. D Biol. Crystallogr., 66: 479–485, 2010.
111K. Cowtan. Jt. CCP4 ESF-EACBM Newsl. Protein Crystallogr., 31: 34–38, 1994.
112K. Cowtan and K. Y. J. Zhang. Prog. Biophys. Mol. Biol., 72: 245–270, 1999.
114P. D. Adams et al. Acta Crystallogr. Sect. D Biol. Crystallogr., 66: 213–221, 2010.
120F. Jossinet et al. Bioinformatics, 26: 2057–2059, 2010.
132Brucker-Nonius Inc. Madison USA XPREP 2004
104G. M. Sheldrick. Acta Crystallogr. Sect. A Found. Crystallogr., 64: 112–122, 2008.
133G. M. Sheldrick and T. R. Schneider. Methods Enzymol., 277: 319–343, 1997.
117Wolfram Research Inc. Mathematica Edition: Version 9.0 Champaign, Illinois, 2012
118N. Ambert et al. CCP4 Newsl., 44: 22–31, 2006.
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Appendix C
Simulated data
Simulated data were used to perform systematic analyses and compare the re-
sults to experimental data. Amplitude considering anomalous scattering for each
reflection were calculated from the refined model with the software XPREP.132
SHELXPRO133 was used to prepare the instruction files used in XPREP.132 The pro-
tocol to simulate anomalous data at specific wavelength was shown below.
1. Prepare the instruction file with SHELXPRO133
(a) Select option [I] to initiate program setting
(b) Define the name of the .ins file
(c) Provide the .pdf file of refined model as input
(d) Enter the cell parameters
(e) Enter Z number (number of asymmetry units in the unit-cell)
(f) Enter wavelength (Å)
(g) Chose the default options for all the following steps
2. Calculate the amplitudes for all reflections from the refined model consid-
ering anomalous in XPREP132
(a) Select option [G] to initiate program setting
(b) Provide the .ins file generated by SHELXPRO
(c) Define the highest resolution (Å)
(d) Select option [F] for Firiedel opposites
(e) Enter lattice type
132Brucker-Nonius Inc. Madison USA XPREP 2004
133G. M. Sheldrick and T. R. Schneider. Methods Enzymol., 277: 319–343, 1997.
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(f) Select option [H] to enter lattice parameters
(g) Select option [S] to determine space group
(h) Select option [C] to define the chemical content of the unit-cell
(i) Select option [W] to write the output reflection file
(j) Type Enter to quit the program
Appendix D
Formulas
D.1 Structure factors and fourier transforms
ρ (r) =
1
V ∑Fhe
−2pi(h·r) (D.1.1a)
Fh =V∑ρ (r)e2pi(r·h) (D.1.1b)
where, ρ (r) is the electron density distribution in real space and Fh is the struc-
ture factor in reciprocal space. V is the volume of the unit-cell. r is the real space
vector and h is the reciprocal space vector. The electron density in real space
ρ (r) and structure factor in reciprocal space are linked to each other via Fourier
transform. With known structure factors in reciprocal space, one can obtain the
electron density in real space via Fourier transform. With known electron den-
sity, the reciprocal space structure factors can be obtained via inverse Fourier
transform.
Fhkl = |Fhkl|eiαhkl = |Fhkl|e2piiα ′hkl (D.1.2)
where h, k, l represent the miller indexes of reflections in reciprocal space and
Fhkl is the structure factor of reflection hkl and α ′ is the phase angle associate to
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each set of coefficients.
ρ (x,y,z) =
1
V ∑h ∑k ∑l
|Fhkl|e−2pii(hx+ky+lz−α ′hkl) (D.1.3)
D.2 Direct methods
ϕ (h)+ϕ
(
h′
)
+ϕ
(
h+h′
)' 0 (D.2.1a)
tan [ϕ (h)] = ∑h
′ κ (h,h′)sin [ϕ (h)+ϕ (h−h′)]
∑h′ κ (h,h′)cos [ϕ (h)+ϕ (h−h′)]
(D.2.1b)
where,
κ
(
h,h′
)
= 2
(
N−1/2
)
|E (h)E (h′)E (h+h′)| (D.2.2)
is the factor related to the normalized structure factors E. This relation in prac-
tice is typically used in weighted form where the contributions of the sums are
weighted in terms of the probability of the relation. For non-centrosymmetric
crystals, the basic phase determination procedure often starts with a selected
list of large |E| reflections among subgroups defined by the parity of the h, k
and l indices. With a set of assigned phases, equation D.2.1a and -D.2.1b are in-
volved to extend the phase information to other reflections with large |E| values.
The indication for the newly added phases is often evaluated with the variance
(equation D.2.4b) of an approximate probability distribution (equation D.2.4a)
predicted by D.2.1b.
uhkl 6
1
2
(
±1
2
|u2h,2k,2l|
)
(D.2.3)
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The importance of this equation lies in the fact that the magnitude of u2hkl is known
and it is always positive. The only unknowns in this relation are the phases u2h,
u2k, u2l.
P(ϕh) =∏
kr
Pk (ϕh)' Aexp
[
∑
kr
κ (h,k)cos(ϕh−ϕk−ϕh−k)
]
(D.2.4a)
V = [2piI0 (α)]−1
∫ pi
−pi
x2 exp(α cosx) dx (D.2.4b)
where,
α =

[
∑
kr
κ (h,k)cos(ϕk+ϕh−k)
]2
+
[
∑
kr
κ (h,k)sin(ϕk+ϕh−k)
]2
1/2
and A is a normalizing constant and kr represents the restricted values of k for
which the corresponding normalized structure factor amplitude |E| are large and
I0 is a Bessel function.134
D.3 Patterson method
Patterson function is a Fourier transform of the square of absolute values of the
structure factor and in three dimensional space it can be written in vector form
as,
P(u) =F
[|Fh|2](u)
=∑
h
F2h e
−2piihu (D.3.1)
134J. Karle and I. L. Karle. Acta Crystallogr., 21: 849–859, 1966.
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With the assumption of Fh = F−h, the expression containing only real component
can be derived as,
P(uvw) =
2
V ∑h ∑k ∑l
F2h cos2pi (hu+ kv+ lw) (D.3.2)
The Patterson method can be regarded as an application example of Wiener-
Khinchin Theorem. which has wide applications in the fields of Optics, Time Series
Analysis and Statistical Mechanics.135–138 In a very general frame, the Wiener-
Khinchin Theorem states that the autocorrelation of function ρ (r) can be given
by the Fourier transform of the absolute square of its Fourier component F (h).139
It can be proved as following.
A one dimensional autocorrelation function is given in the form,
P(u)≡ ρ (r)⊗ρ (−r)≡
∫ ∞
−∞
ρ (r)ρ (r+u) dr (D.3.3)
ρ(r) can be represented by the Fourier transform of its Fourier component Fh and
the corresponding conjugate function ρ (r) are in the forms,
ρ (r) =
∫ ∞
−∞
Fhe−2piihr dh (D.3.4a)
ρ (r) =
∫ ∞
−∞
Fhe2piihr dh (D.3.4b)
135K. Shin and P. J. Hammond. Fundamentals of Signal Processing for Sound and Vibration Engi-
neers. Wiley, 2008. 244
136D. D. Nolte. Optical Interferometry for Biology and Medicine: Optical Interferometry for Biology
and Medicine. Bioanalysis Springer, 2011. 104–105
137D. A. McQuarrie. Statistical Mechanics. University Science Books, 2000. 554–558
138A. Rogers. Essentials of Optoelectronics with Applications. Optical and quantum electronics
series Taylor & Francis, 1997. 144
139E. W. Weisstein "Wiener-Khinchin Theorem." From MathWorld–A Wolfram Web Resource. 2014
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Inserting (D.3.4a) and (D.3.4b) into autocorrelation equation (D.3.3) gives,
P(u) =
∫ ∞
−∞
[∫ ∞
−∞
Fhe2piihr dh
][∫ ∞
−∞
Fh′e
−2piih′(r+u) dh′
]
dr
=
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
FhFh′e
−2piir(h′−h)e−2piih
′u drdhdh′
=
∫ ∞
−∞
∫ ∞
−∞
FhFh′δ
(
h′−h)e−2piih′u dhdh′
=
∫ ∞
−∞
FhFhe−2piihr dh
=
∫ ∞
−∞
|Fh|2e−2piihr dh (D.3.5)
Thus ρ (r) relates to the square of Fh’s module via a Fourier transform,
P(u) =F
[|Fh|2](u) (D.3.6)
For its application in diffraction, P(u) may represent the Patterson function, which
is defined as the convolution integral of electron density ρ (r) over the unit cell
in real space and in three dimension it is in form,
P(u) =
∫
V
ρ (r)ρ (r+u) dr (D.3.7)
which can be written in equivalent form,
P(u) =
∫
V
ρ (r)ρ [u− (−r)] dr
≡ ρ (r)⊗ρ (−r) (D.3.8)
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The Patterson function is shown above to be equivalent to the auto-correlation
function of electron density distribution in real space and the electron density is
known to be the Fourier transform of structure factor Fh at reciprocal space in the
same form with equation D.3.4a.
D.4 Molecular Replacement
D.4.1 Patterson functions
ℜ(Ω) =
1
V
rmax∫
rmin
Pobs (r)PΩ (Ωr) d3x (D.4.1.1a)
CCE (Ω) =
∑
h
(
E2h,obs−〈E2h,obs〉
)(
E2h,Ω−〈E2h,Ω〉
)
[
∑
h
(
E2h,obs−〈E2h,obs〉
)2]1/2[∑
h
(
E2h,Ω−〈E2h,Ω〉
)2]1/2 (D.4.1.1b)
Pobs and PΩ are the observed Patterson and Patterson of search model at ori-
entation Ω. Eobs and EΩ are the normalized structure factors calculated from
observed data and model. It is worth to note that, EΩ in the Paterson correlation
(equation D.4.1.1b) or so called direct Paterson rotation function, are calculated
from the search model and therefore depends on both intra- and inter-molecular
distances. Therefore the rotation search using Patterson correlation is not always
more accurate than other rotation functions.140
T (t) =
∫
V
[
Pobs (u)−
Nsym
∑
j=1
Pj j (u)
][
PT (u, t)−
Nsym
∑
j=1
Pj j (u)
]
du (D.4.1.2)
where Pj j refers to Patterson functions calculated with self-vectors only.
140B. Rupp. Biomolecular Crystallography: Principles, Practice, and Application to Structural Biol-
ogy. Garland Science, 2010. 556–557
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D.4.2 Maximum-likelihood functions
F(h) =∑
j
∑ iexp
[
2piih ·
(
C jxi+d j
)]
=∑
j
exp
(
2piih ·d j
)
F(h, j)
(D.4.2.1)
where C j and d j are the rotation and translation components of the jth symmetry
operation, x j are the fractional coordinates and F(h, j) is the transform of the
molecule in complex form corresponding to the jth symmetry operation.141
Pa (Fo|Fc) = 1piεσ2∆
exp
[
−|Fo−DFc|
2
εσ2∆
]
(D.4.2.2a)
Pc (Fo|Fc) = 1(
2piεσ2∆
)1/2 exp[−|Fo−DFc|22εσ2∆
]
(D.4.2.2b)
where σ2∆ is the weighting factor and ε is the expected intensity factor calculated
from Luzzati weighting.142 The equation D.4.2.2a is the distribution of acentric
structure factors and equation D.4.2.2b is for centric structure factors. As the
phases of experimental data are not known, the phases component in the like-
lihood functions should be integrated out during the calculation and the two
factors σ∆ and D related to Luzzati weighting can be summarized with a single
parameter σA and gives,
Pa (Eo|Ec) = 2Eo1−σ2A
exp
(
−E
2
o +σ2AE
2
C
1−σ2A
)
I0
(
2EoσAEc
1−σ2A
)
(D.4.2.3a)
Pa (Eo|Ec) =
[
2
pi
(
1−σ2A
)]1/2 exp[−E2o +σ2AE2C
2
(
1−σ2A
) ]cosh(EoσAEc
1−σ2A
)
(D.4.2.3b)
where E are related to Luzzati weighting factor with E = Fo/(εΣN)1/2 and E =
141P. Evans and A. McCoy. Acta Crystallogr. Sect. D Biol. Crystallogr., 64: 1–10, 2008.
142V. Luzzati. Acta Crystallogr., 5: 802–810, 1952.
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Fo/(εΣP)1/2. Eo = |Eo| and Ec = |Ec| and σA = D(ΣP/ΣN)1/2.
D.5 Data quality parameters
Rmerge =∑
h
∑
l
|Ihl−〈Ih〉|/∑
h
∑
l
〈Ih〉 (D.5.1)
Rmeas =∑
h
(
nh
nh−1
)
∑
l
|Ihl−〈Ih〉|/∑
h
∑
l
〈Ih〉 (D.5.2)
where 〈Ih〉 is the average intensity of reflection h. The Ihl is the intensity of the l
measurement of reflection h. nh is the number of observations of reflection h. Both
Rmerge and Rmeas are the measures of how well the different observations agree.
The Rmerge is not a particularly good measure of data quality as it only measures
the discrepancy between observations and takes no account of the improvement
in the merged intensity by averaging many observations.143 Therefore Rmerge
tends to increase with increasing multiplicity. Rmeas is an improved version of
Rmerge which is independent to the data multiplicity.125
∆Fano/F = 21/2
(
f ′′N1/2A
)
/
(
6.7N1/2P
)
(D.5.3)
where ∆Fano is the anomalous difference and F is the amplitude of the reflections.
f ′′ is the theoretical value of the imaginary component for the atomic scattering
factors of phosphorus. NA is the number of the anomalous scatters and NP is
the number of the other atoms within the whole molecule. ∆Fano/F is used to
143P. Evans. Acta Crystallogr. D. Biol. Crystallogr., 62: 72–82, 2006.
125K. Diederichs and P. A. Karplus. Nature, 4: 269–275, 1997.
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estimate the anomalous strength of the overall structure.
CC=
∑wEoEc∑w−∑wEo∑wEc√[
∑wE2o ∑w− (∑wEo)2
][
∑wE2c ∑w− (∑wE2c )2
] (D.5.4)
where Eo is the amplitude of the normalized observed structure factor and Ec is
the amplitude of the normalized calculated structure factor. w is the weighting
factor to weight down influence of the reflections with the less reliable anomalous
differences. In SHELXD w is set to
[
1+gσ2 (E)
]−1, with a default value of 0.1
for g.52 CC is the correlation coefficient between Eo and Ec. High value of CC
identifies potential sub-structure solutions in SHELXD.
D.6 FOM (from SITCOM)
SFOM =
1
wd+wpk+wcr
(
wdd˜mean+wpkhpk+wcrcr
)
(D.6.1)
where d˜ = 1/(1+dmean), with dmean being the mean distance between equivalent
sites; hpk was the average peak height for the unique sites; cr was the nubmer
of hits divided by the number of total input sites; The defaults values of the
weighting factors were wd = 0.3, wpk = 0, and wcr = 1.0.
52T. R. Schneider and G. M. Sheldrick. Acta Crystallogr. Sect. D Biol. Crystallogr., 58: 1772–
1779, 2002.
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