Key Words quantum-classical systems, quantum rate processes, nonadiabatic dynamics ■ Abstract Quantum-classical Liouville dynamics can be used to study the properties of open quantum systems that are coupled to bath or environmental degrees of freedom whose dynamics can be approximated by classical equations of motion. In contrast to many open quantum system approaches, quantum-classical dynamics provides a detailed description of the bath molecules. Such a description is especially appropriate for the study of quantum rate processes, such as proton and electron transport, where the detailed dynamics of the bath has a strong influence on the quantum rate. The quantum-classical Liouville equation can also serve as a starting point for the derivation of reduced descriptions where all or some of the bath degrees of freedom are projected out. Quantum-classical Liouville dynamics can be simulated in terms of an ensemble of surface-hopping trajectories whose character differs from that in other surface-hopping schemes. The results of studies of proton transfer in condensed phase and reactive dynamics in a dissipative environment are presented to illustrate applications of the formalism.
INTRODUCTION
Chemical and biological systems are often large and have a complex structure so that the investigation of their dynamical properties poses challenges for theory and simulation. A complete description of their dynamics must be based on quantummechanical time evolution equations, such as the Schrödinger equation for the wave function or the quantum-mechanical Liouville equation for the density matrix, ρ(t),
HereĤ is the Hamiltonian and the brackets signify the commutator. The construction of the solutions of either of these equations for a large many-body system is an intractable problem.
130

KAPRAL
To circumvent this problem, it is often possible to focus attention on some relevant portion of a large quantum-mechanical system (quantum subsystem) that interacts with the remainder of the system (environment or bath). The subsystem of interest is then an open quantum system and the challenge is to construct evolution equations for quantum systems that communicate with the environment. This has been a long-standing problem, and there is a large literature dealing with descriptions of open quantum systems (1, 2) .
Many treatments of open quantum systems are based on evolution equations for the quantum subsystem density matrix where the explicit dependence on bath degrees of freedom is eliminated. Examples of such equations include the Lindblad equation (3) (4) (5) and quantum master equations (6, 7) . Although formulations of this type have a considerable domain of applicability, they are not appropriate for some applications: for example, proton or electron transfer in a condensed phase environment. The motion of a proton or electron must be treated quantum mechanically, and the transfer reaction depends strongly on the detailed dynamics of neighboring solvent molecules. Consequently, approaches that do not fully account for specific aspects of solvent dynamics may fail to capture important effects in these transfer reactions. If large numbers of neighboring solvent molecules are treated quantum mechanically, we are again faced with a difficult quantum-dynamical problem.
Here I adopt a different point of view and treat the environmental degrees of freedom explicitly but using classical mechanics. A description of this type is appropriate, for example, if the characteristic masses of the particles constituting the environment are much heavier than those of the quantum subsystem. This is the case for the proton-or electron-transfer processes mentioned above. Such considerations have motivated the construction of schemes to carry out mixed quantum-classical dynamics. Adiabatic dynamics, where the evolution of the classical variables occurs on a single adiabatic surface determined from the solution of the Schrödinger equation for the quantum subsystem in the field of the classical bath, has been used to study proton-transfer reactions (8) (9) (10) (11) . Mean-field methods and surface-hopping schemes that account for nonadiabatic transitions among quantum states induced by coupling to the classical environment are also in wide use (10, 12, 13) . Other approaches to studying quantum dynamics that do not fall into the category of quantum-classical dynamics but employ other approximations to the quantum equations of motion include forward-backward semiclassical dynamics (14) , the initial value representation (15) , the mapping Hamiltonian (16) , and mode coupling methods (17) , to name a few such techniques.
Below I describe how it is possible to formulate the problem of nonadiabatic dynamics in terms of a quantum-classical Liouville equation, which has a status similar to that of the quantum Liouville equation for the entire system (18) . Therefore, a very detailed description of how the quantum degrees of freedom interact with the environment is possible. In some circumstances, it is useful to represent a portion of the classical environment using a stochastic description, and I also consider how such a reduction of the quantum-classical evolution equations can be achieved. In analogy with the treatments of open quantum systems, one may 131 also consider the projection of the quantum-classical Liouville equation onto the quantum subspace. Because the coupling terms between the quantum subsystem and classical bath are specified in terms of classical bath correlation functions, these equations are useful in applications where details of the bath dynamics are unimportant. I show how the quantum-classical Liouville equation can be derived and how its solution can be constructed in terms of an ensemble of surface-hopping trajectories. I then consider applications to nonadiabatic chemical reactions, including proton-transfer reactions in the condensed phase.
QUANTUM-CLASSICAL LIOUVILLE EQUATION
We suppose that the system can be partitioned into two subsystems: the quantum subsystem of interest and the bath or environment. We are now faced with the task of reducing the full quantum-mechanical description of such a composite system to a mixed quantum-classical description where the bath dynamics is treated classically but the quantum character of the subsystem of interest is retained. A mixed quantum-classical description should be applicable if the subsystem is composed of light particles whereas the bath contains heavy particles.
It is difficult to combine the fundamentally different descriptions of nature provided by quantum and classical mechanics. A quantum system is described in terms of Hilbert space operators whereas a classical system is described in terms of phasespace positions and momenta. Path integral methods have been used to investigate this limit (19, 20) . The Wigner representation of quantum mechanics provides a way to introduce a phase-space-like description of a quantum-mechanical system (21) (22) (23) . However, we wish to retain a Hilbert space representation of the subsystem, so we introduce a partial Wigner representation only over the bath degrees of freedom. We then make use of the disparity between the masses of the subsystem and bath particles to find quantum-classical evolution equations (24) .
To carry out this program explicitly, we suppose that the subsystem and bath particles have light m and heavy M masses (M m) and coordinate and momentum operators (q,p) and (Q,P), respectively. The quantum mechanical Hamiltonian operator is given byĤ =P 2 /2M +p 2 /2m +V (q,Q). The partial Wigner transform of density matrix iŝ
The subscript W refers to this partial Wigner transform and N is the coordinate space dimension of the bath. 
The operator is the negative of the Poisson bracket operator,
∇ P , and the direction of an arrow indicates the direction in which the operator acts.
To take the quantum-classical limit of Equation 1, we scale the variables so that the momenta of the heavy particles have the same magnitude as those of the light particles, μP, where μ = (m/M) 1/2 , and measure all distances in length units appropriate for the quantum subsystem (24) . The reduction to a quantumclassical system can also be justified by arguments based on decoherence (25) . Letting energy be measured in terms of the unit 0 , time in units of t 0 =h/ 0 , and length in units of λ m = (h 2 /m 0 ) 1/2 , the momentum units are selected to be p m = (mλ m /t 0 ) = (m 0 )
1/2 and P M = (M 0 ) 1/2 . In the scaled unitsq = q/λ m , R = R/λ m ,p =p/ p m , P = P/P M , and t = t/t 0 , we have
To obtain the second approximate equality, we expanded the right-hand side to first order in the small parameter μ = (m/M) 1/2 . Returning to unscaled units, we have the quantum-classical Liouville equation,
which gives the time evolution of the density matrixρ W (R, P, t) (24, (26) (27) (28) (29) (30) (31) (32) . Here [·, ·] is again the commutator and {·, ·} is the Poisson bracket. The Hamiltonian of the system isĤ W (R, P) = P 2 /2M +p 2 /2m +V W (q, R) and consists of the sum of the kinetic energy of the classical particles, P 2 /2M, the kinetic energy operator for the quantum degrees of freedom,p 2 /2m, and the total potential energy operator, V W (q, R), of the system. The last two equalities in Equation 6 define the quantumclassical bracket and quantum-classical Liouville operator (24, 33) . In Equation 6 , the coupling between the quantum subsystem and bath appears in both terms in the quantum-classical Liouville operator. The quantum character manifests itself in the Poisson bracket terms because the quantum operators do not commute and their order must be respected.
Using a similar procedure, we may derive the equation of motion for an observable,Â W (R, P, t) (24) :
which is the quantum-classical analog of the Heisenberg equation of motion. This equation manifestly conserves energy. The quantum-classical Liouville equation may be expressed in any convenient basis. In particular, the adiabatic basis vectors, |α; R , are given by the solutions of h W |α; R = E α (R)|α; R , whereĥ W =ˆp 2 2m +V W (q, R). We take an Eulerian view of the dynamics so that the adiabatic basis vectors are parameterized by the timeindependent values of the bath coordinates R. In this basis, the Liouville operator has matrix elements (24)
where
)/h is a frequency determined by the difference in energies of adiabatic states, and iL αα is the Liouville operator for classical evolution under the mean of the Hellmann-Feynman forces for adiabatic states α and α ,
|α; R is the Hellmann-Feynman force for state α. The operator J αα ,ββ accounts for nonadiabatic transitions and corresponding changes of the bath momentum. It is given by
where d αβ = α; R|∇ R |β; R is the nonadiabatic coupling matrix element and
As shown in Section 5, one may construct solutions of the quantum-classical Liouville equation in terms of an ensemble of surface-hopping trajectories.
Equilibrium Density
The quantum-canonical equilibrium density matrix,ρ Q = Z Q e −βĤ , is a stationary solution of the quantum Liouville equation (Equation 1 ). Similarly, the quantumclassical canonical equilibrium density matrix,ρ We (R, P), is stationary under quantum-classical dynamics, iLρ We = 0. Although it is difficult to find a general analytical solution for the quantum-classical canonical equilibrium density matrix, a solution can be found by writingρ We as a power series in the small parameter μ = (m/M) 1 We is a known function (33) . To first order in μ, the quantum and quantum-classical stationary densities are identical. The stationary density enters in the derivations of reduced quantum-classical equations of motion and in the calculation of transport properties in the quantum-classical limit.
DISSIPATIVE QUANTUM-CLASSICAL DYNAMICS
The quantum-classical Liouville equation describes the dynamics of the entire system, although the bath, in isolation from the subsystem, obeys classical mechanics. The dynamics is deterministic and conservative. The advantages of such a complete description of the environment have been noted earlier, namely, that the effects of detailed local solvent or bath particle motions on the quantum subsystem dynamics are taken into account. One may also envisage situations where a detailed treatment of all bath degrees of freedom is unnecessary; for example, we can imagine that the quantum degrees of freedom may be coupled directly to a certain number of bath variables whose dynamics must be considered in full detail. However, these important bath variables may themselves be coupled to a much larger set of bath variables whose detailed dynamics is not of interest. This indirectly coupled set of bath variables acts like a dissipative heat bath on the quantum subsystem and directly coupled classical bath variables. Proton-and electron-transfer reactions in biosystems fall into this category because the transfer event is strongly influenced by motions of the neighboring molecular groups, which are, in turn, embedded in a bath of solvent molecules.
An equation of motion can be derived to describe such situations by starting with the quantum-classical Liouville equation for the entire system and projecting out the effects of those bath degrees of freedom that are not of interest (34) . We shall show that this procedure yields dissipative equations of motion where the irrelevant part of the classical bath is described by a Fokker-Planck operator.
To carry out this program, the entire classical bath is partitioned into two subsystems with phase-space coordinates denoted by (R , P ) and (R , P ), respectively, so that (R, P) = (R , R , P , P ) = (R , P )(R , P ). The (R , P ) classical subsystem is coupled directly to the quantum subsystem and the irrelevant (R , P ) classical subsystem couples only to the (R , P ) classical subsystem. (The primed variables introduced here should not be confused with the dimensionless variables in the previous section.) The partially Wigner-transformed Hamiltonian can be written in terms of contributions from the different subsystems and the coupling between them: 
is the Hamiltonian of the mixed quantum-classical subsystem (quantum subsystem and directly coupled classical bath variables) and H 0 (R , R , P ) = H B (R , P ) + V CB (R , R ) is the Hamiltonian of the irrelevant variables of the classical bath, H B (R , P ) = P 2 /2M + V B (R ), in the potential field V CB (R , R ) of the fixed particles in the classical bath subsystem that are directly coupled to the quantum subsystem. This partition of the system is shown schematically in Figure 1 .
If the decomposition of the Hamiltonian given in Equation 11 is substituted into Equation 6, the quantum-classical Liouville operator for the entire system may be written as iL = iL + iL 0 . We use the following notation: If a quantity depends only on (R , P ) or (R , P ), it will have a prime or double prime, respectively. If a quantity depends on both types of classical phase-space coordinates, it will not have a prime.
An evolution equation for the reduced density matrix for the quantum-classical subsystem,ρ
can be obtained by using projection operator methods. Consider the projection operator P acting on any mixed quantum-classical operatorf W (R, P)
The density operatorρ ce is defined in the following way: The canonical equilibrium density matrix for the entire system, i.e., the mixed quantum-classical subsystem plus the bath,ρ We , is defined above. We letρ ce (R, P) =ρ We (R, P)(ρ c ) −1 (R , P ), whereρ c (R , P ) = dR dP ρ We (R, P). Its adjoint isρ † ce = (ρ c )
−1ρ
We . To derive a dissipative equation for the mixed quantum-classical evolution, we note that
14.
and apply projection operator algebra (38, 39) to obtain
The effects of the irrelevant bath degrees of freedom on the mixed quantumclassical subsystem are accounted for by the Fokker-Planck-like operator, which depends on the fixed particle friction tensor, ζ (R), as well as through the mean force F defined by F = − ∂ V CB /∂ R 0 , where the average is over a canonical equilibrium distribution involving the Hamiltonian H 0 . If the dependence of the friction tensor on the bath coordinates is neglected, we obtain a simpler form of the dissipative quantum-classical Liouville equation,
where L FP is the Fokker-Planck operator,
Dropping the primes and expressing the evolution operator in the adiabatic basis, we have
where we have defined the Kramers operator as
and The evolution equation for a dynamical variable has the form of Equation 7 and, expressed in an adiabatic basis, involves the backward operator
where the backward Kramers operator is defined as
Thus, we see that the evolution equations have a similar structure for both deterministic and dissipative baths, except that the Fokker-Planck evolution operator replaces the Newtonian evolution operator in the quantum-classical Liouville operator. Simulation methods and applications using this equation are described below.
QUANTUM SUBSYSTEM DYNAMICS
Many descriptions of open quantum systems focus entirely on the dynamics of the quantum subsystem where any detailed reference to bath degrees of freedom has been eliminated completely (1, 2) . A system composed of a quantum particle immersed in a thermal bath of harmonic oscillators has been studied often as a simple model of an open quantum system. This system can be treated in full detail using influence functional methods (40) (41) (42) (43) (44) (45) (46) (47) . In more general contexts, equations of motion for the reduced density matrix of the quantum system obtained by tracing over all bath degrees of freedom take the form of quantum master equations (2, 45), Redfield equations (6), and the Lindblad equation (3) . In this section, we derive the form of the equation of motion for the reduced density matrix of a quantum-classical system by projecting out all classical bath degrees of freedom (35) .
The reduced density matrixρ Q (t) for the quantum subsystem, where the bath phase-space variables are integrated out, is given bŷ
21.
The approach we take is very similar to that in the previous section, except now the projection operator P is chosen to project out the effects of all bath variables (35) ,
The equilibrium distributionρ b (R, P) and its adjoint are defined asρ b (R, P) = ρ We (R, P)ρ
sρ We (R, P) whereρ s = dR dPρ We (R, P). Hereρ s is the equilibrium density matrix for the quantum subsystem in equilibrium with the classical bath andρ −1 s is its inverse. The densities are normalized so that dR dPρ b (R, P) = 1. The interaction potential energy operator between the quantum subsystem and bath may be written as the sum of products ofÂ = {Â j } and B(R) = {B j (R)},
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23.
Employing this form of the potential energy operator, using projection operator techniques (38) , (39) , taking the weak coupling limit whereρ b may be replaced by the canonical equilibrium density for the bath in isolation from the quantum subsystem, and making a Markovian approximation on the memory kernels in the generalized Langevin equation, we obtain (35)
In this equation, the parameters γ B and γ B are defined in terms of classical bath correlation functions,
where δ B = B − B B and the angular brackets signify an average over the bath. This equation has the same form as the Lindblad equation (3) but now the parameters are completely specified in terms of well-defined classical bath correlation functions.
SIMULATION OF QUANTUM-CLASSICAL EVOLUTION EQUATIONS
Having discussed the basis for the quantum-classical Liouville equation and its dissipative analog where part of the bath is treated stochastically, we now turn our attention to simulation methods for solving these evolution equations. Various schemes have been proposed for the solution of the quantum-classical Liouville equation (31, (48) (49) (50) (51) (52) . Below we describe a method that represents the solution in an ensemble of surface-hopping trajectories (53) . Quantum-classical Liouville dynamics may then be contrasted with the dynamics generated by other surfacehopping schemes (12, 13, (54) (55) (56) (57) (58) . Before describing the simulation algorithm, we must consider the nature of the operator J that is responsible for both quantum transitions and associated momentum changes in the bath. It is difficult to evaluate the action of this operator on phase-space functions because of the contribution involving derivatives with respect to bath particle momenta. In the simulation algorithms described below, we employ the momentum-jump approximation (18, 24, 59, 60) . We use the fact that 1 2 S αβ · is a diagonal matrix of the inverse square root of the masses, and the sum on j runs over all bath particle coordinates.
Using this notation, the action of the operator J on any function f (P) of the bath momenta can be written in the momentum-jump approximation as
where
The use of this approximation leads to a representation of the dynamics in terms of energy-conserving trajectories.
Quantum-Classical Liouville Equation
The quantum-classical Liouville equation for an operatorÂ W (R, P, t) is given in Equation 7 . Its formal solution isÂ W (t) = exp(iLt)Â W (0). To simulate the time evolution, we must construct an algorithm for the action of the quantum-classical propagator on an operator. The propagator, exp(iLt), can be decomposed into a composition of propagators in time segments of arbitrary length. The evolution of a dynamical variable over any time interval can then be obtained by the successive application of evolution operators in the small time segments (53). Suppose we are interested in determining the time evolution over a time interval (0, t). We first divide this interval into N segments such that the jth segment has length t j = t j − t j−1 = t. This interval may be chosen to be either equal to the molecular dynamics simulation time step or integer multiple of the time step. We may then write the propagator in the adiabatic basis as
where (α 0 α 0 ) ≡ (αα ). Using this expression for the propagator, we have
Given this form of a time-dependent observable, the simulation algorithm exploits the structure of the propagator in the short-time segments. The quantum-classical Liouville operator is decomposed into diagonal iL 0 and off-diagonal J parts in Equation 8 . Using this decomposition and taking the time KAPRAL interval t to be small enough, we can approximate the propagator in an interval by
is the phase factor associated with time segment (t j , t j−1 ). At the end of each time segment, the system either may remain in the same pair of adiabatic states or make a transition to a new pair of states. More specifically, for an initial pair of quantum states, (α 0 α 0 ), the phase point (R, P) is evolved for a time t to a new value (R t , P t ) using the classical propagator e is computed at R t and the probability, π, of a nonadiabatic transition is given by
31.
If the transition is rejected, then
If the transition is accepted, then, using the momentum-jump approximation, we translate the momentum P t toP t = P t + P where P is defined in Equation 27 . We then write
From Equation 27 , we see that if E αβ < 0 (an upward transition from α → β) and (P ·d αβ ) 2 < | E αβ | so that there is insufficient kinetic energy from bath momenta alongd αβ for the quantum transition to occur, the argument of the square root is negative leading to imaginary momentum changes. In this case, the quantum transition does not occur and the trajectory is continued adiabatically.
The total energy of the system is conserved along a quantum-classical surfacehopping trajectory when the momentum-jump approximation is used, even if the transition is to a pair of coherently coupled surfaces.
Dissipative Quantum-Classical Liouville Equation
The algorithm for simulating the dissipative quantum-classical Liouville equation is similar to that described above, except that one must evolve the system stochastically between quantum transitions (61) .
The time evolution under the backward Kramers operator i L KB αα in Equation 20 can be replaced by an average over realizations of stochastic Langevin dynamics where the time evolution of the classical trajectory segments is determined by the Langevin equations of motion,
Here ξ (t) is a Gaussian white noise process with the properties ξ (t) = 0 and ξ (t)ξ (t ) = 2k B T ζ δ(t − t ). The Langevin equations can be written in Liouville form (62, 63) by defining a time-dependent Liouville operator
The time evolution over an interval (0, t) is given by the time-ordered propagator
As a result, we may define the time-dependent quantum-classical LangevinLiouville operator
and the propagator
38.
We may now again use the sequential short-time propagation method to simulate the dynamics; however, now the time-ordered nature of the evolution operator must be taken into account. Suzuki's form (64) for a time-ordered exponential and a Trotter factorization may be used to simulate the dynamics (61).
TRANSPORT PROPERTIES
Given the quantum-classical Liouville equation and its various reduced forms, and an algorithm for simulating quantum-classical evolution, our next task is to formulate expressions for transport properties as these are the typical quantities of interest.
The quantum-mechanical forms of the correlation function expressions for transport coefficients are well-known and may be derived using linear response KAPRAL theory (65) or projection operator techniques (39, 66) . In linear response theory, an external force F(t) that couples to an operatorÂ † is applied to the system from the distant past where the system is assumed to be in thermal equilibrium. The response of the system to the external force may be determined by computing the average value of an operatorĈ using the density matrix at time t, evaluated to linear order in the external force,
where the response function is given by
and the angle brackets denote a quantum canonical equilibrium average, · · · Q = Tr · · ·ρ Q e . If we chooseĈ =Ḃ ≡ĵ B , the flux corresponding to the operator B, the response has the form of a macroscopic law and the response function is proportional to the flux autocorrelation function
The last equality defines the Kubo transformed correlation function. A transport property λ AB in quantum mechanics is proportional to the time integral of the flux autocorrelation function,
42.
We now consider how to evaluate transport properties for quantum-classical systems. Two approaches will be considered. First, we start with the quantum mechanical expressions for transport coefficients and take the quantum-classical limit of the time evolution while retaining the full quantum nature of the equilibrium structure. In the second approach, we carry out a linear response derivation based on the quantum-classical Liouville equation.
Quantum-Classical Limit of Quantum Correlation Functions
We take as a starting point the quantum-mechanical expression for a transport coefficient and consider a limit where the dynamics is approximated by quantumclassical dynamics (67, 68) . The advantage of this approach is that the full quantum equilibrium structure can be retained but at the price of a more difficult sampling problem. We now outline how this program can be carried out.
The quantum-mechanical expression for a transport property is given in Equation 42, and its generalization to a time-dependent transport coefficient, defined as the finite time integral of the flux-flux correlation function, is
43.
In simulations, it is convenient to obtain the transport coefficient from the plateau value of λ AB (t). Writing the second equality in Equation 43 in detail and inserting arbitrary time variables t 1 and t 2 , we can write the transport coefficient λ AB (t) as
where t ≡ t + t 1 − t 2 . Introducing a coordinate representation {Q} = {q}{Q} of the operators in Equation 44 (calligraphic symbols are used to denote variables for the entire system, subsystem plus bath), making a change of variables,
, and then expressing the matrix elements in terms of the Wigner transforms of the operators, we have (68)
Here we used the fact that the matrix element of an operatorÂ(t) can be expressed in terms of its Wigner transform A W (X , t) as
where ν is the coordinate space dimension and the Wigner transform is defined by
If we define the spectral density by
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To take the quantum-classical limit of this general expression for the transport coefficient, we partition the system into a subsystem and bath and use the notation R = (r, R), P = ( p, P), and X = (r, R, p, P), where the lowercase symbols refer to the subsystem and the uppercase symbols refer to the bath. To make a connection with surface-hopping representations of the quantum-classical Liouville equation (24) 
53
. where the matrix elements of W are given by
with t = t − iβh. The quantum-classical limit of the transport coefficient is obtained by evaluating the evolution equation for the matrix elements of W in the quantum-classical limit. This limit was taken in Reference (67) , and the result is
We can also write the following equivalent forms of the evolution equation (68):
We use the first equality in Equation 56 , insert this into Equation 53 , and move the evolution operator iL(X 1 ) onto the A W (X 1 ) dynamical variable. Next, we use the second equality in Equation 56 and formally solve the equation to obtain W (X 1 , X 2 , t) = e −iL(X 2 )t W (X 1 , X 2 , 0). Finally we substitute this form for W (X 1 , X 2 , t) into Equation 53 and move the evolution operator to the dynamical variable B W (X 2 ). In the adiabatic basis, the action of the propagator e −iL(X 2 )t on
The result of these operations is
This equation can serve as the basis for the computation of transport properties for quantum-classical systems. Note that full quantum effects are described by the initial value of W . These results may be immediately applied to the calculation of the reaction rate for the interconversion A B between metastable A and B states. Letting the A and B species operators be denoted byN A andN B , Equation 58, specialized to the time-dependent rate constant for the reaction, is given by (68)
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Quantum-Classical Linear Response Theory
Another route to the computation of transport properties is to derive expressions for transport properties using linear response theory within a quantum-classical dynamical framework (18, 33) . In analogy with quantum-mechanical linear response theory (65), we assume that the mixed quantum-classical system is subjected to a time-dependent external force F(t) that couples to the observableÂ † W and is applied from the distant past where the system is in equilibrium. The partially Wigner-transformed Hamiltonian of the system in the presence of the external force isĤ W (t) =Ĥ W −Â † W F(t), and the evolution equation for the density matrix takes the form
where iL A has a structure analogous to iL withÂ †
. The formal solution of this equation is found by integrating from t 0 to t,
Choosingρ W (t 0 ) to be the equilibrium density matrix,ρ We , defined to be invariant under quantum-classical dynamics, iLρ We = 0, the first term on the right-hand side of Equation 61 coincides withρ We and is independent of t 0 . We can now assume that the system with HamiltonianĤ W is in thermal equilibrium from t = −∞ up to t 0 . With this boundary condition, to first order in the external force, Equation 61 yieldsρ
The nonequilibrium average value of any operatorĈ W over the density matrix ρ W (t), C W (t) = Tr dRdPĈ WρW (t) may be computed to determine the response of the system to the external force. The response function,
has the same structure as that for a fully quantum-mechanical system in Equation 40 except that the average is taken over the quantum-classical equilibrium density, and the quantum bracket and quantum evolution are replaced by their quantumclassical analogs. The linear response theory described above can be used to derive an expression for the reaction rate by considering the quantum-classical system subject to external time-dependent affinities that couple to microscopic variables that characterize the chemical species (69) . For the interconversion between metastable A and B states, A B, considered above, expression for the time-dependent rate coefficient is (69)
64.
where we again express the result using the adiabatic basis.
NONADIABATIC REACTION RATES
The determination of the mechanisms and the computation of the rates of chemical reactions are important parts of many problems in chemical and biochemical systems. If the reaction involves quantum degrees of freedom, the calculation of the reaction rate is very difficult. We now show how the quantum-classical Liouville formulation can be used to compute quantum-mechanical reaction rates. The general expressions for the rate constants of a reaction A B given above can serve as the starting points for the computation of the reaction rate. Although these general formulae allow one to compute the rate for any choice of reaction coordinate, below, for illustration, we consider systems where the reaction coordinate of the quantum rate process can be expressed as a function of the classical bath coordinates. Specifically, we let ξ (R) be the reaction coordinate and define A and B species variables asN B 
‡ is the location of the free energy barrier top along the ξ coordinate and θ is the Heaviside step function.
Starting with Equation 59 and the explicit expression for the species variable in the adiabatic basis, we have
The time-dependent rate coefficient may then be written as
The high-temperature, classical-bath limit expression for W is (67)
+E α (R))). Using this expression, the time-dependent rate coefficient can be written in the 148 KAPRAL simple form,
Similarly, if we consider Equation 64 obtained from quantum-classical linear response theory and use the fact that
the time-dependent rate coefficient takes the form
If the quantum-classical equilibrium density matrix is approximated by ρ αα We (X ) ≈ ρ α We (X )δ αα , we recover Equation 68.
Proton Transfer
Proton-transfer reactions in the condensed phase and in biochemical systems are an important class of reactions (70, 71) that pose challenges for simulation methods. In order to determine the rates and even the mechanisms of such reactions, the quantum-mechanical nature of the proton must be taken into account. Because the condensed phase environment or large biomolecule in which the proton-transfer reaction takes place may usually be treated classically to a good approximation, this type of reaction lies in the class of systems that can be treated using quantumclassical Liouville dynamics.
As an example, consider the computation of the rate of a proton-transfer reaction (AH-B A − − H + B) that takes place in a linear hydrogen-bonded complex (AHB) dissolved in a polar solvent. A model for this type of reaction was constructed by Azzouz & Borgis (9) to mimic the proton transfer taking place in a phenoltrimethylamine complex in a liquid-state methyl chloride solvent. It has been studied using a number of different approaches (10, (72) (73) (74) (75) (76) . Below we summarize the results for this model obtained using quantum-classical Liouville dynamics (60) .
The interconversion between the covalent AH−B and ionic A − −H + B forms of the complex is strongly affected by the solvation structure of the surrounding polar molecules. Consequently, a convenient way to monitor the progress of the reaction is through the value of the solvent polarization, ξ (R) = E(R) (77) (78) (79) ,
which is the difference between the solvent electrical potentials at points s and s .
Here z a e is the charge on atom a, and the points s and s correspond to the mean positions of the proton in the covalent and ionic forms of the complex. The sums run over all solvent molecules i and atoms a. Because this reaction coordinate depends only on the solvent positions, we may use Equation 68 to estimate the proton-transfer rate. Equation 68 provides a well-defined formula involving sampling from the barrier top and can be used to calculate the time-dependent rate coefficient k AB (t) using blue moon sampling methods (80) . In addition to sampling from the barrier top, quantum-classical time evolution of N αα B (R, P, t) using the methods discussed in Section 5 must be carried out to determine the reaction rate.
The proton-transfer relaxation rate can be determined from the plateau value of the time-dependent rate coefficient, k(t) = k AB (t) + k BA (t). A plot of k(t) versus time was obtained from an average over 16,000 trajectories. From the plateau value of k(t) shown in Figure 2 , a value of k = 0.035 ps −1 is obtained (60) . The adiabatic rate constant can be computed in a similar manner. It decays more slowly to its plateau value (k ad ≈ 0.046 ps −1 ). Nonadiabatic effects lower the proton-transfer rate.
It is interesting to examine the nature of the nonadiabatic quantum-classical dynamics that underlies this rate constant calculation. Figure 3 shows the evolution of the solvent polarization E(t) in a long nonadiabatic trajectory. We observe that nonadiabatic transitions occur when E(t) is near the top of the barrier. This is expected because the nonadiabatic coupling matrix element is strongly peaked in this region. Not all reactive events are accompanied by nonadiabatic transitions, although nonadiabatic events are frequent.
Some crossings of the dividing surface, which are associated with nonadiabatic transitions, are immediately followed by recrossings (Figure 4) . Such nonadiabatic transitions give rise to increased recrossing of the barrier top and reduce the reaction rate. When the system makes a transition to the so-called coherent-state (1, 2) or the excited-state (2,2) surface, it does not remain there long (tenths to a few picoseconds), but it returns to the ground-state (1,1) surface where it spends the majority of its time. Transitions from the ground-to the coherent-state surface and back are more frequent than transitions to and from the first excitedstate surface and back. The coherent-state surface plays an important role in this rate process and this feature is different from other surface-hopping schemes that involve only propagation on single adiabatic surfaces.
Reactive Dynamics in a Dissipative Bath
Using the formalism discussed in Section 3, we show here how the rate constant may be computed for a quantum-classical system in contact with a dissipative bath described by stochastic dynamics. We consider a quantum two-level system, which is directly coupled to a classical quartic oscillator; this quartic oscillator is in turn coupled to a dissipative bath. The Hamiltonian of the model iŝ
, andσ x andσ z are the Pauli matrices. The potential energy can be interpreted as free energy because the bath degrees of freedom have been projected out and their effects are accounted by the frictional and random forces discussed in Section 3. The evolutions of the density matrix and a dynamical variable are specified by the dissipative quantum-classical forward (Equation 17) and backward (Equation 19 ) Liouville operators, respectively.
The adiabatic energies E 1,2 (R 0 ) = V b (R 0 ) ∓ 2 + γ 2 (R 0 ) are obtained as the eigenvalues of the Hamiltonianĥ W (R 0 ) with fixed values of the classical coordinate R 0 . These adiabatic energies are plotted as a function of R 0 in Figure 5 .
The ground-state energy has a double-well structure giving rise to metastable A and B states. The excited adiabatic state has single minimum with an avoided crossing with the ground-state curve near the barrier top. The mean of these two curves figures prominently in the reactive dynamics as discussed for the proton-transfer problem.
We again take as species variables quantum-classical operators,N A = θ (R 0 ) andN B = θ (−R 0 ), for species A and B, respectively, where θ(R 0 ) is a Heaviside function. We may now directly use Equation 68 to compute the rate, taking ξ (R) = R 0 and ξ ‡ = 0 and using dissipative quantum-classical Liouville dynamics to evolve the species variable. The model is characterized by the parameters in the Hamiltonian and the friction constant ζ that account for the bath dissipation. Figure 6 shows the time-dependent rate coefficients for both adiabatic and nonadiabatic dynamics including up to two quantum transitions per trajectory for = 0.1, a = 3, b = 1.8, and γ 0 = 1 (the dimensionless units introduced in Reference 57) as a function of the friction.
Again, nonadiabatic effects tend to lower the rate. Both adiabatic and nonadiabatic dynamics show qualitatively similar behavior as a function of the friction, including the turnover at small values of the friction.
CONCLUSIONS
The quantum-classical Liouville equation describes the dynamics of quantum degrees of freedom interacting with a classical environment. The quantum degrees of freedom constitute an open quantum system; thus, the equation can be applied to the study of a large class of physical systems where interaction with the environment leads to decoherence and dissipation in the quantum system. The approach differs from many standard treatments of open quantum systems in that the environmental degrees of freedom are treated in detail, albeit at the level of classical mechanics. It should be noted, however, that while the environmental phase-space coordinates evolve by the classical equations of motion in the absence of coupling to the quantum subsystem, the dynamics of the combined system does not admit a Newtonian description. I have shown that it is also possible to take the full description provided by the quantum-classical Liouville equation for the density matrix, ρ(R, P, t), which is an operator in Hilbert space and a function of the classical phase space (R, P), and project out all or a portion of the bath degrees of freedom to derive reduced equations akin to the Fokker-Planck or Lindblad equations. In this reduction, explicit expressions for the coupling terms are obtained in terms of classical bath correlation functions.
The quantum-classical Liouville equation should prove useful in the exploration of large, complex systems, such as condensed phase or biochemical systems, where only a few light-mass degrees of freedom need to be treated quantum mechanically, but they interact with a large many-body bath of heavy particles. In many rate processes of interest, such as electron transfer or proton transfer discussed in the text, the local polar solvent motions are responsible for the distinguishing features of the reaction mechanism. As a result, it is essential that the dynamics of these environmental degrees of freedom be treated in detail. Open quantum system equations of motion that trace out all bath details cannot capture important aspects of such dynamics.
Many different mixed quantum-classical methods for dynamics have been developed, and especially important methods in this class are surface-hopping KAPRAL schemes. The solutions of the quantum-classical Liouville equation can also be cast in the form of surface-hopping trajectories. However, the nature of the trajectories and the manner in which the trajectories are assembled to compute the value of an observable differ from other surface-hopping schemes. Using an adiabatic basis to represent the quantum degrees of freedom, the trajectories that contribute to the evolution of the density matrix elements (or matrix elements of an observable) evolve either on single adiabatic surfaces or on a superposition of two surfaces, for diagonal and off-diagonal contributions, respectively. When a transition from a diagonal state to an off-diagonal state occurs, a coherence is created in the system and the trajectory contribution carries a phase factor that accounts for this coherence. Transitions from coherently coupled states to diagonal states destroy this coherence. The value of the observable or density matrix results from a weighted average over all such trajectories.
The observables of interest are often correlation functions that yield transport properties such as the diffusion and rate coefficients. I have shown how one may start with the quantum transport expressions and take the limit where the dynamics is described quantum-classically, while retaining the full equilibrium structure of the system. The challenge is then to determine ways to effectively sample from this initial distribution. Expressions for transport properties can also be derived in a quantum-classical framework using linear response theory. Perhaps the biggest challenge facing approaches based on the quantum-classical Liouville equation is the development of robust algorithms that allow the dynamics to be accurately simulated for long times. The hybrid Monte Carlo-molecular dynamics approach discussed above cannot be used to simulate the long-time dynamics of the system because of the accumulation of Monte Carlo weights along the trajectory. It is possible that an analysis of decoherence in this quantum-classical framework may provide the basis for the development of new algorithms. There are challenges for both theory and simulation in this field that will make it an interesting area of research for some time.
