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Abstract
The article presents the experimental evaluation of an integrated approach for path
following and obstacle avoidance, implemented on wheeled robots. Wheeled robots
are widely used in many different contexts, and they are usually required to operate
in partial or total autonomy: in a wide range of situations, having the capability to
follow a predetermined path and avoiding unexpected obstacles is extremely relevant.
The basic requirement for an appropriate collision avoidance strategy is to sense or
detect obstacles and make proper decisions when the obstacles are nearby. According
to this rationale, the approach is based on the definition of the path to be followed as a
curve on the plane expressed in its implicit form f (x,y) = 0, which is fed to a feedback
controller for path following. Obstacles are modeled through Gaussian functions that
modify the original function, generating a resulting safe path which – once again – is
a curve on the plane expressed as f ′(x,y) = 0: the deformed path can be fed to the
same feedback controller, thus guaranteeing convergence to the path while avoiding all
obstacles. The features and performance of the proposed algorithm are confirmed by
experiments in a crowded area with multiple unicycle–like robots and moving persons.
Keywords: Wheeled robots, Path following, Moving Obstacle Avoidance
1. Introduction
An appropriate strategy for obstacle avoidance is a key factor for achieving safe
navigation [1, 2, 3]. Many research works have focused on developing safe navigation
algorithms in static environment [4, 5, 6, 7, 8]. However, in real world scenarios,
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assuming that the environment is static is unrealistic in most cases, and the environment
should more realistically be modelled as dynamic: therefore, in the field of mobile
robotics, the problem of safe navigation in dynamic environments is one of the most
important challenges to be addressed [9, 10]. The challenge becomes more complex
and tough when the information about the dynamic obstacles and the environment is
not available, even if such information is often assumed to be present in many research
works [11, 12, 13, 14, 15]. This information may include the complete map of the
environments, the position and the orientation of the obstacles in the map, the nature of
the obstacles (whether the shape of the obstacles is constant or varies over time) and the
motion of the obstacles (whether the obstacle is moving with a constant or time-varying
velocity).
The approach described in this article is based on a previously proposed framework
for path-following [16], which introduces the idea of representing a path in 2D through
the implicit equation of a curve in the plane f (x,y) = 0, and includes the definition of a
feedback controller that takes the equation of the curve and the robot’s pose to compute
the path-following error. In [16] it has been formally demonstrated that the approach
guarantees asymptotic convergence to the path (the approach has been extended, among
the others, to N-trailers [17] and UAVs [18]).
Starting from previous work, the main contribution of the present article is to con-
sider – for the first time in this framework – multiple dynamic obstacles during path
following (e.g., other robots or persons). The article describes a formal procedure to
model obstacles in such a way that collisions are guaranteed to be avoided, by produc-
ing a deformed path f ′(x,y) = 0 that roughly follows the original one while avoiding
all obstacles (the convergence to the deformed path being guaranteed, once again, by
the feedback control law adopted [16]). The performance of the proposed approach in
terms of closeness to the original path and farness from obstacles has been validated
by quantitatively measuring its performance in a 3m×3m meters arena crowded with
robots and persons. Even if the approach may partially resemble to Artificial Poten-
tial Fields or similar force field-based methods for navigation [19, 20], the presented
approach has many peculiarities: among the others, it allows for setting the control
variables (linear and angular speed) as a unique continuous function of the deformed
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path represented as a curve f ′(x,y) = 0, the robot’s pose x,y,θ , and the relative posi-
tion x j,y j of all the locally-sensed obstacles with respect to the robot. The differences
between the present approach and force-field methods are better discussed in Section
5.
The approach is applicable to path following and obstacle avoidance of unicycle–
like mobile systems with bounded speed and angular velocity. It is well-known that
the motion of many wheeled robots and unmanned aerial vehicles can be described by
this model; see [21] and the references therein. A similar approach for modelling a
path in presence of obstacles has been proposed in [22] for controlling a multicopter:
however, the latter approach is different from the present article since it is not based
on the feedback controller proposed in [16] and it has been only tested with a small
number of static obstacles.
Section 2 describes the comparative analysis with the existing techniques. Section
3 describes materials and methods. Section 4 describes experiments performed with
up to three robots and three persons moving within a 3m×3m arena. In Section 5, the
results are discussed and conclusions are given.
2. Comparison with State-of-the-art
The problem of collision avoidance integrated with path following, in presence of
both static and moving obstacles, has been widely studied and solutions have been put
forward [23, 24, 25, 26, 27, 28]. While all the proposed solutions are able to generate
a safe path (at least in presence of static obstacles), in order to evaluate the efficiency
of a obstacle avoidance algorithm some additional aspects should be considered, e.g.
computational cost, presence of limited or noisy information, necessity to estimate the
position or velocity of moving obstacles and other robots, capability to find a path to
the goal under any condition. In the following, some techniques in the Literature for
path following and obstacle avoidance are explained and compared with the approach
proposed in this article, taking into account their strengthness and weaknesses:
Model Predictive Control (MPC) is one of the most common solutions for obstacle
avoidance [29]. Indeed, it has been applied to control various systems, including indus-
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trial systems[30, 31, 32, 33, 34, 35, 36, 37]. Moreover, it has also been used to generate
safe trajectories for robots by using simplified dynamics in an unknown environment.
An example of its application is the work of [38], in which Model Predictive Control
(MPC) was applied for online avoidance of moving obstacles along with streamlined
navigation towards the destination. In this framework, the controller predicts a future
path and solves optimization problems to ensure collision-free trajectories. Variants
of MPC have been proposed to allow mobile robots equipped with onboard sensors to
avoid moving obstacles [39, 40, 41]. However, MPC is applicable for vehicles with
simple linear models, while most vehicles exhibit more complicated non-holonomic
characteristics with constraints on the linear and angular velocities. For this kind of
vehicles, non-linear MPC is a more suitable control approach [42, 41]. In spite of
its popularity, MPC requires prior knowledge of the robot model which increases the
mathematical complexity: thus, the main drawback of this family of approaches is a
significant computational burden associated with solving a set of nonlinear differen-
tial equations and a nonlinear dynamic optimization problem. On the contrary, the
techniques proposed in this article requires very few computational resources, as a
consequence of its simplicity.
Velocity Obstacle (VO) technique was first proposed in [43]. With some mod-
ifications, it is still extensively used in research works related to different domains
[44, 45, 46]. To the end of motion planning, VO requires the set of all velocities of
the robots and obstacles, assuming that both will maintain their current velocities. If
a moving obstacle changes its velocity, then it could result in a collision, unless the
path is not re-computed in real-time. The main disadvantage of this class of methods
is that they take into account the obstacle velocities and that the robot behaviour does
not change if the velocities of moving obstacles or other robots change (unless the path
is periodically recomputed, which may be computationally expensive). Therefore, it is
not well suited for highly dynamic scenarios. Also, estimating the velocities of moving
objects and other robots using onboard sensors may be technically challenging. Our
approach does not consider the velocity but only the position of other obstacles and
robots (which is much easier to be estimated using onboard sensors), and periodically
re-computes their position at high frequency. For this reason our approach may require
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obstacles and robots to move at a lower average velocity, but it is much less sensitive
to sudden change in their velocity.
Artificial Potential Fields (APF) and their variants [19, 20] are still among the most
widespread techniques for obstacle avoidance [47, 24, 48, 49, 50]. In APF, the robot
is considered as a moving point in a potential field, where the goal generates attractive
force and the obstacles produce repulsive forces: the method is very simple, and it can
be straighforwardly applied to avoid moving obstacles, by knowing only their position
relatively to the robot. However, it is a well-know drawback of APF that the robot
may be trapped in a local minimum, thus preventing it to find a path to the goal. With
the approach proposed in this article, it is guaranteed that by appropriately tuning the
distance of influence of obstacles, the robot will be never trapped in local minima and
a path toward the goal will be always found. This property of the algorithm is formally
proven in [51]
The edge detection approach, with its more recent variants [52, 53], is also worth
of mention. In this approach the robot takes into consideration the vertical edges of the
obstacle; then, it looks for lines connecting edges, and considers them as the boundaries
of the obstacles. As a result, it tries to move along the boundary. One of the main
drawbacks of the method concerns its practical implementation: indeed, it is usually
necessary for the robot to stop in front of the robot to acquire accurate measurements
of edges, since sensor data must be very accurate in order for the algorithm to work in
a proper manner. Errors in sensor readings can result in the distortion of the original
shape of the obstacle and hence a misreading may lead to a collision. On the contrary,
the approach proposed in this article consider all sensor readings as if they belonged
to different obstacles: the approach guarantees not to collide with any of them, thus
being more robust to sensor noise [51] and allowing for real-time path-generation and
updating while the robot is moving.
The Vector Field Histogram (VFH) approach has been also extendedly applied to
ground robots [54, 26]. In the VFH approach, the space around the robot is divided into
sections of the same size, and every section has a value that represent the likelihood
of the obstacle. The map is then translated into a polar histogram, that represents the
space around the robot and the nearness of the obstacles. Finally, the robot direction
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is selected through heuristics, and can be straightforwardly applied to avoid both static
and moving obstacles. The methods is suitable to work with sensors returning noisy in-
formation, however it has drawbacks similar to APF, in that - in complex environments
- the method cannot guarantee that a path to the goal can be found even if it exists.
With respect to VFH, the method proposed in this article has the same advantages that
has been already mentioned when comparing it with APF [51].
Dynamic Window Approach (DWA), relies on the idea of performing a local search
for admissible velocities that allow the robot to avoid obstacles while meeting kine-
matics constraints [55]. In order to reduce computational complexity, the search is
performed within a dynamic window which is centred around the current velocities of
the robot in the velocity space, and only circular curvatures are considered. A solution
to avoid local minima is proposed in [56, 57] by introducing a planning stage in DW
which produces collision-free local paths with a given velocity profile. Recently,[58]
has proposed the Forbidden Velocity Map, a generalization of the Dynamic Window
concept that considers the obstacle’s and robot’s shape, velocity and dynamics, to deal
with navigation in unpredictable and cluttered scenarios. To take into account kinemat-
ics constraints, obstacle avoidance has been fully integrated with path following in [59]
in which path following is achieved by controlling explicitly the rate of progression of
a virtual target to be tracked along the path [60, 61], and obstacle avoidance relies on
the deformable virtual zone principle, that defines a safety zone around the vehicle, in
which the presence of an obstacle drives the vehicle reaction. However, as stated by
authors, the combination of path following with a reactive obstacle avoidance strategy
has a natural limitation coming from the situation where both controllers yield antag-
onist system reactions. This situation leads to a local minimum problem similar to
APF, where a heuristic switch between controllers is necessary. The method proposed
in this article includes an algorithm for path deformation in presence of obstacles and
for path following, which guarantees at the same time goal-reachability [51] as well as
Lyapunov convergence to the deformed path [16].
Other method for obstacle avoidance exist, typically based on graph-search algo-
rithms: Simulated annealing [62], A* [63], Differential game approaches [64], Rapidly-
exploring Random Trees [65, 66], etc. They have not been taken into account in
6
this analysis because they assume that a map of the environment is a priori available,
whereas the method proposed in this article is a local method with no global knowledge
of the environment.
3. Materials and methods
In this work, a unicycle–like mobile robot has been considered as a case study. The






where x,y and θ correspond to the position and orientation of the robot with respect
to a fixed frame, u is the linear velocity and r is the angular velocity (i.e., the control
inputs).
3.1. Path Following
The control structure for the system described in this article is an extension of
[16], which describes the implementation of the method for path following of wheeled
robots: the aim of the current work is to evaluate the capabilities and performance of
the control algorithm also in presence of fixed and moving obstacles. In the proposed
method, the path to be followed is defined as a curve on the plane expressed in its
implicit form f (x,y) = 0: Figure 1 shows this concept1.
It may be noticed that the value of the function f (x,y) while the robot is in position
x,y represents the error from the path. Indeed, when the robot is following the curve
(i.e., it is on the desired path) it holds f (x,y) = 0, whereas the value of f (x,y) locally
increases or decreases when the robot abandons the path.
1To be more precise, the path in Figure 1 is given by the intersection of a cylindrical surface in the
3D space f (x,y,z) = 0 with a plane: however, in the rest of this article, we assume that such intersection
is produced with the XY plane (i.e., the plane described by the implicit equation z = 0). In this case, it is
possible to make the z variable disappear, and represent the path through a single implicit equation f (x,y)= 0
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Figure 1: Path definition through surface intersection.
The function f (x,y) must meet the following constraints:
(i) f has to be twice differentiable, with derivative fx and fy.
(ii) The norm of the gradient ||∇ f ||2 = f 2x + f 2y > 0.
Under these assumptions, it has been shown [16] that the robot can converge to the
path by setting the control inputs as follows:
u = u(t)
r = K1(−||∇ f ||uS( f )− fx|u|cosθ − fy|u|sinθ)+ θ̇c
(2)






describing a planar 2D curve.
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• u(t) is a positive velocity profile;
• K1 and K2 are gains;
• ḟ = ḟ (x,y,θ) = fxucosθ − fyusinθ describes how f varies with time, i.e., it is
a measure of how fast the vehicle is getting closer to / farther from the path2;
• S( f ) is the Cn sigmoid function, where K2 determines the shape of the sigmoid;
• θc = arg( fy− i fx) is the orientation of the vector ( fy,− fx) normal to ∇ f in (x,y),
i.e., tangent to the level curve, and θ̇c is its derivative with respect to time, which
takes into account the curvature of the path.
The control law in (2) can be intuitively interpreted as follows. If the vehicle is in
(x,y,θ) and it is moving along a level curve w = f (x,y) with w > 0, it holds ḟ = 0
and θ̇ = θ̇c: in this case, the controller sets θ̇ = θ̇c−K1 ‖∇ f‖uS(w), and the vehicle
approaches the path by leaving the level curve with w > 0 on its left side. This follows
the fact that θ̇ < θ̇c since the second term is negative, i.e., θ̇ is set to a lower value than
required to move on the level curve. Symmetrically, when the vehicle is moving along
a level curve with w < 0, the controller sets θ̇ = θ̇c +K1 ‖∇ f‖uS(w) since S(−w) =
S(w), and the vehicle tends to the path by leaving the level curve on its right side as
θ̇ > θ̇c. For a more detailed analysis of the control law in (2) and (3) see [16], which
contains also a formal prove of asymptotic convergence to the path and an experimental
evaluation of the impact of control gains K1 and K2 on the robot’s trajectory.
3.2. Obstacle Avoidance
In order to avoid obstacles while following (as closer as possible) the desired path,
the path itself may be deformed when the robit perceives the presence of any obstacle.
2In [16], the absolute value of the velocity |u| is used instead of u, which guarantees convergence to the
path even when the vehicle is moving backward. Here we limit our analysis to positive values for sake of
simplicity.
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This is done by introducing a Gaussian function with radial simmetry in correspon-
dence of each obstacle O j as in (4)




• x j,y j represent the position of the obstacle;
• A j is the amplitude of the Gaussian curve;
• σ is the standard deviation.
The idea is to add the obstacle function O j to the left term of the equation f (x,y)= 0
defining the path to be followed. Please notice that the Gaussian curve in (4) is one of
the possible candidates as an obstacle function (a different bell–shaped function may
be adopted as well), and that the behavior of the robot in proximity of the obstacle can
be modified by tuning the parameters σ and A j. Figure 2 illustrates these concepts: the
path f (x,y) = 0 obtained as the intersection of a cylinder with a plane is deformed by
the presence of an obstacle. The result is a path f ′(x,y) = 0 that avoids the obstacle,
while staying as closer as possible to the original path3.
By tuning the value of σ and A j, it is possible to generate a collision free trajectory
even in the presence of multiple moving obstacles. In presence of more obstacles, it is
necessary to sum up all the individual obstacle contributions:




O j(x,y) = 0 (5)
where each obstacle j is modeled by its position and dimensions that influence the
parameters x j,y j σ and A j of the obstacle function O j.
3Once again, the Figure shows the intersection of a cylindrical surface f (x,y,z) = 0 with a generic plane
in 3D, and obstacles j are consequently modelled as 3D Gaussians O j(x,y,z) = 0. However, in the article we
consider only the plane z = 0 to make the z variable disappear in all equations, thus finally yielding obstacle
functions expressed as O j(x,y) = 0 and a deformed path f ′(x,y) = 0.
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Figure 2: Deformation of the path due to the presence of an obstacle O j with A j > 0.
The obstacle detection and consequent path modification can be performed in real-
time since it is sufficient to use the deformed path function f ′(x,y) instead of f (x,y) in
(2): as usual, to compute the path following error, f ′(x,y) needs to be evaluated only
in the current robot’s pose and its expression can be updated as soon as an obstacle has
been detected. For instance, in presence of N obstacle and a nominal path correspond-
ing – respectively – to a straight line y = 0, a circumference x2 + y2−R2 = 0, and a
sine wave y− sin(x) = 0, the deformed path f ′(x,y) = 0 would be computed as follow:




O j(x,y) = 0 (6)




O j(x,y) = 0 (7)




O j(x,y) = 0. (8)
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3.3. Shaping the obstacle function to avoid collisions
The procedure to choose the values of σ and A j deserves a deeper discussion.
First of all, it shall be noticed that the sign of A j shall be chosen a priori. The
undeformed curve f (x,y) = 0 divides the plane in two half-planes R+ and R−, and the
deformed curve f ′(x,y) = 0 lies on either R+ or R− depending on the sign of A j: this
determines whether obstacles are avoided on the right or on the left (Figure 2).
Second, to compute the absolute value of A j, consider an obstacle O j centered in
a position x j,y j close to the path. A safety margin r j shall be introduced to take into
account both the dimensions of the obstacle and the vehicle: a collision may happen if
the distance d j(x,y) between the position x,y of the vehicle and x j,y j is less or equal
than the safety margin r j. That is, O j is defined as a circle
O j = {(x,y) s.t. |(x,y)− (x j,y j)| ≤ r j}. (9)
In order to choose the actual value of A j to avoid collisions, the path should not
intersect any obstacle region.
Then, in presence of N obstacles, the following must hold:































Suppose now that the arbitrary choice A j > 0 has been made. In this case, it is
convenient to satisfy (12), which allows us to simplify computations for the following
reasons:
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(i) the condition (12) is always satisfied for those obstacles O j that lie completely in
the semispace with f (x j,y j)> 0;
(ii) if the condition (12) is satisfied for each individual obstacle taken separately, it is
also verified when considering all the obstacles.
Both properties above are due to the fact that, when A j > 0, each individual obstacle
adds a positive contribution in (12): this allows for computing A j and σ to satisfy (12)
for each obstacle taken separately.
Let us consider a generic obstacle O j: it can be observed that, since the Gaussian
contribution in (4) has a radial simmetry, the minima of O j(x,y) in O j necessarily lie
on the boundary ∂O j, i.e., the circumference with radius r j centered in x j,y j:
min
(x,y)∈O j




Moreover, in Section 3.1 we set the constraint ∇ f (x,y) 6= 0, with the effect that also
the minima of f (x,y) in O j lie on the boundary ∂O j.















that yields, for each given σ , a lower bound on A j.
Notice that, if we make the a priori choice A j < 0, it is convenient to focus on
(13), which guarantees the properties (i) and (ii) whereas (12) does not. After some
computations, this finally requires to satisfy a condition similar to (16), but with the
opposite inequality. Whichever choice is made for the sign of A j, properties (i) and (ii)
hold if and only if A j has the same sign for all obstacles.
Lagrange multipliers can be used to find the minimum of f (x,y) in ∂O j: this basi-
cally corresponds to finding the two level curves f (x,y) = wα and f (x,y) = wβ which
are tangent to O j, respectively, in (xα ,yα) and (xβ ,yβ ), and then taking the minimum
between wα and wβ .
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Figure 3: Deformation of the path due to the presence of multiple obstacles O j with A j < 0.
In the case that the initial path is a straight line f (x,y) = ax+ by+ c, after some
computations it holds:
f (xα ,yα) =−‖∇ f‖r j +ax j +by j + c
f (xβ ,yβ ) = ‖∇ f‖r j +ax j +by j + c
(17)
with the minimum corresponding to (xα ,yα). Then, in order for the path not to intersect
O j, the following relation must hold between A j and σ :





The procedure above must be reiterated for all obstacles O j by substituting in (17),
(18) the corresponding value of x j,y j. This allows for computing an admissible value
for A j depending on σ , thus guaranteeing that the deformed surface f ′(x,y) = 0 does
not collide with any obstacle, see Figure 3. In the case that the path f (x,y) = 0 is not
a straight line, using the Lagrange multipliers to find f (xα ,yα) and f (xβ ,yβ ) is not as
computationally efficient as in the linear case. Therefore, a slightly different procedure
is adopted which is based on the same rationale, but requires to approximate f (x,y) = 0
with a straight line (the whole procedure is not shown here for sake of brevity).
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Finally notice that – depending on the value of σ and A j – different paths are
obtained: all of them guarantee that the constraint in (10) is met, but have different
shapes. When σ is higher, the vehicle is influenced by obstacles at a greater distance,
thus avoiding the obstacle along a lower curvature path.
3.4. Experimental setup
In order to evaluate the performance of the described approach, experiments have
been performed with the robots Create, manufactured by iRobot. In particular, a vari-
able number (from 1 to 3) of Create Robots move along predetermined and intersecting
paths, so that the robots need to modify their paths in order to avoid colliding with each
other. Additionally, a variable number of persons (from 1 to 3) are instructed to walk
randomly in the same area, acting as mobile obstacles for the robots. All experiments
have been performed within a 3m× 3m area, inside a motion capture (MoCAP) envi-
ronment (i.e: Motive Cap) that provides positioning feedback of any rigid body inside
its perceptual field calculated by using 8 cameras located at the ceiling of the area. The
system is based on the usage of reflective markers that are placed on the robots and the
obstacles. The required 4 markers are placed on top of each robot and person’s head as
shown in Figure 4 and each set of markers is initialized as a rigid body with respect to
the frame of reference. By measuring the size and the shape of the rigid body by using
the markers, the system is able to precisely estimate the position and the orientation of
wheeled robots and persons.
The whole architecture of the Robot includes Create and a processing board with
Ubuntu Linux (version 12.04-2). Robots are wirelessly connected with a ground sta-
tion, that receives feedback by the MoCap and works as a Master for all rigid bodies.
The ROS (Robot Operating System) environment has been used in order to allow the
robots and the ground station to communicate with each other. The positions of robots
and obstacles in space are used as inputs for the proposed method, allowing the calcu-
lation of safe linear and angular velocities that can be generated through (2), (3).
Of course, more accurate systems or other additional velocity estimation algorithms
based on pose information can be used [67]. The choice of a motion capture system
instead of using on-board sensors for localization and obstacle detection was mainly
15
Figure 4: Structure of the system.
due to the fact that sensing and localization was not among the objectives of this work.
Obviously, the method can be applied also by estimating the robot and obstacles posi-
tion by using on-board sensors: in both cases, only relative pose information is required
concerning the surrounding obstacles (including other robots), which makes the pro-
posed method very effective when limited information is available.
In order to perform experiments, paths corresponding to a straight line, a sine wave
and a circumference have been considered. Experiments have been grouped in 4 sce-
narios:
1. with no obstacles, to define a baseline to setup gains (A and σ ) and compare the
results with different speed.
2. with static obstacles, by changing the navigation speed from 0.1 to 0.6m/s and
with three different configurations:
• One static obstacle;
• Two obstacle placed together;
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• Two obstacle placed apart from each other.
3. with moving obstacles:
• circular path with two/three robots moving in the same area with different
speed and gains;
• sine wave, crossing, back and forth: with two robots moving along inter-
secting sine wave paths, by crossing each other’s path;
• sine wave, back and forth: with two robots moving along the same sine
wave path, but starting in opposite direction.
• straight line, crossing, back and forth: with two robots moving along inter-
secting straight line paths, by crossing each other’s path.
• straight line, back and forth: with two robots moving along the same straight
line path, but starting in opposite direction.
4. with robots and persons, varing the number of persons from one to three.
The requirement for all cases is that the robots and persons should remain inside the
predefined rectangular MoCap arena during the entire process. The results are shown in
the following Figures and Tables. Notably, all the collision-avoidance cases designed
are based on the assumption that the position of the static and moving obstacles in the
environment can be carefully detected, therefore temporarily ignoring the problem of
sensor noise. In order to interpret the results more appropriately, please consider the
following additional information:
• A varying number of robot k = 1....K has been considered, each moving along
an actual path described as xk, yk.
• The equation used to calculate the error at time t of each robot k between its
actual path and the desired (undeformed) path is:
ek = f (xk,yk) (19)
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where xk, yk are the coordinate of the robot at time t. The error ek should be
interpreted as a measure of how far the robot is forced to deviate from the desired
(undeformed) path due to the presence of surrounding obstacles.
• The average over time and standard deviation of |ek| are calculated and denoted
by av(|ek|) and std(|ek|).
• The euclidean distance between two agents k and i at time t (k and i can either be
robots or persons) is computed and denoted by distk,i. When distk,i is greater than
a safety distance dsa f e, this means that there have been no collisions between
agents (the Create robots used in experiments can be modelled as circles with
radius rk = 0.17m, and we model persons in the same way for the purpose of the
present analysis: then we assume dsa f e = 0.34m). The minimum distance distk,i
between agent k and i that has been reported during an experiment is denoted as
mdk,i.
4. Experimental Results
4.1. Scenario 1: Without Obstacles
The first experiment is aimed at validating the approach in absence of obstacles.
The robot has been given a circular path (7) of radius R = 0.7m. The response of the
robot while following the reference path is shown in Figure 5.
4.2. Scenario 2: With Static Obstacles
The second experiment is performed by adding a static obstacle in a selected loca-
tion along the reference path, while the robot moves along a circular path with radius
R = 0.9m. The response of the robot is shown in Figure 6.
18

















Figure 5: One Robot without obstacles: u1(t) = 0.3m/s,K1 = 15,K2 = 2.



















Figure 6: One Robot with One static obstacle: u(t) = 0.3m/s,K1 = 15,K2 = 2,A j = 0.8,σ = 0.5.
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Figure 7: One Robot with Two static obstacles placed together:
u(t) = 0.3m/s,K1 = 15,K2 = 2,A j = 0.8,σ = 0.5.
In the third case, two static obstacles are placed together. The robot response is
shown in Figure 7. Indeed, the robot starts deviating earlier, but it remains closer to the
predefined circular path.
In the last experiment of this scenario, static obstacles are placed along the path
but apart from each other. The response in Figure 8 confirms the ability of the robot to
follow the circular path by avoiding both obstacles.
Table 1 corresponds to the experiments performed in Scenarios 1 and 2 by varying
the linear velocity from 0.1m/s to 0.6m/s. The first column reports the velocity u1(t)
of the robot (that is constant within each experimental run), the second, third, fourth
and fifth columns report the average av(|ek|) and the standard deviation std(|ek|) of the
error between the actual robot’s path and the path to be followed, i.e., a measure of how
far – on average – the robot is forced to deviate from the desired path f (x,y) = 0 due
to the presence of surrounding obstacles (low values are an index of the fact that the
robot tends to go back the path after avoiding obstacles). The sixth column reports the
control gains that shall be properly tuned depending on the velocity. It can be noticed
that, when moving in absence of obstacles along a circular path, the value of the linear
velocity has no significant impact on of ek when in the range 0.1m/s−0.6m/s.
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Figure 8: One Robot with Two obstacles placed apart
u(t) = 0.3m/s,K1 = 15,K2 = 2,A j = 0.8,σ = 0.5.






















0.1 0.038, 0.087 0.178, 0.242 0.186, 0.205 0.169, 0.195 20, 4
0.2 0.054, 0.076 0.201, 0.264 0.238, 0.211 0.143, 0.174 18, 3.5
0.3 0.034, 0.043 0.182, 0.263 0.165, 0.239 0.155, 0.156 15, 2
0.4 0.060, 0.088 0.210, 0.277 0.223, 0.283 0.168, 0.162 12, 1.6
0.5 0.048, 0.069 0.196, 0.264 0.213, 0.266 0.178, 0.167 11, 1.2
0.6 0.065, 0.092 0.187, 0.257 0.198, 0.244 0.162, 0.154 10, 1
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 Measured Robot 1
Measured Robot 2
Desired Path
Figure 9: Two Robots with the same speed recognizing each other as obstacles:
u1(t) = u2(t) = 0.3m/s,K1 = 15,K2 = 2,A j = 0.5,σ = 0.45.
4.3. Scenario 3: With moving Obstacles
4.3.1. Circular Path
The third phase of experiments is performed with moving obstacles, i.e. more
robots are placed in the arena, moving along their respective paths and avoiding each
other. Indeed, since paths are intersecting each other, each robot recognizes the other
robots as obstacles.
In the first test, two robots are used. The robots start moving with a distance
of 0.8m, and follow two circular paths with radius R = 0.6m with the same speed
u1(t) = u2(t), see Figure 9. Figure 10 shows the plot of e1 and e2 versus time while
Figure 11 shows dist1,2, i.e., the mutual distance between the two robots, versus time.
Finally, Table 2 summarizes results, including the average and standard deviation of
|e1| and |e2|, as well as the minimum distance md1,2 = min(dist1,2). This latter value
is particularly significant since it is a measure of the safety of the approach, and shows
that no collisions have been detected during the experiments since md1,2 is always
greater than dsa f e.
The same experiment has been repeated by letting the robots move with different
linear speeds u1(t) (for robot 1) and u2(t) (for robot 2), keeping A j and σ constant.
The plots of the robot paths are shown in Figure 12, while the error e1 and e2 and
22
























Figure 10: Two Robots with the same speed: Plot of e1 and e2 versus time.










Figure 11: Two Robots with the same speed: Plot of dist1,2 versus time.





md1,2 K1,K2 A j , σ
0.138, 0.097 0.134, 0.116 0.535 15, 2 0.4, 0.4
0.143, 0.089 0.136, 0.099 0.536 15, 2 0.4, 0.45
0.158, 0.121 0.172, 0.135 0.554 15, 2 0.4, 0.5
0.178, 0.128 0.191, 0.135 0.579 15, 2 0.4, 0.55
0.179, 0.111 0.156, 0.083 0.591 15, 2 0.4, 0.6
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Figure 13: Two Robots with different speed: Plot of e1 and e2 versus time.
the distance dist1,4 are plotted in Figure 13 and in Figure 14. Table 3 summarizes the
results. Notice that, when changing the linear speed, it is also necessary to properly
tune the control gains K1 and K2, that now turn out to be different for the two robots.







Figure 12: Two Robots with different speed recognizing each other as obstacles.
Robot 1: u1(t) = 0.6m/s,K1 = 10,K2 = 1,A j = 0.4,σ = 0.55;
Robot 2: u2(t) = 0.5m/s,K1 = 10,K2 = 1.2,A j = 0.4,σ = 0.55.
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Figure 14: Two Robots with different speed: Plot of dist1,2 versus time.











0.3 , 0.1 0.163, 0.134 0.155, 0.136 0.548 15, 2 20, 4
0.4 , 0.5 0.182, 0.122 0.167, 0.112 0.532 12, 1.6 11, 1.2
0.6 , 0.5 0.208, 0.129 0.182, 0.107 0.539 10, 1 11, 1.2
The next test has been performed with a more complex scenario, using three robots.
Robots are moving along three intersecting circular paths, setting different values for
σ and having different speeds. Figures 15, 16 respectively show the plot of the robot
paths and the plot of the mutual distances between robots (i.e., dist1,2, dist1,3, dist2,3).
Table 4 and Table 5 summarize the results of the experiments with three robots: Table
4 reports results when having three different linear velocities u1(t), u2(t), u3(t) for the
three robots; Table 5 reports results by varying σ .
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 Measured Robot 1
Measured Robot 2
Measured Robot 3
Figure 15: Three Robots with different speed and different σ recognizing each other as obstacles.
Robot 1: u1(t) = 0.6m/s,K1 = 10,K2 = 1,A j = 0.45,σ = 0.6;
Robot 2: u2(t) = 0.5m/s, K1 = 11, K2=1.2 , A j=0.4, σ=0.55;
Robot 3: u3(t) = 0.3m/s,K1 = 15,K2 = 2,A j = 0.6,σ = 0.65.





























Figure 16: Three Robots with different speed and different σ : Plot of dist1,2, dist1,3, dist2,3 versus time.
In all the Tables in this Subsection, the mutual distance dk,i between agents k and i
is always greater than dsa f e (thus guaranteeing than no collision has occurred) and the
average error ek between the desired and the actual path is always bounded, thus being
26






















































an index of the fact that robots go back to the desired path after avoiding each others.
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0.755 0.699 0.733 0.4, 0.6
4.3.2. Sine wave Path
In this experiment, a sine wave path (8) has been considered as a reference. Figures
17 and 20 show the plot of two robots moving back and forth along a sinusoidal path.
In the first experiment two intersecting paths are considered, which requires the
robots (starting from x1 = 0,y1 = 0 and x2 = 0,y2 = −1.2) to avoid each other when
they are in proximity of the intersection at the same time (similarly to what would
happen to two cars approaching a crossroad).
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Figure 17: Two Robots moving along two intersecting sine wave paths.
Robot 1: u1(t) = 0.3m/s,K1 = 35,K2 = 5,A j = 0.5,σ = 0.5
Robot 2: u2(t) = 0.2m/s,K1 = 40,K2 = 7,A j = 0.5,σ = 0.5.















Figure 18: Two Robots moving along two intersecting sine wave paths: Plot of e1,e2 versus time.










Figure 19: Two Robots moving along two intersecting sine wave paths: Plot of dist1,2 versus time.
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Figure 20: Two Robots moving along the same sine wave path, but in opposite directions.
Robot 1: u1(t) = 0.1m/s,K1 = 45,K2 = 10,A j = 0.5,σ = 0.5
Robot 2: u2(t) = 0.1m/s,K1 = 45,K2 = 10,A j = 0.5,σ = 0.5.














Figure 21: Two Robots moving along the same sine wave path: Plot of e1,e2 versus time.










Figure 22: Two Robots moving along the same sine wave path: Plot of dist1,2 versus time.
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Table 6: Summary: Response of Two Robots moving back and forth along two sine wave paths intersecting











0.1 , 0.1 0.076, 0.069 0.075, 0.071 0.707 45, 10 45, 10
0.2 , 0.1 0.107, 0.099 0.081, 0.073 0.681 40, 7 45, 10
0.3 , 0.2 0.121, 0.117 0.113, 0.109 0.669 35, 5 40, 7
Table 7: Summary: Response of Two Robots moving back and forth along the same sine wave path but in











0.1 , 0.1 0.102, 0.097 0.111, 0.102 0.648 45, 10 45, 10
0.2 , 0.1 0.148, 0.133 0.107, 0.101 0.532 40, 7 45, 10
0.3 , 0.2 0.173, 0.166 0.153, 0.132 0.439 35, 5 40, 7
In the second experiment, the reference path is the same for the two robots, but
they move in opposite directions (starting from x1 = 0,y1 = 0 and x2 = 1.5,y2 = 0),
which requires them to avoid each other whenever they meet somewhere along the
path (similarly to what would happen to two cars moving along the same road but in
opposite directions). Figures 18, 19, 21, 22, show the errors e1, e2 and distance dist1,2
between robots while they follow their path back and forth. The control parameters to
properly follow the sinusoidal path, along with the results in terms of average error and
minimum distance are shown in Table 6 and 7.
4.3.3. Straight Line Path
This experiment is almost identical to the previous one, with the only difference
that a straight line (6) has been considered as a reference. In the first case (Figure
23), two intersecting lines are considered (the robots start from x1 = 0,y1 = 0 and
x2 = 0,y2 =−1.2). In the second case (Figure 26), the two robots move along the same
line but in opposite directions (starting from x1 = 0,y1 =−1.2 and x2 = 0,y2 = 1.2).
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Figure 23: Two Robots moving along two intersecting straight paths.
Robot 1: u1(t) = 0.1m/s,K1 = 25,K2 = 6,A j = 0.5,σ = 0.5
Robot 2: u2(t) = 0.1m/s,K1 = 25,K2 = 6,A j = 0.5,σ = 0.5.














Figure 24: Two Robots moving along two intersecting straight paths: Plot of e1,e2 versus time.













Figure 25: Two Robots moving along two intersecting straight paths: Plot of dist1,2 versus time.
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Figure 26: Two Robots moving along the same straight path with the same speed, but in opposite directions.
Robot 1: u1(t) = 0.1m/s,K1 = 25,K2 = 6,A j = 0.5,σ = 0.5
Robot 2: u2(t) = 0.1m/s,K1 = 25,K2 = 6,A j = 0.5,σ = 0.5.














Figure 27: Two Robots moving along the same straight path with the same speed: Plot of e1,e2 versus time.













Figure 28: Two Robots moving along the same straight path with the same speed: Plot of dist1,2 versus time.
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Table 8: Summary: Response of Two Robots moving back and forth along two straight line paths











0.1 , 0.1 0.097, 0.089 0.089, 0.082 0.567 45, 10 45, 10
0.2 , 0.1 0.125, 0.119 0.131, 0.122 0.452 40, 7 45, 10
0.3 , 0.2 0.170, 0.153 0.159, 0.148 0.439 35, 5 40, 7
Table 9: Summary: Response of Two Robots moving back and forth along the same straight line path but in











0.1 , 0.1 0.086, 0.077 0.079, 0.068 0.492 45, 10 45, 10
0.2 , 0.1 0.122, 0.116 0.092, 0.081 0.337 40, 7 45, 10
0.3 , 0.2 0.127, 0.123 0.119, 0.115 0.266 35, 5 40, 7
Figures 24, 25, 27, 28, shows the errors e1, e2 and distance dist1,2 between robots
while they follow their path back and forth. Figure 29 shows the two robots moving
along the same line, but now with a different speed (starting from x1 = −1.2,y1 = 0
and x2 = 1.2,y2 = 0) and its error and distance shown in Figures 30, 31. The control
parameters to properly follow the straight line path, along with the results in terms of
average error and minimum distance are shown in Tables 8 and 9.
4.4. Scenario 4: With Persons
In this scenario, one or multiple robots move along a circular path at constant speed
in the motion capture area, but this time concurrently with persons walking in the same
area: then, the robots are obstructed in following the path by the presence of walking
persons, as shown in Figure 32. While the persons walk in a random way, the robots
have been given a speed of 0.3m/s, and the gains are set according to the analysis
performed in the previous experiments. Indeed, persons have been considered in the
experiments because their motion is less repeatable and predictable with respect to
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Figure 29: Two Robots moving along the same straight line path in opposite directions, but with different
speed.
Robot 1: u1(t) = 0.3m/s,K1 = 35,K2 = 5,A j = 0.5,σ = 0.5
Robot 2: u2(t) = 0.2m/s,K1 = 40,K2 = 7,A j = 0.5,σ = 0.5.














Figure 30: Two robots moving along the same straight line path but with different speed: Plot of e1,2 versus
time.











Figure 31: Two robots moving along the same straight line path but with different speed: Plot of dist1,2
versus time.
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Figure 32: Robots with Persons.
mobile robots, thus introducing an element of variability in the robot’s path.
In the first case study, the response of one robot with one walking person is consid-
ered. The actual path of the robot in presence of one person is shown in Figure 33. The
path followed by the robot is in this case much more subject to disturbances, because
the random interference of the walking person tends to be more frequent with respect
to the multi-robot case, Figure 34. The distance between the robot and the person is
shown in Figure 35.




















Figure 33: One Robot with one Person: u1(t) = 0.3m/s, K1 = 15, K2 = 2, A j = 0.4, σ = 0.45.
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Figure 34: One Robot with one Person: Plot of e1 versus time.











Figure 35: One Robot with one Person: Plot of dist1,4 versus time.
In the next case study, a robot and two persons are considered. The path followed
by the robot and the two persons is shown in Figure 36.
















Figure 36: One Robot with Two Persons: u1(t) = 0.3m/s, K1 = 15, K2 = 2, A j = 0.4, σ = 0.45.
The same experiment has been performed 3 times for each case study (1, 2 and 3
persons). All results are presented in Table 10. The analysis of the values of av(|e1|)
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Table 11: Summary: Response of Two Robots with Persons, u1(t) = u2(t) = 0.3m/s, K1 = 15, K2 = 2,














































and std(|e1|) shows that the robot diverges from its path while persons are crossing it.
The minimum distance of the robot from each person md1,i is reported in the table.
Similar tests have been performed by adding more robots (totally 2 and 3) moving
along predetermined circular paths with 1, 2 and 3 persons walking randomly in the
same area. Figures 37, 38 and Tables 11, 12 show the obtained results. As usual, distk,i
is the distance between robot k and robot or persons i, while av(|ek|) and std(|ek|) are
the average error and the standard deviation between the predefined path and the actual
path of robot k.
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Figure 37: Two Robots with One Person:
Robot 1: u1(t) = 0.3m/s, K1 = 15, K2 = 2, A j = 0.4, σ = 0.45
Robot 2: u1(t) = 0.3m/s, K1 = 15, K2 = 2, A j = 0.4, σ = 0.45.












Figure 38: Three Robots with One Person:
Robot 1: u1(t) = 0.3m/s, K1 = 15, K2 = 2, A j = 0.4, σ = 0.45
Robot 2: u1(t) = 0.3m/s, K1 = 15, K2 = 2, A j = 0.4, σ = 0.45
Robot 3: u1(t) = 0.3m/s, K1 = 15, K2 = 2, A j = 0.4, σ = 0.45.
39
Table 12: Summary: Response of Three Robots with Persons, u1(t) = u2(t) = u3(t) = 0.3m/s, K1 = 15,







































































5. Conclusions and Discussion
In this article an integrated approach for path following and obstacle avoidance
has been discussed, while considering persons and robots as moving obstacles. The
proposed approach has been validated by quantitatively measuring its performance in
a 3m× 3m meters arena crowded with robots and persons. The experimental results,
obtained with up to three mobile wheeled robots, confirm the robustness and the safety
of the approach even in complex scenarios with moving obstacles and persons, in very
narrow areas and at significant velocities.
As anticipated in Section 1, the reader may find some similarities with Artificial
Potential Fields and other force field-based methods [20][19]. In particular, this re-
semblance is a consequence of the fact that, similarly to force field-based methods,
the proposed approach reactively adds a contribution for each locally-sensed obsta-
cle. However, the proposed approach is different for two main reasons, which follows
the fact that both the initial path as well as the deformed path are described as curves
expressed through their implicit equations, respectively f (x,y) = 0 and f ′(x,y) = 0.
• Differently from force field-based methods, the proposed approach guarantees
40
that there the robot can never be stuck in a position x,y without a preferred di-
rection to move (in force field-based methods, this happens in correspondence of
local minima, which are very frequent in presence of multiple obstacles). This
property of the approach is due to the fact that the function f (x,y) as well as the
obstacle functions O j(x,y) are twice differentiable functions in R2, and therefore
the deformed path f ′(x,y) = 0 is necessarily continuous in R2, i.e., a direction
to proceed along the path is always uniquely defined (see Figure 3).
• The error from the deformed path can be computed by simply evaluating f ′(x,y)
in the robot’s position x,y, and then fed the result to a feedback controller [16]
which guarantees asymptotic convergence to the path. This ultimately allows for
setting the control variables (linear and angular speed) as a unique continuous
function of the deformed path f ′(x,y)= 0, the robot’s pose x,y,θ , and the relative
position x j,y j of all the locally-sensed obstacles with respect to the robot.
From the analysis of the experiments some general conclusions can be drawn:
• The parameter K1 and K2 should be selected properly depending on the desired
path and speed.
• The parameters σ and A j of the Gaussian (obstacle) function should be oppor-
tunely tuned in order to avoid the obstacles. A procedure has been introduced
that makes possible to set the two vaues in such a way to guarantee that no col-
lision can be produced. By arbitrarily increasing σ and A j, the distance between
the robot and the obstacles increases, but the average error between the actual
path and the desired path increases as well.
• The approach proves to work correctly in static environments (Scenarios 1,2),
since the error between the robots and its path is always less than 0.07m with no
obstacle and less than 0.24m with static obstacle, as shown in Table 1.
• While multiple robots are moving together (Scenario 3), varying A and σ has the
effect of avoiding obstacle. As robot speed increases, the appropriate gain tuning
parameters must be selected in order to stabilize the robot response. Results are
shown in Tables 2, 3, 4, 5, 7, 6, 8 and 9.
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• In the case of multiple robots and multiple walking persons (Scenario 4) in-
creasing the number of robots and persons will increase the path following er-
ror (av|e|), while decreasing the average distance between persons and robots
av(|distmin|). This is shown in Tables 10, 11 and 12.
• In scenario 4, the tracking error increases, but the performance can be still con-
sidered satisfactory. On the other hand, the proposed method shows significantly
performance with static obstacles.
Further tests are planned for the next future in real scenarios with more complex
paths and a higher number of moving obstacles, and by considering different sources
of information (i.e., not MoCap-based) to compute the robot’s position.
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