Before there was a formal discipline of psychology, there were attempts to understand the relationship between visual perception and retinal physiology. Today, there is still uncertainty about the extent to which even very basic behavioral data (called here candidates for lower-level processing) can be predicted based upon retinal processing. Here, a general framework is proposed for developing models of lower-level processing. It is argued that our knowledge of ganglion cell function and retinal mechanisms has advanced to the point where a model of lower-level processing should include a testable model of ganglion cell function. This model of ganglion cell function, combined with minimal assumptions about the role of the visual cortex, forms a model of lower-level processing. Basic behavioral and physiological descriptions of light adaptation are reviewed, and recent attempts to model lower-level processing are discussed.
INTRODUCTION

Background: The Need for a Model of Adaptation
For years, certainly since the work of Helmholtz, Hering, and Mach, the role played by the retina in human vision has been a concern of both physiologist and psychologist. Today, many speak of a psychophysical result as "having a retinal basis" or "being mediated by the retina" or "having a neural substrate in the retina" or being an example of "lower-level processing." Since the retina cannot "see," what do these terms mean to convey? In general, they try to convey the notion that when retinal function is understood, then these psychophysical data will be understood, or, more precisely, that the data in question will be predicted with very few assumptions about what the brain is doing. In the terminology used here, the behavioral data would be "explained by lowerlevel processing" when they are predicted from the retinal output with few additional assumptions.
Over the past 40 years or more, behavioral phenomena thought to have a simple retinal explanation by one cohort of visual scientists have been shown by the next cohort of physiologists and psychophysicists to be inconsistent with a retinal explanation. Today, a full range of opinions exists concerning the role of the retina. This range reflects the inadequacies of our models. Many attempts to relate basic behavioral phenomena to retinal physiology have been flawed because of a failure to separate a model of retinal physiology from a model relating the physiology to behavior. The fact that we lack a good under-standing of the human retina has contributed to this state of affairs. In this chapter, I review the status of our understanding of the retinal basis of light adaptation and suggest a framework for deciding which behavioral data can be understood based upon retinal function, that is, predicted by a model of lowerlevel processing.
Light adaptation refers to the changes in our sensitivity to light that allow us to adapt to a wide range of light levels. Our visual system can adjust to ambient light levels that vary by a factor of 10 8 or more. These adjustments do not simply modify our sensitivity to light; they change the way our visual system processes the spatial and temporal variations in light that make up our visual world. Hundreds of hypotheses about the role of the retina have been generated based upon extensive behavioral measures of these changes in sensitivity (see reviews by Shapley & Enroth-Cugell 1984 , Graham 1989 , Hood & Finkelstein 1986 . In spite of the advances made in our understanding of the retinal mechanisms involved, we still cannot answer basic questions about the extent to which these behavioral measures depend upon retinal processing.
How close are we to a model of light adaptation that predicts behavioral sensitivity based upon lower-level processing? In addition to seeking an answer to this question, the goal here is to review some of the behavioral, physiological, and theoretical results concerning the basic mechanisms of light adaptation controlling ganglion cell and/or behavioral function. This review is organized within a general framework for a model of lower-level processing.
Characteristics of a Model of Lower-Level Processing
A schematic of a model of lower-level processing is shown in Figure 1 . The input E (l,x,t ) is the energy distribution (the number of quanta of a particular wavelength, l) falling on the retina at point x, as a function of time t. As this is a model of behavior, the final output y is a behavioral response such as "yes I see it" or "yes it is different." The model has a retinal and a cortical module. There are three key features of the class of models proposed here.
First, the retinal module is explicitly specified and is therefore testable with data from primate ganglion cells. The term R(t) is the output of the retina; it is the array of responses of the ganglion cells. There is currently available a variety of data from primate ganglion cells collected with paradigms similar to those used by the psychophysicists. Some of these data are summarized below in the section entitled "Basic Ganglion Cell Data: Candidates for Retinal Modeling." The model of lower-level processing is formulated such that these data can be predicted. Ideally, the functional units of the retinal module would be retinal cells (e.g. receptors, horizontals, bipolars, etc) , and the model would be substantiated in such a way that data from these cells could be predicted. Although the pace of new discoveries suggests that this may be a viable goal in the near future, the current state of knowledge suggests a more modest goal. The suggestion here is that the hypothesized retinal mechanisms should be informed by current information about the physiology and anatomy of the primate retina and should not contradict any of this information that is well established. In the section on "Lessons from Inside the Retina," a summary of some of this information is provided. However, regardless of the retinal mechanisms hypothesized, the retinal module must predict the "basic ganglion cell data." Without the ability to predict the response of the ganglion cells, it is difficult to avoid the confusing, and occasionally circular, arguments that accompany attempts to explain psychophysical data in terms of retinal processing. In particular, when behavioral data fail to confirm a hypothesized role for retinal processing, some modify their view of the retina, while others change the assumptions linking the retinal output to behavior. Thus, the role of the cortex must also be stated explicitly in a model of lower-level processing. This is the second feature of the model in Figure 1 : There is an explicit set of assumptions about the role of the cortex, and these assumptions comprise the cortical module. These assumptions allow us to determine whether a candidate model can predict the data from a particular psychophysical paradigm. The section on "Basic Behavioral Data: Candidates for Lower-Level Processing" reviews some basic psychophysical data that have been attributed by some to lower-level (retinal) functioning, and the section entitled "The Cortical Module" reviews some of the assumptions that have been made about the cortical module. The assumptions that comprise the cortical module are divided into those about a decision mechanism (DM) and those about the cortical processing (CP) before the decision mechanism. The DM assumptions are the traditional detection assumptions or criteria (e.g. peak detector or a constant signalto-noise criterion). The CP assumptions are required for the model to predict y from the retinal output R(t) given a particular DM.
We can now operationally define what is meant by stating that a psychophysical phenomenon "has a retinal basis," "is mediated by the retina," "has a neural substrate in the retina," or is an example of "lower-level processing." By definition, these phrases mean a very simple set of CP assumptions followed by a traditional DM. This is an example of what Teller (1984) referred to as a "nothing mucks it up" theory. (See Teller 1984 for an analysis, as well as history, of attempts to relate perceptual and physiological states.)
As its third feature, the model in Figure 1 is computational. By computational, it is meant that the model will produce values for R(t) and y, for any arbitrary retinal input E (l,x,t) . As discussed in the next section, the models considered here have more modest goals in terms of what is considered computational. However, they all compute outputs as a function of time for any variation in light intensity including changes in ambient light levels. There are a number of other models that successfully predict a variety of psychophysical or physiological data for a fixed level of ambient light. To predict data at a different ambient light level, however, a new set of parameters must be estimated. While these models have made enormous contributions, and while they have informed and constrained computational models, they will not substitute for a computational model. The reasons are quite simple. First, it is more difficult to hide our lack of knowledge of the adaptation process in a model that is fully computational. Second, a computational model is of more general use.
Finally, though it should be possible in the relatively near term to describe the retinal output (R in Figure 1 ) with a model that computes the response of the ganglion cells to any light distribution, the same cannot be said for a model designed to predict behavior (y in Figure 1 ). We restrict our attention here to psychophysical data that are, in principle, predictable with relatively simple assumptions about cortical processing. This excludes arbitrary variations in the spatial distribution, as it is clear that in such cases the cortical module would need to include multiple spatial-frequency and orientation-selective channels (Graham 1989) . Multiple temporal-frequency channels have also been identified by the psychophysicist. Including these in the cortical module seems more tractable because there are at most three for any spatial-frequency range. Further, when their relation to the P and M cells of the physiologist is clarified, it may be possible to incorporate these temporal-frequency channels into the CP with relatively simple assumptions. In any case, this review largely discusses models that are computational in time, not space. In particular, the focus is on computational models of the dynamics of light adaptation of foveal vision under conditons where spatial parameters are held constant. Some recent attempts at computational modeling are reviewed in the section on "Computational Models of Light Adaptation."
BASIC BEHAVIORAL DATA: CANDIDATES FOR LOWER-LEVEL PROCESSING
Various aspects of light adaptation have been studied with psychophysical paradigms, and many of these aspects have been hypothesized to have a retinal basis. In this section, the data from some of these psychophysical paradigms are reviewed. These data are among the candidates to be predicted by a model of lower-level processing. Although reviewing these data is the primary purpose of this section, psychophysical experiments have long been a source of information about the physiological mechanisms involved in lower-level processing, including those in the retina. While care is needed to avoid building mechanisms into the retinal module that belong in the cortex, there is a long history of psychophysical experiments correctly predicting retinal physiology. For example, nineteenth-century behavioral observations by Helmholtz and Hering correctly anticipated the underlying retinal mechanisms of color vision. Further, models based strictly on psychophysics, such as Hurvich & Jameson's model, did not merely correctly anticipate the role of receptor and postreceptoral retinal mechanisms in color vision but also influenced the design of and interpretation of the data from physiological experiments. This fertile interaction is likely to continue.
The tvi Function: Sensitivity Changes Induced by Ambient Light
With increases in ambient light level, mechanisms of adaptation come into play, and both the rod and cone systems become less sensitive to incremental lights. Background or field adaptation refers to the change in sensitivity that takes place with changes in the intensity of a steady background. A fundamental measure of field adaptation is the tvi (threshold versus intensity) function that is a plot of the intensity needed to detect a test light as a function of the intensity of the background upon which it is presented. For the cone system, there is a wide range of data on tvi functions (see Hood & Finkelstein 1986 for a review). A summary statistic of these curves is the background upon which threshold is raised by a factor of 2. This value, called IO here, is about 10 trolands (td) for foveal detection of a relatively large test flash. For fields greater than about 100 td (2 log td), the tvi curve plotted as log threshold (dI) versus log field intensity (IA) has a slope of 1.0. Over this range, dI/IA is approximately constant, and Weber's law holds. With small foveal test flashes, IO and the value of IA first yielding Weber's law are about a factor of 10 higher. These data are among the most fundamental that a model of lower-level processing should attempt to predict. (The recent revision of the book "Color Vi-sion" by Kaiser & Boynton 1996 provides a good tutorial on the basics of visual science, including adaptation, as well as a more extensive discussion of the tvi paradigm.) TWO-COLOR TVI FUNCTIONS There is a large and quantitatively rich literature using what has been called the Stiles' two-color threshold technique (Stiles 1978) . In this paradigm, the spectral composition of the test and/or adapting field is changed. This technique was introduced by Stiles to determine the spectral properties of independent color mechanisms (called p mechanisms). There was considerable elaboration of this work in the 1970s and 1980s [see the review by Pugh & Kirk 1986 and other articles in Perception, Vol. 16] . Although the initial idea was to identify the spectral sensitivities of the three cone mechanisms, it soon became apparent that more-eventually seven-p mechanisms could be identified based upon their sensitivity to spectral backgrounds. The data from these experiments have not been given sufficient attention by either the physiologist studying ganglion cell responses or the model builder seeking a computational model of light adaptation. The nature of the paradigm, combined with the precision of measurement by both Stiles and the neo-Stilesians, makes the psychophysical experiments easy to replicate and comparable physiological experiments easy to design. Further, the conceptual framework is well developed and specified in terms that allow tests of retinal mechanisms of adaptation. As an example, take the hypothesis that adaptation takes place within a single cone, or within groups of cones of the same spectral type. In the Stilesian framework, the "field and test sensitivities" (i.e. the spectral effectiveness of both the test and the field) should be identical, "test and field displacement laws" should be satisfied, and "test and field additivity" should hold (see Pugh & Kirk 1986 for a definition of these terms). Only p-3 and p-5 satisfy all these requirements (Pugh & Kirk 1986 ). In addition, only the field sensitivities of p-4′ and p-3 match the spectral sensitivity of the human cone pigments derived from color matching and from the sensitivity of dichromats (Stockman & Mollon 1986 , Stockman et al 1993 . Thus only p-3 (the S-cone mechanism) meets all criteria and, of course, only under the restricted conditions where this mechanism controls sensitivity.
Some have used the psychophysical two-color tvi data to argue against pooling of signals across cone types on the grounds that adaptation is restricted to a single cone type. Strictly speaking, the data do not support this argument. However, it is striking how closely the field sensitivities of the p mechanisms approximate the absorption spectra of single classes of cones over a wide range of conditions. Although these p mechanisms do not meet the exacting standards of the psychophysically defined cone fundamentals, where one tenth of a log unit can disqualify a candidate mechanism, from the perspective of ad-aptation, it is impressive how little other cone types appear to be involved under most conditions. This is not to say that strong influences of more than one cone type cannot be found under some conditions. In fact, cancellation of an adapting signal because of an opponent interaction of cone types occurs under a variety of conditions where thresholds are raised by one log unit or more (e.g. for p-5 see Wandell & Pugh 1980 ; for p-1 see Pugh & Mollon 1979) .
The Probe-Flash Paradigm: Measures of the Dynamic Range
To obtain a measure of the dynamic range of the human visual system, a paradigm has been employed in which a brief light (the probe) is presented at the onset of an adapting flash (Geisler 1978 , Hood et al 1978 . By adding a steady adapting field, this probe-flash paradigm was modified to test alternative mechanisms of adaptation phrased in terms of the nonlinear, responseintensity functions measured by the physiologist. These data have been fitted by models with a nonlinear response-intensity function that is static in time and a decision rule that states that threshold is reached when the incremental response to the probe reaches a constant value (Geisler 1979 , Hood et al 1979 . Two classes of adaptation mechanisms have been identified by this work. One mechanism modifies sensitivity as a function of increased ambient light by scaling the intensity of all lights by a common factor. This has been called von Kries adaptation, the dark glasses hypothesis (MacLeod 1978) , and multiplicative (or divisive) gain change. The second mechanism, called subtractive or additive, acts to remove signal due to the steady background but not due to the test (Adelson 1982 , Geisler 1981 . Subsequent work with the probe-flash paradigm has identified properties of these mechanisms that should help guide our computational models. In particular, much of the multiplicative gain change occurs very quickly, within 50 ms, after the onset of an adapting field and decays more slowly at offset (Hayhoe et al 1987) . While some of the subtractive changes also occur rapidly (Hayhoe et al 1987) , slower subtractive changes are observed when the probe and flash are of the same size (Hayhoe et al 1992) . Center-surround antagonism has been hypothesized to be the cause of the fast subtractive changes (Hayhoe et al 1992) . (Reviews of this work can be found in Graham & Hood 1992b , Hayhoe et al 1987 , Hood & Finkelstein 1986 , and Kortum & Geisler 1995 . See Tyler & Liu 1996 for a different paradigmatic approach to estimating the dynamic range psychophysically. See Makous 1997 for a discussion of difficulties involved in distinguishing alternative mechanisms.)
Models of the probe-flash data have, in general, dealt with achromatic stimuli. When monochromatic lights are used, the probe-flash curves can develop multiple branches. These branches and the accompanying changes in the appearance of the probe's color suggest that multiple pathways are involved (Finkelstein & Hood 1981) . To explain these data, two nonlinear sites are needed, one before and one after an opponent interaction. Unlike the steady field data, it is easy to demonstrate in the probe-flash data a prominent contribution of a second site with an opponent input. For example, the effect of a red (640 nm) flash in elevating the threshold of a red probe can be nearly canceled by adding a green flash to the red flash. To put this in Stiles's terms, the field sensitivity for a small, brief probe can show signs of a spectrally opponent input even under conditions where the probe's test sensitivity is clearly nonopponent. Below, a possible retinal mechanism for this observation is discussed in the section on "Site of Spectrally Opponent Inputs." The first site implied by these experiments may well be the receptor (Finkelstein et al 1990) . Saturating this site requires very intense flashes (Hood et al 1978 , King-Smith & Webb 1974 in the range of those needed to saturate single cones (Schnapf et al 1990) . These results are consistent with retinal physiology in suggesting that more than one static, nonlinear site will be needed in our retinal module with saturation occurring at lower flash energies as we move from the receptor to the ganglion cell.
By measuring probe-flash curves with different sinusoidal grating targets as probes, Kortum & Geisler (1995) provided a particularly interesting bridge to the work using sinusoidal spatial gratings. The static nonlinearity in the model fitted to these data depended upon spatial frequency. However, the multiplicative and subtractive mechanisms of the model were essentially the same for all spatial frequencies, suggesting that these mechanisms exist at or before the cone-bipolar synapse.
The Temporal Contrast Sensitivity Function: Changes in Temporal Dynamics
The application of linear systems theory to vision was pioneered by DeVries, deLange, and Kelly, who measured thresholds for lights sinusoidally varying with time and who started to define the conditions under which the human visual system could be considered a linear system. The temporal contrast sensitivity function (TCSF) refers to the sensitivity (the reciprocal of threshold contrast) plotted against the temporal frequency of the stimulus. The popularity of sine wave stimuli in vision research attests to the success of this approach. This quantitatively and theoretically rich literature has been reviewed in books by Graham (1989) and DeValois & DeValois (1988) (see also the book by Wandell 1995 for a more general coverage of this and related issues). Although our focus is more on the nonlinear processes implied by light adaptation, this work is of fundamental importance for three reasons. First, the spatial and temporal sensitivity functions change as mean luminance is changed, and these changes provide basic data to be predicted by a model of adaptation. Second, these paradigms are easily transferable to physiological recording (see next section). Third, to the extent that a linear theory describes the results for aperiodic stimuli, this reduces the number of paradigms needed to test a model of light adaptation.
Although a variety of stimulus parameters affect the shape of the spatial and temporal contrast sensitivity functions, the basic changes with mean luminance are easy to describe. Consider the foveal TCSF for a relatively large test light (e.g. Kelly 1972 ). For low mean luminance, it resembles a low-pass filter. As mean luminance is increased, the TCSF becomes more band-pass (i.e. there is a more pronounced low frequency fall-off), and the peak of the function moves to higher frequencies. For a mean luminance above about 10 td and a low temporal frequency, the data obey Weber's law. For high temporal frequencies, sensitivity is relatively unaffected by the change in mean luminance. For chromatic variations of equal luminance, the function (called the chromatic TCSF) differs from the luminance TCSF (Kelly & von Norren 1977 , Swanson et al 1987 , Swanson 1994 . For example, there is a lower highfrequency cut-off.
The temporal frequency-dependent adaptation described by these studies is considered by many to be largely determined by retinal mechanisms, and thus these data are candidates for explanations based upon models of lower-level processing ( Figure 1) . Consequently, such models will need a temporal frequency-dependent gain change such as the feedback filter used by Sperling & Sondhi (1968) (see reviews by Enroth-Cugell 1984 and Hood 1992b ).
Other Adaptation Paradigms
CRAWFORD PARADIGM: THE TIME COURSE OF CHANGES IN SENSITIVITY The Crawford paradigm refers to one in which thresholds are measured for a range of times before, during, and after the presentation of an adapting field that is typically 0.5-2 s in duration. Some of the basic data obtained with this paradigm have been summarized elsewhere (Hood & Finkelstein 1986 ). The time course of threshold variations after the onset of the field differs from the time course after the offset, and these data may be particularly useful in testing models with ON and OFF channels. Battersby & Wagman (1962) demonstrated that some threshold elevations occurred even when the test was presented to one eye and the adapting field to the other. Although this transfer may suggest binocular cortical processing in this simple paradigm, the demonstration of binocular transfer is not sufficient to conclude that when stimuli are presented monocularly, the mechanisms elevating threshold are beyond the retina. Conversely, of course, the failure to demonstrate binocular effects does not mean the effect is retinal. In any case, these data require an explanation. It is of interest that the binocular effect was relatively large when the test probe and adapting flash were the same size and relatively small when the adapting flash was considerably larger than the test flash.
INCREMENTS VERSUS DECREMENTS Models of adaptation will need to predict data from paradigms employing decrements as well as increments. Earlier studies often found that thresholds for decrements were lower than for increments by about 0.1-0.2 log unit (e.g. Boynton et al 1964 , Krauskopf 1980 . With sawtooth stimuli that have an abrupt onset (rapid-on) or an abrupt offset (rapid-off), the difference between rapid-on and rapid-off thresholds diminishes with decreases in mean luminance or increases in temporal frequency (Bowen et al 1989 (Bowen et al , 1992 Kremers et al 1993) . These data have been taken as evidence for separate ON and OFF pathways with different sensitivities. The ganglion cell data summarized below provide a retinal basis for two pathways but not for differential sensitivity.
PROBED-SINEWAVE PARADIGM: TEMPORAL DYNAMICS OF ADAPTATION To study the temporal properties of adaptation mechanisms, Boynton et al (1961) measured the detection threshold for a brief light presented at various phases of a modulated background. The variations in threshold tracked a 30-Hz flickering background, providing evidence for a very fast adjustment of sensitivity (see also Wu et al 1997) . Subsequent work has found that the threshold variations with low rates of modulation are not as simple (e.g. , Maruyama & Takahashi 1977 . This paradigm, which combines an aperiodic test with a periodic adapting field, provides a challenge for computational models of adaptation . Although have recently offered an explanation of the original finding by Boynton et al (1961) , a full theoretical account of the probed-sinewave data has yet to be given.
MODULATIONS IN CONE SPACE: ADAPTATION AND HABITUATION A variety of paradigms have made use of advances in computer-controlled color monitors and LEDs in order to specify stimuli as some linear transformation of cone absorption spectra (MacLeod & Boynton 1979) . For example, if the quantal absorption in the S-cones is held constant and L-and M-cone stimulation is varied in such a way that the sum of their quantal catch is constant, then this produces stimulation along an axis that is particularly effective for an L/M-cone opponent site. This work cannot be adequately addressed here, but summaries can be found in four recent articles (Chaparro et al 1995 , Krauskopf 1997 , Swanson 1994 , Zaidi & Shapiro 1993 . For the purposes of this review, it is important to distinguish at least two different classes of paradigms. In one, an adapting field is turned off when the test is presented. This is called habituation in this literature, although the term habituation is used differently in other literature. Krauskopf et al (1982) argued that habituation took place along unique directions in color space and that these directions represented stimulation of a second stage, a stage after opponent interaction of cone signals. However, the mechanisms identified with this habituation paradigm are unlikely to be retinal. The response of LGN cells to test lights show little or no change in sensitivity under the same conditions that produce changes in human psychophysical thresholds (Derrington et al 1984 , Krauskopf 1997 .
A second class of paradigms, in which the test is presented upon a steady or flashed adapting field, resembles the tvi and probe-flash paradigms discussed above but with the lights specified in terms of stimulation along various cone axes (Boynton & Kambe 1980) . To account for the results of these experiments, adaptation mechanisms have been proposed to operate both before and after opponent interaction of cone signals (Chaparro et al 1995 , Yeh et al 1993  see also earlier work cited by Chaparro et al 1995) . The data from these experiments may be candidates for lower-level processing.
SPATIAL SPREAD OF ADAPTATION A few paradigms have been designed to measure the spatial extent of light adaptation. Normally, light cannot be restricted to a single receptor because of diffraction and other optical sources of image blurring. The most elegant measures of the spatial spread of adaptation use interference fringe patterns to bypass the optics of the eye. In a number of studies, independent regulation of sensitivity was shown to take place over a spatial region of 12′ to 21.5′ (Chen et al 1993 , He & MacLeod 1997 , MacLeod et al 1992 . This region is, in fact, smaller than the light-collecting diameter of the inner segment of central cones. A similar conclusion was reached using conventional optics (Burr et al 1985 , Cicerone et al 1990 . Substantial adaptation appears to take place before the signals of individual cones are spatially combined. The extent to which behavioral as well as physiological data argue for receptor-based adaptation is considered below in the section entitled "Evidence for 'Private Cone Pathways.'"
BASIC GANGLION CELL DATA: CANDIDATES FOR RETINAL MODELING
The retinal module in Figure 1 is a computational model of light adaptation expressed in terms of the retinal output, the ganglion cell response. This section reviews some of the basic data that such a model might predict. Because our ultimate interest is in a model of lower-level processing in the human visual system, this review is restricted largely to two species, humans and macaque mon-keys. Although there are undoubtedly differences between species starting at the retina (Goodchild et al 1996) , many studies implicitly accept macaque ganglion cell data as if "they were our own," even for paradigms that have not been tested in behavioral studies with macaques. I too make this assumption knowing that it is yet to be tested under many conditions. Further, the recordings of S-potentials in the LGN are treated here as ganglion cell recordings (Kaplan & Shapley 1984) . In some cases, data from studies of LGN-cells are also included. Although in general the LGN-cells are expected to mirror the ganglion cell responses (Kaplan & Shapley 1984) , the conditions under which this is not true have yet to be fully established.
Extensive work has been done on anatomical and functional typing of the macaque ganglion cell, but there is no generally accepted terminology. Here M-GC denotes the parasol ganglion cells projecting to the magnocellular layers of the LGN, and M-LGN denotes the cells in those layers. Likewise, P-GC denotes the midget ganglion cells projecting to the parvocellular layers of the LGN, and P-LGN the cells in those layers. About 10% of primate ganglion cells are M-GC, and 75-80% are P-GC. Thus there are seven to eight times more P-than M-GC; this is a fundamental fact of retinal anatomy that must be considered. This ratio of about 8:1 holds from fovea to the near periphery beyond which the relative number of M-GC increases somewhat. There are two general types of M-GC, ON and OFF. In addition, there are six types of P-GC. There are three ON P-GC and three OFF P-GC, each receiving one predominate input, excitatory in the case of the ON-cells and inhibitory in the case of the OFF-cells, coming from one of the three cone types. Thus, the retinal output function, R(t) in Figure 1 , is not a single function but is at least eight functions, one for each ganglion cell type, although for many tasks the role of the two types of P-GC with S-cone input will be relatively minor. (See the review of macaque retinal anatomy and physiology by Lee 1996 for references.)
Steady Fields: tvi and Response Versus Intensity Functions
Surprisingly few studies have obtained response-intensity data for flashes presented upon steady fields; most studies have used sinusoidally modulated stimuli (see next section). Virsu & Lee (1983) measured response versus intensity functions for P-and M-LGN cells and derived tvi functions that resemble behavioral tvi data. These data support the general position that substantial light adaptation takes place in the retina. Further, the response functions were shifted along the log flash intensity axis consistent with the psychophysical models that are based upon the probe-flash data discussed above. Surrounds outside the traditionally defined receptive field also shift the response functions of the P-LGN, but not M-LGN, cells (Valberg et al 1991) .
Temporal Contrast Sensitivity Function
For the ganglion cell, the equivalent of the psychophysical temporal contrast sensitivity function (TCSF) can be obtained by determining the contrast needed to obtain a small, constant response. The reciprocal of this contrast threshold plotted against temporal frequency is called here the ganglion cell's TCSF. (In practice, a variety of techniques and terms have been used.) A number of studies have obtained both spatial and temporal contrast sensitivity functions of ganglion and LGN cells. Like their psychophysical counterparts, these functions change with mean luminance. Two studies, in particular, have reported TCSFs for a wide range of mean luminances (Lee et al 1990 , Purpura et al 1990 . These studies are in essential agreement. With achromatic lights, both M-and P-GC become more band-pass as mean luminance is increased. The peak of the TCSF shifts to higher temporal frequencies, as do the psychophysical data discussed above. However, while the TCSF for M-and P-GC are band-pass for achromatic stimulation, the response of P-GC to chromatic stimulation is low-pass (Lee et al 1990) .
Another important difference between M-and P-GC is the greater sensitivity shown by M-GC for achromatic stimuli. This difference presents a challenge for models of lower-level processing (see the section on "Cortical Preprocessing" below). The median peak sensitivity of the M-GC is about six to eight times higher than that of the P-GC (Croner & Kaplan 1995 , Kaplan & Shapley 1986 , Lee et al 1990 , Purpura et al 1988 . However, the range of sensitivities for both cell types is quite large. Although sensitivity depends somewhat on retinal location, the ratio of M-to P-GC sensitivity stays approximately constant with retinal eccentricity (Croner & Kaplan 1995) .
Response Versus Contrast and Retinal Contrast Gain Control
The M-and P-GC show markedly different response versus contrast functions (Kaplan & Shapley 1986 , Lee et al 1990 , Purpura et al 1988 . At any fixed mean luminance, the response of the P-GC increases approximately linearly with contrast. Although the response versus contrast functions of P-GC are often fitted with a nonlinear function, the deviation from linearity is minor, especially below 50% contrast. In addition, responses to aperiodic stimuli and complex periodic stimuli (e.g. sawtooth changes) can be predicted from the responses to sinusoidal stimuli by assuming linearity . Compared to the P-GC, the response versus contrast function for the M-GC is markedly nonlinear, and this nonlinearity depends upon the temporal frequency of the stimulus (Benardete et al 1992 . As a consequence, the TCSF for the M-GC depends upon the contrast of the stimulus to a far greater extent than it does for the P-GC. As contrast is increased, the TCSF for the M-GC peaks at higher temporal frequencies and shows a larger low-frequency fall-off. This change in the shape of the TCSF has been called "contrast gain control" by Shapley & Victor (1978) and is called "retinal contrast gain control" here, as there are clearly additional mechanisms at the cortex that adjust gain as contrast is changed. Although the mechanisms involved in retinal contrast gain control may be different from those produced by mean luminance changes, it is not yet clear the extent to which the same retinal circuits are involved.
Other Selected Data
INCREMENTAL VERSUS DECREMENTAL STIMULI Given the psychophysical interest in rapid-on and rapid-off sawtooth stimuli, it is of interest to know how ganglion cells respond to these stimuli. Kremers et al (1993) showed that ON and OFF M-GC have a 10-fold higher sensitivity to the preferred sawtooth polarity than to the opposite polarity. Although this study provides strong evidence that, for achromatic lights, psychophysical detection of rapid-on stimuli are mediated by ON M-GC and rapid-off by OFF M-GC, the lower threshold for off-as opposed to on-stimuli does not appear to have a basis at the ganglion cell level.
OTHER PARADIGMS WITH CHROMATIC MODULATION Derrington et al (1984) studied macaque LGN cells with stimuli specified in terms of cone excitations (see the section on "Modulations in Cone Space" above). The data were analyzed to provide a measure of the relative weights of inputs from the three cone types into M-and P-LGN cells. In a more recent study of macaque ganglion cells, Smith et al (1992) used sinusoidally modulated red and green lights that were varied in phase, and they developed a model that accounted for the phase and amplitude of the responses in terms of the timing of the cone inputs. These studies should prove useful in developing computational models of the ganglion cell responses to chromatic lights.
Many psychophysical experiments, some discussed above, determine thresholds for chromatic (equi-luminance) or luminance modulations of test lights. Employing a paradigm similar to that used by the psychophysicist, suggested that although the shape of the psychophysicist's detection curves for chromatic modulation may bear a simple relation to the curves for the P-GC, the same will probably not hold for luminance modulation and the M-GC. TIME COURSE OF ADAPTATION Given the attention to the time course of adaptation in behavioral studies, surprisingly little has been done at the level of the macaque ganglion cell. Yeh et al (1996) followed the time course of adaptation of both P-and M-GC following changes in luminance or chromaticity. Their results show a general agreement with behavioral data. For example, the time course is fast after luminance changes and slower after chromatic changes.
Also of interest for models of adaptation is the suggestion that some of the slow recovery of the P-GC following chromatic adaptation is taking place after the opponent combination of cone signals.
LESSONS FROM INSIDE THE RETINA
The variety of retinal cells should give pause to anyone attempting to model the retina. For the primate, the anatomist has distinguished at least 2 horizontal-cell, 10 bipolar-cell, 20-25 ganglion-cell, and 20-40 amacrine-cell types (as reviewed by Dacey 1996) . Further, intracellular recording from the cells of the primate retina is still in its infancy. Thus, although it is possible to model M-and P-GC activity, it is probably premature to identify the mechanisms in the retinal module with particular cell types. In constructing a retinal model, it does seem prudent, however, to avoid assumptions that violate basic accepted findings. At the same time, there is much that we know about the primate retina that should inform these models. Here, selective topics that might be helpful in constructing computational models of lower-level processing are reviewed. This information comes from two sources. First, a number of direct studies of single cell physiology and anatomy in human and macaque retinas have been performed during the past 10 years. (See reviews by Dacey 1996 , Kolb 1994 , Lee 1996 , Sterling 1997 , Wassle & Boycott 1991 .) Second, the human ERG is beginning to supply quantitative information about the response properties of single classes of cells in the human retina. (See reviews of the physiology of human rods, cones, and rod ON-bipolars by Hood & Birch 1993a ,b, 1996 Pepperberg et al 1997.) 
Adaptation at the Cone Receptor
Considerable confusion still exists about the extent to which primate cones adapt. Part, but by no means all, of the uncertainty can be resolved by examining the level of analysis. We start with the cone outer segment. The best guess based upon the current evidence is that there is relatively little adaptation in the primate cone outer segment. Schnapf et al (1990) recorded from single cone outer segments in the macaque retina and found that, on average, a background (IO) of about 2000 td was needed to decrease the sensitivity by a factor of 2. (Makous 1997 estimates that the value is closer to 8000 td. Makous also has a valuable discussion of the assumptions involved in calculating quanta absorbed by the receptors in humans and macaques.) In any case, this value of IO for the receptor is considerably above the value for human tvi curves. Because this value of IO is also higher than other physiological estimates (discussed below), some have questioned whether this finding was due to the ionic environment inside the suction electrode used for recording. However, human ERG techniques also assumed to measure outer segment current show excellent quantitative agreement with the Schnapf et al (1990) study (Hood & Birch 1993b . Some adaptation takes place in the rod receptor, and this adaptation is time dependent (Hood & Birch 1993a , Kraft et al 1993 , Pepperberg et al 1997 . Interestingly, the adaptation-dependent gain change in the cone outer segment studies is similar in magnitude to that seen for the rod outer segment. However, unlike the case of the rods, the relatively small changes in cone sensitivity are important. These sensitivity changes are sufficient to protect the cones from saturating upon ambient lights below the levels where pigment bleaching serves the purpose.
There are two older studies that argue for more adaptation at the primate cone than is suggested by the outer segment results. Using techniques to isolate a receptor component of the ERG called the late receptor potential (LRP), Boynton & Whitten (1970) and Valeton & van Norren (1983) concluded that there was considerable adaptation in the macaque cone receptor. A background (IO) of about 100 td decreased sensitivity by a factor of 2. One way to reconcile these findings with the outer segment studies discussed above is to assume that postreceptoral potentials contribute to the LRP. It is also possible that substantial adaptation is taking place between outer segment activity and synaptic release by the cone pedicle or that there are problems with the outer segment studies that we do not understand. In either case, there is a large quantitative discrepancy between the different views concerning the extent of adaptation in the primate receptor. Thus, we are not ready to specify with certainty the cone receptor in the retinal module of Figure 1 .
Although we do not know how much adaptation is taking place in the receptor, there is clear evidence for some adaptation beyond the receptor. First, although the LRP studies suggest sensitivity changes are occurring at relatively low adapting fields, the value of IO is still a factor of 10 higher than those in the psychophysical tvi function obtained under most conditons. (Virsu & Lee 1983 point out that, when small brief test lights are used, the psychophysical tvi function is in approximate agreement with the LRP data.) Second, there is little evidence for Weber's law at the receptor level except for very high adapting fields. The slope of the tvi function in the Valeton & van Norren (1983) study is 0.7 over a range of adapting fields for which some behavioral data show a slope of 1.0. This is a fact often overlooked by psychophysicists seeking to compare their data to a measure of receptor function.
Outer Plexiform Layer and Temporal Frequency-Dependent Adaptation
Horizontal cells, including those in the macaque (Lee et al 1997) , show gain changes that are dependent upon both the temporal frequency and the level of mean luminance. These gain changes have been adequately described with models in the case of the turtle (e.g. Tranchina et al 1984) and cat (e.g. van de Grind et al 1996) . It is not clear, however, the extent to which these changes reflect changes in the cone receptors per se. Further, the manner in which the horizontal cells modulate the cone-horizontal cell synapse and ultimately affect bipolar activity is still incompletely understood. These unresolved issues are of fundamental importance for a complete retinal model.
However, a number of conclusions can be reached concerning adaptation in the outer retina. In the case of the rod system, while little adaptation takes place at the rod receptor, substantial adaptation occurs by the time the bipolars have responded. Studies of human rod ON-bipolar activity using the ERG indicate that most, but not all, of the sensitivity change seen in the rod psychophysical tvi curve takes place by the time the bipolars respond . For the rods, it is equally clear that some adaptation to steady fields occurs beyond the bipolar (Frishman et al 1996) , although it appears complete by the time the early components of the VEP are generated (Shady et al 1997) .
In the case of the cone system, evidence from cone-ERG studies suggests that much of the temporal frequency-dependent adaptation measured at the ganglion cell level is already present by the time the bipolars have responded (e.g. Seiple et al 1992) .
Evidence for "Private Cone Pathways"
The psychophysical evidence discussed above suggests that either substantial adaptation takes place in the cone receptor or else within a pathway that is relatively unaffected by other cone types (see sections TWO-COLOR TVI FUNCTIONS and SPATIAL SPREAD OF ADAPTATION above). Pointing to the evidence for "cross-talk at the cone receptor" and for lateral connections via horizontal and amacrine cells, many interpret the psychophysical data as strong evidence that adaptation is taking place almost entirely within the receptor. A close look at this evidence suggests that it does not rule out postreceptor adaptation within pathways driven by single cones.
CROSS-TALK AT THE CONE RECEPTOR The terminals of the foveal cones of the macaque are connected via gap junctions (Tsukamoto et al 1992) . Thus, there is evidence for electrical coupling of adjacent foveal receptors, as has been demonstrated for a variety of lower vertebrates. Based upon behavioral evidence (see section on "Spatial Spread of Adaptation"), Tsukamoto et al (1992) suggested that the cones are functionally uncoupled at higher luminances. It is also possible that the effect of these gap junctions is relatively minor under all conditions and that the behavioral effects are entirely postreceptoral. By re-cording the photovoltage response from single macaque cones, Schneeweis & Schnapf (1995) showed that the cones received an input from the rods. However, this input is relatively small even for dark-adapted conditions. PRIVATE CONE PATHWAYS AND THE INFLUENCE OF LATERAL CONNECTIONS If we temporarily ignore the gap junctions just discussed as well as the lateral connections made by horizontal and amacrine cells, then there is anatomical evidence for a "private cone pathway." At least out to 7°from the central fovea, each midget bipolar receives a direct synaptic connection from a single cone. In fact, each L-or M-cone supplies the only direct synapse onto two midget bipolars (one ON and one OFF). Further, each midget bipolar contacts only a single P-GC (Calkins et al 1994) . Thus, each midget bipolar and each P-GC center is served by a single cone receptor. In the far periphery, the midget bipolar still receives input from one cone, but the P-GC gets input from both Lcenter and M-center bipolars (Dacey 1996) . The S-cones appear to have a distinct type of ganglion cell, the bistratified ganglion cell, which receives excitatory input from both S-cone driven ON-bipolar and an L/M-cone driven OFFbipolar (Dacey & Lee 1994 ). In the case of the M-GC, it is clear that the parasol bipolar gets input from more than one cone type and that the M-GC receives input from more than one bipolar. Thus, the best evidence for private cone pathways is the P-GC in the central retina.
The lateral connections supplied by the horizontal and amacrine cells are not cone-specific and would appear to provide evidence against totally private pathways. Both large (H1) and small (H2) horizontal cells receive input from more than one cone type (Wassle et al 1989) . Dacey et al (1996) recorded from macaque horizontal cells and found that H1-cells receive input from L-and Mcones and that H2-cells receive strong input from S-cones and weaker input from L-and M-cones. There is a similar situation in the inner plexiform layer, where amacrine cells receive excitatory input from bipolars and provide nonselective inhibitory input to bipolar and midget ganglion cells (Calkins & Sterling 1996) .
How do we reconcile the lateral connections just described with the psychophysical evidence of substantial adaptation before pooling of cone signals? It is still possible that there is substantial adaptation in the cone receptor, as discussed above. Another possibility is that the gain changes measured in the psychophysical paradigms are largely determined by direct, private synaptic contacts at the cone-bipolar synapse. We say largely because the psychophysical data reviewed above suggest that some pooling of cone receptor signals takes place even with foveal lights. There is evidence for more pooling in behavioral tvi data when parafoveal instead of foveal lights are used (HaegerstromPortnoy et al 1988) . One would also expect, however, that when detection is mediated by the M-GC, postreceptor gain changes would show the effects of pooling across cone types.
Site of Spectrally Opponent Inputs
The retinal site of spectrally opponent inputs is of interest to psychophysicists. Psychophysical data for both steady and flashed fields show that, under some conditions, desensitization occurs after the opponent inputs from two cone types have been combined. We know such opponent interactions occur before the P-GC responds. The so-called L+/M-P-GC, for example, gives a spectrally opponent response because quanta absorbed in one type of cone (L) result in increased activity, whereas quanta absorbed in the other type of cone (M) result in decreased activity. Since each midget bipolar and each P-GC is served by a single cone receptor, possible sites of an opponent signal include the horizontal cells and amacrine cells. However, recent anatomical and electrophysiological evidence suggests that the horizontal cell receives input from more than one cone type but that these inputs are not spectrally opponent (see above). Since the center of the midget bipolar field will be a single cone that dominates the response, it is possible that a horizontal cell fed from a mixture of L-and M-cones could provide the basis for a spectrally opponent response (Dacey 1996 ). An equivalent mechanism is possible in the inner plexiform layer with amacrine feedback onto bipolars, since amacrine cells also appear to get mixed cone signals (see above). In any case, the evidence indicates that the opponent interaction in the L/M-cone driven P-GC comes via lateral interactions, although the relative importance of the horizontal and amacrine cells has yet to be determined. As larger lights should be more effective in stimulating horizontal and amacrine cells, the involvment of these cells in opponent interaction provides a possible physiological basis for the increased influence of opponent interactions in behavioral experiments with large test spots.
ON and OFF Pathways Without a Push-Pull Input
Some of the models of lower-level function discussed below hypothesize push-pull mechanisms at the ganglion cell. If an ON-center ganglion cell received an excitatory input from an ON-bipolar and an inhibitory input from an OFF-bipolar, then this would be an example of a push-pull input. However, there is little anatomical or physiological support for such an input. In fact, the ON and OFF pathways appear to be completely segregated in the retina (Schiller 1992 , Sterling 1997 . Freed & Nelson (1994) explicitly looked for evidence of a push-pull mechanism at the cat ON-ganglion cell and found little or none. Further, intraretinal blocking of the ON-bipolar synapse with APB eliminates responses of ON-center cells in the LGN with little effect on the responses of the OFF-center cells (Schiller 1982) .
Forms of the Static Nonlinearity
Both receptor and ganglion cell recordings show nonlinear response-intensity functions, with the receptors saturating at much higher flash intensities (cf Schnapf et al 1990 , Virsu & Lee 1983 ). These differences in saturating intensities have potential counterparts in the first and second sites of static nonlinearity identified by the probe-flash experiments reviewed above. At least four functions have been used to describe the data from physiological and psychophysical experiments. Two of these, the saturating exponential and the Michaelis-Menton equations, have two parameters: One is the maximum response, and the other can be related to a semisaturation intensity, the intensity needed to reach half of the maximum. The third equation (the Naka-Rushton) is a general form of the Michaelis-Menton with a third parameter, an exponent n. This equation, with n both less than and greater than 1.0, has been fitted to a variety of psychophysical and physiological data. However, this equation is nonlinear for small values of input, while much of the data fitted are not. A fourth nonlinear function was fitted to dogfish bipolar responses by Ashmore & Falk (1980) . Their function is a better choice than the Naka-Rushton because it is linear for small signals and will do as well as the Naka-Rushton in most cases for larger signals (e.g. .
THE CORTICAL MODULE
Decision Mechanism
Predicting behavior from the output of the retinal module requires assumptions. At a minimum, a detector must be specified. There are no clear rules for deciding what is part of the decision mechanism (DM) and what is part of cortical preprocessing (CP). Here we assume the DM is one of the generally accepted decision rules. There is a substantial body of literature on this topic, so little will be said here (see reviews by Green & Swets 1988 and Graham 1989) . Most attempts to model lower-level processing or to make quantitative comparisons between behavior and M-and P-GC activity have included a relatively simple DM, for example, a peak detector or a peak-to-trough detector. Although under many conditions there will be little difference between the two, the peak-to-trough detector may do better under some conditions (Graham & Hood 1992b . The most obvious omission in the models reviewed below is a consideration of noise. Many detection models have some form of noise as the limiting factor for determining threshold (see reviews in Cohn & Lasley 1986 , Geisler 1989 , Graham 1989 . Of course, quantal noise exists in the physical stimulus, but its role in limiting foveal detection is debated. A review by Graham & Hood (1992a) concluded that quan-tal noise is rarely a limiting factor for foveal vision (see also the discussions in Geisler 1989 , Hayhoe 1990 , Pelli 1990 ). In the models discussed here, the most common assumption, often implicit, is that biological noise is constant. The variance of the responses in the cortex appears to increase in proportion to the mean of the response (see review in Geisler & Albrecht 1995) . It is relatively easy to incorporate this type of noise into a computational model (Arnow & Geisler 1996) and under many conditions it would produce only marginally different conclusions (Kortum & Geisler 1995) .
Cortical Preprocessing
Within the conceptual framework of Figure 1 , a psychophysical finding is said "to have a retinal basis" or "to be based upon lower-level processing" only if the assumptions embedded in the CP are relatively simple. If the assumptions become complex, then we have entered the realm of cortical models. The recent literature provides some clues about the types of assumptions that might be necessary to predict some of the behavioral data reviewed above.
COMPARING HUMAN PSYCHOPHYSICS TO MACAQUE GANGLION CELL PHYSIOL-
OGY One source of information comes from studies comparing macaque Mand P-GC activity to human psychophysical data. The most useful experiments are those in which macaque physiological and human psychophysical data were collected with the same equipment using the same paradigms. Comparing temporal contrast sensitivity functions (TCSF) for humans with those for ganglion cells, Lee et al (1990) concluded that there was strong support for M-and P-GC being the "physiological substrate" for detection of luminance and chromatic variations, respectively. They reported, however, that the M-GC can contribute to the behaviorally measured chromatic sensitivity under restricted conditions. In addition, there were other differences between the shapes of the behavioral and physiological functions and between the way they changed with mean luminance. It is not yet clear how complicated the CP must be to predict these differences. On the other hand, there is one difference between the physiology and behavior that can be predicted with a relatively simple CP. The TCSF for the ganglion cell has a higher high-frequency cutoff than does the behaviorally determined TCSF. It appears as if the limit for temporal resolution is set beyond the retina, and this can be represented by assuming a CP with a linear low-pass filter (Lee et al 1990) . This is a plausible assumption given the filtering expected by subsequent synaptic transfer. (See also Lee et al 1993 , Swanson 1994 , and Yeh et al 1996 for additional discussion of where behavioral and physiological functions do and do not agree.)
Simply because a physiological function looks like a behavioral function does not mean we have a physiological explanation (see discussion of the anal-ogy proposition in Teller 1984) . A discussion of the physiological substrate of the luminosity function by nicely illustrates this general point. They argue that, while M-GC probably underlie many behavioral tasks (e.g. flicker photometry) that produce the Vl psychophysical function, other behavioral tasks yielding a Vl function are undoubtedly not mediated by M-GC. For example, although the Vl function describes the spectral sensitivity obtained with small test spots, these tasks probably involve the P-GC (Crook et al 1987 , Hood & Finkelstein 1983 . A computational model, as described here, helps to remove such comparisons from the realm of simple analogy.
The ON and OFF M-GC are thought to underlie psychophysical detection of achromatic, rapid-on and rapid-off stimuli. However, the question of which data can or cannot be predicted based upon a model of lower-level processing has only begun to be explored . In addition, we do not have an explanation for the lower sensitivity to incremental as opposed to decremental stimuli (see above). In particular, the ON-and OFF-ganglion cells appear to have equal sensitivity under conditions where behavioral sensitivity is greater for decrements . It is possible that the small differences measured in the behavioral experiments are not easy to see in the ganglion cell data. A second possibility is that the ON-ganglion cell is noisier and thus the DM needs a larger signal for detection . However, the evidence suggests that the OFF, not the ON, M-GC is slightly noisier (Troy & Lee 1994) . A third way to handle the increment-decrement difference is to assume independent detectors for increments and decrements with different inputs (Krauskopf 1980 ). In the current framework, these detectors would examine the peak of either the positive going response of the ON-cells or the negative going response of the OFF-cells. To account for the asymmetry in thresholds, the gain of the ON and OFF cell input would differ. That is, the CP would change equal responses from the retina to unequal responses before sending them to the detector. Interestingly, Kelly & Savoie (1978) came to a similar conclusion when trying to model data from an entirely different task (i.e. a comparison of TCSFs for a uniform field and a spatial grating). (See Chichilnisky & Wandell 1996 for evidence, based upon color appearance, for different adaptation mechanisms in ON and OFF pathways.) Nonlinear assumptions about the CP can be mimicked with assumptions in the DM. For example, to explain the increment-decrement asymmetry, instead of assuming a difference in cortical gain, one can assume that the DM is more sensitive to negative going responses than to positive going responses. As another example, Kremers et al (1993) point out that the low-pass filter of the CP assumed by Lee et al (1990) could be removed if the DM is assumed to integrate over a fixed time. [See also Graham & Hood (1992b) for a similar point concerning the low-pass filter in Geisler's (1979) model.] In some cases, single cortical cell recordings or VEP data may help us decide among these alternatives. For example, in this case, to account for the VEPs evoked by increments or decrements in contrast, Zemon et al (1988) argued for a greater sensitivity of OFF-cells at the level of the visual cortex.
Finally, it should go without saying that there is a wide range of psychophysical data that will require an elaborate CP and are thus not candidates for explanations based upon lower-level processing. While some of these (e.g. binocular effects, orientation-selective adaptation) are obvious, some may not be. An example of the latter group is the habituation paradigm discussed above that has been used to study, for example, ON and OFF pathways (Krauskopf 1980) . Although some have thought of the behavioral data in terms of retinal mechanisms, conditions producing relatively large sensitivity changes measured behaviorally cause little, if any, sensitivity changes at the LGN. Under such conditions, a candidate for lower-level processing is disqualified if complicated and nonlinear CP assumptions are needed.
MONKEY PSYCHOPHYSICS AND LESIONS OF M AND P CELLS A second line of information about possible CP assumptions comes from psychophysical experiments on macaques with lesions. (See the recent review by Merigan & Maunsell 1993 and Recent advances have allowed selective chemical lesions of M and P pathways at the ganglion cell and LGN levels. A variety of behaviors have been measured following selective destruction of Mor P-cells. While some of the behaviorally measured deficits are consistent with relatively simple schemes relating M-and P-cells to behavior, many are not. Much of this work is beyond our scope here. However, in a particularly relevant set of experiments, TCSFs were behaviorally measured following M or P lesions (reviewed in Merigan & Maunsell 1993) . The destruction of Pcells affects the detection of stimuli of low temporal and spatial frequencies to a far greater extent than expected based upon the sensitivity of M-and P-GC. In particular, the mean peak sensitivity of P-GC is far lower than these behavioral measures suggest. Similarly, points out that a single P-GC is seven times less sensitive in discriminating chromaticity than human psychophysics would suggest and warns that we do not know what significance to place on a difference in sensitivity until we know how signals are combined. In other words, we need to specify the assumptions of the CP. There are about eight times more P-than M-GC and a greater cortical pooling of P-cells has been offered as one possible explanation for the greater estimate of P-cell sensitivity in behavioral as opposed to single cell experiments. Watson (1992) , as part of a more general framework for comparing TCSFs from behavioral and physiological experiments, demonstrates how spatial pooling can account in part for the relatively greater influence by P-cells on behavioral sensitivity. Although I do not mean to draw a tight parallel, one is reminded here that the sensitivities of individual rod and cone receptors measured physiologically are far closer to one another than are the rod-mediated and cone-mediated behavioral thresholds. There are about 20 times more rods than cones, and substantial spatial summation takes place at the rod bipolar and ganglion cell levels. In addition to spatial pooling, other explanations have been offered for why the contribution of P-cells to behavior is greater than expected based upon the sensitivity of single P-GC. Among these are: 1. The P-GC for the central fovea, for which we have relatively little information, may be more sensitive than the parafoveal P-GC. 2. M-cells may be differentially routed to V5 and be less involved than we think in detection tasks. 3. Probability summation across cells may help increase P-cell effectiveness , Merigan & Maunsell 1993 . In terms of Figure 1 , the first of these would require a modification of the retinal module, while the later two would require modification of the cortical module.
Behavioral measures have been obtained from macaques following intraretinal injection to selectively block the activity of the ON-bipolars (Schiller 1992) . Behavioral sensitivity to incremental lights is markedly decreased, leaving thresholds for decrements largely unaffected (Dolan & Schiller 1994) . These results are qualitatively consistent with the effective elimination of ONcells that, in fact, are blocked by this procedure. However, the paradigms of the behavioral and physiological experiments are different enough that it is not clear whether a simple CP will suffice.
Comparison Across Channels
Channels segregated by psychophysical paradigms often suggest clearer functional boundaries than their analogous cell types. For example, using flicker photometry, two monochromatic lights can be equated for luminance, and an equiluminous pair of lights can be defined that vary only chromatically. While it is likely that the flicker photometric task is mediated by M-GC, it is unlikely that the chromatic stimuli thus defined silence all M-GC (see discussion in . Further, so-called luminance variations will elicit activity in many P-GC. This raises the question of whether our cortical module should focus on the most sensitive cell or on some comparison across cells. It is clear that in the case of the appearance of a light, a comparison across cells is likely to be involved. To illustrate this point, consider unique yellow, an indisputable psychophysical measure implying no neural coding for red or green. However, no single monochromatic light will silence the four P-GC with L-and M-cone input. The yellow sensation is likely computed as some ratio of activity among these cells and the cells with S-cone input (see discussion in Hood & Finkel-stein 1983) . Likewise, comparisons across ON-and OFF-cells or between Mand P-GC may underlie other tasks. Although in principle such comparisons could be made across cells as part of the DM, comparison at the single cell level cannot be ruled out, because cortical cells, even as early as area 17, can receive inputs from both ON-and OFF-cells as well as M-and P-cells (e.g. Nealey & Maunsell 1994 , Schiller 1982 .
COMPUTATIONAL MODELS OF LIGHT ADAPTATION
There is a considerable literature on models of light adaptation that are not computational in the sense used here. Psychophysicists and physiologists have successfully predicted a wide range of data by resetting the parameters of their models for different mean luminances (see reviews in Shapley & EnrothCugell & Shapley 1984 , Graham 1989 , Watson 1986 . See also Donner & Hemila 1996 for a recent attempt to model the dynamics of the ganglion cell and to predict responses to both periodic and aperiodic stimuli). It is not possible to review this work here, but the serious model builder should examine this literature in detail because many of the proposed mechanisms are relevant. Here we summarize attempts to develop computational models of the dynamics of light adaptation; these are models designed to predict psychophysical data and/or ganglion cell responses.
Models of Ganglion Cell Response
There have been at least five recent attempts to produce computational models of the dynamics of light adaptation of the ganglion cell. Interestingly, all consider only achromatic lights, omitting the detection of chromatic variations. Two of these models describe the responses of the cat's X-and Y-GC (Dahari & Spitzer 1996 , Gaudiano 1994 . Although X-and Y-GC are not the same as P-and M-GC (Kaplan & Shapley 1982 ), these models with appropriate adjustments could, in principle, serve as the retinal module for the primate. However, for our purposes, neither of these models has been tested against a wide enough range of the basic ganglion cell data reviewed above, although the Dahari & Spitzer model produces a qualitative description of a range of data from aperiodic paradigms. The same can be said of one of the models of primate ganglion cells. Purpura et al (1990) fitted their TCSF data with a linear negative feedback model adapted from a model used to describe responses from turtle horizontal cells (Tranchina et al 1984) . Although this model can function like a computational retinal module (Tranchina & Peskin 1988) , it is not clear which of the ganglion cell data it will predict.
There are two ambitious and reasonably successful attempts to predict a range of data from primate ganglion cells (Shah & Levine 1996a ,b, Wilson 1997 . Both computational models restrict themselves to achromatic, foveal cone vision; both attempt to capture the response of P-and M-GC for a range of spatiotemporal stimuli; and both explicitly describe the role played by each of the major classes of retinal cells. In terms of the basic paradigms presented above, both describe the TCSFs of P-and M-GC. Further, the predicted TCSFs for both models show the change in shape from low-pass to band-pass with increased mean luminance. However, the Shah & Levine model does not predict the large shift in the peak frequency of the TCSF, as mean luminance is changed. In addition, although Wilson's model captures this shift, it does not, unlike the Shah & Levine model, show retinal contrast gain control as defined by the change in the TCSF with contrast level .
Finally, both models are too ambitious in ascribing specific functions to individual cell types in the retina given what we know about retinal physiology. In fact, there are two aspects of these models that provide a signature of the current state of our knowledge. First, both clearly violate some accepted retinal findings. For example, both models make different assumptions about the receptors, and in both models these assumptions are, in part, at odds with the physiology summarized above. In addition, Shah & Levine do not have a role for amacrine cells in their model, whereas Wilson's model, following Gaudiano (1994) , has a push-pull input into the ganglion cell, a type of input for which there is little evidence (see section above on "ON and OFF Pathways Without a Push-Pull Input" above). Second, both models are reasonably successful in predicting ganglion cell activity, but they differ substantially in the nature of the retinal processes suggested. For example, the horizontal cells provide a fast subtractive feedback to the cones in Wilson's model but a fast multiplicative feedback in the Shah & Levine model.
Psychophysical Models of Lower-Level Processing
In principle, all the models of the ganglion cell just described can be turned into models of lower-level processing by adding a cortical module (e.g. the CP and DM in Figure 1 ). In practice, only one of these retinal models has been so modified to predict psychophysical data (Wilson 1997) . In fact, there have been relatively few attempts to predict data from basic psychophysical paradigms with computational models of light adaptation. A number of studies have attempted to describe steady-state and flashed tvi data with models, but these were not computational in time. However, central to our concerns here, these static models were assumed, at least in part, to describe retinal mechanisms. Thus, they supply possible mechanisms to include in the retinal module of a computational model (e.g. see the section above on "The Probe-Flash Paradigm: Measures of the Dynamic Range"). Graham & Hood (1992b) modi-fied a class of these models to be computational and showed that it could not adequately predict the change in the TCSF with mean luminance. One of the earliest and most successful computational models was that of Sperling & Sondhi (1968) , which incorporated feedback and feedforward mechanisms to predict changes in the TCSF with mean luminance as well as some limited data from aperiodic paradigms (e.g. tvi paradigm). Graham & Hood (1992b) argued that this model and others from the periodic tradition could not predict data from the aperiodic tradition, in particular probe-flash data. They suggested that a model of the dynamics of light adaptation needed to incorporate elements of each class of models and that candidate models should meet the challenge of predicting data from both periodic and aperiodic traditions. Two recent studies attempted to meet this challenge and successfully predicted data from both periodic and aperiodic paradigms (von Wiegand et al 1996 , Wilson 1997 . However, the von Wiegand et al model cannot predict the data from the probed-sinewave paradigm . Wilson's model can, at least under limited conditions, predict these data , and, as discussed above, it is also a model of the ganglion cell response.
In fact, to my knowledge, Wilson's model is the only current model that fits the general form of Figure 1 . The retinal module was discussed above. The DM is a simple peak detector, and the CP is a simple low-pass filter as proposed by Lee et al (1990) . It remains to be seen which classes of psychophysical data this model will fail to predict.
SUMMARY AND FUTURE DIRECTIONS
How close are we to a computational model of light adaptation that predicts behavioral sensitivity based upon lower-level processing? The answer is: reasonably close. Although we are some distance from an accurate model of the inner workings of the retina, we are reasonably close to an adequate retinal module. An adequate retinal module is one that will predict the outputs of Mand P-ganglion cells for a wide range of temporal variations of both achromatic and chromatic lights. The current models do not allow for chromatic variations in light. However, it should be possible to incorporate what is known about cone absorption spectra and cone influence on ganglion cell responses into a computational model. How well these models will predict the data associated with lower-level processing by the psychophysicist remains to be seen. It is entirely possible that these models will account for the data from only a few behavioral paradigms. If so, by definition there would be a very small set of lower-level behaviors. However, even if this is the case, it should prove possible to make simplifying assumptions about cortical processing and to extend the predictions of a model to a larger range of spatiotemporal stimuli.
In any case, a model of lower-level processing will prove useful, if not necessary, if we are to develop computational models of higher-level processing. An adequate model of lower-level processing appears within our reach.
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