Abstract. In this paper, we prove two results concerning the long time behavior of two systems of reaction diffusion equations motivated by the S-I-R model in epidemic modeling. The results generalize and simplify previous approaches. In particular, we consider the presence of directed diffusions between the two species. The new system contains an ill-posed region for arbitrary parameters. Our result is established under the assumption of small initial data.
1.
Introduction. The purpose of this paper is to study the long time behavior of two reaction-diffusion systems motivated by the S-I-R model. To model the transmission of an epidemic, in 1927, Kermack and McKendrick [7] first provided a kinetic system in an unstructured population. In this model, the population is assumed to be subdivided into three classes: the susceptible (S), infective (I), and recovered (R) populations, the total population is constant and the sizes of the susceptible and infective populations evolve according to the following system S t = −αSI for t > 0, I t = αSI − γI for t > 0, where α and γ are positive constants. Many extensions incorporating, for example, age structure, time delays, spatial diffusion and variable infectivity have been considered (see, e.g., [1] , [2] , [4] , [6] ) during the past 80 years. In this paper, we focus on the models dealing with spatial issues.
In 1981, Webb [12] proposed a spatially inhomogeneous model in a bounded environment as follows        S t = k 1 ∆S − αSI for x ∈ Ω, t > 0, I t = k 2 ∆I + αSI − γI for x ∈ Ω, t > 0, ∂S ∂ν = ∂I ∂ν = 0 for x ∈ ∂Ω, t > 0, S(x, 0) = S 0 (x), I(x, 0) = I 0 (x) in Ω, (1) where ∆ = positive constants representing the diffusion rates of the susceptible (S) and infected (I) population densities respectively. The constant α represents the infection rate of the susceptible while γ represents the recovery or death rate of the infected. Moreover, the author analyzed the long time behavior of solutions to (1) with equal diffusion coefficients in the one-dimensional case. We generalize Webb's result to higher dimensions without any restriction on the diffusion coefficients.
Theorem 1.1. If 1 ≤ N ≤ 3 and the initial values S 0 (x) and I 0 (x) of (1) are both nonnegative and not identically zero, then there exists M ∈ (0, γ/α) such that,
Moreover, I(·, t) C(Ω) decays to zero exponentially.
Our second theorem concerns a modification of the above system by incorporating directed diffusion between the two species.
where l 1 , l 2 , l 3 , l 4 are positive constants.
There exists a constant c > 0 such that if initially
The key feature of the above system is the presence of diffusion fluxes depending on the population densities. While the terms l 1 (SS x ) x and l 2 (II x ) x enhance the smoothing effect of regular diffusions, the terms l 3 (SI x ) x and l 4 (IS x ) x on the other hand facilitate the repulsion between the two species. The main function behind these terms is that each type of species attempts to avoid high density of either its own or the other population. Thus this has the effect to avoid overcrowding. See [4, 5] for a discussion in the single species case. For systems with directed diffusion and general initial data, they might contain an ill-posed region. Thus care is needed in order to investigate long time behavior and even prove global in time existence of solutions. In the following, we explain intuitively the derivation of (3) and the ill-posedness phenomena.
1.1. Derivation of (3). Let {X i } i and {Y j } j be the position of individuals of the susceptible and infected species and S and I be some functions representing their population densities obtained by appropriate spatial averaging. Suppose that each of X i 's and Y j 's perform independent Brownian diffusion with drift given by the population densities:
The above means that each individual can sense the spatial variation of population densities and attempt to go downhill of the density functions. With the above, the key is to derive (continuum) equations for S and I as the number of particles goes to infinity. This is obtained by testing with smooth functions. Let ϕ be any smooth spatial function. By Ito's formula [11] , we have:
(where · refers to the quadratic variation of the process)
Integrating in time, we have:
Upon summing over all the X i 's and dividing by its total number N gives:
By Law of Large Numbers, as N −→ ∞, the empirical density 1 N i δ Xi(t) formally converges to the deterministic spatial density function S. Hence the above gives, for each smooth function ϕ, the following identity for S:
which is equivalent to the weak form of the first equation of (3). (In the above, , refers to the inner product between functions.) The equation for I can be obtained in a similar fashion. The above derivation can be made rigorous by using the general theory of particle representations of PDEs (see for example [8] ).
1.2.
Ill-posedness of (3). Here we indicate the ill-posedness phenomena of the system with general coefficients. Consider the linearization around a constant statē S andĪ keeping only the highest order derivative terms:
which is written in the following matrix form:
It is easy to see that the above system is well-posed if and only if the coefficient matrix has only eigenvalues with positive real parts. This is similar to the requirement that the diffusion coefficient for heat equation must be positive for wellposedness. This can also be seen more concretely by taking the Fourier transform of equation (6):
.
The imposed condition implies that the growth rates ofŜ andÎ do not increase as |ξ| −→ ∞. Now we compute the eigenvalues of the matrix:
which gives:
Hence we need
From the above, we notice that formally, the system is in general ill-posed, in particular when l 3 and l 4 are large. Nevertherless, it can still be well-posed (at the linearized level) ifS andĪ are small. This is the case on which we will concentrate in this paper.
This ill-posedness phenomenon also appears in the avoidance and overcrowding model considered in [9] . They study the following model:
where N = S + I + R denotes the total population and R denotes the recovered population. Using the condition (7), we see that it is ill-posed at any constant state. Let us state that the main contribution of the current paper is the simplicity of our approaches, compared with the abstract functional analysis setting using semi-group theory. (See [3] for a general survey about reaction diffusion equations and their long time behaviors.) We mainly employ energy estimates combined with maximum principle. The key element of our approach is the observation of the fact that I(x, t) dx −→ 0 as t −→ ∞. Several uses of embedding theorems imply convergence in higher order norms. This seems to be a novelty and might be useful in other systems arised in mathematical biology. In addition, we also generalize some earlier results. For example, the work [12] does not consider directed cross diffusion and requires the diffusion coefficients of the two species to be the same; the results in [10] about long time behaviors require a priori the uniform bounds of the solutions. The disadvantage of our approach appears to be that our results depend on spatial dimensions even though we believe this can be overcome by using higher order regularity and embedding theorems. But in order to make the key idea transparent, in this paper, we prove Theorem 1.1 and Theorem 1.2 for dimensions 1 ≤ N ≤ 3 and N = 1 respectively.
2. System without directed difussion. In this section, we study the large time behavior of the system (1). In the following, we use F (t) to denote the spatial average of a function F (x, t):
2.1. Preliminaries. By the maximum principle, it is easy to see that
Hence w.l.o.g., throughout this section, we always assume that S 0 (x) > 0 and I 0 (x) > 0 on Ω. For later convenience, denote
Since S t < k 1 ∆S for x ∈ Ω, t > 0 satisfying ∂S ∂ν = 0 for x ∈ ∂Ω, t > 0, it follows immediately from the maximum principle that
By integrating the first equation in the system (1) over the domain Ω, we have
This implies that S(t) decreases monotonically to a nonnegative constant M as t → +∞. Similarly, integrating the sum of the first two equations in the system (1) over the domain Ω gives
which yields the monotone convergence of S +I(t) as t → +∞. Therefore lim t→+∞ I(t) also exists. Moreover, by integrating (9) from 0 to t, we get
Letting t → +∞ in the above equation, the convergence of S + I(t) and I(t) guarantees that lim t→+∞ I(t) = 0. Let us first summarize the basic properties of the solutions S(x, t) and I(x, t) obtained from the above preliminary analysis as follows.
Next we provide a simple lemma which will be used frequently. 
where the constant λ > 0, g(t) > 0 and lim t→+∞ g(t) = 0, then lim t→+∞ h(t) = 0.
This lemma is rather standard. We include a proof here for the convenience of the readers.
Proof.
which implies that lim t→+∞ h(t) = 0. This is a contradiction. Thus there exists
Notice that for t ≥ T 2 ≥ T 1 , h (t) ≤ −λh(t) + . Hence by direct computation and (11), it is easy to obtain that for t ≥ T 2
2.2.
Proof of Theorem 1.1. First we state the main estimates for S(x, t) − M and I(x, t) derived in this paper.
Remark 1. It follows immediately from the Sobolev Embedding Theorem that for
and
where 0 < µ < 1/2 and the constant c is independent of t. Therefore,
Since the proof of Proposition 1 is quite lengthy, we will demonstrate it later and continue to prove Theorem 1.1 here.
Proof of Theorem 1.1. Suppose that M > γ/α, then because of the estimate (2), there exists T > 0 such that αS(x, t) − γ > 0 for x ∈ Ω, t ≥ T.
Thus from the second equation in the system (1), it is easy to see that
which implies that I(t) > I(T ) > 0 contradicting Lemma 2.1(c).
Let us first show that M < γ/α. Suppose that M = γ/α. Set w(x, t) = S(x, t) − M and rewrite the system (1) as follows
Integrating the first two equations in the above system over the domain Ω, we have w (t) = −αwI(t) − γI(t) for t > 0, I (t) = αwI(t) for t > 0. Then it follows from direct calculations that
where T > t > 0. Letting T → +∞, because of Lemma 2.1(b), (c), we have
Due to (13), we can apply L'Hôpital's rule to obtain lim t→+∞ w(t)
where the second equation holds because of (2). This positive limit guarantees that there exists T 1 > 0 such that w(t) > 0 for t > T 1 . Using the second equation in the system (12) again, we deduce that
Thanks to (2), we derive a contradiction by letting t → +∞ in the above inequality. Therefore M < γ/α is proved. Secondly, we will verify that I(·, t) C(Ω) decays to zero exponentially. Let θ = (γ − αM )/2. Since M < γ/α, θ > 0. Then due to (2), there exists T > 0 such that γ − αS(x, t) > θ, for t > T, and the equation satisfied by I(x, t) in the system (1) yields that
Now compare I(x, t) with the l(t) given by:
It follows from the maximum principle that
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Now it only remains to show that M > 0. Using the estimate (14), the equation satisfied by S(x, t) in the system (1) becomes
where c = αl(T ) exp(θT ). Similarly, compare S(x, t) with the function h(t) which satisfies
By the maximum principle, we have
While, at the same time, let us solve the initial value problem (15) for t > T .
Consequently,
Theorem 1.1 is thus proved.
The rest of this section is dedicated to the proof of Proposition 1. To better explain our idea, we divide our proof into several lemmas. The estimates of S(x, t)− M and I(x, t) are improved gradually during the presentation of these lemmas. For convenience, we always use c i and C i , i ≥ 1, to denote constants which are independent of x and t.
Proof. Denotew(x, t) = S(x, t) − S(t). Thenw(x, t) satisfies
with ∂w/∂ν = 0 for x ∈ ∂Ω, t > 0. (Note that S (t) = −αSI.) Multiplying this equation byw, integrating by parts and applying Cauchy-Schwarz inequality, we have 1 2
Then it follows easily from Lemma 2.1(c) and Lemma 2.2 that
Combined with Lemma 2.1(b), the lemma is proved.
The following lemma also holds for N ≥ 1.
Proof. Recall that I(x, t) satisfies
with ∂I/∂ν = 0 for x ∈ ∂Ω, t > 0. Standard calculations give that 1 2
Then, it follows from Lemma 2.1(a) that 1 2
Setting h(t) = I(·, t) W 1,2 (Ω) , the above inequality can be rewritten as
Choose θ = min{
N +2 } ∈ (0, 1). By Hölder's inequality, the Sobolev Embedding Theorem and the fact that I ≥ 0, we derive that
This, together with (16), yields that
Hence lim t→+∞ I(·, t) W 1,2 (Ω) = 0 follows again from Lemma 2.2. Next we prove the long time behavior regarding S(x, t). Consider w(x, t) = S(x, t) − M which satisfies
with ∂w/∂ν = 0 for x ∈ ∂Ω, t > 0. By direct computations again, we have 1 2
Since Lemma 2.1(a) tells us that w(x, t) is bounded, we have 1 2 Proof of Proposition 1. Using (17), it is routine to check that
We only have the boundedness of w due to Lemma 2.1(a), thus I(x, t) has to be kept in the last inequality above. Now let us put together all three terms Ω w 2 dx, Ω |∇w| 2 dx, Ω |∆w| 2 dx, and continue our calculations further.
In order to take care of the last term in the last inequality above, we restrict the dimensions of the domain Ω to 1 ≤ N ≤ 4. Then, it follows that
Together with Lemma 2.4, there exists T > 0 such that for t > T ,
Consequently, when t > T 1 2
which, combined with Lemmas 2.2 and 2.4, implies that
We can deal with I(x, t) by the similar procedure. For the convenience of the readers, we write down some calculations here, especially the parts which are different. Recall that I(x, t) satisfies
Then we have 1 2
, and then by applying Lemma 2.2, we deduce that
3. System with directed difussion. In this section, we study the large time behavior of the system (3) with directed diffusion in the one dimensional case.
As stated earlier, extra care is needed due to the possibility of ill-posedness of the system. In addition, in the current case we do not have the maximum principle at our disposal so that a priori we do not have S(·, t) L ∞ (Ω) < C < ∞ for all time.
Now we proceed to the proof of Theorem 1.2. First by applying similar arguments at the beginning of Section 2.1, we obtain the estimates for S and I.
and rewrite the system (3) as follows.
(Note again that S (t) = −αSI.) Using the system (18), it is routine to check that 
where k = min{k 1 , k 2 , γ} and
