This paper introduces an interesting property of the least third-order cumulant objective function. The property is that the solution is optimal when the gradients of Mean Squares error and third-order cumulant error are zero vectors. The optimal solutions are independent of the value of regularization parameter λ. Also, an adaptive regularization parameter selection method is derived to control the convergences of Mean Squares error and the cumulant error terms. The proposed selection method is able to tunnel through the sub-optimal solutions, of which the locations are controllable, via changing the value of the regularization parameter. Consequently, the least third-order cumulant method with the adaptive regularization parameter selection method is theoretically capable of estimating an optimal solution when it is applied to regression problems. 
Introduction
One of the burgeoning areas of artificial intelligence is neural networks, which are now widely applied in many science and engineering applications. Among the engineering applications, regression problems are one of the most popular areas in which neural based methodologies have produced remarkable performance such as time-series forecasting [12] , short-term electric load forecasting [4, 5] . In short-term electric load forecasting, neural networks based forecasting methods use electric load consumption profile, and weather information to forecast the coming few hours, or days electric load consumption. As a result, power engineers are able to make an appropriate system planning strategy. Despite all this success, an open problem in the training of multilayer perceptrons (MLPs) is the existence of sub-optimal solutions. The popular fast supervised learning algorithms for MLPs are generally of gradient descent type, such as conjugate-gradient and quasi-Newton methods [3] . The gradient descent type algorithms can be roughly classified as local search methods using local information, namely gradient and the Hessian matrix. Although the local search approach can converge to a solution efficiently, the network training process is vulnerable to being trapped in a sub-optimal solution. As a result, the property of a universal approximator can never be fully exploited. Only a sub-optimal function estimate is obtained. Apart from the local search methods, another approach called global search methods, such as simulated annealing [1] and genetic algorithms [8] , have been proposed to search for global minima over the whole error surface [6, 16] . The global search approach uses additional information from the terrain of the error surface. They do not suffer from the problem of being trapped in sub-optimal solutions. Basically, the global search methods introduce jumps when the MLP is stuck in a sub-optimal solution. However, to search a global minimum in a very high-dimensional weight space is an extremely timeconsuming procedure. Also, assimilating more terrain information about the error surface in the training process will inevitably sacrifice training time and increasing computation complexity. It is worth noting that these two approaches are aimed at general applications and are derived according to the Mean Squares (MS) error function. It is commonly believed that different types of applications should focus upon different aspects. Apparently, it is impossible to construct a universal objective function to cater for all, possibly conflicting, criteria of all different applications. On the other hand, heuristic information and a priori knowledge of a particular application are often crucial and decisive to the network performance, especially the generalization capability [2] . It is, however, that some of the heuristic information and a priori knowledge cannot be easily included in the network inputs and network architecture. As a result, the trained MLP networks are not always able to provide satisfactory performance because the training process under finite observable data is ill-posed. For example, the a priori information of noise distribution is crucial in regression problems such as time-series forecasting [12] . Also the distribution of weights is important to the generalization capability of MLPs [11, 19] .
In this paper, a novel third-order cumulant based learning algorithm is derived for estimating an optimal MLP to regression problems. The proposed cumulant based learning algorithm uses the least third-order cumulant method [12] which includes a third-order cumulant term in the conventional MS error function. The method is capable of enhancing the noise robustness of the network training as well as the generalization capability. The objective function is a regularized objective function which is expressed in the following form: 
is satisfied. Condition (1) is a trivial case. The network training is often expected to converge to the minima of this condition. Condition (2) may contribute to the introduction of another set of undesirable sub-optimal solutions. Also, the location of the sub-optimal solutions of condition (2) is significantly affected by the pre-selected value of λ. Hence, the selection of λ is one of the major issues in the regularization technique and is determinant in the performance of MLPs, especially in the generalization capability. In Section 3, an Adaptive Regularization Parameter Selection (ARPS) method is introduced to tackle this problem.
Although the sub-optimal solutions of condition (2) can be "bypassed" by adaptively changing the regularization parameter, there may exist sub-optimal solutions of condition (1) because of the non-quadratic objective function. The sub-optimal solutions of condition (1) are unable to be "bypassed" by the ARPS method because the condition does not depend upon the value of the regularization parameter. The universal approximation property cannot be fully exploited and only a sub-optimal function estimate is obtained. In this paper, an interesting property of the third-order cumulant based objective function is discussed when the objective function is applied to regression problems. The interesting property is that the solutions of condition (1) are the optimal solutions if certain assumptions, which will be addressed in this paper, are satisfied. The assumptions are often valid in most regression problems such as time-series forecasting. Hence, together with the ARPS method, it is sufficient that a gradient descent type optimization technique theoretically guarantees the convergence to an optimal solution on the error surface of the third-order cumulant objective function provided the assumptions are satisfied. This paper is organized as follows. In the next section, the least third-order cumulant (LTC) method is briefly described. Section 3 introduces the ARPS method. The interesting property of the objective function of LTC method is introduced in Section 4. In Section 5, simulation results are given to validate the proposed method. Finally, the conclusions of the paper are given.
Least third-order cumulant method
In real world data, additive noise may not be Gaussian distributed because the assumption of the MS error function. Depending upon the working conditions of the target system, the additive noise is often modeled by uniform, Gaussian, and Laplace distributions [17] which are symmetrical. In this respect, the network training based on the MS error function may introduce unsatisfactory network performance because the nonGaussian distributed noise is unable to be fully characterized by the MS error. An LTC objective function is introduced for the data perturbed by a symmetrically distributed nonGaussian additive noise. The LTC objective function is defined as
where E D {·} is the expected value over all patterns on the training data set D = {(x k , t k )}, k = 1, 2, . . ., n; Cum D {·} is the value of the cumulants over all patterns on D and is given by 
Firstly, the introduction of the third-order cumulant term is designed to improve the noise rebustness of the training process when the non-Gaussian data are perturbed by symmetrical distributed noise [12] . Secondly, the third-order cumulant term facilitates the training process because the cumulant term is capable of extracting more high-order information from the residual errors. Finally, as the residual errors in the early stage of the training process is often distributed in a non-symmetrical fashion, the cumulant term is able to extract more higher-order statistical information which has an effect of faciliating the initial training convergence. One can refer to the references [15] and [14] for further details.
We suppose F (x, W ) is a sufficiently general MLP to approximate the target system. Suppose an unknown function h(x) of the target system governs the mappings from the input vector x of dimension m to the output value y = h(x) such that the observed target value t is given by
where n is the additive noise perturbation with zero mean and finite variance. A finite number of samples from the target system is collected for network training. We assume that the data sample (x k , t k ) is independent and identically distributed. The noise perturbation n is also independent of the input x and the system output y. The analysis of the asymptotic condition of the LTC objective function is considered. When the size of the training set approaches to infinity, by substituting t
we have the LTC objective function
As n is independent of x and y, t − E{t | x} (= n) and
are independent of each other. We then have
Because the terms E{(t − E{t | x}) 2 } and Cum{(t − E{t | x}) 3 } are independent of the network weights W , the absolute minimum of the LTC objective function in Eq. (2.8) is at W * . According to the properties of third-order cumulant [14] , this corresponds to the following result 9) as the case of the MS error function, if t −E{t | x} is symmetrically distributed. Thus, when the output variable t or the noise perturbation n are symmetrically distributed, a maximum likelihood estimate F (x, W * ) can be obtained by applying the LTC objective function. Also, the signal-to-noise ratio of the third-order cumulant term is boosted because the term Cum{(t − E{t | x}) 3 } will be zero if the noise perturbation is symmetrically distributed. It is believed that the inclusion of the third-order cumulant term is capable of facilitating the network training because the term can extract more high-order information from the training data. Besides, as the residual errors in the early stage of the training process is often distributed in a non-symmetrical fashion, the cumulant term is able to extract more higher-order statistical information. This faciliates the initial training convergence. Now, we consider there is a finite data set D consisting of n patterns which is used to determined the F (x, W ) of the MLP. Consider the third-order cumulant of the error of the MLP F (x, W ) as an estimator of E{t | x} based on the finite data set D. The third-order cumulant of the error is defined by
We now substitute
in E D,Cum and we have
are independent of each other. Moreover, an MLP with a linear output node is commonly applied in regression problems. We can consider the output of the MLPŷ = F (x, W ) as a random variable which can be expressed in the form of
where {v i }, i = 1, 2, . . ., l, is the set of the random variables of the inputs of the output node of the MLP. According to the Central Limit Theorem [15] , the distribution of y approaches a Gaussian distribution as the number of hidden neurons increases. This enables us to assume that (
We then have
In other words, there is no bias/variance dilemma to the cumulant term in the LTC objective function when the size of the MLP is sufficiently large. Besides, the MS error function or the sum-of-squares error function is only in terms of the second-order moment which can sufficiently characterize all information of a Gaussian distribution. Second-order moments cannot distinguish between the Gaussian distribution and any other distributions having the same mean and variance. If the network training is based on the sum-of-squares error function, it is probable to have a non-Gaussian distributed residual error, e k = t k − F (x, W ), especially when the size of the training data is not sufficiently large. In other words, the trained network may probably overfit the training data. In contrast, the proposed LTC objective function is capable of not only characterizing a non-Gaussian distribution, but also measuring the skewness of the distribution. Consequently, the LTC objective function enables the network training to filter out the undesired functional estimates of which the residual error is asymmetrically distributed. The residual error is squeezed to be symmetrically distributed as much as possible. Thus, the trained network will be able to exhibit a high generalization capability when the output of the target system or the noise perturbation is symmetrically distributed.
Adaptive Regularization Parameter Selection (ARPS) method
From Eq. (2.1), there is a parameter λ in the definition of the LTC objective function. Generally speaking, λ determines the weighting of the penalty term and cannot be randomly selected. It is believed that the selection of λ depends upon the nature of data and the terrain of the error surface. It is difficult to determine the optimal λ experimentally. As the selection of λ is extremely crucial to the performance of the network training, this section introduces an adaptive λ selection mechanism to tackle the problems attributed to the sub-optimal solutions of condition (2) discussed in the introduction. Our proposed ARPS method consists of three main elements according to its functionality. The three functional elements are responsible to the following functions:
Stalling identification method identifies when the training process converges to a suboptimal solution that satisfies condition (2); λ selection scheme A selects an appropriate value of λ to ensure the training convergences of the M(W , D) and P (W , D) when the training process is not stuck into a sub-optimal solution that satisfies condition (2); λ selection scheme B selects an appropriate value of λ to ensure the training convergence of the M(W , D) when the training process may stall in the sub-optimal solution.
Based on their functions, the λ selection scheme A, on the one hand, guarantees the convergences of the M(W , D) and P (W , D) terms when there is no clue indicating the training process stall. This part can assure that the training process proceeds as smooth as possible. On the other hand, the λ selection scheme B will be applied to avoid the network training from stalling at a sub-optimal solution of condition (2) when the ARPS method identifies the training process is about to stall at the sub-optimal solution. Hence, within the plausible range of the λ, the ARPS method is capable of avoiding the training process from stalling at a sub-optimal solution of condition (2) . The detailed descriptions of the stalling identification method and the two λ selection schemes are given in the sections below.
Stalling identification method
From Eq. (1.2), the stalling situation of condition (2) 2) and the inner product between direction vectorsx = (
where x is the norm of the vector x which is given by
Hence, the value of the inner product x,ŷ signifies the likelihood of getting stuck in a sub-optimal solution of condition (2) . The criteria of the stalling identification method is according to the value of the inner product ∇ M, ∇ P . When the inner product is close to negative one, the training process almost stalls at a sub-optimal solution of condition (2) . In a brief summary, the mechanism of the stalling identification method is that the training process is classified as stalling when the inner product is less than a pre-selected threshold γ ; otherwise, the training process is considered as not stalling.
λ selection schemes A and B
Apart from the stalling identification method, the λ selection schemes are the other functional elements of paramount importance in the ARPS method. The rationale behind the λ selection schemes is that when the training process is classified as not stalling, a λ is selected to guarantee the convergences of the both M(W , D) and P (W , D) to maximize the effect of the regularization method. While the network training is about to stall, another λ is chosen to assure the convergence of the M(W , D) only. The P (W , D) may not further converge, or even diverge slightly. In other words, the ARPS method, on the one hand, breaks the tendency of getting stuck in the sub-optimal solution of condition (2) by means of changing the λ. On the other hand, all the sub-optimal solutions of condition (2) disappears momentarily because the training process is, at that instance, switched into a non-regularized type training. As a result, the network training may be able to tunnel through the sub-optimal solution.
In order to realize the above ideas, a set of λ selection criteria has to be derived and are obtained by means of the convergence analysis for the gradient descent type learning. The detailed derivation is reported in [13] . We assume that the plausible range of the λ for a particular application is in the interval (λ min , λ max ). Suppose the value of the inner product ∇ M, ∇ P is negative. We consider the sufficient condition for the convergence of the M(W , D) term. The change of M(W , D) is given by
Because the gradient descent type training technique is used in this study, the update step W is proportional to ∇H , viz. W = −η∇H where η is the learning rate. Using Taylor expansion, we have
Using Lyapunov method, the sufficient condition for the convergence of M(W , D) is given by
Similarly, the sufficient condition for the convergence of the P (W , D) term is
Consequently, to guarantee the convergences of the both M(W , D) and P (W , D) terms, the λ should be chosen in accordance with the following condition
when the inner product ∇M, ∇P is negative and greater than γ . Hence, in scheme A, we select the regularization parameter 10) when the value of the inner product ∇ M, ∇ P is negative. When the inner product is greater than zero, the λ remains unchanged because a positive λ assures the convergence. Similarly, to assure the convergence of the M (W , D) , the value of the λ can be selected from the interval below:
In scheme B, we choose the regularization parameter
Once the ARPS method is applied, the advantages of the regularization method are maximized and the problem of the sub-optimal solution of condition (2) is eliminated within the plausible range of λ. Hereafter, the algorithm outline of our ARPS method is summarized as follows:
(1) to initialize W 0 and λ 0 ; (2) W k+1 = W k + W k ; (3) if the training error is smaller than the presumed value, then stop; (4) if the training process is going to stall according to the stalling identification method, then jump to step (6); (5) to select λ k+1 based on scheme A and jump to step (2); (6) to select λ k+1 based on scheme B and jump to step (2).
Interesting property of LTC objective function
As mentioned in the previous section, the ARPS method can only tackle the problem of sub-optimal solutions of condition (2) . In general, there may exist sub-optimal solutions of condition (1) . Although many global learning algorithms have proposed to find an optimal solution on the error surface containing sub-optimal solutions, the network training often requires the training duration in terms of days or weeks under the platform of workstation level; the required training time is often prohibitively long for real-world applications. The reason behind such long training time is not difficult to perceive. These global learning algorithms were developed for general applications and objective functions. The characteristics of particular objective functions and applications which may facilitate the network training are not fully utilized. It is believed that utilizing the characteristics enables the network training to speed up and to converge to an optimal solution or a solution with an acceptable generalization error.
In this section, an interesting property of the LTC objective function in Eq. (2.1) is found when an MLP is applied to regression problems. Based on the property, theoretically, it is found that there is no sub-optimal solution of condition (1) . As a result, a gradient descent type algorithm is developed to search for an optimal solution. It is also advantageous to show that the training time is significantly reduced compared with the global learning algorithms. The detailed description of the property is shown below.
Suppose that a set of training pairs D = {(x k , t k )} is available and the training samples are assumed to be independent and identically distributed. Hence, the time-invariant unknown target system is represented by
where g(x k ) is the underlying regression function; η k is the noise perturbation which is zero mean, finite r-order cumulants, r = 2, 3. We assume that the underlying function g(x) belongs to the function class {F (x, W )}. In other words, the selected architecture of the MLP is sufficient to exactly mimic the unknown regression function g(x). Hence, the minimum mean square error optimal predictor of t k given x k is the conditional expectation
Because the unknown target system is time-invariant, the moments of the time-series {t k } can be approximated by the corresponding time average. Hence, we can suppose without loss of generality that there exists an optimal solution W * on the MS error surface such that, for all W ,
where E k {·} is the time average or the expectation over the time step k. Therefore, the underlying function g(x) can be exactly modeled by the best-fit MLP F (x, W * ) as follows: for all time steps k,
where the residual e * k is equal to the noise perturbation η k , i.e., e * k = η k . Then, we have, for all weight vectors W and time steps k,
and
where the residual e k is given by
The MS error can, then, be expressed as follows:
The interesting property of the LTC objective function is summarized in the following theorem. (H4) The target system is time-invariant. The proof of the theorem is detailed in Appendix A. Also, in order to have good network generalization, the above assumptions (H1) and (H2) are selected based on the rationale that the error, g(x k ) − F (x k , W * ), is negligible compared with the noise perturbation η k . For the simplicity of analysis, e * k is contributed by the noise perturbation which is independent and identical distributed with zero mean and finite variance.
In Eq. (2.1), the regularized objective function consists of two terms which are | Cum k {e 3 k }| and E k {e 2 k }. Hence, the gradient of H is zero only when (1) the gradients of E k {e 2 k } and Cum k {e 3 k } both vanish, or (2) the sum of the two gradients is zero, i.e.,
when the gradients of E k {e 2 k } and Cum k {e r k } are non-zero. Condition (1) is one of the situation that the algorithm finds a minimum. In accordance with Theorem 1, when the situation of condition (1) occurs, an optimal solution is found. Moreover, condition (2) is the condition of local minima when the Hessian matrix is semipositive. As seen in Eq. (4.9), there exists an additional controllable parameter λ affecting the condition and the location of a local minimum on the surface of H while the value of the λ does not change the location of the global minima. In other words, when a gradient type training algorithm gets stuck in a local minimum on the composite error surface of the LTC objective function, we can easily relocate the obstruction (local minimum) by just changing the value of λ. Theorem 1 implies that the locations of the optimal solutions in condition (1) do not change with λ. Consequently, a gradient descent type algorithm is able to drive the MLP converging to an optimal solution if λ is properly controlled by the ARPS method. Thus, the network training based on the LTC objective function is capable of converging to an optimal solution theoretically. In the practical situation, because of a finite number of available training data and training iterations, the network training can only converge to a solution close to one of the optimal solutions.
Simulation results
In this study, the proposed ARPS method was validated by applying it to two developed regularized type objective functions including weight decay (P (W , D) = i w 2 i ) [9, 11] , and weight elimination ( [10, 19] . The LTC method with ARPS method was also tested. The simulations were performed in off-line and batchmode fashion under a SUN Sparc 20 platform.
Sunspot series prediction
The prediction of the sunspot series is widely regarded as a benchmark test for most time-series forecasting. The data of noisy sunspot series is sampled from the real world. In this section, 3-layer MLPs were built to predict the sunspot series. We illustrate that a gradient descent type algorithm using the regularized objective functions is able to tunnel through the sub-optimal solutions of condition (2), when the ARPS method is applied. To have a fair comparison, the same set of initial weight vector was used throughout this study and the initial weight vector was randomized within the range between −0.5 and 0.5. Each simulation ran 30000 iterations and it is based on the condition with the learning rate of 0.1 and the momentum factor of 0.9.
The sunspot data (1700-1979) are divided into a training set (1700-1920) and two test sets, covering the periods of 1921-1955 (test 1) and 1956-1979 (test 2). The architecture of the MLP is identical to that used by Weigend et al. [19] , which has 12 inputs, 8 hidden units, and 1 output. The data of the sunspot series is normalized in the range between 0 and 1. The threshold γ is selected to be −0.6. The simulation results are summarized in Table 1 in terms of the normalized mean-squared error Figs. 1 and 2 show the comparison of the convergence property of the weight decay and weight elimination methods with different λ selection conditions. It is observed that the network training stalled at a sub-optimal solution when λ was fixed. When the ARPS method was applied, the network training converged to a much lower training error level. Figs. 3 and 4 illustrate that when a fixed Fig. 1 . Comparison of the convergence curves of the weight decay method using fixed λ and the ARPS method in sunspot series prediction. Fig. 2 . Comparison of the convergence curves of the weight elimination method using fixed λ and the ARPS method in sunspot series prediction. Fig. 3 . Comparison of the changes of the normalized inner product of the weight decay method using fixed λ and the ARPS method in sunspot series prediction. Fig. 4 . Comparison of the changes of the normalized inner product of the weight elimination method using fixed λ and the ARPS method in sunspot series prediction. λ was used, the value of the inner product ∇ M, ∇ P converged to −1. It manifests that, according to the normalized inner product test, the training processes were stuck at the suboptimal solutions of condition (2) when λ was fixed. When the ARPS method was applied, the value of inner product ∇ M, ∇ P approached to the value of the threshold γ and did not stick to −1. These results substantiate that the proposed λ selection schemes A and B can effectively prevent the network training from getting stuck at a sub-optimal solution of condition (2) and the stalling identification scheme can also detect the stalling in priori. The ARPS method enables the network training not to be stuck at sub-optimal solutions of condition (2) . Fig. 5 shows that the LTC method with the ARPS method converge to the error level comparable to those of the weight decay and weight elimination methods with ARPS method. Also, Fig. 6 illustrates that the network training was not stuck at the suboptimal solutions of condition (2) . Table 1 summarizes the normalized mean-squared errors (NMSEs) of the simulations. Clearly, the overall performance enhancement due to the ARPS method is in terms of not only the training errors but also the test errors. Compared with the results reported in [7] , our obtained result of NMSE = 0.1753 in the test set 2 is significantly lower than the best result obtained by TAR method. These results corroborate that the ARPS method is capable of maximizing the effect of the regularization method in enhancement of the generalization capability. The ARPS method enables the training process not to stall at a large number of the sub-optimal solutions of condition (2) . Also, Table 1 shows that the LTC method working together with the proposed ARPS is able to deliver better results in the training set and the test set 1. A comparable result in the test set 2 was obtained. It indicates that using the LTC method together with the ARPS method enables the network training process to converge to a solution much closer to one of the optimal solutions.
Far-infrared laser behavior prediction
The chaotic behavior of a Far-Infrared (FIR) laser was demonstrated as example of a realization of the Lorenz-Haken model [18] . This data set of the FIR laser from the Santa Fe time-series competition data set is a well-known benchmark data for time-series prediction. In this section, one thousand points of FIR laser data were used for training and the following 100 points were used as test set. An MLP with 3 inputs, 20 hidden units and 1 output was applied as an FIR laser behavior predictor (one-step ahead). The ARPS method was also validated by applying it to weight decay and weight elimination methods. The threshold γ is selected to be −0.6. The same set of initial weight vector was used throughout this study and the initial weight vector was randomized within the range between −0.5 and 0.5. Each simulation ran 30000 iterations. The learning rate of 0.1 and the momentum factor of 0.5 were used. In this paper, a direct forecast prediction was applied instead of an iterative forecast prediction [18] because the proposed method is not yet derived for such feedback type network. The overall simulation results tabulated in Table 2 are in terms of NMSE. Figs. 7 and 8 illustrate that the network training stalled at a sub-optimal solution when λ was fixed when weight decay and weight elimination methods were used. When the ARPS method was applied, the network training can converge to a much lower training error. Figs. 9 and 10 illustrate that when a fixed λ was used, the training processes were stuck at the sub-optimal solutions of condition (2) . When the Fig. 7 . Comparison of the convergence curves of the weight decay method using fixed λ and the ARPS method in FIR laser behavior prediction. Fig. 8 . Comparison of the convergence curves of the weight elimination method using fixed λ and the ARPS method in FIR laser behavior prediction. ARPS method was applied, the value of inner product ∇ M, ∇ P did not stick to −1. These results substantiates that the λ selection schemes A and B can effectively prevent the network training from getting stuck at a sub-optimal solution of condition (2) and the stalling identification scheme can also detect the stalling in priori. Consequently, the ARPS method enables the network training not to be stuck at sub-optimal solutions of condition (2) . Fig. 11 shows that the LTC method with the ARPS method can converge to a lower error level to those of the weight decay and weight elimination methods with ARPS method. Also, Fig. 12 illustrates that the network training was not stuck at the sub-optimal solutions of condition (2). Furthermore, Table 2 summarizes the normalized root-meansquared errors of the simulations. The result enhancement due to the ARPS method is in terms of not only the training errors but also the test errors. These results corroborates that the ARPS method is capable of maximizing the effect of the regularization method in enhancement of the generalization capability. The ARPS method enables the training process not to stall at a large number of the sub-optimal solutions of condition (2) . Besides, comparing with the results using connectionist models reported in the Santa Fe competition [18] , the LTC with ARPS method enables an MLP to have a better generalization capability.
Synthetic function mapping
We present the results of applying the LTC objective function to a synthetic generated data set by the following trigonometric function
The independent variable x was uniformly generated on the range from −1 to 1. A 3-layer MLP with 20 hidden units was used in this study. Two collections of the data were generated. The training set possesses 200 samples and the test set has another 200 samples.
In this study, we illustrate that a gradient descent type algorithm using the regularized objective functions is able to tunnel through the sub-optimal solutions of condition (2), Fig. 9 . Comparison of the changes of the normalized inner product of the weight decay method using fixed λ and the ARPS method in FIR laser behavior prediction. when the ARPS method is applied. To have a fair comparison, the same set of initial weight vector was used throughout this study and the initial weight vector was randomized within the range between −0.5 and 0.5. Each simulation ran 30000 iterations which is all based on the condition of the learning rate of 0.1 and the momentum factor of 0.9. The threshold γ is selected to be −0.6. The simulation results are summarized in Table 3 . It shows that the ARPS method can significantly enhance the network performance in terms of training error and test error when the weight decay and weight elimination methods were applied. Figs. 13 and 14 show the comparison of the convergence property of the two methods when the λ is fixed and λ is adaptively changed based on the ARPS method. It is observed that the network training stalled at a sub-optimal solution when λ was fixed. When the ARPS method was applied, the network training can converge to a much lower training error. Figs. 15 and 16 illustrate that when a fixed λ was used, the value of the inner product ∇ M, ∇ P converged to −1. It demonstrates that, according to the normalized inner product test, the training processes were stuck at the sub-optimal solutions of condition (2) when λ was fixed. When the ARPS method was applied, the value of inner product ∇ M, ∇ P approached to the value of the threshold γ and did not stick to −1. These results substantiate that the λ selection schemes A and B can effectively prevent the network training from getting stuck at a sub-optimal solution of condition (2) . It is also clear that the stalling identification scheme is able to detect the stalling in priori. Consequently, The ARPS method enables the network training not to be stuck at suboptimal solutions of condition (2) . The interesting property of the LTC objective function was validated by applying the LTC method with the ARPS method to approximate the synthetic function. Ten Monte Carlo runs were performed with different initial weights which were randomly generated within the range between −0.5 and 0.5. Each Monte Carlo run was performed under the condition of the learning rate of 0.1 and the momentum factor of 0.9. The threshold γ is selected to be −0.6. The simulation results are tabulated in Table 4 , which indicates that the network training is able to converge to a very low training error and comparably low test error. The deviation in the errors over the Monte Carlo runs is rather small compared to the training errors. Fig. 17 illustrates the convergence curves of the network training. From the figure, it is observed that there is no observable sign showing the training being stuck, whilst there is a tendency of converging to a lower error level. This result indirectly substantiates that the network training using LTC objective function together with ARPS method does not get stuck at sub-optimal solutions of conditions (1) and (2). Figs. 18-20 illustrate the distributions of the magnitude of the weights of the MLP in the 10 runs. Fig. 18 shows the distributions of the sorted magnitude of the hidden layer weights in the 10 runs. The result indicates that there are only two dominant weights. Fig. 19 shows the distribution of the sorted magnitude of the hidden layer biases in the 10 runs. The result also indicates that there are only two dominant weights. These results align with the synthetic function which can be approximated by an MLP with 2 hidden neurons. Fig. 20 illustrates the distribution of the sorted magnitude of the output layer bias in the 10 runs. The figure indicates that the magnitude of the output layer bias in the 10 runs were close to the constant term in Eq. (5.2). These simulation results substantiate that the LTC objective function based algorithm with ARPS method is capable of converging to an optimal solution.
Concluding remarks
This paper introduced the property of the least third-order cumulant objective function when the objective function is applied to regression problems. The property is that the solution is optimal when ∇E k {e 2 k } and ∇ Cum k {e 3 k } are zero vectors. The optimal solutions are independent to the value of regularization parameter λ. Nonetheless, λ determines the weighting of the penalty term and cannot be randomly selected. It is believed that the selection of λ depends upon the nature of data and the terrain of the error surface. It is difficult to determine the optimal λ experimentally. Also, there exists sub-optimal solutions when the sum of the nonzero ∇E k {e 2 k } and ∇ Cum k {e 3 k } is a zero vector. The locations of the sub-optimal solutions are controllable via the value of the regularization parameter. Hence, an adaptive regularization parameter selection method was developed to control the convergences of E k {e 2 k } and |Cum k {e 3 k }| terms. The adaptive regularization parameter selection method is capable of relocating the "obstruction" by adjusting the value of the regularization parameter, when a gradient type training algorithm is about to get stuck in the sub-optimal solution. Consequently, the least third-order cumulant method with the adaptive regularization parameter selection method is theoretically capable of estimating an optimal solution. 
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