Abstract. We consider the distribution of the largest prime divisor of the integers in the interval [2, x], and investigate in particular the mode of this distribution, the prime number(s) which show up most often in this list. In addition to giving an asymptotic formula for this mode as x tends to infinity, we look at the set of those prime numbers which, for some value of x, occur most frequently as the largest prime divisor of the integers in the interval [2, x]. We find that many prime numbers never have this property. We compare the set of "popular primes," those primes which are at some point the mode, to other interesting subsets of the prime numbers. Finally, we apply the techniques developed to a similar problem which arises in the analysis of factoring algorithms.
Introduction
Let P (n) denote the largest prime divisor of an integer n ≥ 2. The distribution of the values of this function as n ranges over the interval [2, x] has been considered by several authors. Alladi and Erdős [2] investigated the average order of P (n) (as well as the average order of the k-th largest prime factor) and showed that 1
This fact was later shown by Kemeny [10] using different methods, and improved upon by De Koninck and Ivić, who showed that there exist constants d 1 , d 2 . . . such that for any m ≥ 1,
uniformly in m. Naslund [11] worked out the values of the constants in this expression, in particular
The median value, M (x), of P (n) as n ranges over the integers in [2, x] was considered by Selfridge and Wunderlich [20] who noted that M (x) = x 1 √ e +o (1) . The result itself is much older, however, and was essentially Vinogradov's trick for extending the usefulness of character sums. Naslund [12] shows that this median value is given more accurately by
where the c i are computable constants. Note that the median value grows substantially slower than the mean value, which indicates that the distribution is skewed strongly to the right. De Koninck [4] shows that a mode of this distribution (note that the mode need not necessarily be unique), corresponding to a prime number 2010 Mathematics Subject Classification. 11N25. 1 which occurs with maximal frequency as the largest prime divisor of the integers in [2, x] , grows even slower still, slower than any power of x. More precisely, he shows the mode is given by e 1 2 log x(log log x+log log log x+O(1)) (5) though in his result the O(1) term is incorrectly given as being o (1) . In what follows, we will say that a prime p is popular on the interval [2, x] if no prime occurs more frequently than p as the largest prime divisor of the integers in that interval. While the asymptotic behaviors of the mean and median values of this distribution, as in (2) and (4) , are well understood, the relative error term in (5) is quite large. The primary goal of this paper is to improve (5) and in particular give the following asymptotic formula, which we prove in Section 4. Using this we also give an asymptotic expression for the frequency with which the mode value occurs, improving the approximation given in [4, Theorem 1]. [2, x] , then the number of integers n ∈ [2, x] for which P (n) = p is given asymptotically by
Theorem 1.2. If p is popular on the interval
In [5] De Koninck and Sweeney consider further the frequency with which prime numbers occur as the largest prime divisor on the interval [2, x] . They note that for a fixed value of x there exists an initial interval [2, f (x)] of primes, p on which the frequency with which p = P (n), monotonically increases at each prime, an intermediate range, (f (x), g(x)) where the behavior is oscillatory, and a final interval [g(x), x] on which it monotonically decreases. They show that for sufficiently large x, f (x) ≤ √ log x and g(x) ≥ √ x. Clearly the mode value lies somewhere in the intermediate interval.
The oscillatory behavior and the exact value of the mode depends on the spacing and gaps between the primes near this peak value. Somewhat surprisingly one finds that there are primes which are not popular on any interval [2, x] , and experimentally it appears that in fact most primes are not. We therefore define a prime to be a popular prime if it is popular on an interval [2, x] for some value of x. In Section 5 we investigate further this subset of the primes. Clearly there must be infinitely many popular primes. We are able to show that there is also a positive proportion of prime numbers which are not popular. To do this we show that the average prime spacing between popular primes cannot be too small. We prove a more general result which implies the following bound on their spacing. Theorem 1.3. Given any two sufficiently large consecutive primes, p < q, if the gap between them, q − p, is less than 0.153 log p, then p is not a popular prime.
We then combine this with a consequence of the GPY sieve [6] which shows that a positive proportion of prime gaps are smaller than that. In Section 6 we present data on the prime numbers which, for some value of x ≤ ×10 14 , appear most frequently as the largest prime divisors of the integers in [2, x] . We compare these values to other subsets of the prime numbers, in particular the "convex primes," the set of those prime numbers numbers, p n , which form the vertices of the boundary of the convex hull of the points (n, p n ) in the plane, considered by Pomerance [13] and recently by Tutaj [19] . Within the range of our computations the convex primes are a subset of the popular primes.
Finally we apply the methods developed in this paper to another problem which turns out to be closely related to ours, the analysis of the running time of factoring algorithms. A key step in several algorithms for factoring integers (including Dixon's random squares algorithm, the quadratic sieve and the number field sieve) requires generating a pseudorandom sequence of integers a 1 , a 2 , . . . until a subset of the a i 's has product equal to a square. Pomerance [14] notes that in the (usually heuristic) analysis of these algorithms one can assume that the pseudo-random sequence a 1 , a 2 , . . . is close enough to random that one can make predictions using this assumption, and thus the analysis of this step of these algorithms can be captured by the following question.
Pomerance's Problem. Select positive integers a 1 , a 2 , . . . ≤ x independently at random (each integer is chosen with probability 1/x) until some subsequence of the a i 's has product equal to a square. When this occurs, we say that the sequence has a square dependence. What is the expected stopping time of this process?
Pomerance [15] showed for any ǫ > 0 that as x → ∞ the probability that this stopping time lies in the interval exp (1 − ǫ) 2 log x log log x , exp (1 + ǫ) 2 log x log log x tends to 1. Croot, Granville, Pemantle and Tetali [3] showed that the interval can be taken to be ( Theorem 1.5. For a given value of x, the value of h(x), the maximum value of
π(y) for y < x is given asymptotically by
the same expression as (6).
Smooth Numbers
These results rely on careful estimates for the counts of smooth numbers, those integers whose prime factors are all less than some bound. In particular a number is called y-smooth if all of its prime factors are at most y. We will denote by Ψ(x, y) the count of the y-smooth numbers up to x. We are specifically interested in the count of the number of integers up to x whose largest prime 3 factor is the prime p. This count is given by Ψ x p , p since each integer up to x whose largest prime divisor is p can be written uniquely as p times a p-smooth number that is at most x/p.
The function Ψ(x, y) has been well studied over the course of the last century. From Hildebrand [9] we know that for each ǫ > 0, x > 2 and exp (log log x) 5/3+ǫ < y < x,
where u = log x log y and ρ(u), the Dickman rho function, is the continuous solution to the differential delay equation
with the initial condition ρ(u) = 1, (0 ≤ u ≤ 1). It was shown by Alladi [1] that as u → ∞,
Here γ is the Euler-Mascheroni constant and ξ(u) denotes the unique positive solution to the equation
which is given approximately by ξ(u) = log u + log log u + O log log u log u .
It will be useful later to note that
Saias [16] gives an approximation for Ψ(x, y) which, while better than Hildebrand's result, is somewhat more cumbersome to work with. Defining
then the approximation
holds in the same range as Hildebrand's result. Assuming the Riemann Hypothesis, this can be improved to
Saias also shows that the asymptotic expansion
where the a j are the coefficients for the Taylor series of (s − 1)ζ(s)/s around s = 1, holds uniformly for x ≥ 2, (log x) 1+ǫ < y ≤ x as long as
. We will use extensively Saias' expansion in the case k = 1. In particular, the constants a 0 and a 1 are given by a 0 = 1 and a 1 = γ − 1 so that if we define
holds in the same range as (7) . In order to make use of Saias' improved approximation we will also require a better approximation of ρ(u). Both Smida [17] and Xuan [21] have given improved approximations in which the
is replaced by a series involving negative powers of u and ξ(u). Xuan shows that for any fixed integer N ,
where the b i,j are constants and the series is uniformly convergent. We will only be using his result in the case that N = 1. Smida's work, which is done in greater generality for a family of differential difference equations like Dickman's function, shows that b 1,0 = − 1 12 . Finally, Hildebrand [8, Theorem 3] gives an upper bound for the number of smooth integers in short intervals which we will useful. Uniformly for x > y > 2, 1 ≤ z ≤ x we have
Dickman's Function
The approximation
is common in the literature. (See for example [18, Section III.5 Corollary 8.3].) We will need a slightly stronger form obtained using the work of Smida and Xuan.
Lemma 3.1. For u ≥ 1 and any v ≪ 1 the function ρ(u) satisfies
In particular when v = −1,
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Proof. By implicit differentiation of the functional equation e ξ(u) = 1 + uξ(u) we find that
that
and that ξ ′′′ (u) ∼ 1/u 3 . Also,
Now, using equation (15) with N = 1, along with (12) and the approximation
we find that
Here we have used the Taylor expansions for √ 1 + x and e x around x = 0. Finally, using equations (20) and (22) we have
In the specific case v = −1, we have that e ξ(u) = 1 + uξ(u), and so
We can use Lemma 3.1 to obtain a good approximation for the derivative of ρ(u).
Proof. Using the differential difference equation for ρ(u) and Lemma 3.1 we have
The most popular largest prime divisor
For x ≥ 2 we say that a prime p is popular on the interval [2, x] if no prime occurs more frequently than p as the largest prime divisor of the integers in that interval. In the case of a tie we will say that any prime which occurs a maximal number of times is popular. The following theorem, Theorem 1.1 in the introduction, makes use of Saias' approximation (14). In particular, this result implies that for each ǫ > 0, x > 4, p ≥ 2 and exp (log log x) 5/3+ǫ < p <
Theorem 4.1. If the prime p is popular on the interval [2, x] then p satisfies
where ν(x) is the solution to the implicitly defined equation ν(x) = ξ log x ν(x) − 1 and is given approximately by
Proof. By using the functional equation (10) for ξ(u), we can rewrite the equation for ν(x) as the solution to e ν(x) = 1 + ν(x) log x − ν(x) (27) which can be approximated using standard asymptotic techniques to yield the rough approximation above.
The proof proceeds in three steps, each giving better bounds for any prime that is popular on the interval [2, x] . We show first that as x → ∞, if p is popular on [2, x] , then p satisfies
Next, we show that
and finally that the approximation (25) holds. To see that Ψ x p , p is maximized near (28), we first set
and let
If p ′ is the greatest prime less than or equal to P 0 then Ψ
, P 0 , for some prime q, then q is not popular on [2, x] . Note that by definition ν(x) = ξ(u 0 ). We then compute, using (7) as well as (9) that
for sufficiently large x. Using the elementary estimate Ψ (x, y) ≪ x exp − log x 2 log y , x ≥ y ≥ 2, (see [18, Section III.5 Theorem 1]) we see that for any ǫ > 0 and sufficiently large x that if
which is asymptotically less than (30). Similarly, if q > exp (2 + ǫ) ν(x) log x , then trivially
which proves (28). We can thus assume without loss of generality in the following that a prime popular on [2, x] must lie in the range where Hildebrand's approximation (7) holds, which we now use along with (9) and (12) to prove (29). Suppose q is a prime lying in the interval (28), also satisfying
We will show that for sufficiently large x, Ψ
, q which means that some other prime occurs more frequently than q as the largest prime divisor on the interval [2, x] , which will then imply (29) because ν(x) = O(log log x).
Letting u q = log x log q − 1 and, as before, u 0 = log x log P 0 − 1 = log x ν(x) − 1, we have, using (9) and (12) that
First, if q < P 0 then u 0 < u q and so, using (20) we know that
Because ξ(u 0 ) = ξ log x log P 0
log x , we can rewrite the exponent above as log q − log P 0 + log
Differentiating this with respect to log q gives 1 −
, which is negative for all q < P 0 , and so, as a function of q, (35) is strictly decreasing for all q < P 0 . Thus, in our situation, (34) is minimized when log P 0 − log q = 2ν(x) in which case it equals exp −2ν(x) + log P 0 log P 0
. This is not only greater than 1, but also asymptotically greater than the error term of (33), and so we can conclude that the ratio there is strictly greater than 1, for sufficiently large x. Therefore some other prime occurs more frequently than q as the largest prime divison on [2, x] . If instead, q > P 0 , we have u q < u 0 which means
ξ ′ (uq) < 1, and so a little more care is required. Let δ = u 0 − u q . Because log q − log P 0 > 2ν(x), we will have that
for sufficiently large x. Also, from (28), we may assume that for any fixed 0 < ǫ < 1 2 and sufficiently large x, log q < (2 + ǫ) log P 0 and so
In this case we can use (20) to approximate
.
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If we now use the somewhat more precise approximation
we have that the main term of (33) is greater than
We now consider the term
using (20) . Using (36) we see that when δ > √ u 0 this expression is greater than 
which is greater than 1 for sufficiently large x since δ > 2. Since this term (38) can now be ignored in inequality (37) we are left with the same inequality (34) as in the first case, and essentially the same analysis shows that the ratio is again greater than 1. This proves equation (29). In order to prove the theorem, we will now need to use the more precise approximation (14). In particular we have, using that u = log x log p − 1 and that p is in the interval described in (28),
Let c be a parameter,
and u s = log x log s − 1. In the following we will optimize the value of c as a function of x, however, from (32), we can assume without loss of generality that |c| ≤ 2. In particular, we would like to choose c so as to maximize the ratio
Now, since
and so, using Lemma 3.1, and the fact that ν(x) = ξ(u 0 ),
Also, we see that the final term of (42) can be ignored since
Using (44) and (45) in the ratio (42) we have that
and so maximizing this ratio is equivalent to maximizing the polynomial expression in c appearing in the exponent. After rescaling by dividing out a factor of ν(x)
which is maximized by some c satisfying
Using this expression for c in (41), we see that the ratio (42) is maximized when s satisfies the expression given in (25).
We can use this result to give an asymptotic for the number of times that a prime which is popular on [2, x] appears as the largest prime divisor of an integer on that interval, which we denote by C(x), thus giving the height of the peak of the distribution of P (n) on the interval [2, x] . (Note that if multiple primes are popular on [2, x] , they occur the same number of times on that interval, so the function C(x) is well defined for all x.) This theorem is Theorem 1.2 in the introduction. [2, x] , then C(x), the count of integers n ∈ [2, x] for which P (n) = p, is given asymptotically by
Theorem 4.2. If p is popular on the interval
Proof. We know from the above theorem that if p is popular on [2, x] then
Using (7),
where
Now,
so, using (9), along with (20) we see that
. (54) Combining this with (50) and (51) we have that
where we have also used (27) to see that e ν(x)/2 = (ν(x) log x) 1/4 + O ν(x) 3/4 (log x) 1/4 . Note that, asymptotically,
, and so the expression in (49) is given approximately by x exp − 2 log x (log log x + log log log x − (2 + log 2) + o(1))
which is the estimate given in [4, Theorem 1].
Popular primes
Having seen that the value of any prime which is popular on the interval [2, x] tends, slowly, to infinity and takes on prime values, one might expect that every prime number is popular on some such interval. This turns out not to be the case. We define a popular prime to be a prime number which is popular on some such interval [2, x] .
In what follows we will see that not only are there prime numbers which are not popular, but in fact there is a positive proportion of primes which are not popular. First however, we use Theorem 4.1 to give a lower bound for their count.
Corollary 5.1. There exists an absolute positive constant C such that the count of of the popular primes up to x, for x > 10, is at least C log 3/2 x √ log log x .
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Proof. Theorem 4.1 implies that there exists an absolute constant C ′ such that for any popular prime, p, popular on the interval [2, x ′ ], there exists another popular prime in the interval
Setting y = p we have log y = √ log x ′ log log x ′ + O (1), and so we see that for a suitably large choice of C ′′ and any y there is a popular prime in the interval y, y 1 + C ′′ log log y log y .
If we restrict to counting popular primes appearing in [x 1/2 , x] in intervals of the form (57) where y is greater than x 1/2 , then we may assume that 1 + C ′′ log log y log y ≥ 1 + C ′′′ log log x log x for yet another constant C ′′′ . The number of non-overlapping intervals of the form y, y 1 + C ′′′ log log x log x between x 1/2 and x is 1 2 log x log 1 + C ′′′ log log x log x ≫ log 3/2 x √ log log x (58)
Using (20) to see that
and, from the functional equation (27) for ν(x), that
we can conclude, by combining (68) and (69), and using (17) that
As a corollary, we see that for any sufficiently large pair of twin primes, or consecutive primes with any fixed gap, the smaller of the pair will never be a popular prime. In fact, approximating ρ(2)/2 = 0.153 . . . we have the following stronger result, which is Theorem 1 in the introduction.
Corollary 5.4. Given any two sufficiently large consecutive primes, p < q, if the gap between them, q − p, is less than 0.153 log p, then p is not a popular prime.
Goldston, Pintz and Yıldırım [6] have shown that for any fixed η, there is a positive proportion of prime numbers, p, which are followed by a gap less than η log p, which means we can conclude the following, Corollary 1.4 from the introduction, as well. Note that if we assume that the smooth numbers are regularly distributed in all of the short intervals that we are concerned with in the proof of Theorem 5.3 we can do much better. Assuming, as is widely conjectured, that
for y ∼ exp ν(x) log x + 1 4 and z > x/y 2 , we could show, by the method of Theorem 5.3, that the average gap between any two popular primes p and q, p < q, must be asymptotically equal to log q, and thus that the popular primes have relative density 0 among the primes.
Computations and the Convex Primes
Compiling a list of the popular primes is computationally difficult, as it requires counting all of the largest prime divisors of integers up to relatively large values of x compared to the popular primes themselves. The first few popular primes (popular on some interval [2, x] for some x ≤70,000,000,000,000) and the integer x for which they were first popular on the interval [2, x] are given in the table below. Note that thus far no prime has been a popular prime without being the uniquely popular prime on some such interval. Further, the table gives the count of the number of times the prime occurs as the largest prime divisor of an integer in the interval [2, x] .
Using the best known error term for the prime number theorem, Pomerance claims that there are at least exp(c(log x) 3/5−ǫ ) convex primes up to x for any ǫ > 0 and some constant c > 0. Assuming the Riemann hypothesis gives at least c ′ x 1/4 / log 3/2 x convex primes. The values of the popular primes computed above are a superset of the convex primes: all of the convex primes less than 3000 are also popular. Furthermore, all of those primes, p n , where the point (n, p n ) lies on the boundary of the convex hull but is not a vertex point of it (namely 5, 13, 23, 31 and 43) are popular as well. The popular primes 83, 109, 773, 1109, 2143, 2399, 2477, 2861, 2971, 3023, 3041, 3049, 3089, 3137 and 3373 correspond to points on the interior of the convex hull, however.
Both convex primes and popular primes are more likely to be found after a run of densely packed primes, and prior to a larger than average gap betwen primes, which partially justifies the connection. If one assumes that the convex primes continue to be a subset of the popular primes, then we would expect the count of the popular primes up to x to be at least x 1/4 / log 3/2 x, substantially better than what we are able to prove in Corollary 5.1. In a forthcoming paper we will further discuss the convex primes, including a significantly improved upper bound for their count.
Optimization of factoring algorithms: making squares
As mentioned in the introduction, the analysis done here is closely related to a key step in the analysis of the running time of a variety of factoring algorithms. In particular, one wishes to choose an optimal smoothness bound y so as to minimize the number of random integers that must be chosen from the interval [1, x] before the product of some subset of the integers chosen at random is a square. When some subset of the integers has this property we say that the set has a square dependence. Since the probability an integer chosen at random from the interval [1, x] is y-smooth is x Ψ(x,y) , and any set of π(y)+ 1 y-smooth integers contains a square dependence, it is advantageous to pick a value of y which minimizes the expression xπ(y) Ψ(x,y) , or equivalently maximizes
The analysis of the maximum value of Ψ(x,y) y is highly similar to the analysis of the peak value of Ψ log p , rather than that value shifted by one. One thus finds that after suitably modifying the implicitly defined function ν(x) used in the proof, replacing it instead with the function ω(x) = ξ ω(x) log x , which satisfies the functional equation
and, like ν(x) is given approximately by
as x → ∞, the exact same analysis goes through and one obtains the following.
Theorem 7.1. If, for a given value of x, the prime p maximizes the expression
19
Comparing the functions ν(x) and ω(x), we find that
We can use this to restate Theorem 7.1 in terms of the function ν(x) for comparison to Theorem 4.1.
Corollary 7.2. If, for a given value of x, the prime p maximizes the expression
Proof. Using (78), we see that
Using this approximation in (77) the result follows.
The method of proof can also be adapted to maximize the function Ψ(x,y) π(y) , which is slightly more relevant to the optimization of these factoring algorithms. Using the approximation π(y) = we find that again, the analysis is nearly identical to that of Theorem 4.1 with the function ω(x) used in place of ν(x). However, instead of equation (42), we find that we are maximizing the ratio
where u 0 and u s have been suitably modified.
As before, the term 1 +
can be absorbed into the error term, however the additional ratio of in the exponent of (46).
20
As a result, when we maximize c, we find that it now occurs for some c satisfying 
Thus we can conclude the following asymptotic, usefull in determining the optimal smoothness bound for use in integer factorization. 
Note that (83) implies that in the limit as x → ∞, the ratio of the prime, p, which maximizes Ψ(x,p) π(p) to a prime popular on [2, x] tends to e.
Having estimated the value of y which maximizes Ψ(x,y) π(y) relatively precisely, we can likewise give an estimate for the maximum value of this function. Note that the maximum value of this function is what plays a key role in the analysis of factoring algorithms. Denote by h(x) this maximum value of Ψ(x,y) π(y) taken over all y < x. Croot, Granville, Pemantle and Tetali showed [3] that if one chooses integers at random between 1 and x until the sequence contains a square dependence, then the expected stoping time lies in the interval ( , and futhermore that as x → ∞, the stopping time lies, almost surely in this interval. The only estimate that they give for h(x), however, is that h(x) = x exp − (2 + o(1)) log x log log x . (In their notation, J 0 (x) = x h(x) .) We give here an asymptotic expression for the value of this function, proving Theorem 1.5 in the introduction. 
where C(x), defined before Corollary 4.2, is the number of times a prime, popular on [2, x], appears as the largest prime divisor of an integer on that interval.
Proof. Because π(y) = y log y 1 + O 1 log y , the proof is essentially identical to that of Corollary 4.2, (again using ω(x) in place of ν(x)) with the exception that in (52) we now have u = log x log p , which causes us to lose a factor of ω(x) in the exponent of the expression (54), and that the final expression is multiplied by a factor of log y = ω(x) log x 1 + O 1 ω(x) log x = e ω(x) 1 + O 1 ω(x) log x , 21 which then restores that factor of ω(x) to the exponent. Using this, we obtain (85) by using (80) (which decreases the exponent by 1 when using ν(x)) along with the observation that , which, in turn, increases the exponent by 1.
