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Abstract
Gaveau’s optimal control method for real and complex Monge–Ampere operators is generalized to that
for quaternionic Monge–Ampere operator. It is also applied to investigate quaternionic regular functions:
the characterization of the Silov boundary of a smooth quaternionic pseudoconvex domain.
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1. Introduction
In [12–14], Gaveau introduced the optimal control method to study the Dirichlet problem for
the complex Monge–Ampere equation on pseudoconvex domains⎧⎪⎪⎪⎨⎪⎪⎪⎩
det
[
∂2u
∂zj ∂zk
]
= f n, in D,
u = φ, on ∂D,
u plurisubharmonic,
(1.1)
also for the real Monge–Ampere equation or on manifolds (cf. [11]), which can also be applied
to problems about holomorphic functions of several complex variables [9,10]. Based on the rep-
resentation formula for the determinant of a positive definite (n× n)-hermitian matrix X,
det(X)
1
n = inf
a
1
n
Tr(aX), (1.2)
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det a 1, the Dirichlet problem (1.1) is formally equivalent to⎧⎪⎪⎨⎪⎪⎩
inf
a
au = n2f, in D,
u = φ, on ∂D,
u plurisubharmonic,
(1.3)
where a is the Kähler operator
au := 12
n∑
j,k=1
ajk
∂2u
∂zj ∂zk
,
and the infimum is taken as in (1.2). Then the solution u to (1.1) can be described as the infimum
over some class {wσ } larger than the class of the solutions to au = n2f , where σ are Kähler
controls, and the associated functions wσ are constructed as certain stochastic integral of the
controls σ over the standard Brownian motion on Cn. Recently, quaternionic Monge–Ampere
operator and quaternionic plurisubharmonic functions were introduced and investigated in [2–4],
and there are many works about quaternionic regular functions (cf. [1,7,18–20] and references
therein). The purpose of this paper is to extend optimal control method to that for quaternionic
Monge–Ampere operator and apply it to quaternionic regular functions.
For a quaternionic number q = x1 +x2i+x3j+x4k ∈ H, its conjugate is q = x1 −x2i−x3j−
x4k. We have qq ′ = q ′q . For a point q = (q1, . . . , qn)t ∈ Hn, where t is the transpose, write
ql+1 = x4l+1 + x4l+2i + x4l+3j + x4l+4k, (1.4)
l = 0, . . . , n− 1. The Cauchy–Fueter operator is defined as
∂f =
⎛⎝ ∂q1f...
∂qnf
⎞⎠ (1.5)
for an H-valued C1 function f , where
∂ql+1 = ∂x4l+1 + i∂x4l+2 + j∂x4l+3 + k∂x4l+4 . (1.6)
A function f : D → H is called (left) regular in a domain D if ∂f (q) = 0 for any q ∈ D. Set
∂ql+1f := ∂ql+1f = ∂x4l+1f − ∂x4l+2f i − ∂x4l+3f j − ∂x4l+4f k. (1.7)
We also write ∂
∂ql
= ∂ql and ∂∂ql = ∂ql .
For a point q = (q1, . . . , qn)t , the right quaternionic line through the origin and q is the set
{(q1q ′, . . . , qnq ′)t | q ′ ∈ H}. A general right quaternionic line is defined as the translate of a
right quaternionic line through the origin. In a domain D, a real function u : D → [−∞,∞)
is called (quaternionic) plurisubharmonic if it is upper semicontinuous and its restriction to the
intersection of any right quaternionic line and D is subharmonic. It is known that u ∈ C2(D,R)
is (strictly) plurisubharmonic if and only if at each point q ∈ D the hyperhermitian matrix[
∂2u
∂qj ∂qk
(q)
]
, (1.8)
called the quaternionic Hessian, is (positive definite) non-negative (Proposition 2.1.6 in [2]).
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all right quaternionic lines of which the underlying 4-dimensional real subspaces in R4n are
tangential to ∂D. For D = {q | (q) < 0} with  a C2 function in a neighborhood of D, the
Levi form of  at point q ∈ ∂D is defined as the restriction to the quaternionic tangential space
T Hq (∂D) of the hyperhermitian semilinear form defined by the quaternionic Hessian of . We say
D is strictly (quaternionic) pseudoconvex at point q ∈ ∂D if the Levi form at point q is positive
definite.
We will consider the following Dirichlet problem associated to the quaternionic Monge–
Ampere operator:⎧⎪⎪⎪⎨⎪⎪⎪⎩
det
[
∂2u
∂qj ∂qk
]
= f n, in D,
u = φ, on ∂D,
u quaternionic plurisubharmonic,
(1.9)
where det is the Moore determinant of a quaternionic (n× n)-matrix, f  0.
When we apply the optimal control method, many difficulties come from non-commutativity
of quaternions. In Section 2, we prove a representation formula analogous to (1.2) for the
Moore determinant of a positive quaternionic hyperhermitian matrix X by using the quaternionic
Hadamard inequality. We discuss the real vector qR in R4n associated to a quaternionic vec-
tor q ∈ Hn, and the real (4n × 4n)-matrix XR associated to a quaternionic (n × n)-matrix X.
When applying Ito’s formula to u(Xt ) for a quaternionic plurisubharmonic function u and a
continuous local martingale Xt , the real Hessian of u appears. So it is important to control the
terms concerning real Hessian of u by the quaternionic Hessian of u. We find an expression of
Re Tr(X[ ∂2u
∂qj ∂qk
]) in terms of the associated real matrix XR and the real Hessian of u.
In Section 3, we derive the transformation formula of the Cauchy–Fueter operator ∂ and the
quaternionic Hessian [ ∂2u
∂qj ∂qk
(q)] under a quaternionic linear transformation in GL(n,H), from
which we can show the pluriharmonicity of each component of a regular function f : D → H, i.e.
harmonicity on any right quaternionic line. The (quaternionic) Silov boundary S of a domain D
is defined as the smallest closed subset of ∂D such that for any function f regular in D and
continuous on D we have∣∣f (q)∣∣max
q ′∈S
∣∣f (q ′)∣∣,
for any q ∈ D. For D = {q | (q) < 0} with  a C3 plurisubharmonic function in a neighborhood
of D, we show the Silov boundary of D contained in the closure of strictly pseudoconvex points
of ∂D.
In Section 4, we introduce the space of quaternionic controls H˜ . Let (b1, . . . , b4n) be the
standard Brownian motion starting at 0 in R4n and (Ω,B,Bt , P ) be its filtered probability
space. Let H be the space of all positive quaternionic hyperhermitian (n × n)-matrices, and let
H˜ be the subspace of H consisting of matrices σ satisfying
detσσ  1,
and let H˜N be the subspace of H˜ consisting of matrices σ satisfying
σ N Id .
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(s,ω) ∈ R+ ×Ω −→ σ(s,ω) ∈ H˜N ,
which is progressively measurable with respect to the filtration Bt of the Brownian motion.
We call H˜ :=⋃N H˜N the space of quaternionic controls. For σ ∈ H˜ , consider the stochastic
integral
X
(σ,q)j
t (ω) =
(
qR
)j + 4n∑
k=1
t∫
0
σRjk(s,ω)dbk(s), (1.10)
j = 1, . . . ,4n, which is a continuous local martingale starting at q .
Let D be a domain in Hn. Denote by ζ(σ,q) := inf{t  0 | X(σ,q)t /∈ D}, the exit time of X(σ,q)t
starting at q from D, which is a stopping time. For f measurable on D and φ measurable on ∂D,
set
w(q,σ ) := E
(
−
ζ(σ,q)∫
0
f
(
X
(σ,q)
t
)
dt + φ(X(σ,q)ζ(σ,q))
)
,
u(q) := inf
σ∈H˜
w(q,σ ). (1.11)
We show that if D = {q | (q) < 0} with  a C2 strictly plurisubharmonic function in a neigh-
borhood of D, f  0 is uniformly continuous in D and φ is continuous on ∂D, then u is in
C(D) and is plurisubharmonic in D, and it coincides with the Perron–Bremermann solution to
the Dirichlet problem for the quaternionic Monge–Ampere operator in the pluripotential theory.
It is interesting to apply the optimal control method to other problems of regular functions as in
the complex case [9,10,12–14].
2. Some results of quaternionic linear algebra
Since the quaternionic algebra H is associative (although it is not commutative), there is a
natural definition of a vector space over H, and many definitions and propositions for real or
complex linear algebra also hold for quaternionic linear spaces.
A hyperhermitian semilinear form on Hn is a map a : Hn×Hn −→ H satisfying the following
properties:
(a) a is additive with respect to each argument;
(b) a(q, q ′q0) = a(q, q ′)q0 for any q, q ′ ∈ Hn and any q0 ∈ H;
(c) a(q, q ′) = a(q ′, q).
Let us denote by Mn(H) the set of all quaternionic (n× n)-matrices. A quaternionic (n× n)-
matrix A is called hyperhermitian if A∗ = A, where (A∗)jk := Akj . For q = (q1, . . . , qn), q ′ =
(q ′1, . . . , q ′n), set A(q,q ′) =
∑
i,j qiaij q
′
j . Then A(·,·) defines a hyperhermitian semilinear form
on Hn. A quaternionic hyperhermitian (n× n)-matrix A = (ajk) is called positive definite if∑
qjajkqk > 0
for any 0 = q = (q1, . . . , qn)t ∈ Hn. An (n × n)-matrix U is called a unitary matrix if U∗U =
UU∗ = In.
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and takes real values. For a general hyperhermitian (2 × 2)-matrix A, it has the form
A =
[
a q
q b
]
where a, b ∈ R, q ∈ H, and then detA = ab − qq .
Proposition 2.1. (See Claims 1.1.4, 1.1.7 in [2].) For a hyperhermitian (n × n)-matrix A, there
exists a unitary matrix U such that U∗AU is diagonal and real.
Proposition 2.2. (See Theorem 1.1.9 in [2].) (1) The Moore determinant of any complex hermi-
tian matrix considered as a quaternionic hyperhermitian matrix is equal to its usual determinant.
(2) For any quaternionic hyperhermitian (n × n)-matrix A and any quaternionic (n × n)-
matrix C
det
(
C∗AC
)= det(A)det(C∗C).
Dieudonné introduced another determinant for a matrix with entries in a skew field. In the
quaternionic case the Dieudonné determinant maps
D : Mn(H) −→ R0.
Proposition 2.3. (See Theorem 1.2.4 in [2].) (1) For any complex (n × n)-matrix X considered
as a quaternionic matrix, the Dieudonné determinant D(X) is equal to the absolute value of the
usual determinant of X.
(2) For any quaternionic hyperhermitian (n×n)-matrix X, the Dieudonné determinant D(X)
is equal to the absolute value of the Moore determinant |det(X)|.
(3) For any X
D(X) = D(Xt)= D(X∗), D(XY) = D(X)D(Y ),
for any X,Y ∈ Mn(H), where Xt and X∗ denote the transposed matrix and quaternionic conju-
gate matrix, respectively.
Corollary 2.1. For a C2 real function u, we have[
∂2u
∂qj ∂qk
(q)
]
=
[
∂2u
∂qj ∂qk
(q)
]t
, (2.1)
which is also a positive hyperhermitian matrix if u is plurisubharmonic, and
det
[
∂2u
∂qj ∂qk
(q)
]
= det
[
∂2u
∂qj ∂qk
(q)
]
. (2.2)
Proof. By definitions of ∂qk and ∂qj in (1.6)–(1.7), we see that for a real function u,
∂qj ∂qku = ∂x4j−3(∂qku)− ∂x4j−2(∂qku)i − ∂x4j−1(∂qku)j − ∂x4j (∂qku)k
= ∂qk (∂x4j−3u− ∂x4j−2ui − ∂x4j−1uj − ∂x4j uk) = ∂qk ∂qj u. (2.3)
(2.1) is equivalent to (2.3).
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det(X) = det(Xt) (2.4)
since D(X) = D(Xt) and det(X) = D(X) by Proposition 2.3. Then (2.2) follows from (2.1)
and (2.4). 
Proposition 2.4 (Quaternionic Hadamard inequality). For a positive quaternionic hyperhermi-
tian (n× n)-matrix X = (Xjk), we have
D(X)
n∏
k=1
Xkk, (2.5)
where D(X) is the Dieudonné determinant of X.
Proof. Since we do not find appropriate reference to this inequality, we give a proof here. We
prove it by induction on n. It holds obviously for n = 1. Suppose it holds for any quaternionic
positive hyperhermitian (n × n)-matrix. Let us prove it for any quaternionic positive hyperher-
mitian (n + 1) × (n + 1)-matrix. Write a positive hyperhermitian (n + 1) × (n + 1)-matrix X
as
X =
[
X11 β∗
β Xn
]
=
[
X11 − β∗X−1n β β∗
0 Xn
][
1 0
X−1n β In
]
,
where β = (X21, . . . ,X(n+1)1)t ∈ Hn. Then, D(X) = (X11 − β∗X−1n β)D(Xn) by the elemen-
tary properties of Dieudonné determinants (cf. p. 166 in [8]). Here Xn is also positive hy-
perhermitian since the (n + 1) × (n + 1)-matrix X is. So β∗X−1n β is positive. It follows that
D(X)X11D(Xn)X11 . . .X(n+1)(n+1) by the induction assumption. 
For a quaternionic vector q = (q1, . . . , qn)t ∈ Hn, write
q = x(1) + ix(2) + jx(3) + kx(4),
with
x(β) =
⎡⎢⎢⎣
xβ
x4+β
...
x4(n−1)+β
⎤⎥⎥⎦ ∈ Rn, (2.6)
β = 1,2,3,4, where x1, . . . , x4n are real coordinates of q given by (1.4). For a quaternionic
matrix X ∈ Mn(H), write
X = A+ iB + jC + kD, (2.7)
where A, B , C and D are real (n× n)-matrices. Then,
Xq = (A+ iB + jC + kD)(x(1) + ix(2) + jx(3) + kx(4))
= Ax(1) −Bx(2) −Cx(3) −Dx(4) + (Bx(1) +Ax(2) −Dx(3) +Cx(4))i
+ (Cx(1) +Dx(2) +Ax(3) −Bx(4))j + (Dx(1) −Cx(2) +Bx(3) +Ax(4))k. (2.8)
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X˜R :=
⎛⎜⎝
A −B −C −D
B A −D C
C D A −B
D −C B A
⎞⎟⎠ , q˜R :=
⎛⎜⎝
x(1)
x(2)
x(3)
x(4)
⎞⎟⎠ ∈ R4n, (2.9)
then (2.8) can be written as
(˜Xq)
R = X˜Rq˜R, (2.10)
for X given by (2.7). For a quaternionic vector q = (q1, . . . , qn)t ∈ Hn, define the associated real
vector qR in R4n as
qR :=
⎛⎜⎜⎝
x1
x2
...
x4n
⎞⎟⎟⎠ , (2.11)
where x1, . . . , x4n are real coordinates of q given by (1.4). We also need the real form of X
acting on the real vector qR, which is more convenient and useful later. Denote by P the matrix
transform qR to q˜R, i.e., q˜R = PqR. It is easy to see that P(n(β−1)+l+1)(4l+β) = 1 and all other
Pjk vanish. In particular, P is a permutation of coordinates and so is an orthonormal matrix. If
we define
XR := P tX˜RP, (2.12)
called the real (4n × 4n)-matrix associated to the quaternionic (n × n)-matrix X, then (2.10)
implies that
(Xq)R = XRqR. (2.13)
For a matrix X ∈ Mm(F), where F = R, C or H, we define its trace as Tr(X) =∑mj=1 Xjj .
Lemma 2.1. For any X ∈ Mn(H), we have
(1)(
X∗
)R = (XR)t . (2.14)
In particular, XR is symmetric if X is hyperhermitian. XR is positive if X is positive hyperher-
mitian.
(2)
4 Re(TrX) = TrXR.
(3) The commutativity:
Re Tr(XY) = Re Tr(YX).
Proof. (1) Let 〈·,·〉 be the standard inner product on R4n and let (·,·) be the standard inner
product on Hn, i.e., for any q, qˆ ∈ Hn, (q, qˆ) =∑nj=1 qj qˆj . Then it is easy to see that〈
qR, qˆR
〉= Re n∑qj qˆj = Re(q, qˆ). (2.15)j=1
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qR,
(
XR
)t
qˆR
〉= 〈(Xq)R, qˆR〉= Re(Xq, qˆ)
= Re
∑
j,k
qkXjkqˆj = Re
∑
k
qk
(
X∗qˆ
)
k
= 〈qR, (X∗)RqˆR〉,
by using (2.13) repeatedly. Since qR and qˆR are arbitrarily chosen vectors in R4n, (2.14) follows.
The positivity of XR follows from 〈qR,XRqR〉 = Re(q,Xq) > 0.
(2) For X given by (2.7), we have TrX =∑nk=1 Akk + iBkk + jCkk +kDkk and so 4 Re TrX =
4
∑n
k=1 Akk = Tr X˜R = TrXR. The last identity follows from (2.12).
(3) It follows from (2) and
XRYR = (XY)R, (2.16)
which follows from (2.13), that Re TrXY = 14 TrXRYR = 14 TrYRXR = Re TrYX. 
Proposition 2.5. Suppose X ∈ Mn(H) is a quaternionic hyperhermitian matrix. Then for a C2
real function u, we have
Re Tr
(
X
[
∂2u
∂qj ∂qk
])
= Re Tr
(
X
[
∂2u
∂qj ∂qk
])
= Tr
(
XR
[
∂2u
∂xs∂xt
])
. (2.17)
Proof. The first identity holds since
Re Tr
(
X
[
∂2u
∂qj ∂qk
])
= Re
∑
j,k
Xkj
∂2u
∂qj ∂qk
= Re
∑
j,k
Xjk
∂2u
∂qk∂qj
= Re Tr
(
X
[
∂2u
∂qj ∂qk
])
,
by (2.3) and X∗ = X.
By definition of ∂qj and ∂qk , the left hand side of (2.17) is a scalar differential operator of the
second order with constant coefficients in variables x1, . . . x4n. Namely, we can write
Re Tr
(
X
[
∂2u
∂qj ∂qk
])
=
4n∑
s,t=1
Ast∂xt ∂xs u (2.18)
for some real constant (4n× 4n)-matrix A = (Ast ). Let us determine the matrix A. Since (2.18)
holds for any u ∈ C2(R4n), we substitute u(x) = e
∑4n
s=1 xspRs into (2.18) for a fixed vector p ∈ Hn.
Note that
∂qk e
∑4n
j=s xspRs = e
∑4n
s=1 xspRs pk,
∂qj
(
e
∑4n
j=s xspRs pk
)= pjpke∑4ns=1 xspRs ,
by definitions of ∂qk and ∂qj in (1.6)–(1.7). Then set x = 0 in the resulting identity to get
Re Tr
(
X[pjpk]
)= 4n∑ AstpRt pRs .
s,t=1
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Re Tr
(
X[pjpk]
)= Re n∑
j,k=1
Xkjpjpk = Re(Xp,p)
= Re(Xp,p) = 〈XRpR,pR〉.
It follows that Ast = XRst . The result follows. 
Proposition 2.6. For a positive quaternionic hyperhermitian (n× n)-matrix X,
det(X)
1
n = 1
n
inf
a
Tr(aXa) = 1
n
inf
a
Re Tr(aX), (2.19)
where the infima are taken over all positive quaternionic hyperhermitian (n×n)-matrices a such
that det a 1.
Proof. For a positive quaternionic hyperhermitian (n× n)-matrices a, there exists a unitary ma-
trix U such that
a = UΛU∗, with Λ = daig(λ1, . . . , λn) > 0, (2.20)
by Proposition 2.1. For a hyperhermitian (n × n)-matrix Y , TrY is real and so we have
Re(TrY) = TrY . Note that (XY)∗ = Y ∗X∗ by definition, and so aXa is also hyperhermitian.
We have
Tr(aXa) = Re Tr(UΛU∗XUΛU∗)= Re Tr(ΛU∗XUΛ)
= Re Tr(ΛYΛ) =
n∑
k=1
λ2kYkk,
by using Lemma 2.1(3), where Y = U∗XU = (Yjk) > 0. Ykk are positive since Y is positive
hyperhermitian. Here and in the following we use the associativity of quaternionic numbers and
quaternionic matrices. It follows that det a =∏λk by Proposition 2.2, and so
1
n
Tr(aXa) = 1
n
n∑
k=1
λ2kYkk 
(
n∏
k=1
λ2kYkk
) 1
n
= det(aa) 1n
(
n∏
k=1
Ykk
) 1
n
 det(aa) 1n D(Y ) 1n  det(X) 1n
by using quaternionic Hadamard inequality (2.5) and D(Y) = D(X) = det(X) for positive hy-
perhermitian (n× n)-matrix.
For the second identity, note that Re Tr(aXa) = Re Tr(aaX) by Lemma 2.1(3) and any positive
hyperhermitian (n × n)-matrix b can be written as the form aa with positive hyperhermitian
a = UΛ 12 U∗, if b = UΛU∗ as in (2.20). 
For a positive quaternionic hyperhermitian (n× n)-matrix a = (ajk), define the operator
au := 12 Re
n∑
akj
∂2u
∂qj ∂qk
= 1
2
Re Tr
(
a
[
∂2u
∂qj ∂qk
])
. (2.21)j,k=1
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au = 12
∑
aRst ∂s∂tu, (2.22)
and it is an elliptic operator of constant coefficients since aR is positive by Lemma 2.1(1).
3. Pluriharmonicity of regular functions and the Silov boundary
For f = f0 + f1i + f2j + f3k, denote f R = (f0, f1, f2, f3)t . Then ∂q1f can be written as a
(4 × 4)-differential operator
(∂q1f )
R =
⎛⎜⎝
∂x1 −∂x2 −∂x3 −∂x4
∂x2 ∂x1 −∂x4 ∂x3
∂x3 ∂x4 ∂x1 −∂x2
∂x4 −∂x3 ∂x2 ∂x1
⎞⎟⎠f R, (3.1)
and the Cauchy–Fueter operator (1.5) can be written as a (4n × 4)-differential operator D as
follows:
Df R := (∂f )R, D =
⎛⎝ D0...
Dn−1
⎞⎠ (3.2)
with
Dl =
⎛⎜⎝
∂x4l+1 −∂x4l+2 −∂x4l+3 −∂x4l+4
∂x4l+2 ∂x4l+1 −∂x4l+4 ∂x4l+3
∂x4l+3 ∂x4l+4 ∂x4l+1 −∂x4l+2
∂x4l+4 −∂x4l+3 ∂x4l+2 ∂x4l+1
⎞⎟⎠ (3.3)
(see (2.1)–(2.3) in [18]). Note that
(x1 + x2i + x3j + x4k)i = −x2 + x1i + x4j − x3k,
(x1 + x2i + x3j + x4k)j = −x3 − x4i + x1j + x2k,
(x1 + x2i + x3j + x4k)k = −x4 + x3i − x2j + x1k.
So the right multiplying iβ (i1 = i, i2 = j, i3 = k) is a linear transformation on R4 defined by a
(4 × 4)-matrix Iβ , i.e. for x = (x1, x2, x3, x4)t ∈ R4,
(x1 + x2i + x3j + x4k)iβ = (Iβx)1 + (Iβx)2i + (Iβx)3j + (Iβx)4k, (3.4)
where (Iβx)k is the k-th entry of the vector Iβx, and Iβ , β = 1,2,3, are skew-symmetric matrices
given by
I1 =
⎛⎜⎝
0 −1 0 0
1 0 0 0
0 0 0 1
0 0 −1 0
⎞⎟⎠ , I2 =
⎛⎜⎝
0 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 0
⎞⎟⎠ ,
I3 =
⎛⎜⎝
0 0 0 −1
0 0 1 0
0 −1 0 0
⎞⎟⎠ . (3.5)
1 0 0 0
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(I1)
2 = (I2)2 = (I3)2 = −id, I1I2 = −I3,
i.e., −Iβ satisfy the quaternionic commutating relation (see (5.5)–(5.6) in [20]). Denote by Iβ :=
diag(Iβ, . . . , Iβ), a (4n)× (4n)-matrix. By (3.4), we have
(qiβ)R = IβqR, (3.6)
β = 1,2,3, for any q ∈ Hn.
A quaternionic (n× n)-matrix a = (ajk) acts on Hn on left as follows:
q 
−→ aq, (aq)j =
n∑
k=1
ajkqk (3.7)
for q = (q1, . . . qn)t . Note that the transformation in (3.7) commutates with right multiplying iβ ,
i.e.
(aq)iβ = a(qiβ),
β = 1,2,3. Namely, a transforms a right quaternionic line to another one. Consequently, aR
commutates with Iβ , i.e.,
Iβa
R = aRIβ, (3.8)
β = 1,2,3. GL(n,H) is isomorphic to the group of all linear invertible transformations of R4n
commutating with Iβ , β = 1,2,3. The compact Lie group Sp(n) consists of orthonormal trans-
formations of R4n commutating with Iβ , β = 1,2,3.
Let x = qR. For q = aq ′ with a ∈ GL(n,H), let y = (q ′)R. The Cauchy–Fueter operator in
(3.2)–(3.3) is also denoted by Dx , while this operator with respect to variables y is denoted
by Dy . For an H-valued C1 function f , define the pull-back function of f under the mapping
q ′ → q = aq ′:
fˆ
(
q ′
) := f (aq ′), i.e., fˆ R(y) := f R(aRy).
Proposition 3.1. For a ∈ GL(n,H), let q, q ′, x, y, f and fˆ be as above. Then we have
Dyfˆ
R(y) = (a∗)RDxf R(aRy), (3.9)
namely,
∂q ′j fˆ
(
q ′
)= n∑
k=1
akj ∂qkf
(
aq ′
)
. (3.10)
Proof. Denote by D (β)l the β-th column of the operator Dl , β = 1,2,3,4. By definitions of D (β)l
in (3.3) and Iβ−1 in (3.5), it is direct to check that
D
(β)
l = Iβ−1
⎛⎜⎝
∂x4l+1
∂x4l+2
∂x4l+3
∂x4l+4
⎞⎟⎠ , β = 2,3,4,
and so if we denote by D (β)x the β-th column of the operator Dx , we have
D (β)x = Iβ−1∂x, (3.11)
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∂x =
⎛⎜⎜⎝
∂x1
∂x2
...
∂x4n
⎞⎟⎟⎠=D (1)x .
By definition, qR = aR(q ′)R, i.e., xk =∑4nl=1 aRklyl and so ∂yj fˆ R(y) =∑k aRkj ∂xkf R(aRy). So
∂yfˆ
R(y) = (aR)t ∂xf R(aRy),
i.e., (aR)tD (1)x f R(aRy) = D (1)y fˆ R(y). Then by (3.11) and the commutating relation (3.8), we
get (
aR
)t
D (β)x f
R
(
aRy
)= (aR)t Iβ−1∂xf R(aRy)= Iβ−1(aR)t ∂xf R(aRy)
= Iβ−1∂yfˆ R(y) =D (β)y fˆ R(y), (3.12)
β = 2,3,4. (3.9) follows. By (3.2) and Lemma 2.1(1), (3.12) implies that(
a∗∂qf
)R(
aq ′
)= (aR)tDxf R(aRy)=Dyfˆ R(y) = (∂q ′ fˆ )R(q ′).
(3.10) follows. 
Corollary 3.1. For a = (ajk) ∈ GL(n,H), q = aq ′. Then, for a real C2 function u,
n∑
j,k=1
aki
∂2u
∂qk∂qj
(
aq ′
)
ajl = ∂
2uˆ
∂q ′i∂q ′l
(
q ′
)
, (3.13)
namely,
a∗
[
∂2u
∂qk∂qj
(
aq ′
)]
a =
[
∂2uˆ
∂q ′k∂q ′j
(
q ′
)]
. (3.14)
Proof. For a real C2 function u, we have
∂qj u = ∂qj u
(it is usually not true for an H-valued function u), and so
∂q ′l uˆ
(
q ′
)= n∑
k=1
∂qku
(
aq ′
) · akl
by taking conjugate of (3.10) (a real function can be viewed as an H-valued function). By using
(3.10) again, we get
n∑
j,k=1
aki
∂2u
∂qk∂qj
(
aq ′
)
ajl =
n∑
j=1
∂fj
∂q ′i
(
q ′
)
ajl = ∂
∂q ′i
(
n∑
j=1
fj
(
q ′
)
ajl
)
= ∂
2uˆ
∂q ′i∂q ′l
(
q ′
)
,
(3.15)
where fj (q ′) = ∂u (aq ′). The result follows. ∂qj
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for [ ∂2u
∂qk∂qj
] rather than [ ∂2u
∂qk∂qj
], because for the later one the transformation formula cannot be
written as simply as (3.14).
Corollary 3.2. Each component of a left regular function f : D → H is pluriharmonic, i.e.
harmonic on any right quaternionic line.
Proof. For any given right quaternionic line l, there exists an unitary matrix a such that l =
{a(q1,0 . . . ,0)t | q1 ∈ H}. Let q = aq ′. By (3.10), we see that ∂q ′j fˆ (q ′) =
∑
k akj ∂qkf (aq
′) = 0
if f is regular. It is straightforward to see that
0 = (∂y0 − i∂y1 − j∂y2 − k∂y3)∂q ′1 fˆ =
(
∂2y0 + ∂2y1 + ∂2y2 + ∂2y3
)
fˆ , (3.16)
where q ′1 = y0 + y1i + y2j + y3k. Consequently, fˆ 1, . . . , fˆ 4 are harmonic on the line{(q ′1,0, . . . ,0)} and so f1, . . . , f4 are harmonic on the line l by rotation (the mean value for-
mula is invariant under rotations). 
Since f1, . . . , f4 are harmonic on any right quaternionic line, |f1|α, . . . , |f4|α for α  1 are
subharmonic on any such line, and so they are plurisubharmonic. Also |f |α is plurisubharmonic
for α  1.
Theorem 3.1. Suppose D = {q | (q) < 0} with  a C3 plurisubharmonic function in a neigh-
borhood of D. Then the Silov boundary of D is contained in the closure of strictly pseudoconvex
points of ∂D.
This is the quaternionic version of the characterization of the Silov boundary in [9] (see also
[15]). In the complex case, the converse is also true [5]. It is interesting to know whether the
converse is true in the quaternionic case. Note that it is difficult to construct quaternionic peak
functions.
Let 0(q) = ∑ |qi |2 − R2 for large R such that D ⊂ {q | 0(q) < 0}. On D consider the
Riemannian metric
g = ∂∂φ, φ = − log(0). (3.17)
Here we mean the Riemannian metric defined by the associated real positive symmetric matrix
[∂∂φ]R. Namely, if we identify the tangential vector field ∑4nj=1 aj ∂xj with (a1, . . . , a4n) ∈ R4n,
we have
g
(
eR, eR
)= n∑
j,k=1
ej ∂qj ∂qkφek,
for e = (e1, . . . , en) ∈ Hn. Note that
g = ∂∂0−0 +
|∂0|2
20
+ ∂∂− +
|∂|2
2
, (3.18)
where |∂|2 denotes the metric such that |∂|2(eR, eR) = |∑j ∂jej |2 = |(∂, e)|2. It follows
from the plurisubharmonicity of 0 and  that [∂q ∂q 0] and [∂q ∂q ] are both positive definitej k j k
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that G is also hyperhermitian. Consider the Laplacian-type operator associated to g as follows:
gu := 12 Re
n∑
j,k=1
(
gkj ∂qj ∂qku
)= 1
2
Re Tr
(
G
[
∂2u
∂qj ∂qk
])
. (3.19)
Proposition 3.2. Suppose p0 ∈ ∂D and V is a neighborhood of p0 in ∂D such that the Levi form
of  is degenerate on V . Then the harmonic measure of g does not charge V .
To prove this proposition, we need the following lemma.
Lemma 3.1. Let g and φ be as above. Then
gφ = n2 , ‖∇φ‖ 2,
where ∇φ = (∂x1φ, . . . , ∂x4nφ)t , and
‖∇φ‖ = sup
‖e‖g=1
∣∣〈∇φ, eR〉∣∣,
and ‖e‖g is the norm of the vector field e under the metric g.
Proof. Since [gjk] is the inverse of the matrix [∂qj ∂qkφ], we get
gφ = 12 Re
n∑
j,k=1
gkj ∂qj ∂qkφ =
n
2
.
Note that ‖∇φ‖ ‖∇ log0‖ + ‖∇ log‖. But by (3.18), we have
‖e‖2g =
∂∂0(eR, eR)
−0 +
∣∣∣∣(∂00 , e
)∣∣∣∣2 + ∂∂(eR, eR)−0 +
∣∣∣∣(∂ , e
)∣∣∣∣2

∣∣∣∣〈∇00 , eR
〉∣∣∣∣2. (3.20)
Therefore, ‖∇ log0‖ 1 and similarly ‖∇ log‖ 1. 
Now consider the diffusion Xt(ω) associated to g defined by the following stochastic dif-
ferential equations,
X
j
t (ω) :=
(
qR
)j + 4n∑
m=1
t∫
0
σRjm
(
Xs(ω)
)
dbm(s), (3.21)
for t < the lifetime, j = 1, . . . ,4n, where σ = G 12 , σR = (G 12 )R are smooth on D, (b1, . . . , b4n)
is the standard Brownian motion starting at 0 in R4n. By Ito’s formula, for a C2 function ψ ,
ψ
(
Xt(ω)
)= ψ(q)+ 4n∑
l,m=1
t∫
0
∂ψ
∂xl
(
Xs(ω)
)
σRlm
(
Xs(ω)
)
dbm(s)
+ 1
2
4n∑
l,m=1
t∫ (
σRσR
)
lm
(
Xs(ω)
) ∂2ψ
∂xl∂xm
(
Xs(ω)
)
ds, (3.22)0
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1
2 )R(G
1
2 )R = GR. It follows from identity (2.17) that the
last term of (3.22) equals to
1
2
∑
l,m
t∫
0
GR
(
Xs(ω)
)
ml
∂2ψ
∂xl∂xm
(
Xs(ω)
)
ds = 1
2
Re Tr
t∫
0
G
(
Xs(ω)
)[ ∂2ψ
∂qj ∂qk
(
Xs(ω)
)]
ds
=
t∫
0
gψ
(
Xs(ω)
)
ds. (3.23)
Lemma 3.2. The diffusion Xt(ω) has infinite lifetime and converges to a point of ∂D almost
surely as t → ∞.
Proof. Put Yt (ω) := φ(Xt (ω)), where φ is given by (3.17). By Ito’s formula (3.22)–(3.23) and
time-changing (cf. Theorem IV.34.11 in [17]), we find that
Yt (ω) = φ(q)+ bτ(t) +
t∫
0
gφ
(
Xs(ω)
)
ds
for t < the lifetime, where b is the standard Brownian motion in R4n, and
τ(t) =
∑
l,l′,m
t∫
0
∂φ
∂xl
(
Xs(ω)
)
σRlm
(
Xs(ω)
) ∂φ
∂xl′
(
Xs(ω)
)
σRl′m
(
Xs(ω)
)
ds
=
t∫
0
〈
GR∇φ,∇φ〉ds
is a time-change. Now by Lemma 3.1, we find that
Yt (ω)
t
= Y0
t
+ n
2
+ bτ(t)
t
. (3.24)
Exactly as the complex case in Lemma 2 in [9], the lifetime is infinite. The last term in (3.24)
tends to zero by the upper bound for the gradient of φ in Lemma 3.1 and the iterated logarith-
mic law of the Brownian motion. Consequently, Yt (ω)/t → n/2. The result follows from the
martingale convergence theorem and harmonicity of coordinate functions. 
Lemma 3.3. Suppose p0 ∈ ∂D and V is a neighborhood of p0 in ∂D such that the Levi form
of  is degenerate on V . Set ψ0(q) =∑nj=1 |qj |2. Then there exists a neighborhood V1 of p0
such that for each q ∈ V1, we have
gψ0  a > 0
for some constant a.
Proof. By definition,
gψ0 = 4 Re
n∑
j,k=1
gjkδjk = 4 Re Tr
[
gjk
]
 4
inf‖e‖0=1 ‖e‖g
where ‖ · ‖0 is the Euclidean norm.
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{(x, t) | t = 0}. Put H(x, t) = [∂qj ∂qk(x, t)]. By Taylor’s expansion, we can write
H(x, t) = H(x,0)+ H˜ (x)t + o(t), (3.25)
where H˜ is a matrix depending on the derivatives of  up to the third order. Let v(x,0) be a
quaternionic tangential vector field at the point (x,0) with unit Euclidean norm annihilating the
Hessian H(x,0). Put v(x, t) := v(x,0) for (x, t) ∈ V1. Then by (3.18), we find that at point
(x, t) ∈ V1,
inf‖e‖0=1
‖e‖2g 
∥∥v(x,0)∥∥
g
 ∂∂0(v(x,0), v(x,0))−0(x, t) +
∣∣∣∣〈∇00 , v(x,0)
〉∣∣∣∣2
+ H(x, t)(v(x, ,0), v(x,0))−(x, t) +
∣∣∣∣〈∇ ,v(x,0)
〉∣∣∣∣2  C.
The first two terms in the right hand side are uniformly bounded. The third term in the right hand
side is also uniformly bounded by (3.25) and (x, t) ≈ t . The fourth term in the right hand side
is bounded by ∇(x, t) = ∇(x,0)+O(t) and 〈∇(x,0), v(x,0)〉 = 0. The result follows. 
Proof of Proposition 3.2. Let V ′1 ⊂ V be a smaller neighborhood of p0 and V˜ ′1 = V ′1 ∩ {q |
(q) = 0}. Consider the event
A = {ω ∈ Ω ∣∣X∞(ω) ∈ V˜ ′1}.
Suppose P(A ) =  > 0. Let {Wm}m be a sequence of decreasing neighborhood of V˜ ′1 such that
Wm ⊂ V ′1 and ∩Wm = V˜ ′1. For positive integers m and α > 0, put
Bmα =
{
ω ∈ Ω ∣∣Xt(ω) ∈ Wm for t  α}.
Then there exist m and α such that P(Bmα) > . Also there exists a constant C > 0 only de-
pending on the domain D such that
C E
[
ψ0
(
Xt(ω)
)−ψ0(Xα(ω))]= E[ t∫
α
gψ0
(
Xs(ω)
)
ds
]
,
by using Ito’s formula (3.22)–(3.23), and so
C 
∫
Bmα
t∫
α
gψ0
(
Xs(ω)
)
ds dP (ω) a(t − α),
by Lemma 3.3, which is a contradiction for large t . The proposition is proved. 
Proof of Theorem 3.1. For q ∈ D, let μq be the harmonic measure associated to g at point q ,
i.e. μq(A) = P(ω | X∞(ω) ∈ A) for a Borel set A ⊂ ∂D. For a function f = f0 +f1i+f2j+f3k
regular in D, its components f0, f1, f2 and f3 are pluriharmonic by Corollary 3.2, from which
we see that gfj = 0, j = 0,1,2,3, by the following Proposition 3.3. Now apply Ito’s formula
(3.22)–(3.23) to fj and take expectation to get
fj (q) =
∫
fj
(
q ′
)
dμq
(
q ′
)
.∂D
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∂D
f (q ′) dμq(q ′) and so∣∣f (q)∣∣ ∫
∂D
∣∣f (q ′)∣∣dμq(q ′).
The result follows from the support of the harmonic measure μq in Proposition 3.2. 
Proposition 3.3. For a pluriharmonic function u, gu = 0.
Proof. A pluriharmonic function is harmonic. So u is smooth. Since G(q), the inverse of the
matrix [∂qj ∂qkφ], is positive quaternionic hyperhermitian for a fixed point q ∈ D, there exists a
unitary (n× n)-matrix a, i.e. aa∗ = a∗a = id, such that
a∗G(q)a = diag(λ1(q), . . . , λn(q)),
with λj (q) > 0 by Proposition 2.1. Let q = aq ′. Then we have
2gu(q) = Re Tr
(
G(q)
[
∂2u
∂qj ∂qk
(
aq ′
)])
= Re Tr
(
a∗G(q)aa∗
[
∂2u
∂qj ∂qk
(
aq ′
)]
a
)
= Re Tr
(
diag
(
λ1(q), . . . , λn(q)
)[ ∂2uˆ
∂q ′j ∂q ′k
(
q ′
)])
=
∑
j
λj (q)
∂2uˆ
∂q ′j ∂q ′j
(
q ′
)= 0
by using Corollary 3.1 and harmonicity of uˆ on the line {(. . . ,0, q ′j ,0, . . .)} for each j , which
follows from the pluriharmonicity of u by rotation. 
4. The optimal control method associated to quaternionic Monge–Ampere equation
For a quaternionic control σ ∈ H˜ and a C2 function ψ , we have
ψ
(
X
(σ,q)
t
)
(ω) = ψ(q)+
4n∑
l,m=1
t∫
0
∂ψ
∂xl
(
X
(σ,q)
s (ω)
)
σRlm(s,ω)dbm(s)
+ 1
2
t∫
0
Re
n∑
j,k=1
σ 2kj (s,ω)
∂2ψ
∂qj ∂qk
(
X
(σ,q)
s (ω)
)
ds, (4.1)
by using Ito’s formula as in (3.22)–(3.23).
Proposition 4.1. Suppose D = {q | (q) < 0} with  a C2 strictly plurisubharmonic function in
a neighborhood of D. Let ζ (σ,q) be the exit time of X(σ,q)t from D = {q ′ | (q ′) < } for small .
Then,
E
(
ζ (σ,q)
)
 C
(
 − (q)),
where C is independent of .
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E
(
Re
ζ 
(σ,q)∫
0
∑
j,k
σ 2kj (s,ω)
∂2
∂qj ∂qk
(
X
(σ,q)
s (ω)
)
ds
)
 2
(
 − (q)).
The left hand side is greater than or equal to
E
( ζ (σ,q)∫
0
Re Trσ 2(s,ω)
[
∂2
∂qj ∂qk
(
X
(σ,q)
s
)
(ω)
]
ds
)
 nE
(
ζ (σ,q)
)
min
q ′∈D
det
(
∂2
∂qj ∂qk
(
q ′
)) 1n
,
(4.2)
by Proposition 2.6. The result follows. 
Proposition 4.2. Suppose D = {q | (q) < 0} with  a C2 strictly plurisubharmonic function in
a neighborhood of D. If f  0 is uniformly continuous in D and φ is continuous on ∂D, then
both u(q) and w(q,σ ) given by (1.11) are in C(D).
Proof. Suppose  is smooth in Dε0 for some ε0 > 0, and let M = ‖‖C1(Dε0 ). Let {Dn} be an
exhausting of D by relative compact subsets and dn the distance between Dn and ∂D. Now
consider Dn with dn < 2Mε0. If q0, q1 ∈ Dn with |q1 − q0| < dn/(2M), we have
X
(σ,q1)
s = q1 − q0 +X(σ,q0)s ,
and ζ(σ,q1) is the exit time of X
(σ,q0)
s from the translated domain −q1 + q0 + D. If we put ε =
2M|q1 − q0|, both ∂D and ∂(−q1 + q0 + D) = −q1 + q0 + ∂D are contained in the domain
{q | −ε < (q) < ε}, and Dn ⊂ {q | (q) < −ε}. So
ζ−  ζ(σ,qi )  ζ+
where ζ± are the exit times of X(σ,q0)s from the domains D±ε , respectively.
Denote τ0 = ζ(σ,q0), τ1 = ζ(σ,q1). Then,
E
(∣∣X(σ,q0)τ0 −X(σ,q1)τ1 ∣∣)E(∣∣X(σ,q0)τ0 −X(σ,q0)τ1 ∣∣)+ |q1 − q0|
E
(∣∣X(σ,q0)τ0 −X(σ,q0)ζ− ∣∣)+E(∣∣X(σ,q0)ζ− −X(σ,q0)τ1 ∣∣)+ |q1 − q0|,
and for ζ−  τ  ζ+,
E
(∣∣X(σ,q0)τ −X(σ,q0)ζ− ∣∣2)=∑
k
E
(∣∣∣∣∣∑
j
τ∫
ζ−
σRkj dbj (s)
∣∣∣∣∣
2)
=
∑
k,j
E
( τ∫
ζ−
σRkj σ
R
kj ds
)
.
But by using Ito’s formula in (4.1), we get
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∣∣(X(σ,q0)ζ+ )− (X(σ,q0)ζ− )∣∣= 12 ReE
(∑
k,l
ζ+∫
ζ−
σ 2kl
∂2
∂ql∂qk
(
X
(σ,q0)
s (ω)
)
ds
)
 C′E
(∑
k,l
ζ+∫
ζ−
σklσlk(s,ω)ds
)
 C′E
(∑
k,l
τ∫
ζ−
σRkl σ
R
lk (s,ω)ds
)
.
Consequently, for q0, q1 ∈ Dn with |q1 − q0| < dn/(2M),
E
(∣∣X(σ,q0)τ0 −X(σ,q1)τ1 ∣∣) C|q1 − q0| 12 (4.3)
where C does not depend on Dn and σ ∈ H˜ . If q0, q1 ∈ Dn with |q1 − q0|  dn/(2M), the
estimate (4.3) holds obviously for some constant C only depending on Dn, not on σ ∈ H˜ .
Similarly, for q0 ∈ ∂D, we have
E
(∣∣X(σ,q)ζ(σ,q) − q0∣∣) C|q − q0| 12 ,
where C is independent of q0 ∈ ∂D and σ ∈ H˜ . Also we have
E
(|ζ(σ,q0) − ζ(σ,q1)|) C|q1 − q0| 12 , for q0, q1 ∈ Dn,
and E(ζ (σ,q))  C|(q)| by Proposition 4.1, with similar dependence on C. Consequently,
w(q,σ ) is uniformly continuous with constant independent of σ ∈ H˜ as in the complex
case [12]. We see that u is uniformly continuous on D by taking the infimum. 
Let C = {a; a is a non-negative quaternionic hyperhermitian (n × n)-matrix}. C is a closed
convex cone. Consider the function
Ψ (a) := det(a) 1n , a ∈ C.
Let μ = (μjk) be a Borel measure valued in C on D. Ψ (μ) can be defined as follows. Choose the
non-negative Borel measure λ =∑ |μjk|. Then μ is absolutely continuous with respect to λ. By
Radon–Nikodym theorem, μ = hdλ for some Borel measurable function h valued in C on D.
We define Ψ (μ) = Ψ (h)dλ, and
Φ(u) := Ψ
([
∂2u
∂qj ∂qk
])
.
(Cf. the complex case in Section 5 in [6].)
Theorem 4.1. (See Lemma 2.2.9 and Theorem 2.1.11 in [2].) Let {ul} be a sequence of twice
continuously differentiable plurisubharmonic functions converging to u uniformly on compact
subsets of a domain D. Then u be a continuous quaternionic plurisubharmonic function on D.
Moreover, det[ ∂2ul
∂qj ∂qk
] is a family of uniformly bounded measures on each compact subset K
of D and weakly converges to a non-negative measure on D. This measure depends only on u
and not on the choice of an approximating sequence {ul}.
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(1) Φ(u) is absolutely continuous with respect to the Lebegues measure on D, i.e. Φ(u) =
g dV for some g ∈ Lnloc(D);
(2) If ∂2u
∂qj ∂qk
= ϕjk dV + νjk is the Lebesgues decomposition of the measure ∂2u∂qj ∂qk into con-
tinuous part and singular part, j, k = 1, . . . , n. Then, Φ(u) = det(ϕjk) dV .
Proof. This follows from Theorem 4.1 as in the complex case in Theorem 5.8 in [6]. Let us
sketch it.
Let uε = χε ∗ u be a regularization. Write Φ(uεl ) = gεl dV for some smooth functions gεl .
Then by Theorem 4.1, det[ ∂2uεl
∂qj ∂qk
] = gnεl satisfies that for any given compact subset K of D, there
exists a constant M > 0 such that
∫
K
gnεl dV M . For a continuous function φ with suppφ ⊆ K ,
we have
∫
φgεl dV  ‖φ‖∞ Vol(suppφ)
n−1
n M
1
n by using Hölder’s inequality. This together with
Φ(uεl ) ⇀Φ(u) implies that
∫
φΦ(u) ‖φ‖∞ Vol(suppφ)n−1n M 1n . The absolute continuity fol-
lows.
By definition, Φ(u) = Ψ (ϕjk dV ) + Ψ (νjk) since (ϕjk dV ) and (νjk) are mutually singular.
But Ψ (νjk) = 0 since Φ(u) is absolutely continuous with respect to the Lebegues measure. 
Consider the class B(f,φ) of all continuous plurisubharmonic v on D such that⎧⎪⎨⎪⎩
lim sup
q→q0
v(q) φ(q0), q0 ∈ ∂D,
Φ(v) 2
n
f, on D,
and set
U(q) := sup
v∈B(f,φ)
v(q),
the Perron–Bremermann solution to the Dirichlet problem (1.9) with f replaced by 2
n
f . Let us
establish the coincidence of the Perron–Bremermann solution with the function u given by the
optimal control method in (1.11).
Proposition 4.3 (Principle of Bellman). Let u and w be given by (1.11). Suppose f  0, f and φ
are bounded such that u and w(q,σ ) are both continuous in D for each σ ∈ H˜ . Let D′ be a
subdomain of D. Then for each t > 0,
u(q) = inf
σ∈H˜
E
(
−
ζ∧t∫
0
f
(
X
(σ,q)
s
)
ds + u(X(σ,q)ζ∧t )
)
for q ∈ D′, where ζ = ζ∂D′ is the exit time from D′.
It is enough to show t 
→ − ∫ ζ(σ,q)∧t0 f (X(σ,q)s ) ds + u(X(σ,q)ζ(σ,q)∧t ) to be a submartingale, which
follows from the strong Markovian property of stochastic integrals [16]. The proof of the princi-
ple of Bellman is the same as the complex case (Theorem 3 in [12]) only with the Kähler controls
replaced by the quaternionic controls. We omit the details.
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a neighborhood of D. If f  0 is uniformly continuous in D and φ is continuous on ∂D, then
u(q) = U(q) for q ∈ D.
Proof. Apply the Bellman principle in Proposition 4.3 to a domain D′ ⊂ D containing q to get
u(q)E
(
u
(
X
(σ,q)
ζ
))
, (4.4)
ζ = ζ∂D′ . For constant matrix σ to be any given quaternionic positive hyperhermitian (n × n)-
matrix a, as u is continuous (so it is upper semicontinuous), (4.4) implies that u is subharmonic
with respect to a. So u is plurisubharmonic in D by the following Lemma 4.1.
For v ∈B(f,φ), let v = v ∗ χ be a C2 regularization of v defined on D− . For any σ ∈ H˜
and ′ >  > 0, we have
v(q) = E
(
v
(
X
(σ,q)
ζ−′
(σ,q)
)− 1
2
ζ−′
(σ,q)∫
0
Re
∑
j,k
σ 2kj (s,ω)
∂2v
∂qj ∂qk
(
X
(σ,q)
s (ω)
)
ds
)
by Ito’s formula. The integrant is greater than or equal to nΦ(v) as in (4.2) by Proposition 2.6.
Note that the function X → (detX)1/n is concave on the cone C (cf. Theorem 1.1.17(2) in [2]),
i.e., (det(tX + (1 − t)Y ))1/n  t (detX)1/n + (1 − t)(detY)1/n for t ∈ [0,1] and X, Y ∈ C. It
follows from this inequality that
Φ(μ ∗ χ)Φ(μ) ∗ χ (4.5)
as in the complex case (cf. Proposition 5.4 in [6]). Consequently, Φ(μ ∗ χ)  Φ(μ) ∗ χ 
2
n
f ∗ χ → 2nf pointwisely since f is continuous. Now let  → 0, we find that
v(q)E
(
−
ζ−′
(σ,q)∫
0
f
(
X
(σ,q)
s
)
ds + v(X(σ,q)
ζ−′
(σ,q)
))
.
Now it follows from the continuity of the paths of X(σ,q)s and the limsup of v on the boundary φ
that
v(q)E
(
−
ζ(σ,q)∫
0
f
(
X
(σ,q)
s
)
ds + φ(X(σ,q)ζ(σ,q))
)
= w(q,σ ).
Consequently, U(q) u(q).
For a positive quaternionic hyperhermitian (n× n)-matrix a such that det a 1, we have
au = μa  0
by Corollary 4.1, where
μa = 12 Re
n∑
j,k=1
akjϕjk dV + akj νjk := ϕa dV + νa,
ϕa ∈ L1 , νa is singular with respect to the Lebegues measure dV .loc
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taining q with t → ∞ to get
−GD′a μa −GD
′
a f, (4.6)
where GD′a is the Green potential of a relative to D′. (4.6) implies that f  ϕa by Theorem 5
in [12]. Since a here is arbitrarily chosen, we find that
f  1
2
inf
a
Re Tr
(
a(ϕjk)
)= n
2
det(ϕij )
1
n
by using Proposition 2.6. By Corollary 4.1 again, Φ(u)  2
n
f and so u ∈ B(f,φ). Therefore,
uU . 
Lemma 4.1. If v is subharmonic with respect to a for any quaternionic positive hyperhermitian
(n× n)-matrix a, then v is plurisubharmonic.
Proof. Since v is subharmonic with respect to standard Laplacian, we can choose χ ∈ C∞0 such
that v = χ ∗ v converges decreasingly to v as  → 0. Note that av = χ ∗av  0, i.e. v is
subharmonic with respect to a. If v is plurisubharmonic, then v is subharmonic in any right
quaternionic line by the decreasing convergence of v . So we can assume v is smooth now.
Suppose v is not plurisubharmonic at point q . Then there exists a unitary (n × n)-matrix U
such that
U∗
[
∂2v(q)
∂qj ∂qk
]
U = diag(λ1(q), . . . , λn(q))
with λ1(q) < 0. Choose a = U diag(1, ε, . . . , ε)U∗ for sufficiently small ε such that λ1(q) +
ε(λ2(q)+ · · · + λn(q)) < 0. Then
2av(q) = Re Tr
(
a
[
∂2v(q)
∂qj ∂qk
])
= λ1(q)+ ε
(
λ2(q)+ · · · + λn(q)
)
< 0,
which contradicts the assumption. The result follows. 
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