This paper proposes a new constrained-syntax genetic programming (GP) algorithm for discovering classification rules in medical data sets. The proposed GP contains several syntactic constraints to be enforced by the system using a disjunctive normal form representation, so that individuals represent valid rule sets that are easy to interpret. The GP is compared with C4.5, a well-known decision-tree-building algorithm, and with another GP that uses Boolean inputs (BGP), in five medical data sets: chest pain, Ljubljana breast cancer, dermatology, Wisconsin breast cancer, and pediatric adrenocortical tumor. For this last data set a new preprocessing step was devised for survival prediction. Computational experiments show that, overall, the GP algorithm obtained good results with respect to predictive accuracy and rule comprehensibility, by comparison with C4.5 and BGP. #
Introduction
Classification is an important problem extensively studied in several research areas, such as statistical pattern recognition, machine learning and data mining [6, 14, 20, 28] . The basic idea is to predict the class of an instance (a record of a given data set), based on the values of predictor attributes of that instance.
Medical diagnosis can be considered a classification problem: a record is a given patient's case, predictor attributes are all patient's data (including symptoms, signals, clinical history and results of laboratory tests), and the class is the diagnosis (disease or clinical condition that the physician has to discover, based on the patient's data). Finally, in this analogy, the medical knowledge and past experience of the physician takes the role of the classifier. Notwithstanding, many times, physicians cannot easily state the final diagnosis of a patient using simple classification rules. This is usually due to the underlying complexity of the information necessary to achieve such a diagnosis. This paper proposes a new genetic programming (GP) system for discovering simple classification rules.
GP is a search algorithm based on the principle of natural selection [1, 17] . In essence, it evolves a population of individuals, where each individual represents a candidate solution for a given problem. In each ''generation'' (iteration) individuals are selected for reproduction. This selection is probabilistically biased towards the current best individuals. New offsprings are produced by operators that modify those selected individuals. This process of selection and creation of new individuals is repeated for a number of generations, so that the quality of the individuals (candidate solutions) is expected to improve with time. At the end of this evolution process, the best individual ever produced by GP is presented to the user as the final solution.
The GP algorithm proposed in this paper discovers classification rules in the following format: IF (a-certain-combination-of-attribute-values-is-satisfied) THEN (predict-a-certain-disease). Each individual represents a set of these IF-THEN rules. This rule format has the advantage of being intuitively comprehensible for the user. Hence, he/she can combine the knowledge contained in the discovered rules with his/her own knowledge, in order to make intelligent decisions about the target classification problem-for instance, medical diagnosis.
The use of GP for discovering comprehensible IF-THEN classification rules is much less explored in the literature when compared with other traditional rule induction and decision-tree-induction methods [21, 30] . We believe such a use of GP is a promising research area, since GP has the advantage of performing a global search in the space of candidate rules. In the context of classification rule discovery, in general this makes it cope better with attribute interaction than conventional, greedy rule induction and decision-treebuilding algorithms [5, 8, 10, 11, 23] .
The GP algorithm proposed in this paper is a constrained-syntax one in the sense that it contains several syntactic constraints to be enforced by the system, so that individuals represent rule sets that are valid and easy to interpret, due to the use of a disjunctive normal form representation.
The remainder of this paper is organized as follows. Section 2 presents an overview of the area of GP, in order to make this paper self-contained. Section 3 describes the proposed constrained-syntax GP for discovering classification rules. Section 4 reports the results of computational experiments comparing the GP with C4.5 and a ''Booleanized'' GP [2] . Finally, Section 5 presents the conclusions and suggested research directions.
An overview of genetic programming
In GP, the basic idea is the evolution of a population of ''programs''; i.e., candidate solutions to the specific problem at hand. A program (an individual of the population) is usually represented as a tree, where the internal nodes are functions (operators) and the leaf nodes are terminal symbols. More complex representations, such as graphs or multiple trees, were proposed in the past [13, 27] , but they are far less popular than the tree representation, which was popularized by Koza's first book [17] . Both the function set and the terminal set must contain symbols appropriate for the target problem. The function set can contain arithmetic operators, logic operators, mathematical functions, etc., whereas the terminal set can contain the variables (attributes) of the problem. In the medical domain, these attributes could be, for instance, signals, symptoms and other information about a given patient to be diagnosed.
Each individual of the population is evaluated with respect to its ability to solve the target problem. This evaluation is performed by a fitness function, which is problemdependent. In general, the fitness is computed by means of a well-defined mathematical function (or even a complex procedure) that assigns a scalar value to the outcome. In most cases, the fitness of an individual is evaluated over a set of different representative situations (called fitness cases), sampled from the problem space.
Individuals undergo the action of genetic operators such as reproduction and crossover. These operators are very briefly described below; a more detailed analysis about these and other genetic operators can be found in [1, 17] .
The reproduction operator selects one individual of the current population in proportion to its fitness value, so that the fitter an individual is, the higher the probability that it will take part in the next generation of individuals. After selection, the individual is copied into the new generation. Reproduction reflects the principles of natural selection and survival of the fittest.
The crossover operator swaps randomly selected subtrees of two individuals. Therefore, crossover mimics the process of sexual reproduction found in the nature.
The application of crossover is independent of the tree topology, since it has to meet the closure property of GP. This property states that any function has to accept as operand any possible combination of terminals and functions. Fig. 1 illustrates the application of the crossover operator to a couple of parents. The crossover point was chosen at random for both parents. Translating the trees into logical expressions, one can describe the exact results of this application of crossover, as follows: Once genetic operators have been applied to the population according to given probabilities, a new generation of individuals is created. These newly created individuals are evaluated by the fitness function. The whole process is repeated iteratively for a fixed number of generations or until another termination criterion is met. The result of genetic programming (the best solution found) is usually the fittest individual produced along all the generations.
A GP run is controlled by several parameters, some numerical and some qualitative ones [17] . However, control is implementation-dependent; i.e., not all GP systems have to follow the same directives, especially those parameters concerning the genetic operators. If special genetic operators are defined, specific parameters have to be set to control their use throughout the run. Summarizing, the use of GP to solve real-world problems encompasses the previous definition of the following: the structural components of the solution (i.e., both the function set and terminal set); the method for generating the initial population of solutions; the genetic operators used to modify stochastically a given solution; the measure of goodness of a given solution (fitness function); the criteria for terminating the evolutionary process and for designating the result; the major and minor parameters that control the GP.
Constrained genetic programming
The standard GP was not developed to deal with different data types at the same time. In fact, this limitation is due to the closure property [17] , which has to be satisfied, that is, any non-terminal must be able to manipulate any data type returned from a terminal or nonterminal. In many applications, this is a serious limitation, leading to poor solutions to the problem dealt by GP. Several methods have been proposed in the past to circumvent this limitation, allowing GP to deal with different data types and satisfying the closure property. The two main approaches are discussed in the following sections.
Constrained syntactic structures
A method to enforce the closure property and allow multiple data types simultaneously is the use of ''dynamic typing''. In this approach, each non-terminal has to manipulate arguments of any data type that can be returned from any terminal or non-terminal. There are two (non exclusive) methods to do so. The first method is to make every function of the function set to execute different actions for different data types received as input. The second method is to have these functions returning an error flag when the data types of the received arguments are incompatible, and then assigning an extremely bad fitness value to the corresponding tree [19] .
A better way to satisfy data type restrictions is the use of 'strong-typing', that is, generating only trees that can satisfy data type restrictions. This, in fact, is essentially what Koza [17] proposes with his syntactically constrained structures. For problems that require variables of several data types, a set of syntactic rules defines, for each parent node, which kinds of nodes can be used as its child nodes. These constraints are always imposed when a new tree is generated as result of genetic operators [4, 17] .
The central issue for syntactically-constrained structures is the definition of the syntactic rules that specify, for each non-terminal, which kinds of child node it can have [15, 19] .
Grammar-based genetic programming
Another approach to go around the closure requirement of GP, being able to manipulate several different data types without producing invalid individuals, consists of using a grammar to enforce syntactic (and possibly semantic) constraints [7, 22, 29] . A grammar is composed by a set of non-terminal symbols, a set of terminal symbols, a starting symbol and a list of production rules. The starting symbol, usually a non-terminal, is designated to be the first symbol of the first rule. An individual is created by the complete derivation of the starting symbol, applying the production rules.
A grammar-based GP for rule discovery is described in detail in a book by Wong and Leung [31] . One of the case studies described in this book is summarized here. The data being mined is a fracture data set containing 6500 records and 8 attributes, namely: sex, age, admission date (AdmDay), length of stay in hospital (Stay), diagnosis of fracture (Diagnosis), operation, surgeon, side of fracture (Side). These attributes have the following dependence. The attribute Diagnosis depends on the attributes Sex, Age and AdmDay. The attribute Operation depends on the previous three attributes (Sex, Age and AdmDay) and on the attribute Diagnosis. The attribute Stay depends on all the other seven attributes.
A small part of the grammar for this data set, taking into account these dependencies, is shown in Fig. 2 . A more complete view of this grammar can be found in the cited reference. In Fig. 2 terminal symbols of the grammar are written in bold font style. The first three grammar rules in the figure are justified by the fact that the user wants rules predicting one of the following three goal attributes: Diagnosis, Operation and Stay. The next three grammar rules specify that each of the above three prediction rules consists of an antecedent (Antec) and a consequent (Cons). The next grammar rules specify the structure of each antecedent and each consequent. Each antecedent is a conjunction of attributevalue descriptors, whereas each consequent is a single goal-attribute-value descriptor.
A constrained-syntax GP for discovering classification rules
This section describes a constrained-syntax GP system developed for discovering IF-THEN classification rules. Hence, the system addresses the classification problem, as discussed in Section 1. The design of the system involved the following aspects: individual representation, genetic operators, fitness function, and classification of new instances. These subjects are discussed in the next subsections.
Individual representation
The first step in designing a GP for classification is to choose between the Michigan or the Pittsburgh approach for individual representation [9, 10, 12] . In essence, in the Michigan approach each individual corresponds to a single classification rule, so that a set of individuals-possibly the entire population-corresponds to a rule set, i.e., a complete solution for the target classification problem. (Note that we are using the term ''Michigan approach'' in a broad sense here, rather than in the narrow sense of referring only to classifier systems, as used by some authors.) By contrast, in the Pittsburgh approach each individual corresponds to a rule set, constituting a complete solution for the classification problem.
The Michigan approach has the advantage of working with simpler, shorter individuals, avoiding the need for more elaborate genetic operators that cope with rule sets. On the other hand, it has the disadvantage that each individual corresponds only to a partial solution for the classification problem, making it difficult to evaluate the quality of an entire rule set, whose component rules are contained in different individuals.
The Pittsburgh approach works with more complex, longer individuals, often requiring somewhat more elaborate genetic operators, but it has the advantage that each individual represents an entire solution (rule set) for the classification problem. Therefore, the quality of a candidate rule set can be easily evaluated as a whole, by taking into account the interaction among all the rules composing the individual.
In this paper we follow a hybrid Pittsburgh/Michigan approach, as follows. An individual can contain multiple classification rules, subject to the restriction that all its rules have the same consequent-i.e., they predict the same class. In other words, an individual consists of a set of rule antecedents and a single rule consequent. The rule antecedents are connected by a logical OR operator, and each rule antecedent consists of a set of conditions connected by a logical AND operator. Therefore, an individual is in disjunctive normal form (DNF)-i.e., an individual consists of a logical disjunction of rule antecedents, where each rule antecedent is a logical conjunction of conditions (attributevalue pairs).
The rule consequent specifies the class to be predicted for an instance that satisfies all the conditions of any of the rule antecedents.
The terminal set consists of the attribute names and attribute values of the data set being mined. The function set consists of logical operators (AND, OR) and relational operators Once the genetic material (set of rule antecedents) of an individual is determined, the rule consequent (predicted class) associated with the individual is chosen in such a way that the fitness of the individual is maximized. More precisely, let k be the number of classes. For each of the k classes, the system computes what would be the fitness of the individual if that class were chosen to be the class predicted by the individual. Then, the system chooses the class that leads to the best (largest) fitness value for the individual.
So far, this individual representation can be seen as a representative of the Pittsburgh approach, since an individual consists of multiple rules. However, in our approach an individual does not represent an entire solution for the classification problem, for the following reason. As mentioned above, all the rules of an individual have the same rule consequent-i.e., they predict the same class. This leaves us with the problem of how to discover rules predicting different classes. The most common solution for this problem in the literature is to run the GP k times, where k is the number of classes [2, 16] . In the i-th (i ¼ 1; . . . ; k) run, the GP discovers rules predicting the i-th class. Instead of using this conventional approach, our system works with a population of individuals where different individuals may have different rule consequents. Hence, in our approach an entire solution for the classification problem consists of k individuals, each of them predicting a different class. In other words, at the end of the evolution, the solution returned by GP will consist of k individuals, each of them being the best individual (the one with the best fitness value) for a different class. Therefore, it seems fair to call this approach a hybrid Pittsburgh/Michigan approach.
To summarize, in our individual representation each individual consists of a set of rules predicting a given class, and an entire solution for the classification problem consists of k individuals, each of them predicting a different class.
The main advantage of our hybrid Pittsburgh/Michigan approach, by comparison with the previously mentioned conventional Pittsburgh approach, is that in the former we need to run the GP just once to discover rules predicting different classes. By contrast, in the latter we need to run GP k times, where k is the number of classes. Therefore, our approach is considerably more efficient, in terms of computational time.
In the sequence we specify syntactical and semantic constraints (respectively) associated with our individual representation. It should be stressed that these constraints are used throughout the GP evolution, including both the generation of individuals in the initial population and the production of new individuals via crossover.
Conventional GP systems must satisfy the property of closure, which means that the output of any function of the function set can be used as the input for any other function of it. This property is satisfied, for instance, if the function set contains only mathematical operators (like þ, À, /, *) and all terminal symbols are real-valued variables or constants.
However, in a typical data mining scenario the situation is more complex, since we often want to mine a data set with a mixing of categorical (nominal) and continuous (real-valued) attributes. Hence, our individual representation includes several constraints useful for data mining applications, as follows.
First, we specify, for each function of the function set, what are the data types valid for the input arguments and the output of the function. As mentioned earlier, the function set of our GP consists of logical operators (AND, OR) and relational operators (''¼'', ''6 ¼'', '' '', ''>''). The valid data types for the input arguments and output of these operators is shown in Table 1 .
Note that all operators of Table 1 take two input arguments, so that each GP individual is represented by a binary tree. Our GP can cope with attributes that are either categorical (nominal) or continuous (real-valued), which is a desirable flexibility in a data mining system. It can also cope with Boolean attributes, of course, since Boolean attributes are a special case of categorical attributes where the number of values in the attribute domain is just two.
The data type restrictions specified in Table 1 naturally suggest an individual representation based on a hierarchy of operators. Of course, at the deepest level in the tree, the leaf nodes are terminal symbols-i.e., attributes or their values.
One level up there are internal nodes containing relational operators. Each of those internal nodes will have two child nodes, one of them containing an attribute and the other containing a value in the domain of that attribute. If the attribute-value pair in question is categorical, the internal node will be either ''¼'' or ''6 ¼''. On the other hand, if the attribute-value pair in question is continuous, the internal node will be either '' '' or ''>''. In any case, the output of such an internal node will be a Boolean value.
In the higher levels of the tree the internal nodes contain a logical operator, either AND or OR. Hence, the output of the tree (i.e., the output of the root node) will be a Boolean value, indicating whether or not a data instance satisfies the set of rule antecedents encoded in the individual. An example of this hierarchical structure was previously shown in Fig. 3 . Note that the individual shown in that Figure satisfies all data type constraints specified in Table 1 .
Another constraint of our hierarchical individual representation is that an AND node cannot be an ancestor of an OR node. Although this constraint is not essential for producing syntactically-valid individuals, we find it useful in practice, because it enforces the restriction that every individual represents a set of rule antecedents in disjunctive normal form (DNF). The DNF representation is not only intuitively simple, but also facilitates the enforcement of a semantic constraint, namely an attribute uniqueness constraint, as described next. 
Finally, our system also enforces a constraint of uniqueness of an attribute in the rule antecedent, i.e., each attribute can occur only once in a given antecedent. This constraint is necessary to avoid invalid rule antecedents like: IF (Sex ¼ male) AND (Sex ¼ female).
To summarize, our hierarchical individual representation has the following syntactic constraints:
(a) A leaf (terminal) node can have as its parent only a relational operator-i.e., ''¼'' or ''6 ¼'' if the leaf node's data type is categorical, '' '' or ''>'' if the leaf node's data type is continuous. 
Genetic operators
Our GP uses the reproduction and crossover operators. The reproduction operator consists simply of passing a copy of an individual to the next generation, as discussed in Section 2. The crossover operator used here is a variant of the standard tree-crossover operator also discussed in Section 2. In our system that crossover operator is adapted to our constrained-syntax individual representation, as follows.
First, a crossover point (a tree node) is randomly selected in one of the parent individuals, here called the first parent. Then the crossover point (tree node) of the other parent individual, here called the second parent, is randomly selected among the nodes that are compatible with the crossover point of the first parent. The crossover is performed by swapping the subtrees rooted at the crossover points of the two parent individuals, as usual.
In essence, two tree nodes are compatible if their operators can be swapped without producing an invalid individual. More precisely, we define the following compatibility relation for the operators included in Table 1 If the second parent does not contain any tree node that is compatible with the first parent's crossover point, then the crossover operation is aborted and both parents are reproduced, without any modification, to the next generation.
Note that, although swapping subtrees that return the same data type guarantees that all tree nodes have inputs and output of a valid data type as specified in Table 1 , it does not guarantee that all new offspring are valid. Any of the two new offspring produced by crossover could still be an invalid individual, due, e.g., to a violation of the condition of uniqueness for each attribute in each rule antecedent. If one of the new child individuals is valid and the other one is invalid, the former is put in the next generation, but the latter is discarded. Instead of it, one of two parents is randomly selected to pass, without modification, to the next generation. If the two new child individuals are invalid, the crossover is aborted and both parents are reproduced, without modification, to the next generation.
Our GP also uses a form of elitism that we call classwise elitism. The basic idea of elitism is that the best (or a small set of best) individual(s) of a generation is passed unchanged to the next generation, to prevent the stochastic process of evolution from losing that individual. Recall that the population contains individuals predicting different classes. In our classwise elitism the best individual of each of the k classes is chosen to be passed unchanged to the next generation. In other words, k elite individuals are passed unaltered to the next generation. The i-th elite individual (i ¼ 1; . . . ; k) is the best individual among all individuals predicting the i-th class.
Fitness function
The fitness function used in this work is the same as that first proposed in [18] , and later used in [2] for a ''Booleanized'' GP (that is, a GP that accepts only Boolean inputs). The major difference between the current work and that one is the constrained-syntax individual representation used here, which is more elaborate than the simple approach of working only with Boolean attribute values used in the that former work.
The fitness function evaluates the quality of each individual (a rule set where all rules predict the same class) according to two basic criteria, namely its predictive accuracy and its simplicity.
Before the definition of the fitness function, a review of some basic concepts on classification-rule evaluation is necessary. When using a rule for classifying a data instance (a record of the data set being mined), depending on the class predicted by the rule and on the actual class of the instance, one of the following four types of result can be observed:
True positive: The rule predicts that the instance has a given class and the instance does have that class. False positive: The rule predicts that the instance has a given class but the instance does not have it.
True negative: The rule predicts that the instance does not have a given class, and indeed the instance does not have it. False negative: the rule predicts that the instance does not have a given class but the instance does have it.
Let tp, fp, tn and fn denote respectively the number of true positives, false positives, true negatives and false negatives observed when a rule is used to classify a set of instances.
The first part of our fitness function, which measures the predictive accuracy of a rule set, combines two indicators commonly used for evaluating medical-diagnosis procedures, namely the sensitivity (Se) and the specificity (Sp), defined as follows:
Finally, the measure of predictive accuracy used by our GP is defined as the product of these two indicators, i.e.:
predictive accuracy ¼ Se Sp
The goal of Eq. (3) is to foster the GP to maximize both the Se and the Sp at the same time. This is an important point, since it would be relatively trivial to maximize the value of one of these two indicators at the expense of significantly reducing the value of the other. Note that Eq. (3) has the advantages of being simple and returning a meaningful, normalized value in the range [0-1]. This measure of predictive accuracy seems to have been first used in an evolutionary algorithm by [18] , and it has also been independently suggested for classification in general (independent of the paradigm of the classification algorithm) by [14] .
The second criterion considered by our fitness function is the simplicity of the rule set represented by an individual. In fact, GP does not necessarily produce simple solutions. Considering that the comprehensibility of a rule is inversely proportional to its size, something has to be done to force GP to produce rules as short as possible. Therefore, we define a measure of simplicity (Sy) of a rule, given by:
where numnodes is the current number of nodes (functions and terminals) of an individual (tree), and maxnodes is the maximum allowed size of a tree (set to 45). Eq. (4) produces its maximum value of 1.0 when a rule is so simple that it contains just one term. The equation value decreases until its minimum of 0.5, which is produced when the number of nodes equals the maximum allowed. The reason to set the lower bound to 0.5 is to penalize large-sized individuals without forcing them to disappear from the population. This is especially important in the early generations of a run, when most individuals will have very low predictive accuracy but can carry good genetic material capable of further improvement by means of the genetic operators.
Finally, the fitness function used by our GP is fully defined as the product of the indicators of predictive accuracy and simplicity, as follows:
Therefore, the goal of our GP is to maximize both the Se and the Sp, and to minimize simultaneously the rule set size. This fitness function has also the advantages of being simple and returning a meaningful, normalized value in the range [0-1].
Classification of new instances
Recall that, after the GP run is over, the result returned by GP consists of a set of k individuals, where k is the number of classes. The i-th returned individual (i ¼ 1; :::; k) consists of a set of rules predicting the i-th class for a data instance (record) that satisfies the rule set associated with the individual. An instance is said to satisfy a rule set if it satisfies all the conditions of at least one of the rules contained in the rule set. Recall that an individual contains a rule set in disjunctive normal form.
When the set of returned individuals is used to classify a new instance (in the test set), the instance will be matched with all the k individuals, and one of the following three situations will occur: (a) The instance satisfies the rule set of exactly one of the k individuals. In this case the instance is simply assigned the class predicted by that individual. (b) The instance satisfies the rule set of two or more of the k individuals. In this case the instance is assigned the class predicted by the individual with the best fitness value (computed in the training set, of course). (c) The instance does not satisfy the rule set of any of the k individuals. In this case the instance is assigned a default class, which is the majority class, that is the class of the majority of the instances in the training set.
Computational results

Data sets and running parameters
Experiments were done with five data sets-namely chest pain, Ljubljana breast cancer, dermatology, Wisconsin breast cancer, and pediatric adrenocortical tumor. Table 2 summarizes the information about the first four data sets: the number of examples (records), attributes and classes. Ljubljana breast cancer, Wisconsin breast cancer and dermatology are public domain data sets, available from the Machine Learning Repository at the University of California at Irvine (http://www.ics.uci.edu/$mlearn/MLRepository.html). The chest pain data set is described in more detail in [2] . The pediatric adrenocortical tumor is discussed in details in Section 4.3.
Two of these data sets (Ljubljana breast cancer and dermatology) had some examples with missing values. In our experiments all examples with missing values were removed from these data sets. The number of examples reported in the second column of Table 2 is the number after removal of examples with missing values. The parameters used in all GP runs were: population size: 500, generations: 50 (excluding the first population that was generated randomly), crossover probability: 95%, reproduction probability: 5%, selection method for both parents: fitness proportional (roulette wheel), steady-state, maximum tree depth: 15, stop criterion: maximum number of generations. The initial population was generated using ramped-half-and-half method [17] and initial tree depth: 12.
Results comparing the GP with C4.5 and BGP in four data sets
For each data set shown in Table 2 the performance of the GP system was compared with C4.5 [24] , a very well-known decision-tree induction algorithm often used for benchmarking purposes in the data mining and machine learning literature, and also a ''Booleanized'' version of GP (BGP) described in [2] . In all the experiments the default parameters of C4.5 and BGP were used. In order to make the comparison as fair as possible, we have also used the default parameters of our GP system. In other words, we have made no attempt to optimize the parameters of either C4.5, BGP or our GP system.
The comparison between the GP proposed in this paper and BGP is particularly interesting because both algorithms use the same fitness function. Hence, differences in their performance can be mainly associated with their different individual representations and corresponding genetic operators. BGP uses a simpler individual representation where all attribute values are ''Booleanized'' in a preprocessing step (see [2] for details) and the function set contains only Boolean operators. By contrast, the GP proposed in this paper uses a more complex representation, where the function set includes both Boolean (AND, OR) and relational (¼, 6 ¼, <, >) operators. This has the advantage of avoiding the need for Booleanization in a preprocessing step, and can potentially increase predictive accuracy, since that preprocessing step could lead to the loss of some relevant detail in the data.
All the results obtained with our GP and with C4.5 and BGP reported in this section were obtained by performing a five-fold cross-validation procedure [14, 28] . The basic idea is that the data set is first divided into five mutually exclusive and exhaustive partitions. Then, each classification algorithm is run five times. In each of these runs a different partition is used as the test set and the other four partitions are grouped into a training set. In each of those five runs the accuracy rate on the test set is computed as the ratio of the number of correctly classified test instances over the total number of test instances, as usual in the classification literature. The accuracy rates on the test set are averaged over the five runs, and this average result is reported. We stress that the GP, C4.5 and BGP are given exactly the same training and test sets in each of the five runs of the cross-validation procedure, again making the comparison as fair as possible.
The accuracy rates obtained by our GP, C4.5 and BGP are shown in Table 3 . The numbers after the ''AE'' symbol are standard deviations.
In the Ljubljana breast cancer data set C4.5 and the GP proposed in this paper achieved about the same accuracy rate, since the minor difference between them is certainly not significant. However, in chest pain and dermatology data sets, the GP outperformed C4.5, and the difference is clearly significant. Note that the accuracy rate intervals (taking into account the standard deviations) do not overlap in the case of these two data sets. For the Wisconsin breast cancer data set C4.5 had a somewhat better performance than our GP, and the difference is also significant, since the corresponding accuracy rate intervals do not overlap.
For all four data sets, our GP outperformed BGP. However, the accuracy rate intervals do overlap (indicating that the differences are not significant)-except for the dermatology data set, where our GP significantly outperformed BGP. C4.5 had an average performance better than BGP in all but the chest pain data set. However, the accuracy rate intervals overlap both for chest pain and dermatology data sets. Therefore, only for Ljubljana cancer and Wisconsin cancer data sets there are significant differences in the accuracy rates of C4.5 and BGP.
Results comparing the GP with C4.5 and BGP in the pediatric adrenocortical tumor data set
In this subsection, we compare the results of our GP with C4.5 and BGP in a new data set, called pediatric adrenocortical tumor. We emphasize that preparing this data set for data mining purposes was a considerable challenge. We had to carry out a significant preprocessing of the available data, as described in the following [3] .
The original data set consisted of 178 instances (records) and 10 attributes. This included 54 instances with missing value for one or more attributes. These 54 instances were removed from the data, so that the data set used in our experiments contained 124 instances. The attributes and their values are shown in Table 4 .
The first step was to decide which attribute would be used as the goal (or class) attribute, to be predicted. It was decided to predict how long a patient will survive after undergoing a surgery. The corresponding goal attribute is hereafter called Survival. The values of this attribute for the instances were not directly available in the original data set. It had to be computed in an elaborate way, as follows.
First the system computed, for each instance (patient), the difference, measured in number of days, between the date of the surgery and the date of the last follow up of the patient.
Then the system checked, for each instance, the value of another attribute called Status, whose domain contained four values. One of these values indicated that the patient was dead, whereas the other three values indicated that the patient was still alive. (The difference in the meaning of those three values indicating alive patient reflect different stages in the progress of the disease, but this difference is not relevant for our discussion here.) A major problem in predicting Survival is that, if the Status of a patient (as recorded in the hospital's database) is different from dead, this does not necessarily mean that the patient is still alive in real life. It might be the case that the patient has actually died, but this information was not yet included in the database, due to several reasons that might lead to a loss of contact between the family of the patient and the hospital. On the other hand, if the value of Status recorded in the hospital's database is dead, this information is presumably much more reliable.
As a result, for many of the patients, one cannot be sure about the true value of the Survival attribute. One can be sure about this value only when the value of the Status attribute is dead. When Status is different from dead, the value of Survival computed as described above is just an underestimate of the true value of that attribute. Hence, any attempt to directly predict the value of Survival would be highly questionable, being prone to produce unreliable results. To circumvent this problem, our solution was to transform the original problem of predicting Survival for all patients into three separate problems, each of them carefully defined to lead, at least in principle, to more reliable results. We try to predict the value of Survival for each of three classes of this attribute separately. These three classes were defined by discretizing the Survival attribute (which was previously measured in number of days) into three ranges of values, namely less than one year, between one and two years, between two and five years. Hereafter these ranges are called classes 1, 2 and 3, respectively, for short. This discretization was suggested by an oncologist, based on his experience in clinical practice.
This leads to three classification experiments, each of them aiming at discriminating between two classes, a ''positive'' class and a ''negative'' class. In the i-th experiment, i ¼ 1; 2; 3, the instances having class i are considered as positive-class instances, and all the other instances are considered as negative-class instances.
The reason why we need to perform three separate classification experiments is as follows. As mentioned above, when the patient's Status is different from dead, one cannot be sure about the true value of the Survival attribute. For instance, suppose that a patient underwent surgery one and a half year ago. One cannot be sure if the patient has class 2 or 3, since (s)he might or not live until (s)he completes two years of survival after surgery. However, one can be sure that this patient does not have class 1. So, its corresponding instance can be used as a negative-class instance in the first classification experiment, aiming at predicting whether or not a patient has class 1. On the other hand, that instance cannot be used in the second or third classification experiments, because in those experiments there would be no means to know if the instance had a positive class or a negative class.
The key idea here is that an instance is used in a classification experiment only when one can be sure that it is either definitely a positive-class instance or definitely a negative-class instance, and for some instances (those having Status different from dead) this depends on the classification experiment being performed. It is important to note that, as a result of the previous scheme, the number of instances given as input to the classification algorithm varies across the three classification experiments, which is by itself a decisive argument for performing three separate classification experiments.
Finally, we now precisely specify how we have defined which instances were used as positive-class or negative-class instances in each of the three classification experiments.
The first experiment consists of predicting class 1, i.e., Survival less than one year. In this experiment the positive-class instances are the patients whose Status is dead and whose Survival is less than or equal to one year. The negative-class instances are the patients whose Survival is greater than one year. After this instance-filtering process the data set contained 22 positive-class instances and 83 negative-class instances.
The second experiment consists of predicting class 2, i.e., Survival between one and two years. In this experiment the positive-class instances are the patients whose Status is dead and Survival is greater than one year and less than or equal to two years. The negative-class instances are the patients whose Status is dead and Survival is either less than one year or greater than two years. After this instance-filtering process the data set contained 8 positive-class instances and 86 negative-class instances.
The third experiment consists of predicting class 3, i.e., Survival between two years and five years. In this experiment the positive-class instances are the patients whose Status is dead and Survival is greater than two years and less than or equal to five years. The negative-class instances are the patients whose Status is dead and Survival is either less than two years or greater than five years. After this instance-filtering process the data set contained 6 positive-class instances and 62 negative-class instances. Table 5 reports the accuracy rate (on the test set) obtained by our GP, C4.5 and BGP in each of the three classification experiments. These experiments have followed the same methodology as the experiments reported in Section 4.2. Hence, in all the experiments we have used the default parameters of the GP, C4.5 and BGP, making no attempt to optimize the parameters of the systems, and all the results reported here were obtained by performing a five-fold cross-validation procedure.
For all three classes, BGP had a worse performance than both GP and C4.5. In particular, for class 3, BGP did not correctly classify any case, which was very surprising. Based only on the results reported in this table, at first glance one might conclude that C4.5 outperforms our GP system in this data set. In two out of the three classes (namely, classes 2 and 3) the accuracy rate of C4.5 is significantly better than the one of the GP. However, this conclusion would be premature, as we now show.
The problem with the previous results is that they are based on classification accuracy rate. Although this measure of predictive accuracy is still the most used in the literature, it has some drawbacks [14] . The most important one is that it is relatively easy to achieve a high value of classification accuracy when one class (the majority class) has a high relative frequency in the data set. In one extreme, suppose that 99% of the examples have a given class, called c 1 . (Such cases are not as rare as one might think. They are actually quite common in applications such as fraud detection, prediction of rare diseases, etc.). In this case one can trivially achieve a classification accuracy rate of 99% by ''predicting'' class c 1 for all examples. Does that mean that the classification algorithm (a trivial majority classifier) is doing a good job? Of course not. What this means is that the measure of classification accuracy rate is too weak in this case, in the sense that it is too easy to get a very high value of this measure. One needs a more demanding measure of predictive accuracy, which assigns more importance to the classification of the examples that are really difficult to classify, namely the minority class examples.
Indeed, an analysis of the trees induced by C4.5 shows that the results of the last two rows of Table 5 referring to classes 2 and 3 are very misleading. In particular, C4.5 is not discovering better rules for these classes. More precisely, when predicting class 2 and class 3, C4.5 induces a degenerate, ''empty'' tree with no internal node; i.e., a tree containing only one leaf node, predicting the majority class. This has consistently occurred in all the five folds of the cross-validation procedure. Clearly, C4.5 opted for an ''easy solution'' for the classification problem, favoring the correct prediction of the majority of the examples at the expense of making an incorrect prediction of all the minority-class examples. Such an easy solution is useless for the user, since it provides no rules (i.e., no knowledge) for the user. Only when predicting class 1, C4.5 was able to induce a non-degenerate, non-empty tree on average. And even for this class an empty tree was induced in some folds of the cross-validation procedure. By contrast, our GP system discovered, on average, rules with 2, 1.7 and 1.9 conditions, for rules predicting classes 1, 2 and 3, respectively. Overall, the rules were considered comprehensible by the user. Of course, this does not imply that the predictive accuracy of the rules discovered by our GP is good. What we need, as argued above, is a more demanding measure of predictive accuracy, which emphasizes the importance of correctly classifying examples of all classes, regardless of the relative frequency of each class. This is the basic idea behind the previously-explained measure that includes both sensitivity and specificity (Eq. (3)).
Hence, we report in Table 6 the values of sensitivity (Se), specificity (Sp), and the product Se Sp obtained by our GP, C4.5 and BGP in the pediatric adrenocortical tumor data set. This table contains one row for each class being predicted.
As can be observed in this table, all systems failed to discover good rules predicting class 3 but, unlike C4.5, our GP and BGP succeeded in discovering good rules (with relatively good values of Se and Sp) predicting classes 1 and 2. In addition, in all the three classes, the value of the product Se Sp obtained by our GP considerably outperforms the one obtained by C4.5. For class 1, BGP has achieved a slight better value for the product Se Sp than our GP, due to a more balanced performance regarding sensitivity and specificity (almost the same value). However, for class 2 our GP obtained a considerably better value of the product Se Sp than BGP.
Conclusions
We have proposed a constrained-syntax GP for discovering classification rules. This GP uses a function set consisting of both logical operators (AND, OR) and relational operators (''¼'', ''6 ¼'', '' '', ''>''). Rule sets are represented by individuals where these operators are arranged in a hierarchical, tree-like structure. We have specified several syntactic constraints to be enforced by the GP, so that individuals represent rule sets that are valid and easy to interpret, due to the use of the disjunctive normal form representation.
The GP was compared with C4.5, a well-known classification algorithm, and BGP, a ''Booleanized'' version of GP, in five data sets. In two data sets the accuracy rate of the GP was significantly better than the one of C4.5. In one data set the two systems obtained similar accuracy rates. In one data set C4.5 significantly outperformed the GP system, and in the fifth data set the accuracy rate of C4.5 was significantly better than the one of the GP at first glance. However, an analysis of the trees built by C4.5 showed that it was not discovering better classification rules in the fifth data set. It was just building a degenerate, empty tree, predicting the majority class for all data instances. We then performed a more detailed analysis of the predictive accuracy of both systems, measuring the sensitivity and the specificity rates for each class separately, and showed that, according to this measure of predictive accuracy, overall the GP obtained considerably better results than C4.5.
In general, BGP did not show a good performance when compared with both C4.5 and our GP. For all data sets our GP was better than BGP and for three out of five data sets, C4.5 was significantly better than BGP. BGP obtained better results than C4.5 in two data sets, but the difference was not significant.
We believe the main contributions of this paper are as follows. First, we have proposed a constrained-syntax GP using a new set of constraints tailored for discovering simple classification rules. Note that, as discussed before, the idea of constrained-syntax GP is not new. Furthermore, most of the constraints proposed here could also be implemented by using a grammar-based GP. However, both constrained-syntax GP and grammar-based GP are general approaches for coping with the closure problem in GP. They were not developed for discovering classification rules. Our approach is less generic, since it was specifically developed for discovering classification rules. In this sense our approach can be considered a special case of constrained-syntax GP particularly tailored for discovering classification rules. This specificity has the advantage that we are able to incorporate constraints that would be difficult to incorporate in a general constrainedsyntax GP or a grammar-based GP. A typical example is the constraint that an attribute can occur at most once in a rule antecedent. Second, we have shown that overall this algorithm obtained good results with respect to predictive accuracy, by comparison with C4.5 and BGP, on five medical data sets. We make no claim that our GP is better than C4.5 in general, since no classification algorithm is universally best across all application domains [20, 25, 26] . Third, we have proposed a new way of preprocessing a medical data set for the purpose of performing a computational prediction of how long a patient will survive after a surgery [3] . This preprocessing method was designed to cope with a major problem in predicting the time of Survival of a patient. Namely, if the Status of a patient (as recorded in the hospital's database) is different from dead, this does not necessarily mean that patient is still alive in real life. It might be the case that the patient has actually died, but this information was not yet included in the database, due to several reasons that might lead to a loss of contact between the family of the patient and the hospital. The proposed preprocessing method copes with this problem by using two basic ideas, namely:
(a) transforming the original problem of classification into separate classification problems, each of them predicting whether or not the patient belongs to a given class (a time interval for survival); and (b) performing a careful process of instance filtering, in such a way that an instance is used in a classification experiment only when one can be sure that it is either definitely a positive-class instance or definitely a negative-class instance, for each of the previously-defined classification experiments.
Although the proposed preprocessing method for predicting patient survival was applied in this work only to the pediatric adrenocortical tumor data set, it is a relatively generic method. Of course, it cannot be applied to other kinds of problem such as discovering prediction rules for diagnosis. However, it can be applied to any other data set where the goal attribute to be predicted is the survival of the patient, regardless of the underlying disease(s) or event (for instance, surgery) causing the death of the patient. In this sense, this method has a good degree of generality in the context of medical applications.
In the future we intend to apply our GP to other data sets, and compare it with other classification algorithms. Other possible research direction consists of performing experiments with other function sets and evaluate the influence of the function set of the GP in its performance, across several different data sets.
