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Uniform error bounds for
smoothing splines
P. P. B. Eggermont1 and V. N. LaRiccia1
University of Delaware
Abstract: Almost sure bounds are established on the uniform error of smooth-
ing spline estimators in nonparametric regression with random designs. Some
results of Einmahl and Mason (2005) are used to derive uniform error bounds
for the approximation of the spline smoother by an “equivalent” reproducing
kernel regression estimator, as well as for proving uniform error bounds on
the reproducing kernel regression estimator itself, uniformly in the smoothing
parameter over a wide range. This admits data-driven choices of the smoothing
parameter.
1. Introduction
In this paper, we study uniform error bounds for the smoothing spline estimator of
arbitrary order for a nonparametric regression problem. In effect, we approximate
the smoothing spline by a kernel-like estimator, and give sharp bounds on the
approximation error under very mild conditions on the nonparametric regression
problem, as well as on the uniform error on the kernel-like estimator. An application
to obtaining confidence bands is pointed out.
Let (X1, Y1), (X2, Y2), . . . , (Xn, Yn) be a random sample of the bivariate random
variable (X,Y ) with X ∈ [ 0 , 1 ], almost surely. Assume that
(1.1) fo(x) = E[Y | X = x ]
exists, and that for some natural number m,
(1.2) fo ∈Wm,∞( 0 , 1 ),
where for a < b, the Sobolev spaces Wm,p(a, b), 1 ≤ p ≤ ∞, are defined as
(1.3) Wm,p(a, b) =
{
f ∈ Cm−1[ a , b ]
∣∣∣∣∣ f
(m−1) abs. continuous
f (m) ∈ Lp(a, b)
}
,
see, e.g., [2].
Regarding the design, assume that
(1.4)
X1, X2, . . . , Xn are independent and identically distributed,
having a probability density function w with respect to
Lebesgue measure on ( 0 , 1 ) ,
1Food and Resource Economics, University of Delaware, Newark, Delaware 19716-1303, e-mail:
eggermon@udel.edu; lariccia@udel.edu
Keywords and phrases: spline smoothing, random designs, equivalent kernels.
AMS 2000 subject classifications: 62G08, 62G20.
220
Smoothing splines 221
and that
(1.5) w1 ≤ w( t ) ≤ w2 for all t ∈ [ 0 , 1 ],
for positive constants w1 and w2.
With the random variable (X,Y ) , associate the noise D by
(1.6) D = Y − fo(X),
and define Di = Yi − fo(Xi), i = 1, 2, . . . , n. Assume that
(1.7) sup
x∈[ 0 , 1 ]
E[ |D |κ | X = x ] <∞ for some κ > 2.
(With the assumption (1.2), this is equivalent to supx E[ |Y |κ | X = x ] <∞.)
Under the above conditions, uniform error bounds for the Nadaraya-Watson estim-
ator have been established by Deheuvels and Mason [8] for a random choice of the
smoothing parameter, and by Einmahl and Mason [12] uniformly in the smoothing
parameter over a wide range. We recall that the Nadaraya-Watson estimator is
defined as
f̂n( t ) =
1
n
n∑
i=1
Yi Kh( t −Xi)
/
1
n
n∑
i=1
Kh( t −Xi),
where, Kh( t ) = h
−1K(h−1 t ) for some nice “kernel” K. In this case, f̂n(x) is
an estimator of fo(x) = E[Y |X = x ]. For some earlier results on uniform error
bounds for Nadaraya-Watson estimators, see, e.g., [16] and [15].
For the smoothing spline estimator, we must come to terms with the fact that
the estimator is defined implicitly as the solution, denoted by f = fnh, of a mini-
mization problem,
(1.8)
minimize LS(f)
def
= 1n
n∑
i=1
| f(Xi)− Yi |2 + h2m ‖ f (m) ‖2
subject to f ∈ Wm,2( 0 , 1 ),
where ‖ · ‖ denotes the L2(0, 1) norm. Thus, the bulk of the paper is devoted to
establishing that for all t ∈ [ 0 , 1 ],
(1.9) fnh( t )− E[ fnh( t ) | X1, . . ., Xn ] = 1n
n∑
i=1
DiRwmh(Xi, t ) + ε
nh( t ),
where ‖ εnh ‖∞ is negligible compared to the leading term in (1.9), and Rwmh is
the Green’s function for a suitable boundary value problem, see (2.13). Here, ‖ · ‖∞
denotes the L∞( 0 , 1 ) norm. The approach taken follows Eggermont and LaRiccia
[10].
The precise results are as follows. For γ > 0, define the intervals
(1.10) Hn(γ) =
[
γ
( logn
n
)1−2/κ
, 12
]
, Gn(γ) =
[
γ
( logn
n
)1−2/λ
, 12
]
,
where λ is unspecified but satisfies 2 < λ < min(κ, 4 ).
222 P. P. B. Eggermont and V. N. LaRiccia
Theorem 1. Under the assumptions (1.4) - (1.7) on the model (1.1), the error
term εnh in (1.9) satisfies almost surely,
TUE(γ)
def
= lim sup
n→∞
sup
h∈H
n
(γ)
‖ εnh ‖∞
h−1/2(nh)−1 { log(1/h) ∨ log log n } <∞.
The uniform-in-bandwidth character of this theorem (which admits random
choices of the smoothing parameter) stands out. Regarding the actual error bound,
if h ∈ Gn(γ), then h ≫ (n−1 logn)1/2 and the error term in (1.9) can be ignored.
Note that for m ≥ 2 and κ > 3, this covers the optimal h, which behaves like
(n−1 logn)1/(2m+1). The theorem makes the smoothing spline much more accessi-
ble as an object of study. Here, we consider uniform error bounds on the estimator.
For cubic smoothing splines in a somewhat different setting, uniform error bounds
were derived by Chiang, Rice and Wu [5].
Main Theorem. Assume the conditions (1.2) through (1.7) on the model (1.1).
Then, the spline estimator of order m satisfies almost surely,
QUE(γ)
def
= lim sup
n→∞
sup
h∈G
n
(γ)
‖ fnh − fo ‖∞√
h2m + (nh)−1 { log(1/h) ∨ log logn }
<∞.
The constant QUE depends on the unknown regression function fo through the
bias. If we restrict h such that h ≪ (n−1 logn)1/(2m+1), then this dependence
disappears, e.g., if for m ≥ 2 and κ > 2 + (1/m), we let
(1.11) Fn(γ) =
[
γ
(
n−1 logn
)1−2/κ
, n−1/(2m+1)
]
,
then
(1.12) QUE(γ)
def
= lim sup
n→∞
sup
h∈F
n
(γ)
‖ fnh − fo ‖∞√
(nh)−1 { log(1/h) ∨ log logn }
<∞,
and QUE does not depend on fo. This has obvious consequences for the construc-
tion of confidence bands. Since it seems reasonable that the value of QUE can be
determined via bootstrap techniques, then almost sure confidence bands in the spirit
of Deheuvels and Mason [8] and the Bonferroni bounds of Eubank and Speckman
[14] may be obtained. The full import of this will be explored elsewhere.
2. The smoothing spline estimator
Let m ∈ N and h > 0 be fixed. The smoothing spline estimator, denoted by fnh, is
defined as the solution of the minimization problem (1.8). The problem (1.8) always
has solutions, and for n ≥ m, the solution is unique, almost surely. For more on
spline smoothing, see, e.g., [13] or [24].
A closer look at the spline smoothing problem reveals that f(Xi) is well-defined
for any f ∈ Wm,2( 0 , 1 ). In particular, there exists a constant c such that for all
f ∈Wm,2( 0 , 1 ) and all x ∈ [ 0 , 1 ],
(2.1) | f(x) | ≤ c{ ‖ f ‖2 + ‖ f (m) ‖2 }1/2,
Smoothing splines 223
see, e.g., [2]. Then, a simple scaling argument shows that there exists a constant
cm such that for all 0 < h ≤ 1, all f ∈ Wm,2( 0 , 1 ), and all t ∈ [ 0 , 1 ],
(2.2) | f( t ) | ≤ cm h−1/2 ‖ f ‖2mh.
Here,
(2.3) ‖ f ‖mh def=
{ ‖ f ‖2 + h2m ‖ f (m) ‖2 }1/2.
Of course, the inequality (2.2) is geared towards the uniform design. For the present,
“arbitrary” design, it is more appropriate to consider the inner products
(2.4)
〈
f , g
〉
wmh
=
〈
f , g
〉
L2(( 0 , 1 ),w)
+ h2m
〈
f (m) , g(m)
〉
L2(0,1)
,
where
〈 · , · 〉
L2(0,1)
is the usual L2(0, 1) inner product and
(2.5)
〈
f , g
〉
L2(( 0 , 1 ),w)
=
∫ 1
0
f( t ) g( t )w( t ) d t .
The norms are then defined by ‖ f ‖wmh =
{ 〈
f , f
〉
wmh
}1/2
. With the design
density being bounded and bounded away from zero, see (1.5), it is obvious that
the norms ‖ · ‖mh and ‖ · ‖wmh are equivalent, uniformly in h. In particular,
with the constants w1 and w2 as in (1.5), for all f ∈Wm,2( 0 , 1 ),
(2.6) w1 ‖ f ‖mh ≤ ‖ f ‖wmh ≤ w2 ‖ f ‖mh.
(Note that, actually, w1 ≤ 1 ≤ w2 .) Then, the analogue of (2.3) holds: There exists
a constant cm such that for all 0 < h ≤ 1, all f ∈Wm,2( 0 , 1 ), and all t ∈ [ 0 , 1 ],
(2.7) | f( t ) | ≤ cm h−1/2 ‖ f ‖wmh.
For later use, we quote the following multiplication result which follows readily with
Cauchy-Schwarz : There exists a constant c such that for all f and g ∈W 1,2( 0 , 1 ),
(2.8) ‖ f g ‖
L1(( 0 , 1 ),w)
+ h ‖ (f g)′ ‖
L1( 0 , 1 )
≤ c ‖ f ‖
w,1,h
‖ g ‖
w,1,h
.
Also, there exist constants ck,k+1 such that for all f ∈W k+1,2( 0 , 1 ),
(2.9) ‖ f ‖w,k,h ≤ ck,k+1 ‖ f ‖w,k+1,h.
The inequality (2.7) says that the linear functionals f 7→ f( t ) are continuous
in the ‖ · ‖wmh-topology, so that Wm,2( 0 , 1 ) with the inner product 〈 · , · 〉wmh is
a reproducing kernel Hilbert space, see [3]. Thus, by the Riesz-Fischer theorem on
the representation of bounded linear functionals on Hilbert space, for each t , there
exists an element Rwmht ∈Wm,2( 0 , 1 ) such that for all f ∈Wm,2( 0 , 1 ),
(2.10) f( t ) =
〈
f , Rwmht
〉
wmh
.
Applying this to Rwmht itself gives Rwmht(s) =
〈
Rwmht , Rwmhs
〉
wmh
, so that it
makes sense to define
(2.11) Rwmh( t , s ) = Rwmht( s ) = Rwmhs( t ) for all s, t ∈ [ 0 , 1 ].
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Then, again the inequality (2.7) implies that
(2.12) ‖Rwmh( t , · ) ‖wmh ≤ cm h−1/2,
with the same constant cm.
Finally, we observe that reproducing kernels may be interpreted as the Green’s
functions for appropriate boundary value problems, see, e.g., [9]. In the present
case, Rwmh( t , s) is the Green’s function for
(2.13)
(−h2)m u(2m) + wu = v on ( 0 , 1 ),
u(k)(0) = u(k)(1) = 0, k = m, . . . , 2m− 1.
In case w( t ) = 1 for all t (the uniform density), we denote Rwmh by Rmh.
We finish this section by showing that the little information we have on the
reproducing kernels suffices to prove some useful bounds on random sums of the
form
1
n
m∑
j=1
Di f(Xi),
with D1, D2, . . . , Dn and X1, X2, . . . , Xn as in Section 1, and f ∈ Wm,2( 0 , 1 )
random, i.e., depending on the Di and Xi. To obtain these bounds, let
(2.14) Snh( t )
def
= 1n
n∑
i=1
Di Rwmh(Xi, t ), t ∈ [ 0 , 1 ].
This is a reproducing-kernel regression estimator for pure noise data.
Lemma 1. For every f ∈Wm,2( 0 , 1 ), random or not,
∣∣ 1
n
m∑
j=1
Di f(Xi)
∣∣ ≤ ∥∥ f ∥∥
wmh
∥∥Snh ∥∥wmh,
and under the assumptions (1.4), (1.5) and (1.7), there exists a constant cm not
depending on h such that E
[ ‖Snh ‖ 2wmh ] ≤ cm (nh)−1.
Proof. The identity 1n
∑n
i=1 Di f(Xi) =
〈
f , Snh
〉
wmh
implies the first bound by
way of Cauchy-Schwarz. For the expectation, we have
E
[
DiRwmh(Xi, t )
]
= E
[
E[Di | Xi ]Rwmh(Xi, t )
]
= 0
and so, since DiRwmh(Xi, t ), i = 1, 2, . . . , n, are independent and identically
distributed (iid), it follows that
E[ ‖Snh ‖ 2
L2(( 0 , 1 ),w)
] = n−2
n∑
i=1
E[D 2i ‖Rwmh(Xi , · ) ‖ 2
L2(( 0 , 1 ),w)
]
≤ n−1M E[ ‖Rwmh(X , · ) ‖ 2
L2(( 0 , 1 ),w)
].
where
(2.15) M = sup
x∈[ 0 , 1 ]
E[D2 | X = x ].
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By (1.7), we have M <∞.
Similarly, since DiR
(m)
wmh(Xi, t ), i = 1, 2, . . . , n, are iid, then
E[ ‖S(m)nh ‖ 2L2(0,1) ] ≤ n
−1M E[ ‖R(m)wmh(X , · ) ‖ 2L2(0,1) ].
It follows that
E[ ‖Snh ‖ 2wmh ] ≤ n−1M E[ ‖Rwmh(X, · ) ‖ 2wmh ].
Now, (2.12) takes care of the last norm.
3. Random sums
In this section, we discuss sharp bounds on the “random sums” Snh of (2.14),
using results of Einmahl and Mason [12] regarding convolution-kernel estimators
(in a more general setting). Thus, let
(3.1) K ∈ L1(R) ∩ L∞(R),
∫
R
K(x) dx = 1.
We also need some restrictions on the “size” of the set of functions on [ 0 , 1 ],
(3.2) K = {K(h−1(x− · ) ) ∣∣ x ∈ [ 0 , 1 ] , 0 < h ≤ 1}.
First, we need to assume that
(3.3) K is pointwise measurable.
For the definition of pointwise measurability, see van der Vaart and Wellner [23].
Let Q be a probability measure on ([ 0 , 1 ],B), and let ‖ · ‖Q denote the L2(Q)
metric. For ε > 0, let N (ε,K, ‖ · ‖Q) denote the smallest number of balls in the
‖ · ‖Q metric needed to cover K, i.e.,
(3.4) N (ε,K, ‖ · ‖Q) = min
{
n ∈ N
∣∣∣∣∣ ∃ g1, g2, . . . , gn ∈ K ∀k ∈ Kmin
1≤i≤n
‖ k − gi ‖Q ≤ ε
}
.
Then, let
(3.5) N (ε,K) = sup N (ε,K, ‖ · ‖Q ),
where the supremum is over all probability measures Q on ([ 0 , 1 ],B).
The restriction on the size of K now takes the form that there exist positive
constants C and ν such that
(3.6) N (ε,K) ≤ C e−ν , 0 < ε < 1.
Nolan and Pollard [19], see also [23], show that the condition (3.6) holds if the
kernel K satisfies (3.1) and (3.3), and has bounded variation,
(3.7) K ∈ BV (R).
Whenever K has left and right limits everywhere (so in particular, when (3.7)
holds), then (3.3) holds also.
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The object of study is the following kernel “estimator” with “pure noise” data,
(3.8) Snh( t )
def
= 1n
n∑
i=1
DiKh(Xi − t ), t ∈ [ 0 , 1 ].
We quote the following slight modification as it applies to (3.8) of Proposition 2 of
Einmahl and Mason [12] without proof. The modification involves the omission of
the condition of compact support of the kernel K, which is permissible since the
design is contained in a compact set, to wit the interval [ 0 , 1 ], [17]. Recall the
definition of Hn(γ) from (1.10).
Proposition 1 (after Einmahl and Mason [12]). Under the assumptions (3.1),
(3.3), (3.6), (3.7), and (1.4), (1.5), and (1.7), for every γ > 0,
lim sup
n→∞
sup
h∈H
n
(γ)
‖ Snh ‖∞√
(nh)−1
{
log(1/h) ∨ log logn} <∞ almost surely.
Proof. The proof needs updating in only one spot, viz. the bound (3.20) of the
Einmahl and Mason [12] paper needs to be established under the present conditions.
However, that just amounts to showing that
sup
0<h≤1
sup
t∈[ 0 , 1 ]
hE[ |DKh( t −X) |2 ] <∞.
Observe that
E[ |DKh( t −X) |2 ] = E[E[ D2 | X ] |Kh( t −X) |2 ] ≤M E[ |Kh( t −X) |2 ],
with M as in (2.15). Now,
E[ |Kh( t −X) |2 ] =
∫ 1
0
h−2K2
(
h−1( t − x) )w(x) dx
≤ w2 h−1
∫
R
K2(x) dx ≤ w2 ‖K ‖
L1(R)
‖K ‖
L∞(R)
h−1 ≤ c h−1,
for a suitable constant c, not depending on t .
Now, we have the task of relating the random sums involving the reproducing
kernels to sums involving convolution kernels. Obviously, some convolution-kernel-
like properties of the reproducing kernel are required.
Definition 1. We say a family Ah, 0 < h < 1, defined on [ 0 , 1 ] × [ 0 , 1 ], is
convolution-like if it satisfies the following conditions : There exists a constant c
such that for all t ∈ [ 0 , 1 ] and all h, 0 < h < 1,
‖Ah( · , t ) ‖
L1( 0 , 1 )
≤ c, ‖Ah( t , · ) ‖∞ ≤ c h−1, |Ah( · , t ) |BV ≤ c h−1.
Here, | f |BV denotes the total variation of the function f over [ 0 , 1 ].
The families h
ℓ
R
(ℓ)
wmh( t , s ), 0 < h < 1, ℓ = 0, 1, . . . ,m, are indeed convolution-
like, as shown in [11]. Here,
(3.9) R
(ℓ)
wmh( t , s ) =
d ℓ
ds ℓ
Rwmh( t , s )
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denotes the ℓ-th order derivative of Rwmh( t , s ) with respect to s (or by symmetry,
with respect to t ). This result is in the style of results on the “equivalent” kernel
for spline smoothing, except that that the kernel is not a convolution kernel and
that it handles arbitrary design densities subject to the condition (1.5) and treats
the boundary conditions in (2.13) exactly. The relevant references on equivalent
kernels for spline smoothing are [1, 5, 6, 7, 11, 18, 20, 21].
Now, there is an interesting way of connecting the reproducing kernel sum Snh
to a sum Snh for an appropriate kernel K. Define
(3.10)
g(x) = exp
(−x ) 1(x ≥ 0 ),
gh(x) = h
−1 g
(
h−1x
)
, x ∈ R.
One verifies that h gh is the fundamental solution for the initial value problem
(3.11)
hu ′ + u = v on ( 0 , 1 ),
u(0) = a,
i.e., for 1 ≤ p ≤ ∞ and v ∈ Lp( 0 , 1 ), the solution u of the initial value problem
(3.11) satisfies u ∈ Lp( 0 , 1 ), and is given by
(3.12) u(x) = h gh(x)u(0) +
∫ 1
0
gh(x− z) v(z) dz, x ∈ [ 0 , 1 ],
see, e.g., [4], Section 2.1, formulas (10) through (14). Note that the last integral is
really only over the interval [ 0 , x ] . Since v = hu ′ + u, this leads to the integral
representation of the function u,
(3.13) u(x) = h gh(x)u(0) +
∫ 1
0
gh(x− z)
{
hu ′(z) + u(z)
}
dz, x ∈ [ 0 , 1 ].
Now, one verifies that
(3.14) the kernel g satisfies (3.1), (3.3), (3.7),
so that the class Γ generated by g,
(3.15) Γ =
{
g
(
h−1(x− · ) ) ∣∣ x ∈ [ 0 , 1 ] , 0 < h ≤ 1}.
satisfies (3.6), i.e.,
(3.16) N (ε,Γ) ≤ C e−ν , 0 < ε < 1.
Thus, Proposition 1 would apply to the random sum
(3.17) snh(z) = 1n
n∑
i=1
Di gh(Xi − z), z ∈ [ 0 , 1 ],
but first we connect the sums Snh and s
nh.
Lemma 2. Assume that the functions Ah, 0 < h ≤ 1, are convolution-like in the
sense of Definition 1. Then, there exists a constant c such that for all h, 0 < h ≤ 1,
all D1, D2, . . . , Dn ∈ R, and all positive X1, X2, . . . , Xn ∈ [ 0 , 1 ],∥∥ 1
n
n∑
i=1
DiAh(Xi, · )
∥∥
∞
≤ c ∥∥ 1n n∑
i=1
Di gh(Xi − · )
∥∥
∞
.
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Proof. Assume that Ah is differentiable with respect to its first argument. Then,
|Ah( · , t ) |BV = ‖A ′h( · , t ) ‖L1( 0 , 1 ),
where the prime ′ denotes differentiation with respect to the first argument. Now,
apply (3.13) to the function u = Ah( · , t ) (for fixed t ), so for all x,
(3.18) Ah(x, t ) = h gh(x)Ah(0, t ) +
∫ 1
0
gh(x− z)
{
hA ′h(z, t ) +Ah(z, t )
}
dz.
Next, take x = Xi and substitute this into
Snh( t )
def
= 1n
n∑
i=1
DiAh(Xi, t ), t ∈ [ 0 , 1 ].
Then, we have
(3.19) Snh( t ) = hAh(0, t ) s
nh(0) +
∫ 1
0
{
hA ′h(z, t ) +Ah(z, t )
}
snh(z) dz.
Now, straightforward bounding gives∥∥Snh ∥∥∞ ≤ C ∣∣ snh(0) ∣∣+ C1 ∥∥ snh∥∥∞,
where C = h ‖Ah(0, · ) ‖∞ and
C1 = sup
t∈[ 0 , 1 ]
‖Ah( t , · ) ‖L1( 0 , 1 ) + h |Ah( t , · ) |BV .
So, by the convolution-like properties of Ah, the constants C and C1 are bounded,
uniformly in h. Also, since all of the Xi are positive, then
lim
z→0
snh(z) = snh(0),
and so, for C2 = C + C1, we have ‖Snh ‖∞ ≤ C2 ‖ snh ‖∞.
The extension to the case where Ah is not necessarily differentiable with respect
to its first argument follows readily.
Since the families h
ℓ
R
(ℓ)
wmh( t , s ), 0 < h < 1, ℓ = 0, 1, . . . ,m, are convolution-
like in the sense of Definition 1, we may apply the lemma to the sum Snh of (2.14)
and its derivatives. This yields
(3.20) h
ℓ ‖S(ℓ)nh ‖∞ ≤ c ‖ snh ‖∞, ℓ = 0, 1, . . . ,m.
Now, for the model (1.1) through (1.7), the sum snh of (3.17) may be treated by
the above formulated Proposition 1. This proves the following result. (Recall the
definition (1.10) of Hn(γ).)
Theorem 2. Under the assumptions (1.4), (1.5) and (1.7), for γ > 0, and for
ℓ = 0, 1, . . . ,m,
Q∞,ℓ(γ)
def
= lim sup
n→∞
sup
h∈H
n
(γ)
h
ℓ ‖S(ℓ)nh ‖∞√
(nh)−1 {log(1/h) ∨ log logn}
<∞,
almost surely.
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It turns out that we need a similar result for the ‖ · ‖wmh norm, which requires
a result for the L2 norm. The following is good enough for our purposes. Obviously,
with S
(m)
nh denoting the m-th order derivative of Snh, we have
‖Snh ‖L2(( 0 , 1 ),w) ≤ c ‖Snh ‖∞, ‖S
(m)
nh ‖L2(0,1) ≤ ‖S
(m)
nh ‖∞,
with c =
√
w2, and then Theorem2 gives useful bounds for the ‖ · ‖wmh norm.
Corollary 3. Under the conditions of Theorem 2, we have almost surely,
Qwm
def
= lim sup
n→∞
sup
h∈H
n
(γ)
‖Snh ‖wmh√
(nh)−1 {log(1/h) ∨ log logn}
<∞.
4. The design sums
The reproducing kernel Hilbert space set-up is also useful for connecting random
design sums
1
n
n∑
i=1
| f(Xi) |2
to their (partial?) expectations∫ 1
0
| f(x) |2 w(x) dx,
for random functions f . In particular, we prove the following almost sure result. The
range of the smoothing parameter is much larger here than it was before, although
we only need it for h ∈ Hn(γ), see (1.10). Here, let
(4.1) Dn(γ) =
[
γ n−1 logn , 12
]
.
Theorem 4. Under the assumptions (1.4) and (1.5), for all f ∈Wm,2( 0 , 1 ),
1
n
n∑
j=1
| f(Xi) |2 + h2m ‖ f (m) ‖2 ≥ rnh ‖ f ‖ 2wmh,
where lim inf
n→∞
inf
h∈D
n
(γ)
rnh = 1 almost surely.
To prove this, let W be the (cumulative) distribution function corresponding
to the design density w and let Wn be the empirical distribution function of the
design X1, X2, . . . , Xn, and introduce the “design sums”
(4.2) wnh( t ) = gh ∗ dWn( t ) def= 1n
n∑
i=1
gh(Xi − t ), t ∈ [ 0 , 1 ],
which is a convolution-kernel density estimator and its expectation,
(4.3) E[wnh( t ) ] = gh ∗ dW ( t ) =
∫ 1
0
gh(τ − t )w(τ) dτ, t ∈ [ 0 , 1 ].
We will use Theorem 1 of Einmahl and Mason [12], quoted here for convenience.
(This time, no modifications are necessary.)
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Proposition 2 ([12]). Under the assumptions (3.1), (3.3), (3.6), and (3.7), and
(1.4) and (1.5), for every γ > 0,
lim sup
n→∞
sup
h∈D
n
(γ)
‖wnh − E[wnh ] ‖∞√
nh
(
log(1/h) ∨ log logn ) <∞ almost surely.
To prove Theorem 4, we start with simple “design sums”.
Lemma 3. Under the assumptions (1.4) and (1.5), for all f ∈W 1,1( 0 , 1 ),∣∣∣ ∫ 1
0
f( t )
{
dWn( t )− dW ( t )
} ∣∣∣ ≤ ζnh { ‖ f ‖
L1(( 0 , 1 ),w)
+ h ‖ f ′ ‖
L1( 0 , 1 )
}
where lim sup
n→∞
sup
h∈D
n
(γ)
ζnh√
(nh)−1
{
log(1/h) ∨ log logn} <∞
almost surely .
Proof. With the reproducing kernel Hilbert space trick,
f( t ) =
〈
f , Rw,1,h( t , · )
〉
w,1,h
,
we obtain by linearity and Fubini’s theorem that∫ 1
0
f( t )
{
dWn( t )− dW ( t )
}
=
〈
f , δnh
〉
w,1,h
,
where
δnh(s) =
∫ 1
0
Rw,1,h( t , s ) { dWn( t )− dW ( t ) }, s ∈ [ 0 , 1 ],
is the variance part of the pointwise error of a reproducing-kernel estimator of the
design density w . Now, straightforward bounding gives〈
f , δnh
〉
L2(( 0 , 1 ),w)
≤ ‖ f ‖
L1(( 0 , 1 ),w)
‖ δnh ‖
∞
,〈
f ′ , (δnh)′
〉
L2(0,1)
≤ ‖ f ′ ‖
L1( 0 , 1 )
‖ (δnh) ′ ‖
∞
,
so that〈
f , δnh
〉
w,1,h
≤ { ‖ f ‖
L1(( 0 , 1 ),w)
+ h ‖ f ′ ‖
L1( 0 , 1 )
} { ‖ δnh ‖∞ + h ‖ (δnh)′ ‖∞ },
with, explicitly,
‖ δnh ‖∞ =
∥∥ 1
n
n∑
i=1
Rw,1,h(Xi, · )− E[Rw,1,h(X1 , · ) ]
∥∥
∞
,
h ‖ (δnh)′ ‖∞ =
∥∥ 1
n
n∑
i=1
hR ′w,1,h(Xi, · )− hE[R ′w,1,h(X1 , · ) ]
∥∥
∞
.
Both of these may be interpreted as the variance part of the uniform error of
(reproducing) kernel estimators. As already noted, the families Rwmh( t , s ) and
hR ′w,1,h( t , s ) are convolution-like in the sense of Definition 1. Then, by an appeal
to Lemma 2 with Di = 1 for all i,
‖ δnh ‖∞ ≤ C ‖ gh ∗ { dWn − dW } ‖∞,
‖ (δnh)′ ‖∞ ≤ C1 ‖ gh ∗ { dWn − dW } ‖∞,
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for suitable constants C and C1. Now, an appeal to Theorem 1 of Einmahl and
Mason [12], see Proposition 2 above, clinches the deal.
We now get the following lemma, which immediately implies Theorem4.
Lemma 4. Under the assumptions (1.4) and (1.5), for all f, g ∈ Wm,2( 0 , 1 ),∣∣∣ ∫ 1
0
f( t ) g( t )
{
dWn( t )− dW ( t )
} ∣∣∣ ≤ ηnh ‖ f ‖wmh ‖ g ‖wmh,
where lim sup
n→∞
sup
h∈D
n
(γ)
ηnh√
(nh)−1
{
log(1/h) ∨ log logn} <∞
almost surely.
Proof. From Lemma 3, we get the bound
ζnh
{ ‖ f g ‖
L1(( 0 , 1 ),w)
+ h ‖ (f g)′ ‖
L1( 0 , 1 )
}
,
with the requisite behavior of ζnh. Now, from (2.8),
‖ f g ‖
L1(( 0 , 1 ),w)
+ h ‖ (f g)′ ‖
L1( 0 , 1 )
≤ c ‖ f ‖w,1,h ‖ g ‖w,1,h
for an appropriate constant c . Finally, (2.9) gives ‖ f ‖w,1,h ≤ c ‖ f ‖w,m,h, again
for an appropriate constant c, and likewise for g. Thus, ηnh satisfies ηnh ≤ c ζnh,
and the lemma follows.
5. L2 error bounds
We are now ready to prove almost sure bounds on ‖ fnh − fo ‖ 2wmh for the spline
smoother fnh. The starting point is the quadratic Taylor expansion of the objective
function LS( f ) of (1.8) around its minimizer. Let
(5.1) ε ≡ fnh − fo.
Since the Gateaux variation of LS at its minimizer vanishes, this gives
(5.2) 1n
n∑
i=1
| ε(Xi) |2 + h2m ‖ ε(m) ‖2 = LS( fo )− LS( fnh ).
Now, again, simple quadratic Taylor expansion around fo gives
(5.3)
LS( fo )− LS( fnh ) =− 1n
n∑
i=1
| ε(Xi) |2 + 2n
n∑
i=1
Di ε(Xi)
− h2m ‖ ε(m) ‖2 + 2 h2m 〈 f (m)o , ε(m) 〉,
and so, after substitution into (5.2),
(5.4) 1n
n∑
i=1
| ε(Xi) |2 + h2m ‖ ε(m) ‖2 = 1n
n∑
i=1
Di ε(Xi) + h
2m
〈
f (m)o , ε
(m)
〉
.
This is similar to the development in [22].
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Now, with Lemma 1, Theorem4, and Cauchy-Schwarz, one obtains
(5.5) rnh ‖ ε ‖ 2wmh ≤ ‖ ε ‖wmh
{ ‖Snh ‖wmh + hm ‖ f (m)o ‖},
where we took the liberty of using hm‖ ε(m) ‖ ≤ ‖ ε ‖wmh. It follows that
(5.6) rnh ‖ ε ‖wmh ≤ ‖Snh ‖wmh + hm ‖ f (m)o ‖,
and the following result emerges.
Theorem 5. For the model (1.1), under the assumptions (1.4), (1.6), (1.2), and
(1.5), with Hn(γ) defined in (1.10), for γ > 0, almost surely,
lim sup
n→∞
sup
h∈H
n
(γ)
‖ fnh − fo ‖wmh√
h2m + (nh)−1 { log(1/h) ∨ log logn } <∞,
and for h ≍ (n−1 logn)1/(2m+1) (deterministic or random),
‖ fnh − fo ‖wmh = O
( (
n−1 logn
)
m/(2m+1)
)
almost surely.
Proof. This follows from (5.6) and Corollary3.
The error bound (5.6) appears to be quite sharp. In the next section, we show
that fnh( t )− E[ fnh( t ) | X1, . . . , Xn ] ≈ Snh in a precise, useful sense.
6. C-splines
In this section, we determine a useful, accurate expression for the variance part
fnh( t ) − E[ fnh( t ) | X1, . . . , Xn ] of the pointwise error fnh( t ) − fo( t ), with an
eye towards almost sure uniform error bounds. Since the estimator fnh is linear in
the data, one sees that
(6.1) ϕnh = fnh − E[ fnh | X1, . . . , Xn ]
is the solution to the “pure noise” problem
(6.2)
minimize 1n
n∑
i=1
| f(Xi)−Di |2 + h2m ‖ f (m) ‖2
subject to f ∈ Wm,2( 0 , 1 ).
In fact, we show that ϕnh( t ) ≈ ψnh( t ), where f = ψnh solves the C(ontinuous)-
spline problem
(6.3)
minimize ‖ f ‖ 2
L2(( 0 , 1 ),w)
− 2n
n∑
i=1
Di f(Xi) + h
2m ‖ f (m) ‖2
subject to f ∈ Wm,2( 0 , 1 ).
By the interpretation of the reproducing kernel Rwmh as the Green’s function for
the boundary value problem (2.13), one observe that ψnh is given by
(6.4) ψnh( t ) = 1n
n∑
i=1
Di Rwmh(Xi, t ),
so that the following almost sure error bounds apply.
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Theorem 6. Under the assumptions of Theorem 5, almost surely, uniformly in
h ∈ Hn(γ), see (1.10),
‖ϕnh − ψnh ‖wmh = O
(
h−1/2 (nh)−1 { log(1/h) ∨ log logn} ),
‖ϕnh − ψnh ‖∞ = O
(
h−1 (nh)−1 { log(1/h) ∨ log logn} ).
Proof. Let ε = ϕnh − ψnh. Similar to the inequality (5.4), one obtains quadratic
inequalities for the discrete and the continuous spline problems. Adding these gives
(6.5) ‖ ε ‖2 + 2 h2m ‖ ε(m) ‖2 + 1n
n∑
i=1
| ε(Xi) |2 = rhs,
where
rhs =
∫ 1
0
g( t )
{
dWn( t )− dW ( t )
}
,
with g = |ϕnh |2 − |ψnh |2 = (ϕnh + ψnh ) ε, and ε as above.
Now let γ > 0 be fixed. Then, the following statements hold uniformly in h ∈
Hn(γ). Using Lemma 3, one obtains, almost surely
rhs = O(√ (nh)−1 { log(1/h) ∨ log logn } ) {‖ g ‖
L1(( 0 , 1 ),w)
+ h ‖ g ‖
L1( 0 , 1 )
}
= O(√ (nh)−1 { log(1/h) ∨ log logn } ) ‖ ε ‖wmh ‖ϕnh + ψnh ‖wmh,
where we used the multiplication result (2.8), and (2.9). Substituting this into (6.5),
one obtains almost surely,
‖ ε ‖wmh = O
(√
(nh)−1 { log(1/h) ∨ log logn } ) ‖ϕnh + ψnh ‖wmh.
Now,
‖ϕnh + ψnh ‖wmh ≤ ‖ϕnh‖wmh + ‖ψnh ‖wmh,
and consequently, by Theorem 5 applied with fo = 0, and (6.5),
‖ϕnh + ψnh ‖wmh = O
(√
(nh)−1 { log(1/h) ∨ log logn} ) almost surely.
Thus,
‖ ε ‖wmh = O
(
(nh)−1 { log(1/h) ∨ log logn} ),
and so, at the loss of a factor h−1/2,
‖ ε ‖∞ = O
(
h−1/2(nh)−1 { log(1/h) ∨ log logn} ).
The theorem has been proved.
The above completes the proof of Theorem 1.
7. C-splines: the Bias
In considering the bias of the estimator fnh, note that fh = E[ f
nh | X1, . . . , Xn]
is the solution of (1.8) with Di = 0, i = 1, 2, . . . , n, i.e., the solution of the discrete
noiseless problem
(7.1)
minimize DN(f)
def
= 1n
n∑
i=1
| f(Xi)− fo(Xi) |2 + h2m ‖ f (m) ‖2
subject to f ∈Wm,2( 0 , 1 ).
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Note that the randomness in fh is due to the randomness of the design. We must
compare fh to fo, but it is easier to first compare fh to ϕh, the solution of the
continuous noiseless problem
(7.2)
minimize CN(f)
def
= ‖ f − fo ‖ 2
L2(( 0 , 1 ),w)
+ h2m ‖ f (m) ‖2
subject to f ∈ Wm,2( 0 , 1 ).
In this section we prove the following theorem on the conditional bias. Note the
“restricted” set Gn(γ) of allowable values of h.
Theorem 7. Under the assumptions of Theorem 5, almost surely,
lim sup
n→∞
sup
h∈G
n
(γ)
‖ fh − fo ‖∞√
h2m + (nh)−1{ log(1/h) ∨ log logn }
<∞.
The proof goes again by way of the reproducing kernel approximation, and fol-
lows without further ado from the following two lemmas.
Lemma 5. Under the assumptions of Theorem 5, almost surely,
lim sup
n→∞
sup
h∈H
n
(γ)
‖ϕh − fh ‖∞
h−1/2 { h2m + (nh)−1 { log(1/h) ∨ log log n} } <∞.
Proof. Let ε = ϕh − fh. Similar to the derivation of (5.6), one obtains
(7.3) 2 ‖ ε ‖ 2wmh = rhs
where “rhs” = DN(ϕh)−DN(fh) + CN(fh)− CN(ϕh). This simplifies to
rhs =
∫ 1
0
g( t ) { dWn( t )− dW ( t ) },
with W and Wn as in Lemma 3, and
g( t ) = |ϕh( t )− fo( t ) |2 − | fh( t )− fo( t ) |2
=
(
ϕh( t ) + fh( t )− 2 fo( t )
)
ε( t ).
By Lemma 4, we get that
(7.4) rhs ≤ ηnh ‖ϕh + fh − 2 fo ‖wmh ‖ ε ‖wmh,
with
(7.5) ηnh = O
(√
(nh)−1{ log(1/h) ∨ log logn } )
almost surely, uniformly in h ∈ Hn(γ).
Substituting (7.4) into (7.3), we obtain
(7.6) ‖ ε ‖wmh ≤ 12 ηnh ‖ϕh + fh − 2 fo ‖wmh.
Now, with regards to bounding ‖ϕh + fh − 2 fo ‖wmh, the situation is as in
Section 5, except that the Di = 0, i = 1, 2, . . . , n. Then, almost surely,
lim sup
n→∞
sup
h∈H
n
(γ)
h−m ‖ fh − fo ‖wmh <∞.
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(Note that there is still randomness in fh due to the design.) In the same way, one
obtains that deterministically,
‖ϕh − fo ‖wmh = O
(
hm
)
.
It then follows from (7.6) that
lim sup
n→∞
sup
h∈H
n
(γ)
‖ ε ‖wmh
hm
√
(nh)−1{ log(1/h) ∨ log logn}
<∞.
Of course,
2 hm
√
(nh)−1{ log(1/h) ∨ log logn} ≤ h2m + (nh)−1{ log(1/h) ∨ log logn},
so that
2 ‖ ε ‖wmh
h2m + (nh)−1{ log(1/h) ∨ log logn} ≤
‖ ε ‖wmh
hm
√
(nh)−1{ log(1/h) ∨ log log n}
.
At the loss of a factor h1/2, this gives us the required bound on ‖ ε ‖∞.
Lemma 6. Under the assumption (1.2), there exists a constant c, such that
‖ϕh − fo ‖∞ ≤ c hm ‖ f (m)o ‖∞,
provided fo satisfies (1.5).
Proof. One verifies that ϕh is the solution to the differential equation
(7.7) (−h2)m f (2m) + w f = w fo on ( 0 , 1 ),
supplemented with the natural boundary conditions. Now, we assume that the
regression function fo satisfies fo ∈ Wm,∞( 0 , 1 ), so certainly, fo ∈ Wm,2( 0 , 1 ).
Then, cf. (2.13), the solution of (7.7) is given by
ϕh( t ) =
∫ 1
0
Rwmh( t , s )w( s ) fo( s ) ds =
〈
Rwmh( t , · ) , fo
〉
L2(( 0 , 1 ),w)
,
and so
ϕh( t ) =
〈
Rwmh( t , · ) , fo
〉
wmh
− h2m 〈R(m)wmh( t , · ) , f (m)o 〉
L2(0,1)
,
with R
(m)
wmh( t , s ) the m-th derivative of Rwmh( t , s ) with respect to s , as in (3.9).
Since,
〈
Rwmh( t , · ) , fo
〉
wmh
= fo( t ), and∣∣ 〈R(m)wmh( t , · ) , f (m)o 〉
L2(0,1)
∣∣ ≤ ‖R(m)wmh( t , · ) ‖L1(( 0 , 1 ),w) ‖ f (m)o ‖∞
≤ c h−m ‖ f (m)o ‖∞ ,
the last inequality by the convolution-likeness of h
m
R
(m)
wmh, the lemma follows.
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8. Uniform error bounds
As an application of the reproducing-kernel approximation to the spline smoother,
we obtain uniform error bounds on the spline smoother, uniformly in the bandwidth
over a wide (useful) range.
Proof of the Main Theorem. First, let us consider the result of Theorem 1. Recall
that the range of the bandwidths is Gn(γ) = [ γ (n−1 logn)1−2/λ , 1/2 ] and that
2 < λ < min(κ, 4) with κ > 3. So, h ∈ Gn(γ) implies that h ≫ (n−1 logn)1/2.
Now, from Theorem6, with fh = E[ f
nh | X1, · · · , Xn ], and Snh given by (2.14),
fnh( t )− fh( t ) = Snh( t ) + εnh( t ),
with, almost surely, uniformly in h ∈ Hn(γ),
‖ εnh ‖∞ = O
(
h−1/2(nh)−1 { log(1/h) ∨ log logn }
)
.
For h≫ (n−1 logn)1/2, we may conclude that
‖ εnh ‖∞ = o
(√
(nh)−1 { log(1/h) ∨ log logn }
)
,
which is negligible compared to the upperbound of Theorem 2,
‖Snh ‖∞ = O
(√
(nh)−1 { log(1/h) ∨ log logn } )
almost surely, uniformly in h ∈ Hn(γ). Finally,
‖ fnh − fo ‖∞ ≤ ‖ fnh − fh ‖∞ + ‖ fh − fo ‖∞
≤ ‖Snh ‖∞ + ‖ εnh ‖∞ + ‖ fh − fo ‖∞,
and Theorem 7 takes care of the last term.
Acknowledgment. We thank David Mason for patiently explaining the results of
Einmahl and Mason [12] to us, and for straightening out the required modification
of their Proposition 2.
References
[1] Abramovich, F. and Grinshtein, V. (1999). Derivation of equivalent ker-
nels for general spline smoothing: a systematic approach. Bernoulli 5 359–379.
MR1681703
[2] Adams, R. A. and Fournier, J. J. F. (2003). Sobolev Spaces, 2nd edition.
Academic Press, Amsterdam.
[3] Aronszajn, N. (1950). Theory of reproducing kernels. Trans. Amer. Math.
Soc. 68 337–404. MR0051437
[4] Boyce, W. E. and DiPrima, R. C. (1977). Elementary Differential Equa-
tions and Boundary Value Problems, 3rd edition. John Wiley and Sons, New
York. MR0179403
[5] Chiang, C., Rice, J. and Wu, C. (2001). Smoothing spline estimation for
varying coefficient models with repeatedly measured dependent variables. J.
Amer. Statist. Assoc. 96 605–619. MR1946428
Smoothing splines 237
[6] Cox, D. D. (1984a). Asymptotics of M-type smoothing splines. Ann. Statist.
11 530–551. MR0696065
[7] Cox, D. D. (1984b). Multivariate smoothing spline functions. SIAM J. Nu-
mer. Anal. 21 789–813. MR0749371
[8] Deheuvels, P. and Mason, D. M. (2004). General asymptotic confidence
bands based on kernel-type function estimators. Stat. Inference Stoch. Process.
7 225–277. MR2111291
[9] Dolph, C. L. and Woodbury, M. A. (1952). On the relation between
Green’s functions and covariances of certain stochastic processes and its ap-
plication to unbiased linear prediction. Trans. Amer. Math. Soc. 72 519–550.
MR0050215
[10] Eggermont, P. P. B. and LaRiccia, V. N. (2006a). Maximum Penalized
Likelihood Estimation. Volume II : Regression. Springer-Verlag, New York, in
preparation. MR1837879
[11] Eggermont, P. P. B. and LaRiccia, V. N. (2006b). Equivalent kernels
for smoothing splines. J. Integral Equations Appl. 18 197–225.
[12] Einmahl, U. and Mason, D. M. (2005). Uniform in bandwidth consistency
of kernel-type function estimators. Ann. Statist. 33 1380–1403. MR2195639
[13] Eubank, R. L. (1999). Spline Smoothing and Nonparametric Regression. Mar-
cel Dekker, New York. MR0934016
[14] Eubank, R. L. and Speckman, P. L. (1993). Confidence bands in nonpara-
metric regression. J. Amer. Statist. Assoc. 88 1287–1301. MR1245362
[15] Ha¨rdle, W., Janssen, P. and Serfling, R. (1988). Strong uniform con-
sistency rates for estimators of conditional functionals. Ann. Statist. 16 1428–
1449. MR0964932
[16] Konakov, V. D. and Piterbarg, V. I. (1984). On the convergence rate of
maximal deviation distribution for kernel regression estimates. J. Multivariate
Anal. 15 279–294. MR0768499
[17] Mason, D. M. (2006). Private communication.
[18] Messer, K. and Goldstein, L. (1993). A new class of kernels for nonpara-
metric curve estimation, Ann. Statist. 21 179–196. MR1212172
[19] Nolan, D. and Pollard, D. (1987). U -processes: rates of convergence. Ann.
Statist. 15 780–799. MR0888439
[20] Nychka, D. (1995). Splines as local smoothers. Ann. Statist. 23 1175–1197.
MR1353501
[21] Silverman, B. W. (1984). Spline smoothing : the equivalent variable kernel
method. Ann. Statist. 12 898–916. MR0751281
[22] van de Geer, S. A. (2000). Applications of Empirical Process Theory. Cam-
bridge University Press. MR1739079
[23] van der Vaart, A. W. and Wellner, J. A. (1996). Weak Convergence
and Empirical Processes. Springer-Verlag, New York. MR1385671
[24] Wahba, G. (1990). Spline Models for Observational Data. SIAM, Philadel-
phia. MR1045442
