The use of area-specific design-based mean squared error (MSE) to measure the uncertainty associated with synthetic and direct estimators is appealing since the same modelfree criterion is applied. However, the small sample size is often a difficulty in obtaining a reliable estimator of the area-specific design-based MSE. Moreover, the area-specific design-based mean squared error estimator might yield undesirable negative values under certain circumstances. The existing solution to overcome the problem of small sample size is to consider average design-based MSE, average being taken over the available small areas. This may not solve the other problem of negative MSE. An alternative average design-based mean squared error estimator is proposed which always produces positive estimates. Simulation shows that this estimator performs better than the existing average design-based MSEs as it always produces positive estimates and accounts for the bias component usually present in synthetic estimators.
Introduction
Sample surveys designed to produce reliable estimates for a population cannot guarantee estimates of similar precision for small subgroups of the surveyed population, known as small areas or domains. For example, in the National Health and Nutrition Examination Survey (NHANES) III, overall sample size is too small to spread across the fifty states and the District of Columbia. Moreover, certain minority groups residing predominantly in certain states (e.g., California and Texas) are oversampled. Thus the NHANES III sample design results in small or no samples for the states, especially those states that do not have large populations for these minority groups. This problem of small or zero sample size in small areas prevents the use of usual direct survey estimates for small area parameters since the estimates are likely to be highly unreliable or unavailable.
In the absence of adequate direct information for small areas, it is customary to borrow strength from related sources to form indirect estimators that increase the effective sample size and hence reduce sampling errors of estimators. Such indirect estimators are usually based on implicit or explicit models that combine information from the sample survey, various administrative/census records, or previous surveys. There is a large volume of literature on indirect estimation for small areas. We refer to Rao and Molina (2015) , Jiang and Lahiri (2006) and Pfeffermann (2013) for a detailed account on small area estimation.
Synthetic estimation, which applies to any probability and non-probability sample design, is an indirect method of borrowing strength from similar areas.There are a variety of synthetic estimators available in the literature. A synthetic estimator is not area specific in the study variable of interest. Synthetic methods are often employed in practice for their simplicity and ability to produce estimates for areas with no sample from the sample survey. When the survey does not provide any sample for many areas, a synthetic method may be appealing to public policy makers as the same estimation method is applied to all areas, irrespective of whether an area has sample or not. Hansen, Hurwitz, and Madow (1953) presented an early example of a regression method to produce synthetic estimates of median number of radio stations heard during the day for over 500 counties of the United States. Ericksen (1974) developed a synthetic method, called the sample regression method, for estimating population changes of local areas. Nicholls (1977) considered such a regression method to produce synthetic estimates in Australia. Stasny, Goel, and Rumsey (1991) developed a regression-synthetic method for estimating county acreage of wheat using a non-probability sample of farms along with auxiliary data on planted acreage and district indicators. Marker (1999) and Rao and Molina (2015) presented more examples of synthetic small area estimators based on regression models.
Although regression models were used in producing synthetic estimates in earlier applications, more sophisticated models could be used. As an alternative to linear regression modeling, certain synthetic predictors have been proposed based on M-quantile regression (Chambers and Tzavidis 2006; Chambers, Chandra, and Tzavidis 2011; Fabrizi, Salvati, Pratesi, and Tzavidis 2014) . The reweighting method (Schirm and Zaslavsky 1997) , which uses a Poisson regression, can be also viewed as a synthetic method where the survey weights are synthetically determined to match certain known controls. A major advantage of such reweighting method is that for a given small area a single set of weights can be applied to estimate small area characteristics for a large number of variables. Elbers, Lanjouw, and Lanjouw (2003) developed a micro-simulation method for poverty mapping, commonly referred to as the ELL method or the World Bank method, using a linear mixed model to capture different design features of the survey design. Molina and Rao (2010) classified the ELL method as a synthetic method. A synthetic estimator may not use an explicit model. One such synthetic estimator is the well-known structure preserving estimator (SPREE), given in Chambers and Feeney (1977) and Purcell and Kish (1980) .
In official statistics, a major advance on synthetic estimation, based on implicit models, came with an experiment conducted by researchers at the U.S. National Center for Health Statistics (NCHS) during the mid-1960's to estimate disability and other health characteristics for small areas (NCHS 1968) . The U.S. Census Bureau followed the NCHS's lead in producing county level synthetic estimates of unemployment rates (Gonzalez and Hoza 1978) . Researchers at the U.S. Census Bureau have been currently exploring the possibility of producing estimates of different components of the 2010 decennial census coverage errors using a synthetic method based on logistic regression.
Although a number of synthetic estimators have been suggested in the small area estimation literature, their evaluation received relatively less attention. The variance of a synthetic estimator, whether design-based or model-based, as a measure of evaluation could be misleading as it does not incorporate the bias component of the synthetic estimator, which could be more prominent than the variance component and does not vanish even for large samples. The design-based mean squared error (MSE) may be more acceptable in evaluating a synthetic estimator since it incorporates both the design-based variance and bias components and does not rely on the implicit or explicit model used to generate the synthetic estimator. The variance of a synthetic estimator can usually be estimated with precision using any variance estimation technique -design-based or model-based -since this involves variance estimation of parameter estimates (e.g., common regression coefficient or common mean) based on a large sample (usually whole sample, not area specific sample). While it is possible to obtain an unbiased or an approximately unbiased estimator of the design-based bias of a synthetic estimator, such an estimator is unreliable since it is based on a small sample size. For an illustration, the readers are referred to Example 4 of Section 4.
Recognizing the problem associated with the area specific design-based MSE estimation, Gonzalez and Waksberg (1973) introduced the concept of an average design-based MSE of a set of synthetic estimators and suggested its estimator. Their average design-based MSE does not use any implicit or explicit model used to generate synthetic estimates and is model-free. Thus different synthetic estimators and direct estimators can be compared using the same criterion. However, a major problem with the Gonzalez-Waksberg estimator is that it can produce undesirable negative average MSE estimates. In a recent study related to the coverage measurement program of the U.S. Census Bureau, the Gonzalez-Waksberg method frequently produced negative average design-based MSE estimates, which motivate our exploration of alternative estimators of average design-based MSE.
The outline of this paper is as follows. In Section 2, we introduce a few notations. In Section 3, we discuss synthetic estimation. In Section 4, we review the design-based MSE estimators proposed by Gonzalez and Waksberg (1973) and Marker (1995) and explain the issues associated with estimating design-based MSE for an individual small area. We then introduce two average design-based MSE estimators in Section 5. Our proposed average design-based MSE estimators produce strictly positive estimates and design-consistent for a large number of small areas in the group. We compare proposed average MSE estimators with other rival estimators using real life data analyses (Section 6) and a Monte Carlo simulation (Section 7). Chambers et al. (2011) proposed an estimator of the area specific MSE of their proposed synthetic estimator based on the estimation of variance and bias under certain modeling assumptions. It is not, however, clear how their method can be applied to a wide range of synthetic predictors proposed in the literature. In contrast, we proposed estimators of average design-based MSEs for the purpose of evaluation of different small area estimators and not for any specific inferential purpose such as constructing confidence intervals. Our method can be used to evaluate any synthetic estimators, including that of Chambers and Tzavidis (2006) . We conclude the paper with a conclusion section (Section 8) where we summarized our research findings and discuss future research in this area.
A table of notations
We use the following notations throughout the paper (unless otherwise defined): m: number of small areas, U : set of units in the finite population of interest, which contains m small areas U i , i = 1, . . . , m,
y k : value of a characteristic (discrete or continuous) of interest for the kth unit in U,
, ith area population mean, s: set of units in the sample, s i : set of units in s that belong to area i (with fixed size n i ), w k : sampling weight associated with unit k ∈ s. 
Synthetic estimation
We describe two different synthetic estimators -one based on an area level model and the other based on an unit level model. In either case, a fixed effects or mixed model could be used, but the synthetic estimator will not be area specific with respect to the study variable y.
Area level model
We first fit a model that relates survey-weighted meansŶ D i to a set of auxiliary variables at the small area level and then use fitted values for the areas as synthetic estimates of the small area means.
Example 1: In obtaining synthetic estimators of small area meansȲ i , we follow two steps:
Step 1: Fit a multiple regression model:
where X i is a vector of known auxiliary variables for area i; β is a vector of unknown regression coefficients; {ξ i , i = 1, · · · , m} are uncorrelated errors with means 0 and known variances σ 2 .
Step 2: A synthetic estimator ofȲ i is then given byŶ i = X T iβ , wherê
is the ordinary least squares estimator of β.
Example 2: The regression model in Example 1 does not incorporate sampling errors of direct estimatesŶ D i . A more reasonable model in this case would be the following linear mixed non-normal model proposed by Lahiri and Rao (1995) as an extension of the wellknown Fay-Herriot model (Fay and Herriot 1979) :
, and sampling variances V D i are estimated using certain external information using the Generalized Variance Function (GVF) method (Otto and Bell 1995) . The above linear mixed model motivates the following synthetic estimator ofȲ i :Ŷ iw = X T iβ w , wherê
is the weighted least squares estimator of β andÂ is a consistent estimator of A. For example, A can be an ANOVA estimator (Lahiri and Rao 1995) .
Unit level model
We fit an unit level model to the entire survey data in order to establish a relationship between the target variable and a set of auxiliary variables and then obtain the synthetic estimators of the small area means asŶ i = N −1 i k∈U iŷ k , whereŷ k is the fitted value of y k from the model. Depending on the model, we may or may not need the auxiliary variables for all units in the population. For example, if we fit a multiple linear regression model, we need the small area population means for these auxiliary variables to estimateȲ i . On the other hand, for a non-linear model like the logistic model, we need the auxiliary variables for all units of the population.
Example 3: Let y k be a binary variable associated with an attribute and consider estimation of the total number of units in the ith small area satisfying the attribute. Assume the following logistic model: logit [P (y k = 1)] = x T k β + ξ k , where ξ k are iid with means 0 and variances σ 2 . A synthetic estimator ofȲ i is then obtained using the following two simple steps:
Step 1: Obtain the usual survey-weighted estimate of β, sayβ, of the logistic model using the entire survey data.
Step 2: A synthetic estimator ofȲ i is then given byŶ
, the fitted value of y k from the logistic model.
In the U.S. Census Coverage Measurement (CCM) program, logistic models have been explored in order to estimate the three necessary probabilities of the logistic regression dual system estimator (Mule 2010) . The CCM program also evaluated the performance of average MSE estimators for the synthetic estimates of the number of erroneous enumeration using the 2000 census coverage data. Their logistic model included main effects due to different factors such as census region, place size grouping, tenure, race/ethnic origin domain, sex as well as different interactions such as domain by tenure, tenure by sex, among others. Alternatively one can consider a more realistic mixed model that incorporates random effects to account for clustering and/or small area specific random effects to account for between area variability not explained by the fixed effects. For such a mixed model, a synthetic estimator would be derived using the implied marginal model as in section 3.1 and hence would not be small area specific in the study variable y.
Design-based mean squared error of synthetic estimators
We define the design-based mean squared error (MSE) of a synthetic estimatorŶ i of the ith small area meanȲ i as
where
, bias ofŶ i , and the expectations and variances are with respect to the sample design.
The variances V i are generally small as they are based on the total sample size, which is usually large. But the term B 2 i is independent of the sample size and its magnitude depends on the validity of the synthetic assumption that generates the synthetic estimators.
Example 4: Stratified simple random sampling
We consider a stratified simple random sampling design in which a simple random sample of same size n is selected from each stratum. We assume strata and small areas to be identical. A direct estimator ofȲ i is given byŶ D i =ȳ i , the sample mean for area i. For illustration, we consider the overall sample mean, for example,Ŷ i =ȳ = m −1 m i=1ȳ i , as a synthetic estimator ofȲ i .
Ignoring the finite population correction (fpc), we have
whereȲ is the overall population mean; S 2 i is the population element variance for area i and
For a large within area sample size n,Ŷ D i and the associated variance estimatorV D i = s 2 i /n, where s 2 i is the sample variance, are also designconsistent. While design-consistency property is necessary, it is not sufficient in a small area estimation problem as n is typically small. On the other hand, the synthetic estimator is design-biased, and the extent of the bias depends on the validity of the synthetic assumption Y i =Ȳ ; i = 1, . . . , m. The sample size has no impact on B i , but V i is typically small since nm is large.
In the MSE expression Eq. (1), the variance component is likely to be negligible relative to the squared bias component. Hence, it is important to obtain a reliable estimate of the squared bias component of the MSE. For large m, a design-consistent estimator of V i isV i =Ŝ 2 /(nm),
We can estimate B i by an unbiased estimatorB i =ȳ −ȳ i , but this estimator is unreliable due to the high variability ofȳ i , unless the within area sample size n is large. underestimates the true design-based MSE, irrespective of the sample size, and the extent of the underestimation depends on the validity of the synthetic assumption that generates the synthetic estimators.
Using simple algebra (Rao 2003 , p. 52), we have 
whereV D i is an usual design-based estimator of V D i (Gonzalez and Waksberg 1973) . Since within area sample size is typically small, this is a highly unstable estimator of M i . Moreover, estimatesM GW i could be negative. Marker (1995) obtained an area specific design-based MSE estimator for small area total estimation. Such a formula can be extended when the parameters of interest are the small area means. Using Eq. (1) and the synthetic assumption B 2 i = K; i = 1, . . . , m, one obtains the Marker's estimator asM
Marker's method produces reasonable MSE estimators only when the variance is a substantial proportion of the MSE and the variances differ across small areas (Marker 1995, p. 74; Rao 2003, p. 53) . Unlike the Gonzalez-Waksberg MSE estimator, Marker's MSE estimator can be used even when there is no sample for a given small area -one needs to ignore that area in estimating the average squared bias. However, stability ofM M i is achieved at the expense of introducing bias due to the synthetic assumption. Moreover, like the Gonzalez-Waksberg estimator, it can also yield negative MSE estimate since average bias-squared estimate (K) can be negative.
Estimation of average design-based mean squared error
Following Gonzalez and Waksberg (1973) , we define the average design-based mean squared error (AMSE) of a set of m synthetic estimators of small area population means as
In some cases, it may be meaningful to consider a weighted average of MSEs in Eq. (1) with respect to known weights. The methodology proposed can be extended to this more general case, but we sacrifice the generalizability for simplicity in exposition.
A naïve AMSE estimator is given bŷ
whereV i is a design-consistent estimator of V i ; i = 1, · · · , m. For large m and usual regularity conditions, E(M Naïve ) ≈ M − η, and thusM Naïve underestimates the true AMSE, irrespective of the sample size, and the extent of the underestimation depends on the validity of the synthetic assumption that generates the synthetic estimators.
By averagingM GW i (Eq. 6) over small areas, we get the Gonzales-Waksberg (GW) AMSE estimator asM
The average of Marker's design-based MSE formula is identical to the Gonzalez-Waksberg average design-based MSE estimatorM GW . The GW estimator of average design-based MSE is design-consistent for large m, under suitable regularity conditions, but it can produce undesirable negative estimate of average design-based MSE.
It is interesting to note that, Gonzales-Waksberg average design-based MSE estimator can be obtained by maximizing the following function:
with respect to M in the range (−∞, ∞). Depending on the value ofM GW , the function f (M ;M GW ) can take maximum in the negative half of the real line. Maximizing f (M ;M GW ) in the range M ∈ (0, ∞) does not solve the problem as the maximum could be attained on the boundary at zero.
To overcome the potential problem of non-positivity of GW estimator, we resort to the approach introduced by Yoshimori and Lahiri (2014) . We propose the following adjustment tô
whereM GW* is a maximizer of the adjusted function a(M )f (M ;M GW ) with respect to M in the range (0, ∞), and a(M ) = arctan M m j=1
GW-adj is close toM GW (the design-consistent GW estimator), illustrating the design-consistency ofM GW-adj . Since a(0) = 0,M GW-adj is always strictly positive. The adjustment factor a(M ) was proposed earlier by Yoshimori and Lahiri (2014) in adjusting the residual maximum likelihood (REML) estimator of the unknown variance component of the Fay-Herriot model so that the resulting adjusted REML estimator retains asymptotic properties of the REML while yielding a strictly positive estimate.
One downside ofM GW-adj is that it may be less than the naïve estimatorM Naïve , which does not incorporate the bias component. We propose an adjustment to the Marker's area specific design-based MSE estimator asM
whereK * is a maximizer of a(K)f (K;K) with respect to K ∈ (0, ∞). This leads to the following average design-based MSE estimator:
By construction,M M-adj is strictly positive and always larger than the naïve estimator. Also, using the previous arguments, it can be shown thatK M-adj ≈K, for large m, so that M M-adj ≈M GW , showing the design-consistency ofM M-adj . Proposed average design-based MSE estimators should work as long as there are a large number of similar small areas with positive sample sizes within the group.
Data analysis
We use state level data for the years 1991, 1993, and 1997 from the Small Area Income and Poverty Estimates (SAIPE) program of the U.S. Census Bureau in order to compare the following four estimators of average design-based MSE: naïve (M Naïve , Eq. 10), GW (M GW , Eq. 11), GW-adj (M GW-adj , Eq. 14), and Marker-adj (M M-adj , Eq. 17). For details about the SAIPE program, we refer to Citro and Kalton (2000) . The parameters of interest are proportions of 5-17 year old children in poverty for the fifty states and the District of Columbia for the years 1991, 1993, and 1997. The survey-weighted proportionsŶ D i are obtained using the Current Population Survey (CPS) data. The sampling variance estimatesV D i are obtained using a Generalized Variance Function (GVF) method (Otto and Bell 1995) . The Census Bureau now uses the American Community Survey (ACS) data as the direct source of survey data to produce state level SAIPE estimates. Also, the Census Bureau does not use synthetic estimators for state level SAIPE. Nonetheless, we find it convenient to illustrate the performances of different average design-based MSE estimators using the old SAIPE data.
We obtain synthetic estimates using an area level multiple regression synthetic model described in Example 1 of Section 3.1. As for the auxiliary variables X i , we use Internal Revenue Service (IRS) data, food stamp data and census residuals, which were used in the SAIPE program. First we form four distinct groups of states so that the number of states within a group is about the same (13 states in each of three groups and 12 in the other). The small areas in a given group are similar in terms of the sampling variance estimatesV D i . For a given year the reliability of direct estimates varies more across groups than within a group. For example, direct estimates for the states within the first group are much more reliable than those in the second group.
We present our data analysis in Table 1 . The GW average design-based MSE estimator (which is same as Marker average design-based MSE estimator) frequently produces negative estimates. In fact, average bias-squared estimator as suggested by Marker (1995) , turned out to be negative for all groups and areas (not shown in the Table) . The GW-adj estimator overcomes the drawback of yielding negative estimates, but it suffers from a severe underestimation problem as their magnitudes are less than the naïve average MSE estimates in many cases across years. The Marker-adj estimates are always positive and greater than naïve average design-based MSE estimates. Large differences between the naïve average design-based MSE estimates and the Marker-adj estimates, for some of the groups (e.g., group 1 in 1991 and group 3 & 4 in 1993), are probably indicative of large biases arising from the violation of the synthetic assumption.
In the last two columns of Table 1 , we evaluate direct and synthetic estimators ofȲ i based on the estimated coefficients of variation (CV). CV direct is square root of averageV D i divided by average ofŶ D i , average being taken over the small areas within a group. To evaluate synthetic estimator, we have considered only Marker-adj average design-based MSE estimator as this is the only average design-based MSE estimator that produces positive estimates and at the same time does not suffer from underestimation problem. The CV in the last column is defined as square root ofM M-adj divided by average of synthetic estimates,Ŷ i . The CV of the synthetic estimator is always less than that of direct estimator. This establishes the superiority of synthetic estimator (having reasonable measure of uncertainty) over direct estimator when we do not have enough sample in some of the small areas.
Simulation study
We consider m = 20 small areas, each containing N i = 500 units. We generate the finite population based on the following nested error regression model (Battese, Harter, and Fuller 1988) :
To generate the finite population, we assume µ = 10 and consider three different combinations of variance components as (σ 2 v , σ 2 e ) = (1, 50), (10, 50) and (10, 1), which correspond to variance component ratio λ ≡ σ 2 v /σ 2 e = 0.02, 0.2 and 10, respectively. Once we generate the finite population, we assume it to be fixed, as is the usual practice in a design-based framework. We treat design strata as small areas. The first scenario (σ 2 v , σ 2 e ) = (1, 50) reflects that the between area variability is much smaller compared to the within area variability. Hence, the synthetic assumption might work reasonably well. On the other hand, the second and third choices indicate large differences among small areas. To estimate the small area meansȲ i , we draw a stratified simple random sample of size n i = 8 from each stratum. For the evaluation purpose, we repeat the sampling procedure 10,000 times. For this simulation, we consider Y D i =ȳ i , the sample mean for area i;
, where s 2 i is the sample variance for area i; Based on our simulation, we compare the performances of five different average MSE estimators of the synthetic estimator of small area meansȲ i ; i = 1, . . . , m. Four of them have already been discussed in Section 6: naïve (M Naïve , Eq. 10), GW (M GW , Eq. 11), GW-adj (M GW-adj , Eq. 14), and Marker-adj (M M-adj , Eq. 17). Marker-sim-adj is another variation of Marker's average design-based MSE estimator, defined based on Eq. 15 withK M-sim-adj =K, ifK is positive; and 0 otherwise. Since Marker-adj outperforms Marker-sim-adj in terms of lower simulated MSE (Table 2 , all three scenarios), we do not include Marker-sim-adj in the boxplots in order to have less congested graphs.
In Figure 1 , we display boxplots of average MSE estimates obtained after applying four different methods under scenario 1. As mentioned earlier, under this scenario the synthetic assumption might work reasonably well, which is evident from Figure 1 and Table 2 (scenario 1). The naïve average MSE estimates of the synthetic estimator do not deviate much from the true average MSE (dotted line in Figure 1 ), but it does underestimate the true average MSE consistently. Even under scenario 1, the naïve average MSE estimator has higher bias than that of any other estimators (Table 2, scenario 1). But the bias is only slightly higher and the variability is much less than for other estimators and consequently in terms of MSE, the naïve average MSE estimator performs better than the alternatives.
The GW method yields a large percentage (36.1%) of negative estimates, as is evident from(Figure 1) . The estimates of squared bias termK (Eq. 8) are also negative for similar percentage of samples. The GW average MSE estimator has much more uncertainty than any other average MSE estimators. This makes the GW estimator worst in terms of MSE measure. Both GW-adj and the Marker-adj average MSE estimators always produce positive estimates, satisfying a highly desirable criteria of MSE estimator. The Marker-adj average MSE estimator has slightly lower mean squared error than that of the GW-adj and the former is always larger than the naïve average MSE estimator, unlike the GW-adj average MSE estimator.
In Figure 2 , we display boxplots of average MSE estimates obtained after applying four different methods under scenario 3 (σ 2 v = 10, σ 2 e = 1). Under this scenario, synthetic assumption is more likely to be violated as the between-area variability is much larger than within-area variability. Consequently, the naïve average MSE estimator severely underestimates the true average MSE of the synthetic estimator as it ignores the bias component. The mean squared error of this estimator is much larger than that of other three estimators (Table 2 , scenario 3). The GW estimator does not produce any negative estimates, neither does the squared bias termK (Eq. 8). All the three other average MSE estimators (GW, adjusted GW and adjusted Marker) perform quite similarly in terms of bias, variance and MSE (Table 2, scenario 3). In essence, under scenario 3, all the three estimators become identical which is not the case under scenario 2 (σ 2 v = 10, σ 2 e = 50). Under scenario 2, in a very small percentage of samples (less than 1%),M GW andK produce negative estimates. Marker-adj AMSE estimator performs better than the alternatives as it has the lowest simulated MSE (Table 2, scenario 2).
Discussion
In the absence of enough sample size within small area, synthetic estimators are commonly used by various government organizations while producing official statistics. Although a number of synthetic estimators have been suggested in the small area estimation literature, their evaluation received relatively less attention. The focus of the paper is design-based evaluation of synthetic estimators. Area-specific MSE estimation of synthetic estimator can be problematic because of small sample size within area. Hence, we revisited the available method of using average MSE (average being taken over similar small areas) as the measure of uncertainty, to overcome the problem of unreliable area-specific MSE estimates. Innovation achieved in the paper is to ensure that the proposed average MSE estimators always produce positive estimates and do not suffer from the underestimation problem.
Based on our simulation results under three different scenarios, which cover a broad spectrum of characteristics of small areas under a finite population set up, we can conclude that the Marker-adj average MSE estimator has the potential to be used as a measure of evaluation for synthetic estimators. It always produces positive estimates, accounts for the bias usually present in a synthetic estimator and produces estimates which are always higher than the corresponding naïve average MSE estimates. This average MSE estimator is useful for comparing different direct and synthetic small area estimators since the same criterion is used for all estimators. For the computation of average design-based MSE, the groups of small areas can be formed in different meaningful ways so that the information lost due to grouping can be minimized. Once the most reasonable synthetic estimator is chosen based on the average design-based MSE, one may use the underlying model that motivates the synthetic estimator for area-specific inferential purposes. Extension of the methodology to cover other indirect estimators such as the traditional composite estimators (Rao and Molina 2015, section 4) and empirical/hierarchical Bayes estimators is currently under investigation.
