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ABSTRACT
Deep learning techniques have been used recently to tackle the audio
source separation problem. In this work, we propose to use deep
fully convolutional denoising autoencoders (CDAEs) for monaural
audio source separation. We use as many CDAEs as the number
of sources to be separated from the mixed signal. Each CDAE
is trained to separate one source and treats the other sources as
background noise. The main idea is to allow each CDAE to learn
suitable spectral-temporal filters and features to its corresponding
source. Our experimental results show that CDAEs perform source
separation slightly better than the deep feedforward neural networks
(FNNs) even with fewer parameters than FNNs.
Index Terms— Fully convolutional denoising autoencoders,
single channel audio source separation, stacked convolutional au-
toencoders, deep convolutional neural networks, deep learning.
1. INTRODUCTION
Different types of deep neural networks (DNNs) have been used to
tackle the single channel source separation (SCSS) problem for au-
dio mixtures [1, 2, 3, 4]. The denoising autoencoder (DAE) is a spe-
cial type of fully connected feedforward neural networks that takes
noisy input signals and outputs their denoised version [5, 6]. DAEs
are common in deep learning, they are used to learn noise robust
low-dimensional features even when the inputs are perturbed with
some noise [7, 8]. DAEs have been used for SCSS where the in-
puts of the DAE are the spectral frames of the mixed signal and the
outputs are the spectral frames of the target source [3, 9]. The fully
connected DAEs with frame-wise inputs and outputs do not capture
the 2D (spectral-temporal) structures of the spectrogram of the input
and output signals. Since DAEs are fully connected networks, they
usually have many parameters to be optimized.
For their ability in extracting robust spectral-temporal structures
of different audio signals [10], convolutional neural networks (CNN)
have been used successfully to learn useful features in many audio
processing applications such as: speech recognition [11], speech en-
hancement [12], audio tagging [13], and many music related applica-
tions [14, 15, 16]. Convolutional denoising autoencoders (CDAEs)
are also a special type of CNNs that can be used to discover robust
localized low-dimensional patterns that repeat themselves over the
input [17, 18]. CDAEs differ from conventional DAEs as their pa-
rameters (weights) are shared, which makes the CDAEs have fewer
parameters than DAEs. The ability of CDAEs to extract repeat-
ing patterns in the input makes them suitable to be used to extract
speech signals from background noise and music signals for speech
enhancement and recognition [19, 20].
Motivated by the aforementioned successes of using neural net-
works with convolutional layers in a variety of audio signal process-
ing applications, we propose in this paper to use deep fully convo-
lutional denoising autoencoders, where all the layers of the CDAEs
are composed of convolutional units, for single channel source sepa-
ration (SCSS). The main idea in this paper is to train a CDAE to ex-
tract one target source from the mixture and treats the other sources
as background noise that needs to be suppressed. This means we
need as many CDAEs as the number of sources that need to be sepa-
rated from the mixed signal. This is a very challenging task because
each CDAE has to deal with highly nonstationary background sig-
nals/noise. Each CDAE sees the magnitude spectrograms as 2D seg-
ments which helps in learning the spectral and temporal information
for the audio signals. From the ability of CDAEs in learning noise
robust features, in this work, we train each CDAE to learn unique
spectral-temporal patterns for its corresponding target source. Each
trained CDAE is then used to extract/separate the related patterns of
its corresponding target source from the mixed signal.
This paper is organized as follows: Section 2 shows a brief in-
troduction about CDAEs. The proposed approach of using CDAEs
for SCSS is presented in Section 3. The experiments and discussions
are shown in Section 4.
2. FULLY CONVOLUTIONAL DENOISING
AUTOENCODERS
Fully convolutional autoencoders (CAEs) [17, 18] are composed of
two main parts, the encoder part and the decoder part. The en-
coder part maps the input data into low dimensional features. The
decoder part reconstructs the input data from the low dimensional
features. Convolutional denoising autoencoders (CDAEs) are sim-
ilar to CAEs but CDAEs are trained from corrupted input signals
and the encoder is used to extract noise robust features that the de-
coder can use to reconstruct a cleaned-up version of the input data
[19, 20]. The encoder part in CDAEs is composed of repetitions
of a convolutional layer, an activation layer, and a pooling layer as
shown in Fig. 1. The convolutional layers consist of a set of filters
that extract features from their input layers, the activation layer in
this work is the rectified linear unit that imposes nonlinearity to the
feature maps. The pooling in this work is chosen to be max-pooling
[21]. The max-pooling does the down-sampling of the latent rep-
resentation by a constant factor taking the maximum value within
a certain scope of the mapping space and generates a new mapping
space with a reduced dimension. The final goal of the encoder part
is to extract noise robust low dimensional features from the input
data. The max-pooling is the layer that reduces the dimensionality
of the mapping space. The decoder part consists of repetitions of
a convolutional layer, an activation layer, and an up-sampling layer.
The up-sampling layer does the up-sampling on the feature maps of
the previous layer and generates new ones with high dimension. In
this work, the data are 2D signals (magnitude spectrograms). The
filtering, pooling, and up-sampling are all 2D operators.
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Fig. 1: The overview of the proposed structure of a convolutional denoising auto-encoder (CDAE) that separates one target source from the
mixed signal. “Conv.” denotes a 2D convolutional layer, ReLU denotes a rectified linear unit as an activation function. We use a CDAE for
each source.
3. THE PROPOSED APPROACH OF USING CDAES FOR
SCSS
Given a mixture of I sources as y(t) =
∑I
i=1
si(t), the aim of audio
SCSS is to estimate the sources si(t), ∀i, from the mixed signal y(t)
[22, 23]. We work here in the short-time Fourier transform (STFT)
domain. Given the STFT of the mixed signal y(t), the main goal is
to estimate the STFT of each source in the mixture.
In this work we propose to use CDAEs for source separation.
We propose to use as many CDAEs as the number of sources to be
separated from the mixed signal. Each CDAE sees the mixed sig-
nal as a combination of its target source and background noise. The
main aim of each CDAE is to estimate a clean signal for its cor-
responding source from the other background sources that exist in
the mixed signal. This is a challenging task for each CDAE since
each CDAE deals with highly nonstationary background noise (other
sources in the mixture). Each CDAE is trained to map the magni-
tude spectrogram of the mixture into the magnitude spectrogram of
its corresponding target source. Each CDAE in this work is a fully
2D convolutional deep neural network without any fully connected
layer, which keeps the number of parameters to be optimized for
each CDAE very small. Also using fully 2D convolutional layers al-
lows neat 2D spectral-temporal representations for the data through
all the layers in the network while considering the spectral-temporal
representations in the case of using fully connected layers requires
stacking multiple consecutive frames to form very long feature vec-
tors. The inputs and outputs of the CDAEs are 2D-segments from
the magnitude spectrograms of the mixed and target signals respec-
tively. Therefore, the CDAEs span multiple time frames to capture
the spectral-temporal characteristics of each source. The number
of frames that each input segment has is N and the number of fre-
quency bins is F . In this work, F is the dimension of the whole
spectral frame.
3.1. Training the CDAEs for source separation
Let’s assume we have training data for the mixed signals and their
corresponding clean/target sources. Let Ytr be the magnitude spec-
trogram of the mixed signal and Si be the magnitude spectrogram of
the clean source i. The subscript “tr” denotes the training data. The
CDAE that separates source i from the mixture is trained to mini-
mize the following cost function:
Ci =
∑
n,f
(Zi (n, f)− Si (n, f))
2
(1)
where Zi is the actual output of the last layer of the CDAE of source
i, Si is the reference clean output signal for source i, n, and f are the
time and frequency indices respectively. The input of all the CDAEs
is the magnitude spectrogram Ytr of the mixed signal.
Note that the input and output instants of the CDAEs are 2D-
segments from the spectrograms of the mixed and target signals re-
spectively. Each segment is composed of N consecutive spectral
frames taken from the magnitude spectrograms. This allows the
CDAEs to learn unique spectral-temporal patterns for each source.
3.2. Testing the CDAEs for source separation
Given the trained CDAEs, the magnitude spectrogram Y of the
mixed signal is passed through all the trained CDAEs. The output
of the CDAE of source i is the estimate S˜i of the spectrogram of
source i.
4. EXPERIMENTS AND DISCUSSION
We applied our proposed single channel source separation (SCSS)
using CDAEs approach to separate audio sources from a group of
songs from the SiSEC-2015-MUS-task dataset [24]. The dataset has
100 stereo songs with different genres and instrumentations. To use
the data for the proposed SCSS approach, we converted the stereo
songs into mono by computing the average of the two channels for
all songs and sources in the data set. Each song is a mixture of
vocals, bass, drums, and other musical instruments. We used our
proposed algorithm to separate each song into vocals, bass, drums
and other instruments. The other instruments (other for short) here
(sources that are not vocal, bass, or drums) are treated as one source.
We trained four CDAEs for the four sources (vocals, bass, drums,
and other).
The first 50 songs were used as training and validation datasets
to train all the networks for separation, and the last 50 songs were
used for testing. The data was sampled at 44.1kHz. The magnitude
spectrograms for the data were calculated using the STFT, a Hanning
window with 2048 points length and overlap interval of 512 was
used and the FFT was taken at 2048 points, the first 1025 FFT points
only were used as features since the conjugate of the remaining 1024
points are involved in the first points.
For the input and output data for the CDAEs, we chose the num-
ber of spectral frames in each 2D-segment to be 15 frames. This
means the dimension of each input and output instant for each CDAE
is 15 (time frames) × 1025 (frequency bins). Thus, each input
CDAE model summary
The input data with size 15 frames and 1025 frequency bins
Layer (type) Number of filters output shape
Convolution2D(3,3) 12 (15, 1025)
Max-Pooling2D(3,5) (5, 205)
Convolution2D 20 (5, 205)
Max-Pooling2D(1,5) (5, 41)
Convolution2D 30 (5, 41)
Convolution2D 40 (5, 41)
Convolution2D 30 (5, 41)
Convolution2D 20 (5, 41)
Up-Sampling2D(1,5) (5, 205)
Convolution2D(3,3) 12 (5, 205)
Up-Sampling2D(3,5) (15, 1025)
Convolution2D 1 (15, 1025)
The output data with size 15 frames and 1025 frequency bins
Total number of parameters: 37,101
Table 1: The detail structure of each CDAE. The output shape is
shown as (time-frame , frequency). “Convolution2D(3,3)” denotes
2D convolutional layer with filter size 3×3. “Max-Pooling2D(3,5)”
denotes down-sampling by 3 in the time-frame direction and by
5 in the frequency direction. “Up-Sampling2D(3,5)” denotes up-
sampling by 3 in the time-frame direction and by 5 in the frequency
direction.
Table 2: The number of parameters for each FNN and CDAE.
FNN 4,206,600
CDAE 37,101
and output instant (the 2D-segments from the spectrograms) spans
around 370 msec of the waveforms of the data.
For the CDAEs, each CDAE has seven hidden 2D convolutional
layers with rectified linear unit (ReLU) as an activation function.
The details of the dimensions of the input, convolutional, max-
pooling, up-sampling and output layers of each CDAE are shown
in Table 1. The dimensions are shown as time-frames × frequency.
The size of each filter is 3×3 as in [11, 16]. “Max-Pooling2D(3,5)”
in Table 1, denotes down-sampling the feature maps by 3 in the time-
frame direction and by 5 in the frequency direction of the 2D feature
maps. “Up-Sampling2D(3,5)” in Table 1, denotes up-sampling the
feature maps by 3 in the time-frame direction and by 5 in the fre-
quency direction. The output layer is also a convolutional layer with
ReLU that its size was adjusted to match the size of each 2D output
segment (15×1025) of the spectrogram. As can be seen from Table
1, each CDAE has 37,101 parameters.
We compared our proposed SCSS using CDAEs approach for
SCSS with using deep fully connected feedforward neural networks
(FNN) for SCSS approach. Four FNNs were used and each FNN
was used to separate one source. Each FNN has three hidden lay-
ers with ReLU as activation functions. Each hidden layer has 1025
nodes. The parameters of the networks are tuned based on our pre-
vious work on the same dataset [25, 26]. As shown in Table 2, the
number of parameters in each FNN is 4,206,600 parameters which
is greater than 100 times the number of parameters in each CDAE.
The parameters for all the networks were initialized randomly.
All the networks were trained using backpropagation with Nesterovs
accelerated gradient [27] as recommended by [28] with parameters:
β1 = 0.9, β2 = 0.999, ǫ = 1e − 08, schedule-decay= 0.004,
batch size 100, and a learning rate starts with 0.002 and reduced by
FNNs CDAEs
0
2
4
6
8
10
12
14
16
N
or
m
al
iz
ed
 S
DR
 in
 d
B
Vocals
FNNs CDAEs
2
4
6
8
10
12
Bass
FNNs CDAEs
-2
0
2
4
6
8
10
12
14
Drums
FNNs CDAEs
0
2
4
6
8
10
12
Others
(a) Normalized SDR in dB
FNNs CDAEs
4
6
8
10
12
14
16
18
20
22
24
N
or
m
al
iz
ed
 S
IR
 in
 d
B
Vocals
FNNs CDAEs
2
4
6
8
10
12
14
16
18
Bass
FNNs CDAEs
0
2
4
6
8
10
12
14
16
18
Drums
FNNs CDAEs
2
4
6
8
10
12
Other
(b) Normalized SIR in dB
FNNs CDAEs
0
1
2
3
4
5
6
7
8
9
SA
R 
in
 d
B
Vocals
FNNs CDAEs
6
8
10
12
14
16
Bass
FNNs CDAEs
-2
-1
0
1
2
3
4
5
Drums
FNNs CDAEs
3
4
5
6
7
8
9
10
11
Other
(c) SAR in dB
Fig. 2: (a) The normalized SDR, (b) the normalized SIR, and (c)
SAR values in dB of using deep fully connected feedforward neural
networks (FNNs) and the proposed method of using deep fully con-
volutional denoising autoencoders (CDAEs) for source separation.
a factor of 10 when the values of the cost function do not decrease on
the validation set for 3 consecutive epochs. The maximum number
of epochs is 100. We implemented our proposed algorithm using
Keras based on Theano [29, 30].
Since in this work we separate all four sources from the mixed
signals, it is usually preferred to separate the sources from the mixed
signal by building spectral masks that scale the mixed signal accord-
ing to the contribution of each source in the mixed signal [31, 32].
The masks make sure that the sum of the estimated sources adds up
to the mixed signal [33, 34]. Here we used the output spectrograms
S˜i, ∀i of the networks to build spectral masks as follows:
Mi(n, f) =
S˜i(n, f)
∑I
j S˜j(n, f)
, ∀i. (2)
The final estimate for source i can be found as
Sˆi(n, f) = Mi(n, f) ×Y(n, f) (3)
where Y(n, f) is the magnitude spectrogram of the mixed signal at
frame n and frequency f . The time domain estimate for source sˆi(t)
is computed using the inverse STFT of Sˆi with the phase angle of
the STFT of the mixed signal.
The quality of the separated sources was measured using the
signal to distortion ratio (SDR), signal to interference ratio (SIR),
and signal to artefact ratio (SAR) [35]. SIR indicates how well the
sources are separated based on the remaining interference between
the sources after separation. SAR indicates the artefacts caused by
the separation algorithm in the estimated separated sources. SDR
measures how distorted the separated sources are. The SDR values
are usually considered as the overall performance evaluation for any
source separation approach [35]. Achieving high SDR, SIR, and
SAR indicates good separation performance.
Figs. 2a and 2b show the box-plots of the normalized SDR and
SIR values respectively. The normalization was done by subtracting
the SDR and SIR values of the mixed signal from their correspond-
ing values of the estimated sources [36]. Fig. 2c shows the box-plots
of the SAR values of the separated sources using FNNs and CDAEs.
We show the SAR values without normalization because SAR for
the mixed signal is usually very high.
As can be seen from Fig. 2, CDAEs with few parameters im-
prove the quality of the sources by achieving positive normalized
SDR and SIR values and high SAR values for the separated sources.
We can also see that CDAEs work significantly better than FNNs
for drums, which is considered as a difficult source to be separated
[1, 31]. For the SDR and SIR, the performance of FNNs and CDAEs
is almost the same for the vocals and bass sources. For SAR, the
performance of CDAEs and FNNs is the same for bass, but CDAEs
perform better than FNNs in the remaining sources. In general,
it is not easy to have a fair comparison between the two methods
since FNNs have more parameters than CDAEs and CDAEs were
applied on spectral-temporal segments (without overlapping) while
the FNNs were applied on individual spectral frames.
5. CONCLUSIONS
In this work we proposed a new approach for single channel source
separation (SCSS) of audio mixtures. The new approach is based
on using deep fully convolutional denoising autoencoders (CDAEs).
We used as many CDAEs as the number of sources to be separated
from the mixed signal. Each CDAE learns unique patterns for each
source and uses this information to separate the related components
of each source from the mixed signal. The experimental results indi-
cate that using CDAEs for SCSS is a promising approach and with
very few parameters can achieve competitive results with the feed-
forward neural networks.
In our future work, we will investigate the effect of changing
the parameters in the CDAE including: the size of the filters, the
number of filters in each layer, the max-pooling and up-sampling
ratios, the number of frames in each input/output segment, and the
number of layers on the quality of the separated sources. We will
also investigate the possibility of using CDAEs for the multi-channel
audio source separation problem using multi-channel convolutional
neural networks.
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