Abstract. We present the first evidence that variability in zooplankton biomass can be characterized as a multifractal. An hourly tune series of vertically integrated acoustic biomass measurements, taken from a fixed mooring on the Atlantic coastline, provided the data for our analysis. Two measures of variability were analyzed: the first difference squared and the squared difference from the mean. When integrated over time, these quantities provide estimates of biomass variability. The distribution in time of these measures of variability is highly intermittent. We show that such intermittency is well described by the scaling properties of multifractals. In zooplankton ecology, potential applications of this analysis include comparing plankton variability distributions to those of passive scalars and environmental variables, quantifying spatial or temporal heterogeneity in intermittent quantities, and determining scales over which similar processes are operating.
Introduction
Plankton data vary on a wide range of spatial and temporal scales (Haury et al., 1978; Steele, 1978) . Describing this variability is an important problem in plankton ecology, especially given recent developments in methods for continuously recording data at high spatial and temporal resolution (Dickey, 1988 (Dickey, , 1991 . Quantitative characterization of pattern provides a basis for comparing models to data, and biological to environmental fluctuations. A wellknown approach to such characterization, spectral analysis, was pioneered in ecology by plankton studies (Platt and Denman, 1975) .
In this paper, we explore an alternative approach: characterizing zooplankton biomass variability as a multifractal. Multifractals are a generalization of fractals (e.g. Mandelbrot, 1983 ) from the description of geometrical patterns to the description of spatial or temporal series of numerical quantities. The basic idea of fractal pattern is that a power law describes the relationship between some quantity and the scale on which it is measured. The exponent of the power law, known as the fractal dimension, shows how the quantity relates to the scale of measurement. A well-known example is the problem of measuring the length of a coastline. The finer the scale of measurement, the longer the coastline will appear; 'the length' of the coastline is not a well-defined concept (Richardson, 1961; Mandelbrot, 1983) . However, the variation of length with the scale of measurement is well described by a power function. This provides a fractal dimension and completely characterizes the way in which the length of the coastline varies with scale.
Multifractals, which will be reviewed below, describe patterns by scaling relations that require a family of different exponents, rather than the single exponent of fractal patterns. They are particularly well suited to describing quantities that vary intermittently (i.e. occasional and unpredictable large peaks separated by very low values), and have been applied to a variety of intermittent measures associated with non-linear phenomena in physics and geophysics (Meakin, 1983; Prasad et ai, 1988; Ladoy et ai, 1991; Meneveau and Sreenivasan, 1991; Sreenivasan, 1991) .
We will present evidence here for the multifractal structure of zooplankton biomass variability. Our analysis is based on an hourly time series of vertically integrated acoustic biomass measurements, taken from a fixed mooring on the Atlantic coastline. We analyzed two estimates of variability: the first difference squared and the squared difference from the mean. When summed over time, these quantities provide estimates of biomass variance. Our goal is to describe the distribution in time of the total variability in the data. This distribution is highly intermittent: extreme localized contributions account for a large proportion of the total variability.
The data
The data on plankton biomass were provided by C.Flagg of the Brookhaven National Laboratory. Zooplankton biomass was estimated from measurements of acoustic backscatter intensity at a fixed mooring off the continental slope of Maryland. Three different deployments of an acoustic Doppler current profiler (ADCP) operating at 307.5 kHz provided three time series, labeled A, B and C, respectively. The instrument recorded data from 10 to 85 m of depth, at 3 min intervals for time series C and 2.5 min intervals for time series A and B (Flagg et al., 1994) . Zooplankton net tows were used to calibrate the instrument and convert the data to dry weight zooplankton biomass (mg m~3) (Flagg and Smith, 1989; Flagg et aL, 1994) . The data analyzed here were constructed by averaging measurements vertically and hourly. Figure 1 shows the resulting time series of zooplankton biomass obtained at the three different deployments from 5 February 1988 to 13 May 1989. The series contain 2732, 2735 and 4099 points, respectively.
Method

The multifractal formalism
Multifractal analysis requires three fundamental terms: support, measure and measure density. The basic data consist of some quantity, which we will refer to as the measure (in our case, zooplankton biomass or some quantity calculated from it), along an axis which we will refer to as the support of the measure. The support is most commonly space or time, although in our case the series of acoustic measurements contains both temporal and spatial components. The support could be multidimensional, although in our case it is a one-dimensional axis. The measure density, as its name suggests, is the total measure over some segment of the support axis, divided by the length of that segment. If the measure density is divided by the total measure over the whole data set, we obtain a normalized measure giving the proportion of the total measure occurring in each spatial location. Multiplicative processes. To introduce the concept of a multifractal measure, we consider the simplest example of a process generating such a measure. This process, known as the self-similar binomial process, is recursive. One starts with a uniform distribution of mass over the unit interval (0,1) (Figure 2) . In a first step of the process, the unit interval is subdivided into two equal intervals and proportions mo and 1 -mo of the total mass (e.g. 0.7 and 0.3 in Figure 2 ) are allocated to these two subintervals. This process is now repeated for each of the two subintervals: they are subdivided into two equal intervals and their The first eight fragmentation steps are illustrated in the following panels (columnwise direction). Notice that the y-axis corresponds to density and, therefore, the area below the density curve provides the measure in any given subinterval.
corresponding mass allocated in proportions mo and 1 -/no to their left and right subintervals, respectively. Figure 2 shows the resulting distribution of density after eight such steps. Notice that the measure in a given subinterval is the integral of this density. Two important properties are illustrated by this example. First, the density is intermittent, infrequent variations of large amplitude appear within more regular regions of lower values. In the limit, as the number of steps in the binomial process becomes arbitrarily large, the density at every point tends to either zero or infinity. At the points where the density increases without bound, it is said to have a singularity. Second, the measure density exhibits self-similarity or invariance against changes of scale, in the following sense. After k steps of the process, the right-half distribution equals the left half times mo/(l -m^) and the left-half distribution resembles that in the whole interval at step k -1 (see Figure  2) . In fact, the whole distribution can be obtained from the left half by stretching it in the horizontal direction by a factor of 2 and in the vertical direction by a factor of 1/(1 -mo). As the numbers of steps becomes arbitrarily large, the same transformations produce the entire distribution from its left-half portion. Thus, parts of the distribution resemble the whole.
The binomial process is a special case of a larger class of processes called multiplicative processes. In multiplicative processes, large pieces of the support of the measure break down into smaller ones, and each of the fragmented pieces yield smaller ones and so on. At each step of this cascade, the fragmented pieces receive a fraction of the original measure. Thus, at a step k of the cascade, the measure in a certain fragment will be given by the product of k numbers known as multipliers (0.7 and 0.3 in the example above). The multipliers may also be random variables with a certain probability distribution. When this probability distribution does not depend on the step of the cascade, scale similarity results.
Multiplicative processes provide a mathematical ideal of multifractals in nature. In real data sets, there are limits to the scales at which we may determine a measure, to the number of steps that a multiplicative cascade can achieve and to the range of scales in which the multifractal description described below would apply.
Describing multifractal processes. An intuitive way to describe a measure would be to plot the frequency distribution of the density, i.e. a distribution showing how much of the support is characterized by any specific density. However, like the length of a fractal coastline, the frequency distribution of a multifractal density changes as a function of the scale of measurement. Therefore, our attention focuses on the scaling properties of the measure.
These scaling properties require not one, but a whole family of different exponents. We present below two families of exponents of which the first has inspired the name multifractals, while the second is more useful for analysis of empirical data.
Divide the support of a measure M into segments of length r. Let M^x) denote the measure in one such fragment centered at coordinates x. The corresponding density is denoted by m^x) and equals MA\)lr d , where d is the dimension of the support (i.e. d = 1 for a time axis or a spatial transect, d = 2 for a spatial area, etc.). We define for each segment a quantity a(x) defined by:
where L is the length of the total support. In the limit as r goes to zero, a Here we use the symbol ~ to mean that the left-hand side approaches a constant times the right-hand side in the limit of small r. The quantity M r /M L , the measure normalized by its total value, varies between 0 and 1, and gives the proportion of the total measure in a segment of size r centered at x.
The local exponent a describes how the measure and the density change with changes in the length r of the segment [technically, ot(x) measures the singularity strength of the density at x]. Equation (2a) shows that the measure increases as r increases. The smaller the value of a, the faster this increase will be at the smallest scales r. Thus, as a decreases, more and more of the measure is contributed by smaller and smaller scales. This is illustrated in Figure 3 by comparing the behavior of a hypothetical measure at two different points, xi and x 2 , on a one-dimensional support. At Xj, a(xj) < 1 and, therefore, M,{x\) increases rapidly near r = 0; at x 2 , a(x 2 ) > 1, and M^% 2 ) varies slowly near r = 0 ( Figure 3B ). Correspondingly, the measure displays a peak and a trough in segments of the support centered at X] and x 2 ( Figure 3A ). More generally, the relationship between a. and the support dimension d distinguishes locations of the support with high (a < d) and low (a > d) local intensity of the measure. These correspond to locations where the density grows without bounds (a < d) and locations where the density approaches zero (a > d) as r decreases [Equation (2b)]. The smaller the value of a(x) < d, the sharper the peak in the density at location x.
Each segment of length r is now associated with a value of a(x) describing how the measure changes with scale around x. Let N,(a) denote the number of intervals of length r with a values in the interval (a, a + da). We complete our characterization of the multifractal by seeing how N r (a) scales with r, by defining
In the limit as r goes to zero, fAa) converges to a well-defined limit /(a), satisfying
The function /(a) is called the singularity spectrum. Because of the similarity of expression (4) to the one defining fractal dimension, f(a) can be interpreted as the fractal dimension of the set of intervals with a in (a, a + da) (Frisch and Parisi, 1985) . Heuristically, when we label different segments of size r with their corresponding a value, we obtain subsets of the support of the measure made of The exponents a and f[a) for a multifractal measure on a one-dimensional support. In (B), the behavior of the measure with r is compared at two different points Xj and x 2 . At Xi, a(xi) < 1 and, therefore, the measure MJ^x{) increases rapidly near r = 0; at x 2 , a(x 2 ) >1, and M r (x 2 ) increases slowly near r = 0. Correspondingly, the measure displays local high and low intensity in segments of the support centered at x, and x 2 (A). A typical parabolic shape of the singularity spectrum is shown in (C). When f(a) is small, the points with the corresponding exponent o are scattered and dustlike. As f{a) approaches d = 1, the set of points with exponent a fill more and more of the support all fragments with the same a. These subsets are geometrical sets and in the limit, as r becomes arbitrarily small, they tend to sets of points. Each subset has its corresponding fractal dimension, f(a), indicating how dense it is in the measure support. If f{a) is small, the points with exponent a are scattered and dustlike. As f{a) approaches d, the set of points with exponent a become more and more dense. The name multifractal results from having a different /(a) for each a. A typical parabolic shape of the singularity spectrum is shown in Figure 3C .
These calculations permit us to define precisely the notion of a multifractal; we say that a pattern is multifractal if the exponent a, defined in expression (2), spreads over a range of values, and for each a the scaling relationship (4) holds. The variable a reflects how singular (or 'spiky') the behavior of the density is at a given location, and its corresponding value f{a) how frequent this local exponent is with respect to other values. [For a more detailed discussion of when /(a) can be interpreted as a fractal dimension, see Meneveau and Sreenivasan (1991) .] The variation in a values is characteristic of multifractal measures; exact fractals, by contrast, have the same a for all locations x. The variance of a relates to the degree of intermittency in the data (see Discussion).
Scaling of moments in multifractals.
A second way to characterize multifractals, and one which is readily used in data analysis, is by mean of moments. Highly intermittent multifractal signals are not well characterized by a few low-order moments, such as the ones providing the mean and variance, because of the strong tails of their probability distributions. Therefore, the approach described below relies on a family of moments and their respective scaling laws.
The qih moment of a quantity x can be denoted by (x q ), where the brackets (} denote the expected value. For multifractal measures resulting from multiplicative processes, it can be shown that the moments of the normalized measure scale according to:
where D q characterizes the scaling of the q' h moment (Meneveau and Sreenivasan, 1991) . If the expected value in expression (5) is obtained from the measure in non-overlapping segments of size r, then (5) can be written as:
where the sum is taken over all segments of length r. Equation (6) can be used to estimate D q by raising both sides to the \l(q -\) power; plotting q--I versus logyields a straight line with a slope D q .
Regions of high density contribute preferentially to moments with positive q, and regions of low density to moments of negative q. As \q\ increases, moments are increasingly determined by the extreme behavior of the measure, by the highest and lowest intensities, for q positive and negative, respectively. The moments scale with r, as determined by the exponents D q . These exponents are independent of the scale r, but differ for moments of different order q. This variation is characteristic of multifractal measures; exact fractals, by contrast, have identical exponents D q for all moments.
The two families of exponents we have presented above are related: from the curve D q one can obtain the singularity spectrum f{a), and vice versa. Each order q provides a single (a, f{a)) pair. Define i{q) = (q -\)D q ; then
= qa{q)~T(q)
For a derivation of equation (7), see Frisch and Parisi (1985) or Meneveau and Sreenivasan (1991) .
This indirect method of obtaining the singularity spectrum is known as the method of moments. We will use it below to explore the multifractal structure of zooplankton biomass variability. [For a review and discussion of other methods, see Evertz and Mandelbrot (1992) .]
Variables analyzed
The biomass time series b{t) itself is at best only weakly multifractal (more details below). Thus, we also analyzed two different measures of the variability of biomass:
where brackets denote the mean value. These quantities estimate total variability in different ways. 5 2 is the familiar squared deviation from the mean; its expectation is the variance of b, and measures variability without regard to temporal autocorrelation. The expectation of 5] is the mean square successive difference, which measures local variability in consecutive biomass values. It is sensitive to autocorrelation in the sequence: if the series is positively autocorrelated, Si will be small, and vice versa. In an uncorrelated random series, the expectation of Si is twice the variance (von Neumann, 1941) . The ratio of S x to S 2 can be used as a statistical test for a first-order Markov process against the alternative of random variation.
Figures 4 and 5 show these quantities for time series C ( Figure 1C ). To investigate how this total variability is organized in time, we subdivide the time axis into non-overlapping intervals of length r and compute for each interval the following normalized measures: "2(t)=# where £ r denotes the sum over all / belonging to the interval of length r centered at t, and YIL denotes the sum over the whole time series. Thus, V^ and V 2 are normalized sums of squares giving the proportion of the total variability contributed by different intervals of time. The numerator of each of these terms is an average squared deviation, i.e. a variance, within an interval. The denominator is the same quantity calculated for the whole data set.
Analysis of zooplankton variability
We begin by analyzing the longer time series (series C in Figure 1) , showing that both V x and V 2 are multifractal over a large range of scales. We repeat the analysis on the shorter time series (A and B) to investigate the generality of this result.
Scaling of moments
We consider first the scaling of the moments for V\ and V 2 (see Figures 4 and 5) . The time axis is subdivided into disjoint intervals of length r, = 2' (i = 1,..., 11), for a total length L -4096 h (out of the 4099 h of the original time series). For each scale r,, there are \, = LIT intervals over which to compute the normalized sums of squares V\ and V 2 . The sums of squares in interval / are V\(j) and V 2 (J) .
If equation (6) holds, then a log-log plot of the (q -l)th root of the gth moment of V\ or V 2 versus the interval length, i.e. of versuswill yield a straight line with slope D q , for each q. The same will be true for V 2 .
To simplify the notation, let Pi(q, r) = £ y {V,(/))' 7 and P 2 (q, r) = £/V 2 (/))' ! '• Then we estimate D q from the slope of a plot of (log P\(q, r))/(q -1) versus log (r/L) and similarly for P 2 . These plots are shown in Figures 6 and 7 for some representative values of q in [-3, +3] .
The slope D q must be estimated only over the range of scale values for which the curve is linear; this range is known as the scaling region. In Figures 6 and 7 (and equivalent plots for the other q values), the smallest scale at which the curves display linearity appears to lie between 2 3 and 2 4 , i.e. 8-16 h. This limit may result from the processes generating the data, from noise in the measurements or from problems with moment convergence at high and low q values. Noise is known to produce curvature at small scales for the most negative q values (Meneveau and Sreenivasan, 1991) , and our data are more linear the closer q is to zero (see Figures 8 and 9 ).
We chose r = 2 3 as the lower limit and r = 2 n as the upper limit of the scaling region, and fit straight lines to the data by least squares. The lines fit the data well, with coefficients of determination R 2 = 0.997 (q = -3) and R 2 = 0.971 (q = +3) for V,, and R 2 = 0.985 (q = -3) and R 2 = 0.99 (q = +3) for V 2 . Figures 8 and 9 show these log-log plots in the scaling region for selected values of q. The slopes of these lines are the exponents D q .
We plot in Figure 10A and B the slopes D q as a function of q for both V\ and V 2 . The variation of D q with q is characteristic of multifractal structures. This variation, coupled to the linear scaling of the moments in a large range of temporal scales, provides evidence for the multifractal structure of V\ and V 2 .
The singularity spectrum
From the scaling of the moments, the pairs (a, f{a)) are computed via the transformations in equation (7). The derivative of (q -\)D q was estimated by centered differences for q values at intervals of 0.25 in [-3, +3] . The resulting f{a) curves are shown in Figure 11A and B for V\ and V 2 , respectively. These curves display a parabolic shape characteristic of multifractal measures. The maximum for/(a) corresponds to q -0 and equals the Euclidean dimension of the measure support (here, equal to one).
Just as the variation in D q values reveals the inhomogeneity of V\ and V 2 along the time axis, so does the spread in a values around the maximum of f{a). Both are characteristic of multifractal measures. We have compared these results to those for other intermittent quantities described as multifractals, and to data obtained numerically from the binomial process (Prasad el aL, 1988; Meneveau and Sreenivasan, 1991) . The spread observed here lies well within the range of these other studies. We also compared the results with two equally long data sets known not to be multifractal: white noise and a time series of velocity in a We repeated this analysis for V 2 with the two other time series (A, B). These data sets are shorter (2732 and 2735 data points, respectively); we used only the last 2048 (or 2 11 ) points. The scaling of the moments holds, and the exponents D q were obtained for the same scaling region as above. Figure 12 compares the resulting j[a) curves with the curve for time series C. The three curves are very similar, particularly for a < 1 (q > 0).
Finally, the spikiness of the biomass data suggests the possibility of the biomass itself being multifractal. We have studied this question and the results, not presented here, indicate that biomass does not present a convincing multifractal structure. The scaling of the moments presents a large scaling region, but the variation in the resulting exponents (0.16) is small compared to other data sets described as multifractals.
Robustness of conclusions
Could our findings be an artifact of infrequent large peaks located randomly in a data set of length L? Multifractal processes include a much richer structure than this (e.g. the binomial process in the section on the data). As a test for such artifacts, we generated data by randomly permutating the time series (b(t) -b{t -I)) 2 and (b(t) -(b)) 2 . Any multifractal structure in the real data should be destroyed by this procedure. In fact, the permuted time series displayed a much smaller scaling range (only four orders of magnitude, from 2 7 to 2 10 ) and a reduced spread of D q values over this range. For 30 permuted time series of V u and q in [-3, +3] , the mean range in D q was 0.275 and the maximum range was 0.39. The corresponding values for V 2 were 0.18 and 0.25.
Could our results be due to the limited length of the time series? L = 4096 seems large for an ecological time series, but is short compared to data sets that have been described as multifractals in other fields. The length of the data set limits the range of orders q that can be considered. Moments with high positive or low negative q are determined by the extreme behavior of the data. Since such extreme behavior appears infrequently in an intermittent signal, convergence of statistical estimates of moments with large \q\ requires a long record. This convergence is necessary to obtain reliable estimates of the exponents D q .
Equation (5) shows that the relevant quantities in calculating the exponents D q are the logarithms of the moments divided by {q -1). To explore the convergence of these quantities, we studied the behavior of the moments of the densities v\ and v 2 as a function of time series length, following the approach of Meneveau and Sreenivasan (1991) . We consider moments of v, rather than of V t Zooplankton biomaxs variability (i = 1, 2) because as L becomes large the former tend to a constant value while the latter decrease with L (Meneveau and Sreenivasan, 1991) . The two are related by <(v,-)«> = <V*)(L/r)«. The behavior of the moments with length L for the two extreme values of q (-3 and +3) is shown in Figures 13 and 14 . The different curves correspond to different scales r. Although the moments have not converged for L = 40%, the differences between the curves become fairly constant as L increases. Hence, the ratio between moments at two different scales tends to a constant independent of time series length. It is exactly these ratios that are used to obtain the slopes D q . Their convergence thus supports our conclusion that the time series is long enough for the interval of q values used here.
Discussion
Our analyses show, we think convincingly, that zooplankton biomass variability is highly intermittent, and can be characterized as a multifractal. Multifractal analysis is a recent development and this is its first application to zooplankton. Because of this, assessing the significance of our findings raises more questions than it answers. We consider some of those here.
Like most oceanographic data, the data analyzed here contain both spatial and temporal components, because biomass was measured at a fixed location in a moving water mass. More work is needed to determine the relative contribution of spatial heterogeneity and temporal dynamics to the intermittency. In a different analysis of the same data set, Flagg et al (1994) could not explain zooplankton fluctuations by advection and spatial heterogeneity alone, which suggests that both might be important. They report that the acoustic data were collected near a front separating offshore and inshore water masses, and that the position of this front was affected by large-scale cross-shelf movements (approximately 40 km and a month in duration), wind-driven advective events with a typical time scale of days, and tidal advection (Flagg et al, 1994; Wirick, 1994) . There was limited coherence between this physical variability and zooplankton biomass, perhaps because of the interaction of the physics with biological processes, including predator-prey interactions, migration and aggregation (Ascioti et al, 1993; Flagg et al, 1994) . These physical and biological processes operate over a range of scales comparable to the scaling range we have found.
We conjecture that intermittent, multifractal patterns will eventually be found in both spatial variability and the temporal variability of spatial averages in zooplankton data. It is only fair to ask, 'so what?'; how might multifractal data analysis be applied to problems in plankton ecology? Four applications spring to mind: designing sampling schemes, characterizing the environment encountered by planktonic organisms, comparative studies and inferring processes.
(i) Intermittency has important implications for sampling (Bohle-Carbonell, 1992) . Undersampling an intermittent signal is particularly problematic; it leads to biased estimates of means and confidence limits (Baker and Gibson, 1987) . Simple multiplicative cascade models could provide a useful tool to simulate intermittent data with a given multifractal structure, for evaluation of potential sampling schemes.
(ii) The environment is sampled not only by oceanographers but, in a sense, by the organisms that live in the ocean. The small-scale variability experienced by individual planktonic organisms may have important implications for foraging, behavior, growth and population dynamics (Goldman, 1988; Davis et al, 1991; Rothschild, 1992) . If the environment, either physical or biological, is multifractal, the relationships between variability and scale will be richer and more structured than otherwise. The consequences of this richness for organisms living in this environment remain to be explored.
(iii) The initial uses of multifractal analysis, like any other descriptive statistic, will be exploratory and comparative. It will require more examples to discover how to use the analysis to detect interesting differences between taxa, habitats, locations, seasons, etc. Spectral analysis has long been used in this way. Multifractals provide a complementary approach. While spectral analysis investigates the relative contribution of different scales to total variance, multifractals reveal the organization or structure of variability in space or time. The relationship of simple fractals to the variance power spectrum is known (Rothrock and Thorndike, 1980) , that of multifractals is not. Eventually, one would hope that a relationship between multifractals and higher order spectral analysis would be established.
Comparisons can be based directly on the curves /(a) or D(q), or on other summary indices calculated from such curves (Prasad et aL, 1988) . One such index is a^,, the minimum value of a, for which f{a) = 0. This value of the local exponent a measures the highest degree of singularity in the data [i.e. the most spiky behavior; see equation (2)]. By comparing a^ one can determine which data set contains the strongest singularities [see Prasad et al. (1988) for an example]. In practice, a,^, is calculated by extrapolating the curve f{a), since the length of the data set limits the range of a values one can obtain. Another potentially useful index is the intermittency exponent, u., which quantifies the degree of intermittency of the data. The intermittency exponent is determined by the spread of a around its mean. Recall that j(q) = {q-V)D q and ai = ,x/ln(L/r) (Meneveau and Sreenivasan, 1991) . The larger the value of u., the larger the variance of a and the higher the degree of intermittency of the data. This can also be seen by the relationship of u. to the variance of the measure \n(M r /M L ):
<j\f r = \i. \n{L/r)
The intermittency exponent \L was introduced by Kolmogorov (1962) in studies of the energy dissipation rate in turbulence. For the longer time series analyzed here, the intermittency exponent of V\ (u. = 0.3) is higher than that of V 2 (u, = 0.17) [both computed by centered differences from the curve T(^)]. The former is comparable to values in the literature for the intermittency exponents of energy and scalar dissipation rates in turbulent flows (Prasad et aL, 1988) . In the ocean, strong intermittency has been found in physical quantities such as the dissipation rates of turbulent velocity and temperature fluctuations (Baker and Gibson, 1987) . The implications of such physical intermittency for the distribution of biological variables remain to be explored. The multifractal formalism has been extended to more than one variable to describe the degree of correlation in intermittent quantities in turbulence (Meneveau et aL, 1989) . This suggests that multifractal analyses could also be used to compare the distributions of plankton variability and those of passive scalars and environmental variables.
(iv) One would hope that, eventually, multifractal statistics would help identify the processes producing the pattern. At present, this is not possible. It is known that multifractals are produced by multiplicative processes, and that they appear in the measures of trajectories on strange attractors. This does not, however, mean that a multifractal zooplankton pattern is produced by a multiplicative process or as a strange attractor. We simply do not know enough about the possibilities for producing multifractals. We expect that the connection between pattern and process for multifractal variability in the plankton will develop along a similar path to that of spectral analysis. The initial uses of spectral analysis were purely descriptive (Platt et aL, 1970; Platt, 1972) . That use was followed by a connection of spectral analysis to phenomenological models (cascade models of how variance transfers from larger to smaller scales; Denman and Platt, 1976) , and only later by a connection to mechanistic models. However, it may be possible to identify spatial or temporal scales over which the processes must be different, by identifying limits to the scaling region. This occurs in studies of turbulence, where the scaling regime is different above and below the Kolmogorov scale for the dissipation rate of a passive scalar. This change reflects the different dominant physical processes operating in these two regions (Sreenivasan and Prasad, 1989) . A well-known biological example is the change in the spectral exponent that occurs at the so-called 'Platt knee' in the power spectrum of phytoplankton spatial data. This change has been related to a switch from the influence of the physical factor of turbulence to the biological factor of reproduction (Denman and Platt, 1976) .
These applications of multifractals await further investigations of other zooplankton data sets. This paper has presented evidence for the potential of multifractals to become an important descriptive tool in zooplankton ecology.
