Inference for fractional Ornstein-Uhlenbeck type processes with periodic
  mean in the non-ergodic case by Shevchenko, Radomyra & Woerner, Jeannette H. C.
ar
X
iv
:1
90
3.
08
03
3v
1 
 [m
ath
.PR
]  
19
 M
ar 
20
19
INFERENCE FOR FRACTIONAL ORNSTEIN-UHLENBECK
TYPE PROCESSES WITH PERIODIC MEAN IN THE
NON-ERGODIC CASE
RADOMYRA SHEVCHENKO AND JEANNETTE H.C. WOERNER
Abstract. In the paper we consider the problem of estimating parameters
entering the drift of a fractional Ornstein-Uhlenbeck type process in the non-
ergodic case, when the underlying stochastic integral is of Young type. We
consider the sampling scheme that the process is observed continuously on
[0, T ] and T → ∞. For known Hurst parameter H ∈ (0.5, 1), i.e. the long
range dependent case, we construct a least-squares type estimator and estab-
lish strong consistency. Furthermore, we prove a second order limit theorem
which provides asymptotic normality for the parameters of the periodic func-
tion with a rate depending on H and a non-central Cauchy limit result for the
mean reverting parameter with exponential rate. For the special case that the
periodicity parameter is the weight of a periodic function, which integrates to
zero over the period, we can even improve the rate to
√
T .
1. Introduction
Parameter estimation in fractional diffusions has been actively studied in recent
years, especially for equations of the Ornstein-Uhlenbeck type, i.e. of the form
dXt = αXtdt+ dB
H
t ,
where BHt is a fractional Brownian motion (fBm for short), which is a centred
Gaussian process with almost surely continuous paths defined via its covariance
structure
E[BHt B
H
s ] =
1
2
(
t2H + s2H − |t− s|2H)
for H ∈ (0, 1).
With no initial condition imposed, the equation has an ergodic solution for α < 0,
which is why this case is often called ergodic, as opposed to the non-ergodic case
α > 0.
Several approaches are known for the estimation of α, among them the MLE
approach in [8] which uses the so called fundamental martingales related to the
underlying fBm and a minimum L1-norm estimation in [12] based on the techniques
from [9].
Another possibility for the estimation is offered by the least squares approach,
for which (following a heuristic notation) the term
∫ n
0 (X˙t + αXt)
2dt is minimised,
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leading to the estimator
α˜n :=
∫ n
0
XtdXt∫ n
0
X2t dt
.
For H = 12 the process B
H is the classical Brownian motion, which allows for Ito¯
integration in this definition. However, for H 6= 12 fBm is not a semimartingale, so
in order to define such an estimator one has to find a different (and suitable) kind
of a stochastic integral, possible choices including pathwise (or Young type) and
Skorokhod (or divergence type) integrals. Form the practical point of view pathwise
integrals are preferred, however, for α < 0 this choice does not yield a consistent es-
timator. This was shown in [7] alongside with consistency and asymptotic normality
for the estimators defined with Ito¯ integrals for H = 12 and for those defined with
Skorokhod integrals for H ∈
(
1
2 ,
3
4
)
. The non-ergodic case was treated in [3] for
H ∈
(
1
2 , 1
)
, where the same estimator defined with Young-type integrals is shown
to be consistent and asymptotically Cauchy distributed. Note that for H > 1/2
the processes possess long range dependence, which offers interesting possibilities
for modelling.
In this paper we study Ornstein-Uhlenbeck type equations with an additional
periodic mean term, i.e. equations of the form
dXt = (L(t) + αXt)dt+ dB
H
t
with a periodic, parametric function L, which can be used for modelling season-
alities, and assume continuous observations. In this case a consistent and asymp-
totically normal least squares-type estimator (coinciding with the MLE) for the
drift parameters (including α < 0) was constructed for H = 12 in [4], and it was
later shown in [5] (again, for α < 0) that a similarly defined estimator with diver-
gence integrals has the properties of weak consistency and asymptotic normality
for H ∈
(
1
2 ,
3
4
)
. Strong consistency was then proved in [2].
We will consider the same construction for the non-ergodic case and H ∈
(
1
2 , 1
)
and investigate its asymptotic properties. We will prove strong consistency for our
proposed estimator. Furthermore, we prove a second order limit theorem which
provides asymptotic normality for the parameters of the periodic functions and a
non-central Cauchy limiting result for the mean reverting parameter. Both limits
are uncorrelated. This means in particular, we will show that the asymptotics is
partly inherited from the ergodic case treated in [5] and partly follows the results
for the non-ergodic case in [3]. In addition we show that in the special case that
the periodicity parameter is the weight of a periodic function, whose integral over
the period is zero, we get a faster rate of convergence independent of H , namely√
T . In this case the component is uncorrelated to all other components. Note,
that this case was not yet treated both in the ergodic and non-ergodic case.
The structure of the paper is as follows. In Section 2 the setting will be explained
in more detail, such that we can proceed with the motivation and definition of the
estimator in Section 3. Section 4 contains auxiliary convergence statements, and
finally in Section 5 the main results and their proofs are presented. The Appendix
provides some further technical results.
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2. Setting
Let (BHt )t∈R+ be a fractional Brownian motion with known Hurst index H ∈(
1
2 , 1
)
. Consider a stochastic differential equation ( SDE) of the following form:
Xt = X0 +
∫ t
0
L(s) + αXsds+
∫ t
0
σdBHs ,
X0 = x0 ∈ R.
(1)
L is assumed to be a bounded 1-periodic function which can be written as a linear
combination of p known bounded 1-periodic L2([0, 1])-orthonormal functions with
unknown real coefficients, µ = (µ1, · · · , µp) i.e.
L(s) =
p∑
i=1
µiφi(s) for all s ∈ [0, 1].
We assume that the mean-reverting parameter α > 0 is also unknown. As argued in
[12], σ can be estimated with probability one on any finite time interval, therefore
it can be assumed to be known.
Moreover, it is important to define the stochastic integral appearing in the equa-
tion. In this paper we will consider it to be defined in Young’s sense (cf. [13]). The
integrals are well defined due to Ho¨lder continuity of paths of the fractional Brow-
nian motion of order H . Note that for deterministic integrands stochastic integrals
in Young’s sense almost surely coincide with Skorokhod integrals.
The equation (1) has a solution with almost surely continuous paths, which can
be written as
Xt = e
αtx0 + e
αt
∫ t
0
e−αsL(s)ds+ σeαt
∫ t
0
e−αsdBHs
for α > 0. Let us fix the notation ξt := e
αt
∫ t
0
e−αsdBHs , ξ˜t := e
−αtXt as well as
ξ∞ :=
∫ ∞
0
e−αsdBHs
and
ξ˜∞ := x0 +
∫ ∞
0
e−αsL(s)ds+ σ
∫ ∞
0
e−αsdBHs .
We assume to observe X continuously on [0,T] and derive limits for T →∞.
3. Construction of the estimator
The estimator that we will consider has the same structure as the estimator
defined in [5] for the ergodic case. We will briefly outline the motivation as it
was given there. The construction follows the least squares method applied to a
discretised version of a more general equation
dXt = 〈θ, f(t, Xt)〉dt + σdBHt ,
where θ := (θ1, . . . , θp+1) is a parameter vector and f(t, x) :=
(f1(t, x), . . . , fp+1(t, x)) is a collection of known real-valued functions. For a
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time interval [0, T ] and a uniform mesh size ∆t := T/N the least squares approach
for the equations
X(i+1)∆t −Xi∆t =
p+1∑
j=1
fj(i∆t, Xi∆t)θj∆t+ σ(B
H
(i+1)∆t −BHi∆t), i ∈ {1, . . . , N},
yields the estimator θ˜T,∆t = Q
−1
T,∆tPT,∆t with
QT,∆t =
(
N∑
i=0
fj(i∆t, Xi∆t)fk(i∆t, Xi∆t)∆t
)
j, k∈{1,...,p+1}
and
PT,∆t =
( N∑
i=0
f1(i∆t, Xi∆t)(X(i+1)∆t −Xi∆t), . . . ,
N∑
i=0
fp+1(i∆t, Xi∆t)(X(i+1)∆t −Xi∆t)
)T
.
Replacing the sums by their continuous counterparts and considering the special
case θ = ϑ := (µ1, . . . , µp, α), f(t, x) = (φ1(t), . . . , φp(t), x) as well as putting
T = n we obtain the estimator ϑˆ := Q−1n Pn with
Pn =
(∫ n
0
φ1(t)dXt, . . . ,
∫ n
0
φp(t)dXt,
∫ n
0
XtdXt
)
and
Qn =
(
nEp an
aTn bn
)
,
where
aTn =
(∫ n
0
φ1(t)Xtdt . . . ,
∫ n
0
φp(t)Xtdt
)
,
bn =
∫ n
0
X2t dt.
The two following results are an immediate analogy to the calculations in [5].
Proposition 3.1. We have ϑˆn = ϑ+ σQ
−1
n Rn, where
Rn =
(∫ n
0
φ1(t)dB
H
t , . . . ,
∫ n
0
φp(t)dB
H
t ,
∫ n
0
XtdB
H
t
)T
.
Proof. Since∫ n
0
φi(t)dXt =
p∑
j=1
µj
∫ n
0
φi(t)φj(t)dt+ α
∫ n
0
φi(t)Xtdt+ σ
∫ n
0
φi(t)dB
H
t
for i ∈ {1, . . . p} and∫ n
0
XtdXt =
p∑
j=1
µj
∫ n
0
Xtφj(t)dt + α
∫ n
0
X2t dt+ σ
∫ n
0
XtdB
H
t ,
we have Pn = Qnϑ+ σRn, and the claim follows. 
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Proposition 3.2. We have an explicit representation for Q−1n , namely
Q−1n =
1
n
(
Ep + γnΛnΛ
t
n −γnΛn
−γnΛtn γn
)
with
Λn = (Λn, 1, . . . ,Λn, p)
t =
(
1
n
∫ n
0
φ1(t)Xtdt, . . . ,
1
n
∫ n
0
φp(t)Xtdt
)
and γn = D
−1
n =
(
1
n
∫ n
0 X
2
t dt−
∑p
i=1 Λ
2
n, i
)−1
.
Proof. This is a consequence of the fact that(
nEp −an
−aTn bn
)−1
=
1
n
(
Ep + γnΛnΛ
t
n γnΛn
γnΛ
t
n γn
)
,
which was proved in [5]. 
4. Auxiliary convergence results
In this section we provide some convergence results for the different components
of the estimators defined in the previous section. They help to identify the dom-
inating terms for the asymptotic behaviour of the estimator. The first lemma in
this section as well as its proof are motivated by analogous results in [3].
Lemma 4.1. With the above notation we have e−αtXt → ξ˜∞ as well as
e−2αt
∫ t
0
X2sds→ ξ˜
2
∞
2α almost surely.
Proof. The first statement follows directly from the fact that ξt → ξ∞ a.s. (shown
in Lemma 2, [3]):
e−αtXt = x0 +
∫ t
0
e−αsL(s)ds+ σξt → x0 +
∫ ∞
0
e−αsL(s)ds+ σξ∞ a.s.
For the second statement we start by noticing that ξ˜t is a process with a.s. contin-
uous paths. We have for each t ∈ R+:∫ t
0
X2sds ≥
∫ t
t/2
e2αsξ˜2sds ≥
t
2
eαt inf
t
2
≤s≤t
ξ˜2s .
Since ξ˜t → ξ˜∞ a.s., it follows that
lim
t→∞
inf
t
2
≤s≤t
ξ˜2s = ξ˜
2
∞ a.s.
From the fact that ξ∞ ∼ N(0, HΓ(2H)α2H ) (shown in [3]) we can conclude that ξ˜∞ also
follows a (non-degenerate) normal distribution, and hence, limt→∞
∫ t
0 X
2
sds = ∞
a.s. Therefore, we get by l’Hoˆpital’s rule
lim
t→∞
∫ t
0
e2αsξ˜2sds
e2αt
= lim
t→∞
ξ˜2t
2α
=
ξ˜2∞
2α
.

Lemma 4.2. For i ∈ {1, . . . , p} the following statements hold almost surely:
(1) 1n
∫ n
0
φi(t)dB
H
t → 0,
(2) e−αnΛni
√
n→ 0,
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(3) nDne
−2αn → ξ˜2∞2α ,
(4) e−αn 1√
n
∫ n
0
XtdB
H
t → 0.
Proof. (1) This is an application of Lemma 6.1: We have
E[(
1
n
∫ n
0
φi(t)dB
H
t )
2] =
1
n2
∫ n
0
∫ n
0
φi(u)φi(v)|u − v|2H−2dudv . n2H−2,
and the result follows for k = 2.
(2) We write Λni as a sum of a deterministic and of a centred Gaussian part
and show convergence separately:
e−αnΛni =
1
n
e−αn
∫ n
0
φi(t)(e
αtx0 + e
αt
∫ t
0
e−αsL(s)ds)dt
+
1
n
e−αn
∫ n
0
φi(t)σe
αtξtdt =: A+B,
where ξt =
∫ t
0 e
−αrdBHr . For the deterministic part we write
√
nA =
1√
n
e−αn
∫ n
0
φi(t)e
αtx0dt+
1√
n
e−αn
∫ n
0
eαt
∫ t
0
e−αsL(s)dsdt
=: A1 +A2,
and we can bound the two summands as follows:
|A1| . 1√
n
e−αn
∫ n
0
eαtdt =
1√
n
− 1√
n
e−αn → 0
as well as
|A2| . 1√
n
e−αn
∫ n
0
eαt
∫ t
0
e−αsdsdt =
1√
n
e−αn
∫ n
0
eαtdt− 1√
n
e−αn → 0.
We have shown convergence for the deterministic part and now we will
calculate the second moment of the Gaussian part in order to apply Lemma
6.1.
E[(
√
nB)2] =E[(
1√
n
e−αn
∫ n
0
φi(t)σe
αtξtdt)
2]
=
1
n
e−2αn
∫ n
0
∫ n
0
φi(t)φi(s)σ
2eαteαs E[ξtξs]dsdt
and we get by treating the stochastic integrals as Skorokhod integrals
E[ξtξs] =
∫ t
0
∫ s
0
e−αre−αv|r − v|2H−2dvdr.
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In total, we obtain
E[(
√
nB)2]
=
1
n
e−2αnσ2
∫ n
0
∫ n
0
φi(t)φi(s)
∫ t
0
∫ s
0
eαs−αreαt−αv|r − v|2H−2dvdrdsdt
=
1
n
e−2αnσ2
∫ n
0
∫ n
0
|r − v|2H−2
∫ n
v
∫ n
r
φi(t)φi(s)e
αs−αreαt−αvdsdtdvdr
.
1
α2
1
n
e−2αnσ2
∫ n
0
∫ n
0
|r − v|2H−2(eαn−αv − 1)(eαn−αr − 1)drdv
≃ 1
n
∫ n
0
∫ n
0
|r − v|2H−2(e−αv − e−αn)(e−αr − e−αn)drdv
≤ 1
n
∫ n
0
∫ n
0
|r − v|2H−2e−αve−αrdrdv . 1
n
,
because the last integral is bounded (this was shown in [7]). Lemma 6.1
yields almost sure convergence to zero and hence the desired result.
(3) This follows from the previous result and Lemma 4.1:
Dnne
−2αn = e−2αn
∫ n
0
X2t dt−
p∑
i=1
(
√
nΛnie
−αn)2
︸ ︷︷ ︸
→0 by (2)
→ ξ˜
2
∞
2α
.
(4) We plug in the expression Xt and get
e−αn
1√
n
∫ n
0
XtdB
H
t = e
−αn 1√
n
∫ n
0
eαtx0dB
H
t
+ e−αn
1√
n
∫ n
0
eαt
∫ t
0
e−αsL(s)dsdBHt
+ e−αn
1√
n
∫ n
0
σeαt
∫ t
0
e−αsdBHs dB
H
t =: A+B + C.
The integral in A can again be interpreted as a Skorokhod integral (yielding
a centred Gaussian random variable) which allows us the computation of
its L2 norm:
E[A2] = x20
1
n
e−2αn
∫ n
0
∫ n
0
eαueαv|u− v|2H−2dudv
= x20
1
n
∫ n
0
∫ n
0
e−α(n−u)e−α(n−v)|u− v|2H−2dudv︸ ︷︷ ︸
=:In
.
1
n
,
because In is bounded as was shown in [7]. Lemma 6.1 implies almost
sure convergence. For B, which is also a centred Gaussian sequence, the
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calculation is similar:
E[B2]
=
1
n
e−2αn
∫ n
0
∫ n
0
eαu
∫ u
0
e−αsL(s)dseαv
∫ v
0
e−αrL(r)dr|u − v|2H−2dudv
.
1
n
e−2αn
∫ n
0
∫ n
0
eαu(1− e−αu)eαv(1− e−αv)|u − v|2H−2dudv
=
1
n
e−2αn
∫ n
0
∫ n
0
(eαu − 1)(eαv − 1)|u− v|2H−2dudv ≤ 1
n
In .
1
n
,
and the almost sure convergence follows. For C we use Lemma 4 from [3]
to decompose the double integral:
C = e−αn
1√
n
σ(
∫ n
0
eαsdBHs
∫ t
0
e−αrdBHr −
∫ n
0
e−αs
∫ s
0
eαrδBHr δB
H
s
−H(2H − 1)
∫ n
0
e−αs
∫ s
0
eαr|s− r|2H−2drds) =: C1 − C2 − C3,
where δ stands for the Skorokhod integral. We show almost sure convergence
for the three summands:
C1 = σe
−αn 1√
n
∫ n
0
eαsdBHs ξt,
and hence we know from [3] that ξt → ξ∞ ∼ N(0, HΓ(2H)α2H ) a.s., it is enough
to show that e−αn 1√
n
∫ n
0
eαsdBHs → 0 almost surely. Since it is a centred
Gaussian sequence, we again rely on Lemma 6.1 and compute the respective
variances:
E[(e−αn
1√
n
∫ n
0
eαsdBHs )
2]
≃ e−2αn 1
n
∫ n
0
∫ n
0
eαseαr|s− r|2H−2dsdr = 1
n
In .
1
n
.
In order to treat C2 note that by Lemma 7 in [3]
Yn := e
−αn
2
∫ n
0
e−αs
∫ s
0
eαrδBHr δB
H
s
L2→ 0,
and consequently E[Y 2n ] is bounded. Since, moreover, Yn is centred (as it is
a Skorokhod integral), Markov inequality helps achieve the summability of
tails:
∞∑
n=1
P (|C2(n)| ≥ ε) =
∞∑
n=1
P (| 1√
n
e−
αn
2 Yn| ≥ ε)
≤
∞∑
n=1
E[Y 2n ]
ε2ne
αn
2
.
∞∑
n=1
1
ne
αn
2
<∞,
and almost sure convergence to zero follows. Finally, Lemma 7 in [3] ensures
that C3e
αn
2
√
n converges to zero, which implies that also C3 itself goes to
zero as n tends to infinity. This completes the proof of the initial claim.

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Corollary 4.3. For β < 12 also n
βe−αnΛni
√
n → 0 as well as
nβe−αn 1√
n
∫ n
0
XtdB
H
t → 0 almost surely.
Proof. The deterministic part of the sequence nβe−αnΛni
√
n (i.e. nβ
√
nA, cf. the
notation from the proof of (2) in 4.2) is bounded up to a constant by nβ−0.5 and the
variance of the random part by n2β−1. This yields polynomial rates of convergence,
thus Lemma 6.1 still can be applied and we obtain almost sure convergence. The
same argument holds for the second convergence result. Lemma 6.1 can still be
applied for A, B and C1 (from the proof of (4) in 4.2), and for C2 and C3 the
additional factor nβ changes nothing in the structure of the arguments, so the
proofs can be followed verbatim. 
5. Asymptotic properties of ϑˆ
In this section we examine the asymptotic properties of our estimator. First we
prove strong consistency, than we provide a second order limit result, which shows
the substantially different behaviour of the parameters of the periodic function and
the mean reverting parameter, namely we get both different limiting distributions
and different rates. Finally, we will show that for basis functions φ with
∫ 1
0 φ(s)ds =
0 the rate in the central limit theorem improves to
√
n independent of H . In this
case we provide two representations of the asymptotic variance, one involving sums
over the Riemann zeta function, the other an integral representation.
Theorem 5.1. ϑˆ is strongly consistent, i.e.
(1) for i ∈ {1, . . . , p}
µˆi − µi = σ 1
n
(
∫ n
0
φi(t)dB
H
t
+
1
Dn
p∑
j=1
ΛniΛnj
∫ n
0
φj(t)dB
H
t −
1
Dn
Λni
∫ n
0
XtdB
H
t )→ 0,
(2) αˆ− α = −σ 1nDn (
∑p
i=1 Λni
∫ n
0
φi(t)dB
H
t −
∫ n
0
XtdB
H
t )→ 0,
both almost surely.
Proof. We treat each summand separately and exploit Lemma 4.2.
(1) Let us denote M1 :=
1
n
∫ n
0 φi(t)dB
H
t , M2j :=
1
n
1
Dn
ΛniΛnj
∫ n
0 φj(t)dB
H
t ,
M3 :=
1
n
1
Dn
Λni
∫ n
0 XtdB
H
t . In order to prove the claim we have to show
that each of these summands converges to zero almost surely. For M1 this
was shown in Lemma 4.2 (1). To see this for M2j we rewrite it as follows:
M2j =
1
n
1
Dn
ΛniΛnj
∫ n
0
φj(t)dB
H
t
=
1
nDne−2αn︸ ︷︷ ︸
→ 2α
ξ˜2
∞
by 4.2(3)
(e−αnΛni
√
n)︸ ︷︷ ︸
→0 by 4.2(2)
(e−αnΛnj
√
n)︸ ︷︷ ︸
→0 by 4.2(2)
1
n
∫ n
0
φj(t)dB
H
t︸ ︷︷ ︸
→0 by 4.2(1)
,
and since ξ˜∞ is almost surely nonzero, the whole expression converges a.s.
to zero. M3 can also be rewritten in a way that makes the convergence
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statement obvious:
M3 =
1
n
1
Dn
Λni
∫ n
0
XtdB
H
t
=
1
nDne−2αn︸ ︷︷ ︸
→ 2α
ξ˜2
∞
by 4.2(3)
(e−αnΛni
√
n)︸ ︷︷ ︸
→0 by 4.2(2)
(e−αn
1√
n
∫ n
0
XtdB
H
t )︸ ︷︷ ︸
→0 by 4.2(4)
,
the claim follows with the same argument as above and completes the proof
of the theorem’s statement.
(2) In this case we also start by introducing a notation for each type of
summands. Let us denote A1i :=
1
nDn
Λni
∫ n
0 φi(t)dB
H
t and A2 :=
1
nDn
∫ n
0
XtdB
H
t . For the first type of summands we write
A1i =
1
nDn
Λni
∫ n
0
φi(t)dB
H
t
=
1
nDne−2αn︸ ︷︷ ︸
→ 2α
ξ˜2
∞
by 4.2(3)
(e−αnΛni
√
n)︸ ︷︷ ︸
→0 by 4.2(2)
√
ne−αn︸ ︷︷ ︸
→0
1
n
∫ n
0
φi(t)dB
H
t︸ ︷︷ ︸
→0 by 4.2(1)
and for the second kind we obtain
A2 =
1
nDn
∫ n
0
XtdB
H
t
=
1
nDne−2αn︸ ︷︷ ︸
→ 2α
ξ˜2
∞
by 4.2(3)
√
ne−αn︸ ︷︷ ︸
→0
(e−αn
1√
n
∫ n
0
XtdB
H
t )︸ ︷︷ ︸
→0 by 4.2(4)
.
Both calculations yield almost sure convergence of the summands (again,
using the argument given in (1)) and thus provide the proof for the initial
claim.

The next lemma is an auxiliary result for the second order limit theorem that
will be proved later.
Lemma 5.2. Let F be any σ(BH)-measurable random variable such that P (F <
∞) = 1. Then, as n→∞,
(n−Hδn(φ1), . . . , n−Hδn(φp), F, e−αnδn(eα·))
d→ (Z1, . . . , Zp, F, Z),
where δn is the integral over [0, n] with respect to B
H , Z1, . . . , Zp
are centred and jointly normally distributed with the covariance matrix
(
∫ 1
0
φi(x)dx
∫ 1
0
φj(x)dx)i, j=1,...,p and ((Z1, . . . , Zp), F, Z) are independent. More-
over, Var(Z) = HΓ(2H)α2H .
Proof. Due to an approximation argument rigorously explained in [6] it is enough
to show that for any d ≥ 1, s1, . . . , sd ∈ [0, ∞)
(n−Hδn(φ1), . . . , n−Hδn(φp), BHs1 , . . . , B
H
sd , e
−αnδn(eα·))
d→ (Z1, . . . , Zp, BHs1 , . . . , BHsd , Z)
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as n → ∞. The left hand side is a Gaussian vector, and hence it suf-
fices to determine the limits of the covariances. It was shown in [3] that the
limits of Cov(BHs , e
−αnδn(eα·)) and Var(e−αnδn(eα·)) are as claimed. More-
over, in [2] the joint limiting distribution of (n−Hδn(φ1), . . . , n−Hδn(φp)) was
established. Therefore, we only have to show that Cov(n−Hδn(φi), BHs ) and
Cov(n−Hδn(φi), e−αnδn(eα·)) converge to zero. For the first statement recall that
BHs =
∫ n
0 1[0, s]dB
H
t for any n ≥ s. Then we can write (for n large enough) due to
the isometry property of the integrals:
E[n−Hδn(φi)BHs ] . n
−H
∫ n
0
∫ s
0
|u− v|2H−2dudv
= n−H
∫ s
0
∫ n−v
−v
|z|2H−2dzdv = n−H
∫ s
0
∫ v
0
z2H−2dz +
∫ n−v
0
z2H−2dzdv
= n−H
∫ s
0
v2H−1dv︸ ︷︷ ︸
→0
+n−H
∫ s
0
(n− v)2H−1dv . n−H
∫ n
n−s
z2H−1dz
= n−H(n2H − (n− s)2H) binom. series= n−HO(n2H−1) = O(nH−1),
which tends to zero as n tends to infinity.
For the second convergence refer to Proposition 6.2 in the Appendix for the
estimation
∫ t
0
eαuu2H−2du . t2H−2eαt. We use this for our calculation:
E[n−Hδn(φi)e−αnδn(eα·)] . n−He−αn
∫ n
0
∫ n
0
eαv|u− v|2H−2dudv
= n−He−αn
∫ n
0
eαu
∫ n
0
eα(v−u)|v − u|2H−2dvdu
= n−He−αn
∫ n
0


∫ u
0
e−αzz2H−2dz︸ ︷︷ ︸
bdd
+
∫ n−u
0
eαzz2H−2dz

 du
. n−He−αn
∫ n
0
eαueα(n−u)(n− u)2H−2du = n−Hn2H−1 → 0.

Now we can proceed with the second order limit theorem for our estimator.
Theorem 5.3.
(n1−H(µˆ1 − µ1, . . . , µˆp − µp), eαn(αˆ − α)) d→ σ(Z1, . . . , Zp, Zp+1)
with Z1, . . . , Zp as above and Zp+1 = 2αN/M with N ∼ N(0, 1) and
M ∼ N
(
αH√
HΓ(2H)
(
x0 +
∫ ∞
0
e−αsL(s)ds
)
, 1
)
independent of N . Moreover, (Z1, . . . , Zp) and Zp+1 also are independent.
This result reflects the structure of the estimator: In the first p components the
additive term σ 1n
∫ n
0 φi(t)dB
H
t is the slowest summand (note that it does not include
the solution process X and is, therefore, not influenced by its exponential growth),
which yields the same rates of convergence as in the ergodic case. The estimator for
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α, however, does not contain such a term; it converges with the same exponential
rate as the estimator in [3]. The limiting distribution is also structurally similar to
the case L ≡ 0. As mentioned in [10], if the estimator from [3] is applied for an
equation with a non zero starting value, the limiting distribution will also contain
this value as an additional additive term in the denominator. Moreover, due to the
possibility of considering Young integrals and exploiting different techniques in the
proofs our results are valid for H ∈
(
1
2 , 1
)
in contrast to only H ∈
(
1
2 ,
3
4
)
for the
ergodic case in [5].
Proof. First of all we divide the error into parts that contribute to the limit and the
rest. We use the notation from the previous theorem and write: n1−H(µˆ1 − µ1) =
σ(n1−HM1 + n1−H(
∑p
j=1M2j +M3)), e
αn(αˆ − α) = σ(−eαn∑pj=1 A1j + eαnA2).
Now we will identify the rest terms by showing: n1−H(
∑p
j=1M2j + M3) and
eαn
∑p
j=1 A1j converge to zero almost surely. For M2j and M3 this follows from
the fact that they contain the factor (e−αnΛnj
√
n) which would still converge
to zero if multiplied by n1−H , since 1 − H < 0.5. A1j contains the factor
(e−αnΛni
√
n)
√
ne−αn 1n
∫ n
0
φj(t)dB
H
t converging to zero almost surely. The remain-
der 1nDne−2αn tends almost surely to a random variable. We write
eαn(e−αnΛni
√
n)
√
ne−αn
1
n
∫ n
0
φj(t)dB
H
t = (e
−αnΛni
√
n)
√
n
1
n
∫ n
0
φj(t)dB
H
t
= (e−αnΛni
√
nnH−0.5)
(
n1−H
1
n
∫ n
0
φj(t)dB
H
t
)
.
The factor e−αnΛni
√
nnH−0.5 converges to zero almost surely, becauseH−0.5 < 0.5
and the factor n1−H 1n
∫ n
0
φj(t)dB
H
t converges in distribution to a normal random
variable (this being a consequence of the previous lemma). In total we conclude that
the above expression converges to zero in distribution and therefore in probability.
Thus, also the whole term eαnA1j converges to zero in probability.
The next step is to consider and rewrite A2. For this we apply the change of
variables formula for Young integrals to the functions e−αnXn and
∫ n
0 e
αtdBHt . We
obtain the following formula:∫ n
0
XsdB
H
s =
∫ n
0
eαtdBHt ξ˜n −
∫ n
0
e−αtL(t)
∫ t
0
eαsdBHs dt
−
∫ n
0
σe−αt
∫ t
0
eαsdBHs dB
H
t =: S1 + S2 + S3,
with which we can substitute the term
∫ n
0 XsdB
H
s in A2. We will now show that
only S1 contributes to the convergence statement. Since
eαnA2 =
1
nDne−2αn
e−αn
∫ n
0
XtdB
H
t
and the denominator converges almost surely, it is enough to show that e−αn(S2 +
S3) tend to zero in probability. For S3 this has been shown in [3], so we only show
this for S2. As a Lebesgue integral of a Gaussian process e
−αnS2 is again centred
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Gaussian, therefore showing convergence of the second moments will suffice:
E
[(
e−αn
∫ n
0
e−αtL(t)
∫ t
0
eαsdBHs dt
)2]
. e−2αn
∫ n
0
∫ n
0
e−αuL(u)e−αvL(v)
∫ u
0
∫ v
0
eαseαr|s− r|2H−2dsdrdudv
. e−2αn
∫ n
0
∫ n
0
∫ u
0
∫ v
0
|s− r|2H−2dsdrdudv . e−2αnn2H+2 → 0
as n tends to infinity.
For the last step of the proof we apply Lemma 5.2 to F = ξ˜∞ and obtain
(n−Hδn(φ1), . . . , n−Hδn(φp), ξ˜∞, e−αnδn(eα·))
d→ (Z1, . . . , Zp, ξ˜∞, Z),
and consequently(
n−Hδn(φ1), . . . , n−Hδn(φp),
e−αn
∫ n
0 e
αtdBHt
ξ˜∞
)
d→
(
Z1, . . . , Zp,
Z
ξ˜∞
)
,
where Z ∼
√
HΓ(2H)
α2H
N(0, 1) and
ξ˜∞ ∼
√
HΓ(2H)
α2H
N
(
αH√
HΓ(2H)
(
x0 +
∫ ∞
0
e−αsL(s)ds
)
, 1
)
.
Now note additionally that
(1, . . . , 1,
ξ˜nξ˜∞
nDne−2αn
)
a.s.→ (1, . . . , 1, 2α).
Multiplying both vectors elementwise using Slutsky’s lemma yields
(n−Hδn(φ1), . . . , n−Hδn(φp),
e−αnS1
nDne−2αn
)
d→ (Z1, . . . , Zp, 2α Z
ξ˜∞
),
which is all that we needed to show, since all the other summands converge to
zero in probability. Note that we inherit the independence statement directly from
Lemma 5.2. 
Consider the special case of a basis element φk, k ∈ {1, . . . , p}, which integrates
to zero on [0, 1]. The results of our theorems continue to hold, but the limiting
vector (Z1, . . . , Zp) will have a zero entry at Zk. This suggests that the convergence
of the estimator’s kth component might be of a better order than nH−1. Indeed,
one obtains the following facts.
Proposition 5.4. If φk for k ∈ {1, . . . , p} is such that
∫ 1
0 φk(t)dt = 0, then
√
n(µˆk − µk) d→ σH(2H − 1)Z¯k,
where Z¯k is a zero mean Gaussian random variable with variance∫ 1
0
∫ 1
0
φk(t)φk(s)|t− s|2H−2dtds
+
∞∑
l=1
2
(
2H − 2
2l
)
ζ(2l + 2− 2H)
∫ 1
0
∫ 1
0
φk(t)φk(s)(t− s)2ldtds,
where ζ denotes the Riemann zeta function.
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Proof. Recall that
√
n(µˆ1 − µ1) = σ

√nM1 +√n

 p∑
j=1
M2j +M3




with the notation from Theorem 5.1. As in Theorem 5.3, Corollary 4.3 ensures that√
nM2j and
√
nM3 converge to zero almost surely. Given that
σ
√
nM1 = σ
1√
n
∫ n
0
φk(t)dB
H
t ,
it is enough for our claim to investigate the term E
[(
1√
n
∫ n
0
φk(t)dB
H
t
)2]
.
With αH = H(2H − 1) we have by isometry and periodicity:
1
αH
E
[(
1√
n
∫ n
0
φk(t)dB
H
t
)2]
=
1
n
∫ n
0
∫ n
0
φk(t)φk(s)|t− s|2H−2dtds
=
1
n
n−1∑
i, j=0
∫ 1
0
∫ 1
0
φk(t)φk(s)|t+ i− s− j|2H−2dtds
=
1
n
∫ 1
0
∫ 1
0
φk(t)φk(s)n|t− s|2H−2dtds
+
1
n
∫ 1
0
∫ 1
0
φk(t)φk(s)
∑
i>j
|t− s+ i − j|2H−2dtds
+
1
n
∫ 1
0
∫ 1
0
φk(t)φk(s)
∑
j>i
|s− t+ j − i|2H−2dtds. (2)
The first summand is constant with respect to n, hence, it remains to consider the
second and the third one (which are equal for symmetry reasons). By rearranging
the sum in the second summand, we obtain the following:
1
n
∫ 1
0
∫ 1
0
φk(t)φk(s)
∑
i>j
|t− s+ i− j|2H−2dtds
=
1
n
∫ 1
0
∫ 1
0
φk(t)φk(s)
n−1∑
m=1
(n−m)|t− s+m|2H−2dtds
=
1
n
∫ 1
0
∫ 1
0
φk(t)φk(s)
n−1∑
m=1
(n−m)m2H−2
(
t− s
m
+ 1
)2H−2
dtds
=
1
n
∫ 1
0
∫ 1
0
φk(t)φk(s)
n−1∑
m=1
nm2H−2
(
t− s
m
+ 1
)2H−2
dtds
− 1
n
∫ 1
0
∫ 1
0
φk(t)φk(s)
n−1∑
m=1
m·m2H−2
(
t− s
m
+ 1
)2H−2
dtds.
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Now we can use the binomial series expansion to get(
t− s
m
+ 1
)2H−2
=
∞∑
l=0
(
2H − 2
l
)
(t− s)lm−l
and use the zero integral assumption in order to evaluate the above expression. We
conclude:
1
n
∫ 1
0
∫ 1
0
φk(t)φk(s)
n−1∑
m=1
nm2H−2
(
t− s
m
+ 1
)2H−2
dtds
=
∫ 1
0
∫ 1
0
φk(t)φk(s)
n−1∑
m=1
m2H−2
∞∑
l=2
(
2H − 2
l
)
(t− s)lm−ldtds
=
∫ 1
0
∫ 1
0
φk(t)φk(s)
∞∑
l=2
(
2H − 2
l
)
(t− s)l
n−1∑
m=1
m2H−2−ldtds.
By dominated convergence we now obtain
lim
n→∞
∫ 1
0
∫ 1
0
φk(t)φk(s)
∞∑
l=2
(
2H − 2
l
)
(t− s)l
n−1∑
m=1
m2H−2−ldtds
=
∫ 1
0
∫ 1
0
φk(t)φk(s)
∞∑
l=2
(
2H − 2
l
)
(t− s)l
∞∑
m=1
m2H−2−ldtds
=
∫ 1
0
∫ 1
0
φk(t)φk(s)
∞∑
l=2
(
2H − 2
l
)
(t− s)lζ(l + 2− 2H)dtds,
since the m2H−2−l are summable for l ≥ 1.
In a similar manner, we get
1
n
∫ 1
0
∫ 1
0
φk(t)φk(s)
n−1∑
m=1
m·m2H−2
(
t− s
m
+ 1
)2H−2
dtds
∫ 1
0
∫ 1
0
φk(t)φk(s)
∞∑
l=2
(
2H − 2
l
)
(t− s)l 1
n
n−1∑
m=1
m2H−1−ldtds,
which converges to zero, again, due to summability of m2H−1−l.
In total, we conclude that the second summand in (2) converges to∫ 1
0
∫ 1
0
φk(t)φk(s)
∞∑
l=2
(
2H − 2
l
)
(t− s)lζ(l + 2− 2H)dtds,
and thus, with a symmetric calculation, the third summand tends to∫ 1
0
∫ 1
0
φk(t)φk(s)
∞∑
l=2
(
2H − 2
l
)
(s− t)lζ(l + 2− 2H)dtds.
Adding up the two yields the desired result. 
The next proposition provides some additional information about Z¯k and pro-
vides a more concise form for its variance.
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Proposition 5.5. The variance of Z¯k form the previous proposition can be simpli-
fied to
1
Γ(2− 2H)
∫ 1
0
∫ 1
0
φk(t)φk(s)
∫ ∞
0
u1−2H
eu − 1 (e
u(1−|t−s|) + eu|t−s| − 2)dudtds.
This expression is positive for all bounded non zero L2-functions φk with zero inte-
grals.
Proof. Our goal is to show that∫ 1
0
∫ 1
0
φk(t)φk(s)|t− s|2H−2dtds
+
∞∑
l=1
2
(
2H − 2
2l
)
ζ(2l + 2− 2H)
∫ 1
0
∫ 1
0
φk(t)φk(s)(t− s)2ldtds
can be rewritten in the above integral form. For the first summand the definition
of Gamma function provides the representation
|t− s|2H−2 = 1
Γ(2− 2H)
∫ ∞
0
u1−2He−u|s−t|du.
For the other summands we make use of the formula Γ(z)ζ(z) =
∫∞
0
uz−1
eu−1du for
z > 1 and rewrite them as follows:
2
∞∑
l=1
(
2H − 2
2l
)
ζ(2l + 2− 2H)
∫ 1
0
∫ 1
0
φk(t)φk(s)(t− s)2ldtds
= 2
∫ 1
0
∫ 1
0
φk(t)φk(s)
∞∑
l=1
(2H − 2)2l
(2l)!
1
Γ(2l+ 2− 2H)
∫ ∞
0
u2l+1−2H
eu − 1 du(t− s)
2ldsdt
= 2
∫ 1
0
∫ 1
0
φk(t)φk(s)
∫ ∞
0
∞∑
l=1
(2H − 2)2l
(2l)!Γ(2− 2H)(2− 2H)(2l)
u2l+1−2H(t− s)2l
eu − 1 dudsdt
=
1
Γ(2− 2H)2
∫ 1
0
∫ 1
0
φk(t)φk(s)
∫ ∞
0
u1−2H
eu − 1
∞∑
l=1
(u(t− s))2l
(2l)!
dudsdt
=
1
Γ(2− 2H)2
∫ 1
0
∫ 1
0
φk(t)φk(s)
∫ ∞
0
u1−2H
eu − 1 (cosh(u(t− s))− 1)dudsdt,
where (z)k and (z)
(k) denote the falling and rising factorials respectively. For even
k it follows from the definition that (−z)k = (z)(k).
Recall that
cosh(u(t− s))− 1 = e
u(t−s) + eu(s−t) − 2
2
=
eu|t−s| + e−u|t−s| − 2
2
for any t, s and add up the summands of the variance expression in order to obtain∫ 1
0
∫ 1
0
φk(t)φk(s)
1
Γ(2 − 2H)
∫ ∞
0
u1−2H
(
e−u|s−t| +
2
eu − 1(cosh(u(t− s))− 1)
)
dudsdt
=
∫ 1
0
∫ 1
0
φk(t)φk(s)
1
Γ(2 − 2H)
∫ ∞
0
u1−2H
(
e−u|s−t| +
eu|t−s| + e−u|t−s| − 2
eu − 1
)
dudsdt
=
∫ 1
0
∫ 1
0
φk(t)φk(s)
1
Γ(2 − 2H)
∫ ∞
0
u1−2H
eu − 1 (e
u(1−|t−s|) + eu|t−s| − 2)dudsdt,
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which was our claim.
Now let us prove that the obtained variance is indeed positive, thus confirming
the rate of convergence suggested above. For elements of the real L2([0, 1])-Fourier
basis this claim is shown (up to an application of Fubini’s Theorem) in Proposition
6.3. We also obtain from this proposition that in this particular case the variance
simplifies to
1
Γ(2− 2H)
∫ ∞
0
u2−2H
(2pin)2 + u2
du
for φk(x) =
√
2 sin(2pin) or φk(x) =
√
2 cos(2pin).
An arbitrary L2-function φk with zero integral can be written as
∑
n∈Z\{0} cnfn,
where fn are elements of the Fourier basis without the constant component and we
have for such a decomposition:∫ 1
0
∫ 1
0
φk(t)φk(s)
1
Γ(2 − 2H)
∫ ∞
0
u1−2H
eu − 1 (e
u(1−|t−s|) + eu|t−s| − 2)dudsdt
=
∫ 1
0
∫ 1
0
∑
m,n∈Z\{0}
cnfn(t)cmfm(s)
1
Γ(2 − 2H) ×∫ ∞
0
u1−2H
eu − 1 (e
u(1−|t−s|) + eu|t−s| − 2)dudsdt
=
∑
m,n∈Z\{0}
cmcn
1
Γ(2− 2H) ×∫ ∞
0
u1−2H
eu − 1
∫ 1
0
∫ 1
0
fm(t)fn(s)(e
u(1−|t−s|) + eu|t−s| − 2)dsdtdu
=
∑
n∈Z\{0}
c2n
1
Γ(2− 2H) ×∫ ∞
0
u1−2H
eu − 1
∫ 1
0
∫ 1
0
fn(t)fn(s)(e
u(1−|t−s|) + eu|t−s| − 2)dsdtdu,
since all the off-diagonal terms disappear, as was demonstrated in Proposition 6.3.
We can now use the result for the Fourier basis and complete the calculations:∫ 1
0
∫ 1
0
φk(t)φk(s)
1
Γ(2 − 2H)
∫ ∞
0
u1−2H
eu − 1 (e
u(1−|t−s|) + eu|t−s| − 2)dudsdt
=
1
Γ(2− 2H)
∑
n∈Z\{0}
c2n
∫ ∞
0
u2−2H
(2pin)2 + u2
du,
which is clearly positive if φk is nonzero. 
In the context of a different scaling for some of the components there is an
additional remark to be made.
Remark 5.6. Since for each k ∈ {1, . . . , p} the term M1 in µˆk−µk is Gaussian, if
different components of the vector µ are weighted differently (depending on whether
the corresponding φk have zero integrals), the whole vector converges jointly to a
multivariate Gaussian. With a calculation similar to those in 5.4 one can show that
the components with different weights are uncorrelated.
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6. Appendix
In this chapter we have collected some technical results that are used in the
proofs of this paper.
Lemma 6.1. For a centred normal sequence (Xn)n∈N of random variables we have:
The squared L2 norm of order at most 1nβ for β > 0 implies almost sure convergence.
Proof. First note that the squared L2 norm of a centred normal random variable is
its variance. For k ∈ N the 2k-th moment is completely determined by it; we have
E[X2kn ] = Ck E[X
2
n]
k .
1
nβk
by assumption. If we now check the summability criterion, this consideration allows
us to get the result by Markov’s inequality for f(x) = x2k and k such that βk > 1:
∞∑
n=1
P (|Xn| > ε) ≤
∞∑
n=1
E[X2kn ]
ε2k
=
1
ε2k
Ck
∞∑
n=1
E[X2n]
k .
∞∑
n=1
1
nβk
<∞.

Proposition 6.2. For α > 0 we have
∫ t
0 e
αuu2H−2du . t2H−2eαt.
Proof. An analytic result from [1] yields that the left-hand side is bounded by a
constant times the right-hand side for large t ∈ R+. For smaller t, that is, for
t ≤ t0 for some t0, note that the left side is continuous while the right side has one
discontinuity at 0, where it tends to infinity. Therefore, it is also possible to find a
constant for which the bound holds on the compact interval [0, t0]. By taking the
maximum of the two we obtain the result. 
Proposition 6.3. Let (fn)n∈Z\{0} be the real L2([0, 1])-Fourier basis without the
constant element, i.e. fn(x) =
√
2 sin(2pinx) and f−n(x) =
√
2 cos(2pinx) for n ∈
N. Then for any u > 0 the integral∫ 1
0
∫ 1
0
fn(t)fm(s)(e
u(1−|t−s|) + eu|t−s| − 2)dtds
is positive and equal to 2(e
u−1)u
(2pin)2+u2 if m = n and zero otherwise.
Proof. Let us wirte z = eu and calculate for m, n ∈ Z\{0}:∫ 1
0
∫ 1
0
fn(t)fm(s)(z
(1−|t−s|) + z|t−s| − 2)dtds
=
∫ 1
0
∫ t
t−1
fn(t)fm(t− v)(z1−|v| + z|v|)dvdt
=
∫ 1
0
fn(t)
∫ t
t−1
fm(t− v)(z1−|v| + z|v|)dvdt.
By classical trigonometric identities we can decompose fm(t− v) as√
2fm(t− v) = fm(t)f−m(v)− f−m(t)fm(v)
if m is positive and
√
2fm(t− v) = fm(t)fm(v) + f−m(t)f−m(v)
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if m is negative. Thus, for the second part of the statement it suffices to show that
the integral ∫ t
t−1
fm(v)(z
1−|v| + z|v|)dv
is independent of t for all m ∈ Z\{0}. This is indeed the case, because∫ 0
t−1
fm(v)(z
1+v + z−v)dv =
∫ 1
t
fm(v)(z
1−v + zv),
and therefore, ∫ t
t−1
fm(v)(z
1−|v| + z|v|)dv =
∫ 1
0
fm(v)(z
1−v + zv)dv
is indeed independent of t. For symmetry reasons the integral vanishes for m > 0.
If n = m, the same trigonometric identities can be used to show that∫ 1
0
∫ 1
0
fn(t)fn(s)(e
u(1−|t−s|) + eu|t−s| − 2)dtds = 1√
2
∫ 1
0
f−n(v)(z1−v + zv)dv
if n is positive and∫ 1
0
∫ 1
0
fn(t)fn(s)(e
u(1−|t−s|) + eu|t−s| − 2)dtds = 1√
2
∫ 1
0
fn(v)(z
1−v + zv)dv
if n is negative. Since∫ 1
0
cos(2pinv)(z1−v + zv)dv =
2(z − 1) log(z)
(2pin)2 + (log(z))2
=
2(eu − 1)u
(2pin)2 + u2
is positive for all u > 0, the first part of the claim is proved. 
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