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ABSTRACT
Physics aware simulations, often arising in problems of fluid dynamics, aerodynamics and
multi-physics areas have demanded the need for computing software that has the capability to
resolve the complexities at multiple scales to analyze and visualize the effects of their interactions
with the surroundings. Usually the governing dynamics of these phenomenon appear in the form
of complex partial differential equations whose numerical solutions impose various constraints on
computational complexity, programming time and efficient throughput. In this scenario, the need
of computing software that can solve very large problems resolving the physics of these
phenomenon at multiple scales is imperative. Despite traditional computing capabilities in today’s
hardware through massively parallel systems, optimization and tuning of legacy physics code are
usually constrained to specific super-computing clusters and often fail to reproduce similar
efficiencies on others. With the dawn of heterogeneous computing systems equipped with
accelerators, optimized code that is portable on different systems with varying architectures is a
necessity. Such code exploits the advantages of specific hardware capabilities and scales
sufficiently for very large and highly nonlinear problems. In this context Sandia National Labs’
Trilinos and Kokkos libraries with inherently optimized parallelism and performance portability
layers provide a suitable abstraction to build APIs (application programming interfaces) that can
model complex physics at multiple scales with a very high degree of fidelity while scaling on
massively parallel computers and heterogeneous computing architectures requiring little to no
modification of source code. This thesis discusses the development of two such APIs that have
been built to solve a range of different fluid dynamics problems and demonstrate the physics that
they can simulate. At the same time the different performance metrics obtained from testing these
APIs on different supercomputing platforms have been discussed.
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CHAPTER 1: INTRODUCTION
This chapter gives a tour of the thesis and explains in brief what each chapter would focus on.
Chapter 2 in this thesis goes across the past literature that contributes to the concepts used in this
thesis. Chapter 2.2 describes the importance and nature of high performance computing, the
different high performance computing models, the need for parallel computing in scientific
applications and the previous literature that have either developed these technologies or have used
them for developing scientific code. It covers the metrics for different topologies in high
performance computing and communication costs associated with these metrices, the hybridparallel model and its metrics and the need for exa-scale computing and associated technologies
that aims at developing scientific and physics based applications at near exa-scale or exa-scale.
Chapter 2.3 describes the high fidelity fluidized bed and the computational challenge involved in
solving this problem. It covers the existing works that aims at developing both numerical and
experimental models to understand the physics of fluidized bed reactors better. Then, the Chapter
talks about the non-linearities involved in the model and the scale at which it is required to operate
in order to simulate an industry scale reactive bed. The need for highly optimized parallel
computing methodologies has been brought into view in this Chapter setting the motivation for the
development of a framework that performs the same. In Chapter 2.4, previous literature addressing
the computationally intensive porous flow process problem has been described. It covers the
different techniques used in such problems and introduces the network modeling strategies that
had been around for some time. The Chapter then talks about the multi-scale coupling between
pore and network scale and the impending difficulties in up-scaling from microscopic pore scale
to a network and further into a reservoir. It lays down the foundation for writing EXPNS and the
need for exa-scale capable computing features in EXPNS for resolving the physics of this problem.
In Chapter 3 the associated libraries and software that were used in developing the framework in
this thesis have been discussed. It covers the motivation and capabilities of MFiX , Trilinos and
Kokkos , the various models used by these libraries, and the over-all layout for each. At the same
1

time, it discusses the bottle-neck for MFiX and the difficulties it faces while scaling on very high
number computing nodes for large and non-linear problems. It discusses the advantages that
Trilinos have over MFiX in terms of data decomposition abstractions, parallel data structures,
optimized communications and scalable linear solvers and preconditioners. Then, the performance
portability tool has been introduced via the Kokkos programming model. It has discussed the
fundamental facets on which Kokkos was written and how it can be used in the APIs developed in
thesis to achieve high performance portability metrics for hybrid distributed and multi-core
architecture. Chapter 4 gives us a bird’s eye view of the objective of this thesis, the problems that
it would be addressing both for the fluidized bed reactor and the porous flow process and the
fidelity of physics that it would be resolving for these problems. In introduces the scope of this
research and explicitly indicates the nature of the models that would be considered for the porous
flow process. Chapter 5 goes into the depth of the methodologies used in the two APIs TrilinosMFiX and EXPNS. It discusses in detail the mathematical models, the scope of these models, how
the APIs have been developed and the nature of physics that can be solved using these APIs.
Chapter 5.2 schematically explains Trilinos-MFiX, the process by which MFiX and Trilinos have
been integrated and the features of both these libraries that it exploits in order scale the fluidized
bed problem to very high degrees of freedom and still achieve the performance that it desires.
Chapter 5.3 covers the design principles of EXPNS , the layout of all the header files contributing
to the source code, the functions of each of the files and associated visualization tools written in
python and the algorithmic overview. Chapter 6 shows the results obtained from solving both the
fluidized bed reactor and the porous flow problem with different parameters and different sizes of
computational domain with these APIs and analyzes the performance of these APIs on massively
parallel as well as hybrid-parallel architecture. Chapter 6.2 covers the physical simulations of the
fluidized bed performed with both the TFM and DEM model and the time information for those
runs for varying number of DOFs and processors. Chapter 6.3 covers in detail the physical
simulations of both single phase and multi-phase flow of fluid through the porous sample with a
statistically distributed geometry. Following that it performs an uncertainty quantification of these
2

simulation runs under uncertain viscosity parameters and presents the variation of the simulation
input-output at different levels of deviation. It concludes by presenting a detailed scalability
analysis of the hybrid-parallel framework on Stampede2 with MPI+OpenMP. Chapter 7 concludes
the thesis and sums up the work that has been performed while Chapter 8 talks about the limitations
as well as the future work that can be performed to overcome the limitations.
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CHAPTER 2: BACKGROUND AND LITERATURE REVIEW
2.1 Introduction
Computational Sciences, as a domain, resolves complex systems through numerically
approximating its governing equations. Depending on the domain of interest, numerical
approximations of complex PDEs can be computationally intensive, at times enough to demand
computing resources not remotely catered to by a single CPU. Algorithmically this asks for
subdividing the computational task into disjoints segments that can be resolved in parallel and
assimilated. This process is called high performance computing or parallel computing. Problems
in fluid mechanics poses itself in some form of the Navier-Stokes equations whose numerical
solution is either impossible or computationally intensive. At the same time, these equations, after
an approximation discretizes itself as a linear system or non-linear system of equations that are
unique to be parallelized amongst multiple processors. In this chapter, we discuss the previous
literatures that have dealt in problems of fluid mechanics specifically in circulating fluidized bed
and porous flow processes and the need for different high-performance computing methods in
resolving physics of such problems.
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2.2 High Performance Computing
Often at times, the complex nature of the physics that is needed to be resolved, demands
the computer implementation of its mathematics which is in general very data intensive. Areas of
fluid mechanics and aerodynamics model the flow of fluid around a bluff body[1] or a sharp
body[2] with a full Navier Stokes formulation[3][4] using direct numerical simulation
techniques(DNS)[5] or other numerical techniques[6] which prove to be computationally
challenging. As a result, traditional serial implementation of numerical methods often results in
simulation run times that are far too high for practical purposes. Often the large size of the
problems pose difficulties in storing computed data purely on DRAM, while frequent transfers
back and forth from hard disk slows down the computational process. Hence, instead of trying to
fit the entire computational process on to a single CPU, it is recommended to divide the
computational task into multiple sub-tasks that can be performed simultaneously on multiple
processors, thus boosting the speed of computation substantially. This process is often referred to
as parallel or high performance computing (HPC)[7]. The “high” of HPC is of course relative and
is generally dependent on but not limited to the granularity of parallelism[8][9] , level of
synchronization, amount of communication [10][11] and cache optimization [12][13] .

(I)Distributed Computing Message Passing Interface (MPI)
The most common and robust form of high performance computing follows a distributed
memory model where individual processor having separate memory sticks are loosely connected
over a network. The computational task is divided amongst various processors which perform their
respective tasks and returns the result to a single processor to be assimilated. A process such as
this can theoretically be scaled up to infinite processors and hence allow performing computations
on as big a data size as one pleases. However, in a real algorithmic implementation, more often
than not, a task is not “embarrassingly” parallel [14] and a serial fraction always remains within
the algorithm.
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The relationship between the time taken by the computation as a function of the number of
processors and the fraction of parallelizable code is given by Amdahl’s Law[15] as,
H
𝑇G = ILM
JI K

1

N

Here, 𝑇G is the computation time taken for 𝑃 processors while 𝑇O is the time taken for a serial
processor, 𝐹O is the serial fraction of the algorithmic implementation while 𝐹G is the parallel
fraction. It is quite obvious from (1) that even if infinite processors are available, the computation
time would remain a constant due to the serial fraction. In this context, speed up is defined as
𝑆G =

HM
HI

=

R
JI K

2

LM
N

Amdahl’s law shows that for a fixed computational size, the rampant increase of processors does
not yield anything fruitful if there is a high serial fraction. However, in general computational
studies, we tend to scale the problem up in size and see how it behaves. In such a case Gustafson’s
Law[15]

is

used

which

shows

that

the

speed

𝑆G = 𝐹O + 𝑃𝐹G = 𝑃 − 𝑃 − 1 𝐹O

up

𝑆G

is

given

as,
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This shows that the speed up decreases from 𝑃 linearly with 𝑃. In all these cases the assumption
is that each processor does not require any “pre-computed data” from any other processor to
complete its task. However, there are multiple instances when each processor requires data from
other processors. In those instances, (2) would assume the form
HM
R
𝑆G = = LM
HI

JI K

N

KHT
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Here, 𝑇U is the communication time taken between the processors. The most popular distributed
computing library used in traditional scientific computing is the Message Passing Interface (MPI)
and among many standard implementation, in this thesis MPICH[16] has been used. Although
hidden behind an abstraction of Trilinos[17](discussed in a later section) the MPI library allows
us an efficient scalable programming model to simulate large scale engineering problems. MPI is
deployable in a variety of communication topologies[18](next section) with variable
communication time while being largely portable across multiple architectures. In this thesis, most
6

of the programs described does not invoke any MPI calls which have been abstracted away by
Trilinos calls, which would be described in further details below.
(II) Communication Topologies
Parallel computing methods involve transferring and sharing data between distributed
computers to balance the load of computation. Despite the motivation behind sharing the load,
increasing the number of nodes, increases communication time between them as well. In this
regard, it is imperative to understand that the architecture, i.e. the logical structure of arrangement
of the nodes affect the communication time. The most prominent of the architectures are a linear
array or ring topology, mesh topology, and the hypercube[19]. The linear array or ring topology,
has the processors arranged in a logical ensemble of a ring with or without any wraparound as
shown in [Figure 1]. The mesh topology arranges the processors in a cartesian grid with or without
wraparound. The cartesian grid may have two or three dimensions with any number of processors
in each dimension as depicted in [Figure 2]. The generalized version of the mesh topology can be
written as a 𝑛 − 𝐷 k array which implies that there are k processors in each dimension with n
dimensions. The hypercube topology is a special case of the 𝑑 dimensional mesh where 𝑑 = 𝑙𝑜𝑔𝑝
where 𝑝 is the total number of nodes. The construction of the hypercube follows each node 𝑖
connected to its 𝑗 neighbors differing by one bit in its address from 𝑖. Each topology has a set of
different metrices that determine how suitable it would be for a specific parallel algorithm to run
on it. The diameter of a topology is the distance between the farthest two nodes in the network.
The bisection width is the minimum number of physical wires that need to be cut to divide the
network into two parts while cost can be crudely defined as the number of links in the
network(asymptotically). In general there are a number of different architectures [20][21] and
although all the different topologies have not been discussed in this thesis , Table 1 shows the
different metrices for different topologies on which parallel algorithms are implemented. The
different architectures as have been discussed determine how long it takes for data to get
transferred from one processor to any other via the network. These topologies have different
7

communication time and the time required to perform the most commonly used communication
algorithms have been discussed. The One-to-All broadcast process sends data from one processor
to all other processors in the ensemble while All-to-One reduction assimilates all the data from the
processors onto a single processor. The most optimized algorithm that performs this process is the
recursive doubling algorithm[22][23] that brings the communication time to
𝑇U^__ = 𝑇O + 𝑇` 𝑚𝑙𝑜𝑔𝑝

5

where 𝑇U^__ , 𝑇O , 𝑇` , 𝑚 and 𝑝 are the communication time, a constant start-up time, waiting time
on each processor, the size of the data and the number of processors in the ensemble. In fact, the
𝑙𝑜𝑔𝑝 term comes from the recursive doubling algorithm that can be seen in [23]. The All-to-All
broadcast and reduction operation involves sending data from every processor to every other
processor and generally shows a difference in communication time on different topologies. On a
ring or a linear array, the communication time is,
𝑇U^__ = 𝑇O + 𝑇` 𝑚 𝑝 − 1
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On a 2-D mesh it is,
𝑇U^__ = 2𝑇O

𝑝 − 1 + 𝑇` 𝑚 𝑝 − 1

7

𝑇O + 2a 𝑇` 𝑚 = 𝑇O 𝑙𝑜𝑔𝑝 + 𝑇` 𝑚 𝑝 − 1
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while on a hypercube it can be expressed as,
𝑇U^__ =

b^cG
adR

all the symbols having usual meanings. Each of these derivations are involved and has been
avoided in this thesis but can be found in [18]. These techniques are utilized at a very low level by
a parallel message passing library like MPI in order to efficiently communicate amongst
computing nodes when a large simulation code is dispatched on a cluster. However, it is strictly
on distributed memory systems that implementations of communication such as this is found. The
following section deals with shared memory parallelism which is much more fundamental and
relatively easy to implement.
Table 1. Network topology with their metrices
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Network

Diameter

Completely Connected
Complete Binary Tree

1
𝑝+1
2log (
)
2

Linear Array
2-D mesh no wraparound
2-D mesh with

Bisection Width
𝑝f
4

Cost (Number of Links)

1

𝑝−1

𝑝−1

1

𝑝−1

2( 𝑝 − 1)
𝑝
2
2

√(𝑝)

2 𝑝 − √𝑝

2√𝑝

2𝑝

𝑝
2

𝑝𝑙𝑜𝑔𝑝
2

wraparound
Hypercube

𝑙𝑜𝑔𝑝

𝑝(𝑝 − 1)

(III) Shared Memory Based Computing
Shared memory based computing involves the use of the different cores available in a
single computing node to extract speed-up. The cores in an Uniform-Memory-Access (UMA)
shared memory system has a common memory and any data initialized in that memory can be
accessed at an equal rate by all the cores. In a Non-Uniform-Memory-Access (NUMA) shared
memory system [24][25][26] each core has a memory stick which is physically close to it.
Although all the memory sticks are accessible by all the cores, yet a data initialized in memory
closer to it can be accessed at a faster rate. In fact, this technique can be used to achieve more
speed-up than what can be traditionally obtained on UMA architecture by cleverly making sure
the core accessing the data structure it needs is initialized in the memory closest to it. Most modern
computers use NUMA architecture and scientific computing has seen a lot of development on this
architecture.
The most common API that implements a directive based parallel programming approach on a
shared memory computer is OpenMP[27]. It is now an industry standard and is used by almost all
in the scientific community. Although the OpenMP uses in the APIs developed in this thesis has
been abstracted by a layer of Kokkos[28], yet the fundamental assumption and techniques remain
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quite the same. There are other shared memory devices that are used along with other APIs, but in
this thesis, one more device called the Graphics Processing Unit (GPU) is discussed that also uses
shared memory cores to perform computing. Although the GPU is not a new technology and has
been used since decades for graphics rendering, but the use of GPU for general purpose scientific
computing have only been mainstream recently. The GPU architecture has a common shared
memory and hundreds of threads to perform lightweight operations. If an algorithm is suitable to
be parallelized over hundreds of threads it would see a manifold speed up. The usual programming
model involves allocation memory both on the host (CPU) and device (GPU) and transferring the
parallelizable tasks on to the device while the serial tasks can be computed on the CPU. The
computed result on the GPU is gathered back onto the host for visualization. The NVIDIA GPU
can be programmed with the CUDA library [29] and along with NVIDIA’s Thrust[30] and
Cusp[31] support for scientific computing, the recent advances have made an impact on the
community. The Kokkos library abstracts over CUDA providing a generic workspace to perform
parallel programming on GPU. In the next section, hybrid-parallel programming techniques are
discussed where parallel computing techniques will be utilized on both the host and the device end
to get optimum performance of the simulation code.

(IV) Hybrid-Parallel Computing Techniques
Typically, large simulation codes are dispatched on MPI nodes or OpenMP/CUDA threads to
obtain parallelism. MPI nodes allows one to dispatch very heavy jobs with high memory
requirements, since increasing the number of nodes increases the total available memory as well.
However, this in turn increases the communication cost across the nodes over the network. In
OpenMP, communication costs are negligible since the memory is shared amongst all cores. In
NUMA architectures, with smart programming models, the speed up obtained may be even more
than UMA. With CUDA models, speed up is significantly more, but at the same time, CUDA
threads are light-weight and can only handle small computations. The data transfer from CPU to
10

GPU through the PCI bus is significant when it comes to large data sets. It is obvious that both the
programming models have their own advantages. Hybrid computing techniques exploit the best of
both the models and tries to achieve speed up over the traditional distributed memory or shared
memory system. In a hybrid-parallel systems, the programs are dispatched over several MPI nodes
while on each node a finer grained parallelism is obtained through a parallel dispatch on OpenMP
threads or CUDA cores connected to each of the MPI nodes[32][33][34]. This hybrid model can
use any shared memory system for acceleration on each MPI node and has been used through the
Kokkoks library in one of the API’s EXPNS in this thesis.
(V) Going Exa-Scale and it’s Need
Exa-scale computing refers to the scale of a system where 10Rk floating operations are performed
per second. Although intuitively this might appear to be a hardware challenge, but it can be seen
in that it is that much a software challenge in today’s technology[35]. In general, exa-scale
software is not required for every computational problem. Incrementally advanced computing,
where increasing the fidelity would only incrementally improve the understanding of physics is
not a smart choice to be dispatched on an exa-scale system. However, transformational computing,
where the degree of fidelity greatly increases the physics extracted from the model is an ideal
choice. Areas of climate modeling, turbulence, combustion, fluidized bed reactors and porous flow
processes are unique multi-scale problems that benefit from exa-scale systems[36]. These systems
use hybrid-parallel techniques to extract performance for uniquely posed computational problems
in multi-scale physics as can be seen [37][38][39][40]. Trilinos[17] is in-fact an exascale capable
linear algebra library that has been used extensively in the APIs developed in this thesis, to achieve
optimized communication and parallelism for large computational problems. Since physics would
be resolved for computational problems where a sufficient increase in domain size would lead to
further insights into the physics it captures, it makes sense for us to write software that has
capabilities of operating at near exa-scale.
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2.3 High Fidelity Fluidized Bed Modeling
In this thesis we have modeled two problems, one of which is a fluidized bed[41]. In a fluidized
bed, a reactor packed with solid particles is considered, the solid particles being the ones required
to be fluidized. From the bottom end of the reactor high velocity fluid enters to initiate a mixing
process amongst the particles which in due time gets fluidized [Figure 7 (a)]. The fluidization
phenomenon occurs when the solid particles behave similar to a fluid in suspension inside the fluid
passing through the bottom of the reactor. It behaves very similar to a boiling fluid and many of
its characteristics can be compared. It has wide spread use in petroleum industry, pharmaceuticals,
biochemical industries or power generation industry. Fluid catalytic cracking in chemical
engineering uses fluidized beds for a catalyst particles circulation system. Gas-Solid fluidized beds
are in fact more effective than other reactors as can be seen in the study [42]. In fluidized beds, the
rapid mixing of solids leads to nearly isothermal conditions throughout the bed, thereby, the whole
bed of well-mixed solids resists rapid temperature changes. Heat and mass transfer rates between
gas and particles are high compared to other methods. The smooth flow of particles allows
continuous automatic operations and makes it possible to add or remove the vast quantities of heat
in large reactors. This fluid-like behavior of fluidized beds is what makes it unique for applications
in the industry [43][44][45]. Experiments are traditionally done on fluidized beds with the efforts
of increasing the efficiency of the reactor. However, a small-scale reactor would often not exhibit
a behavior exactly mimicking the industry scale fluidized bed. In such cases it is often a waste to
build laboratory scale fluidized beds that does not produce adequate results. However, significant
efforts have been made to build computational models for fluidized bed experiments to predict
flow behavior, heat and mass transfer characteristics and in general understanding the efficiency
of the reactors. The fluidization process has different regimes, depending upon the velocity of
incoming fluid. At low velocity, a critical point is reached which is the required velocity for
minimum fluidization, at higher velocity the bubbling fluidization would be observed which is
very similar to the boiling phase of a heated fluid. At higher velocity, a lean phase of the bubbles
12

inside the reactor can be observed. All these phases are depicted in [Figure 9 (b)]. In this thesis,
concentration has been put on the bubbling phase of fluidization. The computational model is
usually very complicated and is more rigorously modeled often through stochastic
methods[46][47]. However, enough efforts can be seen in CFD based models of fluidized
beds[48][49][50][51][52]. In this thesis fluidized bed models developed by MFiX[53] have been
used to simulate the bubbling phase of the fluidization process. However, in order to simulate at
scale the governing equations are solved for large problems, large enough to simulate an industrial
fluidized bed. Given, that MFiX has difficulties in scaling for very large and non-linear problems
on massively parallel architectures, one of the APIs developed in this thesis, integrates Trilinos
with MFiX, and uses the state-of the-art solver libraries along with modern preconditioners to
achieve performance that allows scientists to model fluidized bed at scale with the MFiX library.

2.4 Multi-Scale Porous Flow Modeling
The second API that has been developed in this thesis is an exa-scale porous flow model EXPNS
that uses a pore-network algorithm to resolve the porous flow physics both at pore scale and at
network scale. Two-phase flow in porous media has been investigated from multiple perspectives
to

include

experimental

observation,

theoretical

formulation,

and

computational

modeling[54].Studies in understanding porous flow can be seen in [55][56][57][58][59] where
both experimental and analytical studies have been used. Network inspired modeling strategies
has been seen on numerous occasions in [60][61][62][63][64][65] similar to the one used in this
thesis. In other similar areas of physics, high temperature molten metal percolation through a
porous

rock

has

been

studied

in

both

numerical

and

experimental

fronts[66][67][68][69][70][71][72]. Flows in porous media involve either miscible displacement
or immiscible displacement [73]. In miscible displacement, two or more fluids are completely
soluble in each other, meaning that there are no distinct interfaces among the fluids contained
within the void space. In this case, the flow can be modeled as a single fluid flow and is referred
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to as a single-phase system. In the immiscible case, an interfacial tension exists among the fluids
in the system and distinct interfaces separate the fluids within the porous medium domain. For
example, oil and water do not mix and maintain a distinct boundary between each other. Porous
media with two or more fluids separated by distinct interfaces are referred to as multiphase
systems. This work focuses on two-phase systems. Predicting the response to some excitation is
essential to intelligently exploit any system.

To gain the necessary detail to make such

management decisions, models are needed to forecast the flows in porous media. Because the
flows in these systems can be viewed at different length scales, the amount of detail needed to
predict the response of the system depends on the length scale of interest. A porous structure can
be described at four different length scales [74]. The first scale, which is discernible only through
scanning electron microscopy or thin sections, is the pore, or microscopic, scale. Fluid flow at the
pore scale is given by the Navier-Stokes equations. Except for only trivial cases, the equations
cannot be solved due to complex boundary conditions at the interfaces between the fluids and
between each fluid in contact with the solid matrix. The next scale is the core, or macroscopic,
scale. A core of rock is taken from a reservoir where empirical correlations are developed from
laboratory data using known fluid and rock properties. Immediately following the core scale is
the megascopic scale. This scale represents the entire reservoir and is modeled as a collection of
thousands or millions of cores. The final scale is the gigascopic scale and is encountered in
landscapes that may contain several reservoirs. In this thesis results have been shown with a model
at pore scale coupled to the network scale. In general, analysis at the network scale is a scale
upwards from pore scale where physics at each pore needs to be assimilated on a macroscopic
scale[75][76] which is a computational challenge. Various efforts in numerical simulations on
traditional commercial packages have been performed[77]. However, it is often difficult to scale
up such a model with very large number pores and would require optimized parallel computing
techniques to scale it up to a network model[78]. Often, direct numerical simulations on parallel
computers prove to be a data-intensive challenge and hence clever algorithms are needed to be
devised in order to scale-up the simulation to a billion pores, to successfully resolve physics at
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both pore and network scale. For this purpose a pore-network model has been developed, that
essentially builds the porous structure as a directed acyclic graph (DAG) on which computations
are quite straightforward especially due to their bijective mapping to matrices. EXPNS is built on
a Trilinos and Kokkos back-end, having hybrid-parallel capabilities where the shared memory
based computations can take place on both CPU (OpenMP) and GPU(CUDA) or Xeon-Phi. The
methodology by which each mathematical model has been developed, their advantages and
drawbacks have been discussed in chapter 3 along with a birds-eye view of the design principle
with which EXPNS has been written. A more formal documentation for EXPNS specific functions,
tools and user-guide has been given in the appendix.

2.5 Summary
In this chapter, previous literature that have studied works in high performance computing
especially in physics based applications have been discussed. It has covered the fundamental
parallel computing technologies and the different kinds of architecture that allow application
writers to scale large physics code on supercomputing technologies. Also, two of the fundamental
physics problems that would be addressed in this thesis have been introduced. An overall
discussion on the previous numerical and experimental models in fluidized bed reactors have been
discussed along with the various limitations that these models have in terms of scaling for industryscale simulations. Following this, an introduction to the porous flow process and various network
inspired modeling strategies have been provided. The multi-scale coupling between the scales of
the porous flow system along with the computational intensity that it demands have been
discussed.
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CHAPTER 3: AN OVERVIEW OF THE ASSOCIATED SOFTWARE
LIBRARIES
3.1 Introduction
To approach a computational modeling problem especially linked to fluid dynamics applications,
several commercial packages are available. However, resolving physics in a large computational
domain with enough resolution proves to be a challenge for such packages. In this thesis 2 libraries
are discussed, one of them being MFiX that has historically been a popular CFD library to solve
fluidized bed problems. However, despite being developed on a parallel FORTRAN platform it
struggles with scalability issues for large and non-linear problems. In that regard Trilinos has been
explored for its scalability performance in handling linear algebra objects and state-of-the-art
linear solver capabilities. The Trilinos library is integrated with MFiX in order to exploit the
scalable linear algebra package in MFiX. Moreover, a performance portability tool through the
Kokkos programming model is discussed to perform hybrid-parallel programming.

3.2 MFiX : Multiphase Flow with Interphase Exchange
The first API developed in this thesis improves the performance metrics of MFiX, which is a suite
of CFD models capable of being dispatched on parallel systems. MFiX is primarily used as a multiphase flow modeling tool and in this thesis, it has found its use in fluidized bed reactor simulations
which is a multi-phase flow problem. It has been quite popular in the industry for the last three
decades and have become a widely used CFD tool for multi-phase simulations.
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Figure 1: (a) MFiX users since 2003 (b) MFiX simulation of a bubbling fluidized bed with TFM
method.
In [Figure 1(a)] the popularity of this software has increased with time and in [Figure 1(b)] it
predicts the fluidized bed reaction quite accurately with respect to an experiment conducted for
the same (right). MFiX has essentially three numerical models for simulating multi-phase flowTwo-Fluid Model (TFM), Discrete Element Model (DEM) and the Particle in Cell Model (PIC).
The first and the last are Eulerian-Eulerian model while DEM is an Eulerian-Lagrangian model,
where the second phase (usually solid particles) are traced as particles instead of using the finitevolume-method. The governing equations for such flows are primarily, given by the phasic volume
fractions of each phase,
𝜖c +

m
_dR 𝜖O_

=1

9

Here, 𝑔, 𝑠 and 𝑚 denote the gas phase, the solid phase and the 𝑚no solid phase in the mixture of
fluids. The effective densities of the gas and solid phases are given as
𝜌cq = 𝜖c 𝜌c
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q
𝜌O_
= 𝜖O_ 𝜌O_
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q
Here, 𝜌cq and 𝜌O_
are effective densities while 𝜌c and 𝜌O_ are their actual densities.

The continuity equations for the gas and the solid phase 𝑚 are given as
r
rn
r
rn

𝜖c 𝜌c + 𝛁. 𝜖c 𝜌c 𝒗𝒈 =

x
wdR 𝑅cw

𝜖O_ 𝜌O_ + 𝛁. 𝜖O_ 𝜌O_ 𝒗𝒔𝒎 =
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x
wdR 𝑅O_w
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The first and second terms on the left sides of the equations are the rate of mass generation per
unit volume and the net rate of convective mass flux. The terms of 𝑅cw and 𝑅O_w on the right sides
account for interphase mass transfer due to chemical reactions or physical processes.
The momentum equations are given as
r
rn

𝜖c 𝜌c 𝒗𝒈 + 𝛁. 𝜖c 𝜌c 𝒗𝒈 . 𝒗𝒈 = 𝛁. 𝑆c + 𝜖c 𝜌c 𝑔 −

𝜕
𝜖 𝜌 𝒗
+ 𝛁. 𝜖O_ 𝜌O_ 𝒗𝒔𝒎 . 𝒗𝒔𝒎 = 𝛁. 𝑆O_ + 𝜖O_ 𝜌O_ 𝑔 −
𝜕𝑡 O_ O_ 𝒔𝒎

m
_dR 𝐼c_
m

+ 𝒇𝒈
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𝐼_b + 𝐼c_ + 𝒇𝒈 15
bdR,b~_

The first terms on the left sides of equations are the net rate of momentum generation and the
second terms are the net rate of momentum transfer by convection. These include the gas phase
and solid phase stress tensors 𝑆c and 𝑆O_ , the body forces due to gravity 𝑔, the flow resistance
force 𝑓c due to internal porous surfaces, the interaction force 𝐼c_ accounting for the momentum
transfer between the gas phase and the mth solid phase, and the interaction force 𝐼b_ between the
𝑚no and 𝑙 no solid phases. NETL has conducted various simulations for these models and are shown
in [Figure 2].
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Figure 2 : (a) TFM model for sprouting bed (b) DEM model for a central jet (c) PIC model for a
bubbling fluidized bed.
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3.4 Trilinos : An Exa-Scale Capable Linear Algebra Library
The Trilinos project undertaken by Sandia National Labs, is a scalable linear algebra library that
has integrated inherently parallel sparse matrix classes, linear solver packages and preconditioner
packages for high performance scientific computing. The intention of developing this library was
to provide a framework that provides application writers advanced programming semantics offered
by the new C++ 11 framework(objected oriented) like generic template programming, lambdas,
etc. Trilinos is an assembly of packages for linear and non linear systems, Krylov methods, FEM
etc. [Figure 3(a) and (b)] shows us the philosophy of the Trilinos project.

Figure 3 : (a) The design philosophy of Trilinos (b) Assembly of packages in Trilinos
(I) Domain Decomposition
Amongst other features, Trilinos provides a robust and easy method to perform customized data
decomposition with its Map object. The Map takes the standard MPI_comm object to perform the
data decomposition. The Map can be queried for local and global elements on their corresponding
processors. The use of Map makes it extremely easy to write parallel code for scientific application.
[Figure 4 (a)] provides a snippet to write an user defined Map in Trilinos. The Map abstracts away
the onerous task of writing a data decomposition and maintaining a record of the local and global
matrix indices which have been divided amongst the various processors. In fact the Map object is
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the fundamental structure that allows all Trilino object to be inherently parallel without requiring
extra code to parallelize. The Map provides various options based on the domain of the problem.
It provides an abstraction for manually performing a decomposition for the rows of the matrix or
the columns of the matrix as well as providing padding for ghost cells which is generally a
requirement for higher order finite difference schemes.

Figure : 4 (a) A Map construction in Trilinos for Epetra matrices (b) A linear system
construction in Trilinos with Epetra.
(II) Parallel Sparse Matrix Class
Trilinos provides two sparse matrix classes, Tpetra and Epetra both of which are inherted from
the Petra class. In EXPNS which has been developed in this thesis the template Tpetra_Crs matrix
class is used, which is a class of template sparse matrices that are populated through the
compressed row storage (CRS) scheme. This class is used because most of the matrices developed
from the differential equations that has been used in this thesis are banded and thus ideal candidates
to be stored with the CRS scheme. The Tpetra object can be filled up in parallel in both distributed
memory and hybrid parallel setup. It takes a Kokkos node type as an argument which ascertains
21

the execution space (CPU or GPU). The Tpetra_Crs or the Epetra_Crs object takes the Map object
to understand the decomposition and then stores the matrix in CRS format. [Figure 4(b)] shows us
how to develop a tri-diagonal Tpetra_Crs matrix. Similar to the Tpetra_Crs object Tpetra has
other classes related to vectors and multi-vectors. Each of these matrices is built on both distributed
and shared memory architecture through the Kokkos node type with little or no change in source
code. The Kokkos interface which integrated in Tpetra allows application writers very robust
abstractions over memory space for the distributed data structures leading to high performance
portability metrics. The Trilinos library provides both EXPNS and Trilinos-MFiX the scalable
framework on which distributed data structures can be moved around easily without huge
overhead.
(III) Linear Solver Libraries
The linear solver libarries used in EXPNS are either from the AztecOO package or from Belos
package and in both cases the GMRES algorithm has been used. The Tpetra_Crs object ispassed
on to the Belos linear solver whose options (threshold, number of iterations and algorithms) can
be handled through a solver manager. The linear solver is associated with a library of
preconditioners from the IFPACK2 package which improves the performance of the solvers. The
scalable linear solvvers from Trilinos has been used heavily in Trilinos-MFiX to test its
performance. These solvers, once again can be run in hybrid mode partially on CPU and partially
on GPU based on the Kokkos node type set in the Tpetra_Crs object.

3.4 Kokkos: Performance Portability on Many-Core Architecture
Kokkos is a parallel programming model intended specifically for performance portability on
multi-core machines. It is characterized by 6 core abstractions, execution space, execution patterns,
execution policies, memory spaces, memory layout and memory traits. The execution space can
be changed during compilation time or execution time and it determines where the parallel program
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is going to be executed. Kokkos allows us to easily dispatch jobs in hybrid CPU-GPU applications.
The execution pattern determines the pattern or the algorithm which is run in parallel such as
parallel_for, parallel_reduce etc. It should be understood, that the execution pattern is a high-level
description of the class of parallel algorithm. In-fact the few execution patterns available in Kokkos
enables us to write any parallel algorithm in this model. Execution policies determine the nature
of the execution on the threads, for example it determines nested parallelism, team-of-threads
implementation etc. Memory spaces determine where the data resides, for example Kokkos allows
to use Cuda UVM which is accessible from both host and device. Layouts express the mapping
from logical (or algorithmical) indicies to address offset for a data allocation. By adopting
appropriate layouts for memory structures an application can optimize data access patterns in a
given algorithm. If an implementation provides polymorphic layouts (i.e. a data structure can be
instantiated at compile or runtime with different layouts) an architecture dependent optimization
can be performed. Kokkos obtains performant memory access patterns via architecture aware data
structures which is the key to performance portability. A schematic of the Kokkos conceptual
model can be seen in [Figure 5]

Figure 5: (a)The Kokkos programming model for architecture aware simulations[28] (b) Kokkos
speed up on different architectures for scalar integration

23

3.5 Summary
The different libraries and software used in this thesis have been discussed in this chapter. The
chapter covers the scope of the MFiX library central to the API developed in this thesis and then
continues the discussion on the limitations of the library and the need to integrate it with Trilinos.
It follows up on the advantages that Trilinos has over MFiX in terms of optimized parallel data
structures and linear algebra functionalities. The Chapter concludes with a discussion on Kokkos,
the programming model adopted to dispatch large simulation codes on hybrid-parallel
architectures. It discusses the various abstractions that Kokkos has and how it can be used in this
research to exploit the underlying hardware for performance.
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CHAPTER 4: RESEARCH OBJECTIVE, PROBLEM STATEMENT AND
APPLICATIONS
4.1 Introduction
This thesis discusses the development of an exa-scale capable framework that handles the linear
algebra methodologies in involved in solving the discrete approximation of a complex PDE. As
such, the framework is required to handle very large scale scientific applications, through
optimized communication, robust memory management and most importantly scalable linear
algebra operations through optimized data decomposition and load balancing. The physical
problems that are resolved with such tools involve, the governing dynamics of fluidized bed
reactors which are emerging technologies in processing industries and nuclear power plants. The
use of fluidized bed at large industrial scales helps in chemical looping processes[79], high heattransfer processes and thermal management. Another application where the tool can be used are
mutli-phase porous flow processes directly related to high temperature molten metal percolation
used in coatings for ultra-sonic vehicles [80], 𝐶𝑂f sequestration, enhance oil recovery[81]. This
chapter focuses on the problem statement, specifically addressed in building a framework that can
solve PDEs directly related to these applications.
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4.2 Problem Description
The goal of this research is to develop a next generation computing framework that is built on a
Trilinos and Kokkos backend. The objective of this framework is to solve large linear systems
through the data structures and optimized communications provided in Trilinos. Moreover, the
framework would be executable on both CPU and hybrid CPU-GPU. These linear systems occur
in various problems in physics especially in multi-phase flow system. In this thesis the developed
framework is integrated with a legacy CFD library called MFiX as well as in the development of
an in-house API called EXPNS that aims at exa-scale capable porous flow simulations. Moreover,
such multi-scale multi-physics systems, often require robust analysis of the uncertainty in this
system. This is achieved through a parallel uncertainty quantification tool called Dakota[82]. As a
part of MFiX this new framework aims at improving the performance of the CFD models that
simulates mutli-phase fluidized bed reactions. The framework solves the bubbling fluidized bed
problems for a large number of degrees of freedom (typically between 10M to 100M) with various
solvers and pre-conditioners imported from the Trilinos library. The performance of this
framework has been tested on different supercomputing clusters and compared against stand-alone
MFiX. In EXPNS, a multi-scale analysis for a porous flow process both at the pore-scale and at
the network scale has been performed. EXPNS has been developed from scratch using data
structures from Trilinos and Kokkos and is aimed at performing simulations at exa-scale or near
exa-scale. The objective of EXPNS is to analyze a stochastic porous structure to visualize the
perturbations in the penetration of a two-fluid or a single phase system into the structure and
analyzing the uncertainty in their depth and rate through this massively parallel API.
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Figure 6: (a) The porous flow network with one phase fluid and one phase gas (b) Solid
deposition inside the pore (c) A capillary formation inside the pore (d) Microstructure of the
porous structure (e) X-ray image of the structure (f) and (g) 3-D reconstruction from the X-ray
images (h) High fidelity simulation of the porous flow process
[Figure 6] summarizes the objective of EXPNS. (a) is the model of the Porous structure that is
assumed through a stochastic distribution of the microscopic length and radii of the pores. The
goal is to simulate the flow behavior as predicted in (b) and (c) of [Figure 6]. By enabling such
simulations on millions and billions of pores one would be able to extract very high resolution
physics as depicted in (h). The porous model in EXPNS is depicted through a random DAG
generator that enables stochastic variations on both length and radii. The flow process, which in
reality is unpredictable due to a uncertainty in the driving parameters is simulated both under
mechanistic and stochastic conditions, enabling an user to quantify the uncertainty involved in
such flow. Analyses of the uncertainty quantification performed by EXPNS via two different
methods is summarized in this thesis.
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4.3 Summary
This short chapter provides a high level description of the objective of this research. It talks about
the framework that needs to be developed with Trilinos in order to handle linear algebra objects in
a CFD simulation code and how it needs to be leveraged in MFiX to scale up the fluidized bed
problem through the Trilinos-MFiX API. The chapter also discusses the porous flow model and
provides a view of the network scale model that would be assumed in the EXPNS API and the
physics that would be resolved in this research along with the uncertainty associated with it.
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CHAPTER 5: METHODOLOGIES BEHIND TRILINOS-MFIX AND
EXPNS
5.1 Introduction
Both the APIs Trilinos-MFiX and EXPNS that have been developed in this thesis is built on a
Trilinos and Kokkos backend. Thus each of the linear algebra operations are handled through
Trilinos which provides data structures that are parallel and can be reference through the robust
Teuchos[83] memory management system. In trying to handle computational domains that need
to be finely resolved as well as large, it is required that the APIs scale upto and beyond 50M to 1B
degrees of freedom on thousands of processors that facilitate further fine grained parallelism on
each processor through the Kokkos shared memory model. This chapter discusses the
methodologies behind the development of both these APIs along with the mathematical models
that have been implemented.

5.2 Trilinos-MFiX : A High Performant API linking Trilinos with MFiX for
Massively Parallel Simulations on a Suite of CFD Models
(I) Background and Problem statement
MFiX as has been described in a previous chapter is a suite of CFD models that resolves physics
for fluidized bed reactors. In this API some of the issues that the current MFiX software faces with
very large industry scale simulations and highly non-linear models has been addressed. These
problems tend to scale rather poorly as the number of MPI nodes on which the simulations are run
are increased. In order to improve this performance of MFiX, the Trilinos library has been
integrated to it, utilizing their optimized distributed memory communication implementations,
their inherently parallel data structures and their state-of-the-art linear solver libraries with modern
preconditioners. Although MFiX is a legacy written in FORTRAN and Trilinos has a C++11
implementation, a framework has been developed to explicitly transfer data from FORTRAN’s
non-objected-oriented framework to a C++ objected oriented framework with minimum lag.
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(II) A Framework to integrate Trilinos and MFIX
MFiX provides both distributed and shared memory models for each of their CFD suites. The
domain decomposition which has been performed in MFiX uses “I”, “J”, “K” as the indices in an
user defined order to sweep across the full domain. It uses FORTRAN 90 MPI calls to update
solutions in the overlapping regions[53], perform vector operations or gather/scatter operations.
Trilinos follows a very different domain decomposition technique where they store the entire data
decomposition in a data structure called the Map. The Map allows application users to query the
global and local row indices and arrange the data decomposition in any way they want. The
framework uses a FORTRAN wrapper that handles the MFiX objects and acts as an interface
between the C and the FORTRAN wrapper as shown in [Figure 7]. The C wrapper changes the
memory layout of the FORTRAN arrays in row-major order for memory optimization. The CPP
wrapper handles all the Trilinos data structures. Based on the MFiX data decomposition it creates
a Map object from the MPI comm object from MFiX and a Tpetra_Crs object to handle the data
that comes from the C wrapper. It then uses the Belos linear solver library to solve the linear system
and send back the solution vector to MFiX via the C, CPP and FORTRAN wrapper.

Figure 7: Schematic for the various functionalities of CPP wrapper
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Figure 8: A schematic of the Trilinos-MFiX framework
This framework has been tested for both the TFM and DEM models of the fluidized bed in 2-D
and 3-D on several different supercomputing clusters.. Both the physical simulation and the
performance data obtained have been reported in the final chapter of this thesis.
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5.3 EXPNS (Exa-Scale Pore-Network Simulator): A generic exa-scale hybridparallel porous flow simulator based on a pore network model
(I) Background and Problem statement
A porous flow process involves a viscous fluid flowing through a porous elastic or inelastic
structure[84][85]. The porous structure is usually a combination of void and solid fractions,
wherein the fluid flows through the void fractions. The geometry of the voids is in general irregular
and can be modelled as a stochastic distribution [86] which increases the complexity of the flow
dynamics. An oil-industry application of the flow process is to displace an existing oil in the porous
structure with a more viscous fluid being pumped in. This phenomenon would typically exhibit
multi-phase flow dynamics through an irregular network of voids [87][88]. [Figure 9] shows a
schematic of the porous structure with an irregular array of voids and viscous fluid displacing the
oil from such a structure. The goal of the API named EXPNS discussed in this thesis is to simulate
the multi-phase flow process through a massively parallel network model. The simulation gives us
insight to the physics that gets resolved at multiple scales in the model while simultaneously
quantifying the uncertainty involved in a stochastic geometric structure.
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Figure 9:(a) shows a porous structure with voids and solid fraction (b) shows an invading fluid
displacing a less viscous fluid and (c) Penetration depth varies with depth

(II) Model Assumptions and Approximations
A typical calcite porous model in 3-D is shown in the schematic in [Figure 10: (a)]. The
model investigates flow through the porous bed in a 3-D calcite pore-network model. However, in
this thesis a 2-D network based model has been developed, hence an appropriate approximation of
the porous bed needs to be done in 2-D. Hence in [Figure 10:(b)] a regularization has been
performed to reduce the model in 2-D. The simulation has been carried out on this plane. In [Figure
10 : (d)], this approximate model has been up-scaled to multiple pores and the penetration depth
with a perturbed front has been shown. Given that the diameter of the crucible in the model is
~10𝑚𝑚 and the pore sizes of the void fraction are considered ~10𝜇𝑚 from the micro-structure
in Figure [11(a)]. This allows one to perform a crude approximation on the number of pores that
we can consider in our simulation model which would be 1000 in each direction.
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Figure 10: (a) An actual porous structure of calcite[89] (b) Regularized approximation of
geometry in 2-D(c) Penetration depth varying with 𝑋 (d) Up-scaling geometry in (c) to multiple
pores
The fundamental idea behind the mathematical model representing the porous structure is an array
of interconnected cylindrical tubes where the space inside the tubes are the void fractions through
which the fluid is allowed to flow. [Figure 11:(a)] shows an actual porous microstructure, while
[Figure 11:(b)] is a generalized pore-network approximation that this thesis would follow. [Figure
11:(c)] shows a directed acyclic graph (DAG) [90]that represent the nature of interconnectivity of
the different pores with each other. In-fact the DAG is the computing data structure that has been
used through-out the software implementation of the pore-network model.
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Figure 11: (a) A micro-structure of a porous sample (b) An interconnected network
approximation of the porous sample (c) A DAG based model of the pore-network (d) An
adjacency list [91]of the DAG in (c).
The governing differential equation of fluid flow through a single pore follows the generalized
Naiver Stokes equation[92].
‚ƒ𝑽
ƒn

= −𝛁𝑃 + 𝜌𝒈 + 𝜇𝛁 𝟐 𝑽
𝛁. 𝜌𝑽 = 0
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Here 𝑽 is the velocity of the fluid flowing through the tube, 𝑃 is the pressure difference across
the tube and 𝜌 is the density of the fluid while 𝜇 is the viscosity of the fluid. However, this
equation can be approximated using axisymmetric assumptions[93] into,
†r ‡ 𝑽
rˆ ‡

+

†r𝑽
𝒓rˆ

=

rŠ
r‹
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Where 𝑽 is the velocity of the fluid which does not change along 𝑥. Solving this ordinary
differential equation considering

rŠ
r‹

to be constant one can get,
𝜋𝑅Ž ∆𝑃
𝑞=
8𝜇𝑥
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Here 𝑞 is the fluid flux through the cross-section of the tube, 𝑅 is the radius of the tube
remaining symbols having usual meanings.

Figure 12: (a) Single fluid flowing through a tube with viscosity 𝜇R (b) Two-Fluid flow through a
pipe with viscosities 𝜇R (invading) and 𝜇f (defending).
In case of a two-fluid model such as shown in [Figure 12: (b)] the equation (4) becomes
𝑞=

•ˆ • ∆Š

k(†‘ ‹K†‡ (b’‹)

Here, 𝜇R and 𝜇f are the viscosities of the invading and the defending fluids respectively
remaining symbols having usual meanings.

36

20

(III) A Discrete Pore-Network Model

Figure 13: A discrete DAG based pore-network model
The pore network model is fundamentally a directed acyclic graph with vertices 𝑁𝜖𝑁 K and
f

edges 𝐸𝜖𝑁 K where 𝑁 holds the pressure values of the fluid inside the porous bed and the 𝐸
holds the fluid flux, velocity of the flow and the volume fraction of both the fluids. For the pore
network model shown in [Figure 13]
𝑞a,aKw =

k
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In this case some of the parameters are redefined in (21) for ease of computer implementation.
Conductance is defined as
n
𝐾a,›
=

•
•ˆ”,œ
˜
˜
k †‘ —”,œ
K†‡ b’—”,œ
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Hence, (21) reduces to a linear equation,
𝒒𝒕𝒊,𝒊K𝒏 = 𝑲𝒕𝒊,𝒋 𝑷𝒊 − 𝑷𝒋

𝒕
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For all 𝑖 and 𝑗 (25) establishes itself as a linear system of equations for each 𝑡.

(IV) The Modified Nodal Analysis (MNA) Algorithm for a Saddle Point Linear System
The modified nodal analysis algorithm is an established algorithm especially in electrical
circuit theory[94] that helps us develop the stiffness matrix shown in (24) and also the Right-Hand
Side(RHS) of the linear system. In this section, a discussion on the algorithm to develop the
essential matrices required to solve the linear system for pressure and input and output fluxes
through the network at each time step. [Figure 14] shows the labelling convention followed in the
DAG, and the structure of the adjacency list developed from the DAG, which in general follows a
bijective function[95].

Figure 14: An Adjacency list(matrix) of the conductance for 3x3 pore-network
The stiffness matrix for the linear system 𝐴 =

𝐺
𝐶q

𝐶
𝐷

fx ‡ ×fx ‡

. The MNA algorithm develops a

method where 𝐺𝜖𝑁×𝑁, 𝐶𝜖𝑁×𝑁, 𝐷𝜖𝑁×𝑁 and 𝐷𝜖𝑁×𝑁. Here,
𝐾Rf + 𝐾R¦ + 𝐾RŽ + 𝐾R§
𝐾fR + 𝐾f© + 𝐾f¦
𝐺=
.
.
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.
.
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fx‡ ×fx‡

Here 𝑃a is the Boundary Pressure applied at the top and bottom of the porous bed. Solving,
𝑨

𝟐𝑵𝟐 ×𝟐𝑵𝟐

𝑿

𝟐𝑵𝟐 ×𝟏

= 𝑩

𝟐𝑵𝟐 ×𝟏

solves for the pressure at each node and the fluid flux flowing

through the top 𝑁 and bottom 𝑁 nodes.
(V)

Validation and numerical stability

Rhine’s equation[96] describes a transient solution to a fluid meniscus rising through a capillary
duct. It is a micro-scale model that allows one to interpret the time dependence of the volume
fraction of the fluid going up the capillary only, under the impact of surface tension force. Kumar
et al.[96], modified the Rhine’s equation by considering both viscous and inertial forces. In this
section, the analytical solution of the depth of penetration for a single regular duct in the porenetwork formulation matches the results from Rhine’s equation. Rhine’s formulation shows that:
𝑑
𝑑ℎ
𝜋𝑟 f ℎ
𝑑𝑡
𝑑𝑡

= 2𝜋𝑅𝜎 cos 𝜃 − 8𝜋𝜇ℎ

ℎ=

µ¶ ·¸¹ º n
†
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𝑑ℎ
𝑑𝑡
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Here ℎ is the depth of penetration of the fluid, 𝑟 is the radius of the duct, 𝜃 is the contact angle of
the liquid while 𝜇 is the viscosity
The pore network formulation assumes that the velocity of the fluid through the duct is
»o
»n

=

•ˆ • ¼Š
k†½o
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where 𝛿𝑃 = 𝑃a − 𝑃aKR + 𝑃U where 𝑃a 𝑎𝑛𝑑 𝑃aKR are the pressure at the neighboring nodes and 𝑃U is
the pressure arising out of the surface tension.
In order to compare with Rhine’s model, effect of external pressure at the nodes are neglected
hence 𝑃a = 𝑃aKR , 𝐴 = 𝜋𝑟 f and 𝑃U =

f•ˆU^O º ¶
•ˆ ‡

plugging these values

ℎ=
»o
»n

=

•ˆ • ¼Š
k†½o

µ¶ ·¸¹ º n
†
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can be approximated as forward Euler iteration

ℎnK∆n − ℎn = ∆𝑡

•ˆ • ¼Š
k†½o˜

. At 𝑡 = 0, ℎn = 0. However, in this formulation the truncation error

diverges as ∆𝑡 decreases. This is however avoided in the pore network model presented in this
thesis. A two-fluid duct initially has a volume fraction of the initial (defending fluid) inside, hence
the numerical equation becomes:
ℎnK∆n − ℎn = ∆𝑡

•»ˆ • ¼Š
k(†”–¿ o˜ K†ÀÁÂ (»’o˜ )

where 𝑑 is the length of the duct. In order to closely simulate

a single-phase flow 𝜇»ÃÄ has been considered to have a very small value and the results have been
compared to the analytical Rhine’s model. In order to bypass the convergence issue in the Euler
method, the time marching model has been modified to,
nK∆n f
n
(𝑦a,aKw
) = 𝑦a,aKw
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This model has been tested with a 3×1 pore network and validated with the pore network analytical
model.
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Figure 15: (a)Comparison of the penetration depth between Rhine’s formulation and the
numerical pore-network formulation with modified Euler method for a single regular pore with a
single fluid (b) Comparison of the fluid velocity of the scenario depicted in a (c) Comparison of
the penetration depth between the Rhine’s Model , the single pore numerical pore network and a
multiple(three) pore, pore network of a multi-phase (two fluid model) flow with the modified
Euler method (d) Comparison of the fluid velocity depicted in c.
[Figure 15: (a)] and [Figure 15: (b)] shows that the pore network formulation matches significantly
well with the analytical Rhine’s formulation and the numerical pore network formulation with the
modified Euler method. In [Figure 15: (c) and (d)] a two-fluid-model with modified Rhine’s
analytical formulation, a single pore numerical model has been compared. This gives us a
validation to up-scale this pore scale model to a whole a network with a distributed and irregular
geometry to predict the behavior of the flow pattern of the invading fluid.
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(VI) Design Principles for EXPNS
In EXPNS the penetration depth 𝑦n (𝑥) is predicted for a randomly generated porous sample, along
with average penetration depth 𝑦n (𝑥)and average penetration rate 𝑣n 𝑥 =

¼—(‹)
¼n

at different times.

It is also required to understand how the saturation time 𝑡: {𝑣n 𝑥 = 0} is affected with the change
in radii distribution of the porous sample and viscosity ratio of the both the fluids. Along with
these, the uncertainty involved in these parameters with a statistical variation of viscosity and
length of the pore is quantified. the uncertainty in viscosity is modeled as an effect of the change
in temperature. The uncertainty quantification (UQ) is carried out with Dakota[82]. The analysis
is carried out on two scales, pore scale and network scale. To up-scale the porous sample to a
billion pores simulating the laboratory scale packed bed, EXPNS is built on a Trilinos and Kokkos
back-end to facilitate parallel computations on massively parallel architecture as well as hybrid
computing on heterogeneous architectures. The key data structures contributing to EXPNS has
been listed in Table 2.
Table 2. Data Structure Implementations
Data Structure

Implementation

R

Tpetra_Crs Matrix + Kokkos 2-D Stores each radius of all the
View (generic execution space)

Application
pores in the entire porous
sample.

Generated

as

an

uniform random distribution or
gaussian random distribution.
L

Tpetra_Crs Matrix + Kokkos 2-D Stores each length of all the
View (generic execution space)

pores in the entire porous
sample. Usually kept constant.
However, an uncertainty is
introduced through Dakota for
UQ.

Map

Tpetra_map

Stores the data decomposition
logic.
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arr_2D

Kokkos 2D View

Stores the indices required to
generate the DAG model of the
sample

K

Tpetra_Crs Matrix + Kokkos 2-D Stores
View (generic execution space)

A

conductance for each pore
passed into the linear solver
each time step

Tpetra_Crs Matrix +Kokkos 2-D Stores the fluid flux through
View (generic execution space)

Vol_frac

fluid

Tpetra_MultiVector+Kokkos 1-D Stores the pressure solved at
View (host space)

Current

weighted

Tpetra_Crs Matrix +Kokkos 2-D Stores the stiffness matrix
View(generic execution space)

X

the

each pore

Tpetra_Crs Matrix +Kokkos 2-D Stores the length of fluid
View (generic execution space)

invaded in each pore

The matrices implemented through Tpetra_Crs class in Trilinos, is a sparse matrix which is
inherently parallel based on the Map data structure. The compressed row storage scheme[97] has
been implemented to build these matrices. Most of the data structures have a Kokkos back-end as
well, hence providing hybrid-parallel capabilities. The Kokkos workspace is initialized as CPU in
most of the computations shown in this thesis, thus providing an MPI+OpenMP framework for all
the underlying data intensive computations. The linear solver package Belos has been utilized for
solving the large linear system and the GMRES algorithm[98] has been used to do this. EXPNS
scales up to a billion pores, and has been tested with 1024 processors with 4 contributing OpenMP
threads in each processor. Along with generating the data output in terms of volume fraction and
pressure, EXPNS has two python scripts that serves as a visualizing tool, plotting the different
parameters from the numerical experiment as well as the desired visualization required to
understand the uncertainty quantification. All the required parameters for the simulation and
visualization can be set through an XML file by an user, along with the number of distributed
memory nodes (MPI ranks) needed and the number of threads in each node. Moreover, the XML
file allows the user to choose the workspace on which the shared memory computations take place
for example, GPU, Xeon Phi, CPU (OpenMP) or CPU (Pthreads). It should however be noted that
the Trilinos Multi-Vector object X’s execution space is forced to be host space, since it is not
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desirable some of the values computed from the linear solver to be on device while another fraction
on host. Forcing the multi-vector X as host forces all the computed values to be on host for further
post-processing on either device or host.

Figure 16: A schematic of the core algorithm inside EXPNS
[Figure 16] presents a comprehensive flow chart as to how EXPNS functions. The simulation
begins at 𝑡 = 0 where in the radius and length matrices implemented as Tpetra_Crs objects are
initialized with a gaussian or an uniform random distribution with the ranges specified by the user
in the XML file. It should be noted, that the length matrix is suggested to be kept constant during
a simulation run when not considering the uncertainty in length. This is largely due to the
assumption of a rectilinear geometry for the porous sample where each length is connected to the
other in the form of a quadrilateral. Hence, when a fluid moves from a pore aligned in the vertical
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direction to a horizontal one, there is no component of the momentum, transferred to the horizontal
one. Thus, in order to maintain this principle, each length of the quadrilateral must follow the
triangle addition law with respect to each other which might get disrupted if the lengths are chosen
randomly. However, it should be noted that keeping the extent of randomness small, the violation
of the conservation law is kept to a minimum and hence EXPNS does allow the user to generate
the lengths in random to develop a truly random graph. Moreover, having this uncertainty in length
contributes to the fact that the sample may have curvilinear geometries in it which is true for a real
sample and the uncertainty provides a crude measure to that. However, the governing mathematical
model does not have the capability to conserve momentum accurately in such scenarios. The flow
chart describes that, at 𝑡 = 0 the pore network that models the sample, is initialized with a design
radii and length distribution. arr_2d is a Kokkos dual view that stores the logical structure of the
DAG keeping information of each node’s index and its neighbors indices. Based on this, the
conductance matrix containing the fluid conductance for each pore is calculated and stored in K.
Following the formation of the conductance matrix, a mass conservation is performed on each of
the nodes in the pore network, based on the fluid flux calculated from the K matrix. This leads to
the formation of the stiffness matrix A which takes the boundary conditions from the XML file
and is passed to the linear solver to be solved for the pressure values at each node stored in X for
𝑡 = 0. The pressure at each node allows to calculate the flux flowing through each pore and based
on the modified Euler’s method the amount of fluid invaded inside each pore for 𝑡 = 0 is
calculated. The flux is stored in Current matrix while the invaded fluid length is stored in the
Vol_frac matrix. It should be noted that despite its name Vol_frac does not quite give a measure
of the volume fraction and is in-fact storing the values of 𝜙 ∗ 𝐿 where 𝜙 is the volume fraction and
𝐿 is the length of the matrix. At this point the time step is updated to 𝑡 = .05 where the K matrix
is updated since, the conductance depend on the volume of fluid invaded in the two-fluid model
and the linear systems is solved again to calculate the fluid flow for the next time step. In all the
simulations each time step is considered to be 𝑑𝑡 = 0.5 seconds. [Figure 17] shows us a schematic
and hierarchic picture of how the header files in the EXPNS source code contributes to developing
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the physics of the pore network. Although a more comprehensive tutorial is provided in the
appendix, this figure is a bird’s eye view of the contributing files and their implementations.
[Figure 26: (a)] shows us an exploded view of each of the header files developed, pertaining to
certain implementations of the pore network simulator, while [Figure 17: (b)] shows us how each
object of the classes in the header files are dependent on the objects or methods of the others. Each
of the headers contain one or more classes having one or multiple constructors and multiple
methods. Each of these classes are templated classes and the methods implemented in them take
Trilinos objects as arguments, one of which is the execution space for each of the objects. This
execution space is defined through a Kokkos Node type[28].

Figure 17: (a) Exploded view of the contributing header files in EXPNS source code (b)
Hierarchical dependency view of the contributing header files in EXPNS source code.

(VI) Uncertainty Quantification with Dakota
Simulating high temperature metal percolation is often challenging owing to the uncertainty of
their viscosities at larger temperature. Moreover, the porous sample through which percolation is
taking place is often difficult to model exactly and in real life. X-ray images from different angles
are taken to reconstruct the sample statistically before simulations are performed. In this thesis,
and in EXPNS, a porous sample is constructed through a randomly generated graph before starting
the simulations. The two parameters involved in describing the geometry, the length and radii
would thus have an uncertainty associated with it. In essence, the objective is to evaluate the
variations of the responses under the uncertainty of the input parameters. In EXPNS, the response
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is the penetration depth while the input uncertain parameters are viscosities, and geometric
parameters. Uncertainty Quantification (UQ) is the method by virtue of which we evaluate the
excitation of a model under the influence of uncertain parameters of the input.

Figure 18: A an uncertain model description [99]
As shown in [Figure 18], the model is described as 𝑀 that takes 𝑓 as an input set amongst which
a vector of 𝑋 inputs are uncertain and 𝑈 which is the output set is evaluated along with the
associated uncertainty with it. The purpose of the exercise is to determine, how the error in 𝑋
propagates within the model 𝑀 and manifests itself in 𝑈. In general the expectation 𝐸[𝑈], and the
normalized standard deviation

ÎÏˆ Ð
Ñ[Ð]

under various sampling strategies are computed. Moreover

a Principle Component Analysis (PCA)[100][101][102] is computed amongst the various inputs
and outputs as well and the measured statistics obtained from the UQ runs are reported . Since
measuring the uncertainty in the output 𝑈 requires obtaining several such values of the output for
several combination of inputs, it can be realized that an expensive model 𝑀 would make this
process a computational challenge. Although Monte Carlo simulations (MC) are performed , it is
evident that MC simulations would be very expensive. However, at the same time, MC simulations
are embarrassingly parallel and Dakota[82] provides a framework to perform the same at much
faster rates. Alternatively reduced order models such as the polynomial chaos expansion[103] has
been used to conduct the UQ simulations without having to run the expensive EXPNS too many
times. Sampling via the Latin Hypercube Sampling (LHS) [104] strategy has been performed. In
this method, the domain of each random variable is decomposed into intervals and same
probability is assigned to all the intervals. The number of intervals depend on how many samples
would be generated for each variable. One value from each interval is selected at random with
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respect to the probability density in the interval. To form the hypercube combination of the interval
of random variable is performed. When sampling a function of 𝑁 variables, the range of each
variable is divided into 𝑀 equally probable intervals. 𝑀 sample points are then placed to satisfy
the Latin hypercube requirements; this forces the number of divisions 𝑀, to be equal for each
variable. The maximum number of combinations of LHS for 𝑀 sample points on 𝑁 variables is
𝑀!x’R . The MC simulation uses the sample 𝑋 = {𝑋! , 𝑋f , … . 𝑋w } to compute 𝑌 = 𝑀(𝑋) where
𝑌 = {𝑌R , 𝑌f … . 𝑌w } are the sample outputs. Based on these outputs, the uncertainty in 𝑌 is evaluated.
However, as explained before the computationally intensive 𝑀 makes the MC simulations a hard
choice. On the other hand the polynomial chaos expansion reduces the complexity of the core
simulation by approximating it as a series of infinite polynomials. Considering the input
parameters as 𝜁 and output as 𝜙 with the uncertainty in 𝜁 given as 𝜌(𝜁), the output is expressed as
an infinite polynomial series

𝜙 𝜁 = 𝜙« + 𝜙R 𝑃R 𝜁 + 𝜙f 𝑃f 𝜁 + ⋯
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where the polynomials 𝑃Ö are orthogonal and related to the probability density function 𝜌(𝜁) as,
𝑃› 𝜁 𝑃Ö 𝜁 𝜌 𝜁 𝑑𝜁 = 𝛿a›
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where 𝛿a› is the delta function. The polynomials are constructed from the orthonormal basis of
Legendre polynomials, given recursively by Bonnet’s formula,
𝑛 + 1 𝑃wKR 𝑥 = 2𝑛 + 1 𝑥𝑃w 𝑥 − 𝑛𝑃w’R 𝑥
and the coefficients 𝜙Ö is given as
𝜙Ö =

R
x×

𝑁Ö =

𝜙 𝜁 𝑃Ö 𝜁 𝜌 𝜁 𝑑𝜁
𝑃Öf 𝜁 𝜌 𝜁 𝑑𝜁
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Based on this expansion the output statistics can be computed quite inexpensively
𝐸𝜙 =

𝜙 𝜁 𝜌 𝜁 𝑑𝜁 = 𝜙«
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𝑉𝑎𝑟 𝜙 =

ÖÙÚÛ
ÖdR

𝜙Öf
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Following the UQ simulation, a PCA with Dakota is performed. In general PCA is a process by
which the correlation between the inputs and outputs are realized through a correlation matrix.
Considering 𝑋

w×w

as the data matrix containing 𝑋a as the input or output vectors. The

transformation 𝑋𝑋 H is the covariance matrix. Each element of that matrix tells us how the data
vectors are correlated to each other. Dakota allows us to do PCA by reporting the correlation
matrix. The correlation coefficient of vectors 𝐴 and 𝐵 is given as
𝜌½,Ü =

Ý^Î ½ Ý^Î Ü
ÞÏˆ ½
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ÞÏˆ Ü

Figure 19:(a) Schematic for integrating Dakota with EXPNS (b) Schematic for integrating
Dakota with any executable

5.4 Summary
This chapter begins with the motivation behind Trilinos-MFiX and talks about the methodology
adopted to integrate Trilinos with MFiX. It discusses in detail the development of the various
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wrappers that transfers data from MFiX to Trilinos and back and how these wrappers maintain the
memory layout of two different languages, FORTRAN and C++11. Then, the mathematical
models for the porous flow process has been discussed, along with its validation with analytical
formulations and a brief discussion on the modifications performed to attain numerical stability.
Following this, the software design principles for EXPNS has been discussed with a full picture
of the algorithmic overview, functionalities of the different contributing header files and their
hierarchic relations. This has been followed up with a discussion on how uncertainty quantification
has been performed on the flow physics obtained from EXPNS and how Dakota has been
integrated with it.

CHAPTER 6: RESULTS AND DISCUSSIONS
6.1 Introduction
Following the development of the exa-scale capable hybrid-parallel framework, both the APIs
have been tested for various sizes of computational problems. The physics has been resolved at
multiple scales and validated while the API had been tested on very large problems with thousands
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of processors to extract time information and verify how scalable each of these APIs are. All the
results have been summarized in this section and the resolved physics have been discussed.

6.2 High Fidelity Simulations of Bubbling Fluidized Bed reactor with TrilinosMFiX
In this section two fluidized bed problems are discussed, one in 2-D and one in 3-D and then the
performance of Trilinos-MFiX in analyzed in these simulations. A 2-D fluidized bed of 10cm
length 100cm tall is considered in [Figure 20]. The computational mesh is structured and uniform.
The domain is discretized with 100 cells in the axial direction and 10 cells in the cross-stream
direction. Constant mass flow condition is specified on the bottom boundary of the domain. On
the bottom boundary, the center jet is located at 0.5 𝑐𝑚 from the center of the boundary while the
distributor plate is located at 𝑥 < 4.5𝑐𝑚 and 5.5𝑐𝑚 < 𝑥 < 10𝑐𝑚.The velocity of the center jet is
300cm/s while the velocity of air from the distributor plate is 20𝑐𝑚/𝑠. Initially, the half of the bed
is filled with sand particles of size 0.04 𝑐𝑚 and density of 4𝑔/𝑐𝑚¦ . The sand particles are
fluidized with air from the bottom boundary and the minimum void fraction is 0.42. In addition,
the co-efficient of restitution is set to 0.8. The flow is assumed to be laminar as well as
incompressible. The computations are carried out to simulate the flow
with MFiX and Trilinos-MFiX. In both MFiX and Trilinos-MFiX the linear system is solved with
the BICGSTAB method [105]. [Figure 21] describes the simulation for the same problem with the
DEM method. In [Figure 22] the fluidized bed in two-dimensions is extended in the three
dimensions and simulated with the TFM method. The width of the bed is 10cm. The number of
cells uniformly distributed in the widthwise direction is 10. The velocity of the jet is 700𝑐𝑚/𝑠
while the velocity of fluid from the distributor plate is 20cm/s. On the bottom boundary, the
distributor plate is located at 𝑥 < 4.5𝑐𝑚 and 5.5𝑐𝑚 < 𝑥 < 10𝑐𝑚, 𝑧 < 4.5𝑐𝑚 and 5.5𝑐𝑚 < 𝑧 <
10𝑐𝑚. The initial condition is similar to the one specified for the 2D computations. [Figure 23]
performs the same exercise with the DEM method in 3-D which is a far more computationally
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intensive process than TFM. [Figure 24] shows the ratio of MFiX time and Trilinos-MFiX time
for different shared memory computers while [Figure 25] shows the same for different distributed
memory systems. It can be concluded that on an average Trilinos-MFiX is 30% faster than MFiX
and at best 80% faster for large 3-D problems.
Table 3. Supercomputing Clusters and System Information
Computer Name

Acronym Processor

Stampede

AS

Cores/socket L1 Cache

E5-2680 2.7 8

DRAM

64 KB

32 GB

32 KB

32 GB

32 KB

24 GB

32KB

128GB

32KB

130GB

GHz
Nalanda

NA

X5450 3.00 4
GHz

R-Cloud

UR

E5649 2.53 6
GHz

Comet

AC

E52695 2.5 12
GHz

Bridges

AB

E52695 2.3 14
GHz
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Figure 20: (a) Volume fraction of the bed at 𝑡 = 0.72 𝑠 in 2-D with MFiX (left) and TrilinosMFiX (right) (b) Volume fraction of the same system at 𝑦 = 23.5 𝑐𝑚 at different times.

Figure 21 : (a) DEM simulation of the same 2-D bed with MFiX and (b) with Trilinos-MFiX
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Figure : 22 (a) Volume fraction of the bed at 𝑡 = 0.40 𝑠 in 3-D with MFiX (left) and TrilinosMFiX (right) (b) Volume fraction of the same system at 𝑦 = 23.5 𝑐𝑚 and 𝑧 = 3.5 𝑐𝑚 at
different times.

Figure 23 : (a) DEM simulation of the 3-D bed with MFiX and (b) Trilinos-MFiX
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Figure 24: Shared memory run time ratio for MFiX and Trilinos-MFiX[106][107] for (a)
Stampede (b) Nalanda (c) R-Cloud and speed-up on (d) Stampede

Figure : 25 (a) Ratio of solver time of MFiX and Trilinos-MFiX for different degrees of freedom
on different computers for distributed memory (MPI) (b) (c) (d) depicts the speed up for different
problem sizes on different computers with varying number of processors
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6.3 Pore Scale Simulations and Uncertainty Quantification of a Multi-Phase
Pore Network with EXPNS
In this section all the simulations and numerical experiments that have been conducted with
EXPNS has been discussed. In general, 10Ž nodes, 100 in each direction is considered. Initially,
simulations on 4 different metals at 2300« 𝐶 have been considered according to Table 4 with the
porous sample having 𝐶𝑂 in its gaseous state before the molten metal starts to percolate. The 𝐶𝑂
has a very low viscosity which makes this system similar to a single-phase system.
Table 4. Physical Properties of Metals at Temperature 𝑇 = 2300« 𝐶

Element
Hafnium
Titanium
Yttrium
Zirconium

Surface
Tension (σ)
Nm-1
1.60
1.44
0.765
1.41

Viscosity (µ) 103
kgm-1s-1 (Pa-s)

Density (ρ)
10-3 kgm-3

σ/µ 10-3
ms-1

6.69
2.16
0.491
3.00

11.8
4.03
3.99
6.09

0.24
0.67
1.56
0.47

𝒚(𝟏𝟎𝟐 𝝁𝒎)

1.1
1.9
4
1.75

Table 5. Physical Properties of Metals at their Melting Temperature (𝑇_ )
Element

Melting
Temperature
K (°C)

Hafnium
Titanium
Yttrium
Zirconium

2504 (2231)
1941 (1668)
1795 (1522)
2128 (1855)

Viscosity
Surface
(µmp 103) kgm-1s-1
Tension
(Pa•s)
(σmp) Nm-1
1.612
1.555
0.804
1.464

7.1
3.3
4.54
4.74

Density
(ρmp 10-3) kgm-3

𝒚(𝟏𝟎𝟐 𝝁𝒎)

11.82
4.17
4.15
6.21

1.00
1.60
1.30
1.40

[Figure 27] shows the 𝑦 of a porous sample with a constant 10𝑚𝑚 pore length and radii generated
from an uniform random distribution between 9𝑚𝑚 and 24𝑚𝑚. 10Ž pores is considered in the sample
for this simulation. The statistical distribution of the radii samples are shown in [Figure 26 (a) and (b)].
In [Figure 27] the change in penetration depth is quite low as one moves along in time, which suggests
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that the rate of molten metal percolation becomes quite slow, which is suggested further by

»—
»n

which

shows that the flow starts to creep with time. Moreover the average rate curve is smooth throughout
time, hence the perturbation of penetration depth along the breadth of the sample does not change in
time. The perturbation arises due to the random nature of the geometry and is usually spiked due to a
spike in average penetration rate which can be seen in later results. The simulations are run for 45 𝑠
with a time step of 0.05. In [Figure 27] we can see that 𝑦 ~1×10f (𝜇𝑚) for Hf and the change in

penetration depth is quite low as we move along in time, where as which suggests that the rate of
molten metal percolation becomes quite slow, which is suggested further by rate of penetration
plot which shows that the flow starts to creep as we move forward in time. Moreover the average
rate curve is smooth throughout time, hence the perturbation of penetration depth along the breadth
of the sample does not change in time. The perturbation arises due to the random nature of the
geometry wherein cross flow amongst the pores of the network occur. [Figure 28] shows us the
percolation pattern of molten Titanium as it percolates through the same sample. Titanium in
[Figure 28] has a lesser viscosity 𝜇 = 2.16×10¦ Pa-s and hence penetrates further into the sample
and goes beyond 𝑦~1.9 ×10f (𝜇𝑚). In case of Yttrium in [Figure 29] the viscosity is even lesser,
𝜇 = 4.19×10f Pa-s and the metal penetrates up-to an average depth of 𝑦~4×10f (𝜇𝑚). In case of
Zirconium in [Figure 30] whose viscosity lies between Titanium and Hafnium at 𝜇 = 3.0×10¦ Pas, the behavoiur of the percolation is as expected and its average penetration depth lies somewhere
between that of Titanium and Hafnium at 𝑦~1.75×10f (𝜇𝑚). For each metal we calculate average,
maximum and minimum for both penetration depth 𝑦(𝑥) and penetration rate
because, as has been discussed before, 𝑦(𝑥) and

r—(‹)
rn

r—(‹)
rn

. This is

both depend on the location of fluid volume

on the 𝑋 axis and owing to the random nature of the geometry, some locations may have a larger
rate than others which would force it to move penetrate faster at that location. In [Figure 29] for
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example some portions of molten Yt has reached the end of the porous sample towards the extreme
locations along the breadth, and the rate of penetration has become close to zero in those locations,
however, on an average the flow has not reached saturation.

Figure 26 : (a) Values of radii for all the 10Ž pores generated as an uniform random variable (b)

Histogram of the same distribution

Figure 27: The penetration depth (10f 𝜇𝑚) and penetration rate (
time(seconds)
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Figure 28: The penetration depth (10f 𝜇𝑚) and penetration rate (
time(seconds)

R«‡ †_

Figure 29 : The penetration depth (10f 𝜇𝑚) and penetration rate (
time(seconds)
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Figure 30 : The penetration depth (10f 𝜇𝑚) and penetration rate (
time(seconds)
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)of Titanium at different

In this next set of simulations, the same metals have been considered at their melting temperature 𝑇_
which is less than 2300« 𝐶. The decrease in temperature increases the viscosity of the molten metals
which in turn affects the 𝑦 by decreasing it. Here, as well, cases are run for 45 𝑠. Similar to the first

set of simulations they show expected behavior, and penetrates less into the sample owing to the
higher viscosity. For Hf , in [Figure 31] the average 𝑦~1.0 ×10f (𝜇𝑚), for Ti it is
𝑦~1.6×10f (𝜇𝑚) for Yt the penetration depth has gone down to 𝑦~1.30×10f (𝜇𝑚) while for Zr
it is 𝑦~1.40×10f (𝜇𝑚) [Figure 44] gives us an over-all picture of how 𝑦 of the metals are related
with temperature. The difference in 𝑦 for the metals can be attributed to the difference in 𝑇^Gn =
2300« 𝐶 and 𝑇_ which affects the viscosities and in turn affecting the penetration depth. It should be
noted that the difference in temperature affects the viscosities for different metals differently, for
example in case of Yt the viscosity is affected the most and hence the penetration depth increases the
most.
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Figure 31: The penetration depth (10f 𝜇𝑚) and penetration rate (
time(seconds)

Figure 32: The penetration depth (10f 𝜇𝑚) and penetration rate (
time(seconds)
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Figure 33: The penetration depth (10f 𝜇𝑚) and penetration rate (
time(seconds)

Figure 34: The penetration depth (10f 𝜇𝑚) and penetration rate (
time(seconds)
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The value of 𝑦 reached by each of the metals at two different temperatures is summarized in
[Figure 35].

Figure 35: 𝑦(10f 𝜇𝑚) for both metals at 2300« 𝐶 and 𝑇 = 𝑇_
In these set of simulations a two-phase flow system has been simulated with two fluids competing
with each other inside the porous sample with a viscosity 𝜇f ×10’¦ Pa-s inside the porus sample
which is being invaded with another fluid with viscosity 𝜇R ×10’¦ Pa-s. the saturation time (𝑡OÏn =
𝑡: {

»—
»n

= 0}) for different set of viscosities has been determined and the effect of both 𝜇R and 𝜇f

have been analyzed. The simulation runs have considered, initially a porous sample of 10Ž pores
with a fluid with very low viscosity 𝜇f = 1×10’¦ Pa-s. The fluid invading the porous sample has
a higher viscosity 𝜇R > 𝜇f . Based on the results, one can observe that a higher value of 𝜇R reduces
the saturation time for 𝜇R = 3×10’¦ , 6×10’¦ , 9×10’¦ Pa-s. The simulations are summarized in
[Figure 36], [Figure 37] and [Figure 38]. Following these, the cases considered have 𝜇f at higher
viscosities such that 𝜇R < 𝜇f . [Figure 39] shows the penetration depth for 𝜇R = 3×10’¦ , 𝜇f =
10×10’¦ Pa-s, [Figure 40] for 𝜇R = 3×10’¦ , 𝜇f = 20×10’¦ Pa-s. [Figure 41], [Figure 42]
considers 𝜇R = 4×10’¦ while increasing 𝜇f . The phenomenon where 𝜇R < 𝜇f is called is viscous
fingering and it can be observed in the plots where some interconnected pores allow the fluid to
percolate through while other regions still compete to reach saturation. Obviously for such
systems, the fluid with viscosity 𝜇R takes a longer time to completely drain out the fluid with
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viscosity 𝜇f . Table 6, Table 7 and Table 8 summarizes all the simulations conducted for different
values of 𝜇R and 𝜇f . [Figure 43: (a)] and [Figure 43: (b)] shows how the difference in viscosities
and viscosity ratio affect the saturation time. It can be observed that as 𝜇f is increased, the
saturation time keeps on increasing and beyond 𝜇f = 40×10’¦ 𝑃𝑎 − 𝑠 the system creeps as it
moves towards saturation. It should be noted however, that every simulation run is taking place in
a domain that is different each time in terms of the random graph that represents the domain. This
is performed intentionally to ascertain the fact that measurements of radii and length are uncertain
and are only reconstructed via image-processing algorithms. Hence, each time simulations are run
for the domain, the radii although fall within the range have different spatial distributions.
However, each of those graphs are generated from the same probability density function with the
same ranges of random numbers.

Figure 36: 𝑦 and

»—
»n

across the breadth of the porous sample (𝜇f = 1×10’¦ 𝑃𝑎 − 𝑠, 𝜇R =
3×10’¦ 𝑃𝑎 − 𝑠)
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Figure 37: 𝑦 and

»—

Figure 38: 𝑦 and

»—

»n

»n

across the breadth of the porous sample (𝜇f = 1×10’¦ 𝑃𝑎 − 𝑠, 𝜇R =
6×10’¦ 𝑃𝑎 − 𝑠)

across the breadth of the porous sample (𝜇f = 1×10’¦ 𝑃𝑎 − 𝑠, 𝜇R =
9×10’¦ 𝑃𝑎 − 𝑠)
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Figure 39: 𝑦 and

»—

Figure 40: 𝑦 and

»—

»n

»n

across the breadth of the porous sample (𝜇R = 3×10’¦ 𝑃𝑎 − 𝑠, 𝜇f =
10×10’¦ 𝑃𝑎 − 𝑠)

across the breadth of the porous sample (𝜇R = 4×10’¦ 𝑃𝑎 − 𝑠, 𝜇f =
10×10’¦ 𝑃𝑎 − 𝑠)
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Figure 41: 𝑦 and

»—

Figure 42: 𝑦 and

»—

»n

»n

across the breadth of the porous sample (𝜇R = 4×10’¦ 𝑃𝑎 − 𝑠, 𝜇f =
20×10’¦ 𝑃𝑎 − 𝑠)

across the breadth of the porous sample (𝜇R = 4×10’¦ 𝑃𝑎 − 𝑠, 𝜇f =
30×10’¦ 𝑃𝑎 − 𝑠)
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Table 6.

†‡
†‘

and 𝑡O for the porous sample with pore length 10𝜇𝑚 and radii between 9𝜇𝑚
24𝜇𝑚 with a 100x100 pores with 𝜇R = 3×10’¦ Pa-s

𝜇f (Pa-s)

𝜇R (Pa-s)

𝜇f
𝜇R

5

3

1.66

14.5

10

3

3.33

19.25

15

3

5

31

20

3

6.66

40

25

3

8.33

40

30

3

10

45

Table 7.

†‡
†‘

𝑡OÏn (𝑠)

and 𝑡O for the porous sample with pore length 10𝜇𝑚 and radii between 9𝜇𝑚
24𝜇𝑚 with a 100x100 pores with 𝜇R = 4×10’¦ Pa-s

𝜇f (Pa-s)

𝜇R (Pa-s)

5

†‡
†‘

𝑡OÏn (𝑠)

4

1.25

13

10

4

2.50

20.25

15

4

3.75

31.75

20

4

5.00

31

25

4

6.25

31

30

4

7.50

37.5
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Table 8.

†‡
†‘

and 𝑡O for the porous sample with pore length 10𝜇𝑚 and radii between 9𝜇𝑚
24𝜇𝑚 with a 100x100 pores with 𝜇R = 5×10’¦ Pa-s

𝜇f (Pa-s)

𝜇R (Pa-s)

5

†‡
†‘

𝑡OÏn (𝑠)

5

1.00

10.00

10

5

2.00

18.75

15

5

3.00

27.5

20

5

4.00

28.25

25

5

5.00

34.75

30

5

6.00

25.00

Figure :43 (a)Saturation time 𝑡OÏn (s) with invading viscosity and different defending viscosities.
Here mu1=3, for example, stands for 𝜇R = 3×10’¦ Pa-s since 𝑋 axis has been scaled by 10’¦
(b) 2-D extracted view of (a) showing 𝑡OÏn increasing consistently with 𝜇f
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6.4 Statistical Uncertainty Quantification on Uncertain Viscosities and
Boundary Conditions
In this section, uncertainty quantification has been carried out for the average depth of penetration
under the impact of uncertain input parameters to EXPNS. The viscosity 𝜇f and 𝜇R , while remains
at a mean value of 2×10’f Pa-s and 3×10’¦ Pa-s respectively, is a random variable with a
lognormal probability distribution function with a standard deviation ranging from 10% to 50% of
the mean in different simulation runs. Under such conditions the objective of this exercise is to see
how the uncertainty propagates to the penetration depth through a Latin Hypercube Sampling[104]
strategy (discussed in supplementary materials) for a Monte Carlo Simulation. An uncertainty
quantification has been performed on the average penetration depth to extract the normalized
standard deviation 𝜅[𝑦] =

¶(—)
Ñ(—)

, where 𝜎 is the standard deviation and 𝜇 is the mean of the

distribution. This parameter is extracted for different input distribution (both 𝜇R and 𝜇f ) at different
standard deviation from there mean values of 𝜇f = 10’f and 𝜇R = 3×10’¦ Pa-s. Table 9 and
[Figure 45] summarizes the value 𝜅(𝑦) for different levels of 𝜅(𝜇R ) and 𝜅(𝜇f ) for one specific
case for 𝜇R = 3×10’¦ and 𝜇R = 20×10’¦ . It can be observed from these values that the variation
of output (𝑦) decreases with the variation of 𝜇R for different levels of 𝜎. This is not atypical for
non-linear models as can be seen in [108]. The correlation matrix summarized in Table 11 shows
that 𝜇R and 𝜇f are negatively correlated with 𝑦. The correlation matrix also sheds some light on
the reason for the inverse relation between 𝜅(𝑦) and 𝜅(𝜇f ) for different levels of 𝜎(𝜇R ). It can be
observed that although both 𝜇R and 𝜇f are theoretically identical and independent random variables
there is a covariance value of 𝜇R and 𝜇f which leads to a non-zero correlation coefficient between
the two.
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Table 9. 𝜅 of 𝜇R , 𝜇f and 𝑦. Here 𝜇R = 𝑥 % and 𝜇f = 𝑦 % means that a Monte Carlo
simulation has been considered with 𝜇f and 𝜇R having a log-normal distribution with
mean 10’f Pa-s and 3×10’¦ respectively and standard deviation of 𝑦% and 𝑥% of their
respective mean

Parameters

𝜿 (𝝁𝟐 =
𝟐𝟎%, 𝝁𝟏 =

𝜿 (𝝁𝟐 =

𝜿 (𝝁𝟐 =

𝜿 (𝝁𝟐 =

𝜿 (𝝁𝟐 =

𝜿 (𝝁𝟐 =

𝟑𝟎%, 𝝁𝟏 = 𝟒𝟎%, 𝝁𝟏 = 𝟐𝟎%, 𝝁𝟏 = 𝟑𝟎%, 𝝁𝟏 = 𝟐𝟎%, 𝝁𝟏 =

𝜿 (𝝁𝟐 =
𝟑𝟎%, 𝝁𝟏 =

𝟏𝟎%)

𝟏𝟎%)

𝟏𝟎%)

𝟐𝟎%)

𝟏𝟎%)

𝟑𝟎%)

𝟐𝟎%)

𝜇f

0.188

0.277

0.360

0.188

0.277

0.188

0.277

𝜇R

0.100

0.100

0.100

0.200

0.200

0.200

0.266

𝑦

0.250

0.219

0.232

0.239

0.222

0.226

0.214

Figure 44: 𝜅 values for 𝜇R , 𝜇f and 𝑦 for a 100 sample Monte Carlo simulation with a Latin
Hypercube Sampling with 𝐸 𝜇R = 20×10’¦ and 𝐸 𝜇f = 3×10’¦ and 𝜎 at 10%.
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Figure 45: 𝜅(𝑦) with 𝜅(𝜇R ) for 𝐸[𝜇f ]= 3×10’¦ Pa-s and 𝐸[𝜇R ]= 20×10’¦ Pa-s. Here mu2-10%
refers to 𝜇f at 10% standard deviation from 𝐸[𝜇f ].
Table 10. Statistics for 𝑦 on an LHS monte Carlo Simulation with varying sample size
100 and varying standard deviation of 𝜇R and 𝜇f at 𝐸[𝜇f ]= 3×10’¦ Pa-s and 𝐸[𝜇R ]=
20×10’¦ Pa-s shown in column 𝜎 𝜇R -𝜎 𝜇f (An entry in 𝜎 𝜇R -𝜎 𝜇f as 20-20 for
example 20-20 refers to 𝜎 𝜇R at 20% 𝜎 𝜇f at 20 % from their respective means)
𝝈 𝝁𝟏 -𝝈 𝝁𝟐

𝑬[𝒚]

𝝈[𝒚]

Skewness

Kurtosis

20-20

3.68

8.86 ×10’R

−1.13 ×10’R

−.9.56×10’R

20-40

3.73

8.37 ×10’R

−5. .51×10’f

−9.38 ×10’R

30-20

3.65

8.14 ×10’R

−7.56 ×10’f

−9.39 ×10’R

30-30

3.72

8.00 ×10’R

−1.89×10’R

−6.23 ×10’R

Table 11. Correlation matrix for the uncertain inputs 𝜇R and 𝜇f with 𝜎=30% at 𝐸[𝜇f ]=
3×10’¦ Pa-s and 𝐸[𝜇R ]= 20×10’¦ Pa-s
Correlation Matrix

𝝁𝟏

𝝁𝟐

𝝁𝟏

1.00

𝝁𝟐

−2.02×10’¦

1.00

𝒚

2.35×10’R

5.72×10’f

𝒚

1.00

Following this analysis, uncertainty quantification has been focused on the liquid molten metals
and is presented in Table11. In this case, the flow is single phase, hence, only one uncertain
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viscosity 𝜇 is taken as an input parameter. The variation of 𝜅(𝑦) with 𝜅(𝜇) is presented for both
the metals at both 2300« 𝐶 and 𝑇_ .

Table12: Uncertainty Quantification for the Metals at 2300« 𝐶 and 𝑇_ with variation of
average penetration depth 𝜅(𝑦) with 𝜅(𝜇) for mean viscosity at
𝐸(𝜇) at temperature 𝑇
Metals

𝑬(𝝁)

Ti at 𝟐𝟑𝟎𝟎𝟎 𝑪

2160 Pa-s

Ti at 𝑻𝒎

3300 Pa-s

𝝈 𝝁 in %
1
5
10
20
1
5
10
20

𝜿(𝝁)
0.009
0.046
0.092
0.181
0.009
0.046
0.093
0.183

𝜿(𝒚)
0.011
0.028
0.046
0.094
0.015
0.024
0.053
0.093

0.009
0.046
0.092
0.181
0.009
0.046
0.092
0.181
0.009
0.046
0.092
0.181
0.009
0.046
0.092
0.181

0.017
0.030
0.051
0.092
0.018
0.032
0.048
0.094
0.014
0.024
0.031
0.063
0.019
0.028
0.050
0.093

0.009
0.046
0.092
0.181

0.014
0.030
0.049
0.094

Hf at 𝟐𝟑𝟎𝟎𝟎 𝑪

6690 Pa-s

Hf at 𝑻𝒎

7100 Pa-s

Yt at 𝟐𝟑𝟎𝟎𝟎 𝑪

491 Pa-s

Hf at 𝑻𝒎

4540 Pa-s

1
5
10
20
1
5
10
20
1
5
10
20
1
5
10
20

3000 Pa-s

1
5
10
20

Zr at 𝟐𝟑𝟎𝟎𝟎 𝑪
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Zr at 𝑻𝒎

1
5
10
20

4740 Pa-s

0.009
0.046
0.092
0.181

0.011
0.028
0.048
0.094

Figure 46: 𝜅(𝑦) against 𝜅(𝜇) at 2300« 𝐶 and 𝑇_ for the metals

It can be seen from [Figure 46] that 𝜅(𝑦) increases as 𝜅(𝜇) increases which is quite reasonable
since the uncertainty in 𝜇 in a single-phase system, quite singularly affects the uncertainty in 𝑦.
Table 10 and Table 11 shows the statistics of 𝑦 and correlation matrix for 𝜇R , 𝜇f and 𝑦 respectively.
Table 12 performs an uncertainty quantification on three of the metals while [Figure 46] shows
that 𝜅(𝑦) increases with 𝜅(𝜇) and for the same value of 𝜅(𝜇) the highest variation (𝜅(𝑦)) can be
seen for Yt. Unlike the two-phase system the single-phase system shows a more predictable
increase in variance of output with input. Another observation in this graph, is that Yt at 2300« 𝐶
shows the minimum uncertainty, in fact about two time less than Hf which has the maximum
variation of about 8% of the mean. This ascertains the extent of error in predictions of 𝑦 for
uncertain measurements of viscosity is least. Table 13 presents a two-variable uncertainty
quantification, one being viscosity and the other being the pressure boundary conditions ∆𝑃 for Hf
at 2300« 𝐶. It is quite evident that the penetration depth at 45s is more sensitive to ∆𝑃. An increase
in the variation of ∆𝑃 contributes more the variation of 𝑦 that than 𝜇. Table 14 compares the time
required to perform the uncertainty quantification for both Monte Carlo simulation method and
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Polynomial Chaos Expansion on Hf at 2300« . As expected the PCE method with fewer number
of evaluations is a much faster method than MC.
Table13: Uncertainty Quantification with Monte Carlo simulations for the Hf at 2300« 𝐶
a with variation of average penetration depth 𝜅(𝑦) with 𝜅(𝜇) and 𝜅(∆𝑃) for mean
viscosity at
¦
𝐸 𝜇 = 6.69×10 𝑃𝑎 − 𝑠 at 𝐸 ∆𝑃 = 100 𝑃𝑎
𝝈(𝝁) in %

𝝈 ∆𝑷 in %

1
1
1
1
5
5
5
5

1
5
10
20
1
5
10
20

𝜿(𝝁)

0.009
0.009
0.009
0.009
0.048
0.048
0.048
0.048

𝜿(∆𝑷)

𝜿(𝒚)

0.01
0.05
0.1
0.2
0.01
0.05
0.1
0.2

0.04
0.05
0.07
0.12
0.041
0.05
0.07
0.12

Table 14. Comparison of computing time in seconds for Monte Carlo Simulations (MC)
and Polynomial Chaos Expansion (PCE) for a serial process on different levels of 𝜎(𝜇)
and 𝜎(∆𝑃) for Hf at 2300« 𝐶 .
𝝈(𝝁) in % 𝝈(∆𝑷) in %
1
1
1
5
1
10
1
20
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MC
PCE
525.10
90.79
530.10
92.27
577.00
84.00
580.00
81.00

6.5 Scalability Analysis of the Hybrid-Parallel Framework
This section deals with the time information data extracted after several runs of the core hybridparallel framework on the Stampede2 Knight’s Landing Super Computing cluster at the Texas
Advanced Computing Centre. In order to test the platform a septa-diagonal sparse matrix (the
EXPNS linear system is at most septa-diagonal) has been considered to be solved on the TrilinosKokkos framework. The GMRES algorithm has been used in Belos similar to the one used in
EXPNS. The exercise is performed for different sizes of the matrix going from 10M to 1B elements
in the sparse system and the results are summarized in Table 12 and [Figure 47].
Table 15. Solver Time for MPI+OpenMP(Kokkos) on Septa-Diagonal Matrix at different
sizes

size

10M

100M

1B

Number
of
Number
OpenMP of MPI
threads
Ranks
1
2
4
8
1
2
4
8
1
2
4
8

4
4.858
2.655
1.405
0.8549

8
1.391
0.8559
0.6548
0.6498

16
0.8651
0.6899
0.7033
1.076

64
0.5889
0.5048
0.5794
0.646

128
0.5281
0.4338
0.4744
0.531
1.985
1.428
1.391
1.524

256
0.4528
0.3917
0.4388
0.5445
1.216
0.901
0.9112
1.031

512
0.4691
0.3718
0.4137
0.5424
0.8494
0.6281
0.6996
0.7958

1024
0.4924
0.3454
0.445
0.5475
0.6633
0.517
0.5617
0.6889
2.606
1.843
1.798
1.941

Following this the same exercise has been performed with EXPNS with different number of nodes,
hence different problem sizes on Stampede2. The recorded run times were used to perform a speedup study. From [Figure 48 (a)] it is obvious that the framework can handle very large problem
76

2048
0.5136
0.4683
0.5622
0.6963
0.6714
0.7579
2.422
2.378
2.304
2.589
26.83

sizes, going up to a 100M or 1B while scaling successfully up till 2048 processors (MPI Ranks).
It can also be noticed that there is a lower solver time when each node performs further finegrained parallelism by threading on each node. For the 10M problem size, the framework scales
till 1024 nodes, and communication surpasses computations after 2048 nodes. For the 100M size,
the framework scales till 2048 nodes and 4 threads on each node. It can be deduced from Table
that 8 threads in each node brings in a thread overhead which increases the solver time, hence the
best outcomes can be realized by scaling a large problem with 4 threads on each node. Hence,
based on these results EXPNS had been scaled on 1024 nodes with 4 threads on each node, and
problem sizes from 10M to 36M scales successfully on Stampede2 [Figure 48(b) and (c)]. [Figure:
47] shows the solver time for the same framework on an additional 1B problem size in a 3-D bar
chart. It can be deduced that for each of the problem sizes, 8 OpenMP threads creates an overhead
for communication which increases the solver time. It provides us with enough confirmation that
optimally, until 1B problem size, 4 OpenMP threads should be chosen to scale the framework till
2048 distributed memory nodes.

Figure 47: 3-D bar chart depicting solver time(s) for different MPI+OpenMP configuration at
10M, 100M and 1B sized matrix solved on the framework.
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Figure 48: (a) Solver time for a septa-diagonal matrix with 10M and 100M size on distributed
nodes with different OpenMP threads (b) EXPNS run time for varying problem sizes and
distributed nodes with 4 OpenMP threads/node (c) EXPNS speed-up study for varying problem
sizes and distributed nodes with 4 OpenMP threads/node.
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6.6 Summary
The physics predicted by both Trilinos-MFiX and EXPNS have been discussed. In Trilinos-MFiX
API has been used to simulate the behavior of a fluidized bed in both 2-D and 3-D with the less
computationally intensive TFM model and with the more intensive DEM model. The results with
Trilinos-MFiX and MFiX match. Following this Trilinos-MFiX has been tested for scalability on
both distributed and shared memory platforms and shows an average of 30% improvement over
standalone MFiX while bring 80% more performant for large 3-D fluidized bed problems.
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CHAPTER 7: CONCLUSION
In this thesis we have discussed the development of an exa-scale capable framework built on a
Trilinos and Kokkos backend that can be run on a hybrid-parallel architecture. Using this
framework, we have developed two APIs Trilinos-MFiX and EXPNS. Trilinos-MFiX is used to
better the performance of legacy MFiX for high resolution fluidized bed computations. We have
presented the simulations of a bubbling fluidized bed with both TFM and DEM methods along
with a detailed scalability analysis of the API for up-to a 100M problem size on varying number
of computing nodes. EXPNS is an exa-scale pore network simulator that is designed to model
multiphase flow simulations for a stochastic porous structure. EXPNS enables very high fidelity
multi-scale simulations of the porous flow process at both pore scale and network scale. We have
presented simulation results for a single phase molten metal percolation as well as multiphase
simulations for a variety of viscosities. Also, we have tried to present the variations of saturation
time for different viscosities for both single phase and multi-phase flow. In the end we have
conducted a detailed uncertainty quantification of the porous flow process for uncertain viscosities
and presented a PCA for one of those simulations. Following this we have presented the scalability
analysis for this hybrid-parallel framework on MPI+OpenMP.
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CHAPTER 8 : FUTURE WORK
There are multiple avenues open for research especially with a working version EXPNS made
open source. For starters, EXPNS is primarily a 2-D pore network model, and extending it to 3-D
would enable us to go one scale up and perform reservoir scale simulations. Another area of
research that can be conducted is generalizing the conductance model of the pore at micro-scale.
In this thesis and in the current version of EXPNS we have an analytical form of the conducatnace,
assuming the pore scale is regular. However, for a non-regular or a converging-diverging pore as
illustrated in numerous literature we can develop a more complex algebraic model for the
conductance. However, for all general purposes, EXPNS has a neural network that trains itself
based on flow data to derive a discrete form for the conductance. Although tests has not been
performed for complex geometries at pore scale, the network has been trained for a regular pore
and replaced the analytical conductance expressions. This front opens up windows to perform
predictive modeling of the pore scale simulations not constricted to just the conductance model
but also to the whole reconstruction of the pore-network from actual X-ray images.
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