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Abstract. Detecting concurrency relations between events is a funda-
mental primitive in process mining. Existing approaches to this problem
identify concurrency relations between pairs of event types under a global
interpretation. If two event types are found to be concurrent, every oc-
currence of one event type is deemed to be concurrent to one occurrence
of the other. In practice, this assumption not always holds. This paper
proposes a finer-grained approach, whereby two event types may be in a
concurrency relation relative to one state of the process, but not relative
to other states, i.e. the concurrency relation holds locally. Experimen-
tal results both with artificial and real-life logs show that the proposed
local concurrency detection approach improves the accuracy of existing
concurrency detection techniques.
1 Introduction
Process mining is a body of techniques that help analysts understand business
processes based on their event logs. In this context, an event log is a set of traces,
each consisting of a sequence of events with associated attributes. Each event is of
a certain type. For example, an event log of an order-to-cash process may include
event types such as “Goods shipped” and “Payment collected”. An event of type
“Payment collected” may include additional attributes such as the confirmation
number and the amount. Given an event log, process mining tools can extract a
process model (automated process discovery), check the conformance of a given
process model against the log (conformance checking) or compare two event logs
(log delta analysis), among other analysis operations.
A number of process mining techniques rely on the identification of behavioral
relations between pairs of events. In this respect, one fundamental primitive is
detecting concurrency relations, for example detecting that “Goods shipped”
and “Payment received” are in an interleaved concurrency relation, meaning that
these event types co-occur, sometimes in one order (“Goods shipped” followed
by “Payment collected”) and sometimes vice-versa. Several automated process
discovery [7, 11], conformance checking [13, 9] and delta analysis techniques [19]
take as input a concurrency oracle, i.e. a black-box boolean function that asserts
whether a given pair of events are concurrent or not.
Existing approaches to implement concurrency oracles – e.g. the ones embed-
ded in the α process discovery algorithm and its variants [2, 15, 21, 12] – detect
2global concurrency relations at the level of pairs of event types. The semantics of
a global concurrency relation between two event types is that an instance of the
first type must be either followed or preceded by an instance of the second type
regardless of where in a trace these instances occur. In practice, this property
does not always hold. For example, consider a log recording the executions of
the process for plan lodgement and document registration in two different Aus-
tralian states, South and Western Australia, whose model is shown in Figure 1.3
A global concurrency oracle would assert that event types “Update register”
and “Update DCDB”, and event types “Approve plan” and “Update register”,
among others, are concurrent. However, “Approve plan” and “Update register”
are concurrent only in the case of Western Australia (i.e. when the WA path after
the decision point is taken), while “Update register” and “Update DCDB” are
never concurrent. This approximation then affects the precision of the process
mining techniques. For example in the context of automated process discovery,
the result is likely to be a model where activities “Approve plan” and “Update
register” can always occur in any order regardless of the state.LodgeProc
Prepare plan Lodge plan
Prepare
transactions
Lodge
transactions
Examine plan
Examine
transactions
Examine plan
Examine
transactions
Planning
approval
Approve plan Update DCDB Updateregister
Approve plan
Update
register
Update DCDB
WA
SA
Fig. 1: Process model for plan lodgement and document registration in Western
Australia (WA) and South Australia (SA).
This paper advocates an alternative local concurrency detection approach
whereby a concurrency relation between two event types is scoped to a set of
states in the process. The main contribution is an approach that turns any global
concurrency oracle into a scoped (local) one. The key idea is to construct a state
space from the event log and to explore this state space in order to discover
concurrency relations (using an existing concurrency oracle) in-between pairs
of states. The accuracy of the proposed local concurrency detection approach is
compared against the α global concurrency oracle, based on a testbed comprising
a range of combinations of control-flow structures, as well as three real-life logs.
The rest of the paper is structured as follows. Section 2 discusses existing
approaches to construct concurrency oracles and their limitations. Section 3 in-
troduces the proposed approach, while Section 4 and 5 present the experimental
evaluation with synthetic and real-life logs. Section 6 summarizes the results and
outlines future work directions.
3 This model forms part of a collection of real-life process models for handling land
development applications in Australia.
32 Related work
Several techniques have approached the problem of discovering behavioral re-
lations (in particular concurrency relations) between pairs of event types. For
instance, [4] outlines a technique based on statistical measures to discover event-
based models that capture the concurrent execution of events types. This latter
technique is however highly dependent on the quality of the log. In particular, it
assumes that concurrency is embedded in blocks that have a single split and a
single join event, and that the order of occurrence of the concurrent event types
is uniformly distributed. The α-algorithm [2] and its variants [15, 21, 12] detect
concurrency relations (among other behavioral relations) between event types.
The α-algorithm itself declares a pair of event types to be concurrent if one im-
mediately precedes the other in a trace, and vice-versa in another trace. Both
mentioned approaches, α-algorithm and that presented in [4], lead to global con-
currency oracles, which as stated before, disregard the context where the events
occur, thus leading to false positives.
Extensions of the α-algorithm such as α++ are designed to prevent the α-
algorithm from confusing concurrency with (short) loops and other limitations,
however, they still suffer from the limitation of being global.
In [6], the α relations are used as a concurrency oracle to construct a partially
ordered run (therein called an instance graph) from each trace in an event log.
The resulting set of runs can be used to synthesize a process model (e.g. a
Workflow net) [7]. This latter approach however inherits the limitations of the
α-algorithm as a method for constructing concurrency oracles. A more recent
approach to construct partially ordered runs [5] from traces addresses the issue
of discovering concurrency in the presence of infrequent event types. The starting
point is still a process discovery algorithm that incorporates a global concurrency
oracle. Traces are turned into partially ordered runs based on the global oracle
and then adjusted to take into account infrequent event types.
In the context of process model synthesis, some techniques require additional
data for the computation of concurrency relations. For example, the approach
presented in [10] requires that a log contains the start and end timestamps of
every event, and then a pair of events are concurrent if they overlap in time.
However, the information about the start and end timestamps of an event is not
always available in the event logs.
A technique to discover scoped concurrency relations between events is pro-
posed in [17]. Given an event log, this technique produces a conditional partial
order graph [16]. In this graph, a concurrency relation is scoped by means of
(data) conditions, i.e. the concurrency relation only holds when the condition
evaluates to true at a given point in the process. A condition is determined by
the execution of an event, e.g. a and b are concurrent if c is executed, noting
that c does not necessarily need to occur before a and b. However, this technique
makes the highly restrictive assumption that there are no two events of the same
type in the same trace, since when a duplicate event is found in a trace, the trace
is split and the two sub-traces are treated as two different traces, leading to the
possibility of identifying concurrency across these traces.
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An overview of the proposed approach is given in Fig. 2. Given an event log, the
first step is to construct a transition graph such that each trace in the event log
is a path from the initial state to a final state in this graph. The construction
of this graph takes as input an equivalence relation (≡) between states of the
process, which is used to collapse states and thus obtain a smaller (and possibly
generalizing) transition graph. Given the transition graph, the second step is to
identify concurrency relations that hold between two states. This step takes as
input a global concurrency oracle (C), which may be for example the α-algorithm
or other oracles mentioned in the previous section. Since a given concurrency
relation may hold to various degrees in multiple scopes, including pairs of scopes
such that one contains the other, it is necessary to select its most suitable scope.
To this end, the second step also takes as input a validation function (F), which is
used to assess the likelihood of the computed concurrency relations. Note that the
equivalence relation, the global concurrency oracle and the validation function
can be customized; however, in this paper we present a single configuration of
these three elements.
Fig. 2: Proposed approach.
This section starts by presenting the construction of the transition graph and
then the computation of the scopes.
3.1 Transition graph of an event log
The first step of our approach consists of constructing a transition graph rep-
resenting the behavior captured in an event log, such that every transition in
the graph represents the execution of an event (or event type) and every state
represents the occurrence of some events (or event types). In fact, this type of
representation has been widely used in the context of process mining. For in-
stance, [1] presents several strategies for the construction of a transition graph
that can be modified to vary the degree of generalization.
Before presenting the construction of a transition graph, we define some
notations on sequences, traces and event logs.
Definition 1 (Sequences and subsequences). Let A be a set of elements.
A sequence σ over A is denoted by σ = ⟨a1 a2 a3 . . . an⟩ ∈ A∗, n ∈ N; whereas
an empty sequence is denoted by . The length of a sequence σ is number of
elements it contains and is denoted by ∣σ∣, e.g., ∣⟨a1 a2 a3⟩∣ = 3.
5A prefix subsequence of length m of a sequence σ = ⟨a1 a2 a3 . . . an⟩ is
another sequence composed by the first m elements, and it is shorthanded as
σ[1...m] = ⟨a1 a2 a3 . . . am⟩, 0 ≤ m ≤ n. The set of all prefix subsequences of
σ = ⟨a1 a2 a3 . . . an⟩ is represented as φ(σ) = {σ[1...k] ∣ 0 ≤ k ≤ n}. An element
ex is an extension of a prefix subsequence σ
′ = ⟨a1 a2 . . . al⟩ of σ, denoted as
σ′ ⊕ ex, if ⟨a1 a2 . . . al ex⟩ ∈ φ(σ).
Finally, a suffix subsequence of length m of σ = ⟨a1 a2 a3 . . . an⟩ is the
sequence composed by the last m elements of σ, and it is denoted as σ[m,n] =⟨an−m . . . an−1 an⟩, 0 ≤m ≤ n.
An event log is a set of traces4, each describing a sequence of events over a
set of activities Λ and ordered according to their end execution times.
Definition 2 (Event log, Trace). Given a set of activities Λ, let E be a set
of events and λ ∶ E → Λ be a labelling function. A trace is a sequence of events
σ = ⟨λ(e1), λ(e2), . . . , λ(en)⟩ for ei ∈ E, where 1 ≤ i ≤ n. Finally, an event log is
a set of traces and it is denoted as L.
Given that a trace σ can contain several occurrences of the same activity,
we adopt the following convention: every event is unique within a trace and is
represented by a label and an index. The label of the event is the name of the
activity it represents and the index is the occurrence number of the activity in
σ. For instance, the trace ⟨a b b⟩ is composed by one occurrence of activity a and
two occurrences of activity b, thus the events in the trace would be ⟨a1 b1 b2⟩.
By the abuse of notation, we refer to any generic event as ei where i ∈ N. We
say that two events ei, ej in different traces are equivalent, denoted as ei ∼ ej ,
if they are instances of the same activity and represent the same number of
occurrence within their traces, i.e., λ(ei) = λ(ej) and i = j. Furthermore, a pair
of traces (or subsequences of traces) σ = ⟨e1 e2 . . . em⟩, σ′ = ⟨e′1 e′2 . . . e′n⟩ are
order equivalent, denoted as σ ∼order σ′, if n = ∣σ∣ = ∣σ′∣ and for every 1 ≤ i ≤ n
then ei ∼ e′i. Intuitively, a pair of sequences are order equivalent if they contain
equivalent events and the order among them is the same. Let σ̂ be the set
representation of a sequence σ, where the order between the events is omitted.
Then a pair of set representations of σ,σ′ are equivalent, denoted as σ ∼set σ′,
if they contain equivalent events, i.e., ∀ei ∈ σ̂∃e′j ∈ σ̂′ ∶ ei ∼ e′j and vice-versa,∀e′j ∈ σ̂′∃ei ∈ σ̂ ∶ ei ∼ e′j .
Every event in a trace has a past and a future. The past of an event ei,
denoted as ⌊ei⌋ in σ = ⟨e1 e2 . . . en⟩, 1 < i < n, is the prefix subsequence σ[1...i−1],
while the future of ei in σ, denoted as ⌈ei⌉, is the suffix subsequence σ[i+1,n]. The
prefix subsequence of event e1 is the empty sequence . For instance, given the
trace ⟨i1 b1 c1 d1 o1⟩, the past of b1 is ⌊b1⌋ = ⟨i1⟩ and its future is ⌈b1⌉ = ⟨c1 d1 o1⟩.
A trace describes the evolution of an execution of a system by means of its
prefix subsequences and their extensions. Thus, a trace can be represented as a
transition graph where every event is a transition between a pair of execution
4 Generally speaking, an event log is a multiset of traces, however we focus simply
on the ordering of events and disregard the information about the number of times
each trace occurs in the log. Furthermore, we assume that every trace is a complete
execution and the log is noise free.
6states. Formally, a transition graph is the tuple ⟨V, vi,W,E,T ⟩, where V is the
set of states, vi is the initial state, W is the set of final states, E is the set
of events, and T is a transition relation. The next definition suggests how to
construct a transition graph from a trace.
Definition 3 (Transition graph of a trace). Let σ = ⟨e1 e2 . . . en⟩ be a
trace. The transition graph representing σ is defined as ⟨V,∅,{σ̂},E, T ⟩, where
V = {σ̂′ ∣ σ′ ∈ φ(σ)}
E = σ̂
T = {(v, ei, v ⊕ ei) ∣ ei ∈ E ∧ v = ⌊̂ei⌋}
Consider the log L = {⟨i1 b1 c1 d1 o1⟩, ⟨i1 a1 c1 d1 f1 o1⟩, ⟨i1 a1 d1 c1 f1 o1⟩},
the transition graphs representing the traces in L are displayed in Fig. 3.
Observe that different traces can represent interleavings of the same ex-
ecution and thus similar execution states. For instance, the two transi-
tion graphs at the bottom of Fig. 3 can be seen as interleavings of an
execution where c1 and d1 are concurrent, which would imply that the
states {{i1},{i1, a1},{i1, a1, c1, d1},{i1, a1, c1, d1, f1},{i1, a1, c1, d1, f1, o1}} rep-
resent the execution of the same events and thus can be considered as equivalent.
Indeed by treating these states as equivalent, the concurrency relation between
c1 and d1 would appear as a diamond in the transition graph (cf. Fig. 5) denoting
the possible (interleaved) concurrent execution of such events.
∅ {i1} {i1, a1} {i1, a1, c1} {i1, b1, c1, d1} {i1, b1, c1, d1, o1}o1d1c1b1i1
∅ {i1} {i1, a1} {i1, a1, c1} {i1, a1, c1, d1} {i1, a1, c1, d1, f1} {i1, a1, c1, d1, f1, o1}o1f1d1c1a1i1
∅ {i1} {i1, a1} {i1, a1, d1} {i1, a1, d1, c1} {i1, a1, d1, c1, f1} {i1, a1, d1, c1, f1, o1}o1f1c1d1a1i1
Fig. 3: Transition graphs representing three different traces.
We now turn our attention to the definition of an equivalence relation be-
tween states of transition graphs. As hinted previously, the equivalence relation
is used to collapse sets of “similar” states, which can introduce some general-
ization and, by the same token, discover patterns reflecting the concurrent exe-
cution of events. The equivalence relation between states defined in this section
is grounded on the most primitive interpretation of the (interleaved) concurrent
execution of a pair of events. Specifically, staring from an execution state, a pair
of concurrent events can occur in any order and lead to the same execution state.
The latter is the essence of the results presented in [18], where the authors show
that a transition graph-like representation (domain of configurations) can repre-
sent the true-concurrency semantics of a system, where the concurrent execution
of a pair of events is manifested as diamond-like shapes.
The main idea of the equivalence relation presented below is to construct a
transition graph where every state is associated to a unique set of events: the
events that have occurred before the state is reached. Each transition is labeled
by an event and connects a pair of states, such that the set of events in the source
7state is a strict subset of the set of events of the target state. We distinguish
two special types of nodes in a transition graph, a unique initial state ∅, and
at least one final state (state with no outgoing transitions), which represent the
executions of a process.
∅
{i1}
{i1, a1}
{i1, a1, c1}
{i1, a1, c1, d1}
{i1, a1, c1, d1, f1}
{i1, a1, c1, d1, f1, o1}
o1
f1
d1
c1
{i1, a1, d1}
d1
a1
{i1, b1}
{i1, b1, c1}
{i1, b1, c1, d1}
{i1, b1, c1, d1, o1}
o1
d1
c1
b1
i1
c1
Fig. 4: Domain of configurations.
Fig. 4 shows an example of
the type of transition graph that
we seek to extract from a log.
The graph represents two exe-
cutions: {i1, a1, c1, d1, f1, o1} and{i1, b1, c1, d1, o1}. In the graphical
representation, the sets of events
denote states and the events as-
sociated to the transitions are
displayed aside. Note that in the
case of {i1, a1, c1, d1, f1, o1}, there is
a diamond representing the possible
concurrent execution of events c1
and d1 (cf. gray nodes in Fig. 4).
These diamonds define the scopes
where pairs of events are executed
concurrently, and thus give place to a notion of local concurrency relations. The
bottom and top state of a diamond are referred to as start and end of the scope,
and they represent the states where no concurrent event has been executed and
the state where all the concurrent events have taken place, respectively. For
example, in Fig. 4, the states {i1, a1} and {i1, a1, c1, d1} define the start and
end of the scope, respectively, where c1 and d1 are concurrent. Note that the
concurrency relation between c1 and d1 does not hold for the other occurrences
on the right hand side.
The following equivalent relation between states is a variation of the prefix
multiset equivalence presented in [1]. Intuitively, the equivalence relation defined
below deems a pair of states as equivalent if they represent the occurrence of
equivalent events and, either they were executed in the same order (they are
essentially the same activity occurrences) or the same set of events (in the same
order) can occur from both states.
Definition 4 (State equivalence). Given a pair of traces σ and σ′ and
their corresponding transitions graphs G = ⟨V, vi,{σ̂},E, T ⟩ and G′ =⟨V ′, v′i,{σ̂′},E′, T ′⟩, respectively. Let σ1 = σ[1...m] and σ′1 = σ′[1...m] be a pair
of subsequences, such that v = σ̂1 and v′ = σ̂′1 are the corresponding states
in the graphs. The states v, v′ are equivalent — shorthanded as v ≡ v′— if
σ1 ∼set σ′1 and either of the following hold: (i) σ1 = σ′1 = , (ii) σ1 ∼order σ′1, or
(iii) n = ∣σ∣ = ∣σ′∣ ∧ (m = n ∨ σ[m+1,n] ∼order σ′[m+1,n]).
The equivalence class of a state v is defined as ⟨v⟩≡ = {v′ ∣ v ≡ v′}.
The equivalence relation between states gives place to an equivalence rela-
tion between events. Consider a pair of graphs G,G′, and a pair of transitions(v′1, ei, v′′1 ) in G and (v′2, ej , v′′2 ) in G′. Then ei ≡ ej iff v′1 ≡ v′2 and v′′1 ≡ v′′2 .
The equivalence class of an event ei is denoted as ⟨ei⟩≡ = {ej ∣ ei ≡ ej}. For
8instance, consider the two traces at the bottom of Fig. 3, by Definition 4, the
states ∅ are equivalent by rule (i); states representing both {i1} and {i1, a1} are
equivalent by rule (ii); and states representing {i1, a1, c1, d1},{i1, a1, c1, d1, f1}
and {i1, a1, c1, d1, f1, o1} are equivalent by rule (iii). The equivalent events are
those with labels i1, a1, f1 and o1. As pointed out before, the equivalence classes
in the running example produce the transition graph in Fig. 5.
Given an equivalence notion ≡, e.g., the one presented in Def. 4, the con-
struction of a transition graph from an event log is presented next.
Definition 5. Let L be an event log. The transition graph of L is defined as
G = ⟨V, vi,W,E,T ⟩, where
V = {⟨v⟩≡ ∣ v = σ̂′ ∧ σ′ ∈ φ(σ)}
vi = ∅
W = {⟨σ̂⟩≡}
E = {⟨ei⟩≡ ∣ 1 ≤ i ≤ ∣σ∣}
T = {(⟨v1⟩≡, ⟨ei⟩≡, ⟨v2⟩≡) ∣ ∃σ′, σ′′ ∈ φ(σ), e′ ∈ ⟨ei⟩≡ ∶ v1 = σ̂′ ∧ v2 = σ̂′′ ∧
v2 = v1 ∪ {e′}}
for all traces σ in L.
The transition graph representing the event log L ={⟨i1 b1 c1 d1 o1⟩, ⟨i1 a1 c1 d1 f1 o1⟩, ⟨i1 a1 d1 c1 f1 o1⟩} constructed
with the equivalence in Def. 4 is displayed in Fig. 4.
3.2 Discovering scopes of concurrency
Once the transition graph is constructed, the second step consists
of turning an existing global concurrency oracle into a scoped (lo-
cal) one. Specifically, the aim is to discover parts of a transition
graph where concurrency relations between events are likely to hold.
∅
{i1}
{i1, a1}
{i1, a1, c1}
{i1, a1, c1, d1}
{i1, a1, c1, d1, f1}
{i1, a1, c1, d1, f1, o1}
o1
f1
d1
c1
{i1, a1, d1}
d1
a1
i1
c1
Fig. 5: Transition
graph for traces⟨i1 a1 c1 d1 f1 o1⟩,⟨i1 a1 d1 c1 f1 o1⟩
We refer to this parts of the transition graph as scopes
and denote them as S. The approach requires a (global)
concurrency oracle C, which computes a set of relations
from a given set of traces, and a validation function F ∶S × (E × E) → {true, false} that, given a concurrency
relation in a scope, retrieves a boolean value representing
the outcome of the validation.
In a transition graph, a path between a pair of states
v1 and v2, shorthanded as pi(v1, v2), is a sequence of
transitions ⟨(v1, e1, va) (va, e2, vb) . . . (vx, ex, v2)⟩. Note
that pi(v1, v2)∣E is used to refer only to the events in a
path pi(v1, v2) = ⟨(v1, e1, va) (va, e2, vb) . . . (vx, ex, v2)⟩,
i.e., pi(v1, v2)∣E = ⟨e1 e2 . . . ex⟩; while, pi(v1, v2)∣λ(E) =⟨λ(e1) λ(e2) . . . λ(ex)⟩ is used to refer to the event types
in pi. A state vx is in pi(v1, v2), denoted as vx ∈ pi(v1, v2),
if there is a transition (vi, ek, vj) in pi(v1, v2), such that
vx = vi or vx = vj . The set of all distinct paths from
v1 to v2 is represented as Π(v1, v2), while the dis-
tinct sequences of events and event types induced by such paths are denoted
9by Π(v1, v2)∣E and Π(v1, v2)∣λ(E), respectively. By the abuse of notation, let
ex ∈ Π(v1, v2) denote the existence of a path between v1 and v2 that includes
ex and, similarly for transitions, let (va, ei, vb) ∈ Π(v1, v2) denote the existence
of a path including the transition (va, ei, vb). Then, a scope S is a pair of start
vs and end ve states, such that there is at least one path from vs to ve in the
graph, i.e., ∣Π(vs, ve)∣ > 1.
Given a scope S, first we compute the paths in the scope and give them
as input to the global concurrency oracle C. Then, the concurrency relations
retrieved by C are evaluated by the function F ; such that only those evaluated
to true are set as valid in S. If a concurrency relation between a pair of events(e1, e2) holds within a scope S, i.e., is asserted by the validation function, thenS is called a concurrency scope for (e1, e2).
Definition 6 (Concurrency scope). Let G = ⟨V, i,W,E,T ⟩ be a transition
graph, λ ∶ E → Λ be a labelling function, C be a concurrency oracle, and F be a
validation function. A concurrency scope S is the tuple ⟨vs, ve, (e1, e2)⟩, where
vs ∈ E is the start state, ve ∈ E is the end state and (e1, e2) ∈ E × E is a pair
of events, such that (λ(e1), λ(e2)) ∈ C(Π(vs, ve)∣λ(E)), e1, e2 ∈ Π(vs, ve) andF(S, (λ(e1), λ(e2))) = true.
Intuitively, a concurrency scope for a pair of events (e1, e2) is valid if their
types are deemed concurrent by the global concurrency oracle, they appear at
least in one path in the scope, and the validation function asserts such relation.
We turn our attention to the computations of the scopes where we rely on
well known concepts of graph theory, dominator and post-dominator relations.
Intuitively, in any directed graph, a vertex a is the dominator of a vertex b if
every path from i to b contains a. For directed graphs with a final vertex f ,
we say that a vertex z is the post-dominator of a vertex y if all paths from y
to f contain z. Both, dominator and post-dominator relations are reflexive and
transitive, and their transitive reduction are rooted trees referred to as dominator
tree Tdom and post-dominator tree Tpost, respectively.
As shown in the example displayed in Figure 4, the concurrency relations
between a pair of events can hold only in certain executions. Thus, our approach
will decompose a transition graph with many final states (each of them repre-
senting an execution) into subgraphs from the initial state ∅ to each of the final
states, and then compute the concurrency scopes for each of those subgraphs.
The algorithm for the computation of the concurrency scopes is displayed
in Algorithm 1. The algorithm receives as input a transition graph, a global
concurrency oracle and the validation function. Then it starts by iterating over
the subgraphs G′ from the initial state to one of the final states v in G (Line 3).
For each subgraph G′, the dominator and post-dominator tree are constructed
(Lines 4 and 5). In a postorder manner in the dominator tree, the start of a
scope is selected ve (Line 6), while the end of the scope is the parent of ve in
the post-dominator tree (Line 8). In Line 10, each of the concurrency relations
retrieved by the local concurrency oracle is checked in the scope (vs, ve). If the
validation function asserts the concurrency relation between a pair of event types(a, b) in a scope (vs, ve), then it is added as a concurrency scope associated to
a final state v (Line 19). The algorithm considers two operations for expanding
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a concurrency scope whenever a concurrency relation holds (Line 20-22), or
restricting the scope when the validation function fails and smaller concurrency
scopes could be detected (Line 25-28). The output of the algorithm is a set of
tuples (v,S), where v is a set of events representing a final state, and S is a
concurrency scope. Observe that a single final state v can be associated to many
concurrency scopes. Thus, given an event log, the concurrency scopes for a trace
σ are those in {(σ̂,S)}.
Next, we present an example of a concurrency oracle and a validation function
that could be plugged into the algorithm.
Algorithm 1: Computing concurrency scopes
1 Algorithm
Input: Transition graph G = ⟨V,∅,W,E,T ⟩, global concurrency oracle C
and validation function F .
Output: Concurrency scopesO = {(v,S) ∣ S is a concurrency scope, and v ∈W}
2 O ← ∅
3 for G′ = ⟨V ′,∅, v,E′, T ′⟩ such that v ∈W do
4 Tdom ← dominator tree of G′
5 Tpost ← post-dominator of G′
6 for vs in Tdom in postorder do
7 if vs ≠ v and vs has a parent in Tpost then
8 ve ← parent of vs in Tpost
9 foreach (a, b) ∈ C(Π(vs, ve)∣λ(E)) do
10 computeScope(v, (vs, ve), (a, b))
11 end
12 end
13 end
14 end
15 return O
16 Procedure computeScope(v, (vs, ve), (a, b))
17 if F((vs, ve), (a, b)) then
18 O ∪ {(v,S)}, such that
19 S = ⟨vs, ve, (ai, bj)⟩ and ai, bj ∈Π(vs, ve)▷ Add as concurrency oracle
20 if ve has a parent in Tpost then
21 ve ← parent of ve in Tpost ▷ Expand
22 computeScope((vs, ve), (a, b))
23 end
24 else
25 if ve has a child in Tpost then
26 ve ← child of ve in Tpost such that (vs, ve) is a scope ▷ Restrict
27 computeScope((vs, ve), (a, b))
28 end
29 end
Global (baseline) concurrency For the computation of the concurrency re-
lations between pairs of events, we rely on existing concurrency oracles, e.g. [2,
17, 4], and assume that no two events with the same label can be executed con-
currently. As a baseline we use the behavioral relations introduced in [2] for the
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computation of concurrency relations, herein referred to as α concurrency. Intu-
itively, a pair of labels a, b are concurrent if a is sometimes observed immediately
after b and vice-versa. The definition of α concurrency is given next.
Definition 7 (α concurrency [2]). Let σ be an event trace. A pair of tasks
with labels a, b ∈ L are said to be in α directly precedes relation, denoted a ≺ b,
iff there exists a trace σ = ⟨e1 e2 . . . en⟩ in L, such that a = λ(ei) and b = λ(ei+1),
1 ≤ i ≤ n. A pair of tasks a, b are α concurrent, denoted a ∥ b, iff a ≺ b ∧ b ≺ a.
Oftentimes the concurrency relations computed by the a concurrency oracle,
and in particular by the α concurrency, can be spurious. For instance, consider
the trace ⟨a1 b1 c1 d1 b2 a2⟩, where the α concurrency would deem events with
labels a, b as concurrent. Thus, the validation function is used to refine the results
of the concurrency oracle and filter out spurious concurrency relations.
Validation of concurrency relations As an example, we define a validation
function based on the proportion of events deemed as concurrent that can be
executed from the same states in the scope.
Definition 8 (Validation function). Let co(a, b)∣(vs,ve) = {v ∈
Π(vs, ve) ∣ (v, ai, v′), (v, bj , v′′) ∈ Π(vs, ve)} be the set of states within the
paths Π(vs, ve) where events with labels a and b can occur. Additionally, let
#(a) = {(v, ai, v′) ∈ Π(vs, ve)} be the set of transitions associated to the
occurrence of an event with label a in Π(vs, ve). Then, the occurrence of a, b
w.r.t. to a is f(a) = ∣co(a,b)∣(vs,ve)∣∣#(a)∣ and, similarly w.r.t. b, f(b) = ∣co(a,b)∣(vs,ve)∣∣#(b)∣ .
The event types a, b are concurrent in (vs, ve) iff 1. f(a) > tOccurrence,
2. f(b) > tOccurrence, and 3. abs(f(a)− f(b)) < tBalance, for some thresholds
tOccurrence and tBalance.
Intuitively, the validation function checks that the number of events with
labels a, b can often be executed from the same state w.r.t. to their total number
of occurrences (i.e., the proportion is higher than a given threshold tOccurrence)
and that the proportions between those events are similar enough (i.e., not bigger
than tBalance).
The next section presents the evaluation with a set of synthetic logs and uses
the concurrency oracle and validation function presented above.
Complexity analysis The worst-case time complexity of our algorithm is dom-
inated by the complexity of constructing the transition graph out of an event log,
and the complexity of computing the scopes and the traces within them. The
complexity of these steps is polynomial. Given a log with n number of events, the
construction of the transition graph is done in O(n(n+1)
2
). This is because for ev-
ery event ei in the log, 1 ≤ i ≤ n, it is necessary to spot the state in the transition
graph that reflects the execution of ei w.r.t. to the given equivalence relation.
If there is no equivalent state then a new state is added. Thus, the number of
comparison operations for finding equivalent states increases, at most, together
with the number of events analysed.
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The case for the computation of the scopes and the traces within a scope is as
follows. Given a transition graph with V states, T transitions and a unique final
state, the computation of the dominator and post-dominator trees can be done
in O((∣T ∣+∣V ∣)log(∣T ∣+∣V ∣)) with the Lengauer-Tarjan algorithm. Independently
of the traversals of the dominator and post-dominator trees, there are at most∣V ∣2 scopes (all possible combinations of start-end states). Then, given a scopeS with E′ events and V ′ states, there can be up to a factorial number of paths
(i.e., all interleavings of the concurrent execution of the events E′) in S. However,
using dynamic programming techniques and given that the transition graphs are
directed and acyclic, the computation of the paths can be done in O(∣V ′∣+ ∣T ′∣),
where T ′ is the number of transitions in the scope.
4 Evaluation with synthetic logs
We implemented our local concurrency oracle in a Java tool called ProLoCon5
and used this tool to evaluate the approach’s accuracy and time performance.
The tool takes as input an event log in MXML or XES format, a concurrency
oracle (currently the α oracle [2] and the oracle in [17] are supported), as well as
the values of the thresholds tOccurrence and tBalance for the validation function.
4.1 Datasets generation
In order to evaluate the accuracy of our approach, we defined a gold standard
by generating a set of synthetic process models capturing a wide combination
of control-flow constructs. These single-entry single-exist (SESE) models were
obtained by randomly composing the following SESE fragments: AND, XOR,
Loops, Sequences and Z-blocks (see Figure 6 for the BPMN notation of each
fragment). The models were generated as trees of height two, where every leaf
is an activity and every internal node is a fragment either containing nested
fragments or atomic activities. The leaves of the trees are activities randomly
chosen and duplicate activities are allowed as long as they do not introduce
auto-concurrency, i.e., pairs of activities with the same label cannot belong to
the same parallel block. This led to a total of 82 models, ranging from a minimum
size of 10 nodes to a maximum size of 20 nodes (avg. = 15.5 nodes). Out of these
models, ten are cyclic and all include at least one pair of concurrent events.
patterns
Block 1
Block 2
Block 1
Block 2
Block 1
Block 2
Block 3
Block 4
Block 1 Block 2
(a) AND
patterns
Block 1
Block 2
Block 1
Block 2
Block 1
Block 2
Block 3
Block 4
Block 1 Block 2
(b) XOR
patterns
Block 1
Block 2
Block 1
Block 2
Block 1
Block 2
Block 3
Block 4
Block 1 Block 2Block 1
(c) Loop
patterns
Block 1
Block 2
Block 1
Block 2
Block 1
Block 2
Block 3
Block 4
Block 1 Block 2
(d) Sequence
patterns
Block 1
Block 2
Block 1
Block 2
Block 1
Block 2
Block 3
Block 4
Block 1 Block 2
(e) Z block
Fig. 6: Fragments used for the generation of synthetic process models.
5 Available at http://apromore.org/platform/tools
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For generating the logs from these synthetic models we used the ProM plugin
Generate Event Log from Petri Net [20].6 The obtained logs vary from a mini-
mum of 4 to a maximum of 300 traces (avg. = 24 traces), with a total number
of events ranging from 24 to 2,400 (avg. = 173 events).
4.2 Setup
Using the synthetic models as a gold standard, we computed the F-score between
the concurrency relations identified in the log and those extracted from the
respective model, for each model-log pair in our dataset. To do so, we relied on
an existing technique [9] for the comparison of Prime Event Structures (PESs).
The evaluation framework used in this paper is shown in Fig. 7.
Fig. 7: Evaluation framework.
PESs [18] have been suggested as
a suitable formalism for a unified be-
havioral representation of a log and a
process model in the context of pro-
cess mining [8]. Intuitively, a PES is
a model of concurrency describing the
behavior of a system by means of
events and three different binary re-
lations between them, namely concur-
rency, conflict and causality. The exe-
cution semantics of a PES is described
by means of configurations, sets of
events capturing the execution states,
and extensions, events that can occur
at a given configuration. Then, if two events are concurrent, they are extensions
of at least one configuration.
To construct the PES from the model and that from the log, we used the
method proposed in [9]. This method extends the classical notion of PES [18] to
represent the behavior of both acyclic and cyclic process models, as well as the
behavior encoded in a log. In the latter case, it requires as input any concurrency
oracle for transforming the traces in the log into partial ordered sets of events
which are then used to build the PES.
According to [9], given a pair of PESs Plog, Pmodel from a log and a model,
respectively, a pair of configurations s1 of Plog and s2 of Pmodel are equivalent if
they represent the occurrence of equivalent events. Then, let TP (true positives)
be the set of equivalent configurations s1, s2 where for any pair of concurrent
events ai, bj which are extensions of s1 in Plog, there is a pair of concurrent
events ak, bl extending s2 in Pmodel, such that ak ∼ ai and bj ∼ bl. Let FP
(false positives) be the set of equivalent configurations s1, s2, where there is a
pair of concurrent events ai, bj that are extensions of s1 in Plog and for which
there is no equivalent (concurrent) events extending s2. Finally, let FN (false
negatives) be the set of equivalent configurations s1, s2, such that there is a
6 Parameters of the simulation: complete generation; min./max. traces to add for each
generated sequence: 1; max. times marking seen: 2; only include traces that reach
end state; only include traces without remaining tokens.
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pair of concurrent events ak, bl extending s2 in Pmodel and for which there is no
equivalent (concurrent) events extending s1.
Having defined the sets of true positives, false positives and false negatives,
we can compute Precision and Recall, and in turn the F-score.
4.3 Results
Before measuring the accuracy of our approach, we did a sensitivity test on the
thresholds tOccurrence and tBalance. Figure 8.a shows how the F-score varies
according to different combinations of tOccurrence and tBalance. We observe
that the F-score plateaus at a value of 0.977 with tOccurrence=0.4 and tBal-
ance=0.2. The same result was obtained with a tOccurrence=0.5. In the case of
a tOccurrence grater than 0.5, the validation function resulted too strict and no
concurrency relation could be detected, leading to a very low F-score. Hence, we
selected tOccurrence=0.4 and tBalance=0.2 for our accuracy evaluation.tBalance
tBalance
tBalance
0.86
0.88
0.9
0.92
0.94
0.96
0.98
1
0 0.2 0.4 0.6 0.8 1
F-score
0.2 0.3 0.4
tBalance
tOccurrence
0.972560976 0.987804879
0.7
0.75
0.8
0.85
0.9
0.95
Precision Recall F-score
Alpha	concurrency	oracle
Accuracy
Global Local
Fig. 8: (a) Sensitivity test for the parameters tOccurrence and tBalance. (b)
Average precision, recall and F-score of our oracle against the α oracle.
The other parameters used for the evaluation are the state equivalence of
Definition 4, and the α concurrency as the global baseline concurrency oracle
(Def. 7). We also used the technique in [17] as a global baseline oracle. However,
the concurrency relations identified were exactly the same as those retrieved by
the α concurrency.
Figure 8.b reports the average results of the accuracy evaluation across all 82
model-log pairs. The bar diagram shows a sensible increment in F-score (from
0.82 to 0.92), mostly determined by the increase in precision when using our
local concurrency oracle instead of the global one (from 0.78 to 0.92). The lower
precision of the α oracle is due to its over-generalization, given that local con-
currency relations are identified as global relations. The lower recall of the α
oracle is due to the assumption that the log is complete w.r.t. the direct follows
relation, meaning that all possible such relations are expected to be present in
the log, for the oracle to accurately detect the α-relations. However, this assump-
tion hardly holds in real-life datasets, hence we did not enforce log completeness
when generating the logs for our experiments.
There were two problematic constructs where the local concurrency or-
acle failed to accurately determine the scope of a pair of concurrency re-
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lations. One construct is when there are two AND blocks containing the
same tasks and following each other (it includes the sequence of a pair of
a AND blocks and an AND block inside a loop). For example, given a log{⟨a b a b⟩, ⟨b a a b⟩, ⟨a b a b⟩, ⟨a b b a⟩}, the local concurrency oracle identi-
fies as concurrent every pair of a and b from the beginning to the end of every
trace, and thus fails to identify that the second occurrence of a and b depends
on the first occurrence. The other problematic construct is a sequence of a loop
of an activity a, followed by a concurrent block of activities a and b. In this
case, the concurrency oracle identifies the event in the loop as concurrent with
b. These cases are however also misclassified by the global baseline oracle.
Global (ms) Local (ms)
Max 0.788 172.064
Min 0.006 0.392
Avg 0.060 6.867
Table 1: Execution times
of our oracle against the α
oracle.
Table 1 reports the statistics on the execution
time (in milliseconds) for the computation of the
concurrency relations using the global α oracle and
its local counterpart. Even though the execution
times for the computation of our local concurrency
oracle are sensibly higher than those of the global
one, the overall time taken is still quite low, in the
order of milliseconds (average of 6.9 ms). These per-
formance measurements indicate the suitability of
our approach also in the context of real-time pro-
cess mining applications, such as concept drift detection [14] or discovery [3]
from live data streams.
5 Evaluation with real life logs
As a second experiment, we evaluated the effects of using a local vs. global con-
currency oracle on the generalization of the process behavior captured in the
event log. For this we used three real-life logs. The first log is that distributed
with the BPI Challenge (BPIC) 2012; it captures executions of a personal loan
origination process at a Dutch financial institute.7 The second log captures ex-
ecutions of an IT service desk process at an Italian IT Vendor, for handling
both service requests and incidents. The third log captures executions of a busi-
ness process for plan lodgement and document registration in two Australian
states, as recorded by a land development company, whose model is depicted in
Figure 1. The characteristics of these logs are reported in Table 2.
Log Events Event Traces Distinct Avg Conc. relations
types traces trace length TG TL FC cog
BPIC 2012 262,200 23 13,087 4,336 42 0 44 35 1
IT Vendor 75,353 9 12,720 1,026 13 0 8 1 1
Land dev. 18,240 14 1,440 36 12.6 5 1 1 0.28
Table 2: Statistics on real-life logs and their concurrency relations.
To measure the effects of generalization, we first transformed each trace of
each real-life log into a partial order run using both our local oracle and the α
global oracle. Next, we measured the number of true global (TG) concurrency
7 doi:10.4121/uuid:3926db30-f712-4394-aebc-75976070e91f.
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relations, i.e. those relations that were identified by the global oracle, for which
our oracle also found a global scope; the number of true local (TL) relations
(or false global), i.e. those relations that were identified by the global oracle, for
which our oracle found a local scope; and the number of false concurrent (FC )
relations, i.e. those pairs of events which the global oracle identified as being
concurrent, but were not found to be concurrent at all by our local oracle. As
an example, with reference to Fig. 1, the concurrency relation between “Update
register” and “Update DCDB” is an example of false concurrency, since these two
event types are actually never concurrent, while the concurrency relation between
“Approve plan” and “Update register” is an example of true local concurrency.
Submitted
Partly submitted
Pre-accepted
Accepted
FinalizedSelected
Created
Sent
Completeren
aanvraag
Sent back
Valideren
aanvraag
ApprovedAcceptedActivatedRegistered
Nabellen
offertes
Nabellen
offertes
Nabellen
offertes
(a)
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FinalizedSelected
Created
Sent
Completeren aanvraag
Nabellen offertes
Nabellen offertes
Sent back
Nabellen offertes
ApprovedAcceptedActivatedRegistered
Valideren aanvraag
(b)
Fig. 9: BPIC 2012 log: partial order runs derived from the same trace using the
α global (a) and our local oracle (b).
Using these measures, we then computed the concurrency over-generalization
ratio as the ratio between the number of false global and false concurrent rela-
tions, and the total number of concurrency relations found by the global oracle,
i.e. cog = TL+FCTG+TL+FC . In essence, this formula measures how much the global
oracle over-generalizes the behavior captured in the log, either by identifying a
local concurrency relation as being global, or by identifying a pair of events as
being (globally) concurrent when they are not. The results are reported in the
second part of Table 2.
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As we can observe, the global oracle has a concurrency over-generalization
ratio ranging od 28% in the land development log, and 100% in the other two
logs. The high value obtained in the BPIC and IT Vendor log suggests that
many such concurrent relations are indeed authentically local. This observation
is supported by the average number of repeated events per trace in these two
logs, which is 4.4 in the BPIC log and 4.3 in the IT Vendor log. However, some
of these local relations may actually be due to the incompleteness of the log.
In this case, the validation function of our oracle may turn out to be too strict
because not all the interleavings of a given concurrency relation are captured in
the log, leading to a reduced scope of the relation, hence to local concurrency.
Figure 9 shows an example of a trace extracted from the BPIC 2012 log,
that resulted in two non-isomorphic partial order runs, after relaxing the order
relations of the events in the trace according to the global and local oracles. The
tasks “Completeren aanvraag” and “Nabellen offertes” appear in 4,038 traces;
however, “Completeren aanvraag” occurs before “Nabellen offertes” in 4,036,
whereas “Nabellen offertes” occurs before “Completeren aanvraag” only in two
traces. In this case, our oracle treats these two events as non-concurrent in the
scope of this example, while the global oracle over-generalizes.
6 Conclusion and future work
This paper presented an approach to turn any algorithm for constructing a global
concurrency oracle from an event log into one that constructs local oracles. By
scoping the concurrency to a set of states in a transition system constructed
from the event log, the approach effectively increases the accuracy of the de-
tected set of concurrency relations, while reducing the generalization of the pro-
cess behavior captured in the log. Experimental results have put into evidence
this increased accuracy and reduced generalization, in the context of extracting
partially ordered runs from an event log.
The proposed approach has three key parameters that allow users to config-
ure it to specific application scenarios: the method for constructing the transition
system from the event log, the baseline global concurrency oracle, and a vali-
dation function to assess the relative goodness of a given concurrency relation
scope.
The experimental evaluation shows that there is room for improvement in the
proposed method, particularly the local concurrency oracle fails to find accurate
scopes in cases where two blocks of concurrency — including the same event
types — precede each other, which leads to detecting bigger scopes than the
actual, and when loops and concurrency blocks with common event types precede
each other, in which case the event in the loop is detected as concurrent with the
event types of the concurrent block. A more extensive evaluation with further
concurrency oracles and other parameters for constructing the transition system
could lead to more robust variants of the method. We also plan to extend existing
techniques for automated process discovery, conformance checking and log delta
analysis, to handle local concurrency relations.
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