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ON CUBIC TORSORS, BIEXTENSIONS AND SEVERI-BRAUER
VARIETIES OVER ABELIAN VARIETIES
NATHAN GRIEVE
Abstract. We study the homogeneous irreducible Severi-Brauer varieties over an Abelian
variety A. Such objects were classified by Brion, [4]. Here we interpret that result within the
context of cubical structures and biextensions for certain Gm-torsors over finite subgroups
of A. Our results can be seen as an instance of the theory developed by Breen, [3], and
Moret-Bailly, [10].
1. Introduction
1.1. Let A be an Abelian variety, over an algebraically closed field k, and let
Br(A) := H2et(A,Gm)
be its cohomological Brauer group. Fix a positive integer r with gcd(r, chark) = 1. Our
purpose here is to study Br(A)[r], the r-torsion subgroup of Br(A).
1.2. One starting point to what we do here is work of Brion, [4], building on previous
work of Atiyah, [1], Mukai, [11], and others. For precise statements, as in [4], we say that
a Pr−1-bundle, or equivalently a rank r Severi-Brauer variety, over A is homogeneous if it is
invariant under pullback by all translations of elements of A. Furthermore, a homogeneous
P
r−1-bundle is irreducible if it contains no nontrivial (proper) homogeneous subbundle.
1.3. The following result was observed by Brion.
Theorem 1.1 ([4, page 2497]). Each class in Br(A)[r] may be represented by a homogeneous
irreducible Pr−1-bundle.
1.4. In the present article, we study cubical structures on Gm-torsors over subgroups K ⊆
A[r], of the group of r-torsion points of A. We require that #K = r2. Our result identifies
a class of such cubic torsors which correspond to the homogeneous irreducible Pr−1-bundles
over A. We say that such cubic torsors are nondegenerate. We refer to Definition 5.3 for
precise details. Using this terminology, our main conceptual result is:
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Theorem 1.2. Each class in Br(A)[r] may be represented by a nondegenerate cubic torsor
over some subgroup K ⊆ A[r] with #K = r2.
1.5. One step in our proof of Theorem 1.2 involves a reformulation of the basic structure
theorems, for homogeneous projective bundles over A, which were obtained by Brion in [4].
For example, we note here:
Theorem 1.3 ([4, Special case of Theorem 2.1]). The homogeneous irreducible Pr−1-bundles
over A have the form
P = A×K Pr−1,
for K ⊆ A[r] a subgroup with #K = r2 and where K acts on Pr−1 via an irreducible faithful
representation
ρ : K→ PGLr .
1.6. The other aspect to our proof of Theorem 1.3 involves the weight 1 representations of
nondegenerate theta groups, [12], [10]. The class of Severi-Brauer varieties that we consider
here are well studied. Very precise results about their structure is known by work of Brion,
[4]. That work is also a natural extension to previous work of Mumford [15], Mukai [11],
Atiyah [1], and others.
1.7. One feature of the present article is to relate the conceptual framework of [3], [10]
to the classification type results given in [4]. In doing so, we obtain a sort of categorical
description of Br(A)[r]. The fact that the Theorem of the Cube is related to the Brauer
group is well-known, [7]. We refer to the important work [18] as a starting point to the study
of Brauer groups of Abelian varieties over non-algebraically closed fields. We also mention
that the very interesting work [17] may also provide additional impetus for further research
in the direction that we pursue here.
1.8. Finally, we mention that our main result is Theorem 6.1. That theorem interprets the
homogeneous irreducible Pr−1-bundles over A in terms of the works [3] and [10]. We also use
Theorem 6.1, in conjunction with Theorem 1.1, to prove Theorem 1.2. Both of these results,
Theorem 6.1 and Theorem 1.2, together with Theorem 1.1, which is due to Brion, have not,
at present, been adequately discussed in the literature.
1.9. Notations and other conventions. We consider Abelian varieties over a fixed
algebraically closed field k. Unless explicitly stated otherwise, we fix a positive integer r and
assume that gcd(r, chark) = 1. When no confusion is likely, we fail to distinguish between
the concepts of Gm-torsors, (total spaces of) line bundles and invertible sheaves. Finally,
by a Pr−1-bundle over A, we mean a proper flat morphism P → A with fibers at all closed
points, x ∈ A, projective space Pr−1.
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2. Cyclic Azumaya algebras and the Brauer group of an Abelian variety
2.1. In this section, we provide information about Br(A)[r], for gcd(chark, r) = 1, the
r-torsion part of Br(A), the Brauer group of A. The main point is to state Theorem 2.4,
which, among other things, says that the group Br(A)[r] is generated by the Hilbert symbols
{α, β}r. Equivalently, Br(A)[r] is generated by the classes of A(α, β), the cyclic algebras
determined by r-torsion line bundles α and β on A. What we describe here is mostly based
on [2] and [8].
2.2. Fix ζ , a primitive rth root of unity and a pair of rigidified r-torsion line bundles (α, β)
on A. The cyclic algebra determined by (α, β) is given by:
(2.1) A(α, β) :=
⊕
06i,j6r−1
α⊗i ⊗ β⊗j.
In (2.1), the algebra structure depends on ζ and is determined by:
α⊗i ⊗ β⊗j ⊗ α⊗k ⊗ β⊗ℓ
ζjk
−−→ α⊗i ⊗ α⊗k ⊗ β⊗j ⊗ β⊗ℓ → α⊗n ⊗ β⊗s;
note that
i+ k ≡ n mod r and j + ℓ ≡ s mod r,
for 0 6 n, s 6 r − 1.
2.3. The affine local structure of A(α, β) is described by fixing affine open subsets U ⊆ A
which trivialize α and β. In particular:
α|U
∼
−→ OUeα
∼
−→ OU = OA|U
and
β|U
∼
−→ OUeβ
∼
−→ OU = OA|U .
Here eα and eβ are local generators for α|U and β|U respectively. Let
φ : OA
∼
−→ α⊗r
and
ψ : OA
∼
−→ β⊗r
denote the fixed rigidifications of α⊗r and β⊗r. There exists units a, b ∈ Γ(U,OU) with the
properties that:
a · φ(1)|U = e
⊗r
α
and
b · ψ(1)|U = e
⊗r
β .
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The main point is then that A(α, β)|U is isomorphic, as an OU -algebra, to the OU -algebra
which is generated by the elements eα and eβ subject to the relations that:
erα = a, e
r
β = b and eα · eβ = ζeβ · eα.
Note that A(α, β) is an Azumaya algebra of rank r2 over A. In Section 4, we offer a more
detailed discussion about Azumaya algebras.
2.4. As in [8], we consider a concept of Hilbert symbol for a pair of r-torsion line bundles
on A.
Definition 2.1 ([8]). Let {α, β}r denote the class of A(α, β) in
Br(A)[r] = H2et(A,Gm)[r].
We say that {α, β}r is the Hilbert symbol of α and β.
The vanishing of such Hilbert symbols {α, β}r detects when the cyclic algebra A(α, β) has
trivial class in the Brauer group. We make that remark explicit in:
Proposition 2.2 ([8]). Let (α, β) be a fixed pair of rigidified r-torsion line bundles on A.
The following two assertions are equivalent.
(i) The cyclic algebra A(α, β) has the form A(α, β) ≃ End(E), for some vector bundle E
on A.
(ii) The Hilbert symbol {α, β}r determined by (α, β) is trivial:
{α, β}r = 0.
Proof. This can be checked locally as noted in [8, Proposition 1.5]. 
By analogy with the Hilbert tame symbols that arise in the Milnor K-theory of fields, [5,
Chapter 7], the Hilbert symbols in the sense of Definition 2.1 exhibit the following properties.
Proposition 2.3 ([8]). Let α, β and γ be a collection of rigidified r-torsion line bundles on
A. The following properties hold true:
(i) {α⊗ β, γ}r = {α, γ}r + {β, γ}r;
(ii) {α, β ⊗ γ}r = {α, β}r + {α, γ}r; and
(iii) {α, β}r + {β, α}r = 0.
Proof. This can also be checked locally via a cup-product calculation, [8, Corollary 2.6]. 
2.5. Let µr denote the multiplicative group of rth roots of unity. The structure of r-torsion
in the Brauer group of A is well known and is described in:
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Theorem 2.4 ([8] or [2]). Let A be an Abelian variety over an algebraically closed field k
and fix a positive integer r which is prime to the characteristic of k. In this context, the
r-torsion part of the Brauer group Br(A) is generated by the Hilbert symbols. Furthermore,
the group Br(A)[r] sits in an exact sequence:
0→ Pic(A)/rPic(A)→ H2et(A, µr) = Hom
(
2∧
A[r], µr
)
→ Br(A)[r]→ 0.
Proof. The key point is that this exact sequence is induced by the Kummer sequence
1→ µr → Gm → Gm → 1.
We refer to [8, Proposition 5.3], [2] or [4, Remark 3.13] for a more detailed discussion. 
2.6. One consequence of Proposition 2.4 is:
Corollary 2.5 ([8]). Let g be the dimension of A and ρ the Picard number of A. In this
context, the r-torsion part of Br(A)[r] is a free Z/rZ-module of rank
(
2g
2
)
− ρ.
Proof. See for example [8, Corollary 5.4]. 
3. Nondegenerate theta groups and the Schro¨dinger Representations
3.1. In this section, for later use, we discuss the weight 1 representation theory of nonde-
generate theta groups. What we describe is a special case of the general theory given in [10,
Chapter 5]. This portion of [10] also generalizes previous work of Mumford, [12, Section 1],
[13, Section 6].
3.2. Throughout this section, unless explicitly stated otherwise, we do not tacitly assume
that our fixed integer r is relatively prime to chark. Indeed, here we also include a general
discussion of the lesser known case that gcd(r, chark) 6= 1.
3.3. Fixing a base scheme S, let p : K→ S be finite commutative group scheme, locally free
of rank r2, and fix a nondegenerate theta group over K:
(3.1) 1→ Gm → G→ K→ 1.
Equivalently, (3.1) is a central extension and the alternating form:
(3.2) e : K×K→ Gm,
which is induced by the commutator of G, is a perfect pairing.
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3.4. LetM be a G-module. Restricting the G-action to Gm, yields the weight decomposition
of M :
(3.3) M =
⊕
i∈Z
M (i).
In (3.3), M (i) is the largest submodule of M where Gm acts by the character λ 7→ λ
i. The
G-module M is said to be of weight i ∈ Z in case that M = M (i).
3.5. Fix a line bundle L on K so that:
G = IsomOK−mod(OK,L).
Put:
A(i)(G) = p∗(L
⊗−i)
and consider the natural action of G on its coordinate ring:
(3.4) A(G) =
⊕
i∈Z
A(i)(G).
Note that each A(i)(G) is a locally free OS-module of rank r
2.
3.6. The natural action of G×G on A(G) respects the decomposition (3.4). Let E(1) be the
(G×G)-module determined by A(1)(G) and E
(1)
+ , respectively E
(1)
− , the G-module obtained
by restricting to {1} ×G, respectively G× {1}, the action of G×G on E(1). Then E
(1)
+ has
weight 1 whereas E
(1)
− has weight −1.
Lemma 3.1. In the above notation, E(1) is an irreducible G×G-module.
Proof. This is a special case of [10, Lemma 2.3, page 111]. 
3.7. Let Rep1(G) be the Abelian category of weight 1-representations. Fix V ∈ Rep1(G)
and suppose that V is locally free of rank r as an OS-module. In this context, there exists
a natural homomorphism:
(3.5) V ⊗OS V
∨ → A(1)(G) = E(1)
which is defined by:
v ⊗ v∨ ∈ V ⊗ V ∨ 7→ g 7→ 〈gv, v∨〉.
This is a G×G morphism with G× {1} acting by the given G-representation and {1} ×G
acting by the natural dual action.
3.8. The weight 1 representation theory of G is described as follows.
Theorem 3.2 ([10]). The following assertions hold true.
(i) The natural homomorphism (3.5) is an isomorphism.
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(ii) If M is a G-module with weight 1, then the natural G-morphism:
V ⊗ HomG(V,M)
triv →M
defined by:
v ⊗ u 7→ u(v)
is an isomorphism.
(iii) If N is a quasi-coherent OS-module, then the natural G-morphism:
N 7→ HomG(V, V ⊗N
triv)
defined by
x 7→ (v 7→ v ⊗ x)
is an isomorphism.
Proof. This is a special case of [10, Theorem 2.4.2, page 112]. 
3.9. The regular weight 1, or Schro¨dinger Representations of G are determined by level and
Lagrangian subgroups.
Definition 3.3. A level subgroup of G is a subgroup scheme H ⊆ G, finite locally free over
S and such that H
⋂
Gm = {1}. A level subgroup is Lagrangian in case that it has rank r
over S.
3.10. The Schro¨dinger Representations are constructed as follows.
Proposition 3.4. Let H ⊆ G be a level subgroup scheme of rank r′ and put:
V =
(
E
(1)
−
)H
=
(
E(1)
){1}×H
.
Then V is a G-submodule of E
(1)
+ , locally free of rank r
2/r′ as a OS-module. In particular,
if H is Lagrangian, then V is locally free of rank r.
Proof. This is a special case of [10, Proposition 2.5.2, page 115]. 
3.11. Remark. When S = Speck and gcd(r, chark) = 1, Lagrangian subgroups exist, [12].
Further, in this context, the nature of higher weight representations of the nondegenerate
theta groups is determined in [6].
8 NATHAN GRIEVE
4. Equivalent descriptions of Azumaya algebras and Severi-Brauer
Varieties
4.1. There are many equivalent descriptions of Azumaya algebras over A. To begin with, by
an Azumaya algebra over A, we mean an OA-algebra A which is a coherent OA-module and
which has the property that its stalk Ax at all closed points x ∈ A is an Azumaya algebra
over the local ring OA,x. In particular, Ax is Azumaya over OA,x for all points x ∈ A.
Especially, A is a locally free OA-module of finite square rank. Equivalently:
(i) the algebra A is a locally free OA-module and
A|x := Ax ⊗ κ(x)
is a central simple κ(x)-algebra for each x ∈ A;
(ii) the algebra A is a locally free OA-module and the canonical homomorphism:
A⊗OA A
◦ → EndOA(A)
is an isomorphism; and
(iii) there exists a covering {Ui → A}i∈I for the e´tale topology on A so that for each i,
there exists ri with the property that:
A⊗OA OUi ≃Mri(OUi),
see for example [9, Chapter IV].
4.2. Recall that the pointed cohomology set H1et(A,PGLr) classifies isomorphism classes of
rank r2 Azumaya algebras over A. Equivalently, H1et(A,PGLr) classifies PGLr-torsors over
A. The class of such an Azumaya algebra in
Br(A) = H2et(A,Gm)
is obtained via the boundary morphism:
∂ : H1et(A,PGLr)→ Br(A)
which is induced by the exact sequence
1→ Gm → GLr → PGLr → 1
of e´tale sheaves of groups.
4.3. Our main focus here is the study of homogeneous Severi-Brauer varieties over A. With
this in mind, let
τx : A→ A
denote translation by x ∈ A in the group law. As in [4], we say that a Pr−1-bundle, or
Severi-Brauer variety, P over A is homogeneous if it is isomorphic to its pullback under all
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translations. In particular:
P×A A
∼ //

P

A
τx // A
for each x ∈ A. A homogeneous Pr−1-bundle P is irreducible if it contains no non-trivial
proper homogeneous subbundle, [4].
4.4. We describe the basic method of [4] for constructing homogeneous irreducible Severi-
Brauer varieties over A. The main idea, as described in [4], is that each finite subgroup
scheme K ⊆ A[r], with #K = r2 and gcd(r, chark) = 1, together with an irreducible
projective representation
ρ : K→ PGLr(k),
determines a homogeneous Pr−1-bundle over A:
P = A×K Pr−1 := (A× Pr−1)/K.
As is a consequence of Proposition 3.4, such homogeneous Pr−1-bundles are irreducible. In
fact, more is true as we note in Proposition 4.2 below. Before stating that result, for later
use, we record the fact that the theory of the Scho¨dinger representations can be used to
construct homogeneous irreducible Pr−1-bundles.
Proposition 4.1. Let K ⊆ A[r] be a finite subgroup of rank r2 and consider a nondegenerate
theta group over K:
1→ Gm → G→ K→ 1,
with Schro¨dinger representation (V, ρ) determined by a Lagrangian subgroup scheme H ⊆ G.
Then (V, ρ) determines a homogeneous irreducible Pr−1-bundle over A.
Proof. Consider the projective space Pr−1 determined by (V, ρ) and the Pr−1-bundle deter-
mined by K:
P(V,ρ) := A×
K
P
r−1 :=
(
A× Pr−1
)
/K.
Here the quotient is taken with respect to the diagonal action of K on A×Pr−1. In particular,
K acts by:
k · (x, v) := (k + x, ρ(k) · v).
The point then is that P(V,ρ) is a homogeneous irreducible P
r−1-bundle over A. The fact
that P(V,ρ) is homogeneous is evident. That P(V,ρ) is also irreducible follows from Proposition
3.4. 
4.5. For later use, we recall the following basic structure result from [4]. It is also an
alternative form of Theorem 1.3.
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Proposition 4.2 ([4, Proposition 3.1]). The homogeneous irreducible Pr−1-bundles over A,
with gcd(r, chark) = 1, are classified by pairs (K, e) where K ⊆ A[r] is a subgroup of rank
r2 and where
e : K×K→ Gm
is a nondegenerate alternating pairing. In particular, such bundles exist for each r and they
form only finitely many isomorphism classes.
Proof of Proposition 4.2 and Theorem 1.3. Both of these assertions are consequences of the
first statement of [4, Proposition 3.1, page 2489]. 
5. Biextensions, cubical structures and theta groups
5.1. In this section, we briefly describe some concepts which pertain to biextensions, cubical
structures and theta groups. More details can be found in [14], [3], and [10]. In Section 6,
we use these concepts to study Severi-Brauer varieties and Azumaya algebras over Abelian
varieties. For the basic structure theory of finite commutative groups schemes, we refer to
[16].
5.2. Let K be a finite commutative group scheme over k and
π : L→ K
a Gm-torsor. Over K×K, we let
Λ(π) : Λ(L)→ K×K
denote the Gm-torsor defined by the condition that its fiber over
(x, y) ∈ K×K
is described by:
Λ(L)x,y = L
−1
x ⊗ L
−1
y ⊗ Lx+y.
This torsor carries a canonical symmetry:
ξx,y : Λ(L)x,y
∼
−→ Λ(L)y,x.
Over K×K×K, let Θ(L) denote the Gm-torsor which has fiber over
(x, y, z) ∈ K×K×K
given by:
Θ(L)x,y,z = Lx ⊗ Ly ⊗ Lz ⊗ L
−1
x+y ⊗ L
−1
x+z ⊗ L
−1
y+z ⊗ Lx+y+z.
5.3. There is a concept of a symmetric biextension structure for Λ(L) as a Gm-torsor over
K×K, [3, Section 1], [10, Chapter I.2.5], see also [14, Section 2]. We require two composition
laws:
+1 : Λ(L)×K Λ(L)→ Λ(L)
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and
+2 : Λ(L)×K Λ(L)→ Λ(L);
these laws are required to have the properties that:
(i) for each x ∈ K, via +1, the fiber
Λ(L)x×K := Λ(L)|x×K,
of Λ(L) over x×K is a commutative group scheme and the induced morphism
Λ(L)x×K → K
is a surjective homomorphism with kernel equal to Gm;
(ii) for each y ∈ K, via +2, the fiber
Λ(L)K×y := Λ(L)|K×y,
of Λ(L) over K× y is a commutative group scheme and the induced morphism
Λ(L)K×y → K
is a surjective homomorphism with kernel equal to Gm; and
(iii) if x, y, u, v ∈ Λ(L) have respective image in K×K given by:
• Λ(π)(x) = (b1, c1);
• Λ(π)(y) = (b1, c2);
• Λ(π)(u) = (b2, c1); and
• Λ(π)(v) = (b2, c2),
then:
(x+1 y) +2 (u+1 v) = (x+2 u) +1 (y +2 v).
5.4. There is a concept of cubical structure for L as a Gm-torsor over K, [3, Section 2], [10,
Chapter I.2.4]. This is a section t of Θ(L), as a Gm-torsor over K×K×K, which is invariant
under the natural action of the symmetric group on three letters and which is also a two
cocycle in each pair of variables. We say that the pair (L, t) is a cubic torsor. There is an
evident concept of morphisms between cubic torsors. Let Cub(K,Gm) denote the category
of cubic torsors over K.
5.5. The following remark clarifies the relation amongst cubical and symmetric biextension
structures.
Proposition 5.1 ([10, page 21]). To give a symmetric biextension structure on the Gm-
torsor Λ(L) is equivalent to giving a cubic structure on L.
Proof. This is a special case of [10, page 21], see also [3, Section 2]. Nevertheless, we include
the main ideas of the proof. Specifically, we explain how cubic structures on a Gm-torsor
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L are related to symmetric biextension structures on Λ(L). Important to that discussion is
the following canonical commutative diagram:
Θ3(L) = Θ(L)
x1≀

x2
∼
,,❨❨❨❨❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
(m× 1)∗Λ(L)⊗ p∗13Λ(L)
−1 ⊗ p∗23Λ(L)
−1 ∼ // (1×m)∗Λ(L)⊗ p∗12Λ(L)
−1 ⊗ p∗23Λ(L)
−1.
In the above diagram, m denotes multiplication in the group law, whereas pij denotes pro-
jection onto the i, j-factor.
In particular, to begin with, suppose given a cubic structure t on Θ(L). We then deduce,
using the above canonical commutative diagram, that t determines a biextension structure
on Λ(L). This biextension structure is compatible with the canonical symmetry:
ξx,y : Λ(L)x,y
∼
−→ Λ(L)y,x.
Conversely, suppose given a symmetric biextension structure on the Gm-torsor Λ(L). Espe-
cially, we are given sections s1 and s2 of, the respective, Gm-torsors over K
3:
(m× 1)∗Λ(L)⊗ p∗13Λ(L)
−1 ⊗ p∗23Λ(L)
−1
and
(1×m)∗Λ(L)⊗ p∗12Λ(L)
−1 ⊗ p∗13Λ(L)
−1;
these sections are compatible with the canonical commutative diagram:
s1 = s2.
Further, since these sections correspond to the partial group law structure on Λ(L), consid-
ered as a biextension, they are commutative and associative. Put:
t = x−11 (s1) = x
−1
2 (s2).
The point now is to check that this section of Θ(L) determines a cubic structure.
For example, over K4, we consider the Gm-torsor:
p∗234Θ(L)⊗m
∗
12Θ(L)
−1 ⊗m∗23Θ(L)⊗ p124Θ(L)
−1,
which has fiber
Θ(L)y,z,w ⊗Θ(L)
−1
x+y,z,w ⊗Θ(L)x,y+z,w ⊗Θ(L)
−1
x,y,w
over
(x, y, z, w) ∈ K4.
(Here, we also use subscripts to denote the evident maps determined by the various factors of
K4.) This above torsor has a canonical section which also induces a canonical isomorphism:
Θ(L)x+y,z,w ⊗Θ(L)x,y,w
∼
−→ Θ(L)y,z,w ⊗Θ(L)x,y+z,w.
As in [3, Section 2.5], the condition that s1 is associative, for example, is equivalent to the
assertion that the section:
t(y, z, w) · t(x+ y, z, w)−1 · t(x, y + z, w) · t(x, y, w)−1
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(over K4) coincides with this canonical section:
t(x+ y, z, w) · t(x, y, w) = t(y, z, w) · t(x, y + z, w).
Similarly, the associativity of s2 is expressed in terms of the canonical isomorphism:
Θ(L)x,y+z,w ⊗Θ(L)x,y,z
∼
−→ Θ(L)x,z,w ⊗Θ(L)x,y,z+w
which pertains too:
t(x, y + z, w) · t(x, y, z) = t(x, z, w) · t(x, y, z + w).
Finally, we have an additional canonical commutative diagram:
Θ(L)y,z,w ⊗Θ(L)x,y+z,w ⊗Θ(L)x,y,z
∼
,,❳❳❳❳❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
Θ(L)x+y,z,w ⊗Θ(L)x,y,w ⊗Θ(L)x,y,z
∼ //
≀
OO
Θ(L)y,z,w ⊗Θ(L)x,z,w ⊗Θ(L)x,y,z+w.
This diagram implies that:
t(x+ y, z, w) · t(x, y, w) · t(x, y, z) = t(y, z, w) · t(x, z, w) · t(x, y, z + w).
(Here we also use compatibility of the partial group laws s1 and s2.)
It remains to check invariance under the natural action of S3, the symmetric group on
three letters. To this end, for each σ ∈ S3, we have the canonical isomorphism:
xσ : σ
∗Θ(L)
∼
−→ Θ(L)
which is induced by the group law on K. Put:
t = t(x1, x2, x3)
and let
t(xσ(1), xσ(2), xσ(3)) = σ
∗t
be the section of σ∗Θ(L) which is induced by t. The fact that s1 and s2 are commutative,
then imply the relations:
x(12)(t(x2, x1, x3)) = t(x1, x2, x3)
and
x(23)(t(x1, x3, x2)) = t(x1, x2, x3).
More generally, it holds true that:
xσ(t(xσ(1), xσ(2), xσ(3))) = t(x1, x2, x3),
for each σ ∈ S3. In particular, the pair (L, t) is an object of Cub(K,Gm). 
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5.6. Next, we consider central extensions. We assume that K has rank r2 over k. By a theta
group over K, we mean a central extension:
(5.1) 1→ Gm → G→ K→ 0
of group schemes. Each such extension determines a (well-defined) alternating form
(5.2) e : K×K→ Gm
which is determined by:
e(a′, b′) = [a, b] = aba−1b−1,
for a, b ∈ G lying over a′, b′ ∈ K.
Here, [·, ·] is the commutator of the extension (5.1). In case the form (5.2) is a perfect
pairing, we say that the extension (5.1) is nondegenerate. The collection of such central ex-
tensions (5.1) form a category which we denote by Cent(K,Gm). The categories Cent(K,Gm)
and Cub(K,Gm) are related as follows.
Proposition 5.2 ([10, page 24]). The category Cent(K,Gm) is equivalent to the category of
couples ((L, t), σ) where (L, t) is an object of Cub(K,Gm) and where σ is a trivialization of
the corresponding symmetric biextension structure for Λ(L), as a Gm-torsor over K×K.
Proof. This is a special case of [10, page 22-24], compare also with [3, Section 2]. Here we
indicate the main points of the argument. With this in mind, suppose that (L, t) is a cubic
Gm-torsor over K. Let σ be a trivialization of Θ2(L). For each x ∈ K and each y ∈ K, we
have a section σ(x, y) of
Lx+y ⊗ L
−1
x ⊗ L
−1
y
together with an isomorphism:
(5.3) Lx ⊗ Ly
∼
−→ Lx+y.
This isomorphism (5.3) then defines a product law:
(5.4) ∗ : L× L→ L
that is compatible with addition and the given Gm-action on L. The product law (5.4) can
be described explicitly in terms of the trivialization σ(·, ·).
For instance, if x, y ∈ K, u ∈ Lx and v ∈ Ly, then:
u ∗ v ∈ Lx+y
is defined by the condition that:
σ(x, y) = (u ∗ v)⊗ u−1 ⊗ v−1 ∈ Θ2(L)x+y.
By assumption, the section σ is compatible with the biextension structure t of Θ2(L).
From this viewpoint, that σ is compatible with the first composition law means that:
σ(x, z)⊗ σ(y, z) ∈ Θ2(L)x,z ⊗Θ2(L)y,z
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is sent to:
σ(x+ y, z) ∈ Θ2(L)x+y,z
via the condition that:
(u ∗ w)⊗ u−1 ⊗ w−1 ⊗ (v ∗ w)⊗ v−1 ⊗ w−1 ⊗ t(x, y, z) = ((u ∗ v) ∗ w)⊗ (u ∗ v)−1 ⊗ w−1.
(Here we have u ∈ Lx, v ∈ Ly, w ∈ Lz with x ∈ K, y ∈ K and z ∈ K.)
We then note:
(5.5) t(x, y, z) = ((u ∗ v) ∗ w)⊗ (u ∗ v)−1 ⊗ (u ∗ w)−1 ⊗ (v ∗ w)−1 ⊗ u⊗ v ⊗ w.
Similarly, compatibility with the second group law means:
(5.6) t(x, y, z) = (u ∗ (v ∗ w))⊗ (u ∗ v)−1 ⊗ (u ∗ w)−1 ⊗ (v ∗ w)−1 ⊗ u⊗ v ⊗ w.
Finally, by comparison:
(5.7) (u ∗ v) ∗ w = u ∗ (v ∗ w).
In particular, (5.7) implies that the product law ∗ on L×L so defined is associative. Further,
the section of L at the origin induced by the cubic structure t is trivial; the composition:
Gm ⊗ Ly
∼
−→ L0 ⊗ Ly
∗
−→ Ly
is the natural action of Gm on Ly.
In brief, we have shown that the cubic torsor (L, t) over K is given, via the trivialization
σ, the structure of a group. More precisely, L is an object of Cent(K,Gm). Finally, the
product law ∗ can be viewed as a left action of L on itself. The formulas (5.5) and (5.6)
allow for the cubic structure t to be reconstructed from this group law together with the
fixed trivialization σ. The equivalence desired by the proposition now follows. 
5.7. Motivated by Proposition 5.2, we formulate the concept of nondegenerate cubic torsor
(see Definition 5.3 below). The main point is to identify those structures on cubic torsors
which correspond to nondegenerate theta groups. We use this formalism in the statement of
Theorem 1.2.
Definition 5.3. We say that a couple ((L, t), σ), where (L, t) is an object of Cub(K,Gm)
and where σ is a trivialization of the corresponding symmetric biextension Λ(L), as a Gm-
torsor over K × K, is nondegenerate if the central extension to which it corresponds, via
Proposition 5.2, is nondegenerate. By abuse of terminology we also simply say that ((L, t), σ)
is a nondegenerate cubic torsor.
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6. Characterizing the homogeneous irreducible Severi-Brauer varieties in
terms of cubical structures
6.1. Our main goal here is to prove:
Theorem 6.1. Let A be an Abelian variety over an algebraically closed field k. The homo-
geneous irreducible Pr−1-bundles over A, gcd(r, chark) = 1, are classified by pairs
(K, ((L, t), σ)),
where K ⊆ A[r] is a subgroup of rank r2 and where ((L, t), σ) is a nondegenerate cubic
torsor. In particular, (L, t) is an object of Cub(K,Gm), σ is a trivialization of the biextension
structure on Λ(L) which is induced by t and the central extension corresponding to ((L, t), σ)
is nondegenerate.
We prove Theorem 6.1 in Section 6.3.
6.2. Let K ⊆ A[r] be a subgroup scheme of rank r2, gcd(r, chark) = 1. In our proof of The-
orem 6.1, we require the elementary divisor (or invariant factor) theorem for nondegenerate
alternating forms
e : K×K→ Gm.
The main points are as follows, [12, page 294], see also [4, Remark 3.2].
(i) Each nondegenerate alternating form
(6.1) e : K×K→ Gm
determines a sequence of positive integers:
δ = (d1, d2, . . . , dk),
with
di+1 | di, and di > 1,
so that
(d1, d1, d2, d2, . . . , dk, dk)
are the elementary divisors on K.
(ii) We can write:
K = K(δ)⊕K(δ)D
with
K(δ) =
k⊕
i=1
Z/diZ
and
K(δ)D = Hom(K(δ),Gm),
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the Cartier dual of K(δ). The identification
K(δ) = K(δ)D
is induced by the alternating form e.
(iii) Put:
G(δ) = Gm ×K(δ)×K(δ)
D
with group law
(α, x, ℓ) · (α′, x′, ℓ′) = (α · α′ · ℓ′(x), x+ x′, ℓ+ ℓ′).
Then G(δ) is a nondegenerate central extension:
(6.2) 1→ Gm → G(δ)→ K→ 0;
it is the nondegenerate central extension determined by the nondegenerate alternating
form (6.1). Conversely, the commutator of each nondegenerate central extension:
(6.3) 1→ Gm → G→ K→ 0
determines a nondegenerate alternating form, with shape (6.1).
(iv) By considering the elementary divisor vector δ of e, it follows that the nondegener-
ate central extension (6.3) is equivalent to the nondegenerate central extension (6.2).
Finally, our discussion implies, that each nondegenerate alternating form (6.1) deter-
mines an irreducible weight 1 representation (namely that of G(δ) for δ the elementary
divisor vector of e). Conversely, for a given elementary divisor vector δ, there is a
unique alternating form and irreducible weight 1 representation of this shape.
6.3. We now prove Theorem 6.1.
Proof of Theorem 6.1. By Theorem 1.3, the homogeneous irreducible Pr−1-bundles over A
have the form
P = A×K Pr−1,
for K ⊆ A[r] a subgroup with #K = r2 and where K acts on Pr−1 by an irreducible faithful
representation. In particular, such a Pr−1-bundle P is determined by the weight 1 represen-
tation of a nondegeneate theta group:
1→ Gm → G→ K→ 1.
Conversely, as in Proposition 4.1, each such nondegenerate theta group determines a homo-
geneous irreducible Pr−1-bundle over A. Thus, in light of Definition 5.3, Theorem 6.1 then
follows by combining Proposition 4.2, Proposition 5.1 and Proposition 5.2. 
6.4. Finally, we use Theorem 1.1 and Theorem 6.1 to prove Theorem 1.2.
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Proof of Theorem 1.2. By Theorem 1.1, each class in Br(A)[r] is represented by a homo-
geneous irreducible Pr−1-bundle. In turn, by Theorem 6.1, this means that each class in
Br(A)[r] is represented by a nondegenerate pair ((L, t), σ). Equivalently, using the language
of Definition 5.3, each class in Br(A)[r] is represented by a nondegenerate cubic torsor over
some subgroup K ⊆ A[r], with #K = r2. 
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