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1.0 ABSTRACT 
We describe procedures to evaluate the dynamic properties of test structures subject to forced 
vibration testing. We seek modal vibration periods and damping ratios corresponding to the actual 
flexible-based response of the structure (incorporating the effects of compliance in the soil 
medium supporting the foundation) and similar attributes for a fixed-base condition in which only 
the flexibility of the structure is represented. Our approach consists of using suitable input and 
output time series with conventional parametric system identification procedures, and as such 
extends previously developed procedures for use with earthquake recordings. We verify the 
proposed approach and demonstrate its application using data from two test structures supported 
on shallow foundations that have been used in forced vibration tests and that have recorded 
earthquakes. The structures were tested with and without braces to modify their stiffness and were 
deployed at two sites with different soil conditions. We analyze the results to evaluate 
experimental period lengthening ratios and foundation damping. The results show (1) strong 
increases in period lengthening and foundation damping with the wave parameter (dimensionless 
ratio of structure-to-soil stiffness), (2) compatibility between modal properties from forced 
vibration testing and earthquake excitation, (3) soil nonlinearity increases period lengthening and 
modifies foundation damping in a manner that can be reasonably captured in predictive models 
using equivalent-linear soil properties compatible with a proposed shear strain index.  
INTRODUCTION 
System identification can be used to evaluate the unknown properties of a dynamic system using 
the observed input excitation applied to the system and the response of the system measured at 
selected locations. For applications to buildings, system identification can estimate modal 
frequencies, damping ratios, mode shapes, and other system properties [1] based on recorded 
system vibrations, typically at the roof and foundation levels. For investigations of Soil-Structure 
Interaction (SSI), it is useful to identify modal vibration parameters that describe the behavior of 
the superstructure only (fixed-base parameters) and the soil-foundation-structure system (flexible-
base parameters). Fundamental-mode frequencies and damping ratios are distinct for the two base 
fixity conditions when the medium supporting the foundation is compliant.  
For the case of earthquake excitation Stewart and Fenves [2] derived input and output data pairs 
required to evaluate fixed- and flexible-base modal parameters from system identification. The 
system considered is depicted in Figure 1(a) and the input-output pairs are listed in Table 1. In 
Figure 1, 𝑢𝑔 represents the ground motion that would occur at the surface of the site if the building 
was not present, which is referred to as the free-field ground motion. By definition, free-field 
motions are unaffected by building vibrations. Motions 𝑢𝑓 and 𝜃𝑓 represent the relative motions 
of the foundation base with respect to the free-field in translation and rotation, respectively, while 
𝑢𝑠 represents the relative translation of center of mass of the roof slab with respect to the base of 
the rotated foundation.   
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Fig 1. Recordings required for system ID with (a) earthquake excitation [2] and (b) forced vibration (this study) 
Table 1. Input and output pairs from earthquake excitations for various base fixity conditions [2]. The motions are 
indicated as accelerations because the recorders used are typically accelerometers.  
Base Fixity Input Output 
Flexible-Base ?̈?𝑔 ?̈?𝑔 + ?̈?𝑓 + 𝐻?̈? + ?̈?𝑠 
Pseudo Flexible-Base ?̈?𝑔 + ?̈?𝑓 ?̈?𝑔 + ?̈?𝑓 + 𝐻?̈? + ?̈?𝑠 
Fixed Base ?̈?𝑔 + ?̈?𝑓 + 𝐻?̈? ?̈?𝑔 + ?̈?𝑓 + 𝐻?̈? + ?̈?𝑠 
 
We consider the case of excitation from forced vibration applied by a shaker mounted on the roof 
of a structure, as depicted in Figure 1(b). Many such experiments to evaluate vibration properties 
of structures have been performed (e.g., [3, 4, 5, 6, 7]). Applications of forced vibration testing in 
which the data interpretation considers SSI effects are relatively limited, but have been undertaken 
to investigate system performance and its predictability (e.g., Millikan library, [8]; Lotung and 
Hualien containment models, [9, 10], model structure [11]) and foundation impedance (Millikan 
library, [12]; model structures, [1, 13]). Luco et al. [12] developed two approaches to estimate 
fundamental-mode frequencies and damping ratios for the fixed-base condition using non-
parametric system identification procedures, which is discussed further below.  Those procedures 
are extended in Luco and de Barros [10] by applying parametric methods that estimate fixed base 
properties of the structure by fitting observed equivalent fixed-base displacements to equations for 
those displacements derived from theoretical models.  
In this paper, we describe system identification procedures for evaluating fixed- and flexible-base 
modal properties of structures subject to forced vibration tests. There are two points of emphasis: 
(1) the system identification procedures themselves, for which we emphasize parametric 
approaches and (2) the input-output time series that are used, which are broadly applicable to 
multiple system identification approaches. Parametric procedures are emphasized here because 
they have some advantages relative to non-parametric procedures for SSI-related applications, 
including relatively direct quantification of damping.  The distinctions between our approach and 
that of Luco and de Barros [10] are (1) our parametric optimization is based on transfer functions, 
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not fixed-base displacements and (2) we provide procedures for multiple base fixity conditions, 
not just fixed base.   
Following this introduction, we review available system identification procedures and their 
suitability for analysis of structural properties for different base fixity conditions, and describe the 
parametric approach used in this paper. We then apply principles of structural dynamics to evaluate 
input-output time series for use with system identification procedures to evaluate fixed- and 
flexible-base fundamental mode vibration periods and damping ratios. We verify these 
input/output time series against numerical solutions and apply the proposed approach to data from 
forced vibration tests conducted on several model structures [14, 15]. The test results are used to 
evaluate inertial SSI effects (period lengthening and foundation damping) for comparison with 
predictions of models in engineering guidelines documents [16, 17]. The originality and 
significance of this work is related in part to the novelty of the system identification procedures 
that are described and demonstrated. Moreover, the test data that is presented significantly adds to 
the limited field performance data on SSI effects in the literature, which is needed for model 
validation purposes.   
2.0 SYSTEM IDENTIFICATION METHODS 
In their analysis of SSI effects from earthquake recordings, Stewart and Fenves [2] used ARX-
type [18] parametric system identification procedures with alternate input/output time series. Here 
we consider whether this remains the appropriate choice given the many options for system 
identification in the literature, including methods published over the last two decades. We review 
available system identification procedures with an emphasis on their suitability for application to 
data from building structures.  
 
Table 2 provides an overview of system identification methods. We organize this table into four 
families of methods consisting of two parametric, a non-parametric and newer approaches, as 
explained below. We identify the type of excitation each method is intended to be applied with, 
the main options being ambient noise, earthquake shaking, and forced vibration. We also identify 
whether the solution is formulated in the time- or frequency-domains. Where applicable, we 
provide references for application of the approach to buildings, including the excitation source and 
whether SSI effects were considered in the interpretation. For those building applications, we 
indicate the base fixity condition that the results apply for, where fixed- and flexible-base are as 
defined previously and pseudo-flexible base indicates that rotational SSI effects are included in 
the identified system flexibility, but not base translation (this is a common condition that occurs 
when input excitation is taken as base translation, per [2]).  
 
Two families of methods are parametric, in the sense that system parameters are produced as the 
result of the identification process. One family of parametric system identification methods is 
referred to as Realization Theory. These approaches identify matrices describing first order 
differential equations relating input and output time series, known as a state-space realization. As 
shown in Table 2, alternative methods are distinguished by the input types that the methods can be 
used with, and by the statistical processes used to optimize the form of the matrix. Unlike the 
Prediction Error Methods described below, these methods do not minimize an error function. 
Realization Theory methods have been used to identify structural building properties (e.g., 4SID, 
ERA). When applied to structural problems, matrices computed from system identification are 
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related to properties describing the response of a multi-degree of freedom system with measured 
output and either assumed or measured properties of the input (impulse functions, white noise, 
earthquake-like time series). Commonly derived system properties are modal frequencies, 
damping ratios, and mode shapes. Most often the input is taken as the translational motion at the 
base of the structure and the output as the roof translation, which provides parameters descriptive 
of pseudo-flexible base conditions. One application of Realization Theory considers alternate input 
motions to provide modal properties for flexible- and fixed-base conditions [19-21] for structures 
with strong torsional coupling effects (e.g., irregular buildings). Reference-Based Stochastic 
Subspace Identification methods are output only, and as such provide flexible-base modal system 
parameters [11, 22]. 
 
The second family of parametric approaches is Prediction Error Methods (PEM), which seek to 
minimize error terms, defined as the difference between an observed output time series and the 
computed output time series given a parametric model with optimized coefficients. These 
approaches relate input to output time series in various ways. Modal minimization directly solves 
the equations of motion to produce the output series, repeating the process for a range of modal 
parameters, and seeking the combination of parameters that minimizes error between computed 
and measured output time series [23]. Another parametric approach relates input to output using 
polynomial expressions, where the order of the polynomials is double the number of modes. The 
expressions, in turn, can be related to modal properties (e.g. frequencies and damping ratios). PEM 
approaches have been used extensively to identify modal properties of structures for pseudo-
flexible base conditions [1, 23, 25-28] in which the effects of SSI on parameters are not specifically 
evaluated, and for analysis of system response under alternate base fixity conditions to investigate 
SSI effects [2, 24, 30, 31]. Luco and de Barros [10] used parametric methods to evaluate fixed-
base properties, which are needed to evaluate SSI effects.  
 
In Table 2, the third family of system identification approaches is non-parametric. These 
procedures involve the interpretation of transfer functions of output/input motion pairs in the 
frequency domain without fitting an underlying model. In the Basic Frequency Domain technique, 
often known as “peak picking”, fundamental frequencies of the system are evaluated from the 
locations of local peaks in the transfer function, and damping is evaluated from the width of the 
peak (e.g., using half-power bandwidth method under the assumption of linearly viscous damping). 
This approach has been widely used, most often for earthquake excitation [e.g., 32, 33], but also 
for forced vibration [4, 7, 12,], and ambient vibration [11, 22]. Given the input/output signals that 
are generally selected, using the criteria developed in [2] and this study, the results from this work 
usually represent pseudo-flexible-base conditions for earthquake excitation and flexible-base 
conditions for forced vibration and ambient excitation. Enhanced Frequency Domain 
Decomposition and Random Decrement techniques are used for system identification with ambient 
loading [11, 22, 34, 35]. Blind Modal Identification methods are output only, and as such provide 
flexible-base modal system parameters [36, 37]. 
 
The last family consists of new methods that can be used to identify soil and structure attributes 
such as structural stiffness and mass matrices as well as soil impedance functions [37-39]. 
Bayesian methods of system identification have been applied for the identification of structural 
system parameters [40] with quantification of parameter uncertainty. Such approaches have not 
yet been applied for analysis of system response for different levels of base fixity.  
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Table 2. System Identification methods used in Earthquake and/or SSI applications 
Family  Name and Reference 
Input 
Type 
Soln 
Domain 
Application to Buildings a 
System Properties Identified 
(base fixity: properties) b 
P
a
ra
m
et
ri
c:
 R
ea
li
za
ti
o
n
 T
h
eo
ry
 
Deterministic State-Space Real. [41] Imp. Time   
Stochastic State-Space Real. [42] Amb. Time   
Subspace State-Space Ident. (4SID) [43] Any Time EQ, Amb: [39], ST: [34], Amb: [44] 
~*: f, ,  [39]; [ ]: f, , 
unclear: f, ,  [44] 
Reference-Based Stochastic Subspace 
Identification [45] 
Amb. Time Amb: [11, 22]  ~: f [11, 22)] 
Eigensystem Real. Algorithm (ERA) [46] Imp. Time   
Eigensystem Real. Algorithm (ERA) with 
Observer/Kalman Filter ID (OKID) [47] 
Non-Amb. Time 
EQ: [48], 
ST: [34] 
~: f,  [48]; 
[ ]: f,  [34] 
Eigensystem Real. Algorithm (ERA) with 
Multiple-reference Natural 
Excitation Technique (MNExT) [49] 
Amb. Time ST: [34] [ ]: f, ,  
System Real. using Information Matrix 
(SRIM) [50] 
Non-Amb. Time EQ: [19-21] [ ], ~: f, ,  
Extended Kalman Filter [51] Non-Amb. Time EQ: [52] [ ]: f,  
General Real. Algorithm (GRA) [53] Any Time ST: [34] [ ]: f,  
P
a
ra
m
et
ri
c
: 
P
E
M
 
Maximum Likelihood Method [54]  Time   
Least Squares Method [10] Non-Amb Freq. FVS: [10] [ ]: f, ,  
Modal Minimization Method [23] Non-Amb Time EQ: [23, 24] ~*: f, 23]; [ ], ~*: f, , 24 
AR or ARMA [18] Amb. Time   
ARX, or ARMAX [18] Non-Amb. Time EQ: [1, 2 25-31], 
~*: f,  [1, 25-29]; 
[ ], ~*, ~: f,  [2, 30, 31] 
N
o
n
-
P
a
ra
m
et
ri
c:
 
F
re
q
. 
D
o
m
. 
A
n
a
l.
 
Basic Frequency Domain (BFD) technique, 
(AKA peak picking) [55] 
Any Freq 
EQ: [32, 33], FVS: [7, 12], Amb: 
[11, 22] Amb, FVS: [4] 
~*: f [32]; [ ]: f,  [33]; ~: f, 
~: f, ~: f [11, 22] 
Enhanced Frequency Domain 
Decomposition (FDD) [56] 
Amb. Freq Amb: [33, 11, 22], ST: [34] 
unclear: f, ,  [33];  
[ ]: f, , ~: f [11, 22] 
Random Decrement (RD) Technique [35] Amb. Freq Amb: [35] [ ]: f, ,  
Blind Modal Ident. [57, 58] Non-Amb. Freq-time EQ: [36, 37, 57, 58] ~: f, ,  
N
ew
 
Phy. model w. pre-set params [37-39] Any Time EQ: [37, 38], EQ, Amb: [39] K, M, soil springs 
Bayesian System Ident. [40] Any Time EQ: [40] K, M, C 
a EQ = earthquake excitation, Amb = ambient noise excitation, ST = shake table experiments, FVS = forced vibration with shakers 
b [ ], ~, ~* = fixed-, flexible-, and pseudo-flexible base, respectively. f, ,  = frequencies, damping ratios, mode shapes, respectively. K, M, C = structural stiffness, 
mass, and damping respectively.  
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Several methods in Table 2 could have been selected for the present analyses. As in [2], we selected 
parametric methods, primarily because they provide estimates of both frequency and damping for 
multiple base fixity conditions. Parametric methods that have been used previously for alternate 
base fixity conditions are ARX and SRIM. We select ARX. While the SRIM approach has been 
successfully applied for SSI problems, it was not selected because its additional complexity is most 
useful for irregular buildings with coupling of torsional and translational responses, which is not 
the case for the relatively simple model structures that comprise our intended application. We 
recognize that different system identification procedures could potentially be used to evaluate SSI 
effects; the input/output pairs presented subsequently may have useful applications with some of 
those approaches. 
3.0 ASSESSMENT OF SUITABLE INPUT-OUTPUT SIGNAL PAIRS 
We develop here the input/output motion pairs that can be used in parametric system identification 
to evaluate system properties at different levels of base fixity. This is accomplished by describing 
a model of a lumped mass structural system founded on a compliant base.  
3.1 System Model 
The system model in Figure 2(a) is a linear multi-degree of freedom structure with masses msi and 
moments of inertia Isi (where i indicates superstructure degree of freedom) as well as foundation 
mass and moment of inertial mf and If, respectively. Structural elements have stiffness and damping 
ksi and csi.  Soil compliance is modeled with springs that enable foundation translation (uf) and 
rotation (f) relative to free-field (undisturbed) ground. The overbar on spring stiffness in Figure 
2 (e.g., ?̅?𝑥 for translation) indicates a complex number, which introduces a phase shift between 
load demand and response that accounts for damping effects. Displacements of the structural 
masses relative to the translated and rotated foundation are denoted usi.  
 
Figure 2. Simple SSI model subjected to forced vibration source 
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The equations of motion for the model in Figure 2a subjected to forced vibration is [59,60]: 
  𝑴?̈? + 𝑪?̇? + 𝑲𝑈 = 𝐹𝑠ℎ (1) 
where M, C, and K are the mass, damping and stiffness matrices (provided, for example in [55] 
for the case of three superstructure degrees of freedom). These matrices account for foundation 
degrees of freedom in translation (x) and rotation (yy) and each structural degree of freedom. 
Vectors U and Fsh are described further below.   
Because our intended application is building models that can be characterized by a single 
superstructure degree of freedom (i.e., above the foundation mass), we proceed from this point 
using the simpler model in Figure 2(b). The solution for the more general case is similar to that 
presented here, and is given in Chapter 4 of [61]. For this case of a single degree-of-freedom 
superstructure subject to forced vibration, the terms in Eq. (1) can be written as:  
 𝑴 = [
𝑚𝑓 + 𝑚𝑠 𝑚𝑓ℎ𝑓 + 𝑚𝑠ℎ𝑠 𝑚𝑠
𝑚𝑓ℎ𝑓 + 𝑚𝑠ℎ𝑠 𝐼𝑓 + 𝐼𝑠 + 𝑚𝑓ℎ𝑓
2 + 𝑚𝑠ℎ𝑠
2 𝑚𝑠ℎ𝑠
𝑚𝑠 𝑚𝑠ℎ𝑠 𝑚𝑠
] (2a) 
 𝑪 = [
𝑐𝑥 𝑐𝑦𝑥 0
𝑐𝑥𝑦 𝑐𝑦𝑦 0
0 0 𝑐𝑠
]  (2b) 
 𝑲 = [
𝑘𝑥 𝑘𝑦𝑥 0
𝑘𝑥𝑦 𝑘𝑦𝑦 0
0 0 𝑘𝑠
] (2c) 
 𝐹𝑠ℎ = [𝐹𝑠ℎ ℎ𝑠ℎ𝐹𝑠ℎ 𝐹𝑠ℎ   ]
𝑇 (2d) 
 𝑈 = [𝑢𝑓 𝜃𝑓 𝑢𝑠  ]𝑇 (2e) 
where hf, hs, and hsh are the vertical distances from the bottom of the foundation slab to the center 
of mass of the foundation slab, the center of mass of the roof slab, and the center of mass of the 
shaker force, respectively (Figure 3). Terms kx and kyy are real-valued stiffness terms for the 
translational and rotational foundation degrees of freedom. Likewise, cx and cyy are dashpot 
coefficients. These parameters comprise the complex-valued impedance shown in Figure 2 [16]:  
 ?̄?𝑗 = 𝑘𝑗(1 + 2𝑖𝛽𝑗) (3a) 
where j is a subscript related to foundation degree of freedom (x or yy, respectively) and j indicates 
damping ratios defined as [16]:   
 𝛽𝑗 =
𝜔𝑐𝑗
2𝑘𝑗
 (defined for kj > 0) (3b) 
The off-diagonal soil impedance terms (cyx = cxy and kyx = kxy) are coupling terms that describe the 
relationship between translational and rotational modes of vibration. The shaker force is Fsh. In 
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Eq. (1) the displacement vector U can be differentiated in time to corresponding velocity and 
acceleration vectors ?̇? and ?̈?, respectively. 
 
Figure 3. Schematic showing system dimensions and typical recorded quantities in forced vibration test 
Following substitution of Eq (2) into Eq (1), it is possible to obtain algebraic equations for each 
degree of freedom. Excluding the 𝑚𝑓ℎ𝑓
2 term, the 𝑚𝑓ℎ𝑓 term, and the coupled foundation stiffness 
and damping terms, the equations are: 
Foundation translation: (𝑚𝑠 + 𝑚𝑓)?̈?𝑓+𝑚𝑠(ℎ𝑠?̈?𝑓 + ?̈?𝑠) + 𝑐𝑥?̇?𝑓 + 𝑘𝑥𝑢𝑓 = 𝐹𝑠ℎ (4a)             
Foundation rotation: 𝑚𝑠ℎ𝑠?̈?𝑓 + (𝑚𝑠ℎ𝑠
2 + 𝐼𝑓 + 𝐼𝑠)?̈?𝑓 + 𝑚𝑠ℎ𝑠?̈?𝑠 + 𝑐𝑦𝑦?̇?𝑓 + 𝑘𝑦𝑦𝜃𝑓 = ℎ𝑠ℎ𝐹𝑠ℎ (4b) 
Structural translation: 𝑚𝑠(?̈?𝑓 + ℎ𝑠?̈?𝑓 + ?̈?𝑠) + 𝑐𝑠?̇?𝑠 + 𝑘𝑠𝑢𝑠 = 𝐹𝑠ℎ (4c) 
Following [2], for use with parametric system identification, it is convenient to convert Eq. (4) to 
the Laplace domain using the Laplace transform 𝑔(𝑡) = ?̂?(𝑠)𝑒𝑠𝑡, in which s is the Laplace 
variable. Recognizing that ?̂̇? = 𝑠?̂?, ?̂̈? = 𝑠2?̂?, and rearranging, Eq. (4) is re-written as: 
 (𝑚𝑠 + 𝑚𝑓)𝑠
2?̂?𝑓+𝑐𝑥𝑠?̂?𝑓 + 𝑘𝑥?̂?𝑓 + 𝑚𝑠𝑠
2(ℎ𝑠𝜃𝑓 + ?̂?𝑠) = ?̂?𝑠ℎ (5a)             
 (𝑚𝑠ℎ𝑠
2 + 𝐼𝑓 + 𝐼𝑠)𝑠
2𝜃𝑓 + 𝑐𝑦𝑦𝑠𝜃𝑓 + 𝑘𝑦𝑦𝜃𝑓 + 𝑚𝑠ℎ𝑠𝑠
2(?̂?𝑓 + ?̂?𝑠) = ℎ𝑠ℎ?̂?𝑠ℎ (5b) 
 𝑚𝑠𝑠
2?̂?𝑠 + 𝑐𝑠𝑠?̂?𝑠 + 𝑘𝑠?̂?𝑠 + 𝑚𝑠𝑠
2(?̂?𝑓 + ℎ𝑠?̈?𝑓) = ?̂?𝑠ℎ (5c) 
Following some rearrangement, we obtain: 
 (𝑠2 + 2𝜁𝑥𝜔𝑥𝑠 + 𝜔𝑥
2)?̂?𝑓 +
𝑚𝑠𝑠
2(ℎ𝑠?̂?𝑓+?̂?𝑠)
(𝑚𝑠+𝑚𝑓)
=
?̂?𝑠ℎ
(𝑚𝑠+𝑚𝑓)
 (6a)             
 (𝑠2 + 2𝜁𝑦𝑦𝜔𝑦𝑦𝑠 + 𝜔𝑦𝑦
2 )?̂?𝑓 +
𝑚𝑠ℎ𝑠𝑠
2(𝑢𝑓+?̂?𝑠)
(𝑚𝑠ℎ𝑠
2+𝐼𝑓+𝐼𝑠)
=
ℎ𝑠ℎ?̂?𝑠ℎ
(𝑚𝑠ℎ𝑠
2+𝐼𝑓+𝐼𝑠)
 (6b) 
 (𝑠2 + 2𝜁𝑠𝜔𝑠𝑠 + 𝜔𝑠
2)?̂?𝑠 + 𝑠
2(?̂?𝑓 + ℎ𝑠𝜃𝑓) =
?̂?𝑠ℎ
𝑚𝑠
 (6c) 
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where 𝜔𝑠 = √𝑘𝑠 𝑚𝑠⁄ , 𝜔𝑦𝑦 = √𝑘𝑦𝑦 (𝑚𝑠ℎ𝑠2 + 𝐼𝑓 + 𝐼𝑠)⁄ , 𝜔𝑥 = √𝑘𝑥 (𝑚𝑠 + 𝑚𝑓)⁄ , 𝜁𝑠 =
𝑐𝑠 (2𝜔𝑠𝑚𝑠)⁄ , 𝜁𝑦𝑦 = 𝑐𝑦𝑦 (2𝜔𝑦𝑦(𝑚𝑠ℎ𝑠
2 + 𝐼𝑓 + 𝐼𝑠))⁄ , and 𝜁𝑥 = 𝑐𝑥 (2𝜔𝑥(𝑚𝑠 + 𝑚𝑓))⁄ . 
Damping terms j are equivalent to j terms from classical solutions (as compiled in [16]) if 
moment of inertia terms are neglected and mf = 0. The j notation accommodates these features.  
Eq. (6) has three displacements and three equations, so each displacement can be solved for. 
Neglecting the moments of inertia and assuming, ms/(ms+mf) = 1, and hs = hsh the equations 
simplify to: 
 ?̂?𝑓 =
(
?̂?𝑠ℎ
𝑚𝑠
)(𝐵𝑦𝑦)(𝐵𝑠)
𝐶
 (7a)             
 𝜃𝑓 =
(
?̂?𝑠ℎ
𝑚𝑠
)(𝐵𝑥)(𝐵𝑠)
𝐶ℎ𝑠
 (7b) 
 ?̂?𝑠 =
(
?̂?𝑠ℎ
𝑚𝑠
)(𝐵𝑥)(𝐵𝑦𝑦)
𝐶
 (7c) 
In which 𝐵𝑘 = 2𝜁𝑘𝜔𝑘𝑠 + 𝜔𝑘
2 for k = x, yy, and s, and 𝐶 = 𝐵𝑥𝐵𝑦𝑦𝐵𝑠 + 𝑠
2(𝐵𝑥𝐵𝑠 + 𝐵𝑥𝐵𝑦𝑦 +
𝐵𝑦𝑦𝐵𝑠). 
The derivation presented here is broadly similar to [2], which applied to earthquake excitation.  
3.2 Evaluation of SSI Effects from Transfer Functions 
Parametric system identification schemes [e.g, 1, 2] estimate transfer functions between input and 
output time series. For the present application, as in [2], the differences between these motions 
should represent the flexibility of system components related to the desired base fixity condition. 
In the Laplace domain, a transfer function can be defined as: 
  ?̂?(𝑠) ≡
𝑂𝑢𝑡𝑝𝑢𝑡
𝐼𝑛𝑝𝑢𝑡
 (8) 
Because Eq. 7 completely defines the displacements of the SSI system in the Laplace domain, 
transfer functions can be evaluated from those solutions for three relevant base fixity conditions:  
(a) Fixed-base. For the fixed-base case, we take the input as the difference between the 
contribution of base slab translation and rocking to roof displacement and the shaker demand 
represented as acceleration (?̂?𝑠ℎ/𝑚𝑠). The output is the difference between the total roof 
acceleration and shaker demand. As a result, the difference between the input and output time 
series is only from structural flexibility, which is the desired result for fixed-based response. The 
transfer function is given by: 
 ?̂?(𝑠) =
?̂̈?𝑓+ℎ𝑠?̂̈?𝑓+?̂̈?𝑠−
?̂?𝑠ℎ
𝑚𝑠
?̈̂?𝑓+ℎ𝑠?̂̈?𝑓−
?̂?𝑠ℎ
𝑚𝑠
⁄
 (9) 
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If we substitute Eq. (7) into Eq. (9) the transfer function can be simplified to: 
 ?̂?(𝑠) =
𝐵𝑥𝐵𝑦𝑦𝐵𝑠
𝐶−(𝐵𝑠𝐵𝑥+𝐵𝑠𝐵𝑦𝑦)𝑠2
=
(2𝜁𝑠𝜔𝑠𝑠+𝜔𝑠
2)
(𝑠2+2𝜁𝑠𝜔𝑠𝑠+𝜔𝑠
2)
 (10) 
The amplitude of ?̂?(𝑠) is a continuous surface with peaks (poles) for each mode that occur at a 
position on the horizontal plane which can be related to modal frequencies and damping ratios. 
The roots of the denominator of Eq. (10) are the poles (or peaks) of ?̂?(𝑠). The complex conjugate 
pairs are located as follows: 
 𝑠𝑠, 𝑠𝑠
∗ = −𝜁𝑠𝜔𝑠 ± 𝑖𝜔𝑠√1 − 𝜁𝑠2  (11) 
from which the modal frequencies and damping ratios of the structure can be readily computed:  
 𝜔𝑠 = √𝑠𝑠𝑠𝑠∗ (12a) 
 𝜁𝑠 = −
𝑅𝑒(𝑠𝑠)
𝜔𝑠
 (12b) 
For undamped conditions, Eq. (11) represents the fundamental relation between the Fourier and 
Laplace variables (𝑠, 𝑠∗ = ±𝑖𝜔𝑠). System identification methods can be used to estimate the 
transfer function ?̂?(𝑠) from input and output signals as described below.  
(b) Pseudo-Flexible-base. The pseudo-flexible base case accommodates base flexibility from 
rocking but not translation. This condition is important because, whether intentionally or not, it 
represents the level of base fixity for which many past studies have identified structural properties 
(Table 2). Accordingly, it is included here for completeness, even if this condition is not needed 
for typical SSI applications in which fixed- and flexible-base properties are the desired outcomes.  
The input is the difference between base slab translational acceleration and shaker demand, while 
the output matches that for the fixed-base case. As such the difference between these two transfer 
functions is the inclusion within the identified system of base flexibility in rocking in the pseudo-
flexible-base case. The transfer function is then: 
 ?̂?(𝑠) =
?̈̂?𝑓+ℎ𝑠?̂̈?𝑓+?̂̈?𝑠−
?̂?𝑠ℎ
𝑚𝑠
?̈̂?𝑓−
?̂?𝑠ℎ
𝑚𝑠
⁄
 (13) 
 ?̂?(𝑠) =
𝐵𝑥𝐵𝑦𝑦𝐵𝑠
𝐶−𝐵𝑠𝐵𝑦𝑦𝑠2
=
(2𝜁𝑦𝑦𝜔𝑦𝑦𝑠+𝜔𝑦𝑦
2 )(2𝜁𝑠𝜔𝑠𝑠+𝜔𝑠
2)
(𝑠2+2𝜁𝑦𝑦𝜔𝑦𝑦𝑠+𝜔𝑦𝑦
2 )(𝑠2+2𝜁𝑠𝜔𝑠𝑠+𝜔𝑠
2)−𝑠4
 (14) 
As before, the poles are values of s for which the denominator is zero. The roots have the same 
form as Eq. (11), but yield the following pseudo-flexible system modal frequency and damping 
ratio:  
 ?̅?2(𝑠) =
1
(1
𝜔𝑦𝑦
2⁄ )+(
1
𝜔𝑠
2⁄ )
  (15a) 
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 𝜁(̅𝑠) = (?̅? 𝜔𝑦𝑦⁄ )
3
𝜁𝑦𝑦 + (
?̅?
𝜔𝑠⁄ )
3
𝜁𝑠  (15b) 
These pseudo-flexible-base expressions in Eq. (15) match the prior solution derived for earthquake 
loading [2] for the case of a foundation with zero mass and zero rotational inertia. 
(c) Flexible-base.  For the flexible-base case, the shaker demand comprises the input, while the 
output is as defined previously. As such, the system being analyzed includes all system 
displacement components in the difference between input and output. The transfer functions are: 
 ?̂?(𝑠) =
?̈̂?𝑓+ℎ𝑠?̂̈?𝑓+?̂̈?𝑠−
?̂?𝑠ℎ
𝑚𝑠
−?̂?𝑠ℎ
𝑚𝑠
⁄
 (16) 
 ?̂?(𝑠) =
𝐵𝑥𝐵𝑦𝑦𝐵𝑠
𝐶
 (17) 
The roots of the denominator are in the same form as Eq. (11) but with the system frequency ?̃? 
and damping 𝜁 defined as:  
 ?̃?2(𝑠) =
1
(1
𝜔𝑥
2⁄ )+(
1
𝜔𝑦𝑦
2⁄ )+(
1
𝜔𝑠
2⁄ )
 (18a) 
 𝜁(𝑠) = (?̃? 𝜔𝑥⁄ )
3
𝜁𝑥 + (
?̃?
𝜔𝑦𝑦⁄ )
3
𝜁𝑦𝑦 + (
?̃?
𝜔𝑠⁄ )
3
𝜁𝑠 (18b) 
Eq. (18) matches known theoretical solutions for flexible-base frequency and damping [2, 16, 62, 
63], for the case of a foundation with zero mass and zero rotational inertia. The powers of 3 in Eq. 
(18b) correspond to the case of perfectly viscous damping. The alternative of a general frequency-
dependent form and not perfectly viscous leads to powers of 2 [63]. 
 
To summarize, the input-output pairs to evaluate flexible-, pseudo-flexible- and fixed-base 
parameters for forced vibration testing are listed in Table 3. In Table 3, the format of motions 
matches the idealized locations shown in Figure 1, specifically uf is displacement at the base of the 
foundation and us is structural deformation at the midpoint of the roof slab.  
 
Figure 3 shows the minimal level of instrumentation that is required for the system identification 
described here. There are several differences from the idealized locations of motions depicted in 
Figure 1, namely (1) foundation translation is measured at the top of the foundation slab (?̈?𝑓𝑡), (2) 
rotation is not directly measured, but is evaluated from two vertical motions (?̈?𝑣1 and ?̈?𝑣2), which 
assumes that the foundation is rigid in bending, and (3) roof translation is measured at the top of 
the roof slab (?̈?𝑟). Top-of-foundation motion from a recording (?̈?𝑓𝑡) differs from the base-of-
foundation motion used in the derivation (?̈?𝑓) by an additional displacement from rotation ?̈?𝑓 over 
vertical distance 2hf. This is reflected in Footnote 1 (Table 3). A similar correction is required to 
adjust top-of-structure motion from a recording (?̈?𝑟) to roof center of mass motion (?̈?𝑓 + ℎ𝑠?̈?𝑓 +
?̈?𝑠) (Footnote 3). Footnote 2 shows the calculation of foundation rotation from two vertical 
motions.  
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Table 3. Input and output pairs to evaluate modal parameters for various base-fixity conditions. Response quantities 
are defined in Figure 1. Figure 3 shows measured quantities, and footnotes relate recorded time series to those used in 
system identification.  
Base Fixity Input1,2 Output3 
Flexible-Base −𝐹𝑠ℎ
𝑚𝑠
 
−𝐹𝑠ℎ
𝑚𝑠
+ ?̈?𝑓 + ℎ𝑠?̈?𝑓 + ?̈?𝑠 
Pseudo Flexible-Base −𝐹𝑠ℎ
𝑚𝑠
+ ?̈?𝑓 
−𝐹𝑠ℎ
𝑚𝑠
+ ?̈?𝑓 + ℎ𝑠?̈?𝑓 + ?̈?𝑠 
Fixed Base −𝐹𝑠ℎ
𝑚𝑠
+ ?̈?𝑓 + ℎ𝑠?̈?𝑓 
−𝐹𝑠ℎ
𝑚𝑠
+ ?̈?𝑓 + ℎ𝑠?̈?𝑓 + ?̈?𝑠 
1. ?̈?𝑓 = ?̈?𝑓𝑡 − 2?̈?𝑓ℎ𝑓. Rotational acceleration computed from vertical sensors,  
2. ?̈?𝑓 = (?̈?𝑣1 − ?̈?𝑣2)/𝑏  
3.  ?̈?𝑓 + ℎ𝑠?̈?𝑓 + ?̈?𝑠 = ?̈?𝑟 − (ℎ𝑟/2)?̈?𝑓  
4.0 VERIFICATION 
4.1 Structural Model and Simulation Results 
Here we verify the input-output pairs selected above by computing the elastic responses of a SDOF 
structure on a compliant soil medium (as depicted in Figure 2b) and utilizing those motions in 
parametric system identification analyses to see if the specified structural attributes are recovered. 
This example is also used to demonstrate steps in the system identification procedure.  
 
The considered superstructure has structural stiffness ks = 25974 kN/m, viscous damping 𝜁𝑠 = 2%, 
element masses ms = 13360 kg and mf = 6980 kg, and zero element moment of inertia. The structure 
is square in plan with side dimensions of 2B = 3.0 m and H = 2.6 m. We consider two uniform, 
undamped soil conditions (Table 4). The frequency-dependent impedance is derived based on [62], 
as adapted for the present notation by [16].  
 
 
Table 4. Properties of modeled linear soil-foundation-structural systems 
Soil 
Profile 
VS 
(m/s) 
 
(kg/m3) 
f (Hz) 
𝜻𝒔 
(%) 
h/(VsT) ?̃?/𝑻 
𝜷𝒇 
(%) 
?̃? 
(Hz) 
𝜷𝟎 
(%) 
Soft 107 1730 7.03 2.0 0.171 1.27 3.66 5.53 4.90 
Stiff 213 1800 7.03 2.0 0.122 1.08 0.54 6.53 2.27 
 
An eigenvalue analysis [55] of the modeled structure provides the undamped fixed-base frequency 
f. The resulting values of the wave parameter [16], which represents the ratio of structure to soil 
stiffness, are 0.171 and 0.122, which are large enough that significant inertial SSI effects are 
expected. Period lengthening ratio (ratio of flexible- to fixed-base periods) is computed with the 
following expression [62], with the results in Table 4:  
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?̃?
𝑇
= √1 +
𝑘𝑠
𝑘𝑥
+
𝑘𝑠ℎ2
𝑘𝑦𝑦
 (19) 
 
Foundation damping (𝛽𝑓) can be computed from expressions given in [16, 63]. The flexible-base 
damping (0) is then computed as:   
 
 𝛽0 = 𝛽𝑓 +
𝜁𝑠
(?̃? 𝑇⁄ )2
 (20) 
 
We compute response using analytical solutions (modified from [59]) for forced vibration tests 
with excitation provided by a broadband, white noise, shaker excitation, 𝐹𝑠ℎ. Figure 4 shows 
Fourier amplitude spectra of the shaker demand acceleration (top frame) and responses (bottom 
frame) for the case of the soft soil site. Although not shown in Figure 4, the responses have time 
lags relative to the demand reflective of system damping, which is an important aspect for the 
system identification to capture.  
 
 
 
Figure 4. Modeled responses for the SDOF structures on soft soil with white noise shaker excitation  
 
4.2 System Identification 
Parametric system identification is applied using computed responses in the time domain. The 
shaker force and structure responses are manipulated to form the respective input and output pairs 
in Table 3. The manner by which a parametric ARX model is generated from an input/output time 
series is described elsewhere [65]; the key attributes that are user-selected are the time lag between 
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the input and output signals and the number of modes required to capture the system response. As 
described in [2], these parameters are selected iteratively by minimizing error between model 
output and observation, first for delay (using a fixed number of modes) and then for variable 
number of modes. The error is taken as:  
 
 𝑉(𝜃) = ∑ 𝜖2(𝑡𝑖, 𝜃)𝑖  (21) 
 
where 𝜖(𝑡𝑖, 𝜃) is the difference between model prediction and observation for time step ti,  is a 
set of model parameters describing the shape of the transfer function in the Laplace domain, and 
V() is known as the Cumulative Prediction Error. Figure 5 shows the V() vs lag and number of 
modes for the flexible-base identification of the structure on soft soil. For this input-output pair, 
the minimum error occurs at a time delay of zero and decreases gradually with an increasing 
number of modes. There are competing considerations regarding the selection of the number of 
modes – a low number is desired to avoid over-constraining the problem, but may introduce 
uncertainty due to sensitivity of modal damping (and sometimes frequencies) to the selected 
number of modes. We adopt the system identification steps from [65], which is briefly summarized 
as follows:  
 
• Assume one mode and evaluate lag 
• Using this lag, perform system identification initially with a small number of modes 
(typically two), and incrementally increases the number until modal results have stabilized.  
• Check that the original lag is appropriate with the selected number of modes, and adjust as 
needed.  
• Check the suitability of the solution by examining the model fit to data in the frequency 
domain (transfer function) and time domain (measured and estimated output time series). 
Also check that zeros and poles in the transfer function are inside the unit circle and that 
the input and output residual are uncorrelated with high confidence.  
 
For the present problem, we select a lag of zero and four modes. 
 
 
 
Figure 5. Error of system identification model with respect to (a) time delay for 1 mode and (b) number of modes for 
zero lag 
 
16 
 
The transfer function surface in the Laplace domain is computed for the selected lag and number 
of modes. Examples of these surfaces using data from test structures is provided in the next section. 
Peaks (or poles) in the transfer functions are related to modal frequencies and damping ratios per 
Eq. (12), with the results given in Table 5. Matches are good for both frequencies and damping. 
Based on these findings, we conclude that the use of the input-output pairs shown in Table 3 in 
system identification analysis provides accurate estimates of modal parameters.  
 
Table 5. Summary of specified and back calculated fixed-base and flexible-base frequency and damping results 
 
Soil 
Profile 
Fixed-Base Parameters 
Pseudo-Flexible-Base 
Parameters 
Flexible-Base 
Parameters 
Specified System ID Specified System ID Specified System ID 
f 
(Hz) 
𝜻 
(%) 
f 
(Hz) 
𝜻 
(%) 
?̃?∗ 
(Hz) 
?̃?∗ 
(%) 
?̃?∗  
(Hz) 
?̃?∗ 
(%) 
?̃? 
(Hz) 
?̃? 
(%) 
?̃? 
(Hz) 
?̃? 
(%) 
Soft 7.03 2.00 7.03 2.00 5.81 3.83 5.82 3.82 5.53 4.90 5.55 4.92 
Stiff 7.03 2.00 7.03 2.00 6.65 1.97 6.64 1.97 6.53 2.27 6.53 2.27 
 
5.0 APPLICATION  
5.1 Field Testing of Test Structures 
Figure 6 shows two model structures constructed for forced-vibration testing of shallow 
foundations experiencing combined base shear and moment demands. The smaller test structure 
(right side in Figure 6) is portable and has been used at two sites (Garner Valley Downhole Array 
[GVDA] and the Wildlife Liquefaction Array [WLA]) with separate cast-in-place shallow 
foundations. The larger structure (left side in Figure 6) is permanently installed at the GVDA site. 
Both structures have reinforced concrete foundations and upper slabs and intermediate steel 
columns (details in [15] and [14], respectively). The structures were designed with removable steel 
square tube cross-bracing to facilitate modification of structural stiffness. The portable structure is 
rectangular in plan, whereas the permanent structure is square. Structural and ground responses 
are monitored through an array of accelerometers. In addition, vertical displacement sensors and 
pressure sensors were installed at or across the soil-foundation interface. Careful attention was 
paid to synchronization of the measurements of shaker forces and structural responses so that 
delays between forces and responses arise from structural responses and not relative instrument 
delays, as discussed further in [15]. These considerations are important for estimates of damping.  
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Figure 6. Two SFSI structures, the portable test structure (right) and the permanent structure (left) located at GVDA 
 
General attributes of these structures are summarized in Table 6 following the notation in Figure 
3 for dimensions and Figure 2(b) for masses. Plan view dimensions of the foundation (and roof 
slabs) are 2B (short direction) and 2L (long direction). Frequencies and damping ratios in Table 6 
for the portable structure were determined by examining free-decay of the structure when affixed 
to a strong floor in the UCLA structural engineering laboratory. As such, these can be considered 
as low-amplitude fixed-base frequencies. Laboratory vibration measurements of this sort were not 
performed for the permanent test structure.   
Table 6. Attributes of test structure. Modal properties are from fixed-based testing in UCLA structures lab 
Struc. Site 
hs 
(m) 
hr 
(m) 
2hf 
(m) 
2B 
(m) 
2L 
(m) 
ms (kg) mf (kg) f (Hz)1 𝜻1 
Port. 
GVDA, 
WLA 
2.88 0.25 0.61 2.14 4.28 6980 13340 
32.5 (Xb) 0.014 (Xb) 
21.4 (Yb) 0.024 (Yb) 
11.8 (Xu) 0.013 (Xu) 
11.6 (Yu) 0.013 (Yu) 
Perm. GVDA 4.56 0.40 0.50 4.06 4.06 16400 20500 
- - 
- - 
1 X, Y: Loading directions, where X is longitudinal and Y is transverse; b=braced, u=unbraced 
 
The GVDA site has medium dense sedimentary deposits, while the WLA site has soft clays 
overlying loose liquefiable soils. Figure 7 shows available shear wave velocity (VS) profile data 
(compiled by [15]), along with representative profiles considered for the present work. In 
developing the profiles selected for analysis we gave preference to suspension logging methods at 
depth, which have higher resolution than the alternative profiles based on surface wave 
measurements. Following recommendations in NIST [16], representative values of VS are taken as 
time-averaged velocities over profile depths (zp), which in turn are related to the foundation 
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moment of inertia applicable to the direction of shaking. Table 7 lists applicable zp values and the 
time-averaged small-strain shear wave velocities (Vs,avg) computed for those depth intervals.  
 
Both test structures have recorded dynamic responses from several excitation sources. Small 
earthquakes were recorded on the permanent structure at GVDA and on the portable structure 
while it was at WLA. Forced vibration loading from a small linear mass electromagnetic shaker 
was applied in both directions to the portable structure and in one direction for the permanent 
structure. The linear mass shaker imposes low-amplitude loads on the structures and soil behavior 
is expected to remain nearly linear visco-elastic. Forced vibration loading was also applied with 
an eccentric mass shaker to the portable test structure in both directions. This shaker applies larger 
demands that can develop non-linear soil behavior.   
 
  
Figure 7. Measured shear wave velocity data for WLA site (left) and GVDA site (right) along with profiles used for 
analysis in this paper.  
 
Table 7. Structure- and direction-specific depth-averaged small-strain shear wave velocities for SSI analysis 
Structure 
Sites 
Tested 
Loading 
Dir. 
zp (m) 
Vs,avg 
(m/s) 
Portable 
WLA 
X 3.59 106 
Y 2.54 97 
GVDA 
X 3.59 187 
Y 2.54 187 
Permanent GVDA X=Y 4.06 187 
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Table 8 summarizes conditions for which vibration responses have been recorded for the test 
structures, both from forced-vibration tests and earthquakes. The wave parameter hs/(Vs,avgT) 
indicates the expected significance of inertial SSI for each set of experiments [16], and is shown 
for small-strain conditions. For the case of the portable structure, fixed base properties used in the 
wave parameter calculation are from Table 6 (laboratory measurements on strong floor). For the 
permanent structure, we use fixed-base properties from system identification in the next section 
(12.8 Hz with bracing, 6.7 Hz without bracing). The range of wave parameter values, 0.15  ̶  1.31, 
is large relative to the approximate range previously encountered for buildings under earthquake 
excitation of 0  ̶  0.4 [66]. In Table 8 we do not show wave parameter values for tests where 
nonlinear effects are expected (i.e., EMS and Eqk sources), although such effects are considered 
subsequently.  
 
Table 8. Attributes of forced vibration experiments and earthquake recordings at instrumented field test structures 
Structure 
[Ref] 
Site Bracing 
Load. 
Source1 
Load. 
Dir.2 
X: 
hs/(VS,avgT) 
Y: 
hs/(VS,avgT) 
Portable 
[15] 
WLA 
Braced 
EMS X, Y   
LMS X, Y 0.95 1.31 
Unbraced 
EMS X, Y   
LMS X, Y 0.30 0.30 
Eqk X, Y   
GVDA 
 
Braced 
EMS X, Y   
LMS X, Y 0.54 0.68 
Unbraced 
EMS X, Y   
LMS X, Y 0.17 0.15 
Permanent 
[14] 
GVDA 
Braced LMS X=Y 0.31 0.31 
Unbraced 
LMS X=Y 0.16 0.16 
Eqk X=Y   
1 EMS = eccentric mass shaker; LMS = linear mass shaker; Eqk. = earthquake  
2 X = shaking in longitudinal direction; Y = shaking in transverse direction 
 
5.2 System Identification to Evaluate Soil-Structure Interaction Effects 
Here we apply parametric system identification procedures using data from the field test structures 
to identify fixed- and flexible-base properties. Parametric system identification is performed using 
the input/output signals developed above for forced vibration tests and in [2] for earthquake data; 
a few exceptions involving forced vibration testing where parametric procedures are not used are 
described below. The data sets considered in this study are archived and publicly available [15].  
 
The optimal lag time and number of modes for each input-output data set are obtained in the same 
manner described in Section 4. Since there can be changes of modal parameters as the number of 
modes is adjusted, for a given test, we use a consistent number of modes for each base fixity 
condition so that differences between results are more likely to represent the SSI effect and less 
likely to be artifacts of the system identification process. Figure 8 shows example transfer function 
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surfaces for the fixed- and flexible-base cases for the portable structure at WLA with and without 
bracing, shaken in the X-direction. The locations of the poles define modal frequencies and 
damping ratios per Eq. (12a) and (12b). As shown in Figure 8, the braced structure has two 
significant modes - the lower frequency response in the flexible base plot (near 10.5 Hz) comprises 
the system response of interest. The higher frequency response in the fixed base plot (near 16 Hz) 
is associated with bracing vibrations. The overall fixed base response occurs near 35 Hz.  
 
 
         
 
 
Figure 8. Transfer function surfaces showing locations of poles for portable structure at WLA site subject to forced 
vibration testing using LMS in X-direction.  
 
 
As in [2, 65], we performed several checks of the parametric system identification results for each 
input/output data pair, including (1) plotting output time series from the identified model and data, 
to check compatibility and (2) plotting the intersection of the transfer function with a vertical plane 
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on the frequency axis with a non-parametric transfer function. Results of these checks are given in 
[61, 67, 68] and while not shown here for brevity, they confirm the identified modal parameters.  
 
Because the data from test structures involves excitations at variable levels of demand that can 
produce soil responses that extend into the nonlinear range, we estimate approximate strain 
demands for each test. We compute an index that approximates shear strain (𝛾𝑒𝑓𝑓
𝐼 ) near the 
foundation-soil contact based on the foundation peak velocity (PGV) and soil shear wave velocity 
near the ground surface (VS0) as (modified from [69]):  
 
 𝛾𝑒𝑓𝑓
𝐼 = 𝑛
𝑃𝐺𝑉
𝑉𝑆0
 (22) 
 
where n is taken as 1.0 for cyclic forced vibration tests and as (M-1)/10 for earthquake loading 
[70], and PGV is computed for each test by integrating the average recorded horizontal acceleration 
response of the foundation. For the value of 𝛾𝑒𝑓𝑓
𝐼  for each test, we estimate the soil shear modulus 
reduction (G/G0) and damping (βs) using generic models by Menq [71] for sand and Darendeli [72] 
for fine-grained soils. 
 
The system identification procedures described above were repeated for all forced vibration test 
data sets. Results are shown in Table 9 along with estimated shear strains, 𝛾𝑒𝑓𝑓
𝐼 . Note that 
frequency ratio 𝑓 𝑓⁄  is equivalent to period lengthening. Notable attributes of the results include: 
(1) stronger SSI effects (i.e., larger period lengthening and foundation damping) for the braced vs 
unbraced configurations; (2) generally stronger SSI when strains are large enough to induce 
nonlinear soil response (although in some cases damping does not increase with strain level); and 
(3) lack of a consistent trend in SSI effects for shaking in the short vs long directions of the 
structure. The trends observed are generally compatible with expectation in the sense that factors 
that increase observed inertial SSI effects also increase hs/(Vs,avgT).  
 
For a few cases (most notably the braced structure with shaking in the Y direction) the system 
identification for the fixed-base condition produced unstable estimates of modal parameters with 
respect to the selected value of J (number of modes). These attributes were considered to be 
unreliable, for the reason that the identified properties were generally poorly matched to results of 
testing in the UCLA structures lab (Table 6), and are not shown in Table 9. The unreliable results 
in this case are likely due to the small amplitude of the structural displacements for the braced 
structure. Accordingly, for subsequent analysis in this paper, the fixed-base frequencies for such 
cases are taken from Table 6 and the fixed-base damping is taken as the approximate average value 
from Table 6 of 1.5%. Fixed-based conditions where these properties are applied are marked with 
‘-‘ in Table 9. In all other cases, fixed-base properties are identified from system identification 
procedures. There are small differences in fixed-base properties of the portable structure between 
excitation sources and between sites, despite the same structure having been used in each test. This 
occurs because of unavoidable variations in the rigidity of bolted connections. For example, the 
LMS source produces frequencies of 11.7 and 11.2 Hz for X direction responses of the unbraced 
structure at the two sites. Likewise, the stronger excitation from the EMS source produces fixed-
base frequencies of 9.7 and 10.7 Hz for the same conditions.  These variations in the condition of 
the structure do not affect the reliability of period lengthening and foundation damping from the 
tests, which are evaluated on a case-by-case basis for individual tests.  
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For the case of earthquake loading of the portable structure at the WLA site, system identification 
of flexible-base parameters was not possible due to a lack of appropriate free-field acceleration 
records. While the WLA site is instrumented with ground accelerometers, the closest instrument 
was approximately 70 m from the test structure. Accordingly, flexible-base properties were 
estimated from pseudo-flexible and fixed-base properties using procedures described in [2]. 
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Table 9. System identification of instrumented field test structures 
Struc. Site Bracing 
Load. 
Source1 
Load. 
Dir.2 
System ID Results 
𝜸𝒆𝒇𝒇
𝑰  
f (Hz) 𝜻 (%) ?̃?∗(Hz) ?̃?∗ (%) 
?̃? 
(Hz) 
?̃?(%) 
𝒇
?̃?
⁄  
Portable 
WLA 
Braced 
EMS 
X 31.9 2.54% 10.3 11.15% 9.7 13.52% 3.31 0.00252 
Y - - 8.0 18.73% 6.9 18.10% 3.21 0.00312 
LMS 
X 35.7 3.51% 12.5 14.20% 11.2 28.95% 2.87 0.00029 
Y - - 9.6 18.07% 8.1 24.94% 2.70 0.00046 
Unbraced 
EMS 
X 9.7 - 8.6 8.10% 8.1 8.53% 1.48 0.00251 
Y 9.1 - 7.1 8.70% 6.6 8.89% 1.38 0.00235 
LMS 
X 11.7 4.43% 9.1 5.01% 8.5 7.48% 1.38 0.00035 
Y 10.1 - 7.4 6.31% 7.0 7.26% 1.44 0.00049 
Eqk. M=4.8 
X 12.1 1.08% 9.1 4.24% 8.53 7.05%3 1.33 0.00300 
Y 12.2 1.73% 7.4 3.05% 7.23 7.27%3 1.65 0.00660 
GVDA 
Braced 
EMS 
X - - 13.1 10.79% 12.0 11.03% 2.68 0.00208 
Y 23.3 7.67% 9.8 10.90% 8.8 12.32% 2.51 0.00198 
LMS 
X 36.9 1.52% 14.9 7.48% 14.2 9.41% 2.25 0.00010 
Y - - 11.7 6.43% 10.9 8.14% 2.02 0.00018 
Unbraced 
EMS 
X 10.7 - 9.5 5.57% 9.0 5.12% 1.33 0.00241 
Y 11.6 7.42% 8.0 5.13% 7.6 5.03% 1.52 0.00187 
LMS 
X 11.0 1.27% 10.2 2.12% 9.8 3.13% 1.12 0.00021 
Y 11.2 1.32% 9.1 2.33% 8.8 3.06% 1.27 0.00021 
Permanent GVDA Unbraced 
LMS - 7.1 0.32% 6.0 1.53% 5.9 2.00% 1.21 0.00013 
Eqk. M=4.2 - 6.7 0.51% - - 5.8 1.25% 1.15 0.00170 
Eqk. M=5.4 - 6.7 0.90% - - 5.8 4.11% 1.15 0.00170 
1 EMS = eccentric mass shaker; LMS = linear mass shaker; Eqk. = earthquake  
2 X = shaking in longitudinal direction; Y = shaking in transverse direction 
3 Flexible-base properties were estimates from pseudo-flexible and fixed-base properties using procedures described in [2] 
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5.3 Comparison of Experimental Results to Model Predictions 
We compare the experimental results to predictions from models for period lengthening and 
foundation damping. For period lengthening, we follow the classical approach of Veletsos and 
Meek [62] (Eq. 19) as implemented in [16], which includes recommendations for adapting 
impedance expressions for non-uniform profiles. For foundation damping (f in Eq. 20), we use 
expressions in [16, 63]. These models represent the state of practice due to their incorporation, 
with minor modification, into the ASCE 7/16 standard [17]. The only modification to these models 
applied for this application was to adjust soil properties in an equivalent linear sense. We compute 
the shear strain using Eq. (22) and then strain-adjust the shear modulus (G) and soil hysteretic 
damping (s) used in the period lengthening and foundation damping expressions (using models 
for nonlinear soil response by [71, 72]).  
 
The input parameters used for these calculations are given in Table 6 for structural parameters and 
Table 7 for small-strain soil parameters. Figure 9 shows values of period lengthening ?̃? 𝑇⁄  and 
foundation damping f plotted against wave parameter hs/(Vs,avg,γT), where Vs,avg,γ is the average 
shear wave velocity adjusted for nonlinear effects. Also shown in Figure 9 are model predictions 
for the range of aspect ratio (hs/B) present in the specimens, which is 2.0-2.7.  
 
As shown in Figure 9, the softer WLA site (black symbols) experiences larger SSI effects (i.e., 
increased period lengthening and foundation damping) than the stiffer GVDA site (red symbols). 
However, there is data overlap, and there are no particular differences between results for the two 
sites in the overlap region.  
 
Figure 9. Period lengthening and foundation damping versus wave parameter for predictive models (lines) and based 
on system identification using recorded motions of test structures (discrete symbols) for various loading sources. In 
the figure, black and red solid lines (for hs/B = 2) overlap.   
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The model predictions shown in Figure 9 assume full contact area between foundation and soil, 
which is violated when gaps form. For relatively weak shaking as provided by the EMS, we 
anticipate that there should be nearly full contact, as evidence of gapping was not observed in the 
field. Gap formation was observed during LMS shaking. Figure 10 illustrates the sensitivity of 
model predictions to contact area by showing sets of model predictions for full foundation contact 
and for a 50% reduction in contact area. The area reduction is applied to the horizontal foundation 
dimension in the direction of shaking. Log scales are used in Figure 10 to better visualize trends 
for small values of period lengthening and foundation damping. Reducing foundation contact area 
increases predicted period lengthening and decreases foundation damping. The 50% contact area 
reduction, while admittedly somewhat arbitrary, improves the fit in several cases. Our intent in 
showing these results is to illustrate how gapping may have contributed to the observed responses 
at higher load levels. We have not sought to optimize fits by systematically varying the contact 
area for each test. However, in general full contact area provides the best match to EMS results 
and 50% reduction provides improved match for LMS results.  
 
 
Figure 10. Period lengthening and foundation damping versus wave parameter for various loading sources on the 
portable structure at the WLA site (black) and GVDA site (red) for a) X-direction and b) Y-direction excitation. 
 
Model performance can be more directly assessed using residuals, defined as follows:  
 
 𝑅𝑇 =
(
?̃?
𝑇
)
𝑜𝑏𝑠
−(
?̃?
𝑇
)
𝑚
(
?̃?
𝑇
)
𝑚
 (23) 
 
 𝑅𝐷 =
(𝛽𝑓)𝑜𝑏𝑠
−(𝛽𝑓)𝑚
(𝛽𝑓)𝑚
 (24) 
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where subscript ‘obs’ indicates observation (from Table 9) and subscript ‘m’ indicates model 
prediction. Model predictions are based on full contact area. Residuals are plotted against wave 
parameter hs/( Vs,avg,γT) and strain index 𝛾𝑒𝑓𝑓
𝐼  in Figure 11. Residuals for period lengthening are 
generally positive and increase with wave parameter. Residuals for the GVDA site are generally 
larger than for the WLA site for the same wave parameter. Residuals do not appear to trend with 
strain index, indicating that nonlinearity has been reasonably captured by the models. Residuals 
from damping are generally positive at small wave numbers and increasingly negative at large 
wave numbers. As with period lengthening, the damping residuals do not trend with strain index. 
Some of the bias in Figure 11 likely results from reduced foundation-soil contact area from 
gapping, particularly for results derived from the EMS source. We have not attempted to 
empirically adjust our analysis procedures to remove bias, which in principle could be done with 
further changes to the contact area and the nonlinear adjustment of soil properties. 
 
 
Figure 11. Residuals of system identification compared to predictive models for period lengthening (top row) and 
foundation damping (bottom row) versus wave number and strain index. Red symbols GVDA, black symbols WLA.  
 
6.0 CONCLUSIONS 
Parametric system identification of data recorded during forced vibration tests provides a useful 
tool for evaluating modal frequencies and damping ratios, which in turn can be interpreted to 
evaluate soil-structure interaction effects for tested structures. In this study, we have extended 
parametric system identification procedures developed for earthquake excitation to the case of 
forced vibration. To evaluate flexible-base modal parameters, which incorporate flexibility and 
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damping associated with foundation translation and rocking along with structural translation, 
recordings of shaker force and roof translational acceleration are needed. Also required are masses 
of the shaker and structure and structural dimensions. All relevant masses, including shaker mass 
associated with the term (Fsh/ms) should be known with accuracy to allow a reliable estimation of 
modal parameters at high frequencies. This is in contrast to earthquake loading, where the input 
and output terms do not depend on mass. To evaluate pseudo-flexible-base parameters (in which 
foundation translation is not considered as a source of system flexibility), the input to the system 
identification incorporates the foundation translation, such that the difference between input and 
output does not include this effect. Similarly, for fixed-base modal parameters, both foundation 
translation and base rocking are required, such that the difference between output and input is only 
the structural deformation. Recommended input-output pairs for each case are given in Table 3.  
 
The input-output pairs listed in Table 3 have been verified using simulations of simple structure-
foundation-soil systems. The properties of the systems were specified, simulations were performed 
that produced time series of responses, and those time series were adapted for use in system 
identification. Results of this exercise were favorable with regard to both first mode frequencies 
and damping ratios for difference base fixity conditions, thus verifying the recommended 
input/output pairs.  
 
The recommended system identification procedures were applied to recordings obtained during 
forced vibration testing and earthquake shaking of two test structures. One of the structures is 
portable and has been used for testing at two sites. The other structure is permanently installed at 
the Garner Valley site. System identification results are interpreted in the form of period 
lengthening ratios and foundation damping. Some of the unique aspects of this data set are that (1) 
the results apply for a range of shaking demands spanning from visco-elastic to nonlinear soil 
responses, and (2) the results apply for a broad range of the wave parameter. We find a strong 
association of wave parameter with both period lengthening and foundation damping, even among 
multiple tests on the same structure.  
 
We suggest an approximate means by which to account for soil nonlinearity in model predictions 
using an equivalent-linear approach. We find that models recently presented by NIST [16] for 
period lengthening and foundation damping generally provide reasonable first order predictions of 
these effects, including the effect of nonlinearity, although the model predictions could be 
improved in future work through consideration of gapping at the foundation-soil interface.  
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