In this paper, we suggest and analyze a class of implicit resolvent dynamical systems for quasi variational inclusions by using the resolvent operator technique. We show that the trajectory of the solution of the implicit dynamical system converges globally exponentially to the unique solution of the quasi variational inclusions. Our results can be considered as a significant extension of the previously known results.  2002 Elsevier Science (USA). All rights reserved.
Introduction
Quasi variational inclusion, which was introduced and studied by Noor and Noor [1] , is a useful and important extension of the variational principles with a wide range of applications in industry, physical, regional, social, pure and applied sciences. Quasi variational inclusions provide us with a unified, natural, novel, innovative and general technique to study a wide class of problems arising in different branches of mathematical and engineering sciences; see, for example, [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] and references therein. In recent years, much attention has been given to consider and analyze the projected dynamical systems associated with variational inequalities and nonlinear programming problems, in which the righthand side of the ordinary differential equation is a projection operator. Such types of the projected dynamical systems were introduced and studied by Dupuis and Nagurney [14] . Projected dynamical systems are characterized by a discontinuous right-hand side. The discontinuity arises from the constraint governing the question. The innovative and novel feature of a projected dynamical system is that its set of stationary points corresponds to the set of solutions of the corresponding variational inequality problems. Hence, the equilibrium and nonlinear problems arising in various branches of pure and applied sciences, which can be formulated in the setting of variational inequalities, can now be studied in the more general setting of the projected dynamical systems. It has been shown in [14] [15] [16] [17] [18] [19] [20] that the dynamical systems are useful in developing efficient and powerful numerical technique for solving variational inequalities and related optimization problems. Xia and Wang [18, 19] , Zhang and Nagurney [20] and Nagurney and Zhang [17] have studied the globally asymptotic stability of these projected dynamical systems. Noor [21, 22] has also suggested and analyzed similar resolvent (implicit) dynamical systems for mixed (quasi) variational inequalities by extending and modifying their techniques. It is worth mentioning that there is no such type of the dynamical systems for quasi variational inclusions. In this paper, we suggest and analyze dynamical systems for the quasi variational inequalities. Using the resolvent operator method, one usually establishes the equivalence between the quasi variational inclusions, resolvent equations and fixed-point problems. This alternative formulation has played a key role in developing some efficient numerical methods for solving quasi variational inclusions and related optimization problems; see [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] and references therein. We use this alternative formulation to suggest a class of implicit resolvent dynamical systems associated with quasi variational inclusions. We show that the trajectory of the solutions of these dynamical systems converges globally exponentially to the unique solution of the related quasi variational inclusions. The analysis is in the spirit of Xia and Wang [18, 19] and Noor [21] [22] [23] . Since the quasi variational inclusions include the quasi (mixed) variational inequalities and nonlinear programming problems as special cases, the results obtained in this paper continue to hold for these problems.
Preliminaries
Let H be a real Hilbert space whose inner product and norm are denoted by ·, · and · , respectively. Let A(·, ·) : H × H → H be a maximal monotone operator with respect to the first argument. For given nonlinear operators T , g : H → H , consider the problem of finding u ∈ H such that
which is called the quasi variational inclusion; see Noor and Noor [1] . A number of problems arising in structural analysis, mechanics and economics can be studied in the framework of the quasi variational inclusions; see, for example, [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [24] [25] [26] [27] .
Special cases
, the subdifferential of a convex, proper and lower semi-continuous function ϕ(·, u) with respect to the first argument, then problem (2.1) is equivalent to finding u ∈ H such that
which is called the mixed quasi variational inequality. Problem (2.2) has been studied by Noor [4, [9] [10] [11] [12] using the resolvent equations technique.
a problem considered and studied by Noor [3, 6] using the resolvent equations technique.
) is the subdifferential of a proper, convex and lower, semicontinuous function ϕ : H → R ∪ {+∞}, then problem (2.3) reduces to: find u ∈ H such that
Problem (2.4) is known as the mixed variational inequality and has been studied by Noor et al. [25] and its special cases by Uko [13] .
IV. If the function ϕ(·, ·) is the indicator function of a closed convex-valued set
a problem considered and studied by Noor [9] , using the projection method and the implicit Wiener-Hopf equations technique.
which is called the generalized multivalued implicit complementarity problem. For special choices of the operators T , g, A(., .) and the convex set K, one can obtain a large number of complementarity and implicit (quasi) complementarity problems; see, for example, [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [24] [25] [26] [27] and references therein. We would like to mention that the problem of finding a zero of the sum of two maximal monotone operators, location problem, min u∈H {f (u)+g(u)}, where f, g are both convex functions, various classes of variational inequalities and complementarity problems are very special cases of problem (2.1). Thus it is clear that problem (2.1) is a general and unifying one and has numerous applications in pure and applied sciences.
We now recall some well known results and notions.
Definition 2.1 ([28]
). If T is a maximal monotone operator on H, then, for a constant ρ > 0, the resolvent operator associated with T is defined by
where I is the identity operator. Also the resolvent operator J T is single-valued and nonexpansive.
Remark 2.1. Since the operator A(., .) is a maximal monotone operator with respect to the first argument, we denote by
the resolvent operator associated with A(., u) ≡ A(u). For example, if A(., u) = ∂ϕ(., u), for all u ∈ H, and ϕ(., .) : H × H → R ∪ {∞} is a proper, convex and lower semicontinuous with respect to the first argument, then it is well known that ∂ϕ(., u) is a maximal monotone operator with respect to the first argument. In this case, the resolvent operator
which is defined everywhere on the whole space H, where ∂ϕ(u) ≡ ∂ϕ(., u).
Related to the quasi variational inclusions (2.1), we consider the problem of the implicit resolvent equations. To be more precise, let R A(u) ≡ I − J A(u) , where I is the identity operator and J A(u) is the resolvent operator. For given nonlinear operators T , g : H → H , consider the problem of finding u, z ∈ H such that 6) which is known as the implicit resolvent equations, where g is an injective operator. For the applications and numerical results of the resolvent equations, see [3, 6] and references therein.
Definition 2.2.
The dynamical system is said to converge to the solution set K * of (2.1), if, irrespective of the initial point, the trajectory of the dynamical system satisfies
It is easy to see, if the set K * has a unique point u * , then (2.7) implies that
If the dynamical system is still stable at u * in the Lyapunov sense, then the dynamical system is globally asymptotically stable at u * .
Definition 2.3.
The dynamical system is said to be globally exponentially stable with degree η at u * , if, irrespective of the initial point, the trajectory of the system satisfies
where µ 1 and η are positive constants independent of the initial point. It is clear that globally exponentially stability is necessarily globally asymptotically stable and the dynamical system converges arbitrarily fast. 
Lemma 2.1 (Gronwall
where ν > 0 is a constant.
Main results
In this section, we use the resolvent operator technique to establish the equivalence between the multivalued quasi variational inclusions and the implicit resolvent fixed points. This equivalence is used to suggest a class of implicit resolvent dynamical systems for the quasi variational inclusions (2.1). For this purpose, we need the following well known result; see Noor [3, 6] .
Lemma 3.1. u ∈ H is a solution of (2.1) if and only if u ∈ H satisfies the relation
g(u) = J A(u) [g(u) − ρT (u)],(3.
1)
where ρ > 0 is a constant and J A(u) = (I + ρA(u)) −1 is the resolvent operator.
From Lemma 3.1, we conclude that the multivalued quasi variational inclusion (2.1) is equivalent to the implicit fixed point problem (3.1). This alternative formulation is very useful from both theoretical and numerical analysis points of view. This equivalent formulations has been used to suggest and analyze a number of iterative algorithms for solving variational inclusions and related optimization problems; see [3, 6] . We use this equivalence to suggest a class of resolvent dynamical system for variational inclusions (2.1) as
where λ is a parameter. The system of type (3.2) is called the implicit resolvent dynamical system associated with quasi variational inclusion (2.1). Here the righthand side is related to the resolvent and is discontinuous on the boundary. It is clear from the definition that the solution to (3.2) always stays in the constraint set. This implies that the qualitative results such as the existence, uniqueness and continuous dependence of the solution on the given data of (3.2) can be studied. We now use the implicit resolvent equation technique to suggest another implicit dynamical system for quasi variational inclusion (2.1). Using the technique of Noor [3, 6] , one can easily show that the quasi variational inclusion (2.1) is equivalent to the implicit resolvent equations (2.6).
Lemma 3.2. The quasi variational inclusion (2.1) has a solution u ∈ H if and only if the implicit resolvent equation (2.6) has a solution u, z ∈ H , where
Using (3.3), we can rewrite the implicit resolvent equation (2.6) in the form
Thus it is clear from Lemma 3.1 that u ∈ H is a solution of the variational inclusion (2.1) if and only if u ∈ H satisfies Eq. (3.4). Using this formulation, we suggest another dynamical system associated with the quasi variational inclusion (2.1) as
which is called the implicit resolvent dynamical system. Note that this dynamical system is different from (3.2). These dynamical systems describe the disequilibrium adjustment processes which may produce important transient phenomena prior to the achievement of a steady state. We now show that the trajectory of the solution of the implicit resolvent dynamical system (3.2) converges to the unique solution of the quasi variational inclusion (2.1) by using the technique of Xia and Wang [18, 19] as extended by Noor [21] [22] [23] . In a similar way one can consider the implicit resolvent system (3.5). 
Proof. Let
where λ > 0 is a constant. For all u, v ∈ H, and using Assumption 2.1, we have
This implies that the operator G(u) is a Lipschitz continuous in H . So, for each u 0 ∈ H , there exists a unique and continuous solution u(t) of the dynamical system (3.2), defined in an interval t 0 t < T 1 with the initial condition u(t 0 ) = u 0 . Let [t 0 , T 1 ) be its maximal interval of existence. Then we have to show that T 1 = ∞. Consider
where
Hence by invoking Lemma 2.1, we have
This shows that the solution is bounded on Proof. Since the operators T , g are both Lipschitz continuous, it follows from Theorem 3.1 that the implicit resolvent dynamical system (3.2) has a unique solution u(t) over [t 0 , T 1 ) for any fixed u 0 ∈ H . Let u(t) = u(t, t 0 : u 0 ) be the solution of the initial value problem (3.2). For a given u * ∈ H , satisfying (2.1), consider the following Lyapunov function:
From (3.2) and (3.6), we have
where u * is the solution of the quasi variational inclusion (2.1), that is,
Now using Assumption 2.1 and Lipschitz continuity of the operators T , g, we have
From (3.7) and (3.8), we have
Thus, for λ = −λ 1 , where λ 1 is a positive constant, we have
which shows that the trajectory of the solution of the implicit resolvent dynamical system (3.2) converges globally exponentially to the unique solution of the quasi variational inclusion (2.1). ✷
Extensions
We would like to mention that the ideas and technique developed in this paper can be extended for suggesting the resolvent dynamical systems for multivalued quasi variational inclusions. To be more precise, let C(H ) be a family of nonempty compact subsets of H . Let T , V : H → C(H ) be the multivalued operators. For a given nonlinear operator N(., .) : 1) which are called the multivalued quasi variational inclusions; see Noor [10] [11] [12] and references therein. Using the resolvent operator technique, it has been shown in [10] [11] [12] that the multivalued quasi variational inclusions (4.1) are equivalent to finding u ∈ H , w ∈ T (u), y ∈ V (u) such that Using essentially the technique of this paper and Noor [10] [11] [12] [21] [22] [23] , one can consider the properties of the implicit resolvent system (4.3).
Remark 4.1. The theory of the resolvent dynamical systems associated with (multivalued) quasi variational inclusions is a relatively new one and does not appear to have developed to an extent that it provides a complete framework for studying these problems. There are still many open problems involving the globally asymptotic stability of the implicit resolvent dynamical systems. Much more work is needed in all these areas to develop a sound basis for applications and numerical methods. It is hoped that the results obtained in this paper may inspire and motivate the readers to discover new, innovative and novel applications of this new theory in various branches of pure and applied sciences.
