Automatic speech recognition (ASR) and keyword search (KWS) have more and more found their way into our everyday lives, and their successes could boil down lots of factors. In these factors, large scale of speech data used for acoustic modeling is the key factor. However, it is difficult and time-consuming to acquire large scale of transcribed speech data for some languages, especially for low-resource languages. Thus, at low-resource condition, it becomes important with which transcribed data for acoustic modeling for improving the performance of ASR and KWS. In view of using acoustic data for acoustic modeling, there are two different ways. One is using the target language data, and another is using large scale of other source languages data for cross-lingual transfer. In this paper, we propose some approaches for efficient selecting acoustic data for acoustic modeling. For target language data, a submodular based unsupervised data selection approach is proposed. The submodular based unsupervised data selection could select more informative and representative utterances for manual transcription for acoustic modeling. For other source languages data, the high misclassified as target language based submodular multilingual data selection approach and knowledge based group multilingual data selection approach are proposed. When using selected multilingual data for multilingual deep neural network training for crosslingual transfer, it could improve the performance of ASR and KWS of target language. When comparing our proposed multilingual data selection approach with language identification based multilingual data selection approach, our proposed approach also obtains better effect. In this paper, we also analyze and compare the language factor and the acoustic factor influence on the performance of ASR and KWS. The influence of different scale of target language data on the performance of ASR and KWS at mono-lingual condition and cross-lingual condition are also compared and analyzed, and some significant conclusions can be concluded. key words: keyword spotting, submodular, multilingual data selection, language identification, recurrent neural network long short term memory
Introduction
Over the past years, low-resource keyword search (KWS) has gained much attention from researchers. Due to the limitation of keyword-filler based KWS system [1] , [2] , such as high false alarm rate when large number of keywords or keyword phrases are involved, most state-of-the-art KWS systems are based on large vocabulary continuous speech recognition (LVCSR) [3] - [12] .
In modern automatic speech recognition (ASR) system, acoustic modeling has an important role, and it usually need large amount of transcribed speech to build stateof-the-art acoustic model. At the low-resource constraint, it is difficult and time-consuming to acquire these resources for some languages, especially for low-resource languages. In order to overcome the limitation and improve the performance of acoustic modeling, different approaches from the view of using of acoustic data have been proposed [13] - [24] . One is using the efficient target language speech data [8] , [11] , [12] , and another is using efficient source languages speech data [13] - [24] . The target language speech data with more informativeness and representativeness could help to build efficient acoustic modeling for ASR and KWS [8] , [11] , [12] , [24] - [31] . Due to low-resource constraint, such as, only 10 hours of target language data for acoustic modeling, it is important to select those more representative and more informative utterances for acoustic modeling [8] , [11] , [12] . In this paper, a submodular based unsupervised target language data selection approach is proposed and used to select utterances for manual transcription. This approach can acoustically match the development set and select more informative and representative utterances, and thus when using these transcribed utterances for acoustic modeling, it can help to improve the performance of ASR and KWS.
The transcribed data from other languages also could be used for building acoustic models or feature extractors for cross-lingual transfer for low-resource languages. Since its good effect for improving the performance of ASR and KWS, it has gained much attention from researchers. There are two different ways to use the transcribed other source languages data. One way is to build hybrid multilingual deep neural network (MDNN), and then conduct the crosslingual transfer for target language [15] , [17] , [18] , [21] , [22] . Another way is to build bottleneck feature (BNF) extractor. The extracted target language BNFs are then used to train a Gaussian Mixture Model-Hidden Markov Model (GMM-HMM) or Deep Neural Network-Hidden Markov Model (DNN-HMM) recognizer [13] , [14] , [16] , [19] , [20] , [23] .
Some studies have shown that not all of multilingual data can contribute equally to improve the performance of ASR and KWS for target language when using multilingual data to train BNF extractors or hybrid MDNN for crosslingual transfer [13] , [32] , [33] . Thus, it is important to select more efficient multilingual data for building efficient hybrid MDNN models or BNF extractors for target language.
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Another side exists in like that when using more different source languages data to train hybrid MDNN or BNF extractor for cross-lingual transfer, it could help to improve the performance of ASR and KWS, but it is also constrained by the hardware (such as GPU memory) and time-consuming. The shared-hidden-layer multilingual deep neural network (SHL-MDNN) [18] is a common used and popular MDNN training framework. In this framework, all hidden layers are shared across multiple languages while the softmax output layer is language dependent. The shared hidden layers (SHLs) extracted from the MDNN can be viewed as a universal feature extraction module. As SHLs are trained using multiple source languages, they carry information for phonetic classification in the multiple source languages. When conducting cross-lingual transfer for target language, the SHLs are extracted from the SHL-MDNN, and a new softmax output layer is added on top of the SHLs. The output nodes in new softmax output layer correspond to the output of target language. If each language has about 4,500 outputs, and there are about 30 different languages data used to train SHL-MDNN, it will take lots of GPU memory, and it will be constrained by hardware. And it also takes long time to train the SHL-MDNN. Based on these considerations, some different approaches are proposed for multilingual source language data selection for SHL-MDNN training in this paper. One is the knowledge based group multilingual speech data approach, and another is high misclassified as target language based submodular multilingual speech data selection approach.
Different speech language data are grouped into different groups according to different regional distributions and language characters. In each group, one or two different languages are selected and used for SHL-MDNN training. Experimental results denote that this approach is effective and there are no great gaps with its upper bound. For the upper bound, it means that the SHL-MDNN is trained by using all the packets of data. In this paper, we also propose to select multilingual data based on high misclassified as target language based submodular approach. When using these selected multilingual data to update an existed SHL-MDNN model or train a SHL-MDNN from the start, it can improve the performance of ASR and KWS for target language. The language identification (LID) based approach [13] is also used for selecting multilingual data. When comparing with LID based multilingual data selection approach, the proposed high misclassified as target language based submodular multilingual data selection approach also obtains better effect. The LID based data analysis further discloses reasons for this. In this paper, we also analyze the influence of different amount of target language data on the performance of ASR and KWS at low resource condition constraint.
The main contributions of this paper are as following:
(1) An unsupervised target language speech data selection approach is proposed for manual transcription. Under the resource constraint framework, more informative and more representative utterances can be selected for manual transcription for improving the performance of ASR and KWS.
(2) Multilingual source language data selection approaches are proposed for SHL-MDNN training for further cross-lingual transfer. Different speech language data are grouped according to different regional distributions and language characters. One or two different languages data in each group are used to train SHL-MDNN. The high misclassified as target language based submodular multilingual speech data selection approach is proposed and used to select multilingual data for updating an existed SHL-MDNN model or training a SHL-MDNN from the start. The LID based multilingual data selection approach is also used for comparing with our proposed multilingual data selection approach. The LID based data analysis further discloses that not only language type but also acoustic condition both influence on multilingual data selection.
(3) The influence of different amount of target language data on performance of ASR and KWS at low resource condition is compared, and some significant conclusions are concluded.
The rest of the paper is organized as follows. The related works about speech data selection are introduced in Sect. 2. In Sect. 3, submodular function and optimization are introduced. The acoustic data selection approaches, including unsupervised target language data selection approach and source multilingual data selection approach, are presented in Sect. 4. In Sect. 5, experimental setup, results and analysis are presented in details. Finally, Sect. 6 concludes the paper.
Related Works

Target Language Acoustic Data Selection
In order to address target language data selection problem, different active learning techniques [26] , [34] - [37] have been examined. For confidence-based data selection approach [26] , [38] - [41] , the utterances with low confidence score were selected to manually transcribe for acoustic modeling. It is considered that the utterances with low confidence score cannot be well modeled by the existing acoustic model, and there are mismatching between training and testing sets, and those utterances are usually distorted by spoken with accents, noise or the inarticulate. Thus, such speech data could increase the diversity of the training set, and decrease the mismatching between training and testing sets. And based on an existing acoustic model, Yu et al. [26] considered selecting data through maximizing the lattice entropy reduction over the entire database. Alternatively, based on the predefined target speech units (such as, phonemes and words), Wu et al. [30] considered the data distribution and selected data uniformly. Similarly, according to the distribution of context-dependent HMM states in a development set, Siohan [28] , [29] proposed to select data for acoustic modeling. Itoh et al. [27] suggested that when selecting acoustic data, the informativeness and representativeness of the data should be assessed at the same time.
Submodular optimization could be examined and applied for active data selection. Based on the diversity of either the phonetic or the acoustic information, much work has been investigated about submodular based data selection. By using tri-phone as phonetic feature in the submodular function, Wei et al. proposed to select a subset from the transcribed training data to build an acoustic model [31] . By using the string kernel submodular function based on hypothesized phonetic label, Wei et al. also proposed to select a subset to build a phone recognizer [42] . When using submodular based approach to select data, Shinohara proposed to optimize the tri-phone distribution that closed to a desired (uniform) distribution [43] . For only acoustic based approaches, a Fisher kernel based graph over untranscribed utterances was built based on the pairwise similarities computation between all the utterances, and then based on the graph, the submodular based active data selection was implemented to select data [44] . In a later work, a feature-based submodular function was proposed to select untranscribed data for acoustic model training, which was based on a two-layer of acoustic features, and thus it does not need to compute the pairwise similarities between all the utterances [45] . The experimental results on the TIMIT corpus showed that the subset selected from untranscribed data could perform as well as if the transcription was known. Doulaty et al. proposed the submodular based speech data selection for transfer learning for multidomain speech recognition [46] . Asami et al. proposed to select training data based on submodular optimization that minimized the joint Kullback-Leibler (KL) divergence by greedy selection with guaranteed optimality [47] . In our previous work, we proposed to use acoustic feature and phonetic feature based submodular data selection for ASR [12] . When conducting unsupervised acoustic data selection for manual transcription, the Gaussian component index based data representation is used for submodular data selection.
Source Multilingual Acoustic Data Selection
S. Thomas et al. introduced a data selection approach that discovers language groups from an available set of training languages [48] . Zhang et al. and Chuangsuwanich et al. proposed to use LID for multilingual data selection [13] , [33] . By using LID to pick the languages most similar to the target language, the multilingual data for the picked languages are used and selected to train the multilingual BNF extractor. Our previous work also discussed to select multilingual data, and proposed an LID related multilingual data selection approach [32] . Differing from [13] , [33] , our previous work considered updating an existed multilingual BNF extractor using the selected data; and including the target language data to train a multilingual BNF extractor [32] . In addition to selecting multilingual data based on LID, it was worth noting that our previous work [49] considered updating a SHL-MDNN system with the multilingual data selection using a submodular approach with term frequencyinverse document frequency (tf-idf) of frame based Gaussian component index.
Submodular Function and Optimization
A set-valued function f : 2 V → R is a submodular function if for any A ⊆ B ⊆ V = {1, 2, · · · , N}, and s ∈ V \ B,
Submodularity is a property of set-valued function, and it denotes that the increment by adding an element into a subset should not be less than that by adding the element into a superset.
A submodular function f is monotone non-decreasing In fact, there are some equivalent definitions about submodularity as the following proposition.
Proposition 1.
Each of the following statement is equivalent and defines a submodular function [50] .
There are some properties for submodular function, and these properties are commonly used in practice, and they are very useful for proving submodularity of a set function.
Since Proof: Since g: R → R is a continuous concave function, thus, ∀x < y < z < w,
The data selection can be formulated as the following problem:
where c(s) ≤ K is a constraint. For the application of speech data selection in LVCSR, a subset S of training data is selected from V by maximizing the objective function f at the constraint c(s) ≤ K. There are different submodular functions proposed and used for speech data selection [11] , [12] , [31] , [42] - [45] . The subset selection problem can be approximately solved by using a simple greedy forward selection algorithm while it is a NP hard problem. Algorithm 1 lists the greedy forward selection algorithm. In Algorithm 1, V is a set, K is a number, c(S ) ≤ K is the constraint, and f is a submodular function. It is guaranteed to be near-optimal for the solution gotten by the simple greedy forward selection algorithm for the subset selection problem [50] , and it is the best we can do in polynomial time unless P = NP [51] .
Data Selection for Acoustic Modeling
Target Language Acoustic Data Selection
Utterance Representation
Gaussian mixture model (GMM), as a widely used modeling approach, is usually utilized for capturing the acoustic characteristics of utterances. When using it in text-independent speaker recognition, GMM is viewed as a universal background model (UBM), and utilized to capture the general speech characteristics of a population of speakers [52] . Moreover, GMM-based tokenization also has widely used in different speech processing applications [53] - [55] . For example, when using it for zero resource speech processing application, a phoneme class sharing similar acoustic characteristics can be represented by Gaussian component in GMM [53] . Thus, it inspires us to represent each untranscribed utterance by using a sequence of Gaussian component indices. Due to only using GMM to represent each utterance, the approach is suitable for the situation where there is no transcription or initial LVCSR system available.
Based on Algorithm 2, each utterance can be represented by a Gaussian component index sequence. It is text format representation for each utterance. Due to different lengths for different text represented utterances, vector space based techniques, such as tf-idf [57] , were further used to represent each text represented utterance in a fixed dimensional vector. The tf-idf is widely used for information retrieval and text mining, and it is usually used for statistical measurement to evaluate how important a word is to a text document. The following Algorithm 3 describes the procedure of how to represent each utterance in a fixed dimensional vector.
By applying Algorithm 3, each utterance could be represented by a tf-idf vector. Based on the tf-idf vector representation of utterance, submodular based unsupervised data selection approach is used to select utterances for manual transcription.
Unsupervised Development Set Matching Based Submodular Data Selection
Submodular function is the key component for submodular based data selection, and there have been different submodular functions proposed for data selection. The featurebased submodular function f fea (S) = u∈U g(m u (S)) has been commonly used for data selection [31] , where m u (S) = s∈S m u (s) is used to measure the degree of feature u in the subset S, m u (s) is defined by the tf-idf vector of utterance s, and g(·) is a monotone non-decreasing function. Comparing with the facility location based submodular function in [44] , it does not need to compute the similarity between two utterances for the feature based submodular function, and thus when using the feature based submodular function for data selection, it can get lower computation complexity. However, there is a shortcoming for the feature-based submodular function f fea (·). That is, it prefers to select long utterances. Therefore, when using the total number of hours of the selected utterances as the constraint, small number of utterances will be selected, and thus the overall acoustic variations (such as speaker diversity) in selected data subset will be limited.
Suppose P = {p u } be the probability distribution over feature set U, which is commonly used to characterize the application domain, and P usually is estimated from a development set. The normalized functionm u (S) = m u (S) u∈U m u (S) can be viewed as a distribution over the feature set U, and thus M = {m u (S)} u∈U is a probability distribution.
First, compute the KL-distance D(P M) between the two probability distribution P and M, the following Eq. (3) can be obtained:
Then, a set-valued function could be defined as following
Since m u (S) is modular function, log(·) is monotone and concave function, and p u ≥ 0, the function f dev−matched−fea (·) is a submodular function according to Proposition 2 and Proposition 3 in Sect. 3. The submodular function can represent the combination of its quantity of S via its features, and the feature distribution is close to the probability distribution P.
The development set matching based submodular function f dev−matched−fea (S) = u∈U p u log(m u (S)) has been used for speech data selection [11] , [12] , where {p u } is the distribution of feature u ∈ U, and estimated from a development set. The aim of using {p u } as feature weights is to get target a subset of features in the selection. And also due to the utilization of {p u }, the development set matching based submodular function could alleviate the preference of selecting long utterances.
As using the total number of hours of the selected utterances as the constraint, the preference of selecting long utterances should be further reduced in order to select more number of utterances for including more acoustic variation. The following normalized feature based submodular function is proposed and used for data selection.
where l(s) is the length of utterance s, m * u (S) = s∈S 1 l(s) m u (s) is used to measure the average degree of feature u in the subset S. Equation (5) is a submodular function according to Proposition 2 and Proposition 3 in Sect. 3.
In the experiments section, the proposed submodular function is used for target language data selection. According to [58] , there are about 7,099 known living languages in the world, and these languages can be genetically classified as 141 different language families, that is, toplevel genetic groups. In the 141 language families, there are 6 language families that include at least 5% of the world's languages. They stand out as the major language families of the world, and account for nearly two-thirds of all languages and five-sixths of the world's population. In addition to the other 135 language families, the genetic classification scheme also includes special categories for constructed languages, creoles, deaf sign languages, language isolates, mixed languages, pidgins and unclassified languages. For more details about language families, you can refer to [58] .
When building SHL-MDNN for cross-lingual transfer, its generalization for cross-lingual transfer is also important. That is, when using the SHL-MDNN to a new target language for cross-lingual transfer, it is also hoped that this cross-lingual transferred neural network is efficient, and there is no obvious gap between it and an optimal crosslingual transferred neural network. Based on these considerations, it is a feasible and effective approach to select some more representative language from each language family and use these selected languages speech data to train SHL-MDNN.
When Our experimental results based on Babel OpenKWS data have denoted this knowledge based language group and data selection approach is an effective approach, and its performance can further improve after the SHL-MDNN model is updated by using our selected multilingual speech data.
High Misclassified as Target Language Based Submodular Multilingual Acoustic Data Selection
There are some previous works denoted that not all of multilingual data could contribute equally to the final KWS performance for the target language [13] , [32] , [33] , and those speeches, which are similar to the target language, are more useful and more effective for SHL-MDNN based or multilingual BNF based cross-lingual transfer. Therefore, if selecting some utterances, which are similar to the target language, from different languages, and using these selected utterances to train SHL-MDNN or multilingual BNF extractor for cross-lingual transfer, it would improve the performance of KWS of target language. However, how to measure these similarities between these languages and the target language? Long Short-Term Memory (LSTM) recurrent neural network (RNN) has been utilized for LID, and gotten stateof-the-art effect due to implicitly application of long-term information in speech [60] . LSTM RNN could compute a mapping from an input feature sequence x = (x 1 , x 2 , · · · , x T ) to an output sequence y = (y 1 , y 2 , · · · , y T ). From time step t = 1 to T, the activations for the network can be computed iteratively by using Eqs. (6)∼(11).
where the W terms represent the weight matrices (such as, W xi is the matrix of weights from the input gate to the input), W ci , W cf , W co are diagonal weight matrices for peephole connections, the b terms are the corresponding bias vectors (such as, b i is the input gate bias vector), σ is the logistic sigmoid function, and i, f , o and c respectively denote the input gate, forget gate, output gate and cell activation vectors, all of them are the same size as the cell output activation vector h, "·" is the element-wise product of the vectors, tanh is the hyperbolic tangent activation function for cell inputs and cell outputs, and φ is the soft-max output activation function. Though LSTM RNN could identify different languages, it still could lead to misclassifying for some languages, especially for very similar languages. Therefore, if a language has very high probability to misclassify into other language, it is reasonable to say that the pair languages are very similar. Based on this reason, we want to select those utterances, which are misclassified into target language with high probability, under the submodular optimization framework.
Suppose N be the number of languages, so when building LSTM RNN model for LID, the number of labels should be N + 1 due to adding silence label as training target. Suppose x = (x 1 , x 2 , · · · , x T ) be an input utterance feature, p(L|x t ) = (p(l 0 |x t ), p(l 1 |x t ), · · · , p(l N |x t )) be the posterior vector for input feature x t , where p(l i |x t ) is the posterior of language l i for input feature x t , l 0 be the silence output target index. S be the set of utterances, the function can be defined as following
where T(s) is the number of frames for utterance s, x s t is the t th input feature for input utterance s, Proj i k (·) is the project function in order to get the i k component for a vector, and i k is the target language index. According to Proposi-tion 2 and Proposition 3 in Sect. 3, Eq. (12) is a submodular function. By using the defined submodular function, the simple greedy forward selection approach is used to select utterances for SHL-MDNN or multilingual BNF extractor training.
In this paper, we also include another constraint, that is, the number of languages, except the constraint of the number of hours of the selected utterances, in order to fairly compare experimental results. There are small differences when implementing of Algorithm 1 for source multilingual data selection since there are two constraints. Algorithm 1e lists the algorithm used for source multilingual data selection. In Algorithm 1e, V is a set of all of source multilingual utterances, K is the number of hours, M is the number of languages. c(S ) ≤ K is the constraint of the number of hours of the selected utterances, Lg is a set of selected languages, |Lg| is the cardinality of set Lg, lan(·) is a function that used to get language type of an input utterance.
Experiments
Experimental Setup
The OpenKWS16 surprise language Georgian data provided by the IARPA Babel program as the target language were used in experiments. The other languages data, totally 24 languages, released by the IARPA Babel program in three stages, were also used in our experiments for LID model training and SHL-MDNN training.
For the data of each language, there are three different conditions, including full language pack (FLP), limited language pack (LLP), and very limited language pack (VLLP), which correspond to different training data sets:
FLP: 40-175 hours of transcribed speech, depending on which phase of the Babel program the data were designed for, and the corresponding FLP pronunciation lexicon.
LLP: a subset of 10 hours of transcribed speech in FLP, and the corresponding LLP pronunciation lexicon.
VLLP: a subset of 3 hours of transcribed speech in FLP. Table 1 lists 24 IARPA Babel languages in FLP condition.
When using our proposed Algorithm 2 and Algorithm 3 to conduct submodular based unsupervised target language speech data selection, the number of GMM in Algorithm 2 is 1024, and the length of n-gram in Algorithm 3 is 2. When selecting these parameters, we just refer to our previous publication [11] and do not tune these parameters according to different languages. The 10 hours of target language (Georgian) data set, that is, the development set Dev10h, was used for computing p u in Eq. (5) .
The web text data of target language provided by the IARPA Babel program were used to train a 3-gram language model, and then the web text based LM "Web-Data-LM" was respectively interpolated with different 3-gram LMs trained by using the corresponding training transcriptions at different 10 hours of transcribed speech data conditions. The Table 1 24 IARPA Babel language data statistics interpolation weights were respectively optimized by minimizing the perplexity on the transcription of development set Dev10h.
To evaluate our proposed approaches, different KWS systems were built. When building these KWS systems, the Kaldi toolkit and corresponding KWS recipe with the same setting were used in order to fairly compare the performance of different KWS systems [61] . The features used for training a hybrid monolingual DNN or SHL-MDNN are 40 fbank features and 3 Kaldi pitch related features and their delta and delta-delta features (fbank + pitch + Δ + ΔΔ). And when these features were used for hybrid DNNs or SHLMDNNs training, the parameters of these hybrid DNNs or SHL-MDNNs were set as the following: (a) For the target language hybrid DNNs at 10 hours of transcribed speech data condition, they contain 6 hidden layers, and 1,024 hidden units for each hidden layer; (b) For the target language hybrid DNN at FLP condition, it contain 6 hidden layers, and 2,048 hidden units for each hidden layer; and (c) For SHL-MDNNs, they contain 6 hidden layers, and 2,048 hidden units for each hidden layer. For target language hybrid DNNs or cross-lingual transferred hybrid DNNs, they were first trained or updated based on cross-entropy criterion, and then based on sMBR criterion for sequence training. For SHL-MDNNs, they were only trained based on cross-entropy criterion. The alignments of each language used for training these DNN or SHL-MDNN models were generated by a discriminative trained GMM-HMM system of corresponding language. The GMM-HMM system of each language contains about 4,500 senones, and the features used to train these GMM-HMM systems are 39 dimensional MFCC (13 MFCC + Δ + ΔΔ). The features used for training LSTM-RNN for LID used for submodular multilingual acoustic data selection are 39 dimensional perceptual linear predictive (PLP) (13 PLP + Δ + ΔΔ). The LSTM-RNN model includes 2 LSTM layers, and each LSTM layer includes 512 cells.
The keyword list provided for OpenKWS16, which Table 2 The performance of target language KWS systems and corresponding ASR systems contains 4,454 keywords or keyword phrases, was used to evaluate different KWS systems. All KWS systems were word based KWS systems. The actual term weighted value (ATWV) and word error rate (WER) were used to measure the performance of KWS systems and the underlying ASR systems. The 15 hours of evaluation part 1 Evalpart1 was used for our evaluation. Table 2 lists the performance of three different ASR and KWS systems. In Table 2 , "LLP-10h" means that the KWS system and corresponding ASR system were built by using IARPA Babel provided LLP data. "Random-10h" means that the KWS system and corresponding ASR system were built by using random selected 10 hours of transcribed data from FLP package. "Submodular-10h" means that the KWS system and corresponding ASR were built by using submodular based unsupervised data selection approach to select 10 hours of data from FLP package. In Table 2 , "Trans" columns mean that the corresponding training transcription based 3-gram LMs were used to decode for lattice generation, and "Web" columns mean that the corresponding interpolated web data related LMs were used to decode for lattice generation. At "LLP-10h" condition, the interpolated web data LM is gotten by interpolating "Web-Data-LM" and the corresponding "LLP-10h" "Trans" LM. At "Random10h" condition, the interpolated web data LM is gotten by interpolating "Web-Data-LM" and the corresponding "Random-10h" "Trans" LM. At "Submodular-10h" condition, the interpolated web data LM is gotten by interpolating "Web-Data-LM" and the corresponding "Submodular-10h" "Trans" LM. These interpolation weights were respectively optimized by minimizing the perplexity on the transcription of development set Dev10h, and they are same meaning in the following tables.
Experimental Results
Submodular Based Unsupervised Target Language Data Selection for Manual Transcription
In Table 2 , due to low resource constraint, all of ASR systems could not get state-of-the-art results. The WERs were 62.3%∼58.8% when the corresponding training transcription based LMs were used for decoding. When the corresponding interpolated web data related LMs were used for decoding, there were about 1.2%∼3.3% absolute WER reductions. Although there were small scales of WER reductions when the corresponding interpolated web data re- Table 3 The number of OOV for evaluation keyword list lated LMs were used to decode for lattice generation, there were great scales of ATWV augmentations. There were about 15.2%∼60.7% relative ATWV augmentations.
Comparing with "Random-10h" ASR and KWS systems, the corresponding "LLP-10h" ASR and KWS systems are slightly better. The reasons maybe exist in that when composing LLP for NIST Babel program, more coverings about speaker, acoustic environment and phonetic information may be considered. "Random-10h" data set is constituted by just randomly selecting same amount of data as "LLP-10h", and there is no other consideration about its constitution. Thus, "LLP-10h" ASR and KWS systems could get better performance than corresponding "Random10h" ASR and KWS systems.
The submodular based unsupervised data selection approach can select more informative and representative utterances for manual transcription. Comparing with the "LLP10h" and "Random-10h" baseline KWS systems, there were 2.9% and 5.6% relative ATWV augmentations when the corresponding interpolated web data related LMs were used for ASR decoding, and 43.5% and 31.1% relative ATWV augmentations when using corresponding training transcription based LMs for ASR decoding. Comparing with "LLP-10h" and "Random-10h" KWS systems, there were small scale of ATWV augmentations for "Submodular-10h" system when changing LM from training transcription based LM to the corresponding interpolated web data related LM for decoding. The reasons lie in out of vocabulary (OOV). Table 3 lists the number of OOV for evaluation keyword list.
Since there are small scales of OOV for evaluation keyword list when using training transcription based LM for ASR decoding, the KWS system obtains obviously ATWV improvements comparing with the other KWS systems. And due to small scale of OOV reductions from using training transcription based LM to using the corresponding interpolated web data related LM to decode for lattice generation, there are small scales of ATWV improvements comparing with "LLP-10h" and "Random-10h" KWS systems.
Source Multilingual Data Selection for CrossLingual Transfer
When using multiple source languages for SHL-MDNN training, it may be constrained by the hardware, such as GPU's memory. In order to get efficient and generalized SHL-MDNN model for cross-lingual transfer, we proposed to group multilingual data, then selected some languages of data from each group, and used these selected multilingual data to train SHL-MDNN for cross-lingual transfer. Table 4 lists the language family groups for 24 IARPA Babel From each group or some groups, some languages of data were selected and used for SHL-MDNN training. When selecting a subset from 24 source languages, we also conducted distinctive features analysis based on phonological inventory data for acoustic phonetic diversity and coverage. In 24 languages, Zulu is the most comprehensive language that covers 29 distinctive features. Therefore, Zulu is selected in all the following three multilingual data groups. When using multiple source languages for SHL-MDNN training, the size of data is also important influence factor on its performance. Therefore, when selecting a subset from 24 source languages, we almost select 50% number of languages, and corresponding FLP data for these selected languages to train SHL-MDNN.
When conducting experiments, there are three different multilingual data groups built and selected from the above language family groups. Based on these three different groups of multilingual data from language group M1, M2, and M3, three different SHL-MDNNs were respectively trained with crossentropy criterion. The three SHL-MDNN models were respectively denoted as "SHL-MDNN-M1", "SHL-MDNN-M2", and "SHL-MDNN-M3". When using these SHL-MDNN models to conduct cross-lingual transfer for target language, different number of hidden layers and output layer were fine-tuned in order to get better cross-lingual transfer performance. Based on "SHL-MDNN-M2" model, different number of hidden layers and output layer were fine-tuned for target language at LLP-10h condition. Figure 1 shows the fine-tuning results.
From Fig. 1 , we can see that (1) when fine-tuning parts of hidden layers and output layer for cross-lingual transfer, the performances of KWS and ASR first improve, and then become worse with the increase of fine-tuned hidden layers; (2) when fine-tuning all layers, including all of hidden layers and output layer, for cross-lingual transfer, it could get better performance. The reasons behind this phenomenon maybe exist in that (1) the deficiency of target languages data and (2) the mismatch between the target language data and source multilingual data. When fine-tuning parts of hidden layers and output layer, the deficiency of target language data leads to under-fitting for cross-lingual transferred model. And at the same time, the mismatch between target language data and source multilingual data Table 5 ASR and KWS system performance on Evalpart1 based on different SHL-MDNN models for cross-lingual transfer also could lead to degrading the performance of KWS and ASR when fixed the part of hidden layers for cross-lingual transfer. The initial parameters provided by SHL-MDNN trained by using source multilingual data could provide efficient initial model, which could help to improve the performance of cross-lingual transferred mode. When fine-tuning all layers, including all of hidden layers and output layer, for cross-lingual transfer by using a small learning rate, all layers could be optimized for target language by using target language data. Therefore, when using SHL-MDNN model for cross-lingual transfer, all layers, including all hidden layers and top output layer, were fine-tuned for target language. In Fig. 1 , all of DNN models are updated with a small learning rate (The initial learning rate is set 0.002.) with crossentropy criterion, and when decoding to generate lattice for the development dataset Dev10h, the corresponding interpolated web data related LM is used. Table 5 lists the ASR and KWS results based on different SHL-MDNN models for cross-lingual transfer.
SHL-MDNN based cross-lingual transfer could greatly improve the performance of ASR and KWS, and there were 1.1%∼6.8% absolute WER reductions and 14.1%∼21.8% relative ATWV improvements at the corresponding interpolated web data related LM decoding condition when comparing with the performance of corresponding baseline systems in Table 2 . SHL-MDNN models trained based on M1 and M2 language groups provided similar cross-lingual transfer effect for target language. These SHL-MDNN models could provide an efficient initial DNN model, and when conducting cross-lingual transfer for target language, they could further reduce the effect provided by submodular selected target language data.
Due to the effect of SHL-MDNN for cross-lingual transfer, we further improve the performance of SHL-MDNN. The high misclassified as target language based submodular multilingual data selection approach was proposed to select multilingual data. The posterior probability for each frame of each utterance was computed by LSTM-RNN LID model, and then the average posterior probability for each utterance was computed in order to reduce the influence of single frame misclassification. The component Table 6 The selected multilingual data statistics value gotten by projecting the average posterior probability of each utterance to the target language component was used for representing the utterance for high misclassification as target language based submodular multilingual data selection. When using Eq. (12) for multilingual data selection, there are two constraints. One is the number of hours of the selected utterances, and another is the number of languages.
In order to fairly compare with the baseline and other SHL-MDNN transferred related systems (such as, we do not want to include more languages and more multilingual data comparing with M1, M2 and M3 language groups), the constraint of the number of hours is 660 and the constraint of the number of languages is 10 in experiments. That is, K is 660 hours, and M is 10 in Algorithm 1e. According to Algorithm 1e, the first accumulated 10 languages are the languages we constrained when using Eq. (12) to select utterances.
After selecting multilingual data, these selected multilingual data were used for updating an existed SHL-MDNN model or training a SHL-MDNN from the start.
Based on our proposed high misclassified as target language based submodular data selection approach, the utterances of 10 languages data from 24 languages were selected and used for updating existed "SHL-MDNN-M2" model (trained based on language group M2) or training a SHL-MDNN from the start. Table 6 lists the selected multilingual data statistics.
Based on our selected multilingual data, the "SHL-MDNN-M2" model (trained by using language group M2) was updated and then used for cross-lingual transfer for target language. Based on our selected multilingual data, a SHL-MDNN was also trained from the start for crosslingual transfer for target language. LID based multilingual data selection approach [13] was also implemented for comparing with our proposed multilingual data selection approach, and 10 languages of FLP data were selected to train SHL-MDNN for cross-lingual transfer for target language. Table 7 lists the experimental results.
In Table 7 , "LID" row means that the SHL-MDNN model was trained by using 10 languages of data selected by LID approach. We denoted the SHL-MDNN model as "SHL-MDNN-LID". The 10 languages selected by using LID approach [13] are Pashto, Turkish, Haitian Creole, Kurmanji, Kazakh, Lithuanian, Igbo, Amharic, Mongolian, and Dholuo. The total time of these data selected by LID approach is about 665 hours. "Sub" row Table 7 ASR and KWS system performance on Evalpart1 based on the updated SHL-MDNN model for cross-lingual transfer means that the SHL-MDNN model was trained from the start by using our selected multilingual data. We denoted the SHL-MDNN model as "SHL-MDNN-Sub". "M2-U" row means the "SHL-MDNN-M2" model (trained based on language group M2) is updated with small learning rate by using our selected multilingual data (The initial learning rate is set 0.002.). We denoted the SHL-MDNN model as "SHL-MDNN-M2-U". "Upper" row means that the SHL-MDNN model was trained by using all of 24 IARPA Babel language FLP data, Switchboard data (LDC97S62), CallHome Mandarin data (LDC96S34), and CallHome Spanish data (LDC96S35). We denoted the SHL-MDNN model as "SHL-MDNN-Upper". The total time of these data is about 2,100 hours. In our experiments, it is upper bound for multilingual data for SHL-MDNN training.
From Table 7 , we can see that (1) Comparing with LID based data selection approach, our proposed multilingual data selection approach can select more efficient multilingual data for SHL-MDNN training for cross-lingual transfer; (2) Comparing with "SHL-MDNN-Sub" model (built from the start by using our selected multilingual data), it is more efficient to use our selected multilingual data to update an existed "SHL-MDNN-M2" model with a small learning rate (The initial learning rate is set 0.002.). Comparing Table 7 with Table 5 , there are about 1.0%∼2.0% absolute WER reductions after using our selected multilingual data to update the existed "SHL-MDNN-M2" model for cross-lingual transfer, and the gaps with the "SHL-MDNNUpper" transferred ASR and KWS systems further reduce.
Experiments Analysis
Target Language Data
First, based on the selected data, including random selected 10 hours of data and submodular based unsupervised approach selected 10 hours of data, and 10 hours of LLP data, differences of these selected data were investigated. The average length of the utterances in second (denoted as "Avg. Len."), the total number of unique cross-word tri-phones Table 8 Statistics of the selected utterances Table 9 Comparison the influence of data size of target language on ASR and KWS (denoted as "#Triphone"), the average number of occurrences of each tri-phone (denoted as "Avg. Occ."), and the total number of unique words (denoted as "|L|") were measured. The statistical results were summarized in Table 8 .
From the statistical results, we observe that the submodular based unsupervised data selection approach can select more utterances, and does not prefer to select long utterances, which leads to covering more tri-phones, more acoustic variations from different utterances. This conclusion is similar with our previous work in Tamil language [11] .
Then, we analyzed the influence of data size of target language on the performance of ASR and KWS.
Based on IARPA Babel provided VLLP (3 hours), LLP (10 hours) and FLP (40 hours) data package and "SHL-MDNN-M2" model (trained by using language group M2), we analyzed the influence of data size of target language on performance of ASR and KWS. Table 9 lists the experimental results.
From Table 9 , we can see that with the increasing of target language data, the performance of monolingual systems improves greatly. When using more target language data to conduct cross-lingual transfer, the performance of all systems can improve. When using the "SHL-MDNN-M2-U" (that updated with our selected multilingual data) to conduct cross-lingual transfer, the system performance can further improve comparing with corresponding "SHL-MDNN-M2" transferred ASR and KWS systems, and the gaps between "SHL-MDNN-M2-U" transferred ASR and KWS systems and corresponding "SHL-MDNN-Upper" transferred ASR and KWS systems narrow down when target language data size increases.
Source Multilingual Data
First, the similarity between different source languages and the target language is measured based on the LSTM RNN model trained for LID. It is a posterior probability measure averaged over all the utterance frames of each source language. A high value means that the misclassified language is more similar to the target language. Figure 2 shows the similarity measure between different source languages and target language (Georgian).
From Fig. 2 , we can find the Pashto and Lithuanian are top 2 languages that are misclassified as the target language (Georgian). Georgian, as a language, is found mostly in Georgia, and also can be found in Russia, Ukraine, Turkey, Iran, and Azerbaijan. Lithuanian, as an official language of Lithuania, is one of only two living languages in the Baltic branch of the Indo-European language family. Pashto, as a language, is mostly found in four dialect regions of Afghanistan and Pakistan. The influence of neighbor geographic position leads to the similarities between these two source languages and target language. Although Zulu had provided more distinctive features, the similarity between the target language Georgian and the source language Zulu is not obvious. In our selected utterances, there are some utterances that are not similar to the target language according to the similarity measure. The reasons why they are selected by our proposed multilingual data selection approach maybe lie in the acoustic environment similarity between them, such as recording environments.
The upper bound SHL-MDNN model "SHL-MDNNUpper" was also updated by using our selected multilingual data with a small learning rate (The initial learning rate is set 0.002.). We denoted the SHL-MDNN model as "SHL-MDNN-Upper-U". The updated model "SHL-MDNN-Upper-U" was also used for cross-lingual transfer for target language, and the experimental results ("Upper-U" row in Table 9 ) were listed in Table 9 . From Table 9, we can see that when conducting cross-lingual transfer for target language, the updated "SHL-MDNN-Upper-U" and "SHL-MDNN-M2-U" are better than corresponding "SHL-MDNN-Upper" and "SHL-MDNN-M2". This also means that SHL-MDNNs updated by our selected multilingual data are efficient for cross-lingual transfer for target language. Comparing the "SHL-MDNN-Upper" based cross-lingual transferred systems with the updated "SHL-MDNN-Upper-U" based cross-lingual transferred systems at different target language data scale conditions, the performance of the updated "SHL-MDNN-Upper-U" based crosslingual transferred systems are better than corresponding "SHL-MDNN-Upper" based cross-lingual transferred systems. At small scale of target language data condition, the gaps between "SHL-MDNN-Upper" based cross-lingual transferred systems and the corresponding updated "SHL-MDNN-Upper-U" based cross-lingual transferred systems are obvious. With the size of target language increasing, the gaps between them decrease.
Conclusions
In this paper, the proposed approach uses the Gaussian component index based n-grams as acoustic features, the development set matching based function as submodular function for submodular based unsupervised target language data selection. As other feature based submodular data selection approaches, the proposed submodular based unsupervised data selection approach also can avoid the pairwise similarities computation between all the utterances. The proposed submodular based unsupervised data selection approach could select more informative and representative utterances for manual transcription. When using corresponding transcribed data for ASR and KWS, it could provide a promising performance improvement on WER for ASR and ATWV for KWS. The more obvious improvement in ATWV may be attributed to the reduction of the number of OOV search terms. The other multilingual data sources are also important to improve the performance of ASR and KWS. In order to select multilingual data to efficiently build SHL-MDNN for cross-lingual transfer, a novel high misclassified as target language based submodular multilingual data selection approach is proposed. The proposed multilingual data selection approach could select utterances that are acoustically similar to the target language data. Experimental results showed that the selected multilingual data were more helpful to build efficient SHL-MDNN model for cross-lingual transfer. The knowledge based group multilingual data selection approach also could select more useful data for SHL-MDNN training. When using the multilingual data that selected by high misclassified as target language based submodular multilingual data selection approach to update an existed SHL-MDNN model that trained by using knowledge based group multilingual data or train a SHL-MDNN from the start, the performance of corresponding transferred ASR and KWS system can further improve. Comparing with LID based multilingual data selection ap-proach, the proposed submodular based multilingual data selection is still efficient for getting an efficient SHL-MDNN model for cross-lingual transfer. The data analysis for target language further discloses that the proposed unsupervised data selection could select more words, more tri-phones, and could cover more acoustic variations from different utterances. The data analysis for multiple source languages further discloses that both the language similarity and the acoustic similarity are useful for cross-lingual transfer.
