Abstract We use the relative trace formula to prove a non-vanishing result and a subconvexity result for the twisted base change L-functions associated to Hilbert modular forms whose local components at ramified places are some supercuspidal representations. This generalizes the work of Feigon and Whitehouse in [2] .
Introduction
Let F be a totally real number field with Σ ∞ the set of Archimedean places of F . For 1 ≤ i ≤ 3, let N i be co-prime square-free ideals of the integer ring o F with Σ i = {v < ∞, v | N i }. We assume the absolute norm |N 2 N 3 | is not divided by 2, and # (Σ ∞ ∪ Σ 1 ∪ Σ 2 ) ≡ 0 mod 2.
(1.1)
Denote by N = N 1 N 2 2 N 3 3 . Given a tuple of positive integers k = (k v , v ∈ Σ ∞ ), let F new (2k, N) be the set of automorphic cuspidal representations of P GL 2 (A F ) which are of exact level N and holomorphic of weight 2k.
Let E/F be a quadratic CM-extension such that v ∈ Σ 1 ∪ Σ 2 are unramified and inertia in E, and v ∈ Σ 3 are ramified in E. For Ω an idele class character of A × E trivial on A × F , we consider the central values of
where π E is the base change of π to an automorphic representation of P GL 2 (A E ), and σ Ω is the induction of Ω to an automorphic representation of GL 2 (A F ). For the case Σ 2 = Σ 3 = ∅ and Ω being unramified at places of E above N 1 , by the relative trace formula and period formulas, Feigon and Whitehouse ( [2] ) obtained a formula for
and proved a subconvexity bound for L fin (1/2, π×σ Ω ). In this paper, we generalize their results to those π ∈ F new (2k, N) whose local components π v are some supercuspidal representations of P GL 2 (F v ) at v ∈ Σ 2 ∪ Σ 3 . By Bushnell and Henniart ( [1] ), such supercuspidal representations are characterized by equivalent classes of admissible pairs (E v /F v , θ v ).
To state our results, we make the following assumptions.
• Assume Σ 2 ∪ Σ 3 = ∅. For each v ∈ Σ 2 ∪ Σ 3 , let
be supercuspidal representation of P GL 2 (F v ) corresponding to given admissible pair (E v /F v , θ v ). We refer sections 3 and 4 for details.
• Given a tuple of equivalent classes of admissible pairs Θ = ((E v /F v , θ v ), v ∈ Σ 2 ∪ Σ 3 ), let
be the set of automorphic cuspidal representations of P GL 2 (A F ) which are of level N = N 1 N 2 2 N 3 3 and weight 2k, and whose local components are characterized by (E v /F v , θ v ) at v ∈ Σ 2 ∪ Σ 3 .
• Let Ω be an idele class character of A × E trivial on A × F . We assume that Ω v has weight m v with |m v | < k v for v ∈ Σ ∞ , Ω v is unramified for v ∈ Σ 1 and Ω v = θ v for v ∈ Σ 2 ∪ Σ 3 . Let S(Ω) be the set of places of F above which Ω is ramified, and let
Theorem 1.1. Let ∆ F be the discriminant of F , h F the class number of F , d E/F the absolute norm of relative discriminant d E/F of E/F , and c(Ω) the conductor of Ω. If either
Here η = η E/F is the quadratic character associated to E/F , and
The above result is a generalization of Theorem 1.1 in [2] . An interesting case is that
where we have L(1/2, π E ⊗ Ω) = 0 for those π ∈ F new (2k, N) − F new (2k, N, Θ). We remark that for Σ 3 = ∅, a much wider result has been obtained by File, Martin and Pitale in [3] , where they determined the local test vectors for Waldspurger functionals for GL 2 . Assume Σ 3 = ∅. Let σ Ω be automorphic representation of GL 2 (A F ) obtained by automorphic induction of Ω. We also have the following result, which generalizes Theorem 1.4 in [2] . Then for any ǫ > 0,
for all π ∈ F new (2k, N, Θ).
We have the following corollary which beats the convexity bound.
Corollary 1. Assume Σ 3 = ∅. For 0 ≤ t < 1/6 and ǫ > 0, we have
1+2t+2ǫ .
Note that the best possible bound appears in the case |N 1 N 2 | ∼ c ′ (Ω) 1/2−ǫ , where we have
+ǫ .
We remark that by modifying the global argument in [2] , one can also obtain other results, such as explicit formulas in some special cases and equidistribution results on Hecke eigenvalues. Finally, we refer [7] , [12] and [13] on other results on applications of the relative trace formula on Hilbert modular forms.
This paper is arranged as follows. In Section 2 we give the notation and the ideal of the relative trace formula used by Feigen and Whitehouse in [2] (or see Jacquet and Chen in [6] ). In Sections 3 and 4, we give the classification of admissible pairs, construct the associated representations for v ∈ Σ 2 and v ∈ Σ 3 and calculate the local integrals on spectral side. The global result on spectral side is obtained in Section 5, where we use results proved by Martin and Whitehouse in [10] for v / ∈ Σ 2 ∪ Σ 3 . The local orbital integrals are computed in Section 6. In Section 7, we will compute the geometric side of the relative trace formula and prove Theorems 1.1 and 1.2.
Notation and preliminaries
Let F be a totally real number field with discriminant ∆ F and class number h F . Let Σ ∞ be the set of Archimedean places of F . For 1 ≤ i ≤ 3, let N i be co-prime square-free ideals of o F with Σ i = {v < ∞, v | N i }. We assume the absolute norm |N 2 N 3 | is not divided by 2, and
For v a finite place of F , let o v be the ring of integers in F v , U v = o × v the set of inverse element in o v , ̟ v a uniformizer in F v , and q v the cardinality of the residue field k Fv . For n ≥ 1, we let U n v = 1+̟ n v o v . Let E/F be a quadratic CM -extension with η = η E/F the associated quadratic character. We assume that v ∈ Σ 1 ∪ Σ 2 are unramified inertia in E, and v ∈ Σ 3 are ramified in E. Let D E/F and d E/F be the different and discriminant of E/F , respectively. We denote
be the set of automorphic cuspidal representations of P GL 2 (A F ) which are of exact level N and holomorphic of weight 2k. Moreover, let
where (E v /F v , θ v ) are admissible pairs of normalized level 0 (resp. normalized level 1/2) for v ∈ Σ 2 (resp. v ∈ Σ 3 ). Consider the set
where π v ↔ (E v /F v , θ v ) are supercuspidal representations constructed by the given admissible pairs for v ∈ Σ 2 ∪ Σ 3 . We refer Section 18.2 in [1] for the definition of admissible pair and Sections 3 and 4 for more details on the classification and construction.
2.1. Jacquet-Langlands correspondence. For E/F as above, the condition (1.1) ensures that there exists a quaternion division algebra D over F such that the set of ramified places of D is
and the set of F -points is
where ǫ ∈ F × is uniquely determined modulo N E/F (E × ). Let Z be the center of D × and
It is a finite subset of A(G ′ ), the set of automorphic representations on G ′ (A F ). 
Such Ω is chosen as follows.
, Ω v can be either ramified or unramified. By the result of Waldspurger and Tunnell (see Proposition 1.1 in [5] ), the local root number of twisted base change L-function is
where π Ev is the local base change of π v . Thus the global root number is
For v < ∞, let n(Ω v ) be the least integer such that Ω v is trivial on
Let c(Ω v ) be the norm of the conductor of Ω v in F v , and c(Ω v ) the absolute norm of c(Ω v ). Let S(Ω) be the set of finite places v of F above which Ω is ramified. We also denote 
Let ψ E = ψ • T r E/F . We choose Haar measures dx w on E w and d × x w on E × w in a similar way for w a place of E. This gives
Recall Section 2.1 in [2] . For D the quaternion algebra in (2.1) and v a valuation of F , the Tamagawa
which depends only on the choice of ǫ mod N (E × ). With respect to the choice of local Tamagawa measure, we have the following proposition (see section 2.1 in [2] ).
For v ∈ ∞, we have
We choose the global measures as follows. On A × F , we choose Tammagawa measure 
. The Tamagawa measure dg on GL(2, A F ) is the convergent product multiplying by the factor
where S 0 is a set of places of F out of which everything is unramified (See page 48 in [6] ).
2.4.
Relative trace formula. We recall trace formula in compact quotient case firstly (see [4] ). For
where K f ′ (x, y) is the kernel function given by
We choose the test function
We choose f ′ v to be GrossPrasad type test function as in [2] . More priecesly, by choosing a maximal order R v of D v such that
Such maximal order is (see page 370 in [2] )
where
In [6] , Jacquet and Chen gave the canonical decomposition of J π ′ (f ′ ) into local integrals, and proved the non-negativity of L(1/2, π E ⊗ Ω). We quote their decomposition in the following proposition (see Theorem 2 in [6] ).
Proposition 2.2 (Jacquet and Chen
. Assume S 0 is the set of places of F such that out of which everything is unramified, and S is the set of places in E above S 0 . We have
if v is split in E, and
Here W π ′ is the Whittaker model of π ′ and u is the unit vector in π ′ v (Ω v ). Based on Jacquet and Chen's factorization, the spectral side of J(f ′ ) follows from the explicit calculation of local integrals
in Sections 3 and 4. These results together with the work of Martin and Whitehouse in [10] give the formula on spectral side of J(f ′ ) in Proposition 5.1 in section 5.
Consider the geometric side of J(f ′ ). By Feigon and Whitehouse in [2] (or see Jacquet and Chen in [6] ), a set of representatives for
It follows that
where I(0, f ′ ) and I(∞, f ′ ) are singular orbital integrals given by
and for 1 = ξ = ǫxx, I(ξ, f ′ ) is the regular orbital integral given by
Note that we assume Σ 2 ∪ Σ 3 = ∅. It implies δ(Ω 2 ) = 0 and thus
The orbital integrals canonically decompose into product of local orbital integrals. We will calculate the local orbital integrals at places v ∈ Σ 2 ∪ Σ 3 in Section 6. The global orbital integrals are discussed in Section 7.
3. Local integrals on spectral side at v ∈ Σ 2 For v ∈ Σ 2 , E v /F v is a non-split unramified quadratic extension, D v is a quaternion division algebra and π ′ v = JL(π v ), where π v is a depth-zero supercuspidal representation of P GL 2 (F v ). For a classification of depth-zero supercuspidal representations of GL 2 (F v ), we refer to [9] . By Bushnell and Henniart ( [1] ), π v can also be characterized by admissible pairs (E v /F v , θ v ) of normalized level zero.
3.1. Admissible pairs of normalized level zero. We recall Section 18 in [1] on admissible pairs which correspond to supercuspidal representations of
Ev , and θ| U Ev does not factor through the norm map. Moreover we assume θ v is trivial on F × v so that θ v is determined by its restriction on k
with µ(q 2 − 1) the group of (q 2 − 1)-th roots of unity. The restriction of θ v on µ(q 2 − 1) is of the form
for some a mod q 2 − 1, with (q − 1) | a and (q + 1) ∤ a. Here we use the notation e (x) = exp(2πix).
in the sense that they correspond to the equivalent supercuspidal representations of P GL 2 (F v ). There is (q − 1)/2 number of such equivalent classes of admissible pairs. 
Representations associated to admissible pairs. Fixing (E
where u is a unit vector in π ′ v (θ v ) in (2.4). Thus the local integral is
We need to express the local integral via critical L-values. It is well known that
Therefore, we have the following proposition.
Local integrals on spectral side at
In this case, π v are known as simple supercuspidal representations (see [8] ). Note that the characteristic of the residue field of F v is odd, since 2 ∤ |N 2 N 3 |.
4.1.
Admissible pairs of normalized level 1/2. We recall Section 18 in [1] on admissible pairs which correspond to supercuspidal representations of 
By realizing U 1
Ev /U 2 Ev = {1 + ̟ Ev y, y ∈ k Fv = Z/qZ}, we can denote by θ v = θ v,±,2β for some β ∈ Z/qZ − {0}. It is determined by the values
Ev , by writing x = 1 + ̟ Ev y + ̟ 2 Ev y ′ with y ∈ k Fv and y ′ ∈ o Ev , one has
where 0 = β ∈ Z/qZ. Thus θ v is of the form θ v = θ v,±,2β for some β ∈ Z/qZ − {0}. Moreover, the restriction of θ v,±,2β to U 1 Ev does not factor through N Ev/Fv , since Consider
It is an F v -algebra generated by
We have an
The image of o Ev is contained in a maximal order J of M 2 (F v ), where
and the image of ̟ Ev in J is
which is a prime element in J such that v J (̟ J ) = v Ev (̟ Ev ) = 1, where v J = v • det is the discrete valuation on J. We know U J = {X ∈ J, v J (X) = 0} is the Iwahori subgroup of GL 2 (F v ). Let
The following lemma is a well-known result.
Lemma 4.2. We have
Moreover, a set of representatives of
4.2. Representations associated to admissible pairs. We can construct supercuspidal represen-
Note that the image of
We can extend θ v,±,2β to be a character λ β of U 1 J by λ β (X) = (ψ v • T r)(α(X − I 2 )).
In fact, for
Let Λ be a character of of
is an irreducible supercuspidal representation of GL 2 (F v ) with trivial center character.
The local integrals.
For π ′ v in (4.3) and Ω v = θ v,±,2β , obviously one has dim Hom E
More precisely, we can write
The local distribution is
which is the inverse of the formal degree of π ′ v (see Proposition 1.2 in [9] ). We need to express 
and a character χ v of E × v with 
Thus the twisted base change π Ev ⊗ Ω v corresponds to
where σ is the non-trivial element in Gal(E v /F v ). It gives that
Thus we have the following proposition. .4), one has
Global integrals on spectral side
In this section, we recall results on local integrals [10] , and prove the following proposition.
Proposition 5.1. We have
2), and
Local integrals at
We recall results of Martin and Whitehouse in [10] (or see Feigon and Whitehouse in [2] ), where they calculated the local integrals
5.1.1. Archimedean places. For v ∈ Σ ∞ , E v = C and D v is the Hamiltonian algebra. In this case,
The test function is
Then one has (see lemma 3.7 in [10] )
where B(n 1 , n 2 ) is the Euler beta function. 
Non-Archimedean places
, we have
and take
. We have the following result (See lemmas 2.1 and pages 172-173 in [10] ).
Lemma 5.2. If v is split in E, one has
If v is non-split in E, one has
,
5.2.
The global integrals. Proposition 5.1 follows from the following two lemmas.
, by choosing f ′ as in Section 2.4, we have
Here S 0 is a finite set of places F out of which everything is unramified.
Proof. The proof is similar as in Marin and Whitehouse [10] . By Jacquet-Chen's factorization in 
where I v are given as follows.
• For v ∈ Σ ∞ ,
•
• For v ∈ Σ 3 , E v /F v is ramified and
• For v / ∈ Ram(D) ∪ Σ 3 and split in E,
• For v / ∈ Ram(D) ∪ Σ 3 and non-split in E, assume ψ v is unramified,
Note that
This gives
The result follows immediately.
Proof. By Proposition 2.1, we have the following.
• For v ∈ Σ ∞ , we have
Therefore (5.4) follows immediately from the above calculation.
Local Orbital integrals
For orbital integrals I(0, f ′ ) in (2.6) and I(ξ, f ′ ) in (2.7), we have
are local singular orbital integrals, and
are local regular orbital integrals.
6.1. Local singular orbital integrals. For I(0, f ′ v ) in (6.1), we have the following result.
Proof. For v / ∈ Σ 2 ∪ Σ 3 , the results are Lemmas 4.1, 4.6 and 4.7 in [2] . For v ∈ Σ 2 ∪ Σ 3 , the results follow immediately from the choice of f ′ v and Ω v . 6.2. Local regular orbital integrals. For I(ξ, f ′ v ) in (6.2), we have the following result. Lemma 6.2. For v ∈ Σ ∞ and ξ ∈ F v with ξ < 0 we have
Proof. For v ∈ Σ ∞ ∪ Σ 1 , the results are Lemmas 4.10 and 4.14 in [2] . Assume v ∈ Σ 2 . Without loss of generality, we can assume that v(ǫ) = 1 so that ̟ v = ǫ is a prime element in F × v . By (2.3), the maximal order R v with R v ∩ E v = o Ev is of the form
. For n ≥ 1 we let
Without loss of generality, we assume ǫ = 1. Given ξ = ǫxx and z ∈ E 1 v , we can write
Note that γ(x, z) ∈ U 1 J if and only if a zx ∈ p v and b zx ∈ o v , i.e. zx ∈ ̟ Ev o Ev , which is equivalent to v(ξ) = v(ǫN Ev/Fv (zx)) ≥ 1. In this case,
This proves the case v ∈ Σ 3 .
The above Lemma gives the explicit calculation of
, we have the following results (see [2] ). [2] , this lemma is used in obtaining the condition in Theorem 1.1 under which all global regular orbital integrals vanish. To obtain the subconvexity bound, we need more information on local regular orbital integrals at v ∈ Ram(D) ∪ Σ 3 .
If v is ramified in E, we assume that the characteristic of the residue field k Fv is odd. Then
Lemma 6.5. Let v be a finite valuation which is split in E and such that n(Ω v ) = 0. Then
which is equal to 1 for all v unramified in E and such that
k ≤ 0 and v is not split, 1 + |v(ξ)|, k ≤ 0 and v is split.
Global orbital integrals
In this section, we calculate the global orbital integrals and prove Theorems 1.1 and 1.2.
7.1. Global orbital integrals. Consider I(0, f ′ ) in (2.6). By Lemma 6.1,
Recall that
Consider I(ξ, f ′ ). By lemmas 6.2 and 6.3, we know I(ξ, f ′ ) vanishes outside of the set
Lemma 7.1. The set S(Ω, N) is finite. Moreover, it is empty if either
Proof. The proof is similar as the proof of lemma 4.21 in [2] . Let ι v : F → R be the real embedding for v ∈ Σ ∞ . Then 1 = ξ ∈ ǫN E × if and only if 1 = ξ ∈ F × satisfies
3 . There exists m ∈ o F such that
Thus the finiteness of S(Ω, N) follows from the finiteness of the set
Note that ξ ∈ ǫN (E × ) also satisfies
Thus S(Ω, N) is empty if
To obtain sufficient conditions such that (7.2) holds, we replace the integral ideal
by a principle integral ideal a = (a) ⊂ b. On taking a = b h F , we obtain the first sufficient condition. By Lemma 6.2 in page 35 in [11] , there exists 0 = a ∈ b such that
Thus (7.2) is empty if
which gives the second sufficient condition.
7.2. Proof of Theorems 1.1. By Proposition 5.1, the spectral side of the relative trace formula gives
On the geometric side, by (2.8) and (7.1), we have
where we have used the fact that Vol(A 
The conductors of π and σ Ω are
respectively. Thus we have
where c ′ (Ω) is defined in (1.2). To prove Theorem 1.2, by the result on spectral side in Proposition 5.1, we have
On geometric side, by (7.1), the irregular orbital integral contributes to
We claim that all regular orbital integrals contribute to
Therefore,
By the non-negativity of L(1/2, π × σ Ω ), the positivity of L(1, π, Ad), and the bound
we finally obtain
This proves Theorem 1.2.
7.4. Proof of (7.4). We still need to prove (7.4). The proof is similar as that of Lemma 6.7 in Feigon and Whitehouse [2] . To give a self-contained proof, we proceed as follows. By Lemma 6.2 in page 35 in [11] , we can find 0 = a ∈ d E/F c(Ω)N −2 2 with 5) and then enlarge S(N, Ω) to be S(a) = ξ y = y y + a ∈ ǫN (E × ), y ∈ N 1 N 2 .
Thus we have • If v / ∈ Σ ∞ ∪ Σ 1 ∪ Σ 2 and is split in E and n(Ω v ) = 0,
2 |R Ev ((y))||R Ev ((y + a))|.
• If v / ∈ Σ ∞ ∪ Σ 1 ∪ Σ 2 and is ramified in E and n(Ω v ) = 0,
Thus one has
I(ξ y , f ′S ′ (Ω) ) ≪ E,k |R S ′ (Ω) (yN .
We need to bound I(ξ y , f ′ v i ) for ξ y ∈ S (r i ),(t i ) (a) and v i = v p i ∈ S ′ (Ω). Note that v i (ξ y ) = r i − t i , v i (1 − ξ y ) = v i (a) − r i .
By Lemma 6.6, we have
.
This together with Lemma 7.3 gives 
This proves (7.4).
