We study C Ã -algebras arising from C Ã -correspondences, which were introduced by the author. We prove the gauge-invariant uniqueness theorem, and obtain conditions for our C Ã -algebras to be nuclear, exact, or satisfy the Universal Coefficient Theorem. We also obtain a 6-term exact sequence of K-groups involving the K-groups of our C Ã -algebras.
Introduction
In [Ka2] , we introduce a method to construct C Ã -algebras from C Ã -correspondences. This construction is similar to the one of Cuntz-Pimsner algebras [P] , and in fact these two constructions coincide when the left action of a given C Ã -correspondence is injective. However, when the left action of a C Ã -correspondence is not injective, our construction differs from the one in [P] . Our construction of C Ã -algebras from C Ã -correspondences whose left actions are not injective is motivated by the constructions of graph algebras of graphs with sinks in [FLR] , C Ã -algebras define KðX ; Y ÞCLðX ; Y Þ by KðX ; Y Þ ¼ spanfy Z;x ALðX ; Y Þ j xAX ; ZAY g:
For a Hilbert A-module X ; we set LðX Þ ¼ LðX ; X Þ; which is a C Ã -algebra, and KðX Þ ¼ KðX ; X Þ; which is an ideal of LðX Þ: Definition 1.3. For a C Ã -algebra A; we say that X is a C Ã -correspondence over A when X is a Hilbert A-module and a Ã-homomorphism j X : AÀ!LðX Þ is given.
We refer to j X as the left action of a C Ã -correspondence X : A C Ã -correspondence X over A is said to be non-degenerate if spanðj X ðAÞX Þ ¼ X : We do not assume that C Ã -correspondences are non-degenerate. Let A be a C Ã -algebra. We can define a left action of the C Ã -algebra A on the Hilbert A-module A by the multiplication. Thus we get a C Ã -correspondence over A; which is called the identity correspondence over A and denoted by A: Note that the left action j A of the identity correspondence A gives an isomorphism from A onto KðAÞCLðX Þ: Definition 1.4. Let X ; Y be C Ã -correspondences over a C Ã -algebra A: We denote by X }Y the quotient of the algebraic tensor product of X and Y by the subspace generated by ðxaÞ#Z À x#ðj Y ðaÞZÞ for xAX ; ZAY and aAA: We can define an Avalued inner product, right and left actions of A on X }Y by /x#Z; x 0 #Z 0 S X #Y ¼ /Z; j Y ð/x; x 0 S X ÞZ 0 S Y ; ðx#ZÞa ¼ x#ðZaÞ; j X #Y ðaÞðx#ZÞ ¼ ðj X ðaÞxÞ#Z; for x; x 0 AX ; Z; Z 0 AY and aAA: One can show that these operations are well defined and extend to the completion of X }Y with respect to the norm coming from the A-valued inner product defined above (see [L2, Proposition 4.5] ). Thus the completion of X }Y is a C Ã -correspondence over A: This C Ã -correspondence is called the tensor product of X and Y ; and denoted by X #Y :
By definition, we have X #Y ¼ spanfx#Z j xAX ; ZAY g; and ðxaÞ#Z ¼ x#ðj Y ðaÞZÞ for xAX ; ZAY and aAA: Definition 1.5. For a C Ã -correspondence X over a C Ã -algebra A and nAN; we define a C Ã -correspondence X #n over A by X #0 ¼ A; X #1 ¼ X ; and X #ðnþ1Þ ¼ X #X #n for nX1:
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T. Katsura / Journal of Functional Analysis 217 (2004) 366-401 For each nAN; the left action j X #n of the C Ã -correspondence X #n will be simply denoted by j n : AÀ!LðX #n Þ: For a positive integer n; we have X #n ¼ spanfx 1 #x 2 #?#x n j x 1 ; x 2 ; y; x n AX g:
Note that for positive integers n; m; there exists a natural isomorphism between X #n #X #m and X #ðnþmÞ : We have such isomorphisms for m ¼ 0; but for n ¼ 0 we just get an injection X #0 #X #m À!X #m : When X is non-degenerate, this injection is actually an isomorphism, but it is not surjective in general. 2. Representations of C Ã -correspondences Definition 2.1. A representation of a C Ã -correspondence X over A on a C Ã -algebra B is a pair consisting of a Ã-homomorphism p : AÀ!B and a linear map t : X À!B satisfying (i) tðxÞ Ã tðZÞ ¼ pð/x; ZS X Þ for x; ZAX ; (ii) pðaÞtðxÞ ¼ tðj X ðaÞxÞ for aAA; xAX :
We denote by C Ã ðp; tÞ the C Ã -algebra generated by the images of p and t in B:
A representation of a C Ã -correspondence was called an isometric covariant representation in [MS] . Note that for a representation ðp; tÞ of X ; we have tðxÞpðaÞ ¼ tðxaÞ automatically because the condition (i) above, combining with the fact that p is a Ã-homomorphism, implies jjtðxÞpðaÞ À tðxaÞjj 2 ¼ jjðtðxÞpðaÞ À tðxaÞÞ Ã ðtðxÞpðaÞ À tðxaÞÞjj ¼ 0:
Note also that for xAX ; we have jjtðxÞjjpjjxjj X because
Definition 2.2. A representation ðp; tÞ is said to be injective if a Ã-homomorphism p is injective.
By the above computation, we see that t is isometric for an injective representation ðp; tÞ: Definition 2.3. For a representation ðp; tÞ of a C Ã -correspondence X on B; we define a Ã-homomorphism c t : KðX ÞÀ!B by c t ðy x;Z Þ ¼ tðxÞtðZÞ
For the well-definedness of a Ã-homomorphism c t ; see, for example, [KPW, Lemma 2.2] . The following lemma is easily verified.
Lemma 2.4. For a representation ðp; tÞ of a C Ã -correspondence X over A; we have pðaÞc t ðkÞ ¼ c t ðj X ðaÞkÞ and c t ðkÞtðxÞ ¼ tðkxÞ for aAA; xAX and kAKðX Þ:
By this lemma, we see that c t is injective for an injective representation ðp; tÞ: Proof. Clearly, the right-hand side is a closed Ã-invariant linear space which contains the images of p and t; and is contained in C Ã ðp; tÞ: Hence all we have to do is to check that this set is closed under the multiplication, and this follows from Lemma 2.6. &

C
Ã -algebras associated with C Ã -correspondences
In this section, we give definitions of the C Ã -algebras T X and O X for a C Ã -correspondence X :
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Definition 3.1. Let X be a C Ã -correspondence over a C Ã -algebra A: We denote by ð % p X ; % t X Þ the universal representation of X ; and set
The universal representation ð % p X ; % t X Þ can be obtained by taking a direct sum of sufficiently many representations. By the universality, for every representation ðp; tÞ of X we have a surjection r : T X À!C Ã ðp; tÞ with p ¼ r3 % p X and t ¼ r3% t X : This surjection will be called a natural surjection.
Definition 3.2. For a C Ã -correspondence X over A; we define an ideal J X of A by
Note that J X ¼ j
À1
X ðKðX ÞÞ when j X is injective. The ideal J X is the largest ideal to which the restriction of j X is an injection into KðX Þ: The ideal J X has the following property.
Proposition 3.3. Let X be a C Ã -correspondence over a C Ã -algebra A; and ðp; tÞ be an injective representation of X : If aAA satisfies pðaÞAc t ðKðX ÞÞ; then we have aAJ X and pðaÞ ¼ c t ðj X ðaÞÞ:
Proof. Take aAA with pðaÞAc t ðKðX ÞÞ: Let kAKðX Þ be an element with pðaÞ ¼ c t ðkÞ: For each xAX ; we have tðj X ðaÞxÞ ¼ pðaÞtðxÞ ¼ c t ðkÞtðxÞ ¼ tðkxÞ:
Since t is injective, we have j X ðaÞx ¼ kx for every xAX : This implies that j X ðaÞ ¼ kAKðX Þ: Thus we get pðaÞ ¼ c t ðj X ðaÞÞ: Take bAker j X and we will show that ab ¼ 0: We get
Since p is injective, we obtain ab ¼ 0 as desired. Thus aAJ X : & The above proposition motivates the following definition. Definition 3.4. A representation ðp; tÞ is said to be covariant if we have pðaÞ ¼ c t ðj X ðaÞÞ for all aAJ X :
where ðp X ; t X Þ is the universal covariant representation of X :
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By the universality, for each covariant representation ðp; tÞ of a C Ã -correspondence X ; there exists a natural surjection r : O X À!C Ã ðp; tÞ satisfying p ¼ r3p X and t ¼ r3t X :
The construction of C Ã -algebras O X from C Ã -correspondences X generalizes both the one in [P] for C Ã -correspondences with injective left actions and the one in [AEE] for C Ã -correspondences coming from Hilbert C Ã -bimodules. This is also a generalization of the construction of graph algebras [FLR,KPR,KPRR] and more generally C Ã -algebras arising from topological graphs [Ka1] . For the detail, see [Ka2] .
The Fock representation
In this section, we construct a representation of a given C Ã -correspondence, which is called the Fock representation. The Fock representation is injective, and from this we get an injective covariant representation. Most of the results in this section can be found in [MS] or [P] . We will need them in Sections 7 and 8. For the convenience of the readers, we give complete proofs. Proof. For each nAN; let P n ALðFðX ÞÞ be the projection onto the direct summand X #n CFðX Þ: Since j n ðaÞ ¼ P n j N ðaÞP n ; it suffices to show that lim nÀ!N jjP n kP n jj ¼ 0 for each kAKðFðX ÞÞ: We may assume k ¼ y x;Z for x; ZAFðX Þ because the linear span of such elements is dense in KðFðX ÞÞ: By the same reason, we may assume xAX #k and ZAX #l for some k; lAN: Now it is clear that we have lim nÀ!N jj P n kP n jj ¼ 0: This completes the proof. & Proposition 4.9. The covariant representation ðj; tÞ is injective.
Proof. Take aAA with jðaÞ ¼ 0: Then we have j N ðaÞAKðFðX ÞJ X Þ: For each nAN; we have
where P n ALðFðX ÞÞ is the projection onto the direct summand X #n CFðX Þ: By taking n ¼ 0; we get aAJ X : Since j 1 ¼ j X is injective on J X ; we have jjajj ¼ jjj 1 ðaÞjj: By Lemma 4.7, we have jjj n ðaÞjj ¼ jjj n ðaÞ#id 1 jj ¼ jjj nþ1 ðaÞjj for all positive integer n: Therefore we get jjj n ðaÞjj ¼ jjajj for all nAN: Thus we have a ¼ 0 by Lemma 4.8. This proves that the covariant representation ðj; tÞ is injective. & As consequences of Corollary 4.5 and Proposition 4.9, we have the following propositions.
Proposition 4.11. The universal covariant representation ðp X ; t X Þ of X on O X is injective.
We will see in Section 6 that the Fock representation ðj N ; t N Þ is the universal representation, and ðj; tÞ is the universal covariant representation.
Note that the C Ã -algebra C Ã ðj N ; t N Þ is the augmented Cuntz-Toeplitz algebra defined in [P] , and the C Ã -algebra C Ã ðj; tÞ is the relative Cuntz-Pimsner algebra OðJ X ; X Þ defined in [MS, Definition 2.18] .
Analysis of the cores
In this section, we investigate the so-called cores of C Ã -algebras C Ã ðp; tÞ for representations ðp; tÞ of a C Ã -correspondence X : Fix a C Ã -correspondence X over a C Ã -algebra A; and a representation ðp; tÞ of X : 
We have B ½n;n ¼ B n for each nAN: By the next lemma, we see that B ½m;n 's are C Ã -subalgebras of C Ã ðp; tÞ: by Lemma 2.6 and Lemma 1.9(i). We are done. & By the above lemma, B ½k;n is an ideal of B ½m;n for m; k; nAN with mpkpn: In particular, B n is an ideal of B ½0;n for each nAN:
Note that the C Ã -algebra B ½m;N is an inductive limit of the increasing sequence of
The C Ã -algebra B ½0;N is called the core of the C Ã -algebra C Ã ðp; tÞ: The core B ½0;N naturally arises when the C Ã -algebra C Ã ðp; tÞ has an action of T called a gauge action. If it exists, such a Ã-homomorphism b z is unique. By the assumptions in the definition above, b z is a Ã-automorphism for all zAT and the map b : TÀ!AutðC Ã ðp; tÞÞ is automatically a strongly continuous homomorphism. By the universality, both the universal representation ð % p X ; % t X Þ on T X and the universal covariant representation ðp X ; t X Þ on O X admit gauge actions. We denote these actions by % g : TyT X and g : TyO X : It is clear that for a representation ðp; tÞ admitting a gauge action b we have b z 3r ¼ r3% g z for each zAT; where r:T X À!C Ã ðp; tÞ is the natural surjection. It is also clear that for a covariant representation ðp; tÞ admitting a gauge action b we have b z 3r ¼ r3g z for each zAT; where r:O X À!C Ã ðp; tÞ is the natural surjection. 
where dz is the normalized Haar measure on T: By the above computation, we get 
Since the linear span of elements in the form Since B n is an ideal of B ½0;n ; we have xAB n : Thus we obtain B ½0;n -B nþ1 CB n : & Proposition 5.12. For each nAN; we have B ½0;n -B nþ1 ¼ B n 0 ; and we get the following commutative diagram with exact rows:
Proof. The former part follows from Propositions 5.9 and 5.11. The latter part follows from the former and the fact B ½0;nþ1 ¼ B ½0;n þ B nþ1 : & Proposition 5.13. For n ¼ 1; 2; y; N; we have the following short exact sequences:
Proof. We will first prove B 0 -B ½1;n ¼ B 0 0 by the induction with respect to n: The case that n ¼ 1 follows from Proposition 5.9. Suppose that we have proved
0 : Take xAB 0 -B ½1;nþ1 : Choose yAB ½1;n and zAB nþ1 with x ¼ y þ z: We have z ¼ x À yAB ½0;n -B nþ1 : By Proposition 5.11, we have zAB n : Thus x ¼ y þ zAB ½1;n : Hence we have shown B 0 -B ½1;nþ1 CB 0 -B ½1;n : Since the converse inclusion is obvious, we get B 0 -B ½1;nþ1 ¼ B 0 -B ½1;n ¼ B 0 0 : Thus we obtain B 0 -B ½1;n ¼ B 0 0 for all positive integer n: This implies the existence of the desired short exact sequences for n ¼ 1; 2; y; because B ½0;n ¼ B ½1;n þ B 0 : By taking inductive limits, we obtain the short exact sequences for n ¼ N: & The C Ã -subalgebras of T X and O X corresponding to B n ; B ½m;n are denoted by % B n ; % B ½m;n CT X and B n ; B ½m;n CO X : By Proposition 5.7 we have T
Proposition 5.14. There exists a short exact sequence
which splits by the natural inclusion % B ½0;n + % B ½0;nþ1 :
Proof. This follows from Proposition 5.12 because Proposition 4.10 implies Proof. This follows from Proposition 5.13. &
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Proposition 5.18. For a C Ã -correspondence X over a C Ã -algebra A; the following conditions are equivalent:
(ii) we have B 0 *B 1 ; (iii) the injection j X : J X À!KðX Þ is an isomorphism, (iv) the C Ã -correspondence X comes from a Hilbert A-bimodule. From this diagram, we have the equivalence ðiiÞ 3 ðiiiÞ: Finally, the equivalence ðiiiÞ 3 ðivÞ was shown in [Ka2] . &
Proof. It is clear that (i) implies (ii
The gauge-invariant uniqueness theorems
In this section, we will give conditions for representations or covariant representations to be universal. The idea of the proof can be seen in [Ka1, Section 4] (and also in [P, Section 3; FMR, Section 4] ). Let us take a C Ã -correspondence X over a C Ã -algebra A:
Proposition 6.1. For a representation ðp; tÞ of X satisfying I ðp;tÞ 0 ¼ 0; the restriction of r : T X À!C Ã ðp; tÞ to the fixed point algebra T % g X is injective.
Proof. For nAN let B n and B ½0;n be C Ã -subalgebras of C Ã ðp; tÞ defined in Definitions 5.1 and 5.3. From the condition I ðp;tÞ 0 ¼ 0; we get the following commutative diagram with exact rows:
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by the same argument as in Proposition 5.14. Since the condition I ðp;tÞ 0 ¼ 0 implies that the representation ðp; tÞ is injective, we see that the restriction of r to % B n is injective for all nAN: By using this fact and the commutative diagram above, we can inductively show that the restriction of r to % B ½0;n is injective. Hence the restriction of
The following is the gauge-invariant uniqueness theorem for the C Ã -algebra T X :
Theorem 6.2. Let X be a C Ã -correspondence over a C Ã -algebra A: For a representation ðp; tÞ of X ; the surjection r : T X À!C Ã ðp; tÞ is an isomorphism if and only if ðp; tÞ satisfies I ðp;tÞ 0 ¼ 0 and admits a gauge action.
Proof. We had already seen that the two conditions are necessary. Now suppose that a representation ðp; tÞ admits a gauge action b; and satisfies I ðp;tÞ 0 ¼ 0: Take xAT X with rðxÞ ¼ 0: Then we have
where dz is the normalized Haar measure on T: Proof. For nAN let B n and B ½0;n be C Ã -subalgebras of C Ã ðp; tÞ defined in Definitions 5.1 and 5.3. Since c t n is injective, the restriction of r to B n is an isomorphism onto B n : It is easy to see that the restriction of r to B ½0;n is a surjection onto B ½0;n for each nAN: We will show that these are injective by the induction with respect to n: The case that n ¼ 0 follows from the fact that p is injective. Suppose that we had shown that the restriction of r to B ½0;n is an isomorphism onto B ½0;n : By Proposition 3.3, we have I ðp X ;t X Þ 0 ¼ I ðp;tÞ 0 ¼ J X : Hence the restriction of r to B n 0 is an isomorphism onto B n 0 : Thus we get an isomorphism B ½0;n =B n 0 À!B ½0;n =B n 0 : By Proposition 5.12 we get the following commutative diagram with exact rows:
By the 5-lemma, we see that the surjection B ½0;nþ1 À!B ½0;nþ1 is an isomorphism. Thus we have shown that the restriction of r to B ½0;n is injective for all nAN: Hence the restriction of r to O We can apply the two gauge-invariant uniqueness theorems to the representations ðj N ; t N Þ and ðj; tÞ in Section 4.
Proposition 6.5. Both the representation ðj N ; t N Þ and the covariant representation ðj; tÞ are universal, that is, we have natural isomorphisms C Ã ðj N ; t N ÞDT X and C Ã ðj; tÞDO X :
Proof. To apply Theorems 6.2 and 6.4, it suffices to see that both of the representations ðj N ; t N Þ and ðj; tÞ admit gauge actions because the other conditions had already been checked in Section 4. For each zAT; define a unitary u z ALðFðX ÞÞ by u z ðxÞ ¼ z n x for xAX #n CFðX Þ and nAN: It is routine to see that the automorphisms Ad u z of LðFðX ÞÞ; defined by Ad u z ðxÞ ¼ u z xu Ã z for xALðFðX ÞÞ; give a gauge action for the representation ðj N ; t N Þ: The ideal KðFðX ÞJ X Þ of LðFðX ÞÞ is closed under the automorphisms Ad u z for each zAT: Hence we can define an automorphism b z of LðFðX ÞÞ=KðFðX ÞJ X Þ by b z ðsðxÞÞ ¼ sðu z xu Ã z Þ for xALðFðX ÞÞ and zAT: It is clear that b is a gauge action for the representation ðj; tÞ: We are done. & By Proposition 6.5, the C Ã -algebra O X is isomorphic to the relative Cuntz-Pimsner algebras C Ã ðj; tÞ ¼ OðJ X ; X Þ introduced in [MS] (cf. [MS, Theorem 2.19] ). The isomorphism C Ã ðj N ; t N ÞDT X was already proved in [P, Theorem 3.4 ] under small assumption on C Ã -correspondences. The C Ã -algebra O X was defined as the largest C Ã -algebra among C Ã -algebras C Ã ðp; tÞ generated by covariant representations ðp; tÞ of X : Theorem 6.4 tells us that we have C Ã ðp; tÞDO X when a covariant representation ðp; tÞ satisfies two conditions; being injective and admitting a gauge action. In the next paper [Ka3] , we will see that the C Ã -algebra O X can be defined as the smallest C Ã -algebra among C Ã -algebras C Ã ðp; tÞ generated by representations ðp; tÞ of X which satisfy the two conditions above; being
injective and admitting gauge actions. Thus we can define O X without using the ideal J X :
Nuclearity and exactness
In this section, we study when the C Ã -algebras T X and O X become nuclear or exact. We use the facts on nuclearity and exactness appeared in Appendices A and B as well as in [W] .
On the exactness of T X and O X ; we have the following which generalizes [DS, Theorem 3 .1] slightly.
Theorem 7.1 (cf. [DS, Theorem 3 .1]). For a C Ã -correspondence X over a C Ã -algebra A; the following conditions are equivalent:
Proof. Suppose that A is exact. By Proposition B.7, KðX #n Þ is exact for all nAN:
By Proposition 5.14, we can prove inductively that % B ½0;n CT % g X is exact for all nAN because exactness is closed under taking splitting extensions. Thus T % g X is exact because it is an inductive limit of exact C Ã -algebras. This proves ðiÞ ) ðiiÞ: The equivalences ðiiÞ 3 ðiiiÞ and ðivÞ 3 ðvÞ follow from Proposition A.13. Since there exists a surjection T X À!O X ; (iii) implies (v). Finally, (v) implies (i) because p X ðAÞCO X is isomorphic to A: & On the nuclearity of T X ; we have the following. Theorem 7.2. For a C Ã -correspondence X over a C Ã -algebra A; the following conditions are equivalent:
Proof. In a similar way to the proof of ðiÞ ) ðiiÞ in Theorem 7.1, we can show that (i) implies (ii). The implication ðiiÞ ) ðiÞ follows from Proposition 5.15. Finally, Proposition A.13 gives the equivalence ðiiÞ 3 ðiiiÞ: & On the nuclearity of O X ; we have the following.
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Theorem 7.3. For a C Ã -correspondence X over a C Ã -algebra A; the following conditions are equivalent:
(i) A=J X is a nuclear C Ã -algebra, and p X : J X À!B ½1;N is a nuclear map,
Proof. The equivalence ðiÞ 3 ðiiÞ is shown by applying Proposition A.6 to the diagram in Proposition 5.17. The equivalence ðiiÞ 3 ðiiiÞ follows from Proposition A.12. Obviously (iv) implies (ii). Assume (ii). We see that A=J X is nuclear from the equivalence ðiÞ 3 ðiiÞ: We will prove that the embedding B ½0;n +B ½0;N is nuclear for all nAN by the induction on n: The case n ¼ 0 follows from condition (ii). Suppose we have shown that B ½0;n +B ½0;N is nuclear. Let us set Y n ¼ spanðt X ðX ÞB ½0;n Þ and Y N ¼ spanðt X ðX ÞB ½0;N Þ: Then by Lemma 5.2, Y n is a Hilbert B ½0;n -module with KðY n ÞDB ½1;nþ1 ; and Y N is a Hilbert B ½0;N -module with KðY N ÞDB ½1;N : By applying Proposition B.8 to the inclusions B ½0;n +B ½0;N and Y n +Y N ; we see that the inclusion B ½1;nþ1 +B ½1;N is nuclear. Now by applying Proposition A.6 to the diagram in Proposition 5.16, we see that B ½0;nþ1 +B ½0;N is nuclear. Hence we have shown that B ½0;n +B ½0;N is nuclear for all nAN: Since S nAN B ½0;n is dense in B ½0;N ; we see that the identity map B ½0;N À!B ½0;N is nuclear. Thus B ½0;N is a nuclear C Ã -algebra. This shows that (ii) implies (iv). Finally, the equivalence ðivÞ 3 ðvÞ follows from Proposition A.13. & We give two sufficient conditions on C Ã -correspondences X for O X to be nuclear, which may be useful. Both of them easily follows from Theorem 7.3.
Corollary 7.4. If A is nuclear then O X is nuclear.
Corollary 7.5. If both the C Ã -algebra A=J X and the Ã-homomorphism j X : J X À!KðX Þ are nuclear, then O X is nuclear.
Remark 7.6. We can prove Corollary 7.4 directly by showing that O g X is nuclear when A is nuclear in a similar way to the proof of ðiÞ ) ðiiÞ in Theorem 7.1.
The converses of Corollaries 7.4 and 7.5 are not true as the following example shows. We would like to thank Narutaka Ozawa who gave us this example.
Example 7.7. Let B be a nuclear C Ã -algebra, and D be a non-nuclear C Ã -subalgebra of B: For an integer n; we define A n by A n ¼ B for n40 and A n ¼ D for np0: We set A ¼ " N n¼ÀN A n : We define an injective endomorphism j : AÀ!A so that jj A 0 : A 0 À!A 1 is a natural embedding and jj A n : A n À!A nþ1 is an isomorphism for a non-zero integer n: Since D is not nuclear, the injective endomorphism j is not ARTICLE IN PRESS nuclear. Let X be the C Ã -correspondence over A which is isomorphic to A as Hilbert A-modules, and whose left action j X : AÀ!LðX Þ is defined as the composition of j : AÀ!A and the isomorphism ADKðX ÞCLðX Þ: Then we have J X ¼ A and the map j X : J X À!KðX Þ is not nuclear as j is not. Thus the C Ã -correspondence X does not satisfy the assumption of Corollary 7.4 nor Corollary 7.5. However, the C Ã -algebra O X is nuclear because the fixed point algebra O b X is isomorphic to the inductive limit lim À! ðA; jÞD" N n¼ÀN B; which is nuclear.
A Hilbert A-bimodule X is naturally considered as a C Ã -correspondence over A; and the C Ã -algebra O X is isomorphic to the crossed product As X Z of A by X defined in [AEE, Definition 2.4 ] (see [Ka2, Subsection 3.3] ). We have a nice characterization of the nuclearity of such a C Ã -algebra.
Proposition 7.8. When a C Ã -correspondence X over a C Ã -algebra A comes from a Hilbert A-bimodule, the C Ã -algebra O X is nuclear if and only if A is nuclear.
Proof. By Proposition 5.18, we see that
X is an isomorphism. Hence the conclusion follows from Theorem 7.3, or rather Proposition A.13. &
K-groups
The purpose of this section is to obtain the 6-term exact sequence of K-groups, which seems to be useful to compute the K-groups K 0 ðO X Þ and K 1 ðO X Þ of O X : Mainly we follow the arguments in [P, Section 4] . There, Pimsner used KK-theory to obtain his 6-term exact sequence. For this reason, he assumed the separability of the C Ã -algebras involved. Here, we work directly with K-theory instead of using KKtheory, and obtain the 6-term exact sequence without the assumption of separability.
For a C Ã -algebra A; we denote by K Ã ðAÞ the K-group K 0 ðAÞ"K 1 ðAÞ of A which has a Z=2Z-grading. By maps between K-groups, we mean group homomorphisms which preserve the grading. Thus for C Ã -algebras A and B; considering maps between K-groups K Ã ðAÞÀ!K Ã ðBÞ is same as considering two homomorphisms K 0 ðAÞÀ!K 0 ðBÞ and K 1 ðAÞÀ!K 1 ðBÞ: For a Ã-homomorphism r : AÀ!B; we denote by r Ã the map K Ã ðAÞÀ!K Ã ðBÞ induced by r:
Fix a C Ã -correspondence X over a C Ã -algebra A: Since we have T X DC Ã ðj N ; t N Þ by Proposition 6.5, there exists an embedding j : KðFðX ÞJ X ÞÀ!T X by Proposition 4.6. Since C Ã ðj; tÞDO X by Proposition 6.5, we have the following short exact sequence:
The following two propositions enable us to compute the K-groups of KðFðX ÞJ X Þ and T X :
Proof. The Ã-homomorphism j 0 : J X À!KðFðX ÞJ X Þ is an isomorphism onto the C Ã -subalgebra KðX #0 J X Þ of KðFðX ÞJ X Þ: Since X #0 J X is a full Hilbert J Xsubmodule of FðX ÞJ X ; KðX #0 J X Þ is a hereditary and full C Ã -subalgebra of KðFðX ÞJ X Þ: Hence ðj 0 Þ Ã is an isomorphism by Proposition B.
Proof. See Appendix C. & Next, we will compute j Ã :
Definition 8.3. We denote by i : J X +A the natural embedding. We define a map ½X : K Ã ðJ X ÞÀ!K Ã ðAÞ by the composition of the map ðj X Þ Ã : K Ã ðJ X ÞÀ!K Ã ðKðX ÞÞ induced by the restriction of j X to J X and the map X Ã : K Ã ðKðX ÞÞÀ!K Ã ðAÞ induced by the Hilbert A-module X as in Remark B.4.
The map ½X : K Ã ðJ X ÞÀ!K Ã ðAÞ is same as the map induced by the element ðX ; j X ; 0Þ of KKðJ X ; AÞ: When a C Ã -correspondence X is defined from an injective Ã-homomorphism j : AÀ!A; we have J X ¼ A and ½X ¼ j Ã : For the notation in the proof of the next lemma, consult Appendix B.
Lemma 8.4. The composition of the two maps ½X :
Proof. Let M 2 ðT X Þ be the C Ã -algebra of two-by-two matrices with entries in T X : For i; jAf0; 1g; we denote by i ij the natural embedding T X À!M 2 ðT X Þ onto the i; j-component. By the definition of K-groups, ði 00 Þ Ã ¼ ði 11 Þ Ã is an isomorphism.
From the maps % p X : AÀ!T X and % t X : X À!T X ; we get a Ã-homomorphism r :
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Hence we get
We are done. & Lemma 8.5. The Ã-homomorphism % p X 3i : J X À!T X is the sum of the two Ã-homomorphisms c % t X 3j X and j3j 0 :
Proof. If we identify T X and C Ã ðj N ; t N Þ; this follows from Proposition 4.4. & By the above two lemmas, the map j Ã :
Thus by rewriting the 6-term exact sequence of K-groups obtained from the short exact sequence
we get the following.
Theorem 8.6 (cf. [P, Theorem 4.9] ). For a C Ã -correspondence X over a C Ã -algebra A; we have the following exact sequence:
For a C Ã -correspondence X over a C Ã -algebra A and an ideal J of A satisfying j X ðJÞCKðX Þ; the relative Cuntz-Pimsner algebra OðJ; X Þ is defined as the quotient C Ã ðj N ; t N Þ=KðFðX ÞJÞ [MS, Definition 2.18 ]. Thus we can prove the following statement in the same way as the proof of Theorem 8.6.
Proposition 8.7. Let X be a C Ã -correspondence over a C Ã -algebra A; and J be an ideal of A with j X ðJÞCKðX Þ: Then we have the following exact sequence:
where i : J+A is the embedding, p : AÀ!OðJ; X Þ is the natural Ã-homomorphism, and ½X ; J :
It is not difficult to see that the two Ã-homomorphisms in Propositions 8.1 and 8.2 induce KK-equivalences between J X and KðFðX ÞJ X Þ and between A and T X when the involving C Ã -algebras are separable. Hence by applying ''two among three principle'' to the short exact sequence
Proposition 8.8. Let X be a separable C Ã -correspondence over a separable nuclear C Ã -algebra A: If A and J X satisfy the Universal Coefficient Theorem of [RS] , then so does O X :
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Appendix A. On nuclear maps
In Appendices A and B, we gather the results on nuclear maps and linking algebras. We use these results in Sections 7 and 8. Most of them should be known among the specialists. Some results in this appendix hold with less assumption. A C Ã -algebra A is said to be nuclear if id A : AÀ!A is a nuclear map.
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In other words, a Ã-homomorphism j : AÀ!B is nuclear if and only if j~id D ¼ 0 for all C Ã -algebra D; and a C Ã -algebra A is nuclear if and only if A~D ¼ 0 for all
Remark A.4. A Ã-homomorphism is nuclear if and only if it has the completely positive approximation property (see [W] ).
Lemma A.5. Let
be a short exact sequence of C Ã -algebras, and D be a C Ã -algebra. Then the following sequence is exact:
If there exists an injective nuclear Ã-homomorphism AÀ!A 0 for some C Ã -algebra A 0 ; then p~id D is surjective.
Proof. The former statement follows from the fact that maximal tensor products preserve short exact sequences. If there exists an injective nuclear Ã-homomorphism AÀ!A 0 for some C Ã -algebra A 0 ; then A is exact by [W, Proposition 7.2] . Since exact C Ã -algebras have Property C [Ki] , the sequence
is exact (see Proposition 5.2 and Remark 9.5.2 in [W] ). Hence the conclusion follows from 3 Â 3-lemma. & Proposition A.6. Suppose that we have a following commutative diagram with exact rows:
Suppose also that j is injective. Then j is nuclear if and only if both B and j 0 are nuclear.
Proof. Take Proof. Since a C Ã -subalgebra of an exact C Ã -algebra is exact, A 0 is exact if A is exact. Suppose that A 0 is exact. Take a short exact sequence of C Ã -algebras:
All we have to do is to prove ker ðp# min id A Þ ¼ I# min A: Since A 0 is full and hereditary in A; B# min A 0 is full and hereditary in B# min A: Thus kerðp# min id A Þ is generated by its intersection with B# min A 0 ; which is I# min A 0 by the exactness of A 0 : Hence we get kerðp# min id A Þ ¼ I# min A: We are done. & Remark A.11. We can prove Proposition A.10 by using Proposition A.8 together with the deep fact that a C Ã -algebra is exact if and only if its one (or all) faithful representation is nuclear due to Kirchberg [Ki] . We can also prove Proposition A.10 in a similar way to the proof of Proposition B.3.
The above investigation of hereditary C Ã -subalgebras can be extended to other classes of C Ã -subalgebras. In Section 7, we just need the following two results.
Proposition A.12. Let a : GyA be an action of a compact group G on a C Ã -algebra A: Let j : DÀ!A be a Ã-homomorphism whose image is contained in the fixed point algebra A a of a: Then the restriction j 0 : DÀ!A a is nuclear if and only if j is nuclear.
Proof. Similar as the proof of Proposition A.7 & Proposition A.13. Let a : GyA be an action of a compact group G on a C Ã -algebra A: Then A is nuclear or exact if and only if the fixed point algebra A a is also.
Proof. For nuclearity, it was proved in [DLRZ, Proposition 2]. It was pointed out by Narutaka Ozawa that the technique in [DLRZ] works for exactness. We will sketch his argument. When A is exact, A a is exact. Assume that A a is exact. Take a short exact sequence of C Ã -algebras:
Let us take a positive element x of kerðp# min id A Þ: To derive a contradiction, we assume xeI# min A: Then we can find a state j of B# min A such that j vanishes on I# min A and jðxÞ40: We set x 0 ¼ R G id B # min a z ðxÞ dz where dz is the normalized Haar measure of G: Then we see x 0 AB# min A a : We have
Since A a is exact, we have x 0 AI# min A a : This leads a contradiction as 
where e X X ¼ KðX ; AÞ is the dual left Hilbert A-module of X : The natural embeddings are denoted by i KðX Þ :KðX Þ+D X ; i X : X +D X ; and i A : A+D X : Both maps i A and i KðX Þ are injective Ã-homomorphisms onto corners of D X : The C Ã -subalgebra A of D X is always full, but KðX Þ is full in D X only in the case that X is a full Hilbert A-module. Lemma B.2. Let A be a C Ã -algebra and X be a Hilbert A-module. For separable subsets A 0 CA and X 0 CX ; there exist a separable C Ã -subalgebra A N CA containing A 0 and a separable closed subspace X N of X containing X 0 such that X N is a Hilbert A N -module by restricting the operations of X :
Proof. Let A 1 be the C Ã -algebra generated by A 0 þ /X 0 ; X 0 S X : We set X 1 ¼ spanðX 0 þ X 0 A 0 Þ which is a closed subspace of X : We inductively define families of separable C Ã -subalgebras fA n g N n¼1 of A and separable closed subspaces fX n g N n¼1 of X so that A nþ1 is a C Ã -algebra generated by A n þ /X n ; X n S X ; and that X nþ1 ¼ spanðX n þ X n A n Þ: We set A N ¼ S nAN A n and X N ¼ S nAN X n : Then A N is a separable C Ã -subalgebra of A containing A 0 ; and X N is a separable closed subspace of X containing X 0 : By the construction, we have X N A N CX N and /X N ; X N S X CA N : Hence X N is a Hilbert A N -module. & Proposition B.3. For a C Ã -algebra A and a Hilbert A-module X ; the inclusion i A : AÀ!D X induces an isomorphism on the K-groups.
Proof. When both A and X are separable, [B, Corollary 2.6] gives us an isometry v in the multiplier algebra MðD X # min KÞ of D X # min K such that F : D X # min K{x/vxv Ã AA# min K is an isomorphism, where K is the C Ã -algebra of the compact operators on the infinite-dimensional separable Hilbert space. Since the composition of the isomorphism F and the inclusion i A # min id K : A# min KÀ!D X # min K induces an identity on the K-groups of D X # min K (see, for example, [HR, Lemma 4.6 .2]), the inclusion i A # min id K induces an isomorphism on the K-groups. Hence the inclusion i A : AÀ!D X also induces an isomorphism on the K-groups. Now let A be a general C Ã -algebra and X be a general Hilbert A-module. By Lemma B.2, the set of the pairs ðA l ; X l Þ consisting of separable C Ã -subalgebras A l of A and separable closed subspaces X l of X such that X l are Hilbert A l -modules is upward directed with respect to the inclusions, and satisfies We use the two propositions below in Section 7. Proposition B.7. Let A be a C Ã -algebra and X be a Hilbert A-module. If A is nuclear or exact, then KðX Þ is also.
Proof. Since A is a hereditary and full C Ã -subalgebra of D X ; if A is nuclear or exact then D X is also by Corollary A.9 and Proposition A.10. Now the conclusion follows from the fact that KðX Þ is a hereditary C Ã -subalgebra of D X : & Proposition B.8. Let A and B be C Ã -algebras, X be a Hilbert A-module, and Y be a Hilbert B-module. Let p : AÀ!B be a Ã-homomorphism and t : X À!Y be a linear map satisfying /tðxÞ; tðZÞS Y ¼ pð/x; ZS X Þ for x; ZAX : We can define a Ã-homomorphism c t : KðX ÞÀ!KðY Þ by c t ðy x;Z Þ ¼ y tðxÞ;tðZÞ for x; ZAX : Then the nuclearity of p implies the nuclearity of c t :
Proof. For the well-definedness of c t ; see [KPW, Lemma 2.2] . We can define a Ã-homomorphism r : D X À!D Y so that r3i A ¼ i B 3p; r3i X ¼ i Y 3t and r3i KðX Þ ¼ i KðY Þ 3c t : Since A is a hereditary and full C Ã -subalgebra of D X ; the nuclearity of p implies the nuclearity of r by Proposition A.8. Since KðY Þ is a hereditary C Ã -subalgebra of D Y ; the nuclearity of r implies the nuclearity of c t by Proposition A.7. We are done. & Proof. When r þ ¼ r À ; the Ã-homomorphism r factors through the Ã-homomorphism s : C 0 ð½0; 1Þ; AÞÀ!DðI; AÞ defined by sð f ÞðsÞ ¼ f ðsÞ if sX0; f ðÀsÞ if sp0;
for f AC 0 ð½0; 1Þ; AÞ: Since K Ã ðC 0 ð½0; 1Þ; AÞÞ ¼ 0; we have r Ã ¼ 0: & Lemma C.6. For j ¼ 1; 2; let A j be a C Ã -algebra, and I j be an ideal of A j : For a Ã-homomorphism j : A 1 À!A 2 with jðI 1 ÞCI 2 ; we can define a Ã-homomorphism Dj : DðI 1 ; A 1 ÞÀ!DðI 2 ; A 2 Þ by Djð f ÞðsÞ ¼ jð f ðsÞÞ; and we get a commutative diagram:
Proof. Straightforward. & We go back to the proof of Proposition 8.2. We first treat the case that the C Ã -correspondence X is non-degenerate. Let us take a C Ã -algebra A and a nondegenerate C Ã -correspondence X : Let ðj N ; t N Þ be the Fock representation of X on LðFðX ÞÞ: We denote by r þ : T X À!LðFðX ÞÞ the Ã-homomorphism such that r þ 3 % p X ¼ j N and r þ 3% t X ¼ t N : We define a Ã-homomorphism j Proof. Since T X is generated by the image of the two maps % p X and % t X ; it suffices to show this lemma when xAT X is in the image of these maps. For aAA; we have r þ ð % p X ðaÞÞ À r À ð % p X ðaÞÞ ¼ j 0 ðaÞAKðFðX ÞÞ;
Definition C.12. We define a Ã-homomorphism F:LðFðX ÞÞ{T/FðTÞALðY Þ by FðTÞð% t X ðxÞxÞ ¼ % t X ðTðxÞÞx for xAFðX Þ and xAT X :
It is not difficult to see that F is well defined.
Lemma C.13. We have FðKðFðX ÞÞÞCKðY Þ:
Proof. This follows from the fact that Fðy x;Z Þ ¼ y % It is routine to check that the pair ðp; t s Þ is a representation of X : Thus we get a Ã-homomorphism r s : T X À!LðY Þ such that r s 3 % p X ¼ p and r s 3% t X ¼ t s for each s: We have r 0 ¼ F3r þ because t 0 ¼ F3t N : We also have r 1 ¼ e j j 0 þ F3r À because t 1 ¼ e j j 0 3% t X þ F3t 
xAT X and sA½0; 1 in a similar way to the proof of Lemma C.7. Hence we can see
