Interdecadal oceanic variabilities can be generated from both internal and external processes, and these variabilities can significantly modulate climate on global and regional scales, including the warming slowdown in the early twenty-first century and rainfall in East Asia. By analyzing simulations from a unique Community Earth System Model (CESM) Large Ensemble (CESM-LE) project, it is shown that the interdecadal Pacific oscillation (IPO) is primarily an internally generated oceanic variability, while the Atlantic multidecadal oscillation (AMO) may be an oceanic variability generated by internal oceanic processes and modulated by external forcing in the twentieth century. Although the observed relationship between IPO and the YangtzeHuaihe River valley (YHRV) summer rainfall in China is well simulated in both the preindustrial control and the twentieth-century ensemble simulation, none of the twentieth-century ensemble members can reproduce the observed time evolution of both the IPO and YHRV rainfall because of the unpredictable nature of IPO on multidecadal time scales. On the other hand, although CESM-LE cannot reproduce the observed relationship between the AMO and Huanghe River valley (HRV) summer rainfall of China in the preindustrial control simulation, this relationship in the twentieth-century simulations is well reproduced, and the chance of reproducing the observed time evolution of both AMO and HRV rainfall is about 30%, indicating the important role of the interaction between the internal processes and the external forcing to realistically simulate the AMO and HRV rainfall.
Introduction
In general, the observed climate variability on decadal and multidecadal time scales can be generated by both internal climate processes and time-varying external forcing. Globally, contributions from externally forced climate change due to anthropogenic forcing may have played a more dominant role on the long-term trend over the internally generated variability (Santer et al. 2011; Meehl et al. 2013 ), whereas on a regional level internally generated variability may be at least as important as externally forced climate change on decadal or longer time scale (Deser et al. 2012a,b; Hu and Deser 2013; Lu et al. 2014) . The interdecadal climate variability has raised concerns from policy makers in order to make prompt formulation of long-term plans for the adaptation and mitigation of potential threat from climate change (Meehl et al. 2009 ). To better understand the physical bases of the interdecadal climate variability and to predict its behavior in the near future, it becomes essential for us to identify which part of the regional climate variability is associated with externally forced climate change, and which part is associated with internally generated climate variability (Solomon et al. 2011) .
Decadal and multidecadal oceanic modes have been shown to be major drivers of the interdecadal climate variability (e.g., Delworth et al. 2007; Meehl et al. 2016a,b,c) . For example, the interdecadal Pacific oscillation (IPO), which is defined as the first mode of the empirical orthogonal function (EOF) analysis on the detrended sea surface temperature (SST) in the Pacific between 408S and 658N (Power et al. 1999; Meehl and Hu 2006) , and the Atlantic multidecadal oscillation (AMO; defined as the area-weighted mean SST in the Atlantic between the equator and 658N) (Delworth and Mann 2000; Enfield et al. 2001) can strikingly alter the regional and global interdecadal climate variations (Liu and Chiang 2012; Meehl et al. 2013 Meehl et al. , 2016a Dai 2013; Si and Ding 2016) .
The underlying mechanisms governing IPO and AMO are still under intensive debate because of the lack of the long-term reliable observations. As IPO, there are three schools of thought currently:
1) The IPO originated from atmospheric processes, since the long-time SST variation may be induced from the response of the oceanic surface layers to short-time stochastic atmospheric forcing (Hasselmann 1976; Frankignoul and Hasselmann 1977) ; 2) The IPO originated from oceanic processes. Many mechanisms have been proposed that can give rise to decadal time scales in SST, such as advection of the upper-ocean circulation (Saravanan and McWilliams 1998) and oceanic gyre dynamics (Dewar 2001; Hogg et al. 2005; Taguchi et al. 2005; Ceballos et al. 2009 ) and oceanic Rossby wave adjustment (Qiu 2003; Qiu et al. 2007; Schneider and Cornuelle 2005) .
3) The IPO originates from atmosphere-ocean coupled process, as this decadal variability generates from a cycle involving unstable atmosphere-ocean interactions over the North Pacific (Latif and Barnett 1994, 1996) .
As for the AMO, there are also three major mechanisms:
1) The most popular thought is that the AMO is associated with oceanic process, especially the Atlantic meridional overturning circulation (AMOC) (Delworth et al. 1993; Delworth and Mann 2000; Latif et al. 2004; Knight et al. 2005) . Changes of the AMOC strength can affect the amount of heat transported into the North Atlantic, thus affecting the North Atlantic SST. 2) The second view is that anthropogenic aerosols are a prime driver of the AMO (Mann and Emanuel 2006; Booth et al. 2012 ) since its indirect effects can influence long-term variation of SST over the North Atlantic (Evan et al. 2009 ).
3) The third explanation is that the AMO may be the response to stochastic forcing from the midlatitude atmospheric circulation (Clement et al. 2015) , but this has been disputed in recent studies (Zhang et al. 2016) .
Multiple previous studies have indicated the significant role that IPO has played in the slowdown of global mean temperature increase (or so-called global warming hiatus) in the past decade and half (Meehl et al. 2011 (Meehl et al. , 2016a Kosaka and Xie 2013; England et al. 2014; Dai et al. 2015) . A recent study also suggests that the negative phase of the IPO may have contributed to the expansion of the Southern Ocean sea ice (Meehl et al. 2016c ). On the other hand, some studies have indicated that the AMO has a significant influence on the Eurasian and North African monsoons (Liu and Chiang 2012; Lu et al. 2006; Zhang and Delworth 2006; Liu et al. 2014 ) and interdecadal climate variability over Europe (Sutton and Dong 2012) and the North Pacific . Recently, Si and Ding (2016) found that the AMO acts as a source of interdecadal climate variability over the Northern Hemisphere by exciting a circumglobal stationary baroclinic atmospheric teleconnection from the Atlantic through Eurasia and extending to North America. Further previous observational studies show that East Asian summer rainfall exhibits prominent interdecadal variability in the twentieth century (Hu 1997; Ding et al. 2008 Ding et al. , 2009 Si et al. 2016) . One example is the wetting trend along the Yangtze-Huaihe River valley (YHRV; 288-328N, 1098-1208E) of China and the drying trend in northern China since the late 1970s (Wang 2001; Zhou et al. 2009; Wang et al. 2013) . Since the late 1990s, another interdecadal change has occurred, with summer rainfall decreasing along the YHRV but increasing to the north of it (Zhu et al. 2011 (Zhu et al. , 2015 Si and Ding 2013; Huang et al. 2013) . Studies also show that the IPO and AMO are two major drivers of the interdecadal variability of summer rainfall over East Asia. The first leading mode of this interdecadal variability is attributed to the IPO, while the second leading mode is attributed to the AMO (Si and Ding 2016) . Moreover, it is important to know whether these interdecadal oceanic modes are generated by the internal climate processes or by external forcing.
Our focus in this research is to investigate the role of these climate modes on the East Asian summer monsoon rainfall by analyzing the large-ensemble simulation using the Community Earth System Model, version 1 (CESM1) (hereafter CESM-LE; Kay et al. 2015) . Specifically, we want to identify to what extent the observed East Asian summer monsoon rainfall variability is related to the internally generated climate processes and to what extent this rainfall variability is associated with external forcing. The rest of this paper is organized as follows: Section 2 provides details of the CESM-LE simulations, observational datasets, and methodology. Results are given in section 3 and summarized in section 4.
Atmosphere Model, version 5.2 (CAM5.2), Parallel Ocean Program, version 2 (POP2), and Community Land Model, version 4, Community Sea Ice Code (CICE4). The horizontal resolution for all components is nominally 18. The CESM-LE project includes an 1800-yr fully coupled preindustrial control run and a 40-member ensemble simulation from 1920 to 2100 forced by twentieth-century observed time-evolving external forcing from 1920 to 2005 (Lamarque et al. 2010 ) and by representative concentration pathway 8.5 (RCP8.5) from 2006 to 2100 Lamarque et al. 2011) . The purpose of the CESM-LE project is to advance our understanding of internal climate variability and climate change. The fully coupled preindustrial control simulation was carried out under a constant 1850 forcing, as the CO 2 concentration and the solar forcing are set to 1850 levels and kept constant throughout this control simulation. The initial condition of this control run is from a previous CESM1 control simulation for the atmosphere, land, and sea ice models, but with presentday January mean potential temperature and salinity from the Polar Science Center Hydrographic Climatology, version 2 (PHC2; Steele et al. 2001) , for the ocean initial condition. All CESM-LE ensemble members have the same external-forcing condition: historical forcing from 1920 to 2005 and RCP8.5 forcing from 2006 to 2100. The specified ozone forcing in all simulations is calculated using a high-top coupled chemistry-climate model, the Whole Atmosphere Community Climate Model (WACCM) (Marsh et al. 2013) . Ensemble member 1 is integrated from 1850 to 2100, using the initial condition from a randomly selected date (1 January of year 402) in the preindustrial control run. Ensemble members 2-40 are all started on 1 January 1920 with round-off levels of perturbation added into the atmospheric temperature field, but keeping the initial conditions in other model components identical with the ensemble member 1, and were run to 2100. Further details on the experiment design are provided in Kay et al. (2015) .
The observed precipitation data used in this study are the NOAA Precipitation Reconstruction over Land (PREC/L) dataset from 1948 to 2011 (Chen et al. 2002) . The observed monthly mean SST data is the HadISST dataset from 1871 to 2011 with 18 horizontal resolution (Rayner et al. 2003) .
The IPO index is defined as the normalized time coefficient of the first leading EOF mode of May-July (MJJ) mean SST in the Pacific Ocean (408S-658N, 1008E-808W). Before performing EOF analysis, the SST linear trend at each grid point is removed. To emphasize the interdecadal signal, a low-pass symmetric filter with 13 weights and a half amplitude point at about 12-yr period is used [see appendix A of chapter 3 of Trenberth et al. (2007) ]. The AMO index is defined as the locally linearly detrended MJJ mean SST anomalies averaged over the North Atlantic (08-608N, 08-808W) as in Enfield et al. (2001) .
The significance test for various indices and regional mean rainfall used here is the Monte Carlo method. To apply this method, we need first to randomly scramble the original rainfall or IPO/AMO index time series and obtain a new time series. Then we compute the correlation coefficient between this new time series and the IPO or AMO index. We repeat this calculation 1000 times to get a distribution of correlation values. The quoted confidence levels indicate the percentage of randomized correlation coefficients that exceed the values being tested.
Results

a. The nature of IPO and AMO modes
The IPO is characterized as an out-of-phase SST anomaly pattern between the central-western parts of the subtropical Pacific and the central-eastern parts of the tropical Pacific (Fig. 1a) . The time-evolving observed IPO index shows remarkable interdecadal variability, such as negative/cold phases from the 1950s to 1970s and during the early twenty-first century and positive/warm phases from the 1930s to 1940s and from the 1980s to 1990s (Fig. 1b) . The CESM-LE preindustrial control run reproduces the spatial pattern of the observed IPO well, except in tropical Pacific, where in observation it is a conventional El Niño-like pattern with maximum anomalous SST in the eastern tropical Pacific but in the model it shows a more central Pacific El Niño-like pattern with maximum anomalous SST in the central tropical Pacific (Fig. 1c) . Power spectral analysis in Figs. 1b, d shows that the IPO index in the CESM-LE control run displays a similar decadal variability as in the observation with dominant period of 20-30 yr (about 25 yr) (spectral figure is not shown).
Figures 1e and 1f are the simulated ensemble mean IPO patterns and the IPO index from each individual member, respectively, in historical all-forcing runs. Although the IPO pattern and period (about 30 yr) in these historical runs are very similar to those in the control run and observations, their temporal evolution is quite different (Fig. 1f) . Of the 40 ensemble members, there are only five of them (members 1, 7, 9, 10, and 22; gray curves in Fig. 1b ) captured the observed temporal evolution of the IPO. The IPO in other members varies randomly in phase, leading to a small residue of the ensemble mean IPO index, implying that if the ensemble number is large enough the ensemble mean IPO index may approach zero. This suggests that the IPO is primarily an internally generated oceanic mode (Meehl and Hu 2006; Dai et al. 2015) , and the external forcing may have minimum influence on its time evolution.
Differing from the IPO, the simulated AMOs in historical runs show very similar time evolutions to each other, in good agreement with observations. The observed AMO spatial pattern is characterized by a horseshoe-like pattern with a lower SST in the central and western midlatitude North Atlantic and a higher SST in the rest of the North Atlantic (Fig. 2a) . This horseshoe-like pattern is well captured by both the control run and historical ensemble (Figs. 2c and 2e, respectively) . The observed AMO index shows a warmcold-warm variation from 1920 to 2011, with warm phases in 1930-62 and 1995-2011 and a cold phase in 1963-94 (Fig. 2b) . Similar decadal to multidecadal time scale variability of the AMO also appears in the control run (Fig. 2d) . In the historical ensembles, the observed temporal change of the AMO is well reproduced by all the 40 members as well as their ensemble mean, with correlation coefficients ranging from 0.4 to 0.8 (statistically significant at 95% level) between the simulated AMO index in each ensemble member and the observed AMO index (Fig. 2f) . Moreover, the good agreement of the temporal evolution of the ensemble mean AMO index and observations suggests that external forcing, such as anthropogenic aerosols (Booth et al. 2012) , may have played an important role in modulating the observed and simulated AMO variations.
One may also notice that the exact timing of the simulated AMO phase changes differs slightly from that observed, and there are also more shorter-term variations in the simulated AMO. These differences may imply that the internal climate processes, such as changes in AMOC (Zhang et al. 2016) or the atmospheric stochastic forcing (Clement et al. 2015) , may also play a role on determining the time evolution of the AMO (Zhang et al. 2016 ), which will be addressed in more detail in next section.
b. The influence of the internal climate process on AMO
In this section, we examine further the potential influence of the internal climate processes on the AMO, and our focus is primarily the role of the AMOC. Figure 3 shows the correlation pattern between the MJJ AMOC index and the Atlantic SST field in the control run. This correlation pattern is characterized as a horseshoe-like distribution, which agrees well with the AMO spatial pattern in the observations, the CESM1 control run, and the twentieth-century ensemble (Figs. 2a,c,e) . The simultaneous correlation coefficient between the AMOC and AMO indices in the 1800-yr control run is 0.4, significant at a 99% level. To quantify the relationship between the AMOC and AMO, the lead-lag correlation of these two indices is calculated. We found that the most significant correlation happens when the AMOC leads AMO by 2 yr with a leading correlation coefficient of 0.44. However, the 2-yr lag correlation between the AMO and AMOC indices in the twentieth-century ensemble runs varies randomly among different ensemble members (Fig. 4) . Of the 40 ensemble members, 19 of them (47.5%) produce the positive correlation between AMOC and AMO with significance level of 95%, and 12 out of these 19 members (30%) has the correlation significant at 99% level. On the other hand, a negative correlation between AMOC and AMO appears in about four members. Therefore, although AMOC has played a significant role in modulating AMO with the absence of external forcing, such as in the CESM1 control run, the presence of external forcing adds influences on Atlantic SST in a way that could make the close relationship between AMOC and AMO fail in some occasions (e.g., some members of the twentieth-century all-forcing simulations). In other words, the influence of external forcing on SST could overwrite the role of AMOC.
Further power spectral analysis of AMO and AMOC indices for the long control run shows that both AMO and AMOC have similar frequency spectra with two dominant periods: 30-50 and 13-17 yr (Fig. 5) . A further wavelet power spectral analysis shows consistent features between these two indices, such as significant peaks in the 8-16-and 32-64-yr bands (Fig. 6 ). Both indices also have medium high power in the 64-128-yr band; however, it is only significant at 95% level between model years 500 and 1000 for AMOC. To explore whether the correlation between AMO and AMOC is tighter for selected frequencies, we applied a bandpass filter for the AMO and AMOC indices for the frequencies of 32-64 and 64-128 yr (figure not shown). The correlations for the filter time series between these two indices increase significantly (up to 0.85).
To quantify the common power and relative phase in time-frequency space between AMO and AMOC indices, the cross-wavelet transform and wavelet coherence analyses are applied to the control run data (Grinsted et al. 2004) . The assessment of the statistical significance is based on Monte Carlo methods against the red noise backgrounds. Details of these methods are described in Grinsted et al. (2004) . Figure 7a shows the cross-wavelet transform of the AMO and AMOC in the preindustrial control run. As noted before, significant common power in the 8-16-and 32-64-yr bands appears almost in the entire control period, and the common power in the 64-128-yr band appears for model years 500-1400 and 1800-2000. The cross-wavelet transform phase angle within the 95% confidence regions has a mean phase of 08. This basically confirms that the AMO and AMOC are nearly in phase. The wavelet coherence analysis of the AMO and AMOC shows that the AMO and AMOC are highly coherent in a 8-16-yr band during nearly the entire period; a 32-64-yr band in model years 500-700, 1200-1400, and 1600-2100; and a 64-128-yr band in model years 500-1200 and 1800-2000 (Fig. 7b) . The vectors in Fig. 7b indicate the phase difference between AMO and AMOC at each time point and period. In most cases where the coherence is significant, the phase of the AMO and AMOC is also coherent. Therefore, our analysis suggests that to a large extent, the AMO is 
c. Evaluation of East Asian summer rainfall simulated by CESM-LE
Before examining the influence of IPO and AMO on the summer East Asian monsoon rainfall, we first verify the capability of CESM-LE in simulating the East Asian summer rainfall in the historical run against the observations. Figure 8 shows the simulated and observed climatological mean and standard deviation for the summer rainfall over East Asia. The model simulates the observed heavy rainfall over the southern extent of the Tibetan Plateau and over southern China well. In general, the simulated summer rainfall belt has a spatial pattern similar to the observation. However, the differences between the simulated and observed rainfall belt in eastern China can also be found, such as the simulated rainfall belt extending too far northward compared to the observation. In particular, the model simulates excessive rainfall over the Huanghe River valley (HRV; 338-388N, 1088-1188E) and northern China. This bias also shows up in the previous versions of this model series (such as CCSM3 and CCSM4) (Meehl et al. 2012) . Although significant improvements on the simulated locations and magnitudes of monsoon rainfall over the southern extent of the Tibetan Plateau in CCSM4 compared to CCSM3 have been made, multiple biases still exist, such as a false rainfall center over the eastern extent of the Tibetan Plateau (278-368N, 1008-1068E) (Meehl et al. 2012) . In CESM-LE simulations, this false rainfall center is still over this region. The simulated and observed eastern China summer rainfall variability is shown in Figs. 8c and 8d , respectively. In general, the simulated rainfall variance is comparable to the observation in both magnitudes and regional distributions. The total rainfall is larger in CESM simulation in many regions than the observation, except southern China where the simulated rainfall actually is less than observations. However, this larger climatological mean rainfall over China in CESM does not translate into a larger variance. This smaller simulated variance suggests that the simulated rainfall in China is too steady (raining too frequently and intensity too weak) as shown in previous studies (e.g., Neale et al. 2013) .
It is well known that it is a rather difficult task to realistically simulate the East Asian summer rainfall (Wang et al. 2005) . Here we will further test how well CESM is capable to simulate this summer rainfall in term of the correlation between the observations and the twentieth-century simulations. As shown in Fig. 9 , there are high positive correlations over parts of southwestern China, the HRV, northern China, and Mongolia, representing a higher simulated scale, while there is low or no skill over other parts of East Asia, including the southeast coast of China, the YHRV, and the Korea Peninsula. These results suggest that it is still a challenge for CESM to simulate the regional distribution of the summer rainfall realistically in all regions. Although we will discuss the regional patterns of the summer rainfall and their relationship with IPO and AMO, we will more focus on the regional means, such as the mean rainfall in YHRV and HRV.
d. The influence of the IPO and AMO on the summer rainfall over East Asia
The observed summer (June-August) rainfall over East Asia exhibits significant interdecadal variability in the twentieth century. The YHRV of China experienced wetter conditions in the early 1950s and in the 1980s and 1990s, but dryer conditions from the late 1950s to the 1970s and after year 2000 (Fig. 10) . Si and Ding (2016) found that the decadal rainfall variation of the YHRV has been positively correlated with the IPO since 1960 (Fig. 11a) . This relationship is well simulated in CESM-LE control run and each member of the twentieth-century ensemble simulations (Figs. 11b,c) , but not in the ensemble mean (Fig. 11d) , suggesting that the external forcing may not have inserted significant influence on the relationship between summer YHRV rainfall and the IPO.
To further investigate the influence of the IPO on YHRV rainfall, we examined how well the temporal evolution of the IPO and YHRV rainfall can be reproduced by the CESM-LE long control run and the twentieth-century ensemble simulations. For the twentieth-century simulations, the time series of IPO and YHRV rainfall is extended from 1920 to 2011 using RCP8. correlation of these 92-yr-long IPO index and YHRV rainfall with observed IPO and YHRV rainfall is calculated. The significance of these correlations is tested using the Monte Carlo method. Results show that observed IPO temporal evolution can be reproduced by 30% of the samples in the control run at a 90% confidence level and 17% at a 99% confidence level, with similar percentages for the YHRV rainfall. Moreover, we also examine whether the cases with successful reproduction of observed IPO temporal evolution can reproduce the observed YHRV rainfall temporal evolution. It is found that about 35% of these cases can reproduce the YHRV rainfall temporal evolution at a 90% confidence level, and about 19% at a 99% level. This implies that although CESM-LE is capable of reproducing the observed relationship between IPO and YHRV rainfall successfully (the chance is 1 out of 3), to reproduce the observed time evolution of both IPO and YHRV is still a challenge (the chance is about 1 out of 10).
For the twentieth-century historical ensemble simulation, none of the ensemble members can successfully reproduce time evolution of both observed IPO and YHRV rainfall although the observed correlation between IPO and YHRV is well simulated. This suggests that the simulated IPO frequency and magnitude may differ from the observations. On the other hand, the smaller sample size (1708 in the control vs 40 in the twentieth-century simulations) may also reduce the chance to reproduce the observed IPO and YHRV (c) is done for each member first, then at each grid point we count the number of ensemble members whose correlation is significant; if over 50% of the individual members in each grid point pass a significant test, we consider that the mean correlation is significant for that grid point. The red box shows the YHRV region. rainfall due to the random nature of the internally generated IPO variability. For IPO, about 15% of the historical ensemble members can reproduce the observed time evolution at the 90% confidence level and 10% at the 99% confidence level, whereas YHRV rainfall can be reproduced by 7.5% of the samples in historical run at both the 90% and 99% significant levels. This suggests that the changes of the external forcing do not insert strong influence on either IPO or YHRV rainfall.
The observed AMO has a significant positive correlation with the summer rainfall over the HRV of China (Fig. 12a; see Si and Ding 2016) . In the long preindustrial FIG. 12 . As in Fig. 11 , but for the correlations between the AMO index and the summer rainfall over East Asia. (e),(f) As in (c),(d), but for the successful cases that reproduce both observed AMO and HRV rainfall in the control run. The red box show the HRV region. 8310 control run, CESM-LE failed to reproduce this observed correlation pattern (Fig. 12b) , suggesting that to realistically reproduce this observed relationship, timeevolving external forcing is needed. As shown in Figs. 12c,d , the observed correlation pattern is well reproduced by both the historical ensemble mean and the 40 individual members, especially over the HRV region (red box). Note that the strong positive correlation between East Asian rainfall and the AMO north of 408N in CESM-LE historical ensemble mean is associated with the model bias, which leads to the location of the rain belt too far north in comparison with observations (Fig. 8) . Additionally, compared to the average pattern, we find that the correlation coefficient increases remarkably in the ensemble mean, and the positive correlation over the HRV exceeds the significant test at a 95% level. This suggests that by eliminating the internal climate variability that is uncorrelated with the external forcing, the positive correlation between the AMO and the summer rainfall over the HRV is enhanced, implying that the HRV rainfall is highly affected by the external forcing-induced AMO variability on interdecadal time scales.
Next we examined the correlation pattern between the AMO and HRV rainfall among the cases that reproduced the observed time evolution of AMO and HRV rainfall in the control run. In general, both the individual cases (Fig. 12e) and their ensemble mean (Fig. 12f) could reproduce the positive correlation between the AMO and the rainfall over HRV to a certain degree. This positive correlation is higher than that in the 1800-yr control run (Fig. 12b) but much lower than that in the historical run (Figs. 12c,d ). This result indicates that without external forcing, the internal climate variability could still partially capture the positive relationship between the AMO and HRV rainfall by chance. Now we ask how well the temporal evolution of the observed AMO and HRV rainfall can be reproduced by CESM-LE long control run and the twentieth-century ensemble simulations. It is found that observed AMO temporal evolution can be reproduced by 32% of the samples in control run at 90% confidence level and 20% at 99% confidence level, with similar percentages for the HRV rainfall. Moreover, for the cases in which AMO temporal evolution is well reproduced in control run, about 30% of these cases can reproduce the HRV rainfall temporal evolution at a 90% significance level and about 22% at a 99% level. Different from IPO, although the basin mean HRV rainfall and AMO temporal evolution could be reproduced by the control run, the spatial pattern of correlation between AMO and HRV rainfall compares poorly with the observations. However, all of the twentieth-century historical ensemble simulations can reproduce the observed AMO time evolution at a 99% confidence level. The chance of reproducing the observed HRV rainfall in these historical runs is 27.5% at a 90% confidence level and 20% at a 99% confidence level. Thus, the number of successful cases reproducing both observed AMO and HRV rainfall is much higher than the cases reproducing both IPO and YHRV rainfall, further demonstrating the importance of the external forcing in generating the AMO interdecadal variability and its contribution to the HRV rainfall.
e. The combined impact of the IPO and AMO Here we will further examine the combined impact of the IPO and AMO on East Asian rainfall anomalies. Composite analysis is used. From the IPO and AMO time series, we first identify the warm and cold periods of IPO and AMO in both the control run and 40-member historical runs. They are classified into four categories: 1) warm IPO (IPO1) and warm AMO (AMO1), 2) cold IPO (IPO2) and warm AMO, 3) warm IPO and cold AMO (AMO2), and 4) cold IPO and cold AMO. Based on this, composites of the rainfall anomalies are also constructed. Figure 13 shows the rainfall anomalies under the four different categories of the IPO and AMO in control run. With the warm phase of the IPO, similar positive rainfall anomalies appear over YHRV under both warm (Fig. 13a) and cold (Fig. 13c) AMO phases (the opposite is true for the cold IPO phase; Figs. 13b, d) . This suggests that the AMO plays only a secondary role in modulating the YHRV rainfall anomalies. Similar results are also true for AMO and HRV rainfall although the regional pattern differences between AMO1/IPO1 and AMO1/IPO2 (or between AMO2/IPO1 and AMO2/IPO2) are a bit larger than those between IPO1/AMO1 and IPO1/AMO2 (or between IPO2/AMO1 and IPO2/AMO2). Thus, for HRV rainfall, either the IPO also plays a significant role (but less than AMO) or the lack of time-evolving external forcing makes the model incapable of simulating more realistically the observed relationship between AMO and HRV rainfall, as we notice earlier.
For the historical run, the same composite analysis of the 40-member ensemble shows a much more consistent relationship between the IPO/AMO and the rainfall in YHRV/HRV (Fig. 14) . Regardless of the phase of the AMO, the IPO plays the dominant role in controlling YHRV rainfall, especially during the negative IPO phase. The latter may suggest that the response of the YHRV rainfall to the IPO is not symmetric. The negative IPO has more influence on YHRV rainfall than the positive IPO. For HRV rainfall, the AMO is the dominant factor with some modulation from the IPO, and agrees better with the observations. This implies that the time-evolving external forcing is very important to produce the observed relationship between AMO and HRV rainfall.
Summary
These unique 40-member large-ensemble experiments using CESM1 give the potential to enable a separation of the internally generated and externally forced variability from the oceanic system. Our study here shows that the CESM-LE is an effective tool to understand and diagnose the possible mechanisms for observed climate variability and trend.
Here, we found that the IPO appears to be a mostly internally generated decadal oceanic mode. The observed IPO pattern is well simulated in both the control run and the twentieth-century all-forcing ensemble simulations. The chance of simulating the observed temporal evolution of the IPO (1920 IPO ( -2011 by the control run is about 30% when the control run is sampled in a running 92-yr chunk, and about only 13% for the twentieth-century ensemble. Moreover, the observed positive correlation between IPO and summer rainfall over the YHRV is well simulated in the control run, as well as in the individual twentieth-century simulations, but not in the ensemble mean. This suggests that external forcing may not have played any significant role in modulating the summer rainfall over the YHRV and the IPO temporal evolution. On the other hand, although there is about a 10% chance of CESM simulating successfully the observed temporal evolution of both IPO and YHRV rainfall, all of the twentieth-century simulations failed to reproduce this temporal evolution. This further indicates that adding external forcing will not increase the chance of reproducing the observed temporal evolution of both IPO and YHRV rainfall.
Meanwhile, the AMO may mostly be an oceanic mode representing the oceanic response to external forcing on multidecadal time scales associated with the Atlantic meridional overturning circulation. With timeevolving external forcing, all 40 historical simulations as well as their ensemble mean are able to capture well the observed temporal evolution of the AMO. Moreover, the positive correlation between the AMO and the summer rainfall over the HRV is reproduced only in the historical ensemble, but not in the control run because of the exclusion of the time-evolving external forcing. Further, to certain degree the model can partially capture the observed temporal evolution of both AMO and HRV rainfall in some periods in the control run, but it failed to capture the observed spatial correlation pattern between the AMO and HRV. This suggests that although the internal variability, such as AMOC, has significant influence on the AMO, the time-evolving external forcing in the twentieth century has modulated the AMO (possibly also the AMOC) in a way that enhances the teleconnection between the AMO and HRV rainfall.
