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Abstract—In this paper, optimal critic learning is developed
for robot control in a time-varying environment. The unknown
environment is described as a linear system with time-varying
parameters, and impedance control is employed for the interac-
tion control. Desired impedance parameters are obtained in the
sense of an optimal realization of the composite of trajectory
tracking and force regulation. Q-function based critic learning
is developed to determine the optimal impedance parameters
without the knowledge of the system dynamics. Simulation results
are presented and compared with existing methods, and the
efficacy of the proposed method is verified.
Index Terms—Interaction control, time-varying environment,
critic learning, optimal control.
I. INTRODUCTION
As the century unfolds, the application domain of robots has
gradually expanded to human-inhabited environments, where
the interaction control of robots has become increasingly chal-
lenging and important. There are several technical difficulties
which need to be addressed as to develop an efficient and
reliable interaction control: a) ensuring the safety of the robot
and environment during the interaction; and b) realizing an
adaptive behavior of the robot in spite of the change of
environment parameters.
In the state-of-art of interaction control, there are two
popular approaches, i.e., hybrid position/force control [1] and
impedance control [2]. Compared to hybrid position/force
control, impedance control is preferred as it does not require
the direction decomposition and its robustness and feasibil-
ity have been widely acknowledged. The performance of
impedance control relies on the proper selection of impedance
parameters. In early research works, a set of desirable constant
impedance parameters is usually prescribed and researchers’
focus is how to deal with the uncertainties in the robot
dynamics [3]. However, as robots are more expected to operate
in unstructured and uncertain environments autonomously,
conventional impedance control becomes too conservative to
guarantee a good interaction performance since it is inca-
pable of incorporating environment properties. To resolve
this problem, impedance learning/adaptation with optimiza-
tion is introduced in many research studies [4], [5], [6].
Optimization is important in impedance learning/adaptation
since its objective includes both the trajectory tracking and
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force regulation. In [7], [8], the well-known Linear Quadratic
Regulator (LQR) optimal control is adopted for the proper
selection of impedance parameters. Although mathematically
elegant, this approach has a major drawback posed by the
requirement that the environment dynamics are completely
known.
To design an impedance control for an unknown envi-
ronment, estimation of environment parameters has been an
option and was extensively studied in the literature [9], [10].
A desired impedance model can be constructed if the stiffness
and damping parameters of the environment can be precisely
estimated. In [9], a Recursive Least Square (RLS) scheme has
been implemented to estimate the environment parameters.
Unfortunately, as discussed in [11], identification is usually
time-consuming because it requires the procedures of model
design, parameter estimation, and model validation at each
step of the iterations. In addition, considering the time-varying
nature of most physical system models, those methods are not
practical due to the relatively high computational requirements
and slow response to parameter variations [12].
In order to derive a direct optimal control in the case of
unknown system dynamics, Adaptive Dynamic Programming
(ADP) or actor-critic learning is proposed [13], [14], [15],
[16]. The idea of ADP is constructed by imitating the way
human adapting to the surrounding environment. In particular,
when performing a task, human can judge whether the action
was successful, then the judgment is used to apply an update
to the action [17], [18], [19], [20], [21], [22], [23], [24]. Under
the structure of ADP, the control system is considered to
include agents that are able to make decisions and modify
their actions according to the environment stimuli. The action
is strengthened or depressed according to the types of stimuli
(positive reinforcement or negative reinforcement). Due to
their unique critic-actor structure, optimal control can be
generated with partial or no information of the system. There
are existing works where ADP is successfully adopted for the
impedance adaptation of robot control. In [25], [26], natural
actor-critic algorithm is adopted and the damping and stiffness
matrices are updated according to defined reward functions.
As pointed out in [27], [28], [29], a learning process is still
required in [25], [26] for the robot to repeat operations to learn
the desired impedance parameters. To address this problem,
in our previous work [6], impedance adaptation is introduced
which does not require the repetitive learning process and
thus provides a certain degree of convenience. However, as
discussed in [30], any real physical system is time-varying,
at least owing to the flicker noise in its components. The
proposed method in [6] could not be applied to the scenario
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where the environment is time-varying due to the assumption
that the environment dynamics are time-invariant.
In this paper, we focus on developing impedance adaptation
in the case of unknown time-varying environments. In order
to determine the optimal impedance parameters recursively
online, optimal critic learning is developed for time-varying
linear systems in discrete-time. In particular, the following
problems will be addressed: a) the time-varying system pa-
rameters are not computationally tractable in practice; and
b) when the system parameters change over time, optimized
steady-state solutions may be too conservative in the sense
that the execution of the optimal policy will be delayed and
fail to handle such changes. The proposed method will take
time-varying parameters into account, such that a different set
of parameters and control policy are implemented for each
adaptation step. The decision making and policy updating
will require little computation cost, making the proposed
method feasible in practical implementations. Compared to
the previous work in [6], the problem under study is more
challenging because developing an adaptive scheme usually
requires a certain variable to be invariant, which is not satisfied
in the case of a time-varying environment. The environment
under study will be described as a linear system with unknown
time-varying parameters. The developed impedance adaptation
will result in desired impedance parameters that are able to
guarantee the optimal interaction, subject to unknown and
time-varying environments.
Based on the above discussions, we highlight the contribu-
tions of this paper as follows:
(i) The dynamics of unknown and time-varying environ-
ments are considered in the analysis of the interaction
control problem, which are described as linear systems
with unknown time-varying parameters.
(ii) Critic learning based on the recursive time-varying least
square method is adopted to obtain the optimal control
such that the online adaptation is achieved; and
(iii) Optimal impedance adaptation is developed in the sense
of trajectory tracking and force regulation in the absence
of unknown environment parameters.
The rest of the paper is organized as follows. In Section
II, the environment dynamics are described, and the objective
of this paper are discussed. In Section III, critic learning is
developed for the described environment model, such that
the optimal interaction is achieved subject to unknown time-
varying environments. In Section IV, the validity of the pro-
posed method is verified through simulation studies. Section
V concludes this paper.
II. PROBLEM FORMULATION
The system under study includes a rigid robot arm and an
environment, and the end-effector of the robot arm physically
interacts with the environment. A force sensor is mounted at
the end-effector which can be used to measure the interaction
force between the environment and the robot arm.
One common model used to define the normal component
of the contact force is the spring-dashpot model [31]. In this
model, the contact parameters (i.e., stiffness and damping)
relate the position x to the normal force f at each contact
point. Let k describe the time-step index, and the environment
model in discrete-time is given as below
x(k + 1) = Ae(k)x(k) +Be(k)f(k) (1)
where Ae(k) and Be(k) are unknown time-varying matrices.
Remark 1: Ae(k) and Be(k) are assumed to be unknown
time-varying matrices in this paper. This assumption makes
the problem studied in this paper more practical, yet more
complicated compared with the previous studies in [8], [6].
Impedance control is first introduced in [2] to impose a
desired dynamic behavior to the interaction between the robot
and environment. To implement impedance control, we need
to find a target impedance model in the Cartesian space as
below
f(k) = ψ(xd(k), xr(k)) (2)
where xd(k) is the given desired trajectory, xr(k) is the
virtual desired trajectory in the Cartesian space, and ψ(·) is
a target impedance function to be determined. Consider the
robot arm kinematics as x(k) = φ(q(k)), where q(k) ∈ Rn
is the joint coordinates in the joint space. Then, the virtual
desired trajectory in the joint space qr(k) = φ−1(xr(k)) can
be determined according to the interaction force f(k) and the
impedance model (2).
The objective of this paper is to develop impedance adap-
tation which achieves optimal interaction performance for a
robot system interacting with unknown time-varying environ-
ments. In particular, the control framework is shown in Fig. 1,
which can be divided into two parts: a) optimal critic learning
of impedance parameters and b) position control. In the first
part, a proper impedance model ψ(·) needs to be found to
achieve a certain optimal interaction performance. In order to
realize this, the environment dynamics need be incorporated.
However, as discussed in the Introduction, it is extremely
difficult to identify the environment parameters when they
are time-varying. In this regard, we aim to adopt the idea
of optimal critic learning to determine the desired optimal
impedance function, subject to an unknown and time-varying
environment.
In the second part, position control (as shown in the dashed
box in Fig. 1) is implemented to make x(k) = xr(k).
The inner-loop is to guarantee the trajectory tracking, i.e.,
limk→∞ q(k) = qr(k). Trajectory tracking of a robot arm has
been extensively studied in the literature [32], [33], so it will
not be discussed in this paper. For the simplicity of analysis,
it is assumed that there is an ideal inner-loop position control
such that q(k) = qr(k) and thus x(k) = xr(k). In this way,
the desired impedance model (2) becomes
f(k) = ψ(xd(k), x(k)) (3)
Based on the above discussion, the first part of the control
structure is focused on in this paper, i.e., optimal critic learning
of impedance parameters. This is non-trivial considering that
Ae(k) and Be(k) in the environment model (1) are unknown
and time-varying. As discussed in the Introduction, iterative
impedance learning and impedance adaptation have been de-
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Fig. 1. Control framework
veloped in [6], [25], [26], [34], but very few methods have
been developed for environments with time-varying param-
eters. This is the motivation to develop optimal impedance
adaptation in the rest of this paper.
III. CONTROL DESIGN
A. Q-Function based Time-Varying LQR
In the following, we will formulate the time-varying LQR
problem using the Bellman’s principle of optimality and derive
an online policy using the concept of Q-function [35], [36].
Consider the following Linear Time-Varying (LTV) system
in the discrete-time domain
ξ(k + 1) = A(k)ξ(k) +B(k)u(k) (4)
where ξ(k) ∈ Rl is the system state, u(k) ∈ Rm is the system
input, and A(k) and B(k) are time-varying matrices which
are stabilizable.
The optimal control problem can be formulated by design-
ing a control in the following form
u(k) = L(k)ξ(k) (5)
which minimizes the below cost function
J =
∞∑
k=1
[ξT (k)Sξ(k) + uT (k)Ru(k)] (6)
where S ∈ Rl×l and R ∈ Rm×m are weights of the state and
input which satisfy S = ST ≥ 0 and R = RT > 0, and L(k)
is the control gain.
In [37], heuristic dynamic programming (HDP) is devel-
oped to solve the following Discrete-Time Algebraic Riccati
Equation (DARE)
P (k + 1) = AT (k)P (k)A(k) + S
−AT (k)P (k)B(k)[R +BT (k)
×P (k)B(k)]−1BT (k)P (k)A(k),
P (0) = 0 (7)
where P (k) is the solution of the DARE, which is in the
feedback gain
L(k) = −[R+BT (k)P (k + 1)B(k)]−1
BT (k)P (k + 1)A(k) (8)
Remark 2: The above DARE can be also solved backward
in time as below
P (k) = AT (k)P (k + 1)A(k) + S
−AT (k)P (k + 1)B(k)[R +BT (k)
×P (k + 1)B(k)]−1BT (k)P (k + 1)A(k) (9)
with the terminal condition P (∞). Eqs. (7) and (9) produce
the same sequence of P (k), which converges to the solution
of the DARE after enough iterations [38].
However, for this classical method, the system matrices
A(k) and B(k) are assumed to be known beforehand so that
the optimal solution is obtained recursively. As this condition
is not satisfied in most cases, in the following, we will show
how to derive the optimal solution based on critic learning
which does not require prior information of system dynamics.
Consider the following infinite horizon cost-to-go function
V (ξ(k)) =
∞∑
i=k
[ξT (i)Sξ(i) + uT (i)Ru(i)] (10)
The goal is to determine the optimal control policy
u∗(k) = argmin
u(k)
V (ξ(k)) (11)
Assuming that u∗(k) exists, it is well-known that the cor-
responding cost-to-go function V ∗(ξ(k)) = min
u(k)
V (ξ(k)) is
quadratic in the state with the following form
V ∗(ξ(k)) = ξT (k)P (k)ξ(k) (12)
The cost-to-go function can be defined as
V (ξ(k))
= g(ξ(k), u(k)) + V ∗(ξ(k + 1))
= ξT (k)Sξ(k) + uT (k)Ru(k) +
ξT (k + 1)P (k + 1)ξ(k + 1)
=
[
ξ(k)
u(k)
]T [
S 0
0 R
] [
ξ(k)
u(k)
]
+
[
ξ(k)
u(k)
]T [
AT (k)
BT (k)
]
P (k + 1)
[
AT (k)
BT (k)
]T [
ξ(k)
u(k)
]
=
[
ξ(k)
u(k)
]T
H(k)
[
ξ(k)
u(k)
]
(13)
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where g(ξ(k), u(k)) = ξT (k)Sξ(k) + uT (k)Ru(k) is the
utility function at the k-th step. H(k) in Eq. (13) can be further
written as
H(k) =
[
Hξξ Hξu
Huξ Huu
]
(14)
where
Hξξ = A
T (k)P (k + 1)A(k) + S
Hξu = H
T
uξ = A
T (k)P (k + 1)B(k)
Huu = B
T (k)P (k + 1)B(k) +R (15)
The optimal control policy can be acquired by
u(k) = L(k)ξ(k) = −
∂V (ξ(k))
∂u(k)
= −H−1uuHuξξ(k) (16)
Eqs. (14) and (16) are the main equations needed to obtain
the optimal control policy. Note that if H(k) can be obtained
using an online identification method, the system dynamics
will no longer be needed. In the following, we will show
how to formulate the optimal control problem using the Q-
function based optimal principle, which will be further used
to approximate the solution of the DARE in Eq. (7).
When the control policy is optimal, Eq. (13) is equal to Eq.
(12). Therefore, the relationship between P (k) and H(k) can
be obtained by[
ξ(k)
u(k)
]T
H(k)
[
ξ(k)
u(k)
]
= ξT (k)P (k)ξ(k) (17)
Noticing that u(k) = L(k)ξ(k), the relationship between
H(k) and P (k) can be obtained as
P (k) =
[
I LT (k)
]
H(k)
[
I LT (k)
]T (18)
Let us define the following state and action based Q-
function
Q(ξ(k), u(k)) = V (ξ(k)) =
[
ξ(k)
u(k)
]T
H(k)
[
ξ(k)
u(k)
]
(19)
The optimal control problem described in Eq. (11) then be-
comes finding the optimal control policy u∗(k), which satisfies
the following time-varying temporal difference equation
Q∗(ξ(k), u∗(k))
= g(ξ(k), u∗(k)) +Q∗(ξ(k + 1), u∗(k + 1)) (20)
Remark 3: For a discrete-time system, the Q-function can be
constructed as in Eqs. (13) and (19). However, the Q-function
is relatively difficult to construct for a continuous-time system
as the cost-to-go function V (ξ) in a continuous-time system
cannot be approximated using a Q-function which is quadratic
in ξ and u. This is a major barrier to a completely model-
free continuous ADP and will be further investigated in the
future work. In this regard, we only consider the discrete-time
implementation of the optimal critic learning in this paper.
B. Optimal Critic Learning
In this section, we use the Q-function in Section III-A to
develop optimal critic learning for the time-varying system.
The key idea is employing the successive Q-learning approxi-
mation method to solve the Hamilton-Jacobian-Bellman (HJB)
equation [39], which is summarized in Algorithm 1.
Algorithm 1 Q-learning Approximation
1: Choose a stable control policy v0(ξ(k)) and let the itera-
tion index j = 0.
2: Policy Evaluation Solve for Qj+1 from
Qj+1(ξ(k), u(k))
= g(ξ(k), u(k)) +Qj(ξ(k + 1), vj(ξ(k + 1)))(21)
where vj is the control policy.
3: Policy Improvement Update the control policy
vj+1(ξ(k)) = argmin
u(k)
(Qj+1(ξ(k), u(k))) (22)
4: Let j ← j + 1 and go to Step 2.
Lemma 1: If the system (4) is stabilizable, by iterat-
ing on Eqs. (21) and (22), Qj(ξ(k), u(k)) will converge
to Q∗(ξ(k), u∗(k)), and vj+1(ξ(k)) = L¯j+1(k)ξ(k) where
L¯j+1(k) is the approximation of optimal control gain Lj+1(k),
will converge to u∗(k) as j →∞.
Proof 1: From Eq. (19), we have
Qj+1(ξ(k), u(k))
= zT (k)H¯j+1(k)z(k)
Qj(ξ(k + 1), vj(ξ(k + 1)))
= zT (k + 1)H¯j(k + 1)z(k + 1) (23)
where z(k) = [ξT (k) uT (k)]T , z(k + 1) =
[ξT (k + 1) L¯j(k + 1)ξ(k + 1)]
T and H¯j+1(k) is the
approximation of H(k) at the (j + 1)-th iteration. By
substituting Eqs. (4) and (23) into (21), we obtain
zT (k)H¯j+1(k)z(k)
= zT (k)
[
A(k) B(k)
L¯j(k + 1)A(k) L¯j(k + 1)B(k)
]T
H¯j(k + 1)
×
[
A(k) B(k)
L¯j(k + 1)A(k) L¯j(k + 1)B(k)
]
z(k)
+zT (k)
[
S 0
0 R
]
z(k) (24)
Then, it is easy to obtain
H¯j+1(k)
=
[
S 0
0 R
]
+
[
A(k) B(k)
L¯j(k + 1)A(k) L¯j(k + 1)B(k)
]T
×H¯j(k + 1)
[
A(k) B(k)
L¯j(k + 1)A(k) L¯j(k + 1)B(k)
]
=
[
S 0
0 R
]
+
[
A(k) B(k)
]T [
I L¯Tj (k + 1)
]
×H¯j(k + 1)
[
I L¯Tj (k + 1)
]T [
A(k) B(k)
] (25)
From Eq. (18), we have
P¯j(k + 1)
=
[
I L¯Tj (k + 1)
]
H¯j(k + 1)
[
I L¯Tj (k + 1)
]T (26)
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where P¯j(k+1) is the approximation of P (k+1). Then, Eq.
(25) becomes
H¯j+1(k)
=
[
S 0
0 R
]
+
[
A(k) B(k)
]T
P¯j(k + 1)[
A(k) B(k)
]
=
[
H¯j+1,ξξ H¯j+1,ξu
H¯j+1,uξ H¯j+1,uu
]
(27)
where
H¯j+1,ξξ = A
T (k)P¯j(k + 1)A(k) + S
H¯j+1,ξu = H¯
T
j+1,uξ = A
T (k)P¯j(k + 1)B(k)
H¯j+1,uu = B
T (k)P¯j(k + 1)B(k) +R (28)
Similar to Eq. (26), we have
P¯j+1(k) =
[
I L¯Tj+1(k)
]
H¯j+1(k)
[
I L¯Tj+1(k)
]T (29)
By substituting Eq. (27) into Eq. (29), the following equation
can be obtained
P¯j+1(k) =
[
I L¯Tj+1(k)
] [H¯j+1,ξξ H¯j+1,ξu
H¯j+1,uξ H¯j+1,uu
]
×
[
I L¯Tj+1(k)
]T (30)
From Eq. (16), we have
L¯j+1(k) = −H¯
−1
j+1,uuH¯j+1,uξ
= −[BT (k)P¯j(k + 1)B(k) +R]
−1
×[BT (k)P¯j+1(k)A(k)] (31)
Substituting Eq. (31) into Eq. (30), we obtain
P¯j+1(k)
= AT (k)P¯j(k + 1)A(k) + S −A
T (k)P¯j(k + 1)
×B(k)[R+BT (k)P¯j(k + 1)B(k)]
−1
×BT (k)P¯j(k + 1)A(k) (32)
Noticing that j is the policy iteration index and Eq. (32)
is actually the DARE equation of the time-varying system
described in Eq. (7), it can be concluded that P¯j+1(k) will
converge to P (k) and H¯j+1(k) will converge to H(k). From
the definition of Q-function in Eq. (19) and the control policy
in Eq. (16), it can be concluded that Qj(ξ(k), u(k)) will
converge to Q∗(ξ(k), u∗(k)) and the control policy vj+1(ξ(k))
will converge to u∗(k) as j →∞. This completes the proof.
Remark 4: The system matrices A(k) and B(k) are only
used for the convergence proof and their knowledge is not
required in the following control design.
Lemma 2: For the Q-learning approximation described in
Eqs. (21) and (22), if H¯0(k+1) is chosen as a positive definite
matrix, H¯j+1(k) will always stay positive definite given a non-
zero initial state.
Proof 2: According to Eq. (24), we have
zT (k)H¯j+1(k)z(k)
= zT (k + 1)H¯j(k + 1)z(k + 1)
+zT (k)
[
S 0
0 R
]
z(k) (33)
In the following, we prove that H¯j+1(k) > 0 through mathe-
matical induction. In the case of j = 0, we have
zT (k)H¯1(k)z(k)
= zT (k + 1)H¯0(k + 1)z(k + 1)
+zT (k)
[
S 0
0 R
]
z(k) > 0 (34)
for ∀z(k) 6= 0, since H¯0(k + 1) is positive definite. In the
case of j > 0, if H¯j(k + 1) is a positive definite matrix, then
zT (k)H¯j+1(k)z(k) > 0 for ∀z(k) 6= 0, by considering Eq.
(33). It completes the proof.
In the following, we will show how to solve the Q-learning
approximation problem discussed in (21) and (22) using a
recursive time-varying least square method.
The existing Q-function Qj+1(ξ(k), u(k)) from the k-th
time slot to ∞ at the j-th iteration can be parameterized in
the following form
Qj+1(ξ(k), u(k))
= zT (k)H¯j+1(k)z(k)
= (zT (k)⊗ zT (k))vec(H¯j+1(k))
= (vec(H¯j+1(k))
T (z(k)⊗ z(k)) (35)
where “vec(·)” is the matrix stretch, and “⊗” is the Kronecker
product. Similarly, the Q-function from the (k+1)-th time slot
to ∞ at the (j + 1)-th iteration can be derived as
Qj(ξ(k + 1), vj(ξ(k + 1))
= zT (k + 1)H¯j(k + 1)z(k + 1)
= (zT (k + 1)⊗ zT (k + 1))vec(H¯j(k + 1))
= (vec(H¯j(k + 1))
T (z(k + 1)⊗ z(k + 1)) (36)
If we define
h¯j(k + 1) = vec(H¯j(k + 1))
h¯j+1(k) = vec(H¯j+1(k)) (37)
Eq. (21) can be rearranged in the following Linear-in-
Parameters (LIP) form
h¯Tj+1(k)(z
T (k)⊗ zT (k))
= g(ξ(k), u(k)) + h¯Tj (k + 1)(z
T (k + 1)⊗ zT (k + 1))
= θT (k)φ(k) (38)
where θ(k) = h¯j+1(k) is the vector of system parameter and
φ(k) = zT (k) ⊗ zT (k) is the regressor vector. The above
equation is important as it allows us to optimize over the
current control policy by working backward in time. The
defined Q-function in Eq. (19) can be regarded as the desired
target function that we need to approximate V ∗(ξ(k)) in the
least square sense.
In order to identify the time-varying parameter θ(k), the
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Exponentially Weighted Recursive Least Squares (EWRLS)
method discussed in [40] is implemented in this paper. The
EWRLS method is employed to minimize the following block-
wise Mean Squared Error (MSE)
E(θ, k) =
1
2
k∑
i=1
λk−i(d(i)− θT (i)φ(i))2 (39)
where λ is the forgetting factor that satisfies 0 < λ < 1 and
d(i) = g(ξ(i), u(i)) + h¯Tj (i + 1)(z
T (i+ 1) ⊗ zT (i + 1)). A
rule of thumb to choose λ is that λ with smaller values puts
greater emphasis on the recent data.
The parameter θ(k) that minimizes Eq. (39) is given recur-
sively by
θˆ(k + 1) = θˆ(k) + F (k + 1)(d(k + 1)
−φT (k + 1)θˆ(k)) (40)
where F (k) is the estimation gain matrix with
F (k + 1) = W (k + 1)φ(k + 1)
= W (k)φ(k + 1)(λI
+φT (k + 1)W (k)φ(k + 1))−1
W (k + 1) =
1
λ
(I − F (k + 1)φT (k + 1))W (k) (41)
and W (k) is the covariance matrix at the k-th time slot. To
avoid W (k) becoming too close to singularity, the covariance
matrix is reset as follows
W (k) = ρ0I, if σmin(W (k)) ≤ ρ1 (42)
where ρ0 and ρ1 are positive scalars and σ(·) denotes the
eigenvalue of a matrix.
Remark 5: The covariance matrix W (k) is reset by (42)
to avoid the unlimited growth of the covariance matrix which
may lead to large estimation errors. The same trick has been
performed in many works on parameter estimation, which
include [41], [42].
Remark 6: In the proposed method, we employ EWRLS
to estimate time-varying parameters, which is widely ac-
knowledged to exhibit fast convergence [40]. In a robotic
interaction task, the parameter variation of a typical physical
environment can be well handled by EWRLS. In very few
cases, the problem of heavy computation burden may arise if
the environment parameters change too fast, which needs to
be further addressed.
The persistent excitation condition needs to be met to
ensure the parameter convergence [43], [44]. Therefore, the
exploration noise is added in the control input during the
parameter estimation, i.e.,
ue(k) = −L(k)ξ(k) + e(k) (43)
where e(0, σ2) is a zero-mean white noise.
C. Optimal Impedance Adaptation
In this section, impedance adaptation will be developed
based on the result in the previous subsection. We will first
show how to transform a tracking problem into a regulation
problem. Then, we will integrate the optimal critic learning
discussed in Sections III-A and III-B into the impedance con-
trol in Section II. Under this adaptation, the target impedance
function is adapted during the interaction process, which
achieves an optimal performance.
For the damping-stiffness environment (1) described in
Section II, the following cost function is considered
J1(k) =
∞∑
k=1
[(x(k) − xd(k))
TS1(x(k) − xd(k))
+fT (k)R1f(k)] (44)
where S1 is the weight of the trajectory tracking error, and R1
is the weight of the interaction force. Besides, S1 = ST1 ≥ 0
and R1 = RT1 > 0.
As shown in Eq. (44), the optimal problem is in fact a
tracking problem, which is concerned to make the robot arm
follow or track a desired trajectory. However, the traditional
optimal problem is usually a regulation problem which can
be regarded as a special case where the desired trajectory is
zero. Therefore, some manipulations are needed to make the
problems identical. In particular, we consider
η(k) = [xT (k) pT (k)]T (45)
where p(k) is the state of the following system{
p(k + 1) = Up(k)
xd(k) = Gp(k)
(46)
where U and G are two known matrices and (U,G) is
observable.
Remark 7: Eq. (46) is to determine the desired trajectory
xd(k) and provides the feasibility to employ the optimal
control in the trajectory tracking problem. When U is not
Hurwitz, Eq. (46) is able to generate a large variety of desired
trajectories, including step, ramp, and others [6].
Considering the environment model (1), as the auxiliary
state p(k) is observable, the augmented matrices can be
defined as follows
A¯(k) =
[
Ae(k) 0
0 U
]
, B¯(k) =
[
Be(k)
0
]
,
S¯ =
[
S1 −S1G
−GTS1 G
TS1G
]
,
R¯ = R1 (47)
Then, we have the augmented system
η(k + 1) = A¯(k)η(k) + B¯(k)f(k) (48)
and the corresponding cost function
J1(k) =
∞∑
k=1
(ηT (k)S¯η(k) + fT (k)R¯f(k)) (49)
The system described in Eq. (48) now has the same form
as system (4) in Section III-A, so the optimal critic learning
method can be adopted. It is trivial to show that the following
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optimal control can be obtained
f(k) = −K∗(k)η(k)
= −K1(k)x(k) −K2(k)p(k)
= −K1(k)x(k)
−K2(k)(G
T (k)G(k))−1GT (k)xd(k) (50)
where K∗(k) is equivalent to L(k) in Eq. (16), and it is
calculated using the method developed in Sections III-A and
III-B. K1(k) and K2(k) are submatrices of K∗(k). The exact
impedance function ψ(·) in Eq. (2) which guarantees the
optimal interaction is thus obtained.
We summarize the above procedures to compute the target
impedance model, such that the desired interaction perfor-
mance is achieved subject to unknown time-varying environ-
ments.
Algorithm 2 Optimal Impedance Adaptation
1: Choose an initial impedance model ψ(0), and let k = 0.
2: Compute the inner-loop reference input qr(k) based on
the impedance model (2), and apply a trajectory tracking
method to make limk→∞q(k) = qr(k).
3: Give the constructed state p(k) in Eq. (46), and measure
the interaction force f(k) and position x(k). Compute the
utility function at the k-th step as below
g(η(k), f(k)) = ηT (k)Sˆη(k) + fT (k)Rˆf(k) (51)
4: Based on Eq. (40), apply EWRLS to estimate the
optimal impedance parameter H¯j+1(k) or h¯j+1(k) =
vec(H¯j+1(k)).
5: Update the impedance model ψ(k) as
f(k) = −Hˆff(k)
−1Hˆfη(k)η(k) + e(k) (52)
where Hˆff (k) and Hˆfη(k) are submatrices of Hˆ(k) as in
Eq. (14), and Hˆ(k) is the estimation of H¯j+1(k).
6: Let k ← k + 1 and go to Step 2.
IV. SIMULATION STUDIES
To verify the proposed optimal critic learning for interaction
control, in this section, a robot arm with two-degrees-of-
freedom is considered to physically interact with an environ-
ment. The damping-stiffness environment model described by
(1) is considered with the following parameters:
Ae(k) = 1−
0.004
0.1[sin(5× 10−4k) + 1.1]
Be(k) = −
0.01
0.1[sin(5 × 10−4k) + 1.1]
(53)
The parameters of the robot arm are given in Table I where
mj , lj , Ij , j = 1, 2, represent the mass, the length, the inertia
moment about the z-axis that comes out of the page passing
through the center of mass, and the distance from the previous
joint to the center of mass of the current link, respectively.
The initial coordinates of the robot arm in the joint space
are given as q1(0) = pi3 and q2(0) = −
2pi
3 , thus from the
robot kinematics, the initial position in the Cartesian space is
TABLE I
PARAMETERS OF THE ROBOT ARM
Parameter Description Value
m1 Mass of link 1 2.00kg
m2 Mass of link 2 0.85kg
l1 Length of link 1 0.40m
l2 Length of link 2 0.40m
I1 Inertia moment of link 1 0.02kgm2
I2 Inertia moment of link 2 0.02kgm2
x(0) = [0.4 0]T . The interaction force is only exerted to the
robot arm along the x axis and the y axis is interaction-free.
Adaptive control in [32] is adopted to guarantee the inner-loop
control performance. The desired trajectory in the Cartesian
space is determined by Eq. (46) with U = 0.99 and G = 1.
As the environment parameters Ae(k) and Be(k) are known
in simulation, the exact optimal solution (or desired impedance
model) can be obtained by solving the DARE (7) which is
referred to as “LQR”. This desired impedance model is used to
compare with the one obtained by the proposed method, which
does not require the knowledge of the environment parameters.
A. Comparison: Proposed Method and LQR
In the first case, the weights in Eq. (44) are given by S1 = 1
and R1 = 0.2. The simulation results are shown in Figs. 2-
4. In Fig. 2, the reference, desired, and actual trajectories are
demonstrated and compared. From Fig. 2, it can be found
that the trajectory using the proposed method converges to
the desired one obtained by LQR. The tracking performance
is not good at the initial stage, which is due to the fact
that adaptation takes time. In practice, if we have some prior
knowledge of the environment, better initial control parameters
can be selected, which will help in improving the tracking
performance at the initial stage. From Fig. 3, it is found that
the interaction force under the proposed method also tracks
the desired one under LQR. More details can be found in Fig.
4, where the convergence of control gains is illustrated. As
discussed in Section III-C, the control gains are equivalent
to desired impedance parameters, so the desired impedance
model is obtained as in Fig. 4, which realizes the expected
optimal interaction control.
To further illustrate the effectiveness of the proposed
method, another two sets of cost functions are chosen in the
second case. The weights in Eq. (44) are given by S1 = 1,
R1 = 0.01 and S1 = 0.5, R1 = 0.2, respectively. The
initial conditions are the same as above. Compared to the
simulation results in the first case, if the weight of the tracking
error is larger, it is expected that the tracking error becomes
smaller and interaction force becomes larger. Conversely, if the
weight of the tracking error is smaller, it is expected that the
tracking error becomes larger and interaction force becomes
smaller. The desired impedance model is again obtained based
on known Ae(k) and Be(k) for the comparison purpose.
The simulation results in this case are given in Figs. 5-10,
which are coherent with the expectations. It can be concluded
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Fig. 2. Desired and actual trajectories, S1 = 1 and R1 = 0.2
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Fig. 3. Interaction forces, S1 = 1 and R1 = 0.2
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Fig. 4. Adaptation of impedance parameters, S1 = 1 and R1 = 0.2
that different S1 and R1 can be chosen to realize different
interaction performances, e.g., either “softer” interaction or
more accurate trajectory tracking.
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Fig. 5. Desired and actual trajectories, S1 = 1 and R1 = 0.01
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Fig. 6. Interaction forces, S1 = 1 and R1 = 0.01
B. Comparison: Proposed Method and Time-Invariant Method
As discussed in the Introduction, in the early works of
impedance control, a set of desired constant impedance param-
eters is usually used [3]. In order to compare the performances
of impedance control with or without impedance adaptation,
additional simulation is conducted where the impedance pa-
rameters are fixed to desired values selected based on the
known initial environment dynamics (“Time-Invariant”). The
simulation results are shown in Figs. 11 and 12. It can be
found that when the environment changes with respect to time,
impedance parameters are no longer suitable to guarantee an
optimal interaction performance. The trajectory using a fixed
set of impedance parameters cannot track the desired trajectory
under time-varying LQR. From the above comparison, it can
be concluded that a good interaction performance cannot be
guaranteed without the impedance adaptation in the case of
time-varying environments.
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Fig. 7. Adaptation of impedance parameters, S1 = 1 and R1 = 0.01
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Fig. 8. Desired and actual trajectories, S1 = 0.5 and R1 = 0.2
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Fig. 9. Interaction forces, S1 = 0.5 and R1 = 1
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Fig. 10. Adaptation of impedance parameters, S1 = 0.5 and R1 = 0.2
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Fig. 11. Comparison of actual trajectories using different methods
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Fig. 12. Comparison of interaction forces using different methods
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V. CONCLUSION
In this paper, we have proposed impedance adaptation for
unknown and time-varying environments. In order to derive an
optimal control for time-varying systems, a modified temporal
difference equation has been employed and critic learning
has been developed. This temporal difference equation was
solved using a recursive time-varying least square method.
Based on the proposed method, impedance adaptation for time-
varying environments was realized, where optimal impedance
parameters were obtained online without any prior knowledge
of the environment dynamics. Simulation studies have been
conducted to verify the feasibility of the proposed method.
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