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Abstract
We revisit the old result that biflat Banach algebras have the same cyclic cohomol-
ogy as C, and obtain a quantitative variant (which is needed in separate, joint work
of the author on the simplicial and cyclic cohomology of band semigroup algebras).
Our approach does not rely on the Connes-Tsygan exact sequence, but is motivated
strongly by its construction as found in [2] and [5].
1 Introduction
Cyclic cohomology and (simplicial) Hochschild cohomology of an associative algebra are
related by a long exact sequence, discovered independently by A. Connes and B. L. Tsy-
gan and bearing their names. The construction of the Connes-Tsygan exact sequence in
the setting of Banach algebras, not necessarily with identity, can be found in [5]; that
article contains, among other results, a determination up to topological isomorphism of
the continuous cyclic cohomology groups of biflat Banach algebras. (From here onwards,
we shall for sake of brevity omit explicit mention of the adjective ‘continuous’; it is always
understood that all cochains being considered on a Banach algebra are assumed to be
continuous.)
Recent work of the author with F. Gourdeau and M. C. White [1] calculates the cyclic
and simplicial cohomology of certain kinds of Banach algebra A: these admit an ℓ1-direct
sum decomposition at the level of Banach spaces
A = ℓ1−
⊕
α∈L
Aα
where the indexing set L is a semilattice, each Aα is a closed, biflat subalgebra, and
where Aα · Aγ ⊆ Aαγ for all α, γ ∈ L. Moreover, each Aα is biflat with constant 1
(see Definition 1.1 below). The arguments in [1] are not short: they involve careful,
direct calculations with the cyclic cochain complex, and “induction by hand” rather than
invoking the machinery of spectral sequences.
A necessary preliminary step in [1] is to reduce the problem to the case of those cyclic
cocycles ψ ∈ Znλ (A) which furthermore satisfy the following normalization condition:
ψ(a1, . . . , an)(a0) = 0 whenever a0, . . . , an all belong to a common component algebra
Aγ , for some γ ∈ L. Since the indexing semilattice L is infinite, in order to carry out
∗MSC2010: 18G35, 16E40 (primary); 46M18 (secondary). Uses Paul Taylor’s diagrams.sty macros.
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this reduction, we need to know not only that ‘most’ cyclic cocycles on each Aα are cyclic
coboundaries, but that we can solve the cohomology problem with control of the constants
of cobounding. It is insufficient to merely cite or quote the known result that Hnλ(Aα) is
zero in odd dimensions and isomorphic to Z0λ(Aα) in even dimensions; we have to say
something about the ‘constant of openness’ of the Hochschild coboundary operator as a
bounded linear map from Cn−1λ (Aα) to C
n
λ (Aα).
With these observations in mind, the present article has the following aims:
– to compute the cohomology of the cyclic cochain complex of a biflat Banach algebra,
without recourse to other auxiliary or underlying complexes;
– to do so via ‘cobounding maps’ which can be written down explicitly or recursively,
and whose norms are given explicit bounds in terms of the biflatness constant of the
given algebra.
It is hoped that the exposition is accessible to those familiar with the rudiments of the
homological theory of Banach algebras, as found in [4].
To be more precise, we need to recall some terminology. Given a Banach algebra A,
let π : A ⊗̂A→ A be the bounded linear map defined by π(a⊗ b) = ab, where ⊗̂ denotes
the projective tensor product of Banach spaces.
Definition 1.1. Let K ≥ 1. We say that a Banach algebra A is biflat with constant K
if there exists a bounded linear A-bimodule map ρ : (A ⊗̂A)∗ → A∗, with ‖ρ‖ ≤ K, such
that ρπ∗(ψ) = ψ for all ψ ∈ A∗.
By [4, Exercise VII.2.8], a Banach algebra is biflat in the homological sense if and only
if it is biflat (for some constant K) in the sense of this definition.
Theorem 1.2. Let A be a Banach algebra which is biflat with constant K, and let m ≥ 0.
(i) For every ψ ∈ Z2m+1λ (A), there exists χ ∈ C
2m
λ (A) such that ψ = δχ and
‖χ‖ ≤ 2(m+ 1)3K4m‖ψ‖ .
(ii) For every ψ ∈ Z2m+2λ (A), there exist χ ∈ C
2m+1
λ (A) and τ ∈ Z
0
λ(A) such that
ψ = τ (2m+2) + δχ, and which satisfy
‖τ‖ ≤ K2m+2‖ψ‖ , ‖χ‖ ≤ 2(m+ 1)3K4m+2‖ψ‖ .
Here τ (2m) ∈ Z2mλ is the cyclic cocycle defined by
τ (2m)(a1, . . . , a2m)(a0)
def
= τ(a0 · · · a2m).
Theorem 1.2 can be thought of as a quantitative version of [5, Theorem 25]; our goal in
this note is to give a self-contained proof of this theorem, spelling out the details explicitly.
Our approach is direct and does not rely on the results of [5], although it is broadly inspired
by the same point of view. Moreover, since we have certain applications in mind, we will
impose slightly stronger conditions, and hence obtain slightly stronger results.
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Although the proof of Theorem 1.2 does not require us to (re)construct the full Connes-
Tsygan exact sequence, for sake of completeness we show in an appendix how once can
obtain an analogous long exact sequence by pushing the calculations of §2 a little further.
The reader may also wish to consult [2, Part II] for some of the underlying motivation
behind various ad hoc calculations in §2 and the appendix. For a more conceptual approach
to the cyclic cochain complex and various operations on it, see [7].
Remark 1.3. Even without the constants, Theorem 1.2 is still slightly more precise than
the stated result in [5], because in even degrees it identifies explicit representatives of
cyclic cohomology classes, namely those arising from traces.
2 An abstract version
The key calculations required to prove Theorem 1.2 are a matter of judicious diagram
chasing on chain complexes. Therefore we shall work in greater generality than will even-
tually be needed, so as to emphasise the formal nature of the core calculations, and to
clarify the structure of our argument.
Notation and other preliminaries.
We assume familiarity with the basic definitions of (co)chain complexes, chain maps be-
tween them, and (chain) homotopies between chain maps. If
. . . ✲ En−1
δ ✲ En
δ ✲ En+1 ✲ . . . (E•)
is a cochain complex, we write Hn(E•) for the nth cohomology group of this complex, i.e.
Hn(E•) =
ker(δ : En → En+1)
im(δ : En−1 → En)
To reduce notational clutter, we also adopt the convention of omitting the index on indi-
vidual components of chain maps: thus, if M : E• → F• is a chain map, we will denote
the component in degree n by M : En → Fn.
Throughout, id denotes the identity map on a given vector space, or chain complex,
or algebra; it will hopefully be clear from context what the domain of id is.
The main setup
Consider an exact sequence
0 ✲ D
ı ✲ E
M ✲ F
N ✲ G ✲ 0
where each of D, E, F and G are cochain complexes of vector spaces and linear maps,
and ı, M and N are all chain maps between these complexes. (Much of what follows,
being abstract diagram-chasing, would work just as well in any additive category that has
kernels and cokernels.)
Let δ, δ′ and δ′′ denote the differentials for the complexes E•, F• and G• respectively.
To simplify notation slightly, we will regard D• as a subcomplex of E• and ı as the inclusion
map, so that the differential on D• will also be denoted by δ.
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Remark 2.1. In our intended application, D• and G• will both be equal to C•λ(A), the
complex of cyclic cochains on some given algebra A.
We now assume that, for each n, there exist linear maps
Gn
jn ✲ Fn
hn ✲ En
Pn ✲ Dn
such that
Njn = id ; Mhn + jnN = id ; hnM + ıPn = id ; Pnı = id . (2.1)
We shall omit the indexing suffices on the maps j, h and P .
The following lemma collects some useful identities for later reference: they are easily
proved by diagram-chasing and we omit the details.
Lemma 2.2 (Useful identities).
(i) δhδ′M = δhMδ = −δıPδ = −ıδPδ.
(ii) δ′jδ′′N = δ′jNδ′ = −δ′Mhδ′ = −Mδhδ′.
2.1 Constructing S˜
The definition is straightforward: for each n, define S♮ : Gn → En+2 to be the composite
map
En+2
En+1
δ
✻
✛ h Fn+1
Fn
δ′
✻
✛ j Gn
(2.2)
and put S˜ = PS♮.
Lemma 2.3 (S˜ is a chain map). For each n, we have S♮δ′′ = ıδS˜, and hence S˜δ′′ = δS˜.
Remark 2.4. Note that in this lemma, we don’t need E• and F• to be acyclic.
Proof. Consider Figure 2.1, in which all squares consisting of solid arrows commute. We
have
S♮δ′′ = δhδ′jδ′′ = δhδ′jδ′′Nj (since Nj = id)
= −δhMδhδ′j (by Lemma 2.2(ii))
= ıδPδhδ′j (by Lemma 2.2(i))
= ıδS˜
as required. The last part is immediate since Pı = id.
Since chain maps between chain complexes induce maps between their homology, S˜
descends to give a map S : Hn(G•)→ Hn(D•+2) ≡ Hn+2(D). In Section 3, when D• = G•
is the complex of cyclic cochains, S will then (up to a trivial rescaling) be the shift map
in the Connes-Tsygan exact sequence.
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Figure 2.1: A diagram chase
0→ Dn+2
ı ✲ En+2
Dn+1
δ
✻
ı ✲
✛.....
P
....... E
n+1
δ
✻
M✲
✛......
h
....... F
n+1
En
δ
✻
M ✲
✛........
h
.......... F
n
δ′
✻
N ✲
✛........
j
.......... G
n
Fn−1
δ′
✻
N ✲
✛......
j
....... G
n−1
δ′′
✻
→ 0
2.2 A homotopy inverse to S˜, under certain hypotheses
We now assume contractibility of both E• and F•, given by contracting homotopies σ :
E• → E•−1 and σ′ : F• → F•−1 respectively. Thus δσ + σδ = id and δ′σ′ + σ′δ′ = id in
each degree.
Again, it will be convenient to collect some useful identities in a separate lemma, for
later reference. We omit the proofs, which consist of easy diagram-chasing.
Lemma 2.5 (More useful identities).
(i) δ′Mσı =Mδσı = −Mσδı = −Mσıδ.
(ii) δ′′Nσ′M = Nδ′σ′M = −Nσ′δ′M = −Nσ′Mδ.
We now define R˜ : Dn+2 → Gn to be the composite mapping
Dn+2
ı ✲ En+2
En+1
σ
❄
M✲ Fn+1
Fn
σ′
❄ N ✲ Gn .
(2.3)
Lemma 2.6. R˜ defines a chain map D•+2 → G•.
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Figure 2.2: More chasing
Dn+2
ı ✲ En+2
Dn+1
δ
✻
ı ✲ En+1
δ
✻
σ
❄
.............
M✲ Fn+1
En
δ
✻
σ
❄
............. M ✲ Fn
δ′
✻
σ′
❄
............. N ✲ Gn
Fn−1
δ′
✻
σ′
❄
.............
N ✲ Gn−1
δ′′
✻
Proof. It will be useful to consider Figure 2.2, where once again all squares consisting of
solid arrows commute. We have
R˜δ = Nσ′Mσıδ = −Nσ′δ′Mσı (by Lemma 2.5(i))
= δ′′Nσ′Mσı (by Lemma 2.5(ii))
= δ′′R˜ ,
as required.
Proposition 2.7 (S˜R˜ is homotopic to id). Let T ♮
def
= δhσ′Mσı−σı : Dn+2 → En+1. Then
S♮R˜ = ı+ T ♮δ + ıδPT ♮ , (2.4)
and so S˜R˜ = id+PT ♮δ + δPT ♮.
Proof. It suffices to prove the identity (2.4). We have
S♮R˜ = δhδ′jNσ′Mσı = δhδ′(id−Mh)σ′Mσı
= δhδ′σ′Mσı− δhδ′Mhσ′Mσı
= δhδ′σ′Mσı+ ıδPδhσ′Mσı (by Lemma 2.2(i))
= δhδ′σ′Mσı+ ıδP (T ♮ + σı).
Hence
S♮R˜− ıδPT ♮ = δhδ′σ′Mσı+ ıδPσı
= δh(id−σ′δ′)Mσı+ δıPσı
= δ(hM + ıP )σı− δhσ′δ′Mσı
= δ(hM + ıP )σı+ δhσ′Mσıδ (by Lemma 2.5(i))
= δσı + δhσ′Mσıδ
= (id−σδ)ı + (T ♮ + σı)δ = ı+ T ♮δ ,
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where the last step follows because −σδı+ σıδ = −σδı+ σδı = 0.
Remark 2.8. In particular, we see that under the hypotheses imposed on E• and F•, the
map S : H∗(G•) → H∗(D•+2) is an isomorphism of cohomology groups in each degree. If
we were to construct the full ‘SBI sequence’, then the same conclusion could be obtained
without constructing the map R˜, by inserting 0 at appropriate places in the sequence. In
an appendix, we shall show how the SBI sequence can be constructed in our setting.
3 Application to cyclic cohomology
Recall that, as in [2, Part II], we are defining the cyclic cohomology of a (Banach) algebra
to be the cohomology of the complex of (continuous) cyclic cochains.
3.1 Notation and reminders
Throughout, A is a fixed Banach algebra, and A∗ its dual. Z(A∗) denotes the space of
continuous traces on A.
The following definitions are standard, and we repeat them merely to fix notation.
(We are, by a slight abuse of notation, identifying continuous n-multilinear maps from a
Banach algebra A to its dual, with continuous n + 1-linear multilinear functionals on A;
this is the approach taken in [2, Part II], for instance, and simplifies some of the formulas
that follow.)
Let n ≥ 0. Cn(A) denotes the space of bounded (n + 1)-multilinear functionals on A,
while δ : Cn(A)→ Cn+1(A) is given by the usual Hochschild coboundary operator:
δψ(a0, a1, . . . , an+1) =
n∑
j=0
(−1)jψ(a0, . . . , ajaj+1, . . . , an+1)
+ (−1)n+1ψ(an+1a0, a1, . . . , an) .
(3.1)
We also need to consider the truncated Hochschild coboundary operator δ′ : Cn(A) →
Cn+1(A) , which is defined by
δ′ψ(a0, a1, . . . , an+1) =
n∑
j=0
(−1)jψ(a0, . . . , ajaj+1, . . . , an+1) . (3.2)
The “signed cyclic shift” operator t : Cn(A)→ Cn(A) is given by
t ψ(a0, a1, . . . , an) = (−1)
nψ(an, a0, . . . , an−1) .
Note that in degree n, the operator t is periodic of order n+ 1.
Elements invariant under the action of t are called cyclic cochains, and the space of all
cyclic n-cochains is denoted by Cnλ (A). Although t is not a chain map, it can be shown
1
that
Nδ′ = δN (3.3)
1This can be found in several texts. See, for instance, [2, Part II, Lemma 3].
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where N : Cn(A) → Cnλ (A) is defined to be the averaging operator (n + 1)
−1
∑n
k=0 t
k. In
particular, δ(Cnλ (A)) ⊆ C
n
λ (A), so that the cyclic cochains form a subcomplex C
•
λ(A) of the
full Hochschild cochain complex. The cohomology groups of the cyclic cochain complex
will be denoted by Hnλ(A), for n ≥ 0.
To treat the Hochschild and cyclic cochain complexes within the framework of Sec-
tion 2, we make the following definitions. Abusing notation slightly, we take:
• D• to be the complex
D−2 D−1 D0 D1 D2
· · · → 0 ✲ Z(A∗)
inc✲ C0λ(A)
δ✲ C1λ(A)
δ✲ C2λ(A)
δ ✲ . . .
• E• to be the complex
E−2 E−1 E0 E1 E2
· · · → 0 ✲ Z(A∗)
inc✲ C0(A)
δ✲ C1(A)
δ✲ C2(A)
δ ✲ . . . T
• F• to be the complex
F−2 F−1 F0 F1 F2
· · · → 0 ✲ 0 ✲ C0(A)
δ′✲ C1(A)
δ′✲ C2(A)
δ′ ✲ . . .
• G• to be the complex
G−2 G−1 G0 G1 G2
· · · → 0 ✲ 0 ✲ C0λ(A)
δ✲ C1λ(A)
δ✲ C2λ(A)
δ ✲ . . .
For n ≥ 0: the map ı : Dn → En is inclusion; the map M : En → Fn is defined to
be (id− t)/2 – note that this differs from the map taken in [5] by a factor of 2; and the
map N : Fn → Gn is the averaging operator that was defined earlier. For negative indices:
we take ı : D−1 → E−1 to be the identity map on Z(A∗), and take M : E−1 → F−1,
N : F−1 → G−1 to both be zero; in degrees n ≤ −2 all the maps between complexes are
necessarily zero. Then, recalling the identity (3.3), it is clear that ı and N are both chain
maps. The proof that M is a chain map is a straightforward calculation, which we omit.
In order to apply the arguments of Section 2, we need to define suitable horizontal
splitting maps j, P and h in each degree. For n = −1, this is trivial (see Figure 3.1), and
for n ≤ −2 we can take all maps to be zero. For n ≥ 0, we take j = ı : Cnλ (A) → C
n(A),
set P = N : Cnλ (A)→ C
n(A), and define h : Cn(A)→ Cn(A) by
h = −
2
n+ 1
n∑
k=1
k tk .
Note that the norm of h : Cnλ (A)→ C
n(A) is bounded above by 2(n+ 1)−1
∑n
k=1 k = n.
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Figure 3.1: Definitions in degrees 0 and −1
C1λ(A)
ı ✲ C1(A)
M✲ C1(A)
N✲ C1λ(A)
C0λ(A)
✻
===== C0(A)
δ
✻
σ0
❄
............
0✲ C0(A)
δ′
✻
σ′0
❄
............
===== C0λ(A)
✻
Z(A∗)
inc
✻
===== Z(A∗)
inc
✻
✲ 0
✻
❄
.............
✲ 0
✻
Lemma 3.1. Let n ≥ 0. Then ıP + hM = id and Mh + jN = id, regarded as maps
Cn(A)→ Cn(A).
Proof. It suffices to prove the first identity, since hM = Mh and jN = ıP . This can be
checked by direct calculation, viz .
ıP + hM =
1
n+ 1
n∑
j=0
t
j −
1
n+ 1
n∑
k=1
k tk(id− t)
=
1
n+ 1

id+ n∑
j=1
t
j −
1
n+ 1
n∑
k=1
k tk +
n∑
j=2
(j − 1) t j +n tn+1


= id+
1
n+ 1

 n∑
j=1
t
j −
1
n+ 1
n∑
k=1
k tk +
n∑
j=2
(j − 1) t j

 = id ,
as required.
3.2 Traces
Given ψ ∈ A∗ and n ≥ 0, let ψ(n) ∈ Cn(A) be the cochain defined by
ψ(n)(a1, . . . , an)(a0)
def
= τ(a0 · · · an)
The following result is easily verified by a direct calculation, and we omit the proof.
Lemma 3.2. If τ is a continuous trace on A, then τ (2n) is a cyclic cocycle.
We shall need to know how cyclic cocycles of this form transform under the shift map S˜.
Observe that for any ψ ∈ A∗, we have δ′(ψ(2n)) = ψ(2n+1). (This follows from a direct
calculation, observing that the formula for δ′τ (2n) consists of 2n + 1 terms which cancel
pairwise, save for the last one). A similar calculation shows that δ(τ (2n+1)) = τ (2n+2) if τ
is a continuous trace on A.
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Proposition 3.3. Let τ ∈ Z(A∗). Then S˜(τ (2n)) = S♮(τ (2n)) = τ (2n+2) for all n ≥ 0.
Proof. Since τ is a trace, t(τ (2n+1)) = −τ (2n+1). Hence
hδ′(τ (2n)) = h(τ (2n+1)) = −
2
2n+ 2
2n+1∑
k=1
(−1)kkτ (2n+1) = τ (2n+1) .
Therefore S♮(τ (2n)) = δ(τ (2n+1)) = τ (2n+2), and since this is already cyclic it is unchanged
after we apply the averaging projection P .
3.3 The cyclic cohomology of biflat algebras
We are almost ready to prove Theorem 1.2. In order to apply the results of Section 2, we
now have to impose some additional conditions on the complexes E• and F•.
Condition 1. There exists a contracting homotopy σ for the complex
· · · → 0 ✲ Z(A∗)
inc✲ C0(A)
δ✲ C1(A)
δ✲ C2(A)
δ ✲ . . .
Condition 2. There exists a contracting homotopy σ′ for the complex
· · · → 0 ✲ 0 ✲ C0(A)
δ′✲ C1(A)
δ′✲ C2(A)
δ′ ✲ . . .
Moreover, to simplify some of the ensuing estimates, it is convenient to require that
the following holds.
Condition 3.
c1
def
= sup
n
‖σn : C
n+1(A)→ Cn(A)‖
and
c2
def
= max
(
1, sup
n
‖σ′n : C
n+1(A)→ Cn(A)‖
)
are both finite.
Lemma 3.4. Suppose A is biflat with constant K. Then Conditions 1, 2 and 3 are
satisfied, with c1 = c2 = K.
Sketch of proof. This is mostly standard, known material but with some minor addi-
tional book-keeping. (The fact that Condition 1 is satisfied can be found as [3, Propo-
sition 2.8.62], but for the reader’s convenience we shall sketch the proof below.)
Let π : A ⊗̂A→ A be the product map. By hypothesis, there exists a bounded linear
A-bimodule map ρ : (A ⊗̂A)∗ → A∗ which is left inverse to π∗ and has norm ≤ K. For
n ≥ 1, we define σn−1 = σ
′
n−1 : C
n(A)→ Cn−1(A) by
σ′n−1ψ(a0, . . . , an−1) = σψ(a0, . . . , an−1)
def
= ρ [ψ( , , a1, . . . , an−1)] (a0) (3.4)
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Then, for n ≥ 1, ψ ∈ Cn(A), and a0, . . . , an ∈ A, a direct calculation of
δσn−1(ψ)(a0, . . . , an) + σnδ(ψ)(a0, . . . , an)
shows that most terms cancel to leave us with
ρ [ψ( , , a2, . . . , an)] (a0a1)
+(−1)nρ [ψ( , , a1, . . . , an−1)] (ana0)
+ρ [ψ( · , a1, . . . , an)] (a0)
−ρ [ψ( , ·a1, a2, . . . , an)] (a0)
+(−1)n−1ρ [ψ(an · , , a1, . . . , an−1)] (a0) ;
and, since ρ is an A-bimodule map and is left inverse to π, this in turn reduces to
ψ(a0, . . . , an). Hence
δσn−1(ψ) + σnδ(ψ) = ψ for all ψ ∈ C
n(A), n ≥ 1.
A similar calculation shows that δ′σ′n−1(ψ) + σ
′
nδ
′ψ = ψ for all such ψ.
It only remains to define σ and σ′ appropriately in negative degrees. Since σ′0δ
′ = id,
as shown by a quick calculation, we can put σ′n = 0 for all n ≤ −1 and satisfy Condition 2.
Now observe that, since σ1δ + δσ0 = id, we have
δσ0δ = (δσ0 + σ1δ)δ = δ;
therefore, on putting σ−1 = id−σ0δ : C
0(A) → Z(A∗), we find that δσ−1 + σ0δ is the
identity map on C0(A) and σ−1 inc is the identity map on Z(A
∗). Thus, putting σn = 0
for all n ≤ −2, we have satisfied Condition 1. Finally, it is clear from our construction
that Condition 3 is satisfied with c1 = c2 = ‖ρ‖.
Remark 3.5. By our assumption on the splitting homotopy σ, if ψ ∈ C1(A) then ψ =
σδ(ψ)+ δσ(ψ). In particular, if ψ is a derivation then ψ = δσ(ψ) is inner, and thus cyclic.
We suppose for the rest of this section that A is a Banach algebra satisfying Conditions
1, 2 and 3. The first two of these conditions are known to imply (by assembling the
appropriate results from [5]) that the shift map S : Hnλ(A) → H
n+2
λ is an isomorphism
for each n; the extra constraints imposed by Condition 3 allow us to give the following
quantitative version.
Proposition 3.6. Let n ≥ 0. For every ψ ∈ Zn+2λ (A), there exists χ ∈ C
n+1
λ (A) and
ϕ ∈ Znλ (A), such that
ψ = S˜ϕ+ δχ and ‖χ‖ ≤ (n+ 1)2c1c2‖ψ‖ and ‖ϕ‖ ≤ c1c2‖ψ‖ .
Proof. Put ϕ
def
= R˜(ψ) and χ = −T (ψ). Then since
S˜R˜ψ − ψ = (δT + Tδ)(ψ) = δTψ ,
we have ψ = S˜ϕ+ δχ. The norm estimates follow, since ‖R˜‖ ≤ ‖Nσ′Mσı‖ ≤ c1c2, while
‖T‖ ≤ ‖T ♮‖ ≤ ‖δhσ′Mσ‖+ ‖σ‖ ≤ (n+ 2) · n‖σ′‖ · ‖σ‖+ ‖σ‖ ≤ (n + 1)2c2c1.
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In view of Lemma 3.4, Theorem 1.2 will now follow from the following result (which
is slightly more precise).
Theorem 3.7. Let m ≥ 0.
(i) For every ψ ∈ Z2m+1λ (A), there exists χ ∈ C
2m
λ (A) such that ψ = δχ and
‖χ‖ ≤ 2(m+ 1)3(c1c2)
2m‖ψ‖ .
(ii) For every ψ ∈ Z2m+2λ (A), there exist χ ∈ C
2m+1
λ (A) and τ ∈ C
0
λ(A) such that ψ =
τ (2m+2) + δχ, and which satisfy
‖τ‖ ≤ (c1c2)
m+1‖ψ‖ , ‖χ‖ ≤ 2(m+ 1)3(c1c2)
2m+1‖ψ‖ .
Proof of Theorem 3.7. We do each part by induction. For cochains in even degree: the
case m = 0 is given by the preceding proposition with n = 0. Suppose it holds for
m = k − 1, where k ≥ 1, and let ψ ∈ Z2k+2λ (A). Applying the proposition with n = 2k,
there exists χ ∈ C2k+1λ (A) and ϕ ∈ Z
2k
λ (A) such that
ψ = δχ+ S˜ϕ , ‖χ‖ ≤ (2k + 1)2c1c2‖ψ‖ , and ‖ϕ‖ ≤ c1c2‖ψ‖ .
Applying the inductive hypothesis to ϕ yields τ ∈ C0λ(A) and χ2 ∈ C
2k−1
λ (A) such that
ϕ = τ (2k) + δχ2 and ‖τ‖ ≤ (c1c2)
k‖ϕ‖ and ‖χ2‖ ≤ 2k
3(c1c2)
2k−1‖ϕ‖ .
Recalling that S˜δ + δS˜ = 0, we therefore have
ψ = δχ− δS˜(χ2) + S˜τ
(2k) = δ(χ− S˜χ2) + τ
(2k+2) ,
where
‖τ‖ ≤ (c1c2)
k‖ϕ‖ ≤ (c1c2)
k+1‖ψ‖ ,
and
‖χ− S˜χ2‖ ≤ (2k + 1)
2c1c2‖ψ‖+ ‖S˜‖ · 2k
3(c1c2)
2k−1‖ϕ‖
≤ (2k + 1)2(c1c2)
2k+1‖ψ‖ + c1c2 · 2k
3(c1c2)
2k−1 · c1c2‖ψ‖
≤ 2(k + 1)3(c1c2)
2k+1‖ψ‖ ,
and this completes the inductive step.
The proof for cochains in odd degree is similar. For m = 0, the claim follows from
Remark 3.5. If the claim holds for m = k − 1 where k ≥ 1, let ψ ∈ Z2k+1λ (A). Applying
Proposition 3.6 with n = 2k − 1, we obtain χ ∈ C2kλ (A) and ϕ ∈ Z
2k−1
λ (A) such that
ψ = δχ+ S˜ϕ , ‖χ‖ ≤ (2k)2c1c2‖ψ‖ , and ‖ϕ‖ ≤ c1c2‖ψ‖ .
Applying the inductive hypothesis to ϕ yields χ2 ∈ C
2k−2
λ (A) such that
ϕ = δχ2 and ‖χ2‖ ≤ 2k
3(c1c2)
2k−2‖ϕ‖ .
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Recalling that S˜δ + δS˜ = 0, we therefore have
ψ = δχ+ S˜δχ2 = δ(χ − S˜χ2) ,
where
‖χ− S˜χ2‖ ≤ ‖χ‖+ ‖S˜‖‖χ2‖ ≤ (2k)
2c1c2‖ψ‖ + c1c2 · 2k
3(c1c2)
2k−2 · c1c2‖ψ‖
≤ 2(k + 1)3(c1c2)
2k‖ψ‖ ,
completing the inductive step.
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A The SBI sequence, revisited
In this appendix, we will construct a long exact sequence relating the cohomology of the
complexes D•, E•, F• and G•, under certain additional hypotheses on the complex F•.
When specialized to the setting of Section 3, we will recover a special case of the Connes-
Tsygan exact sequence for Banach algebras as constructed in [5]. The results thus obtained
are less general than those of [5], but still apply to Banach algebras that are one-sided flat
over themselves, for example.
Our approach here is direct: this avoids the need to discuss various general principles
and connecting homomorphisms from homological algebra, and keeps our discussion more
self-contained, but means that the motivation2 for some of our calculations is rather ob-
scure. A slightly more conceptual approach can be found in the standard sources [2, Part
II] and [5], albeit in the particular setting of the cyclic cochain complex.
The insertion map. The inclusion ı : D• → E• induces a morphism on cohomology,
which we denote by I : Hn(D•)→ Hn(E•). In particular, we have a diagram
Hn(G•)
S✲ Hn+2(D•)
I ✲ Hn+2(E•)
for each n.
2Readers well versed in homological algebra will recognize that we are tracing through the construction,
by hand, of a so-called “long exact sequence of Gysin type” – such a sequence is often derived from more
general arguments with spectral sequences, but it seems worth recording how to do this directly, for sake
of convenient future reference.
13
Lemma A.1. ker I ⊆ imS.
Proof. Since
ıS˜ = ıP δhδ′j = (id−hM)δhδ′j
we have
ıS˜ − δhδ′j = −hMδhδ′j
= hδ′jδ′′Nj (by Lemma 2.2(ii))
= hδ′jδ′′ (N is a chain map and Nj = id).
Thus ıS˜(Zn(G•)) ⊆ δ′(En+1), and so on passing to cohomology we have IS = 0.
Constructing B˜. From here onwards, we suppose that there exists a splitting homotopy
σ′ : F• → F•−1 for the complex F•.
Define B˜ : En+1 → Gn to be the composite mapping.
En+1
M✲ Fn+1
σ′ ✲ Fn
N ✲ Gn
Proposition A.2 (see [2, Part II, Lemma 30]). δ′′B˜ + B˜δ = 0.
Proof. This is immediate from Lemma 2.5.
It follows that B˜ descends to a well-defined map of cohomology, which we denote by
B : Hn+1(E•) → Hn(G•) for each n. This fits together with the maps I and S that we
have already defined, to yield a sequence of maps
. . . Hn−1(G•)
S✲ Hn+1(D•)
I✲ Hn+1(E•)
B✲ Hn(G•)
S ✲ . . . (†)
Theorem A.3 (Abstract version of the Connes-Tsygan exact sequence). The sequence
(†) is exact.
The proof will be broken up into several steps.
Proposition A.4. kerB = im I.
Proof. Since B˜ı = 0, it is immediate that kerB ⊇ im I. Conversely, let ψ ∈ Zn+1(E•)
be such that B˜(ψ) = δ′′ϕ for some ϕ ∈ Gn−1. We seek χ ∈ En such that ψ − δχ ∈ im ı;
equivalently, since im ı = kerM , it is enough to find χ ∈ En such that M(ψ) = Mδ(χ) =
δ′M(χ).
We start by noting that, since δψ = 0,
δ′σ′M(ψ) = (id−σ′δ′)M(ψ) =M(ψ) − σ′Mδ(ψ) =M(ψ). (A.1)
Now
δ′σ′M(ψ) = δ′(jN +Mh)σ′M(ψ) = δ′jB˜(ψ) + δ′Mhσ′M(ψ)
= δ′jδ′′(ϕ) + δ′M(χ2)
(A.2)
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where we have put χ2
def
= hσ′M(ψ). Next, since Nδ′j = Njδ′′ = δ′′, we see that
δ′jδ′′ = δ′jNδ′j = δ′(id−Mh)δ′j = −δ′Mhδ′j . (A.3)
Thus, if we put χ1 = −hδ
′j(ψ), combining (A.2) and (A.3) gives
δ′σ′Mψ = δ′M(χ1) + δ
′M(χ2)
and combining this with (A.1) yields M(ψ) = δ′M(χ1 + χ2) as required.
We next prove that kerS = imB. This requires some preparatory lemmas.
Lemma A.5.
S˜B˜ = Pδ − δP − Pδhσ′Mδ + δPδhσ′M
Proof of Lemma A.5. We have
S˜N = Pδhδ′jN = Pδhδ′(id−Mh) = Pδhδ′ − Pδhδ′Mh
= Pδhδ′ + PıδPδh (by Lemma 2.2(i))
= Pδhδ′ + δPδh (since Pı = id).
Thus S˜N − δPδh = Pδhδ′. Since B˜ = Nσ′M , this implies that
S˜B˜ − δPδhσ′M = Pδhδ′σ′M
= Pδh(id−σ′δ′)M
= PδhM − Pδhσ′Mδ (since M is a chain map)
= Pδ(id−ıP )− Pδhσ′Mδ
= Pδ − δP − Pδhσ′Mδ (since ı is a chain map,
and Pı = id.)
This completes the proof.
Define Y : Gn → En+1 to be the composite map
Gn
j ✲ Fn
δ′ ✲ Fn+1
h ✲ En+1
In general there is no reason for Y to be a chain map. However, we do have the following
useful identity.
Lemma A.6. B˜Y = id−δ′′Nσ′j −Nσ′jδ′′.
Proof. We have
B˜Y = Nσ′M · hδ′j = Nσ′(id−jN)δ′j
= Nσ′δ′j −Nσ′jNδ′j
= Nσ′δ′j −Nσ′jδ′′Nj (since N is a chain map)
= Nσ′δ′j −Nσ′jδ′′ (since Nj = id),
(A.4)
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while
Nσ′δ′j = N(id−δ′σ′)j = id−Nδ′σ′j (since Nj = id)
= id−δ′′Nσ′j (since N is a chain map).
(A.5)
Combining (A.4) and (A.5) concludes the proof.
Note that S˜ = PδY .
Proposition A.7. kerS = imB.
Proof. It follows from Lemma A.5 that SB = 0, i.e. that kerS ⊇ imB. The converse
inclusion is proved as follows. Let ψ ∈ Zn(G•) be such that S([ψ]) = 0. Then there exists
ϕ ∈ Dn+1 such that S˜(ψ) = δϕ. Consider Y (ψ): although this might not lie in Zn+1(E•),
we have PδY (ψ) = δϕ, and so
δı(ϕ) = ıδ(ϕ) = ıP δ(χ) = (id−hM)δ(χ) = δ(χ) − hMδ(χ).
Thus
δ(ıϕ − Y ψ) = −hMδY (ψ) = −hMδhδ′j(ψ)
= hδ′jδ′′Nj(ψ) (by Lemma 2.2(ii))
= hδ′jδ′′(ψ) (since Nj = id)
= 0 (since ψ ∈ Zn(G•)).
Putting χ
def
= ıϕ − Y (ψ), we therefore have χ ∈ Zn+1(E•). Now since B˜δ = −δB˜, we see
that B˜(χ) ∈ Zn(G•); while
B˜(χ) = −B˜Y (ψ) (since B˜ı = 0)
= −ψ + δ′′Nσ′j(ψ) (by Lemma A.6).
Hence B([−χ]) = [ψ], and thus kerS ⊆ imB.
Proposition A.8. ker I = imS.
Proof. By Lemma A.1, we have ker I ⊇ imS. Conversely, let ψ ∈ Zn+2(D•) and suppose
that ı(ψ) ∈ Bn+2(E•). Then ı(ψ) = δ(ϕ) for some ϕ ∈ En+1. Put χ
def
= B˜(ϕ) ∈ Gn, and
note that
δ′′χ = δ′′B˜ϕ = −B˜δϕ = −B˜ı(ψ) = 0
(by Propn A.2) (since B˜ı = 0).
Thus χ ∈ Zn(G•). We claim that S˜(χ) is cohomologous to ψ, which will show that
S([χ]) = [ψ], and hence that ker I = imS. The claim follows by applying Lemma A.5, viz .
S˜(χ) = S˜B˜(ϕ) = (δPδhσ′M + Pδ − δP − Pδhσ′Mδ)(ϕ)
= δPδhσ′M(ϕ) + ψ − δP (ϕ),
where we use the identities Pδ(ϕ) = Pı(ψ) = ψ, and Mδ(ϕ) =Mı(ψ) = 0.
Combining Propositions A.4, A.7 and A.8, we conclude that the diagram (†) is an
exact sequence, and Theorem A.3 is proved.
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