Introduction
Cancer research programs based on molecular biology, biochemistry and genetics have been traditionally reductionist in nature (Weinberg 2014) . This highly successful framework was responsible for many advances seen in biology during the last several decades (Judson 1996) . Lately, recent progress in high-throughput technologies such as microarray-based expression profiling (DeRisi et al. 1996; Schena et al. 1995) , next-generation sequencing (Metzker 2010; Ronaghi 2001) , and large-scale genotyping (Hirschhorn and Daly 2005) have transformed cancer research in general and cancer genetics in particular. Through large consortia and initiatives these technologies were also the basis for a series of publically available datasets relevant for cancer genetics such as Encyclopedia of DNA Elements (ENCODE; https://www.genome.gov/encode/), Functional Abstract Recent technological advances have transformed cancer genetics research. These advances have served as the basis for the generation of a number of richly annotated datasets relevant to the cancer geneticist. In addition, many of these technologies are now within reach of smaller laboratories to answer specific biological questions. Thus, one of the most pressing issues facing an experimental cancer biology research program in genetics is incorporating data from multiple sources to annotate, visualize, and analyze the system under study. Fortunately, there are several computational resources to aid in this process. However, a significant effort is required to adapt a molecular biology-based research program to take advantage of these datasets. Here, we discuss the lessons learned in our laboratory and share several recommendations to make this transition effective. This article is not meant to be a comprehensive evaluation of all the available resources, but rather highlight those that we have incorporated into our laboratory and how to choose the most appropriate ones for your research program.
Annotation of the Mammalian Genome (FANTOM; http:// fantom.gsc.riken.jp/), The Cancer Genome Atlas (TCGA; http://cancergenome.nih.gov/), The International Cancer Genomics Consortium (ICGC; https://www.icgc.org/), and 1000 Genomes Project (http://www.1000genomes.org/). Effectively, the data generated by these technologies have transformed the field from a data-poor to a data-rich environment. As unique research opportunities arise in this data-rich environment so do challenges to parse, integrate, and analyze data to annotate the underlying biological processes. Here, we report our experience in making this transition and provide specific examples and suggestions that can be applied so that a laboratory can explore these new research avenues.
We recognize three interconnected areas that have specific challenges: (a) data generation, quality control, and data integrity; (b) data analysis; (c) data sharing and visualization ( Fig. 1) . Over the past 10 years we have tested different solutions applicable to the areas described above and chose a basic set of tools and procedures to be used in the laboratory. Our laboratory focuses on functional annotation of rare (Iversen et al. 2011; Karchin et al. 2007 ; Lee et al. 2010; Mirkovic et al. 2004 ) and common genetic variants (Bojesen et al. 2013; Monteiro and Freedman 2013; Pharoah et al. 2013 ) associated with cancer predisposition and their implication to signal transduction (Gerloff et al. 2012; Woods et al. 2012) . Here, we discuss the lessons learned during this process. It is expected that each laboratory will have different needs and skill sets, so our guidance here is aimed at explaining the general framework on how to go about identifying the best tools for a specific laboratory and integrating them in your research workflow.
Paradoxically, while biology continues to become more computationally intensive, undergraduate and graduate biology curricula neither provide training on practical computational skills nor do they lay down a quantitative foundation for the statistical analysis of large datasets with multiple hypotheses testing. However, these are essential skills in today's research environment in cancer genetics and genomics and investing a small portion of time to acquire these skills will have significant scientific returns.
Everyday practice
Although not every laboratory will re-tool to generate large data sets using high-throughput methods, it is expected that in general most will be dealing with comparatively larger datasets (e.g, a handful of mutants versus several hundred mutants; one or two cell lines versus a panel of tens of cell lines, etc.) and should be aware of common pitfalls.
Batch effects
Not normally encountered in small-scale molecular biology experiments, batch effects are the systematic error introduced when a large (or sequentially collected) number of samples are processed in different batches. This is a common issue in microarray data where numerous samples have been collected and run by different labs and a joint analysis is attempted (Benito et al. 2004 
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in microarray results is impacted by non-biological factors, such as reagents from different lots, setup by different lab workers, and even changes in ozone (Fare et al. 2003; Lander 1999) , which can be corrected using several algorithms (Chen et al. 2011) . ComBat is one particular program that outperformed several others in a number of metrics in reducing batch effects (Chen et al. 2011; Johnson et al. 2007 ). However, batch effects can affect the analysis of any experiment collected in different batches. Statistical collaborators can develop algorithms to reduce the batch effects and should be involved in the project from initial design through analysis. However, it is always preferable to identify and resolve (or mitigate) technical issues that lead to batch effects than to correct or adjust for it.
Record keeping and data integrity Most molecular biology labs continue to record their experiments in traditional paper-based lab notebooks with stapled, taped, or glued pictures and X-ray films. But highthroughput experiments generate larger data sets often as output into a specific file format (fastq files for primary sequence data; BAM files for secondary sequence data and genomic coordinates; BCL files for base calling; VCF files for variant calling, etc.), or as data spreadsheets that facilitate analysis and generation of preliminary data displays. These are typically computer files stored separately from the lab notebooks and are seldom systematically referenced to other notes relating to that project. Use of these spreadsheets creates important challenges including the proliferation of different versions of the same files and data corruption during manipulation or merging of datasets. These problems can lead to delays of weeks or months and may lead to erroneous data interpretation and publication. We suggest a simple system in which the file that contains the original raw data set (e.g., genotypes, luciferase assays, variant annotation, binding data, etc.) can be stored in a shared drive as a frozen or locked copy. A copy available for editing and further data cleaning and analysis should be then made available to lab members. The final file used for analysis in a publication should also be locked and stored separately. They should also be deposited in a publically available database or published as supplementary data. If you want to promote further use of the datasets generated by your lab consider having the supplementary data in a machine extractable format instead of pdf files.
While most bench scientists are accustomed to documenting everything they do at the bench in their lab notebooks, it is not uncommon to fail to do so when they are working with a dataset. We recommend a readme file (attached to the data files) that documents the steps and procedures used to perform quality control, data cleaning, and analyses. Having a standardized way to name the files is extremely helpful and can include a descriptive title, the name of the person who generated/analyzed the data, the date and version, and which larger project it is part of (i.e., OVCa_WOODS_03022014_V2_GWAS.txt).
Digital lab notebook tools such as Labguru (www.labguru.com) and Lab Archives (www.labarchives.com) provide a searchable platform to store and link programming files with output. Cloud-based services ensure user access to files and data even when away from the lab and easy file sharing between principal investigator and lab personnel. The downsides of these services are cost, storage limits, and issues with protection of patient health information. The goal should be to bring the lab data repository and organizational tools up to date to meet the growing reliance on digital information, while maintaining the data on secure platforms to protect patient information according to the guidelines set forth by the US Health Insurance Portability and Accountability Act (http://www.hhs.gov/ocr/ hipaa).
The beginning of a project is an excellent time to start thinking about how the data will be reported. For the accurate and reliable interpretation of results and to ensure other researchers will be able to utilize the data, it is essential to report the data in a standardized manner. Given the diversity of biological data, it is no surprise that there are many different consortia and projects devoted to standardizing data reporting in biological research (Table 1) . Failures in accurate reporting of minimal information about microarray experiments (MIAME) were found to greatly impair the reproducibility of microarray studies published in Nature Genetics from 2005 to 2006 (Ioannidis et al. 2009 ).
The key is to define a set of minimal procedures that can be accepted and implemented on a daily basis by every member of the laboratory. Procedures that are cumbersome or time-consuming tend not to be embraced by lab members working at the bench. A good place to start is with a lab member that has just started a project and who will be more receptive to changing her record keeping procedures. An imperfect set of rules that works and is consistently applied is better than an ideal set that is never implemented.
Basic programming, languages, and tools
Many systems biology research projects in cancer aim to understand the information flow through biological networks to identify key genes or proteins relevant to the etiology of cancer or response to therapeutic agents. The datasets used to determine these relationships are at the discretion of the scientist and therefore tend to fall within his area of expertise. When making the decision to pursue systems level projects, many biologists abruptly encounter the barrier of manipulating large datasets, which requires a basic understanding of computational methods to handle these files.
Fortunately, there has been a significant expansion in the available number of computational resources. There are usually several different programs designed to handle the same type of analysis but they have seldom been benchmarked or compared. Thus, choosing which resource to utilize for each project can be overwhelming. In-depth review of the literature describing the programs usually requires an understanding of basic computation principles and complex statistical concepts. However, for biologists seeking to expand their research programs to include computational analyses there are many available resources to handle data collection and organization through the analysis pipeline and finally storage. For the cancer biologist interested in incorporating computational resources in their research program, knowledge of basic programing, gene/protein annotation, visualization software, and data analysis greatly aids in the process.
Once a biologist embarks on large-scale "omics" based research, one of the first challenges is organizing the data in a standard format and developing a workflow for specific projects. Basic programming or scripting is an extremely useful resource to handle these issues. Most data files can be parsed quickly and easily with just a few lines of code. Basic programming and text handling are useful for organizing data into acceptable formats and extracting data from files in a standard format.
When starting to write scripts it is important to note that these are generally not created at the command line or in a basic text editor such as notepad. Text editors that recognize and can help debug scripts, such as Komodo IDE (http://komodoide.com/features/), Emacs (http://www.gnu. org/software/emacs/), and BBEdit (http://www.barebones. com/products/bbedit/) are some recommended editors to write scripts. For those interested in this software but do not need the advanced features, pared down free versions of BBEdit and Komodo IDE can be found in TextWrangler and Komodo Edit, respectively.
There are several programming languages available, and devoting time to learn any one of them takes a considerable investment. Prominent open-source programming languages commonly used in the life sciences are Perl (http:// www.perl.org/), Python (https://www.python.org/), and Java (http://www.java.com/en/). Several of our own laboratory projects have required the use of scripting to complete. In our case, two users had to learn a new programming language. User 1 was not familiar scripting, while the User 2 was more advanced and already knew Java and C. User 2 chose Perl, and with little effort was able to learn it very quickly. User 1 was interested mainly in parsing large data sets and was given the choice between Perl and Python. User 1 eventually chose Python but this was based on a personal choice rather than on programming capabilities. In our experience, learning the first language was the most Python is increasingly popular because of its simple syntax, making it easier to read and learn but still providing a powerful platform for program development. The reason Python is an easily readable language is that it often uses keywords rather than punctuation. An excellent introduction to Python programming for biologists has been developed by Haddock and Dunn, which can also serve as the text for teaching introductory bioinformatics courses to biology undergraduate or graduate students (Haddock and Dunn 2011) . Perl is another commonly used scripting language used by beginners and advanced users alike, and the Beginning Perl for Bioinformatics by James Tisdall (1st edition, 2001) is a good resource to start learning the language.
Aside from language specific information, essential skills for any beginner programmer include understanding regular expressions, using the shell to handle text and script and data management systems such as relational databases (e.g., MySQL). Although many in-depth technically driven manuals can be found on each of these subjects, biologists will likely be less intimidated by the teaching examples provided by Haddock and Dunn which describes commonly encountered biological data analysis problems that can be handled with simple programming code. Osborne et al. also provide a jargon-free guide for scientific researchers to developing and using software for research purposes (Osborne et al. 2014) . As the language is mastered, researchers can continue to expand the basic concepts to tackle more complex data analyses and develop additional software.
There are several excellent resources devoted to developing useful software for the analysis of biological data, such as Bioconductor (http://www.bioconductor.org/), BioPerl (http://www.bioperl.org/wiki/Main_Page), and Biopython (http://biopython.org/wiki/Main_Page). The Bioconductor project is an initiative designed to promote the development of software tools that can be used for the analysis of biological data with an emphasis on those generated by microarrays or high-throughput genomics. However, useful modules are also available for analysis of other datasets, such as those generated by mass spectrometry. Bioconductor provides a number of well-annotated tools with taskoriented descriptions of functionality allowing a quick set up to start using the modules.
The overall goal of BioPerl and the Biopython Project is to produce code that is useful in the study of biology. These projects have numerous core modules and offer users a well-annotated description for the programs (Stajich et al. 2002) . This repository of programs is especially useful for analysis of sequence data from online databases and includes modules to parse experimental files in numerous formats (e.g., FASTA, GenBank, ClustalW, and PubMed) and query online databases (e.g., NCBI's Entrez and Swiss-Prot) besides providing tools for routine operations on DNA or protein sequences (e.g., transcription, translation, and motif analysis). Many of the available modules are also designed to annotate and visualize sequence elements. These features streamline large-scale data extraction and analysis of sequences and allow users to compare sequence alignments, create sequence motifs and positionweight matrices. The functionality of these projects also extends into the fields of proteomics and structural biology. Both BioPerl and Biopython provide software for the interrogation of protein structure including working with crystal structure atomic data through the Bio.PDB module.
Since the functionalities of both BioPerl and BioPython are very similar in nature, the user may want to consider factors such as speed of the program for their specific application. Python is faster at global alignments and NeighborJoining, but slower in BLAST parsing when compared to Perl (Fourment and Gillings 2008) . Overall, C, C++, and Java have better speed performance than Python and Perl for the same operations. The issue of speed does not considerably affect small-scale projects, but users who wish to do millions of operations at a time should consider speed as fractions of a second could cost days or weeks of analysis time for larger projects.
Visualization tools
Depicting data generated by large-scale data analyses presents unique challenges. With so many data points, how do we create figures that convey the scientifically significant aspects of a study in a manner that can be interpreted by scientists from different backgrounds? Visualization tools can be used not only as explanatory graphs (which convey the results in a graphical format) but also as exploratory and interactive (which allows for pattern recognition and integrating through multiple scales). For suggestions on data visualization we recommend Edward Tufte's books on visual displays (Tufte 1997 (Tufte , 2001 ).
Heat maps provide intuitive visualizations of relations between two data points and are excellent for depicting microarray results. However, how do we describe more than one attribute at a time? Several programs and platforms are available to aide researchers in this endeavor. The UCSC Genome Browser (http://genome.ucsc.edu/) and Circos (http://circos.ca/), integrated genomics viewer (IGV) (https://www.broadinstitute.org/igv/home) are some options for visualization of multidimensional genomic data, while Cytoscape provides excellent functionality in displaying relational networks from proteomic or genomic data. The UCSC Genome Browser, IGV, and Cytoscape each have an interactive user interface, whereas Circos graphs require altering the underlying data in text files to change the visualization. The UCSC Genome Browser, IGV, and Circos programs also generate static visualizations, and Circos can also output html files. Cytoscape allows a truly interactive visualization platform that can be dynamically manipulated by the user (Fig. 2) . The information contained in these multidimensional visualizations can be very complex and therefore elements such as size, shape and color depict important metrics. However, keep in mind publication guidelines when generating figures as some journals have specific rules on the color palettes allowed. In particular, some journals may request that authors refrain from using red and green in figures to help visualization by color-blind readers.
Next-generation sequencing (NGS) and genotyping array-based projects generate exceptionally large amounts of data regarding human genome variability, regulatory elements, expression profiles, and epigenetic marks. Genome viewers are essential tools that allow the researcher to investigate the genomic context of their locus of interest and are useful for generating hypotheses regarding the complex regulatory mechanisms affecting human disease. Programs such as Artemis (Rutherford et al. 2000) , Savant (Fiume et al. 2010) , and BamView (Carver et al. 2010 ) are good options to visualize NGS data sets. Additionally, tools such as the integrative genomics viewer (IGV) and the UCSC Genome Browser are able to compile diverse data sets from NGS or array-based platforms for a comprehensive analysis of different types of data (Kent et al. 2002; Robinson et al. 2011; Thorvaldsdottir et al. 2013) .
These genome viewers allow researchers to upload their own data alongside publically accessible data sets for comparative and integrative analyses. These platforms are very comprehensive and dynamic: users can focus on predefined features to specific regions of interest and view the locus at different scales (from nucleotide-level resolution to chromosome bands). Genome regions are richly annotated with data from several different projects including the ENCODE project (Djebali et al. 2012; Dunham et al. 2012; Gerstein et al. 2012; Neph et al. 2012; Sanyal et al. 2012; Thurman et al. 2012) . ENCODE has cataloged a vast array of functional elements in the human genome and has deposited its data with the UCSC Genome Bioinformatics website (http://genome.ucsc.edu). Additionally, the UCSC Genome Browser can be used to create personalized private sessions to share data and results with collaborators or with students. We found this option to be ideal to share results among lab members working on the same project as well as within different laboratories in a consortium.
Viewing data is quite simple on the UCSC Genome Browser, but it lacks automated data analysis functionality. Platforms, such as Galaxy (http://www.galaxyproject.org/) (Blankenberg et al. 2010; Giardine et al. 2005; Goecks et al. 2010) , written in Python are a good place to start and can be used to establish workflows that include user inputs and data integration with data available on the UCSC Genome Browser, BioMart (http://www.biomart.org/), or InterMine (http://intermine.github.io/intermine.org/). This tool provides an interactive platform to aid in genome analysis. Circos (http://circos.ca/) is a software tool developed by Martin Krzywinski at the Genome Sciences Centre in Vancouver, Canada (Krzywinski et al. 2009 ). 'Circos plot' as it is referred to in the literature is meant to be a visualization tool to represent complex data that would otherwise be depicted using lengthy spreadsheets and tables. It was originally designed to visualize genomic data such as mutation and structural variation in cancer genomes. For example, a common Circos plot, seen in many genomics articles is used to represent different somatic alterations found in cancer cells, including deletions, insertions, point mutations and translocations between two or more loci. Since Circos plots are of a circular orientation, they are ideal to represent multiple layers of information about a specific genomic locus in concentric circles known as 'tracks'. Circos is a Perl-based program but once all the modules have been installed and after practicing the main online tutorials, it does not require extensive Perl knowledge. For those with limited programming experience, Circos also offers an online tool where you can load your data in a table format and a plot is automatically generated. This online tool, however, can be used only for a limited number of data points.
Depicting genomic structural variation was the main goal of Circos but it can be used to visualize many different data types and their relationships. Circos generates both png/svg files as well as html files. With additional tools such as Java programming or some basic knowledge of database management, advanced users can implement an interactive webpage to expand beyond the static images that Circos generates. However, due to the circular nature of the figures updates require re-mapping of the hyperlinks attached to each data point because the relative position of previously depicted data points changes as well.
Cytoscape (www.cytoscape.org) provides an excellent platform for representing molecular and genetic interaction datasets (Shannon et al. 2003 ). This program is open source and allows the user to visualize simple and complex networks with associated attributes of both nodes and edges. Unlike the UCSC Genome Browser and Circos, Cytoscape also acts as a data integration and analysis tool through core applications. It can calculate network statistics, such as density, node degree distribution, shortest path length, as well as other variables that describe network topology. Additionally, the core tools can be used to integrate multiple datasets and adapt the visualization settings. A number of specialized downloadable "Apps" (Previously referred to as "Plug-ins") that can be run through the Cytoscape interface provides a robust analytical pipeline. Third party App developers have contributed numerous tools that aid in the analysis of biological networks. Many of these Apps can also be run from the command line or through the developer's website, but the integration with Cytoscape visualization tools can provide insightful abstract visualizations that depict features of the underlying data.
Cytoscape frequently provides updated releases of the program and is currently distributing version 3.x. A drawback of third party App development is that support for newer versions of Cytoscape may be lacking. As a temporary solution Apps can be run on older versions of Cytoscape (Saito et al. 2012) . GeneMANIA (http://www. genemania.org/) is a Cytoscape App that can also be used as stand-alone web tool for the novice to explore datasets without the need to be proficient in Cytoscape.
Dataset analysis
A primary goal of systems-based projects that utilize large datasets is to generate biologically meaningful testable hypotheses from the underlying data. For the experimentalist, these large datasets are just the beginning. While systems biologists focus on the integration of data to develop unified theories of biological phenomena, they represent a subset of the research community as a whole where the primary focus has been reductionist in nature. Regardless of their focus, both groups need to use computational tools to aid in data analysis.
The types of analytical tools that can be used are dependent upon the available datasets chosen by the researcher. The preferred tools should be decided upon early in the planning stages of the project so that any biological data sets generated will be available to be integrated directly into the analysis pipeline. For instance, projects that will score protein-protein interactions of affinity purification-mass spectrometry (AP-MS) need to have at least two replicate screens for each bait if the significance analysis of interactome (SAINT) algorithm is to be applied (Choi et al. 2011) . Additionally, SAINT can use either an unsupervised mixture model where interactions are scored relative to other baits in the screen or a semi-supervised mixture model that factors in control screens. The unsupervised model would not work well with evolutionarily conserved proteins as baits because they may have the same protein partners or with baits that exist in the same complex or pathway. Therefore, it is important to understand the needed inputs and the biological context of the data prior to utilizing a data analysis platform.
Once the needed data is generated in the lab or extracted from public databases it can be run on a number of different computational resources or through a single workflow with different parameters of analysis. In general terms, most of these analyses will provide output regarding one or more of the following features: lists of altered genes/ transcripts/proteins, network organization, annotation, overlapping features through data integration, and pathway modeling. Many times, the output from one analysis is fed into another tool to refine the knowledge base. One emerging issue is keeping track of all of the tools, workflows, and parameters used in a bioinformatics project. To ensure data integrity, reproducibility and optimization of workflow performance, data provenance models such as BioQ (Saccone et al. 2012) , SemPoD (Jayapandian et al. 2012) , and PROV-DM model (de Paula et al. 2013 ) have been developed to track the origin of the biological data and the processes used to analyze it.
The goal of this review is not to assign computational tools to specific projects, but rather inspire the individual researcher to explore all of the options available to make full use of their data. To this end, it is helpful to consider several recently published studies that make use of computational tools and how the bioinformatics techniques were used to decipher the underlying biology of large datasets.
Project example 1: protein interaction network modularity (Hauri et al. 2013) This project completed an elegant protein-protein interaction network analysis of human Hpo signaling pathway, which controls tissue and organ homeostasis in metazoans (Harvey and Tapon 2007; Pan 2007) . In this study, the eight core proteins of the Hpo pathway and 26 secondary baits, which interacted with one of the core components, were analyzed by affinity purification coupled to mass spectrometry. To assign protein identifications from the experiments, this group used the bioinformatics pipeline X! Tandem tools (Craig and Beavis 2004) to search the spectra and the Trans Proteomic Pipeline (Deutsch et al. 2010 ) components PeptideProphet and ProteinProphet to statistically evaluate spectra matches and protein inference. Spectral counting using Abacus (Fermin et al. 2011 ) was used to determine the normalized spectral abundance factor, NSAF, which helped to refine the dataset into a high-confidence interacting proteins (HCIP) list consisting of 270 interactions from 480 total interactions. The data were then visualized using Cytoscape.
This and similar types of mass spectrometry data analysis pipelines have become routine for many researchers utilizing mass spectrometry, but this paper was able to take the analysis of protein interactions a step further using a cluster analysis of HCIP abundance in the mass spectrometry experiments relative to the bait. Using an un-centered Pearson correlation calculation, the authors were able to demonstrate the modularity of the Hpo pathway interactome. This added analysis resulted in the discovery that each of the three main modular pathways associated with Hpo signaling converged on the effector protein YAP1, which indicates that this protein is essential for coupling the biological processes of cell polarity and cell growth controlled by the Hpo pathway. This type of clustering analysis was previously shown to determine the modular nature of biological networks (Sardiu et al. 2008 ). This particular case study exemplifies the utility of a streamlined bioinformatics tool pipeline.
Project example 2: multiple lines of evidence integration (Tamborero et al. 2013b) When determining the genes that are responsible for driving carcinogenesis it is important to understand the initiating events and the evolution of tumors, essential knowledge for the development of precision medicine. Several computational models have been developed to identify these cancer driver genes including MuSiC (Dees et al. 2012) , OncodriveFM (Gonzalez-Perez and Lopez-Bigas 2012), OncodriveCLUST (Tamborero et al. 2013a ), MutSig (Lawrence et al. 2013) , and ActiveDriver (Reimand and Bader 2013) . The authors of this particular study propose that classifying cancer driver genes is improved using multiple evidence predictions. In essence, high-confidence cancer driver (HCD) genes can be classified as such if they are picked up as "hits" in more than one of the predictions methods described above. By taking a heuristic approach, the authors identify a list of 291 HCDs of which 165 are novel having no previous classification as cancer genes in the Cancer Gene Census (Futreal et al. 2004 ). This particular study is an excellent example of multiple bioinformatics tools being designed for the same purpose. Although each tool has its own strengths and weaknesses, when combined their capacity to identify biologically significant events is enhanced.
Project example 3: integrating diverse data sets for somatic mutation analysis (Reimand and Bader 2013) This example is an illustration of more advanced computational problems and the development of new models. While this strategy may be too complex for beginners it provides an excellent example of how computational programs in the lab can be used to drive discovery. This research involves an elegant demonstration of deciphering underlying biological phenomena from the integration of multiple existing data sets with the development of novel statistical analyses. In this study, the authors integrated data sets that included 10,900 missense somatic cancer mutations from 793 samples covering 8 cancer types along with any available clinical outcomes data (Ding et al. 2008; Jones et al. 2008; Parsons et al. 2008; Puente et al. 2011; TCGA 2008 TCGA , 2011 Totoki et al. 2011; Wood et al. 2007) , 73,872 phosphorylation events in 10,279 proteins (Dinkel et al. 2011; Hornbeck et al. 2012; Keshava Prasad et al. 2009) , and an author compiled data set of 4,823 kinase-substrate interactions.
The goal of this integration was to study the correlation between single-nucleotide variants that affect phosphorylation (pSNVs) and downstream signaling events in cancer. This type of analysis is significant because pSNVs occur more frequently than expected, indicating the importance of these variants on cancer pathways.
To identify genes with significant pSNVs, this group developed a linear regression model named ActiveDriver, written in R, which found a total of 58 genes with significantly mutated phosphorylation sites. The researchers also developed another search algorithm named HyperModules that analyzes local network characteristics and assesses correlation to clinical outcomes. The analysis yielded 16 statistically significant signaling modules associated with cancer survival data. Additionally, functional enrichment analyses based on gene ontology and pathway annotations of the pSNV genes were performed using GO categories (Ashburner et al. 2000) , REACTOME pathways (Matthews et al. 2009) , and the CORUM database of protein complexes (Ruepp et al. 2010 ). This revealed a number of pSNV enrichments in pathways, complexes, and biological processes associated with cancer. Highly integrative research programs such as this highlight the ability to utilize publicly available data sets to develop novel models to explain biological systems and generate new hypotheses.
Final considerations
The experience of the laboratory in incorporating computational resources and the case studies presented here illustrate how, with basic to intermediate programming capabilities, one can significantly streamline the data analysis for a project. Despite the potential of this approach several barriers to its implementation exist. Many times these are trivial issues such as file formats and conversions between operating systems. Despite the challenges we believe that when checking line endings in text files and compiling software become second nature to experimental biologists many valuable datasets can be manipulated to enrich a research program.
Consistent use of bioinformatics tools and programming will lead to the inevitable bug that needs to be sorted out. As one gets more acquainted with programming and various syntaxes, debugging becomes much easier. It is also useful to know that the online community has probably already encountered and solved your issue, or one very similar to it, and quick web searches for solutions can save time. Websites like stackoverflow.com are an excellent repository for computer software and scripting issues; you can receive expert advice on overcoming your own programming problems by posting questions to the online community.
In the end there are two choices to personal advancement of programming knowledge: do it yourself, or take courses. It may take a long time as you fit it in with experiments, writing manuscripts, and applying for grants. On the other hand, taking an introductory course can provide you with a wealth of knowledge and allow you to apply it quickly. However, most introductory courses will focus on one programming language and operating system, and you will likely need to learn much on your own based on the computing requirements of each analysis. Finally, introductory bioinformatics courses should be adopted as core curricula for biology majors at both the undergraduate and graduate levels. This will provide researchers with the basic knowledge needed to decipher biological meaning from omics level research.
Importantly, the transition to include computational tools to your cancer genetics program needs to be made not only on the personal 'mind-set' level but also implemented as a laboratory 'mind-set'. A simple and convenient approach is to choose a small set of tools, datasets, and programming languages. Once the choice is made different members of the laboratory can be assigned tasks: one person will become the reference for the Genome Browser or TCGA or ENCODE datasets; one person will be responsible for learning Circos, etc. This way, lab members can act as springboards for other members that wish to apply these tools to their project. The matching of which tools to assign to which individual should follow their skills as well as how the resource is critical for that individual's project.
Although the road to a more computation-literate lab is a rocky one, we are certain that the simple recommendations and suggestions described here show the way to chart a path suited to each laboratory. It is our opinion that these efforts will pay by generating novel hypotheses and enriching the interpretation of your biological results.
