Since searching for the global minimum on the potential energy surface of a cluster is very difficult, many geometry optimization methods have been proposed, in which initial geometries are randomly generated and subsequently improved with different algorithms. In this study, a size-guided multi-seed heuristic method is developed and applied to benzene clusters. It produces initial configurations of the cluster with n molecules from the lowest-energy configurations of the cluster with n -1 molecules (seeds). The initial geometries are further optimized with the geometrical perturbations previously used for molecular clusters. These steps are repeated until the size n satisfies a predefined one. The method locates putative global minima of benzene clusters with up to 65 molecules. The performance of the method is discussed using the computational cost, rates to locate the global minima, and energies of initial geometries.
Introduction
Nanoclusters have specific physical and chemical properties compared with the corresponding bulk material. To understand properties of a cluster, it is important to know the structure. It has been theoretically investigated with geometry optimization methods. Geometry optimization of the cluster is usually carried out using nondeterministic algorithms since there are huge number of local minima on the potential energy surface (PES). [1] When atomic clusters are compared with molecular ones, the latter shows more complicated PES than the former because of combinations of positions and orientations of molecules. The complication restricts the size of the clusters whose global-minimum geometries can be obtained to a few ten molecules. The purpose of this study is to improve this by developing a novel optimization method.
Optimization methods are divided into two groups, biased and unbiased algorithms. [2, 3] Unbiased algorithms search for the global minimum from randomly generated geometries. Since these geometries are usually amorphous and significantly different from the corresponding optimal geometry, the potential energies are much higher than the lowest energy and must be minimized by a lot of geometrical perturbations and local optimizations. As improvements of the optimization algorithms, the following points are considered: (1) generation of more reasonable initial geometries than randomly generated ones; (2) development of efficient geometrical perturbations; and (3) reduction of the number of local minima by smoothing the PES. Devises on mutation and crossover operators in evolutionary algorithms are included in the point 2. [1, 4] The present author proposed interior and surface operators as geometrical perturbations in the heuristic optimization method. [5] 4 model), [26] and Bartolomei, Pirani, and Marques (BPM model).
[20]
The maximum number of molecules in the cluster is 30 [17] [18] [19] for the OPLS-AA and WS models, and 25 [20] for the BPM model.
Other potentials are also used for only (C 6 H 6 ) 13 . [27] Accordingly the geometries of the clusters with more than 30 molecules have never been investigated. This indicates that it is difficult to locate the global minima of them.
[ [17] [18] [19] [20] The BPM intermolecular potential is considered to be more reliable than the WS and OPLS-AA ones since the benzene dimer of the BPM model takes a T-shaped structure in accordance with the experiment whereas the WS and OPLS-AA models give more tilted structures. [20] Hence the BPM model is used in the present study. The potential energy of (C 6 H 6 ) n is given in terms of the intermolecular interaction V(i, j):
The interaction is expressed by the sum of electrostatic and non-electrostatic terms: 
where q and ε 0 represent electronic charges of sites and permittivity of vacuum, respectively.
The non-electrostatic term is calculated with the distance r kl between kth and lth atoms in molecules i and j as follows: 
The values of the potential parameters, c kl , ε kl , m kl , r 0,kl , β kl , A CH , and α CH , are listed in Table 1 .
Geometry Optimization
Geometries of the small clusters (n ≤ 5) were easily optimized with a random search method. In the method, 200 geometries generated randomly were optimized with a limited memory quasi-Newton method. [28] The global minima of the n = 2, 3, 4, 5 clusters were located 200, 100, 30, and 30 times, respectively. The potential energies of them are listed in Table 2 .
For the clusters with n ≥ 6, SGMS-HMGP was used to obtain the global-minimum geometries.
The flowchart of the method is shown in Figure 1 . The following procedure is carried out: (1) The random search method is performed for (C 6 H 6 ) 5 to yield seeds of (C 6 H 6 ) 6 (part A in Figure 1) . (2) Duplicate configurations are excluded from the seeds of (C 6 H 6 ) n (n ≥ 6) using the energies and rotational constants (A ≥ B ≥ C). Two geometries a and b are considered to be identical if the following conditions are satisfied:
The N seed lowest-energy seeds of (C 6 H 6 ) n are selected (part B in Figure 1 ). For each seed, a molecule is arbitrarily added on the surface and the geometry of the cluster is optimized with the quasi-Newton method. [28] (4) The resultant geometries of (C 6 H 6 ) n are optimized with HMGP [17] (part C in Figure 1) . (5) The size is increased by 1 and the second, third, and fourth steps are performed until the size of the cluster satisfies a predefined value of 65.
In the step 3, seeds are selected with the energy-based criterion after the selection of parents in evolutionary algorithms. [4, 29] However, this is not efficient for systems where similar seeds are often selected. In this case, the same optimized geometry is obtained many times. This may lower the ability of the method to locate the global minimum.
Using an evolutionary algorithm combined with local optimization, Pereira and Marques [30] investigated the relationship between the performance of the algorithm and the diversity of the population. The result shows that the diversity based on structural information is important to increase the efficiency of the algorithm. This suggests that the above case can be avoided through structural diversity of seeds. Combining the energy-based criterion with geometry-based criteria (local structures which are discussed later) would be useful. [31] In the step 4, the interior (I), surface (S), and orientation (O) operators perturb geometries in this order.
[17]
Every geometry generated with the operator is optimized with the quasi-Newton method [28] as shown in Figure 1 . The I operator moves m molecules with the highest potential energy to the surface of the sphere which takes the radius of r e /2 (r e denotes the equilibrium distance of the dimer 5.0 Å) and the center coincident with the center of mass of the cluster. Only outer molecules are selected as moved ones to reduce the number of the combinations calculated below.
The energy of m molecules (the number of m is randomly selected from 1 to 5) is calculated with the following expression:
Here the numbering of molecules is expressed by s 1 , s 2 , …, s m , From all the combinations of m molecules, the one with the highest potential energy is selected. When the energy of the cluster is lowered after the I operator followed by the local optimization, the geometry is updated. If the update does not occur during the last 10 operations, the S operator is carried out. This operator also moves the highest-energy molecules. However, the positions of the moved molecules are different from those due to the I operator; the S operator selects the most stable positions on the surface of the cluster (for the detail of the stable positions, see ref [17] ). The highest-energy, second highest-energy and third highest-energy molecules are separately moved in this order.
Subsequently the number of the moved molecules increases at an interval of 1. When the energy-lowering is observed for the operation, the geometry is updated and the highest-energy molecule is moved again (the S operator returns to the initial step). If the S operator with 4 moved molecules does not improve the energy, the O operator is performed. That is, the orientations (Euler angles) of all molecules are randomly determined. When the O operator does not lower the energy during the last 10 operations, the calculation of the current geometry is terminated. The repetition times of the I, S, and O operators depend on the number of the updates of the geometries.
The whole sum of the repetition times is shown later as computational cost. The number of the molecules moved with these operators were taken from the previous study on the benzene clusters. [17] As discussed later, the ability of the O operator to improve geometries was low for large clusters. This was found after all the geometries of the clusters with n ≤ 55 were optimized.
Hence it was not adopted for the clusters with n ≥ 56.
In this work, 7 runs with N seed = 50 and 4 runs with N seed = 100 were performed; a run means the whole calculation from (C 6 H 6 ) 6 to (C 6 H 6 ) 65 . The number of seeds was empirically determined by performing some test calculations. Since the numbers of the independent configurations of (C 6 H 6 ) 5 and (C 6 H 6 ) 6 were smaller than N seed , those of initial geometries of (C 6 H 6 ) 6 and (C 6 H 6 ) 7 were also smaller than N seed . However, those of the remaining clusters were equal to N seed . Table 2 lists the lowest energies of the clusters with 6 ≤ n ≤ 65 obtained with SGMS-HMGP. The corresponding geometries are deposited in the supporting information.
Discussion Comparison with the Previous Study on BPM clusters
Bartolomei et al. [20] report the potential energies of the global minima and a few low-lying minima of (C 6 H 6 ) n with n = 3, 13, 19. These values were equal to the corresponding ones obtained in the present study within 0.06 kJ mol -1 . The largest discrepancy was observed for the potential energy of the global minimum of (C 6 H 6 ) 19 ; the values in the literature [20] and this study are −613.682 kJ mol -1 and −613.627 kJ mol -1 , respectively. This would be ascribed to the differences between the potential parameter values used in the previous [20] and present studies. The energy differences ∆V(n) between the global and local minima for (C 6 H 6 ) n with n = 8, 9, 10 are also reported in the literature.
These were reproduced by the present method within 0.001 kJ mol -1 . However, the assignments of the local minima of (C 6 H 6 ) n with n = 8, 10 in the literature are different from those in this study. In the previous study, [20] the minima with ∆V(8) = 2.188 kJ mol -1 and ∆V(10) = 1.535 kJ mol -1 are assigned to the second and third lowest-energy configurations, respectively whereas the present results show that these are assigned to the third and sixth lowest-energy configurations, respectively. Several local minima would be missing in these clusters.
Performance of SGMS-HMGP
In the previous study [17] on the benzene clusters (n ≤ 30) expressed by the WS model, a lot of randomly generated geometries were improved with HMGP to locate the global minima. These were later confirmed with the evolutionary algorithm.
[19]
Hence HMGP with randomly generated geometries is an excellent optimization method for benzene clusters with n ≤ 30. In this study, for each of the n = 6 -25, 30 BPM clusters, HMGP with 400 randomly generated geometries was performed to locate the global minimum at least twice whereas the clusters with n = 26 -29 were omitted because of saving of computational time. The potential energies calculated with HMGP were equal to those in Table 2 . Hence the global minima of the BPM clusters with n ≤ 30 are considered to be reliable.
As mentioned in the introduction, it is expected that the multi-seed strategy introduces a certain unbiased property into the method. To clarify the property of the multi-seed strategy by comparing it with the single-seed one, 100 runs with N seed = 1 were carried out for the clusters with n ≤ 40.
Each of these runs reproduced only the global minima for 3 to 13 cluster sizes. This indicates that SGMS-HMGP with 50 and 100 seeds has a certain unbiased nature.
For the n-molecule cluster, the performance of SGMS-HMGP and HMGP is examined using the average number of geometries required for searching for the global minimum N per (n). This number is equal to the number of local optimizations consuming most of computational time and thus represents computational effort to search for the global minimum. The number N per (n) is calculated using the equation:
Here N all geom (n) and N gm (n) denote the total number of geometries generated in the optimization of the cluster and the number of the initial geometries from which the global minimum is located, The term N all geom (n) in eq. (6) is given by
where N cost (n) denotes the average number of geometries generated from an initial geometry and is used as computational cost per initial geometry in this study. Since a hit rate R hit (n) is expressed by
Hence the performance is discussed with the computational cost and hit rate which are closely related to the energies of the initial geometries as described later. The cost and hit rate are shown in Figures 3 and 4 , respectively (the data are deposited in the supporting information). In Figure 3 , SGMS-HMGP gradually decreases the cost for n ≥ 12 and significant decrease is found for n = 56
because the O operator is not carried out. However, N cost (n) of HMGP increases with increasing size and is higher than the corresponding one of SGMS-HMGP for n ≥ 12. Figure 4 shows that most of the hit rates for SGMS-HMGP are higher than the corresponding rates for HMGP. Hence the performance of SGMS-HMGP is determined by the low computational cost and high hit rate.
The above results can be explained in terms of the initial geometries. Figure 5 shows the potential energies of them relative to the global-minimum ones;
V ini (n) and V gm (n) mean the potential energies of the initial and global-minimum geometries of (C 6 H 6 ) n , respectively. The values obtained with SGMS-HMGP are smaller than those with HMGP.
This indicates that the initial geometries of SGMS-HMGP take more efficient packing than those of HMGP. Hence the number of the local optimizations required for the former is smaller than that for the latter. This is consistent with the discussion on the computational cost.
The hit rate is also related to the initial energies. The present method adopts the monotonic descent algorithm. Hence search spaces on the PES are restricted by the initial geometries since spaces with energies higher than the initial energies are prohibited. The differences shown in Figure 5 indicates that the search spaces of SGMS-HMGP are smaller than those of HMGP. This may increase the hit rate for SGMS-HMGP compared with that for HMGP, in agreement with the above discussion. Consequently the energy lowering of initial geometries enhances the performance of SGMS-HMGP through the low computational cost and high hit rate.
The relationship between performance of optimization methods and initial energies would hold for other methods with monotonic descent algorithms. Hence a key factor for the improvement of the algorithms is to generate initial geometries with low potential energies.
Two features are also detected in Figure 5 ; (1) there are striking peaks at the sizes of 13, 19, 34, 41, 43, and 57 in the result of SGMS-HMGP; and (2) the relative energy of SGMS-HMGP tends to slowly increases with increasing size. The feature 2 suggests that the size-guided multi-seed algorithm is more suitable for geometry optimization of large clusters than other methods with randomly generated geometries. The feature 1 is explained by the fact that these sizes correspond to the magic numbers clarified later.
The global minima of the clusters with n > 30 are obtained with SGMS-HMGP. To verify them and examine the efficiency of the method, application of other methods to these clusters would be necessary.
Geometrical Perturbations in SGMS-HMGP
To elucidate the performance of the geometrical perturbations, energy lowering due to each perturbation was examined. Figure 6 shows the values of ∆V gp (n) = V after gp (n) -V before gp (n) where V after gp (n) and V before gp (n) mean the potential energies obtained after and before the geometrical perturbation followed by the local optimization, respectively. Three features are found for the results of SGMS-HMGP ( Figure 6a ): (1) for n ≤ 16, the I operator lowers the potential energies more than the other operators; (2) for n ≥ 17, the energy decrease due to the S operator is larger than that of the I operator; and (3) the O operator has little or no effect on the energy lowering for n ≥ 30.
Hence the O operator is not necessary for geometry optimization of large clusters. For HMGP (Figure 6b ), the efficiency of the I operator is much higher than that of the S operator and the O operator contributes to location of the global minima as found for the WS benzene clusters.
These results show that the algorithm for generating initial geometries considerably affects the performance of the geometrical perturbations. A significant difference between the two methods is found for the energy lowering due to the I operator since because packing of the initial geometries generated with the size-guided multi-seed algorithm is more efficient than that of randomly generated geometries.
Stepwise Increase of Size in Size-Guided Algorithm
The cluster size increases one by one in SGMS-HMGP. Even though one would like to treat only the n-molecule cluster, the present method requires beginning from the 6-molecule cluster. Hence the computational time of HMGP for (C 6 H 6 ) n is compared with that of SGMS-HMGP required for locating the global minima of (C 6 H 6 ) 6 to (C 6 H 6 ) n in Figure 7 ; the time averaged over all the hits is used in the figure. The time of SGMS-HMGP is comparable to that of HMGP. Hence SGMS-HMGP and HMGP are useful for the single size calculation (n ≤ 30) but the former is superior to the latter for larger sizes.
The increase in size ∆n adopted in the algorithm is set to be 1 but any positive integer can be used for it. As the number of ∆n gets larger and larger, SGMS-HMGP reaches a predefined cluster size quickly. However, energies of initial geometries generated with ∆n ≥ 2 would be larger than those with ∆n = 1 since molecules added to the seed are arbitrarily placed on the cluster surface.
Consequently, the performance decreases by increasing the number of ∆n. At present, strategies satisfying the quickness and excellent performance are not found.
Growth Sequence of BPM Benzene Clusters
To understand structural features of the clusters, the molecule closest to the center of mass of the cluster was selected as an origin and distances between the centers of mass of the origin molecule and the other molecules were calculated.
The results are shown in Figure 8 . The intermolecular distances less than 7 Å show formation of the first shell around the origin molecule.
The second and third shells occur in the clusters with intermolecular distances larger than 7 and 12 Å, respectively. The borderlines of 7 and 12 Å are not distinct since the definition of the shells is unclear for distorted geometries observed for the benzene clusters as shown later. 13 The relative stability of the cluster is calculated with second energy difference:
The values of ∆ 2 E n are shown in Figure 9 . A transition from structures obeying shell-by-shell growth sequence to those in periodic solid states is an important property of clusters. This is not observed for the BPM benzene clusters since no periodic feature emerges in them. However, acetylene clusters [33, 34] and carbon dioxide clusters [35] show the transition at cluster sizes less than 40. The geometrical differences between benzene molecule and two linear molecules must be related to the transition but understanding of it in terms of molecular shapes is lacking.
[36]
As described above, calculations of structures of clusters are important to investigate the growth sequence, building principle, magic numbers, and structural transitions. However, possible cluster sizes treated with the existing methods are so small that these cannot calculate the above properties in wide range of the sizes. Further development of optimization methods for molecular clusters is required to elucidate them.
Conclusions
Using the potential reported by Bartolomei et al., [20] geometry optimizations of benzene clusters were carried out with SGMS-HMGP. The putative global minima of the clusters with up to 65 molecules are reported. The maximum size of the clusters is ca. 2 times as large as that in the previous studies (25 or 30) . This indicates that SGMS-HMGP is efficient for geometry optimization of benzene clusters. The performance of the method is enhanced by the energy lowering of initial geometries due to the side-guided multi-seed algorithm. Using many seeds is essential to search for the global minima. The benzene clusters with n ≤ 65 show shell-by-shell [32] growth sequence.
The size-guided multi-seed algorithm can be used for other optimization problems because of the following reasons: (1) the method requires no prior information on problems (geometrical features);
(2) the implementation of the algorithm in other methods is easy; and (3) the algorithm is efficient for large cluster. The present study uses the heuristic method combined with the geometrical perturbations to improve geometries. However, other algorithms such as evolutionary algorithm [4, 13, 29] and basin-hopping algorithm [7] are also used as strategies of geometrical improvements. It would be very interesting to apply SGMS-HMGP to other systems, multicomponent Lennard-Jones atomic clusters, [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] water clusters, [19, [50] [51] [52] [53] [54] [55] [56] [57] [58] [59] [60] [61] [62] [63] [64] [65] [66] and off-lattice protein models. [67] [68] [69] [70] [71] [72] [73] [74] [75] [76] [77] [78] [79] [80] [81] [82] [83] [84] These applications are helpful to evaluate the size-guided multi-seed algorithm. The results of other optimization methods for the BPM benzene clusters are also required to elucidate the efficiency of the present method.
Additional Supporting Information may be found in the online version of this article. b In the calculation of the electrostatic term, the position of the positive charge is used for the C atom and the atomic position is used for the H atom. method to obtain all the global minima of (C 6 H 6 ) 6 to (C 6 H 6 ) n (closed circles) with that of the 22 heuristic method with randomly generated geometries to obtain the global minimum of (C 6 H 6 ) n (open circles). 
