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Abstract
We present direct logarithmically optimal in theory and fast in practice algorithms
to implement the tensor product high order finite element method on multi-dimensional
rectangular parallelepipeds for solving PDEs of the Poisson kind. They are based on
the well-known Fourier approaches. The key new points are the fast direct and inverse
FFT-based algorithms for expansion in eigenvectors of the 1D eigenvalue problems for
the high order FEM. The algorithms can further be used for numerous applications, in
particular, to implement the tensor product high order finite element methods for various
time-dependent PDEs. Results of numerical experiments in 2D and 3D cases are presented.
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1 Introduction
We present direct fast algorithms to implement nth order (n > 2) finite element method
(FEM) on rectangular parallelepipeds [4] for solving a N -dimensional generalized Poisson equa-
tion (N > 2) with the Dirichlet boundary condition. The algorithms are based on the well-
known Fourier approaches, e.g., see [2, 10–12] and references therein. The key new points are
the fast direct and inverse algorithms for expansion in eigenvectors of the 1D eigenvalue prob-
lems for the high order FEM utilizing several versions of the discrete fast Fourier transform
(FFT) [3]. This solves the old known problem, see [2, p. 271], and makes the full algorithms
logarithmically optimal with respect to the number of elements as in the case of the bilinear
elements (n = 1) or standard finite-difference schemes. The algorithms are fast in practice
(faster than the theoretical expectations) and demonstrate only a mild growth in n starting
from the standard case n = 1. For example, in the 9th order case, the 2D FEM system for
220 elements containing almost 85 · 106 unknowns and the 3D FEM system for 218 elements
containing more than 190 · 106 unknowns are solved respectively in less than 2 and 15 min on
an ordinary laptop using Matlab R2016a code, see details below.
The algorithms can further serve for a variety of applications including general 2nd order
elliptic equations (as preconditioners), for the N -dimensional heat, wave or time-dependent
Schro¨dinger PDEs, etc. They can be applied for some non-rectangular domains, in particular,
by involving meshes topologically equivalent to rectangular ones [7]. Other standard boundary
conditions can be covered as well, see a brief description in [14]. Moreover, the Fourier structure
of algorithms is especially valuable for solving some wave physics problems, in particular, in-
volving non-local boundary conditions, e.g., see [2,6,13], whence our own interest arose. Clearly
the algorithms are also highly parallelizable.
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The paper is organized as follows. In Section 2, the statement of the 1D FEM eigenvalue
problem together with auxiliary FEM eigenvalue problems on and inside the reference element
are given. The basic Section 3 is devoted to a description of eigenvalues and eigenvectors of the
1D FEM eigenvalue problem and the fast direct and inverse algorithms for expansion in these
eigenvectors. Applications to the generalized Poisson equation in a N -dimensional rectangular
parallelepiped with the Dirichlet boundary condition are described in Section 4. Results of
numerical experiments for N = 2 and 3 are presented in detail in Section 5; all of them include
the standard case n = 1 for comparison.
2 The statement of 1D FEM eigenvalue problem
We first consider in detail the FEM for the simplest 1D eigenvalue ODE problem
−u′′(x) = λu(x) on [0, X], u(0) = u(X) = 0, u(x) 6≡ 0. (2.1)
We take the uniform mesh ω¯h with the nodes xj = jh, j = 0, K (i.e., 0 6 j 6 K) and
the step h = X/K. Let H(n)h [0, X] be the FEM space of the piecewise-polynomial functions
ϕ ∈ C[0, X] such that ϕ(x) ∈ Pn for x ∈ [xj−1, xj], j = 1, K, with ϕ(0) = ϕ(X) = 0; here Pn
is the space of polynomials having at most nth degree, n > 2.
Let S(n)K be the space of vector functions w such that wj ∈ R for j = 0, K with w0 = wK = 0
and wj−1/2 ∈ Rn−1, j = 1, K. Clearly dimS(n)K = nK−1. A function ϕ ∈ H(n)h [0, X] is uniquely
defined by its values at the mesh nodes ϕj = ϕ(xj), j = 0, K, with ϕ0 = ϕK = 0, and inside
the elements ϕj−1/2 = {ϕ(xj−1 + (l/n)h)}n−1l=1 , j = 1, K, that form the element in S(n)K .
We use the following scaled operator form of the standard FEM discretization for problem
(2.1)
Av = λCv, v ∈ S(n)K , v 6= 0. (2.2)
HereA = AT > 0 and C = CT > 0 are the global (scaled) stiffness and mass operators (matrices)
acting in S(n)K and together with λ independent on h; the true approximate eigenvalues are
λh = 4h
−2λ.
Let A = {Akl}nk,l=0 and C = {Ckl}nk,l=0 be the local stiffness and mass matrices related to
the reference element σ0 = [−1, 1] with the following entries
Akl =
∫
σ0
e′k(x)e
′
l(x) dx, Ckl =
∫
σ0
ek(x)el(x) dx,
where {el}nl=0 is the Lagrange basis in Pn such that el
(− 1 + (2k)/n) = δkl, for k, l = 0, n, and
δkl is the Kronecker delta. The matrices A, C and the related matrix pencil G(λ) := A − λC
have the following 3× 3–block form
A =
a0 aT ana A˜ aˇ
an aˇ
T a0
 , C =
c0 cT cnc C˜ cˇ
cn cˇ
T c0
 , G(λ) =
g0(λ) gT (λ) gn(λ)g(λ) G˜(λ) gˇ(λ)
gn(λ) gˇ
T (λ) g0(λ)
 . (2.3)
Here A˜, C˜ and G˜(λ) = A˜ − λC˜ are square matrices of order n − 1 with the column vectors
a, c, g(λ) = a− λc ∈ Rn−1 whereas pˇl ≡ (Pp)l = pn−l, l = 1, n− 1, for p ∈ Rn−1. The matrices
A, C and G(λ) are bisymmetric (i.e. symmetric with respect to the main and secondary
diagonals).
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Notice that Pij = δi(n−j) and P T = P−1 = P . Let Rn−1e and Rn−1o be the subspaces of even
and odd vectors in Rn−1, i.e. such that respectively Pp = p and Pp = −p. The decomposition
Rn−1 = Rn−1e ⊕ Rn−1o (for n > 3) is implemented by the formulas
p = pe + po, pe := 0.5(p+ pˇ), po := 0.5(p− pˇ). (2.4)
Notice that dimRn−1e = [n/2] and dimRn−1o = [(n− 1)/2], with Rn−1o = {0} for n = 2. Clearly
pˇ · q = p · qˇ, pˇ · qˇ = p · q for any p, q ∈ Rn−1. (2.5)
Hereafter the symbol · denotes the inner product of vectors in Rn−1.
Then problem (2.2) can be written in the following explicit form
gn(λ)vj−1 + gˇ(λ) · vj−1/2 + 2g0(λ)vj + g(λ) · vj+1/2 + gn(λ)vj+1 = 0, j = 1, K − 1, (2.6)
g(λ)vj−1 + G˜(λ)vj−1/2 + gˇ(λ)vj = 0, j = 1, K, (2.7)
with v0 = vK = 0, v 6≡ 0.
We also consider the auxiliary eigenvalue problems on and inside the reference element σ0
Ae = λCe, e ∈ Rn+1, e 6= 0; (2.8)
A˜e = λC˜e, e ∈ Rn−1, e 6= 0, (2.9)
where clearly A > 0, C > 0 and A˜ = A˜T > 0, C˜ = C˜T > 0; see some their properties in [13]
(where the problem similar to (2.6), (2.7) on the uniform mesh on [0,∞) for λ ∈ C was studied).
Denote by Sn and S˜n their spectra. Let {λ(l)0 , e(l)}n−1l=1 be eigenpairs of problem (2.9).
Lemma 2.1. 1. The subspaces Rn−1e and Rn−1e are invariant with respect to A˜ and C˜. Thus
each eigenvector in {e(l)}n−1l=1 can be chosen either even or odd. Also λ(l)0 > 0, l = 1, n− 1.
2. Similar properties are valid for problem (2.8) with the exception of one simple zero
eigenvalue.
Proof. Any bisymmetric matrix B of the order n− 1 commutes with P , i.e.
BP = PB, (2.10)
that implies the main result of Item 1. The property λ(l)0 > 0, l = 1, n− 1 is well-known.
For Item 2, the argument is similar taking into account that A(1 . . . 1)T = 0 (concerning
simplicity of λ = 0, see Proposition 5 in [13]).
One can check by the direct computation that all the eigenvalues in Sn and S˜n are simple
and Sn ∩ S˜n = ∅ at least for 1 6 n 6 9, see [13].
For low n, one can find Sn and S˜n analytically (with the help of Mathematica), in particular,
S˜2 = {2.5}, S˜3 = {2.5, 10.5}, S˜4 = {14 ±
√
133, 10.5} and S˜5 = {14 ±
√
133, 30 ± 9√5}
(repeatability of the eigenvalues is not occasional, see [13]).
We choose {e(l)}n−1l=1 as in Lemma 2.1 using scaling C˜e(l) · e(l) = 1.
Lemma 2.2. Let G˜(λ)p = −g(λ), where λ 6∈ S˜n. Let the vectors a and c be expanded as
a =
n−1∑
l=1
a(l)C˜e(l), c =
n−1∑
l=1
c(l)C˜e(l), with a(l) = a · e(l), c(l) = c · e(l). (2.11)
See G˜(λ), g(λ), a and c in (2.3). Then the following formulas hold
p =
n−1∑
l=1
a(l) − λc(l)
λ− λ(l)0
e(l) =
n−1∑
l=1
a(l) − λ(l)0 c(l)
λ− λ(l)0
e(l) − C˜−1c.
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Proof. For the expansions p =
∑n−1
l=1 ple
(l) and (2.11), we have
G˜(λ)p =
n−1∑
l=1
(
λ
(l)
0 − λ
)
plC˜e
(l), g(λ) =
n−1∑
l=1
(
a(l) − λc(l))C˜e(l),
and the result easily follows.
3 Solving of the 1D FEM eigenvalue problem and related FFT-based
algorithms
Below we impose the following assumption:
(A) the eigenvalues in Sn and S˜n are simple and Sn ∩ S˜n = ∅.
Recall that it is valid at least for 2 6 n 6 9 (below in Section 5 we verify it up to n = 21).
We introduce the auxiliary equation
γ̂(λ) ≡ −(g0 − g · G˜−1g)(λ)/(gn − gˇ · G˜−1g)(λ) = θ, (3.1)
where λ 6∈ S˜n, with the parameter θ. Its solving is equivalent to finding the roots of a polynomial
having at most nth degree, see [13]. In particular, owing to Lemma 2.2 this equation can be
rewritten as
a0 − λc0 +
n−1∑
l=1
(a(l) − λc(l))2
λ− λ(l)0
= −θ
(
an − λcn +
n−1∑
l=1
(aˇ(l) − λcˇ(l))(a(l) − λc(l))
λ− λ(l)0
)
. (3.2)
Here aˇ(l) = aˇ·e(l) and cˇ(l) = cˇ·e(l). Moreover, for 2 6 n 6 9 computations help to confirm that the
vectors e(l) are even and odd respectively for odd and even l provided that λ(1)0 < . . . < λ
(n−1)
0 ;
therefore aˇ(l) = (−1)la(l) and cˇ(l) = (−1)lc(l), l = 1, n− 1.
We define the simplest inner product in S(n)K and the corresponding squared C-norm
(y, v)
S
(n)
K
:=
K−1∑
j=1
yjvj +
K∑
j=1
yj−1/2 · vj−1/2, ‖v‖2C := (Cv, v)S(n)K .
Next theorem describes eigenvalues and eigenvectors of problem (2.2).
Theorem 3.1. 1. The spectrum of problem (2.2) consists in S˜n and the numbers
{
λ
(l)
k
}n
l=1
that are all n (and all positive real) solutions to equation (3.2) with θ = θk := cos pikK for
k = 1, K − 1. The numbers {λ(l)k }nl=1 differ from {λ(l)0 }n−1l=1 and are different for fixed k .
2. The following eigenvector corresponds to the eigenvalue λ(l)0 :
s
(l)
0,j = 0, j = 1, K − 1, s(l)0,j−1/2 = (−P )j−1e(l), j = 1, K, (3.3)
for l = 1, n− 1. Here (−P )j−1e = (−1)j−1e for even e, (−P )j−1e = e for odd e.
3. The following eigenvector corresponds to the eigenvalue λ(l)k :
s
(l)
k,j = sk,j, j = 1, K − 1, s(l)k,j−1/2 = p(l)k sin
pik(j − 1)
K
+ pˇ
(l)
k sin
pikj
K
, j = 1, K, (3.4)
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where sk,j := sin pikjK and p
(l)
k ∈ Rn−1 solves the non-degenerate algebraic system G˜
(
λ
(l)
k
)
p
(l)
k =
−g(λ(l)k ), for k = 1, K − 1, l = 1, n.
4. The introduced eigenvectors are C-orthogonal, i.e.(Cs(l)k , s(l˜)k˜ )S(n)K = 0 (3.5)
for any k, k˜ ∈ 0, K − 1, l ∈ 1, n− δk0 and l˜ ∈ 1, n− δk˜0 such that k 6= k˜ and/or l 6= l˜.
Consequently they form the basis in S(n)K , i.e. any w ∈ S(n)K can be uniquely expanded as
w =
n−1∑
l=1
w0ls
(l)
0 +
K−1∑
k=1
n∑
l=1
wkls
(l)
k . (3.6)
Proof. 1. We distinguish between two cases. Let first λ ∈ S˜n and e satisfy (2.9). Then, for any
j = 1, K, using equation (2.7) we get
0 = vj−1/2 · G˜(λ)e = G˜(λ)vj−1/2 · e = −
[
(g(λ) · e)vj−1 + (gˇ(λ) · e)vj
]
.
Clearly
G(λ)
 0e
0
 =
 g(λ) · e0
gˇ(λ) · e
 .
Since λ 6∈ Sn by assumption (A), we have g(λ) · e 6= 0 or gˇ(λ) · e 6= 0. Owing to assumption
(A) and Lemma 2.1, λ is simple in S˜n and e is either even or odd. Correspondingly either
gˇ(λ) · e = g(λ) · e 6= 0 and vj = −vj−1, or gˇ(λ) · e = −g(λ) · e 6= 0 and vj = vj−1. Since v0 = 0,
in both cases we get
vj = 0, j = 0, K. (3.7)
Thus equation (2.7) is reduced to G˜vj−1/2 = 0 and implies that vj−1/2 = cj−1/2e.
Now equation (2.6) is reduced to
cj−1/2gˇ(λ) · e+ cj+1/2g(λ) · e = 0, j = 1, K − 1.
Therefore cj+1/2 = −cj−1/2 for even e or cj+1/2 = cj−1/2 for odd e. Consequently the sought
eigenvector v satisfies (3.7) together with
vj−1/2 = (−1)j−1e for even e, vj−1/2 = e for odd e, j = 1, K
(v is defined up to a non-zero constant multiplier). Thus we come to eigenvectors (3.3).
2. Next let λ 6∈ S˜n. Then from equation (2.7) we get
vj−1/2 = −G−1(λ)[vj−1g(λ) + vj gˇ(λ)], j = 1, K. (3.8)
Inserting this into equation (2.6), we find the three-point equation
gˆn(λ)vj−1 + 2gˆ0(λ)vj + gˆn(λ)vj+1 = 0, j = 1, K − 1, (3.9)
where
gˆ0(λ) = (g0 − g · G˜−1g)(λ), gˆn(λ) = (gn − gˇ · G˜−1g)(λ).
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Straightforwardly the following equalities hold
G(λ)
 1−(G˜−1g)(λ)
0
 =
 gˆ0(λ)0
gˆn(λ)
 , G(λ)
 0−(G˜−1gˇ)(λ)
1
 =
 gˆn(λ)0
gˆ0(λ)
 .
If gˆn(λ) = gˆ0(λ) = 0, then the equalities mean that λ is at least double eigenvalue for problem
(2.8) that contradicts assumption (A).
If gˆn(λ) = 0 and gˆ0(λ) 6= 0, then equation (3.9) together with (3.8) lead to v = 0 thus such
λ does not satisfy (2.2).
Therefore gˆn(λ) 6= 0 and equation (3.9) is simplified to
vj−1 − 2γˆ(λ)vj + vj+1 = 0, j = 1, K − 1, (3.10)
with the function γˆ(λ) = gˆ0(λ)/gˆn(λ) (see it also in (3.1)). Since v0 = vn = 0, we can use the
expansion
vj =
K−1∑
k=1
v˜ksk,j, j = 0, K,
and define the vector v˜ := (v˜1, . . . , v˜K−1) of its coefficients. Using the expansion in (3.10) gives
2
K−1∑
k=1
v˜k
(
θk − γˆ(λ)
)
sk,j = 0, j = 1, K − 1. (3.11)
Clearly this equality is valid for some v˜ 6= 0 if and only if
γˆ(λ) = θk for some k = 1, K − 1. (3.12)
Notice that v˜ = 0 is equivalent to v = 0 in S(n)K (taking into account formula (3.8)).
Therefore λ satisfies (3.12); moreover, v˜j = δkj and consequently vj = sk,j, j = 0, K, together
with
vj−1/2 = −sk,j−1(G−1g)(λ)− sk,j(G−1gˇ)(λ), j = 1, K,
see (3.8) (all last three equalities are valid up to the same non-zero multilplier). Thus we come
to eigenvectors (3.4).
The total amount of eigenvalues λ 6∈ S˜n (taking into account their possible multiplicity) is
dimS
(n)
K − (n− 1) = n(K − 1). The maximal amount of roots algebraic equations (3.12) for all
k is the same so that each equation (3.12) has to possess exactly n distinct roots (for fixed k,
the written eigenvector v is defined by λ uniquely).
3. Property (3.5) is knowingly valid for eigenvectors s(l)k and s
(l˜)
k˜
corresponding to different
eigenvalues of problem (2.2), in particular, for k = 0 and k˜ 6= 0, or k = k˜ and l 6= l˜. The
remaining case will be covered below in Corollary 3.1 of the related Lemma 3.1.
Notice that: (1) the vectors s(l)0 are used only to describe the algorithm, and only the
vectors e(l) are applied in its implementation; (2) s(l)k,j are independent on l; (3) the vectors p
(l)
k
are independent on j and can also be computed owing to Lemma 2.2.
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Lemma 3.1. Let w ∈ S(n)K and wj−1/2 = qwj−1 + qˇwj, j = 1, K, for some q ∈ Rn−1. Then(Cs(l)0 , w)S(n)K = 0, l = 1, n− 1. (3.13)(Cs(l)k , w)S(n)K
= 2
{
c0 + c · p(l)k +
(
C˜p
(l)
k + c
) · q + θk[cn + c · pˇ(l)k + (C˜p(l)k + c) · qˇ]}(sk, w)ωh , (3.14)
for k = 1, K − 1, l = 1, n, where (sk, w)ωh :=
∑K−1
j=1 sk,jwj.
Proof. 1. For any v, w ∈ S(n)K , recalling notation (2.3) we have
(Cv, w)
S
(n)
K
=
K−1∑
j=1
[
2c0vj + cn(vj−1 + vj+1) + cˇ · vj−1/2 + c · vj+1/2
]
wj
+
K∑
j=1
(
cvj−1 + C˜vj−1/2 + cˇvj+1
) · wj−1/2. (3.15)
2. According to formulas (3.15) and (3.3), for even e(l), we get
(Cs(l)0 , w)S(n)K =
K−1∑
j=1
(−1)j(c− cˇ) · e(l)wj +
K∑
j=1
(−1)j−1C˜e(l) · (qwj−1 + qˇwj)
= C˜e(l) · (q − qˇ)
K−1∑
j=1
(−1)jwj = 0
since (c− cˇ) · e(l) = 0 and C˜e(l) · (q − qˇ) = 0 for any c, q ∈ Rn−1 as well as w0 = wK = 0.
For odd e(l), we similarly get
(Cs(l)0 , w)S(n)K =
K−1∑
j=1
(c+ cˇ) · e(l)wj +
K∑
j=1
C˜e(l) · (qwj−1 + qˇwj) = C˜e(l) · (q + qˇ)
K−1∑
j=1
wj = 0
since (c+ cˇ) ·e(l) = 0 and C˜e(l) · (q+ qˇ) = 0 for any c, q ∈ Rn−1 as well as w0 = wK = 0. Equality
(3.13) is proved.
3. Formula (3.15) together with (3.4) and (2.5) imply that
(Cs(l)k , w)S(n)K =
K−1∑
j=1
[
2
(
c0 + c · p(l)k
)
sk,j +
(
cn + c · pˇ(l)k
)
(sk,j−1 + sk,j+1)
]
wj
+
K∑
j=1
[(
C˜p
(l)
k + c
)
sk,j−1 +
(
C˜pˇ
(l)
k + cˇ
)
sk,j
] · wj−1/2 =: ∑′ +∑′′ . (3.16)
Owing to formula
sk,j−1 + sk,j+1 = 2θksk,j (3.17)
we first derive ∑′
= 2
[
c0 + c · p(l)k + θk(cn + c · pˇ(l)k )
]
(sk, w)ωh . (3.18)
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Second, using formulas (2.5) and (2.10), we get
∑′′
=
K∑
j=1
(
C˜p
(l)
k + c
) · q (sk,j−1wj−1 + sk,jwj) + (C˜p(l)k + c) · qˇ (sk,j−1wj + sk,jwj−1).
Owing to sk,0 = sk,K = 0, w0 = wK = 0 as well as formulas (3.17), we further derive
∑′′
= 2
(
C˜p
(l)
k + c
) · q (sk, w)ωh + (C˜p(l)k + c) · qˇ K−1∑
j=1
(sk,j−1 + sk,j+1)wj
= 2
[(
C˜p
(l)
k + c
) · q + θk(C˜p(l)k + c) · qˇ](sk, w)ωh . (3.19)
Adding (3.18) and (3.19), we prove (3.14).
Corollary 3.1. The orthogonality property (3.5) from Theorem 3.1, Item 4 is valid.
Proof. It remains to consider the case k, k˜ ∈ 1, K − 1 and k 6= k˜. Since then (sk, sk˜)ωh = 0, the
result follows from (3.14).
We call the calculation of w ∈ S(n)K by the coefficients wkl of the expansion (3.6) as the inverse
Fn-transform and the calculation of the coefficients wkl by w ∈ S(n)K as the direct Fn-transform.
We also consider related expansion of y ∈ S(n)K
y =
n−1∑
l=1
y˜0lCs(l)0 +
K−1∑
k=1
n∑
l=1
y˜klCs(l)k (3.20)
and the calculation of the coefficients y˜kl by y ∈ S(n)K that we call as the direct FCn-transform.
Let us describe their fast FFT-based implementation.
Theorem 3.2. 1. The inverse Fn-transform can be implemented according to the following
formulas
wj =
K−1∑
k=1
( n∑
l=1
wkl
)
sin
pikj
K
, j = 1, K − 1, (3.21)
wj−1/2 = (−P )j−1
n−1∑
l=1
w0le
(l)
+2
K−1∑
k=1
dk,e cos
pik
2K
sin
pik(j − 1/2)
K
− 2
K−1∑
k=1
dk,o sin
pik
2K
cos
pik(j − 1/2)
K
, j = 1, K, (3.22)
where dk,e and dk,o are respectively even and odd components of the vector dk :=
∑n
l=1wklp
(l)
k .
Note that (−P )j−1e = e for odd j and (−P )j−1e = −eˇ for even j for any e ∈ Rn−1.
The collection {wj}K−1j=1 can be computed by the standard inverse FFT with respect to sines.
The collection {wj−1/2}Kj=1 can be computed by n−1 modified inverse FFT related to the centers
of elements in the amount of [n/2] with respect to sines and [(n− 1)/2] with respect to cosines
using extensions dK,e := 0 and d0,o := 0, see algorithms DST-I, DST-III and DCT-III in [3].
2. The direct FCn-transform can be implemented basing on the standard formula
y˜kl =
(
y, s
(l)
k
)
S
(n)
K
/‖s(l)k ‖2C. (3.23)
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Here, first, for k = 0, l = 1, n− 1, the following formulas hold
(y, s
(l)
0 )S(n)K
=
( K∑
j=1
(−P )j−1yj−1/2
)
· e(l), ‖s(l)0 ‖2C = K. (3.24)
Second, for k = 1, K − 1, l = 1, n, the following formulas hold
(y, s
(l)
k )S(n)K
=
K−1∑
j=1
yj sin
pikj
K
+p
(l)
k,e ·
K−1∑
j=1
(yj−1/2 + yj+1/2)e sin
pikj
K
+ p
(l)
k,o ·
K−1∑
j=1
(yj+1/2 − yj−1/2)o sin pikj
K
, (3.25)
‖s(l)k ‖2C = K
{
c0 +
(
C˜p
(l)
k + 2c
) · p(l)k + θk[cn + (C˜p(l)k + 2c) · pˇ(l)k ]}. (3.26)
Notice that the sums in formula (3.25) are independent on l. The collection of all these coeffi-
cients can be computed using n standard direct FFTs with respect to sines.
3. Similarly to Item 2, the direct Fn-transform can be implemented basing on the standard
formula
wkl =
(Cw, s(l)k )S(n)K /‖s(l)k ‖2C. (3.27)
Here, for k = 0, l = 1, n− 1, the following formula holds
(Cw, s(l)0 )S(n)K =
(
C˜
K∑
j=1
(−P )j−1wj−1/2
)
· e(l). (3.28)
For k = 1, K − 1, l = 1, n, formula (3.25) with y := Cw is applicable. Alternatively, the
following formula holds as well
(Cw, s(l)k )S(n)K = 2
[
c0 + c · p(l)k + θk
(
cn + c · pˇ(l)k
)]K−1∑
j=1
wj sin
pikj
K
+q
(l)
k,e ·
K−1∑
j=1
(wj−1/2 + wj+1/2)e sin
pikj
K
+ q
(l)
k,o ·
K−1∑
j=1
(wj+1/2 − wj−1/2)o sin pikj
K
, (3.29)
where q(l)k,e and q
(l)
k,o are respectively even and odd components of the vector q
(l)
k := C˜p
(l)
k +c. Once
again all these coefficients can be computed using n standard direct FFTs with respect to sines.
Proof. 1. Let the coefficients wkl of expansion (3.6) be known. According to the first formulas
(3.3) and (3.4), the values of w for integer indices in (3.6) are reduced to (3.21).
To compute w for half-integer indices, we transform the second sum in (3.6). Owing to
decomposition (2.4) we rewrite the second formula (3.4) in the form
s
(l)
k,j−1/2 = p
(l)
k,e
(
sin
pik(j − 1)
K
+ sin
pikj
K
)
− p(l)k,o
(
sin
pikj
K
− sin pik(j − 1)
K
)
= 2 cos
pik
2K
p
(l)
k,e sin
pik(j − 1/2)
K
− 2 sin pik
2K
p
(l)
k,o cos
pik(j − 1/2)
K
, j = 1, K.
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Then using also the second formula (3.3), we obtain formula (3.22).
2. Now we consider the computation of the coefficients in expansion (3.20) for given y ∈ SK .
Owing to the orthogonality property (3.5), they first can be expressed in the form (3.23) for
k = 0, l = 1, n− 1 and k = 1, K − 1, l = 1, n.
Formulas (3.15) and (3.3) imply that
‖s(l)0 ‖2C = KC˜e(l) · e(l) = K, l = 1, n− 1.
Lemma 3.1 immediately implies formula (3.26) since (sk, sk)ωh = K/2.
By virtue of formulas (3.3) for the numerator of formula (3.23) for k = 0 we can write
(y, s
(l)
0 )S(n)K
=
K∑
j=1
yj−1/2 · (−P )j−1e(l) =
( K∑
j=1
(−P )j−1yj−1/2
)
· e(l).
By virtue of formulas (3.4) for the same numerator for k = 1, K − 1 we get
(y, s
(l)
k )S(n)K
=
K−1∑
j=1
yjsk,j +
K∑
j=1
yj−1/2sk,j−1 · p(l)k +
K∑
j=1
yj−1/2sk,j · pˇ(l)k . (3.30)
Therefore shifting by 1 the index in the second of these sums, and applying the identity a1b1 +
a2b2 = 0.5(a1 + a2)(b1 + b2) + 0.5(a1− a2)(b1− b2) and recalling decomposition (2.4), we derive
(y, s
(l)
k )S(n)K
=
K−1∑
j=1
yjsk,j + p
(l)
k,e ·
K−1∑
j=1
(yj−1/2 + yj+1/2)sk,j + p
(l)
k,o ·
K−1∑
j=1
(yj+1/2 − yj−1/2)sk,j.
Since also
pe · q = pe · qe, po · q = po · qo for any q, p ∈ Rn−1,
we obtain formula (3.25).
3. Owing to the orthogonality property (3.5), formula (3.27) is valid.
By virtue of formulas (3.3), (3.15) as well as C˜T = C˜ and P = P T for its numerator for
k = 0 we can write
(Cw, s(l)0 )S(n)K = (Cs(l)0 , w)S(n)K =
K∑
j=1
C˜(−P )j−1e(l) · wj−1/2 =
(
C˜
K∑
j=1
(−P )j−1wj−1/2
)
· e(l).
By virtue of formulas (3.16), (3.18) for the same numerator for k = 1, K − 1 we get(Cw, s(l)k )S(n)K = (Cs(l)k , w)S(n)K
= 2
[
c0 + c · p(l)k + θk
(
cn + c · pˇ(l)k
)]
(sk, w)ωh +
K∑
j=1
(
q
(l)
k sk,j−1 + qˇ
(l)
k sk,j
) · wj−1/2,
where q(l)k = C˜p
(l)
k + c. Transforming the last sum in the same manner as above the second and
third terms in (3.30), we obtain (3.29).
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4 Applications to the generalized Poisson equation
To begin with, we turn to the simple 1D ODE boundary value problem
−u′′(x) + αu(x) = f(x) on [0, X], u(0) = u(X) = 0, (4.1)
where for simplicity α = const > −(pi/X)2. Its FEM discretization has the operator form
4h−2Av + αCv = fh, v ∈ S(n)K , (4.2)
where fh ∈ S(n)K is the FEM average of f . Its solution can be written in the form
v =
K∑
k=0
n−δk0∑
l=1
f˜hkl
4h−2λ(l)k + α
s
(l)
k , (4.3)
of the expansion like (3.6), where f˜hkl are the coefficients of the expansion like (3.20) for the
vector fh; recall that δk0 is the Kronecker delta.
Next we consider in detail solving of the N -dimensional (N > 2) boundary value problem
−∆u+ αu = f в Ω = (0, X1)× . . .× (0, XN), u|∂Ω = 0, (4.4)
where ∆ is the Laplace operator and α = const > −pi2(X−21 + . . . + X−2N ) (for simplicity, in
order to treat the positive definite operator that actually is not so necessary).
We define the space H(n1)h1 [0, X1] ⊗ . . . ⊗ H
(nN )
hN
[0, XN ] of the piecewise-polynomial in Ω
functions, where hi = Xi/Ki and ni > 2, i = 1, N . LetK = (K1, . . . , KN) and n = (n1, . . . , nN).
We also define the space S(n)K = S
(n1)
K1
⊗ . . . ⊗ S(nN )KN of vector functions. For example, for
N = 2, these functions are numbers for the indices (j1, j2), j1 = 0, K1, j2 = 0, K2, and vectors
from Rn1−1, Rn2−1 and R(n1−1)×(n2−1) respectively for the indices
(j1 − 1/2, j2), j1 = 1, K1, j2 = 0, K2; (j1, j2 − 1/2), j1 = 0, K1, j2 = 1, K2 and
(j1 − 1/2, j2 − 1/2), j1 = 1, K1, j2 = 1, K2,
as well as zero vectors for j1 = 0, K1 and j2 = 0, K2. Similarly to the 1D case, there is the
natural isomorphism between functions in H(n1)h1 [0, X1]⊗ . . .⊗H
(nN )
hN
[0, XN ] and vectors in S
(n)
K .
The FEM dicretization of problem (4.4) can be written in the following operator form(
4h−21 A1C2 . . . CN + . . .+ 4h−2N ANC1 . . . Cm−1
)
v + αC1 . . . CNv = fh, v ∈ S(n)K , (4.5)
where Ai and Ci are versions of the above defined operators A and C acting in variable xi
(depending on Ki and ni), i = 1, N , and fh ∈ S(n)K is the FEM average of f . Recall that the
case of the non-homogeneous Dirichlet boundary condition u(x) = b(x) on ∂Ω in (4.4) could
be easily covered by reducing to (4.5) with the modified fh depending on an approximation bh
of b.
To compute its solution, the Fn-transforms from Theorem 3.2 can be applied twofold.
(a) We consider the multiple expansion of fh ∈ S(n)K like (3.20)
fh =
N∑
i=1
Ki−1∑
ki=0
ni−δki0∑
li=1
f˜hk1l1,...,kN lNC1s
(l1)
1, k1
. . . CNs(lN )N, kN . (4.6)
11
Then the expansion of the solution has the following form
v =
N∑
i=1
Ki−1∑
ki=0
ni−δki0∑
li=1
f˜hk1l1,...,kN lN
4h−21 λ
(l1)
1, k1
+ . . .+ 4h−2N λ
(lN )
N, kN
+ α
s
(l1)
1, k1
. . . s
(lN )
N, kN
. (4.7)
Here
{
λ
(li)
i,ki
, s
(li)
i,ki
}
are versions of the above defined eigenpairs
{
λ
(l)
k , s
(l)
k
}
with respect to xi.
Algorithm (a) comprises two rather standard steps:
(1) finding the coefficients of expansion (4.6) for fh (by the direct FCn-transforms in x1,...,
xN);
(2) finding v by the coefficients of its expansion (4.7) (by the inverse Fn-transforms in x1,...,
xN).
(b) We consider the expansion of fh like (3.20) in x2,..., xN , i.e.
fh =
N∑
i=2
Ki−1∑
ki=0
ni−δki0∑
li=1
f˜hk2l2,...,kN lNC2s
(l2)
2, k2
. . . CNs(lN )N, kN , (4.8)
now with the coefficients f˜hk2l2,...,kN lN ∈ S
(n1)
K1
. Then the coefficients vkl ∈ S(n1)K1 in the similar
expansion of the solution v ∈ S(n)K
v =
N∑
i=2
Ki−1∑
ki=0
ni−δki0∑
li=1
vk2l2,...,kN lNs
(l2)
2, k2
. . . s
(lN )
m, kN
, (4.9)
serve as the solutions to 1D problems in x1[
4h−21 A1 +
(
4h−22 λ
(l2)
k2
+ . . .+ 4h−2N λ
(lN )
kN
+ α
)C1]vk2l2,...,kN lN = f˜hk2l2,...,kN lN . (4.10)
Their matrices are symmetric and positive definite.
Algorithm (b) comprises three rather standard steps:
(1) finding the coefficients of the expansion (4.8) for fh (by the direct FCn-transforms in
x2,..., xN);
(2) solving the collection of the independent 1D problems (4.10) for the coefficients of the
expansion of v;
(3) finding v by the coefficients of its expansion (4.9) (by the inverse Fn-transforms in x2,...,
xN).
Implementing algorithms (a) and (b) costs respectively O
(
K1 . . . KN log2(K1 . . . KN)
)
and
O
(
K1 . . . KN log2(K2 . . . KN)
)
arithmetic operations.
Importantly, they can be applied to solve various time-dependent PDEs such as the heat,
wave or Schro¨dinger’s equations since for their implicit time discretizations one usually gets
problems like (4.5) at the upper time level.
Moreover, algorithm (b) is directly extended to the case of more general equations than in
(4.4) with the coefficients depending on x1 (that is essential, in particular, in the polar and
cylindrical coordinates), various boundary conditions for x1 = 0, X1 and the nonuniform mesh
in x1 [11]. It can also be applied for reducing 3D problems in a cylindrical domain to a collection
of independent 2D problems in the cylinder base.
12
5 Numerical experiments
1. We first check that the eigenvalues of each of problems (2.8) and (2.9) are well separated.
We define their spectral gaps as
min
16l6n
(λ0(l+1) − λ0(l)) = pi
2
4
+ δn, min
16l6n−2
(λ
(l+1)
0 − λ(l)0 ) =
3pi2
4
+ δ˜n,
where Sn =: {λ0(l)}n+1l=1 and present δ˜n and δ˜n in Fig. 1 (left). The terms pi2/4 and 3pi2/4 are the
spectral gaps (in fact, the gaps between two minimal eigenvalues) of the corresponding ODE
problems, see [13]. We observe that both δn and δ˜n are decreasing and rapidly tend to 0 as n
increases. We also checked that Sn ∩ S˜n = ∅ for all 2 6 n 6 21.
Also we give the spectral condition numbers cond A˜ and cond C˜ in Fig. 1 (right) and remark
their rapid growth as n increases (unfortunately).
Notice that all our computations are accomplished on an ordinary notebook ASUS-U36S
with Intel Core i3-2350M CPU 2.3 GHz, 8 Gb, Win 10 x64. The codes in Matlab R2016a were
developed to implement the algorithms, and we emphasize that several basic and advanced [1]
code vectorisation techniques were applied to speed up them notably.
3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
10-16
10-15
10-14
10-13
10-12
10-11
10-10
10-9
10-8
10-7
10-6
10-5
10-4
10-3
10-2
10-1
100
δn
δ˜n
3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
100
101
102
103
104
105
106
107
108
109
1010
1011
cond(A˜)
cond(C˜)
Figure 1: The numbers δn and δ˜n related to the minimal spectral gaps of eigenvalue problems (2.8)
and (2.9) (left) as well as cond A˜ and cond C˜ (right) for problem (2.9) in dependence on n
In the case of the 1D ODE problem (4.2) for α = 1, we provide the condition numbers
of the global FEM matrix 4h−2A + αC for α = 1 and its local version in dependence on
K = 2, 4, ..., 1024 for n = 1, 9 in Fig. 2 for a further reference. Notice their rather rapid growth
as K increases.
100
102
104
106
108
1010
 21  22  23  24  25  26  27  28  29 210
n = 1
n = 2
n = 3
n = 4
n = 5
n = 6
n = 7
n = 8
n = 9
100
102
104
106
108
1010
 21  22  23  24  25  26  27  28  29 210
n = 1
n = 2
n = 3
n = 4
n = 5
n = 6
n = 7
n = 8
n = 9
Figure 2: The condition numbers of the local (left) and global (right) matrices in 1D problem (4.2)
for α = 1 in dependence on K = 2, 4, ..., 1024 for n = 1, 9
Next we analyze the execution time for Fn-transforms in dependence on the choice of K as
it grows up to very high values 220. We consider three choices of K: powers of two (K = 2p),
13
primes or other composite numbers (not powers of two). Primes and composite values of K are
randomly chosen as different ten numbers between each two consecutive powers of two, and the
comparison is accomplished in the spirit of [8]. We use the external function comp_dst for DST-
I and DST-III and comp_dct for DCT-III from Large Time-Frequency Analysis Toolbox [15]
based on FFTW library [9], which is also used in the Matlab function fft for FFT.
The execution times for the DST-I and DST-III as well as our transforms in the case n = 5
(for definiteness) are given respectively in Fig. 3 and Fig. 4. We do not take into account the
execution time for the pairs {λ(l)k , p(l)k } since it becomes negligible for multiple using of the trans-
forms for fixed K as required below. For our transforms the execution times are respectively
larger (than for the DST-I and DST-III) due to multiple using of FFTs and some additional
computations. The inverse Fn-transform takes less time than the direct one. Moreover, the
best results are mainly for K = 2p though this is not the case for DST-I (fortunately, we apply
it in the optimal case K = 2p − 1). For the two other choices of K the execution times are
worse but close, and the difference between all of them is less than in the case of both DST-I
and DST-III. These results are attractive. Notice that the data in Fig. 4 can be approximated
by linear functions for 25 6 K 6 210 and 210 6 K 6 220 but with rather flat slope in the former
case and a visibly higher slope in the latter one.
Remark 5.1. The last phenomenon is explained by the advanced architecture of modern pro-
cessors involving cache memory, streaming SIMD extensions and advanced vector extensions of
the instruction set, etc. Also the above mentioned high-quality implementations of FFTs are
applied.
10-5
10-4
10-3
10-2
10-1
100
101
 25  28 211 214 217 220
K=2p-1
K=2p
K is prime
K is not prime
10-5
10-4
10-3
10-2
10-1
100
101
 25  28 211 214 217 220
K=2p-1
K=2p
K is prime
K is not prime
Figure 3: The execution time (in seconds) for DST-I (left) and DST-III (right) for the several choices
of K in between 25 and 220
10-4
10-3
10-2
10-1
100
101
 25  28 211 214 217 220
K=2p
K is prime
K is not prime
10-4
10-3
10-2
10-1
100
101
 25  28 211 214 217 220
K=2p
K is prime
K is not prime
Figure 4: The execution time (in seconds) for the direct (left) and inverse (right) Fn-transforms,
n = 5, for the several choices of K in between 25 and 220
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2. Our main computational results concern solving problem (4.4) for both N = 2 and 3,
α = 1 and Xi = 1. We take Ki = K and ni = n for simplicity. We apply the multiple Gauss
quadrature formulas with n+ 1 nodes in xi to compute fh. The eigenpairs of the 1D problems
are computed with the quadruple precision (using Mathematica) to improve the stability with
respect to round-off errors. We notice that system (4.5) contains (Kn − 1)N unknowns. For
comparison, we include the simplest known case n = 1 implemented in the code in the unified
manner.
We first consider the 2D case (N = 2) and take the exact solution u(x) := sin(2pix1) sin(3pix2)
cosh
(√
2x1 − x2
)
. We compute the FEM solution for different values of n and K in order to
study the (absolute) error behaviour, see Fig. 5 and Table 1 (where values of RC less than 3
are omitted). To reduce the possible round-off errors, hereafter we compute the pairs {λ(l)k , p(l)k }
with the quadruple precision. For algorithm (a), the error behaviour in the uniform mesh
norm is standard: the rate of its decreasing RC is mainly proportional to (n + 1)2 except for
n = 2 when it is faster and similar to n = 3 (the exception has previously been noted in [5]).
Curiously, for n = 9 and the minimal K = 2 the error is already less than for n = 1 and the
maximal K = 1024. Of course, the error cannot be better than the level of round-off errors that
is achieved the faster, the higher 5 6 n 6 9. We observe that impact of the round-off errors
is almost absent. For algorithm (b), the situation is similar only up to the error level ∼10−11.
Once this value is reached for fixed 3 6 n 6 9, we further see the error growth as K increases
that means the perceptible impact of the round-off errors. This is due to the respective growth
of condition numbers for matrices in system (4.10) as K or n increases, see above Fig. 2.
Consequently algorithm (a) is preferable than (b) provided that very high precision is required.
Notice that if we use the double precision olny, then the level of the best error becomes at
∼10−12− 10−13 and the results remain stable for algorithm (a) but they remain practically un-
changed for algorithm (b). Thus only the double precision computations are possible provided
that the mentioned accuracy is sufficient (that is the case in a lot of applications).
We also analyze the execution time for both algorithms (using multiple program runs and
their median execution time), see Fig. 6 and Tables 2 and 3 for the same K and n. Clearly this
time is independent of the above specific choice of u. We do not take into account the execution
time for the pairs {λ(l)k , p(l)k } considering the case where they are computed in advance and stored
(recall that they are independent of the data of PDE problem (4.4)). We call attention to the
weakly superlinear behaviour of time in K and its mild monotone growth in n. Notice that all
the ratios of the consecutive execution times in the both tables are even less than the lower
bound 4 for the theoretical ratios (the ratios less than one are omitted); see Remark 5.1 in
this respect. In contrast to theoretical expectations, almost all ratios for algorithm (a) are less
than for (b). The ratios grows as K and n increase, and for algorithm (b) the highest value is
already close to 4. For the maximal K = 1024 and n = 9, system (4.5) contains almost 85 · 106
unknowns but only less than 2 min is required to solve it that is the excellent result.
Finally we consider the most interesting 3D case (N = 3) and take the exact solution
u(x) := sin(2pix1) sin(3pix2) sin(4pix3) cosh
(√
2x1 − x2 + x3/
√
3
)
. Once again we compute the
FEM solution for different values ofK = 2, 4, . . . , 64 and n = 1, 9 and study the error behaviour,
see Fig. 7 and Table 4 (where values of RC less than 3 are omitted). Conclusions are generally
the same as in the 2D case. Notice that now the worse stability properties of algorithm (b) are
visible only for n = 8, 9 since much less maximal value of K is taken.
The execution times in the 3D case are presented in Fig. 8 and Tables 5 and 6. Once more
conclusions are similar to the 2D case. All the ratios in the both tables are notably less than
the lower bound 8 for the theoretical ratios. Importantly, for the maximal K = 64 and n = 9,
system (4.5) contains more than 190 · 106 unknowns but only less than 15 min is required to
15
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(a)
10-15
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 21  22  23  24  25  26  27  28  29 210
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n = 3
n = 4
n = 5
n = 6
n = 7
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(b)
Figure 5: The 2D case. The errors in the mesh uniform norm for algorithms (a) and (b) in dependence
on K = 2, 4, ..., 1024 for n = 1, 9
K n = 1 RC n = 2 RC n = 3 RC n = 4 RC n = 5 RC
2 5.1 · 10−2 – 2.4 · 10−1 – 8.7 · 10−2 – 3.7 · 10−2 – 6.1 · 10−3 –
4 3.8 · 10−1 – 2.5 · 10−2 9.6 8.4 · 10−3 10.3 1.2 · 10−3 32.2 2.1 · 10−4 29.3
8 1.0 · 10−1 3.8 1.6 · 10−3 16.1 5.9 · 10−4 14.2 4.7 · 10−5 24.5 3.3 · 10−6 63.8
16 2.6 · 10−2 3.9 1.0 · 10−4 15.7 4.1 · 10−5 14.6 1.6 · 10−6 29.3 5.4 · 10−8 60.8
32 6.6 · 10−3 3.9 6.2 · 10−6 16.1 2.6 · 10−6 15.6 5.2 · 10−8 31.1 8.5 · 10−10 63.2
64 1.6 · 10−3 4.0 3.9 · 10−7 15.9 1.6 · 10−7 15.9 1.7 · 10−9 30.6 1.3 · 10−11 64.0
128 4.1 · 10−4 4.0 2.4 · 10−8 16.0 1.0 · 10−8 16.0 5.4 · 10−11 31.4 2.1 · 10−13 63.1
256 1.0 · 10−4 4.0 1.5 · 10−9 16.0 6.4 · 10−10 16.0 1.7 · 10−12 31.7 6.4 · 10−15 32.8
512 2.6 · 10−5 4.0 9.6 · 10−11 16.0 4.0 · 10−11 16.0 5.4 · 10−14 31.7 4.7 · 10−15 –
1 024 6.4 · 10−6 4.0 6.0 · 10−12 16.0 2.5 · 10−12 16.0 2.9 · 10−15 18.6 3.6 · 10−15 –
K n = 6 RC n = 7 RC n = 8 RC n = 9 RC
2 1.6 · 10−3 – 1.6 · 10−4 – 3.2 · 10−5 – 2.3 · 10−6 –
4 1.1 · 10−5 148.2 1.3 · 10−6 129.3 4.8 · 10−8 657.8 4.3 · 10−9 521.5
8 1.1 · 10−7 98.0 5.5 · 10−9 229.1 1.3 · 10−10 373.8 5.3 · 10−12 817.1
16 9.6 · 10−10 117.1 2.2 · 10−11 254.6 2.8 · 10−13 459.0 5.2 · 10−15 1 019.3
32 7.6 · 10−12 125.6 8.8 · 10−14 245.2 4.7 · 10−15 60.4 2.0 · 10−15 –
64 6.1 · 10−14 125.5 4.7 · 10−15 18.8 3.3 · 10−15 – 2.0 · 10−15 –
128 2.7 · 10−15 22.8 5.3 · 10−15 – 4.4 · 10−15 – 4.4 · 10−15 –
256 2.2 · 10−15 – 4.2 · 10−15 – 4.0 · 10−15 – 2.2 · 10−15 –
512 2.7 · 10−15 – 5.3 · 10−15 – 4.4 · 10−15 – 2.7 · 10−15 –
1 024 3.1 · 10−15 – 4.9 · 10−15 – 4.4 · 10−15 – 2.7 · 10−15 –
Table 1: The 2D case. The errors in the mesh uniform norm and their ratios RC in dependence on
K = 2, 4, ..., 1024 and n = 1, 9 for algorithm (a)
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Figure 6: The 2D case. The execution time (in seconds) for algorithms (a) and (b) in dependence on
K = 8, 16, ..., 1024 for n = 1, 9
K n = 1 n = 2 n = 3 n = 4 n = 5 n = 6 n = 7 n = 8 n = 9
8 – – – 1.46 1.6 1.97 2 2.02 2.01
16 1.15 1.55 1.8 2.07 2.1 2.1 2.13 2.14 2.15
32 1.74 2.24 2.31 2.35 2.35 2.35 2.37 2.42 2.49
64 1.99 2.29 2.37 2.38 2.41 2.45 2.55 2.57 2.81
128 2.37 2.44 2.51 2.57 2.62 2.69 3.24 3.19 3.1
256 2.46 2.49 2.46 2.53 3.07 3.08 2.9 3.08 3.05
512 2.49 2.66 2.66 3.33 3.02 3.15 2.99 3.08 3.11
1 024 2.52 2.69 3.33 3.04 3.07 3.13 3.14 3.22 3.34
Table 2: The 2D case. The ratios of the execution times for algorithm (a) in dependence on K =
2, 4, ..., 1024 and n = 1, 9
K n = 1 n = 2 n = 3 n = 4 n = 5 n = 6 n = 7 n = 8 n = 9
8 – – – 1.17 1.28 1.97 1.99 1.99 2.01
16 – 1.39 1.64 2.02 2.09 2.08 2.13 2.2 2.22
32 2.04 1.84 2.17 2.38 2.47 2.54 2.49 2.53 2.61
64 1.57 2.26 2.42 2.42 2.44 2.52 2.67 2.74 2.88
128 2.34 2.49 2.52 2.67 2.77 2.85 3.21 3.21 3.27
256 2.5 2.6 2.64 2.8 3.13 3.27 3.25 3.34 3.44
512 2.58 2.76 2.91 3.31 3.37 3.29 3.31 3.4 3.43
1 024 2.68 2.98 3.36 3.36 3.33 3.53 3.58 3.84 3.94
Table 3: The 2D case. The ratios of the execution times for algorithm (b) in dependence on K =
2, 4, ..., 1024 and n = 1, 9
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K n = 1 RC n = 2 RC n = 3 RC n = 4 RC n = 5 RC
2 1.3 · 10−2 – 2.6 · 10−2 – 2.8 · 10−1 – 2.1 · 10−1 – 3.1 · 10−2 –
4 3.1 · 10−2 – 6.9 · 10−2 – 3.7 · 10−2 7.6 3.8 · 10−3 54.6 1.7 · 10−3 18.5
8 5.0 · 10−1 – 1.5 · 10−2 4.7 3.1 · 10−3 12.2 3.0 · 10−4 12.5 2.9 · 10−5 57.8
16 1.2 · 10−1 4.2 8.4 · 10−4 17.4 2.3 · 10−4 13.4 1.1 · 10−5 27.7 5.1 · 10−7 56.8
32 3.0 · 10−2 4.0 5.1 · 10−5 16.4 1.5 · 10−5 15.5 3.6 · 10−7 30.6 8.3 · 10−9 62.0
64 7.5 · 10−3 4.0 3.2 · 10−6 16.0 9.2 · 10−7 16.0 1.2 · 10−8 31.1 1.3 · 10−10 64.0
K n = 6 RC n = 7 RC n = 8 RC n = 9 RC
2 1.7 · 10−2 – 1.6 · 10−3 – 6.6 · 10−4 – 5.0 · 10−5 –
4 7.0 · 10−5 245.2 2.1 · 10−5 77.3 7.2 · 10−7 909.9 1.4 · 10−7 355.4
8 1.5 · 10−6 46.9 8.4 · 10−8 248.1 3.3 · 10−9 221.1 1.4 · 10−10 961.4
16 1.3 · 10−8 119.5 3.6 · 10−10 230.7 6.7 · 10−12 486.8 1.5 · 10−13 957.3
32 9.7 · 10−11 128.9 1.4 · 10−12 254.2 1.9 · 10−14 360.8 3.8 · 10−15 40.1
64 7.8 · 10−13 124.9 1.5 · 10−14 94.6 7.5 · 10−15 – 4.9 · 10−15 –
Table 4: The 3D case. The errors in the mesh uniform norm and their ratios RC in dependence on
K = 2, 4, ..., 64 and n = 1, 9 for algorithm (a)
solve it that is the nice result (especially taking into account the Matlab implementation of
loops).
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Figure 7: The 3D case. The errors in the mesh uniform norm for algorithms (a) and (b) in dependence
on K = 2, 4, ..., 64 for n = 1, 9
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