Abstract-We consider the problem of learning models for forecasting multiple time-series systems together with discovering the leading indicators that serve as good predictors for the system. We model the systems by linear vector autoregressive models (VAR) and link the discovery of leading indicators to inferring sparse graphs of Granger-causality. We propose new problem formulations and develop two new methods to learn such models, gradually increasing the complexity of assumptions and approaches. While the first method assumes common structures across the whole system, our second method uncovers model clusters based on the Granger-causality and leading indicators together with learning the model parameters. We study the performance of our methods on a comprehensive set of experiments and confirm their efficacy and their advantages over state-ofthe-art sparse VAR and graphical Granger learning methods.
I. INTRODUCTION
In many application areas multiple indicators are monitored over time. For planning purposes reliable forecasts of their future developments are needed. While the monitored series are usually closely related, often there is little understanding of these relationships coming from the specific domain knowledge.
We consider the problem of forecasting such systems of multiple time series from their past evolution together with discovering the main leading indicators within the system that help predicting the future values of most of the series. This twofold objective is driven by realistic considerations of the forecasting practice.
In forecasting exercises practitioners typically endeavour to gather as much helpful data as possible. Many a time this may lead to cluttering their models with indicators with little predictive benefit. Discovering the leading indicators helpful for forecasting the whole system or its major parts may aid the analysts in understanding the relationships between the series and in simplifying their models and their forecasting systems accordingly (data acquisition, storage, etc.).
While in reality the set of time series included in the system is certainly not exhaustive, we deliberately concentrate the analysis on the system series setting aside any possible (and likely) external effects. Developing our previous line of reasoning, we take it that external confounders cannot be used as predictors for the system either because their identity is unknown (a hidden confounder) and/or because their data are not available. On the other hand, some of the series included in the system may serve as surrogates for such unavailable data and understanding their contribution to the forecasting model is of utmost interest.
By a leading indicator we understand a time series whose past values are useful for predicting the future of other time series within the system, a notion known in the timeseries community as Granger causality (G-causality). The Gcausality structure of a time-series system can be described by a directed graph where each node is a time-series and an edge is a directed G-causal link.
We assume little prior knowledge about the relationships between the series, except that the domain knowledge supports our main assumptions about the existence of lagged dependencies between the series and the general over-specification of the system with only a few main leading indicators. In result, we expect the G-causal graph to have rather specific structure: sparsely connected graph with only a few nodes with out-edges leading to most of the other nodes in the graph. These centrally located nodes are the leading indicators of the system that we wish to discover.
In this paper, we focus on linear vector autoregressive models (VARs) that are simple yet robust models well established in the time-series forecasting literature, e.g. [1] , in particular for modelling stationary time series that we concentrate on in this work. The G-causality is naturally linked to the VAR models through the model parameters matrix that can be interpreted as the adjacency matrix of the G-causal graph. We therefore formulate our twofold problem of forecasting the system together with discovering the leading indicators as learning VAR models with parameters structure corresponding to our G-causal graph assumptions.
Several methods have been recently proposed for learning the G-causality in the VARs, e.g. [2] , [3] , [4] (section IV has more detailed discussion of the related work). However, these methods neglect the possibility of shared structures in the lagged dependencies captured by the G-causality graph.
The goal of this paper is to demonstrate that leveraging such shared G-causality structures can improve the VAR learning and yield better forecasting performance of the models, in particular, in the small-sample-large-dimensionality settings which are very common in real multivariate time-series forecasting problems.
We build on the regularized multi-task learning paradigms, e.g. [5] , and the techniques of structured regularization, e.g. [6] , to develop two new methods for learning the G-causality in VARs with leading indicators (section III). The first, SingleCluster-VAR (SCVAR), somewhat naively assumes that the leading indicators are useful for forecasting the whole system, that is all the series within the system. The second, MultiCluster-VAR (MCVAR), assumes more realistically that there are different leading indicators useful for predicting different parts of the system, that is groups of the series. These groups are, however, a priori not known and need to be learned together with the model parameters.
To the best of our knowledge these are the first G-causality learning methods that consider common sparse structures in the lagged dependencies. Also, our approach to learning clusters around their leading indicators together with discovering the graph of G-causality is novel.
To document the validity and the power of our approach we test our methods on a set of artificial and real data experiments and compare their performance with the stateof-the-art methods for learning G-causality in VARs (section V). In the synthetic datasets coherent with our structural assumptions our methods clearly out-perform the state-ofthe-art competitors. At the same time, they are robust to violations of such assumptions having predictive performance at least as good as other tested methods in such synthetic data. Our methods also show superior performance on several real datasets.
II. PRELIMINARIES

A. Vector autoregressive model
For a set of K time series observed at T synchronous equidistant time points, we write the VAR in the form of a multi-output regression problem as
where Y is the T × K output matrix for T instances and K time series as individual forecasting tasks, X is the T × Kp input matrix so that each row x t,. of the matrix is a Kp long vector with p lagged values of the K time series as inputs x t,. = (y t−1,1 , y t−2,1 , . . . , y t−p,1 , y t−1,2 , . . . , y t−p,K ) 1 , and W is the corresponding Kp×K parameters matrix where each column w .,k is a model for a single time series forecasting task. We follow the standard time series assumptions: the T × K error matrix E is a random Gaussian noise matrix with i.i.d. rows e t,. ∼ N (0, Σ) and diagonal covariance Σ; the time series are second order stationary and centred (so that we can omit the intercept).
In principle, we can estimate the model parameters by minimising the standard squared error loss
which corresponds to maximising the likelihood with i.i.d. Gaussian errors. However, since the dimensionality Kp of the regression problem quickly grows with the number of series K (by a multiple of p), usually already relatively small VARs 1 By convention, all vectors in this paper are column vectors.
are highly over-parametrised (Kp T ) and some form of regularisation needs to be used to condition the model learning.
B. Granger-causality graphs
In [7] the author defines causality based on the predictability of the series: we say that Z G-causes Y if we can forecast Y better using the history of Z than without it. This concept can be extended to sets of series so that a set of series {Z 1 , . . . , Z l } is said to G-cause series Y if Y can be better predicted using the past values of the set.
The G-causal relationships can be described by a directed graph G = {V, E} in which nodes represent the time series in the system, and a directed edge e l,k from v l to v k means that time series l G-causes time series k, e.g. [8] .
In VARs the G-causal relationships are captured within the W parameters matrix of model (1) . When any of the parameters of the k-th task (k-th column of the W) referring to the p past values of the l-th input series is non-zero, we say that the l-th series G-causes series k, and we denote this in the G-causality graph by a directed edge e l,k from v l to v k (see figure 1 ).
C. Multi-task learning
In multi-task learning (MTL) we benefit from learning several tasks together (as opposed to learning the tasks in isolation) by allowing the models to share information and learn one from another. The multi-task learning methods find an appropriate balance between task specificity and similarity of the models in order to maximize the overall predictive performance.
III. LEARNING VARS WITH LEADING INDICATORS
We develop two new methods for learning VARs with leading indicators. These methods follow two different structural assumptions for the G-causality graphs: SingleCluster-VAR (SCVAR) assumes that there are leading indicators within the system that help predicting all the series in the system (assumption 1) and aims at identifying those indicators; MultiCluster-VAR (MC) assumes that there are different leading indicators for different clusters of series (assumption 2) and aims at learning both, the leading indicators as well as the unknown clusters.
Both our methods exploit the MTL ideas and intertwine the model learning for the system by imposing structural similarity constraints derived from the assumptions above. This is in contrast to other state-of-the-art VAR and graphical Granger learning methods which, albeit being usually initially formulated as a single multi-output problem, typically decompose into a set of single-output tasks (due to their simple additive structure) which prevents the models from sharing information at learning time.
Though intertwined by the structural similarity, in both methods the models are allowed to diverge as per the specific time-series predictive task a) in their parameter values and b) by allowing each series to depend on its own lagged values (assumption 3). In this way we balance the structural similarity with the need for task-specificity.
The rather restrictive structural assumption of SCVAR is obviously somewhat naive and limits the usefulness of the method to quite particular types of time-series systems. We present it here mainly as a stepping stone for the more general and flexible MCVAR which we consider to be the main contribution of this paper.
A. SingleCluster-VAR
We first translate the assumption 1 and 3 into the structural properties of the parameters matrix W of the VAR model (1). According to assumption 1 it shall be a sparse matrix with common non-zero blocks of rows (a block has all lags of a leading indicator) across all the columns (a column is a learning task); from assumption 3 the matrix shall have full block-diagonal elements (figure 1). Next we bring these structural assumptions into the VAR learning problem. We partition the input vectors x t,. and the parameters w .,k in eq. (2) into K p-long sub-vectors x t,. = (x t,1 ,x t,2 , . . . ,x t,K ) and w .,k = (w 1,k ,w 2,k , . . . ,w K,k ) so that thex t,b contains the p lagged values of series b at time t andw b,k has the parameters for this input sub-vector for the k-th predictive task. We then decompose each of the parameter sub-vectorsw b,k = γ b,kṽb,k into the product of a non-negative scalar γ b,k and a p-long vectorṽ b,k so that each element γ b,k of the K × K matrix Γ is associated with one p-long subvector in W. Using this decomposition we rewrite the loss function (2) as
where V is the Kp × K matrix with columns v .,k = (ṽ 1,k ,ṽ 2,k , . . . ,ṽ K,k ) (same shape and decomposition as W). It is by controlling the structure in Γ now that we can control the block-structure in W as per our assumptions above.
Since we need to combine two structural assumptions (1 and 3) within a single problem, we further decompose matrix Γ into two K × K matrices: a sparse matrix A with the same sparsity pattern (to be learned) in all its columns (α .,k = α, ∀k) for assumption 1; and a fixed diagonal matrix B = τ I for assumption 3. We tie the matrices together by the identity Γ = A − diag(A) + B, where the middle term frees the diagonal elements from the common learning of A and thus leaves them to be specified by B. We set τ = 1 in all the following to achieve identifiability 2 . We finally formulate the full optimisation problem for SCVAR as a constrained minimisation of loss function (3)
where ||.|| F is the Frobenious norm, 1 K is a K-long vector of ones, Γ = A − diag(A) + I, and α .,k = α for all k.
In (4) we impose a standard ridge penalty [9] on the model parameters V, and a simplex constraint 3 on the common structural vector α. It is this simplex constraint which plays the most important role in promoting sparsity in the final W matrix at the pre-specified block-level.
In SCVAR we solve the non-convex optimisation problem (4) to find a local minimum by alternating descent for V and α as outlined in algorithm 1. We initialize α evenly so that α b = κ/K for all b. We solve the simplex constrained least squares problem by projected gradient descent method with backtracking stepsize rule [10] .
B. MultiCluster-VAR
In the MultiCluster-VAR we move from assumption 1 to the more complex (and more realistic) assumption 2 of a cluster structure within the system. If the cluster structure were known a priori, the models and the leading indicators could be learned by a slight modification of the SCVAR method above: associate each of the C clusters with a structural vector α c and set α .,k = α c for all tasks k belonging to cluser c; in step 2 of algorithm 1 solve for each α c from the respective R c and H c matrices. In reality, however, the cluster structure is typically not known a priori and needs to be learned together with the model parameters, which is what our MCVAR method achieves.
To bring the assumptions 2 and 3 into the VAR learning of MCVAR we use the same structural matrices Γ = A − diag(A) + I as in SCVAR. However, we drop the constraint of strict equality between the columns of A (coming from assumption 1) and instead introduce a constraint forcing the columns of A to live in a low-dimensional subspace (the clustering assumption 2). More specifically, we factorize A = DG into two lower-dimensional matrices r ≤ K: the K × r dictionary matrix D with the dictionary atoms (columns of D) representing the cluster prototypes of the dependency structure, and the r × K matrix G with the per-model dictionary weights. We further impose sparsity promoting simplex constraints on both the dictionary atoms in D and the weights of the atoms combination for each model in the columns of G. Figure 2 illustrates the roles of the D and G matrices in the low-rank decomposition of A. Using these factorization matrices, we formulate the MC-VAR optimisation problem If in the above the rank is set equal to the size of the system (r = K) the model learning disentangles into K independent learning tasks. If r = 1 the MCVAR is equivalent to our previous SCVAR. In this sense, MCVAR is a more versatile generalization of our two methods which can cater for all of the assumptions 1-3 by setting the value for r correspondingly.
We find a local minimum of the non-convex problem (5) similarly as in SCVAR by alternating descent for V, D and G as outlined in algorithm 2. We initialise matrices D and G evenly so that d ij = κ/K and g ij = 1/r for all i, j, is the Hadamard product, ⊗ is the Kronecker product, and vec(.) is the vectorization operator.
Algorithm 2 MCVAR
Input: Y, X, λ, κ; initialize D, G.
repeat To understand better the effects of our methods on the VAR learning we can link our formulations to some other standard learning problems though bearing in mind that these have different aims and different assumptions than ours. We can rewrite the inner product in the loss function (3) as ṽ b,k , γ b,kxt,b . In this "feature learning" formulation, the vectors γ .,k act as weights for the original inputs and, hence, generate new (task-specific) features z t,b,k = γ b,kxt,b (see also algorithms 1 and 2). Alternatively, we can express the ridge penalty on V used in eq. (5) as ||V||
. In this "adaptive ridge" formulation the elements of Γ, which in our methods we learn, act as weights for the 2 regularization of W. Equivalently, we can see this as the Bayesian maximum-a-posteriori with Guassian priors where the elements of Γ are the learned priors for the variance of the model parameters or (perhaps more interestingly) the random errors.
IV. RELATED WORK Our work falls into the category of methods for learning the G-causality in VARs. As shows the list of references in the survey working-paper [11] , this has been a rather active research area over the last several years.
The closest in spirit to ours are the graphical Granger methods, in particular the lasso-based algorithms [12] for discovering sparse G-causality graphs. We use the two bestestablished ones, the lasso-Granger (LG) of [13] and the grouped-lasso-Granger (GLG) of [2] , as the state-of-the-art competitors in our experiments. More recent adaptations of these address the specific problems of determining the order of the models and the G-causality simultaneously [3] , [14] , the G-causality inference in irregular [15] and subsampled series [16] , and in systems with instantaneous effects [17] . However, neither of the above methods considers or exploits any common structures in the G-causality graphs as we do in our methods.
Common structures in the dependency are assumed in [18] and [19] though the common interactions are with unobserved variables from outside the system rather then within the system itself. Also, the methods discussed in these have no clustering ability. [20] considers common structures across several datasets (in panel data setting) instead of within the G-causality graph of a single dataset. [21] assume sparse biclustering of the nodes (by the in-and out-edges) to learn fully connected sub-graphs in contrast to our shared sparse structures within the G-causality graph.
Our work builds on the standard regularized multi-task learning and structured regularization techniques developed outside the time-series settings. Similar block-decompositions of the feature and parameter matrices as we use in our methods have been proposed [22] , [23] to promote group structures across multiple models although the methods developed therein have no clustering capability. Various approaches for learning model clusters are discussed in [24] , [25] , [26] , [27] , [28] of which the latest uses similar low-rank decomposition approach as our method. Nevertheless, neither of these approaches learns sparse models and builds the clustering on similar structural assumptions as our methods do.
V. EXPERIMENTS
We have performed a set of experiments on artificial and real-world datasets to document the performance of our methods and their ability to recover the G-causality structures corresponding to our assumptions 1-3. We measure the forecasting accuracy by the mean squared error of 1-step-ahead forecasts over a set of hold-out points averaged across all the series in the system.
To evaluate the ability to recover the expected structures we calculate the number of discovered leading indicators and the number of edges in the G-causality graph. In the synthetic experiments we calculate the accuracy of the inferred Gcausality graph as the percentage of true-positive and truenegative edges on all edges in the graph.
In all the experiments we compare the results of our methods generated from single runs (single initialisation) of our algorithms 1 and 2 against simple baseline models: constant prediction (Mean), random walk (RW), univariate autoregression (AR); and the state-of-the-art graphical Granger methods for learning sparse VARs: lasso-Granger (LG) and grouped-lasso-Granger (GLG).
We summarise the experiments and their outcomes in the two subsections below. Further details on the experimental settings and the numerical results are available in the Appendix of the online version of this paper.
A. Synthetic experiments
We have created five synthetic datasets (A-E) to explore the behaviour of our methods under different settings. In the first four (A-D), we examine multiple scenarios of the G-causality structures as reflected by the parameter matrices W depicted in figure 4a) on systems of 10 series (K = 10). The first two scenarios correspond to the assumptions of our methods while the other two are on purpose incoherent with them. Namely, A has the structure of SCVAR; B has the structure of MCVAR with 2 clusters; C is a simple AR model without any dependency structure in between the series; D has a fully connected G-causality graph. The fifth dataset (E) is to confirm the efficacy of our methods also in larger systems (K = 30) with more complicated cluster structures (3 clusters in figure  7a) ).
All our artificial datasets have been generated from stationary VAR models with p = 3 and zero centred Gaussian noise with covariance Σ = I. For all the experiments A-E we keep the last 500 data points of the series in the hold-out and train the models using training sets with lengths 30 to 500 data samples (time points). We tune the hyper-parameters by 5-folds inner cross-validation within the training samples 4 . In figure 3 and table I we compare the predictive performance of the tested methods in terms of mean squared error of 1-step ahead predictions averaged across the 500 hold-out points and the 10 series in the systems A-D. We use the relative MSE as compared to the forecast error of the VARs with the true parameter matrices used for generating the data M SE relative = M SE method /M SE true . The violet (SCVAR) and green (MCVAR) lines are always below the red (LG) and Signs below SCVAR and MCVAR methods indicate if the result is significantly better (+), worse (-), or neither (=) as compared to the other methods (in order of the rows in the table) using a one-sided paired-sample t-test at 5% significance level.
yellow (GLG) lines in experiments A-C and the difference in the performance is statistically significant at 5% significance level at all the points except 2 (SCVAR and MCVAR vs GLG in experiment B with 500 sample size). In the D experiments, all the methods perform comparably with our methods being significantly better 5 times, significantly worse 5 times and without a significant difference in the remaining 14 cases (our 2 methods compared vs LG and GLG for 6 sample sizes). These results confirm the utility of our methods for improving forecasting performance and show that our methods behave well even in systems which violate their initial assumptions.
In all the experiments the relative MSE decreases with the increasing training size and eventually all the methods (except AR in experiments A,B,D) have predictive performance near the true models. In accordance with our goals, it is in the small-sample settings where the performance of the models differs the most and where the advantage of our methods is the most prominent. In addition to predictive performance, we monitor the performance of our and the competing methods in terms of our second objective: the recovery of leading indicators and the cluster structure in the G-causality graph. Figure 4 gives examples of the parameter matrices W learned by the tested methods in comparison to the true parameters from which the data of the four synthetic experiments A-D have been generated. From a visual inspection, the MCVAR seems to be closer to the True than the other two methods, mainly in the A and B experiments.
We provide a more systematic quantitative evaluation in figure 5 where we compare the Granger accuracy of the methods for different training set sizes across the four experiments. By Granger accuracy we mean the accuracy in correctly identifying the edges in the G-causality graph underlying the learned VAR model (accuracy = (true positive + true negative)/(true positive + true negative + false positive + false negative)). In the A and B experiments coherent with the initial assumptions of our methods, the violet (SCVAR) and green (MCVAR) lines are always above the red (LG) and yellow (GLG) lines which struggle to recover the correct structures even for larger samples. In the other 2 experiments, the performance of all the methods is comparable. The simple baseline AR model is included in the graphs for consistency reasons though it does not actually discover the structure but has it fixed by construction.
For the E dataset, the experimental results are summarised in figure 6 using the same metrics as above and confirming the superiority of our methods over its competitors in terms of both our objectives, predictive performance (significantly better at 5% sig. level in all 24 cases) as well as the G-causality recovery. Though the structure of system E is clearly more complicated than what the SCVAR method assumes, we have included it into the evaluation. Somewhat surprisingly, it performs almost as good as the more complex MCVAR. This is in part due to the overall strong sparsity of the true models. The SCVAR therefore suffers only little degradation from including all the leading indicators into all the models due to the shrinking effect of the 2 regularization on such missspecified model parameters. It is also in part due to the 3rd cluster (emphasized in figure 7 in red) which is particularly Fig. 7 . Heatmaps of the VAR parameter matrices W for scenario E of the synthetic experiments (see text). a) True parameters used for VAR simulations; b)-e) learned parameters by the respective methods with training samples fixed to 100 instances. The red rectangle emphasizes the 3rd model cluster.
difficult to discern because of very low parameter values of its leading indicator.
B. Real-data experiments
For the real-data experiments we use two sources of data very different in nature in order to verify the performance of our methods in handling more diverse problems. The first is the database of the Water Services of the US geological survey (http://www.usgs.gov/) providing (amongst other) the daily averages on water physical discharge along the river streams 5 . The second is a dataset of major US quarterly macroeconomic indicators of [29] (full list in the Appendix of the online version).
Out of these data-sources, we have constructed four experimental datasets, three from the water data and one from the economic data: Connecticut with data from K = 8 measurement sites along the river (650km long in the northeast of the US); Yellowstone with data from K = 7 sites (over 1000km long in the west of the US); Two rivers combining these two into a single system with K = 15; Economic with K = 20 major macro-economic indicators. We preprocessed all the datasets by standard time-series transformations to achieve stationarity 6 and by normalizing. The forecasting objective for all of these experiments is to predict the values of the series in the next future point, the next day discharge at all of the river sites and the values of the full set of the macro-economic indicators in the next quarter. We used a hold-out of the last 100 observations of the series (50 for the Economic data), set p = 5 (p = 3 for Economic) and trained the models on the previous 30-300 observations with 5-folds inner cross-validation within the training sets for tuning the hyper-parameters.
We provide the summary of the results of the four experiments in figure 8 . The left column shows the relative MSE of the tested methods as compared to the baseline RW model (below 1 means better than RW). The two other columns summarise the sparsity of the G-causality graphs in terms of the number of edges and the number of discovered leading indicators. Our methods (violet and green lines) have overall better forecasting performance than the state-of-theart G-causality learning methods (significantly better at 5% significance 31 times, worse 6 times, no difference 39 times). At the same time, our methods learn much sparser G-causality graphs uncovering useful structures within the systems as illustrated in figure 9 . Signs below SCVAR and MCVAR methods indicate if the result is significantly better (+), worse (-), or neither (=) as compared to the other methods (in order of the rows in the table) using a one-sided paired-sample t-test at 5% significance level.
VI. CONCLUSIONS
We have developed two new methods for learning sparse VAR models with shared structures in their Granger causality graphs based on the leading indicators of the system, a problem that had not been previously addressed by the Gcausality learning methods.
The first method, the somewhat simpler and more naive SCVAR, serves as a building stone for the more complex and versatile MCVAR which achieves several learning objectives simultaneously: good forecasting performance of the models, discovery of clusters within the G-causality graphs and of their leading indicators.
We have confirmed the efficacy of our methods in a series of synthetic and real-data experiments where our methods systematically outperformed the state-of-the-art methods in both the predictive performance and the sparsity of solutions.
Extensions of our methods worth exploring in future work are the analysis of contemporaneous dependencies, relaxation of the stationarity assumption and non-linearities in the dependencies and the time-series generative processes.
