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RENORMALISATION OF PAIR CORRELATION MEASURES
FOR PRIMITIVE INFLATION RULES AND ABSENCE
OF ABSOLUTELY CONTINUOUS DIFFRACTION
MICHAEL BAAKE, FRANZ GA¨HLER, AND NEIL MAN˜IBO
Abstract. The pair correlations of primitive inflation rules are analysed via their exact
renormalisation relations. We introduce the inflation displacement algebra that is generated
by the Fourier matrix of the inflation and deduce various consequences of its structure.
Moreover, we derive a sufficient criterion for the absence of absolutely continuous diffraction
components, as well as a necessary criterion for its presence. This is achieved via estimates
for the Lyapunov exponents of the Fourier matrix cocycle of the inflation rule. While we
develop the theory first for the classic setting in one dimension, we also present its extension to
primitive inflation rules in higher dimensions with finitely many prototiles up to translations.
1. Introduction
The spectral structure of substitution systems gives valuable insight into such systems.
However, with our present knowledge, it is still rather far to a classification in sufficient
generality. While the general Pisot substitution conjecture, despite great progress in recent
years (see [1] and references therein), is still open, the class of constant-length substitutions is
essentially understood, at least on an algorithmic level. In fact, building on [47], Bartlett [15]
presented a general method how to determine the spectral measure of maximal type compu-
tationally, for any given primitive constant-length substitution. Remarkably, this approach
also works in higher dimensions, and various general results have been derived from it.
From the viewpoint of diffraction theory, it is also possible to derive the spectral type,
because the required spectral measures can be realised as the restriction of certain diffraction
measures to a fundamental domain [12]. More generally, as long as one works with systems
with pure point spectrum, it does not matter whether one considers the dynamical or the
diffraction spectrum, as pure pointedness of one implies the other, without restriction to
constant-length substitutions; see [39, 10, 12].
In general, the situation is less favourable when considering substitutions that are not of
constant length. For instance, beyond the much-studied Pisot substitution case, one addi-
tional topological obstacle emerges when the substitution matrix has eigenvalues of modulus
|λ| > 1 other than the leading one. Here, it generally matters [20] whether one considers the
symbolic dynamical system, under the Z-action of the shift, or the geometric one, the latter
defined via tiles (intervals) of natural length and studied under the natural translation action
of R. As was realised and demonstrated in [3], the geometric version possesses an exact renor-
malisation identity for the pair correlation measures of the system. This gives access to some
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spectral properties that, to our knowledge, are presently not available on the symbolic level.
Substitutions of constant length are special in the sense that the two viewpoints, symbolic
and geometric, coincide, which ultimately is the reason for their better accessibility.
In this paper, we develop the renormalisation approach for the geometric setting of primitive
substitutions in more generality, building on previous work on several classes of examples
[3, 43, 8]. Moreover, we extend the approach to inflation tilings of finite local complexity
(FLC) in Euclidean space of arbitrary dimension. In fact, we also take first steps to go
beyond the FLC case. We employ the diffraction theory approach and derive consequences
for the spectral measures where presently possible. Our particular interest is the derivation of
sufficient criteria for the absence of absolutely continuous diffraction and spectral measures,
as well as necessary criteria for their presence. This is motivated by the rare occurrence of
such components, which to date is essentially limited to Rudin–Shapiro-type sequences and
their generalisations; compare [27, 5, 18, 19] and references therein.
It will be instrumental for our analysis that we formulate various aspects on the symbolic
level, while the core of our analysis rests on the natural geometric realisation in order to profit
from the inherent self-similarity in the form of exact renormalisation relations. To make the
distinction between the levels as transparent as possible, we will speak of substitution rules
on the symbolic side, but of inflation rules on its geometric counterpart, thus following the
notation and terminology of [5]. For convenience, various results are briefly recalled from
there. Rather than repeating the proofs, we provide precise references instead.
The paper is organised as follows. After recalling some general facts in Section 2, in
particular about translation bounded measures on R and their Fourier transforms, we extend
the notions and results of [3] on the classic Fibonacci case to general primitive inflation rules
in Section 3. Here, we introduce the inflation displacement algebra and derive some of its
general properties in relation to the Fourier matrix of the inflation and its cocycle, which will
later help to understand the Lyapunov spectrum of this cocycle, in Section 4. Some additional
material on the corresponding Kronecker product algebra [3, 2] is gathered in an appendix.
We then introduce the pair correlation functions and their renormalisation relations, which
are a consequence of the inflation structure. They lead to an infinite-dimensional system (10)
of linear equations, with nevertheless an essentially unique solution (Theorem 3.16).
A measure-theoretic reformulation leads to the pair correlation measures and their Fourier
transforms, with specific access to their spectral components. In Theorem 3.20, the structure
of the pure point part is made explicit in analogy to the Bombieri–Taylor approach, compare
[40], while the ensuing analysis of the absolutely continuous parts forms the core of our paper.
Here, via the introduction of certain Lyapunov exponents for the Fourier cocycle, we derive
an effective sufficient criterion for the absence of absolutely continuous components in the
diffraction measure of the inflation system (Theorem 3.24), together with a general upper
bound for the maximal exponent in Theorem 3.29. This also provides a necessary criterion
for the presence of absolutely continuous diffraction components in Corollary 3.30.
In Section 4, we apply the general theory to the class of Abelian bijective substitutions of
constant length. With some input from group representation and character theory, we can
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derive the known absence [47, 15] of absolutely continuous spectral components, both in the
diffraction and in the dynamical sense, in an independent way in Theorems 4.4 and 4.7. This
is also illustrated with several examples, which are selected to highlight the relations between
substitutions, Fourier matrices and Lyapunov exponents.
Finally, in Section 5, we extend our approach to inflation tilings in higher dimensions with
finitely many prototiles up to translations. As we shall briefly indicate, this already admits
the treatment of some tilings without finite local complexity [7]. The key observation for
primitive inflation tilings with finitely many translational prototiles is that the approach with
the Fourier matrices readily generalises and leads to the essential separation of the geometric
structure of the tiling in Euclidean space from the combinatorial data of the inflation rule (and
its geometry via the pair correlation measures). This ultimately leads to a criterion for the
absence of absolutely continuous spectral components in Theorem 5.7, which is the extension
of Theorem 3.24 to this situation. We demonstrate the effectiveness of our criterion by treating
two examples, namely binary block substitutions (in Section 5.4) and the planar Lanc¸on–
Billard tiling (in Section 5.5). The latter is a planar non-Pisot inflation tiling, built with
the Penrose rhombuses, and is shown, via the aforementioned method, to have an essentially
singular continuous diffraction spectrum.
2. Preliminaries
Here, we recall some notions and results that we shall need throughout, including non-
negative matrices, Radon measures, Lyapunov exponents and uniform distribution theory.
2.1. Matrices. A matrixM ∈ Mat(d, Z), written asM = (mij)16i,j6d, is called non-negative
if mij > 0 for all i, j. We assume the reader to be familiar with the classic notions of
irreducibility and primitivity of such matrices, and with the classic theorems due to Perron
and Frobenius; compare [5, Sec. 2.4] and references given there, or [32, Ch. 13] for a detailed
account. Moreover, we shall need some other properties that are best stated via the normal
form, Mnf , of a non-negative matrix M . Following [32, Ch. 13.4], it is given by
(1) Mnf =

M1 0
. . . 0
0 Mr
Mr+1,1 · · · Mr+1,r Mr+1 0
...
. . .
. . .
Ms,1 · · · Ms,s−1 Ms

where s > r > 1 and all Mi are indecomposable,
1 non-negative square matrices, and where,
if s > r, each sequence Mr+ℓ,1, . . . ,Mr+ℓ,r+ℓ−1 contains at least one non-zero matrix. Such a
normal form can always be achieved by a suitable permutation of the coordinates, hence by
1A square matrix M is called decomposable if it can be brought to the block-triangular form M ′ = ( A 0B C )
via simultaneous permutations of its rows and columns, and indecomposable otherwise [32
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the corresponding simultaneous permutation of the rows and columns of M . It is essentially
unique, up to obvious permutations of entire blocks, which clearly do not change the values
of r and s.
In particular, we need the following result, which is a simple extension of [32, Thm. 13.7].
Lemma 2.1. Consider a non-negative matrix M in normal form Mnf according to Eq. (1),
and let λ be an eigenvalue of M . Then, M has a corresponding strictly positive eigenvector,
meaning that all entries are positive, if and only if
(1) Mi has eigenvalue λ for all 1 6 i 6 r;
(2) No Mj with r < j 6 s has λ as an eigenvalue.
In this situation, one has λ > 0, and the eigenspace of λ is one-dimensional if and only if
r = 1. 
For our later analysis, we shall also need the following decomposition property of positive
semi-definite, Hermitian matrices, which we state and prove for convenience.
Fact 2.2. Let H = (hij)16i,j6d ∈ Mat(d,C) be Hermitian and positive semi-definite, with
rank m. Then, all diagonal elements of H are non-negative. If hii = 0 for some i, one has
hij = hji = 0 for all 1 6 j 6 d.
Whenever H 6= 0, there are m > 1 Hermitian, positive semi-definite matrices H1, . . . ,Hm
of rank 1 such that H =
∑m
r=1Hr together with HrHs = 0 for r 6= s.
Proof. By Sylvester’s criterion, H positive semi-definite means that all principal minors are
non-negative, hence in particular all diagonal elements of H. Assume hii = 0 for some i, and
select any j ∈ {1, . . . , d}. By semi-definiteness in conjunction with Hermiticity, one finds
0 = hiihjj > hijhji = |hij |2 > 0,
which implies the second claim.
Employing Dirac’s notation, the spectral theorem for Hermitian matrices asserts that one
has H =
∑d
i=1 |vi〉λi〈vi|, where the eigenvectors |vi〉 can be chosen to form an orthonormal
basis (so 〈vi|vj〉 = δi,j and |vi〉〈vi| is a projector of rank 1), while all eigenvalues are non-
negative due to positive semi-definiteness. The rank ofH is the number of positive eigenvalues,
counted with multiplicities. Ordering the eigenvalues decreasingly as λ1 > λ2 > · · · > λd > 0,
one can choose Hr = |vr〉λr〈vr| for 1 6 r 6 m, and the claim is obvious. 
2.2. Radon measures and Eberlein convolutions. A (complex) Radon measure on Rd
is a continuous linear functional on the space Cc(R) of continuous functions with compact
support, the latter equipped with the inductive limit topology. By the general Riesz–Markov
theorem, Radon measures correspond to regular Borel measures on Rd, and we shall use this
connection several times. Note that these need not be finite measures. If µ is a measure,
its twisted counterpart µ˜ is defined via µ˜(g) = µ(g˜) for g ∈ Cc(R), where g˜(x) := g(−x).
Moreover, given a mapping f of Rd into itself, the push-forward of µ, denoted by f.µ, is
defined by
(
f.µ
)
(g) := µ(g ◦ f) where g ∈ Cc(Rd), often called test function from now on.
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The convolution of two finite measures µ and ν is defined as(
µ ∗ ν)(g) = ∫
Rd
∫
Rd
g(x+ y) dµ(x) dν(y).
When f is a linear map on Rd, one has the relation
f.(µ ∗ ν) = (f.µ) ∗ (f.ν),
as follows from a simple calculation; compare [7, Lemma 2.3]. Let us fix an averaging sequence
R = (Rn)n∈N of compact sets Rn ⊂ Rd with Rn ⊂ R◦n+1 and
⋃
n∈NRn = R
d. We will assume
throughout that R is a van Hove sequence; see [5] for details. Now, with µ|Rn denoting
the restriction of µ to Rn, the Eberlein (or volume-averaged) convolution of two translation
bounded measures, relative to R, is defined as
µ⊛ ν := lim
n→∞
µ|Rn ∗ ν|Rn
vol(Rn)
,
provided the limit exists (we shall not consider any other situation below).
A Radon measure µ is called positive definite, if µ(g ∗ g˜) > 0 holds for all g ∈ Cc(R). A
positive and positive definite measure is automatically translation bounded [16, Prop. 4.4]. An
important instance of this is the autocorrelation measure γ of a translation bounded measure
ω, defined as
(2) γ = γω := ω ⊛ ω˜.
Provided the Eberlein convolution exists, which will be true in all cases studied below, γ is
a positive definite measure, and in many later situations, it is also a positive measure; see
[5, Sec. 8.5] and references therein for more. For the study of spectral properties, we are
then interested in the Fourier transform of γ, denoted as γ̂, which is known as the diffraction
measure of ω; see [34, 11] as well as [5, Ch. 9] for general background.
There are several possibilities to define and analyse the Fourier transform of a measure.
This is a non-trivial issue, see [45] for a systematic exposition, and part of our later analysis
will rely on the existence of the Fourier transform. Here, we use a standard version of the
Fourier transform [16] that, for integrable functions on R viewed as Radon–Nikodym densities,
reads
f̂(k) =
∫
R
e−2π ikxf(x) dx.
Any positive definite measure is Fourier transformable. The Fourier transform of a positive
definite measure is a positive measure; see [16, Ch. I.4] or [5, Sec. 8.6] for details. Moreover,
Fourier transform is continuous on the class of positive and positive definite measures.
Lemma 2.3. Let µ, ν be translation bounded measures such that µ⊛ ν˜ as well as µ⊛ µ˜ and
ν ⊛ ν˜ exist, all with respect to the same averaging sequence R. Then, µ ⊛ ν˜ is a translation
bounded and transformable measure, as is µ˜⊛ ν.
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Proof. Observe first that µ˜ ⊛ ν = µ˜⊛ ν˜, wherefore it suffices to prove the claim for µ ⊛ ν˜.
Now, as a variant of the (complex) polarisation identity, one verifies that
(3) µ⊛ ν˜ = 1
4
4∑
ℓ=1
iℓ(µ+ iℓν)⊛ (µ+ iℓν )˜ ,
where all measures on the right-hand side exist due to our assumptions. Consequently, µ⊛ ν˜
is a complex linear combination of four positive definite measures, each of which is trans-
formable. Moreover, due to our assumptions, these four measures are translation bounded,
so µ⊛ ν˜ is translation bounded and transformable as well. 
If ω is a positive definite measure, ω̂ is a well-defined positive measure that has a unique
Lebesgue decomposition ω̂ = ω̂pp + ω̂cont into a pure point measure, with a supporting set
that is at most countable, and a continuous one. On the level of ω itself, this corresponds to
the Eberlein decomposition ω = ωsap+ω0-wap into a strongly almost periodic measure, whose
Fourier transform is ω̂pp, and a null-weakly almost periodic one; see [45] for background.
Unfortunately, for the further decomposition ω̂cont = ω̂sc + ω̂ac into the singular continuous
and absolutely continuous parts, no general counterpart in the Eberlein decomposition is
known at present. However, some special cases have recently been analysed by Strungaru [53]
that look promising.
3. Primitive inflation rules in one dimension
Let A = {a1, . . . , ana} be our alphabet with na symbols or letters, and let ̺ : ai 7→ ̺(ai)
be a primitive substitution rule with substitution matrix M̺ = (Mij)16i,j6na, where
Mij := number of letters of type ai in ̺(aj)
as usual; compare [47, 5]. We will also use the notation ̺ =
(
̺(a1), . . . , ̺(ana)
)
for ̺. Let λPF
denote the PF eigenvalue of M , with the usual interpretation that the corresponding right
eigenvector, in statistical normalisation, provides the relative frequencies of the letters in a
fixed point of ̺ (or of a suitable power of it), and that the left eigenvector contains the natural
prototile lengths (up to a common overall factor) for the corresponding geometric inflation
rule; see [5, Ch. 4] and references therein for background. By slight abuse of notation, we use
the symbol ̺ both for the (symbolic) substitution rule and for its partner, the (geometric)
inflation rule.
Starting from a fixed point tiling T of R under the inflation rule (or one of its powers,
if necessary), the corresponding compact hull is defined as Y = {t+ T | t ∈ R}, with the
closure being taken in the local topology. By standard results, see [5] and references therein,
one obtains a topological dynamical system (Y,R) that is strictly ergodic.2 In other words,
there is just one way to put an invariant probability measure µ on it, which is the one induced
by the patch frequencies, and the resulting measure-theoretic dynamical system is denoted
2Note that there is another topological dynamical system, denoted by (X, Z), which emerges from the shift
action on the symbolic hull X, the latter obtained as the orbit closure of a symbolic fixed point of ̺ or a suitable
power of it; see [5] for more. Also this system is strictly ergodic.
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by (Y,R, µ). Given any element from Y, which is a tiling of R by na (possibly coloured)
intervals, there is a corresponding Delone set Λ obtained by taking the left endpoints of all
tiles of T . If the tile lengths are not distinct, we distinguish them by colour, and do the same
for the points. Then, one has a unique decomposition Λ =
⋃na
i=1Λi, so that the (coloured)
tiling T and the (coloured) point set Λ are mutually locally derivable from each other, or
MLD for short; see [5] for the concept and more background. It is clear that T and Λ define
topologically conjugate dynamical systems under the orbit closure, which we tacitly identify
from now on for ease of presentation.
3.1. The inflation displacement algebra (IDA). Given ̺, we now assume that we have
chosen prototiles of natural length, hence proportional to the entries of the left PF eigenvector
ofM̺. For standardisation, we shall often take the shortest interval to have unit length. Now,
define the displacement matrix T = (Tij)16i,j6na with set-valued entries
Tij := {all relative positions of intervals of type ai in the patch ̺(aj)}.
Here and below, relative positions are always defined via the left endpoints of the tiles (in-
tervals) or patches. Note that ̺(aj) is a level-1 supertile. With these definitions, we have
card(T ) :=
(
card(Tij)
)
16i,j6na
= M̺. Let us also define the total set ST :=
⋃
i,j Tij of
all relative positions of prototiles in level-1 supertiles. Since they are all non-negative by
construction, we may write ST as an ordered set,
ST = {x1, . . . , xm},
with 0 = x1 < x2 < . . . < xm and some m ∈ N.
Next, define the Fourier matrix B(k) =
(
Bij(k)
)
16i,j6na
for ̺ by
(4) Bij(k) =
∑
t∈Tij
e2π itk,
which depend on a parameter k that is assumed to be real. Clearly, one has B(k) = B(−k)
for all k ∈ R. Note that B(0) =M̺, and that we have a decomposition of the form
(5) B(k) =
∑
x∈ST
e2π ikxDx
with integer matrices Dx that satisfy
∑
x∈ST Dx = M̺, as is clear from setting k = 0. Note
that Dx = Dy for x 6= y is possible. Since at most one prototile of a patch can have its left
endpoint at a given position, it is clear that any Dx can only have entries 0 and 1, namely
Dx,ij =
{
1, if ̺(aj) contains a tile of type ai at position x,
0, otherwise.
These matrices are a generalisation of what is known as digit matrices in constant-length
substitutions [56, 28], wherefore we adopt the name here as well; compare also [47, Ch. VIII],
where they appear as instruction matrices.
Let us next consider the C-algebra B that is generated by the one-parameter matrix family
{B(k) | k ∈ R}. Since the algebra B is also a finite-dimensional vector space over C, it
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is automatically closed (in any of the matrix norms, which are all equivalent in this finite-
dimensional setting).
Fact 3.1. The C-algebra B that is generated by the matrix family {B(k) | k ∈ R} equals the
C-algebra BD that is generated by the digit matrices {Dx | x ∈ ST }.
Proof. The inclusion B ⊆ BD is immediate from Eq. (5). For the converse, let us first assume
that the digit matrices Dx with x ∈ ST are distinct. Then, our claim follows from the obser-
vation that we can certainly choose m = card(ST ) distinct numbers k ∈ R, say {k1, . . . , km},
such that the corresponding vectors
(
e2π ikℓx
)
x∈S
T
with 1 6 ℓ 6 m are linearly independent.
This gives a set of equations of the form (5) that can now be solved for the matrices Dx, with
x ∈ ST , as linear combinations in B(kℓ). Consequently, BD ⊆ B and B = BD.
If the digit matrices Dx with x ∈ ST fail to be distinct, a smaller collection of numbers kℓ
suffices for an analogous argument. 
By construction, B is a subalgebra of the full matrix algebra Mat(na,C). We call B the
inflation displacement algebra (IDA) of ̺.
Recall that B is irreducible if the only subspaces of Cna that are invariant under the entire
algebra B are the trivial subspaces, {0} and Cna . If there are others, B is called reducible.
More generally, a matrix family (finite or infinite) is called irreducible if only the trivial
subspaces are invariant, and reducible otherwise.3 Note that a matrix family is irreducible if
and only if the algebra generated by it is. We shall later see various (classes of) examples.
Remark 3.2. The commutant B′ of B ⊆ Mat(na,C) is defined as
B′ = {A ∈ Mat(na,C) | [A,B] = 0 for all B ∈ B}
and is again a subalgebra of Mat(na,C). By Schur’s lemma for the field C, we know that
B irreducible implies B′ = C1, while the converse is generally false. If, however, our IDA
B is closed under taking Hermitian conjugation (which turns it into a finite-dimensional C∗-
algebra), von Neumann’s bi-commutant theorem states that B = B′′ = Mat(na,C), and
irreducibility of B follows. Unfortunately, the IDA rarely is a ∗-algebra, so irreducibility has
to be decided by other means. However, in view of Burnside’s theorem and the fact that our
alphabet has at least cardinality 2, irreducibility in our situation is equivalent to showing that
B = Mat(na,C); compare [42] and references therein. ♦
Remark 3.3. When a constant-length substitution ̺ is bijective, meaning that every column
of the word vector
(
̺(ai)
)
16i6na
is a permutation of the na letters, all digit matrices Dx are
permutation matrices. This permits to compute the dimension of B for some groups via the
decomposition of the permutation representation Φ and some character theory. In particular,
when the group G generated by the columns of ̺ is isomorphic to the full symmetric (or
3This notion of irreducibility is to be distinguished from the one for non-negative matrices used previously.
Since this will always be clear from the context, we stick to the standard terminology.
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permutation) group4 Σna , one has
BΣna ≃ Mat(na − 1,C) ⊕ C .
This follows from the fact that Φ splits as the direct sum of the standard and the trivial
representation of Σna , meaning Φ = 1⊕ Ust; compare [35].
Furthermore, when G ≃ Ana , the subgroup of even permutations, it can be shown that
BAna ≃ BΣna . This follows from the fact that Ust does not split when restricted to Ana,
because its character satisfies χst(g) 6= 0 for some g ∈ Σna \ Ana , where Ana is an index-2
subgroup of Σna ; see [35, Prop. 20.13].
A subgroup for which Ust does split is G ≃ D4 ⊂ Σ4, where we have dim(BD4) = 6; see
Example 3.6 below for a substitution with such an IDA. ♦
Before we continue, we need some result on the relation between IDAs for ̺ and its powers.
Assume that ̺ is primitive, with substitution matrix M̺ and PF eigenvalue λ. Let B(k) be
the Fourier matrix defined in Eq. (4) for ̺, and denote the corresponding matrix for ̺n by
B(n)(k), so B(1)(k) = B(k). A simple calculation shows that B(2)(k) = B(k)B(λk) holds; we
shall return to this point in more generality in Section 5. Inductively, one has
B(n+1)(k) = B(k)B(n)(λk)
for any n ∈ N, and thus also the matrix Riesz product type relation
(6) B(n+1)(k) = B(k)B(λk) · . . . · B(λnk).
Note that B(n)(k) defines a matrix cocycle [55] over the dilation dynamical system defined by
k 7→ λk on R+, which will play a central role in our later spectral analysis. We summarise
the relations as follows.
Fact 3.4. Let B(k) be the Fourier matrix of ̺ as defined in Eq. (4). Then, for arbitrary
n ∈ N, the Fourier matrix of ̺n is given by B(n)(k) = B(k)B(λk) · . . . · B(λn−1k). 
Eq. (6) has the following consequence for the IDAs of ̺n, which we denote by B(n).
Lemma 3.5. Let ̺ be a primitive substitution over a finite alphabet with na letters, and
consider the corresponding inflation rule with (fixed) natural prototile lengths. If m,n ∈ N
with m|n, one has B(n) ⊆ B(m). In particular, B(n) ⊆ B(1) = B for all n ∈ N.
Moreover, if there is a q ∈ N such that B(n) = Mat(na,C) holds for all n > q, one has
B(n) = Mat(na,C) for all n ∈ N.
Proof. Let λ be the PF eigenvalue of M̺, which implies that λ
n is the corresponding one of
M̺n . The first claim is trivial for n = m, so let n > m and set ℓ = n/m, which is an integer
> 2 due to our assumptions. As a direct consequence of Eq. (6), one now derives
B(n)(k) = B(ℓm)(k) = B(m)(k)B(m)(λmk) · . . . ·B(m)(λ(ℓ−1)mk).
This relation entails that the Fourier matrices of ̺n are elements of B(m), hence B(n) ⊆ B(m)
as claimed.
4We use Σn for the symmetric or permutation group of n symbols.
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Now, if B(n) = Mat(na,C) holds for all n > q, we may choose n′ := q!, so that m|n′ holds
for all 1 6 m 6 q. The second assertion then is a consequence of the first. 
The result of Lemma 3.5 looks odd at first sight, as one might expect the IDA B(n) to be
independent of n. However, this is generally not the case, as the next example demonstrates.
Example 3.6. Consider the alphabet A = {a, b, c, d} and the constant-length substitution ̺
defined by [
a
b
c
d
]
̺7−→
[
ad
bc
da
cb
]
̺7−→
[
adcb
bcda
cbad
dabc
]
where we also wrote the second iteration. Now, in the first step, the columns display the
letter permutations (cd) and (adbc), which multiplicatively generate a group isomorphic with
D4. Thus, the corresponding IDA is 6-dimensional, and isomorphic with C ⊕C ⊕Mat(2,C).
In the second step, the columns show the (non-trivial) letter permutations (ad)(bc), (ac)(bd)
and (ab)(cd), which only generate Klein’s 4-group, C2 ×C2, which is Abelian. Here, the IDA
is then 4-dimensional, and isomorphic to C ⊕ C ⊕ C ⊕ C. More generally, B(2n) = B(2) and
B(2n+1) = B(1) for all n ∈ N. ♦
We say that ̺ admits a substitutional root if a substitution σ exists such that ̺ = σn for
some n > 2. A necessary condition for this to happen is that the corresponding substitution
matrices satisfy M̺ =M
n
σ . This condition is not sufficient, as one can see from ̺ = (aba, ab),
which has the square root (ab, a), versus ̺′ = (aab, ab), which has no root. Nevertheless,
M̺ =M̺′ , and the two substitutions even generate the same hull. The following consequence
of Lemma 3.5 is immediate.
Corollary 3.7. Let ̺ be a primitive inflation rule with irreducible IDA. If σ is a substitutional
root of ̺, the IDA of σ, when realised with the matching tile lengths, is irreducible as well. 
Let us next state one general criterion for the irreducibility of an IDA.
Proposition 3.8. Let ̺ be a primitive substitution over a finite alphabet with na > 2 letters.
If the natural prototile lengths are distinct, the IDA of ̺ is B = Mat(na,C) and hence
irreducible.
Proof. If ̺ is primitive, we know that the hull defined by it is minimal, and each element of
it is linearly repetitive; see [5] and references therein for background. In particular, there is a
number ζ > 0 such that every (connected) legal patch of length > ζ contains at least one copy
of each prototile. Denote the natural prototile lengths by ℓ1, . . . , ℓna , where we may assume
that the letters of the alphabet are ordered such that ℓ1 > ℓ2 > . . . > ℓna > 0.
Define △min = min{ℓ1 − ℓ2, ℓ2 − ℓ3, . . . , ℓna − ℓna−1}. Then, we pick an integer q such that
λq△min > ζ, with λ the PF eigenvalue of M̺ as before, and consider ̺q. This power of ̺ now
has the property that the corresponding level-1 supertile of type i, which is the patch ̺q(ai),
is longer than that of type i+ 1 by more than ζ, and this holds for all 1 6 i 6 na − 1. If we
draw the level-1 supertiles in a stack on top of each other, with coinciding left endpoints, we
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see that each supertile now has an ‘overhang’ of length > ζ over the next one below it. We
can now determine the digit matrices D
(q)
x of ̺q as follows.
For each 1 6 i 6 na, by our above repetitivity argument, at least one x ∈ T (q)i,1 exists with
x > λqℓ2, and the corresponding digit matrix is D
(q)
x = Ei,1, the standard elementary matrix.
Consequently, all Ei,1 are in B(q). Next, for each 1 6 i 6 na, there exists at least one x ∈ T (q)i,2
with x > λqℓ3, and we have
(
D
(q)
x
)
i,2
= 1. Here, we do not know whether the first column
of D
(q)
x contains only zeros, as there could be some coincidences between ̺(a1) and ̺(a2).
However, if
(
D
(q)
x
)
j,1
= 1 for some j, we may form differences with the elementary matrix
Ej,1, which we already know to be in B(q). So, also all Ei,2 are in B(q).
Proceeding inductively in the row number, we see (after finitely many steps) that all ma-
trices Ei,j must be in B(q), wherefore we get B(q) = Mat(na,C). Since our argument with
the sufficiently long overhangs applies to all powers ̺q
′
with q ′ > q, the second assertion of
Lemma 3.5 implies that B = Mat(na,C) as well, which proves the main claim.
Since we are working over Cna with na > 2, irreducibility follows from Burnside’s theorem,
as C is algebraically closed; see [38, 42]. 
In view of Eq. (5) and the ensuing discussion of B versus BD, the following consequence is
immediate.
Corollary 3.9. Let ̺ be a primitive substitution over a finite alphabet with irreducible IDA B.
Then, for each ε > 0, the complex algebra generated by the matrix family {B(k) | 0 6 k < ε} is
again B, and hence irreducible as well. Moreover, even the finite matrix family {B(k) | k ∈ J}
is irreducible, provided that J contains at least r = |ST | distinct values of k that are rationally
independent. 
The important point here is that, if B is irreducible, no matrix family {B(k) | 0 6 k < ε}
with ε > 0 can possess a non-trivial invariant subspace. This can be viewed as a first step
towards establishing a stronger irreducibility notion, as needed for a version of Furstenberg’s
theorem to represent extremal Lyapunov exponents; compare [55, 21].
Note that the IDA of a primitive inflation rule ̺ is not an MLD invariant, see [5, Sec. 5.2]
for background, and neither is its irreducibility. Since the latter is an important tool, we
illustrate this phenomenon with a paradigmatic example.
Example 3.10. The classic Thue–Morse (TM) rule
̺TM : 1 7→ 11¯ , 1¯ 7→ 1¯1
defines a substitution of constant length over the binary alphabet {1, 1¯}, which can thus also
be read as an inflation rule for two prototiles of unit length; compare [5, Secs. 4.6 and 10.1].
It possesses a (self-explanatory) bar swap symmetry in the sense of [3], which implies the IDA
BTM to be reducible. In fact,
BTM =
{(
α β
β α
)∣∣∣α, β ∈ C}
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is a two-dimensional commutative subalgebra of Mat(2,C); see [3, Sec. 4.1] for details.
Next, observe that any sequence in the TM hull is composed of overlapping words of the
form 11¯ℓ1 with ℓ ∈ {0, 1, 2}, where the overlap with the preceding (ensuing) word is always 1.
These are nothing but the three right-collared return words for the letter 1 of the TM system;
see [23] for background. Consequently, each 1 in the sequence is the first letter of one of the
right-collared words (in obvious notation)
a = 11¯1¯|1 , b = 11¯|1 or c = 1|1 ,
so that there is a simple rule between the TM hull and the derived abc hull with natural tile
lengths, which is local in both directions. This makes the two hulls MLD as tiling spaces,
where a, b and c represent prototiles of lengths 3, 2 and 1, respectively.
Now, it is easy to check that we inherit an inflation rule for the new prototiles, namely
̺′ : a 7→ abc , b 7→ ac , c 7→ b ,
which satisfies the conditions of Proposition 3.8, and thus possesses Mat(2,C) as its IDA,
which is irreducible. Note that, for the inflation ̺′, the positions (left endpoints) of the tiles
a, b and c in any fixed element of the hull taken together coincide with the positions of all
intervals of type 1 in the corresponding element of the original TM hull. ♦
Example 3.11. Closely related is the period doubling substitution ̺pd = (AB,AA) on the
alphabet {A,B}. It defines a subshift that is a factor of the TM system, with a globally 2 : 1
factor map [5, Thm. 4.7]. In the notation of Example 3.10, the latter is given by the sliding
block map defined via ψ(11¯) = ψ(1¯1) = A and ψ(11) = ψ(1¯1¯) = B. It is not difficult to check
that the IDA of ̺pd is generated by the digit matrices
D0 =
(
1 1
0 0
)
and D1 =
(
0 1
1 0
)
.
Since D0D1 = D0 andD1D0 = ( 0 01 1 ), one sees that Bpd is a three-dimensional algebra, namely
Bpd =
{(
α α+ γ
β + γ β
)∣∣∣α, β, γ ∈ C},
which is non-commutative, but still reducible, with non-trivial invariant subspace C
(
1
−1
)
.
As in our previous example, we can use the return words
a = A|A and b = AB|A
to construct an inflation rule with distinct tile lengths that defines an MLD system, then with
an irreducible IDA. ♦
Remark 3.12. Examples 3.10 and 3.11 can be extended to general constant-length substi-
tutions over a binary alphabet A = {a, b} as follows. If ̺ = (wa, wb), with wa and wb being
words of the same length, is primitive and aperiodic, the corresponding IDA is either Bpd or
BTM. The latter case occurs if and only if ̺ is bijective (meaning that wa and wb differ at
every position). Nevertheless, in all these examples, the induced inflation rule for the new
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alphabet based on the return words has an irreducible IDA, but defines a tiling system that
is MLD. ♦
Remark 3.13. For the Rudin–Shapiro substitution [47, 5], as defined by ̺RS = (02, 32, 01, 31)
on A = {0, 1, 2, 3} a return word encoding does not lead to tiles of distinct length. Indeed,
the eight right-collared return words for the letter 0 are
01|0 , 02|0 , 0131|0 , 0232|0 , 013132|0 , 01313231|0 , 02323132|0 , 0232313231|0 ,
and using them to set up the new alphabet A′ = {a, b, c, . . . , h}, in the same order, one gets
the induced substitution ̺′RS = (d, ba, g, bca, ha, he, bcfa, bcfe), which is again primitive. Its
substitution matrix is
M =

0 1 0 1 1 0 1 0
0 1 0 1 0 0 1 1
0 0 0 1 0 0 1 1
1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 1
0 0 0 0 0 0 1 1
0 0 1 0 0 0 0 0
0 0 0 0 1 1 0 0

with eigenvalues 2, ±√2, −1 and 0 (the last with multiplicity 4). The PF left eigenvector
is (2, 2, 4, 4, 6, 8, 8, 10) for the natural interval lengths, with length 2 for the shortest interval
to reflect the meaning of a in the original version, while the corresponding right eigenvector
1
16(4, 4, 2, 2, 1, 1, 1, 1)
T codes the letter frequencies as usual.
It is interesting to note that, in the geometric realisation with natural interval lengths, we
thus have a system that is not of constant length, but shows absolutely continuous diffraction
(and thus also spectral) components. This follows from the fact that the Rudin–Shapiro
system and this geometric return word system are MLD, hence lead to topologically conjugate
dynamical systems under the translation action of R.
The IDA of the induced inflation rule is irreducible, which has an interesting consequence
on the way the AC spectrum is encoded in the Fourier matrix cocycle. In particular, we do no
longer have a k-independent subspace with unitary dynamics as in the original version [3, 43],
but a k-dependent equivariant family. This would deserve further exploration, in particular
via extending some results in this direction from [21]. ♦
For the appropriate treatment of pair correlations, one has to go one step beyond the IDA
in considering the real algebra generated by the matrices A(k) = B(k)⊗B(k). Since we need
rather little of this extension below, we summarise the basic properties in an appendix.
3.2. Pair correlation functions and measures. Since the structure of the correlation
measures for periodic examples is clear, we can restrict our attention to primitive inflation
rules that are aperiodic in the sense of [5, Def. 4.13]. Note that, in one dimension, the hull
of a primitive inflation rule is either periodic or aperiodic. Let Λ = Λ1 ∪ · · · ∪ Λna be a fixed
point of the aperiodic, primitive inflation rule ̺ (or of ̺q for some q ∈ N, which defines the
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Figure 1. If two tiles (solid intervals) at distance z have offsets x and y within
their covering supertiles (dotted intervals), the latter have distance z + x− y.
same hull), where each interval of type ai carries a marker point of type i at its left endpoint.
As in [3], we define νij(z) as the relative frequency of the occurrence of distance z between a
point of type i (left) and one of type j (right). These quantities exist uniformly due to unique
ergodicity, and they are constant on the hull due to minimality. In fact, for any Λ from the
hull, one has the same relation,
(7) νij(z) =
dens
(
Λi ∩ (Λj − z)
)
dens(Λ)
,
which entails νij(0) = 0 for i 6= j and
∑na
i=1 νii(0) = 1.
Clearly, we also have
(8) νij(−z) = νji(z)
for all i, j and all z. Moreover, we know that
(9) νij(z) > 0 ⇐⇒ νij(z) 6= 0 ⇐⇒ z ∈ Sij := Λj − Λi ,
where the Minkowski differences Λj − Λi are again the same for each element of the hull,
whence Sij is well-defined. Note that the first equivalence is clear by definition. One direction
of the second equivalence follows from the geometric constraint of the tiling, while the other
is another consequence of minimality (and hence repetitivity).
The counterpart of the set of equations for the Fibonacci example treated in [3] now reads
(10) νmn(z) =
1
λ
na∑
i,j=1
∑
x∈Tmi
∑
y∈Tnj
νij
(
z + x− y
λ
)
,
for 1 6 m,n 6 na. It is derived in complete analogy to the Fibonacci case in [3], employing
local recognisability, as illustrated in Figure 1. In fact, it is not necessary that we start from
a fixed point, because the pair correlation functions exist, and are the same for every element
of the hull Λ, which is minimal. The derivation only requires the recognition of the unique
level-1 supertile to which any individual tile belongs. Let us sum up this little derivation (and
generalisation of [3]) as follows.
Lemma 3.14. Let Y be the tiling space defined by an aperiodic, primitive inflation rule ̺,
with a fixed set of na prototiles of natural length. Given some Λ ∈ Y, let νij(z) be the
relative frequency of occurrence of a tile of type i (left) and one of type j (right) at distance
z between their left endpoints, which exists and is independent of Λ. Then, these coefficients
are non-negative and satisfy the renormalisation equations (10) together with the symmetry
relation (8) and the support condition (9). 
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Remark 3.15. The derivation of Eq. (10) relies on the unique identification of the covering
supertile for each tile, but it does not require this process to be local. Therefore, the statement
of Lemma 3.14 can be extended to primitive inflation rules that define a periodic hull. In such
a case, one consistently marks the supertiles in each element of the hull, for which one has
more than one choice, and proceeds with the otherwise unchanged proof. It is not difficult to
check that the outcome does not depend on the actual decomposition chosen. ♦
For some aspects, as exploited in [3], we need to understand precisely to what extent the
renormalisation equations (10) determine the frequencies. Let us thus look at these relations
from scratch.
Theorem 3.16. Assume that the geometric data needed to write down Eq. (10) are taken
from a (periodic or aperiodic) primitive inflation rule ̺ with inflation multiplier λ as explained
above. Let νij, with 1 6 i, j 6 na, be real-valued functions with supp(νij) ⊆ ∆ij ⊂ R, where
the ∆ij are given point sets such that ∆ :=
⋃
i,j ∆ij is locally finite and contains 0. Then,
the solution space of the linear renormalisation equations (10) with functions of this type is
finite-dimensional. When Sij ⊆ ∆ij for all 1 6 i, j 6 na, this solution space is non-trivial.
In particular, when ∆ij = Sij for all 1 6 i, j 6 na, the solution space is one-dimensional,
so there is precisely one solution with
∑na
i=1 νii(0) = 1, which is actually strictly positive. This
solution automatically satisfies the symmetry relation (8). If ∆ij is further restricted to a
true subset of Sij for at least one index pair, the solution space becomes trivial.
Proof. Observe first that, since λ > 1, the set of equations with
|z| 6 c := 1
λ− 1 sup{x− y | x ∈ Tmi , y ∈ Tnj , 1 6 i, j,m, n 6 na}
forms a closed subsystem of linear equations. When the total support is inside a fixed locally
finite set ∆ ⊂ R, we know that ∆ ∩ [−c, c] is a finite set, wherefore the closed subsystem
comprises finitely many equations only (there is at least one, since 0 ∈ ∆ by assumption).
Observe next that we only need to prove the dimensionality claim for this subsystem.
Indeed, since ∆ ⊂ R is locally finite, there is a smallest z ∈ ∆ with z > c, and the values
of the correlation coefficients at z are then uniquely determined, either from the support
constraint or from Eq. (10), where only arguments with modulus < z (and hence 6 c in this
case) occur on the right-hand side. Proceeding inductively with growing modulus of z, one
sees that the correlation coefficients are uniquely determined for all z > c. An analogous
argument works for all z ∈ ∆ with z < −c.
Consequently, the solution space dimension of the entire system, with functions νij with
supp(νij) ⊆ ∆, equals that of the closed, finite subsystem. This proves the first claim, while
the underlying inflation tiling space with its properties guarantees at least one solution if the
supports are large enough; compare Eq. (9).
Indeed, when ∆ij = Sij = Λj − Λi, we know from Eq. (9) that a strictly positive solution
exists, with supp(νij) = ∆ij for all 1 6 i, j 6 na. Consider the subset of equations of (10)
that emerge from inserting z = 0 on the left-hand side. Since Λi ∩ Λj = ∅ for i 6= j, one has
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0 ∈ Sij if and only if i = j. This means that we must have νij(0) = 0 for all i 6= j. Moreover,
if x ∈ Tmi and y ∈ Tnj , one has 0 6 x < λℓi and 0 6 y < λℓj and hence the inequality
−ℓj < x− y
λ
< ℓi
from the geometry of the prototiles. So, for x 6= y, the point x−yλ cannot be an element of
Sij, and νij must vanish there. We thus remain with the relations
νmm(0) =
1
λ
na∑
i=1
card(Tmi) νii(0),
for 1 6 m 6 na, which together give the eigenvalue equation
(11) M̺
 ν11(0)...
νnana(0)
 = λ
 ν11(0)...
νnana(0)
 .
By primitivity of ̺, the non-negative matrix M̺ is primitive, and the eigenspace of λ = λPF
is one-dimensional. Moreover, there is an eigenvector with νii(0) > 0 for all i, which can
be normalised as
∑na
i=1 νii(0) = 1. If we now multiply both sides of Eq. (10) by λ, we may
interpret it as an eigenvector equation for eigenvalue λ, where we have finitely many vector
components of the form νij(z) with z ∈ Sij and |z| 6 c from above. The right-hand side of
Eq. (10) can now be seen as the application of a non-negative matrix A to this vector, where
A is decomposable, because we have identified an irreducible subblock in Eq. (11).
Since we know from the underlying inflation ̺ together with Eq. (9) that A has λ as an
eigenvalue with a strictly positive eigenvector corresponding to it, we deduce from Lemma 2.1
that the eigenspace for λ is one-dimensional if no other invariant diagonal subblock of A exists
with eigenvalue λ, meaning r = 1 in Lemma 2.1.
Indeed, when there is some 0 < z ∈ Sij, we know that there exists a legal patch of the form
aiwaj , with w a finite word and aiw coding a patch of length z. From the structure of the
primitive inflation ̺, we know that aiwaj must then be a subword of ̺
k(a1) for some k ∈ N,
where we may assume k to be the minimal such power. Now, applying the renormalisation
equation k times to a1 implies that νij(z) is linked to ν11(0) on this level, as the patch
under consideration lies in this very level-k supertile. Consequently, νij(z) cannot belong to
a decoupling subset of components. An analogous argument holds for negative z.
We thus see that the parameter r of the normal form Anf of A must be r = 1, and the
dimension of our solution space is indeed 1 when ∆ij = Sij. The symmetry is clear, while the
final claim is now a simple consequence of Eq. (9), which followed from the strict ergodicity
of our underlying dynamical system. 
Remark 3.17. Let us rewrite Eq. (10) in a slightly different way that establishes a link to
the generators of the R-algebra A from the Appendix. If we use ν = (ν11, ν12, . . . , νnana)
T in
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the standard ordering for a double index, one can check that Eq. (10) can be rewritten as
(12) λ ν(z) =
∑
x∈△T
Fx ν
(
z + x
λ
)
,
where we use (as before) the convention to set νij(z) = 0 whenever z is not in the admissible
set ∆ij . Note that this version of the renormalisation equation can be read as an eigenvector
equation for a non-negative matrix. ♦
3.3. Renormalisation for correlation measures and their Fourier transforms. Let
us return to the hull Y that was defined by the primitive inflation rule ̺, and consider some
Λ ∈ Y. The Minkowski difference ∆ = Λ−Λ is locally finite and the same set for all elements
Λ ∈ Y. We may thus consistently define pure point measures Υmn =
∑
z∈Λ−Λ νmn(z) δz as in
[3], called the pair correlation measures. Now, Eqs. (8) and (9) imply
(13) Υ˜mn = Υnm and Υmn > 0.
Moreover, each Υmm is a positive definite measure, and, due to Eq. (7), see also [2, Eq. 4.1],
one actually has the representation
(14) Υmn =
δ˜Λm⊛ δΛn
dens(Λ)
which could also be used to define the measures.
With this definition, Eq. (10) implies the measure-valued counterpart
(15) Υmn =
1
λ
na∑
i,j=1
∑
r∈Tmi
∑
s∈Tnj
δs−r ∗
(
f.Υij
)
.
Here, f(x) := λx and
(
f.µ
)
(E) = µ(f−1(E)) for Borel sets E , which matches with the defini-
tion via test functions used earlier. Note that the Υij are the pair correlation measures both
of the entire hull Y and of each individual member of Y.
Remark 3.18. The pair correlation measures can be considered as the building blocks of
diffraction theory as follows. Decompose Λ ∈ Y as Λ = ⋃˙16i6naΛi into the distinct types of
points, and consider the measure ω =
∑na
i=1 uiδΛi with weights ui ∈ C, which is translation
bounded by construction. Its autocorrelation γ = γu according to Eq. (2) exists, and is given
by
γu = dens(Λ)
na∑
i,j=1
ui Υijuj ,
which also implies that one has γ̂u = dens(Λ)
∑
i,j ui Υ̂ijuj . In this sense, understanding Υ
and Υ̂ gives complete access to the diffraction measures of the dynamical system. ♦
Observe that, by Lemma 2.3, all measures Υmn are translation bounded and transformable
again. As a result of Eq. (13), we also know that
(16) Υ̂mn =
̂˜
Υmn = Υ̂nm ,
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and each Υ̂mn is a positive definite measure, with Υ̂mm > 0 in addition for all m.
Recalling that f̂.µ = 1λ (f
−1.µ̂) holds for any transformable measure µ, one finds
Υ̂mn =
1
λ2
na∑
i,j=1
∑
r∈Tmi
∑
s∈Tnj
e−2π i(s−r)(.)
(
f−1.Υ̂ij
)
,
which is the appropriate generalisation of the Fibonacci equations from [3] to this more general
situation. Let us rewrite this equation to highlight its structure. In column vector notation
for the Kronecker product structure alluded to earlier, with
Υ = (Υ11, Υ12, . . . , Υ1na , Υ21, Υ22, . . . , Υnana)
T
and similarly for the Fourier transform, one now finds
(17) Υ̂ = 1
λ2
A(.)
(
f−1.Υ̂
)
with A(k) = B(k) ⊗ B(k) in complete analogy to the Fibonacci example treated in [3], and
B(k) as defined in Eq. (4). Several properties of the matrices A(k) and the algebra generated
by them are collected in the Appendix.
Next, observe that each component Υ̂ij has a unique decomposition into its pure point (pp)
and continuous (c) parts, where the support of the pure point part is (at most) a countable
set. The union of these countable sets over i, j still is a countable set, and justifies the
decomposition of the measure vector Υ̂ as Υ̂ =
(
Υ̂
)
pp
+
(
Υ̂
)
c
. This means that we have a
decomposition R = Epp ∪˙ Ec such that(
Υ̂
)
pp
= Υ̂
∣∣
Epp and
(
Υ̂
)
c
= Υ̂
∣∣
Ec ,
where Epp is a countable set. Without loss of generality, we may also assume that Epp = f(Epp),
for instance by replacing Epp with E ′pp :=
⋃
m∈Z f
m(Epp), which is still a countable set, and Ec
with E ′c := R\E ′pp, which is then also invariant under f . This gives another valid decomposition
of R, which is better suited for our purposes.
Similarly, one can now further split the continuous component into its singular continuous
(sc) and absolutely continuous (ac) parts, finally giving
Υ̂ =
(
Υ̂
)
pp
+
(
Υ̂
)
sc
+
(
Υ̂
)
ac
,
where each part is concentrated on a set that is a null set for the other two parts. Note
that we may assume, without loss of generality, that the supporting sets are disjoint and
invariant under the linear mapping f . This follows constructively by an extension of our
previous argument to a decomposition of E ′c into two sets, leading to R = E ′pp ∪˙ E ′sc ∪˙ E ′ac with(
Υ̂
)
α
= Υ̂
∣∣
E ′α and f(E
′
α) = E ′α for all α ∈ {pp, sc, ac}.
Lemma 3.19. The scaling relation (17) for Υ̂ holds for each of the three spectral types
separately. In other words, one has(
Υ̂
)
α
= 1
λ2
A(.)
(
f−1.Υ̂
)
α
for each α ∈ {pp, sc, ac}. Moreover, Eq. (16) holds for each spectral type separately.
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Proof. Note that the matrix function A(k) depends analytically on k, wherefore the measure
vectors A(.)µ and µ are of the same spectral type; in particular,
(
A(.)µ
)
α
= A(.)
(
µ
)
α
holds
for each α ∈ {pp, sc, ac}. Moreover, the map µ 7→ f−1.µ, which is a simple dilation, does not
change the spectral type either. The claim is now an exercise in restricting the measures on
the left-hand and right-hand sides to the f -invariant supporting sets E ′α together with their
measure-theoretic orthogonality; compare [5, Prop. 8.4].
The last claim follows from standard arguments. 
3.4. Analysis of pure point part. Let us first take a closer look at the pure point part,
which can be written as (
Υ̂
)
pp
= dens(Λ)
∑
k∈E ′pp
I(k) δk
with the (at most countable) set E ′pp introduced earlier. Here, the extra factor dens(Λ) is
introduced to match the definition of I(k) as relative (or dimensionless) quantity with the
interpretation of γ̂u(0) according to Remark 3.18 and [5, ]. As before, we use a vector notation,
with the intensity vector I, so
(
Υ̂ij
)
pp
= dens(Λ)
∑
k∈E ′pp Iij(k) δk. As a result of Eq. (16) and
Lemma 3.19, we have Iii(k) > 0 together with
Iij(k) = Iji(k) = Iij(−k).
A straight-forward calculation now shows that I must also satisfy the identity
(18) I(k) = λ−2A(k)I(λk)
for all k, with the obvious understanding that we set Iij(k) = 0 for any k outside the sup-
porting set E ′pp. In particular, for k = 0, Eq. (18) entails the relation
(19) A(0)I(0) = λ2I(0).
Since A(0) = M̺ ⊗ M̺, which has PF eigenvalue λ2, we recognise this as an eigenvalue
equation that is related to the frequencies of the prototiles, respectively the density of the
subsets of points of the corresponding type. In fact, the solution is unique up to an overall
constant, and given by
(20) Iij(0) = α
2 dens(Λi) dens(Λj),
where α = dens(Λ)−1 in our setting due to the definition of the νij(z) as relative (and hence
dimensionless) frequencies. Note that this contribution, which decouples from other values of
k, is always present, no matter whether our system has non-trivial point spectrum or not.
Let us briefly look at the above scaling relations in a different way. Defining the matrix
I = (Iij)16i,j6na, one checks that Eq. (18) can be rewritten as
I(k) = λ−2B(k)I(λk)B(k)†,
where † denotes Hermitian adjoint. Clearly, this implies the relation
|det(B(k))|2 det(I(λk)) = λ2d det(I(k)),
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which has various consequences. In particular, det(I(k)) will usually vanish. Moreover, the
matrix I(0) has rank 1, as follows immediately from Eq. (20). In fact, a more general result
is true.
Theorem 3.20. Let ̺ be a primitive inflation rule with hull Y. Then, for all k ∈ R, there
are numbers ai(k), with 1 6 i 6 d, such that the identity Iij(k) = ai(k) aj(k) holds for
1 6 i, j 6 na. These numbers are the dimensionless Fourier–Bohr coefficients, defined as
aj(k) = α limr→∞
1
2r
∑
x∈Λj∩[−r+c,r+c]
e−2π ikx,
with α = dens(Λ)−1. Here, the convergence is uniform in c ∈ R. This coefficient is indepen-
dent of the choice of Λ ∈ Y. As a consequence, for all k ∈ R, the matrix I(k) is Hermitian,
positive semi-definite, and has rank at most 1. Moreover, the set of k with aj(k) 6= 0 for
some j is at most a countable set.
Proof. Our system is strictly ergodic, and all eigenfunctions are continuous [47]. This implies
the uniform existence of the Fourier–Bohr coefficients [34, 40], as well as their independence
of the choice of Λ.
For Iii(k), the claim is now a consequence of [40, Thm. 5] applied to δΛi , which gives
Iii(k) = |ai(k)|2, where Iii(k) > 0 at most for countably many k ∈ R. For Iij(k) with i 6= j,
we recall Eqs. (3) and (14) to obtain
Υij =
1
4
4∑
ℓ=1
iℓ
[(
ωj + i
ℓωi
)
⊛
(
ωj + i
ℓωi
)˜ ]
with ωi = δΛi . Since the contribution of the term in square brackets to Iij(k) is given by
|aj(k) + iℓai(k)|2, again by [40, Thm. 5], one finds Iij(k) = ai(k) aj(k) as claimed. 
Remark 3.21. The result of Theorem 3.20 can be viewed as a variant of the Bombieri–Taylor
observation on the connection between exponential sums (or amplitudes) and intensities. Its
original version refers to the relations Iii(k) = |ai(k)|2. For primitive inflation rules, they
extend to all components of I(k) as stated. ♦
Remark 3.22. The representation of I(k) as a rank-1 matrix in Theorem 3.20 is only unique
up to a phase, which means that replacing a(k) by e−2π iϑ(k)a(k) results in the same I(k).
When Λ,Λ′ ∈ Y are translates of one another, say Λ′ = t + Λ, one has ϑ(k) = kt, but
more complicated phase functions show up in general, due to the structure of Y. This is an
interesting problem in its own right, and has been studied extensively in the physics literature;
see [54, Sec. 4.2] and references therein.
Still, our recursion has the consequence that we also have
|ai(k)| = λ−1
∣∣∣∑
j
Bij(k) aj(λk)
∣∣∣,
which can be further analysed when B(k) is invertible. It can provide valuable insight on how
the modulus of the amplitudes behaves under the inward or outward iteration. ♦
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3.5. Analysis of absolutely continuous part. Let us now take a closer look at
(
Υ̂
)
ac
. By
the Radon–Nikodym theorem, each component
(
Υ̂ij
)
ac
is represented by a measurable and
locally integrable density function hij relative to Lebesgue measure, though this is generally
not an element of L1(R).
For the next result, we consider W = Cna ⊗ Cna also as a real vector space, then of
dimension 2n2a, and split it as W = W+ ⊕W− into the eigenspaces of the R-linear map C on
W defined by x⊗ y 7→ y ⊗ x, where . is complex conjugation; see the Appendix for more.
Lemma 3.23. Let h be the vector of Radon–Nikodym densities that represents Υ̂ac. Then,
one has the relation
h(k) = 1
λ
A(k)h(λk),
which holds for Lebesgue-a.e. k ∈ R.
Moreover, the relations hij(−k) = hji(k) = hij(k) and hii(k) > 0 hold for a.e. k ∈ R and
all 1 6 i, j 6 na. In particular, h(k) ∈W+ for a.e. k ∈ R.
Proof. Let g be a continuous function with compact support in R. We have to determine
what the relation from Lemma 3.19, for α = ac, implies for the Radon–Nikodym densities of
µ := Υ̂ac. The left-hand side of Lemma 3.19 clearly reads
µ(g) =
∫
R
g(k) dµ(k) =
∫
R
g(k)h(k) dk.
With f(k) = λk as before, we can calculate the right-hand side of Lemma 3.19 as follows,
λ−2
(
A(.) (f−1.µ)
)
(g) = λ−2
∫
R
g
(
f−1(k)
)
A
(
f−1(k)
)
dµ(k)
= λ−2
∫
R
g
(
k
λ
)
A
(
k
λ
)
h(k) dk = 1
λ
∫
R
g(k)A(k)h(λk) dk,
where the first step is just working out the definition of the measure on the left, while the last
is the result of a change of variable transformation. This is the important step, as it leads
to the cancellation of one factor of λ in the denominator. Comparing the two expressions
above, and observing that the test function g was arbitrary, leads to the first claim by means
of standard arguments for densities.
The second claim is a consequence of Eq. (16) and Lemma 3.19 for the absolutely continuous
parts, in conjunction with the properties of the correlation measures Υij from Eq. (13). Since
the action of the mapping C on h is given by (Ch)ij(k) = hji(k), the previous claim implies
(Ch)(k) = h(k) for a.e. k ∈ R, hence h(k) ∈W+ as claimed. 
To profit from Lemma 3.23, we now perform a dimensional reduction as follows.5 Define
the matrix H(k) = (hij(k))16i,j6na, which is Hermitian and positive semi-definite, for a.e.
5As we outline in more detail in the Appendix, one can alternatively work with the recursion from
Lemma 3.23 directly. However, the dimensional reduction leads to a stronger result in the sense that we
also get a representation of h that resembles the situation of the pure point part.
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k ∈ R. The renormalisation relation can be rewritten as
(21) H(k) = λ−1B(k)H(λk)B†(k).
If we decompose H(k) = ∑mi=1Hi(k) as a sum of Hermitian, positive semi-definite matri-
ces of rank 1 according to Fact 2.2, each term is of the form Hi(k) = v(i)(k)
(
v(i)
)†
(k),
where each v(i)(k) is a vector of functions from L2loc(R). Now, one has B(k)H(k)B†(k) =∑m
i=1B(k)Hi(k)B†(k), and we can study the simpler iteration
v(k) = 1√
λ
B(k)v(λk)
instead of (21). When B(k) is invertible, we get the corresponding outward iteration as
(22) v(λk) =
√
λB−1(k)v(k)
as well as the iteration
v(λnk) = λn/2B−1(λn−1k) · · ·B−1(λk)B−1(k)v(k),
which holds for a.e. k ∈ R, provided the matrix inverses exist. For the latter, it suffices that
det
(
B(k)
) 6= 0 for some k ∈ R, because the determinant is an analytic function in k and thus
can then at most have isolated zeros.
This way, we can consider the corresponding matrix cocycle, whose Lyapunov exponents
determine the asymptotic growth behaviour of v for k → ∞. It is sufficient to look at the
extremal ones, as given by
χmax(k) = log
√
λ + lim sup
n→∞
1
n
log
∥∥B−1(λn−1k) · · ·B−1(k)∥∥
χmin(k) = log
√
λ + lim inf
n→∞
1
n
log
∥∥B(k)B(λk) · · ·B(λn−1k)∥∥−1.
This follows from the general definition, compare [55], applied to the iteration from (22) by
a simple calculation, where the additional logarithmic term reflects the multiplication by
√
λ
in each iteration step. Now, one also obtains
χmin(k) = log
√
λ − χB(k)
where
(23) χB(k) := lim sup
n→∞
1
n
log
∥∥B(n)(k)∥∥
is the maximal Lyapunov exponent of the Fourier matrix cocycle from Eq. (6) and Fact 3.4.
This way, we can formulate one of our central results in terms of the asymptotic behaviour
of the Fourier matrices of ̺n for large n as follows.
Theorem 3.24. Let ̺ be a primitive inflation rule, with inflation multiplier λ, and let B(k)
be the corresponding Fourier matrix, with det(B(k)) 6= 0 for some k ∈ R. If there is an
ε > 0 such that χB(k) 6
√
λ− ε holds for a.e. k ∈ R, where χB(k) is the maximal Lyapunov
exponent of the Fourier matrix cocycle, the diffraction measure of the system cannot have an
absolutely continuous part.
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Proof. If such an ε > 0 exists, there is a δ > 0 such that ‖v(λnk)‖, for a.e. k, grows like
Ceδλ
nk as n → ∞, where the constant can depend on k, but is always positive. As shown
in [2, Lemma 9.3], this implies that the locally integrable function ‖v‖22 cannot represent a
translation bounded measure unless v(k) = 0 for a.e. k ∈ R.
For any choice of the weight vector u ∈ Cna , the absolutely continuous part of the cor-
responding diffraction measure, γ̂ac, is a translation bounded measure. If uj = δj,ℓ, the
Radon–Nikodym density of γ̂ac is the locally integrable function hℓℓ > 0. Since a finite sum
of translation bounded measures is still translation bounded, hs :=
∑na
ℓ=1 hℓℓ represents a
translation bounded, positive measure.
Now, by Fact 2.2 in conjunction with Eqs. (21) and (22), there is an integer m 6 na such
that hs is of the form
hs(k) =
na∑
ℓ=1
m∑
i=1
∣∣v(i)ℓ (k)∣∣2.
Since each summand is non-negative, there can be no cancellation between the terms, and
the exponential growth of any of them would violate translation boundedness as explained
above. Consequently, we must have v(i)(k) = 0 for a.e. k ∈ R and for all 1 6 i 6 m, and
hence Υ̂ac = 0. This implies γ̂ac = 0 as claimed. 
In fact, as shown in [2], χmin(k) > 0 for a subset of positive measure of some interval of
the form
[
ε
λ , ε
]
with ε > 0 is already enough to rule out an absolutely continuous diffraction
component, which gives the following consequence.
Corollary 3.25. If the primitive inflation rule ̺, with inflation multiplier λ and the deter-
minant condition on B(k) as before, leads to a system that displays a non-trivial diffraction
component of absolutely continuous type, one must have χmin(k) 6 0 for a.e. k ∈ R. 
3.6. Further consequences. In theory, the Lyapunov exponent could still be negative, thus
signifying an exponential decay in the outward direction. However, since the Radon–Nikodym
densities h(k) can be recovered from the vectors v(k), one can rule out the existence of
negative exponents via measure-theoretic arguments when the elements Λ of the geometric
hull Y satisfy some additional properties.
Proposition 3.26. Assume that the elements of Y are Meyer sets, and assume that γ̂ac 6= 0.
Then, its Radon–Nikodym density cannot decay at infinity.
Proof. When the point set Λ ∈ Y under consideration is a Meyer set, it was recently shown
by Strungaru [53] that the absolutely continuous part of its diffraction measure is of the form
γ̂ac = µ̂ where µ is a pure point measure with Meyer set support. Moreover, it follows from
[33, Cor. 11.1] that µ̂ is a strongly almost periodic measure. Consequently, for any g ∈ Cc(R),
the convolution f := µ̂∗g is a Bohr almost periodic function. By starting from a non-negative
g with sufficiently small support, we make sure that f 6= 0.
If the Radon–Nikodym density h of µ̂ decays at infinity, then so does µ̂ as a measure, and
hence also f . On the other hand, for any ε > 0, the ε-almost periods of f are relatively dense.
This only leaves f = 0, which is a contradiction, and h cannot decay at infinity. 
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For primitive inflation rules that lead to a hull Y of Meyer sets with non-trivial absolutely
continuous diffraction, we can neither have χmin < 0, by Proposition 3.26, nor χmin > 0, by
Corollary 3.25, which has the following rather strong consequence.
Corollary 3.27. Assume that the hull Y contains only Meyer sets and that the diffraction
measure γ̂ac is nontrivial. Then, χ
B(k) = log
√
λ for a.e. k ∈ R. In particular, this criterion
applies whenever the inflation multiplier λ of the primitive substitution is a PV number.
Proof. While the first claim is clear from the previous arguments, the second follows from the
fact that the geometric realisation of a primitive Pisot (or PV) substitution always leads to
a geometric hull with the Meyer property.
To be more precise here, though we still do not know whether the Pisot substitution
conjecture holds, we do know that the fixed point of a primitive PV inflation is a relatively
dense subset of a model set, and hence a Meyer set; see [51] and references therein for the
details. Since every hull of a primitive PV inflation is minimal and can be generated as the
orbit closure of a fixed point [5, Sec. 4.2] (possibly under some power of the inflation rule),
the corresponding hull consists of Meyer sets only. 
In favourable situations, some of which will be discussed in the next section, one can cal-
culate the Lyapunov exponents explicitly, and then apply Theorem 3.24 directly. Otherwise,
one can look for upper bounds to χB(k) in order to establish the estimate needed in Theo-
rem 3.24. Let us briefly explain one particularly useful method that is based on a subadditivity
argument; compare [26].
Since the norm in Eq. (23) is arbitrary, we may choose a submultiplicative one, such as the
spectral norm or the Frobenius norm. Then, for any m,n ∈ N, one has
‖B(m+n)(k)‖ = ‖B(m)(k)B(n)(λmk)‖ 6 ‖B(m)(k)‖ ‖B(n)(λmk)‖
and thus, with Ln(k) := log ‖B(n)(k)‖, also
Lm+n(k) 6 Lm(k) + Ln(λ
mk).
Using arithmetic progressions, which correspond to averages along sequences that are totally
Bohr ergodic in the sense of [26], and invoking a standard argument known from Fekete’s
subadditive lemma, one obtains the following bound for the maximal Lyapunov exponent of
B(n). For a proof, we refer to [2, Lemma 6.16] and the treatment in [9].
Lemma 3.28. Let B(n)(.) be the Fourier matrix cocycle of a primitive inflation rule with
inflation multiplier λ > 1, and let Ln(k) = log ‖B(n)(k)‖, for every n ∈ N, be Bohr almost
periodic. Then, for any N ∈ N and a.e. k ∈ R, one has
χB(k) = lim sup
n→∞
1
n
Ln(k) 6
1
N
M(LN ),
where M(f) := limT→∞ 1T
∫ T
0 f(t) dt is the mean of the function f . 
We note in passing that the Bohr almost periodicity can be relaxed by an application of
Sobol’s theorem; compare [9]. In the more restrictive situation that λ is an integer and LN is
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thus 1-periodic, one can determine the mean via Birkhoff’s ergodic theorem whenever LN is
integrable in the Lebesgue sense, as explained in some detail in [9, Sec. 6.3].
In general, observing that LN is a quasiperiodic function, its mean can be evaluated as an
integral over the d-torus, where d is the algebraic degree of λ. Indeed, B(k) can be represented
as a section through a matrix function B
(
k˜
)
that is 1-periodic in each of the (possibly several)
variables. Employing the Frobenius norm, one then has
(24) 1
N
M
(
log ‖B(N)(.)‖2F
)
= 1
N
∫
TD
log
( na∑
i,j=1
∣∣P (N)ij (k˜)∣∣2)dk˜,
where the 1-periodic trigonometric polynomials P
(N)
ij are the entries of B
(N). Effectively, one
can now calculate the right-hand side of the upper bound from Lemma 3.28 for increasing N ,
and test this against the threshold value of log
√
λ from Theorem 3.24. It turns out that this
works quite well in concrete examples; see [8, 7] and Sections 4 and 5.
It is reasonable to expect that χmin(k) > 0 for a.e. k ∈ R holds under more general
circumstances than the Meyer property used in Proposition 3.26, and this is indeed the case.
Theorem 3.29. Let ̺ be a primitive inflation rule, with multiplier λ and Fourier matrix
B(k). Then, for a.e. k ∈ R, one has χmin(k) > 0 or, equivalently, that χB(k) 6 log
√
λ.
Proof. Choosing the Frobenius norm for convenience, the mean of log ‖B(N)‖F can be calcu-
lated as explained above around Eq. (24). Now, via Jensen’s inequality, we get
exp
(
M
(
log ‖B(N)(.)‖2F
))
6
∫
TD
na∑
i,j=1
∣∣P (N)ij (k˜)∣∣2 dk˜ =∑
i,j
∥∥P (N)ij ∥∥22 =∑
i,j
(
MN
)
ij
with M the substitution matrix of ̺. The last step is a consequence of Parseval’s equation
together with the observation that the coefficients of the trigonometric polynomials can only
be 0 or 1, due to the nature of the control points (see below for more), and B(N)(0) =MN .
Now, since ̺ is primitive, we know that
(
MN
)
ij
∼ C λNvi uj holds simultaneously for all i, j
as N →∞, where C > 0 is some constant, and u and v are the left and right PF eigenvectors
of M , both strictly positive and conveniently normalised (via
∑
i vi =
∑
i uivi = 1, say). In
fact, the error term of this estimate is exponentially small because all other eigenvalues of M
are strictly smaller than λ in modulus. This gives
1
N
M
(
log ‖B(N)(.)‖2F
)
6
1
N
log
(
C ′λN
)
= log(λ) + 1
N
log(C ′)
for some C ′ > 0 and all sufficiently large N . Consequently, we also have
χB(k) 6 lim inf
N→∞
1
2N
M
(
log ‖B(N)(.)‖2F
)
6
1
2
log(λ) = log
√
λ
from Lemma 3.28 for a.e. k ∈ R as claimed. 
Few examples are known where a non-trivial AC component occurs at all, namely the
Rudin–Shapiro sequence [47, 5] and its relatives, which all have a similar structure [27].
At present, to the best of our knowledge, no example outside the class of constant-length
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substitutions (and their topological conjugates, which need not be of constant length) is
known. We now know that we have the following necessary criterion for the outward iteration.
Corollary 3.30. Let ̺ be a primitive inflation rule, with multiplier λ and Fourier matrix
B(k), where we assume that det(B(k)) 6= 0 for some k, and cocycle B(n)(.). If the diffraction
measure of the hull defined by ̺ comprises a non-trivial absolutely continuous component, one
has χB(k) = log
√
λ for a.e. k ∈ R. 
Let us compare this with the necessary criterion from [17] for constant-length substitutions,
which is a criterion on the Lyapunov spectrum of the inward iteration. Here, under the
non-degeneracy assumption for det(B(k)), we get a condition from the outward iteration,
which applies to primitive inflations in general. Taken together, this suggests even more that
absolutely continuous components are only possible under very restrictive conditions.
4. Abelian bijective substitutions
It is natural to ask whether the conditions in Theorem 3.24 can be confirmed on a larger
scale; that is, whether it can be proved that such a bound exists for an entire class of substi-
tutions without computing the exponents explicitly. Fortunately, this is the case for a specific
class, which we elaborate here. Throughout this section, we assume ̺ to be an aperiodic,
primitive, bijective substitution of length L on an na-letter alphabet Ana, with corresponding
Fourier matrix B(k) and associated IDA B. Due to Fact 3.1, we make no distinction between
B and the algebra generated by the digit matrices {Dx | x ∈ ST }, which, in this setting, is the
algebra generated by the matrix representation of the permutations {g0, g1, . . . , gL−1}, hence
B = 〈{Dx | x ∈ ST }〉 = 〈Φ(G)〉,
where gr is the inverse of the r-th column of the word vector
(
̺(ai)
)
16i6na
, viewed as an
element of the permutation group Σna of na elements, G = 〈g0, g1, . . . , gL−1〉 and Φ is the
canonical representation via permutation matrices. This follows since P T = P−1 for any
permutation matrix P , and hence Dx =
(
Φ(gx)
)T
= Φ(g−1x ). We call G a generating subgroup
for the algebra B, where it is understood that G is a subgroup of Σna . The primitivity
condition on ̺ translates to a condition on its generating subgroup as follows.
Lemma 4.1. Any generating subgroup G for B must be a transitive subgroup of Σna .
Proof. Assume to the contrary that G is not transitive. Then, there are ai, aj ∈ Ana such
that σ(ai) = aj cannot hold for any σ ∈ G. Consequently, the representation matrices will
be 0 in position i, j, as are all linear combinations of them, and hence all elements of B by
Fact 3.1.
Now, this implies that aj can never appear in any word of the form ̺
n(ai) with n ∈ N.
This contradicts the primitivity of ̺, and our claim follows. 
The following property of Abelian subgroups of Σna is well known; see [50, Cor. 10.3.3 and
Thm. 10.3.4].
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Fact 4.2. Any transitive Abelian subgroup of Σn must be of order n. So, if G is an Abelian
subgroup of Σna that is generating for the IDA B of ̺, it must be of order na. 
Bijective substitutions have a rich structure due to the algebraic properties of their columns.
These can be exploited to shed light on the multiplicity and mutual singularity of the spectral
measures of the associated dynamical system; see [15, 47]. When the generating group is
Abelian, these measures can be written down explicitly as Riesz products of polynomials
arising from the characters ρ ∈ Ĝ evaluated on the columns of ̺. The following important
result (actually also its higher-dimensional analogue) was outlined in [47], and was formally
proved in [15]. For binary block substitutions, it also follows from [28, 29], and it was shown
in [4] by a different method.
Theorem 4.3 ([15, Thm. 4.19]). Any primitive, bijective constant-length substitution that is
aperiodic and Abelian has purely singular dynamical spectrum. 
In what follows, we prove that Theorem 3.24 holds for this class, thus giving an independent
proof by yet another method, which also extends to higher-dimensional block substitutions
[7]. Note that we impose no assumptions on the length or the height of ̺.
Theorem 4.4. Let ̺ be a primitive, bijective constant-length substitution that is aperiodic
and whose IDA B is Abelian. Then, all Lyapunov exponents of ̺ are strictly positive, and the
geometric realisation has singular diffraction. Moreover, all spectral measures of the dynamical
spectrum are singular.
Proof. By assumption, the generating subgroup G is Abelian, and all digit matrices Dx com-
mute with one another. Being permutation matrices, they are thus simultaneously diagonal-
isable, by a unitary matrix U say. In this case, the diagonal entries of UDxU
−1 are values of
characters of G, written as ρi(g). Note that the ρi are the irreducible representations of G
because the latter is Abelian.
The matrix representation we start from is completely reducible by standard results [35], as
a sum of one-dimensional irreducible representations, which are the group characters in this
case. In its diagonalised version, all values that occur are thus roots of unity, so |ρi(g)| = 1
for all i and all g ∈ G. If ̺ is of length L, the eigenvalues of B(k) are then of the form
βj(k) =
L−1∑
m=0
ρj(gm)u
m ,
which is a polynomial in u = e2π ik of degree L−1 whose coefficients are all on the unit circle.
Since we are dealing with a constant-length substitution, B(n)(k) is 1-periodic and defines
a matrix cocycle over the compact dynamical system given by k 7→ Lk modulo 1 on [0, 1),
which is ergodic with respect to Lebesgue measure. Oseledec’s multiplicative ergodic theorem,
compare [14, 55], then guarantees the existence of the Lyapunov exponents of our matrix
cocycle for a.e. k ∈ R. Moreover, still for a set of full measure, the exponents are constant.
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They can be computed explicitly for each invariant subspace, where one obtains
χj = log
√
L − lim
n→∞
1
n
n−1∑
ℓ=0
log|βj(Lℓk)| a.e.=
k∈R
log
√
L −
∫ 1
0
log|βj(k)|dk > 0.
Here, the integral is strictly less than log
√
L because
exp
(∫ 1
0
log|βj(k)|dk
)
<
∫ 1
0
|βj(k)|dk = ‖βj‖1 < ‖βj‖2 =
√
L,
where the first estimate follows from Jensen’s inequality and is strict, as is the second because
βj is not a monomial in u. The last equality is Parseval’s identity; compare [43].
The diffraction measures of constant-length substitutions are closely related to the spectral
measures of characteristic functions. More precisely, choosing ui = δi,ℓ, the restriction of γ̂ to
[0, 1) is the spectral measure of the characteristic function for the presence of a tile (letter)
of type ℓ at 0; see [12] for details. Since our system is self-similar, this argument extends to
characteristic functions of supertiles by a simple scaling argument.
Now, by [47, Prop. 7.2] or [15, Thm. 3.4], a spectral measure of maximal type can be
constructed by a linear combination of spectral measures of characteristic functions of tiles
and supertiles. But if none of them comprise an absolutely continuous component, the spectral
measure of maximal type must be singular as well. 
Remark 4.5. The integral to which the second summand of χj converges is known to be
the logarithmic Mahler measure of the polynomial βj , which we denote by m(βj). Here, the
logarithmic Mahler measure of a (complex) polynomial p is defined as
m(p) :=
∫ 1
0
log
∣∣p(e2π it)∣∣ dt.
When p(z) = a
∏n
i=1(z − αi) is a non-zero polynomial of degree n, one has
m(p) = log|a| +
n∑
i=1
log
(
max
{
1, |αi|
})
by Jensen’s formula. In particular, for monic polynomials, m(p) only depends on the roots of
p that lie outside the unit circle; see [25] for general background.
This connection provides an effective tool to obtain good upper bounds of Lyapunov ex-
ponents for constant-length substitutions, in particular Abelian ones; compare [8]. This step
conveniently generalises to higher-dimensional analogues of Abelian substitutions, then called
Abelian block substitutions; compare [7]. With that, one completely recovers Bartlett’s sin-
gularity result [15], for any dimension. ♦
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Example 4.6. Consider ̺2 with ̺ from Example 3.6, which is a substitution on A4 with
associated generating subgroup G = C2 ×C2. The Fourier matrix B(k) reads
B(k) =

1 u3 u2 u
u3 1 u u2
u2 u 1 u3
u u2 u3 1
 ,
where u = e2π ik, while the corresponding eigenvalues are
β1(k) = 1− u− u2 + u3, β2(k) = 1 + u− u2 − u3,
β3(k) = 1− u+ u2 − u3, β4(k) = 1 + u+ u2 + u3,
with corresponding eigenvectors that are k-independent. These four polynomials are products
of cyclotomic polynomials, and hence m(βj) = 0 for 1 6 j 6 4. This results in a degenerate
Lyapunov spectrum for a.e. k ∈ R, and hence in χB = 0 < log√L = log(2). ♦
In Example 5.10 of the next section, we shall also discuss a planar case for comparison.
Determining which substitutions have the same Lyapunov exponents is generally difficult,
especially since the equality of Mahler measures, which only depend on the roots of a poly-
nomial outside the unit circle, does not imply that they come from the same polynomial.
However, as we shall see in the next result, a certain dichotomy gives rise to families of
substitutions that share the same Lyapunov spectrum (before normalisation).
Theorem 4.7. Consider the na-letter constant-length substitution ̺ : ai 7→ wi, with |wi| = L
for all i, and assume that the columns are either bijective or constant. Suppose further that
the group G′ generated by the bijective columns is Abelian (but not necessarily transitive in
Σna ). Then, all Lyapunov exponents associated to ̺ are strictly positive.
Proof. From the premise, the Fourier matrix of ̺ can be decomposed into
B(k) = Bb(k) +Bc(k),
where Bb(k) and Bc(k) are generated by the bijective and constant columns, respectively.
This gives a partition of the positions as {0, . . . , L− 1} = Sb ∪˙Sc. The idea of the proof now
is to show that all eigenvalues of Bb(k) except one (and their corresponding eigenvectors) are
essentially inherited by B(k). We begin by illustrating how this works for cases when G′ is
transitive, and later describe what changes in the case when it is not.
It follows from Theorem 4.4 that Bb(k) has na linearly independent eigenvectors that do
not depend on k. Furthermore, na − 1 of them have a component sum equal to zero, with
the remaining eigenvector being vna = (1, 1, . . . , 1)
T . This property follows from the facts
that these eigenvectors can directly be constructed from the character table of G′ and that∑
g∈G ρ(g) = 0 for all irreducible representations ρ ∈ Ĝ′ except the trivial one.
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Consider any eigenvector v of Bb(k), with eigenvalue β(k) say, with zero component sum.
Observe that we can write Bc(k) as
Bc(k) =
∑
z∈Sc
e2π izkRa(z) , 1 6 a(z) 6 na,
where the matrix Rm has entries 1 in the m-th row and 0 everywhere else. Consequently,
Rmv = 0 for all 1 6 m 6 na, which implies Bc(k)v = 0. But this means that v is also an
eigenvector of B(k), with the same eigenvalue β(k).
As in Theorem 4.4, the eigenvalues of Bb can be written in terms of the characters of G
′,
βj(k) =
∑
m∈Sb
ρj(gm)u
m,
which is always a polynomial in u = e2π ik of degree at most L − 1. All its coefficients are
either 0 or have modulus 1. Parseval’s equation then once again guarantees that the Lyapunov
exponents arising from these eigenvalues are strictly less than log
√
L. The maximal Lyapunov
exponent is then achieved for some j, which in turn satisfies
χB = χj = m(βj) < log
√
L.
The na−1 exponents shared by B and Bb clearly satisfy this bound. The idea is now to invoke
Lyapunov regularity to show that the last exponent is zero, which is done prior to normalising
with log
√
L. This will confirm that B and Bb indeed share the same set of exponents.
To this end, we note that the na-th eigenvalue of B(k) is β
′
na(u) =
∑L−1
m=0 u
m, which easily
follows from the trace formula. By Lyapunov regularity [14], we see that the sum of the
exponents under the outward iteration (22), without the prefactor
√
λ, is given by
na∑
m=1
χ′m = −
∫ 1
0
log
∣∣det(B(k))∣∣ dk = − na∑
m=1
∫ 1
0
log
∣∣β ′m(k)∣∣ dk
= χ′1 + χ
′
2 + · · ·+ χ′na−1 −m(β ′na),
from which it is clear that χ′na = −m(β ′na) = 0 since β ′na is cyclotomic. This completes the
proof for the transitive case.
When G′ fails to be transitive, we can still use the decomposition B = Bb + Bc, where
Bb now has to be put into block diagonal form via some elementary matrix operations that
partition Ana = {a1, . . . , ana} into orbits of G′. A particularly useful decomposition of G′
is G′ ≃ G′1 × · · · × G′s, wherein each subgroup G′ℓ (which can be the trivial subgroup) acts
transitively on the s orbits in Ana. Furthermore, each nontrivial G′ℓ can be written as a finite
product of cyclic groups by the fundamental theorem of finite Abelian groups. This also
means that the digit matrices afford the splitting
Dm = Φ
(
g−1m
)
=
s⊕
ℓ=1
Φℓ
(
g
(ℓ)
m
)
with gm =
⊕s
ℓ=1 g
(ℓ)
m , where Φℓ is the permutation representation on G
′
ℓ.
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With this, we recover the eigenvalues of Bb from each block as
β
(ℓ)
j (k) =
∑
m∈Sb
ρ
(ℓ)
j
(
g
(ℓ)
m
)
um,
where ρ
(ℓ)
j is an irreducible character of G
′
ℓ. An immediate consequence is that
∑
m∈Sb u
m
has multiplicity s as an eigenvalue of Bb (corresponding to different eigenvectors) since all
blocks naturally admit the trivial representation. Note that non-transitivity in conjunction
with primitivity of the substitution implies that at least one coincidence must be present,
which implies card(Sb) < L.
Similar to the transitive case, any eigenvector of Bb with zero component sum remains an
eigenvector of B, with the same eigenvalue. All but one copy of the polynomial
∑
m∈Sb u
m
also remain eigenvalues, but this time with the corresponding eigenvectors being linear com-
binations of eigenvectors from different blocks. Finally, the uninherited eigenvalue (the one
with a k-dependent eigenvector) is the cyclotomic polynomial
∑L−1
m=0 u
m, which can be com-
puted from the trace. It is easy to see that the same arguments unambiguously apply as
in the transitive case, since the eigenvalues are polynomials in u with coefficients of unit
modulus. 
Remark 4.8. We stress that the set of constant-length substitutions satisfying the condi-
tions of Theorem 4.7 is a subset of the substitutions with coincidences. These, by Dekking’s
criterion, all have pure point spectrum. What we have confirmed here, using our method via
Lyapunov exponents, is the singularity of the spectrum for this specific subset. Though this is
a weaker result, it is interesting in its own right, as it extends to other cases where Dekking’s
criterion yields no answer. ♦
At this point, some examples are in order.
Example 4.9 (A3, transitive, G′ ≃ C3). Consider the substitution ̺3, with Fourier matrix
B3(k), given by
̺3 :

0 7→ 0022,
1 7→ 1002,
2 7→ 2012,
and B3(k) =
 1 + u u+ u2 u0 1 u2
u2 + u3 u3 1 + u3
 ,
where u = e2π ik as usual. The eigenvalues and eigenvectors of B3, which derive from the digit
matrices that generate the Abelian IDA, are given by
β1(k) = 1 + ω
2u2 with v1 = (ω
2, ω, 1)T,
β2(k) = 1 + ωu
2 with v2 = (ω, ω
2, 1)T,
where ω = e
2π i
3 . The third eigenvalue is given by β3(k) = 1 + u + u
2 + u3. The logarithmic
Mahler measures m(βi) are all zero since the respective roots all lie on the unit circle. ♦
Example 4.10 (A4, non-transistive, G′ ≃ C2 × C2). The converse of Fact 4.2 is not true.
There are Abelian subgroups of Σn of order n that are not transitive. In Σ4, there are seven
32 MICHAEL BAAKE, FRANZ GA¨HLER, AND NEIL MAN˜IBO
subgroups isomorphic to Klein’s 4-group C2×C2, only three of which are transitive. Here, we
select a substitution where G′ has two disjoint orbits. Consider the substitution ̺V , alongside
with its corresponding Fourier matrix,
̺V :

0 7→ 0112,
1 7→ 1012,
2 7→ 3212,
3 7→ 2312,
and B(k) =

1 u 0 0
u 1 0 0
0 0 u 1
0 0 1 u

︸ ︷︷ ︸
Bb
+

0 0 0 0
u2 u2 u2 u2
u3 u3 u3 u3
0 0 0 0

︸ ︷︷ ︸
Bc
.
The eigenvalues of B that correspond to three k−independent eigenvectors of Bb are
β1(k) = 1− u, v1 = (−1, 1, 0, 0)T ,
β2(k) = −1 + u, v2 = (0, 0,−1, 1)T ,
β3(k) = 1 + u, v3 = (−1,−1, 1, 1)T ,
with the last eigenvalue being β4(k) = 1 + u + u
2 + u3. Here, one sees that v3 is a linear
combination of the eigenvectors from the two separate blocks of Bb corresponding to the same
eigenvalue β3(k). The positivity of the Lyapunov exponents follows from the same arguments
as in our previous examples.
As mentioned before, it is a necessary criterion [17] for a primitive substitution ̺ of constant
length L to have an absolutely continuous component in its dynamical spectrum that the
substitution matrix of ̺ must have an eigenvalue of modulus
√
L. One can easily check that
the substitution matrixM = B(0) of ̺V has eigenvalues {4, 2, 0, 0}, so it satisfies the criterion.
However, ̺V contains coincidences, and hence has pure point spectrum by Dekking’s criterion
[22]. The absence of AC spectral components is also rederived here via the positivity of the
Lyapunov exponents. ♦
Another example that satisfies the
√
L-criterion but evades AC spectral measures was
analysed in [18]. Based on Bartlett’s approach, it was shown to have singular continuous
spectrum. The absence of AC spectral components was independently shown via Lyapunov
exponents in [7]. Let us comment on how one can systematically construct examples that
satisfy the criterion, but do not have absolutely continuous spectrum.
In general, one can begin with a (non-primitive) substitution of length L in na letters,
whose columns are bijective and whose generating subgroup G′ is a non-transitive subgroup
of Σna. From the proof of Theorem 4.7, β(k) = 1 + u+ . . .+ u
L−1 is always an eigenvalue of
Bb, and at least one copy of it survives to be an eigenvalue of B, which means that β(0) = L
is an eigenvalue of M = B(0) of the new substitution formed by adding coincidences. One
can then choose to add appropriate columns, so that the resulting substitution is primitive,
and enough columns, so that it is of length L2.
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5. Inflation tilings in higher dimensions
At first sight, Theorem 3.24 and the methods employed to derive it appear as a one-
dimensional affair, which fortunately is not the case. In fact, it is precisely the separation
of the geometry of the underlying space from the geometry of the inflation structure via the
Fourier matrix that can be transferred to higher dimensions.
The general setting for inflation tilings in Rd is as follows. We assume we are given na
prototiles T1, . . . ,Tna (that is, tiles up to translations), together with an expansive linear map
Q such that, for each i, the image Q(Ti) is a union of non-overlapping translates of prototiles.
This is called a stone inflation in [5], and we will once again use ̺ for the explicit inflation
rule. The latter is called primitive if the corresponding incidence (or substitution) matrix is
a primitive matrix. An important subclass is provided by inflations that lead to tilings of
finite local complexity (FLC) with respect to translations. If one wants to go beyond this
case, some extra precaution will be required.
Essentially as in the one-dimensional case, any primitive inflation defines a unique hull,
called Y, which can be obtained as the orbit closure of a fixed point tiling of ̺ (or of ̺m for
a suitable m ∈ N) under the translation action of Rd. One has the following classic result;
compare [52, 5, 31] and references therein.
Fact 5.1. The hull Y of a primitive stone inflation ̺ is compact in the local rubber topology,
consists of a single LI class and gives rise to a minimal topological dynamical system (Y,Rd).
The latter is strictly ergodic, where the unique invariant probability measure is the patch
frequency measure. 
Remark 5.2. The term ‘patch frequency’ is the extension of a standard notion (word fre-
quency) from symbolic dynamics to FLC tilings. Patch frequencies are used to define a
translation-invariant measure on the tiling hull (equipped with the local topology) via cylin-
der sets; compare [47, 5].
Here, we also need the analogous concept for hulls of non-FLC tilings, now equipped
with the local rubber topology [10, 5]. The latter is a Fell topology and reduces to the local
topology in the FLC case. The construction of a measure via cylinder sets now requires the
consideration of patches (or clusters) up to ε-deformations for small ε > 0. For primitive
inflation rules with finitely many prototiles up to translations, the resulting properties are
very similar to the FLC case; see [31, 41] for details. ♦
Let us now assume that each prototile is equipped with a control point in such a way that
any tiling in the hull Y is MLD with the corresponding set of control points. In this context,
it is often convenient to distinguish (or colour) the points according to the prototile type.
Unlike the situation in one dimension, there may not be an obvious or canonical choice for
the control points. This does not matter much because the tiling hull and the corresponding
set of point sets define topologically conjugate dynamical systems, wherefore we identify the
two points of view. It will be clear from the context whether we speak about tilings or about
their MLD control point sets.
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Remark 5.3. Two (possibly coloured) point sets that are MLD need not (and generally do
not) have the same pair correlations. Consequently, the diffraction measures will generally
also differ, which reflects the fact that the diffraction measure neither is an invariant under
topological conjugacy nor under metric isomorphism. Nevertheless, the type of the dynamical
spectrum is invariant, and our approach via Lyapunov exponents thus aims at statements
about the presence or absence of absolutely continuous spectral components. ♦
Let us now develop the higher-dimensional analogue of the displacement matrix and how
it can be used to derive Lyapunov exponents together with suitable estimates.
5.1. Displacement and Fourier matrices. Let Tij be the set of control point positions of
tiles of type i in the supertile of type j, relative to the control point position of the latter. As
before, M = card(T ) is the incidence matrix, where T = (Tij) is the set-valued displacement
matrix. Likewise, QT = (QTij) with QTij = {Q(t) | t ∈ Tij} is the displacement matrix for
the relative positions of supertiles in level-2 supertiles. Now, let T (n) denote the displacement
matrix for the relative positions of tiles in the supertiles of level n, which is the displacement
matrix for the inflation rule defined by ̺n. Clearly, T (1) = T and one recursively gets
(25) T
(n+1)
ij =
na
+
ℓ=1
(
Tiℓ +QT
(n)
ℓj
)
,
where + denotes the Minkowski sum of two point sets, as defined by
U + V = {u+ v | u ∈ U, v ∈ V }.
It is easy to check that card(T (n)) =Mn.
As before, the Fourier matrix of the inflation ̺ is
(26) B(k) := δ̂T (k) = δ̂T (−k)
with k ∈ Rd. For each k, one has B(k) ∈ Mat(na,C), and each matrix element of B, as a
function of k, is a multivariate trigonometric polynomial.
Lemma 5.4. Let ̺ define an FLC stone inflation, for the linear expansion Q, with Fourier
matrix B(k) from Eq. (26). Then, for n ∈ N, the Fourier matrix of ̺n is given by
B(n)(k) = B(k)B(QTk) · . . . ·B((QT )n−1k)
and satisfies B(1) = B together with B(n+1)(k) = B(k)B(n)(QTk) for n ∈ N0.
Proof. This is a consequence of Eq. (25) in conjunction with the observation that
e2π ik(u+Qv) = e2π iku e2π ikQv = e2π iku e2π i(Q
Tk)v.
Now, with B(n)(k) = δ̂
T (n)
(−k), the structure of the Minkowski sum in (25) together with
δu+v = δu ∗ δv and the convolution theorem for Fourier transforms give the claim for n = 2
by a simple calculation. The general formula with its recursive structure is then obvious. 
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Figure 2. If the two tiles (solid lines) at distance z have offsets x and y within
their covering supertiles (dotted lines), the latter have distance z+x−y. Here,
the distances are always defined via the control points of the tiles.
5.2. Renormalisation relations for pair correlations. Let us begin with the case that
the primitive inflation defines an FLC tiling hull. In complete analogy to one dimension, νij(z)
is defined as the relative frequency of finding a point of type i and one of type j separated by
z ∈ Rd, which is to be read as the vector from i to j. In other words, one has
(27) νij(z) =
dens
(
Λi ∩ (Λj − z)
)
dens(Λ)
,
which is once again independent of the choice of Λ from the hull.
The exact renormalisation relations, first announced in [44], now read
(28) νij(z) =
1
|det(Q)|
na∑
m,n=1
∑
u∈Tim
v∈Tjn
νmn
(
Q−1(z + u− v)).
The derivation works as in the one-dimensional case; see Figure 2 for an illustration with
block tiles whose lower left corners are chosen as their reference points.
With Υij =
∑
z νij(z) δz , this leads to the corresponding relations for the pair correlation
measures, namely
(29) Υij =
1
|det(Q)|
na∑
m,n=1
δ˜Tim ∗ δTjn ∗
(
Q.Υmn
)
.
At this point, using the results from [10, 31] on Delone dynamical systems in the local rubber
topology, it is not difficult to see that the pair correlation measures Υij are well-defined, and
that Eq. (29) is the correct relation among them, also in the non-FLC case, provided we start
from a primitive inflation rule with finitely many translational prototiles. The crucial step
here is that T then still is a finite matrix of displacement sets. We thus have the following
result.
Proposition 5.5. Let Y be the tiling hull of a primitive stone inflation with finitely many
translational prototiles. Let Q denote the corresponding expansive linear map and T the
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displacement matrix. Then, the pair correlation measures Υij are well defined and satisfy the
renormalisation relations (29).
Moreover, whenever Y is FLC, each Υij is a pure point measure, and the pair correlation
functions νij defined in (27) satisfy the relations (28). 
Remark 5.6. While the formulation in terms of a stone inflation is the closest analogue to
the one-dimensional case, it is by no means necessary. Clearly, one can also consider a more
general inflation scheme with a rule that guarantees the gapless and overlap-free cover of
space in the limit. Various scenarios, and how they are related, are described in [5, Ch. 4],
including many classic examples such as the Ammann–Beenker and the Penrose tilings, but
also more complicated ones that can be reformulated as a stone inflation via fractiles (tiles
with fractal boundaries); see [5, 30] for various examples. We leave further details to the
interested reader. ♦
5.3. Analysis after Fourier transform. Let Q∗ = (QT )−1 be the dual matrix and observe
that Q̂.µ = |det(Q)|−1Q∗.µ̂. Then, Fourier transform turns relation (29) into
(30) Υ̂ij = det(Q)
−2
na∑
m,n=1
Bim(.)Bjn(.)
(
Q∗.Υ̂mn
)
.
By Lemma 3.19, which remains valid here without any change, Eq. (30) gives rise to three
separate relations for the spectral types.
The analysis of the pure point part can be done in complete analogy to Section 3.4 and
leads to
I(k) = det(Q)−2A(k)I(QTk)
together with the eigenvector relation A(0)I(0) = det(Q)2I(0). Since |det(Q)| is the PF
eigenvalue of M := B(0), which is the inflation or incidence matrix of our system, the entries
Iij(0) of I(0) once again satisfy (20), so Iij(0) = dens(Λ)
−2 dens(Λi) dens(Λj).
Likewise, when we again represent the absolutely continuous part of Υ̂ by the vector h of
Radon–Nikodym densities, Lemma 3.23 still holds, now with the relation
h(k) = 1|det(Q)|A(k)h(Q
T k).
Clearly, also the argument with the dimensional reduction can be applied here. Consequently,
we may consider the cocycle B(n)(k) from Lemma 5.4 in conjunction with the Lyapunov
exponents
(31) χB(k) := lim sup
n→∞
1
n
log
∥∥B(n)(k)∥∥ and χmin(k) = log√|det(Q)| − χB(k).
A rather straight-forward generalisation of our previous proof in one dimension results in the
following higher-dimensional counterpart.
Theorem 5.7. Let ̺ be a primitive inflation rule in Rd, with finitely many translational
prototiles and expansive linear map Q. Let B(k) be the corresponding Fourier matrix, with
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det(B(k)) 6= 0 on some open set of Rd. If there is an ε > 0 such that
χB(k) 6 log
√
|det(Q)| − ε
holds for a.e. k ∈ Rd, where χB(k) is the maximal Lyapunov exponent from (31), the diffrac-
tion measure of the system cannot have an absolutely continuous part. 
In analogy to the one-dimensional case, χmin(k) > 0 for a subset of positive measure within
an open neighbourhood of 0 already suffices to rule out an absolutely continuous diffraction
component. In fact, we can also repeat the proof of Theorem 3.29, with minor modifications,
so that we obtain the following result.
Corollary 5.8. Let ̺ be a primitive inflation rule with the conditions as in Theorem 5.7.
Then, one has χmin(k) > 0 for a.e. k ∈ Rd. If the system displays a non-trivial diffraction
component of absolutely continuous type, one must have χmin(k) = 0 for a.e. k ∈ Rd. 
Let us now apply the theory to two planar examples of rather different nature. Further
cases are discussed in detail in [7].
5.4. Binary block substitutions. Here, we consider unit cubes of two types, white and
black say, together with a diagonal matrix Q = diag(q1, . . . , qd), where all qi > 2 for expan-
siveness. Using the key argument around Jensen’s inequality and Parseval’s equation from
the proof of Theorem 4.4, it is not difficult to prove the following result; see [7] for a complete
exposition and further consequences.
Theorem 5.9. Let ̺ be a primitive binary block substitution in d dimensions, with expansion
matrix Q = diag(q1, . . . , qd) where qi > 2 for 1 6 i 6 d. Then, the minimal Lyapunov expo-
nent, for a.e. k ∈ Rd, is bounded away from 0, and we have absence of absolutely continuous
diffraction. Moreover, all dynamical spectral measures are singular. 
Let us illustrate this result with a bijective block substitution that also relates to our
previous treatment of Abelian substitutions.
Example 5.10 (Planar block substitution with three tiles). Consider the inflation rule
which is clearly primitive and bijective, with Q = diag(3, 3). By inspection, one verifies that
the permutation subgroup is isomorphic to C3.
Its Fourier matrix reads
B(k1, k2) =
 x2(1 + y) + y2 1 + y + xy + x2y2 x(1 + y2)x(1 + y2) x2(1 + y) + y2 1 + y + xy + x2y2
1 + y + xy + x2y2 x(1 + y2) x2(1 + y) + y2

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Figure 3. Modified inflation rule for the Lanc¸on–Billiard tiling, with the
control points marked by black dots.
with x = e2π ik1 and y = e2π ik2 . The eigenvalues of the Fourier matrix are given by
β1(k1, k2) = (1 + x+ x
2)(1 + y + y2),
β2(k1, k2) = (x
2 + x2y + y2) + ω(1 + y + xy + x2y2) + ω2(x+ xy2),
β3(k1, k2) = (x
2 + x2y + y2) + ω2(1 + y + xy + x2y2) + ω(x+ xy2),
where ω = e
2π i
3 . Viewed as polynomials in two variables with complex coefficients, all of
them are of height 1, and have logarithmic Mahler measures strictly less than log(3). In line
with Theorem 5.9, we thus see that the diffraction measures are singular, as are all spectral
measures of the dynamical spectrum.
It is clear that there is an abundance of similar examples. As long as the permutation
subgroup is Abelian, the corresponding bounds do not require Q to be a homothety. ♦
5.5. The Lanc¸on-Billard tiling. Here, we briefly consider a non-PV inflation tiling of the
plane due to Lanc¸on and Billiard [37] that uses the two rhombuses of the Penrose tiling for a
primitive inflation rule with expansive map Q = λR, where
(32) λ = 2cos
( π
10
)
=
√
1
2
(
5 +
√
5
) ≈ 1.902
and R is a rotation through π10 ; see [5, Sec. 6.5.1] for a detailed account, including its re-
formulation as a stone inflation with two fractiles, which we do not use here. This inflation
rule defines an FLC tiling hull as usual, and any two elements are locally indistinguishable.
We call the elements LB tilings from now on. Note that λ is not a PV number, so that one
cannot have non-trivial eigenfunctions by [52], which implies that also the pure point part of
the diffraction is trivial. As we shall see, we cannot have absolutely continuous diffraction
either, which means that the diffraction is essentially singular continuous.
For our purposes here, it is a little easier to harvest the underlying fivefold rotation sym-
metry, and to work with the square of the inflation in conjunction with an added rotation
through π, as illustrated in Figure 3. As one can quickly check, this modified rule defines the
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Table 1. Some upper bounds for χB(k) via means as explained in the main
text. The numerical error is less than 0.002 in all cases listed.
N 9 10 11 12 13 14
1
NM
(
log ‖B(N)(.)‖2F
)
2.594 2.563 2.537 2.516 2.498 2.482
same tiling hull as the original one,6 now with the expansive map Q˜ = λ21. Each prototile
contains an orientation vector as a marker, and the unique vertex it points to is chosen as
its control point. Note that control points of different tiles can coincide, and that the vertex
points of any LB tiling differ in whether they carry a control point or not. Giving weight 15
and 25 to the control points of thick and thin rhombuses, respectively, one checks that these
weights always add up to 1 in an occupied vertex point; compare [5, Figs. 6.27 and 6.28].
Let B(n)(k) denote the Fourier matrix cocycle for the modified inflation rule. To apply
Theorem 5.7, we need to compare 1NM
(
log ‖B(N)(.)‖) with 12 log(det(Q˜)) = 2 log(λ), with λ
as in (32). Employing the Frobenius norm, we may equivalently compare 1NM
(
log ‖B(N)(.)‖2F
)
with 4 log(λ) ≈ 2.571862. Here, ‖B(N)(k)‖2F is a non-negative trigonometric polynomial in k
that is also quasiperiodic and, for any fixed N , bounded away from 0. Its logarithm is then
a Bohr almost periodic function that can be represented as a section of a periodic function
on the 4-torus, and its mean is then given as an integral over T4. The numerical calculation
leads to the values shown in Table 1, and thus to the following conclusion.
Theorem 5.11. The Fourier transform Υ̂ of the pair correlation measures for any LB tiling
with the control points as defined above is a vector of singular measures, and Υ̂ is the same
for all elements of the tiling hull.
For any LB tiling, with vertex set Λ, the measure ω =
∑
x∈Λ w(x)δx with the coincidence
weights w(x) from above has singular diffraction with trivial pure point part. 
Indeed, as mentioned above, we know that the pure point part is the trivial one. The
singular diffraction measure γ̂ω is thus of the form
γ̂ω = I0 δ0 +
(
γ̂ω
)
sc
with I0 =
(
5−√5
10
dens(Λ)
)2
,
where dens(Λ) = 1+
√
5
5 λ =
2
5
√
5 + 2
√
5 ≈ 1.231, if we work with rhombuses of unit edge
length; compare [5, Cor. 9.1]. Now, it is not difficult to see that the vertex set with uniform
weights is locally derivable from the pattern with the weights used above and vice versa, which
means they are MLD. Although this will lead to different pair correlation and diffraction
measures, their spectral type remains unchanged, with the following consequence.
Corollary 5.12. The diffraction measure of the uniform Dirac comb δΛ on the vertex set Λ
of any LB tiling is singular, and of the form γ̂ = dens(Λ)2δ0 + (γ̂)sc. 
6Some statistical data, such as the relative frequency of the prototiles or the frequency of vertices that carry
a control point, can be extracted with standard Perron–Frobenius arguments from either rule.
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It remains to extend this result to the spectral measures of the corresponding translational
dynamical system, where we expect the spectral measure of maximal type to be singular as
well, with a trivial pure point part due to the constant eigenfunction.
Appendix: The (skew) Kronecker product algebra
The structure of the correlation measures relies on some properties of the Kronecker product
matrices
(33) A(k) := B(k)⊗B(k),
defined for k ∈ R. Obviously, one has A(k) = A(−k) and det(A(k)) = |det(B(k))|2na .
In view of the structure of Eq. (33), let us now consider the R-algebra A that is generated
by the matrix family {A(k) | k ∈ R}. Due to the Kronecker product structure, A fails to
be irreducible, no matter what the structure of the IDA B is. Let us explore this in some
more detail. Let V = Cna and consider W := V ⊗C V , the (complex) tensor product, which
is a vector space over C of dimension n2a, but also one over R, then of dimension 2n
2
a. In the
latter setting, consider the involution C : W −→ W defined by
x⊗ y 7−→ C(x⊗ y) := y ⊗ x = y¯ ⊗ x¯
together with its unique extension to an R-linear mapping on W . Observe that there is no
C-linear extension, because C
(
a(x⊗ y)) = a¯ C(x⊗ y) for a ∈ C. With this definition of C,
one finds for an arbitrary k ∈ R that
A(k)C(x⊗ y) = (B(k)⊗B(k))(y¯ ⊗ x¯) = (B(k)y¯)⊗ (B(k)x)
= C
((
B(k)⊗B(k))(x⊗ y)) = C(A(k) (x⊗ y)),
so C commutes with the linear map defined by A(k), for any k ∈ R. The R-linear mapping C
has eigenvalues ±1 and is diagonalisable, as follows from the unique splitting of an arbitrary
w ∈ W as w = 12
(
w + C(w)
)
+ 12
(
w − C(w)). So, our vector space splits as W = W+ ⊕W−
into real vector spaces that are eigenspaces of C. Their dimensions are
dimR(W+) = dimR(W−) = n
2
a
since W− = iW+ with W+ ∩W− = {0}. It is thus clear that W+ and W− are invariant (real)
subspaces for the R-algebra A.
Observe next that we have
A(k) = B(k)⊗B(k) =
∑
x,y∈ST
e2π ik(x−y)Dx ⊗Dy =
∑
z∈△T
e2π ikz Fz
where △T := ST − ST is the Minkowski difference, with −△T = △T , and
(34) Fz =
∑
x,y∈ST
x−y=z
Dx ⊗Dy .
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In analogy to before, Fz = Fz′ is possible for z 6= z′. For instance, if z = x − y with x 6= y
and Dx = Dy, one can get Fz = F−z if there is no other way to write z as a difference of two
numbers in ST .
For a ∈ C, one easily checks that C◦(aFz) = a¯C◦Fz = a¯F−z◦C, which implies [C,A(k)] = 0
for all k ∈ R, in line with our previous derivation. It is immediate that A is contained in
the R-algebra AF that is generated by the matrices {Fz + F−z | 0 6 z ∈ △T } together with
{i(Fz −F−z) | 0 6 z ∈ △T }, and an argument similar to the one previously used for B shows
that AF ⊆ A, hence A = AF . Since dimC(B) 6 n2a, and since we generate the real algebra
only after taking the Kronecker product, one has
dimR(A) 6 n
4
a,
which is also clear from dimR(W+) = n
2
a. Moreover, one has the following result.
Lemma 5.13. Let ̺ be a primitive inflation rule on an alphabet with na letters, and assume
that the IDA B of ̺ is irreducible over C. Then, the induced R-algebra A is isomorphic with
Mat(n2a,R), and its action on the subspace W+ is irreducible as well, this time over R.
Proof. Here, B irreducible over C means B = Mat(na,C). With Γ := B ⊗C B, where ⊗C
denotes the tensor product over C, one has Γ ≃ Mat(n2a,C) by standard arguments. Clearly,
Γ is a C-algebra of dimension n4a, but also an R-algebra, then of dimension 2n
4
a. Now, using
the Kronecker product as representation of the tensor product, M ⊗N 7→ N ⊗M defines a
mapping that has a unique extension to an automorphism σ of Γ as an R-algebra.
Our R-algebra A consists of all fixed points of σ, so A = {Q ∈ Γ | σ(Q) = Q}. Employing
the elementary matrices Eij from Mat(na,R) together with Eij,kℓ := Eik ⊗ Ejℓ, we can give
a basis of A, seen as a vector space over R, by{
1
2(Eij,kℓ + Ekℓ,ij) | (i, j) 6 (k, ℓ)
} ∪ { i2 (Eij,kℓ − Ekℓ,ij) | (i, j) < (k, ℓ)},
where lexicographic ordering is used for the double indices. Note that the cardinalities are
1
2n
2
a(n
2
a + 1) and
1
2n
2
a(n
2
a − 1), which add up to dimR(A) = n4a.
Next, observe that we can get Eij,kℓ and Ekℓ,ij by a simple (complex) linear combination of
1
2(Eij,kℓ+Ekℓ,ij) and
i
2 (Eij,kℓ−Ekℓ,ij), and vise versa. Put together, this defines a (complex)
inner automorphism of Γ . Observing that Mat(n2a,R) = {Q ∈ Γ | Q = Q}, this construction
can now be used to show that A ≃ Mat(n2a,R), which is a central simple algebra. Since
AW+ ⊆W+ and dimR(W+) = n2a, the claimed irreducibility over the reals follows. 
Note that all Fz are non-negative, integer matrices. They clearly satisfy the relation∑
z∈△T Fz = A(0) = M̺ ⊗ M̺. Moreover, under some mild conditions, the spectral ra-
dius of F0 is λ, while the other matrices Fz have smaller spectral radius.
Let us come back to Eq. (33), which implies
‖A(k)‖F = ‖B(k)‖2F .
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If we consider the matrix cocycle defined by A(n)(k) = B(n)(k) ⊗ B(n)(k), it is immediate
that the maximal Lyapunov exponents, for all k ∈ R, are related by
(35) χA(k) = 2χB(k),
which also holds for the higher-dimensional case with k ∈ Rd. Clearly, one can now reformu-
late Theorems 3.24 and 5.7 in terms of χA. In particular, one has the following reformulation
of Theorem 3.29 and Corollary 3.30 and their higher-dimensional analogues.
Corollary 5.14. Let ̺ be a primitive inflation rule in Rd with finitely many translational
prototiles and expansive map Q. Let B(n)(.) be its Fourier matrix cocycle, with det(B(k)) 6= 0
for all k in some open subset of Rd, and A(n)(.) = B(n)(.) ⊗ B(n)(.) the corresponding
Kronecker product cocycle. If the diffraction measure of the hull defined by ̺ contains a non-
trivial absolutely continuous component, one has χA(k) = log |det(Q)| for a.e. k ∈ Rd. 
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