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Abstract. We study the limiting behavior of the k-th eigenvalue xk of
unitary invariant ensemble, where the potential is Freud type or uniform
convex. As both k and n− k tend to infinity, we obtain Gaussian fluctua-
tions for xk in the bulk and soft edge cases respectively. Multi-dimensional
central limit theorems, as well as moderate deviations, are also proved here.
This work generalizes earlier results in the GUE and also in the unitary
invariant ensemble with monomial potential of even degree. In particular,
we obtain also the precise asymptotics of the Christoffel-Darboux kernels
by employing the Riemann-Hilbert approach.
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1 Introduction and main results
We are concerned with the unitary invariant ensemble of n×n Hermitian matrices
Hn with the probability distribution defined by
Pn(dH) = Cne
−nTrV (H)dH, H ∈ Hn, (1.1)
where Cn is a normalization constant, V (x) is an external potential, which is
real analytic and satisfies V (x)/ log(x2 + 1) → ∞, as |x| → ∞, and dH stands
for the Lebesgue measure on the algebraically independent entries of H , i.e.,
dH =
∏
1≤i<j≤n dReHijdImHij
∏n
i=1 dHii.
It is well known (see e.g. [4]) that the distribution (1.1) induces a probability
density function of the corresponding n ordered real eigenvalues {xi}ni=1, x1 <
... < xn, given by
Rn,n(x1, ..., xn) =
1
Zn
∏
1≤i<j≤n
|xi − xj |2 exp
(
−n
n∑
i=1
V (xi)
)
, (1.2)
where Zn is a normalization. In particular, the quadratic potential (i.e., V (x) =
2x2) corresponds to the classical Gaussian Unitary Ensemble (GUE).
Unitary invariant ensembles have been extensively studied in literature. The
physical significance of the probability distribution (1.2) can be interpreted as a
Gibbs measure for n identical charged particles in R, at the inverse temperature
β = 2, with a logarithmic interaction and with an external potential V . The gen-
eralization to general inverse temperatures β > 0 is known as the beta ensemble
or log-gas. See e.g. [16, 18].
One remarkable global property is that the 1-point correlation function of (1.2)
converges weakly to an equilibrium measure, which is the well-known semicircle
law in the GUE (see [4, 20]). Moreover, the dynamical interpretations of (1.2)
and equilibrium measure are related closely to the generalized Dyson Brownian
motion and Mackean-Vlasov equation respectively. We refer e.g. to [3, 24] for
the GUE case and the recent work [21] for the beta ensemble.
The main interests of this paper are concerned with the local fluctuation,
as well as the moderate deviation, of the k-th eigenvalue xk of general unitary
invariant ensemble, when both k and n− k tend to infinity. Local fluctuations of
the k-th eigenvalue xk, in a general context, turn out to be universal.
On the one hand, when k or n−k is fixed, this fluctuation obeys the celebrated
Tracy-Widom distribution. We refer to [30] for the GUE case, [5] or [23] for the
unitary invariant ensemble with the Freud-type potential or with the analytic
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potential respectively. See also [1] for the general beta ensemble and [25] for the
orthogonal ensembles.
On the other hand, when both k and n−k tend to infinity, the k-th eigenvalue
xk is asymptotically normally distributed in both bulk and edge cases. This result
was first proved by Gustavsson [19] for the GUE and later extended to various
other matrix models. We refer to [28] for complex covariance matrices, [29] for
Wigner Hermitian matrices, and [22] for real symmetric Wigner matrices. See
also [32] for the unitary invariant ensemble with the monomial potential. For the
general beta ensemble with potential independent of n, We refer to [1] for the
Gaussian fluctuation in the soft edge case.
Moreover, we also study the moderate deviation principle of the k-th eigen-
value, which is related closely to Gaussian fluctuations (see e.g. [11, 13, 33]).
Recently, a moderate deviation principle was obtained for general determinantal
point process in [14, Theorem 1.4]. This result implies the moderate deviations
of the k-th eigenvalue of Wigner matrix in the bulk and edge cases ([14, 15]),
which is indeed another motivation of the present work.
In this paper, we are mainly concerned with the unitary invariant ensemble
with the Freud-type or uniform convex potential, that is,
(i) Freud-type potential,
V (x) = Vn(x) =
1
n
Q(cnx+ dn), (1.3)
where Q(x) =
∑2m
k=0 qkx
k, m ∈ N+, cn = 12(βn − αn), dn = 12(βn + αn), and αn βn
are the n-th Mhasker-Rakhmanov-Saff numbers (see Section 2 for details).
(ii) Uniform convex potential,
inf
R
V ′′ ≥ c > 0 (1.4)
for some c > 0.
We obtain the Gaussian fluctuations of the k-th eigenvalue in both bulk and
edge cases. Multi-dimensional central limit theorems are obtained as well. These
results generalize earlier results in the GUE [19] and also in the unitary invari-
ant ensemble with the monomial potential [32]. Moreover, we also prove the
corresponding moderate deviations of k-th eigenvalue, thereby generalizing the
previous results in the GUE in [14, 15]. Furthermore, the precise asymptotics
of the corresponding Christoffel-Darboux kernels are also obtained, which are of
independent interest.
Below we formulate the main results of this paper. Recall that the equilibrium
measure µV is the unique minimizer of the variational problem
µV = argmin
µ∈M1(R)
IV (µ), (1.5)
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where M1(R) = {µ :
∫
R
dµ = 1}, IV is the Voiculescu free entropy defined by
IV (µ) =
∫∫
log |s− t|−1dµ(s)dµ(t) +
∫
V (t)dµ(t). (1.6)
For the Freud-type or uniform convex potential, it is known (see [7, (4.17)], [6,
(1.4),(1.5)]) that µV has the density function ρV supported on [b, a]. With suitable
scaling, we may assume that b = −1 and a = 1 without lose of generality. The
density function ρVn can also be characterized by the Euler-Lagrange equations
below (cf. in [7, (4.18), (4.19)], [6, (1.10), (1.11)])
2
∫
log |x− s|ρV (s)ds− V (x) = l, x ∈ [−1, 1], (1.7)
2
∫
log |x− s|ρV (s)ds− V (x) ≤ l, x ∈ R/[−1, 1]. (1.8)
The Gaussian fluctuations of the k-th eigenvalue xk are formulated in Theorem
1.1 and 1.2 below.
Theorem 1.1 (Bulk case.) Consider the unitary invariant ensemble (1.1) with
the Freud-type or uniform convex potential.
(i). Let G(s) =
∫ s
−1 ρVn(x)dx, −1 ≤ s ≤ 1, and t = t(k, n) = G−1(k/n), where
k = k(n) ∈ [cn, (1− c)n], c ∈ (0, 1/2). Set
Xn :=
xk − t√
logn√
2π2nρV (t)
. (1.9)
Then, as n→∞,
Xn → N(0, 1)
in distribution.
(ii). Let {xki}mi=1 be eigenvalues such that 0 < ki−ki+1 ∼ nθi, 0 < θi ≤ 1, and
ki ∈ [cin, (1− ci)n], ci ∈ (0, 1/2). Set si = si(ki, n) = G−1(ki/n) and
Xi,n :=
xki − si√
logn√
2π2nρV (si)
, 1 ≤ i ≤ m.
Then, for any ξi ∈ R, 1 ≤ i ≤ m, as n→∞,
Pn[X1,n ≤ ξ1, ..., Xm,n ≤ ξm]→ ΦΛ(ξ1, ..., ξm).
Here ΦΛ is the m-dimensional Normal distribution function with mean zero and
the correlation matrix Λ, Λi,i = 1, 1 ≤ i ≤ m, and Λi,j = 1 − maxi≤k<j≤m θk,
1 ≤ i < j ≤ m.
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Theorem 1.2 (Edge case.) Consider the unitary invariant ensemble (1.1) with
the Freud-type or uniform convex potential.
(i). Let k be such that k →∞ and k/n→ 0, as n→∞. Set
Yn :=
xn−k − [1− ( ka1n)
2
3 ]
2a2
3a
2
3
1
√
log k
n
2
3 k
1
3
, (1.10)
where a2 = (2π
2)−1/2, and for the Freud-type potential, a1 = 2
√
2
3π
∑m−1
i=0
Am−1−i
Am
with Aj =
∏j
i=1
2i−1
2i
, A0 = 1, 1 ≤ j ≤ m, while for the uniform convex potential,
a1 =
√
2
3π
h(1) with h as in Lemma 6.1 below.
Then, as n→∞,
Yn → N(0, 1)
in distribution,
(ii). Let {xki}mi=1 be eigenvalues such that k1 ∼ nγ, 0 < γ < 1, and 0 <
ki+1 − ki ∼ nθi, 0 < θi < γ. Set
Yi,n :=
xn−ki − [1− ( kia1n)
2
3 ]
2a2
3a
2
3
1
a
√
log ki
n
2
3 k
1
3
i
, 1 ≤ i ≤ m.
Then, for any ξi ∈ R, 1 ≤ i ≤ m, as n→∞,
Pn[Y1,n ≤ ξ1, ..., Ym,n ≤ ξm]→ ΦΛ(ξ1, ..., ξm),
where Λ is as in Theorem 1.1, but with Λi,j = 1− γ−1maxi≤k<j≤m θk.
Next, we present the moderate deviations of the k-th eigenvalue. Recall that
a sequence of probability measures {µn} ⊂ M1(R) is said to satisfy the large
deviation principle with speed sn → ∞ and good rate function I : R → [0,∞],
if the level sets {x ∈ R : I(x) ≤ c} are compact for all c ∈ [0,∞) and if for all
Borel set A of R,
− inf
x∈Ao
I(x) ≤ lim inf
n→∞
1
sn
logµn(A) ≤ lim sup
n→∞
1
sn
logµn(A) ≤ − inf
x∈A
I(x),
where Ao and A denote the interior and closure of A respectively. In that case,
we simply say that {µn} satisfies the LDP (sn, I). We also say that a family of
real valued random variables satisfies the LDP (sn, I) if the family of their laws
does. In particular, if the deviation scale of the random variables is between that
of the law of large number and that of the central limit theorem, this sequence
of random variables is said to satisfy the moderate deviation principle.
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Theorem 1.3 Consider the unitary invariant ensemble (1.1) with the Freud-type
or uniform convex potential.
(i) (Bulk case.) Let k = k(n) ∈ [cn, (1 − c)n] with c ∈ (0, 1/2) and t =
t(k, n) = G−1(k/n), where G is as in Theorem 1.1 (i). Let Xn be as in (1.9).
Then, for any sequence {γn} such that 1 ≪ γn ≪
√
log n, {γ−1n Xn} satisfies
the LDP (γ2n, x
2/2).
(ii) (Edge case.) Let k be such that k →∞ and k/n→ 0 as n→∞. Define
Yn be as in (1.10).
Then, for any sequence {γn} such that 1 ≪ γn ≪
√
log k, {γ−1n Yn} satisfies
the LDP (γ2n, x
2/2).
The proof of Theorem 1.1 – Theorem 1.3 follows from the Costin-Lebowitz-
Soshnikov central limit theorem ([2, 26, 27]) and the moderate deviation principle
in [14, Theorem 1.4], due to the determinantal structure of the unitary invariant
ensemble.
However, unlike in [19, 32], it is technically more involved to obtain the asymp-
totics of the Christoffel-Darboux kernels for the unitary invariant ensemble con-
sidered here, mainly due to the complicated formulation of the equilibrium density
function ρVn (see (2.4) and (6.1) below). As a matter of fact, when deriving the
estimates of the expectation, we need to obtain the asymptotics of Kn(x, x) in
the whole real line, not just in the interior of the support (−1, 1), because of the
lack of the symmetry Kn(x, x) = Kn(−x,−x). Moreover, regarding the estimates
of the variance, the straightforward computations as in [19, Lemma 2.3] and [32,
Lemma 4.1] are no longer applicable to get the asymptotics of Kn(x, y), x 6= y.
The key idea to overcome these difficulties is to reformulate the Christoffel-
Darboux kernels in terms of the solutions of Riemann-Hilbert problems (see (3.5)
and (6.18) below). In [5]-[7] the steepest descent method, introduced by Deift
and Zhou in [10], has been developed to obtain the asymptotics of solutions
of Riemann-Hilbert problems and has been applied to prove universality for a
variety of statistical quantities arising in random matrices. By virtue of (3.5)
and (6.18), we employ here the Riemann-Hilbert approach to obtain the crucial
asymptotic estimates of the Christoffel-Darboux kernels, which indeed constitute
the main part of the present work and are also of independent interests. Once
these estimates obtained, Theorem 1.1 – Thoerem 1.3 can be proved by similar
arguments as in [19, 32] and [14, 15].
The remainder of this article is organized as follows. Section 2 – 5 are devoted
to the unitary invariant ensemble with the Freud-type potential. First, in Section
2 we briefly review the Riemann-Hilbert approach developed in [7], and then
in Section 3 we prove the key asymptotic estimates of the Christoffel-Darboux
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kernels. Section 4 mainly contains the proof of the Gaussian fluctuations in
Theorems 1.1 and 1.2, and the precise asymptotics of the expectation and variance
are also given. Section 5 includes the proof of the moderate deviations in Theorem
1.3. In Section 6 we treat the unitary invariant ensemble with the uniform convex
potential. For simplicity of exposition, some technical details are postponed to
Appendix, i.e., Section 7.
Notation. Throughout this article, #I denotes the number of eigenvalues in
the interval I ⊂ R. For two sequence of real numbers fn and gn, n ≥ 1, fn = O(gn)
means that |fn/gn| stays bounded, and fn ≪ gn means limn fn/gn = 0. C and c
are constants which may change from one line to another.
2 Riemann-Hilbert approach
We start with the Freud-type potential (1.3). Let Q(x) =
∑2m
j=0 qjx
j , q2m =
Γ(m)Γ( 1
2
)
Γ( 2m+1
2
)
, m ≥ 1. Define the n-th Mhasker-Rakhmanov-Saff numbers αn, βn by
1
2π
∫ βn
αn
Q′(t)(t− αn)√
(βn − t)(t− αn)
dt = n, (2.1)
1
2π
∫ βn
αn
Q′(t)(βn − t)√
(βn − t)(t− αn)
dt = −n. (2.2)
It follows from [7, Proposition 5.2] that αn and βn exist for n large enough and
can be expressed in a power series in n−
1
2m .
Set
Vn(x) :=
1
n
Q(cnx+ dn)
with cn =
1
2
(βn − αn), dn = 12(βn + αn). We have ([7, (5.17), (5.18)]),
V (x) = Vn =
2m∑
k=0
vn,kx
k ∈ P+2m,
where
vn,2m =
1
mAm
+O(n− 1m ), vn,k = O(n k2m−1), 0 ≤ k ≤ 2m− 1, (2.3)
and Am =
∏m
j=1
2j−1
2j
.
Example. When Q is the monomial polynomial of even degree as in [32], we
have that βn = −αn = n 12m . Hence, cn = n 12m , dn = 0 and Vn ≡ Q.
For the corresponding equilibrium density function ρVn , we have
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Theorem 2.1 ([7, Proposition 5.3]) There exists N > 0, such that for all n ≥ N ,
ρVn(x) =
1
2π
√
1− x2hn(x)χ[−1,1](x), (2.4)
where
hn(x) =
2m−2∑
k=0
hn,kx
k, hn,k =
[ 2m−2−k
2
]∑
j=0
Aj(k + 2 + 2j)vn,k+2+2j. (2.5)
Furthermore, there exists a constant h0 > 0, such that hn(x) > h0 for all n ≥ N
and x ∈ R.
Lemma 2.2 Let δ ∈ (0, 1) and N be as in Theorem 2.1. Then 1/ρVn and |ρ′Vn|
are uniformly bounded for all n ≥ N and x ∈ [−1 + δ, 1− δ].
(See Appendix for the proof.)
Below we assume that n is large enough such that Theorem 2.1 holds. Set
Fn(x) :=
∣∣∣∣∫ 1
x
1
2π
√
|1− y2|hn(y)dy
∣∣∣∣ , (2.6)
and
F˜n(x) :=
∣∣∣∣∫ x−1 12π√|1− y2|hn(y)dy
∣∣∣∣ . (2.7)
Note that, Fn(x) =
∫ 1
x
ρVn(y)dy for x ∈ (−1, 1), and Fn(x) = F˜n(−x) in the case
where Q(x) = Q(−x).
The j-th orthogonal polynomials pj(x) and the Christoffel-Darboux kernels
Kj(x, y) with respect to the weight e
−Q(x) are defined by
pj(x) = γjx
j + . . . , γj > 0, j ≥ 0, (2.8)∫
pi(x)pj(x)e
−Q(x)dx = δij , i, j ≥ 0,
and
Kj(x, y) =
j−1∑
i=0
pi(x)pi(y)e
−Q(x)+Q(y)
2 , j ≥ 1. (2.9)
For the scaled weight e−nVn(x)(= e−Q(cnx+dn)), we can define similarly the j-th
orthogonal polynomials pj(x;n) and the corresponding kernels Kj(x, y) as follows.
pj(x;n) = γ
(n)
j πj(x;n) (2.10)
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with γ
(n)
j > 0 and πj(x;n) the monic polynomial, such that∫
pi(x;n)pj(x;n)e
−nVn(x)dx = δij , i, j ≥ 0,
and
Kj(x, y) =
j−1∑
i=0
pi(x;n)pi(y;n)e
−nVn(x)+Vn(y)
2 , j ≥ 1. (2.11)
It is straightforward to verify that
pi(x;n) =
√
cnpi(cnx+ dn) (2.12)
γ
(n)
i =c
i+ 1
2
n γi, i ≥ 0. (2.13)
Kn(x, y) =cnKn(cnx+ dn, cny + dn). (2.14)
Below we recall the Riemann-Hilbert problem and the steepest descent method,
which was introduced by Deift and Zhou in [10] and later developed in [6]-[9] to
analyze the asymptotics of the solutions of Riemann-Hilbert problem.
Let U : C/R→ C2×2 be an analytic matrix-valued function, which solves the
Riemann-Hilbert problem,
U+(s) = U−(s)
(
1 e−nVn(s)
1
)
, s ∈ R,
U(z)
(
z−n
zn
)
= I +O( 1|z|), as |z| → ∞.
The fundamental relation between the Riemann-Hilbert problem and the or-
thogonal polynomial, observed by Fokas, Its and Kitaev [17], is that
U11(z) =
1
γ
(n)
n
pn(z;n), U21(z) = −2πiγ(n)n−1pn−1(z;n). (2.15)
Set
gn(z) :=
∫ 1
−1
ψn(t) log(z − t)dt, z ∈ C/(−∞, 1],
where
ψn(z) =
1
2π
(1− z) 12 (1 + z) 12hn(z), z ∈ C/((−∞,−1] ∪ [1,∞)) (2.16)
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with the analytic branch chosen by arg(1− x) = arg(1+ x) = 0, x ∈ (−1, 1). Let
ξn(z) := −2πi
∫ z
1
ψn(y)dy, z ∈ C/(−∞,−1] ∪ [1,∞).
We have ([7, (8.29)])
gn(z) =
1
2
(Vn(z) + ln + ξn(z)), z ∈ C+. (2.17)
Using the Pauli matrix σ3 =
(
1 0
0 −1
)
, we define the matrix transforma-
tions,
T (z) = e−n
ln
2
σ3U(z)e−n(gn(z)−
ln
2
)σ3 , z ∈ C/R. (2.18)
and
S(z) =

T (z), for z outside the lens-shaped region;
T (z)
(
1 0
−e−nξn 1
)
, in the upper lens region;
T (z)
(
1 0
enξn 1
)
, in the lower lens region,
(2.19)
with the lens regions as in [7, fig. 6.1].
Next, we recall the delicate paramatrices Pn in the small balls U±1 centered
on ±1 with the radius δ sufficient small respectively. Define the functions fn and
f˜n in U1 and U−1 respectively by
(−fn(z)) 32 = −n3π
2
∫ z
1
ψn(y)dy, z ∈ U1/[1,∞), (2.20)
and
(f˜n(z))
3
2 = n
3π
2
∫ z
−1
ψn(y)dy, z ∈ U−1/(−∞,−1]. (2.21)
We have that (see (7.14), (7.21), (7.38), (7.36) and (7.37) in [7]),
2
3
(fn(z))
3
2 = nϕn(z), or , fn(z) = n
2
3 (z − 1)(φ̂n(z)) 23 , (2.22)
and
2
3
(−f˜n(z)) 32 = nϕ˜n(z), or , f˜n(z) = n 23 (z + 1)(̂˜φn(z)) 23 , (2.23)
where
ϕn(z) =
{ −1
2
ξn(z) = πi
∫ z
1
ψn(y)dy, z ∈ C+;
1
2
ξn(z) = −πi
∫ z
1
ψn(y)dy, z ∈ C−; (2.24)
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ϕ˜n(z) =
{
ϕn(z) + πi = πi
∫ z
−1 ψn(y)dy, z ∈ C+;
ϕn(z)− πi = −πi
∫ z
−1 ψn(y)dy, z ∈ C−;
(2.25)
and φ̂n,
̂˜
φn are analytic functions in U1 and U−1 respectively.
The paramatrices Pn in U±1 are defined as follows.
(i). In the region U1/f
−1
n (γσ) with the contour γσ as in [7, fig. 7.1], set
Pn := EnΨ
σ(fn)e
nϕnσ3 , (2.26)
where En =
√
πe
pii
6
(
1 −1
−i −i
)(
Hn
H−1n
)
, Hn = f
1
4
n a−1, and
Ψσ(z) =

AI(z)e−
pii
6
σ3 , z ∈ I : 0 < arg z < 2π
3
;
AI(z)e−
pii
6
σ3
(
1 0
−1 1
)
, z ∈ II : 2π
3
< arg z < π;
A˜I(z)e−
pii
6
σ3
(
1 0
1 1
)
, z ∈ III : −π < arg z < −2π
3
;
A˜I(z)e−
pii
6
σ3 , z ∈ IV : −2π
3
< arg z < 0.
(2.27)
Here, AI(z) and A˜I(z) denote
(
Ai(z) Ai(ω2z)
Ai′(z) ω2Ai′(ω2z)
)
,
(
Ai(z) −ω2Ai(ωz)
Ai′(z) −Ai′(ωz)
)
respectively, ω = e
2pii
3 , and Ai is the Airy function, uniquely determined by the
equation Ai′′(z) = zAi(z) with limx→∞
√
4πx
1
4 e
2
3
x
3
2Ai(x) = 1.
(ii). In the region U−1/f˜−1n (γ˜σ) with the contour γ˜σ as in [7, fig. 7.3], set
Pn := E˜nΨ˜
σ(f˜n)e
nϕ˜nσ3 (2.28)
with Ψ˜σ(z) = σ3Ψ
σ(−z)σ3, E˜n =
√
πe
pii
6
(
1 1
i −i
)(
H˜n
H˜−1n
)
, H˜n = (−f˜n) 14a.
Finally, set
R =
{
SP−1n , for z ∈ U1 ∪ U−1;
SN−1, otherwise,
(2.29)
where
N =
1
2
(
a + a−1 i(a−1 − a)
i(a− a−1) a+ a−1
)
, (2.30)
and
a(z) = (
z − 1
z + 1
)
1
4 , z ∈ C/[−1, 1] (2.31)
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with the analytic branch chosen by arg(x − 1) = arg(x + 1) = 0, for x > 1. We
have the asymptotic expansions of R below (see [7, (7.64)], [5, (3.6), (3.7)]),
R(z) = I +
1
n
∞∑
k=0
rk(z)n
− k
2m , (2.32)
and
d
dz
R =
1
n
∞∑
k=0
d
dz
rk(z)n
− k
2m , (2.33)
where rk(z),
d
dz
rk(z), 0 ≤ k < ∞, are bounded functions and analytic in the
complement of the set ∂U1 ∪ ∂U−1, and these expansions are uniform for z ∈
C/
∑̂
R with
∑̂
R as in [7, fig.7.6].
Remark 2.3 If z = x ∈ R, we take the limiting expressions as z is approaching
from the upper half-plane. Thus, if x > 1, ψn(x) means limǫ→0+ ψn(x+ iǫ).
3 Asymptotics of Christoffel-Darboux kernels
This section is mainly devoted to the asymptotics of the Christoffel-Darboux ker-
nels for the Freud-type potential (1.3), which are crucial to obtain the estimates
of the expectation and variance in Section 4 below. We start with the estimates
of the kernel Kn(x, x).
Lemma 3.1 Take any sufficient small δ > 0, we have
(i). For x ∈ (−1 + δ, 1 − δ),
Kn(x, x) = nρVn(x) +O(1). (3.1)
(ii). For x ∈ (1− δ, 1 + δ),
Kn(x, x) =
[
1
4
f ′n(x)
fn(x)
− a
′(x)
a(x)
]
2Ai(fn(x))Ai
′(fn(x))
+ f ′n(x)
[
(Ai′)2(fn(x))− fn(x)Ai2(fn(x))
]
+O(n− 56 ). (3.2)
(iii). For x ∈ (−1− δ,−1 + δ),
Kn(x, x) =−
[
1
4
f˜ ′n(x)
f˜n(x)
+
a′(x)
a(x)
]
2Ai(−f˜n(x))Ai′(−f˜n(x))
+ f˜ ′n(x)
[
(Ai′)2(−f˜n(x)) + f˜n(x)Ai2(−f˜n(x))
]
+O(n− 56 ). (3.3)
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(iv). For x ∈ (∞,∞)/(−1− δ, 1 + δ),
Kn(x, x) =
1
4π
1
(x− 1)(x+ 1)e
−2nϕn(x) +O(n−1). (3.4)
Proof. First note that, by the Christoffel-Darboux formula (see e.g. [4,
(3.48)]) and (2.15),
2πi(x− y)Kn(x, y) = (1, 0)U(x)TU(y)−T (0, 1)Te−n
Vn(x)+Vn(y)
2 . (3.5)
This key formula relates the Christoffel-Darboux kernels with the solutions of
Riemann-Hilbert problem and allows to employ the Riemann-Hilbert approach
to obtain the asymptotics of these kernels.
(i). For x, y ∈ (−1 + δ, 1− δ), by (2.18) and (2.19),
U = e
n
2
lnσ3S
(
1 0
e−nξn 1
)
en(gn−
ln
2
)σ3 . (3.6)
Then, by (3.5), (2.17) and (2.24), direct computations show that
2πi(x− y)Kn(x, y) =(e−nϕn(x), enϕn(x))S(x)TS(y)−T (−enϕn(y), e−nϕn(y))T . (3.7)
In order to obtain the main order of the right hand side above, we note that
ST (x) = ST (y) + (x− y)∆S(x, y), where
∆S(x, y) =
∫ 1
0
(ST )′(y + t(x− y))dt. (3.8)
This yields that
ST (x)S−T (y) = Id+ (x− y)∆S(x, y)S−T (y). (3.9)
Then, plugging (3.9) into (3.7), since ϕn(x) = −πiFn(x), x ∈ (−1, 1), we obtain
2πi(x− y)Kn(x, y) = −2i sin[nπ(Fn(x)− Fn(y))] + (x− y)I1(x, y), (3.10)
where I1(x, y) := (e
−nϕn(x), enϕn(x))[∆S(x, y)S−T (y)](−enϕn(y), e−nϕn(y))T .
Therefore, taking x = y yields that
2πiKn(x, x)
=2nπiρVn(x) + (e
−nϕn(x), enϕn(x))
[
(ST )′(x)S−T (x)
]
(−enϕn(x), e−nϕn(x))T .
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In view of (2.29) – (2.33), S(x) and S ′(x) are uniformly bounded for x ∈ [−1 +
δ, 1− δ], (3.1) follows.
(ii). For x, y ∈ (1− δ, 1), or, x, y ∈ (1, 1 + δ), similar calculations show that
2πi(x− y)Kn(x, y) =e−pii3 (1, 0)[AI(fn(x))]TETn (x)RT (x)
· R−T (y)E−Tn (y)[AI(fn(y))]−T (0, 1)T . (3.11)
(see Appendix for the proof.)
Regarding the main order of the right hand side above, using (3.9) with S
replaced by R, we obtain
2πi(x− y)Kn(x, y) =e−pii3 (1, 0)[AI(fn(x))]TETn (x)E−Tn (y)[AI(fn(y))]−T (0, 1)T
+ (x− y)e−pii3 I2(x, y), (3.12)
where
I2(x, y) :=(1, 0)[AI(fn(x))]
TETn (x)
·∆R(x, y)R−T (y)E−Tn (y)[AI(fn(y))]−T (0, 1)T . (3.13)
Then, by the formulations of AI, En and the asymptotics (2.32) and (2.33),
we have that I2(x, y) is of order n
− 5
6 and
2πi(x− y)Kn(x, y) = (−2πi)
[
− Ai(fn(x))Ai′(fn(y))f
1
4
n (x)
f
1
4
n (y)
a(y)
a(x)
+ Ai′(fn(x))Ai(fn(y))
f
1
4
n (y)
f
1
4
n (x)
a(x)
a(y)
]
+ (x− y)O(n− 56 ). (3.14)
The proof is postphoned to Appendix.
Hence, taking the Taylor expansion and using Ai′′(x) = xAi(x), we obtain
2πi(x− y)Kn(x, y)
=− 2πi(y − x)
{[
1
4
f ′n(x)
fn(x)
− a
′(x)
a(x)
]
2Ai(fn(x))Ai
′(fn(x))
− fn(x)f ′n(x)Ai2(fn(x)) + f ′n(x)(Ai′)2(fn(x))
}
+O((y − x)2) + (x− y)O(n− 56 ),
which implies (3.2).
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(iii). For x, y ∈ (−1 − δ,−1), or, x, y ∈ (−1,−1 + δ), the proofs are similar
to those in the previous case. First we compute that
2πi(x− y)Kn(x, y) =(−1)e−pii3 (1, 0)[A˜I(−f˜n(x))]Tσ3E˜Tn (x)RT (x)
R−T (y)E˜−Tn (y)σ
−1
3 [A˜I(−f˜n(y))]−T (0, 1)T . (3.15)
(See Appendix for the proof.)
Then, using (3.9) with S replaced by R, we have
2πi(x− y)Kn(x, y)
=(−1)e−pii3 (1, 0)[A˜I(−f˜n(x))]Tσ3E˜Tn (x)
· E˜−Tn (y)σ−13 [A˜I(−f˜n(y))]−T (0, 1)T − e−
pii
3 (x− y)I3(x, y), (3.16)
where
I3(x, y) :=(1, 0)[A˜I(−f˜n(x))]Tσ3E˜Tn (x)
·∆R(x, y)R−T (y)E˜−Tn (y)σ−13 [A˜I(−f˜n(y))]−T (0, 1)T . (3.17)
Using the formulations of A˜I, f˜n and arguing as in the case (ii), we get that
2πi(x− y)Kn(x, y)
=(−2πi)
[
Ai(−f˜n(x))Ai′(−f˜n(y)) f˜n(x)
1
4
f˜n(y)
1
4
a(x)
a(y)
− Ai′(−f˜n(x))Ai(−f˜n(y)) f˜n(y)
1
4
f˜n(x)
1
4
a(y)
a(x)
]
+ (x− y)O(n− 56 ). (3.18)
Consequently, the Taylor expansion yields that
2πi(x− y)Kn(x, y)
=− 2πi(y − x)
{
−
[
1
4
f˜−1n (x)f˜
′
n(x) +
a′(x)
a(x)
]
2Ai(−f˜n(x))Ai′(−f˜n(x))
+ f˜ ′n(x)
[
f˜n(x)Ai
2(−f˜n(x)) + (Ai′)2(−f˜n(x))
]}
+O(y − x)2 + (x− y)O(n− 56 ),
which implies (3.3).
(iv). For x, y ∈ (−∞,∞)/(−1− δ, 1 + δ), by (2.18) and (2.19),
U = en
ln
2
σ3Sen(gn−
ln
2
)σ3 ,
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which implies along with (3.5) and (2.17) that
2πi(x− y)Kn(x, y) = e−n(ϕn(x)+ϕn(y))(1, 0)ST (x)S−T (y)(0, 1)T .
Then, by S = RN , and applying (3.9) twice with S replaced by R and N
respectively, we obtain
2πi(x− y)Kn(x, y) =(x− y)e−n(ϕn(x)+ϕn(y))(1, 0)∆N(x, y)N−T (y)(0, 1)T
+ (x− y)I4(x, y), (3.19)
where
I4(x, y) := e
−n(ϕn(x)+ϕn(y))(1, 0)NT (x)∆R(x, y)R−T (y)N−T (y)(0, 1)T .
Taking into account that N(x) and e−nϕn(x) are bounded for x ∈ R/(−1 −
δ, 1 + δ), together with (2.32) and (2.33), we obtain that I4(x, y) = O(n−1).
Hence,
Kn(x, y) =
1
2πi
e−n(ϕn(x)+ϕn(y))(1, 0)∆N(x, y)N−T (y)(0, 1)T +O(n−1),
and
Kn(x, x) =
1
2πi
e−2nϕn(x)(1, 0)(NT )′(x)N−T (x)(0, 1)T +O(n−1),
which consequently yields (3.4) by (2.30) and (2.31). The proof is complete. 
Lemma 3.2 and 3.3 below are concerned with the asymptotics of the kernels
Kn(x, y), x 6= y, in the bulk and edge cases respectively, which will be used in
the proof of the estimates of variance.
Lemma 3.2 (i). Let t ∈ (−1, 1), and set Γ11 := {(x, y) : t ≤ x ≤ t + 1−tlogn , t −
1+t
logn
≤ y ≤ t− 1
n
}. Then, for (x, y) ∈ Γ11,
Kn(x, y) =
sin[πn(Fn(y)− Fn(x))] +O( 1logn)
π(x− y) , (3.20)
where Fn(x) is defined as in (2.6).
(ii). Let δ > 0 be sufficiently small. For x, y ∈ [−1 + δ, 1− δ],
K
2
n (x, y) = O(
1
(x− y)2 ). (3.21)
(iii). Let t ∈ (−1, 1). For (x, y) ∈ {(x, y) : t ≤ x ≤ t+ 1
n
, t− 1
n
≤ x ≤ t},
Kn(x, y) = O(n).
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Proof. By (3.10), we have
2πi(x− y)Kn(x, y) = −2i sin[nπ(Fn(x)− Fn(y))] +O(|x− y|), (3.22)
which immediately implies (i) and (ii).
As regards (iii), by (3.22),
Kn(x, y) =(−1)sin[nπ(Fn(x)− Fn(y))]
π(x− y) +O(1)
=(−1)sin[nπ(Fn(x)− Fn(y))]
nπ(Fn(x)− Fn(y))
n(Fn(x)− Fn(y))
x− y +O(1).
Note that,
(−1)n(Fn(x)− Fn(y))
x− y = (−1)
nF ′n(ξ)(x− y)
x− y = nρVn(ξ) = O(n),
where ξ ∈ (x, y) and the last step is due to Lemma 2.2. Taking into account
supx∈R | sinxx | = O(1), we prove (iii). 
Lemma 3.3 For x ∈ (1− δ, 1 + δ), y ∈ (1− δ, 1) with δ > 0 sufficient small,
Kn(x, y) =
1
x− y
[
Ai(fn(x))Ai
′(fn(y))
f
1
4
n (x)
f
1
4
n (y)
a(y)
a(x)
− Ai′(fn(x))Ai(fn(y))f
1
4
n (y)
f
1
4
n (x)
a(x)
a(y)
]
+O(n− 56 ). (3.23)
Proof. In view of (3.14), we only need to prove (3.23) for x ∈ (1, 1 + δ) and
y ∈ (1− δ, 1). For x ∈ (1, 1 + δ), by (2.18), (2.19), (2.29) and (2.26), we have
U(x) = en
ln
2
σ3S(x)en(gn−
ln
2
)σ3 , (3.24)
where S(x) = R(x)En(x)[AI(fn(x))]e
−pii
6
σ3enϕnσ3 . Moreover, for y ∈ (1− δ, 1),
U(y) = en
ln
2
σ3S(y)
(
1 0
e−nξn 1
)
en(gn−
ln
2
)σ3 (3.25)
with S(y) = R(y)En(y)[AI(fn(y))]e
−pii
6
σ3
(
1 0
−1 1
)
enϕnσ3 .
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Then, plugging (3.24) and (3.25) into (3.5), we obtain
2πi(x− y)Kn(x, y) =e−pii3 (1, 0)[AI(fn(x))]TETn (x)RT (x)
· R−T (y)E−Tn (y)[AI(fn(y))]−T (0, 1)T , (3.26)
which has the same formulation as in (3.11).
Thus, similar arguments there yield (3.23) for x ∈ (1, 1+ δ) and y ∈ (1− δ, 1).
The proof is complete. 
We conclude this section with the estimates of the orthogonal polynomials.
Lemma 3.4 There exists a δ0 > 0, such that for all 0 < δ ≤ δ0, we have
(i). For x ∈ R/(−1− δ, 1 + δ),
pn(x;n)e
−n
2
Vn(x) ≤ Ce−nπFn(x)χ(1+δ,∞)(x) + e−nπF˜n(x)χ(−∞,−1−δ)(x).
(ii). For x ∈ (−1− δ, 1 + δ),
pn(x;n)e
−n
2
Vn(x) ≤C
[
1 +
1
|1− x| 14 χ(1−δ,1+δ)(x) +
1
|1 + x| 14 χ(−1−δ,−1+δ)(x)
]
.
Here C is a constant independent of n.
Proof. This follows from the Plancherel-Rotach-type asymptotics of pn(x;n)
in [7] and the asymptotics of the Airy functions ([28, (2.60), (2.61), (3.6), (3.7)]).

4 Gaussian fluctuations
In this section we prove Theorems 1.1 and 1.2 for the unitary invariant ensemble
with the Freud-type potential (1.3).
4.1 Bulk case.
We start with the asymptotics of the expectation and variance in Propositions
4.1 and 4.2 below respectively.
Proposition 4.1 Let t = t(k, n) be as in theorem 1.1. Fix ξ ∈ R, set an :=√
logn√
2π2nρVn (t)
, tn := t+ anξ and In := [tn,∞). Then,
E(#In) = n− k −
√
log n√
2π2
ξ +O(1). (4.1)
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Proof. First, since |t(k, n)| = |G−1(k/n)| < 1 for n large enough, Lemma 2.2
implies that 1/ρVn(t) are uniformly bounded and an = O(
√
logn/n).
Using the estimates of Kn(x, x) in Lemma 3.1 (i) and (iv) we have that
E(#In) =
∫ ∞
tn
Kn(x, x)dx =
∫ 1−δ
tn
nρVn(x)dx+
∫ 1+δ
1−δ
Kn(x, x)dx+O(1). (4.2)
Moreover, using Lemma 3.1 (ii) and arguing as in the proof of [28, Lemma 2]
(see also the proof of [31, (2.2.4)]), we have∫ 1+δ
1−δ
Kn(x, x)dx =
∫ 1
1−δ
nρVn(x)dx+O(1). (4.3)
Therefore, plugging (4.3) into (4.2) and using the Taylor expansion we obtain
E(#In) =
∫ 1
tn
nρVn(x)dx+O(1)
=n− n
∫ tn
−1
ρVndx+O(1)
=n− n
∫ t
−1
ρVn(x)dx− n
∫ t+anξ
t
ρVn(x)dx+O(1)
=n− k − n
[
ρVn(t)anξ +
1
2
ρ′Vn(η)(anξ)
2
]
+O(1) (4.4)
with η ∈ (t, t+ anξ). Since an = O(
√
logn/n), by Lemma 2.2 we obtain (4.1). 
Proposition 4.2 Let {ti}∞i=1 be a sequence such that supn |tn| < 1. Set In :=
[tn,∞), n ∈ N. Then,
V ar(#In) =
1
2π2
logn +O(log log n). (4.5)
Proof. The arguments are similar to those of [32, Lemma 3.2] (see also [19,
Lemma 2.3] or [31, Proposition 2.8]), we only give a sketch of it below.
First, we have
V ar(#In) =
∫∫
Ωn
K
2
n (x, y)dxdy
=
∫∫
Γ
K
2
n (x, y)dxdy +
∫∫
Ωn/Γ
K
2
n (x, y)dxdy, (4.6)
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where Ωn = {(x, y) : tn ≤ x < ∞,−∞ < y ≤ tn} and Γ = {(x, y) : tn ≤ x ≤
1− δ,−1 + δ ≤ y ≤ tn}.
By virtue of the asymptotic estimates of Kn(x, y) in Lemma 3.2, we have that∫∫
Γ
K
2
n (x, y)dxdy =
1
2π2
log n+O(log logn), (4.7)
where the main order comes from the integration on Γ11 defined in Lemma 3.2 (i).
Regarding the remaining integration on Ωn/Γ, we first note that x − y ≥
2 − 2δ > 0 for (x, y) ∈ Ωn/Γ. Moreover, by (2.13) and the asymptotic of γn in
[7, (2.11)], we have
γ
(n)
n−1
γ
(n)
n
= 1
2
+O( 1
n2
), which along with the Christoffel-Darboux
identity implies that
K
2
n (x, y) ≤C
{[
pn(x;n)pn−1(y;n)e−n
Vn(x)+Vn(y)
2
]2
+
[
pn(y;n)pn−1(x;n)e−n
Vn(x)+Vn(y)
2
]2}
.
Hence, in view of the estimates of the orthogonal polynomial pn(x;n) in Lemma
3.4 we obtain that ∫∫
Ωn/Γ
K
2
n (x, y)dxdy = O(1). (4.8)
Therefore, plugging (4.7) and (4.8) into (4.6) we prove (4.5). 
Proof of Theorem 1.1. By virtue of the asymptotic estimates of the ex-
pectation and variance in Propositions 4.1 and 4.2 respectively, we can prove
Theorem 1.1 by using similar arguments as in the proofs of [19, Theorems 1.1
and 1.3] or [31, Theorems 2.9 and 2.10].
In fact, take t, ξ, an and In as in Proposition 4.1. It follows from Propositions
4.1 and 4.2 that
P(
xk − t
an
< ξ) = P(#In ≤ n− k) = P
(
#In − E#In√
V ar(#In)
≤ ξ + o(1)
)
, (4.9)
which implies the assertion (i) by the Costin-Lebowitz-Soshnikov theorem [26].
The proof for the second statement (ii) is based on the Soshnikov central
limit theorem in [27, p.174]. The computations are straightforward but quite
complicated. It should be mentioned that, as in the proof of Proposition 4.2,
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the computations for the correlation coefficients Λi,j are mainly based on the fact
that, for any given subset Λ ⊂ Ωn with Ωn as in the proof of Proposition 4.2,∫∫
Λ
K
2
n (x, y)dxdy =
∫∫
Λ∩Γ11
1
2π2(x− y)2dxdy +O(log log n).
We refer to [19] and [31, Subsection 2.2.2] for more details. 
4.2 Edge case.
We start with Propositions 4.3 and 4.4 below, concerning the estimates of the
expectation and variance respectively.
Proposition 4.3 Let I := [t,∞) with t→ 1−. We have
E(#I) =
2
√
2
3π
m−1∑
i=0
Am−1−i
Am
n(1− t) 32 +O(1), (4.10)
where Aj =
j∏
i=1
2i−1
2i
, 1 ≤ j ≤ m, and A0 = 1.
Proof. As in (4.2) and (4.3), we have
E(#I) =
∫ 1
t
nρVn(x)dx+O(1).
Since t→ 1−, using the expression of ρVn in (2.4) we have that
E(#I) =
√
2
3π
hn(1)n(1− t) 32 +O(1), (4.11)
which yields (4.10) by the asymptotics of hn in (7.2) in Appendix. 
Proposition 4.4 Let t be such that t → 1− and n(1 − t) 32 → ∞, and set I :=
[t,∞). Then,
V ar(#I) =
1
2π2
log
[
n(1− t) 32
]
(1 + o(1)). (4.12)
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Proof. By virtue of the asymptotics of Kn(x, y) in Lemma 3.3, the esti-
mate (4.12) can be proved by similar arguments as in [28, Lemma 4] and [31,
Proposition 2.12].
In fact, similarly to (4.6), we have
V ar(#I) =
∫∫
Ω˜n
K
2
n (x, y)dxdy
=
∫∫
Γ˜
K
2
n (x, y)dxdy +
∫∫
Ω˜n/Γ˜
K
2
n (x, y)dxdy, (4.13)
where Ω˜n = {(x, y) : t ≤ x < ∞,−∞ < y ≤ t}, Γ˜ = {(x, y) : t ≤ x ≤
t+ 1−t
rn
, t− 1−t
rn
≤ y ≤ t− ǫ} with ǫ = 1
n
√
1−t and
1
rn
= max{√1− t, 1
log[n(1−t) 32 ]
}.
Proceeding as in the proof of [28, (3.68)], we get from (3.23) that∫∫
Γ˜
K
2
n (x, y)dxdy =
1
2π2
log[n(1 − t) 32 ] +O(log rn), (4.14)
which gives the main order in (4.12).
Regarding the remaining integration on Ω˜n/Γ˜, using (3.23) and Lemma 3.4
and arguing as in [28], we have that∫∫
Ω˜n/Γ˜
K
2
n (x, y)dxdy = O(log rn). (4.15)
(See also the proof of [31, (2.3.15)] for details.)
Consequently, plugging (4.14) and (4.15) into (4.13) we obtain (4.12). 
Proof of Theorem 1.2. Fix ξ ∈ R, set tn := 1 − ( ka1n)
2
3 + 2a2
3a
2
3
1
√
log k
n
2
3 k
1
3
ξ and
In := [tn,∞), where a1, a2 and k are as in Theorem 1.2. Note that, tn → 1−, as
n→∞. Moreover,
1− tn =
(
k
a1n
) 2
3
(
1− 2a2
√
log k
3k
ξ
)
,
which implies that
n(1− tn) 32 = k
a1
(
1− 2a2
√
log k
3k
ξ
)3
2
=
k
a1
(
1− a2
√
log k
k
ξ +O( log k
k2
)
)
→∞.
22
Then, similarly to (4.9), by Proposition 4.3 and 4.4 we have
P(Yn < ξ) = P(xn−k < tn) = P(#In ≤ k) = P
(
#In − E#In√
V ar#In
≤ ξ + o(1)
)
,
(4.16)
which implies (i) by the Costin-Lebowitz-Soshnikov theorem.
The proof of (ii) is similar but more involved. The key ingredient for the
computations of Λi,j is that, for any given set Λ in the neighborhood of (t, t) with
t→ 1− and n(1− t) 32 →∞,∫∫
Λ
K
2
n (x, y) =
1
2π2
∫∫
Λ∩ Γ˜
1
(x− y)2dxdy +O(log rn), (4.17)
where Γ˜ and rn are defined as in the proof of Proposition 4.4. For simplicity
of the exposition, we omit the complicated computations here and refer to [31,
Theorem 2.14] for more details. 
Remark 4.5 We show the heuristic arguments to choose the suitable scaling co-
efficients in Theorem 1.2.
Let I = [t,∞). Since t → 1−, we may set t := 1 − b(n), where b(n) → 0 as
n→∞ and will be chosen later. By Propositions 4.3 and 4.4,
P(xn−k < t) = P(#I ≤ k) = P
#I − E(#I)√
V ar(#I)
≤ k − a1nb
3
2 (n)
a2
√
log(nb
3
2 (n))
+ o(1)
 ,
(4.18)
where a1, a2 are as in Theorem 1.2 (i). In order to apply Soshinikov’s central limit
theorem, since the order of denominator is
√
logn, the term k of the numerator
shall be canceled by a1nb
3
2 (n), and the error shall be a2
√
log(nb
3
2 (n))ξ with ξ fixed.
For this purpose, set b(n) := [ k
a1n
(1 + c)]
2
3 . Direct computations suggest that
c = −a2
√
log k
k
· ξ. Then, Taylor’s expansion implies that
1− t =
[
k
a1n
(1− a2
√
log k
k
· ξ)
] 2
3
= (
k
a1n
)
2
3
[
1− 2
3
a2
√
log k
k
· ξ +O( log k
k2
)
]
.
Thus, we can take
t = 1− ( k
a1n
)
2
3
(
1− 2
3
a2
√
log k
k
· ξ
)
= 1− ( k
a1n
)
2
3 +
2a2
3a
2
3
1
√
log k
n
2
3k
1
3
· ξ,
which actually gives the scaling coefficients in (1.10) of Theorem 1.2.
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5 Moderate deviations
This section contains the proof of Theorem 1.3 for the unitary invariant ensemble
with the Freud-type potential (1.3).
Proof of Theorem 1.3. (i) Fix ξ ∈ R. Let t = t(k, n) and an be as
in Theorem 1.1 (i) and Proposition 4.1 respectively. Set tn := t + anγnξ and
In := [tn,∞).
Since 1 ≪ γn ≪
√
logn and |t(k, n)| < 1 for n large enough, we have that
anγnξ = o(1) and |tn| < 1 for large n. Thus, arguing as in (4.2)-(4.4), we have
E(#In) =n− k −
√
log n√
2π2
γnξ +O(1). (5.1)
Moreover, by Proposition 4.2,
V ar(#In) =
1
2π2
log n+O(log logn). (5.2)
Then, similarly to (4.9),
P(γ−1n Xn < ξ) = P(#In ≤ n− k) = P
(
#In − E#In
γn
√
V ar(#In)
≤ ξ + o(1)
)
, (5.3)
which yields by [14, Theorem 1.4] that for every ξ < 0,
lim
n→∞
γ−2n log P(γ
−1
n Xn ≤ ξ) = −
ξ2
2
. (5.4)
Similarly, for every ξ > 0, by (5.1) and (5.2),
P(γ−1n Xn ≥ ξ) = P(#In ≥ n− k + 1) = P
(
#In − E#In
γn
√
V ar(#In)
≥ ξ + o(1)
)
,
which implies by [14, Theorem 1.4] that
lim
n→∞
γ−2n log P(γ
−1
n Xn ≥ ξ) = −
ξ2
2
. (5.5)
Now, as in the proof of [14, Theorem 2.1], we denote by U the set of all open
intervals (c, d), where c, d 6= 0 and at least one of the endpoints is finite. Define
LU := − limn→∞ γ−2n log P(γ−1n Xn ∈ U), U ∈ U . By (5.4) and (5.5),
LU =

d2/2, c < d < 0;
0, c < 0 < d;
c2/2, 0 < c < d.
(5.6)
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Then, it follows from [12, Theorem 4.1.11] that {γ−1n Xn} satisfies a weak LDP
with the speed γ2n and the rate function I(x) := supU∈U ,x∈U LU = x2/2.
Moreover, for any α < ∞, consider the compact set Kα = [−c, c] with c =√
2α. By [12, Lemma 1.2.15] and (5.6) we have that
lim
n→∞
γ−2n log P(Xn 6∈ Kα)
= lim
n→∞
γ−2n log(P(Xn ∈ (−∞,−c)) + P(Xn ∈ (c,∞)))
=max{ lim
n→∞
γ−2n logP(Xn ∈ (−∞,−c)), lim
n→∞
γ−2n log P(Xn ∈ (c,∞))}
=− c
2
2
= −α,
which implies the exponential tightness of {γ−1n Xn}, thereby yielding that {γ−1n Xn}
satisfies the LDP (γ2n, x
2/2).
(ii). Set tn := 1− ( ka1n)
2
3 + 2a2
3a
2
3
1
√
log k
n
2
3 k
1
3
γnξ, where k, a1 and a2 are as in Theorem
1.2. Since k/n→ 0 and γn ≪
√
log k, we have that tn → 1− and
n(1− tn) 32 = k
a1
(
1− a2
√
log k
k
γnξ +O( log kγ
2
n
k2
)
)
→∞.
Then, similarly to (4.16), by Propositions 4.3 and 4.4,
P(γ−1n Yn < ξ) = P(xn−k < tn) = P
(
#In − E#In
γn
√
V ar(#In)
≤ ξ + o(1)
)
.
Thus, using [14, Theorem 1.4] we obtain (5.4) and (5.5) with Xn replaced by
Yn, which yields the assertion (ii) by similar arguments as above. The proof is
complete. 
6 Uniform convex potential
This section is devoted to the unitary invariant ensemble with the uniform con-
vex potential (1.4). Since the arguments follow the lines in the previous sections,
we mainly show the estimates of Christoffel-Darboux kernels and the orthogonal
polynomials. Some technical details are postponed to Appendix.
Similarly to Theorem 2.1, we have the characterization of the corresponding
equilibrium density function below.
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Lemma 6.1 Let V be uniform convex. We have that
ρV (x) =
1
2π
√
1− x2h(x)χ[−1,1](x), (6.1)
where h(x) is an analytic function, and there exists c > 0 such that h(x) ≥ c > 0
for all x ∈ R.
(See Appendix for the proof.)
Using similar arguments as in the proof of Lemma 2.2, we have
Lemma 6.2 Let δ ∈ (0, 1) and V be uniform convex. Then ρ−1V and |ρ′V | are
uniformly bounded for all x ∈ [−1 + δ, 1− δ].
Set
F (x) =
∣∣∣∣∫ 1
x
1
2π
√
|1− y2|h(y)dy
∣∣∣∣ , (6.2)
and
F˜ (x) =
∣∣∣∣∫ x−1 12π√|1− y2|h(y)dy
∣∣∣∣ . (6.3)
We also use the notations pj(x;n), γ
(n)
j and Kn(x, y) for the j
th orthogonal
polynomial, the leading coefficient and the reproducing kernel with respect to the
weight e−nV (x).
Below we recall the Riemann-Hilbert approach developed in [6]. Let Y (z) be
an analytic 2× 2 matrix valued function, solving the Riemann-Hilbert problem
Y+(z) = Y−(z)
(
1 e−nV (z)
1
)
, for z ∈ R
Y (z)
(
z−n
zn
)
= I +O( 1|z|), as |z| → ∞.
Similarly to (2.15),
Y11(z) =
1
γ
(n)
n
pn(z;n), Y21(z) = −2πiγ(n)n−1pn−1(z;n), (6.4)
Set
g(z) :=
∫
log(z − s)ψ(s)ds, z ∈ C/(−∞, 1), (6.5)
where ψ(z) = 1
2πi
R1/2(z)h(z), z ∈ C/[−1, 1], and R 12 (z) = (z+1) 12 (z−1) 12 , which
is analytic in C/[−1, 1] and satisfies √R(z) ∼ +z as z →∞.
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Set
G(z) := −
∫ z
1
(s− 1) 12 (s+ 1) 12h(s)ds, z ∈ C. (6.6)
We have that
g =
1
2
(V + l +G). (6.7)
Let
M = e−n
l
2
σ3Y e−n(g−
l
2
)σ3 , (6.8)
and
M (1)(z) =

M(z), for z outside the lens-shaped region;
M(z)
(
1 0
−e−nG 1
)
, in the upper lens region;
M(z)
(
1 0
enG 1
)
, in the lower lens region,
(6.9)
where the lens regions are as in Section 2.
Below are the paramatrices Mp in the small neighborhoods U±1 of ±1.
(i). For z ∈ U1, set
Mp := B(z)P (Φ1(z)), (6.10)
Here, B(z) = 1√
2i
N
(
i −i
1 1
)
(Φ1)
σ3
4 with N as in (2.30),
P (z) =

√
2πe−
pii
12AI(z)e(
2
3
z
3
2−pii
6
)σ3 , for z ∈ I;
√
2πe−
pii
12AI(z)e(
2
3
z
3
2−pii
6
)σ3
(
1 0
−e 43z
3
2 1
)
, for z ∈ II;
√
2πe−
pii
12 A˜I(z)e(
2
3
z
3
2−pii
6
)σ3
(
1 0
e
4
3
z
3
2 1
)
, for z ∈ III;
√
2πe−
pii
12 A˜I(z)e(
2
3
z
3
2−pii
6
)σ3 , for z ∈ IV ,
(6.11)
the regions I-IV and the matrices AI, A˜I are as in Section 2, and Φ1(z) =
(3n
4
)
2
3 (−G) 23 = (3n
4
)
2
3 (
∫ z
1
R
1
2 (s)h(s)ds)
2
3 .
(ii). For z ∈ U−1, set
Mp := B˜(z)P (Φ−1(z))σ3, (6.12)
where B˜(z) = 1√
2i
Nσ3
(
i −i
1 1
)
(Φ−1)
σ3
4 , Φ−1(z) = (3n4 )
2
3 (− ∫ −1
z
R
1
2 (s)h(s)ds)
2
3 .
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Finally, set
R :=
{
M (1)M−1p , for z ∈ U1 ∪ U−1,;
M (1)N−1, otherwise.
(6.13)
We have similar asymptotic expansions of R as in (2.32) and (2.33).
Similarly to Lemma 3.1, we have the crucial asymptotic estimates of Kn(x, x).
Lemma 6.3 Take any sufficient small δ > 0, we have
(i). For x ∈ (−1 + δ, 1 − δ),
Kn(x, x) = nρV (x) +O(1). (6.14)
(ii). For x ∈ (1− δ, 1 + δ),
Kn(x, x) =
[
1
4
Φ′1(x)
Φ1(x)
− a
′(x)
a(x)
]
2Ai(Φ1(x))Ai
′(Φ1(x))
+ Φ′1(x)
[
(Ai′)2(Φ1(x))− Φ1(x)Ai2(Φ1(x))
]
+O(n− 56 ). (6.15)
(iii). For x ∈ (−1− δ,−1 + δ),
Kn(x, x) =−
[
1
4
Φ′−1(x)
Φ−1(x)
+
a′(x)
a(x)
]
2Ai(Φ−1(x))Ai′(Φ−1(x))
− Φ′−1(x)
[
(Ai′)2(Φ−1(x))− Φ−1(x)Ai2(Φ−1(x))
]
+O(n− 56 ). (6.16)
(iv). For x ∈ (∞,∞)/(−1− δ, 1 + δ),
Kn(x, x) =
1
4π
1
(x− 1)(x+ 1)e
nG(x) +O(n−1). (6.17)
Proof. First note that, similarly to (3.5),
2πi(x− y)Kn(x, y) = (1, 0)Y (x)TY (y)−T (0, 1)Te−n
V (x)+V (y)
2 . (6.18)
(i). (6.4) follows from the same calculations as in Lemma 3.1 (i), with U , T ,
S, ξn replaced by Y , M , M
(1) and G, respectively.
(ii). First, for x ∈ (1− δ, 1), we note that
N
(
i −i
1 1
)
= i
(
1 −1
−i −i
)(
a−1
a
)
,
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and 2
3
Φ
3
2
1 = −nG2 . Then, it follows from (6.10) and (6.11) with z ∈ II that
Mp =Ên [AI(Φ1)] e
−pii
6
σ3
(
1 0
−1 1
)
e−
nG
2
σ3 , (6.19)
where Ên =
√
πe
pii
6
(
1 −1
−i −i
)(
a−1(Φ1)
1
4 0
0 a(Φ1)
− 1
4
)
. By (6.13) we get
M (1) = RÊn[AI(Φ1)]e
−pii
6
σ3
(
1 0
−1 1
)
e−
nG
2
σ3 . (6.20)
Similarly, for x ∈ (1, 1 + δ), using (6.11) with z ∈ I we have that
Mp = Ên [AI(Φ1)] e
−pii
6
σ3e−
nG
2
σ3 , (6.21)
which implies that
M (1) = RÊn [AI(Φ1)] e
−pii
6
σ3e−
nG
2
σ3 . (6.22)
Then, taking into account (7.5) and (7.7) below, we note that the formulations
of M (1) and S are similar for x ∈ (1− δ, 1 + δ). Thus, using the same arguments
as in the proof of Lemma 3.1 (ii) we obtain (6.15).
(iii). First, for x ∈ (−1,−1 + δ), note that,
Nσ3
(
i −i
1 1
)
= i
(
1 1
i −i
)(
a 0
0 a−1
)
σ3,
and 2
3
(Φ−1)
3
2 = n(−G
2
+ πi). Using (6.12) and (6.11) with z ∈ III, we have that
Mp =
̂˜
Enσ3
[
A˜I(Φ−1)
]
e−
pii
6
σ3
(
1 0
1 1
)
σ3e
n(−G
2
+πi)σ3 , (6.23)
where
̂˜
En =
√
πe
pii
6
(
1 1
i −i
)(
a(Φ−1)
1
4 0
0 a−1(Φ−1)−
1
4
)
. Hence, by (6.13),
M (1) = R
̂˜
Enσ3
[
A˜I(Φ−1)
]
e−
pii
6
σ3
(
1 0
1 1
)
σ3e
n(−G
2
+πi)σ3 . (6.24)
Similarly, for x ∈ (−1− δ,−1), by (6.11) with z ∈ IV ,
Mp =
̂˜
Enσ3
[
A˜I(Φ−1)
]
e−
pii
6
σ3σ3e
n(−G
2
+πi)σ3 , (6.25)
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which yields that
M (1) = R
̂˜
Enσ3
[
A˜I(Φ−1)
]
e−
pii
6
σ3σ3e
n(−G
2
+πi)σ3 . (6.26)
Thus, by (7.9) and (7.11) below, the formulations of M (1) and S are similar,
which yields (6.16) by similar arguments as in the proof of Lemma 3.1 (iii).
(iv). The proof is the same as that in Lemma 3.1 (iv). 
Arguing as in the proof of Lemma 3.2, we have also the asymptotics of Kn(x, y)
as in Lemma 3.2.
Below are the asymptotics of the orthogonal polynomials, which are also of
independent interest. The proof is be postponed to Appendix.
Lemma 6.4 (i). For x > 1 + δ,
pn(x;n)e
−n
2
V (x) =
1√
4π
e−nπF (x)
[(
x+ 1
x− 1
) 1
4
+
(
x− 1
x+ 1
) 1
4
+O(n−1)
]
, (6.27)
pn−1(x;n)e
−n
2
V (x) =
1√
4π
e−nπF (x)
[(
x+ 1
x− 1
) 1
4
−
(
x− 1
x+ 1
) 1
4
+O(n−1)
]
, (6.28)
where F (x) is defined as in (6.2).
For x ∈ (−∞,−1− δ),
pn(x;n)e
−n
2
V (x) =(−1)n 1√
4π
e−nπF˜ (x)
[(
x+ 1
x− 1
) 1
4
+
(
x− 1
x+ 1
) 1
4
+O(n−1)
]
,
(6.29)
pn−1(x;n)e−
n
2
V (x) =(−1)n 1√
4π
e−nπF˜ (x)
[(
x+ 1
x− 1
) 1
4
−
(
x− 1
x+ 1
) 1
4
+O(n−1)
]
.
(6.30)
where F˜ (x) is defined as in (6.3).
(ii). For x ∈ (−1 + δ, 1− δ),
pn(x;n)e
−n
2
V (x) =
√
2
π
1
(1− x) 14 (1 + x) 14
{
cos
[
1
2
arcsin z − πnF (x)
]
+O(n−1)
}
,
(6.31)
pn−1(x;n)e−
n
2
V (x) =
√
2
π
1
(1− x) 14 (1 + x) 14
{
sin
[
1
2
arcsin z + πnF (x)
]
+O(n−1)
}
.
(6.32)
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(iii). For x ∈ (1− δ, 1 + δ),
pn(x;n)e
−n
2
V (x) =a−1Φ
1
4
1Ai(Φ1)(1 +O(n−1))− aΦ−
1
4
1 Ai
′(Φ1)(1 +O(n−1)),
(6.33)
pn−1(x;n)e−
n
2
V (x) =a−1Φ
1
4
1Ai(Φ1)(1 +O(n−1)) + aΦ−
1
4
1 Ai
′(Φ1)(1 +O(n−1)),
(6.34)
and for x ∈ (−1− δ,−1 + δ),
pn(x;n)e
−n
2
V (x)
=(−1)n
{
aΦ
1
4
−1Ai(Φ−1)(1 +O(n−1))− a−1Φ−
1
4
−1Ai
′(Φ−1)(1 +O(n−1))
}
, (6.35)
pn−1(x;n)e
−n
2
V (x)
=(−1)n+1
{
aΦ
1
4
−1Ai(Φ−1)(1 +O(n−1)) + a−1Φ−
1
4
−1Ai
′(Φ−1)(1 +O(n−1))
}
.
(6.36)
Once we obtain the asymptotics of the Christoffel-Darboux kernels and the
orthogonal polynomials, Theorem 1.1 – Theorem 1.3 can be proved by similar
arguments as in Sections 4 and 5. The details are omitted.
7 Appendix
Proof of Lemma 2.2. First, using Theorem 2.1, we have for all n ≥ N and
x ∈ [−1 + δ, 1 − δ],
ρ−1Vn (x) = 2π
1√
1− x2
1
hn(x)
< 2π
1√
1− (1− δ)2
1
h0
<∞.
As regards ρ′V , we have
2π|ρ′Vn| ≤
|x|√
1− x2 |hn(x)|+
√
1− x2|h′n(x)|. (7.1)
Note that, by (2.3) and (2.5),
hn(x) =
m−1∑
k=0
2
Am−k−1
Am
x2k +O(n− 12m ), (7.2)
h′n(x) =
m−1∑
k=0
4k
Am−k−1
Am
x2k−1 +O(n− 12m ), (7.3)
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which implies that |hn(x)| and |h′n(x)| are uniformly bounded for all n ≥ N and
x ∈ [−1 + δ, 1 − δ], thereby completing the proof. 
Proof of (3.11). First consider x, y ∈ (1 − δ, 1). As in the case where
x, y ∈ (−1 + δ, 1− δ), we have also (3.7), i.e.,
2πi(x− y)Kn(x, y) = (e−nϕn(x), enϕn(x))S(x)TS(y)−T (−enϕn(y), e−nϕn(y))T . (7.4)
Since for x ∈ (1− δ, 1), fn(x+ iǫ) lies in the region II in (2.27), taking ǫ→ 0
we obtain
Ψσ(fn(x)) = [AI(fn(x))]e
−pii
6
σ3
(
1 0
−1 1
)
,
which along with (2.29) and (2.26) yields that
S = REn[AI(fn)]e
−pii
6
σ3
(
1 0
−1 1
)
enϕnσ3 . (7.5)
Consequently, plugging (7.5) into (7.4), we obtain (3.11) for x, y ∈ (1− δ, 1).
Regarding the case where x, y ∈ (1, 1 + δ), by (2.18), (2.19), (3.5) and (2.17),
U = en
ln
2
σ3Sen(gn−
ln
2
)σ3 ,
and
2πi(x− y)Kn(x, y) = (e−nϕn(x), 0)ST (x)S−T (y)(0, e−nϕn(y))T . (7.6)
Since for x ∈ (1, 1 + δ), fn(x+ iǫ) is in the region I in (2.27), it follows from
(2.29) and (2.26) that
S = REn[AI(fn)]e
−pii
6
σ3enϕnσ3 . (7.7)
Hence, combining (7.6) and (7.7), we get (3.11) for x, y ∈ (1, 1 + δ), thereby
completing the proof of (3.11). 
Proof of (3.14). We first show that I2(x, y) is of order n
− 5
6 . Indeed, using
the formulations of AI, En and that det[AI(z)] =
−1
2πi
e−
pii
3 (see [5, p.890]), we get
from (3.13) that
I2(x, y) =− 2πiepii3 (Hn(x)Ai(fn(x)), H−1n (x)Ai′(fn(x)))
(
1 −1
−i −i
)T
·∆R(x, y)R−T (y)
(
1 −1
−i −i
)−T
(−H−1n (y)Ai′(fn(y)), Hn(y)Ai(fn(y)))T .
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Note that, since Hn = f
1
4
n a−1, by (2.22) we have
Hn = n
1
6 (x− 1) 14 (φ̂n) 16 (x− 1
x+ 1
)−
1
4 = n
1
6 (x+ 1)
1
4 (φ̂n)
1
6 = O(n 16 ).
Moreover, for x ∈ R, |Ai(x)| = O(1) and |Ai′(fn(x))| = O(|fn| 14 ) = O(n 16 ), and
by (2.32) and (2.33), ∆R(x, y)R−T (y) = O(n−1). Thus, we conclude that I2(x, y)
is of order O(n 16 )O(n−1) = O(n− 56 ).
It remains to check the first term in the right hand side of (3.12). To this end,
it follows from (3.12) and computations as above that
e−
pii
3 (1, 0)[AI(fn(x))]
TETn (x)E
−T
n (y)[AI(fn(y))]
−T (0, 1)T
=(−2πi)
[
−Ai(fn(x))Ai′(fn(y))f
1
4
n (x)
f
1
4
n (y)
a(y)
a(x)
+ Ai′(fn(x))Ai(fn(y))
f
1
4
n (y)
f
1
4
n (x)
a(x)
a(y)
]
.
which yields the first term in (3.14). 
Proof of (3.15). The proofs are similar to those of (3.11). First consider
x, y ∈ (−1,−1 + δ). As in the case where x, y ∈ (1− δ, 1), we have
2πi(x− y)Kn(x, y) = (e−nϕn(x), enϕn(x))S(x)TS(y)−T (−enϕn(y), e−nϕn(y))T . (7.8)
Since for x ∈ (−1,−1 + δ), −f˜n(x + iǫ) lies in the region III in (2.27), letting
ǫ→ 0 we have
Ψσ(−f˜n(x)) = [A˜I(−f˜n(x))]e−pii6 σ3
(
1 0
1 1
)
,
which along with (2.29) and (2.28) yields
S = RE˜nσ3[A˜I(−f˜n)]e−pii6 σ3
(
1 0
1 1
)
σ3e
nϕ˜nσ3 . (7.9)
Thus, plugging (7.9) into (7.8), since ϕ˜n(z) = ϕn(z) + πi, z ∈ C+, we get (3.15).
Regarding the case where x, y ∈ (−1 − δ,−1). As in the case where x, y ∈
(1, 1 + δ) in the proof of (3.11), we have
2πi(x− y)Kn(x, y) = (e−nϕn(x), 0)ST (x)S−T (y)(0, e−nϕn(y))T . (7.10)
Since for x ∈ (−1−δ,−1), −f˜n(x+ iǫ) is in the region IV in (2.27), taking ε→ 0,
we obtain from (2.28) and (2.29) that
S = RE˜nσ3[A˜I(−f˜n)]e−pii6 σ3σ3enϕ˜nσ3 . (7.11)
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Therefore, plugging (7.11) into (7.10) yields (3.15). 
Proof of Lemma 6.1. Define the Hilbert transform H and the Borel trans-
form B by
H ρV (x) =
1
π
P.V.
∫
ρV (y)
x− y dy,
BρV (z) =
1
πi
∫
ρV (s)
s− z ds, z ∈ C/R.
In view of [6, (3.10), (3.12)], for x ∈ R we have that
(BρV )±(x) =± ρV (x) + iH ρV (x) = ±ρV (x)− 1
2πi
V ′(x).
Moreover, by virtue of [6, (3.17), (3.18)],
BρV (z) = − 1
2πi
V ′(z)−
√
R(z)
4π2
∮
Γz
V ′(s)√
q(s)
ds
s− z ,
where
√
R(z) is as in Section 6, and Γz is a counterclockwise contour with z and
[−1, 1] in its interior. Note that, due to the analytic branch of √R(z), we have
(
√
R(x))+ = i
√
(x+ 1)(1− x) = −(
√
R(x))−. (7.12)
Hence, it follows that for x ∈ (−1, 1),
ρV (x) =
1
2π
√
(1− x)(x+ 1)
 1
2πi
∮
Γz
V ′(s)√
R(s)
ds
s− z

+
,
and so
h(z) =
1
2πi
∮
Γz
V ′(s)√
R(s)
ds
s− z , (7.13)
which is an analytic function.
It remains to prove that h(x) ≥ c for some c > 0, ∀x ∈ R. We first claim that
1
2πi
∮
Γz
1√
R(s)
ds
s− z ≡ 0 (7.14)
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To this end, since
1
2πi
∮
Γz
1√
R(s)
ds
s− z =
1
2πi
∮
|s|=r>>1
1√
(s+ 1)(s− 1)
ds
s− z . (7.15)
by Taylor’s extension, we have
1√
s2 − 1
1
s− z = (A0
1
s
+ A1
1
s3
+ A2
1
s5
+ ...)(
1
s
+
z
s2
+
z2
s3
+ ...).
which implies by Cauchy’s theorem that the right hand side of (7.15) equals to
the coefficient of 1
s
, i.e., 0, thereby yielding (7.14) as claimed.
Now, it follows from (7.13) and (7.14) that
h(z) =
1
2πi
∮
Γz
V ′(s)− V ′(z)
s− z
1√
R(s)
ds =
1
2πi
∮
Γ1
V ′(s)− V ′(z)
s− z
1√
R(s)
ds, (7.16)
where Γ1 is a counterclockwise contour with [−1, 1], but not z, in the interior.
Therefore, in view of (7.16) we have that for x ∈ (−1, 1),
h(x) = lim
z∈C+→x
h(z) =
1
πi
∫ −1
1
V ′(s)− V ′(x)
s− x
1
(
√
R(s))+
ds
=
1
π
∫ 1
−1
V ′(s)− V ′(x)
s− x
1√
(s+ 1)(1− s)ds,
which implies by the differential mean value theorem and the uniform convexity
of V that
h(x) =
1
π
∫ 1
−1
V ′′(ξ)√
(s+ 1)(1− s)ds ≥
c
π
∫ 1
−1
ds√
(s+ 1)(1− s) =c > 0.
where ξ ∈ (−1, 1). The proof is complete. 
Before proving Lemma 6.4 we recall that
Theorem 7.1 ([6, (1.62) – (1.64)]) Let V be uniform convex. For the leading
coefficients of the orthogonal polynomials we have that
(γ
(n)
n−1)
2 = e−nl[
1
4π
+O(n−1)], (γ(n)n )−2 = enl[π +O(n−1)],
γ
(n)
n−1
γ
(n)
n
=
1
2
+O(n−1/2).
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Theorem 7.2 ([6, Theorem 1.1 – 1.3]) Let V be uniform convex. For the monic
polynomial we have that
(i). For x ∈ R/(−1− δ, 1 + δ),
πn(x;n) =e
ng(x)
(
M1(x) +O(n−1)
)
, (7.17)
−2πi(γ(n)n−1)2πn−1(x;n) =en(g(x)−l)
(
M2(x) +O(n−1)
)
, (7.18)
where M1 =
a+a−1
2
, M2 =
a−1−a
2i
, and a is as in (2.31).
(ii). For x ∈ (−1 + δ, 1− δ),
πn(x;n) =2e
n
2
(V (x)+l)
[
Re(M1e
iπnF (x)) +O(n−1)] , (7.19)
−2πi(γ(n)n−1)2πn−1(x;n) =2e
n
2
(V (x)−l) [Im(M2eiπnF (x)) +O(n−1)] , (7.20)
where F is as in (6.2).
(iii). For x ∈ (1− δ, 1) ∪ (−1,−1 + δ),
πn(x;n) =
(
e
nl
2
σ3(I +O(n−1))Mpen(g(x)− l2 )σ3
(
1 0
enV 1
))
11
,
(7.21)
−2πi(γ(n)n−1)2πn−1(x;n) =
(
e
nl
2
σ3(1 +O(n−1))Mpen(g(x)− l2 )σ3
(
1 0
enV 1
))
21
,
(7.22)
and for x ∈ (1, 1 + δ) ∪ (−1− δ,−1),
πn(x;n) =
(
(I +O(n−1))Mp
)
11
eng(x), (7.23)
−2πi(γ(n)n−1)2πn−1(x;n) =
(
(I +O(n−1))Mp
)
21
en(g(x)−l), (7.24)
Proof of Lemma 6.4. We first note that, by the analytic branch of R1/2(z),
(z − 1) 12 = i(1 − z) 12 , (z + 1) 12 = i(−1 − z) 12 , z ∈ C+.
Then, by (6.6),
G(x) = −
∫ x
1
√
(s− 1)(s+ 1)h(s)ds = −2πF (x), x > 1, (7.25)
G(x) = 2πiF (x), x ∈ (−1, 1), (7.26)
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and
G(x) = −2πF˜ (x) + 2πi, x < −1. (7.27)
where F (x) and F˜ (x) are as in (6.2) and (6.3).
(i). For x ∈ R/(−1− δ, 1 + δ), by (7.17) and (6.7),
πn(x;n) = e
n
2
(V +l+G)
{
1
2
[
(
x+ 1
x− 1)
1
4 + (
x− 1
x+ 1
)
1
4
]
+O(n−1)
}
.
Then, by Theorem 7.1,
pn(x;n) = γ
(n)
n πn(x;n) =
1√
π
e
n
2
(V+G)
{
1
2
[
(
x+ 1
x− 1)
1
4 + (
x− 1
x+ 1
)
1
4
]
+O(n−1)
}
.
Thus, using (7.25) and (7.27) for x > 1+δ and x < −1−δ respectively, we obtain
(6.27) and (6.29).
Similarly, by Theorem 7.1, (7.18) and (6.7),
pn−1(x;n)e−
n
2
V =
1√
4π
en
G
2
{[
(
x+ 1
x− 1)
1
4 − (x− 1
x+ 1
)
1
4
]
+O( 1
n
)
}
,
which yields (6.28) and (6.30) by (7.25) and (7.27) respectively.
(ii). By the definitions of M1 and M2, we have that (cf. [7, (8.33), (8.34)])
M1 =
a+ a−1
2
=
√
2
2
1
(1− x) 14 (1 + x) 14 e
− i
2
arcsinx
M2 =
a−1 − a
2i
= −
√
2
2
1
(1− x) 14 (1 + x) 14 e
i
2
arcsinx.
Then, in view of Theorem 7.1 and Theorem 7.2 (ii), we obtain (6.31) and (6.32).
(iii). We consider four cases (iii.1)− (iii.4) below.
(iii.1). For x ∈ (1− δ, 1), by (6.19) and (6.7),
e
nl
2
σ3Mpe
n(g− l
2
)σ3
(
1 0
enV 1
)
= e
nl
2
σ3Ên [AI(Φ1)] e
− ipi
6
σ3e
n
2
V σ3 .
Then, since Ên =
√
πe
pii
6
(
a−1Φ
1
4
1 −aΦ−
1
4
1
−ia−1Φ
1
4
1 −iaΦ−
1
4
1
)
, direct calculations show that
(
e
nl
2
σ3Mpe
n(g− l
2
)σ3
(
1 o
enV 1
))
11
=
√
πe
n
2
(V+l)
[
a−1Φ
1
4
1Ai(Φ1)− aΦ−
1
4
1 Ai
′(Φ1)
]
.
(7.28)
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Similarly,(
e
nl
2
σ3Mpe
n(g− l
2
)σ3
(
1 o
enV 1
))
21
= (−i)√πen2 (V −l)
[
a−1Φ
1
4
1Ai(Φ1) + aΦ
− 1
4
1 Ai
′(Φ1)
]
.
(7.29)
Plugging these into (7.21) and (7.22) and using Theorem 7.1, we obtain (6.33)
and (6.34).
(iii.2). For x ∈ (1, 1 + δ), using (6.21) we note that in (7.23) and (7.24),
(Mp)11e
ng and (Mp)21e
n(g−l) have the same formulations as (7.28) and (7.29).
Thus, arguing as above we obtain (6.33) and (6.34).
(iii.3). For x ∈ (−1,−1 + δ), it follows from (6.23) that
e
nl
2
σ3Mpe
n(g− l
2
)σ3
(
1 0
enV 1
)
= (−1)nenl2 σ3 ̂˜Enσ3[A˜I(Φ−1)]e−pii6 σ3en2 V σ3σ3.
Then, since
̂˜
En =
√
πe
pii
6
(
aΦ
1
4
−1 a
−1Φ
− 1
4
−1
iaΦ
1
4
−1 −ia−1Φ−
1
4
−1
)
, we have
(
e
nl
2
σ3Mpe
n(g− l
2
)σ3
(
1 0
enV 1
))
11
=(−1)n√πen(V+l)2
[
aΦ
1
4
−1Ai(Φ−1)− a−1Φ−
1
4
−1Ai
′(Φ−1)
]
. (7.30)
Similarly,(
e
nl
2
σ3Mpe
n(g− l
2
)σ3
(
1 0
enV 1
))
21
=(−1)n+1(−i)√πen(V−l)2
[
aΦ
1
4
−1Ai(Φ−1) + a
−1Φ
− 1
4
−1Ai
′(Φ−1)
]
. (7.31)
Thus, (6.35) and (6.36) follow from (7.21), (7.22) and Theorem 7.1.
(iii.4) For x ∈ (−1−δ,−1), by (6.25) we note that (Mp)11eng and (Mp)11en(g−l)
in (7.23) and (7.24) have the same formulations as (7.30) and (7.31), which con-
sequently implies (6.35) and (6.36). The proof of Lemma 6.4 is complete. 
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