To date, a large collection of distributed algorithms for convex multi-agent optimization have been reported, yet only few of them converge to an optimal solution at guaranteed rates when the topologies of the agent networks are time-varying. Motivated by this, we develop a family of distributed Fenchel dual gradient methods for solving strongly convex yet non-smooth multi-agent optimization problems with nonidentical local constraints over time-varying networks. The proposed algorithms are constructed based on the application of weighted gradient methods to the Fenchel dual of the multiagent optimization problem. They are able to drive all the agents to dual optimality at an O(1/k) rate and to primal optimality at an O(1/ √ k) rate under a standard network connectivity condition. The competent convergence performance of the Fenchel dual gradient methods is demonstrated via numerical examples.
I. INTRODUCTION
In many engineering scenarios, a network of agents often need to jointly make a decision so that a global cost consisting of their local costs is minimized and certain global constraints are satisfied. Such a multi-agent optimization problem has found a considerable number of applications, such as estimation by sensor networks [1] , network resource allocation [2] , and cooperative control [3] .
To address convex multi-agent optimization in an efficient, robust, and scalable way, distributed optimization algorithms have been substantially exploited, which allow each agent to reach an optimal or suboptimal decision by repeatedly exchanging its own information with neighbors [1] - [18] . One typical approach is to let the agents perform consensus operations so as to mix their decisions that are often updated using the first-order information of their own local objectives (e.g., [4] - [11] ). Recently, rates of convergence to optimality have been established for a few consensus-based algorithms. The distributed dual averaging method [6] provides a convergence rate of O(ln k/ √ k) for fixed, undirected agent networks, assuming the local objectives are Lipschitz continuous and the global constraint is known to every agent. By further assuming that the problem is unconstrained and the local objectives have Lipschitz gradients, the consensus-based accelerated gradient methods [7] - [9] are able to achieve faster sublinear rates of convergence, and also linear rates for (restricted) strongly convex local objectives. Unlike the X. Wu and J. Lu algorithms in [6] - [9] that require the agent networks to be static, the subgradient-push method [10] can be implemented over time-varying networks and is guaranteed to converge to optimality at an O(ln k/ √ k) rate for unconstrained, nonsmooth problems with bounded subgradients. Its stochastic variant [11] reaches a convergence rate of O(ln k/k) if the local objectives of the unconstrained problem are strongly convex and have Lipschitz gradients.
Another standard approach is to utilize dual decomposition techniques, which often lead to a dual problem with a decomposable structure, so that it can be solved in a distributed fashion by classic optimization methods including the gradient projection method, the accelerated gradient methods, the method of multipliers, and their variants (e.g., [2] , [3] , [12] - [18] ). Compared with the aforementioned consensusbased methods, many distributed dual algorithms can handle more complicated, coupling constraints, and still manage to achieve sublinear rates of convergence to dual and primal optimality when the dual function has Lipschitz gradients, and linear rates when the dual function is also strongly concave. However, most of the existing distributed dual methods require a fixed network topology. Although the primal-dual subgradient methods [13] , the consensus-based primal-dual perturbation method [15] , and the proximal-minimizationbased method [18] cope with time-varying agent networks, they only guarantee asymptotic convergence to optimality and no convergence rate results are provided.
Motivated by the lack of distributed optimization algorithms in the literature that are able to address constrained convex multi-agent optimization at a guaranteed convergence rate over time-varying networks, we develop in this paper a family of distributed Fenchel dual gradient methods for solving a class of multi-agent optimization problems, where the local objectives of the agents are strongly convex but not necessarily differentiable and the global constraint is the intersection of the nonidentical convex local constraints of the agents. To do so, we derive the Fenchel dual of the multi-agent optimization problem, which consists of a separable dual function with Lipschitz gradients and a coupling linear constraint. We then utilize a class of weighted gradient methods to solve the Fenchel dual problem, which can be implemented over time-varying networks in a distributed fashion and can be viewed as a generalization of the distributed weighted gradient methods in [19] , [20] for network resource allocation. Under the standard connectivity assumption that the interaction graph of the agents over any time interval of some given length is connected, the resulting dual function value converges to the dual optimal value at an O(1/k) rate, which leads to an O(1/ √ k) rate for the primal iterates to converge to the primal optimum. Finally, the efficacy of the proposed Fenchel dual gradient algorithms is demonstrated via numerical examples.
Throughout the paper, we use · as the Euclidean norm. For any set X ⊆ R d , int X represents its interior. Let P X (x) = arg min y∈X x − y denote the projection of x ∈ R d onto X, which uniquely exists if X is closed and convex. The floor of a real number is represented by · . For any x ∈ R nd , x = (x T 1 , . . . , x T n ) T means the even partition of x into n blocks, i.e., x i ∈ R d ∀i = 1, . . . , n. For any function f : 
which satisfies the following assumption: Assumption 1: Problem (1) satisfies the following: (a) Each f i , i ∈ V is strongly convex over X i with convexity parameter θ i > 0, i.e., for any x, y ∈ X i and any subgra-
Assumption 1 ensures the existence of a unique optimal solution x ∈ i∈V X i to problem (1) . Notice that Assumption 1(a) is a common assumption for dual gradient methods to have guaranteed convergence rates (e.g., [2] , [3] , [14] , [16] ). Also, each f i is not necessarily differentiable and its strong convexity only needs to hold over the local constraint set X i . By simple translation of the X i 's, Assumption 1(b) can always be replaced with the less restrictive condition int i∈V X i = ∅, which is also assumed in [4] , [5] , [18] .
We suppose that the n agents and their interactions form a networked multi-agent system, which can be modeled as an undirected graph G k = (V, E k ) with time-varying topologies, where k ∈ {0, 1, . . .} represents time, V = {1, 2, . . . , n} is the set of the nodes (i.e., the agents), and E k ⊆ {{i, j} : i, j ∈ V, i = j} is the set of the links (i.e., the agent interactions) at time k. Without loss of generality, we assume that E k = ∅ ∀k ≥ 0. In addition, for each node i ∈ V, we use N k i = {j ∈ V : {i, j} ∈ E k } to denote the set of its onehop neighbors (i.e., the nodes that it directly communicates with) at time k. To make the nodes cooperate, we impose the following connectivity assumption on G k , which forces each node to have an impact on the others within any time interval of some given length and is commonly adopted in the literature (e.g., [4] , [5] , [10] , [11] , [13] , [15] , [18] ):
The goal of this paper is to develop a family of distributed algorithms for solving problem (1) under Assumption 1 over the time-varying network G k satisfying Assumption 2, in which every node i ∈ V only interacts with its current one-hop neighbors, and reaches the optimal solution x at a guaranteed convergence rate.
Remark 1: Among the existing distributed optimization algorithms, the consensus-based subgradient projection method [4] , [5] and the proximal-minimization-based method [18] can be applied to tackle the convex multi-agent optimization problem (1) with nonidentical local constraints X i ∀i ∈ V over time-varying networks. Compared with our settings, these methods allow for time-varying directed networks satisfying Assumption 2 (with "connected" replaced by "strongly connected") and do not need the local objectives to be strongly convex. However, they all require the local constraint sets X i ∀i ∈ V to be compact, which is unnecessary for our proposed algorithms in this paper. Moreover, [4] , [5] , [18] only establish asymptotic convergence, while we prove later in Section IV that our proposed algorithms are able to achieve sublinear convergence rates.
III. FENCHEL DUAL GRADIENT ALGORITHMS
In this section, we derive the Fenchel dual of a problem that is equivalent to (1) and then develop a family of distributed algorithms to solve it.
A. Fenchel Dual Problem
We transform (1) into the following equivalent problem: (1) . In addition, its optimal value F is equal to that of problem (1) .
Next, we construct the Fenchel dual problem [21] of (2). To this end, we introduce a function q i :
With the above, the Fenchel dual problem of (2) is as follows:
where w = (w T 1 , . . . , w T n ) T and S ⊥ := {w ∈ R nd : w 1 + w 2 + · · · + w n = 0 d } is the orthogonal complement of S. Note that problem (3) is concave. Also, it can be shown that with Assumption 1, strong duality between (2) and (3) holds, i.e., the optimal value −D of (3) equals F , and that the optimal set of (3) is nonempty [21] .
Below we acquire a couple of properties regarding the Fenchel dual problem (3) . Notice that for each i ∈ V and each w i ∈ R d , there uniquely exists
Thus, d i is differentiable and
The following proposition further shows that ∇d i ∀i ∈ V and ∇D are Lipschitz continuous: Proposition 1: Suppose Assumption 1 holds. Then, for each i ∈ V, ∇d i is Lipschitz continuous with Lipschitz con-
Finally, we show the boundedness of the level sets of D. Proposition 2: Suppose Assumption 1 holds. Then, for
B. Algorithms
The Fenchel dual problem (3) is indeed in the form of a network resource allocation problem, which may be solved in a distributed way by some weighted gradient methods [19] , [20] . Inspired by this, we consider a class of weighted gradient methods in the following form: Starting from an arbitrary w 0 ∈ S ⊥ , the subsequent iterates are generated by
where α k > 0 is the step-size and H G k ∈ R n×n is the weight matrix that depends on the topology of G k , defined as
otherwise, ∀i, j = 1, . . . , n.
We require h k ij = h k ji > 0 ∀{i, j} ∈ E k ∀k ≥ 0. We also assume that h := inf k≥0 min {i,j}∈E k h k ij > 0 and h := sup k≥0 max {i,j}∈E k h k ij < ∞. It can be seen that H G k is symmetric positive semidefinite and that H G k 1 n = 0 n . Moreover, since E k = ∅, H G k = O n for any k ≥ 0. Additionally, the following lemma holds: 
Furthermore, the proposition below shows that with H G k described above, w k is feasible for all k ≥ 0:
Proposition 3: Let (w k ) ∞ k=0 be the iterates generated by (6) . If w 0 ∈ S ⊥ , then (w k ) ∞ k=0 ⊆ S ⊥ . Next, note from (7) and (5) that (6) can be written as (4) . In addition, the initialization satisfying j∈V w 0 j = 0 d , i.e., w 0 ∈ S ⊥ , can be simply realized by setting w 0 i = 0 d ∀i ∈ V. Thus, the weighted gradient method (6) can be implemented in a distributed and possibly asynchronous way, as is shown in Algorithm 1. Observe from Algorithm 1 that at each iteration k every node i with at least one neighbor updates its dual variable w k+1 i via local interactions with its current one-hop neighbors and updates its primal variable x k+1 i on its own. Also, the weights h k ij ∀j ∈ N k i may be computed by each node i ∈ V in a distributed manner. Two typical examples are the graph Laplacian matrix
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and the Metropolis weight matrix [19] [
Thus at every iteration k, each node i does not need any additional efforts in computing the weights h k ij ∀j ∈ N k i to update w k+1 i if H G k is set to (8) , and only needs to obtain from every neighbor j ∈ N k i the product of node j's neighborhood size |N k j | and Lipschitz constant L j = 1/θ j of ∇d j if H G k is set to (9) .
Later in Section IV, we will show that the following stepsize condition is sufficient to guarantee the convergence:
where δ > 0 can be any positive constant satisfying
with Λ L := diag(L 1 , . . . , L n ). Note that such δ always exists because Λ −1 L is positive definite and H G k is positive semidefinite. For example, we may choose δ = L sup k≥0 λ ↓ 1 (H G k ), where L, defined in Proposition 1, is indeed equal to max i∈V L i . However, such δ requires the knowledge of the largest eigenvalue of H G k over infinite time horizon, which could be inaccessible or too costly to compute. With that said, for H G k in (8) and (9), it would be more straightforward to find a legitimate δ.
Example 1: When H G k is set to the graph Laplacian matrix L G k as in (8) , in addition to the aforementioned choice δ = L sup k≥0 λ ↓ 1 (H G k ), another option for δ could be δ = 2 sup k≥0 max i∈V |N k i |L i , so that δΛ −1 L − L G k is diagonally dominant and thus positive semidefinite for each k ≥ 0. Therefore, α k ∀k ≥ 0 can be selected according to
The above step-size condition can be simplified for some special interaction patterns. For instance, if the nodes interact in a gossiping pattern, i.e., each E k contains only one link, then the step-sizes should satisfy 0 < α ≤ᾱ < 1/L. Even though the topologies of (G k ) ∞ k=0 are completely unknown, since λ ↓ 1 (L G k ) ≤ n, we can adopt a conservative step-size condition 0 < α ≤ᾱ < 2/(nL). This condition requires the global information of the network size n and the smallest convexity parameter θ min of the f i 's, which can be computed decentralizedly at low cost by consensus schemes (e.g., [23] ).
Example 2: When H G k is set according to (9) , we can simply take δ = 2, because 2Λ −1 L − H G k is diagonally dominant and thus 2Λ −1 L H G k . In this case, the stepsizes α k ∀k ≥ 0 only need to satisfy 0 < α ≤ᾱ < 1, which requires no global information and is independent of the network topologies.
Remark 2: The weighted gradient method (6) can always be tuned to solve resource allocation problems in the form of minimizing i∈V d i (w i ) subject to i∈V w i = c, where c ∈ R d can be any real vector. To do so, we can simply replace the initial condition w 0 ∈ S ⊥ with i∈V w 0 i = c. Remark 3: The weighted gradient methods proposed in [19] , [20] can be cast into the form of (6). Comparing with (6) , the algorithms in [19] require the (directed) networks to be time-invariant and thus H G k to be static. It is also shown in [19] that if each link is undirected, the constant weight matrix can then be determined in a distributed fashion via (8) or (9) . Moreover, the step-sizes should be selected in the interval (0, 1/(max i∈V |N i |L i )) for (8) and in (0, 1) for (9) , which meet the step-size conditions in Examples 1 and 2. Time-varying undirected networks satisfying Assumption 2 are considered in [20] . By setting H G k as in (8) and α k = 1/(2nL) ∀k ≥ 0, (6) reduces to the algorithm in [20] . Note from Example 1 that (6) allows for a much broader step-size range. Therefore, (6) may be viewed as a generalization of the distributed weighted gradient methods in [19] , [20] .
IV. CONVERGENCE ANALYSIS
This section is dedicated to analyzing the convergence rates of Algorithm 1 in optimality and feasibility.
We start with showing that the dual function values at the dual iterates are non-increasing:
Lemma 2: Suppose Assumption 1 holds. Let (w k ) ∞ k=0 be the dual iterates generated by Algorithm 1. If the step-sizes (α k ) ∞ k=0 satisfy (10), then
where ρ := min (10) , and δ > 0 in (11) .
Lemma 2, along with Propositions 2 and 3, implies that for each k ≥ 0, w k ∈ S 0 (w 0 ) and w k − w ≤ M 0 , where w is any dual optimum and
As can be seen from Lemma 2, the descent of the dual objective value at each k is determined by (H G k ⊗ I d )∇D(w k ) 2 . Below, a lower bound on the sum of such terms in a time interval of length B is provided, which is a critical step towards establishing the dual convergence rate:
Lemma 3: Suppose Assumptions 1 and 2 hold. Let (w k ) ∞ k=0 be the dual iterates generated by Algorithm 1. If the step-sizes (α k ) ∞ k=0 satisfy (10), then for each k ≥ 0,
where H k B is given in Lemma 1 and η := B(B(B−1)δ 2ᾱ2 + 2) ∈ (0, ∞), with δ > 0 in (11) andᾱ > 0 in (10) .
By means of Lemmas 2 and 3, we now provide an O(1/k) bound on the rate at which the dual objective D(w k ) converges to D .
Theorem 1: Suppose Assumptions 1 and 2 hold. Let (w k ) ∞ k=0 be the dual iterates generated by Algorithm 1. If the step-sizes (α k ) ∞ k=0 satisfy (10), then for each k ≥ 0,
where η > 0, ρ > 0, λ > 0, and M 0 ≥ 0 are given in Lemma 3, Lemma 2, Lemma 1, and (12), respectively. Remark 4: When the distributed weighted gradient methods in [19] are applied to solve problem (3), [19] provides linear convergence rates of D(w k ), under additional assumptions that the Hessian matrices of d i ∀i ∈ V are positive definite and that the network is time-invariant and connected. For the weighted gradient method in [20] , an O(1/k) convergence rate in terms of the differences in ∇d i (w k i ) ∀i ∈ V and the asymptotic convergence of D(w k ) are provided under Assumption 2. In contrast, we are able to show in Theorem 1 that D(w k ) converges to D at a rate of O(1/k) under Assumption 2, which is a more explicit rate of convergence to optimality than that in [20] .
To derive the convergence rates of the primal iterates, we construct the relations between the dual and primal iterates.
Lemma 4: Suppose Assumption 1 holds. Then, for any w 0 ∈ S ⊥ and any w ∈ S 0 (w 0 ), (4) , L is given in Proposition 1, and N 
Thus, the term P S ⊥ (x k ) can be used to quantify the infeasibility of x k . Now by incorporating Theorem 1 into Lemma 4, we show in the following theorem that the primal iterates reach optimality and feasibility at rates no worse than O(1/ √ k): Theorem 2: Suppose Assumptions 1 and 2 hold. Let (x k ) ∞ k=0 be the primal iterates generated by Algorithm 1. If the step-sizes (α k ) ∞ k=0 satisfy (10), then for each k ≥ 0,
where all the constants have been introduced in Lemma 4 and Theorem 1. The primal convergence rates in Theorem 2 are commensurate with the O(1/ √ k) rate of the classic subgradient projection method [24] that can be applied to solve problem (1) in a centralized way.
Remark 5: Most of the existing distributed algorithms for convex multi-agent optimization that have explicit rates of convergence to optimality are not applicable to time-varying networks, except the subgradient-push methods in [10] , [11] . Comparing with Algorithm 1, the subgradient-push methods converge to the optimal value at sublinear rates over timevarying directed networks satisfying Assumption 2, but can only address unconstrained problems. The subgradient-push method in [10] is able to converge at an O(ln k/ √ k) rate for (general) convex local objectives with uniformly bounded subgradients. Recall that Algorithm 1 requires strong convexity of the local objectives but does not need uniform boundedness of the subgradients. The stochastic subgradient-push method in [11] converges in expectation at an O(ln k/k) rate, which is faster than the O(1/ √ k) rate of Algorithm 1. However, it requires the local objectives to be not only strongly convex but with Lipschitz gradients as well, while Algorithm 1 does not require the latter.
V. NUMERICAL EXAMPLE
In this section, we compare the convergence performance of a consensus-based subgradient projection method [4] , a proximal-minimization-based method [18] , and Algorithm 1 with H G k given by the graph Laplacian matrix (8) and the Metropolis weight matrix (9), respectively, in solving convex multi-agent optimization problems in the form of (1). It has been proved that when each local constraint X i is compact, the consensus-based subgradient projection method and the proximal-minimization-based method, with diminishing stepsizes (e.g., 1/k), asymptotically converge to an optimum over time-varying networks satisfying Assumption 2 [5] , [18] . Thus, here we consider the following multi-agent 1regularization problem that often arises in machine learning:
inequalities. In addition, for each i ∈ V, the convexity parameter of its local objective is θ i = λ ↓ d (A i ). We set θ i ≥ 2 ∀i ∈ V and thus take L = 1/2.
The simulation settings are as follows: Let d = 5 and take (50, 10), (50, 50), (500, 10), (500, 50) as the values of the pair (n, B). For Algorithm 1, we adopt a conservative stepsize α k = 1/(Ln) for H G k in (8) and α k = 1/2 for H G k in (9) to guarantee convergence. For the other two methods, we adopt 1/k as the diminishing step-size. Moreover, we let all of these algorithms start from the same initial primal iterates. Fig 1 plots the average distances between the primal optimal solutions and the primal iterates produced by the aforementioned distributed algorithms with different values of n and B. Observe that Algorithm 1 with the Metropolis weight matrix (9) outperforms the remaining methods in all four cases. Moreover, although at early stage the subgradient projection method and the proximal minimization method converge faster than Algorithm 1 with H G k in (8), their convergence gradually becomes slower. This is due to the diminishing nature of their step-sizes. In addition, smaller B leads to faster convergence for Algorithm 1, which is consistent with our convergence analysis in Section IV.
VI. CONCLUSION
We have constructed a family of distributed Fenchel dual gradient methods for solving multi-agent optimization problems with strongly convex local objectives and nonidentical local constraints. To develop such methods, we have derived the Fenchel dual of the multi-agent optimization problem and then applied a class of weighted gradient methods to solve the Fenchel dual. We have shown that the resulting algorithms are implementable in a distributed way over agent networks with time-varying topologies. Under a standard network connectivity assumption, the algorithms are guaranteed to achieve both dual and primal optimality at sublinear rates. Such rates are comparable to those of the existing distributed optimization algorithms that also cope with dynamic network topologies yet only address convex problems without constraints. Simulation results have illustrated the competitive performance of the distributed Fenchel dual gradient methods by comparing them with related algorithms. (9), the consensus-based subgradient projection method, and the proximal-minimization-based method
