Abstract. In this paper we characterize real bivariate polynomials which have a small range over large Cartesian products. We show that for every constant-degree bivariate real polynomial f , either |f (A, B)| = Ω(n 4/3 ), for every pair of finite sets A, B ⊂ R, with |A| = |B| = n (where the constant of proportionality depends on deg f ), or else f must be of one of the special forms
i = 1, 2. Sharir et al. [31] have recently shown that the number of distinct distances between pairs in P 1 × P 2 is
To see the connection with the Elekes-Rónyai setup, let D denote the set of all squared distinct distances determined by P 1 × P 2 , and consider the function F : 1 × 2 → R, given by F (p, q) = p − q 2 . Let M denote the number of triples (p, q, d) ∈ P 1 × P 2 × D, for which d = F (p, q). By the definition of D, we have M = |P 1 ||P 2 |. Thus an upper bound on M (in terms of |P 1 |, |P 2 |, and |D|) would yield a lower bound on |D|. This is essentially the setup in Theorem 2, if we regard 1 and 2 as two copies of R, so that F becomes a quadratic bivariate polynomial over R. Then, by Theorem 2, stated below, either f is of one of the special forms specified in the theorem, which can be shown not to be the case, or else
which implies that
which is exactly the bound obtained in [31] . (There are several simple ways to show that f is not of one of the specific forms, which we omit in this quick discussion.) Extensions. The high-level approach used in this paper can be viewed as an instance of a more general technique, applicable to geometric problems that involve an interaction between three sets of real numbers, where the interaction can be expressed by a general trivariate (constant-degree) polynomial equation F (x, y, z) = 0. This is very much related to the setup considered by Elekes and Szabó [12] .
Two recent studies, by Sharir and Solymosi [32] and by Raz et al. [26] , involve problems of this form. The former paper studies the problem of obtaining a lower bound on the number of distinct distances between three non-collinear points and n other points in the plane (the lower bound obtained there is Ω(n 6/11 )). The latter paper reconsiders the problem, previously studied by Elekes et al. [11] , of obtaining an upper bound on the number of triple intersection points between three families of n unit circles, where all the circles of the same family pass through a fixed point in the plane (the upper bound obtained there is O(n 11/6 )). In both cases the analysis follows a general paradigm, similar to the one in this paper (except that the underlying polynomial is trivariate rather than bivariate), and faces technical issues that are handled by problem-specific ad-hoc techniques. More recently, Raz, Sharir and De Zeeuw [25] have managed to extend the results of the present paper to the general setup of Elekes and Szabó mentioned above. As mentioned earlier, in some applications the sets A, B, C are not of the same cardinality. As promised, our analysis caters to these asymmetric situations too, and establishes the following more general result. The following is an immediate consequence of the second part of the bound in Theorem 2, which suffices for many of our applications. It is obtained by putting C = f (A, B) and M = |A||B|. We do expect, though, that further applications will need to exploit the full generality of our bounds. We prove only Theorem 2, and do it in two parts, respectively establishing the first expression (in Section 3) and the second expression (in Section 4) in the asserted bound. (Either of these proofs in itself suffices to obtain Theorem 1 in the balanced case |A| = |B| = |C|, so there is no need to digest both proofs for this special case, but they provide different bounds and cater to different ranges of |A|, |B|, and |C| in the unbalanced case.)
In Section 5 we present several applications of our result. Most of these problems have already been considered in the literature, but our machinery yields improved bounds, and simplifies some of the earlier proofs. These applications include (i) improved lower bounds on the number of distinct slopes determined by points on a curve, and on the number of distinct distances determined by such points, and (ii) improved lower bounds for variants of the sum-product problem.
Preliminaries.
Algebraic preliminaries. Let K be a field, and let p be a bivariate polynomial with coefficients in K. We say that p is decomposable over K if we can write p(u, v) = r•q(u, v) = r(q (u, v) ), where r is a univariate polynomial of degree at least two, and q is a bivariate polynomial, both with coefficients in K. Otherwise, p is said to be indecomposable (over K). It is easy to see that a decomposable polynomial p over K is reducible overK, whereK stands for the algebraic closure of K. Indeed, if p = r•q, where r and q are as before, then p(u, v) = i (q(u, v) − z i ), where z i , i = 1,... ,deg r, are the roots of r (which is indeed a non-trivial factorization since deg r ≥ 2).
The following theorem of Stein [36] is crucial for our analysis. (See Shen [33] for another recent application of Stein's theorem to a related problem.) It is concerned with the connection between the decomposability of p and the reducibility of p − λ, for elements λ ∈K. Combining Theorem 4 and Theorem 5, we obtain the following corollary, which is formulated specifically for our needs in the proof of Theorem 1.
We also make use of the classical bivariate Bézout's theorem (see, e.g., [6] ), again specialized to real polynomials. The following result is useful in analyzing the zero set of a bivariate polynomial on a grid. It is a specialization to two dimensions of the more general result presented in [28] and [44] . LEMMA 8. (Schwartz-Zippel Lemma [28, 44] ) Let g be a real bivariate polynomial of degree δ, and let U, V be two finite point sets in R 2 , with |U | = |V | = n. Then g has at most δn zeros in U × V . In case |U | = |V |, this number is max{δ|U |,δ|V |}.
Combinatorial preliminaries. One of the main ingredients of the proof of Theorem 2 will be a reduction to a problem involving incidences between points and curves in the plane. We therefore recall some basic results in incidence theory, which has its roots in the following classical result of Szemerédi and Trotter [38] . (In the Szemerédi-Trotter setup, k = 2.) Theorem 10 was proved using the Crossing Lemma of Ajtai et al. and of Leighton (see, e.g., [21] for a more recent exposition), which provides a lower bound for the edge-crossing number for graphs embedded in the plane. It was first employed in incidence geometry by Székely [37] , where, among other results, it has yielded a simple and elegant proof of the Szemerédi-Trotter theorem. 
where Cr(G) is the number of pairs (e, e ) of edges of E, such that the drawings of e and e cross each other.
Proof of Theorem 2: Part 1.
The proof is given in two installments, each establishing (when f does not have one of the special forms) a different upper bound on M ; the combination of these bounds yields Theorem 2. The first part is presented in this section, and the second part in Section 4. As noted, when |A| = |B| = |C|, both parts of the proof yield the same bound, and there is no need to have both. 
with a constant of proportionality that depends on d, or f is of one of the forms
Proof. It suffices to consider only values a ∈ A for which f (a, v) is nonconstant (regarded as a polynomial in v). Indeed, let d u = deg u (f ) denote the udegree of f , namely, the largest exponent of u in any monomial of f , and define
Then there are at most d u values of a, for which f (a, v) is independent of v (an infinity of such values means that f is independent of v, and thus has the special form), and for each such a there is a unique value c (possibly in C) such that f (a, v) ≡ c. Hence the number of triples (a, b, c) ∈ A × B × C for which a is problematic (in the above sense) and f (a, b) = c is at most d u · |B|, which is subsumed in the asserted bound on M .
We also claim that, if f depends non-trivially on both variables, then the number of values c ∈ R for which there exists v 0 ∈ R such that f (u, v 0 ) ≡ c is at most d v , and, symmetrically, the number of values c ∈ R for which there exists
and since this system is non-trivial, by assumption, it has at most d v roots. The second claim is argued in a fully symmetric manner. So the number of triples (a, b, c) ∈ A × B × C for which f (a, b) = c, and either
which is again subsumed in the asserted bound on M . To recap, by trimming A and C accordingly, we may assume that (i) for each a ∈ A, f (a, z) is non-constant in z, and (ii) for each c ∈ C, no value z 0 ∈ R yields a constant polynomial f (u, z 0 ) (i.e., independent of u) whose value is c, and no value u 0 ∈ R yields a constant polynomial f (u 0 ,z) (i.e., independent of z) whose value is c.
We first consider the case where f is indecomposable. With each pair (a, c) ∈ A × C, we associate a curveγ a,c in R 3 , defined as
γ a,c is the intersection curve of the two cylindrical surfaces
To see that the intersection is indeed at most one-dimensional, note that for every value of z, y is determined uniquely by the equation y = f (a, z), and there are at most d u ≤ d values of x for which c = f (x, z); this follows from the trimming of C used above. Hence the intersectionγ a,c cannot be two dimensional.
(It is possible, though, thatγ a,c has also isolated points; their number is at most d 2 .) Note that there are at most d u pairs (a, c) ∈ A × C that are associated with the same curve. Indeed, letγ be some curve of the form (2), and let (x, y, z) be any point ofγ. A pair (a, c) which is associated withγ satisfies y = f (a, z) and c = f (x, z). Hence c is uniquely determined, and a is one of the at most d u roots of y = f (a, z), regarded as a polynomial in a. (Again, our trimming of C guarantees that f (a, z) is non-constant in a. ) We let γ a,c denote the projection ofγ a,c onto the xy-plane in R 3 , which we identify with R 2 . In other words, γ a,c is the locus of all points (x, y) ∈ R 2 for which there exists z ∈ R, such that y = f (a, z) and c = f (x, z).
Technically, since we are not working in the complex projective space, γ a,c does not have to be an algebraic curve (but only a semi-algebraic set), and some closure operation might be required to turn γ a,c into an algebraic curve (the zero set of a bivariate polynomial), such as taking the z-resultant of the system y = f (a, z) and c = f (x, z). Nevertheless, this does not affect our analysis, because we do not make any explicit use of such an algebraic representation. We will therefore continue to use the above definition of γ a,c as is.
Let Γ := {γ a,c | (a, c) ∈ A × C} denote the multiset of these curves, allowing for the possibility that the same projection might be shared by more than one original curve, even when the original curves themselves are distinct, and let I denote the number of incidences between the curves of Γ and the points of Π := A × C; since the curves of Γ can potentially overlap or coincide, we count incidences with multiplicity: A point lying on k coinciding curves (or, more precisely, on an irreducible component shared by k of the curves) contributes k to the count I.
Recall that M , as defined in the theorem, is the number of intersection points of the surface y = f (x, z) with the point set A × C × B in R 3 . (Note that the roles of the y-axis and the z-axis are reversed in the present setup.) We obtain an upper bound on M as follows. For each b ∈ B, put (a 1 ,c 1 ) × R, (a 2 ,c 2 ) × R. However, the latter situation cannot arise because of our trimming of A and C. It then follows, using the Cauchy-Schwarz inequality, that
Hence deriving an upper bound on I would yield an upper bound on M .
Note that each curve of Γ may have at most d 2 isolated points, and hence the number of incidences between the points of Π and the isolated points of curves of Γ, counted with multiplicity, is at most d 2 |A||C|. So, in view of (3), incidences of this form contribute at most O(|A| 1/2 |B| 1/2 |C| 1/2 ) to the bound on M , which is subsumed in the bound asserted in the theorem. We may therefore ignore the contribution of the isolated points to the number of incidences, and, for the rest of the analysis in this section, we assume that the curves in Γ do not contain any isolated points.
Bounding I is an instance of a fairly standard point-curve incidence problem, which can in principle be tackled using the well established machinery reviewed in Section 2. However, to apply this machinery, it is essential for the curves of Γ to have a constant bound on their multiplicity. More precisely, we need to know that no more than O(1) curves of Γ can share a common irreducible component. When this is indeed the case, we derive an upper bound on the number of incidences, using the following proposition, whose proof is deferred to Section 3.1. PROPOSITION 13. Let Γ and Π be as above, and assume that no more than 
We let γ b,c denote the projection ofγ b,c onto the xy-plane in R 3 , which we identify, as above, with R 2 . Then γ b,c is the locus of all points (x, y) ∈ R 2 for which there exists z ∈ R, such that y = f (z, b) and c = f (z, x). We letΓ := {γ b,c | (b, c) ∈ B × C} denote the multiset of the projected curves, and letĨ denote the number of incidences (again, counted with multiplicity) between the curves ofΓ and the points ofΠ := B × C. With this shuffling of coordinates, M is now the number of intersection points of the surface y = f (z, x) with the point set B × C × A in R 3 . If no more thanm 0 :
curves ofΓ can share a common irreducible component (note that the roles of d u and d v are switched, as they should be, in the definition ofm 0 ), we apply Proposition 13 toΓ andΠ and derive an upper bound onĨ. The analysis is fully symmetric to the one given above, and yields
Thus we have proved the following lemma. 
Note that this is the bound asserted in Proposition 12. It thus remains to consider the case where both Γ andΓ contain curves of large multiplicity, in the precise (negation of the) sense formulated in Lemma 14. We show that in this case f must have one of the special forms asserted in the theorem. (More precisely, since we are still under the assumption that f is indecomposable, the analysis yields a more restricted representation of f ; see below for more details.) The following proposition "almost" brings us to those forms.
PROPOSITION 15. Suppose that there exists an irreducible algebraic curve
for some real univariate polynomials p, q, r.
The proof of Proposition 15 is given in Section 3.2; it will exploit our (temporary) assumption that f is indecomposable. Applying a symmetric version of Proposition 15, in which the roles of A and B, and the respective x-and z-coordinates, are switched, we conclude that we also have
for suitable real univariate polynomialsp,q,r.
Equating the two expressions (4) and (5), and substituting u = 0 (resp., v = 0), we get
That is,
We note that r(0) =r (0), because all the other terms in this equation are divisible by uv. That is, we have
Assume first that q(v) − q(0) is not identically zero; that is, q is not a constant. The equality just derived allows us to write (with a suitable "shift" of the constants of proportionality).
up(u) =q(u) −q(0), and vp(v) = q(v) − q(0).
That is, we have,
That is, we have shown that f is of one of the forms
Finally, consider the case where f is decomposable. Then we may write
, where f 0 is an indecomposable bivariate polynomial over R, and h is a (nonlinear) univariate polynomial over R. We let C 0 := h −1 (C) denote the pre-image of C under h. Note that since h is a polynomial of degree at most d (actually, at most d/2), every c ∈ C has at most d values c ∈ R for which h(c ) = c. Thus, |C 0 | ≤ d|C|, and the number M 0 of intersections of the surface z = f 0 (u, v) with the point set A × B × C 0 in R 3 is at least M . By the above analysis, applied to the polynomial f 0 and to the sets A, B and C 0 , we conclude that
(the extra additive term that we got in the latter case can be "transferred" to the expression defining h). Hence, either f is of one of the two forms h(
M satisfies the bound in Proposition 12, as asserted. This finally concludes the proof of the proposition.
Proof of Proposition 13.
We apply Székely's technique [37] , which is based on the Crossing Lemma, as formulated in Theorem 11 (see also [21, p. 231] ). As noted, this is also the approach used in the proof of Theorem 10 in Pach and Sharir [23] , but the possible overlap of curves requires some extra (and more explicit) care in the application of the technique. (The reason why we cannot apply Theorem 10 directly, with k = 2, is that it is possible for a pair of points of Π to have a non-constant arbitrarily large number of curves that pass through both of them; see the analysis below.)
We begin by constructing a plane embedding of a multigraph G, whose vertices are the points of Π, and each of whose edges connects a pair π 1 = (ξ 1 ,η 1 ), π 2 = (ξ 2 ,η 2 ) of points that lie on the same curve γ a,c and are consecutive along (some connected component of) γ a,c ; the edge is drawn along the portion of the curve between the points. One edge for each such curve (connecting π 1 and π 2 ) is generated, even when the curves coincide or overlap. Thus there might potentially be many edges of G connecting the same pair of points, whose drawings coincide. Nevertheless, by assumption, the amount of overlap at any specific arc is at most m 0 .
In spite of this control on the number of mutually overlapping (or, rather, coinciding) edges, we still face the potential problem that the edge multiplicity in G (over all curves, overlapping or not, that connect the same pair of vertices) may not be bounded (by a constant). More concretely, we want to avoid edges (π 1 ,π 2 ) whose multiplicity exceeds m 0 . (By what has just been argued, not all drawings of such an edge can coincide.)
To handle this situation, we observe that, by the symmetry of the definition of the curves, π 1 ,π 2 ∈ γ a,c if and only if (a, c) ∈ γ ξ 1 ,η 1 ∩ γ ξ 2 ,η 2 . Hence, if the multiplicity of the edge connecting π 1 and π 2 is larger than m 0 then the curves γ ξ 1 ,η 1 and γ ξ 2 ,η 2 intersect in more than m 0 points, and therefore, since each is the zero set of a polynomial of degree d, and since m 0 ≥ d 2 , Bézout's theorem (Theorem 7) implies that these curves must overlap in a common irreducible component.
Note that, for a given (ξ 1 ,η 1 ), the curve γ ξ 1 ,η 1 , having degree d, has at most d irreducible components, and, by the assumption on Γ, at most m 0 curves share a common irreducible component. That is, each (ξ 1 ,η 1 ) has at most (m 0 − 1)d "problematic" neighbors that we do not want to connect it to; for any other point, the multiplicity of the edge connecting (ξ 1 ,η 1 ) with that point is at most m 0 ; more precisely, at most m 0 curves γ a,c pass through both points.
Consider a point (ξ 1 ,η 1 ) and one of its bad neighbors (ξ 2 ,η 2 ); that is, they are points that lie on too many common curves. Let γ a,c be one of the curves along which (ξ 1 ,η 1 ) and (ξ 2 ,η 2 ) are neighbors. (Here we make the pessimistic assumption that they are consecutive neighbors along all these curves, which of course does not have to be the case.) Then, rather than connecting (ξ 1 ,η 1 ) to (ξ 2 ,η 2 ) along γ a,c , we continue along the curve from (ξ 1 ,η 1 ) past (ξ 2 ,η 2 ) until we reach a good point for (ξ 1 ,η 1 ), and then connect (ξ 1 ,η 1 ) to that point (along γ a,c ). We skip over at most (m 0 − 1)d points in the process, but now, having applied this "stretching" to each pair of bad neighbors, each of the modified edges has multiplicity at most 2m 0 (the factor 2 comes from the fact that a new edge can be obtained by stretching an original edge from either endpoint).
Note that this edge stretching does not always succeed: It can fail only when the connected component γ of γ a,c along which we connect the points contains fewer than (m 0 − 1)d + 2 points of Π, or when γ is unbounded and there are fewer than (m 0 − 1)d points of Π between π 1 ,π 2 , and an "end" of γ. Still, the number of edges in the new G is at least I(Π, Γ) − λ|Γ|, for a suitable constant λ, where the term λ|Γ| accounts for missing edges on connected components of the curves, for the reasons just discussed. By what have just been argued, the number of edges lost on any single component is at most
The final ingredient needed for this technique is an upper bound on the number of crossings between the edges of (the new) G. Each such crossing is a crossing between two curves of Γ. Even though the two curves might overlap in a common irreducible component (where they have infinitely many intersection points, none of which is a crossing), the number of proper crossings between them is O(1), as follows, for example, from the Milnor-Thom theorem (see [20, 40] ), or Bézout's theorem (Theorem 7). Finally, because of the way the drawn edges have been stretched, the edges, even those drawn along the same original curve γ a,c , may now overlap one another, and then a crossing between two curves may be claimed by more than one pair of edges. Nevertheless, since no edge straddles through more than (m 0 − 1)d points, the number of pairs that claim a specific crossing is O(m 0 d) = O (1) . Hence, we conclude that the total number of edge crossings in G is O(|Γ| 2 ).
We can now apply Theorem 11, and conclude that
with the constant of proportionality depending on d, as asserted.
Proof of Proposition 15.
We may assume that γ does not contain any portion that is contained in a horizontal line, or, since γ is assumed to be irreducible, that γ is not a horizontal line. Indeed, if γ were a horizontal line of the form y = η 0 then, for any curve γ a,c that contains γ , the system
in the variables ξ, z, would have infinitely many solutions. By our assumption, made at the beginning of the analysis, f (a, z) is non-constant in the variable z, and hence z is one of the at most d v roots of f (a, z) = η 0 . Hence, to get infinitely many solutions ξ, z, it must be that for one of these roots z 0 , f (ξ, z 0 ) is independent of ξ. But then z 0 is one of the exceptional values discussed at the beginning of the analysis, and our pruning of C ensures that the constant value f (ξ, z) ∈ C, and hence f (ξ, z 0 ) = c does not have infinitely many solutions, a contradiction that establishes the claim.
Similarly, suppose γ were a vertical line of the form x = ξ 0 . Then, for any curve γ a,c that contains γ , the system
in the variables η, z, would have infinitely many solutions. Again, using our pruning of C, no value ξ 0 yields a constant polynomial f (ξ 0 ,v) (as a polynomial in v) whose value is in C. So the latter equation has at most finitely many solutions z 0 , each of which yields unique corresponding value η 0 = f (a, z 0 ). We thus have only finitely many solutions (z, η) to our system, contrary to our assumption.
That is, in the reduced configuration, no γ can be a horizontal or a vertical line.
Let (ξ, η) be a regular point of γ , and let (α, β) denote the direction vector of the line tangent to γ at (ξ, η). For reasons to be clarified later, we choose, as we may, the point (ξ, η) so that f u (ξ, v) (regarded as a polynomial in R [v] ) is nonconstant, and so that the polynomial η − f (u, v) ∈ R[u, v] is irreducible over R. Indeed, for the former property one only needs to avoid the at most d u (common) zeros ξ of the coefficients of the non-constant monomials of f u (regarding f u as a polynomial in v), which can be made since γ is not a vertical line. For the latter property, we use our assumption that f is indecomposable. In this case Corollary 6 says that there are at most a constant number of values η for which η − f (u, v) is reducible over R. Hence, in total, since γ does not contain any horizontal line, we need to avoid at most a constant number of points (ξ, η) on γ to have these two properties, and we let (ξ, η) be one of the other (infinitely many) regular points of γ .
By assumption, there are m
.. ,m, such that the curves γ a i ,c i all contain γ (and in particular, a neighborhood of (ξ, η) along γ ). We recall the definitions, for the convenience of the reader:
where
and 
respectively. Note that these values imply that π a i = π * c i , and thus the intersection π a i ∩ π * c i is a line l. The direction vector of l is orthogonal to both n a i , n * c i , and is thus given by
By the assumption on (ξ, η), the projection of n a i × n * c i onto the xy-plane is parallel to (α, β) (recall that (α, β) depends only on γ and not on a specific choice of (a i ,c i )). That is, for every i = 1,... ,m , we have
Consider the system of equations
with a, z being the unknowns. That is, (6) is satisfied by the
implies that the polynomials g 1 (a, z) and g 2 (a, z) in R[a, z] must have a (non-constant) common factor. Recalling that, by our choice of η, g 2 is irreducible over R, it follows that g 2 divides g 1 .
Note that the variable a has the same degree in both g 1 and g 2 . Indeed, its degree in g 2 is d u and its degree in g 1 is at most d u ; if the latter degree were smaller than d u , g 2 could not divide g 1 . Hence g 1 must be of the form
with h being independent of a. We write, as before,
Hence we have, in particular,
or, when c l (z) not identically zero,
(This also takes care of coefficients c k (z) that are identically zero.) Hence, 
Proof. Arguing as in Section 3, we may assume, without loss of generality, that f is indecomposable. In the present "standard" setup, the curves are defined by
for a, b ∈ A. We let Γ denote the multiset of these curves (so |Γ| = |A| 2 , counting curves with multiplicity), and put
Taking into account the possible multiplicity or overlap of the curves, this implies, as before, that I ≥ c∈C M 2 c , and then
Hence the problem is reduced to obtaining an upper bound on I.
Bounding the number of incidences. Again, we are concerned with situations where many curves of Γ share a common irreducible component γ . We want to show that in this case f must have one of the special forms asserted in the theorem. The complementary case, in which no component γ is shared by too many curves, will lead to the incidence bound that we are after, as we detail next.
Note that in the definition of the curves (8), the roles of the variables u, v of f are symmetric and can be reversed. Namely, we can consider the "dual" curves
. We let Γ * denote the multiset of the curves γ * ξ,η , with (ξ, η) ∈ B 2 , and put Π * := A 2 . (Observe that, in contrast, in the setup of Section 3 the dual scenario involves the same kind of curves and points as the primal one.) Let Γ 0 (resp., Γ * 0 ) denote the set of irreducible curves that are shared by more than m 0 := max{d 2 u ,d 2 v } curves of Γ (resp., of Γ * ). Incidences between points (ξ, η) ∈ Π and curves γ a,b ∈ Γ, such that the portion of γ a,b containing (ξ, η) is not in Γ 0 , and the portion of γ * ξ,η containing (a, b) is not in Γ * 0 , can be analyzed via Székely's crossing-lemma technique (see Theorem 11), as we did in the proof of Proposition 13 in Section 3, and their number is thus at most
where the constant of proportionality depends on d. (In more detail, the only difference from the proof of Proposition 13 is in analyzing the multiplicity of the edges in the constructed graph G; this multiplicity can be interpreted as the number of dual curves that share an irreducible factor, and hence is bounded by m 0 , due to our exclusion of incidences that occur on curves of Γ * 0 .) If at least half the quadruples in
} correspond to incidences that occur on primal curves that are not in Γ 0 , and on dual curves that are not in Γ * 0 , then the expression in (11) serves as the desired upper bound on I, which, combined with (9), yields the bound on M asserted in the proposition. We may thus assume that at least half the quadruples in Q correspond to incidences that occur either on primal curves of Γ 0 or on dual curves of Γ * 0 , and, without loss of generality (by the symmetry of the two settings), that at least a quarter of the quadruples in Q correspond to incidences that occur on primal curves of Γ 0 . We refer to the curves in Γ 0 as popular curves.
Curves with larger multiplicity: Reducibility and its consequences.
Consider then incidences that occur on popular curves. Let Q 0 denote the subset of quadruples (a, p, b, q) in Q such that the irreducible component of γ a,b that contains (p, q) is popular. We have the following key proposition, whose proof is given in Section 4.1.
PROPOSITION 17. There exists a bivariate polynomial h, that depends only on f , such that deg h ≤ 2d 2 , and h is of one of the forms ϕ(u) + ψ(v), or ϕ(u) · ψ(v), for some univariate polynomials ϕ, ψ (that depend only on f ), and such that the following property holds. For at least |Q 0 | − O(|A||B|) quadruples (a, p, b, q) of Q 0 , we have h(a, p) = h(b, q).
Recall that we are currently assuming that at least a quarter of the quadruples in Q correspond to incidences that occur on curves of Γ 0 . That is, |Q 0 | = Θ(|Q|). We remove from C all elements c for which c − f (u, v) is reducible. Since we continue to assume that f is indecomposable, Corollary 6 tells us that the number of values c for which c − f (u, v) is reducible is smaller than d, and an application of the Schwartz-Zippel lemma (Lemma 8) implies that, for each such c, the number of pairs (a, p) + |B|) 2 ), and we simply ignore them in our analysis (recall that this argument has already been used in earlier parts of the analysis). We may assume that |Q 0 | is much larger than this bound, for otherwise |Q| satisfies the bound in (11) and we are done. By removing at most O(|A||B|) additional quadruples from Q 0 , as prescribed in Proposition 17, we may also assume that h(a, p) = h(b, q), for each surviving quadruple (a, p, b, q) ∈ Q 0 .
is O((|A| + |B|)d), so the number of quadruples associated with these exceptional values is O((|A|
With these reductions, we conclude that there exists a pair (a, p) ∈ A × B that participates in at least t := |Q 0 |/ (|A||B|) quadruples (a, p, b, q) of Q 0 , so that, for c = f (a, p) = f (b, q), c − f (u, v) is irreducible, and c = h(a, p) = h(b, q) . We put c = h(a, p) , and note that c and c are fixed once (a, p) is fixed.
Assume first that the polynomial h(u, v) is indecomposable. In this case we can apply a fully symmetric argument to h, and, by possibly discarding another set of O((|A| + |B|) 2 ) quadruples from Q 0 , involving pairs (a, p) for which h(a, p) − h(u, v) is reducible, be left with quadruples involving only pairs (a, p) for which (a, p) satisfies all the properties assumed so far, and h(a, p) − h(u, v) is also irreducible. Now fix a pair (a, p) ∈ A × B satisfying all the above properties. For at least t pairs (b, q), we have
That is, the polynomials f (a, p) − f (u, v) and h(a, p) − h(u, v) have at least t common roots. Hence, unless t is at most some suitable constant (in which case
, well below the bound in Proposition 16), these polynomials have a common factor. But since f (a, p) − f (u, v) and h(a, p) − h(u, v) are both irreducible, they must be proportional to one another, implying that
for suitable constants α, β, and thus f is of one of the special forms.
Next we consider the case where h is decomposable. We have the following simple claim. 0 (u, v) ), for some nonlinear univariate polynomial r and a bivariate polynomial h 0 . We have
CLAIM 18. Let h be any polynomial of the form h(u, v) = ϕ(u) + ψ(v), for some non-constant univariate real polynomials ϕ, ψ. Then h is indecomposable.

Proof. Suppose to the contrary that h is decomposable, and write h(u, v) = r(h
Taking derivatives of both sides with respect to the variable u yields
Since by assumption ϕ (u) = 0 (and by the unique factorization property over R), r (h 0 (u, v)) must divide ϕ (u) and thus be independent of v. Since r is nonlinear, this is easily seen to imply that h 0 itself, and thus h too, must be independent of v, contradicting the assumption that ψ(v) is non-constant. 0 (u, v) ), where h 0 is indecomposable, and r is a nonlinear univariate real polynomial. Using the same argument as before, we may assume that we are left with quadruples involving only pairs (a, p) for which all the previous properties are satisfied (with the values c, c fixed), and h 0 (a, p) − h 0 (u, v) is irreducible. Now consider the equation r(s) = c , which has at most deg h ≤ d 2 
Hence, a decomposable h must be of the form h(u, v) = ϕ(u)ψ(v). We write h(u, v) = r(h
Now fix (a, p) ∈ (A × B) c as one of these pairs. Then, for at least t/d 2 pairs (b, q), which share the same properties with (a, p), we have
That is, the two irreducible polynomials f (a, p) − f (u, v) and h 0 (a, p) − h 0 (u, v) have at least t/d 2 common roots. Arguing as in the previous case, assuming t to be sufficiently large, this implies that
To complete the analysis we claim that h 0 is of the form h 0 (u, v) = ϕ 1 (u)ψ 1 (v) + z, for some real univariate polynomials ϕ 1 ,ψ 1 , and z ∈ R. Indeed, we can factor r over R into a product of linear and irreducible quadratic factors. If there is at least one linear factor then the corresponding factor of r(h 0 (u, v) ), of the form h 0 (u, v) − z, for some z ∈ R, divides ϕ(u)ψ(v), and thus must be of the form ϕ 1 (u)ψ 1 (v), implying the claim. Otherwise, consider an irreducible factor of the form (h 0 − w) 2 + z 2 , for z, w ∈ R. That is, we must have
for suitable polynomials ϕ 1 ,ψ 1 . Taking derivatives of both sides of this identity with respect to the variable u, we get
Hence h 0 (u, v)−w must divide ϕ 1 (u)ψ 1 (v), so, as above, h 0 has the asserted form.
In summary, we have covered all subcases, and have shown that the existence of a large number of curves that overlap in a common irreducible component implies that f has one of the special forms. So far we have assumed that f is indecomposable, but, as noted in the beginning of the proof, the case where f is decomposable can be handled as in Section 3. We have thus completed the proof of Proposition 16, that is, of the second part of the proof of Theorem 2.
Proof of Proposition 17.
We begin the analysis with the following lemma, which derives a useful property involving reducibility of bivariate polynomials of the special form p(x) − q(y) that we consider here. To prepare for the lemma, we introduce the following notation. For a bivariate polynomial u(x, y), let u * (x, y) denote the polynomial which is the sum of all monomials of u(x, y) of maximum total degree. We refer to u * (x, y) as the leading-terms polynomial, or LT-polynomial in short, of u(x, y). Note that if u(x, y) = v(x, y)w(x, y) then necessarily we also have u * (x, y) = v * (x, y)w * (x, y).
LEMMA 19. Let f, g ∈ R[x, y] be two polynomials of the special form
and assume that they have a non-trivial common factor. Assume also that, for i = 1, 2, deg p i = deg q i , and denote this common value by d i . Write
Proof. By dividing p 1 and q 1 by b 1 and p 2 and q 2 by b 2 , we may write
where c 1 = a 1 /b 1 = 0 and c 2 = a 2 /b 2 = 0. As noted above, the fact that f and g share a common factor implies that f * and g * also share a common factor. Hence, the system of equations
has infinitely many solutions (x, y) ∈ C × C. In particular, there exists (x 0 ,y 0 ) ∈ C × C, with x 0 = 0 (the above system has a unique solution with x 0 = 0), such that
This implies
as asserted.
Let us return to the setup under consideration, where we have a multiset Γ of curves of the form
for a, b ∈ A, and we want to analyze the situation where we have an irreducible component γ that is contained in at least m 0 +1 = max{d 2 u ,d 2 v }+1 of these curves. Denote by S(γ ) the set of all the pairs (a, b) ∈ A 2 that define these curves.
We first dispose of the case where γ is a line parallel to one of the axes. If this case arises, then the linear univariate polynomial defining γ , which is of the form x − x 0 or y − y 0 , is a factor of f (a, x) − f (b, y), for each (a, b) ∈ S(γ ), so either f (a, x) is independent of x or f (b, y) is independent of y. By trimming A in advance, arguing as in Section 3, we may assume that (a, b) is not one of the at most 2d u |A| pairs for which f (a, x)− f (b, y) is independent of one of the variables x, y. In other words, this trimming allows us to assume that γ is not an axis-parallel line.
Fix three generic, regular points (ξ 1 ,η 1 ), (ξ 2 ,η 2 ), (ξ 3 ,η 3 ) ∈ γ , so that they satisfy conditions (i) and (ii), spelled out shortly below. We have To see that such a choice is possible, we note that c k is non-constant and that γ is not a line parallel to one of the axes. Hence, there are infinitely many ways to choose points (ξ i ,η i ) that satisfy (i) and (ii). From (13), we get the system of equations
which, as equations in a and b, have at least m 0 + 1 > d 2 u common roots; the purpose of the first equation in (14) is to get rid of the v-independent leading u-terms of f . Since the first equation in (14) has degree k and the second has degree d u , and since
(regarded as polynomials in a, b), have a common factor. We can therefore apply Lemma 19 to these two polynomials. We have
where, by construction, all the coefficients in the right-hand sides are non-zero. Lemma 19 thus implies that
We distinguish between two cases, depending on whether (15) 
The case k < d u . Recall our assumption that k ≥ 1, so we have 1 ≤ k < d u . In this case the right-hand side of (15) is 1. We replace (ξ 1 ,η 1 ) by an arbitrary generic point (ξ, η) along γ . We thus conclude that, for all points (ξ, η) ∈ γ ,
for some fixed parameter λ, which depends on γ . (Note that we may assume that none of the points of γ ∩ B 2 under consideration is an isolated point of γ . Indeed, each curve of Γ may have at most d 2 such points, and hence the number of incidences between the points of Π and the isolated points of curves of Γ, counted with multiplicity, is at most d 2 |A| 2 .)
In other words, all points on γ satisfy the system
Thus we can ignore such curves in our analysis, since their (total) contribution to the number of incidences, and hence to the cardinality of Q, is O(|A||B|), which is subsumed in the bound of (11) . Let Q 0 denote the subset of Q obtained by discarding the O(|A||B|) quadruples that correspond to these incidences. We may therefore assume that, for the value of λ associated with γ ,
That is, we may write
for a suitable polynomial g that depends on a and b.
Consider now the symmetric representation f (u, v) = Hence the number of quadruples that correspond to incidences occurring on those curves γ a,b is O(|A||B|), and we trim Q 0 further, by removing from it all these quadruples. This yields the identity
Note that, by the definition of and by our assumption thatc (a) =c (b), the polynomial on the left-hand side of (18) is of degree exactly . Let g 1 (x) := g(x, x). Comparing the degrees of the polynomial on both sides of (18), we get
where e is the degree of c k . In particular, the leading term of By (17), we have
As just argued, the numerator (and certainly also the denominator) of the righthand side of (19) is independent of a and b. Hence, up to a (non-zero) multiplicative constant, we have
(Note that, for the fraction in (20) 
Comparing the leading terms on both sides of (18) yields
So, for every (x, y) ∈ γ , and every (a, b) ∈ S(γ ), we havẽ
and observe that h does not depend on γ , that degh ≤ d ≤ 2d 2 , and that h satisfies the property assumed in the proposition.
The case k = d u . First note that, arguing as in the previous case, and by the symmetry of the two setups, < d v implies k < d u . Hence, we can assume that in the present case we also have = d v . We replace (ξ 3 ,η 3 ) in (15) by a generic point (ξ, η) along γ , and conclude that all points (ξ, η) on γ , except possibly for some finite discrete subset (recall the previous comment concerning isolated points), satisfy
for some fixed parameter μ, which depends on γ . (In contrast, c d u itself depends only on f and not on γ .)
Consider now the system
of polynomials in x, y, which has infinitely many solutions for each pair (a, b) ∈ S(γ ) (they both vanish on γ ). That is, the polynomials f (a, x) − f (b, y) and
have a common factor. The corresponding system of leading terms is (after dividing the second equation by the leading coefficient of
for a suitable exponent e ≥ 1. By discarding at most O(|A||B|) further quadruples from Q 0 , we may assume, arguing as above, that neither of the coefficientsc
That is,c
for each (x, y) ∈ γ and each (a, b) ∈ S(γ ). Put
and observe that h does not depend on γ , that degh ≤ 2d 2 , and that h satisfies the property assumed in the proposition. In either of the two cases, substituting (x, y) = (p, q) in (21) or in (23) yields h(a, p) = h(b, q), as asserted. This completes the proof of Proposition 17.
Applications.
Directions determined by a planar point set.
For a finite point set P ⊂ R 2 we denote by S(P ) the number of distinct directions determined by pairs of points of P . The study of sets that determine few distinct directions was initiated by Scott [30] . He conjectured that S(P ) ≥ |P | − 1 for any non-collinear planar point set. This was settled in the affirmative by Ungar [42] . Sets for which equality holds are called critical by Jamison [18] and those with one additional direction, i.e., sets satisfying S(P ) = |P |, are called near-critical. Jamison gives an overview of the known critical and near-critical configurations in the Euclidean plane and, among other results, characterizes critical or near-critical configurations that lie in the union of two or three straight lines.
Little is known about plane sets with S(P ) = |P | + 1, let alone S(P ) ≤ c|P |, for some constant c > 0. One result in this direction, due to Elekes [7] , is that the Jamison configurations are essentially the only structures that can satisfy even the much weaker requirement S(P ) ≤ c|P |, provided that P contains α|P | collinear points, where α is a sufficiently large fraction (see [7] for the exact statement). In the same paper Elekes also proves the following theorem. THEOREM 20. (Elekes [7] ) Let γ ⊂ R 2 be a curve of the form y = f (x), where f is some constant-degree polynomial, and deg f ≥ 3. Then, for any finite point set P ⊂ γ, we have S(P ) = ω(|P |). . It is shown in [7] that g is not of one of the special forms in Theorem 2. The asserted bound then follows from Corollary 3.
For completeness, we mention the following recent result of Elekes and Szabó [13] . It is easy to construct examples of a finite set P that lies on a conic section, such as a circle or a pair of lines, that determines only Θ(|P |) distinct directions.
For the proof, Elekes and Szabó use their earlier result from [12] , also mentioned in the introduction, which deals with implicit surfaces of the form F (x, y, z) = 0, where F is some constant-degree trivariate polynomial. Extending Theorem 1 to such surfaces, which we believe is possible (see concluding section for more details), will sharpen the "gap" given by Theorem 22.
Distinct distances: Special configurations.
For a finite point set P (lying in some Euclidean space), we denote by D(P ) the number of distinct distances determined by pairs of points of P . In [4] , Charalambides proved the following theorem. (Here an algebraic helix is either a line, or a curve that, up to a rigid motion, admits a parameterization of the form t → (α 1 cos(λ 1 t),α 1 sin(λ 1 t) Using our machinery, we obtain the same lower bound of Ω(|P | 4/3 ) for points on a curve in an arbitrary (constant) dimension d, improving the bound given in Theorem 23; our result however is somewhat restricted, because it requires the curve γ to have a polynomial parameterization. Proof. Consider the bivariate polynomial function
By shifting the coordinate frame, we may assume that x i (0) = 0, and we also assume that x i (t) is not identically zero, for each i = 1,... ,d; coordinates for which x i ≡ 0 do not affect the function f and can simply be ignored. Suppose that f is of one of the forms h(ϕ(t)+ψ(s)), or h(ϕ(t)·ψ(s)), for some univariate polynomials h, ϕ, ψ. We claim that in this case γ must be a line (the converse statement is easy to verify-f is then simply c(t − s) 2 for some constant c).
Consider first the multiplicative special form. That is, assume that
for suitable univariate polynomials h, ϕ, ψ. Substituting t = s, the left-hand side in the above identity is zero, and hence we must have that ϕ(t)ψ(t) ≡ x 0 , where x 0 is a real root of h. However, this can occur only if the polynomials ϕ, ψ are both constants, that is, only if h(ϕ(t)ψ(s)) is a constant independent of t and s. Since this quantity corresponds to the distance between two points, represented by the parameters t, s, on the (one-dimensional) curve γ, this yields a contradiction. Next consider the additive special form. That is, assume that
for h, ϕ, ψ, as above. Substituting t = s, as above, we must have that ϕ(t) + ψ(t) ≡ x 0 , where x 0 is a real root of h. The last identity then becomes
Moreover, the multiplicity of x 0 (as a root of h) is at least two (because this is the multiplicity of the factor t − s of the polynomial on the left-hand side of this identity).
Taking derivatives on both sides of (24) twice, once with respect to t and then with respect to s, yields
Comparing the leading terms, we see that h must be a constant. Indeed, the leading term of the left-hand side, divided by ϕ (t)ϕ (s), is of the form αt e s e , for some integer e ≥ 0, and some constant α. Hence the leading term of h (ϕ(t)−ϕ(s)+x 0 ) must also have this form. Let e denote the degree of h (as a univariate polynomial). The leading term of h (ϕ(t) − ϕ(s) + x 0 ) (as a bivariate polynomial of t and s) is, up to a constant multiplicative factor, the same as the leading term of (ϕ(t) − ϕ(s) + x 0 ) e . Then clearly, in order to have the form αt e s e , it must be that e = 0. Hence h is a constant, and thus h is a polynomial of degree two. Since x 0 is a multiple root of h, this implies
We have assumed that neither of the polynomials x i has a constant term, and we may assume this also holds for ϕ. We then get
This in turn implies that
(all the other terms are divisible by s), and thus
That is, the scalar product of the two vectors (x 1 (t),... ,x d (t)) and (x 1 (s),... ,x d (s)) is equal to the product of their lengths, so these vectors must be parallel, for every pair s, t ∈ R. In other words, γ must be a line through the origin. Removing our assumption that x i (0) = 0, γ can be any line, as claimed.
Hence, if γ is not a line, f cannot have one of the special forms, and Corollary 3 implies that D(P ) = Ω(|P | 4/3 ), as asserted.
Recently, Bruner et al. [2] considered a bipartite version of the distinct distances problem, where we are given two finite point sets P 1 ,P 2 in R d , with d ≥ 3, and the points of P 1 are contained in a line (and without any restriction on the points of P 2 ). They showed that the number of distinct distances spanned by pairs of points from P 1 × P 2 is
unless many of the points of P 2 lie either on a cylinder, with as its axis, or on a hyperplane orthogonal to (see [2] for the exact statement, and for more results of this kind).
Sum-product-type estimates.
Variants of the sum-product problem have been studied intensively since the work of Erdős and Szemerédi [15] , where it was shown that there exists c > 0 such that for any finite set A ⊂ Z, one has
Much of the subsequent extensive work aimed either to give an explicit (lower) bound for c, or to derive generalizations of the sum-product lower bound. The currently best known lower bound is due to Solymosi [34] , and asserts that, for any finite set A ⊂ R, one has
One of the significant generalizations of this problem is the work by Elekes et al. [9] who showed that, for any given finite set A ⊂ R, and a strictly convex (or concave) function f defined on an interval containing A, one has
The bound (27) was recently improved by Li and Roche-Newton [19] ; their result is based on a breakthrough work by Schoen and Shkredov [27] . 
Theorem 26 immediately implies the following lemma (a similar argument was used in Green and Tao [16] Proof. Let A denote the largest set among the sets A i = A ∩ (x i ,x i+1 ), which is of cardinality at least N/c, and similarly let C denote the largest set among the sets C i = C ∩ (x i ,x i+1 ), which is also of cardinality at least N/c. Applying Theorem 26 to A and C yields
Recently, Shen [33] proved the following generalization of (27) . In view of Corollary 3, Shen's result is interesting only in the case where f is of one of the special forms from Theorem 2, since in the complementary case we always have |f (A, A)| = Ω(|A| 4/3 ). Moreover, for functions f having one of the special forms, an improved bound for Theorem 28 follows from Theorem 26 (and Lemma 27), as is next shown. Since the overall conclusion is somewhat asymmetric, let us state it explicitly.
COROLLARY 29. Let f be a bivariate constant-degree real polynomial. If f is not of one of the forms
, for some univariate polynomials h, ϕ, ψ, then, for any finite set A ⊂ R, one has
Otherwise, either f is of the form f (x, y) = h(ax+by), for some constants a, b ∈ R, or, for any finite set A ⊂ R, one has
To treat the complementary case, assume that f has one of the above forms, and that ϕ, say, is a nonlinear polynomial (the special form of f = h(ax + by) asserted in Theorem 28, and mentioned here too, is merely an equivalent way of saying that h has the additive special form and that both ϕ and ψ are linear). We may assume that ψ is not a constant, for otherwise f is independent of y and thus can be written as h(ax + by), with a = 1, b = 0. Clearly, it also suffices to assume that h is nonconstant. If f has the form f (x, y) = h(ϕ(x) + ψ(y)), we apply Lemma 27 to the function ϕ, and to the sets A and C := ψ(A); since ϕ is a nonlinear constant-degree polynomial, and ψ is a constant-degree polynomial (which is non-constant), it is easy to see that the conditions of the lemma are satisfied. If f is of the multiplicative special form f (x, y) = h(ϕ(x)ψ(y)), we again apply Lemma 27, this time to the function x → ln(ϕ(x)), and the sets A and C := ln(ψ(A)). In the former case we obtain The following theorem is also taken from [19] ; it considers A − A instead of A + A, and provides a sharper lower bound. Remark. In the special case where f (x, y) = h(ax + by), with h, a, and b as above, one can construct sets A of arbitrarily large size so that |A ± A| + |f (A, A)| is Θ(|A|), provided that b/a satisfies certain properties, such as being rational. Results regarding this issue, for the special case where A ⊂ Z, can be found in [3, 5] (see also [24] for some results of this kind for finite fields).
Conclusion.
At a high level, there are some common features of the analysis of Elekes and Rónyai [10] and ours, but there are considerable differences in the actual analysis (and results). At the risk of making the comparison somewhat informal and imprecise, we list a few similarities and differences.
(i) Both techniques double count "quadruples", or rather "quintuples" of various kinds. For example, in our second proof of Theorem 2 we consider quintuples (a, b, p, q, c) ∈ A 2 × B 2 × C such that f (a, p) = f (b, q) = c (the parameter c is implicit in our setup). In contrast, Elekes and Rónyai consider quintuples of the form (a, b 1 ,b 2 ,c 1 ,c 2 ) ∈ A × B 2 × C 2 , such that f (a, b 1 ) = c 1 and f (a, b 2 ) = c 2 .
(ii) In both cases the quintuples are interpreted as incidences between points and curves in a suitable parametric plane. The reductions are different, though, and the remainders of the proofs are a consequence of the specific parameterizations. Elekes and Rónyai obtain curves of the form {(f (t, b i ),f (t, b j )) | b i ,b j ∈ B}, which are rationally or polynomially parameterizable. Our curves are different (and the curves appearing in the two proofs of the theorem are also different from one another).
(iii) One notable difference is that Elekes and Rónyai's goal was only to establish a dichotomy between the case where (in our notation) M is quadratic and f has one of the special forms, and the complementary case. They did not set up to obtain a concrete "gap" between the two cases, as we do in this paper. (Such a (weaker) gap has been obtained later, by Elekes and Szabó [12] , in their treatment of the more general setup mentioned in the introduction.) (iv) Both proofs use rather elementary algebra of polynomials, of different sorts.
A recent study of Tao [39] derives similar results for bivariate polynomials over finite fields. The methodology in his analysis resembles ours (and the one in [10] ), in the sense of counting quadruples (albeit of a somewhat different sort).
We believe that our analysis can also be applied over the complex field, and leave this extension as (what we hope would be an easy) open problem. Most of the analysis carries over to the complex setting with hardly any change, except for certain issues which require a more careful adaptation. One such issue is the use of the planar incidence technique of Székely [37] . In the complex case this would have to be replaced by a different technique, similar to the recent proofs of the complex Szemerédi-Trotter theorem due to Solymosi and Tao [35] and to Zahl [43] (see also Tóth [41] ).
Another interesting challenge is to extend the result to higher-dimensional grids; see Schwartz et al. [29] for an initial attempt in this direction for fourdimensional grids. An even more challenging direction would be to extend the analysis to cases where the constituent sets A, B, C of the grid are not one-dimensional. In these cases the problem would translate to incidences between points and higherdimensional varieties, typically, points and two-dimensional varieties in R 4 (when A and B are sets of points in the plane).
Another interesting project is to obtain a sharp calibration of the dependence of the bounds in this paper on the degree of f (x, y). For example, our results and those of [22] , show that the number of distinct distances between n points on a constant-degree curve (which is neither a line or a circle) in the plane is Ω(n 4/3 ). On the other hand, for any set of n points in the plane there exists a curve of degree d = O( √ n) that passes through all the points (e.g., see [17] ), and then the nearly linear upper bound on the number of distinct distances in the grid construction of Erdős [14] suggests that we will not be able to prove a superlinear lower bound when d = Θ( √ n). Is there any hope in deriving a lower bound that depends on d, and interpolate between the two extreme situations noted above?
Another open problem is to improve the bound on M in Theorems 1 and 2. We are not aware of any non-trivial lower bound for M , and suspect it to be much smaller.
Finally, it would be interesting to find additional applications of the results of this paper. 
