Abstract. X-ray mammography is currently the most prevalent imaging modality for screening and diagnosis of breast cancers. However, its success is limited by the poor differentiation between healthy and diseased tissues in the mammogram. A potentially prominent imaging modality is based on the significant difference of x-ray scattering behaviors between tumor and normal tissues. Driven by major practical needs for better x-ray imaging, exploration into contrast mechanisms other than attenuation has been active for decades, e.g., in terms of scattering, which is also known as dark-field tomography. This paper provides a preliminary theoretical study of x-ray dark-field tomography (XDT) assuming the spectral x-ray detection technology. For XDT, the modified Leakeas-Larsen equation (MLLE) is an appropriate approximation of the radiative transfer equation (RTE) for a highly forward-peaked medium with small but sufficient amounts of large-angle scattering. Properties of the MLLE are studied, such as existence of a unique solution and positivity of the solution. MLLE and its discrete analogues can be solved naturally with an iteration procedure, and convergence of the iteration procedure is shown. XDT, as an inverse parameter problem with MLLE as the forward model, is then studied. Numerical discretization schemes of MLLE and the associated XDT are introduced. Simulation results are reported on several numerical examples for MLLE and for XDT. The paper concludes with some remarks on research topics for further study of XDT. 1. Introduction. X-ray mammography is currently the most prevalent imaging modality for screening and diagnosis of breast cancers. The use of mammography results in a 25-30% decreased mortality rate in screened women [25] . However, a multi-institutional trial funded by the American College of Radiology Imaging Network (ACRIN) suggested that about 30% of cancers were not detected by screening mammography (false negatives), and 70-90% of biopsies performed based on suspicious mammograms were negative (false positives) [29] . The key factor that limits mammography success rate is the poor differentiation between healthy and diseased tissues in the mammogram. Although x-ray computed tomography (CT) of the breast can potentially improve diagnostic accuracy over mammography [14, 15] , the stateof-the-art breast CT scanner is still based on the attenuation mechanism. As a result, the use of breast CT requires an intravenous contrast medium and a high radiation
1. Introduction. X-ray mammography is currently the most prevalent imaging modality for screening and diagnosis of breast cancers. The use of mammography results in a 25-30% decreased mortality rate in screened women [25] . However, a multi-institutional trial funded by the American College of Radiology Imaging Network (ACRIN) suggested that about 30% of cancers were not detected by screening mammography (false negatives), and 70-90% of biopsies performed based on suspicious mammograms were negative (false positives) [29] . The key factor that limits mammography success rate is the poor differentiation between healthy and diseased tissues in the mammogram. Although x-ray computed tomography (CT) of the breast can potentially improve diagnostic accuracy over mammography [14, 15] , the stateof-the-art breast CT scanner is still based on the attenuation mechanism. As a result, the use of breast CT requires an intravenous contrast medium and a high radiation dose, since elemental composition is almost uniform with little density variation in breast tissues. Still, it is rather difficult for breast CT to discern early-stage breast cancers.
The main components of the breast are (1) the adipose tissue consisting of large fatty cells and (2) the connective tissue containing fibrous collagen. Fibril ordering is basically absent within tumors. Tissue remodeling is a crucial step during a malignant transformation of epithelial cells; carcinoma invasion is accompanied by destruction and synthesis of fibrillary and nonfibrillary matrix proteins, creating characteristic desmoplastic stromal changes. The dense collagenous tumor core is firm in consistency, whereas the invasive tumor front is rich in looser fibrils. Invasive carcinoma cells migrate along collagen strands. These are attributed to structural degradation of invaded collagen or a low degree of ordering of the newly formed collagen among the adipocytes in the fatty tissue, where collagen is accompanied by invading cancer cells. Hence, a significant structural variation occurs with respect to supramolecular collagen architecture in tumors, resulting in a significant difference of x-ray scattering behaviors between tumor and normal tissues [12] . Every tissue component gives rise to a characteristic x-ray scattering (SAXS) pattern. Such scattering signals reveal critical information on ultrafine features of cellular and subcellular structures, and have unique diagnostic values of molecules, cells, and their clusters which are also known as basic functional units of 100-200 m in diameter [7, 23] . Most importantly, x-ray scattering properties of tumors are significantly different from those of healthy tissue. Hence, x-ray scattering imaging provides a new contrast mechanism and would well complement attenuation-based x-ray imaging [23, 28] .
Driven by major practical needs for better x-ray imaging, exploration into contrast mechanisms other than attenuation has been active for decades, especially in terms of scattering and refraction of x-rays, which are also known as dark-field and phase-contrast imaging, respectively [30] . Up to now, x-ray scattering-based imaging has been limited to in vitro studies, incapable of volumetric cone-beam scanning, lacking rigorous reconstruction theory, and making little progress into clinical practice. Since 2006, grating-based x-ray dark-field and phase-contrast tomography has been developed using a hospital-grade x-ray tube, instead of a synchrotron facility or micro-focus tube [28] . This technology utilizes optical interference principles to yield high-quality dark-field images. The boundaries and interfaces in the biological tissues produce strong signals in dark-field images, indicating detailed structural contours. Moreover, dark-field images have greater signal-to-noise ratios in soft tissues than bright-field counterparts acquired with the same incident x-ray dose. However, the major problems with this grating-based approach are small sample size, long imaging time, and high fabrication cost.
Currently, we are studying novel dark-field detection and tomography schemes for screening and diagnosis of breast cancers assuming the spectral x-ray detection technology, as is described in [2, 9] . In this paper, we provide a preliminary theoretical study of x-ray dark-field tomography (XDT), employing the modified LeakeasLarsen equation (MLLE) [20, 19] . Our proposed theory and biomedical applications can match well, thanks to the emerging x-ray energy-discriminating photon-counting detection technology. The MLLE assumes that the radiative flux strongly favors the forward direction and that there is a small but sufficient amount of large-angle scattering. In the biomedical x-ray energy range, the Compton scattering is more or less isotropic and can be quite strong. When the Compton components are significant and an object to be imaged is relatively large, the assumption behind MLLE is not valid with a photon-integrating detector array. Fortunately, the energy-sensitive de-tectors such as the Medipix family of photon-processing detectors [22, 9] can be used to solve this problem. It is well known that Compton scattering is inelastic, and the larger the scattering angle is from the primary beam direction, the more the photon energy will be lost. With a Medipix detector array and a relatively monochromatic source, large-angle interference can be effectively filtered out, if needed, for MLLE to be applicable.
The rest of the paper is structured as follows. In section 2, we review the radiative transfer equation (RTE) and MLLE. In section 3, we study properties of MLLE, such as existence of a unique solution and positivity of the solution. The MLLE can be solved naturally with an iteration procedure, and we show convergence of the iteration procedure in section 4. Although the convergence is shown only at the continuous level, it holds also in applying the iteration method to solve discretized systems of MLLE. In section 5, we study XDT problems, with angularly resolved measurement or angularly averaged measurement. An XDT problem is an inverse problem for determination of the scattering parameter, with the MLLE as the forward model. In section 6, we describe numerical discretization schemes of MLLE and the associated XDT. In section 7, we present simulation results from several examples. Finally, in section 8, some remarks on further research are given.
The RTE and MLLE.
The propagation of light within biological media is described by the RTE [4, 26] . In this section, we review the RTE and introduce its simplified approximation, MLLE, for strongly forward-peaked media.
Let X be a domain in R 3 with a Lipschitz boundary ∂X, and let Ω be the unit sphere in R 3 . For each fixed direction ω ∈ Ω introduce a new Cartesian coordinate system (z 1 , z 2 , s) by the relations
With respect to this new coordinate system, we denote by X ω the projection of X on the plane s = 0 in R 3 , and by X ω,z (z ∈ X ω ) the intersection of the straight line {z + sω | s ∈ R} with X. We assume that the domain X is such that for any (ω, z) with z ∈ X ω , X ω,z is the union of a finite number of line segments:
Here s i,± = s i,± (ω, z) depend on ω and z, and x i,± := z + s i,± ω are the intersection points of the line {z + sω | s ∈ R} with ∂X. We further assume sup ω,z N (ω, z) < ∞, known as a generalized convexity condition. As an example, for a convex domain X, sup ω,z N (ω, z) = 1. We then introduce the following subsets of ∂X,
and the following incoming and outgoing boundaries as subsets of Γ = ∂X × Ω:
Denote by dσ(ω) the infinitesimal area element on the unit sphere Ω. In the spherical coordinate system, ω = (sin θ cos ψ, sin θ sin ψ, cos θ)
T for 0 ≤ θ ≤ π and 0 ≤ ψ < 2π, we have dσ(ω) = sin θ dθ dψ. We need an integral operator S defined by
with η a nonnegative normalized phase function:
In many applications, the function η is independent of x. However, in our general study, we allow η to depend on x. Moreover, we can allow η to be a general function of x, ω, andω, i.e., in the form η(x, ω,ω). One well-known example is the HenyeyGreenstein phase function (cf. [18] )
where the parameter g ∈ (−1, 1) is the anisotropy factor of the scattering medium. Note that g = 0 for isotropic scattering, g > 0 for forward scattering, and g < 0 for backward scattering.
With the above notation, a boundary value problem of the RTE reads (cf. [1, 21] )
Here μ t = μ a + μ s , μ a is the macroscopic absorption cross section, μ s is the macroscopic scattering cross section, and f is a source function. We assume
These assumptions are naturally valid in applications; the last part of (2.6) means that the absorption effect is not negligible. The homogeneous boundary condition (2.5) corresponds to a vacuum setting around X. It is equally acceptable to consider a general incoming flux boundary condition u = u in on Γ − for a given function u in .
It is known [1] that the problem (2.4)-(2.5) has a unique solution u ∈ H 1,2 (X ×Ω), where
ω·∇v being the generalized directional derivative of v in the direction ω (cf. [1] ). Later, we also need function spaces L 2 (Γ ± ) on Γ ± . They are Hilbert spaces of functions v on Γ ± with inner products
and corresponding norms v L 2 (Γ±) . We have the following statement for the trace of an
and, for some constant c depending only on X,
The statement remains valid by switching Γ + and Γ − . Inverse problems for the RTE have been studied substantially in recent years; see, e.g., [8] and the references therein. Due to the high dimension and the integrodifferential form of the equation, it is very difficult to solve the RTE accurately, especially for highly forward-peaked biological media, as is the case for our applications. Hence, several simplified approximations of the RTE have been introduced. For η strongly forward peaked-for the Henyey-Greenstein phase function (2.3), this means g is close to 1-a simplification can be introduced through Taylor's expansion of u(x,ω) forω about ω [19] . The result is the Fokker-Planck equation
where Δ * is the Laplace-Beltrami operator, μ tr = μ s (1 − g) is the transport cross section, and the degree of anisotropy g is defined by
Note that the integral operator S is bounded, whereas the differential operator on the right-hand side of (2.9) is unbounded. To address this issue, Leakeas and Larsen [20] propose to approximate the RTE by
where the parameters α and β are chosen so that the differential operator βΔ
) and the integral operator S in (2.4) have similar behavior for some of their eigenvalues. The MLLE adopted in this paper is of the form [19] (2.11)
Here, α(x) is a positively valued function of x. For the Henyey-Greenstein phase function (2.3), α = (1 − g)/(2g) is a constant. Equation (2.11) is supplemented by the following boundary condition:
We assume
Equation (2.11) can be equivalently written as a system
3. Well-posedness of the MLLE. In this section, we show that, under the assumptions (2.6)-(2.7), the MLLE problem (2.11)-(2.12) has a unique solution and that the solution is stable with respect to the source function and the boundary condition. At the end of the section, we prove a positivity property which is required for the model (2.11)-(2.12) to be physically meaningful.
Without loss of generality, we prove the well-posedness result for the case where X is a convex domain in R 3 . This allows us to simplify various expressions and to focus on the essentials in the argument. All the discussions in the rest of the paper can be extended to the general case where the domain X satisfies the generalized convexity condition. Thus for each ω ∈ Ω and z ∈ X ω , X ω,z := {z + sω | s ∈ (s − , s + )} is a line segment, where s ± = s ± (ω, z) depend on ω and z, and x ± := z + s ± ω are the intersection points of the line {z + sω | s ∈ R} with ∂X.
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First, we convert the MLLE problem (2.11)-(2.12) to a fixed-point formulation.
In the following, we write s ± instead of s ± (ω, z) wherever there is no danger of confusion. We write (2.15) as (3.1)
and multiply it by an integrating factor λ(s) := exp (
Integrate this equation from s − to s:
Thus,
where
Reversing the above procedure, we can derive (3.1) from (3.2). We will show that the operator A is a contraction under suitable norms. We start with
The assumption (2.6) implies κ < 1. Since
and we obtain
Integrating the above inequality first with respect to z ∈ X ω and then with respect to ω ∈ Ω, we have thus proved the inequality
Returning to the definition (2.14), we have, equivalently,
For almost every x ∈ X, (3.5)
Here
]}, and we have the relation [24] (3.6) ∇v
We then deduce, with the help of (3.6) 
This result is used in the proof of Proposition 3.2 below.
Since
In particular,
Therefore,
Combining (3.4) and (3.8), we see that the operator A :
Note that from the assumptions on μ t , the weighted norm μ
. By an application of the Banach fixed-point theorem (cf. [5, p. 209] or [31] ), we conclude that (3.2) has a unique solution u ∈ L 2 (X × Ω). We further deduce from (2.15) 
So we have the bound
Using (2.15), we obtain
Then we can improve the bound (3.10) to the following:
The above result is summarized in the form of a theorem, as follows. 
is the solution of the problem (2.11)-(2.12) with f = f k and u in = u in,k , then for some constant c depending only on μ t , μ s , and X we have the bound
In the study of some XDT problems, it is advantageous to consider MLLE (2.11) in an alternative form,
Note that the condition (2.6) is equivalent to
At the end of this section, we provide a positivity property for the model (2.11)-(2.12). This property is required for the model to be physically meaningful.
Proposition 3.2. Assume (2.6)-(2.7) and (2.13). If f ≥ 0 a.e. in X × Ω and u in ≥ 0 a.e. on Γ − , then for the solution of (2.11)-(2.12), u ≥ 0 a.e. in X × Ω.
Proof. From (3.2),
By the assumptions, F ≥ 0 a.e. in X × Ω. Let us prove that this implies AF ≥ 0 a.e. in X × Ω. By definition of A,
where G = (I − α Δ * ) −1 F , and similar to (3.5), for a.e. x ∈ X, G(x, ·) ∈ H 1 (Ω) and
Hence, G − = 0; i.e., G ≥ 0 a.e. in X × Ω. Thus, AF ≥ 0 a.e. in X × Ω, and then for any positive integer j, A j F ≥ 0 a.e. in X × Ω. Therefore, u ≥ 0 a.e. in X × Ω.
4. An iteration method and its convergence. We now introduce and study an iteration method for solving the problem defined by (2.15) and (2.12)-(2.14). Let w (0) be an initial guess; e.g., we may take w (0) = 0. Then, for n = 1, 2, . . . , define u (n) and w (n) as follows:
Throughout this section, we assume that (2.6)-(2.7) and (2.13) are valid. For a convergence analysis of the iteration method, denote the iteration errors by e 
Similar to (3.4) and (3.8), we have
and so
Therefore, we further have the convergence of u
The same convergence statement holds for the iteration method applied to the discretization of the problem defined by (2.15) and (2.12)-(2.14). The iteration method is used in numerical examples of section 7.
5. XDT problems. In XDT, we try to reconstruct the scattering coefficient μ s . We apply a pencil beam to a part of the boundary ∂X and get angularly resolved or averaged measurements on Γ + . We do such experiments a few times and determine μ s by matching the predictions from the MLLE with the measured data on Γ + . More precisely, let k 0 be the number of experiments. For k = 1, . . . , k 0 , let γ k ⊂ ∂X be the part of the spatial boundary where the pencil beam passes, let ω k ∈ Ω be the direction of the pencil beam, and define the idealized inflow value function
Here, χ γ k is the characteristic function of the subset γ k , and δ(·) is the Dirac delta function. The inflow value functionũ in,k of (5.1) is highly idealized in that the function value is infinity in one direction ω = ω k and is zero along all other directions. In XDT, we approximate the functionũ in,k by
where the function δ k (ω) is an approximation of δ(ω − ω k ); i.e., it is nonnegative, integrates to one, and has a small support around the argument ω = ω k . As an example, let B k ⊂ Ω be a small neighborhood of ω k on Ω so that its surface area |B k | is a small positive number. Then we may take
There are two possible forms for XDT problems, depending on whether the total attenuation coefficient μ t is known or the absorption coefficient μ a is known. In the case where μ t is known, the forward problems for the XDT are
In the case where μ a is known, we replace (5.3) by (cf. (3.13)) (5.5)
In this paper, we focus our study on the case where μ t is known. With a slight modification of the arguments, all the discussion based on (5.3) can be extended to that based on (5.5). Let Q ad ⊂ Q 0 := L 2 (X) be an admissible set for the coefficient function μ s . The set Q ad is assumed to be closed and incorporates the constraint 0 ≤ μ s ≤κ μ t for some constantκ < 1. Moreover, based on considerations for applications, functions in Q ad are assumed to be piecewise constants or piecewise smooth functions from finite dimensional spaces. Similar to RTE-based inverse problems [8] , the XDT problem is ill-posed and is solved with regularization. Introduce the regularized functional
We assume the regularization function R(μ) satisfies a lower semicontinuity condition:
Then the regularized inverse problem is as follows:
There are a variety of possible choices for the regularization function R(μ), e.g.,
or |μ| T V , where |μ| T V stands for the total variation of μ [6, 11] . For XDT, these choices satisfy the condition (5.8). Moreover, we may adopt the Bregman method [27, 16] , iterative regularization procedures with the use of Bregman distances, to replace the above form of (P ε ).
We have the following result regarding problem (P ε ). Theorem 5.1. Under the stated assumptions on the set Q ad and the regularization function R, for any ε ≥ 0, problem (P ε ) has a solution.
Proof. Denote
Let {μ n } ⊂ Q ad be a minimizing sequence,
Since {μ n } is a bounded sequence in a finite dimensional space, we can find a subsequence {μ nj } ⊂ {μ n } and a function μ such that
The limit μ ∈ Q ad because Q ad is closed. 
Then the difference e k,nj := u k,nj − u k satisfies
Applying Theorem 3.1, we have
In particular, this implies, by (2.8),
Now consider the value J ε (μ). We write
Recall the limiting relations (5.9) and (5.10) as j → ∞. Letting j → ∞ in the above equalities, we have
Therefore, J ε (μ) = j 0 , and μ is a solution of problem (P ε ). We turn to consider an XDT problem with angularly averaged measurements. Introduce the measurement operator M k as defined by the formula 
The regularized inverse problem is still of the form (P ε ), where instead of (5.7) the regularized functional is
A slight modification of the proof of Theorem 5.1 shows that the statement of the theorem is valid also for XDT problem with angularly averaged measurements.
6. Discretizations. First, consider the discretization of a general form of the forward problem,
A weak formulation of (6.3) is given by (3.5) .
Choose a set of nodes {ω l } L l=1 on the unit sphere Ω. Let W h be a finite element space with a nodal basis {φ
. By a nodal basis we refer to the property φ 
where i,l stands for
. For convenience, we will use the following notation:
We follow [17] to develop a discrete-ordinate discontinuous Galerkin method for (6.1) and the boundary condition (6.2), and use the regular finite element method for (3.5). The resulting numerical method for solving the problem (6.1)-(6.3) is the
and for 1 ≤ i ≤ I,
Here, f l (x) := f (x, ω l ), ν K is the outward unit normal on ∂K, u h l is the so-called numerical flux, and we may take
where u h in (x) is an approximation of u in (x) from the finite element space U h . For a numerical approximation of XDT problems, we denote the discrete admissible set Q hx ad := Q ad ∩ Q hx 0 , where Q hx 0 is a finite element space approximating Q 0 , e.g., using piecewise constants. Then the numerical scheme for problem (P ε ) is
for the case of angularly resolved measurement;
for the case of angularly averaged measurement; u h k is the numerical solution defined above for the problem (6.1)-(6.3) with f = 0, u replaced by u k , w replaced by w k , and u in replaced by u in,k ; and
Similar to Theorem 5.1, the discrete problem (P h ε ) has a solution for any ε ≥ 0. Convergence and error estimation for the numerical method (6.5)-(6.6) in solving the forward problem and for the numerical scheme in solving XDT problem are subjects for further studies.
Numerical examples.
We present here some preliminary numerical examples on solving MLLE and XDT problems with angularly resolved measurement. The purpose is to show that the mathematical framework developed in this paper for XDT is suitable for reconstruction of the scattering coefficient. Substantial further effort is required to explore efficient and effective algorithms to simulate XDT problems.
First we consider solving a problem of the type (6.3):
where α ≥ 0 and f ∈ L 2 (Ω) are given. The corresponding weak formulation is
We use the standard spherical coordinates, x(ψ, θ) = cos ψ sin θ, y(ψ, θ) = sin ψ sin θ, z(ψ, θ) = cos θ for 0 ≤ ψ < 2π, 0 ≤ θ ≤ π, and follow [3] and n θ , where n ψ is usually taken to be 4, 6, or 8 and n θ is even. Initially, the domain G is divided n ψ times in the ψ-direction and n θ times in the θ-direction. The generated rectangles at θ = 0, π remain unchanged, corresponding to the triangles on the unit sphere at the poles.
is equally split into (k − 1) parts. Then the generated nodes are connected properly, and the generated mesh is reflected with respect to the line θ = π/2. Figure 3 of [3] shows representative partitions of G and the corresponding isotropic triangulation of the unit sphere Ω. We refer the reader to [3] for details of this method, and give one brief example to demonstrate the correctness of implementation. Example 7.1. Set α = 1, and choose the function f so that the solution w of the problem (7.1) is w(ψ, θ) = sin(2πx(ψ, θ)) sin(πy(ψ, θ)). In Table 7 .1, we report the
for n ψ = 8 and several values of n θ . We observe a numerical convergence order of 2.
The numerical solution with n θ = 128, which is visually indistinguishable from that of the true solution, is depicted in Figure 7 .1. The second example concerns solving the MLLE. Example 7.2. This is an example of using (6.5)-(6.6) to solve the problem (6.1)-(6.3). The spatial domain is X = (0, 1)
3 . Let α = 1, μ t = 2, and μ s = 1. We choose For a positive integer n, we partition X into n 3 subcubes {X i }, each with edge length 1/n. Denote by S the set of all the centers and vertices of the subcubes. A mesh is generated by creating the Delaunay tesselation of the points in S. This is accomplished using the delaunay3 algorithm in MATLAB. The option "QJ" is passed to delaunay3 to ensure that no hanging nodes are created. Denote by h the maximum length of the edges of the tetrahedron in the mesh; h = √ 2/n. The local polynomial degree k = 1. Table 7 .2 gives the error
for n ψ = 6 and several values of h and n θ . The column "Order" is for the quantity order i = (log e i − log e i−1 )/(log h i − log h i−1 ), where e i is the error defined above corresponding to the mesh-size h i . For small n θ (e.g., n θ = 4), notice a deterioration in the convergence order as h decreases from √ 2/4 to √ 2/8. The deterioration phenomenon disappears for the chosen values of h when the value of n θ is increased. For very small values of h, to achieve a numerical convergence order around the expected value 2, both n θ and n ψ need to be large enough.
For reference, for n ψ = 6, with n θ = 4 there are 18 directional nodes, with n θ = 8 there are 98, with n θ = 12 there are 218, and with n θ = 16 there are 386.
Next, we present some examples on XDT. In these examples, we use the HenyeyGreenstein phase function (2.3) with g = 0.9.
Example 7.3. Consider the XDT problem of recovering μ s , where u meas,k is an approximate solution to the MLLE with the following parameters:
The domain X = (0, 1) 3 . The domains R 1 and R 2 := X\R 1 are illustrated in Figure 7 .2. The surfaces S 1 and S 2 are illustrated in Figure 7 .3. The spatial mesh used to generate u meas,k is shown in each of the preceding figures and has 96 elements. The angular mesh is shown in Figure 7 .4 and has 66 nodes. In the above definition L = 66. Directions ω 1 and ω 2 are node points of the angular mesh that point from the centers of S 1 and S 2 , respectively, to the center of the cube X. In order to reconstruct μ s we use approximate solutions to the MLLE constructed on a spatial mesh with 12 elements. Define We observe an improvement in the reconstruction accuracy as the approximate solution becomes more accurate, as expected.
Example 7.4. In this example the domain X is the approximate cylinder shown in Figure 7 .5. The regions R 1 and R 2 are seen in the same figure. The boundary regions S 1 and S 2 are shown in Figure 7 .6. The functions u meas,k are computed from approximate solutions of (6.5)-(6.6) corresponding to the data
The boundary value B k is a piecewise linear function whose spatial support is S k and achieves the value L 4π at the center node of S k . The directions ω k are nodes of the angular mesh that point approximately from the center of S k to the center of X.
When the mesh for (6.5)-(6.6) in determining u meas,k has 1608 elements and the mesh for computing u n has 201 elements, we have We again see improvement as the approximations of u k become more accurate.
Example 7.5. The geometric setting is the same as in Example 7.3. However, in this example, we assume that values of μ a , rather than of μ t , are known. The functions u meas,k are calculated on a spatial mesh with 268 elements and an angular mesh with 66 nodes, and are the approximate solutions to the MLLE corresponding to the data We see a good agreement between the reconstructed values and true values of μ s .
Concluding remarks.
In this paper, we provided a preliminary theoretical study of x-ray dark-field tomography (XDT) for the reconstruction of the scattering parameter in a strongly forward-peaked biological medium. We showed the wellposedness of the forward problem in XDT and studied XDT problems with angularly resolved measurements or angularly averaged measurements. We then introduced numerical methods to solve XDT problems. Numerical examples illustrated the reliability of the numerical results using the proposed methods.
There are many issues related to XDT and are worth effort for further investigations. We list a few topics in the following.
Uniqueness results for XDT. While it is reasonable to expect uniqueness when the number of measurements is larger than or equal to the number of unknowns needed to define the scattering coefficient, for practical reconstruction of the scattering parameter it is desirable to use the least number of measurements that guarantees uniqueness. Theoretical results on uniqueness are helpful.
Convergence and error analysis for the numerical methods. Such a convergence analysis and error estimation are important for understanding the performance of the numerical methods in solving MLLE and XDT problems.
Theoretical and numerical comparisons for different choices of the regularization function R(μ).
In the preliminary numerical examples presented in section 7, the number of measurements is equal to the number of unknowns needed to determine the scattering parameter, and hence no regularization is used. In more realistic simulations, the number of measurements is much smaller than the number of unknowns for the scattering parameter, and regularization plays a fundamental role in dealing with the ill-conditioning of the problem and in controlling data noise. While it is believed that the Bregman-type methods [27, 16] are prominent choices for the type of inverse problems we solve in XDT, detailed theoretical analysis and simulation experiments are needed to identify the best choice of the regularization function for XDT.
