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Abstract
We consider first order linear operators commuting with the operator appearing
in the linearized equation of motion of Rarita-Schwinger fields which comes directly
from the action. First we consider a simplified operator giving an equation equiv-
alent to the original equation, and classify first order operators commuting with
it in four dimensions. In general such operators are symmetry operators of the
original operator, but we find that some of them commute with it. We extend this
result in four dimensions to arbitrary dimensions and give first order commuting
operators constructed of odd rank Killing-Yano and even rank closed conformal
Killing-Yano tensors with additional conditions.
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1 Introduction
It is important to obtain solutions to the linearized equations of motion of various fields in
given background geometries. Schematically the equations are in the form of Mφ = 0, where
φ is the field and M is some operator which is second order in derivative operator for boson
fields, and first order for fermion fields. It is useful to know if there exists a linear operator
commuting with M because it gives a quantum number for classifying solutions to Mφ = 0. If
M is the one coming from the action of φ directly i.e. if the Lagrangian is given by L ∼ φMφ,
such operators are also useful to compute Euclidean path integrals.
For spin 1/2 fields M is the Dirac operator, and first order linear operators commuting
with it (or more generally symmetry operators) are completely classified[1, 2, 3, 4]: They are
constructed of Killing-Yano forms of odd rank and closed conformal Killing-Yano (CCKY)
forms of even rank. For some extensions of this result see [5, 6].
In this paper we consider this issue for Rarita-Schwinger field ψµ. (For some related
discussions see [7, 8, 9].) We only consider the case where ψµ is a Dirac vector-spinor, and in
section 2 and 3 we only consider the case where the spacetime dimension D is even. In section
4 D is set 4, and in section 5 we do not impose any restriction on D. We put no assumption
on the signature of the background metric. The linearized equation of motion derived directly
from the action is Mµ
νψν = 0, and Mµ
ν is given by
Mµ
ν = Γµ
λνDλ −mΓµ
ν , (1.1)
where m is the mass parameter, and Dµ = Dµ(Γ, ω) is the covariant derivative with respect
to the spin connection and the affine connection. However we found that the calculation is
quite complicated if we use this operator directly, and to simplify the situation we consider
the following Mˆµ
ν instead:
Mˆµ
ν = δµ
νΓλDλ − Γ
νDµ +
m
D − 2
Γµ
ν +
D − 1
D − 2
mδµ
ν . (1.2)
It is easy to show that Mˆµ
νψν = 0 is equivalent to Mµ
νψν = 0. Some operators commuting
with Mˆµ
ν also commute with Mµ
ν , and we give such examples constructed of Killing-Yano
forms of odd rank and CCKY forms of even rank, as in the case of the Dirac operator.
In section 2 we give conditions for first order operators commuting with Mˆµ
ν for even D,
and in section 3 we consider how to solve the conditions. Since it is not easy to obtain full
solution to the conditions for general D, in section 4 we set D = 4 and solve the conditions in
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a brute-force manner by using symbolic manipulation program Mathematica and the package
GAMMA[10]. It turns out that the solution for massive case also commutes with Mµ
ν . In
section 5, we try to extend this result for D = 4 to arbitrary D. We find operators commuting
with Mµ
ν constructed of odd rank Killing-Yano tensors and even rank CCKY tensors. This
situation is similar to the case of the Dirac operator, but unlike that case we have to impose
additional conditions for those tensors. Section 6 contains some discussions, and in Appendix
A we briefly summarize properties of Killing-Yano tensors and CCKY tensors used in the
calculation. We mainly use gamma matrix notation which is more familiar to physicists than
that used in the literature as [2, 3, 4] and suitable for calculations using Mathematica. In
Appendix B we give some of our results in the notation of [2, 3, 4] for readers’ convenience.
2 Preliminaries
We consider Rarita-Schwinger field ψµ in D-dimensional space. ψµ is a Dirac vector-spinor,
and we do not consider Majorana or Weyl case. Since ψµ is not dynamical for D ≤ 2, we
consider cases of D ≥ 3. No assumption on the signature of the background metric gµν is
made, and we do not impose background equation of motion on gµν .
The linearized equation of motion for ψµ is given by the following form, which comes
directly from the action principle:
(ΓµλνDλ −mΓ
µν)ψν = 0. (2.1)
This equation is expressed as Mµ
νψν = 0, where Mµ
ν is
Mµ
ν = Γµ
λνDλ −mΓµ
ν . (2.2)
The equation is also expressed as Mˆµ
νψν = 0, where
Mˆµ
ν =
(
δµ
ρ −
1
D − 2
ΓµΓ
ρ
)
Mρ
ν
= δµ
νΓλDλ − Γ
νDµ +
m
D − 2
Γµ
ν +
D − 1
D − 2
mδµ
ν . (2.3)
Conversely Mµ
ν is given by Mˆµ
ν as follows:
Mµ
ν =
(
δµ
ρ −
1
2
ΓµΓ
ρ
)
Mˆρ
ν . (2.4)
It is well-known that two mutually commuting diagonalizable matrices are simultaneously
diagonalizable, and it is important to give operators commuting with Mµ
ν or Mˆµ
ν . If the
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background is Euclidean, iMµ
ν is a hermitian operator if m is pure imaginary, and its diag-
onalizability is assured. (We do not take complex conjugation in the following calculation,
and it is possible to regard m as complex formally.) However iMˆµ
ν is not hermitian, and it is
not immediately clear if Mˆµ
ν is diagonalizable or not. Although Mˆµ
ν has such issues, ranks
of gamma matrices in Mˆµ
ν is lower than those of Mµ
ν and it makes calculations easier. Fur-
thermore solutions to the equation of motion belong to the eigenspace of eigenvalue 0, which
is common to Mµ
ν and Mˆµ
ν . Therefore in this section and the next two sections we consider
first order operator Oµ
ν commuting with Mˆµ
ν :
[O, Mˆ ]µ
νψν = (Oµ
ρMˆρ
ν − Mˆµ
ρOρ
ν)ψν = 0. (2.5)
This means that(
δµ
λ −
1
2
ΓµΓ
λ
)
Oλ
σ
(
δσ
ρ −
1
D − 2
ΓσΓ
ρ
)
Mρ
νψν −Mµ
ρOρ
νψν = 0. (2.6)
Therefore Oµ
ν is a symmetry operator for Mµ
ν . If Oµ
ν is diagonalizable in the eigenspace of
eigenvalue 0 then we can use it to classify the solutions. Even if it is not diagonalizable, there
exists an eigenvector common to Mˆµ
ν and Oµ
ν .
If Oµ
ν satisfies (
δµ
λ −
1
2
ΓµΓ
λ
)
Oλ
σ
(
δσ
ν −
1
D − 2
ΓσΓ
ν
)
= Oµ
ν , (2.7)
then Oµ
ν commutes also with Mµ
ν . Then simultaneous diagonalizability of the hermitian part
and the antihermitian part of Oµ
ν with Mµ
ν is assured for Euclidean backgrounds. We will
see examples of such operators later.
In the case of spin 1/2 fields, the mass term is proportional to the unit matrix. Therefore
it makes no difference to commuting operators (except that Weyl condition can be imposed
further in the massless case.) However for spin 3/2 fields the mass term is not trivial, and the
massive case may be more restrictive than the massless case.
Oµ
ν is decomposed into derivative part Pµ
ν and nonderivative part Qµ
ν :
Oµ
ν = Pµ
ν +Qµ
ν , (2.8)
Pµ
ν =
D∑
n=0
Γλ1...λnFµ
ν
λ1...λn
σDσ, (2.9)
Qµ
ν =
D∑
n=0
Γλ1...λnfµ
ν
λ1...λn. (2.10)
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If D is odd, then we can restrict the range of the dummy index n in the above expression of
Pµ
ν and Qµ
ν to 0 ≤ n ≤ (D − 1)/2, or to even integers. In this section and the next section
we only consider even D case.
The second order part in [O, Mˆ ]µ
ν comes from the commutator between Pµ
ν and δµ
νΓλDλ−
ΓνDµ: {
Pµ
ρ(δρ
νΓλDλ − Γ
νDρ)− (δµ
ρΓλDλ − Γ
ρDµ)Pρ
ν
}
ψν
=
D−1∑
n=0
(n+ 1)
{
Fµ
ν
λ1...λn
σρ − (−1)nFµ
ν
λ1...λn
ρσ
−Fµ
σ
λ1...λn
νρ + (−1)nδµ
ρFτ
ν
λ1...λn
τσ
}
Γλ1...λnDρDσψν
+
D∑
n=1
{
Fµ
ν
λ1...λn−1
ρδλn
σ + (−1)nFµ
ν
λ1...λn−1
σδλn
ρ
−Fµ
σ
λ1...λn−1
ρδλn
ν − (−1)nFλn
ν
λ1...λn−1
σδµ
ρ
}
Γλ1...λnDρDσψν
+
D−1∑
n=0
(n + 1)
{
−∇µFσ
νσ
λ1...λn
ρ + (−1)n∇σFµ
ν
λ1...λn
σρ
}
Dρψν
+
D∑
n=1
{
−∇µFλ1
ν
λ2...λn
ρ − (−1)n∇λnFµ
ν
λ1...λn−1
ρ
}
Dρψν , (2.11)
where ∇µ is the covariant derivative with respect to the affine connection. Since DρDσψν is
decomposed into the antisymmetric part and the symmetric part:
DρDσψν = D[ρDσ]ψν +D(ρDσ)ψν , (2.12)
and the antisymmetric part can be rewritten as the form without derivative operator:
Γλ1...λnD[ρDσ]ψν = Γ
λ1...λn
(
1
2
Rρσν
τψτ +
1
8
Rρσ
abΓabψν
)
=
1
2
Rρσν
τΓλ1...λnψτ +
1
8
Rρσλn+1λn+2Γ
λ1...λn+2ψν
+
n
4
Rρσ
[λn
τΓ
λ1...λn−1]τψν −
1
8
n(n− 1)Rρσ
[λn−1λnΓλ1...λn−2]ψν , (2.13)
then the coefficients of the symmetric part in (2.11) must vanish. From this condition, for odd
n we obtain
0 = (n+ 1)
(
2Fµ
ν
λ1...λn
ρσ − Fµ
ρ
λ1...λn
νσ − δµ
ρFτ
ν
λ1...λn
τσ
)
−Fµ
ρ
[λ1...λn−1
σδλn]
ν + F[λn
ν
λ1...λn−1]
σδµ
ρ
4
+(ρ↔ σ), (2.14)
and for even n,
0 = (n+ 1)
(
− Fµ
ρ
λ1...λn
νσ + δµ
ρFτ
ν
λ1...λn
τσ
)
+ 2Fµ
ν
[λ1...λn−1
σδλn]
ρ
−Fµ
ρ
[λ1...λn−1
σδλn]
ν − F[λn
ν
λ1...λn−1]
σδµ
ρ
+(ρ↔ σ). (2.15)
For n = 0, expressions as Fµ
ρ
[λ1...λn−1
σδλn]
ν in the above do not make sense, and here and in
the following it is understood that such terms are just omitted.
Next, we require that the first order part of [O, Mˆ ]µ
νψν vanishes. Then we obtain the
following relations: For odd n,
0 = (n + 1)
(
2fµ
ν
λ1...λn
σ − fµ
σ
λ1...λn
ν − δµ
σfτ
ν
λ1...λn
τ
)
−δ[λn
νf|µ|
σ
λ1...λn−1] + δµ
σf[λn
ν
λ1...λn−1]
+(n+ 1)
(
∇µFρ
νρ
λ1...λn
σ +∇ρFµ
ν
λ1...λn
ρσ
)
−∇[λnF|µ|
ν
λ1...λn−1]
σ +∇µF[λ1
ν
λ2...λn]
σ
+
m
D − 2
{
(n+ 1)(n+ 2)
(
Fρ
ν
µ
ρ
λ1...λn
σ − Fµρ
ρν
λ1...λn
σ
)
+n
(
F[λ1
ν
|µ|λ2...λn]
σ − Fµ[λ1
ν
λ2...λn]
σ − gµ[λ1F|ρ|
νρ
λ2...λn]
σ + δν [λ1F|µ|
ρ
λ2...λn]ρ
σ
)
−gµ[λ1Fλ2
ν
λ3...λn]
σ − δν [λ1F|µ|λ2...λn]
σ
}
. (2.16)
For even n,
0 = −(n+ 1)
(
fµ
σ
λ1...λn
ν − δµ
σfτ
ν
λ1...λn
τ
)
+2δ[λn
σf|µ|
ν
λ1...λn−1] − δ[λn
νf|µ|
σ
λ1...λn−1] − δµ
σf[λn
ν
λ1...λn−1]
+(n+ 1)
(
∇µFρ
νρ
λ1...λn
σ −∇ρFµ
ν
λ1...λn
ρσ
)
+∇[λnF|µ|
ν
λ1...λn−1]
σ +∇µF[λ1
ν
λ2...λn]
σ
+
m
D − 2
{
(n+ 1)(n+ 2)
(
Fρ
ν
µ
ρ
λ1...λn
σ − Fµρ
ρν
λ1...λn
σ
)
+n
(
F[λ1
ν
|µ|λ2...λn]
σ − Fµ[λ1
ν
λ2...λn]
σ − gµ[λ1F|ρ|
νρ
λ2...λn]
σ − δν [λ1F|µ|
ρ
λ2...λn]ρ
σ
)
−gµ[λ1Fλ2
ν
λ3...λn]
σ − δν [λ1F|µ|λ2...λn]
σ
}
. (2.17)
Finally we require that the zeroth order part of [O, Mˆ ]µ
νψν vanishes. For odd n,
0 = (n+ 1)
(
∇µfρ
νρ
λ1...λn +∇ρfµ
ν
λ1...λn
ρ
)
5
+∇µf[λ1
ν
λ2...λn] −∇[λnf|µ|
ν
λ1...λn−1]
+Fµ
τ
[λ1...λn−1
ρδλn]
σRρστ
ν
+
1
2
nFµ
ν
[τ1...τn−1
ρδτn]
σRρσ
τn
[λnδλ1
τ1 . . . δλn−1]
τn−1
−
1
4
(n+ 1)(n+ 2)Fµ
ν
[λ1...λnτ
ρδφ]
σRρσ
τφ
−
1
2
(n+ 1)
(
Fµ
σ
λ1...λn
τρ + δµ
ρFφ
τ
λ1...λn
φσ
)
Rρστ
ν
−
1
4
n(n + 1)
(
Fµ
σ
[λ1...λn−1|τ
νρ + δµ
ρFφ
ν
[λ1...λn−1|τ
φσ
)
Rρσ|
τ
λn]
+
1
8
(n + 1)(n+ 2)(n+ 3)
(
Fµ
σ
λ1...λnτφ
νρ + δµ
ρFκ
ν
λ1...λnτφ
κσ
)
Rρσ
τφ
−
1
8
(n− 1)
(
Fµ
σ
[λ1...λn−2
νρ + δµ
ρFφ
ν
[λ1...λn−2
φσ
)
R|ρσ|λn−1λn]
−
1
2
(
δ[λn
τF|µ|
σ
λ1...λn−1]
ρ − δµ
ρF[λn
τ
λ1...λn−1]
σ
)
Rρστ
ν
−
1
4
n
(
δ[τn
νF|µ|
σ
τ1...τn−1]
ρ − δµ
ρF[τn
ν
τ1...τn−1]
σ
)
Rρσ
τn
[λnδλ1
τ1 . . . δλn−1]
τn−1
+
1
8
(n + 1)(n+ 2)
(
δ[φ
νF|µ|
σ
λ1...λnτ ]
ρ − δµ
ρF[φ
ν
λ1...λnτ ]
σ
)
Rρσ
τφ
−
1
8
(
δ[λn−2
νF|µ|
σ
λ1...λn−3
ρ − δµ
ρF[λn−2
ν
λ1...λn−3
σ
)
R|ρσ|λn−1λn]
+
m
D − 2
{
(n + 1)(n+ 2)
(
fρ
ν
µ
ρ
λ1...λn − fµρ
ρν
λ1...λn
)
+n
(
f[λ1
ν
|µ|λ2...λn] − fµ[λ1
ν
λ2...λn] − gµ[λ1f|ρ|
νρ
λ2...λn] + δ
ν
[λ1f|µ|
ρ
λ2...λn]ρ
)
−gµ[λ1fλ2
ν
λ3...λn] − δ
ν
[λ1f|µ|λ2...λn]
}
. (2.18)
For even n,
0 = (n+ 1)
(
∇µfρ
νρ
λ1...λn −∇ρfµ
ν
λ1...λn
ρ
)
+∇µf[λ1
ν
λ2...λn] +∇[λnf|µ|
ν
λ1...λn−1]
+(n+ 1)Fµ
τ
λ1...λn
σρRρστ
ν +
1
2
n(n + 1)Fµ
ν
[λ1...λn−1|τ
σρRρσ|
τ
λn]
+
1
4
(n− 1)Fµ
ν
[λ1...λn−2
σρR|ρσ|λn−1λn]
−
1
2
(n+ 1)
(
Fµ
σ
λ1...λn
τρ − δµ
ρFφ
τ
λ1...λn
φσ
)
Rρστ
ν
−
1
4
n(n+ 1)
(
Fµ
σ
[λ1...λn−1|τ
νρ − δµ
ρFφ
ν
[λ1...λn−1|τ
φσ
)
Rρσ|
τ
λn]
+
1
8
(n + 1)(n+ 2)(n+ 3)
(
Fµ
σ
λ1...λnτφ
νρ − δµ
ρFκ
ν
λ1...λnτφ
κσ
)
Rρσ
τφ
−
1
8
(n− 1)
(
Fµ
σ
[λ1...λn−2
νρ − δµ
ρFφ
ν
[λ1...λn−2
φσ
)
R|ρσ|λn−1λn]
6
−
1
2
(
δ[λn
τF|µ|
σ
λ1...λn−1]
ρ + δµ
ρF[λn
τ
λ1...λn−1]
σ
)
Rρστ
ν
−
1
4
n
(
δ[τn
νF|µ|
σ
τ1...τn−1]
ρ + δµ
ρF[τn
ν
τ1...τn−1]
σ
)
Rρσ
τn
[λnδλ1
τ1 . . . δλn−1]
τn−1
+
1
8
(n + 1)(n+ 2)
(
δ[φ
νF|µ|
σ
λ1...λnτ ]
ρ + δµ
ρF[φ
ν
λ1...λnτ ]
σ
)
Rρσ
τφ
−
1
8
(
δ[λn−2
νF|µ|
σ
λ1...λn−3
ρ + δµ
ρF[λn−2
ν
λ1...λn−3
σ
)
R|ρσ|λn−1λn]
+
m
D − 2
{
(n+ 1)(n+ 2)
(
fρ
ν
µ
ρ
λ1...λn − fµρ
ρν
λ1...λn
)
+n
(
f[λ1
ν
|µ|λ2...λn] − fµ[λ1
ν
λ2...λn] − gµ[λ1f|ρ|
νρ
λ2...λn] − δ
ν
[λ1f|µ|
ρ
λ2...λn]ρ
)
−gµ[λ1fλ2
ν
λ3...λn] − δ
ν
[λ1f|µ|λ2...λn]
}
. (2.19)
We have used Bianchi identity R[µνλ]ρ = 0 to simplify the expressions in the above equations.
3 A procedure to solve the condition of commutativity
Let us try to solve the equations (2.14), (2.15), (2.16), (2.17), (2.18) and (2.19). Since (2.14)
and (2.15) contain only Fµ
ν
λ1...λn
ρ, let us consider those equations first. For n ≥ 2, taking
contraction λn = σ in (2.15) we obtain
0 = 2(D − n+ 1)Fµ
ν
λ1...λn−1
ρ − Fµ
ρ
λ1...λn−1
ν + (n− 1)F[λ1
ν
|µ|λ2...λn−1]
ρ
−δµ
ρFσ
ν
λ1...λn−1
σ + (n− 1)
(
δµ
ρF[λ1
ν
λ2...λn−1]σ
σ − 2Fµ
ν
[λ1...λn−2|σ|
σδλn−1]
ρ
+Fµ
ρ
[λ1...λn−2|σ|
σδλn−1]
ν + Fµ
σ
σ[λ1...λn−2
ρδλn−1]
ν
)
−n(n + 1)
(
Fµ
σ
λ1...λn−1σ
νρ + Fµ
ρ
λ1...λn−1σ
νσ
−Fσ
ν
λ1...λn−1µ
σρ + δµ
ρFτ
ν
λ1...λn−1
τ
σ
σ
)
. (3.1)
Taking contraction λn = ν in (2.15) we obtain
0 = (D − n− 1)Fµ
ρ
λ1...λn−1
σ
+δµ
ρFτ
τ
λ1...λn−1
σ
−(n− 1)
(
δµ
ρF[λ1
τ
|τ |λ2...λn−1]
σ − 2Fµ
τ
[λ1...λn−1|τ |
σδλn−1]
ρ
)
−n(n + 1)δµ
ρFτ
φ
λ1...λn−1φ
τσ
+(ρ↔ σ). (3.2)
Taking contraction µ = σ in (2.15) we obtain
0 = (D − 1)F[λn
ν
λ1...λn−1]
ρ
7
−2Fσ
ν
[λ1...λn−1
σδλn]
ρ
+Fσ
σ
[λ1...λn−1
ρδλn]
ν + Fσ
ρ
[λ1...λn−1
σδλn]
ν
+(n+ 1)
(
Fσ
σ
λ1...λn
νρ + Fσ
ρ
λ1...λn
νσ − (D + 1)Fσ
ν
λ1...λn
σρ
)
. (3.3)
The first lines of (3.1), (3.2), and (3.3) consist of Fµ
ν
λ1...λn−1
ρ with no pair of indices contracted,
and the rest consist of ones with some pairs of indices contracted. From (3.1) +{(D − n −
1)−1×(3.2) with σ replaced by ν} +{n(D− 1)−1×(3.3) with λn replaced by µ}, we obtain the
following expression of Fµ
ν
λ1...λn−1
ρ:
Fµ
ν
λ1...λn−1
ρ = (terms proportional to Fµ
ν
λ1...λn−1
ρ or
Fµ
ν
λ1...λn+1
ρ with some pairs of indices contracted). (3.4)
By taking various ways of contractions in this equation we obtain relations of Fµ
ν
λ1...λn−1
ρ with
some pairs of indices contracted. Using those relations we can simplify the right hand side of
(3.4). Plugging (3.4) into (2.15) we may obtain more relations for contracted ones. After we
obtain as much information on the contracted tensors as possible in this way, some tensors
are left undetermined.
Next let us discuss odd n cases. For n = 1, taking contraction σ = ρ in (2.14),
Fµνλ = gµνFλσ
σ − 4Fλνµσ
σ + 2Fλσµν
σ + 2Fσνµ
σ
λ. (3.5)
The right hand side of this equation contains only those with a pair of indices contracted.
However it is not easy to obtain similar expressions for 3 ≤ n ≤ D − 1 directly. Therefore we
introduce the following dual variables F˜µ
νλn+1...λDσ for 3 ≤ n ≤ D − 1:
Fµ
ν
λ1...λn
σ =
1
(D − n)!
ǫλ1...λD F˜µ
νλn+1...λDσ, (3.6)
or conversely,
F˜µ
νλn+1...λDσ = ∓
1
n!
ǫλ1...λDFµ
ν
λ1...λn
σ. (3.7)
Signs in the above equation correspond to the signature of the background metric. Since all
the equations are linear we do not have to care about these signs. Then (2.14) is rewritten as
0 = (D − n)
(
− 2gρ[λn+1F˜µ
|ν|λn+2...λD]σ + gν[λn+1F˜µ
|ρ|λn+2...λD ]σ
+δµ
ρF˜ [λn+1|ν|λn+2...λD ]σ
)
+
1
n(n+ 1)
(
F˜µ
|ρν|λn+1...λDσ − δµ
ρF˜τ
ντλn+1...λDσ
)
8
+(ρ↔ σ). (3.8)
Taking contraction σ = λn+1 of this equation, we obtain
0 = −(2n+ 3)F˜ µνλn+2...λDρ + F˜ µρλn+2...λDν + (D − n)F˜ [µ|ν|λn+2...λD]ρ + . . . , (3.9)
and by taking contraction ν = λn+1 and renaming σ as ν, we obtain
0 = (n− 1)F˜ µνλn+2...λDρ + (n− 1)F˜ µρλn+2...λDν + . . . . (3.10)
By taking contraction σ = µ and renaming λn+1 as µ,
0 = (D − n)(D − 1)F˜ [µ|ν|λn+2...λD ]ρ + . . . . (3.11)
In (3.9), (3.10), and (3.11) ellipses denote terms proportional to F˜µ
ν
λn+2...λD
ρ or F˜µ
ν
λn...λD
ρ
with some pairs of indices contracted. From (3.9)−(n− 1)−1×(3.10)−(D − 1)−1×(3.11),
F˜µ
ν
λn+2...λD
ρ = (terms proportional to F˜µ
ν
λn+2...λD
ρ or
F˜µ
ν
λn...λD
ρ with some pairs of indices contracted). (3.12)
(3.8) is available also for n = 1. In that case (3.10) is not available, but from (3.9)−(D −
1)−1×(3.11) and the same equation with ρ and ν interchanged we obtain an expression similar
to (3.12). For n = D − 1 (3.11) suffices to obtain (3.12).
Next we consider (2.16) and (2.17). In both equations, by taking contraction ν = λn, we
obtain the following for 1 ≤ n ≤ D:
fµ
σ
λ1...λn−1 = (terms proportional to fµ
ν
λ1...λn−1 , fµ
ν
λ1...λn+1 ,
∇ρFµ
ν
λ1...λn−1
σ,∇ρFµ
ν
λ1...λn+1
σ,
Fµ
ν
λ1...λn−2
σ, Fµ
ν
λ1...λn
σ, or Fµ
ν
λ1...λn+2
σ,
with some pairs of indices contracted). (3.13)
A similar expression for fµ
σ
λ can be obtained directly from (2.17) for n = 0. A similar
expression for fµ
σ
λ1...λD is obtained as follows: (2.16) for n = D − 1 is expressed as
0 = D(2fµ
ν
λ1...λD−1
σ − fµ
σ
λ1...λD−1
ν)
+(terms proportional to fµ
ν
λ1...λD−2)
+(terms containing some contracted pairs of indices). (3.14)
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By plugging (3.13) with n = D − 1 into the second line of the right hand side of the above,
it is expressed by terms containing contracted pairs of indices. Then eliminating fµ
ν
λ1...λD−1
σ
from (3.14) and (3.14) with ν and σ interchanged, we obtain an expression of fµ
σ
λ1...λD by
terms containing contracted pairs of indices.
As in the analysis for Fµ
ν
λ1...λn
ρ, by taking contractions in (3.13) and similar equations
we obtain more information on contracted tensors. After obtaining as much information on
contracted tensors as possible we obtain simplified expressions for uncontracted Fµ
ν
λ1...λn
σ
and fµ
σ
λ1...λn . Plugging such expressions into (2.18) and (2.19), we obtain more relations for
tensors with some pairs of indices contracted, and some tensors are left undetermined.
4 The solution in D = 4 case
Although all equations we are dealing with are linear, it is not easy to perform the procedure
explained in the previous section for arbitrary D and obtain the most general solution to
(2.14), (2.15), (2.16), (2.17), (2.19), and (2.18). Therefore in this section we set D = 4 and
solve the equations by brute force calculation by using Mathematica. Since it would be very
long if we explain the details of the process and it is not illuminating, we only show the result
below.
Firstly, the solution to (2.14) and (2.15) is given by
Fµ
νρ = δµ
νkρ − 2Y(1)µ
νρ + 6Y(2)µ
νρ + 6Y(3)µ
νρ, (4.1)
Fµ
ν
λ1
ρ = c1(δµ
νδλ1
ρ − δµ
ρδλ1
ν)− c2δµ
νδλ1
ρ + δµ
ρKλ1
ν , (4.2)
Fµ
ν
λ1λ2
ρ = 4gνσgρτgµ[σY(1)λ1λ2τ ] − 4δµ
[νY(2)
ρ]
λ1λ2 − 6gµ[λ1Y(2)λ2]
νρ
−δµ
νY(3)
ρ
λ1λ2 + 2δµ
ρY(3)
ν
λ1λ2 − 2gµ[λ1Y(3)λ2]
νρ, (4.3)
Fµ
ν
λ1λ2λ3
ρ = c2gµ[λ1δλ2
νδλ3]
ρ + δ[λ1
νδλ2
ρKλ3]µ +
3
4
δµ
ρδ[λ1
νyλ2λ3] +
3
2
δ[λ1
νδλ2
ρyλ3]µ, (4.4)
Fµ
ν
λ1...λ4
ρ =
5
9
δµ
νδ[λ1
ρ(Y(1)λ2λ3λ4] − 2Y(2)λ2λ3λ4] − 2Y(3)λ2λ3λ4])
−
8
9
δµ
ρδ[λ1
ν(Y(1)λ2λ3λ4] − 2Y(2)λ2λ3λ4] − 2Y(3)λ2λ3λ4])
−
5
3
gµ[λ1δλ2
ν(Y(1)λ3λ4]
ρ − 2Y(2)λ3λ4]
ρ − 2Y(3)λ3λ4]
ρ)
+
5
3
gµ[λ1δλ2
ρ(Y(1)λ3λ4]
ν − 2Y(2)λ3λ4]
ν − 2Y(3)λ3λ4]
ν), (4.5)
where c1 and c2 are scalar functions, kµ is a vector, yµν , Y(1)λ1λ2λ3 , Y(2)λ1λ2λ3 , and Y(3)λ1λ2λ3 are
10
antisymmetric tensors, and Kµν is a symmetric tensor satisfying
Kµ
µ = 0. (4.6)
At this stage these tensors are independent and have no more restriction.
Next, the solution to (2.16) and (2.17) is given by
fµ
ν =
(
c0 +
3
2
mc1
)
δµ
ν +∇µk
ν , (4.7)
fµ
ν
λ1 = 0, (4.8)
fµ
ν
λ1λ2 =
1
4
c1m(gµλ1δλ2
ν − gµλ2δλ1
ν) +
1
4
δµ
ν∇λ1kλ2
+
1
2
gνρ∇[µY(1)ρλ1λ2] − g
νρ∇[µY(2)ρλ1λ2]
+
1
16
δµ
ν∇ρY(1)
ρ
λ1λ2 −
1
8
g[λ1
ν∇|ρ|Y(1)
ρ
λ2]µ, (4.9)
fµ
ν
λ1λ2λ3 = 0, (4.10)
fµ
ν
λ1...λ4 =
7
144
δµ
ν Yˆ(1)λ1...λ4 +
1
9
gµ[λ1Yˆ(1)λ2λ3λ4]
ν
−
5
72
δµ
νYˆ(2)λ1...λ4 −
4
9
gµ[λ1 Yˆ(2)λ2λ3λ4]
ν +
5
16
gµ[λ1δλ2
ν∇|ρ|Y(1)
ρ
λ3λ4], (4.11)
where c0 is a scalar function, and
Yˆ(1)λ1...λ4 ≡ ∇[λ1Y(1)λ2λ3λ4], Yˆ(2)λ1...λ4 ≡ ∇[λ1Y(2)λ2λ3λ4]. (4.12)
It turns out that c1 and c2 are constants, kµ is a Killing vector, and
mKµν = 0, ∇µKνρ = 0, (4.13)
m
(
Y(2)λ1λ2λ3 −
1
4
Y(1)λ1λ2λ3
)
= 0, m
(
Y(3)λ1λ2λ3 −
1
4
Y(1)λ1λ2λ3
)
= 0, (4.14)
∇ρY(1)
ρ
λ1λ2 = 6myλ1λ2 , ∇µyνρ = 0, (4.15)
∇µY(1)λ1...λ3 = Yˆ(1)µλ1...λ3 +
3
2
gµ[λ1∇|ρ|Y(1)
ρ
λ2λ3], (4.16)
∇µY(2)λ1...λ3 = Yˆ(2)µλ1...λ3 +
3
8
gµ[λ1∇|ρ|Y(1)
ρ
λ2λ3], (4.17)
∇µY(3)λ1...λ3 =
1
2
Yˆ(1)µλ1...λ3 − Yˆ(2)µλ1...λ3 . (4.18)
Next, using the above solutions we can give the solution to (2.18) and (2.19). It turns out
that c0 is a constant, and
m∇ρY(1)
ρ
λ2λ2 = 0. (4.19)
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From this and (4.15),
∇ρY(1)
ρ
λ2λ2 = 0, myλ1λ2 = 0. (4.20)
Therefore from (4.16)-(4.18), it turns out that Y(1)λ1...λ3 , Y(2)λ1...λ3, and Y(3)λ1...λ3 are Killing-
Yano tensors. Instead of these tensors, we introduce Yλ1λ2λ3 , Uλ1λ2λ3 and Vλ1λ2λ3 defined as
follows:
Yλ1λ2λ3 ≡ Y(1)λ1λ2λ3 , (4.21)
Uλ1λ2λ3 ≡ Y(2)λ1λ2λ3 −
1
4
Yλ1λ2λ3 , (4.22)
Vλ1λ2λ3 ≡ Y(3)λ1λ2λ3 −
1
4
Yλ1λ2λ3 + Uλ1λ2λ3 . (4.23)
These are also Killing-Yano tensors, and
mUλ1λ2λ3 = 0, mVλ1λ2λ3 = 0. (4.24)
Kµν , yµν , Yλ1λ2λ3 , Uλ1λ2λ3 , and Vλ1λ2λ3 obey
Rµ[λ1Kλ2]ν +Rν[λ1Kλ2]µ = c2(gµ[λ1Rλ2]ν + gν[λ1Rλ2]µ), (4.25)
Rρσµνy
ρσ = Ryµν , (4.26)
0 = Rµ[λ1yλ2λ3], (4.27)
Rρλ1Y
ρ
λ2λ3 = Rρ[λ1Y
ρ
λ2λ3], (4.28)
Rρσλ1λ2U
ρσ
λ3 = 0, (4.29)
Rρλ1V
ρ
λ2λ3 = 0, (4.30)
RVλ1λ2λ3 = 0. (4.31)
Then we obtain the full solution:
Fµ
νρ = δµ
νkρ + Yµ
νρ + 6Vµ
νρ, (4.32)
Fµ
ν
λ1
ρ = c1(δµ
νδλ1
ρ − δµ
ρδλ1
ν)− c2δµ
νδλ1
ρ + δµ
ρKλ1
ν , (4.33)
Fµ
ν
λ1λ2
ρ =
1
4
δµ
νYλ1λ2
ρ − δµ
νUλ1λ2
ρ − 4gµ[λ1Uλ2]
νρ
+2δµ
ρVλ1λ2
ν − δµ
νVλ1λ2
ρ − 2gµ[λ1Vλ2]
νρ, (4.34)
Fµ
ν
λ1λ2λ3
ρ = c2gµ[λ1δλ2
νδλ3]
ρ + δ[λ1
νδλ2
ρKλ3]µ +
3
4
δµ
ρδ[λ1
νyλ2λ3] +
3
2
δ[λ1
νδλ2
ρyλ3]µ, (4.35)
Fµ
ν
λ1...λ4
ρ = −
10
9
δµ
νδ[λ1
ρVλ2λ3λ4] +
16
9
δµ
ρδ[λ1
νVλ2λ3λ4]
12
+
10
3
gµ[λ1δλ2
νVλ3λ4]
ρ −
10
3
gµ[λ1δλ2
ρVλ3λ4]
ν , (4.36)
fµ
ν =
(
c0 +
3
2
mc1
)
δµ
ν +∇µk
ν , (4.37)
fµ
ν
λ1 = 0, (4.38)
fµ
ν
λ1λ2 =
1
4
c1m(gµλ1δλ2
ν − gµλ2δλ1
ν)
+
1
4
δµ
ν∇[λ1kλ2] +
1
4
gνρ∇[µYρλ1λ2] − g
νρ∇[µUρλ1λ2], (4.39)
fµ
ν
λ1λ2λ3 = 0, (4.40)
fµ
ν
λ1...λ4 =
1
32
δµ
ν∇[λ1Yλ2λ3λ4] −
5
72
δµ
ν∇[λ1Uλ2λ3λ4] −
4
9
gµ[λ1∇λ2Uλ3λ4]
ν . (4.41)
c0 gives part proportional to the unit matrix, and c1 gives part proportional to Mˆµ
ν . Since
these trivially commute with Mˆµ
ν , we set c0 = c1 = 0 in the following.
If the mass parameter m is nonzero, then
Kµν = 0, yµν = 0, Uλ1λ2λ3 = 0, Vλ1λ2λ3 = 0, (4.42)
and we are left with a constant c2, a Killing vector kµ and a Killing-Yano tensor Yλ1λ2λ3 .
Taking contraction ν = λ2 in (4.25) and symmetrizing µ and λ1 we obtain
RKµν = 4c2
(
Rµν −
1
4
Rgµν
)
. (4.43)
Therefore if Kµν = 0, c2 also vanishes unless
Rµν −
1
4
Rgµν = 0. (4.44)
5 Operators commuting with Mµ
ν for arbitrary D
In this section we make an attempt to give operators commuting with Mµ
ν for arbitrary D,
not necessarily even, extending the result for Mˆµ
ν in the previous section.
We begin with the result for massive case in the previous section, which is also a special
case of the general form for massless case:
Oµν = c2(Γµν
ρ − gµνΓ
ρ)Dρ
+gµνk
ρDρ +∇[µkν] +
1
4
gµνΓ
λ1λ2∇λ1kλ2
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+Yµν
ρDρ +
1
4
gµνΓ
λ1λ2Yλ1λ2
ρDρ
+
1
4
Γλ1λ2∇[µYνλ1λ2] +
1
32
gµνΓ
λ1...λ4∇λ1Yλ2...λ4 . (5.1)
It is not difficult to show that (5.1) satisfies (2.7), and therefore it commutes not only with
Mˆµ
ν , but also with Mµ
ν . Let us try to extend the part proportional to Yλ1λ2λ3 to arbitrary
D. For n even and 0 ≤ n ≤ D − 3, we consider the following operator constructed of a rank
n+ 3 Killing-Yano tensor Yλ1...λn+3:
O(n+3)µν ≡ (n + 2)Γ
λ1...λnYµνλ1...λn
ρDρ +
1
2
gµνΓ
λ1...λn+2Yλ1...λn+2
ρDρ
+
1
2
Γλ1...λn+2∇[µYνλ1...λn+2] +
1
4(n+ 4)
gµνΓ
λ1...λn+4∇λ1Yλ2...λn+4 . (5.2)
If we set n = −2 in the above, we obtain an extension of the part proportional to kµ in (5.1):
O(1)µν =
1
2
gµνY
ρDρ +
1
2
∇[µYν] +
1
8
gµνΓ
λ1λ2∇λ1Yλ2 , (5.3)
and it is not difficult to confirm that it commutes with Mµ
ν for arbitrary D if Yµ is a Killing
vector.
Furthermore, for 0 ≤ n ≤ D − 3, we can show the following facts by straightforward
calculation:
• O(n+3)µ
ν commutes with the mass term in Mµ
ν as long as Yλ1...λn+3 is an antisymmetric
tensor.
• [O(n+3),M ]µ
ν has no second order derivative operator as long as Yλ1...λn+3 is an antisym-
metric tensor.
• [O(n+3),M ]µ
ν has no first order derivative operator if Yλ1...λn+3 is a Killing-Yano tensor.
• [O(n+3),M ]µ
ν = 0 gives the following additional condition:
Rρλ1Y
ρ
λ2...λn+3 = Rρ[λ1Y
ρ
λ2...λn+3]. (5.4)
This is consistent with the result in the previous section. To show these facts we used (A.2)
and (A.3).
Hodge duals of Killing-Yano tensors are CCKY tensors, and if D is odd, we can also dualize
gamma matrices:
Γµ1...µp = ±
1
(D − p)!
(−1)(D−p)(D−p−1)/2ǫµ1...µDΓµp+1...µD , (5.5)
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where the overall sign in the above depends on the signature of the background metric. Using
this we can obtain the dual expression of O
(n+3)
µν . For odd D it does not give new commuting
operator, but if we extend such an expression to even D, it is not related to (5.2) and give
new operator, which is denoted by O˜
(n)
µν :
O˜(n)µ
ν =
{
Γµ
νρλ1...λn −
1
2
(D − n− 2)δµ
νΓρλ1...λn
}
Cλ1...λnDρ
+
n
2
D − n− 2
D − n + 1
{
Γµ
νλ1...λn−1 −
1
2
(D − n)δµ
νΓλ1...λn−1
}
∇ρCρλ1...λn−1 , (5.6)
where n is even and 0 ≤ n ≤ D − 1, and Cλ1...λn is CCKY tensors. If D is odd, Cλ1...λn is
proportional to the Hodge dual of Yλ1...λD−n. For even D, the range of n can be restricted to
0 ≤ n ≤ D − 4 because D − 1 and D − 3 is odd, and O˜(D−2)µ
ν vanishes. For arbitrary D we
can show the following facts:
• O˜(n)µ
ν commutes with the mass term in Mµ
ν as long as Cλ1...λn is an antisymmetric
tensor.
• [O˜(n),M ]µ
ν has no second order derivative operator as long as Cλ1...λn is an antisymmetric
tensor.
• [O˜(n),M ]µ
ν has no first order derivative operator if Cλ1...λn is a CCKY tensor.
• [O˜(n),M ]µ
ν = 0 gives the following additional condition:
Rµ[λ1Cλ2...λn+1] =
1
D − n
gµ[λ1(RCλ2...λn+1] − nR|ρ|λ2C
ρ
λ3...λn+1]), (5.7)
which is equivalent to (5.4) if D is odd.
To show these facts we used (A.7) and (A.8). Note that both (5.4) and (5.7) are satisfied
if the background geometry obeys vacuum Einstein equation, with or without cosmological
term. For n = 0, C = Cλ1...λn is a constant. Then for D = 4, O˜
(0)
µ
ν and (5.7) reproduce the
part proportional to c2 in (5.1) and (4.44).
Thus we have found that
Oµ
ν =
D−2∑
n=0,even
O(n+1)µ
ν +
D−4∑
n=0,even
O˜(n)µ
ν , (5.8)
for even D, and
Oµ
ν =
D−1∑
n=0,even
O(n+1)µ
ν , (5.9)
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for odd D commute with Mµ
ν if the conditions (5.4) and (5.7) are satisfied.
Note that O(n+1)µ
ν and O˜(n)µ
ν satisfy
ΓµO(n+1)µ
ν =
1
2
K(n+1)Γν , (5.10)
ΓµO˜(n)µ
ν = −
1
2
(D − n− 2)K˜(n)Γν , (5.11)
and
O(n+1)µ
νΓν =
1
2
ΓµK
(n+1), (5.12)
O˜(n)µ
νΓν = −
1
2
(D − n− 2)ΓµK˜
(n), (5.13)
where
K(n+1) = Γλ1...λnYλ1...λn
ρDρ +
1
2(n+ 2)
Γλ1...λn+2∇λ1Yλ2...λn+2 , (5.14)
K˜(n) = Γρλ1...λnCλ1...λnDρ +
1
2
n(D − n)
D − n + 1
Γλ1...λn−1∇ρCρλ1...λn−1 , (5.15)
are the operators commuting with the Dirac operator[2, 4]. (To be precise, Dρ is supposed
to act on Rarita-Schwinger fields.) These relations hold as long as Yλ1...λn+1 and Cλ1...λn are
antisymmetric tensors.
6 Discussion
In section 2, 3 and 4 we have considered Mˆµ
ν instead of Mµ
ν to make calculations easier.
However if we use the background field equation from the beginning we can simplify it more
as is often done in the literature: From the equations given by acting Dµ on (2.1) and by
multiplying mΓµ on (2.1), we obtain(
Rµ
ν −
1
2
δµ
νR− 2
D − 1
D − 2
m2δµ
ν
)
Γµψν = 0. (6.1)
If the background metric satisfies vacuum Einstein equation
Rµν −
1
2
gµνR + Λgµν = 0, (6.2)
then (
Λ+ 2
D − 1
D − 2
m2
)
Γµψµ = 0. (6.3)
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Unless Λ = −2D−1
D−2
m2, we obtain
Γµψµ = 0, (6.4)
and using this (2.1) can be simplified to
(ΓµDµ +m)ψν = 0. (6.5)
Conversely it is easy to show that (2.1) follows the above two equations. If Λ = −2D−1
D−2
m2,
(2.1) has a gauge symmetry δψµ = Dµǫ +
m
D−2
Γµǫ, and by imposing gauge fixing condition
Γµψµ = 0 (2.1) is reduced to (Γ
µDµ+m)ψν = 0. Thus (2.1) is reduced to ‘Dirac-like’ equation
(ΓµDµ + m)ψν = 0. Although this is not ordinary Dirac equation because the covariant
derivative acts on vector-spinors differently from spinors, the difference is not so significant, as
the first term in (2.13). This ‘Dirac-like’ equation simplifies the analysis further. However, in
general, operators commuting with this ‘Dirac-like’ operator does not directly give quantum
numbers of the solutions due to the condition Γµψµ = 0. Furthermore if we have more
nontrivial background fields such as electromagnetic field, then Einstein equation is modified
and the above argument does not hold.
In section 5, for arbitrary D we have constructed first order operators which commute with
Mµ
ν , and are constructed of odd rank Killing-Yano tensors and even rank CCKY tensors.
Although we have additional conditions (5.4) and (5.7), this situation is similar to the case of
operators commuting with the Dirac operator. Indeed our operators O(n+1)µ
ν and O˜(n)µ
ν are
related to K(n+1) and K˜(n) by (5.10)-(5.13). Especially (5.10) and (5.11) means that O(n+1)µ
ν
and O˜(n)µ
ν preserve the condition Γµψµ = 0. Therefore O
(n+1)
µ
ν and O˜(n)µ
ν are extensions of
K(n+1) and K˜(n) to the space of Rarita-Schwinger fields. In the case of the Dirac operator it is
proven that there are no other commuting operators than K(n+1) and K˜(n) [4]. It is desirable
to clarify if there is any other operator commuting with Mµ
ν . Moreover if we have two or
more odd rank Killing-Yano, or even rank CCKY tensors, it is necessary to know about the
commutativity between the operators constructed of different Killing-Yano or CCKY tensors,
or other operators commuting with Mµ
ν .
We first considered Mˆµ
ν , and in general, operators commuting with Mˆµ
ν are symmetry
operators for Mµ
ν . However a symmetry operator for Mˆµ
ν is also a symmetry operator for
Mµ
ν and vice versa. Therefore it may be helpful to use Mˆµ
ν to give general form of symmetry
operators for Mµ
ν .
Acknowledgments
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Appendix
A Killing-Yano and closed conformal Killing-Yano ten-
sors
A Killing-Yano tensor Yλ1...λn is defined as an antisymmetric tensor obeying
∇µYλ1...λn = ∇[µYλ1...λn]. (A.1)
From this equation we can show the following:
∇µ∇νYλ1...λn = −
(n + 1)
2
Rµρ[νλ1Y
ρ
λ2...λn], (A.2)
0 = Rµσ1[ν
ρY|ρ|σ2λ1...λn−2] +Rνσ1[µ
ρY|ρ|σ2λ1...λn−2] + (σ1 ↔ σ2). (A.3)
The following relations derived from the above are also useful.
RρµY
ρ
νλ1...λn−2 + (µ↔ ν) = −
1
2
(n− 2)(Rρσµ[λ1Y
ρσ
|ν|λ2...λn−2] + (µ↔ ν)), (A.4)
Rµνρ[λ1Y
ρ
λ2...λn] =
1
2
R[λ1λ2|µρY
ρ
ν|λ3...λn] −
1
2
R[λ1λ2|νρY
ρ
µ|λ3...λn]. (A.5)
A conformal Killing-Yano (CKY) tensor Cλ1...λn is defined as an antisymmetric tensor
obeying
∇µCλ1...λn = ∇[µCλ1...λn] +
n
D − n + 1
gµ[λ1∇|ρ|C
ρ
λ2...λn]. (A.6)
If Cλ1...λn is a closed conformal Killing-Yano (CCKY) tensor, the first term of the right hand
side of the above vanishes. The Hodge dual of a Killing-Yano tensor is a CCKY tensor.
A CCKY tensor satisfies the following:
∇µ∇νCλ1...λn =
n
D − n
gν[λ1
{
− R|µρ|C
ρ
λ2...λn] +
1
2
(n− 1)R|ρσµ|λ2C
ρσ
λ3...λn]
}
, (A.7)
Rµνρ[λ1C
ρ
λ2...λn] =
1
D − n
gµ[λ1
(
−R|νρ|C
ρ
λ2...λn]+
1
2
(n−1)R|λρν|λ2C
λρ
λ3...λn]
)
−(µ↔ ν). (A.8)
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B Results in a coordinate-free notation
For readers’ convenience we give our results (5.2), (5.4), (5.6), and (5.7) in the notation used
in [2, 3, 4], which is often used for analyses related to the Dirac operator. First let Y be an
odd inhomogeneous Killing-Yano form, and C be an even inhomogeneous CCKY form:
Y =
∑
n:even
1
(n+ 3)!
Yµ1µ2...µn+3dx
µ1 ∧ dxµ2 ∧ · · · ∧ dxµn+3 , (B.1)
C =
∑
n:even
1
n!
Cµ1µ2...µndx
µ1 ∧ dxµ2 ∧ · · · ∧ dxµn . (B.2)
Then (5.2) and (5.6) are expressed as follows:
∑
n:even
1
n!
O(n+3)ab =
[
−Xa−|X
b
−| +
1
2
gab(π − 1)
][
πXc−| Y∇c +
(π − 2)(π − 3)
2π
dY
]
, (B.3)
and
∑
n:even
1
n!
O˜(n)ab =
[
ea ∧ eb −
1
2
gab(D − π − 1)
]
∧
[
ec ∧ C∇c −
D − π − 3
2(D − π)
δC
]
, (B.4)
where we insert an additional factor 1
n!
which is absent in (5.8) and (5.9) to obtain simple
expressions. The condition (5.4) and (5.7) are expressed as follows:
RbaX
b
−| Y =
1
π + 1
Xa−| [Rbce
c ∧ (Xb−| Y )], (B.5)
Rabe
b ∧ C =
1
D − π + 1
ea ∧ [RC −Rbce
c ∧ (Xb−|C)]. (B.6)
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