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Resumen La planificacio´n de tareas es el punto crucial de un sistema de
tiempo real. Esta funcio´n es llevada a cabo por el planificador del sistema
operativo, disen˜ado para poder cumplir con las restricciones temporales
de las tareas a realizar, teniendo en cuenta sus valores de prioridad. Cuan-
do hay recursos compartidos por estas tareas, se puede producir el efecto
llamado inversio´n de prioridades. En este trabajo se analiza este efecto y
se evalu´an las soluciones implementadas para este problema en el Siste-
ma Operativo de Tiempo Real GNU/Linux con parche RT-PREEMPT
[1]. Adema´s, se evalu´a otro mecanismo, conocido como restauracio´n de
recursos, que no esta´ implementado en GNU/Linux.
Keywords: Planificacio´n de tareas de tiempo real, inversio´n de priori-
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1. Introduccio´n
En los sistemas de tiempo real hay tiempos esperables debidos al procesa-
miento de las instrucciones que implementan las diferentes tareas, junto con las
necesarias para las funciones del Sistema Operativo. Adema´s aparecen demoras
no previstas que afectan el funcionamiento de estos sistemas en tiempo real [2]:
1. El bloqueo debido a inversio´n de prioridades.
2. La demora del proceso debido a la concurrencia.
3. Secciones de co´digo no interrumpible.
En el presente trabajo se describe el problema de inversio´n de prioridades,
se analizan los me´todos existentes para mitigar las demoras que surgen. Entre
estos me´todos se encuentran:
1. Herencia de prioridades
2. Techo de prioridades
3. Restauracio´n de recursos
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Un sistema de tiempo real debe realizar funciones de diferente grado de cri-
ticidad. Por ello es conveniente que estas funciones este´n a cargo de diferentes
tareas. Las mismas tendra´n distintas prioridades de tal manera que si no pueden
cumplirse los requerimientos temporales de todas las tareas, se dejen de cum-
plir las que implementan funciones de menor grado de criticidad. Una manera
de lograr esto es usar prioridades fijas de ejecucio´n para cada tarea, a ser te-
nidas en cuenta por el planificador. Tambie´n es comu´n que entre dichas tareas
se comparta un recurso, por ejemplo un buffer, cuyo acceso por las tareas que
lo comparten debe ser sincronizado, empleando una proteccio´n sobre el recurso,
por ejemplo un sema´foro. De esta manera, mientras una tarea accede a la regio´n
cr´ıtica, las dema´s tareas que tengan que acceder quedan bloqueadas en su in-
tento por acceder a la regio´n cr´ıtica. Si las tareas que quedan demoradas tienen
una prioridad mayor que la que esta´ dentro de la regio´n cr´ıtica, nos encontramos
con que se produce una inversio´n de prioridades. Si el sistema operativo usa un
planificador apropiativo, esta situacio´n se ve agravada si la tarea que esta´ en la
regio´n cr´ıtica, es desalojada del uso de CPU por una tarea de prioridad inter-
media. Si se prolonga la situacio´n de no acceso a la CPU por el proceso de baja
prioridad que esta´ en la seccio´n cr´ıtica, la demora por la inversio´n de prioridades
puede llegar a ser indeterminada. Esta situacio´n debe ser evaluada en el caso del
test de factibilidad de planificacio´n, que verifica que se cumplan los plazos de
todas las tareas [3] [4].
El tiempo de respuesta ma´ximo de una tarea de alta prioridad cuando una
tarea de menor prioridad esta lista para ser ejecutada esta´ dada por la Ec. 1.
R = C +B + I (1)
Donde C es el peor caso de tiempo de ejecucio´n de la tarea, B es el tiempo
de bloqueo e I es la ma´xima interferencia que sufre la tarea en su ejecucio´n.
El tiempo de bloqueo B sera´ la suma de los tiempos ma´ximos de ejecucio´n de
cada uno de los tiempos de ejecucio´n de aquellas tareas que comparten el mismo
recurso.
Las tareas se implementan en GNU/Linux a trave´s de threads por los que
nos referiremos a ellas de esta forma.
2. Mecanismos para mitigar la inversio´n
El bloqueo en cualquiera de los mecanismos, comienza en el momento en que
el thread quiere acceder a la regio´n cr´ıtica haciendo uso de la primitiva lock. Con
lo cual el tiempo de lock es el tiempo de bloqueo que sufren los threads antes de
poder hacer uso del recurso compartido. En las siguientes secciones se describe
los me´todos de mitigacio´n del problema de inversio´n de prioridades que intentan
reducir e´ste tiempo de bloqueo.
2.1. Techo y herencia de prioridades
La solucio´n denominada herencia de prioridad propone disminuir el tiempo
de bloqueo debido a la inversio´n de prioridades elevando la prioridad del thread
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con un lock en un recurso compartido al ma´ximo de las prioridades de los threads
que este´n esperando el recurso. De esta manera la demora se reduce al tiempo
de ejecucio´n de la seccio´n cr´ıtica del thread de baja prioridad. La idea de este
protocolo consiste en que cuando un thread bloquea indirectamente a threads de
ma´s alta prioridad, la prioridad original es ignorada y ejecuta la seccio´n cr´ıtica
correspondiente con la prioridad ma´s alta de los threads que esta´ bloqueando [3]
[5].
La solucio´n denominada techo de prioridad es un me´todo que disminuye el
tiempo de bloque debido a la inversio´n de prioridades mediante la asignacio´n
predefinida de un techo de prioridad a cada recurso, de manera similar a la solu-
cio´n de herencia. Cuando un thread adquiere un recurso compartido, la prioridad
de este thread se eleva temporalmente al techo de prioridad del mencionado re-
curso. El techo de prioridad debe ser ma´s alto que la prioridad de todos los
threads que puedan acceder al recurso compartido. De esta forma, cuando un
thread se esta´ ejecutando con el techo de prioridad de un recurso, el procesador
no podra´ ser apropiado por otro thread que quiera acceder al mismo recurso,
puesto que todos tendra´n menor prioridad [5].
2.2. Copia y restauracio´n
La idea fundamental de esta solucio´n reside en la generacio´n de copias del
recurso compartido manteniendo el estado de quie´n es realmente el duen˜o del
recurso (thread de mayor prioridad). De esta forma se logra que procesos de
mayor prioridad no incurran en esperas innecesarias evitando as´ı la inversio´n de
prioridades. Se tomo´ como base la propuesta planteada por Tarek Helmy y Syed
S. Jafri en [6]. All´ı se plantea un sistema para evitar la inversio´n de prioridades
basado en la copia y restauracio´n de recursos. Cuando un thread quiere acceder
a un recurso, si el thread es considerado de alta prioridad se le da el recurso real
para que trabaje, mientras que si el thread es considerado de baja prioridad lo
que se le da para que trabaje es una copia del recurso.
En caso que el recurso este´ siendo usado por un thread de baja prioridad y
un thread de alta prioridad lo requiera, se le indica al thread de baja prioridad
que le ha sido revocado el uso del recurso. El thread de baja prioridad verifica
sistema´ticamente si el recurso que posee le fue revocado y en caso de que esto
haya pasado, se restaura el recurso y se elimina el thread de baja prioridad,
permitie´ndole al thread de alta prioridad acceder al mismo.
Para implementar este mecanismo los autores introducen una capa inter-
media entre los threads y el programa principal. Esta capa es la encargada de
realizar el desalojo y la finalizacio´n de los threads de baja prioridad cuyo recurso
ha sido revocado. Adema´s, los threads deben ser modificados para que perio´di-
camente realicen el chequeo del recurso asignado y auto determinen si deben ser
finalizados [7] [8] [9].
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3. Casos de prueba
Utilizando GNU/Linux con parche RT-PREEMPT [1] se llevaron a cabo una
serie de pruebas para probar en situaciones de carga los distintos mecanismos
para mitigar la inversio´n de prioridades: herencia de prioridades, techo de prio-
ridades y restauracio´n de recursos.
Se realizo´ la ejecucio´n de cuatro casos diferentes (no hacer nada para evitar
la inversio´n de prioridad, herencia de prioridades, techo de prioridades y res-
tauracio´n de recursos). Para cada uno de estos cuatro casos se realizaron 1.000
ejecuciones y se calcularon los estad´ısticos ba´sicos (media aritme´tica y desv´ıo
esta´ndar), tanto del tiempo de lock como de unlock del thread de ma´xima prio-
ridad.
3.1. Desarrollo para la experimentacio´n de restauracio´n de recursos
La te´cnica aqu´ı presentada sigue los principios fundamentales del trabajo [6].
Plantea cambios que hara´n posible su implementacio´n como una biblioteca en
lenguaje C que sea utilizable en GNU/Linux con parche RT-PREEMPT.
Se describe el comportamiento al intentar acceder al recurso (lock) y al dejar
de usar el recurso (unlock).
Cuando un thread quiere acceder al recurso, si el mismo esta´ libre o esta´ sien-
do utilizado por un recurso de menor prioridad, se genera una copia del recurso y
se le indica al thread que trabaje con esta copia como si fuera el recurso original.
En caso que el recurso esta´ siendo utilizado por un thread de mayor o igual prio-
ridad que el thread que hace el requerimiento, este se lo bloquea manteniendo el
orden por prioridad en la cola de espera por el recurso.
Cuando un thread deja de usar el recurso debe liberarlo. Este proceso consiste
en verificar si el thread tiene el acceso exclusivo al recurso o el mismo le fue
entregado a otro de mayor prioridad. Si el thread es el actual poseedor o duen˜o
del recurso entonces se actualiza el recurso real utilizando la copia que posea
el thread, en caso contrario la copia es descartada. Se le indica al thread si la
liberacio´n del recurso fue va´lida o no. Adema´s, en caso de que la liberacio´n haya
sido exitosa, se despierta al thread con mayor prioridad que este´ esperando por
el recurso si es que los hay.
La biblioteca consta de una estructura de datos que representa al recurso
y contiene toda la informacio´n para la administracio´n del mismo. Adema´s se
proveen las funciones necesarias para la administracio´n del recurso.
3.2. Primitivas de restauracio´n de recursos
La implementacio´n provee cuatro primitivas para la administracio´n del re-
curso.
1. Inicializacio´n del recurso.
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El me´todo dado para realizar la inicializacio´n del recurso toma como para´me-
tros un puntero a la estructura del recuso que quiere ser inicializada, el pun-
tero al recurso real a administrar y el puntero a la funcio´n de que debe usarse
para generar las copias del recurso.
La inicializacio´n consiste en asignacio´n de los valores correctos a la estruc-
tura de recurso. Se fija como recurso original y actual el valor indicado por
el puntero al recurso real, se guarda el puntero de la funcio´n de copia, se
inicializa la lista de colas de esperas y se indica que el recurso no tiene
duen˜o.
Luego de la inicializacio´n, los threads pueden utilizar las funciones para el
acceso al recurso.
2. Bloqueo del recurso (lock).
Esta funcio´n recibe un puntero al recurso al cual se quiere acceder y cuando
se concede el acceso se devuelve el puntero a una copia.
Esta funcio´n es bloqueante ya que si el recurso esta´ siendo utilizado por un
thread de mayor prioridad, el thread sera´ puesto en una cola de espera para
acceder al recurso ma´s adelante.
El bloqueo del recurso consiste en:
a) Si el recurso esta´ siendo usado por un thread de mayor o igual prioridad
que e´l, se coloca al thread en la cola de espera de su prioridad.
b) Cuando el recurso esta´ siendo usado por un thread de menor prioridad
o esta´ libre: se genera una copia del recurso actual, se asigna al thread
llamador como duen˜o del thread y se le devuelve el puntero a la copia
para que el thread lo use.
3. Liberacio´n del recurso (unlock).
Cuando un thread deja de usar un recurso debe proceder a liberarlo. Esta
funcio´n recibe como para´metro el puntero al recurso a ser liberado y la copia
del recurso utilizado por el thread. La funcio´n retorna un valor indicando si
la liberacio´n fue exitosa o no.
Tambie´n se verifica que el proceso que esta´ liberando el recurso sea el actual
duen˜o del mismo. En caso de que esto sea as´ı, se reemplaza el recurso real
dentro del recurso por la copia que le hab´ıa sido dada al thread. Luego, se
despierta al siguiente thread que este´ esperando por el recurso y se le indica
al proceso llamador que el recurso fue liberado de forma exitosa. En caso
contrario, se descarta la copia y se le indica al proceso que la liberacio´n no
fue exitosa, por lo que debera´ volver a adquirir el recurso.
4. Destruccio´n del recurso.
Esta´ operacio´n deshace la estructura de control utilizada para la adminis-
tracio´n del recurso. La funcio´n recibe como para´metro el puntero al recurso
a liberar. El valor de retorno de la funcio´n es un puntero al recurso real.
3.3. Caso con inversio´n, herencia y techo de prioridades
Se ejecuto´ en cada uno de los tres casos un programa con 20 threads que se
repitio´ mil veces. Dichos threads ten´ıan las prioridades asignadas de la siguiente
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forma: uno de ellos con una prioridad mayor a todos los dema´s, 18 con una
prioridad intermedia y el restante con una prioridad menor a todos los dema´s.
Durante la ejecucio´n del programa se forzo´ la inversio´n mediante mecanismos
de sincronizacio´n para evaluar las diferentes te´cnicas para mitigar. El thread de
menor prioridad le aviso´ al de mayor prioridad que pod´ıa ejecutarse una vez que
este hab´ıa hecho el lock. Luego, el thread de mayor prioridad le aviso´ a todos
los intermedios que pod´ıan ejecutarse y realizo´ a continuacio´n el lock.
3.4. Caso de copia y restauracio´n de recursos
Se ejecuto´ un programa con 20 threads que de manera ordenada y de menor
a mayor prioridad van solicitando el acceso a un recurso compartido. Este pro-
grama tambie´n se repitio´ su ejecucio´n mil veces como en los tres casos anteriores.
Cada uno despue´s de hacer el lock le avisa al de siguiente prioridad que ya puede
hacerlo. La implementacio´n de las primitivas de lock y unlock se llevan a cabo
mediante un biblioteca en espacio de usuario como se explico´ anteriormente.
4. Resultados
4.1. Demoras de las primitivas lock y unlock para thread de mayor
prioridad
La aplicacio´n realizada para observar el feno´meno de la inversio´n de prioridad
se ejecuto´ sobre un kernel Linux 3.2 con el parche RT-PREEMPT [1] en un dual-
core con hyper threading. La ejecucio´n en ma´s de un core revela diferencias con
la ejecucio´n en un solo core, debido a la posibilidad que se agrega al poder tener
threads de alta y baja prioridad corriendo simulta´neamente (aunque esto no es
objeto de estudio de este trabajo). Los mecanismos para mitigar la inversio´n de
prioridades fueron disen˜ados originalmente para los sistemas monocore.
En el cuadro 1 pueden apreciarse los tiempos de promedio de las primitivas
lock y unlock del thread de mayor prioridad de cada uno de los casos. De igual
manera en el cuadro 2 pueden apreciarse los desv´ıos esta´ndar de las primitivas
lock y unlock del thread de mayor prioridad.
Inversio´n Herencia Techo Restauracio´n de recursos
lock 41.430.000.000 4.126.000.000 4.119.000.000 2.621
unlock 1.518 3.126 2.110 7.260
Cuadro 1. Media de los tiempos de las primitivas lock y unlock para el thread de
mayor prioridad, expresados en nanosegundos.
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Inversio´n Herencia Techo Restauracio´n de recursos
lock 526.835.662 (1,27 %) 24.830.764 (0,6 %) 22.327.248 (0,54 %) 1583,243 (60,4 %)
unlock 1060,712 (69,87 %) 499,656 (15,98 %) 295,6587 (14,01 %) 2208,688 (39,42 %)
Cuadro 2. Desv´ıo esta´ndar de los tiempos de las primitivas lock y unlock para el
thread de mayor prioridad, expresados en nanosegundos. Entre pare´ntesis aparece el
porcentaje que representa el desv´ıo respecto de la media.
5. Conclusiones y l´ıneas futuras
Podemos observar que en el caso de que se produce la inversio´n y no se
aplica ningu´n me´todo para mitigarla, el tiempo requerido para realizar el lock
es un orden de magnitud ma´s grande en promedio que los casos de techo y
herencia de prioridad. Esta cuestio´n es coherente con el hecho de que la espera
del lock requiere la liberacio´n del recurso compartido por parte de todos los
dema´s threads de prioridad intermedia.
Para los casos de techo y herencia de prioridad, se puede observar que la
media de ambos es similar ya que las tareas a realizar por el planificador son
equivalentes. Por otro lado el tiempo de unlock es comparable por las mismas
razones. El desv´ıo esta´ndar esta´ por debajo del uno por ciento, cosa que muestra
que los tiempos de interferencia as´ı como el mecanismo para mitigar la inversio´n
no son significativos en el resultado. Hay que tener en cuenta que en el tiempo de
lock esta´ incluido el tiempo de ejecucio´n que el thread de baja prioridad requiere
para terminar la ejecucio´n de su seccio´n cr´ıtica.
Para el caso de restauracio´n de recursos, se ve claramente que hay una ventaja
clara en el tiempo de bloqueo. Este tiempo es insignificante en relacio´n a lo
que es techo y herencia, esto es debido a que no existe demora en el acceso al
recurso compartido por parte del thread de mayor prioridad ya que los de menor
prioridad trabajan sobre una copia diferente. Hay que tener en cuenta que este
mecanismo tiene una dependencia del taman˜o que tenga el recurso compartido
ya que este debe ser copiado durante la ejecucio´n del lock y restaurado durante
la ejecucio´n del unlock. Para las pruebas realizadas el recurso compartido era
un espacio de memoria muy pequen˜o. El desv´ıo esta´ndar es proporcionalmente
mucho ma´s grande que en los casos anteriores debido a que los valores de las
primitivas lock y unlock son muy pequen˜os. La u´nica demora que tienen es la
provocada por la generacio´n de la copia y actualizacio´n del estado del recurso.
Este es el punto donde se podra´ producir una inversio´n de prioridades, mientras
se tiene el lock del recurso global. Para mitigar esto se reduce la seccio´n cr´ıtica
al mı´nimo y se usa herencia de prioridades en este lock.
La te´cnica aqu´ı propuesta tiene ciertas desventajas entre las cuales tenemos:
Solo admite recursos que se puedan copiar: al necesitar realizar copias de
los recursos, el tipo de recursos que pueden utilizarse con esta te´cnica se ve
limitado. Esto se debe a que no todos los recursos admiten copias de s´ı mismos,
es necesario que exista una funcio´n que pueda generar una copia del recurso para
poder aplicar esta te´cnica. Archivos y sockets son ejemplos de recurso que no
podra´n utilizarse con esta te´cnica.
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El acceso al recurso implica el copiado del mismo. El tiempo que tarda en
realizarse dicha copia puede ser intolerable. Adema´s, debe analizarse el taman˜o
que pueden ocupar las copias de los recursos.
Otra desventaja de esta te´cnica es que no es transparente al programador.
Los programadores deben proveer las funciones de copiado para los distintos
recursos.
Una limitacio´n de esta te´cnica es que no permite el bloqueo anidado de recur-
sos de forma transparente sino que queda en manos del programador lograr que
el comportamiento en un anidamiento de recursos sea sema´nticamente correcto.
Por u´ltimo, tambie´n hay que tener en cuenta que pueden existir salidas en los
threads (de baja prioridad) de la seccio´n cr´ıtica fallidas (unlock) que implican
realizar co´mputo nuevamente.
Como l´ıneas futuras de investigacio´n se propone analizar el protocolo de
restauracio´n de recursos discriminando entre bloqueos de lectura y bloqueos de
lectura/escritura para as´ı de esta forma evitar situaciones de copia innecesarias
[2].
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