We report on the results of intensive ultraviolet spectral monitoring of the Seyfert 1 galaxy NGC 3783. The nucleus of NGC 3783 was observed with the International Ultraviolet Explorer satellite on a regular basis for a total of 7 months, once every 4 days for the first 172 days and once every other day for the final 50 days. Significant variability was observed in both continuum and emission-line fluxes. The light curves for the continuum fluxes exhibited two well-defined local minima or "dips," the first lasting 5 2 0 days and the second 5 4 days, with additional episodes of relatively rapid flickering of approximately the same amplitude. As in the case of NGC 5548 (the only other Seyfert galaxy that has been the subject of such an intensive, sustained monitoring effort), the largest continuum variations were seen at the shortest wavelengths, so that the continuum became "harder" when brighter. The variations in the continuum occurred simultaneously at all wave- 
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This contribution is the fdth in a series in which we report on campaigns to explore the central regions of active galactic nuclei (AGNs) through intensive observations of variability in the continuum and emission-line fluxes. It has long been realized that the relationship between line and continuum flux variations can be a powerful tool in unraveling the structure and physical conditions in the broad-line regions (BLRs) in AGNs (e.g., Peterson 1993 and references therein) . At any given position in the BLR, the emission-line flux at some time t is a reflection of the continuum at some previous time t -z, where z is set by the light-travel time to that position. The emissionline light curve L(t) over the entire BLR is usually assumed to be given by convolution of the continuum light curve C(t) with a transfer function Y(t), i.e., where Y(2) is determined by the emissivity-weighted geometrical distribution of the line-emitting gas (Blandford & McKee 1982) . Given data of high signal-to-noise ratio (S/N), which cover a long enough time interval with sufficiently dense sampling, one can invert the problem and solve for Y(z) and thus begin to build observationally constrained spatial models of the BLR. Needless to say, obtaining data which fulfill all of these requirements has proved to be an enormously difficult challenge.
One exceptional data set which meets all of these requirements has been obtained for the Seyfert galaxy NGC 5548. This AGN was monitored for 8 months from 1988 December to 1989 August, both in the ultraviolet with the International Ultraviolet Explorer (IUE) at 4 day intervals (Clavel et al. 1991, hereafter Paper I) and in the optical by a large ground-based consortium on an almost daily basis (Peterson et al. 1991, hereafter Paper 11; Dietrich et al. 1993 , hereafter Paper IV). Optical observations have continued since the end of the IUE monitoring, and the data obtained through 1990 October have been published (Peterson et al. 1992, hereafter Paper 111) . During the period of intensive IUE monitoring, the continuum and line fluxes showed marked variability, which was clearly resolved over the timescale of the observations. The variations in the optical continuum closely tracked those in the ultraviolet, with no measurable time delay (At < 2 days). The largest amplitudes were seen at the shortest wavelengths, so that the continuum became measurably " harder " when brighter. The light curves of the emission lines resembled those of the continuum, after allowances for time delays, or lags, which ranged from essentially zero (N v 11240, He 11 11640) to longer than which the highest ionization lines showed both the largest fractional amplitudes of variability and the shortest time lags. There was also some indication that the variations at the highest velocities (I Av I > 3000 km s-') in C IV 11549 systematically led those in the line "cores" . Finally, the time lags derived for separate continuum "events" differed among themselves, and from the time lags derived from the data set as a whole (Netzer & Maoz 1990) .
Further discussion and interpretation of these results can be found in a number of subsequent papers (e.g., Crenshaw & Blackwell 1990; Horne, Welsh, & Peterson 1991; Krolik et al. 1991; Collin-Souffrin 1991; Courvoisier & Clavel 1991; Ferland et al. 1992; Pogge & Peterson 1992; Maoz et al. 1993) . It is clear that the implications of these data are not yet fully understood. However, it seems fairly safe to conclude that the BLR in NGC 5548 is stratified; that is, the response from the higher ionization lines (e.g., N v, C IV, He 11) occurs primarily in regions very close to the continuum source, and the response from the lower ionization lines (e.g., C 1111 11909, HP, Mg 11, Fe 11, the Balmer continuum) is highest in regions farther away from the central source.
A number of other AGNs have also been monitored at optical and UV wavelengths (reviewed by Peterson 1993) , but no other source has been the subject of such an intensive, sustained multiwavelength effort. Unfortunately, there is no way of knowing how typical NGC 5548 is of AGNs in general. Most models of the central regions of these sources are not spherically symmetric, and observations of a single source at a single inclination are bound to be incomplete if not misleading.
For these reasons, we have carried out a campaign to monitor intensively a second AGN, the bright, southern Seyfert galaxy NGC 3783. NGC 3783 was chosen because it has a well-documented history of strong UV (Barr, Willis, & Wilson 1983; Chapman, Geller, & Huchra 1985; Marshall, Warwick, & Pounds 1981; Koratkar & Gaskell 1991) , optical (Menzies & Feast 1983; de Ruiter & Lub 1986; Stirpe, de Bruyn, & van Groningen 1988; Evans 1989; Winge et al. 1992) , infrared (Glass 1992) , and X-ray variability (Marshall et al. 1981; McHardy 1988) over timescales as short as 1 week or less. NGC 3783 has prominent broad lines, is bright enough (m, x 13 mag) that data of high quality can be obtained in reasonably short integrations, lies far enough above the ecliptic plane that it can be observed continuously with IUE for a long period of time, and has a narrow-line region which is not significantly extended (e.g., Winge et al. 1992 ). The stellar contribution from the host galaxy (a barred spiral; de Vaucouleurs, de Vaucouleurs, & Corwin 1976) to the nuclear optical continuum is also relatively low (e.g., Winge et al. 1992 ). Finally, the redshift of NGC 3783 (z = 0.0097) is high enough to allow at least a partial separation of the broad Lya emission from the geocoronal feature in IUE spectra.
Other notable properties of NGC 3783 are that its radio emission is unresolved (Unger et al. 1987) and that its X-ray spectrum shows complex and variable absorption at low energies (e.g., Turner et al. 1993) . Radio fluxes have been reported by Ulvestad & Wilson (1984) and by Unger et al. (1987) .
In this paper, we present results from our IUE observations. Further discussion of coordinated observations at other wavelengths will be presented elsewhere (Alloin et al. 1994; Stirpe et al. 1994 hereafter Paper VI), as well as additional analysis and interpretation of these data. Our observations are discussed in 8 2. In 8 3 we describe the reduction and measurement of the data. Our results are discussed in 8 4 and summarized in 8 5.
Many of the details on the data analysis and measurement are provided in several appendices to this paper; these are intended to supplement the information provided in Paper I and in 8 3 of this paper.
OBSERVATIONS

IUE Observations
The nucleus of NGC 3783 was observed with IUE at a total of 69 separate epochs between 1991 December 21 and 1992
July 29, in the low-dispersion mode (resolution 5-8 A) and through the large (10" x 20") apertures. A total of 118 shortwavelength (SWP, 1150 (SWP, -1980 A) and 83 long-wavelength (LWP, 1950-330 A) camera exposures were obtained. (For descriptions of the IUE instruments and their performance see Boggess et al. 1978a, b; Faelker, Gordon, & Sandford 1987.) An observing log of the exposures is given in Table 1 . Each epoch lasted about 4 hr, except for eight epochs of about 8 hr each. As in the NGC 5548 campaign, the exposure times were chosen to optimize the exposures in the peaks of the strong emission lines. Typically, two SWP exposures and one LWP exposure were obtained during each 4 hr epoch. During the 8 hr epochs we were able to obtain multiple exposures in each camera in order to provide checks on the repeatability and systematic uncertainties of the data.
The observations can be separated into two time intervals of different sampling rate. During the first interval ( December 21-1992 June lo), 45 epochs with an average spacing of 4.0 days were obtained. Beginning on 1992 June 10, the observing frequency was doubled, and an additional 24 epochs of average spacing 2.0 days were obtained. Within each interval, the density of epochs was nearly uniform. The spacing of the epochs was decreased in order to allow us to probe the response of the BLR to changes in the continuum over shorter timescales than was possible with NGC 5548.
Care was taken to center the nucleus of NGC 3783 accurately within the aperture, by "locking" the target at the reference point of the Fine Error Sensor (FES) star tracker before moving the target to the aperture. At some epochs, however, this was not possible, due to very high FES background (see below) such that the counts from the target could not be measured. For these epochs, the observations were done as "blind offsets" relative to a nearby bright reference star. The position of the guide star was subsequently used to check the centering of the target. For only two observations was the target not well centered within the aperture: on 1992 January 6 (SWP 43556) and on 1992 January 22 (SWP 43716). Comparison of the flux level of SWP 43556 with that of SWP 43557 (a well-centered image obtained 1 hr later) indicates that -36.3% of the flux at all wavelengths was lost from SWP 43556. We have therefore not included this spectrum in our analysis. Contour plots of the image from SWP 43726, and the agreement between the resulting wavelength scale and those of other images, indicate that NGC 3783 was still well within the aperture in both the long and the short dimensions, and that virtually no light was lost from this exposure.
The FFS star tracker can also be used to measure broadband optical fluxes (Holm & Crabb 1979; Barylak, Wasatonic, & Imhoff 1984) . Its response curve extends over 4000-7000 A, with an effective wavelength of -5000 A for an AGN-type spectrum. In the " overlap" tracking mode used for our observations, the equivalent aperture of the FES is 12" x 12". Hence the underlying stellar population of NGC 3783 contributes significantly to the FES count rates. Table 1 lists the total (source plus background) and background counts observed by the FES for each observation. Since early 1991, the FES has shown a sharply increased background of scattered light (Teays 1991; Carini 1991) , which is strongly dependent on the spacecraft B angle (measured between the target and the antisolar point) and has also varied substantially over both long and short timescales (e.g., Weinstein & Carini 1992b) . At some /? angles this background can be in excess of 700 counts, far greater than the -70 counts expected from NGC 3783. Accurate determination of both total and background FES counts was therefore of critical importance. During these observations, whenever possible we measured the FES counts at the FES reference point, first measuring the total counts with the target at the reference point, and next the background counts after the target had been moved to within the aperture. The counts given represent average readings over typically 300-500 samples. At some epochs, however, it was not possible to obtain a separate background measurement at the reference point. Instead, the FES count rate was monitored as the target was moved, until a drop in count rates was seen as the target entered the aperture. Although this method gives comparable results (Weinstein & Carini 1992a) , the counts from the second method were averaged over far fewer samples and hence are less accurate. We have therefore not used these measurements in determining an FES light curve. Finally, for some spacecraft roll angles it was not possible to measure the FES background at all, because of a bright nearby star which was near the reference point when NGC 3783 was within the long-wavelength large aperture. Table 1 also lists the net FES counts from NGC 3783, after subtraction of the background count rate. Uncertainties were derived according to the procedure discussed in Appendix A, and are the sum in quadrature of the total and background count uncertainties. Net FES counts are given only for the epochs when accurate FES backgrounds could be obtained.
HST FOS Observations
NGC 3783 was observed using the Faint Object Spectrograph (FOS) on the Hubble Space Telescope on 1992 July 27, as part of a complementary multiwavelength "World Astronomy Days" program that will be described elsewhere (Alloin et al. 1994) . The nucleus of the galaxy was acquired and centered in the l' !O aperture on the blue side of the FOS with a binary search. A 2100 s exposure comprised of eight separate readouts was obtained with grating G190H, followed by two 1800 s exposures each comprised of seven separate readouts 3.1. Methods of Analysis As in the NGC 5548 analysis (Paper I), we have used two independent methods to reduce the ultraviolet spectra and to measure the emission-line and continuum fluxes in order to test the robustness of the measurements and their uncertainties. In the first method, emission-line and continuum fluxes were derived by summing the spectral fluxes from the standard processing over various intervals. The second method used Gaussian extraction and model-fitting techniques similar to those employed in Paper I. For brevity, we shall hereafter use the term SIPS to refer to the first method, and the term GEX to refer to the second.
Both the SIPS and the GEX methods relied on the analysis of the FOS spectrum, the SIPS method for the identification of line-free continuum intervals and the GEX method for definition of the fitted models. The FOS data over the range 1160- absorption. A more complete description of the analysis is given in Appendix B. Best-fit values for the FOS continuum parameters are summarized in Table 2 . The individual fit components are given in Table 3 for the emission lines and in Table  4 for the absorption lines. We emphasize that the model is intended solely as a convenient description of the data, to be used in fitting the I U E spectra to determine emission-line and continuum fluxes; we do not necessarily attach physical significance to any of the individual components.
In the SIPS method, continuum fluxes were measured in three relatively line-free bands, as determined from the FOS spectra. Emission-line fluxes were measured by direct integration above the continuum, which was (except for Si 1111 + C 1111) defined as the straight line passing through two "line-free" bands adjacent to the emission line. Uncertainties for the continuum and emission-line fluxes were derived by computing the standard deviations about the mean fluxes for those epochs with two or more useful exposures. Further details concerning the SIPS method are given in Appendix C.
The second method applied an optimizing extraction method, the modified Gaussian extraction (GEX) technique, to the two-dimensional data, in order to enhance the signal-tonoise ratio and thereby bring out the weaker emission lines. Details of the extraction process are given in Appendix D. Continuum and emission-line fluxes were then derived from multicomponent, least-squares fits to the GEX-extracted spectra. GEX continuum fluxes were measured over the same three bands as for the SIPS fluxes. The template for fitting the SWP spectra was based, with some modification, on the fit obtained for the FOS spectra. In particular, no corrections for reddening were included, as the SWP spectra over the bandpass of the fits (1250-1950 A) were adequately fitted by a single power law with no extinction correction. The template for fitting the LWP spectra was based on theoretical calculations, and consisted of a power law, plus a synthetic Fe 11 emission spectrum from Netzer & Wills (1983) , plus Gaussian components for the emission and absorption lines. The synthetic Fe 11 spectrum was convolved with a profile matching the C IV emission line, and additional broad Gaussians were added at 2541, 2815, and 2994 A to match the data. Further details concerning the spectral fitting of the GEX-extracted spectra are given in Appendix E. Uncertainties in the fitted parameters were derived from the error matrices for each fit (Appendix F).
We note that the GEX power-law fits to the underlying pseudocontinua will still include some contribution from Balmer continuum emission. The difference between the flux in the underlying LWP pseudocontinuum and the integrated flux at 2700 A suggests that about a third of the integrated flux may be due to Fe 11 and Balmer continuum, as was found for NGC 5548 (Wamsteker et al. 1990; Maoz et al. 1993) . Note also that the GEX fits to the Lya profiles were determined
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almost entirely by the peak and the red wing of the line. The fitting procedure makes a partial, but not complete, correction for the flux lost due to neutral hydrogen absorption in our own Galaxy. We estimate that full correction for this absorption would require an increase of 20%-30% in the fitted Lya fluxes. ...
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The SIPS and GEX continuum fluxes at 1460 and 1835 A, the SWP frequency spectral index a, (where F , a v-"3, and the SIPS and GEX fluxes for the Lya A1216 + N v A1240 blend and the C IV A1549 emission line are listed in Table 5 , together with their estimated uncertainties. Note that no attempt has been made to remove the contribution of the many blended low-contrast Fe 11 lines and Balmer continuum emission (Wills, Netzer, & Wills 1985) , so that the values listed for a, somewhat overestimate the true spectral index of the continuum emission. The SIPS and GEX fluxes and uncertainties for the weaker SWP emission lines and blends are listed in Table 6 . Table 7 lists the 2700 A integrated continuum and Mg II A2798 emission-line SIPS and GEX fluxes and uncertainties, as well as the GEX-derived estimates of the fitted power-law fluxes at 2700 A (F,,,,,,,) and their uncertainties. For all three tables, fluxes for epochs with two or more adequately exposed spectra (as defined in Appendix C) represent the weighted averages over the exposures. The Julian Dates and times of the midpoints of the corresponding exposures are also given in all three tables. For epochs where fluxes from more than one exposure have been averaged, the values given correspond to the midpoints of the time intervals spanned by the individual exposures.
Comparison of Results from the Two Methods
To compare results of the SIPS and GEX measurement procedures, we have performed linear regression analyses (Press & Teukolsky 1992 ) between the SIPS and GEX fluxes. These results are summarized in Table 8 . For each fit the slope and intercept for the best linear fit are given, as well as the linear correlation coefficient r, the minimum reduced I;, and the corresponding probability P(X;) that a correct model would give a value equal to or larger than the observed X$ The correlations are highly significant in each case, with the exception of the Si IV + 0 IV] feature, and the probabilities for the linear fits are all of order 30% or higher. The values of the slopes for C IV and the continuum fluxes are all close to unity, and the intercepts are zero to within the uncertainties. We note the following :
SIPS
GEX GEX
SIPS
1. The SIPS and GEX continuum fluxes in all three bandpasses and the C IV emission-line fluxes are extremely well correlated, and agree for the most part to within the uncertainties. There is a slight tendency for the SIPS continuum fluxes to be a few percent higher than the GEX fluxes, with the largest overall difference occurring in the 2700 A continuum band.
2. The SIPS fluxes in the Lyu + N v blend fall substantially below the GEX fluxes. This is easily understood, as the GEX fluxes contain contributions from the blue wing of the line and the SIPS fluxes are not corrected for these.
3. While the C IV line fluxes from the two methods are in good agreement, as expected for such a strong and relatively well-isolated emission-line, the weaker SWP lines are not as well correlated. Nevertheless, the agreement between the two methods is still fairly good. There is a tendency for the SIPS values of the weaker lines to fall systematically below the GEX values for higher line fluxes. It appears that this may be in part due to the slightly higher SIPS continuum fluxes, which will have a correspondingly greater effect on the weaker emission lines. For the He 11 + 0 1111 feature, the trend may be due in part to blending with the red wing of C IV, which is treated differently by the two methods. For the Si 1111 + C 1111 feature, some part of the trend might be caused by the different extrapolations of the underlying continuum, coupled with the observed correlation between spectral slope and brightness (see 4. The GEX Mg 11 fluxes fall well below the values determined by SIPS, owing to the fact that the two methods attribute different amounts of the broad spectral " bump " at --2800 A to Mg 11. The GEX-derived values include no flux from this bump (the LWP fitting template attributes it almost entirely to Fe II), whereas the SIPS values include essentially all of this flux. We estimate that the flux in the broad bump typically makes up about 30%-50% of the SIPS-derived Mg 11 fluxes.
VARIABILITY ANALYSIS
Mean Ultraviolet Spectral Properties and
the Pattern of Variability Before discussing the spectral variability of NGC 3783, we first summarize the mean ultraviolet spectral properties as determined from this monitoring campaign. The average emission-line and continuum fluxes are given in Table 9 . The average frequency spectral index as derived from the SWP model fits is (a,) x 1.51. This value represents an effective spectral index, averaged over the SWP bandpass, for the reddened UV spectrum. Correction for the adopted value for the Galactic reddening ( E B -, = 0.12 mag; see Appendix B) Maoz et al. 1993 ).
The ultraviolet continuum of NGC 3783 varied significantly in both flux and spectral index during the 7 months of our observing campaign. Figure 2 shows light curves of the continuum fluxes and the relative FES flux, which is defined as
The light curves of the stronger emission lines are shown in Figure 3 , and those of the weaker features are shown in Figure  4 , together with the light curve of the frequency spectral index. All of these light curves were generated from the GEX measurements, except for the curve showing the SIPS Mg 11 fluxes. Table 9 summarizes the variability characteristics of each of the spectral features measured. For each feature we give the mean value over the 7 months of observations, the ratio of maximum to minimum value R,,,, and the value of reduced X: (for testing the hypothesis that the flux did not vary):41 i.e., larger values of X: correspond to more significant variability. All quantities were calculated from both the SIPS and the GEX fluxes, and again the agreement between the two methods is quite good, apart from the differences in mean fluxes noted in 5 3.4. In addition, because the GEX uncertainties are themselves uncertain, we have also calculated conservative X: values for the GEX fluxes (denoted as GEX* in Table 9 ), multiplying the estimated flux uncertainties by the ratios AFluxij/(a,,,) from Table 12 It is also clear from Table 9 that the amplitude of variability in the continuum is a function of wavelength, with R, , , decreasing monotonically with wavelength, from -3.0 at 1460 A to -1.5 near 5000 A (FES) . As shown in Figure 4 , there is a definite trend for the continuum to "harden" as the flux brightens. The values of a, mimic the changes in continuum flux epoch by epoch. Formally, we derive a coefficient r = -0.920 for the correlation between a, and F,,,,. This behavior is reminiscent of the continuum variations observed in NGC 5548 (Paper I). Dilution of the nuclear continuum by stellar emission may account for a substantial fraction of the reduced amplitude of variations in the optical continuum. Dilution by the relatively constant emission from low-constrast Fe 11 blends and the Balmer continuum can reduce the variability amplitudes at the longer ultraviolet wavelengths, and this dilution must be occurring at some level in NGC 3783. However, the full range in spectral index variations in the SWP range is Aa, x 1.1, with rms fluctuations Aa, x 0.16. If NGC 3783 is similar to NGC 5548 in the properties of the Fe 11 and Balmer emission, then changes in the Fe 11 + Balmer pseudocontinuum might cause spectral index changes Aa, 5 0.3 (Paper I). It seems likely that much of the apparent spectral variability in the ultraviolet continuum is intrinsic. This will be discussed more completely elsewhere (Alloin et al. 1994 ).
Table 9 also shows that the emission-line fluxes are quite variable as well, with amplitudes which vary from line to line. The largest amplitudes are observed for the lines which are characteristic of highly ionized gases (e.g., R,,, x 3.4 for He 11). Again, a similar trend was observed for NGC 5548. NGC 3783 is also similar to NGC 5548 in that the variability amplitudes for the emission lines tend to be smaller than those for the continuum fluxes, for all but the highest ionization lines.
The parameter R, , , is of limited utility, since it contains no temporal information and is subject to large errors. To try to 
Detailed Comparison of Emission-Line
and Continuum Light Curves The continuum light curves obtained for NGC 5548 (Papers I-IV) during the 8 months of I U E monitoring showed three large-amplitude "events" (i.e., local maxima in flux preceded and followed by local minima), lasting typically from -40 to -100 days, with a few episodes of rapid, small-amplitude variability superposed on the long-term trends. In contrast, the variations observed for NGC 3783 are not so well defined. AFlux J(a,,,) from Table 12 . Cross-hatched area shows (GEX) f 1 a limits for binned F,,,, fluxes; shaded area shows (GEX) f 1 a limits for binned Lya fluxes. After averaging, the Lya and C IV light curves were shifted to earlier times by 2 and 4 days, respectively, to account for the effects of the emission-line time delay. From Figure 2 , we can separate our 7 months of IUE coverage into four distinct time periods, based on the behavior of the continuum fluxes.
1. JD 2,448,612-JD 2,448,680: the continuum fluxes decreased slightly overall, with short (-8 day) timescale fluctuations about the overall decline.
2. JD 2,448,680-JD 2,448,719: the continuum fluxes decreased rapidly to minimum values, remained low for 5 2 0 days, then recovered to approximately the previous levels.
3. JD 2,448,719-JD 2,448,816: the continuum fluxes fluctuated about more or less constant averages, with a sudden increase in average fluxes on about JD 2,448,778 ( _ f 1 day), just before the start of our 2.0 day sampling.
4. JD 2,448,8 1 6 J D 2,448,833 : the continuum fluxes declined sharply over -2-4 days to local minima, remained low for 5 4 days, then increased to maximum values at the end of the monitoring.
The light curves for all of the continuum bandpasses show more or less the same behavior, with differing amplitudes of variability. There are in addition several instances when clearly significant continuum variations (i.e., in excess of the measurement uncertainties) occurred over timescales too short to be resolved, even during the period of 2 day sampling. It is worth noting that, for NGC 3783, the relatively rapid continuum "flickering" (e.g., seen during the first time period) is of approximately the same amplitude as the longer term decrease or "dip" (during the second time period), in contrast to the continuum variability behavior observed with NGC 5548 (Paper I).
As in the case of NGC 5548, the light curves of the strongest emission lines showed marked similarities to the continuum light curves, with some differences. The emission-line light curves all show the initial relatively rapid fluctuations and subsequent broad dip in flux seen in the continuum fluxes.
However, the dip in Si 1111 + C 1111 appears to be delayed by 
Time-Series Analysis
We expect that the various continuum and emission-line fluxes will be clearly correlated, but with time delays or "lags" attributable to light travel-time effects in the BLR. Such delays can be quantified by performing simple cross-correlation analysis of the light curves. Cross-correlation of time series of astronomical observations is rarely straightforward because the observations are almost never regularly spaced. The data obtained in this project and in our earlier NGC 5548 project (Paper I) are notable exceptions to this generalization. Inspection of Figures 2-4 shows that for NGC 3783 the mean response times of the strong emission lines must be quite short, even relative to our mean sampling intervals. Moreover, due to the change in sampling interval (from 4 days for the first 172 days, to 2 days for the final 50 days), simple cross-correlation analysis requires either that some of the data be excluded (e.g., every other epoch of the final 24) or that the two time intervals be analyzed separately. In this paper we restrict ourselves to relatively simple analyses of the data, based on correlation functions. More detailed interpretation will follow in later work.
We have divided the data into two overlapping subsets: (1) a series of effective 4 day sampling, which covers the entire 7 months of monitoring and excludes every other epoch during the last 2 months, and (2) a series of approximately 2 day sampling which covers only the last 2 months. The two subsets contain 56 and 26 epochs, respectively. The light curves for each of these subsets were analyzed separately. However, although the sampling intervals within each subset were nearly uniform, they were not,precisely so; slight differences of up to -3 day are sometimes present. Consequently, to compute Our first method of analysis is based on the interpolation method of Gaskell & Sparke (1986) . We have employed the specific implementation described by Gaskell & Peterson (1987) but have not "padded" the light curves beyond their endpoints with any kind of extrapolation. In this method, the regular temporal sampling required for cross-correlation analysis is achieved by interpolating the light curves one at a time between the real observations in a piecewise linear fashion. First, the value of the cross-correlation function (CCF) at any arbitrary lag 7 is computed by pairing each of the actual data points in the second light curve at some time t with the interpolated value of the first light curve at time t -z, for all points for which pairs exist within the real limits of the light curves. The CCF is then computed again, this time by matching the real data points in the first light curve with corresponding interpolated values in the second light curve for time t + z. The final CCF is then formed by averaging the results of these two computations.
As a check on the interpolation method, we have also computed the sampling window autocorrelation function (ACF) for the SWP data. The sampling window ACF is computed by sampling " white-noise" light curves in the same pattern as the real observations, computing the ACF for these simulated data, and then averaging the ACFs from a large number of such computations. Since the actual data points in these simulations are completely uncorrelated, the width of the peak in the sampling window ACF at small lags shows how much artificial point-to-point correlation is introduced by the interpolation process used. If the sampling window ACF is significantly narrower than the continuum ACF, then this indicates that the dominant variability has been resolved.
Discrete Method
Our second method of analysis is based on the discrete correlation method of Edelson & Krolik (1988) . This method deals with the problem of uneven sampling by including in the correlation amplitude contributions from only those pairs of fluxes whose time differences are sufficiently close to z. In essence, this method assumes smoothness in the correlation function over timescales shorter than the sampling interval. We follow a procedure which is very similar to that presented in Edelson & Krolik (1988) , but which differs in several technical particulars:
1. We did not weight the data points in their contributions to the correlation functions.
2. Correlation amplitudes were normalized to the total standard deviation and not to the "adjusted" standard deviation (i.e., the quadrature difference between the standard deviation and the rms error). For some fluxes the rms error is a significant fraction of the total standard deviation, and in such cases the normalizations of the correlation functions would be very sensitive to uncertainties in the value of the rms error.
identical for all of the strong features.
In Figure 6 , we show the CCFs and DCFs generated by cross-correlation of the 1460 A continuum fluxes with the continuum fluxes measured in other bands, and in Figure 7 we show the cross-correlations for the 1460 A continuum and various of the emission lines. The characteristics of the CCFs are summarized in Table 10 ; here At(peak) refers to the location of the maximum of the cross-correlation function r,,,. ...
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Since the highest peaks of the cross-correlation functions are often quite asymmetric, we also give the median of the halfmaximum points At(center) and the FWHM of the highest peak. Also shown for comparison in Figure 6 is the autocorrelation function for the 1460 A continuum, which is virtually identical to the F,,,,/F,,,, cross-correlation. The fractional measurement errors for all three continuum bands are low compared to the observed fractional variability, so that the shapes of the correlations are probably not much affected by noise dilution. For both the auto-and cross-correlations, the results of the two methods are in very good agreement, especially for small lags where most of the epochs contribute to the correlation amplitudes.
The Fourier transform of the continuum ACF is the power density spectrum of the observed continuum variability. As can also be seen from the light curves, the continuum ACF shows fluctuation power on all timescales ranging from the lowest frequency to which we are sensitive, (110 day)-', to the highest, (4 day)-'. Compared with NGC 5548 (Paper I), NGC 3783 appears to have relatively more high-frequency power (see 5 4.2). However, as shown by the bottom panel in Figure 6 , for the data set under consideration we see that even the relatively narrow core of the continuum ACF, which is due to the shorttimescale flickering noted previously, is broader than the Sampling window ACF. Thus, it appears that much of the variability has been resolved for this data subset.
Table 10 and Figure 6 show that the continuum bands are extremely well correlated with no detectable lag, as in the cases of NGC 5548 (Papers I and 11) and NGC 4151 (Clavel et al. 1990 ). Correlations of the FES fluxes with the 1460 A continuum are dominated by noise, due to the low effective S/N (ratio of standard deviation to rms uncertainty) for the FES fluxes, but are not inconsistent with zero lag. Comparison of the ultraviolet and optical continuum fluxes will be discussed elsewhere (Paper VI). (Table 10 ).
On the other hand, given the differences between how the SIPS and GEX measurements were made, it is not clear whether the lag obtained for the SIPS data is due to actual variations in Mg 11 or to variations in the underlying ultraviolet Fe 11 lines. Indeed the ultraviolet Fe 11 lines in NGC 5548 appear to vary on about the same timescale as measured for the strong UV resonance lines (Maoz et al. 1993 ).
There is no widely accepted way to evaluate the uncertainties in the values of At(peak) and At(center). The analytic formula suggested by Gaskell & Peterson (1987) yields error estimates E 5 2 days for each of the correlations summarized in Table 10 , in agreement with visual inspection of the amplitude uncertainties derived by the DCF method. For well-sampled observations, Monte Carlo simulations often suggest that somewhat larger errors may be appropriate. Based on our experience with such simulations, we expect that the uncertainties in At(peak) are probably of order & 2 days, while those in At(center) are likely to be of order 2-3 days for the stronger features (Lyu, C rv) and 3-4 days for the weaker ones (He 11 + 0 1111, Mg 11, Si 1111 + C 1111).
We have repeated the above analysis for the 2 day sampling during our last 2 months of monitoring. The resulting correlations are dominated by noise and are of only marginal significance. The difference in significance is not surprising. The correlation amplitudes for the 4 day sampling are dominated by the pronounced broad "dip " at about JD 2,448,700. Inspection of Figures 6 and 7 shows that the light curves for our final 2 months of monitoring did not show similarly pronounced variations, and were more affected by relatively rapid "flickering" that we were unable to resolve even with the higher sampling rate. It is worth noting that the 1460 A continuum ACF for the 2 day sampling is considerably narrower (FWHM s 6-10 days) than that for the 4 day sampling (FWHM s 14 days), in agreement with this visual impression (see Fig. 8 ). This indicates that the character of the continuum variability in NGC 3783 may change with time.
While most of the line-continuum cross-correlations are simply reduced in the 2 day sampling, the Si 1111 21892 + C 1111 111909 cross-correlation shows no significant correlation at all in the higher density data (Fig. 8) . A plausible explanation for this is that the characteristic response timescale for S~III] + C 1111 (estimated at 8-30 days from the 4 day data) is too long to track the more rapid continuum variations dominating the 2 day data. If this is correct, then it would permit these data to place a lower bound on the scale of the region emitting Si 1111 + C 1111.
In summary, cross-correlation of the various continuum bands shows that over the entire observable range from 1460 correlation analysis suggest that the lines characteristic of highly ionized regions (e.g., He 11) respond the most rapidly. It is clear, though, that any differences in the responses of most of the emission lines are not well resolved over the mean sampling interval of the observations. What is clear is that the lags for NGC 3783 are considerably shorter than those derived for NGC 5548.
SUMMARY AND CONCLUSIONS
The nucleus of NGC 3783 has been observed intensively for 7 months using the IUE satellite, once every 4 days during the first 172 days and once every 2 days during the final 50 days. To date, only one other Seyfert galaxy, NGC 5548, has been as intensively studied at regular, short sampling intervals over such an extended period. As in the case of NGC 5548, signifi-600 REICHERT ET AL.
Vol. 425 cant variations were observed in both the continuum and emission-line fluxes for NGC 3783. The character of the variability observed for NGC 3783 appears to differ in detail from that observed for NGC 5548, in that relatively rapid (i.e., faster than, or of the order of, our mean sampling intervals) fluctuations were of higher amplitude and longer-term modulations were correspondingly less well defined. However, we note the following important similarities :
1. The fractional amplitude of the continuum variations systematically decreased monotonically with increasing wavelength, from R,,, x 3.0 at 1460 A to R,,, -1.5 at -5000 A.
2. The continuum fluxes in all four ultraviolet/optical bands appear to vary simultaneously (i.e., At < 2 days). As a result, the continuum appears to become systematically bluer with increasing flux. As in NGC 5548, dilution by stellar light can explain at least in part why there is lower amplitude variability in the optical. Contamination by a relatively constant pseudocontinuum of blended low-contrast Fe 11 lines might account for -30% of the observed range in ultraviolet spectral index, if NGC 3783 is similar to NGC 5548 in the properties of these contributors. We conclude that it is likely that the slope of the underlying far-UV continuum in NGC 3783 has genuinely varied.
3. The amplitude of variability of the emission lines is lower than the amplitude of the continuum, except for He 11 11640.
4. Apart from Mg 11 (which varied little) and N v (which is diflicult to separate from Lya), the light curves of the emission lines show marked similarities to the continuum light curves, exhibiting the initial relatively rapid fluctuations and two subsequent " dips " or local minima.
5. Cross-correlation analysis indicates strikingly short time delays for most of the strong emission lines, with the shortest delays found for the highest ionization lines. This is in agreement with the earlier results on NGC 5548. The peaks of the cross-correlation functions (relative to the 1460 A continuum) occur at lags At(peak) ranging from (formally) -0 days for whether we analyze the entire data set or restrict the analysis to the intervals surrounding either of the two well-defined local flux minima.
6. Both the N v and the GEX-derived Mg 11 light curves failed to show a significant correlation with the 1460 A continuum at any lag. The SIPS-derived Mg 11 light curve does show a lag of -9 days; it is not clear, however, whether this lag is due to actual variations in Mg 11 or to variations in the underlying ultraviolet Fe 11 lines.
7.
Comparison of the autocorrelation functions for the effective 4 day sampling and 2 day sampling data sets suggests that the power density spectrum contains substantial unresolved power over timescales of 5 2 days, and that the character of the continuum variability may change with time. The lack of correlation between Si 1111 + C 1111 and continuum fluxes in the 2 day data set may indicate that the characteristic response timescale for Si 1111 + C 1111 is too long to track the more rapid continuum variations dominating the 2-day data.
It is a pleasure to thank all of the individuals associated with the Goddard and Vilspa IUE observatories for their continued cooperation and support of these demanding monitoring programs. We also wish to thank our many colleagues, including the IUE peer review committees on both sides of the Atlantic, for their support of this effort. We especially thank the following people who supported this project in its developmental . The open diamonds show the fractional uncertainty which we estimate should apply for a value of -600 counts measured over 300 or 500 samples, scaling from single-sample measurements of standard stars and assuming that half of the samples are independent. The solid line shows the best linear fit to the logarithms and has a slope of -0.75. and found the standard deviation a of the Gaussian best describing the cumulative distribution of residuals for each bin. These were taken to give the total, empirical uncertainties for each range of FES counts. Figure 9 shows these Gaussian uncertainties (a) plotted as a function of average FES counts within each bin. The numbers of residuals within each bin are indicated. The best-fitting relation of the form
is also plotted. The result is that a scales as FES counts to about the $ power. The normalization gives an uncertainty of 0.8% at 600 counts, in good agreement with the estimate from observations of standard stars.
We have used this relation to derive uncertainties for the total and background FES counts given in Table 1 and, from these, the uncertainties in the net counts. We emphasize that the derived relation is purely empirical and may overestimate the true uncertainties if there are significant variations in either background or target count rates over timescales of hours.
APPENDIX B FOS SPECTRAL ANALYSIS
The reduced data provided by the pipeline processing system at STScI used the most up-to-date calibration files available for the FOS, so little additional reduction was required to obtain flux-calibrated spectra. The basic pipeline reduction process first converts raw counts to count rates by correcting for the quarter-stepping, overscan, and disabled diodes. These count rates are then corrected for nonlinearities in the Digicon detectors due to paired pulses. The effects of the geomagnetically induced image motion (Junkkarinen et al. 1991) are corrected by computing the expected shift in the dispersion direction for each integrationlreadout period and then offsetting the spectra by integral quarter-diode steps to compensate. Background rates (predominantly induced by charged particles) were computed from a model that accounts for the dependence on geomagnetic latitude, and then subtracted. The spectra are corrected for small-scale photocathode nonuniformities using appropriate flat fields, and then converted to absolute flux by multiplying the count rates by the most recent inverse sensitivity curves. The wavelength scale is assigned based on template spectra obtained during the science verification phase of operations.
The most significant changes to this basic reduction process were to perform a more accurate background subtraction for the G130H spectra, to make a slight adjustment to the flux scale of the G190H spectrum to bring it into agreement with the G130H spectra in the region of the wavelength overlap, and to correct the assigned wavelength scalqLbased on the positions of Galactic absorption lines. The unexposed sections of the G130H spectra below 1130 A provide a good measure of the actual background rate. New background-subtracted spectra based on these data were produced and flux-calibrated using the CALFOS task in the FOS package of IRAFISTSDAS. The two separate G130H exposures agree to better than 0.5% in their mean flux level. A weighted average of these two spectra was taken to produce a mean G130H spectrum. The G190H spectrum was 1.0% lower in the 1578-1605 A region of wavelength overlap, so its flux level was arbitrarily raised to bring it into agreement with the mean G130H spectrum. Numerous Galactic absorption features are visible in each spectrum. Assuming that these features are at zero average velocity, a linear shift of +0.262 A was applied to each of the G130H spectra, and a shift of +0.775 A was applied to the G190H spectrum.
The FOS spectrum was fitted by a model consisting of a reddened power law and emission and absorption components, as described in 5 3.1. Only data in the wavelength range 1160-2150 A were fitted; longer wavelengths were excluded to avoid the broad Fe 11 emission, which is difficult to model. For each emission line, the minimum number of components necessary to give an 602 REICHERT ET AL. Vol. 425 adequate fit was used. The strongest lines with the highest S/N typically required three components (Lya and C IV). Lines of intermediate strength could be adequately modeled with two components (Si IV, He 11, and C III]), and the weakest lines all were fitted well by single Gaussians. In addition to the Galactic absorption features, Lya and C IV absorption features intrinsic to NGC 3783 (at a small relative blueshift, Av z 600 km s-') were required to obtain a good fit.
In all, 136 free parameters were determined by the 3253 data points included in the fit. The best-fit x2 is 3980.39. Results of the fitting procedure are summarized in Tables 2-4 and Figure 1 . We note that the Galactic reddening we derive, E B -. = 0.12 f 0.01 mag, is in good agreement with that inferred from the H I column (9.4 x lo2' cm-'; Stark et al. 1992) , i.e., E B -, = 0.13 k 0.04 mag according to the prescription of Burstein & Heiles (1982) .
APPENDIX C IUESIPS AND FLUX SUMMATION METHOD
In this method we used the standard, one-dimensional spectra produced by the ZUE Spectral Image Processing System (IUESIPS; Turnrose & Thompson 1984; Harris & Sonneborn 1987). In IUESIPS, total or "gross" (background + source) spectra are derived by summing the geometrically and photometrically corrected two-dimensional, "extended line-by-line" (ELBL; Munoz-Peiro 1985) spectral images in the cross-dispersive direction, over the 18 pixels (19%) subtended by a point source. Data in adjacent strips are summed and smoothed to form background spectra, which are then subtracted from the total spectra to give the net source fluxes. The resulting net fluxes were calibrated using either the inverse sensitivity curves of Holm et al. (1982; SWP) or Cassatella, Lloyd, & Gonzalez-Riestra (1988; LWP) , and corrected for changes in the temperature of the camera head amplifier (THDA), using the most recent correction factors (Garhart 1991) . No corrections were applied to offset degradations in camera sensitivity, since these losses are negligible over the 7 months of our campaign. In contrast to the method used in Paper I, the spectra were not shifted to align strong emission lines, as the SWP and LWP spectra averaged over the entire campaign did not show broader emission-line cores than did individual spectra. No manual corrections were made to remove blemishes and cosmic-ray hits from the ELBL data.
Continuum fluxes were measured in three wavelength bands: 1445-1475 A, 1820-1850 A, and 2680-2720 A (wavelengths given are as observed unless otherwise specified). These bandpasses were chosen to be as free as possible of emission-/absorption-line features, as determined by the FOS spectra. Bright spots were removed from continuum regions of the net spectra in the following way. Within each band, the median flux and a robust estimate of the standard deviation, S1, were ~a l c u l a t e d .~~ All points deviating from the median by more than 3 x S1 were then rejected, and the mean and standard deviation of the remaining fluxes computed. This has proved to be an efficient means of removing bright spots not flagged by IUESIPS.
The fluxes for the various emission lines were measured by direct integration above the continuum. No attempt was made to remove bright spots within emission-line spectral regions. The same completely impersonal and fully automated algorithm was used as in Paper I, with the difference that the continuum was (in most cases) defined as the straight line assing through two " line-free" The resulting continuum and emission-line fluxes and their estimated uncertainties are given in Tables 5-7 . Fluxes given for epochs in which more than one exposure in a camera was obtained are averages over the values from the "useful" spectra. Since Walter & Courvoiser (1991) have shown that underexposed spectra tend to be systematically low in flux as compared to adequate exposures, we have defined "useful" spectra for a given epoch to be those with integration times greater than 80% of the maximum integration time obtained in that camera during that epoch. Fluxes were only averaged over values from useful spectra. Uncertainties for the continuum and emission-line fluxes were derived by computing the standard deviations about the mean fluxes, for those epochs with more than one useful spectrum. The averages of these standard deviations were adopted as the flux uncertainties for the single-exposure epochs. Uncertainties for the multiple-exposure epochs were reduced by the square root of the number of exoosures. .--x ------
We caution that our continuum flux measurements will unavoidably be contaminated by some emission-line flux, due primarily to weak and blended low-contrast Fe 11 and Balmer continuum emission from the BLR (e.g., Wamsteker et al. 1990; Wills, Netzer, & Wills 1985) . For example, Maoz et al. (1993) estimated that in NGC 5548, Fe 11 + Balmer continuum emission might contribute 20%-30% of the flux at 2700 A. Hence our continuum measurements for NGC 3783 are likely to be coptaminated by a similar amount.
Wavelength (A)
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APPENDIX D MODIFIED GAUSSIAN EXTRACTION TECHNIQUE
As in Paper I, we applied an optimizing spectral extraction method in order to improve the signal-to-noise ratio of the spectra and thus reduce the uncertainties in measurement of the weaker emission lines. The method used was the modified Gaussian extraction (GEX) technique (see discussions in Paper I and Reichert et al. 1991) . Briefly, the steps taken were as follows:
1. The two-dimensional, geometrically and photometrically corrected (ELBL) files were cleaned of cosmic-ray hits and other blemishes. In the background regions, the corrections were made by calculating flux percentiles in the background regions and replacing the fluxes falling outside the upper or lower second percentiles by median values. In the source regions, the corrections were made by careful interpolations over the affected pixels.
2. The two-dimensional data were binned into large wavelength bins and fitted using Gaussian point-spread profiles plus linear background terms. Variable wavelength bins were allowed, to take advantage of regions of higher flux and/or camera sensitivity. The background and Gaussian terms were allowed to vary freely. Skewed Gaussians were fitted to the SWP data; the skewness values were fixed with wavelength according to the relation derived by Cassatella, Barbero, & Benvenuti (1985) .
3. The two-dimensional data were binned into smaller wavelength bins and refitted with the Gaussian plus linear background models. In these fits, only the normalizations of the Gaussians were allowed to vary. Values of the other parameters were determined from the large-bin values according to fourth-or fifth-order polynomial fits (Gaussian widths), quadratic interpolations over wavelength (background terms), or linear interpolation (Gaussian positions).
Net spectral fluxes are given by the integrals under the Gaussian fits to the smaller bins. The resulting net fluxes were calibrated using the same sensitivity curves as for the first method, and also corrected for THDA effects using the same correction factors.
The difficulties of deriving true uncertainties for IUE data are well known. However, if the fitted Gaussians (or skewed Gaussians) are good representations of the cross-dispersive profiles, then, in the absence of systematic effects, it should be possible to use the deviations between the fitted models and the data as estimates of the uncertainties. As discussed in Paper I, we can check this idea by comparing these estimates with residuals about flux averages for pairs of spectra. Fortunately, for the present data set a large number of near-concurrent pairs and triples of spectra of nearly equivalent exposure quality were obtained, allowing a thorough analysis.
A total of 22 SWP and 16 LWP spectra, obtained at eight and seven epochs, respectively, which are very nearly equivalent in integration time and exposure quality were obtained during the campaign. For each epoch we have constructed average spectra and computed the residuals about these averages on a pixel-by-pixel basis. We then accumulated the residuals over six (SWP) and four (LWP) continuum wavelength ranges. In all cases, the distributions of fractional residuals (i.e., ratio of residual to average flux) are well described by Gaussians. The uncertainties of the Gaussians that best describe the observed distributions are given in Table 11 ; here E is the derived fractional uncertainty (a,,JFG,,) and a,,, is the dispersion of the Gaussian that best describes the distribution of corresponding deviations about the mean. The quadrature difference between these two parameters, REICHERT ET AL.
Vol. 425 shows that the distributions of residuals are somewhat broader than expected from the GEX deviations that best fit the observed distributions of residuals. Inspection shows that the observed distributions can be described by the average GEX deviations if an additional uncertainty of about 3% in the fluxes is assumed. The amount of broadening required is independent of wavelength and date of observation.
One way in which such a broadening could be introduced is through variability on short timescales (i.e., a few hours). However, multiple ZUE exposures of white dwarf stars show similar deviations, typically of order 1%-2% when averaged over the entire spectral range, and of order 3% (or higher) when smaller wavelength bins are used (D. S. Finley 1992, private communication). Nor are spectra whose fluxes are relatively high within one wavelength bin uniformly higher over the entire spectral range. Instead, a spectrum may be relatively higher or lower from bin to bin. Similar behavior is observed when the NGC 3783 residuals are plotted against wavelength. We conclude that the additional broadening in the residuals is actually due to systematic uncertainties. Hence the GEX deviations are measures of the statistical uncertainties alone. The systematic uncertainties will need to be taken into account when deriving the uncertainties in the continuum and emission-line fluxes (see Appendix F).
Similar conclusions were reached in Paper I, based on a less detailed analysis involving fewer pairs of spectra of mostly unequal quality.
APPENDIX E EMISSION-LINE AND CONTINUUM FITTING
El. FITS TO THE SWP SPECTRA
Flux measurements for the emission lines and the continuum were derived from multicomponent, least-squares fits to the GEX-extracted spectra. The template for fitting the SWP spectra is based on the fit obtained for the higher resolution, higher S / N FOS spectrum (4 3.1). We reiterate that no physical significance should be attached to any of the components listed in Tables 3 and   4 . They merely serve as a convenient description of the data which fit it well and permit accurate fluxes with suitable error bars to be determined.
The relatively poorer resolution, lower S/N, and limited wavelength range of the SWP spectra led to several problems when the attempt was made to fit the FOS model to the data. Not all of the parameters in the FOS model were required by the ZUE data. Nor could all of the parameters be adequately constrained, especially those for the weaker components, whose values proved to be interdependent. Starting values for the parameters could not be determined independently, and it was necessary to restrict the ranges of some of the parameters for the weaker lines, in order to obtain physically realistic solutions. Hence, it was necessary to modify the model and fitting procedure used for the FOS spectrum, as discussed below. First, the model used to fit the SWP data differs somewhat from the FOS model. Over the bandpass of the fits, the SWP spectra are adequately fitted by a single power law with no extinction correction. Wavelengths redward of 1950 A, where the SWP fluxes begin to show noticeable affects from the 2200 A dust feature, are not included. The SWP spectral fits thus yield effective spectral indices for the reddened continuum, averaged over the bandpass of the fits. The blue wing of the Lyu line is lost in the geocoronal emission in the ZUE data, so that the damped Lyu absorption and intrinsic Lyu absorption line are not required. No emission from C 11 11335 is required, so this component is also omitted from the ZUE fits. Many parameters which were permitted to vary freely in the fit to the FOS spectrum were fixed at constant values, or explicitly linked to other parameters in the fit. The wavelengths of the Galactic absorption features were linked to the peak of the C IV emission line, and their full widths at half-maximum were fixed at the resolution of ZUE (Cassatella et al. 1985) . Galactic absorption lines with equivalent widths less than 1 A (as measured from the FOS spectrum) were also fixed in equivalent width. The relative widths of the medium and broad components of Lyu were fixed at the ratio derived from the FOS spectrum, and the N v width was linked to these. The wavelengths of each of these features were also linked to the wavelength of C IV, although their fluxes were permitted to vary freely. Within the Si IV + 0 IV] blend, the C IV, He 11, and 0 1111 blend, and the Si 1111 + C 1111 blend, the relative wavelengths and widths of individual components were also linked, but the overall width and wavelength of each blend were free to vary. For the weakest lines, 0 I 11302, N IV] 11486, and N 1111 11750, the full widths at half-maximum were fixed at the values obtained in the fit to the FOS spectrum.
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To derive initial parameter guesses for each individual spectrum, we first fitted the IUE model to the mean spectrum for the whole campaign. For each individual spectrum, the initial continuum flux was then scaled to match that measured in the 1445-1470 A
window. An estimate of the C IV line flux was obtained by subtracting this continuum from a direct integration over the A window. All initial guesses for emission-line fluxes were then scaled by the ratio of this C IV flux estimate to the C IV flux in the mean spectrum. Corrections to the wavelength scale were determined by measuring the peak of the C IV emission line. We assume that this wavelength did not vary throughout the campaign, and that any deviations are due to centering of the active nucleus in the IUE aperture. This approach is justified since (a) the Lyu peak moves in the same manner as the C IV peak throughout the campaign, and (b), for the strongest Galactic absorption features (S 11 + Si 11 at 1260 A and C 11 11335) in the highest S/N spectra, these lines also shift in wavelength in concert with the C IV emission-line peak.
The fitted parameters were constrained to lie within a pre-selected range. In practice, the only significant boundary imposed on any parameter was the restriction that emission-line fluxes and absorption-line equivalent widths be greater than or equal to zero.
The zZ for each fit was minimized in several stages that alternated between a Simplex algorithm and a Levenberg-Marquardt algorithm. Within a given stage the boundary conditions imposed on the parameter are soft, i.e., excursions beyond the boundary are permitted, but the parameter is set back to the boundary value at the beginning of each new iteration and permitted to vary freely again. At the start of subsequent stages, however, hard limits are imposed on any parameter which is outside the selected boundary. The parameter is then set to the boundary value and fixed at that limit. This results in slightly different numbers of freely varying parameters for each fit, depending on how many parameters were fixed at a boundary. Examples of such occurrences are fits in which the flux of a weak emission line such as 0 I 11302 or N IV] 11486 are set equal to zero.
Fits were done in a stepwise fashion which decoupled parameters that were not closely linked. We first fitted the continuum alone The Lya region is difficult to measure accurately, since there is no good continuum shortward of Lya and since the blue wing of Lya is contaminated by geocoronal emission. We fixed the continuum parameters at the values determind by fits over the wavelength range 1327-1950 A. Fits to the Lya region spanned the wavelength range 1225-1370 A, excluding a reseaux at 1322-1326 A. Figure 12 shows a plot of the mean SWP spectrum, averaged over all of the observations. The best-fit model is also shown.
E2. FITS TO THE LWP SPECTRA
Fits to the LWP spectra are complicated by the pseudocontinuum of Fe 11 emission, which is present throughout the LWP spectral range. The strongest groups of multiplets are easily seen in most of the LWP spectra. Comparing these with a model of Fe 11 emission (Netzer & Wills 1983) shows that the 2680-2720 A wavelength interval is at a minimum in the Fe 11 emission. There is a strong "bump" just to the blue of Mg 11 12798, and the brightest feature in the models of Netzer & Wills (1983) lies directly under the Mg 11 emission line.
Unfortunately, we were unable to obtain FOS spectra covering the LWP wavelength range. It was therefore necessary to resort to theoretical calculations when building our fitting models. To avoid the complications of modeling the entire Fe 11 spectrum, only the region from 2400 to 3030 A was fitted. Strong Galactic absorption lines due to Fe and Mn in the windows 2551-2624 A and 2901-2959 A proved difficult to model consistently, so these regions were also excluded. A power law was fitted to the underlying pseudocontinuum. The Fe 11 emission was modeled using a synthetic spectrum from Netzer & Wills (1983) convolved with a profile matching the C IV emission line. Strong blends of Fe 11 emission centered at observed wavelengths 2541,2815, and 2994 A were not well matched by the Netzer & Wills (1983) model, and additional broad Gaussians were added at these wavelengths to give a good fit. The amplitudes of these Gaussians were determined by scaling the Gaussian component at 2994 A to match the data; the 2541 and 2815 A Gaussian components were then scaled so that the three relative heights matched those in the Netzer & Wills (1983) model. The Mg 11 12798 emission line was modeled with with three Gaussian components. The width of the narrowest was fixed at the IUE resolution of 900 km s-l. Two Gaussian absorption lines for the strong Galactic Mg 11 112796, 2803 doublet were also included. The full widths at half-maximum of the two absorption lines were fixed at the IUE resolution, their equivalent widths at the values derived from the fit to the mean LWP spectrum (2.07 and 2.42 A, respectively), and their relative wavelengths according to their laboratory values. For the limited wavelength range used in the LWP fits, it proved difficult to obtain consistent fits in which the power-law index was allowed to vary freely. We also expect the LWP slopes to differ from those for the SWP, owing to the strengths of the Fe 11 and Balmer continuum emission. We therefore fixed the LWP index at the value obtained for the fit to the (1983) , while the dotted curve shows the extra three components of Fe 11 which were needed to achieve a good fit to the data. Note that the sum of these three components can make up much of the broad base underlying Mg 11. The underlying power-law fit to the continuum is shown by the long-dashed line. NO. 2, 1994 BROAD-LINE REGION IN AGNs V. 607 mean LWP spectrum and used F A cc A-0.123. In fitting an individual LWP spectrum, the line fluxes were fixed and the continuum flux normalized using the wavelength ranges 2400-2450 A, 2695-2725 A, and 3000-3030 A, to avoid the Mg 11 line and the strongest Fe 11 blends. Next, the continuum was fixed and only the line fluxes permitted to vary. Finally, all line and continuum parameters were permitted to vary freely in the final fit. Figure 13 shows a plot of the mean LWP spectrum, averaged over all of the observations. The best-fit model is also shown. The contribution from the three Fe 11 blends at 2541,2815, and 2994 A is also shown. Note that in this characterization of the data, the broad "bump" which underlies the three Mg 11 Gaussians is attributed almost entirely to Fe 11. Although this is a highly modeldependent separation, it is not physically unreasonable. If the broad bump were due entirely to Mg 11, it would have a velocity width of 30,000 km s-', far broader than any of the other broad-line components and in particular broader than the broadest C IV A1549 component. The widths of the broad Mg 11 components in our model, on the other hand, are in good agreement with the widths of the broad components for the other lines.
APPENDIX F UNCERTAINTIES FROM EMISSION-LINE AND CONTINUUM FITTING
Uncertainties in the values of the fitted parameters in both the SWP and LWP spectra were calculated in a semiempirical way. Under the assumption that each parameter is a single "interesting" parameter (Avni 1976) , the 1 a error ai on a parameter ai is obtained from the error matrix of the fit eij:
For observed quantities of interest which are functions of more than one parameter, e.g., the total flux of C IV, the uncertainty is calculated using where the cross variance a?. is the error matrix element eij.
1
Typically the reduced x for the fits, x,Z, ranged from 3 to 6, indicating that the statistical uncertainties for the individual fluxes (derived from the deviations about the cross-dispersive profiles in the Gaussian extractions) probably underestimate the true uncertainties by a factor of -2. As discussed by Reichert et al. (1992) , this is likely due to correlations between adjacent points in the spectra, so that the effective number of degrees of freedom in the fits are a factor of -3 less than the actual number. We determined the appropriate scaling factor for each set of fits independently by fitting a theoretical x2 distribution with a reduced number of degrees of freedom to the observed X2 distributions from the LWP fits, the SWP fits in the 1327-1950 A range, and the SWP fits in the 1225-1350 A range. The derived scale factors are 3.55, 5.05, and 3.52, respectively. The error bars for each flux were then scaled by the square root of the appropriate scale factor.
The error bars at this point represent internal statistical errors. We next make some estimate of external and systematic errors, which will include variations due to placement of the object in the aperture, the history of the exposure of each camera, and the inherent repeatability of IUE flux measurements. As noted in Appendix D, multiple exposures of calibration standards with IUE show systematic uncertainties of order 1%-2%, and this is corroborated by the GEX-extracted fluxes. Hence we assign an intrinsic repeatability error of 2% to each individual spectrum, and add this linearly as a systematic error to each of our flux measurements. The only exceptions to this are the uncertainties in spectral index. Since these are primarily based on flux ratios internal to a single spectrum, the apparently random repeatability errors should cancel to first order.
We tested the appropriateness of the errors in the line and continuum fluxes in two ways: (1) by examining the scatter in the results for multiple observations that were obtained during the same I U E shift, and (2) by looking at the power spectra of each measured quantity for the whole campaign. Under the assumption that there is no variability on timescales as short as a single I U E shift, the differences in line or continuum flux for the spectral pairs should have a Gaussian distribution with zero mean and dispersion comparable to the root mean square of the sums in quadrature of the error bars for each pair of measurements. The results of the comparison are given in Table 12 , which lists the weighted mean flux and weighted dispersion about the mean for each feature. The values of a for the Gaussians which best describe the distributions of the flux differences from the spectral pairs are also given. It is encouraging that the observed distributions have dispersions that are of the same order as the predicted dispersions.
The power spectra for each measured quantity were computed from a linear interpolation of the measured quantities at 1 day intervals. The power spectra are generally steep, and the signal merges into the noise at frequencies of -0.25 day-', as expected since our sampling interval was generally every 4 days. The mean value of the power spectrum from 0.25 day-' to the Nyquist frequency indicates the mean square of the noise level. These estimates of the noise levels for the various quantities are also given in Table 12 . Inspection of Table 12 shows that, while the dispersions from the spectral pairs tend to be higher than our derived uncertainties, the estimated noise levels from the power spectrum analysis tend to be lower. The agreement between the various uncertainty estimates is very good for the continuum fluxes, and still within a factor of 2 or so for the emission-line fluxes and spectral indices. We conclude that the uncertainties derived from our fits are of the right order of magnitude and represent a reasonable compromise between those estimated by the other methods. We caution, however, that we have not proved that the errors follow Gaussian distributions in detail; care should be exercised if one is using them in statistical tests which assume normal distributions. 
