We investigate the possibility of using two-dimensional Romberg integration to approximate integrals, over the square 0 < x, y < 1, of integrand functions of the form g(x, y)l(x -y) where g(x, y) is, for example, analytic in x and y.
1. The calculation of the aerodynamic load on a lifting body occasionally requires the calculation of a two-dimensional Cauchy principal value integral of the type
•i-K*. y) Jo Jo dx dy. y (See, for example, Bisplinghoff, Ashley and Halfman [1] .) One approach to the evaluation of such integrals has been described by Song [5] . In this paper we show that, with some minor provisos, a straightforward application of two-dimensional Romberg integration may be used in this problem.
The two-dimensional integral The foregoing definitions and results are well known (see, e.g. Lyness [3] ). However, Theorem 1.6, on which the theory of Romberg integration is based, requires that, unlike the integrands we treat in this paper, the integrand f(x, y) and its partial derivatives be integrable over the unit square.
In this paper, we are interested in modifying and extending these results so that an extrapolation method may be used to approximate the two-dimensional principal value integrals mentioned above. We treat an integrand function 0.11a) f(Xfy)=^lZ] x^y>
x-y where g(x, y) and all its partial derivatives up to a total order p + 1 are integrable over the unit square.
The function f(x, y) is not defined at points along the diagonal. In the subsequent analysis it is convenient to extend the definition as follows:
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In our approach, we restrict ourselves to quadrature rules which are symmetric about the diagonal. Definition 1.12. A diagonally symmetric rule Q is one for which (1.12) Qf=Qf fora\\J(x,y)=f(y,x).
Based on this symmetry we split both f(x, y) and g(x, y) into symmetric and antisymmetric parts. Thus, we define We may now obtain an analogue of Theorem 1.6, relating to function (1.11) by using (1.18) and applying Theorem 1.6 to the function f+(x, y). This gives Theorem 1.19. Let Q be a diagonally symmetric rule (Definition 1.12). Let /(*> y) -g(x, y)l(x -y), where g(x, y) and all its derivatives of total order p + 1 or less are integrable over the unit square; and let f(x, x) be defined according to (1.1 lb). where the coefficients Bs(Q;f+) are defined in (1.7) and satisfy properties (1.8), (1.9) and (1.10).
In terms of g(x, y) the first condition for the vanishing of terms in this expansion is simply that, when g(x, y) is a polynomial of degree d(g), (1.20) Bs(Q;f+) = 0 Vs>dfe)-1.
In practice then, one may apply Romberg integration in any of its many forms to this problem using any set of mesh ratios m0 <mx <m2 ■ • • so long as it is based on a diagonally symmetric rule Q. Most standard rules ß are diagonally symmetric.
For example, the midpoint or the vertex rules
(1-21) 0/ = /(t*,M).
can be used. These happen also to be symmetric in the sense of Definition 1.4 and so the error functional has an even expansion. Thus, Romberg integration takes precisely the same form as in the conventional case, though it is necessary to replace the indeterminate function values on the diagonal by f(x, x) = (dg/dx -dg/dy)/2.
In some applications, the values of dg/dx and dg/dy on the diagonal may not be available, or may be inconvenient to obtain. In Section 2 we discuss briefly the effect on the theory if these are simply ignored (or set to zero). This is not recommended, but it is permissible at the expense of replacing an even expansion by a full expansion. In the rest of this section we pursue, in a practical context, the obvious alternative of avoiding the problem by using a rule which does not require such evaluations. This is also accomplished only at additional expense.
Thus, we require a rule ß satisfying the following properties: (a) ß is diagonally symmetric (so the theory is applicable). (b) None of the w2-copy rules Q^m^ require function values on the diagonal (so as to avoid evaluations of dg/dx and dg/dy).
(c) ß is symmetric (so the error functional expansion (1.19) is even in character).
Even with these restrictions there is an almost limitless choice of rule Q. And, as in Romberg integration, it is an open question as to which choice of Q, together with which mesh ratio sequence mQ < mx < m2 < • • • is most appropriate. We shall confine ourselves to drawing attention to some of the simplest rules. Of interest are particularly the degree of d(Q) and the number of function values f(Q^m -1) required by the /722-copy.
Undoubtedly, the simplest such rules satisfying these conditions are those of the form (1.23a) Qf = lA(f(a, 1 -a) + f(\ -a, a)), 0 < a < %.
For these rules
The choice a = 1/4 gives an aesthetically pleasing pattern of points. Slightly more sophisticated rules have been suggested by Squire [6] . These are of the form Thus, one may ignore the singularity and still employ an extrapolation method.
However, the structure of these coefficients shows that there is no obvious way to choose a rule ß so that an even expansion is obtained. When ß is symmetric R is also symmetric. In this case we have Bs = bs = 0 for odd s, but this does not imply that any of the coefficients Cs are zero. Thus, one is forced to use a version of Romberg integration based on a full expansion. An examination of the number of function values required to obtain a result of specified polynomial degree in g(x, y) shows that it would be usually advantageous to use a rule like (1.25) above (which does not require singular points and which has an even error functional expansion) than to use say (1.21) above and ignore the singularity.
The conditions required to make some of the coefficients vanish are noted here, For practical purposes, construction of a rule ß having properties such as these is not worthwhile. However, it is interesting to note that if ß is the product of two identical one-dimensional rules of degree d(Q) which assign equal weights to each abscissa, i.e.
(2.14)
Qf=
is a scaled version of a rule of degree ¿/(ß) and in view of (2.13) the expansion contains terms m~x, m~d~l, m~d~2
3. In the two previous sections we treated an integrand function g(x, y)/(x -y), where g(x, y) together with its derivatives of order up to p + 1 are integrable over the unit square. This restriction on g(x, y) allowed us to apply Theorem 1.6 to the function f+(x, y), a fundamental step in constructing the theory.
In this section we extend the previous theory to cover cases in which g(x, y) has an integrable point singularity of a type specified below at the origin. This extension is based on Theorem 3.1 below which is a generalization of Theorem 1.6.
In the sequel, (r, 6) is the polar coordinate representation of (x, y). The functions h(r), 0(0) and G(x, y) are analytic in 0 < r < y/2; 0 < 6 < tt/2 and 0 < x, y < 1, respectively. , and so we may apply Theorem 3.1 to f+(x, y) to obtain the following result.
Theorem 3.4. Let f(x, y) be given by (3.3) and Q be diagonally symmetric.
Then the error functional Q^f -If has an asymptotic expansion of form (3.2), the arguments (Q,f) in the coefficients on the right being replaced by (Q,f+).
Note that a function evaluation at the origin, if required by Q, may be ignored at the expense of introducing at most one additional term into the expansion (see [3, Theorem 5.17]).
An expansion of the type described in Theorem 3.4 may be used as the basis of an extrapolation procedure to estimate an integral whose integrand is of form (3.3 ). An example (of a form treated in [6] in an equally straightforward manner from one of those described in Sections 6 and 7
of [3] . Moreover, when g(x, y) has singularities of the type xay^(\r\ x)q where a, ß > -1 and ¿/ is any nonnegative integer, a suitable expansion exists, being based trivially on one-dimensional expansions given in [4] . A prospective user of these expansions should be aware that in many cases a significant proportion of the coefficients displayed in expansion (3.2) may be zero. Including nonexistent terms in an extrapolation process is not harmful but results in an unnecessarily expensive calculation. Some of the cases in which some coefficients are zero are given in [3] . There are, however, two provisos. These are that a diagonally symmetric rule ß should be used and that the function values on the diagonal if required should be calculated using (1.1 lb). As is usually the case, when the rule ß is symmetric, the expansion on which Romberg integration is based is an even expansion in inverse powers of m.
We have also shown that if one uses a rule which requires function values on the diagonal but ignores these function values, then one may still use Romberg integration in the same way, but the expansion required is a full expansion in inverse powers of m.
In Section 3 we have generalized the theory of Section 1 to cover cases in which g(x, y) has a point singularity of a specified nature at the origin. 
