Abstract. We study spectral properties of the self-affine measure µ M,D generated by an expanding integer matrix M ∈ M n (Z) and a consecutive collinear digit set D = {0, 1, . . . , q − 1}v where v ∈ Z n \ {0} and q ≥ 2 is an integer. Some sufficient conditions for µ M,D to be a spectral measure or to have infinitely many orthogonal exponentials are given. Moreover, for some special cases, we can obtain a necessary and sufficient condition on the spectrality of µ M,D . Our study generalizes the one dimensional results proved by Dai, et al. ([4, 5] ).
Introduction
Let µ be a Borel probability measure with compact support on R n , We call µ a spectral measure if there exists a discrete set Λ ⊂ R n such that the set of complex exponentials E(Λ) := {e 2πi<λ,x> : λ ∈ Λ} forms an orthonormal basis for L 2 (µ). The set Λ is called a spectrum for µ. The interest of spectral measures was initialled by Fuglede [9] and his famous conjecture: χ Ω dx is a spectral measure on R n if and only if Ω is a translational tile. Later it was proved that the conjecture is false in both directions on R n for n ≥ 3 ( [25] , [13] , [14] ); but it is still open for n = 1, 2. Moreover, the problem of spectral measures is also very attractive when we replace the Lebesgue measure µ by fractal measures such as self-similar/affine measures.
Let M ∈ M n (Z) be an expanding matrix (i.e., all the moduli of eigenvalues of M are strictly larger than one) and D ⊂ Z n be a finite digit set. Then the maps
are contractive with respect to a suitable norm in R n [16] and it is well known that there is a unique nonempty compact set T := T (M, D) satisfying the set-valued Bv = (x 1 , . . . x r , 0, . . . , 0) t and
where M 1 ∈ M r (Z), M 2 ∈ M n−r (Z) and C ∈ M r,n−r (Z). By making use of this matrix decomposition, we have the main theorem of the paper.
Theorem 1.1. Let M ∈ M n (Z) be an expanding matrix, D = {0, 1, . . . , q − 1}v be a digit set where q ≥ 2 is an integer and v ∈ Z n \ {0}. If the set of vectors {v, Mv, . . . , M n−1 v} has rank r and M, M 1 are expressed as in
In particular, if the characteristic polynomial of M 1 is of the simple form f (x) = x r +c, then we have the following necessary and sufficient condition on the spectrality of µ M,D . (ii) µ M,D is a spectral measure if and only if q| det(M 1 ).
According to the dependence of the set of vectors {v, Mv, . . . , M n−1 v}, we will prove the above theorems by two steps: r = n (Theorems 3.2, 3.4) and r < n (Theorem 3.6). The main idea is to use the techniques of linear algebra and matrix analysis.
If the rank r = 1, then v becomes an eigenvector of M and M 1 = ℓ with characteristic polynomial f (x) = x − ℓ, by Theorem 1.2, the following corollary is immediate. For the organization of the paper, we recall several basic concepts and lemmas in Section 2 and prove the main results orderly in Section 3.
Preliminaries
In this section, we give some preliminary definitions and lemmas that we need in proving our main results. It is fairly easy to construct an infinite mutually orthogonal set of exponential functions using the Hadamard triple assumption. However, to check these exponentials form a Fourier basis for L 2 (µ) is a much more difficult task. Jorgensen and Pedersen conjectured that all Hadamard triples will generate self-affine spectral measures. The conjecture was solved in dimension one by Laba and Wang [15] . Under various additional conditions, it was also valid in the high dimensions (see [8] , [23] , [24] ). Until recently, Dutkay, Haussermann and Lai [7] have completely proved the conjecture. The Fourier transform of µ M,D plays a key role in studying the sepctrality of the measure. We recall the definition bŷ
where
n . Then we have the following useful criterion for the existence of infinitely many orthogonal systems.
Let M, M be n × n integer matrices, and the finite sets D, S, D, S be in Z n . We 
Proof. The proofs of (i) and (ii) can be found in [8] (or [7] ). In fact, it is easy to see
Hence by (2.2),
Main results
In this section, we first consider the case that {v, Mv, . . . , M n−1 v} are linearly independent for expanding matrix M ∈ M n (Z) and v ∈ Z n \ {0}. We will get the sufficient conditions for µ M,D to have infinitely many orthogonal exponentials or to be a spectral measure that only depend on the value of det(M). The following simple lemma is an important tool in constructing a suitable conjugate Hadamard triple.
Lemma 3.1. Let M ∈ M n (Z) be an integer matrix with characteristic polynomial f (x) = x n + a 1 x n−1 + · · · + a n−1 x + a n and v = (x 1 , . . . , x n ) t ∈ Z n \ {0}. If the set of vectors {v, Mv, . . . , M n−1 v} is linearly independent, then there exists an integer matrix B, such that
and 
Since f (x) is the characteristic polynomial of M, it follows that f (M) = M n + a 1 M n−1 + · · · + a n−1 M + a n I = 0 and Proof. Suppose f (x) = x n +a 1 x n−1 +· · ·+a n−1 x+a n is the characteristic polynomial of M. Let M be as in (3.3) and v = (0, . . . , 0, 1) t . By Lemmas 2.3 and 3.1, it suffices to prove the theorem for the measure µ M , D which is generated by M and
As a n = (−1)
−an s ∈ Z and M * α ∈ Z n . Lemma 2.2 implies that µ M , D has infinitely many orthogonal exponentials.
(ii) If q| det(M), let u = ( −an q , 0, . . . , 0) t , S = {0, 1, . . . , q −1}u, then | D| = | S| = q and S ⊂ Z n . Moreover, In particular, if the characteristic polynomial of M is of the simple form: f (x) = x n + c, we obtain a sufficient and necessary condition for µ M,D to have infinitely many orthogonal exponentials or to be a spectral measure. The following lemma was due to Dai, He and Lau [5] .
It yields that
Lemma 3.3. Let µ = µ 1 * µ 2 be the convolution of two probability measures µ i , i = 1, 2, and they are not Dirac measures. Suppose that E(Λ) is an orthogonal set of µ 1 with 0 ∈ Λ, then E(Λ) is also an orthogonal set of µ, but cannot be a spectrum of µ. 
as above, we observe that
. . .
By (2.2), the zero set Z( µ M , D ) of the Fourier transform µ M, D can be written as
Hence Z n ⊂ Z 0 , which shows that
We now prove that there are only finite mutually orthogonal exponentials in satisfying
Then for j ≥ 2, the difference
, it follows that
By continuing the above process n times, finally we obtain an infinite sequence of
, which is impossible. Therefore, there are only finite mutually orthogonal exponentials, and µ M, D is not a spectral measure.
(ii) As c = (−1) n det(M), we only need to prove the µ M, D is a non-spectral measure for gcd(q, c) = d where 1
Σ e∈E δ e for a finite set E and Dirac mass measure δ e at the point e, and the infinite convolutions converge in the weak sense. Then we have µ M , D = µ 1 * µ 2 .
It can be seen that
Write c
follows that q ∤ −cm ′ , and
. This shows that any orthogonal set E(Λ) of µ M , D is an orthogonal set of µ 1 , proving that µ M , D is a non-spectral measure by Lemma 3.3. On the other hand, if the set {v, Mv, . . . , M n−1 v} is linearly dependent, by using some techniques of linear algebra, we can reduce the dimension and get the similar results as Theorems 3.2 and 3.4 .
Lemma 3.5. Let v ∈ Z n \ {0} and M ∈ M n (Z). If {v, Mv, . . . , M n−1 v} is linearly dependent with rank r < n, then there exists a unimodular matrix B ∈ M n (Z) such that Bv = (x 1 , . . . , x r , 0, . . . , 0) t and
where M 1 ∈ M r (Z), M 2 ∈ M n−r (Z) and C ∈ M r,n−r (Z). Now we show that the matrix B is the desired one. As v = (a 1r , a 2r , . . . , a nr ) t , it follows from (3.7) that Bv = (a 
