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CompletenessWe demonstrate the importance of explicit deﬁnitions of electronic health record (EHR) data complete-
ness and how different conceptualizations of completeness may impact ﬁndings from EHR-derived data-
sets. This study has important repercussions for researchers and clinicians engaged in the secondary use
of EHR data. We describe four prototypical deﬁnitions of EHR completeness: documentation, breadth,
density, and predictive completeness. Each deﬁnition dictates a different approach to the measurement
of completeness. These measures were applied to representative data from NewYork–Presbyterian Hos-
pital’s clinical data warehouse. We found that according to any deﬁnition, the number of complete
records in our clinical database is far lower than the nominal total. The proportion that meets criteria
for completeness is heavily dependent on the deﬁnition of completeness used, and the different deﬁni-
tions generate different subsets of records. We conclude that the concept of completeness in EHR is con-
textual. We urge data consumers to be explicit in how they deﬁne a complete record and transparent
about the limitations of their data.
 2013 The Authors. Published by Elsevier Inc. Open access under CC BY-NC-SA license. 1. Introduction
With the growing availability of large electronic health record
(EHR) databases, clinical researchers are increasingly interested
in the secondary use of clinical data [1,2]. While the prospective
collection of data is notoriously expensive and time-consuming,
the use of an EHRmay allow a medical institution to develop a clin-
ical data repository containing extensive records for large numbers
of patients, thereby enabling more efﬁcient retrospective research.
These data are a promising resource for comparative effectiveness
research, outcomes research, epidemiology, drug surveillance, and
public health research.
Unfortunately, EHR data are known to suffer from a variety of
limitations and quality problems. The presence of incomplete re-
cords has been especially well documented [3–6]. The availability
of an electronic record for a given patient does not mean that the
record contains sufﬁcient information for a given research task.
Data completeness has been explored in some depth. The statis-
tics community has focused extensively on determining in whatmanner data are missing. Speciﬁcally, data may be considered to
be missing at random, missing completely at random, or missing
not at random [7,8]. Datasets that meet these descriptions require
different methods of imputation and inference.
The statistical view of missing or incomplete data, however, is
not sufﬁcient for capturing the complexities of EHR data. EHR re-
cords are different from research data in their methods of collec-
tion, storage, and structure. A clinical record is likely to contain
extensive narrative text, redundancies (i.e., the same information
is recorded in multiple places within a record), and complex longi-
tudinal information. While traditional research datasets may suffer
from some degree of incompleteness, they are unlikely to reﬂect
the broad systematic biases that can be introduced by the clinical
care process.
There are several dimensions to EHR data completeness. First,
the object of interest can be seen as the patient or as the health
care process through which the patient was treated; there is a dif-
ference between complete information about the patient versus
complete information about the patient’s encounters. A patient
with no health care encounters and an empty record has a com-
plete record with respect to the health care process, but a blank
one with respect to the patient. Furthermore, one can measure
completeness at different granularities: the record as a whole or
of logical components of the record, each of which may have its
own requirements or expectations (e.g., demographic patient
information versus the physician thought process) [9,10]. Another
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intrinsic and extrinsic data requirements. One can imagine deﬁn-
ing minimum information requirements necessary to consider a
record complete (which could be with respect to either the patient
or the health care process), or one can tailor the measurement of
completeness to the intended use. Put another way, we can see
completeness in terms of intrinsic expectations (i.e., based a priori
upon the content) or extrinsic requirements (based upon the use)
[11,12].
The EHR data consumers who deﬁne these extrinsic require-
ments will have different data needs, which will in turn dictate dif-
ferent conceptualizations of a complete patient record. Here,
Juran’s deﬁnition of quality becomes valuable: ‘‘ﬁtness for use’’
[12]. It may be that data completeness does not have a simple,
objective deﬁnition, but is instead task-dependent. Wang and
Strong, for example, in their work developing a model of data qual-
ity, deﬁne completeness as ‘‘[t]he extent to which data are of suf-
ﬁcient breadth, depth, and scope for the task at hand’’ [13]. In other
words, whether a dataset is complete or not depends upon that
dataset’s intended use or desired characteristics. In order to deter-
mine the number of complete records available for analysis one
must ﬁrst determine what it means to have a complete patient re-
cord. The quality of a dataset can only be assessed once the data
quality features of interest have been identiﬁed and the concept
of data quality itself has been deﬁned [11].
Multiple interpretations of EHR completeness, in turn, may re-
sult in different subsets of records that are determined to be com-
plete. The relationships between research task, completeness
deﬁnition, and completeness ﬁndings, however, are rarely made
explicit. Hogan and Wagner offer one of the most widely used def-
initions: ‘‘the proportion of observations that are actually recorded
in the system’’ [5]. This deﬁnition does not, however, offer speciﬁc
measures for determining whether a record is complete. Neither
does it account for the possibility that completeness may be
task-dependent. What proportion of observations should be pres-
ent? Which observations are desired? Are there any other consid-
erations beyond simple proportion? Furthermore, observations are
complex, nested concepts, and it must be determined what level of
detail or granularity is needed or expected. In order of increasing
detail, one could record a visit that occurred, the diagnoses, all
the symptoms, a detailed accounting of the timing of all the symp-
toms, the clinician’s thought process in making a diagnosis, etc.
In the sections below, we enumerate four speciﬁc operational
and measurable deﬁnitions of completeness. These deﬁnitions
are not exhaustive, but they illustrate the diversity of possible
meanings of EHR data completeness. We ran the deﬁnitions against
our clinical database in order to demonstrate the magnitude of
completeness in the database and to illustrate the degree of over-
lap among the deﬁnitions.Fig. 1. An EHR completeness model. Each square point denotes an observed and
recorded data point, stars are unobserved but desired data points, and the boxes
indicate all data points that are required for a given task.2. Materials and methods
Previously, we conducted a systematic review of the literature
on EHR data quality in which we identiﬁed ﬁve dimensions of data
quality that are of interest to clinical researchers engaged in the
secondary use of EHR data. Completeness was the most commonly
assessed dimension of data quality in the set of articles we re-
viewed [3]. Based upon this exploration of the literature on EHR
data quality, consideration of potential EHR data reuse scenarios,
and discussion with stakeholders and domain experts, we describe
four prototypical deﬁnitions of completeness that represent a con-
ceptual model of EHR completeness. Further deﬁnitions of com-
pleteness are possible and may become apparent as the reuse of
EHR data becomes more common and more use cases and user
needs are identiﬁed.Fig. 1 presents a visual model of the four deﬁnitions of com-
pleteness, which are described further in Section 2.1. In this model
of EHR data, every potential data point represents some aspect of
the patient state at a speciﬁc time that may be observed or unob-
served as well as recorded or unrecorded. The longitudinal patient
course, therefore, can be represented as a series of points over time
that may or may not appear in the EHR.
2.1. Deﬁnitions
2.1.1. Documentation: a record contains all observations made about a
patient
The most basic deﬁnition of a complete patient record described
in the literature is one where all observations made during a clin-
ical encounter are recorded [5]. This is an objective, task-indepen-
dent view of completeness that is, in essence, a measure of the
ﬁdelity of the documentation process. Assessments of documenta-
tion completeness rely upon the presence of a reference standard,
which may be drawn from contacting the treating physician [14],
observations of the clinical encounter [15], or comparing the EHR
data to an alternate trusted data source—often a concurrently
maintained paper record [16–19]. Documentation completeness
is also relevant to the quality measurements employed by the Cen-
ters for Medicare & Medicaid Services [20].
In secondary use cases, however, the data consumer may be
uninterested in the documentation process. Instead, completeness
is determined according to how well the available data match the
speciﬁc requirements of the task at hand, meaning that complete-
ness in these situations is more often subjective and task-depen-
dent. While documentation completeness is intrinsic, the
following three deﬁnitions of completeness are extrinsic and can
only be applied once a research task has been identiﬁed.
2.1.2. Breadth: a record contains all desired types of data
Some secondary use scenarios require the availability of multi-
ple types of data. EHR-based cohort identiﬁcation and phenotyp-
ing, for example, often utilize some combination of diagnoses,
laboratory results, medications, and procedure codes [21–23].
Quality of care and clinician performance assessment also rely
upon the presence of multiple data types within the EHR (the rel-
evant data types vary depending upon clinical area) [20,24–27].
More broadly, researchers interested in clinical outcomes may re-
quire more than one type of data to properly capture the clinical
state of patients [28,29]. In the above cases, therefore, a complete
record may be one where a breadth of desired data types is pres-
ent. It is important to note that the absence of a desired data type
in a record does not necessarily indicate a failure in the clinical care
process or in the recording process. Rather, it may be that a data
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standpoint, and therefore was not observed.
2.1.3. Density: a record contains a speciﬁed number or frequency of
data points over time
In many secondary use scenarios, EHR data consumers require
not only a breadth of data types, but also sufﬁcient numbers and
density of data points over time [30]. Some of the phenotyping
algorithms developed by the eMERGE Network, for example, rely
upon the presence of multiple instances of the same laboratory
tests, diagnoses, or medications [31], and sometimes specify de-
sired time periods between the recording of these data within
the EHR [32,33]. Clinical trial eligibility criteria, which can be com-
pared to patient records to identify relevant cohorts, also contain
complex temporal data speciﬁcations [34], as do EHR data requests
submitted by clinical researchers [35]. Breadth and density can be
considered complementary, orthogonal dimensions of complete-
ness. A single point of patient data, for example, has breadth and
density of one.
2.1.4. Predictive: a record contains sufﬁcient information to predict a
phenomenon of interest
Our ﬁnal and most complex deﬁnition of EHR data complete-
ness arises when one considers that the overall goal of much re-
search is the ability to predict an outcome [13]. It is possible to
train various computational models, some of which being more
tolerant of missing data than others, using EHR-derived datasets.
Researchers may be interested in predicting, amongst other clinical
phenomena, disease status and risk [36–38], readmission [39,40],
or mortality [41,42]. Depending upon the model employed, data
needs may be implicit, rather than explicit. The metric for com-
pleteness is performance on the task, rather than counts of data
points. The data that are required are those that are sufﬁcient to
make a prediction. Therefore, it may that two records with differ-
ent data proﬁles are both complete according to this deﬁnition.
2.2. Data
NewYork–Presbyterian Hospital (NYPH) is a not-for-proﬁt hos-
pital in New York City consisting of ﬁve locations. For the purposes
of this research, we included data from: the Milstein Hospital, a
tertiary care hospital, and its associated ambulatory areas; Allen
Hospital, a community hospital; and Morgan Stanley Children’s
Hospital. All are in upper Manhattan. These locations and their
afﬁliated ofﬁces treat close to 300,000 unique patients per year.
The patient population is 56% female, with an average age of
51 years. The population is 32% Hispanic, 10% Asian, 19% Black,
and 39% White.
A number of different health information technology systems
are in place at NYPH. In this study, we used data from Allscripts’s
Sunrise Clinical Manager for clinical care, Cerner Millennium for
ancillary services, and Eagle Registration for administrative
transactions.
2.3. Experiments
Four experiments were designed to demonstrate applications of
each of the above deﬁnitions to EHR data. A ﬁfth experiment was
used to compare the datasets deemed complete according to each
of the four deﬁnitions. We sampled representative data types for
each deﬁnition. Speciﬁcally, we selected data types that are ex-
pected to be present in most EHRs, and which are commonly re-
quired in research use cases. These data types include, but are
not limited to, admission and discharge information, laboratory re-
sults, medication orders, and basic demographic information. Each
day a patient was present in the hospital or an afﬁliated medicalofﬁce represents an opportunity to observe and record data on
the patient state. Each data observation and recording opportunity,
in turn, includes multiple data types (e.g., diagnosis, laboratory re-
sult, etc.).
EHR completeness can be measured at different levels of gran-
ularity. One might examine, for example, the completeness of a full
patient record (e.g. each patient represents a potential subject or
case), or of speciﬁc data types (e.g., lab values are extracted and
aggregated across patients). It can also be argued that at any gran-
ularity, EHR data never have total completeness. For the purposes
of this demonstration, however, we have chosen to measure com-
pleteness at the patient record level, and have categorized records
as either complete or incomplete according to each deﬁnition of
completeness. Completeness according to each deﬁnition, there-
fore, is reported in number of patient records that meet the rele-
vant criteria. Rather than provide generalizable completeness
ﬁndings for EHR data, our goal is to explicitly deﬁne and measure
completeness from various perspectives and to illustrate the mis-
alignment and intersections among different deﬁnitions of
completeness.
2.3.1. Documentation
If a complete record must contain all information that was gath-
ered during a clinical encounter—a potential data collection
point—a record is incomplete if there was a failure in the recording
process. Determining when there was a failure to record data, how-
ever, is difﬁcult without a reference standard. NYPH policy dictates
that every day that a patient is present in the hospital or one of its
afﬁliated ofﬁces, a narrative note should be entered into their re-
cord. Therefore, to illustrate this deﬁnition, we considered a record
without a note on any day that a patient was present for treatment
to be incomplete. Inherent in this approach is the assumption that
visits are themselves appropriately recorded.
We extracted visit data on all patients in the NYPH clinical data
warehouse and determined on which days they were present. Each
day was considered to be a potential data collection point. We then
identiﬁed all days where a patient had a narrative note or report
recorded. Every day a patient was present without an associated
note or report was said to be a data point that did not meet the def-
inition of documentation completeness.
2.3.2. Breadth
When researchers require a breadth of information about pa-
tients, a record is considered complete if certain desired types of
information are present. The information required for a record to
be deemed complete will vary according to the research task at
hand. For this experiment, we chose to look for the presence of ﬁve
data types frequently found in patient records: laboratory results,
medication orders, diagnoses, sex, and date of birth. In this exam-
ple, a patient with all ﬁve data types present would be said to have
a complete record. Given the multiplicity of laboratory tests, we
also looked speciﬁcally at two common laboratory results: blood
glucose and hemoglobin measurements. For all patients, we mea-
sured the coverage of laboratory results, medication orders, and
diagnoses for each day that they were present in the hospital or
an afﬁliated ofﬁce. The presence of sex and date of birth were as-
sessed once for each patient.
2.3.3. Density
Some research tasks require the availability of multiple data
points over time. Moreover, these data points may be required
with some degree of regularity or covering a desired period of time.
A complete record, therefore, would be one with a desired number
of data points over a set period of time, spaced at sufﬁciently even
intervals. For this experiment, we looked at the quantity and tem-
poral distribution of patient visits, medication orders, and
N.G. Weiskopf et al. / Journal of Biomedical Informatics 46 (2013) 830–836 833laboratory results. We approached this view of completeness in
two ways. First, we looked at the number of clinical data points
over the course of a patient record. Second, we applied an adjust-
ment described by Sperrin et al. that accounts for the temporal
irregularity of data [30].
I ¼ 2=nþ n 2
n
1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðn 1ÞVarfgt; i ¼ 1; . . . ;n 1g
q 
where gt ¼
xiþ1  xi
xn  x1 ð1Þ
I gives the average amount of information provided by each data
point by accounting for the variability between those points. In
the ideal situation, where all points are evenly spaced, I = 1. Multi-
plying I by n gives the number of effective data points. Sperrin et al.
also proposed a linear adjustment that may be used to determine
not only how evenly spaced data are, but to what extent a period
of interest is covered by those data points. A set of points evenly
spaced over a month may give sufﬁcient information about that
month, but if the period of interest is a full year, that information
becomes insufﬁcient. The adjustment, given a period of interest
[a,b], is shown below.
I ¼ I minfb; xng maxfa; x1g
b a ð2ÞFig. 2. Documentation completeness improvement over time. The documentation
completeness of records has improved as documentation practices have changed
and EHR adoption has increased.2.3.4. Predictive
One goal of reusing EHR data is to predict something or to ﬁnd
associations. Therefore, a record that contains sufﬁcient informa-
tion to predict successfully can be considered to be sufﬁciently
complete for the stated purpose. We illustrated the deﬁnition for
predictive completeness by assessing our ability to predict return
visits. Such prediction is important in the context of health care re-
form, because institutions are striving to reduce readmission rates,
and predicting who is likely to return allows institutions to target
resources to prevent readmissions. We employed a logistic regres-
sion model using type and number of visits, number of medica-
tions, and number and value of common laboratory tests as the
independent variables and using the presence of a gap of 180 days
or more in future visits as the dependent variable.
2.3.5. Comparison of completeness deﬁnition results
Further analysis was performed in order to compare records
considered to be complete according to the four deﬁnitions of com-
pleteness. A documentation complete record was one with at least
one visit accompanied by a narrative note. Records with breadth
completeness were those that included a patient’s date of birth,
sex, and at least one medication order, laboratory test, and diagno-
sis. For density, we considered the presence of medication orders
and laboratory tests over time, since these data types represent
common clinical actions. Temporal resolution was considered
down to the second. Sperrin’s I was used to calculate the number
of effective data points. Finally, we determined the predictive com-
pleteness of records using a simpliﬁed version of the logistic
regression model described in Section 2.3.4. The dependent vari-
able was a gap in each patient record of at least 180 days, and
the independent variables were counts of medication orders, labo-
ratory results, and visits in the 3, 6, and 12 months preceding a po-
tential gap.
3. Results
3.1. Documentation completeness
Of the approximately 3.9 million patients with data in the clin-
ical data warehouse, 48.3% have at least one visit recorded where afree-text note or report would be expected. Due to the gradual pro-
cess of EHR adoption within NYPH, the percentage of missing notes
has dropped drastically over the years (Fig. 2). The overall rates of
non-missing notes compared to the rates of visits are shown in
Fig. 3. Of all the patients with data in the clinical data warehouse,
18.5% have at least one visit with an associated note or report, 7.1%
have ﬁve or more, and 4% have ten or more. Since 1986, 23.6% of all
recorded visits have been accompanied by notes or reports. Over
the most recent calendar year, however, the rate of completeness
according to this deﬁnition has been signiﬁcantly higher: 98.6%
of inpatient visits, 73.8% of outpatient visits, and 95.0% of emer-
gency visits have same day notes or reports recorded.
3.2. Breadth
Of the patients with data in the clinical data warehouse, 29.3%
had at least one visit with a recorded laboratory result (20.0% glu-
cose, 23.0% hemoglobin), 12.6% had at least one with a medication
order, and 44.5% had at least one with a diagnosis. The vast major-
ity of patient records included basic demographic information:
97.8% had a valid date of birth recorded, and 99.6% had sex
recorded.
Fig. 4 shows the rates of visits with associated medications, lab-
oratory tests, and diagnoses, as well as the rates of visits with none,
one, two, or all three types of information. Of the patients with re-
cords in the clinical data warehouse, 10.4% had at least one visit
with all three data types, 26.2% had at least one visit with exactly
two, and 33.8% had at least one visit with exactly one.
3.3. Density
Overall, 55.4% of the patients with records in the clinical data
warehouse had at least 1 day with a recorded admission event, dis-
charge event, laboratory result, or medication order. Twenty-three
point eight percent had at least ﬁve, and 15.6% had at least ten.
With Sperrin’s I applied, 16.6% had at least ﬁve, and 10.4% had at
least ten. With Sperrin’s I and the linear adjustment, these ﬁgures
dropped even further: 13.6% had at least one, 6.5% had at least ﬁve,
and 4.4% had at least ten. If the time span of interest is limited to
the year in which each patient spent the most days at the hospital,
the rates of raw visits and effective visits meeting criteria are low-
er, but the rates of adjusted visits are higher. Fig. 5 shows the rates
of raw, effective, and adjusted counts of days that patients were
present in the hospital.
3.4. Predictive
We were able to predict 180-day-or-greater gaps in visits and
data with an accuracy of 0.89. The area under the receiver operat-
ing characteristic curve was 0.79. The nature of the visits and
Fig. 3. Documentation completeness of records. Shows the number of patients who
have been present in the hospital for a certain number of days, as well as the
number of patients whose records have narrative notes or reports associated with a
certain number of days that they have been present.
Fig. 4. Breadth completeness of records. The number of patients with laboratory
results, medication orders, and diagnoses on the same day as compared to the
number of days when they were present in the hospital. Below, the number of
patients with zero, one, two, or all of these data types present in their record on the
same day.
Fig. 5. Density completeness of records. The number of patients with a given
number of days with recorded visit events, laboratory results, or medication orders.
The raw number of days, the number of days adjusted for variance, and the number
of days adjusted for variance and time period are shown.
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conceptualization of completeness, unlike breadth or density com-
pleteness, individual cases are predicted either correctly or incor-
rectly, so there is no sense of an intermediate completeness on
an individual case.Fig. 6. Comparison of completeness deﬁnition results. Subsets of patients with
complete records according to the density (medication orders and laboratory tests
over time with Sperrin’s adjustment), breadth (record includes date of birth, sex,
and at least one medication order, laboratory test, and diagnosis), documentation
(at least one visit accompanied by a note), and predictive (a gap of 180 days can be
correctly predicted) completeness deﬁnitions.3.5. Comparison of completeness deﬁnition results
A comparison of the records satisfying the breadth, density,
documentation, and predictive deﬁnitions of completeness is
shown in Fig. 6 [43]. Overall, 55.7% of patients in the CDW have
at least one point of clinical data, and 26.9% meet the criteria for
at least one deﬁnition of completeness. In terms of density, only
11.8% have a complete record when completeness is deﬁned as
at least 15 laboratory results or medication orders adjusted for
temporal variance. When completeness is deﬁned as a breadth of
ﬁve data types of interest (date of birth, sex, medication order,laboratory test, and diagnosis), 11.4% of patients have complete re-
cords. Patients with documentation complete records—meaning
they had at least one visit with an associated note—accounted for
18.5% of all patients. Finally, the presence or absence of a gap of
180 days or more could be correctly predicted for 8.4% of patients.
N.G. Weiskopf et al. / Journal of Biomedical Informatics 46 (2013) 830–836 835Only 0.6% of patient records could be considered complete accord-
ing to the implementations of all four deﬁnitions.4. Discussion
At the time of this study, the clinical data warehouse contained
the electronic records of approximately 3.9million patients, but the
number of records with sufﬁcient information for various analyses
is likelymuch lower. Only about half would be considered complete
according to any of the four deﬁnitions using the least stringent cut-
offs (e.g., at least one data point, at least one visit, or at least one
medication or laboratory result). Only about a quarter would be
considered complete with more detailed data requirements (e.g.,
at least one visit with an associated note or laboratory result, at
least ﬁve visits over the course of a record). When limited not only
to complete records, but also to a relevant cohort, the amount of
useful information will drop even further. By any deﬁnition only a
fraction of all the records are complete and suitable for reuse.
Moreover, the number of records in the relevant dataset varies
depending upon the deﬁnition of completeness being used, which
is in turn dependent upon user needs. Someone who is interested
in patient care or outcomes over the longitudinal patient record
will require very different data from someone looking at a cross-
section of a patient population or someone studying the quality
of care delivered at a medical institution. These users might iden-
tify complete records through, respectively, the density, breadth,
and documentation completeness deﬁnitions described in this pa-
per. As we have shown, each of these deﬁnitions results in a differ-
ent number of complete records. Before making a determination of
how many complete records are available for analysis, therefore, a
researcher should ﬁrst determine and specify what their data
needs are, and then select the appropriate deﬁnition of complete-
ness and provide it together with the completeness analysis result.
Further complicating the issue of completeness is the fact that
not only do different deﬁnitions of completeness result in different
numbers of useable records, these deﬁnitions may also point to dif-
ferent sets of relevant records. One might expect that a record that
satisﬁes one deﬁnition of completeness is likely to satisfy another,
but this is not necessarily the case. As shown in the comparison of
the four deﬁnitions of completeness, the resulting sets of useable
records share only partial overlap (Fig. 6). In this study, documen-
tation completeness suggests breadth or density completeness,
possibly because our method of determining documentation com-
pleteness (Section 2.3.1) requires the presence of at least one re-
corded visit. Predictive completeness, on the other hand, has
little overlap with the other three result sets. Although 26.9% of
the records in our CDWmeet the criteria for at least one of the def-
initions of completeness, only 0.6% meet the criteria for all four.
Therefore, explicitly selecting a relevant deﬁnition of EHR com-
pleteness is necessary to identify not only how many records are
complete, but also which records are complete.
It is important to note that a range of deﬁned completeness is
possible and will depend in part upon the complexity of the task
for which the data will be used. Taking a trivial example based
on the concept of predictive completeness, predicting the patient’s
age next year requires only the current age, implying most of the
patients’ records are complete, but predicting the age at which a
patient will die is very difﬁcult. Patients with rapidly fatal diseases
may be predicted from their diagnoses, but others would be more
difﬁcult. Similarly, simple research tasks are likely to require less
breadth or density of data than more complex tasks.
There may be analytic ways to address or avoid incompleteness.
For example, the algorithm to predict gaps could be used to decide
if an individual record is complete. If a patient has a gap and a gap
was predicted from preceding data, then perhaps the gap was real;for example, the patient may have been healthy during the period.
If, however, the patient has a gap and a gap was not predicted, then
perhaps some data are missing. For example, perhaps the patient
did have visits but the patient went to a different health provider.
Thus the prediction may indicate the likelihood of completeness in
the sense of the ﬁrst deﬁnition (i.e., were the data that should have
been there present). One could then potentially ﬁlter out cases
with apparently missing visits.
4.1. Limitations
The rates of complete records identiﬁed in this study are not
generalizable to other institutions. Differences in populations
served, settings, workﬂows, HIT, and data procedures result in un-
ique data proﬁles. The deﬁnitions of completeness described in this
study, however, are not speciﬁc to our institution. The idea that
information quantity can only be determined following the identi-
ﬁcation of a relevant deﬁnition of EHR completeness and the selec-
tion of an appropriate method of measurement is generalizable.
The deﬁnitions of completeness described in this study are pri-
marily illustrative and are not exhaustive, as we may have failed to
take into account all the needs of potential data consumers. We did
not study, for example, the relationship between record complete-
ness and underlying patient status. That is, a healthy patient’s re-
cord would be expected to look very different from a sick
patient’s. Further work is needed to more thoroughly and rigor-
ously model the concept of completeness as it relates to the sec-
ondary use of EHR data.
The four deﬁnitions of completeness described in this study also
require further exploration. In the case of predictive completeness,
for example, it is unclear how to interpret the result: what level of
prediction is sufﬁcient to consider the EHR to be complete? Com-
plicating this is the difﬁculty distinguishing the cause of low pre-
dictive accuracy. It could be because of lack of data, tackling a
problem that is hard to solve, or the difﬁculty of developing an
appropriate model.
Finally, completeness is closely tied to other dimensions of data
quality. In examining completeness, we made no assumptions
regarding the correctness of the data. The fact that data are present
does not mean that they are necessarily trustworthy. A full assess-
ment of an EHR-derived dataset prior to reuse should go beyond
completeness.
5. Conclusions
We have illustrated that multiple deﬁnitions of completeness
may be used, that they lead to different degrees of measured com-
pleteness for the same dataset, and that the number of complete
records in a typical clinical database may be far lower than the
nominal total. As researchers and clinicians continue the trend of
repurposing EHR data for secondary use, it is important to bear
in mind that these clinical data may not satisfy completeness
requirements. Completeness, however, is contextual and is deter-
mined through an understanding of speciﬁc data needs. The num-
ber of complete records available for analysis is dependent upon
the deﬁnition of completeness being used. Each deﬁnition results
in a different set of complete records. We urge EHR data consumers
to be mindful of the potential limitations of a dataset prior to com-
mitting to its use, explicit in their choice of completeness deﬁni-
tion, and transparent about completeness ﬁndings when
reporting results.
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