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Robust Learning for Optimal Treatment Decision with
NP-Dimensionality
Chengchun Shi, Rui Song and Wenbin Lu
Abstract
In order to identify important variables that are involved in making optimal treat-
ment decision, Lu et al. (2013) proposed a penalized least squared regression frame-
work for a fixed number of predictors, which is robust against the misspecification of
the conditional mean model. Two problems arise: (i) in a world of explosively big data,
effective methods are needed to handle ultra-high dimensional data set, for example,
with the dimension of predictors is of the non-polynomial (NP) order of the sample
size; (ii) both the propensity score and conditional mean models need to be estimated
from data under NP dimensionality.
In this paper, we propose a two-step estimation procedure for deriving the optimal
treatment regime under NP dimensionality. In both steps, penalized regressions are
employed with the non-concave penalty function, where the conditional mean model of
the response given predictors may be misspecified. The asymptotic properties, such as
weak oracle properties, selection consistency and oracle distributions, of the proposed
estimators are investigated. In addition, we study the limiting distribution of the
estimated value function for the obtained optimal treatment regime. The empirical
performance of the proposed estimation method is evaluated by simulations and an
application to a depression dataset from the STAR*D study.
Keywords: Non-concave penalized likelihood; Optimal treatment strategy; Oracle property;
Variable selection.
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1 Introduction
Personalized medicine, which has gained much attentions over a few past years, is a medical
paradigm that emphasizes systematic use of individual patient information to optimize that
patient’s health care. In this paradigm, the primary interest lies in identifying the optimal
treatment strategy that assigns the best treatment to a patient based on his/her observed
covariates. Formally speaking, a treatment regime is a function that maps the sample space
of patient’s covariates to the treatments.
There is a growing literature for estimating the optimal individualized treatment regimes.
Existing literature can be casted into as model based methods and direct search methods.
Popular model based methods includeQ-learning (Watkins and Dayan, 1992; Chakraborty et al.,
2010) and A-learning (Robins et al., 2000; Murphy, 2005), where Q-learning models the con-
ditional mean of the response given predictors and treatment while A-learning models the
contrast function. The advantage of A-learning is robust against the misspecification of
the baseline mean function, provided that the propensity score model is correctly speci-
fied. Recently, Zhang et al. (2012) proposed inverse propensity score weighted (IPSW) and
augmented-IPSW estimators to directly maximize the mean potential outcome under a given
treatment regime, i.e. the value function. Moreover, Zhao et al. (2012) and Zhang et al.
(2012) recast the estimation of the value function from a classification perspective and use
machine learning tools, to directly search for the optimal treatment regimes.
The rapid advances and breakthrough in technology and communication systems make
it possible to gather an extraordinary large number of prognostic factors for each individ-
ual. For example, in the Sequenced Treatment Alternative to Relieve Depression (STAR*D)
study, over 350 covariates are collected from each patient. With such data gathered at hand,
it is of significant importance to organize and integrate information that is relevant to make
optimal individualized treatment decisions, which makes variable selection as an emerging
need for implementing personalized medicine. In addition, it is common to encounter studies
where the number of covariates is comparable or much larger than the sample size. There-
fore, variable selection is also essential in making high-dimensional statistical inference for
estimated optimal treatment regimes. There have been extensive developments of variable se-
lection methods for prediction, for example, LASSO (Tibshirani, 1996), SCAD (Fan and Li,
2001), MCP (Zhang, 2010) and many others in the context of penalized regression. Their
associated inferential properties have been studied when the number of predictors is fixed,
diverging with the sample size and of the non-polynomial order of the sample size.
In contrast to the large amount of work on developing variable selection methods for
prediction, the variable selection tools for deriving optimal individualized treatment regimes
have been less studied, especially when the number of predictors is much larger than the
sample size. Among them available, Gunter et al. (2011) proposed variable ranking methods
for the marginal qualitative interaction of predictors with treatment. Fan et al. (2015) de-
veloped a sequential advantage selection method that extends the marginal ranking methods
by selecting important variables with qualitative interaction in a sequential fashion. How-
ever, no theoretical justifications are provided for these methods. Qian and Murphy (2011)
proposed to estimate the conditional mean response using a L1-penalized regression and
studied the error bound of the value function for the estimated treatment regime. How-
ever, the associated variable selection properties, such as selection consistency, convergence
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rate and oracle distribution, are not studied. Lu et al. (2013) introduced a new penalized
least squared regression framework, which is robust against the misspecification of the con-
ditional mean function. However, they only studied the case when the number of covariates
is fixed and the propensity score model is known as in randomized clinical trials. Song et al.
(2015) proposed penalized outcome weighted learning for the case with the fixed number of
predictors.
In this paper, we study the penalized least squared regression framework considered in
Lu et al. (2013) when the number of predictors is of the non-polynomial (NP) order of the
sample size. In addition, we consider a more general situation where the propensity score
model may depend on predictors and needs to be estimated from data, as common in obser-
vational studies. A two-step estimation procedure is developed. In the first step, penalized
regression models are fitted for the propensity score and the conditional mean of the response
given predictors. In the second step, the optimal treatment regime is estimated using the
penalized least squared regression with the estimated propensity score and conditional mean
models obtained in the first step. There are several challenges in both numerical implemen-
tation and derivation of theoretical properties, such as weak oracle and oracle properties, for
the proposed two-step estimation procedure. First, since the posited model for the condi-
tional mean of the response given predictors may be misspecified, the associated estimation
and variable selection properties under model misspecification with NP dimensionality is not
standard. Second, it is unknown how the asymptotic properties of the estimators for the
optimal treatment regime obtained in the second step will depend on the estimated propen-
sity score and conditional mean models obtained in the first step under NP dimensionality.
To our knowledge, these two challenges have never been studied in the literature. Moreover,
we estimate the value function of the estimated optimal regime and study the estimator’s
theoretical properties.
The remainder of the paper is organized as follows. The proposed two-step variable
selection procedure for estimating the optimal treatment regime is introduced in Section 2.
Section 3 and 4 demonstrate the weak oracle and oracle properties of the resulting estimators,
respectively. Section 5 studies the estimator for the value function of the estimated optimal
treatment regime. Simulation results are presented in Section 6. An application to a dataset
from the STAR*D study is illustrated in Section 7, followed by a Conclusion Section. All
the technical proofs are given in the Appendix.
2 Method
Let Y denote the response, A ∈ A denote the treatment received, where A is the set
of available treatment options, and X denote the baseline covariates including constant
one. For demonstration purpose, we focus on a binary treatment regime, i.e., A = {0, 1},
with 0 for the standard treatment and 1 for the new treatment. We consider the following
semiparametric model:
Y = h0(X) + A(β
T
0 X) + e, (1)
where h0(X) is the unspecified baseline function, β0 is the p-dimensional regression coeffi-
cients and e is an independent error with mean 0 and variance σ2. Under the assumptions
of stable unit treatment value (SUTVA) and no unmeasured confounders (Rubin, 1974), it
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can be shown that the optimal treatment regime dopt(x) for patients with baseline covariates
X = x takes the form
I (E(Y |X = x,A = 1)− E(Y |X = x,A = 0) > 0) = I(βT0 x > 0),
where I(·) is the indicator function.
Our primary interest is in estimating the regression coefficients β0 defining the optimal
treatment regime. Let π(x) = P (A = 1|X = x) be the propensity score. We assume a
logistic regression model for π(x):
π(x, α0) = exp(x
Tα0)/[1 + exp(x
Tα0)], (2)
with p-dimensional parameter α0. Here, we allow the propensity score to depend on co-
variates, which is common in observational studies and the parameters α0 can be estimated
from the data. For randomized clinical trials, π(x, α0) is a constant. We assume the majority
of elements in β0 and α0 are zero and refer to the support supp(β0), supp(α0) as the true
underlying sparse model of the indices.
Consider a study with n subjects. Assume that the design matrix X = (x1, . . . , xn)
T is
deterministic. The observed data consist of {(Yi, Ai, xi) : i = 1, · · · , n}. Here, we consider
the case that the dimensionality p is of NP order of the sample size n. Define µ(x) = h0(x)+
π(x, α0)x
Tβ0, the conditional mean of the response given covariates X = x. We propose the
following two-step estimation procedure to estimate the optimal treatment regime. In the
first step, we posit a model Φ(x, θ) for the conditional mean function µ(x), and consider the
penalized estimation for the propensity score and conditional mean models as follows.
Denote αˆ to be the argmin of the following loss function
1
n
n∑
i=1
[
log{1 + exp(xTi α)} −AixTi α
]
+
p∑
j=1
ρ1(|αj|, λ1n), (3)
and
θˆ = argmin
θ
1
n
n∑
i=1
{Yi − Φ(xi, θ)}2 +
q∑
j=1
ρ2(|θj |, λ2n), (4)
where αj and θj refers to the jth element in α and θ, q is the dimension of θ, and ρ1 and ρ2
are folded concave penalty functions with the tuning parameters λ1n and λ2n, respectively.
Note that the posited model Φ(x, θ) may be misspecified.
Define Φˆi = Φ(xi, θˆ) and πˆi = π(xi, αˆ). In the second step, we consider the following
penalized least square estimation:
βˆ = argmin
β
1
n
n∑
i=1
{Yi − Φˆi − (Ai − πˆi)βTxi}2 +
p∑
j=1
ρ3(|βj|, λ3n), (5)
where ρ3 is a folded-concave penalty function with the tuning parameter λ3n. Here the folded-
concave penalty functions ρ1, ρ2 and ρ3 are assumed to satisfy the following condition:
Condition 2.1. ρ(t, λ) is increasing and concave in t ∈ [0,∞), and has a continuous deriva-
tive ρ′(t, λ) with ρ′(0+, λ) > 0. In addition, ρ′(t, λ) is increasing in λ ∈ [0,∞) and ρ′(0+, λ)
is independent of λ.
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3 Non-asymptotic weak oracle properties
In this section we show that the proposed estimator enjoys the weak oracle property, that
is, αˆ, βˆ and θˆ defined in (3)-(5) are sign consistent with probability tending to 1, and are
consistent with respect to the L∞ norm. Weak oracle properties of θˆ are established in
the sense that it converges to some least false parameter θ⋆ when the main effect model is
misspecified.
Theorem 1 provides the main results. Some regularity conditions are further discussed
in subsections 3.2 and 3.3. A major technical challenge in deriving weak oracle properties
of βˆ is to analyze the deviation in (23), for which we develop a general empirical process
result in Proposition 3.1. This result is important in its own right and can be used in
analyzing many other high-dimensional semiparametric models where the index parameter
of an empirical process is a plug-in estimator. The following notation is introduced to simplify
our presentation.
Let X1α and X2α, X1β and X2β be the submatrices of the design matrix X formed by
columns in Mα = supp(α0), M
c
α, Mβ = supp(β0) and M
c
β , respectively, where M
c
α, M
c
β
stand for the complements of Mα, Mβ . Assume each x
j , which is the jth covariate in X ,
is standardized such that ||xj ||2 =
√
n, where ‖ · ‖p stands for the Lp norm of vectors or
matrices.
Let Φ(θ) = [Φ(x1, θ), . . . ,Φ(xn, θ)]
T , φ(θ) = [φ1(θ), . . . , φq(θ)] denote its Jacobian matrix.
The derivatives are taken componentwisely, i.e.,
φl(θ) =
(
φl(x1, θ), . . . , φ
l(xn, θ)
)
,
for all l = 1, . . . , q. Denote φ1(θ) to be a sub-matrix of φ(θ) formed by column in Mθ =
supp(θ⋆), φ2(θ) formed by columns in M
c
θ . We denote Φ(θ
⋆) and φ(θ⋆) as Φ and φ when
there’s no confusion. We use a short-hand Φˆ, φˆ for Φ(θˆ), φ(θˆ). Henceforth we also write
Φ(θ), φ(θ) with θ = (θT1 , 0
T )T as Φ(θ1), φ(θ1) for convenience.
Let 1 denote a vector of ones, E denote the identity matrix, O denote the zero matrix con-
sisting of all zeros. For any matrix Ψ, let P (Ψ) denote the projection matrix Ψ(ΨTΨ)−1ΨT .
For any vector a, b, let “ ◦ ” denote the Hadamard product: a ◦ b = (a1b1, . . . , anbn)T ,
|a| = (|a1|, . . . , |an|)T and diag(a) as the diagonal matrix with elements of vector a. Denote
||Y ||ψm as the Orlicz norm of a random variable Y ,
inf
u
{
u > 0 : E exp
( |Y |
u
)m
≤ 2
}
,
for any m ≥ 1.
3.1 Weak oracle properties
We assume that the number of covariates p and q satisfy log p = O(n1−2dβ) and log q =
O(n1−2dθ) for some dβ and dθ ∈ (0, 12), respectively.
Theorem 1 (Weak oracle property). Assume that Conditions A.1, A.3 in (A.1), Condition
3.1 in (3.3) hold, maxi ||ei||ψ1 <∞, then there exist local minimizers αˆ, θˆ and βˆ of the loss
functions (3), (4), and (5) respectively, such that with probability at least 1− c¯/(n+ p+ q):
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(a) αˆ2 = 0, βˆ2 = 0, θˆ2 = 0,
(b) ||αˆ1−α1||∞ = O(n−γα log n), ||βˆ1− β1||∞ = O(n−γβ logn), ||θˆ1− θ1||∞ = O(n−γθ log n),
where γα, γβ, γθ ≤ 1/2 are some positive constants, c¯ is some positive constant, αˆ1, αˆ2, βˆ1,
βˆ2, θˆ1 and θˆ2 are sub-vectors formed by components in Mα, Mβ, Mθ and their complements.
Remark 3.1. In Theorem 1, part (a) corresponds to the sparse recovery while (b) gives the
estimators’ convergence rates. Weak oracle property of αˆ directly follows from Theorem 2 in
Fan and Lv (2011). However, to prove this property of βˆ requires further efforts, to account
for the variability due to plugging in θˆ and αˆ. L∞ convergence rate of αˆ1 as well as the
nonsparsity size sα, play an important role in determining how fast βˆ1 converges.
Remark 3.2. The convergence rate of θˆ1 will not affect that of βˆ. This is because we require
the posed propensity score model to be correct, the estimation of β is robust with respect to
the model misspecification of the main effect parameters θ. Simulation results also validate
our theoretical findings.
3.2 The misspecified function
We discuss conditions on misspecified function Φ. Assume Φ has second order continuous
derivatives. To establish weak oracle property of θˆ, we assume the existence and the sparsity
of a least false parameter θ⋆, the population parameter in the working model under the true
distribution. Without loss of generality, assume the support of θ⋆, supp(θ⋆) = {1, . . . , sθ},
i.e., θ⋆ = (θ⋆1
T , θ⋆2
T )T with θ⋆1 the first sθ nonzero component while θ
⋆
2 = 0.
Condition 3.1. We assume the following conditions:
sup
δ∈Hθ
||{φ1(δ)Tφ1(δ)}−1φ1(δ)T (µ− Φ)||∞ = O(n−γθ logn), (6)
sup
δ∈Hθ
||φ2(δ)T [E − P{φ1(δ)}](µ− Φ)||∞ = O(n1−dθ
√
logn), (7)
sup
δ∈Hθ
||{φ1(δ)Tφ1(δ)}−1||∞ = O(bθ
n
), (8)
sup
δ∈Hθ
||φ2(δ)Tφ1(δ){φ1(δ)Tφ1(δ)}−1||∞ ≤ min
{
C
ρ
′
3(0+)
ρ
′
3(dnθ)
, O(na3)
}
, (9)
q
max
l=1
||φl ◦ (1+ |Xβ0|)||2 = O(
√
n), (10)
q
max
l=1
sθ∑
k=1
sup
δ∈Hθ
||∂φ
l(δ)
∂θk
◦ (1+ |Xβ0|)||2 = O( n
1
2
+γθ
√
sθ logn
), (11)
sup
δ1∈Hθ
sup
δ2∈Hθ
q
max
l=1
λmax
(
∂(|φl(δ1)|)Tφ1(δ2)
∂θ1
)
= O(n), (12)
where 0 ≥ a3 ≤ 1/2 some positive constant, dnθ = minj∈Mθ |θ⋆j | the minimum half signal,
Hθ = {δ ∈ Rsθ : ||δ − θ⋆||∞ = O(n−γθ log n)}. If the response is unbounded, we require
q
max
l=1
(||φl||∞) = o(ndθ/
√
log n), (13)
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and the right-hand side of (11) shall be modified to O(n
1
2
+γθ/
√
sθ log
2 n).
Remark 3.3. Conditions (6) and (7) are key assumptions determining the degree of model
misspecification. Condition (6) requires that the posited working model Φ can provide a good
approximation for µ. In that case, the residual µ−Φ will be orthogonal to the jacobian matrix
φ1 and the left-hand side of (6) will be small. There’s a trade-off between the simplicity of Φ
and the accuracy in terms of approximating µ. Condition (7), which measures Φ’s complexity,
automatically holds for the oracle submodel of Φ.
Remark 3.4. Conditions (11) and (12) put constraints on the derivatives of φ, requiring the
misspecified function to be smooth. The right-hand side order in (11) is not too restrictive
since we require nγθ ≫ sθ logn.
Three common examples of the main-effect function Φ are provided below to examine
the validity of Condition 3.1.
Example 1. Set Φ = 0. Then, no model is needed for Φ. It is easy to check that Condition
3.1. is satisfied.
Example 2. When a linear model is specified, i.e., Φ(x, θ) = xT θ, conditions (11) and (12)
are automatically satisfied since the second-order derivative of Φ vanishes. If we set dθ = dβ,
(13) holds. Condition (6) also satisfies automatically. Condition (7) becomes
||XT2θ{I − P (X1θ)}µ||∞ = O(n1−dθ
√
log n), (14)
each element in the left-hand side vector in (14) can be viewed as the inner product of the
residuals obtained by fitting X1θ on each noise variable in X2θ and those fitted by regressing
X1θ on µ. When µ depends only on X1θ, (14) holds with dθ = dβ for the Gaussian linear
model.
3.3 The design matrix
We provide the technical conditions on the design matrix as follows.
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Condition 3.2. Assume that
sup
δ∈Hθ
||B−1nβXT1βW (δ)∆X1αB−1nα ||∞ = O(
bαβ
n
), (15)
sup
δ∈Hθ
||XT2βWβW (δ)X1αB−1nα ||∞ = min
{
o
(
λ2nρ
′
2(0+)
λ1nρ
′
1(dnβ)
)
, O(na2)
}
, (16)
p
max
j=1
||W (θ⋆1)xj ||2 = O(
√
n), (17)
p
max
j=1
∑
k∈Mα
||xk ◦ xj ◦ (Xβ0)||2 = O(n
1/2+γα
log n
), (18)
p
max
j=1
∑
k∈Mβ
||xj ◦ xk||2 = O(n
1/2+γβ
logn
), (19)
p
max
j=1
∑
l∈Mθ
sup
δ∈Hθ
||xj ◦ φl(δ)||2 = O( n
1/2+γθ
√
sθ log
3 n
), (20)
sup
δ∈Hθ
p
max
j=1
λmax[X
T
1αdiag(|W (δ)xj|)X1α] = O(n), (21)
p
max
j=1
λmax[X
T
1αdiag|xj ◦ (Xβ0)|X1α] = O(n), (22)
where
W (δ) = diag[µ− Φ(δ)], Bnα = XT1α∆X1α, Bnβ = XT1β∆X1β,
Wβ = ∆−∆ 12P (∆ 12X1β)∆ 12 .
The sequence bαβ in (15) shall satisfy
bαβ = min
{
o(n
1
2
−γβ
√
log n), o(n2γα−γβ/sα log n)
}
.
Remark 3.5. Conditions (15) and (16) control the impact of the deviation of the estimated
propensity score from its true value on βˆ, thus are not needed when the propensity scores
are pre-specified. By the definition of W (δ), magnitudes of the left-hand side in these two
conditions depend on how accurate the misspecified function models µ and how fast θˆ con-
verges to the least square estimator. The sequence bαβ in (15) can converge to 0 when X1β
and X1α are weakly correlated. Even in the most extreme case where X1α = X1β, i.e, the
propensity score model and outcome regression model share the same important variables,
bαβ usually would not exceed the order O(bβ). Each element in the left-hand side of (16) is
the multiple regression coefficient of the corresponding variable in X2β on W (δ)X1α, using
weighted least squares with weights π◦(1−π), after adjusted by X1β, which characterize their
weak dependence given X1β. These two conditions are generally weaker than those imposed
by Fan and Lv (2011) (Condition 2), and are therefore more likely to hold.
Remark 3.6. The right-hand side in (20) can be relaxed to O(n1/2+γθ/ logn) when using the
linear model. The additional term
√
sθ is due to the penalty on the complexity of the main
effect model. This condition typically controls the deviation
||ZT{Φ− Φ(θˆ)}||∞ = Op(
√
log p log n), (23)
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where Z = diag(A− π)X. A common approach to bound the deviation is to utilize the clas-
sical Bernstein’s inequality. However this approach does not work here, because the indexing
parameter in the process Φ(·) in (23) is an estimator. To handle this challenge, we bound
the left-hand side in (23) by
sup
θ1,θ2∈Hθ
||ZT{Φ(θ1)− Φ(θ2)}||∞.
A general theory that covers the above result is provided in Proposition 3.1.
Remark 3.7. Conditions (21) and (22) aim to control the L∞ norm of the quadratic term
of the Taylor series as a function of αˆ, expanded at α0. Similar to (15) and (16), the two
conditions are not needed when α0 is known to us.
3.4 Deviation
Let aij(h), i = 1, . . . , n, j = 1, . . . , J be arbitrary deterministic functions, continuously dif-
ferentiable with respect to an S-dimensional parameter h. We restrict the domain to the
hypercube H centered at some fixed vector h0, H = {h : ||h− h0||∞ = δ}. For s = 1, . . . , S,
define bsij(h) =
∂aij (h)
∂hs
where hs is the sth component of h, b
s
j(h) = [b
s
1j(h), . . . , b
s
nj(h)]
T , A(h)
the J × n matrix, {aij(h)}.
Proposition 3.1. Let z = (z1, . . . , zn)
T be the n-dimensional independent random vector
with mean 0, maxi ||zi||ψ1 ≤ ω, maxi z2i = v20, let
dn = max
j=1,...,J
S∑
s=1
sup
h∈H
||bsj(h)||2,
then
E
(
sup
h1,h2∈H
||{A(h1)−A(h2)}T z||∞
)
≤ c0δ
√
S log(J)dnω logn. (24)
Further, for any t ≥ 3δv0dn, we have
Pr
(
sup
h1,h2∈H
||{A(h1)− A(h2)}Tz||∞ > t
)
≤ 8
n
+ 4J exp
(
− c0t
2
δ2Sd2nω
2 log4 n
)
, (25)
for some constant c0. When zi’s are bounded, the term ω log n in (24) and (25) can be
removed.
Remark 3.8. Proposition 3.1 shows that the magnitude of
sup
h1,h2∈H
||{A(h1)− A(h2)}T z||∞
is determined by the L2 constraints on the derivatives, the number of sums J , the dimension
of the parameter S and the diameter of the region δ.
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4 Oracle properties
In this section we study the oracle property of the estimator βˆ. We assume that max(sα, sβ)≪√
n and nγθ ≫ sθ log n. The convergence rates of the estimators are established in Section
4.1 and their asymptotic distributions are provided in Section 4.2. Technical conditions are
discussed in Section 4.3.
4.1 Rates of convergence
Theorem 2. Assume that Conditions 2.1, 3.1, A.2, A.4 and 4.1 hold and maxi ||ei||ψ1 <∞.
Constraints on bθ, dθ,dnθ and λ3n are same as in Theorem 1. Further assume max(l1, l2) <
1
2
with sα = O(n
l1), sβ = O(n
l2), and nγθ ≫ sθ log n. Then there exists a strict local minimizer
βˆ of the loss function (5), αˆ of (3), such that αˆ2 = 0, βˆ2 = 0 with probability tending to 1
as n→∞, and ||αˆ1 − α1||2 = O(√sα + sβn−1/2), ||βˆ1 − β1||2 = O(√sβn−1/2).
Remark 4.1. We note that when establishing the oracle property of βˆ, only the weak oracle
property of θˆ is required. This is due to the robustness of the A-learning methods and the
fact that the propensity score is correctly specified.
Remark 4.2. Precision of βˆ1 is affected by that of αˆ1, since ||βˆ1− β1||2 is at least the same
order of magnitude as ||αˆ1−α1||2. When the propensity score is known, convergence rate of
βˆ1 is improved to
√
sβ/n.
4.2 Asymptotic distributions
To establish the weak convergence of the estimators, we define Σ12 and Σ22 as
Σ12 = 2B
−1/2
nα X
T
1α∆WX1βB
−1/2
nβ ,
Σ22 = B
−1/2
nβ X
T
1βW∆
1/2(E − P
∆
1
2X1α
)∆1/2WX1βB
−1/2
nβ ,
where W is a shorthand for W (θ⋆1).
Theorem 3 (Oracle property). Under conditions in theorem 2 and Condition 4.2, if max(sα, sβ) =
o(n1/3), the right-hand side of (20) is strengthened to O(n
1
2
+γθ/
√
sβsθ log
3 n), as n → ∞,
with probability tending to 1, αˆ = (αˆT1 , αˆ
T
2 )
T , βˆ = (βˆT1 , βˆ
T
2 )
T in Theorem 2 satisfy
(a) αˆ2 = 0, βˆ2 = 0,
(b) [A1nB
1/2
nα (αˆ1 − α1), A2nB1/2nβ (βˆ1 − β1)] is asymptotically normally distributed with mean
0, covariance matrix Ω, which is the limit of(
A1nA
T
1n A1nΣ12A
T
2n
A2nΣ21A
T
1n σ
2A2nA
T
2n + A2nΣ22A
T
2n
)
,
where A1n is a q1 × sα matrix and A2n is a q2 × sβ matrix such that
λmax(A1nA
T
1n) = O(1), λmax(A2nA
T
2n) = O(1).
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We note that conditions on the smoothness of the misspecified function (20) is strength-
ened. To better understand the above theorem, we provide the following two corollaries.
The first corollary gives the limiting distribution when we specify both the propensity score
and main-effect model while the second one corresponds to case when the propensity score
is known in advance.
Corollary 4.1. Under conditions of Theorem 3, when we correctly specify the main-effect
model, i.e., µ = Φ, A1nαˆ1 and A2nβˆ1 are jointly asymptotically normally distributed, with
the covariance matrix Ω′, which is the limit of the following matrix,(
AT1nA1n O
O σ2AT2nA2n
)
.
Remark 4.3. Comparing the results in Corollary 4.1 and in Theorem 3, the term AT2nΣ22A2n
accounts for the partially specification of model (1). In the most extreme case where we
correctly specify Φ, βˆ will achieve its minimum variance and is independent of αˆ1. In general,
we can gain efficiency by posing a good working model for Φ. Numerical studies also suggest
that a linear model such as Φ = Xθ is preferred compared to the constant model. This is in
line to our theoretical justification since W is a diagonal matrix with the ith diagonal element
µi − Φi.
Corollary 4.2. When the propensity score is known, under conditions of Theorem 3 with
all αˆ’s replaced by α0, then with probability tending to 1 as n → ∞, A2nB1/2nβ (βˆ1 − β1) is
asymptotically normally distributed with mean 0, covariance matrix Ω′′ which is the limit of
σ2AT2nA2n + A
T
2nΣ
′
22A2n,
where
Σ′22 = B
−1/2
n2 X
T
1βW∆WX1βB
−1/2
n2 .
Remark 4.4. An interesting fact implied by Corollary 4.2 is that the asymptotic variance
of βˆ1 will be smaller than that of the same estimator had we known the propensity score in
advance. A similar result is given in the asymptotic distribution of the mean response for
the value function in the next section. This is in line with the semiparametric theory in fixed
p case where the variance of AIPWE would be smaller when we estimate the parameter in
the coarsening probability model, even if we know what the true value is (see Chapter 9 in
Tsiatis, 2006). By doing so, we can actually borrow information from the linear association
between covariates in WX1β and those in X1α.
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4.3 Technical conditions
Condition 4.1. In addition to (21) and (22) in Condition 3.2, assume that the right-hand
side of (20) is strengthened to O(n
1
2
+γθ/
√
sθ log
3 n), and the following conditions hold,
sup
δ∈Hθ
||B−1/2nβ XT1βW (δ)∆X1αB−1/2nα ||2 = O(
√
sβ√
sα
), (26)
sup
δ∈Hθ
||XT2βWβW (δ)X1α||2,∞ = O(n
√
sβ√
sα
), (27)
p
max
j=1
max
k∈Mβ
||xj ◦ xk||2 = O(
√
n), (28)
p
max
j=1
max
k∈Mα
||xj ◦ xk ◦ (Xβ0)||2 = O(
√
n), (29)
tr
[
XT1βW (θ
⋆
1)∆W (θ
⋆
1)X1β
]
= O(sβn). (30)
Remark 4.5. Similar to the interpretation of (15) and (16), (26) corresponds to a notion
of weak dependence between variables in X1α and X1β while (27) require X2β and X1α are
weakly correlated after adjusted by X1β. Validity of these two conditions are related with the
convergence rate of θˆ1 and the magnitude of model misspecification ||µ−Φ||∞. Besides, it can
be verified that (28)-(30) hold with large probability when the baseline covariates possesses
subgaussian tail.
Condition 4.2. Assume that
λ1nρ¯1(dnα) = o(s
−1/2
α n
−1/2), λ2nρ¯2(dnβ) = o(s
−1/2
β n
−1/2), (31)
n∑
i=1
(xT1αiB
−1
nαx1αi)
3/2 → 0,
n∑
i=1
(xT1βiB
−1
nβ x1βi)
3/2 → 0, (32)
n∑
i=1
(xT1βiB
−1
nβx1βi)
3/2|µi − Φi|3 → 0, (33)
λmax
(
B
−1/2
nβ X
T
1βW
2X1βB
−1/2
nβ
)
= O(1), (34)
sup
δ∈Hθ
||B−1/2nβ XT1βdiag[Φ− Φ(δ)]∆X1αB−1/2nα ||2 = o(1). (35)
where x1αi and x1βi stand for the ith row of the matrix X1α and X1β respectively.
Remark 4.6. Conditions (32) and (33) are the Lyapunov conditions which guarantee the
normality of αˆ1 and βˆ1. Condition (34) puts constraints on the maximum eigenvalue of the
variance-covariance matrix of ZT1 (µ − Φ) by requiring it to be finite. Condition (35) holds
when Φ(δ) converges to Φ uniformly in terms of L∞ norm with δ in the region Hθ. When
||µ− Φ||∞ is bounded, (33) and (34) are simultaneously satisfied.
5 Evaluation of value function
In this section, we derive a non-parametric estimate for the mean response under the optimal
treatment regime. By (1), define our average population-level response under a specific
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regime as
Vn(β) =
1
n
n∑
i=1
E[Yi|Ai = I(xTi β > 0), Xi = xi]
=
1
n
n∑
i=1
[h0(xi) + x
T
i β0I(x
T
i β > 0)],
where the treatment decision for the ith patient is given as I(xTi β > 0). The mean response
under the true optimal regime is denoted as Vn(β0) and it is easy to verify that β0 is the
maximizer of the function Vn.
Similarly as in Murphy (2003), we propose to estimate the value function Vn(β0) using
Vˆn =
1
n
n∑
i=1
[Yi + x
T
i βˆ{I(xTi βˆ > 0)−Ai}]. (36)
This estimator is not doubly robust but offers protection against misspecification of the
baseline function and improved efficiency. It’s not doubly robust because we require the
propensity score model to be correctly specified to ensure the oracle property of βˆ. A key
condition which guarantees asymptotic normality of (36) is given as follows.
Condition 5.1. Assume there exists some constant C ′, such that for all ε > 0,
1
n
∑
i
I(|xTi β0| < ε) ≤ C ′ε.
Remark 5.1. The above condition has similar interpretation as Condition (3.3) in Qian and Murphy
(2011), where random design were utilized. Condition 7 requires that the absolute value of the
average contrast function can not be too small, which together with the condition sβ = o(n
1/4)
ensures the following stochastic approximation condition:
√
n
∑
i
xTi βˆ{I(xTi βˆ > 0)− I(xTi β0 > 0)} = op(1). (37)
Theorem 4. Assume that conditions in Theorem 3 hold. If Condition 7 holds and the
nonsparsity size sβ satisfies sβ = o(n
1/4), then with probability going to 1,
√
n{Vˆn − Vn(β0)}
is asymptotically normally distributed with variance υ20, which is limit of
σ2 + σ2vTnX1βB
−1
nβX
T
1βvn + v
T
nX1βB
−1/2
nβ Σ22B
−1/2
nβ X
T
1βvn, (38)
where vn stands for the vector [I(x
T
1 β0 > 0) − π1, . . . , I(xTnβ0 > 0) − πn]T/
√
n, and Σ22 is
defined in Theorem 3.
Remark 5.2. Note that we only need sβ = o(n
1/2) to guarantee the weak oracle property of βˆ
or O(
√
sβ/
√
n) convergence rate of ||βˆ1−β1||2. This condition is strengthened to sβ = o(n1/3)
to show the asymptotic normality of βˆ1. Theorem 4 further requires sβ = o(n
1/4) as to ensure
the approximation condition (37).
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Remark 5.3. When (37) is satisfied, the asymptotic normality of Vˆn follows immediately
from the oracle property of the estimator βˆ1. The first term σ
2 in (38) is due to variation of
the error term ei while the last two terms correspond to the asymptotic variance of βˆ1.
We provide a corollary here which corresponds to the case where the main-effect model
is correctly specified.
Corollary 5.1. In addition to the conditions in Theorem 4, if the main-effect model is
correct,
√
n{Vˆn − Vn(β0)} is asymptotically normally distributed with variance υ21, which is
defined as the limit of
σ2 + σ2vTnX1βB
−1
nβX
T
1βvn,
where vn is defined in Theorem 4.
Similar to the asymptotic distribution of βˆ1, the following corollary suggests that the
proposed estimator is more efficient in the case when we estimate the propensity score by
fitting a penalized logistic regression.
Corollary 5.2. Assume the propensity score is known, and conditions in Theorem 4 hold
with all αˆ’s replaced by α0, then with probability going to 1,
√
n{Vˆn−Vn(β0)} is asymptotically
normally distributed with variance υ22, which is the limit of
σ2 + σ2vTnX1βB
−1
nβX
T
1βvn + v
T
nX1βB
−1/2
nβ Σ
′
22B
−1/2
nβ X
T
1βvn,
with vn defined in Theorem 4, and Σ
′
22 defined in Corollary 4.2.
By the definition of vn and the condition that λmax(X
T
1βX1β) = O(n), the asymptotic
variance will reach its minimum when I(xTi β0 > 0) is close to the propensity score. We
characterize this result in the following Corollary.
Corollary 5.3. Under the conditions in Theorem 4, if we further assume that
1
n
n∑
i=1
{I(XTi β0 > 0)− πi}2 = o(1),
then with probability going to 1,
√
n{Vˆn−Vn(β0)} is asymptotically normally distributed with
the variance σ2.
Remark 5.4. Such a result is expected with the following intuition: in an observational
study, if the clinician or the decision maker has a high chance to assign the optimal treatment
to an individual patient, i.e., the propensity score is close to I(xTi β0 > 0), the variation
in estimating the value function will be decreased. In other words, the more skillful the
clinician or the decision maker is, the closer the observed individual response Yi approaches
the potential outcome under the optimal treatment regime.
6 Numerical studies
In this section, we evaluate the numerical performance of the proposed estimators in various
settings.
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6.1 Performance of the new method
We generate the propensity score from the logistic regression model (3), with five nonzero
coefficients α0 = (1.5,−1.0, 1.4, 0.8,−1.2)T . Following Lu et al. (2013), we choose three
forms for the baseline function h0(x), including a simple linear form, a quadratic form and
a complex non-linear form,
• Model I: Y = 1+ γT1 X + A(βT0 X) + ǫ,
• Model II: Y = 1+ 0.5(γT1 X)(γT2 X) + A(βT0 X) + ǫ,
• Model III: Y = 1+ 0.5 sin(πγT1 X) + 0.25(1+ γT2 X)(1+ γT2 X) + A(βT0 X) + ǫ.
The important variables we choose in the baseline function are different from those in the
logistic model (3) and contrast function (5). We allow α0 and β0 to share two nonzero
entries. We set p = 1000, the nonzero components of γ1 = (0.5,−0.5, 0.5,−0.5, 0.5)T and
γ2 = (−0.5, 0.5,−0.5, 0.5,−0.5)T .
The number of simulations was 500. For each data set, we generated the rows of X to be
p independent standard normal random variables, or jointly generated as i.i.d. samples from
normal random variables with mean zero and variance Σ0 = (0.3
|i−j|)i,j=1,...,p. When the
covariates are independently generated, the five nonzero entries for α0 and β0 are 1, 2, 3, 4, 5
and 1, 2, 6, 7, 8, respectively. When they follow an AR(1) structure, we set the nonzero
entries as 1, 2, 9, 10, 50 for α0 and 1, 2, 15, 16, 100 for β0. Besides, we consider two choices
for the magnitude of the half minimal signal of β0. In the moderate case, we set β1 to be
(0.8,−0.5,−0.6, 1.0,−0.6)T and (2.0,−1.3, 1.5,−1.2, 1.0)T in the large magnitude setting.
We also consider two different sample sizes, n = 200 and n = 400, which yields a total of
8 scenarios. In each scenario, we fit a linear model for (4) and use SCAD penalty function
with the regularization parameter chosen according to 10-fold cross-validation.
To evaluate the performance of the estimator, we report the L2 loss of βˆ and that of the
first-stage estimator αˆ as well. The number of missed true variables in X1α and X1β (denoted
as FN), the number of selected variables (denoted as #S) and the average percentage of mak-
ing correct decisions (denoted as PCD), which is defined as 1−∑ni=1 |I(βˆTxi > 0)−I(βT0 xi >
0)|/n are also reported. In addition, we estimate E(Y ⋆(dˆ)) and E(Y ⋆(dopt)), the value func-
tions of our estimated optimal treatment regime and the true optimal regime, respectively,
using Monte Carlo simulations. For example, we compute E(Y ⋆(dˆ)) by generating data for
10000 subjects from the model,
Y = h0(x) + Ax
Tβ0 + ǫ,
where A is determined by the estimated optimal treatment regime I(βˆTx > 0). Taking the
average of the 10000 values, we report the averages of mean responses over 500 replications
as well as their standard deviations.
Table 1 summarizes the results. The proposed estimators perform well when covariates
are independent and the magnitude of half signal is large. When sample size is small, about
2.3 and 1.7 important variables in X1β in Models II and III are missed on average. However,
the selection consistency can be observed either as the sample size increases or as the strength
of the signal of β increases, as expected. Results on Model I are generally better than those
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Table 1: L2, #S, FN of βˆ and αˆ (in parentheses), PCD, average mean and standard deviation
(in parentheses) of Y ⋆(dˆ) and Y ⋆(dopt) over 500 simulations for all three models where n =
200, 400
Measures n Model I Model II Model III
moderate L2 loss 200 0.868(1.310) 1.361(1.308) 1.294(1.240)
magnitudes 400 0.504(0.726) 0.987(0.723) 0.779(0.717)
for dnβ FN 200 0.572(0.114) 2.318(0.096) 1.680(0.134)
with 400 0.022(0.010) 0.672(0.006) 0.296(0.000)
covariates #S 200 20.942(33.596) 15.838(32.890) 18.380(33.082)
i.i.d 400 23.610(29.100) 25.170(28.908) 26.438(28.294)
generated PCD 200 0.851 0.731 0.768
400 0.918 0.820 0.858
EY ⋆(dˆ) 200 1.556(0.059) 0.752(0.151) 2.005(0.110)
400 1.620(0.025) 0.904(0.062) 2.135(0.044)
EY ⋆(dopt) 1.645(0.015) 1.020(0.013) 2.207(0.014)
large L2 loss 200 1.379(1.320) 1.752(1.275) 1.634(1.292)
magnitudes 400 0.640(0.725) 0.947(0.720) 0.836(0.727)
for dnβ FN 200 0.194(0.116) 0.330(0.114) 0.232(0.136)
with 400 0.000(0.000) 0.014(0.000) 0.002(0.004)
covariates #S 200 19.962(32.308) 20.864(32.902) 20.738(32.830)
i.i.d 400 16.130(28.604) 21.446(27.798) 19.484(28.042)
generated PCD 200 0.887 0.862 0.876
400 0.950 0.925 0.933
EY ⋆(dˆ) 200 2.173(0.131) 1.499(0.148) 2.716(0.122)
400 2.283(0.029) 1.659(0.037) 2.8135(0.031)
EY ⋆(dopt) 2.285(0.023) 1.659(0.021) 2.848(0.021)
moderate L2 loss 200 0.938(1.382) 1.450(1.387) 1.358(1.399)
magnitudes 400 0.490(0.750) 1.105(0.740) 0.841(0.748)
for dnβ FN 200 0.850(0.186) 3.042(0.232) 2.454(0.264)
with 400 0.064(0.010) 1.340(0.006) 0.550(0.004)
covariates #S 200 32.860(22.370) 32.662(13.424) 32.728(17.042)
following 400 24.956(28.630) 25.408(28.802) 28.700(29.504)
an AR(1) PCD 200 0.827 0.669 0.710
structure 400 0.916 0.776 0.835
EY ⋆(dˆ) 200 1.459(0.083) 0.612(0.158) 1.859(0.143)
400 1.542(0.026) 0.784(0.090) 2.043(0.048)
EY ⋆(dopt) 1.565(0.015) 0.940(0.013) 2.128(0.012)
large L2 loss 200 1.170(1.363) 1.821(1.400) 1.653(1.412)
magnitudes 400 0.564(0.725) 0.930(0.747) 0.774(0.757)
for dnβ FN 200 0.148(0.200) 0.580(0.238) 0.442(0.218)
with 400 0.000(0.002) 0.000(0.006) 0.004(0.006)
covariates #S 200 21.776(32.946) 23.338(32.534) 22.994(32.732)
following 400 14.958(27.786) 23.328(28.228) 20.330(29.064)
an AR(1) PCD 200 0.897 0.841 0.860
structure 400 0.952 0.920 0.934
EY ⋆(dˆ) 200 2.027(0.107) 1.281(0.204) 2.514(0.174)
400 2.097(0.023) 1.444(0.038) 2.644(0.031)
EY ⋆(dopt) 2.111(0.021) 1.486(0.020) 2.672(0.019)
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on Model II or III, due to a simple linear form for the baseline function. The value function
of the estimated optimal treatment regime slightly increases in all three models as the sample
size gets larger, approaching the optimal value function.
The correlation structure of covariates also has influence on the performance of the pro-
posed estimators. When an AR(1) structure is chosen, the estimator tends to miss more
important variables and produce larger L2 loss. The second model seems to be the most
challenging case. When n = 200 and the signal is relatively weak, more than three impor-
tant variables are missed on average. The PCD is only about 66% in this scenario. When
the sample size or the magnitude of the signals increase, the performance of the estimators
demonstrate similar trend as those obtained for the i.i.d. case.
6.2 Sensitivity analysis
We conduct some sensitivity analysis when the propensity score model is misspecified. In-
stead of fitting a penalized logistic regression model, we estimated the propensity score using
sample proportions, i.e., πˆi =
∑n
i=1Ai/n. The results are summarized in Table 2.
The estimators perform comparably to the cases when we the propensity score model
is correctly specified, which suggests that the proposed estimators may not be sensitive to
misspecified propensity score models.
7 Real data example
We further examine our method on the data set from the NIMH-funded STAR*D study,
where 4041 patients in total with nonpsychotic major depressive disorder (MDD) were par-
ticipated. The aim of the study was to determine the effectiveness of different treatments
for those people who have not responded to initial medication treatment. Patients first
received citalopram (CIT), an SSRI medication. After 8-12 weeks, three more levels of
treatments were offered to participants whose first treatment didn’t give an acceptable re-
sponse. Available treatment strategies at Level two includes sertraline (SER), venlafaxine
(VEN), bupropion (BUP) and cognitive therapy (CT) and augmenting CIT which combines
CIT with one more treatment. Two Level 2A switch options with VEN and BUP treatments
were provided for patients receiving CT without sufficient improvement. Four treatments
were available at Level 3 for participants without anticipated response, including medica-
tion switch to mirtazapine (MIRT), nortriptyline (NTP), and medication augmentation with
either lithium (Li) and thyroid hormone (THY). Finally, treatment with tranylcypromine
(TCP) or a combination of mirtazapine and venlafaxine (MIRT+VEN) were provided at
Level 4 for those without sufficient improvement at Level 3.
Here, we compare the treatment strategies for BUP (coded as 1) and SER (0) at Level
2. This gives all together 319 patients with complete records of covariates and response.
Among them, 153 were treated with BUP and 166 with SER. The outcome was measured by
the 16-item Quick Inventory of Depressive Symptomatology-Clinician-Rated (QIDS-C16),
which indicated the severity of patient’s depressive symptom. All baseline variables at Level
1 and intermediate outcomes at Level 2 are included in the study, yielding 305 covariates in
total for each patient. A linear model with all 305 covariates are fitted for the main-effect
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Table 2: L2, #S, FN, PCD, average mean and standard deviation (in parentheses) of Y
⋆(dˆ)
and Y ⋆(dopt) over 500 simulations for all three models where n = 200, 400 and the propensity
score model is misspecified
moderate L2 loss 200 0.586 1.707 0.960
magnitudes 400 0.230 0.618 0.465
for dnβ FN 200 0.006 0.876 0.396
with 400 0.000 0.048 0.002
covariates #S 200 31.874 28.434 33.224
i.i.d 400 16.810 34.292 30.918
generated PCD 200 0.918 0.804 0.834
400 0.967 0.888 0.926
EY ⋆(dˆ) 200 1.621(0.021) 0.874(0.083) 2.107(0.046)
400 1.641(0.015) 0.975(0.028) 2.187(0.018)
EY ⋆(dopt) 1.644(0.015) 1.020(0.013) 2.206(0.013)
large L2 loss 200 1.091 1.025 0.963
magnitudes 400 0.463 0.424 0.427
for dnβ FN 200 0.000 0.000 0.000
with 400 0.000 0.000 0.00
covariates #S 200 23.526 28.942 26.232
i.i.d 400 9.594 16.106 13.110
generated PCD 200 0.948 0.927 0.936
400 0.984 0.968 0.978
EY ⋆(dˆ) 200 2.264(0.028) 1.620(0.036) 2.819(0.033)
400 2.283(0.022) 1.655(0.022) 2.844(0.023)
EY ⋆(dopt) 2.284(0.023) 1.661(0.022) 2.847(0.021)
moderate L2 loss 200 0.574 1.251 1.066
magnitudes 400 0.230 0.691 0.476
for dnβ FN 200 0.026 1.786 0.936
with 400 0.000 0.154 0.004
covariates #S 200 33.890 25.170 32.092
following 400 17.708 40.028 34.708
an AR(1) PCD 200 0.909 0.751 0.796
structure 400 0.962 0.862 0.913
EY ⋆(dˆ) 200 1.540(0.023) 0.732(0.111) 1.994(0.079)
400 1.561(0.016) 0.882(0.034) 2.107(0.018)
EY ⋆(dopt) 1.565(0.015) 0.940(0.013) 2.128(0.012)
large L2 loss 200 1.031 0.993 0.930
magnitudes 400 0.399 0.408 0.405
for dnβ FN 200 0.000 0.000 0.002
with 400 0.000 0.000 0.00
covariates #S 200 18.746 32.254 27.026
following 400 10.214 15.532 12.966
an AR(1) PCD 200 0.955 0.918 0.932
structure 400 0.983 0.964 0.972
EY ⋆(dˆ) 200 2.096(0.023) 1.443(0.041) 2.644(0.031)
400 2.109(0.019) 1.478(0.020) 2.667(0.020)
EY ⋆(dopt) 2.111(0.021) 1.486(0.020) 2.672(0.019)
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model. Both LASSO and SCAD penalty functions are used. LASSO selects 4 important
variables, including IMPWR (indicting whether patients thought they have special powers),
URDIF (difficulty in urination), URPN (painful urination) and QCCURRATE (QIDS-C
score changing rates at Level 1), yielding the following optimal treatment regime:
I(0.59IMPWR+ 0.29URDIF + 1.33URPN + 0.66QCCURRATE > 0).
Apart from these 4, The SCAD penalty selects another 4 variables, including HAWAI (Na-
tive Hawaiian/other Pacific Islander), SKRSH (rash skin or not), NVTRM (CNS: Tremors)
and URNONE (no symptoms in patients’ urination category). Optimal treatment regime
using SCAD penalty is given as
I(−0.01HAWAI + 1.33IMPWR− 0.19SKRSH + 0.30NVTRM
+0.79URDIF + 1.66URPN− 0.12URNONE+ 0.64QCCURRATE > 0).
8 Conclusion
In this article, we propose a two-step estimator for estimating the optimal treatment strategy,
which selects variables and estimates parameters simultaneously in both propensity score and
outcome regression models using penalized regression. Our methodology can handle data
set whose dimensionality is allowed to grow exponentially fast compared to the sample size.
Oracle properties of the estimators are given. Variable selection is also involved in the
misspecified model and new mathematical techniques are developed to study the estimator’s
properties in a general form of optimization. The estimator is shown to be more efficient when
the misspecified working model is “closer” to the conditional mean of the response, although
our approach does not require correct specification of the baseline function. Numerical results
demonstrate that the proposed estimator enjoys model selection consistency and has overall
satisfactory performance.
In the case when there are multiple local solutions of our objective functions (5), (3) or (4),
although our asymptotic theory only suggests the existence of a local minimum possessing
the oracle property, it is worth mentioning that we can actually identify the desired oracle
estimator using existing algorithms (see Fan et al., 2014; Wang et al., 2013). Theoretical
properties can be established in a similar fashion.
The current framework is focused on point exposure study. It will be interesting and
practically useful to extend our results to dynamic treatment regimes. Significant efforts are
needed to handle model misspecification in multiple stages. This is beyond the scope of the
current paper and is an interesting future research topic.
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A Technical conditions
We give some regularity conditions on the design matrix and constraints on the penalty
function and regularization parameters here. Condition 2 and 5 serve to guarantee weak
oracle property of the estimator while Condition 2′ and 5′ ensure the oracle property.
A.1 The design matrix
Condition A.1. The design matrix X satisfies
||(XT1α∆X1α)−1||∞ = O(
bα
n
), ||(XT1β∆X1β)−1||∞ = O(
bβ
n
), (39)
||XT2α∆X1α(XT1α∆X1α)−1||∞ ≤ min
{
C
ρ
′
1(0+)
ρ
′
1(dnα)
, O(na1)
}
, (40)
||XT2β∆X1β(XT1β∆X1β)−1||∞ ≤ min
{
C
ρ
′
2(0+)
ρ
′
2(dnβ)
, O(na2)
}
, (41)
p
max
j=1
λmax{XT1αdiag(|xj|)X1α} = O(n), (42)
p
max
j=1
λmax{XT1βdiag(|xj|)X1β} = O(n), (43)
and if the response is unbounded,
p
max
j=1
(||xj||∞) = o(ndβ/
√
log n), (44)
where a1 and a2 are constants in
[
0, 1
2
]
, C ∈ (0, 1), dβ a positive constant that satisfies
log(p) = O(n1−2dβ). bα and bβ are two sequences that are allowed to diverge. ∆ is a diagonal
matrix with the ith diagonal element πi(1− πi).
Condition (39), (40), (41), (42) and (43) are the regularity conditions on the design
matrix. They share similar purpose as Condition 2 in Fan and Lv (2011). Condition (44)
controls the order of magnitude of the largest element in the design matrix. We require
the propensity score bounded away from 0 and 1 to make XT1α∆X1α and X
T
1β∆X1β non-
degenerate. As commented in Fan and Lv (2011), these constraints are easy to be satisfied.
Since the intercept is contained in the design matrix, condition (42) and (43) imply that
λmax(X
T
1αX1α) = λmax(X
T
1βX1β) = O(n).
Condition A.2. The design matrix shall satisfy
λmin(X
T
1α∆X1α) ≥ b1n, λmin(XT1β∆X1β) ≥ b2n, (45)
||XT2α∆X1α||2,∞ = O(n), ||XT2β∆X1β||2,∞ = O(n), (46)
p
max
j=1
||xj||∞ = o(ndβ/
√
log n), (47)
and conditions (42), (43) in Condition A.1, where b1, b2 are some positive constants, and
||B||2,∞ = sup
||v||=1
||Bv||∞.
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Conditions (45) and (46) are generally stronger than (39), (40) and (41). Condition (45)
satisfies when the sequence of bα and bβ in (39) are bounded. In addition, if sα and sβ are
bounded, (45) implies (39) with bα = bβ = 1 and (49) also holds.
Similar to (40), (46) requires that the correlations between the covariates in X1α and
those in X2α, as well as the correlations between covariates in X1β and those in X2β , are
not too strong, since each element in the matrix corresponds to the inner product of each
important and unimportant variables adjusted by the weights πi(1 − πi). When (45) and
(46) hold, the right-hand order O(na1) and O(na2) in (40) and (41) hold as long as a1 ≥ √sα,
a2 ≥ √sβ.
A.2 Penalty and regularization
Let
dnα =
1
2
min
j
{|α0,j| : α0,j 6= 0} , dnβ = 1
2
min
j
{|β0,j| : β0,j 6= 0|} ,
denote the half minimal signal of α0 and β0. We choose the regularization parameter λ1n,
λ2n, λ3n and introduce the following condition.
Condition A.3. Assume that
dnα ≥ n−γα log n, dnβ ≥ n−γβ logn, dnθ ≫ n−γθ logn, (48)
bα = o
{
min(n
1
2
−γα
√
log n, nγα/sα log n)
}
, (49)
bβ = o
{
min(n
1
2
−γβ
√
log n, n2γα−γβ/sα logn, n
γβ/sβ logn
}
, (50)
bθ = o
{
min(n
1
2
−γθ
√
log n, nγθ/sθ logn)
}
, (51)
In addition, take λ1n, λ2n, λ3n satisfying
λ1nρ
′
1(dnα) = o{min(n−γα logn/bα, n−γβ logn/bαβ)}, (52)
λ2nρ
′
2(dnβ) = o(n
−γβ log n/bβ), λ3nρ
′
3(dnθ) = o(n
−γθ logn/bθ), (53)
λ1n ≫ n−dα log2 n, λ2n ≫ n−dβ log2 n, λ3n ≫ n−dθ log2 n, (54)
λ1nκα = o(τα), λ2nκβ = o(τβ), λ3nκθ = o(τθ), (55)
where
dα = min(
1
2
+ a1, 2γα − l1)− a1, (56)
dβ = min(
1
2
+ a2, 2γα − l1, 2γβ − l2)− a2, (57)
dθ = min(
1
2
+ a3, 2γθ − l3)− a3 (58)
with sα = O(n
l1), l1 < γα, sβ = O(n
l2), l2 < min(γα, γβ), sθ = O(n
l3), l3 < γθ and κα =
max
δ∈Hα
κ(ρ1, δ), κβ = max
δ∈Hβ
κ(ρ2, δ), κθ = max
θ∈Hθ
κ(ρ3, δ) with function κ(ρ, v) at v = (v1, . . . , vk)
T
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with ||v||0 = k as
κ(ρ, v) = lim
ǫ→0+
max
1≤j≤k
sup
t1<t2∈(|vj |−ǫ,|vj|+ǫ)
−ρ
′
(t2)− ρ′(t1)
t2 − t1 .
τα = λmin(
XT1α∆X1α
n
), τβ = λmin(
XT1β∆X1β
n
), τθ = min
δ∈Hθ
λmin{φ1(δ)
Tφ1(δ)
n
}.
These conditions guarantee the existence of estimators. Apart from (50), (52) and (57),
other conditions on the penalty and regularization parameter are similar in rationale as in
Fan and Lv (2011).
Condition A.4. Assume
dnα ≫ λ1n ≫ max
{
(sα/n)
1/2, ndβ(log n)1/2
}
, (59)
dnβ ≫ λ2n ≫ max
{
(sβ/n)
1/2, ndβ(log n)1/2
}
, (60)
λ1nρ1(dnα) = O(n
−1/2), λ2nρ2(dnβ) = O(n
−1/2), (61)
λ1nκα = o(1), λ2nκβ = o(1), (62)
where κα = maxδ∈Hα κ(ρ1, δ), κβ = maxδ∈Hβ κ(ρ2, δ).
B Proof of Proposition 1
We proof the case of unbounded variables only. Denote the set of functions F as {Aj(h1)−
Aj(h2)}T e, ∀j = 1, . . . , J, h1, h2 ∈ H , by the Symmetrization Lemma (Lemma 2.3.1, van der Vaart and Wellner
1996), we have
E sup
h1,h2∈H
||{A(h1)− A(h2)}T z||∞ ≤ E Jmax
j=1
sup
h1,h2∈H
|{Aj(h1)−Aj(h2)}T z|
≤ EeEǫ2 Jmax
j=1
sup
h1,h2∈H
|
∑
i
{aij(h1)− aij(h2)}ziǫi|,
where ǫi’s are independent Rademacher variables.
If we can show
Eǫ
J
max
j=1
sup
h1,h2∈H
|
∑
i
{aij(h1)− aij(h2)}ziǫi| (63)
≤ nmax
i=1
|zi|O{δ
√
S log(J) max
j=1,...,J
sup
h∈H
||bj(h)||2},
(24) follows by E
n
max
i=1
|zi| ≤ || nmax
i=1
|zi|||ψ1 ≤ logn||zi||ψ1.
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It follows from Lemma 2.2.2 in van der Vaart and Wellner (1996) and E|X| ≤
√
E|X|2 ≤
||X||ψ2 that
Eǫ
J
max
j=1
sup
h1,h2∈H
|
∑
i
{aij(h1)− aij(h2)}ziǫi|
≤ || Jmax
j=1
sup
h1,h2∈H
∑
i
{aij(h1)− aij(h2)}ziǫi||ψ2
≤
√
log J
J
max
j=1
|| sup
h1,h2∈H
∑
i
{aij(h1)− aij(h2)}ziǫi||ψ2,
therefore it suffices to show
J
max
j=1
|| sup
h1,h2∈H
∑
i
{aij(h1)− aij(h2)}ziǫi||ψ2 (64)
= O(δ
√
S
n
max
i=1
|zi| max
j=1,...,J
S∑
s=1
sup
h∈H
||bsj(h)||2).
For fixed zi, we prove the stochastic process
∑
i aij(h)ziǫi indexed by h is sub-gaussian
with the semi-metric
d(h1, h2) =
n
max
i=1
|zi| max
j=1,...,J
sup
h∈H
||bj(h)||2||h1 − h2||∞.
By Lemma 1 in Appendix C, it suffices to show
max
j
sup
h1,h2∈H
√∑
i
{aij(h1)− aij(h2)}2z2i ≤ d(h1, h2). (65)
It follows from mean-value theorem that
max
j
sup
h1,h2∈H
√∑
i
{aij(h1)− aij(h2)}2z2i
≤ nmax
i=1
|zi|max
j
sup
h1,h2∈H
√∑
i
{aij(h1)− aij(h2)}2
≤ nmax
i=1
|zi|max
j
sup
h1,h2∈H
√√√√∑
i
{
S∑
s=1
bij(h˜s)(h1s − h2s)}2
where h˜s, ∀s = 1, . . . , S lies between the line segment of h1 and h2. Together with the fact
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that
∑
i
{
S∑
s=1
bij(hs)(h1s − h2s)}2
≤
∑
i
{
∑
s
b2ij(hs)(h1s − h2s)2 +
∑
s1 6=s2
bij(h1s1)bij(hs2)(h1s1 − hs2)2}
≤ ||h1 − h2||2∞{
∑
i
∑
s
b2ij(hs) +
∑
s1 6=s2
∑
i
bij(hs1)bij(hs2)}
≤ ||h1 − h2||2∞{
∑
s
∑
i
b2ij(hs) +
∑
s1 6=s2
√∑
i
b2ij(hs1)
√∑
i
b2ij(hs1)}
≤ ||h1 − h2||2∞{
∑
s
√∑
i
b2ij(hs)}2,
we have
max
j
sup
h1,h2∈H
√∑
i
{aij(h1)− aij(h2)}2z2i
≤ max
i
|zi|max
j
sup
h1,h2∈H
||h1 − h2||∞{
∑
s
√∑
i
b2ij(h˜s)}
≤ δmax
i
|zi|max
j
{
∑
s
sup
h∈H
√∑
i
b2ij(h)},
which implies (65).
By some arguments for sub-gaussian process in the proof of Corollary 2.2.8 in van der Vaart and Wellner
(1996), we have
|| sup
h1,h2∈H
∑
i
{aij(h1)− aij(h2)}ziǫi||ψ2
≤ K
∫ δn
0
√
logD(ǫ, d)dǫ ≤ K
∫ δn
0
√
logN(
ǫ
2
, d)dǫ
where δn = δ
n
max
i=1
|zi|max
j
S∑
s=1
sup
h1,h2∈H
||bsj(h)||2. Since d(h1, h2) is proportional to ||h1−h2||∞,
we have
N(ǫ, d) ≤M(δn
ǫ
)S,
with M some constant independent of ǫ and j, thus (64) is satisfied. This completes the
proof for (24). To show (25), define
βn(t) = inf
j∈[1,...,J ]
h1,h2∈H
Pr
(
|
∑
i
[aij(h1)− aij(h2)]zi| < t
2
)
.
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It follows by Chebyshev’s inequality and the condition maxi E|zi|2 = v20 that for any
t ≥ 3δdnv0,
βn(t) ≥ 1−
4v20 suph1,h2∈H
∑
i[aij(h1)− aij(h2)]2
t2
≥ 1− 1
2
=
1
2
,
where the last inequality follows due to that
sup
h1,h2∈H
∑
i
[aij(h1)− aij(h2)]2 ≤ δ2d2n,
using similar arguments in showing (65). Now it follows by Lemma 2.3.7 in van der Vaart and Wellner
(1996) that
Pr

 sup
j=1,...,J
h1,h2∈H
|
∑
i
[aij(h1)− aij(h2)]zi| > t


≤ 4Pr

 sup
j=1,...,J
h1,h2∈H
|
∑
i
[aij(h1)− aij(h2)]ziǫi| > t

 , (66)
where ǫ1, . . . , ǫn are i.i.d Rademacher variables. Define A to be the event in (66), B the event
max
i
|zi| ≤ ω log2 n,
we can further bound (66) from above by
4Pr(A∩ B) + 4Pr(Bc).
We first show Pr(Bc) ≤ 2/n. By the definition of the Orlicz norm || · ||ψ1 and Markov’s
inequality,
Pr(Bc) ≤ exp(||maxi |zi|||ψ1/ω log n)
exp(ω log2 n/ω log n)
≤ 2
exp(logn)
=
2
n
, (67)
since ||maxi |zi|||ψ1 ≤ log nmaxi ||zi||ψi ≤ ω log n. Besides, it follows by Bonferroni’s inequal-
ity that
Pr(A∩ B) ≤ J max
j
Pr
(
sup
h1,h2∈H
|
∑
i
[aij(h1)− aij(h2)]ziǫi| > t,max
i
|zi| ≤ ω log2 n
)
.
On the event B, conditional on zi, denote
Yj = sup
h1,h2∈H
|
∑
i
[aij(h1)− aij(h2)]ziǫi|,
it follows by (64) that
max
j
||Yj||ψ2 ≤ c0δmax
i
|zi|dn ≤ c0δdnω log2 n,
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for some constant c0. Hence, on event B, conditional on zi’s,
max
j
Pr (|Yj| ≥ t) ≤ max
j
exp([|Yj|/c0δdnω log2 n]2)
exp([t/c0δdnω log
2 n]2)
≤ exp
(
− 2t
2
c20δ
2d2nω
2 log4 n
)
.
Note that the right-hand side is independent of zi, thus using the law of total expectation,
we have
max
j
Pr(A∩ B) ≤ J exp
(
− 2t
2
c20δ
2d2nω
2 log4 n
)
,
which together with (66) and (67) gives the result.
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C Proof of Theorem 1
Before proving Theorem 1, we state the following lemmas. The proof of Lemma 2 is given
in Appendix G.
Lemma 1. Let z = (z1, . . . , zn)
T be an n-dimensional independent random response vector
with mean 0 and a ∈ Rn.
(a) If z1, . . . , zn are bounded in [c, d], then for any ǫ ∈ (0,∞),
Pr(|aT z| > ǫ) ≤ 2 exp
(
− ǫ
2
2||a||22(d− c)2
)
.
(b) If z1, . . . , zn satisfy maxi ||zi||ψ1 ≤ ω, then for any ǫ ∈ (0,∞),
Pr(|aTz| > ǫ) ≤ 2 exp
(
−1
2
ǫ2
2||a||22ω2 + ||a||ǫω
)
.
Lemma 2. Define ε = ∪16k=1εk, where εk is defined in Appendix G, under conditions in
Theorem 1, we have Pr(ε) ≥ 1− c¯/(n+ p+ q) for some c¯ > 0.
Notation. Let Z = diag(A− π)X, Zˆ = diag(A− πˆ)X, and Z1, Z2, Zˆ1, Zˆ2 the sub-matrices
of Z and Zˆ, formed by components in supp(β0) and its complement, respectively. Define
ξ1 = Zˆ
Te, ξ2 = Z
T (µ− Φ), ξ3 = φT (e− Zβ0),
ξ4 = Z
Tdiag(Xβ0)∆X1α, ξ5 = X
T [diag {(A− π) ◦ (A− π)} −∆]X1β ,
ξ6(δ) = Z
T{Φ− Φ(δ)}, ξ7(δ) = {φ(δ)− φ}T (e− Zβ0),
and Mβ = supp(β0), M
′
β = supp(θ
⋆) and their complements M cβ, M
c′
θ respectively. For a
given vector ψ or a matrix Ψ, ψM stands for the sub-vector of ψ formed by components in
M, ΨM the sub-matrix of Ψ by rows in M. Besides, the superscript Ψ
j is used to refer to the
vector which is the jth column of matrix Ψ while the subscript Ψi stands for the ith row of
Ψ.
Proof of theorem 1. We break the proof into three steps. Based on Theorem 1 in
Fan and Lv (2011), it suffices to prove the existence of βˆ1, θˆ1 inside the hypercube
ℵ = {(δTβ , δTθ )T : ||δβ − β1||∞ = n−γβ log n, ||δθ − θ⋆1||∞ = Kn−γθ logn}
with K a large constant, conditional on the event ε, satisfying
ZˆT1 {Y − Φ(θˆ)− Zˆβˆ} = nλ2nρ¯2(βˆ1), (68)
φˆT1 {Y − Φ(θˆ)} = nλ3nρ¯3(θˆ1), (69)
||ZˆT2 {Y − Φ(θˆ)− Zˆβˆ}||∞ < nλ2nρ
′
2(0+), (70)
||φˆT2 {Y − Φ(θˆ)}||∞ < nλ3nρ
′
3(0+), (71)
λmin(Zˆ
T
1 Zˆ1) > nλ2nκ(ρ2, βˆ1), (72)
λmin(φˆ
T
1 φˆ1) > nλ3nκ(ρ3, θˆ1). (73)
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Step 1. We first show the existence of a solution to equations (68) and (69) inside ℵ
for sufficiently large n. For any δ = (δ1, . . . , δsβ+sθ)
T ∈ ℵ, since dnβ ≥ n−γβ log n, dnθ ≫
n−γθ log n, we have
sβ
min
j=1
|δj | ≥ min |β0,j| − dnβ = dnβ,
sθ
min
j=1
|δj+sβ | ≥ min |θ⋆j | − dnθ = dnθ
and sgn(δβ) = sgn(β1), sgn(δθ) = sgn(θ
⋆
1). The monotonicity condition of ρ
′
2(t), ρ
′
3(t) gives
||nλ2nρ¯2(δ)||∞ ≤ nλ2nρ′2(dnβ), ||nλ3nρ¯3(δ)||∞ ≤ nλ3nρ
′
3(dnθ). (74)
We write the left hand side of (68) as
ZˆT1 {Y − Φ(δθ)− Zˆ1δβ} = ξ1Mβ + ξ2Mβ + (Zˆ1 − Z1)T{µ− Φ(δθ)} (75)
+ZˆT1 Zˆ1(β1 − δβ) + ZˆT1 (Zˆ1 − Z1)β1 − ZT1 {Φ(δθ)− Φ}.
∆
= I1 + I2 + I3 + I4 + I5 + I6,
on the set ε3 ∪ ε5 ∪ ε13, we have
||I1||∞ + ||I2||∞ + ||I3||∞ = O(
√
n logn). (76)
Define
η1 = (Zˆ − Z)T{µ− Φ(δθ)}, η2 = (Zˆ − Z)T (Zˆ1 − Z1)β1.
Note that η1Mβ = I3 in (75), which we represent here using a second order Taylor expansion
around α1,
I3 = X
T
1βW (δθ)∆X1α(α1 − αˆ1) +
1
2
rI3 , (77)
where rI3 in (77) corresponds to second order remainder, whose jth component is given as
(αˆ1 − α1)TXT1αW (δθ)Σ(α˜)diag(xj)X1α(αˆ1 − α1),
where Σ(α˜) is a diagonal matrix with the ith diagonal element π
′′
(xT1αiα˜) with α˜ lying in the
line segment between αˆ1 and α1. Since π
′′
(·) is a bounded function, we can bound ||rI3||∞
by
max
j
(αˆ1 − α1)TXT1αdiag(|W (δθ)xj |)X1α(αˆ1 − α1), (78)
whose order of magnitude is O(sαn
1−2γα log2 n) by (21).
We decompose I4 in (75) as η2Mβ + Z
T
1 (Zˆ1 − Z1)β1. Using similar arguments, on the set
ε9, it follows from (22) that
||ZT1 (Zˆ1 − Z1)β1||∞ ≤ max
j
(αˆ1 − α1)TXT1αdiag(|xj ◦Xβ0|)X1α(αˆ1 − α1)
+ ||ξ4Mβ ||∞ = O(
√
n logn+ sαn
1−2γα log2 n). (79)
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Using Taylor expansion, it is immediate to see that
||η2Mβ ||∞ ≤ max
j
(αˆ1 − α1)TXT1αdiag(|xj ◦Xβ0|)X1α(αˆ1 − α1)
= O(sαn
1−2γα log2 n), (80)
by (22). Combining (79) and (80) gives
||ZˆT1 (Zˆ1 − Z1)β1||∞ = O(
√
n log n) +O(sαn
1−2γα log2 n). (81)
So far, we have
||I1 + I2 + I3 + I5 + I6 −XT1βW (δθ)∆X1α(α1 − αˆ1)||∞ (82)
= O(
√
n log n) +O(sαn
1−2γα log2 n) +O(sβn
1−2γβ log2 n),
by (76), (77), (78) and (81). Now we approximate I4 by X
T
1β∆X1β(δβ − β1) and bound the
magnitude of error ||ωMβ ||∞ where ω = (ZˆT Zˆ1 −XT∆X1β)(δβ − β1). We present it as
ωMβ = (Zˆ
T
1 Zˆ1 −XT1β∆X1β)(δβ − β1) = ZˆT1 (Zˆ1 − Z1)(δβ − β1)
+ (Zˆ1 − Z1)TZ1(δβ − β1) + (ZT1 Z1 −XT1β∆X1β)(δβ − β1)
∆
= ω1Mβ + ω2Mβ + ξ5Mβ(δβ − β1). (83)
It follows from first-order Taylor expansion that the jth element in ω1Mβ can be presented
as
[(A− πˆ) ◦ xj ◦ {∆(α˜1)X1α(αˆ1 − α1)}]TX1β(δβ − β1), (84)
where ∆(αˆ1) is a diagonal matrix with the ith diagonal component π(xi, α˜1)(1− π(xi, α˜1)),
where α˜1 lies between the line segment of αˆ1 and α1. We decompose x
j as the Hadamard
product of two vectors, denoted by x¯j ◦ x˜j , where
x¯j = (
√
sgn(xj1)|xj1|, . . . ,
√
sgn(xjn)|xjn|),
x˜j = (sgn(xj1)
√
sgn(xj1)|xj1|, . . . , sgn(xjn)
√
sgn(xjn)|xjn|).
Let ϕ = (A− πˆ) ◦ x˜j ◦ {∆(α˜1)X1α(αˆ1 − α1)}, we have
||[(A− πˆ) ◦ x˜j ◦ {∆(α˜1)X1α(αˆ1 − α1)}]TX1β||2||δβ − β1||2 (85)
=
√
ϕTdiag(x¯j)X1βXT1βdiag(x¯
j)ϕ||δβ − β1||2
≤
√
λmax(XT1βdiag(|xj |)X1β)||δβ − β1||2||ϕ||2.
Since ||A− πˆ||∞ ≤ 1, elements in ∆(α˜1) are bounded, we have
||ϕ||2 ≤ ||diag(x˜j)X1α(αˆ1 − α1)||2 (86)
≤
√
λmax{XT1αdiag(|xj|)X1α}||αˆ1 − α1||2.
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Combining (85) with (86) gives
||ω1Mβ ||∞ ≤
p
max
j=1
√
λmax{XT1αdiag(|xj |)X1α}||αˆ1 − α1||22 (87)
p
max
j=1
√
λmax{XT1βdiag(|xj|)X1β}||βˆ1 − β1||22,
which is O(
√
sαsβn
1−γα−γβ log2 n) by (42) and (43).
By the same argument, we can verify that ||ω2Mβ ||∞ is of the same order. Note that on
the set ε11,
||ξ5Mβ(δ − β1)||∞ ≤ ||ξ5Mβ ||∞||δ − β1||∞ = O(sβn1−2γβ log2 n),
these together with (87), yields
||ωMβ ||∞ = O(sαn1−2γα log2 n) +O(sβn1−2γβ log2 n). (88)
Define vector-valued function
Ψ1(δβ , δθ) = B
−1
nβ [Zˆ
T
1 {y − Φ(δθ)− Zˆ1δβ} − nλ2nρ¯2(δβ)]
= B−1nβ {I1 + I2 + I3 + I4 + I5 + I6 − nλ2nρ¯2(δβ)}
= δβ − β1 +B−1nβ {I1 + I2 + I3 + ωMβ + I5 + I6 − nλ2nρ¯2(δβ)}
∆
= δβ − β1 + uβ, (89)
then equation (68) is equivalent to Ψ1(δβ , δθ) = 0. It follows from (74), (82) and (88) that
||uβ||∞ ≤ sup
δ∈Hθ
||B−1nβXT1βW (δ)∆X1α(αˆ1 − α1)||∞ + ||B−1nβ ||∞
{O(sαn1−2γα log2 n) +O(sβn1−2γβ log2 n) +O(
√
n logn) + nλ2nρ
′
(dnβ)}.
By similar arguments in the proof of Theorem 2 in Fan and Lv (2011), we have
||Bnα(αˆ1 − α1)||∞ = O(sαn1−2γα log2 n) +O(
√
n log n) (90)
+nλ1nρ
′
1(dnα),
on the set ε1 ∪ ε2. Thus by (39), (15), (52) and (53), we have
||uβ||∞ ≤ O[bαβ{sαn−2γα log2 n+
√
logn/n + λ1nρ
′
1(dnα)}]
+O[bβ{sαn−2γα log2 n+ sβn−2γβ log2 n +
√
log n/n+ λ2nρ
′
2(dnβ)}].
Therefore by (87), for sufficiently large n, if (δβ − β1)j = n−γβ logn,
Ψ1j(δβ, δθ) > 0, (91)
and if (δ − β1)j = −n−γβ log n,
Ψ1j(δβ, δθ) < 0. (92)
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Similarly we write the left-hand side of (69) as
(φˆ1 − φ1)T (e− Zβ0) + ξ3M ′
θ
+ φˆT1 (µ− Φ)− φˆT1 (Φˆ− Φ). (93)
It is immediately to see that
||ξ3M ′
θ
||∞ = O(
√
n logn), (94)
on the set ε5. The L∞ norm of the first term in (93) is bounded by
sup
δ∈Hθ
||ξ7Mβ(δ)||∞ = O(
√
n logn), (95)
on the set ε15.
Using second-order Taylor expansion, we approximate the last term in (93) by its first-
order term φˆT1 φˆ1(δθ − θ⋆1). It follows from (12) that the L∞ norm of the remainder term is
bounded from above by
sθ
max
l=1
λmax
{
∂(|φl(δθ)|)Tφ1(δ˜θ)
∂θ1
}
||δθ − θ⋆1||22 = O(sθn1−2γθ log2 n), (96)
where δ˜θ lies between the line segment of θ
⋆
1 and δθ.
Define Ψ2(δβ , δθ) = {φ1(δθ)Tφ1(δθ)}−1[φ1(δθ)T{Y − Φ(δθ)} − nλ3nρ¯3(δθ)], equation (69)
is equivalent to Ψ2(δβ , δθ) = 0. Similarly to Ψ1(δβ, δθ), we now show Ψ2(δβ, δθ) is mainly
dominated by δθ − θ⋆1. Define uθ = Ψ2(δβ, δθ) − δθ + θ⋆1, it follows from (6), (8), (51), (93),
(94), (95) and (96) that
||uθ||∞ ≤ ||Ψ2(δβ, δθ)− δθ + θ⋆1||∞ ≤ ||{φ1(δθ)Tφ1(δθ)}−1||∞{||ξ3M ′θ ||∞
+ ||ξ7M ′
θ
(δθ)||∞ + ||Φ(δθ)− Φ− φ(δθ)T (δθ − θ⋆1)||∞ + nλ3nρ
′
3(dnθ)}
+ ||{φ1(δθ)Tφ1(δθ)}−1φ1(δθ)T (µ− Φ)||∞
= o(n−γθ logn) +O(n−γθ log n). (97)
Therefore, we can find a large constantK <∞, for n large enough such that if (δθ−θ⋆1)j =
Kn−γθ logn,
Ψ2(δβ, δθ) > 0, (98)
and if (δθ − θ⋆1)j = −Kn−γθ log n,
Ψ2(δβ, δθ) < 0. (99)
Combining (91), (92) with (98) and (99), an application of Miranda’s existence theorem
shows equations (68), (69) have a solution (βˆ1, θˆ1) in ℵ.
Step 2. Let (βˆT , θˆT )T ∈ ℵ a solution to equations (68) and (69) with βˆMc
β
= 0 and
θˆMc
β
= 0. We show that (βˆT , θˆT )T satisfies inequalities (70) and (71). Decompose (70) as the
sum of the following terms,
ZˆT2 (Y − Φˆ− ZˆT1 βˆ1) = ξ1Mcβ + ξ2Mcβ + ZT2 (Zˆ1 − Z1)β1 + ξ5Mcβ(βˆ1 − β1) + ω1Mcβ
+ω2Mc
β
+ η1Mc
β
+XT2β∆X1β(βˆ1 − β1) + η2Mcβ − Z2(Φˆ− Φ), (100)
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on the set ε4 ∪ ε6 ∪ ε10 ∪ ε12, it is immediately to see that
||ξ1Mc
β
||∞ + ||ξ2Mc
β
||∞ + ||ξ5Mc
β
(βˆ1 − β1)||∞ + ||ZT2 (Φˆ− Φ)||∞ (101)
= O(n1−dβ
√
log n).
By (42), (43) and (87), a first-order Taylor expansion gives
||ω1Mc
β
||∞ + ||ω2Mc
β
||∞ = O(sαn1−2γα log2 n) +O(sβn1−2γβ log2 n). (102)
Similarly, it follows from (22) and (80) that
||η2Mβ ||∞ = O(sαn1−2γα log2 n). (103)
On the set ε10, by (22) and (79), we have
||ZT2 (Zˆ1 − Z1)β||∞ = O(n1−dβ
√
log n) +O(sαn
1−2γα log2 n). (104)
Approximating η1Mc
β
by XT2βW (δθ)∆X1α(α1− αˆ1), the L∞ norm of remainder error term
is bounded from above by
(αˆ1 − α1)TXT1αdiag(|W (δθ)xj|)X1α(αˆ1 − α1) = O(sαn1−γθ log2 n), (105)
by (21). Let u′β = Zˆ
T
2 (Y − Φˆ − ZˆT1 βˆ1) −XT2β∆X1β(βˆ1 − β1) −XT2βW (θˆ1)∆X1α(α1 − αˆ1), it
follows from (100)–(105) that
||u′β||∞ = O(n1−dβ
√
logn+ sαn
1−2γα log2 n+ sβn
1−2γβ log2 n). (106)
Since βˆ1 solves (68), we have
βˆ1 − β1 = −uβ , (107)
where uβ is defined as Ψ1(βˆ1, θˆ1) + β1 − βˆ1. Combining (107) with (90) and (106) gives
|| 1
nλ2n
ZˆT2 (Y − Φˆ− ZˆT1 βˆ1)||∞ ≤
1
nλ2n
[||u′β||∞ + ||XT2β∆X1β(XT1β∆X1β)−1||∞
{uβ −XT1βW (θˆ1)∆X1α(α1 − αˆ1)}+ ||XT2βWβW (θˆ1)X1α(XT1α∆X1α)−1||∞
{nλ1nρ′1(dnα) +O(
√
n log n) +O(sαn
1−2γα log2 n)}] ≤ o(1) + Cρ′2(0+),
by (41), (16), (54) and (57). Since C < 1, for sufficiently large n, (70) is satisfied.
Now we verify (71), decomposing φˆT2 (Y − Φˆ) as the sums of
(φˆ2 − φ2)T (e− Zβ0) + ξ3M ′c
θ
+ φˆT2 (µ− Φ) + φˆT2 (Φ− Φˆ), (108)
on the set ε8 ∪ ε16, we have
||ξ3M ′c
θ
||∞ + ||(φˆ2 − φ2)T (e− Zβ0)||∞ = O(n1−dθ
√
log n). (109)
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Similar to (96), a second-order Taylor expansion gives
||φˆT2 (Φˆ− Φ)− φˆT2 φˆ1(θˆ1 − θ⋆1)||∞ = O(sθn1−2γθ log2 n), (110)
by (12). Since (βˆ1, θˆ1) is the solution to Ψ2(δβ , δθ) = 0, it follows from (97) that
||φˆT2 φˆ1(θˆ1 − θ⋆1)− φˆT2 φˆ1(φˆT1 φˆ1)−1(µ− Φ)||∞ (111)
= ||φˆT2 φˆ1(φˆT1 φˆ1)−1||∞{O(
√
n logn + sθn
1−2γθ log2 n) + nλ3nρ
′
3(dnθ)}.
By (108)–(111) and conditions in (7), (9), (53) and (58), the left-hand side of (71) can
be bounded by
1
nλ3n
{O(n1−dθ
√
log n) +O(sθn
1−2γθ log2 n)}+ 1
nλ3n
||φˆT2 φˆ1(φˆT1 φˆ1)−1||∞
{O(
√
n logn) +O(sθn
1−2γθ log2 n) + nλ3nρ
′
3(dnθ)}+
1
nλ3n
||φˆT2 {I − Pφ1(θˆ1)}(µ− Φ)||∞ = o(1) + Cρ
′
3(0+),
for C < 1. Therefore (71) is satisfied.
Step 3. Now we show the second order conditions (72) and (73) hold. Because (73) is
directly implied by (55), it suffices to show that λmin(Zˆ
T
1 Zˆ1) ≥ λmin(XT1β∆X1β) for sufficiently
large n. Since (Zˆ1 − Z1)T (Zˆ1 − Z1) is positive semi-definite, we have
λmin(Zˆ
T
1 Zˆ1) ≥ λmin(XT1β∆X1β) (112)
+λmin{(Zˆ1 − Z1)TZ1 + ZT1 (Zˆ1 − Z1) + ξ5Mβ}.
Since any symmetric matrix Ψ, the absolute value of minimum eigenvalue can be bounded
by
|λmin(Ψ)| ≤
√
λmax(Ψ2) ≤
√
||Ψ||∞||Ψ||1 = ||Ψ||∞,
(72) follows if we can show ||ξ5Mβ + (Zˆ1 − Z1)TZ1 + ZT1 (Zˆ1 − Z1)||∞ = o(n). But this is
immediate to see because
||ξ5Mβ ||∞ = O(n1/2+γβ/
√
log n) = o(n),
on the set ε11. Similar to (87), ||(Zˆ1−Z1)TZ1+ZT1 (Zˆ1−Z1)||∞ can be bounded from above
by
(113)
2max
j
√
sβλmax{XT1βdiag(|xj)X1β}λmax{XT1αdiag(|xj|)X1α}||αˆ1 − α1||22,
which is O(
√
sαsβn
1−γα log n) = o(n) implied by the constrain max(l1, l2) < γα. This com-
pletes the proof.
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D Proof of Theorem 2
We modify the right-hand side orders in ε13 as O(
√
n), and redefine
ε10 =
sβ
max
j=1
||ξ4j||∞ = O(
√
n logn), ε11 =
p
max
j=sβ
||ξ4j||∞ = O(n1−dβ
√
log n),
ε12 =
sβ
max
j=1
||ξ5j||∞ = O(
√
n logn), ε13 =
p
max
j=sβ
||ξ5j||∞ = O(n1−dβ
√
logn).
We still have Pr(ε|X) → 1 due to the L2 constraints in Condition 4.1. Convergence
rate of αˆ1 follows directly from Theorem 3 in Fan and Lv (2011), it suffices to show the
convergence rate of βˆ under ε. The proof is divided into two steps. In the first step, we
establish the
√
sβ/n consistency of βˆ1 in the sβ-dimensional subspaces. In the second step,
we show that the estimator is indeed a local minimizer, which satisfies (70) and (72).
Step 1. We constrain (5) on the subspace
{
β : β ∈ Rp, βMc
β
= 0
}
, yielding the following
constrained loss function
Q¯n(δβ) =
1
2n
n∑
i=1
(Yi − Φˆ− δTβ xiMβ(Ai − πˆi))2 +
sβ∑
j=1
λ2nρ2(|δβj |),
where δβ = (δβ1, . . . , δβsβ)
T . We now show that there exists a strict local minimizer (βˆ1, θˆ1)
of Q¯n(δβ) such that ||βˆ1 − β1||2 = Op(
√
sβ/n). Consider the event
Hn =
{
Q¯n(β1) < min
δ∈∂Nτ
Q¯n(δβ)
}
,
where ∂Nτ denotes the boundary of the closed set
Nτ =
{
δβ : ||δβ − β1||2 ≤
√
sβ/nτ
}
with τ ∈ (0,∞). Clearly, on the event Hn, there exists a local minimizer βˆ1 of Q¯n(δβ) in Nτ .
Thus, we only need to show Pr(Hn|ε)→ 1 as n→∞.
Let n be sufficiently large such that
√
sβ/nτ ≤ dnβ since dnβ ≫
√
sβ/n by Condition 5
′.
It is easy to see that δβ ∈ Nτ entails sgn(δβ) = sgn(β1), ||δβ−β1||∞ ≤ dnβ and minj |δβj | ≥ dnβ.
Rewrite Q¯n(β1)− Q¯n(δβ) using second-order Taylor’s expansion, we have
(δβ − β1)T{ 1n ZˆT1 (Y − Φˆ− Zˆ1β1)− λ2nρ¯2(β1)} (114)
−1
2
(δβ − β1)T (ZˆT1 Zˆ1/n+ Λβ)(δβ − β1),
where Λβ is a diagonal matrix with maximum absolute element bounded by λ2nκβ.
We first show the minimum eigenvalue of ZˆT1 Zˆ1/n + Λβ is bounded from below by a
positive number. By (112) and conditions in (45) and (62), it suffices to show
||(Zˆ1 − Z1)TZ1 + ZT1 (Zˆ1 − Z1)||∞ + ||ξ5Mβ ||∞ = o(n). (115)
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By (113) and conditions in (42) and (43), ||(Zˆ1 − Z1)TZ1||∞ + ||ZT1 (Zˆ1 − Z1)||∞ = √sαsβn,
which is o(n). ||ξ5Mβ ||∞ = o(n) follows under ε11. (115) together with (45) entails, for
sufficiently large n, that
λmin(
1
n
ZˆT1 Zˆ1 + Λβ) ≥ b2 −
b2
2
=
b2
2
.
Therefore,
Q¯n(β1)− Q¯n(δβ) ≤ (δβ − β1)T [vβ − 14n{Bnβ + o(1)}(δβ − β1)] (116)
+ 1
n
(δβ − β1)TXT1βW (θˆ1)∆X1α(α1 − αˆ1)− 14n(δβ − β1)TBnβ(δβ − β1),
where vβ =
1
n
{ZˆT1 (Y − Φˆ− Zˆβ0) +XT1βdiag(µ− Φˆ)∆X1α(αˆ1 − α1)} − λ2nρ¯2(β1).
We next show the second line in (116) is smaller than 0 for sufficiently large τ . It follows
from Cauchy-Schwartz inequality that
(δβ − β1)TXT1βdiag(µ− Φˆ)∆X1α(α1 − αˆ1) ≤ ||B1/2nβ (δβ − β1)||2
||B−1/2nβ XT1βdiag(µ− Φˆ)∆X1α(αˆ1 − α1)||2,
by which we only need to show
||B1/2nβ (δβ − β1)||2 ≥ ||B−1/2nβ XT1βdiag(µ− Φˆ)∆X1α(αˆ1 − α1)||2. (117)
It follows by (45) that the left-hand side of (117) is larger than O(τ
√
sβ). Therefore for
sufficiently large τ , it suffices to show its right-hand side is O(
√
sβ). We present αˆ1 − α1 by
B−1n1 {XT1α(A− π) + nλ1nρ¯1(αˆ1) + r}, (118)
with r whose L∞ norm is O(sα).
Since
E||B−1/2nα X1α(A− π)||22
= E{tr(B−1/2nα X1α(A− π)(A− π)TXT1αB−1/2nα )}
= tr(Esα) = sα,
we have
||B−1/2n1 X1α(A− π)||2 = Op(
√
sα). (119)
It follows from (45) and (61) that
||B−1/2n1 {nλ1nρ¯1(αˆ1) + r}||2 ≤
1√
n
||nλ1nρ¯1(αˆ1) + r||2 (120)
≤ 2√
n
{||λ1nρ¯1(dnα)||2 + ||r||2} = O(√sα).
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Combining (119) together with (120) we have
||B−1/2nβ (αˆ1 − α1)||2 = Op(
√
sα),
which along with condition in (26) gives
||B−1/2nβ XT1βdiag(µ− Φˆ)∆X1α(αˆ1 − α1)||2 = O(
√
sβ),
thus (117) is satisfied.
The next step is to prove that the quantity in the first line of (116) is less than 0, an
application of Markov’s inequality entails
Pr(Hn|ε) ≥ Pr(||vβ||22 <
sβb
2
2τ
2
64n
|ε) ≥ 1− 64nE||vβ||
2
2Iε
sβb
2
2τ
2
,
by which it suffices to show that E||vβ||22Iε = O( sβn ).
We rewrite nvβ as the sums of the following terms,
nvβ = ξ1Mβ + ξ2Mβ + Z
T
1 (Zˆ1 − Z1)β1 + η2R0 + η3Mβ − ZT1 {Φ(δθ)− Φ}
−nλ2nρ¯2(β1) + η1Mβ +XT1βW (θˆ1)∆X1α(αˆ1 − α1). (121)
It is immediate to see that
E||ξ1Mβ ||22Iε ≤ E||ξ1Mβ ||22 = σ2tr(ZˆT1 Zˆ1) = O(sβn), (122)
since tr(ZˆT1 Zˆ1) ≤ tr(XT1βX1β) = sβn considering that the covariates are standardized. On
the set ε15,
E||ZT1 (Φˆ− Φ)||22Iε ≤ sβ||ZT1 (Φˆ− Φ)||2∞ = O(sβn). (123)
It follows from (30) that
E||ξ2Mβ ||22Iε ≤ E||ξ2Mβ ||22 = tr(XT1βW∆WX1β) = O(sβn). (124)
A first-order Taylor expansion gives
E||η2Mβ ||22Iε ≤ sβ ||η2Mβ ||2∞Iε (125)
≤ sβ [max
j
λmax{XT1αdiag(|xj ◦Xβ0|)X1α}||αˆ1 − α1||22]2Iε = O(sβs2α),
by (22). Expand ZT1 (Zˆ1−Z1)β1 to the second order using Taylor expansion around α1 gives
||ZT1 (Zˆ1 − Z1)β1||22Iε ≤ 2||ξ3Mβ ||22||αˆ1 − α1||22Iε + (126)
2sβ[
p
max
j=1
λmax{XT1αdiag(|xj ◦Xβ0|)X1α}||αˆ1 − α1||22]2Iε = O(sβs2α log n),
by (22). Similarly, it follows from (21) that
||η1Mβ +XT1βW (θˆ1)∆X1α(αˆ1 − α1)||22Iε ≤ sβ (127)
[max
j
λmax{XT1αdiag(|W (θˆ1)xj |)X1α}||αˆ1 − α1||22]2 = O(s2αsβ).
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By the monotonicity of ρ′2(·) and the condition in (61), we have ||λ2nρ′2(βˆ1)||22 ≤ ||λ2nρ′2(dnβ)||22 =
O(sβn). This along with (119)–(127), and the condition on the nonsparsity size max(l1, l2) <
1
2
, gives E||vβ||22Iε = O( sβn ). Therefore the convergence rate of βˆ1 is established.
Step 2. It remains to show that the vector βˆ = (βˆT1 , 0)
T is indeed a strict local minimizer
of Q¯n(δβ) on the space R
p × Rq, which need to check condition (70) and (72).
On the set ε2 ∪ ε4 ∪ ε16, we have
||ξ1Mc
β
||∞ = ||ξ2Mc
β
||∞ = ||ZT2 (Φˆ− Φ)||∞ = O(n1−dβ
√
logn). (128)
Besides, on ε12, we have
||ξ5Mc
β
(βˆ1 − β1)||∞ ≤ pmax
j=sβ+1
|ξT5j(βˆ1 − β1)| ≤
p
max
j=sβ+1
||ξ5j||2||βˆ1 − β1||2
≤ pmax
j=sβ+1
√
sβ||ξ5j||∞||βˆ1 − β1||2 = O(n1−dβ
√
log n), (129)
since sβ ≪
√
n. It follows from (42) and (43) that
||ω1Mc
β
||∞ ≤ pmax
j=1
√
sβλmax{XT1αdiag(|xj |)X1α}{XT1βdiag(|xj|)X1β}
||αˆ1 − α1||2||βˆ1 − β1||2 = O(√sαsβ) = O(√sβn). (130)
With a similar argument,
||ω2Mc
β
||∞ = O(√sβn). (131)
On the set ε10, it follows from (22) that
||ZT2 (Zˆ1 − Z1)β1||∞ ≤
p
max
j=1
λmax{XT1αdiag(|xj ◦Xβ0|)X1α}||αˆ1 − α1||22
+||ξ4Mc
β
(αˆ1 − α1)||∞ = o(
√
n) + o(n1−dβ
√
log n). (132)
Similarly, we have
||η2Mc
β
||∞ ≤ λmax{XT1αdiag|xj ◦Xβ0|X1α}||αˆ1 − α1||22 = o(
√
n), (133)
By (21), a second-order Taylor expansion gives
||η1Mc
β
−XT2βW (θˆ1)∆X1α(αˆ1 − α1)||∞ (134)
≤ max
j
λmax{XT1αdiag(|W (θˆ1)xj |)X1α}||αˆ1 − α1||22 = o(
√
n).
It follows from (107) and (132) that
βˆ1 − β1 = −B−1nβ {nvβ −XT1βW (θˆ1)∆X1α(αˆ1 − α1) + ωMβ}. (135)
On the set ε3 ∪ ε5, it follows from (87) and max(l1, l2) < 12 that
||ω1Mβ ||2 ≤
√
sβ ||ω1Mβ ||∞ = Op(
√
sαsβ) = op(
√
sβn), (136)
||ω2Mβ ||2 ≤
√
sβ ||ω2Mβ ||∞ = Op(
√
sαsβ) = op(
√
sβn). (137)
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Similarly, on ε11, we have
||ξ5Mβ(βˆ1 − β1)||2 = Op(s3/2β log n) = op(
√
sβn). (138)
By (83), (115) and (136)–(138), we have
||B−1nβωMβ ||2 ≤ λmax(B−1nβ )||ωMβ ||2 = o(
1
n
√
sβn) = o(
√
sβ√
n
). (139)
This along with (118), (128)–(135) and conditions in (46), (27) that
|| 1
nλ2n
ZˆT2 (Y − Φˆ− Zˆ1βˆ1)||∞ ≤
1
nλ2n
{||XT2βWβW (θˆ1)X1α(αˆ1 − α1)||∞
+ ||XT2β∆X1β{B−1nβnvβ + o(
√
sβ/
√
n)}||∞ +O(n1−dβ
√
log n) +O(
√
sβn)}
≤ 1
nλ2n
{O(n1−dβ
√
log n) +O(
√
sβn)} = o(1).
Thus, (70) is verified. Finally by (115), (72) holds. This concludes the proof.
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E Proof of Theorem 3
We only prove the asymptotic normality of βˆ1 here. On the event Hn defined in the proof
of Theorem 2, it has been shown that βˆ1 is a strict local minimizer of Q¯n(δβ) and βˆ2 = 0. It
follows easily that ∇Q¯n(βˆ1) = 0. Thus, we have
0 =
1
n
ZˆT1 (Y − Φˆ− Zˆ1β1)−
1
n
ZˆT1 Zˆ1(βˆ1 − β1)− λ2nρ¯2(βˆ1). (140)
By (31), we have
||λ2nρ¯2(βˆ1)||2 ≤ √sβλ2nρ¯2(dnβ) = op( 1√
n
), (141)
due to the monotonicity of the penalty function.
It follows from (83), (136), (137), (138) and that max(l1, l2) <
1
3
.
||ωMβ ||2 = op(
√
n), (142)
By (125) and (126), we have
||ZT1 (Zˆ1 − Z1)β1||2 = Op(sα
√
sβn logn) = op(
√
n), (143)
||η2Mβ ||2 = O(sα
√
sβ) = op(
√
n). (144)
We can further modify the right-hand order in ε15 to be o(
√
n/sβ) since the corresponding
condition (20) is strengthened, which gives
||ZT1 (Φ− Φˆ)||2 ≤
√
sβ||ZT1 (Φ− Φˆ)||∞ = o(
√
n). (145)
Now it follows from (140), (141), (142)–(145) that
||ZˆT1 (Y − Zˆ1β1)− ξ1Mβ − ξ2Mβ − η1Mβ ||2 = op(
√
n). (146)
By (132), and that max(l1, l2) <
1
3
, we have
||η1Mβ +XT1βW (θˆ1)∆X1α(αˆ1 − α1)||2 = o(
√
n). (147)
Combining (146), (147) together with
E||(Zˆ1 − Z1)T ǫ||22Iε ≤ σ2max
j
√
sβλmax{XT1αdiag(|xj|)X1α}√
λmax{XT1βdiag(|xj|)X1β}||αˆ1 − α1||2 = O(
√
sαsβn) = o(n),
gives
Bnβ(βˆ1 − β1) = ZT1 ǫ+ ZT1 (µ− Φ)−XT1βdiag(µ− Φˆ)∆X1α(αˆ1 − α1) + op(
√
n).
The asymptotic normality of αˆ1 implies
Bnα(αˆ1 − α1) = XT1α(A− π) + op(
√
n). (148)
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Let Bnαβ = X
T
1βW∆X1α, it follows from (34) that
λmax{B−1/2nβ BnαβB−1nαBTnαβB−1/2nβ } (149)
≤ λmax(∆ 12X1αB−1nαXT1α∆
1
2 )λmax(B
−1/2
nβ X
T
1βW
2X1βB
−1/2
nβ )
= λmax(B
−1
nαBnα)λmax(B
−1/2
nβ X
T
1βW
2X1βB
−1/2
nβ ) = O(1).
Combining (148), (149) with condition in (35) gives
B
1/2
nβ (βˆ1 − β1) = B−1/2nβ {ZT1 ǫ+ ξ2Mβ − BnαβB−1nαXT1α(A− π)}+ op(1).
Therefore the covariance matrix of the above variable is Σ22, which is O(1) by (34).
Define ψ1i = a
TATn2B
−1/2
nβ (Ai − πi)x1βiǫi, ψ2i = aTATn2B−1/2nβ (Ai − πi)x1βi(µi − Φi), ψ3i =
aTATn2B
−1/2
nβ BnαβB
−1
nα (Ai− πi)x1αi. Now the asymptotic normality will follow if we can show∑n
i=1 E|ψji|3 = o(1) for j = 1, 2, 3 by Lyapunov’s theorem. Note that E|εi|3 < ∞ since the
moment generating function of εi exists, this together with (32) and (33) gives
n∑
i=1
E|ψ1i|3 ≤ O(1)
n∑
i=1
||aTAn2||32||B−1/2nβ x1βi||32
≤ O(1)
n∑
i=1
(xT1βiB
−1
nβ x1βi)
3/2 = o(1),
n∑
i=1
E|ψ2i|3 ≤
n∑
i=1
||aTAn2||32||B−1/2nβ x1βi(µi − Φi)||32
≤ O(1)
n∑
i=1
(xT1βiB
−1
nβ x1βi)
3/2(µi − Φi)3 = o(1).
Besides, It follows from (32) and (149) that
n∑
i=1
E|ψ3i|3 ≤
n∑
i=1
||aTAn2||32||B−1/2nβ Bn3B−1n1 x1αi||32
≤ O(1)
n∑
i=1
{xT1αiB−1nαBTnαβB−1nβBnαβB−1nαx1αi}3/2 ≤ O(1)
n∑
i=1
(xT1αiB
−1
nαx1αi)
3/2λmax{B−1/2nβ BnαβB−1nαBTnαβB−1/2nβ }3/2 = o(1).
Thus, the Lyapunov condition is verified. Now it remains to show
Var
(
n∑
i=1
(ψ1i + ψ2i − ψ3i)
)
= σ2aTAT2nA2na+ a
TAT2nΣ22A2na.
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Note that ψ1i is uncorrelated with ψ2i and ψ3i, we have
Var
(
n∑
i=1
(ψ1i + ψ2i − ψ3i)
)
=
n∑
i=1
Var(ψ1i) +
n∑
i=1
Var(ψ2i − ψ3i)
=
n∑
i=1
E||(Ai − πi)xT1βiB−1/2nβ An2aεi||22
+
n∑
i=1
E||(Ai − πi)[(µi − Φi)xT1βi − xT1αiB−1nαBTnαβ]B−1/2nβ An2a||22
= aTATn2B
−1/2
nβ X
T
1βW (∆−∆X1αB−1nαXT1α∆)WX1βB−1/2nβ An2a
+σ2aTATn2An2a = σ
2aTAT2nA2na+ a
TAT2nΣ22A2na.
This completes the proof.
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F Proof of Theorem 4
Similar to the prove of Theorem 3, under the given conditions, with probability goes to 1,
we have
βˆ2 = 0, ||βˆ1 − β1||2 = O(
√
sβ√
n
). (150)
In addition, under the conditions in Theorem 3, B
−1/2
nβ (βˆ1 − β1) is asymptotically equiv-
alent to
B
−1/2
nβ {ZT1 ǫ+ ξ2Mβ − BnαβB−1nαXT1α(A− π)}. (151)
By the definition of Vˆn, we have
√
n[Vˆn − Vn(β0)] = 1√
n
∑
i
[ei + x
T
i (βˆ − β0)(I(xTi β > 0)−Ai)] (152)
+
1√
n
∑
i
xTi βˆ[I(x
T
i βˆ > 0)− I(xTi β0 > 0)]. (153)
We break the proof into two steps. In the first step, we show (153) is op(1). Next, we
establish the asymptotic normality of the right-hand side of (152).
Step 1. Note that (153) is always nonnegative, it suffices to provide an upper bound.
Since
∑
i x
T
i β0[I(x
T
i βˆ > 0)− I(xTi β0 > 0)] ≤ 0, (153) is smaller than∑
i
[xTi βˆ − xTi β0][I(xTi βˆ > 0)− I(xTi β0 > 0)]. (154)
We further partition (154) into the following two pieces.
I1 =
∑
i
[xTi βˆ − xTi β0][I(xTi βˆ > 0)− I(xTi β0 > 0)]I(xTi β0 ≤ n−1/4),
I2 =
∑
i
[xTi βˆ − xTi β0][I(xTi βˆ > 0)− I(xTi β0 > 0)]I(xTi β0 > n−1/4).
It follows from Cauchy-Swartz inequality that I1 is smaller than√∑
i
(xTi βˆ − xTi β0)2
√∑
i
I(xTi β0 ≤ n−1/4)2
≤
√
(βˆ1 − β1)TXT1βX1β(βˆ1 − β1)
√∑
i
I(xTi β0 ≤ n−1/4)
= Op(
√
sβ)C
′n−1/4 = op(1),
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followed by (150), Condition 7 and that sβ = o(n
1/4). As for I2, note that for arbitrary real
numbers a, b, |a− b| > |a| if ab < 0. An elementary calculation shows it is smaller than
1√
n
n∑
i=1
|xTi (βˆ − β0)|I(|xTi (βˆ − β0)| > |xTi β0|)I(|xTi β0| > n−1/4)
≤ 1√
n
n∑
i=1
[xTi (βˆ − β0)]2/|xTi β0|I(|xTi β0| > n−1/4)
≤ = 1
n1/4
[xTi (βˆ − β0)]2 = Op(sβ/n1/4) = op(1),
where the inequality in the second line follows from the fact that I(|xTi (βˆ−β0)| > |xTi β0|) ≤
|xTi (βˆ − β0)|/|xTi β0|. This shows (153) is op(1).
Step 2. Using similar arguments in the proof of Lemma 2, we can show with probability
at least 1− sβ/n, the following event holds:
max
j=1,...,sβ
|(A− π)Txj | = O(
√
n logn). (155)
On the events (150) and (155), we have
1√
n
∑
i
[xTi (βˆ − β0)(I(xTi β > 0)− Ai)− xTi (βˆ − β0)(I(xTi β > 0)− πi)]
≤ ||XT1β(A− π)||2||βˆ1 − β1||2 ≤ O(
√
sβ) max
j=1,...,sβ
|(A− π)Txj |O(
√
sβ√
n
),
which is o(1). Therefore, it suffices to establish the asymptotic normality for
1√
n
∑
i
[ei + x
T
i (βˆ − β0)(I(xTi β > 0)− πi)],
or equivalently,
1√
n
∑
i
[ei + v
T
nX1β(βˆ − β0)]. (156)
Under the condition (45) and λmax(X
T
1βX1β) = O(n), we have
||B−1/2nβ XT1βvn||2 ≤
√
λmax(X
T
1βX1β)/λmin(Bnβ)||vn||2 = O(1),
which together with (151) implies that (156) is asymptotically equivalent to
1√
n
∑
i
ei + v
T
nX1βB
−1
nβ [Z
T
1 e+ ξ2Mβ −BnαβB−1nαXT1α(A− π)]. (157)
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Using similar arguments in the proof of Theorem 3, we can show the Lyaponuv’s condition
for (157) holds. By the independence between e and A− π, the variance of (157) is equal to
v21 + v
2
2, where
v21 = Var
(
1√
n
∑
i
ei + v
T
nX1βB
−1
nβZ
T
1 e
)
,
v22 = Var
(
vTnX1βB
−1
nβ [ξ2Mβ − BnαβB−1nαXT1α(A− π)]
)
.
Using the chain rule for conditional expectation, v21 reduces to
E
{
Var
(
1√
n
∑
i
ei + v
T
nX1βB
−1
nβZ
T
1 e
)
|Z1
}
= σ2 + E(vTnX1βB
−1
nβZ
T
1 Z1B
−1
nβX
T
1βvn) +
1√
n
E(vTnX1βB
−1
nβZ
T
1 1)
= σ2 + vTnX1βB
−1
nβX
T
1βvn,
while v22 is equal to
vTnX1βB
−1/2
nβ Var(B
−1/2
nβ [ξ2Mβ − BnαβB−1nαXT1α(A− π)])B−1/2nβ XT1βvn
= vTnX1βB
−1/2
nβ Σ22B
−1/2
nβ X
T
1βvn,
by the definition of Σ22. This completes the proof.
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G Proof of Lemma 2
Define
ε1 =
{
||XT1α(A− π)||∞ ≤
1√
2
√
n log n
}
,
ε2 =
{
||XT2α(A− π)||∞ ≤
1√
2
n1−dβ(logn)
1
2
}
,
similar arguments in the proof of Theorem 2 in Fan and Lv (2011) gives Pr(ε1 ∪ ε2|X) ≥
1 − c0/(n + p) for some c0 > 0. Conditional on ε1 ∪ ε2, αˆ is shown to have weak oracle
property.
Consider events
ε3 =
{
||ξ1Mβ ||∞ = O(
√
n log n)
}
, ε4 =
{
||ξ1Mc
β
||∞ = O(n1−dβ
√
log n)
}
,
ε5 =
{
||ξ2Mβ ||∞ = O(
√
n log n)
}
, ε6 =
{
||ξ2Mc
β
||∞ = O(n1−dβ
√
log n)
}
,
ε7 =
{
||ξ3M ′
θ
||∞ = O(
√
n logn)
}
, ε8 =
{
||ξ3Mc′
θ
||∞ = O(n1−dθ
√
logn)
}
,
ε9 =
{
||ξ4Mβ ||∞ = O(
n1/2+γα√
log n
)
}
, ε10 =
{
||ξ4Mc
β
||∞ = O(n
1−dβ+γα
√
log n
)
}
,
ε11 =
{
||ξ5Mβ ||∞ = O(
n1/2+γβ√
logn
)
}
, ε12 =
{
||ξ5Mc
β
||∞ = O(n
1−dβ+γβ
√
log n
)
}
,
ε13 =
{
sup
δ∈Hθ
||ξ7Mβ(δ)||∞ = O(
√
n log n)
}
,
ε14 =
{
sup
δ∈Hθ
||ξ7Mc
β
(δ)||∞ = O(n1−dβ
√
logn)
}
,
ε15 =
{
sup
δ∈Hθ
||ξ8M ′
θ
(δ)||∞ = O(
√
n logn)
}
,
ε16 =
{
sup
δ∈Hθ
||ξ8M ′
θ
c(δ)||∞ = O(n1−dβ
√
log n)
}
.
Denote ω = maxi ||ei||ψ1. Since ||(Ai − πˆi)xi||2 ≤ ||xi||2 =
√
n, ||(Ai − πˆi)xi||∞ ≤ ||xi||∞,
take ǫ = 4
√
n logn, it follows from Lemma 1 and (44) that
Pr(||ξ1Mβ ||∞ > ǫ) ≤ 2sβ max
j∈Mβ
Pr(|ξj1| > ǫ) (158)
≤ 2sβ exp
(
16ω2n logn
4nω2 +O(n)
)
≤ 2sβ
n2
≤ 2
n
.
Using similar arguments we can show Pr(ε4) ≥ 1−2/p, which together with (158) entails
Pr(ε3 ∪ ε4) ≥ 1− 2
n+ p
.
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Similarly, it follows from (17) that
Pr(ε5 ∪ ε6) ≥ 1− 2
n+ p
.
Besides, by (10) and (13),
Pr(ε7 ∪ ε8) ≥ 1− 2
n+ p
.
Now we show ε9 ∪ ε10 ∪ ε11 ∪ ε12 hold with large probability. It follows by the definition
of ξ4 that
max
j∈Mα
||(||ξj4Mβ ||1)||ψ2 ≤ maxj
∑
k∈Mβ
||ξj4k||ψ2 = maxj
∑
k∈Mβ
||xk ◦ xj ◦ (Xβ0)||2.
Take t = maxj
∑
k∈Mβ
||xk ◦ xj ◦ (Xβ0)||2, it follows by the definition of || · ||ψ2 that
Pr(||ξj4Mβ ||1 ≤
√
2 lognt) ≤
exp([||ξj4Mβ ||1/t]2)
[
√
2 lognt/t]2
≤ 2
n2
,
which together with Bonferroni’s inequality and Condition (18) entails
Pr(ε9) ≥ 1−
∑
j∈Mα
Pr(||ξj4Mβ ||1 ≤
√
2 lognt) ≥ 1− 2
n
.
By the same argument and condition (19), we have Pr(ε10∪ε11∪ε12) ≥ 1−6/(n+p). Taking
the hypercube in Proposition 3.1 to be Hθ, zi = ei, A(h) = φ1(δ), δ ∈ Hθ, t =
√
n log n,
clearly, by condition (20), for sufficiently large n,
t ≥ 3σ2n−γθ log nmax
j
∑
l∈Mθ
sup
δ∈Hθ
||xj ◦ φl(δ)||2.
It follows by Proposition 3.1 that for some sufficiently large constant M ,
Pr(ε13) ≥ Pr( sup
δ∈Hθ
||ξ7Mβ(δ) ≤Mt) ≥ 1−
2
n
− n exp
(
2M2t2
Mn2
)
≥ 1− 4
n
.
Using the same argument, under condition (11) and that log p = O(n1−2dβ), log q = O(n1−2dθ),
we have Pr(ε14 ∪ ε15 ∪ ε16)→ 1− 8/(n+ q). This completes the proof.
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