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A Mobile Ad Hoc Network (MANET) is a multi-hop wireless network
formed by mobile nodes which are capable of communicating with each
other without an infrastructure. A MANET is more than simply a wired
network without the wires, due to its dynamic topology, limitation in
energy, bandwidth, security, etc.
The focus of this thesis is on the analysis and improvement of routing
schemes in ad hoc networks, whilst considering their energy constraints.
The existing energy-aware routing models for ad hoc networks do not
account for the energy consumption induced by overhearing of packets.
Our main contribution is the development of reception-aware models to
study this energy consumption.
We introduce an analytical model for measuring the energy consumption
in nodes due to °ows, which includes reception energy at the nodes near
the °ows. By extending the model to include collisions and hence the extra
energy consumed in the nodes, we also predict the e®ects of interference
among multiple °ows.
Developing on our model, we explore the various aspects of reception-
awareness for energy-e±ciency in ad hoc networks. We design and analyze
the energy-e±ciency of transmission power control model and routing
schemes which include reception-awareness. The reception-aware power
control schemes perform better at energy conservation than traditional
power control schemes, although the increased collision probabilities due
to increased route length can outweigh the bene¯ts of any power control
technique in some networks. The introduction of reception-aware routingiv
metrics in new energy-e±cient schemes shows an increase in the lifetime
of the network, especially in dense networks.
Finally, we show that reception-awareness can be easily extended to in-
clude °ow-awareness, and this leads to a further increase in the network
lifetime. In this case, however, the minimal overhead required induces a
slight tradeo® in throughput.
The main conclusion of the thesis is that reception-aware models for
routing in ad hoc networks give an accurate account of the interference
impact of the tra±c in the network and hence are more e®ective in improv-
ing the energy-e±ciency as well as, to a lesser extent, other performance
indicators like throughput and latency.Acknowledgements
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Introduction
1.1 Overview and Application of Ad Hoc Networks
Conventional wireless networks have one or several infrastructures, such as base sta-
tions or access points, which handle the communication between the nodes. This
type of network is mostly limited to a single wireless-hop communication between
the nodes and the infrastructure. A Mobile Ad Hoc Network (MANET) is a network
formed by a set of mobile wireless nodes which are capable of communicating with
each other without an existing infrastructure. In the absence of a pre-existing infras-
tructure, nodes in a MANET dynamically form a distributed, autonomous network,
where each node is able to act both as a router and as a host for multi-hop messages.
The nodes in the network are capable of forwarding packets for other nodes that are
not within wireless transmission range of each other, thus creating multi-hop paths
in the network. Hence a separate set of protocols is being standardized [44], which
are directly adaptive to support such routing.
MANET is an \anytime, anywhere" type of network, which is an extreme, yet
highly necessary solution for the exchange of information in present-day networks. It
also has a wide range of applications. For example, such a network can be quickly
deployed for emergency services or disaster recovery applications like ¯re and search-
and-rescue operations [25]. The ease of data acquisition in inhospitable terrains
makes it suitable for military applications as well (e.g., [13, 101]). MANET is also
applicable for commercial applications, for example in meetings and conferences,
electronic classrooms, and vehicular networks [40]. It is also an attractive solution for2 INTRODUCTION
providing Internet and networking for remote or rural areas where it is too expensive
or inconvenient to build an infrastructure [82, 110]. Sensor networks, which may
also require ad hoc networking, are also paramount in environmental [12, 39] and
industrial monitoring [35].
1.2 Challenges in MANET
A wireless network is more than simply a wired network without the wires. The
introduction of the wireless medium comes with its own set of challenges, which
are magni¯ed by mobility and multihop communication in the case of MANET (see
Figure 1.1). This section lists some of the major challenges which exist in MANET.
Energy Constraints
MANET
Wireless Medium
No Infrastructure
Mobile Nodes
Portable
Bandwidth Constraints
Dynamic Topology
Interference / Congestion
Security
Scalability, Security
Characteristics 
of MANET
Protocols: which layer?
Services (QoS, best-effort)
Address Management
Mobility Management
Multihop
Storage Constraints
Figure 1.1: Challenges in MANET
Dynamic Nature: The nodes in MANET are mobile, and dynamically appear
or disappear, which leads to a highly dynamic topology, with a high probability of
link breakage and network partitions. Even when the nodes are not mobile, the
wireless nature of communication changes the status of the wireless links rapidly and
unpredictably, which also leads to rapid changes in the topology.
Energy Constraints: As a consequence of mobility, nodes in MANET are gen-
erally portable, and hence are low powered, with limited and exhaustible energy
resources like batteries. This is exacerbated by the fact that the nodes spend extra
energy while handling tra±c for other nodes as well as while just listening for packets.
Energy conservation is thus critical in such networks.Motivation 3
Interference and Congestion: Due to the shared medium, the packet is sent as
radio waves which cause interference in the area surrounding the sender. Interference
also exists from other wireless devices like microwaves and cordless phones, which
may be sharing the wireless medium. Thus, compared to wired networks, there is an
increased possibility of packet losses due to collision and congestion in MANET.
Bandwidth: MANET is also limited to a lower maximum available bandwidth
(11Mbps in 802.11b, and 54Mbps in 802.11a/g) as compared to wired networks.
Even this maximum is only theoretical, since the shared medium and the resulting
interference limits the available bandwidth in real networks (for example, maximum
of 4-5Mbps for 802.11b [60, 103] in reality).
Others: The portability of mobile nodes also means limited storage resources, while
all the characteristics of MANET described above also make providing security as well
as scalability of such networks quite challenging.
1.3 Motivation
In this thesis, we focus on the energy limitation aspects of ad hoc networks. Energy
is a scarce resource in ad hoc networks since the devices are portable and depend on
limited energy resources like batteries, which may not be renewable. Hence energy
consciousness is essential for ad hoc networks. The main aim of the thesis is to inves-
tigate the performance of wireless ad hoc networks in terms of energy conservation.
As we will see in Chapter 2, in MANET, nodes spend a substantial amount of
energy listening for packets, most of which may not be intended for them. Hence it
is crucial to actively account for and attempt to reduce the excess energy spent due
to this overhearing. However, most of the existing model for energy consumption do
not incorporate this extra reception energy. The overall e®ect of the overhearing is
not well-studied, while many of the schemes claiming to be energy-e±cient neglect
this cost in their energy-aware routing metrics. Our goal is to study the e®ect of
overhearing on the performance of ad hoc networks, by developing an accurate model
for energy measurement which includes reception costs. Using the experience from
such a study, we aim to identify the shortcomings of existing energy-e±cient protocols,4 INTRODUCTION
and develop routing schemes for energy conservation in ad hoc networks. However,
exclusively targeting energy saving is not su±cient, since it can easily be achieved, for
instance, by sending less packets. Thus overall, the routing schemes will aim to have
balanced energy consumption among the nodes of the network, without adversely
e®ecting the other network parameters, like throughput and latency.
1.4 Research Overview
In this thesis, we introduce and validate novel energy measurement and power control
models which include the reception energy consumption in wireless networks. Based
on the evaluation of such models, we develop energy e±cient routing techniques which
are also aware of the reception energy costs.
1.4.1 Approach and Methodology
For this research, we have adopted the following approach:
² Revisitation of the problems for energy conservation in ad hoc networks and
analysis of the existing energy models for routing protocols in MANET;
² Development and evaluation of models for energy-e±ciency;
² Design of routing schemes based on the models for energy-e±ciency;
² Empirical evaluations of the schemes through extensive simulations;
² Re¯nement and selection of the energy-e±cient schemes based on thorough
analysis.
1.4.2 Original Contributions
The major contributions of this thesis are summarized as follows:
1. We introduce a model for the measurement of energy consumption at a node,
which includes the energy consumed in the nodes due to the total number of
receptions around a sender (or forwarder) of a packet, including the ones at
the interference area of the sender (or forwarder). The model is validated as
our evaluation gives a realistic and accurate calculation of the total energyResearch Overview 5
consumption at a node due to a °ow in and around it. We also extended the
model to accurately predict the total energy consumption at a node due to
collisions.
2. Based on the analysis of the energy measurement model, di®erent aspects
of reception-awareness for energy-e±ciency in ad hoc networks are explored,
speci¯cally through the design and analysis of a reception-aware transmission
power control model and reception-aware routing metrics. We show that the
energy consumption in the network is decreased when the conventional trans-
mission power control model is extended to an accurate model by including
reception-awareness. Through our analysis, we also show that, contrary to pre-
vious beliefs, the increase in the probability of collisions due to the increase in
the route length, resulting from the introduction of any power control model can
outweigh the bene¯ts of such schemes in some networks. Separately, for energy-
aware routing schemes, we show that the energy-e±ciency of the network can be
increased by using a routing metric that is conscious of not only the reception
and transmission energy consumed at the nodes participating in the °ows, but
also the reception energy consumed at the nodes in the interference area of the
°ows.
3. We also show how reception-awareness can be easily extended by introducing
°ow-awareness. The °ow-aware routing schemes, aside from being reception-
aware, also include the number of °ows through a node and its vicinity. This
inclusion of current tra±c gives an accurate measurement of the current channel
state, and hence allows for an informed decision for routing such that the energy-
e±ciency of the routing schemes is further increased.
The evaluation of the routing schemes has been performed with the help of simula-
tions, using various network parameters which are as close to the realistic scenarios
as possible. In addition to the total energy consumption, a more complete evaluation
is presented, by evaluating the overall battery lifetime of the nodes in the network,
packet delivery ratio, as well as the latency in sending the packets.6 INTRODUCTION
1.4.3 Organization of the Thesis
The rest of the thesis is organized into six chapters, followed by the appendices.
Chapter 2 gives a background for routing protocols in MANET. Related works in
terms of existing power control techniques are discussed in Section 2.2 while existing
energy-aware routing protocols are discussed in Section 2.3. Section 2.4 includes a
detailed description of the OLSR routing protocol as an evaluation framework in this
thesis. This section also includes the initial evaluation of the OLSR protocols, specif-
ically of its MPR selection algorithm. Part of this initial study has been published
in [MS04].
Chapter 3 introduces an analytical model for measuring the energy consumption
at a node due to a °ow and also presents a method for predicting the number of
collisions in the network. Part of the results in this chapter has been published
in [AMNS06a, AMNS06b].
Chapter 4 evaluates the extension of the existing power control models to include
reception-awareness, through a detailed empirical analysis. Initial results of this
chapter have been published in [SM05].
Chapter 5 improves on the existing energy-e±cient routing schemes by accounting
for the energy consumption at the vicinity of a node due to a °ow passing through
the node. The performance analysis of the routing scheme presented here has also
been submitted as a paper [Shr07].
Chapter 6 presents energy-aware routing schemes which shows how reception-
awareness can easily be extended by accounting for number of °ows as another im-
portant parameter for the accurate measurement of non-essential energy consumption
due to overhearing.
Finally, Chapter 7 concludes the thesis with the summary of the major achieve-
ments of the thesis and outlines the future works. The appendices provide additional
information, primarily more detailed results for the thesis chapters, while the bibliog-
raphy includes all the references used, including a list of publications resulting from
the work in this thesis.CHAPTER 2
Routing and Energy-Awareness in
Ad Hoc Networks
2.1 Routing Protocols
Routing protocols in MANET can be broadly classi¯ed as Flat (uniform), Hierarchical
(nodes arranged into groups with di®erent responsibilities), and Location Based (geo-
graphic position assisted) routing [38]. The °at routing protocols encompass the most
general case, with all the nodes in the network having equal responsibilities and roles.
The large numbers of suggested protocols led the Internet Engineering Task Force's
(IETF) working group for MANET [44] to primarily focus on °at routing protocols.
Although several protocols (see survey in [90]) existed as Internet drafts, most of the
drafts have expired. Only four of these protocols, namely Ad Hoc On-Demand Desti-
nation Vector Routing (AODV) [81], Dynamic Source Routing (DSR) [51], Topology
Dissemination Based on Reverse-Path Forwarding (TBRPF) [79] and Optimized Link
State Routing (OLSR) [22] are now experimental \Request for Comments" (RFC).
Routing protocols in °at schemes can be mainly divided into two categories: Reactive
and Proactive.
2.1.1 Reactive Routing Protocols (On-Demand)
The reactive protocols are also called source-initiated or on-demand, since a route is
created on the request of the source node only when the route to a particular desti-
nation is required. The request is °ooded into the network, and the destination (or8 ROUTING AND ENERGY-AWARENESS IN AD HOC NETWORKS
an intermediate node with up-to-date route information) replies. These types of pro-
tocols reduce overhead by not requiring to collect the dynamic network information
when paths for existing/new °ows exist. They however may waste a lot of bandwidth
when route requests are °ooded into the whole network. Also, the data packet is held
in the source until a route is found, so a large route latency may exist. The two IETF
reactive routing protocols are brie°y described below:
AODV (Ad Hoc On-Demand Destination Vector Routing): In AODV [81],
the source node initiates a route discovery by °ooding a Route Request (RREQ)
packet. Before forwarding the packet, each of the nodes receiving the request stores
a reverse destination vector towards the source, with the node from which it received
the packet as its next hop. The destination or an intermediate node with recent infor-
mation about the path replies by unicasting a Route Reply (RREP) along the path
formed by these reverse destination vectors. The intermediate nodes create a for-
ward destination vector to the destination until the RREP reaches the source. Route
maintenance is done by the help of Route Error (RERR) packets generated by the
node encountering a failure. This protocol ensures that most up-to-date information
is circulated in a loop free manner by the use of sequence numbers.
DSR (Dynamic Source Routing): DSR [51] is based on source routing, which
means the source indicates the complete path to the destination in the packet's
header. If the source initially does not know this route, a route request packet is
broadcasted into the network. Any intermediate node adds its ID to this packet as it
is forwarded. This also ensures that a node does not forward the packet more than
once. When the destination or any intermediate node that has unexpired information
about a path to the destination in its route cache receives the packet, it calculates
the complete path based on these IDs. This node then unicasts a route reply with
this new path information along the reverse of the calculated path to the source (if
links are bidirectional) or piggybacks it into a route discovery for the source. This
protocol uses extensive caching of the topology/routing information, including those
overheard while forwarding or even by `eavesdropping' on routes used by the nodes
nearby. The possibility of excessive °ooding of the route requests can escalate as allRouting Protocols 9
the intermediate nodes with information about the required path in their cache may
reply at the same time. This path may however be stale, requiring a new path search,
and thus increasing latency. The inclusion of the full path in the data packet's header
also increases the protocol's overhead. This means DSR is not scalable to very large
networks [90].
2.1.2 Proactive Routing Protocols
This category of protocols is based on the periodic exchange of control messages
to maintain consistent and up-to-date information about the status of the network.
The main feature of proactive protocols is that routing information is readily available
whenever it is needed, thus reducing any latency for route discovery. However, it is
counterbalanced by the large overhead of exchanging information about routes that
may not be needed. The two IETF proactive protocols are described as follows:
TBRPF (Topology Dissemination Based on Reverse-Path Forwarding):
TBRPF [79] is a proactive link state protocol in which each node builds a minimum-
hop source tree rooted at itself using a variation of Dijkstra's algorithm. For neighbor
discovery, besides the less frequent full updates (periodic updates), the nodes only use
a frequent forwarding of the di®erences between the previous and the current network
states (di®erential updates) to allow an immediate reporting of network changes with
a small overhead. Based on the neighborhood information, each node computes the
minimum-hop paths from each neighbor to every other neighbor. To reduce the
overhead, each node u only reports its reportable subtree in periodic and di®erential
topology updates. This subtree includes u's neighbors, as well as the branch of the
tree rooted at a neighbor j if u is the next hop of some neighbor to reach j.
OLSR (Optimized Link State Routing): OLSR [22] is a proactive link state
protocol, in which the nodes send neighborhood information to their immediate neigh-
bors through periodic Hello messages, and information about the link state to the
whole network with the help of Topology Control (TC) messages. However, it in-
cludes an optimization, where only a subset of the nodes, called Multipoint Relays
(MPR) are required to forward the broadcasted packets. Each node chooses as its10 ROUTING AND ENERGY-AWARENESS IN AD HOC NETWORKS
MPR, a subset of its immediate neighbors, such that all its two hop neighbors are
reachable through these MPRs. OLSR is described in more detail in Section 2.4.1.
2.1.3 Recent Developments
The main advantage of reactive protocols is that there is no overhead when there
are no changes in the network. Due to possible high latency in ¯nding a path, such
protocols may prove more bene¯cial in networks where a path between two nodes
needs to be maintained for a long period. Proactive protocols o®er low path ¯nding
latency, but may waste resources while updating the information about the network
topology even when there is no change in the network. Such protocols are usually
well-suited for networks where data is passed between nodes for a short time.
Based on the work and experiences so far, the recent focus of the IETF MANET
working group is to develop two standard routing protocol speci¯cations, one reac-
tive and one proactive, while trying to converge the common parts these protocols
may have. The work with the reactive MANET protocol has resulted in the Dy-
namic MANET On-demand (DYMO) [14] routing protocol while Optimized Link
State Routing version 2 (OLSRv2) [21] is the candidate for the proactive protocol.
DYMO (Dynamic MANET On-demand Routing): DYMO [14] is the reactive
protocol being developed from the work and experience of other reactive routing
protocols, mainly AODV and DSR and is the current focus for reactive routing in the
MANET working group. It uses similar techniques as AODV, using RREQ, RREP
and RERR messages to discover and maintain routes, and using sequence numbers
to ensure loop-freedom. However, with the goal of converging the existing reacting
protocols and their features, these processes are simpli¯ed. For the same purpose,
DYMO also uses the generalized MANET packet and message format [24] which
allows easy future extensions, and address aggregation. The protocol also allows
handling of multiple interfaces and of gateway nodes for connection to the Internet.
OLSRv2 (Optimized Link State Routing Protocol version 2): The second
version of OLSR [21] focuses on abstracting the routing packets for future extensions
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aggregation. With the neighbor discovery [23] and the packet format speci¯cations
now existing as separate Internet drafts, OLSRv2 is currently focusing on taking
advantage of these speci¯cations while keeping the core functionality of the original
OLSR protocol, including the key optimization techniques like MPR forwarding.
2.2 Power-Aware Routing
Since the nodes in MANET mostly depend on limited energy resources like batteries,
they are usually power constrained. Various strategies have been proposed to improve
the existing routing techniques such as introduction of power management, topology
control, energy-related costs or fairness or improvement of interoperability between
di®erent protocol layers, etc. Most of the energy-conscious protocols have focused
on either topology control through the adjustment of transmission power for the
packets, or on using energy aware routing costs to minimize the energy costs of
sending packets in the network. This section presents a background on power and
energy measurement, and summarizes several existing schemes in this area.
2.2.1 Power and Energy Measurement in Wireless Networks
 
 
v 
PT(uv)  PRv 
PNoise 
Reception Range 
Carrier Sensing Range 
u 
SIRu
duv 
Figure 2.1: Characteristic of wireless networks
The wireless channel is characterized by the signal strength attenuating with
the distance from the transmitter. The two common propagation models used to
model wireless communications are the Free Space Propagation Model and the Two-
Ray Ground Propagation Model [87]. Combining the analytical and empirical models
for the path loss, the power-attenuation model for the decay of the signal can be12 ROUTING AND ENERGY-AWARENESS IN AD HOC NETWORKS
represented by the non-linear formula known as the Log-distance Path model [92]:
PRv = c £
PT(uv)
d®
uv
(2.2.1)
where PT(uv) is the transmission power used by a transmitter u to send to the receiver
v, duv is the Euclidean distance between u and v, PRv is the amplitude of the received
signal at v, c is a constant that depends on the propagation model, and ® is the path
loss exponent whose value is typically between 2 and 6.
Thus, generally, the radio coverage area is a disc of radius ® p
PT(uv), while the
power of reception of a signal can be expressed in a general form given by:
PRv = GuvPT(uv) (2.2.2)
where Guv is the path gain for the link between u and v and depends on the propa-
gation model used.
A node can receive a packet correctly if the strength of the signal at that node is
above a certain threshold called Receive Threshold (PRth). In that case, the receiver
is said to be within the transmission range of the sender. There is a lower threshold
called Carrier Sense Threshold, up to which the received signal strength is enough
for the receiver to sense the packet but the correct reception of the packet is still not
possible at this level. All received signals that fall between these two thresholds cause
the channel to be sensed busy and contribute to the interference at the receiver.
Another important parameter in wireless networks is the Signal to Interference
Ratio (SIR) which gives the ratio of the received signal strength to that of the co-
channel and adjacent channel interference plus the background noise. If the current
SIR is lower than the SIR threshold, SIRth (typically of 10dB in IEEE 802.11b
networks), the receiver cannot receive the packet correctly, as the interfering signal
is too high. In such a case, collision is said to have occurred, and the packet is lost.
SIR can be represented as:
SIRuv =
GuvPT(uv)
PNoise +
P
k2C;k6=u GkvPT(kv)
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where SIRuv is the SIR at node v due to transmitter u transmitting at power PT(uv),
in the presence of background noise PNoise and other interfering signals from the
surrounding nodes k within the carrier sensing region C transmitting at powers PT(kv),
while Guv and Gkv are the path gains for the signals from u and k respectively.
The various components of power consumption for a wireless node have been
identi¯ed and measured in [29]. It has been shown that the energy consumption
depends on the operating mode of the node, which can be Transmit mode where the
node is transmitting a packet, Receive mode where the node is receiving a packet,
Idle mode where the node is not receiving or transmitting, but can quickly change
to either of these modes, or ¯nally Sleep mode where the node enters a low-power
consumption state in which it can neither send a packet nor receive a packet unless it
is woken up. Some experimental measurements of the power consumption for these
states for some wireless interfaces based on the most commonly used IEEE 802.11b
standard [43], are shown in Table 2.1. It can be concluded from these values that the
Interface Transmit (W) Receive (W) Idle (W) Sleep (W)
Lucent WaveLAN PC \Bronze" [29] 1.33 0.97 0.84 0.066
Lucent WaveLAN PC \Silver" [29] 1.3 0.9 0.74 0.047
Aironet PC4800 [26] 1.4-1.95 1.3-1.4 1.34 0.075
Cabletron Roamabout [16] 1.4 1 0.83 0.13
OriNOCO PC Gold [94] 1.4 0.95 0.81 0.06
Cisco AIR-PCM350 [94] 1.88 1.3 1.08 0.05
Table 2.1: Power consumption measurements for wireless interfaces
transmission of packets require the most energy, whilst reception energy is lower, but
is usually comparable to the idle energy consumption. Sleep mode requires the least
energy, which is usually an order of magnitude less than the idle energy consumption.
The general model for energy consumption, as presented by Feeney et al. [28,
29] considers the energy cost associated with each packet at a node as the total of
incremental cost m proportional to the packet size size and a ¯xed cost b associated
with channel acquisition:
Cost = m £ size + b (2.2.4)
Since energy is a scarce resource in the nodes in ad hoc networks, various schemes
have been proposed to save the battery power of the nodes. The next few sections
present some current works on reduction of energy consumption based on current14 ROUTING AND ENERGY-AWARENESS IN AD HOC NETWORKS
surveys [11, 38, 45, 50, 55, 85, 91, 92, 119] and other works published elsewhere.
2.2.2 Transmission Power Control
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Figure 2.2: Topology Control: Transmission power de¯nes the connectivity of
the network (the node at the center and its transmission range shown in blue)
By default, nodes use the maximum power to transmit the packets, but some of
the current wireless interfaces are capable of transmitting at di®erent power levels
(e.g., [20]). The main aim of Transmission Power Control (TPC) schemes is to change
the network topology by varying the transmission power of the nodes (see Figure 2.2)
in order to reduce the energy and/or interference while maintaining connectivity. Its
advantage is that reducing the transmission power decreases the transmission energy
costs, increases the spatial reuse (reduced interference, and hence less contention),
and has also been shown to increase the network throughput [72, 75, 88, 97, 108]. Due
to the exponential nature of the path loss of a signal (see Equation 2.2.1), a series of
low power transmissions can take less energy than a single direct transmission. The
variation of energy consumption with the change in the transmission power levels
has been studied in [26]. However, the downside of TPC is that taking shorter hops
increases the number of hops in the paths, which in turn increases the probability
of collisions. Additionally, the di®erent power levels may lead to unidirectional links
and eventual partition of the network. In contrast, increasing the transmission power
can increase the received signal strength and decrease the number of hops required,
but it can also increase the interference in the surrounding nodes.
TPC schemes try to dynamically balance the transmission power of the nodesPower-Aware Routing 15
such that the energy consumed is decreased, the contention in the wireless channel
is lowered, while the rest of the network parameters are not adversely a®ected. De-
signing e®ective techniques for managing the power of transmission dynamically and
locally in the nodes is a critical issue in increasing the performance of the network.
2.2.3 Routing Techniques with Transmission Power Control
Most of the existing power control methodologies are based on minimum power neigh-
borhood protocols: they decide on the lowest possible power to be used for communi-
cation while ensuring the connectivity of the network [91]. This section presents some
of the existing power control techniques, which can be broadly classi¯ed as topology
or graph-based, MAC layer-based and routing layer-speci¯c techniques.
2.2.3.1 Topology or Geometric Graph Based Approach
These protocols use topological and/or geometric properties of the network like loca-
tion, direction, node degree, etc., to vary the per-node transmission power.
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Figure 2.3: Proximity graphs used in Topology Control in ad hoc networks
Geometry-oriented: In this type of protocol, a sparser subgraph of the original
max-power topological graph is calculated such that only this subgraph is required
to ¯nd routes that guarantee minimal expenditure of costs related to transmission
power [91]. The basic geometric structures used are proximity graphs such as relative
neighborhood graph (RNG), Gabriel graph (GG), Yao graph (YG) and the Delaunay
graph (DG). The RNG of a network of set of nodes N, RNG(N), consists of all edges
uv i® the intersection of two circles centered at nodes u and v and with radius kuvk do
not contain any other nodes in set N [56, 97]. RNG is used for topology initialization
in [9]. Directed RNG (DRNG) as well as neighbor discovery is used in [98] to reduce
the possibility of disconnection of a graph due to unidirectional links formed by using
power control. In GG(N), the edge uv exists if and only if the disk with edge uv as16 ROUTING AND ENERGY-AWARENESS IN AD HOC NETWORKS
the diameter does not contain any other nodes in N. The Yao graph is obtained by
dividing the space around each node into k cones of equal angle, where k > 6, and
then choosing the edge with the closest node in each cone. This approach is used in
[108]. Using the directional information of the messages received, the transmission
power of the nodes are increased until there is at least one neighbor covering each
node in every direction. It is shown that if there is a neighbor in each cone of angle
µ · 2¼
3 centered at the node, the connectivity of the network is preserved.
Topology-oriented: The connectivity-aware TPC schemes presented in [86] at-
tempt to decrease the minimum of the maximum transmitting range of the nodes.
The central approach based on a Minimum Spanning Tree (MST) begins with sep-
arate components, each containing a single node. The components are merged by
increasing the transmission power, until all of the nodes lie in the same connected
component. Two distributed heuristics, LINT and LILT, are also introduced in [86]
to limit the degree of the nodes. In LINT, each node periodically changes its power
level to keep the node degree within the minimum and maximum thresholds. LILT
improves on LINT by increasing the power if needed to repair network partitions.
However, both do not guarantee the preservation of network connectivity [91].
Topology-oriented for broadcasts: Broadcast Incremental Power (BIP) [109]
constructs a broadcast tree using a greedy heuristic. Starting with the source node
in the tree, a node that adds minimum additional transmission cost among the set of
uncovered nodes is added to the tree at each iteration until all the nodes are covered.
It utilizes the fact that since a wireless transmission can be received by all the nearby
nodes, the power required to reach all nodes in a set of nodes is the maximum of
that required to reach any of them individually. It is however a centralized and
global algorithm. In Local Minimum Spanning Tree (LMST) [61], each of the nodes
calculates the local MST of itself and its one hop neighbors. The ¯nal LMST is
the union of all edges in the local MST of all the nodes. There is also some work
on the formation of a virtual backbone, like Connected Dominating Sets (CDS) and
other clustering algorithms, e.g. [113{115]. Only a subset of nodes (for example the
dominating sets in case of CDS) which are guaranteed to cover all the nodes in thePower-Aware Routing 17
network are chosen to be the \virtual backbone". These nodes are responsible for
forwarding packets for the nodes they cover and do so at a higher transmission power
while other nodes can use a smaller power required to reach their covering node.
2.2.3.2 Power Control at the Medium Access Control (MAC) Layer
The MAC layer is responsible for scheduling the transmission of packets based on
the protocols that determine how the shared wireless channel is allocated to the
contending nodes. The IEEE 802.11 [42] protocol is based on a Carrier Sense Multiple
Access with Collision Avoidance (CSMA/CA) access scheme. In this scheme, a node
transmits a packet only if it senses the channel to be free for a certain time. If
the channel is busy, the node defers the transmission for a random back-o® interval.
IEEE 802.11 also includes provisions for MAC-level acknowledgments (ACK) for the
receiver to notify the successful reception of a packet to the sender and Request-To-
Send/Clear-To-Send (RTS/CTS) mechanism to initiate communication and capture
the surrounding channel for the duration of the packet transmission. This section
discusses various modi¯cations to IEEE 802.11 MAC layer for power control.
RTS/CTS exchange based: The required transmission powers for the DATA
and ACK packets are calculated at the receiver according to the transmission power
included in the RTS and the received signal strength for the RTS in [1]. However,
spatial reuse is not improved, since the RTS/CTS packets are sent at maximum power.
In addition, the ACK packets are more likely to collide with packets from nodes in
the carrier sensing range of the sender which are unaware of the transmission [53].
It is suggested that the nodes periodically transmit the data packet at the highest
power to notify the nodes in the carrier sense region in [53], while the solution in [83]
suggests including padding bits in RTS/CTS to modify their carrier sensing duration
and hence the defer interval at the nodes in their carrier sensing zone.
Tolerable noise based: In this type of protocol, the receiver calculates the ad-
ditional interference it can tolerate according to its current SIR and noti¯es the
potential interfering neighbors of this tolerable noise. New concurrent transmissions
can be started by the neighbors, provided their total transmission power is within
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of this tolerable noise in [63, 70, 72]. However, the performance improvement of these
protocols is partially due to the use of the separate channel, while their need for a
separate channel limits their applications to the existing wireless devices.
2.2.3.3 Power Control Management at the Routing Layer
In this type of protocol, a \per-packet" transmission power control is used, where
the nodes choose to send packets through an intermediate hop if it requires less total
power than a direct transmission to its next hop.
Topology based: Power control is maintained with the help of relay regions and
enclosures in [88]. In this position-based approach, node j is said to be in the relay
region of node r if it is cheaper to route to j through r than to send directly to j.
The combination of the relay regions formed for each of the single hop neighbors
forms an enclosure of the source. All nodes outside the enclosure can be reached with
more energy-e±ciency via at least one node inside the enclosure. It is shown that
the network is strongly connected if every node maintains links with the nodes in its
enclosure. However, an explicit propagation channel model is required to compute
the relay region. Stojmenovic et al. [99] present power control methods which select
an appropriate neighbor to forward a packet to the destination based on the local
knowledge of the positions of the immediate neighbors and the destination only.
However, the sender tends to select a neighbor close to itself, increasing the chance of
sending in a direction opposite to the destination and thus increasing latency. Hence,
the authors of [19] suggest an improvement based on the location information of the
nodes, where the routing path gradually approaches the direction of the destination,
while still saving energy. The protocol proposed is found to reduce the number of
potential next-hop neighbors and reduce the energy consumption as well.
Tra±c based: In Power-Aware Routing Optimization (PARO) [32, 33], interme-
diate nodes called \redirectors" are used to forward the packets between a pair of
nodes, if the redirection is found to potentially cost less power. Each node observes
ongoing transmissions, and elects itself as a redirector, if sending the tra±c through
itself requires less total power. However, it is observed that more than three redirec-
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propose to reduce the transmission range to reach only those nodes which are in
active communication at the present, known as the \critical nodes".
Common Transmission power: The COMPOW protocol for ¯nding the common
lowest transmit power for all the nodes in the network, while maintaining network con-
nectivity, is presented in [75]. It however uses multiple routing agents for each node
and hence produces a signi¯cant overhead. Also, when the density of the network
varies, for example when the nodes are in groups, a common power level can be
conservative and not bring any power saving. An improvement is suggested in [57],
where nodes are grouped into clusters within which the common minimum power is
used. However, common power does not guarantee a common SIR in the nodes [5].
Power control with secondary goals: A load-sensitive algorithm, which adapts
the transmission range of the nodes according to the tra±c conditions is presented
in [80]. After showing that contention is the main factor a®ecting the throughput, it
suggests that the nodes vary their transmission power to keep the current contention
between two thresholds, which are calculated beforehand, such that they maximize
the network capacity. In another work, a modi¯cation to AODV is suggested in [30]
which attempts to ¯nd the path with the shortest possible longest hop, since the
longest hop can contribute to the highest Bit Error Rate (BER). The routing algo-
rithm presented in [27] is focused on controlling the degrees of the nodes to save the
power and increase throughput. The transmission power is then adjusted to cover
only N of the neighbors ranked in order of the required transmission power. The value
of N is calculated recursively according to the achievable end-to-end throughput.
2.2.4 Problems Identi¯ed with Power Control
The transmission power control schemes currently focus on reducing the sparseness of
the network or reducing the energy consumed in transmission of the packets. Most of
them however overlook various factors, which arise due to the introduction of power
control. Several of these factors have been identi¯ed, and steps have already been
taken to address the problems. However, these improvements are either limited to
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evaluations. This section describes some of these factors and identi¯es the issues
related to them that need to be explored.
Interference: Most of the TPC schemes claim to increase spatial reuse of the
network by increasing sparseness. The results in [10] show that low node degree
however does not guarantee lower interference. The authors propose several methods
to construct topologies whose maximum link interference is minimized, while other
works [8, 68] have also proposed interference-aware topology control. However, they
require the information about the number of nodes in the interference area or are
based on geometric modeling of this area. A localized protocol to reduce multihop
interference is still an open problem.
Number of hops: The increased hop count due to some RTS/CTS based power
control is shown to actually decrease throughput in [54]. Since RTS/CTS is trans-
mitted at maximum power, this means that spatial reuse is absent, such that the
increase in number of hops actually increases the contention. It is suggested that
a minimum-hop path still be used, and use minimum transmission power required
to reach each hop in this path. It should be noted that even when spatial reuse is
increased, the increase in path length still increases the probability of contention and
collisions.
Reception Energy: While most of the TPC schemes above are based on trans-
mission powers only, reception energy may be comparable to the transmission costs
(see Table 2.1). This emphasizes the need for a more realistic model that considers
receptions costs for nodes in the reception as well as the carrier sensing zone of the
sender. In [17], the cost of receiving (discarding) overheard packets is included in the
energy consumption model. It develops an analytical model for optimal transmission
radius, below which the increase in hop count counterbalances any energy savings
with TPC. The radius is however dependent on various factors like the radio charac-
teristics and node density. In [64], information about the minimum power required
is collected for up to two hops and is used to recalculate a power e±cient neighbor-
hood, while considering the reception energy for the nodes in the interference area.
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scheme considering transmission power only. However, the e®ect of the protocol on
the throughput of the network is not evaluated.
2.3 Energy-Aware Routing
In the literature, lifetime of the network is commonly de¯ned as the time when the
¯rst node exhausts its battery, or the network becomes disconnected (mainly due to
one or more nodes running out of their batteries). Generally, the nodes in MANET
are powered with batteries which have a limited lifetime. The common aim of energy-
aware routing protocols is to decrease the energy (battery) consumption of the nodes
in the network such that network lifetime is maximized. While some of these protocols
use some energy related metrics to achieve this goal, others decrease the time that
nodes spend in active communication, hence reducing the energy consumption. This
section presents some of the existing protocols which are energy-aware.
2.3.1 Routing Techniques with Energy-Aware Metrics
Several energy-aware protocols have been presented which use energy-related metrics,
such as the required transmission power or the residual battery level or a combination
of other network parameters, for calculating the lowest energy path in the network.
The commonly speci¯ed goals of these protocols have been to decrease the overall
network battery consumption and/or increase the lifetime of the network.
Transmission Power based: The Minimum Total Transmission Power Routing
(MTPR) based protocols [6, 15, 93, 96, 100] use the required transmission power for
a single hop as a metric to ¯nd a path that minimizes the total power consumption,
given by the sum of the cost for each hop. Due to the inverse relation between
transmission power and the distance between nodes (see Equation 2.2.1), this scheme
prefers shorter links. However, as routes with more hops may be chosen, this is likely
to increase end-to-end delays. It also does not consider the remaining battery of the
nodes, and may quickly exhaust batteries of the nodes in this power-e±cient route.
Residual energy based: The Minimum Battery Cost Routing (MBCR) [96] tries
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with small residual battery. The cost of a route is still the sum of the costs of the
constituent nodes, however, the inverse of the node's remaining battery is taken as the
cost metric so that nodes with higher remaining battery are more likely to be selected.
Nevertheless, since the summation of battery cost is considered, a route containing
nodes with small remaining battery capacity may still be selected. The authors try
to solve this problem in Min-Max Battery Cost Routing (MMBCR) by adapting
a route that minimizes of the maximum battery cost incurred by the participant
nodes instead of using the sum so that nodes having the least remaining battery are
avoided. This cost function however gives no guarantee that the minimum energy
route will be selected under all circumstances, so that lifetime of the individual nodes
may decrease. The Conditional Max-Min Battery Cost Routing (CMMBCR) [105]
is a hybrid approach which uses MTPR only if all the nodes in the routes have
remaining battery capacity above a certain prede¯ned threshold and uses MMBCR
otherwise. However, the selection of the threshold is seen to a®ect the performance of
this scheme, but no suggestion is included for selecting this value. A discrete battery-
based approach is taken by [36] where three predetermined costs based on the battery
reserves are used. If the battery level decreases enough to cross the predetermined
threshold, the cost is increased to the next level. The number of neighbors are used
to scale up the cost of nodes with very low battery reserves.
Auxiliary metrics: Instead of using a cost based on the residual energy only,
Minimum Drain Rate (MDR) [59] uses the current load (number of bits transmitted,
received and overheard) in the node as the battery drain rate. The cost function
is the ratio of the residual battery and the computed drain rate, and the objective
is to select a route that minimizes this cost. Minimum Total Reliable Transmission
Power [5] uses a cost which is a function of both the energy required for transmissions
and the link error rates (and hence the consequent packet retransmissions).
Reactive routing speci¯c: In the scheme presented in [106], the source indicates
the energy required (based on the number of packets it intends to send) in the route
requests and the intermediate nodes forward the RREQ only if they have enough
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intermediate nodes decide to forward or not forward a RREQ based on a locally
adaptive energy threshold. DSR is modi¯ed so that RREQ is forwarded only after
a delay proportional to the current battery reserve in [73] such that the destination
gets the RREQ for the path with most energy reserve ¯rst, which will ¯nally be used.
Combined power-energy metrics: The °ow augmentation algorithm in [15] tries
to maximize the lifetime of the network by recalculating the shortest path according
to the energy costs for each unit of °ow based on the transmission power and then
balancing the °ows according to the residual batteries of the nodes in the routes. A
°ow redirection algorithm is also presented, where, based on the assumption that the
constant °ow rate of the network is known, the °ow is redirected to a route with
a higher remaining energy capacity. However, through an example, this approach
is shown to have possible arbitrarily poor performance in the worst case, with a
low ratio of actual lifetime obtained to the optimal network lifetime. The max-min
zPmin algorithm by Li et al. [62] tries to maximize the lifetime of the network in the
absence of the knowledge of the data °ows. It ¯rst ¯nds the minimum power path,
then calculates the best path that consumes at most z times the cost of this min-
power path while maximizing the ratio of the residual energy to the initial energy.
Similarly, Stojmenovic et al. [99] present energy costs based on residual energy, and
transmission power related costs based on the distance of the forwarding node to the
destination. It is shown that power consumption of indirect transmission is minimized
when some equally spaced nodes relay packets between a source and a destination.
A multiplicative cost based on battery reserves and transmit power is used in [65],
and a source-based routing protocol, like DSR is used to disseminate the cost and
¯nd the best path.
Thus, various routing protocols have been presented which can prolong the lifetime
of a network, mainly by balancing the use of energy-constrained nodes.
2.3.2 Routing Techniques using Low Power Mode
As can be seen from Table 2.1, the energy spent in the idle mode is quite signi¯-
cant and comparable to the receive and transmit modes, while the sleep mode on
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rely on putting the node's interface to sleep. When the power-saving (PS) mode of
IEEE 802.11 is applied to a multi-hop network, it may encounter various problems
including the prediction of wake-up times of the destination and di±culty of clock
synchronization. Asynchronous wakeup mechanisms are suggested in [107, 120] to
overcome synchronization problems. PAMAS [95] uses a secondary channel to signal
about ongoing transmissions, such that the nodes that are not able to send or receive
packets due to a transmission in the neighborhood can go to sleep. A separate low
power signaling radio is used to wake up a node when data is available in [18, 67].
Some schemes require only small subset of the nodes, known as coordinators, to be
always awake. Only these coordinators take care of routing of the network. They
are chosen according to some network properties, such as geographic locations of the
node as in GAF [116] or remaining energy and number of neighbors, as in SPAN [16].
2.3.3 Problems Identi¯ed with Energy-Aware Routing
As in the case of power control techniques, most of the routing protocols aiming to
decrease the energy consumption of the nodes focus on the energy consumption at the
nodes belonging to a °ow only. Due to the nature of wireless communication, nodes
can waste a large amount of energy by overhearing packets in the neighborhood not
meant for themselves. Most of the battery-aware routing protocols do not account
for this extra reception in their costs and hence are not fully e±cient in developing
a network with a longer lifetime. For example, even if the routing protocol selects
nodes with higher energy reserves for a °ow, a node near several of such °ows can
quickly exhaust its batteries due to extensive overhearing. Hence, we are lacking an
accurate model for energy measurement, which measures the total energy of a path
including all the receptions in the neighborhood. Note that it is proved in [2] that
when reception energy is considered, ¯nding a unicast path that guarantees enough
remaining energy locally is an NP-complete problem. However, the e®ectiveness
of energy-aware routing protocols in increasing the network lifetime is likely to be
increased with a more accurate measure of the network's remaining energy.Our Study Platform: OLSR 25
2.4 Our Study Platform: OLSR
Due to the lack of resources, the evaluations in this thesis cannot be based on a real
deployment of MANET with large number of nodes. However, some of the current
simulation tools can be set to closely represent a real system and will be described
in related sections. It should be noted that the schemes presented in this thesis are
independent of the underlying routing protocol. Our choice of having an empirical
experimentation with various network parameters however prevented us from testing
all the IETF protocols. The choice of OLSR among the four IETF protocols was based
on the availability of simulation platform and the related sources that was guaranteed
to be well-maintained during the period of the study (as well as the likeliness of its
existence in the future with OLSRv2).
In this section, for completeness and understanding of our evaluation platform, we
extend the short description of OLSR in Section 2.1.2. We ¯rstly give a brief descrip-
tion of the functioning of OLSR, then study the energy aspects linked speci¯cally to
the MPR selection that are orthogonal to the evaluations in the later chapters.
2.4.1 OLSR Protocol
In OLSR, the nodes exchange link state information with each other with the help
of periodic Hello and TC messages. Hello messages contain information about the
sender's immediate neighborhood, including the status of the links (symmetric, asym-
metric, etc.). The receiver stores the information of this neighbor as well as the two-
hop neighbors reachable through it. Information about the partial network topology
(minimum requirement is to include the node's MPR selectors, i.e., nodes that have
selected the node as their MPR) is also °ooded throughout the network with the help
of less frequent TC messages.
OLSR relies on Multipoint Relays [49, 84] to optimize the number of TC packets
°ooded, by minimizing the duplicate retransmissions locally. MPRs are a subset of
immediate (bi-directional) neighbors of a node such that these collectively reach every
two-hop nodes of that node i.e., all two-hop nodes must be a neighbor of at least one
node in the MPR set. For example, in Figure 2.4(b), for the node u, all the two-26 ROUTING AND ENERGY-AWARENESS IN AD HOC NETWORKS
hop neighbors are reached by at least one of the dark-gray MPR nodes, which are a
subset of its immediate neighbors (blue and dark-gray nodes). The MPR broadcasting
follows a simple rule: a node forwards a broadcast packet i® it is received for the ¯rst
time from a node for which it is an MPR. Hence, a signi¯cant reduction in the total
messages spread through the network occurs. Only the information about the node's
MPR selectors is su±cient to be disseminated into the network in order to calculate
the shortest-path routes. Also, the use of MPRs (instead of all the neighbors) does
not destroy the connectivity properties of the network [49].
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Figure 2.4: Example of MPR selection
MPR Selection in OLSR: Although the selection of a MPR is NP-complete [84],
OLSR implements an e®ective heuristic which will be described next.
Let N(u) be the neighbors of node u. Let N2s(u) denote the strict two-hop
neighbors of u (the neighboring nodes of the neighbors of u which are not already
neighbors of u). Let the number of neighbors of a neighbor v of u that are two-hop
away from u be given by d+
u(v) = jfw 2 N(v) j v 2 N(u) and w 2 N2s(u)gj. For
example in Figure 2.4, d+
u(a) = 3. We can now formally de¯ne an MPR set of a node
u as a subset MPR(u) of N(u) such that:
8w 2 N2s(u);9v 2 MPR(u) such that w 2 N(v)
The MPR heuristic currently used in the OLSR follows a \degree-greedy" strategyOur Study Platform: OLSR 27
that selects neighbors that have the largest-remaining cover of uncovered two-hop
nodes as shown in Table 2.2.
1. Start with an empty MPR set (MPR(u) = ;).
2. Select as MPR all the neighbors of u that are the only neighbors of a two-hop
node from u.
3. While an uncovered two-hop node w from u remains:
select as MPR a neighbor of u that is neighbor to the largest number of
uncovered two-hop nodes. If ties exist, select a node v with largest d+
u(v).
4. Discard any MPR node v such that the MPR set excluding v covers all two-hop
nodes.
Table 2.2: MPR selection heuristic used in OLSR
Step 2 in this algorithm selects nodes that will eventually be added to the MPR
node set, since at least one of the nodes covered by such nodes are not covered by
any other neighbors. For example, in Figure 2.4, the step selects and adds node a to
the MPR set since it is the only node that covers node 2. In step 3, node d is ¯rst
chosen since it covers the maximum (6) of the remaining uncovered nodes. In the
next iteration, both nodes e and f cover 3 uncovered nodes, so node e is selected, as it
has a higher node degree (d+
u(v)). Similarly, node h is chosen over node g in the next
iteration of this step, and then, f is chosen to cover the remaining node 13. Lastly, in
accordance to the optimization brought about by step 4, the redundant MPR node
e is removed, since all the nodes it covers is covered by other MPRs. Thus the ¯nal
MPR set of u consists of nodes a;d;f and h.
2.4.2 Impact of MPR Selection
As the routing in OLSR is based primarily in the MPR nodes as selected by the OLSR
protocol, any improvements suggested for OLSR will also depend on the choice of
the MPRs. In this section, we brie°y describe some heuristics for MPR selection
that consider the impact of multiple receptions and interference by exploiting the
topological properties of the network as introduced in [66, MS04]. The performance
of these heuristics can give an indication of the improvements that can be added to the
performance results presented in the thesis if the MPR selection algorithm in OLSR,28 ROUTING AND ENERGY-AWARENESS IN AD HOC NETWORKS
as presented in Table 2.2, is altered to study reception-awareness at the MPR level.
More details of the algorithms, and their performance can be found in [MS04, Shr03].
2.4.2.1 Alternative MPR Selection Heuristics
The second step in the MPR selection as shown in Table 2.2 selects nodes which will
eventually be included in the MPR set, while the ¯nal step optimizes by removing
the redundant nodes. Hence, the heuristics presented here only suggest changes to
the third step of the MPR selection algorithm.
Notations: Let d¡
u(w) = jfv 2 N(w)jv 2 N(u) and w 2 N2s(u)gj be the num-
ber of neighbors of a two-hop neighbor w of u that are also neighbors of u. Let ¢+
u
denote maxv2N(u) d+
u(v) and ¢¡
u denote maxw2N2s(u) d¡
u(w) (in Figure 2.4, d¡
u(9) =
3; ¢+
u = 7 and ¢¡
u = 3).
1. In-Degree Greedy Set Cover: The original MPR selection complexity
mainly depends on the out-degree of the neighbor nodes v of the source u, i.e.,
¢+
u. Due to the intrinsic connectedness of wireless networks, one may observe
that, ¢¡
u of the two-hop nodes w 2 N2s(u), is likely to be a smaller constant.
The in-degree greedy set cover heuristic is based on this observation. In this
heuristic, in Step 3 of the MPR selection heuristic, a neighbor of w that is
neighbor to the smallest number of uncovered two-hop nodes is selected as an
MPR (ties are broken arbitrarily).
2. Minimum Overlap Selection: In Figure 2.4, the size of the MPR set is
minimum, however node 3 is covered by both a and d, while 9 is covered by
d and f. The Minimum Overlap algorithm aims at exploiting the minimum
overlap between the two-hop nodes covered by the selected MPR set, such that
the sets of two-hop nodes covered by the MPRs are as disjoint as possible and
hence reduce collisions due to overlapping. As the third step in MPR selection,
this heuristic selects as an MPR, a neighbor of u that has the smallest covered
over uncovered two-hop nodes ratio (ties are broken arbitrarily). With this
algorithm, the ¯nal MPR set for the example in Figure 2.4 is a;e;c;g and j,
reducing the overlap from 2 cases to 1.Our Study Platform: OLSR 29
3. MPR selection with Secondary Priority: For comparison, we introduce
two variants of the algorithm in Table 2.2 in case of ties in Step 3.
(a) MPR Selection with Prioritized Overlap: In case of a tie, this algo-
rithm selects the neighbor v that has minimum uncovered nodes (smallest
d+
u) in order to minimize the possible overlap.
(b) MPR Selection with Random Prioritization: In this algorithm, in
case of a tie, instead of adding the node with maximum d+
u like in the orig-
inal MPR computation heuristic, the node selected is arbitrarily chosen,
thus attempting to reduce the redundancy introduced by using a higher
degree.
2.4.2.2 MPR count, Transmissions, Receptions and Energy
The algorithms are evaluated in a simplistic1 simulator (details found in [Shr03]), in
which MPR sets are ¯rst calculated based on these schemes for various network sizes,
and then each node sends a broadcast packet, which is forwarded according the MPR
forwarding rule. The number of MPR nodes for all the new algorithms is observed
to be either the same or increased marginally when compared to the original MPR
selection algorithm. This can be explained by the fact that Step 1 of the algorithm
induces up to 68% of all MPR, allowing marginal improvement only for the remaining
32% of the nodes.
OLSR InDegree MinOverlap Prioritized Random
Average MPR Count 4.97 5.07 5.03 4.98 4.97
Average Transmission Ratio1 (%) - 43.46 15.13 3.20 2.48
Average Reception Ratio1 (%) - 40.35 9.71 0.60 1.39
Average Energy Ratio1 (%) - - 10.12 0.84 1.51
1Ratio is with respect to OLSR
Table 2.3: Average measurements for various MPR selection algorithms
However, the number of transmissions is increased for the new algorithms (see
Table 2.3). One extra MPR node usually means m more transmissions by the m
MPRs of this new MPR. In particular, the InDegree algorithm is found to dramat-
ically su®er from this (due to the impact of the geometric model for the network
1In this simulator, the various OSI layers or radio prorogation model are not included. Instead,
a unit-disk graph is adopted for generating the communication model. Only broadcast packets are
generated. Collisions are later introduced, as described in the next sub-section.30 ROUTING AND ENERGY-AWARENESS IN AD HOC NETWORKS
assumed, see [MS04]), increasing the transmissions by up to 55%, and hence is not
included in further evaluations. In case of MinOverlap, the number of transmissions
is found to increase by 11% to 19% on average for the di®erent network sizes tested,
while for the Prioritized and Random algorithms, the average increase is by 2% to
4%. Since the transmissions increased, the number of receptions increased as well,
but by a lower rate: 7% to 12% for MinOverlap, up to 2% for Prioritized overlap and
0.1% to 1.6% for the Random algorithm.
The total energy spent by all the nodes in case of a single broadcast is also
compared. For each transmitting node u, the total energy of the network spent is
Transmitter Energy (ET) + jN(u)j * Receiver Energy (ER), where ET = 2 units and
ER = 1 unit (based on Table 2.1). Since the number of transmissions and receptions
for the new algorithms is increased, the total energy spent in one broadcast is higher.
The Random and Prioritized selection algorithms maintain a slight increase in the
energy spent, while MinOverlap experiences a substantial increase by up to 41%.
Scheduling and Collisions: In order to create a more realistic environment with
possibility of collisions, and delays due to contention for resources, a simple scheduling
was introduced in the simulator (details in [Shr03]). A random time slot (where each
transmission takes one slot) is selected for each transmitter of a broadcast packet to
simulate the contention delays. In each slot, if any of the neighbors of the transmitters
overlap, a collision occurs at those nodes. The rest of the neighbors receive the
packet(s) successfully, and forward it according to the MPR rule. The broadcast
is complete when all the slots are empty. With such a scheduler, the maximum
delay is limited to the number of slots speci¯ed for each experiment, and also does
not accurately represent the real world where a packet can be of di®erent lengths
and hence collide with more than one packet. It however creates a more realistic
environment than the previous section, where instead of a perfect environment with
no collisions, the nodes contend for network resources, and so there might be delay
in reception of a message and a possibility of collision of packets.
The results for 10, 16 and 24 slots are summarized in Table 2.4, while the results
for 16 slots are presented in Figure 2.5.Our Study Platform: OLSR 31
Transmissions (%) Receptions (%) Collisions (%) Missed
Slots 10 16 24 10 16 24 10 16 24 10 16 24
OLSR - - - - - - - - - 2.14 1.17 0.70
MinOverlap 15.11 15.2 15.43 7.5 8.4 9 16.8 16.8 17.7 1.52 0.76 0.43
Prioritised 3.21 3.21 3.3 1.4 1.3 1.1 0.32 -0.52 -0.1 2.06 1.04 0.65
Random 1.4 1.36 1.41 0.6 0.5 0.6 0.31 -0.08 0 2.07 1.10 0.71
Table 2.4: Number of nodes which missed out in receiving packets, and percent-
age increase in transmissions, receptions and collisions for scheduled tests
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Figure 2.5: Results for 16 slots
As expected, the average number of collisions per broadcast decreases as the
slot size increases. However, for the prioritized heuristics, the average number of
collisions is similar to the OLSR heuristic (di®erence marginal, at -0.5% to 0.3%),
despite the expectation that the new algorithms will reduce the collisions. Overall,
for MinOverlap, the collision count increases by 16 to 18%. These results can be
explained by the fact that these schemes only prevent local collisions while the global
impact remains di±cult to control. This is con¯rmed by counting the transmissions
and receptions. The transmissions either remain the same or show an increase by
around 1.5% for Random and 3.3% for Prioritised overlap. For MinOverlap however,32 ROUTING AND ENERGY-AWARENESS IN AD HOC NETWORKS
the transmissions increase by about 15%.
The number of nodes that missed out on receiving any packet at the end of
each broadcast due to collisions is also measured. This number is the lowest for
MinOverlap showing that it improves the reliability of each broadcast compared to
all other heuristics despite generating more collisions and receptions. Thus, it shows
that there is a trade-o® between algorithm induced redundancy and reliability. It
should be emphasized that although OLSR heuristic is the weakest compared to
other selection heuristics, it does not jeopardize the OLSR protocol as the nodes
missing out di®er for each broadcast.
Discussion: Theoretically, the new algorithms for computing MPR selection with
minimum cardinality, developed on the basis of some important properties of the
known approximation algorithms, are capable of reducing the redundant transmis-
sions and/or receptions of broadcast packets. It is observed however that in practice,
they do not match the expected theoretic performance. The reasons behind this
performance are the dependency of the algorithms in the geometric models under
consideration and the inability to propagate local improvements globally. The im-
provement is also limited by the ¯rst step of MPR selection, where most of the MPR
nodes are selected. Simulations have shown that the MPR selection heuristic used in
OLSR remains a robust candidate to achieve the desirable trade-o® between redun-
dancy (useless transmissions/receptions) and reliability (reduced loss of packets).
2.5 Conclusions
This chapter has given an overview of the existing routing protocols in ad hoc net-
works, and energy-aware algorithms for such networks. It has also given a background
on the OLSR protocol, which is used for the evaluations in this thesis.
Transmission power control has the potential to increase the spatial reuse and
throughput of the network, while reducing the energy consumption of the nodes.
The main side e®ect of TPC is the increase in the number of hops in the paths
and the addition of asymmetric links due to nodes transmitting at di®erent powers.
Most of the existing power control schemes do not take into account the energyConclusions 33
spent by the nodes overhearing packets not meant for themselves. Several protocols
try to increase the spatial reuse by considering the SNR and allowing for possible
future transmissions, but they still do not account for the energy consumption at the
neighbors and the nodes in the carrier sensing region.
The energy-aware routing schemes try to increase the lifetime of the network by
using metrics that re°ect current or potential energy consumption as well as the
energy reserves. Like in the case of TPC schemes, most of these routing schemes also
ignore the fact that energy is not only consumed at the nodes that fall on the selected
route, but also at every node near the chosen route.
Reception-awareness is required to make power control schemes realistic. In ad-
dition, an accurate energy metric that takes into account the energy consumption
of the nodes in the reception area and carrier sensing area is likely to increase the
lifetime of the network further, and we have identi¯ed these as open issues to explore.CHAPTER 3
Energy Measurement Model
3.1 Introduction
The key feature of MANET is to provide an untethered network, and the nodes are
thus powered by batteries which provide limited energy resources. Since energy is a
scarce and exhaustible resource in wireless ad hoc networks, designing energy-e±cient
protocols is a key concern. In the past few years, many energy-aware protocols have
been proposed for wireless ad hoc networks. In the absence of a central controlling
entity in such networks, the design of an e±cient distributed protocol is non-trivial.
Wireless communication means that there is a shared environment, and some
energy is consumed due to neighborhood transmissions: nodes are spending their
batteries not only by sending or receiving their own packets, and forwarding packets
for others, but also by just overhearing packets from other nodes. For the sake of
simplicity or by assuming that the latter can be neglected, energy models commonly
do not account for overheard packets. However, several papers [28, 29] have demon-
strated the need for realistic models which include such energy.
In this chapter we present an accurate model for calculating the energy spent
at a node due to a °ow in the network, which develops on an existing and widely
accepted model for energy consumption in nodes. To assess our model, we show
through simulations that in an ideal network without any interference and collisions,
our model gives an exact measurement of energy consumption in nodes due to a °ow
in the network. This model is then used to compare the energy consumption in non-
ideal simulation settings to evaluate the e®ect of interference and collision on energy.36 ENERGY MEASUREMENT MODEL
It is then shown how the extra energy spent due to collisions can be calculated by
predicting the collisions in the nodes of the network. This prediction is shown to be
capable of accurate calculation of the extra energy consumption.
3.2 Measurement of Energy Consumption
Feeney et al. [28, 29] presented some results of measuring the energy consumptions of
various network interfaces. The cost associated with each packet at a node was shown
to be dependent on some incremental cost m proportional to the packet size size and
a ¯xed cost b associated with channel acquisition as shown in Equation 2.2.4. For
example, the cost of point-to-point tra±c at the sender and receiver while consid-
ering presence of RTS/CTS control messages in IEEE 802.11b based networks was
respectively represented by the following equations:
Energyunicast send = bsendctl + brecvctl
+ msend £ size + bsend + brecvctl
Energyunicast receive = brecvctl + bsendctl
+ mrecv £ size + brecv + bsendctl (3.2.1)
where bsendctl is the ¯xed cost for sending a control packet and brecvctl is the ¯xed cost
for receiving a control packet.
The model and the presented results have formed the basis for comparison of
the behavior of routing protocols considering the data tra±c as well as the routing
overhead.
3.3 Model for Measuring the Energy at a Node
due to a Flow
Developing on the energy model in the previous section, a simple model to calculate
the energy spent at each node due to the °ows in the network is presented here.
Figure 3.1 depicts the design for the model. Depending on whether the node belongs
to a °ow or not and where in the °ow the node in question or the nodes a®ecting itModel for Measuring the Energy at a Node due to a Flow 37
are situated, the total energy expenditure at a node due to a °ow in another node in
the network is calculated as follows:
k nodes before
ﬂow f
v
u
l nodes after
Figure 3.1: E®ect on node u due to node v in °ow f
Eu=v = 1k>0(1v=uETack + 1v6=uERack)
+1l>0(1v=uETpck + 1v6=uERpck) (3.3.1)
where
Eu=v = energy spent at node u due to node v,
ETack = energy spent for the transmission of one ACK packet,
ETpck = energy spent for the transmission of one data packet,
ERack = energy spent for the reception of one ACK packet,
ERpck = energy spent for the reception of one data packet,
1p =
8
<
:
1 if p is true,
0 otherwise.
The total energy spent at a node is the sum of the energy spent at it due to all
the nodes in the reception and interference area of this node. Thus, in this model,
the transmission and reception costs are included if the node belongs to a °ow, and
reception costs are included if it is near the °ow. This model gives the energy costs
of nodes in ideal conditions where interference is absent. It however simpli¯es the
packet exchanges by including the data and the ACK packets only. If other packets
are also included, like RTS/CTS and ARP (Address Resolution Protocol) packets,38 ENERGY MEASUREMENT MODEL
the related costs for these packets can be simply added to extend this model.
3.4 Performance Analysis and Validation
Using the model presented in the previous section, a number of simulations are per-
formed in ns-2 [104] to experiment with the energy consumption in wireless ad hoc
networks, where the °ows interfere with each other. After validating our model, we
measure the energy consumption at the nodes in the °ow and evaluate how it is
a®ected by interference from other °ows, so that e®ect of collisions can be observed.
3.4.1 Simulation Environment
Nodes have a default transmission range of 250m and a Carrier Sense range of 500m.
The RTS/CTS option is turned o® in the MAC layer. Various Constant Bit-Rate
(CBR) °ows at a bit rate of 250Kbps are considered for the simulation time of 600
seconds each. The size of the data packets is set at 1500 bytes. For routing the
packets, the OLSR protocol is modi¯ed to support source routing (TC and hello
packets are switched o®), such that the routing protocol overhead is removed for an
accurate evaluation of the energy model.
Transmission times for data packets: For the simulation, 1500 bytes data
packets are sent at a bit rate of 250Kbps. The total size of a packet is the sum of
the length of the preamble, PLCP (Physical Layer Convergence Procedure) header,
MAC header, IP (Internet Protocol) header and the data, which have a length of 144
bits, 48 bits, 28 bytes, 20 bytes and 1.5KB respectively. The preamble and PLCP
header (192 bits) are transmitted at 1Mbps. Thus, the transmission time for these,
for a single packet is 0.19ms. The rest of the packet (8£1548 bits) is sent at 11Mbps,
so the transmission time for these sections for a single packet is 1.128ms. Hence the
total transmission time for a single data packet is 1.318ms.
Transmission times for ACK packets: The ACK packets are 14 bytes each and
are transmitted at 1Mbps. The total size of a packet is the sum of the length of the
preamble, PLCP header and the ACK (144+48+14£8 bits), and hence, transmission
time for a single ACK packet is 0.304ms.Performance Analysis and Validation 39
3.4.2 Calculation of Energy for a Single Packet
For the simulation, the typical transmission and reception costs for the Lucent Silver
card as mentioned in Table 2.1 is used. Thus, transmission power used is 1.3W, and
reception power is 0.9W. Hence, the various energy cost components are:
ETpck = 1:3 £ 1:318 £ 10
¡3 = 1:713mJ; ERpck = 0:9 £ 1:318 £ 10
¡3 = 1:186mJ
ETack = 1:3 £ 0:304 £ 10
¡3 = 0:395mJ; ERack = 0:9 £ 0:304 £ 10
¡3 = 0:274mJ
Using the energy calculation equation (see Equation 3.3.1), the energy is calculated
for each node in the °ow shown below:
0 // 1 // 2 // 3 // 4 // 5 // 6
For node 0, E0=0 = ETpck = 1:713 mJ, E0=1 = ERack + ERpck = 1:46 mJ and E0=2 =
ERack + ERpck = 1:46 mJ. So the energy spent at node 0 is the sum of these values
and is given by E0 = 4:633 mJ. The energy is calculated for other nodes in a similar
manner.
3.4.3 Discussion and Analysis of Results
The calculated values of energy are compared with the energy expenditure of the
nodes obtained through the simulations. The di®erence in the two energy levels gives
an indication of the excess energy lost due to packet collisions during the simulation.
First, the case of a single °ow described above is tested. Then, other more complex
scenarios are tested: one scenario consisting of three °ows, where each °ow consists
of 7 nodes (Figure 3.2), and another scenario consisting of four °ows in a network
with 200 nodes distributed randomly in a 1800m £ 1800m area (Figure 3.6).
Single Flow
In the simple case of a single °ow, the objective is to verify the validity of the energy
model (Equation 3.3.1). Since there is no interference involved, it is expected that
the simulated and calculated values should match. It is found that the calculated and40 ENERGY MEASUREMENT MODEL
simulated energy levels are exactly the same, which proves that the model is valid.
Three Flows
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Figure 3.2: Simulation network with 3 °ows.
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Figure 3.3: Simulation network with 3 °ows, middle in opposite direction.
For the case with 21 nodes and three °ows, two cases are considered, one where
all the °ows are in the same direction (Figure 3.2) and one where °ow 1 is in the
opposite direction (note that, although the °ow is still from node 0 to node 6, the
position of these nodes are interchanged so that °ow 1 is now from right to left, see
Figure 3.3). The result of the simulation is shown in Figure 3.4.
In the results, there is a large di®erence in the calculated and simulated energy
consumption in the source nodes (up to 83mJ/sec), showing that these nodes have
to transmit and receive more, mostly due to collisions. This can be explained, forPerformance Analysis and Validation 41
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Figure 3.4: Energy consumption rate of nodes in the network with 3 °ows
example in °ow 1, nodes 0 and 3 can transmit at the same time, since they are not in
the carrier sense region of each other, but nodes 3, 10 and 17 acts as hidden nodes to
node 0, causing collisions at node 1. This is veri¯ed by Figure 3.5, which shows the
number of packets destined/forwarded to the nodes that were lost due to collisions
and the number of retransmissions by the nodes. For the ¯rst °ow, some of the
packets forwarded to node 1 from node 0 are lost because of the collisions, requiring
node 0 to retransmit them. Since transmission requires more energy than reception,
node 0 shows more energy consumption due to retransmissions than node 1 due to
the reception of the retransmitted packets. Similar behavior is observed in the nodes
of the other °ows, with some energy loss at nodes that retransmit and some in the
colliding nodes due to the reception of the retransmitted packets. The results show
that source nodes experience about 31% increase in energy consumption due to the
collisions. We will re¯ne on the analysis of the results on collisions in Section 3.5.
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Figure 3.5: Number of packets that caused extra energy consumption (due to
collisions and retransmissions) of nodes in the network with 3 °ows
It is also observed that some nodes actually consume less energy than that calcu-42 ENERGY MEASUREMENT MODEL
lated. This is due to the fact that, when performing the calculations, we assume that
each °ow is continuous, and is generating/forwarding a new packet for each packet
interval at each node. However, because of various factors like backo® due to the
medium being busy, packets being lost and needing retransmissions due to collisions,
and delay before an ACK is received because of the previous reasons, the °ow is not
actually continuous. The ¯nal energy measured, which is the average energy spent
by nodes each second, can be lower if a node is not able to transmit some packets
during the simulation time because of the long delays.
When the °ow in the middle is in the opposite direction, the di®erence in energy is
greater, at up to 42%. In the middle °ow, the e®ect of collisions and retransmissions
is maximum for the end nodes (node 4, 5, 6), whereas, for the other two °ows, it is
maximum for the source node and other nodes at the beginning of the °ow. It shows
that the source nodes in °ows 2 and 3 greatly a®ect nodes 4, 5 and 6. As mentioned
above, node 3 still causes collisions in node 1 in °ow 1, but due to collisions in
the °ows 2 and 3, the source nodes transmit/retransmit more packets causing more
energy loss at nodes 4, 5 and 6. This shows that inter-°ow collisions can cause a
signi¯cant amount of energy consumption.
When evaluating °ows at the same rate and when all the °ows are started at the
same time, collisions are more likely to take place than when there is some delay
between the °ows. When a jitter is added, collisions decrease by a large amount. In
the simulation (Figure 3.4(c)), some random jitter is added between the °ows so that
when there is maximum jitter, the second °ow starts just after the ¯rst °ow ¯nishes
the transmission of 1 packet (assuming no collision), so that inter-°ow collisions are
greatly reduced. In this case, the triggered di®erence in energy is now reduced to
about 19%, and overall, the energy consumption is more balanced, and introduces
less collisions than in the cases with no jitter. The number of retransmissions is thus
greatly reduced, as can be seen in Figure 3.5.
Four Flows in a Random Network
For the case of 200 nodes and 4 °ows, 4 cases are considered: SIR is cumulative with
no jitter between the °ows, SIR is cumulative with jitter present between the °ows,Performance Analysis and Validation 43
Figure 3.6: Simulation network with 200 randomly placed nodes and 4 °ows
SIR is non-cumulative with no jitter between the °ows, and SIR is non-cumulative
with jitter present between the °ows. By default, ns-2 uses a non-cumulative SIR
model, where the noise from the longest signal is taken to calculate the SIR for
the reception of each packet. This model does not accurately represent the real
environment. In our model, a cumulative SIR model is added, where the noise taken
is the sum of reception powers of all the signals that can be heard at the node receiving
a packet, and reception is successful only if this SIR is greater than the carrier sense
threshold.
The results of the simulations for the energy consumption rate of the nodes be-
longing to the °ows, among the 200 randomly placed nodes, are shown in Figure 3.7
for the case with jitter and cumulative SIR model. For each node, the calculated
(left) and simulated (right) energy values are presented. For this network and °ow
settings, the results are similar to that of the three-°ow cases: the source nodes show
the most energy loss. In the default case, with no jitter and non-cumulative SIR,
collisions may increase the energy consumption by up to 45.4% (see [AMNS06b], Ap-
pendix A for detailed ¯gures). The introduction of jitter into the model reduces the
number of collisions, decreasing the energy consumption by up to 26.5%, and about44 ENERGY MEASUREMENT MODEL
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Figure 3.7: Energy consumption rate of the nodes of the 4 °ows, with jitter and
cumulative SIR model
6% in average. Both the cases with jitter and no jitter were also compared to the case
where a cumulative SIR is used, but the energy consumption while using cumulative
and non-cumulative SIR model did not show signi¯cant di®erences.
Thus, it is observed that although collisions between di®erent °ows can increase
the energy consumption signi¯cantly, introduction of jitter can decrease such collision
probabilities. It would be interesting to extend the experiments to include more °ows
in very dense networks, where the carrier sense diminishes at the center of the network
due to extensive interference and collisions [47, 48].
3.5 Collision-Awareness
It can be deduced from the results presented here, that collisions have a large e®ect
in the energy consumption of nodes in the network. The energy measurement model
presented in this chapter takes into account all the nodes that are in the reception
area of the °ow. So, not all collisions may result in more energy consumption. The
main e®ect of collision will be at the nodes belonging to a °ow, where the packetsCollision-Awareness 45
that are forwarded to them collide, such that they have to be re-sent. So only these
collisions are measured. As predicted, the nodes at which such collisions occur and
the nodes which have to consequently retransmit, show more decrease in energy. Since
a transmission requires more energy than a reception, the nodes retransmitting show
more energy consumption due to the retransmissions than the colliding nodes which
consume extra energy due to the reception of the retransmitted packets.
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Figure 3.8: Number of packets that cause extra energy consumption (due to
collisions and retransmissions) at the nodes of the four °ows, with jitter and
cumulative SIR Model, obtained by ns-2 simulations.
Due to the carrier sensing mechanism and backo® procedure used when a node
wants to send a packet but the channel is not idle, the probability that two transmitter
nodes collide can be neglected when these nodes are neighbors. However, this is no
longer the case when they do not hear each other. Therefore, in this chapter, we
are interested in the case of collisions on a link due to hidden nodes to that link, as
we assume that no RTS/CTS is used. Let us consider a link (u;v) where u is the
transmitter and v is the receiver. A packet being transmitted from node u to node
v encounters a collision if and only if during its transmission, a hidden node also46 ENERGY MEASUREMENT MODEL
transmits. We recall that a hidden node to the link (u;v) is any node h that can be
heard from node v and cannot be heard from node u. Let nhidden be the number of
hidden nodes to any link.
Thus, if the duration of transmission of a packet on the link (u;v) is ttrans and
the amount of time the channel is sensed idle (no noise is detected) at node u is tidle,
where tidle > ttrans, then the probability of collision on that packet is p = ttrans
tidle , given
that there is at least one hidden node.
Let tbusy be the amount of time the channel is busy at node u due to node u's
own tra±c and noises detected. The total amount of time node u spends due to the
retransmissions of a packet caused by i successive collisions is given by £i = i(ttrans+
EIFS) +
Pi
j=1 CWj, where EIFS is the Extended Interframe Space following the
reception of an erroneous frame and CWj is the average size of the contention window
at jth stage according to the IEEE 802.11b standard, where CWj is given by CWj =
CWmin ¤ 2j ¡ 1. Therefore, the percentage of time the channel is sensed idle after
i successive collisions on the same packet is ti = 1 ¡
tbusy+£i
tarrival , where tarrival is the
inter-arrival time of packets on link (u;v).
We can now compute the amount of energy consumption at a node m due to
collisions on the link (u;v), denoted by Em
(u;v), using the collision model presented
in [76], under the assumption that a packet collides at most once with a given hidden
node (and therefore, 1 · i · nhidden):
E
m
(u;v) =
Pnhidden
i=1 i(Em
u + Em
v )±i
1 +
Pnhidden
i=1 ±i
where
±i =
ti
trans Qi¡1
j=0 tj
is the probability of encountering i successive collisions on a packet, given that at
least one collision is encountered,
E
m
u =
8
> > > <
> > > :
ETpck if m ´ u
ERpk if m can receive packets from u
0 otherwise;Collision-Awareness 47
and
E
m
v =
8
> > > <
> > > :
ETack if m ´ v
ERack if m can receive packets from v
0 otherwise:
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Figure 3.9: Amount of extra energy consumed (due to collisions and retrans-
missions) at the nodes of the four °ows, obtained by computation (see Figures
3.7, 3.8 for comparison).
Let L be the set of links that interfere with node m; in other words, node m is
in the reception area of either the transmitter or the receiver of each link in L. The
amount of energy consumed at node m due to packet collisions of L is Em
L =
P
l2L Em
l .
Figures 3.8 and 3.9 compare the results of packet collisions obtained by ns-2 sim-
ulations and by computation using the above formula respectively. (The details of
Figure 3.8 can be seen in the Appendix in Figures A.1, A.2, and A.3). We use the
same parameters of packet size, bit rates and node con¯guration for the simulations
and computation as in Section 3.4. We notice that the results obtained by computa-
tion match those obtained by ns-2 simulations. This shows that the collision model48 ENERGY MEASUREMENT MODEL
presented here can predict collisions in the nodes belonging to a °ow and thus the
energy spent because of the collisions. It should be noted again that retransmission
requires more energy than reception, causing the retransmitting nodes to consume
more energy than those receiving the packet again due to collisions.
3.6 Conclusions
This chapter mainly presents a new model for calculating the energy consumption at
a node due to various °ows in the network. The accuracy of the model is validated, as
the model compares exactly to the measurements taken in the simulation environment
which used ideal network conditions with no interference or collisions. The di®erence
in energy between the calculated and simulated values for more complex °ows allowed
for an evaluation of how the °ows interfere with each other. It is observed that the
°ows may interfere with each other, causing the energy consumption to increase by
up to about 42% due to the collisions that occur. It is also noticed that introducing
some jitter between the °ows reduce the number of collisions, decreasing the energy
consumption change to about 19%.
Finally, since we concluded that collisions are the main cause of the discrepancies
between our simulated results and calculated values, we measure this extra energy
consumed by predicting collisions in the nodes of the network, and calculating the
energy spent due to these collisions. The prediction is also found to be accurate, with
the calculated values matching the values simulated. This result further strengthens
the correctness of the model for energy measurement.
The models presented can be used to measure the costs at a node due to the
surrounding °ows as well as to predict the possible energy consumption due to col-
lisions. Such measurements can be used to de¯ne the problem of minimum energy
consumption, for calculating costs in energy aware routing, for performance evalua-
tion of routing protocols and even for providing Quality of Service (QoS) where it is
guaranteed that the selected route has enough energy to support the new °ow. In
fact, a similar model can be used to measure other network parameters like bandwidth
[76].CHAPTER 4
Reception-Aware Routing with
Transmission Power Control
4.1 Introduction
As mentioned in Chapter 2, various power control techniques which are suggested
in the literature are based on the tenet that forwarding tra±c using a sequence of
low power transmissions can be less energy consuming than by using a single direct
transmission. Since the energy costs associated with receptions may be comparable
to the transmission costs [see 29], they cannot be neglected. This emphasizes the
lack of advanced protocols with a realistic power control model that also considers
reception costs.
It is also worth noting that little analysis has been done on the e±ciency of the
power-aware protocols toward the energy vs. throughput costs (i.e., the number of
Joules required per successfully delivered packet). The measure of energy savings
alone can be inadequate as they could be arbitrarily achieved by substantially reduc-
ing the network activity, for example, by increasing the length or number of back-o®s
and thus reducing the number of packets successfully received.
In this chapter, we investigate the impact of power control on energy and through-
put of the network when reception as well as transmission costs are considered. We
show that compared to a power control scheme which does not include reception costs,
the reception-aware power control not only saves more energy, but also requires less
energy per packet to send packets across the network. Importantly, it shows that50 RECEPTION-AWARE ROUTING WITH TRANSMISSION POWER CONTROL
power control schemes alone may not be bene¯cial in energy de¯cient networks as
they can actually consume more energy in some cases.
4.2 Reception-Aware Power Control
The common aim of power control is to maintain a minimum power neighborhood,
by removing any immediate (one-hop) neighbor, when communication can still be
maintained with lower total energy consumption through another existing neighbor
(i.e., indirect communication). As reception energy is comparable to the energy of
transmission, our model includes reception energy into the power control model. So,
unlike the existing common power control schemes, in this model, both the direct
and indirect communication costs include not only the transmission cost of the trans-
mitter(s), but also the reception costs at the receiver(s) as well as at the overhearing
nodes around the transmitter(s).
4.2.1 Calculation of Required Transmission Power
In order to calculate minimum power neighborhood, we need to the collect informa-
tion about the transmission power required to transmit to the neighborhood. This is
done with the help of periodic hello messages sent to the immediate neighbors. Each
hello packet, sent at the maximum transmission power (which may be di®erent in
di®erent nodes), contains the power of transmission of this hello packet, a list of the
issuing node's immediate neighbors and the current transmission powers for those
neighbors (the calculation of this list of nodes and their powers are described in the
next section).
For each hello packet sent by a neighbor v, the receiving node u measures the
power of reception PRu and with the help of the transmission power PT(vu) indicated
in the packet, it can also calculate the path gain Guv using Equation 2.2.2. Using
these values, the SIR measured at u during packet reception SIRu, the SIR threshold
parameter SIRth (by default 10dB in IEEE 802.11 networks), and the minimum
reception threshold PRth, the minimum transmission power required to reach to thisReception-Aware Power Control 51
neighbor PTmin(uv) is then calculated as in [63] and shown in Equation 4.2.1.
Guv =
Pnoiseu
PT(vu)
£ SIRu =
Pnoiseu
PTmin(uv)
£ SIRth
also, Guv =
PRu
PT(uv)
=
PRth
PTmin(uv)
Thus, the minimum power required to transmit packet from u to v is the maximum
of the two powers obtained by these two equations as follows:
PTmin(uv) = max
µ
SIRth
SIRu
£ PT(vu);
PRth
PRu
£ PT(uv)
¶
(4.2.1)
4.2.2 Topology Control with Reception-Awareness
This section describes how an energy-e±cient topology is calculated locally at u by
including only those neighbors which are more energy-e±cient to reach directly than
through an intermediate node.
The power required to transmit to a neighbor v, calculated on the reception of
the hello packet from v as above, is stored in the neighborhood table while the list
of neighbors of v and their powers indicated in the hello packets are stored in u's
two-hop neighborhood table. For each existing neighbor w, u then calculates if going
through this new neighbor v to reach an existing neighbor w will cost less energy (as
in [64]) as follows:
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Figure 4.1: Power control and interference regions.52 RECEPTION-AWARE ROUTING WITH TRANSMISSION POWER CONTROL
The energy consumed ET(uv) while transmitting from node u to v is given by
ET(uv) = (PT(uv) + PR £ I) £ t (4.2.2)
where, PR is the power required to receive a packet, I is the number of nodes in the
interference region of this transmission, including the receiving node v (it is assumed
that the energy consumption caused by overhearing data transmission is the same
as that consumed by actually receiving the packet as shown in [29]) and t is the
transmission time of the packet.
If the energy required to transmit directly from u to v is greater than to transmit
through w, i.e., ET(uv) > ET(uw) + ET(wv), then v is removed from neighbor list of
node u, and it becomes a two-hop node reachable through w. For example, in Figure
4.1, PT(uw) and PT(uv) are taken from the neighborhood table of node u, and PT(wv)
from the two-hop table. The interference region I for link uv, Iuv, is given by the
number of neighbors of node u with transmission power less than PT(uv). Similarly,
for link uw, the nodes in Iuw are found out. The number of nodes in the interference
region for link wv (Iwv), is the number of two-hop neighbors reachable through the
neighbor w, for which the transmission power is less than or equal to PT(wv).
The ¯nal one-hop neighborhood, as advertised by u in its next hello packet, in-
cludes all the neighbors which are calculated to be more energy-e±cient when reached
directly. Their corresponding transmission power is the required power individually
calculated at the reception of their hello packets.
Thus, hello packets are used to measure the transmission power required to reach
each neighboring node, and to calculate the power for each of the indirect links. This
is used to recalculate the neighborhood in a power e±cient way.
4.3 Routing Protocol with Reception-Aware Power
Control
Since some periodic transmission of information is essential to disseminate informa-
tion for power control, we opted to use a proactive routing protocol, OLSR, whichRouting Protocol with Reception-Aware Power Control 53
already stores the information received for up to two-hop neighbors. Although this
research is based on version 1 of OLSR [22], OLSRv2 [21] already supports the addi-
tion of extra QoS parameters like power in hello packets and so will not require any
modi¯cations. (A similar analysis can be done easily with any other protocol.)  
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Figure 4.2: Changed format for OLSR packets for power control.
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Figure 4.3: Changed format for OLSR hello messages for power control.
For the reception-aware power control, hello messages are transmitted periodically
as per the OLSR speci¯cations. The packets, however, now contain extra information
like the power of transmission of this packet as shown by the shaded area in Figure 4.2.54 RECEPTION-AWARE ROUTING WITH TRANSMISSION POWER CONTROL
In addition to a list of the issuing node's immediate neighbors, each hello message
contains the current transmission powers of each of these neighbors as shown in
Figure 4.3. Shaded parts of these ¯gures summarize the changes with respect to the
original packet format. Upon reception of a hello packet from its neighbor, each node
recalculates the minimum power required to reach this neighbor as in Equation 4.2.1.
If direct transmission to neighbor v is found to be more costly than through
neighbor w, then v is marked. The required transmission power is still stored for
each neighbor for which a hello packet is received but marked nodes are not consid-
ered as immediate one-hop neighbors. The neighborhood table thus contains power
speci¯c information for all of its neighbors, like their minimum required transmission
powers, and their marked status. Summary of information that is stored is shown in
Table 4.1 with the extra ¯elds shown in bold. More speci¯c table format for stor-
ing neighborhood information can be found in the OLSR speci¯cation. It should be
noted that the marked nodes will already be in the two-hop table.
Neighbor 
Address v 
Power 
PT(uv) 
Marked 
(yes/no) 
MPR, MPR 
selectors 
2-hop list with 
corresponding 
transmission power 
 
Table 4.1: Summary of the information stored in a node about its neighborhood
The recalculation of the neighborhood can give rise to asymmetry. However, bidi-
rectional links are essential for the correct functioning of some routing protocols and
to support the MAC layer acknowledgments. OLSR, like other IETF protocols, has
the advantage of only considering bidirectional links as the immediate neighborhood
when generating hello packets, such that extra steps are not necessary to remove
unidirectional links. However, for calculating the link costs for recalculation of the
neighborhood, only bidirectional neighbors are considered.
Thus, hello packets are used to get the transmission power required for each
direct and indirect link and are then used to recalculate the neighborhood in a power
e±cient way. With the node's new neighborhood, the OLSR protocol is then used to
¯nd the MPR set of the node. Only symmetric unmarked neighbors are considered
in MPR selection, and for the calculation of the broadcast set for the node. Finally,
route selection is done according to the OLSR protocol.Protocol Overhead and Angle of Arrival 55
4.4 Protocol Overhead and Angle of Arrival
As seen from Figures 4.2 and 4.3, each hello packet will have at least one extra ¯eld
than the original OLSR packet format to hold the power of transmission of this packet
(16 bits). In addition, each hello message will have transmission power information
for each of its neighbors (16 £ k bits where k is the number of symmetric neighbors
of the node issuing the hello message). Thus, it is evident that as the network
size increases, the protocol overhead can get quite large, and further investigation is
required to reduce it. In this section, we discuss an alternative method of using the
Angle of Arrival of the signals to determine the minimum power required to transmit
to a neighbor. This method does not require the powers of the neighbors (16 £ k
bits) to be included in the packet headers, and hence reduces the overhead that is
introduced by the power control method discussed above. However, the method raises
issues due to its special requirements, which are discussed at the end of this section.
4.4.1 Using Angle of Arrival for Power Control
Angle of Arrival (AoA) of a signal is a widely used technique for localization or
positioning of wireless nodes when a Global Positioning System (GPS) is not available.
It can be used to get an estimate of the direction in which a node is sending its data.
The indirect links and power required for Equation 4.2.2 can be calculated using the
AoA method (similarly to [72, 108]) as described next.
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Figure 4.4: Power control and interference regions for AoA method56 RECEPTION-AWARE ROUTING WITH TRANSMISSION POWER CONTROL
When a hello message is received at node u from node v, the angle between nodes
u and node v (µuv) with respect to node u0s axis is given by the AoA measured at u
for the signal received. The power required to reach this node v is calculated at u
as in Equation 4.2.1. Based on Equation 2.2.1, the distance duv between node u and
v is then calculated with the help of the transmission power PT(vu) indicated in the
packet and the power PRu at which the packet is received as shown in Equation 4.4.1.
duv =
µ
PT(uv)
PRu
¶1=®
(4.4.1)
The angle, distance and transmission power calculated are now stored for each
of its neighbors. The changed format for neighbor table in OLSR is as shown in
Table 4.2.
Neighbor 
Address v 
Angle 
q q q quv 
Distance 
duv 
Power 
PT(uv) 
Marked 
(yes/no) 
MPR, MPR 
selectors 
2-hop list with 
corresponding 
transmission power 
 
Table 4.2: Summary of information stored in a node about its neighborhood for
AoA method
Then for each neighbor w, the indirect power to any other neighbor v in the
neighbor list is calculated as follows. First, we have,
PT(wv) = PRth £ dwv
® (4.4.2)
The angle between neighbors w and v is given by
µwv = µuw ¡ µuv
if µwv > 180
o;µwv = 360
o ¡ µwv (4.4.3)
Then the distance between w and v is given by,
dwv =
p
duv
2 + duw
2 ¡ 2duvduw cosµwv
Thus ¯nally, PT(wv) = PRth £
³p
duv
2 + duw
2 ¡ 2duvduw cosµwv
´®
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Using this method, the exact interference region Iwv for transmission from w to v
in Figure 4.1 is not known, so the entire neighborhood of w is used, while PT(wv) is
calculated using AoA and the known values of PT(uv) and PT(uw).
4.4.2 Issues with Using Angle of Arrival
The determination of AoA requires extra hardware, such as an antenna array, a com-
bination of radio and ultrasound receivers [77], or a rotating directional antenna [78].
The di®erence in the arrival times of a signal at spatially separated sensors have also
been used to estimate the angle of arrival of the signal [118]. However, for the power
control to be able to be used e®ectively, it has to be assumed that all the network
interfaces in the network are set up with this extra hardware to measure the angle
of arrival of the signals, which is not very realistic. Also, there are issues with the
complexity and accuracy with the measurement of AoA, for example, when using
time di®erence of arrival of messages for AoA measurement, the estimate of time
di®erence and hence AoA may be inaccurate due to noise or sensor malfunction.
The study of the e®ect of using AoA for the power control is nevertheless presented
here, for the sake of completeness, and to see if the extra cost and complexity of adding
the new hardware is justi¯ed.
4.5 Performance Analysis
This section gives a background for the simulation settings and the routing schemes
which have been simulated in order to evaluate the performance of power control
when reception-awareness is included.
4.5.1 Simulation Environment
The reception-aware power control has been implemented in ns-2 (with OLSR inte-
grated [46]) to evaluate its e±ciency. The following schemes have been analyzed:
1. 802.11: This scheme consists of IEEE 802.11 type of nodes, without any power
control, such that all the transmissions are at the maximum transmission power.
2. powerCtrl: This scheme includes a modi¯cation of IEEE 802.11 type of net-
works to include transmission power control without reception-awareness (i.e.,58 RECEPTION-AWARE ROUTING WITH TRANSMISSION POWER CONTROL
without the part PR £ I in Equation 4.2.2).
3. rec-aware powerCtrl: This is our reception-aware transmission power control
scheme described in Section 4.3.
4. AoA: This scheme is a the reception-aware power control scheme which uses
Angle of Arrival as described in Section 4.4.1. In the AoA method, for simula-
tion purposes, the position information of the sender and the receiver is used
to measure and calculate the angle at which the signal arrives at the receiver.
5. optimal rec-powerCtrl: All the power control methods above only recalcu-
late the neighborhood of nodes, removing links that are costly and redundant.
Routing for these schemes is still minimum hop routing, which means that the
¯nal path chosen may be through an ine±cient intermediate hop.
u
x
v
w
1
Figure 4.5: Example of operation of optimal rec-powerCtrl
For example, say neighbor w in Figure 4.5 is marked because it can be more
e±ciently reached through neighbor v. However, say there is also a link between
x and w, where both v and x are in the ¯nal one-hop neighborhood of node
u. Then, when a path to w is required, the existing routing protocol may
choose arbitrarily between v and x. If the path through x is chosen, it may
be more costly than reaching w directly. The optimal rec-powerCtrl scheme
reduces this e®ect in the case of rec-aware powerCtrl by forcing the routing
protocol to choose the most power-e±cient next hop for marked nodes. When
the neighborhood is recalculated and nodes are marked, the ID of the covering
node (v) through which the marked node (w) is to be reached is also stored for
that marked node, so that when calculating the route to/through the markedPerformance Analysis 59
node, this covering node is chosen as the next hop, such that the selection of a
sub-optimal next-hop is avoided.
For the simulations, 32 to 100 nodes are randomly placed in a square ¯eld of 1000m
£ 1000m with a default transmission radius of 250m. For each network size, 10 sim-
ulations are run, where each run has 4 randomly generated CBR °ows. A cumulative
SIR model is used (see Section 3.4.3). RTS/CTS has again been turned o®.
The power consumption is separated into electronic consumption (constant) and
power ampli¯er consumption (variable part) as in [64]. Thus, Equation 4.2.2 becomes:
ET(uv) = (PT(uv) + PTelec + PRelec £ I) £ t (4.5.1)
Here, PTelec and PRelec represent the electronic transmission and reception costs re-
spectively. The energy consumption model in ns-2 is changed to include both the
radio and electronic power for transmission energy instead of the default case where
only electronic power is used for the energy consumption during transmission (this
separation was not important in the evaluations in previous chapters, since the trans-
mission power was not variable, and hence the transmission power consumption used
included both variable and electronic power consumption).
In order to highlight the e®ect of the routing protocol and power control, the idle
energy consumption is set to zero, while the PTelec and PRelec are taken as the di®er-
ence between their manufacturer speci¯ed values and the idle energy consumption.
It has been shown in [37] that for proactive protocols, the di®erence between using
and not using idle power for simulations is not signi¯cant.
Measurements are taken for di®erent values of PTelec and PRelec, packet sizes,
bandwidth and data rates. Also, the e®ect of using a realistic set of values for the
transmission radio power consumption (PT(uv)) is also evaluated, where each node
has six discrete transmission power levels similar to the six power levels available in
the Cisco Aironet 350 wireless cards [20]. The simulation parameters are summarized
in Table 4.3. It should be noted that the CBR generation is started after six seconds
of the simulation start time in order to enable partial network information to be
disseminated into the network through the Hello and TC packets by the time the60 RECEPTION-AWARE ROUTING WITH TRANSMISSION POWER CONTROL
Parameter Value
Number of Nodes 32, 50, 75, 100
Network Size 1000m £ 1000m
Packet Type CBR
Packet Size 512 - 2000 bytes
Data Rate 250kbps
Bandwidth 2Mbps, 11Mbps
Frequency 2.472GHz
Propagation Model Two Ray Ground
Length of simulation 100 seconds
CBR start time 6 seconds
Number of °ows 4
RTS/CTS o®
PTelec up to 0.3W, ¯xed for each experiment
PRelec up to 0.25W, ¯xed for each experiment
PT(uv) variable, up to 0.28184W
Default reception range 250m
Default carrier sensing range 550m
Hello packet interval 1 second
TC packet interval 5 seconds
Table 4.3: Simulation settings for reception-aware power control
CBR starts. The measurements are started at the beginning of the experiment and
made every 5 seconds, unless otherwise speci¯ed. Based on the results of Section 2.4.2,
it is concluded that the change in MPR selection to make it more energy-aware is
not justi¯able, particularly due to the limitations presented by the initial step in the
MPR selection. Our initial testing has highlighted this restriction, and hence the
MPR selection algorithms as used in OLSR have been used in further simulations.
4.5.2 Results and Analysis
In this section, we present and analyze the performance of the reception-aware power
control schemes in comparison to the 802.11 and powerCtrl schemes. We ¯rstly
present the results for a realistic simulation setting. Then we focus primarily on the
impact of some parameters, namely the bandwidth, packet size, routing overhead,
and the transmission and reception powers.
4.5.2.1 Initial Results
We ¯rst present the default case where more realistic variables are chosen. For ex-
ample, the bandwidth is 11Mbps, the size of the data packet is set to 2000 bytes,
while the data rate is 250Kbps (nearly 16 packets per source per second). The values
of PTelec and PRelec are taken for the OriNOCO PC Gold (see Table 2.1) such that
the e®ective transmission and reception power is about 0.6W and 0.1W respectively.
Moreover, since the transmission power consumption consists of PT(uv) (maximumPerformance Analysis 61
value of 0.28184W), and PTelec, the value of 0.3W is used for PTelec.
Network Topology: Figures 4.6 and 4.7 show the change in the topology of the
network after the application of power control for 75 and 100 nodes respectively.
It is observed that the powerCtrl scheme produces the most sparse network among
the schemes evaluated, with most of the long links in the network removed. This
is because this scheme is the most optimistic, with only transmission power as the
potential cost of the nodes. It is also observed that the AoA method does not remove
many links, and is almost as dense as 802.11. This is because in AoA, for the interfer-
ence area for the indirect link to a node, the entire neighborhood of the intermediate
hop is used, and hence transmitting through an indirect node is more likely to be
more expensive for AoA method than for the other power control schemes. Optimal
rec-powerCtrl has the same network connectivity as the rec-aware powerCtrl, since
the only di®erence between them are the routes chosen by the routing protocol.
 0
 200
 400
 600
 800
 1000
 0  200  400  600  800  1000
y
 
(
m
)
x (m)
nodes=75, PT(elec)=0.3, PT(elec)=0.1, 11Mbps
(a) 802.11
 0
 200
 400
 600
 800
 1000
 0  200  400  600  800  1000
y
 
(
m
)
x (m)
nodes=75, PT(elec)=0.3, PT(elec)=0.1, 11Mbps
(b) powerCtrl
 0
 200
 400
 600
 800
 1000
 0  200  400  600  800  1000
y
 
(
m
)
x (m)
nodes=75, PT(elec)=0.3, PT(elec)=0.1, 11Mbps
(c) rec-aware powerCtrl
 0
 200
 400
 600
 800
 1000
 0  200  400  600  800  1000
y
 
(
m
)
x (m)
nodes=75, PT(elec)=0.3, PT(elec)=0.1, 11Mbps
(d) AoA
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Figure 4.7: Network connectivity - 100 Nodes
The average number of neighbors per node for the di®erent schemes are summa-
rized in Table 4.4. This average decreases by up to nearly half for the rec-aware
powerCtrl, and reduces even further for powerCtrl, while the neighborhood of AoA
is similar to that of the 802.11. It should be noted that these are symmetric, non-
marked neighborhood only, but there can be asymmetric links between the nodes,
thus a®ecting each other's energy consumption with their transmissions. It is ob-
served that the average number of asymmetric neighbors per node increases from 0
in the case of 802.11 and AoA, to 5.65 and 3.57 for the powerCtrl and rec-aware
powerCtrl respectively for the 100-node network.
# of nodes 802.11 powerCtrl rec-aware powerCtrl AoA
32 5.13 2.40 4.38 5.13
50 7.12 2.78 5.64 7.04
75 11.15 3.12 6.419 10.81
100 14.80 3.46 7.63 14.59
Table 4.4: Average number of neighbors per nodePerformance Analysis 63
For the 32-node network, the average number of MPR nodes per node is 2.31,
1.87, 2.25 and 2.31 for 802.11, powerCtrl, rec-aware powerCtrl and AoA respectively,
showing that the number of MPR per node displays a similar trend as the number of
neighbors for sparse networks. However, for denser networks, the number of MPRs
are 3.48, 3.07, 3.90 and 3.57 for the 4 cases respectively for the 100-node network,
showing that although the network gets sparser with power control, the number of
MPRs per node can actually increase. This is because with power control, the two-hop
neighborhood can increase, creating the need for more MPR nodes to cover them.
Average Energy Consumption: The averaged energy consumption for the 10
runs are shown in Figure 4.8 and summarized in Table 4.5. The overall energy
gains (averaged over the 100 seconds of each run) for the power control scheme as
compared to 802.11 are indicated in brackets as percentages. All the reception-aware
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Figure 4.8: Average energy consumption per node
power control schemes are observed to consume less energy than the network without64 RECEPTION-AWARE ROUTING WITH TRANSMISSION POWER CONTROL
power control in sparser networks, saving up to almost 17.4% energy for some nodes
with rec-aware powerCtrl. Reception-aware protocol with AoA is found to perform
comparatively better, with an energy saving of up to almost 19.5% in the network
for some cases and saving about 12% of energy on average. The overall gain is about
12% in the reception-aware schemes for the lower density networks, compared to a
loss of up to about 13% in powerCtrl scheme.
# of nodes 802.11 powerCtrl rec-aware powerCtrl optimal rec-powerCtrl AoA
32 3.19 3.57 (-12.81) 2.83 (12.00) 2.83 (12.00) 2.78 (11.95)
50 2.71 3.07 (-19.65) 2.51 (5.94) 2.52 (6.04) 2.51 (6.40)
75 2.24 3.14 (-42.88) 2.40 (-8.62) 2.36 (-6.83) 2.09 (5.85)
100 2.14 2.78 (-35.49) 2.34 (-12.47) 2.33 (-8.83) 1.92 (9.79)
Table 4.5: Average energy consumption per node
As the network size increases, the energy savings becomes less obvious. In fact,
for larger network sizes, the power control schemes are observed to consume more
energy than the 802.11 scheme. The main drawback of power control is that instead
of one long hop between two nodes, several short hops are preferred. Each extra hop
however means more probability of packet losses due to collisions and packet errors,
which is discussed in more detail in the next section.
Throughput and Latency: Figure 4.9 shows the average energy consumption
per node per successful packet. Lesser energy consumption required to successfully
transmit a packet means that a protocol is more energy-e±cient. It is observed
that this energy consumption is less for nodes for the reception-aware power control
schemes in sparse networks. The energy decreases by up to 17.4% for some cases for
both rec-aware powerCtrl, and optimal rec-powerCtrl, while AoA shows a decrease
of up to 19.5%. On average, the decrease is by 10.3% and 12.43% respectively.
The powerCtrl scheme consumes more energy per successful packet, with this value
increasing by about 25% on average for 32 nodes. However, as the network density
increases, the e±ciency of the power control schemes is observed to decrease, and
for the 100-node network, it is seen that the energy consumed per successful packet
is actually greater for power control schemes than for 802.11 except for the AoA
method. An increase of about 65.79%, 10.62% and 9.64% is observed for powerCtrl,
rec-aware powerCtrl, and optimal rec-powerCtrl respectively, while AoA still showsPerformance Analysis 65
a decrease in energy required per successful packet by about 9.6% for the 100-node
network.
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Figure 4.9: Average energy consumption per node per successful packet
The number of packets that is sent is the same for all the schemes except for the
powerCtrl case, where a large number of packets are dropped at the source because
there is no route available. The default 802.11 case also shows some cases where
there are no routes available to the destinations, but the introduction of power control
increases such cases, and leads to a large number of packets being dropped. The worst
case is in powerCtrl, where the network is the sparsest. A sparser network means that
there is less redundancy in the TC broadcasts. Thus, the collisions of packets for such
updates can result in some nodes not getting information about the full topology to
calculate the routes to all the nodes. The reduction in the knowledge of network
topology can lead to insigni¯cant energy savings with power control schemes [31].
It is also observed that the number of successful packets are similar for all the66 RECEPTION-AWARE ROUTING WITH TRANSMISSION POWER CONTROL
schemes except for powerCtrl, where less packets are sent because of routes being
unavailable. The throughput is similar or slightly lower for reception-aware power
control schemes, except for AoA, where the throughput is mostly matching that of
802.11. This result can also be seen in Figure 4.10, which shows the delivery ratio
for the schemes. This shows that the reception-aware schemes have a similar delivery
ratio to 802.11, and experience only a slight decrease in throughput.
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Figure 4.10: Average delivery ratio
# of nodes 802.11 powerCtrl rec-aware powerCtrl optimal rec-powerCtrl AoA
32 6.39 18.73 7.60 7.60 6.58
50 5.65 21.87 8.90 8.74 6.70
75 2.96 28.11 7.00 6.96 3.87
100 2.92 27.53 9.31 8.51 3.46
Table 4.6: Average packet loss for the 10 runs (%)
The decrease in throughput is mainly due to the increased number of collisions
and the consequent retransmissions. Power control schemes can increase the spatial
reuse factor by decreasing the power of transmission and thus the reserved °oor forPerformance Analysis 67
# of nodes 802.11 powerCtrl rec-aware powerCtrl optimal rec-powerCtrl AoA
32 82.31 162.72 88.39 88.39 82.81
50 76.65 172.67 90.28 90.27 81.62
75 57.82 229.66 82.68 83.44 61.87
100 56.31 188.05 90.00 88.18 57.67
Table 4.7: Average latency (msec)
# of nodes 802.11 powerCtrl rec-aware powerCtrl ptimal rec-powerCtrl AoA
32 3.05 4.39 3.25 3.25 3.05
50 2.85 4.85 3.31 3.31 3.00
75 2.15 4.11 2.86 2.88 2.23
100 2.08 3.94 2.82 2.80 2.08
Table 4.8: Average hop count
a particular transmission. However, more concurrent transmissions may create more
hidden nodes, and thus a higher probability of collisions. Also, since RTS/CTS is not
used, and since lower powered data transmissions reserve less °oor, the ACK packets,
which are sent at the highest power, have more probability of collisions. This means
that although the packet may have already reached the receiver, the sender does
not know this because of the loss of the ACK packet, and retransmits the packet.
Each retransmission costs not only the transmitter, but also all the surrounding
nodes that can hear the packet. It is observed that the number of retransmissions
increases to a great extent for the power control schemes, increasing from about 795
total retransmissions per node for 802.11, to 7132 for powerCtrl, 2682 for rec-aware
powerCtrl, 2716 for optimal rec-powerCtrl and 2240 for AoA method in the 32-node
network. The increase in collision is also due to increase in the number of hops for
the paths with power control. As seen from Table 4.8, the average hop length of a
path increases for all power control schemes, except for AoA where the path length
matches that of 802.11. As seen from the results in [54], it is better to have a path
with the least number of hops and use minimum transmission power required between
the individual hops than to use transmission power control to increase the hop length.
In the case of the average latency, as expected, since AoA method has similar
density to 802.11 networks, the path length and hence the latency is also similar as
seen from Table 4.7. In the powerCtrl scheme, the network is quite sparse, such that
the average hop length and thus the latency of the path increases.
Statistical Analysis: In order to verify the results obtained in this section, a paired
t-test has been performed on the result data set. A background for the statistical68 RECEPTION-AWARE ROUTING WITH TRANSMISSION POWER CONTROL
analysis is included in Appendix B. The paired t-test is used to compare the average
energy consumption for the power control schemes and the 802.11 scheme. An alpha
level (®) of 0.05 is used, which means that at the p-value of 0.05, there is a ¯ve out of
a hundred chance of ¯nding a statistically signi¯cant di®erence between the sample
means (by chance) even if there is in fact no di®erence in the underlying distributions
of values. The di®erence is observed to be statistically signi¯cant for all power control
schemes, with the two-tailed probability of less than 0.00001 (p < 0:0001) for all the
methods.
4.5.2.2 Impact of Bandwidth
IEEE 802.11b protocol speci¯es 4 possible bandwidth or maximum available bit rate -
11Mbps, 5.5Mbps, 2Mbps and 1Mbps. Since the lower data rates use less complex and
more redundant methods of encoding the data, they are less susceptible to corruption
due to interference and signal attenuation. However, as the time to transmit a packet
increases with the decrease in bit rate, the probability of collision with packets in the
surrounding increases. This section analyzes the e®ect of power control when a lower
bit rate of 2Mbps is used. The other simulation settings are as in the previous section.
Average Energy Consumption: The average energy consumption per node is
shown in Table 4.9. The energy gains for the power control schemes as compared to
802.11 are indicated in brackets as percentages. All the reception-aware power control
schemes are observed to consume less energy than 802.11 for all network sizes with
this lower bit rate, saving up to almost 23% energy for some cases, and an average of
up to 12.1% with rec-aware powerCtrl, up to 12.6% for optimal rec-powerCtrl and up
to 23.5% for AoA. The overall gain is around 12-14% in the reception-aware schemes,
while an overall gain of up to about 18% is observed for powerCtrl.
# of nodes 802.11 powerCtrl rec-aware powerCtrl optimal rec-powerCtrl AoA
32 9.59 8.09 (15.02) 8.53 (11.51) 8.56 (11.31) 8.53 (11.63)
50 8.98 7.24 (18.06) 7.85 (12.11) 7.79 (12.58) 8.11 (9.49)
75 7.83 6.51 (17.29) 6.92 (11.20) 7.00 (10.81) 6.69 (14.12)
100 6.97 6.37 (7.68) 6.34 (8.25) 6.31 (9.05) 6.30 (9.17)
Table 4.9: Average energy consumption per node for 2Mbps bit rate.
Throughput and Latency: Although the average energy expenditure per node
is reduced for the power control schemes at the lower bit rate, it is observed thatPerformance Analysis 69
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Figure 4.11: Average energy consumption per node per successful packet for
2Mbps
the decrease in energy is partially due to the decreased throughput. The throughput
of the network is greatly reduced for all the power control schemes. AoA method
performs the best among the power control schemes, with the throughput closest to
that of 802.11 scheme while the powerCtrl scheme has the lowest throughput among
the 5 schemes. This shows that power control schemes experience a loss of packets,
causing the throughput to degrade from the baseline 802.11 case, but not having the
reception-awareness in the power control can cause further loss of packets. Figure 4.11
shows the average energy consumption per node for each successful packet sent. It
shows that although the average energy consumption is reduced for the power control
schemes, it is at the expense of packet delivery.
Some extra, detailed results for this section are included in Appendix B. It is ob-
served that the number of retransmissions are greatly increased for the power control70 RECEPTION-AWARE ROUTING WITH TRANSMISSION POWER CONTROL
schemes. The powerCtrl scheme performs the worst among these schemes, with an
increase in retransmission by almost 4 times that of 802.11 for the 100-node network.
As for the 11Mbps case, AoA has the least retransmissions among the power con-
trol schemes, while the other two reception-aware power control schemes have similar
performance to each other, with number of retransmissions between that of AoA and
powerCtrl schemes, but still show about 3 times increase in retransmissions. It can be
concluded here that the power control schemes perform badly, and most of it is due
to the large increase in retransmissions. Although a lower transmission rate means
less probability of packet corruption, it also means that as the transmission time of a
single packet increases, the probability of collision increases as well. The increase in
the number of hops due to the power control increases this collision probability even
further.
4.5.2.3 Impact of Packet Size
The probability of collision also increases with the increase in packet size, since the
time required for transmitting a packet increases with its size. In this section, a much
smaller packet size of 512 bytes is used to test if the reduction in packet size leads
to a decrease in collisions such that the e±ciency of the power control schemes is
increased. The other simulation settings are as in Section 4.5.2.1.
Average Energy Consumption: The average energy consumption per node is
shown in Table 4.10. Once again, the overall energy gains for the power control
schemes as compared to 802.11 are indicated in brackets as percentages. For some
runs, the power control schemes are seen to decrease the energy consumption as
compared to 802.11. The decrease is by up to 12.3% for powerCtrl, by 14.6% for rec-
aware powerCtrl, and optimal rec-powerCtrl and 14.09% for AoA case. Overall, all
the reception-aware power control schemes are found to consume less energy than the
network without power control for sparser networks, saving up to almost 7.4% for the
AoA case, while saving almost 6% for the other two. The powerCtrl scheme improved
by only about 0.1%. For larger network sizes, however, the energy consumption is
increased for all the power control schemes, except for AoA case, where it showed
a slight decrease in the energy consumption compared to 802.11. It is seen that inPerformance Analysis 71
# of nodes 802.11 powerCtrl rec-aware powerCtrl optimal rec-powerCtrl AoA
32 5.39 5.32 (0.05) 5.09 (5.96) 5.09 (5.96) 4.95 (7.43)
50 4.58 4.88 (-7.36) 4.61 (-1.22) 4.61 (-0.66) 4.55 (0.23)
75 3.60 4.58 (-26.25) 4.16 (-16.34) 4.19 (-16.36) 3.47 (3.09)
100 3.39 4.13 (-25.28) 3.78 (-12.83) 3.78 (-11.38) 3.12 (7.85)
Table 4.10: Average energy consumption per node
denser networks, there is actually a loss of energy of up to almost 16.3% for some
cases with rec-aware powerCtrl. The powerCtrl scheme is seen to have the greatest
loss among the power control schemes, with an overall loss of up to 26.3%.
 0
 0.002
 0.004
 0.006
 0.008
 0.01
 0.012
 0.014
 0  20  40  60  80  100
E
n
e
r
g
y
 
p
e
r
 
s
u
c
c
e
s
s
f
u
l
 
p
k
t
 
(
J
/
p
k
t
)
Time (sec)
nodes=32, PT(elec)=0.3, PT(elec)=0.1, 11Mbps
802.11
powerCtrl
rec-aware powerCtrl
optimal rec-powerCtrl
AOA
(a) 32 Nodes
 0
 0.005
 0.01
 0.015
 0.02
 0.025
 0.03
 0  20  40  60  80  100
E
n
e
r
g
y
 
p
e
r
 
s
u
c
c
e
s
s
f
u
l
 
p
k
t
 
(
J
/
p
k
t
)
Time (sec)
nodes=50, PT(elec)=0.3, PT(elec)=0.1, 11Mbps
802.11
powerCtrl
rec-aware powerCtrl
optimal rec-powerCtrl
AOA
(b) 50 Nodes
 0
 0.005
 0.01
 0.015
 0.02
 0.025
 0.03
 0  20  40  60  80  100
E
n
e
r
g
y
 
p
e
r
 
s
u
c
c
e
s
s
f
u
l
 
p
k
t
 
(
J
/
p
k
t
)
Time (sec)
nodes=75, PT(elec)=0.3, PT(elec)=0.1, 11Mbps
802.11
powerCtrl
rec-aware powerCtrl
optimal rec-powerCtrl
AOA
(c) 75 Nodes
 0
 0.005
 0.01
 0.015
 0.02
 0.025
 0.03
 0.035
 0.04
 0  20  40  60  80  100
E
n
e
r
g
y
 
p
e
r
 
s
u
c
c
e
s
s
f
u
l
 
p
k
t
 
(
J
/
p
k
t
)
Time (sec)
nodes=100, PT(elec)=0.3, PT(elec)=0.1, 11Mbps
802.11
powerCtrl
rec-aware powerCtrl
optimal rec-powerCtrl
AOA
(d) 100 Nodes
Figure 4.12: Average energy consumption per node per successful packet for
512 byte data packets
Throughput and Latency: The average throughput of the network is similar or
slightly less to that of the 802.11 case for the reception-aware power control schemes,
while powerCtrl shows a large decrease in throughput. Once again, the decrease in
throughput for the powerCtrl scheme is largely due to the absence of routes at the
originator of the packets. However, as observed in the previous section, the energy72 RECEPTION-AWARE ROUTING WITH TRANSMISSION POWER CONTROL
savings with this packet size is not signi¯cant for any of the power control schemes,
and infact consume more energy compared to the network without power control for
a denser network. As a result, the average energy required per successful packet (Fig-
ure 4.12) also increases for denser networks, while the sparse networks show similar
energy consumption per packet as that of the 802.11 case. The increase in energy
consumption is again due to the dramatic increase in the number of retransmissions.
The di®erence between this case and the case with larger packet size is that with the
same data rate, a greater number of packets is sent per second (nearly 700 packets
per node vs 200 packets per node for 2KB packets in 100 seconds is observed on
average). The collision probability increases as the number of packets transmitted
increases. Some extra, detailed results for this section are included in Appendix B.
4.5.2.4 Impact of Routing Packets
This set of simulations is run in order to test if the OLSR routing packets have a
signi¯cant impact on the packet transmissions and collisions. For this, hello and TC
packets of OLSR are generated for the ¯rst 15 seconds of the experiment (to provide
su±cient topology information at each node) and then stopped. The CBR °ows
are started after 20 seconds and are forwarded according to the routing information
previously gathered by OLSR. Similarly, the energy is measured only after 20 seconds.
The rest of the simulation settings are as in Section 4.5.2.1.
Average Energy Consumption: The average energy consumption per node is
shown in Table 4.5. Once again, the overall percentage energy gains for the power
control schemes as compared to 802.11 are indicated in brackets. All the reception-
aware power control schemes are found to consume less energy than the network
without power control for all network sizes, with saving of up to 21.2% for rec-
aware powerCtrl and optimal rec-powerCtrl and up to 25.4% for AoA. The overall
gain is up to about 13.7% for rec-aware powerCtrl and optimal rec-powerCtrl and
14.3% for AoA and decreases with the increase in number of nodes in the network.
The powerCtrl scheme consumes more energy than 802.11 scheme, increasing the
energy consumption by up to 26.4%. Thus, it is seen that the average gain in energy
consumption does not di®er much from the case where there are routing packetsPerformance Analysis 73
throughout the simulation, showing that routing packets does not have a large impact
on the overall energy consumption.
# of nodes 802.11 powerCtrl rec-aware powerCtrl optimal rec-powerCtrl AoA
32 2.61 2.97 (-10.78) 2.19 (13.10) 2.19 (13.10) 2.15 (14.26)
50 2.00 2.51 (-19.13) 1.82 (6.45) 1.82 (6.44) 1.81 (6.57)
75 1.52 1.93 (-26.35) 1.50 (-0.52) 1.49 (-0.01) 1.30 (10.84)
100 1.40 1.67 (-19.71) 1.37 (2.26) 1.38 (1.78) 1.34 (6.25)
Table 4.11: Average energy consumption per node - e®ect of routing packets
Throughput and Latency: Figure 4.13 shows the average energy consumption
per node per successful packet sent. This energy is less for the reception-aware power
control schemes in sparse networks while the powerCtrl scheme is found to consume
more energy per successful packet. However, as the network density increases, the e±-
ciency of all the power control schemes decreases, and the energy is actually greater for
the power control schemes than for 802.11 except for the AoA scheme. It is observed
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Figure 4.13: Average energy consumption per node per successful packet - e®ect
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that the number of retransmissions are still greatly increased for the power control
schemes. The powerCtrl scheme performs the worst among these schemes, with an in-
crease in retransmission by almost 10 times for the 100-node network. Similar to the
case with routing packets, the AoA has the least retransmissions among the power
control schemes. The rec-aware powerCtrl and optimal rec-powerCtrl schemes still
have similar performances, showing about 5 times increase in retransmissions. It is
observed that in the absence of the routing packets, the number of retransmission
have decreased overall for all the schemes. However, the trend of increase in retrans-
missions in the power control schemes as compared to 802.11 remains similar. It can
be concluded here that the decreased performance of the power control schemes is
still due to the large increase in retransmissions. Some of the detailed results for this
section are included in Appendix B.
Thus, although the OLSR routing packets a®ect the schemes evaluated here, the
general trend of data analyzed before is still seen in the absence of routing packets,
showing that the decrease in throughput and/or increase in energy consumption as
analyzed in earlier sections is not entirely due to the routing packets alone.
4.5.2.5 E®ect of Transmission and Reception Powers
In this section, we evaluate the e®ect of the transmission power used on the power
control schemes by changing the electronic power. The results of one of the settings
for the electronic power, where both PTelec and PRelec are taken as 0.25W, is discussed
next. Such a setting means that the ratio of total transmission power (electronic and
radio) and reception power is nearly 2:1 as opposed to nearly 6:1 in the previous
sections. The e®ect of using discrete radio power levels will be discussed at the end
of this section. The other simulation settings are as in Section 4.5.2.1.
Average Energy Consumption: The average energy consumption per node is
shown in Table 4.12. Again, the overall energy gains for the power control scheme
as compared to 802.11 are indicated in brackets as percentages. For some runs, the
energy consumption decreases by up to almost 20% for the power control schemes for
all network sizes when compared to the 802.11 scheme. But overall, all these schemes
consume more energy than 802.11, except AoA, particularly as the number of nodesPerformance Analysis 75
in the network increases. For the reception-aware power control schemes, a loss of
up to 27.5% is observed. The overall gain for AoA is up to about 11.3%, while a loss
of up to 38.14% is observed for the powerCtrl scheme. The energy di®erence to the
802.11 scheme increases with the increase in the number of nodes in the network.
# of nodes 802.11 powerCtrl rec-aware powerCtrl optimal rec-powerCtrl AoA
32 6.83 7.58 (-11.48) 7.15 (-2.10) 7.10 (-2.28) 6.03 (11.30)
50 6.04 6.70 (-17.34) 6.45 (-9.60) 6.32 (-5.54) 5.47 (7.70)
75 5.19 7.01 (-38.14) 6.54 (-26.81) 6.58 (-27.51) 4.92 (4.07)
100 5.04 6.51 (-33.58) 6.11 (-23.99) 6.22 (-25.46) 4.57 (8.36)
Table 4.12: Average energy consumption per node - e®ect of transmission power
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Figure 4.14: Average energy consumption per node per successful packet - e®ect
of transmission power
Throughput and Latency: Since the energy spent is higher, the average energy
per successful packet is observed to have increased for this case as seen in Figure 4.14.
In addition, the throughput also decreases slightly for the power control schemes
except for AoA case, where the throughput matches to that of 802.11. The power76 RECEPTION-AWARE ROUTING WITH TRANSMISSION POWER CONTROL
control schemes experience more retransmissions than 802.11, with up to almost 10
times increase in retransmissions for powerCtrl and almost 7-8 times for rec-aware
powerCtrl and optimal rec-powerCtrl. AoA shows an increase by up to about 2 times.
This shows that with this simulation setting, where the total transmission power
(radio and electronic) is closer to the reception power, the retransmissions can in-
crease dramatically, leading to a decrease in throughput as well as energy savings. The
increase in energy consumption is because, with these energy settings, the reception
cost per packet per node is higher than previous cases, while the transmission cost
is slightly decreased. As the number of retransmissions increases, each increase con-
sumes slightly less transmission power but can consume comparatively more reception
power, depending on the number of neighbors receiving this packet. Since only the
reception-aware cases include the electronic power consumptions in the recalculation
of neighborhood, the retransmissions change only for this type of schemes. As the
reception power increases (compared to transmission power), there is more in°uence
of the number of neighbors in the neighborhood recalculation. With this particular
setting, it is observed that the average number of symmetric neighbors per node af-
ter neighborhood recalculation decreases as compared to the previous section, and
thus increases the number of marked nodes, which leads to increased route lengths.
As discussed previously, this leads to an increase in the number of collisions. Some
detailed ¯gures and tables for this section are included in Appendix B.
Radio Power Levels
This section evaluates the power control scheme where a more realistic six discrete
power levels is used instead of allowing the nodes to transmit at any power (as many of
the power control protocols assume). The six power levels correspond to the reception
range of 50, 90, 130, 170, 210, 250 m respectively [58]. Figure 4.15 shows the average
energy consumed per successful packet for each node. It is observed that introduction
of the discrete power levels reduces the e±ciency of the power control schemes, since
the average energy consumed increases, while the throughput decreases and hence
the average energy per successful packet also increases in comparison to 802.11.Conclusions 77
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Figure 4.15: Average energy consumption per node per successful packet - dis-
crete transmission power levels
4.6 Conclusions
This chapter empirically evaluates a more realistic model of power control, where
the reception of packets at the neighboring nodes are also considered. It is observed
that power control schemes in general can reduce the energy consumption in sparse
networks. However, contrary to common beliefs, this improvement reduces in denser
networks where the schemes are shown to spend more energy than the 802.11 scheme
in many cases. Power control schemes give preference to several short hops to one
large hop, and so usually end up increasing the hop length of the paths, and con-
sequently increasing the probability of collisions of the packets. Particularly when
considering the number of nodes that are a®ected by each increase in hop length,
the e®ect of power control can end up being less bene¯cial. This is con¯rmed by the
increase in retransmissions observed for the power control schemes. Also, as shown78 RECEPTION-AWARE ROUTING WITH TRANSMISSION POWER CONTROL
in [31], due to the reduction in the information about the network topology with the
use of lower transmission powers, the energy savings of power control schemes can be
inadequate.
However, it is observed that in general, the reception-aware power control schemes
always outperform the powerCtrl scheme. Among themselves, the optimal rec-powerCtrl
scheme has a similar performance with the rec-aware powerCtrl scheme, with some
slight improvement in energy consumed and/or throughput in some cases. The AoA
method is found to have more cases where the energy consumption is decreased, while
the throughput remained comparable to the 802.11 scheme. Thus, it is concluded that
power control schemes can have a high energy consumption and/or low throughput
due to the increased probability of collision. The introduction of reception-awareness
into the power control model decreases this degradation in performance, but still does
not guarantee energy savings and increase in throughput.
Current power control techniques (see Chapter 2) usually either consider a network
with less load, or analyze the e®ect of changing the MAC layer or using separate
control channels. In this chapter, we analyze the e®ect that transmission power
control can have in realistic cases where the network load is higher and the underlying
protocol is IEEE 802.11b, which is commonly used for wireless ad hoc networks.
In the reception-aware schemes presented in this chapter, only the reception at
the one-hop neighborhood is considered. But when a packet is transmitted, all the
nodes within the carrier sensing range are a®ected. In reality, the model should
include all these nodes as the nodes within the interference area while recalculating
the topology. Although feasible in simulations, ¯nding the exact number of nodes
within the carrier sense is however non-trivial and may induce extra overhead and
costs in real deployments.
Moreover, power control techniques only control the topology of the network. The
performance of the schemes also depend on the route selection, which in the case of
OLSR is limited to the MPR nodes and their selectors. Further improvement could
only be achieved if these processes were also made power-aware.CHAPTER 5
Reception-Aware Routing for
Energy Conservation
5.1 Introduction
Most of the currently existing energy-aware routing schemes use a shortest path
routing with transmission power [6, 96], remaining energy [59, 105] and/or other
related factors [5] as the routing metrics. However, all of these schemes only take
care of the battery consumption of the nodes participating in a °ow. Using an
energy-e±cient route only for a particular °ow may increase the lifetime of the nodes
in that °ow, but does not guarantee that for the nodes surrounding the °ow. In
fact, the results in [59] conclude that the energy spent due to overhearing a®ects the
performance of energy-aware routing schemes. However, no e®ort has been made to
reduce this energy consumption, or include that to make routing decisions.
The ratio of energy required for transmission and reception is roughly around 1.5
as can be seen from Table 2.1, while for low power radios used in sensor networks,
the reception energy can actually be greater than the transmission energy [34]. In a
nutshell, the nodes that are overhearing the packets from one or multiple °ows are as
likely to exhaust their energy quickly as the nodes actually participating in the °ows.
Optimizing the overall energy consumption however is non-trivial. Using an
energy consumption model where a °ow can a®ect nodes up to H hops away, it
has been shown in [2] that ¯nding a simple unicast path that guarantees enough re-
maining energy locally at each node in the network is an NP-complete problem when80 RECEPTION-AWARE ROUTING FOR ENERGY CONSERVATION
reception (overhearing) energy is included as soon as H ¸ 1.
As de¯ned earlier, the network lifetime is the time when a wireless node runs out
of its battery since such a node can result in network partitioning and interruption of
ongoing communication. In this chapter, we consider routing metrics which are also
aware of the battery levels of the neighboring nodes which may be a®ected by the
°ows in the network. The metrics introduced also consider the number of potential
neighbors that are a®ected by the °ows and encourage the use of the paths that
reduce the total overhearing in the neighbors. We then examine the e®ect of using
such a metric on the network's lifetime as well as its throughput and latency.
5.2 Reception-Aware Energy E±cient Routing
Ideally, a routing protocol should be designed so that the nodes with little-remaining
battery use less energy for transmitting the packet, forward minimum tra±c, have less
chances of collision when sending a packet (so that retransmissions are minimized),
as well as have the least possible tra±c around them such that the energy spent due
to overhearing the packets is minimized. The existing routing techniques take into
account factors like remaining battery, total transmission power and current packet
loss, which have been shown to increase the network lifetime. Our routing scheme
improves on these techniques by including the awareness of the energy consumed due
to overhearing, which has been shown to be a large percentage of the total energy
spent in a network [59]. It includes routing metrics which are based on the number of
neighbors and their battery reserves such that the lifetime of the network is increased
by reducing the potential energy loss due to interference, collisions and overhearing
in the neighborhood.
5.2.1 Reception-Aware Routing Metrics
Like most of the existing energy-e±cient metrics, our metrics also use the battery
reserve of the node, but in addition, we include reception-aware parameters as well.
We assume that any node u is capable of measuring its residual battery energy
at any time. Let the current remaining battery at u be denoted by bc(u) and the
initial battery capacity be denoted by bi(u). The current Energy Reserve, B(u) isReception-Aware Energy E±cient Routing 81
the current battery level expressed as a percentage of the initial battery capacity
³
B(u) =
bc(u)
bi(u)
´
. Eth is the energy de¯ciency threshold. If B(u) < Eth;u is considered
to be energy de¯cient. D(u) denotes the number of neighbors of u which are energy
de¯cient, where D(u) · N(u). Then the cost function, C(u) can be expressed as:
C(u) = f
µ
1
B(u)
;
D(u)
N(u)
; N(u)
¶
(5.2.1)
The ¯rst term of Equation 5.2.1 considers the remaining energy of the node
through which the packet is to be sent, and ensures that the routing protocol avoids
nodes with small remaining energy reserves (refer to MBCR in Section 2.3.1). The
second parameter gives a measure of the number of neighbors of the nodes in the
path that are energy de¯cient and minimizes the chances of the ¯nal path passing
near a large number of energy-de¯cient nodes. This is important because the trans-
mission at a node can a®ect the energy reserves of all the neighbors of this node due
to overhearing of the packet. The ¯nal parameter measures the number of potential
interferences that can be made due to a °ow through this node. This parameter
also re°ects the number of potential interfering nodes, and hence the possibility of
collisions of its packets. Two speci¯c metrics based on the above cost function have
been adapted and tested separately in our study, which are described below:
1. Decision-based metric: For this metric, the metric itself is kept as purely
energy based, and so depends on the terms B(u) and
D(u)
N(u) as summarized by
Equation 5.2.2, where k is a constant, with k > 0.
C(u) =
1
B(u)
µ
1 + k £
D(u)
N(u)
¶
(5.2.2)
In case of a tie, the node with lower N(u) is chosen. After initial experiments,
the value of k is taken as Nexp, which is the expected number of neighbors per
node. Please note that this can be calculated if the maximum number of nodes
present in the network is known beforehand.
2. Combined metric: For this metric, the interference-aware term, N(u), is82 RECEPTION-AWARE ROUTING FOR ENERGY CONSERVATION
included in the metric itself to have a more direct e®ect on the energy-aware
routing. The cost metric is summarized by Equation 5.2.3.
C(u) =
1
B(u)
µ
1 + k £
D(u)
N(u)
+ j £ N(u)
¶
(5.2.3)
where k and j are constants, which after initial experimentation, are chosen to
be Nexp and 0.1 respectively.
The main aim of the routing scheme is then to choose the nodes which minimize
the total cost of the path ¦, which is given by
C(¦) =
X
8 u2¦
C(u) (5.2.4)
It should be noted that the actual interference goes beyond one hop and includes
all the nodes in the carrier sensing range of the node under consideration. The energy
consumption model when node u sends a packet to its neighbor node v is given by
Equation 4.2.2. However, it is non-trivial to ¯nd out the exact number of nodes in
the region between the reception and carrier sensing zones. An option is to include
two or three hop information and approximate that as the carrier sensing region, but
our initial experiments have shown that the extra energy spent due to the overhead
of including information for even two-hop nodes is similar to, or outweighs the saving
brought by including such granular information and hence is excluded.
5.2.2 Routing Protocol with Reception-Awareness
In this section, we evaluate the proposed cost function by modifying the OLSR routing
protocol, but the cost function can be adapted for any other routing protocol.
Firstly, in order to gather information about the neighbors, the hello packets in
OLSR are modi¯ed to include information about the current battery capacity and
the node cost of the node generating the hello packet. The modi¯cations required
for the hello packets are shown by the shaded areas in Figure 5.1. On receiving hello
packets from the neighbors, and according to its own current energy reserve, node u
is able to calculate B(u);N(u); and D(u) in Equation 5.2.1. The current cost Cc(u)Reception-Aware Energy E±cient Routing 83
Packet Length (16 bits) 
Packet Sequence Number (16 bits) 
Energy Reserve (16 bits) 
Node Cost (16 bits) 
 
Message 1 
 
Message 2 
... 
 
Message n 
 
Figure 5.1: Changed format for OLSR packets for reception-aware routing.
of this node u can then be calculated according to Equation 5.2.2 or 5.2.3.
The actual cost of the node is calculated using the exponential weighted moving
average method based on the previous cost value Cp(u) and the current cost Cc(u)
values as shown in Equation 5.2.5, where the smoothing factor, ¯, is a constant such
that 1 > ¯ ¸ 0.
C(u) = ¯ £ Cp(u) + (1 ¡ ¯) £ Cc(u) (5.2.5)
The cost information for each node is disseminated throughout the network with
the help of periodic TC packets. The TC packet headers are modi¯ed to include
the 16-bit cost for the node that generates the packet as well as for each entry in
the node list in the TC message. These packets are then °ooded throughout the
network through the selected MPR nodes. Thus, with the help of the battery and
cost information disseminated with the help of hello packets and TC messages, the
cost information about the (partial) nodes in the network are discovered. As in OLSR,
shortest path is now calculated, but using this energy cost as the routing metric. The
routing table is then updated.
In the remainder of this chapter, we study the e®ect of using battery reserves as
a cost in the network lifetime and observe how the reception-aware schemes that we
have introduced in this chapter compare to a routing protocol which is not energy or84 RECEPTION-AWARE ROUTING FOR ENERGY CONSERVATION
reception-aware.
5.3 Performance Analysis
This section gives a background for the simulation settings and the routing schemes
which were evaluated in order to justify the cost function presented in this chapter.
5.3.1 Simulation Settings
The reception-aware energy e±cient routing schemes have been implemented in ns-2
(with OLSR plugin [46]) to evaluate the e±ciency of the protocol. Like in the previous
chapter, 32 to 100 nodes are randomly placed in a square ¯eld of 1000m £ 1000m
with a default transmission radius of 250m. For each network size, 10 simulations are
run; for each run, 4 CBR °ows are generated for 500 seconds of the simulation time.
A cumulative SIR model is used (see Section 3.4.3). The parameters used have been
summarized in Table 5.1. The performance comparison of the following schemes have
been performed:
1. 802.11: This scheme consists of IEEE 802.11 type of nodes, running OLSR
without any energy-e±cient routing modi¯cations.
2. decision-eRouting: This is our reception-aware energy-e±cient routing based
on the decision-based routing metric given by Equation 5.2.2 above. In order for
the decision factor N(u) to have a more decisive role in the routing, instead of
using the actual value of B(u) for the calculation of the cost, a discrete battery
state indicator is used, where the value of B(u) depended on various thresholds
as shown below:
Actual value of B(u) Used B(u)
B(u) > Eth 1
Eth ¸ B(u) > 2=3 £ Eth 0.5 (1=B(u) = 2)
2=3 £ Eth ¸ B(u) > 1=3 £ Eth 0.33
1=3 £ Eth ¸ B(u) > 1=6 £ Eth 0.25
1=6 £ Eth ¸ B(u) > 1=12 £ Eth 0.2
1=12 £ Eth ¸ B(u) > 0 0.167
Hence, when there is no node under the energy de¯ciency threshold, the number
of neighbors is the deciding factor in the node cost. As soon as the node orPerformance Analysis 85
its neighbor becomes de¯cient, its cost increases and will keep increasing more
sharply as the energy approaches zero. Such a cost is sensitive to the number of
receptions when there is ample energy in the neighborhood, but is more sensitive
towards the remaining energy when the nodes become energy de¯cient.
3. eRouting: This scheme is the reception-aware energy-e±cient routing based
on the combined routing metric given by Equation 5.2.3.
In the graphs for performance analysis, the smoothing factor (¯) used is indi-
cated as ¯ (if not indicated, a smoothing factor of 0 is used).
Parameter Value
Number of Nodes 32, 50, 75, 100
Network Size 1000m £ 1000m
Packet Type CBR
Packet Size 2000 bytes
Data Rate 250kbps, 128kbps
Bandwidth 2Mbps
Frequency 2.472GHz
Propagation Model Two Ray Ground
Length of simulation 500 seconds
CBR start time 6 seconds
Number of °ows 4
RTS/CTS o®
PTelec 0.3W
PRelec 0.1W
PT(xy) 0.28184W
Default reception range 250m
Default carrier sensing range 550m
Hello packet interval 1 second
TC packet interval 5 seconds
Initial battery reserve, bi(u) 15J
Energy de¯ciency threshold, Eth 25%
Smoothing factor, ¯ 0.5, 0.25
Table 5.1: Simulation settings for energy-e±cient routing
The idle energy consumption has again been set to zero, while the electronic power
consumption is again taken as the di®erence between their manufacturer speci¯ed
values and the idle energy consumption as in the previous chapter. This makes sense
as we are primarily interested in the energy costs of transmissions and receptions.
5.3.2 Results and Analysis
This section presents the evaluation results of our energy-aware schemes as compared
to the original IEEE 802.11 based routing. The parameters of interest are primarily
the network lifetime, and the overall energy consumption of the nodes. In addition,
the e®ect of the schemes on the throughput and latency is also analyzed.86 RECEPTION-AWARE ROUTING FOR ENERGY CONSERVATION
5.3.2.1 Network Lifetime
Four main parameters are used as a measure of the lifetime of the network: the time
when the ¯rst node runs out of its battery, the total number of nodes that expire
during the simulation time (and thus the number of nodes remaining at the end of
the simulation), the network disconnection time and the connection expiry time.
The time when the ¯rst node in the network runs out of its battery can be an
indication of the network lifetime, since it may result in the disconnection of the
network as well as the interruption of an ongoing communication. During the 10
runs for each network density, the time when the ¯rst node depletes its battery is
longer for the energy-aware schemes when compared to the 802.11 scheme as shown in
Table 5.2. For eRouting, this increase is up to 60% and is around 13% in average. The
decision-eRouting scheme shows a similar improvement, with an increase of up to 70%
(about 14% in average). This improvement increases from the 32-node network case
to the 100-node network case, showing that the energy-aware schemes perform better
in denser networks in terms of the ¯rst node expiry time. In sparser networks, the
improvement is insigni¯cant or the time when ¯rst node ran out of its battery is even
decreased, showing that the overhead needed to dissemminate energy related costs
into the network is too high for the energy scheme to bring signi¯cant improvement
in such networks. In denser networks, there are more choices for the next hop when
one or more neighbors become energy de¯cient or when trying to use a next hop
neighbor with fewer interfering nodes, and hence the energy-aware schemes perform
better in such networks.
Figure 5.2 shows the average number of nodes that depleted their batteries dur-
ing the simulation time. It is seen that this number decreases signi¯cantly for the
energy-aware schemes when compared to the 802.11 scheme. Again the improvement
increases as the network becomes denser. It is observed that in most of the cases,
the nodes that run out of their batteries earliest lie in one of the °ows, and the °ows
cease when all the source nodes expire. Some of the nodes which are already low in
their battery reserves continue to deplete their batteries as the OLSR messages are
still being exchanged. However, all the energy-aware schemes perform roughly thePerformance Analysis 87
Nodes Scheme First dead Disconnection Final # Dead Connection Expiry
(sec) (sec) (sec)
32 802.11 80.00 85.44 6.9 108.10
eRouting 80.42 83.63 5.5 106.26
eRouting, ¯=0.25 79.80 83.21 5.7 109.02
decision-eRouting 79.31 84.10 5.4 107.96
50 802.11 78.53 393.51 7.6 108.39
eRouting 85.15 364.21 6.1 106.66
eRouting, ¯=0.25 87.75 409.85 6.2 107.35
decision-eRouting 85.35 417.20 6.7 105.66
75 802.11 76.18 - 7.3 110.25
eRouting 82.38 - 5.5 111.29
eRouting, ¯=0.25 82.51 - 5.7 110.68
decision-eRouting 82.12 - 6.1 109.83
100 802.11 84.89 - 7 123.44
eRouting 93.89 - 4.7 121.13
eRouting, ¯=0.25 92.73 - 4.9 121.85
decision-eRouting 94.29 - 5 119.87
Table 5.2: Average network lifetime
same, with similar number of nodes expiring on average during the simulations. It
should be noted that the curves in the ¯gure are averaged over the time in which
they are measured, and hence show the worst case result for that time. For example,
if for one of the ten simulation runs, the time that the ¯rst node dies is earlier for
an energy-aware scheme than the 802.11 scheme, the graph will show that the ¯rst
node dies earlier for this scheme, even though the time when the ¯rst node expires
has increased signi¯cantly in all the other nine runs.
As seen in Table 5.2, for all the schemes, the time when the network becomes
disconnected is greater than the time when the ¯rst node expires. However, the
disconnection time remains similar or improved for the 802.11 scheme when compared
to the energy-aware schemes in sparser networks. For 75-node and 100-node networks,
there is no disconnection during the entire simulation time of 500 seconds. This is due
to the fact that denser networks have more alternative paths and thus less chances of
getting disconnected. Since idle energy is not considered, when the °ows stop after
the sources run out of their batteries, the OLSR packet exchanges are not enough to
deplete the batteries of the remaining nodes to cause disconnection.
The table also shows the connection expiry time. This is the time when the last
packet is sent, which corresponds to the time when the last of the source nodes in
the network expires or becomes disconnected, so that data streams are no longer
being actively generated. For the remainder of the simulation time, the remaining
(alive) nodes participate in OLSR message exchanges only. It is observed that the88 RECEPTION-AWARE ROUTING FOR ENERGY CONSERVATION
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Figure 5.2: Average number of nodes expired during the simulation time
connection expiry time is comparable for the energy-aware schemes to the 802.11
scheme, improving slightly in some cases, and reducing slightly in the other cases.
5.3.2.2 Energy Spent
The average energy spent per node during the simulation is shown in Figure 5.3. The
energy spent is similar for all the schemes for the initial part of the simulation. It will
be shown in the next section that this time corresponds to the time when the data
°ows are active. After a certain point, the 802.11 scheme seems to be spending less
energy than the energy-aware schemes. But this merely happens because the energy-
aware schemes have a slightly higher °ow lifetime (time when all the °ows cease, and
no more packets are being sent or forwarded, more details in Section 5.3.2.3), which
contributes to the extra energy spent. Once the °ows stop, the energy consumed is
due to the OLSR packet exchanges among the remaining (alive) nodes. Again, thePerformance Analysis 89
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Figure 5.3: Average energy spent per node
#of Nodes Protocol Avg Energy Remaining %Remaining
32 802.11 4.569 30.458
eRouting 4.461 29.743
eRouting, ¯=0.25 4.328 28.854
decision-eRouting 4.443 29.619
50 802.11 4.925 32.834
eRouting 4.29 28.601
eRouting, ¯=0.25 4.268 28.451
decision-eRouting 4.349 28.993
75 802.11 4.928 32.851
eRouting 4.492 29.948
eRouting, ¯=0.25 4.539 30.261
decision-eRouting 4.543 30.285
100 802.11 5.797 38.647
eRouting 5.439 36.258
eRouting, ¯=0.25 5.506 36.704
decision-eRouting 5.428 36.187
Table 5.3: Average remaining energy in the nodes at the end of the simulation
di®erent energy-aware schemes show similar performance to each other, and only have
a slight di®erence in the percentage improvement compared to the 802.11 scheme.
The average remaining energy for the di®erent routing schemes are summarized in
Table 5.3.90 RECEPTION-AWARE ROUTING FOR ENERGY CONSERVATION
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Figure 5.4: Energy expenditure distribution of the nodes in a 100-node network
at the end of a simulation run
The energy distribution for a single test for a 100-node network at the end of
its simulation time is shown in Figure 5.4. It can be observed from this ¯gure that
the energy-aware schemes distribute energy more evenly, reducing the area where the
nodes are near or at the exhaustion of their battery lives (indicated by the black
regions). However, it should be noted that since these schemes have more alive nodes
at the end and send data for a longer time when compared to the 802.11 scheme,
the level of the average energy spent in the alive nodes are higher than in the 802.11
scheme.
5.3.2.3 Throughput and Latency
In this section, we analyze the performance of the energy-aware schemes in terms of
the data packets transmitted and received in the simulations. The total throughput of
the network for the di®erent network sizes averaged over the di®erent simulation runsPerformance Analysis 91
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Figure 5.5: Average total network throughput
#of Nodes Protocol Utility1 # of Packets Sent # of Packets Successful
32 802.11 0.097 155.757 110.002
eRouting 0.1 154.725 110.33
eRouting, ¯=0.25 0.099 156.611 111.813
decision-eRouting 0.1 155.107 109.299
50 802.11 0.16 106.864 66.902
eRouting 0.169 111.444 68.26
eRouting, ¯=0.25 0.165 110.026 69.084
decision-eRouting 0.17 109.534 66.738
75 802.11 0.202 72.034 51.705
eRouting 0.209 73.272 51.632
eRouting, ¯=0.25 0.209 72.823 51.517
decision-eRouting 0.217 72.995 49.904
100 802.11 0.19 61.24 53.84
eRouting 0.192 62.588 55.463
eRouting, ¯=0.25 0.191 62.475 55.306
decision-eRouting 0.2 62.406 53.903
1 Energy per successful packet
Table 5.4: Average throughput and utility of the nodes at the end of simulation
are shown in Figure 5.5. It is seen that the throughput of the network remains similar
for the initial part of the simulation. When compared to the time when the last data
is sent in the networks, it is clear that this time corresponds to the time when °ows
are active for 802.11. After this time, the throughput of 802.11 remains constant,92 RECEPTION-AWARE ROUTING FOR ENERGY CONSERVATION
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Figure 5.6: Average number of successful packets per node
while the throughput of the energy-aware schemes increases further, showing that the
lifetime of the °ows and hence the throughput is higher for the energy-aware °ows
as compared to the 802.11 scheme. Although the average connection expiry time
for the energy-aware schemes is similar or less than that of 802.11, the increase in
lifetime of the °ows means that for 802.11, by the time the last source expires, there
are no routes to the destination, so packets are dropped midway. But in the case of
the energy-aware schemes, alternate paths still exist after the last packets are sent,
so that these packets successfully reach the destination.
Table 5.4 also shows that the ratio of successfully received number of packets to
sent packets for the eRouting is slightly higher than the case where a smoothing factor
of ¯=0.25 is used. Locally adaptive routing metrics as introduced in this chapter can
cause large oscillations in the paths chosen for each °ow, since each of the nodes
in the most e±cient path spends energy with each forwarding of a packet and mayPerformance Analysis 93
not remain e±cient for the next topology update. The introduction of a smoothing
factor reduces such oscillations, but at the cost of reduced energy and/or throughput
e±ciency with the increase in the value of ¯.
The decision-eRouting scheme however is found to achieve less throughput than
the other schemes in many cases, most signi¯cantly for the 75-node network. This
occurs towards the ¯nal stages of the lifetimes of the °ows, suggesting that as the
nodes in the network start to become energy-de¯cient, their costs start to increase
drastically, thus requiring more drastic changes in the routes of the packets, which in
turn possibly increases the number of hops and thus the collision probability.
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Figure 5.7: Average latency per node
The number of successful packets (Figure 5.6) supports the above observations
about the throughput. Since energy-aware routing schemes increase the lifetime of the
network, more data is sent and successfully received by these schemes, thus increasing
the throughput. The averaged values for the number of packets sent/received, and94 RECEPTION-AWARE ROUTING FOR ENERGY CONSERVATION
energy per successful packet (utility) are summarized in Table 5.4.
Figure 5.7 shows the average latency of the °ows in the various schemes. The
latency of the energy-aware schemes is mostly slightly higher than the 802.11 scheme.
The 802.11 scheme uses the shortest path routing, and so consumes the least possible
amount of time for packet delivery. The energy-aware schemes use a more energy-
e±cient path, which is slightly longer than the shortest path in many of the cases.
Although the latency of the packets is increased for the energy-aware schemes, it is
still comparable and does not adversely a®ect the performance of the network.
5.4 Conclusions
This chapter mainly presents energy-aware routing schemes introduced with an aim of
increasing the lifetime of the network. Unlike other existing energy-aware schemes,
our scheme is not only aware of the remaining energy reserve of the node being
considered, but it also takes care of the interferences caused at or from the neighboring
nodes, in order to reduce the large percentage of energy consumed due to overhearing
of packets not meant for themselves. Consequently, each node attempts to minimize
the e®ect that its °ows have on itself as well as its neighbors.
The energy-aware routing schemes increase the lifetime of the network signi¯cantly
as the network gets denser (by around 13-14% on average for denser networks). Due
to the increase in the lifetime, more packets are sent and received, thus increasing
the throughput of the network. Sending more packets means spending more energy,
but overall, the energy-aware schemes also end up having fewer nodes with depleted
energy at the end of the experiment, showing that the energy-aware schemes make
better utilization of the battery resources.
The performance of these new schemes are somehow limited by our choice of
evaluation platform: the use of only MPR nodes for routing in OLSR limits the
choices of the energy-e±cient paths. A modi¯ed version of MPR selection was also
tested, but as shown in Section 2.4.2, the improvement brought is insigni¯cant since
the required initial step of MPR selection, which covers \single-parent" nodes, ends
up choosing most of the MPRs. This is veri¯ed by our initial results (which are not
included in this chapter).Conclusions 95
The energy savings brought by these energy-aware schemes can be improved by
putting the nodes in the sleep mode, which is very e®ective in reducing the overall
energy consumption of the nodes, particularly the energy spent due to overhearing of
the packets. However, controlling the sleep-awake pattern of the nodes is non-trivial,
and is out of the scope of this thesis.CHAPTER 6
Flow-Aware Routing for Improved
Lifetime
6.1 Introduction
The performance of wireless networks depends on various properties of the network,
such as the available bandwidth, energy reserves, tra±c load, congestion and chan-
nel access and allocation. However, the complexity of wireless networks is such that
these network parameters may be in con°ict with each other. Hence, any attempt
to optimize one parameter may prove counterproductive, and decrease the overall
performance of the network. Some of the existing protocols in wireless ad hoc net-
works are dedicated to providing QoS service, where a speci¯c performance level in
terms of some of the factors like bandwidth, delay or others are guaranteed, while the
rest of the protocols provide a best-e®ort routing, where one or more of these factors
are optimized for the best possible results, without any guarantees. In this thesis,
we have been focusing on providing best-e®ort adaptive routing which increases the
lifetime of the network. In the previous chapters, we have pointed out that in wireless
communication, unlike traditional approaches, a single communication can a®ect not
only the sender and the receiver, but also all the nodes within the communication
region of the sender. We have also shown that a routing protocol which takes care of
the energy consumption at these overhearing nodes can increase the lifetime of the
network, and by quite a substantial amount in many cases. It is however arguable
that the overhearing e®ect grows with the number of °ows in the network. While we98 FLOW-AWARE ROUTING FOR IMPROVED LIFETIME
had considered the number of neighbors of a node as an indicator of the interference
the node can create, with the increase in the number of °ows passing through this
node, the interference increases by a similar ratio as well.
In this chapter, we show how reception-awareness can be easily extended to in-
clude °ow-awareness. We further investigate routing based on current network state
information and study whether some knowledge of the existing °ows in the local neigh-
borhood can help make an informed decision about the next hop for routing such that
the network lifetime can be increased. We ¯rst discuss how we can use SIR and the
energy consumption model in Chapter 3 to study whether a more tra±c-conscious
routing scheme works better in improving the energy-e±ciency of the network. A
cost based on locally available information about °ow and neighborhood is then eval-
uated. We then evaluate these schemes by comparing them with the performance of
eRouting when the number of °ows in the network increases. We will show that the
network lifetime increases with a °ow-aware routing for denser networks, at the cost
of a slight decrease in the network throughput.
6.2 Using Flow Information for Routing
Reception-awareness in this thesis so far has accounted for the number of one and
two-hop neighbors of a node while routing, in order to penalize the use of nodes which
can cause a large amount of overhearing in the neighborhood. It is however important
to note that the interference caused by a node is relative to the °ow passing through
it. When the routing packets are ignored, a node with a large number of neighbors
without any °ow passing through it will cause no interference, while a node with
small neighborhood and a large number of °ows can cause more damage due to the
interference. Thus, besides being conscious of the battery level of the nodes, and the
size of the neighborhood, monitoring the °ows passing through and near a node can
give a more accurate measure of the network status for determining if a node should
be used for a °ow or not. With the knowledge of the tra±c in the network, re-routing
can be done in order to have less nodes spending energy due to overhearing (route
through a sparser neighborhood) and to avoid a single node from accepting the load
of too many °ows.Using Flow Information for Routing 99
6.2.1 Measuring Tra±c in the Neighborhood
SIR: In theory, a good instantaneous measurement of the link quality between two
nodes can be acquired by monitoring the SIR or the Bit Error Rate (BER) at the
receiver, and hence can give an estimation of the tra±c, as well as the loss rate in
the channel around a node. For example, the channel state can be derived from
the SIR or BER measurements and can be classi¯ed as being good or bad (or good,
bad and medium [4]). The di±culty with this measurement is however that it can
be done only at the receiver, and not at the sender where the decisions about the
next hop for the packets to be sent are made. The only parameters available to the
sender are properties like packet loss rate or the retransmission count for a particular
receiver, which can help the sender to decide which node to route through. The
number of retransmissions actually gives an indication of the number of collisions
at the receivers, and hence an indication of the current status of the channel at
the receiver. The packet loss rate, which measures the number of packets dropped
due to the retransmission limit being exceeded or due to the queue being full, can
also give a probability of a packet being sent successfully. But these measurements
can be inaccurate, for instance, when the retransmissions are occurring due to the
interference at the sender itself, which can cause the ACK packets to get lost.
In order for the sender to have a more precise knowledge about the channel sta-
tus at the receivers, the SIR/BER values at the receiver need to be fed back to the
sender with the help of periodic hello or similar packets. A combination of the in-
formation periodically obtained from the receiver and that measured locally (with
loss/retransmission rate) can then be used to make more informed routing decisions.
Periodic however means that it is not enough for the receiver to send instantaneous
measurements, since the characteristics of the wireless link changes frequently and
abruptly due to mobility, fading and contention. Some discrete sampling and averag-
ing of the SIR/BER are required, such that this sample can give an estimate of the
relative channel conditions during that interval. Still, averaging SIR may not give an
accurate overview of link status, specially when there is random bursty tra±c/noise,
which can result in large °uctuations in SIR. The inaccuracy in SIR measurement100 FLOW-AWARE ROUTING FOR IMPROVED LIFETIME
in real networks can also occur, mainly due to defects in wireless devices. Even the
assumption that SIR is always meaningful as an indication of the relative channel
quality is not always correct in real networks. For example, it was shown in [52]
that SIR is a poor indicator of the packet delivery rate when signi¯cant multipath
is present. It was observed that SIR measurement in simulations also su®er from
abrupt changes (speci¯cally in the absence of a background noise) when short hello
packets are exchanged. A number of discrete measurements of minimum SIR, used
to classify the link status as good or bad for a hello interval, was also observed to be
an inaccurate measurement of the actual link status.
Flow Count: Due to this inaccuracy in measuring SIR, the number of °ows passing
through a node is used in this chapter as an alternative measure of the tra±c condi-
tions in the node. The averaged value of this number for a node and its neighbors over
a period can give a good estimation of the tra±c conditions around the node. The
neighbors may broadcast information about their °ows periodically in hello packets
to enable this measurements. It should be noted that the use of number of °ows is
valid only when the number of bytes sent or received is of the same order for each °ow.
It is possible to send the total number of the bytes being sent/received instead, but
this does not give any information about the number of °ows interfering/contending
with each other and also needs more overhead than when sending information about
number of °ows. In the next two sections, we ¯rst evaluate the lifetime of the network
when energy consumption at a node due to °ows in and around it, is used to make
routing decisions. Here, we assume that the packet size is the same, so that only
the information about the number of °ows in the neighborhood is su±cient to calcu-
late the energy consumption. Then, we show that by utilizing only local knowledge
about the number of °ows and the neighborhood size as a metric, the improvement
in network lifetime is very close to the case when using more granular metric based
on energy due to the number of °ows in the neighborhood.
6.2.2 Approximating Energy Consumption due to Flows
In this section, we use the energy model given by Equation 3.3.1 to approximate the
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requires accurate information about the number of °ows in the entire carrier sensing
region as well as detailed information about the °ows like the size of the packets.
We have made as few assumptions as possible in order to be able to evaluate the
worst-case applicability of the model in realistic wireless ad hoc network applications.
Firstly, as mentioned before, the packet size is the same for all the °ows.
k nodes before
ﬂow f
v
u
l nodes after
Figure 6.1: E®ect on node u due to node v in °ow f
Then, in order to simplify the equation, we assume that the node under consid-
eration, u is neither a source nor a destination of a °ow (such that both k and l in
Equation 3.3.1 are greater than 0 for all °ows). This reduces the equation to:
Eu=v = 1v=u(ETack + ETpck) + 1v6=u(ERack + ERpck) (6.2.1)
Note that this assumption is an upper bound in the energy consumption due to the
°ows in a node, and hence represents a worst case scenario. Now, if F(u) is the
number of °ows passing through node u, and Fi(u) is the number of °ows in the
nodes in u's carrier sensing region, then the equation is further reduced to:
Eu = F(u) £ (ETack + ETpck) + Fi(u) £ (ERack + ERpck) (6.2.2)
Note that since the assumption is that the °ows do not start or end at node u,
Fi(u) includes the F(u) °ows that are continued before and after node u.
We also assume that this number of °ows in the carrier sensing range is approx-
imated by the number of °ows in the one-hop neighborhood N(u) and the two-hop
neighborhood N2(u). Our simulations show that the large overhead required to col-
lect information about three hops and beyond is not justi¯ed by the improvement102 FLOW-AWARE ROUTING FOR IMPROVED LIFETIME
brought about by the knowledge of such information. Additionally, ¯nding the exact
carrier sensing region is a non-trivial task. Moreover, since some of the two-hop nodes
may already be in the one-hop neighborhood, only its strict two-hop neighborhood
N2s(u) is considered.
Then, the total energy at node u due to the °ows in and around it is given by
Eu = F(u) £ (ETack + ETpck)
+ [
X
v2N(u)
F(v) +
X
w2N2s(u)
F(w) ] £ (ERack + ERpck) (6.2.3)
In order to make the routing more conscious about the energy consumption in
the constituent nodes of the routes, this energy consumption measurement, in com-
bination to the node's battery reserve B(u), is then used as a routing metric. Hence,
the cost can be calculated as shown in Equation 6.2.4.
Cost =
1
B(u)
(1 + Eu) (6.2.4)
With this cost, Eu measures the e®ect of the °ows in the node and its surroundings
have on node u itself, while B(u) avoids nodes with low battery reserves. If the
battery reserve is high, even if the average energy consumption rate is more, the cost
stays lower, but as the remaining energy decreases, the energy consumption rate has
more e®ect, discouraging routing through nodes which already have a large number
of °ows a®ecting their energy consumption.
For evaluation purposes and consistency, we once again revert to the OLSR pro-
tocol. Each node keeps track of the average number of °ows passing through it and
sends this number in the hello packets. On receiving this number from its neighbors,
each node u then calculates its cost based on Equation 6.2.4, which is distributed
throughout the network with the help of hello and TC messages.
6.2.3 Using Local Flow-Awareness for Routing
Instead of sending the °ow information in the hello packets, in order to evaluate the
reception-aware cost, the routing protocol in this section aims to reduce the interferingUsing Flow Information for Routing 103
receptions due to the °ow locally. For this, each node locally calculates the number
of interfering receptions it can trigger. This number is given by the total number
of °ows passing through it, multiplied by the total number of its one-hop and strict
two-hop neighbors. For this type of cost, the number of °ows does not need to be sent
to the neighbors because the cost will be calculated locally according to the number
of °ows in the node itself. So the cost is proportional to F(u) £ (jN(u)j + jN2s(u)j).
In order to discourage the °ows from passing through heavily used nodes in terms of
its battery consumption as well as the number of °ows it is forwarding, the cost also
needs to be aware of the battery reserves of the nodes being considered. Hence, the
energy-aware °ow-based cost could be:
cost =
1
B(u)
[1 + k £ F(u) £ (jN(u)j + jN2s(u)j)] (6.2.5)
where k is a constant such that k > 0.
However, it was found through simulations that the performance of including
granular details like the size of the entire two-hop neighborhood increases the cost
factor of a node unnecessarily without bringing any further improvement, whereas
the one-hop neighborhood is enough to re°ect the tra±c conditions around the node.
Hence, the ¯nal equation for the °ow-based routing metric is given in Equation 6.2.6
below.
cost =
1
B(u)
[1 + k £ F(u) £ jN(u)j] (6.2.6)
In this type of cost, the node calculating the cost is more aware of what is hap-
pening in the neighborhood, and how its transmissions can a®ect these neighbors.
Due to the parameter N(u), nodes with fewer neighbors are encouraged. In addition,
F(u) favors nodes with less °ows, while the use of B(u) discourages the nodes with
low energy reserves.
For the evaluation of this protocol, only the routing costs of the nodes need to be
disseminated through the network; we again choose OLSR's hello and TC packets for
this purpose. The actual parameters needed to calculate a node's cost are measurable104 FLOW-AWARE ROUTING FOR IMPROVED LIFETIME
at the node itself and are routing protocol independent. For example, N(u) can be
calculated by the number of nodes from which hello packets have been received, while
B(u) and F(u) are measurable from monitoring the node's battery status and the
number of source-destination pairs for the packets it forwards respectively.
6.3 Performance Analysis
The evaluation of the cost functions are again performed through simulations, with
most of the simulation parameters similar to the previous chapter. However, to evalu-
ate the e®ect of number of °ows on the cost metric, the number of °ows per simulation
run is varied. More detailed simulation settings and the results are described next.
6.3.1 Simulation Settings
The °ow-aware energy-e±cient routing schemes have been evaluated with the help
of the ns-2 simulator with the OLSR plugin [46]. As with previous experiments, 32
to 100 nodes are randomly placed in a square ¯eld of 1000m £ 1000m. For each
network size, 10 simulations are run for 200 seconds, each with 4 to 12 CBR °ows.
The parameters used are summarized in Table 6.1.
Parameter Value
Number of Nodes 32, 50, 75, 100
Network Size 1000m £ 1000m
Packet Type CBR
Packet Size 2000 bytes
Data Rate 250kbps
Bandwidth 2Mbps
Frequency 2.472GHz
Propagation Model Two Ray Ground
Length of simulation 200 seconds
CBR start time 6 seconds
Number of °ows 4, 8, 12
RTS/CTS o®
PTelec 0.3W
PRelec 0.1W
PT(xy) 0.28184W
Default reception range 250m
Default carrier sensing range 550m
Hello packet interval 1 second
TC packet interval 5 seconds
Initial battery reserve, bi(u) 15J
Energy de¯ciency threshold, Eth 25%
Table 6.1: Simulation settings for °ow-aware Routing
In order to assess the e®ect of tra±c on the routing protocols, the performance
of 802.11 and eRouting schemes as evaluated in the previous chapter are tested forPerformance Analysis 105
higher number of °ows. Then, the performance is compared to that of the following
°ow-based schemes carried out in the presence of di®erent number of °ows:
1. e-°owRouting: This routing scheme uses the current battery reserve, and the
energy consumption due to the °ows in the node as well as its neighborhood
as its routing metric, as discussed in Section 6.2.2. The values of the energy
consumed for the di®erent packet types are calculated as in Section 3.4.2. The
total time needed to transmit a 2KB data packet is 8.382ms (0.19ms + 8.19ms),
while the ACK packets still take 0.304ms. The transmission power has a value of
0.58184W, since it is the sum of the electronic transmission power consumption,
PTelec and the power ampli¯er consumption PT(xy). The power consumption due
to reception is given by the PRelec of 0.1W. Hence the various elements for energy
are:
ETpck = 0:58 £ 8:38 £ 10
¡3 = 4:877 mJ; ERpck = 0:1 £ 8:38 £ 10¡3 = 0:838 mJ
ETack = 0:58 £ 304 £ 10
¡6 = 0:176 mJ; ERack = 0:1 £ 304 £ 10¡6 = 0:030 mJ
2. °owRouting: This is the °ow-based routing, based on the cost in Equa-
tion 6.2.6. The value of 0.1 is used for the constant k. As mentioned above,
this cost does not require nodes to send any information about their °ows or
battery level to other nodes in the network.
6.3.2 Results and Analysis
This section presents the evaluation results of our °ow-based metrics as compared to
the eRouting scheme and the original IEEE 802.11 based routing. The parameters
of interest, as in the case of eRouting, are the network lifetime, the overall energy
consumption of the nodes, and the e®ect of the protocols on the throughput and
latency.
6.3.2.1 Network Lifetime and Energy Consumption
As mentioned in the previous chapter, the lifetime of the network is de¯ned as the
time when the ¯rst node in the network runs out of its battery. This measurement106 FLOW-AWARE ROUTING FOR IMPROVED LIFETIME
was made for all the four routing protocols being evaluated, and the average results
are shown by the left hand-side graphs in Figure 6.2 and also in Table 6.2. It is
observed that for all the three energy-aware schemes (eRouting, °owRouting and e-
°owRouting), there is an increase in the network lifetime with the increase in the
number of °ows in the network, except for the 32-node network. In the 32-node
network, too few alternatives for routes are present, since the network is sparse.
Hence, as the number of °ow increases, 802.11 remains simple, yet robust for such
sparse networks, while energy-aware schemes often do not choose better paths due to
the lack of alternatives.
It is observed that for eRouting, the increase in the network lifetime as observed
in the previous chapter is maintained with the increase in the number of °ows in
the network, again except for the 32-node network. However, the °ow-based routing
schemes are found to increase the lifetime further in most of the cases, particularly
in denser networks with higher number of °ows, while the lifetime is similar to that
of eRouting in sparser networks. For example, in the presence of 12 °ows, eRouting
brings about an increase in the lifetime of only about 3%, while the °ow-based schemes
increase the lifetime by about 10%. When comparing between the two °ow-based
routing schemes, it is evident from Figure 6.2 that the improvement in the lifetime
due to the two schemes are closely matching each other, with the °owRouting slightly
increasing the lifetime compared to e-°owRouting in denser networks with higher
number of °ows.
A major side-e®ect of nodes expiring is the increased possibility of network dis-
connection. It is observed that in general, the network disconnection time remains
similar for all the schemes, with a di®erence of 1-5 seconds in most cases. The °ow-
based routing is found to slightly increase the disconnection time in some cases, while
for most of the others, 802.11 is observed to have a slightly higher disconnection time
than the other schemes.
If the assumption is that there is a continuous °ow going on, as was used in the
simulations in this thesis, an equally important measure of the network lifetime is
the connection expiry time. This is the time when the packet generation for a °ow
in the network stops due to the source depleting its battery, or due to the lack of aPerformance Analysis 107
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Figure 6.2: Network lifetime and connection expiry times
route (because of disconnection). In order to measure the worst case scenario, the
average time when the ¯nal °ow in the network expires is presented in Figure 6.2
and Table 6.2. It is observed that this expiration time is slightly higher (up to nearly
10 seconds) or similar to 802.11 in almost all of the cases for the °ow-based routing,
while eRouting has a lower connection expiration time than 802.11 in a few cases.108 FLOW-AWARE ROUTING FOR IMPROVED LIFETIME
Node Expiry Time Connection Expiry Time
Nodes Scheme 4 Flows 8 Flows 12 Flows 4 Flows 8 Flows 12 Flows
32 802.11 80.001 76.189 83.331 108.104 112.547 121.725
eRouting 80.417 77.476 80.293 106.261 115.302 122.322
°owRouting 79.510 76.597 79.978 109.124 114.412 127.559
e-°owRouting 80.393 76.282 82.584 115.766 114.812 126.376
50 802.11 78.530 78.911 77.678 108.391 123.473 127.815
eRouting 85.148 81.689 84.873 106.660 126.396 128.207
°owRouting 88.467 85.393 84.087 107.342 124.559 128.269
e-°owRouting 87.407 86.544 84.899 108.409 126.119 129.725
75 802.11 76.184 76.607 78.112 110.247 127.253 133.714
eRouting 82.380 82.475 80.806 111.289 126.919 132.907
°owRouting 84.481 86.043 85.812 117.356 129.277 136.426
e-°owRouting 83.603 84.983 84.393 119.730 128.554 137.198
100 802.11 84.886 82.240 81.572 123.436 123.467 132.797
eRouting 93.886 84.483 84.339 121.132 123.826 132.625
°owRouting 93.699 84.053 85.310 124.405 128.407 135.915
e-°owRouting 95.290 84.158 84.068 121.420 126.202 135.027
Table 6.2: Network lifetime - average node and connection expiry times (sec)
Nodes Scheme 4 Flows 8 Flows 12 Flows
32 802.11 33.326 25.249 16.213
eRouting 32.996 23.476 15.264
°owRouting 31.335 22.921 13.338
e-°owRouting 30.899 23.513 13.986
50 802.11 38.463 23.744 17.114
eRouting 34.684 20.011 14.550
°owRouting 32.727 18.426 13.848
e-°owRouting 31.947 17.402 12.860
75 802.11 42.747 26.382 16.696
eRouting 40.384 23.218 15.371
°owRouting 37.439 19.215 11.013
e-°owRouting 36.745 19.412 11.776
100 802.11 49.909 28.769 17.677
eRouting 48.013 27.764 16.458
°owRouting 46.872 24.031 14.310
e-°owRouting 46.519 24.392 14.414
Table 6.3: Average of ¯nal remaining energy reserves (%)
In terms of energy consumption, like in the previous chapters, all the energy-
aware schemes consume similar amount of energy as the 802.11 scheme while the
connections in 802.11 remain active. Since the connections last slightly longer for the
energy-aware schemes, the energy consumption increases even after the connections
expire in 802.11. For the same reason, the °ow-aware schemes have a higher ¯nal
energy consumption than eRouting. The average percentage of remaining energy is
shown in Table 6.3. It should again be noted that even after the expiration of the
°ows, the OLSR packet exchange is continued among the remaining nodes, hence
consuming more energy.
In conclusion, the °ow-based routing shows a better performance in terms of
the network and connection lifetime, and the improvement is slightly ahead of thosePerformance Analysis 109
brought about by the eRouting scheme as well. Among the °ow-bases schemes, the
flowRouting scheme performs slightly better, with higher increase in the network
and connection lifetime, particularly in denser networks with higher number of °ows.
Applying energy-aware schemes however is shown to be not favorable for sparser
networks with high network load, mainly due to the lack of alternative paths for the
energy-aware routing.
6.3.2.2 Throughput and latency
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Figure 6.3: Average delivery ratio
The average packet delivery ratio for the various schemes is shown in Figure 6.3
and summarized in Table 6.4. It is seen from the ¯gures that in general, the delivery
ratio of the energy-aware schemes is slightly reduced in comparison to 802.11, with
the di®erence higher for the °ow-based schemes. It is observed that the reduction in
the throughput is mainly due to the °uctuations in the routes, as the nodes recal-110 FLOW-AWARE ROUTING FOR IMPROVED LIFETIME
culate their costs locally at each hop and redirect the packets to what they see as
an energy-e±cient next hop. Due to the highly dynamic nature of wireless networks,
the information on which the routing is based is also rapidly changing, and hence
results in frequent °uctuations in the routes. An application of a smoothing factor ¯
to the node costs shows a better delivery ratio, although it still does not hugely out-
perform 802.11 (see Figure D.10 and Table D.1 in Appendix D). As expected, with
the application of the smoothing factor, the improvement in the network lifetime are
not as pronounced as the case where the exact calculated costs are used at all times.
Source routing and resource reservation (which may also need the participation of the
source) are other ways of resolving these path oscillations further, but at the cost of
limiting the improvements brought about by the locally adaptive decisions required
by these cost metrics. However, as can be seen from the ¯gures and the averaged
values in the table, the delivery ratio does not decrease drastically for any of the
energy-aware schemes, and remain within a reasonable di®erence.
Delivery Ratio (%) Latency (msec)
Nodes Scheme 4 Flows 8 Flows 12 Flows 4 Flows 8 Flows 12 Flows
32 802.11 58.013 26.355 17.985 2062.600 3623.300 4164.800
eRouting 56.706 25.411 17.645 2208.820 3711.650 4109.590
°owRouting 57.038 25.183 18.047 2329.640 3690.620 4109.850
e-°owRouting 55.777 25.385 18.531 2182.110 3677.290 4039.320
50 802.11 59.504 25.287 23.629 2489.820 5282.200 4605.120
eRouting 59.420 26.900 21.413 3251.980 5667.470 5294.820
°owRouting 57.406 25.173 21.623 3764.880 6417.690 5294.260
e-°owRouting 56.024 24.882 21.122 3771.440 6326.680 5652.120
75 802.11 71.487 37.645 24.730 2251.920 5028.130 6026.840
eRouting 69.743 34.488 23.355 2441.760 5242.340 6182.860
°owRouting 64.567 31.009 22.094 3605.690 6791.760 7631.880
e-°owRouting 66.456 33.160 22.943 3123.090 6114.610 6898.160
100 802.11 86.076 46.565 30.281 1265.780 3705.790 4896.870
eRouting 86.923 46.832 29.596 1325.830 3525.710 4696.160
°owRouting 84.001 43.950 27.857 1635.450 4178.340 5812.960
e-°owRouting 84.236 45.252 28.645 1556.460 4218.760 5481.060
Table 6.4: Average delivery ratio (%) and average latency (msec)
In average, the latency of the packets is higher for the energy-aware schemes,
especially near the connection expiry time, when the number of energy de¯cient
nodes are higher, such that these routing schemes more actively choose longer paths
with more hops in order to use more energy-e±cient routes. The average latency
of the various schemes have been shown in Table 6.4. The latency is observed to
be higher for denser networks, mainly because these networks have more alternatePerformance Analysis 111
routes to choose from, and hence for the energy-aware schemes, the nodes have higher
chances of taking longer, more reception energy-e±cient paths. The increase in the
number of hops however also increases the probability of collisions, and hence has
contributed to the decrease in the throughput of the energy-aware schemes as well.
6.3.2.3 E®ect of Mobility
The simulations presented until now in this thesis have been done only for static
networks. Even in static networks, it was noticed that the channel conditions varied
frequently due to the presence of routing and data tra±c. For the sake of com-
pleteness, in this section, we present the simulation results for the routing protocols
presented here, in the presence of mobility. Since random waypoint mobility model
has been the most widely accepted mobility model in the MANET community, the
simulations based on this mobility model are presented next.
The settings used for the simulations are similar to the settings in Table 6.1
presented above. Any new settings are presented in Table 6.5 below. As shown,
only one network and °ow size was randomly chosen and tested. The initial network
state, as well as the °ows generated between the nodes are similar to the case without
mobility for that network and °ow size. The mobility scenario was generated using
the mobility generation tool at [69].
Parameter Value
Number of Nodes 50
Number of Flows 8
Mobility Model Random Waypoint
Node Velocity 0 - 20 m/sec
Pause Time 2 seconds
Table 6.5: Simulation settings for energy-e±cient routing
The averaged simulation results of the 10 runs for mobile scenario is presented in
Figure 6.3.2.3 and Table 6.6 shown below.
With Mobility Without Mobility
Scheme NET CET Delivery Ratio NET CET Delivery Ratio
802.11 89.080 137.470 18.200 78.911 123.473 25.287
eRouting 87.090 142.350 19.970 81.689 126.396 26.900
°owRouting 90.610 134.290 18.390 85.393 124.559 25.173
e-°owRouting 90.430 146.190 18.710 86.544 126.119 24.882
Table 6.6: E®ect of mobility on a 50-node network with 8 °ows112 FLOW-AWARE ROUTING FOR IMPROVED LIFETIME
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Figure 6.4: E®ect on mobility
It can be seen in these results that the introduction of mobility in the network
does not drastically change the general e®ect of the routing protocols introduced in
this thesis, as was seen in the previous sections/chapters. The improvement in the
Node Expiry Time (NET) is not as pronounced as in the case without mobility, with
maximum gain of only about 1.7%, which is observed for °owRouting. For the same
scheme, the CET is however less when compared to 802.11, and the gain in delivery
ratio is also the least (about 1% only). However, the e-°owRouting shows a close
increase in NET to the °owRouting scheme, while introducing a much higher gain
in CET by 6.3% on average. It also increases the delivery ratio, and shows a gain
of almost 3%. The eRouting scheme does not bring any increase in the node expiry
time, but shows a gain in CET and delivery ratio by 3.6% and 9.7% respectively.
In conclusion, in the presence of mobility, the time when the ¯rst node runs out
of its battery is comparable to that of the 802.11 scheme. Introduction of mobility
increases the °uctuations in the network status, and since the neighborhood might
be constantly changing, the information collected about the neighborhood maybe
quickly outdated. Any routing decisions depending on such information may thus
su®er with wrong choice of paths. However, the low gain in node expiry time is
compensated by the increase in connection expiry times, and hence the protocols still
succeed in general increase in the network lifetime. In addition, while delivery ratio
was su®ering in the static networks in the case of the °ow-based routing schemes,
packet delivery is actually observed to increase in presence of mobility.Performance Analysis 113
6.3.2.4 E®ect of Routing Protocols
Reactive verses proactive protocols: All the simulations in this thesis have been
based on OLSR, which is a proactive protocol. The main basis for using a proactive
protocol was the need of disseminating the most recent routing related information
about the nodes in a periodic basis, which is already supported by proactive pro-
tocols. However, the schemes suggested are not limited to proactive protocols, and
can be adapted by any reactive protocol as well. For example, AODV already sup-
ports periodic hello messages in addition to the reactive route discovery mechanism.
Nevertheless, studying the impact of our schemes on reactive protocols will require a
complete study to guarantee that all parameters are set to the best possible settings as
theses are quite di®erent for each protocol. This unfortunately would require a study
of similar size (and require similar time for completion) to this thesis to provide a
complete and accurate report. Hence, instead of reporting incomplete (thus possibly
misleading) results for reactive protocols, we refer to some existing and preliminary
works that demonstrate the level of work required for a full analysis.
For instance, in [41] authors use neighborhood information to better utilize network
resources for routing purposes. A °ow-redirection protocol is presented, where mul-
tiple disjoint paths are calculated at the source, and the decision for the actual path
is based on, besides other factors, the number of neighbors of the nodes. Number of
neighbors is related to the energy waste due to reception, and hence disjoint paths
with lowest number of neighbors which are overlapping two nearby °ows are preferred.
The evaluations are made with the help of changes to the DSR protocol, and it is
shown that the nodes take longer time in average to deplete their energy resources.
In [74], energy e±ciency is achieved in case of AODV protocol, by fragmenting the
messages into optimal sizes determined by the current channel conditions. Although
the number of °ows are not measured, bit-error rate in each link is used, which is
an alternate method for measuring channel conditions, as described previously in
this chapter. Instead of improving on the unicast routing, the work in [117] mini-
mizes the control overhead of AODV by using a probability of forwarding the routing
packets based on the node's neighborhood, with the nodes in denser area discouraged114 FLOW-AWARE ROUTING FOR IMPROVED LIFETIME
to forward the routing packets to discourage overlapping retransmissions. Cross-
Layer Forwarding Strategy (CLFS) [89] suggests improvement on AODV, with IEEE
802.11e MAC protocol (EDCA) as the underlying MAC protocol and attempts to
reduce contention by reducing the forwarding nodes based on energy of the nodes, as
well as the load in the nodes (measured in terms of queue occupancy).
These existing works give an insight into current direction of research, in terms of
reducing energy consumption directly or indirectly in ad hoc networks using reactive
protocols, with energy as well as °ow information as the basis for making the routing
decisions.
E®ect of MPR nodes: The performance of the schemes presented in the thesis
are also limited by the Multipoint Relays used for routing in OLSR, which do not
provide the most energy-e±cient alternatives for routing. OLSR uses the partial
information about the network consisting of the MPR nodes only for distributing
information about the topology throughout the network. Hence, instead of having the
information about the whole network while making routing decisions, the decisions
are based on partial network consisting of MPRs only. In this section, we run a set
of experiments, where OLSR is used without the MPR nodes in order to study the
e®ect of limitations introduced with MPR nodes. For this, OLSR is modi¯ed such
that each neighbor is an MPR node, so that the information about the full topology
is collected and distributed. This however means that there is a huge increase in the
routing tra±c in the network.
The simulations were again run for a 50-node network with 8 °ows like in the
previous section for mobility. Only static network is considered. The results are
shown in Table 6.7 below.
Without MPR With MPR
Scheme NET CET Delivery Ratio NET CET Delivery Ratio
802.11 77.5792 122.3571 23.61892 78.911 123.473 25.287
eRouting 82.5618 123.2769 22.61508 81.689 126.396 26.900
°owRouting 84.6289 126.0528 21.99472 85.393 124.559 25.173
e-°owRouting 83.3898 129.5233 22.116 86.544 126.119 24.882
Table 6.7: E®ect of MPR nodes on a 50-node network with 8 °ows
It can be seen from the results that the gain in node expiry time as well as theConclusions 115
connection expiry time is higher in the case where MPR nodes are not present for
the ¯rst two energy-aware schemes. For the e-°owRouting, the gain is less for the
case without MPR (7.5%) than with MPR (9%) for NET. For connection expiry
times, both the °ow-based routing schemes show a higher improvement in gain when
compared to the case without MPR. A gain of 3% and 6% is observed for °owRout-
ing and e-°owRouting respectively compared to 1% and 2% respectively with MPR.
However, all the energy-aware schemes show a large decrease in the delivery ratio
by up to almost 7%. Hence, it can be concluded that in this particular settings,
the energy savings is most likely due to the decrease in the number of packets that
get sent successfully. In this setting, huge overhead is introduced by not using the
MPR nodes to reduce the number of routing packets forwarded, as well as by the
increase in packet length of TC messages when sending the information about the
whole network. As a result, the congestion in the network is increased, which in
turn a®ects the delivery of data packets. Increase in tra±c and network congestion
also means that a large number of routing packets also get lost due to collisions.
For the proposed energy-aware protocols, which depend on up-to-date information
about the neighborhood being available, such loss of packets negatively a®ects their
performance.
6.4 Conclusions
This chapter is a further e®ort in evaluating energy-aware routing schemes intro-
duced with an aim of increasing the network lifetime. Like in the previous chapter,
the routing schemes here also aim to reduce the energy consumption in the neigh-
borhood by accounting for the number of neighbors (up to two hops) in the routing
metrics, such that nodes with low node degrees are preferred. The schemes are still
energy-aware, since they account for the energy spent due to tra±c in the neigh-
borhood and/or the energy reserves in the nodes. In addition, since having higher
number of °ows has a more adverse a®ect on the neighborhood due to overhearing,
or conversely, having more °ows in the neighbors can have more adverse a®ect on
the node, the °ow-based costs introduced in this chapter account for the number of
°ows passing through the node and its neighborhood as well. Thus we extend the116 FLOW-AWARE ROUTING FOR IMPROVED LIFETIME
reception-awareness to include °ow-awareness in this chapter, which is one step closer
to accurately accounting for the interference due to tra±c in and around a node.
Evaluations through simulations show that all the energy-aware schemes increase
the lifetime of the network in most of the cases, except in sparse networks with high
tra±c load. In such a sparse network, there are too few choices for alternative paths,
so that due to the overhead of the energy-aware schemes, they are not bene¯cial.
In denser networks, the °ow-based schemes have a higher increase in the network
lifetime in comparison to the eRouting scheme which is not °ow-aware. In addition,
the connection expiry times for the °ow-aware routing are observed to be higher as
well, verifying the positive impact of the °ow-awareness.
However, it is observed that due to the highly dynamic nature of the wireless
networks, the best path as chosen locally does not always remain the most e±cient
as the packets travel further in the route since the conditions at these intermediate
nodes change. Hence sometimes the path length is increased further, as more nodes
try to send the packets in a more energy-e±cient path. An increase in path length
however means increased probability of collisions and packets loss, and this is re°ected
in the general decrease in the delivery ratio of all the energy-aware schemes, though
the decrease is not drastic.
This chapter also attempts to analyze the performance of the routing protocols
presented in this thesis in the presence of mobile nodes. A single scenario with a
particular network and °ow size is tested when the nodes are mobile, their mobility
pattern based on random waypoint mobility model. It is observed that the improve-
ment in network lifetime, especially the CET is still maintained with introduction of
mobility.
The performance of the schemes presented here are again limited by the MPRs
used for routing in OLSR, which do not provide the most energy-e±cient alternatives
for routing. A quick analysis of the scenario where OLSR is run without any MPR
nodes, reveal that the increase in overhead of OLSR protocol in such scenario results
in the degradation of packet delivery ratio. A more accurate evaluation of MPR
nodes can be made using a routing protocol which does not depend on MPRs, but
such evaluation has been omitted due to time constraints.Conclusions 117
Nevertheless, the improvements brought about by the schemes suggest that °ow-
aware as well as energy-aware routing metrics are bene¯cial to the performance of
the network, specially in dense networks with high tra±c load, where numerous al-
ternative paths o®er a better choice of favorable routing decisions.CHAPTER 7
Conclusions
7.1 Contributions
In this thesis, we have focused on improving the routing schemes for wireless ad hoc
networks in terms of their energy conservation capability.
We revisited the existing routing schemes, most of which are not reception-aware
since they do not take into account the large amount of energy spent ine±ciently at
the nodes due to the reception of packets not meant for themselves.
We introduced a model for energy measurement at a node, which not only in-
cludes the energy spent due to transmission and reception of packets for °ows passing
through the node, but also emphasizes the energy spent in overhearing packets from
any nearby °ows. After the model was validated through simulations, it was used to
study the e®ect of interference between multiple °ows. The study identi¯ed collisions
and the resulting retransmissions as the main source of extra energy consumption in
a node. We also successfully calculated this extra energy by predicting collisions in
the nodes and then calculating the energy spent due to these collisions.
We developed the salient features of our energy model to explore various aspects
of reception-awareness for energy-e±ciency in ad hoc networks. We evaluated the
performance of transmission power control by using a realistic reception-aware model
for power control and also evaluated the energy-e±ciency of routing schemes which
use reception-aware routing metrics.
A reception-aware power control model, which also considers the reception of
packets at the neighboring nodes, performed better at providing energy conservation
as well as the reducing energy required per successful packet, than the traditional
power control schemes without reception-awareness. The evaluation of power control120 CONCLUSIONS
schemes however highlighted the issue of the increase in probability of collisions due
to increase in the number of hops with the introduction of power control. This
showed that using power control techniques may in some cases be less bene¯cial
than a scheme without power control. Introduction of reception-awareness in the
power control model reduces this adverse e®ect, although it still does not guarantee
improvement in energy conservation and throughput in all cases.
The reception-aware routing schemes that we introduced focus on increasing the
lifetime of the network by using metrics which are conscious about the overall energy
consumption in the neighborhood in addition to the energy consumption at the nodes
belonging to a °ow. Most of the existing energy-e±cient routing schemes only focus on
the energy balance between nodes participating in the °ows. Use of a reception-aware
metric in routing schemes was found to improve the network lifetime for such schemes,
particularly for denser networks (by around 13-14% on average). The e±ciency of
the metric was however not limited to the increase in energy-e±ciency, since the the
lifetime of the °ows was also increased, which in turn led to a general increase in the
throughput.
Finally, we show that reception-awareness can be easily extended by introduc-
ing °ow-awareness for energy-e±cient routing. The number of °ows is an important
property which re°ects the current tra±c and hence the current channel status, while
the excess energy consumption due to overhearing increases as the number of °ows
increases. Hence, by using a routing cost directly adapted from our energy consump-
tion model, we showed that °ow information used in conjunction with reception-aware
metrics further increased the lifetime of the nodes and of the existing °ows, particu-
larly in denser networks with a larger number of °ows. For example, in the presence
of 12 °ows in the network, the increase in the lifetime was increased from 3% in the
case of reception-aware routing to 10% in the case of °ow-aware routing. Based on
this observation, we developed a routing metric which uses only the local information
about the °ows and the neighborhood to bring a similar improvement in the lifetime
of the network and the connections. However, the minimal overhead required with
the introduction of °ow information induced a slight tradeo® in throughput for both
°ow-aware schemes.Future Works 121
In the ¯nal chapter, we also brie°y analyze the e®ect of other factors like mobility
and base routing protocol on the schemes presented. With the introduction of mobil-
ity, the schemes are shown to maintain the improvement in network lifetime, with an
increase in the connection expiry times by 6.3% in average for e-°owRouting, accom-
panied by an increase in delivery ratio as well. When OLSR was simulated without
the presence of MPR nodes, the overhead introuduced, and the resulting congestion
decreased the delivery ratio of the schemes even though the schemes showed increase
in the network lifetime.
Hence, the main contribution of the thesis was to identify the need of including
reception costs in any energy-aware scheme and then quantifying the possible im-
provements introduced by including such reception costs in some energy-aware routing
schemes. The inclusion of reception costs in power control highlighted the need for
more accurate power control model in existing power control techniques. Introduc-
tion of energy-aware routing metrics which included reception costs gave an overall
increase in the network lifetime, as well as °ow lifetime and throughput. Hence, the
metrics or improvement on the metrics can be used in the design of energy-e±cient
routing protocols for dense networks, where increase in both energy e±ciency and
throughput are important. Flow-awareness can improve the lifetime of the networks
further, and gives a more accurate representation of the current network status in
terms of energy costs. Such a metrics can hence result in more energy-e±cient routing
protocols, when communication is not critical and hence small decrease in throughput
is tolerable.
7.2 Future Works
For obvious time constraints, the evaluations in this thesis have been limited to a
reasonable framework. For future works, the following main extensions are suggested.
The evaluations have been limited to static networks. It is still challenging to
use a mobility model that is widely accepted, as most of the existing models are
application-speci¯c or have been proved inadequate. In addition, the routing and
power control decisions suggested here are based on frequently updated local (up to
two-hop) information only and hence it is assumed that the performance will not122 CONCLUSIONS
su®er with the introduction of any mobility model. Results for simplistic mobile
scenarios have been presented in the ¯nal chapter. However, more accurate study in
the presence of mobility, with some mobility predictive model which can be extended
to develop energy-e±cient routing metrics may be bene¯cial for mobile networks.
The model for calculating the energy consumption has been simpli¯ed to represent
a generic case in this thesis. The model can be further extended to include other costs,
like costs for RTS/CTS packets. Also, a simpli¯ed radio propagation model has been
assumed in the simulations, like in many of the existing literature. More realistic
propagation model which includes fading and multi-path e®ects can be used to get
more accurate representation of real-life scenarios. It should however be noted that
none of the existing models can accurately model the wireless channel due to its
complexities.
The analytical model for energy measurement introduced in this thesis can be a
basis of QoS protocols requiring a guarantee that nodes have enough batteries for the
full lifetime of the new °ows in addition to the guarantee of other renewable resources
like bandwidth and/or delay. An approach to calculate the routing table for optimal
path selection for QoS when there are multiple metrics has been presented in the case
of OLSR in QOLSR [3].
A protocol-independent evaluation of the schemes presented here in new routing
protocols (e.g., DYMO) is being considered. Also, collaboration for the deployment
of the schemes in real test beds (using OLSRv2) is currently under consideration.
It will also be interesting to test the schemes presented in this thesis for speci¯c
applications, like sensor and pervasive networks. The performance analysis in sensor
networks will be particularly interesting, since the energy resources are extremely
limited, while the reception costs may actually be higher than transmission costs due
to the use of low-powered radios. With the advancement of technology, it may be
possible for pervasive networks to include location information. This in turn may
give us more information, like the total number of neighbors in the carrier sensing
range, for making accurate decisions for the energy-e±cient routing.Bibliography
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Results for the 4 °ows, with jitter and cumulative SIR model
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Figure A.2: Total number of ACK packets destined to itself dropped due to
collisions at the nodes of the 4 °ows
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Figure A.3: Total number of retransmissions at the nodes of the 4 °ows141
Results for the 4 °ows, with jitter and non-cumulative SIR model
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Figure A.4: Energy consumption rate of the nodes of the 4 °ows with jitter,
non-cumulative SIR
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Figure A.5: Number of packets that caused extra energy consumption (due to
collisions and retransmissions) at the nodes of the 4 °ows142 RESULTS FOR ENERGY MEASUREMENT MODEL
Results for the 4 °ows, with no jitter and cumulative SIR model
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Figure A.6: Energy consumption rate of the nodes of the 4 °ows without jitter,
cumulative SIR
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Figure A.7: Number of packets that caused extra energy consumption (due to
collisions and retransmissions) at the nodes of the 4 °ows143
Results of the 4 °ows, with no jitter and non-cumulative SIR model
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Figure A.8: Energy consumption rate of the nodes of the 4 °ows without jitter,
non-cumulative SIR
 0
 2000
 4000
 6000
 8000
 10000
 12000
 14000
 16000
 18000
9 109 10 159 69 138 62 57 143
n
u
m
b
e
r
 
o
f
 
p
a
c
k
e
t
s
node
Flow 1 without jitter, non-cumulative SIR
collsion CBR
retransmission
collision ACK
(a) Flow 1
 0
 5000
 10000
 15000
 20000
 25000
 30000
 35000
30 70 173 94 104
n
u
m
b
e
r
 
o
f
 
p
a
c
k
e
t
s
node
Flow 2 without jitter, non-cumulative SIR
collsion CBR
retransmission
collision ACK
(b) Flow 2
 0
 5000
 10000
 15000
 20000
 25000
 30000
84 2 149 136 70 30 154 23
n
u
m
b
e
r
 
o
f
 
p
a
c
k
e
t
s
node
Flow 3 without jitter, non-cumulative SIR
collsion CBR
retransmission
collision ACK
(c) Flow 3
 0
 5000
 10000
 15000
 20000
71 19 73 42 87 162
n
u
m
b
e
r
 
o
f
 
p
a
c
k
e
t
s
node
Flow 4 without jitter, non-cumulative SIR
collsion CBR
retransmission
collision ACK
(d) Flow 4
Figure A.9: Number of packets that caused extra energy consumption (due to
collisions and retransmissions) at the nodes of the 4 °owsAPPENDIX B
Results for Reception-Aware
Power Control
Statistical inference using paired t-test
The paired t-test is used in statistical analysis to compare various data groups and
see if they represent statistically di®erent sets of data under the assumption that the
data analyzed have normal distribution and have similar variances and sample sizes.
It is used to analyze the relationship between two groups where there is a one-to-
one correspondence between the data points in the groups, for example, a variable
measured at the same time point under di®erent experimental conditions. The p-
value is the probability that the value of the di®erence between the two observed
values occurred by chance, under the null hypothesis H0 which claims that the mean
of two data sets are equal. The lower the p-value, the more signi¯cant the di®erence
between the groups [71], showing that the di®erence between the groups is not likely
to have been a chance ¯nding. Given two groups of data X and Y of nX and nY
number of pairs, the t value can be found as follows [7, 112]:
t =
X ¡ Y
q
¾2
X
nX +
¾2
Y
nY
where X is the mean of the group X, ¾2
X is the standard deviation of data of group
X and ¾2
n is the standard error of the di®erence between the means.
The probability p for the calculated t value (tcalc) is found out from its critical
value (Tcrit) obtained from the Student's t-distribution table for the degree of freedom
corresponding to (nX +nY ¡2) for the required con¯dence level. If the absolute value
of (tcalc) is greater than the (Tcrit), then H0 is rejected, meaning there is statistically
signi¯cant di®erence between the groups. When using a con¯dence level of 95%, and146 RESULTS FOR RECEPTION-AWARE POWER CONTROL
if the probability p is less than 0.05 corresponding to the (tcalc), it can be concluded
that the di®erence is statistically signi¯cant at a con¯dence level of 95%.
Detailed results of the initial case
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Figure B.1: Average number of neighbors per node
Figures B.4, B.5, and B.6 give a more detailed breakdown of the energy consumed
during various processes in the network, namely in sending packets (routing as well as
data), in receiving packets and in overhearing the transmissions nearby. The received
packets include all the packets that received properly at the PHY layer and sent to
MAC layer for processing, including the packets that are not destined to the receiver,
and the packets that collided with others. Overheard packets are the packets which
are received at a power strong enough to be inside the carrier sensing range, but
below the reception threshold.147
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Figure B.2: Network connectivity - 32 Nodes
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Figure B.3: Network connectivity - 50 Nodes148 RESULTS FOR RECEPTION-AWARE POWER CONTROL
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Figure B.4: Average energy consumption per node for sending packets
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Figure B.5: Energy Consumption for receiving packets149
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Figure B.6: Average energy consumption per node for overheard packets
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Figure B.7: Average throughput per node150 RESULTS FOR RECEPTION-AWARE POWER CONTROL
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Figure B.8: Average number of retransmissions per node
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Figure B.9: Average latency per node151
Detailed results for the impact of bandwidth
# of nodes 802.11 powerCtrl rec-aware powerCtrl ptimal rec-powerCtrl AOA
32 45.93 73.02 62.76 62.62 56.80
50 49.89 80.10 68.95 68.84 63.88
75 27.38 82.08 63.24 60.30 46.16
100 24.57 75.64 55.83 54.30 34.71
Table B.1: Average packet loss for 2Mbps (%)
# of nodes 802.11 powerCtrl rec-aware powerCtrl ptimal rec-powerCtrl AOA
32 2635.09 5482.30 4657.16 4932.04 3914.45
50 2974.53 7632.94 5289.72 5175.83 5088.60
75 1664.76 7296.60 5185.99 5629.05 2741.76
100 1973.30 5738.54 4504.82 5173.46 3126.85
Table B.2: Average latency for 2Mbps (msec)
# of nodes 802.11 powerCtrl rec-aware powerCtrl ptimal rec-powerCtrl AOA
32 3.07 4.09 3.27 3.27 3.08
50 2.96 4.53 3.38 3.41 3.09
75 2.19 4.17 2.96 3.00 2.25
100 2.13 3.74 2.86 2.84 2.13
Table B.3: Average hop count for 2Mbps
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Figure B.10: Average energy consumption per node for 2Mbps bit rate152 RESULTS FOR RECEPTION-AWARE POWER CONTROL
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Figure B.11: Throughput for 2Mbps
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Figure B.12: Average number of retransmissions per node for 2Mbps153
Detailed results for the impact of packet size
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Figure B.13: Average energy consumption per node for 512 byte data packets
# of nodes 802.11 powerCtrl rec-aware powerCtrl ptimal rec-powerCtrl AOA
32 47.75 66.87 51.52 51.52 49.59
50 45.76 72.30 50.88 50.41 49.05
75 41.08 68.24 48.15 49.87 41.97
100 41.32 69.55 51.78 52.02 42.30
Table B.4: Average packet loss for 512 byte data packets (%)
# of nodes 802.11 powerCtrl rec-aware powerCtrl ptimal rec-powerCtrl AOA
32 107.60 628.36 173.24 173.24 132.35
50 78.68 781.15 124.94 117.50 117.13
75 58.08 718.31 126.96 161.54 66.60
100 58.44 635.16 246.18 230.88 72.56
Table B.5: Average latency for 512 byte data packets (msec)
# of nodes 802.11 powerCtrl rec-aware powerCtrl ptimal rec-powerCtrl AOA
32 3.05 4.23 3.26 3.26 3.06
50 2.85 4.67 3.31 3.31 3.00
75 2.15 3.94 2.86 2.89 2.23
100 2.08 3.76 2.80 2.81 2.08
Table B.6: Average hop count for 512 byte data packets154 RESULTS FOR RECEPTION-AWARE POWER CONTROL
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Figure B.14: Throughput for 512 byte data packets
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Figure B.15: Average number of retransmissions per node for 512 byte data
packets155
Detailed results for the impact of routing packets
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Figure B.16: Average energy consumption per node - e®ect of routing packets
# of nodes 802.11 powerCtrl rec-aware powerCtrl ptimal rec-powerCtrl AOA
32 6.36 11.19 6.95 6.95 6.08
50 5.32 13.08 7.07 7.03 6.59
75 2.98 9.72 5.67 5.82 3.29
100 2.98 8.76 6.25 6.41 5.56
Table B.7: Average packet loss (%) - e®ect of routing packets
# of nodes 802.11 powerCtrl rec-aware powerCtrl ptimal rec-powerCtrl AOA
32 84.80 122.04 87.78 87.78 82.41
50 76.23 134.16 88.89 88.83 81.25
75 58.45 121.13 79.93 81.44 59.41
100 58.55 105.02 84.02 85.15 65.50
Table B.8: Average latency (msec) - e®ect of routing packets
# of nodes 802.11 powerCtrl rec-aware powerCtrl ptimal rec-powerCtrl AOA
32 3.15 4.32 3.25 3.25 3.05
50 2.85 4.85 3.30 3.30 3.03
75 2.20 4.00 2.98 3.03 2.23
100 2.20 3.66 3.12 3.14 2.20
Table B.9: Average hop count - e®ect of routing packets156 RESULTS FOR RECEPTION-AWARE POWER CONTROL
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Figure B.17: Throughput - e®ect of routing packets
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Figure B.18: Average number of retransmissions per node - e®ect of routing
packets157
Detailed results for the impact of transmission power
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Figure B.19: Average energy consumption per node - e®ect of transmission
power
# of nodes 802.11 powerCtrl rec-aware powerCtrl ptimal rec-powerCtrl AOA
32 6.39 18.73 13.07 13.50 6.74
50 5.65 21.87 12.60 12.76 8.19
75 2.96 25.41 12.11 13.56 4.41
100 2.92 27.59 12.52 14.38 3.24
Table B.10: Average packet loss for (%) - e®ect of transmission power
# of nodes 802.11 powerCtrl rec-aware powerCtrl ptimal rec-powerCtrl AOA
32 82.31 162.72 112.64 116.75 84.91
50 76.65 172.67 115.61 115.07 84.10
75 57.82 207.51 116.02 124.57 66.06
100 56.31 241.75 109.88 119.27 58.32
Table B.11: Average latency (msec) - e®ect of transmission power
# of nodes 802.11 powerCtrl rec-aware powerCtrl ptimal rec-powerCtrl AOA
32 3.05 4.39 3.88 3.88 3.13
50 2.85 4.85 4.05 4.06 3.09
75 2.15 4.05 3.70 3.78 2.38
100 2.08 4.10 3.27 3.41 2.08
Table B.12: Average hop count - e®ect of transmission power158 RESULTS FOR RECEPTION-AWARE POWER CONTROL
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Figure B.20: Throughput - e®ect of transmission power
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Figure B.21: Average retransmissions per node - e®ect of transmission power159
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Figure B.22: Average energy consumption per node - discrete transmission
power levels
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Figure B.23: Throughput - discrete transmission power levelsAPPENDIX C
Results for Reception-Aware
Routing for Energy Conservation
Final energy distribution for di®erent network sizes
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Figure C.3: Final energy distribution - 75 NodesAPPENDIX D
Results for Flow-Aware Routing
for Improved Lifetime
Average energy consumption
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Delivery ratio and latency
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Figure D.4: Average delivery ratio - 4 °ows
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Figure D.6: Average delivery ratio - 12 °ows
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Figure D.8: Average latency - 8 °ows
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Path oscillations and smoothing factor
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Figure D.10: E®ect of smoothing factor ¯, 50-node network with 8 CBR °ows
With ¯ = 25 Without smoothing factor
Scheme 1st Die last sent DelRatio NET CET Delivery Ratio
802.11 { { { 78.911 123.473 25.287
eRouting 80.530 122.553 25.065 81.689 126.396 26.900
°owRouting 84.578 125.074 25.689 85.393 124.559 25.173
e-°owRouting 84.459 126.368 25.682 86.544 126.119 24.882
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