ABSTRACT. This paper estimates individual treatment effects in a triangular model with binary-valued endogenous treatments. Following the identification strategy established in Vuong and Xu (forthcoming), we propose a two-stage estimation approach. First, we estimate the counterfactual outcome and hence the individual treatment effect (ITE) for every observational unit in the sample. Second, we estimate the density of individual treatment effects in the population. Our estimation method does not suffer from the ill-posed inverse problem associated with inverting a non-linear functional. Asymptotic properties of the proposed method are established. We study its finite sample properties in Monte Carlo experiments. We also illustrate our approach with an empirical application assessing the effects of 401(k) retirement programs on personal savings. Our results show that there exists a small but statistically significant proportion of individuals who experience negative effects, although the majority of ITEs is positive.
INTRODUCTION
Nonseparable triangular models have been studied extensively in the recent econometric literature, thereby allowing researchers to understand the nature of instrumental variables in the presence of endogeneity. See e.g. Chesher (2003 Chesher ( , 2005 and Imbens and Newey (2009) . One appealing feature of nonseparable models is that the non-additive error in the causal relationship implies that the ceteris paribus effects of covariates on the outcome variable "vary across individuals that, measured by covariates, are identical," Chesher (2003) . Such heterogeneous causal effects are referred as "individual treatment effects"(ITE) in the literature. See e.g. Rubin (1974) , Heckman, Smith, and Clements (1997) and Heckman and Vytlacil (2005) .
Estimating ITE and its distribution is crucial for evaluating a social program, especially in view of the political issues associated with it (see Heckman, Smith, and Clements, 1997) . From an individual's perspective, however, her ITE is more helpful for evaluating her treatment participation decision than an average effect. While the "average person" may benefit from a particular treatment, some individuals may experience little benefit or even some loss from participating, in which case alternative treatment options may be preferred. Indeed, while the individual treatment effects of 401(k) retirement programs on personal savings are mostly positive in our sample, our empirical analysis indicates that there are individuals who experience negative benefits from participating to 401(k) retirement programs.
In this paper, we consider a triangular model with a binary endogenous regressor.
Because of the self-selection issue, individuals who are treated are different from those who choose not to be treated. We address this issue with a binary valued instrumental variable (see e.g. Imbens and Angrist, 1994) . Limited variations of instrumental variables have been emphasized in the recent treatment effect literature. Moreover, natural experiments (e.g. Angrist and Evans, 1998; Post, Van den Assem, Baltussen, and Thaler, 2008) and eligibility for treatment participation (e.g. Angrist, 1990; Abadie, 2003) provide commonly used binary-valued instrumental variables.
The distribution of heterogeneous treatment effects has also been studied using quantiles. For instance, Abadie, Angrist, and Imbens (2002) and Froelich and Melly (2013) estimate the quantile treatment effects (QTE) for the complier group, a subpopulation defined by Imbens and Angrist (1994) under binary-valued instruments. For the population QTE, Chernozhukov and Hansen (2004) propose a GMM-type approach in a linear quantile specification. Subsequently, Hansen (2006, 2008) generalize Chernozhukov and Hansen (2004) 's estimation procedure by using quantile regression methods. In a fully nonparametric setting, Horowitz and Lee (2007) and Gagliardini and Scaillet (2012) modify Chernozhukov and Hansen (2004) 's moment conditions using the Tikhonov regularization to deal with the ill-posed inverse problem for deriving asymptotic properties of their estimators.
Our approach is novel and simple to implement. Instead of solving the moment conditions in Chernozhukov and Hansen (2005) , we use the quantile invariance condition to match the realized outcome with its counterfactual outcome for every observational unit in the sample through a so-called counterfactual mapping. Specifically, our approach recovers the ITE for every individual in the sample and does not suffer from the ill-posed inverse problem associated with inverting a non-linear functional. In particular, we show that the ITEs are estimated uniformly at the parametric rate. Given the recovered ITEs, we estimate the density by kernel methods and establish its asymptotic properties.
Though it might be possible to obtain a density estimate from QTE estimates, this would involve a more complicated two-stage procedure and a delicate trimming scheme (see e.g. Marmer and Shneyerov, 2012) .
We apply our approach to study the effects of 401(k) retirement programs on personal savings. Introduced in the early 1980s, the 401(k) retirement programs aim to increase savings for retirement. Endogeneity arises as individuals with a higher preference for savings are more likely to participate and also have higher savings than those with lower preferences (see, e.g., Poterba, Venti, and Wise, 1996) . Following e.g. Abadie (2003) and Chernozhukov and Hansen (2004) , we use 401(k) eligibility as an instrumental variable for 401(k) participation. We estimate the ITEs for every individual in the sample as well as its density. Our results show that there exists a small but statistically significant proportion (about 8.77%) of individuals who experience negative effects, although the majority of ITEs is positive. It has been argued in the literature (see e.g. Engen, Gale, and Scholz, 1996) that some individuals could suffer from the program due to the Crowding Out Effect. We offer a complementary explanation as individuals with negative ITEs are more likely to be younger, single, from smaller and lower income families but with higher family net financial assets than the rest of the sample.
The structure of the paper is organized as follows. In Section 2, we introduce the triangular model and discuss its identification and estimation. Section 3 provides Monte Carlo experiments to illustrate the performance of our proposed estimator. Section 4 derives its asymptotic properties. Section 5 applies our estimation method to assess the effects of 401(k) retirement programs on personal savings. Proofs of our results are collected in the Appendix. 
Here Y ∈ R is the outcome variable, D ∈ {0, 1} is an endogenous dummy that indicates the treatment status, X ∈ S X ⊆ R k is a vector of observed covariates (not necessary exogenous) and Z ∈ {0, 1} is a binary instrumental variable for D, i.e., Z⊥( , ν)|X. The two latent random variables and ν are scalar valued disturbances. Moreover, the function h and m are unknown structural relationships. In particular, h is continuous and strictly increasing in .
The key feature in the above triangular model is the nonseparability of h in the error term . With a nonseparable h, the ceteris paribus effects on the outcome variable from covariates "vary across individuals that, measured by covariates, are identical, " Chesher (2003) . In the treatment effect literature, such heterogeneous causal effects are referred as "individual treatment effects"(ITE), i.e.,
See e.g. Rubin (1974) and Heckman, Smith, and Clements (1997) . After controlling for X, the ITE ∆ is still a random object since it depends on the latent variable . Our interest is to recover the ITE for each individual from her observables (Y, D, X), and to estimate the probability density function of ITE in the population. In particular, a decision-maker can use the former to evaluate an individual's participation choice, while the latter characterizes the distribution of treatment effects, which has been central in the program evaluation literature (see e.g. Heckman, Smith, and Clements, 1997) .
We now provide two examples to illustrate the nonseparability of the structural relationship h.
Example 2.1 (Additive error with generalized heteroscedasticity): Let
where h * is a real-valued function, σ * is a positive function that captures the heteroscedasticity in the disturbance, and ∈ R has zero mean and unit variance, unconditionally. This model is a generalization of a nonparametric regression model with heteroskedastic errors studied by e.g. Andrews (1991) . The difference is that the heteroscedasticity term σ * depends on the endogenous binary variable D. In particular, when σ * is a constant, the above specification becomes an additive nonparametric regression with some endogenous regressor as studied by e.g. Newey and Powell (2003) and Darolles, Fan, Florens, and Renault (2011) .
Example 2.2 (Semiparametric transformation model): Consider
where (β , γ) ∈ R k+1 and Γ : R → R is an unknown monotone function. See Horowitz (1996) when (X, D) is exogenous. A parametric example of the monotone function Γ is the Box-Cox transformation when Y is positive:
where λ ∈ R is a model parameter. Such a transformation is useful when the dependent variable has a limited support. Indeed, the transformed dependent variable can have an unlimited support thereby ensuring a linear model specification with its usual assumptions. Various extensions of the Box-Cox transformation have been developed in the literature (see e.g. Sakia, 1992) , where monotonicity is a common feature in all these transformations. Recently, Chiappori, Komunjer, and Kristensen (2015) have studied the case where some variables such as D is endogenous. 
where φ dX (·) for d = 0, 1 are defined as the counterfactual mappings that depend on covariates X and the value of d, namely,
By definition, φ dX are monotone functions mapping S h(d ,X, )|X onto S h(d,X, )|X , where S XZ = S X × {0, 1} and p(x, 0) = p(x, 1) for all x ∈ S X . W.l.o.g., throughout we assume p(x, 0) < p(x, 1). Moreover, for any y ∈ R and d = 0, 1, let Imbens and Rubin (1997) show that C dx (·) is the conditional distribution function of
present the identification of φ dx established in Vuong and Xu (forthcoming).
Theorem 1. (Vuong and Xu, forthcoming) In the triangular model (1)- (2), suppose (i) h is continuous and strictly increasing in ; (ii) Z is conditionally independent of ( , ν) given X, i.e.,
S Y|D=d,X=x , and the counterfactual mapping φ dx is identified by
where C dx (·) is continuous on R and strictly increasing on
for d = 0, 1,
In Theorem 1, condition (i) -(iii) are standard in the triangular model literature.
The support condition (iv) requires that, conditional on X = x, the subpopulation m(x, 0) < ν ≤ m(x, 1), i.e., the complier group introduced in Imbens and Angrist (1994) , contains the same information on individual treatment effects as the whole population.
It is weak as it is satisfied as soon as ( , ν) has a rectangular support given X. See Vuong and Xu (forthcoming). It is testable since C dx is identified by (4). When (iv) fails to hold, the counterfactual mappings are partially identified on intervals. It is worth pointing our that (iv) is needed for identification of ITE even if one assumes the error term was observed in the data.
With φ dx identified, we can use (3) to construct the counterfactual outcome for any individual in the population from her observables (Y, D, X). Moreover, the probability distribution of ITE is also identified under the conditions in Theorem 1.
2.3. Estimation. We now develop nonparametric estimators of the counterfactual mappings φ dx for d = 0, 1 and the probability density function f ∆ of ITE. On one hand, φ dx can be used to construct the ITE for any individual in the population from her observables (Y, D, X). On the other hand, the probability density function is a convenient way to characterize the distribution of the ITE when the ITE is continuously distributed.
2
Our estimation approach is fully nonparametric. To present the basic ideas, we assume that the covariates X are discrete random variables with a finite support. Our analysis can be extended using e.g. the kernel method to the case where X are continuous at the cost of exposition.
. sample generated from the underlying structure of the triangular model. Our proposed estimation procedure takes two steps:
First, for a given value of (y, d, x) ∈ S YDX , we estimate the counterfactual mapping φ d x (y) by a simple estimator that minimizes a convex population objective function. In the second step, we construct a pseudo sample of the counterfactual outcomes for all individuals in the sample and then nonparametrically estimate the density function f ∆ using the kernel method. We introduce some notation. Fix x ∈ S X . For simplicity, we suppress the dependence on X = x in the following discussion. For each (y 0 , y 1 ) ∈ R 2 and z ∈ {0, 1}, let
where
be the population objective function. Such an objective function is motivated by the quantile regression method in Koenker and Bassett (1978) . To see this, note that the 2 Under Condition (i)-(iii), the ITE can have a mass point when φ dx has slope one in some intervals contained in its support, i.e., φ 1x (y) = g(x) + y on some [a, b] ⊆ S h(0,x, )|X=x . Then, conditional on X = x, ITEs take the same value g(x) for all ∈ {e : h(0, x, e) ∈ [a, b]}. Hence, ITE has a mass point at g(x). Such a case, however, can be detected given the identification of φ x .
quantile invariant condition in Chernozhukov and Hansen (2005) implies that for
In the next lemma, we show that (5) is indeed the first-order condition of the population objective function Q 0 (·, y 1 ), which is continuously differentiable and weakly convex on R. We also show that Q 0 (·, y 1 ) is strictly convex on S •
Y|D=0,X=x
and minimized
. A similar argument also holds for the population objective function Q 1 (y 0 , ·). 
, and uniquely minimized on R at φ d x (y d ).
Lemma 1 provides a basis for our nonparametric estimation of the counterfactual mappings φ 0x (·) and φ 1x (·). It is worth pointing out that each minimization is a onedimensional optimization problem.
We are now ready to define our estimator. For expositional simplicity, let S Y|D=d,X=x (2000) for 
Thus, we can estimate the ITE by (3), i.e., for i = 1, · · · , n,
In particular, we can construct a pseudo sample
It is worth pointing out that the first-stage estimation is computationally simple and does not suffer from an ill-posed inverse problem (see e.g. Horowitz and Lee, 2007) .
In particular, to solve the one-dimensional optimization problem for each individual's counterfactual outcome, the practitioner can use a grid search algorithm that is simple but highly robust. As is shown below, the first-stage estimation biasφ dx (·) − φ dx (·) uniformly converges to zero at the parametric rate of √ n, given that all the covariates X are discrete variables.
3
Next, we follow Guerre, Perrigne, and Vuong (2000) to estimate the density function f ∆ by the kernel method. To clarify ideas, let [δ, δ] be a subinterval of the ITE's support.
Then, we define the density estimator:
where h is a bandwidth and K is a kernel with a compact support. Because the kernel estimatorf ∆ suffers from boundary issues, then we restrict the estimation of f ∆ to the
MONTE CARLO EXPERIMENTS
To illustrate the finite sample performance of the proposed estimator, we conduct a Monte Carlo study. For simplicity, we do not include other covariates X in the specification. Following the conditions in Theorem 1, the data generating process is given by determines the size of the compliers group, i.e., −γ 0 − γ 1 ≤ ν < −γ 0 . Hence, the larger γ 1 , the more "effective" the instrumental variable Z. In our setting, ∆ = ( + 1) 2 is distributed on [0, 4] with mean 1.417 and median 1.125 in the population. Moreover,
Theorem 1 are satisfied. In particular, condition (iv) holds since F ν|X has a rectangular support as noted in Vuong and Xu (forthcoming). Table 1 reports the finite sample performance of our ITE estimates in terms of the Root Mean Squared Error (RMSE). Specifically, for each size n = 1000, 2000, 4000
To obtain the RMSE for each such individual's ITE, we draw another 200
. These are used to repeatedly estimate the ITEs for the individuals in the original sample by∆
d is the estimate of φ d using the r-th new drawn sample. Thus, we obtain the RMSE of
For comparison, we also provide the RMSE of the LATE over the 200 replications/samples within curly brackets as proposed by Imbens and Angrist (1994) . 6 By comparing their RMSEs from Table 1 , a surprising result is that estimating treatment effects at individual level (i.e. ITE) is not more difficult than to estimate treatment effects at aggregated level (e.g. LATE) for every sample size. As sample size increases, both the bias and standard error decrease at the expected √ n-rate.
The estimation error (i.e. its size and standard deviation) depends on the sample size n and the compliers group's proportion γ 1 . Specifically in the different designs, the finite sample performance of the ITE estimator depends on the value of n · γ 2 1 . For example, the performance of our estimator under (n, γ 1 ) = (1000, 0.2) is similar to that under (n, γ 1 ) = (4000, 0.1). This observation is consistent with our asymptotic properties established in the next section. , evaluated at her quantile in the distribution, conditional on the compliers group (and X = x as well). In our setting, the conditional density of h(0, ) given the compliers group is larger uniformly at all quantiles than that of h(1, ), which leads to a more accurate estimator∆ for the group D = 1. For comparison, we also plot the true value of LATE with the 90% confidence interval of its estimate in grey color columns.
Overall, estimates of ITE and LATE behave similarly. Note that for any individual in the group D = 1, our estimator of the ITE behaves better than LATE.
For the density estimator, we choose the bandwidth h = (ln n/n) 1/7 and the pdf of the standard normal as the kernel function. Figure 3 shows the performance of our density estimatorf ∆ . The black dotted line is the true density of the ITE and the green one is the average of our density estimatesf ∆ over the 200 repetitions. We also provide the 5% and 95% percentiles of estimated densities using blue dotted lines, which gives the (pointwise) 90% confidence band. Figure 3 shows again the importance of the size of the complier group through nγ 2 1 .
ASYMPTOTIC PROPERTIES
We now establish the asymptotic properties of our proposed nonparametric estimators. We first show the uniform √ n-consistency of the counterfactual mapping estimatorφ dx , and we give its limiting distribution. We then establish the asymptotic properties of our density estimatorf ∆ taking into account the first-step estimation of ∆.
For estimation, we strengthen Conditions (i) and (iii) in Theorem 1, respectively, to
Condition (i)':
h is continuously differentiable and strictly increasing in . is continuous for all x ∈ S X .
Under Conditions (i)', (ii) and (iii)', the conditional distribution F Y|DXZ is absolutely continuous with respect to Lebesgue measure and its density f Y|DXZ is also continuous.
Therefore, the complier distribution C dx (·) defined by (4) is also absolutely continuous with respect to Lebesgue measure for d = 0, 1. Let c dx (·) be its density.
To simplify the exposition, we introduce the following assumption. When S Y|D=d;X=x has an unbounded support, we can always apply a known strictly increasing bounded continuous transformation to Y to satisfy Assumption 1-(i). Assumption 1-(ii) requires that the density c dx be bounded away from zero on its support.
It can be relaxed at the cost of technical complications due to e.g. some trimming. As The next theorem establishes the uniform consistency of the counterfactual mapping estimatorφ dx (·) on its full support. It also gives its √ n-asymptotic distribution. For
] be the scale-adjusted complier density and R dx (y) = P(h(d, X, ) ≤ y|X = x) be the probability rank of y in the distribution of h(d, x, ) given X = x. Under the monotonicity of h and the definition of φ d x , we have Moreover, the empirical process c
to a zero-mean Gaussian process with covariance kernel
The uniform convergence ofφ d x includes the boundaries, which is due to Assumption 1-(ii). Moreover, letting y = y in Σ d x gives the asymptotic variance of c
.
As y approaches its boundaries, the asymptotic variance decreases to zero. Therefore, we obtain a more accurate estimate of the counterfactual outcome when it is closer to the boundary points. We also note that the asymptotic variance ofφ d x (y) is inversely proportional to c * 2
, but is independent of the magnitude of ITE.
Theorem 2 is important for several reasons. First, given an arbitrary triplet (y, d, x),
whenever y ∈ S Y|D=d,X=x and x ∈ S X . Its standard error is given by
whereR dx (y) andP(Z = z|X = x) are sample frequencies, and
in whichf Y|DXZ (y|d, x, z) is a kernel density estimator andP(D = d|X = x, Z = z) are sample frequencies. Equation (7) follows from differentiating (4). Second, given the uniform √ n-consistency ofφ d x , it follows that∆ i also uniformly converges to ∆ i at the √ n-rate.
Next, we turn to the asymptotic properties of our density estimatorf ∆ .
Assumption 2: (i) On some interval [δ, δ] of S ∆ , the density function f ∆ admits up to P-th continuous bounded derivatives with P ≥ 1. Moreover, inf δ∈ [δ,δ] f ∆ (δ) > 0.
(ii) The kernel K(·) is a symmetric P-th order kernel with support [−1, +1] and twice continuously bounded derivatives. 7 (iii) The bandwidth h ∝ (ln n/n) 1/(2P+2) .
The first part of Assumption 2-(i) is a high level condition requiring that the random variable h(1, X, ) − h(0, X, ) has a smooth density function conditional on X = x. It is satisfied if h(d, x, ·) for d = 0, 1 and the density of given X areP-th continuously differentiable. The second part of Assumption 2-(i) is standard for kernel estimation.
Assumptions (ii) and (iii) relate to the choice of the kernel function K and bandwidth h,
respectively. In particular, following Guerre, Perrigne, and Vuong (2000) , the bandwidth in (iii) leads to oversmoothing relative to the optimal bandwidth, i.e., h * ∝ (ln n/n) 1 2P+1 (see Stone, 1982) .
Given Assumption 2 and the uniform convergence of∆ to ∆ at the √ n-rate, we show in the Appendix that the first-step estimation error is asymptotically negligible inf ∆ .
Thus, we obtain the following result.
Theorem 3. Suppose the conditions in Theorem 2 and Assumption 2 hold. Then,
Note that the convergence rate in Theorem 3 is uniform over the expanding interval
It is slower than the optimal convergence rate if the ITEs were observed, which is (ln n/n) P 2P+1 (see Stone, 1982) .
7 A P-th order kernel is a function integrating to one and satisfying u p K(u)du = 0 if 1 ≤ p ≤ P − 1 and < ∞ if p = P.
INDIVIDUAL EFFECTS OF 401(K) PROGRAMS
In this section we apply our estimation method to study the effects of 401(k) retirement programs on personal savings. The 401(k) retirement programs were introduced in the early 1980s to increase savings for retirement. Since then, they became increasingly popular in the US. It has been argued in the literature that participants might self-select into the programs non-randomly (see, e.g., Poterba, Venti, and Wise, 1996) . People with a higher preference for savings are more likely to participate and have higher savings than those with lower preferences.
Following e.g. Abadie (2003) and Chernozhukov and Hansen (2004) , we use 401(k) eligibility as an instrumental variable for 401(k) participation. This is because 401 (k) plans are provided by employers. Hence, only workers in firms that offer such programs are eligible so that the monotonicity in (2) is satisfied. interval. Eligibility for 401(k) outside the interval is rare as noted by Poterba, Venti, and Wise (1996) . Chernozhukov and Hansen (2004) , age and income are grouped into categorical variables 0, 1, 2 and 3 by using the 1st, 2nd and 3rd quartiles. In Table 4 , we provide OLS and 2SLS estimates as a benchmark for comparison with our ITE estimates. Our results replicate the estimates in Abadie (2003) . The OLS estimates in column (1) show a significantly positive association between participation in 401(k) and net financial assets given covariates. Furthermore, the 2SLS estimates in column (3) confirms the positive, but attenuated treatment effects after controlling for endogeneity of participation. It turns out that FNFA increases rapidly with family income and age, and is lower for married couples and larger families. 
ITE Estimates.
To begin with, we first check the support condition for identification, i.e. Condition (iv) in Theorem 1. Because those who are not eligible for 401(k) (i.e.
by (4) and F Y|D=1,X=x = F Y|D=1,X=x,Z=1 . It follows that C 1x = S Y|D=1,X=x for all x ∈ S X . Hence, to check Condition (iv), it suffices to verify the support condition for d = 0. To do so, we estimate the density function c 0x by (7) and the density function f Y|DX (·|0, x) directly from the data.
Fix the subgroup of individuals whose income is between the 25% and 50% percentile, age between 40 and 48 years old, and family size smaller than 3. 9 Figure 4 plots the density estimateĉ 0x using the green solid line, and the density estimatef Y|DX (·|0, x) using the blue dotted line. From Figure 4 , the two distributions roughly share the same support. Moreover, as shown in Vuong and Xu (forthcoming), the main restrictions imposed by our model require that C dx (·) defined by (4) should be monotone increasing for d = 0, 1 and all x ∈ S X . We plot estimates of C 0x (·) and C 1x (·) in Figure 5 for the subgroup of Table 5 reports summary statistics of the ITE estimates in our sample. From Table 5 , the ITE has a mean of $22.45k and median Q 2 of $8.83k, indicating a long right tail of the ITE distribution. The mean of ITE is larger than the average treatment effects (ATE) of OLS and 2SLS, which are $13.53k and $9.42k, respectively, while the median of ITE turns out to be smaller than these two ATEs. The differences reflect the distortion due to the linear specification used in OLS and 2SLS, as well as the selection bias. Figure 6 provides the ITE density estimates for the full sample along with 95% pointwise bootstrap confidence intervals. The participation effects of 401(k) on net financial assets are distributed on the interval [-$10k, $60k], with a mode around $4k.
As the bootstrap confidence intervals indicate, the ITE density is quite well-estimated.
Figures 7 to 10 plot the ITE density estimates conditional on income, age, family size and family status, separately. In particular, the ITE density given income shifts to the right with a slight increase in variance as income increases, revealing that ITEs for individuals with high income is larger though more heterogeneous than for those whose income are low. Thus, the benefits from participating to 401(k) retirement programs on personal savings increase as Family Income increases. Though not as pronounced, the same trend is found when conditioning on age, family size and family status. 
Family size>=3
Estimated ITE Probability density function Proof. First, we differentiate Q 0 (y 0 , y 1 ) with respect to y 0 . Noting that ∂E|W − w|/∂w = 2F W (w) − 1 for a continuous distribution F W (·), we obtain
Moreover, we have
It follows that
where the last step comes from the definition of C dx in (4). Fix y 1 ∈ R. Note that C 0x (·) is weakly increasing on R and strictly increasing on
by Theorem 1. Moreover, because p(x, 0) < p(x, 1), 11 then Q 0 (·, y 1 ) has a weakly and strictly increasing derivative on R and C o dx , respectively. Therefore, Q 0 (·, y 1 ) is weakly and strictly convex on R and C o dx , respectively, for arbitrary y 1 ∈ R. Furthermore, if
, we have C 0x (y 0 ) = C 1x (y 1 ) if and only if y 0 = φ 0x (y 1 ) by Theorem 1. Thus, y 0 = φ 0x (y 1 ) uniquely solves the first-order condition
. A similar argument also applies to the population objective function Q 1 (y 0 , ·).
A.2. Proof of Theorem 2.
11
When such a rank of p(x, z) is unknown, we can modify the objective function byQ 0 (y 0 , y 1 ) = [p(x, 1) − p(x, 0)] × Q 0 (y 0 , y 1 ). The additional term p(x, 1) − p(x, 0) changes the sign ofQ 0 (·, y 1 ) based on the relative rank of p(x, z) while its scale does not matter for the optimization ofQ 0 (·, y 1 ).
Proof. Fix X = x. All the following argument is conditional on X = x. For simplicity, we suppress the dependence on x, e.g., we use φ d for φ dx , omit the term 1(X i = x) in the estimation, and X = x in the conditional probability P(Y ≤ y; D = d|X = x; Z = z). Moreover, we only show the results for d = 0. The proof for the case d = 1 can be derived similarly.
First, we show uniform consistency. By Angrist, Chernozhukov, and Fernández-Val (2006) , it suffices to show that sup (y 0 ,y 1 )∈B Q 0 (y 0 ,
By the law of large number, we have pointwise convergence, i.e., Q 0 (y 0 , y 1 ) − Q 0 (y 0 , y 1 ) = o p (1). Then, it suffices to show the stochastic equicontinuity of the empirical processρ 0 (·, ·; z) − ρ 0 (·, ·; z), which directly follows the general argument in Koenker and Xiao (2002) . Next, we establish the limiting distribution of the process.
Taking the directional derivative, we have
where the remainder term ξ n (y 0 ) is bounded by
By the computational properties of linear programming in Koenker and Bassett (1978, Theorem 3. 3), we have ξ n (y 0 ) = O p (n −1 ) uniformly in y 0 ∈ R. We can derive a similar expression for = − G n ϕ(φ 0 (y 1 ), y 1 ) × 1(Z = 0) E n 1(Z = 0) + G n ϕ(φ 0 (y 1 ), y 1 ) × 1(Z = 1) E n 1(Z = 1)
Because ϕ is Donsker, by the empirical process theorem (see e.g. Van Der Vaart and Wellner, 1996) , we have the equicontinuity of the function class ϕ(·, ·). Hence, uniformly in y 1 , A.3. Proof of Theorem 3.
Proof. We havef
is the infeasible kernel estimator of f ∆ (δ). From standard kernel estimation, we have sup δ∈ [δ+h,δ−h] |f ∆ (δ) − f ∆ (δ)| = O p h P since h = (ln n/n) 1 2P+2 leads to oversmoothing. Thus, it suffices to show that the same uniform convergence rate holds for |f ∆ (δ) −f ∆ (δ)|. We actually show that sup δ∈ [δ+h,δ−h] |f ∆ (δ) −f ∆ (δ)| = o p h P so that the first step estimation error is negligible given our choice of bandwidth.
From a second-order Taylor expansion we havê
where ∆ † i is between∆ i and ∆ i . Since sup i |∆ i − ∆ i | = O p (n −1/2 ) from Theorem 3, we have
where the summation is a nonparametric estimator of f ∆ (δ) × |K (u)|du. Therefore,
which is an o p h P . Furthermore, because K is bounded, we have
which is also an o p h P provided P ≥ 1. Therefore, the first-step estimation error is negligible.
