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Abstract
In this thesis the effect of structural disorder and interaction on the physical properties
of nanocrystalline materials is investigated by computer simulations. Three different ty-
pes of nanocrystalline materials are considered: In systems of ferromagnetic particles the
dipolar interaction, anisotropy, and polydispersity of the particles affect the relaxational
behavior of the remanent magnetization. Here, the dipolar interaction leads to a complex
behavior of the relaxation. In nanoscopic and microscopic disperse conductors the ionic
conductivity is studied by considering the percolation of interfaces between the conduc-
ting and insulating particles. While the conductivity shows a maximum as function of
insulator content for nanoscopic composites, it decreases monotonously for microscopic
composites. Nanocrystalline metal oxide layers for which the electrical conductivity is
affected by the presence of a reactive gas can be used as gas sensors. Here, percolation
effects are investigated which lead to a detection limit and an enhanced change of the
conductivity with increasing gas concentration above the detection limit.
Kurzfassung
Die vorliegende Arbeit befasst sich mit dem Einfluß struktureller Unordnung und Wech-
selwirkungsmechanismen auf das physikalische Verhalten von Nanopartikelsystemen. Da-
bei werden die Materialien modelliert und Simulationen zu deren physikalischem Ver-
halten durchgefu¨hrt. Es werden drei Arten von Nanopartikelsystemen untersucht: In Sy-
stemen aus ferromagnetischen Partikeln beeinflussen die dipolare Wechselwirkung, die
Anisotropie und die Polydispersivita¨t der Partikel das Relaxationsverhalten der remanen-
ten Magnetisierung. Hierbei zeigt sich, daß die dipolare Wechselwirkung zu einem kom-
plexen Verhalten der Relaxation fu¨hrt. In nanoskopischen und mikroskopischen disper-
sen Ionenleitern wird die ionische Leitfa¨higkeit untersucht, wobei die Perkolation von
Grenzfla¨chen zwischen leitenden und isolierenden Partikeln betrachtet wird. Wa¨hrend
die Leitfa¨higkeit bei nanokristallinen Kompositen ein Maximum mit zunehmendem Iso-
latoranteil zeigt, fa¨llt sie fu¨r mikrokristalline Komposite monoton mit zunehmendem Iso-
latoranteil ab. Nanokristalline Metalloxidschichten, bei denen die Anwesenheit eines re-
aktiven Gases zu einer A¨nderung der Leitfa¨higkeit fu¨hrt, ko¨nnen als Gassensoren genutzt
werden. Hierbei treten Perkolationseffekte auf, die zu einem Detektionslimit und zu ei-
ner starken Erho¨hung der Leitfa¨higkeitsvariation mit zunehmender Konzentration eines
reduzierenden Gases oberhalb dieser Detektionsschwelle fu¨hren.
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Kapitel 1
Einleitung
In dieser Arbeit wird der Einfluß von struktureller Unordnung und Wechselwirkungsme-
chanismen auf die physikalischen Eigenschaften nanokristalliner Materialien mit Hilfe
von Computersimulationen untersucht. Diese Einleitung soll einen kurzen U¨berblick u¨ber
die untersuchten Themen geben. Eine ausfu¨hrliche Darstellung des aktuellen Stands der
Forschung und bestehender Fragestellungen ist jedem Kapitel in Form einer Einfu¨hrung
vorangestellt.
Nanokristalline Materialien bestehen aus einer Ansammlung von einzelnen Kristal-
liten bzw. Partikeln, welche Abmessungen im Bereich weniger Nanometer besitzen und
dadurch ein großes Oberfla¨chen-zu-Volumen Verha¨ltnis aufweisen. Oft werden diese Kri-
stallite durch Mahlverfahren aus einem mikrokristallinen Pulver hergestellt, wobei durch
die Mahldauer die resultierende Partikelgro¨ße kontrolliert werden kann. Eine weitere
Mo¨glichkeit besteht darin, die Partikel auf chemischem Wege durch Kristallisation in ei-
ner Lo¨sung (Sol-Gel-Verfahren) zu gewinnen. Diese Kontrolle der Partikelgro¨ße stellt ei-
ne wichtige Mo¨glichkeit dar, mechanische, elektrische, optische oder magnetische Eigen-
schaften dieser Materialklasse zu beeinflussen. Die auftretenden mikroskopischen Struk-
turen ha¨ngen auch davon ab, ob das Material durch Pressen kompaktiert oder durch Hei-
zen versintert wird, oder ob die Partikel in ein anderes umgebendes Material mit unter-
schiedlichen physikalischen Eigenschaften eingebettet sind. Eine Untersuchung des Ein-
flusses der Struktur und der Wechselwirkungen in den Materialien ist von großer techno-
logischer Relevanz, da hiermit ein “Maßschneidern“ von Materialien mo¨glich wird. Die
physikalischen Eigenschaften der nanokristallinen Materialien sind, insbesondere da es
sich zumeist um ungeordnete Strukturen handelt, noch nicht vollsta¨ndig verstanden.
Die vorliegende Arbeit gliedert sich in drei Teile. Im ersten Teil (Kapitel 2) wird der
Einfluß von dipolarer Wechselwirkung und struktureller Unordnung auf das magnetische
Relaxationsverhalten (Abklingen der remanenten Magnetisierung nach Abschalten eines
a¨ußeren Magnetfeldes) ultrafeiner magnetischer Nanopartikel untersucht. Die einzelnen
Partikel besitzen dabei Abmessungen, die unterhalb der Ausdehnung einer magnetischen
Doma¨ne liegen. Das bedeutet, daß die atomaren magnetischen Momente innerhalb des
Partikels koppeln und ein globales magnetisches Moment des Partikels bilden. Als Modell
wird ein Vielteilchensystem untersucht, welches aus polydispersen, anisotropen ferroma-
gnetischen Partikel besteht, deren magnetische Momente dipolar wechselwirken. Ledig-
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lich stark verdu¨nnte Systeme, in denen die dipolare Wechselwirkung na¨herungsweise ver-
nachla¨ssigt werden kann, sind recht gut verstanden. Hier besteht die Gesamtenergie des
Systems nur aus der Anisotropieenergie einzelner Partikel sowie der Wechselwirkung ein-
zelner magnetischer Momente mit einem a¨ußeren Magnetfeld. Bei Systemen mit gro¨ßeren
Partikeldichten, bei denen die dipolare Wechselwirkung nicht mehr vernachla¨ssigt werden
kann, ist dagegen unklar, welchen Einfluß die dipolare Wechselwirkung auf die experi-
mentell gemessene Relaxation hat. In diesem Teil der Arbeit wird der Einfluß von dipola-
rer Wechselwirkung, Polydispersivita¨t und Anisotropieenergie auf die magnetische Rela-
xation simuliert. Dabei werden die magnetischen Momente der Partikel ausgelenkt (ana-
log zum Anlegen eines starken a¨ußeren Magnetfeldes) und anschließend die Relaxation
ins thermische Gleichgewicht (ohne ein a¨ußeres Magnetfeld) simuliert, wobei der Verlauf
der remanenten Magnetisierung aufgezeichnet wird. Nur im einfachsten Fall monodisper-
ser, nichtwechselwirkender Partikel zeigt der Abfall der remanenten Magnetisierung ein
einfach exponentielles Verhalten. Dichtere und polydisperse Systeme zeigen dagegen ein
kompexes Verhalten, wobei das Relaxationsverhalten stark vom Wechselspiel zwischen
Polydispersivita¨t, Anisotropie und dipolarer Wechselwirkung gepra¨gt ist.
Im zweiten Teil (Kapitel 3) wird die Gleichstromleitfa¨higkeit nanokristalliner und mi-
krokristalliner disperser Ionenleiter mit einem Perkolationsmodell untersucht. Disperse
Ionenleiter bestehen aus einem Komposit, in dem mit bestimmten Volumenanteilen ein
polykristallines ionenleitendes Material (z.B.
   
) mit einem isolierenden, kationenab-
sorbierenden Oxid (z.B. 
 	
oder 

 	
) stochastisch vermischt ist. Diese Systeme
zeigen je nach Partikelgro¨ße ein ungewo¨hnliches Verhalten der Leitfa¨higkeit, wenn der
Volumenanteil des Isolators sukzessive erho¨ht wird. In mikrokristallinen Materialien be-
obachtet man dabei ein monotones Abnehmen der Leitfa¨higkeit mit zunehmendem Iso-
latoranteil. Besteht das System hingegen aus nanokristallinen Partikeln, so nimmt die
Leitfa¨higkeit mit zunehmendem Isolatoranteil zuna¨chst zu, erreicht bei einem mittleren
Volumenanteil ein Maximum und nimmt kurz nach dem Maximum mit weiter ansteigen-
dem Isolatoranteil rapide ab.
Zur Erkla¨rung dieses Pha¨nomens wird angenommen, daß sich zwischen Isolator und
Ionenleiter eine defektreiche Grenzschicht ausbildet, in der die Ionen weitaus beweglicher
sind als im Partikelvolumen. Diese Annahme wurde mittlerweile durch Messungen der
Lithiumionendiffusion in nanokristallinen  
   
	

 	
Kompositen mit den
Methoden der Impedanzspektroskopie und der NMR-Spektroskopie am  Li-Sondenkern
untersucht und besta¨tigt.
In diesem Teil der Arbeit wird ein Modell fu¨r das Kompositmaterial entwickelt, und
die Perkolation von Grenzfla¨chen simuliert. Die Berechnung der Leitfa¨higkeit wird dabei
auf ein Diffusionsproblem zuru¨ckgefu¨hrt, welches mit Hilfe von Random Walk Simu-
lationen gelo¨st wird. Dabei werden die Partikelgro¨ße sowie die strukturelle Unordnung
beru¨cksichtigt. Wie bei den experimentellen Ergebnissen zeigt sich, daß das Auftreten
eines Maximums in der Leitfa¨higkeit mit zunehmendem Isolatoranteil von der Partikel-
gro¨ße abha¨ngt. Da in Experimenten selbst bei enormen Isolatorkonzentrationen noch eine
signifikante Leitfa¨higkeit auftritt, wird auch ein erweitertes Modell vorgestellt, welches
in der Lage ist, die experimentell gefundenen Perkolationsschwellen zu erkla¨ren.
3Im dritten Teil (Kapitel 4) wird der Einfluß von Unordnung und Partikelgro¨ße auf
die sensorischen Eigenschaften gassensitiver, nanokristalliner Metalloxidschichten unter-
sucht. Diese Materialien zeigen eine A¨nderung der elektrischen Leitfa¨higkeit, wenn ein
reaktives Gas (d.h. ein stark oxidierendes oder stark reduzierendes Gas) in Kontakt mit
der Oberfla¨che kommt. Damit eignen sich diese Materialien als Gassensoren. Bauteile auf
der Basis dieses Funktionsprinzips finden sich bereits in vielen Anwendungen, in denen
typischerweise toxische oder explosive Gase detektiert werden mu¨ssen; sie finden aber
auch zunehmend Anwendung bei der Erkennung von Aromastoffen. Bei der hohen tech-
nologischen Relevanz dieser Materialklasse ist es von großem Interesse, mo¨glichst ge-
ringe Konzentrationen eines bestimmten Gases nachweisen zu ko¨nnen. Derzeit sind die
besonders interessierenden niedrigen Konzentrationsbereiche Apparaturen wie Gaschro-
matographen vorbehalten, die fu¨r eine Massenanwendung einerseits zu teuer und ande-
rerseits zu unhandlich sind. Hier besteht ein großer Bedarf, die einfach herzustellenden
nanokristallinen Metalloxidschichten hinsichtlich ihrer Sensitivita¨t zu optimieren.
In diesem Teil der Arbeit wird ein Perkolationsmodell fu¨r eine nanokristalline Me-
talloxidschicht entwickelt und der Einfluß der strukturellen Unordnung auf die gasmo-
dulierte Leitfa¨higkeit untersucht. Dabei wird einerseits die gasmodulierte Leitfa¨higkeit
an einzelnen Partikelverbindungen simuliert, aber auch beru¨cksichtigt, daß infolge che-
mischer Reaktionen auf der Oberfla¨che der Partikel, einige Partikel einen isolierenden
Zustand einnehmen ko¨nnen. Die Leitfa¨higkeit ist dann an das Zustandekommen eines
Pfades aus leitfa¨higen Partikeln geknu¨pft. Dies fu¨hrt zu Detektionsschwellen, oberhalb
derer die Leitfa¨higkeit besonders stark mit der Konzentration eines reduzierenden Gases
variiert. Diese Eigenschaft kann fu¨r ein neues Sensorkonzept genutzt werden, mit dem es
mo¨glich ist, die Sensitivita¨t von Gassensoren erheblich zu optimieren.
Die eher technischen Details der in dieser Arbeit verwendeten Algorithmen und Mo-
delle sind, sofern sie nicht unbedingt zum Versta¨ndnis der in den Kapiteln angesprochenen
Effekte notwendig sind, im Anhang zusammengefaßt. Die zitierte Literatur ist am Ende
der Arbeit aufgelistet.
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Kapitel 2
Magnetische Relaxation in
Nanopartikelsystemen
2.1 Einfu¨hrung
Systeme nanokristalliner magnetischer Partikel stehen stark im Interesse der theoreti-
schen, experimentellen sowie der angewandten Festko¨rperphysik, insbesondere hinsicht-
lich ihrer technologischen Relevanz als Datenspeicher [1]. Die fortschreitenden Mo¨glich-
keiten der Nanostrukturierung fu¨hren hier zu vo¨llig neuen Systemen, deren Eigenschaf-
ten neue technologische Mo¨glichkeiten ero¨ffnen aber hinsichtlich ihrer Komplexita¨t einer
ausfu¨hrlichen theoretischen Erkla¨rung bedu¨rfen.
Magnetische Nanomaterialien bestehen aus Einzelpartikeln mit einer magnetischen
Monodoma¨ne, in der sich die atomaren magnetischen Momente stark gekoppelt und so-
mit koha¨rent bewegen [2, 3, 4]. Jedem Partikel kann daher ein globales magnetisches
Moment zugeordnet werden, dessen Betrag proportional zum Partikelvolumen ist. Im all-
gemeinen sind die Partikel elongiert und die magnetischen Momente haben die Tendenz,
sich entlang der jeweiligen Anisotropieachse in eine der beiden Richtungen auszurichten
[5, 6].
In stark verdu¨nnten Systemen bestimmt allein die Anisotropieenergie der einzelnen
Teilchen und die Wechselwirkung mit einem a¨ußeren angelegten Magnetfeld das physi-
kalische Verhalten [4,5]. Bei Vera¨nderung der a¨ußeren Parameter (Temperatur oder Ma-
gnetfeld) erfolgt eine Relaxation ins thermische Gleichgewicht einfach exponentiell, wo-
bei die Relaxationszeit  thermisch aktiviert ist und von der Anisotropiebarriere und dem
a¨ußeren Magnetfeld abha¨ngt. Das physikalische Verhalten des Systems ha¨ngt daher von
dem fu¨r die A¨nderung experimentell vorgegebenen Zeitfenster   ab. Je nach dem, ob  
gro¨ßer oder kleiner als  ist, relaxiert das System wa¨hrend der Meßzeit ins thermische
Gleichgewicht oder nicht. Dies fu¨hrt dazu, daß beispielsweise die Hysterese bei tiefen
Temperaturen stark und bei hohen Temperaturen schwach oder gar nicht ausgepra¨gt ist.
Der Wechsel von Gleichgewichts- zu Nichtgleichgewichtsverhalten aufgrund der ther-
misch aktivierten Relaxationszeit macht sich insbesondere in Zero Field Cooling (ZFC)
und Field Cooling (FC) Experimenten, in denen die Suszeptibilita¨t bei A¨nderung der Tem-
peratur gemessen wird bemerkbar [7, 8, 9, 10]. In einem ZFC-Experiment wird zuna¨chst
eine im paramagnetischen Regime bei hohen Temperaturen demagnetisierte Probe ohne
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Feld auf eine Temperatur  stark abgeku¨hlt. Anschließend wird ein schwaches a¨ußeres
Feld  angelegt und die Temperatur schrittweise erho¨ht. Geschieht dies hinreichend lang-
sam  ﬁﬀﬂﬀ  , erreicht das System bereits bei   seine Gleichgewichtsmagnetisierung, die
dann bei weiterer Temperaturerho¨hung entsprechend dem Curie-Weiss Gesetz abgebaut
wird. In der Regel ist  ﬃﬂﬃ     ! und die Magnetisierung baut sich nur langsam auf,
bis sie bei der Blocking-Temperatur " ihren Gleichgewichtswert erreicht, bei der nun  
gleich    ! ist [5]. Bei weiterer Temperaturerho¨hung nimmt die Magnetisierung der
Probe dann wieder mit dem Curie-Weiss Gesetz ab. Wenn eine gewisse Temperatur 

oberhalb  " erreicht ist, wird unter Beibehaltung des a¨ußeren Feldes das System mit der
gleichen Rate wieder abgeku¨hlt. Die Magnetisierung folgt dann ihrer Gleichgewichtskur-
ve bis " . Bei weiterem Abku¨hlen wird die Relaxationszeit des Systems deutlich gro¨ßer
als   . Die Gleichgewichtsmagnetisierung kann sich nicht mehr einstellen und die Ma-
gnetisierung (und damit die Suszeptibilita¨t) erreicht einen Sa¨ttigungswert.
Wenn die Systeme nicht hinreichend verdu¨nnt sind, sollten Wechselwirkungseffekte,
insbesondere durch die Dipolwechselwirkung zwischen den magnetischen Momenten und
(bei sehr dichten Systemen) durch die Austauschwechselwirkung (Wechselwirkung ein-
zelner Spins an der Partikeloberfla¨che bei Kontakt zweier Partikel), eine gewichtige Rolle
spielen. In diesem Fall sollten Dichte der Partikel und deren Anordnung (eingefrorene
Flu¨ssigkeit, Agglomerate, Mehrschichtstrukturen etc.) die physikalischen Eigenschaften
der Teilchen mit pra¨gen.
Garcia et al. [11] untersuchten mit Hilfe von Monte Carlo Simulationen den Ein-
fluss der Dipolwechselwirkung und der Polydispersivita¨t auf die Lage der Blocking-
Temperatur mit Hilfe voin ZFC/FC Simulationen an gefrorenen Ferrofluiden. Es wurde
dabei herausgefunden, daß die Blocking-Temperatur  " mit zunehmender Partikelkon-
zentration deutlich zunimmt, aber keine ausgepra¨gte Abha¨ngigkeit von der Polydispersi-
vita¨t zeigt. Relaxationssimulationen bei schwachen angelegtem Feld zeigten bei den er-
haltenen Simulationsergebnissen jedoch keinen Hinweis auf eine mo¨gliche Spinglasphase
unterhalb #" . Dies zeigte sich darin, daß die Systeme unabha¨ngig vom Anfangszustand
(stark/schwach magnetisiert, demagnetisiert) immer zum gleichen Gleichgewichtspunkt
hin relaxierten. Bei einem Spinglas wu¨rde man erwarten, daß die Gleichgewichtslage
von den Anfangsbedingungen abha¨ngt. Der Befund wurde daher als Indiz gegen eine
Spinglasphase bei dipolar wechselwirkenden Systemen gewertet. Jedoch kann bereits ein
schwaches a¨ußeres Magnetfeld eine mo¨gliche Spinglasphase zersto¨ren. Die fu¨r Spingla¨ser
typische komplexe Energielandschaft mit vielen unterschiedlich tiefen energetischen Mi-
nima wird in diesem Fall durch das Feld gegla¨ttet [10].
In realen Systemen variieren die Partikelgro¨ßen sehr stark und damit auch die ma-
gnetischen Momente. Die Polydispersivita¨t sorgt dann im Grenzfall starker Verdu¨nnung
bereits fu¨r ein komplexes Verhalten des Gesamtsystems (aus einem einfach exponen-
tiellen Relaxationsverhalten kann beispielsweise ein gestreckt exponentielles Verhalten
( $! % '&)( *,+-  % . # /,021 ) werden, wie es auch in Spingla¨sern auftritt [12, 13]), so daß
man fru¨her glaubte, bereits allein mit Hilfe der Anisotropieenergie und der Polydispersi-
vita¨t der Partikel das magnetische Relaxationsverhalten der Nanomaterialien weitgehend
verstehen zu ko¨nnen. Auch das Verhalten der ZFC/FC- Kurven bei  " a¨hnelt dem Ver-
halten von Spingla¨sern bei der Spinglastemperatur 3 , ohne das ein Spinglas vorliegt.
Fu¨r Spingla¨ser typisches Verhalten wie Alterungseffekte oder Divergenz des nichtli-
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nearen Anteils der Suszeptibilita¨t bei #3 treten natu¨rlich bei stark verdu¨nnten magneti-
schen Nanopartikelsystemen, bei denen die Wechselwirkung der Teilchen untereinander
vernachla¨ssigbar ist, nicht auf.
Die experimentelle Situation stellt sich wie folgt dar. Systeme aus magnetischen Par-
tikeln wie 4 -Fe

O

zeigen nach dem Abschalten eines a¨usseren Feldes einen nichtexpo-
nentiellen Abfall der Magnetisierung (thermoremanente Magnetisierung). Diese anomale
Relaxation wurde bisher auf die mit der Polydispersivita¨t und Anisotropie der magne-
tischen Nanopartikel verbundene Verteilung der individuellen Relaxationszeiten zuru¨ck-
gefu¨hrt, wobei die experimentell gefundenen Daten zumeist an eine logarithmische Rela-
xationsfunktion angepasst wurden [6, 14]. Alterungseffekte treten in dichten 4 -Fe

O

und
Fe-C-Systemen auf, nicht aber in verdu¨nnten Systemen. Dies wird als klares Indiz dafu¨r
angesehen, daß stark verdu¨nnte Systeme, welche eine anomale Relaxation aber keine Al-
terungseffekte zeigen, keine Spinglassysteme darstellen [8].
ZFC/FC-Experimente sind widerspru¨chlich. Jonsson et al. finden, bei gleicher Heiz-/Ku¨hl-
rate mit zunehmender Partikeldichte eine Zunahme der Blocking-Temperatur, die mit ei-
ner Verbreiterung des Maximums in der Suszeptibilita¨tskurve einhergeht. Luo et al. [15]
finden bei gefrorenen Fe

O5 -Ferrofluiden eine monoton anwachsende Suszeptibilita¨t bei
fortschreitender Abku¨hlung des Systems, wohingegen Messungen von Mamija et al. [7, 9]
an 6 -FeN Partikelsystemen eine Sa¨ttigung der FC-Suszeptibilita¨t zu kleinen Temperatu-
ren hin a¨hnlich den Spinglassystemen zeigen. Bei der Untersuchung von Co 7 8 Fe

8 /Al

O

- Mehrschichtsystemen konnten Kleemann et al. ku¨rzlich eine Spinglas-typische Diver-
genz der nichtlinearen Suszeptibilita¨t nachweisen [16, 17, 18, 19]. Unklar ist hier aber
noch, welche Rolle dabei die Anordnung der magnetischen Partikel in den Schichten
spielt. Weitere Indizien fu¨r das Auftreten von Spinglasverhalten liefern Messungen der
dynamischen Suszeptibilita¨t 9: ;ﬁ an gefrorenen Ferrofluiden ( 4 -Fe

O

) und den Mehr-
schichtsystemen. Die Experimente zeigen, daß der Imagina¨rteil von 9 ; mit der Fre-
quenz des magnetischen Wechselfeldes und der Temperatur in einer fu¨r das Auftreten
von Spinglasphasen typischen Art und Weise skaliert. Die aus der Skalenfunktion gefun-
denen Werte fu¨r die Spinglastemperatur  3 stimmen dabei quantitativ mit den gefundenen
Werten fu¨r  3 aus dem kritischen Verhalten der nichtlinearen Anteile aus der statischen
Suszeptibilita¨t u¨berein [16, 17, 18, 19]. Besonders interessant ist, daß Kleemann et al.
neben dem Spinglasverhalten in den quasi-zweidimensionalen Systemen, mit zunehmen-
der Systemdichte auch Indizien fu¨r das Zustandekommen einer superferromagnetischen
Phase fanden [18, 17].
Das Pha¨nomen der Relaxation, welches in allen magnetischen Eigenschaften der Na-
nopartikelsysteme Einzug ha¨lt, ist nach wie vor nicht vollsta¨ndig verstanden. Experimen-
telle Ergebnisse sind schwierig zu interpretieren, da mehrere individuelle Eigenschaften
wie Polydispersivita¨t, Anisotropie, dipolare Wechselwirkung, Agglomeratbildung und da-
mit verbundene Austauschwechselwirkung, zu einem integralen Verhaltem fu¨hren. Die
Einzeleffekte ko¨nnen experimentell kaum voneinander getrennt werden. Daru¨ber hinaus
besteht bei der magnetischen Relaxation nach wie vor Uneinigkeit daru¨ber, ob die be-
obachteten Effekte lediglich die Folge eines individuellen Blockierens der magnetischen
Momente sind, oder ob die dipolare Wechselwirkung zu einer so starken Kopplung der
magnetischen Momente untereinander fu¨hrt, daß die beobachteten Effekte kollektiver Na-
tur sind. Die mo¨gliche kollektive Natur der Relaxationspha¨nomene wurde immer wieder
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zum Anlaß genommen, Systeme aus magnetischen Nanopartikeln als mo¨gliche Kandida-
ten fu¨r spinglasa¨hnliche Systeme zu betrachten. In der vorliegenden Arbeit wurden daher
die Auswirkungen der einzelnen Eigenschaften wie Anisotropie, Polydispersivita¨t und
dipolare Wechselwirkung auf das Relaxationsverhalten ferromagnetischer Nanopartikel-
systeme systematisch untersucht.
2.2 Dipolar wechselwirkende ferromagnetische Nanopar-
tikel
2.2.1 Das Modell von Stoner und Wohlfarth
Stoner und Wohlfarth entwickelten 1947 ein Modell zur Beschreibung der Hysterese fer-
romagnetischer nanokristalliner Partikel, deren Abmessungen kleiner als eine magneti-
sche Monodoma¨ne sind [4]. In dem Modell wird angenommen, daß die einzelnen ato-
maren magnetischen Momente in dem kristallinen Partikel koha¨rent rotieren (Abb. 2.1)
und somit dem Partikel < ein globales magnetisches Moment (im folgenden magnetisches
Moment) =>#? zugesprochen werden kann, dessen Absolutbetrag konstant und proportional
zum Partikelvolumen ist @
>#?
@
ACB!D E
?
 (2.1)
wobei die Sa¨ttigungsmagnetisierung B D eine volumenunabha¨ngige Materialkonstante ist.
Als kritische Partikelgro¨ße, ab der eine Doma¨nenbildung innerhalb des Partikelvolumens
stattfindet, wird 15nm fu¨r den Fall spha¨rischer Eisenpartikel angegeben. Diese kritische
Gro¨ße ha¨ngt neben der Kristallanisotropie stark von der Formanisotropie ab. Fu¨r die Form
eines Rotationsellipsoiden wird fu¨r ein Durchmesserverha¨ltnis von 1:10 ein kritischer
Wert von 61nm fu¨r die gro¨ßere der beiden Achsen angegeben. Die Werte liegen fu¨r Nickel
bei 62-250nm und fu¨r Cobalt bei 350nm [6]. U¨blicherweise werden die ferromagneti-
schen Partikel u¨ber ein chemisches Verfahren aus einer Lo¨sung hergestellt, in der Partikel
von typischerweise 3-10nm Gro¨ße auftreten [20, 21].
Reale Partikel weichen unter Umsta¨nden von dieser Idealisierung ab, z.B. wird ange-
nommen, dass nahe der Oberfla¨che die Spins aufgrund der Sto¨rung der Gitterperiodizita¨t
und Adsorption von Fremdstoffen eine Dephasierung durchlaufen und die Sa¨ttigungs-
magnetisierung nur innerhalb des Partikelkerns nicht jedoch in der Oberfla¨chenschicht
erreicht wird [6]. Dieser Effekt ist stark von der Partikelgro¨ße abha¨ngig. Battle et al.
scha¨tzen, daß bei Cobalt-Partikel mit 1.6nm Durchmesser ca. 60% der Spins an der Ober-
fla¨che liegen [6]. Neben der Formanisotropie existiert, bedingt durch das Kristallgitter des
Partikelvolumens, auch eine kristallographische Anisotropie (Eisen und Nickel zeigen ei-
ne kubische Anisotropie mit drei ausgezeichneten Achsen), welche jedoch um ca. eine
Gro¨ßenordnung unter der Formanisotropie liegt. Numerische Untersuchungen zur Aus-
wirkung kristallographischer Anisotropie auf die Hystereseeigenschaften finden sich in
[22, 23].
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Abbildung 2.1: Ferromagnetische Nanopartikel. Modell nach Stoner und Wohlfarth.
2.2.2 Wechselwirkungen
Ausgangspunkt bei der vorliegenden Untersuchung der magnetischen Relaxation ist ein
System aus F nanokristallinen ferromagnetischen Partikeln, die mit dem Modell von Sto-
ner und Wohlfarth beschrieben werden ko¨nnen und die in eine nichtmagnetische Ma-
trix eingebettet sind. Die in dem folgenden Modell betrachteten Partikel werden in erster
Na¨herung als Rotationsellipsoide mit einer als Anisotropieachse bezeichneten Hauptsym-
metrieachse angenommen. Im folgenden soll sich auf diese uniaxiale Formanisotropie der
Partikel beschra¨nkt werden (im folgenden Anisotropie genannt). Die Achsenorientierung
wird durch einen Einheitsvektor =G definiert, der parallel zur Achse steht und o.B.d.A. eine
positive H -Komponente hat (Abb. 2.1). Wird das magnetische Moment z.B. durch Anle-
gen eines a¨ußeren Magnetfelds aus der Ruhelage ausgelenkt, so berechnet sich die damit
verbundene Anisotropieenergie zu
IKJ
? L
M
A
	N
E
?KO
=
>
?
=
G
?
@
=
>#?
@QP

 (2.2)
wobei N die (materialspezifische) Anisotropiekonstante bezeichnet. Nach Abschalten
des Feldes relaxiert das magnetische Moment zuna¨chst zum na¨chstgelegenen Energie-
minimum, bei dem je nach Richtung des zuvor angelegten Magnetfelds das magneti-
sche Moment parallel oder antiparallel zur Anisotropieachse steht. Dieser Prozeß der
Inner-Mulden-Relaxation beno¨tigt keine thermische Aktivierung (in Abb. 2.2 entspricht
die Inner-Mulden-Relaxation einer Bewegung innerhalb der Potentialmulde, wobei die
durchgezogene Linie der Anisotropieenergie entspricht). Die maximale Anisotropieener-
gie fu¨hrt zu einer Energiebarriere zwischen den beiden Energieminima, bei denen das
magnetische Moment parallel bzw. antiparallel zur Anisotropieachse steht. Diese Ener-
giebarriere kann durch thermische Fluktuationen des magnetischen Moments u¨berwun-
den werden, wobei das magnetische Moment bezu¨glich der Anisotropieachse dann eine
Richtungsinversion vornimmt. Im Gegensatz zur Innermuldenrelaxation spricht man hier
von Zwischenmuldenrelaxation. Das physikalische Verhalten kann dabei durch ein effek-
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Abbildung 2.2: Anisotropieenergie R M (durchgezogene Linie) und Gesamtenergie RTSCR M'U
R:V (gestrichelte Linie) bei anwesendem schwachen a¨ußeren Magnetfeld W
X
. Hier wurde der Ein-
fachheit halber angenommen, daß das Partikel in Richtung des Magnetfeldes ausgerichtet ist (und
damit YKS[Z gilt). Ohne Feld sind beide Energieminima gleich tief und es existiert nur eine Ak-
tivierungsenergie, die gleich der Anisotropieenergie ist. Ein angelegtes a¨ußeres Feld bricht diese
Symmetrie und fu¨hrt zu unterschiedlich tiefen Minima, somit zu unterschiedlichen effektiven Ak-
tivierungsenergien bzw. Relaxationszeiten \ ] und \ ? , wobei im gezeigten Fall \ ]_^!\
/
gilt.
tives paramagnetisches Modell beschrieben werden, weshalb in diesem Fall auch vom
sog.Superparamagnetismus gesprochen wird. Das magnetische Moment wird in diesem
Zusammenhang gelegentlich als Superspin bezeichnet.
Die magnetische Feldenergie des magnetischen Moments mit einem angelegten a¨uße-
ren Magnetfeld = ist
I
J
? L
V
A
`=
>
?
=
!a (2.3)
Nach Ausfu¨hren der Skalarprodukte la¨ßt sich damit die Gesamtenergie eines einzelnen
Partikels, welches mit keinen weiteren Partikeln wechselwirkt, schreiben als
I
A
N
E
?cb dce
 f
?
g
EhB
D
b d2e i? (2.4)
wobei
f
? der Winkel zwischen magnetischem Moment und Anisotropieachse ist und i ?
der Winkel zwischen dem magnetischen Moment und der Feldrichtung ist. Fu¨r den ver-
einfachten Fall, daß die Anisotropieachse parallel zur Feldrichtung steht (
f
?
A
i
? ) ist in
Abb. 2.2 die Energie
I
eines solchen isolierten Partikels dargestellt. Die durchgezogene
Linie zeigt den Verlauf im feldfreien Fall (  =0), die gestrichelte Linie den Verlauf mit
schwachem Feld. Ohne Feld sind die Energiebarrieren
I
"
A
$'j2*k
@
I
M
@ l
A
N
E sym-
metrisch und es existiert genau eine charakteristische Zeit  , die Relaxationszeit des Par-
tikels, in der im Mittel durch thermische Fluktuationen eine Orientierungsinversion des
magnetischen Moments stattfindet und die wie Neel [2] nachwies ein Arrhenisverhalten
zeigt

A

8nm oQp
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E
q
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
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a (2.5)
Sobald ein Feld angelegt wird, ist diese Symmetrie gesto¨rt und es existieren zwei Re-
laxationszeiten  ] und 
/
(Abb. 2.2), wobei  ] ﬀ 
/
. In einem System aus mehreren
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Partikeln tritt das magnetische Moment eines einzelnen Partikels prinzipiell in Wechsel-
wirkung mit den Dipolfeldern aller umgebenden magnetischen Momente. Diese dipolare
Wechselwirkung kann nur in sehr stark verdu¨nnten Systemen in erster Na¨herung ver-
nachla¨ssigt werden. Die dipolare Wechselwirkungsenergie zwischen den magnetischen
Momenten zweier Partikel < und r berechnet sich zu
I
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wobei =v ? t der Paarabstandsvektor von Partikel < zu Partikel r ist. Die Gesamtenergie des
Teilchenensemble berechnet sich aus der Summe aller Beitra¨ge
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wobei der Faktor  beru¨cksichtigt, daß bei der Paarsumme u¨ber die dipolaren Wechsel-
wirkungsenergien doppelt summiert wurde (WW Teilchen < mit Teilchen r gleich WW
Teilchen r mit Teilchen < ).
Experimentell wird ein flu¨ssigkeitsa¨hnlich angeordnetes Teilchenensemble durch Ein-
frieren einer za¨hen Lo¨sung, die die Nanopartikel entha¨lt, oder durch Durchmischung der
Partikel in einem Epoxidharz mit anschließender Ausha¨rtung realisiert. Bei der expe-
rimentellen Pra¨paration der Systeme kann jedoch eine Agglomeratbildung der Partikel
nicht ausgeschlossen werden. Treten die Partikel miteinander in Kontakt, so besteht ei-
ne Austauschwechselwirkung der atomaren magnetischen Momente unmittelbar an der
Kontaktstelle, was die Gro¨ße und mo¨glicherweise auch die Orientierung des globalen
magnetischen Moments a¨ndert. Dies kann dann das Relaxationsverhalten signifikant be-
einflussen. Technologisch relevante Partikelanordnungen finden sich z.B. in Form von
du¨nnen Filme wie z.B. Magnetba¨nder oder Festplatten oder in nanostrukturierten Ma-
terialien. Im folgenden soll sich jedoch auf die gebra¨uchlichste Anordnung beschra¨nkt
werden, die einer eingefrorenen agglomeratfreien Flu¨ssigkeit entspricht (daher oft auch
als gefrorenes Ferrouid bezeichnet).
2.2.3 Magnetische Relaxation
Im thermischen Gleichgewicht sind die tiefsten Minima der Energielandschaft bevo¨lkert.
Wird ein Magnetfeld angelegt, so vera¨ndert dies die Energielandschaft entsprechend (Abb.
2.2), und das System relaxiert in die neue Gleichgewichtslage, wobei die Energieminima
wieder entsprechend bevo¨lkert werden. Wird zu einer Zeit % A das Magnetfeld ab-
geschaltet, so relaxieren die einzelnen Momente thermisch aktiviert und somit nicht in-
stantan, d.h. unmittelbar nach Abschalten des Feldes befindet sich das System in einem
Nichtgleichgewichtszustand. Die Relaxation ins thermische Gleichgewicht wird im Falle
der magnetischen Partikel durch Messung des zeitlichen Verlaufs der thermoremanenten
Magnetisierung (Abklingen der Magnetisierung bei konstanter Temperatur) untersucht.
Der Effekt der abklingenden Magnetisierung wird dabei als magnetische Relaxation be-
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zeichnet 1, die charakteristische Funktion B  %  , die den Verlauf der Relaxation beschreibt
wird Relaxationsfunktion genannt. Die magnetische Relaxation ist eines der Standardver-
fahren um Nichtgleichgewichtspha¨nomene zu untersuchen, wobei die Relaxation letztlich
eine makroskopische Signatur der Verteilung mikroskopischer Energiebarrieren ist.
In einem System idealerweise monodisperser nichtwechselwirkender Partikel fu¨hrt
die zufa¨llige Verteilung der Anisotropieachsen noch zu keiner A¨nderung des einfachen
Relaxationsverhalten (2.5) [3]. Lediglich der pra¨exponentielle Faktor 
8
in Gl.(2.5) a¨ndert
sich in diesem Fall. Fu¨r Zeiten % ﬃ  erscheint das magnetische Moment eines Partikels
blockiert, da die Energiebarriere noch nicht u¨berwunden wurde. Oberhalb von  hingegen
wechselt das magnetische Moment aufgrund der thermischen Fluktuationen zwischen den
beiden stabilen Lagen parallel zur Anisotropieachse. Die Wahrscheinlichkeit  %  , daß
das einzelne magnetische Moment zur Zeit % noch keine Richtungsinversion vorgenom-
men hat, ist dabei
' % 
A
m oQp
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P
 
was von Wernsdorfer et al. [24] durch Messungen einzelner Patikel experimentell besta¨tigt
wurde. Im idealisierten Fall monodisperser nichtwechselwirkender Systeme folgt daraus
ein einfach exponentieller Verlauf der Relaxationsfunktion
B
 % 
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 (2.8)
wobei die Relaxationszeit  nach Gl.(2.5) thermisch aktiviert ist.
Sobald jedoch, wie es in reellen Systemen typischerweise der Fall ist, die Partikel-
volumina E ? breit verteilt sind, fu¨hrt dies zu einer Verteilung von Anisotropiebarrieren
+
I
M
 und folglich zu einer Verteilung von Relaxationszeiten + n . In diesem Fall kann
die remanente Magnetisierung nichtwechselwirkender Partikel geschrieben werden als
B
 % 
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Q[
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+ # (
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Qa (2.9)
Analytische Ansa¨tze gehen bei der Lo¨sung des Integrals in (2.9) von Na¨herungen fu¨r die
Verteilung der Relaxationszeiten aus. Eine Mo¨glichkeit besteht darin, die Verteilungs-
funktion + n , die sich im vorliegenden Fall aus Gl.2.5 und der Verteilungsfunktion fu¨r
die Partikelvolumina ' E  zusammensetzt durch eine a¨hnliche Funktion zu ersetzen, so
daß das Integral in (2.9) analytisch lo¨sbar ist. Die glockenfo¨rmige Verteilung + # kann
durch eine Gammaverteilungsfunktionfunktion [25] ersetzt werden [26]
+ n
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wobei  H2 die Euler Gammafunktion ist. Mit dieser Verteilung lautet die Lo¨sung von
Gl.(2.9)
B
 % 
AB



|
: H,
O
%

8
P
Ł


N
Ł#
|
O
%

8
P


 
 (2.11)
1Analog wird auch der Aufbau der Magnetisierung nach Anlegen eines Feldes als magnetische Relaxa-
tion betrachtet.
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wobei N
Ł
die modifizierte Besselfunktion der dritten Art [25] ist.
Diese Form der Anpassung wurde zuna¨chst zur Beschreibung der magnetischen Rela-
xation von Spingla¨sern benutzt, wobei sich herausstellte, daß diese Form starke A¨hnlich-
keit zu einem gestreckt exponentiellen Verlauf hat [27]. Ku¨rzlich wurde eine gestreckt-
exponentielle Abnahme der thermoremanenten Magnetisierung auch in Schichtsystemen
aus Co 7 8 Fe

8 -Partikeln, die schichtweise in eine Al

O

-Martix eingebettet sind, gefun-
den. Diese Systeme zeigen daru¨ber hinaus spinglasa¨hnliche Eigenschaften wie Diver-
genz der Relaxationszeit und der nichtlinearen Anteile der magnetischen Suszeptibilita¨t
bei einer Spinglastemperatur #3 sowie wartezeitenabha¨ngige Relaxation (Alterungsef-
fekte). Gestreckt-exponentielle Relaxationsverla¨ufe sind schon bei der experimentellen
Untersuchung der remanenten Magnetisierung von Spinglassystemen wie 2.6% Ag:Mn+
0.46% Sb gefunden worden [12, 13]. Fru¨he theoretische Arbeiten sowie Computersimu-
lationen an Ising-Spinsystemen sagten ebenfalls gestreckt-exponentielle Verlaufsfunktio-
nen voraus. Ogielski [28] fand in diesem Zusammenhang bei der Simulation von Ising-
Spinsystemen eine Spinkorrelationsfunktion, welche ein Produkt aus einem Potenzgesetz
und einer gestreckt-exponentiellen Funktion ist ( Q %  A b % /,
m o,p_
;%   ). Oberhalb der
Spinglastemperatur  3 zeigte sich dagegen nur noch der Potenzfall , %  A b % /2 .
Eine weitere Mo¨glichkeit, eine Relaxationsfunktion im Fall verteilter Relaxationszei-
ten zu entwickeln, besteht darin, fu¨r die zu Gl.(2.9) a¨quivalente Darstellung
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eine Funktion der Form
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einzufu¨hren, die durch eine Stufenfunktion approximiert werden kann [14]. In Abb. 2.3 ist
der Verlauf von + %  
I
 fu¨r verschiedene Zeiten % gezeigt, wobei sich die Kurven durch ei-
ne forminvariante Verschiebung zu ho¨heren Energien mit zunehmender Zeit auszeichnet.
Die Funktion zeigt den Verlauf einer Sigmoide mit einem Wendepunkt bei einer kriti-
schen Energie
I
A
q
"# # % . 
8
 . Unterhalb
I
fa¨llt die Funktion rasch auf 0 ab, so daß
I
 %  auch als ein zeitabha¨ngiger cut-off gedeutet werden kann, mit dem Gl.(2.12) durch
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approximiert werden kann. Die Tatsache, daß der zeitliche Verlauf der Relaxationsfunk-
tion nur noch von
I

als einziger zeitlich vera¨nderlicher Gro¨ße abha¨ngt, fu¨hrt zu der
Annahme, daß die Magnetisierung bei einer festen Zeit % als Funktion der Temperatur
a¨quivalent sein sollte zur zeitlichen Entwicklung der Magnetisierung bei einer festen
Temperatur. Damit hat
I	
 % 
A
q
"#  % . 
8
 die Funktion einer Skalierungsvariable.
Experimentelle Resultate [14, 10] sowie Simulationsergebnisse [29, 30] wurden auf ihre
Skalierbarkeit hin untersucht, wobei die Relaxationsdaten fu¨r verschiedene Temperaturen
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Abbildung 2.3: Die Funktion #   R	 als Funktion der Energiebarriere fu¨r verschiedene Zeiten  .
als B gegen  # % .  8  aufgetragen werden. Die stu¨ckweisen Datensa¨tze bilden im Falle
der Skalierbarkeit eine stetige Kurve [14]. Die Funktion + %  
I
 kann nun in einfacher
Weise approximiert werden (vgl. Abb. 2.3)
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Die Funktion v 
I
 und die Grenzen
I
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ermitteln sich einfach aus der Tangentenstei-
gung bei
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Wird +
I
 im Bereich um
I
in der Form weiter vereinfacht, daß +
I
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so fu¨hrt dies auf die sog. logarithmische Approximation
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wobei
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definiert. Obwohl diese Entwicklung einer Relaxationsfunktion eine ganze Reihe von An-
nahmen voraussetzt, ist die Anpassung an ein logarithmisches Gesetz weit verbreitet bei
der Beschreibung der magnetischen Relaxation von ferromagnetischen Partikeln. So wur-
de die logarithmische Anpassung experimentell bei FeC- und Fe

O 5 -Partikelsystemen [14]
sowie in Computersimulationen von Systemen mit einer Verteilung von Energiebarrie-
ren angewendet [29, 31]
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Sind die Systeme nicht stark verdu¨nnt, so kann die dipolare Wechselwirkung nicht
mehr vernachla¨ssigt werden. In diesem nichttrivialen Fall wird die Relaxation durch eine
komplexe Energielandschaft, die a¨hnlich zu kanonischen Spingla¨sern viele lokale Mini-
ma aufweist, gepra¨gt. Die Richtungsinversion eines magnetischen Moments fu¨hrt hierbei
zu einer Vera¨nderung der Energiebarrieren. Somit vera¨ndert sich die Verteilung der Ener-
giebarrieren wa¨hrend der Relaxation. Das komplexe Wechselspiel zwischen Anisotropie,
Feldeinwirkung und dipolarer Wechselwirkung macht eine analytische Behandlung des
Problems im Falle stark wechselwirkender Systeme unmo¨glich. Ferner ist nicht mehr un-
terscheidbar, ob das beobachtete Relaxationsverhalten auf der Polydispersivita¨t oder der
dipolaren Wechselwirkung beruht, da beide Eigenschaften gleichermaßen zur Dynamik
beitragen. Die Einflu¨sse ko¨nnen experimentell nicht getrennt werden. Eine weitere Be-
handlung ist hier jedoch mit Hilfe numerischer Verfahren wie der Monte-Carlo Simulati-
on, wie sie im folgenden vorgestellt wird, mo¨glich.
2.3 Modell
2.3.1 Simulationsablauf
Im ersten Schritt der Simulation, welcher getrennt von der eigentlichen Relaxationssimu-
lation ausgefu¨hrt werden kann, wird mit Hilfe einer Monte-Carlo Simulation eine flu¨ssig-
keitsa¨hnliche Anordnung von Partikeln erzeugt. Dazu werden zuna¨chst F punktfo¨rmige
Partikel in einem kubischen Gitter mit dem Volumen ¨

angeordnet2. Dabei wird bereits
in normierten Einheiten gerechnet, d.h. die Partikelkoordinaten werden derart normiert,
daß die Systemla¨nge ¨ aus (2.6) herausgezogen wird und die Partikelkoordinaten nor-
miert sind, d.h. *n© A *. ¨  ª © A ª .c¨  H © A H,. ¨ (mit k *n©  ª ©  H ©
l¬«
-

 
 1 ). Um reale Sy-
steme zu betrachten, ko¨nnen die Koordinaten entweder wieder mit ¨ multipliziert werden
oder wie in der vorliegenden Simulation als Dichteparameter eingehen, was spa¨ter mo-
tiviert wird. Die punktfo¨rmigen Partikel im normierten System werden dann unter dem
Einfluß eines Lennard-Jones Paarpotentials
EQ­2®
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£
v
8
v
¥¯

(2.19)
(unter Verwendung periodischer Randbedingungen) thermalisiert, wobei der Thermali-
sierungsprozeß zuna¨chst bei einer hohen Temperatur beginnt und mit einer bestimmten
Ku¨hlrate das System auf eine tiefe Temperatur abgeku¨hlt wird. Die Anfangs- und Endtem-
peratur sowie die Ku¨hlrate, mit der das System thermalisiert wird, muß dabei so gewa¨hlt
werden, daß die Paarkorrelationsfunktion °


v
 den experimentellen Verha¨ltnissen ent-
spricht. Fu¨r die Dichte ± und die Energie 6 werden hierbei fu¨r eine Flu¨ssigkeitsphase
typische Werte ± A 0.85 v /

8
fu¨r die Dichte und
q
"
. 6
A 0.2 benutzt (siehe z.B. [32]).
Die Paarkorrelationsfunktion °


v
 ist dabei definiert als
°
²{³´
µc¶
±2F
v
·
y
?
~

·
y
t }
~
?#¸

v

v
? t
 ¹a (2.20)
2Wobei die Partikel z.B. in der Form º»'¼½ﬁ¼½¼»`¾ ¼ oder º»'¿:½	¿:½¿»_À Á ¿ angeordnet sind.
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Abbildung 2.4: Paarkorrelationsfunktion Â

 Ãc fu¨r eine flu¨ssigkeitsa¨hnliche Anordnung von Par-
tikelkoordinaten (Erla¨uterungen siehe Text).
Die Mittelung Ä a a a Å erstreckt sich dabei u¨ber die einzelnen Konfigurationen. Der fu¨r eine
Flu¨ssigkeit typische Verlauf der Paarkorrelationsfunktion °


v
 ist in Abb. 2.4 gezeigt.
Wegen des Abstoßungsterms in Gl.(2.19) ko¨nnen die Teilchen sich nicht na¨her als eine
bestimmte Distanz kommen. Die Funktion zeigt ungefa¨hr bei Vielfachen von v 8 Maxima
mit abnehmender Amplitude fu¨r wachsende Absta¨nde, was die paarweisen Korrelationen
wiederspiegelt. Der Prozeß der Thermalisierung wird solange fortgefu¨hrt, bis sich die
Energie des Teilchenensembles nicht weiter vera¨ndert, sondern um einen konstanten Wert
schwankt.
Im na¨chsten Schritt wird jedem Partikel eine zufa¨llig orientierte Anisotropieachse zu-
geordnet, die durch einen Einheitsvektor =G in Richtung der Anisotropieachse mit positiver
H -Komponente ( G
Ł
¢
0) definiert ist. Weiter wird jedem Partikel ein Volumen zugeordnet,
welches zufa¨llig, aber normalverteilt
'
E
:&
m o,p


E
 Æ
E


| Ç

È

(2.21)
gewa¨hlt wird. In dieser Arbeit wurden sowohl Systeme mit monodispersen (
Ç
È =0) als
auch polydispersen (
Ç
È =0.4) Partikelvolumina untersucht. Diese Konfigurationen werden
abgespeichert, in der Simulation eingelesen und wa¨hrend eines Simulationsdurchlaufs als
konstant angenommen.
Die Dichte des Systems kann einerseits durch Variation von F bei konstantem Sy-
stemvolumen ¨

aber auch durch Variation von ¨ bei konstanter Teilchenzahl F bestimmt
werden. Letztere Methode, welche auch in dieser Arbeit angewendet wurde, bietet den
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Vorteil, daß die erzeugten flu¨ssigkeitsa¨hnlichen Strukturen zur Simulation verschieden
dichter Systeme verwendet werden ko¨nnen. Die Variation der Dichte wird dabei wie im
folgenden erkla¨rt auf eine Variation des Systemvolumens zuru¨ckgefu¨hrt.
Sei v ? t der Abstand zwischen zwei Teilchen im Systemvolumen ¨

, dann kann der
Paarabstand auch geschrieben werden als v ? t A ¨:j ? t , wobei
j
? t
²
v
? t
¨
(2.22)
die normierten Paarabsta¨nde (0
¡
j
? t
¡
1) definiert. Analog dazu kann mit den Teilchen-
volumina verfahren werden. So ist E ? A
Æ
EﬂÉ
? , wobei
É
?
²
E
?
.:Æ
E (2.23)
normierten Partikelvolumina die auf
Æ
É =1 normierten Partikelvolumina sind. Als Einheit
der Energie wird im folgenden das doppelte der maximalen Anisotropieenergie
|
NÊÆ
E
verwendet.
Mit Gl.(2.1) ko¨nnen die konstanten Vorfaktoren in Gl.(2.6) zusammengefasst werden
zu b
8
²
B

D
.
|
N , b
²
F
Æ
E
.c¨

AË
?
E
?
.
E , wobei b die Teilchenkonzentration und b
8
eine
materialspezifische Konstante in der Gro¨ßenordnung von eins sind 3. Alle Vorfaktoren
ergeben zusammen den dimensionslosen Dichtekontrollparameter
Ì
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8
a (2.24)
Mit Gl.(2.1) sowie Glg.(2.6) und (2.7) folgt dann
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(2.25)
wobei =( ? der Einheitsvektor in =>#? -Richtung ist. In der großen runden Klammer von Gl.(2.25)
stehen nur noch dimensionslose, normierte Werte. Dies erlaubt es schließlich, mit ein und
der selben Koordinatenkonfiguration verschiedene Dichten zu simulieren. Systeme mit
unterschiedlichen Teilchenzahlen F und F

haben dann ein und die selbe Konzentrati-
on, wenn
Ì

F

A
Ì	
F

A
b
b
8
(2.26)
gilt. Dies wird am Ende dieses Kapitels benutzt um Finite size-Effekte zu untersuchen.
Im folgenden wird der U¨bersichtlichkeit halber als Konzentration das dimensionslose
Verha¨ltnis b . b 8 angegeben.
Mit  M A
|
N_.
B!D folgt fu¨r die gesamte Feldenergie im System mit Gl.(2.1) sowie
Glg.(2.3) und (2.7)
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
 
3Fu¨r reelle Materialien findet sich in [7] ÎÏﬂ» 1182 emu/cm Ð und Ñ = 10 Ò erg/cm Ð , was zu Ó Ô =
1.43 fu¨hrt. Magnetitpartikel mit Abmessungen um 7.5 nm zeigen experimentell einen Wert von Î'Ï = 420
emu/cm Ð und Ñ = 1.9 ½ 10 Õ erg/cm Ð , was zu Ó Ô = 2.15 fu¨hrt [8]. Die in dieser Arbei verwendeten gro¨ßten
Dichten ergeben somit Ó = 0.55 fu¨r FeN-Nanopartikel und Ó = 0.83 for Magnetitpartikel.
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wobei =(
V
der Einheitsvektror in Feldrichtung ist. Das a¨ußere Magnetfeld sei o.B.d.A. in
die positive H -Richtung orientiert, so folgt vereinfacht
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wobei i? der Winkel ist, den das magnetische Moment mit der z-Achse bildet, und Ù
²
'.c
M das reduzierte Feld bezeichnet. Zusammengefaßt wird in der Simulation die Ge-
samtenergie nach Glg.(2.4), (2.25), (2.27) zu
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berechnet. Hier bezeichnet
f
? den Winkel zwischen dem magnetischem Moment und der
Anisotropieachse von Partikel < . In den geschweiften Klammern stehen nur noch dimen-
sionslose Gro¨ßen. Der Dipolterm wird dabei mit der Methode der Ewald-Summation aus-
gewertet [32].
Die Relaxation eines einzelnen magnetischen Moments kann durch einen Standard
Metropolis Algorithmus simuliert werden [32, 11, 33]. Das magnetische Moment wird
von seiner urspru¨nglichen Orientierung virtuell um ein Raumwinkelelement
¸
f
ausge-
lenkt. Dabei liegt die neue (virtuelle) Position des magnetischen Moments auf einer zufa¨llig
gewa¨hlten Stelle der Oberfla¨che eines Kegelmantels mit O¨ffnungswinkel
¸
f
. Es wird die
Energiea¨nderung Ý
I
der Gesamtenergie durch diese virtuelle Vera¨nderung berechnet und
die neue Einstellung mit einer Wahrscheinlichkeit
+
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(2.29)
beibehalten. Aus Gru¨nden der Vereinfachung wird fu¨r die Energiedifferenz Ý
I
nur der
Ausdruck in der geschweiften Klammer von Gl.(2.28) berechnet und die Temperatur dafu¨r
in Einheiten der doppelten Anisotropieenergie angegeben, wobei
ß
²
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(2.30)
im folgenden die inverse reduzierte Temperatur bezeichnet.
Im Simulationsablauf wird pro Monte Carlo (MC) Zeitschritt das Verfahren F mal
auf ein zufa¨llig ausgewa¨hltes magnetisches Moment angewendet und die Zeit jeweils um
F¬/
 erho¨ht, d.h. pro MC Schritt wird im Mittel jedes magnetische Moment einmal dieser
Prozedur unterzogen.
Sofern nicht explizit anders beschrieben, werden in den Relaxationssimulationen die
magnetischen Momente im System zuna¨chst unter dem Einfluß eines starken Feldes satu-
riert. Dazu wird die Temperatur zuna¨chst auf einen hohen Wert gesetzt und unter dem
Einfluß eines starken Magnetfeldes
@
=
Ù
@
A
@
Ù=( Ł
@à
1 die Relaxation mit dem obigen
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Algorithmus simuliert. Wa¨hrend dieser Relaxationssimulation wird die Temperatur in
gleichma¨ßigen zeitlichen Absta¨nden schrittweise mit konstanter Rate auf die gewu¨nsch-
te Temperatur abgesenkt (Thermalisierung). Wa¨hrend dieses Thermalisierungsprozesses
sind alle magnetischen Momente aufgrund des großen Feldes praktisch parallel zur Feld-
richtung orientiert. Zum Zeitpnkt % =0 wird das Magnetfeld abgeschaltet ( Ù =0) und die
Relaxation ins thermische Gleichgewicht nach dem obigen Algorithmus simuliert. In re-
gelma¨ßigen Absta¨nden wird die Gesamtmagnetisierung
B
 % 
A

F
·
y
?
~

E
?
Æ
E
Ö ×cØ	á
?
 % 
aufgezeichnet, wobei á ?  %  den Winkel bezeichnet, den das magnetischen Moments > ? zur
Zeit % mit der H -Achse einschließt.
Abbildung 2.5: System monodisperser nanokristalliner ferromagnetischer Partikel. Die Probe
wird durch ein starkes a¨ußeres Magnetfeld W
X
magnetisiert. Die magnetischen Momente werden
dabei in positive z-Richtung ausgerichtet. Zur Zeit  =0 wird das a¨ußere Magnetfeld abgeschaltet
und die Abnahme der Gesamtmagnetisierung aufgezeichnet.
2.3.2 Bestimmung der Relaxationsfunktion
Der Verlauf der Magnetisierung B  %  kann -wie bereits erwa¨hnt- empirisch z.B. an eine
logarithmische oder eine gestreckt-exponentielle Funktion angepasst werden, was ha¨ufig
zur Charakterisierung experimenteller Daten genutzt wurde. Problematisch ist hierbei je-
doch, daß nicht davon ausgegangen werden kann, daß der funktionelle Verlauf von B  % 
fu¨r alle Zeiten derselbe ist. In Abha¨ngigkeit von Polydispersivita¨t oder dipolarer Wechsel-
wirkung 4 ko¨nnen Zeitfenster existieren, in welchen B  %  einen unterschiedlichen Verlauf
zeigt. Daher kann z.B. bei einem Fit experimenteller Daten nicht a priori entschieden wer-
den, in welchem Bereich die Fitfunktion passt. Aus diesem Grund wurde sich hier bei der
Auswertung der Simulationsdaten auf die sog. Relaxationsrate â¤ %  konzentriert, die mit
der remanenten Magnetisierung B  %  u¨ber


%
B
 % 
A
ﬂâ¤ % 
B
 %  (2.31)
4Allgemein bei jeglicher Art von Kopplung zwischen den einzelnen Relaxoren.
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Abbildung 2.6: Relaxationsrate (schematisch). Im Bereich I erfolgt die Innermulden-Relaxation,
in der die magnetischen Momente zur Anisotropieachse hin relaxieren. Der Bereich II entspricht
der Zwischenmulden-Relaxation, die bei einer Zeit  ã einsetzt, bei der die magnetischen Momente
thermisch aktiviert die Anisotropiebarriere u¨berwinden, wobei das Plateau in ä   gerade der
inversen Relaxationszeit å æ \ entspricht. Der Langzeitbereich III, bei dem sich oberhalb einer
Crossover-Zeit 

ein einfaches Potenzgesetz finden la¨ßt, ist abha¨ngig von der Sta¨rke der dipolaren
Wechselwirkung und somit von der Dichte des Systems. In den Simulationen ist bei Anwesenheit
dipolarer Wechselwirkung das Zwischenmulden-Plateau wenig bis gar nicht ausgepra¨gt, so daß die
Crossover-Zeit 

nicht ermittelt werden kann. Statt dessen kann aber jeder andere Punkt  8^h

gewa¨hlt werden um das weitere Relaxationsverhalten zu bestimmen.
bzw. ç
ç

B
 % 
B
 % 
A
ﬂâ¤ %  (2.32)
zusammenha¨ngt [34]. Hierbei wird davon ausgegangen, daß die Relaxationsrate â¤ % 
eine einfachere Form als die eigentliche Relaxationsfunktion B  %  besitzt. Eine logarith-
mische Integration von Glg.(2.32) fu¨hrt zu
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Definitionsgema¨ss gilt $! % A  A  . Aus Gl.(2.33) folgt unmittelbar, daß die zeitabha¨ngi-
ge Relaxationsrate â¤ %  aus dem Verlauf von $! %  u¨ber
â¤ % 
A



%
 ﬁ$¬ %  (2.34)
gewonnen werden kann. Werden die magnetischen Momente in einem starken Magnet-
feld ausgelenkt und das Magnetfeld zur Zeit % A abgeschaltet, so relaxieren die magne-
tischen Momente zuna¨chst ohne thermische Aktivierung und unabha¨ngig voneinander in
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Richtung der Anisotropieachsen, wobei die Relaxationszeit konstant und temperaturun-
abha¨ngig ist. Dies sollte sich in der Relaxationsrate â¤ %  als ein temperaturunabha¨ngiges
Plateau bei sehr kurzen Zeiten wiederspiegeln, wobei die Ho¨he des Plateaus gerade der in-
versen Relaxationszeit fu¨r die Innermulden-Relaxation entspricht (Region I in Abb. 2.6).
Bei gro¨ßeren Zeiten u¨berwinden die magnetischen Momente die Anisotropiebarriere (Ori-
entierungsinversion des magnetischen Moments bzw. Zwischenmulden-Relaxation, Regi-
on II in Abb. 2.6). Die Relaxationsrate zeigt hierbei ein Plateau, welches nun tempe-
raturabha¨ngig ist. Die Ho¨he der Plateaus fu¨r verschiedene Temperaturen spiegelt dabei
wiederum die inverse Relaxationszeite fu¨r dieses Regime wieder, d.h.
â¤ % 
A
â¬8
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a (2.35)
Fu¨r noch gro¨ßere Zeiten wird â¤ %  u.U. zeitabha¨ngig, wobei die Zeitabha¨ngigkeit ihren
Ursprung sowohl in einer Verteilung individueller Relaxationszeiten aufgrund einer aus-
gepra¨gten Polydispersivita¨t der Partikel als auch in dem wachsenden Einfluß dipolarer
Wechselwirkung bei zunehmender Partikeldichte haben kann, was im folgenden gezeigt
wird,. Die Relaxation wird hierbei verlangsamt, was sich in einer Verringerung der Re-
laxationsrate zeigt. Oberhalb einer characteristischen Crossoverzeit %

ein einfaches Po-
tenzverhalten (Region III in Abb. 2.6)
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Abha¨ngig von G ergeben sich daher fu¨r das Langzeitverhalten insgesamt vier verschie-
dene Szenarien. Fu¨r G =0 ergibt Glg.(2.33) einen einfach exponentiellen Verlauf
$! % 
A
$¬ %


m o,p
- 
ê
% 1
 (2.37)
wie man ihn fu¨r stark verdu¨nnte Systeme erwartet. In diesem Spezialfall ist êA c.  , d.h.
die Dynamik ist durch die Relaxation einzelner Partikel vollsta¨ndig charakterisiert. Ist 0
¡
G
ﬃ 1, so fu¨hrt Glg.(2.33) zu einem gestreckt exponentiellen Abfall der Magnetisierung
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Im Falle eines U¨bergangs von einem einfach-exponentiellen zu einem gestreckt-
exponentiellen Verlauf der Relaxationsfunktion $! %  kann analytisch eine effektive Rela-
xationszeit nî bestimmt werden. In Region II ( %
ã
ﬃ
%
ﬃ
%

) gilt wegen G A
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Dagegen gilt in Region III (% ﬀ %

) zusammengefaßt
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22 KAPITEL 2. MAGNETISCHE RELAXATION
wobei
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eine effektive Relaxationszeit darstellt. Mit Gl.(2.36) folgt aus der Stetigkeitsbedingung
fu¨r â¤ %  an %
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a (2.43)
Gl.(2.43) in (2.38) eingesetzt liefert durch Vergleich mit Gl.(2.41)
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Die effektive Relaxationszeit nî verknu¨pft die mikroskopische Relaxationszeit  einzel-
ner nicht-wechselwirkender Partikel mit dem Kopplungsexponenten G .
Fu¨r G A  fu¨hrt die Ausfu¨hrung des Integrals in Glg.(2.33) zu einem potenzartigen
Abfall (algebraischer Abfall) der Magnetisierung mit dem Exponenten ê aus Gl.(2.43)
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a (2.45)
Fu¨r G ﬀ  fu¨hrt die Ausfu¨hrung des Integrals in Glg.(2.33) zu einer Abnahme der
Magnetisierung hin zu einer remanenten Magnetisierung mit b
ë
aus Gl.(2.39),
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Wie man sofort sieht, erreicht die Magnetisierung asymptotisch den Wert von
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Oftmals ist eine genaue Bestimmung von %

nicht mo¨glich, da das Plateau von Region II
kaum ausgepra¨gt ist. Statt der Crossoverzeit %

kann in in den Glg.(2.37-2.47) aber auch
jeder andere Wert % 8 ﬀ %

eingesetzt werden, da sich das Verhalten der Relaxationsfunkti-
on auf diesen Zeitskalen nicht mehr a¨ndert. Bei genauer Kenntnis von G und ê kann man
damit eine Abscha¨tzung fu¨r den Wert von $! ÷Ü geben. Dies ist von besonderer Bedeu-
tung, da dieser Zustand weder in Experimenten noch in Computersimulationen erreicht
werden kann. Ein Exponent G ﬀ  sagt also eine remanente Magnetisierung, letztlich also
einen schwach geordneten Zustand voraus.
2.4 Simulationsergebnisse
Im folgenden werden die Ergebnisse des untersuchten Modells dargestellt. Es werden
zuerst stark verdu¨nnte Systeme betrachtet, in denen die dipolare Wechselwirkung ver-
nachla¨ssigt werden kann. Die Gesamtenergie entha¨lt in diesem Fall nur noch Summen
u¨ber einzelne Teilchen aber nicht mehr u¨ber Teilchenpaare . Es ist daher fu¨r die Ergeb-
nisse prinzipiell unerheblich, ob sich die Teilchen in ein und demselben Systemvolumen
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befinden oder ob die Simulationen an einzelnen Teilchen durchgefu¨hrt und die Ergebnisse
gemittelt werden. Hierbei werden unterschiedliche Ausrichtungen der anisotropen Parti-
kel betrachtet und der Einfluß des Partikelvolumens sowie der Einfluß der Polydipersivita¨t
untersucht.
Danach werden dichtere Systeme betrachtet, in denen die dipolare Wechselwirkung
nicht mehr vernachla¨ssigt werden kann. Es werden mono- wie polydisperse Systeme be-
trachtet. Da die Blocking-Temperatur wie bereits beschrieben nur im Nichtgleichgewicht
definiert ist und somit eine grundsa¨tzlich zeitabha¨ngige Gro¨ße darstellt, wird in den im
folgenden pra¨sentierten Ergebnissen die inverse reduzierte Temperatur
ß
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anstatt eines Temperaturverha¨ltnisses .  " angegeben, wobei aber alle Temperaturen
signifikant unterhalb der typischen Blocking-Temperatur  " liegen. Die Dichte der Sy-
steme wird in Einheiten von b . b
8
angegeben, die Zeit % wird in Einheiten der Simulati-
onsschritte (MCS, Monte Carlo Schritte, vgl. Abschn. Simulationsablauf) gemessen.
2.4.1 Einteilchensysteme und der Einfluß der Anisotropie
Die Relaxation ins thermische Gleichgewicht unterliegt, da das Feld zur Zeit % =0 abge-
schaltet wird und Ù =0 fu¨r %
¢
0, in diesem Fall ausschließlich der Anisotropieenergie.
Zuna¨chst wird der Temperatureinfluß auf das Relaxationsverhalten eines monodispersen
Systems ( E ? A
Æ
E	ø
< ) untersucht, bei dem die Anisotropieachsen zufa¨llig verteilt sind.
Abb. 2.7 zeigt die Simulationsergebnisse fu¨r verschiedene inverse reduzierte Temperatu-
ren
ß
. Der Abfall der Magnetisierung ist in Abb. 2.7a und b dargestellt. In der doppelt
logarithmischen Auftragung 2.7a erkennt man einen auf den ersten Blick paradoxen Ef-
fekt, daß fu¨r Zeiten unterhalb von 100 Simulationsschritten die Magnetisierung mit tiefe-
rer Temperatur schneller abfa¨llt. Die magnetischen Momente relaxieren in dieser Zeit
zuna¨chst aus der ausgelenkten Orientierung in Richtung der Anisotropieachsen, welche
wie im vorliegenden Fall abwesender Feld- und Dipol-Dipol-Wechselwirkungen der La-
ge der Energieminima entsprechen. Dieser Prozeß ist nicht thermisch aktiviert. Es mag
jedoch sein, daß im Grenzfall hoher Temperaturen die thermische Fluktuation dem Rela-
xieren in die Gleichgewichtslage entgegenwirkt, d.h. einige der magnetischen Momente
werden durch thermische Fluktuationen wieder in Richtung der H -Achse ausgelenkt. Bei
tiefen Temperaturen sind die thermischen Fluktuationen geringer und die magnetischen
Momente relaxieren zielstrebiger in die Gleichgewichtslage. Oberhalb von 100 Simu-
lationsschritten zerfa¨llt die Magnetisierung wie erwartet mit zunehmender Temperatur
schneller. Der Zerfall der Magnetisierung erfolgt dabei mit einem einfachen Exponen-
tialgesetz, was in der semilogarithmischen Auftragung (Abb. 2.7b) durch einen geraden
Verlauf direkt erkennbar ist. In Abb. 2.7a erkennt man, daß im Grenzfall
ß¬ù
÷ (
ù
 )
die Magnetisierung auf einen konstanten Wert $ =0.5 relaxieren wu¨rde, was einfach ein-
zusehen ist. Hier wa¨re die remanente Magnetisierung durch die Projektionen der magne-
tischen Momente auf die H -Achse bestimmt. Da das U¨berwinden der Anisotropiebarriere
in diesem Grenzfall ausgeschlossen werden kann (nur Innermulden-Relaxation), rasten
die magnetischen Momente parallel zur Anisotropieachse ein, wobei die H -Komponente
positiv ist. Die Projektionen mitteln sich aufgrund der zufa¨lligen Verteilung gerade bei
$ =1/2. Bei endlichen Temperatueren ( ﬀ  bzw.
ß
ﬃ
÷ ) u¨berwinden die magne-
tischen Momente nach einiger Zeit durch thermische Fluktuationen die Energiebarriere
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Abbildung 2.7: Relaxation fu¨r ein monodisperses System im Grenzfall starker Verdu¨nnung (Ein-
teilchenmodell). a) und b) remanente Magnetisierung ú_   , c) Relaxationsrate ä   d) Arrhenius-
verhalten der Relaxationszeit \ . Die Steigung entspricht der in Einheiten von û üý
þ
angegebenen
Anisotropieenergie (gestrichelte Linie zum Vergleich).
|
N
E . Die thermische Aktivierung dieses Prozesses zeichnet sich im â¤ %  -Bild durch
gerade Plateaus aus, deren Achsenabschnitt gerade dem Inversen der Relaxationszeit
 entspricht (Abb. 2.7c). Anfa¨nglich relaxieren die Systeme mit einer Rate, die na¨he-
rungsweise temperaturunabha¨ngig ist, d.h. die Relaxation der magnetischen Momente in
Richtung der Anisotropieachse ist nicht thermisch aktiviert und wu¨rde auch im Grenzfall

ù
 (
ß¬ù
÷ ) stattfinden. Die Relaxation bei gro¨ßeren Zeiten ( % ﬀ 500MCS) zeigt nun
jedoch eine ausgepra¨gte Temperaturabha¨ngigkeit. Die thermisch aktivierten Relaxations-
zeiten 
ß
 sind in Abb. 2.7d dargestellt und zeigen ein typisches Arrheniusverhalten. Die
Steigung der gestrichelten Kurve in Abb. 2.7d deutet zum Vergleich die Relaxationszeit

ß

A
m o,p
-
ß
N
E
1 an. Man erkennt eine leichte Abweichung zu hohen Temperaturen hin.
Fu¨r sehr niedrige Temperaturen kann  nicht mehr direkt aus dem â¤ %  -Bild (Abb. 2.7c)
abgelesen werden. Da die Magnetisierung $! %  sich hier zeitlich kaum noch a¨ndert, ist
die Relaxationszeit  sehr groß und die durch numerische Ableitung gewonnenen â¤ %  -
Werte fluktuieren bereits um Null. Die Art der Auftragung versagt hier, was durch die
schwach verbundenen Punkte in Abb. 2.7c dargestellt ist. Hier wurde die Relaxationszeit
durch einen direkten Fit der remanenten Magnetisierung nach Gl.(2.37) gewonnen. Die so
ermittelten Relaxationszeiten sind in Abb. 2.7d durch kleinere offene Kreise dargestellt.
Die Abweichungen zu den im â¤ %  -Bild ermittelten Relaxationszeiten sind minimal.
Wegen des oben besprochenen paradoxen Kurzzeitverhaltens wurden die Simulatio-
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Abbildung 2.8: Relaxation im monodispersen verdu¨nnten Grenzfall fu¨r verschiedene reduzier-
te Temperaturen. In diesem Fall sind sie Anisotropieachsen parallel zum Sa¨ttigungsfeld (hier
z-Achse) ausgerichtet. a) u. b) zeitlicher Magnetisierungsverlauf, c) Relaxationsrate ä   , d)
Arrhenius-Verhalten der Relaxationszeiten (die gestrichelt Gerade zeigt zum Vergleich die Stei-
gung von \ﬂß  c
 
ü
þ
an).
nen mit in H -Richtung ausgerichteten Anisotropieachsen wiederholt ( =G ? A =(
Ł
ø
< ). Nun ist
(i) die Gleichgewichtslage fu¨r jedes magnetische Moment gleich und (ii) startet die Re-
laxation aus einer stabilen Lage heraus heraus. Das globale Energieminima, aus dem das
System heraus startet, ist in diesem Fall u¨berbevo¨lkert, und es findet, bedingt durch die
thermisch aktivierte Relaxation, ein Ausgleich der Energieminima statt. Das System star-
tet also nicht von einem thermischen Gleichgewicht heraus. Wie in Abb. 2.8a erkennbar
ist, verschwindet bei diesen artifiziellen Anfangsbedingungen das paradoxe Kurzzeitver-
halten, welches man bei zufa¨llig verteilten Anisotropieachsen findet. Hier relaxieren nun
die magnetischen Momente bei ho¨herer Temperatur fu¨r alle Zeiten schneller. Dies erkennt
man auch im Kurzzeitverhalten der Relaxationsrate â¤ %  , welche nun einen streng mo-
noton fallenden Verlauf zeigt. Bei  =0 wu¨rde das System entgegengesetzt zum obigen
Fall seine Anfangsmagnetisierung beibehalten, da sich zur Zeit % AT die einzelnen ma-
gnetischen Momente in einer stabilen Lage befinden. Durch die artifizielle Anordnung
der Anisotropieachsen bedingt, relaxiert das System bei kurzen Zeiten langsamer als im
vorherigen Fall zufa¨llig verteilter Anisotropieachsen. Aus diesem Grund ist die remanen-
te Magnetisierung ho¨her als im vorherigen Fall obwohl nach ca. 500 Simulationsschrit-
ten die Relaxationsrate (Abb. 2.8c) die gleiche wie im vorherigen Fall (Abb. 2.7c) ist.
Die thermisch aktivierte Relaxationszeit  (Abb. 2.8d) zeigt wieder das gleiche Verhal-
ten wie im Fall zufa¨llig verteilter Anisotropieachsen. Der wesentliche Unterschied be-
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Abbildung 2.9: Relaxation im monodispersen verdu¨nnten Grenzfall. Hier sind die magnetischen
Momente zur Zeit :S parallel zur Anisotropieachse ausgerichtet. a) und b) zeitlicher Magneti-
sierungsverlauf, c) Relaxationsrate äC   , d) Arrhenius-Verhalten der Relaxationszeiten.
steht also nur im Kurzzeitverhalten, welches von den Innermulden-Relaxationen gepra¨gt
ist und zu einem anderen $! %

 fu¨hrt. Das Langzeitverhalten ist hingegen (bei nicht-
wechselwirkenden Systemen) unabha¨ngig davon, ob die Anisotropieachsen in Feldrich-
tung oder zufa¨llig orientiert sind.
Eine weitere Mo¨glichkeit, das System aus einer stabilen Lage heraus zu starten, be-
steht in der Anfangsbedingung, daß alle magnetischen Momente bei zufa¨llig orientierten
Anisotropieachsen zur Zeit % AT parallel (aber mit positiver H -Komponente) zur Aniso-
tropieachse stehen. Das Ergebnis ist in Abb. 2.9 dargestellt. Wiederum beschra¨nken sich
die Auswirkungen auf das Kurzzeitverhalten, jedoch ist das paradoxe anfa¨ngliche Relaxa-
tionsverhalten wieder im Wesentlichen das gleiche wie im Falle zufa¨llig verteilter Aniso-
tropieachsen, d.h. eine Vermeidung dieser ungewo¨hnlichen Innermulden-Relaxation ist an
eine Ausrichtung der Anisotropieachsen in Feldrichtung geknu¨pft und kann nicht alleine
durch den Start aus einer stabilen Lage heraus vermieden werden. Das Langzeitverhalten
wird davon nicht betroffen.
Weiter wurden monodisperse Systeme fu¨r unterschiedliche (konstante) Partikelvolu-
mina simuliert. Die Anisotropieachsen sind hier wieder zufa¨llig verteilt. Da Þ
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sollte der Effekt der gleiche sein, wie wenn
man die Temperatur variiert, d.h. es sollte gelten:
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Abbildung 2.10: Einfluß des Partikelvolumens bei Anisotropie im Grenzfall starker Verdu¨nnung
(Einteilchenmodell). a) und b) zeitlicher Magnetisierungsverlauf, c) Relaxationsrate äC   d) Ex-
ponentielle Abha¨ngigkeit der Relaxationszeit vom Partikelvolumen.
Die Ergebnisse in Abb. 2.10 zeigen quantitativ das gleiche Bild wie in Abb. 2.7, wobei
hier bei einer konstanten Temperatur
ß
=30 das (monodisperse) Partikelvolumen E vari-
iert wurde. Die volumenabha¨ngige Relaxationszeit  E T( *2+-
ß
N
E
1 ist in Abb. 2.10d
dargestellt.
Als na¨chstes soll der Einfluß der Partikelvolumenverteilung auf das Relaxationsver-
halten stark verdu¨nnter Systeme betrachtet werden. Dazu wird, wie zuvor beschrieben,
jedem Partikel < ein aus einer Normalverteilung zufa¨llig gewa¨hltes Volumen E ? zugeord-
net. Eine Volumenvariation fu¨hrt analog zu einer Temperaturvariation zu einer A¨nderung
der Relaxationszeit. Ein System mit einer Verteilung von Partikelvolumina fu¨hrt zu einer
Verteilung von Relaxationszeiten. Daraus sollte eine zeitlich hierarchische Orientierungs-
inversion der einzelnen magnetischen Momente resultieren. Wa¨hrend die magnetischen
Momente gro¨ßerer Partikel auf langen Zeitskalen aufgrund ihrer hohen Anisotropiebarrie-
re blockiert erscheinen, ko¨nnen sich die magnetischen Momente kleinerer Partikel schon
mehrmals zwischen den beiden Energieminima hin und her bewegt haben. Dies sollte
sich in Form einer zeitabha¨ngigen Relaxationsrate â¤ %  zeigen. Das Relaxationsverhal-
ten eines polydispersen Systems im verdu¨nnten Grenzfall ist in Abb. 2.11 gezeigt. Das
Relaxationsverhalten weicht klar von einem einfachen Exponentialfall ab, die Relaxati-
onsfunktion zeigt im halblogarithmischen Plot ( 2.11b) keine geraden Linien mehr und
die Relaxationsrate zeigt ein deutliches Potenzverhalten (Abb. 2.11c). Interessanterweise
ist der Exponent G na¨herungsweise unabha¨ngig von der Temperatur G 
|
. w .
In Abb2.11a ist der Verlauf der Relaxationsfunktion anhand von Gl.(2.41) mit G und
Qî als Fitparameter angepasst worden. Die Werte fu¨r G und #î aus den $! %  - und â¤ %  -
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Abbildung 2.11: Einfluß des Polydispersivita¨t im Grenzfall starker Verdu¨nnung (Einteilchenmo-
dell). a) und b) zeitlicher Verlauf der Magnetisierung (in b zeigt sich deutlich die Abweichung vom
einfach exponentiellen Verlauf), c) Relaxationsrate (Referenzgerade mit  =2/3). d) Versuch eines
 
  æ \ 8  -Scalings. Die Kurven scheinen in dieser Art der Auftragung ineinander u¨berzugehen (vgl.
Abschn. 2.2.3).
Daten sind in Tab.2.1 aufgelistet. Die Werte aus dem Fit von $¬ %  stimmen in guter Na¨he-
rung mit den aus â¤ %  erhaltenen Werten u¨berein. In Abb. 2.11d wurden die Daten ent-
sprechend der  G  % .  8  -Skalierbarkeit geplottet, wobei die Versuchsfrequenz  .  8 in der
Simulation per Definition ein Monte Carlo Schritt ist 5. Die Kurven scheinen in dieser
Darstellung ineinander u¨berzugehen.
5Anzahl der Versuche pro Zeitschritt, in der das Magnetische Moment versucht die Anisotropiebarriere
zu u¨berwinden.
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Tabelle 2.1: Exponenten  und effektive Relaxationszeiten \
î
fu¨r monodisperse Systeme. Die
numerischen Werte wurden jeweils aus dem Fit fu¨r ú_   nach Gl.(2.41) bzw aus der Potenzre-
gression fu¨r ä   gewonnen.
2.4.2 Einfluß der dipolaren Wechselwirkung
Da eine anomale Relaxation bereits auf die Polydispersivita¨t zuru¨ckgefu¨hrt werden kann,
wurden experimentelle Daten zumeist mit dem Einteilchenmodell beschrieben, was im
Falle starker Verdu¨nnung auch zu korrekten Ergebnissen fu¨hrt. Im folgenden soll gezeigt
werden, daß eine zunehmende Dichte und somit ein zunehmender Einfluß der dipola-
ren Wechselwirkung zu einer charakteristischen Abweichung vom einfach exponentiel-
len Relaxationsverhalten fu¨hrt. Zuna¨chst sei der Einfluß der dipolaren Wechselwirkung
wieder an einem monodispersen System betrachtet. Alle Temperaturen befinden sich
wieder weit unterhalb der fu¨r die vorliegenden Konzentrationen gefundenen Blocking-
Temperaturen #" [11]. Abb. 2.12 zeigt die Relaxationsrate â¤ %  fu¨r vier verschiedene
Partikelkonzentrationen sowie die zugeho¨rigen Kurven fu¨r die Magnetisierung $! %  fu¨r
die beiden dichtesten Systeme. Der U¨bersichtlichkeit halber wurden die Kurven fu¨r die
beiden niedrigsten Temperaturen jeweils um einen Faktor 0.5 bzw 0.1 verschoben. Es
kann im â¤ %  -Bild wieder klar zwischen Langzeit- und Kurzzeitverhalten unterschie-
den werden. Fu¨r Zeiten % ﬃ 100 MCS findet wie im nichtwechselwirkenden Fall eine
Innermulden-Relaxation statt, die temperaturunabha¨ngig sowie nahezu konzentrations-
unabha¨ngig ist. Der Bereich der Zwischenmulden-Relaxation (% ﬀ  2 MCS) bei dem
die Relaxationsrate im verdu¨nnten System ein ausgepra¨gtes Plateau zeigte, ist bei dipo-
lar wechselwirkenden Systemen jedoch nur bei sehr geringer Konzentration ansatzweise
erkennbar (Abb. 2.12a). Fu¨r gro¨ßere Dichten fu¨hrt der Einfluß der dipolaren Wechselwir-
kung auf diesen Zeitskalen bereits zu einer Dominanz der anomalen Relaxation, und das
Zwischenmulden-Plateau ist nicht mehr erkennbar. Die Crossover-Zeit %  (nach Abb. 2.6)
ist demnach nicht mehr ermittelbar. Fu¨r Konzentrationen b . b 8 =0.032 (hier nicht gezeigt)
ist zwar das Zwischenmulden-Plateau gut erkennbar, jedoch ist dann der potenzartige Ab-
fall von â¤ %  innerhalb einer Simulationszeit von 10
¯
MCS noch nicht hinreichend gut
ausgepra¨gt. Alle in Abb. 2.12 gezeigten Systeme zeigen im â¤ %  -Bild ein klares Potenz-
verhalten bei großen Zeiten u¨ber mehrere Zeitdekaden. Der Exponent G nimmt fu¨r wach-
sende Dichte klar zu, ist jedoch interessanterweise kaum temperaturabha¨ngig (Tab.2.2)
Bei einer Dichte von b . b 8 =0.192 erreicht der Exponent einen Wert von G A 1 was zu
einem potenzartigen Abfall der Magnetisierung nach Gl.(2.45)
$¬ % :&Ü%
/
M
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Abbildung 2.12: Monodisperse Systeme. Relaxationsrate ä   bei zunehmender Dichte fu¨r ver-
schiedene Temperaturen (a-d). Zugeho¨rige remanente Magnetisierung ú_   fu¨r die zwei dichtesten
Systeme; e) und f) sind die Magnetisierungskurven zu den entsprechenden Relaxationsraten in c)
und d). Die durchgezogenen Linien in (a-d) entsprechen dem Potenzverhalten von äC   , die Stei-
gung ist  . Die äC   -Kurven fu¨r die beiden tiefsten Temperaturen wurden der U¨bersichtlichkeit
halber um einen Faktor 0.5 bzw. 0.1 nach unten verschoben.
fu¨hrt. In Abb. 2.12e ist der Verlauf der Relaxation mit einem Potenzansatz nach Gl.(2.45)
gefittet worden. Die erhaltenen Werte fu¨r den Exponenten ê sowie zum Vergleich die
Werte fu¨r G und ê aus dem â¤ %  -Bild sind in Tab.2.3 zusammengefaßt. Nur fu¨r den Fall
G
ﬃ 1 (
ß
=15) gibt es eine signifikante Abweichung der Werte fu¨r ê aus dem $¬ %  und
dem â¤ %  -Verhalten. Die Werte stimmen fu¨r die Fa¨lle mit G  1 gut u¨berein. Mit zuneh-
mender Temperatur nimmt ê zu. Fu¨r sehr dichte Systeme ( b . b 8 =0.384, Abb. 2.12d und f)
scheint â¤ %  schneller als  . % abzufallen. In diesem Fall zeigt das System einen nahezu
temperaturunabha¨ngigen Exponenten G  1.1. Die Gleichgewichtslage kann innerhalb der
Simulationszeit nicht erreicht werden, jedoch la¨ßt sich in Abb. 2.12f erkennen, daß fu¨r al-
le Temperaturen die Magnetisierung offensichtlich langsamer als % /
M
abfa¨llt. Wie bereits
zu Anfang gezeigt, fu¨hrt der Fall G ﬀ 1 zu einer nicht verschwindenden Magnetisierung
$

, welche mit Gl.(2.47) abgescha¨tzt werden kann. Die Werte fu¨r diese asymptotische
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ß
b
.
b
8
15 30 40
0.064 - 0.67 0.68
0.128 0.87 0.88 0.93
0.192 0.95 1.0 1.03
0.384 1.02 1.07 1.08
Tabelle 2.2: Exponenten  fu¨r monodisperse dipolar wechselwirkende Systeme
ß
15 30 40
$! % 

ê 0.45 0.19 0.14
â¤ % 

ê 0.26 0.18 0.17
â¤ % 

G 0.95 1.0 1.03
Tabelle 2.3: Exponenten  und  fu¨r das monodisperse System mit Partikelkonzentration
ﬀ
æ
ﬀ
8 =0.192, erhalten aus den Regressionsgeraden im ú_   - und im ä   -Bild. Die starke Ab-
weichung der beiden Werte fu¨r  bei

S[å ﬁ kommt vermutlich daher, daß ﬃﬂhå und ú_   daher
hier nicht wirklich ein Potenzgesetz zeigt.
Magnetisierung sind in Tab. 2.4 angegeben.
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Tabelle 2.4: Asymptotische remanente Magnetisierung ú

fu¨r ﬀ æ ﬀ 8 =0.384.
2.4.3 Polydisperse dipolar wechselwirkende Systeme
Im folgenden seien die Partikelvolumina durch eine gaussfo¨rmige Normalverteilung mit
Mittelwert
Æ
É =1 und Standardabweichung
Ç 
=0.4
Æ
É bestimmt. Wie bereits gezeigt wur-
de, fu¨hrt schon die Polydispersivita¨t alleine zu einer anomalen Relaxation mit einem
gestreckt-exponentiellen Verlauf der Relaxationsfunktion. Die breite Verteilung von Parti-
kelvolumina fu¨hrt zu einer breiten Verteilung von individuellen Relaxationszeiten. Daru¨ber
hinaus sind wegen
@
=
>
?
@
A B
D
E
? die Absolutwerte der magnetischen Momente ebenfalls
breit verteilt, was zu einer sta¨rkeren ra¨umlichen Kopplung der magnetischen Momente
fu¨hren kann.
In Abb. 2.13 sind die Ergebnisse der Relaxations-Simulationen im Falle polydisperser
wechselwirkender Teilchen fu¨r verschiedene Dichten b . b
8
zusammengefaßt. Qualitativ
ergibt sich zuna¨chst das gleiche Bild wie im Fall monodisperser Systeme. Die Relaxati-
onsrate â¤ %  zeigt bei allen Konzentrationen ein klares Potenzgesetz u¨ber mehrere Zeit-
dekaden hinweg. Im Gegensatz zu monodispersen Systemen wird ein Exponent von G =1
hier jedoch schon bei einer geringeren Konzentration b . b 8 =0.128 erreicht. Bei ho¨heren
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Abbildung 2.13: Polydisperse Systeme. Relaxationsrate ä   bei zunehmender Dichte fu¨r ver-
schiedene Temperaturen (a-d). Zugeho¨rige remanente Magnetisierung ú_   fu¨r die zwei dichtesten
Systeme; e) und f) sind die Magnetisierungskurven zu den entsprechenden Relaxationsraten in c)
und d). Die durchgezogenen Linien in (a-d) entsprechen dem Potenzverhalten von äC   , die Stei-
gung ist  . Die äC   -Kurven fu¨r die beiden tiefsten Temperaturen wurden der U¨bersichtlichkeit
halber um einen Faktor 0.5 bzw. 0.1 nach unten verschoben.
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Dichten scheint â¤ %  wiederum schneller als  . % anzufallen. Die aus â¤ %  ermittelten
Exponenten G sind in Tab.2.5 zusammengefaßt. Die Exponenten ê fu¨r die Konzentration
b
.
b
8 =0.128, bei der G  1 sind in Tab.2.6 wiedergegeben.
ß
b
.
b
8
15 30 40
0.064 0.78 0.80 0.82
0.128 1.04 0.96 0.98
0.192 1.03 1.05 1.06
0.384 1.12 1.12 1.20
Tabelle 2.5: Exponenten  fu¨r polydisperse Systeme.
ß
15 30 40
$! % 

ê 0.33 0.16 0.11
â¤ % 

ê 0.41 0.10 0.08
â¤ % 

G 1.04 0.96 0.98
Tabelle 2.6: Exponenten  und  fu¨r das polydisperse System mit Partikelkonzentration
ﬀ
æ
ﬀ
8 =0.128, erhalten aus den Regressionsgeraden im ú_   - und im ä   -Bild.
Wie schon im monodispersen Fall, sind die Exponenten G nur schwach temperatu-
rabha¨ngig und steigen (mit Ausnahme des Systems b . b
8
A 
a 
| !
) mit abnehmender
Temperatur leicht an. Die beiden dichtesten Systeme, b . b
8
=0.192 und b . b
8
=0.384 (bei-
de G ﬀ 1), deuten erneut auf eine Relaxation zu einem Gleichgewichtswert $

hin. Die
asymptotischen Werte fu¨r $

nach Gl.(2.47) sind in Tab. 2.7 wiedergegeben. Die Wer-
te fu¨r $

liegen im polydispersen Fall signifikant ho¨her als im monodispersen Fall was
die Vermutung einer ra¨umlich sta¨rker korrelierten Kopplung der magnetischen Momente
erha¨rtet. Die in den Abb. 2.12 und 2.13 beobachtete extreme Verlangsamung der Rela-
ß
15 30 40
$



/

|


/

wﬁ

/

Tabelle 2.7: Asymptotische remanente Magnetisierung ú

fu¨r ﬀ æ ﬀ 8 =0.384
xation ist ho¨chstwahrscheinlich auf ein kollektives Pha¨nomen zuru¨ckzufu¨hren. Das Sy-
stem zeigt ein typisches Spinglasverhalten, welches sich in einem U¨bergang von einem
gestreckt-exponentiellen hin zu einem potenzartigen Abfall der Magnetisierung mit zu-
nehmender Dichte andeutet. U¨berga¨nge dieser Art wurden von Ogielski bereits im Zu-
sammenhang mit Modellen kanonischer Spingla¨ser gezeigt [28]. Ising Spin Systeme zei-
gen bei der Spinglastemperatur  3 eine Spinkorrelationsfunktion der Form Q %  A % /  

.
In den gezeigten Simulationsergebnissen wird ebenfalls der Trend beobachtet, daß der
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Abbildung 2.14: Einfluß der Ausrichtung des Sa¨ttigungsfeldes und Untersuchung der Finite Size
Effekte.
Exponent ê im Fall G A  bei zunehmender Temperatur gegen ê =1/2 zu streben scheint.
Wird eine bestimmte kritische Dichte u¨berschritten, so scheint das System mit zunehmen-
der Partikeldichte einen U¨bergang in einen superferromagnetischen Zustand zu beschrei-
ben. Die magnetischen Momente ko¨nnen in diesem Falle nicht vollsta¨ndig relaxieren, es
bleibt asymptotisch eine kleine remanente Magnetisierung erhalten. Interessanterweise
ist der Exponent G insbesondere bei hohen Dichten nahezu temperaturunabha¨ngig. Fu¨r
weniger dichte Systeme zeigt der Exponent eine na¨herungsweise lineare Abnahme mit
steigender Temperatur, ein Verhalten welches ebenfalls im Zusammenhang mit Spinglas-
modellen gefunden wurde [35, 36, 37].
Zusammenfassend la¨ßt sich vermuten, daß die beobachteten Effekte auf einen U¨ber-
gang von einem superparamagnetischen u¨ber einen spinglasa¨hnlichen hin zu einem super-
ferromagnetischen Zustand deuten. Die anomale Relaxation alleine reicht jedoch nicht als
Indiz fu¨r eine mo¨gliche Spinglasphase aus, da sie, wie in dieser Arbeit gezeigt wurde be-
reits in verdu¨nnten polydispersen Systemen auftritt in denen die dipolare Wechselwirkung
vernachla¨ssigbar ist.
Um zu u¨berpru¨fen, ob die beobachteten Effekte nicht auf einem Finite-Size Effekt be-
ruhen, wurden einige der Simulationen fu¨r Systeme mit gro¨ßeren Teilchenzahlen wieder-
holt. Abb. 2.14a und b zeigt die Ergebnisse einer Simulation mit F A 
µ
Teilchen bei den
Dichten b . b
8
=0.128 und b . b
8
=0.192 im monodispersen Fall zusammen mit Ergebnissen
die mit einem System aus F A 125 Partikeln mit gleicher Dichte gewonnen wurden. Wie
bereits beschrieben, wurde der Dichteparameter
Ì
dabei nach Gl.(2.26) bestimmt 6. Die
Ergebnisse sind im Rahmen der Fluktuationen als gleich anzusehen. Der Exponent zeigt
6Hier wurde "$# º¤»ÜÀ Á ¿ % Ó & Ó Ô»' ( À Á ) *:»' ( ' ' Á '+# ¾ ¼ & À Á ¿ *»' ( ' ' À ' Á ¼ und "$# º¤»ÜÀ Á ¿ % Ó & Ó Ô»
' ( À Á ) *n»ﬃ' ( ' ' , '+# ¾ ¼ & À Á ¿ *,»ﬃ' ( ' ' À ¿ , ¾ gewa¨hlt
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eine minimale Abweichung, wobei der Exponent G fu¨r eine gro¨ßere Teilchenzahl eher
ho¨her ist. Die anomale Relaxation, insbesondere die Andeutung einer superferromagne-
tischen Phase scheint damit kein Artefakt der geringen Systemgro¨ße zu sein. Bei Finite-
Size-Effekten wu¨rde man daru¨ber hinaus ein Abweichen vom Potenzgesetz in â¤ %  bei
großen Zeiten erwarten. Tatsa¨chlich zeigen aber sa¨mtliche Ergebnisse ein Potenzverhalten
u¨ber mehrere Zeitdekaden. Ebenfalls wurde der Einfluß der Ausrichtung des Sa¨ttigungs-
feldes auf das Langzeitverhalten untersucht. Abb. 2.14 (c,d) zeigt die Relaxation fu¨r ein
monodisperses System, wobei das Saturierungsfeld einmal wie bisher in - c  1 -Richtung
und einmal in - c2 1 -Richtung gewa¨hlt wurde. Die Magnetisierung wurde dabei in beiden
Fa¨llen wie vorher in H -Richtung gemessen. Wie deutlich zu erkennen ist, sind sowohl der
Verlauf der remanenten Magnetisierung $! %  als auch der Verlauf der Relaxationsfunkti-
on â¤ %  unabha¨ngig von der gewa¨hlten Ausrichtung des Magnetfeldes 7.
2.5 Zusammenfassung und Ausblick
Im diesem Kapitel wurde der Einfluß der Anisotropie, der Polydispersivita¨t sowie der
dipolaren Wechselwirkung auf das Relaxationsverhalten eines Systems flu¨ssigkeitsa¨hn-
lich angeordneter ferromagnetischer Nanopartikel (eingefrorenes Ferrofluid) untersucht.
Es konnte gezeigt werden, daß eine einfach exponentielle magnetische Relaxation nur im
Fall stark verdu¨nnter und na¨herungsweise monodisperser Systeme zu erwarten ist. Bereits
das Vorhandensein einer Polydispersivita¨t fu¨hrt zu einem anomalen Relaxationsverhal-
ten, welches sich durch einen gestreckt-exponentiellen Verlauf der Relaxationsfunktion
a¨ußert. Dichtere Systeme, bei denen sich der Einfluß der dipolaren Wechselwirkung be-
merkbar macht, zeigen ebenfalls ein Abweichen vom einfach exponentiellen Relaxations-
verhalten. Es kann daher in Experimenten nicht a priori entschieden werden, ob die beob-
achteten Effekte von der Polydispersivita¨t oder der dipolaren Wechselwirkung herru¨hren.
Ebenfalls ist hieraus noch keine Evidenz fu¨r eine mo¨gliche Spinglasphase ableitbar. Erst
deutlich dichtere Systeme zeigen ein anderes Verhalten als ein verdu¨nntes polydisperses
System, was sich in einem potenzartigen Abfall der remanenten Magnetisierung, a¨hn-
lich zu Ergebnissen von kanonischen Spinglasmodellen, bemerkbar macht. Schließlich
zeigen Systeme, welche eine bestimmte Dichte u¨berschreiten, Anzeichen einer ferroma-
gnetischen Phase mit einer asymptotisch verbleibenden Restmagnetisierung. Die Polydi-
spersivita¨t versta¨rkt dabei die beobachteten Effekte. Insofern scheint das Zusammenspiel
von struktureller Unordnung (Anisotropie, Polydispersivita¨t, unkorrelierte Anordnung der
Partikel) und dipolarer Wechselwirkung zwischen den magnetischen Momenten zu einem
kollektiven Verhalten mit schwacher Ordnung bei großen Partikeldichten zu fu¨hren.
Da die erhaltenen Resultate auf verschiedene magnetische Zusta¨nde in Abha¨ngig-
keit von der Partikelkonzentration hindeuten, und sich insbesondere Andeutungen auf
ein spinglasa¨hnliches Verhalten zeigen, ergeben sich neue interessante Fragestellungen.
7Eine Ausrichtung des Sa¨ttigungsfeldes in der -.0/ -Ebene wu¨rde bei einer Messung von 12# 3 * entlang
der 4 -Achse trivialerweise nur eine Fluktuation um den Mittelwert 12# 3 * =0 geben. Dieser Fall ist daher hier
nicht betrachtet worden.
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Zur Kla¨rung, ob sich mit zunehmender Partikeldichte tatsa¨chlich Phasenu¨berga¨nge zwi-
schen paramagnetischen Zusta¨nden, Spinglasphasen und ferromagnetischer Ordnung bil-
den ko¨nnten die im folgenden beschriebenen Untersuchungen durchgefu¨hrt werden.
(a) Alterungseffekte. Bei der Untersuchung von Alterungseffekten ku¨hlt man das
System zuna¨chst, wie bei der Simulation der ZFC Suszeptibilita¨t, ohne Magnetfeld auf
eine Temperatur  ? und speichert die Konfiguration ab. Danach la¨ßt man das System % 5
Zeitschritte (z.B. % 5 A 100, 1000, 10000 Monte Carlo Schritte) zum Gleichgewicht hin
relaxieren, bevor man ein kleines Magnetfeld (z.B. Ù A 0.05) einschaltet und die Magne-
tisierung $ als Funktion von (% ﬂ%
5
) bestimmt. Alterungseffekte sollten sich insbesondere
in der logarithmischen Relaxationsrate
¦
 %
 
% 5
A
 c.cÙn 
§
$! %c% 5 .,
§
 # %c% 5 
 durch
eine explizite % 5 -Abha¨ngigkeit manifestieren [40].
(b) Feldabh¤angige Magnetisierung und nichtlineare Suszeptibilit¤at. Zur Untersu-
chung der Gleichgewichtsmagnetisierung $
²
B
.
BgD als Funktion von Ù
²
`. 
M wird
das System von einer hohen Temperatur +6 ohne Feld auf eine interessierende Tempera-
tur  ? langsam abgeku¨hlt. Dann wird ein kleines Magnetfeld Ù# AT a    M angelegt, die
Relaxation ins thermische Gleichgewicht simuliert und $! Ù   aufgezeichnet. Dann wird
Ù schrittweise um jeweils 0.01 erho¨ht und jedesmal die resultierende Gleichgewichtsma-
gnetisierung $¬ Ùn aufgezeichnet.
In einem ersten Schritt ko¨nnte fu¨r jede Temperatur  ? die nichtlineare Suszeptibi-
lita¨t 9

(aus $¬ Ùn A 9  Ù`9

Ù

z
9
x
Ù
x
z
a a a ) bestimmt, und untersucht werden, ob
spinglastypische Divergenzen 9

&  . +7_C  /98 auftreten. Experimentell sind solche
Untersuchungen von Kleemann und Mitarbeitern an nanomagnetischen Schichtstrukturen
durchgefu¨hrt worden [16, 17, 18, 19]. Der kritische Exponent lag hier bei 4 A 1.36 : 0.53.
In Erga¨nzung dazu ko¨nnte dann, fu¨r jede Temperatur  ? , $

als Funktion von Ùn.c$
auftragen werden (Arrott-Plot)[38, 39]. Diese Art der Auftragung wird u¨blicherweise ge-
nutzt um Phasenu¨berga¨nge von einem para- in einen ferromagnetischen Zustand zu un-
tersuchen und die Curie-Temperatur 

zu bestimmen. Sie kann aber auch das Auftreten
einer Spinglasphase signalisieren [41]. Dieses Verfahren ko¨nnte dazu genutzt werden, um
das Verhalten des Systems bei großen Dichten aufzukla¨ren, wo in dieser Arbeit starke
Indizien fu¨r eine remanente Magnetisierung erhalten wurden.
(c) ZFC/FC-Suszeptibilit¤at und Hysteresekurven. Bei der Untersuchung der ZFC/
FC Suszeptibilita¨t startet man, wie in (b), bei einer hohen Temperatur  6 , die deutlich
oberhalb der erwarteten Blockingtemperatur  " liegt. Dann wa¨hlt man eine Tempera-
turdifferenz Ý und eine Zeitspanne ÝK% aus (in [11] war
q
"
Ý
A 0.025

|
N¤Æ
E und
Ý%
A 2000 Monte Carlo Schritte). Bei Abku¨hlung um ÝK hat das System die Zeitspanne
Ý% zur Verfu¨gung, um sich dem thermischen Gleichgewicht zu na¨hern. Durch sukzes-
sives Abku¨hlen wird so eine Temperatur  <;  " erreicht. Danach wird ein kleines
Feld Ù angelegt (in [11] war Ù A 0.1), die Temperatur schrittweise bis zu einer Tempe-
ratur 

à

" erho¨ht und danach wieder schrittweise erniedrigt. In jedem Schritt wird
die nach dem jeweils letzten Monte Carlo Schritt erhaltene Magnetisierung $! 	 aufge-
zeichnet. In Anlehnung an die Arbeiten von Garcia-Otero et al. [11], ko¨nnte die ZFC/FC
Suszeptibilita¨t fu¨r verschiedene Magnetfelder, z.B. Ù A 0.01, 0.04, 0.1 und fu¨r verschie-
dene Ku¨hl-/Heizraten (z.B. Ý% A 500, 2000, 8000) bestimmt werden. Interessant wa¨re
hier, wie sich im Vergleich zu den in [11] gefundenen Ergebnissen die Kurven mit Ù
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a¨ndern. Spinglas-typisches Verhalten in der ZFC/FC-Suszeptibilita¨t sollte sich in einem
scha¨rferen Maximum bei " fu¨r kleinere h-Werte zeigen.
Bei der Hysteresekurve werden die magnetischen Dipole bei der interessierenden
Temperatur  ? zuna¨chst vollsta¨ndig entlang der H -Achse ausgerichtet. Danach wird ein
Magnetfeld Ù9= 6

in z-Richtung angelegt und das System ins thermische Gleichgewicht
gebracht. Danach wird das Feld z.B. um jeweils Ý'Ù A 0.05 alle 2000 Monte Carlo
Schritte, d.h. bei wohldefinierter Zeitskala, erniedrigt. Vor jeder neuen Felda¨nderung wird
$¬ Ùn bestimmt. Ohne dipolare Wechselwirkung erwartet man eine punktsymmetrische
geschlossene Hysteresekurve, die um so breiter ist, je tiefer die Temperatur ist. Es wa¨re
interessant zu untersuchen, welchen Einfluß die dipolare Wechselwirkung auf Remanenz
und Koerzivita¨t haben und ob die Symmetrie der Hysteresekurve bei großen Dichten und
tiefen Temperaturen gebrochen werden kann.
Schließlich stellt sich noch die Frage, ob sich die beobachteten Effekte nach wie
vor zeigen, wenn die Freiheitsgrade der Bewegungen der magnetischen Momente ein-
geschra¨nkt sind. Dazu ko¨nnten zusa¨tzlich ein- und zweidimensionale Systeme betrachtet
werden. Zweidimensionale Systeme finden ihre technologische Relevanz bereits bei ma-
gnetisierbaren Folien. Dabei sind die magnetischen Partikel in einer Polymerfolie einge-
bettet. Durch ein Strecken der Folie ko¨nnten die Anisotropieachsen der Partikel ausge-
richtet sein. Ebenfalls wu¨rden sich die Anisotropieachsen vorzugsweise in der Ebene aus-
richten, wenn eine du¨nne Schicht magnetischer Partikel gesputtert wird. Eindimensionale
kettenfo¨rmige Strukturen ko¨nnen sich ausbilden, wenn die magnetischen Nanopartikel
in ein poro¨ses Material eingebracht werden. Daru¨ber hinaus bietet die Nanostrukturie-
rung die Mo¨glichkeit Partikel in Nanotubes einzubringen, womit geordnete Strukturen
mo¨glich sind. Noch ist nicht erforscht, wie sich durch die verschiedenartigen Anordnun-
gen die Einflu¨sse von Anisotropie Polydispersivita¨t und dipolare Wechselwirkung auf das
magnetische Verhalten des Gesamtsystems auswirken. Computersimulationen bieten hier
einen exzellente Ausgangspunkt, da sich hier explizit einzelne Eigenschaften kontrollie-
ren lassen, was in einem Experiment nahezu unmo¨glich ist.
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Kapitel 3
Transportprozesse und
Grenzschichtperkolation in dispersen
Ionenleiter
In diesem Kapitel wird der Einfluß der Partikelgro¨ße und der Morphologie auf die ioni-
sche Leitfa¨higkeit von Kompositsystemen aus einem Ionenleiter und einem Isolator un-
tersucht. Es zeigt sich, daß die ionische Leitfa¨higkeit in Abha¨ngigkeit von der Zusam-
mensetzung des Kompositsystems mit variierendem Isolatoranteil ein Maximum zeigen
kann, was grundsa¨tzlich von der Partikelgro¨ße abha¨ngt.
Der Mechanismus dieser Leitwerterho¨hung liegt in der Defektbildung an der Grenz-
schicht zwischen Ionenleiter und einer kationenabsorbierenden isolierenden Nachbarpha-
se. Aufgrund der ho¨heren Defektkonzentration wird in den Heterogrenzschichten die Mo-
bilita¨t der Ionen stark erho¨ht. Diese Grenzschichten stellen somit Pfade fu¨r eine schnelle
Ionendiffusion dar. Die Variation der Leitfa¨higkeit ha¨ngt im wesentlichen vom Verha¨lt-
nis aus Randschichtdicke zu Partikelabmessung ab. Kurz nachdem die Grenzschichten
durch das System perkolieren und zusammenha¨ngende Pfade bilden, erreicht dabei die
Gesamtleitfa¨higkeit des Kompositsystems ein Maximum. Mit zunehmender Isolatorkon-
zentration tritt ein Blockadeeffekt auf, und die Leitfa¨higkeit bricht zusammen. Es wird ein
Modell vorgestellt, welches in Erweiterung bereits bestehender Modelle die Partikelgro¨ße
direkt beru¨cksichtigt.
Die experimentell gefundenen Isolatorkonzentrationen bei denen im nanokristallinen
Kompositsystem ein U¨bergang von einem Leiter zu einem Isolator stattfindet und die
Leitfa¨higkeit abrupt abbricht sind extrem hoch. Eine Erweiterung des Modells, in welcher
Ionentransport in permeablen Isolatorgrenzschichten angenommen wird, ist in der Lage
diese niedrigen Werte quantitativ zu verifizieren.
3.1 Einfu¨hrung
3.1.1 Disperse Ionenleiter
Verdu¨nnt man ein leitendes Material mit einem Isolator, so wu¨rde man eine monoton mit
zunehmendem Isolatoranteil fallende Leitfa¨higkeit des Gesamtsystems erwarten. Kompo-
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sitsysteme aus einem Ionenleiter und einem Isolatormaterial ko¨nnen jedoch ein Maximum
in der ionischen Leitfa¨higkeit mit wachsendem Isolatoranteil zeigen. Diesen u¨berraschen-
den Effekt zeigte Liang [42] experimentell fu¨r
  >	
	
 	
. Wie bei chemisch reaktiven
Nanomaterialien wurde hier zuna¨chst der Einfluß von Wasser als Ursache vermutet1, je-
doch wird auch der Einfluß der Partikelgro¨ße als mo¨gliche Ursache diskutiert [44]. Einen
U¨berblick u¨ber die verschiedenen experimentellen Ergebnisse, Modelle und theoretischen
Untersuchungen zu den hier besprochenen Kompositelektrolyten liefert der U¨bersichtsar-
tikel von Agrawal et al. [45].
3.1.2 Randschichtmodell
Die Oberfla¨che eines Festko¨rpers stellt einen makroskopischen Defekt dar. Zum einen
bedeutet die Oberfla¨che einen Abbruch der Gitterperiodizita¨t. Daru¨ber hinaus ist keine
Oberfla¨che perfekt glatt, sondern es bilden sich Fehlstellen, die Oberfla¨che erscheint auf
atomarer Ebene rauh. Damit zeigt die Oberfla¨che eines Festko¨rpers per se eine ho¨he-
re Defektkonzentration als das Kristallvolumen. Eine a¨hnliche Erho¨hung der Defekt-
konzentration tritt in Kompositmaterialien an den Grenzschichten auf. Durch die Zuga-
be eines isolierenden Oxids ko¨nnen somit weitere Fehlstellen gebildet und die ionische
Leitfa¨higkeit la¨ngs der Grenzschicht zwischen Isolator und Ionenkristall erho¨ht werden.
Die erho¨hte Dichte mobiler Ionen in den Randschichten konnte in nano- und mikrokri-
stallinen  T#
    
n

 	
Kompositen von Indris et al. u¨ber NMR durch zwei
Fla¨chenanteile in den  Li-NMR-Linienformen nachgewiesen werden [46, 47, 48]. In-
dris zeigt durch Messungen der Spin-Gitter Relaxation an dem selben Komposit, daß
die Tieftemperaturflanke der Spin-Gitter Relaxationsrate eine Aktivierungsenergie von
I
M
AC
a
|

m ?
zeigt, die der kurzreichweitigen Bewegung der Li-Ionen, d.h. den elemen-
taren Sprungprozessen zugeordnet wird. Die Hochtemperaturflanke beschreibt hingegen
die langreichweitige Diffusion u¨ber Partikelgrenzen hinweg und zeigt eine Aktivierungs-
energie von
I
M
A 
a 

m ?
. Beide Aktivierungsenergien sind dabei nahezu unabha¨ngig
von der Partikelgro¨ße und der Zusammensetzung des Komposits. Im nanokristallinen
Material ist die Flanke zu tieferen Temperaturen verschoben, was auf eine stark erho¨hte
Sprungrate hinweist [46]. Die Frequenzabha¨ngigkeit der Relaxationsrate  / 

zeigt ent-
gegen den von Standardtheorien [49] vorhergesagten Verhalten  / 

A@Q/

ein Verhal-
ten wie  / 

B@Q/
 , was auf starke Korrelationen zwischen den Ionenspru¨ngen hin-
deutet [50], die, wie mit Simulationen besta¨tigt werden konnte, ihren Ursprung in der
Coulomb-Wechselwirkung und der strukturellen Unordnung in den Grenzschichten ha-
ben [51, 52, 53]. A¨hnliche Abweichungen sind experimentell von Bork et al. in nano- und
mikrokristallinem
  CEDn	
gefunden worden [54].
Zur mikroskopischen Beschreibung der Grenzfla¨chensituation existieren unterschied-
liche Modellvorstellungen von denen die beiden verbreitetsten kurz vorgestellt werden
sollen. Maier [55, 56, 57] schla¨gt zur Erkla¨rung der mit der Isolatorkonzentration anwach-
senden Leitfa¨higkeit ein Modell vor, in dem die Randschichten zwischen Ionenleiter und
Isolator ho¨here Defektkonzentrationen als im Volumenmaterial des Ionenleiters aufwei-
sen. So sollen die mobilen Ionen des Ionenleiters teilweise in das Untergitter des Isolators
1Insbesondere weist Knauth [43] darauf hin, daß die von Liang verwendeten Materialien extrem hygro-
skopisch sind was an sich schon zu einer hohen Leitfa¨higkeit fu¨hren kann
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Abbildung 3.1: Schematische Darstellung der Grenzfla¨che zwischen Ionenleiter ( FHG
 I
) und Iso-
lator ( J
 I
). Die kleinen Lithiumionen wandern in das Gitter des J
 Iﬁ
besetzen dort Fehlstellen
und Zwischengitterpla¨tze. Daraufhin steigt die Dichte an Li-Fehlstellen im FHG
 I
und die mobilen
Li-Ionen finden eine gro¨ßere Anzahl mo¨glicher Sprungpla¨tze.
gelangen und dort lokalisiert werden (kationenadsorbierende Nachbarphase: Adsorption
von Kationen an der Oberfla¨che als defektinduzierender Mechanismus). Daraus resul-
tiert eine Doppelladungsschicht mit einer Leerstellenreichen Zone unmittelbar am Kon-
takt zwischen Ionenleiter und Isolator. Dies fu¨hrt dazu, daß die Mobilita¨t der Ionen in der
Randschicht gegenu¨ber dem Kristallvolumenvolumen stark erho¨ht wird. In dem Modell
von Maier ist der Bereich der erho¨hten Konzentration mobiler Ionen jedoch grundsa¨tz-
lich auf den Ionenleiter beschra¨nkt. Mit anderen Worten, die Ionendiffusion findet nur im
Ionenleiter selbst, nicht aber in der Grenzschicht zwischen Isolator und Ionenleiter statt.
Die Ionen im Untergitter der isolierenden Nachbarphase werden in diesem Modell als
immobil angenommen.
Dagegen betrachtet Gleiter [58, 59] in seinem Modell die Mo¨glichkeit der Bildung
einer dritten, amorphen Phase in der Grenzschicht zwischen zwei unterschiedlichen Ma-
terialien. In diesem Bild wu¨rden die mobilen Ionen innerhalb einer Grenzschicht dif-
fundieren, die sich von dem Kontakt in beide Partikel hinein erstreckt. Bei Kompositen
aus
 


und 




ko¨nnte sich prinzipiell an den Grenzschichten glasiges
 


:5


bil-
den. Dies mu¨sste sich in einer Aktivierungsenergie
I
M fu¨r die Ionenleitfa¨higkeit wider-
spiegeln, die von der Zusammensetzung des Komposits abha¨ngig wa¨re. Messungen von
Indris [46] zeigen jedoch eine fast konstante Aktivierungsenergie von ca. 1eV fu¨r die
Gleichstromleitfa¨higkeit. Lediglich bei sehr kleinen sowie bei sehr großen Isolatorkon-
zentrationen zeigt sich im nanokristallinen Material ein leichtes Abweichen von diesem
Wert. In einem großen Bereich des Mischungsverha¨ltnisses ist die Aktivierungsenergie
jedoch na¨herungsweise konstant und damit unabha¨ngig von der Zusammensetzung. Mi-
krokristalline Proben zeigen dagegen eine etwas gro¨ßere Abweichung von der Aktivie-
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rungsenergie im mittleren Mischungsbereich. Wa¨hrend eine Aktivierungsenergie, welche
von der Zusammensetzung des Komposits unabha¨ngig ist, gegen die Bildung einer dritten
(glasigen) Phase und auch gegen eine Diffusion der Ionen im hochgradig gesto¨rten Ober-
fla¨chengitter des Isolators spricht, kann die von Indris experimentell gefundene Perkola-
tionsschwelle jedoch nur u¨ber die Annahme einer mittleren freien Wegla¨nge der Ionen
im Isolator erkla¨rt werden, worauf in der Diskussion noch weiter eingegangen wird. Die
mikroskopischen Diffusionsmechanismen an der Grenzschicht zwischen Isolator und Io-
nenleiter sind, wie ebenfalls die genaue mikroskopische Struktur der Grenzschicht, noch
nicht abschließend verstanden.
NMR-Messungen liefern zwei Fla¨chenanteile in der NMR-Linie der nanokristallinen
Proben, welche den weniger mobilen Ionen im Partikelinneren und den sta¨rker mobilen
Ionen in den Partikelgrenzschichten zugeordnet werden ko¨nnen [46, 60, 47, 61]. Mit der
Zugabe eines Isolators vera¨ndern sich diese Fla¨chenanteile derart, daß die Fla¨che, wel-
che den sta¨rker mobilen Ionen in der Grenzschicht zugeordnet werden, mit zunehmender
Isolatorkonzentration zunimmt [46, 47]. U¨ber XRD-Messungen (Ro¨ntgenbeugung am
Kristallgitter) ko¨nnen die Partikelgro¨ßen bestimmt werden, wobei zu beachten ist, daß
scharfe Beugungsreflexe am vollsta¨ndigen Gitter entstehen und daher die Grenzschicht
nicht signifikant zu den Beugungsreflexen beitragen [60]. Winter und Heitjans entwickel-
ten ein einfaches geometrisches Modell, um aus dem Vergleich der experimentellen Er-
gebnisse der XRD-Messungen und den Fla¨chenanteilen der NMR-Linien Aussagen u¨ber
die Grenzschichtdicke machen zu ko¨nnen. Dabei wurden fu¨r die Partikel einmal eine
kugelfo¨rmige und einmal eine zylinderfo¨rmige Geometrie angenommen. Um die obere
und untere Grenze fu¨r die Randschichtdicke abzuscha¨tzen, wurde angenommen, daß die
Grenzschichtdicke K einmal ausserhalb des Durchmessers L der Kugel bzw. des Zylin-
ders liegt und einmal innerhalb des Durchmessers L liegt. Daraus ergeben sich obere und
untere Grenzen fu¨r die Grenzschichtdicke, die bei 1nm
¡
K
¡
3nm liegen. Wilkening
et al. konnten mit NMR-Messungen der Li-Diffusion in amorphem und nanokristalli-
nem
  CMDn

zeigen, daß die Diffusion der Li-Ionen im amorphen Material sta¨rker als
im nanokristallinen Material ist. Ferner fanden die Autoren Anzeichen fu¨r eine amorphe
Struktur der Grenzfla¨chen im nanokristallinen
  CMDnﬂ
. U¨blicherweise wird fu¨r die Rand-
bzw. Grenzschichtdicke eine Gro¨ße von K =0.5-1nm angenommen [60]. Die Antifluorid-
struktur des
 


weist eine Gitterkonstante von 0.4619 nm auf [46]. Bei einem Wert
K
A 0.5nm wu¨rde dies bedeuten, daß sich die Grenzschicht na¨herungsweise auf die erste
Elementarzelle an der Oberfla¨che des Kristallits beschra¨nkt.
Das Verhalten der Leitfa¨higkeit ha¨ngt neben den mikroskopischen Eigenschaften der
Grenzfla¨chen im wesentlichen von den strukturellen Eigenschaften des Gesamtsystems,
wie Partikelgro¨ßen und Anordnung der Partikel sowie der Zusammensetzung des Kom-
posits ab. Oft werden die Komposite so pra¨pariert, daß der Isolator in nanokristallinen
und der Ionenleiter in mikrokristallinen Abmessungen vorliegt [43, 62]. Fu¨r diesen Fall
existieren einfache Gittermodelle, die mit Hilfe der Kirchhoff-Gleichungen gelo¨st wer-
den [43, 62, 63, 64]. Andere Modelle simulieren eine Partikelgro¨ßenabha¨ngigkeit u¨ber
sequentiell gepackte Quadrate oder Kuben aus mehreren Pla¨tzen in einem Platzgitter [65],
wobei die Partikelgro¨ße jedoch nur moderat vera¨ndert werden kann. Ein sehr einfaches
Modell welches von Nettelblad et al. [66] vorgestellt wird, nimmt an, daß kugelfo¨rmige
isolierende Partikel in ein leitendes Medium eingebettet werden, wobei die Kugeln auf ein
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kubisches Gitter platziert werden. Um die Kugeln herum wird eine hochleitende Schicht
angenommen. Abha¨ngig von der Anzahl und Gro¨ße der isolierenden Kugeln zeigt sich
ein Maximum in der Leitfa¨higkeit. Da das leitende Material ein Kontinuum darstellt, wel-
ches sich in den Poren der als isolierend angenommenen Kugeln befindet, zeigt sich eine
Leitfa¨higkeit bis hin zu sehr geringen Porosita¨ten (hohen Isolatoranteilen). Dies setzt vor-
aus, daß das ionenleitende Material sehr viel kleinere Partikelabmessungen besitzen muß
als das isolierende Material. Ein U¨berblick u¨ber gegenwa¨rtige Modelle findet sich auch
in [45].
Bei allen Modellen wird angenommen, daß die Erho¨hung der Leitfa¨higkeit bei Zugabe
eines isolierenden oxidischen Materials wie 	



oder 




dadurch zustande kommt,
daß sich Pfade aus hochleitenden Grenzschichten bilden, die das System durchziehen und
auf denen eine schnelle Ionendiffusion stattfindet. Es existieren einfache Perkolationsmo-
delle, die dieses Verhalten beschreiben. Im folgenden werden diese Modelle beschrieben
und zuvor die zum Versta¨ndnis der Modelle beno¨tigten Aussagen der Perkolationstheorie
vorgestellt. Anschließend wird das in dieser Arbeit weiterentwickelte Modell beschrie-
ben, und die damit erhaltenen Simulationsergebnisse im Vergleich zu den experimentellen
Ergebnissen von Indris et al. diskutiert.
3.1.3 Exkurs: Perkolationstheorie und Random Walks
Die Perkolationstheorie, von Flory [67] und Stockmayer [68] eingefu¨hrt, bescha¨ftigt sich
mit den topologischen und physikalischen Eigenschaften von ungeordneten Netzwerk-
strukturen. Dabei kann das Netzwerk aus benachbarten Bindungen bzw. Pla¨tzen bestehen
oder ein Kontinuum bilden. In Abb.3.2 sind die verschiedenen Arten von Netzwerkstruk-
turen gezeigt.
Als einfaches Beispiel sei ein vollsta¨ndig besetztes Bindungsgitter betrachtet (Abb.
3.2a, + A  ). Als konkretes Anwendungsbeispiel denke man z.B. an leitende Dra¨hte,
die durch die Bindungen dargestellt werden. Nun interessiert man sich z.B. fu¨r die Fra-
ge, wieviele Bindungen in dem Netzwerk getrennt werden ko¨nnen, so daß immer noch
ein zusammenha¨ngendes Netzwerk von Verbindungen erhalten bleibt. Weiter ist bei dem
konkreten Beispiel von Interesse, wie die Leitfa¨higkeit mit zunehmender Zersto¨rung der
Bindungen abnimmt.
Sei  die Wahrscheinlichkeit, daß eine willku¨rlich gewa¨hlte Bindung getrennt wird,
dann ist + A  die Wahrscheinlichkeit fu¨r eine Bindung, intakt zu bleiben. Bis zu
einer kritischen Wahrscheinlichkeit 

ko¨nnen Bindungen zersto¨rt werden, ohne daß zwei
gegenu¨berliegende Seiten des Netzwerks getrennt werden. Bei 

wird der Cluster an vie-
len Stellen nur noch durch Einzelbindungen zusammengehalten. Ist  oberhalb 

, so wird
auch diese Verbindung zersto¨rt und es existieren nur noch Fragmente des Netzwerks, sog.
isolierte oder endliche Cluster. Anders herum kann man auch fragen, wieviele der Pla¨tze
besetzt sein mu¨ssen, damit das System einen durchgehenden Pfad besetzter Elemente be-
sitzt; dies ist wegen + z  A  bei +

A
ﬂÜ

der Fall. Die kritische Dichte besetzter
Elemente +

wird Perkolationsschwelle [69, 70, 71] genannt. Bei +  tritt ein geometrischer
Phasenu¨bergang auf, der die beiden Phasen verbindend (leitend) und getrennt (isolierend)
voneinander trennt. Abb.3.2 zeigt verschiedenartige Systeme bei unterschiedlichen Be-
setzungsdichten. Dabei wird im Fall der Gitter von einem vollsta¨ndig besetzten System
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Abbildung 3.2: a) Bindungsperkolation, b) Platzperkolation, c) inverse Kontinuumsperkolation,
hier in der Form u¨berlappender kreisfo¨rmiger Elemente. Bei der normalen Kontinuumsperkolati-
on betrachtet man ein homogenes Material, in welches Lo¨cher gestanzt werden (Schweizer-Ka¨se
Modell).
(+ A  ) ausgegangen. Werden Elemente mit einer Wahrscheinlichkeit 

A
K+

zufa¨llig
entfernt, so existiert gerade noch ein perkolierendes System. Ist + ﬃ +

so existieren nur
noch keinere Fragmente, welche die Seiten des Systems nicht mehr verbinden. Die Per-
kolationsschwelle +

ist strenggenommen nur fu¨r unendlich ausgedehnte Systeme scharf
definiert. Entsprechend wird ein Perkolationscluster, der zwei Seiten des Systems verbin-
det auch als unendlicher Cluster bezeichnet. Reale Systeme sind hingegen endlich und
auch in Computersimulationen ko¨nnen nur vergleichsweise kleine Systeme abgespeichert
werden. Als Folge davon schwankt die Perkolationsschwelle etwas, wenn man einzelne
Systeme betrachtet. Die Schwankung ist um so ausgepra¨gter je kleiner die Systeme sind.
Die Perkolationsschwelle ha¨ngt von der Koordinationszahl
q
, also der Zahl na¨chster
Nachbarn eines Elements im System und von der Raumdimension ab. In Tab.3.1 sind die
Perkolationsschwellen fu¨r die wichtigsten regula¨ren Gitter sowie fu¨r die Kontinuumsper-
kolation zusammengefaßt.
Die Wahrscheinlichkeit, daß eine zufa¨llig gewa¨hlte Bindung bzw. ein zufa¨llig gewa¨hl-
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Platzperkolation Bindungsperkolation
Gitter +
D

+ON

Dreieck 1/2 2 sin P

7
Quadratgitter 0.592746 1/2
Bienenwabengitter 0.6962 1-2 sin P

7
kubisch fla¨chenzentriert 0.198 0.119
kubisch raumzentriert 0.245 0.1803
kubisch (1. n.N.) 0.31161 0.2488
kubisch (2. n.N.) 0.137
kubisch (3. n.N.) 0.097
Cayley-Baum c., HﬂÜ   .Q H	Üc
Schweizer Ka¨se Modell (d=2) 0.312
Schweizer Ka¨se Modell (d=3) 0.034
u¨berlappende Scheiben (d=2) 0.676339
u¨berlappende Kugeln (d=3) 0.28
Tabelle 3.1: Perkolationsschwellen fu¨r Gitterperkolation und Kontinuumsperkolation [69, 72,
73]. Der aufgefu¨hrte Cayley-Baum ist ein sog. deterministisches Fraktal. Hier sprießen aus einem
Ast je Q weitere A¨ste. Fu¨r kubische Gitter sind auch die niedrigeren Schwellen bei Beru¨cksichti-
gung von Verbindungen zu u¨berna¨chsten und drittna¨chsten Nachbarpla¨tzen angegeben.
ter Platz zum unendlichen Cluster geho¨rt, skaliert mit der Besetzungswahrscheinlichkeit
+ wie


¤ +K¬+



 
+
ﬀ
+

 (3.1)
wobei unterhalb von +

nur endliche Cluster existieren und folglich 

AÊ ist. Bei
Anna¨herung an +

divergiert die Ausdehnung der endlichen Cluster dabei wie
R

@
+K¬+

@
/ S
 (3.2)
Unterhalb wie oberhalb von +

nimmt die Ausdehnung der endlichen Cluster mit dem
gleichen Exponenten ab. Die mittlere Anzahl
¦
von Pla¨tzen oder Bindungen in einem
Cluster (die Masse des Clusters) gehorcht ebenfalls, ober- wie unterhalb der Perkolati-
onsschwelle, einem einfachen Potenzgesetz mit einem kritischen Exponenten 4
¦

@
+_+

@
/98
 (3.3)
Die Masse eines unendlichen Perkolationsclusters innerhalb eines Radius
Ì
ha¨ngt fu¨r
+
ﬀ
+

stark davon ab, ob man nur einen Ausschnitt des Clusters betrachtet, welcher
kleiner als die Korrelationsla¨nge ist (
Ì
;
R
), oder ob man den Cluster auf großen Skalen
betrachtet (
Ì
à
R
). Auf Skalen oberhalb der Korrelationsla¨nge erscheint der Cluster
homogen, und die Masse innerhalb eines Radius
Ì
skaliert wie B 
Ì
T
Ì
ç
mit der
Raumdimension  . Unterhalb der Korrelationsla¨nge erscheint der Cluster jedoch nicht
mehr homogen. Hier fu¨hrt die Tatsache, daß unterschiedlich große Lo¨cher im System sind,
zur Fraktalit¤at. Der Exponent, mit dem die Masse mit dem Radius skaliert, ist kleiner als
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die Dimension des einbettenden Raumes und nur noch als reelle Zahl darstellbar, wobei
die Masse mit
Ì
wie
B

Ì

Ì
ç U
 
j
;
Ì
;
R
(3.4)
skaliert, und j die kleinste Meßeinheit (im Falle eines Gitters die Gitterkonstante) ist. Der
Exponent 9V wird fraktale Dimension genannt und la¨ßt sich auf die bereits vorgestell-
ten Exponenten zuru¨ckfu¨hren. Die Masse des unendlichen Clusters in einem System der
La¨nge ¨ ist proportional zu ¨
ç


. Andererseits ist ist die Masse proportional zur Anzahl
von Clustern der Gro¨ße
R
multipliziert mit der Masse dieser Zellen, welche proportional
zu
R
ç U
ist. Daraus folgt mit Gl.(3.1) und Gl.(3.2)
B
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ç
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 +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(3.5)
und der Vergleich der Exponenten liefert
WV
A


ß
@
 (3.6)
Die fraktale Dimension 9V la¨ßt sich also auf
ß
und @ zuru¨ckfu¨hren. Die Exponenten sind
universell, d.h. sie sind nicht von der Art des Gitters abha¨ngig sondern ha¨ngen nur von
der Raumdimension  des betrachteten Systems ab; sie gelten also fu¨r alle Gitter.
Fu¨r die physikalischen Eigenschaften von Perkolationssystemen bei +

werden eben-
falls einfache Potenzgesetze gefunden. So zeigt die Leitfa¨higkeit knapp oberhalb der Per-
kolationsschwelle ein Potenzgesetz der Form
Ç
¤ +K¬+

 X
 (3.7)
mit dem kritischen Transportexponenten > .
Im folgenden soll das fu¨r diese Arbeit wichtige Konzept der Zufallsbewegung (engl.
Random Walk) auf solchen fraktalen Clustern beschrieben werden. Die Beschreibung von
Diffusionsprozessen durch Random Walks setzt voraus, daß es sich bei der Bewegung um
einen Markov-Prozess handelt. Das bedeutet, daß der Prozess in mehrere Einzelschritte
zerlegt werden kann, die prinzipiell unabha¨ngig voneinander ablaufen, oder mit anderen
Worten, daß jeder Einzelschritt unabha¨ngig von der Vorgeschichte ist. Zuna¨chst sei dabei
eine Zufallsbewegung auf einer linearen Kette betrachtet.
Fu¨r jeden Sprung < wird zufa¨llig eine der beiden mo¨glichen Sprungrichtungen gewa¨hlt,
wobei ( ? A z  wenn der Irrla¨ufer (engl. Random Walker) nach rechts und ( ? A ﬂ wenn
er nach links springt. Nach G Schritten, wobei die Schrittla¨nge j fest sei (hier der Abstand
zwischen zwei Punkten auf der Kette), ist die Position des Irrla¨ufers demnach durch
*
G

A
j
ë
y
?
~

(
? (3.8)
gegeben. Die mittlere Verschiebung
Æ
*
G
 , gemittelt u¨ber verschiedene Random Walks ist
gleich Null, da im Mittel gleich viele Spru¨nge nach rechts wie links gemacht werden.
Um die mittlere Entfernung zu untersuchen, die ein Random Walker nach G Schritten
zuru¨ckgelegt hat, wird daher das Verschiebungsquadrat
Ä *


G
 Å
A
j

ë
y
?
~

(

?
z
j

ë
y
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
(
?
(
t
a (3.9)
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gebildet und dies u¨ber viele Irrla¨ufe gemittelt. Da (

?
A
 und fu¨r <YA r der Mittelwert von
(
?
(
t verschwindet, erha¨lt man
Ä *


G
 Å
A
j

G
a (3.10)
Wenn jeder Schritt eine gleich lange Zeit  beno¨tigt, so ist nach G Spru¨ngen die Zeit
%
A
G
 verstrichen und es folgt Ä *


G
 Å
A
 j

. n,% . In einem Quadratgitter (  A
|
) oder
einem kubischen Gitter (  A w ) hat der Irrla¨ufer
|
 mo¨gliche Sprungrichtungen. Eine
analoge Rechnung zeigt dann, daß in diesem Fall fu¨r das mittlere Verschiebungsquadrat
Ä
v

 %  Å
A
 j

. n,% folgt, was u¨blicherweise in der Form
Ä
v

 %  Å
A
|

L[% (3.11)
geschrieben wird, wobei L A j

.Q
|

n die sog. Diffusionskonstante bezeichnet. Auf un-
geordneten Gittern oder Strukturen gilt diese einfache, als Ficksches Diffusionsgesetz be-
zeichnete Beziehung nicht mehr auf allen Zeitskalen, sondern nur noch fu¨r asymptotisch
lange Zeiten. Die Diffusionskonstante wird in diesen Fa¨llen durch den Grenzu¨bergang
L
A

|



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 Z

Ä
v

 %  Å
%
(3.12)
gebildet. Die Beziehung aus Gl.(3.11) a¨ndert sich drastisch bei Irrla¨ufen auf strukturell
ungeordneten Strukturen, insbesondere auf Perkolationsclustern in der Na¨he der Perkola-
tionsschwelle. Hier wird die Bewegung durch Engstellen und Sackgassen abgebremst. Fu¨r
diffundierende Teilchen in einem Perkolationssystem ha¨ngt das Verhalten stark davon ab,
ob sich die Teilchen auf einem endlichen Cluster oder auf dem unendlichen Cluster bewe-
gen. Die Diffusion auf endlichen Clustern ist auf deren Ausdehnung beschra¨nkt. Teilchen
auf diesem Teil des Systems ko¨nnen nicht an einem langreichweitigen Transport teilneh-
men und tragen daher z.B auch nicht zur Gleichstromleitfa¨higkeit bei. Im folgenden soll
sich daher auf die Diffusion auf dem unendlichen Cluster beschra¨nkt werden.
Die vom Irrla¨ufer zuru¨ckgelegte Distanz auf dem unendlichen Cluster direkt bei der
Perkolationsschwelle, skaliert nicht mehr einfach wie %M v

, sondern wie %0 v
ç [
. Der
Exponent 
5
wird dabei als \ v j
q
% j9 ( Dimension des Irrlaufs bezeichnet. Fu¨r das mittlere
Verschiebungsquadrat folgt daraus
Ä
v
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 %  Å%


ç [
a (3.13)
Der Zusammenhang zwischen Leitfa¨higkeit und der Diffusion von Ladungstra¨gern
wurde von Einstein untersucht, der herausfand, daß die Gleichstromleitfa¨higkeit propor-
tional zur Dichte G der diffundierenden Ladungstra¨ger, sowie proportional zur Diffusi-
onskonstante L ist (Nernst-Einstein Beziehung)
Ç
A


G
q
"ﬂ
L
 (3.14)
wobei  die Ladung der mobilen Ladungstra¨ger,  die Temperatur und
q
" die Boltzmann-
konstante bezeichnen. Zur Gleichstromleitfa¨higkeit tragen nur die mobilen Ladungstra¨ger
auf dem unendlichen Cluster bei, welche an einem langreichweitigen Ladungstransport
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Exponent  A
|

A
w
ß
5/36 0.417
@ 4/3 0.875
4 43/18 1.795

V 91/48 2.524
> 1.3 2.0
> (Kontinuum in d=3) 1.3 2.38

5 2.871 3.8

©
5
2.95 5.0

5
(Kontinuum in d=3) 2.871 4.2
Tabelle 3.2: Strukturelle und dynamische kritische Exponenten fu¨r verschiedene zwei und drei-
dimensionale Systeme[69, 74].
teilnehmen ko¨nnen; folglich ist G {

. Daraus folgt unmittelbar mit Gl.(3.7), daß die
Diffusionskonstante mit der Besetzungswahrscheinlichkeit + wie
L]¤ +_+

 X
/, (3.15)
skalieren muß. Fu¨r Zeiten kleiner als eine Crossoverzeit % ^ bewegen sich die diffundie-
renden Teilchen auf La¨ngenskalen, die kleiner als die
R
sind. Oberhalb dieser Crosso-
verzeit, wurden bereits Absta¨nde zuru¨ckgelegt, die gro¨ßer als
R
sind, wobei auf diesen
La¨ngenskalen die Struktur homogen erscheint. Zusammengefaßt verha¨lt sich das mittlere
Verschiebungsquadrat bei Diffusion auf dem unendlichen Cluster wie
Ä
v

 %  Å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
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 (3.16)
wobei die Crossoverzeit % ^ von der Korrelationsla¨nge wie % ^ 
R
ç [
abha¨ngt. Die fraktale
Dimension  5 der Bewegung ist universell und la¨ßt sich auf schon bekannte kritische
Exponenten zuru¨ckfu¨hren. Aus der Stetigkeit von Gl.(3.16) an % A % ^ folgt mit % ^0
R
ç [
und Gl.(3.2)
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Die Crossover-Zeit divergiert bei Anna¨herung an +

, und das anomale Diffusionsverhalten
gilt dann auch auf großen La¨ngen und Zeitskalen. Eine Diffusionskonstante, welche zur
Berechnung der Leitfa¨higkeit beno¨tigt wird, ist dann mit Random Walk Simulationen
innerhalb vertretbarer Rechenzeiten nicht mehr zu erreichen.
In Tab.3.2 sind die wichtigsten kritischen Exponenten fu¨r Transportprozesse auf un-
geordneten Systemen zusammengestellt. Zum Vergleich ist hier noch ohne Herleitung der
kritische Exponent  ©
5
fu¨r die Diffusion auf dem gesamten System (inclusive der endli-
chen Cluster) angegeben. Die Teilchen auf den endlichen Clustern sind in ihrer Bewegung
auf die Ausdehnung der Cluster beschra¨nkt, was die mittlere Bewegung weiter abbremst
und zu einem gro¨ßeren Exponenten  ©
5
als im Fall der Diffusion ausschließlich auf dem
unendlichen Cluster fu¨hrt. Die Diffusion auf einem kontinuierlichen System (Schweizer
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Abbildung 3.3: Grenzschichtperkolation. Ausgehend von dem einfachen Perkolationsmodell
wird u¨ber eine korrelierte Platz-Bindungsperkolation ein einfaches Modell fu¨r einen dispersen
Ionenleiter erstellt. a) Ausgangspunkt ist ein System, welches ausschließlich aus dem Ionenleiter
besteht (graue Ka¨stchen), S . b) Der Ionenleiter wird zufa¨llig und sukzessive durch einen Isola-
tor (schraffierte Ka¨stchen) ersetzt, wobei sich an den Heterogrenzfla¨chen zwischen Ionenleiter und
Isolator eine hochleitende Grenzschicht bildet (dicke Linien). Noch ist hier die Isolatorkonzentra-
tion so gering, daß die hochleitenden Grenzschichten keinen seitenverbindenden Pfad fu¨r einen
schnelle Ionentransport bilden, 
ﬂ_
©

. c) Bei der kritischen Konzentration 
©

des Isolators bildet
sich erstmalig ein durchgehender Pfad von zusammenha¨ngenden hochleitenden Grenzschichten.
d) Oberhalb der kritischen Konzentration 
© ©

blockieren die Isolatorpartikel den Ionentransport
zwischen zwei gegenu¨berliegenden Seiten, die Leitfa¨higkeit bricht zusammen.
Ka¨se Modell) wird nahe der Perkolationsschwelle dadurch bestimmt, daß das System
dort beliebig kleine Engpa¨sse hat, durch die sich die diffundierenden Teilchen bewegen
mu¨ssen. In einer Simulation wird dies zumeist auf die Diffusion auf einem Gitter zuru¨ck-
gefu¨hrt, wobei einzelne Spru¨nge mit einer Wahrscheinlichkeit durchgefu¨hrt werden, die
einer Potenzverteilung folgt. Die Transportexponenten fu¨r Kontinuumsperkolation sind
zum Vergleich in Tab.3.2 aufgelistet.
3.1.4 Perkolationsmodell fu¨r disperse Ionenleiter
Das Problem der Grenzfla¨chenperkolation wurde von Roman et al. mit einem einfa-
chen Bindungsgitter simuliert [75, 76, 77]. Dabei werden die Partikel als Pla¨tze in ei-
nem Quadratgitter (in zwei Dimensionen, s. Abb. 3.3) oder einem kubischen Gitter (fu¨r
drei Dimensionen) approximiert. Die Kanten der Pla¨tze werden als Grenzfla¨chen be-
trachtet. Somit wird das Problem der Grenzfla¨chenperkolation auf eine korrelierte Platz-
Bindungsperkolation zuru¨ckgefu¨hrt. Die Bindungen werden dabei folgendermaßen klas-
sifiziert: Bindungen zwischen einem Isolator und einem Ionenleiter (hochleitende Grenz-
schicht) erhalten die Leitfa¨higkeit
Ç
M . Bindungen zwischen zwei Ionenleitern erhalten
die Leitfa¨higkeit
Ç
" , wobei nun
Ç
M
à
Ç
" . Bindungen zwischen zwei Isolatoren sind
isolierend, somit gilt fu¨r diese Bindungen
ÇO_
A 0. In diesem dreikomponentigen Modell
existieren zwei Perkolationsschwellen. Sei + die Wahrscheinlichkeit, mit der ein Platz als
Isolatorpartikel angenommen wird. Dann bilden sich unterhalb einer Perkolationsschwel-
le +,©  nur kleinere nicht zusammenha¨ngende Cluster isolierender Partikel. Je nach Verha¨lt-
nis von Partikelgro¨ße zu Grenzschichtausdehnung K fu¨hrt dies zu einem leichten Anstieg
der Leitfa¨higkeit. Oberhalb +Q© durchzieht ein zusammenha¨ngender Cluster isolierender
Partikel das System, wodurch die hochleitenden Grenzschichten ebenfalls perkolieren;
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Abbildung 3.4: Verteilung isolierender Partikel in einer leitenden homogenen Matrix unter Aus-
bildung einer hochleitenden Randschicht mit Dicke ` im leitenden Material. Die Partikel du¨rfen
sich hierbei u¨berlappen. Es entstehen dadurch beliebig du¨nne Kana¨le des leitenden Materials zwi-
schen den Isolatorpartikeln.
die Leitfa¨higkeit steigt stark an. Ab diesem Punkt wird die Leitfa¨higkeit des Systems
zuna¨chst von den hochleitenden
Ç
M -Bindungen dominiert.
Sobald eine kritische Konzentration +Q© ©

der Isolatorpartikel erreicht ist, zerfa¨llt das
Netzwerk leitfa¨higer Verbindungen in einzelne Cluster und die Gesamtleitfa¨higkeit fa¨llt
auf Null ab. Zwischen den beiden Perkolationsschwellen +n© und +Q© © erreicht die Leitfa¨hig-
keit ein Maximum. Die Leitfa¨higkeit kann u¨ber Random Walks bestimmt werden, wobei
das Verha¨ltnis der Leitfa¨higkeiten 
²¤Ç
M
.
Ç
" die relativen Sprungwahrscheinlichkeiten
u¨ber die jeweiligen Bindungen bestimmt.
3.1.5 Effektive Medium Approximation
Bei der effektiven Medium Approximation (EMA) [78, 79], wie sie von Roman et al. [73,
80] zur Behandlung des Problems fu¨r disperse Ionenleiter vorgeschlagen wurde, werden
F gleich große isolierende spha¨rische Partikel mit Radius
Ì
in einem homogenen lei-
tenden Medium mit Volumen E verteilt, wobei angenommen wird, daß die als Isolator
betrachteten Partikel sich beliebig durchdringen du¨rfen. Hieraus folgt fu¨r den Volumen-
anteil + des Isolators
+
A

m oQp
O

µ¶
w
Ì

±
P
 (3.18)
wobei ± die Dichte isolierender Partikel ist
±
A
F
E
a (3.19)
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Um die isolierenden Partikel herum sei im verbleibenden leitenden homogenen Mate-
rial eine Randschicht der Dicke K , welche hochleitend ist (Abb. 3.4). Daraus folgt fu¨r das
isolierende Partikel mit hochleitender Randschicht ein Radius von
Ì
ã V
A
Ì
z
K (3.20)
und fu¨r den Volumenanteil von isolierenden Partikeln inclusive hochleitender Randschicht
+
ã V
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Damit folgt fu¨r das verbleibende normalleitende Material
+
ë
A
ﬁ¬+nã V (3.22)
Hierbei kann +
ë
mit Gl.(3.21) und Gl.(3.18) als Funktion von + geschrieben werden
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Nun ko¨nnen alle drei Volumenanteile zusammengefaßt werden
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Die kritische Konzentration +

s
ã V , bei der die hochleitende Randschicht zu perkolieren
beginnt, ha¨ngt analog zu Gl.(3.21) mit einer bestimmten kritischen Dichte ±

zusammen
+

s
ã V
A

m o,p
O

µc¶
w
Ì

a

±

P
a (3.28)
In dreidimensionalen Systemen ist diese kritische Dichte erreicht, sobald die Kugeln zu
perkolieren beginnen, also bei [73]
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Mit Gl.(3.28) und Gl.(3.29) findet man
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Abbildung 3.5: Ergebnisse fu¨r die DC-Leitfa¨higkeit bei Grenzschichtperkolation in Abha¨ngig-
keit von der Isolatorkonzentration  aus der EMA-Beziehung Gl.(3.36) fu¨r verschiedene effektive
Koordinationszahlen Q und rS[å s å , \St M æ t " S[å   .
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Daraus folgt
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Nach Gl.(3.18) folgt mit Gl.(3.31) bei der Partikeldichte ±

fu¨r den Volumenanteil isolie-
render Partikel
+
©

²
+ ±


A
ﬁ
m oQp
O

µ¶
w
Ì

±

P
(3.32)
A
ﬁ _+




b c
Die zweite Perkolationsschwelle, bei der das isolierende Material perkoliert, liegt bei
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Fu¨r dreidimensionale Systeme [73] erha¨lt man dabei +n© ©



a W .
Nach der EMA [78] folgt die Gleichstromleitfa¨higkeit
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aus der Integralbeziehung
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wobei H die Koordinationszahl und
u

Ç
 die Verteilungsfunktion fu¨r die jeweiligen Volu-
menanteile ist. Gl.(3.34) wurde von Kirkpatrick zur Beschreibung der Leitfa¨higkeit eines
Widerstandsnetzwerks mit einer Verteilung
u

Ç
 von Leitfa¨higkeiten entwickelt, wobei H
der Anzahl der Bindungen an einem Knotenpunkt entspricht. In der Kontinuumsperkola-
tion hat H die Funktion eines freien Fitparameters und wird somit als effektive Koordina-
tionszahl bezeichnet.
Im vorliegenden Fall der Kontinuumsperkolation ist die Verteilung der Leitfa¨higkeit
gegeben durch
u

Ç

A

M
 +#
¸

Ç

Ç
M

z

"
 +#
¸

Ç

Ç
"

z
8  +n
¸

Ç

 (3.35)
mit den jeweiligen Besetzungswahrscheinlichkeiten aus Gl.(3.27). Ausfu¨hren der Integra-
tion fu¨hrt schließlich zu
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Hierbei ist
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und  ist die relative Leitfa¨higkeitserho¨hung zwischen hochleitender Randschicht und
normalleitendem Matrixmaterial
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 (3.38)
Die Leitfa¨higkeit bricht zusammen (
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folgt. Bei +Q© ©

gilt 
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und somit folgt fu¨r die Perkolationsschwelle
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In Abb. 3.5 sind fu¨r den Fall
a
A
2a  und  A  2 Kurven nach Gl.(3.36) fu¨r verschie-
dene effektive Koordinationszahlen H dargestellt. Wie zu erkennen ist, wird nicht nur die
Perkolationsschwelle sondern auch die Ho¨he der Kurve und insbesondere das Auftreten
eines Maximums in der Gleichstromleitfa¨higkeit durch die effektive Koordinationszahl H
beeinflußt.
3.1.6 Vergleich mit experimentellen Ergebnissen
Messungen der Gleichstromleitfa¨higkeit von  g
 


#




Kompositen, wobei *
den Molenbruch der Materialien bezeichnet, zeigen fu¨r mikrokristalline Materialien eine
steng monoton abfallende Leitfa¨higkeit, wenn das Komposit sukzessive durch isolieren-
des 

 	
verdu¨nnt wird (Abb. 3.6). Beide Materialien liegen in na¨herungsweise gleich
großen Partikeldurchmessern vor (im mikrokristallinen Fall ca. 10 > m)[81, 46]. Liegen
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Abbildung 3.6: Experimentelle Ergebnisse fu¨r nano- und mikrokristallines (1-  )Li
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Die Kurven entsprechen einer Anpassung von Gl.(3.36) mit den Parametern QS 59, \S 100 und
rS 1.1 fu¨r den nanokristallinen Fall sowie Q	S 7, \S 100 und rS 1.0002 fu¨r den mikrokristal-
linen Fall. Daten aus [81, 46].
die Partikel in nanokristalliner Form vor (mittlerer Partikeldurchmesser 20nm), so steigt
die Leitfa¨higkeit zuna¨chst mit zunehmender Isolatorkonzentration an, erreicht fu¨r Wer-
te *[ 0.4-0.7 ein flaches Maximum, wobei die Leitfa¨higkeit dann bis zu einem Faktor
10 ansteigt, und fu¨r Werte * ﬀ 0.9 zu unmeßbar kleinen Werten absinkt (Abb. 3.6). Der
Molenbruch * ist mit dem Volumenanteil + des Isolators u¨ber
+
Ayx
© *
x
©
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z

(3.42)
verknu¨pft, wobei
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:T2a Q das Verha¨ltnis der Molvolumina
ist [81, 46].
An die experimentellen Daten wurde in Abb. 3.6 die Beziehung zwischen Gleich-
stromleitfa¨higkeit und Isolatoranteil + aus der EMA nach Gl.(3.36) angepasst. Bei beiden
Fa¨llen (nano- wie mikrokristallin) wurde der gleiche relative Leitwert  A 100 sowie die
gleiche Randschichtdicke K A 1nm verwendet. Im mikrokristallinen (mittlere Partikel-
gro¨ße   > m) Fall ist damit
a
A 1.0002, als effektive Koordinationszahl wurde in Abb. 3.6
H =7 verwendet. Im nanokristallinen Fall (mittlere Partikelgro¨ße
|


Þ ) ist
a
A
ca  , als
effektive Koordinationszahl wurde zur Anpassung an die Daten H A 59 verwendet, was
nach Gl.(3.41) zu einer Perkolationsschwelle von +n© ©

A¤
a W fu¨hrt. Die effektive Koor-
dinationszahl ist ein freier Parameter, der an die experimentellen Daten angepaßt wird.
Dabei ko¨nnen prinzipiell beliebige Perkolationsschwellen +Q© © beschrieben werden.
Die mit der EMA berechnete Leitfa¨higkeit liegt im Bereich kleiner Isolatorkonzen-
trationen etwas u¨ber den experimentellen Daten. Im nanokristallinen Fall werden die ex-
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perimentellen Daten jedoch bemerkenswert gut beschrieben. Im mikrokristallinen Fall
liegt die EMA-Kurve im gesamten Bereich oberhalb der experimentellen Daten. Bei der
EMA wird davon ausgegangen, daß der Ionenleiter ein Kontinuum darstellt, in welches
der Isolator dispergiert wird. Dies kann z.B. realisiert werden, indem die Isolatorpartikel
um Gro¨ßenordnungen gro¨ßere Partikelabmessungen besitzen als die Partikel des Ionenlei-
ters. In diesem Fall ko¨nnen sich die sehr viel kleineren Partikel des Ionenleiters zwischen
die Hohlra¨ume des Isolators setzen und somit in guter Na¨herung als ein Kontinuum an-
gesehen werden. In dem angesprochenen Experiment liegen jedoch beide Materialien in
gleichen mittleren Abmessungen vor, so daß die Annahme eines Kontinuums im Grunde
genommen nicht mehr gerechtfertigt ist.
Aus den Anpassungen der EMA-Kurven an die experimentellen Ergebnisse wird ei-
ne unterschiedliche Perkolationsschwelle fu¨r mikro- und nanokristalline Systeme ange-
nommen. Bunde et al. geben dafu¨r eine einfache geometrische Begru¨ndung [82]. Im Fall
mikrokristalliner Proben tritt der Einfluß der hochleitenden Grenzschicht zwischen Isola-
tor und Ionenleiter gegenu¨ber der relativ großen Querschnittsfla¨che der direkten Kontak-
te zwischen zwei ionenleitenden Partikeln in den Hintergrund. Fu¨r ein kubisches Gitter
wu¨rde das bedeuten, daß u¨ber 30% des Materials aus ionenleitendem Material bestehen
muß, damit eine Leitfa¨higkeit zustandekommt, was sich recht gut mit den experimentellen
Daten bzw. der EMA-Anpassung deckt. Liegen die Partikelabmessungen im Nanometer-
bereich vor, also in der Gro¨ßenordnung der Randschichtdicke, so verla¨uft ein Großteil des
Ladungstra¨gertransports u¨ber die hochleitenden Grenzfla¨chen. U¨bertragen auf ein kubi-
sches Gitter wu¨rde dies bedeuten, daß nun auch ein signifikanter Ladungstransport u¨ber
zweit- und drittna¨chste Nachbarn stattfindet. Diese Aussage ist die Grundlage des im fol-
genden beschriebenen Modells.
3.2 Modellbeschreibung und Simulationsergebnisse
In dieser Arbeit wird ausgehend von den in der Einleitung dargestellten Modellvorstel-
lungen ein verbessertes Modell fu¨r Grenzschichtperkolation in dispersen Ionenleitern
entwickelt, das zusa¨tzlich die Partikelgro¨ße sowie die Randschichtdicke beru¨cksichtigt.
Weiter werden realistischere Annahmen daru¨ber gemacht, daß direkt benachbarte Parti-
kel durch eine gro¨ßere Kontaktfla¨che einen geringeren Widerstand fu¨r die Ionendiffusion
darstellen als Partikel, die nur einen sehr begrenzten Kontakt miteinander eingehen, was
in dem besprochenen Bindungsmodell von Roman nicht enthalten ist. Die Partikelgro¨ße
konnte im Modell von Roman nur dadurch variiert werden, indem unterschiedlich große
Partikel durch das gleichzeitige Besetzen von G

G Pla¨tzen simuliert wurden. Damit
ko¨nnen die Partikelgro¨ßen nur moderat variiert werden, jedoch kein Vergleich von mikro-
und nanokristallinen Systemen durchgefu¨hrt werden, bei denen die Partikelgro¨ßen sich
um mehrere Gro¨ßenordnungen unterscheiden. Das Modell beru¨cksichtigt auch, daß die
Partikel im Komposit die gleiche Gro¨ße besitzen und keine der beiden Phasen im Ver-
gleich zur jeweils anderen Phase ein Kontinuum darstellt, wie es in der EMA angenom-
men wird.
Ausgangspunkt des im nachfolgenden beschriebenen Modells ist ein kubisches Gitter
in dem Pla¨tze zufa¨llig mit einer Wahrscheinlichkeit + als isolierende oxidische Partikel
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(z.B. 




) und mit einer Wahrscheinlichkeit + als ionenleitende Partikel (z.B.
 


)
betrachtet werden. Abb. 3.7a zeigt den unendlichen Cluster aus ionenleitenden Partikeln
fu¨r ein Kompositsystem unterhalb der kritischen Isolatorkonzentration +

.
Der unendliche Cluster wird dabei u¨ber einen rekursiven Suchalgorithmus gefunden.
Dabei werden, ausgehend von einem Platz auf einer Seite des Systems, die Nachbarpla¨tze
u¨berpru¨ft, ob sie besetzt sind (ein Ionenleiterpartikel darstellen) und somit zum gleichen
Cluster wie der Ausgangspunkt geho¨ren. Ist dies fu¨r einen Nachbarplatz der Fall, so wird
ausgehend von diesem das Verfahren wiederholt. Das ganze Verfahren stoppt, wenn dabei
alle Seiten des Systems erreicht werden und somit ein unendlicher Cluster gefunden wur-
de. Ist dies nicht der Fall und werden keine weiteren besetzten Nachbarpla¨tze gefunden,
so wird das Verfahren erneut von dem Nachbarplatz des vorherigen Ausgangspunkts ge-
startet. Dies wird wiederholt bis ein unendlicher Cluster gefunden wurde oder alle Pla¨tze
einer Seite des Systems Ausgangspunkt fu¨r eine solche rekursive Suche waren. Im vor-
liegenden Modell werden dabei bis zu drittna¨chste Nachbarn des verwendeten kubischen
Gitters betrachtet.
An dem Kontakt zwischen zwei benachbarten Partikeln wird analog zum sog. Brick-
Layer-Modell [56, 83] eine Grenzschicht der Dicke K angenommen. Die spezifische Leit-
fa¨higkeit in der Grenzschicht ha¨ngt davon ab, welche Materialsorten die Grenzschicht bil-
den, wogegen die spezifische Leitfa¨higkeit im Partikelinneren unabha¨ngig von der Nach-
barschaft ist. Die experimentell gefundenen Perkolationsschwellen fu¨r das
   
sind ex-
trem gering. Aus diesem Grund wurde im vorliegenden Modell angenommen, daß sich
die Grenzschichten entlang aller Raumachsen durchkreuzen und somit fla¨chen- und kan-
tena¨hnliche Teilbereiche bilden (Abb. 3.7b). Das unvera¨nderliche Partikelinnere besitzt
dabei die Ausdehnung ¨ und die Gro¨ße des Partikels ist durch die Kantenla¨nge j eines
Platzes im kubischen Gitter bestimmt (Abb. 3.7b).
Das System wird anschließend auf ein Widerstandsnetzwerk transformiert. Dazu wer-
den die jeweiligen Teilbereiche durch Bindungen mit unterschiedlichen Widersta¨nden
beschrieben. Dabei verlaufen die Bindungen in jeder Raumachse durch die Mitte des
Partikelinneren hindurch, sowie parallel zur Grenzschicht und entlang des gemeinsa-
men Kontaktes der Kanten von vier Partikeln. Abbildung 3.7c zeigt einen Querschnitt
durch eine Partikelpackung, wobei die Schnittebene von zwei Raumachsen aufgespannt
ist. Die Bindungen werden in dieser Darstellung geschnitten und zeigen in die Ebene
hinein. Der Widerstand bzw. die Leitfa¨higkeit der Bindungen ha¨ngt nun neben der spezi-
fischen Leitfa¨higkeit von der Querschnittsfla¨che des jeweiligen Bereichs ab. Um die Bin-
dungen zu klassifizieren werden Bindungen, welche durch das Partikelinnere laufen als

8 -Bindungen bezeichnet (Abb. 3.7c). Die Leitfa¨higkeit dieser Bindung berechnet sich
zu
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wobei ¨ die La¨nge des Partikelinneren mit konstanter spezifischer Leitfa¨higkeit
Ç
8
ist.
Aufgrund der vorgenommenen Aufteilung ist  ¨ z K# .
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die La¨nge einer Bindung,
die im gesamten System konstant ist. Die Bindungen, welche durch eine fla¨chenfo¨rmige
Grenzschicht stoßen werden mit
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¨K
­
] 

(3.44)
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Abbildung 3.7: a) Kubisches Platzgitter. Jeder Kubus mit Kantenla¨nge  repra¨sentiert ein Parti-
kel. Die Pla¨tze werden mit einer Wahrscheinlichkeit  als isolierend ( J
 I
) und mit einer Wahr-
scheinlichkeit 1- als leitend ( FHG
 I
) angenommen. Dargestellt ist nur der seitenverbindende Clu-
ster aus leitenden Partikeln. b) Brick-Layer Ansatz. Zwischen den Kuben wird eine Grenzschicht
der Dicke ` angenommen. Das Systemvolumen wird in kubische Kernvolumina der Partikel so-
wie fla¨chenartige und kantenartige Grenzschichten zwischen den Partikeln aufgeteilt. c) Quer-
schnitt durch eine Partikelanordnung. Zwischen den Partikelinneren besteht eine Grenzschicht
der Dicke ` welche bei Homokontakten zwischen FOG
 I
die gleiche spezifische Leitfa¨higkeit wie
im Partikelvolumen hat. Bei Heterokontakten herrscht in der Grenzschicht eine erho¨hte spezifi-
sche Leitfa¨higkeit (angedeutet durch dunkelgraue Schattierung). Die Kreise deuten die in die Ebe-
ne zeigenden korrespondierenden Bindungen des Widerstandsnetzwerks an. d) Korrespondieren-
des Widerstandsnetzwerk. Die Bindungen erhalten Widerstandswerte, welche aus den jeweiligen
Fla¨chenanteilen im Querschnitt (c) berechnet werden. Verbindungen werden bis zu dritt-na¨chsten
Nachbarn beru¨cksichtigt: zwischen direkten Nachbarn, die eine Seite gemeinsam haben, kann
ein Ladungstransport parallel u¨ber eine :8 -Bindung, vier   -Bindungen und vier 

-Bindungen
stattfinden (1). Bei Kontakten zwischen zweitna¨chsten Nachbarn tragen zum Stromtransport nur
eine   -Bindung sowie zwei 

-Bindungen bei (2). Bei Partikelkontakten zwischen drittna¨chsten
Nachbarn tra¨gt nur noch eine 

-Bindung bei (3).
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davon abha¨ngt, welcher Materialsorte das angrenzende Partikel angeho¨rt. Der in Klam-
mern gesetzte Index soll kennzeichnen, ob es sich um eine normalleitende Grenzschicht
(0) zwischen zwei Ionenleiterpartikel oder um eine hochleitende Heterogrenzschicht (1)
zwischen Ionenleiter und Isolator handelt. Handelt es sich bei der Grenzschicht um einen
Homokontakt zwischen zwei
   
-Partikeln, so wird die gleiche spezifische Leitfa¨hig-
keit wie im Partikelinneren angenommen2, d.h.
Ç
A
Ç
8
. Besteht die Grenzschicht aus
einem Heterokontakt zwischen Ionenleiter und Isolator, so wird eine ho¨here spezifische
Leitfa¨higkeit als im Kristallvolumen angenommen,
Ç
A
Ç

A

Ç
8
, wobei 
²Ç
 .
Ç
8
ﬀ

das relative Verha¨ltnis der spezifischen Leitfa¨higkeiten in der hochleitenden Grenzschicht
und im Kristallvolumen definiert. Schließlich werden Bindungen die an den Kontakten
von vier Partikelkanten entlanglaufen, als


-Bindungen betrachtet, deren Leitfa¨higkeit
sich analog zu

J
8
s

L

A
Ç
J
8
s

L
K

­
] 

(3.45)
berechnet, wobei
Ç
J
8
s

L
A
Ç
8 , wenn alle angenzenden Partikel Ionenleiter sind,
Ç
J
8
s

L
A
Ç
 , wenn mindestens eines der Partikel ein Ionenleiter und ein weiteres ein Isolator ist,
und
Ç
J
8
s

L
A , wenn alle angenzenden Partikel Isolatoren sind.
Somit ergibt sich nun ein Bindungsnetzwerk, in dem die Bindungsleitfa¨higkeiten hier-
archisch und korreliert verteilt sind. Insgesamt existieren in dem Modell 5 verschiede-
ne Bindungsleitfa¨higkeiten. Der Ladungstransport kann nun u¨ber direkt benachbarte Io-
nenleiterpartikel stattfinden, wobei eine

8
-Bindung, vier

 -Bindungen sowie vier


-
Bindungen parallel zum Ladungstransport zur Verfu¨gung stehen (Abb. 3.7d (1)). Die
a¨ußeren Bindungen ko¨nnen dabei wie beschrieben normal- oder hochleitend sein. Gren-
zen zwei leitende Partikel nur mit ihren Kanten aneinander, so kann ein Ladungstransport
hier nur parallel u¨ber eine

 - und zwei

-Bindungen stattfinden (Abb. 3.7d (2)). Gren-
zen die Partikel nur noch mit ihren Spitzen aneinander (drittna¨chste Nachbarn, Abb. 3.7d
(3)), so kann der Stromtransport nur noch u¨ber die dort vorhandene


-Verbindung statt-
finden. Je weniger Bindungen zum Transport zur Verfu¨gung stehen, desto ho¨her ist die
Wahrscheinlichkeit, daß diese verbleibenden Bindungen hochleitend sind.
Die Leitfa¨higkeit disperser Ionenleiter ha¨ngt von der Zusammensetzung des Kom-
posits sowie von der mittleren Partikelgro¨ße ab. Die Partikelgro¨ßenabha¨ngigkeit kann
anhand des bis hier beschriebenen Modells bereits qualitativ verstanden werden. Die
Ausdehnung K der Randschicht sei unabha¨ngig von der Partikelgro¨ße. Sind die Partikel
sehr groß ( ¨ ist dann sehr viel gro¨ßer als K ), so ist die Querschnittsfla¨che ¨

um einige
Gro¨ßenordnungen gro¨ßer als die Querschnittsfla¨che der jeweiligen Grenzschichten ( ¨ﬃK
bzw. K

). Selbst bei großen Werten fu¨r  ist dann die Leitfa¨higkeit durch das Partikelin-
nere immer noch gro¨ßer als die Leitfa¨higkeit der hochleitenden Grenzschichten, so daß
der u¨berwiegende Teil des Ladungstransports u¨ber die

8 -Bindungen stattfindet, aber ein
nahezu verna¨chla¨ssigbarer Ladungstransport u¨ber die

 - und

-Bindungen stattfindet.
Die Leitfa¨higkeit wird dominiert von den direkten Kontakten zwischen benachbarten Par-
tikeln in denen leitfa¨hige

8
-Verbindungen zustandekommen. Sind die Partikel hingegen
2Strenggenommen ist bereits durch die Sto¨rung der Gitterperiodizita¨t die Defektkonzentration an der
Oberfla¨che etwas ho¨her als im Kristallvolumen, auch ohne daß eine kationenadsorbierende Nachbarphase
auftritt. Dieser Effekt wird der Einfachkeit halber hier aber vernachla¨ssigt.
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sehr klein und ist ¨ nur wenig gro¨ßer als K , so wird ab einem kritischen Kn.c¨ -Verha¨ltnis die
Sta¨rke der Leitfa¨higkeiten von

8
- und

 -Bindungen umgekehrt und der Ladungstrans-
port fı¨ndet u¨berwiegend in den Grenzfla¨chen statt. Ist dies der Fall, so zeigt die Leitfa¨hig-
keit als Funktion der Isolatorkonzentration ein Maximum, welches bei ca. + AT a  liegt,
d.h. hier ist der Ladungstransport im betrachteten kubischen Gitter am effizientesten. Si-
cherlich ko¨nnen hochleitende


-Bindungen wegen ihrer geringen Querschnittsfla¨che K

nie eine ho¨here Leitfa¨higkeit als hochleitende

 -Bindungen haben (hier ist die Quer-
schnittsfla¨che ¨ﬃK ﬀ K

). Deswegen muß, sobald Ladungstransport im wesentlichen u¨ber

-Bindungen stattfindet, die Leitfa¨higkeit wieder abnehmen. Sobald die
ﬁ
-Bindungen
nicht mehr perkolieren, perkolieren ebenfalls die Ionenleiterpartikel nicht mehr und die
Leitfa¨higkeit sinkt auf null ab. Die Perkolationsschwelle ist aufgrund der Wahl des Gitters
von vornherein festgelegt. Die Koordinationszahl fu¨r die Partikel betra¨gt in diesem Fall
q
A
|
 , die Perkolationsschwelle liegt bei +

A
ﬁ

a

W
A
a 

w .
Um die Leitfa¨higkeitsa¨nderung mit zunehmender Isolatorkonzentration zu berechnen,
werden auf dem korrespondierenden Bindungsgitter Random Walks durchgefu¨hrt. Damit
wird die Leitfa¨higkeitsberechnung auf ein Diffusionsproblem zuru¨ckgefu¨hrt. Die Random
Walker werden auf die Gitterpunkte des Bindungsgitters gesetzt. Dabei werden nur die
Punkte als Startpunkte gewa¨hlt, die zum unendlichen Cluster geho¨ren, da isolierte Cluster
nicht zur Gleichstromleitfa¨higkeit beitragen. In jedem Monte Carlo Schritt (MCS) wird ei-
ne der 6 mo¨glichen Raumrichtungen =( = ( $ A   a a a   ) zufa¨llig ausgewa¨hlt. Danach wird
ein Sprung in diese Richtung mit einer Wahrscheinlichkeit durchgefu¨hrt, die proportional
zur Bindungsleitfa¨higkeit ist. Neben isolierten Bindungen gibt es in dem Modell 5 weitere
Leitfa¨higkeiten, entsprechend den jeweiligen Werten fu¨r die

-Bindungen. Aus Gru¨nden
der Effizienz werden die Leitfa¨higkeitswerte auf den gro¨ßten Wert der

-Bindungen nor-
miert, so daß Þ
	
o
k+
ﬁJ
8
s

L
?
l
A
 , wobei 
ﬁJ
8
s

L
? der normierte Wert ist. Die Spru¨nge wer-
den dann durch einen einfachen Metropolisalgorithmus realisiert, indem eine Zufallszahl

«
k

 

l
gewa¨hlt wird, und der Sprung durchgefu¨hrt wird, wenn
 ¡


 =(
=
 . Ist


 =(
=

ﬃ

, so bleibt der Random Walker auf dem Gitterpunkt sitzen. Nach jedem Mon-
te Carlo Schritt wird, unabha¨ngig davon ob der Sprung ausgefu¨hrt wurde oder nicht, die
Zeit % um eins inkrementiert 3. Bei der Bewegung auf dem Gitter werden invers periodi-
sche Randbedingungen angenommen, d.h. daß eine Bewegung die u¨ber den Systemrand
hinausfu¨hren wu¨rde, in einem Spiegelbild fortgesetzt wird. Diese Prozedur wird fu¨r %
=
6

Monte Carlo Schritte wiederholt und das Verschiebungsquatrat v

 %  des Random Walkers
in regelma¨ßigen Absta¨nden % aufgezeichnet.
Auf jeder Konfiguration werden mehrere unabha¨ngige Random Walks durchgefu¨hrt,
wobei jedesmal ein anderer Startpunkt auf dem unendlichen Cluster gewa¨hlt wird. Dies
wird fu¨r viele Konfigurationen wiederholt, und das Verschiebungsquadrat u¨ber die Ge-
samtanzahl der Random Walks auf den Konfigurationen gemittelt. Es stellte sich dabei
heraus, daß bei 100 Random Walks pro Konfiguration, nach 50 Konfigurationen die Fluk-
tuationen im mittleren Verschiebungsquadrat nicht mehr weiter signifikant abnahmen und
bereits eine gute Konvergenz des Ergebnisses erreicht war. Die maximal beno¨tigte Anzahl
von Monte Carlo Schritten richtet sich danach, ab wann die zeitabha¨ngige Diffusionskon-
stante L¬ % TÄ v  % 

Å . % ein Plateau zeigt.
3Ein Monte Carlo Schritt entspricht daher einem Zeitschritt.
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Abbildung 3.8: Platz-Bindungsgitter: Random Walks auf dem Bindungsgitter. Hierbei wurde al-
len leitfa¨higen Bindungen des unendlichen Clusters die gleiche Leitfa¨higkeit [SCå zugeordnet,
um das Modell zuna¨chst mit dem klassischen Problem zu vergleichen. a) Zeitabha¨ngiger Diffu-
sionskoeffizient. Die fraktale Dimension 5 des Random Walks entspricht in der Na¨he von 

in
guter Na¨herung dem klassischen Wert von 5SŁWs  in drei Dimensionen (strichpunktierte Li-
nie zum Vergleich). b) Diffusionskonstante  versus '

. Der kritische Exponent 

aus
CßÜ 0K


X
/,
wird in guter Na¨herung erreicht (gestrichelte Linie zum Vergleich).
3.2.1 Simulationsergebnisse
Um das Modell mit dem klassischen Perkolationsproblem zu vergleichen, wurden zuna¨chst
Random Walks auf einem Bindungsgitter durchgefu¨hrt, bei dem alle leitfa¨higen Bindun-
gen des unendlichen Clusters auf die gleiche Leitfa¨higkeit

A 1 gesetzt wurden. Isolie-
rende Bindungen, sowie Bindungen aus nicht-seitenverbindenden Clustern erhalten die
Leitfa¨higkeit

A 0. Die Random Walker starten ausschließlich vom unendlichen Cluster
aus.
Abb. 3.8a zeigt die Diffusionskonstante L¬ %  +n in der Na¨he von +

fu¨r diesen auf
das klassische Perkolationsproblem zuru¨ckfu¨hrenden Fall. Wie zu sehen ist, erreicht die
fraktale Dimension  5 des Random Walks in der Na¨he von +

den universellen Wert
(die strichpunktierte Linie zeigt zum Vergleich die Steigung von 2/ 
5
-1, wobei in drei
Dimensionen 
5
A
wQa
!
gilt, siehe Tab.3.2). Die aus den Plateaus in (a) erhaltenen Dif-
fusionskonstanten sind in Abb. 3.8b gegen +_h+

aufgetragen. Die erhaltene Steigung
erreicht in guter Na¨herung den Wert fu¨r den Exponenten der Diffusionskonstante > 
ß
A
|
a



a
µ
 
A
2a

!
w fu¨r das dreidimensionale Problem. Trotz der Aufteilung des Gitters
in Bindungen, welche letztlich ein Partikel approximieren4, stimmen in diesem Spezi-
4Bindungspakete statt einzelner unkorrelierter Bindungen.
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Abbildung 3.9: Zeitabha¨ngige Diffusionskonstante ' n  ß Ã

    æ  . a) Mikrokristallines Sy-
stem ( ﬂSgû  H , `S[å

 , \ﬂS[å   ). Hier nimmt die Ho¨he der asymptotischen Plateaus bei lan-
gen Zeiten mit zunehmendem Isolatoranteil  monoton ab. b) Nanokristallines System (  =20nm,
` =1.0nm, \ =100). Die Diffusionskonstante wird hier stark durch die mit der lokalen Bindungs-
leitfa¨higkeit verbundenen Sprungwahrscheinlichkeiten beeinflußt. Die Diffusionskonstante (pro-
portional zur Ho¨he der Plateaus) nimmt bis hSs ﬁ zu und oberhalb von hS]s ﬁ wieder ab,
es entsteht ein Maximum in der vom Isolatoranteil abha¨ngigen Diffusionskonstante ' Q . Die
Legende in (a) gilt analog in (b).
alfall alle relevanten Gro¨ßen mit denen des klassischen Perkolationsmodells u¨berein. Als
na¨chstes wurden die Bindungsleitfa¨higkeiten gema¨ß dem zuvor beschriebenen Modell be-
stimmt und wieder Random Walks auf den jeweiligen Gittern durchgefu¨hrt. Das Verhalten
der Diffusionskonstante L¬ +# ha¨ngt nun neben + maßgeblich vom Verha¨ltnis zwischen j
und K sowie vom relativen Verha¨ltnis  der spezifischen Leitfa¨higkeiten im Kristallvolu-
men und der hochleitenden Grenzschicht ab.
In Abb.3.9 ist die zeitabha¨ngige Diffusionskonstante L¬ +  %  bzw. Ä v

 %  Å . % exempla-
risch fu¨r den Fall eines mikrokristallinen Systems ( j A
|

>
Þ , K A 2a  nm und  A  2 )
und eines nanokristallinen Systems ( j A
|
 nm, K A 2a  nm und  A  2 ) gezeigt. Die
Lage des asymptotischen Plateaus, aus dem L¬ +n abgelesen werden kann, wird neben
der strukturellen Unordnung durch das Verdu¨nnen mit einem Isolator vor allem durch
die dabei unterschiedlich ha¨ufig auftretenden Sprungwahrscheinlichkeiten aus den jewei-
ligen

-Bindungen bestimmt. Mit + nimmt zwar die strukturelle Unordnung zu, jedoch
entstehen dabei hochleitende Bindungen, die das Absinken der Diffusionskonstante auf-
grund der strukturellen Unordnung zum Teil kompensieren. Diese Kompensation kann
sogar (wie im nanokristallinen Fall) u¨berwiegen, so daß sich wie im gezeigten Beispiel
bei +[  a  ein maximales Plateau und somit ein Maximum in der Leitfa¨higkeit bildet
(Abb.3.9b). Fu¨r Isolatorkonzentrationen + ﬀ  a  u¨berwiegt die strukturelle Unordnung
sowie der Blockadeeffekt der isolierenden Partikel, so daß die Diffusionskonstante mit
zunehmendem + wieder abnimmt. Die Zeit, in der das Plateau erreicht wird, ha¨ngt neben
+ auch von j , K und  ab. Im mittleren + -Bereich ist ein Plateau bereits nach kurzer Zeit er-
reicht, nahe der Perkolationsschwelle +Q© © sowie bei sehr geringen Isolatorkonzentrationen
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Abbildung 3.10: Vergleich der relativen Diffusionskonstanten ' Q æ '   fu¨r nano und mikro-
kristalline Systeme mit unterschiedlichen Partikelgro¨ßen  , Grenzschichtdicken ` und relativen
Leitfa¨higkeiten \ in Abha¨ngigkeit vom Volumenanteil  des Isolators. Fu¨r jeden Datenpunkt wur-
de u¨ber je 100 Random Walks auf mindestens 50 Konfigurationen gemittelt. Der Pfeil markiert die
Perkolationsschwelle.
+ ist hingegen das Plateau erst nach ca. 10 x oder mehr Simulationsschritten erreicht.
Zuna¨chst sollen die Ergebnisse im Fall mikrokristalliner Systeme diskutiert werden.
Hier ist j
à
K . Dies bedeutet, daß die

8 -Bindungen den gro¨ßten Leitwert besitzen. Der
Ladungstra¨gertransport sollte hier fast ausschließlich u¨ber die

8 Bindungen stattfinden.
Daraus folgt, daß die Diffusionskonstante L¬ +n mit wachsendem Isolatoranteil + monoton
abnimmt. Weiter sollten sich die Kurven fu¨r verschiedene Ausdehnungen j wegen j
à
K
nicht signifikant unterscheiden.
In Abb.3.10 liegen die Kurven (Kreise) fu¨r verschiedene mikroskopische Ausdeh-
nungen j , sowie fu¨r verschiedene Grenzschichtdicken K und Leitfa¨higkeitsverha¨ltnisse
 na¨herungsweise aufeinander. Die Diffusionskonstante ist im mikrokristallinen Fall al-
so kaum von K und  abha¨ngig. Erst wenn + so groß ist, daß der Ladungstransport u¨ber


 und

-Bindungen erfolgen muß, ergibt sich eine kleine Abweichung der Kurven.
Die Kurven bei denen K bzw.  ho¨her ist, zeigen einen leicht geringeren Abfall der Dif-
fusionskonstante mit zunehmendem Isolatoranteil + . Da die Unterschiede in den Kurven
fu¨r mikrokristalline Systeme nur gradueller Natur sind wurden hier keine weiteren Varia-
tionen durchgefu¨hrt. In Abb.3.10 sind zum Vergleich einige Kurven fu¨r nanokristalline
Systeme mit eingezeichnet. Diese zeigen, im Gegensatz zu den mikrokristallinen Syste-
men, mit zunehmendem Isolatoranteil + ein Maximum, was unten genauer diskutiert wird.
Multipliziert man gema¨ß der Einstein-Relation, die Diffusionskonstante mit der Anzahl
der Ionenleiterpartikel im unendlichen Cluster (na¨herungsweise  Q+# [76]), so vera¨ndert
dies insbesondere die Kurve bei großen Werten fu¨r + , wobei die Kurve hier sta¨rker als im
Bereich niedriger Isolatorkonzentrationen abgesenkt wird. Dadurch verschiebt sich das
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Abbildung 3.11: Simulationsergebnisse fu¨r die normierte Leitfa¨higkeit  S

bei ver-
schiedenen Partikelgro¨ßen  und Randschichtausdehnungen ` . Zum Vergleich wurden hier die
experimentellen Daten aus Abb.3.6 als kleine ausgefu¨llte Symbole mit eingezeichnet. Fu¨r geringe
Isolatorkonzentrationen werden die experimentellen Daten der nanokristallinen Proben recht gut
durch Kurven mit  =20nm und ` =1nm sowie \S[å   beschrieben. Im mikrokristallinen Fall lie-
gen die Simulationsergebnisse bis zu mittleren Isolatorkonzentrationen nahe der experimentellen
Werte. Das starke Abweichen der Simulationsdaten im nanokristallinen Fall bei hohen Isolator-
konzentrationen liegt zum Großteil in den unterschiedlichen Perkolationsschwellen von Experi-
ment und Simulation begru¨ndet. Neben der Perkolationsschwelle des hier verwendeten Modells
sind die Perkolationsschwellen der EMA-Anpassung als graue Pfeile angedeutet.
Maximum zu kleineren Werten + (Abb.3.11). Das Modell beschreibt bei Verwendung der
gleichen Parameter wie im EMA-Fit die experimentellen Daten nur im Bereich geringer
Isolatorkonzentrationen. Bei großen Isolatorkonzentrationen treten insbesondere im na-
nokristallinen Bereich Abweichungen auf, die allerdings auch auf die stark unterschiedli-
chen Perkolationsschwellen von Simulation (+n© © A a   w ) und Experiment bzw. EMA-Fit
(+Q© © A  a W ) zuru¨ckzufu¨hren sind. Um die Ho¨he der maximalen Leitfa¨higkeit bei glei-
chen Parametern j A
|
 nm und K A  nm besser zu beschreiben, mu¨sste ein gro¨ßeres
relatives Leitfa¨higkeitsverha¨ltnis  angenommen werden. Da  im vorliegenden Modell
nur das Verha¨ltnis der spezischen Leitfa¨higkeiten ist, liegen die Leitfa¨higkeiten der Bin-
dungen nicht so weit auseinander wie der Wert von  vermuten la¨ßt. In dem in Abb.3.11
dargestellten Fall fu¨r  A 500 bei j A
|
 nm und K A ca  nm ist das Verha¨ltnis von hoch-
leitender
ﬁJ 
L

-Bindung zur Leitfa¨higkeit der Bindungen im Volumen

8 ungefa¨hr 26. Da
im Modell bei sehr großen Isolatorkonzentrationen die Leitfa¨higkeit in erster Linie durch
die Querschnittsfla¨che K

bestimmt wird, ko¨nnten die experimentellen Werte auch durch
die Annahme einer dickeren Grenzschicht besser approximiert werden. Letztlich ist zu
bedenken, daß das Modell die Partikel als Kuben approximiert. In Realita¨t werden die
Partikel jedoch sehr unterschiedliche Gro¨ßen und Formen aufweisen, die zu einer ande-
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Abbildung 3.12: Vergleich der Diffusionskonstanten fu¨r zwei unterschiedliche Partikelabmes-
sungen und zwei unterschiedliche Grenzschichtdicken (hier zum besseren Vergleich in linearer
Auftragung). a) KSå  nm, `SWs ﬁ nm, b) Så  nm, `'SÜå s  nm, c) KShû  nm, `SWs ﬁ nm, d)
ﬂShû  nm, `KS[å s  nm. Die Symbole deuten die unterschiedlichen Werte \ fu¨r das Verha¨ltnis der
spezifischen Leitfa¨higkeiten an: \S[å  	   , \S!û  ﬂ : , \Sﬁ  	 K .
ren Perkolationsschwelle aber auch zu unterschiedlichen Leitfa¨higkeiten fu¨hren ko¨nnen.
Ein Ausblick auf ein realistischeres Modell wird am Ende des Kapitels gegeben. Die prin-
zipiellen physikalischen Eigenschaften ko¨nnen jedoch auch an diesem einfachen Modell
verstanden werden.
Ein Maximum in der Diffusionskonstante ist zu erwarten, sobald die hochleitende
ﬁJ 
L

- oder
ﬁJ 
L
 -Bindung eine gro¨ßere Leitfa¨higkeit als die

8 -Bindung besitzt. Ein An-
stieg ist dann zu erwarten, wenn die jeweilige Bindung perkoliert. Im kubischen Gitter
ist dies der Fall, wenn die Isolatorpartikel u¨ber drittna¨chste Nachbarn perkolieren und
sich somit das erste Mal ein perkolierender Cluster aus
J 
L
 -Bindungen bildet. Dies ist
der Fall bei +

=0.097. Unterhalb von +

=0.097 existieren nur kleine lokale Cluster aus
hochleitenden Bindungen, die zwar auch schon zu einem leichten Anstieg der Diffusions-
konstante fu¨hren ko¨nnen, jedoch findet hier der Ladungstra¨gertransport noch u¨berwiegend
u¨ber die schlechter leitenden

8
-Bindungen statt. Sobald auch die

J 
L

-Bindungen per-
kolieren, steigt die Diffusionskonstante noch sta¨rker an. Sobald der Isolatoranteil + so
groß ist, daß die
ﬁJ 
L

-Bindungen nicht mehr perkolieren, jedoch noch ein perkolieren-
des Netzwerk aus
ﬁJ 
L
 -Bindungen besteht, muß wegen K

ﬃ
¨ﬃK die Diffusionskonstante
wieder abnehmen. Die

J 
L
 -Bindungen perkolieren zuerst und bleiben auch am la¨ngsten
in einer perkolierenden Phase. Kurz bevor die Diffusionskonstante auf Null absinkt, weil
sich die Ionenleiterpartikel nicht mehr beru¨hren, sind die
J 
L
 -Bindungen die einzigen
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Abbildung 3.13: Anzahl  ? der mobilen Ionen im unendlichen Cluster bei verschiedenen Parti-
kelgro¨ßen  und Randschichtausdehnungen ` in Abha¨ngigkeit vom Isolatorvolumenanteil  .
Bindungen die noch im System perkolieren. Daraus la¨st sich folgende Aussagen ableiten:
das Verha¨ltnis  der spezifischen Leitfa¨higkeiten bestimmt im wesentlichen die Ho¨he der
Kurve, da  linear in alle Bindungsleitfa¨higkeiten eingeht. Dagegen geht K nur linear bei
den

 -Bindungen ein, aber quadratisch bei den


-Bindungen. Damit bestimmt K im we-
sentlichen die Breite der Kurve. In Abb.3.12 sind die Diffusionskonstanten L¬ +# fu¨r ver-
schiedene Partikelgro¨ßen j , Grenzschichtdicken K und Leitwertverha¨ltnisse  gegenu¨ber-
gestellt. Es zeigt sich klar, daß die Variation der Diffusivita¨t und damit die Leitfa¨higkeit
stark von der Partikelgro¨ße abha¨ngt. Gleichzeitig wird die Variation stark vom Verha¨ltnis
aus Grenzschichtdicke K und Partikelabmessung j bestimmt.
Qualitativ kann ein Leitwertanstieg im Fall nanokristalliner Systeme bereits aus der
Anzahl mobiler Ionen im unendlichen Cluster prognostiziert werden. Dies ist in Abb.3.13
gezeigt. Hier wurde angenommen, daß im Partikelinneren eines Ionenleiters eine be-
stimmte Dichte G 8 mobiler Ionen herrscht. Weiter wurde angenommen, daß in den Grenz-
schichten zwischen Isolator und Ionenleiterpartikeln die Dichte G 3 mobiler Ionen gro¨ßer
als im Partikelinneren ist, wobei wieder wie bei den Bindungsleitfa¨higkeiten eine rela-
tive Erho¨hung 
²
GH
.
G
8 angenommen wird. Beru¨cksichtigt wurden nur die mobilen
Ionen im unendlichen Cluster. Dabei wurden die Volumenanteile aus Abb.3.7b mit der
jeweiligen Dichte G 8 oder G 3 multipliziert und die Anzahl u¨ber dem unendlichen Cluster
aufsummiert. Dieses sehr einfache Modell beru¨cksichtigt jedoch nicht die unterschiedlich
hohen Leitfa¨higkeiten, je nachdem, ob eine direkte Verbindung zwischen zwei Partikeln
oder nur eine schwache Verbindung u¨ber Kanten oder Ecken besteht. Dies fu¨hrt dazu, daß
a¨hnlich zur EMA die Kurven sehr breit sind und u¨ber einen weiten mittleren + -Bereich
flach verlaufen. Diese Bilanzmethode zeigt jedoch schon qualitativ das prinzipielle Ver-
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halten eines dispersen Ionenleiters.
Das Problem bei den Modellen ist, daß sie die experimentellen Daten zwar gut im
Bereich kleiner Isolatorkonzentrationen beschreiben, jedoch bei hohen Isolatorkonzentra-
tionen zu stark abfallen. Die EMA zeigte bei geringeren Isolatorkonzentrationen weniger
U¨bereinstimmung mit den experimentellen Daten als dies mit dem vorliegenden Modell
erreicht wird, jedoch ist die U¨bereinstimmung der EMA-Fitfunktion mit den experimen-
tellen Daten bei hohen Isolatorkonzentrationen + fu¨r das vorliegende Modell bislang un-
erreichbar. Der Grund dafu¨r liegt in erster Linie in den unterschiedlichen Perkolations-
schwellen. Die experimentellen Daten zeigen bei + A¤ a   noch eine Leitfa¨higkeit. Die
EMA-Kurve wurde in diesem Fall mit einer effektiven Koordinationszahl von H A  
angepasst, was auf eine Perkolationsschwelle von +

A
 HK
|
 . H
A{
a W fu¨hrt. Reale
Morphologien zeigen, insbesondere bei anna¨hernd gleich großen Partikelabmessungen,
jedoch keine so hohe Koordinationszahl. U¨blicherweise findet man in realen Systemen
eine Koordinationszahl von
q

|
, was einer dichtesten Kugelpackung entspricht. In
diesem Fall wa¨re die Perkolationsschwelle bei +

A
ﬂ

a  
!
A 
a
!

|
, also weit un-
terhalb des experimentell gefundenen Wertes. Selbst die Koordinationszahl des in dieser
Arbeit entwickelten Modells (
q
=26) erscheint in diesem Hinblick zu groß.
3.2.2 Beeinflussung der Perkolationsschwelle
Eine mo¨gliche Erkla¨rung wa¨re die, daß die mobilen Ionen sich nicht nur im Ionenlei-
ter selbst, sowie in den Grenzschichten an den Ionenleitern befinden, sondern auch ei-
ne mittlere freie Wegla¨nge in den benachbarten Homogrenzschichten zwischen Isolator-
partikeln haben ko¨nnten. Wa¨re diese freie Wegla¨nge  im Bereich der Partikelabmes-
sungen, so mu¨ssten auch nicht direkt benachbarte Ionenleiterpartikel mit beru¨cksichtigt
werden. Unter der Annahme, daß diese mittlere freie Wegla¨nge vermutlich nur weni-
ge Nanometer groß ist, wa¨re die Annahme solch permeabler Isolatorgrenzschichten nur
im Fall nanokristalliner Materialien realistisch. Im mikrokristallinen Material sind die
Grenzschichtla¨ngen dagegen vermutlich viel gro¨ßer als  und damit wu¨rden die Isola-
torgrenzschichten hier nicht zum Ionentransport zur Verfu¨gung stehen. Im vereinfachten
Fall des kubischen Gitters ist die Annahme permeabler Isolatorgrenzschichten nicht ohne
weiteres zu motivieren, da alle Partikelabmessungen gleich groß sind. Eine Variation der
Partikelgeometrie ließe hier einen gro¨ßeren Spielraum zu.
Unter der Annahme, daß die Partikel nicht monodispers sind und auch keine kubi-
sche oder kugelfo¨rmige Gestalt besitzen, sondern am ehesten noch die Form eines Po-
lyeders haben, la¨ßt sich das System gut durch ein sog. Voronoi-Netzwerk beschreiben.
In Abb.3.14 ist ein solches System gezeigt. Hier wurden Punkte in einem Quadratgitter
zufa¨llig besetzt, wobei nur wenige Punkte gewa¨hlt wurden. Aus diesen Punkten werden
im Uhrzeigersinn alle benachbarten Pla¨tze innerhalb eines Radius v  %  besetzt, wobei %
den jeweiligen Simulationsschritt angibt. Dadurch wachsen aus den Punkten Zellen her-
aus. Dies wird fu¨r jeden Punkt durchgefu¨hrt. Nach jedem Durchlauf % wird v  %  um eins
erho¨ht. Pla¨tze, die bereits von einer Zelle besetzt sind, ko¨nnen nicht weiter besetzt wer-
den. Dadurch wachsen die Zellen bei Kontakt mit einer benachbarten Zelle nur noch ent-
lang der Kontaktfla¨che, bzw. senkrecht zur Verbindungslinie der Ursprungspunkte. Der
Wachstumsprozeß wird so lange fortgefu¨hrt, bis das gesamte System aus besetzten Git-
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Abbildung 3.14: (a) Voronoi Netzwerk auf einem Quadratgitter. Die einzelnen Partikel sind
zufa¨llig eingefa¨rbt. (b) Unendlicher Cluster (hell) eines Voronoi-Netzwerks an der Perkolations-
schwelle. Zusa¨tzlich werden Grenzschichten benachbarter isolierender Partikel als permeabel fu¨r
diffundierende Ionen und damit als indirekt verbindend betrachtet, wenn die La¨nge der Grenz-
schicht kleiner als eine vorgegebene La¨nge  ist.
terpunkten besteht. Das Vorgehen ist a¨hnlich zur Konstruktion einer Wigner-Zeitz-Zelle
eines ungeordneten Punktgitters. Jeder Gitterpunkt ist nun einer bestimmten Zelle zu-
geordnet. Den Zellen ko¨nnen nun bestimmte Eigenschaften zugeordnet werden. Im Fall
der dispersen Ionenleiter ist dies die Materialsorte. Die Zellen werden unabha¨ngig von
Gro¨ße und Form mit einer Wahrscheinlichkeit + als Ionenleiter und mit einer Wahrschein-
lichkeit 	g+ als Isolator betrachtet. Die Verwendung eines Gitters hat den Vorteil, daß
nun der gleiche Clustersuchalgorithmus wie im zuvor beschriebenen Modell verwendet
werden kann, um den unendlichen Cluster zu identifizieren. In Abb.3.14a ist zu sehen,
daß die Grenzschichten sehr unterschiedliche La¨ngen aufweisen. Im folgenden wurde
fu¨r ein zweidimensionales Voronoi-Netzwerk die Perkolationsschwelle ermittelt, wobei
nicht direkt benachbarte Ionenleiterpartikel als verbunden angenommen wurden, wenn
sie durch eine Grenzschicht zweier Isolatorpartikel getrennt sind, deren Grenzschicht ei-
ne bestimmte La¨nge  unterschreitet. Diese als permeabel angesehenen Grenzschichten
sind in Abb.3.14b als Linien zu erkennen. Ohne diese Linien zeigt das System keinen un-
endlichen Cluster. In Abb.3.15a ist die Perkolationswahrscheinlichkeit als Funktion von
der Ionenleiterkonzentration + aufgetragen. Die Perkolationsschwelle liegt im Fall direk-
ter Kontakte bei +



a

|
, was in guter Na¨herung dem Wert der Perkolationsschwelle
fu¨r die Platzperkolation in einem Dreiecksgitter entspricht. Im Dreiecksgitter ist die Ko-
ordinationszahl
q
A
 , was auch der mittleren Koordinationszahl im vorliegenden Voro-
noimodell entspricht ( Æ
q
 ). Fu¨r permeable Isolatorgrenzfla¨chen unterhalb des 0.625-
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Abbildung 3.15: Perkolationswahrscheinlichkeit als Funktion des Anteils von Ionenleitenden
Partikeln fu¨r (a) zwei und (b) dreidimensionale Voronoistrukturen. Hier wurden Isolatorgrenz-
schichten, deren La¨nge  einen bestimmten Wert unterschreiten und die zwei Ionenleiterpartikel
miteinander verbinden, als permeabel fu¨r eine Ionendiffusion betrachtet. Durch diese Annahme
verringert sich die Perkolationsschwelle signifikant zu kleineren Werten, d.h. es wird weniger io-
nenleitendes Material beno¨tigt um trotzdem noch eine Leitfa¨higkeit zu beobachten.
fachen der mittleren Partikelabmessung wird die Perkolationsschwelle von +



a

|
auf
+Qî



a
µ
 abgesenkt. Dabei soll der Stern andeuten, daß es sich hierbei um die Perkola-
tionsschwelle fu¨r eine indirekte Perkolation u¨ber die permeablen Isolatorgrenzschichten
handelt. Bei dem 1.25-fachen der mittleren Partikelabmessung ist die Perkolationsschwel-
le auf +nî   a
µ
abgesunken.
Diese Untersuchung wurde auf dreidimensionale Voronoisysteme erweitert, wobei
nun aber aus Gru¨nden der Einfachkeit alle Isolatorgrenzschichten als permeabel ange-
sehen wurden, die mit mindestens zwei Ionenleiterpartikeln in Kontakt stehen und diese
somit indirekt verbinden. Die Partikelvolumina zeigen a¨hnlich den realen Systemen eine
asymmetrische Volumenverteilung (Abb.3.16a) und eine gaußfo¨rmige Verteilung lokaler
Koordinationszahlen um einen Mittelwert von Æ
q
A


a cw , der u¨ber dem Wert der Koor-
dinationszahl einer dichtesten Kugelpackung liegt, was mo¨glicherweise auf die teilweise
starke Anisotropie der Partikel zuru¨ckzufu¨hren ist. Fu¨r Voronoi Systeme wurde eine Ko-
ordinationszahl von Æ
q
A


a

µ
berichtet [84]. Fu¨r den direkten Kontakt zwischen den
Partikeln ergibt sich hier eine Perkolationsschwelle von +

 

a 
µ
A 
a
!
 . Die
Beru¨cksichtigung permeabler Isolatorgrenzschichten fu¨hrt dann zu einer A¨nderung der
Perkolationsschwelle auf +



a


A
a 2w (Abb.3.15b).
Das Konzept der permeablen Isolatorgrenzfla¨chen wurde zum Abschluß noch auf
das kubische Gitter mit Koordinationszahl
q
A
|
 angewendet. Beru¨cksichtigt man nur
Grenzfla¨chen (analog zu den


 Bindungen), nicht aber lineare Grenzschichten (ent-
lang der gemeinsamen Kante von vier Isolatorpartikeln, analog zu den
ﬁ
 Bindungen),
so erho¨ht sich die Koordinationszahl auf
q
î
A

 , was bereits in der Na¨he der in der
EMA zum Fit der experimentellen Daten verwendeten effektiven Koordinationszahl von
H
A

 ist. Abb.3.17a zeigt die als permeabel angenommenen Grenzschichten, welche
nicht direkt benachbarte Ionenleiterpartikel indirekt verbinden. Aus Gru¨nden der U¨ber-
sichtlichkeit sind die isolierenden 

 	
Partikel in Abb.3.17a nicht dargestellt. Bei di-
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Abbildung 3.16: Voronoisystem auf einem Gitter mit 150
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Gitterpunkten mit 2000 Voronoizel-
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Abbildung 3.17: (a) Skizze der als permeabel betrachteten Isolatorgrenzschichten im kubischen
Gitter. (b) Perkolationswahrscheinlichkeit fu¨r ein kubisches Gitter mit permeablen Isolatorgrenz-
fla¨chen (vgl. Abb.3.15b). Kreise : Gitter aus å û 

Pla¨tzen, Quadrate: Gitter aus   

Pla¨tzen.
rektem Kontakt lag die Perkolationsschwelle bei +

A
ﬂ

a

9
A 
a 

w . Werden die
Ionenleiterpartikel durch permeable Grenzschichten nach Abb.3.17a indirekt verbunden,
vera¨ndert sich die Perkolationsschwelle auf +nî  	  a   A¤ a   , was im Bereich der
experimentellen Ergebnisse liegt.
Ob die mobilen Ionen auch in der Grenzschicht des Isolatormaterials bzw. dessen
Grenzschichten ausreichend beweglich sind, um leitfa¨hige bzw. permeable Verbindungen
zwischen den nicht direkt benachbarten Ionenleiterpartikeln herzustellen, mu¨sste expe-
rimentell gekla¨rt werden, indem direkt die Diffusion der Ionen im Isolatormaterial un-
tersucht wird. Sind die Grenzschichten zu lang, wie z.B. bei mikrokristallinen Materia-
lien, so ko¨nnen die Ionen die besagten Grenzschichten nicht mehr durchqueren, was zur
Konsequenz ha¨tte, daß mikro- und nanokristalline Materialien prinzipiell unterschiedliche
Perkolationsschwellen aufweisen mu¨ssten.
Der Einfluß von Poren ist in dem vorgestellten Modell nicht beru¨cksichtigt worden.
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Es ist jedoch naheliegend, daß der Einfluß von Poren eher zu einem schnelleren Abbruch
der Leitfa¨higkeit fu¨hren sollte. Weitere zu untersuchende Punkte wa¨ren unterschiedliche
Verteilungskurven fu¨r die Partikelabmessungen der jeweiligen Materialien sowie unter-
schiedliche Formanisotropien, welche dazu fu¨hren ko¨nnten, daß die Partikel nicht stocha-
stisch sondern schwach korreliert verteilt werden, was mo¨glicherweise einen Einfluß auf
die Perkolationsschwelle haben ko¨nnte.
3.3 Zusammenfassung und Ausblick
In diesem Kapitel wurde die Perkolation von Grenzschichten und die sich daraus ergeben-
de A¨nderung der Leitfa¨higkeit eines Kompositsystems aus einem Ionenleiter und einem
Isolator untersucht. Dabei wurde davon ausgegangen, daß sich zwischen Isolator und Io-
nenleiter eine Grenzschicht mit erho¨hter Leitfa¨higkeit ausbildet, welche ihren Ursprung
in der defektinduzierten ho¨heren Dichte mobiler Ionen hat. Es wurde ein Modell ent-
wickelt, welches die Partikelgro¨ße, Randschichtdicke und das Verha¨ltnis der spezifischen
Leitfa¨higkeiten direkt beru¨cksichtigt und keine weiteren frei wa¨hlbaren Parameter mehr
besitzt. Ausgangspunkt war dabei ein einfaches kubisches Gitter. Aus den Gitterpla¨tzen
wurde analog zum Brick-Layer Modell ein Bindungsgitter modelliert, welches die aus
den geometrischen Daten gewonnenen Widerstandswerte entha¨lt. Die Bestimmung der
Gesamtleitfa¨higkeit wurde dabei auf ein Diffusionsproblem zuru¨ckgefu¨hrt und im Rah-
men von Random Walk Simulationen gelo¨st. Die experimentellen Ergebnisse konnten da-
mit qualitativ (fu¨r geringe Isolatorkonzentrationen auch quantitativ) nachvollzogen wer-
den. Das Modell konnte jedoch nicht auf direktem Wege die experimentell gefundenen
ungewo¨hnlichen Perkolationsschwellen erkla¨ren. Hier wurde u¨ber eine Voronoikonstruk-
tion ein erweitertes Modell entwickelt, welches annimmt, daß mobile Ionen eine mittlere
freie Wegla¨nge in kurzen Isolatorgrenzschichten besitzen und so die Perkolationsschwelle
herabgesetzt wird. Die damit erhaltenen Perkolationsschwellen stimmen mit den experi-
mentell gefundenen Werten in guter Na¨herung u¨berein.
Auf den Modellen mit indirekten permeablen Grenzschichten wurden keine Random
Walk Simulationen durchgefu¨hrt, da keine experimentellen Daten fu¨r eine Ionendiffu-
sion in Isolatorgrenzschichten vorliegen. Hier mu¨sste ad hoc eine effektive spezifische
Leitfa¨higkeit angenommen werden, und das Modell ha¨tte somit einen frei wa¨hlbaren Pa-
rameter, welcher an die experimentellen Daten angepasst werden mu¨sste. Hier wa¨ren ex-
perimentelle Untersuchungen notwendig, um zu kla¨ren, ob eine Ionendiffusion in kur-
zen Isolatorgrenzschichten stattfinden kann, und wenn ja, wie groß die mittlere freie
Wegla¨nge ist, die die kritische La¨nge fu¨r die permeablen Grenzschichten festlegt. Aus-
serdem mu¨ssten Werte fu¨r die spezifischen Leitfa¨higkeiten vorliegen. Das Modell wu¨rde
von einem Drei-Komponenten System (Ionenleitervolumen, Isolator und Grenzschicht)
auf ein Vier-Komponenten System (zusa¨tzlich noch die permeablen Isolatorgrenzschich-
ten) u¨bergehen.
Die experimentell gefundene niedrige Perkolationsschwelle spricht fu¨r ein solches
Bild. Bisher sind jedoch keine weiteren Anzeichen fu¨r eine Ionendiffusion in Isolator-
grenzschichten gefunden worden. Man erwartet, daß die energetisch vera¨nderte Umge-
bung des Isolators zu einer A¨nderung in der Gleichstromaktivierungsenergie fu¨hren mu¨sste.
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Die Aktivierungsenergie ist jedoch u¨ber den gesamten Konzentrationsbereich anna¨hernd
konstant und nicht von der Zusammensetzung des Komposits abha¨ngig. Desweiteren
mu¨ssten genauere Kenntnisse u¨ber die mikroskopische Struktur der Grenzschichten und
die Ionendiffusion in den Grenzschichten vorliegen. Bei genauer Kenntnis der Morpho-
logie des Kompositsystems ko¨nnte auch gekla¨rt werden, ob die Partikel tatsa¨chlich sta-
tistisch verteilt sind, oder ob aufgrund verschiedener Formanisotropien der jeweiligen
Partikel unterschiedlicher Materialsorte die Perkolationsschwelle vera¨ndert wird. Hierbei
ko¨nnte das in dieser Arbeit entwickelte Voronoi Modell als Ausgangspunkt dienen.
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Kapitel 4
Perkolation und sensorische
Eigenschaften gassensitiver Schichten
4.1 Einfu¨hrung
Sensoren wandeln physikalische, biologische oder chemische Meßgro¨ßen zumeist in elek-
trische Signale um. Vor 50 Jahren entdeckten Brattain und Bardeen [85] und Heiland [86],
daß die Adsorption eines Gases auf einer Halbleiteroberfla¨che zu einer A¨nderung der
elektrischen Leitfa¨higkeit des Halbleitermaterials fu¨hrt. Damit war der Grundstein fu¨r ei-
ne Fu¨lle von Entwicklungen gelegt, die dazu gefu¨hrt haben, daß heute eine Vielzahl von
Gassensoren auf dieser Basis hergestellt werden. Diese Bauteile haben eine technologisch
große Relevanz zum Beispiel zum Nachweis von toxischen oder explosiven Gasen. Da
das Nachweisprinzip letztlich auf einer chemischen Reaktion zwischen Festko¨rperober-
fla¨che und Gas beruht [87, 88, 89, 90, 91, 92, 56], werden Materialien mit einem hohen
Oberfla¨chen-zu-Volumen-Verha¨ltnis, letztlich also einer hohen Porosita¨t, beno¨tigt [87].
Prinzipiell bieten Pulver als Ausgangssubstanz diese Eigenschaften und haben zudem
den Vorteil, einfach und preisgu¨nstig herstellbar zu sein. Um jedoch mechanisch stabile
Bauteile zu erhalten, die sich zudem mit Elektroden kontaktieren lassen, kann das Pulver
nicht direkt verwendet werden, sondern wird bei hohen Temperaturen zu einem hoch-
poro¨sen Material versintert. In dem Netzwerk aus versinterten Partikeln nutzt man die
starke Variation der Leitfa¨higkeit an den Partikelgrenzen aus, um eine mo¨glichst signi-
fikante Leitwerta¨nderung bei A¨nderung der Konzentration eines vorhandenen reaktiven
Gases zu erhalten [93].
Unterhalb der Partikeloberfla¨che bildet sich durch die Adsorption und anschließen-
de Ionisation von Sauerstoff eine an Ladungstra¨gern verarmte Randschicht, deren Dicke
in der Gro¨ßenordnung der Debye-La¨nge1 liegt, und die prinzipiell vom Sauerstoffparti-
aldruck abha¨ngt. Je nach Partikelgro¨ße und Sta¨rke der Versinterung ko¨nnen sich dabei
ohmsche Kontakte [94] oder Schottky-Barrieren [95, 96, 97, 98, 99] in den Partikelkon-
takten bilden, die einen unterschiedlichen funktionellen Zusammenhang der Leitfa¨higkeit
mit der Konzentration eines reaktiven Gases zeigen [100, 87]. Dabei kann das Material
1Die Debye-La¨nge definiert die Abklingla¨nge mit der die Anha¨ufung von Ladungen um einen Defekt
innerhalb einer Raumladungsschicht abfa¨llt.
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als ein Widerstandsnetzwerk betrachtet werden, in dem die einzelnen Widersta¨nde unter-
schiedlich stark ausgepra¨gte Kennlinien 2 haben.
Systematische Untersuchungen des Zusammenhangs von Partikelgro¨ße und gasmo-
dulierter Leitfa¨higkeitsvariation gehen zuru¨ck auf Yamazoe [94], der fu¨r n-leitende na-
nokristalline Materialien gezeigt hat, daß die Variation der Leitfa¨higkeit mit der Kon-
zentration eines reduzierenden Gases mit abnehmender Partikelgro¨ße stark zunimmt. Die
Leitfa¨higkeit des Materials wird von vielen Autoren auch mit dem Zustandekommen meh-
rerer paralleler leitfa¨higer Pfade im Material (ideale Pfade) in Verbindung gebracht und
letztlich als ein Perkolationsproblem aufgefasst [101, 100, 102]. Insbesondere finden sich
hier U¨berlegungen zur Mikrostruktur wie Versinterungssta¨rke, Partikelgro¨ßen und Poro-
sita¨t [109] sowie die Interpretation von Meßergebnissen auf der Basis von Perkolationsef-
fekten [103, 110]. Ein kurzer Exkurs in die Perkolationstheorie wurde bereits im zweiten
Kapitel eingefu¨hrt. Dort wurden die relevanten Gro¨ßen bereits ausfu¨hrlich vorgestellt.
Ku¨rzlich wurden Perkolationsaspekte im Zusammenhang mit Pfaden in Mischsystemen
aus n- und p-leitenden Materialien diskutiert [104, 105, 106, 107], wobei ein auf bestimm-
te Gase selektives Verhalten von der Zusammensetzung der Partikelketten abha¨ngt.
Bei allen Betrachtungen wurde bisher allerdings angenommen, daß sich das System
prinzipiell oberhalb der Perkolationsschwelle befindet. Quantitative Untersuchungen der
gasmodulierten Leitfa¨higkeit in Form von numerischen Berechnungen beschra¨nken sich
auf die Betrachtung eines einzelnen Partikelkontakts, der stellvertretend fu¨r das gesamte
Material die gasmodulierte Leitfa¨higkeitsvariation beschreiben soll [108, 95]. Dies setzt
a priori voraus, daß jedes Partikel und somit jede Partikelverbindung prinzipiell leitfa¨hig
ist. Jedoch ko¨nnen, wie in diesem Kapitel gezeigt wird, unter Umsta¨nden einzelne Parti-
kel mit einer bestimmten Wahrscheinlichkeit einen isolierenden Zustand annehmen, und
somit zu Perkolationseffekten fu¨hren 3. Die voranschreitenden Mo¨glichkeiten der Mate-
rialpra¨paration erlauben immer kleinere Partikelgro¨ßen, und so stellt sich die Frage, ob
sich tatsa¨chlich alle Partikel in einem leitfa¨higen Zustand befinden, oder ob einige der
Partikel komplett an Ladungstra¨gern verarmt sind [98, 109] und somit einen isolieren-
den Zustand einnehmen. Tatsa¨chlich treten gelegentlich Fa¨lle auf, bei denen Sensoren
erst ab einer bestimmten Schwellkonzentration eines reaktiven Gases eine signifikante
Leitfa¨higkeit zeigen [111]. Dabei kann sich u.U. im Gegensatz zu herko¨mmlichen Senso-
ren eine stark erho¨hte Variation der Leitfa¨higkeit zeigen [112], was auf einen klassischen
Perkolationseffekt hindeutet. Leider werden solche Ergebnisse nur selten in der Fachli-
teratur berichtet. Perkolationseffekte sind an sehr kleine Partikelgro¨ßen und eine hohe
strukturelle Unordnung geknu¨pft und deshalb nur in wenigen Materialien beobachtbar.
Ob Perkolationseffekte auftreten, ha¨ngt stark von der Elektronendichte und der Gro¨ße der
Partikel ab. Oft finden sich Partikel mit Abmessungen im Bereich von 20-70nm, die in
dichten dreidimensionalen Netzwerkstrukturen versintert sind. Dann ko¨nnen keine Per-
kolationseffekte auftreten, da die Partikel u¨berwiegend leitfa¨hig sind und das Netzwerk
eine relativ hohe Koordinationszahl (Anzahl na¨chster Nachbarn) aufweist. Zudem werden
oft sog. interdigital strukturierte Elektroden (Fingerstruktur) verwendet, die aufgrund ih-
res Aufbaus eine sehr große Elektrodenbreite (mehrere mm) bei gleichzeitig sehr kleinem
2Leitfa¨higkeit als Funktion der Gaskonzentration
3Im vorliegenden Fall ist diese Wahrscheinlichkeit abha¨ngig von der Partikelgro¨ße sowie weiteren mor-
phologischen Parametern.
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Elektrodenabstand aufweisen [113]. Dies fu¨hrt dazu, daß die Perkolationsschwelle bei der
Verwendung von interdigital strukturierten Elektroden stark abgesenkt wird. Diese kann
so gering sein, daß sich das System trotz kleiner Partikel, bei denen eine u¨berwiegende
Anzahl komplett an Ladungstra¨gern verarmt sind, oberhalb dieser effektiven Perkolati-
onsschwelle befindet so daß kein Perkolationsu¨bergang beobachtbar ist4. Unerwu¨nschte
Perkolationseffekte ko¨nnen mittels der Ausnutzung von finite-size Effekten somit ausge-
schaltet werden [114].
4.2 Sensitivita¨tsmechanismen in polykristallinen Metall-
oxiden
4.2.1 Randschichteffekte
Als Materialien fu¨r gassensitive Applikationen dienen meist halbleitende Metalloxide wie
Ga

O

, TiO

oder SnO

. Bei diesen Materialien fu¨hrt ein Sauerstoffdefizit im Kristallgit-
ter zur n-Leitung [88, 89, 87]. Die Sauerstoffehlstellen wirken dabei als Donatoren. Bei
hohen Temperaturen stellt sich ein Gleichgewicht zwischen den Sauerstoffehlstellen im
Kristallvolumen und dem Sauerstoffpartialdruck der Umgebung ein. Dies bedeutet letzt-
lich, daß die Sto¨chiometrie des Materials grundsa¨tzlich vom Sauerstoffgehalt der Umge-
bungsatmospha¨re abha¨ngt [87, 56]. Fu¨r das Metalloxid SnO

lautet die Gleichgewichts-
reaktion zwischen Kristallgitter und Umgebungssauerstoff 5
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Ein idealer, unendlich ausgedehnter Halbleiterkristall zeigt zwischen dem Leitungsband
und dem Valenzbad eine Energielu¨cke in der Gro¨ßenordnung von ca. 3,5eV. Inmitten der
Bandlu¨cke liegt dabei die Fermienergie6. Sobald Donatoren (z.B. in Form von Sauerstof-
fehlstellen) im Kristall existieren, verschiebt sich die Fermienergie zum Leitungsband
hin.
Die Oberfla¨che eines Festko¨rpers stellt eine Sto¨rung der Gitterperiodizita¨t dar. Quan-
tenmechanische Berechnungen zeigen, daß dies zu lokalisierten diskreten Energieniveaus
(Oberfla¨chenzusta¨nden) fu¨hrt, welche oft in der Bandlu¨cke liegen und meist sehr scharf
verteilt sind, so daß sie na¨herungsweise als ein diskretes Energieniveau betrachtet werden
4Gedankenexperiment: Man stelle sich ein System aus ¦_½§ Partikeln vor, bei dem die Partikel mit
einer Wahrscheinlichkeit ¨ leitend sind. La¨ßt man ¦
©«ª und §$©TÀ gehen, so reicht bereits ein leitendes
Partikel aus, um das System perkolieren zu lassen. In diesem Spezialfall geht die Perkolationsschwelle
gegen null, ¨¬H©w' .
5Im folgenden wird die sog. Kro¨ger-Vink-Notation verwendet. Dabei steht der Index fu¨r das Element,
welches im idealen Kristall normalerweise auf dem betrachteten Gitterplatz sitzt. V steht fu¨r vacancy (Leer-
stelle). Ein ½ bedeutet Ladungsneutralita¨t, ­ steht fu¨r eine negative U¨berschußladung und ® fu¨r eine positive
U¨berschußladung (im Vergleich zum neutralen Gitter).
6Die Fermienergie ist definiert als die Energie, bis zu der nach der Quantenstatistik die Energieniveaus
bei einer Temperatur von ¯`» 0K besetzt sind.
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ko¨nnen [88]. Alleine betrachtet (ohne Adsorbate auf der Oberfla¨che) liegen diese Energie-
niveaus jedoch nicht bei der gleichen Energie wie die Fermi-Energie im Inneren des Kri-
stalls (vgl. Abb. 4.1a), so daß ein Ladungsaustausch zwischen Oberfla¨chenzusta¨nden und
Kristallinnerem stattfindet. Zudem adsorbiert Umgebungssauerstoff auf der Halbleitero-
berfla¨che unter Besetzung der Oberfla¨chenzusta¨nde, was zu einem weiteren Ladungsaus-
tausch fu¨hrt. Die Oberfla¨chenladung wird kompensiert, indem sich unterhalb der Halblei-
teroberfla¨che eine an Ladungstra¨gern verarmte Randschicht bildet, deren Dicke prinzipiell
von der Oberfla¨chenbedeckung mit adsorbiertem Sauerstoff abha¨ngt (vom Sauerstoff be-
setzte Adsorptionspla¨tze bzw. Oberfla¨chenzusta¨nde). Durch die induzierte Oberfla¨chenla-
dung entsteht eine Doppel-Ladungsschicht mit positiv geladenen Donatoren innerhalb der
Verarmungsrandschicht und den negativ geladenen Oberfla¨chenzusta¨nden. Die Ladungen
im Kristallinneren gleichen sich aus. Die nicht-kompensierten Ionen innerhalb der Verar-
mungsrandschicht haben eine Dichte von
F
?
A
F
u
gF
M
a
Dabei ist F u die Dichte der Donatoren, F M ist die Akzeptordichte. Durch die Adsorp-
tion von Sauerstoff auf einer
¡

ﬂ
-Oberfla¨che sammeln sich Elektronen an der Ober-
fla¨che, die dort lokalisiert (getrapt) werden und nicht mehr zum Ladungstransport zur
Verfu¨gung stehen. Es bildet sich eine Oberfla¨chenladung cF D , wobei  die Elementarla-
dung und F D die Anzahl besetzter Adsorptionspla¨tze auf der Oberfla¨che ist. Innerhalb der
Raumladungszone (Verarmungsrandschicht) fu¨hrt dies zu einer Bandverbiegung nahe der
Oberfla¨che, die durch die Poisson-Gleichung beschrieben wird
§
 °
§
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
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
6 ± 6
8
F
?
a (4.1)
Dabei ist
°
das elektrische Potential, * der Abstand in Kristallvolumen zur Oberfla¨che, 6 ±
ist die relative Dielektrizita¨tskonstante des Materials7 und 6
8
ist die elektrische Feldkon-
stante8.
Die Adsorption von Sauerstoff wird letztlich durch diese Bandverbiegung begrenzt. Der
Sauerstoff wird nur solange ionosorbiert bis die Fermienergie auf das Niveau der Ober-
fla¨chenakzeptoren abgesunken ist (Abb. 4.1b). Diesen Gleichgewichtsmechanismus nennt
man Fermi-level pinning [88]. Das Energieniveau der Oberfla¨chenzusta¨nde bestimmt so-
mit die Fermienergie des Systems. Diese Limitierung fu¨hrt zu einem max. Wert  E D von
ca. 0,5 bis 1 eV [88]. Die Ho¨he dieser durch die Bandverbiegung entstandenen Schottky-
Barriere la¨ßt sich durch zweifaches Integrieren der Poissiongleichung, Gl.(4.1), berech-
nen:
EQDA
F
u
K

|
6 ±6
8
a (4.2)
Hierbei wurde als Randbedingung angenommen, daß 
°
.

* nach einer Strecke *
¢
K
gleich Null ist, d.h. daß das Band im Kristallinneren flach verla¨uft. Außerdem gilt fu¨r n-
leitende Materialien F ? A F u . Ferner stellt K die Dicke der Verarmungsrandschicht dar,
7Fu¨r SnO ² wurde in dieser Arbeit fu¨r ³ ´ ein Wert von 13.5 angenommen. In [115] findet sich ein Wert
von ³ ´»¬À ¼qµKÁ , und in [87] wurde ³ ´}¶¬À À ( , angenommen.
8
³ Ô») ( ) ¿ ¼q® À ' ·9¸
² F/m
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Abbildung 4.1: Bandschema. a) Situation ohne adsorbierten Sauerstoff, b) Bandverbiegung an
der Oberfla¨che und Fermi-Level pinning. R ­  R È bezeichnen Leitungs- und Valenzband,  be-
zeichnet das chemische Potential. Nach [88].
F
u ist die Donatorendichte. Die Dicke der Verarmungsrandschicht ist in der Gro¨ßenord-
nung der Debye-Abschirmla¨nge
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wobei G
N
die Elektronendichte im Kristallinneren und  die Temperatur darstellt. Die
Dicke K der Verarmungsrandschicht ha¨ngt von der anfa¨nglichen Bedeckung mit ionosor-
biertem Sauerstoff F 8º und der Bedeckung F ± mit einem chemisorbierten, reduzierenden
Gas ab. Als Abscha¨tzung fu¨r die Dicke der Randschicht in Abha¨ngigkeit der anfa¨nglichen
Bedeckung gilt [108]
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Innerhalb dieser Verarmungsrandschicht ist die Elektronendichte G ç sehr viel kleiner als
im Kristallvolumen, wobei G ç mit E D u¨ber
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zusammenha¨ngt [108]. Wegen F u K A F D fu¨hrt die Lo¨sung der Poissongleichung zur
Schottky-Approximation fu¨r das Oberfla¨chenpotential
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Eine Limitierung von  E D fu¨hrt somit zwangsla¨ufig zu einer Limitierung von F D , also ei-
nem Bedeckungslimit. In [87] wird gezeigt, daß typische Werte von 6 ±6
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und  EnD  1eV (Werte aus [87]) fu¨r diese als Weisz-Limit be-
kannte Maximalbedeckung einen Wert von F 8º s
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Þ fu¨r die Dicke der Verarmungsrandschicht liefern.
Adsorption von Akzeptoren oder Donatoren auf der Oberfla¨che beeinflußt die Verar-
mungsrandschicht durch Extraktion von Ladungstra¨gern aus dem Kristallvolumen bzw.
Injektion von Ladungstra¨gern in das Kristallvolumen. Reduzierend wirkende Gase wie
CO adsorbieren auf der Oberfla¨che und reagieren mit dem adsorbierten Sauerstoff bzw.
dem Gittersauerstoff (Oxidation von CO, Reduktion des Kristallgitters). Hierdurch wer-
den die vorher durch den adsorbierten Sauerstoff gebundenen Elektronen frei, der Leit-
wert des
¡

	
steigt an [114].
4.2.2 Adsorptionsprozesse
Die bei der Adsorption angelagerten Moleku¨le ko¨nnen elektrostatisch oder chemisch ge-
bunden sein. Die Adsorption spielt sich dabei nicht nur an der sichtbaren Oberfla¨che der
gassensitiven Schicht ab, sondern auch in den Hohlra¨umen von poro¨sen Schichten, soweit
diese fu¨r das Adsorbat zuga¨nglich sind.
Physisorption
Als Physisorption wird eine schwache elektrostatische Wechselwirkung (Bindungsener-
gie 0.1 bis 0.5 eV/Teilchen) zwischen Adsorbat und den Atomen der Adsorptionsober-
fla¨che bezeichnet, wobei ein sich der Oberfla¨che na¨herndes Moleku¨l diese polarisiert [88,
91] und letztlich u¨ber van-der-Waals Kra¨fte oder dipolare Wechselwirkung gebunden
wird [90]. Bei dieser Form der Adsorption bleiben die Struktur sowie die elektronischen
Eigenschaften von Adsorbat und Oberfla¨che erhalten [90]. Die Wechselwirkung zwischen
Adsorbat und den Atomen der Festko¨rperoberfla¨che la¨ßt sich durch ein Zweiteilchenpo-
tential beschreiben, welches aus abstandsabha¨ngigen Anteilen eines Anziehungspotenti-
als und eines Abstoßungspotentials besteht [88, 90]. Die abstoßende Wirkung la¨ßt sich
dabei durch das Pauli-Prinzip 9 und die anziehende Wirkung halbklassisch durch elek-
trostatische Anziehungskra¨fte 10 erkla¨ren. Das sich aus anziehender (
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) und
abstoßender (
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) Wechselwirkung zusammensetzende Zweiteilchenpotential
bildet das sog. Lennard-Jones-Potential
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wobei H der Nulldurchgang der potentiellen Energie und
I

ein Parameter ist. Die Ruhe-
lage liegt bei H 8 A ca 
|
H , wobei die Tiefe der Potentialmulde gerade 
I

ist. Im Lennard-
Jones-Potential der Physisorption ist die Energie des Systems Adsorbat/Festk ¤orper weit
weg von der Oberfla¨che gleich Null (Abb. 4.2). Der repulsive Anteil des Potentials ver-
hindert eine beliebige Anna¨herung des Adsorbats an die Oberfla¨che. Der Gleichgewichts-
zustand entspricht dem Potentialminimum mit einem Abstand H ½ ¾ ¿ D zu der Festko¨rper-
oberfla¨che. Zur Desorption physisorbierter Teilchen muß dann die Energie
I
½ ¾ ¿
D aufge-
bracht werden. Physisorption entsteht wegen der geringen Sta¨rke der Wechselwirkung
9Antisymmetrisierungsprinzip bei Mehrteilchensystemen.
10Verursacht durch fluktuierende Ladungsverteilungen (disperse Wechselwirkung).
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Abbildung 4.2: Lennard-Jones-Potential fu¨r Physisorption und Chemisorption. Die Physisorpti-
on kann ein mo¨glicher Anfangszustand fu¨r eine nachfolgende Chemisorption sein.
hauptsa¨chlich bei niedrigen Temperaturen. Daraus folgt, daß die durch Physisorption ver-
ursachte Oberfla¨chenbedeckung À bei niedrigen Temperaturen hoch, bei hohen Tempera-
turen hingegen gering ist. Die Physisorption kann einen mo¨glichen Anfangszustand (pre-
cursor) fu¨r eine nachfolgende Reaktion mit Ladungsaustausch (charge transfer model)
durch eine Chemisorption (s.u.) darstellen [116]. Hierzu muß nach erfolgter Physisorpti-
on eine Aktivierungsenergie von
I
M
_
¾ 
=
(vgl. Abb. 4.2) aufgebracht werden.
Chemisorption
Eine sta¨rkere, chemische Bindung des Adsorbats an den Festko¨rper tritt u¨ber eine Io-
nosorption oder dissoziative Chemisorption ein. Als Chemisorption werden Wechselwir-
kungen zwischen Adsorbat und Oberfla¨che mit Bindungsenergien von mehr als 0,5 eV
/ Teilchen bezeichnet. Solche starken Wechselwirkungen ko¨nnen die ra¨umliche Anord-
nung der Oberfla¨chenatome beeinflussen. Die Chemisorption kann einerseits molekular
ablaufen, andererseits kann die Chemisorption von Moleku¨len bei ho¨heren Temperaturen
zu deren Dissoziation an der Oberfla¨che fu¨hren (dissoziative Chemisorption) [90]. Um
zu dissoziieren muß dem Moleku¨l die Dissoziationsenergie zugefu¨hrt werden. Kovalen-
te Bindungen bilden sich bevorzugt zwischen Metallen und dem Adsorbat aus, wa¨hrend
sich Ionenbindungen oft zwischen dem Adsorbat und Isolatoren oder Halbleitern aus-
bilden [90]. Ein bekanntes Beispiel in der Sensorik stellt die Chemisorption eines redu-
zierenden Gases wie z.B. CO dar, wobei das CO die Kristalloberfla¨che reduziert, dem
Kristall also Gittersauerstoff entzieht, und das Reaktionsprodukt CO

anschließend von
der Oberfla¨che desorbiert.
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Ionosorption
Bevorzugt bei Metalloxiden tritt ein Ladungsaustausch zwischen Adsorbat und Festko¨rper
auf. Dabei wird der Ladungszustand des Adsorbats im Vergleich zum freien Teilchen
gea¨ndert. Bei diesem als Ionosorption bezeichneten Adsorptionsprozeß wird das Adsor-
bat ionisiert, indem Ladung vom Leitungs- oder Valenzband des Festko¨rpers zum Adsor-
bat transferiert wird. Die Bindung erfolgt letztlich u¨ber elektrostatische Kra¨fte. Sauerstoff
kann in verschiedenen Formen wie

/

 

/ oder


/ adsorbiert werden, wobei das


/
Ion sehr instabil ist, da es zur Bindung ein relativ hohes Oberfla¨chenpotential (Madelung-
Potential) [88] beno¨tigt. Die Ionosorption wird dadurch ermo¨glicht, daß, wie oben be-
schrieben, beim
¡



die Oberfla¨chenzusta¨nde unterhalb der anfa¨nglichen Fermienergie
(man betrachtet die Oberfla¨chenzusta¨nde in Abwesenheit des Umgebungssauerstoffs) lie-
gen und dadurch ein Ladungsaustausch stattfindet.
Ober¤achenreaktionen
Reaktionen auf der Kristalloberfla¨che finden zum einen als Adsorptionsprozeß, also einer
Reaktion zwischen einem reaktiven Gas und den Atomen der Halbleiteroberfla¨che statt,
zum anderen laufen sie als Reaktionen der Adsorbate untereinander ab. Adsorbierter Sau-
erstoff kann beispielsweise auf der Oberfla¨che dissoziieren und weitere Ladungen aufneh-
men. Die wichtigste Reaktion, der Einbau von Sauerstoff aus der Umgebungsatmospha¨re
in das Kristallgitter bei wachsendem Sauerstoffpartialdruck, wurde bereits vorgestellt. Bei
der Ionosorption von Sauerstoff fa¨ngt das Sauerstoffmoleku¨l ein Leitungselektron ein und
wird ionisiert


J Á
L
z
¡
z
m
/
¤

/

J Â Ã
L
 
wobei S den Adsorptionsplatz bezeichnet. Der Sauerstoff kann auch wieder desorbie-
ren, und es stellt sich ein Gleichgewichtszustand ein, welcher vom Sauerstoffpartialdruck
abha¨ngt. Ionosorbierter Sauerstoff kann weitere Elektronen einfangen und zu O / -Ionen
dissoziieren (

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
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/ ). Der dissoziierte Sauerstoff kann schließlich unter
weiterer Ladungstra¨geraufnahme in das Kristallgitter eingebaut werden
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Reduzierende Gase (R) wie CO ko¨nnen sowohl mit dem adsorbierten Sauerstoff reagie-
ren als auch das Kristallgitter reduzieren, dem Kristall also den Gittersauerstoff entziehen,
wobei Elektronen in das Partikelinnere injiziert werden und die Dichte der Leitungselek-
tronen ansteigt
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Adsorptionsisotherme
Adsorptionsisothermen stellen einen funktionalen Zusammenhang zwischen der Ober-
fla¨chenbedeckung À mit einem Gas und dessen Partialdruck + her [90]. Es gibt verschie-
dene Ansa¨tze zur Beschreibung dieses Zusammenhangs. Die Henry-Isotherme, welche
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einen linearen Zusammenhang zwischen Bedeckung und Partialdruck zeigt
À
A
q
+
 
wobei
q
eine typische Adsorptionskonstante ist, wird ha¨ufig bei niedrigen Dru¨cken be-
obachtet. Die Langmuir-Isotherme stellt eine Erweiterung der Henry-Isotherme dar, da
sie von einer begrenzten Anzahl von Adsorptionspla¨tzen ausgeht und folglich ein Sa¨tti-
gungsverhalten zeigt. Fu¨r niedrige Partialdru¨cke hingegen zeigt sich ebenfalls ein linea-
rer Zusammenhang. Bei der Langmuir-Adsorptionsisoherme geht man davon aus, daß
die Adsorptionsgeschwindigkeit  Àﬂ.  % proportional zum Druck + und zur Zahl freier
Oberfla¨chenpla¨tze ist,  Àﬂ.  % A
q
 'Àﬂ + , wobei
q
eine Adsorptionskonstante ist.
Fu¨r die Desorptionsgeschwindigkeit nimmt man hingegen   Àﬂ.  % A
q
©
À mit einer
Desorptionskonstanten
q
© an. Gleichsetzen beider Ausdru¨cke fu¨hrt unter Verwendung der
Gleichgewichtskonstanten N A
q
.
q
© zum funktionellen Zusammenhang der Langmuir-
Isotherme
À
A
NÜ+

z
NÜ+
a
Die empirisch gefundene Freundlich-Isotherme kann als U¨berlagerung mehrerer Langmuir-
Isothermen betrachtet werden
À
A
q
+
ñ
ó
 
wobei die Parameter
q
und G an die experimentellen Daten angepasst werden. Die Freund-
lich-Isotherme ist weder bei kleinen Dru¨cken linear, noch zeigt sie fu¨r große Dru¨cke ein
Sa¨ttigungsverhalten. Sie wird daher u¨berwiegend zur Beschreibung bei mittleren Parti-
aldru¨cken verwendet.
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Abbildung 4.3: Adsorptionsisothermen: Ansa¨tze fu¨r die Oberfla¨chenbedeckung in Abha¨ngig-
keit vom Partialdruck bei konstanter Temperatur. a) Henry-Isotherme, b) Langmuir-Isotherme, c)
Freundlich-Isotherme.
Es existiert eine Vielzahl weiterer Isothermen-Ansa¨tze, welche Mehrfachadsorpti-
onsschichten (BET-Isotherme), die Wechselwirkung zwischen den Adsorbaten (Fowler-
Isotherme) oder zweidimensionale Bewegungen der Adsorbate auf der Oberfla¨che (Hill-
de Boer-Isotherme) beru¨cksichtigen. Hierzu sei auf die Literatur verwiesen [90].
4.2.3 Morphologie polykristalliner gassensitiver Schichten
Die Herstellung einer poro¨sen gassensitiven Schicht beginnt mit der Pra¨paration eines
Pulvers des Metalloxids. Dazu werden kommerziell erha¨ltliche Pulver des gewu¨nschten
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Materials in einer Kugelmu¨hle gemahlen, wobei die Mahldauer die letztlich resultierende
mittlere Partikelgro¨ße bestimmt, und mit zunehmender Mahldauer der mittlere Durch-
messer einem Minimalwert entgegenstrebt. Aus dem Pulver werden in einer wa¨ssrigen
Lo¨sung Pasten hergestellt, welche oft mit einem nichtsensitiven Material wie SiO

oder
Al

O

vermischt werden. Die Pasten werden auf ein Tra¨gersubstrat (oft Al

O

) aufge-
bracht, auf welches zuvor Elektroden (Pt) aufgebracht wurden. Die aufgebrachte Paste
wird anschließend bei hohen Temperaturen versintert. Das SiO

dient dabei als mechani-
sche Stabilisierung und bildet ein Untergeru¨st, auf dem das versinterte Metalloxid sitzt.
Je nach Pra¨paration fu¨hrt das zu sehr unterschiedlichen großra¨umigen Strukturen. Sind
wenige bis keine SiO

Partikel in der Struktur, so bildet sich ein relativ dichtes dreidi-
mensionales Netzwerk aus, welches bei einem hohen Versinterungsgrad stark an Porosita¨t
verliert (Abb. 4.4a). Sind hingegen SiO

Partikel in der Paste, die um Gro¨ßenordnungen
gro¨ßere Durchmesser als das gassensitive Metalloxid haben, so wird das Metalloxid in
einer quasi zweidimensionalen Schicht um die SiO

-Partikel angeordnet sein (Abb. 4.4b).
Bei dem Auftreten von Perkolationseffekten sollte eine Kontrolle der Perkolationsschwel-
le durch die Anzahl der Schichten mo¨glich sein [117].
Abbildung 4.4: Mo¨gliche großra¨umige Strukturen der gassensitiven Schicht. a) reine dreidimen-
sionale Metalloxidschicht. b) Metalloxidpartikel auf gro¨ßerem SiO

-Cluster. Hier erscheint das
gassensitive Netzwerk zwischen den Elektroden im wesentlichen zweidimensional.
In Abb. 4.5 sind elektronenmikroskopische Aufnahmen einer gassensitiven Schicht
mit
¡



Partikeln bei zunehmender Vergro¨ßerung gezeigt. Die Schicht besteht aus einer
stark poro¨sen Struktur, die auf großen La¨ngenskalen Risse u¨ber mehrere Mikrometer auf-
weist. Bei mittleren Vergro¨ßerungen la¨ßt sich eine selbsta¨hnliche Struktur erkennen, bei
der große
¡
 	
Partikel mit Durchmessern von 5-12 > m offensichtlich von einer poro¨sen
Schicht kleinerer
¡

	
Partikel ummantelt werden. Die kleinen Partikel mit Abmessun-
gen um 20 nm sind dabei zu einem Cluster versintert. A¨hnliche Strukturen wurden auch
von Schierbaum et al. [101] bei der Untersuchung einer gassensitiven Schicht aus SnO

verdu¨nnt mit Al

O

gefunden. Die Art der Pra¨paration hat somit große Auswirkungen
auf die Dimensionalita¨t des gassensitiven Netzwerks und entscheidet daher auch u¨ber das
Auftreten von Perkolationseffekten.
4.2. SENSITIVITA¨TSMECHANISMEN 83
Abbildung 4.5: Gassensitive nanokristalline Æ

I
-Schicht bei verschiedenen Vergro¨ßerungen.
Die Sta¨rke des Versinterungsprozesses fu¨hrt zu einer Reihe verschiedener Partikelkon-
takte. Abb. 4.6 zeigt eine schematische Darstellung einer versinterten Partikelkette. Un-
terhalb der Partikeloberfla¨che bildet sich aufgrund der Ionosorption von Sauerstoff eine
Verarmungsrandschicht. Die Ausdehnung der Verarmungsrandschicht wird dabei durch
die Dichte des ionosorbierten Sauerstoffs bestimmt. Durch die Ionosorption werden Lei-
tungselektronen an der Partikeloberfla¨che getrappt. Innerhalb der Verarmungsrandschicht
ist die Ladungstra¨gerdichte G ç gegenu¨ber der Dichte G
N
im unvera¨nderten Partikelinneren
auf
G
ç
A
G
N
m oQp
O


E
"
q
"

P
a (4.6)
abgesenkt. In Abb. 4.6a sind die Partikel stark versintert, so daß die Regionen mit ho¨herer
Ladungstra¨gerkonzentration G
N
einen durchgehenden Kanal bilden (offener Kanal). Bei
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schwacher Versinterung sind die Regionen mit Ladungstra¨gerdichte G
N
durch verarmtes
Material der Ladungstra¨gerdichte G ç ; G
N
getrennt, wodurch eine Verbindung mit ho-
hem Widerstand entsteht (geschlossener Kanal). Bei Partikel mit losem Kontakt fu¨hrt die
Bandverbiegung zur Ausbildung eines Doppel-Schottky Kontakts, wobei Ladungstra¨ger
die Barriere u¨ber thermoionische Emission u¨berwinden ko¨nnen [118].
Abbildung 4.6: Verschiedene Arten von Partikelverbindungen a) offener Kanal, b) geschlossener
Kanal, c) Doppel-Schottky Kontakt.
4.2.4 Prinzipielle Leitfa¨higkeitsmechanismen
Der Leitwert einer Partikelverbindung ha¨ngt von der Randschichtdicke K ab. Darauf be-
ruht letztlich der Sensormechanismus. Die Sta¨rke der gasmodulierten Leitfa¨higkeitsva-
riation eines einzelnen U¨bergangs ha¨ngt dabei im wesentlichen von der Partikelgro¨ße ab,
was systematisch erstmals von Yamazoe et al. [94] gezeigt, und von Wang et al. [108]
in einem einfachen Modell auf Schottky-Kontakte erweitert wurde. Im folgenden werden
die bisher etablierten Modelle fu¨r die jeweiligen Leitfa¨higkeitsmechanismen vorgestellt.
Thermoionische Emission
Ladungstransport u¨ber Schottky-Barrieren (bzw. U¨berga¨nge ohne direkte materielle Ver-
bindung) findet hauptsa¨chlich u¨ber thermoionische Emission statt [108]. Eine weitere
Mo¨glichkeit des Ladungstransports bei Doppel-Schottky-Barrieren bietet das quantenme-
chanische Tunneln, welches im Falle hochdotierter Materialien vorkommen kann [93],
im folgenden aber nicht mit beru¨cksichtigt wird.
Die Schottky-Approximation (Glg. 4.2) liefert den Zusammenhang zwischen Ober-
fla¨chenbedeckung durch adsorbiertem Sauerstoff und der Ho¨he der daraus resultierenden
Barriere.
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Fu¨r den Fall der thermoionischen Emission la¨ßt sich fu¨r die Stromdichte die Bezie-
hung
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finden [93, 108] (im letzten Schritt wurde wegen  E 62;
q
"
 eine Entwicklung vorge-
nommen). Dabei ist G
N
die Dichte der beweglichen Elektronen, $
ë
die effektive Elektro-
nenmasse und E 6 die Spannung an einem Partikel-Partikel-U¨bergang, die na¨herungsweise
die Sta¨rke des elektrischen Feldes
I
multipliziert mit dem Abstand ¨ der beiden Parti-
kelzentren ist.
Es gilt das ohmsche Gesetz
r
A
Ç
I
 (4.9)
wobei
Ç
die Leitfa¨higkeit ist. Fu¨r den Strom, der durch einen solchen Kontakt (Abb. 4.6
a) fließt, gilt È
7n"
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(4.10)
wobei ê 7Q" A
¶
L

·
.
µ
die Gro¨ße der Kontaktfla¨che und ¨ der Abstand zwischen den
beiden Partikelzentren ist. Daraus ergibt sich nach Wang et al. [108] der Widerstand fu¨r
einen Schottky-U¨bergang zu
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Zu beachten ist hier, daß Gl.(4.11) eigentlich nur den Teil des Widerstandes angibt, der
durch die Schottky-Barriere verursacht wird. Der nahezu konstante Widerstand im Parti-
kelinneren, den Ladungen erfahren bevor sie die Barriere erreichen bzw. nachdem sie die
Barriere u¨berwunden haben, ist noch nicht enthalten.
Kanalmodulierte ohmsche Kontakte
Sind die Partikeldurchmesser 11 L2½ gro¨ßer als die Debyesche Abschirmla¨nge ( L½ ﬀ
|
¨
u ) und gut versintert (was fu¨r kleine Partikel u¨blicherweise der Fall ist), so entste-
hen u¨berwiegend versinterte Partikelverbindungen, wie sie in Abb. 4.6a dargestellt sind.
Die Bereiche der Partikelvolumina, in denen eine im wesentlichen vom Gas unbeein-
flußte, konstante Elektronendichte G
N
herrscht, bilden einen durch die Partikelverbindung
hindurchgehenden Kanal. Der Kanalquerschnitt unmittelbar am Kontakt ist dabei durch
eine Kreisfla¨che mit Durchmesser L
·

|
K gegeben. Um diese Kreisfla¨che herum bildet
11Im folgenden wird der Partikeldurchmesser durch ËÌ (mit Index ¨ fu¨r ”Partikel“) gekennzeichnet, um
Verwechslungen mit der Diffusionskonstante Ë zu vermeiden.
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die Verarmungsrandschicht eine Ringfla¨che mit Außendurchmesser L
·
und Innendurch-
messer L
·

|
K . Die Randschichtdicke K und somit die Kreis- bzw. Ringfla¨che variieren
mit der Konzentration eines reaktiven Gases. Wang [108] und Yamazoe [94] berechneten
fu¨r diesen Fall die Leitfa¨higkeitsvariation, wobei die jeweiligen Querschnittsanteile u¨ber
die gesamte Partikelverbindung hinweg als konstant angenommen wurden (Projektion der
Kreis- bzw. Ringfla¨che u¨ber die gesamte La¨nge der Verbindung). Unter dieser Annahme
la¨ßt sich der Strom durch einen solchen U¨bergang berechnen zu
È
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wobei  die Elementarladung, > die Elektronenbeweglichkeit, G die jeweilige Elektronen-
dichte und
I
·
das elektrische Feld u¨ber dem Partikelkontakt (
I
·

E
ë
¨ ) ist. Fu¨r den
Widerstand dieses Kontakts ergibt sich somit
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Mit diesem Ansatz lassen sich jedoch prinzipiell nur Kontakte mit einem offenen Kanal
beschreiben. Eine verfeinerte Methode, welche die Morphologie der Verarmungsrand-
schicht unmittelbar am Kontakt beru¨cksichtigt und daru¨ber hinaus auch zur Beschreibung
von geschlossenen Kana¨len geeignet ist, wird im na¨chsten Abschnitt beschrieben.
Abb. 4.7 zeigt die Leitfa¨higkeitsvariation eines typischen Partikelkontakts im Fall star-
ker Versinterung (offener Kanal) und im Fall zusammengepresster Partikel (Schottky-
Kontakt). Hierbei wurden die Parameter aus [108] u¨bernommen: F u A G
N
A
w,a
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Der Schottky-Kontakt zeigt aufgrund des exponentiellen Zusammenhangs von Leitfa¨hig-
keit und Randschichtdicke (Gl.4.11) eine sehr starke Variation der Leitfa¨higkeit mit der
Bedeckungsdichte F0± eines chemisorbierten, reduzierenden Gases. Mit Gl.(4.11) ist die
Sensitivita¨t, definiert als
¦
²
Ì


 .
Ì
 F
±
 , in diesem Fall jedoch prinzipiell unabha¨ngig
von der Partikelgro¨ße, denn diese ku¨rzt sich in der Definition von
¦
bei Verwendung von
Gl.(4.11) gerade heraus. Der Fall der Kanalvariation zeigt hingegen deutliche Gro¨ßen-
effekte. So steigt die Sensitivita¨t bei einer Partikelgro¨ße von L½ A 50nm auf maximal
¦
 F
±
A
F
J
8
L
z

A 4, wohingegen bei L ½ A 30nm eine maximale Leitfa¨higkeitsvariation
von
¦
 F0±
A
F
J
8
L
z

A 36 erreicht wird.
Die bisher betrachteten Modelle beschreiben lediglich einen exemplarischen Partikel-
kontakt. Reale Systeme hingegen bestehen aus einer Vielzahl von Kontakten mit unter-
schiedlich ausgepra¨gten Versinterungen und somit unterschiedlichen Verbindungsdurch-
messern L
·
. Vorausgesetzt alle Partikelverbindungen im Netzwerk sind grundsa¨tzlich
leitfa¨hig, kann das bisher betrachtete Modell als mittlerer Partikelkontakt dienen und zur
Beschreibung der Leitfa¨higkeitsvariation benutzt werden. Die geometrische Struktur des
Netzwerks aus Partikelverbindungen (z.B. die Anzahl der Verbindungen) fu¨hrt hier ledig-
lich zu einem konstanten Vorfaktor

8 in der Gesamtleitfa¨higkeit

 F0± 
A

8
Ä
Ç
 F0±  Å
 (4.15)
mit
Ç
 F
±

A
 .
Ì
 F
±
 , wobei Ä a a a Å die Mittelung u¨ber viele verschiedene Versinterungs-
ralisierungen ist, bzw. die Leitfa¨higkeit eines typischen Kontakts bedeutet.
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Abbildung 4.7: Widerstandsvariation Ðﬂ  ±  eines typischen versinterten Partikelkontakts nach
dem Modell von Wang et al. [108]. Gezeigt sind Kurven fu¨r einen offenem Kanal (Neck) nach
Gl.(4.14) und fu¨r einen Schottky-Kontakt nach Gl.(4.11) als Funktion der Bedeckungsdichte  ± .
Die Variation der Sensitivita¨t ÑgSÒÐﬂ   æ Ðﬂ  ±  im kleinen Bild zeigt fu¨r den Schottky-Kontakt
keine Partikelgro¨ßenabha¨ngigkeit.
Grenzfall kleiner K¤orner : Perkolationseffekte
Ist der Partikeldurchmesser im Bereich der doppelten Debyeschen Abschirmla¨nge ¨ u ,
so kann sich unter Umsta¨nden kein offener Kanal wie in Abb. 4.6a mehr ausbilden. In
diesem Fall wird der Widerstand durch die Dicke der Verarmungsrandschicht senkrecht
zur Verbindungsachse der beiden Partikelmittelpunkte bestimmt (vgl. Abb. 4.6b); damit
kann Gl.(4.14) nicht mehr angewendet werden. Unterschreiten die Partikelabmessungen
die doppelte Debyesche Abschirmla¨nge, so ko¨nnen strenggenommen keine Bandverbie-
gungseffekte mehr auftreten, die Energieba¨nder verlaufen dann flach u¨ber den Partikelra-
dius (Flachbandfall), und die Elektronendichte ist im gesamten Partikelvolumen homogen
gleich G ç . Eine Chemisorption reduzierender Gase bewirkt dann eine homogene Verschie-
bung der Energieba¨nder bzw. eine homogene Variation der Elektronendichte G ç .
Durch Ionosorption von Sauerstoff auf der Partikeloberfla¨che werden Leitungselek-
tronen an die Oberfla¨che gezogen, welche das Sauerstoffmoleku¨l ionisieren und an der
Oberfla¨che lokalisieren (O

+ e /
ù
O /
J Â Ã
L ) und somit nicht mehr zum Ladungstrans-
port zur Verfu¨gung stehen (surface trap-limited model). Dadurch bedingt ko¨nnen Partikel
komplett an Ladungstra¨gern verarmt sein [109] und einen isolierenden Zustand einneh-
men. Der Vorfaktor

8 in Gl.(4.15) ist nun nicht mehr konstant, sondern ha¨ngt vielmehr
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Abbildung 4.8: Gassensitiver Metalloxidpartikel-Cluster. Der geometrisch seitenverbindende
Cluster ist durch schwarz umrandete Kreise dargestellt. Die schwach angedeuteten Partikel bilden
nur isolierte Cluster auf dem Tra¨gersubstrat. Mit zunehmender Bedeckung  ± mit einem chemi-
sorbierenden, reduzierenden Gas werden Partikel, welche bei geringeren Bedeckungen komplett
an Ladungstra¨gern verarmt waren (weiße Kreise), in einen leitenden Zustand versetzt (ausgefu¨llte
Kreise). Unterhalb einer kritischen Bedeckung  ± s

bilden sich jedoch zuna¨chst nur nicht zusam-
menha¨ngende leitfa¨hige Regionen auf dem geometrisch seitenverbindenden Cluster aus (a-c). Der
jeweils gro¨ßte zusammenha¨ngende Bereich leitfa¨higer Partikel ist durch schwarz ausgefu¨llte Krei-
se dargestellt.
davon ab, wie viele zusammenha¨ngende leitfa¨hige Partikelverbindungen noch im Parti-
kelnetzwerk existieren. Die Wahrscheinlichkeit, ein Partikel in einem leitenden Zustand
vorzufinden, ha¨ngt nun stark vom Partikelvolumen und der zur Umgebungsatmospha¨re
hin exponierten Oberfla¨che des Partikels ab (na¨here Details dazu finden sich im na¨chsten
Abschnitt). Nach der Perkolationstheorie 12 muß in einem Widerstandsnetzwerk eine kri-
tische Anzahl der Verbindungen leitfa¨hig sein, damit sich ein seitenverbindender Pfad
leitfa¨higer Verbindungen ausbilden kann. Diese Perkolationsschwelle ha¨ngt stark von der
Art des Gitters sowie seiner Dimension, letztlich also von der Koordinationszahl 13 ab.
Abb. 4.8 verdeutlicht den Perkolationseffekt an einem zweidimensionalen Cluster aus
versinterten Metalloxidpartikeln. Grundlegende Voraussetzung fu¨r ein leitfa¨higes Netz-
werk ist, daß bereits geometrisch ein Cluster aus Partikelverbindungen existiert, der zwei
12Ein Exkurs der Perkolationstheorie findet sich im Abschnitt 3.1.3 dieser Arbeit.
13Die Koordinationszahl ist die Anzahl na¨chster Nachbarn in einem Gitter.
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Elektroden verbindet. Einzelne nicht seitenverbindende Cluster sind in Abb. 4.8 mit hell-
grauen Kreisen dargestellt. In reiner Luftatmospha¨re sind unter Umsta¨nden so viele Par-
tikel komplett an Ladungstra¨gern verarmt (dargestellt durch unausgefu¨llte Kreise mit
schwarzem Rand), daß sich kein seitenverbindender Cluster aus leitfa¨higen Partikelver-
bindungen (leitfa¨hige Partikel sind durch ausgefu¨llte Kreise gekennzeichnet) ausbilden
kann. Der jeweils gro¨ßte Cluster zusammenha¨ngender leitfa¨higer Partikel ist durch schwarz
ausgefu¨llte Kreise dargestellt. Mit zunehmender Oberfla¨chenbedeckung F± durch ein re-
duzierendes Gas (z.B. die Chemisorption von CO) werden Ladungstra¨ger zuru¨ck in das
Partikelinnere injiziert und die Partikel gehen sprunghaft in einen leitfa¨higen Zustand
u¨ber, wodurch Cluster leitfa¨higer Verbindungen wachsen. Ist eine kritische Oberfla¨chen-
bedeckung F0± s

erreicht, so bildet sich ein seitenverbindender Cluster aus leitfa¨higen Par-
tikeln. Oberhalb F0± s

steigt die Gro¨ße dieses Clusters sehr schnell an.
Zusa¨tzlich zur Leitfa¨higkeitsvariation der einzelnen Partikelverbindungen wird die Ge-
samtleitfa¨higkeit durch die wachsende Gro¨ße des perkolierenden Clusters leitfa¨higer Par-
tikel variiert, wodurch sich letztlich eine sta¨rkere Variation der Leitfa¨higkeit ergibt, als
dies der Fall ist, wenn bereits in reiner Luftatmospha¨re alle Partikelverbindungen leitfa¨hig
sind.
4.3 Modellbeschreibung
Ausgehend von der Morphologie eines einzelnen Partikelu¨bergangs wird zuna¨chst eine
Verteilung von Leitfa¨higkeiten '
Ç
 der einzelnen versinterten Partikelu¨berga¨nge berech-
net. Dazu werden zuna¨chst F

F Kugeln mit Durchmesser L2½ auf ein Rechteckgitter mit
Gitterabstand j gesetzt (Abb. 4.9a). Dabei sind L ½ und j so gewa¨hlt, daß die Kugeldurch-
dringungen gerade einen Durchmesser ÆL
·
A 
a
!
L
½ besitzen. Anschließend werden die
Kugeldurchmesser durch eine log-normal Verteilung ' L2½  variiert und die Kugelmittel-
punkte um einen zufa¨llig gewa¨hlten Wert aus einem vorgegebenen Intervall -   
¸
1 in eine
beliebige Richtung ausgelenkt. Die Variationen sind dabei so gewa¨hlt, daß nach wie vor
ÆL
·


a
!
L
½ ist (Abb. 4.9b). Die so entstandenen Kugeldurchdringungen repra¨sentieren
nun typische versinterte Verbindungen zwischen Partikeln. Diese werden nun benutzt um
eine charakteristische Verteilung von Leitfa¨higkeiten fu¨r Partikelverbindungen zu berech-
nen. Seien die Radien zweier Partikel mit
Ì
 und
Ì

bezeichnet und sei   s

der Abstand
der Partikelmittelpunkte. Wenn
Ì

z
Ì

ﬀ


s

ist, so existiert zwischen den Partikeln ei-
ne Verbindung. Der Abstand vom Kugelmittelpunkt zur Durchdringungsfla¨che senkrecht
zur Verbindungslinie la¨ßt sich berechnen. Aus
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sowie fu¨r den Durchdringungsdurchmesser
L
·
A
|EÓ
Ì






a (4.18)
90 KAPITEL 4. PERKOLATION UND SENSORISCHE EIGENSCHAFTEN
Abbildung 4.9: Partikelcluster mit variierten Partikeldurchdringungen. a) Ausgangspunkt ist ein
Rechteckgitter, auf dem Kreise mit ihrem Ursprung auf den Gitterpunkten plaziert werden. Die
Radien sind so gewa¨hlt, daß die Bedingung 
·
Ss +
½ erfu¨llt ist. b) Die Gitterpunkte werden
innerhalb eines fest vorgegebenen Intervalls in eine zufa¨llige Richtung verschoben und die Radi-
en mit einer Log-normal Verteilung variiert. Das Intervall sowie die Verteilung werden dabei so
gewa¨hlt, daß die Partikeldurchdringungen im Mittel wieder 
·Ô
Ws +
½ zeigen. c) Detailskizze
einer einzelnen Durchdringung (Erla¨uterungen siehe Text).
An der Kugeloberfla¨che verla¨uft die Verarmungsrandschicht der Dicke K mit Ladungs-
tra¨gerdichte G ç ; G
N
, wobei sich ein durchgehender Kanal mit Ladungstra¨gerdichte G
N
bildet, wenn L
·

|
K
ﬀ
 . Andernfalls sind die Regionen der beiden Ko¨rner mit La-
dungstra¨gerdichte G
N
durch eine Region der Ladungstra¨gerdichte G ç getrennt. Der Wert
fu¨r K berechnet sich nach Gl.(4.3). Parallel zur Verbindungsachse wird nun die Verbin-
dung in G Filamente aufgeteilt. Die Filamente werden dabei gebildet durch ineinander-
geschachtelte Hohlzylinder mit konstanter Stirnfla¨che L

·
¶
.
µ
G . Dadurch ergeben sich
entsprechende Wandsta¨rken
R
? , die leicht aus den Stirnfla¨chen berechnet werden ko¨nnen.
Die Hohlzylinder ko¨nnen nun (je nach Art der Verbindung - offener oder geschlossener
Kanal) durch Regionen verschiedener Ladungstra¨gerdichte laufen. Der Widerstand eines
einzelnen Filaments wird dann als Serienwiderstand aus mehreren Teilabschnitten be-
rechnet, wobei die La¨nge des jeweiligen Abschnitts durch den Schnittpunkt der Grenze
fu¨r die Verarmungsrandschicht mit dem Hohlzylinder berechnet wird. Die so berechne-
ten Filamentwidersta¨nde werden als Parallelschaltung von Widersta¨nden aufgefasst, die
wiederum die Leitfa¨higkeit der gesamten Partikelverbindung ergibt. Die einzelnen Ver-
bindungsleitfa¨higkeiten ha¨ngen nun von der lokalen Morphologie (Partikeldurchmesser,
Durchdringung) sowie von der Dicke K der Verarmungsrandschicht ab.
Abb. 4.11 veranschaulicht den Unterschied zwischen der Berechnung der Leitfa¨hig-
keiten u¨ber parallelgeschaltete Filamente und der Verwendung der approximativen Lo¨sung
Gl.(4.14) fu¨r einen offenen Kanal. Hierbei wurde ein einzelner Kontakt zweier Partikel
mit L0½ A 30nm und L
·
A 0.8 L0½ betrachtet. Die Approximation nach Gl.(4.14) nimmt
die Querschnittssituation unmittelbar an der Kontaktstelle als homogen u¨ber die gesam-
te Partikelverbindung hinweg an. Daraus resultiert, daß selbst bei großen Bedeckungen
F
± die Sensitivita¨t
¦
A
Ì


 .
Ì
 F
±
 noch signifikant ansteigt. In der Filamentmethode
hingegen wird beru¨cksichtigt, daß sich die Verarmungsrandschicht nur unmittelbar am
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Abbildung 4.10: Diskretisierte Partikelu¨berga¨nge. a) Offener Neck. Die Bulkbereiche mit La-
dungstra¨gerdichte 
N
u¨berlappen und bilden einen durchgehenden Kanal. b) Querschnitt des of-
fenen Necks. c) Diskretisierung eines geschlossenen Necks. Hier u¨berlappen die Bereiche nicht
mehr, und die Bulkregionen sind durch eine an Ladungstra¨gern verarmte Zone getrennt.
Partikelkontakt ausbildet. Bedingt dadurch zeigt die Variation der Leitfa¨higkeit ein Sa¨tti-
gungsverhalten bei hohen Bedeckungen F ± .
Die Gesamtheit der mit der Filamentmethode berechneten Leitfa¨higkeiten in den Par-
tikelverbindungen ergibt nun eine Leitfa¨higkeitsverteilung 'ÆL ½c F ±  fu¨r ein System von
versinterten Partikeln mit einem bestimmten mittleren Duchmesser ÆL ½ bei einer bestimm-
ten Adsorbatdichte F0± .
Im na¨chsten Schritt der Simulation wird ein großes Rechteck-Bindungsgitter betrach-
tet, bei dem Bindungen mit einer Wahrscheinlichkeit + J N
L
platziert sind (Abb. 4.12a). Mit
Hilfe des Hoshen-Kopelman Algorithmus [119, 69] wird der ”unendliche“ Cluster (vgl.
Abschn. 3.1.3) identifiziert (Abb. 4.12b). Jede Bindung repra¨sentiert einen U¨bergang zwi-
schen zwei versinterten Ko¨rnern. Daher werden die beiden Enden einer Bindung als Par-
tikelzentren betrachtet, und auf dem zugrundeliegenden Rechteck-Punktgitter an diesen
Stellen Werte L
J
? L
½ abgespeichert, welche aus der zuvor verwendeten Partikelgro¨ßenvertei-
lung  L2½  zufa¨llig ausgewa¨hlt werden (Abb. 4.12c). Abha¨ngig von L
J
? L
½ und der Koordi-
nationszahl
q
? , also der Anzahl versinterter na¨chster Nachbarko¨rner, wird die Wahrschein-
lichkeit + ? berechnet, mit der die Ko¨rner als leitend angenommen werden. Eine Bindung
ist genau dann leitend, wenn beide Ko¨rner an der Bindung einen leitenden Zustand ein-
nehmen. Somit ist das Problem auf eine korrelierte Platz-Bindungs Perkolation zuru¨ck-
gefu¨hrt. Die Wahrscheinlichkeit + ? berechnet sich dabei wie folgt. Zuna¨chst wird die der
Umgebungsatmospha¨re exponierte Oberfla¨che des Partikels < berechnet. Dabei werden in
erster Na¨herung von der Oberfla¨che einer Kugel die Fla¨chen von
q
Kugelkappen abgezo-
gen, wobei wieder na¨herungsweise angenommen wird, daß der Radius des Kugelkappen-
segments v

6 ½


a
!
Ì
? ist. Hierbei ist
q
die Anzahl der versinterten na¨chsten Nachbarn
des Partikels < also die Anzahl der Bindungen, welche von diesem Punkt ausgehen (lokale
Koordinationszahl). Der verbleibende Fla¨cheninhalt wird als exponierte Oberfla¨che
¦
J 

½
L
?
¦
J 

½
L
?
A
¶
 L
J
? L
½



q
|
¶
Ù
L
J
? L
½
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Abbildung 4.11: Leitfa¨higkeitsvariation eines typischen versinterten Partikelkontakts mit offe-
nem Kanal (  ½ S 

 , 
·
Ss +
½ ). Gezeigt sind Widerstand und Sensitivita¨t als Funktion
der Bedeckungsdichte (vgl. Abb. 4.7). Die u¨ber Filamente berechnete Sensitivita¨t (kleines Bild)
zeigt gegenu¨ber der approximativen Lo¨sung eine Sa¨ttigung zu großen Bedeckungsdichten  ± hin.
abgespeichert, dabei ist Ù die Ho¨he des abzuziehenden Kugelkappensegments, welches
sich aus der Bedingung L
·


a
!
L
½ bestimmt. Sei F u die Donatorendichte im Parti-
kelvolumen, dann ist
F
J
? s t L

ò
A
F
u
µ ¶
w
ï
L
J
? L
½
|
ð

(4.20)
die Anzahl quasifreier Ladungstra¨ger im Partikel < , d.h. die Anzahl freier Ladungstra¨ger
wenn die Oberfla¨che vo¨llig frei von Adsorbaten wa¨re. Sei F
J
8
L
º die Oberfla¨chendichte des
zu Anfang adsorbierten Sauerstoffs (reine Luftatmospha¨re). Dann ist
F
J
? L

ò
s

 F0± 
A
 F
J
8
L
º
gF0± 
¦
J 

½
L
? (4.21)
die theoretische Anzahl der durch Ionosorption von Sauerstoff extrahierten Elektronen
aus dem Partikelvolumen. Sei
F
J
? L
V
±  
 F
±

A
F
J
? L

ò
gF
J
? L

ò
s

 F
±
 (4.22)
die rechnerisch verbleibende Anzahl von Elektronen im Partikelvolumen, welche bei ei-
ner Oberfla¨chenbedeckung F ± mit reduzierendem Gas, zum Ladungstransport beitragen
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Abbildung 4.12: Ablauf des Systemaufbaus. a) Ein Rechteck-Bindungsgitter wird erzeugt, bei
dem die Bindungen Õ Ö mit einer Wahrscheinlichkeit 
N
besetzt werden. b) Der sogenannte un-
endliche Bindungscluster wird identifiziert. Fu¨r einen langreichweitigen Ladungstransport ist nur
dieser Cluster von Interesse. c) Die Bindungen repra¨sentieren Partikelu¨berga¨nge zwischen zwei
benachbarten versinterten Partikeln Õ und Ö . An den Enden einer jeden Bindung werden daher Par-
tikel mit einem Durchmesser 
?
½
angenommen. Der Durchmesser wird dabei zufa¨llig aber aus der
gleichen Partikelgro¨ßenverteilung wie bei der Berechnung der Bindungsleitfa¨higkeiten bestimmt.
d) Abha¨ngig von der exponierten Fla¨che wird eine Wahrscheinlichkeit berechnet, mit der das Par-
tikel leitend ist. Bindungen Õ Ö werden nur dann als leitfa¨hig betrachtet, wenn beide Partikel, die
den U¨bergang bilden, leitend sind.
ko¨nnen. Das Partikel < wird dann mit einer Wahrscheinlichkeit
+
?
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als leitend betrachtet. Dabei bedeutet F
J
? L
V
±  
 F0± 
¡
0, daß kein Leitungselektron mehr im
Partikel verbleibt, alle Elektronen sind infolge der Ionosorption von Sauerstoff an der
Oberfla¨che lokalisiert und das Partikel nimmt einen isolierenden Zustand ein. Ist hinge-
gen F
J
? L
V
±  
 F
±

¢
1, so verbleibt mindestens ein Elektron im Partikel und das Partikel
nimmt einen leitenden Zustand ein. Die Partikel bei denen 0 ﬃ F
J
? L
V
±  
 F
±

ﬃ 1, haben eine
Wahrscheinlichkeit + ? A F
J
? L
V
±  
 F0±  einen leitenden Zustand einzunehmen. Bindungen < r ,
bei denen nun eines der beiden Partikel isolierend ist, erhalten die Bindungsleitfa¨higkeit
Ç
? t =0. Die Bindungen, bei denen beide Partikel sich in einem leitenden Zustand befinden,
erhalten eine aus der Verteilung 
Ç
 zufa¨llig gewa¨hlte Bindungsleitfa¨higkeit
Ç
? t
ﬀ 0.
Nach den beschriebenen Schritten ist somit ein Widerstandsnetzwerk entstanden, wel-
ches durch ein Bindungsgitter mit Bindungsleitfa¨higkeiten
Ç
? t beschrieben wird. Die Bin-
dungsleitfa¨higkeit
Ç
? t beru¨cksichtigt in diesem Modell sowohl (i) die Variation der loka-
len Leitfa¨higkeit einzelner Partikelu¨berga¨nge nach dem Neck-Modell als auch (ii) die
Mo¨glichkeit, daß Bindungen durch komplette Verarmung an Ladungstra¨gern wegfallen,
wodurch Perkolationseffekte entstehen ko¨nnen. Nun wird erneut mit Hilfe des Hoshen-
Kopelman Algorithmus der Cluster zusammenha¨ngender Bindungen mit Leitfa¨higkeiten
Ç
? t
ﬀ 0 extrahiert, da langreichweitiger Ladungstransport nur auf diesem Teil des Wider-
standsnetzwerks stattfinden kann.
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Abbildung 4.13: Kugelkappensegment. Bei Versinterung mit einem benachbarten Partikel fa¨llt
na¨herungsweise ein Kugelkappensegment der Ho¨he Ü von der Oberfla¨che des Partikels weg, wobei
Ü durch die Na¨herung fu¨r den Durchmesser 
·Ô
Ws +
½ am Kontakt bestimmt wird.
Um die gasmodulierte Gleichstromleitfa¨higkeit zu simulieren, wird ausgenutzt, daß
Leitfa¨higkeit und Diffusion u¨ber die Nernst-Einstein-Beziehung (3.14) miteinander ver-
knu¨pft sind (vgl. Abschn.3.1.3). Bei der Simulation werden Irrla¨ufer (Random Walker)
auf dem unendlichen Cluster leitfa¨higer Partikelverbindungen platziert. Jeder Irrla¨ufer
vollfu¨hrt unabha¨ngig Spru¨nge zwischen den Gitterpunkten mit Wahrscheinlichkeiten, die
den normierten Bindungsleitfa¨higkeiten entsprechen. Um Sprungwahrscheinlichkeiten 0
¡
+
t Ý
=
½
¡
1 zu erhalten, werden dazu die Bindungsleitfa¨higkeiten auf den Maximalwert
normiert, d.h.

Ç
? t
A
Ç
? t
.
Þ
	
o
k
ÇOÞ ß
l
. Die Sprungwahrscheinlichkeit u¨ber die Bindung < ist
dann einfach + t Ý = ½ s ? t A

Ç
? t . Wa¨hrend der Random Walks wird das zeitabha¨ngige mittlere
Verschiebungsquadrat der Random Walker
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berechnet, wobei die Mittelung sich u¨ber F unabha¨ngige Random Walks auf B un-
abha¨ngigen Clusterkonfigurationen erstreckt. Aus dem (asymptotischen) mittleren Ver-
schiebungsquadrat wird nun die Diffusionskonstante
L

²


Þ
 Z

Ä
v

 %  Å
|

%
(4.25)
bestimmt, wobei d=2 die Raumdimension ist. Nach der Nernst-Einstein-Relation (3.14)
berechnet sich die gasmodulierte Gleichstromleitfa¨higkeit dann zu

ç

A
Fg F0±  

q
"#
L

 (4.26)
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wobei Fg F0±  die Summe aller verbleibenden Elektronen im unendlichen Cluster ist, wel-
che letztlich am langreichweitigen Ladungstransport teilnehmen. Bei der Bewegung auf
dem Gitter werden invers periodische Randbedingungen angenommen, d.h. daß eine Be-
wegung die u¨ber den Systemrand hinausfu¨hren wu¨rde in einem Spiegelbild fortgesetzt
wird.
Ein Bindungsgitter mit +
N
A
ca
 stellt einen Sonderfall dar, der auf eine klassische
Platzperkolation zuru¨ckfu¨hrt. Die Wahrscheinlichkeit, eine Bindung im leitenden Zustand
zu finden, ist per Definition das Produkt der Wahrscheinlichkeiten, die beteiligten Partikel
in einem leitenden Zustand zu finden
+
? t
A
+
?
+
t
a
Sei nun +
N
A
 , d.h. jede Bindung ist eine Partikelverbindung, und jedes Partikel hat
q
A
µ
na¨chste Nachbarn. Sei ferner
|
¨

die Anzahl der Verbindungen in einem ¨

¨ -Gitter
und F
N
 F0±  die Anzahl der leitfa¨higen Verbindungen. Dann ist
+ F
±

A
¹
F
N
 F
±

|
¨
 (4.27)
die Wahrscheinlichkeit ein beliebiges Partikel in einem leitenden Zustand zu finden, was
in diesem Spezialfall a¨quivalent zur Besetzungswahrscheinlichkeit in einem klassischen
Platzperkolationsproblem ist.
Sobald +
N
ﬃ
 ist, gilt dies nicht mehr. Da nun die lokale Koordinationszahl unter-
schiedlich ist, haben geringer koordinierte Partikel aufgrund der gro¨ßeren exponierten
Oberfla¨che eine ho¨here Wahrscheinlichkeit in einem isolierenden Zustand zu sein. Dies
fu¨hrt dazu, daß die a¨ußeren Bereiche eines Partikelclusters (die dangling ends) eine ho¨he-
re Wahrscheinlichkeit haben, sich in einem isolierenden Zustand zu befinden als Partikel
im Clusterinneren (insbesondere dem Inneren des Clusters).
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4.4 Simulationsergebnisse
Das im vorigen Abschnitt beschriebene Modell wurde fu¨r verschiedene Besetzungswahr-
scheinlichkeiten +
N
und unterschiedliche mittlere Partikelgro¨ßen ÆL ½ untersucht. Dabei
wurde die Gaskonzentration in Form der Adsorbatdichte F ± vom Anfangszustand reiner
Luftatmospha¨re ( F0± A ) bis zum Endzustand reiner Gasatmospha¨re ( F2± A F
J
8
L
º
A
w,a





¯
$`/

) variiert. Hierbei wurde angenommen, daß ein reduzierendes Gas vorliegt.
Die verwendeten Parameterwerte wurden bereits angegeben.
Partikelgr¤oßenverteilung
In reellen Systemen finden sich u¨berwiegend lognormal-verteilte Partikeldurchmesser [120].
In der Simulation wurden daher die Partikeldurchmesser anhand einer logarithmischen
Normalverteilung
 L
½

A

É
|
¶
L2½
Ç
m o,p
 
  L
½
h ¤ÆL
½


|Ç


mit mittlerem Partikeldurchmesser ÆL ½ und Standardabweichung
Ç
A¤
a
|
bestimmt. Ex-
emplarisch sind Ha¨ufigkeitsverteilungen fu¨r ÆL ½ =12nm und ÆL ½ =100nm in Abb. 4.14 ge-
zeigt.
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Abbildung 4.14: Typische Ha¨ufigkeitsverteilung von Partikelgro¨ßen (Histogramm u¨ber 10000
verschiedene Partikel). Die Partikel wurden mit Hilfe einer Log-Normalverteilung mit Standard-
abweichung t =0.2 und Mittelwerten a) ý ½ =12nm, b) ý ½ =100nm bestimmt.
Leitf¤ahigkeitsverteilung
Die sich aus der Partikelgro¨ßenverteilung ergebenden Leitfa¨higkeitsverteilungen, welche
mit der Filamentmethode berechnet wurden, sind fu¨r zwei ausgewa¨hlte Systeme bei je
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Abbildung 4.15: Typische Verteilung der lokalen Bindungsleitfa¨higkeiten t . Die Verteilungen
sind fu¨r den Fall 
N
Så s  jeweils fu¨r die kleinste (a,  ½ Så û

 ) und gro¨ßte Partikelgro¨ße (b,

½
S[å  

 ) dargestellt. Die Abbildungen im Hintergrund wurden fu¨r den direkten Vergleich mit
gleichen Achsen beigefu¨gt. Die Histogramme wurden durch je 7000 einzelne Bindungsleitfa¨hig-
keiten ermittelt. Die Teilintervallbreite betra¨gt fu¨r alle Darstellungen tO= 6

 
½
Så   nú' /700 =
1.77 10
/
¯
.
zwei unterschiedlichen Oberfla¨chenbedeckungen F2± exemplarisch in Abb. 4.15 darge-
stellt. Bei der Berechnung der Leitfa¨higkeitsverteilungen wurde bereits beru¨cksichtigt,
daß komplett verarmte Ko¨rner nicht zum Stromtransport beitragen. Daher gehen die be-
rechneten Leitfa¨higkeiten dieser Partikelu¨berga¨nge nicht in die Verteilung ein, sondern
werden abgeschnitten. Die Leitfa¨higkeitsverteilung beschra¨nkt sich also bereits auf prin-
zipiell leitfa¨hige Ko¨rner. Man erkennt bei den Verteilungen, wie sich mit zunehmen-
der Adsorbatdichte F0± das Maximum der Verteilung zu gro¨ßeren Werten hin verschiebt
und die Verteilung sich verbreitert. Je kleiner der mittlere Partikeldurchmesser ist, desto
gro¨ßer ist die Verschiebung der Verteilung. Dies hat, wie im folgenden gezeigt wird, Aus-
wirkungen auf die Erreichbarkeit des Transportexponenten > , der die Abha¨ngigkeit der
Leitfa¨higkeit von der Konzentration leitender Ko¨rner beschreibt,

ç

T +_+


X
.
Einfacher Random Walk ohne Leitf¤ahigkeitsverteilung
Zuna¨chst sei der Sonderfall betrachtet, daß das Bindungsgitter voll besetzt ist (+
N
A
ca
 ), und eine mittlere Partikelgro¨ße vorliegt, bei der bereits Perkolationseffekte auftre-
ten (
Æ
L2½
A

|

Þ ). Hier ist die kritische Bedeckungskonzentration F2± s

A
a
!
Î



¯
Þ
/

.
Dies entspricht, wie bereits beschrieben, der kritischen Platzkonzentration +

AÜ
a

 (vgl.
Tab.3.1). Da die Partikeldurchmesser aus der Partikelgro¨ßenverteilung zufa¨llig auf die
Gitterpunkte gelegt werden, fallen Bindungen durch die Ionosorption von Sauerstoff un-
korreliert weg, wodurch das Problem (im Sonderfall +
N
A
 ) analog zur klassischen Per-
kolation ist. Zuna¨chst wurden auf diesem System Random Walks ohne Verwendung einer
Verteilung von Bindungsleitfa¨higkeiten durchgefu¨hrt. Spru¨nge u¨ber leitfa¨hige Verbindun-
gen werden mit einer Wahrscheinlichkeit + A  durchgefu¨hrt, um die Analogie zum klas-
sischem Problem zu untersuchen. Die Random Walker starten ausschließlich vom unend-
lichen Cluster aus. Die Diffusionskurven L¬ %  sind in Abb. 4.16a gezeigt, wobei neben
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Abbildung 4.16: Im Fall 
N
S 1 ist das vorliegende Problem a¨quivalent zur klassischen Platz-
perkolation. Hier wurde fu¨r die Partikel ein Durchmesser von
ý

½
Så û

 angenommen. a)
Zeitabha¨ngige Diffusionskonstante. In der Na¨he von 

ist die fraktale Dimension des Ran-
dom Walks  5S 2.87 (die strichpunktierte Gerade zeigt die Steigung von û æ 5å an).
b)Konzentrationsabha¨ngige asymptotische Diffusionskonstante  ß  âg


X
/2
. Der Wert
fu¨r 

liegt hier bei 1.16 (durchgezogene Regressionsgerade), der Literaturwert von 1.3-
5/36
Ô
1.161 ist als Referenz eingezeichnet (gestrichelte Gerade).
dem Wert von F ± die korrespondierende Wahrscheinlichkeit + J
D
L
angegeben wird. Knapp
oberhalb von +

gilt Ä v

 %  ÅEC%


ç [
. Aus der Steigung der zeitabha¨ngige Diffusionskon-
stanten L¬ % 2)Ä v

 %  Å . %2 %


ç [
/
 kann die fraktale Dimension 
5
bestimmt werden.
Fu¨r +
ù
+

zeigt der Random Walk eine fraktale Dimension von  5 A
|
a
!
E:

a
2
 [69]
(die Steigung von
|
.

5` ist in Form einer strichpunktierten Gerade als Referenz ein-
gezeichnet). Nach der Nernst-Einstein-Relation ist die Gleichstromleitfa¨higkeit mit der
Diffusionskonstante verknu¨pft,

ç

 +#$

L¬ +#${ +!+


X
. Da die Wahrscheinlich-
keit 

daß ein willku¨rlich gewa¨hlter Platz zum unendlichen Cluster geho¨rt, sich wie


  +¬[+

  verha¨lt, impliziert dies fu¨r den asymptotischen Wert der Diffusions-
konstante das Verhalten  +_h+


X
/2 . In Abb. 4.16b ist der asymptotische Wert fu¨r die
Diffusionskonstante Lã 

Þ
 Z

Ä
v

 %  Å . % gegen +_h+

aufgetragen. Die Steigung ist
hier 1.16 und entspricht in guter Na¨herung dem bekannten Wert fu¨r > 
ß
=1.161 in zwei
Dimensionen [69].
Um die Leitfa¨higkeit zu erhalten, muß hier gema¨ß der Nernst-Einstein Relation mit
der Anzahl der Ladungstra¨ger im System (bzw. im vorliegenden Fall mit der Anzahl F
der Startpla¨tze) multipliziert werden, wobei F &

.
Die knapp oberhalb von +

erhaltenen Werte fu¨r die Leitfa¨higkeit nach der Nernst-
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Abbildung 4.17: a) Elektrische Leitfa¨higkeit ﬁ Q Sä_  ±   (normiert auf ﬁ Q S
_ å  ' å Så
æ
å ) als Funktion der Konzentration  . b) Anzahl der Startpla¨tze im unendlichen
Cluster (normiert auf ¬ å 	Så

). Der Wert fu¨r

liegt hier bei 0.1 (durchgezogene Regressi-
onsgerade), der Literaturwert

S 5/36 ist als Referenzgerade eingetragen (gestrichelte Gerade).
c) Normierte Leitfa¨higkeit ﬁ Q æ ﬁ å ß 2'


X
in doppelt logarithmischer Auftragung. Hier
zeigt der Wert fu¨r den Transportexponenten  eine ungefa¨hre U¨bereinstimmung mit den Werten
aus der Literatur (durchgezogene Regressionsgerade hS 1.25, gestrichelte Referenzgerade hS
1.3 ).
Einstein Gleichung sind in Abb. 4.17a dargestellt. Hier wurde auf den Wert des vollbe-
setzten Gitters

 +
A
 
²
L¬ +
A
c ¨

normiert, wobei ¨ die Systemla¨nge und ¨

folg-
lich die Anzahl von Startpla¨tzen bei + A 1 ist. In Abb. 4.17b ist die Anzahl der Startpla¨tze
(beschra¨nkt auf den unendlichen Cluster) gegen +¬+

aufgetragen, wobei hier ebenfalls
auf Fg   A ¨

normiert wurde. Wegen Fg +#0 

  +`g+

  sollte in diesem Fall
der kritische Exponent fu¨r Fg v  nahe am Wert fu¨r
ß
A

.cw

a 
µ
fu¨r zwei Dimensio-
nen (gestrichelte Gerade zum Vergleich) liegen. Die durchgezogene Regressionsgerade
hat die Steigung 0.1.
In Abb. 4.17c ist schließlich die normierte Leitfa¨higkeit gegen +_[+

aufgetragen.
Der erhaltene Transportexponent liegt hier bei 1.125 (durchgezogene Regressionsgerade)
nahe dem bekannten Wert > A 1.3 [69] fu¨r Random Walks in zwei Dimensionen14. Ohne
eine Verteilung von Leitfa¨higkeiten fu¨r die Bindungen des Perkolationsclusters und somit
ohne eine Verteilung von Sprungwahrscheinlichkeiten kann das Modell fu¨r + J N
L
A 1.0 also
auf das klassische Problem eines Random Walks auf einem ungeordneten Bindungsgitter
14In [69] sind verschiedene Methoden beschrieben, die zu leicht unterschiedlichen Werten fu¨r den
Leitfa¨higkeitsexponenten ç fu¨hren: u¨ber Extrapolation ç»¬À ( Á )}µ
' ( ' À und ç»¬À ( , ,}µ' ( ' Á u¨ber Renor-
mierungsmethoden.
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Abbildung 4.18: Diffusionskurven fu¨r den Spezialfall  ½ S{å û nm und 
N
=1.0, welcher a¨qui-
valent zur klassischen Platzperkolation ist. Hier sind die Bindungen mit den entsprechenden
Leitfa¨higkeiten aus der Verteilung è t# belegt. Gezeigt ist die Diffusionskonstante in Abha¨ngig-
keit von (a) der Zeit und (b) von der Konzentration. Der Transportexponent 


wird aufgrund
der Srungwahrscheinlichkeitsverteilung im betrachteten Bereich noch nicht erreicht. Die in (b)
eingezeichnete Gerade zeigt eine Steigung von 1.27 und ist daher noch oberhalb des erwarteten
Wertes fu¨r 

.
zuru¨ckgefu¨hrt werden, wobei die erhaltenen kritischen Exponenten in guter Na¨herung mit
den bekannten Werten aus der Literatur u¨bereinstimmen.
Random Walk mit Leitf¤ahigkeitsverteilung
In Abb. 4.18 ist wieder der Sonderfall ÆL ½ A 
|

Þ und +
N
A
ca
 gezeigt, wobei nun Bin-
dungsleitfa¨higkeiten aus der berechneten Verteilung 
Ç
 
F
±
 benutzt wurden. Wie zu
erkennen ist, sind die Diffusionskurven (abha¨ngig von F ± ) gegenu¨ber dem einfachen Fall
ohne Leitfa¨higkeitsverteilung zu kleineren Werten fu¨r Ä v

 %  Å . % hin verschoben. Die Dif-
fusion wird aufgrund der Verteilung von Leitfa¨higkeiten verlangsamt, was zu einer Ver-
schiebung der Diffusionskurve fu¨hrt. Bei der kritischen Konzentration bleibt die fraktale
Dimension  5 des Random Walks erhalten (gestrichelte Gerade in Abb. 4.18a). Zusa¨tzlich
zum Entstehen neuer leitfa¨higer Verbindungen mit wachsendem F ± werden die Sprung-
wahrscheinlichkeiten erho¨ht. In Abb. 4.18b ist die aus dem Random Walk erhaltene Diffu-
sionskonstante doppelt logarithmisch gegen +_+

aufgetragen. Aufgrund der Verteilung
von Leitfa¨higkeiten und damit einer Verteilung von Sprungwahrscheinlichkeiten wird der
Exponent im betrachteten Bereich noch nicht erreicht. Die in (b) eingezeichnete Gera-
de zeigt eine Steigung von 1.27 und ist damit noch oberhalb des erwarteten Wertes f¨
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>

ß
A
ca w	

. wW2a   .
Leitf¤ahigkeit und Sensitivit¤at bei unterschiedlichen Verd¤unnungen und Partikel-
gr¤oßen
Wie bereits im vorherigen Abschnitt besprochen, ist ein Teil der Leitungselektronen auf-
grund der Ionosorption von Sauerstoff an der Partikeloberfla¨che lokalisiert und steht so-
mit nicht zum Ladungstransport zur Verfu¨gung. Mit zunehmender Gaskonzentration resp.
zunehmendem F0± werden die lokalisierten Elektronen freigesetzt und in das Partikelin-
nere injiziert, wodurch sich die Anzahl der am Stromtransport beteiligten Ladungstra¨ger
a¨ndert. Somit a¨ndert sich mit F ± neben der Zahl erreichbarer Pla¨tze im unendlichen Clu-
ster auch die Anzahl der Elektronen bzw. Random Walker auf diesen Pla¨tzen, was eben-
falls zu einer sta¨rkeren Variation der Ladungstra¨geranzahl Fg F2±  auf dem unendlichen
Cluster fu¨hrt. Im folgenden werden die Ergebnisse fu¨r verschiedene Verdu¨nnungen +
N
und verschiedene mittlere Durchmesser ÆL ½ betrachtet. Wie bereits erwa¨hnt, weicht der
Fall +
N
ﬃ 1 vom klassischen Perkolationsproblem ab, da nun bevorzugt niedrig koordi-
nierte Partikel wegfallen. Insofern la¨ßt sich die Wahrscheinlichkeit + nicht mehr einfach
definieren.
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Abbildung 4.19: Variation der Leitfa¨higkeit bei wachsender Bedeckung  ± mit chemisorbiertem
Gas.
ý
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½
Sﬁ 

 (offene Symbole),
ý

½
S 

 (ausgefu¨llte Symbole),
ý

½
S[å û

 (schraffierte
Symbole), 
N
Ss é ( ê ), 
N
Ss  (  ), 
N
S[å s  ( ë ). Die Pfeile deuten die Perkolationsschwellen
an.
Abb. 4.19 zeigt die gasmodulierte Leitfa¨higkeit als Funktion der Oberfla¨chenbedeckung
F
± mit chemisorbiertem reduzierendem Gas. Fu¨r sehr große Partikeldurchmesser und
große Partikeldichte (+
N
A
 ) zeigt sich eine schwache Erho¨hung der Leitfa¨higkeit mit
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zunehmendem F0± . Die Variation der Leitfa¨higkeit ist hier lediglich auf die schwache Va-
riation der Bindungsleitfa¨higkeiten zuru¨ckzufu¨hren (vgl. Abb. 4.15). Alle Verbindungen
sind hier bereits bei F ± A  leitfa¨hig. Dabei ist Fg F ±  in diesem Fall nahezu konstant
und tra¨gt daher kaum zur Leitfa¨higkeitsvariation bei. Erst bei sehr kleinen Partikeldurch-
messern bzw. starken Verdu¨nnungen machen sich Perkolationseffekte bemerkbar.
Die Variation ist um so ausgepra¨gter, je verdu¨nnter das System ist und/oder je kleiner
die verwendeten Partikeldurchmesser sind. Voraussetzung fu¨r ein leitfa¨higes System ist,
daß +
N
ﬀ
+
N
s

A 
a
 ist. Aus diesem Grund wurden die simulierten Systeme bis max.
+
N
A
a  verdu¨nnt. Systeme aus sehr kleinen Partikel zeigen klar Perkolationseffekte. Fu¨r
ÆL
½
A

|

Þ und +
N
A
2a
 muß eine kritische Bedeckung F ± s

A
a
!

Î



¯
Þ
/

erreicht
sein, bevor sich ein Pfad aus leitfa¨higen Partikeln durch das System zieht. Dies definiert
letztlich eine Detektionsschwelle. Eine bestimmte Gaskonzentration muß erreicht sein,
bevor eine signifikante Leitfa¨higkeit gemessen werden kann. Oberhalb dieser Perkolati-
onsschwelle zeigt das System eine starke Variation der Leitfa¨higkeit. Die Steigung ha¨ngt
dabei von der Verdu¨nnung und damit letztlich von der Schwelle selbst ab. Je ho¨her die
Schwelle, desto sta¨rker ist die Variation.
Im Fall der Perkolation tragen also zwei Mechanismen zur Leitfa¨higkeitsvariation bei:
(i) die starke Variation der lokalen Leitfa¨higkeiten an den Partikelkontakten, und zusa¨tz-
lich (ii) die zunehmende Bildung leitfa¨higer Strompfade.
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Abbildung 4.20: Mittlerer Durchmesser ý ½ , ab dem das System bei der Gaskonzentration  ± s

perkoliert. Die Kurven zeigen das Ergebnis fu¨r verschiedene geometrische Besetzungen 
N
= 0.6,
0.8 und 1.0. Die Pfeile deuten die jeweiligen Perkolationsschwellen aus Abb. 4.19 an.
In Abb. 4.20 ist der Zusammenhang zwischen mittlerem Partikeldurchmesser und Per-
kolationsschwelle bzw. kritischer Bedeckung F ± s

dargestellt. Die Perkolationsschwellen
aus Abb. 4.19 sind hier wieder durch Pfeile markiert. Je kleiner die mittlere Partikel-
gro¨ße ist bzw. je verdu¨nnter die Struktur ist, desto ho¨her liegt die kritische Bedeckung,
die erreicht sein muß, um die Perkolationsschwelle zu u¨berwinden und eine meßbare
Leitfa¨higkeit zu erhalten. Daraus ergeben sich nun technologisch relevante Aussagen.
Zuna¨chst bedeutet die Existenz einer Perkolationsschwelle gleichzeitig die Existenz ei-
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nes Detektionslimits. Ein solcher Sensor wu¨rde unterhalb einer kritischen Gaskonzentra-
tion keinen nennenswerten Leitwert zeigen, sondern sich wie ein Isolator verhalten [121].
Oberhalb der kritischen Gaskonzentration hingegen wu¨rde, bedingt durch die Perkolati-
onseffekte, der Leitwert wesentlich steiler ansteigen als im Falle des Abwesenheit von
Perkolationseffekten. Somit wa¨re der Sensor oberhalb dieser Schwelle sensitiver als ein
Sensor ohne Perkolationseigenschaften. Die Perkolationsschwelle kann mit dem mittleren
Partikeldurchmesser sowie der Verdu¨nnung (letztlich der mittleren Koordinationszahl des
Netzwerks) kontrolliert werden. Beide Parameter sind prinzipiell experimentell variierbar.
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Abbildung 4.21: Kritische Konzentrationen  ± s

fu¨r ein dreidimensionales stark verdu¨nntes Sy-
stem. Ausgangspunkt war hier ein hcp-Gitter bei dem nur wenige Bindungen besetzt sind, wodurch
niedrige Koordinationszahlen ý

S 3.1 - 3.6 erreicht werden [122].
Die Perkolationsschwelle ist stark abha¨ngig von der Dimension des Netzwerks und
der Art des Gitters, letztlich also von der Koordinationszahl des Netzwerks. Aus diesem
Grund wurden die kritischen Bedeckungsdichten F2± s

fu¨r ein dreidimensionales Netz-
werk berechnet. Bei dreidimensionalen Strukturen wa¨re strenggenommen noch zu beach-
ten, daß das Gas mo¨glicherweise (abha¨ngig von der Porosita¨t) nur bis zu einer gewissen
Tiefe der Schicht hervordringt und daher nicht alle Partikel vom Gas erreicht werden,
was hier allerdings vernachla¨ssigt wurde. Im folgenden wurde von einem hcp-Gitter mit
Koordinationszahl 12 ausgegangen und wie im zweidimensionalen Modell die beiden
Enden einer bestehenden Bindung als Zentren versinterter Ko¨rner betrachtet. Dabei wur-
de das System so stark verdu¨nnt, daß eine realistische Koordinationszahl fu¨r die dreidi-
mensionale Struktur erreicht wird, die sich mit der Morphologie realistischer Netzwerke
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deckt, wie man sie beispielsweise in Elektronenmikroskop-Aufnahmen erkennen kann.
Hier sind einzelne Ko¨rner oft mit drei bis vier weiteren Ko¨rnern versintert. Durch die
dreidimensionale Struktur ist eine geringere Perkolationsschwelle zu erwarten. Dies be-
deutet im Umkehrschluß, daß die einzelnen Partikel kleinere Durchmesser haben mu¨ssen
als im zweidimensionalen Fall, um noch Perkolationseffekte zu zeigen. Abb. 4.21 zeigt
die kritische Bedeckung F0± s

unterhalb derer die Perkolationsschwelle unterschritten ist in
Abha¨ngigkeit von dem mittleren Partikeldurchmesser fu¨r verschiedene Koordinationszah-
len zwischen 3 und 4. Man erkennt deutlich, daß mit ho¨herer Koordinierung der Partikel
die kritische Konzentration F ± s

drastisch absinkt. Beispielsweise ist ein dreidimensiona-
les System mit einer mittleren Koordinationszahl von 3.6 und einem mittleren Partikel-
durchmesser von 10nm bereits im Fall reiner Luftatmospha¨re (d.h. F± A 0) oberhalb der
Perkolationsschwelle.
Partikel mit solch kleinen Abmessungen sind jedoch schwierig herzustellen, so daß
ein System mit Perkolationseffekten technologisch einfacher durch du¨nne quasi zwei-
dimensionale Schichten erreicht werden kann. Im Falle der besprochenen Morphologie
realisierbarer Strukturen ko¨nnte dies zum Beispiel durch Zusatz einer grobko¨rnigen nicht-
sensitiven Phase (z.B. SiO

oder Al

O

-Partikel) mit niedrigerem Schmelzpunkt erreicht
werden, auf dem sich die gassenstiven Partikel als ein fast zweidimensionales poro¨ses
Netzwerk versintern.
4.5 Zusammenfassung und Ausblick
In diesem Teil der Arbeit wurde die gasmodulierte Leitfa¨higkeit polykristalliner Metal-
loxidschichten untersucht. Dazu wurde zuna¨chst ausgehend von Modellen fu¨r die che-
mischen Reaktionen zwischen einem reaktiven Gas und der Oberfla¨che des halbleitenden
Metalloxids ein bereits bestehendes Modell zur Berechnung der Leitfa¨higkeiten zwischen
zwei versinterten Partikeln erweitert. Anschließend wurde mit Hilfe von Monte Carlo
Simulationen gekla¨rt, unter welchen Umsta¨nden Perkolationseffekte zu erwarten sind.
Perkolationseffekte bei gassensitiven Metalloxiden sind prinzipiell abha¨ngig von der Par-
tikelgro¨ße. Unterhalb einer kritischen Partikelgro¨ße werden durch die Ionosorption von
Sauerstoff an der Oberfla¨che des Metalloxids, dem Kristallgitter alle freien Ladungstra¨ger
entzogen, so daß das Partikel einen isolierenden Zustand einnimmt. Unterschreitet die
Zahl verbleibender leitfa¨higer Partikel bzw. Partikelverbindungen im Netzwerk die Per-
kolationsschwelle, so existiert kein seitenverbindender Strompfad mehr und das Gesamt-
system verha¨lt sich wie ein Isolator. Mit dem Angebot eines reduzierenden Gases wer-
den Elektronen aufgrund der Chemisorption des Gases in das Partikelinnere injiziert und
die Zahl leitfa¨higer Partikel steigt. Abha¨ngig von der mittleren Partikelgro¨ße, der Dich-
te sowie der Dimension des Netzwerks treten Perkolationseffekte bei unterschiedlichen
Gaskonzentrationen auf. Systeme mit großen Partikeln zeigen keine Perkolationseffekte,
sondern nur eine geringe Sensitivita¨t auf reaktive Gase, welche im wesentlichen nur die
lokale Leitfa¨higkeit schwach vera¨ndert.
Zuna¨chst bedeutet eine Perkolationsschwelle gleichzeitig ein Detektionslimit. Dieses kann
durch Ausnutzen von finite size-Effekten unter Verwendung von interdigital strukturier-
ten Elektroden vermieden werden, wodurch allerdings alle Perkolationseffekte verloren
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gehen. Oberhalb der Perkolationsschwelle steigt die Leitfa¨higkeit fast sprunghaft teils um
mehrere Dekaden an und erreicht bei sehr hohen Gaskonzentrationen einen Sa¨ttigungs-
wert. Die Perkolations- bzw. Detektionsschwelle la¨ßt sich prinzipiell u¨ber experimentell
kontrollierbare Parameter wie mittlere Partikelgro¨ße, Koordinationszahl und Dimensiona-
lita¨t einstellen. Hier liegen Potentiale fu¨r zuku¨nftige Sensorkonzepte. Neben der Einstel-
lung der Perkolationsschwelle fu¨r einzelne Sensoren (welche dann allerdings u.U. große
Exemplarstreuungen aufweisen wu¨rden) besteht eine Mo¨glichkeit darin, mehrere Senso-
relemente (mo¨glicherweise mikrostrukturiert auf einem Substrat) als Multisensorsystem
parallel zu verschalten. Die einzelnen Elemente haben dann (einstellbar) individuelle Per-
kolationsschwellen. Als (digitales) Sensorsignal dient nun die Anzahl der leitfa¨higen Ein-
zelelemente, welche von der Gaskonzentration abha¨ngt. Damit ko¨nnten mo¨glicherweise
Sensoren realisiert werden, deren Empfindlichkeit erheblich ho¨her ist als bei bisherigen
Gassensoren. Hierbei wird sogar die Exemplarstreuung ausgenutzt und die Genauigkeit
erho¨ht sich mit der Anzahl F der Einzelelemente statistisch gesehen mit  .
É
F . Mit
Erho¨hung der Anzahl von Einzelelementen ko¨nnte damit die Signifikanz deutlich gestei-
gert werden.
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Kapitel 5
Zusammenfassung
In dieser Arbeit wurde der Einfluß von struktureller Unordnung auf die physikalischen
Eigenschaften nanokristalliner Materialien untersucht. Dabei wurden die Materialien zu-
na¨chst modelliert und anschließend das dynamische Verhalten der Modellsysteme mit
Monte Carlo Simulationen untersucht.
Im ersten Teil der Arbeit wurde der Einfluß von Polydispersivita¨t, Anisotropie und
dipolarer Wechselwirkung auf das Relaxationsverhalten ferromagnetischer Nanoparti-
kelsysteme untersucht. Bei der Auswertung der Simulationsdaten wurde insbesondere
die Relaxationsrate â¤ %  betrachtet, die mit der remanenten Magnetisierung B  %  u¨ber

B
 %  .

%
A
	â¤ % 
B
 %  zusammenha¨ngt und die wesentlich besser als B  %  geeig-
net ist, um die Relaxation zu beschreiben. Dabei stellte sich das bemerkenswert einfa-
che Ergebnis heraus, daß sich die Relaxationsrate ganz allgemein durch ein Potenzgesetz
â¤ % ET% /2ë beschreiben la¨ßt, wobei der Exponent G von der Partikeldichte und der Po-
lydispersivita¨t abha¨ngt. Nur im Fall stark verdu¨nnter monodisperser Systeme, in dem die
dipolare Wechselwirkung vernachla¨ssigbar ist, zeigt sich ein Exponent G A in der Rela-
xationsrate, was zu einem einfach exponentiellen Abfall der remanenten Magnetisierung
fu¨hrt. Ein Exponent  ﬃ G ﬃ  fu¨hrt zu einem gestreckt exponentiellen Abfall der rema-
nenten Magnetisierung. Es wurde im Fall nichtwechselwirkender polydisperser Systeme
im Gegensatz zu monodispersen Systemen ein Exponent G 
|
.cw gefunden, der nahezu
temperaturunabha¨ngig ist. Dipolar wechselwirkende Systeme zeigen einen Exponenten G ,
welcher mit zunehmender Partikeldichte anwa¨chst, wobei der Exponent im polydispersen
Fall ho¨her liegt als im monodispersen Fall mit vergleichbarer Partikeldichte. Bei großen
Partikeldichten wird ein Exponent G A  erreicht, wobei die remanente Magnetisierung
dann mit einem Potenzgesetz abnimmt. Diese Ergebnisse deuten auf ein spinglastypi-
sches Verhalten hin. Ein Exponent G ﬀ  wird bei sehr großen Dichten erreicht, wobei
die remanente Magnetisierung hier asymptotisch einem endlichen Wert B  ÷Ü entgegen-
strebt. Dieses Ergebnis legt eine superferromagnetische Phase nahe, wie sie auch ku¨rzlich
experimentell bei anderen Nanomaterialien gefunden wurde.
Im zweiten Teil der Arbeit wurde die Gleichstromleitfa¨higkeit disperser Ionenleiter
mit einem Perkolationsmodell untersucht. Hier wurde die Perkolation von Grenzfla¨chen
simuliert und die Berechnung der Gleichstromleitfa¨higkeit auf ein Diffusionsproblem
zuru¨ckgefu¨hrt, welches mit Hilfe von Random Walks numerisch gelo¨st wurde. Es wur-
de angenommen, daß in den Grenzfla¨chen zwischen Isolator und Ionenleiter die Ionen
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weitaus beweglicher sind als im Partikelvolumen. Diese Grenzfla¨chen stellen Pfade fu¨r
eine schnelle Ionendiffusion dar. Das behandelte Modell zeichnet sich dadurch aus, daß
es die Partikelgro¨ße direkt beru¨cksichtigt und gegenu¨ber approximativen Ansa¨tzen keine
freien Parameter beno¨tigt. Es wurde untersucht, wie die Variation der Leitfa¨higkeit mit
zunehmendem Isolatoranteil des Komposits von der Partikelgro¨ße abha¨ngt. Dabei zeig-
te sich, daß bei mikrokristallinen Kompositen die Leitfa¨higkeit mit zunehmendem Iso-
latoranteil abnimmt, bei nanokristallinen Systemen die Leitfa¨higkeit dagegen mit zuneh-
mendem Isolatoranteil ein Maximum zeigt. Das Maximum ist um so sta¨rker ausgepra¨gt, je
kleiner die Partikel sind. Die experimentell gemessene Leitfa¨higkeit zeigt selbst bei einem
Isolatoranteil von u¨ber 95% noch eine relativ hohe Leitfa¨higkeit. Zur Erkla¨rung dieses Ef-
fekts muß angenommen werden, daß weitere Mechanismen zum Ladungstra¨gertransport
beitragen, da die im Komposit verteilten Ionenleiterpartikel bei solchen Konzentrationen
nicht mehr direkt miteinander verbunden sein ko¨nnen. Dazu wurde in einem einfachen
Modell angenommen, daß ein Ionentransport auch u¨ber Isolatorgrenzschichten stattfindet,
wenn diese kurz sind und zwei Ionenleiterpartikel verbinden. Dadurch entstehen zusa¨tzli-
che Verbindungen, die die Perkolationsschwelle signifikant vera¨ndern. Es konnte gezeigt
werden, daß unter dieser Annahme die experimentell gefundenen Perkolationsschwellen
erreicht werden.
Im dritten Teil der Arbeit wurde der Einfluß von struktureller Unordnung auf die
gasmodulierte Leitfa¨higkeit von nanokristallinen Metalloxidschichten untersucht. Hierzu
wurde ein Perkolationsmodell entwickelt und die gasmodulierte Leitfa¨higkeit ebenfalls
auf ein Diffusionsproblem zuru¨ckgefu¨hrt, welches mit Hilfe von Random Walks gelo¨st
wurde. Ausgehend von einfachen Modellen, wurde die Leitfa¨higkeitsvariation an den ein-
zelnen Partikelkontakten simuliert. Zusa¨tzlich wurde in dem Modell beru¨cksichtigt, daß
durch die Ionosorption von Sauerstoff einige Partikel komplett an Ladungstra¨gern verarmt
sind und nicht zum Ladungstransport beitragen. Es wurde gezeigt, daß dies in Abha¨ngig-
keit von der mittleren Partikelgro¨ße sowie der mittleren Anzahl versinterter Nachbarparti-
kel zu einem Detektionslimit in Form einer Perkolationsschwelle fu¨hren kann. Es muß in
diesem Fall eine kritische Konzentration reduzierender Gase erreicht werden, damit sich
Pfade aus leitfa¨higen Partikel bilden, die zu einem langreichweitigen Stromtransport bei-
tragen. Dabei wurde gezeigt, daß die Leitfa¨higkeit oberhalb des Detektionslimits drastisch
ansteigt. Ebenfalls konnte gezeigt werden, wie durch die Variation von Partikeldichte und
Partikelgro¨ße das Detektionslimit vera¨ndert werden kann. Diese Mo¨glichkeit der Einstel-
lung erlaubt es, Systeme mit unterschiedlichen Schwellen zu realisieren, die aufgrund der
starken Leitfa¨higkeitsvariation an der Schwelle als schaltende Elemente genutzt werden
ko¨nnen. Aufgrund dieser Ergebnisse wurde ein neues Sensorkonzept vorgeschlagen, mit
dem u¨ber die Verbindung mehrerer solcher Elemente mit unterschiedlichen Schwellen die
Detektion von Gasen erheblich verbessert werden kann.
Anhang A
Verfahren und Algorithmen
A.1 Berechnung der Ewald Summe
Langreichweitige Wechselwirkungen (dipolare und Coulomb-Wechselwirkung) ko¨nnen
bei der Verwendung periodischer Randbedingungen effizient mit der Methode der Ewald-
Summation berechnet werden [32]. Bei der Verwendung periodischer Randbedingungen
wechsewirken die Teilchen mit allen Teilchen innerhalb des eigentlichen Systemvolu-
mens und mit allen Teilchen in den periodisch Fortgesetzten Bildern. Dabei gilt fu¨r die
Coulomb-Wechselwirkung
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wobei H ? die Ladung des < -ten Teilchens und =v ? t den Abstandsvektor zwischen den Teil-
chen bezeichnet. Die Summe u¨ber den Vektor =G
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Zahlen ist eine Summe u¨ber alle Punkte eines einfach kubischen Gitters und folgt aus
der Struktur der Grundbox, einem Kubus der Kantenla¨nge ¨ . Der Strich an der Summe
bedeutet hier wie im weiteren, daß fu¨r < A r der Fall =G A = weggelassen werden muß.
Die Summe (A.1) ist bedingt konvergent, d.h. das Resultat ha¨ngt von der Reihenfolge
ab, in der die Summation ausgefu¨hrt wird. Hier wird eine kugelschalenweise Summation
der Bildboxen in der Reihenfolge ihres Abstandes von der Grundbox durchgefu¨hrt: als
erstes wird die Grundbox betrachtet (d.h. =G A = ) und dann schalenweise die Boxen mit
@
=
G
@
A
¨ (d.h. =G A  :ﬂ¨      , =G A    :	¨    , =G A      :ﬂ¨ usw.) hinzuaddiert. Hierbei
muß spezifiziert werden, welche Art von Medium die Kugel umgibt, d.h. die dielektrische
Konstante 6 D muß festgelegt werden. Die Lo¨sung fu¨r eine Kugel umgeben von einem gu-
ten Leiter wie z.B. Metall ( 6 D A ÷ ) und umgeben von Vakuum ( 6 D A{ ) unterscheiden
sich in der Form
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Fu¨r den Fall des Vakuums hat die Kugel eine Oberfla¨chenladungsschicht, der letzte Term
in Gl.(A.2) hebt diese auf. Bei der Ewald-Summation ist jede Punktladung < mit einer an
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Abbildung A.1: Periodische Randbedingung bei der Ewald Summation. Ausgehend von (a) der
Grundbox des Systems, werden (b) die Grundbox plus eine Schale genommen und (c) jeweils eine
weitere Schale hinzuaddiert.
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gleicher Sta¨rke, aber gegensa¨tzlichen Vorzeichen umgeben. Der Parameter ò bestimmt
dabei die Breite der Verteilung. Diese Gegenladungen wirken als eine ionische Atmo-
spha¨re, die die Wechselwirkungen der eigentlichen Ladungen abschirmen und damit ef-
fektiv kurzreichweitig machen. Kompensierende Ladungsverteilungen mit den gleichen
Vorzeichen wie die eigentlichen Ladungen und in gleicher Form wie (A.3) werden zusa¨tz-
lich, aber im reziproken (Fourier-) Raum, aufsummiert. Diese Summe wird, nachdem sie
in den realen Raum zuru¨cktransformiert wurde, zu der Gesamtsumme hinzuaddiert, so
daß die beiden Ladungsverteilungen sich gegenseitig aufheben. Dabei muß beachtet wer-
den, daß die Wechselwirkung der kompensierenden Ladungsverteilungen mit sich selbst
wieder abgezogen werden muß. Daher erha¨lt das Ergebnis eine Summe im realen Raum,
eine im reziproken Raum, einen Korrekturterm und einen Oberfla¨chenterm
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wobei
q
²
@
=
q
@
und erfc(x) die komplementa¨re Fehlerfunktion bezeichnet. Das Ergebnis in
Gl.(A.4) la¨ßt sich direkt auf die in dieser Arbeit untersuchten dipolar wechselwirkenden
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Systeme u¨bertragen. Dazu wird die Ladung H ? durch das Produkt => ? =
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wobei die beiden Funktionen ÷' v  und ø' v  durch
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gegeben sind. Ist die Kugel nicht von Vakuum umgeben (d.h. 6 D ﬀ  ), so muß das Ergebnis
in der folgenden Form korrigiert werden
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Zur Vereinfachung kann die Kastenla¨nge auf ¨ A  gesetzt werden. Dann ist =G
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Wenn die Dipole nun ihren Ursprung beibehalten (also keine translatorischen Bewegun-
gen durchfu¨hren sondern nur rotieren) und sich somit =v ? t nicht a¨ndert, so kann die Be-
rechnung effizienter gestaltet werden, in dem Teile der Summe, die sich wa¨hrend der
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Simulation nicht mehr a¨ndern bereits vor der eigentlichen Simulation berechnet und ab-
gespeichert werden. Dieser Anteil wird in eine Matrix ü 6 N? t abgespeichert, wobei sich die
Matrix auf zwei Teile aufteilt
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Dabei sind die beiden Teilmatrizen wie folgt definiert
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wobei =ÉKA =v ? t z =G . Der Orientierungswinkel des < -ten Dipols ist
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wobei
f
? der Azimutalwinkel und á ? der Polarwinkel des < -ten Dipolmoments ist. Die Ge-
samtenergie des Systems la¨ßt sich unter Verwendung der Hilfsmatrizen dann vereinfachen
zu
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A.2 Finite Filamente zur Berechnung der Leitfa¨higkeit
einzelner Partikelverbindungen
Die Querschnittsfla¨che der Partikeldurchdringung mit Durchdringungsdurchmesser L
·wird in G gleichgroße Ringfla¨chen aufgeteilt
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wobei die Ringfla¨chen die Stirnfla¨chen von ineinander geschachtelten Hohlzylinder, den
Filamenten, sind. Damit ergibt sich als Außenradius des
q
-ten Filaments
v
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Somit ist die Wandsta¨rke Ù des
q
-ten Filaments
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wobei v
8
²
 . Der Index
q
la¨uft von
q
A
 bis zur Anzahl der Ringfla¨chen,
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Die Filamente verlaufen auf der gesamten La¨nge der Partikelverbindung und repra¨sen-
tieren parallelgeschaltete Widersta¨nde. Jedes Filament kann dabei entlang des Partikel-
kontakts durch Regionen unterschiedlicher Ladungstra¨gerdichte ( G
N
oder G ç ) verlaufen.
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Abbildung A.2: Idealisierte Geometrie eines versinterten Kontakts zweier Partikel. Die Partikel
werden als sich durchdringende Kugeln mit Radius Ð  und Ð

angenommen, die Ihren Mittel-
punkt in   bzw. 

haben und sich im Punkt  schneiden. Die Durchdringung fu¨hrt zum Durch-
dringungsdurchmesser 
·
. Unterhalb der Oberfla¨che der Kugeln befindet sich eine Randschicht
der Dicke ` , die parallel zur Kugeloberfla¨che verla¨uft. Dargestellt sind die Außenradien zwei-
er Filamente, wobei Ã
©
unterhalb des Anschlußpunktes   und Ã
© ©
oberhalb des Anschlußpunktes

 liegt, was in der Berechnung der Teilla¨ngen 
©
bzw. 
© ©
beru¨cksichtigt werden muß. Weitere
Erla¨uterungen siehe Text.
In diesem Fall werden, wie im folgenden gezeigt wird, die Teilstrecken 
J 
L
ô und 
J

L
ô auf
beiden Seiten des Kontakts ermittelt, in denen das Filament durch die Verarmungsrand-
schicht mit der Ladungstra¨gerdichte G ç verla¨uft. Die einzelnen Teilstrecken des Filaments
werden dann als eine Serienschaltung von Widersta¨nden behandelt.
Die Grenzlinie zwischen Verarmungsrandschicht und Kristallvolumen verla¨uft im Ab-
stand K parallel zur Partikeloberfla¨che (Abb.A.2). Fu¨r den Abstand j  bzw. j

der Bogen-
anschlußpunkte auf den Verbindungslinien   F bzw. 

F folgt mit dem Streckentei-
lungssatz
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Im folgenden sei nur der linke Teil des Partikelkontakts betrachtet, die Berechnungen
gelten analog fu¨r den rechten Teil des Kontakts. Sei v © ﬃ j  der Außenradius eines be-
trachteten Filaments, so berechnet sich die Teilstrecke  © mit der Ladungstra¨gerdichte G ç
zu
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Ist der Außendurchmesser hingegen v © © ﬀ j  , so ist die La¨nge des entsprechenden Teilab-
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schnitts
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Der Widerstand
Ì
? eines gesamten Filaments berechnet sich dann zu
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wobei   die Elementarladung und >
N
, > ç die Elektronenbeweglichkeit bezeichnet. Zur
numerischen Berechnung wurden folgenden Werte und Beziehungen aus [108] benutzt:
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± ,  A   Ï , der Wert fu¨r 6 ± A  w,a  wurde aus [115] entnommen.
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