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The generalization of matrix product states (MPS) to continuous systems, as proposed in the
breakthrough paper [F. Verstraete, J.I. Cirac, Phys. Rev. Lett. 104, 190405(2010)], provides a
powerful variational ansatz for the ground state of strongly interacting quantum field theories in one
spatial dimension. A continuous MPS (cMPS) approximation to the ground state can be obtained by
simulating an Euclidean time evolution. In this Letter we propose a cMPS optimization algorithm
based instead on energy minimization by gradient methods, and demonstrate its performance by
applying it to the Lieb Liniger model (an integrable model of an interacting bosonic field) directly
in the thermodynamic limit. We observe a very significant computational speed-up, of more than
two orders of magnitude, with respect to simulating an Euclidean time evolution. As a result,
much larger cMPS bond dimension D can be reached (e.g. D = 256 with moderate computational
resources) thus helping unlock the full potential of the cMPS representation for ground state studies.
Over the last 25 years, progress in our understanding
of quantum spin chains and other strongly interacting
quantum many-body systems in one spatial dimension
has been dominated by a variational ansatz: the matrix
product state (MPS) [1–4]. The wave function |Ψ〉 of
a quantum spin chain made of N spin-1/2 degrees of
freedom depends on 2N complex parameters Ψi1···iN ,
|Ψ〉 =
1∑
i1=0
1∑
i2=0
· · ·
1∑
iN=0
Ψi1i2···iN |i1i2 · · · iN 〉 . (1)
Accordingly, an exact numerical simulation has a compu-
tational cost that grows exponentially with the size N of
the chain. In an MPS, the 2N coefficients are expressed in
terms of the trace of a product of matrices. For instance,
in a translation invariant system the MPS reads
Ψi1i2···iN = tr
[
Ai1Ai2 · · ·AiN ] , (2)
where A0 and A1 are D×D complex matrices. Thus, the
state |Ψ〉 of N spins is specified by just O(D2) variational
parameters, allowing for the study of arbitrarily large,
even infinite, systems [5, 6].
A generic state of the spin chain can not be expressed
as an MPS, because the bond dimension D limits how
entangled |Ψ〉 can be. However, ground states of local
Hamiltonians happen to be weakly entangled (e.g. they
obey an entanglement area law [7, 8]) in a way that al-
lows for an accurate approximation by an MPS. Given
a Hamiltonian H, White’s revolutionary density matrix
renormalization group (DMRG) [2, 9] algorithm provided
the first systematic way of obtaining a ground state MPS
approximation by minimizing the energy, see also [9].
Subsequently, Refs. [10, 11] proposed an algorithm to
simulate time evolution with an MPS, which in Euclidean
time also produces a ground state approximation, see also
Refs. [12–14]. An improved formulation of the time evo-
lution simulation by MPS was obtained in terms of the
time-dependent variational principle (TDVP) [15].
The continuous version of an MPS (cMPS), introduced
by Verstraete and Cirac [16, 17], has the potential of
duplicating, in the context of quantum field theories in
the continuum, the enormous success of the MPS on the
lattice. A cMPS expresses the wave function |Ψ〉 of a
quantum field on a circle of radius L as a path ordered
exponential Pe of the fields that define the theory. For a
bosonic, translation invariant system it reads
|Ψ〉 = tr
[
Pe
∫ L
0
dxQ⊗1+R⊗ψ†(x)
]
|Ω〉 , (3)
where ψ†(x) is the bosonic field creation operator,
[ψ(x), ψ(y)] = 0,
[
ψ(x), ψ(y)†
]
= δ(x− y), (4)
|Ω〉 is the empty state, i.e. ψ(x) |Ω〉 = 0, and Q and R are
D ×D complex matrices. Again, the wave function |Ψ〉
is parameterized by just O(D2) parameters. A cMPS ap-
proximation to the ground state of a continuum Hamilto-
nian H can then be obtained by simulating an Euclidean
time evolution with TDVP adapted to cMPS [15]. While
this algorithm and its variations work reasonably well for
small D up to D ∼ 50 [18–21], their performance is poor
compared to lattice MPS techniques.
In this Letter we propose an energy minimization al-
gorithm to find a cMPS approximation for ground states,
based on gradient descent techniques, and demonstrate
its performance with the Lieb Liniger model in the ther-
modynamic limit (L → ∞). We also propose a useful
cMPS initialization scheme, of interest on its own, based
on lattice MPS algorithms. These proposals result in
a very significant computational speed-up with respect
to Euclidean time evolution – e.g. converging a cMPS
with bond dimension D = 256 requires less time than a
D = 64 computation with TDVP. For simplicity we con-
sider a single bosonic field. Generalization to a fermionic
field and to multiple fields is straightforward.
Continuum limit and central canonical form.— In or-
der to describe the algorithm, we must first adjust the
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2notation in two ways. Firstly, following [16], we discretize
the interval [0, L) in Eq.(3) into a regular lattice made of
N ≡ L/ sites and with inter-site spacing , and produce
an MPS with matrices A0 and A1 [22] given, in vectorized
form, by (
A0
A1
)
=
(
1+ Q√
R
)
, (5)
such that the original cMPS is recovered in the limit
 → 0 [16]. Here, A0 and A1 corresponds to having 0
or 1 particle at the lattice site. This lattice visualization
is useful in order to manipulate the cMPS with regular
MPS techniques, provided the latter have a well-defined
continuum limit ( → 0). Secondly, we use the lattice
visualization to re-express the cMPS of an infinite sys-
tem (L → ∞) in the central canonical form [23], Eq.(7)
below. For this purpose, we consider the Schmidt decom-
position of |Ψ〉 according to a left/right partition of the
resulting infinite lattice [24],
|Ψ〉 =
D∑
α=1
λα |Ψl,α〉 |Ψr,α〉 , λ1 ≥ · · · ≥ λD > 0, (6)
and denote by λ a diagonal matrix with the D Schmidt
coefficients {λ1, · · · , λD} in its diagonal. In the central
canonical form, the MPS |Ψ〉 is expressed as the infinite
product of (vectorized) matrices
|Ψ〉 ∼ · · ·λ−1
(
A0c
A1c
)
λ−1
(
A0c
A1c
)
λ−1
(
A0c
A1c
)
λ−1· · · .
(7)
The matrices A0c and A
1
c are chosen such that(
A0
A1
)
≡
(
A0c
A1c
)
λ−1 and
(
B0
B1
)
≡ λ−1
(
A0c
A1c
)
(8)
are in the left and right canonical form [3], namely(
A0
)†
A0 +
(
A1
)†
A1 = 1, (9)
B0(B0)† +B1(B1)† = 1. (10)
From Eqs.(7)-(8) the standard MPS form Eq.(2) (in the
L→∞ limit) for e.g. a left normalized MPS is recovered,
|Ψ〉 ∼ · · ·
(
A0
A1
)(
A0
A1
)(
A0
A1
)
· · · . (11)
In the central canonical form, familiar to DMRG and
MPS practitioners working with so-called single-site up-
dates, a change in the matrices A0c and A
1
c on a single site
produces an equivalent change in |Ψ〉, in the sense that
the scalar product in the lattice Hilbert space and in the
effective one-site Hilbert space are equivalent (they are
related by an isometry). This is important when apply-
ing gradient methods, because two gradients, calculated
in two different gauges of the same state, are in general
not related by a gauge transformation and are not equiv-
alent. The importance of the central gauge has been
realized early on in DMRG [2] and also time evolution
methods [6, 11, 23, 25–27].
Finally, in the continuum limit, the central canonical
form is given by (c.f. Eqs.(5) and (8))(
A0c
A1c
)
=
(
λ+ Qc√
Rc
)
. (12)
Gradient descent.— Given a quantum field Hamilto-
nian H, see e.g. Eq.(15), our goal is to iteratively opti-
mize the cMPS in such a way that the energy
E(λ,Qc, Rc) ≡ 〈Ψ|H |Ψ〉〈Ψ|Ψ〉 (13)
is minimized. Each iteration updates a triplet
(λ[n], Q
[n]
c , R
[n]
c ) and is made of two steps. (i) First, keep-
ing λ fixed, we update Qc and Rc in the direction of
steepest descent given by the gradient, namely Q˜[n]
R˜[n]
 =
 Q[n]c
R
[n]
c
− αn
 ∂E/∂Q∗c
∂E/∂R∗c
 , (14)
where αn > 0 is some adjustable parameter and
∗ denotes
complex conjugation. Crucially, the gradients ∂E/∂Q∗c
and ∂E/∂R∗c can be efficiently computed using stan-
dard cMPS contraction techniques. We dynamically
choose the largest possible factor αn by requiring con-
sistency with some simple stability conditions (alterna-
tively, αn can be determined by a line search). (ii) Then,
from (λ[n], Q˜[n], R˜[n]) we obtain (λ[n+1], Q
[n+1]
c , R
[n+1]
c )
by bringing the cMPS representation back into the cen-
tral canonical form. This completes an iteration, which
has a cost comparable to one time step in TDVP. We em-
phasize that all manipulations are implemented directly
in the continuum limit i.e.  is treated as an analytic
parameter throughout the optimization, and the  → 0
limit can be taken exactly due to exact cancellation of all
divergencies.
Overall, the proposed energy minimization algorithm
proceeds as follows (see [28] for technical details).
(a) Initialization: An initial triplet of matrices
(λ[0], Q
[0]
c , R
[0]
c ) is obtained, either from a random initial-
ization or, as in this Letter, through Eq.(12) from an
MPS optimized on the lattice.
(b) Iteration: The above update (λ[n], Q
[n]
c , R
[n]
c ) 7→
(λ[n+1], Q
[n+1]
c , R
[n+1]
c ) is iteratively applied until attain-
ing a suitably converged triplet (λ,Qc, Rc).
(c) Final output: A standard cMPS representation as
in Eq.(3) is recovered by transforming the result into
(Q,R). For instance, (Q,R) = (Qcλ
−1, Rcλ−1) as in
Eq.(8) for a final cMPS in the left canonical form (see
also [28]).
3As usual in such optimization methods, convergence
can be accelerated by replacing the gradient descent in
Eq.(14) with e.g. a non-linear conjugate gradient update,
which re-uses the gradient computed in previous steps
(see [28, 29]).
Example.— To benchmark the above algorithm, we
have applied it to obtain a cMPS approximation to the
ground state of the Lieb Liniger model [30, 31],
H =
∫
dx
( 1
2m
∂xψ
†(x)∂xψ(x) + µψ†(x)ψ(x)
+ g ψ†(x)ψ†(x)ψ(x)ψ(x)
)
, (15)
which is both of theoretical and of experimental interest
and has been realized in several cold atom experiments
[32–37]. This integrable Hamiltonian has a critical, gap-
less ground state that can be described by Luttinger liq-
uid theory [35] and can be exactly solved by Bethe ansatz
[30, 31, 38–41].
Fig. 1 (a) (blue dots) illustrates the fast and robust
convergence of the cMPS with the number of iterations of
steepest descent, by showing the energy density E ≡ 〈H〉,
particle density ρ ≡ 〈ψ†ψ〉, and reduced energy density
e,
e ≡ E − µρ
ρ3
= 〈∂xψ
†∂xψ
2m
+ gψ†ψ†ψψ〉 / 〈ψ†ψ〉3 , (16)
for bond dimension D = 16 and the choice of parame-
ters (µ, g,m) = (−0.5, 1.0, 0.5). For comparison, we also
show the same quantities when the cMPS is optimized
instead by an Euclidean time evolution using the TDVP
algorithm (green crosses), starting from the same initial
state and using values dτ = α = 0.01 for TDVP and
for the steepest descent optimization [28], respectively.
These values for dτ are typically used in common TDVP
calculations for cMPS [42]. Fig. 1 (b) then shows the
convergence of the energy e to the exact value eBethe ob-
tained from the Bethe ansatz solution [43] as a function of
iteration number, again for a steepest descent (blue dots)
and TDVP (green crosses) optimization. In this exam-
ple, energy minimization converges towards the ground
state roughly a hundred times faster than TDVP. The
difference in performance is even bigger for larger bond
dimension D, and/or when no lattice optimization is used
to initialize the cMPS, in which case TDVP may even fail
to converge.
Fig. 2(a) illustrates the performance of the proposed
energy minimization algorithm as a function of the bond
dimension D. For D = 16, 32, 64, 128, we computed the
reduced energy density e(γ) for several values of the di-
mensionless interaction strength γ ≡ g/ρ in the range
[0.04, 80] and observed a uniform pattern of convergence
towards the exact eBethe(γ). For reference, a D = 64
optimization employing a non-linear conjugate gradient
optimization [28] (stopped once the energy E has con-
FIG. 1: Convergence of gradient optimization and of TDVP,
forD = 16 and (µ, g,m) = (−0.5, 1.0, 0.5). We used dτ = 0.01
as time step for TDVP and α = 0.01 for the steepest descent
optimization [28]. The time per iteration for either method is
0.2s. (a) Energy density E (main figure) and particle density
ρ (inset) as a function of iteration number. (b) Convergence
of reduced energy density e towards the exact value eBethe as
a function of iteration number [43].
verged to 9 digits) takes ∼6 minutes on a desktop com-
puter [44], including both the lattice initialization (∼2
minutes) and the non-linear conjugate gradient optimiza-
tion in the continuum (∼4 minutes). This value of the
bond dimension is the largest reported so far using TDVP
[19, 45].
Fig. 2(b)-(c) specializes to γ ∼ 2.3, e ∼ 1.2, and
considers even larger values of the bond dimensions D,
up to 256, to reproduce well-understood finite-D ef-
fects of the cMPS representation [45–48]. Fig. 2(b)
shows the relative error ∆e in the reduced energy density
and the entanglement entropy S ≡ −∑α(λα)2 log2(λα)2
across a left/right bipartition, Eq.(6). As expected, ∆e
vanishes with D as a power-law, ∆e ∼ Dp1 , whereas
the entanglement entropy diverges logarithmically, S ∼
logD. Fig. 2(c) shows the superfluid correlation func-
tion 〈ψ†(x)ψ(0)〉 /ρ, which is seen to saturate to a fi-
nite value | 〈ψ〉 |2/ρ at some distance ξ, another well-
understood artefact of the (c)MPS representation at fi-
nite bond dimension D [45–48]. This artificial finite cor-
relation length ξ is seen to diverge with growing D as a
power-law, ξ ∼ Dp2 .
Once we have established that the optimized cMPS is
an accurate approximation to the ground state, we can
move to exploring other properties of the model. Fig. 3
4FIG. 2: (a) Reduced energy density e as a function of
the dimensionless interaction strength γ ≡ g/ρ and cMPS
bond dimensions D. The solid line is the exact result from
a Bethe ansatz calculation. Data points for different D are
on top of each other. The inset shows the error ∆e ≡
(e − eBethe)/eBethe. (b) Relative error ∆e in the reduced
energy density (filled circles) and bipartite entanglement S
(empty squares) of a left/right bipartition, as a function of the
bond dimension. (c) Superfluid correlation function, showing
saturation to a constant at a finite correlation length ξ, which
diverges with growing D.
FIG. 3: (a) Superfluid correlation function and (b) pair
correlations as a function of the interaction strength γ, for
µ = −0.5, D = 128.
shows the superfluid correlation function 〈ψ†(x)ψ(0)〉 /ρ
and pair correlation function 〈n(x)n(0)〉 /ρ2, respectively,
for D = 128 and different values of the dimensionless in-
teraction strength γ. With growing γ we observe an in-
creasingly rapid decay in the superfluid correlation func-
tion. The pair correlation function develops typical os-
cillations that are related to the fermionic nature of the
ground state of the Tonks-Girardeau gas [49] at g =∞.
We can also estimate both the central charge c and the
Luttinger parameter K, which can be used to uniquely
identify the conformal field theory that characterizes the
universal low energy / large distance features of the
model. The central charge c can be estimated from the
slope of S(D) (see Ref. [45]). For γ ≈ 2.3 we obtain a
value of c ≈ 0.997, to be compared with the exact value
c = 1. The Luttinger parameter K [35, 50] is obtained
from fitting log(〈ψ†(x)ψ(0)〉 /ρ) vs log(x) [20], where we
choose x to lie in the region where 〈ψ†(x)ψ(0)〉 /ρ ex-
hibits power-law decay. For D = 256 and γ ≈ 2.3 we
obtain K = 2.362 ± 0.002. A value of K = 2.378 was
obtained in [50] from the weak-coupling approximation
of the Bethe ansatz solution. The relative difference to
our result is ∼ 0.7%.
Discussion.— The cMPS is a powerful variational
ansatz for strongly interacting quantum field theories in
1+1 dimensions [16]. In this Letter we have proposed
a cMPS energy minimization algorithm with much bet-
ter performance, in terms of convergence and the attain-
able bond dimension D, than previous optimization algo-
rithms based on simulating an Euclidean time evolution.
For benchmarking purposes, we have applied it to the ex-
actly solvable Lieb Liniger model, but it performs equally
well for a large variety of (non-exactly solvable) field the-
ories [28]. We envisage that this algorithm will play a
decisive role in unlocking the full potential of the cMPS
representation for ground state studies in the continuum.
Our algorithm works best by initializing the cMPS
through an energy optimization on the lattice and by
translating the resulting MPS from the lattice to the
continuum through Eq.(5). A natural question is then
whether the continuum algorithm is needed at all. That
is, perhaps –one may wonder– an MPS algorithm work-
ing at finite lattice spacing  can already provide a cMPS
representation (through Eq.(5)) that can be made arbi-
trarily close to the one obtained with the continuum al-
gorithm by decreasing  sufficiently. The answer is that
this is not possible: lattice algorithms necessarily become
unstable as the lattice spacing  is reduced. This can be
understood from a simple scaling argument. In discretiz-
ing e.g. Hamiltonian H of Eq.(15) into a lattice, the non-
relativistic kinetic term
∫
∂xψ
†∂xψ is seen to diverge with
 as ∼ 1/2, while the rest of terms in the Hamiltonian
have a milder scaling. For small  this creates a large
range of energy scales that lead to numerical instability.
This effect is compounded with a second fact, revealed
by Eq.(5). For small  the MPS matrix A0 = 1 + Q is
made of two pieces: a constant part 1 made of 0’s and
1’s and the variational parameters Q, which are of order
. Thus the first part 1 shadows the second one, in that
the numerical precision on the variational parameters Q
is reduced by a factor  when embedded in matrix A0.
The observant reader may then wonder if these problems
could be prevented by just changing variables, to work
instead with Q = (A0 − 1)/. This is indeed the case,
and also the essence of working with the cMPS repre-
sentation directly, as we do in the proposed energy min-
imization algorithm. Notice that lattice MPS techniques
can be succesfully applied to ground states [51–55] and
real time evolution [56, 57] of discretized field theories.
5However, these simulations are conducted at sufficiently
large  and are often plagued with finite -scaling analy-
sis, which is not necessary when working directly with a
cMPS.
We have seen that the cMPS energy minimization al-
gorithm drastically outperforms TDVP at the task of
approximating the ground state (we emphasize that the
TDVP remains an extremely useful tool e.g. to simulate
real time evolution, for which no other method exists).
This result did not come as a surprise: on the lattice,
MPS energy minimization algorithms, including DMRG,
have long been observed to converge to the ground state
much faster than time evolution simulation algorithms
[5]. We expect the new algorithm to also produce a sig-
nificant speedup both for inhomogeneous Hamiltonians
(where matricesQ(x) and R(x) depend on space [16, 58]),
or for a theory of multiple fields ψα(x) [18, 59–64]), as
we will discuss in future work.
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1Supplementary Material
DMRG PRECONDITIONING
As mentioned in the Main Text, our cMPS gradient
optimization works best when using porperly prepared
initial states. The purpose of the following chapter is to
introduce a novel method that employs DMRG energy
minimization to obtain cMPS on a discretized system.
These discrete states are then taken as initial states to a
cMPS optimization in the continuum. The main result
here is that DMRG can be used to optimize an MPS with
tensors of the form(
A0
A1
)
=
(
1+ ∆xQ√
∆xR
)
, (S1)
in such a way that the cM PS structure, i.e. the matrices
Q,R, is always explicitly available. We use ∆x instead
of  to highlight that this is a lattice MPS. Note that
even though we are treating soft core bosons here, we are
restricting the local Hilbert space dimension to d = 2 (see
below). We start by discretizing the Hamiltonian H from
Eq.(15) on a grid with spacing ∆x. With the replacement
1√
∆x
ci ≡ ψ(xi), and using a first order discretization
of the kinetic energy, this results in the following local
Hamiltonian terms:
dx∂xψ
†∂xψ ≈ 1
(∆x)2
(c†i+1 − c†i )(ci+1 − ci) (S2)
dxψ†(x)ψ†(x)ψ(x)ψ(x) ≈ 1
∆x
c†i c
†
i+1cici+1 (S3)
dxψ†(x)ψ(x) ≈ c†i ci. (S4)
Note that we have replaced the local interaction term
with a nearest neighbour interaction term. This replace-
ment becomes exact in the limit ∆x→ 0. By comparing
the cMPS expressions for the local energy density
〈h〉 = 1
2m
(l|[Q,R]⊗ [Q∗, R∗]|r)+
g(l|R2 ⊗R∗2|r) + µ(l|R⊗R∗|r)
where (l| and |r) are the left and right reduced density
matrices (see below), with the ones obtained using the
above discretization Eqs.(S2)-(S4) and MPS tensors of
the form Eq.(S1), it is easy to see that they can be made
to coincide if in the numerical derivative Eq.(S2) one
makes the replacement
1
(∆x)2
(c†i+1 − c†i )(ci+1 − ci)→
1
(∆x)2
(P0i c†i+1 − c†iP0i+1)(P0i ci+1 − ciP0i+1), (S5)
where P0i is a projector onto the state with no parti-
cles at position xi. Thus, using Eq.(S3) and Eq.(S4) and
a modified kinetic energy Eq.(S5) with MPS matrices
of the form Eq.(S1) is almost identical to a discretized
cMPS description as obtained in [58]. The difference lies
in the normalization: whereas MPS tensors Eq.(S1) are
normalized according to a finite ∆x, a true cMPS is nor-
malized with respect to ∆x = 0. The use of the projector
P0i is crucial to the restriction of the local Hilbert space
dimension to d = 2. The final Hamiltonian then assumes
the form
H =
∑
i∈N
− 1
2m(∆x)2
(c†i ci+1 + c
†
i+1ci) +
g
∆x
c†i c
†
i+1cici+1
+
1
2m(∆x)2
(P0i ni+1 + niP0i+1) + µic†i ci.
For a given ∆x, we then use standard iDMRG on a two
site unit cell [5] to obtain the ground state. We note that
our proposed gradient optimization for cMPS could, with
minor modifications, also be applied to the discrete set-
ting, and to homogeneous lattice systems in general [65].
Once the iDMRG has been sufficiently converged, one
can use the matrices Q,R to initialize a new DMRG run
for a finer discretization ∆˜x < ∆x by simply changing
∆x to ∆˜x in Eq.(S1), and renormalizing the MPS tensor.
Using the terminology of Ref.[51], we call this operation
a prolongation of the state. Even for ∆x as large as
∆x = 0.1 and for the parameter values used in this Let-
ter, this gives already good initial states for a cMPS op-
timization at ∆x = 0. Note that since the matrices Q,R
depend on ∆x, so does the quality of the prolonged initial
state. This proposed fine graining procedure generalizes
the approach presented in [51] to arbitrary prolongations.
Prior to prolonging the state to a finer discretization, it
is vital to bring it into the canonical form [11] to re-
move any gauge jumps at the boundaries of the two-site
unit cell. Note that in the diagonal gauge there is still
a gauge freedom with diagonal, complex gauge matri-
ces that has to be removed as well before prolongation.
These gauge jumps originate from a unitary freedom in
the SVD and QR decompositions, which are used heavily
in lattice MPS optimizations.
DETERMINATION OF THE GRADIENT FOR
THE LIEB LINIGER MODEL
In this section we elaborate on the determination of
the gradient of the energy expectation value using cMPS
methods (see also [26] for details on lattice MPS gradi-
ents). The goal is to optimize the matrices Qc, Rc to
lower the energy
E(λ,Qc, Rc) ≡ HN ≡
〈Ψ|H |Ψ〉
〈Ψ|Ψ〉 ,
see Eq(13) in the main text. Similar to DMRG [3], we
calculate the gradient of this expression with respect to
2Q∗c , R
∗
c . Taking the derivative δ(H/N ) ≡ ∂∂(Q∗c ,R∗c ) (H/N )
gives
δ(H/N ) = δHN −
H
N 2 δN .
We normalize our state in such a way that H = 0 (see
Eqs.(S8) and (S9) below), and thus the second term van-
ishes identically. Since the energy depends non-linearly
on Qc, Rc, we have to apply the chain rule when calcu-
lating δH. However, due to translational invariance, this
full gradient decomposes into a sum of N identical terms,
where each term corresponds to a local gradient, and N
is the number of discretization points:
δH = N(δH)local.
(δH)local is a local derivative, similar to DMRG, with re-
spect to Q∗c , R
∗
c . Note that for inhomogeneous systems,
this local gradient would contain derivatives of the matrix
R [17]. Knowledge of this local gradient is thus sufficient
to calculate the gradient of H. To obtain the local gra-
dient (δH)local, it is convenient to consider the state in
the center site form
|Ψ〉 = . . .
(
1+ Ql√
Rl
)(
λ+ Qc√
Rc
)(
1+ Qr√
Rr
)
. . . ,
where Qc ≡ Qlλ = λQr, Rc ≡ Rlλ = λRr. λ is a diago-
nal matrix containing the Schmidt values. Ql/r and Rl/r
are left/right normalized cMPS matrices, i.e.
(1|Tl ≡ (1| (Ql ⊗ 1+ 1⊗Q∗l +Rl ⊗R∗l ) = 0
Tr|1) ≡ (Qr ⊗ 1+ 1⊗Q∗r +Rr ⊗R∗r) |1) = 0.
Here we have defined the left/right cMPS transfer oper-
ator [17]
Tl/r ≡ Ql/r ⊗ 1+ 1⊗Q∗l/r +Rl/r ⊗R∗l/r. (S6)
The energy expectation H with respect to now local
Qc, Rc (at the position where we want to take the local
derivative) can be evaluated to
〈Ψ|H|Ψ〉 =
d
(Hl|
b
(
λ+ Qc√
Rc
)
|(
λ∗ + Q∗c√
R∗c
)
]
+
[ ( λ+ Qc√Rc
)
|(
λ∗ + Q∗c√
R∗c
) e|Hr)c +

2m
([ QlRc −RlQc
Q∗lR
∗
c −R∗lQ∗c
]
+
[ QcRr −RcQr
Q∗cR
∗
r −R∗cQ∗r
])
+ g
([ RlRc
R∗lR
∗
c
]
+
[ RcRr
R∗cR
∗
r
])
+ µ
[ Rc
R∗c
]
(S7)
Symbols [, ], |, d, e, b, c represent tensor contractions. In
DMRG, the matrices (Hl| and |Hr) in Eq.(S7) are known
as the left and right block Hamiltonians. Below we de-
scribe how to calculate them in our context. We use a
particular renormalization of these left and right block
Hamiltonians, such that
d
(Hl|
b
λ
λ∗
]
= 0, (S8)
[ λ
λ∗
e
|Hr)
c
= 0. (S9)
Due to this renormalization, the expectation value H ≡
〈Ψ|H|Ψ〉 = 0. The local derivative of H with respect to
Q∗c , R
∗
c is then given by

∂E
∂Q∗c
≡ ∂H
∂Q∗c
= 
d
(Hl|
b
λ
•
]
+ 
[ λ
•
e
|Hr)
c
+ (S10)

2m
(
−
[ QlRc −RlQc
R∗l •
]
+
[ QcRr −RcQr
• R∗r
])

∂E
∂R∗c
≡ ∂H
∂R∗c
= 
d
(Hl|
b
Rc
•
]
+ 
[ Rc
•
e
|Hr)
c
+ (S11)

2m
([ QlRc −RlQc
Q∗l •
]
−
[ QcRr −RcQr
• Q∗r
])
+ g
([ RlRc
R∗l •
]
+
[ RcRr
•R∗r
])
+ µ
[ Rc
•
]
.
• signs denote free matrix indices due to the removal of
a matrix at this point in the tensor network. ∂E∂Q∗c and
∂E
∂R∗c
are then used to update Qc, Rc:
Qc → Q = Qc − α ∂E
∂Q∗c
Rc → R = Rc − α ∂E
∂R∗c
.
At this point, the new state is of the form
. . . λ−1
(
λ+ Q√
R
)
λ−1
(
λ+ Q√
R
)
λ−1
(
λ+ Q√
R
)
. . . .
The matrices λ−1 are now absorbed back into the cMPS
tensors from e.g. the right side, i.e.(
λ+ Q√
R
)
λ−1 →
(
1+ Qλ−1√
Rλ−1
)
≡
(
1+ Q˜√
R˜
)
.
3Q˜, R˜ are then brought back into the central canonical
gauge (see below), which produces a new triplet of ma-
trices (λ,Qc, Rc) and completes one update step. Con-
vergence is measured by the norm of the gradient
‖∇E‖ ≡ ‖(∂E/∂Q∗c , ∂E/∂R∗c)‖ =√
tr
[ ∂E
∂Q∗c
† ∂E
∂Q∗c
+
∂E
∂R∗c
† ∂E
∂R∗c
]
.
This measure is similar to, but more stringent than, the
one used in the TDVP, in general ‖x˙‖ < ‖∇E‖ (see below
for a definition of ‖x˙‖, the latter does not take ∂E∂Q∗c into
account).
Next we address the calculation of the matrices (Hl|
and |Hr) in Eqs.(S10) and (S11). In the context of
DMRG, they are known as the left and right block Hamil-
tonians, respectively. For an infinite, translational invari-
ant system they are given by an infinite sum of the form
(Hl| = (hl|
(
1+l +2l +
3
l + . . .
)
(S12)
|Hr) =
(
1+r +2r +
3
r + . . .
)|hr) (S13)
where l/r is an infinitesimal MPS transfer operation,
i.e.
l/r = 1⊗ 1+ (Ql/r ⊗ 1+ 1⊗Q∗l/r +Rl/r ⊗R∗l/r)
= 1⊗ 1+ Tl/r,
(see Eq.(S6)) and
(hl| = 1
2m
[ QlRl −RlQl
Q∗lR
∗
l −R∗lQ∗l
+ g
[ R2l
R∗2l
+ µ
[ Rl
R∗l
|hr) =
QrRr −RrQr
Q∗rR
∗
r −R∗rQ∗l
] 1
2m
+
R2r
R∗2r
]
g +
Rr
R∗r
]
µ
is related to the energy content of an infinitesimal interval
. Since l has a left and right eigen-vector (1| and |λ2)
to eigenvalue 1 (and similarly r has eigenvectors |1) and
(λ2| ) the two sums in Eqs.(S12) and (S13) are divergent.
These divergences can be regularized by removing the
subspace |λ2)(1| from r and |hr), and |1)(λ2| from l
and (hl|, i.e. by replacing
(hl| → (hl|⊥ ≡ (hl| − (hl|λ2)(1|
l → l − |λ2)(1|
|hr)→ |hr)⊥ ≡ |hr)− |1)(λ2|hr)
r → r − |1)(λ2|.
The geometric series can then be summed to
(Hl| = (hl|⊥ 1
1−l + |λ2)(1| = (hl|⊥
1
−Tl + |λ2)(1|
|Hr) = 1
1−r + |1)(λ2| |hr)⊥ =
1
−Tr + |1)(λ2| |hr)⊥
(S14)
(note the cancellation of  in Eqs.(S14)) which is equiv-
alent to [
Tr − |1)(λ2|
]|Hr) = −|hr)⊥ (S15)
(Hl|
[
Tl − |λ2)(1|
]
= −(hl|⊥ (S16)
with Tl/r the left/right cMPS transfer operator Eq.(S20).
We solve Eqs.(S15) and (S16) using the lgmres routine
provided by the scipy.sparse.linalg module [66].
Here is a summary of our proposed optimization
scheme:
1. Initialize a cMPS with matrices Q,R and bring
them into central canonical gauge. Set a desired
convergence ε.
2. Calculate (Hl| and |Hr) according to Eq.(S15) and
Eq.(S16).
3. Calculate ∂E∂Q∗c and
∂E
∂R∗c
from Eqs. (S10) and (S11).
4. Update:
Q˜ = (Qc − α ∂E
∂Q∗c
)λ−1
R˜ = (Rc − α ∂E
∂R∗c
)λ−1
5. Regauge Q˜, R˜ into the central canonical form and
measure ‖∇E‖ =
√
tr
[
∂E
∂Q∗c
† ∂E
∂Q∗c
+ ∂E∂R∗c
† ∂E
∂R∗c
]
. If
‖∇E‖ < ε stop, otherwise go back to 2.
During simulations we dynamically adapt the parameter
α, i.e. if we detect a large increase in ‖∇E‖ we reject the
update and redo the step with a smaller value of α.
TIME DEPENDENT VARIATIONAL PRINCIPLE
FOR CMPS
In the following we summarize the Time Dependent
Variational Principle (TDVP) [15, 25, 27] for homoge-
neous cMPS (see also the Appendix in [20] for more de-
tails). To obtain the ground state of e.g. Eq.(15) in the
Main Text, one employs Euclidean time evolution using
the TDVP. The general strategy is the following: given a
cMPS |Ψ[Q(τ), R(τ)]〉 at time τ , one finds an approxima-
tion |Φ〉 ≈ H |Ψ[Q(τ), R(τ)]〉 that can be used to evolve
|Ψ[Q(τ), R(τ)]〉:
|Ψ[Q(τ + dτ), R(τ + dτ)]〉 = |Ψ[Q(τ), R(τ)]〉 − dτ |Φ〉
The most general ansatz ansatz for |Φ〉 is to superimpose
local perturbations on the state |Ψ[Q(τ), R(τ)]〉:
|Φ(V,W )〉 ≡∫ ∞
−∞
v†−∞dx U(−∞, x)(V ⊗ 1+W ⊗ ψ†(x))U(x,∞)v∞|0〉,
(S17)
4where we U(x, y) is
U(x, y) = Pe
∫ y
x
dz Q⊗1+R⊗ψ†(z).
v−∞ and v∞ are irrelevant boundary vectors at x = ±∞.
The optimal Vopt andWopt are found from minimizing the
norm
Vopt,Wopt = argmin{V,W}‖|Φ〉 −H|Ψ〉‖2, (S18)
with |Φ(V,W )〉 defined in Eq.(S17). This amounts to
the calculation of tensor network expressions similar to
Eqs.(S10) and (S11). The non-local nature of the per-
turbations in |Φ(V,W )〉 leads to a complication in the
minimization, that can be overcome by resorting to a
new parametrization Vl,W (or Vr,W ) such that the
norm ‖|Φ(Vl,W )〉‖ =
√〈Φ(V ∗l ,W ∗)|Φ(Vl,W )〉 has non-
vanishing contributions only when Vl,W and V
∗
l ,W
∗ act
at the same position in space. Two possible parametriza-
tions are given by
Vl = −1
l
R†lW
Vr = −1
r
WrR. (S19)
These are called the left or right tangent-space gauges,
respectively. We note that this parametrization covers
the full tangent-space to the state |Ψ〉 [17]. Here, the
only free parameter left is W . l and r are the left and
right reduced density matrices obtained as the left and
right eigenvectors of the cMPS transfer operator
T = Q⊗ 1+ 1⊗Q∗ +R⊗R∗ (S20)
to eigenvalue η = 0, i.e. (l|T = 0 (l|, T |r) = 0 |r)
in braket notation. In the TDVP for cMPS, one fur-
ther simplifies all expressions in the minimization by
reparametrizing W as
W =
1√
l
Y
1√
r
,
where Y is now the free parameter. The convergence
measure used in TDVP is given by the norm
‖x˙‖ ≡ ‖|Φ(V,W )〉‖ =
√
tr(W †lWr) =
√
tr(Y †Y ).
For left normalized matrices Ql, Rl, the update step is
given by
Ql → Q = Ql − dτVl
Rl → R = Rl − dτW,
with dτ a small time step in imaginary time. Vl and W
correspond to ∂E∂Q∗c and
∂E
∂R∗c
in the gradient optimization
approach.
Our gradient calculation includes one additional com-
putational step as compared to the TDVP. There, de-
pending on the choice of tangent-gauge, the calculation
FIG. S1: Comparison of cMPS gradient optimization with the
TDVP, for D = 16 and µ = −0.5, g = 1.0,m = 0.5. We used
a time step α = 0.01. (a) Energy density E (main figure) and
particle density ρ (inset) as a function of iteration number.
(b) Convergence of e to the exact value from Bethe ansatz as
a function of iteration number.
of one of the two expressions containing (Hl| or |Hr) in
Eqs.(S10) and (S11) can be omitted. In our case we need
to calculate both of them. This adds however only a
small overhead in computational time.
OBTAINING THE CENTRAL CANONICAL
FORM
An important ingredient to our gradient optimization
is the central canonical form, introduced in the Main
Text. Here we describe how to obtain the central canon-
ical form for cMPS. The procedure is a straight forward
adaption of the corresponding lattice algorithm. Start-
ing from unnormalized matrices Q,R, one first calculates
the left and right eigenvectors (l|, |r) (l, r in matrix no-
tation) of the transfer operator T Eq.(S20) to the largest
real eigenvalue η,
(l|T = η(l|
T |r) = η|r),
where η ∈ R. Next, the cMPS is normalized by
Q→ Q− η
2
1.
This shifts the eigenvalue of (l| and |r) to η′ = 0. Using
l, r, compute X =
√
r, Y =
√
l and use a singular value
5FIG. S2: (a) Comparison of convergence of regular TDVP
(blue dash-dotted) vs. cMPS steepest descent gradient opti-
mization without (green dashed) and with (red solid) DMRG-
preconditioning, for D = 64 and µ = −0.5, g = 1.0,m = 0.5.
The TDVP would take several O(104) steps to converge. The
gradient optimization without DMRG-preconditioning and
dynamically adapted α took roughly 2500 iterations (4h run-
time on a desktop PC [44]). With preconditioning it finished
after 354 iterations (which took ≈ 1043 second or 17.4 min).
The DMRG preconditioner was run for ∆x = 0.5, 0.1, and
took roughly 140 seconds to converge [44] We used α = 0.01
for ‖∇E‖ > 10−3 and α = 0.03 for ‖∇E‖ ≤ 10−3. (b) ‖∇E‖
of steepest descent gradient optimization as a function of iter-
ation number for different bond dimensions D, with DMRG-
preconditioning (total run time (including DMRG precondi-
tioning) for D = 128 was 2.6h on a desktop PC [44]).
decomposition to obtain
UλD = Y X,
where λ contains the Schmidt values. Normalize λ by
λ→ λ√
tr(λλ†)
.
The left or right normalized cMPS matrices Ql, Rl or
Qr, Rr are then obtained from
Ql = GlQG
−1
l ,
Rl = GlRG
−1
l
Qr = GrQG
−1
r
Rr = GrRG
−1
r
with
Gl = λDX
−1
G−1l = Y
−1U
Gr = DX
−1
G−1r = Y
−1Uλ. (S21)
FIG. S3: (a) TDVP ground state simulation: ‖x˙‖ as a func-
tion of iteration number for different bond dimensions D, and
µ = −0.5, g = 1.0,m = 0.5. For D = 64 we used an adaptive
dτ scheme. (b) cMPS steepest descent gradient optimization:
‖∇E‖ as a function of iteration number for different bond di-
mensions D, and µ = −0.5, g = 1.0,m = 0.5. For D = 64 we
used the same adaptive α scheme as in (a).
Note that Qlλ = λQr, Rlλ = λRr.
NON-LINEAR CONJUGATE GRADIENT
The non-linear conjugate gradient approach is an im-
provement of the steepest descent method that reuses
gradient information from previous iterations, see e.g.
[67], and has recently been proposed as an improvement
of the TDVP [29]. At iteration n, the new search direc-
tion ~vn is given by a linear combination of the current gra-
dient ∇En and the previous search direction ~vn−1 from
step n− 1:
~vn = ∇En + βn~vn−1. (S22)
The parameter βn is calculated from a semi-empirical
formula. In our case, we use the Fletcher-Reeves form
βn =
‖∇En‖2
‖∇En−1‖2 . (S23)
In a regular implementation, one uses a line search
method to find the minimum in the direction ~vn of E,
which is then taken to be the starting point for the next
iteration. We omit this line search in our implementa-
tion. The procedure is initialized with ~v−1 = 0. In our
case, there is a small caveat due to a gauge change of the
state between iterations n− 1 and n when regauging the
state into the central canonical form. Due to this gauge
6FIG. S4: (a) Relative error of the dimensionless ground-
state energy, (b) bipartite entanglement entropy S ≡
−∑α(λα)2 log2(λα)2 and (c) order parameter | 〈ψ〉 |2/ρ vs.
bond dimension D, for D = 16, 32, 64, 128, 256, and µ =
−0.5, γ ≡ g/ρ ≈ 2.3 (g = 1.0).
change, the current gradient and the previous search di-
rection can only be added after the latter has been trans-
formed into the gauge of the current state [68]. This is
achieved using the matrices Gl and Gr from Eq.(S21).
Consider an update for the state (λ[n], Q
[n]
c , R
[n]
c ) at it-
eration n. For the case of a left-sided update where the
state is connected back by multiplication of [λ[n]]−1 from
the right (see 4. in the summary of our proposed algo-
rithm), the new search direction is given by
~vn =
 ∂E∂Q∗c [n]
∂E
∂R∗c
[n]
 [λ[n]]−1 + βnG[n]l ~vn−1[G[n]l ]−1
where G
[n]
l is the gauge matrix obtained from gauging the
state from the previous iteration n − 1 into the central
canonical form at iteration n (see Eq.(S21)) i.e.
Q
[n]
l = G
[n]
l Q˜
[n−1][G[n]l ]
−1
R
[n]
l = G
[n]
l R˜
[n−1][G[n]l ]
−1.
The matrices Q
[n]
c , R
[n]
c are then updated according to(
Q˜[n]
R˜[n]
)
=
(
Q
[n]
c
R
[n]
c
)
[λ[n]]−1 − α~vn.
This algorithm only works reliably for ‖∇E‖ below a cer-
tain threshold which we empirically find to be ‖∇E‖ <
10−2. Further more, the Fletcher-Reeves update is prone
to jamming, i.e. stagnation of convergence rates. One
way to overcome this is by resetting the method after
a certain number of Nreset steps by setting βn = 0,
thereby discarding all previous information after Nreset
iterations. We found Nreset = 8− 10 to work best in our
simulations.
FURTHER RESULTS
Lieb Liniger Model
In this section we show further comparisons of the
cMPS steepest descent gradient optimization with the
TDVP. Fig. S1 shows results for convergence of E and ρ
with iteration number similar to Fig.(1) the main text,
but with a random common initial state as opposed to
one that has been preconditioned with DMRG. The re-
sults are in qualitative agreement with the ones in the
Main Text.
In Fig. S2 (a) we compare the convergence of regular
TDVP (blue) without DMRG-preconditioning, the cMPS
steepest descent gradient optimization scheme with-
out DMRG-preconditioning (green) and cMPS steep-
est descent gradient optimization scheme with DMRG-
preconditioning (red). In all simulations we used an
adaptive α scheme to keep the simulation stable. We
ran our DMRG preconditioner for a lattice discretization
∆x = 0.5 and 0.1 for 400 and 2000 DMRG steps, re-
spectively (the total run time of the two DMRG runs
was roughly 140 seconds [44]). We then prolonged the
resulting state to ∆x = 0.0 and took it as initial state
for a cMPS optimization. We stopped the cMPS opti-
mization once ‖∇E‖ < 5 × 10−5. The simulation with
DMRG-preconditioning converged within 354 iterations
(17.4 min [44]), as compared to 2500 iterations without
preconditioning, and several ten thousand iterations for
TDVP without preconditioning. Fig. S2 (b) shows ‖∇E‖
for the cMPS steepest descent gradient optimization with
DMRG-preconditioning for different values of D. The to-
tal runtime for the largest bond dimension D = 128 was
roughly 2.6h on a desktop PC [44]. The plot demon-
strates that the number of steps to converge a cMPS
ground state does not depend on the bond dimension D
for our new scheme.
In Fig. S3 (a) we show convergence of TDVP for differ-
ent bond dimensions D = 8, 16 and 64, Fig. S3 (b) shows
7results for the cMPS steepest descent gradient optimiza-
tion for the same cases. For D = 8, 16, we used a single
time step α = 0.01 throughout the simulation, whereas
for D = 64 we resorted to an adaptive scheme. The com-
putational gain of our proposed scheme clearly increases
with increasing D. We note that the total reachable ac-
curacy of the ground state in both the TDVP and our
proposed scheme depends on the accuracy of the eigen-
solvers used to obtain |r), (l|, |Hr) and (Hl| [66]. By using
a higher accuracy in these solvers, the accuracy can be
increased at the cost of a longer run time per iteration
step.
In Fig. S4 (a) to (c) we plot the relative error of the
reduced ground state energy, the entanglement entropy
S and the order parameter | 〈ψ〉 |2/ρ for different values
of D = 16, 32, 64, 128, 256 and m = 0.5, µ = −0.5, γ ≡
g/ρ ≈ 2.3 (g = 1.0).
Non-integrable models
In this section we present additional results obtained
with the gradient optimization algorithm. In particular,
we obtain ground-state correlation functions for the fol-
lowing two Hamiltonians:
Extended Lieb Liniger model: In this model, the bosons
are interacting with each other via a longer-range, expo-
nentially suppressed interaction. The Hamiltonian takes
on the form
H1 =
∫
dx
( 1
2m
∂xψ
†(x)∂xψ(x) + µψ†(x)ψ(x)
+ g2
∫ ∞
y=x
dx dy e−η(y−x) ψ†(x)ψ†(y)ψ(y)ψ(x)
)
,
(S24)
with η > 0 the range of the interaction, and g2 the in-
teraction strength. µ and m are chemical potential and
mass, respectively.
Interacting bosons with a U(1) breaking pairing term:
The second Hamiltonian is a Lieb-Liniger type Hamilto-
nian with an additional pairing term:
H2 =
∫
dx
( 1
2m
∂xψ
†(x)∂xψ(x) + µψ†(x)ψ(x)
+ g ψ†(x)ψ†(x)ψ(x)ψ(x) + ∆ψ†(x)ψ†(x)ψ(x)ψ(x)
)
,
(S25)
where ∆ is a pairing term which brakes the U(1) symme-
try of the Lieb Liniger model, and g, µ and m are interac-
tion strength, chemical potential and mass, respectively.
Both Hamiltonians are no longer integrable, and can thus
not be solved exactly by Bethe’s Ansatz. In particular,
Eq.(S25) has a gapped ground state for ∆ 6= 0. The ad-
ditional contributions to the gradient due to the pairing
and exponential interaction terms are calculated similar
to e.g. [19, 20].
FIG. S5: Structure factor (top) and pair correlation function
(bottom) for the ground state of the extended Lieb Liniger
model, with g2 = 0.25 (γ ≡ g2/ 〈n〉 ≈ 0.5),m = 0.5, µ =
−0.5, η = 0.5 and D = 128.
The results are shown in Fig. S5 and Fig. S6. Fig. S5
shows the structure factor and pair correlation function
for the extended Lieb Liniger model (parameters are in
the caption). The structure factor shows algebraic decay
over several decades. The model is in this case critical,
and can be described by Luttinger Liquid theory.
Fig. S6 shows results for a Lieb Liniger type model
with an additional pairing term ∆ = 0.1. For ∆ 6= 0,
the model is gapped. A bond dimension of D = 16 is in
this case already sufficient to obtain an accurate wave-
function. This can be seen from the top panel in Fig. S6,
where we show results for the structure factor for D =
16, 32 (green dotted, red dashed lines). The two curves
are practically on top of each other. The saturation at
a finite value is thus of physical origin. In contrast, for
∆ = 0.0, the model is critical, and a saturation of the
structure factor in this case is an artifact due to the finite
cMPS bond dimension. This is illustrated by the blue
dash-dotted and black curves in the top panel of Fig. S6,
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(bottom) for the ground state of a Lieb Liniger model with
pairing interaction, for g = 1,m = 0.5, µ = −0.5,∆ = 0.1.
Green dash-dotted and red dashed lines are results for D = 16
andD = 32, respectively. Increasing the bond dimension from
D = 16 to D = 32 gives no significant change in the results.
Thus, the saturation of the structure factor at a finite value
reflects the fact that the system is gapped. In contrast, for
∆ = 0.0 (blue dotted for D = 32 and black lines for D = 128)
the results are very sensitive to an increase in D. There, the
saturation is an artifact of the finite bond dimension of the
cMPS.
which show results for ∆ = 0 and D = 32 and 128,
respectively. There, an increase in D from 32 to 128
shows a significant change in the results. The bottom
panel in Fig. S6 shows the pair correlation function for
the same parameters.
