Abstract-The aim of circular order aggregation is to find a circular order on a set of n items using angular values from p heterogeneous data sets. This problem is new in the literature and has been motivated by the biological question of finding the order among the peak expression of a group of cell cycle genes. In this paper, two very different approaches to solve the problem that use pairwise and triplewise information are proposed. Both approaches are analyzed and compared using theoretical developments and numerical studies, and applied to the cell cycle data that motivated the problem.
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INTRODUCTION
I N this paper we deal with the problem of obtaining a circular order on a set of n items using angular values from p heterogeneous data sets that typically are observations from experiments conducted under different conditions.
The question of circular order aggregation, which to our best knowledge has not been treated in the literature up to date, has been motivated by an application in molecular biology related to the analysis of expression data from cell cycle genes that play an important role on the process of cell division. In cell cycle research it is fundamental to know the order of expression of periodic genes as genes execute their functions like an orchestra. As many experiments on this question have been performed by different laboratories under different conditions [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] there is an obvious need for a way of aggregating the different gene expression orders that may be provided by these experiments. This sort of problem is not only interesting in cell biology [1] , [2] , [3] , [9] but also on endocrinology [10] , neuroscience [11] or circadian biology where the effect of sleep patterns on the temporal order of several circadian genes and its effect on metabolism has already been considered [12] . In this paper we mainly focus on the methodological aspects of the circular order aggregation problem and propose solutions that may be applied, not only to any of the aforementioned research areas, but to any case where the order of elements around a circle is of interest and the available information comes from heterogeneous experiments.
The circular problem has a counterpart in the line, the classical problem of determining the true order among n objects using the orders (or ranks) assigned by p independent judges. There exists a huge literature in rank aggregation for Euclidean data [13] , [14] , [15] , [16] . In fact, a broad list of techniques to tackle the problem has been developed and numerous settings have been considered. The problem can be presented in a general form as that of finding the order that is "closest to" a given set of data according to an objective function or criteria. The techniques can be classified considering several aspects:
1) The type of objective function or criteria.
2) The type of input information (ordinal or cardinal).
3) The mathematical representation of the input information: As vectors (when orders are given by the judges), or matrices (when the initial information are multiple preferences between pair of items, see [17] ). 4) The statistical assumptions considered. These may range assuming fixed distributions for the observed data to no assumption at all passing by assuming a distribution on the permutations. 5) The available information, producing supervised (some information available) or unsupervised (no information available) aggregation methods. The spectrum of the problems where the methodology of order aggregation is applied is wide, starting with applications in social sciences, where the subject initially appears under the name of social choice problem. In this field the most studied problem is vote aggregation [18] , [19] , [20] . Nowadays, one of the most relevant areas facing the problem of order aggregation is information retrieval. In this area, order aggregation methodology is being applied in web searching [21] , [22] , [23] , [24] . Other areas with interesting applications include biology [25] , [26] , [27] , [28] , sport competitions [29] , or quality assessment [30] among others.
Rank aggregation is extensively studied in the line, but none of the methods developed to solve that problem can be directly applied to solve the problem of circular order aggregation due to the underlying geometry of the circle. On the other hand, the problem of order aggregation is practically unexplored in the circular setting. Although the problem of circular order aggregation has been briefly introduced in [31] and [32] , this is the first paper on the subject which is characterized by the use of circular orders, or angular data sets, as input information and by formulating the problem as the search of a common circular order. For a revision of the basic elements to analyze circular data we refer to the books [33] and [34] . Two papers dealing with related statistical problems are [35] and [36] . The first solves the problem of estimating points in a unit circle subject to an order restriction and the second provides a test for testing a given circular order. In both papers cell-cycle gene expression data have been analyzed.
To illustrate the difficulties of the problem at hand, see example in Fig. 1 below with three items to be ordered: 1; 2; 3 and two experiments (a), (b). The observed values in the experiments (a) and (b) verify the same circular order, that we will denote as 1 3 2 1 to emphasize its circularity. However, the direct approach to aggregate angular information, the circular means of the observed values, does not yield the same order (Fig. 1c) . The problem comes from the non-convexity of the set of vectors verifying a circular order. If the data in the same example are rotated it can be checked that the arithmetic mean is not a valid approach either. Then, the classical approach of Borda method is not appropriate.
Many possible techniques can be developed considering the different variants of the five aspects enumerated above about order aggregation. We have restricted the set of candidate methods to those designed to solve problems related to the motivation of our research and those with a general purpose. In particular, we consider unsupervised algorithms which search the optimum of an objective function defined as a distance between a target order and the data sets. We consider cardinal and ordinal input data, two different objective functions and we make no distributional assumptions on the data. We present two different techniques. The originality of these proposals are two-fold. First, the idea of using the circular isotonic regression estimator (CIRE), see [35] , which allows the definition of a new objective function for cardinal data. Second, the use of triplewise information in a novel technique.
This latter novel technique is based on Hodge theory [37] . The use of triplewise information allows the introduction of angular preferences between three items by using triangular flows. To our best knowledge, this is the first time that a triplewise data approach is proposed in the literature. In fact, the triplewise data seems to be the natural input information in the circular setting as three is the minimum number of items to be uniquely ordered in the circle. In this setting, we propose a squared-loss optimization problem in R nÂnÂn to obtain the aggregated circular order and we develop an algorithm to solve it. We also prove, using Hodge theory, good theoretical properties for the proposed algorithm.
Besides Hodge approach, we also consider another technique based on solving a Traveling Salesman Problem (TSP). The TSP is one of the most intensively studied problems in optimization. It can be formulated as the search of the shortest tour in a graph where the vertexes are the items to be ordered and the lengths of the edges (between each pair of vertexes) measure pairwise relationships. This technique has been previously explored in the works by [31] and [32] .
Several interesting examples are included that illustrate the weaknesses and strengths of the methods, and a very extensive simulation study is conducted. The value of the objective functions as well as the computational time are the criteria used to compare the solutions from the different techniques.
Moreover, the different approaches are used to solve the problem of finding the order of activation of cell-cycle genes, which is the problem which initially motivated this research.
The algorithms developed in this paper have been implemented as part of an R package called isocir (isotonic inference for circular data), that is available on CRAN [38] .
The outline of the paper is as follows. We address the basic estimation problem in Section 2 where the objective function and the related elements are defined. The TSP pairwise proposal, and the Hodge triplewise technique are presented in Sections 3 and 4, respectively. Section 5 is devoted to the analysis of the numerical results and Section 6 to the problem of ordering cell-cycle genes from heterogenous experiments. Finally, conclusions are given in Section 7.
THE CIRCULAR ORDER AGGREGATION PROBLEM
Let V ¼ f1; 2; . . . ; ng be the set of items to be ordered on a circle and let j ¼ 1; . . . ; p be the experiments. We assume that each experimenter j assigns circular scores (cardinal information), or gives a circular order (ordinal information), to a fraction of the i ¼ 1; . . . ; n items. We will see that to find the aggregated order, one may use the individual observations, u ij , directly; pairwise information, Y j ih measuring the degree of preference of item i over item h; or triplewise information, C j ihk , measuring the degree of circular preference of the triple i, then h then k. Let us also denote
Gathering all such observations from the p experiments together, we have the matrix
We also denote as T j T j ¼ ðt 1j ; . . . ; t nj Þ 0 the vector of ordered positions for observations in experiment j. In this way, when cardinal scores are observed we have,
On the other hand, when only ordinal information is provided, T j T j gives the positions in the order starting with the item i such that t ij ¼ 1 . Both T j T j and the angular values derived from the positions, T j T j (assigning u ij ¼ 2p of Q Q j under the circular order O O, ie: the vector verifying the circular order O O, closest to Q Q j using the sum of circular errors (SCE) distance:
ð1 À cos ðu ij À a i ÞÞ:
The CIRE is defined in [35] where also interesting properties and an algorithm to obtain the CIRE are given. The distance between Q Q j and the order O O is then defined using the mean sum of circular errors (MSCE) as follows:
Finally, using the CIRE and the MSCE from the p experiments, we define a distance between the full data set Q Q and the order O O, that is denoted by d Ã ðQ Q; O OÞ and is given by the weighted mean of the MSCEs as follows:
where v j is the weight associated with the jth experiment, which is usually used to take into account differences in variability within experiments. For instance, assuming u ij $ Mðf ij ; k j Þ with k j known, the weights may be defined
With this notation, the problem of searching for a global circular order, O O Ã 2 O from the information given by the p experiments, can be written as the following optimization problem:
Moreover, there may exist applications where ordinal information is provided as input. In these cases, the objective function of interest is defined using the vectors of positions and the optimization problem is defined as follows,
where T T j is the vector of positions for experiment j, T T is the vector of positions for order O O and b DðT T j ; TÞ is the circular version of Kendall's Tau, defined in the Supplementary Information, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/ 10.1109/TCBB.2016.2565469, that we will denote as CKt.
Problems (4) and (5) are more complex that their Euclidean counterparts (ranking aggregation problems) that are NP-Hard (see [21] ). In fact, in the simple case in which all the input circular values are in a semicircle or a smaller sector, problems (4) and (5) can be formulated and solved in the Euclidean space. This means that there is no guarantee that the optimum can be attained in polynomial time.
In this paper, we design several techniques that provide good approximations to problems (4) and (5) Step 2 is the same for all these techniques and it involves the implementation of a local search algorithm called CLMA (Circular Local Minimization Algorithm) whose objective is to make local improvements
This algorithm is based on a well-known algorithm for order aggregation called Local Kemenization and developed in [21] . CLMA considers each triple of consecutive elements and checks if a permutation of those items improves the objective function. Full details on how CLMA works are given in the Supplementary Information, available online.
A PAIRWISE ORDERING TECHNIQUE BASED ON THE TSP
In this section we present a technique where each experiment j is represented by a directed graph where the nodes are the items to be ordered. Each pair of nodes ðh; kÞ is connected by an edge with length E j hk that measures the preference of h over k in experiment j. Different definitions for the lengths E j hk are proposed at the end of this section. The information given by each experiment is aggregated in a matrix E ¼ ðE hk Þ nÂn of aggregated edge lengths, where
hk . As detailed below, a circular order between the elements defining the graph corresponds, one to one, to a tour passing by each element exactly once and returning to the initial element. In this way, the problem of finding an optimal circular order can be reduced to finding an optimal tour around a set of elements. Then, an approximate solution to (4) is given by the circular order associated with the tour that minimizes the total length. This latter problem is the well-known Traveling Salesman Problem (TSP) that is one of the most famous combinatorial problems, and perhaps the best studied one, in the field of computational combinatorial optimization and graph theory [39] , [40] , [41] .
Let X be the set of n Â n binary matrices. The mathematical formulation of our TSP is,
restricted to,
A binary matrix X verifying restrictions (i), (ii) and (iii), represents a tour that goes exactly once by all nodes in the graph, starting and ending at the same node with X hk ¼ 1 iff the edge ðh; kÞ is active in the tour. Therefore, there is an obvious one to one relationship between matrices verifying the three restrictions in (6) and circular orders. The order b O O 0 corresponding to the solution to (6) , b X, is the approximate solution to (4) given by this approach.
A major advantage of this formulation is computational as there are multiple heuristics to solve the TSP offering good approximations [41] .
Definition of E j hk
In order to obtain more general results, we consider directed distances, that allow taking into account the rotation direction in the definition of the lengths of the edges. This is the general formulation we use to define the lengths of the edges
where d R and d C are distances, on the rotation direction and on the opposite direction, respectively, and a ! 1 is a penalization constant. The idea behind this type of penalty is from a problem presented by [42] . Notice that a ¼ 1 and d R ¼ d C would lead to an undirected distance while a ¼ 1 would yield a distance that does only allow moving on the rotation direction. It is also interesting to note that in order to use the TSP algorithms, it is not necessary that the distances define a metric, it is enough that they verify some basic properties, namely they have to be bounded, positive, continuous and verify a relaxed triangular inequality (see Lemma 3.1 below). Many different choices for d R , d C and a have been considered in preliminary analysis. From the huge range of distances considered we have selected the simplest ones having the best performance in numerical studies. That selection is given in Table 1, with Table 3 containing a full description of the labels. Among the TSPa options with a 2 ½1; 1Þ we selected for further analysis TSP1 and TSP3, the first one because is a symmetric distance and the second, because of its good behavior in simulations (similar to those of TSP2 or TSP4) and also because it has an interesting geometric interpretation, which can be briefly explained as follows. Consider a traveler who has reached location k forgetting to stop at location h. To correct this error he/she has to go back to h and travel again from h to k to continue the route. In this way, he/she has traveled a total of three times the distance between h and k (a ¼ 3).
It is easy to see that the distances E j hk defined as in (7) using the definitions of d R ðu hj ; u kj Þ and d C ðu hj ; u kj Þ in Table 1 
As we have noted before, there are multiple heuristics offering good approximations for the solution of the optimization problem. When comparing the heuristics, we have found that there is not an absolute winner and that a better approximation to the optimum is obtained by repeatedly running different heuristics and selecting the best solution in terms of the objective function.
In Section 5, where the different alternatives are compared numerically, we consider different TSP methods from Table 1 as well as different heuristics. Specifically, we use those implemented in the R package called TSP [43] .
A TRIPLEWISE ORDERING TECHNIQUE BASED ON HODGE THEORY
The idea behind this proposal is to use triplewise information instead of using scores or pairwise values. In the same line that skew-symmetric matrices are used to define pairwise flows, skew-symmetric hypermatrices (often named as "alternating 3-tensors") can be used to define triplewise flows as we show in this section. Although, from a formal point of view, this technique requires an important theoretical basis, the Hodge approach has the following advantages: 
where R j ihk is the mean resultant length of u ij , u hj and u kj (see Supplementary  Information, available online, for the definition) .
TABLE 1 Labels and Definitions of the Edge Lengths
Label
Selected a
Lengths of the edges 1) The triplewise format is a natural way of representing information on circular orders (as a set of three elements is the minimal set with an order relationship on the circle), that allows to combine information from different sources directly, even if the starting points of the circle differ among sources. 2) It is flexible in, at least, two senses. On one hand, it allows alternative ways of introducing the information, i.e., by direct specification of relations among the elements of each triple, or by specification of individual (using vectors) or pairwise information (through matrices). On the other hand, it allows several ways to aggregate the information from the different sources.
3) The calculations are very simple and thus the execution time is very short and the method is computationally efficient. 4) Hodge theory allows to define indexes of inconsistency to evaluate the results. The intensity of the relationship among the elements of a triple for each experiment j is represented by an hypermatrix in R nÂnÂn that we denote as C j . The elements of C j , c j ihk , measure the degree of preference of the order i h k i over the order h i k h in the jth experiment and verify the basic property of being skew-symmetric, i.e., c There are many different ways of defining this "degree of preference" depending on the problem at hand and on the objective function. At the end of this section we will see several ways of defining c 
where, sign j ði; h; kÞ ¼ sign j ðu hj À u ij Þ þ sign j ðu kj À u hj Þ þ sign j ðu ij À u kj Þ is the sign of the triple ði; h; kÞ in experiment j and j ihk is a nonnegative value that measures the degree of separation of the items i; h; k. Notice that, as the c j ihk values are independent of the starting point of the circle, we can directly aggregate the C j hypermatrices into the hypermatrix C using directly the arithmetic or the circular mean. The problem of finding the circular order under Hodge theory is similar to that of finding a linear order from pairwise information given by [37] . For this reason, the terminology that we describe below has been borrowed from that paper, which in turn comes from graph theory, linear algebra and topology.
Consider the inner product defined in R nÂnÂn as
where w is a weight function that may account for missing information or for the weight of the items and experiments. In order to simplify the exposition we eliminate the weights from now on. Let us also define operators d
Notice that, d We also need to define the superindex ðlÞ which, in a subspace or in a subset, indicates that the index l has been eliminated and the dimension has been reduced in one unit. This will be useful to pass from a set of circular scores f i ; i ¼ 1; . . . ; n which define circular order on V , to a set of scores s ðlÞ i ¼ f i À f l which determine a unique order on V ðlÞ and also to define a set of circular scores from a set of Euclidean scores adding the missing element in the right place as we will see below. Now, we can define H C which, as we prove below, is the subset of skew-symmetric hypermatrices inducing a circular order
where, 
Now, any hypermatrix C 2 H C is generated by a matrix in M C which comes from a matrix in M ðlÞ G which in turn is generated by a score function that induces a circular order. Therefore we have checked that any C 2 H C induces a circular order.
Reciprocally, given a set of n circular scores ff i ; i ¼ 1; . . . ; ng, a hypermatrix C 2 H C can be easily defined as follows. Take l 2 V . Then, for i; h 2 V ðlÞ define
The expression of C in terms of the initial scores is given by:
(10) Now, as H C is the subset of hypermatrices inducing a circular order, the problem of finding the closest circular order to the aggregated hypermatrix C can be formulated as follows
From the definition of H C it is straightforward that the latter problem is also equivalent to finding
The solution to these problems is given in Theorem 4.1. The proof of the result, which is obtained solving in R ðnÀ1ÞÂðnÀ1Þ a well-known problem on Hodge theory (equation (7) in [37] ), is given in the Supplementary Information, available online. Theorem 4.1. Let C be a skew-symmetric hypermatrix and
The order defining b Y is our b O 0 and is derived as follows.
First, the b s ðl 0 Þ function in Theorem 4.1 defines an order in
Then, the corresponding circular order in V is given by l 0 i 1 Á Á Á i nÀ1 l 0 ; which is, by construction, the order defined by b Y . As we have commented above, one of the main advantages of this approach is the flexibility in the definition of the triplewise flow, C j . Some alternatives, that share the general formulation (8) and have been selected from preliminary numerical studies, are given in Table 2, with Table 3 containing a full description of the labels, and compared in Section 5.
The selection of the element l 1 in HODp and HODs can be done in different ways. Using a rule similar to the one used in the theorem, we propose to select l 1 ¼ arg max l g l where
In [37] many advantages of the Hodge approach are commented. We can emphasize that the Hodge approach is much better adapted to incomplete and unbalanced data sets. These advantages also appear in the circular case. In fact, we add as an additional advantage the use of g l to select l 1 which derives in a method that is computationally effective.
We also want to stress that many other alternatives can be also considered in the definition of C j such as those based on probabilistic arguments [44] or on the BradleyTerry extension [45] .
NUMERICAL STUDIES
In this section, examples and numerical studies are considered to compare the different techniques and their variants. The complete list of methods is given in Table 3 . Table 4 contains several simple examples showing how the performance of the methods depends on the scenario. The table includes the data and the MSCE (3) for the circular order given in Step 1 (notice that as the second step only makes local changes in the order given by the first step, similar conclusions would have been obtained with two steps approaches if the number of items to be ordered is increased). The nonoptimal solutions obtained for each example appear in bold in Table 4 . From these results we can conclude that there is not an universal winner and that several alternatives using the TSP and Hodge approaches should be considered. This strategy will be better illustrated in the application.
In the rest of the Section, we compare the results of different methods proposed using randomly generated data. We use von Mises distribution (see [34] for its definition) as it is the most widely used in circular data. We will assume u ij $ independent Mðf ij ; k j Þ with i ¼ 1; . . . ; n, j ¼ 1; . . . ; 6. We have considered two artificial (EQGR with equally spaced values of f ij in sector circles and EXAM extending the first example in Table 4 ) and one "real" scenario. The real scenario uses the estimated values of the k values and phases angles from S. cerevisiae data analyzed in Section 6. The parameter values for the different scenarios are given in Table 5 . Many other scenarios have been considered. As similar results to those appearing here were obtained, we only detail the most significant ones in order to simplify the exposition.
In Table 5 a total of 30 scenarios are described. For each escenario and each of the two objective functions (4) and (5) we performed 200 numerical simulations. In this section we show the most relevant results for these scenarios. Some more results appear in the Supplementary Material, available online. The rest of the results would lengthen the paper unnecessarily as they lead to the same conclusions that we expose below. Fig. 2 shows the boxplots for the 200 values from the first step of MSCE, CKt and computational time in seconds for the different aggregation methods considered. It can be seen that TSPp is the method with poorest results in terms of the MSCE, while TSP1 is the worst one when CKt is the objective function. HODr is the most computationally expensive while the rest of the methods are executed in less than 0.6 seconds being the two fastest HODp and HODs.
Then, in Fig. 3 an analysis of the behavior of the criteria when the number of elements n is increased can be seen. The figure shows the mean values of MSCE (a), CKt (b) and computational time in seconds (c) for the best methods of each technique, namely TSPb, TSP3, HODp and HODs. TSP1 has been also considered as it yielded better results than TSPb in other scenarios not detailed here. HODp and HODs were the best Hodge methods in all the explored scenarios.
We can observe the evolution of the mean values of the MSCE when n increases in Fig. 3a . It is obvious that TSP3 and HODs are the most stable methods and that they give the best approximation to the optimum in terms of MSCE. In Fig. 3b we can see that the two best methods when the objective function is CKt are clearly those that use the Hodge approach, HODp and HODs. Fig. 3c shows that, although both approaches have a reasonable execution time, the TSP approach is moderately faster.
The computational effort of all these methods obviously increases with both the values of n and p. We want to stress that we have observed that this effort increases much more when the MSCE is computed so that we recommend to consider CKt when n or p is high. Now, we study in Figs. 4 and 5 the improvement obtained with the Circular Local Minimization Algorithm (CMLA) performed in step 2 and the increase in the computation time due to this second step. We considered the 5 scenarios in Table 5 with n=10. The mean values of the MSCE and computation time after each step for the different Fig. 2 . Values of MSCE (a), CKt (b), and joint computational time for MSCE and CKt (c) from the first step for the scenario EQGR n=10 p=6 k j =8. Fig. 3 . Evolution of the mean values of MSCE, CKt, and joint time for MSCE and CKt in the first step for the pattern EQGR p=6 k j =20 when the number of elements n to be ordered increases.
methods are represented in Fig. 4 . In this case we dropped TSPp as its inclusion would hide the differences among the rest of the methods due to scale problems (recall from Fig. 2a that it was by far the worst method under MSCE for the EQGR scenario). In Fig. 5 the same type of analysis is done for CKt. We can observe that both the reduction of the mean values of the MSCE and the increase in the mean values of CKt due to the CLMA are higher when the values in the first step are not too good. On the other hand, this second step does not improve too much the results for the methods whose step 1 already yielded good results (such as TSP3 or HODs under MSCE). We can also see that this CLMA increases the computational effort in all cases and more significantly if the MSCE criterion is used. For these reasons, we can say that CLMA is suggested just for those situations where it is convenient to refine the initial solution.
As final conclusions from the numerical studies we can say that, although there is not an absolute winner method, in most of the situations the best methods are TSP3 and HODs if the MSCE criterion is considered and HODs or HODp if the criterion used is CKt. Moreover, the second step of the proposed methodology (CLMA), can be useful to refine the approximation but it is not worthy in most of the cases due to the increment in execution time.
ORDERING CELL-CYCLE GENES FROM HETEROGENOUS EXPERIMENTS
According to [9] , genes participating in a cell division cycle have a cyclical pattern of expression with peak (phase angle) attained just before their function. Therefore, these phase angles, that are circular parameters, are expected to be ordered on the circle according to the biological functions of the genes. For this reason, biologists are interested in estimating the order of the phase angles to know the order of activation of the genes. However, the task is not easy as the data available comes from experiments performed in different laboratories using different technologies (for example the cells may be arrested at different points of the cell cycle at the start of the experiment). Due to these heterogeneities significantly different estimates for the phase angle of a given gene are obtained from the experiments considered.
In this paper we use data from 10 experiments for S. pombe [1] , [2] , [3] , 6 experiments for S. cerevisiae [4] , [5] , [6] , [7] and p ¼ 4 experiments for humans (HeLa cells) [8] . These data, which have also been considered in other papers [35] , [36] , [38] , are publicly available in Cyclebase [46] , which is an online database (www.cyclebase.org) that offers results from genome-wide cell-cycle-related experiments. As in [36] , for S. pombe we consider 34 genes with a high periodicity level and their corresponding S. cerevisiae orthologs. For humans, as in [38] , we consider 11 genes also with high periodicity level and with orthologs in both yeasts. The names of all these genes can be found in the Supplementary Material, available online, of the paper. The phase angle estimators for these genes were obtained from the Random Periods Model (RPM), a nonlinear regression model for estimating the peak expression of a cell-cycle gene from its cyclical pattern of expression [47] . The weight of each experiment is assigned depending on the data variability. For these weights, we refer the reader to [36] where the values used here were derived. Tables 6, 7 and 8 show the circular order aggregation results using the methods TSP3, HODp and HODs recommended in Section 5. We also compare them with the results obtained with the orders given by Cyclebase for each of the species. If we globally compare our results with the cyclebase order we can see that there are significant improvements for each of the three species which means that the orders obtained with our methodology may lead to relevant biological hypotheses. These orders are also detailed in the Supplementary Material, available online.
The performance of the methods is globally very good as for both criteria (CKt and MSCE) the results improve significantly those obtained from the cyclebase orders. In the S. pombe case the TSP and Hodge approaches yield very different orders (see Supplementary Material, available online) which suggests that there may not be a clear order among the 34 genes. For S. cerevisiae slightly different orders, with only one of the 34 genes changing its position when the CKt criterion is considered, are provided by the TSP and Hodge techniques so that we may be fairly confident on the results obtained. Finally, for humans the same order is attained by the four methods in the second step and the improvement in the MSCE and CKt values compared with those of cyclebase orders is really impressive.
For a full description of these problems and its Biological interpretation we refer the reader to [36] and [31] .
FINAL DISCUSSION AND FUTURE RESEARCH
The problem of circular order aggregation is formulated in this paper as an optimization problem with the objective function defined depending on the input information, based on the MSCE for cardinal data and based on CKt for ordinal data. With the aim of solving that optimization problem, we have developed methods which use two different ways of representing the initial information: in pairs and in triples.
The main innovation is the use of triples, which arises naturally to measure circular association. The information on triples is represented using hypermatrices. Hodge theory is used to find the closest circular order for a given hypermatrix measuring the triplewise flows between the items to be ordered. This approach based on Hodge theory is computationally very simple and efficient. It provides results that are good in terms of the objective function and in comparison with other alternative solutions, and to what we have seen, also biologically interpretable. Regarding the TSP approach, although at first it may look not so simple, it provides very good results in terms of the MSCE in most scenarios.
As for computational issues, all the methodology and algorithms developed are implemented in R code as part of an R package called isocir (isotonic inference for circular data), that is available on CRAN [38] . Details about the Circular Local Minimization Algorithm (CLMA) are given in Supplementary Information, available online. This algorithm is used as a second step to improve the approximation to the optimum. However, as it has been shown in the numerical studies, the improvement is not remarkable and increases significantly the execution time.
Apart from the theoretical developments, we have illustrated the use of the methodology in practice by determining the activation order of cell-cycle genes. There are other problems in computational biology where the methodology could be applied, such as those of ordering genes along the circadian cycle [48] , hormones cycles [49] or that of determining the cyclic orders of cells [50] .
In general terms, this methodology is applicable in studies where the interest is the order of occurrence of cyclic events. For example, in meteorology, the aim could be to order wind directions from different atmospheric phenomena or to order the spread of fires [51] , [52] , [53] .
Finally, the ideas that we have presented here, in particular the use of the Isotonic Regression and the objective function derived, can also be of interest in the order aggregation problem in the Euclidean context. This will be part of our future research. 
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