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1 Kurzfassung 3
1 Kurzfassung
Die ethische Forschung an Lebewesen verlangt eine angemessene Fall-
zahl. Die Unvollkommenheit des derzeit konventionellen Vorgehens wie
auch anderer Vorschläge zur Bestimmung einer angemessenen Fallzahl
erläutern Kapitel 2.1 beziehungsweise Kapitel 2.3. Das Ziel der Arbeit
ist die Reduktion des Deﬁzits durch die Einführung eines alternativen
Verfahrens zur Fallzahlbestimmung.
Den Kern bildet die Adaption des ﬁnalen Stichprobenumfangs im Stu-
dienverlauf (vgl. Kapitel 2.2). Sie erfolgt durch die Iteration der verlaufs-
unabhängigen Quantiﬁzierung der Unsicherheit bezüglich der Fallzahl an-
hand sämtlicher vorliegender Daten und der darauf abgestimmten Erhe-
bung zusätzlicher Daten (vgl. Kapitel 3.1). Die ausreichende Gewissheit
in Bezug auf eine (geplante) angemessene Fallzahl oder auf die Gültigkeit
der Nullhypothese leitet das Iterationsende ein. Gegebenenfalls werden
noch ausstehende Beobachtungen erhoben. Der abschließende statisti-
sche Test der kumulierten Daten wird durch einen universalen kritischen
Bereich deﬁniert. Der gesamte Prozess wird in der Planungsphase der
Studie durch die Optimierung eines Bayes-Risikos vollständig festgelegt.
Kapitel 3.3 enthält einen Leitfaden für die Umsetzung des Konzepts.
Die Optimalität bezieht sich auf eine zu deﬁnierende Verlustfunkti-
on zur Beurteilung ﬂexibler Studiendesigns (vgl. Kapitel 3.2). Hierfür
wird in Kapitel 4.2 mangels geeigneter Kandidaten (vgl. Kapitel 4.1) ein
Grundgerüst entwickelt und nach einer Begutachtung in Kapitel 4.3, un-
ter anderem für gruppensequenzielle Verfahren, als geeignet befunden.
Infolge dessen wird zudem gezeigt, dass das vorgeschlagene Vorgehen zur
Fallzahlbestimmung selbst unter starken Einschränkungen ein Gewinn
sein kann (vgl. Kapitel 4.4).
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2 Hintergrund
2.1 Das Kernproblem der Fallzahlplanung
In der medizinischen Forschung kommen statistische Tests zur Absiche-
rung gegen die Einführung von Behandlungen ohne Zusatznutzen zum
Einsatz. Zu dem Zweck können statistische Tests nicht-vorteilhafte The-
rapien mit der gewünschten Sicherheit als nicht-vorteilhaft erkennen. Ein
sinnvoller Einsatz setzt darüber hinaus voraus, dass ein statistischer Test
auch eine nützlichere Behandlung als solche identiﬁzieren kann. Der Test
gelte dann als valide. Seine Validität hängt maßgeblich vom Stichprobe-
numfang ab. Je mehr Beobachtungen vorliegen, umso weniger fallen die
zufälligen Schwankungen der einzelnen Beobachtungen ins Gewicht. Das
erleichtert die Identiﬁkation eines etwaigen Zusatznutzens (als Abgren-
zung zu einem Zufallsprodukt).
Nun konkurrieren der Stichprobenumfang und damit die Validität
auf ökonomischer Ebene mit der Verfügbarkeit von Ressourcen. Die be-
grenzte Menge verfügbarer Probanden könnte in einer Studie die maxi-
mal mögliche Aussagekraft oder aber in mehreren Studien eine akzepta-
ble Validität hergeben. Die Ressourceneﬃzienz ist aber auch unabhängig
von konkurrierenden Studien ein Thema. Eine größere Stichprobe erhöht
direkte wie auch indirekte Kosten. Zu den direkten Kosten können Stu-
dienmedikamente gezählt werden. Indirekte Kosten kommen zum Beispiel
durch einen verzögerten Markteintritt eines Medizinproduktes aufgrund
einer verlängerten Studienlaufzeit zustande. Unter anderem erhöhen grö-
ßere Fallzahlen die Studiendauer mindestens dann, wenn eine konstante
oder abnehmende Rekrutierungsrate vorliegt. Eine frühestmögliche Ver-
fügbarkeit der Studienergebnisse ist auch aus ethischer Sicht angezeigt.
Schließlich könnte den Patienten eine bessere Behandlung vorenthalten
2 Hintergrund 5
werden. Das triﬀt insbesondere auf die überzähligen Studienteilnehmer
zu, die unnötig mit einer unterlegenen Therapie behandelt werden. Hinzu
kommen stets die vermeidbaren Belastungen durch die Studienteilnahme.
Davon sind alle überreichlichen Patienten betroﬀen. Folglich verbieten
ethische Argumente, zu denen auch die Ressourceneﬃzienz zählt, Stu-
dien mit einer mehr als gerade noch akzeptablen Validität. Die gleichen
Argumente sprechen ebenso gegen eine zu geringe Teilnehmerzahl, wo-
mit zweifelhafte Ergebnisse riskiert werden. Die Ressourcen wären nicht
zielführend eingesetzt.
Unter einer akzeptablen Validität einer Studie zur Absicherung gegen
die Einführung von Behandlungen ohne Zusatznutzen sei eine Power von
gerade eben 90 % ⟨5b⟩ zu verstehen, wo die maximal zugestandene Wahr-
scheinlichkeit für die fehlerhafte Einführung, bezeichnet als Signiﬁkanz-
niveau, fest ist. Als Power werde eine Wahrscheinlichkeit bezeichnet, mit
der der statistische Test eine im speziellen Ausmaß bessere Behandlung
korrekt als besser anzeigt. Je größer die Wirksamkeit ist, umso wahr-
scheinlicher gelingt die Entkräftung der Unwirksamkeit ⟨5⟩ ⟨5d⟩. Deswe-
gen muss das spezielle Ausmaß für die Begriﬀsklärung der akzeptablen
Validität angegeben werden.
In der Literatur wird das spezielle Ausmaß mit der minimal relevanten
Verbesserung gleichgesetzt ⟨5a⟩ ⟨5b⟩. Jedoch müsste eine allgemeingültig
gerechtfertigte minimale Relevanz in die Formulierung der Testhypothese
eingehen. Die Erfüllung der minimalen Relevanz entscheidet schließlich
über die Einführung der neuen Therapie und ebendiese Entscheidung soll
der statistische Test absichern. Für den besagten Schluss, ob mindestens
die minimal relevante Verbesserung gegeben ist, ist die Validität zu beur-
teilen. Dafür kann die minimale Relevanz nicht auch noch herangezogen
werden. Ohnehin ist sie ein Werturteil über die Behandlung. Die Validität
ist aber eine Bewertung des statistischen Tests.
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Ein Werturteil über die Validität anhand der Wahl eines speziellen
Ausmaßes ist im medizinischen Kontext nicht gefragt. Wenn die neue
Therapie besser ist, muss die wahre Verbesserung die Validität deﬁnie-
ren. Mit der darauf abgestimmten Fallzahl gelingt die Einführung von
90 % aller überlegenen Behandlungen. Eine abweichende und damit un-
angemessene Fallzahl infolge der Wahl eines anderen speziellen Ausmaßes
ist wegen der obigen Gründe zu vermeiden. Das ist übrigens ein weiteres,
schwerwiegendes Argument gegen die Verwendung des minimal relevan-
ten Werts, der selten mit dem wahren Wert übereinstimmen dürfte. Wenn
hingegen die neue Therapie in Wahrheit nicht besser ist, verbietet sich
die Durchführung einer Studie. Die Beurteilung der Validität für eine
Fallzahlplanung erübrigt sich.
Jedoch ist die Wahrheit, wohlgemerkt im Vorfeld der Studie, im All-
gemeinen nicht ausreichend bekannt. Die theoriebasierte Annäherung an
die Wahrheit leidet unter der Komplexität des menschlichen Organismus.
Ein unvollständiges Verständnis lässt an deduktiven Schlüssen zweifeln.
Eben auch deswegen werden Studien durchgeführt. Sie sollen oftmals
erst die Wahrheit so weit in Erfahrung bringen wie bereits für ihre Pla-
nung hätte bekannt sein sollen. Das Problem kann nur bedingt durch das
Einbeziehen vorbestehender Studien gelöst werden. Dieser Weg entfällt
für Studien auf (empirisch) unerforschten Gebieten (Fall 1). Dabei dürf-
ten gerade diese Studien bevorzugt gefördert und damit durchgeführt
werden, weil sie großen Wissenszuwachs versprechen. Das ergibt sich
aus der geforderten Ressourceneﬃzienz. Aus dem gleichen Grund darf
die Forschungsfrage einer neuen Studie nur entfernt der Fragestellungen
vorliegender gut geplanter Studien gleichen. Folglich können bestehen-
de Studienergebnisse, wenn es sie denn gibt, nicht ohne Weiteres für die
Fallzahlplanung der neuen Studie übernommen werden (Fall 2). Für die
Übertragung braucht es jedoch wieder theoretische Überlegungen. Sie
beinhalten die Quantiﬁzierung sämtlicher Verzerrungen mindestens der
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vorliegenden Studienergebnisse. Der Gedankengang lässt gegenüber der
Planbarkeit korrekter Fallzahlen skeptisch werden. Dabei wurde, neben-
bei bemerkt, noch nicht einmal auf die Schwierigkeit eingegangen, die
Vorinformationen in statistische Eﬀektmaße umzusetzen. Davon sind be-
sonders nicht-parametrische Tests und Methoden im Kontext mehrerer
zusammenwirkender Einﬂussgrößen betroﬀen. Folglich besteht der Be-
darf, alternative Vorgehen bei der Fallzahlbestimmung zu erwägen.
2.2 Ein Ansatz zur Problemlösung
Mein Vorschlag für ein neues Vorgehen bei der Fallzahlplanung setzt
am noch unerwähnten dritten Fall an, der nicht auftreten soll. Wenn
es eine Studie gibt, der es wegen verfehlter Planung an Aussagekraft
mangelt, kann die Wiederholung der Studie mit angepasster Fallzahl in
Betracht gezogen werden. Es handelt sich also um keine Replikation. Die
neue Studie dürfte durch die zusätzliche Erkenntnis eine angemessenere
Fallzahl haben.
Für die Beantwortung der Fragestellung sollte dann stets die gesamte
vorliegende Information in Form der Beobachtungen der beiden homo-
genen Studien genutzt werden. Das ist das Leitmotiv sogenannter Meta-
Analysen. Hiernach gehen in den statistischen Test der nächsten Studie
ebenso die Daten der ersten Studie ein, an denen dort die Hypothese
bereits (erfolglos) geprüft wurde (vgl. Kapitel 2.3). Den mit der kumu-
lativen Testung, unabhängig von einer Fallzahlanpassung, verbundenen
Gewinn veranschaulicht Abbildung 1. Dort sind insgesamt 170 Proban-
den pro Behandlung auf potenziell zwei aufeinanderfolgende, höchstens
bezüglich der Fallzahl verschiedene Studien aufgeteilt. Das Scheitern der
ersten Studie durch eine unzureichende Evidenz gegen die Unwirksam-
keit der einzuführenden Behandlung veranlasse die zweite Studie. Abbil-
dung 1 zeigt drei Spezialfälle für die Aufteilung der Studienteilnehmer
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auf die beiden Studien. Die Fälle umfassen eine nahezu gleiche Auftei-
lung (84:86) und die Aufteilungen mit der größtmöglichen Imbalance, bei
denen einmal die erste und das andere Mal die zweite Studie fast alle Pro-
banden enthält. Die Power der separaten Testung, bei der der zweite Test
im Gegensatz zur kumulativen Testung nicht auf den 170 Beobachtun-
gen aus beiden Studien, sondern auf den 84, 168 oder 2 Beobachtungen
der zweiten Studie basiert, ist für die beiden Extremfälle deckungsgleich,
weshalb Abbildung 1 scheinbar nur einen Extremfall mit separater Tes-
tung zeigt. Hiervon unterscheidet sich die kumulative Testung bei einer
Imbalance zugunsten der zweiten Studie (2:168) kaum. Nichtsdestotrotz
erreicht sie in allen Fällen eine, durchaus auch wesentlich, höhere Power
als eine separate Testung.
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Abbildung 1: Wahrscheinlichkeit, die Nullhypothese H0 im Setting des
einseitigen Gauß-Tests (vgl. Seite 16) zum globalen Signiﬁkanzniveau von
2,5 % mit insgesamt 170 Probanden je Behandlung abzulehnen, wenn
zwei Studien lokal zu 1,25 % kumulativ (durchgezogene Linie) oder se-
parat (gestrichelte Linie) getestet werden.
Im voranstehenden Beispiel wurden sowohl beim separaten als auch
beim kumulativen Testen beide aufeinanderfolgende Tests lokal für ein
niedrigeres Signiﬁkanzniveau konstruiert. Das ist notwendig, damit das
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globale Signiﬁkanzniveau für das hinter den zwei Tests liegende mul-
tiple Testproblem eingehalten wird. Demnach müsste die erste Studie
zu einer Fragestellung stets mit einem Test zu einem lokal reduzierten
Signiﬁkanzniveau geprüft werden, wenn eine ausreichende Fallzahl nicht
garantiert werden kann. Andernfalls ist eine Wiederholung der Studie
unter Einhaltung des globalen Signiﬁkanzniveaus, außer in seltenen und
daher vernachlässigbaren Sonderfällen, unmöglich. Nach der Überlegung
in Kapitel 2.1 gibt es im Allgemeinen keine Garantie für eine angemesse-
ne Fallzahl. Allen betroﬀenen initialen Studien müsste der Power-Verlust
eines niedrigeren Signiﬁkanzniveaus angehängt werden. Im Grunde wür-
de die Chance auf das Gelingen einer Studie verringert, weil sie gering
sein könnte, um einem Fall Rechnung zu tragen, der nicht auftreten darf.
Es scheint unrealistisch, dass es dafür einen Konsens gibt. Dabei hat je-
de sich dem widersetzende Studie mit unzureichender Fallzahl zur Folge,
dass sich deren Fragestellung anschließend nicht mehr ohne Verletzung
des Signiﬁkanzniveaus beantworten lässt, sofern das initiale Scheitern die
erneute Überprüfung veranlasst. Die Bedingung dürfte in der Regel ge-
geben sein. Das führt zu dem Schluss, dass nicht getestet werden darf,
solange die Angemessenheit der Fallzahl zu ungewiss ist; auch nicht, wenn
die Erhebung eines einzelnen Datensatzes für eine beabsichtigte Studie
abgeschlossen ist. Weil solche Datensätze jeweils zweifelhaften Umfangs
die Fragestellung nicht eigenständig, sondern in kumulierter Form ge-
meinsam beantworten sollen, werden sie mit dem Verständnis, dass eine
Studie eine Fragestellung beantwortet, als Teile beziehungsweise Phasen
einer einzelnen Studie aufgefasst. Die Erhebungen sollten wegen Syner-
gieeﬀekten ohnehin von den gleichen Beteiligten möglichst nahtlos durch-
geführt werden.
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2.3 Publizierte flexible Designs zur Problem-
lösung
Fallzahlmodifikationen mittels Conditional Rejection
Probabilities
Das aus Kapitel 2.2 resultierende Vorgehen gleicht dem adaptiver Verfah-
ren. Bei adaptiven Designs wird eine Studie in mehrere Phasen unterteilt
anstatt mehrere außer in der Fallzahl (und der Zeit) gleich geplanter
Studien zu einer zu verbinden. Die Methodik adaptiver Verfahren dient
der Einhaltung des Signiﬁkanzniveaus trotz datenbasierter Studienver-
läufe wie bei Fallzahlanpassungen. Die Formulierung über Conditional
Rejection Probabilities (CRPs) führten Müller und Schäfer 2004 ein ⟨12⟩.
Darüber lassen sich die adaptiven Designs anderer Autoren darstellen, die
über die Brownsche Bewegung oder p-Wert-Kombinationen argumentie-
ren ⟨3a⟩.
Das CRP-Prinzip geht von einem statistischen Test ϕK (XK) ∈ {0,1}
zum Signiﬁkanzniveau αK mit den Daten XK ∈ RNK von NK geplan-
ten Studienteilnehmern aus. Im Vorfeld der ersten Datenerhebung zur
Fragestellung sei K = 1 und α1 gleiche dem Signiﬁkanzniveau α. An-
hand derselben Informationen I, die für die voranstehende Planung ver-
wendet werden, und gegebenenfalls, auch später eintreﬀenden, externen
Informationen falle die Entscheidung für eine Zwischenauswertung mit
NK,1 Beobachtungen, NK,1 ∈ (0, NK ]. Durch die Aufteilung der Stu-
die in zwei Phasen teilt sich der Zufallsvektor XK in zwei Teilvektoren,
XK = (XK,1,XK,2) ∈ RNK,1+NK,2 .
Die Zwischenauswertung bezwecke infolge der Überlegungen voran-
gegangener Kapitel die Anpassung der Fallzahl NK anhand der gege-
benen Daten XK,1. Damit verfolge der weitere Studienverlauf die Erhe-
bung des Zufallsvektors XK+1(XK,1) = XK+1 ∈ RNK+1(XK,1) statt des
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Teilvektors XK,2 ∈ RNK,2 . Hierdurch verändert sich auch der statisti-
sche Test am Studienende. Er hängt nun an einer weiteren Stelle von
den Beobachtungen XK,1 ab: ϕK ((XK,1,XK+1(XK,1))). Es handelt sich
nicht mehr um den ursprünglichen Test, der die Einhaltung des Signiﬁ-
kanzniveaus gewährleistet. Nach dem Beweis (2) von Müller und Schäfer
kann der abschließende Test ϕK ((XK,1,XK+1(XK,1))) durch einen Test
ϕK+1 ((XK,1,XK+1 (XK,1))) mit den zur Zwischenauswertung gleichen
(oder kleineren) CRPs wie beim ursprünglich geplanten Test ϕK (XK),
und zwar
αK+1(XK,1) = EH0 (ϕK(XK)|XK,1) , (1)
ausgetauscht werden, um das Signiﬁkanzniveau einzuhalten:
EH0 (ϕK+1 ((XK,1,XK+1 (XK,1))))
= EH0 (EH0 (ϕK+1 ((XK,1,XK+1 (XK,1))) |XK,1))
≤ EH0 (αK+1) = EH0 (E (ϕK(XK)|XK,1)) = EH0 (ϕK(XK)) ≤ αK . (2)
Der Test ϕK+1 ((XK,1,XK+1 (XK,1))) zum Signiﬁkanzniveau αK werde
als Test ϕK+1 (XK+1) zum Niveau αK+1 umformuliert. Hierfür lässt sich
zum Zeitpunkt der Zwischenauswertung die Fallzahl planen. Es handelt
sich um die noch ausstehende Teilnehmerzahl NK+1(XK,1).
Mit K = K+1 kann das CRP-Prinzip wiederholt angewandt werden.
Dafür stehen nun die Informationen I = I ∪ {XK−1,1} zur Verfügung.
Vorschriften für die Bestimmung von NK,1 und ein darüber impliziertes
Iterationsende (NK,1 = NK) schlug zum Beispiel Hartung vor ⟨8⟩.
Der Bewahrung der CRP (1) im Studienverlauf ist mit Skepsis zu be-
gegnen. Die CRP drückt den Widerspruch der vorliegenden Beobachtun-
gen XK,1 gegen die Nullhypothese vor dem Hintergrund der geplanten
übrigen Daten XK,2 aus. Je stärker die gegebenen Beobachtungen der
Nullhypothese widersprechen, umso größer sind die Wahrscheinlichkei-
ten, dass die Nullhypothese am Studienende abgelehnt wird. Sprechen
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die gegebenen Beobachtungen gegen die gültige Nullhypothese, ist die
CRP größer, wenn nur noch wenige Daten hinzukommen. Schließlich ver-
mindern letztere den gemeinsamen Widerspruch unter der Gültigkeit der
Nullhypothese höchstwahrscheinlich.
Signalisieren die vorliegenden Beobachtungen nun ein größeres Aus-
maß als bei der Planung vermutet, werden daraufhin weniger Studienteil-
nehmer aufgenommen. Wäre die Teilnehmerzahl von Beginn an richtig
geplant worden, müsste die CRP zur Zwischenauswertung höher sein als
sie ist. Der Widerspruch der anfänglichen Beobachtungen wird mit der
Bewahrung der CRP herabgespielt. Umgekehrt wird die Widerspruchs-
kraft bei Beobachtungen überbewertet, wenn aufgrund des Signals eines
unerwartet kleinen Ausmaßes mehr Probanden als ursprünglich geplant
hinzukommen. Die zukünftigen Beobachtungen erhalten durch das CRP-
Prinzip gegebenenfalls mehr beziehungsweise weniger Entscheidungsge-
walt gegenüber den vorliegenden Daten als ihnen nach ihrem Informati-
onsgehalt zustehen müsste.
Burman und Sonesson verdeutlichten an einem Zahlenbeispiel, dass
die unverhältnismäßige Machtverteilung absurde Ergebnisse erzeugen
kann ⟨2⟩. Darin wird eine Zwischenauswertung nach 100 von 1000 geplan-
ten Beobachtungen durchgeführt. Die 100 Beobachtungen zeigen einen
negativen Behandlungseﬀekt an. Daraufhin wird nur noch ein weiterer
Studienteilnehmer beobachtet. Das CRP-Prinzip schreibt seinem Out-
come die Entscheidungsgewalt von 900 Probanden zu. Deswegen genügt
ein entsprechend geringer Einspruch einer einzelnen Beobachtung ge-
gen einen nicht-positiven Behandlungseﬀekt, um ihn zu verwerfen. Dabei
zeigt der Eﬀektschätzer, der jede Beobachtung gleichwertig einbezieht, im
Zahlenbeispiel einen negativen Eﬀekt und somit das Gegenteil an. Die Er-
wägung eines nach unten verzerrten Schätzers (vgl. Punkt 7 auf Seite 34)
ist kein Trost für das irritierende Studienergebnis. Die Situation könnte in
2 Hintergrund 13
der Praxis auftreten, wenn die Vermutung einer unterlegenen neuen Be-
handlung die Aufnahme weiterer Probanden verbietet (vgl. Seite 6) und
das Outcome (mindestens) eines bereits randomisierten Studienteilneh-
mers zum Zeitpunkt der Zwischenauswertung noch nicht vorlag. In such
a situation, it is accepted regulatory practice to base decision making on
the ﬁnal results of the trial (not the interim analysis) ⟨6⟩.
Wegen der unverhältnismäßigen Machtverteilung sollten jegliche Ad-
aptionen mittels des CRP-Prinzips beziehungsweise mittels dessen Äqui-
valenten ⟨3a⟩ höchstens als Ausnahme in extremen Miseren zum Einsatz
kommen. Die Etablierung des Prinzips zur Lösung des in Kapitel 2.1
beschriebenen Problems ist damit ausgeschlossen.
Gruppensequenzielle Tests
Auch gruppensequenzielle Tests sind keine einwandfreie Lösung im Um-
gang mit Unsicherheiten bei der Fallzahlplanung. Sie setzen zum Teil das
in Kapitel 2.2 beanstandete Vorgehen um, Studien solange durchzufüh-
ren, bis eine kumulative Testung ϕK ({Xℓ : 0 < ℓ ≤ K}) zur Ablehnung
der Nullhypothese führt ⟨18a⟩. Die Zahl der Tests ist aber, zumindest in-
direkt, begrenzt. Die Maximalzahl sei mit κ bezeichnet. Somit lässt sich
das globale Signiﬁkanzniveau α durch Tests mit niedrigeren, aber nicht
unendlich kleinen lokalen Niveaus 0 < α1 ≤ ... ≤ ακ ≤ α ohne zusätzli-
che Modiﬁkationen einhalten. Dazu gelte für den Hypothesentest ϕK der
K-ten Auswertung, K = 1, ..., κ, unter Hinzunahme von α0 = 0
PH0
(
{ϕK ({Xℓ : 0 < ℓ ≤ K}) = 1}∩
K−1⋂
L=1
{ϕL ({Xℓ : 0 < ℓ ≤ L}) ̸= 1}
)
≤ αK − αK−1.
Für gleiche lokale Signiﬁkanzniveaus und damit für ein gruppense-
quenzielles Design nach Pocock ⟨13⟩ spricht, dass andernfalls größere
2 Hintergrund 14
Ausmaße benachteiligt würden. Das wäre befremdlich, wie die Übertra-
gung auf Studien mit einmaliger Testung ohne Zwischenauswertungen
verdeutlicht. Ein Studienplaner plane zwei Studien zu ein und derselben
Erkrankung. Sie untersuchen auf die gleiche Weise jeweils eine andere
Behandlung, die der Standardbehandlung gegenübergestellt wird. Folg-
lich deﬁniere der gleiche klinisch relevante Eﬀekt die Hypothesen beider
Studien. In beiden Fällen sei das wahre Ausmaß bekannt. Nun werde
die wirksamere Behandlung zu einem Signiﬁkanzniveau von einem statt
2,5 % Prozent getestet. Das werde aber nicht gemacht, weil die fälschli-
che Einführung einer unwirksamen Therapie bei dieser Erkrankung be-
sonders schlimm sei. Dann müsste auch die andere Studie zu einem Sig-
niﬁkanzniveau von einem Prozent durchgeführt werden. Das Niveau der
einen Studie werde stattdessen herabgesenkt, um der weniger wirksamen
Therapie ein Signiﬁkanzniveau von 4 % statt 2,5 % zuzugestehen. Die
Hürden für eine Einführung der weniger wirksamen Behandlung wären
damit niedriger. Das ist vergleichbar damit, die klinische Relevanz von
der Wirksamkeit der Behandlung abhängig zu machen (und beide Prü-
fungen zum Niveau von 2,5 % durchzuführen). Der klinischen Relevanz
würde ihre Bedeutung entzogen. Im gruppensequenziellen Design über-
setzen sich demnach verschiedene lokale Signiﬁkanzniveaus für die daten-
gesteuert aufeinanderfolgenden Auswertungen in eine Abhängigkeit der
klinischen Relevanz und damit der Hypothesen von der beobachteten
Wirksamkeit der Behandlung.
Direkte datenbasierte Fallzahlanpassungen sind kein Bestandteil grup-
pensequenzieller Designs. Die kumulierten Fallzahlen der Auswertungen,
n1, ..., nκ, müssen ohne die Nutzung studieneigener Daten festgelegt wer-
den. Durch eine Ablehnung nach wenigen Auswertungen, K < κ, kann
eine indirekte Fallzahlanpassung in Richtung kleinerer durchschnittlicher
Teilnehmerzahlen stattﬁnden. Demnach müsste eine hohe Maximalfall-
zahl nκ gewählt werden, wenn recht unterschiedliche Ausmaße wahr sein
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könnten. Nur so ist auch bei einem kleineren wahren Ausmaß die Ein-
haltung des Signiﬁkanzniveaus für die Beantwortung der Fragestellung
gewährleistet (vgl. Kapitel 2.2). Dadurch werden aber für ein dann doch
größeres wahres Ausmaß zunehmend mehr Probanden untersucht als nö-
tig. Das Konzept gruppensequenzieller Tests ist nicht das Erreichen einer
angemessenen Fallzahl, sondern die Ablehnung der Nullhypothese. In die-
sem Sinne streben gruppensequenzielle Verfahren eine Ablehnungswahr-
scheinlichkeit von 100 % an. Dafür werden alle Ressourcen verbraucht,
die zur Verfügung stehen. Folglich erfüllen gruppensequenzielle Designs
nicht die gewünschten Eigenschaften, um als Patentrezept bei mehr als
nur geringfügigen Unsicherheiten bei der Fallzahlplanung gelten zu kön-
nen.
3 Entwicklung des saturierten flexi-
blen Designs
3.1 Adaptierbare Elemente
Ausgehend vom Ansatz aus Kapitel 2.2 wird ein neues Vorgehen bei der
Fallzahlplanung entwickelt. Er sieht die Hypothesenprüfung erst bei einer
angemessenen Gesamtfallzahl vor. Dazu ist die Feststellung der Angemes-
senheit zu klären. Die Fallzahl unterliegt durch ihre, dem Ansatz getreue,
empirische Bestimmung anhand der bislang erhobenen Beobachtungen
zufälligen Schwankungen. Das ist unvermeidbar. Trotzdem sind zutref-
fende Fallzahlen möglich. Ob eine gegebene Schwankung zu bedeutend
abweichenden Teilnehmerzahlen führen kann, hängt vom Zusammenspiel
der Größe des unbekannten wahren Ausmaßes und weiterer Parameter
der Verteilung der Daten ab, auf die das Hypothesenpaar nicht abzielt.
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Als veranschaulichendes Beispiel diene der Gauß-Test zum Signiﬁ-
kanzniveau von α = 0,025 für das einseitige Testproblem
H0 : µ1 − µ2 ≤ 0 vs. H1 : µ1 − µ2 > 0
bezüglich der unbekannten Erwartungswerte von 2n stochastisch unab-
hängigen, normalverteilten Zufallsvariablen Yij ∼ N (µj, σ), j ∈ {1,2},
i = 1, ..., n, mit bekannter Standardabweichung σ > 0 ⟨5c⟩. Die Fallzahl
pro Behandlungsgruppe j für eine Power von [1 − β] für den wahren
Behandlungseﬀekt θ = [µ1 − µ2]/σ berechnet sich durch
f (θ;α, β) = 2
[
Φ−1 (1− α) + Φ−1 (1− β)]2 /θ2, (3)
θ > 0, 0 < α < 1− β < 1.
Dabei steht Φ−1 für die Quantilfunktion der Standardnormalverteilung.
Nicht-ganzzahlige und somit nicht-realisierbare Fallzahlen sind auf die
nächstgrößere ganze Zahl aufzurunden, um die geforderte Power zu ge-
währleisten.
Die Abhängigkeit der Fallzahl pro Gruppe vom wahren Behand-
lungseﬀekt θ zeigt Abbildung 2. Hervorgehoben sind die Wertepaare
(0,275; 278) und (0,325; 199) sowie (0,475; 94) und (0,525; 77). Das Bei-
spiel veranschaulicht, dass die gleiche Abweichung (±0,025) bei einem
kleineren Eﬀekt (θ = 0,3) zu unterschiedlicheren Fallzahlen (278 und 199
statt f (0,3; 0,025; 0,1) = 234 versus 94 und 77 statt f (0,5; 0,025; 0,1) =
85) führt als bei einem größeren Wert (θ = 0,5). Das gilt nicht nur für
den Gauß-Test ⟨5d⟩. Deshalb müssen kleinere Eﬀekte präziser geschätzt
sein, um eine vergleichbar verlässliche Fallzahlschätzung zu bieten.
Für die Fallzahlplanung sind nicht die Parameter der Verteilung der
Daten an sich, sondern ihre Auswirkung auf die Teststatistik entschei-
dend. Das wird an nicht-parametrischen Verfahren besonders deutlich.
Daher basiere die Beurteilung der Angemessenheit einer Fallzahl direkt
auf einem Schätzer des unbekannten wahren Werts der Teststatistik. Die
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Abbildung 2: Auswirkung gleichgroßer Abweichungen (hier ±0,025)
vom wahren Ausmaß θ auf die realisierbare Fallzahl pro Gruppe laut (3)
für θ = 0,3 und θ = 0,5.
Sinnhaftigkeit zeigt sich darin, dass eine gegebene Fallzahl im konkreten
Fall ausreicht, wenn die Nullhypothese aufgrund der Größe der beob-
achteten Teststatistik abgelehnt werden müsste. Die beobachtete Test-
statistik ist ein Schätzer für den wahren Wert der Teststatistik gegeben
der aktuellen Fallzahl. Es ist aber der Wert im Falle der angemessenen
Fallzahl gefragt. Deshalb hänge die ﬁnale Teilnehmerzahl sowohl von der
beobachteten Teststatistik als auch von der gegebenen Fallzahl ab. Die
gegebene Fallzahl ist zudem für die Beurteilung der Unsicherheit als Folge
der Schätzung heranzuziehen. Die Präzision einer sinnvollen Schätzung
hängt im Rahmen der festen Eigenschaften des Schätzers und der gege-
benen Verteilung der Daten von der Anzahl der zur Schätzung genutzten
Beobachtungen ab. Wenn die gegebene Fallzahl zu klein ist, um sich der
ausreichenden Präzision der Schätzung genügend sicher zu sein, empﬁehlt
es sich, weitere Beobachtungen für die Festlegung der ﬁnalen Fallzahl hin-
zuzunehmen. Dadurch werden weitere Studienphasen zur Überprüfung
und Anpassung der ﬁnalen Fallzahl eingeführt. Die pauschale Durchfüh-
rung einer festen Zahl von Überprüfungen wäre dagegen unattraktiv. Es
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könnten gegebenenfalls Unsicherheiten oder die Mehrkosten unnötiger
Zwischenauswertungen getragen werden müssen.
Unnütze Zwischenauswertungen drohen außerdem (auch bei ihrer ad-
aptiven Einführung) dann, wenn die Probandenzahl für die nächste Studi-
enphase nicht dem aktuellen Überprüfungsbedarf nachkommt. Das wird
an einer feststehenden Abfolge von Fallzahlen deutlich, die der Studi-
enplan für die aufeinanderfolgenden Phasen (noch unbekannter Zahl)
vorschreibe. Unter Umständen ist die für die nächste Zwischenauswer-
tung vorgesehene Fallzahl zu klein, als dass die Gewissheit bezüglich
der Gesamtfallzahl relevant zunehmen könnte. Möglicherweise wäre eine
direkte Endauswertung eﬃzienter, obwohl Überprüfungsbedarf besteht.
Das kann auch gelten, wenn die angemessene Gesamtfallzahl kleiner als
die Anzahl der Probanden ist, die laut Plan für die nächste Zwischen-
auswertung erhoben werden müssten. Deshalb umfassen die Adaptionen
im Studienverlauf die Entscheidung für eine weitere oder für die letzte
Studienphase in Verbindung mit der dafür einzusetzenden Fallzahl. Die
eigentliche Entscheidung falle für die Kombination der beiden Elemente.
Sie basiere auf der Operationalisierung der Unsicherheit, bestehend aus
der aktuell vorliegenden Teilnehmerzahl und der beobachteten Teststa-
tistik.
Der zurückliegende Studienverlauf gehe nicht in die Beurteilung der
Unsicherheit ein. Es fehlt ein inhaltlicher Grund für die Unterscheidung,
ob die gegebene Sicherheit durch viele Probanden nach größerer Unsicher-
heit oder durch weniger viele Beobachtungen infolge geringerer Unsicher-
heit gewonnen wurde. Auch erübrigt sich die Berücksichtigung begrenz-
ter verbliebener Entscheidungsmöglichkeiten, da prinzipiell keine Begren-
zung vorgesehen ist.
Die Option, keine weiteren Studienteilnehmer mehr aufzunehmen,
ist aus ethischer Sicht angezeigt, wenn mit ausreichender Gewissheit
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die angemessene Fallzahl bereits vorliegt. Dazu müssen die Beobachtun-
gen XN=n ∈ RN einen für den gegebenen Stichprobenumfang n ausrei-
chend großen Eﬀekt anzeigen. Die Realisation der Statistik T (Xn) muss
also eine Mindestgröße c∗n,n überschritten haben. Der Zustand bleibt für
den Hypothesentest bestehen, weil keine weiteren Beobachtungen hin-
zukommen. Ein kritischer Wert c∗n für die Statistik, der größer als die
besagte Untergrenze ist, c∗n > c
∗
n,n, ist aus inhaltlichen Gründen abzu-
lehnen. Er deﬁnierte eine Entscheidungsregel, bei der im Falle beinahe
ausreichender Gewissheit (mindestens) ein weiterer Proband für den un-
mittelbar darauﬀolgenden Test aufgenommen wird,
T (Xn) ≤ c∗n,n < c∗n,
bei einem größeren Eﬀekt die Nullhypothese sofort angenommen,
c∗n,n < T (Xn) ≤ c∗n,
und bei noch größerer Gewissheit die Nullhypothese abgelehnt würde,
c∗n,n < c
∗
n < T (Xn).
Die Annahme der Nullhypothese bei sehr großen, aber nicht bei darunter-
liegenden Eﬀekten ist widersinnig. Deswegen gelte die Mindestgröße für
die Entscheidung, keine weiteren Studienteilnehmer mehr aufzunehmen,
als Obergrenze für den kritischen Wert.
Bei einem höchstens genauso großen kritischen Wert wie der Mindest-
größe ist die Entscheidung für ein Rekrutierungsende zwangsläuﬁg mit
der Ablehnung der Nullhypothese verbunden:
c∗n ≤ c∗n,n ∧ T (Xn) > c∗n,n ⇒ T (Xn) > c∗n.
Ein kleinerer kritischer Wert bedeutet, dass ein und dieselben Beobach-
tungen mal als Widerspruch zur Nullhypothese und mal als dafür un-
zureichend gewertet werden. Das hängt von der Eﬀektschätzung in der
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vorangegangenen Studienphase ab. Im ersten Szenario erfolge nach ei-
ner Fallzahlüberprüfung mit n1 Beobachtungen eine weitere Überprü-
fung nach insgesamt n3, also n3 − n1 zusätzlichen Studienteilnehmern.
Für eine Ablehnung der Nullhypothese muss im nächsten Studienteil
T (Xn3) > c
∗
n3,n3
(> c∗n3) gelten. Hingegen genügt T (Xn3) > c
∗
n3
als Ab-
lehnungskriterium, wenn die vorangegangene Studienphase mit n2 Beob-
achtungen, n2 ̸= n1, die endgültige Festlegung auf die Gesamtfallzahl n3
ergab. Folglich hängt die Bewertung der Widerspruchskraft der gleichen
Datenlage vom Studienverlauf ab. Dafür gibt es jedoch weiterhin inhalt-
lich keinen Grund. Es verletzte sogar das Suﬃzienzprinzip ⟨3b⟩. Dem-
zufolge muss ein kritischer Wert der Untergrenze für die Entscheidung,
keine weiteren Studienteilnehmer mehr aufzunehmen, gleichen.
Zudem müssen die kritischen Werte derart in Beziehung zueinander-
stehen, dass keine Eﬀekte benachteiligt werden (vgl. Kapitel 2.3). Die
kritischen Werte seien deshalb gleich, c = c∗n ∀n.
Der letzte Punkt behandelt die frühzeitige Annahme der Nullhypo-
these. Sie knüpft an den Gedanken aus Kapitel 2.1 an, dass sich die
Durchführung einer Studie bei bekannter gültiger Nullhypothese verbie-
tet. Der Verzicht auf die Durchführung ist ein Studienabbruch in der
Planungsphase und kein vorzeitiger Studienabschluss. Es gibt mangels
Beobachtungen keine statistisch gesicherte Entscheidung bezüglich der
Nullhypothese. Das ist bei einem vorzeitigen Studienende mit Annah-
me der Nullhypothese als Teil eines datengesteuerten Verfahrens anders.
Die Entscheidung wird an einem deﬁnierten Kriterium bezüglich der Be-
obachtungen festgemacht. Hiermit sollten die Studienpfade bekannt sein,
die zwar im Verlauf das Kriterium für die vorzeitige Annahme der Nullhy-
pothese erfüllen, aber am Ende doch zu einer Ablehnung geführt hätten.
Hierdurch kann die gesamte Entscheidungsregel darauf abgestimmt wer-
den, geringere Ablehnungswahrscheinlichkeiten zu kompensieren. Damit
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sind etwaige Deﬁzite bei der Ausschöpfung des Signiﬁkanzniveaus und
gegebenenfalls bei der Power minimal. Folglich ist eine vorzeitige An-
nahme der Nullhypothese ein im Gesamtkonzept statistisch gesicherter
Schluss. Die vorzeitige Annahmeoption wird deshalb prinzipiell in die
Entscheidungsregel aufgenommen.
Aus den gesamten obigen Begründungen ergibt sich eine Entschei-
dungsregel, bei der die Entscheidungen anhand der Kombination von drei
Kriterien getroﬀen werden. Es handelt sich um die Anzahl der bislang er-
hobenen Beobachtungen, ob sie in einer Fallzahlüberprüfung oder einem
abschließenden statistischen Test zum Einsatz kommen und in welchen
Wertebereich die beobachtete Teststatistik fällt. Die Entscheidungsmög-
lichkeiten umfassen die Fallzahl für die nächste Studienphase und ob es
sich dabei um die endgültige Gesamtfallzahl handelt oder nicht. Im Falle
der Endgültigkeit kommen die Annahme und die Ablehnung der Nullhy-
pothese als Wahlpﬂichtoptionen hinzu.
Für die Formalisierung der Entscheidungsregel sei (ni, i ∈ N) die (un-
endliche) Folge der Stichprobenumfänge, auf denen die Auswertungen
basieren können. Im überschaubaren Beispiel in Tabelle 1 sind n1 = 20,
n2 = 40, n3 = 60 und n4 = 80. Für jeden Stichprobenumfang ni werde
der Wertebereich der Teststatistik für die Entscheidungsﬁndung partitio-
niert. Dabei werde diﬀerenziert, ob es sich bei der aktuellen Auswertung
um eine Fallzahlüberprüfung oder um die ﬁnale Auswertung handelt.
Bei der ﬁnalen Auswertung besteht die Partition exakt aus zwei Berei-
chen. Eine beobachtete Teststatistik, die größer als der universale kri-
tische Wert c ist, führe zu einer Ablehnung der Nullhypothese. Sonst
werde die Nullhypothese angenommen. Das beinhalten im Beispiel die
Zeilen 13, 14, und 18 bis 21 der Tabelle 1.
Bei einer Fallzahlüberprüfung werde der Bereich (−∞, c] weiter un-
terteilt. Es bleibe bei der Ablehnung der Nullhypothese im Falle einer
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Zeile Entscheidungskriterien Entscheidung
Aktuelle
Fallzahl
als ﬁnale
Fallzahl
Untere
Intervallgrenze
Zukünftige
Fallzahl
als ﬁnale
Fallzahl
Testent-
scheidung
1 20 −∞ 20 ∗ H0
2 20 c20,60 60
3 20 c20,40 40
4 20 c∗20,80 80 ∗
5 20 c∗20,60 60 ∗
6 20 c∗20,40 40 ∗
7 20 c 20 ∗ H1
8 40 −∞ 40 ∗ H0
9 40 c40,60 60
10 40 c∗40,80 80 ∗
11 40 c∗40,60 60 ∗
12 40 c 40 ∗ H1
13 40 ∗ −∞ 40 ∗ H0
14 40 ∗ c 40 ∗ H1
15 60 −∞ 60 ∗ H0
16 60 c∗60,80 80 ∗
17 60 c 60 ∗ H1
18 60 ∗ −∞ 60 ∗ H0
19 60 ∗ c 60 ∗ H1
20 80 ∗ −∞ 80 ∗ H0
21 80 ∗ c 80 ∗ H1
Tabelle 1: Entscheidungsprozedur mit eingeschränkter Rekrutierung,
die mit einer Fallzahlüberprüfung (kein Stern [∗] in Spalte 3) mit 20 Be-
obachtungen pro Behandlung (Spalte 2) beginnt und je nach Intervallzu-
gehörigkeit der beobachteten Teststatistik (Spalte 4) eine Entscheidung
(rechte Tabellenhälfte) anzeigt. Eine weitere Auswertung ﬁndet statt,
wenn die zukünftige die aktuelle Fallzahl übersteigt. Dann schreiben
Spalte 5 und 6 die Eigenschaften der nächsten Auswertung und somit
die sodann vorliegenden Entscheidungskriterien in Spalte 2 und 3 vor.
Die Entscheidungsprozedur endet mit einer Testentscheidung.
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beobachteten Teststatistik oberhalb des Wertes c. Wenn die Teststatistik
im Bereich (c∗ni,nj , c
∗
ni,nj−1 ] liegt, ni < nj, falle die endgültige Entscheidung
für insgesamt nj Studienteilnehmer. Dass die damit verbundenen Beob-
achtungen ausschließlich in den ﬁnalen Test eingehen, zeige der Stern (∗)
an. Schlüssig wird die Notation durch c∗ni,ni = c. Im Beispiel in Tabelle 1
fällt die endgültige Entscheidung für 60 weitere Probanden, wenn die mit
20 Beobachtungen ermittelte Teststatistik im Bereich (c∗20,80, c
∗
20,60] liegt
(vgl. Zeile 4 der Tabelle 1). Nimmt sie dagegen einen Wert des Intervalls
(c∗20,40, c] an, soll die Studie unumstößlich insgesamt 40 Studienteilnehmer
enthalten (vgl. Zeile 6 der Tabelle 1). Die nächste und letzte Entschei-
dung fällt daraufhin zwangsläuﬁg in den Zeilen 13 und 14 der Tabelle 1.
Eine weitere Fallzahlüberprüfung mit insgesamt nj Beobachtungen
folge auf eine beobachtete Teststatistik im Intervall (cni,nj , cni,nj−1 ], ni <
nj < max(nℓ, ℓ ∈ N). Dabei gelte cni,ni = c∗ni,max(nℓ, ℓ∈N). Damit ﬁn-
det im Beispiel nach einer Fallzahlüberprüfung mit 40 Beobachtungen
eine Studienphase mit insgesamt 60 Beobachtungen zur Überprüfung
statt, wenn die Teststatistik einen Wert zwischen c40,60 und einschließlich
c∗40,80 annimmt (vgl. Zeile 9 der Tabelle 1). Eine Überprüfung mit den
Beobachtungen von insgesamt 80 Studienteilnehmern kann nicht statt-
ﬁnden, weil keine höheren Fallzahlen zur Wahl stehen. Die Notation be-
rücksichtigt das durch nj < max(nℓ, ℓ ∈ N).
Der Bereich (−∞, cni,max{nj : (nℓ, ℓ∈N)\max(nℓ, ℓ∈N)}] komplettiert die Par-
tition des Wertebereichs der Teststatistik für eine Überprüfung mit ni Be-
obachtungen. Er ist mit dem Studienende mit einer vorzeitigen Annahme
der Nullhypothese verbunden (vgl. Zeile 1, 8 und 15 der Tabelle 1).
Tabelle 1 lässt erkennen, dass das eingeführte Design ein gruppen-
sequenzielles Design (vgl. Kapitel 2.3) als Spezialfall beinhaltet. Eine
Studie ohne Zwischenauswertung kann wiederum als Spezialfall eines
gruppensequenziellen Tests betrachtet werden. Tabelle 1 beschreibt einen
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gruppensequenziellen Test mit vier Auswertungen jeweils nach 20 zusätz-
lichen Beobachtungen, wenn c20,60 = c20,40 = −∞ und c∗20,80 = c∗20,60 =
c∗20,40 = c, c40,60 = −∞ und c∗40,80 = c∗40,60 = c sowie c∗60,80 = c gilt. An-
sonsten ermöglichen die Zeilen 2, 3 und 9 der Tabelle 1 das Überspringen
von Auswertungen mit vermutlich geringem oder inversem Zusatznutzen.
Den Zeilen 4 bis 6, 10 und 11 sowie 16 kommt die Funktion zu, dem sonst
gegebenen Streben nach einer Power von 100 % entgegenzuwirken (vgl.
Kapitel 2.3).
Mit der konkreten Wahl der prinzipiell unendlich vielen Entschei-
dungsgrenzen befasst sich das nachfolgende Kapitel 3.2. Die Beschrän-
kung auf eine endliche Anzahl von Auswertungen bis hin zu einer endli-
chen Teilnehmerzahl ist nicht damit zu vereinbaren, erst bei ausreichend
gewisser ﬁnaler Gesamtfallzahl statistisch zu testen (vgl. Kapitel 2.2).
Ausmaße an der Grenze zur Nullhypothese verlangen, auch bei einem
Studiendesign ohne Zwischenauswertungen, unendlich viele Studienteil-
nehmer. Um sich der unendlichen Gesamtfallzahl sicher zu sein, braucht
es selbst unendlich viele Probanden und Überprüfungen. Aufgrund der
Fülle der prinzipiellen Optionen kann das eingeführte Design als satu-
riertes ﬂexibles Design (SaFD) bezeichnet werden.
3.2 Automatisierung anhand einer Verlust-
funktion
Eine ﬂexible Entscheidungsregel zur Fallzahlanpassung ist vorab präzi-
se zu deﬁnieren, sodass der Studienverlauf automatisch vonstattengehen
kann. Die Forderung wird für adaptive Studiendesigns in der Literatur
teils unter der Bezeichnung des Self-Designs umgesetzt ⟨8⟩ ⟨15⟩. Sie ist
die Voraussetzung für die Beurteilung der Auswirkung der getroﬀenen
Entscheidungen. Die Interpretierbarkeit der Studienergebnisse ist für die
Akzeptanz des vorgeschlagenen Vorgehens unerlässlich. Zudem haben nur
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so Vergleiche mit anderen Entscheidungsregeln Bestand. Nur die beste
Entscheidungsregel darf in den Studienplan aufgenommen werden.
Die perfekte Entscheidungsregel liefert laut Kapitel 2.1 mit dem
kleinstmöglichen Ressourcenaufwand einen gerade noch validen Schluss.
Der Validitätsbegriﬀ bezieht sich auf das wahre Ausmaß. Die unzurei-
chende Kenntnis des wahren Ausmaßes behindert daher die Beurteilung
der Perfektion einer Entscheidungsregel und damit die Studienplanung.
Ein ausreichendes Wissen liege vor, wenn sich die Unkenntnis auf Ausma-
ße mit einem gleich hohen realen Ressourcenbedarf für einen gerade eben
validen Schluss beschränkt. Dann ist für die Studienplanung irrelevant,
welches Ausmaß das wahre ist. Genauso wäre bei größerer Unwissenheit
eine Entscheidungsregel wünschenswert, die für alle potenziell wahren
Ausmaße perfekt ist. Dem steht die Gegenläuﬁgkeit des Strebens nach
möglichst vielen (zu verschiedenen) Ausmaßen mit validen Schlüssen und
dem dafür benötigten Ressourceneinsatz entgegen. Der Einsatz umfasst
sowohl die Gesamtfallzahl als auch die Anzahl der Auswertungen. Zum
Beispiel sei die korrekte Teilnehmerzahl für das kleinstmögliche Ausmaß
geplant. Damit sind alle potenziell wahren Ausmaße mit validen Schlüs-
sen verbunden. Dafür weicht der Ressourcenverbrauch für größere Aus-
maße vom Ideal ab, indem die Fallzahl zu hoch ist und/oder durch Zwi-
schenauswertungen angepasst wird. Im gegenteiligen Extremfall ist bloß
die Testentscheidung für das größtmögliche Ausmaß valide. Das Risiko
vergeblich aufgewandter Ressourcen ist entsprechend hoch, wenn nicht
anderweitig Kosten durch Fallzahlanpassungen entstehen. Eine Entfer-
nung von der perfekten Entscheidungsregel ist also unvermeidlich, sobald
für mindestens ein mögliches Ausmaß eine andere Fallzahl als für andere
potenziell wahren Ausmaße angemessen ist.
Welche imperfekte Entscheidungsregel in den Studienplan aufgenom-
men wird, bestimmt weiterhin das Gebot der Ressourceneﬃzienz. Dar-
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unter kann aber nicht mehr nur der unter der Nebenbedingung einer
Power von 90 % minimierte Ressourcenaufwand verstanden werden. Die
Gewährleistung der Validität für alle möglichen Ausmaße erfordert in
letzter Konsequenz einen beliebig hohen zusätzlichen Ressourcenaufwand
(für das eine wahre Ausmaß). Auch sonst könnte ein unwesentlich höhe-
res Risiko für vergebliche Aufwendungen sicheren Mehrkosten vorzuzie-
hen sein. Demzufolge sind invalide Schlüsse mit einer eﬃzienten Ent-
scheidungsregel prinzipiell kompatibel. Die optimale Entscheidungsregel
führt demnach den besten Kompromiss aus den Aufwendungen unter
zwei verschiedenen Umständen herbei. Zum einen handelt sich um den
Ressourceneinsatz, dessen vollständiger Verlust bei der Bewahrheitung
der Ausmaße mit Ablehnungswahrscheinlichkeiten unter 90 % droht. Ei-
ne niedrigere Wahrscheinlichkeit bedeutet ein höheres Risiko. Auf der
anderen Seite stehen die Mehrkosten für eine ausreichende Power den
Kosten der perfekten Entscheidungsregel gegenüber.
Valide Schlüsse werden nach wie vor untereinander allein anhand der
für sie benötigten Ressourcen verglichen. Das bedeutet, dass die Höhe der
erreichten Power ab 90 % irrelevant ist. Andernfalls müsste von der beste-
hende Deﬁnition der Validität abgerückt werden (vgl. Kapitel 2.1). Die
Deﬁnition der besten Entscheidungsregel zeigt also die perfekte Entschei-
dungsregel im Falle der ausreichenden Bekanntheit des wahren Ausmaßes
an.
Die Findung der besten Entscheidungsregel setzt die Formulierung
des genannten Kompromisses als Verlustfunktion mit eindimensionalem
Wertebereich voraus. Eine zweikriterielle Optimierung konfrontierte den
Studienplaner mit unvergleichlichen Entscheidungsregeln. Eine Verbesse-
rung in einem Aspekt ist ausschließlich durch eine Verschlechterung des
anderen Aspekts möglich (vgl. Seite 25). Die Optimierung der Verlust-
funktion hat unter der Nebenbedingung des eingehaltenen Signiﬁkanzni-
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veaus zu erfolgen. Existieren mehrere global optimale Entscheidungsre-
geln, gebe die größere Menge potenzieller Eﬀekte mit einer Power von
mindestens 90 % den Ausschlag.
Die Verlustfunktion muss auf die speziellen Rahmenbedingungen ei-
ner Studie abgestimmt sein. Die monetären Kosten für eine Fallzahl-
prüfung variieren für jede Studie ebenso wie die ethische Dringlichkeit,
Probanden oder Zeit einzusparen. Das bedeutet jedoch nicht zwangsläu-
ﬁg ein weniger idealistisches Vorgehen. Kosten für Überprüfungen, die
kaum mehr Gewissheit bringen, sollten anderen Forschungsprojekten zu-
kommen. Ebenso folgt die schnellere Beantwortung der Fragestellung aus
ethischen Gründen Idealen. Zum Beispiel verlangt eine neuartige Epide-
mie eine zeitnahe Einführung von Therapien. Zugunsten einer kürzeren
Studiendauer können Nachteile hinnehmbar sein, die in anderen Situa-
tionen weniger Akzeptanz ﬁnden.
Nichtsdestotrotz darf der Kompromiss nicht zu stark ausfallen. Ein
unbrauchbares Ergebnis wird nicht wertvoller, indem es schnell ermittelt
wurde. Es muss akzeptiert werden, dass manche Studien viel Zeit für ver-
lässliche Ergebnisse benötigen. Der Erkenntnisgewinn hat Priorität. Das
gilt unabhängig von der Dauer bis zur Erhebung des Endpunktes. Falls
also einschließlich der Berücksichtigung der rein ethischen Anforderungen
(an die Studiendauer) die beste Entscheidungsregel einen datengesteuer-
ten Studienverlauf beinhaltet, ist diese Entscheidungsregel zu verwenden.
Soll zum Beispiel die 10-Jahres-Mortalität untersucht werden, dauert es
eben mindestens 10 Jahre bis zum Beginn der nächsten Studienphase.
Das kann besser als eine zehnjährige Studie sein, die aber unbrauchbare
Ergebnisse liefert.
Falls die Durchführung einer Studie mit einem datengesteuerten Ver-
lauf nicht machbar ist, kann die Studie nicht durchgeführt werden. Das ist
vergleichbar mit der Situation, in der die angemessene Fallzahl bekannt
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ist, sie sich aber mangels Sponsoren nicht realisieren lässt. Die Durch-
führung mit geringeren Teilnehmerzahlen ist wegen des Risikos für einen
vergeblichen Ressourceneinsatz mitsamt der zu erwartenden Verletzung
des Signiﬁkanzniveaus bei einer Folgestudie keine verantwortliche Option
(vgl. Kapitel 2). Die mangelnde Machbarkeit ist also kein Argument ge-
gen einen datengesteuerten Studienverlauf, wie manch eine Publikation
denken lässt ⟨4⟩, sondern gegen die generelle Durchführung der Studie.
Über die Datensteuerung entscheiden die ethischen Anforderungen. Die
ethischen Aspekte kommen in der Verlustfunktion zusammen.
Die Abwägung der Ideale, unter anderem über die Sanktionierung
der Auswertungszahl, sollte einer Ethikkommission obliegen. Präzedenz-
fälle wären wünschenswert. In jedem Fall begrenzte die Zuständigkeit
die Zweckentfremdung aus rein wirtschaftlichen Interessen. Die Möglich-
keit der Zweckentfremdung ist ein Argument für eine einheitliche Ver-
lustfunktion, die aber eben den unterschiedlichen ethischen Ansprüchen
verschiedener Studien nicht gerecht würde. Nichtsdestotrotz könnte es
ein gemeinsames Grundgerüst geben, das die geforderte Individualität
zulässt. Hiermit befasst sich Kapitel 4.
3.3 Leitfaden zur Umsetzung
Der folgende Leitfaden zur Umsetzung des entwickelten Studiendesigns
dient sowohl der Zusammenfassung als auch der Ergänzung um prakti-
sche Aspekte und Anregungen für zukünftige Forschungstätigkeiten (J).
Von der Wiedergabe allgemeiner Handlungsempfehlungen, wie von der
EMEA ⟨6⟩ und von der FDA ⟨7⟩, wird dabei abgesehen.
1. Den Ausgangspunkt für eine Studie mit einem SaFD bildet standard-
mäßig die Formulierung des Testproblems und die Wahl eines passen-
den statistischen Tests unter Berücksichtigung der Eigenschaften der
zur Beantwortung der Fragestellung geeigneten Beobachtungen.
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Wenn die multivariate Verteilung der damit verbundenen kumu-
lativen Statistiken der jeweiligen Auswertungen nicht bestimmt wer-
den kann, kann erwogen werden, die Studienplanung für den Gauß-
Test durchzuführen (vgl. Seite 16). Die Ergebnisse gelten approxima-
tiv. Die Eignung des Behelfs, insbesondere vor dem Hintergrund von J
Überprüfungen nach wenigen zusätzlichen Studienteilnehmern, und
alternativen Vorgehen bieten sich als Gegenstand zukünftiger Unter-
suchungen an.
2. An die gewohnte Initialisierung schließt sich die gewissenhafte Festle-
gung einer a-priori-Dichte π für das wahre Ausmaß θ der Alternativ-
hypothese anhand des bestmöglichen Vorwissens an. Auch das SaFD
verlangt hierbei die größte Sorgfalt. Es nimmt keine Arbeit ab. Die
gegenteilige Auﬀassung läuft dem ethischen Gebot und dem eigenen
Interesse eines geringen Ressourcenaufwands zuwider.
Es gibt eine Ausnahme, die nachträgliche Änderungen der a-priori-
Dichte erlaubt. Sie betriﬀt das Vorliegen neuer Informationen, die
nicht den gewonnenen Beobachtungen der eigenen Studie entstam-
men. Eine Korrektur der a-priori-Dichte kann höchstens den zukünf-
tigen Studienverlauf beeinﬂussen. Selbst hierfür lassen sich unter Um-
ständen nicht alle gebotenen Veränderungen eﬀektiv umsetzen. Das
verdeutlicht die Notwendigkeit, die a-priori-Dichte zu Beginn der Pla-
nungsphase so wahrheitsgetreu wie möglich festzulegen. Stellt sich ein
Studiendesign als ungeeignet heraus, droht der Studienabbruch.
3. Der nächste Schritt der Planungsphase umfasst die Deﬁnition einer
Verlustfunktion (vgl. Kapitel 3.2). Sie bewertet einen Entscheidungs-
prozess. Folglich ist die Optimierung mehrerer Verlustfunktionen mit
anschließender Auswahl des besten Ergebnisses sinnentleert. Solch
ein Vorgehen zeugt von mangelndem Verständnis für die Bewertun-
gen, die die Verlustfunktionen ausdrücken.
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4. Die Verlustfunktion dient der Findung des besten Kompromisses. Man-
che Komponenten eines Studienplans sind aber unumstößlich. Hieraus
ergeben sich Nebenbedingungen für die Optimierung der Entschei-
dungsregel. Zum Beispiel schränkt eine technisch notwendige Block-
Randomisierung die möglichen Studienverläufe ein. Studienverläufe
sind ausgeschlossen, wenn die dafür erforderlichen Entscheidungen
durch leere Entscheidungsbereiche nicht getroﬀen werden können (vgl.
Kapitel 3.1). Die Festlegung leerer Entscheidungsbereiche geht mit der
Gleichsetzung der zugehörigen Entscheidungsgrenzen einher. Damit
entfallen Variablen für die optimale Gestaltung einer Entscheidungs-
regel.
Allgegenwärtige Nebenbedingungen sind die Einhaltung des Signi-
ﬁkanzniveaus und die aufsteigende Ordnung der Entscheidungsgren-
zen.
5. An diesem Punkt sollte das Optimierungsproblem, auch durch die Ei-
genschaften der Daten, vollständig beschrieben sein. Gesucht ist die
Kombination aus denjenigen Entscheidungsgrenzen (vgl. Kapitel 3.1)
und derjenigen Fallzahl der ersten Auswertung, die unter allen Kom-
binationen mit erfüllten Nebenbedingungen aus Punkt 4 das kleinste
Bayes-Risiko aufweisen, das die a-priori-Dichte aus Punkt 2 und die
Verlustfunktion aus Punkt 3 deﬁnieren. Wenn ihre Existenz sicherge-
stellt ist, kann mit der Auﬃndung begonnen werden.
Aufgrund der hohen Komplexität des Optimierungsproblems liegt
eine numerische Optimierung nahe. Doch auch ihrer Anwendung steht
eine hohe (Rechen-)Komplexität imWege. Deshalb wäre zu überlegen, J
inwieweit die möglichen Fallzahlen und die Anzahl der Auswertungen
reduziert werden können. Die Umsetzung eines SaFDs ist ebenso we-
nig wie andere Verfahren davon ausgenommen, dass Sponsoren eine
Finanzierung einer Studie mit immens vielen Teilnehmern nicht unter-
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stützen (können). Daraus ergeben sich Einschränkungen. Sie dürfen
nicht in die Deﬁnition der Verlustfunktion eingehen, weil die ethische
Begründung dafür fehlt. Wenn die ﬁnanzierbaren Optionen nicht aus-
zureichen scheinen (vgl. Kapitel 4.4), darf die Studie nicht realisiert
werden. Trotz der Einschränkungen kann das Optimierungsproblem
zu viele Variablen beinhalten. Möglicherweise genügt die Auswahl ei-
niger Variablen, mit denen die anderen durch Interpolation beschrie-
ben werden.
Für die numerische Optimierung muss ein Algorithmus ausgewählt
werden. Zukünftige Forschungsarbeiten könnten sich damit befassen, J
welcher Algorithmus sich für welche, maßgeblich durch Punkt 1 deﬁ-
nierten, Situationen anbietet und welche speziﬁschen Probleme auftre-
ten. Kommt im Rahmen der Umsetzung ein Optimierungsalgorithmus
in Frage, der unter Umständen mit Lösungen arbeitet, die die Neben-
bedingungen verletzen, muss die Deﬁnition der Entscheidungsregel
(vgl. Kapitel 3.1) erweitert werden. Sie muss dann auch für Entschei-
dungsgrenzen ohne aufsteigender Ordnung deﬁniert sein. Ansonsten
kann die numerische Optimierung anhand des ausgewählten Algorith-
mus durchgeführt und mit Punkt 6 auf Seite 34 fortgefahren werden.
In der Formulierung der Entscheidungsregel aus Kapitel 3.1 deﬁ-
nieren nicht-aufsteigend geordnete Entscheidungsgrenzen überschnei-
dende Entscheidungsbereiche. Fällt der Wert der Statistik in solch
eine Schnittmenge, gibt es keine eindeutige Entscheidung. Zur Veran-
schaulichung werde die Entscheidungsregel aus Tabelle 1 auf Seite 22
für eine Fallzahlüberprüfung mit 40 Beobachtungen mit konkreten
Grenzen versehen (vgl. Tabelle 2). Liegt die beobachtete Teststatistik
im Bereich (1,0; 1,3], konkurrieren demnach zwei Optionen. Bei Wer-
ten bis zu 1,7 muss die Nullhypothese vorzeitig angenommen werden.
Gleichzeitig ist die Testung mit unumstößlich 80 Beobachtungen bei
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Schätzungen zwischen 1,0 und einschließlich 2,0 vorgeschrieben. Die
bisherigen Kriterien bilden im Falle nicht-disjunkter Entscheidungs-
bereiche keine vollständige Entscheidungsregel.
Entscheidungskriterien Entscheidung
e Aktuelle
Fallzahl
als ﬁnale
Fallzahl
Untere
Intervallgrenze
Zukünftige
Fallzahl
als ﬁnale
Fallzahl
Testent-
scheidung
1 40 −∞ 40 ∗ H0
2 40 1,7 60
3 40 1,0 80 ∗
4 40 2,0 60 ∗
5 40 1,3 40 ∗ H1
Tabelle 2: Zahlenbeispiel für den Ausschnitt der in Tabelle 1 auf Sei-
te 22 dargestellten Entscheidungsregel (nj ∈ {20, 40, 60, 80}) mit nicht-
disjunkten Entscheidungsbereichen. Der Index e ∈ E40 = {1, ..., 2 ·#{j :
nj > 40} + 1} = {1, ..., 2 · #{60, 80} + 1} = {1, ..., 5} bezieht sich auf
die Handlungsoptionen bei der Fallzahlüberprüfung mit ni = 40 Beob-
achtungen pro Behandlung.
Aus den Überlegungen in Kapitel 3.1 resultierten aber keine ande-
ren als die gegebenen Entscheidungskriterien. Deshalb entscheide im
Zweifelsfall der Zufall. Demnach hängt die Entscheidung über das Stu-
dienende mit der Annahme der Nullhypothese oder die Testung mit
80 Beobachtungen im Beispiel in Tabelle 2 von einem Münzwurf ab,
wenn die beobachtete Teststatistik im Bereich (1,0; 1,3] liegt. Solch
eine randomisierte Entscheidungsregel ist aus inhaltlicher Sicht ab-
zulehnen. Sie diene nur als technischer Behelf für die Findung einer
Entscheidungsregel mit aufsteigend geordneten Entscheidungsgrenzen
mittels Optimierung unter der Nebenbedingung der Ordnung.
Die Einbindung des Zufalls erfolge über eine Zufallsvariable für
jede Fallzahlüberprüfung, Sni . Sie ersetze die Teststatistik als direk-
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tes Entscheidungskriterium. Die Teststatistik Tni bestimme aber die
diskrete Verteilung der Zufallsvariablen Sni . Im Beispiel führt die Rea-
lisierung der Teststatistik T40 im Bereich (1,0; 1,3] dazu, dass die vor-
zeitige Annahme der Nullhypothese oder die Testung nach 80 Be-
obachtungen jeweils mit 50 %-iger und alle anderen Optionen mit
nullprozentiger Wahrscheinlichkeit gewählt werden. Gilt stattdessen
T40 ∈ (−∞; 1,0], fällt die Entscheidung eindeutig für die vorzeitige
Annahme der Nullhypothese. Die Verteilung von S40 ist dann nicht
wie zuvor durch den Wahrscheinlichkeitsvektor (0,5; 0; 0,5; 0; 0), son-
dern durch (1, 0, 0, 0, 0) gegeben.
Die Wahrscheinlichkeit für die Entscheidung mit dem Index e ∈
Eni = {1, ..., 2 · #{j : nj > ni} + 1} bei der überprüfenden Auswer-
tung mit ni Beobachtungen hänge also zum einen davon ab, ob die
Teststatistik Tni in den zur Entscheidung gehörenden Entscheidungs-
bereich Ce|ni fällt. Nur dann sei die Wahrscheinlichkeit größer als Null.
Ihre Höhe hänge wiederum davon ab, in wie vielen Bereichen der Wert
der Teststatistik liegt. Die konkurrierenden Entscheidungen haben al-
le die gleiche Wahrscheinlichkeit gewählt zu werden. Demnach gibt
pe,ni(Tni) =
ICe|ni (Tni)∑
ϵ∈Eni ICϵ|ni (Tni)
die Auswahlwahrscheinlichkeit der Entscheidung e gegeben der Test-
statistik Tni an. Dabei dient die Indikatorfunktion
IQ(q) =
⎧⎪⎨⎪⎩1, falls q ∈ Q0, falls q /∈ Q
einerseits der Fallunterscheidung und andererseits dem Zählen der
konkurrierenden Entscheidungen. Im Beispiel in Tabelle 2 liegt die
Auswahlwahrscheinlichkeit für das sofortige Studienende mit Ableh-
nung der Nullhypothese nach 40 Beobachtungen, e = 5, im Falle von
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T40 = 2 bei
p5,40(2) =
I(1,3;∞)(2)
I(−∞;1,7](2)+I(1,7;1,0](2)+I(1,0;2,0](2)+I(2,0;1,3](2)+I(1,3;∞)(2)
=
1
1 + 0 + 1 + 0 + 1
=
1
3
.
Die Erweiterung der Deﬁnition einer Entscheidungsregel für Ent-
scheidungsgrenzen beliebiger Ordnung durch die Nutzung anderer Zu-
fallsvariablen als Entscheidungskriterium hat ein abgewandeltes Op-
timierungsproblem zur Folge. Die Wahrscheinlichkeiten der Entschei-
dungspfade folgen der Verteilung P(Sni ,i∈N). Sie ergibt sich durch
P(Sni ,i∈N) = P(Tni ,i∈N)
∏
j∈N
PSnj |(Tni ,i∈N).
Das Gesetz der totalen Wahrscheinlichkeit ermöglicht die Nutzung
der bedingten stochastischen Unabhängigkeit der Zufallsvariablen Sni
gegeben der verteilungsrelevanten Teststatistiken Tni .
6. Nachdem die Studienplanung abgeschlossen ist, wird die Studie streng
gemäß der geplanten Entscheidungsregel durchgeführt. Hierfür kön-
nen in der Planungsphase Strategien erdacht werden, indem die Kon-
sequenzen von Abweichungen von der optimalen Entscheidungsregel
begutachtet werden (vgl. Seite 50).
7. Zum Studienende wird das wahre Ausmaß geschätzt. Die üblichen
Schätzer sind für Stichproben mit festem Umfang konstruiert. Das
vorgeschlagene Konzept nutzt dagegen dieselben Informationen zufäl-
liger Beobachtungen bezüglich des wahren Ausmaßes zur Bestimmung
der Fallzahl wie für die Schätzung. Daher gewährleistet ein erwar-
tungstreuer Schätzer für datenunabhängige Fallzahlen keine erwar-
tungstreuen Schätzungen im Fall von Fallzahlanpassungen ⟨16⟩. In
der Literatur wird vorgeschlagen, trotzdem an den Schätzern fest-
zuhalten und dann Korrekturmaßnahmen durchzuführen ⟨19⟩, mit
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hohem numerischen Aufwand zu Rao-Blackwellisieren ⟨10⟩ oder auf
mediantreue Schätzer auszuweichen ⟨1⟩. Mein Vorschlag ist dagegen
allgemein und leicht umsetzbar. Der Studienplan schreibt immer eine
Mindestfallzahl mindestens in Höhe der Fallzahl für die erste Studi-
enphase vor. Sie hängt von keinen Beobachtungen ab. Am Studienen-
de werde nun eine Vielzahl entsprechend großer Stichproben aus den
vorliegenden Daten gezogen. Aus jeder Stichprobe ergibt sich mit ei-
nem erwartungstreuen Schätzer eine erwartungstreue Schätzung. Das
arithmetische Mittel dieser erwartungstreuen Schätzer ist wegen der
Linearität des Erwartungswerts selbst ein erwartungstreuer Schätzer,
wenn die Anzahl der Stichproben datenunabhängig ist.
Die nähere Auseinandersetzung mit Schätzern samt ihren zugehö- J
rigen Konﬁdenzintervalle wird fortführenden Forschungen angetragen.
Von besonderem Interesse ist die Gegenüberstellung des vorgeschla-
genen Schätzers mit dem Rao-Blackwellisierten Schätzer hinsichtlich
der Varianzen. Es ist zu klären, ob die vereinfachte Schätzung die da-
mit verbundene Erhöhung der Varianz gegenüber der kleinsten Vari-
anz unter allen sogenannten truncation-adaptable unbiased estimators
(für den einzigen Parameter einer Verteilung aus der Exponentialfami-
lie), der des Rao-Blackwellisierten Schätzers ⟨10⟩, rechtfertigt. Davon
abgesehen ließe sich zudem untersuchen, ob der Einsatz des vorge-
schlagenen Schätzers die Leistung der adaptiven Designs nach dem
CRP-Prinzip (vgl. Kapitel 2.3), wie zum Beispiel die von Hartung
genannten Designs ⟨8⟩, verbessert.
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4 Verlustfunktionen zur Beurteilung
flexibler Designs
4.1 Publizierte Verlustfunktionen
Kapitel 3.2 regte ein Grundgerüst für Verlustfunktionen zur Optimierung
ﬂexibler Designs an, auf dem die an selber Stelle geforderten Individuali-
sierungen aufbauen könnten. Im Jahr 2016 listeten Zhang, Cui und Yang
publizierte Funktionen zur Bewertung ﬂexibler Designs auf ⟨21⟩. Keine
davon berücksichtigt die benötigte Anzahl der Auswertungen.
Es ist kein Ersatz, wie in ⟨11⟩ die Funktionswerte von Designs mit der
gleichen zugelassenen maximalen Auswertungszahl zu vergleichen. Zum
Beispiel benötigt ein gruppensequenzieller Test nach Pocock (vgl. Kapi-
tel 2.3) mit maximal 20 Studienphasen mit je zwei Probanden pro Be-
handlungsgruppe bei einem wahren Ausmaß von θ = 1 durchschnittlich
7,64 Auswertungen. Jedes dritte Studienende ereignet sich nach mehr
als neun Studienphasen. Ein adaptives Design nach dem CRP-Prinzip
(vgl. Kapitel 2.3) wie auf Seite 43 nimmt dagegen von 100 maximal mög-
lichen Auswertungen durchschnittlich 3,72 an, wenn mit einer Fallzahl
von zwei Probanden pro Gruppe mit einem Gewicht von ϵ1 = 111 begon-
nen wird und höchstens 5000 Probanden aufgenommen werden dürfen.
Mehr als neun Studienphasen sind unwahrscheinlicher als 0,1 %. Die Ar-
gumentation mit der maximal möglichen Auswertungszahl von 100 ist
hier realitätsfern. Die Maximalzahl gibt, wie gezeigt, ohnehin nur einge-
schränkt die Befähigung für die breite Anwendung wieder, die für eine
Etablierung eines Verfahrens relevant ist. Aber auch selbst wenn glei-
che zugelassene maximale Auswertungszahlen einen Vergleich ansonsten
verschiedener Designs zuließen, bliebe bei solch einem internen Vergleich
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oﬀen, welches der demnach besten Designs jeweils verschiedener maxi-
maler Auswertungszahlen vorzuziehen wäre.
Hinzu kommen weitere Aspekte publizierter Bewertungskriterien, die
den Optimierungsprozess fehlleiten. Zum Beispiel bezieht sich der soge-
nannte Average Performance Score
APSZCY =
∫
π(θ)
⏐⏐⏐⏐ Eθ(N)f(θ;α, β) − 1
⏐⏐⏐⏐ dθ (4)
von Zhang, Cui und Yang, ein Bayes-Risiko mit der a-priori-Dichte π für
das wahre Ausmaß θ, ausschließlich auf die durchschnittlich eingesetzte
Gesamtfallzahl Eθ(N) ⟨21⟩. Dem liegt folgende Unterstellung zu Grunde:
A design with an average sample size curve matching [the] gold stan-
dard will likely produce the targeted power with a sound average sample
size [...]. Mit dem Goldstandard ist die (nicht-zwingend realisierbare)
Fallzahl f(θ;α, β) für eine gerade eben valide einmalige Testung ohne
Zwischenauswertungen zum Signiﬁkanzniveau α gemeint. Nach diesem
Score (4) gelten Entscheidungsregeln mit der gleichen erwarteten Fall-
zahl wie bei der Referenz mit [1 − β] = 90 %-iger Power als optimal,
ohne dass die Power wenigstens einmal 90 % erreichen muss. Darüber
hinaus wird eine Entscheidungsregel negativ bewertet, die gegenüber der
Referenz Probanden ohne Einbußen bei der Power spart.
Die Kritikpunkte treﬀen ebenfalls die Sample Size Discrepancy
SSD =
∫
π(θ) |Eθ(N)− f(θ;α, β)| dθ
von Wu und Cui ⟨20⟩. Der einzige Unterschied zum Average Perfomance
Score (4) besteht in der missachteten Abhängigkeit der Bedeutung ei-
ner Fallzahlabweichung vom wahren Ausmaß (vgl. Kapitel 3.1). Dadurch
bestimmen die kleineren potenziell möglichen Ausmaße den Verlust stär-
ker als von der a-priori-Dichte vorgesehen. Das Deﬁzit ﬁndet sich auch
beispielsweise bei der Average Sample Size
ASS =
∫
π(θ)Eθ(N) dθ
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von Jennison und Turnbull ⟨9⟩. Hiermit werden immerhin kleine Fallzah-
len als Vorteil gewertet. Beiden Arbeiten kann im Gegensatz zu der von
Zhang, Cui und Yang zugesprochen werden, dass die Power als Neben-
bedingung wenigstens nicht gänzlich ignoriert wird. Wu und Cui genügt,
dass die Ablehnungswahrscheinlichkeiten eines bestimmten Anteils der
potenziell wahren Ausmaße oberhalb eines (um 10 Prozentpunkte) kleine-
ren als den für die Validität geforderten Werts liegen. Das erzwingt keinen
einzigen validen Schluss. Dagegen verlangen Jennison und Turnbull zwar
Validität, aber nur für das wahre Ausmaß. Wäre es bekannt, interessierte
die Bewertung anderer Ausmaße nicht. Aber auch die Forderung eines ge-
wissen Prozentsatzes valider Schlüsse wäre nicht zufriedenstellend. Darin
liegt der Widerspruch, die gewählten Ausmaße gemäß ihrer Möglichkeit
wahr zu sein, einbeziehen zu wollen beziehungsweise zu müssen, aber
dann doch einen Teil selektiv bezüglich der Validität zu ignorieren. Au-
ßerdem läuft die Forderung eines zunehmend großen Prozentsatzes von
potenziell wahren Ausmaßen mit einer Power oberhalb einer festgelegten
Grenze der gebotenen Ressourceneﬃzienz zuwider. Das brachte in Ka-
pitel 3.2 den Kompromiss des überreichlichen Ressourcenverbrauchs aus
zwei verschiedenen Quellen zur Sprache.
Am ehesten scheint der Average Performance Score (APS)
APS = 100
∫
π(θ)
[
I(f(θ;α,β),∞)
(
Eθ(N)
)
o− 1
[
Eθ(N)
f(θ;α, β)
− 1
]
(5)
+
I(−∞,f(θ;α,β))
(
f(θ;α, βθ)
)[
f(θ;α, β)− f(θ;α, βθ)
]
f(θ;α, β)− f(θ;α, 1− [1− u] [1− β])
]
dθ,
von Liu, Zhu und Cui einen Kompromiss abzubilden ⟨11⟩. Der erste Sum-
mand bewertet eine über die Fallzahl der Referenz hinausgehende benö-
tigte durchschnittliche Teilnehmerzahl als Verlust, Eθ(N) > f(θ;α, β).
Der zweite Summand bestraft zu niedrige erreichte Ablehnungswahr-
scheinlichkeiten, [1−βθ] < [1−β] (⇔ f(θ;α, βθ) < f(θ;α, β)). Die jeweils
anders gerichtete Abweichung neutralisiert die auf Seite 33 deﬁnierte Indi-
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katorfunktion I. Damit endet das Streben nach geringen Teilnehmerzah-
len bei der Fallzahl der Referenz. Die Menge der Entscheidungsregeln, die
mit (unterschiedlich) niedrigeren Fallzahlen für eine ausreichende Power
als gleichwertig deklariert werden, hängt von der Wahl der Referenz ab.
Die Übersetzung der erreichten Power [1− βθ] in eine Fallzahl f(θ;α,
βθ) zur Bewertung ihrer Verhältnismäßigkeit bezüglich der tatsächlich da-
für benötigten Fallzahl schlugen Jennison und Turnbull bereits zwei Jahre
zuvor vor ⟨9⟩. Ihr Eﬃciency Index f(θ;α,βθ)Eθ(N) bewertet aber eben nur die
Verhältnismäßigkeit. Die Wahl der als Referenz fungierenden Entschei-
dungsregel mit einer [1−βθ] = 20%-igen Power wird mit einem Eﬃciency
Index von Eins als ebenso gut befunden wie mit einer [1−βθ] = 90 %-igen
Power (f(θ;α, βθ) = Eθ(N)).
Der APS (5) scheint bislang die einzige Funktion zu sein, die mit
der Übersetzung der erreichten Power in eine Fallzahl zur Optimierung
ﬂexibler Designs an den Eﬃciency Index anknüpft. Angesichts der in der
Bedeutung übereinstimmenden Bewertungen einer zu hohen Fallzahl und
einer zu niedrigen Power stellt sich aber die Frage, warum der APS die
Gewichtung der beiden Aspekte auf verschiedene Weise vornimmt. Die
Bezugsgröße für die im Mittel zusätzlich benötigte Fallzahl gegenüber
der Referenz ist
o · f(θ;α, β)− f(θ;α, β), o > 1.
Dagegen wird die Fallzahldiﬀerenz, die den Power-Verlust beschreibt,
durch
f(θ;α, β)− f(θ;α, 1− [1− u] [1− β]), u ∈ (0, 1),
relativiert. Einmal erfolgt die Gewichtung also mit einem subjektiv fest-
gelegten Faktor o außerhalb, das andere Mal mit einem anderen belie-
bigen Faktor u innerhalb der Funktion f , die die Fallzahl der Referenz
beschreibt. Das steht der Anwendung der APS aber nicht in dem Maße
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wie die Vernachlässigungen der Auswertungszahl sowie etwaiger Fallzah-
lersparnisse entgegen.
4.2 Einführung der Relative Additional Costs
for Validity
Die im vorangegangenen Kapitel 4.1 aufgezeigten Schwachstellen der re-
cherchierten Verlustfunktionen stehen der Eignung der Funktionen zur
Optimierung ﬂexibler Designs entgegen. Insbesondere deshalb wird hier
eine neue Verlustfunktion
vθ =
wθ · g (Eθ(N),Eθ(K))− g (f (θ; min {1− (1− α)wθ , 1− β} , β) , 1)
f (θ; min {1− (1− α)wθ , 1− β} , β) ,
(6)
wθ = max
{
1,
log(β)
log(βθ)
}
eingeführt. Sie erfüllt die Forderung aus Kapitel 3.2, eine Entscheidungs-
regel mit einem validen Schluss für das (potenziell) wahre Ausmaß θ
anhand des Ressourcenverbrauchs g, nicht aber anhand der Höhe der
ausreichenden Power zu bewerten. Gleichgültig der Höhe, mit der die er-
reichte Power [1−βθ] die angestrebte Power [1−β] einhält (1−βθ ≥ 1−β),
gilt wθ = 1. Das ist die einzige Stelle, an der die Power in die Verlust-
funktion (6) eingeht. Mit dem Wert von Eins ist wθ in dem Sinne ein
neutrales Element, als dass allein die nachfolgend erläuterte Bewertung
des Ressourcenverbrauchs den Verlust bestimmt.
Sämtliche Aufwendungen für die Studie mit der zu begutachtenden
Entscheidungsregel seien durch die Funktion g mit positivem Wertebe-
reich beschrieben. Sie hänge im Interesse der Etablierung der Entschei-
dungsregel von der durchschnittliche Fallzahl Eθ(N) und von der durch-
schnittlichen Zahl der Auswertungen Eθ(K) ab. Die Zusammenführung
der Kosten bildet die individuelle Komponente der Verlustfunktion (vgl.
Kapitel 3.2) und ist deshalb bewusst nicht näher speziﬁziert. Sie kann
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unabhängig vom (potenziell) wahren Ausmaß θ deﬁniert werden und so
die faktischen Gesamtkosten ausdrücken.
Die Berücksichtigung des wahren Ausmaßes bei der Bewertung der
Kosten obliegt der Verlustfunktion. Die Ablehnung der Nullhypothese
benötigt im Allgemeinen weniger Ressourcen, je größer der wahre Be-
handlungseﬀekt ist (vgl. Kapitel 3.1). Die Bedeutung eines Verlusts muss
aber für alle Ausmaße vergleichbar sein, damit die jeweiligen Verluste ge-
meinsam ein taugliches Bayes-Risiko ergeben. Hierfür werde die (nicht-
zwingend realisierbare) Fallzahl für einen gerade eben validen Schluss
mit der ressourcenschonendsten einmaligen Testung ohne Fallzahlüber-
prüfungen zur Normierung herangezogen. Das Signiﬁkanzniveau α ent-
spreche dem der zu bewertenden Entscheidungsregel. Der Ressourcenauf-
wand umfasse exakt eine Auswertung auf der Basis von f (θ; α, β) Stu-
dienteilnehmern. Die Notation beinhaltet der Allgemeinheit wegen nur
die grundlegenden Parameter für Fallzahlbestimmungen. Andere müssen
bei Bedarf hinzukommen. Aus der Division der Kosten der zu bewerten-
den Entscheidungsregel mit denen der Referenzregel resultieren Verluste,
deren Bedeutung für alle Ausmaße gleich ist. Die relativen Kosten können
jedoch nun nicht mehr gegeneinander aufgerechnet werden, wie es für ein
zielführendes Bayes-Risiko nötig wäre. Deshalb deﬁniere die relative Kos-
tendiﬀerenz in (6) den Verlust. Er werde mit RACV (Relative Additional
Costs for Validity) abgekürzt. Das Bayes-Risiko lässt sich als gewichtetes
Mittel der referenzbezogenen relativen Diﬀerenzen der Kosten für valide
Schlüsse interpretieren.
Die konzipierte Bewertung bezieht sich bislang auf Entscheidungsre-
geln mit validen Schlüssen. Dem Zugang für eine zu bewertende Ent-
scheidungsregel ohne validen Schluss für das Ausmaß θ (wθ > 1) liege
die Vorstellung zu Grunde, dass die Entscheidungsprozedur in wθ sepa-
raten Studien zum Einsatz kommen muss, damit die Wahrscheinlichkeit
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für mindestens eine Studie mit abgelehnter Nullhypothese 90 % beträgt
(1 − βwθθ = 1 − β). Damit steigen die Kosten um den Faktor wθ. Der
mehrfache Einsatz hat eine Verletzung des globalen Signiﬁkanzniveaus
zur Folge (vgl. Kapitel 2.2). Dem wird Rechnung getragen, indem der
als Referenz herangezogenen Entscheidungsregel eine garantiert ebenso
starke Verletzung zugestanden wird. Dadurch genügt der Referenzregel
eine niedrigere Fallzahl. Auf diese Weise wird ein fairer Vergleich herge-
stellt. Die Vorstellung unabhängiger Wiederholungen der Studie mit der
betreﬀenden Entscheidungsregel folgt im Gegensatz zu einer kumulativen
Replikation dem Gedanken, dass es nur einen einzelnen Versuch für eine
Studie gibt (vgl. Kapitel 2). Die kumulative Replikation bewertet einen
Verbund anstelle der eigentlichen Entscheidungsregel als Individuum.
4.3 Begutachtung der RACV
Zur Diskussion der in Kapitel 4.2 deﬁnierten Verlustfunktion (6) komme
sie zur Optimierung publizierter Entscheidungsregeln für die auf Seite 16
beschriebene Situation für den Gauß-Tests zum Einsatz. Als a-priori-
Verteilung des wahren Ausmaßes θ werde die stetige Gleichverteilung
auf dem Intervall [0,3; 0,7] gewählt. Das Bayes-Risiko werde anhand der
gemittelten Verluste der 41 Stützstellen für θ im Abstand von 0,01 ap-
proximiert. Die Gesamtkosten ergeben sich der Einfachheit halber durch
g = Eθ(N) + ν Eθ(K).
Demnach beansprucht jede Auswertung Fixkosten im Wert von ν Pro-
banden. In der Realität dürfte die erste Auswertung mehr als die anderen
kosten.
Es werden ausschließlich Entscheidungsregeln mit maximal
κ = 10 Auswertungen und einem Signiﬁkanzniveau von 2,5 % betrach-
tet. Sie basieren beim gruppensequenziellen Test nach Pocock (vgl. Ka-
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pitel 2.3) auf der gleichen Anzahl von Beobachtungen. Zur Wahl stehen
maximale Gesamtfallzahlen pro Behandlungsgruppe von 10 bis 550 in
Schritten der Größe 10. Von der frühzeitigen Annahme der Nullhypothe-
se wird hier, wie im Originalartikel ⟨13⟩, abgesehen. Dafür wären zusätz-
liche Speziﬁzierungen nötig. Daher wird die Studie fortgesetzt, bis eine
kumulative Teststatistik den zugehörigen kritischen Wert überschreitet
oder die maximale Anzahl an Auswertungen κ erreicht ist.
Als adaptive Entscheidungsregel werde Hartungs Self-Design von 2006
herangezogen ⟨8⟩, das hier anhand des CRP-Prinzips nach Müller und
Schäfer formuliert wird (vgl. Kapitel 2.3). Den Kern der Vorschrift für
die Wahl der Fallzahl für die nächste Auswertung zur Fallzahlanpassung
bildet bei Hartung die Formel
ϵK+1 = 0,5 + 0,5 ·
⎧⎪⎨⎪⎩
αK−1−αK
αK−1
, falls αK−1 ≥ αK
αK−1−αK
1−αK−1 , falls αK−1 < αK
, ϵκ = 1.
Dabei ist αK die CRP der aktuellen Studienphase K ∈ {1, ..., κ}, α1 =
α = 0,025. Die Fallzahl der nächsten Phase ergibt sich durch mK+1,1 =⌈
ϵK+1 · f
(
θˆK ; αK , β
)⌉
. Durch mK+1,1 > 0 basiert die nächste Auswer-
tung, die es nach einer Fallzahlüberprüfung mittels CRP-Prinzip im Ge-
gensatz zu gruppensequenziellen Verfahren geben muss (vgl. Kapitel 2.3),
auf mindestens einer Beobachtung. Der nächste ist gleichzeitig der letzte
Studienabschnitt, falls
• die vorletzte Studienphase erreicht ist, K = κ− 1,
• die Beobachtungen ausreichend stark gegen die Nullhypothese spre-
chen, mK+1,1 = mK+1 =
⌈
f
(
θˆK ; αK , β
)⌉
, oder
• mit der ausstehenden Fallzahl keine weitere Studienphase ohne
Überschreitung der maximalen Gesamtfallzahl m¯ möglich ist,
mK+1,1 ≥ m¯−
∑K
k=1mk,1.
Bei der ﬁnalen Auswertung werden die letztmalig hinzugekommenen
mK+1 Beobachtungen zum Signiﬁkanzniveau von αK+1 getestet.
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Die Optimierung bezieht sich auf Maximalfallzahlen m¯ zwischen 50
und 550 in 10-er Schritten. Zudem stehen die Fallzahlenm1,1 ∈ {10, 15, ...,
100} für die erste Fallzahlanpassung mit, in Analogie zum gruppense-
quenziellen Design, ϵ1 = 1κ zur Wahl. Für jede der genannten Einstel-
lungen, bestehend aus der maximalen Auswertungsanzahl κ, der Maxi-
malfallzahl m¯ und der Startfallzahl m1,1, werden die drei für den Verlust
relevanten Eigenschaften, die erreichte Power, die durchschnittliche Fall-
zahl und die durchschnittliche Anzahl der Auswertungen, bezüglich jedes
der 41 Ausmaße θ in 100.000 Simulationsdurchläufen ermittelt.
Die Abbildungen 3 bis 6 stellen die genannten Designtypen mit ih-
ren jeweils besten Einstellungen für Fixkosten von ν = 25 Einheiten pro
Auswertung gegenüber. Die Referenz, der perfekte Gauß-Test mit der
stets angemessenen Fallzahl, ist mit grauen Punkten eingezeichnet. Für
die a-priori-Verteilung R[0,3; 0,7] sind für den Gauß-Test 81 Probanden
pro Behandlungsgruppe RACV-optimal. Die Existenz einer optimalen
Fallzahl zeigt, dass mit den RACV mehr als nur die Verhältnismäßigkeit
bezüglich der Power, die der Gauß-Test als Referenz zwangsläuﬁg erfüllt,
bewertet wird. Mit 81 Studienteilnehmern wird beinahe für das mitt-
lere der gleichermaßen potenziell wahren Ausmaße, und zwar für rund
θ = 0,5094 gepowert. Für solche Situationen müssen sich die Kostenfunk-
tion und die a-priori-Dichte in spezieller Weise fügen. In Abbildung 3 ist
die beabsichtigte asymmetrische Bewertung der Verluste invalider und
valider Schlüsse trotz der annähernden Balance zu sehen. Bei höheren
Fixkosten von ν = 75 würden die invaliden Schlüsse stärker bestraft. Die
optimale Menge der potenziellen Ausmaße mit zu kleiner Power reduzier-
te sich von [0,3000; 0,5094) auf [0,3000; 0,4703). Wenn eine Studie abseits
der fallzahlbezogenen Kosten teuer ist, ist ein Scheitern vor dem Hinter-
grund konkurrierender Studien mit diesbezüglich niedrigeren Ansprüchen
umso verlustreicher.
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Abbildung 3: Einzelverluste von RACV-optimierten Designtypen für
die a-priori-VerteilungR[0,3; 0,7] gegeben der Gesamtkostenfunktion g =
Eθ(N) + 25Eθ(K).
Der optimale Gauß-Test hat ein höheres Bayes-Risiko als das op-
timale gruppensequenzielle Design nach Pocock mit maximal viermal
(210/4 ≈) 52 Probanden pro Behandlung (0,48 > 0,15). Er ist nur im
Bereich von (0,4847; 0,5524) besser, in dem die Power absolut um weni-
ger als rund vier Prozentpunkten von der geforderten Power von 90 %
abweicht (vgl. Abbildungen 3 und 4).
Die Verlustfunktion spiegelt die Eigenschaften gruppensequenzieller
Tests gut wider. Durch die Möglichkeiten für eine frühzeitige Ablehnung
der Nullhypothese können im Durchschnitt Probanden gespart werden
(vgl. Abbildung 5). Zufällig größere Abweichungen von einem wahren
Wert werden als entsprechend großer Eﬀekt gedeutet. Die Ersparnis be-
deutet eine vorteilhafte Abweichung von der Verhältnismäßigkeit. Der
Vorteil des nicht-selektiven Mechanismus äußert sich in einer geringeren
Steigung der Einzelverluste in Abbildung 3 im Vergleich zum Gauß-Test.
Die Ersparnis ist im Bereich (0,3300; 0,4081) mit dem bestmöglich ge-
powerten Ausmaß θ = 0,3441 (vgl. Abbildung 4) sogar sichtlich so groß,
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Abbildung 4: Power von RACV-optimierten Designtypen für die a-
priori-Verteilung R[0,3; 0,7] gegeben der Gesamtkostenfunktion g =
Eθ(N) + 25Eθ(K).
dass trotz der Kosten der zusätzlichen Zwischenauswertungen ein Gewinn
gegenüber dem perfekten Gauß-Test vorliegt.
Je kleiner das wahre Ausmaß hingegen ist, umso seltener kommt es
zu frühzeitigen Ablehnungen (vgl. Abbildung 6). Mit zunehmender Nutz-
losigkeit der Zwischenauswertungen wird deutlich, dass sie zulasten der
Power gehen. Der Power-Verlust kommt zu den Fixkosten für die vergeb-
lichen Zwischenauswertungen hinzu. Es würde besser direkt die gesamte
Fallzahl in einem Gauß-Test eingesetzt. Das Kosten-Nutzen-Verhältnis
verschlechtert sich durch die Doppelbelastung zusehends (vgl. Abbil-
dung 3). Der optimale gruppensequenzielle Test gibt dem folglich nur
wenig Raum und nutzt umso mehr seine Stärke bei großen Ausmaßen.
Dadurch sind 89 % der potenziell wahren Ausmaße mit validen Schlüssen
verbunden (vgl. Abbildung 4).
Bei adaptiven Designs nach dem CRP-Prinzip sind zwei Auswertun-
gen unvermeidlich. Das ist vor allem ein Nachteil, wenn die Startfallzahl
für das wahre Ausmaß ausreicht oder zu groß ist. Es muss ein Mini-
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Abbildung 5: Durchschnittliche Gesamtfallzahl von RACV-optimierten
Designtypen für die a-priori-Verteilung R[0,3; 0,7] gegeben der Gesamt-
kostenfunktion g = Eθ(N) + 25Eθ(K).
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Abbildung 6: Durchschnittliche Anzahl von Auswertungen von RACV-
optimierten Designtypen für die a-priori-Verteilung R[0,3; 0,7] gegeben
der Gesamtkostenfunktion g = Eθ(N) + 25Eθ(K).
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mum an weiteren Studienteilnehmern beobachtet werden. Schwerer dürf-
ten aber die Kosten der generellen zusätzlichen Auswertung wiegen. Das
zeigt sich in den Optimierungsergebnissen. Die durchschnittlichen Fall-
zahlen des optimalen adaptiven Designs nach Hartung ähneln denen des
optimalen gruppensequenziellen Designs nach Pocock (vgl. Abbildung 5).
Mit ihnen sind niedrige Verluste möglich. Die Verluste sind aber über
den gesamten Bereich der möglichen Ausmaße erhöht (vgl. Abbildung 3)
und ergeben ein Bayes-Risiko von 0,72. Die langsam zunehmende Power
ist zwar erkennbar, setzt sich aber kaum durch (vgl. Abbildung 4). Es
dominieren die Kosten der durchschnittlichen Anzahl der Auswertun-
gen. Im optimalen Design müssen und können nur zwei Auswertungen
durchgeführt werden (vgl. Abbildung 6). Damit sollen noch höhere Aus-
wertungszahlen verhindert werden. Die Entscheidungsregel von Hartung
scheint sogar für das größtmögliche Ausmaß θ = 0,7 auf etwas über vier
Auswertungen im Mittel hinauszulaufen. In Abbildung 7 ist eine dahin-
gehende Stabilisierung bei zunehmenden maximalen Auswertungszahlen
zu erkennen.
Folglich läuft das adaptive Design nach Hartung dem unﬂexiblen
Gauß-Test höchstens bei niedrigen Auswertungskosten den Rang ab. Mit
Fixkosten von ν = 5 beträgt das Bayes-Risiko des optimalen adap-
tiven Designs mit einer Startfallzahl von 20 Probanden und maximal
m¯ =170 Probanden pro Behandlungsgruppe in höchstens κ = 5 Auswer-
tungen 0,29. Das Bayes-Risiko des optimalen Gauß-Tests mit 72 Studien-
teilnehmern pro Behandlungsgruppe beläuft sich dagegen auf 0,40. Ohne
den dominanten Kosten für die Auswertungen zeigt auch der kleinste Ver-
lust des adaptiven Designs (-0,23) circa bei θ = 0,35 den Übergang der
Power zu den geforderten 90 % an. Das Verhalten ließ sich bereits bei den
nicht-adaptiven Designs in Abbildung 3 und in Abbildung 4 beobachten.
Damit legt die Begutachtung der RACV insgesamt deren Eignung nahe.
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Abbildung 7: Boxplots der durchschnittlichen Anzahl von Auswertun-
gen im Falle von θ = 0,7 von allen für die Optimierung evaluierten
adaptiven Designs nach Hartung in Abhängigkeit von der maximalen
Auswertungszahl.
Wegen der Eignung rechtfertigt ein niedriges Bayes-Risiko die Nut-
zung eines gruppensequenziellen Designs, weil sich die Nachteile des De-
signs auf die RACV auswirken (vgl. Kapitel 2.3). Der Drang nach einer
Power von 100 % führt zu größeren als den jeweils angemessenen Fallzah-
len (vgl. Kapitel 5). Hingegen beseitigt ein geringes Bayes-Risiko nicht
den Einwand bezüglich des CRP-Prinzips (vgl. Kapitel 2.3). Bei der Ab-
wägung der Nutzung ﬂexibler Designs ist zu beachten, dass das Bayes-
Risiko die exakte Umsetzung wiedergibt. Die RACV lassen sich aber auch
für eine Sensitivitätsanalyse nutzen. Dazu werde der optimale gruppen-
sequenzielle Test nach Pocock mit gegebenen Fixkosten von ν = 25 be-
trachtet. Solange mindestens 107 Teilnehmer pro Behandlungsgruppe für
die Studie gewonnen werden können, ist das gruppensequenzielle Design,
das eigentlich maximal 4 · 52 Probanden vorsieht, dem Gauß-Test vorzu-
ziehen. Aufgrund der Höhe der Kosten für eine Auswertung darf jedoch
höchstens ein Proband pro Behandlung überzählig sein, um den Vorteil
gegenüber dem optimalen Gauß-Test zu bewahren. Kommt es bei einer
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Zwischenauswertung zum Studienende, müssen etwaige nicht darin einbe-
zogenen randomisierten Studienteilnehmer in einer weiteren Auswertung
an der Hypothesenprüfung partizipiert werden ⟨6⟩. Wassmer bezeichnet
dieses Szenario als random overrunning ⟨18c⟩.
4.4 Begutachtung des neuen Studiende-
signs anhand der RACV
Nachdem die RACV in Kapitel 4.3 anhand bekannter Entscheidungs-
regeln als geeignetes Optimierungskriterium befunden werden konnten,
werden sie zur Begutachtung des in Kapitel 3 eingeführten SaFDs her-
angezogen. Die Optimierung selbst eines reduzierten SaFDs ist rechenin-
tensiv. Zum Beispiel kann die numerische Berechnung des Bayes-Risikos
eines SaFDs mit 22 verschiedenen möglichen Gesamtfallzahlen und ma-
ximal fünf Auswertungen mit nur 21 Stützstellen zwischen [0,3; 0,7] (mit
einem Intel Xeon Prozessor E5-2630 mit 2,3 Gigahertz und 64 Gigabyte
Random-Access Memory) mehr als 72 Stunden in Anspruch nehmen. Sie
muss zur Optimierung der über 400 Variablen mehrfach durchgeführt
werden. Hinzu kommen Berechnungen für die Nebenbedingungen sowie
gegebenenfalls für Gradienten. Der hohe Rechenaufwand drängt zu Ein-
schränkungen des SaFDs, um es für die Praxis zugänglicher zu machen.
Damit gehen zunehmende Zweifel an der Optimalität des optimierten re-
duzierten SaFDs einher. Nichtsdestotrotz kann es besser als die bestehen-
den Strategien (aus Kapitel 2.1 und 2.3) sein. Selbst wenn dem nicht so
ist, kann das SaFD als Verfahren vorerst nicht verworfen werden. Zukünf-
tig wachsende Rechenkapazitäten ermöglichen SaFDs mit einer höheren
Komplexität. Auf diesem Weg nahmen bereits andere statistische Metho-
den, wie nicht-parametrische Verfahren, erst später in ihrer Popularität
zu.
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Für einen direkten Vergleich mit dem besten Design aus Kapitel 4.3
werde das Grundgerüst des optimalen gruppensequenziellen Verfahrens
nach Pocock in ein SaFD übertragen (vgl. Tabelle 3). Für die Optimie-
rung mit der Software R werde eine Suche mit zufälligen Werten aus dem
Intervall [−3,5; 2,5] mit der mehrfachen Verwendung der Algorithmen
Constrained Optimization by Linear Approximation (COBYLA) ⟨14⟩ be-
ziehungsweise Method of Moving Asymptotes (MMA) ⟨17⟩ kombiniert.
Das SaFD in Tabelle 3 erreicht selbst in seiner stark vereinfachten
Form ein geringeres Bayes-Risiko als das optimale gruppensequenzielle
Design (0,12 < 0,15). Das Bayes-Risiko des optimalen uneingeschränk-
ten SaFDs könnte noch kleiner sein. Ein SaFD ist insbesondere besser als
ein gruppensequenzieller Test mit der Option der vorzeitigen Annahme
der Nullhypothese. Sonst hätte die Optimierung diese Entscheidungsregel
ergeben müssen. Im Gegenteil erreicht keines der in Kapitel 4.3 evaluier-
ten gruppensequenzielles Designs nach Pocock mit einer Ergänzung um
die jeweils bezüglich c0 ∈ [−5, 5] optimalen Grenzen für eine vorgezogene
Annahme der Nullhypothese nach Wang und Tsiatis (für ein Design nach
Pocock),
cnK ,nK+1 =
√
K
√
nK
2
− c0, K = 1, ..., κ− 1,
⟨18b⟩ ein Bayes-Risiko unter 0,22 (κ = 2, c = 2,1584, c60,120 =
√
1
√
60/2−
4,7386 ≈ 0,7386).
Die Annahmegrenzen von Wang und Tsiatis heben sich mit der Zahl
der Auswertungen beziehungsweise mit zunehmender Teilnehmerzahl an.
Eine Anhebung ist auch bei einem SaFD zu erwarten. Je mehr Beob-
achtungen die Schätzung eines kleinen Eﬀekts ergeben, der nicht zur
a-priori-Dichte passt, umso näher liegt die Annahme der Nullhypothese.
Das SaFD in Tabelle 3 erfüllt die Erwartung nicht. Vermutlich ist die
Maximalfallzahl für die kleineren Eﬀekte der a-priori-Dichte zu gering.
Zur Bestätigung bräuchte es eine Erweiterung der gegebenen Optionen J
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Entscheidungskriterien Entscheidung
Aktuelle
Fallzahl
als ﬁnale
Fallzahl
Untere
Intervallgrenze
Zukünftige
Fallzahl
als ﬁnale
Fallzahl
Testent-
scheidung
52 −∞ 52 ∗ H0
52 0,3994 156
52 1,0172 104
52 2,2849 208 ∗
52 2,2849 156 ∗
52 2,2849 104 ∗
52 2,2849 52 ∗ H1
104 −∞ 104 ∗ H0
104 -3,0687 156
104 -1,3010 208 ∗
104 2,1263 156 ∗
104 2,2849 104 ∗ H1
104 ∗ −∞ 104 ∗ H0
104 ∗ 2,2849 104 ∗ H1
156 −∞ 156 ∗ H0
156 1,4800 208 ∗
156 2,2849 156 ∗ H1
156 ∗ −∞ 156 ∗ H0
156 ∗ 2,2849 156 ∗ H1
208 ∗ −∞ 208 ∗ H0
208 ∗ 2,2849 208 ∗ H1
Tabelle 3: RACV-optimales ﬂexibles Design für die a-priori-
Verteilung R[0,3; 0,7] gegeben der Gesamtkostenfunktion g = Eθ(N) +
25Eθ(K) mit vier möglichen ﬁnalen Fallzahlen pro Behandlungsgruppe.
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um höhere potenzielle Gesamtfallzahlen. Eine zu geringe zulässige Ma-
ximalfallzahl ist schon deshalb anzunehmen, weil die maximal mögliche
Teilnehmerzahl bei gruppensequenziellen Designs nicht so hoch sein darf,
als dass sie weitläuﬁg zum Erreichen einer 100 %-igen Power beansprucht
wird. Das Problem gibt es im SaFD nicht unbedingt. Außerdem deuten
die Optimierungsergebnisse auf eine zu geringe Maximalfallzahl für das
SaFD hin. Ab der ersten Auswertung werden 12,9 % der Pfade bei Gül-
tigkeit von θ = 0,3 nicht weiterverfolgt. Damit ist das Erreichen der
angestrebten Power von 90 % für θ = 0,3 von vornherein ausgeschlossen.
Wären noch kleinere Ausmaße möglich, verschärfte sich das Problem.
In der Grenze für die Annahme der Nullhypothese äußert sich demnach
unmittelbar die Bedeutung einer korrekt speziﬁzierten a-priori-Verteilung
(vgl. Kapitel 3.3). Die Grenzen müssten maßgeblich von der a-priori- J
Verteilung abhängen. Die Abhängigkeit ließe sich in zukünftigen Ge-
genüberstellungen optimaler ﬂexibler Designs verschiedener a-priori-Ver-
teilungen untersuchen.
Je wahrscheinlicher die vorzeitige Annahme der Nullhypothese ist,
umso kleiner kann der kritische Wert zur Ausschöpfung des Signiﬁkanz-
niveaus sein. Das scheint aber nicht der einzige Grund zu sein, warum
der kritische Wert im SaFD in Tabelle 3 kleiner als im optimalen grup-
pensequenziellen Design nach Pocock ist (2,2849 < 2,3613). Wenn dem
SaFD die Möglichkeit genommen wird, Auswertungen zu überspringen,
wird das Signiﬁkanzniveau nicht mehr eingehalten (0,0273 > 0,0250).
Schließlich entfallen durch das Überspringen Gelegenheiten, Ausreißer
abzufangen. Das ist ein nachteiliger Aspekt des Überspringens, das zur
Kompensation ausreichend niedrige Auswertungszahlen bewirken muss.
Die Wahrscheinlichkeit, (ein oder zwei) Auswertungen zu übersprin-
gen, reicht von 38,3 % über eine Halbierung bei circa θ = 0,4127 bis hin zu
0,6 %. Damit leistet das Überspringen einen nennenswerten Beitrag zur
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Reduktion der durchschnittlichen Auswertungszahl, die in Abbildung 6
auf Seite 47 zu sehen ist. Die Konsequenzen des Überspringens zeigen sich
insbesondere darin, dass sich die Wahrscheinlichkeit, alle vier möglichen
Auswertungen zu durchlaufen, frühestens ab der achten Nachkommastel-
le von der Null unterscheidet. Sie beträgt beim optimalen gruppensequen-
ziellen Verfahren bis zu 34,4 %. Die Diskrepanz kann nicht allein durch
die vorzeitige Annahme der Nullhypothese erklärt werden. Die Wahr-
scheinlichkeit hierfür liegt höchstens bei 16,3 % (vgl. H0, spontan in
Abbildung 8).
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Abbildung 8: Wahrscheinlichkeiten der Studienausgänge, die sich aus
einer Testentscheidung (spontan) während einer Fallzahlprüfung oder aus
der zuvor durch die Festlegung auf eine endgültige Gesamtfallzahl ver-
anlasste Testung (vorbereitet) ergeben.
Demgegenüber enden mehr als die Hälfte der Studien mit einer spon-
tanen Ablehnung der Nullhypothese. Damit fällt die Entscheidung für
eine abschließende Aufnahme zusätzlicher Studienteilnehmer zu höchs-
tens 30,9 %. Sie wird bei einer bedingten Erfolgswahrscheinlichkeit von
mindestens 59,6 % getroﬀen. Das ist insofern beachtlich, als dass die Ent-
scheidung für eine geplante endgültige Gesamtfallzahl unter anderem bei
negativen Behandlungseﬀekten (θ =
√
2
104
Z104 > −0,1804) und nicht den
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wenigsten Beobachtungen getroﬀen wird (vgl. Tabelle 3). Abbildung 9
zeigt die variierenden bedingten Wahrscheinlichkeiten je nach Situation.
Eine allgemeine Beziehung, wie konstante bedingte Wahrscheinlichkeiten,
scheint daraus nicht ersichtlich zu sein.
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Abbildung 9: Bedingte Wahrscheinlichkeit, dass mit der Entscheidung
für eine ﬁnale Auswertung die Ablehnung der Nullhypothese gelingt.
Die Entscheidung für eine letzte Fallzahlerhöhung sollte eine Annä-
herung an die geforderte Power von 90 % durch das Unterbinden des
Strebens nach einer Power von 100 % bewirken. Die Steigung der in Ab-
bildung 4 auf Seite 46 gezeigten Power ist aber ausnahmslos höher als
beim optimalen gruppensequenziellen Test nach Pocock. Am größten sind
die Unterschiede kurz nachdem das SaFD die geforderte Power übertriﬀt.
Das belegt aber nicht die Nutzlosigkeit der Planung einer endgültigen Ge-
samtfallzahl. Die höhere Steigung kann auf die vorzeitige Annahme der
Nullhypothese zurückgeführt werden. Der verhaltene Ressourceneinsatz
reduziert die Ablehnungswahrscheinlichkeit für kleinere Behandlungsef-
fekte. Auf der anderen Seite erhöht der kleinere kritische Wert die Power
auch für weniger große Eﬀekte. Dagegen kommt die Option einer abschlie-
ßenden Aufnahme zusätzlicher Studienteilnehmer anscheinend nicht an.
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Eine Erklärung ist die geringe Auswahl von Gesamtfallzahlen. Die
Power des Designs nach Hartung demonstriert, dass schon eine Auswer-
tung mit vielen Optionen für eine sichtbare Annäherung an die geforderte
Power ausreichen kann (vgl. Abbildung 4 auf Seite 46). Wenn die Sprünge
zwischen den möglichen Teilnehmerzahlen so hoch sind, dass die nächste
Auswertung durch eine hohe Fallzahl zwangsläuﬁg die letzte Auswertung
sein wird, erübrigt sich die Diﬀerenzierung zwischen der Entscheidung für
die zukünftige endgültige Gesamtfallzahl oder der zukünftig spontanen
Entscheidung für ein Rekrutierungsende. Daher überrascht die seltene
Inanspruchnahme der Entscheidung für eine größere endgültige Fallzahl
nicht (vgl. Abbildung 8). Die höheren Wahrscheinlichkeiten bei kleineren
Behandlungseﬀekten sind darauf zurückzuführen, dass die Entscheidung
für die zu geringe und daher zu oft gefragte Maximalfallzahl zwangs-
läuﬁg endgültig ist. Mit einer größeren Auswahl endgültiger Fallzahlen J
sollte sich daher ein anderes Bild als in Abbildung 8 ergeben. Der An-
stoß müsste von einer geringeren durchschnittlichen Fallzahl für größere
Behandlungseﬀekte ausgehen. Dieser Vorteil kann sich im optimierten
erweiterten SaFD aber auch an anderer Stelle, wie dem Erreichen der
angestrebten Power für kleinere Behandlungseﬀekte, zeigen.
Zusammenfassend lässt sich festhalten, dass ein SaFD sogar in stark
reduzierter Form einem gruppensequenziellen Test nach Pocock überle-
gen sein kann. Darin sind Abweichungen vom Studienplan eingeschlossen.
Im untersuchten Fall müssen nur mindestens 94 statt 107 Probanden be-
obachtet werden, um den RACV-optimalen Gauß-Test zu übertreﬀen.
Die Vorteile gegenüber dem gruppensequenziellen Test nach Pocock lie-
gen hier hauptsächlich in einer geringeren durchschnittlichen Auswer-
tungszahl, indem Zwischenauswertungen übersprungen werden können.
Das hat eine Reduktion der Studiendauer zur Folge, falls die Sprünge
nicht unangemessen weit sind. Weitere potenzielle Stärken können sich
höchstens bei komplexeren SaFDs durchsetzen. Mit der Unterbindung
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des Strebens nach einer 100 %-igen Power könnten Probanden bei Be-
handlungseﬀekten mit ausreichender Power eingespart werden.
Insgesamt kann das SaFD als vielversprechendes Vorgehen bei unge-
wissen Fallzahlen bewertet werden. Demzufolge sollte es bei der Studien-
planung in möglichst umfangreicher Form in Erwägung gezogen werden.
Das beinhaltet die Gegenüberstellung mit alternativen Verfahren, wofür
sich die RACV in Kapitel 4.3 empfohlen haben.
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5 Resümee der Beiträge der Arbeit
Die vorliegende Arbeit hinterfragte einleitend das konventionelle und die
publizierten alternativen Vorgehen bei der Bestimmung der Fallzahl für
eine empirische Studie an Lebewesen. Die dargelegten Einwände bezüg-
lich der Verfahren begründeten den Bedarf, ein anderes Vorgehen zu ent-
wickeln. Die Dringlichkeit verdeutlichte die Einordnung der Bedeutung
angemessener Fallzahlen in der medizinischen Forschung. Aufgrund der
interdisziplinären Zusammenarbeit bei Studienplänen dieses Forschungs-
gebiets wurde auf mathematische Formulierungen möglichst verzichtet,
um eine vielseitige Diskussion zu eröﬀnen.
In der Auseinandersetzung mit den Schwierigkeiten bei der Fallzahl-
berechnung wurde ein Ansatz zur Lösung des Problems identiﬁziert. An-
hand von inhaltlichen Überlegungen wurde eine Struktur für Entschei-
dungsprozesse zur Fallzahlbestimmung entwickelt, die unter anderem das
bislang etablierte Vorgehen als Spezialfall prinzipiell beinhaltet.
In diesem Zusammenhang wurde der Bedarf für ein erweitertes Ver-
ständnis einer optimalen Entscheidungsregel aufgezeigt, um die allgemei-
ne Struktur dahingehend auszugestalten. Demzufolge wurde ein Optimie-
rungskriterium zur Beurteilung von Verfahren zur Fallzahlbestimmung
erarbeitet.
Ein zusätzlicher Beitrag der Arbeit liegt in dem Vorschlag eines erwar-
tungstreuen Stichprobenschätzers, der sich auch wegen seiner einfachen
Bestimmung durch einen breiten Anwendungsbereich auszeichnet.
Die genannten Entwicklungen regen weitere Forschungstätigkeiten an,
die mitunter an entsprechender Stelle aufgezeigt wurden (J).
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