We investigate the solution of linear systems of saddle point type with an indefinite (1, 1) block by preconditioned iterative methods. Our main focus is on block matrices arising from eigenvalue problems in incompressible fluid dynamics. A block triangular preconditioner based on an augmented Lagrangian formulation is shown to result in fast convergence of the GMRES iteration for a wide range of problem and algorithm parameters. Some theoretical estimates for the eigenvalues of the preconditioned matrices are given. Inexact variants of the preconditioner are also considered.
Introduction
In this paper we begin a study of preconditioning techniques for generalized saddle point systems of the form
where A, M ∈ R n×n and B ∈ R m×n with m ≤ n and β ∈ R. We make the following assumptions on A, M, B and A:
• A is positive real; that is, the matrix H = (A + A T )/2, the symmetric part of A, is positive definite.
• M is symmetric positive definite (it can be thought of as a mass matrix, or in same cases as the n × n identity matrix).
• B has full row rank.
• A − βM is indefinite, in the sense that it has eigenvalues on either side of the imaginary axis (this implies β > 0 and 'sufficiently large').
• A − βM and A are both invertible. We note that the matrix A may itself be symmetric in some applications. However, in this paper we do not assume A = A T . Linear systems of the type (1) will be referred to as (generalized) 'saddle point systems with indefinite (1, 1) block'. Such linear systems arise in various areas of scientific computing, including the solution of eigenvalue problems in fluid mechanics [1, 2] and electromagnetics [3] by shift-and-invert algorithms, and in certain time-harmonic wave propagation problems [4, 5] . We emphasize that while numerous effective solution algorithms exist for the case of a positive definite or semidefinite (1, 1) block (corresponding to either β ≤ 0 or β > 0 but smaller than the real part of the eigenvalue of A of smallest magnitude), see [6] [7] [8] , relatively little has been done for the case where the (1, 1) block is indefinite. Generally speaking, this is a rather challenging problem, which gets harder as the matrix A − βM becomes more indefinite.
It should be noted that for linear systems arising in the solution of the generalized eigenvalue problem
the parameter β in (1) approximates a generalized eigenvalue λ (that is, β ≈ λ), making the coefficient matrix A close to singular and therefore highly ill-conditioned. In most cases β will be an approximation to an eigenvalue of A close to the imaginary axis (in other words, to one of the eigenvalues of A with smaller real part), making the (1, 1) block only mildly indefinite. When β approximates eigenvalues of A that are closer to the middle of the spectrum, however, the (1, 1) block becomes more indefinite and problem (1) becomes harder to solve. In this paper we experiment with a block triangular preconditioner based on an augmented Lagrangian formulation of (1), focusing on matrices arising from the discretization of incompressible fluid flow problems. Our experiments show that the preconditioner results in fast convergence of the preconditioned GMRES method for a wide range of problem parameters including the viscosity, the mesh size, and the value of the shift β. As the exact application of the preconditioner can be expensive we also experiment with the inexact case, in which the preconditioner solves are performed iteratively and terminated when some prescribed accuracy is reached. Our tests indicate that for most cases no significant degradation of the rate of convergence results from the inexact application of the preconditioner, and that the robustness with respect to problem parameters is generally preserved. The question of how to approximately apply the preconditioning operator in an efficient and robust manner, however, remains open and necessitates further study.
The remainder of the paper is organized as follows. In section 2 we introduce the augmented Lagrangian formulation and the corresponding block triangular preconditioner. In section 3 we provide some theoretical analysis of the exact variant of the preconditioner. Numerical experiments (for both the exact and inexact form of the preconditioner) are presented in section 4, and conclusions are given in section 5.
The augmented Lagrangian preconditioner
Let us define A β := A − βM. The original linear system (1) is equivalent to the following augmented Lagrangian formulation [9] :
where γ is a positive scalar. The minus sign that now appears in the second block row is not essential, but it will be used henceforth. Note that for β ≤ 0 or β > 0 and sufficiently small,
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the spectrum of the coefficient matrix of (3) is entirely contained in the right half-plane; see, e.g., [6, 10] . For the case β = 0, it was shown in [11] that a block triangular preconditioner of the type
(with A β = A 0 = A) results in very fast convergence of preconditioned Krylov iterations applied to linear systems of the form (3) arising from stable finite element discretizations of the Oseen problem (linearized Navier-Stokes equations). The preconditioner was shown to be very robust with respect to both the mesh size h and the viscosity ν. Moreover, the quality of the preconditioner was not significantly affected when linear solves with the (1, 1) block of (4) were performed inexactly via a single W-cycle of a specially developed multigrid method. It was also shown in [11] that γ ≈ 1 gave sufficiently good results in many cases, although in a few situations the best overall results were obtained using smaller values of γ (up to about γ ≈ 0.02). We note that in the Oseen problem, the matrix A is nonsymmetric. Similar ideas have been independently investigated by other researchers in order to develop block preconditioners for symmetric problems in other application areas; see, e.g., [4, 5] .
In this paper, we study the performance of a similar augmented block triangular preconditioner on the indefinite system (3) for nonzero values of β. The case β < 0 arises in the solution of unsteady problems: in this case the block triangular preconditioner performs extremely well, even when applied inexactly. Since this is a relatively easy case, here we focus instead on the more challenging case where β > 0, and sufficiently large so as to make A β indefinite.
It follows from the identity
that the action of the preconditioner on a given vector requires one application of (A β + γ B T B) −1 and one sparse matrix-vector product with B T . Clearly, the main issue is how to solve linear systems with coefficient matrix A β + γ B T B. For large problems these have to be solved by an inner iterative method. Even though the inner solves need not be performed to high accuracy, developing a robust and efficient iterative method for such problems is a nontrivial task. Note that in the case of incompressible flow problems (discretized Stokes and Oseen equations), the introduction of the additional term γ B T B in the (1, 1) block of the saddle point matrix results in a coupling between the components of the velocity vector. For the definite case β = 0, an effective multigrid methods has been developed in [11] . The applicability of such method in the indefinite case β > 0 is unclear, unless β is sufficiently small. We will further discuss the issue of inexact solves in the section on numerical experiments.
To conclude this section, note that the augmented Lagrangian formulation (3) with γ taken sufficiently large makes the (1, 1) block A β + γ B T B less asymmetric and indefinite; indeed, in the limit as γ → ∞ the symmetric positive semidefinite contribution γ B T B will dominate the (1, 1) block. We will also show in the next section that convergence of preconditioned Krylov iterations can be expected to be fast for large values of γ , since in this case all the eigenvalues of the preconditioned matrix A γ P −1 γ are tightly clustered around 1. On the other hand, a very large value of γ is likely to make the block A β + γ B T B very ill-conditioned and therefore difficult to invert; see the discussion in [9, Remark 2.4]. Hence, the choice of the algorithmic parameter γ involves a trade-off.
Spectral properties of the preconditioned matrices
Characterizing the rate of convergence of nonsymmetric preconditioned iterations can be a difficult task. In particular, eigenvalue information alone may not be sufficient to give meaningful estimates of the convergence rate of a method like preconditioned GMRES. The situation is even more complicated for a method like BiCGStab, for which virtually no convergence theory exists. Nevertheless, experience shows that for many linear systems arising in practice, a well-clustered spectrum (away from zero) usually results in rapid convergence of the preconditioned iteration.
Here we develop some estimates for the eigenvalues of the preconditioned matrix
γ , assuming exact solves for the (1, 1) block. We show that for this 'ideal' version of the preconditioner, under some fairly mild assumptions the eigenvalues of the preconditioned matrix become tightly clustered around 1 as γ → ∞. Our analysis makes use of the following simple Lemma, which is a straightforward consequence of [12, Exercise 12.12 ]; see also [11, 13] . 
It is worth noting that because the matrix A β is not in general positive real, the invertibility of the various Schur complements must be assumed. In practical computations, however, the invertibility of the relevant matrices was never an issue.
A straightforward calculation shows that
where
Hence, the preconditioned matrix has the eigenvalue 1 of multiplicity n and, by Lemma T is likely to have small eigenvalues.
Some insight for the case of the Stokes problem, corresponding to ν = 1 and w = 0 in equation (9) 
Therefore, the eigenvalues of BA
where the ζ i 's are the eigenvalues of the discrete negative Laplacian. It is easy to see that the smallest value (in magnitude) is achieved for ζ i = ζ min , since by hypothesis β > ζ min . For the Dirichlet Laplacian on the unit square, the smallest eigenvalue is given by ζ min ≈ 2π 2 ≈ 19.74. This yields the expression
For instance, plugging β = 300 and γ = 100 in (8) yields the value λ ≈ 1.17. Hence, taking γ = 100 results in the entire spectrum of the preconditioned matrix
The foregoing argument is of course not entirely rigorous, since in practice the discrete operators A, B 1 and B 2 do not commute except in very special situations; see the discussion in [8, section 8.2] . Nevertheless, the results of our numerical experiments in the following section suggest that the argument is not completely without heuristic value.
Numerical experiments
In this section we present the results of numerical tests using the augmented Lagrangianbased block triangular preconditioner. The block matrices used for the experiments arise from discretizations of incompressible fluid flow problems using the Marker-and-Cell (MAC) scheme. Both exact and inexact preconditioner solves are considered, using GMRES [14] and FGMRES [15] as the respective accelerators. Similar results have been observed using different (LBB-stable) discretizations and Krylov subspace solvers.
The matrices arise from consideration of the following model problem. Let
) be a bounded domain with a Lipschitz boundary ∂ . We consider the steady Oseen-type problem
arising from Picard linearization of the rotation form of the steady-state Navier-Stokes equations. Here u represents the velocity field, p the Bernoulli pressure, ν > 0 the kinematic viscosity coefficient, f an external force field, and w a known coefficient computed from the curl of the velocity field obtained from the previous Picard iteration; see, e.g., [16, 17] and the references therein. For w = 0 we have as a special case the Stokes problem. In this case we can rescale p and f and let ν = 1. For the Oseen problem this rescaling is not useful, and the viscosity parameter ν controls the difficulty of the problem: the smaller ν, the harder the problem.
Discretization of problem (9)- (11) by MAC or any LBB-stable finite element method leads to the solution of linear systems in saddle point form; see, e.g., [2, 6, 8, 9, 11, 18] . The diagonal blocks of the n × n matrix A consist of d discrete Laplace operators. These blocks are coupled through the components of the vector field w; for the Stokes problem, w = 0 and the diagonal blocks are uncoupled. The m × n matrix B represents a discrete divergence operator and its transpose, B T , the discrete (negative) gradient. We note that usually B has rank m − 1 since the kernel of B T contains the constant vectors. This makes the saddle point system singular; while it is possible to remove this singularity by including an additional condition on the pressure, in practice the (simple) eigenvalue λ = 0 does not cause any problem to the convergence of preconditioned Krylov methods and there is no need for additional conditions; see [8, section 2.3] .
Investigation of the stability of steady flows, on the other hand, leads to generalized eigenproblems of the form (2), where M is the velocity mass matrix; see, e.g., [1, 2] . Solution of (2) by shift-and-invert methods, in turn, requires the repeated solution of linear systems of the form (1) for several different values of β and different right-hand sides. Here we experiment with linear systems of such type. Equations (9)- (11) are discretized with MAC on a uniform grid. We use the augmented Lagrangian formulation (3) together with the preconditioner P γ given by (4) . The use of MAC as the discretization scheme leads to M = I n in (1) for a suitable scaling of the discrete equations. Both symmetric (Stokes-type) and nonsymmetric (Oseen-type) problems are considered. In all cases we impose homogeneous Dirichlet boundary conditions on the velocity (g = 0 in (11)). For the Oseen-type problem (in dimension d = 2) we use the coefficient w = (8x(x − 1)(1 − 2y), 8(2x − 1)y(y − 1)). Experiments with different wind functions and with 3D problems resulted in very similar conclusions to those reported here.
We first study the effectiveness of the preconditioner with 'exact' solves: i.e., linear systems with coefficient matrix A β + γ B T B are solved by a direct sparse LU factorization in combination with appropriate sparsity-preserving orderings. We also investigate the effect of inexact preconditioner solves, obtained by an inner preconditioned Krylov iteration carried out to some prescribed accuracy. As the Krylov method of choice we use GMRES for the exact case, and FGMRES for the inexact case. For the inner iterations we use again GMRES preconditioned by incomplete LU factorizations. For the initial guess we always start from the zero vector. The (outer) iteration is stopped when the 2-norm of the initial residual has been reduced by at least six orders of magnitude. All results were computed in MATLAB 7.1.0 on one processor of an AMD Opteron with 32 GB of memory.
Exact solves
In the first set of experiments with the block triangular preconditioner (4) we generate linear systems corresponding to MAC discretizations of the Stokes problem on grids of different sizes. Our aim is to assess the dependence of the preconditioner P γ on the mesh size h, for different values of γ . The experiments are repeated for different values of β. In the case of the Stokes problem on the unit square = [0, 1] × [0, 1], the smallest eigenvalue of A is λ min (A) ≈ 2π 2 ≈ 19.74 and the largest one is λ max (A) ≈ 8h −2 . Therefore, β must be taken between these two values for the (1, 1) block of (1) to be indefinite.
Iteration counts (in terms of matrix-vector products) for full GMRES are given in tables 1-3. The first conclusion to be drawn from this tables is that for the Stokes-type problem, the rate of convergence of the preconditioned iteration is, for fixed γ and β, independent of the mesh size h. Furthermore, the rate of convergence rapidly improves as γ goes from small to large (for β fixed), and tends to slowly deteriorate as β increases (for γ large). These results are not surprising in view of the theoretical analysis in section 3. Table 1 . Iteration counts of preconditioned GMRES for the 2D Stokes problem, β = 100, exact solves. Table 2 . Iteration counts of preconditioned GMRES for the 2D Stokes problem, β = 300, exact solves. Table 3 . Iteration counts of preconditioned GMRES for the 2D Stokes problem, β = 1000, exact solves. Next, we fix γ = 100 and vary the mesh size and the parameter β, using values between 20 and 300. The underlying problem is again a Stokes-type problem on the unit square. We note that the matrix A β = A − βI n corresponding to the 32 × 32 grid (for which n = 1984) has two negative eigenvalues for β = 20, six for β = 50, twelve for β = 100, and thirty-eight for β = 300. For these test runs we also provide some CPU timings. Results are shown in table 4 for meshes up to size 256 × 256. The total number of unknowns for the finest grid is n + m = 196, 096. We report the number of GMRES iterations (under 'Its'), the time for the sparse LU factorization of A β + γ B T B (under 'Time LU'), the time for the iterative solve phase (under 'Time its'), and the total time. Prior to factorization, an approximate minimum degree ordering [19] was applied: the time to compute the permutation is negligible compared to overall solution time. Because we are using a direct solver, the time scales superlinearly in the problem size; note that at each refinement of the mesh the number of unknowns grows by a factor of four.
In table 5 we present a few results on a 3D Stokes-like problem on the unit cube
Note that halving the mesh size now increases the total number of unknowns by a factor of eight.
The next set of experiments is concerned with nonsymmetric (Oseen-type) problems on the unit square. Now we have an additional parameter, namely, the viscosity ν. We found again that γ = 100 results in fast convergence of the preconditioned iteration, therefore we use this value for all the remaining experiments. Results for a sequence of grids (from 8 × 8 to 256 × 256) with values of ν ranging from 10 −1 down to 10 −6 show that the number of GMRES iterations is independent of both h and the viscosity ν. The rate of convergence is also independent of the parameter β, at least for values of β between 20 and 300. Similar results were obtained on 3D problems. Hence, the exact version of the preconditioner P γ with γ = 100 is extremely robust with respect to all characteristic problem parameters. Figure 1(a) ,(b) displays the eigenvalues of the systems (1) and (3), respectively, for the discrete Oseen-type operator on the unit square on a 16 × 16 grid, for ν = 10 −2 and β = 100. Note the different scaling of the horizontal axis in the two figures. Figure 1(c) displays the eigenvalues of the preconditioned matrix when β = 20, γ = 100 and figure 1(d) displays the eigenvalues of the preconditioned system when β = γ = 100. Both spectra are tightly clustered around 1.
Computational results, including timings, are shown in table 6 for the three finest grids and three values of ν. In these experiments, the matrix A β + γ B T B was reordered by a reverse Cuthill-McKee algorithm, as the approximate minimum degree ordering resulted in excessive fill-in in the LU factors. As one can see, the cost of the LU factorization dominates the total solution time. For the largest problems, memory traffic issues also affect the timings.
Inexact solves
In practice, using exact solves in the application of the preconditioner may be too expensive, especially for three-dimensional problems. Here we consider replacing the exact solves with inexact ones, obtained via an inner preconditioned GMRES iteration. In this paper we explore the use of drop tolerance-based incomplete LU as the preconditioner for the inner iteration. Since the inner solves are based on a non-stationary method, we use flexible GMRES (FGMRES) for the outer iteration.
In the first set of experiments we consider the 2D Stokes-type problem. As before, we take γ = 100. The matrix A β + γ B T B is reordered with the approximate minimum degree algorithm. We compute an incomplete LU factorization with a fixed value τ = 10 −5 for the drop tolerance, and we stop the inner GMRES iteration when the corresponding (relative) residual norm has been reduced below tol = 10 −2 , the residual norm tolerance for the outer FGMRES iteration being kept at 10 −6 . The results are shown in table 7 for different values of β and different grids. Under 'outer/inner' we report, respectively, the number of outer FGMRES iterations and the total number of inner GMRES iterations. It is clear from these results that the quality of the inexact preconditioner deteriorates as the mesh is refined; only the behaviour with respect to β is satisfactory. The problem stems from the fact that using a constant value of the drop tolerance does not work well, as the matrix entries actually grow unboundedly as h → 0.
In the next set of experiments we used an adaptive drop tolerance, namely, τ = 10 −p where h = 2 −p . Thus, for the 128 × 128 grid, we used τ = 10 −7 . We set the inner stopping criterion at tol = 10 −1 ; the results are shown in table 8. Now the dependency of the convergence rate on h is rather mild and the average number of inner iterations is always less than three per outer iteration. The fact that the number of outer iterations is sometimes smaller than in the previous set of experiments (see the results for the 64 × 64 grid) can be explained by observing that with the adaptive drop tolerance now used, the actual inner residual is sometimes rather small after the last inner iteration. Unfortunately, the cost of the inexact preconditioner still scales superlinearly, due to the need to compute the incomplete factorization with smaller and smaller drop tolerances. As is well known, this is an inherent limitation of incomplete factorizations in PDE-type problems; better scalings may be possible if multilevel methods are used for the approximate inner solves.
Finally, we performed some experiments with inexact solves for Oseen-type problems for different values of the viscosity ν. In this case we found that reordering the matrix A β + γ B T B can cause the incomplete factorization process to break down; therefore, no reordering was applied. Again, we found that using an adaptive drop tolerance is necessary in order to keep the number of iterations stable with respect to h and ν. Some results are shown in table 9 .
Although the total number of inner iterations is now quite reasonable, the cost of the incomplete LU factorization with adaptively chosen drop tolerance scales superlinearly, and the total computing times are generally no better than those obtained with the complete LU factorization. It should be kept in mind that the incomplete factorizations and inner iterations used are not very efficient. For the complete factorizations, the MATLAB code makes use of highly optimized sparse direct solvers. In contrast, the implementations of the incomplete LU factorization function in MATLAB is not very efficient. Because of this, the incomplete factors may actually be more expensive to compute than the complete factors, and the additional costs induced by the (few) inner Krylov subspace iterations needed to satisfy the convergence criteria for the inexact solves lead to increased overall solution costs compared to the case of exact solves. Clearly, better inner solution strategies need to be developed.
Conclusions
In this paper we have investigated the use of an augmented Lagrangian-based block triangular preconditioner for certain saddle point systems with an indefinite (1, 1) block. Our numerical experiments on block matrices arising from incompressible fluid dynamics problems indicate that the preconditioner results in fast convergence independently of mesh size and viscosity. For large problems, the efficient implementation of the proposed method demands the use of inexact preconditioner solves. We have shown experimentally that fast convergence of the outer preconditioned flexible iteration is often observed even when the preconditioner solves are performed to a prescribed accuracy using an inner preconditioned Krylov iteration. However, we have found that for some of the more difficult problems even reaching a modest level of accuracy in the preconditioner solves may require considerable computational effort. Therefore, how to best perform the inexact inner solves for such problems remains an open question.
