Abstract
sentence to reduce information density; conversely, they are more likely to omit words with little or no meaning or use reduced forms of words and phrases (e.g., info, you're) in less information-dense parts of sentence to increase information density (8) (9) (10) (11) (12) . Moreover, the information content of a word has been found to be directly proportional to its length and thus a better predictor of the latter than word frequency (13, 14) . Cross-linguistic statistics have also revealed a negative correlation between information density and speech rate in communication (15) . The number of bits conveyed per word is claimed to be a determinant of cognitive load measures including reading time (16) . Of the six basic word orders of human language, the object-first languages are found to be the least optimized from the perspective of information density (17) , which reasons why only less than 2% of the world's languages are of this type (18) .
In an effort to explicate the above phenomena, theories have been proposed. Among them one is the Constant Entropy Rate (CER), claiming that speakers tend to keep the entropy rate of speech at a constant level (19) ; and the other is Uniform Information Density (UID) (8, 9) , supposing that the language-generating system prefers an even distribution of the intended message in the speech stream. The major tenet of these two theories consists with the conclusion of information theory, that is, the most efficient way of transmitting information through a noisy channel is at a constant rate close to the capacity of the channel (20) . If the communicative properties of human language have already been optimized through evolution, human language would have a stable rate of information transmission. In other words, the uniformity of information density may be a constraint on the production and comprehension of natural language.
As a basic unit of natural language, sentence has always been an important subject of research in various disciplines. However, little is known about the role of information content (entropy) in sentence processing. In other words, we still lack a definite answer to such a basic question as how information content is distributed within a sentence. In addition to syntactic and semantic factors, information content may constitute another important constraint on sentence production and comprehension.
The intra-sentence distribution of information content (entropy) is not only relevant to various syntactic phenomena but also reflects the optimal efficiency of communication of the language system. Currently there exist two major lines of research related to the intra-sentence distribution of information content. One line holds that CER and UID can be considered as general principles in sentence processing, and based on them we may anticipate that the information content in sentence is distributed uniformly. The other line focuses on the intelligibility and predictability of words in different positions of a sentence. The main findings of the latter line suggest that the sentence-final position may carry more information content than the other positions (hereafter as the "sentence-final effect"). For instance, Behaghel (21) found that longer words tend to occur later in a German sentence and the same is true of important, less predictable words. Rubenstein and Pickett (22, 23) 
Results
We first calculated the 1-gram entropy (noted as H(X)) for different sentence positions. Basically, it is an out-of-context entropy, for it is dependent exclusively upon sentence positions without considering the specific context. This entropy signifies the mean information content of all the words occurring in a given sentence position, hence it is the conditional entropy given sentence positions in strict terms.
Here, we refer to this entropy as positional entropy. occurring in this position. The greater the number of words (types) in this position, the greater the value of H(X) will be. Also, it is dependent upon the probability distribution of these words. The more uniform the distribution, the greater the value of H(X). Given these two considerations, we examined the number of words (types) and the probability distribution of these words for different sentence positions. As the probability distribution of words in any given sentence position generally follows power-law distribution and the power-law exponent is always negative, this power-law exponent was adopted here as a measure for the uniformity of the probability distribution.
Similar to Figure 1 , the number of words (types) and the power-law exponent of the words' probability distribution also exhibit a three-step staircase-shaped distribution across different sentence positions. Further, no significant change was found in the sentence-medial positions (see supporting information for the results in detail).
Of studies concerning information content of human language, the most influential are perhaps the investigations of the correlation between information content and word length (24, 25) . It has been found that information content exhibits a strong positive correlation with word length (13, 14) , that is, longer words tend to transmit more information. Hence, it is anticipated that calculating the change of mean word length with sentence position can reflect the distribution of information content in a sentence.
Quite in line with our prediction, the relationship between mean word length and sentence position exhibits the same pattern as illustrated in Figure 1 (see supporting information for the results in detail).
Moreover, the mean word frequency for different sentence positions was also adopted as a statistic for the intra-sentence distribution of information content. As high-frequency words tend to be more predictable than the low-frequency ones and the latter constitute majority of the lexicon (see 'Materials and Methods' for information concerning the words' rank-frequency distribution in the language data of the present study), mean word frequency can be adopted as another indicator of information content in a given sentence position. Besides, the intra-sentence distribution of information content can also be observed by means of word-class-related statistics. As high-frequency sequences and syntactic relations are more likely to be grammaticalzed (26-31), high-frequency words tend to be function words. "[T]he roles of words and other linguistic phenomena such as morphology, phonology, and syntax are highly influenced by low, medium, or high frequency with which they occur" (26) . Given this, certain word classes can be roughly distinguished from the others by their differences in word frequency. In the present study, we classified the words into three classes of frequency, namely high (the first 100 in the word frequency rank), low (the last 100 in the rank) and medium (the rest). High-frequency words are mostly function words, which carry less information content; while medium-and low-frequency words are generally content words, with more information content. The intelligibility of words at a given sentence position can be quantified as the ratio of contents words to function words (22) The notion of entropy is crucial to linguistic studies, for it is capable of measuring the difficulty of information processing. Theoretically, to achieve the optimal efficiency of communication, the entropy during language processing should be maintained at a constant level as postulated by the hypothesis of CER. As for the contextual information content I(X, C), up to now there have been no solid findings concerning how it is distributed within a sentence. A straightforward approach is that the contextual information available to a word in a sentence is mainly from the words preceding it. That is to say, the contextual information content in a sentence is supposed to increase with sentence position.
Our results, based on authentic language data and in light of Formula 2, help illuminate the relationship between contextual information content I(X, C) and
conditional entropy H(X/C).
On the one hand, suppose that the entropy H(X/C) is constant in language processing as postulated in CER, our findings would mean that the contextual information content I(X, C) increases with sentence position with the same pattern as H(X). That is, I(X, C) in the sentence-initial position is less than the medial positions, the medial positions less than the final position, and the medial positions exhibit no significant difference. The stable level of I(X, C) in the medial positions means that a word does not get more contextual information than the words in the preceding positions. In other words, the context of a word in a sentence should not be simply defined as all the words preceding it in the same sentence.
In addition, if we assume that CER is valid, the uniform distribution of contextual information content in the sentence-medial positions and the notable increase of contextual information content in the final position would indicate that the contextual information content does not accumulate for the greater part of a sentence and follows a pattern of "the whole is greater than the sum of parts" during the course of the sentence, no matter how context is defined.
On the other hand, if the context of a word in a sentence is defined as all the words preceding it, then the more the preceding words, the greater I(X, C) is. Given the increase of I(X, C) and the relationship in Formula 2, it can be inferred that the entropy H(X/C) would decrease with the sentence-medial positions. However, our results have shown that H(X) maintains at a stable level in the sentence-medial positions, That is to say, CER does not hold for the sentence-medial positions, such that UID does not work in this case.
To note, the three-step staircase-shaped increase of positional entropy suggests that the conditional probability of a word occurring in a specific position in a sentence does not have "position" homogeneity.
With regard to the conflict, we are more inclined to assume the validity of CER (also UID) rather than model the context of a word in a sentence as all the words preceding it. For one thing, both CER and UID have a solid theoretical basis upon information theory (9, 19) . For another, assuming the validity of CER (also UID), our results will be consistent with a large number of research findings (21) (22) (23) and our intuition about language.
By assuming the validity of CER and UID, our results can be interpreted as follows. In the sentence-initial position, the sentence has only started to unfold and the contextual information available to this position is at its minimum. This explains why the initial position exhibits the least positional entropy, the smallest number of words (types) and the highest proportion of high-frequency words. It has been found that high-frequency words tend to be hubs of a linguistic system from a perspective of complex network (32, 33) 
Materials and Methods
The language data we used in the present study is part of the British National This Formula is adapted from Formula (1) of Shannon's work (36) and H(X) of the former is equivalent to F1 of the latter. As seen from Formula 1, H(X) is an out-of-context entropy, for it is dependent exclusively upon sentence position instead of the specific context.
According to information theory, the relationship between positional entropy, contextual information content and conditional entropy is given by 
