Abstract. G protein-coupled receptors (GPCRs) have a key function in regulating the function of cells due to their ability to transmit extracelullar signals. Given that the 3D structure and the functionality of most GPCRs is unknown, there is a need to construct robust classification models based on the analysis of their amino acid sequences for protein homology detection. In this paper, we describe the supervised classification of the different subtypes of class C GPCRs using support vector machines (SVMs). These models are built on different transformations of the amino acid sequences based on their physicochemical properties. Previous research using semi-supervised methods on the same data has shown the usefulness of such transformations. The obtained classification models show a robust performance, as their Matthews correlation coefficient is close to 0.91 and their prediction accuracy is close to 0.93.
Introduction
G protein-coupled receptors (GPCRs) are cell membrane proteins with a key role in regulating the function of cells. This is the result of their ability to transmit extracellular signals, which makes them relevant for pharmacology. This has led, over the last decade, to active research in the field of proteomics.
The functionality of a protein depends widely on its 3-D structure, which determines its ability for certain ligand binding. Currently, the 3-D structure is only fully determined for approximately a 12% of the human GPCR superfamily [7] . As an alternative, when the information about the 3-D structure is not available, the investigation of the functionality of a protein can be achieved through the analysis of its amino acid sequence, which is known and available in several public curated databases.
Much research on sequence analysis has focused on the quantitative analysis of their aligned versions, although, recently, alternative approaches using machine learning techniques for the analysis of alignment-free sequences have been proposed. In this paper we focus on the alignment-free analysis of class C GPCRs, which have become an important research target for new therapies for pain, anxiety and neurodegenerative disorders.
The reported experiments concern a publicly available GPCR dataset that was analyzed, in a previous study, with semi-supervised techniques [3] as a strategy for GPCR deorphanization. Here, we extend this work through the use of a supervised multi-class classification approach. In this previous work, the analysis of the alignmnent-free sequences entailed a transformation of the symbolic sequences into real-valued feature vectors on the basis of the physicochemical properties of their constituent amino acids. In this study, the same transformations are used, including the Auto-Cross Covariance (ACC) transformation [15] and a more simple one: the amino acid composition (AA). To these, we add the Mean Transformation [10] . Some of these transformations have been used in previous research, such as in [10] , where they were used to classifiy the five major GPCR classes using Partial Least Square Regression, and in [9] , to classify a benchmark protein database using SVMs.
As previously mentioned, the current study uses primarily SVMs as the supervised classification model of choice for each of the transformed datasets. SVMs have been reported to be a top-performing method for protein classification [6, 9] and are often attributed a high discriminating power due to their ability to use non-linear kernel functions to separate the input data in higher dimensional spaces. Nevertheless, some studies [2] report better results using more simple models such as Decision Trees (DTs) and Naive Bayes (NB). For this reason, these two techniques are compared with SVMs in the current study.
The obtained SVM classification models show a robust performance in the reported experiments. This is assessed using multi-class accuracy and Matthews Correlation Coefficient (MCC). The best results are obtained with the ACCtransformed dataset, achieving an MCC close to 0.91 and a prediction accuracy close to 0.93. GPCR subtype-specific results are also reported.
Materials

Class C GPCRs
GPCRs are cell membrane proteins with the key function of transmitting signals through it. Therefore, they are of special relevance in pharmacology. The GPCRDB [4] , a popular database of GPCRs, divides the GPCR superfamily into five major classes (A to E) based on the ligand types, functions, and sequence similarities. The current study concerns class C of these receptors. This class has become an increasingly important target for new therapies, particularly in areas such as pain, anxiety, neurodegenerative disorders and as antispasmodics. They are also important from structural and mechanistic grounds. Whereas all GPCRs are characterized by sharing a common seven transmembrane helices (7TM) domain, responsible for G protein activation, most class C GPCRs include, in addition, an extracellular large domain, the Venus Flytrap (VFT) and a cystein rich domain (CRD) connecting both [11] .
Class C is further subdivided into seven types: Metabotropic glutamate (mGluR), Calcium sensing (CaSR), GABA-B, Vomeronasal (VN), Pheromone (Ph), Odorant (Od) and Taste (Ta). The investigated dataset consists of class C GPCR sequences obtained from GPCRDB 
Methods
In this paper we use first of all SVMs for the classification of the alignmentfree amino acid sequences and compare the results with those obtained by less complex techniques (DTs and NB). As the amino acid sequences have a variable length, one may apply sequence kernels to use them with SVMs or transform the sequence data to fixed-size vectors in order to use them with any supervised classifier, including non-kernel methods such as DTs and NB. The second approach has been followed in this work, which allows a comparison among different classifiers and also among different transformation methods. [10] first translates the amino acid sequence into physico-chemical descriptions, i.e. each amino acid is described by five z-scores [13] . In order to obtain a fixed-length representation of the sequence the average value of each z-score is calculated. This transformation generates a N × 5 matrix. -Auto Cross Covariance Transformation: The ACC transformation [8, 15] is a more sophisticated transformation, which captures the correlation of the physico-chemical descriptors along the sequence. First the physico-chemical properties are represented by means of the five z-scores of each amino-acid as described by [13] . Then the Auto Covariance (AC) and Cross Covariance (CC) variables are computed on this first transformation. These variables measure respectively the correlation of the same descriptor (AC) or the correlation of two different descriptors (CC) between two residues separated by a lag along the sequence. From these, the ACC fixed length vectors can be obtained by concatenating the AC and CC terms for each lag up to a maximum lag, l. This transformation generates a N × (z 2 · l) matrix, where z = 5 is the number of descriptors. In this work we use the ACC transformation for a maximal lag l = 13, which was found to provide the best accuracy for this dataset in [3] .
Supervised Classification Techniques
Support Vector Machines (SVMs) [14] are complex classifiers with an ability to find a linear separation of instances in a higher dimensional space. DTs [12] predict class membership by examining the discriminative power of the attributes, whereas NB classifiers are probabilistic classifiers [5] that work under a simplifying assumption: attribute independence, that leads to efficient computation.
SVMs are based on the statistical learning theory first introduced in [14] . SVMs may map the feature vectors x i , i = 1, . . . , N , where x i R n and N is the number of instances, into possibly higher dimensional spaces by means of a function φ . The objective is to find a linear separating hyperplane, which separates the feature vectors according to its class label with a maximal margin and minimizing the classification error ξ. The use of non-linear kernel functions allows SVMs to separate input data in higher dimensional spaces, which would not be separable with linear classifiers in the original input space.
The radial basis function (RBF) kernel, specified as K(x i , x j ) = e (−γ||xi−xj ||) , is a popular non-linear kernel. Using it, the SVM needs to adjust two parameters through grid search: the error penalty parameter C and the parameter γ of the RBF function. Since our aim is to separate the seven subclasses of the class C GPCRs, this requires to extend the original two-class classification approach of SVMs to a multi-class classification approach. To that end, we have chosen the "one-against-one" approach to build the global classification model, which is implemented in the LIBSVM 5 library [1].
Criteria and Performance Measures
Two different measures were used to evaluate the test performance of the multiclass trained classifiers, namely the Accuracy (Accu), which is the proportion of correctly classified instances, and the MCC, which indicates how predictable the target variable is knowing the other variables: its value ranges from -1 to 1, where 1 corresponds to a perfect classification, 0 to a random classification and -1 to complete misclassification. For the individual (binary) classification of each subtype, we report the MCC and two common measures: Precision and Recall. The former is the ratio of cases belonging to a class that are correctly classified to the cases predicted to belong to such class, whereas the later is the ratio of cases belonging to a class that are correctly classified to the cases that actually belong to that class.
SVM Model Selection
The SVM classification models are built upon the three transformed data sets. and involve the following processing steps:
1. Preprocessing of the dataset: Standardization of the data so that the mean is 0 and standard deviation is 1. 2. Splitting of the dataset into 5 stratified folds and applying 5-fold cross validation (5-CV) for the following steps: (a) Use the current training set for a parameter grid-search varying the parameters C and γ in a given range. i. For each combination of C and γ, determine the average classification accuracy using an inner 5-CV and update the parameters C and γ providing the best result. ii. Train an SVM model using the selected parameters C and γ and the current training set. (b) Classify the current test set with the SVM model obtained in the previous step recording the classification metrics aforementioned. 3. Calculate the mean value of the classification metrics recorded during step 2.b over the five outer iterations.
In our experiments we measure the Accuracy and MCC at the global level and the Precision, Recall and MCC at class level. The reported measures are the mean values of the respective metric over the five iterations of the (outer) 5-CV. At each iteration the aforementioned metrics are recorded for the SVM trained with the best parameters C and γ found in the corresponding grid search. Table 1 shows details, for the three transformed datasets, of the grid searches conducted to find the optimal parameters C and γ of the RBF-SVM: the range of the tested parameters C and γ, the combination of parameters found to have the best performance, and the corresponding mean accuracy and MCC values on the test sets. The reported results of the grid search in Table 1 were confirmed with subsequent grid searches in smaller ranges of the parameters. 
Model Selection Results
Results and Discussion
The best classification results are found for the ACC transformed dataset using SVM classifiers (see Table 2 for a summary), achieving an accuracy of 0.93 and an MCC value of 0.91. The results obtained both for the ACC and the AA transformed datasets are consistent with those obtained with semi-supervised techniques in [3] , where the ACC dataset also outperformed the AA dataset.
Regarding classifier selection, SVM clearly outperforms DTs and NB for all three datasets (see Table 2 and Figure 1 for a comparison). Table 3 shows the classification results for the ACC-transformed dataset and the SVM classifier with greater detail at the per class level (these results correspond to a model with parameters C=2, γ=2 −9 ). The MCC value shows that classes mGluR, CaSR, GABA-B and Ta are very accurately discriminated from the other classes, having an MCC between 0.93 and 0.99. The prediction power of the classifier for classes VN, Ph and Od is clearly lower, with MCC values that range from 0.79 to 0.89.
As for the quality of the classifier, measured by the precision, it can be seen that it provides the most exact results for classes CaSR, GABA-B and Ta, as Table 3 also shows an estimation of the quantity of type I and type II errors for each class. An analysis of these errors, by means of the confusion matrix, shows that the type II errors occur recurrently with a specific pattern for each class. For example, Ph are most frequently misclassified as Vn and less frequently as mGluR or Od. The existence of those patterns in the type II errors encourage an analysis of the class C dataset at the biochemical level in future work.
Conclusions
The supervised, alignment-free classification with SVMs of Class C GPCRs has been investigated in this paper. The experimental results have shown that the ACC transformed dataset has a clear advantage over the alternative transformations and that SVMs are best suited to the analysis of these data. The SVM classifiers built with this dataset and trained with the optimal parameters resulted highly accurate and discriminative. The per class results have shown some differences regarding the prediction power for some subclasses, which encourage the analysis of the less distinctive classes and the related classification errors in a future work at the biochemistry level.
