Abstract Digital Elevation Model (DEM) is used to represent the terrain of the earth. A free provided DEMs are the 10 m DEM produced by the Geographical Survey Institute of Japan (GSI-DEM), Advanced Space Borne Thermal Emission and Reflection Radiometer-Global DEM, Shuttle Radar Topography Mission, Global Multiresolution Terrain Elevation Data 2010, Hydrological data and maps based on Shuttle Elevation Derivatives at multiple Scales, and Global 30 Arc-Second Elevation that are actually used in scientific studies. DEMs have made a high accuracy to assess an error using an observation elevation point. The DEMs in this study at an original spatial resolution of the Shikoku Island, Japan were collected that were evaluated and corrected by using the referent elevation points observed by global position system. The evaluation and correction method of the DEMs were based on the statistical measures and linear transformation algorithm respectively. The results reveal that the GSI-DEM has higher accuracy than the five DEMs, and these DEMs have gotten more accuracy after corrected by the transform's parameters. This approach will be used to recommend for a new DEM in a future, and it can be applied for making a high accuracy DEM to model the earth's terrain.
Introduction
Digital Elevation Model (DEM) is an important factor in assessing in any process using digital topography analysis, including slope, curvature, roughness and local relief that are its derivative attributes. The parameters are normally utilized in several applications such as flood simulation (Pakoksung and Takagi 2015) , landslide mapping (Dhakal et al. 2000) and seismic wave propagation (Lee et al. 2009 ). DEM can be created by using various methods, for example, Stereoscopic Photogrammetry of Air-Borne or SatelliteBorne, RADAR or SAR interferometry, Light Detection and Ranging (LIDAR), and conventional surveying (GPS or GNSS) . Each method that has a limitation depends on price, accuracy, sampling density, preprocessing requirements. Each DEM is normally made by using four steps such as data acquisition (Li et al. 2006) , resampling to grid spacing, interpolation a height of a point and DEM representation, repeating and accuracy assessment. An error of the resulting DEMs can be introduced by all of step for generating to mention above. These errors have been investigated on a gridded of data sets and classified by gross errors, systematic errors and random errors (Fisher and Tate 2006) .
The error in several DEM data is widely explored on reasons and significances, which a quality of DEM be influenced by on several factors, as well as sensor types, algorithm, terrain type, grid spacing and characteristics (Hebeler and Purves 2009) . A variety of DEMs on free provided data, including the 10 m DEM produced by the Geographical Survey Institute (GSI) of Japan (GSI-DEM), Advanced Space Borne Thermal Emission and Reflection Radiometer-Global Digital Elevation Model (ASTER GDEM), Shuttle Radar Topography Mission (SRTM), Global Multi-resolution Terrain Elevation Data 2010 (GMTED2010), Hydrological data and maps based on Shuttle Elevation Derivatives at multiple Scales (HydroSHEDS) and Global 30 Arc-Second Elevation (GTOPO30) is useful to model nearly the terrain of earth in worldwide. Methods for DEM validation have been investigated in a previous study (Gonga-Saholiariliva et al. 2011) . One approach of investigation, accuracy of a DEM depends on the location and this accuracy can be assessed by using comparison between the DEM and the reference point that is measured by using high precision equipment as Global Positioning System (GPS) on a ground survey (e.g., Jarvis et al. 2004; Miliaresis and Paraschou 2005; Hirt et al. 2010; Kolecka and Kozak 2013; Forkuor and Maathuis 2012; Nikolakopoulos et al. 2006 ).
An accuracy of DEM indicates an important point in several applications and to examine their reasonability based on statistical measurement for certain applications. The freely provided six DEM products over Shikoku Island, Japan were investigated on a vertical accuracy of this research. In addition, we applied the Geometric Transformation method to the correct the products to achieve a better agreement of topography data sets. This paper is organized as follows. ''Introduction'' section explains the motivation of this study; ''Test area and data'' section shows data sets and study area; ''Methodology'' section presents methodology; ''Results and discussion'' section reports our results and discussion; final ''Conclusion'' section conclusions.
Test area and data

Test area
Shikoku in Japan is selected as validation area. The Shikoku ( Fig. 1) is the 4th island of Japan located in the western territory within a bounding rectangle defined by the geographic coordinates 30°N to 35°N and 130°E to 135°0E. This area about 18,800 km 2 is represented by a remote and mountainous condition to make the area extremely in the need of validation. The elevation ranges from approximately 0-1982 m. MSL, and the average slope is 8-30°based on SRTM DEM. The principal land cover type is forests that are occupy in mountain slopes (Kyaw and Takagi 2010) .
Digital elevation models
Six free source DEM on different accuracy and coverage were used for this study (see Table 1 ) which are the 10 m DEM produced by the Geographical Survey Institute (GSI) of Japan (GSI-DEM), Advanced Space Borne Thermal Emission and Reflection Radiometer-Global Digital Elevation Model version 2 (ASTER GDEM), the Consultative Group for International Agriculture Research Consortium for Spatial Information Shuttle Radar Topographic Mission version 4.1 (SRTM), Global Multi-resolution Terrain Elevation Data 2010 (GMTED2010), Hydrological data and maps based on Shuttle Elevation Derivatives at multiple Scales (HydroSHEDS) and Global 30 Arc-Second Elevation (GTOPO30).
GSI-DEM is generated by using digitized topographic maps based on scales between 1:5000 and 1:25,000 (Tachikawa et al. 2011 ). This DEM was published for freely available on 2008 only Japan region. The GSI-DEM is provided at 10 m resolution based on Japan Geodetic Datum 2000 (JGD2000). The absolute vertical accuracy is 5 m, and its data sets are in the Geospatial Information Authority of Japan, from 393 indexes were downloaded for the Shikoku Island (Fig. 2a) . (Fig. 2b) covering the Shikoku Island, were downloaded.
SRTM of the US Geological Survey (USGS), this data was originated by a project between the National Imagery and Mapping Agency (NIMA) and the National Aeronautics and Space Administration (NASA). This DEM is observed from radar interferometry using two radar images from shuttle with a slightly different location. The Endeavour space shuttle observed the terrain of the Earth based on 3D during February 2000. The radar instrument was installed by 2 components, dual Space Borne Imaging Radar (SIR-C) and dual X-band Synthetic Aperture Radar (X-SAR). This observation using radar composite had collected the terrain data over 80 % of the Earth based on three arc-seconds (about 90 m), covering latitude 60°north to 56°south. A vertical and horizontal accuracy at 90 % confidence of the SRTM are 16 m to evaluate in a linear error and 20 m to assess with a circular error, respectively (Jarvis et al. 2012 ). This DEM product has available online on the Consultative Group for International Agriculture Research Consortium for Spatial Information (CGIAR-CSI) to download data, from which an index No. 6306 ( Fig. 2c) were downloaded over the Shikoku Island.
GMTED2010 was distributed by the US Geological Survey (USGS) and the National Geospatial-Intelligence Agency (NGA). This DEM was provided in 2010 (Danielson and Gesch 2011) to replace the GTOPO30 at 30 arc-seconds data for developing of a new global elevation model. The fusion technique is used to establish the GMTED2010 from 11 raster based elevation sources. This data with absolute vertical accuracy as 26-29 m on the RMSE is produced as three separate resolutions of 30 arcseconds, 15 arc-seconds, and 7.5 arc-seconds (Carabajal et al. 2011) . The GMTED2010 in LP DAAC on an index No. 30N120E was downloaded for the Shikoku Island (Fig. 2d) .
HydroSHEDS has been developed by a joint project of the Conservation Science Program of World Wildlife Fund Nawarathna NMNSB et al. 2001 ). This DEM is normally spaced at 30 arc-seconds resolution (about 1000 m). The GTOPO30 is based on the WGS84, covering a latitude 90°s outh to 90°north, and a longitude from 180°west to 180°e ast. The vertical elevation above the mean sea level is values range from -407 to 8752 m. This produced data are suitable for several regional applications, which is on an index No. E100N40 was downloaded for the Shikoku Island (Fig. 2f) .
Reference elevation data
DEMs accuracy assessment involves a various number of reference points on high accuracy to achieve reliable measures. According to the reference point's accuracy would be at least three times more accurate than the DEM elevations (Athmania and Achour 2014) . For this study, the reference points were observed by using Global Positioning Systems with Virtual Reference System (GPS-VRS) survey techniques. The accuracy of GPS-VRS observation is less than 2 cm. Observed GCP data ( Fig. 1) are freely published from TAKAGI laboratory in Kochi University of Technology, summarizing about 562 points in the Shikoku Island, JAPAN. These data sets included information of 3-dimensional coordinates (x, y, and z) with projection attribute, latitude and longitude with the geodetic datum, observed date, observation pictures and satellite images as ALOS PRISM/AVNIR2 (Uda and Takagi 2010) at URL:http://www.infra.kochi-tech.ac.jp/takalab/Information/ research/-GCPDB/GCPDB.html.
Methodology
The main objective of this study is to validate the accuracy of DEM sources that are made for more accuracy by using bias correction. The methodology of validation accuracy is that ''Validation methods'' section was shown by statistical measurement use for each DEM. The bias correction in ''Correction methods'' section is done by using a linear transformation of geometric to improve accuracy of the DEM.
Validation methods
In this study, the validation method was represented by using a statistical measurement (see Table 2 ). The vertical accuracy of the six DEMs was calculated from the differences corresponding between the value of the DEM pixel and the GPS point. Elevation error was estimated which positive differences denote the locations of the DEM elevation exceeded the GPS point elevation while negative errors ensue at the locations of the DEM elevation was under the GPS elevation. After the elevation error estimated, a statistical, maximum error (Max), minimum error (Min), Mean Error (ME), Standard Deviation Error (STD), and Root Mean Square Error (RMSE), were estimated. STD and RMSE are revealing of surface quality and offer perception into the distribution of deviations on the side of the mean value. The agreement level between derived elevation values of six DEMs and linear regression with correlation is used to evaluate in terms with GPS data.
A normality test is used to describe and compare the error distributions in each DEM. A Quantile-Quantile plots (Q-Q plots) based on the normal distribution are created for visual examination. The Q-Q plot is shown by using a scatter plot that quantile of the observation are located on the horizontal and the predicted normal values are set on the vertical axis. The best-fit in the linear relationship showed that the observed values were normally distributed (Zandbergen 2008 ). This test is also used in statistical evaluation to investigate whether data estimate from a normal distribution (Höhle and Höhle 2009 ). Elevation error
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Correction methods
Comparison with reference point measurements will be shown the most accurate DEMs product. However, two DEMs were differences with reference data that may be reduced. We obtained a bias correction equation to achieve a close fit between the six DEMs source and ground reference points. To accommodate for the finding that relative bias varied with total, a linear transformation function will be used to derive bias corrected of the DEMs elevation as follows in Eq. (1) on conceptual and Eq. (2) on application (Zhang and Zhang 2011; Kuriakose and Viswan 2013) .
where Z is observation data, u, v are coordinate of estimation, w is estimation data, and a, b, c and Z 0 are transformation parameter. Observation data at the first point until n point are shown in Eq. (3) to (7) to summarize in Eq. (8).
Summarize equation from the Eq. (3) to (7) as follows:
Least square methods of Eq. (8) based on sum square error values (E) are presented in Eq. (9).
To minimize sum square error by ordinary least square methods as follows:
To represent in a matrix form are shown in Eq. (11).
w i n 2 6 6 6 6 6 6 6 6 6 6 4 3 7 7 7 7 7 7 7 7 7 7 5
Z i 2 6 6 6 6 6 6 6 6 6 6 4 3 7 7 7 7 7 7 7 7 7 7 5
The parameters a, b, c and Z 0 were derived by minimizing between bias corrected value and ground observed point above the study area. The inverse matrix algorithm was used to obtain an optimized value of a, b, c and Z 0 (Ishida and Takagi 2010) .
Results and discussion
The correlation plots between GCP data and each DEM sources (Fig. 3) obtained for the test area; this plot is based on a selected 418 GPS points for sites. Results show that the six DEM sources have the same correlation coefficient on the reference elevation data point. All of the DEMs situations fit the conformation line, showing the excellent coefficient of correlation about 0.9. The distribution and number of selected points have affected by this situation. Figure 4 show elevation differences between the modeled and observed data based on histograms. Table 3 presents the statistical values of the elevation differences, including the minimum, maximum, mean, standard deviation values, and RMSE. The statistical value errors of GSI-DEM reveal a positive mean error of 0.08 m. Figure 4a represented by the histogram shows the frequencies of the positive errors on a slightly positive skew. The slightly positive indicate that the GSI-DEM overestimated the observed terrain elevation. ASTER errors present the negative mean of -3.122 m and the different elevation between ASTER DEM and GCP (Fig. 4b) following with a normal distribution. However, there is a slight error on the negative values which the GCPs elevation value is larger than the ASTER DEMs elevation. From the previous studies, the ASTER was reported by Hirt et al. (2010) on the negative bias to validate with the GCPs. The statistical values of the errors in SRTM show also a negative mean error of -3.71 m in a slight negative bias on histogram (Fig. 4c) , indicating that the SRTM underestimated the topographic elevation. These investigation were confirmed by previous studies (Li et al. 2013; Zhao et al. 2010 ) on the negative bias for the SRTM. GMTED2010 errors reveal also a negative mean error of -6.68 m for this study area. The histogram (Fig. 4d) of this DEM shows a small bias toward negative values on a normal distribution. The negative bias reveals that the GMTED2010 similarly underestimates the spatial distribution terrain elevation. The GMTED2010 was presented on the negative bias by Carabajal et al. (2011) . The statistical values of errors in HydroSHEDS and GTOPO30 present also a negative mean error of -39.04 and -40.89 m, respectively. Figure 4e , f on the histogram show the frequencies of negative error greater than the positive errors. A large negative bias is investigated in both histograms, indicating that the HydroSHEDS and GTOPO30 underestimated the observed data. Figure 5 presents the Q-Q plots of elevation errors in six data sources. A reference line at 95 % confidence intervals is along with upper and lower. The Q-Q plots for six DEMs indicate that the data were not conforming to normal distributed, representing a sigmoid-type function with a significant deviation from the fit line. The most observations present a strong deviation with the 95 % confidence boundary. GSI-DEM has 93.2 % of acceptable in the 95 % confidence intervals (370 points from 418 points). ASTER has an acceptable data with 382 points of 418 points (95 %) while the SRTM can capture with 90 % of 418 points (361 points). The conformable point with the 95 % confidence intervals of GMTED2010 is 347 points (85.9 %) of total GCP data. HydroSHEDS and GTOPO30 have an acceptable point of 385 points and 381 points, respectively. All of the investigations reveal a deviation based on the 95 % confidence intervals boundary.
A Linear transformation approach was applied in this study and it used to correct for shifting the bias between DEM and GCP. The inverse matrix algorithm (Marsh 2015) was used to obtain an optimized value (see Table 4 ) for a, b, c and Z 0 of each DEM for bias correction. The a parameter of GMTED is a positive value while five DEMs is a negative value between -0.07 and -10.91. All of the DEM sources b parameter is a positive value in the range 0.34-23.84, and c parameter is also the positive values are close to 1. The Z 0 is the positive value on GSI-DEM, ASTER, and HydroSHEDS, while this parameter of SRTM, GMTED2010 and GTOPO30 is the negative value. According to the value of the parameter from this transformation, the coordinate of the pixel has a relationship with the elevation based on the variation of parameter a and b. Elevation all pixels in each DEM was recalculated by using the bias correction parameter.
After recomputation with transformation parameter, the comparison of the accuracy of all DEMs was recalculated (Table 3 ). Figure 6 shows a histogram of the modified DEM as six datasets that transformed to return a better accuracy than existing data set. The modified DEMs present a mean error close to zero, indicating that these data sets are unbiased. Figure 7 presents the difference between existing and modified DEM based on RMSE. The transformation approach greatly increased the accuracy of all DEM. The RMSE value is improved by 0.099 m for GSI-DEM (-1.66 %), 0.85 m for ASTER (-8.55 %) and 0.77 m for SRTM (-7.66 %). The RMSE measured for differences of GMTED2010 is 1.48 m (-8.21 %), while this value for HydroSHEDS is 15.31 (-22.29 %) and 15.93 m (-25.74 %) for GTOPO30. The GSI-DEM is more accuracy than five DEMs model for all validation sources, but it is published only in Japan region. For the international source, the ASTER shows the best accuracy, while GTOPO30 is more accuracy than HydroSHEDS to compare with coarse resolution. The assessment of vertical accuracy of the five international DEMs exposes that the ASTER data displays a better vertical accuracy than the four DEM. The accuracy of ASTER is better than SRTM, which has been marked in previous studies. ASTER gives better accuracy and those results were concluded (Table 5) that were mentioned by Mukherjee et al. (2013) . On the other hand, the large variations in global height precision are found in the examined DEMs literature. It shows that the DEMs on vertical precision depend on location, errors of reference point, terrain characteristics, and surface properties. Hence, this recommendation performs to an investigation about those factors. In addition, Table 3 exposes that the RMSE value of 9.3 m for SRTM are very similar to those described by Mukherjee et al. (2013) . The ASTER GDEM presents the RMSE value about 9.08 m to close with Athmania and Achour (2014) . According to the international DEMs, this study reports that the SRTM is lower accuracy to compare with ASTER and GMTED2010 for a fine resolution while a coarse resolution GTOPO30 is higher accuracy than HydroSHEDS pixel size of 15 arcsecond.
Conclusions
This study examined the quality of six digital elevation models GSI-DEM, ASTER, SRTM, GMTED2010, HydroSHEDS and GTOPO30 over the Shikoku Island in Japan, all of which are available free published data. First, the basic characteristics of the DEMs were described. Then, comparisons of the six DEMs were presented with vertical accuracy that was estimated by using GPS reference data (GCPs). Finally, DEM differences were discussed from the statistical assessment. For the evaluation of the accuracy, statistical approaches based on histograms and Q-Q plots were presented and the error characteristics in six sources of DEM were investigated. After bias correction using a linear transformation, the validation statistics were recomputed for each DEM. The results for RMSE of terrain elevation are 5.87 m for GSI-DEM with GCPs on high definition resolution. For the fine resolution, the RMSE is 9.08 m for the ASTER, 9.31 for the SRTM and 16.53 m for GMTED2010. The RMSE of coarse resolution DEM is 53.37 m for HydroSHEDS and 45.94 m for GTOPO30. For all DEM sources, the transformed results suggest to unbias altitudes based on the mean error value. The top of the canopy has an effect to the sensors, ASTER, and SRTM (Athmania and Achour 2014) . That is the reason of negative bias that occurs in ASTER and SRTM, including other test DEM. In conclusion, this study has revealed the importance point of computing validation statistics for DEM before and after bias correction. Further study can be prepared to evaluate the bias transformation based on the reasons for their land cover occurrence. 
