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ABSTRACT
In this thesis, a discontinuous Galerkin (DG) finite element method for nonlinear diffusion
equations named the symmetric direct discontinuous Galerkin (DDG) method is studied. The
scheme is first developed for the one dimensional heat equation using the DG approach. To
define a numerical flux for the numerical solution derivative, the solution derivative trace for-
mula of the heat equation with discontinuous initial data is used. A numerical flux for the test
function is introduced in order to arrive at a symmetric scheme. Having a symmetric scheme
is the key to proving an optimal L2(L2) error estimate. In addition, stability results and an
optimal energy error estimate are proven. In order to ensure stability of the scheme, a notion
of flux admissibility is defined. Flux admissibility is analyzed resulting in explicit guidelines
for choosing free coefficients in the numerical flux formula. The scheme is extended to one
dimensional nonlinear diffusion, nonlinear convection diffusion, as well as two dimensional lin-
ear and nonlinear diffusion problems. Numerical examples are carried out to demonstrate the
optimal (k + 1)th order of accuracy for the method with degree k polynomial approximations
for both linear and nonlinear problems, under one-dimensional and two-dimensional settings.
In addition, admissibility analysis results are explored numerically.
1CHAPTER 1. INTRODUCTION
1.1 General Introduction to Discontinuous Galerkin Methods
The discontinuous Galerkin (DG) method is a class of finite element methods first intro-
duced by Reed and Hill [31] in 1973. A Galerkin finite element method has the characteristic of
having the same function space for both the numerical solution and test functions. DG methods
are named for their piecewise discontinuous function space, usually chosen to be polynomials,
for both the numerical solution and test functions. There are many nice properties which have
increased the popularity of these methods in the past years. Some features include allowance
for arbitrary domain decompositions, high order accuracy of numerical solution, complete free-
dom in changing the polynomial degrees in each element independent of that in the neighbors,
and extremely local data structure resulting in high parallel efficiency. These robust and accu-
rate methods have quickly attracted the interest of the scientific community and are currently
finding use in very diverse applications such as electromagnetism, magneto-hydrodynamics, me-
teorology, oceanography, semiconductor device simulation, weather forecasting, amd turbulent
flows, among many others.
The original DG method was introduced by Reed and Hill [31] in 1973 for neutron trans-
port equations, which are linear hyperbolic equations. The first analysis of this method was
completed by LeSaint and Raviart [24] in 1974 for general mesh triangulations and rectangular
grids, and this analysis was improved by Johnson and Pitka¨ranta [23] and Peterson [30]. It
wasn’t until the 1990s when DG methods became a very active area of research. A major de-
velopment of the DG method known as the Runge-Kutta DG (RKDG) methods for nonlinear
hyperbolic conservation laws was carried out by Cockburn, Shu, and collaborators ([14] [13]
[12] [11] [15]) in the late 80s and early 90s. In 1992 Richter [32] extended the original DG
2method to linear convection-diffusion equations. In 1997, Bassi and Rebay [4] extended DG
methods further to compressible Navier-Stokes equations. In 1998, Bassi and Rebay’s work was
generalized to become the well known local DG (LDG) methods through work by Cockburn
and Shu [9]. We refer to [7, 8, 10] for reviews and further references.
Working independently of the above, a class of penalty methods for elliptic problems was
developed. This began in 1971 with Nitsche [29] where the first discontinuous basis function
was used in approximations of solutions to elliptic equations involving a penalty term. This
was applied to finite element methods by Babuska in 1973 [2]. This evolved to become the
interior penalty (IP) methods which are still widely used today. The foundation of symmetric
IP Galerkin (SIPG) methods was established in the late 70s and early 80s primarily by Baker
[3], Wheeler [46], and Arnold [1].
1.2 DG Methods for Diffusion
Using DG methods for diffusion problems has been considered since the late 90s. This
has been a challenging task because of the difficulty in properly defining the numerical solution
derivative at cell interfaces. Because the numerical solution is allowed to be discontinuous across
cell interfaces, appropriate numerical fluxes for diffusion terms need to be defined. In 2001 Shu
[35] illustrated some problems resulting from using DG methods for diffusion problems. To
illustrate this, he considered the simplest case, the regular heat equation
Ut − Uxx = 0, (1.1)
in one dimension. A standard DG formulation formally leads to∫
Ij
utv dx+
∫
Ij
uxvx dx− (ûx)j+1/2 v−j+1/2 + (ûx)j−1/2 v+j−1/2 = 0, (1.2)
for u, v piecewise polynomials on computational cell Ij = [xj−1/2, xj+1/2]. The main difference
here when compared to the hyperbolic case is that the numerical flux ûx for diffusion is for
the solution derivative at the cell interface, not simply the function value as in the hyperbolic
case. A naive choice of this numerical flux is a central flux ûx =
1
2 (u
−
x + u
+
x ). Here, because u
is multivalued at cell interfaces, u+ denotes the function value from the right and u− denotes
3the function value from the left. This seems like a natural choice, but one can see for the
piecewise constant case the scheme doesn’t make sense at all. One can see that both the
numerical flux and second integration term are zero, implying that the time derivative of the
numerical solution is zero. For linear and better cases, the DG solution proves to be stable but
is completely inconsistent with the exact solution. That is, the method converges to a solution
different from the exact solution. This illustrates some of the challenges when considering DG
methods for diffusion.
There have been several DG methods suggested in literature for solving diffusion problems.
One is the local DG (LDG) method of Cockburn and Shu [9]. The basic idea of LDG is to
rewrite the heat equation (1.1) as the first order system
ut − qx = 0, q − ux = 0,
then formally apply the DG technique to arrive at∫
Ij
utv dx+
∫
Ij
qvx dx− q̂j+1/2v−j+1/2 + q̂j−1/2v+j−1/2 = 0,∫
Ij
qw dx+
∫
Ij
uwx dx− ûj+1/2w−j+1/2 + ûj−1/2w+j−1/2 = 0.
This method was first considered by Bassi and Rebay [4] with central fluxes û = 12 (u
+ + u−)
and q̂ = 12 (q
+ + q−). This flux choice converges, though it proves to be suboptimal for odd order
polynomial approximation. Cockburn and Shu instead propose the alternating flux û = u− and
q̂ = q+, and they showed it converges at optimal rates. In some situations, especially diffusion
dominated problems, computational cost of LDG methods are higher than others.
Another approach was given by Baumann and Oden in 1998. Their idea was to modify the
inconsistent scheme (1.2) to arrive at the following.∫
Ij
utv dx+
∫
Ij
uxvx dx− (ûx)j+1/2 v−j+1/2 + (ûx)j−1/2 v+j−1/2
−1
2
(vx)
−
j+1/2
(
u+j+1/2 − u−j+1/2
)
− 1
2
(vx)
−
j−1/2
(
u+j−1/2 − u−j−1/2
)
= 0
Again, the central flux is used. The addition of these interface terms imply stability of this
scheme. Just as above, this scheme only makes sense for linear or better polynomial approxima-
tions because otherwise numerical flux terms, interface terms, and the second space integration
4all are zero. In addition, suboptimal rates of convergence are seen for even polynomial approx-
imations.
The method of Baumann and Oden is closely related to a class of DG methods known
as interior penalty (IP) methods, originally dating back to the 1970s. This class includes
the original symmetric IP Galerkin method from the late 70s, the nonsymmetric IP Galerkin
(NIPG) method [33] which came soon after the Baumann-Oden method, and the incomplete IP
Galerkin (IIPG) method [16] in 2004. IP methods rely on penalty terms, typically proportional
to the jump of the numerical solution across cell interfaces, to give stability to the scheme. For
the heat equation (1.1), these methods take the form∫
Ij
utv dx
∫
Ij
uxvx dx− (ûx)j+1/2 v−j+1/2 + (ûx)j−1/2 v+j−1/2
− 1
2
(vx)
−
j+1/2
(
u+j+1/2 − u−j+1/2
)
− 1
2
(vx)
−
j−1/2
(
u+j−1/2 − u−j−1/2
)
− σ
∆x
[u][v]
∣∣∣j+1/2
j−1/2
= 0,
where ûx denotes the above central flux, [u] is the jump of the numerical solution across an
interface [u] = u+ − u−, and σ is a penalty parameter chosen large enough to ensure stability
and convergence. Choosing  = −1 gives SIPG,  = 1 for NIPG, and  = 0 for IIPG.
There are more recent works including those by Van Leer and Nomura in 2005 in [41] and
later in [43, 42] where a new recovery principle is used to create new DG schemes for diffusion.
The basic idea here is to recover an underlying smooth solution from the discontinuous DG solu-
tion. Specifically, for each piecewise continuous polynomial of degree k defined on two adjacent
cells, they construct a polynomial of degree 2k+1 and then compute the polynomial derivative
at the interface, thus giving a precise value for the numerical flux at cell interfaces. The main
issue with this approach is the high complexity for higher order polynomial approximations.
In 2006, Gassner et al. in [20] and later in [28, 21] used repeated integration by parts on the
diffusion term in combination with a Riemann solver. That is, exact solutions for the diffusion
equation with a step function Riemann initial data are used to provide a flux definition for
the solution derivative resulting from the integration by parts. This idea is related to direct
DG ideas as discussed below. In 2007, Cheng and Shu in [5] also used repeated integration by
parts to design a suitable numerical flux for time dependent problems with high order spacial
derivatives. This relies on suitably chosen numerical fluxes for all derivatives of the numerical
5solution up to one lower than the order of the PDE. For nonlinear problems, choosing numerical
fluxes becomes more difficult in order to ensure scheme stability.
1.3 Review of the Direct Discontinuous Galerkin Methods
Recently in [26], a direct discontinuous Galerkin (DDG) method was developed for solving
diffusion equations. The scheme is based on the direct weak formulation of the heat equation,
and a general numerical flux formula for the solution derivative was proposed. An optimal kth
order error estimate in an energy norm was obtained for P k polynomial approximations of linear
diffusion equations. However, numerical experiments in [26] show that when measured under
L2 and L∞ norms, the scheme accuracy is sensitive to the coefficient choices in the numerical
flux formula. That is, for higher order P k (k ≥ 4) polynomial approximations it is difficult to
identify suitable coefficients in the numerical flux formula to obtain optimal (k + 1)th order of
accuracy.
In [27], extra interface correction terms were introduced into the scheme formulation, and
a refined version of the DDG method is obtained. A simpler numerical flux formula is used in
[27] and numerically optimal (k+ 1)th order of accuracy under L2 and L∞ norms are achieved
in numerical experiments for any P k polynomial approximations. The refined DDG method is
not sensitive to the coefficients in the numerical flux formula. That is, numerical tests show a
large class of admissible numerical fluxes can lead to the optimal convergence rates.
1.4 Summary of Major Work
There are two broad contributions of this thesis. The first is the development and analysis
of a discontinuous Galerkin method for diffusion problems known as the symmetric direct
discontinuous Galerkin method. This DG method is shown to have a number of desirable
qualities including stability and optimal rates of convergence in energy and L2 norms. The
second contribution is the admissibility analysis which provides guidelines for choosing free
coefficients within the numerical flux formula. This technique can be applied to a whole class
of DG methods.
6The symmetric DDG method was inspired by recent works known as the direct DG methods
as described above. The DDG method [26] and the DDG method with interface corrections
[27] are schemes which both lack symmetric properties. Without this symmetry, there is no
known way to obtain L2 error analysis and guarantee optimal rates of convergence. For the
symmetric DDG scheme, a numerical flux for the test function derivative was introduced. With
the same numerical flux formula for the solution derivative and the test function derivative, the
bilinear form for the diffusion term thus obtained has a symmetry property. This symmetric
structure is the key feature required to prove an optimal L2(L2) error estimate for the numerical
solution. The L2(L2) error estimate was established using a parabolic lifting argument. This
L2(L2) error estimate is the primary motivation for the work in this thesis, and currently the
only other method which can be shown to have this result for diffusion is the SIPG method. In
addition, the scheme is shown to be consistent, stable, and have optimal convergence rates in
the energy norm. One-dimensional and two-dimensional numerical examples are carried out to
illustrate the capacity of this method. (k + 1)th optimal order of accuracy with piecewise P k
polynomial approximations are obtained for both linear and nonlinear diffusion problems in a
number of settings. This part of the thesis has recently been submitted for publication to the
SIAM Journal on Numerical Analysis [44].
Also, explicit guidelines for choosing admissible numerical fluxes for the one dimensional
heat equation on a uniform mesh are given. The technique used to obtain this result is different
when compared to related work. What makes it different is that the problem is solved using a
combinatorial argument rather than a PDE argument. The idea is to begin with a notion of
flux admissibility which is exactly the needed requirement for stability of the scheme. Then,
the admissibility condition is analyzed directly. The resulting computation involves Hilbert
matrices, and in the end, some combinatorics techniques. These guidelines are developed for
the SDDG scheme, but results immediately follow for the SIPG method. Compared to the
SIPG method [1], the penalty coefficient of the symmetric DDG method can be decreased from
k2 to k2/4. In addition, the same analysis can be easily adapted to be applied to existing
methods such as the original DDG method, the DDG method with interface corrections, as
well as any interior penalty method. A continued study of numerical flux admissibility for
7nonuniform mesh, nonlinear diffusion, and higher spacial dimensions is planned.
1.5 Outline of Thesis
In Chapter 2, the symmetric direct discontinuous Galerkin method is formulated and an-
alyzed for the one dimensional heat equation. Formulation is done in the typical DG fashion.
To define the numerical flux, the exact solution for the heat equation in an analogous setting is
used as inspiration. In order to make the scheme symmetric, a test function numerical flux is
defined which is of the same form as the numerical solution flux. Next, in order to choose suit-
able free coefficients in the numerical flux formula, a notion of flux admissibility is defined. This
admissibility condition is the exact requirement needed to guarantee stability of the scheme.
Then, this admissibility condition is analyzed completely resulting in an explicit formula used
for choosing flux coefficients. Optimal error estimates are then shown for both the energy norm
as well as the L2 norm. Last, numerical results are given illustrating performance on uniform
and nonuniform meshes as well as exploration of admissibility analysis results. In all cases,
optimal rates of convergence are observed in L∞ and L2 norms.
For Chapter 3, the scheme is extended to one dimensional nonlinear diffusion equations
and nonlinear convection diffusion equations. The resulting schemes are a direct extension of
the formulation given in Chapter 2. A notion of admissibility for these cases is defined, again
motivated by stability requirements. Last, numerical tests in a number of settings are given
and show optimal rates of convergence in L∞ and L2 norms.
In Chapter 4, the symmetric DDG scheme is extended even further to handle two dimen-
sional linear and nonlinear cases. Again, flux admissibility is defined and resulting stability is
shown. For the linear case, L2 error analysis can be shown using the exact strategy as in the
one dimensional case with minor differences related to the increase in dimensionality. Last,
numerical examples are given and discussed.
Chapter 5 gives concluding remarks as well as future directions of research. Last, appendices
A, B, and C provided coding notes, Hilbert matrix results, as well as a derivation of the formula
used as inspiration for the numerical flux definition.
8CHAPTER 2. ONE DIMENSIONAL LINEAR DIFFUSION PROBLEMS
In this chapter, the symmetric direct discontinuous Galerkin method is developed and
analyzed for the one dimensional heat equation
Ut − Uxx = 0, for (x, t) ∈ Ω× (0, T ) (2.1)
with initial data U(x, 0) = U0(x) forx ∈ Ω ⊂ R and periodic boundary conditions. We begin
with this one dimensional linear case for simplicity of presentation, and much of the same
analysis is carried out for nonlinear and higher dimensional cases in later chapters. Also, it
is for simplicity of presentation to consider periodic boundary conditions. The scheme can be
easily applied to any well-posed boundary conditions.
The scheme formulation is provided first using a standard discontinuous Galerkin approach.
The key point of interest in the scheme formulation is the definition of the numerical flux. To
define the numerical flux, the exact solution for the heat equation in an analogous setting
is used as inspiration. In order to make the scheme symmetric, a test function numerical
flux is defined which is of the same form as the numerical solution flux. Next, in order to
choose suitable free coefficients in the numerical flux formula, a notion of flux admissibility is
defined. This admissibility condition is the exact requirement needed to guarantee stability of
the scheme. Then, this admissibility condition is analyzed completely resulting in an explicit
formula used for choosing flux coefficients. Optimal error estimates are then shown for both the
energy norm as well as the L2 norm. Last, numerical results are given illustrating performance
on uniform and nonuniform meshes as well as exploration of admissibility analysis results. In
all cases, optimal rates of convergence are observed in L∞ and L2 norms.
92.1 Scheme Formulation, Stability, and Admissibility
First, partition the domain Ω into computational cells Ω =
⋃N
j=1 Ij , where Ij =[xj− 1
2
, xj+ 1
2
],
j = 1, ..., N . The center of cell Ij is denoted by xj =
1
2
(
xj− 1
2
+ xj+ 1
2
)
and the size of the cell
by ∆xj = xj+ 1
2
−xj− 1
2
. Denote ∆x = maxj ∆xj . We seek numerical solution u in the piecewise
polynomial space defined as
Vk∆x :=
{
v ∈ L2(Ω) : v|Ij ∈ P k(Ij), j = 1, · · · , N
}
,
where P k(Ij) denotes the space of polynomials in Ij of degree at most k. We are now ready to
formulate the DG scheme.
Multiply the heat equation (2.1) by any smooth function V ∈ H1(Ω), integrate over Ij , and
perform integration by parts to formally obtain∫
Ij
UtV dx− UxV
∣∣∣j+1/2
j−1/2
+
∫
Ij
UxVx dx = 0,
where
UxV
∣∣∣j+1/2
j−1/2
= (Ux)j+1/2Vj+1/2 − (Ux)j−1/2Vj−1/2.
Here, (Ux)j±1/2 and Vj±1/2 denote the values of Ux and V at x = xj±1/2 respectively.
Then, replace smooth function V by a test function v ∈ Vk∆x and exact solution U by
approximate solution u ∈ Vk∆x. Thus, as in [26], we have the original Direct Discontinuous
Galerkin (DDG) scheme defined as follows: find the unique approximate solution u ∈ Vk∆x such
that for all test functions v ∈ Vk∆x and all 1 ≤ j ≤ N we have that∫
Ij
utv dx− ûxv
∣∣∣j+1/2
j−1/2
+
∫
Ij
uxvx dx = 0, (2.2)∫
Ij
u(x, 0)v(x) dx =
∫
Ij
U0(x)v(x) dx, (2.3)
where
ûxv
∣∣∣j+1/2
j−1/2
= (ûx)j+1/2v
−
j+1/2 − (ûx)j−1/2v+j−1/2.
This scheme is well defined provided that numerical flux ûx is given. Motivated by the solu-
tion derivative trace formula of the heat equation with discontinuous initial data, in [26], the
numerical flux was introduced as taking the form
ûx = β0
[u]
∆x
+ ux + β1∆x[uxx] + β2(∆x)
3[uxxxx] + · · · . (2.4)
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Note, here and below we adopt the following notation.
u± = lim
→0±
u(x+ , t), [u] = u+ − u−, u = u
+ + u−
2
Also, ∆x =
∆xj+∆xj+1
2 if the numerical flux is evaluated at the cell interface xj+1/2. The
numerical flux ûx approximates Ux and involves the average ux and the jumps of even order
derivatives of u across the cell interfaces xj+1/2. The coefficients β0, β1, β2, · · · are chosen to
ensure the stability and convergence of the method. Note, it is easily seen that this numerical
flux is consistent in the sense that ûx = ux for smooth u. In addition this flux is conservative,
meaning ûx
∣∣
j+1/2
is single valued. The direct use of the weak formulation of the PDE with
suitable defined numerical flux gives name to this method as the direct DG (DDG) method.
The solution derivative trace formula result is given in Appendix C, and a complete proof is
provided as well. The original DDG paper [26] listed this result, but a proof was absent. Note,
some odd order derivative averages are excluded from this result when defining the numerical
flux in order to ensure consistency of the numerical scheme.
The observation that the derivative of the test function across cell interfaces contributes to
the interface flux motivated a refinement of the original DDG scheme in [27]. Here a truncated
version of the numerical flux (2.4) with βj = 0, j ≥ 2 was considered and interface values of the
test function derivative vx was added. The resulting scheme is known as DDG with interface
corrections.
In order to theoretically guarantee optimal rates of convergence in the L2 norm, a numerical
flux term v̂x for the test function v is added to the original DDG method (2.2) to create a
symmetric scheme. This test function numerical flux is exactly of the same form as ûx given
above in (2.4). The resulting new scheme, known as the symmetric DDG scheme, is formally
defined as follows: find the unique approximate solution u ∈ Vk∆x such that for all test functions
v ∈ Vk∆x and all 1 ≤ j ≤ N we have that∫
Ij
utvdx− ûxv
∣∣∣j+1/2
j−1/2
+
∫
Ij
uxvxdx+ ([u]v̂x)j+1/2 + ([u]v̂x)j−1/2 = 0, (2.5)
11
with the numerical flux terms defined as
ûx = β0
[u]
∆x + ux + β1∆x[uxx]
v̂x = β0
[v]
∆x + vx + β1∆x[vxx].
(2.6)
Notice we drop higher order terms in (2.4) and take a simpler numerical flux formula for ûx.
Dropping these high order terms in the flux formula makes analysis considerably easier, though
the same results would hold if high order terms were included. An identical numerical flux
formula is used for the test function derivative v̂x. Numerically we take the test function v
to be nonzero only inside the cell Ij , thus only half of the terms in (2.6) contribute to the
computation of v̂x. Summing the scheme (2.5) over all cells Ij and introducing the bilinear
form
B(u, v) =
N∑
j=1
∫
Ij
uxvx dx+
N∑
j=1
(ûx[v])j+1/2 +
N∑
j=1
([u]v̂x)j+1/2, (2.7)
we obtain the primal weak formulation as the following,∫
Ω
utvdx+ B(u, v) = 0. (2.8)
It can be seen that the bilinear form B(u, v) has an obvious symmetry. That is, B(u, v) =
B(v, u). It is this feature which gives name to this method, the DDG method with symmetric
structure.
Remark 2.1.1. The structure of symmetric DDG method given by (2.5) is similar to the well
known SIPG method by Arnold in [1]. In fact, for the β1 = 0 case, the symmetric DDG
method reduces exactly to SIPG with the penalty parameter taken as σ = 2β0. Despite the
similarities, the motivation for each of these methods is completely different. For symmetric
DDG, the numerical flux is directly drawn from the solution gradient for the heat equation.
For SIPG, knowledge that the analytic solution to these diffusion problems is smooth motivates
introduction of the jumps of numerical solutions across cell interfaces as a penalty term.
The so called multipenalty method is an extension of SIPG which was proposed by Arnold in
[1] as a way to compensate for interpolation errors when considering adaptive mesh refinement.
This extension includes penalties of jump high order derivatives of the numerical solution. This
multipenalty method hasn’t been utilized to my knowledge since its introduction.
12
In addition to method motivation, the inclusion of second order derivative jumps in the
numerical flux of the symmetric DDG method seems to play a significant role. Also, recently
in [19] Feng and Wu also explore the importance of higher order normal derivative jump terms
of DG solutions for Helmholtz equations.
Up to now, we have taken the method of lines approach and have left time variable t
continuous. For time discretization, the explicit third order TVD Runge-Kutta method [37, 36]
was used in order to match the accuracy in space.
As for any DG method, the guiding principle for the choice of numerical flux is the stability
requirement. We adopt the following admissibility criterion.
Definition 2.1.1. (Admissibility) We call numerical flux ûx in (2.6) admissible if there exists
γ ∈ (0, 1), α > 0 such that for any u ∈ Vk∆x,
γ
N∑
j=1
∫
Ij
u2x(x, t) dx+ 2
N∑
j=1
ûx[u]j+1/2 ≥ α
N∑
j=1
[u]2j+1/2
∆x
. (2.9)
This admissibility is motivated by and ensures the following stability of the symmetric DDG
method.
Theorem 2.1.1. (Stability) Consider the symmetric DDG scheme (2.5). If the numerical flux
(2.6) is admissible as described in (2.9), then we have
1
2
∫
Ω
u2(x, T )dx+(1−γ)
∫ T
0
N∑
j=1
∫
Ij
u2x(x, t)dxdt+α
∫ T
0
N∑
j=1
[u]2j+1/2
∆x
dt ≤ 1
2
∫
Ω
U20 (x)dx. (2.10)
Proof. Starting with the primal weak formulation (2.8), choose the test function v = u. Then,
we have that
d
dt
∫
Ω
u2
2
dx+
N∑
j=1
∫
Ij
(ux)
2 dx+ 2
N∑
j=1
(ûx[u])j+1/2 = 0.
Then, using the admissibility assumption,
d
dt
∫
Ω
u2
2
dx+ (1− γ)
N∑
j=1
∫
Ij
(ux)
2 dx+ α
N∑
j=1
[u]2j+1/2
∆x
≤ 0.
Last, integrate in time from 0 to T to get the needed result.
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Note, Theorem 2.10 implies our solution u is L2 stable in the sense that ‖u(·, T )‖2 ≤ ‖U0‖2.
Note, here and below we denote the usual L2 norm as
‖f‖2 = ‖f‖L2(Ω) =
(∫
Ω
f2 dx
)1/2
.
2.2 Admissibility Analysis
Next, we need to develop some guidelines which ensure that our chosen numerical flux is
indeed admissible. Here, a uniform mesh will be considered. The theorem below provides this.
Theorem 2.2.1. (Admissibility) The numerical flux ûx (2.6) is admissible provided that
β0 > 4
(
β21
(
k2(k2 − 1)2
3
)
− β1
(
k2(k2 − 1)
2
)
+
k2
4
)
, for k ≥ 1. (2.11)
To minimize β0, we have
β∗1 =
3
4(k2 − 1) and β
∗
0 =
k2
4
. (2.12)
Here k is the degree of the approximate polynomial space Vk∆x. For k = 0 we require β0 =
1
2
for consistency with the finite difference method.
The next Lemmas provided the needed results to prove Theorem 2.2.1.
Lemma 2.2.1. The numerical flux ûx is admissible if for k = 0, 2β0 = 1 and for k > 0,
β0 > 2 max
u∈Vk∆x
∆x(ux + β1∆x[uxx])
2
j+1/2∫
Ij
u2x dx+
∫
Ij+1
u2x dx
, ∀j.
Proof. For k = 0, we only need 2β0 ≥ α for some α > 0. So, for 0 < α < 1, β0 = 12 is
admissible. For k > 0, consider the following. First, take α small and γ = 12 . Below, all jumps
and averages are evaluated at xj+1/2.
N∑
j=1
(
∆x(2β0 − α)γ
∫
Ij
u2x dx+ (2β0 − α)2[u]2 + 2∆x(2β0 − α)(ux + ∆xβ1[uxx])[u]
)
=
N∑
j=1
(
∆x(2β0 − α)γ
2
(∫
Ij
u2x dx+
∫
Ij+1
u2x dx
)
+ (2β0 − α)2[u]2
+2∆x(2β0 − α)(ux + ∆xβ1[uxx])[u])
≥
N∑
j=1
(
∆x2 (ux + ∆xβ1[uxx])
2 + (2β0 − α)2[u]2 + 2∆x(2β0 − α)(ux + ∆xβ1[uxx])[u]
)
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=
N∑
j=1
(∆x(ux + ∆xβ1[uxx]) + (2β0 − α)[u])2 ≥ 0
So, we have admissibility of this flux if
(2β0 − α)γ
2
(∫
Ij
u2x dx+
∫
Ij+1
u2x dx
)
≥ ∆x (ux + ∆xβ1[uxx])2 , ∀j.
The assumption that
β0 > 2 max
u∈Vk∆x
∆x(ux + β1∆x[uxx])
2
j+1/2∫
Ij
u2x dx+
∫
Ij+1
u2x dx
, ∀j
implies that this is true, guaranteeing admissibility.
Lemma 2.2.2. Further, ûx is admissible for k > 0 if
β0 > 4ρ(H
−1O)
where H =
(
1
i+j−1
)k
i,j=1
is a Hilbert matrix and O = (Oij)
k
i,j=1 for
Oij =
(
1
2 − β1(i− 1)
) (
1
2 − β1(j − 1)
)
. Also, here ρ(A) denotes the spectral radius of matrix A.
Proof. Note first that
max
u∈Vk∆x
∆x(ux + β1∆x[uxx])
2
j+1/2∫
Ij
u2x dx+
∫
Ij+1
u2x dx
= max
v∈Vk−1∆x
∆x(v + β1∆x[vx])
2
j+1/2∫
Ij
v2 dx+
∫
Ij+1
v2 dx
.
Being that v is a piecewise polynomial, denote vL = v
∣∣
Ij
and vR = v
∣∣
Ij+1
. To make things
cleaner, use the change of variables ξ =
x−xj−1/2
∆x for vL and ξ =
xj+3/2−x
∆x for vR. Then we have
that ξ ∈ [0, 1] in both cases. Then, we have the following.
max
v∈Vk−1∆x
∆x(v + β1∆x[vx])
2
j+1/2∫
Ij
v2 dx+
∫
Ij+1
v2 dx
= max
vL ∈ Pk−1(Ij)
vR ∈ Pk−1(Ij+1)
∆x
(
vL
2 +
vR
2 + ∆xβ1(∂xvR − ∂xvL)
)2
j+1/2∫
Ij
v2L dx+
∫
Ij+1
v2R dx
= max
vL,vR∈Pk−1[0,1]
∆x
(
vL(1)
2 +
vR(1)
2 − β1(∂ξvR(1) + ∂ξvL(1))
)2
∆x
∫ 1
0 v
2
L dξ + ∆x
∫ 1
0 v
2
R dξ
= max
vL,vR∈Pk−1[0,1]
((
vL(1)
2 − β1∂ξvL(1)
)
+
(
vR(1)
2 − β1∂ξvR(1)
))2
∫ 1
0 v
2
L dξ +
∫ 1
0 v
2
R dξ
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Then, consider vL =
∑k
m=1 amξ
m−1 and vR =
∑k
m=1 bmξ
m−1. Note that
vL(1) =
k∑
m=1
am, ∂ξvL(1) =
k∑
m=1
(m− 1)am,
∫ 1
0
v2L dξ =
k∑
`,m=1
a`am
1
`+m− 1 .
Similar computations hold for vR. Continuing the above, we have the following.
max
vL,vR∈Pk−1[0,1]
((
vL(1)
2 − β1∂ξvL(1))
)
+
(
vR(1)
2 − β1∂ξvR(1)
))2
∫ 1
0 v
2
L dξ +
∫ 1
0 v
2
R dξ
= max
~a,~b∈Rk
(∑k
`=1 a`
(
1
2 − β1(`− 1)
)
+
∑k
`=1 b`
(
1
2 − β1(`− 1)
))2
∑k
`,m=1 a`am
1
`+m−1 +
∑k
`,m=1 b`bm
1
`+m−1
= max
~a,~b∈Rk
∑k
`,m=1 (a`am + 2a`bm + b`bm)
(
1
2 − β1(`− 1)
) (
1
2 − β1(m− 1)
)∑k
`,m=1 a`am
1
`+m−1 +
∑k
`,m=1 b`bm
1
`+m−1
= max
~a,~b∈Rk
(~a+~b)TO(~a+~b)
~aTH~a+~bTH~b
= max
~x,~y∈Rk
(~x+ ~y)T (H−1/2OH−1/2)(~x+ ~y)
‖~x‖22 + ‖~y‖22
≤ max
~x,~y∈Rk
(~x+ ~y)T (H−1/2OH−1/2)(~x+ ~y)
1
2‖~x+ ~y‖22
= 2 max
~z∈Rk
~zT (H−1/2OH−1/2)~z
‖~z‖22
= 2ρ(H−1/2OH−1/2)
= 2ρ(H−1O)
Above, the transformation ~x = H1/2~a, ~y = H1/2~b and the fact that the Hilbert matrix H is
symmetric and positive definite was used. Combining this with Lemma 2.2.1, we get the needed
result.
Lemma 2.2.3. (Hilbert Matrix Properties) For the k × k Hilbert matrix H = (Hij), Hij =
1
i+j−1 , we have the following.
(
H−1
)
ij
= (−1)i+j(i+ j − 1)
(
k + i− 1
k − j
)(
k + j − 1
k − i
)(
i+ j − 2
i− 1
)2
(2.13)
k∑
i,j=1
(
H−1
)
ij
= k2 (2.14)
k∑
j=1
j
(
H−1
)
ij
= (k2 − i+ 1)
k∑
j=1
(
H−1
)
ij
(2.15)
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k∑
i,j=1
i
(
H−1
)
ij
=
k∑
i,j=1
j
(
H−1
)
ij
=
k2(k2 + 1)
2
(2.16)
k∑
i,j=1
i2
(
H−1
)
ij
=
k∑
i,j=1
j2
(
H−1
)
ij
=
k2(k4 + 4k2 + 1)
6
(2.17)
For a proof of (2.13) and (2.14), we cite work done in [34] and [39]. Properties (2.15), (2.16),
and (2.17) to my knowledge are new results and are shown in Appendix B.
Lemma 2.2.4.
ρ(H−1O) = β21
(
k2(k2 − 1)2
3
)
− β1
(
k2(k2 − 1)
2
)
+
k2
4
Proof. Multiplying term by term, we have that each entry of H−1O is given by
(H−1O)ij =
k∑
m=1
(−1)i+m(i+m− 1)
(
k + i− 1
k −m
)(
k +m− 1
k − i
)(
i+m− 2
i− 1
)2
(
1
2
− β1(m− 1)
)(
1
2
− β1(j − 1)
)
= cidj
where
ci =
k∑
m=1
(−1)i+m(i+m− 1)
(
k + i− 1
k −m
)(
k +m− 1
k − i
)(
i+m− 2
i− 1
)2(1
2
− β1(m− 1)
)
dj =
1
2
− β1(j − 1).
Then, H−1O = ~c~dT where ~c = (c1, c2, . . . , ck)T and ~d = (d1, d2, . . . , dk)T . Note that using
(2.15), each ci can be rewritten as
ci =
k∑
m=1
(−1)i+m(i+m− 1)
(
k + i− 1
k −m
)(
k +m− 1
k − i
)(
i+m− 2
i− 1
)2(1
2
− β1(m− 1)
)
=
(
1
2
+ β1
) k∑
m=1
(
H−1
)
im
− β1
k∑
m=1
m
(
H−1
)
im
=
(
1
2
+ β1
) k∑
m=1
(
H−1
)
im
− β1(k2 − i+ 1)
k∑
m=1
(
H−1
)
im
=
(
1
2
− β1(k2 − i)
) k∑
m=1
(
H−1
)
im
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So, H−1O is a rank one matrix. It is known that rank one matrices have one non-zero eigenvalue
given in this case by ~dT~c with corresponding eigenvector ~c [22]. A quick justification of this
nonzero eigenvalue is given below.
H−1O~c =
(
~c~dT
)
~c = ~c
(
~dT~c
)
=
(
~dT~c
)
~c = λ~c
Then, the spectrum is given explicitly as
ρ(H−1O) = ~dT~c =
k∑
`=1
c`d`
=
k∑
`=1
(
1
2
− β1(`− 1)
)((
1
2
− β1(k2 − `)
) k∑
m=1
(
H−1
)
`m
)
=
k∑
`=1
(((
1
4
− k
2
2
β1 +
1
2
β1 − k2β21
)
+
(
β21k
2 + β21
)
`− β21`2
) k∑
m=1
(
H−1
)
`m
)
=
(
1
4
− k
2
2
β1 +
1
2
β1 − k2β21
) k∑
`,m=1
(
H−1
)
`m
+
(
β21k
2 + β21
) k∑
`,m=1
`
(
H−1
)
`m
− β21
k∑
`,m=1
`2
(
H−1
)
`m
=
(
1
4
− k
2
2
β1 +
1
2
β1 − k2β21
)
k2 +
(
β21k
2 + β21
) k2(k2 + 1)
2
− β21
k2(k4 + 4k2 − 1)
6
= β21
(
k2(k2 − 1)2
3
)
− β1
(
k2(k2 − 1)
2
)
+
k2
4
.
Here, special sums (2.14), (2.16), and (2.17) were made use of.
Proof. (of Theorem 2.2.1) Combining the results of Lemmas 2.2.1, 2.2.2, and 2.2.4, the first
inequality is clear. For the minimized β∗0 and corresponding β∗1 , the function
g(β1) = β
2
1
(
k2(k2 − 1)2
3
)
− β1
(
k2(k2 − 1)
2
)
+
k2
4
needs to be minimized. Function g is just a concave up parabola in β1, so there is only one
minimum β∗1 which can be computed by considering g′(β∗1) = 0. We have that β∗1 =
3
4(k2−1)
and g(β∗1) =
k2
16 . Last, note that this β
∗
1 > 0 for all k > 1 as needed. For k = 1, g(β1) =
1
4 and
no minimization is needed.
The admissibility Theorem 2.2.1 provides a way to choose suitable β0 and β1 in the numerical
flux formula (2.6). From (2.11) we see any (β0, β1) pair that falls in the parabolic shaded regions
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in Figure 2.1 leads to an admissible numerical flux. The minimized (β∗0 , β∗1) pair of (2.12) is
listed in Table 2.1 with k = 0, · · · , 10. For numerical tests in §2.5, Table 2.1 is used for choosing
(β0, β1) pairs.
Table 2.1 Minimized admissible (β∗0 , β∗1) for one dimension heat equation
k 0 1 2 3 4 5 6 7 8 9 10
β∗0
1
2
3
2
3
2
11
4
9
2
27
4
19
2
51
4
33
2
83
4
51
2
β∗1 0 0
1
4
3
32
1
20
1
32
3
140
1
64
1
84
3
320
1
132
Figure 2.1 Admissibility regions for one dimensional heat equation
Note that in each polynomial degree k ≥ 2 case, having β1 nonzero allows for the smallest
choice of β0. Compared to the SIPG method [1], the penalty coefficient (σ = 2β0 with β1 = 0
case) can be decreased from k2 to four times smaller as k
2
4 (here we take γ = 1 as for the elliptic
case). If β1 = 0, then a quick calculation shows that β0 needs to be considerably larger in order
to ensure admissibility. Table 2.2 shows admissible values of β0 where β1 = 0.
Table 2.2 Admissible β0 for β1 = 0 for one dimension heat equation
k 0 1 2 3 4 5 6 7 8 9 10
β0
1
2
3
2
9
2
19
2
33
2
51
2
73
2
99
2
129
2
163
2
201
2
Remark 2.2.1. As mentioned above, the symmetric DDG scheme reduces exactly to the SIPG
method when β1 = 0. So this admissibility analysis provides guidelines for choosing penalty
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parameter σ = 2β0 for SIPG as well. Estimates for the SIPG penalty parameter σ for the
elliptic case have been obtained by Epshteyn and Riviere in 2007 [17]. This work has a very
different approach than outlined above. The basic idea was to find the smallest necessary σ
in order to ensure coercivity of the bilinear form within the numerical scheme. This relies
on explicit constants depending on polynomial power and mesh information in trace inverse
inequalities as given by Warburton and Hesthaven in 2003 [45].
Remark 2.2.2. This same admissibility analysis applies to the original DDG [26] as well as
DDG with interface correction [27] with minor modification.
2.3 Energy Norm Error Estimate
Next, we will study the energy norm error estimate for the linear diffusion equation (2.1).
Denote the energy norm associated with this scheme as being
|||u(·, t)||| :=
∫
Ω
u2 dx+ (1− γ)
∫ t
0
N∑
j=1
∫
Ij
u2x dxdτ + α
∫ t
0
N∑
j=1
[u]2j+1/2
∆x
dτ
1/2 (2.18)
with γ ∈ (0, 1) and α > 0 from (2.9). The form of this energy norm is inspired by the stability
estimate (2.10). Before carrying on the error estimate, we first list the following two Lemmas
as approximation properties of the finite element space Vk∆x as in reference [6]. These results
are used multiple times in both the energy estimate below as well as the L2(L2) error analysis.
Before they are stated, we need the following notation. Let W k,p(Ω) denote the Sobolev
space, ‖f‖Wk,p(Ω) be the associated Sobolev norm and |f |Wk,p(Ω) as the seminorm consisting of
the Lp norms of the highest order derivatives. Also, denote H2(Ω) as being the regular Hilbert
space W k,2(Ω).
Lemma 2.3.1. (Approximation property [6]) Let K ⊂ Rn be any regular element in the sense
that ρ∆x ≤ diam (K) ≤ ∆x for some constant ρ. Let U ∈ W k+1,p(Ω) and P(U) be the L2
projection of U in Vk∆x. Then we have the following approximation property,
||U − P(U)||Wm,q(K) ≤ ck(∆x)n/q−n/p|U |Wk+1,p(K)(∆x)k+1−m. (2.19)
Here p, q ∈ [1,∞], m ≥ 0 and k ≥ 0 are integers, and the constant ck solely depends on k.
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Here the L2 projection of U , P(U), is defined as the unique function in Vk∆x such that for
all v ∈ Vk∆x and all j ∫
Ij
(U − P(U))v dx = 0.
Lemma 2.3.2. (Inverse inequality [6]) Given the finite dimensional piecewise polynomial space
Vk∆x, and 1 ≤ p ≤ ∞, 1 ≤ q ≤ ∞ and 0 ≤ m ≤ l, and a regular element K ⊂ Rn, there exists
C independent of ∆x such that for all v ∈ Vk∆x, we have
‖v‖Wm,q(K) ≤ C∆xl−m+n/q−n/p‖v‖W l,p(K). (2.20)
Theorem 2.3.1. (Energy norm error estimate) Let e := u− U be the error between the exact
solution U and the numerical solution u of the symmetric DDG method (2.5). If the numerical
flux (2.6) is admissible as defined in (2.9), then the energy norm of the error satisfies the
inequality
|||e(·, T )||| ≤ C|||∂k+1x U(·, T )|||(∆x)k, (2.21)
where C = C(k, γ, α) is a constant depending on k, γ, α but is independent of U and ∆x.
Proof. First, rewrite the error as
e = u− U = u− P(U) + P(U)− U = P(e)− (U − P(U)) . (2.22)
Here P(U) denotes the L2 projection of U into Vk∆x. Then, with (2.22) we have
|||e(·, T )||| ≤ |||P(e)(·, T )|||+ |||(U − P(U))(·, T )|||.
Using the standard polynomial projection estimate of Vk∆x as in Lemma 2.3.1 and the definition
of the energy norm (2.18), we have
|||(U − P(U))(·, T )||| ≤ C|||∂k+1x U(·, T )|||(∆x)k. (2.23)
Thus, we only need to find a bound for |||P(e)(·, T )|||. Notice here and below we use capital
letter C to represent a generic constant. Define the bilinear form C(·, ·) as
C(w, v) =
∫ T
0
∫
Ω
wtv dxdt+
∫ T
0
N∑
j=1
∫
Ij
wxvx dxdt+ Θ(T,w, v),
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with
Θ(T,w, v) =
∫ T
0
N∑
j=1
(ŵx[v])j+1/2 dt+
∫ T
0
N∑
j=1
(v̂x[w])j+1/2 dt.
From the scheme definition (2.5), we have C(u, v) = 0 and C(U, v) = 0 for any test function
v ∈ Vk∆x. This implies C(e, v) = 0 for all such v as well. With (2.22), then we have that
C(P(e), v) = C(U − P(U), v) for all v ∈ Vk∆x. Taking v = u− P(U) = P(e), we then have
C(P(e),P(e)) = C(U − P(U),P(e)). (2.24)
For the left hand side of (2.24), noting that P(e)(·, 0) = 0 in addition to the admissibility
condition (2.9) for the numerical flux, we obtain
C(P(e),P(e)) =
1
2
‖P(e)(·, T )‖2 +
∫ T
0
N∑
j=1
‖P(e)x(·, t)‖2Ij dt+ Θ(T,P(e),P(e))
≥ 1
2
‖P(e)(·, T )‖2 +
∫ T
0
N∑
j=1
‖P(e)x(·, t)‖2Ij dt+ α
∫ T
0
N∑
j=1
[P(e)]2j+1/2
∆x
dt
− γ
∫ T
0
N∑
j=1
‖P(e)x(·, t)‖2Ij dt
= |||P(e)(·, T )|||2 − 1
2
‖P(e)(·, T )‖2
So we have that
C(P(e),P(e)) ≥ |||P(e)(·, T )|||2 − 1
2
||P(e)(·, T )||2. (2.25)
Now, turn the attention to the right hand side of (2.24),
C(U − P(U),P(e)) =
∫ T
0
∫
Ω
(U − P(U))tP(e) dxdt+
∫ T
0
N∑
j=1
∫
Ij
(U − P(U))xP(e)x dxdt+ Θ(T,U − P(U),P(e))
(2.26)
with
Θ(T,U − P(U),P(e)) =
∫ T
0
N∑
j=1
(
̂(U − P(U))x[P(e)]
)
j+1/2
dt
+
∫ T
0
N∑
j=1
(
[U − P(U)]P̂(e)x
)
j+1/2
dt
= I1 + I2.
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For the first term in (2.26), because P(e) ∈ Vk∆x, by the projection definition we have∫ T
0
∫
Ω
(U − P(U))tP(e) dxdt = 0.
For the second term of (2.26),∫ T
0
N∑
j=1
∫
Ij
(U − P(U))xP(e)x dxdt ≤ C|||∂k+1x U(·, T )|||∆xk +
1− γ
4
∫ T
0
N∑
j=1
‖P(e)x‖2Ijdt.
Here Cauchy’s inequality and Lemma 2.3.1 was used. For the third term of Θ(T,U−P(U),P(e)),
we estimate I1 and I2 separately.
I1 =
∫ T
0
N∑
j=1
(
̂(U − P(U))x[P(e)]
)
j+1/2
dt
≤ 1
∫ T
0
N∑
j=1
[P(e)]2j+1/2
∆x
dt+ C|||∂k+1x U(·, T )|||2(∆x)2k
Here, Cauchy’s inequality along with approximation property (2.3.1) were used. Now, bound
I2.
I2 =
∫ T
0
N∑
j=1
(
P˜(e)x[U − P(U)]
)
j+1/2
dt
≤ 2
∫ T
0
N∑
j=1
‖P(e)x‖2Ij dt+ 3
∫ T
0
N∑
j=1
[P(e)]2j+1/2
∆x
dt+ C|||∂k+1x U(·, T )|||2(∆)x2k
Each term is bounded individually by first using Cauchy’s inequality, then using appropriate
inverse inequalities (2.3.2) and approximation property (2.3.1). Next, choose 1, 2, 3 terms
from Cauchy’s inequality to match terms in the energy norm.
Now we have the right hand side of (2.26) as
C(U − P(U),P(e))) ≤ 1
2
|||P(e)(·, T )|||2 − 1
2
||P(e)(·, T )||2 + C|||∂k+1x U(·, T )|||2(∆x)2k.
With the left hand side estimate (2.25), we have that |||P(e)(·, T )||| ≤ C|||∂k+1x U(·, T )|||(∆x)k.
The needed result follows.
2.4 L2(L2) Error Estimate
In this section, we carry out the L2(L2) a priori error analysis of the symmetric DDG
method (2.5)-(2.6) for the 1-D model equation (2.1). Optimal (k + 1)th order of accuracy
23
is obtained with P k polynomial approximations. For simplicity of presentation, the uniform
partition of the computational domain with mesh size ∆x assumed. Also, the letter C is used
to represent a generic constant. The L2(L2) error estimate for two-dimensional linear diffusion
equation is a straight forward extension and is provided as Theorem 4.1.3 in §4.1.
Remark 2.4.1. The general technique used below is not new and has been applied in a number
of situations for SIPG methods among others. The primary reference used is the thesis of
Shuyu Sun [40], but this technique dates back to the early 80s.
2.4.1 Symmetric DDG L2(L2) Error Estimate
Theorem 2.4.1. (Symmetric DDG L2(L2) error estimate in one dimension) Consider the 1-D
linear model equation (2.1). Let e := u− U be the error between the exact solution U and the
numerical solution u of the symmetric DDG method (2.5)-(2.6), then we have
‖e‖L2(0,T ;L2) ≤ C∆xk+1
(
‖U‖L∞(0,T ;Hk+1) + ‖U‖L2(0,T ;Hk+1) + ∆x‖Ut‖L2(0,T ;Hk)
)
.
Proof. We carry out the proof of the theorem in three steps. First, we apply the parabolic lift
Theorem 2.4.2 below and obtain the following.
‖e‖L2(0,T ;L2) ≤C∆x
‖e‖L∞(0,T ;L2) + ‖ex‖L2(0,T ;L2) +
∫ T
0
N∑
j=1
[e]2j+1/2
∆x
dt
1/2

+ C∆x2‖et‖L2(0,T ;L2) + C∆x3/2
∫ T
0
N∑
j=1
(ex)
2
j+1/2 dt
1/2
+ C∆x5/2
∫ T
0
N∑
j=1
[exx]
2
j+1/2 dt
1/2
Second, we apply the time derivative estimate Theorem 2.4.3 and the interface error estimate
Theorem 2.4.4 to bound the ‖et‖L2(0,T ;L2) term and the higher derivative interface terms and
obtain
‖e‖L2(0,T ;L2) ≤ C∆x
‖e‖L∞(0,T ;L2) + ‖ex‖L2(0,T ;L2) +
∫ T
0
N∑
j=1
[e]2j+1/2
∆x
dt
1/2

+ C∆xk+1‖U‖L2(0,T ;Hk+1) + C∆xk+2‖Ut‖L2(0,T ;Hk) + C∆xk+1‖U‖L∞(0,T ;Hk+1).
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Finally, we combine the energy estimate provided by Theorem 2.3.1 and the above estimate
to complete the proof. Note we use the equivalency of `1 and `2 norms for the last step
estimate.
2.4.2 Parabolic lift for symmetric DDG method
The L2(L2) error estimate is enhanced to optimal (k + 1)th convergence rates through the
following parabolic lift theorem.
Theorem 2.4.2. (Parabolic lift) Let e := u − U be the error of the symmetric DDG method
(2.5)-(2.6). Assume e(·, t) ∈ Hk(Ij), for all j. We then have
‖e‖L2(0,T ;L2) ≤ C∆x
(‖e‖L∞(0,T ;L2) + ‖ex‖L2(0,T ;L2))+ C∆x2‖et‖L2(0,T ;L2)
+ C∆x1/2
∫ T
0
N∑
j=1
[e]2j+1/2 dt
1/2 + C∆x3/2
∫ T
0
N∑
j=1
(ex)
2
j+1/2 dt
1/2
+ C∆x5/2
∫ T
0
N∑
j=1
[exx]
2
j+1/2 dt
1/2 .
Proof. Let’s consider the following dual (backward) problem,
−Φt − Φxx = e, x ∈ Ω, t ∈ [0, T ]
Φ = 0, x ∈ ∂Ω, t ∈ [0, T ]
Φ = 0, x ∈ Ω, t = T.
By dual regularity, there exists a unique solution Φ to this backward problem such that the
following result holds,
‖Φ‖L∞(0,T ;H1) + ‖Φ‖L2(0,T ;H2) ≤ C‖e‖L2(0,T ;L2). (2.27)
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As a reference for this result, see [18]. Then rewriting ‖e(·, t)‖L2 in terms of Φ, we have
‖e(·, t)‖2L2 =
N∑
j=1
∫
Ij
e2 dx =
N∑
j=1
∫
Ij
e (−Φt − Φxx) dx
= − d
dt
N∑
j=1
∫
Ij
eΦ dx+
N∑
j=1
∫
Ij
etΦ dx+
N∑
j=1
∫
Ij
exΦx dx−
N∑
j=1
eΦx
∣∣∣j+1/2
j−1/2
= − d
dt
N∑
j=1
∫
Ij
eΦ dx+
N∑
j=1
∫
Ij
etΦ dx+
N∑
j=1
∫
Ij
exΦx dx+
N∑
j=1
Φx[e]j+1/2
= − d
dt
N∑
j=1
∫
Ij
eΦ dx+
N∑
j=1
∫
Ij
etΦ dx+ B(e,Φ)− β1∆x
N∑
j=1
[Φxx][e]j+1/2.
These last two steps hold because Φ ∈ C1,α(Ω) from the regularity of the dual problem. Here,
the bilinear form B(e,Φ) is as defined in (2.7). Let P(Φ) denote the L2 projection of Φ into Vk∆x.
Since P(Φ) ∈ Vk∆x, from the scheme primal formulation (2.8) we have 〈et,P(Φ)〉+B(e,P(Φ)) = 0.
Here, we use the notation 〈w, v〉 = 〈w, v〉L2 =
∫
Ωwv dx. Now we can formally rewrite ‖e(·, t)‖2L2
as
‖e(·, t)‖2L2 = −
d
dt
N∑
j=1
〈e,Φ〉Ij +
N∑
j=1
〈et,Φ− P(Φ)〉Ij + B(e,Φ− P(Φ))− β1∆x
N∑
j=1
[Φxx][e]j+1/2.
(2.28)
Next, estimate the terms on the right hand side of (2.28). We first bound (we assume k ≥ 1
with the approximation polynomial space Vk∆x)
〈et,Φ− P(Φ)〉Ω ≤ ‖et‖L2‖Φ− P(Φ)‖L2 ≤ C∆x2‖et‖L2‖Φ‖H2 .
Then we have,
B(e,Φ− P(Φ))− β1∆x
N∑
j=1
[Φxx][e]j+1/2 =
N∑
j=1
∫
Ij
ex(Φ− P(Φ))x dx+
N∑
j=1
êx[Φ− P(Φ)]j+1/2
+
N∑
j=1
̂(Φ− P(Φ))x[e]j+1/2 − β1∆x
N∑
j=1
[Φxx][e]j+1/2
= I1 + I2 + I3
with
I1 =
N∑
j=1
∫
Ij
ex(Φ− P(Φ))x dx ≤ ‖ex‖L2‖(Φ− P(Φ))x‖L2 ≤ C∆x‖ex‖L2‖Φ‖H2 ,
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and
I2 =
N∑
j=1
êx[Φ− P(Φ)]j+1/2
=
β0
∆x
N∑
j=1
[e][Φ− P(Φ)]j+1/2 +
N∑
j=1
ex[Φ− P(Φ)]j+1/2 + β1
N∑
j=1
∆x[exx][Φ− P(Φ)]j+1/2
≤
Cβ0∆x1/2
 N∑
j=1
[e]2j+1/2
1/2 + C∆x3/2
 N∑
j=1
(ex)
2
j+1/2
1/2
+Cβ1∆x
5/2
 N∑
j=1
[exx]
2
j+1/2
1/2
 ‖Φ‖H2 .
For the above I1 and I2 estimates, we need Cauchy-Schwarz inequality and the projection error
estimate of [Φ − P(Φ)]j+1/2 (Lemma 2.3.1). Also, the following inequality was used to bound
the [Φ− P(Φ)]2j+1/2 terms.
[w]2 = (w+−w−)2 = (w+)2−2w+w−+(w−)2 ≤ (w+)2 +2|w+||w−|+(w−)2 ≤ 2(w+)2 +2(w−)2
Similarly we can estimate the I3 term as follows,
I3 =
N∑
j=1
̂(Φ− P(Φ))x[e]j+1/2 − β1∆x
N∑
j=1
[Φxx][e]j+1/2
=
β0
∆x
N∑
j=1
[Φ− P(Φ)][e]j+1/2 +
N∑
j=1
(Φ− P(Φ))x[e]j+1/2 − β1∆x
N∑
j=1
[P(Φ)xx][e]j+1/2
≤
(
Cβ0∆x
1/2 + C∆x1/2 + Cβ1∆x
1/2
) N∑
j=1
[e]2j+1/2
1/2 ‖Φ‖H2 .
Notice we need to use the inverse inequality (Lemma 2.3.2) for the last term in the above
inequality. That is,
[P(Φ)xx]j+1/2 ≤ C∆x−1/2|P(Φ)|H2(Ij∪Ij+1) ≤ C∆x−1/2|Φ|H2(Ij∪Ij+1).
Finally, apply these bounds to the right hand side of (2.28), and integrate in time from 0 to T
we obtain,
‖e(·, t)‖2L2(0,T ;L2) ≤
N∑
j=1
∫
Ij
e(·, 0)Φ(·, 0) dx+ C‖Φ‖L2(0,T ;H2)Π,
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where
Π = ∆x2‖et‖L2(0,T ;L2) + ∆x‖ex‖L2(0,T ;L2) + [2β0 + 1 + β1] ∆x1/2
∫ T
0
N∑
j=1
[e]2j+1/2 dt
1/2
(2.29)
+ ∆x3/2
∫ T
0
N∑
j=1
(ex)
2
j+1/2 dt
1/2 + β1∆x5/2
∫ T
0
N∑
j=1
[exx]
2
j+1/2 dt
1/2 .
For the initial term we have,
N∑
j=1
∫
Ij
e(·, 0)Φ(·, 0) dx =
N∑
j=1
∫
Ij
e(·, 0)(Φ(·, 0)− P(Φ)(·, 0)) dx
≤ ‖e(·, 0)‖L2‖Φ(·, 0)− P(Φ)(·, 0)‖L2
≤ C∆x‖e(·, 0)‖L2‖Φ(·, 0)‖H1 ≤ C∆x‖e‖L∞(0,T ;L2)‖Φ‖L∞(0,T ;H1).
This implies that
‖e‖2L2(0,T ;L2) ≤ C∆x‖e‖L∞(0,T ;L2)‖Φ‖L∞(0,T ;H1) + C‖Φ‖L2(0,T ;H2)Π.
With the dual regularity result (2.27) we finally obtain,
‖e‖L2(0,T ;L2) ≤ C∆x‖e‖L∞(0,T ;L2) + CΠ,
where Π is as given in (2.29).
2.4.3 Time derivative error estimate and interface error estimate
To finish the L2(L2) error estimate, we need to bound the time derivative error term
‖et‖L2(0,T ;L2) = ‖ut − Ut‖L2(0,T ;L2) as well as the two high order derivative interface terms.
Theorem 2.4.3 provides this for the time derivative, and Theorem 2.4.4 considers the two in-
terface terms.
Theorem 2.4.3. (Time derivative L2(L2) error estimate) Let e := u − U be the error of the
symmetric DDG method (2.5)-(2.6), then we have,
‖et‖L2(0,T ;L2)+‖ex‖L∞(0,T ;L2)
≤ C∆xk−1‖U‖L2(0,T ;Hk+1) + C∆xk‖U‖L∞(0,T ;Hk+1) + C∆xk‖Ut‖L2(0,T ;Hk).
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Proof. As in the energy norm error estimate, we rewrite the error as e = u− U = u− P(U) +
P(U) − U = P(e) − ξ. For sake of presentation we introduce notation ξ := U − P(U). Then,
again use 〈v, w〉 to denote the L2 inner product. From the DDG scheme (2.5), we get that for
all v ∈ Vk∆x,
〈et, v〉+ B(e, v) = 0,
which implies that
〈P(e)t, v〉+ B(P(e), v) = 〈ξt, v〉+ B(ξ, v).
The bilinear form B(·, ·) is as defined in (2.7). Choose v = P(e)t ∈ Vk∆x. We have,
〈P(e)t,P(e)t〉+ B(P(e),P(e)t) = 〈ξt,P(e)t〉+ B(ξ,P(e)t). (2.30)
After integration in time, the goal will be to bound the left hand side of (2.30) below and the
right hand side of (2.30) above to obtain the estimate of ‖P(e)t‖L2(0,T ;L2). Beginning with the
left hand side, we have the terms 〈P(e)t,P(e)t〉 = ‖P(e)t‖2L2 and
B(P(e),P(e)t) =
N∑
j=1
∫
Ij
P(e)x(P(e)t)x dx+
N∑
j=1
P̂(e)x[P(e)t]j+1/2 +
N∑
j=1
(̂P(e)t)x[P(e)]j+1/2
=
N∑
j=1
∫
Ij
P(e)x(P(e)t)x dx+
2β0
∆x
N∑
j=1
[P(e)][P(e)t]j+1/2 +
N∑
j=1
P(e)x[P(e)t]j+1/2
+ β1∆x
N∑
j=1
[P(e)xx][P(e)t]j+1/2 +
N∑
j=1
(P(e)t)x[P(e)]j+1/2
+ β1∆x
N∑
j=1
[(P(e)t)xx][P(e)]j+1/2
=
∂
∂t
(T1 + T2 + T3 + T4),
where
T1 =
1
2
N∑
j=1
∫
Ij
(P(e)x)2 dx, T2 =
β0
∆x
N∑
j=1
[P(e)]2j+1/2,
T3 =
N∑
j=1
P(e)x[P(e)]j+1/2, T4 = β1∆x
N∑
j=1
[P(e)xx][P(e)]j+1/2.
Note, here the symmetry of the bilinear form B(·, ·) is essential to obtain this complete time
derivative. We then integrate in time (2.30) and have the left hand side as,∫ t
0
〈P(e)t,P(e)t〉 dτ +
∫ t
0
B(P(e),P(e)t) dτ =
∫ t
0
‖P(e)t‖L2 dτ +
4∑
i=1
Ti(t)−
4∑
i=1
Ti(0). (2.31)
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We leave T1(t) and T2(t) terms for now because they are positive. For T3(t) and T4(t) terms
we have,
∣∣∣T3(t)∣∣∣ = ∣∣∣ N∑
j=1
P(e)x[P(e)]j+1/2
∣∣∣ ≤ 1∆x N∑
j=1
(P(e)x)
2
j+1/2 +
1
41
N∑
j=1
[P(e)]2j+1/2
∆x
≤ 1C‖P(e)x‖2L2 +
1
41
N∑
j=1
[P(e)]2j+1/2
∆x
and
∣∣∣T4(t)∣∣∣ = ∣∣∣β1∆x N∑
j=1
[P(e)xx][P(e)]j+1/2
∣∣∣ ≤ 2∆x N∑
j=1
∆x2[P(e)xx]2j+1/2 +
β21
42
N∑
j=1
[P(e)]2j+1/2
∆x
≤ 2C‖P(e)x‖2L2 +
β21
42
N∑
j=1
[P(e)]2j+1/2
∆x
.
Again, the inverse inequalities are used for the above T3 and T4 estimates. The constant C
solely depends on the polynomial degree of the approximation space Vk∆x. Here we choose
small enough 1 and 2 to guarantee
1
2 − C(1 + 2) > 0. Since, by definition, P(e)(0) =
u(0) − P(U(0)) = 0, thus we have Ti(0) = 0 for i = 1, · · · , 4. Now we are ready to obtain a
lower bound of (2.31) as follows,∫ t
0
〈P(e)t,P(e)t〉 dτ +
∫ t
0
B(P(e),P(e)t) dτ ≥
∫ t
0
‖P(e)t‖2L2 dτ +
[
1
2
− 1C − 2C
]
‖P(e)x‖2L2
(2.32)
+
[
β0 − 1
41
− β
2
1
42
] N∑
j=1
[P(e)]2j+1/2
∆x
≥
∫ t
0
‖P(e)t‖2L2 dτ + C‖P(e)x‖2L2 + C
N∑
j=1
[P(e)]2j+1/2
∆x
.
Next, consider the right hand side of (2.30). First we have,
〈ξt,P(e)t〉 ≤ 3‖P(e)t‖2L2 +
1
43
‖ξt‖2L2 ≤ 3‖P(e)t‖2L2 + C
∆x2k
43
‖Ut‖2Hk .
We require Ut ∈ Hk(Ω) in order for this projection estimate to hold. Also, we have the
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following,
B(ξ,P(e)t) =
N∑
j=1
∫
Ij
ξx(P(e)t)x dx+
N∑
j=1
ξ̂x[P(e)t]j+1/2 +
N∑
j=1
(̂P(e)t)x[ξ]j+1/2
=
N∑
j=1
∫
Ij
ξx(P(e)t)x dx+
2β0
∆x
N∑
j=1
[ξ][P(e)t]j+1/2 +
N∑
j=1
ξx[P(e)t]j+1/2
+ ∆xβ1
N∑
j=1
[ξxx][P(e)t]j+1/2 +
N∑
j=1
(P(e)t)x[ξ]j+1/2 + ∆xβ1
N∑
j=1
[(P(e)t)xx][ξ]j+1/2
=
6∑
i=1
Si.
With the projection error estimate and the inverse inequalities, the estimate of these Si’s are
obtained as below. Here we drop the subscripts [·]j+1/2 to save the space.
S1 =
N∑
j=1
∫
Ij
ξx(P(e)t)x dx ≤ ∆x24‖(P(e)t)x‖2L2 +
1
44∆x2
‖ξx‖2L2 ≤ 4C‖P(e)t‖2L2 +
C
44
∆x2k−2|U |2Hk+1
S2 =
2β0
∆x
N∑
j=1
[ξ][P(e)t] ≤ ∆x5
N∑
j=1
[P(e)t]2 +
β20
45∆x3
N∑
j=1
[ξ]2 ≤ 5C‖P(e)t‖2L2 +
Cβ20
45
∆x2k−2|U |2Hk+1
S3 =
N∑
j=1
ξx[P(e)t] ≤ ∆x6
N∑
j=1
[P(e)t]2 +
1
46∆x
N∑
j=1
(ξx)
2 ≤ 6C‖P(e)t‖2L2 +
C
46
∆x2k−2|U |2Hk+1
S4 = ∆xβ1
N∑
j=1
[ξxx][P(e)t] ≤ ∆x7
N∑
j=1
[P(e)t]2 +
∆x
47
N∑
j=1
β21 [ξxx]
2 ≤ 7C‖P(e)t‖2L2 +
Cβ21
47
∆x2k−2|U |2Hk+1
S5 =
N∑
j=1
(P(e)t)x[ξ] ≤ ∆x38
N∑
j=1
(P(e)t)
2
x +
1
48∆x3
N∑
j=1
[ξ]2 ≤ 8C‖P(e)t‖2L2 +
C
48
∆x2k−2|U |2Hk+1
S6 = ∆xβ1
N∑
j=1
[(P(e)t)xx][ξ] ≤ ∆x59
N∑
j=1
[(P(e)t)xx]2 +
1
49∆x3
N∑
j=1
β21 [ξ]
2 ≤ 9C‖P(e)t‖2L2 +
Cβ21
49
∆x2k−2|U |2Hk+1
We choose small enough i, i = 3, · · · , 9 to balance the left hand side term of ‖P(e)t‖2L2 .
Integrate in time, we obtain the upper bound of the right hand side of (2.30) as,∫ t
0
〈ξt,P(e)t〉 dτ +
∫ t
0
B(ξ,P(e)t) dτ ≤ 
∫ t
0
‖P(e)t‖2L2 dτ + C∆x2k‖Ut‖2L2(0,T ;Hk) + C∆x2k−2‖U‖2L2(0,T ;Hk+1),
(2.33)
where  = 3 + C
∑9
i=4 i. Then, combining (2.33) with (2.32) we obtain∫ t
0
‖P(e)t‖2L2 +
N∑
j=1
∫
Ij
(P(e)x)2 dx+
N∑
j=1
[P(e)]2j+1/2
∆x
≤ C∆x2k−2‖U‖2L2(0,T ;Hk+1) + C∆x2k‖Ut‖2L2(0,T ;Hk).
Recall that e = P(e)− ξ and make use of the triangle inequality and projection error estimates
of ξ = U − P(U), finally we have
‖et‖L2(0,T ;L2) + ‖ex‖L∞(0,T ;L2) ≤ C∆xk−1‖U‖L2(0,T ;Hk+1) + C∆xk‖U‖L∞(0,T ;Hk+1) + C∆xk‖Ut‖L2(0,T ;Hk).
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Theorem 2.4.4. (Interface error estimates) Let e := u−U be the error of the symmetric DDG
method (2.5)-(2.6), we have
∆x3/2
∫ T
0
N∑
j=1
(ex)
2
j+1/2 dt
1/2 ≤ C∆xk+1‖U‖L2(0,T ;Hk+1) + C∆xk+1‖U‖L∞(0,T ;Hk+1)
∆x5/2
∫ T
0
N∑
j=1
[exx]
2
j+1/2 dt
1/2 ≤ C∆xk+1‖U‖L2(0,T ;Hk+1) + C∆xk+1‖U‖L∞(0,T ;Hk+1).
Proof. These results can be obtained using similar techniques as in the proof of the above
theorem. Again we use ξ = U − P(U) to represent the projection error. We have
∆x3/2
∫ T
0
N∑
j=1
((U − u)x)2j+1/2 dt
1/2 = ∆x3/2
∫ T
0
N∑
j=1
((U − P(U) + P(U)− u)x)2j+1/2 dt
1/2
≤
√
2∆x3/2
∫ T
0
N∑
j=1
(ξx)
2
j+1/2 +
N∑
j=1
(P(e)x)2j+1/2 dt
1/2
≤ C∆x3/2
(
∆xk−1/2‖U‖L2(0,T ;Hk+1) + ∆x−1/2‖P(e)x‖L2(0,T ;L2)
)
≤ C∆xk+1‖U‖L2(0,T ;Hk+1) + C∆xk+1‖U‖L∞(0,T ;Hk+1).
In the last step, results from the energy norm estimate were made use of. Proof of the second
interface estimate is similar.
2.5 Numerical Examples
In this section, numerical examples are provided to illustrate the performance of the sym-
metric DDG method. Here, one dimensional linear problems are considered. Nonlinear and
two dimensional problems are considered in upcoming chapters. For each computation, Table
2.1 is used as a guideline for the choice of numerical flux coefficients (β0, β1). Both uniform and
nonuniform mesh computations are considered. Also, exploration of the admissibility result
(2.2.1) is provided.
Example 2.5.1: 1-D linear diffusion equation
Ut − Uxx = 0, x ∈ [0, 2pi]
U(x, 0) = sin(x),
(2.34)
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with periodic boundary conditions.
We use this example to verify the optimal convergence of the symmetric DDG method
using three tests. The first is carried out on a uniform mesh. Note, for k = 0, 1 in this
linear case, the symmetric DDG scheme is the same as the SIPG method, thus we begin with
quadratic polynomial approximations. Degree k polynomial approximations with k = 2, · · · , 6
are tested, and optimal (k+ 1)th orders of convergence are achieved. See Table 2.3 for L2 and
L∞ errors and orders of convergence. Note that in this and the remaining examples, the L∞
error is obtained by evaluating 200 sample points per cell. Also, recall that N in Table 2.3
denotes the total number of computational cells. The second test addresses the numerical
Table 2.3 1-D linear diffusion equation (2.34), P k polynomial approximations with uniform mesh. T = 1.
Error Error Order Error Order Error Order
N = 10 N = 20 N = 40 N = 80
β0 3/2 k = 2 L
2 1.92E-03 2.36E-04 3.0 2.93E-05 3.0 3.66E-06 3.0
β1 1/4 L
∞ 3.64E-03 4.70E-04 3.0 5.92E-05 3.0 7.42E-06 3.0
β0 11/4 k = 3 L
2 2.60E-05 1.58E-06 4.0 9.81E-08 4.0 6.12E-09 4.0
β1 3/32 L
∞ 5.87E-05 3.67E-06 4.0 2.32E-07 4.0 1.46E-08 4.0
β0 9/2 k = 4 L
2 6.92E-07 2.07E-08 5.1 6.40E-10 5.0 1.99E-11 5.0
β1 1/20 L
∞ 1.68E-06 5.33E-08 5.0 1.67E-09 5.0 5.23E-11 5.0
N = 8 N = 12 N = 16 N = 20
β0 27/4 k = 5 L
2 1.86E-07 1.67E-08 5.9 2.99E-09 6.0 7.87E-10 6.0
β1 1/32 L
∞ 3.25E-07 2.97E-08 5.9 5.37E-09 6.0 1.42E-09 6.0
β0 19/2 k = 6 L
2 3.06E-09 1.32E-10 7.7 1.48E-11 7.6 2.81E-12 7.4
β1 3/140 L
∞ 4.84E-09 2.40E-10 7.4 2.97E-11 7.3 6.02E-12 7.2
flux admissibility provided by Theorem 2.2.1, which is explored computationally. There is a
wide range of flux coefficients (β0, β1) which are admissible as defined by (2.9). Figure 2.1
illustrates the admissibility region for (β0, β1) pairs with k = 1, 2, . . . , 10. In this test, different
β1 values are selected and the correspondingly smallest admissible β0 is computed from (2.11)
with α = 1, γ = 12 . We list convergence results for quadratic approximations (k = 2) in
Table 2.4, and numerically the optimal 3rd order of accuracy is observed for wide range of
(β0, β1) pairs. Taking this further, a wide range of (β0, β1) pairs were considered. Specifically,
0 ≤ β1 ≤ 0.7 and 0 ≤ β0 ≤ 8 were each divided uniformly into 21 points, resulting in a total
of 441 pairs. This same computation was carried out on a uniform mesh for both N = 20 and
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N = 40. Then, resulting errors and orders of convergence where computed. Figures 2.2 and
2.3 give a contour plot of the orders of convergence for each of these (β0, β1) pairs in the L
2
and L∞ norms. In addition, the parabola seen in Figure 2.1 as provided from Theorem 2.2.1
is plotted for comparison with theoretical results. If the run did not converge as was seen for
the clearly non-admissible pairs, the order was simply set to zero. For the L2 case, the plot is
slightly deceiving. The lighter red region above the parabola graph include rates of convergence
very near 3, while orders in the darker red region are slightly larger than 3. In order to explore
this further, these contour plots were refined. That is, for all computed orders less than 3,
the values in the plot were set to be three. This illustrates the regions of the contour plot
which have orders of convergence greater than 3. Figures 2.4 and 2.5 illustrate this for these
two norms. It is interesting to see in both cases, larger choices of β1 result in higher orders of
convergence. This is more apparent in the L2 norm.
Table 2.4 1-D linear diffusion equation (2.34), uniform mesh, P 2 quadratic polynomial approximations. Ad-
missibility test with different choices of (β0, β1) pair.
Error Error Order Error Order Error Order
N = 10 N = 20 N = 40 N = 80
β0 9/2 k = 2 L
2 1.68E-03 1.75E-04 3.3 2.07E-05 3.1 2.55E-06 3.0
β1 1/2 L
∞ 2.62E-03 3.13E-04 3.1 3.87E-05 3.0 4.83E-06 3.0
β0 3/2 k = 2 L
2 1.92E-03 2.36E-04 3.0 2.93E-05 3.0 3.66E-06 3.0
β1 1/4 L
∞ 3.64E-03 4.70E-04 3.0 5.92E-05 3.0 7.42E-06 3.0
β0 9/4 k = 2 L
2 5.65E-04 7.10E-05 3.0 8.90E-06 3.0 1.11E-06 3.0
β1 1/8 L
∞ 1.04E-03 1.33E-04 3.0 1.66E-05 3.0 2.08E-06 3.0
β0 171/50 k = 2 L
2 2.90E-04 3.61E-05 3.0 4.50E-06 3.0 5.63E-07 3.0
β1 1/20 L
∞ 5.80E-04 7.31E-05 3.0 9.16E-06 3.0 1.15E-06 3.0
β0 393/100 k = 2 L
2 2.59E-04 3.19E-05 3.0 3.97E-06 3.0 4.96E-07 3.0
β1 1/40 L
∞ 5.20E-04 6.50E-05 3.0 8.12E-06 3.0 1.01E-06 3.0
The third test is implemented on a nonuniform mesh. The nonuniform mesh is generated
by repeating the pattern ∆x5 ,
3∆x
10 , and
∆x
2 , where ∆x =
2pi
N . Table 2.5 provides the convergence
results on such a nonuniform mesh. Note, for this nonuniform mesh it was observed computa-
tionally that a larger β0 was needed for the numerical flux pair. Similar requirement on large
β0 is needed for the SIPG method.
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Figure 2.2 Computational admissibility region for k = 2 on uniform mesh.
Table 2.5 1-D linear diffusion equation (2.34), P k approximations on nonuniform mesh. T = 1.
Error Error Order Error Order Error Order
N = 18 N = 36 N = 54 N = 72
β0 20 k = 2 L
2 1.41E-04 1.79E-05 3.0 5.45E-06 2.9 2.39E-06 2.9
β1 1/4 L
∞ 4.18E-04 5.95E-05 2.8 1.80E-05 2.9 7.68E-06 3.0
β0 25 k = 3 L
2 6.70E-06 4.23E-07 4.0 8.41E-08 4.0 2.68E-08 4.0
β1 3/32 L
∞ 2.22E-05 1.35E-06 4.0 2.75E-07 3.9 8.71E-08 4.0
β0 25 k = 4 L
2 1.02E-07 3.02E-09 5.1 4.00E-10 5.0 9.67E-11 4.9
β1 1/20 L
∞ 3.52E-07 1.12E-08 5.0 1.50E-09 5.0 3.59E-10 5.0
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Figure 2.3 Computational admissibility region for k = 2 on uniform mesh.
36
Figure 2.4 Refined computational admissibility region for k = 2 on uniform mesh.
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Figure 2.5 Refined computational admissibility region for k = 2 on uniform mesh.
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CHAPTER 3. ONE DIMENSIONAL NONLINEAR CONVECTION
DIFFUSION PROBLEMS
This chapter extends work done in Chapter 2 to one dimensional nonlinear diffusion and
nonlinear convection diffusion problems. The scheme formulation for the one dimension linear
case is directly made use of. A notion of flux admissibility is defined which ensures nonlinear
stability of the scheme. For convection terms, the symmetric DDG method is coupled with
existing methods designed for convection. Because of the nonlinearity, error analysis cannot
be performed. Last, numerical examples are provided in a number of settings. The symmetric
DDG method proves to handle problems of this type quite well.
3.1 Extension to One Dimensional Nonlinear Diffusion Problems
In this section, we extend the above symmetric DDG scheme to the one-dimensional non-
linear diffusion equation
Ut − (a(U)Ux)x = 0, for (x, t) ∈ Ω× (0, T ) (3.1)
with initial data U(x, 0) = U0(x) and periodic boundary conditions. Here, we assume the
diffusion coefficient a(U) ≥ 0. Also, denote b(u) = ∫ u0 a(s) ds. Then, b(U)x = a(U)Ux.
Partition the domain Ω =
⋃N
j=1 Ij and consider the solution space Vk∆x as above. Then,
taking inspiration from the linear case, we have the following scheme. Find the approximate
solution u ∈ Vk∆x of U in (3.1) such that for all test functions v ∈ Vk∆x and on all Ij ,∫
Ij
utv dx− b̂(u)xv
∣∣∣j+1/2
j−1/2
+
∫
Ij
b(u)xvx dx+ ([b(u)]v̂x)j+1/2 + ([b(u)]v̂x)j−1/2 = 0,
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with the numerical fluxes defined as
b̂(u)x = β0
[b(u)]
∆x + b(u)x + β1∆x[b(u)xx],
v̂x = β0
[v]
∆x + vx + β1∆x[vxx].
(3.2)
Summing over all computational cells Ij provides the primal weak formulation,∫
Ω
utv dx+ B(b(u), v) = 0,
where bilinear form B(b(u), v) is as given in (2.7). Note, symmetry of this bilinear form is
maintained in the sense of B(b(u), v) = B(v, b(u)) for the nonlinear diffusion equation.
As in the linear case, we have a notion of admissibility of numerical flux terms and resulting
stability.
Definition 3.1.1. (Nonlinear Admissibility) We call numerical flux b̂(u)x in (3.6) admissible
if there exists γ ∈ (0, 1), α > 0 such that for any u ∈ Vk∆x,
γ
N∑
j=1
∫
Ij
a(u)u2x(x, t) dx+
N∑
j=1
(
b̂(u)x[u] + ûx[b(u)]
)
j+1/2
≥ α
N∑
j=1
b(u∗)[u]2j+1/2
∆x
. (3.3)
Theorem 3.1.1. (Nonlinear Stability) Consider the symmetric DDG scheme (3.1). If the
numerical flux (3.6) is admissible as described in (3.3), then we have
1
2
∫
Ω
u2(x, T )dx+(1−γ)
∫ T
0
N∑
j=1
∫
Ij
a(u)u2x(x, t)dxdt+α
∫ T
0
N∑
j=1
b(u∗)[u]2j+1/2
∆x
dt ≤ 1
2
∫
Ω
U20 (x)dx.
(3.4)
3.2 Extension to One Dimensional Nonlinear Convection Diffusion
Problems
Next, we extend the symmetric DDG scheme further to the one-dimensional nonlinear
convection diffusion equation
Ut + f(U)x − (a(U)Ux)x = 0, for(x, t) ∈ Ω× (0, T ) (3.5)
with initial data U(x, 0) = U0(x) and periodic boundary conditions. Again, we assume the
diffusion coefficient a(U) ≥ 0. Also, denote b(s) = ∫ a(s) ds. Then, b(U)x = a(U)Ux.
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Partition the domain Ω =
⋃N
j=1 Ij and consider the solution space Vk∆x as above. Then, as
a direct extension of the nonlinear case, we have the following scheme. Find the approximate
solution u ∈ Vk∆x of U in (3.5) such that for all test functions v ∈ Vk∆x and on all Ij ,∫
Ij
utv dx+
(
f˜(u)− b̂(u)x
)
v
∣∣∣j+1/2
j−1/2
−
∫
Ij
(f(u)− b(u)x) vx dx+([b(u)]v̂x)j+1/2+([b(u)]v̂x)j−1/2 = 0,
with the numerical fluxes defined as
b̂(u)x = β0
[b(u)]
∆x + b(u)x + β1∆x[b(u)xx],
v̂x = β0
[v]
∆x + vx + β1∆x[vxx],
f˜(u) = f˜(u−, u+) = 12 (f(u−) + f(u+)− α(u+ − u−))
(3.6)
Here, f˜(u) is the Lax-Friedrichs flux where α = maxu∈{u−,u+} |f ′(u)| (for reference, see [25]).
3.3 Numerical Examples
In this section, additional numerical examples are provided. Here, one dimensional nonlinear
diffusion problems and nonlinear convection diffusion problems are considered.
Example 3.3.1: 1-D nonlinear porous medium equation
Ut − (2UUx)x = 0, x ∈ [−12, 12]. (3.7)
The exact solution is given by
U(x, t) =

(t+ 1)−1/3
(
3− x2
12(t+1)2/3
)
, |x| < 6(t+ 1)1/3
0, |x| ≥ 6(t+ 1)1/3.
We see that the wave solution travels with finite speed. Accuracy tests are carried out and
results are listed in Table 3.1 at final time T = 1. We obtain (k+1)th order of accuracy with P k
polynomial approximations. Note that errors and orders are computed within domain [−6, 6]
where the solution is smooth. In Figure 3.1 we illustrate the evolution of the symmetric DDG
solution at times T = 1, 2, 4. The symmetric DDG solution resolves the two kinked corners
well with no oscillations.
Example 3.3.2: General porous medium equation
Ut − (Um)xx = 0, x ∈ [−6, 6]. (3.8)
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Table 3.1 1-D nonlinear porous medium equation (3.7), P k polynomial approximations, T = 1.
Error Error Order Error Order Error Order
N = 40 N = 80 N = 160 N = 320
β0 1/2 k = 0 L
2 3.54E-02 1.77E-02 1.0 8.84E-03 1.0 4.42E-03 1.0
β1 0 L
∞ 1.45E-01 7.36E-02 1.0 3.71E-02 1.0 1.87E-02 1.0
β0 2 k = 1 L
2 1.29E-03 3.20E-04 2.0 8.02E-05 2.0 2.00E-05 2.0
β1 1/80 L
∞ 4.69E-03 1.15E-03 2.0 2.92E-04 2.0 7.29E-05 2.0
β0 2 k = 2 L
2 3.25E-05 7.30E-08 8.8 1.49E-09 5.6 1.40E-10 3.4
β1 1/80 L
∞ 4.04E-04 9.48E-07 8.7 3.31E-09 8.2 3.03E-10 3.4
Here we consider zero boundary condition. Then, the Barrenblatt solution is given as
U(x, t) =

(t+ 1)−
1
m+1
(
3− m−12m(m+1) x
2
(t+1)2/(m+1)
)
, |x| ≤
√
6m(m+1)
m−1 (t+ 1)
1
m+1 ,
0, |x| ≥
√
6m(m+1)
m−1 (t+ 1)
1
m+1 .
(3.9)
For the first test, the solution was computed until end time T = 1 for quadratic approximations
on a uniform mesh with N = 80. Here, Barrenblatt’s solution was used as an initial condition.
Figure 3.2 depicts runs for the m = 2, 3, 5, 8 cases. For the m = 2, 3, 5 cases (β0, β1) = (2,
1
12).
In the m = 8 case, (β0, β1) = (4,
1
80).
Next, a two box collision test was considered. Here, equation (3.8) was considered with two
different initial conditions. For the first, m = 5 was taken and the initial profile of U was set
to be
U(x, 0) =

1, x ∈ (−3.7,−0.7)⋃(0.7, 3.7)
0, otherwise.
(3.10)
The evolution for piecewise quadratic approximations with mesh partition N = 160 at times
t = 0, 0.2, 0.8, 1.5 are listed in Figure 3.3. Here and below, (β0, β1) = (2,
1
12). Next, the same
box collision test was performed with boxes of differing height with m = 6.
U(x, 0) =

1, x ∈ (−4,−1)
2, x ∈ (0, 3)
0, otherwise.
(3.11)
The evolution for piecewise quadratic approximations with mesh partition N = 160 at times
t = 0, 0.01, 0.04, 0.06, 0.12, 0.8 are listed in Figure 3.4. In both of these test, the initial boxes
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Figure 3.1 Evolution of the symmetric DDG solution to the 1-D nonlinear porous medium
equation (3.7) at T = 1, 2, 4.
propagate with finite speed, and the solutions smooth and even out over time.
Example 3.3.3: Fisher-Kolmogorov equation
Ut − Uxx = U(1− U), x ∈ [−20, 20]. (3.12)
This is a nonlinear reaction diffusion equation, and the one solution is a traveling wave U(x, t) =(
1 +Ae
x−ct√
6
)−2
where c = 5√
6
and A > 0 is an arbitrary positive constant. For the first test,
the solution was computed for end time T = 2. Table 3.2 gives errors and order of accuracy.
The initial condition was set to match the exact solution. In each case, (k + 1) order accuracy
is seen for degree k approximations. For the second test, discontinuous initial data
U(x, 0) =

1, x ≤ 0,
0, x > 0,
was considered. The propagation of the solution was computed at times t = 0, 1, 3, 5, 7 and is
displayed in Figure 3.5.
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Figure 3.2 General porous medium equation (3.8) for m = 2, 3, 5, 8. Here, solid lines give the
exact solution while circles give the quadratic symmetric DDG solution.
Example 3.3.4: Fully nonlinear convection diffusion equation
Ut + (U
2)x − (U2)xx = f(x, t), x ∈ [−3, 3], (3.13)
with the exact solution constructed to be U(x, t) = ex−t. As a result, f(x, t) = −ex−t−2e2(x−t).
For boundary conditions, the exact solution is used. In addition, the Lax-Friedrichs flux as
mentioned above is used for the nonlinear convection term. Table 3.3 lists errors and orders of
convergence for k = 2, 3, 4 cases at end time t = 1.0.
Example 3.3.5: Strongly degenerate nonlinear convection diffusion equation
Ut + (U
2)x − (ν(U)Ux)x = 0, x ∈ [−2, 2], (3.14)
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Figure 3.3 Quadratic approximation of general porous medium equation (3.8) for m = 5 with
initial data (3.10), N = 160.
with parameter  = 0.1 and
ν(U) =

0, |U | ≤ 0.25,
1, |U | > 0.25.
Then, this equation is hyperbolic if |U(x, t)| ≤ 0.25 and is parabolic otherwise. Here a zero
boundary condition was used along with initial condition
U(x, 0) =

1, − 1√
2
− 0.4 < x < − 1√
2
+ 0.4,
−1, 1√
2
− 0.4 < x < + 1√
2
+ 0.4,
0, otherwise.
(3.15)
Here, a piecewise quadratic approximation was compute with the use of the minmod slope
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Figure 3.4 Quadratic approximation of general porous medium equation (3.8) for m = 6 with
initial data (3.11), N = 160.
limiter as described in [38]. Figure 3.6 gives the exact solution at initial time t = 0 as well as
symmetric DDG solution at time t = 0.7 for mesh size N = 100 and N = 600.
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Table 3.2 1-D Fisher-Kolmogorov equation (3.12), P k polynomial approximations, T = 2.
Error Error Order Error Order Error Order
N = 40 N = 80 N = 120 N = 160
β0 2 k = 2 L
2 2.41E-05 2.92E-06 3.0 8.61E-07 3.0 3.63E-07 3.0
β1 1/12 L
∞ 1.14E-04 1.40E-05 3.0 4.10E-06 3.0 1.73E-06 3.0
β0 2 k = 3 L
2 1.93E-06 9.33E-08 4.4 1.73E-08 4.2 5.33E-09 4.1
β1 1/12 L
∞ 1.01E-05 4.45E-07 4.5 7.90E-08 4.3 2.34E-08 4.2
β0 4 k = 4 L
2 2.96E-08 8.36E-10 5.1 1.08E-10 5.1 2.54E-11 5.0
β1 1/40 L
∞ 1.53E-07 4.73E-09 5.0 6.17E-10 5.0 1.46E-10 5.0
Table 3.3 1-D nonlinear convection diffusion equation (3.13), P k polynomial approximations, T = 1.
Error Error Order Error Order Error Order
N = 10 N = 20 N = 40 N = 80
β0 2 k = 2 L
2 6.20E-04 6.54E-05 3.2 1.84E-05 3.1 7.57E-06 3.1
β1 1/12 L
∞ 1.53E-03 1.96E-04 3.0 5.85E-05 3.0 2.48E-05 3.0
β0 2 k = 3 L
2 8.09E-06 5.09E-07 4.0 1.01E-07 4.0 3.19E-08 4.0
β1 1/12 L
∞ 2.72E-05 1.83E-06 3.9 3.71E-07 3.9 1.19E-07 4.0
β0 4 k = 4 L
2 1.65E-07 4.21E-09 5.3 5.24E-10 5.1 1.15E-10 5.2
β1 1/40 L
∞ 3.85E-07 1.29E-08 4.9 1.73E-09 4.9 4.49E-10 4.7
Figure 3.5 Evolution of the symmetric DDG solution to the 1-D Fisher-Kolmogorov equation
(3.12) at T = 0, 1, 3, 5, 7.
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Figure 3.6 Strongly degenerate convection diffusion equation (3.12). Left: initial profile.
Right: Symmetric diffusion approximation at time T = 0.7 for N = 100 (circles)
and N = 600 (line).
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CHAPTER 4. TWO DIMENSIONAL NONLINEAR DIFFUSION
EQUATIONS
In this chapter we consider the two-dimensional nonlinear parabolic equation,
Ut −∇ · (A(U)∇U) = 0, (x, t) ∈ Ω× (0, T ), (4.1)
subject to initial data U(x, 0) = U0(x) and periodic boundary conditions. The matrix A(U) =
(aij(U)) is assumed symmetric positive definite and x = (x1, x2) ∈ Ω ⊂ R2. Similar to the
one-dimensional case, we denote bij(U) =
∫
aij(U) dU , i = 1, 2, j = 1, 2.
First, the scheme is formulate for a model 2D heat equation on a triangular mesh. Flux
admissibility is defined and ensures stability of the scheme. Further, an energy norm error
estimate and L2 error estimate can be shown using exact strategies as seen in Chapter 2 with
some minor differences related to the change in dimension. Next, this linear case is extended
to the nonlinear case in a straightforward manner. Last, numerical examples are provided.
Before we begin, some new concepts and notation is needed for higher dimension. Let
T∆x = {K} be a shape-regular partition of the domain Ω with elements K and denote ∆x =
maxK diam(K). As before, define P
k(K) as the space of polynomials in the element K which
are of degree at most k. Then, we have the piecewise polynomial numerical solution space as
below,
Vk∆x = {v ∈ L2(Ω) : v
∣∣
K
∈ P k(K), ∀K ∈ T∆x}.
Along the element boundary ∂K, we use vintK to denote the value of v evaluated from inside
the element K. Correspondingly we use vextK to denote the value of v evaluated from outside
the element K (inside the neighboring element). The average and jump of v on edge ∂K are
defined as
v =
1
2
(
vextK + vintK
)
, [v] = vextK − vintK .
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4.1 Scheme Formulation for Two Dimensional Model Equation
For sake of presentation, we first consider the case where A(U) = I in (4.1). This gives us
the below 2-D heat equation
Ut −∆U = 0, (x, t) ∈ Ω× (0, T ). (4.2)
As in the 1-D case, multiply the equation by test function, integrate over the computational cell
K, perform integration by parts, add interface terms to symmetrize the scheme, and we have
the following symmetric DDG scheme formulation. We seek the numerical solution u ∈ Vk∆x of
U in (4.2) such that for all test functions v ∈ Vk∆x and on all elements K we have∫
K
utv dx +
∫
K
∇u · ∇v dx−
∫
∂K
ûnv
intK ds+
∫
∂K
v̂n[u] ds = 0, (4.3)
where the numerical flux at the cell boundary ∂K is defined as
ŵn = ∇̂w · n = β0 [w]
∆x
+
∂w
∂n
+ β1∆x[wnn]. (4.4)
Note, in the numerical flux definition, ∆x is the average of the diameter of K and the diameter
of its neighboring element. Here n = (n1, n2) is the outward unit normal along the element
boundary ∂K. If the cell boundaries are straight lines, such as the triangular meshes, the
numerical flux can be further simplified as
ŵn = ŵx1n1 + ŵx2n2,
with 
ŵx1 = β0
[w]
∆xn1 + wx1 + β1∆x[wx1x1n1 + wx2x1n2]
ŵx2 = β0
[w]
∆xn2 + wx2 + β1∆x[wx1x2n1 + wx2x2n2].
Again, the test function v is taken to be zero outside the element K, thus only one side (inside
of K) contributes to the computation of v̂n along the element boundary ∂K. Then, as in the
1-D case, we can define a notion of numerical flux admissibility in order to ensure L2 stability.
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Definition 4.1.1. (Numerical flux admissibility) We call numerical flux ŵn admissible if there
exists γ ∈ (0, 1), α > 0 such that for any w ∈ Vk∆x,
γ
∑
K∈T∆
∫
K
|∇w|2 dx + 2
∑
K∈T∆
∫
∂K
ŵn[w] ds ≥ α
∑
K∈T∆
∫
∂K
[w]2
∆x
ds. (4.5)
This admissibility ensures the following stability of the symmetric DDG method.
Theorem 4.1.1. (Stability) Consider the symmetric DDG scheme (4.3)-(4.4). If the numerical
flux is admissible as described in (4.5), then we have
1
2
∫
Ω
u2(x, T ) dx+(1−γ)
∫ T
0
∑
K∈T∆
∫
K
|∇u|2 dxdt+α
∫ T
0
∑
K∈T∆
∫
∂K
[u]2
∆x
dsdt ≤ 1
2
∫
Ω
U20 (x) dx.
(4.6)
This can be proved directly by summation over all K ∈ T∆x of (4.3) with v = u and by
using the admissibility condition (4.5). For the 2-D linear model equation (4.2), we have the
following energy norm and L2(L2) error estimates.
Theorem 4.1.2. (Energy norm error estimate in two dimensions) Consider the 2-D linear
model equation (4.2). Let e := u − U be the error between the exact solution U and the
numerical solution u of the symmetric DDG method (4.3)-(4.4), we have for multiindex α,
|α| = k + 1,
|||u− U ||| ≤ C|||DαU(·, T )|||(∆x)k.
Here, the energy norm is of the same form as the one dimension case.
Theorem 4.1.3. (L2(L2) error estimate in two dimensions) Consider the 2-D linear model
equation (4.2). Let e := u − U be the error between the exact solution U and the numerical
solution u of the symmetric DDG method (4.3)-(4.4), we have,
‖u− U‖L2(0,T ;L2) ≤ C(∆x)k+1
(
‖U‖L∞(0,T ;Hk+1) + ‖U‖L2(0,T ;Hk+1) + ∆x‖Ut‖L2(0,T ;Hk)
)
.
Remark 4.1.1. For the proof of Theorems 4.1.2 and 4.1.3, the same proof as the one dimension
case can be used here with a minor differences. The primary difference is the increase in
dimensionality from one to two. In the approximation properties provided by Lemmas 2.3.1
and 2.3.2, the space dimension n appears in the terms nq − np . In many cases where these
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estimates are used, p = q and there is no issue. In some cases though, specifically on the
estimation of boundary terms, q = ∞ and p = 2. This case requires a little thought in higher
dimension, but the result is the same in the end. To illustrate this, this calculation is performed
for one term in the proof of the Parabolic Lift Theorem 2.4.2. All similar calculations can be
handled in the same manner. Consider the first term in the estimation of I2.
β0
∆x
∑
K
∫
∂K
[e][Φ− P(Φ)] ds ≤ β0
∆x
(∑
K
∫
∂K
[e]2 ds
)1/2(∑
K
∫
∂K
[Φ− P(Φ)]2 ds
)1/2
≤ β0
∆x
(∑
K
∫
∂K
[e]2 ds
)1/2
‖Φ− P(Φ)‖∞
(∑
K
∫
∂K
ds
)1/2
≤ β0
∆x
(∑
K
∫
∂K
[e]2 ds
)1/2
C∆x1‖Φ‖H2∆x1/2
≤ Cβ0∆x1/2
(∑
K
∫
∂K
[e]2 ds
)1/2
‖Φ‖H2
4.2 Extension to Two Dimensional Nonlinear Diffusion Problems
We consider the fully nonlinear 2-D case as given in (4.1). The scheme formulation is given
as follows. We seek approximation u ∈ Vk∆x of U in (4.1) such that the following scheme is
satisfied for all test functions v ∈ Vk∆x on all elements K,∫
K
utv dx+
∫
K
2∑
i,j=1
bij(u)xjvxi dx−
∫
∂K
2∑
i,j=1
̂bij(u)xjniv
intK ds+
∫
∂K
2∑
i,j=1
v̂xjni[bij(u)] ds = 0.
(4.7)
For j = 1, 2, the numerical flux terms are defined as
̂bij(u)xj = β0
[bij(u)]
∆x
nj + bij(u)xj + β1∆x[bij(u)x1xjn1 + bij(u)x2xjn2]
v̂xj = β0
[v]
∆x
nj + vxj + β1∆x[vx1xjn1 + vx2xjn2].
We should specify that the 2-D numerical examples in the following section are implemented
on rectangular meshes.
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4.3 Numerical Examples
Example 4.3.1: 2-D linear diffusion equation
Ut −  (Uxx + Uyy) = 0, (x, y) ∈ [0, 2pi]× [0, 2pi]
U(x, 0) = sin(x+ y),
(4.8)
with periodic boundary conditions and  = 0.01. P k polynomial approximations are carried out
and errors and orders are listed in Table 4.1 with k = 2, 3, 4. Optimal convergence is obtained.
Note the numerical flux coefficients are chosen according to the 1-D analysis.
Table 4.1 2-D linear diffusion equation (4.8), P k approximations with k = 2, 3, 4. T = 5.
Error Error Order Error Order Error Order
N = 10 N = 20 N = 30 N = 40
β0 3/2 k = 2 L
2 6.32E-03 9.13E-04 2.8 2.71E-04 3.0 1.14E-04 3.0
β1 1/4 L
∞ 1.24E-02 1.84E-03 2.7 5.47E-04 3.0 2.30E-04 3.0
β0 11/4 k = 3 L
2 3.74E-04 2.51E-05 3.9 5.01E-06 4.0 1.61E-06 3.9
β1 3/32 L
∞ 2.32E-03 1.24E-04 4.2 2.48E-05 4.0 7.85E-06 4.0
β0 9/2 k = 4 L
2 1.79E-05 5.07E-07 5.1 6.60E-08 5.0 1.56E-08 5.0
β1 1/20 L
∞ 1.01E-04 3.00E-06 5.1 3.93E-07 5.0 9.34E-08 5.0
Example 4.3.2: 2-D anisotropic linear diffusion equation
Ut −  (Uxx + Uxy + Uyy) = 0, (x, y) ∈ [0, 2pi]× [0, 2pi]
U(x, 0) = sin(x+ y),
(4.9)
with  = 0.01. On the rectangular mesh Ii×Ij = [xi−1/2, xi+1/2]×[yj−1/2, yj+1/2], the numerical
flux for the mixed term should be taken as (according to (??)),
ûx = ux + β1∆x[uyx] at y = yj±1/2.
Again, accuracy test is carried out with P k approximations and errors and orders are listed in
Table 4.2 with final time T = 5. Optimal (k + 1)th order of convergence is obtained.
Example 4.3.3: 2-D nonlinear porous medium equation
Ut − (U2)xx − (U2)yy = 0, (x, y) ∈ [−10, 10]× [−10, 10] (4.10)
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Table 4.2 2-D anisotropic diffusion equation (4.9), P k polynomial approximations with k = 2, 3, 4.
Error Error Order Error Order Error Order
N = 10 N = 20 N = 30 N = 40
β0 5 k = 2 L
2 2.69E-03 3.29E-04 3.0 9.69E-05 3.0 4.08E-05 3.0
β1 1/12 L
∞ 1.87E-02 2.27E-03 3.0 6.68E-04 3.0 2.82E-04 3.0
β0 5 k = 3 L
2 3.11E-04 2.03E-05 3.9 4.11E-06 3.9 1.33E-06 3.9
β1 1/40 L
∞ 2.03E-03 1.30E-04 4.0 2.61E-05 4.0 8.32E-06 4.0
β0 30 k = 4 L
2 1.94E-05 5.54E-07 5.1 7.24E-08 5.0 1.77E-08 4.9
β1 1/40 L
∞ 8.51E-05 2.26E-06 5.2 2.90E-07 5.1 6.91E-08 5.0
with zero boundary conditions. The initial condition is given by two bumps as
U0(x, y) =

e
−1
6−(x−2)2−(y+2)2 , (x− 2)2 + (y + 2)2 < 6,
e
−1
6−(x+2)2−(y−2)2 , (x+ 2)2 + (y − 2)2 < 6,
0, otherwise.
Piecewise linear approximation with numerical flux coefficients β0 =
3
2 and β1 =
1
10 is im-
plemented on a 80 × 80 rectangular mesh. Note, even though a linear approximation is used,
second order jump terms are included within the numerical flux in the scheme formulation (4.7)
because of the nonlinearity of the given problem. Results of this test are illustrated in Figure
3 with T = 0, 0.5, 1.0, and 4.0. The symmetric DDG solution effectively captures the evolution
of the surface with sharp resolution.
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Figure 4.1 Evolution of the symmetric DDG solution to the 2-D nonlinear porous medium
equation (4.10) at times T = 0, 0.5, 1, and 4.
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CHAPTER 5. CONCLUSIONS AND FUTURE WORK
5.1 Conclusions
The symmetric direct discontinuous Galerkin method was formulated and analyzed for one
dimensional linear diffusion, nonlinear diffusion, nonlinear convection diffusion problems as well
as two dimensional linear and nonlinear problems. One characteristic of this scheme is that the
numerical flux is defined using the exact solution for the heat equation in an analogous setting
was used as inspiration. In order to make the scheme symmetric, a test function numerical
flux was defined which is of the same form as the numerical solution flux. Next, in order to
choose suitable free coefficients in the numerical flux formula, a notion of flux admissibility
was defined and analyzed completely resulting in an explicit formula used for choosing flux
coefficients. Optimal error estimates were then shown for both the energy norm as well as
the L2 norm for certain cases. Last, numerical results were given illustrating performance on
uniform and nonuniform mesh as well as exploration of admissibility analysis results.
5.2 Future Work
In this section, outlines of future work are given. Many of the below topics have been
considered, but the work is incomplete.
5.2.1 Further Admissibility Analysis
One project which is currently being considered is a complete admissibility analysis as in
§2.2 for one dimensional nonuniform mesh and nonlinear cases as well as two dimensional cases.
The nonuniform mesh case has been considered in detail, but computation is considerably
more difficult. For this case, the same definition of flux admissibility (2.9) as in the uniform
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mesh is considered. Only now, ∆x = ∆xj+1/2 =
1
2(∆xj + ∆xj+1). The exact same procedure
as in §2.2 for the uniform mesh case can be followed with needed modifications, only in the
analog of Lemma 2.2.2, computation becomes difficult. Using some severe estimation, it can
be shown that the numerical flux is admissible provided
β0 > 4M
2
(
β21
(
1 +M4
)(k2(k4 − 2k2 + 2)
3
)
− β1
(
k2(k2 − 1))+ k2) ,
where,
M = max
j
max{∆xj ,∆xj+1}
min{∆xj ,∆xj+1}
for k ≥ 1. After performing numerical tests as in Example 2.5.1, this estimate proves to
be sufficient, though more restrictive than needed. The reason for this is the appearance of
M6 within the estimate. For a highly nonuniform mesh, this value becomes quite large and
dominates the estimate. I believe this result can be significantly improved using this same
strategy with new ideas and techniques.
The nonuniform diffusion admissibility analysis has also been considered carefully, though
a practical estimate has not been obtained. The admissibility definition considered is given
by (3.3). Again, the same strategy as in §2.2 was considered. The primary difficulty again is
with the analog of Lemma 2.2.2. Now, the problem becomes finding a way to eliminate the
nonlinearity. This is difficult when considering b̂(u)x.
Two dimensional admissibility analysis is yet to be considered, though I feel especially for
the linear uniform mesh case, something can be said.
5.2.2 Maximum Principle Satisfying Method
An important property of the heat equation (2.1) is that it satisfies a weak maximum
principle. That is, if
M = max
x
U0(x), m = max
x
U0(x), (5.1)
then, we have that U(x, t) ∈ [m,M ] for all x and t. Similar things can be said for nonlinear and
higher dimensional diffusion equations. Then, it is natural to desire that a numerical method
designed for these problems maintain this important property because solutions outside the
interval [m,M ] often have no physical meaning, such as negative density.
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This problem of designing maximum principle satisfying methods proves to be quite chal-
lenging. Recently, work in this area for hyperbolic conservation laws has been done by Shu and
Zhang in [49]. They were able to construct high order DG and finite volume schemes satisfying
a weak maximum principle. All that was needed to do this was to apply an appropriate limiter
for each time evolution. Then, by looking at the quadrature representation of the polynomial
approximate solution, one can prove the numerical method satisfies a maximum principle.
This problem for diffusion differs from hyperbolic problems in a significant way. For the
hyperbolic case, the numerical flux depends on u+ and u− on cell interfaces. As a result, the
proof involves polynomial values at endpoints only, all other quadrature points remain the same.
For the diffusion case, the numerical flux depends on u+x and u
−
x . Changing these values at cell
interfaces changes the polynomials within the entire computational cell. This makes analysis
considerably more challenging and generalizing work for any polynomial degree is difficult.
Despite these challenges, DDG methods seem to maintain this positivity preserving prop-
erty. Dr. Yan has some promising result regarding this topic, I would like to participate in this
project or apply the technique to applications involving convection diffusion equations.
5.2.3 Extensions, Superconvergence, and Posteriori Error Estimates
Now that a foundation is established for the symmetric DDG methods, there are many
potential applications to other classes of problems. In particular, compressible Navier-Stokes
equations and nonlinear porous medium equations are topics of interest. Also, application to
general elliptic type equations would provide interesting future work. It is expected that the
resulting mass matrix of these DDG methods have a lower condition number in comparison with
Interior Penalty methods. This is yet to be explored in detail. Also, detailed Fourier analysis
has been performed for these DDG methods in [48]. This work has indicated superconvergence
rates at quadrature points. It would be quite interesting to see how DDG methods compare to
existing methods with regards to superconvergence. In addition, posteriori error estimates is
something which I would like to see applied to DDG methods.
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APPENDIX A. CODING NOTES
One Dimension
Below are some notes for coding this symmetric DDG scheme for the above heat equation
(2.1). So, we seek approximation u ∈ Vk∆x of U such that the following scheme is satisfied for
all test functions v ∈ Vk∆x and all cells Ij where Ω =
⋃
j IJ .∫
Ij
utv dx = ûxv
∣∣∣j+1/2
j−1/2
−
∫
Ij
uxvx dx−
(
v̂x[u]
∣∣∣
j+1/2
+ v̂x[u]
∣∣∣
j−1/2
)
= RES
Choose the basis functions on Ij to be the cell centered polynomials
φmj =
(
x− xj
∆xj
)m
, m = 0, 1, . . . , k.
The above scheme holding for all test functions v ∈ Vk∆x equates to ensuring the scheme holds
for each of these basis elements. Then, we can write u as follows.
u
∣∣∣
Ij
=
k∑
m=0
umj (t)φ
m
j
ux
∣∣∣
Ij
=
k∑
m=1
m
∆xj
umj (t)φ
m−1
j
Then, define the mass matrix
M =
(∫ 1/2
−1/2
xµxν dx
)k
µ,ν=0
.
Change of variable for the basis functions is used here in order to simplify computation. In this
case, mass matrix M is the same for any choice of stepsize and therefore can be precomputed
and stored. Then, our scheme can now be written as the following system of ODEs for each
cell Ij .
∆xjM (
−→uj)t = RES
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which implies
⇒ (−→uj)t =
1
∆xj
M−1RES = R(u, t)
Here,
−→uj =

u0j (t)
u1j (t)
u1j (t)
...
umpj (t)

.
This system of ODEs is solved via a regular 3 step Runge-Kutta method.
u(1) = un + ∆tR(un, tn)
u(2) =
3
4
un +
1
4
u(1) +
1
4
∆tR(u(1), tn + ∆t)
un+1 =
1
3
un +
2
3
u(2) +
2
3
∆tR(u(2), tn +
1
2
∆t)
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APPENDIX B. HILBERT MATRIX RESULTS
This appendix gives all Hilbert matrix results required for the admissibility analysis in
Section 2.2. The primary combinatorial technique used is known as Wilf’s Snake Oil Method
[47]. This technique will be illustrated in proofs of below Lemmas.
The Hilbert matrix H is named for David Hilbert and was first discussed in 1894. It is
defined as a square matrix with entries Hij =
1
i+j−1 . In its original setting, this matrix came
about naturally when considering integration of the product of two arbitrary polynomials. That
is, Hij =
∫ 1
0 x
i+j−2 dx. This is the same setting which gave rise to Hilbert matrix computations
in this thesis. It is easy to see that H is symmetric and positive definite. These two properties
prove useful below and in Section 2.2. Here, we will consider the k × k Hilbert matrix and
denote the dimension by Hk. Also, as mentioned in Section 2.2, the inverse of this matrix is
known [34] and is listed below for reference.
(
H−1k
)
ij
= (−1)i+j(i+ j − 1)
(
k + i− 1
k − j
)(
k + j − 1
k − i
)(
i+ j − 2
i− 1
)2
Theorem B.0.1.
k∑
i,j=1
i
(
H−1k
)
ij
=
k∑
i,j=1
j
(
H−1k
)
ij
=
k2(k2 + 1)
2
Proof. Proceed by means of induction on dimension k of the Hilbert matrix. The k = 1, 2 cases
can be shown by hand. Then, assume the result holds for some k. Then, it remains to show
k+1∑
i,j=1
j
(
H−1k+1
)
ij
−
k∑
i,j=1
j
(
H−1k
)
ij
=
(k + 1)2((k + 1)2 + 1)
2
− k
2(k2 + 1)
2
= (2k + 1)(k2 + k + 1).
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First, not that for 1 ≤ i, j ≤ n,
(
H−1k+1
)
ij
= (−1)i+j(i+ j − 1)
(
(k + 1) + i− 1
(k + 1)− j
)(
(k + 1) + j − 1
(k + 1)− i
)(
i+ j − 2
i− 1
)2
=
(k + i)(k + j)
(k + 1− i)(k + 1− j)(−1)
i+j(i+ j − 1)
(
k + i− 1
k − j
)(
k + j − 1
k − i
)(
i+ j − 2
i− 1
)2
=
(k + i)(k + j)
(k + 1− i)(k + 1− j)
(
H−1k
)
ij
.
Then, we have the following calculation.
k+1∑
i,j=1
j
(
H−1k+1
)
ij
−
k∑
i,j=1
j
(
H−1k
)
ij
=
k∑
i,j=1
j
(
(k + i)(k + j)
(k + 1− i)(k + 1− j) − 1
)(
H−1k
)
ij
+
k∑
j=1
j
(
H−1k+1
)
k+1j
+
k∑
i=1
(k + 1)
(
H−1k+1
)
ik+1
+ (n+ 1)
(
H−1k+1
)
k+1k+1
=
k∑
i,j=1
j
(
(2k + 1)(i+ j − 1)
(k + 1− i)(k + 1− j)
)
(−1)i+j
i+ j − 1
∏k−1
n=0(i+ n)(j + n)
(i− 1)!(k − i)!(j − 1)!(k − j)!
+
k∑
j=1
(j + k + 1)
(−1)k+1+j
k + j
∏k
n=0(k + 1 + n)(j + n)
k!(j − 1)!(k + 1− j)!
+ (k + 1)
(−1)2k+2
2k + 1
∏k
n=0(k + 1 + n)(k + 1 + n)
k!k!
= (2k + 1)
 k∑
i,j=1
j
(−1)i+j
(k + 1− i)(k + 1− j)
∏k−1
n=0(i+ n)(j + n)
(i− 1)!(k − i)!(j − 1)!(k − j)!
+
k∑
j=1
(j + k + 1)(−1)k+1+j
∏k−1
n=0(k + 1 + n)(j + n)
k!(j − 1)!(k + 1− j)!
+(k + 1)
∏k−1
n=0(k + 1 + n)(k + 1 + n)
k!k!
)
= (2k + 1)
 k+1∑
i,j=1
j(−1)i+j
∏k−1
n=0(i+ n)(j + n)
(i− 1)!(k + 1− i)!(j − 1)!(k + 1− j)!

= (2k + 1)
 k∑
i,j=0
(j + 1)(−1)i+j
∏k−1
n=0(i+ 1 + n)(j + 1 + n)
i!(k − i)!j!(k − j)!

= (2k + 1)
 k∑
i,j=0
(j + 1)(−1)i+j
(
2i
i
)(
k + i
2i
)(
2j
j
)(
k + j
2j
)
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= (2k + 1)
 k∑
j=0
(j + 1)(−1)j+k
(
2j
j
)(
k + j
2j
)( k∑
i=0
(−1)i+k
(
2i
i
)(
k + i
2i
))
= (2k + 1)
 k∑
j=0
(j + 1)(−1)j+k
(
2j
j
)(
k + j
2j
)
= (2k + 1)(k2 + k + 1).
In the final two steps, Lemmas B.0.1 and B.0.2 were made use of.
Lemma B.0.1.
k∑
i=0
(−1)i+k
(
2i
i
)(
k + i
2i
)
= 1
Proof. Define function f as
f(k) :=
k∑
i=0
(−1)i+k
(
2i
i
)(
k + i
2i
)
for k ≥ 1. Then, define some function F with power series given by F (x) = ∑k≥1 f(k)xk for
|x| < 1. The goal will be to compute this power series representation of F by interchanging
order of summation and end up with a simple function. Then, by comparing coefficients of
the power series of this simple function, we end up with a formula for f(k). Pretty cool huh?
Surprisingly, this strategy works for a number of combinatorial summation formulas. Then,
compute as outlined.
F (x) =
∑
k≥1
f(k)xk =
∑
k≥1
xk
k∑
i=0
(−1)i+k
(
2i
i
)(
k + i
2i
)
=
∑
i≥1
∑
k≥i
xk(−1)i+k
(
2i
i
)(
k + i
2i
)
+
∑
k≥1
(−1)kxk
=
∑
i≥1
(
2i
i
)
x−i
∑
k≥i
(
k + i
2i
)
(−x)k+i + (−x)
∑
k≥0
(−x)k
=
∑
i≥1
(
2i
i
)
x−i
∑
m≥2i
(
m
2i
)
(−x)m + (−x) 1
1 + x
=
∑
i≥1
(
2i
i
)
x−i
(−x)2i
(1 + x)2i+1
− x
1 + x
, (reference [47])
=
∑
i≥1
(
2i
i
)
xi
(1 + x)2i+1
− x
1 + x
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=
1
1 + x
∑
i≥1
(
2i
i
)
yi − x
1 + x
, y =
x
(1 + x)2
=
1
1 + x
−1 +∑
i≥0
(
2i
i
)
yi
− x
1 + x
=
1
1 + x
(
−1 + 1√
1− 4y
)
− x
1 + x
, (reference [47])
=
1
1 + x
(
−1 + 1 + x
1− x
)
− x
1 + x
=
x
1− x
= x
∑
k≥0
xk
=
∑
k≥1
xk
Therefore, f(k) = 1 for all k ≥ 1 as needed.
Lemma B.0.2.
k∑
i=0
(i+ 1)(−1)i+k
(
2i
i
)(
k + i
2i
)
= k2 + k + 1
Proof. This proof will follow the same strategy as in Lemma B.0.1. Define function f as
f(k) :=
k∑
i=0
(i+ 1)(−1)i+k
(
2i
i
)(
k + i
2i
)
and some function F with power series given by F (x) =
∑
k≥1 f(k)x
k for |x| < 1. Then,
compute this power series as below.
F (x) =
∑
k≥1
f(k)xk =
∑
k≥1
xk
∑
i≥0
(i+ 1)(−1)i+k
(
2i
i
)(
k + i
2i
)
=
∑
i≥1
∑
k≥i
xk(i+ 1)(−1)i+k
(
2i
i
)(
k + i
2i
)
+
∑
k≥1
xk(−1)k
=
∑
i≥1
(i+ 1)
(
2i
i
)
x−i
∑
k≥i
(
k + i
2i
)
(−x)k+i + (−x)
∑
k≥0
xk(−1)k
=
∑
i≥1
(i+ 1)
(
2i
i
)
x−i
∑
m≥2i
(
m
2i
)
(−x)m + (−x) 1
1 + x
=
∑
i≥1
(i+ 1)
(
2i
i
)
x−i
(−x)2i
(1 + x)2i+1
− x
1 + x
, (reference [47])
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=
1
1 + x
∑
i≥1
(i+ 1)
(
2i
i
)(
x
(1 + x)2
)i
− x
1 + x
=
1
1 + x
∑
i≥1
(i+ 1)
(
2i
i
)
yi
− x
1 + x
, y =
x
(1 + x)2
=
1
1 + x
 d
dy
y
∑
i≥1
(
2i
i
)
yi
− x
1 + x
=
1
1 + x
 d
dy
y
−1 +∑
i≥0
(
2i
i
)
yi
− x
1 + x
=
1
1 + x
(
d
dy
y
(
−1 + 1√
1− 4y
))
− x
1 + x
, (reference [47])
=
1
1 + x
(
−1 + 1√
1− 4y +
2y
(1− 4y)3/2
)
− x
1 + x
=
1
1 + x
(
−1 + 1 + x
1− x +
2x(1 + x)
(1− x)3
)
− x
1 + x
=
x
1− x +
x
(1− x)2 +
x(1 + x)
(1− x)3
= x
∑
k≥0
xk +
∑
k≥1
kxk +
∑
k≥1
k2xk
=
∑
k≥1
(k2 + k + 1)xk
The final power series come from computing the first and second derivatives of the regular
geometric series. Therefore, f(k) = k2 + k + 1 as needed.
Theorem B.0.2.
k∑
i,j=1
i2
(
H−1k
)
ij
=
k∑
i,j=1
j2
(
H−1k
)
ij
=
k2(k4 + 4k2 + 1)
6
Proof. The strategy here is the same as in the proof of Theorem B.0.1. Again, utilize induction
on dimension k. The k = 1, 2 cases can be shown by hand. Assume the result holds for some
k. It remains to show
k+1∑
i,j=1
j2
(
H−1k+1
)
ij
−
k∑
i,j=1
j2
(
H−1k
)
ij
=
(2k + 1)(k4 + 2k3 + 5k2 + 4k + 2)
2
.
Then, performing the same calculation as in the proof of Theorem B.0.1, everything is identical
65
except the power of the j term.
k+1∑
i,j=1
j2
(
H−1k+1
)
ij
−
k∑
i,j=1
j2
(
H−1k
)
ij
= (2k + 1)
 k∑
j=0
(j + 1)2(−1)j+k
(
2j
j
)(
k + j
2j
)
= (2k + 1)
k4 + 2k3 + 5k2 + 4k + 2
2
.
Again, Lemma B.0.1 was needed. For the last step, Lemma B.0.3 is made use of.
Lemma B.0.3.
k∑
i=0
(i+ 1)2(−1)i+k
(
2i
i
)(
k + i
2i
)
=
k4 + 2k3 + 5k2 + 4k + 2
2
Proof. This proof will follow the same strategy as in Lemmas B.0.1 and B.0.2, so some details
are left out. Define function f as
f(k) :=
k∑
i=0
(i+ 1)2(−1)i+k
(
2i
i
)(
k + i
2i
)
and some function F with power series given by F (x) =
∑
k≥1 f(k)x
k for |x| < 1. Then,
compute this power series as below.
F (x) =
∑
k≥1
f(k)xk
=
1
1 + x
∑
i≥1
(i+ 1)2
(
2i
i
)
yi
− x
1 + x
, y =
x
(1 + x)2
=
1
1 + x
 d
dy
y
 d
dy
y
∑
i≥1
(
2i
i
)
yi
− x
1 + x
=
1
1 + x
((
d
dy
y
)2(
−1 + 1√
1− 4y
))
− x
1 + x
=
1
1 + x
(
d
dy
y
)(
−1 + 1√
1− 4y +
2y
(1− 4y)3/2
)
− x
1 + x
=
1
1 + x
(
−1 + 1√
1− 4y +
6y
(1− 4y)3/2 +
12y2
(1− 4y)5/2
)
− x
1 + x
=
1
1 + x
(
−1 + 1 + x
1− x +
6x(1 + x)
(1− x)3 +
12x2(1 + x)
(1− x)5
)
− x
1 + x
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=
x
1− x + 2
x
(1− x)2 +
5
2
x(1 + x)
(1− x)3 +
x(x2 + 4x+ 1)
(1− x)4 +
1
2
x(x3 + 11x2 + 11x+ 1)
(1− x)5
= x
∑
k≥0
xk + 2
∑
k≥1
kxk +
5
2
∑
k≥1
k2 +
∑
k≥1
k3xk +
1
2
∑
k≥1
k4xk
=
∑
k≥1
k4 + 2k3 + 5k2 + 4k + 2
2
xk
Therefore, f(k) = k
4+2k3+5k2+4k+2
2 as needed.
Theorem B.0.3.
k∑
j=1
j
(
H−1k
)
ij
= (k2 − i+ 1)
k∑
j=1
(
H−1k
)
ij
Proof. Proceed by means of induction on dimension k of the Hilbert matrix. The k = 1, 2 cases
can be shown by hand. Then, assume the result holds for some k. Then, it remains to show
k+1∑
j=1
j
(
H−1k+1
)
ij
−
k∑
j=1
j
(
H−1k
)
ij
= (2k + 1)(k2 + k + 1)(−1)k+1+i
∏k−1
n=0(i+ n)
(i− 1)!(k + 1− i)! .
Again, this is the same calculation as in Theorem B.0.1 with summation over j only, so many
steps are much the same.
k+1∑
j=1
j
(
H−1k+1
)
ij
−
k∑
j=1
j
(
H−1k
)
ij
=
k∑
j=1
j
(
(k + i)(k + j)
(k + 1− i)(k + 1− j) − 1
)(
H−1k
)
ij
+ (k + 1)
(
H−1k+1
)
ik+1
=
k∑
j=1
j
(
(2k + 1)(i+ j − 1)
(k + 1− i)(k + 1− j)
)
(−1)i+j
i+ j − 1
∏k−1
n=0(i+ n)(j + n)
(i− 1)!(k − i)!(j − 1)!(k − j)!
+ (k + 1)
(−1)k+1+i
k + i
∏k
n=0(k + 1 + n)(i+ n)
k!(i− 1)!(k + 1− i)!
= (2k + 1)
 k∑
j=1
j
(−1)i+j
(k + 1− i)(k + 1− j)
∏k−1
n=0(i+ n)(j + n)
(i− 1)!(k − i)!(j − 1)!(k − j)!
+ (k + 1)(−1)k+1+i
∏k−1
n=0(k + 1 + n)(i+ n)
k!(i− 1)!(k + 1− i)!
)
= (2k + 1)
k+1∑
j=1
j(−1)i+j
∏k−1
n=0(i+ n)(j + n)
(i− 1)!(k + 1− i)!(j − 1)!(k + 1− j)!

= (2k + 1)(−1)k+1+i
∏k−1
n=0(i+ n)
(i− 1)!(k + 1− i)!
 k∑
j=1
j(−1)j+k+1
∏k−1
n=0(j + n)
(j − 1)!(k + 1− j)!

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= (2k + 1)(−1)k+1+i
∏k−1
n=0(i+ n)
(i− 1)!(k + 1− i)!
 k∑
j=0
j(−1)j+k
∏k−1
n=0(j + 1 + n)
j!(k − j)!

= (2k + 1)(−1)k+1+i
∏k−1
n=0(i+ n)
(i− 1)!(k + 1− i)!
 k∑
j=0
j(−1)j+k
(
2j
j
)(
k + j
2j
)
= (2k + 1)(k2 + k + 1)(−1)k+1+i
∏k−1
n=0(i+ n)
(i− 1)!(k − i)! .
In the final step, Lemma B.0.2 was made use of.
As an alternative proof, Theorem B.0.1 can be shown directly by making use of B.0.3 in
addition to the identity
∑k
i,j=1
(
H−1k
)
ij
= n2 (2.14).
k∑
i,j=1
i
(
H−1k
)
ij
=
k∑
j=1
(
k∑
i=1
i
(
H−1k
)
ij
)
=
k∑
j=1
((
k2 − j + 1) k∑
i=1
(
H−1k
)
ij
)
= (k2 + 1)
k∑
i,j=1
(
H−1k
)
ij
−
k∑
i,j=1
j
(
H−1k
)
ij
= (k2 + 1)k2 −
k∑
i,j=1
i
(
H−1k
)
ij
⇒
k∑
i,j=1
i
(
H−1k
)
ij
=
k2(k2 + 1)
2
Here, the symmetry of Hk is made use of.
Remark B.0.1. There are many such summation formulas which can be shown for Hilbert ma-
trices using this same technique, many of them are quite interesting. Specifically,
∑k
i,j=1 i
p
(
H−1k
)
ij
can be computed for any positive integer p. The difficulty for larger p is seen by looking at
Lemma B.0.3. The difference seen will be p differentiations instead of only 2. This has been
considered in general, but difficult computations arise. I feel that there is an elegant proof of
such a general result, though I have not had the time or motivation to consider this. In addition,
just as Theorem B.0.3 can be used to show Theorem B.0.1 directly, a similar result established
through Lemma B.0.3 could be used to show Theorem B.0.2.
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APPENDIX C. SOLUTION GRADIENT FOR HEAT EQUATION
Below, the motivation of numerical flux choice (2.6) is provided. The main result was stated
in [26], but no proof was given. A proof is provided here.
Theorem C.0.4. (Solution gradient for the heat equation) Consider the the following heat
equation 
ut − uxx = 0
u(x, 0) = g(x)
where initial data g is smooth aside from one discontinuity at x = 0. Then, we have the
following.
ux(0, t) =
∞∑
m=0
2mtm√
4pit(2m− 1)!! [D
2mg] +
∞∑
m=0
2mtm
(2m)!!
D2m+1g
=
1√
4pit
[g] + ∂xg +
√
t
pi
[∂2xg] + t∂
3
xg + · · ·
Here, all jumps and averages of g are evaluated at x = 0 and the double factorial notation is
defined as follows.
n!! =

n · (n− 2) . . . 3 · 1, n > 0, odd
n · (n− 2) . . . 4 · 2, n > 0, even
0, n = −1, 0
Proof. Note first that the solution to the above heat equation is well known [18] and given as
follows.
u(x, t) =
1√
4pit
∫ ∞
−∞
e−(x−y)
2/(4t)g(y) dy
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Then, because g is smooth on (−∞, 0) and (0,∞), then it has a convergent power series on
each interval as given below.
g(y) =
∞∑
i=0
1
i!
Dig(0± )(y ± )i
on (0,±∞) for some  > 0. Then, taking limits as → 0+, we have that
g(y) =
∞∑
i=0
1
i!
Dig(0±)yi
on (0,±∞). Then, using the form of solution u(x, t) as given above, we have the following.
u(x, t) =
1√
4pit
(∫ ∞
0
e−(x−y)
2/(4t)g(y) dy +
∫ 0
−∞
e−(x−y)
2/(4t)g(y) dy
)
This implies that
ux(0, t) =
1√
4pit
(∫ ∞
0
y
2t
e−y
2/(4t)g(y) dy +
∫ 0
−∞
y
2t
e−y
2/(4t)g(y) dy
)
=
1√
4pit
(I1 + I2) ,
where,
I1 =
∫ ∞
0
y
2t
e−y
2/(4t)g(y) dy
=
∫ ∞
0
y
2t
e−y
2/(4t)
( ∞∑
i=0
1
i!
Dig(0+)yi
)
dy
=
∞∑
i=0
Dig(0+)
∫ ∞
0
yi+1
2ti!
e−y
2/(4t) dy
=
∞∑
m=0
D2mg(0+)
∫ ∞
0
y2m+1
2t(2m)!
e−y
2/(4t) dy +
∞∑
m=0
D2m+1g(0+)
∫ ∞
0
y2m+2
2t(2m+ 1)!
e−y
2/(4t) dy
=
∞∑
m=0
2m
(2m− 1)!! t
mD2mg(0+) +
∞∑
m=0
2m
(2m)!!
tm
√
4pitD2m+1g(0+).
Here, the result from Lemma C.0.4 was made use of. Similarly, we have the following calculation
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for I2.
I2 =
∫ 0
−∞
y
2t
e−y
2/(4t)g(y) dy
=
∫ 0
−∞
y
2t
e−y
2/(4t)
( ∞∑
i=0
1
i!
Dig(0−)yi
)
dy
=
∞∑
i=0
Dig(0−)
∫ 0
−∞
yi+1
2ti!
e−y
2/(4t) dy
=
∞∑
i=0
Dig(0−)
∫ ∞
0
(−y)i+1
2ti!
e−y
2/(4t) dy
=
∞∑
i=0
(−1)i+1Dig(0−)
∫ ∞
0
yi+1
2ti!
e−y
2/(4t) dy
= −
∞∑
m=0
2m
(2m− 1)!! t
mD2mg(0−) +
∞∑
m=0
2m
(2m)!!
tm
√
4pitD2m+1g(0−)
Therefore,
ux(0, t) =
1√
4pit
(I1 + I2)
=
∞∑
m=0
2mtm√
4pit(2m− 1)!! [D
2mg] +
∞∑
m=0
2mtm
(2m)!!
D2m+1g.
To obtain this result, the following Lemma is required.
Lemma C.0.4.
∫ ∞
0
yi+1
2ti!
e−y
2/(4t) dy =

2m
(2m−1)!! t
m, i = 2m, m ≥ 0
2m
(2m)!! t
m
√
4pit, i = 2m+ 1, m ≥ 0
Proof. Proceed by means of induction. Start with the following two bases cases. For i = 0, we
have the following. ∫ ∞
0
y
2t
e−y
2/(4t) dy = −e−y2/4t
∣∣∣∞
0
= −0 + 1 = 1
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For i = 1, we have the following.∫ ∞
0
y2
2t
e−y
2/(4t) dy =
∫ ∞
0
y∂y
(
−e−y2/(4t)
)
dy
= −ye−y2/(4t)
∣∣∣∞
0
+
∫ ∞
0
e−y
2/(4t) dy
= −0 + 0 + 1
2
√
pi
1/(4t)
=
√
pit
Then, assume the result holds for i = 2m and i = 2m+1 for some m ≥ 0. Then, for i = 2(m+1),
we have the following.∫ ∞
0
yi+1
2ti
e−y
2/(4t) dy =
∫ ∞
0
yi
i!
∂y
(
−e−y2/(4t)
)
dy
= −y
i
i!
e−y
2/(4t)
∣∣∣∞
0
+
∫ ∞
0
yi−1
(i− 1)!e
−y2/(4t) dy
= −0 + 0 +
∫ ∞
0
y2m+1
(2m+ 1)!
e−y
2/(4t) dy
=
2t
2m+ 1
∫ ∞
0
y2m+1
2t(2m)!
e−y
2/(4t) dy
=
2t
2m+ 1
2m
(2m− 1)!! t
m
=
2m+1
(2m+ 1)!!
tm+1
For i = 2(m+ 1) + 1, we have the following.∫ ∞
0
yi+1
2ti
e−y
2/(4t) dy =
∫ ∞
0
yi−1
(i− 1)!e
−y2/(4t) dy
=
∫ ∞
0
y(2m+1)+1
(2m+ 2)!
e−y
2/(4t) dy
=
2t
2m+ 2
∫ ∞
0
y(2m+1)+1
2t(2m+ 1)!
e−y
2/(4t) dy
=
2t
2m+ 2
2m
(2m)!!
tm
√
4pit
=
2m+1
(2(m+ 1))!!
tm+1
√
4pit
Thus ends the proof.
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