Identification of key regulators and regulatory pathways is an important step in the discovery of genes involved in cancer. Here, we propose a method to identify key regulators in prostate cancer (PCa) from a network constructed from gene expression datasets of PCa patients.
Introduction
Prostate is a gland of the male reproductive system which secretes seminal fluid in human adult (1) . According to World Health Report 2014, the cancer of prostate or Prostate cancer (PCa) in man is second most common cancer, after lung cancer, and is responsible for a fifth of cancer deaths in males worldwide (2) . PCa, based on the type of origin in prostate, can be classified into five types: (i) acinar adenocarcinoma, (ii) ductal adenocarcinoma, (iii) transitional cell (or urothelial) cancer, (iv) squamous cell cancer and (v) small cell prostate cancer, with adenocarcinomas being the most common, even though metastasis is much quicker in other types (3, 4) .
In recent years, gene expression studies using high-throughput techniques namely next generation sequencing, microarray and proteomics have led to the identification of new genes and pathways in PCa. The identification of novel key regulators is important as the current therapeutic modalities against PCa, including the use of antiandrogens and blocking androgen synthetic pathway (5) and using Luteinizing hormone-releasing hormone (LHRH) agonists and antagonists along with cytotoxic anticancer drugs, cause notable side effects (6, 7) . Moreover, PCa diagnosis, which is largely dependent on the Prostate specific antigen (PSA) and Digital rectal examination (DRE), has its own limitations (8, 9) . PSA is also elevated in benign prostatic hyperplasia and other noncancerous conditions (8) . This necessitates the discovery of more reliable biomarkers for better and early diagnosis, as well as identification of new targets other than the genes involved in androgen metabolism for the discovery and development of new and more potent drugs which have less toxicity and lesser side effects.
Genes are regulated in a coordinated way and the expression of one gene usually depends on the presence or absence of another gene (gene interaction). Network theory, which studies the relations between discrete objects through graphs as their representations, can be used to study complex gene regulatory networks which can have different types (random, scale-free, small world and hierarchical networks). The development of algorithms to study of these networks can provide an important tool to find/identify disease-associated genes in complex diseases such as cancer. Earlier, the network theory-based methods have been used to predict disease genes from networks generated using curated list of genes reported to be associated with the disease and mapping them to the human gene interaction network (HPRD database) (10) . In such approach, the studies have been limited to the curated gene list forming the network not completely representing the system and patient-specific information is not considered. Moreover, current studies on complex networks in human disease models to discover key disease genes rely mostly on clustering and identifying the high degree hubs or/and motif discovery from the networks (11, 12) . Therefore, the application of network theoretical methods to the PPI networks of cancer associated genes constructed from the corresponding genes by analyzing high-throughput gene expression datasets of human cancer patients may be used for better sensitivity and forecast in understanding the key regulating genes of the corresponding disease. The clinical impact of using patients' gene expression data over gene expression data from cancer cell lines will also give a systematic insight in predicting key regulator genes expressed in cancer and understanding their roles in disease manifestation and progression. In this study, we have used the gene expression data (RNAseq) of PCa patients to construct complex PPI network and analyze it. The study gives equal importance to the hubs, motifs and modules of the network to identify the key regulators and regulatory pathways not restricting only to overrepresented motifs or hubs identification, establishing a relationship between them in gene-disease association studies using network theory. The method used in this study is new and takes a holistic approach
Probability of degree distribution ( ):
It is the probability of a random node to have a degree out of the total number of nodes in the network and is represented as fraction of nodes having degree ( ), as shown in Equation (1) , where N k is the total number of nodes with degree and , total nodes in the network.
P(k) of random and small-world networks follow Poison distribution in degree distribution against degree, but most real-world networks, scale-free and hierarchical networks follow power
In hierarchical networks,  ~ 2.26 (mean-field value) indicating a modular organization at different topological levels (22, 23, 24) . Therefore, probability of degree distribution pattern defines the characteristic topology of a network.
Clustering coefficients C(k):
The strength of internal connectivity among the nodes neighbourhoods which quantifies the inherent clustering tendency of the nodes in the network is characterised by the Clustering coefficient C(k), which is the ratio between the number of triangular motifs formed by a node with its nearest neighbours and the maximum possible number of triangular motifs in the network. For any node i having degree k i in an undirected graph, C(k) can be expressed as Equation (2), where m i is the total number of edges among its nearest-neighbours. In scale-free networks C(k) ~ constant, but it exhibit power law in hierarchical network against degree, C(k) ~ k -α , with α ~ 1 (22, 23, 24) .
Neighbourhood connectivity C N (k). The node neighbourhood connectivity (average connectivity established by the nearest-neighbours of a node with degree k, represented by C N (k)
can be expressed as shown in Equation (3), where, P(q|k) is conditional probability of the links of a node with k connections to another node having q connections.
In hierarchical network topology, C N (k) exhibit power law against degree k, that is,
where, β ~0.5 (25) . Further, the positivity or negativity of the exponent β can be defined as, respectively, the assortivity or disassortivity nature of a network topology (26) .
Centrality measures. A node's global functional significance in regulating a network through information processing is estimated by the basic Centrality measures-Closeness centrality C C , Betweenness centrality C B and Eigenvector centrality C E (27) . Another centrality measure, Subgraph centrality C S is also used to describe the participation of nodes in other subgraphs in the network (28) . These centrality measures collectively determine the cost effectiveness and efficiency of information processing in a network.
The closeness centrality C C represents the total geodesic distance from a given node to all its other connected nodes. It represents the speed of spreading of information in a network from a node to other connected nodes (29) . C C of a node in a network is calculated by the division of total number of nodes in the network, n by sum of geodesic path lengths between nodes and which is represented by in Equation (4).
Betweenness Centrality is the measure of a node which is the share of all shortest-path traffic from all possible routes through nodes i to j. Thus, it characterizes a node's ability to benefit extraction from the information flow in the network (30) and its controlling ability of signal processing over other nodes in the network (31, 32) . If ( ) denotes the number of geodesic paths from node to node passing through node , then ( ) of node can be obtained by
, ; ≠ ≠
If M denotes the number of node pairs, excluding v, then normalized betweenness centrality is given by the Equation (6).
Eigenvector centrality C E is proportional to the sum of the centrality of all neighbours of a node and it reflects the intensity of these most prominent nodes influencing the signal processing in the network (33) . If nearest neighbours of node i in the network is denoted by nn(i) with eigenvalue  and eigenvector v i of eigen-value equations, =  ( ) where, A is the network adjacency matrix, can be shown by the Equation (7),
score corresponds to maximum positive eigenvalue,  max , of the principal eigenvector of A (34) . Since a node's function depends on the centralities of its neighbours, it varies across different networks association of high nodes; within closely connected locality of such nodes reduces the chances of isolation of nodes (33) . Thus, becomes a powerful indicator of information transmission power of a node in the network.
The subgraph centrality C S of a node calculates the number of subgraphs the node participates in a network. It can be calculated using eigenvalues and eigenvectors of adjacency matrix of the graph, as shown in Equation (8), where  j is the j th eigenvalue and v j (i), the i th element of the associated eigenvector. The weightages are higher for smaller graphs. Higher subgraph centrality of a node corresponds to better efficiency of information transmission and increase in essentiality of the node in the network (28, 35) .
Within-module degree and Participation coefficients of the hubs
In complex networks the characterization of hubs as high degree nodes with higher centrality values is incomplete without exploring the role of nodes at the modular levels (36) . The role of nodes at the modular level is determined through the participation of nodes in establishing links between the nodes within the module as well as outside the module and calculating the modular degree of the nodes. Within-module degree or Z-score, Z i , signifies the connections of a node i in the modules and categorizes a node as modular hub-node with high (Z i ≥ 2.5) signifying more intra-module connectivity of the node than inter-module, whereas, lower Z values, Z i < 2.5, categorizes as non-hub nodes with less intra-module connectivity (36) . The Z-score can be calculated as shown in Equation (9), where k i represents the number of links of node i to other nodes in its modules s i and ̅ , the average of degree (k) over all nodes in s i ; ̅ , is the
The participation coefficient, P i determines the participation of the node i in linking the nodes inside and outside its module (36) . P i values lie in the range of 0-1 with higher values corresponding to the participation of nodes in establishing links outside the modules with homogeneous distribution of its links among all modules, and if k is is taken to represent the number of links of node i to nodes in modules s and k i , the total degree of node i, P i can be calculated as in Equation (10), where, N M is the number of modules in the network.
Rich-club analysis
Identification of hubs in a network generally is done through general centrality measures, especially higher degree nodes are commonly considered as hubs and existence of high degree nodes in a network correlate with the local regulatory roles of these high degree hubs in the network (37) . This phenomenon of formation of rich club connection between high degree hubs exhibit the robustness of the network and the resilience when the hubs are targeted (38) . The existence of rich club phenomenon among hubs is investigated by calculating the Rich-club coefficients Φ(k) across the degree range (38) . Φ(k) is equivalent to the clustering coefficient among a subgroup of nodes with degrees ≥ k. In order to remove the random interconnection probability factor, normalization of the rich club coefficients can be done by the Equation (11),
where Φ rand (k) is the rich-club coefficient of random networks with similar size and degree sequence and Φ norm (k)>1 indicating a rich-club formation. This rich club phenomenon is associated with the assortivity nature of the networks and is important to understand the roles played by these hubs roles in the network integration and efficient transmission of signals (39) .
Tracking the key regulators in the networks
The most influential genes in the PCa network was identified first through calculating the centrality measures. Since, higher degree nodes have higher centrality values, top 103 highest degree nodes (Degree k ≥ 65) were considered among the hub nodes of the network for tracing the key regulators which may play important role in regulating the network. Then tracing of nodes from the primary network up to motif level G (3, 3) was done on the basis of representation of the respective nodes (proteins) across the sub modules obtained from Louvain method of community detection/ clustering. Finally, the hub-nodes (proteins) which were represented at the modules at every hierarchical level were considered as key regulators of the PCa network.
Functional association analysis of modules
The modules at all levels of hierarchy were analysed for their functional annotations with DAVID functional annotation tool (40, 41) . The functions and pathways with corrected p<0.05
were considered statistically significant.
Results

PPI network in PCa follows hierarchical scale-free topology composed of modules at five levels of hierarchy
From the interactome network of 3,871 PCa genes, the physical interacting PPI network of 2,960 proteins with 2,960 nodes and 20,372 edges was constructed as the primary network (Figure 1) .
Analysis of this primary PCa network showed that the network followed power law distributions for probability of node degree distribution, P(k), clustering coefficient C(k) and neighbourhood Table 1 ). After tracing hubs at every topological level, 19 (RPL11, RPL15, RPL19, RPL23A, RPL3, RPL5, RPL6, RPLP0, RPS11, RPS8, RPSA, HSPA5, NOP2, RANBP2, SNU13, CUL7, CCT4, ASHA1 and EIF3A) ( Table 1 & 2) were found to be the backbone of the network. These key regulators along with their (Table 3) .
Among these, modules C12 and C13 which were the largest and had the highest mean clustering coefficients C(k)=0.392 and 0.218, respectively, showing a functional homogeneity in the modules. These modules were analysed for their functional annotations with DAVID functional annotation tool (40, 41) to reveal association with different functions (Table 3) .
Hubs in the PCa network coordinate the modules acting as modular hubs
In complex hierarchical networks, the modularity of sub-communities and the roles played by the nodes in the modules is defined with the nodes Within-module Z score, Z i along with their Participation coefficients P i (36) . Z i gives the degree of the nodes within their modules, and P i describes the influence of a node inside the module, as well outside it, in terms of signal processing as well as maintaining network stabilization. Hence, Z i and P i were calculated for each node in the modules using Equations (9) & (10), respectively. Accordingly, within-module Z score, the nodes are classified as follows: 
Discussion
The real-world complex networks generally have hierarchically organized community structure, which is evident from fractal studies and scaling behaviour of these networks (22) . Even though there is no specific definition of communities or modules in a network, each community/module is established by densely interconnected nodes forming clusters around the hub nodes which generally have their own local properties and organization (43) . The hubs have highest interactions in the network due to their high-degree, constitute both intra-and intercommunities' interactions in the network in a hierarchical manner, and thus play a central role in information processing in the network (37) . The primary PPI PCa network constructed in this study for tracking the hubs up to the level of motifs led to the identification of 19 key regulators (hubs) from 3,871 genes found to be significantly overexpressed in human prostate adenocarcinomas.
There have been limited community finding methods in complex networks, among which the Newman and Girvan leading eigenvector algorithm (47) , is commonly used. However, in comparatively large complex networks, Louvain method, which is based on modularity, Q maximization/optimization (18) , is the most suitable, sensitive and comparatively faster. In our study, considering the size of the network and its sensitivity, we used Louvain method for community detection and while giving equal importance to the hubs, motifs and modules of the Figure 2B ).
The emergence of 11 RPs as key regulators in PCa is an important finding in this study. Besides, other non-ribosomal predicted key regulators identified in this study, of EIF3 has been studied in cancers (66, 67, 68) . Moreover, involvement of EIF3 complex in regulation of mTOR pathway, which is associated with many cancers (69, 70) , makes it an interesting protein to study for its regulatory role in PCa.
13,
The Heat shock protein family A (HSP70) member 5 (HSPA5) or glucose-regulated protein 78kDa (GRP78), is a chaperone localized in endoplasmic reticulum (ER) and involved in folding and assembly of proteins and plays an active role in unfolded protein response in ER stress, promoting cell survival which is a common process of escaping cell death in cancers (71, 72, 73 SUMOylation plays an important role in tumour progression (84) , the p150/importin /RANBP2
pathway may also play a significant role in PCa progression.
In PCa, p53 and AR are the most mutated genes reported according to COSMIC (15) .
Association of mutation in the androgen receptor gene (AR) which causes the mutated receptor to be always in activated state and continue to maintain androgen receptor mediated downstream signalling even in lower level of circulating androgens leading to discovery of androgen independency in prostate cancer (85) . A recent report suggests several mutations in the AR gene in different metastatic castration-resistance (CRPC) patients in prostate cancer suggesting AR mutants as a good biomarker candidate (86) . β-catenin and GSK-3β are other co-regulators of Androgen receptor and phosphorylation of AR by GSK-3β which inhibit AR driven transcription, but in prostate cancer, the increase in the activity of Akt suppression of GSK-3β due to phosphorylation helps in PCa progression (87, 88) . Out of the 19 key regulators identified in this study, 13
15) interact directly with p53 and other key regulators through them ( Figure 2C ). In the PCa network, AR interacted with these key regulators through p53 and GSK-3, which is its upstream regulator (87, 88) . The observations suggest an important regulatory role of the reported key regulators in regulating the functions mediated through p53 and AR in PCa. The findings reiterate the putative roles of these hubs in PCa manifestation and progression. This study may prove fundamental in characterizing the potential therapeutic targets and biomarkers for sensitive intervention and diagnosis of PCa.
It is to be noted that in this study the PCa PPI network follows Hierarchical scale free topology.
Along with the conventional centrality measures, C B ,C C ,C E and C S , probability degree distribution P(k), clustering coefficient C(k) and node neighbourhood connectivity distribution C N (k) are used to characterize a network whether one is scale-free, random, small-network or hierarchical network (22, 24, 42) . PCa PPI network follows power law distributions for probability of node degree distribution, P(k), clustering coefficient, C(k), and neighbourhood connectivity distribution against degree k with negative exponents (22) (Equation 12 ) (Figure   3 ), indicating the network falls in hierarchical-scale free behaviour which can exhibit systems level organization of modules/communities.
Since, node neighbourhood connectivity distribution C N (k) as a function of degree k obeys power law with negative exponent β, it shows its disassortative nature indicating that there is no signature of rich club formation among high degree nodes in the network (38) . Degree centrality is the most commonly used centrality measure used to define the hubs which are the high degree nodes in the network. This disassortivity may be due to the sparse distribution of the hubs among the modules playing key roles in coordinating specific function within each module as well as establishing the connections among the modules (38) . Furthermore, we used Louvain modularity optimization method (18) to detect, find communities and subcommunities and their organization at various levels of organization (Figure 2A) . The communities/subcommunities at various hierarchically organized levels also exhibited hierarchical scale-free topology, as was the case in the primary PCa network (Figure 3 ). This hierarchical organization shows the systematic coordinating role of the emerged modules/communities and hubs in regulating and maintaining the properties of the network (10) . In such type of networks, the centrality-lethality rule (37) is not obeyed which indicates that disturbing the hub/hubs in the network will not cause the whole network collapse.
Another important feature we found in PCa network is the observation of the nonmonotonic behaviour in the rich club formation in the PCa PPI network and across its hierarchy ( Figure 5 ). Since the study of complex hierarchical networks is incomplete without understanding the modularity of subcommunities and the roles played by the nodes in the modules, our study applied the approach to characterize the nodes in PCa network through defining their withinmodule Z score Z i with their participation coefficients P i (36) . In the PCa network many hub proteins act as modular kinless hubs or connector modular hubs maintaining the links within the modules as well as connecting other modules at the same level ( Figure 4A,4B,4C) . This shows the importance of the hub-proteins in the hierarchical organization of the network exhibiting their involvement in establishing links among the nodes in each module as well as among the modules in the network which are associated with specific functions.
The intermediate nodes in
Conclusions
This paper introduces a new method for finding key regulators in prostate adenocarcinomas using biological networks constructed from high throughput datasets of Prostate cancer patients.
The Network theoretical approach used here placed equal emphasis on the hubs, motifs and modules of the network to identify key regulators/regulatory pathways, not restricting only to overrepresented motifs or hubs. It established a relationship between hubs, modules and motifs.
The network used all genes associated with the disease, rather than using manually curated datasets. Highest degree hubs ( ≥ 65) were identified, out of which 19 were novel key regulators. The network, as evident from fractal nature in topological parameters, was a selforganized network and lacked a central control mechanism. Identification of novel key regulators in prostate cancer, particularly ribosomal proteins add new dimension to the understanding of PCa and its treatment and predicting key disease genes/pathways within network theoretical framework. This method can be used to any networks constructed from patients' datasets which follow hierarchical topology. 
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