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Abstract
In this paper we mainly investigate the Cauchy problem of a two-component Novikov sys-
tem. We first prove the local well-posedness of the system in Besov spaces Bs−1p,r × B
s
p,r with
p, r ∈ [1,∞], s > max{1 + 1
p
, 3
2
} by using the Littlewood-Paley theory and transport equations
theory. Then, by virtue of logarithmic interpolation inequalities and the Osgood lemma, we es-
tablish the local well-posedness of the system in the critical Besov space B
1
2
2,1
× B
3
2
2,1
. Moreover,
we present two blow-up criteria for the system by making use of the conservation laws.
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1 Introduction
In this paper we consider the Cauchy problem for the following two-component Novikov system:
ρt = ρxu
2 + ρuux,
mt = 3uxum+ u
2mx − ρ(uρ)x,
m = u− uxx,
ρ|t=0 = ρ0,m|t=0 = m0.
(1.1)
This system was proposed by Popowicz in [39], in which the author verified that (1.1) has a Hamiltonian
structure as follows [39]:  ρ
m

t
= K̂
 δHδρ
δH
δm
 ,
where H = 12
∫
R
mu− ρ2dx and
K̂ =
ρ−1∂ρ2(∂3 − 4∂x)−1ρ2∂ρ−1 3ρ−1∂ρ2(∂3 − 4∂x)−1m 13 ∂m 23
3m
2
3 ∂(∂3 − 4∂x)−1ρ2∂ρ−1 −ρ∂ρ+ 9m 23 ∂m 13 (∂3 − 4∂x)−1m 13 ∂m 23
 .
Note that G(x) , 12e
−|x| is the kernel of (1 − ∂2x)−1. Then G ∗m = u and the system (1.1) can be
expressed as the following hyperbolic type:
ρt = ρxu
2 + ρuux,
ut = u
2ux + ∂xG ∗ (u3 + 32uu2x − 12uρ2) + 12G ∗ (u3x − uxρ2),
ρ|t=0 = ρ0, u|t=0 = u0.
(1.2)
By setting ρ = 0, the system (1.1) reduces to
mt = 3uxum+ u
2mx, m = u− uxx,(1.3)
which is nothing but the famous Novikov equation derived in [38]. It was showed that (1.3) possesses a
bi-Hamiltonian structure and an infinite sequence of conserved quantities in [34]. Moreover, it admits
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exact peakon solutions u(t, x) = ±√ce|x−ct| with c > 0. It is worth mentioning that the peakons
are solitons and present the characteristic singularity of greatest height and largest amplitude, which
arise as solutions to the free-boundary problem for incompressible Euler equations over a flat bed, cf.
the discussions in [10, 15, 16, 45]. The above properties imply that peakons can be regarded as good
approximations to exact solutions of the governing equations for water waves.
The local well-posedness for (1.3) was studied in [47, 48, 50, 51]. Concretely, for initial profile
u0 ∈ Hs(R) with s > 32 , it was shown in [47, 51] that (1.3) has a unique solution in C([0, T );Hs(R)).
Moveover, the local well-posedness for (1.3) in Besov spaces C([0, T );Bsp,r(R)) with s > max(
3
2 , 1+
1
p
)
was proved in [48, 50]. The global existence of strong solutions were established in [47] under some
sign conditions and the blow-up phenomena of the strong solutions were shown in [51]. The global
weak solutions for (1.3) were studied in [37, 46].
The early motivation to investigate the Novikov equation is that it can be regarded as a general-
ization of the well-known Camassa-Holm equation (CH) [4, 18]:
mt + 2mxu+mux = 0, m = u− uxx.(1.4)
The most difference between the Novikov equation and the Camassa-Holm equation is that the former
has cubic nonlinearity and the latter has quadratic nonlinearity.
The Camassa-Holm equation was derived as a model for shallow water waves [4, 18]. It has been
investigated extensively because of its great physical significance in the past two decades. The CH
equation has a bi-Hamiltonian structure [6, 27] and is completely integrable [4, 7, 19]. The solitary wave
solutions of the CH equation were considered in [4, 5], where the authors showed that the CH equation
possesses peakon solutions of the form Ce−|x−Ct|. Constantin and Strauss verified that the peakon
solutions of the CH equation are orbitally stable in [21]. This means that the shape of soliton is stable.
This equation attracted attention also in the context of the relevance of integrable equations to the
modelling of tsunami waves, cf. the discussions in [11, 17, 35, 41, 42]. Also, an aspect of considerable
interest is the finite/infinite propagation speed associated to the solutions of the equation, see e.g.
[9, 25].
The local well-posedness for the CH equation was studied in [12, 13, 23, 40]. Concretely, for
initial profiles u0 ∈ Hs(R) with s > 32 , it was shown in [12, 13, 40] that the CH equation has a unique
solution in C([0, T );Hs(R)). Moveover, the local well-posedness for the CH equation in Besov spaces
C([0, T );Bsp,r(R)) with s > max(
3
2 , 1 +
1
p
) was proved in [23]. The global existence of strong solutions
were established in [8, 12, 13] under some sign conditions and it was shown in [8, 12, 13, 14] that the
solutions will blow up in finite time when the slope of initial data was bounded by a negative quantity.
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The global weak solutions for the CH equation were studied in [20] and [49]. The global conservative
and dissipative solutions of CH equation were presented in [2] and [3], respectively.
The one popular two-component generalization of the Camassa-Holm equation is the following
integrable two-component Camassa-Holm shallow water system (2CH) [22]:
mt + umx + 2uxm+ σρρx = 0,
ρt + (uρ)x = 0,
(1.5)
where m = u−uxx and σ = ±1. Local well-posedness for (2CH) with the initial data in Sobolev spaces
and in Besov spaces were established in [22, 26, 32]. The blow-up phenomena and global existence of
strong solutions to (2CH) in Sobolev spaces were derived in [26, 28, 32]. The existence of global weak
solutions for (2CH) with σ = 1 was investigated in [30].
The other one is the modified two-component Camassa-Holm system (M2CH) [33]:
mt + umx + 2uxm+ σρρx = 0,
ρt + (uρ)x = 0,
(1.6)
where m = u−uxx, ρ = (1−∂2x)(ρ−ρ0) and σ = ±1. Local well-posedness for (M2CH) with the initial
data in Sobolev spaces and in Besov spaces were established in [29] and [52] respectively. Blow up
phenomena of strong solution to (M2CH) were derived in [29]. The existence of global weak solutions
for (M2CH) with σ = 1 was investigated in [31]. The global conservative and dissipative solutions of
(M2CH) equation was proposed in [43] and [44] respectively.
To our best knowledge, the Cauchy problem of (1.2) has not been studied yet. In this paper
we first investigate the local well-posedness of (1.2) with initial data in Besov spaces Bs−1p,r × Bsp,r
with s > max{ 32 , 1 + 1p}. The main idea is based on the Littlewood-Paley theory and transport
equations theory. Then, we study the local well-posedness in the critical space B
1
2
2,1×B
3
2
2,1. We use the
Friedrich’s method to construct a sequence (ρn, un) to approach the solution. It seems that one can’t
obtain (ρn, un) is a Cauchy sequence in B
− 1
2
2,1 × B
1
2
2,1 as usual. By virtue of logarithmic interpolation
inequalities and the Osgood lemma, we deduce that (ρn, un) is a Cauchy sequence in B
− 1
2
2,∞ × B
1
2
2,∞.
Since the space B
− 1
2
2,∞ has low regularity, it follows that there are a lot of troubles when dealing with the
nonlinear term. However, making good use of Bony’s decomposition we can overcome these difficulties.
Finally, we present two blow-up criteria with the help of the ordinary differential equation for the flow
generated by −u2(t, x).
The paper is organized as follows. In Section 2 we introduce some preliminaries which will be used
in sequel. In Section 3 we prove the local well-posedness of (1.2) by using Littlewood-Paley theory
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and transport equations theory. Moreover, by virtue of logarithmic interpolation inequalities and the
Osgood lemma, we show the local well-posedness of (1.2) in the critical space. Section 4 is devoted to
the study of two blow-up criteria for strong solutions to (1.2).
2 Preliminaries
In this section, we first recall the Littlewood-Paley decomposition and Besov spaces (for more details
to see [1]). Let C be the annulus {ξ ∈ Rd∣∣ 34 ≤ |ξ| ≤ 83}. There exist radial functions χ and ϕ, valued
in the interval [0, 1], belonging respectively to D(B(0, 43 )) and D(C), and such that
∀ξ ∈ Rd, χ(ξ) +
∑
j≥0
ϕ(2−jξ) = 1,
|j − j′| ≥ 2⇒ Supp ϕ(2−jξ) ∩ Supp ϕ(2−j′ξ) = ∅,
j ≥ 1⇒ Supp χ(ξ) ∩ Supp ϕ(2−j′ξ) = ∅.
Define the set C˜ = B(0, 23 ) + C. Then we have
|j − j′| ≥ 5⇒ 2j′ C˜ ∩ 2jC = ∅.
Further, we have
∀ξ ∈ Rd, 1
2
≤ χ2(ξ) +
∑
j≥0
ϕ2(2−jξ) ≤ 1,
Denote F by the Fourier transform and F−1 by its inverse. From now on, we write h = F−1ϕ and
h˜ = F−1χ. The nonhomogeneous dyadic blocks ∆j are defined by
∆ju = 0 if j ≤ −2, ∆−1u = χ(D)u =
∫
Rd
h˜(y)u(x− y)dy,
and, ∆ju = ϕ(2
−jD)u = 2jd
∫
Rd
h(2jy)u(x− y)dy if j ≥ 0,
Sju =
∑
j′≤j−1
∆j′u.
The nonhomogeneous Besov spaces are denoted by Bsp,r(R
d), i.e.,
Bsp,r(R
d) =
{
u ∈ S′∣∣‖u‖Bsp,r(Rd) = (∑
j≥−1
2rjs‖∆ju‖rLp(Rd))
1
r <∞}.
Next we introduce some useful lemmas and propositions about Besov spaces which will be used in the
sequel.
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Proposition 2.1. [1] Let 1 ≤ p1 ≤ p2 ≤ ∞ and 1 ≤ r1 ≤ r2 ≤ ∞, and let s be a real number. Then
we have
Bsp1,r1(R
d) →֒ Bs−d(
1
p1
− 1
p2
)
p2,r2 (R
d).
If s > d
p
or s = d
p
, r = 1, we then have
Bsp,r(R
d) →֒ L∞(Rd).
Definition 2.2. [1] The nonhomogeneous paraproduct of v and u is defined by
Tuv ,
∑
j
Sj−1u∆jv.
The nonhomogeneous remainder of v and u is defined by
R(u, v) ,
∑
|k−j|≤1
∆ku∆jv.
We have the following Bony decomposition
uv = Tuv +R(u, v) + Tvu.
Proposition 2.3. [1] For any couple of real numbers (s, t) with t negative and any (p, r1, r2) in [1,∞]3,
there exists a constant C such that:
‖Tuv‖Bsp,r(Rd) ≤ C‖u‖L∞(Rd)‖Dkv‖Bs−kp,r (Rd),
‖Tuv‖Bs+tp,r (Rd) ≤ C‖u‖Bt∞,r1(Rd)‖D
kv‖
B
s−k
p,r2
(Rd),
where r = min{1, 1
r1
+ 1
r2
}.
Proposition 2.4. [1] A constant C exists which satisfies the following inequalities. Let (s1, s2) be in
R
2 and (p1, p2, r1, r2) be in [1,∞]4. Assume that
1
p
=
1
p1
+
1
p2
and
1
r
=
1
r1
+
1
r2
.
If s1 + s2 > 0, then we have, for any (u, v) in B
s1
p1,r1
×Bs2p2,r2 ,
‖R(u, v)‖
B
s1+s2
p,r (Rd)
≤ C
s1+s2+1
s1 + s2
‖u‖Bs1p1,r1(Rd)‖v‖Bs2p2,r2 (Rd).
If r = 1 and s1 + s2 = 0, then we have, for any (u, v) in B
s1
p1,r1
×Bs2p2,r2 ,
‖R(u, v)‖B0p,∞(Rd) ≤ C‖u‖Bs1p1,r1 (Rd)‖v‖Bs2p2,r2 (Rd).
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Corollary 2.5. [1] For any positive real number s and any (p, r) in [1,∞]2, the space L∞(Rd) ∩
Bsp,r(R
d) is an algebra, and a constant C exists such that
‖uv‖Bsp,r(Rd) ≤ C(‖u‖L∞(Rd)‖v‖Bsp,r(Rd) + ‖u‖Bsp,r(Rd)‖v‖L∞(Rd)).
If s > d
p
or s = d
p
, r = 1, then we have
‖uv‖Bsp,r(Rd) ≤ C‖u‖Bsp,r(Rd)‖v‖Bsp,r(Rd).
Lemma 2.6. [1] Let σ > 0, 1 ≤ r ≤ ∞ and 1 ≤ p ≤ p1 ≤ ∞. Let v be a vector field over Rd. Define
Rj = [v · ∇,∆j ]f . There exists a constant C such that
‖(2jσ‖Rj‖Lp(Rd))j‖lr ≤ C(‖∇v‖L∞(Rd)‖f‖Bσp,r(Rd) + ‖∇f‖Lp2(Rd)‖∇v‖Bσ−1p1,r(Rd)),
where 1
p2
= 1
p
− 1
p1
. Further, if σ < 1 then
‖(2jσ‖Rj‖Lp(Rd))j‖lr ≤ C‖∇v‖L∞(Rd)‖f‖Bσp,r(Rd).
Lemma 2.7. (Morse-type estimate, [1, 23]) Let σ > max{ d
p
, d2} and (p, r) in [1,∞]2. For any a ∈
Bσ−1p,r (R
d) and b ∈ Bσp,r(Rd), there exists a constant C such that
‖ab‖Bσ−1p,r (Rd) ≤ C‖a‖Bσ−1p,r (Rd)‖b‖Bσp,r(Rd).
The following two lemmas are crucial to study well-posedness in the critical space B
1
2
2,1(R).
Lemma 2.8. For any a ∈ B− 122,∞(R) and b ∈ B
1
2
2,1(R), there exists a constant C such that
‖ab‖
B
−
1
2
2,∞(R)
≤ C‖a‖
B
−
1
2
2,∞(R)
‖b‖
B
1
2
2,1(R)
.
Proof. Using Bony’s decomposition, we have ab = Tab + Tba + R(a, b). By virtue of Proposition 2.3,
we deduce that
‖Tab‖
B
−
1
2
2,∞(R)
≤ C‖a‖B−1∞,∞(R)‖b‖B 12
2,1(R)
≤ C‖a‖
B
−
1
2
2,∞(R)
‖b‖
B
1
2
2,1(R)
and
‖Tba‖
B
−
1
2
2,∞(R)
≤ C‖b‖L∞(R)‖a‖
B
−
1
2
2,∞(R)
≤ C‖a‖
B
−
1
2
2,∞(R)
‖b‖
B
1
2
2,1(R)
.
Taking advantage of Proposition 2.4, we infer that
‖R(a, b)‖
B
−
1
2
2,∞(R)
≤ ‖R(a, b)‖B0
1,∞(R)
≤ C‖a‖
B
−
1
2
2,∞(R)
‖b‖
B
1
2
2,1(R)
.
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Lemma 2.9. ([1]) Let f be a smooth function on Rd. Assume that f is homogeneous of degree m
away from a neighborhood of 0. Let s ∈ R and (p, r) ∈ [1,∞]. There exists a constant C such that
‖[Ta, f(D)]u‖Bs−m+1p,r ≤ C‖∇a‖L∞‖u‖Bsp,r .
Lemma 2.10. [24] For any f ∈ B 322,1(R), there exists a constant C such that
‖f‖
B
1
2
2,1(R)
≤ C‖f‖
B
1
2
2,∞(R)
ln
(
e+
‖f‖
B
3
2
2,1(R)
‖f‖
B
1
2
2,∞(R)
)
.
Remark 2.11. [1] Let s ∈ R, 1 ≤ p, r ≤ ∞, the following properties hold true.
(i) Bsp,r(R
d) is a Banach space and continuously embedding into S ′(Rd), where S ′(Rd) is the dual space
of the Schwartz space S(Rd).
(ii) If p, r <∞, then S(Rd) is dense in Bsp,r(Rd).
(iii) If un is a bounded sequence of B
s
p,r(R
d), then an element u ∈ Bsp,r(Rd) and a subsequence unk
exist such that
lim
k→∞
unk = u in S ′(Rd) and ‖u‖Bsp,r(Rd) ≤ C lim infk→∞ ‖unk‖Bsp,r(Rd).
(iv) Bs2,2(R
d) = Hs(Rd).
The following Osgood lemma appears as a substitution for Gronwall’s lemma.
Lemma 2.12. (Osgood’s lemma, [1]) Let ρ ≥ 0 be a measurable function, γ > 0 be a locally integrable
function and µ be a continuous and increasing function. Assume that, for some nonnegative real
number c, the function ρ satisfies
ρ(t) ≤ c+
∫ t
t0
γ(t′)µ(ρ(t′))dt′.
If c > 0, then −M(ρ(t)) +M(c) ≤
∫ t
t0
γ(t′)dt′ with M(x) =
∫ 1
x
dr
µ(r)
.
If c = 0 and µ satisfies the condition
∫ 1
0
dr
µ(r)
= +∞, then the function ρ = 0.
Remark 2.13. In this paper, we set µ(r) = r(1 − ln r) which satisfies the condition
∫ 1
0
dr
µ(r)
= +∞.
A simple calculation shows that M(x) = ln(1− lnx). Then, we deduce that
ρ(t) ≤ c
(
exp
∫ t
t0
−γ(t′)dt′
)
, if c > 0.
Now we introduce a priori estimates for the following transport equation
ft + v∇f = g,
f |t=0 = f0.
(2.1)
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Lemma 2.14. (A priori estimates in Besov spaces, [1]) Let 1 ≤ p ≤ p1 ≤ ∞, 1 ≤ r ≤ ∞, σ ≥
−dmin( 1
p1
, 1
p′
). For the solution f ∈ L∞(0, T ;Bσp,r(Rd)) of (2.1) with the velocity ∇v ∈ L1(0, T ;Bσp,r(Rd)∩
L∞(Rd)), the initial data f0 ∈ Bσp,r(Rd) and g ∈ L1(0, T ;Bσp,r(Rd)), we have
‖f(t)‖Bσp,r(Rd) ≤ ‖f0‖Bσp,r(Rd) +
∫ t
0
(
‖g(t′)‖Bσp,r(Rd) + CV ′p1(t′)‖f(t′)‖Bσp,r(Rd)
)
dt′,(2.2)
‖f‖L∞t (Bσp,r(Rd)) ≤
(
‖f0‖Bσp,r(Rd) +
∫ t
0
exp(−CVp1 (t′))‖g(t′)‖Bσp,r(Rd)dt′
)
exp(CVp1 (t)),(2.3)
where Vp1(t) =
∫ t
0
‖∇v‖
B
d
p1
p1,∞
(Rd)∩L∞(Rd)
if σ < 1 + d
p1
, Vp1(t) =
∫ t
0
‖∇v‖Bσ−1p1,r(Rd) if σ > 1 +
d
p1
or
σ = 1 + d
p1
, r = 1, and C is a constant depending only on σ, p, p1 and r.
Lemma 2.15. Let 1 ≤ p ≤ ∞, 1 ≤ r ≤ ∞, σ > max(12 , 1p ). For the solution f ∈ L∞(0, T ;Bσp,r(R)) of
(2.1) with the velocity v ∈ L1(0, T ;Bσ+1p,r (R)), the initial data f0 ∈ Bσp,r(R) and g ∈ L1(0, T ;Bσp,r(Rd)),
we have
‖f‖L∞t (Bσ−1p,r (R)) ≤
(
‖f0‖Bσ−1p,r (R) +
∫ t
0
exp(−CV (t′))‖g(t′)‖Bσ−1p,r (R)dt′
)
exp(CV (t)),(2.4)
where V (t) =
∫ t
0
‖v‖Bσ+1p,r (R) and C is a constant depending only on σ, p and r.
Proof. Applying Λ = (1− ∂xx)−1 to both sides of (2.1) with d = 1 yields that
(Λf)t + v(Λf)x = Λg + v(Λf)x − ∂xΛ(vf) + Λ(vxf).
Taking advantage of Lemma 2.14, we obtain that
‖f‖Bσ−1p,r ≤ C‖Λf‖Bσ+1p,r ≤ C exp(CV (t))
{
‖Λf0‖Bσ+1p,r +
∫ t
0
exp(−CV (t′))[‖Λg(t′)‖Bσ+1p,r (R)(2.5)
+ ‖v(Λf)x − ∂xΛ(vf)‖Bσ+1p,r + ‖Λ(vxf)‖Bσ+1p,r ]dt′
}
≤ C exp(CV (t))
{
‖f0‖Bσ−1p,r +
∫ t
0
exp(−CV (t′))[‖g(t′)‖Bσ−1p,r (R) + ‖vxf‖Bσ−1p,r
+ ‖v(Λf)x − ∂xΛ(vf)‖Bσ+1p,r ]dt′
}
.
By virtue of Lemma 2.7, we have
‖vxf‖Bσ−1p,r ≤ C‖vx‖Bσp,r‖f‖Bσ−1p,r ≤ C‖v‖Bσ+1p,r ‖f‖Bσ−1p,r .(2.6)
Note that v(Λf)x−∂xΛ(vf) = Tv(Λf)x+T(Λf)xv+R(v, (Λf)x)−∂xΛ(Tvf)−∂xΛ(Tfv)−∂xΛ(R(f, v)).
In view of Proposition 2.3 and 2.4, we have
‖T(Λf)xv‖Bσ+1p,r ≤ C‖(Λf)x‖L∞‖v‖Bσ+1p,r ≤ C‖f‖Bσ−1p,r ‖v‖Bσ+1p,r ,(2.7)
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‖R(v, (Λf)x)‖Bσ+1p,r ≤ C‖v‖B1∞,∞‖(Λf)x‖Bσp,r ≤ C‖f‖Bσ−1p,r ‖v‖Bσ+1p,r ,(2.8)
‖∂xΛ(Tfv)‖Bσ+1p,r ≤ C‖Tfv‖Bσ−1p,r ≤ C‖f‖B−1∞,∞‖v‖Bσ+1p,r ≤ C‖f‖Bσ−1p,r ‖v‖Bσ+1p,r ,(2.9)
‖∂xΛ(R(f, v))‖Bσ+1p,r ≤ C‖R(f, v)‖Bσp,r ≤ C‖f‖Bσ−1p,r ‖v‖B1∞,∞ ≤ C‖f‖Bσ−1p,r ‖v‖Bσ+1p,r .(2.10)
Since Tv(Λf)x − ∂xΛ(Tvf) = [Tv,Λ]f , it follows from Lemma 2.9 that
‖Tv(Λf)x − ∂xΛ(Tvf)‖Bσ+1p,r ≤ C‖vx‖L∞‖f‖Bσ−1p,r ≤ C‖f‖Bσ−1p,r ‖v‖Bσ+1p,r .(2.11)
Plugging (2.6)-(2.11) into (2.5), we deduce that
‖f‖Bσ−1p,r ≤ C exp(CV (t))
{
‖f0‖Bσ−1p,r +
∫ t
0
exp(−CV (t′))[‖g‖Bσ−1p,r + ‖v‖Bσ+1p,r ‖f‖Bσ−1p,r ]dt′
}
,(2.12)
or
exp(−CV (t))‖f‖Bσ−1p,r ≤ C
{
‖f0‖Bσ−1p,r +
∫ t
0
exp(−CV (t′))[‖g‖Bσ−1p,r + ‖v‖Bσ+1p,r ‖f‖Bσ−1p,r ]dt′
}
,(2.13)
Applying Gronwall’s inequality, we obtain the desire result.
Lemma 2.16. For the solution f ∈ L∞(0, T ;B1+
1
p
p,r (R)) of (2.1) with the velocity v ∈ L1(0, T ;B2+
1
p
p,r (R)),
the initial data f0 ∈ B1+
1
p
p,r (R) and g ∈ L1(0, T ;B1+
1
p
p,r (Rd)), we have
‖f‖
L∞t (B
1+ 1
p
p,r (R))
≤
(
‖f0‖
B
1+ 1
p
p,r (R)
+
∫ t
0
exp(−CV (t′))‖g(t′)‖
B
1+ 1
p
p,r (R)
dt′
)
exp(CV (t)),(2.14)
where V (t) =
∫ t
0
‖v‖
B
2+ 1
p
p,r (R)
and C is a constant depending only on p and r.
Proof. Applying Λ
1
2 = (1 − ∂xx)− 12 to both sides of (2.1) with d = 1 and by a similar method as in
Lemma 2.15, one can get the estimate. For the sake of conciseness, we omit the details here.
Notations. Since all function spaces in the following sections are over R, for simplicity, we drop
R in the notation of function spaces if there is no ambiguity.
3 Local well-posedness
In this section, we establish local well-posedness of the system (1.2) in Besov spaces. Our main results
can be stated as follows.
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Theorem 3.1. Let 1 ≤ p, r ≤ ∞, s > max{1+ 1
p
, 32} and (ρ0, u0) ∈ Bs−1p,r ×Bsp,r. There exists some
T > 0, such that the system (1.2) has a unique solution (ρ, u) in
Esp,r(T ) ,

C([0, T );Bs−1p,r )× C([0, T );Bsp,r) ∩C1([0, T );Bs−2p,r )× C1([0, T );Bs−1p,r ), if r <∞,
Cw([0, T );B
s−1
p,∞)× Cw([0, T );Bsp,∞) ∩ C0,1([0, T );Bs−2p,∞)× C0,1([0, T );Bs−1p,∞), if r =∞.
(3.1)
Moreover, the solution map S(t) : (ρ0, u0) 7→ (S(t)ρ0, S(t)u0) from Bs−1p,r ×Bsp,r to Es
′
p,r is Ho¨lder
continuous, that is
(3.2)
‖ρ1 − ρ2‖L∞(0,T ;Bs′−1p,r ) + ‖u1 − u2‖L∞(0,T ;Bs′p,r) ≤ C(‖ρ1(0) − ρ2(0)‖
θ
B
s−1
p,r
+ ‖u1(0) − u2(0)‖θBsp,r),
where θ = s− s′ ∈ (0, 1].
Remark 3.2. Thanks to Bs2,2 = H
s, by taking p = 2, r = 2 in Theorem 3.1 one can get the local well-
posedness of (1.2) in C([0, T );Hs−1)× C([0, T );Hs) ∩ C1([0, T );Hs−1)× C1([0, T );Hs−1), s > 32 .
Theorem 3.3. Let (ρ0, u0) ∈ B
1
2
2,1 ×B
3
2
2,1. There exists some T > 0, such that the system (1.2) has a
unique solution (ρ, u) in
C([0, T );B
1
2
2,1)× C([0, T );B
3
2
2,1) ∩ C1([0, T );B−
1
2
2,1 )× C1([0, T );B
1
2
2,1).
Moreover,
(3.3) sup
t∈[0,T )
‖ρ1(t)− ρ2(t)‖Bs′−1
2,1
+ sup
t∈[0,T )
‖u1(t)− u2(t)‖Bs′
2,1
≤ C(‖ρ1(0)− ρ2(0)‖
B
1
2
2,1
+ ‖u1(0)− u2(0)‖
B
3
2
2,1
)θ exp{−CT},
where θ = 32 − s′ ∈ (0, 1].
Remark 3.4. If ρ = 0, then Theorem 3.1 and Theorem 3.3 cover the local well-posedness results of
the Novikov equation obtained in [47, 51].
3.1. Proof of Theorem 3.1
In order to prove Theorem 3.1, we proceed as the following steps.
Step 1: First, we construct approximate solutions which are smooth solutions of some linear
equations. Starting for (ρ1, u1) , (S1ρ0, S1u0) we define by induction sequences (ρn, un)n≥1 by solving
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the following linear transport equations:
∂tρn+1 − u2n∂xρn+1 = ρnun∂xun,
∂tun+1 − u2n∂xun+1 = ∂xG ∗ (u3n + 32un(∂xun)2 − 12unρ2n) + 12G ∗ ((∂xun)3 − ∂xunρ2n),
(ρn+1, un+1)|t=0 = (Sn+1ρ0, Sn+1u0).
(3.4)
We assume that (ρn, un) ∈ L∞(0, T ;Bs−1p,r ) × L∞(0, T ;Bsp,r). Since s > max{1 + 1p , 2 − 1p}, if follows
that Bs−1p,r is an algebra, which leads to ρnun∂xun ∈ L∞(0, T ;Bs−1p,r ) and ∂xG ∗ (u3n + 32un(∂xun)2 −
unρ
2
n) +
1
2G ∗ ((∂xun)3 − ∂xunρ2n) ∈ L∞(0, T ;Bsp,r). By the theory of transport equations, we obtain
that (ρn+1, un+1) ∈ L∞(0, T ;Bs−1p,r )×L∞(0, T ;Bsp,r). For more details of the existence and uniqueness
of the above system, one can refer to Chapter 3 in [1].
Step 2: Next, we are going to find some positive T such that for this fixed T the approximate
solutions are uniformly bounded on [0, T ]. We define that Un(t) =
∫ t
0
‖un(t′)‖2Bsp,rdt′.
If s 6= 2 + 1
p
, by virtue of Lemma 2.14 with p1 = p, σ = s and p1 = p, σ = s − 1 respectively, we
infer that
(3.5) ‖un+1‖L∞t (Bsp,r) ≤ eCUn(t)
(
‖Sn+1u0‖Bsp,r
+
∫ t
0
e−CUn(t
′)‖∂xG ∗ (u3n +
3
2
un(∂xun)
2 − 1
2
unρ
2
n) +
1
2
G ∗ ((∂xun)3 − ∂xunρ2n)‖Bsp,rdt′
)
,
‖ρn+1‖L∞t (Bs−1p,r ) ≤ e
CUn(t)
(
‖Sn+1ρ0‖Bs−1p,r +
∫ t
0
e−CUn(t
′)‖ρnun∂xun‖Bs−1p,r dt′
)
(3.6)
≤ eCUn(t)
(
‖Sn+1ρ0‖Bs−1p,r + C
∫ t
0
e−CUn(t
′)‖ρn‖Bs−1p,r ‖un‖2Bsp,rdt′
)
,
Note that the operator (1− ∂xx)−1 is a multiplier of degree −2 and G ∗ f = (1− ∂xx)−1f , we deduce
that
‖∂xG ∗ (u3n +
3
2
un(∂xun)
2 − 1
2
unρ
2
n)‖Bsp,r ≤ C(‖u3n‖Bs−1p,r + ‖un(∂xun)2‖Bs−1p,r + ‖unρ2n‖Bs−1p,r )
(3.7)
≤ C(‖un‖3Bs−1p,r + ‖un‖Bs−1p,r ‖∂xun‖
2
B
s−1
p,r
+ ‖un‖Bs−1p,r ‖ρn‖2Bs−1p,r )
≤ C(‖un‖3Bsp,r + ‖un‖Bsp,r‖ρn‖
2
B
s−1
p,r
)
and
(3.8) ‖G ∗ ((∂xun)3 − ∂xunρ2n)‖Bsp,r ≤ C(‖(∂xun)3‖Bs−2p,r + ‖∂xunρ2n‖Bs−2p,r )
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≤ C(‖(∂xun)3‖Bs−1p,r + ‖∂xunρ2n‖Bs−1p,r ) ≤ C(‖un‖3Bsp,r + ‖un‖Bsp,r‖ρn‖2Bs−1p,r ).
Plugging (3.7) and (3.8) into (3.5), we obtain
(3.9) ‖un+1‖L∞t (Bsp,r) ≤ eCUn(t)
(
‖Sn+1u0‖Bsp,r+C
∫ t
0
e−CUn(t
′)(‖un‖3Bsp,r+‖un‖Bsp,r‖ρn‖2Bs−1p,r )dt
′
)
,
which together with (3.6) and Young’s inequality imply that
(3.10) ‖ρn+1‖L∞t (Bs−1p,r ) + ‖un+1‖L∞t (Bsp,r) ≤ e
CUn(t)
[
C(‖ρ0‖Bs−1p,r + ‖u0‖Bsp,r)
+ C
∫ t
0
e−CUn(t
′)(‖un‖Bsp,r + ‖ρn‖Bs−1p,r )3dt′
]
,
where we take C ≥ 1. We fix a T > 0 such that 4C3T (‖ρ0‖Bs−1p,r + ‖u0‖Bsp,r)2 < 1 and suppose that
∀t ∈ [0, T ], ‖ρn‖Bs−1p,r + ‖un‖Bsp,r ≤
C(‖ρ0‖Bs−1p,r + ‖u0‖Bsp,r)√
1− 4C3(‖ρ0‖Bs−1p,r + ‖u0‖Bsp,r)2t
≤
C(‖ρ0‖Bs−1p,r + ‖u0‖Bsp,r)√
1− 4C3(‖ρ0‖Bs−1p,r + ‖u0‖Bsp,r)2T
.
(3.11)
Since Un(t) =
∫ t
0
‖un(t′)‖2Bsp,rdt′, it follows that
eCUn(t)−CUn(t
′) ≤ exp
{∫ t
t′
C3(‖ρ0‖Bs−1p,r + ‖u0‖Bsp,r)2
1− 4C3(‖ρ0‖Bs−1p,r + ‖u0‖Bsp,r)2t
dτ
}
= 4
√√√√1− 4C3(‖ρ0‖Bs−1p,r + ‖u0‖Bsp,r)2t′
1− 4C3(‖ρ0‖Bs−1p,r + ‖u0‖Bsp,r )2t
,
(3.12)
eCUn(t) ≤ exp
{∫ t
0
C3(‖ρ0‖Bs−1p,r + ‖u0‖Bsp,r)2
1− 4C3(‖ρ0‖Bs−1p,r + ‖u0‖Bsp,r)2t
dτ
}
= 4
√
1
1− 4C3(‖ρ0‖Bs−1p,r + ‖u0‖Bsp,r)2t
.
(3.13)
Plugging (3.11)-(3.13) into (3.10) yields that
‖ρn+1‖L∞t (Bs−1p,r ) + ‖un+1‖L∞t (Bsp,r) ≤
(3.14)
4
√
1
1− 4C3(‖ρ0‖Bs−1p,r + ‖u0‖Bsp,r)2t
(
‖ρ0‖Bs−1p,r + ‖u0‖Bsp,r +
∫ t
0
C3(‖ρ0‖Bs−1p,r + ‖u0‖Bsp,r)3[
1− 4C3(‖ρ0‖Bs−1p,r + ‖u0‖Bsp,r)2t′
] 5
4
dt′
)
≤
C(‖ρ0‖Bs−1p,r + ‖u0‖Bsp,r)√
1− 4C3(‖ρ0‖Bs−1p,r + ‖u0‖Bsp,r)2t
.
Therefore, by induction, we obtain that (ρn, un) is bounded in L
∞(0, T ;Bs−1p,r )× L∞(0, T ;Bsp,r).
If s = 2 + 1
p
. Applying Lemma 2.16, we obtain that
‖ρn+1‖
L∞t (B
1+ 1
p
p,r )
≤ eCUn(t)
(
‖Sn+1ρ0‖
B
1+ 1
p
p,r
+
∫ t
0
e−CUn(t
′)‖ρnun∂xun‖
B
1+ 1
p
p,r
dt′
)
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≤ eCUn(t)
(
‖Sn+1ρ0‖
B
1+ 1
p
p,r
+ C
∫ t
0
e−CUn(t
′)‖ρn‖
B
1+ 1
p
p,r
‖un‖2
B
2+ 1
p
p,r
dt′
)
,
Taking advantage of Lemma 2.14 with p1 = p, σ = 2 +
1
p
and by the similar argument as s 6= 2 + 1
p
,
we deduce that
‖un+1‖
L∞t (B
2+ 1
p
p,r )
≤ eCUn(t)
(
‖Sn+1u0‖
B
2+ 1
p
p,r
+C
∫ t
0
e−CUn(t
′)(‖un‖3
B
2+ 1
p
p,r
+‖un‖
B
2+ 1
p
p,r
‖ρn‖2
B
1+ 1
p
p,r
)dt′
)
,
By the same token, we get (ρn, un) is bounded in L
∞(0, T ;B
1+ 1
p
p,r )× L∞(0, T ;B2+
1
p
p,r ).
Step 3: From now on, we are going to show that {(ρn, un)} is a Cauchy sequence in some Banach
space. For this purpose, we deduce from (3.4) that
∂t(ρn+m+1 − ρn+1)− u2n+m∂x(ρn+m+1 − ρn+1) = (u2n+m − u2n)∂xρn+1 +R1n,m,
∂t(un+m+1 − un+1)− u2n+m∂x(un+m+1 − un+1) = (u2n+m − u2n)∂xun+1 +R2n,m,
(3.15)
where R1n,m = ρm+num+n∂xun+m − ρnun∂xun, R2n,m = ∂xG ∗ [u3m+n − u3n + 32 [um+n(∂xum+n)2 −
un(∂xun)
2] + 12 (unρ
2
n − um+nρ2m+n)] + 12G ∗ [(∂xum+n)3 − (∂xun)3 + ∂xunρ2n − ∂xum+nρ2m+n].
By virtue of Lemma 2.15 with p1 = p and using the fact that {(ρn, un)} is bounded in L∞(0, T ;Bs−1p,r )×
L∞(0, T ;Bsp,r), we infer that
(3.16) ‖ρn+m+1 − ρn+1‖L∞(0,T ;Bs−2p,r ) ≤ C
(
‖Sn+m+1ρ0 − Sn+1ρ0‖Bs−2p,r
+
∫ T
0
‖(u2n+m − u2n)∂xρn+1‖Bs−2p,r + ‖R1n,m‖Bs−2p,r dt′
)
,
(3.17) ‖un+m+1 − un+1‖L∞(0,T ;Bs−1p,r ) ≤ C
(
‖Sn+m+1u0 − Sn+1u0‖Bs−1p,r
+
∫ T
0
‖(u2n+m − u2n)∂xun+1‖Bs−1p,r + ‖R2n,m‖Bs−1p,r dt′
)
.
Taking advantage of Lemma 2.7 with σ = s− 1 and d = 1, we have
(3.18) ‖(u2n+m − u2n)∂xρn+1‖Bs−2p,r ≤ C‖u2n+m − u2n‖Bs−1p,r ‖∂xρn+1‖Bs−2p,r
≤ C‖ρn+1‖Bs−1p,r ‖un+m − un‖Bs−1p,r ‖un+m + un‖Bs−1p,r ≤ C‖un+m − un‖Bs−1p,r ,
‖R1n,m‖Bs−2p,r ≤ ‖(ρm+n − ρn)un+m∂xun+m‖Bs−2p,r + ‖ρn(un+m∂xun+m − un∂xun)‖Bs−2p,r(3.19)
≤ C(‖ρm+n − ρn‖Bs−2p,r ‖un+m∂xun+m‖Bs−1p,r + ‖ρn‖Bs−1p,r ‖∂x(u2n+m − u2n)‖Bs−2p,r )
≤ C(‖ρm+n − ρn‖Bs−2p,r + ‖un+m − un‖Bs−1p,r ).
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Plugging (3.18) and (3.19) into (3.16) yields that
(3.20) ‖ρn+m+1 − ρn+1‖L∞(0,T ;Bs−2p,r ) ≤ C
(
‖Sn+m+1ρ0 − Sn+1ρ0‖Bs−2p,r
+
∫ T
0
‖(ρm+n − ρn)‖Bs−2p,r + ‖un+m − un‖Bs−1p,r dt′
)
.
Since Bs−1p,r is an algebra, we deduce that
‖(u2n+m − u2n)∂xun+1‖Bs−1p,r ≤ ‖un+m − un‖Bs−1p,r ‖un+m + un‖Bs−1p,r ‖∂xun+1‖Bs−1p,r ≤ C‖un+m − un‖Bs−1p,r .
(3.21)
Note that ‖∂xG ∗ f‖Bs−1p,r ≤ ‖f‖Bs−2p,r and ‖G ∗ f‖Bs−1p,r ≤ ‖f‖Bs−3p,r , we get
(3.22) ‖R2n,m‖Bs−1p,r ≤ C(‖u3m+n − u3n‖Bs−2p,r + ‖um+n(∂xum+n)2 − un(∂xun)2‖Bs−2p,r
+ ‖um+nρ2m+n − unρ2n‖Bs−2p,r + ‖(∂xum+n)3 − (∂xun)3‖Bs−3p,r + ‖∂xum+nρ2m+n − ∂xunρ2n‖Bs−3p,r ).
Since Bs−1p,r is an algebra, it follows that
‖u3m+n − u3n‖Bs−2p,r ≤ ‖u3m+n − u3n‖Bs−1p,r ≤ ‖um+n − un‖Bs−1p,r ‖u2m+n − um+nun + u2n‖Bs−1p,r ≤ C‖um+n − un‖Bs−1p,r .
(3.23)
By virtue of Lemma 2.7, we infer that
‖um+n(∂xum+n)2 − un(∂xun)2‖Bs−2p,r ≤ ‖(um+n − un)(∂xum+n)2‖Bs−2p,r + ‖un[(∂xum+n)2 − (∂xun)2]‖Bs−2p,r
(3.24)
≤ C(‖um+n − un‖Bs−1p,r ‖(∂xum+n)2‖Bs−1p,r + ‖un‖Bs−1p,r ‖(∂xum+n)2 − (∂xun)2‖Bs−2p,r )
≤ C(‖um+n − un‖Bs−1p,r + ‖∂xum+n − ∂xun‖Bs−2p,r ‖∂xum+n + ∂xun‖Bs−1p,r ) ≤ C‖um+n − un‖Bs−1p,r ,
‖(∂xum+n)3 − (∂xun)3‖Bs−3p,r ≤ ‖∂x(um+n − un)[(∂xum+n)2 − ∂xum+n∂xun + (∂xun)2]‖Bs−2p,r
(3.25)
≤ C(‖∂x(um+n − un)‖Bs−2p,r ‖[(∂xum+n)2 − ∂xum+n∂xun + (∂xun)2]‖Bs−1p,r ≤ C‖um+n − un‖Bs−1p,r ,
‖um+nρ2m+n − unρ2n‖Bs−2p,r ≤ ‖(um+n − un)ρ2m+n‖Bs−2p,r + ‖un(ρ2m+n − ρ2n)‖Bs−2p,r(3.26)
≤ ‖um+n − un‖Bs−2p,r ‖ρ2m+n‖Bs−1p,r + ‖un‖Bs−1p,r ‖ρ2m+n − ρ2n‖Bs−2p,r
≤ C(‖um+n − un‖Bs−1p,r + ‖ρm+n − ρn‖Bs−2p,r ‖ρm+n + ρn‖Bs−1p,r )
≤ C(‖um+n − un‖Bs−1p,r + ‖ρm+n − ρn‖Bs−2p,r ),
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‖∂xum+nρ2m+n − ∂xunρ2n‖Bs−3p,r ≤ ‖∂x(um+n − un)ρ2m+n‖Bs−2p,r + ‖∂xun(ρ2m+n − ρ2n)‖Bs−2p,r
(3.27)
≤ ‖∂x(um+n − un)‖Bs−2p,r ‖ρ2m+n‖Bs−1p,r + ‖∂xun‖Bs−1p,r ‖ρ2m+n − ρ2n‖Bs−2p,r
≤ C(‖um+n − un‖Bs−1p,r + ‖ρm+n − ρn‖Bs−2p,r ‖ρm+n + ρn‖Bs−1p,r )
≤ C(‖um+n − un‖Bs−1p,r + ‖ρm+n − ρn‖Bs−2p,r ).
Plugging (3.23)-(3.27) into (3.22) yields that
‖R2n,m‖Bs−1p,r ≤ C(‖um+n − un‖Bs−1p,r + ‖ρm+n − ρn‖Bs−2p,r ),(3.28)
which along with (3.17) and (3.21) leads to
(3.29) ‖un+m+1 − un+1‖L∞(0,T ;Bs−1p,r ) ≤ C
(
‖Sn+m+1u0 − Sn+1u0‖Bsp,r
+
∫ T
0
‖um+n − un‖Bs−1p,r + ‖ρm+n − ρn‖Bs−2p,r dt′
)
.
The above inequality together with (3.20) yields that
(3.30) ‖ρn+m+1 − ρn+1‖L∞(0,T ;Bs−2p,r ) + ‖un+m+1 − un+1‖L∞(0,T ;Bs−1p,r ) ≤
C
(
‖Sn+m+1ρ0−Sn+1ρ0‖Bs−1p,r +‖Sn+m+1u0−Sn+1u0‖Bsp,r+
∫ T
0
‖um+n−un‖Bs−1p,r +‖ρm+n−ρn‖Bs−2p,r dt′
)
.
By defining An,m(t) , ‖um+n − un‖Bs−1p,r + ‖ρm+n − ρn‖Bs−2p,r , we deduce that
An+1,m(t) ≤ C
(
An+1,m(0) +
∫ t
0
An,m(t
′)dt′
)
≤ C
(
2−n +
∫ t
0
An,m(t
′)dt′
)
.(3.31)
Arguing by induction, we get
sup
t∈[0,T ]
An+1,m(t) ≤
n∑
k=0
(CT )k
(k + 1)!
2−n +
(CT )n+1
(n+ 1)!
,(3.32)
which leads to An,m(t) → 0 as n → ∞, ∀m ∈ N. So {(ρn, un)} is a Cauchy sequence in
L∞(0, T ;Bs−2p,r ) × L∞(0, T ;Bs−1p,r ) and converges to some limit function (ρ, u) ∈ L∞(0, T ;Bs−2p,r ) ×
L∞(0, T ;Bs−1p,r ). Since (ρn, un) is bounded in L
∞(0, T ;Bs−1p,r )×L∞(0, T ;Bsp,r), the Fatou property for
Besov spaces yields that (ρ, u) also belongs to L∞(0, T ;Bs−1p,r )×L∞(0, T ;Bsp,r). An interpolation argu-
ment ensures that (ρn, un) converges to (ρ, u) in L
∞(0, T ;Bs
′−1
p,r )×L∞(0, T ;Bs
′
p,r) with s
′ < s. Passing
to the limit in (3.4), we deduce that (ρ, u) is indeed a solution of (1.2). By virtue of (1.2) and using
the fact thatBsp,r →֒ C0,1, we infer that (ρ, u) ∈ Esp,r. For more details, one can refer to Chapter 3 in [1].
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Step 4: Finally, we prove the uniqueness and stability of (1.2). Suppose that (ρ1, u1) and (ρ2, u2)
are two solutions of (1.2). Hence, we obtain that
∂t(ρ1 − ρ2)− u21∂x(ρ1 − ρ2) = (u21 − u22)∂xρ2 + ρ1u1∂xu1 − ρ2u2∂xu2,
∂t(u1 − u2)− u21∂x(u1 − u2) = (u21 − u22)∂xu2 +R(u1, u2, ρ1, ρ2),
(3.33)
where R(u1, u2, ρ1, ρ2) = ∂xG∗ [u31−u32+ 32 [u1(∂xu1)2−u2(∂xu2)2]+ 12 (u2ρ22−u1ρ21)]+ 12G∗ [(∂xu1)3−
(∂xu2)
3 + ∂xu2ρ
2
2 − ∂xu1ρ21]. By virtue of Lemma 2.14, we have
(3.34) ‖ρ1(t)− ρ2(t)‖Bs−2p,r ≤ C
(
‖ρ1(0)− ρ2(0)‖Bs−1p,r
+
∫ t
0
‖(u21(t′)− u22(t′))∂xρ2(t′)‖Bs−2p,r + ‖ρ1(t′)u1(t′)∂xu1(t′)− ρ2(t′)u2(t′)∂xu2(t′)‖Bs−2p,r dt′
)
,
(3.35) ‖u1(t)− u2(t)‖Bs−1p,r ≤ C
(
‖u1(0)− u2(0)‖Bsp,r
+
∫ t
0
‖(u21(t′)− u22(t′))∂xu2(t′)‖Bs−1p,r + ‖R(u1(t′), u2(t′), ρ1(t′), ρ2(t′))‖Bs−1p,r dt′
)
.
By a similar calculation as in Step 3, we get
‖(u21 − u22)∂xρ2‖Bs−2p,r + ‖ρ1u1∂xu1 − ρ2u2∂xu2‖Bs−2p,r ≤ C(‖ρ1 − ρ2‖Bs−2p,r + ‖u1 − u2‖Bs−1p,r ),(3.36)
‖(u21 − u22)∂xu2‖Bs−1p,r ≤ C‖u1 − u2‖Bs−1p,r ,(3.37)
‖R(u1, u2, ρ1, ρ2)‖Bs−1p,r ≤ C(‖ρ1 − ρ2‖Bs−2p,r + ‖u1 − u2‖Bs−1p,r ).(3.38)
Plugging (3.36)-(3.38) into (3.34) and (3.35) yields that
(3.39) ‖ρ1(t)− ρ2(t)‖Bs−2p,r + ‖u1(t)− u2(t)‖Bs−1p,r ≤ C
(
‖ρ1(0)− ρ2(0)‖Bs−1p,r + ‖u1(0)− u2(0)‖Bsp,r
+
∫ t
0
‖ρ1(t′)− ρ2(t′)‖Bs−2p,r + ‖u1(t′)− u2(t′)‖Bs−1p,r dt′
)
.
Using Gronwall’s inequality, we get
sup
t∈[0,T )
‖ρ1(t)− ρ2(t)‖Bs−2p,r + sup
t∈[0,T )
‖u1(t)− u2(t)‖Bs−1p,r ≤ C(‖ρ1(0)− ρ2(0)‖Bs−1p,r + ‖u1(0)− u2(0)‖Bsp,r).
(3.40)
Taking advantage of the interpolation argument ensures that
sup
t∈[0,T )
‖ρ1(t)− ρ2(t)‖Bs′−1p,r + sup
t∈[0,T )
‖u1(t)− u2(t)‖Bs′p,r ≤ C(‖ρ1(0)− ρ2(0)‖
θ
B
s−1
p,r
+ ‖u1(0)− u2(0)‖θBsp,r),
(3.41)
where θ = s − s′ ∈ (0, 1]. The above inequality implies the uniqueness. Consequently, we prove the
theorem by Steps 1-4.
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3.2. Proof of Theorem 3.3
Now we turn our attention to prove local well-posedness of (1.2) with initial data in the critical space
B
1
2
2,1 ×B
3
2
2,1.
Step 1: First, we construct the smooth approximate sequence (ρn, un) as in the previous subsec-
tion. We assume that (ρn, un) ∈ L∞(0, T ;B
1
2
2,1) × L∞(0, T ;B
3
2
2,1). Since B
1
2
2,1 is an algebra, one can
check that ρnun∂xun ∈ L∞(0, T ;B
1
2
2,1) and ∂xG∗(u3n+ 32un(∂xun)2−unρ2n)+ 12G∗((∂xun)3−∂xunρ2n) ∈
L∞(0, T ;B
3
2
2,1). Taking advantage of the theory of transport equations to (3.4), we obtain that
(ρn+1, un+1) ∈ L∞(0, T ;B
1
2
2,1)× L∞(0, T ;B
3
2
2,1).
Step 2: By a similar calculation as in Step 2 of the previous subsection . We can find a T satisfies
4C3T (‖ρ0‖
B
1
2
2,1
+ ‖u0‖
B
3
2
2,1
)2 < 1 such that
∀t ∈ [0, T ], ‖ρn‖
B
1
2
2,1
+ ‖un‖
B
3
2
2,1
≤
C(‖ρ0‖
B
1
2
2,1
+ ‖u0‖Bsp,r)√
1− 4C3(‖ρ0‖
B
1
2
2,1
+ ‖u0‖
B
3
2
2,1
)2T
,(3.42)
where C ≥ 1 is a constant independent of n and T .
Step 3: We are going to show that {(ρn, un)} is a Cauchy sequence in L∞(0, T ;B−
1
2
2,∞)×L∞(0, T ;B
1
2
2,∞).
Applying Lemma 2.14 to (3.15), we have
(3.43) ‖ρn+m+1 − ρn+1‖
L∞t (B
−
1
2
2,∞)
≤ C
(
‖Sn+m+1ρ0 − Sn+1ρ0‖
B
−
1
2
2,∞
+
∫ t
0
‖(u2n+m − u2n)∂xρn+1‖
B
−
1
2
2,∞
+ ‖R1n,m‖
B
−
1
2
2,∞
dt′
)
,
(3.44) ‖un+m+1 − un+1‖
L∞t (B
1
2
2,∞)
≤ C
(
‖Sn+m+1u0 − Sn+1u0‖
B
1
2
2,∞
+
∫ t
0
‖(u2n+m − u2n)∂xun+1‖
B
1
2
2,∞
+ ‖R2n,m‖
B
1
2
2,∞
dt′
)
.
By virtue of Lemma 2.8, we deduce that
(3.45) ‖(u2n+m − u2n)∂xρn+1‖
B
−
1
2
2,∞
≤ C‖u2n+m − u2n‖
B
1
2
2,1
‖∂xρn+1‖
B
−
1
2
2,∞
≤ C‖un+m − un‖
B
1
2
2,1
‖un+m + un‖
B
1
2
2,1
‖ρn+1‖
B
1
2
2,1
≤ C‖un+m − un‖
B
1
2
2,1
,
‖R1n,m‖
B
−
1
2
2,∞
≤ ‖(ρm+n − ρn)un+m∂xun+m‖
B
−
1
2
2,∞
+ ‖ρn(un+m∂xun+m − un∂xun)‖
B
−
1
2
2,∞
(3.46)
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≤ C(‖ρm+n − ρn‖
B
−
1
2
2,∞
‖un+m∂xun+m‖
B
1
2
2,1
+ ‖ρn‖
B
1
2
2,1
‖∂x(u2n+m − u2n)‖
B
−
1
2
2,∞
)
≤ C(‖ρm+n − ρn‖
B
−
1
2
2,∞
+ ‖u2n+m − u2n‖
B
1
2
2,1
)
≤ C(‖ρm+n − ρn‖
B
−
1
2
2,∞
+ ‖un+m − un‖
B
1
2
2,1
).
Plugging (3.45) and (3.46) into (3.43) yields that
(3.47) ‖ρn+m+1 − ρn+1‖
L∞t (B
−
1
2
2,∞)
≤ C
(
‖Sn+m+1ρ0 − Sn+1ρ0‖
B
−
1
2
2,∞
+
∫ t
0
‖ρm+n − ρn‖
B
−
1
2
2,∞
+ ‖un+m − un‖
B
1
2
2,1
dt′
)
.
Using the fact that B
1
2
2,1 →֒ B
1
2
2,∞ ∩ L∞, we obtain
(3.48)
‖(u2n+m − u2n)∂xun+1‖
B
1
2
2,∞
≤ C‖(u2n+m − u2n)∂xun+1‖
B
1
2
2,1
≤ C‖(u2n+m − u2n)‖
B
1
2
2,1
‖∂xun+1‖
B
1
2
2,1
≤ C‖un+m − un‖
B
1
2
2,1
‖un+m + un‖
B
1
2
2,1
‖un+1‖
B
3
2
2,1
≤ C‖un+m − un‖
B
1
2
2,1
.
Note that ‖∂xG ∗ f‖
B
1
2
2,∞
≤ ‖f‖
B
−
1
2
2,∞
and ‖G ∗ f‖
B
1
2
2,∞
≤ ‖f‖
B
−
1
2
2,∞
. Then, we get
(3.49) ‖R2n,m‖
B
1
2
2,∞
≤ C(‖u3m+n − u3n‖
B
−
1
2
2,∞
+ ‖um+n(∂xum+n)2 − un(∂xun)2‖
B
−
1
2
2,∞
+ ‖um+nρ2m+n − unρ2n‖
B
−
1
2
2,∞
+ ‖(∂xum+n)3 − (∂xun)3‖
B
−
1
2
2,∞
+ ‖∂xum+nρ2m+n − ∂xunρ2n‖
B
−
1
2
2,∞
).
By virtue of Lemma 2.8, we infer that
‖u3m+n − u3n‖
B
−
1
2
2,∞
≤ C‖um+n − un‖
B
1
2
2,1
‖u2m+n − um+nun + u2n‖
B
−
1
2
2,∞
≤ C‖um+n − un‖
B
1
2
2,1
,(3.50)
‖um+n(∂xum+n)2 − un(∂xun)2‖
B
−
1
2
2,∞
≤ ‖(um+n − un)(∂xum+n)2‖
B
−
1
2
2,∞
+ ‖un[(∂xum+n)2 − (∂xun)2]‖
B
−
1
2
2,∞
(3.51)
≤ C(‖um+n − un‖
B
1
2
2,1
‖(∂xum+n)2‖
B
−
1
2
2,∞
+ ‖un‖
B
1
2
2,1
‖(∂xum+n)2 − (∂xun)2‖
B
−
1
2
2,∞
)
≤ C(‖um+n − un‖
B
1
2
2,1
+ ‖∂xum+n − ∂xun‖
B
−
1
2
2,∞
‖∂xum+n + ∂xun‖
B
1
2
2,1
) ≤ C‖um+n − un‖
B
1
2
2,1
,
‖(∂xum+n)3 − (∂xun)3‖
B
−
1
2
2,∞
≤ ‖∂x(um+n − un)[(∂xum+n)2 − ∂xum+n∂xun + (∂xun)2]‖
B
−
1
2
2,∞
(3.52)
≤ C(‖∂x(um+n − un)‖
B
−
1
2
2,∞
‖[(∂xum+n)2 − ∂xum+n∂xun + (∂xun)2]‖
B
1
2
2,1
≤ C‖(um+n − un)‖
B
1
2
2,1
,
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‖um+nρ2m+n − unρ2n‖
B
−
1
2
2,∞
≤ ‖(um+n − un)ρ2m+n‖
B
−
1
2
2,∞
+ ‖un(ρ2m+n − ρ2n)‖
B
−
1
2
2,∞
(3.53)
≤ ‖um+n − un‖
B
−
1
2
2,∞
‖ρ2m+n‖
B
1
2
2,1
+ ‖un‖
B
1
2
2,1
‖ρ2m+n − ρ2n‖
B
−
1
2
2,∞
≤ C(‖um+n − un‖
B
1
2
2,1
+ ‖ρm+n − ρn‖
B
−
1
2
2,∞
‖ρm+n + ρn‖
B
1
2
2,1
)
≤ C(‖um+n − un‖
B
1
2
2,1
+ ‖ρm+n − ρn‖
B
−
1
2
2,∞
),
‖∂xum+nρ2m+n − ∂xunρ2n‖
B
−
1
2
2,∞
≤ ‖∂x(um+n − un)ρ2m+n‖
B
−
1
2
2,∞
+ ‖∂xun(ρ2m+n − ρ2n)‖
B
−
1
2
2,∞
(3.54)
≤ ‖∂x(um+n − un)‖
B
−
1
2
2,∞
‖ρ2m+n‖
B
1
2
2,1
+ ‖∂xun‖
B
1
2
2,1
‖ρ2m+n − ρ2n‖
B
−
1
2
2,∞
≤ C(‖um+n − un‖
B
1
2
2,1
+ ‖ρm+n − ρn‖
B
−
1
2
2,∞
‖ρm+n + ρn‖
B
1
2
2,1
)
≤ C(‖um+n − un‖
B
1
2
2,1
+ ‖ρm+n − ρn‖
B
−
1
2
2,∞
).
Plugging (3.50)-(3.54) into (3.49) yields that
‖R2n,m‖
B
−
1
2
2,∞
≤ C(‖um+n − un‖
B
1
2
2,1
+ ‖ρm+n − ρn‖
B
−
1
2
2,∞
),(3.55)
which together with (3.44) and (3.48) leads to
(3.56) ‖un+m+1 − un+1‖
L∞t (B
1
2
2,∞)
≤ C
(
‖Sn+m+1u0 − Sn+1u0‖
B
1
2
2,∞
+
∫ t
0
‖ρm+n − ρn‖
B
−
1
2
2,∞
+ ‖un+m − un‖
B
1
2
2,1
dt′
)
.
Hence, we deduce from the above inequality and (3.47) that
(3.57) ‖ρm+n+1 − ρn+1‖
L∞t (B
−
1
2
2,∞)
+ ‖un+m+1 − un+1‖
L∞t (B
1
2
2,∞)
≤ C
(
‖Sn+m+1ρ0−Sn+1ρ0‖
B
−
1
2
2,∞
+‖Sn+m+1u0−Sn+1u0‖
B
1
2
2,∞
+
∫ t
0
‖ρm+n−ρn‖
B
−
1
2
2,∞
+‖un+m−un‖
B
1
2
2,1
dt′
)
.
Applying Lemma 2.10 to the above inequality, we have
(3.58) ‖ρm+n+1 − ρn+1‖
L∞t (B
−
1
2
2,∞)
+ ‖un+m+1 − un+1‖
L∞t (B
1
2
2,∞)
≤ C
(
an,m +
∫ t
0
‖ρm+n − ρn‖
B
−
1
2
2,∞
+ ‖un+m − un‖
B
1
2
2,∞
ln(e +
‖un+m − un‖
B
3
2
2,1
‖un+m − un‖
B
1
2
2,1
)dt′
)
,
where an,m = ‖Sn+m+1ρ0−Sn+1ρ0‖
B
−
1
2
2,∞
+ ‖Sn+m+1u0−Sn+1u0‖
B
1
2
2,∞
. Since the function x ln(e+ c
x
)
with c > 0 is nondecreasing, it follows that
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(3.59) ‖ρm+n+1 − ρn+1‖
L∞t (B
−
1
2
2,∞)
+ ‖un+m+1 − un+1‖
L∞t (B
1
2
2,∞)
≤ C
(
an,m+
∫ t
0
(‖ρm+n−ρn‖
B
−
1
2
2,∞
+‖un+m−un‖
B
1
2
2,∞
) ln(e+
C
(‖ρm+n − ρn‖
B
−
1
2
2,∞
+ ‖un+m − un‖
B
1
2
2,∞
)
)dt′
)
,
By defining An,m(t) , ‖ρm+n − ρn‖
B
−
1
2
2,∞
+ ‖un+m − un‖
B
1
2
2,∞
, we obtain
An+1,m(t) ≤ C
(
an,m +
∫ t
0
An,m(t
′) ln(e+
C
An,m(t′)
)dt′
)
≤ C
(
an,m +
∫ t
0
An,m(t
′)(1− ln An,m(t
′)
C
)dt′
)
.
(3.60)
Let An(t) = supmAn,m(t) and an = supm an,m. As the function x(1 − ln xC ) is nondecreasing in
x ∈ [0, C), we get
An+1(t) ≤ C
(
an +
∫ t
0
An(t
′)(1 − ln An(t
′)
C
)dt′
)
,(3.61)
which together with Lebesgue’s dominated convergence theorem leads to
A˜(t) , lim sup
n→∞
An+1(t) ≤ C
∫ t
0
A˜(t′)(1 − ln A˜(t
′)
C
)dt.(3.62)
Taking advantage of Lemma 2.12, we deduce that A˜(t) = 0. In other words {(ρn, un)} is a Cauchy se-
quence in L∞(0, T ;B
− 1
2
2,∞)×L∞(0, T ;B
1
2
2,∞) and converges to some limit function (ρ, u) ∈ L∞(0, T ;B−
1
2
2,∞)×
L∞(0, T ;B
1
2
2,∞) . By the similar argument as in Step 3 of the previous subsection, we verify that
(ρ, u) ∈ C([0, T );B 122,1)×C([0, T );B
3
2
2,1)∩C1([0, T );B−
1
2
2,1 )×C1([0, T );B
1
2
2,1) is indeed a solution of (1.2).
Step 4: Finally, we prove the uniqueness of (1.2). Applying Lemma 2.14 to (3.33), we have
(3.63) ‖ρ1(t)− ρ2(t)‖
B
−
1
2
2,∞
≤ C
(
‖ρ1(0)− ρ2(0)‖
B
−
1
2
2,∞
+
∫ t
0
‖(u21(t′)− u22(t′))∂xρ2(t′)‖
B
−
1
2
2,∞
+ ‖ρ1(t′)u1(t′)∂xu1(t′)− ρ2(t′)u2(t′)∂xu2(t′)‖
B
−
1
2
2,∞
dt′
)
,
(3.64) ‖u1(t)− u2(t)‖
B
1
2
2,∞
≤ C
(
‖u1(0)− u2(0)‖
B
1
2
2,∞
+
∫ t
0
‖(u21(t′)− u22(t′))∂xu2(t′)‖
B
1
2
2,∞
+ ‖R(u1(t′), u2(t′), ρ1(t′), ρ2(t′))‖
B
1
2
2,∞
dt′
)
.
By a similar calculation as in Step 3, we get
‖(u21 − u22)∂xρ2‖
B
−
1
2
2,∞
+ ‖ρ1u1∂xu1 − ρ2u2∂xu2‖
B
−
1
2
2,∞
≤ C(‖ρ1 − ρ2‖
B
−
1
2
2,∞
+ ‖u1 − u2‖
B
1
2
2,1
),(3.65)
‖(u21 − u22)∂xu2‖
B
1
2
2,∞
≤ C‖u1 − u2‖
B
1
2
2,1
,(3.66)
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‖R(u1, u2, ρ1, ρ2)‖
B
1
2
2,∞
≤ C(‖ρ1 − ρ2‖
B
−
1
2
2,∞
+ ‖u1 − u2‖
B
1
2
2,1
).(3.67)
Plugging (3.65)-(3.67) into (3.63) and (3.64) yields that
(3.68) ‖ρ1(t)− ρ2(t)‖
B
−
1
2
2,∞
+ ‖u1(t)− u2(t)‖
B
1
2
2,∞
≤ C
(
‖ρ1(0)− ρ2(0)‖
B
−
1
2
2,∞
+ ‖u1(0)− u2(0)‖
B
1
2
2,∞
+
∫ t
0
‖ρ1(t′)− ρ2(t′)‖
B
−
1
2
2,∞
+ ‖u1(t′)− u2(t′)‖
B
1
2
2,1
dt′
)
.
Applying Lemma 2.10 to the above inequality, we have
(3.69) ‖ρ1(t)− ρ2(t)‖
B
−
1
2
2,∞
+ ‖u1(t)− u2(t)‖
B
1
2
2,∞
≤ C
(
‖ρ1(0)− ρ2(0)‖
B
−
1
2
2,∞
+ ‖u1(0)− u2(0)‖
B
1
2
2,∞
+
∫ t
0
‖ρ1(t′)− ρ2(t′)‖
B
−
1
2
2,∞
+ ‖u1(t′)− u2(t′)‖
B
1
2
2,∞
ln(e+
C
‖u1(t′)− u2(t′)‖
B
1
2
2,∞
)dt′
)
.
Since the function x ln(e+ c
x
) is nondecreasing, it follows that
A(t) ≤ C
(
A(0) +
∫ t
0
(A(t′) ln(e +
C
A(t′)
)dt′
)
≤ C
(
A(0) +
∫ t
0
A(t′)(1− ln A(t
′)
C
)dt′
)
,(3.70)
where A(t) = ‖ρ1(t)− ρ2(t)‖
B
−
1
2
2,∞
+ ‖u1(t)− u2(t)‖
B
1
2
2,∞
. By virtue of Lemma 2.12, we verify that
‖ρ1(t)− ρ2(t)‖
B
−
1
2
2,∞
+ ‖u1(t)− u2(t)‖
B
1
2
2,∞
≤ C(‖ρ1(0)− ρ2(0)‖
B
−
1
2
2,∞
+ ‖u1(0)− u2(0)‖
B
1
2
2,∞
)exp{−Ct}
≤ C(‖ρ1(0)− ρ2(0)‖
B
1
2
2,1
+ ‖u1(0)− u2(0)‖
B
3
2
2,1
)exp{−Ct},(3.71)
Taking advantage of the interpolation argument ensures that
(3.72) sup
t∈[0,T )
‖ρ1(t)− ρ2(t)‖Bs′−1
2,1
+ sup
t∈[0,T )
‖u1(t)− u2(t)‖Bs′
2,1
≤ C(‖ρ1(0)− ρ2(0)‖
B
1
2
2,1
+ ‖u1(0)− u2(0)‖
B
3
2
2,1
)θ exp{−Ct},
where θ = 32 − s′ ∈ (0, 1]. The above inequality implies the uniqueness. Consequently, we prove the
theorem by Steps 1-4.
4 Blow-up criteria
In this section, we present two blow-up criteria for (1.1). Our first result can be stated as follows.
Theorem 4.1. Let (ρ0, u0) ∈ B
1
2
2,1(R)×B
3
2
2,1(R) and let T be the maximal existence time of the solution
(ρ, u) to (1.2). Then the solution blows up in finite time if and only if∫ T
0
‖u(t)‖2L∞ + ‖ux(t)‖2L∞ + ‖ρ‖2L∞dt =∞.
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Proof. Applying ∆j to (1.2) yields that
∆jρt −∆jρxu2 = R1j +∆j(ρuux),
∆jut −∆juxu2 = R2j +∆j∂xG ∗ (u3 + 32uu2x − 12uρ2) + 12∆jG ∗ (u3x − uxρ2),
∆jρ|t=0 = ∆jρ0,∆ju|t=0 = ∆ju0,
(4.1)
where R1j = ∆j(ρxu
2) − ∆jρxu2 and R2j = ∆j(uxu2) − ∆juxu2. Multiplying both sides of the first
equation of (4.1) by ∆jρ and integrating over R with respect to x, we obtain
d
dt
1
2
∫
R
(∆jρ)
2 −
∫
R
∆jρ∆jρxu
2 =
∫
R
∆jρR
1
j +
∫
R
∆jρ∆j(ρuux).(4.2)
Using Ho¨lder’s inequality and integration by parts, we deduce that
‖∆jρ‖L2 ≤ ‖∆jρ0‖L2 + C
∫ t
0
‖∆jρ‖L2‖u‖L∞‖ux‖L∞ + ‖R1j‖L2 + ‖∆j(ρuux)‖L2dt′.(4.3)
By the same token, we get
(4.4) ‖∆ju‖L2 ≤ ‖∆ju0‖L2 + C
∫ t
0
‖∆ju‖L2‖u‖L∞‖ux‖L∞ + ‖R2j‖L2
+ ‖∆j∂xG ∗ (u3 + 3
2
uu2x −
1
2
uρ2) +
1
2
∆jG ∗ (u3x − uxρ2)‖L2dt′.
Multiplying both sides of (4.3) by 2
1
2
j and taking l1-norm, we deduce that
‖ρ‖
B
1
2
2,1
≤ ‖ρ0‖
B
1
2
2,1
+ C
∫ t
0
‖ρ‖
B
1
2
2,1
‖u‖L∞‖ux‖L∞ + ‖2 12 j‖R1j‖L2‖l1 + ‖ρuux‖
B
1
2
2,1
dt′.(4.5)
By virtue of Lemma 2.6, we obtain
‖2 12 j‖R1j‖L2‖l1 ≤ C‖ρ‖
B
1
2
2,1
‖(u2)x‖L∞ ≤ C‖ρ‖
B
1
2
2,1
‖u‖L∞‖ux‖L∞ .(4.6)
Plugging (4.6) into (4.5) yields that
‖ρ‖
B
1
2
2,1
≤ ‖ρ0‖
B
1
2
2,1
+ C
∫ t
0
‖ρ‖
B
1
2
2,1
‖u‖L∞‖ux‖L∞ + ‖ρuux‖
B
1
2
2,1
dt′(4.7)
≤ ‖ρ0‖
B
1
2
2,1
+ C
∫ t
0
‖ρ‖
B
1
2
2,1
‖u‖L∞‖ux‖L∞ + ‖ρ‖L∞‖(u2)x‖
B
1
2
2,1
dt′
≤ ‖ρ0‖
B
1
2
2,1
+ C
∫ t
0
‖ρ‖
B
1
2
2,1
‖u‖L∞‖ux‖L∞ + ‖ρ‖L∞‖u‖L∞‖u‖
B
3
2
2,1
dt′.
Multiplying both sides of (4.4) by 2
3
2
j and taking l1-norm, we infer that
(4.8) ‖u‖
B
3
2
2,1
≤ ‖u0‖
B
3
2
2,1
+ C
∫ t
0
‖u‖
B
3
2
2,1
‖u‖L∞‖ux‖L∞ + ‖2 32 j‖R2j‖L2‖l1
+ ‖u3‖
B
1
2
2,1
+ ‖uu2x‖
B
1
2
2,1
+ ‖uρ2‖
B
1
2
2,1
+ ‖u3x‖
B
1
2
2,1
+ ‖uxρ2‖
B
1
2
2,1
dt′.
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By virtue of Lemma 2.6, we get
‖2 32 j‖R2j‖L2‖l1 ≤ C‖u‖
B
3
2
2,1
‖(u2)x‖L∞ ≤ C‖u‖
B
3
2
2,1
‖u‖L∞‖ux‖L∞ .(4.9)
Plugging (4.9) into (4.8) yields that
‖u‖
B
3
2
2,1
≤ ‖u0‖
B
3
2
2,1
+ C
∫ t
0
‖u‖
B
3
2
2,1
‖u‖L∞‖ux‖L∞(4.10)
+ ‖u3‖
B
1
2
2,1
+ ‖uu2x‖
B
1
2
2,1
+ ‖uρ2‖
B
1
2
2,1
+ ‖u3x‖
B
1
2
2,1
+ ‖uxρ2‖
B
1
2
2,1
dt′
≤ ‖u0‖
B
3
2
2,1
+ C
∫ t
0
‖u‖
B
3
2
2,1
(‖u‖2L∞ + ‖ux‖2L∞ + ‖ρ‖2L∞)
+ ‖ρ‖
B
1
2
2,1
‖ρ‖L∞(‖u‖L∞ + ‖ux‖L∞)dt′.
Combining (4.7) and (4.8), we have
(4.11)
‖ρ‖
B
1
2
2,1
+ ‖u‖
B
3
2
2,1
≤ ‖ρ0‖
B
1
2
2,1
+ ‖u0‖
B
3
2
2,1
+C
∫ t
0
(‖u‖
B
3
2
2,1
+ ‖ρ‖
B
1
2
2,1
)(‖u‖2L∞ + ‖ux‖2L∞ + ‖ρ‖2L∞)dt′.
Taking advantage of Gronwall’s inequality, we get
‖ρ‖
B
1
2
2,1
+ ‖u‖
B
3
2
2,1
≤ (‖ρ0‖
B
1
2
2,1
+ ‖u0‖
B
3
2
2,1
) exp{
∫ t
0
C(‖u‖2L∞ + ‖ux‖2L∞ + ‖ρ‖2L∞)dt′}.(4.12)
Therefore, if T <∞ satisfies that ∫ T
0
‖u‖2L∞ + ‖ux‖2L∞ + ‖ρ‖2L∞dt′ <∞, then we deduce from (4.12)
that
lim sup
t→T
(‖ρ(t)‖
B
1
2
2,1
+ ‖u(t)‖
B
3
2
2,1
) <∞,(4.13)
which contradicts the assumption that T is the maximal existence time.
Remark 4.2. Following the similar proof of Theorem 4.1, one can obtain the same blow-up criterion
for (1.2) with initial data (ρ0, u0) satisfies the condition of Theorem 3.1.
In order to obtain the second criterion, we need to draw a support from the following ordinary
differential equation: 
dΦ(t,x)
dt
= −u2(t,Φ(t, x)),
Φ(0, x) = x,
(4.14)
for the flow generated by −u2(t, x). Since u ∈ C([0, T );B 322,1) →֒ C([0, T );Lip), it follows that u2 ∈
C([0, T );Lip). Applying classical results in the theory of ordinary differential equations, one can obtain
the following lemma.
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Lemma 4.3. [36] Let (ρ0, u0) ∈ B
1
2
2,1(R) × B
3
2
2,1(R) and let T > 0 be the maximal existence time of
the corresponding solution (ρ, u) to (1.2). Then (4.14) has a unique solution Φ ∈ C1([0, T ) × R;R).
Moreover, the map Φ(t, ·) is an increasing diffeomorphism of R with
Φx(t, x) = exp
(∫ t
0
−2uux(s,Φ(s, x))ds
)
> 0, ∀(t, x) ∈ [0, T )× R.(4.15)
Now we introduce two conservation laws for (1.2) which are crucial to obtain our result.
Lemma 4.4. Let (ρ0, u0) ∈ B
1
2
2,1(R)×B
3
2
2,1(R) and let T be the maximal existence time of the solution
(ρ, u) to (1.2). Then for all t ∈ [0, T ), we have∫
R
u2(t) + u2x(t)dx =
∫
R
u20 + u
2
0,xdx,
∫
R
ρ2(t)dx =
∫
R
ρ20dx.(4.16)
Moreover, ‖u(t)‖L∞ ≤ C‖u(t)‖H1 = C‖u0‖H1 .
Proof. Arguing by density, it suffices to consider the case where (ρ, u) ∈ C∞0 (R). Taking advantage of
(1.1) and integration by part, we deduce that
d
dt
∫
R
u2 + u2xdx = 2
∫
R
umtdx = 2
∫
R
3uxu
2m+ u3mx − uρ(uρ)xdx(4.17)
=
∫
R
2(u3m)x − [(ρu)2]xdx = 0
and
d
dt
∫
R
ρ2dx = 2
∫
R
ρρtdx =
∫
R
[(ρu)2]xdx = 0.(4.18)
Thanks to the above lemmas we have the following result.
Theorem 4.5. Let (ρ0, u0) ∈ B
1
2
2,1(R)×B
3
2
2,1(R) and let T be the maximal existence time of the solution
(ρ, u) to (1.2). Then the solution blows up in finite time if and only if
lim sup
t→T
sup
x∈R
uux(t, x) = +∞.
Proof. By virtue of (1.2), we infer that
d
dt
ρ(t,Φ(t, x)) = ρuux(t,Φ(t, x)),(4.19)
which leads to
ρ(t,Φ(t, x)) = ρ0e
∫
t
0
uux(s,Φ(s,x)))ds.(4.20)
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Assume that the solution (ρ, u) of (1.2) blows up in finite time (T < ∞) and there exists a constant
M > 0 such that
sup
x∈R
uux(t, x) ≤M.(4.21)
Thanks to Lemma 4.3, we obtain
‖ρ(t, ·)‖L∞ = ‖ρ(t,Φ(t, ·))‖L∞ ≤ ‖ρ0‖L∞eMT <∞.(4.22)
By differentiating the second equation of (1.2) with respect to x, we deduce that
uxt = u
2uxx +
1
2
uu2x − u3 + uρ2 +G ∗ (u3 +
3
2
uu2x −
1
2
uρ2) +
1
2
∂xG ∗ (u3x − uxρ2),(4.23)
which leads to
(4.24)
d
dt
ux(t,Φ(t, x)) =
1
2
uu2x(t,Φ(t, x))− u3(t,Φ(t, x)) + uρ2(t,Φ(t, x))
+G ∗ (u3 + 3
2
uu2x −
1
2
uρ2)(t,Φ(t, x)) +
1
2
∂xG ∗ (u3x − uxρ2)(t,Φ(t, x)).
Integrating over [0, t] with respect to t, we get
(4.25) ux(t,Φ(t, x)) = u0,x +
∫ t
0
1
2
uu2x(s,Φ(s, x)) − u3(s,Φ(s, x)) + uρ2(s,Φ(s, x))
+G ∗ (u3 + 3
2
uu2x −
1
2
uρ2)(s,Φ(s, x)) +
1
2
∂xG ∗ (u3x − uxρ2)(s,Φ(s, x))ds.
By virtue of Lemma 4.4, we see that
G ∗ (u3 + 3
2
uu2x −
1
2
uρ2)(t,Φ(t, x)) =
1
2
∫
R
e−|Φ(t,x)−y|(u3 +
3
2
uu2y −
1
2
uρ2)(t, y)dy(4.26)
≤ ‖u‖L∞(‖u‖H1 + ‖ρ‖L2) ≤ C‖u0‖H1(‖u0‖H1 + ‖ρ0‖L2),
∂xG ∗ (u3x − uxρ2)(s,Φ(s, x)) ≤ ‖ux‖L∞(‖u‖H1 + ‖ρ‖L2) ≤ ‖ux‖L∞(‖u0‖H1 + ‖ρ0‖L2).(4.27)
Plugging (4.21), (4.22), (4.26) and (4.27) into (4.25) yields that
ux(t,Φ(t, x)) ≤ u0,x +
∫ t
0
(
M
2
+ ‖u0‖H1 + ‖ρ0‖L2)‖ux‖L∞ + C‖u0‖H1 [‖u0‖H1 + ‖ρ0‖L2(1 + eMT )]ds.
(4.28)
Taking advantage of Gronwall’s inequality, we deduce that
‖ux‖L∞ <
{
‖u0,x‖L∞ + CT ‖u0‖H1 [‖u0‖H1 + ‖ρ0‖L2(1 + eMT )]
}
e(
M
2
+‖u0‖H1+‖ρ0‖L2 )T <∞,(4.29)
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which contradicts to Theorem 4.1.
On the other hand, by Theorem 4.1 and Sobolev’s embedding theorem, we see that if
lim sup
t→T
sup
x∈R
uux(t, x) = +∞
then the solution (ρ, u) will blow up in finite time. This completes the proof of the theorem.
Remark 4.6. If (ρ0, u0) ∈ L2 ×H1 and satisfies the condition of Theorem 3.1, one can also obtain
the same blow-up criterion for (1.2).
Remark 4.7. If ρ = 0, then Theorem 4.5 covers the recent results for the Novikov equation in [47, 51].
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