Let F denote a field and let V denote a vector space over F with finite positive dimension. We consider a pair of linear transformations A : V → V and A * : V → V that satisfy the following conditions: (i) each of A, A * is diagonalizable; (ii) there exists an ordering
Tridiagonal pairs
Throughout this paper F denotes a field and F denotes the algebraic closure of F. An algebra is meant to be associative and have a 1.
We begin by recalling the notion of a tridiagonal pair. We will use the following terms. Let V denote a vector space over F with finite positive dimension. For a linear transformation A : V → V and a subspace W ⊆ V , we call W an eigenspace of A whenever W = 0 and there exists θ ∈ F such that W = {v ∈ V | Av = θv}; in this case θ is the eigenvalue of A associated with W . We say that A is diagonalizable whenever V is spanned by the eigenspaces of A. (i) Each of A, A * is diagonalizable.
(ii) There exists an ordering {V i } d i=0 of the eigenspaces of A such that
where V −1 = 0 and V d+1 = 0.
(iii) There exists an ordering {V * i } δ i=0 of the eigenspaces of A * such that
where V * −1 = 0 and V * δ+1 = 0.
(iv) There does not exist a subspace W of V such that AW ⊆ W , A * W ⊆ W , W = 0, W = V .
We say the pair A, A * is over F. We call V the underlying vector space.
Note 1.2
According to a common notational convention A * denotes the conjugate-transpose of A. We are not using this convention. In a TD pair A, A * the linear transformations A and A * are arbitrary subject to (i)-(iv) above.
We now give some background on TD pairs; for more information we refer the reader to the survey [77] . The concept of a TD pair originated in algebraic graph theory, or more precisely, the theory of Q-polynomial distance-regular graphs. The concept is implicit in [7, p. 263] , [43] and more explicit in [69, Theorem 2.1] . A systematic study began in [27] . Some notable papers on the topic are [6, 13, 28-31, 35-37, 71] . There are connections to representation theory [2, 9, 21, 26, 29, 31, 39, 41, 42, 64, 65, 75] , partially ordered sets [73] , the bispectral problem [5, 6, [22] [23] [24] 82] , statistical mechanical models [8-14, 17-20, 62] , and other areas of physics [61, 81, 83] .
Let A, A * denote a TD pair on V , as in Definition 1.1. By [27, Lemma 4.5 ] the integers d and δ from (ii), (iii) are equal; we call this common value the diameter of the pair. By [27, Theorem 10 .1] the pair A, A * satisfy two polynomial equations called the tridiagonal relations; these generalize the q-Serre relations [72, Example 3.6] and the Dolan-Grady relations [72, Example 3.2] . See [13, 24, 35, 37, 45, 70, 72, 75, 79, 80] for results on the tridiagonal relations. An ordering of the eigenspaces of A (resp. A * ) is said to be standard whenever it satisfies (1) (resp. (2)). We comment on the uniqueness of the standard ordering. Let {V i } ) denote a standard ordering of the eigenspaces of A (resp. A * ). For 0 ≤ i ≤ d let θ i (resp. θ * i ) denote the eigenvalue of A (resp. A * ) associated with V i (resp. V are equal and independent of i for 2 ≤ i ≤ d − 1. We call the sequence {θ i } d i=0 (resp. {θ * i } d i=0 ) the eigenvalue sequence (resp. dual eigenvalue sequence) for the given standard orderings. See [27, 36, 63, 71, 72] for results on the eigenvalues and dual eigenvalues. By [27, Corollary 5.7] , for 0 ≤ i ≤ d the spaces V i , V * i have the same dimension; we denote this common dimension by ρ i . By [27, Corollaries 5.7, 6.6] * . See [28, 38, 46, 47, 55, 59] for results on the shape. The TD pair A, A * is called sharp whenever ρ 0 = 1. By [57, Theorem 1.3] , if F is algebraically closed then A, A * is sharp. In any case A, A * can be "sharpened" by replacing F with a certain field extension K of F that has index [K : F] = ρ 0 [38, Theorem 4.12] . Suppose that A, A * is sharp. Then by [57, Theorem 1.4 ], there exists a nondegenerate symmetric bilinear form , on V such that Au, v = u, Av and A * u, v = u, A * v for all u, v ∈ V . See [1, 55, 67, 68] for results on the bilinear form.
The following special cases of TD pairs have been studied extensively. In [78] the TD pairs of shape (1, 2, 1) are classified and described in detail. A TD pair of shape (1, 1, . . . , 1) is called a Leonard pair [71, Definition 1.1], and these are classified in [71, Theorem 1.9] . This classification yields a correspondence between the Leonard pairs and a family of orthogonal polynomials consisting of the q-Racah polynomials and their relatives [4, 74, 76] . This family coincides with the terminating branch of the Askey scheme [40] . See [15, 16, 44, [48] [49] [50] [51] [52] [53] [54] 77] and the references therein for results on Leonard pairs. Our TD pair A, A * is said to have Krawtchouk type (resp. q-geometric type) whenever {d − 2i}
) is both an eigenvalue sequence and dual eigenvalue sequence for the pair. In [26, Theorems 1.7, 1.8] Hartwig classified the TD pairs over F that have Krawtchouk type, provided that F is algebraically closed with characteristic zero. By [26, Remark 1.9] these TD pairs are in bijection with the finite-dimensional irreducible modules for the three-point loop algebra sl 2 ⊗ F[t, t −1 , (t − 1) −1 ]. See [25, 26, 32, 33, 36] for results on TD pairs of Krawtchouk type. In [30, Theorems 1.6, 1.7] we classified the TD pairs over F that have q-geometric type, provided that F is algebraically closed and q is not a root of unity. By [31, Theorems 10.3, 10.4] these TD pairs are in bijection with the type 1, finite-dimensional, irreducible modules for the F-algebra ⊠ q ; this is a q-deformation of sl 2 ⊗ F[t, t −1 , (t − 1) −1 ] as explained in [31] . See [2, 3, 28-31, 34, 36] for results on q-geometric TD pairs. There is a general family of TD pairs said to have q-Racah type; these have an eigenvalue sequence and dual eigenvalue sequence of the form (11)-(15) below. The Leonard pairs of q-Racah type correspond to the q-Racah polynomials [76, Example 5.3] . In [37, Theorem 3.3] we classified the TD pairs over F that have q-Racah type, provided that F is algebraically closed. See [35] [36] [37] for results on TD pairs of q-Racah type.
Turning to the present paper, in our main result we classify up to isomorphism the sharp TD pairs. Here is a summary of the argument. In [33, Conjecture 14.6] we conjectured how a classification of all the sharp TD pairs would look; this is the classification conjecture. Shortly afterwards we introduced a conjecture, called the µ-conjecture, which implies the classification conjecture. The µ-conjecture is roughly described as follows. Start with a sequence p = (
) of scalars taken from F that satisfy the known constraints on the eigenvalues of a TD pair over F of diameter d; these are conditions (i), (ii) [60, Theorem 5.3] we showed that the µ-conjecture holds for the case in which p has q-Racah type. In the present paper we combine this fact with some algebraic geometry to prove the µ-conjecture in general. The µ-conjecture (now a theorem) is given in Theorem 3.9. Theorem 3.9 implies the classification conjecture, and this yields our classification of the sharp TD pairs. The classification is given in Theorem 3.1. As a corollary, we classify up to isomorphism the TD pairs over an algebraically closed field. This result can be found in Corollary 18.1. Section 3 contains the precise statements of our main results. In Section 2 we review the concepts needed to make these statements.
Tridiagonal systems
When working with a TD pair, it is often convenient to consider a closely related object called a TD system. To define a TD system, we recall a few concepts from linear algebra. Let V denote a vector space over F with finite positive dimension. Let End(V ) denote the F-algebra of all linear transformations from V to V . Let A denote a diagonalizable element of End(V ). Let {V i } 
Here I denotes the identity of End(V ). We call E i the primitive idempotent of A corresponding to
Observe that each of
is a basis for the F-subalgebra of End(V ) generated by A. Moreover
* denote a TD pair on V . An ordering of the primitive idempotents of A (resp. A * ) is said to be standard whenever the corresponding ordering of the eigenspaces of A (resp. A * ) is standard.
Definition 2.1 [27, Definition 2.1] Let V denote a vector space over F with finite positive dimension. By a tridiagonal system (or T D system) on V we mean a sequence
is a standard ordering of the primitive idempotents of A.
is a standard ordering of the primitive idempotents of A * .
We say that Φ is over F. We call V the underlying vector space.
The following result is immediate from lines (1), (2) and Definition 2.1.
) denote a TD system. Then the following hold for
The notion of isomorphism for TD systems is defined in [55, Section 3] .
) are mutually distinct and contained in F. We call Φ sharp whenever the TD pair A, A * is sharp.
The following notation will be useful. 
We now recall the split sequence of a sharp TD system. This sequence was originally defined in [33, Section 5] using the split decomposition [27, Section 4], but in [58] an alternate definition was introduced that is more convenient to our purpose. 
.
Note that ζ 0 = 1. We call {ζ i } d i=0 the split sequence of the TD system. Definition 2.6 Let Φ denote a sharp TD system. By the parameter array of Φ we mean the sequence
) is the eigenvalue sequence (resp. dual eigenvalue sequence) of Φ and {ζ i } d i=0 is the split sequence of Φ.
The following result shows the significance of the parameter array. 
Statement of results
In this section we state our main results. The first result below resolves [33, Conjecture 14.6] . 
denote a sequence of scalars taken from F. Then there exists a sharp TD system Φ over F with parameter array (4) if and only if (i)-(iii) hold below.
(ii) The expressions
are equal and independent of i for 2 ≤ i ≤ d − 1.
(iii) ζ 0 = 1, ζ d = 0, and
Suppose (i)-(iii) hold. Then Φ is unique up to isomorphism of TD systems.
In [58, Conjecture 6.4] we stated a conjecture called the µ-conjecture, and we proved that the µ-conjecture implies Theorem 3.1. To obtain Theorem 3.1 we will prove the µ-conjecture. We now explain this conjecture.
Definition 3.2 Let d denote a nonnegative integer and let ({θ
) denote a sequence of scalars taken from F. This sequence is called feasible whenever it satisfies conditions (i), (ii) of Theorem 3.1. 
and relations The algebra T is related to TD systems as follows. 
) denote a TD system on V with eigenvalue sequence 
In [58, Conjecture 6.4] we conjectured that the map µ from Corollary 3.8 is an isomorphism. This is the µ-conjecture. The following result resolves the µ-conjecture.
The q-Racah case
Our proof of Theorem 3.9 will use the fact that the theorem is known to be true in a special case called q-Racah [60, Theorem 5.3] . In this section we describe the q-Racah case. We start with some comments about the feasible sequences from Definition 3.2.
Lemma 4.1 Assume F is infinite. Then for all integers d ≥ 0 the set Feas(d, F) is nonempty.
Proof: Consider the polynomial
. Since F is infinite there exists a nonzero ϑ ∈ F that is not a root of this polynomial. Define θ i = ϑ i and θ *
) satisfies the conditions (i), (ii) of Theorem 3.1 and is therefore feasible. The result follows.
2
. This sequence must satisfy condition (ii) in Theorem 3.1. For this constraint the "most general" solution is
We have a few comments about this solution. For the moment define β = q 2 + q −2 , and observe that β+1 is the common value of (5). We have β−2 = (q−q −1 ) 2 and β+2 = (q+q −1 ) 2 . Therefore β = 2, β = −2 in view of (14) . Using (11), (12) we obtain
We will focus on the case
) denote a sequence of scalars taken from F. We call this sequence q-Racah whenever the following (i), (ii) hold: 
. Let β + 1 denote the common value of (5) . Then the sequence is in Rac(d, F) if and only if each of the following hold:
Proof: Use the comments above Definition 4.2. 2 Proposition 4.5 Assume F is infinite and pick an integer d ≥ 3. Let h denote a polynomial in 2d + 2 mutually commuting indeterminates that has all coefficients in F. Suppose that
We mention one significance of f . Given a sequence p = (
We show f = 0. Instead of working directly with f , it will be convenient to work with the product Ψ = f ξξ * ωω * (♭ 2 − 4), where
Each of ξ, ξ * is nonzero by Lemma 4.1 and since F is infinite. Each of ω, ω * , ♭ 2 − 4 is nonzero by construction. To show f = 0 we will show that Ψ = 0 and invoke the fact that [66, p. 129] . We now show that Ψ = 0. Since F is infinite it suffices to show that Ψ(s) = 0 for all sequences s = (β,
are mutually distinct; otherwise ξ * (s) = 0 so Ψ(s) = 0. By construction p satisfies condition (ii) of Theorem 3.1, with β + 1 the common value of (5). Therefore p is feasible by Definition 3.2. For the moment assume that p ∈ Rac(d, F). Then f (s) = 0 by (16) and since h(p) = 0. Therefore Ψ(s) = 0. Next assume that p ∈ Rac(d, F). Then the product ωω * (♭ 2 − 4) vanishes at s in view of Lemma 4.4. The product ωω * (♭ 2 − 4) is a factor of Ψ so Ψ(s) = 0. By the above comments Ψ(s) = 0 for all sequences of scalars (16) and since f = 0. 2
The algebraŤ
In order to prove Theorem 3.9 we will need some detailed results about the algebra T from Definition 3.4. In order to obtain these results it is helpful to first consider the following algebraŤ .
and relations Definition 5.3 A pair of idempotent generators forŤ is called alternating whenever one of them is starred and the other is nonstarred. For an integer n ≥ 0, by a word of length n inŤ we mean a product g 1 g 2 · · · g n such that {g i } n i=1 are idempotent generators forŤ and g i−1 , g i are alternating for 2 ≤ i ≤ n. We interpret the word of length 0 to be the identity ofŤ . We call this word trivial.
Proposition 5.4
The F-vector spaceŤ has a basis consisting of its words.
Proof: Let S denote the set of words inŤ . By construction S spansŤ . We show that S is linearly independent. To this end we introduce some indeterminates
called formal idempotents. We call the {f * i } d i=0 starred and the {f i } d i=0 nonstarred. A pair of formal idempotents is said to be alternating whenever one of them is starred and the other is nonstarred. For an integer n ≥ 0, by a formal word of length n we mean a sequence (y 1 , y 2 , . . . , y n ) such that {y i } n i=1 are formal idempotents and y i−1 , y i are alternating for 2 ≤ i ≤ n. The formal word of length 0 is called trivial and denoted by 1. Let S denote the set of all formal words. Let V denote the vector space over F consisting of the F-linear combinations of S that have finitely many nonzero coefficients. The set S is a basis for V . For 0 ≤ i ≤ d we define linear transformations F i : V → V and F * i : V → V . To do this we give the action of F i and F * i on S. We define F i .1 = f i and F * i .1 = f * i . Pick a nontrivial formal word y = (y 1 , y 2 , . . . , y n ). For the moment assume that y 1 is starred. We define
Therefore the restriction of γ to S gives a bijection S → S. The set S is linearly independent and γ is linear so S is linearly independent. We have shown that S is a basis forŤ .
Let u, v denote words inŤ . Then their product uv is either 0 or a word inŤ .
6 The algebras D and D * Throughout this section we fix an integer d ≥ 0 and consider the algebraŤ =Ť (d, F) from Definition 5.1.
We mention some notation. For subsets Y, Z ofŤ let Y Z denote the subspace ofŤ spanned by {yz | y ∈ Y, z ∈ Z}. Lemma 6.2 In the F-vector spaceŤ the following sum is direct:
Moreover the F-algebraŤ is generated by D, D * .
Proof: The first assertion is immediate from Proposition 5.4. The last assertion is clear. 2
We emphasize that D and D * are not subalgebras ofŤ , since their multiplicative identities do not equal the multiplicative identity 1 ofŤ . However we do have the following. Definition 7.1 Let w = g 1 g 2 · · · g n denote a nontrivial word inŤ . We say that w begins with g 1 and ends with g n . We write
In the table below we display some nontrivial words w inŤ .
For each word w we give begin(w) and end(w).
We define a binary relation ∼ on the set of words inŤ . With respect to ∼ the trivial word inŤ is related to itself and no other word inŤ . For nontrivial words u, v iň T we define u ∼ v whenever each of the following holds:
Observe that ∼ is an equivalence relation.
Definition 7.4 Let Λ denote the set of equivalence classes for the relation ∼ in Definition 7.
3. An element of Λ is called a type. For λ ∈ Λ the words in λ are said to have type λ.
Definition 7.5 For λ ∈ Λ let length(λ) denote the common length of each word of type λ.
Definition 7.6
There exists a unique type in Λ that has length 0. This type consists of the trivial word 1 and nothing else. We call this type trivial.
Definition 7.7 For all nontrivial λ ∈ Λ, (i) let begin(λ) denote the common beginning of each word of type λ;
(ii) let end(λ) denote the common ending of each word of type λ.
Definition 7.8 For λ ∈ Λ letŤ λ denote the subspace ofŤ with a basis consisting of the words of type λ.
Proposition 7.9 The F-vector spaceŤ decomposes aš
Proof: Immediate from Proposition 5.4 and Definition 7.8. 2
Definition 7.10 For λ ∈ Λ we callŤ λ the λ-homogeneous component ofŤ . Elements of T λ are said to be λ-homogeneous. An element ofŤ is called homogeneous whenever it is λ-homogeneous for some λ ∈ Λ.
The zigzag words inŤ
Throughout this section we fix an integer d ≥ 0 and consider the algebraŤ =Ť (d, F) from Definition 5.1. We have been discussing the words inŤ . We now focus our attention on a special kind of word said to be zigzag.
We now describe the zigzag words inŤ . We will use the following notion. Two integers m, m ′ are said to have opposite sign whenever mm ′ ≤ 0. 
Definition 8.5 A word g 1 g 2 · · · g n inŤ is said to be constant whenever the index g i is independent of i for 1 ≤ i ≤ n. Note that the trivial word is constant, and each constant word is zigzag.
Proposition 8.6 [59, Theorem 7.9] Let g 1 g 2 · · · g n denote a nonconstant zigzag word inŤ . Then there exists a unique integer κ (2 ≤ κ ≤ n) such that both
Definition 8.7 For λ ∈ Λ let Z λ denote the subspace ofŤ with a basis consisting of the zigzag words of type λ. Note that Z λ ⊆Ť λ .
9 The algebra ǫ * Our next goal is to describe Λ 0 .
Definition 9.3 Let g 1 g 2 · · · g n denote a word inŤ . By the star-length (resp. nonstar-length) of this word we mean the number of terms in the sequence (g 1 , g 2 , . . . , g n ) that are starred (resp. nonstarred). Note that the star-length plus the nonstar-length is equal to the length n. For λ ∈ Λ, by the star-length (resp. nonstar-length) of λ we mean the common star-length (resp. nonstar-length) of each word of type λ. (direct sum).
for all integers m, n ≥ 0.
Proof: By Lemma 9.1 and Definition 9.2 we have ǫ * 0Ť ǫ * 0 = λ∈Λ 0Ť λ (direct sum). Combining this with Lemma 9.5 we obtain (23) . The last assertion follows from Lemma 9.6. 2
We turn our attention to the zigzag words inŤ that begin and end with ǫ * 0 . Proposition 9.8 Pick an integer n ≥ 0 and a word g 1 g 2 · · · g 2n+1 inŤ of type
10
The elements a, a *
Recall that the algebra T from Definition 3.4 is defined using relations (6)- (10) . So far we have investigated relation (6) . We now prepare to bring in relations (8)- (10) .
Throughout this section we fix an integer d ≥ 0 and a sequence p = (
Observe that a ∈ D and a * ∈ D * , where D, D * are from Definition 6.1.
Proof: Use (21) and (24) . 2 Note 10.3 We will be considering powers of the elements a, a * from Definition 10.1. We wish to clarify the meaning of a 0 and a * 0 . We always interpret
This is justified by Lemma 6.3. We mention some related notational conventions. Consider the F-algebra homomorphism The above notational conventions are illustrated in the following lemma.
In particular for an integer k ≥ 0,
Proof: Use (21) and (24). 2
The algebraT
In our study of the algebra T we now bring in relations (8)- (10) . We do this in a compact way.
Definition 11.1 Fix an integer d ≥ 0 and a sequence p = ({θ
and relations
Many of the concepts that apply toŤ also apply toT . We emphasize a few such concepts in the following definitions. 
Definition 11.3
For an integer n ≥ 0, by a word of length n inT we mean a product
are idempotent generators forT and g i−1 , g i are alternating for 2 ≤ i ≤ n. We interpret the word of length 0 to be the identity ofT . We call this word trivial. Let g 1 g 2 · · · g n denote a nontrivial word inT . We say that this word begins with g 1 and ends with g n .
Referring to Definition 11.3, observe thatT is spanned by its words.
From the construction we have canonical F-algebra homomorphismsŤ →T → T . We will investigate these homomorphisms in the following sections. Definition 12.1 Let R = R(p) denote the two-sided ideal ofŤ generated by the elements
where a = a(p) and a * = a * (p) are from Definition 10.1.
Lemma 12.2
There exists a surjective F-algebra homomorphism ϕ :Ť →T that sends
The kernel of ϕ coincides with the ideal R.
Proof: Compare the defining relations forŤ andT . 2
Our next goal is to display a spanning set for R. To this end we introduce a type of element inŤ called a relator.
Definition 12.3 Let C (resp. C * ) denote the set of three-tuples (u, v, k) such that:
(i) each of u, v is a nontrivial word inŤ ;
(ii) end(u) and begin(v) are both nonstarred (resp. both starred);
(iii) k is an integer such that 0 ≤ k < |end(u) − begin(v)|.
Observe that C ∩ C * = ∅.
Definition 12.4 With reference to Definition 12.3, to each element in C ∪ C * we associate an element ofŤ called its relator. For (u, v, k) ∈ C the corresponding relator is ua * k v, where a * = a * (p) is from Definition 10.1. For (u, v, k) ∈ C * the corresponding relator is ua k v, where a = a(p) is from Definition 10.1.
Lemma 12.5 The F-vector space R is spanned by the relators inŤ .
Proof: By Definition 12.1 and sinceŤ is spanned by its words. Proof: Use (27) and Definition 12.4. 2 Definition 12.7 For λ ∈ Λ let R λ = R λ (p) denote the subspace ofŤ spanned by the λ-homogeneous relators. Observe that R λ ⊆Ť λ .
Lemma 12.8 The F-vector space R decomposes as
Proof: By Lemmas 12.5, 12.6 and Definition 12.7 we obtain R = λ∈Λ R λ . The sum λ∈Λ R λ is direct by Proposition 7.9 and since R λ ⊆Ť λ for all λ ∈ Λ.
2 Corollary 12.9 For λ ∈ Λ we have R λ = R ∩Ť λ .
Proof: Observe that R λ ⊆ R by Lemma 12.8 and R λ ⊆Ť λ by Definition 12.7, so R λ ⊆ R∩Ť λ . To obtain the reverse inclusion, we pick any v ∈ R ∩Ť λ and show v ∈ R λ . By Lemma 12.8 there exists r ∈ R λ such that v − r ∈ χ∈Λ\λ R χ . We have v − r ∈Ť λ by construction and the last sentence in Definition 12.7. Similarly v − r ∈ χ∈Λ\λŤ χ . So v − r is contained in the intersection ofŤ λ and χ∈Λ\λŤ χ . Now v = r in view of Proposition 7.9, so v ∈ R λ . We have shown R λ ⊇ R ∩Ť λ and the result follows. Proof: Recall the map ϕ :Ť →T from Lemma 12.2. To getT = λ∈ΛT λ , apply ϕ to each side of (22) and evaluate the result using Definition 12.10 and the surjectivity of ϕ. To see that the sum λ∈ΛT λ is direct, we pick any λ ∈ Λ and show thatT λ has zero intersection with χ∈Λ\λT χ . To this end we fix u in the intersection and show u = 0. By Definition 12.10 and since u ∈T λ , there exists v ∈Ť λ such that ϕ(v) = u. By Definition 12.10 and since u ∈ χ∈Λ\λT χ , there exists v
By Lemma 12.8 there exists r ∈ R λ and r
We have v − r ∈Ť λ by construction and the last sentence of Definition 12.7. Similarly v ′ − r ′ ∈ χ∈Λ\λŤ χ . Now v = r and v ′ = r ′ in view of Proposition 7.9. In the equation v = r we apply ϕ to each side and get u = 0, as desired. We have shown that the sum λ∈ΛT λ is direct.
2 Definition 12.12 For λ ∈ Λ we callT λ the λ-homogeneous component ofT . Elements of T λ are said to be λ-homogeneous. An element ofT is called homogeneous whenever it is λ-homogeneous for some λ ∈ Λ.
Proposition 12.13 [59, Theorem 8.1] For all λ ∈ Λ the map ϕ sends Z λ ontoT λ .
Proof: In [59, Theorem 8.1] it is proved that for an integer n ≥ 1 and idempotent generators y, z of T the following sets have the same span:
(i) The words of length n in T that begin with y and end with z.
(ii) The zigzag words of length n in T that begin with y and end with z.
In that proof the relations (7) were never used; consequently the verbatim proof applies tõ T as well, provided that we interpret things using Note 10.3. The result follows. 2
Lemma 12.14 For λ ∈ Λ,Ť We conjecture that the sum (31) is direct for all λ ∈ Λ. For our present purpose the following weaker result will suffice. As part of our proof of Theorem 3.9 we will show that the sum (31) is direct for all λ ∈ Λ 0 . We will say more about this in the next section. For the rest of this section we discuss some aspects of (31) that apply to all λ ∈ Λ.
Lemma 12.15
The following hold for all λ ∈ Λ.
Proof: (i) By Lemma 12.14 and elementary linear algebra.
(ii) The action of ϕ on Z λ is ontoT λ and has kernel R λ ∩ Z λ . 2
Corollary 12.16
Proof: Immediate from Lemma 12.15. 2
Pick λ ∈ Λ and consider when is the sum (31) direct. Recall the sequence p = (
) from the first paragraph of this section. Since R λ depends on p, it is conceivable that the sum (31) is direct for some values of p but not others. It is also conceivable that the field F matters. The following definition will facilitate our discussion of these issues. Definition 12.17 For λ ∈ Λ, we say that λ is (p, F)-direct whenever the sum (31) is direct.
Lemma 12.18 For λ ∈ Λ the following are equivalent: 
(direct sum).
, apply ϕ to each side of (23) and evaluate the result using Definition 12.10 and Lemma 13.1. The sum that have all coefficients in F. We abbreviate
Corollary 13.4 There exists an F-algebra homomorphismν :
Proof: Immediate from Lemma 13.3.
In Section 18 we will show that the mapν from Corollary 13.4 is an isomorphism. For the time being, our goal is to show thatν is an isomorphism if and only if [n] is (p, F)-direct for all integers n ≥ 0.
As we discuss the algebra P the following notation will be helpful. We call {x i } d i=0 the generators for P . For a generator x i of P we call i the index of x i . For a generator y of P let y denote the index of y. For an integer n ≥ 0, by a monomial of degree n in P we mean an element y 1 y 2 · · · y n such that y i is a generator of P for 1 ≤ i ≤ n. For notational convenience we always order the factors such that y i−1 ≥ y i for 2 ≤ i ≤ n. We interpret the monomial of degree 0 to be the identity of P . Observe that the F-vector space P has a basis consisting of its monomials. For n ≥ 0 let P n denote the subspace of P with a basis consisting of the monomials of degree n. We have
Moreover P m P n = P m+n for all m, n ≥ 0. We call P n the nth homogeneous component of P .
Definition 13.5
We define an F-linear map ♮ : P → ǫ * 0Ť ǫ * 0 . To do this we give the action of ♮ on the monomial basis for P . By definition ♮ sends 1 → ǫ * 0 . For each nontrivial monomial
We caution the reader that ♮ is not an algebra homomorphism in general.
Lemma 13.6 For an integer n ≥ 0 the map ♮ from Definition 13.5 induces a bijection between the following two sets:
(i) the monomials in P that have degree n;
(ii) the zigzag words inŤ of type [n].
Proof: Compare Proposition 9.8 and Definition 13.5. 2
Lemma 13.7 The map ♮ from Definition 13.5 is an injection. For n ≥ 0 the image of P n under ♮ is equal to Z [n] .
Proof: The monomials in P form a basis for P . The zigzag words inŤ are linearly independent. By these comments and Lemma 13.6 the map ♮ is injective. To get the last assertion, note that in Lemma 13.6 the set (i) is a basis for P n and the set (ii) is a basis for Z [n] . 2 Lemma 13.8 Let ϕ ′ denote the restriction of ϕ to ǫ * 0Ť ǫ * 0 . Then the following diagram commutes:
Proof: The map ♮ is from Definition 13.5 and the mapν is from Corollary 13.4. The map ϕ is from Lemma 12.2. The result is a routine consequence of how these maps are defined. 2 Lemma 13.9 For an integer n ≥ 0 the image of P n underν isT [n] .
Proof: By Lemma 13.8 the composition ϕ ′ • ♮ equalsν. By Lemma 13.7 the image of P n under ♮ is Z [n] . By Lemma 12.13 the spaceT [n] is the image of Z [n] under ϕ and hence ϕ ′ . The result follows. 2
Lemma 13.10 The mapν from Corollary 13.4 is surjective.
Proof: In the equation (33) applyν to each side, and evaluate the result using Lemma 13.9 and then Proposition 13.2. 2 Lemma 13.11 For an integer n ≥ 0 the following are equivalent:
(i) the restrictionν to P n is injective;
(ii) the type [n] is (p, F)-direct in the sense of Definition 12.17.
Proof: Consider the commuting diagram in Lemma 13.8. By Lemma 13.7 the map ♮ is an injection that sends P n onto Z [n] . Therefore the restriction ofν to P n is injective if and only if the restriction of ϕ to Z 
Proof: The inclusion ⊇ is clear, so consider the inclusion ⊆. Pick h ∈ ker(ν). By (33) there exists an integer m ≥ 0 and a sequence {h n } m n=0 such that h n ∈ P n for 0 ≤ n ≤ m and h = m n=0 h n . In this equation we applyν to each term and get 0 = m n=0ν (h n ). By Lemma 13.9 we haveν(h n ) ∈T [n] for 0 ≤ n ≤ m. By these comments and (32) we obtainν(h n ) = 0 for 0 ≤ n ≤ m. So for 0 ≤ n ≤ m the polynomial h n is contained in the n-summand on the right in (34) . Therefore h is contained in the sum on the right in (34) . We have verified the inclusion ⊆ and the result follows.
2 Proposition 13.13 The following are equivalent:
(i) the mapν from Corollary 13.4 is an isomorphism;
(ii) for all integers n ≥ 0 the type [n] is (p, F)-direct in the sense of Definition 12.17.
Proof: The mapν is surjective by Lemma 13.10, soν is an isomorphism if and only ifν is injective. By Lemma 13.12 the mapν is injective if and only if its restriction to P n is injective for all n ≥ 0. The result follows from these comments and Lemma 13.11. 2
A central element ofT
Recall that the algebra T from Definition 3.4 is defined using relations (6)- (10) . So far we have investigated all these relations except (7) . We now prepare to bring in the relations (7) .
Throughout this section we fix an integer d ≥ 0 and a sequence p = ( Feas(d, F) . Recall the algebraT =T (p, F) from Definition 11.1. Definition 14.1 Define ∆ ∈T and ∆ * ∈T by
The elements ∆ and ∆ * are nonzero by Proposition 12.11.
Lemma 14.2
We have ∆ 2 = ∆ and ∆ * 2 = ∆ * . Moreover
Proof: Line (35) follows from (28) 
where ∆, ∆ * are from Definition 14.1.
An element of an algebra is called central whenever it commutes with everything in the algebra. Our next goal is to show that ψ is central.
Lemma 14.5
The element ψ coincides with each of the following:
Proof: (i) Multiply out the right-hand side of (36) , and simplify the result using ∆ 2 = ∆ and ∆ * 2 = ∆ * . (ii) In the given expression eliminate ε 0 + ε 1 + · · · + ε d and ε * 0 + ε * 1 + · · · + ε * d using Definition 14.1, and compare the result with (i) above. (iii) Similar to the proof of (ii) above.
2 Lemma 14.6 The following hold for 0 ≤ i ≤ d.
Proof: (i) Evaluating ε i ψ using Lemma 14.5(ii) and ε i ∆ = 0, we obtain 
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Let J 1 (resp. J 2 ) denote the two-sided ideal ofT generated by ∆ (resp. ∆ * ). By
0 is spanned by elements of the form u∆v where u (resp. v) is a nontrivial word iñ T that begins with ε * 0 (resp. ends with ε * 0 ). We show that such an element u∆v is contained in J ′ . Suppose for the moment that u ends with a nonstarred idempotent generator, which we denote by ε i . Then u∆ = 0 since ε i ∆ = 0. Therefore we may assume that u ends with a starred idempotent generator, which we denote ε * i . Note that u = uε * i since ε * 2 i = ε * i . Suppose for the moment that v begins with a nonstarred idempotent generator, which we denote by ε j . Then ∆v = 0 since ∆ε j = 0. Therefore we may assume that v begins with a starred idempotent generator, which we denote by ε * j . Note that v = ε * j v since ε * 2 j = ε * j . We may now argue
(by Corollary 14.7) = δ i,j ψuv. Our next goal is to compare µ and ν. After that, we will compare ν andν. (i) the map µ is an isomorphism;
(ii) the map ν is an isomorphism. We identify F[x 1 , . . . , x d ] with the F-subalgebra of P generated by
Lemma 16.8 The F-vector space P decomposes as
Proof: Let K 0 denote the ideal of P generated by x 0 . Observe that the F-vector space P decomposes as
Define an F-algebra homomorphism σ : P → P that sends x 0 → 1 − d i=0 x i and fixes x j for 1 ≤ j ≤ d. The composition of σ with itself is the identity, so σ is an isomorphism. To obtain (37) , apply σ to each side of (38) and note that σ sends K 0 to K while leaving
Lemma 16.9 We have K ∩ P n = 0 for n ≥ 0.
Proof: For notational convenience abbreviate y = d i=0 x i . We assume that there exists a nonzero f ∈ K ∩ P n and get a contradiction. Since f ∈ K there exists h ∈ P such that f = (1 − y)h. Observe that h = 0 since f = 0. By (33) there exists an integer m ≥ 0 and polynomials {h i } m i=0 in P such that h i ∈ P i for 0 ≤ i ≤ m and h = m i=0 h i . Without loss we may assume h m = 0. We define some polynomials {h
as follows:
Observe that h ′ m+1 = 0 since P is a domain and each of y, h m is nonzero. By these comments and since f ∈ P n we find n = m + 1, f = h (i) the map ν is an isomorphism;
(ii) the mapν is an isomorphism.
Proof: (i) ⇒ (ii) The mapν is surjective by Lemma 13.10. We show thatν is injective. By Lemma 13.12 it suffices to show thatν is injective on P n for all integers n ≥ 0. Let n be given, and pick any f ∈ P n such thatν(f ) = 0. We show f = 0. Invoking Lemma 16.8 we write f = k + h with k ∈ K and h ∈ F[x 1 , . . . , . By these comments ν(h) = 0. We assume ν is an isomomorphism so h = 0. Therefore f = k ∈ K. We have f ∈ K and f ∈ P n , so f = 0 in view of Lemma 16.9. (i) the map µ from Corollary 3.8 is an isomorphism;
(ii) the mapν from Corollary 13.4 is an isomorphism. 
Comments
In the previous section we proved Theorem 3.1 and Theorem 3.9. In this section we list some related results that might be of independent interest. We also mention a conjecture.
The following is a corollary to Theorem 3.1. Below Lemma 12.14 we conjectured that the sum (31) is always direct. In the context ofT this conjecture can be expressed as follows.
Conjecture 18.6 Fix an integer d ≥ 0 and a sequence p ∈ Feas(d, F). Let the algebrã T =T (p, F) be as in Definition 11.1. Then the F-vector spaceT has a basis consisting of its zigzag words.
