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  Abstract- The importance of the hyper parameters selection for 
a kernel-based algorithm, viz. Least Squares Support Vector 
Machines (LSSVM) has been a critical concern in literature. In 
order to meet the requirement, this work utilizes a variant of 
Artificial Bee Colony (known as mABC) for hyper parameters 
selection of LSSVM. The mABC contributes in the exploitation 
process of the artificial bees and is based on Levy mutation. 
Realized in crude oil price forecasting, the performance of 
mABC-LSSVM is guided based on Mean Absolute Percentage 
Error (MAPE) and Root Mean Square Error (RMSPE) and 
compared against the standard ABC-LSSVM and LSSVM 
optimized by Genetic Algorithm. Empirical results suggested that 
the mABC-LSSVM is superior than the chosen benchmark 
algorithms. 
 
I.    INTRODUCTION 
 
    Over the past decade, kernel-based algorithm viz. Least 
Squares Support Vector Machines (LSSVM) [1] has been 
widely utilized and proven to be superior than Artificial 
Neural Network (ANN). Inherit the advantage of  Structural 
Risk Minimization (SRM) from its original form, viz, Support 
Vector Machines (SVM) [2], the LSSVM is designed to 
minimize the upper  bound of generalization error (i.e. error 
on unseen data) rather the training error as applied in 
Empirical Risk Minimization (ERM). With such an advantage, 
LSSVM is less expose with over fitting problem as commonly 
found in ANN [3]. In addition, LSSVM is also suitable for 
modeling with limited data [4]. These key characteristics has 
drawn significant attention to machine learning community.  
    However, it is well documented that the performance of 
LSSVM is highly affected by the combination of value of 
hyper parameters, namely regularization parameter,  and 
kernel parameter, 2 [1]. Any inappropriate value would 
degrade the generalization of LSSVM. In this regard, the 
existing studies regarding the hybridization of LSSVM with 
optimization algorithm, specifically with Evolutionary 
Computation (EC) algorithm can be seen encouraging. Among 
the EC algorithm, Genetic Algorithm (GA) [5] and Particle 
Swarm Optimization (PSO) [6] are considered as the most 
popular due to its diversity in application in the field of 
interest. In [7, 8], GA-LSSVM has been demonstrated which 
is realized in prediction of reactive power. Compared against 
ANN the results is in favor to GA-LSSVM in term of 
computational time. Previously in [8], the similar approach 
has been examined for prediction of transmission loss in 
deregulated power system which suggested satisfactory 
results. Meanwhile, the hybridization of GA-LSSVM in [9] is 
demonstrated in stock market prediction. Similar approach 
also can be seen in [10] which is examined the capability of 
GA-LSSVM in prediction of condition of hydro turbine 
generating units. Empirical result indicated that the GA-
LSSVM is proved to be remarkable than the ANN.    
    On the other hand, the wide application of PSO-LSSVM 
can be seen encouraging as well. In [11], the PSO-LSSVM is 
employed for water quality prediction. This is followed by the 
study in [12] which used the PSO-LSSVM for dissolved gas 
prediction. Good results were recorded by PSO-LSSVM as 
compared to other identified algorithm. Similar approach also 
can be seen in [13] which demonstrated the feasibility of PSO-
LSSVM in critical heat flux prediction.          
    In recent years, the application of honey bees based 
algorithm, namely Artificial Bee Colony (ABC) [14] can be 
seen as a rival to the existing optimization algorithm. As 
compared to GA and PSO, ABC comes with fewer control 
parameters and simple mathematical equations. These features 
have led to its accessibility  and ease in adaptation in a wider 
class of optimization problem. In this study, as to improve the 
capability of ABC, the modifications are contributed in 
improving the limitation of exploitation process in standard 
ABC. The limitation is due to its high dependency on a single 
equation in different phases of exploitation process [15, 16]. 
With such modification, the algorithm is guided to perform a 
balance exploitation process. Hence, local minimum can be 
avoided. In this study, crude oil prices time series data sets are 
utilized as the empirical data. Meanwhile, similar study using 
heating oil price can be seen in propane prices time series data 
can be seen in [17]. 
    The remainder of this paper is organized as follows. In 
Section II and III, the theoretical of LSSVM and ABC is 
briefly introduced respectively. In Section IV, the modified 
ABC (mABC) is presented. This is followed by Section V 
which described the implemented methodology. Meanwhile, 
the empirical results are discussed in Section VI and finally, 
some concluding remarks are drawn in Section VII. 
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II.    LEAST SQUARES SUPPORT VECTOR MACHINES  
    Given a training set of N points {xi, yi}N with the input 
values xi and the output values yi, for non linear regression, the 
data are generated by the non linear function y(x) = f(xi) + ei, 
the objective is to estimate a model of the following form [1] 
ii
T ebxwxy ++= )()( ϕ                                    (1) 
 
where w is the weight vector, (.):Rn is the non linear function 
which maps the input space into a higher dimensional feature 
space, b denotes the bias and ei  is the error between the actual 
and predicted output at the ith training data. The input, xi and 
output, y(x) are described in Section V. The coefficient vector 
w and bias term b can be obtained through the optimization 















1),(min γ                     (2) 
 
Subject to the equality constraints  
ii
T
i ebxwy ++= )(ϕ , i = 1, 2 , …, N 
    The first part of (2) is used to regulate the weight sizes and 
penalize large weights while the second part of indicates the 
error in training data. Applying the Lagrangian multiplier to 
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where i are Lagrange multipliers,  is the regularization 
parameter which balances the complexity of the LSSVM 
model, i.e. y(x), and the training error. Differentiating (3) with 
w, b, ei and i, the conditions for optimality of this problem 
can be obtained by setting all derivatives equal to zero, as 















































i = 1, 2,…,N      (4) 
 
    By elimination of w and ei, the optimization problem can be 
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    With y = [y1; …; yN], =[ 1, …, N], I is the identity matrix 
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    Where  and b are the solutions of (5). In this study, Radial 
Basis Function (RBF) kernel is used  since its suitability in 
dealing with non linear cases [18] and give good performance 
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where 2 is a tuning parameter which associated with RBF 
kernel. Another tuning parameter, which is regularization 
parameter,  can be seen in (2). 
 
III.    ARTIFICIAL BEE COLONY  
    Proposed by Dervis Karaboga, the ABC algorithm is 
enlightened from the intelligent behavior of honey bees swarm 
[14]. The ABC consists of Employed Bees (EB), Onlooker 
Bees (OB) and Scout Bees (SB). Half of the colony is 
comprised of the EB while the latter composed of the OB. 
Meanwhile, the SB is basically the EB which switch its role at 
certain condition. This situation is described later. The number 
of food sources, SN is equal to the number of EB. This means 
that one EB is responsible to a unique food source. In the ABC 
algorithm, the exploitation process is handled by EB and OB, 
while the exploration process is carried out by the SB. 
    The food source positions represents the possible solutions 
of the problem under study. Suppose the solution space of the 
problem is D-dimensional, where D is the number of 
parameters to be optimized. Initial food sources positions are 
produced randomly within the range of the boundaries of the 
parameters of interest [14]. It is expressed as follows: 
))(1,0( minmaxmin jjjij xxrandxx −+=                       (9) 
 
where maxjx  and 
min
jx  are the upper and lower bound of 
parameters of interest. After initialization of the population, 







=                                     (10) 
where obj.Fun is the objective function. In this study, the 
objective function is MAPE (see section V). 
    In EB phase, for each food source position, one EB is 
assigned to it. A new food source is obtained according to (11) 
[14]: 
( )kjijijijij xxxv −+= ϕ                               (11) 
 
where i = 1, 2, …, SN and j = 1, 2, …, D. k is a randomly 
selected index in the colony which has to be different from i.  
is a random number within the range [-1, 1].  
    Later, the fitness of the newly produced solution is 
calculated and compared to the old one. If the fitness of new 
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solution is superior than old solution, the old solution is 
replaced; otherwise the old solution is retained. If the second 
condition occur, the number of trial which represent numbers 
of attempts in improving the solution increases by 1. 
    After all EB complete their searching process, the new food 
source positions obtained are shared with the OBs. An OB 
evaluates all the nectar information provided by EB and 
selects a food source with a probability related to its nectar 
quality which represents the fitness values of the solution. The 










1                                    
(12) 
 
where fiti is the fitness of the solution. SN is the number of 
food sources positions. Similarly as in EB phase, the OB 
produce modification on the selected food source position 
using (11) and the greedy selection process is performed after 
that. Even though both EB and OB phases apply similar way 
for food source exploitation, however, in EB phase, every 
solution will be updated while in OB phase, only the selected 
one will go through that process.  
    In SB phase, if the fitness of a found food source by EB has 
not been improved for a given number of trial (denoted by 
Limit), it is discarded and the EB of associated food source 
becomes a SB. SB makes a random search using (9). 
 
IV.    MODIFIED ABC  
    In this study, the Levy mutation, which is based on Levy 
Probability Distribution (LPD) is induced in the ABC 
algorithm [19]. The advantage of LPD relies on its tuning 
parameter, namely . Different value of  will produce 
different shapes of probability distribution. This feature 
provides an effective searching process since it will provide 
wider search space and reduce the possibility of revisiting a 
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    From (13), with y is output and x is input, the distribution is 
symmetric with respect to y = 0 and has 2 parameters viz.  
and .  controls the shape of the distribution, subject to 0 <  
< 2 while  is the scaling factor satisfying  > 0. For  = 1, it 
results to Cauchy distribution while when the 2→α , it 
becomes Gaussian distribution, which is excluded from LPD 
[20]. 
In EB phase, the following equation is introduced as to replace 
(11): 
( ) Lxxxv kjijijij ×−+=                    (14) 
    Meanwhile, in OB phase, instead of using  (11), (15) is 
introduced: 
Lxv ijij +=                                      (15) 
 
where L is represented by a random number generated by 
LPD. 
    From (15) and (16), it can be seen that different equations 
are introduced for EB and OB phase. The main objective is to 
enrich the searching process by applying different strategies in 
both phases. Meanwhile, the inducing of Levy mutation will 
produce more variation in mutation. The combination of these 
features will be useful in avoiding local minimum. 
 
V.   METHODOLOGY 
    This section covers on research data and data preparation, 
data normalization, experiment setup and utilized performance 
criteria. 
A. Research Data and Data Preparation 
    This study is realized on prediction of crude oil price. For 
input, four energy fuels price time series data were utilized, 
namely crude oil (CL), heating oil (HO), gasoline (HU) and 
propane (PN). The time series data covered are from 
December 2002 to October 2007. From the sample, 70% is 
allocated for training purposes while the rest 30% is set for 
validation and testing equally. 
 
B.    Data Normalization  
In this study, all input and output were normalized into the 
range of [0, 1]. This is done by making use of (16): 









              (16) 
 
where v’ indicates new value for current value, v, mina and 
maxa represent minimum and maximum value in data set 
respectively while newmina and newmaxa indicate new 
minimum  and new maximum value in data set respectively. 
C.    Experiment Setup 
     The variables assigned to features involved are as tabulated 
in Table 1. The input arrangement utilized is as suggested in 
[21]. The output was the daily spot price of CL one month 
ahead (21 trading days). 
TABLE I.  ASSIGNING INPUT AND OUTPUT VARIABLES 
Input Variable Output 
Daily closing price of crude oil, heating oil, 




Percent change (%Chg) in daily closing spot 






Standard deviation (sd) over the previous 5 days 





Standard deviation (sd) over the previous 21 days 
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D.    Performance Evaluation Metric 
     This study adopts Mean Absolute Percentage Error 
(MAPE)  and Root Mean Square Percentage Error (RMSPE) 
[22] as the measurement for prediction performance 
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Where n = 1, 2, …, x 
          yn = actual values 
          y(xn) = predicted values/approximate values by predictor    
                      models 
          N =Number of test data   
 
V.   EMPIRICAL  RESULTS AND DISCUSSION 
    For comparison purposes, the proposed mABC-LSSVM is 
compared against standard ABC-LSSVM [23] and also GA-
LSSVM [7]. According to the obtained results in Table 2, the 
values of  and 2  produced by mABC-LSSVM are 540.1780 
and 251.8873 respectively. The combination of this hyper 
parameters yield 8.0418% of MAPE in testing, which is 
5.9256% differs than the results produced by ABC-LSSVM. 
With such an increment,  the ABC-LSSVM is left behind 
when it incapable to produce MAPE in testing less than 10%. 
This is due to over fitting problem encountered in ABC-
LSSVM which is indicated by small MAPE during training 
but contrary value is produced in testing. This finally led the 
algorithm to fall into local minimum. Meanwhile, the GA-
LSSVM is ranked second with the recorded MAPE is 
9.7798%. 
    The comparison between mABC-LSSVM, ABC-LSSVM 
and GA-LSSVM is visualized in Figure 1. From the figure, it 
is shown that the distance between the target values (represent 
by straight line) and prediction values produced by mABC-
LSSVM, which is indicated by cross mark is narrower as 
compared to GA-LSSVM which is ranked second. Meanwhile, 
the produced prediction values by ABC-LSSVM are stray 
widely from the actual values.    
 
TABLE II 
COMPARISON OF PREDICTION TECHNIQUES 
 Methods 




MAPE Train (%) 
MAPE Test (% 
RMSPE (%) 
540.1780 359.7949 114.5410 
251.8873 1 52.0205 
1.3945 - - 
6.0509 1.8663 5.8390 
8.0418 13.9674 9.7798 
0.1042 0.1952 0.1319 
 

















Fig.1: Visual Comparison: Actual value vs. mABC-LSSVM vs. ABC-LSSVM 
and GA-LSSVM  
 
VI.   CONCLUSION 
    In this work, the hyper parameters selection of LSSVM 
based on mABC has been proposed which is realized in 
prediction of crude oil price. The modifications introduced are 
based on LPD which encourage for large distinct values in 
mutation and different strategies for the well balance in 
exploitation. With that, the searching behavior of the bees are 
enriched and would lead the algorithm to global minima. The 
proposed mABC-LSSVM is compared against ABC-LSSVM 
and GA-LSSVM and the goodness is evaluated based on 
MAPE and RMSPE. The empirical results suggested that the 
mABC-LSSVM possess an advantage in terms generalization 
performance. Thus, the proposed mABC-LSSVM is proven to 
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