Numerical methods often reduce solving a complicated problem to a set of elementary problems. In some previous papers, the author reduced the finding of solution boxes of a system of inequalities, the computation of integral value with error bound, the approximation of global maxima to computing solution boxes of one inequality. This paper contains new and improved methods for application of solution boxes of an inequality, furthermore the computational aspects are discussed in detail.
Introduction
The paper [1] gives a complete description and code of a process which is able to compute solution boxes of an inequality automatically (using only the structure of the appropriate expression). This means the following. Let   of function values. The so-called interval extension functions used in interval methods (see e.g. in [2] ) are inverse type functions, they assign intervals of function values to boxes of domain. The handling and application of these two tools require a highly different mathematical and computational background. 2) The box ( , , ) B g c  is not a symmetrical box around c. Often it has a large volume, although ( )
is only just satisfied. At the end of this section, some properties of our methods are mentioned. The notations, names, definitions and discussions (similarly to [1] ) are simpler and clearer than they were in the former papers of the author. Each of our five methods has both scanning and selection features, with the names showing the more characteristic feature. The methods for computation of area and volume, for computation of integral values and for finding global maxima can give an error bound to the solution. The author is not aware of tools aside from solution boxes of inequality for such a demanding handling of these problems. The methods for finding a solution of a system of equations and for finding of global minima cannot give error bounds, they are only reliable methods (which can be an important feature in case of practical problems). The computational aspects of our methods are discussed in detail in an appendix (the last section).
where the multivariate real functions 1 2 , , , n f f f  are continuous on the closed box I and are built from the well-known univariate real elementary functions. Our aim is to give a good approximation value with guaranted error bound for the area (the volume) of the set S. The method is based on the following four principles. 1) If the box I contains the set S, then the scanning of S gives an approximation of the volume of S and the scanning of the complementary set I S  also facilitates the computation of an error bound. 
, then compute the box ( , ,0) . 
A scanning method for integrals
Let the definite integral
be given, where the 1  m dimensional point set V is described by the system of inequalities
and are built from the well-known univariate real elementary functions. Let us assume that we know (rough) lower and upper bounds ,
Our aim is to give a good approximation value with guaranted error bound for the integral value. The method is based on the following five principles. 1) The computation of the integral value is equivalent to the computation of the volumes of the solution sets of the two systems of inequalities (consider the geometrical meaning of simple and double integrals, furthermore the definition of definite integrals)
The integral value is the difference of the first and second volumes.
2) The scanning of the complementary sets also facilitates the computation of an error bound. 3)
is a solution box to the inequality 0 ) (
is a solution box to the inequality , 0 ) (
is a solution box to the system of the two inequalities. 4) If U and T are m-dimensional boxes, then the set T U  can be divided into (at most) 2m boxes easily. 5) The too small boxes (the volume is too small) are filtered by the simple condition . ) (
The algorithmic description of the method is as follows. 
where , , , nob exb avi eps denote the number of boxes in the sequence, the number of the boxes examined, the approximating value of the integral value, the error bound, respectively.
and c is the centre
, then compute the box ( , ,0) .
, then : nob B I  and :
( , ,0 ) , 1 ,2 , , . 
A Selection Method for System of Equations
Let the nonlinear system of equations
, where :
be given. We assume that the multivariate real functions i f are continuous on the closed interval (box) I and built from the well-known real elementary functions. The aim is to find one root, i.e. to find a point z for which
The method is based on the following four principles. 1) Select the 'most promising box' in every step. 2) Exclude a box from further examination in every step. 3) If U and T are m-dimensional boxes, then the set T U  can be divided into (at most) 2m boxes easily. 4) The too small boxes are filtered by the simple condition . ) (
. This algorithm is a simplified and improved version of a method in [4] . Now solve the problem
It has one solution which will be searched in different starting intervals . 
A Scanning Method and a Selection Method for Global Extremes
Consider the problem , , , 0, 1,2, , , , , , ,
The solution of our problem is a point of the solution set S of this system of inequalities with the largest m th coordinate. Our aim is to find a good approximation obest of the maximum function value (belonging to the objective function f and the set A of feasible points) and to prove that the value eps obest  (where eps is a supposed error bound) is an upper bound to the m th coordinate of the solution. The method is based on the following four principles.
is a solution box to the system of the two inequalities. 2) If U and T are m-dimensional boxes, then the set T U  can be divided into (at most) 2m boxes easily. 3) Here it is sufficient to do a fine scanning only around the solution point, therefore a second filter is used besides the simple one seen in the integral algorithm.The too small boxes are filtered by the condition   ) (B vol and a second filter obest x m  (where m x is the maximum value of the m th coordinate in the box) saves much needless work. 4) To prove that the value eps obest  is an upper bound to the maximum value it is sufficient to see (because of the continuity of f on D ) that the 'narrow stripe' by
denote the number of boxes in the sequence, the number of the boxes examined, the approximating value of the global maximum, respectively.
, then compute the box 
and illustrated, with respectively. Observe that the 'linearity' is excellent and the proof of the supposed error bound requires insignificant work. For a practical problem (with an uncertain error bound) this work could increase considerably, therefore the second part of our examination is sometimes omitted. Now consider the problem
where the multivariate real functions ,
and f are continuous on the box D and built from the wellknown elementary functions, furthermore the objective function f is strictly increasing for every variable on D, i.e. the best (the minimum) value of
Our aim is to create a reliable method for finding the minimum function value (belonging to the objective function f and the set A of feasible points). The method is based on the following four principles. 1) Select the 'most promising box' (for which the box centre best satisfies the inequalities describing the set A of feasible points) at the beginning of the running, hereby take advantage of the speciality of the objective function in the filtering.
is a solu- I by 1 . 2) We always used floating point arithmetic for computing solution boxes. Since these boxes are computed by lower estimates, we have never happened to obtain a faulty result because of the effect of rounding errors.
