In stream ciphers, we should use a t-resilient Boolean function f (X) with large nonlinearity to resist fast correlation attacks and linear attacks. Further, in order to be secure against an extension of linear attacks, we wish to find a t-resilient function f (X) which has a large distance even from low degree Boolean functions. From this point of view, we define a new covering radiusρ(t, r, n) as the maximum distance between a t-resilient function f (X) and the r-th order Reed-Muller code RM (r, n). We next derive its lower and upper bounds. Finally, we present a table of numerical bounds forρ(t, r, n).
Introduction
Nonlinearity and resiliency are two of the most important cryptographic criteria of Boolean functions which are used in stream ciphers and block ciphers. The nonlinearity of a Boolean function f (X), denoted by nl(f ), is the distance between f (X) and the set of affine (linear) functions. It must be large to avoid linear attacks.
f (X) is said to be balanced if #{X | f (X) = 0} = #{X | f (X) = 1} = 2 n−1 , where X = (x 1 , . . . , x n ). Suppose that f (X) is balanced even if any t variables x i1 , . . . , x it are fixed to any t values b i1 , . . . , b it . Then f (X) is called a t-resilient function. f (X) should be t-resilient for large t to resist fast correlation attacks in stream ciphers such as combination generators and nonlinear filter generators.
Therefore, f (X) should satisfy both large nonlinearity nl(f ) and large resiliency. Recently, Sarkar and Maitra derived an upper bound on nl(f ) of tresilient functions [5] .
We further observe that f (X) should not be approximated even by low degree Boolean functions g(X) in order to be secure against an extension of linear attacks [3] . Note that the set of n variable Boolean functions g(X) such that deg(g) ≤ r is identical to an error correcting code known as the r-th order Reed-Muller code RM (r, n).
Consequently, we wish to find a t-resilient function f (X) which has a large distance even from RM (r, n) for small r. On the other hand, the covering radius of RM (r, n), denoted by ρ(r, n), is defined as the maximum distance between f (X) and RM (r, n), where the maximum is taken over all n variable Boolean functions f (X). That is,
In this paper, we introduce a new definition of covering radius of RM (r, n) from this point of view. We define t-resilient covering radius of RM (r, n), denoted byρ(t, r, n), as the maximum distance between a t-resilient function f (X) and RM (r, n), where the maximum is taken over all t-resilient functions f (X). That is,ρ (t, r, n)
We then derive lower bounds and upper bounds onρ(t, r, n). The result of Sarkar and Maitra [5] is obtained as a special case of one of our upper bounds. Finally, we present a table of numerical bounds forρ(t, r, n) which are derived from our bounds.
Preliminaries
Let X = (x 1 , . . . , x n ).
Nonlinearity of Boolean Functions
Define the distance between two Boolean functions f (X) and g(X) as
Define the weight of f (X) as
A Boolean function such that a 0 ⊕ a 1 x 1 ⊕ · · · ⊕ a n x n is called an affine function. Let A n denote the set of n variable affine functions. That is,
The nonlinearity of f (X), denoted by nl(f ), is defined as the distance between f (X) and A n . That is,
Cryptographically secure Boolean functions should have large nonlinearity to resist linear attacks. Then the following upper bound is known.
It is tight if n = even. f (X) which satisfies the above equality is called a bent function.
t-Resilient Function and its Nonlinearity
f (X) is said to be balanced if
Boolean functions used in stream ciphers should be t-resilient for large t to resist fast correlation attacks. Therefore, f (X) should satisfy both large nonlinearity nl(f ) and large resiliency. Sarkar and Maitra derived an upper bound on nl(f ) of t-resilient functions [5] .
Proposition 2.1. Let f (X) be a t-resilient function and l(X) be an affine func
They derived a similar bound for n = odd.
Reed-Muller Code and Its Covering Radius
Any Boolean function is written as the algebraic normal form such that
The degree of g(X), denoted by deg(g), is the degree of the highest degree term in the algebraic normal form. The r-th order Reed-Muller code RM (r, n) is identical to the set of n-variable Boolean function g(X) such that deg(g) ≤ r. The covering radius of RM (r, n), denoted by ρ(r, n), is defined as the maximum distance between f (X) and RM (r, n), where the maximum is taken over all n variable Boolean functions f (X). That is,
Note that ρ(1, n) is equal to the maximum nonlinearity of n-variable Boolean functions.
In the following table, the best known numerical bounds for ρ(r, n) with n ≤ 7 are presented. n 1 2 3 4 5 6 7 r = 1 0 1 2 6 [4] 12 28 56 r = 2 0 1 2 6 [4] 18 [6] 40 [1] -44 [2] r = 3 0 1 2 8
It is easy to see the following propositions.
,
Proof.
New Covering Radius for t-Resilient Functions

New Covering Radius
Boolean functions f (X) used in stream ciphers and block ciphers should not be approximated by affine (linear) functions to resist linear attacks. This leads to the notion of the nonlinearity nl(f ) which is defined as the distance between f (X) and the set of affine (linear) functions. We also observe that f (X) should not be approximated even by low degree Boolean functions to resist an extension of linear attacks [3] . Remember that RM (r, n) is identical to the set of g(X) such that deg(g) ≤ r, and the covering radius of RM (r, n) is the maximum distance between f (X) and RM (r, n). That is, ρ(r, n) = max RM(r, n) ).
Further, f (X) should be t-resilient to be secure against fast correlation attacks in stream ciphers.
In this section, we introduce a new definition of covering radius of RM (r, n) from this point of view. We define t-resilient covering radius of RM (r, n), denoted byρ(t, r, n), as the maximum distance between a t-resilient function f (X) and RM (r, n), where the maximum is taken over all t-resilient functions f (X). That is,ρ (t, r, n)
Note thatρ(t, r, n) = 0 if n − t − 1 ≤ r. This follows immediately from Siegenthalar's inequality on resilient functions [7] .
We then derive lower bounds and upper bounds onρ(t, r, n).
Lower Bounds onρ(t, r, n)
In this subsection, we derive lower bounds onρ(t, r, n).
Then it is easy to see that f (x 1 , . . . , x n ) is a t-resilient function. The rest of the proof is similar to the above.
Corollary 4.1.ρ(t, r, n) ≥ 2 t+1 ρ(r, n − t − 1).
Theorem 4.2. Suppose that there exists
for some f 1 and f 2 , where
.
Proof. Let
It is easy to see that
where X = (x 1 , . . . , x n ). We first show that h is t-resilient. For x n+1 = 0,
for some g 1 ∈ RM (r + 1, n) and g 2 ∈ RM (r, n). Then from Proposition 3.2,
Then it is known that [6] d(f, RM (2, 6)) = 18 .
Let r = 2, n = 6, m = 5 and l = 2 in Theorem 4.2. Then we obtain this corollary. 
Then it is known that
(f is a bent function). In Theorem 4.2, let
Then m = 2k and l = 2k + 1. Hence
For n = odd, let
Finally similarly to n = even, we have t = 2k − 1. Therefore, this corollary holds from Theorem 4.2.
Upper Bounds onρ(t, r, n)
In this subsection, we derive upper bounds onρ(t, r, n).
Proof. Any f (x 1 , . . . , x n ) and g(x 1 , . . . , x n ) are written as
Now let f be any t-resilient function such that
Choose g 1 such that deg(g 1 ) ≤ r and
arbitrarily. Choose g 2 such that deg(g 2 ) ≤ r − 1 and
. It is easy to see
≤ρ(t − 1, r, n − 1) + ρ(r − 1, n − 1) . Since deg(g) ≤ n − 1, it holds that w(g) ≡ 0 mod 2. Therefore, it holds that d(f, g) ≡ 0 mod 2.
We finally generalize Proposition 2.1 [5] and Proposition 2.2 [5] . 
for any g(X) such that deg(g) ≤ r, where X = (x 1 , . . . , x n ). Let α(g, r) be the number of degree r terms x i1 · · · x ir involved in g. Base step on r. If r = 1, then the theorem follows from Proposition 2.1. Inductive step on r. Assume that (2) is true for r = r 0 . We will show that it is true for r = r 0 + 1. 
