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Strained amorphous solids often fail mechanically by creating a shear-band. It had been under-
stood that the shear banding instability is usefully described as crossing a spinodal point (with
disorder) in an appropriate thermodynamic description. It remained contested however whether the
spinodal is critical (with divergent correlation length) or not. Here we offer evidence for critical spin-
odal by using particle pinning. For a finite concentration of pinned particles the correlation length
is bounded by the average distance between pinned particles, but without pinning it is bounded by
the system size.
I. INTRODUCTION
When strained, perfect crystalline materials exhibit an
elastic stress response all the way to mechanical yield [1],
whereupon the material start to flow plastically. In con-
tradistinction, in the case of amorphous solids the re-
sponse to strain is already plastic at small strains. In the
thermodynamic limit plasticity exists at arbitrarily small
strains [2–4]) . The stress vs. strain curve is typically
punctuated by stress drops due to plastic instabilities [5–
11]. In this case, elasticity cannot be clearly decoupled
from plasticity [3] and the definition of a mechanical yield
transition becomes a subtle problem.
Help comes upon considering the non-affine particle
rearrangements that accompany plastic instabilities, and
in particular their system-size scaling. For model amor-
phous solids under Athermal Quasi-Static (AQS) strain it
is now known that the energy drops in the pre-yield phase
(wherein the stress response to strain is still growing on
the average) do not scale with the system size [2]. This
is consistent with the non-affine particle rearrangements
being localized in space. After yield, in the plastic steady
state which is found at high strain (wherein the response
is on average constant), on the other hand, the energy
drops exhibit a scaling ∆U ∝ N1/3, irrespectively of the
model or the dimensionality of space [2]. The correspond-
ing particle rearrangements become extended, assuming
the form of micro shear-bands [12] which induce a global
collapse of the sample. Such a collapse has huge rele-
vance for the science of brittle materials, such as metal-
lic glasses [13–15], which, despite sometimes exhibiting
a toughness higher than ordinary crystalline metallic al-
loys, cannot be normally employed as structural mate-
rials because of their tendency to fail catastrophically
through shear banding [12, 16, 17].
The upshot is that amorphous yield can therefore be
visualized as a transition from localized to extended plas-
tic activity. As for the nature of this transition, however,
an established consensus is still missing. One point of
view, advanced by some of us, advocates a transition
in the form of a critical spinodal with disorder [18–20],
wherein the growth in space of plastic events is controlled
by a correlation length which diverges at the transition
and can be measured from suitable multi-point correla-
tors [19, 20]; another one [21, 22], inspired by previous
work [23] on disordered spinodals in the context of the
Random Field Ising Model [24–26] supports a picture in
terms, again, of a spinodal transition, however not a crit-
ical one. In this view avalanches grow through nucleation
around rare defects, rather than through a critical pro-
cess involving a correlation length. Besides the obvious
difference between these two interpretations in terms of
physics, there is also a genuinely practical one, namely
the possibility (or not) of identifying precursors to me-
chanical yield, which is present in the first picture but
not in the second one. As of now, it still remains to be
seen which scenario provides the best description of the
physics of yielding, a verification which requires a sys-
tematic testing of these ideas across different material
preparation protocols and model systems.
In a recent work [27, 28], it was shown how this phe-
nomenology is qualitatively changed, once inclusions in
the form of pinned particles [29–34] are added to the
glass. While the glass still yields, the growth of plastic
activity is suppressed to the point that events remain lo-
calized, even in the plastic steady-state. Moreover, the
shear modulus increases and a prominent stress overshoot
appears. Therefore, in this case, mechanical yield ceases
to be a sharp transition mediated by the appearance of
material-collapsing shear bands, but rather takes place
through progressive accumulation of localized plastic ac-
tivity.
In this work, we apply the techniques formulated
in [18–20] to the study of mechanical yield in such a
model system, and use them to elucidate the mecha-
nism leading to the suppression of shear bands: while
a growing correlation length can still be measured, we
show that it cannot diverge in a critical fashion, and is
on the contrary bounded by the typical distance between
pinned particles. Our picture of yield in terms of a criti-
cal spinodal is therefore able to capture and explain the
qualitative changes in the yield and mechanics of glasses
with pinned particles. As a byproduct, this work and
2refs. [28, 35] introduce and justify theoretically a proto-
col which can, in principle, be adapted to stymie shear
banding and brittleness in material science applications,
including metallic glasses.
II. MATERIALS AND METHODS
a. Model We have performed simulations of a
canonical glass forming system, the Kob-Andersen model
in two dimensions [36]. It is a binary mixture with 65%
large particles (type A) and 35% small particles (type B).
The particles interact via the Lennard-Jones (LJ) poten-
tial
Vα,β = 4ǫαβ[(σαβ/r)
12 − (σαβ/r)
6], (1)
where α and β stand for the two different types of particle
A and B. ǫAA = 1.0, ǫAB = 1.50, ǫBB = 0.50. σAA =
1.0, σAB = 0.88, σBB = 0.80.
b. Sample preparation To prepare the initial state,
the system is first equilibrated at a temperature T = 0.4,
then brought down to a lower temperature T = 10−5
using a cooling rate T˙ = 10−5. After that a fraction of
particles are chosen at random and pinned in place. Once
pinned, these particles do not participate further in the
dynamics and stay frozen in their respective positions.
Afterwards, the system is heated up to a temperature
T = 0.2, and then, in order to produce the desired num-
ber of replicated configurations, a snapshot of the posi-
tions is taken and a set of particle velocities, drawn from
the Maxwell-Boltzmann distribution at T = 0.2, is as-
signed to it. We repeat this procedure as many times as
the number of replicas we wish to employ to measure the
correlators. All the so obtained initial configurations are
then cooled to T = 0 with a cooling rate 10−1, in order
to finally obtain our athermal samples. We restate that
all of these replicas share the same configuration of the
pinned particles. We perform this procedure on systems
of N = 500, 1000, 2000, 4000 and 10000 particles. We
use 35 patches (each with 150 replicas), 30 patches (each
with 120 replicas), 20 patches (each with 30 replicas), 20
patches (each with 60 replicas) and 20 patches(each with
48 replicas) for N = 500, 1000, 2000, 4000 and 10000
respectively.
c. Shear Protocol We then perform an athermal
quasi-static (AQS) shear protocol on these inherent
states. As usual in AQS, we strain the system by first ap-
plying an affine shear transformation δγ = 5× 10−5, and
then the potential energy is minimized using Conjugate
Gradient in order to return the configuration to mechani-
cal equilibrium. During the shearing process, the pinned
particles undergo an affine transformation like the un-
pinned ones, but they remain frozen in place during the
minimization step.
d. Pinning Protocol As the particles do not move
during minimization, it is possible that the affine step
bring them close to each other, with the result of mak-
ing the potential energy unphysically large. To avoid
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FIG. 1. The replica susceptibility χ
L
, for four different values
of the pinning concentration c. Even at the smallest value
corresponding to just 0.5% of pinned particles, the suscep-
tibility peak is not seen diverging as the system size grows.
this situation, the randomly pinned particles are chosen
in such a way that the following condition is satisfied:
yi − yj ≥ rc, where yi is the y component of the posi-
tion vector of ith particle. rc is the distance where the
repulsive part of the interaction vanishes.
3III. RESULTS
Once our ensembles of replicas are created, we then
calculate the multi-point correlators defined in appendix
A and compute the associated susceptibility χL (denoted
as χGL in ref. [20]) as a function of the shear strain. In
Fig. 1 we report the results for all system sizes.
It emerges that the inclusion of pinned particles into
the system at any finite concentration destroys the criti-
cal behavior of the yielding transition. The susceptibility
peaks as the system yields, but this peak does not grow
with system size as in the unpinned case (see e.g. [20,
Fig. 10]); a much milder growth, without hints to a di-
vergence, is visible, whose theoretical justification is the
subject of the next section. Besides, we also observe that
the yielding point itself is shifted to higher strains, con-
sistently with the results of ref. [27, 28].
IV. THEORETICAL CONSIDERATIONS
We provide now a simple theory of the mild and seem-
ingly non-critical growth of the susceptibility peak. We
shall simply assume that the shear-banding correlation
length [19, 20] which controls the scale of avalanches on
approaching yield, cannot grow beyond the typical dis-
tance between pinned particles. This implies that at the
susceptibility peak, corresponding to the maximal value
of the correlation length, one must have
ξ∗ ≃
1
(cρ)1/d
, (2)
with ρ being the number density of the system.
Let us assume that the replica correlator GL(r) has
the standard form for a correlation function in critical
phenomena [37]
GL(r) =
e−r/ξ
rd−2+η
,
where d is the dimension of space and η the anomalous
dimension. One then has for the associated susceptibility
χ
L
∝
∫ L
0
dr r1−ηe−r/ξ.
Where L = V 1/d is the linear size of the system. The
integral can be calculated analytically, obtaining
χ
L
∝ L−η
(
L
ξ
)η
ξ2
[
Γ(2− η)− Γ
(
2− η,
L
ξ
)]
, (3)
with the definitions of the Euler Gamma and Incomplete
Gamma functions
Γ(x) ≡
∫ ∞
0
dt tx−1e−t,
Γ(x, a) ≡
∫ ∞
a
dt tx−1e−t.
(4)
If one takes the thermodynamic limit, using
lima→∞ Γ(x, a) = 0 one obtains
χ
L
∝ ξ2−ηΓ(2− η), (5)
which yields the well-known scaling relation between the
susceptibility and lengthscale critical exponents γ and
ν [37].
γ = ν(2− η).
Here we are however interested in the finite-size case with
L <∞.
A. Critical case
Let us assume that the system is critical at the yielding
transition (as we assume to be the case for zero pinning
concentration), which means that for γ = γY one has
ξ = L scaling-wise. Using Eq. (3) it is then easy to prove
that
χpeak ∝ L
2−η, (6)
therefore the susceptibility peak for zero pinning concen-
tration will grow like a power law of the size.
B. Pinned case
For every nonzero pinning concentration, we conversely
assume the transition to be not critical, and that the
lengthscale ξ can grow at most up to the typical distance
between pinned particles. In order to extract the domi-
nant behavior for large L, we asymptotically expand the
Γ(x, a) for large a ≡ L/ξ∗, and then substitute Eq. (2)
in the expansion. We obtain
χpeak ≃ f((ρc)
−1/d, η)− exp
(
−(cρ)1/dL
)
((cρ)−1/d)2−ηL1−η
[(
(ρc)1/d
)1−η
−
g((cρ)−1/d, η)
L
+O
(
1
L2
)]
, (7)
Where f and g are functions of ξ∗ = (ρc)−1/d and η
only. This implies that the peak height is given by a
size-independent contribution, minus one with a negative
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FIG. 2. The susceptibility peaks from Fig. 1 fitted to eq. 8 as
explained in the text.
exponential dependence on the size. In the pinned case
we therefore expect that as the system size grows, the
height of the susceptibility peak follows, at leading order
in ξ∗/L,
χpeak = A(c)− exp[−(cρ)
1/dL](cρ)−1/dL1−η +O
(
ξ∗
L
)
.
(8)
The susceptibility peak is therefore supposed to satu-
rate from below to a finite value which depends only on
the pinning concentration as L → ∞, a manifestly non-
critical behavior. In Fig. 2 we test this hypothesis on
the data reported in Fig. 1, by fitting the peak height to
the functional form (8) (we fit A and η, and fix cρ); the
error bars are computed as follows: we first fit our the-
oretical formula, eq. (8) to our simulation data; then for
each parameter we have found an estimated percentage
of error from the fitting program. The error bars are the
computed by choosing the parameter which had largest
error, and multiplying it it by our simulation data for
each L. The fits show satisfactory consistency between
data and theory.
V. DISCUSSION
We have applied the critical picture (and associated
tools) [18–20] of the yielding transition to a system with
inclusions in the form of pinned particles [29–34]. As re-
ported in [27, 34], these inclusions have the effect of pin-
ning and localizing the avalanches in the system (as well
as raising the value of the yield strain γY ), transforming
yielding into a crossover that takes place by progressive
accumulation of localized plastic activity, as opposed to
a transition that takes place when a scale-free avalanche
sweeps the system inducing material failure [2]. We show
that our formalism perfectly captures these features, and
can explain them in terms of a very simple theory wherein
the shear-banding correlation length is unable to grow be-
yond the typical distance between pinned particles. We
remark that a similar way of suppressing shear-banding
was proposed in ref. [35], wherein the inclusions were
instead modeled as elastic defects. A better understand-
ing of the links between the two approaches would be a
worthwhile research endeavor.
We also remark that a “transition” by progressive ac-
cumulation of localized avalanches is precisely the one
found in the Random Field Ising Model [23] when the
disorder strength exceeds a critical threshold value [26].
This would suggest that, in terms of the picture pro-
posed in [21], particle pinning has the result of effec-
tively increasing the level of disorder in the system and
thereby making it more “ductile”. However, in other
works [29, 30], pinning is used as a tool to increase
the Kauzmann transition temperature Tk of the system,
which would on the contrary imply that pinned systems,
by virtue of sitting closer to Tk, have a lower level of
disorder compared to their unpinned counterparts, and
are therefore supposed to have a more brittle behavior in
terms of yielding and plasticity [21], which by our results
and those of [28], is not the case. Resolving this apparent
contradiction will be an obvious aim for future research,
together with a study of behavior of the non-critical spin-
odal of the RFIM [23] in presence of pinned spins, for the
purpose of comparison with the results of this work.
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Appendix A: Expressions of the replica correlators
We report in this appendix the expression of the corre-
lators we calculated in the main text. The details on how
these expressions can be obtained can be found in [19, 20].
The correlation function is the sum of two terms:
GL(r) ≡ 2GR(r)− Γ2(r), (A1)
with the first term being the so-called “replicon” corre-
lator [38, 39].
GR(r) ≡
∑
i6=j [u
ab
i u
ab
j − 2u
ab
i u
ac
j +Qab Qcd]δ(r − (r
a
i − r
a
j ))∑
i6=j δ(r− (r
a
i − r
a
j ))
.
(A2)
5and the second being, essentially, a four-point correlation
function:
Γ2(r) ≡
∑
i6=j(u
ab
i −Qab)(u
ab
j −Qab)δ(r − (r
a
i − r
a
j ))∑
i6=j δ(r − (r
a
i − r
a
j ))
,
(A3)
with the definition
uabi ≡ θ(ℓ− |r
a
i − r
b
i |) , (A4)
and Qab is the global order parameter first defined in [18]
Qab ≡
1
N
N∑
i=1
θ
(
ℓ−
∣∣
r
a
i − r
b
i
∣∣) , (A5)
and θ(x) is the Heaviside step function. We take ℓ = 0.35
in LJ units, following [18–20].
These quantities are computed for each unique quadru-
plet of replicas in a single patch, for each value of the
strain γ, and the result is afterwards averaged over the
patches as detailed in the main text. The associated sus-
ceptibility, which we report in this work, is simply the
integral over space of eq. (A1).
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