We consider the problem of unveiling the implicit network structure of user interactions in a social network, based only on high-frequency timestamps. Our inference is based on the minimization of the least-squares loss associated with a multivariate Hawkes model, penalized by 1 and trace norms. We provide a first theoretical analysis of the generalization error for this problem, that includes sparsity and low-rank inducing priors. This result involves a new data-driven concentration inequality for matrix martingales in continuous time with observable variance, which is a result of independent interest. A consequence of our analysis is the construction of sharply tuned 1 and trace-norm penalizations, that leads to a data-driven scaling of the variability of information available for each users. Numerical experiments illustrate the strong improvements achieved by the use of such data-driven penalizations.
Introduction
Understanding the dynamics of social interactions is a challenging problem of fastly growing interest [11, 20, 9, 21] because of the large number of applications in web-advertisement and ecommerce, where large-scale logs of event history are available. A common supervised approach consists in the prediction of labels based on declared interactions (friendship, like, follower, etc.) However such supervision is not always available, and it does not always describe accurately the level of interactions between users. Labels are often only binary while a quantification of the interaction is more interesting, declared interactions are often deprecated, and more generally a supervised approach is not enough to infer the latent communities of users, as temporal patterns of actions of users are much more informative.
A recent set of papers [32, 14, 10] consider an approach for recovering latent social groups directly based on the real actions or events of users, called also nodes in the following, that uses only the timestamps patterns of the considered events. The models assume a structure of data consisting in a sequence of independent cascades, containing timestamps for each nodes. In these works, techniques coming from survival analysis are used to derive a tractable convex likelihood, that allows to infer the latent community structure. However, this model requires that data is already segmented into sets of independent cascades, which is not always realistic. Moreover, it does not allow for recurrent events, namely a node can be infected only once, and it cannot incorporate exogeneous factors, namely influence from the world outside the network.
Another approach is based on self-exciting point processes, such as the Hawkes process [16] . Previously used for geophysics, [28] , high-frequency finance [1] , crime activity [26] , this model has been also recently used for the modelization of users activity in social networks, see for instance [9, 6, 36, 35] . The main point is that the structure of the Hawkes model allows to capture the direct influence of a user's action to the others, based on the recurrency and the patterns of actions timestamps. It encompasses in the same likelihood the decay of the influence over time, the levels of interaction between nodes, which can be seen as a weighted asymmetrical adjacency matrix, and a baseline intensity, that measures the level of exogeny of a user, namely the spontaneous apparition of an action, with no influence from other nodes of the network.
In this paper, we consider a multivariate Hawkes process (MHP), and we combine convex proxies for sparsity and low-rank of the adjacency matrix and the baseline intensities, that are now of common use in low-rank modeling in collaborative filtering problems [7, 8] . Note that this approach is also considered in [36] . We provide a first theoretical analysis of the generalization error for this problem, see [15] for an analysis including only entrywise 1 penalization. Namely, we prove a sharp oracle inequality for our procedure, that includes sparsity and low-rank inducing priors, see Theorem 1 in Section 4. This result involves a new data-driven concentration inequality for matrix martingales in continuous time, see Theorem 3 in Section 5, which is a result of independent interest, that extends previous non-commutative versions of concentration inequalities for martingales in discrete time, see [33] . A consequence of our analysis is the construction of sharply tuned 1 and trace-norm penalizations, that leads to a data-driven scaling of the variability of information available for each nodes. We give empirical evidence of the improvements of our data-driven penalizations, by conducting in Section 6 numerical experiments on simulated data. Since the objectives involved are convex with a smooth component, our algorithms build upon standard accelerated batch gradient proximal algorithms.
The multivatriate Hawkes model
Consider a finite network with d nodes (each node corresponding to a user in a social network for instance). For each node j ∈ {1, . . . , d}, we observe the timestamps {t j,1 , t j,2 , . . .} of actions of node j on the network (a message, a click, etc.). To each node j is associated a counting process N j (t) = i≥1 1 t j,i ≤t and we consider the d-dimensional counting process
We observe this process for t ∈ [0, T ]. Each N j has an intensity λ j , meaning that
where F t is the σ-field generated by N up to time t. The multivariate Hawkes model assumes that each N j has an intensity λ j,θ given by
where the integral is a Stieljes integral, namely
where θ = (µ, A) with µ = [µ 1 , . . . , µ d ] and A = [a j,j ] 1≤j,j ≤d , with µ j ≥ 0 which is the baseline intensity of j, where a j,j ≥ 0 is a coefficient that quantifies the influence of j on j, and h j,j : R + → R + are decay functions that account for the decay of influence between pairs of nodes in the network. A typical choice for h j,j is the exponential kernel, i.e., h j,j (t) = e −α j,j t , where α j,j > 0 is a decay coefficient. We consider these functions fixed and known in this paper. The parameter of interest is the self-excitement matrix A, which can be viewed as a weighted asymmetrical adjacency matrix of connectivity between nodes. The Hawkes model is particularly revelant for the modelization of the "microscopic" activity of social networks, and has been considered recently a lot in literature (see [9, 6, 36, 35, 23, 12, 6, 17] , among others) for this kind of application, with a particular emphasis on [15] that gives first theoretical results for the Lasso used with Hawkes processes with an application to neurobiology. The main point is that this simple autoregressive structure of the intensity allows to capture the direct influence of a user on to the others, based on the recurrency and the patterns of their actions, by separating the intensity into a baseline and a self-exciting component, hence allowing to filter exogeneity in the estimation of users' influences on each others.
The procedure
We want to produce an estimation procedure of θ = (µ, A) based on data from {N t : t ∈ [0, T ]}. The hidden structure underlying the observed actions of nodes will be contained in A. A way of achieving this is to minimize the least-squares functional given by
with respect to θ, where λ θ
is the norm associated with the inner product
This least-squares function is very natural, and comes from the empirical risk minimization principle [34, 25, 18, 3] : assuming that N has an unknown ground truth intensity λ (not necessarily following the Hawkes model), we have easily, using Doob-Meyer's decomposition that
T − λ T , so that we expect a minimiumθ of R T (θ) to lead to a good estimation λθ of λ.
In addition to this goodness-of-fit criterion, we need to use a penalization that allows to reduce the dimensionality of the model. In particular, we want to reduce the dimensionality of A, based on the prior assumption that latent factors explain the connectivity of users in the network. This leads to a low-rank assumption on A, which is commonly used in collaborative filtering and matrix completion techniques [30] . Our prior assumptions on µ and A are the following.
Sparsity of µ. Some nodes are basically inactive and react only if stimulated. Hence, we assume that the baseline vector µ is sparse.
Sparsity of A.
A user interacts only with a fraction of other nodes, meaning that for a fixed node j, only a few a j,j are non-zero. Hence, we assume that A is a sparse matrix Low-rank of A. Nodes interactions have a community structure. It contains cliques, leading to a block-diagonal adjacency matrix that has the property of being sparse and low-rank.
To induce these prior assumptions on the parameters, we use a penalization based on a mixture of the 1 and trace norms. These norms are respectively the tightest convex relaxations for sparsity and low-rank, see for instance [7, 8] . They provide state-of-the art results in compressed sensing and collaborative filtering problems, among many other problems. These two norms have been previously combined for the estimation of sparse and low-rank matrices, see for instance [31] and [36] in the context of MHP. We consider indeed the following penalization on the parameter θ = (µ, A):
where each terms are weighted 1 and trace norm penalizations, given by
where the σ 1 (A) ≥ · · · ≥ σ d (A) are the singular values of A. The weightsŵ,Ŵ , and the coefficientτ are data-driven tuning parameters described below. The choice of these weights comes from a sharp analysis of the noise terms, see Section 5 below, and they lead to a datadriven scaling of the variability of information available for each nodes. The set of matrices A obtained by minimizing an objective penalized by (3) contains matrices that can be written in a block-diagonal or overlapping block-diagonal form, up to permutations of rows and columns. We consider thenθ ∈ argmin
which is a solution to the penalized least-squares problem. Let us define now the data-driven weightsŵ,Ŵ andτ used in (3) . From now on, we fix some confidence level x > 0, which corresponds to the probability that the oracle inequality from Theorem 1 holds. This can be safely chosen as x = log d for instance. The weights for 1 -penalization of µ are given bŷ
where
∨ e . The weighting of each coordinate j in the penalization of µ is natural: it is roughly proportional to the square-root of N j ([0, T )]/T , which is the average intensity of events on coordinate j. The termˆ x,j (T ) is a technical term, that can be neglicted in practice, see Section 6. The data-driven weights for 1 -penalization of A are given bŷ
and whereL
Once again, this is natural: the variance termV j,k (t) in (7) is, roughly, an estimation of the variance of the self-excitements between coordinates j and k. The termL x,j,k (T ) is a technical term that can be neglicted in practice.
The coefficientτ comes from a new concentration inequality for matrix-martingales in continuous time, see Theorem 3 in Section 5 below. We consider indeed
where · op stands for the operator norm, namely the largest singular value, where H(t) is the matrix with entries H j,k (t) given in (7), whereV 1 (t) is the diagonal matrix with entries
and whereV 2 (t) is the matrix with entries
where · 2 is the 2 -norm, X 2,∞ is the maximum 2 norm of the rows of X, and where H l,• is the l-th row of H. The extra technical termˆ x (t) is given bŷ
+ 2 log log sup
These weights are actually quite natural: the termsV j,k (t), V 1 (t) op and V 2 (t) op correspond to estimations of the noise variance, that are the L 2 terms appearing in the empirical Bernstein's inequalities given in Section 5 below. This will allow for a sharp tuning of the penalizations. The terms B j,k (t) and sup s∈[0,t] H(s) 2,∞ correspond to the L ∞ terms from these Bernstein's inequalities.
A sharp oracle inequality
Recall that the inner product λ 1 , λ 2 T is given by (2) and recall that · T stands for the corresponding norm. Theorem 1 is a sharp oracle inequality on the prediction error measured by λθ − λ 2 T . For the proof of oracle inequalities with a fast rate, one needs a restricted eigenvalue condition on the Gram matrix of the problem [5, 18] . One of the weakest assumptions considered in literature is the Restricted Eigenvalue (RE) condition. In our setting, a natural RE assumption is given in Definition 1 below. We denote by · F the Frobenius norm. If X = U ΣV is the SVD of X, with the columns u j of U and v k of V being, respectively, the orthonormal left and right singular vectors of X, the projection matrix onto the space spanned by the columns (resp. rows) of X is given by P U = U U (resp. P V = V V ). The operator P X : R d×d → R d×d given by P X (Y ) = P U Y +Y P V −P U Y P V is the projector onto the linear space spanned by the matrices u k x and yv k for 1 ≤ j, k ≤ d and x, y ∈ R d . The projector onto the orthogonal space is given by
. If x is a vector then supp(x) stands for the support of x (indices of non-zero entries) and for another vector x the notation (x ) supp(x) stands for the vector with same coordinates as x where we put 0 at indices outside of supp(x). We use the same notation (X ) supp(X) for matrices X and X. We also use the notation a ∨ b = max(a, b).
The constant 1/κ(θ) is a restricted eigenvalue depending on the "support" of θ, which is naturally associated with the problem considered here. Roughly, it requires that for any parameter θ that has a support close to the one of θ (measured by domination of the 1 norms outside the support of θ by the 1 norm inside it), we have that the L 2 norm of the intensity given by λ θ T can be compared with the L 2 norm of θ in the support of θ. Remark 1. Under some conditions on the possible set of values for the decay functions h j,j , one can prove that a stronger condition than the one considered here holds with a large probability, see Proposition 4 from [15] . This result is based on a careful analysis of the ergodicity properties of MHP. Theorem 1. Fix x > 0, and letθ be given by (4), with tuning parameters given by (5), (6) and (9) . Then, the inequality
holds with a probability larger than 1 − 146e −x .
Note that no assumption is required on the ground truth intensity λ of the multivariate counting process N in Theorem 1. The proof of Theorem 1 is given in Section 8.2. Let us observe that
where µ 0 stands for the sparsity of µ, that
where A 0 stands for the sparsity of A, and finally that
where c 1 , c 2 > 0 are numerical constants. Hence, Theorem 1 proves thatθ achieves an optimal tradeoff between approximation and complexity, where the complexity is, roughly, measured by
This complexity term depends on both the sparsity and the rank of A. The rate of convergence has the "expected" shape (log d)/T , recalling that T is the length of the observation interval of the process, and these terms are balanced by the empirical variance terms coming out of the new concentration results given below.
Data-driven matrix martingale Bernstein's inequalities
The proof of Theorem 1 requires a sharp control of the noise terms. Since we analyze both 1 and trace-norm penalizations, we need control of this noise term for both the entrywise ∞ norm and operator norm · op . The concentration inequalities described below are of independent interest. The noise term is the matrix martingale Z(t) with entries
where M j (t) = N j (t) − t 0 λ j (s)ds are the martingales obtained by compensation of the Hawkes process. A concentration inequality for Z j,k is easily obtained from Bernstein's inequality [24] , leading, for any x > 0, to
with a probability larger than 1 − e −x whenever
A proof of this fact is implicit in the proof of Theorem 2 below. However, the predictable variation Z j,k t depends on the non-observed intensity λ j , so this inequality in present form is of no use for statistical learning. Morever, this result requires to know an upper bound on Z j,k t , while we would like an inequality that holds in general. Hence, we need a new Bernstein's type inequality, that uses an observable empirical variance term, based on the optional variation, instead of the predictable variation. The optional variation is given byV j,k , see Equation (7) above, and is undersood as an estimation of Z j,k t . Let us consider also B j,k (t) given by (7) andL x,j,k (t) given by (8) . The next theorem gives a deviation bound on all the entries of Z(t).
Theorem 2. We have
The proof of Theorem 2 is given in Section 8.3 below, and has the same flavor as previous inequalities, see [13, 15] .
Theorem 3 below gives a non-commutative version of Bernstein's inequality for the noise term, namely a deviation for Z(t) op . It is based on a concentration inequality by the same authors [2] , but it gives a bound with an observable variance term. We consider H(t) given by (7),V 1 (t) by (10),V 2 (t) by (11) andˆ x (t) by (12) . Theorem 3. For any x > 0, we have
with a probability larger than 1 − 84.9e −x .
The proof of Theorem 3 is given in Section 8.4. This result of independent interest gives a control of the operator norm of the noise term, with an observable variance term. This is the first result of this kind to be found in literature, with [2] that gives a first Bernstein inequality for this kind of probabilistic object.
Once again, let us stress the fact that in both Theorems 2 and 3, all the quantities controlling the noise terms are observable, and are used for a sharp data-driven tuning of the penalizations considered in Section 3.
Numerical experiments
In this section we conduct experiments on synthetic datasets to evaluate the performance of our method, based on the proposed data-driven weighting of the penalizations, compared to non-weighted penalizations [36] . We generate Hawkes processes using Ogata's thinning algorithm [27] 
and the rest of the matrix contains zeros. The matrix is then scaled to have operator norm equal to 0.8, therefore guaranteeing to obtain a stationary process. An instance of this matrix is given on the left side of Figure 2 . We then compute several procedures on the generated data, restricting them on a growing interval of length 1000, 2000, 3000, 4000, 5000, and assessing their performance each time. An overall averaging of the results is done on 10 separate simulations. Note that in this setting, the average number of events on a length 1000 interval is on average equal to 10000, and is, by stationarity, linearly growing with the length of the interval. We consider a procedure based on mimization of the log-likelihood instead of the least-squares used above to derive the theoretical results. This allows to reduce greatly computation times, as the computation of a gradient can be done in parallel and is linear in the number of events and dimension, thanks to recursion formulas that can be used for exponential decays, see [28] . It can be seen that the data-driven weights used in our penalizations are the same when using the log-likelihood loss instead of the least-squares, as the noise term remains the same. This objective is convex, with a goodness-of-fit term locally gradient-lipschitz: we use first-order optimization algorithm, based on proximal accelerated gradient. Namely, we use Fista [4] for problems with a single penalization on A ( 1 -norm or trace-norm) and Prisma [29] for mixed 1 and trace-norm penalizations on A. For both procedures we use a linesearch scheme that allows to tune automatically the gradient step at each iteration. We fix a maximum of 100 iterations in all the results given below, for a fair comparison, we observed that it is largely sufficient for convergence to a satisfactory minimum. Note that in [36] an ADMM algorithm with Jensen's maximization minimization principle is used, which is not accelerated, while our algorithms are. We compare the following procedures:
• NoPen : direct minimization of the log-likelihood, with no penalization
• L1: non-weighted L1 penalization of µ and A
• wL1: weighted L1 penalization of µ and A given by (16) • L1Nuclear: non-weighted L1 penalization of µ and A, and trace-norm penalization of A
• wL1Nuclear: weighted L1 penalization of µ and A given by (16) and trace-norm penalization of A Note that the procedure L1Nuclear is the same as the one considered in [36] , however we use a different optimization algorithm, based on an accelerated first-order method (that we expect to be faster than an ADMM based algorithm, although a careful comparison of solvers is beyond the scope of this paper). The data-driven weights used in our procedures are the ones derived from our analysis, see (5) and (6), where we remove negligible terms and where we put x = log T . Namely, we usê Figure 2 : Ground truth matrix A ; recovered matrix using NoPen ; L1 ; wL1 ; L1Nuclear ; wL1Nuclear. We observe that wL1 and wL1Nuclear leads to better support recovery, as we observe less false positives outside of the node communities. Figure 3 : Error for L1 and wL1 ; Error for L1Nuclear and wL1Nuclear ; AUC for L1 and wL1. Abscissa corresponds to the interval length T . Weighted penalizations systematically leads to an improvement, both for L1 and L1 + Nuclear penalization, in terms of error and AUC for weighted 1 penalization of µ and weighted 1 penalization of A respectively. The tuning parameters c 1 , c 2 and the parameter for trace-norm penalization of A are tuned using crossvalidation, on a testing error measured by the log-likelihood computed on a held-out testing set (we split in half the generated data for training and testing). We use two metrics to assess the procedures:
• error: the relative 2 estimation error of the parameter θ, given by θ − θ 2 2 / θ 2 2
• AUC: we compute the AUC (area under the roc curve) between the binarized ground truth matrix A and the solutionÂ with entries scaled in [0, 1] . This allows to quantify the ability of the procedure to detect the support of the connectivity structure between nodes.
In Figures 2 and 3 , we compare the procedures in terms of error and AUC. In Figure 2 we can observe, on an instance of the problem, the improvement of wL1 and wL1Nuclear with respect to L1 and L1Nuclear respectively, as we observe less false positives outside the node communities (better viewed on a computer). Figure 3 confirms the fact that weighted penalizations systematically leads to an improvement, both for L1 and L1Nuclear, in terms of error and AUC.
Conclusion
In this paper we proposed a careful analysis of the generalization error of a MHP-based modelization of user interactions in a social network. Our theoretical analysis required a new concentration inequality for matrix-martingales in continuous time, with an observable variance term, that is a result of independent interest. This analysis led to a new data-driven tuning of sparsity-inducing penalizations, that we assess on a numerical example. Further work will focus on other matrix factorization techniques for this problem, such as non-negative matrix factorization, and the use of text-mining techniques to incorporate content features for twitter datasets for instance.
Proofs

Notations
Denote by X a d × d matrix and x ∈ R d . Then diag[x] stands for the diagonal matrix with diagonal equal to x, while diag[X] stands for the diagonal matrix with diagonal equal to the one of X. We write the singular value decomposition (SVD) of a rank r matrix X as X, X the Frobenius norm. We introduce the operator norm X op = σ 1 (X) and trace norm X * = d j=1 σ j (X). If W is a d × d matrix with positive entries, we introduce the weighted entrywise 1 -norm given by X 1,W = W , |X| , where |X| contains the absolute values of the entries of X. We denote by X 0 the number of non-zero entries of X and X Y is the entrywise product (Hadamard product) of X and Y with matching dimensions. We use the same notation x y for vectors x and y with matching dimensions. We denote also X •,j for the j-th column of X while X j,• stands for the j-th row. We define
where · 2 is the 2 norm of vectors. If X = U ΣV is the SVD of X the projection matrix onto the space spanned by the columns (resp. rows) of X is given by P U = U U (resp.
is the projector onto the linear space spanned by the matrices u k x and yv k for 1 ≤ j, k ≤ d and x, y ∈ R d . The projector onto the orthogonal space is given by P ⊥ X (Y ) = (I − P U )Y (I − P V ). If x is a vector (or matrix) then supp(x) stands for the support of x (indices of non-zero entries) and for another vector x the notation [x ] supp(x) stands the vector with same coordinates as x where we put 0 at indices outside of supp(x). We use the same notation [X ] supp(X) for matrices X and X. We also use the notation a ∨ b = max(a, b).
Proof of Theorem 1
The proof is based on the proof of a sharp oracle inequality for trace norm penalization, see [19] and [18] . We endow the space R d × R d×d by the inner product θ, θ = µ, µ + A, A where θ = (µ, A) and θ = (µ , A ) with µ, µ = µ µ and A, A = tr(A A ).
For any θ, one has
we have that the derivatives of the empirical risk are given by
and
Now, it leads to
Using dM j (t) = dN j (t) − λ j (t)dt and the recalling that
we obtain the decomposition
Namely, we end up with
The parallelogram identity gives
where we put f 2 T = f, f T .
Let us point out that, in the case λθ − λ θ , λθ − λ T < 0, one obtains
which directly implies the inequality of the Theorem.
Thus, from now on, let us assume that
The first order condition forθ ∈ argmin θ {R T (θ) + pen(θ)} gives
Letθ ∂ = −∇R T (θ). Since the subdifferential is a monotone mapping, we have θ −θ,θ ∂ −θ ∂ ≥ 0 for any θ ∂ ∈ ∂ pen(θ). Thus from (17), one gets ∀θ ∂ ∈ ∂ pen(θ),
We need now to characterize the structure of the subdifferentials involved in pen(θ), to describe
Let us recall that if A = U ΣV is the SVD of A, we have P A (B) = P U B + BP V − P U BP V and P ⊥ A (B) = (I − P U )B(I − P V ) (projection onto the column and row space of A and projection onto its orthogonal space). Now, for g 3 (A) =τ A * , we have
see for instance [22] . Now, write
. Using Equation (20), (21) and (22), we can write
where by duality between the norms · 1 and · ∞ , and between · * and · op , we can choose f, F 1 and F * such that
Now, decompose the noise term of (19) :
and where we recall that Z is given by (15), see Section 5. We have
where we used again duality between trace norm and operator norm. We need now to use the concentration inequalities given in Section 5, that are proved in Sections 8.3 and 8.4 below. Using Theorem 2 (see Section 8.3 below) with h ≡ 1 and an union bound on j = 1, . . . , d gives that
for any 1 ≤ j ≤ d with a probability larger than 1 − 30.55e −x . Using Theorem 2 from Section 5 entails that
for any 1 ≤ j, k ≤ d with a probability larger than 1 − 30.55e −x and finally Theorem 3 (see Section 5) entails that
with a probability larger than 1 − 84.9e −x . Hence, the choice of weights (5), (6) and (9) entails
on an event with a probability larger than 1 − 146e −x . This entails
Taking A =Â gives a cone constraint onμ − µ:
while taking µ =μ gives a cone constraint onÂ − A:
Namely, we have now using Assumption 1 that
Putting all this together gives
where we used Cauchy-Schwarz's inequality. This finally gives
where we used (23) . The conclusion of the proof of Theorem 1 follows from the fact that ax − x 2 ≤ a 2 /4 for any a, x > 0.
Proof of Theorem 2
We want to control all the entries of the matrix Z given by
We use the next Theorem, which is based on Theorem 3 from [13] .
Theorem 4. Let N be a counting process with predictable intensity λ and compensator Λ. Let g be a predictable function bounded a.s. Put M = N −Λ the martingale obtained by compensation. Then, the martingale given by
with a probability larger than 1 − 30.55e −x , for g ∞ = sup s∈[0,t] |g(s)| for the optional variation
and forˆ
We fix (j, k) ∈ {1, . . . , d} 2 and choose
in Theorem 4, which leads to
with a probability larger than 1 − 30.55e −x for any j, k. Now, using an union bound over (j, k) ∈ {1, . . . , d} 2 with this inequality gives the same inequality with the same probability, where we increase x by 2 log d.
Proof of Theorem 3
Notations
Let us introduce
where we note that
and D (c)
Preliminary results
Let us introduce a process of the form
where {A t } t≥0 and {B t } t≥0 are arbitrary (F t )-predictable d × d processes, so that the entries of U A,B (t) are given by
Recalling that H t is the matrix with entries H j,k (t) = (0,t) h j,k (t − s)dN k (s), see (7) and that
we have
Let us recall that we want to control Z(t) op . The next Theorem is given in [2] , see Theorem 4 herein, and is a core ingredient for the proof of Theorem 3.
Theorem 5. Let U A,B (t) be given by (26) with M j (t) = N j (t)− t 0 λ j (s)ds that are martingales obtained by compensation of the counting processes N j for j = 1, . . . , d. Define the matrix
and introduce also b A,B (t) = sup
Then, for any v, x > 0, the following holds:
An immediate corollary of Theorem 5 is given in Corollary 1 below. For 0 ≤ v 1 < v 2 and 0 ≤ b 1 < b 2 , we introduce the events
These events give lower and upper bounds of the random quantitives involved in this theorem. A peeling argument, given below, will allow to remove these events from the concentration, by slightly enlarging the concentration bound by a poly-logarithmic factor. Corollary 1. Fix any , b, v > 0 and x > 0. The following deviation inequalities hold.
First concentration inequalities for Z t op
As explained above, if we choose A = I and B = H, we have U A,B (t) = Z t . For this choice, we have
where we defined
We will denote for short (t is fixed throughout)
until the end of the proof. Introduce also, for v 1 , v 2 , b 1 , b 2 ≥ 0, the events
Corollary 1 entails the following inequalities.
These inequalities looks like the desired Bernstein's inequality. But they have two major problems. First, the variance terms V 1 and V 2 depend on λ, hence are non-observable. Second, we need to remove the events V
(1)
·,· and B · to end-up with a usable inequality. Natural estimators of V H,λ,1 (t) and V H,λ,2 (t) are given, respectively, bŷ
We introduce for shortV
op . The next step is to prove that we can replace the non-observable variance terms V 1 and V 2 , that involve the quadratic variation, by the observable variance termsV 1 andV 2 involving the optional variation.
Replacing
Hence, we use again Proposition 1 with A = Q and B = Q. Note that
Recalling (??) and (27) , this means that
Hence, Proposition 1 gives, for the choice A = Q and B = Q
We obtain that with a probability larger than 1 − 2de −x , we have
So, using the so-called "square-root trick", namely the fact that A ≤ b + √ aA entails A ≤ a + 2b for any a, A, b > 0, we obtain
on this event, with a probability larger than 1 − 2de −x .
The exact same strategy as for V 2 is used. We write
where this time Q = H(t) 2,∞ I. We have
Hence, we use again Proposition 1 with A = B = Q, which gives
Now, using the same trick as before, we obtain
Concluding the proof
Plugging Equations (41) and (43) with Equations (33)- (40), we can replace V 1 and V 2 byV 1 andV 2 respectively. Now, we use a peeling argument to remove the events that lower and upper bound V 1 , V 2 and B. Fix , c 0 , x, b 0 > 0 and introduce
for j ≥ 0, and take
, and introduce the events
We partition the whole probability space in the following way:
where V 1,j = {v 1,j < V 1 ≤ v 1,j+1 }, V 2,k = {v 2,k < V 2 ≤ v 2,k+1 }, B l = {b l < B ≤ b l+1 }.
On each event V 1,j ∩ V 2,k ∩ B l , we have a deviation on Z. Using (33) gives
Using (34) So, Z is controlled by an observable term in all cases. It remains to remove all the events V 1,j ∩ V 2,k ∩ B l for j, k, l ≥ −1. This is done by increasing x by a very small observable term, and by using an union bound on all the possible combinations j, k, l ≥ −1. Introduce for some c > 0ˆ
= c log log 2V 1 + 2((1 + ) 2 + B 2 /3)x c 0 x ∨ e + log log 2V 2 + 2((1 + ) 2 + B 2 /3)x c 0 x ∨ e + log log B b 0 ∨ e . 
So, using (46), we obtain We obtain in the exact same way using (41) and (47) that .
