The stochastic watershed is a method for identifying salient contours in an image, with applications to image segmentation. The method computes a probability density function (PDF), assigning to each piece of contour in the image the probability to appear as a segmentation boundary in seeded watershed segmentation with randomly selected seedpoints. Contours that appear with high probability are assumed to be more important. This paper concerns an efficient method for computing the stochastic watershed PDF exactly, without performing any actual seeded watershed computations. A method for exact evaluation of stochastic watersheds was proposed by Meyer and Stawiaski (2010) . Their method does not operate directly on the image, but on a compact tree representation where each edge in the tree corresponds to a watershed partition of the image elements. The output of the exact evaluation algorithm is thus a PDF defined over the edges of the tree. While the compact tree representation is useful in its own right, it is in many cases desirable to convert the results from this abstract representation back to the image, e.g, for further processing. Here, we present an efficient linear time algorithm for performing this conversion.
Introduction
The stochastic watershed, proposed by Angulo and Jeulin [1] , is a method for identifying salient contours in an image, with applications to image segmentation. This method is based on the seeded watershed [14] , which partitions the image into regions according to a set of seedpoints, so that every region contains precisely one seed and the boundaries between regions are optimally aligned with strong gradients in the image [6] . The stochastic watershed estimates the strength of edges in the image by repeatedly performing seeded watershed segmentation with randomly selected seedpoints. Each repetition will find a different subset of edges, but more important edges will be found more frequently. The output of the method is a probability density function (PDF), assigning to each piece of contour in the image the probability to appear as a segmentation boundary in seeded watershed segmentation with N randomly selected seedpoints.
Here, we study watersheds on edge weighted graphs. In this context, a digital image is commonly represented by its pixel adjacency graph, i.e., a graph where each image element corresponds to a vertex in the graph, and adjacent image elements are connected by graph edges. Consequently, the seedpoints used for watershed segmentation consist of a set of vertices in the graph, and the watershed itself is defined as a watershed cut [6, 7] . Informally, a cut is a set of edges that, if removed from the graph, separates it into two or more connected components. The stochastic watershed PDF is then defined as a mapping over the edges of the graph, i.e., every edge is considered to be a "piece of contour".
In the original paper by Angulo and Jeulin [1] , the PDF was estimated by Monte Carlo simulation, i.e., repeatedly selecting N random seedpoints and performing seeded watershed segmentation. The drawback of this approach is that a large number of watershed segmentations must be performed to obtain a good estimate of the PDF. Meyer and Stawiaski [15] showed that the PDF can be calculated exactly, without performing any Monte Carlo simulations. Their work was later extended by Malmberg and Luengo [13] , who proposed an efficient (pseudo-linear) algorithm for computing the exact PDF.
The exact evaluation method does not operate directly on the pixel adjacency graph G, but on a minimum spanning tree of G. The minimum spanning tree provides a compact representation of all watershed cuts on G in the sense that, under certain conditions, there is a one-to-one correspondence between the watershed cuts on G and the watershed cuts on its minimum spanning tree. The output of the exact evaluation algorithm is thus a map from the edges of the minimum spanning tree to [0, 1] such that the value of the map for a given edge equals the probability of that edge being included in the watershed cut on the tree for a set of randomly selected seedpoints.
The compact tree representation is useful in its own right. For example, it is straightforward to obtain a segmentation directly from the tree by removing a set of edges with high probability values, and performing connected component labeling on the resulting forest. In general, the tree representation can be treated as any other segmentation hierarchy for morphological segmentation [8] . Nevertheless, there are cases where it might be useful to extend the stochastic watershed PDF to all edges in the graph. Malmberg and Luengo [13] suggested that such an extension could be performed using the saliency map approach of Najman and Schmitt [17, 9] . As will be shown, however, this does not lead to the correct PDF for stochastic watersheds. Here, we propose an efficient algorithm for performing the correct extension. We show that for sparse graphs, common in image analysis applications, the time complexity of the proposed algorithm is O(|V |), where |V | is the number of vertices in the graph.
Preliminaries

Edge Weighted Graphs
We will formulate our results in the framework of edge weighted graphs. In this context, a digital image is represented by its pixel adjacency graph, where each image element corresponds to a vertex in the graph, and adjacent image elements are connected by graph edges. In this section, we introduce some basic definitions to handle edge weighted graphs.
We define a graph as a triple G = (V, E, λ) where -V is a finite set.
-E is a set of unordered pairs of distinct elements in V , i.e., E ⊆ {{v,
The elements of V are called vertices of G, and the elements of E are called edges of G. When necessary, V , E, and λ will be denoted V (G), E(G), and λ(G) to explicitly indicate which graph they belong to. An edge spanning two vertices v and w is denoted e v,w . If e v,w is an edge in E, the vertices v and w are adjacent. The neighborhood of a vertex v it the set of all vertices adjacent to v, and is denoted by N (v).
For any edge e ∈ E, λ(e) is the weight or altitude of e. Throughout the paper, we will assume that the value of λ(e) represents the dissimilarity between the vertices spanned by e. Thus, we assume that the salient contours are located on the highest edges of the graph. In the context of image processing, we may define the edge weights as, e.g.,
where I(v) and I(w) are the intensities of the image elements corresponding to the vertices v and w, respectively. The seeded watershed method, and hence also the method presented here, depends on an increasing order of the edge weights in a graph, but not on their exact value [6, 7] . To ensure the uniqueness of the seeded watershed segmentation, we will only consider graphs where each edge has a unique weight, thereby ensuring a unique increasing order. Graphs that do not fulfill this property can be easily be converted to the correct format as follows:
1. Fix an increasing ordering of the graph edges, i.e., find a map O :
We denote the origin v 1 and the destination v k of π by org(π) and dst(π), respectively. The set of vertices
, and the set of edges
A path that has no repeated vertices is said to be simple. Two vertices v and w are linked in G if there exists a path π in G such that org(π) = v and dst(π) = w. The notation v ∼ w G will here be used to indicate that v and w are linked on G. If all pairs of vertices in G are linked, then G is connected, otherwise it is disconnected.
Let G and H be two graphs.
v ∈ H and w / ∈ H, then H is a connected component of G. Let G be a graph and let π be a path in G. If dst(π) = org(π), then π is a cycle. A cycle is simple if it has no repeated vertices other than the endpoints. If G has no simple cycles, then G is a forest. A connected forest is called a tree.
Let G be a graph, and let T be a subgraph of G such that T is a tree and V (G) = V (T ). Then T is a spanning tree for G. The weight of a tree is the sum of all edge weights in the tree. A minimum spanning tree of G is a spanning tree with weight less than or equal to the weight of every other spanning tree of G.
Exact Stochastic Watersheds
In this section, we briefly review the method of Meyer and Stawiaski [15] for exact evaluation of stochastic watersheds.
Let G be a graph. In the method of Meyer and Stawiaski, the hierarchy of watershed segmentations is represented by a flooding tree, T , which in our context is equivalent to a minimum spanning tree T of the graph G. Since T has no simple cycles, every set of edges S ⊆ E(T ) forms a cut on T . Moreover, every set of edges S ⊆ E(T ) corresponds to a cut S in G, given by
We say that S is the cut on G induced by S. If S is a watershed cut on T with respect to some set of seedpoints, then the cut induced by S is a watershed cut on G with respect to the same seedpoints [6, 7] . In fact, there is a one-toone correspondence between the set of all watershed cuts on T and the set of all watershed cuts on G. Meyer and Stawiaski [15] used this correspondence to compactly represent the stochastic watershed PDF as a mapping P : E(T ) → [0, 1], where P (e) is the probability of e being included in the watershed cut on T for N randomly selected seedpoints. This mapping can be computed in O(|E|α(|V |)) time using the algorithm proposed by Malmberg and Luengo [13] , where α is the extremely slow-growing inverse of the Ackermann function [5] .
Method
Let G be a graph, and let T be a minimum spanning tree for G. For all e ∈ E(T ), let P (e) be the probability of e being included in the watershed cut on T for N randomly selected seedpoints. We will now show how the mapping P defined over the edges of T can be used to compute a mapping P : E(G) → [0, 1] such that P (e) is equal to the probability of e being included in the watershed cut on G for N randomly selected seedpoints.
Malmberg and Luengo [13] suggested that the mapping P could be extended to all edges in E(G) using the saliency map approach of Najman and Schmitt [17] For every edge e v,w ∈ E(G), there is a unique path, denoted π v,w , on T connecting the vertices spanned by the edge. According to the saliency map approach, the mapping P would be defined as
By this definition, however, P (e) does not equal the probability of e being included in the watershed cut on G for N randomly selected seedpoints, as shown below.
Theorem 1. Let S be a cut on T , and let S be the cut on G induced by S. For every edge e v,w ∈ E(G), it holds that e v,w ∈ S if and only if S ∩ E(π v,w ) = ∅.
Proof. If E(π v,w ) ∩ S = ∅, then π v,w is a path between v and w on (V, E(T ) \ S), i.e., v ∼ w ((V,E(T )\S))
, and so e v,w / ∈ S . Conversely, if E(π v,w ) ∩ S = ∅, then v ∼ w
((V,E(T )\S))
, and so e v,w ∈ S .
The probability of P (e v,w ) of e v,w being included in the watershed cut on G is therefore equal to the probability that the watershed cut on T contains at least one edge along the path π v,w connecting v and w on T . This probability is given by
The derivation of Equation 4 is straightforward. Since the probability of an edge along π v,w being part of the watershed cut on T is independent of that for other edges along π v,w , the probability that no edge in E(π v,w ) belongs to the watershed cut can be computed by multiplication of the individual probabilities. Note that for all edges e v,w ∈ E(T ), Equation 4 reduces to P (e v,w ) = P (e v,w ) as expected.
Based on the above results, we can formulate a naive approach for calculating P (e v,w ) as follows: 
Set C ← C ∪ {w} 1. Find the unique path π v,w connecting v and w on T using, e.g., breadth-first search.
Use Equation 4 to calculate P (e v,w ).
Performing these calculations for all edges in a graph, however, is prohibitively slow. We will now present an efficient algorithm for computing P (e) for all e ∈ E(G). First, we define the function Φ(a, b) as
Next, we designate an arbitrary vertex r ∈ V to be the root of T . The choice of r does not affect the output of the algorithm. For a pair of vertices v, v ∈ V , we say that v is an ancestor of v if v lies along the path from v to r on T .
The lowest common ancestor LCA(v, w) of two vertices v and w is the vertex located farthest from the root that is an ancestor of both v and w. With these definitions in place, we can rewrite Φ(v, w) as
For a fixed root r, the value of Φ(v, r) for all vertices v ∈ V can be computed using Algorithm 1. Computationally, this algorithm is equivalent to breadth-first search, and so has the same
Once the value of Φ(v, r) has been calculated for all v ∈ V , Algorithm 2 can be used to calculate the desired probability P (e) for all e ∈ E(G). Algorithm 2 iterates over all edges of G, and computes the LCA of the vertices spanned by the edge. The time complexity of Algorithm 2 is therefore O(|E| · X), where X is the cost of finding the LCA between a pair of vertices. As shown by Harel and Tarjan [12] , the LCA of a pair of vertices can be found in O(1) time, after performing an O(|V |) preprocessing step. An algorithm satisfying these bounds, while also being suitable for practical implementation, was proposed by Bender and Farach-Colton [3] .
Algorithm 2. Calculate P (e) for all edges e in a graph
Input: An edge-weighted graph G = (V, E, λ) . A minimum spanning tree T of G, rooted at a vertex r.
In total, the time complexity of the proposed method for calculating P given
P is therefore O(|V | + |E(G)|). For the sparse graphs typically encountered in image processing it holds that O(|E(G)|) = O(|V |)
, and for such graphs the total time complexity of the proposed method is therefore O(|V |).
Visualizing the Probability Density Function
In the common case where G is a pixel adjacency graph, i.e., the vertices of G correspond to image elements, it may be of interest to visualize the stochastic watershed PDF on the vertices of the graph. To this end, we introduce the notion of a boundary operator. A boundary operator δ is a mapping δ :
Given a cut S on G and a boundary operator δ, we say that a vertex v is a boundary vertex for S and δ if any of the vertices in δ(v) are separated from v by the cut S. The probability P (v) of v being a boundary vertex is then given by
The derivation of Equation 7 is analogous to the derivation of Equation 4.
Experiments
As shown in Section 3, the asymptotic time required for computing the stochastic watershed PDF on the edges of the MST of a graph is the same as that required for computing the PDF on all edges of the graph. In this section, we investigate how much the the computation increases in practice when the PDF is computed for all edges, rather than on the edges of the MST only. We calculate stochastic watershed PDFs on a set of two-dimensional images of varying sizes, generated by scaling up an original low resolution image using bi-cubic interpolation. Pixel adjacency graphs were constructed from the images using a standard 4-connected adjacency relation with edge weights defined according to Equation 1. For every pixel x in an image, the boundary operator Computation time for calculating the exact stochastic watershed PDF on pixel adjacency graphs for 2D images of varying sizes. The bottom curve shows the computation time for calculating the exact stochastic watershed PDF on the MST of the pixel adjacency graph using the method proposed by Malmberg and Luengo [13] . The top curve shows the total computation time for calculating the stochastic watershed PDF for all edges in the pixel adjacency graph, using the proposed method to extend the PDF from the edges of the MST to all edges in the graph.
δ(x) was defined as δ(x) = {x + (1, 0), x + (0, 1)}. For all pixel adjacency graphs, the exact stochastic watershed was first calculated on the MST of the pixel adjacency graph using the method of Malmberg and Luengo [13] , and the PDF was then extended to all edges in the graph using the proposed method. For all experiments, N = 20 random seedpoints were used. Figure 1 shows the total computation time for both these steps, as well as the computation time for the first step only. As the figure shows, the overhead for extending the PDF to all edges is small -the average increase in computation time is about 25%. Figure 2 shows the stochastic watershed PDF computed on the original low resolution 2D image. For reference, the same PDF approximated by Monte Carlo simulation with 1000 repetitions is also shown. At each repetition, we calculate the watershed cut corresponding to a random set of seedpoints and identify the boundary pixels using the boundary operator defined above. The final PDF is obtained by counting the number of times each pixel appears as a boundary pixel, and dividing this number by the total number of repetitions. 
Conclusions
The stochastic watershed method has found some applications, such as segmentation of multi-spectral satellite images [18, 2] , characterization of the grain structure of nuclear fuel pellets [4] , study of angiogenesis [19] , segmentation of granular materials in 3D microtomography [10, 11] , and detection of the optic disc in fundus images [16] . However, the computational cost of the Monte-Carlo simulation that estimates the PDF is a barrier to more wide-spread use. In this view, the prospect of efficiently computing the exact stochastic watershed PDF, without resorting to Monte Carlo simulation, is appealing. An important step in this direction was taken by Malmberg and Luengo [13] , who proposed a pseudolinear algorithm for computing the exact stochastic watershed PDF for all edges of a tree.
Here, we have extended the work of Malmberg and Luengo by presenting a method for calculating the exact stochastic watershed PDF for all edges in a graph, given that the PDF is known for all edges included in the minimum spanning tree of the graph. Additionally we have presented a method that, via the concept of a boundary operator, transfers the PDF from the edges to the vertices of a graph. This allows exact stochastic watersheds to be computed on the pixels of an image, rather than on the abstract tree representation used in previous exact evaluation methods [15, 13] . We believe this makes the exact evaluation approach more attractive for use in practical applications. For sparse graphs, typical in image processing applications, the proposed method terminates in O(|V |) time, which is asymptotically smaller than the O(|E|α(|V |)) time required for calculating the PDF over the edges of the minimum spanning tree of the graph. Our experiments demonstrate that in practice, the computational cost of extending the PDF to all edges in a graph is small compared to the cost of computing the PDF on the edges of the MST of the graph.
In the original paper by Angulo and Jeulin [1] , the PDF obtained by MonteCarlo simulation was convolved with a Gaussian function to obtain a smooth estimate of the true PDF. An interesting direction for future research is to incorporate this kind of relaxation in the proposed method by allowing larger boundary operators, i.e. not constraining the boundary operator to be a subset of the neighborhood of a vertex, and assigning appropriate weights to the elements of the boundary operator.
