Colloidal gels are out-of-equilibrium structures, made up of a rarefied network of colloidal particles. Comparing experiments to numerical simulations, with hydrodynamic interactions switched off, we demonstrate the crucial role of the solvent for gelation. Hydrodynamic interactions suppress the formation of larger local equilibrium structures of closed geometry, and instead lead to the formation of highly anisotropic threads, which promote an open gel network. We confirm these results with simulations which include hydrodynamics. Based on three-point correlations, we propose a scaleresolved quantitative measure for the anisotropy of the gel structure. We find a strong discrepancy for interparticle distances just under twice the particle diameter between systems with and without hydrodynamics, quantifying the role of hydrodynamics from a structural point of view.
Demixing is driven by effective attractions between the colloidal particles induced by the addition of nonabsorbing polymer. Thus although the system is a mixture of three important components -colloids, polymers and solvent -in equilibrium we can recast it as an effective one-component system of colloids which experience an attractive interaction whose strength is determined by the polymer concentration [31, 32] . However out of equilibrium, hydrodynamic interactions (HI), i.e. interactions between particles mediated by the continuous fluid phase, come into play. These are hard to treat as they are both long-ranged and not limited to pairwise interactions.
In this Letter, we show that the colloid volume fraction required for gelation is reduced by a factor of 1.75 including HI, see Fig. 1 . This occurs although our Brownian dynamics simulations (without HI) are parameterized closely to our experiments [33, 34] . We back up these findings with simulations including HI using fluid particle dynamics [35, 36] for accessible system sizes. Our results call into question the standard theoretical approach used to describe colloidal systems quantitatively.
We show that HI strongly favor gelation since they inhibit the direct formation of energetically locally favored compact structures, which minimize the potential energy between small groups of m colloids [37, 38] . On one hand, the structural mechanism by which the network of colloids forms and becomes rigid has been shown to be condensation into locally favored structures whose geometry underlies the local order of the percolating network [34] . On the other hand, HI lead to solvent back flow, with the effect of slowing down the condensation of colloids, favoring more open elongated local structures than would be the case without HI (see Fig. 1 inset) [35, 36, [39] [40] [41] . This is a consequence of the incompressibility of the liquid solvent, which allows only transverse (rotational) motion of the fluid. Without HI, large closed structures form, favored by minimizing the energy alone.
We used polymethylmethacrylate colloids, sterically stabilized with polyhydroxyl steric acid. The colloids were labeled with 4-chloro-7-nitrobenzo-2-oxa-1,3-diazol (NBD) and had a diameter of σ = 2.40 µm and polydispersity of 4% as determined by static light scattering [42] . The polymer was polystyrene, with a molecular weight of 3.1 × 10 7 with M w /M n = 1.3 and solvent was a nearly density-and refractive index-matching mixture of cis-decalin and cyclohexyl bromide. To screen any (weak) electrostatic interactions, we dissolved tetra-butyl ammonium bromide (TBAB) salt to a concentration of 4 mM [33, 34] . We determine the colloid volume fraction φ and polymer number density ρ p by weighing along with particle tracking in the case of the former.
We take the polymer volume fraction as φ p = 4πR 3 g ρ p /3. In these good solvent conditions R g ≈ 160 nm so the polymer-colloid size ratio is q ≈ 0.18 [33] . This is much larger than the range of the steric stabilisation layer (∼ 10 nm) previously identified as a criterion for spherically symmetric effective interactions between colloids, which we assume here, neglecting for example any hindrance of rotational diffusion [43] which might otherwise impact significantly on relaxation dynamics [44] .
We prepare the samples in glass capillaries of internal dimensions 100 µm × 1 mm × 1 cm and image the colloidal particles with a Leica SP5 confocal microscope with a resonant scanner and took data at least 20 µm from the wall of the sample cell. The particle coordinates are tracked in three dimensions (3D) with an accuracy of around 0.03σ. Samples were prepared 10 minutes prior to imaging and imaged for around 20 minutes. In units of the Brownian time, τ B = (σ/2) 2 /6D = 3.1 s, where D is the diffusion constant. Data was therefore taken between 192 and 578τ B rafter preparation. In our simulations we model the colloid-polymer mixture, using the Morse potential
which we have found to provide an accurate description of colloid-polymer mixtures for size ratios such as we consider here [34, 45] . The interaction is truncated and shifted at r = 1.4σ and the range parameter is set to ρ 0 = 33.0 [34] . The effective temperature is controlled by varying the well depth of the potential scaled by the thermal energy k B T = 1/β, βε, which corresponds to the polymer chemical potential in the experiments. This can be estimated from the polymer concentration using Widom particle insertion [46, 47] . Short-ranged attractive systems can be mapped onto one another [48, 49] via the extended law of corresponding states, which equates the reduced second virial coefficient B * 2 = 2B 2 /(3πσ 3 eff ) between two potentials where σ eff is the effective hard sphere diameter [27, 34, 45] . Here B 2 is the second virial coefficient. Knowing the polymer volume fraction in the experiment, we are able to map the effective colloid-colloid interaction to a Morse potential of the same second virial coefficient. We assume that the colloid-colloid interaction has the so-called Asakura-Oosawa form [33] . Further details are provided in Supplementary Material (SM).
Our colloidal particles used in the experiments are slightly polydisperse, which is treated in our Brownian Dynamics (BD) simulations by scaling r in Eq. (1) by a Gaussian distribution in σ with 4% standard deviation (the same value as the experimental system). For details of our BD simulation methods, see [50] . Unless otherwise indicated, runs are equilibrated for 168τ B (close to the value in the experiments). Data are then sampled for a further 168τ B . The system size was fixed by the box length of 47.13 σ up to N = 40000 particles (corresponding to φ = 0.2). For higher volume fractions, the box was reduced and the system size fixed at N = 40000. In the simulations we define φ = N σ 3 π/(6π). To analyze the local structure, we identify the bond network using the Voronoi construction with a maximum bond length of 1.4σ. Having identified the bond network, we use the Topological Cluster Classification (TCC) [38] to decompose the system into a set of locally favored structures comprised of m particles, which are the minimum energy clusters for the Morse potential [37] and illustrated in Fig. 2(a) and (b) [38] .
The most striking observation in the state diagram of Fig. 1 is that experiments form gels (in the sense of a percolating network) even at φ = 0.04 ± 0.005 [51] . By contrast BD simulations form gels only above φ = 0.07 ± 0.005, requiring a much higher volume fraction than in the experiments. We consider different simulation run times and system sizes, neither of which have any significant effect on our results (see SM). We use the TCC to identify different locally favored structures and consider a state point which typifies the effects of HI on local structure in Fig. 3 . At βε ≈ 8, the experiment exhibits a percolating gel, while BD simulations form isolated (non-percolating) clusters. Under these conditions, the difference in local structure is clear: the experiment (a) is dominated by smaller clusters, mainly tetrahedra and five-membered triangular bipyramids. By contrast the simulation (b) exhibits larger clusters. In Figs. 2(c) (experiment) and (d) (simulation) we consider a range of well depths. We see that over the range relevant to gelation, around 35% of the system is in tetrahedra in the experiment, with a further 35% is in m = 5 triangular bipyramids, which are formed by the addition of a particle to the center of a face of a tetrahedron; these two simple clusters dominate the experimental system. This contrasts strongly with the BD simulation data, where much larger, compact clusters based on five-membered rings (m = 8, 9 and 10) account for over 60% of the particles in the system. Note that tetrahedra are the smallest rigid unit for spheres in 3D, thus we expect that these represent a limiting case for a dynamically arrested gel structure. Our findings for the local structure are thus consistent with the schematic picture outlined above and also with previous simulation work which showed that HI can suppress the formation of compact clusters [35, 36, [39] [40] [41] .
To provide further evidence in support of our hypothesis we carry out fluid particle dynamics simulations (FPD). This method includes HI by treating both colloids and solvent as a fluid continuum with a sufficient viscosity contrast [35, 36] , to realize a situation where viscous dissipation occurs predominantly in the solvent as appropriate to a suspension of solid colloidal particles. Such simulations necessarily describe smaller systems due to the high computational cost. Here we consider a monodisperse system of N = 6112 particles at a volume fraction of φ = 0.05 and attractive well depth βε = 8. The results are shown in Fig. 3 and Fig.  2(d) . We also carried out a monodisperse BD simulation with N = 6112, i.e. matched to the FPD parameters. We see that FPD simulations with HI are much closer to the experimental results than either BD result, indicating that the main difference between the BD simulations and experiments is HI, rather than polydispersity or system size.
Thus we argue that the origin of the percolation at low colloid density in the experiment is the lack of compact clusters which lead to a more open structure. These more open clusters arise from hydrodynamic back flow during condensation. While the FPD simulations are very much closer to the experiments than the BD simulations, the agreement is not perfect. This might originate from differences in the system size, as the experimental system is very much larger. Furthermore the boundary conditions imposed by the capillaries in the experiment are rather different to the case of of the periodic simulation box. Inset shows the same data expanded to show the full extent of the peak around √ 2σ. Simulation data has Gaussian noise (width 0.1σ) added to the coordinates to mimic experimental errors [33] .
Having identified the fundamental local structures, we now investigate the lengthscales on which HI lead to thread-like structures, which make up the gel network. Inspired by similar efforts to detect elongated structures in cosmology [52] , we consider three-body correlations as function of the bond angle. Figure 1 (inset) indicates that the bond angle distribution is likely to be biased toward bond angles θ close to π compared to the case without HI [36, 41] . A general three-body correlation function for a triad r, r , r − r may be written as [53] 
where ρ is the number density, and ijk are particle indices. By considering g 3 (r, θ), where |r| = |r | = r and θ is the angle between |r| and |r |, we probe the angle at different length scales r. For simplicity, we compare θ = π and π/2, a strong signal in the former demonstrating elongated structures typical of a rarefied gel. We remove the contribution of pair correlations, which can mask the differences in bond angles we seek, using Kirkwood's approximation g 3 (r, r ) ≈ g(|r|)g(|r |)g(|r − r |). We thus plot g 3K (r, π) = g 3 (r, π)/[g(r)g(r)g(2r)] and g 3K (r, π/2) = g 3 (r, π/2)/[(g(r)g(r)g( √ 2r)] at βε ≈ 8 for both experiments and simulations in Figs. 4 (a) and (b) respectively. We see in the simulation data in Fig. 4(b) that there is a very strong peak at r ≈ √ 2σ for θ = π/2, corresponding to the compact structure shown in the inset. As expected, no corresponding signal is seen at θ = π, which is sensitive to elongated structures.
By contrast, there is a complete absence of any peak in the θ = π/2 data of the experiment, as seen in Fig. 4(a) . Such a reduction in compact configurations indicates that the presence of HI has a dramatic effect on the geometry of configurations at the three-body level. On the other hand, experiments show a significant peak at around r ≈ 1.7σ 2σ for θ = π, [cf. Fig. 4(a) ]. This is indicative of chainlike structures with a length scale ∼ 3 − 4σ, as expected in the case of HI, which tend to align colloids along the flow, as shown schematically in Fig. 1 . There is no detectable signal from clusters such as defective icosahedra, whose length scale is ∼ 3 − 4σ as well, as they do not produce chains sufficiently straight to lead to a peak for θ = π. As shown in Fig. 4(a) inset, FPD simulations closely follow experiments in their three-body correlations.
In conclusion, we have shown that hydrodynamic interactions have a profound effect on gelation in colloids: the volume fraction above which gelation is found is φ ≈ 0.07 for simulations without hydrodynamic interactions whereas φ ≈ 0.04 for experiments with HI. Furthermore, we have found that the effects of HI can also be seen from the distinct difference in the particle-level local structures formed upon phase demixing between experiments and simulations without HI, which we have backed up with simulations which include HI. In the absence of HI, compact clusters comprising around ten particles are formed. However those formed in the case of HI at the same volume fraction and attractive strength are predominantly four-membered tetrahedra or five-membered triangular bipyramids. Tetrahedra are the minimum mechanically stable structure. Thus HI promote the formation of tenuous low-density networks. The range over which HI impact local structure is determined with a three-body correlation function. This is sensitive to the spatial extent of anisotropic bond angle corrections. We find that the effects of HI can be observed over distances of 4σ or around 10 µm at φ = 0.05. We show that, when assessing the low-density limits of gelation, it is crucial to consider hydrodynamics. Thus in designing products based on gels where the concentration of gelling agent is important, one should carry out experiments or simulations which include HI, rather than to rely on Brownian dynamics simulations.
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Supplementary Material
Mapping interactions between experiment and simulation -. We have previously [33] demonstrated that this system is accurately described by the Asakura-Oosawa interaction between the colloids, which reads Here φ r p is the polymer volume fraction in a reservoir in chemical equilibrium with the experiment. Widom particle insertion [46, 47] is used to map between reservoir and the experimental system. σ p = 2R g is the polymer diameter where R g is the radius of gyration. The Asakura-Oosawa interaction is mapped to the Morse potential as described in the main text.
To investigate the accuracy of our technique in Fig. S5 we show the pair correlation function g(r) of a stable fluid reproduced with simulation. A Gaussian distribution of standard deviation of 0.03σ is added to the coordinates to mimic the particle tracking errors in the experiment [33] . The agreement in the g(r) indicates that the pairwise interactions in the experiment and simulation are very similar. 
