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Improved Convergence Rates for Distributed Resource Allocation
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Abstract
In this paper, we develop a class of decentralized algorithms for solving a convex resource allocation
problem in a network of n agents, where the agent objectives are decoupled while the resource constraints
are coupled. The agents communicate over a connected undirected graph, and they want to collaboratively
determine a solution to the overall network problem, while each agent only communicates with its
neighbors. We first study the connection between the decentralized resource allocation problem and the
decentralized consensus optimization problem. Then, using a class of algorithms for solving consensus
optimization problems, we propose a novel class of decentralized schemes for solving resource allocation
problems in a distributed manner. Specifically, we first propose an algorithm for solving the resource
allocation problem with an o(1/k) convergence rate guarantee when the agents’ objective functions are
generally convex (could be nondifferentiable) and per agent local convex constraints are allowed; We
then propose a gradient-based algorithm for solving the resource allocation problem when per agent local
constraints are absent and show that such scheme can achieve geometric rate when the objective functions
are strongly convex and have Lipschitz continuous gradients. We have also provided scalability/network
dependency analysis. Based on these two algorithms, we have further proposed a gradient projection-
based algorithm which can handle smooth objective and simple constraints more efficiently. Numerical
experiments demonstrates the viability and performance of all the proposed algorithms.
Index Terms
Resource allocation, economic dispatch, decentralized optimization, convergence rates
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2I. INTRODUCTION
This paper deals with a decentralized resource allocation problem, which is defined over a connected
network of n agents, as follows:
minimize
x=(x⊤1 ;...;x
⊤
n )∈Rn×p
f(x) ,
n∑
i=1
fi(xi) (1a)
subject to
n∑
i=1
(xi − ri) = 0, (1b)
xj ∈ Ωj, Ωj ⊆ Rp, ∀j = 1, . . . , n. (1c)
For each agent i, the vector xi ∈ Rp is its local decision variable. The objective function fi : Rp → R is
convex and the constraint set Ωi ⊆ Rp is a nonempty closed and convex set, both of which are privately
known by agent i only. The equality constraints,
∑n
i=1(xi − ri) = 0, are coupling the agents’ decisions,
where ri ∈ Rp is a given resource demand vector for agent i.
A. Literature review
A particular problem that falls under the preceding resource allocation formulation is the economic
dispatch problem in which each fi is a quadratic function and every constraint set Ωi is a box, when
the direct current power flow model is used [1]. Problems sharing similar forms have received extensive
attention due to the emergence of smart city concepts. For example, references [2] and [3] both consider
the economic dispatch in a smart grid with an extra consideration of a random wind power injection.
Algorithms proposed in both references are accompanied with discussions of basic convergence properties.
Some earlier theoretical papers which have focused on decentralized algorithm design for solving the
“unconstrained version” (Ωj = R
p, ∀j) of (1) are available in the literature [4], [5]. Reference [4]
considers a class of algorithms that randomly pick pairs of neighbors to perform updates. Under convexity
assumption, an O(L/(kλ2)) rate on the objective optimality residual in expectation is derived over fixed
graphs; under strong convexity assumption, an O
(
(1− κ−1
f
λ2)
k
)
geometric rate is obtained also on
the expectation of the objective optimality residual. Here, k is the number of iterations the concerned
algorithm has performed, and L is the gradient Lipschitz constant for the objective function f . The
quantity κf is the condition number of the function f which is a scalar (no less than 1) defined as the
ratio of the gradient Lipschitz constant L and the strong convexity constant µ of f . The quantity λ2
is the second smallest eigenvalue of a certain graph-dependent matrix. With a uniform assignment of
probabilities, λ−12 scales at the order of O(n
4) (though it is possible to considerably improve on this
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3if the probabilities are chosen in a centralized way depending on the graph). Reference [5] gives an
algorithm which is shown to have an O(LBn3/k) rate for the decay of the squared gradient consensus
violation over time-varying graph sequences; here B is a constant which measures how long it takes
for a time-varying graph sequence to be jointly connected. Reference [6] proposes a “consensus plus
innovations” method for solving problem (1), and the convergence of the method is established for
quadratic objectives fi under a diminishing step size selection. Based on the alternating direction method
of multipliers (ADMM), reference [7] provides a class of algorithms which can handle problem (1) with
convergence guarantees. In particular, under the assumption that the objective functions are convex, the
convergence properties are established; when the per-agent constraints (1c) are absent (i.e., Ωj = R
p,∀j),
under the assumptions that the objective functions are strongly convex and have Lipschitz continuous
gradients, a linear convergence (geometric) rate is shown. By using the ADMM, if a center (in a star-
shaped network) is allowed to carry a part of computational tasks, a more general problem formulation
beyond (1) can be handled. Such a formulation and its distributed algorithms have been found to be
useful in Internet services over hybrid edge-cloud networks [8]. Reference [9] studies the special case
when Ωj = R
p,∀j, and considers solving the problem over time-varying networks. Under the strong
convexity and the gradient Lipschitz continuity of the objective function f , the algorithm in reference [9]
is proved to have a geometric convergence rate O
(
(1− κ−1
f
n−2)k
)
. In other words, for the algorithm
in [9] to reach an ε-accuracy, the number of iterations needs to be of the order O
(
κfn
2 ln(ε−1)
)
. This
translates to an O(κfn
2) scalability in the number n of agents, and it is the best scalability result (with
the size n of the network) that currently exists in the literature. Reference [10] proposes a dual-based
algorithm with a diminishing step size for solving (1), for which an O(1/
√
k) convergence rate is derived.
However, such algorithms with vanishing step sizes cannot be extended to handle problems with time-
varying objectives and usually exhibits poor convergence. A recent work [11] has proposed a class of
algorithms to handle the resource sharing problem under the conic constraints. The algorithms are built on
a modified Lagrangian function and an ADMM-like scheme for seeking a saddle point of the Lagrangian
function, which has been shown to have an ergodic O(1/k) rate for agents’ objective functions and
constraints violation. The problem formulation in [11] treats (1) as a special case: the constraint (1b) is
replaced by the more general
n∑
i=1
(Rixi − ri) ∈ K where K is a convex cone and Ri is a matrix that
couples local resources. It was required that the interior of K is nonempty which does not apply to (1b).
The authors recently removed such nonempty interior requirement on K during our preparation of this
paper. We also would like to point out that our rates are non-ergodic and the measures/criteria used
for our rates have some advantages in practical uses (see the comments following Theorem 2). Based
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4on consensus and push-sum approaches [12], a recent reference [13] proposes a distributed algorithm
for solving problem (1) over time-varying directed networks and provides convergence guarantees. Aside
from the above algorithms which are all discrete-time methods, there are some continuous-time algorithms
such as the one in reference [14], where convergence under general convexity assumption is ensured.
Table I summarizes the most relevant references with the convergence rates and the scalability results for
distributed algorithms for solving problem (1), and it illustrates the results of this paper with respect to the
existing work. A very recent work by [15] proposes algorithms for decentralized consensus optimization
for smooth and strongly convex objectives. By applying Nesterov’s acceleration to the dual problem of the
consensus optimization, the algorithms in [15] attain optimal geometric convergence rate of the first-order
algorithms, and that a decentralized resource allocation algorithm can scale in the order of O(
√
κfn)
with the number n of agents. Nevertheless, to enjoy this rate/scalability improvement, one needs to know
the strong convexity constant µ and the gradient Lipschitz constant L. In contrast, the algorithms we
study in this paper only ask for knowing the parameter L. Furthermore, the algorithms and analysis in
[15] are specified for smooth strongly convex objectives. It is unclear how one can modify such schemes
in order to solve convex problems, nonsmooth problems, or problems with constraints/projections.
TABLE I
THE CONVERGENCE RATES AND SCALABILITY RESULTS FOR DISTRIBUTED RESOURCE ALLOCATION ALGORITHMS FOR
PROBLEM (1), WHICH IS CONVEX IN ALL INSTANCES. THE SCALAR L IS THE LIPSCHITZ-GRADIENT CONSTANT, WHILE THE
CONDITION NUMBER κf = L/µ WHERE µ IS THE STRONG CONVEXITY CONSTANT FOR f . THE RATES ARE GIVEN IN TERMS
OF THE NUMBER k OF ITERATIONS, WHILE THE “SCALABILITY” COLUMN SHOWS HOW THE ALGORITHM’S GEOMETRIC
RATE DEPENDS ON THE NUMBER OF AGENTS, n, AND THE CONDITION NUMBER, κf . BY SAYING “UNCONSTRAINED” IN THE
TABLE, WE MEAN THAT Ωi = R
p, ∀i. THE QUANTITY λ2 USED IN REFERENCE [4] IS THE SECOND SMALLEST EIGENVALUE
OF A CERTAIN GRAPH-DEPENDENT MATRIX (SEE SUBSECTION I-A OF THIS PAPER FOR MORE DETAILS).
Reference uncon. strongly convex unconstrained constrained scalability
[4] geometric O(1/k) – O(κfλ
−1
2 )
[5] – O(1/k) – –
[7] geometric – – –
[9] geometric – O(1/k) O(κfn
2)
[10] – O(1/
√
k) O(1/
√
k) –
[11] geometric O(1/k) O(1/k) –
this paper geometric o(1/k) o(1/k) O(n2 +
√
κfn)
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5B. Our contributions
In this paper, we design an algorithm for solving problem (1) from an unconventional point of view.
We consider synchronous updates and connected undirected communication networks with time-varying
topologies. For general convex functions fi (without requirements of strong convexity and smoothness),
our basic method has o(1/k) convergence rate1, which is slightly better than the sub-linear convergence
rates achieved in the literature. When the objective functions fi are strongly convex and smooth, and
Ωi = R
p for all i, we show a geometric convergence of the method. Furthermore, we find that the
algorithm scales in the order of O(n2 +
√
κfn), with the number n of agents, which is better than the
best scaling that has been currently achieved in the literature (see reference [9] where the scaling is
O(κfn
2)). For the case when the objective function is smooth and Ωi = R
p for all i, we also provide
a gradient-based algorithm that achieves an o(1/k) rate under convexity assumption, and a geometric
rate under the strong convexity assumption for the objective functions fi. Finally, based on these two
methods, we provide a combined optimization strategy which finds an optimal solution of problem (1)
by using a gradient-projection at each iteration.
II. RESOURCE ALLOCATION AND ITS CONNECTION TO CONSENSUS OPTIMIZATION
A. Notation and basic assumptions
Some of the notation may not be standard but it enables us to present our algorithm and analysis
in a compact form. Throughout the paper, we let agent i hold a local variable xi, a function fi, and a
constraint set Ωi of problem (1). We define
Ω , Ω1 × · · · × Ωn.
Our basic assumption is that problem (1) is convex, which is formalized as follows.
Assumption 1. (Functional properties) For any i ∈ {1, 2, . . . , n}, the function fi : Rp → R is convex
while the set Ωi ⊆ Rp is nonempty, closed and convex.
We define gi as the indicator function of the set Ωi, namely,
gi(xi) =
 0, if xi ∈ Ωi,+∞, if xi /∈ Ωi.
1A nonnegative sequence {ak} is said to be convergent to 0 at an O(1/k) rate if lim supk→∞kak < +∞. In contrast, it is
said to have an o(1/k) rate if lim supk→∞kak = 0.
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6We also define a composite function hi for agent i, as follows:
hi , fi + gi : R
p → R ∪ {+∞}, ∀i = 1, . . . , n.
Under Assumption 1, the functions gi : R
p → R∪ {+∞} are proper, closed, and convex, and so are the
functions hi = fi+gi since the domain of fi is R
p. Furthermore, under Assumption 1, the subdifferential
sets ∂hi(xi) satisfy (see Theorem 23.8 of [16])
∂hi(xi) = ∂fi(xi) + ∂gi(xi) for all xi ∈ Rp. (2)
The equality in (2) holds when ri(dom{fi})
⋂
ri(dom{gi}) 6= ∅, where ri(·) denotes the relative interior
of a set and dom{·} is the (effective) domain of a function (see Section 4 of [16] for the definition
of “(effective) domain”). See also Remark 16.46 and Corollary 16.48 of [17] for more conditions and
comments for (2) to hold. Note that we have not imposed any differentiability on fi’s. Moreover, since
∂gi(xi) coincides with the normal cone of Ωi at xi ∈ Ωi, we have that
∂gi(xi) 6= ∅ for all xi ∈ Ωi.
In addition to the network objective f(x) defined in (1a), we introduce two more network-wide
aggregate functions,
g(x) ,
n∑
i=1
gi(xi), and h(x) ,
n∑
i=1
hi(xi), (3)
where
x ,

— x⊤1 —
— x⊤2 —
...
— x⊤n —
 ∈ R
n×p. (4)
Similarly, we define a matrix r by using the vectors ri, i = 1, . . . , n.
Letting ∇˜fi(xi) be a subgradient of fi at xi, we construct a matrix ∇˜f(x) of subgradients ∇˜fi(xi),
as follows:
∇˜f(x) ,

— (∇˜f1(x1))⊤ —
— (∇˜f2(x2))⊤ —
...
— (∇˜fn(xn))⊤ —
 ∈ R
n×p, (5)
and, similarly, the matrices ∇˜g(x) and ∇˜h(x) are defined using subgradients of gi and hi = fi+gi at xi,
respectively. We drop the tilde in the notation ∇˜ when the function under consideration is differentiable
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7(i.e., a subdifferential set contains only a gradient). Each row i of x, r, ∇˜f(x), ∇˜g(x), and ∇˜h(x)
corresponds to the information available to agent i only.
We use 1 to denote a vector with all entries equal to 1, where the size of the vector is to be understood
from the context. We say that a matrix A ∈ Rn×p is consensual if its rows are identical, i.e., Ai: = Aj:
for all agents i and j. For a given matrix A, ‖A‖F stands for its Frobenius norm, while σmax {A} stands
for its spectral norm (largest singular value). The largest eigenvalue of a symmetric positive semidefinite
matrix A is denoted by λmax{A}, while its smallest non-zero eigenvalue is denoted by λ˜min{A}. For
any matrix A ∈ Rm×n, the set null{A} , {x ∈ Rn | Ax = 0} is the null space of A, while the
set span{A} , {y ∈ Rm | y = Ax,∀x ∈ Rn} is the linear span of all the columns of A. Given
a matrix A ∈ Rm×p and a matrix B ∈ Rm×p, the standard inner product of them is represented as
〈A,B〉 = Trace{A⊤B}. Given a positive (semi)definite square matrix M ∈ Rm×m, we define the M-
weighted (semi-)norm ‖A‖M =
√〈A,MA〉. In the analysis, we use the abbreviation LHSi to refer to
the i-th summand in the left-hand-side of an (in)equality; likewise, RHSi is used to refer to the i-th
summand in the right-hand-side of an (in)equality.
To model the underlying communication network for the agents, we use a simple (no self-loop)
undirected graph, where [n] = {1, 2, . . . , n} is the vertex set and E is the edge set. We say that an
n × n matrix A is compatible with the graph G when the following property holds: ∀i, j ∈ [n], the
(i, j)-th entry of A is zero if neither {i, j} is an element of E nor i 6= j. We use Ni to denote the set of
neighbors of agent i in the graph G, i.e., Ni = {j ∈ [n] | {i, j} ∈ E}.
Let ŁG denote the (standard) Laplacian matrix associated with the graph G, i.e., ŁG = D − J , where
D is the diagonal matrix with diagonal entries Dii = di and di being the number of edges incident to
node i, while J is the graph adjacency matrix (with Jij = 1 when {i, j} ∈ E and Jij = 0 otherwise). A
few facts about ŁG are that ŁG is compatible with G, symmetric and positive semidefinite.
In our algorithm, we will use a matrix Ł = [Łij] whose behavior is “close or the same” to ŁG , in the
sense of the following assumption.
Assumption 2 (Graph connectivity and null/span property). The graph G is connected and a matrix Ł
is compatible with the graph G. Furthermore, Ł = U⊤U for some full row-rank matrix U ∈ R(n−1)×n
and null{U} = {a1 ∈ Rn | a ∈ R}.
Note that Assumption 2 equivalently says that null{U} = null{Ł} and thus x1 = x2 = · · · = xn ⇔
Łx = 0⇔ Ux = 0. The matrix Ł can be chosen in several different ways:
(i) Since the graph Laplacian ŁG satisfies Assumption 2, we can choose Ł = ŁG . In this case, each
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8agent needs to know the number of its neighbors (its degree) and Ł can be constructed without any
communication among the agents.
(ii) We can let Ł = ŁG/λmax{ŁG}. The network needs λmax{ŁG} to configure this matrix but a
preprocessing to retrieve λmax{ŁG} is possible [18].
(iii) We can also choose Ł = 0.5(I −W ) where W is a symmetric doubly stochastic matrix that is
compatible with the graph G and λmax{W − 11⊤/n} is strictly less than 1. This matrix can be
constructed in the network through a few rounds of local interactions between the agents since some
local strategies for determining W exist, such as the Metropolis-Hasting rule which requires only
one round of local interactions [19], [20].
We will discuss the specific choices of Ł in some of our results to simplify analysis or to point out to
interesting results.
B. The resource allocation and consensus optimization problems
In this subsection, we investigate the first-order optimality conditions for problem (1) and for consensus
optimization. With the notation introduced in the preceding section, the resource allocation problem (1)
can be compactly given by
min
x∈Rn×p
h(x) =
n∑
i=1
hi(xi),
s.t. 1⊤(x− r) = 0.
(6)
where 1 is a vector of appropriate dimension whose entries are all equal to 1. By using the Lagrangian
function, we can write down the optimality conditions for problem (6) in a special form, as given in the
following lemma.
Lemma 1 (First-order optimality condition for (6)). Let Assumptions 1 and 2 hold, and let c 6= 0 be a
given scalar. Then, x∗ is an optimal solution of (6) if and only if there exists a matrix q∗ ∈ R(n−1)×p
such that the pair (x∗,q∗) satisfies the following relations:
x∗ − r+ cU⊤q∗ = 0, (7a)
U∇˜h(x∗) = 0. (7b)
where U is the matrix defined in Assumption 2.
Proof. The Lagrangian function of problem (6) is
L(x,y) = h(x) + 〈y, (x − r)⊤1〉,
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9where y ∈ Rp contains all the multipliers of the constraints (x−r)⊤1 = 0. Since the problem is convex,
the necessary and sufficient optimality condition for the primal-dual pair (x∗,y∗) is
1⊤(x∗ − r) = 0,
0 ∈ ∂h(x∗) + 1(y∗)⊤,
where ∂h(x∗) is to be understood as a collection of all matrices whose every row i is given by some
subgradient (∇˜hi(x∗i ))⊤ of hi(xi) at xi = x∗i . Noting that the condition 0 ∈ ∂h(x∗) + 1(y∗)⊤ is
equivalent to the requirement that there exists an x∗ such that 0 = ∇˜h(x∗) + 1(y∗)⊤, the optimality
condition for the primal-dual pair (x∗,y∗) can be written as:
1⊤(x∗ − r) = 0, (9a)
∇˜h(x∗) = −1(y∗)⊤. (9b)
By Assumption 2, the full row-rank matrix U ∈ R(n−1)×n has the set {a1 | ∀a ∈ R} as its null space,
implying that Uq = 0 if and only if q = a1 for some scalar a. Applying this result to each column of
(9b), we obtain its equivalent relation (7b). Relation (9a) states that the vector 1 is orthogonal to every
column of the matrix x∗− r. The same is true if we scale x∗− r by a factor 1
c
, where c 6= 0 is the given
scalar in the lemma. Since 1⊥ = (null{U})⊥ = span{U⊤}, it implies that 1⊤ 1
c
(x∗− r) = 0 if and only
if every column of matrix 1
c
(x∗ − r) lies in the set span{U⊤}. Let −q∗j ∈ Rn−1 be a vector such that
U⊤(−q∗j ) is equal to the j-th column of 1c (x∗ − r), for j = 1, . . . , p. Take these column vectors as the
columns of a matrix q∗, for which after multiplying by c, we have x∗ − r+ cU⊤q∗ = 0, thus showing
that relation (9a) is equivalent to relation (7a).
It turns out that the optimality conditions for the resource optimization problem, as given in Lemma 1,
have an interesting connection with the optimality conditions for the consensus optimization problem.
In order to expose this relation, we next discuss the consensus optimization problem, which is given as
follows:
min
x∈Rn×p
h(x) =
n∑
i=1
hi(xi),
s.t. x1 = x2 = · · · = xn.
(10)
The local objective of each agent in (10) is the same as that in (6). Unlike the resource allocation
problem, instead of having
∑n
i=1(xi − ri) = 0 as constraints, here we have the consensus constraints,
i.e., x1 = x2 = · · · = xn.
The first-order optimality condition of (10) is stated in the following lemma.
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Lemma 2 (First-order optimality condition for (10)). Let Assumptions 1 and 2 hold, and let c 6= 0 be a
given scalar. Then, x∗ is an optimal solution of (10) if and only if there exists a matrix q∗ ∈ R(n−1)×p
such that the pair (x∗,q∗) satisfies the following relations:
∇˜h(x∗) + cU⊤q∗ = 0, (11a)
Ux∗ = 0, (11b)
where U is the matrix defined in Assumption 2.
The proof for this lemma is basically the same to that for Lemma 3.1 of reference [21] only that we
use the decomposition Ł = U⊤U while reference [21] uses U =
√
Ł.
C. The mirror relationship
It is known that the Lagrangian dual problem of the resource allocation problem is a consensus
optimization problem (see the discussion around equations (4)∼(6) in [7]). As having been pointed
out in reference [7], a distributed optimization method that can solve the consensus optimization problem
may also be used for the resource allocation problem through solving the dual of the resource allocation
problem. Here, we will provide more special relations these two problems have which leads to a class
of resource allocation algorithms following the design of a class of decentralized consensus optimization
algorithms. Due to such special relations, it is possible that one can give a decentralized resource
allocation algorithm without investigating the Lagrangian dual relationship between the above mentioned
two problems.
The optimality conditions of the resource allocation problem (6) and the consensus optimization
problem (10) are summed up in the following box:
TABLE II
SUMMARY OF OPTIMALITY CONDITIONS
Opt. Cond. of Resource Allocation, (7) Opt. Cond. of Consensus Optimization, (11)
x∗ − r = −cU⊤q∗ ∇˜h(x∗) = −cU⊤q∗
U∇˜h(x∗) = 0 Ux∗ = 0
These conditions share the same structure, i.e.,
A(x∗) = −cU⊤q∗,
UB(x∗) = 0,
December 18, 2018 DRAFT
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where A : Rn×p → Rn×p and B : Rn×p → Rn×p are some general maps. The only difference between
relations (7) and (11) is: what in the span space of U⊤ is and what in the null space of U is. In the
resource allocation problem, we need ∇˜h(x) to be consensual while the rows of x− r summing to 0. In
the consensus optimization problem, we need x to be consensual while the rows of ∇˜h(x) are summing
to 0. If in (11), we replace ∇˜h(x∗) by x∗ − r and x∗ by ∇˜h(x∗) at the same time, it will recover (7).
Hypothetically, in an iterative consensus optimization algorithm with iteration index k, if we substitute
the image of the “subgradient map” ∇˜h(xk) by that of some other map A(xk) and substitute the image
of the identity map xk by that of some other map B(xk), there is a chance that when k → ∞, A(xk)
still goes into the span space of U⊤ and B(xk) still goes into the null space of U .
Furthermore, to analyze a consensus convex optimization algorithm, the most crucial relation we need
is the monotone inequality, namely, 0 ≤ 〈∇˜h(xk) − ∇˜h(x∗),xk − x∗〉 for all k, which translates into
verifying 0 ≤ 〈A(xk) −A(x∗),B(xk) − B(x∗)〉 for all k, when we substitute the key quantities by the
images of those general maps we have discussed above. Apparently, this inequality still holds when we
let A(x) = x−r and B(x) = ∇˜h(x) and assume h(x) is convex. It is possible that such substitutions of
A and B do not affect the validity of some of the existing analyses for certain algorithms. For example,
the subgradient form of the proximal method is xk+1 = xk − α∇˜h(xk+1) where α is a step size. This
method can be proven to have ∇˜h(xk+1)→ 0 if h(x) is convex. Its counterpart after the substitution is
∇˜h(xk+1) = ∇˜h(xk)− α(xk+1 − r), which can be resolved as
initializing with arbitrary x0 ∈ Rn×p and d0 = ∇˜h(x0),
and updating according to the following rules:
xk+1 = argmin
x∈Rn×p
{
h(x) +
α
2
∥∥∥∥x− r− dkα
∥∥∥∥2
F
}
and dk+1 = dk − α(xk+1 − r).
It can be shown that the sequence {xk} of such an iterative algorithm will converge to r, corresponding
to the fact that {∇˜h(xk)} will converge to 0 in the proximal method.
These observations motivate the class of algorithms that we propose for solving resource alloca-
tion problems based on some existing consensus optimization algorithms. The consensus optimization
algorithms that will be exploited in this paper are simple, efficient, and have recently been further
accelerated akin to Nesterov’s fast methods [22], as well as enhanced to work over asynchronous [23] and
directed communication networks [24], [25]. Our algorithm design philosophy also implies possibilities
of enhancing the resource allocation algorithms proposed in this paper by using techniques from those
for advancing consensus optimization algorithms.
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In Section III, we describe our resource allocation algorithms and provide their convergence analysis.
Finally, we will illustrate some numerical experiments in Section VI and conclude the paper with remarks
in Section VII.
III. THE ALGORITHMS AND THEIR CONVERGENCE ANALYSIS
Before we introduce our algorithms and conduct the analyses, let us introduce the solution set of the
resource allocation problem (1), denoted by X ∗. We make the following assumption for problem (1),
which we use throughout the paper.
Assumption 3. The solution set X ∗ of the resource allocation problem (1) is nonempty. Furthermore, a
Slater condition is satisfied, i.e., there is a point x˜ which satisfies the linear constraints in (1) and lies
in the relative interior of the set constraint Ω = Ω1 × · · · × Ωn.
The set X ∗ is nonempty, for example, when the constraint set of the resource allocation problem (1)
is compact, or the objective function satisfies some growth condition. Under the convexity conditions
in Assumption 1, the optimal set X ∗ is closed and convex. Under Assumptions 1 and 3, the strong
duality holds for problem (1) and its Lagrangian dual problem, and the dual optimal set is nonempty
(see Proposition 6.4.2 of [26]).
A. The basic algorithm: Mirror-P-EXTRA
This algorithm solves the original problem (1), i.e., the resource allocation with local constraints. This
basic algorithm operates as follows (Algorithm 1). Each agent i uses its local parameter βi > 0, which
can be viewed as the stepsize.
Algorithm 1: Mirror-P-EXTRA
Each agent i chooses its own parameter βi > 0 and the same parameter c > 0;
Each agent i initializes with x0i ∈ Ωi, s0i = ∇˜fi(x0i ), and y−1i = 0;
Each agent i for k = 0, 1, . . . do
yki = y
k−1
i +
∑
j∈Ni∪{i} Łijs
k
j ;
xk+1i = argmin
xi∈Ωi
{
fi(xi)− 〈ski , xi〉+ 12βi ‖xi − ri + 2cyki − cyk−1i ‖22
}
;
sk+1i = s
k
i − 1βi
(
xk+1i − ri + 2cyki − cyk−1i
)
;
end
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The algorithm is motivated by the P-EXTRA algorithm from reference [21] for a consensus optimization
problem. The reason we refer to Algorithm 1 as Mirror-P-EXTRA will be clear from the following lemma.
In the lemma and later on, we will use B to denote the diagonal matrix that has βi as its (i, i)-th entry,
B =

β1 0 · · · 0
0 β2 · · · 0
...
...
. . .
...
0 0 · · · βn
 .
Lemma 3. Let Assumptions 1 and 2 be satisfied, and let c > 0. Then, the sequence {xk,yk} generated
by Algorithm 1 satisfies for k = 0, 1, . . .,
xk+1 − r+ cU⊤qk+1 + (B − cŁ)(∇˜h(xk+1)− ∇˜h(xk)) = 0, (12a)
qk+1 = qk + U∇˜h(xk+1), (12b)
yk = U⊤qk, (12c)
where x0 is chosen the same as that in Algorithm 1, q−1 = 0, and q0 = U∇˜h(x0) where the matrix
∇˜h(x0) of subgradients is the same as those used in Algorithm 1.
Proof. By using the notation given in Subsection II-A, the updates of Algorithm 1 can be represented
compactly as initializing with arbitrary x0 ∈ Ω, s0 = ∇˜f(x0), and y−1 = 0, and then performing for
k = 0, 1, 2, . . .,
yk = yk−1 + Łsk, (13a)
∇˜h(xk+1)− sk +B−1(xk+1 − r+ 2cyk − cyk−1) = 0, (13b)
sk+1 = sk −B−1(xk+1 − r+ 2cyk − cyk−1). (13c)
From (13b) and (13c), also considering the initialization2 s0 = ∇˜f(x0) = ∇˜f(x0) + ∇˜g(x0) = ∇˜h(x0),
we have sk = ∇˜h(xk) for k = 0, 1, . . .. Thus, by substituting sk = ∇˜h(xk) in (13a), we obtain that the
given conditions are equivalent to:
yk = yk−1 + Ł∇˜h(xk), (14a)
B(∇˜h(xk+1)− ∇˜h(xk)) + xk+1 − r+ 2cyk − cyk−1 = 0. (14b)
2Since x0 ∈ Ω, we can choose the subgradient ∇˜g(x0) = 0 and use the relation ∇˜f(x0) + ∇˜g(x0) = ∇˜h(x0) (see (2)).
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Now, in relation (14b), we write 2cyk − cyk−1 = cyk + c(yk − yk−1) and use yk − yk−1 = Ł∇˜h(xk)
(cf. (14a)), to obtain the following equivalent relations:
yk = yk−1 + Ł∇˜h(xk), (15a)
B(∇˜h(xk+1)− ∇˜h(xk)) + xk+1 − r+ cyk + cŁ∇˜h(xk) = 0. (15b)
These relations are enough to generate the sequence {xk,yk}. By Assumption 2, we have that Ł = U⊤U ,
so by introducing the notation yk = U⊤qk, relation (15a) reduces to qk+1 = qk+U∇˜h(xk+1). We note
that a sequence {yk} generated by yk = U⊤qk is the same to the sequence {yk} generated by (15a)
with y−1 = 0. Using these relations and reorganizing (15), we obtain
xk+1 − r+ cU⊤qk + cŁ∇˜h(xk) +B(∇˜h(xk+1)− ∇˜h(xk)) = 0, (16a)
qk+1 = qk + U∇˜h(xk+1), (16b)
yk = U⊤qk, (16c)
which generates the same {xk,yk} sequence as Algorithm 1 does. Finally, relation (16b) is equivalent to
qk = qk+1 − U∇˜h(xk+1), which when substituted into (16a) gives relation (12a). Relations (16b) and
(16c) coincide with (12b) and (12c), respectively.
If we choose the special case W = 2W˜ − I and α = 1/c in Corollary 1 of reference [21], we will
have the recursive relation of P-EXTRA in the following form3:
∇˜h(xk+1) + cU⊤qk+1 + cW˜ (xk+1 − xk) = 0 and qk+1 = qk + Uxk+1. (17)
To fulfill the optimal condition for the resource allocation problem, we would need ∇˜h(xk+1) to be
consensual and the rows of xk+1 − r to sum up to 0. In view of the insight from Lemmas 1 and 2,
the only thing we need to do is to replace ∇˜h(xk+1) by xk+1 − r and replace xk+1 by ∇˜h(xk+1), as
discussed in Section II-C. By doing so, we obtain
xk+1 − r+ cU⊤qk+1 + cW˜ (∇˜h(xk+1)− ∇˜h(xk)) = 0 and qk+1 = qk + U∇˜h(xk+1), (18)
which is very similar to the relations (12a) and (12b) in Lemma 3. The only difference is in the term
cW˜ (∇˜h(xk+1) − ∇˜h(xk)) of (18) whereas we have “replaced” this term by (B − cŁ)(∇˜h(xk+1) −
∇˜h(xk)) to obtain (12a). The key function of the term cW˜ (xk+1 − xk) in (17) (corresponding to the
3For brevity, we have slightly abused the notation U . In P-EXTRA, U is the square root of I −W , while in the proposed
algorithms here, U is an arbitrary matrix that satisfies Ł = U⊤U . However, in both cases, the null spaces of U are the same,
and so are the span spaces of U⊤.
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term cW˜ (∇˜h(xk+1) − ∇˜h(xk)) in (18)) is to stabilize the iterative process and neutralize those terms
that are not one-step decentralized implementable in P-EXTRA. Hypothetically, with a “large enough”
positive (semi)definite matrix P , any term P (xk+1 − xk) in (17) (or P (∇˜h(xk+1)− ∇˜h(xk)) in (18))
will serve the purpose of stabilizing the iterative process. Here, we redesign this term as a more flexible
one, (B−cŁ)∇˜h(xk+1), so that the recursive relations are resolvable and implementable in decentralized
manner, while featuring per-agent-independent parameters.
Our analysis of Algorithm 1 will use the alternative description of the algorithm, as given in Lemma 3.
To simplify our presentation, let us define the following quantities:
M ,
 cI 0
0 B − cŁ
 , zk ,
 qk
∇˜h(xk)
 , and z∗ = z(x∗) ,
 q∗
∇˜h(x∗)
 with x∗ ∈ X ∗,
(19)
where c > 0 is the parameter of Algorithm 1. Using this particular c in Lemma 1, with each solution
x∗ ∈ X ∗ we can identify q∗ such that Lemma 1 holds, i.e., the optimality conditions in (7) are satisfied.
This particular q∗ and the matrix ∇˜h(x∗) constitute the matrix z∗.
Next, we will show that xk converges to a solution x∗.
Theorem 1 (Convergence of Mirror-P-EXTRA). Let Assumptions 1–3 hold. Let the parameters βi and
c > 0 be such that B−cŁ ≻ 0. Then,M≻ 0, and the sequences {xk} and {qk} generated by Algorithm 1
satisfy the following relations:
‖zk − zk+1‖2M ≤ ‖zk − z∗‖2M − ‖zk+1 − z∗‖2M, ∀k = 0, 1, . . . , (20)
where M, zk and z∗ = z(x∗), for x∗ ∈ X ∗, are defined by (19). Furthermore, the sequence {xk}
converges to a point in the optimal set X ∗.
Proof. The fact that M≻ 0 follows directly from the assumptions of the theorem on the choice of the
parameters βi and c > 0. By the convexity of h, we have that for any arbitrary x
∗ ∈ X ∗,
0 ≤ 〈∇˜h(xk+1)− ∇˜h(x∗),xk+1 − x∗〉. (21)
By relation (12a) of Lemma 3 we have
xk+1 = r− cU⊤qk+1 − (B − cŁ)(∇˜h(xk+1)− ∇˜h(xk)).
By Lemma 1, where c > 0 is the chosen parameter in the algorithm, from (7a) we have
x∗ = r− cU⊤q∗.
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The preceding two relations imply that
xk+1 − x∗ = cU⊤
(
q∗ − qk+1
)
− (B − cŁ)(∇˜h(xk+1)− ∇˜h(xk)),
which when substituted into (21) yields
0 ≤ 〈∇˜h(xk+1)− ∇˜h(x∗), cU⊤(q∗ − qk+1) + (B − cŁ)(∇˜h(xk)− ∇˜h(xk+1))〉
= 〈U(∇˜h(xk+1)− ∇˜h(x∗)), c(q∗ − qk+1)〉+ 〈∇˜h(xk+1)− ∇˜h(x∗), (B − cŁ)(∇˜h(xk)− ∇˜h(xk+1))〉.
Using relation (12b) of Lemma 3 and U∇˜h(x∗) = 0 (see Lemma 1), it follows that
0 ≤ 〈qk+1 − qk, c(q∗ − qk+1)〉+ 〈∇˜h(xk+1)− ∇˜h(x∗), (B − cŁ)(∇˜h(xk)− ∇˜h(xk+1))〉.
Recalling the definitions of M, zk, and z∗ in (19), by applying the basic equality 2〈zk+1 − zk,M(z∗ −
zk+1)〉 = ‖zk − z∗‖2M − ‖zk+1 − z∗‖2M − ‖zk − zk+1‖2M, from the preceding inequality we obtain
‖zk − zk+1‖2M + ‖zk+1 − z∗‖2M ≤ ‖zk − z∗‖2M. (22)
By summing relations in (22) over k from k = 0 to k = t for some t > 0 and, then, letting t→ ∞,
we find that
∑∞
k=0 ‖zk − zk+1‖2M <∞, which implies that limk→∞ ‖zk − zk+1‖2M = 0. Consequently,
by the definition of zk and M, we have that limk→∞ ‖qk − qk+1‖2F = 0 and limk→∞ ‖∇˜h(xk) −
∇˜h(xk+1)‖2B−cŁ = 0. Using relations (12a) and (12b) from Lemma 3, we obtain ‖qk − qk+1‖2F =
‖U∇˜h(xk+1)‖2F and ‖xk+1 − r + cU⊤qk+1‖2F ≤ λmax{B − cŁ}‖∇˜h(xk) − ∇˜h(xk+1)‖2B−cŁ, thus
yielding
lim
k→∞
U∇˜h(xk) = 0, (23a)
lim
k→∞
{xk − r+ cU⊤qk} = 0. (23b)
From (22) we have that
‖zk+1 − z∗‖2M ≤ ‖zk − z∗‖2M, ∀k ≥ 0, (24)
implying that the sequences {qk} and {∇˜h(xk)} are bounded (recall the definition of zk andM in (19)
and the fact that M≻ 0). In view of (23b) it follows that {xk} is also bounded and, moreover, that the
sequences {qk} and {xk} have the same convergent subsequences. In particular, let {xkℓ} and {qkℓ} be
convergent subsequences, and let x˜ and q˜ be their limit points, respectively. Since {∇˜h(xk)} is bounded,
without loss of generality we may assume that {∇˜h(xkℓ)} converges to some matrix d (for otherwise,
we would select a convergent subsequence of {∇˜h(xkℓ)}). Then, by letting ℓ→∞, from relations (23a)
and (23b), respectively, we have
Ud = 0, (25)
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x˜− r+ cU⊤q˜ = 0. (26)
Recalling that {∇˜h(x)} is the matrix with the ith row consisting of a subgradient ∇˜hi(xi) of hi at xi,
we have for all i,
hi(x˜
kℓ
i ) + 〈∇˜hi(xkℓi ), xkℓi − xi〉 ≤ hi(xi) for all xi.
By letting ℓ→∞, and using xkℓ → x˜ and ∇˜h(xkℓ)→ d, we obtain for all i,
hi(x˜i) + 〈di, x˜i − xi〉 ≤ hi(xi) for all xi,
showing that, for every i, the vector di is a subgradient of hi at x˜i, i.e., d = ∇˜h(x˜). Thus, relations
(25) and (26) show that (x˜, q˜) satisfies the optimality conditions of Lemma 1. Therefore, by Lemma 1,
it follows that x˜ is an optimal solution to the resource allocation problem, i.e., x˜ ∈ X ∗.
We now define
z˜∗ ,
 q˜
∇˜h(x˜)
 ,
and use z∗ = z˜∗ in relation (24), together with the fact that zkℓ → z˜∗, to conclude that the entire
sequence {zk} must converge to z˜∗. By the definition of zk, it follows that qk → q˜, which when used
in equation (23b) implies that
lim
k→∞
xk − r+ cU⊤q˜ = 0.
The preceding relation and (26) yield xk → x˜.
To establish the rate of convergence, we use a convergence property of nonnegative monotonic scalar
sequence, which has appeared in recent work [27], [28]. The result is stated in the following:
Proposition 1. If a sequence {ak} ⊂ R is such that ak ≥ 0,
∑∞
t=1 at < ∞, and ak+1 ≤ ak for all k,
then ak = o
(
1
k
)
.
Lemma 4 (Monotonic successive difference of Mirror-P-EXTRA). Under Assumptions 1 and 2, we have
‖zk+1 − zk+2‖2M ≤ ‖zk − zk+1‖2M, ∀k = 0, 1, . . . . (27)
Proof. To simplify the notation, let us define ∆xk+1 , xk − xk+1, ∆qk+1 , qk − qk+1, ∆zk+1 ,
zk − zk+1, and ∆∇˜h(xk+1) , ∇˜h(xk)− ∇˜h(xk+1). By the convexity of h, we have
〈∆xk+1,∆∇˜h(xk+1)〉 ≥ 0. (28)
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Next, we use Lemma 3, where by taking the difference of (12a) at the k-th and the (k + 1)-at iteration,
we obtain
∆xk+1 + cU⊤∆qk+1 + (B − cŁ)(∆∇˜h(xk+1)−∆∇˜h(xk)) = 0. (29)
By combining (28) and (29), it follows that
〈−cU⊤∆qk+1 − (B − cŁ)(∆∇˜h(xk+1)−∆∇˜h(xk)),∆∇˜h(xk+1)〉 ≥ 0. (30)
Using the relation (12b) for qk, we see that ∆qk+1 = −U∇˜h(xk+1). Thus, we have
∆qk −∆qk+1 = −U∆∇˜h(xk+1),
which when substituted into (30) and re-arranging some terms yields
〈c∆qk+1,∆qk −∆qk+1〉+ 〈(B − cŁ)∆∇˜h(xk+1),∆∇˜h(xk)−∆∇˜h(xk+1)〉 ≥ 0,
or equivalently
〈M∆zk+1,∆zk −∆zk+1〉 ≥ 0. (31)
By applying the basic equality 2〈M∆zk+1,∆zk−∆zk+1〉 = ‖∆zk‖2M−‖∆zk+1‖2M−‖∆zk−∆zk+1‖2M
to (31), we finally have
‖∆zk‖2M − ‖∆zk+1‖2M ≥ ‖∆zk −∆zk+1‖2M
≥ 0,
which implies (27) and completes the proof.
Based on Lemma 4, we have the following rate result for the first-order optimality residual.
Theorem 2 (Sublinear rate of Mirror-P-EXTRA). Under the assumptions of Theorem 1, the first-order
optimality residual decays to 0 at an o
(
1
k
)
rate, i.e.,
‖U∇˜h(xk+1)‖2F = o
(
1
k
)
, ‖xk+1 − r+ cU⊤qk+1‖2F = o
(
1
k
)
.
Proof. As an immediate consequence of Theorem 1 and Proposition 1, we can see that Lemma 4 holds
for the sequence ak = ‖zk − zk+1‖2M, which implies the stated result.
Using Theorem 2, we can obtain the vanishing speed for the violation of the global constraint 1⊤(x−
r) = 0 by noticing that ‖1⊤(xk − r)‖2F = ‖xk − r+ cU⊤qk‖211⊤ = o(1/k). In reference [29], an ergodic
rate ‖1⊤(x¯k − r)‖ = O(1/k) is derived for the running average x¯k = ∑kt=0 xt/(1 + k). However, we
would like to point out that our bound should not be considered worse than that has appeared in [29]
since our rate is non-ergodic.
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Under additional assumptions on the objective function, we can provide stronger convergence rate
results. In particular, we will show a geometric convergence rate for the case when Ω is the full space,
i.e, the problem (1) has no per-agent set constraints, in which case h = f . The geometric rate is obtained
under strong convexity and the Lipschitz gradient property of the objective function f . These properties
are defined as follows. A function f : Rp → R is said to be µ-strongly convex if 〈∇˜f(x)−∇˜f(y), x−y〉 ≥
µ‖x−y‖22 for some µ > 0 and for all x, y ∈ Rp. A gradient map ∇f : Rp → Rp is said to be L-Lipschitz
if ‖∇f(x) − ∇f(y)‖2 ≤ L‖x − y‖2 for some L > 0 and for all x, y ∈ Rp. We formally impose these
properties in the following assumptions.
Assumption 4. The gradient map ∇fi of each function fi : Rp → R is Li-Lipschitz.
Assumption 5. Each function fi is µi-strongly convex.
Let us introduce µ = mini µi and L = maxi Li.
Theorem 3 (Linear rate of Mirror-P-EXTRA). Let Ωi = R
p for all i, and let Assumption 2, 4 and 5 hold.
Then, for Algorithm 1 with the matrix parameters such that B < cŁ, the sequence {zk} converges to
z∗ with Q-linear rate in the (pseudo)metric induced by the matrix M, where zk, z∗ and M are defined
in (19). In particular, we have ‖zk+1 − z∗‖2M ≤ 11+δ‖zk − z∗‖2M with some δ > 0. Consequently, the
sequence {xk} converges to the optimal solution x∗ of problem (1) at an R-linear rate O
((
1
1+δ
)k)
.
Proof. Note that we have f = h, so that by the strong convexity and the gradient Lipschitz property of
h, it follows that (see Theorem 2.1.11 of [30])
µL
µ+L‖xk+1 − x∗‖2F + 1µ+L‖∇h(xk+1)−∇h(x∗)‖2F ≤ 〈∇h(xk+1)−∇h(x∗),xk+1 − x∗〉. (32)
Using arguments similar to those from (21) to (22), where (21) is replaced by (32), we obtain
µL
µ+L‖xk+1 − x∗‖2F + 1µ+L‖∇h(xk+1)−∇h(x∗)‖2F + ‖zk − zk+1‖2M
≤ ‖zk − z∗‖2M − ‖zk+1 − z∗‖2M.
(33)
To prove the linear convergence, it suffices to show that δ‖zk+1−z∗‖2M ≤ ‖zk−z∗‖2M−‖zk+1−z∗‖2M
for some δ > 0. Considering (33), this will hold as long as for some δ > 0 and all k ≥ 0 we have
δ‖zk+1 − z∗‖2M ≤ µLµ+L‖xk+1 − x∗‖2F + 1µ+L‖∇h(xk+1)−∇h(x∗)‖2F + ‖zk − zk+1‖2M. (34)
By the definition of zk, we have
‖zk − zk+1‖2M = c‖qk+1 − qk‖2F + ‖∇h(xk)−∇h(xk+1)‖2B−cŁ, (35)
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while by Lemma 3 we have
‖qk+1 − qk‖2F = ‖U∇h(xk+1)‖2F = ‖U∇h(xk+1)− U∇h(x∗)‖2F, (36)
where in the last equality we use the fact U∇h(x∗) = 0 (see (7b)). Substituting (35) and (36) in (34),
we conclude that for the linear convergence, it is sufficient to show the following relation:
δc‖qk+1 − q∗‖2F + δ‖∇h(xk+1)−∇h(x∗)‖2B−cŁ ≤ µLµ+L‖xk+1 − x∗‖2F + 1µ+L‖∇h(xk+1)−∇h(x∗)‖2F
+c‖U(∇h(xk+1)−∇h(x∗))‖2F + ‖∇h(xk)−∇h(xk+1)‖2B−cŁ.
(37)
From (7a) and (12a) we have
xk+1 − x∗ + cU⊤(qk+1 − q∗) + (B − cŁ)(∇h(xk+1)−∇h(xk)) = 0, (38)
implying that
‖cU⊤(qk+1 − q∗)‖2F = ‖xk+1 − x∗ + (B − cŁ)(∇h(xk+1)−∇h(xk)‖2F
≤ (1 + γ)‖xk+1 − x∗‖2F +
(
1 +
1
γ
)
‖∇h(xk+1)−∇h(xk)‖2(B−cŁ)2 , (39)
where γ > 0 is arbitrary. Since the matrix U ∈ R(n−1)×n is full row rank, we have
c2λ˜min{UU⊤}‖qk+1 − q∗‖2F ≤ ‖cU⊤(qk+1 − q∗)‖2F.
This together with λ˜min{UU⊤} = λ˜min{Ł}, when substituted in (39) yields
c2λ˜min{Ł}‖qk+1 − q∗‖2F ≤ (1 + γ)‖xk+1 − x∗‖2F +
(
1 + 1
γ
)
‖∇h(xk+1)−∇h(xk)‖2(B−cŁ)2 . (40)
Combining (37) and (40), we find that, in order to establish the rate result for ‖zk+1− z∗‖2M, it suffices
to show that
δ
cλ˜min{Ł}
(
1 + 1
γ
)
‖∇h(xk+1)−∇h(xk)‖2(B−cŁ)2 + ‖∇h(xk+1)−∇h(x∗)‖2δ(B−cŁ)− 1
µ+L
I−cŁ
≤ ‖∇h(xk)−∇h(xk+1)‖2B−cŁ +
(
µL
µ+L − δcλ˜min{Ł}(1 + γ)
)
‖xk+1 − x∗‖2F.
(41)
Now, we utilize the basic properties of function h to verify the validness of (41). Considering the
Lipschitz continuity of ∇h, we only need to determine a positive δ such that
δ
cλ˜min{Ł}
(
1 +
1
γ
)
(B − cŁ) 4 I, (42a)
(
δ(B − cŁ)− 1
µ+ L
I − cŁ
)
L2 4
(
µL
µ+ L
− δ
cλ˜min{Ł}
(1 + γ)
)
I, (42b)
0 4
(
µL
µ+ L
− δ
cλ˜min{Ł}
(1 + γ)
)
I. (42c)
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or 
δ
cλ˜min{Ł}
(
1 +
1
γ
)
(B − cŁ) 4 I, (43a)
−µ2
(
δ(B − cŁ)− 1
µ+ L
I − cŁ
)
< −
(
µL
µ+ L
− δ
cλ˜min{Ł}
(1 + γ)
)
I, (43b)
−
(
δ(B − cŁ)− 1
µ+ L
I − cŁ
)
< 0. (43c)
.
Let us use LHSi and RHSi (see Section II-A) to refer to key terms appeared in (41) and elaborate how
(42) and (43) are obtained. The (matrix) inequality (42a) and (43a) are identical and due to requiring
LHS1 ≤ RHS1; the matrix inequalities (42b) and (42c) are due to using the Lipschitz continuity of
the gradient to generate a lower bound for RHS2 and requiring LHS2 bing bounded by it; the matrix
inequalities (43b) and (43c) are due to using the strong convexity of h to generate an upper bound for
−RHS2, i.e.,
µ‖xk+1 − x∗‖2F ≤ 〈xk+1 − x∗,∇h(xk+1)−∇h(x∗)〉
≤ ‖xk+1 − x∗‖ · ‖∇h(xk+1)−∇h(x∗)‖,
(44)
and requiring this upper bound being further bounded by −LHS2.
By re-arranging terms and shrinking the feasible regions of (42) and (43), we re-write these conditions
in more compact forms as follows:
δλmax{B − cŁ}
cλ˜min{Ł}
(
1 +
1
γ
)
≤ 1, (45a)
δL2(B − cŁ) + δ
cλ˜min{Ł}
(1 + γ)I 4 LI + cL2Ł, (45b)
δ
cλ˜min{Ł}
(1 + γ) ≤ µL
µ+ L
, (45c)

δλmax{B − cŁ}
cλ˜min{Ł}
(
1 +
1
γ
)
≤ 1, (46a)
δµ2(B − cŁ) + δ
cλ˜min{Ł}
(1 + γ)I 4 µI + cµ2Ł, (46b)
δ(B − cŁ) 4 1
µ+ L
I + cŁ. (46c)
For any γ > 0, a positive small enough δ exists that satisfies either δ ≤ δ1 = sup{δ > 0 | δ satisfies (45) }
or δ ≤ δ2 = sup{δ > 0 | δ satisfies (46) }. Thus, we can find a positive δ ≤ max{δ1, δ2} such that
‖zk+1 − z∗‖2M ≤ 11+δ‖zk − z∗‖2M.
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By the definition of zk, z∗, and M, the above Q-linear rate of {‖zk − z∗‖2M} immediately translates
into the R-linear rates: ‖qk − q∗‖2F = O
((
1
1+δ
)k)
and ‖∇h(xk) − ∇h(x∗)‖2B−cŁ = O
((
1
1+δ
)k)
.
From (38), we have
‖xk+1 − x∗‖2F = O(‖qk+1 − q∗‖2F) +O(‖(B − cŁ)(∇h(xk+1)−∇h(xk))‖2F)
= O(‖qk − q∗‖2F) +O(‖∇h(xk)−∇h(x∗)‖2B−cŁ)
= O
((
1
1+δ
)k)
.
(47)
In the above proof of Theorem 3, explicit bounds on δ can be easily derived when we further choose
B = βI . In this case, a sufficient condition on δ would be either
δ ≤ δ1 , min
{
cλ˜min{Ł}
β(1 + 1
γ
)
,
cLλ˜min{Ł}
βcL2λ˜min{Ł}+ 1 + γ
,
µLcλ˜min{Ł}
(µ + L)(1 + γ)
}
, (48)
or
δ ≤ δ2 , min
{
cλ˜min{Ł}
β(1 + 1
γ
)
,
cµλ˜min{Ł}
βcµ2λ˜min{Ł}+ 1 + γ
,
1
(µ + L)β
}
, (49)
where γ > 0 is a parameter that we can choose. Consequently, we have the following two corollaries.
Corollary 1 (The scalability of Mirror-P-EXTRA). Under the conditions of Theorem 3, and further
choosing B = βI , with appropriate parameter settings in Mirror-P-EXTRA, to reach ε-accuracy, the
number of iterations needed is of the order O
(
(κŁ +
√
κŁκf ) ln
(
1
ε
))
, where κf =
L
µ
is the condition
number of the objective function f and κŁ =
1
λ˜min{Ł} .
Proof. Since it appears in both (45) that the larger β is, the worse the convergence rate is, let us choose
β = c.
From (48), we know that to reach ε-accuracy, the number of iterations needed is (omitted the factor
ln
(
1
ε
)
for briefness)
O
(
β(1+ 1
γ
)
cλ˜min{Ł}
)
+O
(
βcL2λ˜min{Ł}+1+γ
cLλ˜min{Ł}
)
+O
(
(µ+L)(1+γ)
µLcλ˜min{Ł}
)
= O
(
1+ 1
γ
λ˜min{Ł}
)
+O (cL) +O
(
1+γ
µcλ˜min{Ł}
)
.
(50)
By choosing γ = µc and setting an appropriate parameter c = Θ
(
1√
µLλ˜min{Ł}
)
, (50) can be fur-
ther simplified as O
(
1
λ˜min{Ł}
)
+ O
(√
L
µ
√
1
λ˜min{Ł}
)
. Thus, we conclude that the final complexity is
O
(
(κŁ +
√
κŁκf ) ln
(
1
ε
))
, where κf =
L
µ
is the condition number of the objective function f and
κŁ =
1
λ˜min{Ł} is understood as the condition number of the graph.
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Corollary 2 (Parameters selection and agent number dependency). Under the same conditions as those
in Corollary 1, by letting Ł = 0.5(I −W ) where W is a lazy Metropolis matrix, that is,
Wij =

1/ (2max{|Ni|, |Nj |}) , if (j, i) ∈ E ,
0, if (j, i) /∈ E and j 6= i,
1−∑l∈Ni Wil, if j = i,
and by setting the parameters in Mirror-P-EXTRA as c = Θ
(
nµ−0.5L−0.5
)
and β = c, to reach ε-
accuracy, the number of iterations needed is of the order of O
(
(n2 + nκ0.5
f
) ln
(
ε−1
))
.
We omit the proof of Corollary 2 since it is just the consequence of the fact κŁ = O(n
2) under the
choice4 Ł = 0.5(I−W ) and following the argument in the proof of Corollary 1. For more bounds on κŁ
which will yield to different scalabilities for other classes of graphs, the readers are refereed to Remark
2 of reference [32].
In the scenario when h = f+g is strongly convex but not necessarily smooth (general convex per-agent
constraints Ωi’s are allowed), one may be able to obtain O(1/k
2) convergence rate on ‖xk − x∗‖2F. But
this is beyond the coverage of our current paper and will be one of our future studies.
Although Algorithm 1 has fast convergence rate and scales favorably with the condition number of
the graph and the objective function, the computational cost per-iteration is high. In the next section, we
propose a gradient-based scheme which is specialized for the unconstrained case (Ωi = R
p) and has a
low per-iteration cost.
B. The algorithm specialized for the unconstrained case: Mirror-EXTRA
In this section we concern the resource allocation without local constraints, i.e.,
min
x
f(x) =
n∑
i=1
fi(xi),
s.t. 1⊤(x− r) = 0.
(51)
Our proposed Algorithm 2 applies to (51) when the objective function has Lipschitz gradients, and it
is given as follows.
4When W is the lazy Metropolis matrix, max{|λmax{W }|, |λ˜min{W }|} ≤ σmax{W − 11⊤/n} ≤ 1− 2(71n2) (see Lemma
2.2 of reference [31]). Thus λ˜min{0.5(I −W )} ≥ 1/(71n2) and therefore κŁ = O(n2).
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Algorithm 2: Mirror-EXTRA
A parameter c is selected such that c ∈
(
0, 12Lλmax{Ł}
)
;
Each agent i initializes with x0i ∈ Rp and y−1i = 0;
Each agent i for k = 0, 1, . . . do
yki = y
k−1
i +
∑
j∈Ni∪{i} Łij∇fj(xkj );
xk+1i = ri − 2cyki + cyk−1i ;
end
Compared to Algorithm 1, Algorithm 2 has a lower per-iteration cost in the update of xki which
requires a gradient evaluation instead of “prox”-type (minimization) update. We next provide an alternative
description Algorithm 2 that we use in the analysis of the method.
Lemma 5. Let Ωi = R
p for all i and let Assumptions 1, 2, and 4 be satisfied. Then, the sequence
{xk,yk} generated by Algorithm 2 satisfies the following relations: for any optimal solution x∗ ∈ X ∗
and for all k = 0, 1, . . .,
xk+1 − r+ cU⊤qk+1 − cŁ(∇f(xk+1)−∇f(xk)) = 0, (52a)
xk+1 − x∗ + cU⊤(qk+1 − q∗)− cŁ(∇f(xk+1)−∇f(xk)) = 0, (52b)
qk+1 = qk + U∇f(xk+1), (52c)
yk = U⊤qk, (52d)
where x0 is the same as in Algorithm 2, q−1 = 0, and q0 = U∇f(x0).
Proof. Relations (52a), (52c), and (52d) are obtained using the analysis that is similar to that for deriving
the corresponding relations in Lemma 3, so we omit their proofs. Relation (52b) is obtained from (52a)
by using r = x∗ + U⊤q∗ (see Lemma 1).
Comparing the description of Algorithm 2 (Lemma 5) and the description of Algorithm 1 (Lemma 3),
we can see that the only difference between these algorithms is in the scaling matrix of the “proximal
term” (∇˜h(xk+1) − ∇˜h(xk)). In Algorithm 1 the coefficient matrix is βI − cŁ, while in Algorithm 2
it is −cŁ. We refer to the algorithm Mirror-EXTRA due to its relation to P-EXTRA and the fact that it
features a gradient-based update, just as the EXTRA algorithm does for consensus optimization [28].
We start with a lemma that provides an important relation for the convergence analysis of Mirror-
EXTRA.
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Lemma 6. Given that a and b are nonnegative, let sequences {vk,uk} ∈ Rn×p × Rn×p and a point
(v∗,u∗) ∈ Rn×p × Rn×p be such that
b‖uk+1−u∗‖2F+a‖vk+1−v∗‖2F ≤ b‖uk−u∗‖2F−b‖uk−uk+1‖2F−b‖vk−v∗‖2F+b‖vk−vk+1‖2F. (53)
Then, for any ρ and t such that 
a(1− t)1
ρ
− b ≤ at, (54)
a(1− t) 1
1 + ρ
− b > 0, (55)
the sequence {b‖uk−u∗‖2F+at‖vk−v∗‖2F} is monotonically non-increasing and
∑∞
k=0{b‖uk−uk+1‖2F+(
a(1−t)
1+ρ − b
)
‖vk − vk+1‖2F} <∞.
Proof. We start by showing a relation valid for arbitrary vectors x, y, z and for any ρ > 0:
1
1 + ρ
‖x− y‖22 ≤
1
ρ
‖x− z‖22 + ‖y − z‖22. (56)
The preceding relation follows by noting that ‖x − y‖22 ≤ (1 + β)‖x − z‖22 + (1 + 1β )‖y − z‖22 for any
β > 0. Upon dividing both sides with (1+ 1
β
) and letting ρ = 1
β
, we obtain (56). We note that the relation
is valid for Frobenius norm as well, thus for arbitrary matrices x,y, z ∈ Rn×p and any ρ > 0, we have
1
1 + ρ
‖x− y‖2F ≤
1
ρ
‖x− z‖2F + ‖y − z‖2F. (57)
Now, by multiplying the relation (57) with a(1− t) where t ∈ (0, 1), we obtain
a(1 − t)
1 + ρ
‖x− y‖2F ≤
a(1− t)
ρ
‖x− z‖2F + a(1− t)‖y − z‖2F.
Letting x = vk, y = vk+1, and z = v∗, we have
a(1− t)
1 + ρ
‖vk − vk+1‖2F ≤
a(1− t)
ρ
‖vk − v∗‖2F + a(1− t)‖vk+1 − v∗‖2F. (58)
Next, by adding relations (58) and (53), we find that
b‖uk+1 − u∗‖2F + at‖vk+1 − v∗‖2F + b‖uk − uk+1‖2F +
(
a(1−t)
1+ρ − b
)
‖vk − vk+1‖2F
≤ b‖uk − u∗‖2F +
(
a(1−t)
ρ
− b
)
‖vk − v∗‖2F
(59)
for arbitrary t ∈ (0, 1) and ρ > 0. If ρ and t are such that the conditions in (54) and (55) are satisfied,
then {b‖uk − u∗‖2F + at‖vk − v∗‖2F} is monotonically non-increasing and
∑∞
k=0{b‖uk − uk+1‖2F +(
a(1−t)
1+ρ − b
)
‖vk − vk+1‖2F} <∞.
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Remark 1 (Parameters t and ρ). Regarding the conditions of Lemma 6 in (54) and (55), we note that if
a > 3b > 0, then it can be verified that the conditions are met by choosing ρ = a−b2b and any t ∈ [ ba , a−b2a ).
Theorem 4 (Convergence of Mirror-EXTRA). Let Ωi = R
p for all i, and let Assumptions 1, 2, and 4
be satisfied. Also, assume that problem (51) has a solution, i.e., X ∗ 6= ∅. If the parameter c is chosen
such that 0 < c < 12Lλmax{Ł} , then the sequence {xk} converges to a point in X ∗.
Proof. By the convexity and the gradient Lipschitz continuity of f , we have for any x∗ ∈ X ∗,
2
L′ ‖∇f(xk+1)−∇f(x∗)‖2Ł ≤ 2L‖∇f(xk+1)−∇f(x∗)‖2F ≤ 2〈∇f(xk+1)−∇f(x∗),xk+1 − x∗〉, (60)
where L′ = Lλmax{Ł}. From Lemma 5 (cf. (52b)) we have an expression for xk+1 − x∗, which when
substituted in (60) yields
2
L′ ‖∇f(xk+1)−∇f(x∗)‖2Ł
≤ 2〈∇f(xk+1)−∇f(x∗), cU⊤(q∗ − qk+1) + cŁ(∇f(xk+1)−∇f(xk))〉
= 2〈qk+1 − qk, c(q∗ − qk+1)〉 − 2〈∇f(xk+1)−∇f(x∗), cŁ(∇f(xk)−∇f(xk+1))〉
= c‖qk − q∗‖2F − c‖qk+1 − q∗‖2F − c‖qk − qk+1‖2F
−c‖∇f(xk)−∇f(x∗)‖2Ł + c‖∇f(xk+1)−∇f(x∗)‖2Ł + c‖∇f(xk)−∇f(xk+1)‖2Ł,
(61)
where the first equality follows from relation (52c) of Lemma 5 and the optimality condition U∇f(x∗) = 0
(cf. Lemma 1 with ∇˜h(x∗) = ∇f(x∗)). Therefore,
c‖qk+1 − q∗‖2F +
(
2
L′ − c
) ‖∇f(xk+1)−∇f(x∗)‖2Ł
≤ c‖qk − q∗‖2F − c‖qk − qk+1‖2F − c‖∇f(xk)−∇f(x∗)‖2Ł + c‖∇f(xk)−∇f(xk+1)‖2Ł.
(62)
We now apply Lemma 6 with the following identification: in (62), we set {uk,vk} , {qk, U∇f(xk)},
the point {u∗,v∗} , {q∗, U∇f(x∗)} (note that Ł = U⊤U ), and the quantities b = c, a = 2
L′ − c and
ρ = a−b2b . The condition c ∈
(
0, 12L′
)
is equivalent to a > 3b > 0 (see Remark 1). Thus, by applying
Lemma 6, we obtain that for any c ∈ (0, 12L′ ) and t ∈ [ cL′2−cL′ , 1−cL′2−cL′),
the sequence
{
c‖qk − q∗‖2F + at‖∇f(xk)−∇f(x∗)‖2Ł
}
is monotonically non-increasing, and
∞∑
k=0
{
c‖qk − qk+1‖2F +
(
(2− cL′)(1− t)c− c) ‖∇f(xk)−∇f(xk+1)‖2Ł} <∞. (63)
This immediately implies the summability of the sequences {‖qk−qk+1‖2F} and {‖∇f(xk)−∇f(xk+1)‖2Ł}.
In view of relations (52c) and (52a) of Lemma 5, respectively, we have
‖qk − qk+1‖2F = ‖U∇f(xk+1)‖2F,
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‖xk+1 − r+ cU⊤qk+1‖2F = ‖cŁ(∇f(xk)−∇f(xk+1))‖2F ≤ c2λmax{Ł}‖∇f(xk)−∇f(xk+1)‖2Ł.
Choosing t = 12(2−cL′) in (63), and using the preceding two relations, we obtain
∞∑
k=0
{c‖U∇f(xk+1)‖2F +
0.5 − cLλmax{Ł}
cλmax{Ł} ‖x
k+1 − r+ cU⊤qk+1‖2F} <∞.
By following a nearly identical line of analysis as in the proof of Theorem 1, from relations (23a)
and (23b) onward, we can conclude that {xk} converges to a point in the optimal set X ∗.
Remark 2 (Step size selection). The bound c ≤ 12Lλmax{Ł} does not necessarily imply that the step size
c selection requires any knowledge of the graph G structure. For example, such a requirement can be
avoided by using Ł = 0.5(I −W ), where W is a symmetric stochastic matrix, in which case one may
employ a step size c ≤ 12L .
We next investigate convergence rate properties of Mirror-EXTRA, where we make use of the following
result which is based on Lemma 5.
Lemma 7 (Monotonic successive difference of Mirror-EXTRA). Let Ωi = R
p for all i, and let Assump-
tions 1, 2, and 4 be satisfied. Then, for any c ∈
(
0, 12Lλmax{Ł}
)
we have
c‖∆qk+1‖2F + (
2
Lλmax{Ł} − 3c)‖∆∇f(x
k+1)‖2
Ł
≤ c‖∆qk‖2F + (
2
Lλmax{Ł} − 3c)‖∆∇f(x
k)‖2
Ł
,
where ∆qk+1 , qk − qk+1 and ∆∇f(xk+1) , ∆∇f(xk)−∆∇f(xk+1).
Proof. To simplify the notation, we also define ∆xk+1 , xk−xk+1. By the convexity and the Lipschitz
continuity of ∇f , we have
〈∆xk+1,∆∇f(xk+1)〉 ≥ 1
L
‖∆∇f(xk+1)‖2F ≥ 1L′ ‖∆∇f(xk+1)‖2Ł, (64)
where L′ = Lλmax{Ł}. Now we use relation (52a) of Lemma 5; specifically, by taking the difference
between (52a) at the k-th and (k + 1)-th iteration we obtain
∆xk+1 + cU⊤∆qk+1 − cŁ(∆∇f(xk+1)−∆∇f(xk)) = 0. (65)
From (65) we have an expression for ∆xk+1, which when substituted in relation (64) yields
〈−cU⊤∆qk+1 + cŁ(∆∇f(xk+1)−∆∇f(xk)),∆∇f(xk+1)〉 ≥ 1
L′ ‖∆∇f(xk+1)‖2Ł. (66)
Relation (52c) of Lemma 5 implies ∆qk+1 = −U∇f(xk+1), which in turn gives
∆qk −∆qk+1 = −U∆∇f(xk+1). (67)
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By substituting (67) into (66), we can see that
2c〈∆qk+1,∆qk −∆qk+1〉+ 2c〈Ł∆∇f(xk+1),∆∇f(xk+1)−∆∇f(xk)〉 ≥ 2
L′ ‖∆∇f(xk+1)‖2Ł.
(68)
Note that
2〈∆qk+1,∆qk −∆qk+1〉 = ‖∆qk‖2F − ‖∆qk+1‖2F − ‖∆qk −∆qk+1‖2F.
Similarly, since Ł = U⊤U , we have
2〈Ł∆∇f(xk+1),∆∇f(xk+1)−∆∇f(xk)〉 = ‖∆∇f(xk+1)‖2Ł+‖∆∇f(xk+1)−∆∇f(xk)‖2Ł−‖∆∇f(xk)‖2Ł.
By using the preceding two equalities in (68) and by reorganizing terms, we obtain
c‖∆qk+1‖2F + ( 2L′ − c)‖∆∇f(xk+1)‖2Ł
≤ c‖∆qk‖2F − c‖∆qk −∆qk+1‖2F + c‖∆∇f(xk)−∆∇f(xk+1)‖2Ł − c‖∆∇f(xk)‖2Ł
≤ c‖∆qk‖2F + c‖∆∇f(xk)‖2Ł + 2c‖∆∇f(xk+1)‖2Ł,
where the last inequality follows from ‖∆∇f(xk)−∆∇f(xk+1)‖2Ł ≤ 2‖∆∇f(xk)‖2Ł+2‖∆∇f(xk+1)‖2Ł.
Therefore,
c‖∆qk+1‖2F + ( 2L′ − 3c)‖∆∇f(xk+1)‖2Ł ≤ c‖∆qk‖2F + c‖∆∇f(xk)‖2Ł
≤ c‖∆qk‖2F + ( 2L′ − 3c)‖∆∇f(xk)‖2Ł,
where in the last inequality we use c ≤ 2
L′ − 3c, which holds by the assumption that c ∈
(
0, 12L′
)
.
We have the following basic rate result for the iterates of Algorithm 2, when the objective function f
is convex and has Lipschitz continuous gradients. The result follows directly from Theorem 4, Lemma 7,
and Proposition 1.
Theorem 5 (Sublinear rate of Mirror-EXTRA). Under the assumptions of Theorem 4, along the iterates
of Algorithm 2, the first-order optimality residual decays to 0 at an o
(
1
k
)
rate, i.e.,
‖U∇f(xk+1)‖2F = o
(
1
k
)
, ‖xk+1 − r+ cU⊤qk+1‖2F = o
(
1
k
)
.
We next show a linear convergence of Mirror-EXTRA under additional strong convexity assumption
on the function f . To simplify the analysis, we will assume that λmax{Ł} ≤ 1,which holds for example
when Ł = ŁG/λmax{ŁG} or Ł = 0.5(I −W ) for some symmetric stochastic matrix W compatible with
the graph G.
Theorem 6 (Linear rate of Mirror-EXTRA). Let Ωi = R
p for all i, and let Assumptions 2, 4 and 5 hold.
Furthermore, suppose that Ł is such that λmax{Ł} ≤ 1 and the step size c satisfies c ∈ (0, 12L). Then,
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the iterate sequence {xk} generated by Algorithm 2 converges to the optimal solution x∗ of problem (1)
at an R-linear rate, i.e.,
‖xk+1 − x∗‖2F = O
(
1
(1 + δ)k
)
,
where δ > 0 is such that for some γ > 0,
δ ≤ min
{
2µLcλ˜min{Ł}
(µ + L)(1 + γ)
,
c2L2λ˜min{Ł}
1 + γ + cL(2 − 3cL)λ˜min{Ł}+ 2c2L2(1 + 1γ )
,
(1− 2cL)λ˜min{Ł}
cL(1 + 1
γ
)
}
.
Proof. By the strong convexity and the gradient Lipschitz continuity of the function f , and the assumption
that λmax{Ł} ≤ 1, we have
2µL
µ+L‖xk+1 − x∗‖2F + 2µ+L‖∇f(xk+1)−∇f(x∗)‖2Ł ≤ 2〈∇f(xk+1)−∇f(x∗),xk+1 − x∗〉. (69)
From relation (52b) of Lemma 5 it follows that
xk+1 − x∗ = cU⊤(q∗ − qk+1) + cŁ(∇f(xk+1)−∇f(xk)), (70)
which when substituted in (69) yields
2µL
µ+L‖xk+1 − x∗‖2F + 2µ+L‖∇f(xk+1)−∇f(x∗)‖2Ł ≤ 2c〈U(∇f(xk+1)−∇f(x∗)),q∗ − qk+1〉
+2c〈∇f(xk+1)−∇f(x∗),Ł(∇f(xk+1)−∇f(xk))〉.
(71)
Since Ł = U⊤U , we have
2〈∇f(xk+1)−∇f(x∗),Ł(∇f(xk+1)−∇f(xk))〉 =‖∇f(xk+1)−∇f(x∗)‖2Ł + ‖∇f(xk+1)−∇f(xk)‖2Ł
− ‖∇f(xk)−∇f(x∗)‖2Ł.
(72)
By the optimality condition U∇f(x∗) = 0, it follows that
U(∇f(xk+1)−∇f(x∗)) = U∇f(xk+1) = qk+1 − qk, (73)
where the last equality follows from relation (52c) of Lemma 5. Therefore,
2〈U(∇f(xk+1)−∇f(x∗)),q∗ − qk+1〉 = 2〈qk+1 − qk,q∗ − qk+1〉
= ‖qk − q∗‖2F − ‖qk+1 − qk‖2F − ‖qk+1 − q∗‖2F. (74)
Upon substituting relations (72) and (74) in (71), after re-arranging the terms, we obtain
2µL
µ+L‖xk+1 − x∗‖2F + 2µ+L‖∇f(xk+1)−∇f(x∗)‖2Ł + c‖qk − qk+1‖2F − c‖∇f(xk)−∇f(xk+1)‖2Ł
≤ c‖qk − q∗‖2F − c‖qk+1 − q∗‖2F − c‖∇f(xk)−∇f(x∗)‖2Ł + c‖∇f(xk+1)−∇f(x∗)‖2Ł.
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Now, we use (73) and we add ( 2
L
− 2c)‖∇f(xk)−∇f(x∗)‖2Ł− ( 2L − 2c)‖∇f(xk+1)−∇f(x∗)‖2Ł to both
sides of the preceding inequality, which gives
2µL
µ+L‖xk+1 − x∗‖2F + ( 2µ+L + c− 2L + 2c)‖∇f(xk+1)−∇f(x∗)‖2Ł
+( 2
L
− 2c)‖∇f(xk)−∇f(x∗)‖2Ł − c‖∇f(xk)−∇f(xk+1)‖2Ł
≤ c‖qk − q∗‖2F − c‖qk+1 − q∗‖2F + ( 2L − 3c)‖∇f(xk)−∇f(x∗)‖2Ł − ( 2L − 3c)‖∇f(xk+1)−∇f(x∗)‖2Ł.
In view of the preceding relation, in order to prove the linear convergence, it suffices to show that for
some δ > 0 the following relation holds for all k ≥ 1,
δc‖qk+1 − q∗‖2F + δ( 2L − 3c)‖∇f(xk+1)−∇f(x∗)‖2Ł
≤ 2µL
µ+L‖xk+1 − x∗‖2F + ( 2µ+L + 3c− 2L)‖∇f(xk+1)−∇f(x∗)‖2Ł
+( 2
L
− 2c)‖∇f(xk)−∇f(x∗)‖2Ł − c‖∇f(xk)−∇f(xk+1)‖2Ł.
(75)
To see this, note that assuming that relation (75) is valid, we will have
δc‖qk+1 − q∗‖2F + δ( 2L − 3c)‖∇f(xk+1)−∇f(x∗)‖2Ł
≤ c‖qk − q∗‖2F − c‖qk+1 − q∗‖2F + ( 2L − 3c)‖∇f(xk)−∇f(x∗)‖2Ł − ( 2L − 3c)‖∇f(xk+1)−∇f(x∗)‖2Ł,
or equivalently
c‖qk+1−q∗‖2F+(
2
L
−3c)‖∇f(xk+1)−∇f(x∗)‖2Ł ≤
1
1 + δ
(
c‖qk − q∗‖2F + (
2
L
− 3c)‖∇f(xk)−∇f(x∗)‖2Ł
)
,
which implies that that both sequences {‖qk+1−q∗‖2F} and {‖∇f(xk+1)−∇f(x∗)‖2Ł} converge to zero
at the R-linear rate O
(
1
1+δ
)
. Moreover, by equality (70), it will follow that
‖xk+1 − x∗‖2F = O
(
1
(1+δ)k
)
, (76)
showing that the iterate sequence {xk} converges to the optimal solution x∗ at an R-linear rate.
The rest of the proof is concerned with finding sufficient conditions on δ for relation (75) to hold. We
start by noticing that, since Ł = U⊤U and the matrix U ∈ R(n−1)×n is full row rank (see Assumption 2),
and λmax{UU⊤} = λmax{Ł} ≤ 1, from (52b) we have for any γ > 0,
c2λ˜min{Ł}‖qk+1 − q∗‖2F ≤ (1 + γ)‖xk+1 − x∗‖2F +
(
1 + 1
γ
)
c2‖∇f(xk+1)−∇f(xk)‖2Ł;
furthermore, it always holds that ‖∇f(xk) − ∇f(xk+1)‖2Ł ≤ 2‖∇f(xk) − ∇f(x∗)‖2Ł + 2‖∇f(xk+1) −
∇f(x∗)‖2Ł. From the preceding two inequalities it follows that relation (75) is valid as long as the
following relation holds
δ(1+γ)
cλ˜min{Ł}‖x
k+1 − x∗‖2F + 2
(
δc(1+ 1
γ
)
λ˜min{Ł} + c
)
‖∇f(xk)−∇f(x∗)‖2Ł
≤ 2µL
µ+L‖xk+1 − x∗‖2F + ( −2µ(µ+L)L + c− δ( 2L − 3c)−
2δc(1+ 1
γ
)
λ˜min{Ł} )‖∇f(x
k+1)−∇f(x∗)‖2Ł
+( 2
L
− 2c)‖∇f(xk)−∇f(x∗)‖2Ł,
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or equivalently(
2µ
(µ+L)L − c+ δ( 2L − 3c) +
2δc(1+ 1
γ
)
λ˜min{Ł}
)
‖∇f(xk+1)−∇f(x∗)‖2Ł + 2
(
δc(1+ 1
γ
)
λ˜min{Ł} + c
)
‖∇f(xk)−∇f(x∗)‖2Ł
≤
(
2µL
µ+L − δ(1+γ)cλ˜min{Ł}
)
‖xk+1 − x∗‖2F + ( 2L − 2c)‖∇f(xk)−∇f(x∗)‖2Ł.
(77)
We next further examine some sufficient relations for (77) to be valid. In particular, by the assumption
that λmax{Ł} ≤ 1 and by the Lipschitz continuity of ∇f , we have
1
L2
‖∇f(xk+1) −∇f(x∗)‖2Ł ≤
1
L2
‖∇f(xk+1) −∇f(x∗)‖2F ≤ ‖xk+1 − x∗‖2F.
Using the preceding inequality, when 2µL
µ+L− δ(1+γ)cλ˜min{Ł} ≥ 0, relation (77) will hold if the following relation
holds: (
2µ
(µ+L)L − c+ δ( 2L − 3c) +
2δc(1+ 1
γ
)
λ˜min{Ł}
)
‖∇f(xk+1)−∇f(x∗)‖2Ł + 2
(
δc(1+ 1
γ
)
λ˜min{Ł} + c
)
‖∇f(xk)−∇f(x∗)‖2Ł
≤ 1
L2
(
2µL
µ+L − δ(1+γ)cλ˜min{Ł}
)
‖∇f(xk+1)−∇f(x∗)‖2F + ( 2L − 2c)‖∇f(xk)−∇f(x∗)‖2Ł.
The preceding relation will hold, as long as δ > 0 is small enough so that, for some γ > 0, we have
2µL
µ+ L
− δ(1 + γ)
cλ˜min{Ł}
≥ 0, (78a)
2µL
µ+ L
− δ(1 + γ)
cλ˜min{Ł}
≥ L2
(
2µ
(µ+ L)L
− c+ δ( 2
L
− 3c) +
2δc(1 + 1
γ
)
λ˜min{Ł}
)
, (78b)
2
L
− 2c ≥ 2
(
δc(1 + 1
γ
)
λ˜min{Ł}
+ c
)
. (78c)
Given a γ > 0, to satisfy the conditions in (78), one can choose δ > 0 so that
δ ≤ min
{
2µLcλ˜min{Ł}
(µ + L)(1 + γ)
,
c2L2λ˜min{Ł}
1 + γ + cL(2− 3cL)λ˜min{Ł}+ 2c2L2(1 + 1γ )
,
(1− 2cL)λ˜min{Ł}
cL(1 + 1
γ
)
}
.
As a consequence of Theorem 6, we have the following corollary regarding the scalability of the
Mirror-EXTRA.
Corollary 3 (Scalability of Mirror-EXTRA). Under the conditions of Theorem 6, for Algorithm 2 to
reach ε-accuracy, the number of iterations needed is of the order O
(
κŁκf ln
(
1
ε
))
, where κf =
L
µ
is the
condition number of the objective function f and κŁ =
1
λ˜min{Ł} is the condition number of the graph.
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Proof. From the bound on δ in Theorem 6 we see that, to reach ε-accuracy, the number of iterations
needed is (the factor ln
(
1
ε
)
is omitted for simplicity)
O
(
(µ+L)(1+γ)
2µLcλ˜min{Ł}
)
+O
(
1+γ+cL(2−3cL)λ˜min{Ł}+2c2L2(1+ 1γ )
c2L2λ˜min{Ł}
)
+O
(
cL(1+ 1
γ
)
(1−2cL)λ˜min{Ł}
)
= O
(
1+γ
µcλ˜min{Ł}
)
+O
(
1+γ
c2L2λ˜min{Ł}
)
+O
(
1+ 1
γ
λ˜min{Ł}
)
+O
(
1+ 1
γ
( 1
cL
−2)λ˜min{Ł}
)
.
Given γ > 0 and c ∈ (0, 12L), the preceding relation can be further reduced to the order of O
(
L
µ
1
λ˜min{Ł}
)
.
Hence, the final complexity is of the order O
(
κŁκf ln
(
1
ε
))
.
Remark 3 (Scalability). The complexity of the Mirror-EXTRA is slightly worse than the complexity
of Mirror-P-EXTRA, which is O
(
(κŁ +
√
κŁκf ) ln
(
1
ε
))
. The Mirror-EXTRA has a lower per-iteration
cost at the expense of less favorable scalability, and O
(
κŁκf ln
(
1
ε
))
scalability of Mirror-EXTRA also
coincides with that of the algorithm proposed in reference [9].
In the following subsections, we will first provide a gradient projection algorithm which can be
understood as a hybrid of Algorithm 1 and Algorithm 2. Then we will conduct two case studies to
show how the methodology of using the mirror relation can help to design more powerful distributed
resource allocation algorithms based on existing consensus optimization algorithms.
C. A projection gradient-based algorithm: Mirror-PG-EXTRA
Since Algorithm 1 has to solve a constrained optimization problem per iteration over each agent
(which can be costly) while Algorithm 2 cannot be applied to constrained problems, we consider another
algorithm that uses a gradient-projection update which can be understood as a hybrid of Algorithms 1
and 2. We name the newly constructed algorithm Mirror-PG-EXTRA (see Algorithm 3) after a previous
algorithm for consensus optimization, PG-EXTRA [21].
Algorithm 3: Mirror-PG-EXTRA
Each agent chooses the same c ∈ (0, 12Lλmax{Ł});
Each agent i chooses βi such that B < cŁ;
∀i, initialize with x0i ∈ Ωi, s0i = 0, and y−1i = 0;
Each agent i for k = 0, 1, . . . do
yki = y
k−1
i +
∑
j∈Ni⋃{i} Łij(∇fj(xkj ) + skj );
xk+1i = PΩi
{
ri − 2cyki + cyk−1i + βiski
}
;
sk+1i = s
k
i − 1βi (xk+1i − ri + 2cyki − cyk−1i );
end
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In Algorithm 3, the matrix B is a diagonal matrix with entries Bii = βi on its diagonal, while PΩi [·] is
the projection operator on the set Ωi with respect to the Euclidean norm. In the absence of the per-agent-
constraints, Algorithm 3 degenerates to Algorithm 2 (this can be verified by writing out the recursive
relations of {xk}, {yk}, and {sk} in Algorithm 3 and eliminating the sequence {sk} in the relations). We
do not formally establish the convergence or the convergence rates for Algorithm 3, though we believe
it has 1/k convergence rate under convexity and smoothness assumptions. An immediate guess on the
convergence property of Algorithm 3 is that it will be slower than Algorithm 1 in terms of the number
of iterations needed to reach a given accuracy. We will evaluate it numerically in our simulations (see
Section VI).
IV. IMPROVING THE RATES BY NESTEROV’S ACCELERATION
Suppose that the per-agent constraints are absent, i.e., Ωi = R
p for all i, there is a easy way to apply
Nesterov’s accelerated gradient method to achieve optimal convergence rates for solving the resource
allocation problem (51) over fixed connected undirected graphs. To expose this fact, let us define
J(z) = f(r+ U⊤z),
where U ∈ R(n−1)×n is the matrix defined in Assumption 2, i.e., a matrix that satisfies Ł = U⊤U . Since
the underlying graph is connected, we have that the columns of U⊤ span 1⊥ (because for any matrix
A, we have that span{AT } = (null{A})⊥), and therefore the problem we want to solve is equivalent
to unconstrained minimization of J(z). This can be seen by noticing the fact that minimizing f(x) over
x ∈ Rn×p and z ∈ R(n−1)×p subject to x = r + U⊤z will give us the optimal solution (x∗, z∗) which
actually includes a minimizer z∗ of the function J(z) and a solution x∗ to the resource allocation problem.
In addition, x∗ can be recovered by x∗ = r+ U⊤z∗ once z∗ is retrieved.
To make the discussion concise, without loss of generality, let us choose Ł such that ‖U‖2 =
σmax {U} = 1. This can be done by choosing, for example, Ł = 0.5(I −W ) where W is a symmetric
doubly stochastic matrix that is compatible with the graph (see Subsection II-A and Corollary 2). Also
suppose that Assumption 5 (Lipscthiz continuity of ∇f(·)) holds and L = maxi Li is the Lipschitz
constant of ∇f(·), then the gradient mapping of J is given by
∇J(z) = U∇f(r+ U⊤z)
and is ∇J(·) is L-Lipschitz as well.
Next we will show that an equivalent form of the Nesterov’s accelerated gradient method on finding
the minimizer of J(z) can be implemented in decentralized way and clearly this can be utilized to obtain
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x∗. The recursion of the Nesterov accelerated gradient method (see [30], [33] for the introduction of the
algorithm and its analysis) for minimizing J(z) is
yk+1 = zk − α∇J(zk), (79a)
zk+1 = yk+1 + βk(y
k+1 − yk), (79b)
initialized with an arbitrary z0 ∈ R(n−1)×p and y0 = z0, where {yk} is an auxiliary variable sequence
and {βk} is scalar sequence of parameters that controls the extrapolation and should be chosen based
on the functional conditions (whether J(z) is strongly convex in z or not); the scalar α is a positive
constant step size. Since the operations U and U⊤ in the computation of ∇J(zk) are not immediately
implementable in finite rounds of communication, we cannot perform (79) directly. However, we can
substitute variables in a way to still find a sequence we need that converges to the optimal solution x∗.
For any zk and yk, let us define
xk = r+ U⊤zk and vk = r+ U⊤yk.
Then from (79), we can obtain the following recursions of xk and vk which inherit the convergence
properties of (79):
vk+1 = xk − αŁ∇f(xk), (80a)
xk+1 = vk+1 + βk(v
k+1 − vk) (80b)
with initialization v0 = x0 = r+ Łc with an arbitrary c ∈ Rn×p (can be chosen distributedly).
The algorithm given in (80) can be implemented in a fully decentralized fashion. We thus can apply
Nesterov’s accelerated gradient method for the resource allocation problem over a network and obtain
improved convergence rates. Specifically, we have the following two propositions for the claims of rates.
Proofs are omitted due to the fact they are direct applications of Nesterov’s method.
Proposition 2. Suppose that Assumption 4 holds and Ł is chosen such that σmax {Ł} = 1. If we choose
α = 1
L
and βk =
k
k+3 , with the algorithm given in (80), it is guaranteed that
f(vk)− f(x∗) = O
(
L
λ˜min{Ł}
‖x0 − x∗‖2F
k2
)
.
To explore the geometric convergence, it is expected that one assumes strong convexity. Suppose that
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Assumption 5 holds, then for any a and b with proper dimensions,
〈∇J(a)−∇J(b),a− b〉 (81)
=〈U∇f(r+ U⊤a)− U∇f(r+ U⊤b),a− b〉 (82)
=〈∇f(r+ U⊤a)−∇f(r+ U⊤b), (r + U⊤a)− (r+ U⊤b)〉 (83)
≥µ‖U⊤(a− b)‖2F (84)
≥µλ˜min{Ł}‖a− b‖2F (85)
Proposition 3. Suppose that Assumptions 4 and 5 hold and Ł is chosen such that σmax {Ł} = 1. If we
choose α = 1
L
and βk = β =
√
Q−1√
Q+1
where Q = L
µλ˜min{Ł} , then with the algorithm given in (80), it is
guaranteed that
f(vk)− f(x∗) = O
((
µ+
L
λ˜min{Ł}
)
‖xk − x∗‖2Fe−
k√
Q
)
where e is the base of the natural logarithm. In other words, to reach ε-accuracy, the number of iterations
needed is in the order of O
(√
κfκŁ ln(ε
−1)
)
where the κf = L/µ is the condition number of the objective
and κŁ = 1/λ˜min{Ł} is the condition number of the graph. Furthermore, when Ł = 0.5(I −W ) where
W is the lazy Metropolis matrix (see also Corollary 2), the number of iterations needed is of the order
of O
(
nκ0.5
f
ln(ε−1)
)
which is linear in n.
Although using the Nesterov’s acceleration gives better dependency in κf and κŁ, the needed algorith-
mic parameter Q involves network wide information. When W is the lazy Metropolis matrix, we can,
to some extent, address this issue by relaxing the parameters we use. Instead of using λ˜min{Ł} or n, let
us assume that all agents in the network know a common parameter nˆ which is an upper bound of the
network size n. We state the result in the following corollary.
Corollary 4. Suppose that Assumptions 4 and 5 hold and Ł = 0.5(I−W ) whereW is the lazy Metropolis
matrix. If we choose α = 1
L
and βk = β =
√
Q−1√
Q+1
where Q = 71nˆ2L/µ, then in O
(
nˆκ0.5
f
ln(ε−1)
)
iterations, the algorithm will give f(vk)− f(x∗) ≤ ε.
The above discussion only applies to problems with smooth objectives assuming no local constraints.
Adapting Nesterov’s accelerated proximal gradient method for the resource allocation problem with local
constraints will be one of our future directions.
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V. EXTENSIONS: USING THE MIRROR TO CONQUER MORE COMPLICATED SCENARIOS
In this section, we will conduct two case studies to show how our methodology can help to design more
powerful distributed resource allocation algorithms based on existing consensus optimization algorithms.
A. Working over time-varying directed graphs: Mirror-Push-DIGing
Before introducing the so called Mirror-Push-DIGing algorithm for solving the decentralized resource
allocation problem, let us review the Push-DIGing algorithm which is proposed in reference [32] for
solving the decentralized consensus optimization over time-varying directed graphs with geometric con-
vergence guarantees. The procedure of Push-DIGing is as follows:
Choose step-size α > 0 and pick any u(0) = x(0) ∈ Rn×p and any d(0) = y(0) ∈ Rn×p;
Initialize , v(0) = 1 ∈ Rn, and V(0) = diag {v(0)};
for k = 0, 1, . . . do
v(k + 1) = C(k)v(k); V(k + 1) = diag {v(k + 1)};
u(k + 1) = C(k) (u(k)− αy(k));
x(k + 1) = (V(k + 1))−1u(k + 1);
d(k + 1) = ∇f(x(k + 1));
y(k + 1) = C(k)y(k) + d(k + 1)− d(k);
end
Since the discussion is under the time-varying set-up, instead of using the right upper corner mark
k as previous, we now use (k) to indicate the k-th iteration as well as the time index k. In the Push-
DIGing algorithm, the aggregated symbols u, v, x, y, ∇f(x) are all defined in a similarly way as we
have explained for the quantities x and ∇˜f(x) in Section II-A (each agent i maintains the i-th row).
The matrix C is a column stochastic matrix (namely, each row sums to 1) that admits the topology of
the network (directed graph). A popular choice of initialization sets d(0) = y(0) = ∇f(x(0)). Using
uncoordinated step sizes is possible [34] but we will keep using the same step size α across agents for
the sake of simplicity.
To develop an algorithm for resource allocation from Push-DIGing (also considered as a gradient-based
method, or termed as explicit method or forward method in different research contexts), we need to first
tweak the recursion to produce a proximal method (also termed as implicit method or backward method
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in different research contexts). The recursive relations of such proximal variant is given by5
v(k + 1) = C(k)v(k),V(k + 1) = diag {v(k + 1)} ,
u(k + 1) = C(k)u(k) − αy(k + 1),
x(k + 1) = (V(k + 1))−1u(k + 1),
d(k + 1) = ∇˜h(x(k + 1));
y(k + 1) = C(k)y(k) + d(k + 1)− d(k),
(86)
where we always set v(0) = 1 ∈ Rn, V(0) = diag {v(0)}. The remaining quantities should be initialized
following the general rules u(0) = x(0) ∈ Rn×p such that h(x(0)) is finite, and d(0) = y(0) ∈ Rn×p. A
specific choice of initialization could be u(0) = x(0) = argminx∈Ω f(x) + 12α‖x‖2F and d(0) = y(0) =
− 1
α
x(0). Note that other initialization choices are possible but here we provide a simple one.
The original Push-DIGing algorithm has adopted the so-termed “Adapt-then-Combine” (ATC) strategy
in its u-update to accelerate the convergence (see Remark 3 of reference [32]). But in the proximal
variant (86), such strategy cannot be applied due to the implementability (see reference [35] for a similar
story of not being able to take advantage of the ATC strategy to accelerate the proximal update). Also,
we have replaced ∇f by ∇˜h to allow a non-smooth objective. Finally the recursive relations (86) with
a simple initialization can be resolved as follows.
Choose step-size α > 0;
Initialize v(0) = 1 ∈ Rn, V(0) = diag {v(0)}, s(0) = 0 ∈ Rn,
u(0) = x(0) = argminx∈Ω{f(x) + 12α‖x‖2F}, y˜(0) = −x(0);
for k = 0, 1, . . . do
v(k + 1) = C(k)v(k); V(k + 1) = diag {v(k + 1)};
s(k + 1) = C(k)(u(k) − y˜(k)) + s(k)− u(k);
x(k + 1) = argminx∈Ω
{
f(x) + 12α‖x− (V(k + 1))−1s(k + 1)‖2V(k+1)
}
;
u(k + 1) = V(k + 1)x(k + 1);
y˜(k + 1) = C(k)u(k)− u(k + 1);
end
Having the above intuitive introduction on Push-DIGing and its proximal variation, now we are ready
to give the Mirror-Push-DIGing algorithm for decentralized resource allocation over time-varying directed
5A proximal-gradient variant can also be derived following a similar idea.
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graphs. The design of Mirror-Push-DIGing will start from keeping the recursive relation
v(k + 1) = C(k)v(k),V(k + 1) = diag {v(k + 1)} ,
u(k + 1) = C(k)u(k) − αy(k + 1),
∇˜h(x(k + 1)) = (V(k + 1))−1u(k + 1),
d(k + 1) = x(k + 1)− r;
y(k + 1) = C(k)y(k) + d(k + 1)− d(k),
(87)
where we always set v(0) = 1 ∈ Rn×p, V(0) = diag {v(0)}. The remaining quantities should be
initialized following the general rules x(0) ∈ Ω, u(0) = ∇˜h(x(0)), and y(0) = d(0) ∈ Rn×p. A
specific choice of initialization could be x(0) = argminx∈Ω{f(x) + α2 ‖x‖2F}, u(0) = −αx(0), and
y(0) = d(0) = x(0) − r. Again, other initialization choices are possible but we only provide a simple
one here. Finally, by resolving relations in (87) and a corresponding simple choice of initial conditions,
we finally obtain the implementation of Mirror-Push-DIGing as follows.
Choose step-size α > 0 and pick any x(0) ∈ Ω;
Initialize v(0) = 1 ∈ Rn, V(0) = diag {v(0)},
s(0) = 1
α
∇˜f(x(0)) + x(0), y(0) = x(0) − r;
for k = 0, 1, . . . do
v(k + 1) = C(k)v(k); V(k + 1) = diag {v(k + 1)};
s(k + 1) = C(k) (s(k)− x(k) − y(k)) + x(k);
x(k + 1) = argminx∈Ω
{
f(x) + α2 ‖x− s(k + 1)‖2(V(k+1))−1
}
;
y(k + 1) = C(k)y(k) + x(k + 1)− x(k);
end
The per-agent form is listed below in Algorithm 46.
6Here in the description of Algorithm 4, N ini (k) denotes the set of in-neighbors of agent i at iteration/time index k. At iteration
k, an in-neighbor of agent i is defined as a neighboring agent j that can effectively/reliably send its information (quantities
sj(k) + yj(k), yj(k), and vj(k)) directly to agent i without relay agents.
December 18, 2018 DRAFT
39
Algorithm 4: Mirror-Push-DIGing
Each agent i chooses the same parameter α > 0 and picks any xi(0) ∈ Ωi;
Each agent i initializes with vi(0) = 1, si(0) =
1
α
∇˜fi(xi(0)) + xi(0), yi(0) = xi(0) − ri;
Each agent i for k = 0, 1, . . . do
vi(k + 1) =
∑
j∈N ini (k)
⋃{i} Cij(k)vj(k);
si(k + 1) =
∑
j∈N ini (k)
⋃{i} Cij(k) (sj(k)− xj(k)− yj(k)) + xi(k);
xi(k + 1) = argminxi∈Ωi
{
fi(xi) +
α
2vi(k+1)
‖xi − si(k + 1)‖22
}
;
yi(k + 1) =
∑
j∈N ini (k)
⋃{i} Cij(k)yj(k) + xi(k + 1)− xi(k);
end
Here, N ini (k) denotes the set of in-neighbors of agent i at iteration k. Each agent j sends the quantities
Cij(k)vj(k), Cij(k) (sj(k)− xj(k)− yj(k)) and Cij(k)yj(k) to its out-neighbors. Upon receiving these
quantities from its in-neighbors j ∈ N ini (k), each agent i sums these quantities over j ∈ N ini (k) and
combines them with its own information, at different steps in different ways. We have not performed
convergence analysis of Algorithm 4. Based on what we have obtained in reference [32], a geometric
convergence may be obtained when each Ωi = R
p. We have some numerical tests of this algorithm later
in Section VI.
B. Dealing with local couplings
A generalization of the resource allocation problem which explicitly considers the local linear coupling
of multiple resources is as follows
min
x∈Rp
h(x) =
n∑
i=1
hi(xi),
s.t.
n∑
i=1
(Aixi − ri) = 0.
(88)
Here, ∀i ∈ [n], we assume xi ∈ Rpi , Ai ∈ Rm×pi , ri ∈ Rm, and obviously p =
∑n
i=1 pi. To simplify
our presentation, from now on, we will use
x ,

x1
x2
...
xn
 ∈ R
p; A ,

A1 0 · · · 0
0 A2 · · · 0
...
...
. . .
...
0 0 · · · An
 ∈ R
(mn)×p; r ,

r1
r2
...
rn
 ∈ R
mn; (89)
Note that, unlike previous sections, we are no longer using the aggregated/compact notation in matrix
forms since it becomes inconvenient when xi’s have different dimensions. But still as that in previous
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sections, the function hi , fi+gi is only assumed to be convex and already include the indicator function
of the local constraint xi ∈ Ωi in itself.
The optimality condition of (88) is 
∇˜hi(x∗i ) = A⊤i ξ∗i ,∀i, (90a)
ξ∗1 = ξ
∗
2 = . . . = ξ
∗
n, (90b)
n∑
i=1
(Aix
∗
i − ri) = 0, (90c)
where we have introduced a group of auxiliary variables ξi ∈ Rm, ∀i ∈ [n]. Again, here we can spot the
consensus relation (90b) and the “summing to zero” relation (90c), similar forms of which have appeared
in the optimality condition of the original resource allocation problem. Now if the condition (90a) that
bridges xi’s and the auxiliary variables ξi’s is further met, then {x∗i }ni=1 is an optimal solution of (88).
Let us denote ∇˜h(x) ,
(
∇˜h1(x1); ∇˜h2(x2); · · · ; ∇˜hn(xn)
)
∈ Rp, ξ , (ξ1; ξ2; · · · ; ξn) ∈ Rmn, and
L¸ , Ł ⊗ Im ∈ R(mn)×(mn) where Im is an m-by-m identity matrix and “⊗” represents the Kronecker
product. This way, (90) is compactly rewritten as
∇˜h(x∗) = A⊤ξ∗, (91a)
L¸ξ∗ = 0, (91b)
(1⊗ Im)⊤(Ax∗ − r) = 0, (91c)
To eventually converge to a point that meets (91), we can construct sequences that satisfy the following
recursive relations:
Axk+1 − r+ cyk+1 + (B− cL¸)(ξk+1 − ξk) = 0, (92a)
∇˜h(xk+1) = A⊤ξk+1, (92b)
∇˜h(xk) = A⊤ξk, (92c)
yk+1 = yk + L¸ξk+1, (92d)
where B = blkdiag{B1, B2, . . . , Bn} ∈ R(mn)×(mn) is a block diagonal matrix that contains all the local
step sizes Bi’s. Each matrix step size Bi is maintained by agent i and B−cL¸ < 0 should be fulfilled. One
can see that (92) is nothing but mimicking (12), the recursive relations of Mirror-P-EXTRA (Algorithm
1), while preserving ∇˜h(xk) = A⊤ξk. One can verify that if (92) converges, its sequences (xk, ξk)
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converge to (x∗, ξ∗). Finally recursion (92) can be resolved as the following implementation
xk+1 = argmin
x∈Ω
{
f(x) + ‖x‖2
A⊤B−1A + 〈−A⊤B−1r−A⊤ξk + 2cA⊤B−1(2yk − yk−1),x〉
}
, (93a)
ξk+1 = ξk − cB−1(2yk − yk−1)−B−1(Axk+1 − r), (93b)
yk+1 = yk + L¸ξk+1, (93c)
starting from ξ0 ∈ Rp, x0 = argminx∈Ω f(x) + 〈A⊤ξ0,x〉, y−1 = 0, and y0 = L¸ξ0. The per-agent
update form is listed below in Algorithm 5.
Algorithm 5: Mirror-P-EXTRA handling local couplings
Each agent i chooses its own parameter matrix Bi ∈ Rm×m and the same parameter c > 0;
Each agent i initializes with arbitrary ξ0i ∈ Rpi and sets x0i = argminxi∈Ωi fi(xi) + 〈A⊤i ξ0i , xi〉;
Each agent i initializes with y−1i = 0;
Each agent i for k = 0, 1, . . . do
yki = y
k−1
i +
∑
j∈Ni⋃{i} Łijξ
k
j
xk+1i = argminxi∈Ωi
{
fi(xi) + ‖xi‖2A⊤i B−1i Ai + 〈−A
⊤
i B
−1
i ri −A⊤i ξki + 2cA⊤i B−1i (2yki − yk−1i ), xi〉
}
;
ξk+1i = ξ
k
i − cB−1i
(
2yki − yk−1i
)
−B−1i (Aixk+1i − ri);
end
It can be seen that this algorithm degenerates to Mirror-P-EXTRA (Algorithm 1) when Ai = I for all
i. We have not analyzed the convergence properties of this algorithm. We believe that its convergence
behavior is similar to that of Mirror-P-EXTRA, since it is a generalization of Mirror-P-EXTRA with an
intuitive modification introduced above.
VI. NUMERICAL EXPERIMENTS
The experiments are conducted over a fixed undirected connected graph with n = 100 vertices and
|E| = 198 edges. The “connectivity ratio” of the undirected graph is defined by rc = |E|/(0.5n(n−1)) =
0.04 (the average degree is 3.96), where 0.5n(n − 1) is the maximum number of edges an undirected
graph can have. We generate the graphs randomly7. The objective function fi of agent i is given by
fi(xi) = 0.5x
⊤
i H
⊤
i Hixi + bixi,
7To guarantee connectedness of the graph, we first grow a random tree; then uniformly randomly add edges into the graph
to reach the specified connectivity ratio.
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where Hi ∈ R2×2 and bi ∈ R2×2 have the entries generated by the normal distribution with zero mean
and unit variance. For each agent i, the local constraint set is a box,
Ωi = {(ωi,1, ωi,2) ∈ R2
∣∣0 ≤ ωi,1 ≤ ωi,1, 0 ≤ ωi,2 ≤ ωi,2},
where the interval boundaries ωi,j are randomly generated following the uniform distribution over the
interval [1, 2] for all i ∈ [n] and j = 1, 2.
For each agent i ∈ [n], the resource vector ri is the mean value of the interval constraints, i.e.,
ri = [ωi,1/2;ωi,2/2] ∈ R2. If the optimal solution of the problem does not hit the boundary of the set
Ω, multiple trials are made to obtain the problem for which the constraint set Ω is active at the optimal
solution. Mirror-EXTRA cannot be applied to solve such problems, so we implement Mirror-PG-EXTRA
that uses a gradient-projection update.
In the experiments, we use the matrix Ł = 0.5(I −W ) for both Mirror-P-EXTRA and Mirror-PG-
EXTRA, where W is generated according to the Metropolis-Hasting rule. For Mirror-P-EXTRA we use
c = 0.01/(µLλ˜min{Ł})0.5, which is based on Corollary 1. The constant factor 0.01 is hand-tuned and
found to be effective for most of our randomly generated graphs and randomly generated f , r, and Ω.
To verify the viability of using different parameters βi across agents, we choose βi = φicλmax{Ł} for
each i, where φi is a random variable following the uniform distribution over the interval [1, 1.5]. For
Mirror-PG-EXTRA we set c = 0.5/L and βi = φic for each agent i, where φi is a random variable
following the uniform distribution over the interval [1, 1.5].
To compare the competitiveness of the algorithms of Section III with those in the existing literature,
we implement the DPDA-S algorithm of [11]. DPDA-S has one system-level parameter γ and two per-
agent parameters, τi and κi. Based on the recommended parametric structure as given in Remark II.1
of [11], which sets τi and κi automatically to produce another parameter ci, we tuned the parameter ci
and γ to obtain one plot for this algorithm. In another plot for this algorithm, we hand-optimized all
the parameters to achieve a better performance. In Mirror-P-EXTRA, there is a system-level parameter c
which can be set based on the per-agent parameters βi. Compared to Mirror-EXTRA, DPDA-S requires
a finer tune in its parameters to achieve a competitive performance. The convergence curves are shown
in Fig. 1.
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Fig. 1. Plots of the normalized residual
‖xk−x∗‖F
‖x0−x∗‖F
. The step size for Mirror-P-EXTRA, cs = 0.01/(µLλ˜min{Ł})0.5, is based
on Corollary 1. The constant 0.01 in the numerator is hand-tuned and found to be effective for most of our randomly generated
graphs (rc = 4/n = 4/100) and randomly generated f , r, and Ω. For Mirror-PG-EXTRA, a step size larger than 3 × 0.5/L
will lead to divergence in the current trial. For Mirror-P-EXTRA, the parameter 2 × cs gives the fastest convergence speed in
the current trial.
In the above numerical test (see Fig. 1), the outcome of Mirror-P-EXTRA outperforming the other
algorithms in the number of iterations is in expectation. Mirror-P-EXTRA has to pay extra computational
effort (solving a constrained convex optimization problem) at each iteration compared to other competitive
algorithms. However, in decentralized computing, it may worth it to perform more computations before
exchanging information in the following round of communication because communication costs and
delays are usually considered more significant compared to that caused by local computations. There is
actually a trade-off between the total computational cost/time and the total communication cost/delay.
Which algorithm is more preferable depends on the hardness of the specific optimization problem and
the performance of the underlying cyber system.
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. The step sizes for Mirror-Push-DIGing are roughly hand tuned. rc is the
connectivity ratio and ra is the activation ratio.
To show the viability of the Mirror-Push-DIGing algorithm (see Section V) for time-varying directed
graphs, we randomly randomly generate a directed graph with n = 100 vertices. Such a graph can have
at most n(n−1) = 9900 directed links. We define the connectivity ratio of a directed graph on n vertices
by rc = |A|/n(n− 1) where A is the arc set. For a time-varying graph sequence GdirTV(k) = {V,A(k)},
the activation ratio at time k is defined as ra(k) = |A(k)|/|A|, where A is the set of links of the
underlying(fixed) digraph A = ⋃kA(k). Thus, ra(k)× rc is equal to the connectivity ratio of GdirTV(k) at
time k. When ra(k) is a constant for all k, we drop the time index and simply use ra. In the experiment, we
run Mirror-Push-DIGing over a few different time-varying directed graph sequences. The graph sequences
are generated by uniformly randomly activating the arcs of the above mentioned underlying digraph. The
results are plotted in Fig. 2. More details of settings for rc, ra, and the step sizes α are given in the
legend of Fig 2. The step sizes for Mirror-Push-DIGing are roughly hand tuned to obtain relatively fast
convergence.
VII. CONCLUSION
In this paper, we have presented an interesting relationship between resource allocation problem and the
consensus optimization problem. Based on this relation, we have proposed two algorithms, namely Mirror-
P-EXTRA and Mirror-EXTRA, for distributed resource allocation in a static connected undirected graph.
We have established the convergence and convergence rate properties of the algorithms. In particular, we
have shown that both of the algorithms enjoy an R-linear convergence rate when the resource allocation
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problem has strongly convex objective function with Lipschitz continuous gradients and does not have
additional set constraints. We also have illustrated the convergence behavior of the Mirror-P-EXTRA
and its computationally less expensive projection-based variant (Mirror-PG-EXTRA) by some numerical
experiments.
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