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Abstract This report describes the development of an integral model for the
dispersion of HF clouds, which is part of the work done by Ris in the URAHFREP
project. URAHFREP, Understanding dispersion of industrial Releases of Anhy-
drous Hydrogen Fluoride and the associated Risk to the Environment and People,
is a project sponsored by the European Commission under contract ENV4-CT97-
0630.
The main objective has been to model the possible inuence of HF thermo-
dynamics on the dispersion of atmospheric HF clouds. Both negative buoyancy
(heavy gas) eects and positive buoyancy eects are possible depending on con-
centration, humidity and other factors. A main question is under which conditions
these eects are strong enough to dominate naturally occurring uctuations and
produce plume lift-o. The URAHFREP eld trials showed only weak signs of
positive buoyancy in plumes produced for 0.1 kg/s liquid spray releases.
HF can form polymers in the gas phase and it forms highly non-ideal liquid
mixtures with water. It is demonstrated that the HF thermodynamics needed for
the dispersion model can be described by exact thermodynamical relations. The
treatment is based on the fugacity concept, which is explained in some detail
emphasizing the link to measurements. Existing experimental data are scarce and
of varying quality. The best data have been selected and analysed in order to
obtain properties on the saturation curve. A relatively simple rings{and{chains
model for the self-association in the gas phase is proposed, and it is demonstrated
that the model is capable of reproducing independent measurements (not used to
tune the model), in particular it predicts the enthalpy and the anomalous specic
heat of HF very satisfactorily. Exact relations describing phase equilibria for the
water-HF system are set up, and the role of the mixing enthalpy is demonstrated.
This is used to derive a simple four parameter model for the mixture. Finally the
model is successfully tested against fog chamber experiments.
The dispersion model is a more-or-less standard integral model with some addi-
tional features. The ideas and assumptions of integral models is explained and the
various scaling regimes for cloud growth are discussed. Re-analyzing the Prairie
Grass data set it is found that boundary layer scaling is superior to mixed layer
scaling, and hence the height of the boundary layer has no direct impact on the
dispersion in the lower part of the boundary layer (including lift-o due to natural
convection). The model is tested against data from the URAHFREP eld trials.
Reasonable agreement is found. In most cases (all except one) the experiments
showed no signs of buoyancy eects which is in agreement with model predictions.
In Trial 12 reduced ground level concentrations were observed as well as an eleva-
tion of the cloud centroid. This behaviour is captured by the model. A case study
is made in order to determine the conditions necessary for HF induced buoyancy to
have an eects on ground level concentrations. The possibility of including added
mass is discussed and dynamic equations compatible with the level of complexity
of an integral model are derived in the appendix.
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1 Introduction
This report presents a simple model for atmospheric dispersion of Hydrogen Flu-
orid (HF) clouds. The motivation is to understand what inuence the peculiar
thermodynamics of mixtures of HF with moist air can have on dispersing HF
clouds. The inuence is mediated by density changes which may cause an HF
cloud to become both positively and negatively buoyant. The crucial point in
terms of risk assessment applications is whether large HF plumes can lift-o the
ground. If so this could be regarded as an inherent safety factor of the substance
that could reduce safety distances.
Modelling the density is therefore a primary aim to which the rst half of this
report is devoted. In order to obtain the density a complete mass and enthalpy
balance must be set up which takes possible condensation of hydrouoric acid
(liquid HF/water mixtures) into account. Theory, experimental data and models
are reviewed and discussed. A simple thermodynamic model is proposed and tested
against experimental data.
The second half of the report is devoted to the development of a simple dis-
persion model capable of reproducing what we believe are the main features of
HF dispersion. Surface layer scaling is the basis for our understanding of dis-
persion in general is used in the interpretation of experimental data and will be
explaines in some detail. The importance of a clear distinction between relative
and absolute turbulent diusion is also emphasized. The dispersion model is based
on the relative diusion (or two-particle) concept, and an eort is made to tune
it to experimental relative diusion data. Such data are as yet scarce, and the
data resulting from the URAHFREP eld trials (Ott and Jrgensen 2001) are in
fact among the best available, therefore these are used frequently throughout the
report.
The ideal model should combine simplicity with accuracy, and making such a
model can be complicated. Simplicity is obtained by treating only selected aspects
of reality whereas accuracy is obtained by selecting the right aspects and treat
them in the right way. This requires a basic understanding of the phenomenology.
Unfortunately, there is little empirical knowledge of HF clouds. We know that
mixtures of HF and humid air get hot and become positively buoyant, but eects
of this on the dispersion of HF plumes is uncertain. In the URAHFREP tests
only faint indications of positive buoyancy eects were observed and in the Gold-
sh experiments only negative buoyancy was observed (Blewitt, Yohn, Koopman
and Brown 1987). Consequently, lift-o of an HF cloud has never been observed
during an experimental release. This only exclude the possibility of a lift-o in
the conditions under which the experiments were made. In the Goldsh experi-
ments the relative humidities seem to have bin too low and in the URAHFREP
experiments the release rates may have been too low for lift-o to be detectable.
This lack of experimental evidence of HF induced lift-o is an obvious diÆculty
for the modeller. Without simple visual observations the understanding of the
phenomenology cannot be said to be complete. The purpose of the URAHFREP
trials was to provide such understanding by collecting high quality data from HF
dispersion experiments. The trials showed that buoyancy eects in HF clouds were
small under the given conditions and no lift-o was seen. This in itself is a valuable
result, but it is diÆcult to generalize to situations where a lift-o might occur.
Hall and Walker (1997) has pointed out that the experiments can be conceived as
down-scaled versions of larger releases. Scaling to larger release rates makes the
results applicable to larger, and more hazardous releases. In the trials buoyancy
eects were insignicant for 0.1 kg/s HF releases when the relative humidity was
less than 90% or the windspeed was above 2 m/s. Using scaling we may infer from
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this that 10 kg/s releases show insignicant buoyancy eects when the relative
humidity is less than 90% or the windspeed is above 5 m/s. Conversely, the be-
haviour of a 10 kg/s release at lower windspeeds than 5 m/s is not covered by the
experiments, and the results do not rule out the possibility of lift-o for such a
release. Thus the experiments rule out the possibility of lift-o in many situations,
and a model should reproduce this. It should be mentioned that the ten model
calculations made by Chhibber and Kaiser (1996) for a 10 kg/s HF release under
various meteorological conditions are in agreement with the experimental ndings.
More emphasis has been put on modelling the behaviour up to the point where
lift o may occur than on the lift-o itself. We know little about the behaviour of
an HF plume after lift-o. It is a question whether the plume takes o as a well
organized entity, the way an integral model treats it, or it becomes uy and dis-
integrates so that large fractions of it are left on the ground. There are numerous
studies of buoyant releases from elevated sources (stacks), but we have no knowl-
edge of eld experiments with positively buoyant ground releases. HF plumes are
unique because they are heavy near the source. Therefore elevated releases can be
expected to fall to the ground and spread out before becoming positively buoyant
and possibly begin to rise again. This was simulated in the wind tunnel study of
Hall and Walker (2000) who studied plume rise from buoyant area sources. Here
the lift-o of buoyant plumes tended to be disorganized. The concentrations on
the ground are in some cases greatly reduced immediately downwind of the lift-
o point, but seldom to zero. Smoke plumes from a re do not always leave the
ground, even if they are hotter than an HF can ever get. Therefore it is most likely
that an HF plumes lifting o the ground do not simply rocked to the sky, even
under conditions that favour plume rise the most.
Lift-o can be expected to be inuenced by atmospheric stability. In stable con-
ditions plume rise is limited by the density stratication which may prevent the
plume from rising beyond a certain height. In convective conditions plume rise is
a self-propelling process due to the unstable density prole. This means that even
passive plumes exhibit plume rise, as was observed in the wind tunnel experiments
of Willis and Deardor (1976). We interpret reduced cross-plume integrated con-
centrations observed in dispersion experiments in the convective surface layer in
the same way. Under these conditions plumes are very irregular and dominated
by horizontal as well as vertical wind uctuations and temperature dierences. A
passive plume on the ground may therefore become positively buoyant because
of heating from the ground and form a rising thermal and this may resemble the
change to slightly positive buoyancy in an HF cloud.
At large distances, where the plume has been well mixed with the boundary
layer, buoyancy has no eect. Here the concentration can be estimated from the
boundary layer height, a suitable plume width and the windspeed. HF can harm
certain plants at low concentration levels so the nal stage of the dispersion could
be relevant for major spills. Closer to the source plume rise could have a mitigating
eect in terms of reduced concentrations on the ground, and a main point is to
determine more precisely which conditions are required. This calls for a model
capable of dening the limiting case.
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2 HF thermodynamics
2.1 Properties of HF
HF gas is one of the least ideal gases known. Saturated HF vapour is for example
about four times denser than expected from the ideal gas law. The specic heat
at constant pressure C
P
varies dramatically with temperature with a maximum
about 10K above the boiling point where values of C
P
are some 30 times larger
than the classical value
7
2
R for a sti diatomic molecule. The normal boiling point
of HF, 292.69K, is also much higher than the boiling points of HCl and HBr. The
explanation for this behaviour is the strong tendency for the HF molecules to
form polymers (sometimes called 'oligomers' or just 'clusters'). The diatomic HF
monomer is a very stable molecule, even at very high temperatures, that can be
regarded as an invariant building block for the formation of the polymers. Crys-
taline HF consists of long zig-zag chains of HF molecules connected by hydrogen
bonds (i.e. -HF-HF-HF-HF-). The zigs and zags occur at the F atoms so that
the segment HF-H bends 120
o
:1 while the segment F-HF is straight. There is less
direct evidence for polymers in the liquid phase and in the gas phase. Only the
dimer (HF)
2
, the tetramer (HF)
4
and the hexamer (HF)
6
have been positively
identied in the gas phase.
The polymerization has two important eects. Firstly, it increases the density.
Saturated HF vapour is much denser than air even if the formula weight of HF is
only 20 g/mol compared to 29 g/mol for air. Secondly, polymerization inuences
the enthalpy. It requires an enthalpy of about 25kJ/mol to break a hydrogen bond
in a polymer. When the gas is expanded (or mixed with dry air or N
2
) the polymers
break up and the gas cools substantially. When for example 1 mole of HF is mixed
with 10 moles of dry air (both originally at 1 bar and room temperature) the
temperature drops about 30K. The eect is somewhat akin to the dilution and
subsequent evaporation of an aerosol spray. Here the heat of vaporisation of the
liquid aerosols gives a negative contribution to the enthalpy budget. The heat of
polymerization (the excess enthapy in proper terms) of HF gas acts in a similar
way. In fact the excess enthalpy of saturated HF vapour is almost as large as
the heat of vaporization. So in a way the gas can be regarded as only halfway
evaporated.
Things are more complicated when water is present. Liquid HF is highly hy-
groscopic and HF is soluble in water in any proportion. Liquid mixtures of HF
and water is called hydrouoric acid. In terms of pH it is not a very strong acid,
but it is still very aggressive chemical that attacks almost anything (including
glass). The heat of mixing is very large, so that the partial enthaltpies of HF and
water in hydrooric acid is much lower than for the pure liquids. At the same
time the vapour pressure is very low and the boiling point of 50% hydrouoric
acid is higher than that of water. Therefore mixtures of HF gas and humid air
produce a fog of hydrouoric acid droplets which is remarkably stable. A reaction
can also take place in the gas phase resulting in the formation of a HF  H
2
O
complex, which has been observed spectroscopically. However, the gaseous reac-
tion is relatively unimportant because of the small value of the reaction constant.
Because of the low enthalpy of hydrouoric acid the fog formation tends to raise
the temperature of the mixture. Fog formation therefore has the direct opposite
eect of de-polymerization. There is no rule telling which of these eects is the
strongest. Depending on concentration and humidity the temperature may rise or
it may drop.
An atmospheric release of HF goes through a rather complicated sequence. Near
the release point the HF concentration is high with possible HF aerosol (in case of
Ris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Figure 1. Buoyancy factors for adiabatic mixtures of HF and humid air. Ambient
temperatures 0
Æ
C (upper) and 25
Æ
C (lower). In all cases the HF initially liquid
and 15
Æ
C
a spray release). As air is entrained de-polymerization and evaporation of droplets
cools the cloud so that it becomes denser than air and falls to the ground. As
more humid air is mixed into the cloud the water vapour will join HF vapour
to form hydrouoric acid fog and HF droplets will absorb moisture. As a result
the boiling point of the droplets is raised to about 110
o
C and the water vapour
pressure becomes extremely low. Therefore there is very little water vapour present
in the cloud at this point, the cloud is hot and lighter than air. The condensation
of water ceases at some point and the concentration of water vapour in the gas
phase starts to increase. Along with this the concentration of HF in the droplets
starts to decrease and the droplets gradually evaporate. The evaporation of the
aerosol lowers the temperature of the cloud so that it becomes slightly denser than
air just before the aerosol disappears.
The non-constant buoyancy of mixtures of HF with humid air is illustrated
in gure 1, which is based on the model developed below. The ordinate is the
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'buoyancy factor' (
a
  )=(c), where 
a
is the density of the air,  is the density
of the mixture and c is the HF concentration (mass by mass), i.e. the ratio between
(buoyancy force) and (HF mass times g). The buoyancy factor is constant for
buoyancy conserving substances, and for example equal to (M
a
 M)=M for an
ideal gas (Ms are molecular weights).
2.2 Theory
In this section we briey review some basic thermodynamic relations for non-ideal
mixtures. Most of what follows can be found in textbooks (Guggenheim 1957,
Moore 1972). The main point is to distinguish fundamental thermodynamics rela-
tions from empirical relations and to make clear which measurements are required
to characterize the thermodynamics of HF and HF mixtures.
The starting point is the well-known fundamental dierentials:
dH(P; T;n) = T dS(P; T;n) + V (P; T;n) dP +
X
j
G
j
(P; T;n)dn
j
(1)
dG(P; T;n) =  S(P; T;n) dT + V (P; T;n) dP +
X
j
G
j
(P; T;n) dn
j
(2)
In the following we will often use the following relation to instead of (2)
d
G(P; T;n)
T
=  
H(P; T;n)
T
2
dT +
V (P; T;n)
T
dP +
X
j
G
j
(P; T;n)
T
dn
j
(3)
n = (n
1
; n
2
; : : : ; n
N
) denes the molar composition in terms of `basic compo-
nents'. These are the molecules that survive in the gas phase as P ! 0. For the
HF-water-air system the basic components are: HF monomers, H
2
O and dry air
(which we will regard as an inert gas). For HF-air-water gas the basic molecules
are themselves stable, even if at higher pressures complexes such as HF polymers
(HF)
q
, the complex HF H
2
O and possibly others are formed. It is convenient not
to treat complexes (including polymers) as distinct species, but to let n count the
basic components before the formation of complexes. In this way n is independent
of pressure and temperature. We also dene the molar fractions
x
j
=
n
j
n
1
+ n
2
+   + n
N
(4)
Again x
j
counts the relative amount of species j including molecules bound in
complexes.
G
j
is the chemical potential for species j, which is equal to the partial free
energy, viz.
G
j
(P; T;n) =
@G(P; T;n)
@n
j
(5)
Other partial quantities are dened in a similar way, e.g. partial volume V
j
=
@V
@n
j
,
partial enthalpy etc. We recall that generally X =
P
n
j
X
j
, in particular we have
the Gibbs-Duhem relation
G =
X
n
j
G
j
(6)
In equilibrium the requirement is that G
j
has the same value for all phases.
An ideal gas obeys the ideal gas law (shown here for n moles of the gas)
V
I
(P; T ) =
nRT
P
(7)
A non-ideal gas can be represented by the similar equation
Z(P; T;n)V (P; T;n) =
RT
P
X
j
n
j
(8)
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where Z is the association factor, which is also sometimes called the `compress-
ibility factor'). From (7) and (2) it follows that
G
I
(P; T ) G
I
(P
0
; T ) =
P
Z
P
0
@G
I
@P
dP =
P
Z
P
0
V
I
dP = nRT log
P
P
0
(9)
We recall that the enthalpy of an ideal gas is independent of pressure because
@H
I
@P
=  T
2
@
2
G
I
=T
@P@T
=  T
2
@R=P
@T
= 0 (10)
H
I
does not incorporate contributions from inter-molecular interactions, they are
absent in ideal gases, but it does incorporate contributions from translation, ro-
tation and vibrations of individual molecules. These can be measured by spec-
troscopy.
The free energy of a mixture of gases is not simply additive since an extra term,
due to mixing entropy, must be added. Thus for an ideal mixture of ideal gases
we have
G(P; T;n) =
X
j
n
j
G
I
j
(P; T;n) +RT
X
j
n
j
logx
j
=
X
j
n
j
G
I
j
(x
j
P; T ) (11)
In other words, the partial free energy is equal to the free energies of the component
evaluated at the partial pressure x
j
P as if the other components were missing. For
non-ideal gases containing complexes made up of several dierent component, it
is not clear how a `partial pressure' of a component should be dened. However,
at low pressure the gas will approach an ideal mixture of the basic components.
It is therefore possible to measure the ideal free energy G
I
j
(P; T ) at low pressures
and extrapolate to nite pressures by means of (9). Ideal gas properties can be
determined directly from measurements of P , V and T or it can be calculated
using statistical mechanics and spectroscopic data. For xed T , G
I
j
(P; T ) varies
as the logarithm of P so there must be a `pressure' f
j
for which
G
j
(P; T;n) = G
I
j
(f
j
(P; T;n); T ) (12)
f
j
is called the fugacity of species j. At low pressure the fugacity equals the partial
pressure, i.e.
f
j
x
j
P
! 1 for P ! 0.
It is instructive to dene also the partial excess free energy. It is equal to the
dierence between the partial free energy of the real gas and the free energy of
the corresponding ideal gas evaluated at the `ideal' partial pressure x
j
P , viz.
G
E
j
(P; T;n)  G
j
(P; T;n) G
I
j
(x
j
P; T )
= G
I
j
(f
j
; T ) G
I
j
(x
j
P; T ) = RT log
f
j
x
j
P
(13)
Since G
E
j
! 0 for P ! 0 we have
RT log
f
j
x
j
P
= G
E
j
(P; T;n) =
P
Z
0
@G
E
j
@P
dP =
P
Z
0

V
j
(P; T;n) 
RT
P

dP
=
@
@n
j
P
Z
0
0
@
V (P; T;n) 
RT
P
X
j
n
j
1
A
dP (14)
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This expresses the fugacity in terms of the excess volume V (P; T;n)  
nRT
P
,
a quantity that can be measured directly. We can also dene the partial excess
enthalpy
H
E
j
(P; T;n)  H
j
(P; T;n) H
I
j
(T ) =  T
2
@G
E
j
(P; T;n)=T
@T
(15)
where H
I
j
(T ) = lim
P!0
H
j
(P; T;n) is the partial enthalpy of the corresponding ideal
gas.
Using fugacities we may now write (3) as
d
G(P; T;n)
T
= d
X
j
n
j
G
I
j
(f
j
; T )
T
=
X
j
n
j
 
R
f
j
@f
j
(P; T;n)
@T
 
H
I
j
(T )
T
2
!
dT
+
X
j
n
j
R
f
j
@f
j
(P; T;n)
@P
dP
+
X
j
 
G
j
T
+
X
i
n
i
R
f
i
@f
i
(T; P;n))
@n
j
!
dn
j
(16)
Comparing the terms involving dn
j
in (3) and (16) we nd that
X
i
n
i
1
f
i
@f
i
@n
j
= 0 (17)
Equation (17) leads to an exact form of the Duhem-Margules rule.
Until this point we have used P , T and n as independent variables. It is natural
to try T and the fugacities f = (f
1
; : : : ; f
N
). With these variables the pressure
dierential is
dP =  
H
E
V T
dT +
X
j
n
j
RT
f
j
V
df
j
(18)
so that
X
j
f
j
@P (T; f)
@f
j
=
RT
V
X
j
n
j
= Z(T; f)P (19)
This is the equation of state for the gas from which all other thermodynamic
quantities can be derived. The key point is therefore to determine the function
P (T; f).
The following discussion is limited to the case N = 2. This is done in order
not to overcrowd equations with subscripts, but the generalization to arbitrary
N is straight forward. We can always write P (T; f
1
; f
2
) as a Taylor series with
T -dependent coeÆcients
P (T; f
1
; f
2
) =
1
X
q=0
1
X
r=0
~
K
q;r
(T ) f
q
1
f
r
2
(20)
For small pressures we have P = f
1
+ f
2
, hence
~
K
0;0
= 0, and
~
K
1;0
=
~
K
0;1
= 1,
otherwise there are no restrictions. The coeÆcients
~
K
qr
can be interpreted in terms
of a simple model gas. The model gas is an ideal mixture of complexes, where each
complex is an ideal gas. The partial pressure P
qr
of the (q : r) complex (consisting
of q molecules of species 1 and r molecules of species 2) is given by
P
qr
=
~
K
qr
(T ) p
q
1
p
r
2
(21)
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where p
1
= P
1;0
and p
2
= P
0;1
are the partial pressures of the monomers. In the
model the coeÆcient
~
K
q;r
(T ) on the right hand side of (20) therefore acts as an
equilibrium constant for the formation of the (q : r) complex. In order to complete
the picture it should be veried that p
1
and p
2
are in fact the fugacities of the two
species. From the ideal gas law it follows that
RTn
1
= V
X
q r
qP
qr
= V p
1
@P (T; p
1
; p
2
)
@p
1
(22)
and
RTn
2
= V
X
q r
rP
qr
= V p
2
@P (T; p
1
; p
2
)
@f
2
(23)
Hence for xed T
dP =
n
1
RT
V p
1
dp
1
+
n
2
RT
V p
2
dp
2
(24)
so that the excess free energy of the model is equal to
P
Z
0

V   (n
1
+ n
2
)
RT
P

dP = n
1
RT log
p
1
x
1
P
+ n
2
RT log
p
2
x
2
P
(25)
It nally follows from (14) that p
1
= f
1
and p
2
= f
2
. This mean that the model
can actually reproduce the thermodynamics of the real gas. It is, however, still
a model because the interactions are regarded as purely 'chemical' in the sense
that molecules are either free or locked into complexes. In real gases molecules can
attract or repel each other without forming complexes, and such interactions are
not part of the model. The model may therefore be right for the wrong reasons.
It would obviously be embarrassing if any of the coeÆcients were negative, and
this can happen. At low pressure the molar excess volume approaches the constant
value V
E0
=  RT (
~
K
2;0
x
2
1
+
~
K
1;1
x
1
x
2
+
~
K
0;2
x
2
2
). For a pure substance (x
1
= 1 and
x
2
= 0) this reduces to V
E0
=  RT
~
K
2;0
. The excess volume is therefore negative
at low pressure if
~
K
2;0
is positive. V
E0
can be estimated from van der Waal
constants, e.g. Weast (1986), and for most gases it is indeed negative, He and H
2
are among the few exceptions. There is of course no such thing as a Helium polymer
and the weak non-ideality of He must be explained in other ways. Conversely, if
the coeÆcients are all positive it is not possible to falsify the simple model by
measuring macroscopic thermodynamic properties of the gas. For HF there is
evidence only for a few polymer species so that, according to the simple model,
P (f) is a simple polynomial. However, even if only a few polymers are present,
P (f) could be a more complicated function because of non-ideal behaviour.
If we want to improve the simple chemical model we must work in a more
general setting where the chemical composition is specied in terms of the actual
molecules present. In other words, each (q : r) complex is treated as a component
with a corresponding mole number 
qr
, where of course
n
1
=
X
qr
q 
qr
and n
2
=
X
qr
r 
qr
(26)
In this setting we imagine that 
qr
can be controlled independently together with
P and T . This may not actually be technically possible because it will bring the
gas out of equilibrium, but the free energy and other thermodynamic functions
can still be dened theoretically. Thus we may form a partial free energy G
qr
for
each complex and a fugacity f
qr
so that
G
qr
(P; T; ) =
@G
@
qr
= G
I
qr
(f
qr
; T ) (27)
The equilibrium condition is that
G
I
qr
(f
qr
; T ) = qG
I
1
(f
1;0
; T ) + rG
I
2
(f
0;1
; T ) (28)
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In equilibrium we therefore have
G
E
(P; T; n
1
; n
2
) =
X
qr

qr
G
qr
(P; T; )  n
1
G
I
1
(x
1
P; T )  n
2
G
I
2
(x
2
P; T )
= n
1
RT log
f
1;0
x
1
P
+ n
2
RT log
f
0;1
x
2
P
(29)
Using (13) it follows that in equilibrium f
1;0
= f
1
and f
0;1
= f
2
. In other words,
the fugacities of the momomers are the same whether or not we count polymers
as separate species.
From (9) and (28) we get
f
pq
= K
qr
(T ) f
q
1
f
r
2
(30)
where
K
qr
(T ) = exp
 
qG
I
1
(P
0
; T ) + rG
I
2
(P
0
; T ) G
I
qr
(P
0
; T )
RT
!
P
01 q r
(31)
K
qr
is the equilibrium constant for the formation of the (q : r) complex used
normally by chemists and it is of course always positive and will in general dier
from
~
K
qr
. In order to relate the equilibrium constants K
qr
to the coeÆcients
~
K
qr
we must use a theory of some kind to express P as a function of the fugacities
f
qr
. In equilibrium we then use (30) to nd P (T; f
1
; f
2
) and nally make a Taylor
expansion to determine
~
K
qr
. This we may of course lead to negative
~
K
qr
. The
simplest possible way to link P to the fugacities is to assume that the complexes
are ideal gases, but that is merely a re-statement of the simple chemical model.
In order to make improvements it is therefore necessary to take the non-ideal
behaviour of the complexes into account. This requires a microscopic description
of the interactions between complexes.
We now turn to the gas-liquid equilibrium. In order to distinguish properties of
the two phases we use superscript
l
for liquid and
g
for gas. When there is only
one component in the system, say HF, the condition for equilibrium is that (the
superscript
o
indicates a pure substance)
G
lo
(P
o
s
(T ); T ) = G
go
(P
o
s
(T ); T ) (32)
where both Gs are molar free energies (chemical potentials) and P
o
s
(T ) is the
saturation pressure. We can also use the saturation fugacity f
o
s
(T ), i.e.
G
lo
(P
o
s
(T ); T ) = G
Igo
(f
o
s
(T ); T ) (33)
Evaluating
dG=T
dT
for both sides of (32) it follows that
 
H
lo
T
2
+
V
lo
T
dP
o
s
dT
=  
H
go
T
2
+
V
go
T
dP
o
s
dT
(34)
which is of course just the usual Clausius-Clapeyron equation. From (33) it follows
in the same way that
 
H
lo
T
2
+
V
lo
T
dP
o
s
dT
=  
H
Igo
T
2
+
R
f
o
s
df
o
s
dT
(35)
Combining (33) and (35) we get
log
f
o
s
(T )
f
o
s
(T
0
)
=
T
Z
T
0

H
Igo
 H
lo
RT
2
+ V
l
dP
o
s
dT

dT (36)
This relation can be used to determine the saturation fugacity f
o
s
(T ) from exper-
imental data. The quantities on the right hand side are all directly measurable
(and it is generally safe to ignore V
lo
dP
o
s
=dT ), so only a single value f
o
s
(T
0
) needs
to be known.
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For two-phase mixtures we reserve n = (n
1
; : : : ; n
N
) and x = (x
1
; : : : ; x
N
) to
specify the molar composition in the liquid phase and use m = (m
1
; : : : ;m
N
) and
y = (y
1
; : : : ; y
N
) to denote the molar composition and molar fractions in the gas
phase. For constant P and T , y is a complicated function of x.
The equilibrium condition is that
G
l
j
(P
s
; T;n) = G
g
j
(P
s
; T;m) = G
Ig
j
(f
j
; T ) (37)
For an ideal liquid mixture the free energy is dened as
G
Il
(P
s
; T;n) =
X
j
n
j
 
G
o
j
(P
o
sj
(T ); T ) +RT logx
j

(38)
where G
o
j
is the (real) free energy of the mixture and P
o
sj
is the vapour pressure of
the pure jth component. The last term in (38) accounts for the mixing entropy.
We dene the free energy of mixing as the dierence between the real and the
ideal free energy, viz.
G
mix
= G
l
 G
Il
(39)
This is a useful quantity. From (9), (37) and (38) it follows that
G
mix
(P
s
; T;n) =
X
j
n
j
(G
Ig
j
(f
sj
) G
Ig
j
(f
o
sj
) RT logx
j
)
= RT
X
i
n
i
log
f
si
x
i
f
o
si
(40)
For an ideal mixture, where the left hand side vanishes, we obtain f
sj
= x
j
f
o
sj
,
which is recognized as Raoult's law if fugacities are replaced by the corresponding
partial pressures. Note that due to (17) we have
log
f
sj
x
j
f
o
sj
=
@
@n
j
X
i
n
i
log
f
si
x
i
f
o
si
=
@G
mix
(P
s
; T;n)
RT@n
j
(41)
Now we can use (3) to get
dG
mix
(P
s
(T ); T;x)=T
dT
=  
H
l
 H
lo
T
2
+
V
l
  V
lo
T
2
dP
s
dT
(42)
The last term is negligibly small because the liquid volume is small. The leading
term involves the mixing enthalpy H
mix
 H
l
  H
lo
. This quantity is directly
measurable, since -H
mix
is the amount of heat generated by mixing the liquid
from pure liquid components at constant temperature. This can be done with
good accuracy using bomb calorimetry.
In this section we have derived useful relations from fundamental thermody-
namics. No additional assumptions have been made, hence the relations need no
further validation. The investigation shows that a gas consisting of a mixture of
interacting components is characterized by the function P (T;k) and that liquid-
gas equilibrium is governed by an exact form of Duhem-Margules rule involving
fugacities.
2.3 Data sources
The amount of experimental thermodynamic data for HF is not impressive and
most sources are rather old.
Association factors (densities) have been measured by Thorpe and Hambly
(1889), Simons and Hildebrand (1924), Fredenhagen and Wellmann (1932) Fre-
denhagen (1933), Fredenhagen (1934), Long, Hildebrand and Morell (1943) and
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Strohmeier and Briegleb (1953). Strohmeier and Briegleb (1953) measured the
association constant for constant T down to small pressures. A static method was
used: the gas was trapped in a container end weighed. This data set is of partic-
ularly high quality although the pressure range leaves a gap up to the saturation
pressure.
Franck and Meyer (1959) used a dynamic method to measure C
P
(T )at constant
P . The results show an interesting large peak of C
P
(T ) occurring about 10 K above
the boiling point.
Satutated vapour pressure measurements are available from Gore (1869) (the
data are reproduced in Gmelins Handbuch der anorganischen Chemie (1959)),
Simons and Hildebrand (1924), Fredenhagen (1933), Franck and Spaltho (1957)
and Jarry and Davies (1953).
Hu, White and Johnston (1953) measured C
p
along the saturation curve from
14.8K up to the normal boiling point. The heat of fusion and the heat of vapori-
sation at the normal boiling point were also determined.
Smith (1958), using spectroscopy, found stong evidence for the presence of the
tetramer and the hexamer in IR gas absorption spectra. No other polymers could
be identied outside the region of monomer absorption, but weak dimer peaks were
identied in the monomer absorption band. The amount of dimer was judged to
be rather low and varying weakly with temperature.
Potter (1957) reported enthalpies and C
P
for HF in the ideal gas state. The
calculations were based on spectroscopic measurements. Fredenhagen (1934) mea-
sured the heat of vaporisation from the liquid to ideal gas state by boiling liquid
HF in vacuum.
Vanderzee and Rodenburg (1970) reviewed data available up to 1969 and dis-
cussed problems connected with estimates of excess properties, in particular the
excess enthalpy. It was found that dierences between the measurements of Strohmeier
and Briegleb (1953) and Franck and Meyer (1959) could be reconciled if careful
smoothing of data was performed and if the temperature measurements of Franck
and Meyer (1959) were adjusted upward by 0.5 to 2.0 K (the experimental error of
T was reported to be 1 K). A set of analysed values of excess properties was then
compiled based on the two datasets supplemented by the data of Hu et al. (1953)
on the saturation curve and the data of Potter (1957) for the ideal gas. These
analysed data have since been widely recognized as the best available source of
information. They cover a relatively narrow range of temperatures and therefore
we have recompiled the data in order to obtain a wider range of values along the
saturation curve.
Since then it appears that there has been only two experimental investigation of
pure HF. Schotte (1987) measured adiabatic temperature changes of HF gas mixed
with dry air in a fog chamber. Since dry air can be regarded as an inert species
the mixing corresponds to an adiabatic expansion which creates a large tempera-
ture drop due to de-polymerization. The results are diÆcult to relate directly to
basic thermodynamical properties, but they can serve as model test cases. The
fog chamber technique, like other dynamic techniques, is diÆcult because adia-
batic conditions are diÆcult to control, and the accuracy of these experiments is
unknown. Gall (author of the article in Kirk-Othmer 1980) point out that mea-
surements by dynamic and static methods may give dierent results if there is
a signicant time constant associated with the mobile equilibrium between the
hydrogen uoride polymers. Lately the observations were conrmed in similar ex-
periments performed by Kemp and Newland (2000). These experiments are part
of the URAHFREP project.
The composition of the vapour phase over aqueous solutions of HF have been
measured by e. g. Brosheer, Lenfesty and Elmore (1947), Munter, Aepli and Kos-
satz (1947) and Munter, Aepli and Kossatz (1949). From these and other datasets
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Vieweg (1963) compiled a table of recommended `partial pressures' of HF and
H
2
O as a function of the temperature and composition of the liquid. Direct mea-
surements of partial pressures are not possible, whereas the total pressure and the
chemical composition of the vapour can be obtained more easily. Some authors
report the data as partial pressures meaning y
HF
P , where y
HF
is the molar frac-
tion of HF monomer and P is the total pressure. Vieweg (1963) calculate partial
pressures on the basis of the (apparent) molar weight of HF, ZM
HF
, in order to
include the eect of polymerisation. The values of Z used for this are not provided
so it only possible to work back to the chemical composition when Z  1, which
is, however, a very good approximation except for the highest HF concentrations.
The only more resent work is that of Miki, Maeno and Maruhashi (1990) who
measured vapour and liquid compositions at the normal boiling point. Mike et al.
found deviations from Munter's H
2
O vapour pressures for HF solution containing
more than 50% HF (by weight). In this region the vapour consists of less than
10% H
2
O, so the discrepancy might not be so important. Activity coeÆcients were
also given (The activity coeÆcient of HF is 
HF

y
HF
P
x
HF
p
o
HF
where x
HF
is the molar
fraction of HF in the liquid and p
o
HF
is the vapour pressure of pure HF liquid).
The results for 
HF
were in agreement with previous work while discrepancies were
found for 
H
2
O
for HF concentrations (in the liquid phase) higher than 40%.
The enthalpy of hydrouoric acid at 25
o
C was studied by Johnson, Smith
and Hubbard (1973), who mixed liquid HF with water in a bomb calorimeter.
The measurements cover HF concentrations up to 50% (mol/mol). Kirk-Othmer
(1980) and Gmelins Handbuch der anorganischen Chemie (1959) cite results for
higher concentrations.
Schotte (1987) also measured temperature changes of HF gas mixed with humid
air. These experiments demonstrate the formation of hydrouoric acid fog under
adiabatic mixing. A temperature rise was observed when HF was mixed with hu-
mid air, whereas the temperature dropped when HF was mixed with dry air. This
was conrmed in experiments by Kemp and Newland (2000). A detailed quantita-
tive agreement was not found, which is most likely due to inherent experimental
diÆculties of the method. The investigations were extended to mixtures of HF
gas, butane and dry/humid air and it was found that the liquid butane merely
acts as an inert species.
2.4 Properties of pure HF
Below we list correlations for some thermodynamic quantities derived from these
sources. Parts of the analysis is similar to the analysis of Vanderzee and Rodenburg
(1970) who used graphical analysis on the same datasets.
In the temperature range of interest here the specic heat on the ideal state
(Potter 1957) ts the correlation
C
I
p
(T ) = 29:144 J=molK+ 1:2310
 
4(T   298:16K)J=molK
2
(43)
This is only a small correction to the classical value C
I
p
=
7
2
R. The table only
contains data for T > 298:16 K, but it is probably safe to extrapolate down to
200 K.
Both the excess enthalpy H
Es
(T ) and the excess free energy G
Es
(T ) of satu-
rated HF vapour can be obtained by combining data from dierent experiments.
In order to do this we choose a data point at the relatively high temperature
T
1
= 317:15K and the relatively low pressure P
1
= 15465 Pa (116 Torr), where
the gas is close to the ideal state. The chosen point is an intersection between
Strohmeier and Briegleb's (1953) constant T and Franck and Meyer's (1959)
constant P measurements. We adopt the values G
E
(T
1
; P1) =  25 J=mol and
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HE
(T
1
; P1) =  293 J=mol from Vanderzee and Rodenburg (1970). Both values
are small so we could have chosen to estimate them from a model. Franck and
Meyer's (1959) C
p
data together with (43) yields the excess specic heat yield
C
E
p
 C
p
  C
I
p
, and numerical integration can be used to obtain
H
E
(T
2
; P1) = H
E
(T
1
; P
1
) +
T
2
Z
T
1
C
E
p
(t; P
1
) dT
G
E
(T
2
; P1)
T
2
=
G
E
(T
1
; P1)
T
1
+
H
E
(T
2
; P1)
T
2
 
H
E
(T
1
; P1)
T
1
T
2
Z
T
1
C
E
p
(t; P
1
)
T
dT (44)
Taking T
2
= 247K, the boiling point at P
1
, we end up with two data points on
the saturation curve: G
Es
(T
2
) = G
E
(T
2
; P1) =  499:9 J=mol and H
Esg
(T
2
) =
H
E
(T
2
; P1) =  6011 J=mol.
Various measurements of saturation pressure are available (Gore 1869, Simons
1924, Jarry and Davies 1953). The data are well represented by the following
correlation (Clough, Grist and Wheatley 1987a)
P
s
(T ) = P
b
exp

A
 
1=T   1=T
b
) + C logT=T
b
+D(T   T
b
) +E(T
2
  T
2
b
)

(45)
where P
b
= 1Bar, T
b
= 292.69K is the normal boiling point and
A = 5959:1K
C =  24:14
D = 6:5607 10
 2
K
 1
E =  2:2934 10
 5
K
 2
(46)
The heat of vaporization  H
s
= H
sg
 H
sl
is related to the saturated vapour
pressure via
H
s
= (V
gs
  V
ls
)T
dP
s
dT
(47)
The specic volume of the vapour, V
gs
, can be inferred from the association fac-
tor Z
s
. Based on the experimental data of Fredenhagen (1933) and Franck and
Spaltho (1957), Jarry and Davies (1953) and the analysed data of Vanderzee and
Rodenburg (1970) we propose the following correlation for Z
s
, which extends the
temperature range of the correlation given by Vanderzee and Rodenburg.
Z
s
(T ) = 1 +
A


T
T
m

2
+B

1
3
(48)
where
A = 1:1309
B = 0:0469
T
m
= 234:94K (49)
The specic volumes of the liquid, V
ls
, is given by (Simons and Bouknight 1932,
Vanderzee and Rodenburg 1970)
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ls
= 1002:0 kg=m
3
 2:2625 kg=m
3
K(T 273:15K)+3:15 10
 
3 kg=m
3
K
2
(T 273:15K)
(50)
The specic heat of the liquid measured by Hu et al. (1953) can be correlated
very closely by
C
psl
= 51:935 J=molK+ 14:795 10
 2
J=molK
2
(T   298:15K)
+ 5:8898 10
 4
J=molK
3
(T   298:15K)
2
(51)
It seems that the measurements were not C
p
, but
dH
sl
dT
= C
pl
+
@H
l
(T;P
s
(T )
@P
dP
S
dT
.
However, the dierence is negligible because H
l
is nearly independent of pressure.
From ( 51) and (43) we may form the liquid excess specic heat C
E
psl
= C
psl
 C
I
p
and get the liquid excess enthalpy
H
E
sl
(T ) = H
E
sl
(T
2
) +
T
Z
T
2
+C
E
psl
dT (52)
where the term
@H
l
(T;P
s
@P
dP
S
dT
has been neglected because it is (probably) already
contained in the measured values. The results are shown as the thin line in gure
7, which also shows the analysed experimental values of Vanderzee and Rodenburg
(1970).
For the excess free energy we have
dG
E
s=T
dT
=  
H
E
ls
(T )
+
V
E
sl
T
dP
s
(T )
dT
(53)
where V
E
sl
(T ) = V
sl
(T ) V
I
(T ). Equation (53) can be integrated numerically. The
results are in good agreement with the analysed values of Vanderzee and Roden-
burg (1970) as can be seen in gure 4 (actually the fugacity f
s
= P
s
exp(G
E
s=RT )
is shown, not G
E
s).
2.5 HF Models
Various authors have analysed HF vapour data in terms the simple polymer model
described above. With only one `basic component', the HF monomer, we have
P = f
1
+
~
K
2
(T )f
2
1
+
~
K
3
(T )f
3
1
+ : : : (54)
where fugacity f
1
is determined from the excess volume
RT log
f
1
P
=
P
Z
0

V (P; T;n) 
RT
P

dP (55)
Based on the density measurements of Thorpe and Hambly (1889) and their
own measurements Simons and Hildebrand (1924) proposed to model gaseous HF
as consisting of monomers and hexamers (HF)
6
.
Fredenhagen and Wellmann (1932) argued for the existence of even larger poly-
mers at high pressure and smaller polymers (dimers) at low pressures. Briegleb
(1941) proposed a model consisting a polymer chains of any length and made rough
estimates of
~
K
n
up to n = 11 using Fredenhagen's (1933) data. Hu et al. (1953),
using Long et al.'s (1943) data, found
~
K
n+1
=
~
K
n
to be approximately independent
of n for n > 2 so that
P = f
1
+
~
K
2
f
2
1
1 
~
K
3
=
~
K
2
f
1
(56)
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Franck and Meyer (1959) tested three models against their C
P
data. The models
were: a simplied version of (56)
P =
f
1
1 
~
K
2
f
1
(57)
An analogy to Simons and Hildebrand's (1924) 1-6 model
P = f
1
+
~
K
n
f
n
1
(58)
and a combination of the two
P =
f
1
1 
~
K
c
2
f
1
+
~
K
r
n
f
n
1
(59)
Here the n-mer comes in two version: a chain corresponding to the term
~
K
c
n
f
n
1
and a ring corresponding to
~
K
r
n
f
1
. The best t was obtained for third model with
n = 6 , which was slightly better than the second model (also with n = 6), and
distinctively better than the rst model. In the third model the main contribution
comes from monomers, dimers and hexamers. This model is very similar to the
so-called 1-2-6 model used by Clough, Grist and Wheatley (1987b) in the DRIFT
code (see also Webber, Jones, Tickle and Wren 1992, Clough et al. 1987a). In this
model
P = f
1
+
~
K
2
f
2
1
+
~
K
6
f
6
1
(60)
Maclean, Rosetti and Rosetti (1962) evaluated this and similar models against
the data of Strohmeier and Briegleb (1953). They found that the 1-2-6 model was
better than a 1-2-q-6 model for q=3,4 or 5. They also tested models with few
parameters and polymers of all sizes, i.e. similar to those tested by Franck and
Meyer (1959). These performed slightly better.
P (f
1
; T ) can be obtained from density data by numerical integration of (55).
This should in principle determine the coeÆcients
~
K
n
(T ) in (54). Briegleb and
Strohmeier (1953) analysed their data in terms of a model with polymers up
to (HF )
9
. According to these calculations the dimer dominates at low pressures
(together with the monomer) while (HF )
6
, (HF )
7
and (HF )
8
dominate near sat-
uration. It should be realized, however, that an unequivocal determination of the
nine parameters
~
K
n
(T ) requires that the experimental curve P (f
1
; T ) is extremely
accurate. Polynomials of high order are deceptive in the sense that two very dier-
ent sets of coeÆcients may produce almost identical functional values on a limited
interval. Therefore slightly dierent methods for obtaining the polynomial that
makes the `best' t to the data may produce very dierent coeÆcients. An at-
tempt to repeat Briegleb and Strohmeier's (1953) results gave a range of results
depending on the tting strategy. All ts were good, but none of them reproduced
Breigleb and Strohmeier's results in detail. Although there is some uncertainty in
the determination of
~
K
n
(T ), the overall trend is that
~
K
n
(T ) grows approximately
exponentially with n as in Franck and Meyer's (1959) chain model.
Smith (1958) made spectroscopic measurements and found no evidence for other
polymers than the dimer, the tetramer and the hexamer and of these he judged
the dimer to be relatively unimportant. It was concluded that
~
K
2
is most likely
not an equilibrium constant, but must be explained as an eect of non-ideality of
the monomer gas. Smith show that a 1-4-6 model with non-ideal behaviour is able
to reproduce Strohmeier and Briegleb's (1953) association factor data.
Schotte (1980) rejected all previous models and proposed a modied 1-2-6-8
model where
P =
f
1
+K
2
f
2
1
+K
6
f
6
1
+K
8
f
8
1
(f
1
; T )
(61)
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Here K
q
f
q
1
is assumed to be the fugacity of (HF)
q
. The function  is a fugacity
coeÆcient so that K
q
f
q
1
= = Py
q
, where y
q
is the molar fraction of (HF)
q
(the
same  is assumed to work for all q). In this model the polymers are therefore
treated both as chemically reacting and as non-ideal gases in themselves. In or-
der to determine  Schotte assumes that the monomers obey the Peng-Robinson
equation of state (Peng and Robinson 1976).
A number of other models treat the polymers as non-ideal gases, e.g. Redington
(1982) and Galindo, Whitehead, Jackson and Burgess (1997), where a review of
recent developments can be found. Common to these models is that they reproduce
data well, although at the expense of a vast number of adjustable parameters.
We may conclude that a large number of models is available, and there is little
data to back them up. It is diÆcult to say which one is best suited for a dispersion
model, because, excepts for the oldest ones, they all rely on the analysed dataset
of Vanderzee and Rodenburg (1970), which in turn is based mainly on the P{V {
T measurements of Strohmeier and Briegleb (1953), with the C
p
data of Franck
and Meyer (1959) used for consistency a check (there were inconsistencies) and
the calorimetric data of Hu et al. (1953) for the saturation curve. Although these
data are undoubtedly the best available, they cover a limited range of pressures
and temperatures. The core of the data consists of Z(P; T ) vs. P curves for just a
handful of temperatures, and there are gaps in measurements near saturation. It is
therefore clear that more high quality P{V {T data would improve the situation.
Some of the models spend hundreds of adjustable constants to reproduce these
curves. This may seem a bit of an overkill, but it is actually diÆcult to reproduce
the behaviour close to saturation with a small number of adjustable parameters.
There are fewer problems away from the saturation curve, and here the simpler
models give good results.
The question is whether it is important to have great accuracy near saturation
in dispersion calculation. For a spray release, which we may take as a standard
example, high concentrations are found in the jet near the source, where the dy-
namics is dominated by the momentum induced at the source. It therefore does not
matter much if the density is miscalculated for high concentrations (above 10%,
say). It is far more important to reproduce enthalpies and phase equilibria at lower
concentrations, where buoyancy forces have time to act. In this regime formation
of hydrouoric acid droplets with low vapour pressure which tends to decrease
HF concentrations in the gas phase and enhance de-polymerization. Therefore the
HF polymers play an indirect role. They are mostly not there, but they leave
the enthalpy of de-polymerization behind them as a contribution to the enthalpy
budget. With pure liquid HF in the initial phase it is eventually the excess en-
thalpy that enters the enthalpy budget, and therefore it is important that this
quantity is accurately reproduced. Equally important is of course the contribution
from the mixing enthalpy in the liquid phase, which determines the stability of
the hydrouoric acid fog.
2.6 Rings and chains
We propose to use a simple model similar to Franck and Meyer's (1959) model
with chains and a 6-ring. The polymers in the model are either chains or closed
rings with more than six HF molecules, and the hydrogen bonds are assumed
equivalent so that (the subscript
1
on f is dropped henceforth)
P =
f +K
6
f
6
1 K
2
f
(62)
This model is not very dierent from the 1-2-6 model, but it gives somewhat
better results near the saturation pressure. We will refer to this model as the
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Figure 2. Comparison of Z predicted by the rings-and-chains model (line) with the
experimental data of Strohmeier and Breigleb (circles) for 26
Æ
C.
Figure 3. Excess free energy of saturated HF vapour. Thin line: derived from exper-
imental data of Franck and Meyer and Hu, White and Johnston. Squares: analysed
data of Vanderzee and Rodenburg. Thick line: rings-and-chains model predictions.
rings-and-chains model. The coeÆcients are modeled as
K
2
(T ) = exp

A
2
RT
+B
2

Pa
 1
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Figure 4. Fugacity saturated HF vapour. Thin line: derived from experimental
data of Franck and Meyer and Hu, White and Johnston. Squares: analysed data
of Vanderzee and Rodenburg. Thick line: rings-and-chains model prediction.
K
6
(T ) = exp

A
6
RT
+B
6

Pa
 5
(63)
The four parametersA
2
, B
2
, A
6
and B
6
were estimated from the association fac-
tor data of Strohmeier and Briegleb (1953). The following procedure was followed.
First, the HF fugacity was found by means of (14), which for a pure substance
can be written as
log
f
P
=
P
Z
0
1  Z
ZP
dP (64)
The right hand side was evaluated by numerical integration of the association
factor data. This was done by rst tting a polynomial of suÆciently high degree
and then perform the integration analytically. The data points are so closely spaced
that this eectively smoothes out the small experimental errors. The result is a
table of values of corresponding values of Z and f for each of the six dierent
temperatures where measurements were taken.
From (19), (62) and (63) it follows that
Z(f; T )P (f; T ) = f
@
@f
P (f; T ) =
f + 6K
6
f
6
  5K
2
K
6
f
7
(1 K
2
f)
2
(65)
Using this expression K
2
(T ) and K
6
(T ) were obtained for each of the six temper-
atures by tting to the observed association factors. Finally the constants A
2
, B
2
,
A
6
and B
6
were tted to K
2
(T ) and K
6
(T ). This procedure yielded the following
values
A
2
= 26585 J=mol
B
2
=  24:576
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Figure 5. Comparison of Z for saturated vapour predicted by the rings-and-chains
model (line) with experimental data.
A
6
= 162649 J=mol
B
6
=  121:73 (66)
Figure 2 shows an example of the t to the data. The line (model predictions)
ends at the saturation pressure and it is obvious that more data for higher pressures
would be very useful. Where data is available the t is good, but not perfect. It
is possible that the assumed temperature dependence (linearty with 1=T ) can be
improved, but the narrow range of temperatures in the experiments makes this
diÆcult.
In gure 3 we show the predicted excess free energy. The predictions are in
almost exact agreement with the analysed data of Vanderzee and Rodenburg and
deviating somewhat from the results from our data analysis (thin line).
Figure 4 shows results for the saturated vapour fugacity. Because of the wide
range of values the model predictions and data are close, but actually there are dif-
ferences of a few percent. The discrepancies are more evident from gure 5 where
predicted values of Z along the saturation curve are shown together with exper-
imental data from Fredenhagen (1933), Franck and Spaltho (1957), Jarry and
Davies (1953) and Vanderzee and Rodenburg (1970). The results are satisfactory
in the temperature range of interest. The model does not reproduce the maximum
at very low temperatures and it does not diverge at the critical temperature (461
K), but it performs rather well in between.
As a further check of the model, it was compared to the C
p
data of Franck and
Meyer (1959). For C
p
the model predicts
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Figure 6. Comparison of C
p
predicted by the rings-and-chains model (lines) with
the data of Franck and Meyer (thin lines with circles). The three curves are for
P= 83060, 42530 and 15465 Pa (the left peak).
Figure 7. Excess enthalpy of saturated HF vapour. Thin line: derived from experi-
mental data of Franck and Meyer and Hu, White and Johnston. Squares: analysed
data of Vanderzee and Rodenburg. Thick line: rings-and-chains model predictions.
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Cp
  C
I
p
=
@H
E
(T; P )
@T
=
@H
E
(T; f)
@T
+
@H
E
(T; f)
@f
@f(T; P )
@T
=
@H
E
(T; f)
@T
 
@H
E
(T; f)
@f
fH
E
RT
2
(67)
which leads to a voluminous expression. It is noted that C
p
is the heat capacity of
a mass corresponding to one mol of HF monomers. Figure 6 shows the result of the
comparison. The model reproduces nicely the large peaks of C
p
. The maximum
values are very well reproduced, but the peaks are at slightly higher temperatures
than for the measurements. Vanderzee and Rodenburg (1970) noted the same ten-
dency when comparing the datasets of Strohmeier and Briegleb (1953) and Franck
and Meyer (1959) and attributed it to errors in the temperature measurements
and suggested to shift the temperatures of Franck and Meyer one or two degrees
up. Taking this into account the agreement is excellent. At the maxima C
p
is
about 50 times larger than C
I
p
.
The model prediction of the excess enthalpy is given by
H
E
(T; f) =  T
2
@G
E
(T; P )=T
@T
=  RT
2
@f(T; P )
f@T
=
RT
2
ZP
@P (T; f)
@T
=  
A
2
K
2
K
6
+A
2
K
2
f +A
6
K
6
f
5
 A
6
K
2
K
6
f
6
1 + 6K
6
f
5
  5K
2
K
6
f
6
(68)
Figure 7 shows predicted excess enthalpies for saturated HF vapour (thick line)
together with experimental data derived experiments (thin line). The experimental
curve was made by numerical integration of the C
P
data of Franck and Meyer
(1959) along the 116 Torr isobar up to the saturation line and then follow the
saturation line using the data of Hu et al. (1953). This data analysis agrees nicely
with that of Vanderzee and Rodenburg (1970) (squares). The model consistently
underpredicts  H
Eso
, but the deviations are less than 3%. The Strohmeier and
Breiglieb's dataset does not cover temperatures below 298.69K. Therefore the
good agreement with data at much lower temperatures must be regarded as a
lucky coincidence.
2.7 Phase equilibria
In the presence of water vapour the pressure is modeled as
P (f
1
; f
2
; T ) = f
1
+
f
2
+K
6
(T )f
6
2
1 K
2
(T )f
2
K
12
(T )f
1
f
2
(69)
where we have chosen water as the rst component and HF as the second compo-
nent. Thus f
1
is the fugacity of water vapour and f
2
is the fugacity of HF vapour.
The third term represents the partial pressure of the H
2
O : HF complex. If we are
in air we should add the partial pressure of dry air, which can be treated as an
inert component.
The reaction of HF with water in the liquid phase is an exothermic process with
important implications for HF dispersion. The main eect is to make droplets con-
sisting of mixtures of HF and water much less volatile than droplets formed by
any of the two substances in pure form. The eect of condensation is to raise
the temperature of the cloud thereby decreasing the density. Depending on am-
bient temperature and humidity HF-water fog can typically persist down to HF
concentrations of a fraction of a percent. When the fog evaporates the heat of con-
densation is supplied by the cloud, and the density may increase. Whether this
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leads to a return of the cloud density to negative buoyancy depends on the reac-
tions in the gas phase. If a substantial fraction of the HF ends up in the monomer
state, the nal density of the cloud is determined by the initial enthalpy in the
storage tank, and be calculated without taking the intermediate reactions with
water into account. Alternatively, if the association of HF with water persists in
the gas phase this may bind enough enthalpy to aect the nal buoyancy. The
oligomerization has a similar eect, but only at high HF concentrations.
Thomas (1975) made spectroscopic measurements on HF-water vapour and
found evidence for the HF : H
2
O complex in the gas phase. Thomas found
K
12
(315K) = 2:4 10
 6
Pa
 1
(70)
with an error bound of a factor of 2. The reaction constant is proportional to
e
 H=RT
assuming that the entropy of association is independent of temperature.
The enthalpy of association was determined as H =  26kJ/mol5kJ/mol. This
leads to the relation
P
c
f
2
= f
1
K
12
(315K) exp

 
H
R

1
T
 
1
315K

(71)
where P
c
is the partial pressure of the complex.
Figure 8. The ratio of partial pressures of HF-water complex and HF monomer in
saturated water vapour as a function of temperature.
Figure 8 shows a plot of the ratio P
c
=f
2
versus temperature assuming f
2
is
equal to the saturated water vapour pressure. For relative humidities below 100%
the ratio is correspondingly lower. The calculations show that about 99% of the
HF ends up as free monomers in the nal stage of the dispersion. The heat of
vaporization of HF (to monomers) is about 31kJ/mol, which is comparable to
the heat of dissociation. The eect on the enthalpy budget of the irreversible
association of HF with H
2
O in the gas phase is therefore comparable to the eect
of a slight change of the heat of vaporization. Given the uncertainty of this number
(certainly larger than 1%) it is justiable to regard the HF-water reactions as
reversible. It should therefore be safe to neglect the association of HF and water
in the gas phase because the contribution to the enthalpy budget is insignicant.
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Once we decide to ignore the water-HF association and other associations be-
tween chemical species in the gas phase we may write the pressure
P (f
1
; f
2
; T ) = P
1
(f
1
; T ) + P
2
(f
2
; T ) + : : : = f
1
+
f
2
+K
6
(T )f
6
2
1 K
2
(T )f
2
+ : : : (72)
where partial pressures of other inert substances (e.g. dry air or butane) may be
added. For the gas phase composition Dalton's law is replaced by
y
i
=
Z
i
P
i
P
j
Z
j
Pj
(73)
where Z
i
P
i
= f
i
@P
i
(T; f
i
)=@f
i
, and only Z
2
is dierent from 1.
The situation is completely dierent for HF and water in the liquid phase. Here
the interaction is very important and must not be ignored. Pouring liquid HF and
water together leads to a violent reaction because of the extremely large mixing
enthalpy of the two substances. Since the released heat is so large, it is eectively
independent of T , because terms like C
p
T are only minor corrections. If we
regard H
mix
as independent of temperature and drop the last, small term in (42),
we may integrate to obtain
G
mix
(P
s
; T; x
2
)  H
mix
(x
2
)  TS
mix
(x
2
) (74)
where S
mix
, the mixing entropy, becomes independent of T because it is merely
an integration constant. The composition is given by the molar fraction of one of
the substances, and we choose to work with the HF fraction x
2
. Both H
mix
(x
2
)
and S
mix
(x
2
) vanish for x
2
= 0 and x
2
= 1 so we may write them as
H
mix
(x
2
) = (n
1
+ n
2
)x
2
(1  x
2
)M(x
2
)
S
mix
(x
2
) = (n
1
+ n
2
)x
2
(1  x
2
)N(x
2
) (75)
M can be found from the mixing enthalpy measurements of Johnson et al. (1973),
which seems to be the best and most recent source. The data cover HF concentra-
tions up to 50%. It turns out that M is very close to linear in this range. A least
square t yields
M(x
2
) =M
1
+M
2
x
2
(76)
where
M
1
=  18460 J=mol and M
2
=  19764 J=mol (77)
The correlation is accurate for concentrations in the range 1-50%, and still fairly
good for larger concentrations, see gure 9. At very low HF concentrations there
are peculiar large deviations, but they play no role since they are cancelled by the
factor x
2
(1 x
2
). At larger HF concentrations the data are more scattered and the
linear approximation probably not as accurate as below 50%. High concentration
may not be so important for atmospheric releases because pure liquid HF is so
hygroscopic that it eectively absorbs all available moisture in the air, even at
noon in the Sahara desert. At very high liquid HF concentrations the enthalpy
budget is therefore accurately determined by the simple assumption that all the
water is in the liquid phase, and the equilibrium model is suÆciently accurate as
long as it reproduces this behaviour. As more water gets into the droplets they get
less hygroscopic and there will be an appreciable amount of water vapour present.
In this range of concentrations model performance is more critical. Based on the
measurements and model predictions of Schotte (1987) important liquid phase
concentrations are roughly in the range x
2
 0:3  0:6 (the fog disappears quickly
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Figure 9. The function M(x). Line: correlation (76). Circles: measurements of
Johnson, Smith and Hubbard. Squares: data from Kirk-Othmer. Triangles: data
from Gmelin.
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Figure 10. The function N(x
2
) + x
2
dN(x
2
)=dx
2
at lower concentrations), which is well covered by experimental data as far as M
is concerned.
N can be found from vapour pressure and composition data. We may either use
the relation
G
mix
(P
s
; T;n) = RT
X
i
n
i
log
f
si
x
i
f
o
si
(78)
or we may use (41) to get expressions for each of the two species, i.e.
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for water vapour and
RT log
f
s2
x
1
f
o
s2
= (1  x
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for HF vapour. Pressure and composition data can be found in Brosheer et al.
(1947) and Munter et al. (1949). Very similar methods were used for these two
datasets. The measurements basically consist in chemical analysis of the vapours of
hydrouoric acid for a range of temperatures and liquid phase compositions. The
results are reported as 'the partial pressures' of HF and water. We have assumed
that the conversion from the measured composition was based on the ideal gas
law. We prefer to use (80) because the HF data appear to be better than the
water vapour data. The rings{and{chains model was used to convert measured
molar fractions in the gas phase into fugacities. The vapour pressures over HF-
water mixtures is relatively low except for HF concentrations very close to 100%
and f
si
 y
i
P is in fact adequate in most cases (a 7% correction is needed in
one instance). The pure HF vapour fugacity f
o
si
is also needed, and this quantity
is substantially dierent from the vapour pressure, which other models use here.
Both are strongly increasing functions of temperature, but the ratio between the
two varies much less. It could be argued that it is be best to use fugacity values
derived from measurements, but we use the model to determine f
o
si
because the
correlation we are aiming at is meant to be used in conjunction with the model
and the model performs well with respect to reproducing this quantity (accurate
to within a few percent). Since M has already been determined we can isolate
N + x
2
N
0
in (80). Figure 10 shows N + x
2
N
0
determined in this way. The data
covers temperatures between 298 K and 358 K. The data of Brosheer et al. (1947)
show the least scatter, and they produce a nice straight line in the limited range
of x
2
values (all less than 0.3). The values of N   x
2
N
0
obtained from Munter
et al. (1949) are in good agreement those obtained from Brosheer et al. (1947),
although they appear to be slightly lower. Unfortunately, there are few data in
the range x
2
 0:3  0:6, and the temperatures are also higher than what can be
expected in a cloud. However, measurements for the same x
2
and dierent T show
little scatter indicating that N is indeed independent of T . More data for lower
temperatures and x
2
 0:5 would be helpful. Data is available from measurements
of liquid and gas phase compositions at the normal boiling point. Some of these
data are in the range x
2
 0:3  0:6, but the temperatures are even higher (above
100
Æ
C in most cases) and the eect of polymerization is large, so these have not
been used to determine N .
Based on the Brosheer et al. (1947) data we nd
N(x
2
) = N
1
+N
2
x
2
(81)
where
N
1
=  16:598 J=molK and N
2
=  26:059 J=molK (82)
This correlation is accurate for x
2
< 0:5, and from gure 10 it appears that the
linear t to N(xz
2
) is probably insuÆcient at higher concentrations. However,
due to lack of data we will have to be content with the linear t. In extreme cases
this may lead to a 20% underestimate of the partial pressure of HF, which may
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after all not be so bad. The tuning of the parameters with data for low x
2
values
should ensure good performance at low HF concentration. Thus the model should
be able to make accurate predictions of the concentration where the HF-water fog
disappears.
0
0.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 1
x2
y 2
Model
Munter et al
Miki et al
Figure 11. Predicted and measured values of the HF molar fraction in Hydrouoric
Acid vapour at the normal boiling point as a function of the HF molar fraction in
the liquid phase.
In order to check the equilibrium model against independent data, we have cal-
culated vapour phase composition (y
2
) at the normal boiling point as a function
of x
2
. The results are shown in gure 11 together with measurements by Munter
et al. (1947) and Miki et al. (1990). For these data polymerization has a large
impact, but the model performs well. It should be noted that the normal boil-
ing point is above 100
Æ
C for x
2
< 0:5. At these large temperatures and partial
pressures, the inuence of HF-water associations in the gas could be important.
The model has also been compared to the adiabatic mixing data of Schotte
(1987) and Kemp and Newland (2000). The results are shown in gure 12 and
gure 13. The model generally performs best at low concentrations where it re-
produces Schotte data almost exactly. At high concentrations (above 10%, say) the
temperatures predicted by the model are larger than those observed by Schotte,
while they are smaller than those observed by Kemp and Newland.
Several methods to determine the phase equilibrium has been tried. The equa-
tions can be tricky to solve because of the drastic variation of the vapour pressures
with T and x
2
. The following procedure is robust and converges reasonably fast. In
a dispersion calculation the composition of the mixture (HF, dry air and water) is
given as well as the total enthalpy and the total (atmospheric) pressure. The rst
step is to determine the dew point and calculate the enthalpy at the dew point.
Condensation uccurs if the total enthalpy H
tot
is less than the dew point enthalpy.
If there is no condensation the temperature is determined so as to yield the right
enthalpy. Otherwise, the state is specied once we know the temperature and the
fugacities. Starting with P and rst guesses of T , f
1
and f
2
we may calculate y
2
,
x
2
and the amount of condensate and from these compute a new value H
0
tot
of the
total enthalpy. We also use x
2
, T and the equilibrium equations to determine new
fugacities f
0
1
and f
0
2
. The solution is a xed point which is found by minimizing
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Figure 12. Predicted and measured values of the temperature change in mixtures
of HF vapour and humid air vs. total HF molar fraction. Initial temperature 26
Æ
C
and 80% relative humidity.
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Figure 13. Predicted and measured values of the temperature change in mixtures
of HF vapour and humid air vs. total HF molar fraction. Initial temperature 20
Æ
C
and 80% relative humidity. Data points are from run HF06.
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2
. The downhill simplex method of Nelder
and Mead (1965) was used for this.
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3 The atmospheric surface layer
We lack a general statistical theory of turbulence, but scaling arguments often
prove useful. These can be mere dimensional arguments or be more deeply rooted
theoretically by reference to scaling properties of a set of governing equations.
Surface layer scaling or Monin-Obukhov scaling (Monin and Obukhov 1953) is
of the latter type. The governing equations are those based on the Boussinesq
approximation. They have time-varying chaotic solutions that are believed to re-
produce all essential features of real high Reynolds number turbulence. Therefore
the equations are hard to solve and not in themselves useful for dispersion ap-
plications. The point is that we may dene two fundamental scales: the friction
velocity dened as
u

=
p
 huwi (83)
and the Monin-Obukhov length scale
L =  
u
2

T
0
gT

(84)
where T
0
is a reference temperature (e.g. average absolute temperature near the
ground) and
T

=
hT
0
w
0
i
u

(85)
For a stationary ow over uniform terrain the momentum ux huwi and the
heat ux hTwi are constant and the values of u

and L are independent of where
they are measured. We may therefore use u

and L as boundary conditions. The
moisture ux is also a boundary condition, but it has little impact on dynamics
unless condensation occurs, so we can disregard it. In addition values of the average
windspeed and temperature should be specied at a certain reference height.
Furthermore, the equations can be rewritten in non-dimensional form by using
jLj as length scale, jLj=u

as time scale and T

as temperature scale. This yields
two sets of equations, one for L > 0 (stable stratication) and one for L < 0
(unstable stratication). In non-dimensional form all stable ows therefore obey
the same governing equations with the same boundary conditions and similar for
all unstable cases. We can therefore imagine that we produce an innitely long
timeseries from the non-dimensional equations. Assuming that the time series is
stationary we may let randomly chosen bits of it serve as an ensemble so that
time averages of the innite as ensemble averages (the ergodic hypothesis). This
means that relations between non-dimensionalized statistics are universal. The
average wind prole, for example, may for be expressed as u

f(z=L) where f is a
universal function, where positive arguments (z=L > 0) represent stable conditions
and negative arguments represent unstable conditions. It can be shown that due to
invariance under Gallilean transformations the prole must be of the form (Monin
and Yaglom 1975)
hU(z)i = u

[(z=L)  
m
(z
0
=L)] (86)
The only way that this can remain nite in the limit jLj ! 1 is if  contains a
logarithmic term. Singling this out we may therefore write
hU(z)i =
u


(log(z=z
0
) + 	
M
(z=L) 	
M
(z
0
=L) (87)
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where   0:4 is the von Karman constant and 	
M
(0) = 0. This elegantly proves
the well known logarithmic wind prole for neutral conditions. In a similar way it
can be proved that the average temperature prole is of the form
hT (z)i = T
0
 
T


T
(log(z=z
0
) + 	
H
(z=L) 	
H
(z
0
=L) (88)
where 
T
 0:4 is analogous to the von Karman constant and 	
H
is a univer-
sal function. The value of 
T
is less well known than . According Bussinger,
Wyngaard, Izumi and Bradley (1971) =
T
= 0:74, but they also found  = 0:35
where  = 0:4 seems to be universally accepted. Others say 
T
= . We use

T
=  = 0:4.
The assumptions that have to be made in order to derive these results are not
strictly fullled in reality. The terrain is never completely uniform and the uxes
are not constant in either space or time. The weather changes, in other words, and
the analysis of measured time series cannot always be based in the assumption that
statistical properties are independent of time (non-stationarity). The inuence
of the Earth's rotation is another factor which spoils the picture, because we
need to neglect the Coriolis force in the governing equations in order to get the
desired scaling properties. Therefore surface layer scaling is an approximation. The
eect of non-stationarity depends on the statistic in question. Quantities that are
correlated over long times are the most diÆcult because it requires long time series
to estimate their mean values and there is a risk that meteorological conditions
may change during measurements. Quantities that have short 'memory' are more
easy. Unfortunately uxes, which are used to dene u

and L, are not among the
'easy' ones; experience shows that timeseries should not be shorter than about ten
minutes. Fluxes are also notorious as being diÆcult to measure and experimental
errors of u

and L are therefore large. This contributes to the uncertainty in the
determination of universal functions such as 	
M
and 	
H
and a large number of
dierent versions have been published. We will use the following due to Bussinger
et al. (1971) and Paulson (1970)
Wind speed prole:
	
M
() = log
(1 + )
2
(1 + 
2
)
8
  2 arctan +

2
; where   (1  16)
1=4
(89)
for unstable conditions (L < 0) and
	
M
() =  4:7  (90)
for stable conditions (L > 0).
Temperature prole:
	
H
() = 2 log
1 +
p
1  9
2
(91)
for unstable conditions and
	
H
() =  5  (92)
for stable conditions.
It has been suggested to use so-called mixed layer scaling for dispersion in
convective conditions ([ Nieuwstadt 1980)e.g.]. This involves the boundary layer
height and a velocity scale dierent from u

. We do not recommend this for dis-
persion in the lower 10% of the boundary layer as explained in section 4.4.
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4 The dispersion model
The model outlined in the following is a traditional integral (or box) model. It
resembles e.g. Ooms's (1972) model, but there are many other similar models.
Some of these are discussed by Bricard and Friedel (1989), who nd that, even
if models are based on a common structure, the values of empirical constants
are quite dierent, especially those related to entrainment. The main dierence
between the model presented here and other integral models is the consequent
use of relative diusion concepts. This has an impact on the interpretation of
the model variables and model results and it requires relative diusion data for
parameter tuning. Relative diusion experiments are diÆcult to perform, therefore
most dispersion data regard absolute diusion. However, new relative diusion
data are emerging, some of which have been generated during the URAHFREP
project. We have therefore decided to use what is available of relative diusion
data as the empirical basis for the model.
4.1 Basic model parameters
An instantaneous release, a pu, is in some ways simpler to discuss than a con-
tinuous release. We therefore start with pus, although plumes will eventually be
the main issue. The most rudimentary description of a pu is a specication of
the centre coordinates and a parameter describing its size (e.g. a suitably dened
diameter) as functions of time. Such a description is fully adequate when concen-
tration proles are self similar, because the full prole can be obtained by scaling
and translating a known standard prole. When buoyancy eects are present the
assumption of a self similar prole is not strictly correct, but it may still work well
as a rst approximation. A plume from a continuous source can be regarded as a
series of pus and the growth of the plume can be inferred from the growth rate
a pu traveling along the centreline. In the following we seek equations describing
the simple parameters.
The governing equations are as follows: the equation of continuity
@
@t
+r  u = 0 (93)
the advection-diusion equation for contaminant concentration c (mass by mass)
@c
@t
+r  uc = Dr
2
c (94)
and the Navier-Stokes equation
@u
@t
+r  uu =  rP + g + r
2
u (95)
where g = (0; 0; g) is the gravitational eld vector. In the following equations it
is safe to neglect the diusivity D and the viscosity  (formally we can say that
we study the limit  ! 0 for xed D= and given boundary conditions).
The released mass is given by
m
0
=
Z
cd
3
x (96)
where the integral is over all space. From (94) it follows that m
0
is a constant
equal to the released contaminant mass.
The pu centre X = (X;Y; Z) is dened as the centre of mass of the contami-
nant, i.e.
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X =
1
m
0
Z
xc d
3
x (97)
The average pu size  is dened as

2
= 
2
x
+ 
2
y
+ 
2
z
=
1
m
0

Z
(x X)
2
c d
3
x

(98)
where brackets have been used to denote ensemble averaging. The three quantities

x
, 
y
and 
z
are dened similarly for each direction. For plumes we may use
similar denitions if a thin slice is regarded as pu.
4.2 Dynamic equations
Neglecting molecular diusion the centre velocity is given by
U =
dX
dt
=
1
m
0
Z
cud
3
x (99)
We can go on and use the Navier-Stokes equation to write
m
0
dU
dt
=  
Z
crPd
3
x+
Z
cgd
3
x+ 
Z
cr
2
u d
3
x (100)
The equation is exact, but in fact not very useful. This is because it focuses on the
contaminant. The contaminant is entangled with the surrounding air in a highly
complex, fractal way that makes it impossible for the cloud to move 'on its own'
without taking the air in its neighbourhood with it (and visa versa). Due to the
complex shape of the cloud, which locks it to the surrounding air, the pressure
term, which mediates the interaction, must be both large and very complicated.
On the other hand, the result of the interaction is simply that the contaminant is
pushed and pulled at the right places so as to make it follow the air. It is therefore
better to include the air in contact with the cloud in the description, and set up
an equation for the acceleration of all masses inside a volume B surrounding the
cloud. B should not be entangled with the surrounding air in a complicated way,
hence it should be a regular shape, e.g. a ball or a rectangular box, not a fractal
shape. Inside B the complicated interactions between the HF and the surrounding
air are internal forces, which cancel due to the law of action and reaction. B should
also be reasonably small, yet large enough to contain essentially all contaminant
material. The dimensions of B should of course scale with . The mass m
B
inside
B is given by
m
B
=
Z
B
 d
3
x (101)
The centre of mass of B should coincide with the pu centre, i.e.
X =
1
m
B
Z
B
xd
3
x (102)
The centre velocity is estimated as the mean velocity
U 
1
m
B
Z
B
ud
3
x (103)
This can only be approximate when the density varies, but in any case it should
be a good approximation.
m
B
is an increasing function of time and
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dm
B
dt
=
Z
@B

^
n  (u
s
  u) dA (104)
where the integral is over the surface of B, u
s
is the velocity of a surface element
and
^
n is a unit vector perpendicular to the surface pointing out of B. The quantity
^
n(u
s
 u) is the (local) entrainment velocity, which we may assume has a constant
value u
e
on @B. Clearly u
e
should scale with d=dt. Moreover, since  = 
a
on
the surface, and we may estimate it by the average ambient density prole value

a
(Z) evaluated at the height of the centre. These simplications lead to
dm
B
dt
= u
e

a
(Z)S
B
(105)
where S
B
is the surface area of B. It should be noted that the rate of change of
volume of B is only equal to u
e
S
B
if the processes taking place inside B preserve
volume. It is best, therefore, not to have an equation for 'entrained volume', but
to determine the volume from m
B
and .
Integrating both sides of the Navier-Stokes equation over B and neglecting the
viscous term we get the dynamic equation
dm
B
U
dt
=
Z
@B
u
^
n  (u
s
  u) dA 
Z
B
rPd
3
x+
Z
B
g d
3
x (106)
Assuming uniform entrainment velocity and average ambient values on @B the
rst term on the right hand side becomes equal to u
e

a
u
a
S
B
. The pressure can be
split into a hydrostatic part and a residual pressure P
0
, i.e. rP = rP
0
+ 
a
(Z)g.
This yields the following equation
dm
B
U
dt
= u
e

a
u
a
S
B
 
Z
@B
^
nP
0
dA+m
B
g(
B
  
a
) (107)
where 
B
is the average density in B, i.e. 
B
= m
B
=V
B
where V
B
is the volume of
B. Note that the ambient velocity u
a
need not be taken as the average, horizontal
velocity. It is possible to draw it from an ensemble e.g. reecting the probability
distribution of the vertical component w. Note that in this way the model simulate
the inuence of ambient uctuations compared to HF buoyancy eects. We shall
return to this.
We can treat a plume in a similar way as a pu by considering a slice of it as
a pu. An envelope containing all the contaminant is placed round the plume.
Let s denote the length along the centreline and k(s) the unit vector tangent to
the centreline. By A(s) we denote the area of a cross-section of the plume dened
by the envelope and the plane normal to k(s). B is chosen to be a thin pill-box
shaped section between A(s; t) and A(s + s; t). As time progresses the slice is
supposed to move in such a way that there is no net mass transport through the
ends A(s; t) and A(s +s; t). This should ensure little exchange of contaminant
through the ends, which can therefore be neglected. Thus entrainment only takes
place through the plume edge while internal mixing along the plume is neglected
in the model. Following similar lines as above and taking the limit s ! 0 the
following equations are obtained. The mass balance equation becomes
dA
dt
= C
A
u
e

a
(108)
where C
A
is the circumference of A and  is the average density in A. The mo-
mentum equation is
36 Ris{R{1293(EN)
dAU
dt
= C
A
u
e

a
u
a
 
Z
@A
^
nP
0
dl  
@
@s
Z
A
kP
0
dA+Ag(  
a
) (109)
The terms involving P
0
represent various kinds of interactions which will be
dealt with simple ways. For plumes moving relative to the wind there will be an
added mass eect, which we shall return to in section 4.5. The added mass is
eective when the plume accelerates. In addition there will be a drag force, which
we model as
F
D
= C
D
C
A
1
2

a
(
^
k  u
a
)
2
^
k (110)
where
^
k is k rotated 90 degree (in the x{z plane and minus sign is used for a
ascending plumes and + for descending plumes. We use C
D
= 0:3 as suggested
Ooms (1972). Non-hydrostatic forces also play a role when a plume touches down
on the ground (or hits the capping inversion). The eect of these is to keep the
plume inside boundaries, and we may achieve this simply by stopping the vertical
motion of the plume when it hits the ground (or a capping inversion). Moreover,
there will be a random contribution which is, at least partly, responsible for the
characteristic irregular and meandering plume shape. This could be simulated by
a random force, but we will ignore the pressure uctuations because we believe
that the contribution from uctuations of the momentum of the entrained air is
more important.
It can be practical to use the centreline distance s as independent variable
instead of the time t. For a stationary plume we have @q=@t = 0 for any quantity
q and therefore
dq
dt
= r  uq =
dqU
ds
(111)
Using s instead of t we therefore get conservation equations involving uxes. Three
of these are needed: mass ux _m, momentum ux _mu and enthalpy ux _mH . We
also have the massux of HF c _m, but it is constant and equal to the HF release
rate _m
0
.
The average density  in the plume slice A must be determined from the ther-
modynamics. Note that integration of (108) yields A, but we need  to determine
A and  also enters explicitly in the buoyancy term of (109). The density and other
useful quantities such as temperature, composition, aerosol content, are given by
the thermodynamical state. It is convenient to specify the thermodynamic state
by means of the enthalpy H (in J/kg) and the composition in terms of the molar
fractions (which can be worked out from c). In real clouds these quantities are
complicated functions of time and space, but we shall ignore this and adopt the
assumption of homogeneous equilibrium within A. This means that total mixing
within A is assumed. The homogeneous equilibrium model is justied as long as
the density is a linear function of the concentration, which is the case for buoyancy
conserving substances. HF clouds do not conserve buoyancy, and therefore the den-
sity will depend on the micro-structure of the concentration eld. It is beyond the
scope of the present work to take this into account, but it should be emphasized
that corrections to the homogeneous equilibrium assumption due to concentration
uctuations could be important. The model may overpredict negative buoyancy
because it neglects the eect of regions with low concentrations.
The HF cloud is regarded as consisting of three chemical species, HF, water and
dry air, of which the dry air is regarded as inert. Typically the absolute humidity
does not vary very much with the height and therefore we may assume that a
constant ratio betweeen the molar fractions of water and dry air. Then the cloud
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composition is xed by the ambient humidity and the contaminant concentration
c (mass by mass) which is given by
c =
_m
0
_m
(112)
The enthalpy budget is simplied by the assumption of adiabatic mixing. It is
an approximation since heat is generated by the dissipation of turbulent kinetic
energy and heat is exchanged by molecular diusion and radiation, but generally
the amount of energy exchanged by these processes is small. According to the
entrainment concept the transfer of matter is regarded as a one-way process. In
order to be consistent we should model enthalpy transfer in the same way. The
transfer of enthalpy across the free surface of the cloud is therefore set equal to the
enthalpy of the entrained air. For a grounded cloud the exchange of heat through
the ground surface should also be taken into account. The simplest way to model
this is to use the ambient heatux, which is related to the Monin-Obukhov length
scale. This leads to the following enthalpy budget equation
dAH
dt
= C
A
u
e

a
H
a
+Q
s
+A
dP
dt
(113)
where H
a
is the enthalpy (in J/kg) of the entrained air, Q
s
is the heat transfer
from the ground, which we estimate by the ambient value
Q
s
= hTwiC
pa
b 
C
pa

a
u
3

T
a
gL
b (114)
where b is the plume width. In case of very large temperature dierences additional
terms could be considered. The last term on the right hand side of (113) accounts
for adiabatic cooling of a rising plume due to pressure changes. The easiest way
to deal with this is to assume constant pressure (i.e. drop the term) and instead
correct the ambient temperature proles for the adiabatic lapse rate.
The shape of A is assumed to be circular for elevated plumes. Ground contact
is modelled in the simplest possible way. When Z is shorter than the radius r =
p
A= the plume has ground contact and A is modelled as a circle with the
bit under the surface cut o. No particular inuence on the plume dynamics is
assumed except that the radius and the circumference are calculated dierently.
The lowest value of Z is determined by the centre of mass of a semi-circle with
centre at ground level and area equal to A. When Z gets below this value in the
computation it is simply stopped and W is set equal to zero if it is negative.
Finally we must decide the relation between A and . In the model A is deter-
mined by the way we model the entrainment velocity. When the density is constant
and A = r
2
is circular the entrainment velocity is simply u
e
dr=dt, so the deni-
tion of r is coupled to the denition of u
e
. The measurable quantities are 
y
and

z
and a we must choose a relation like A = a(
2
y
+ 
2
z
) ( or e.g. A = a
y

z
),
where a is a constant, in order to relate A to something measurable. The values of
a used in models are typically between 1 and 3. Somewhat arbitrarily we choose
a = 1 so that
A = (
2
y
+ 
2
z
) (115)
With this choice a Gaussian concentration prole should have c as the centre
(maximum) concentration.
4.3 Relative vs. absolute diusion
It is instructive to rewrite equation (98) in the form
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2
2
=
1
m
0
2
Z
d
3
x
Z
d
3
x
0
h(x; t)(x
0
; t) i (x  x
0
)
2
(116)
where  = c is the mass-by-volume concentration. h(x; t)=m
0
i can be regarded
as the probability density of a randomly chosen contaminant particle. Likewise the
correlation 1=(m
2
0
) h(x; t)(x
0
; t) i is the joint probability density for a randomly
chosen particle pair. The right hand side can therefore be interpreted as the mean
square separation of particle pairs in the pu.  is therefore a two-particle statistic
which must be determined from repeated experiments involving measurements of
two (or more) particles. In order to measure the two-point correlation function
h(x; t)(x
0
; t)i simultaneous concentration time series must be available for many
spatial positions. The situation is analogous for measurements of the plume width
for continuous releases, which is also a two-particle statistic. Unfortunately this
prescription is seldom followed in experiments, since the vast majority of dispersion
experiments are devoted to measurements of hi. From these experiments one can
calculate a width using the correlation of the average concentration in (98), i.e.

2
f
=
1
2m
0
2
Z
d
3
x
Z
d
3
x
0
h(x
0
; t)i (x  x
0
)
2
(117)
which is equivalent to

2
f
= 
2
xf
+ 
2
yf
+ 
2
zf
=
1
m
0

Z
(x  hXi)
2
c d
3
x

(118)

f
can be interpreted in terms of the rms distance between two particles randomly
chosen from two dierent pus realizations. We can also interpret 
f
as the size of
the volume where contaminant particles are likely to be found for an ensemble of
repeated experiments. In the same way  is the average size of the instantaneous
pu volume, regardless of where its centre may be located. 
f
is always larger
than , in fact

2
f
= 
2
+ 
2
c
(119)
where 
2
c
is the (ensemble) variance of the centre position X. Usually 
2
f
and 
2
c
are of the same order of magnitude while 
2
is considerably smaller. From the
URAHFREP eld experiments (Ott and Jrgensen 2001) detailed information
on the concentration eld was obtained by cross-plume lidar scanning. Both 
y
(i.e. the plume width based on two-particle statistics) and 
yf
(width based one-
particle statistics with 3 minute averaging) were derived and typically 
2
yf
=
2
y
 3.
It therefore makes a considerable dierence whether  of 
f
is used to estimate
concentrations, especially for long averaging times. We have found that Nieuw-
stadt's (1980) tabulated values of 
yf
for the Prairie Grass experiment (ten minute
averages) are well represented by the simple relation 
yf
= 3u

t. In the eld ex-
periments we nd 
y
= 0:7u

t, which gives an even larger ratio 
2
yf
=
2
y
 18.
Since concentrations are inversely proportional to 
2
, the denition of the plume
width is of
Even if two-particle statistics is more diÆcult to obtain experimentally than
one-particle statistics, there are several reasons for preferring  for 
f
. The in-
stantaneous size is more relevant in modelling for example plume rise and explosion
risks. 
f
merely indicates the size of the volume where pus may be found, and
there are of course situations where this can be relevant, e.g. determination of
a safe area. For plumes 
f
also usually involves a time average rather than an
ensemble average and the averaging time is signicant. In the atmosphere 
f
in-
creases with averaging time. In some experiments a steady value is reached for
long averaging times, in others there is no convergence since 
f
just continues to
Ris{R{1293(EN) 39
increase. It is therefore necessary to specify an averaging time. The problem is
that the meandering of the centre 
c
becomes a measure of the uncertainty of the
wind direction for averaging times larger than about one minute. The dependence
on meandering (through the dependence on averaging time) is awkward because
meandering has little inuence on the growth of a pu. Since 
c
is governed by
time large scales of the wind eld it is also not well correlated with meteorolog-
ical surface layer parameters, which probably explains the poor reproducibility
of one-particle statistics. The reproducibility of , and other Gallilei invariant
two-particle statistics, is much better.
Deterministic models produce non-random trajectories reecting a mean be-
haviour, and eects of meandering should be kept in mind when interpreting the
results. The fact that the model plume trajectory is located strictly in the x   z
should therefore be taken with a grain of salt. Horizontal meandering eectively
broadens the sector which is aected by the plume. In nature the plume is located
somewhere within the aected sector, and its presence is intermittent. The deter-
mination of the width of the aected sector, and the concentration averaged over
the sector, is the goal for the majority of dispersion experiments and models (
curves). The aim of the present model is to represent the physical characteristics
of the plume relative to its instantaneous, random position. This should make the
model suited for assessment of instantaneous concentrations (relevant e.g. for ex-
plosion risks). If time averaged concentrations are needed, these can be obtained
by smearing out the concentration over the width of the wider aected sector.
This is a simple matter of convoluting the output concentration with the wind
direction probability corresponding to the observation time, which can be done
in post-processing. Vertical meandering can be treated in a similar way, but is
could also be accounted for by adding randomness to the entrained air and/or
by the introduction of random forces. In convective air the ground concentration
is intermittent because parts of the plume are on the ground while others have
lifted o. This is caused by alternating regions of up-draught and down-draught,
which are generally larger in size than the plume. These are quit persistent, and
it is a characteristic feature that plume elements tend to follow fairly straight
lines. Plume elements on their way up are therefore likely to continue moving up-
wards, while elevate plume elements with a downward velocity are likely to hit the
ground. The meandres are therefore mostly a result of individual plume elements
following dierent directions. Meandres therefore tend to grow in size while keep-
ing their proportions (this is diÆcult to measure, but visual observations leave
this impression). Up-draughts are more rare than down-draughts and therefore
also more intense, since hwi = 0 by mass conservation. In the surface layer the
typical width of an up-draught structure scales with the height above the ground.
In the mixed layer up-draughts grow to large convection cells comparable in size
to the boundary layer height z
i
. The intensity of vertical motion also grows with
the height, and near the ground the large convection cells in the mixed layer above
have little eect.
These considerations suggest that the vertical component of the ambient velocity
w
a
should be included for convective conditions. It should be constant in each
model run, and the value should be drawn from an ensemble. The pdf of w
a
can be found from anemometer measurements. Adding randomness to the model
input in this way can be anadvantage, in particular in the convective case. Here
the trajectories of a passive contaminant are unstable, in nature as well as in
models. Whether a plume goes up or down may therefore depend on the detailed
initial conditions or even on numerical errors. This diÆculty is overcome when the
deterministic model is run with representative random values of w
a
. The approach
also circumvent another problem, namely that an envelope which is wide enough
to always contain the plume would have an unrealistically large inertia and (109)
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would not be valid. We therefore choose to interpret the diameter of envelope
as being suÆciently large to contain the instantaneous cloud with its particular
meandres, but too small to contain meandres at any time.
Finally, we note some recent experimental results for relative diusion. They
regard the so-called distance-neighbour function D which is dened as follows
D(x
0
; t) =
1
m
0
2
Z
h(x+ x
0
; t)(x; t)i d
3
x (120)
D(x
0
; t) can be interpreted as the pdf at time t of the separation between two
randomly chosen contaminant particles. We may also interpret m
0
D(x
0
) as the
mean concentration in the surroundings of a randomly chosen particle. We note
that
2
2
=
Z
jx
0
j
2
D(x
0
; t) d
3
x
0
(121)
The distance-neighbour function was introduced by Richardson (1926), who also
oered a simple model for inertial range turbulence. Richardson proposed to use a
diusion equation with a diusivity K(jx
0
j) depending on the separation jx
0
j, but
independent of time. In inertial range turbulence the energy dissipation " is the
only scaling parameter, hence K must be of the form K = C
0
"
1=3
jx
0
j
4=3
, where
C
0
is a numerical constant, and
@D(r; t)
@t
=
1
r
2
@
@r
C
0
"
1=3
r
10=3
@D(r; t)
@r
(122)
Recent direct measurements made by Ott and Mann (2000) show that D closely
follows the solution to (122), see gure 14.
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Figure 14. Distance neighbour function (points) compared to the predictions of
Richardson (solid), Kraichnan (dashed), and Batchelor (dot-dashed).
In plumes a distance-neighbour function D(y; t) can be dened by means of the
concentration on a line across the plume; t is the travel time x=U . Such measure-
ments can be made with a lidar. In the neutral surface layer the friction velocity
u

is the only scaling parameter, hence we may copy Richardson's approach and
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postulate a diusion equation for D(y; t) with K =  ujyj, where  is a numerical
constant, viz.
@D(y; t)
@t
=
@
@y
u

jyj
@D(y; t)
@y
(123)
The solution to this equation is
D(y; t) =
exp

 
jyj

y

2
y
(124)
where

y
= u

t (125)
Figure 15 shows an example of D measured in the Borex experiment (Jrgensen
and Mikkelsen 1993). It is extremely close to an exponential (note the logarithmic
scale). A linear growth of 
y
with travel time was also observed. The experimental
results show a remarkable reproducibility of the distance-neighbour function.
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Figure 15. Distance neighbour function obtained from lidar measurements
(Borex8a).
4.4 Cloud growth
Passive clouds
The growth of a passive pu can be divided into several regimes each charac-
terized by a dierent behaviour. Very tiny pus depend on molecular diusion
and viscosity, but they are not relevant in this context because of the small size
of the microscale of atmospheric turbulence (a few millimeters). For pus much
larger than the microscale, but still much smaller than the integral length scale,
the growth is governed by inertial range turbulence. Inertial range turbulence is
approximately isotropic and characterized by a single parameter, the turbulent ki-
netic energy dissipation rate ". We will call this the Richardson diusion regime.
For this we have
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(x)
2

= C " t
3
(126)
where x is the vector between two randomly chosen particles in the pu and C
is a numerical constant. Since 
2
=
1
2


(x)
2

we have

2
=
1
2
C " t
3
(127)
The value of the constant C, which is related to C
0
in (122), was measured by Ott
and Mann (2000) who found C = 0:4   0:6. This regime is relevant for elevated
releases that are well above the ground. In this regime pus grow rapidly.
Pus that are much larger than the integral length scale of the turbulence, l,
should theoretically grow as

2
= 2


(u
0
)
2

T
L
t (128)
where


(u
0
)
2

is the turbulent kinetic energy and T
L
is the Lagrangian time scale,
which is proportional to
h
(u
0
)
2
i
"
. In this limit the growth is governed by a normal
diusion equation with constant eddy diusivity which produces Gaussian pus.
This is the only regime where the analogy between molecular diusion and tur-
bulent diusion truly holds. However, a condition for a normal diusion regime is
that the turbulence is homogeneous in the volume under consideration. Therefore


(u
0
)
2

and " must be constant, and this condition is seldom fullled. In the neu-
tral atmospheric surface layer we have " =
u
3

z
, hence " is profoundly non-constant
near the ground. Moreover, l is proportional to z so the surface layer is not homo-
geneous at all. When an elevated pu has grown out of the Richardson regime, it
will therefore not enter a normal diusion regime as is often said. The Richardson
regime ends when   l  z, which is approximately when the pu has grown
large enough to touch the ground. From then on the pu therefore becomes ground
based, limited to grow upwards only. Since the centre climbs upwards, both l and
 grow and the condition   l  z continues to be valid. Consequently, a nor-
mal regime with   l is never reached. Instead the diusion enters yet another
regime valid for grounded clouds in the surface layer. Since the surface layer is
characterized by the friction velocity u

and the Monin-Obukhov length scale L,
the pu size is determined by these two parameters and time. For dimensional
reasons we therefore have

u

t
= F

(u

t=L) (129)
where F

is a universal function. In the neutral atmosphere, where L! 1, we
simply get

2
= (u

t)
2
(130)
where  is a numerical constant. By analogy a similar result holds for plumes if 
is a cross-plume length scale (width, height or thickness) and t is interpreted as
the travel time t = X=U . In the URAHFREP eld experiments we found that the
plume width grows as 
y
 0:8u

t, and this correlation is in fact valid even for
unstable conditions. It also ts data from the Madona and the Borex experiments.
This experimental result is quite remarkable, because in conventional Gaussian
plume models there is a strong dependence of the plume width on stability. These
models are based on one time averaged plumes and therefore include meandering
in the plume width.
From the eld experiment we also nd that the centroid height of the plume, Z,
is well represented by the relation Z  0:6u

t for  u

t=L < 0:2. For  u

t=L > 0:2
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data are sparse and scattered, but the growth is clearly faster for more unstable
conditions. A similar stability dependence is seen for the plume thickness. One
could expect thermal convection to aect the vertical growth, so the apparent
lack of coupling to the lateral growth is surprising.
It must be kept in mind that the ratio z=L is the proper measure of atmospheric
stability, and therefore the height above the ground (or cloud height) determines
the impact of stability. For z <  0:1L mechanical friction dominates the eects of
convection and the atmosphere can be considered is neutral. Above, for z >  0:1L,
free condition prevails, and the transition between the two regions is fairly sharp.
In free convection the ground friction is unimportant and the wind prole is at.
The wind eld therefore merely represents a uniform translation, and u

becomes
unimportant. In free convection we can therefore eliminate u

, so that we only
have one scaling parameter, e.g. the vertical buoyancy ux B =
hTwig
T
=  
u
3
L
.
For dimensional reasons we must have

2
= C

g hTwi t
3
T
=  C

(u

t)
3
L
(131)
where C

is a constant (which depends on the exact denition of ). Note that
 
u
3

L
is the mechanical energy production caused by convection, which is always
smaller than " and comparable to " for strong convection. Thus (131) and (127)
have similar structures. This type of growth can continue until the nal depth
of the boundary layer z
i
becomes important. The region where (131) applies is
roughly limited to the lower tenth of the boundary layer, hence  L must be less
than about 0:1z
i
for this regime to exist. The condition  L < 0:1z
i
is often
satised in the atmosphere, but it is diÆcult to study in a wind tunnel, because
0:1z
i
will only amount to a few centimeters. Therefore there are few data to build
on, and very few involve relative diusion.
The Prairie Grass experiment contains many unstable trials, also in the free
convection regime. The data was analyzed by Nieuwstadt (1980), Briggs (1982)
and Venkatram and Du (1996). Direct measurements of the plume centroid are not
available (most samplers were placed close to the ground) so a surrogate plume
thickness Z
ps
was used. Z
ps
is based on integrals of the ground level concentration
across the plume, i.e. Z
ps
=
m
0
u
a
R
hc(x;y;0)idy
. One can expect Z
ps
to be a good
estimate for Z when the maximum concentration in the plume is on the ground
and the prole is approximately self similar. For  Z=L larger than about 1 plume
become elevated and Z
ps
will tend to overestimate Z. In the URAHFREP experi-
ments both Z
ps
and the centroid elevation Z were measured. For grounded plumes
the values are well correlated so that
Z
ps
=Z = 1:4 0:1 (132)
This is based on all experiments except trial 12, where the the plumes showed signs
of lift-o. Z
ps
is based on measurements taken on the ground, where convection
is dominated by shear, so even for strong convection the ground concentration
cannot be fully determined by pure convection. Therefore (132) is restricted to
 u  t=L less than about 1, where plumes exhibit neutral behaviour. The trend
in the URAHFREP data is that the ratio Z
ps
=Z increases when  u  t=L > 1.
Combining (132) with Nieuwstadt's data analysis we nd
Z
2
=  1:0
u
3

L
t
3
(133)
So-called mixed layer scaling is sometimes assumed for the upper 90% of the
convective boundary layer. This means using z
i
and w

= (gz
i
hTwi =T )
1=3
as
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scaling parameters instead of L and u

. It should be noted that (131) is consistent
with mixed layer scaling because it can be rewritten as
(=z
i
)
2
= C

(w

t=z
i
)
3
(134)
In this equation the z
i
s are dummy because they cancel out when w

= (gz
i
hTwi =T )
1=3
is inserted. Nieuwstadt actually used mixed layer scaling so his correlation for Z
ps
is Z
ps
=z
i
= 0:9(w

t=z
i
)
3=2
and observed a very nice collapse by plotting Z
ps
=z
i
against w

t=z
i
. However, this may simply be due to the correlation through the
common factor z
i
. Therefore (134) would appear to be justied by such a plot
even if the z
i
s were completely random (the more random the better!). Plotting
 Z
ps
=L vs.  u

t=L also produces a nice curve, but here L plays a similar role as
a common factor. Better plots are obtained when Z
ps
is scaled with the downwind
distance x, since this to a large extent eliminates build in correlations (though not
completely since t = x=U). Mixed layer scaling predicts that x=(w

t) is a func-
tion of w

t=z
i
, while surface layer scaling predicts that x=(u

t) is a function of
 u

t=L. Hence Z
ps
=x vs. w

t=z
i
should collapse according to mixed layer scaling,
while Z
ps
=x vs.  u

t=L should collapse according to surface layer scaling. Com-
paring the two graphs (gure 16) it is evident that surface layer scaling performs
best. Therefore there does not seem to be a need for z
i
.
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Figure 16. Top:Z
ps
=x vs. w

t=z
i
(Mixed layer scaling). Buttom: Z
ps
=x vs.  u

t=L
(Surface layer scaling).
Nieuwstadt also analysed the plume width 
yf
, based on ten minute averages,
and found that 
yf
=z
i
= 0:6w

t=z
i
is in good agreement with data. In this rela-
tion the z
i
s do not cancel, hence there seem to be a genuine dependence on the
boundary layer height. Re-analysing the data we nd that 
yf
=(w

t) = 0:70:24.
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Applying the same exercise to 
yf
=(u

t) we nd 
yf
=(u

t) = 2:95 0:97, which
is in fact a slightly better t. This result indicates that the behaviour of plumes
on the ground is governed by local turbulence quantities and local uxes rather
than eects caused by the value of z
i
. It should be noted that the measured 
yf
is for the time averaged plume, where we are interested in the relative diusion
plume width 
y
. As already noted the URAHFREP trials yielded 
y
= 0:8u

t,
with is considerably smaller coeÆcient. There was also no apparent dependence
on stability. Surface layer scaling will break down eventually at plume elevations
comparable to z
i
, but these results indicate that surface layer scaling still is a good
approximation not only in the surface layer but also in the free convection zone
above it. Mixed layer scaling is therefore only relevant when the plume reaches far
into the boundary layer. When this happens the plume will soon be spread to ll
the whole boundary layer and the vertical growth stops.
Stable stratication is generally a result of hot air entering over cold land. It
is found at night or when a dense cloud cover shields out the sun. The temper-
ature prole is inversed with cold, dense air below, and the heat ux is directed
from the air down to the ground (L positive). The downward heat ux acts as a
turbulent kinetic energy sink. The turbulence is therefore reduced compared to
neutral or convective conditions and the integral length scale of the turbulence is
also reduced. The stable boundary layer is therefore less able to mix and dilute a
contaminant cloud. Elevated plume trajectories tend to be strictly horizontal even
if the terrain is not completely at. An elevated plume may therefore bounce into
an isolated hill or a building.
The depth of the boundary layer is also small, 100m is often quoted as a typical
value, but in strong stability it can be an order of magnitude smaller. Material
emitted into the boundary layer tends to stay there, so the eect of the nal
depth of the boundary layer can be large even close to the source. Above the
boundary layer the air is neutrally stratied and there is very little turbulence.
Due to the shallow depth of the boundary layer, elevated sources (stack, vent on a
roof) are likely to be outside the boundary layer. In that case the vertical growth
is essentially controlled by the turbulence induced at the source, the thickness will
approach a nal value and contaminant is not likely to reach the ground over at
terrain.
In strong stability (L  +0) the turbulence structure is dominated by the
dynamic decoupling of strata (layers), which tend to slide almost frictionless on
each other. Surface layer scaling does not work for lateral wind components. The
lateral dispersion of a plume is much larger than the vertical, and is very hard to
predict because it may depend on a number of factors that are not covered by the
usual micro-meteorological parameters.
Very stable conditions are found in open terrain at nights with little wind and
few clouds, which is not unusual. These conditions dene worst case dispersion
scenarios, yet they are not well understood. The stable stratication tends to in-
hibit the turbulence, and turbulent diusion drastically reduced, and the boundary
layer can be very shallow, perhaps only ten metres. The turbulent length scale is
reduced so that l / L, except close to the ground, and the conditions are indepen-
dent of z (z-less scaling regime). In other words the conditions are homogeneous
and the growth of a pu should follow

2
= C
s
u

L t (135)
Such a behaviour was observed by Bennett, Jrgensen, Lyck, Lfstrm, Mikkelsen
and Ott (1999) for the vertical growth. However, the lateral growth is much larger
than the vertical growth so (135) can only be expected to hold for the vertical
spread 
z
. The lateral spread is dominated by large uctuations generated by
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layers in the stratied air sliding on each other in dierent directions. Such motion
can be induced by local terrain eects (drainage ows), meso-scale eects and
perhaps even by gravity waves. In addition the stable boundary layer is unsteady.
During the night the air is cooled by the cold surface and by direct radiation to
the universe. As the density gradient develops the turbulence dies out and the
friction between layers is reduced. As a result du=dz increases, and eventually the
prole contains enough energy to mix the layers. At that point the stratication
breaks down in a burst of turbulent mixing, which evens out the temperature and
velocity proles and the process starts all over again. A cycle may take about one
or two hours. Unfortunately there are very few dispersion data for this situation.
The processes involved are not fully understood and the implications for dispersion
modelling are unclear. Further research is needed on dispersion in the nocturnal
boundary layer.
Entrainment model
The entrainment rate is a central feature of a dispersion model. For an elevated
plume the radius is r =
p
A= =
p
2, where is dened by the y{component, say,
so that 
2
y
= 
2
=3. For a passive (volume preserving) plume we have
u
e
=
dr
dt
=
p
2
d
dt
(136)
For a plume on the ground the cross-section is regarded as a semi-disk, with
A = 
2
and r =
p
2A=, so (136) is still valid. The simplest situation is for
an elevated cloud where shear plays a minor role, in other words the Richardson
regime. From (127) it follows that
u
e
=
p
(2)
d
y
dt
=

9C"
y
16

1
3
(137)
For elevated plumes may substitute " = u
2

dU(Z)
dZ
+
ghwT i
T
, which simplies to
" =
u
3

Z
in neutral conditions.
We will make the assumption that (137) holds even when Z, and thereby ,
varies. This neglects 'memory' to a certain extent, which may not be permissible
if " varies too rapidly. Taking such memory eects into account would be extremely
diÆcult, since it would require the development of a general, rigorous theory of
turbulent diusion.
For ground based plumes we shall stretch the arguments even further. A ground
based plume is constrained by the presence of the ground, which also modies the
turbulent wind eld considerably. Nevertheless, we still use (137) with a suitable
value of ". Thus a plume on the ground is considered as the upper half of a
hypothetical axi-symmetric free plume which extends below the ground surface.
In (137) we evaluate " by its ambient value the height 
"

y
. The assumed axi-
symmetry means that 
y
= 
z
. For a mirrored plume on the ground the centre is
on the surface and we should dene 
z
as the mean of z
2
rather than (z   Z)
2
.
For near neutral conditions we have "(
"

y
)) =
u
3


"

y
and (137) reduces to
d
y
dt
= u

(138)
with
 =

9C
16
"

1
3
(139)
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The linear growth of 
y
with time for a grounded plume is consistent with surface
layer scaling and observations. Moreover, the value of  is very reasonable. The
URAHFREP data give 
y
= (0:69  0:11)u

t and 
z
= (0:82  0:13)u

t. The
Borex experiments give 
y
= 0:75u

t. These correlations are for near neutral
conditions (0 > u

t=L >  0:5). Assuming the 'natural' value 
"
= 1 and the
measured C = 0:5 (Ott and Mann 2000), equation (139) yields 
y
= 0:89u

t in
good agreement with the observations.
Thus (137) works both for grounded and for elevated plumes. In the intermediate
case we still apply (137) with  = r=
p
(2) where r is the radius of a disk with a
section cut o.
This procedure is convenient because it could bring down the number of model
parameters and we shall use it even for non-neutral conditions (where there are
correction terms to "). In URAHFREP data 
y
grows linearly with time even in
convective conditions, while there are indications that 
z
(with the plume centre
on the ground) grows faster than linear for  u

t=L larger than about 0.4. A
plausible explanation for this is that the plume starts to rise because of heating,
and this view is supported by the fact that the centroid Z also seems to grow with
a faster than linear rate for  u

t=L > 0:4.
For a grounded plume in convective conditions we may evaluate " by the sim-
plied expression
"(z) = u
2

dU
dz
+
hTwi g
T

u
3

z

1 
z
L

(140)
This equation is a simplied kinetic energy balance. McBean and Elliott (1975)
argues that the divergence of the energy ux and the pressure transport term can
be neglected since they are small and tend to cancel. We have also assumed a
logarithmic wind prole without Monin-Obukhov corrections (they are of course
included in the code). This leads to an overestimate of the mechanical production,
but it is small compared to the buoyancy production term. Inserting this "(
y
)
into (137) we get
d
y
dt
= u


1 

y
L

1
3
(141)
which has the analytic solution

y
=  L
"

1 
2u

t
3L

3
2
  1
#
(142)
The right hand side does not deviate appreciably from u

t unless  u

t=L is
as large as about 10. At that point the plume is no longer grounded which was
assumed in the calculation. In other words, there should not be an enhanced
growth of the plume at the point where the plume begins to lift o from the
ground. This is consistent with the linear behaviour of 
y
that was observed in
the URAHFREP eld trials.
Experimental studies of rising line thermals have revealed a characteristic struc-
ture, Richards (1963). The positive buoyancy pulls up the mid section of the plume
and creates a double vortex. The material is concentrated in two cores instead of
one as for a passive plume. It is natural to expect an entrainment velocity roughly
equal to the vertical velocity of the thermal. In rising buoyant plumes buoyancy
forces therefore induce additional mixing, which is often the largest contribution
to the plume growth. Hoult, Fay and Forney (1969) suggested to model the en-
trainment velocity as a sum of two separate contributions for the longitudinal and
the transverse components of the velocity dierence. For each of these we may
dene an entrainment velocity
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uek
= 
k
j(u  u
a
)  k (143)
u
e?
= 
?
j(u  u
a
) 
^
kj (144)
This approach is followed my most modellers, but the values of the numerical
constants 
k
and 
?
vary somewhat, Bricard and Friedel (1989) gives a list of
values used in various models. The value is of course linked to the denition of
the cloud envelope or area A. We choose 
k
= 0:08 and 
?
= 0:5.
The two entrainment coeÆcients are relevant in dierent situations. 
k
is rel-
atively unimportant except close to the source where the plume/jet is inuenced
by source induced momentum. 
?
is important only during plume rise (and de-
scent). The eect of a large value of 
?
is not only to make the plume grow faster
during plume rise, but also to slow down the ascent. The 'ballistic' type of models
we are discussing here tend to overestimate plume rise when forces counteracting
buoyancy are not properly accounted for and may therefore need a too large of 
?
in order to reproduce the plume rise. We use added mass as a more appropriate
way to slow down the rise.
Including the contribution u
ea
from the ambient turbulence as discussed in
the previous section we have three contributions to the entrainment velocity. We
choose to calculate the total entrainment rate as the rms value of these three
contributions. The processes rarely compete so it would make little dierence if
we choose the largest value or the sum as some modellers prefer it.
4.5 Added mass
We now return to the momentum equation (109) to discuss the residual pressure
P
0
, which was dened as the dierence between P and the hydrostatic pressure
corresponding to the mean density prole. The term
R
@B
P
0
^
ndA contains the in-
teraction of the cloud with the surrounding air. This has already been taken into
account by the inclusion of a drag force, but there is more.
Meandering is a well known feature, which has considerable impact on real
plumes, but such randomness has been removed in the model trajectory. The jus-
tication for the removal of meandering is that it has little inuence on the growth
rate of the cloud since this is driven by turbulent mixing on relatively small length
scales. The regular model trajectories should be interpreted with some allowance
for irregularities caused by meandering and random up- and down-draughts. Mod-
els based on one-particle diusion incorporate meandering in the denition of the
plume cross-section A, which is made big enough to envelope the meandering
cloud. This is unfortunate because it leads to articially low concentrations and
too high inertia of the cloud. When buoyancy eects are involved it is important
to keep A at a right size which reects the actual dimensions of an instantaneous
cloud. For thermodynamic calculations it may even be an advantage to choose A
so small that the concentration is non-zero at the surface, and not all contaminant
material is contained inside, because this may produce a representative average
concentration. This, on the other hand, is awkward since it would be necessary
to consider de-trainment, which would be diÆcult to model in a realistic way. For
dynamic calculations a somewhat larger A is preferable because the plume may
disturb the ow beyond also where there is no contaminant. Below we attempt
to model this disturbance of the ow outside A in a simple way, which makes it
possible to incorporate it into the equations of an integral model.
A rising plume is an injection into to the wind eld. Although a rising plume
is completely exible it still represents a volume which the ambient air must nd
its way around. In this way it acts as if it were a solid object. We will therefore
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model the ow around a rising plume by considering the plume as a solid cylinder.
In order to simplify matters we will disregard entrainment in this connection and
consider the plume surface as impenetrable. We will also regard the plume surface
to be ideally smooth since this seems more appropriate than the usual no-slip
boundary conditions for solid surfaces. The plume is modeled as a horizontal
innite cylinder aligned in parallel with a uniform wind eld. Motion along the
horizontal plume axis is assumed not to aect the ambient ow, hence may use
a reference frame at rest with respect to the wind eld, which is therefore zero.
This eliminates ow along the cylinder axis and reduces the ow to two dimension.
With all these simplications the problem has a solution in terms of an irrotational
potential ow, i.e. a ow of the form u = r.
We recall that 2D potential ow elds u(x; y) = (u(x; y); v(x; y)) are linked
to complex analytic functions in the following way. The xy plane is identied
with a complex z-plane through z = x + iy, and the ow eld is represented
by the complex function w(z) = u(x; y)   iv(x; y). If the ow is irrotational and
incompressible then w is analytic, and visa versa. Furthermore, if w =
d
dz
where
(z) is a (time dependent) complex analytic function then Navier-Stokes equation
is satised. The potential  is the real part of  while   Re is constant along
stream lines.
Consider ow around a disk of radius a moving along the x-axis, so that centre
coordinates are (0; c(t)). This problem has the simple solution
(z) =   _c
a
2
z   c
(145)
where _c =
dc
dt
is the velocity of the disc. The kinetic energy is
1
2

a
u
2
=
1
2

a
jwj
2
=
1
2

a
_c
2
a
4
jz cj
4
, hence total kinetic energy of the uid is given by
E
kin;uid
=
1
Z
a
1
2

a
a
4
_c
2
r
4
4r
2
dr =
1
2

a
a
2
_c
2
(146)
If we place the disc in a conservative force eld, the external force on it is equal
to F =  r E
pot
(c), where E
pot
(c) is the potential energy. The Lagrangian of the
system consisting of both the disc and the uid is then given by
L( _c; c) = E
kin
 E
pot
=
1
2
(+ 
a
)a
2
_c
2
 E
pot
(c) (147)
The equation of motion is given by the general Euler-Lagrange equation
d
dt
ÆL
Æ _c
 
ÆL
Æc
= 0 (148)
which in this case becomes
a
2
(+ 
a
)
d
2
c
dt
2
=  F (c) (149)
This equation is the same as it would have been in vacuum except that the density
of the disc  has been replaced by  + 
a
. This demonstrates the added mass
eect which was introduced into the problem of rising thermals by Escuder and
Maxworthy (1973). For a rising plume, where  < 
a
, it means that more than
half of the buoyancy forces are transferred to the ambient ow, so it is not a small
eect. The simplest way to include added mass is to substitute (+ 
a
)W for W
in the momentum equation, but leave the horizontal component U unchanged.
This is the approach also followed by Weil (1988). The plume axis is not strictly
horizontal so it is an approximation. A more general, and also more complicated,
set of the equations is developed in appendix A where we also discuss added mass
eects at boundaries.
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4.6 Heat budget for a grounded plume
The water tank experiments of Willis and Deardor (1976) show that passive
plumes from a ground sources lift o in convective conditions. A model that
pretends to cope with lift-o buoyancy eects must be able to reproduce this
behaviour. The turbulence of the convective boundary layer is dominated by ther-
mals that start at the ground and merge into still larger structures as they ascend.
Imagine that we passively mark the air that passes a spot on the ground. The
plume of marked air is of course as good as any passive plume, and we may apply
the model to it. As long as the plume is close to the ground we are in the near
neutral regime, where the temperature prole is logarithmic, viz.
T
a
(z) = T
0
 
hTwi

T
u

log

z
z
0

(150)
In this regime plume dimensions grow linearly in time. Setting the cross-plume
area A = hb, where H is the plume height and b is the plume width we may write
the enthalpy budget equation as
dhbT
dt
= hTwi b+ T
a
(h)
dhb
dt
(151)
where  is a suitable constant so that T
a
(h) represents temperature of the en-
trained air, which, in the model, is taken from the average prole. The rst term on
the right hand side represents the heat transfer from the ground, and the equation
holds as long as the plume is on the ground. There is no loss term corresponding
to heat transfer upward from the plume, because it is assumed that hb grows fast
enough to avoid hot air from escaping from the plume, at least for a period until
the plume lifts o. At that point the heat transfer from the ground ceases and heat
stored in the plume is transported upwards by plume rise. Using the logarithmic
temperature prole and the fact that h and b are proportional to t we get the
simple result
T   T
a
(h) =
1
2
hTW i
u


1

h
+
1

T

(152)
where 
h
= h=(u

t). Thus the heating of the plume by the ground is compensated
by mixing with ambient air that tends to cool it, and, as a compromise, T T
a
ends
up being constant. This makes the equation for the vertical momentum simple,
i.e.
dhbW
dt
= hb
(T   T
a
)g
T
0
=  hb
(
h
+ 
T
)u
2

2
T

h
L
(153)
The equation is easy to integrate with the result
Z =  
(
h
+ 
T
)
12
T

h
L
(u

t)
2
L
(154)
We may dene lift-o by the condition that the centroid height is equal to h so
that the time to lift-o is given by
 
u

t
lift o
L
=
12
2
h

T

T
+ 
h
 1:2 (155)
where  = 
T
= 0:4 and 
h
= 0:9 has been used. The URAHFREP data show
deviations from the linear growth of Z at  u

t=L  0:4. Above this value the data
are very scattered, so all we can say is that 1.2 is consistent with the data since it
is higher than 0.4. The Prairie Grass data cover a wider range of stabilities, and
here  u

t=L  1:2 agrees well with the point where Z
ps
=(u

t) is equal to twice
the value in the neutral limit.
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Of course this calculation depends on the assumed temperature of the entrained
air. Using the mean prole temperature means that we assume that the entrained
air is just a random sample. If we assume that the entrained air has a similar
history as the marked plume then it should also have the same temperature. This
would lead to a logarithmic increase of T with time instead. However, adjacent
air parcels do not generally share a long history unless they are closer together
than the Kolmogorov microscale, which is typically only a few millimetre, but a
correlation could exist if the marked plume is part of a larger hot plume. In that
case we should consider the larger plume instead and adjust t = 0 to the time where
the larger plume emerged. Despite these uncertainties we interpret the nite value
of the temperature dierence T   T
a
 1:8 hTwi =u

as indicating a characteristic
temperature rise for naturally occurring hot spot near the ground. On a sunny
day hTwi =u

can be as large as 1K. According to this 
a
1:8 hTwi =(Tu

) is a
typical naturally occurring density dierence. A plume from a buoyant release
must exhibit larger density dierences in order to have a denite inuence on the
plume behaviour. In the same way t
lift o
can be interpreted as a typical time
scale for air staying on the ground in a convective atmosphere.
We also note that Briggs's (1973) lift-o parameter L
p
=
hg
u
2

is equal to 5
at t = t
lift o
. Briggs originally proposed L
p
 2 as a lift-o criterion (with an
uncertainty of about a factor 4). In a later unpublished analysis of the experi-
ments of Meroney (1979), Briggs raised the critical value to 29. As pointed out by
Meroney, L
p
decreases with distance for constant buoyancy point sources while
it is constant for a transverse line source. L
p
is an increasing function of t (or
x) for the case considered in this section, as it would be for an HF cloud turn-
ing positively buoyant. Therefore the local criterion for lift-o, if there is such a
thing, is that L
p
< 29 or L
p
> 29 as the case may be. The observed L
p
values at
lift-o diered by almost three orders of magnitude, and Meroney concludes that
'such wide variations of L
p
at lift o precludes specication of a single critical
value'. Ramsdale and Tickle (1998) reviewed lift-o models and experiments as
part of the URAHFREP project. They point out that existing lift-o criteria are
based on buoyancy conserving releases, and cannot immediately be generalized
to ows where buoyancy varies without a better understanding of the necessary
local conditions. They also conclude, based on the experimental evidence, that it
is inadequate to assume that plumes simply lift o as soon as they become pos-
itively buoyant. The present model does this and although it seems to work for
rising thermals, but we agree that this may not be adequate. The added mass
eect included in the model is a step slows down the rise by a factor of two, there
could be other factors inhibiting plume rise. In Appendix A we speculate on a
possible enhanced added mass eect in the proximity of the ground which could
make buoyant clouds stay on the ground. It is possible that this could improve
the model without complicating the mathematical framework.
4.7 Concentration proles
The model provides the plume cross-section area A, a mean concentration C and
the height of the centroid Z. We also have decided the relation between A, Z and
. Additional assumptions are necessary in order to construct the concentration
prole C(y; z) from these quantities. The concentration prole of a plumes close
to the ground is conventionally modelled as a superposition of two proles located
symmetrically with respect to the ground, i.e.
C(x; y; z) = C
0
(x; y; z   Z
c
) + (x; y; z + Z
c
) (156)
where
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Figure 17. Thin lines: normalized moving frame depth integrated concentration
obtained in the UHRAFREP trials. Dashed line: (1=2 + jyj=)e
 2jyj=
C
0
=
AC
R R
(x; y; z) dy dz
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Z
c
must be adjusted so that the centroid height is equal to Z. Gaussian proles
are by far the most popular, i.e.
(x; y; z) = exp

 
y
2
+ z
2
2
2

(158)
and C
0
= C.
Two-dimensional LIDAR proles obtained during the UHRAFREP trials are
shown in gure 17. The proles were normalized and integrated in the vertical
direction so the plot shows 
y
R
dzc(x;y;z)
R
dzdyc(x;y;z)
versus y=
y
for x = 100m. Moreover
the y-axis was alligned for each LIDAR scan so that y = 0 corresponds to the
plume centre. Only smoke data is shown, but the HF data are not dierent. The
plot is remarkably reproducible, and similar plot from other experiments with
dierent downwind distances look the same. The dotted curve is the function
1
2
(1+2jyj=
y
)e
 2jyj=
y
which makes a good t to the data. It is noteworthy that the
tails are exponential rather than Gaussian. Exponential tails have been observed
also in other smoke experiments (Borex, Madona) and seem to be a characteristic
feature. We propose to use the following two dimensional analog to the depth
integrated prole
(y; z) = (1 +
p
5
p
y
2
+ z
2

) exp
 
 
p
5
p
y
2
+ z
2

!
(159)
The depth integrated concentration corresponding to this prole is not much dier-
ent from
1
2
(1+2jyj=)e
 2jyj=
. With this prole the centre concentration becomes
C
0
=
AC
R R
(x; y; z) dy dz
=
5
3
C (160)
For an elevated plume, where A = (
2
z
+ 
2
y
) = 2
2
, the non-Gaussian prole
has 89% of the contaminant is inside A, which should make A 'reasonably small,
yet large enough to contain essentially all contaminant material' as previously
stated. For comparison the Gaussian prole only contains 63% inside A. The
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concentration at the centre is almost twice as high as for the Gaussian prole. It
therefore matters a great deal which prole is choosen.
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5 Comparison with eld measure-
ments
The URAHFREP eld campaign is described in Ott and Jrgensen (2001). The
experiments were designed as down-scaled releases because of limitations on release
rates imposed by environmental and safety considerations. Hall (1997) and Hall
and Walker (1997) show that so-called Froud scaling applies. This means that
if lengths are scaled by the factor S then times should be scaled by S
1
2
while
densities, temperature and humidity should be the same. Thus the release rate
is scaled by S
5
2
and wind speed by S
1
2
. The Monin-Obukhov length scale gets a
factor S, i.e. the stability is scaled towards neutral. Low wind speeds combined
with high relative humidities were preferred.
Each of the HF releases was followed by one or more passive smoke releases.
This was done in order to highlight the inuence of HF on the plume. A vertical
cross{section of the plume 100m downwind of the source was scanned at intervals
of about 1.5 seconds with lidar. In addition arrays of lter samplers, light-path
instruments (fast concentration sensors), electrochemical sensors and thermocou-
ples were placed at various distances and meteorology was monitored by fully
instrumented meteorological mast.
There was generally no observable dierence between HF and smoke at 100m.
The exception was Trial 12 which was made under a combination of high relative
humidity and very low windspeed. In this case the plume centre was raised above
ground and maximum concentrations were not found above the ground. It should
be noted that this behaviour was observed both for the HF plume and for the
smoke plume made immediately after, although the riser of the plume centre was
less for the smoke than for the HF. It is therefore not quite clear whether to what
extent the behaviour was induced by HF or caused by the unstable atmosphere.
It is likely that both factors contributed to the rise of the HF plume in Trial 12.
Model runs were made for all HF releases. Typical examples of output are shown
in gures 18 and 19.
Plume geometry
Table 1. Comparison of predicted and observed centroid elevations and plume
widths.
Trial Z Z 
y

y
model observed model observed
m m m m
HF003 4.8 6.5 8.2 6.8
HF004 5.1 4.9 8.7 8.8
HF005 4.6 5.3 7.8 7.5
HF006 4.8 6.1 8.1 6.6
HF007 5.1 7.0 8.8 6.7
HF008 6.3 8.2 10.9 6.9
HF009 4.8 4.3 8.2 6.1
HF010 5.0 6.1 8.2 7.6
HF011 4.7 6.0 8.0 7.4
HF012 25.1 19.3 10.5 8.4
Plume dimensions at 100m were measured by the lidar and the centroid elevation
Z and (moving frame) 
y
have been extracted from the data deduced. The results
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Figure 18. Model predictions of C
0
for Trial 4 (top) and Trial 12 (bottom).
are compared with the model predictions in table 1. The entrainment rate has
been modeled so as to reproduce passive cloud results which are similar to these
releases, so it is not surprising that the works well. The plume width is generally
slightly larger than the observed values. Except for Trial 12 the HF plumes were
not more elevated than the accompanying smoke plumes. The model reects this
behaviour and it does not predict rise of the centroid for these releases. In Trial
12 the centroid was observed to be elevated and the plume centre (maximum
concentration) was raised above the ground. The model predictions is in agreement
with this even if the rise is somewhat larger than observed.
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Figure 19. Model predictions of T   T
a
for Trial 4 (left) and Trial 12 (right).
Concentrations
Concentrations can be deduced from the lidar measurements using a mass balance
(Ott and Jrgensen 2001). The data analysis does not take HF deposition on the
ground into account, but a comparison with the absolute measurements made by
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Figure 20. Comparison of measured and predicted values of C
y
=
R
C(y; z; x)dy.
Measurements were made at height z = 1:5m and sensor arcs at x = 20, 30, 45,
60, 100 and 200m.
Table 2. Comparison of predicted and observed centre concentrations.
Trial C
0
(100m) C
0
(100m)
model observed
ppm ppm
HF003 260 253
HF004 128 133
HF005 170 144
HF006 148 111
HF007 339 240
HF008 181 188
HF010 259 240
HF012 201 227
lter samplers shows good agreement and therefore HF deposition cannot have
led to major reductions of concentrations. The centre concentration C
0
has been
calculated from data.
Model concentrations were calculated using the prole suggested in section 4.7,
i.e. C
0
=
5
3
C is taken as the model prediction for a grounded plume. The mea-
surements and the corresponding model results are shown in Table 2. Trials 9 and
11 were mixed HF and iso-butane releases which the model cannot handle in its
present form. For the remaining pure HF releases the model results are in excellent
agreement with the observations.
The lter sampler data are more diÆcult to relate one-by-one to the model
results because of the inuence of the sampling time. The samplers had been placed
in arcs which enables us to make the average cross{plume integrated concentration
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Cy
=
R
C(x; y; z = 0) dy. C
y
is independent of meandering and can therefore be
compared to model results. This has been done in gure 20. C
y
is a decreasing
function of distance. The model overpredicts by more than a factor of two for Trial
3 and Trial 7 and it underpredicts the near distance values for Trial 12. Otherwise
the predicted values are in reasonable agreement with measurements, in particular
the model captures the reduced values in Trial 12 reasonably well.
Temperatures
Table 3. Comparison of predicted and observed temperature deviations in the plume
core.
Trial T   T
a
T   T
a
T   T
a
T   T
a
@5m @5m @25m @25m
model observed model observed
K K K K
HF004 5.4 6.6 1.5 1.9
HF005 2.7 5.9 1.0 1.2
HF006 2.4 5.2 0.1 0.8
HF007 -18.3 -21.1 -0.6 -0.5
HF008 -4.0 -27.9 1.6 3.1
HF010 -8.1 -19.4 2.6 2.8
HF012 -12.1 -8.9 3.5 2.6
Table 4. Comparison of global maxima and minima of the temperature deviation.
Trial T   T
a
min. T   T
a
min. T   T
a
max. T   T
a
max.
model observed model observed
K K K K
HF004 -40.9 -6.7 6.8 8.0
HF005 -41.2 -6.8 5.9 7.2
HF006 -42.1 -1.5 4.9 7.0
HF007 -44.2 -48.2 1.1 3.2
HF008 -41.6 -44.6 4.2 6.3
HF010 -39.7 -39.2 5.4 7.3
HF012 -38.3 -18.9 6.2 6.3
Figure 19 shows predicted centre temperatures. The 'raw' model temperature T
is shown with no attempt to augment it with a prole. The temperature measure-
ments are very detailed with sensors (thermocouples) arranged in two{dimensional
cross-plume arrays. Certain interpretations have to be made in order to compare
the thermocouple data with the model. First, the thermocouples basically mea-
sure their own temperature which may dier from the cloud temperature. Several
factors inuence the readings such as solar radiation and the fact that the sensors
get wet. The solar radiation was probably not a problem because the probes were
fairly small and because the cloud shielded the sunshine to some extent. More
uncertain is the eect of hydrouoric acid on the probes. For a probe permanently
inside the cloud we may assume thermal equilibrium, but in reality the probes
moves in and out of the cloud, because of meandering. When the probe is outside
the cloud the hydrouoric acid may evaporate and cause a temperature drop in the
probe. It could also happen that more moisture condenses on it, which would raise
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the temperature. However, the measured temperature dierences are so large that
these instrumental errors are insignicant. Secondly, the model variable T must
be given an interpretation before it can be compared to measurements. Somehow
T should represent an average temperature in the core of the plume, but it is
diÆcult to determine where the core is because of the substantial variations of the
measured temperatures across the plume. The relation between concentration and
temperature is highly non-linear. This means that the core can be either hot or
cold depending on the concentration range, and a cold core will be surrounded by
a hot rim. A simple procedure was followed. The measured temperatures had been
turned into temperature dierences T   T
a
by comparing with readings taken be-
fore the HF was released. For each of the sensor arrays two time series were made
containing the highest and the lowest values of the simultaneously observed tem-
perature dierences. In each case it was decided by inspection which of the two
corresponded to temperatures in the plume core and that time series was time av-
eraged and compared to T T
a
predicted by the model. The results of this analysis
is shown in table 3. There is general agreement between model and observation
with respect to the sign (hot/cold core) and some apparant quantitative disagree-
ments (e.g. Trial 8). However, the predicted temperature variations over the rst
few metres are so large that the model is not wrong by a large distance. This is
also reected in the very large variations of the observed temperature across the
plume (30K or more for the cold core plumes).
An alternative analysis is given in table 4, where the highest and lowest temper-
ature dierences are compared. The model yields a highest and a lowest temper-
ature which occur at certain concentrations determined by thermodynamics. The
range of measured temperatures should lie within the limits, and because thermo-
couples were spread over a wide range of positions and exposed to a wide range of
concentrations, there should be a fair chance for the measured temperatures to ll
the range predicted by the model. According to table 4 the agreement is relatively
good for the maxima. The minima are in good agreement for the cold{core cases
(Trials 7, 8, 10 and 12), but not for the hot{core cases. This must because the
temperature minima were attained at distances shorter than 5m, where there were
no sensors to record them. This is can be regarded as a test of the assumption of
homogeneous equilibrium.
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6 A case study
In this section we make a case study which could represent considerations entering
a risk assessment of an HF release. The study has been inspired by a similar study
made by Chhibber and Kaiser (1996). The question is to what extent HF thermo-
dynamics reduce ground level concentrations and which meteorological conditions
are required.
In order to simplify things we shall limit the discussion to a continuous release
of 10 kg/s of HF through a 2cm diameter horizontal nozzle located 1m above the
ground. The surface roughness is 1 cm in all cases. We take the following input
as the 'standard case': L =  1000m (near neutral stability), ambient temperature
T
a
= 20
Æ
C and windspeed U = 5m=s. This can be recognized as the standard
D5 case. Figure 21 shows calculated ground level concentrations (C
0
) for ve
dierent relative humidities. At 50% relative humidity there are no buoyancy
eects. At higher humidities the calculations show progressively larger reductions
of the concentration reaching one order of magnitude at 95% relative humidity.
The reduced concentrations are found in a range of concentrations limited lift-o
and touch-down. Near lift-o the curves bend slightly upwards. This is an artifact
of the model caused by the way the plume radius is calculated when the plume
has partial contact with the ground. A more cosmetic procedure could have been
used, but it would not change the results very much.
Figure 22 is similar to gure 21 except that the ambient temperature is 10
Æ
C.
Interestingly the eects are higher at the lower temperature. The plume rise sets
in at slightly larger distances, but it is more persistent. The absolute humidity
is much lower at 10
Æ
C than at 20
Æ
C, so less water vapour is available and one
could therefore expect a smaller eect. However, the hydrouoric acid droplets
are more stable because of the lower vapour pressure and they are so hygroscopic
that they essentially drain the air for all its moisture. This continues until the HF
concentration in the droplets reach about 30{40%, and then the the water vapour
fraction in the gas phase begins to rise. With less water available it takes longer
time to form stable droplets, but once they have formed the contribution to the
enthalpy budget is about the same for any ambient temperature. The volatility,
on the other hand, depends on ambient temperature and the droplets evaporate
more slowly the colder they are.
Raising T
a
to 30
Æ
c (gure 23) eliminates eects even at 70% relative humidity.
This explains the lack of eects in the Goldsh experiments where temperatures
were high and relative humidities low.
The eect of lowering the windspeed to 2m/s (and otherwise keeping the stan-
dard case) is shown in gure 24. In this case concentrations are reduced consid-
erably, up to about two orders of magnitude for 95% relative humidity and up to
about one order of magnitude for 70% relative humidity.
Raising the windspeed to 10m/s has a large eect as can be seen in gure 25.
Hardly any reduction is seen and a closer inspection reveals that the centroid
elevation is comparable to the plume width, or smaller, so the plume rise could
be insuÆcient to lift the plume over e.g. a tall building.
Finally gure 26 shows the results for U = 2m=s, T
a
= 20
c
ircC and L = 30m.
This corresponds to stable conditions (class E to F, say), encountered for example
during a night with light winds and not too many clouds. In this case the rise is
impeded by the stable density gradient, but the reductions are still large.
The ground level concentration have been calculated using the proposed ex-
ponentially tailed prole, but it should not change the result dramatically if a
Gaussian prole is used instead. It should be emphasized that use the assumed
prole is one of the least certain aspects of the model, in particular for rising
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plumes, where we have little experimental results to build on. It is possible that
the model is overly optimistic with respect to reductions of the concentrations
under a rising plume since there might be a de-trainment mechanism that pulls
material out of the plume, into the ambient ow and sweeps along the ground.
The Coanda eect could also be mentioned. The cases where there is no or little
eect of HF are more certain, since the onset of buoyancy eects depends on the
thermodynamic part of the model rather than the dispersion part.
The calculations basically conrm the conclusions drawn by applying scaling
laws to the results of the eld experiments, namely that relative humidities higher
than about 90% and wind speeds below 5m/s are required in order to get an
appreciable plume rise for a 10 kg/s release in near neutral conditions. They also
show that plume rise is eliminated by stable stratication.
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Figure 21. Predicted ground level concentrations. Ambient wind speed is 5m/s and
ambient temperature is 20
Æ
C
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Figure 22. Predicted ground level concentrations. Ambient wind speed is 5m/s and
ambient temperature is 10
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Figure 23. Predicted ground level concentrations. Ambient wind speed is 5m/s and
ambient temperature is 30
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Figure 24. Predicted ground level concentrations. Ambient wind speed is 2m/s and
ambient temperature is 20
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Figure 25. Predicted ground level concentrations. Ambient wind speed is 10m/s
and ambient temperature is 20
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Figure 26. Predicted ground level concentrations. Ambient wind speed is 2m/s and
ambient temperature is 20
Æ
C and L = 30m (stable).
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7 Conclusions
An integral model describing the dispersion of continuous releases of HF has been
developed. The work naturally falls into two separate parts: thermodynamics and
dispersion.
A new thermodynamic model has been developed on the basis of a review of
existing data and models. Very few experimental investigations of HF thermody-
namics have been conducted in the past fty years, and in particular high quality
P{T{V data are scarce. We show how P{V{T data can be used to determine
thermodynamic properties of a real gas via the function P (f; T ), the pressure
as a function of temperature and fugacity. A simple rings{and{chains model has
been proposed. The model is validated against the results of several independent
experiments.
The phase equilibria of the HF{water{air system is described by means of exact
relations involving fugacities. This aspect of the model has also been validated
against experiments, including those generated in this project. The level of accu-
racy of the thermodynamical model seems to be more than adequate for dispersion
calculations.
The model has been used to calculate the buoyancy of adiabatic mixtures of
HF and humid air at a number of temperatures and values of the relative humid-
ity. Positive buoyancy is associated by the formation of a fog of hydrouoric acid
droplets and we nd nd that this is governed by more the relative humidity than
absolute humidity. The explanation for this is that the water vapour pressure of
the droplets is low compared to water vapour pressures of even in the dryest at-
mosphere. Small concentrations of HF are therefore able to condense nearly all the
water vapour in the air. For a range of dierent ambient temperatures, humudities
and HF concentrations, one mol of HF causes about one mol of water vapour to
condense. The maximum cloud temperature is reached as soon as this amount of
water is available, and at that point the released enthalpy of condensation, which
is what heats the cloud, is therefore always about the same. The temperature rise
is faster at larger humidities simply because there is less dry air to heat. When
the concentration gets low enough, the droplets begin to evaporate. The HF evap-
orates faster than the water so that the droplets gradually change composition.
Since vapour pressures are generally lower at lower temperatures, the droplets are
more stable at low temperatures and high relative humidity and the period of
positive buoyancy is therefore longer than at high temperatures, and this tends
to more than compensate the slower temperature rise in the period where there
is condensation.
The dispersion has been modelled in simple ways using an integral model. Al-
though this type of model has a foundation in the Navier-Stokes equations, the
dispersion process is basically put in 'by hand'. The nal set of equations is de-
rived from a series of approximations and interpretations which, to a large extend,
are based on a phenomenological understanding. This is described in some length.
The concept of relative diusion is a basis for these arguments, and the resulting
model is relative dispersion model, and relative diusion data has been used to
tune it.
In the UHRAFREP project the plan was to supplement eld experiments with
model development in order to understand and generalize experimental ndings
and to produce a tool for the prediction of HF dispersion. The model has been
tested against the eld measurements, and the comparison shows reasonable agree-
ment. In all except one the experiments there were no signs of buoyancy eects,
and the model agrees. In Trial 12 reduced ground level concentrations were ob-
served as well as an elevation of the cloud centroid. This behaviour is captured
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by the model. The predicted concentrations are very close to those deduced from
lidar data, while the plume widths are slightly larger than the observations.
Since there are indications that Trial 12 is a limiting case, it seems that the
model is capable of predicting the onset of HF induced eects. More doubt can be
cast on the models ability to predict the behaviour of a rising HF plume. This has
never been observed and hence there are no data to compare the model with. Re-
duced ground level concentrations were observed for passive plumes in the Prairie
Grass experiment. We have interpreted this as a result of the creation of thermals,
although deposition on the ground also may have contributed. The model should
be able to reproduce this behaviour until the point where the plume/thermal be-
gins to rise from the ground. The subsequent rise is diÆcult with this type of
model because the thermal may extend wider than the plume. In the same way a
buoyant HF plume may be the seed of a thermal which may extend wider than
the plume. The model does not take such a collective motion of the surrounding
air into account and may therefore underpredict plume rise in these situations.
The model simply turns o the heating when the plume looses contact with the
ground, where in reality heating may continue to generate hot rising air below
it. The eects of up-drafts and down-drafts may also add considerable random-
ness to the plume trajectories, but probably only very strong convection would
be able to send a rising HF plume down again. We have indicated some simple
ways to take this into account. Thus the introduction of a random vertical velocity
component of the entrained air could be considered. An analysis of the enthalpy
ballance for a grounded plume also indicates that temperature dierences in the
plume somewhat larger than hTwi =u

are required in order to compete with the
ambient convection. However, due to the deterministic nature of the model, it not
well suited for strong convection. In near neutral or moderately stable conditions
there should be less concern.
A case study of a 10kg/s release has been made in order to determine the
conditions necessary for HF induced buoyancy to have an eects on ground level
concentrations. We nd that eects increase with decreasing ambient temperature,
but the variations are relatively small. Buoyancy eects decrease with increasing
windspeed, as expected. The model predicts considerable reductions of the ground
level concentrations for high humidities and 2m/s windspeed, while there is very
little plume rise at a windspeed of 10m/s. Plume rise is somewhat impeded by
stable stratication but not eliminated. It should be noted that the predicted
ground level concentrations rely heavily on the assumed prole, which is not a
well tested aspects of the model.
Buoyancy is the driving force in plume rise and all other forces acting on the
plume will tend to oppose it. In case the model has not taken all of these into
account, it is deemed to overpredict plume rise. Conversely, there is no reason
to expect plume rise if equilibrium thermodynamics forbids it, and therefore the
model should be trustworthy in cases where plume rise is not predicted.
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A More on added mass
In this appendix we speculate further on added mass. Some of the considerations
are somewhat speculative and have not been implemented in the model, mainly
because we wish to keep it as simple as possible.
In the simple example in section 4.5 the ground was neglected. Below we will
try to incorporate the eect of the ground in an approximate way. For simplicity
we keep the ambient ow eld uniform and thus assume that the ground is ideally
smooth. We use the y-axis as ground so that the disk moves in the half-plane
x > 0.
As a rst approximation we take (145) and then make successive 'repair'. The
free solution (145) respects the boundary conditions on the surface of the disk,
but not on the y-axis. The rst repair is to make  antisymmetric with respect to
the y-axis by adding a mirrored pole located at  c. This leads to
  a
2
_c

 
1
z   c
+
1
z + c

(A.161)
This unfortunately spoils the boundary condition on the disk, hence the second
repair consists of adding a pole at c  b
1
of strength s
1
a
2
_c to compensate for the
eect of the pole in  c, viz
  a
2
_c

 
1
z   c
+
1
z + c
+
s
1
z   c+ b
1

(A.162)
This can be achieved by choosing b
1
= a
2
=2c and s
1
= a
2
=4c
2
. Now the problem
is that the boundary conditions on the y-axis are not right. Therefore we add
another pole in  c+ b
1
and a compensating pole in c  b
2
etc. The nal solution
is
 =
1
X
p=0
a
2
_c

s
p
z   c+ b
p
 
s
p
z + c  b
p

(A.163)
where
b
p+1
=
a
2
2c  b
p
s
p+1
=
s
p
a
2
b
2
p+1
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and b
0
= 0 and s
0
= 1. It can be shown that the kinetic energy of the uid is
equal to
E
kin;uid
=
1
2

a
a
2
(c=a) (A.165)
where
(c=a) = 1 + 2
1
X
p=1
s
p
= 1 +
1
2

a
c

2
+
1
8

a
c

4
+
3
32

a
c

6
+ : : : (A.166)
The method converges for c = a. For the limiting case c = a, where the disk
touches the ground, the series can be summed with the result (1) =

2
3
 1  2:29,
which is considerably larger that the value  = 1 obtained for a free disk. The
sharp increase of  near the ground must be due to uid being squeezed between
the disk and the ground. A real plume is not rigid, it would itself be squeezed by
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the pressure and adjust its shape. Therefore the sharp rise of  near the ground
should be replaced by a more moderate behaviour of which we make a bold guess.
If the plume is allowed to deform as it approaches the ground, the restriction
c > a is no longer necessary and  could be dened even for c < a. In that case c
can be dened as the centre of mass of the plume, and a can be dened so that
a
2
is the area (i.e. constant a). A simple way to deform the cloud would be to
let it be a circular shape with the part that below ground cut o. Unfortunately
the repair scheme sketched above does not to work for this problem, and we will
not pursue a numerical solution. It is noted that a disk moving parallel with the
ground has the same added mass function mu. For this problem we nd  = 1 for
a semicircle sliding on the ground (note that the solution (145) is symmetric). By
analogy one would therefore expect  = 1 for a rising (and contracting) semicircle.
This indicates that  has a maximum around c = a. We therefore suggest
(c=a) = 1 +
1
2
1
 
a
c
 
c
a

2
+ 
(A.167)
where  is an adjustable constant. This form has the right asymptotic limit 
1 +
1
2
(a=c)
2
and allows for adjustment of the maximum. With  varying with
position the dynamic equation becomes slightly more complicated
d
dt
a
2
_c(+ (c=a)
a
) 
1
2
a
2
_c
2
@(c=a)
@c
=
a
2
(+ (c=a)
a
)
d
2
c
dt
2
+
1
2
a
2
_c
2
@(c=a)
@c
=  
@E
pot
@c
= F (c) (A.168)
Thus spatial variation of  gives rise to a force term. When  has a maximum, the
force is downward near the ground, which will resist lift-o of a buoyant plume.
This is similar to the Coanda eect, the phenomena that jets follow surfaces.
Added mass could therefore conveniently simulate the Coanda eect, even if added
mass may not fully explain it.
Governing equations
We proceed with a derivation of a set of dynamic equations for a plume taking
added mass into account.
We continue to assume a uniform wind eld, and use a reference frame at rest
with respect to the wind. We also postpone entrainment until later and let  be
xed, while the cross-section area A(s) is variable. It is convenient to express the
plume centreline as a map m! X = (X;Z) where m =  
_
Mt+
R
s
0
Ads. Thus m
is the mass (not counting added mass) contained in the plume between X and the
source minus the mass injected by the plume (
_
M is the source strength). Dened
in this way m is a Lagrangian coordinate, since a given value of m species a
moving slice of the plume. We dene a time variable t
0
to go with m. The meaning
of t
0
is that t
0
= t, but @=@t
0
should denote the partial derivative with respect to
time for xed m. Since @=@t
0
is the Lagrangian time derivative we can also write
it as d=dt. Note that @=@t
0
commutes with @=@m.
The plume is completely specied by the function X(m; t
0
) and we may express
other variables in terms of it. The variables that we shall use are: the velocity U,
the plume mass per unit length A, the distance from the source measured along
the centreline s, the unit vector k = (cos ; sin ) tangent to the centreline, and
the eective plume radius a. Expressed in terms of X(m; t
0
) these quantities are
U =
@X
@t
0
(A.169)
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a =
p
A= (A.173)
The added mass only aects the kinetic energy corresponding to the transverse
velocity component
^
k(U u
a
), where
^
k = (  sin ; cos ). Thus the kinetic energy
of a plume slice is given by
dE
kin
=
1
2

U
2
+ 
a
((U   u
a
) 
^
k)
2

dm (A.174)
Note thatU need not be parallel with k. The Lagrangian of the system then
becomes
L =
Z

1
2
U
2
+
1
2

a

(U 
^
k)
2
 E
pot

dm (A.175)
where U = U   u
a
and E
pot
= gZ(  
a
)= for a buoyant plume. The added
mass function  is a function of Z and . In order to use (A.167) we must decide
what c to use. For a horizontal plume ( = 0) we evidently must use c = Z. For
inclined plumes the ow around it is not really two-dimensional, but a value of c
between Z and Z= cos  seems plausible, and it probably does not matter much
whether we include the cos  since  can be expected to be small for a rising plume.
We therefore choose c = Z because this yields the simplest equations.
We now turn to the principle of least action in order to derive the dynamic
equation. The action integral is given by
S =
t
0
2
Z
t
0
1
L dt
0
(A.176)
The solution is obtained by minimizing S with respect to the function X(m; t
0
)
for xed values of X(m; t
0
1
) and X(m; t
0
2
). If ÆX is a variation of X then
ÆU =
@ÆX
@t
0
(A.177)
Æk = A
^
k 
@ÆX
@m
^
k (A.178)
These expressions are used in the standard procedure where two integrations by
part are used to turn ÆS = 0 into the form
R
dt
0
R
ÆX  F = 0. Since this should
hold for any perturbation ÆX, we end up with the governing equation (F) = 0. In
our case the following equation is obtained
@
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 
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2
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2

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
r
=  rE
pot
(A.179)
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where r = (@=@X; @=@Z). As a check of this equation we derive an energy equa-
tion from it. This is most conveniently done in a frame of reference in rest with
respect to the ambient ow. We could have chosen this from the start, in which
case U would be the same as U. Hence we take the vector product with U on
both sides of (A.179) and rearrange terms. Using the identity
^
k 
@U
@m
=
1
A
^
k 
@k
@t
0
the following equation is obtained
@
@t
0

1
2
U
2
+
1
2

a


(U 
^
k)
2
+E
pot

=
@
@m


a
A(U 
^
k)
2
(U  k)

(A.180)
The left hand side represents the rate of change of the total mechanical energy of
a plume slice. Evidently energy is not conserved separately for each plume slice,
since the right hand side of the equation represents an interaction with the rest of
the plume. There is nothing wrong with that as long as the rate of change of the
energy of a nite plume segment only depends on contributions at the endpoints.
In other words, the right hand side of the equations must be of the form @J=@m,
which it actually is.
For a time independent plume we may now make use of the fact that U is
parallel with k, e.g. U = U k u
a
. In the stationary case it is convenient to use
s instead of t
0
and m, which is eected by the substitutions @=@t
0
= Ud=ds and
@=@m = (A)
 1
d=ds. From (A.179) we then get the following two equations by
projecting along k and
^
k.
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Abstract (Max. 2000 char.)
This report describes the development of an integral model for the dispersion of
HF clouds, which is part of the work done by Ris in the URAHFREP project.
The main objective has been to model the possible inuence of HF thermodynam-
ics on the dispersion of atmospheric HF clouds. Both negative buoyancy (heavy
gas) eects and positive buoyancy eects are possible depending on concentration,
humidity and other factors. A main question is under which conditions these ef-
fects are strong enough to dominate naturally occurring uctuations and produce
plume lift-o.
HF can form polymers in the gas phase and it forms highly non-ideal liquid mix-
tures with water. It is demonstrated that the HF thermodynamics needed for the
dispersion model can be described by exact thermodynamical relations. Existing
experimental data are scarce and of varying quality. The best data have been
selected and analysed in order to obtain properties on the saturation curve. A
relatively simple rings{and{chains model for the self-association in the gas phase
is proposed, and it is demonstrated that the model is capable of reproducing the
enthalpy and the anomalous specic heat of HF very satisfactory. A simple four
parameter model for the mixture is proposed and successfully tested.
The dispersion model is a standard integral model with some additional features.
The ideas and assumptions of integral models is explained and the various scaling
regimes for cloud growth are discussed. Re-analyzing the Prairie Grass data set
it is found that the height of the boundary layer has no direct impact on lift-o.
The model is successfully tested against data from the URAHFREP eld trials.
A case study is made in order to determine the conditions necessary for HF in-
duced buoyancy to have an eects on ground level concentrations. Added mass is
discussed the appendix.
Descriptors
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