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Re´sume´
Re´sume´
Cette the`se se compose de deux parties, quatre chapitres. Dans le Chapitre I, on e´tablit un
formalisme d’endoscopie du groupe me´taplectique S˜p(2n). On prouve le transfert d’inte´grales
orbitales et le lemme fondamental. Dans le Chapitre II on e´nonce et prouve le lemme fondamen-
tal ponde´re´ a` la Arthur pour le groupe me´taplectique sous l’hypothe`se du lemme fondamental
ponde´re´ non standard. Dans le Chapitre III, on se propose d’e´tudier la formule des traces
d’Arthur-Selberg pour une classe assez ge´ne´rale de reveˆtements des groupes re´ductifs connexes,
y compris S˜p(2n). On e´tablit la formule des traces grossie`re et le de´veloppement fin ge´ome´trique
pour ces reveˆtements. Dans le Chapitre IV, on aborde le coˆte´ spectral de la formule des traces
en e´tudiant des re´sultats de l’analyse harmonique locale. En particulier, on e´tablit la formule
des traces locale invariante pour les reveˆtements.
Mots-clefs groupe me´taplectique, endoscopie, transfert, le lemme fondamental, la formule
des traces.
Towards a stable trace formula for the metaplectic group
Abstract
This thesis consists of two parts and four chapters. In Chapter I, we establish a formalism
of endoscopy for the metaplectic group S˜p(2n). We prove the transfer of orbital integrals and
the fundamental lemma. In Chapter II, we state and prove a variant of Arthur’s weighted fun-
damental lemma for metaplectic groups, which is conditional upon the nonstandard weighted
fundamental lemma. In Chapter III, we consider the Arthur-Selberg trace formula for a quite
general class of covers of connected reductive groups, including S˜p(2n). We establish the unre-
fined trace formula and the refined geometric expansion. In Chapter IV, we attack the spectral
side of the trace formula by studying some results of local harmonic analysis. In particular, we
establish the invariant local trace formula for covers.
Keywords metaplectic group, endoscopy, transfer, fundamental lemma, trace formula.
7
8
Table des matie`res
Remerciements 5
Table des matie`res 9
Pre´sentation ge´ne´rale 13
Partie 1 : Le groupe me´taplectique 17
I Transfert d’inte´grales orbitales pour le groupe me´taplectique 19
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2 Le groupe me´taplectique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.1 Reveˆtements de groupes re´ductifs . . . . . . . . . . . . . . . . . . . . . . . 23
2.2 La repre´sentation de Weil et le groupe me´taplectique local . . . . . . . . . 24
2.3 Sous-groupes et re´seaux hyperspe´ciaux . . . . . . . . . . . . . . . . . . . . 25
2.4 Mode`les de la repre´sentation de Weil . . . . . . . . . . . . . . . . . . . . . 26
2.5 Le cas global . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3 Classes de conjugaison semi-simples dans les groupes classiques . . . . . . . . . . 32
3.1 Formes hermitiennes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.2 Kit de classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.3 Parame´trage explicite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.4 Le cas de l’alge`bre de Lie . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.5 Conjugaison ge´ome´trique, le cas des corps locaux . . . . . . . . . . . . . . 42
4 Le caracte`re de la repre´sentation de Weil . . . . . . . . . . . . . . . . . . . . . . . 43
4.1 Formules du caracte`re . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.2 Formules pour Θ+ψ −Θ−ψ , la forme de Cayley . . . . . . . . . . . . . . . . 45
4.3 Parame`tres et la forme de Cayley . . . . . . . . . . . . . . . . . . . . . . . 47
4.4 La formule via le mode`le latticiel . . . . . . . . . . . . . . . . . . . . . . . 51
4.5 Formules sur l’alge`bre de Lie . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.6 De´compositions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.7 La formule du produit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5 Endoscopie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5.1 Donne´es endoscopiques elliptiques . . . . . . . . . . . . . . . . . . . . . . 55
5.2 Une notion de stabilite´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.3 Facteur de transfert . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.4 Descente parabolique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.5 E´nonce´s du transfert et du lemme fondamental . . . . . . . . . . . . . . . 63
6 Transfert : le cas archime´dien . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
6.1 L’endoscopie chez Renard . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
9
10
6.2 Comparaison de facteurs de transfert . . . . . . . . . . . . . . . . . . . . . 67
6.3 Le cas complexe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
7 Descente semi-simple du facteur de transfert . . . . . . . . . . . . . . . . . . . . . 70
7.1 Le formalisme de descente . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
7.2 Le cas non ramifie´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
7.3 E´nonce´ de re´sultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
7.4 Des lemmes techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
7.5 Descente des termes ∆′, ∆′′ . . . . . . . . . . . . . . . . . . . . . . . . . . 79
7.6 Descente du terme ∆0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
7.7 Comparaison avec les facteurs de transfert des groupes classiques . . . . . 85
8 Transfert : le cas non archime´dien . . . . . . . . . . . . . . . . . . . . . . . . . . 86
8.1 Voisinages d’un e´le´ment semi-simple . . . . . . . . . . . . . . . . . . . . . 86
8.2 Un triplet endoscopique non standard . . . . . . . . . . . . . . . . . . . . 87
8.3 De´monstration du transfert . . . . . . . . . . . . . . . . . . . . . . . . . . 89
8.4 De´monstration du lemme fondamental pour les unite´s . . . . . . . . . . . 91
II Le lemme fondamental ponde´re´ pour le groupe me´taplectique 95
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
2 Notations et conventions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
3 Endoscopie me´taplectique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
3.1 Donne´es endoscopiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
3.2 Correspondance des classes ge´ome´triques semi-simples . . . . . . . . . . . 102
3.3 L’ensemble EM !(G˜) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
4 Inte´grales orbitales ponde´re´es endoscopiques et les fonctions stabilise´es . . . . . . 106
4.1 Inte´grales orbitales ponde´re´es non ramifie´es anti-spe´cifiques . . . . . . . . 106
4.2 E´nonce´ du lemme fondamental ponde´re´ . . . . . . . . . . . . . . . . . . . 108
5 Endoscopie : standard et non standard . . . . . . . . . . . . . . . . . . . . . . . . 108
5.1 Endoscopie standard . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
5.2 Exemples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
5.3 Endoscopie non standard . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6 Descente des donne´es endoscopiques . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.1 Parame´trage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.2 Des nouvelles donne´es endoscopiques . . . . . . . . . . . . . . . . . . . . . 116
6.3 Rapport avec EM !(G˜) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
6.4 Une ge´ne´ralisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
7 Descente des inte´grales orbitales . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
7.1 Les fonctions combinatoires . . . . . . . . . . . . . . . . . . . . . . . . . . 122
7.2 Descente de l’inte´grale orbitale ponde´re´e endoscopique . . . . . . . . . . . 122
7.3 Descente des fonctions stabilise´es . . . . . . . . . . . . . . . . . . . . . . . 125
7.4 Un ensemble d’indices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
8 Comparaison des coefficients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
8.1 Re´duction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
8.2 Yoga de centres . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
Partie 2 : La formule des traces pour les reveˆtements 135
IIILe de´veloppement ge´ome´trique fin 137
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
2 Reveˆtements locaux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
11
2.1 Ge´ne´ralite´s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
2.2 Scindage unipotent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
2.3 Sous-groupes de Le´vi et paraboliques . . . . . . . . . . . . . . . . . . . . . 143
2.4 L’application de Harish-Chandra : le cas local . . . . . . . . . . . . . . . . 144
2.5 Mesures et inte´grales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
2.6 Commutateurs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
3 Reveˆtements non ramifie´s et ade´liques . . . . . . . . . . . . . . . . . . . . . . . . 147
3.1 Le cas non ramifie´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
3.2 Isomorphisme de Satake . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
3.3 Le cas ade´lique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
3.4 L’application de Harish-Chandra : le cas ade´lique . . . . . . . . . . . . . . 152
3.5 K2-torseurs multiplicatifs de Brylinski-Deligne . . . . . . . . . . . . . . . 152
4 La combinatoire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
4.1 Analyse convexe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
4.2 (G,M)-familles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
5 La formule des traces avec caracte`re : la partie unipotente . . . . . . . . . . . . . 159
5.1 Le o-de´veloppement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
5.2 Comportement des distributions . . . . . . . . . . . . . . . . . . . . . . . 161
5.3 Inte´grales orbitales ponde´re´es avec caracte`re . . . . . . . . . . . . . . . . . 167
5.4 Comportement des inte´grales orbitales ponde´re´es avec un caracte`re . . . . 170
5.5 De´veloppement fin du terme unipotent . . . . . . . . . . . . . . . . . . . . 174
5.6 Interlude : S-admissibilite´ . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
5.7 Transport de structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
6 La formule des traces pour les reveˆtements . . . . . . . . . . . . . . . . . . . . . . 180
6.1 La formule des traces grossie`re . . . . . . . . . . . . . . . . . . . . . . . . 181
6.2 Re´duction au cas unipotent . . . . . . . . . . . . . . . . . . . . . . . . . . 185
6.3 Inte´grales orbitales ponde´re´es anti-spe´cifiques . . . . . . . . . . . . . . . . 187
6.4 Comportement des inte´grales orbitales ponde´re´es anti-spe´cifiques . . . . . 190
6.5 De´veloppement ge´ome´trique fin . . . . . . . . . . . . . . . . . . . . . . . . 192
IV Analyse harmonique locale 199
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
2 La formule de Plancherel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
2.1 De´finitions de base . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
2.2 Repre´sentations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
2.3 Fonctions de Schwartz-Harish-Chandra . . . . . . . . . . . . . . . . . . . . 205
2.4 Ope´rateurs d’entrelacement . . . . . . . . . . . . . . . . . . . . . . . . . . 207
2.5 Coefficients d’induites et la fonction c . . . . . . . . . . . . . . . . . . . . 209
2.6 E´nonce´ de la formule de Plancherel . . . . . . . . . . . . . . . . . . . . . . 210
3 Normalisation des ope´rateurs d’entrelacement . . . . . . . . . . . . . . . . . . . . 212
3.1 Facteurs normalisants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
3.2 Le cas archime´dien . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
3.3 Le cas non archime´dien . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218
3.4 Le cas non ramifie´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 220
4 Inte´grales orbitales et caracte`res . . . . . . . . . . . . . . . . . . . . . . . . . . . 221
4.1 The´orie sur l’alge`bre de Lie . . . . . . . . . . . . . . . . . . . . . . . . . . 221
4.2 The´orie sur le groupe : descente semi-simple . . . . . . . . . . . . . . . . . 226
4.3 Distributions admissibles invariantes spe´cifiques . . . . . . . . . . . . . . . 228
5 La formule des traces locale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 230
12
5.1 Le noyau tronque´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 230
5.2 Le coˆte´ ge´ome´trique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 232
5.3 Le coˆte´ spectral . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 236
5.4 Interlude : R-groupes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 239
5.5 La formule des traces locale . . . . . . . . . . . . . . . . . . . . . . . . . . 241
5.6 The´ore`me de Paley-Wiener invariant tempe´re´ . . . . . . . . . . . . . . . . 243
5.7 Caracte`res ponde´re´s tempe´re´s . . . . . . . . . . . . . . . . . . . . . . . . . 252
5.8 La formule des traces locale invariante . . . . . . . . . . . . . . . . . . . . 256
Bibliographie 261
Index du Chapitre I 266
Index du Chapitre II 268
Index du Chapitre III 269
Index du Chapitre IV 271
Pre´sentation ge´ne´rale
Les formes modulaires de poids entier s’interpre`tent en termes de repre´sentations auto-
morphes de groupes re´ductifs connexes. Dans ce contexte, le programme de Langlands pre´dit
des liens profonds entre les repre´sentations automorphes, les repre´sentations galoisiennes et les
motifs. Il relie aussi les repre´sentations entre des groupes diffe´rents, ce qui s’appelle le principe
de fonctorialite´. L’un des outils essentiels pour ces proble`mes est la formule des traces d’Arthur-
Selberg. Afin d’appliquer la formule des traces, un proble`me central est sa stabilisation.
D’autre part, la the´orie classique contient e´galement les formes de poids demi-entier. Elles
s’interpre`tent en termes de repre´sentations automorphes de certains reveˆtements des points
ade´liques de groupes re´ductifs connexes. Pour les formes modulaires de Siegel de poids demi-
entier, le reveˆtement en question est p : S˜p(2n)→ Sp(2n), ou` S˜p(2n) est le groupe me´taplectique
e´tudie´ par A. Weil [89]. Malgre´ son importance, le formalisme de Langlands ne s’appliquait pas
mot a` mot a` S˜p(2n) car il n’est pas alge´brique, et les de´finitions de L-groupes et stabilite´
n’e´taient pas claires. Par ailleurs, la formule des traces des reveˆtements n’est jamais e´crite de
fac¸on se´rieuse. Vu les progre`s re´cents sur la formule des traces stable, ces proble`mes semblent
enfin abordable.
Cette the`se se compose de deux parties, quatre articles en tant que chapitres. La premie`re
partie est consacre´e a` l’endoscopie du groupe me´taplectique, et la deuxie`me partie aborde la
formule des traces d’Arthur-Selberg pour une classe assez ge´ne´rale de reveˆtements. Donnons un
survol des contenus de chaque chapitre. Une introduction de´taille´e se trouve au de´but de chaque
chapitre.
Partie 1 : Le groupe me´taplectique
I. Transfert d’inte´grales orbitales pour le groupe me´taplectique Dans ce chapitre, on
propose un formalisme de l’endoscopie pour le groupe me´taplectique, qui s’inspire beaucoup des
travaux d’Adams [2] et de Renard [71]. On de´montre ensuite le transfert d’inte´grales orbitales et
le lemme fondamental pour l’unite´ de l’alge`bre de Hecke sphe´rique anti-spe´cifique. Grosso modo,
le groupe dual de S˜p(2n) est Sp(2n,C) ; cela sugge`re que S˜p(2n) est e´troitement lie´ au groupe
SO(2n + 1) de´ploye´, un fait connu depuis longtemps. Cependant, le formalisme propose´ ici et
l’e´tude du lemme fondamental ponde´re´ dans le Chapitre II sugge`rent une diffe´rence cruciale :
on doit remplacer ZSp(2n,C) = {1,−1} par le groupe trivial dans le formalisme.
La de´monstration du transfert et du lemme fondamental sont base´es sur la descente de
Harish-Chandra. Cette me´thode nous rame`ne a` la situation sur l’alge`bre de Lie. On applique
ensuite les re´sultats de Ngoˆ [67], a` savoir l’endoscopie standard et non standard sur l’alge`bre de
Lie. Le noyau dur mais e´le´mentaire dans ce chapitre est la descente du facteur de transfert.
II. Le lemme fondamental ponde´re´ pour le groupe me´taplectique Pour des applica-
tions arithme´tiques, il faudra stabiliser tous les termes de la formule des traces. Donc il faut
une variante du lemme fondamental ponde´re´ d’Arthur [20]. L’e´nonce´ propose´ ici est formelle-
ment similaire au cas des groupes re´ductifs connexes sauf qu’une “torsion” curieuse γ 7→ γ[s]
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intervient dans le coˆte´ endoscopique. On reprend les arguments de Waldspurger [85] pour se
ramener a` l’alge`bre de Lie. La preuve est conditionnelle : il faut le lemme fondamental ponde´re´
sur l’alge`bre de Lie prouve´ par Chaudouard et Laumon [29, 30], ainsi que le lemme fondamental
ponde´re´ non standard, qui reste encore conjectural. Ne´anmoins le lemme fondamental ponde´re´
non standard est tautologique en rang 1. Le point technique et toujours e´le´mentaire est un
calcul combinatoire inspire´ par les travaux d’Arthur [19].
Partie 2 : La formule des traces pour les reveˆtements de groupes re´ductifs
connexes
III. Le de´veloppement ge´ome´trique fin On a de´ja` parle´ de la formule des traces pour
reveˆtements, au moins pour S˜p(2n). Dans ce chapitre on signale une classe de reveˆtements a`
e´tudier. Gross modo, ce sont des reveˆtements finis des groupes topologiques dans le cas local.
Dans le cas global, on exige que (a) le groupe des points rationnels s’immerge dans le reveˆtement
ade´lique, et (b) les reveˆtements locaux induits sont “non ramifie´s” en presque toute place ; cela
signifie grossie`rement la commutativite´ de l’alge`bre de Hecke sphe´rique anti-spe´cifique. Cette
condition est satisfaite pour les reveˆtements provenant des K2-extensions de Brylinski-Deligne
[27], ce qui incluent tous les reveˆtements conside´re´s jusqu’a` pre´sent.
Pour les reveˆtements dans notre classe, on e´tablit la formule des traces grossie`re et le
de´veloppement fin de son coˆte´ ge´ome´trique. Les ingre´dients dans ce de´veloppement ge´ome´trique
sont des inte´grales orbitales ponde´re´es le long des bons e´le´ments. Ici, un e´le´ment dans le
reveˆtement est dit bon si son commutant est l’image re´ciproque du commutant de son image
dans le groupe re´ductif connexe. L’argument est base´ sur celui d’Arthur. La me´thode de des-
cente nous rame`ne au terme unipotent de la formule des traces de groupes re´ductifs connexes
tordu par un caracte`re. Puisqu’une telle formule des traces n’est pas encore syste´matiquement
traite´e, on est oblige´ de faire une analyse de´taille´e dans ce cadre.
IV. Analyse harmonique locale On e´tudie les ingre´dients locaux du coˆte´ spectral de la
formule des traces. Plus pre´cise´ment, on justifie la formule de Plancherel, la normalisation
des ope´rateurs d’entrelacement, l’inte´grabilite´ locale des caracte`res irre´ductibles admissibles,
le the´ore`me de Paley-Wiener pour les fonctions de Schwartz-Harish-Chandra, et la formule des
traces locale invariante pour les reveˆtements. Il est tentant de penser que ces the´ories s’adaptent
aux reveˆtements sans peine, or il s’ave`re que les modifications ne´cessaires ne sont pas toujours
triviales.
Le but de la deuxie`me partie est la formule des traces invariante d’Arthur. C’est clair que
ce programme est dans un e´tat inacheve´ puisque l’on n’arrive pas encore au de´veloppement fin
spectral. Un obstacle e´ventuel a` surmonter est le the´ore`me de Paley-Wiener pour les fonctions
lisses K˜-finies a` support compact [32] sur les reveˆtements archime´diens. Sa preuve pour les
groupes re´els line´aires s’appuie sur certaines proprie´te´s de K-types minimaux [81], qui exige la
commutativite´ des sous-groupes de Cartan. Ne´anmoins, cette difficulte´ ne se pose pas pour le
groupe me´taplectique S˜p(2n). Un projet a` plus long terme est de stabiliser la formule des traces
pour S˜p(2n).
Signalons que ces quatre chapitres sont effectivement quatre articles inde´pendants ; des parts
sont de´ja` mises en ligne ou parues dans le journal, eg. [53, 54, 55]. Pour faciliter la lecture et la
comparaison, on choisit consciemment des notations diffe´rentes ; par conse´quent chaque chapitre
a son propre index. Plus pre´cise´ment, dans le Chapitre I, la notation s’inspire de [48, 84]. Dans
le Chapitre II, on choisit les conventions de Waldspurger [85], qui sont compatibles avec celles
d’Arthur pour la plupart. Pour le Chapitre III, on suit syste´matiquement le formalisme d’Arthur.
Quant au Chapiter IV, on adopte le formalisme de [83] pour la formule de Plancherel, celui de
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Harish-Chandra [40] pour les distributions admissibles, et celui d’Arthur pour la normalisation
des ope´rateur d’entrelacement et pour la formule des trace locale.
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Chapitre I
Transfert d’inte´grales orbitales pour
le groupe me´taplectique
1 Introduction
La formule des traces d’Arthur-Selberg est l’un des outils les plus puissants pour la the´orie
moderne des formes automorphes. Cette approche est surtout fe´conde lorsque l’on compare les
formules des traces de deux groupes re´ductifs. Pour ce faire, il faut mettre la formule des traces
sous une forme “stable”. La the´orie de l’endoscopie, invente´e par Langlands et ses collaborateurs,
donne un plan pour re´soudre ce proble`me pour les groupe re´ductifs.
D’autre part, il existe une famille de reveˆtements non line´aires S˜p(2n, F ) des groupes sym-
plectiques Sp(2n, F ) sur un corps local F , qui s’appellent les groupes me´taplectiques. A` un
caracte`re additif non trivial ψ : F → S1 est associe´e une repre´sentation admissible ωψ de
S˜p(2n, F ), qui s’appelle la repre´sentation de Weil. Bien que le reveˆtement me´taplectique soit
traditionnellement un reveˆtement a` deux feuillets, pour des raisons techniques nous ferons agran-
dir le reveˆtement me´taplectique de sorte que p : S˜p(2n, F ) → Sp(2n, F ) est un reveˆtement a`
huit feuillets. Autrement dit, Ker (p) = µ8 := {z ∈ C× : z8 = 1}. Cela n’affecte pas les re´sultats
que l’on cherche.
Si l’on envisage d’e´tablir et puis de stabiliser la formule des traces pour S˜p(2n, F ), le pre-
mier pas est d’e´tudier le transfert local des inte´grales orbitales (5.5.2). Cependant, on ne peut
pas adapter litte´ralement la the´orie de l’endoscopie car S˜p(2n, F ) n’est pas un groupe line´aire
alge´brique ; en particulier il n’a pas de L-groupe. L’un des objets de cet article est de mettre en
place un tel formalisme.
Les repre´sentations de S˜p(2n, F ) qui nous inte´ressent sont celles telles que la multiplication
par chaque ε ∈ Ker (p) = µ8 agit par ε · id ; ces repre´sentations sont dites spe´cifiques. Par
exemple, la repre´sentation de Weil ωψ est spe´cifique. Pour l’e´tude des repre´sentations spe´cifiques,
il suffit de conside´rer les fonctions telles que f(εx˜) = ε−1f(x˜) pour tout ε ∈ µ8 ; ces fonctions
sont dites anti-spe´cifiques. Ces notions se ge´ne´ralisent a` tout reveˆtement. La distinction entre
objets spe´cifiques et anti-spe´cifiques est superficielle pour S˜p(2n, F ) (voir 2.1.1).
Notre approche se mode`le sur l’endoscopie pour les groupes re´ductifs. Notons G := Sp(2n),
G˜ := S˜p(2n, F ). Tout d’abord il faut trouver des bonnes de´finitions pour :
1. les groupes endoscopiques elliptiques H de G˜,
2. la correspondance de classes de conjugaison semi-simples entre H et G,
3. une notion de conjugaison stable sur G˜,
4. le facteur de transfert ∆.
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Une fois que ceci sera fait, on pourra de´finir l’inte´grale orbitale endoscopique
JH,G˜(γ, f) =
∑
δ
∆(γ, δ˜)JG˜(δ˜, f)(I.1)
d’une fonction anti-spe´cifique f ; les notations sont analogues a` celles pour l’endoscopie des
groupes re´ductifs et on les expliquera dans §5.5. Par la suite, on peut formuler le transfert de
fonctions f 7→ fH qui fait concorder JH,G˜(·, f) et l’inte´grale orbitale stable J stH(·, fH) sur H.
Comme pour l’endoscopie pour les groupes re´ductifs, le transfert doit eˆtre explicite pour les
fonctions sphe´riques dans le cas non ramifie´ (5.5.3). De tels e´nonce´s sont connus sous le nom de
“lemme fondamental”.
Esquissons nos re´ponses aux questions ci-dessus.
1. Soit F une extension finie de Qp, p > 2. Selon un re´sultat de Savin [72], l’alge`bre d’Iwahori-
Hecke spe´cifique (ou anti-spe´cifique) de G˜ est isomorphe a` l’alge`bre d’Iwahori-Hecke de
SO(2n + 1), le groupe orthogonal impair de´ploye´. Cela sugge`re que l’on doit regarder
Sp(2n,C) comme le groupe dual de G˜ ; de telles e´vidences existent aussi pour le cas F = R
[3]. En poursuivant cette philosophie, on de´finit une donne´e endoscopique elliptique de
S˜p(2n) comme une paire (n′, n′′) ∈ Z2≥0 telle que n′ + n′′ = n ; le groupe endoscopique
associe´ est Hn′,n′′ := SO(2n
′ + 1) × SO(2n′′ + 1). Contrairement a` l’endoscopie pour
SO(2n+ 1), on distingue les donne´es (n′, n′′) et (n′′, n′).
2. Soit γ = (γ′, γ′′) ∈ Hn′,n′′(F ) semi-simple ayant valeurs propres
a′1, . . . , a
′
n′ , 1, (a
′
n′)
−1, . . . , (a′1)
−1︸ ︷︷ ︸
provenant de γ′
, a′′1, . . . , a
′′
n′′ , 1, (a
′′
n′′)
−1, . . . , (a′′1)
−1︸ ︷︷ ︸
provenant de γ′′
.
On dit que δ ∈ G(F ) correspond a` γ s’il est semi-simple avec valeurs propres
a′1, . . . , a
′
n′ , (a
′
n′)
−1, . . . , (a′1)
−1,−a′′1, . . . ,−a′′n′′ ,−(a′′n′′)−1, . . . ,−(a′′1)−1.
Cela induit une application entre classes de conjugaison semi-simples ge´ome´triques.
3. Il y a aussi une de´finition ad hoc de stabilite´ : deux e´le´ments semi-simples re´guliers dans
G˜ sont stablement conjugue´s si leurs images dans G(F ) sont stablement conjugue´s et si
trω+ψ − trω−ψ prend la meˆme valeur, ou` ω±ψ sont les deux morceaux irre´ductibles de la
repre´sentation de Weil. C’est aussi la voie poursuivie dans [2, 41].
4. Le facteur de transfert est plus subtil. Lorsque F = R et n′′ = 0, Adams a de´fini un
facteur de transfert ∆ sur l’ensemble des e´le´ments semi-simples re´guliers dans G˜ et il est
e´gal a` trω+ψ − trω−ψ . Plus ge´ne´ralement, pour un groupe endoscopique H quelconque, le
facteur de transfert est de´fini dans cet article comme un produit ∆ = ∆′∆′′∆0, ou` ∆′,∆′′
sont fabrique´s a` partir des caracte`res trω±ψ et ∆0 est un terme relativement simple qui est
stablement invariant. Le facteur ∆0 co¨ıncide avec le facteur de´fini par Renard [71]. Il n’y
a pas de facteur ∆IV comme en [52], car nous avons normalise´ les inte´grales orbitales.
Le facteur de transfert satisfait aux proprie´te´s suivantes.
Spe´cificite´ (5.3.4) : on exige cette proprie´te´ de sorte que l’inte´grale orbitale endoscopique
(I.1) est bien de´finie.
Proprie´te´ de cocycle (5.3.5) : c’est une condition naturelle pour l’endoscopie, qui affecte
des signes aux classes de conjugaison dans une classe de conjugaison semi-simple re´gulie`re
stable.
Descente parabolique (5.4.1) : cela re´duit le calcul du facteur de transfert aux e´le´ments
elliptiques ; c’est aussi la principale raison pour laquelle on travaille sur le reveˆtement a`
huit feuillets.
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Normalisation (5.3.7) : dans le cas non ramifie´, le facteur vaut 1 pour les e´le´ments a`
re´ductions re´gulie`res qui se correspondent.
Syme´trie (5.3.8) : qui relie les facteurs de transfert pour Hn′,n′′ et Hn′′,n′ . Cette syme´trie
est re´alise´e par la multiplication par une image re´ciproque canonique dans G˜ de −1 ∈
G(F ), ce que l’on de´signe encore par −1. L’usage d’un tel e´le´ment est loisible car on
travaille avec le reveˆtement a` huit feuillets.
Formule du produit (5.3.9) : elle servira a` stabiliser les termes elliptiques re´guliers dans
la formule des traces.
Les quatre premie`res proprie´te´s et la descente semi-simple caracte´risent le facteur de transfert
dans le cas non ramifie´ (cf. [37]).
Dans le cas F = R, J. Adams [2] a e´tabli le rele`vement de caracte`res entre G˜ et SO(2n+ 1)
et D. Renard [70] a de´montre´ le transfert d’inte´grales orbitales. Pour les groupes endoscopiques
Hn′,n′′ en ge´ne´ral, le transfert d’inte´grales orbitales est e´tabli par Renard dans le cas re´el ;
son formalisme paraˆıt diffe´rent, mais il est e´quivalent au noˆtre, pour l’essentiel. Pour F non
archime´dien, n′ = 1 et n′′ = 0, J. Schultz a e´tabli le rele`vement de caracte`res entre G˜ et SO(3)
dans sa the`se [74].
Indiquons brie`vement notre approche. A` la suite de Langlands, Shelstad [50] et Waldspurger,
on applique la me´thode de descente semi-simple de Harish-Chandra pour re´duire le transfert
a` l’alge`bre de Lie. Le reveˆtement disparaˆıt et on se rame`ne a` des situations compose´es de
l’endoscopie pour les groupes unitaires et symplectiques, ainsi qu’une situation “non standard”
e´tudie´e dans [84], a` savoir le transfert entre les alge`bres de Lie de Sp(2n) et SO(2n+ 1). Graˆce
aux travaux de Ngoˆ Bao Chaˆu [67], le transfert est maintenant e´tabli dans chaque situation
ci-dessus. Le noyau technique de cet article est donc de prouver que notre facteur ∆ se descend
en les bons facteurs aux alge`bres de Lie. On demande de plus que les facteurs ainsi descendus
soient normalise´s dans le cas non ramifie´.
Re´capitulons la structure de cet article.
– Dans §2, on recueille les de´finitions et proprie´te´s de base du groupe me´taplectique. L’usage
de cocycles est minimaliste. Il y a aussi des discussions de reveˆtements non line´aires en
ge´ne´ral.
– Dans §3, on parame`tre explicitement les classes de conjugaison dans les groupes clas-
siques. La classification est bien connue. Remarquons que notre convention diffe`re de
celle de [82] (voir 3.3.6). Faute d’avoir une re´fe´rence comple`te, on y reproduit toutes les
de´monstrations.
– Dans §4, on rappelle les formules du caracte`re de la repre´sentation de Weil dues a` Maktouf
[59] en suivant l’approche de T. Thomas [79]. Leurs approches reposent sur le mode`le de
Schro¨dinger du groupe me´taplectique. Ces formules servent aussi a` caracte´riser le scindage
au-dessus d’un parabolique de Siegel (4.1.7). Pour traiter le cas non ramifie´, il faudra aussi
e´tudier le caracte`re via le mode`le latticiel.
– Dans §5, les fondations de l’endoscopie sont mises en place. On e´tablit aussi des re´sultats
utiles pour les articles qui feront suite.
– La section §6 traite le transfert archime´dien. On re´concilie le formalisme de Renard avec
le noˆtre. On prouve que nos facteurs de transfert co¨ıncident et le transfert archime´dien
en re´sulte.
– La section §7 est consacre´e a` la descente semi-simple. La descente des termes ∆′, ∆′′
repose sur des formules de Maktouf et le calcul de l’indice de Weil de la forme de Cayley
(4.3.4). D’autre part, la descente du terme ∆0 est une manipulation des symboles locaux
et des formes quadratiques.
– La section §8 reprend les arguments pour l’endoscopie des groupes re´ductifs (cf. [84]) ;
on e´tablit le transfert non archime´dien et le lemme fondamental pour les unite´s par la
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me´thode de descente.
Dans §6-§7, on travaillera avec le reveˆtement me´taplectique a` f feuillets avec 8|f . Dans §8, on
supposera f = 8.
Enfin, signalons un autre formalisme de l’endoscopie pour S˜p(2n) propose´ par Renard dans
[71] pour le cas F = R. Grosso modo, les donne´es endoscopiques elliptiques sont toujours en
bijection avec les paires (n′, n′′) ∈ Z2≥0 telles que n′ + n′′ = n, mais les groupes endoscopiques
sont S˜p(2n′) × S˜p(2n′′). Le facteur de transfert est ∆0. Nous e´tudierons une variante de ce
formalisme en de´tail dans §6, dont les de´finitions marchent dans le cas non archime´dien sans
modification. En particulier, on peut parler du transfert d’inte´grales orbitales a` la Renard.
Remarquons que l’on peut de´duire le transfert a` l’aide du transfert a` la Renard compose´
avec le transfert de S˜p(2k) vers SO(2k+ 1) (associe´ a` la paire (k, 0)) pour k = n′ et k = n′′. Vu
la de´finition du facteur de transfert ∆ = ∆′∆′′∆0, cette approche paraˆıt raisonnable. En effet,
le transfert pour F = R sera de´montre´ de cette fac¸on dans §6. Re´ciproquement, si l’on peut
montrer que chaque inte´grale orbitale stable sur SO(2m+ 1) provient de S˜p(2m) via transfert,
alors le transfert a` la Renard re´sulte de notre formalisme. On espe`re revenir un jour sur cette
question.
Conventions
On note S1 le groupe {z ∈ C× : |z| = 1}. Si f ∈ Z, on note µf le groupe {z ∈ C× : zf = 1}.
Si A est une alge`bre centrale semi-simple de dimension finie sur un corps F , on note la trace et
la norme re´duite par trA/F et NA/F respectivement.
Corps locaux Soit F un corps local non archime´dien, on note oF l’anneau des entiers, pF
l’ide´al maximal de oF et $F une uniformisante choisie. On prend toujours la valuation v sur
F telle que v($F ) = 1. Le conducteur d’un caracte`re additif ψ : F → S1 non-trivial est le plus
grand sous oF -module a de F tel que ψ|a = 1. Le symbole de Hilbert quadratique pour le corps
local F est note´ par (·, ·)F . Le groupe de Galois absolu de F est note´ ΓF .
Groupes re´ductifs Soit F un corps et M un F -groupe re´ductif. La composante connexe de
M est note´e M0. Soit R une F -alge`bre commutative, on note l’ensemble de R-points de M par
M(R). Lorsque M est un groupe classique, on confond syste´matiquement M(F ) et M .
Supposons que M agit alge´briquement sur une F -varie´te´ X. Pour x ∈ X(F ), on note Mx ⊂
M son fixateur et Mx := (M
x)0. Par exemple, M agit sur lui-meˆme par conjugaison et on
obtient ainsi les commutants.
Supposons M connexe et soit m ∈ M(F ). La classe de conjugaison contenant m est note´e
O(m). On dira que m1,m2 ∈ M(F ) sont ge´ome´triquement conjugue´s s’ils sont conjugue´s par
M(F¯ ). La classe de conjugaison ge´ome´trique contenant m ∈ M(F ) est note´e par Ogeo(m).
L’ensemble de classes de conjugaison (resp. conjugaison ge´ome´trique) semi-simples dans M est
note´ par Css(M) (resp. C
ge´o
ss (M)). L’ensemble des e´le´ments semi-simples dans M(F ) est note´
M(F )ss. On dira qu’un e´le´ment m ∈ M(F )ss est re´gulier si Mm est un tore, on dira qu’il est
fortement re´gulier si de plus Mm = Mm. L’ouvert de Zariski des e´le´ments semi-simples re´guliers
dans M est note´ Mreg.
Soient m1,m2 ∈ M(F )ss, on dira qu’ils sont stablement conjugue´s s’il existe x ∈ M(F¯ ) tel
que x−1m1x = m2 et xσ(x)−1 ∈ Mm1(F¯ ) pour tout σ ∈ ΓF . La classe de conjugaison stable
contenant m est note´e par Ost(m) ; l’ensemble de classes de conjugaison stable semi-simples
dans M est note´e par C stss (M). Si m est fortement re´gulier, alors Ogeo(m) = Ost(m). On dit
qu’une fonction φ est stablement invariante si Ost(x) = Ost(y) implique φ(x) = φ(y).
Section 2 23
E´le´ments compacts Soit F un corps local non archime´dien de caracte´ristique re´siduelle
p. Soient M un F -groupe re´ductif connexe et δ ∈ M(F ). On dit que δ est compact si l’en-
semble δZ est d’adhe´rence compacte dans M(F ). On dit que δ est topologiquement unipotent si
limn→∞ δp
n
= 1. Soit X ∈ m(F ), notons T le plus grand F -tore central dans le commutant de sa
partie semi-simple Xs. On dit que X est topologiquement nilpotent si |x∗(Xs)|F < 1 pour tout
x∗ ∈ X∗(T ). Si p est assez grand (voir [84] 4.4 pour une borne explicite), l’exponentielle fournit
un home´omorphisme de l’ensemble des e´le´ments topologiquement nilpotents sur l’ensemble des
e´le´ments topologiquement unipotents. Tout e´le´ment compact δ admet une de´composition de Jor-
dan topologique δ = exp(X)η = η exp(X), ou` X est topologiquement nilpotent et η est d’ordre
fini premier a` p. Cette de´composition est unique, η et exp(X) appartiennent a` l’adhe´rence de
δZ. Les de´tails se trouvent, par exemple, dans [84] 5.2.
Formes quadratiques Dans ce texte, on ne conside`re que les formes quadratiques non
de´ge´ne´re´es. Soient A un anneau commutatif avec 12 et a1, . . . , am ∈ A×, on note 〈a1, . . . , am〉 la
A-forme quadratique sur Am de´finie par
(x1, . . . , xm) 7→ a1x21 + . . . amx2m.
On note par H la forme hyperbolique de rang 2. On abre`ge souvent une forme quadratique
(V, q) par q. Si F est un corps local et q est une F -forme quadratique, on note det q le de´terminant
de q et s(q) l’invariant de Hasse de q. On note la somme orthogonale des formes q1 et q2 par
q1 ⊕ q2. Pour un caracte`re additif non-trivial ψ : F → S1 et une F -forme quadratique q, notons
γψ(q) l’indice de Weil de´fini dans [89]. Il induit un homomorphisme du groupe de Witt W (F )
vers µ8.
2 Le groupe me´taplectique
2.1 Reveˆtements de groupes re´ductifs
Soient F un corps local et m ∈ Z≥1. Soient M un F -groupe alge´brique et p : M˜ →M(F ) une
extension centrale de groupes topologiques telle que Ker (p) ' µm ; on l’appelle un reveˆtement
a` m feuillets. Il y a une notion naturelle d’e´quivalence pour de tels reveˆtements. Le groupe M˜
est localement compact. De plus, il est totalement discontinu si F est non archime´dien. Nous
fixons toujours une identification Ker (p) = µm.
Supposons M re´ductif. Soit P un sous-groupe parabolique de´fini sur F dont U est le radical
unipotent. Alors il existe un unique scindage s : U(F ) → M˜ pour p, qui est invariant par
conjugaison par P (F ) ([66], appendice A).
Objets spe´cifiques Soit C∞c (M˜) l’alge`bre des fonctions lisses a` support compact sur M˜ ,
munie du produit de convolution. Il y a une de´composition
C∞c (M˜) =
⊕
χ∈Hom(µm,C×)
C∞c,χ(M˜)
selon l’action par translation par µm. Idem pour l’espace des fonctions de Schwartz S(M˜) lorsque
F est archime´dien.
Soit χ ∈ Hom(µm,C×). Une fonction dans C∞c,χ(M˜) (resp. Sχ(M˜)) est dite χ-e´quivariante.
Ceci permet de de´finir la notion de distributions χ-e´quivariantes. Une repre´sentation pi de M˜
est dite χ-e´quivariante si pi|µm est une somme de χ. Le caracte`re d’une repre´sentation de M˜ ,
pourvu qu’il soit bien de´fini, est χ-e´quivariante si et seulement si sa repre´sentation l’est.
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Notons χ− : µm ↪→ C× le plongement standard. Pour χ = χ− (resp. χ = χ−1− ), les objets
χ-e´quivariants sont abre´ge´s comme spe´cifiques (resp. anti-spe´cifiques). Les objets spe´cifiques
(resp. anti-spe´cifiques) sont affecte´s de l’indice − (resp. ). Par exemple, on de´finit les espaces
C∞c,−(M˜) et C∞c, (M˜). Lorsque F est archime´dien, on de´finit de la meˆme manie`re les espaces
S−(M˜) et S (M˜).
Pousser-en-avant Soit m|m′. On peut pousser-en-avant l’extension centrale 1→ µm → M˜ →
M(F ) → 1 via µm ↪→ µm′ et on obtient ainsi un reveˆtement a` m′-feuillets p′ : M˜ ′ → M(F ).
On le note aussi par M˜ ′ = M˜ ×µm µm′ . La restriction de M˜ ′ a` M˜ identifie les objets spe´cifiques
sur M˜ ′ a` ceux sur M˜ (par exemple les fonctions, les repre´sentations etc...). De meˆme pour les
objets anti-spe´cifiques.
Tout reveˆtement que l’on rencontrera dans cet article provient d’un reveˆtement a` deux
feuillets. Indiquons un passage entre objets spe´cifiques et anti-spe´cifiques dans telles situations.
Proposition 2.1.1. Soient m ∈ 2Z≥1, p : M˜ → M(F ) un reveˆtement a` deux feuillets et
M˜ ′ := M˜ ×µ2 µm. Alors il existe un caracte`re continu ξ : M˜ ′ → µm/2 tel que ξ([m˜, ε]) = ε−2.
L’application pi 7→ pi⊗ξ est une bijection des repre´sentations spe´cifiques sur les repre´sentations
anti-spe´cifiques. L’application f 7→ fξ induit un isomorphisme d’alge`bres C∞c,−(M˜ ′) ∼→ C∞c, (M˜ ′) ;
elle induit un isomorphisme S−(M˜ ′) ∼→ S (M˜ ′) si F est archime´dien.
De´monstration. On ve´rifie que ξ est bien de´fini et continu. Le reste en re´sulte imme´diatement.
Remarque 2.1.2. On aura parfois besoin de conside´rer M˜ ′ := M˜ ×µm C×, qui est une exten-
sion de M(F ) par C×. Les de´finitions ci-dessus sont pareilles pour M˜ ′ et on a toujours ladite
e´quivalence entre objets spe´cifiques/anti-spe´cifiques.
Si F est un corps global et A son anneau d’ade`les, alors les terminologies pre´ce´dentes
s’adaptent aux reveˆtements de M(k) ou` k est une sous-alge`bre de A munie de la topologie
induite.
Nous adoptons syste´matiquement la convention de de´signer un e´le´ment dans M˜ par m˜, etc.,
et sa projection dans M(F ) par m, etc.
2.2 La repre´sentation de Weil et le groupe me´taplectique local
Soit F un corps local de caracte´ristique nulle. On fixe un caracte`re additif non trivial ψ :
F → S1.
Soient n > 0 et (W, 〈·|·〉) un F -espace symplectique de dimension 2n. On supprime souvent
la forme 〈·|·〉 quand on parle d’un tel espace.
Le groupe de Heisenberg H(W ) associe´ a` (W, 〈·|·〉) est l’espace W × F muni du produit
(w, t) · (w′, t′) =
(
w + w′, t+ t′ +
〈w|w′〉
2
)
.
Le centre de H(W ) est {0} × F ' F , on l’identifie a` F .
Notons Sp(W ) le groupe symplectique associe´ a` (W, 〈·|·〉). Il agit sur H(W ) par
g · (w, t) = (g(w), t).
Le the´ore`me de Stone-von Neumann affirme qu’il existe une et une seule repre´sentation lisse
irre´ductible (ρψ, Sψ) de H(W ) de caracte`re central ψ, a` isomorphisme pre`s. De plus, une telle
repre´sentation est admissible et unitarisable.
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Soit g ∈ Sp(W ). La repre´sentation
ρgψ : h 7→ ρψ(g · h)
ve´rifie encore les proprie´te´s du the´ore`me de Stone-von Neumann, d’ou` un ope´rateur d’entrela-
cement M [g] : Sψ :→ Sψ tel que
M [g] ◦ ρψ = ρgψ ◦M [g].
L’ope´rateur M [g] est unique a` une constante multiplicative pre`s, donc g 7→ M [g] est un ho-
momorphisme Sp(W ) → PGL(Sψ). Si l’on remplace (ρψ, Sψ) par sa version unitaire, on peut
supposer que M [g] est une isome´trie.
Posons
Spψ(W ) := {(g,M) ∈ Sp(W )×GL(Sψ) : M ◦ ρψ = ρgψ ◦M}.
Cela fournit une extension centrale de Sp(W ) par C× et Spψ(W ) admet une structure naturelle
de groupe localement compact ([89], §35). Notons S˜p(2)(W ) le groupe de´rive´ de Spψ(W ).
Si F = C, le reveˆtement p : S˜p
(2)
(W ) → Sp(W ) est scinde´ et on identifie S˜p(2)(W ) a`
µ2 × Sp(W ) ; sinon, p est l’unique reveˆtement non trivial a` deux feuillets de Sp(W ). C’est
pourquoi nous avons supprime´ l’indice ψ. La repre´sentation de Weil attache´e a` ψ est la compose´e
ωψ : S˜p
(2)
(W ) ↪→ Spψ(W ) → GL(Sψ). Elle se de´compose en deux morceaux non-isomorphes
irre´ductibles, l’un dit pair (+) et l’autre impair (−) :
ωψ = ω
+
ψ ⊕ ω−ψ ,
ou` les repre´sentations ω±ψ sont admissibles et unitarisables. Cela permet de de´finir ses caracte`res
comme distributions spe´cifiques sur S˜p
(2)
(W ).
Soit f ∈ 2Z≥1. Posons
S˜p
(f)
(W ) := S˜p
(2)
(W )×µ2 µf .
Notons le reveˆtement S˜p
(f)
(W )→ Sp(W ) par la meˆme lettre p. On obtient ainsi une famille de
reveˆtements indexe´e par 2Z≥1 telle que S˜p
(f)
(W ) ⊂ S˜p(f
′)
(W ) si et seulement si f |f ′. Regardons
ω±ψ comme repre´sentations spe´cifiques sur les S˜p
(f)
(W ). Idem pour leurs caracte`res.
Dans le cas F = C, on a un scindage canonique S˜p
(f)
(W ) ' µf × Sp(W ). Dans le cas trivial
W = {0}, nos de´finitions entraˆınent que S˜p(f)(W ) = µf .
2.3 Sous-groupes et re´seaux hyperspe´ciaux
Supposons que F est non archime´dien de caracte´ristique re´siduelle p > 2. Soit L ⊂ W un
oF -re´seau, on de´finit son re´seau dual comme
L∗ := {w ∈W : ∀m ∈ L, 〈w|m〉 ∈ oF }.
Un re´seau L dans W est dit autodual si L∗ = L. De tels re´seaux existent toujours.
The´ore`me 2.3.1. Si L est un re´seau dans W tel que L∗ = L ou L∗ = pFL, alors KL :=
StabSp(W )(L) est un sous-groupe hyperspe´cial de Sp(W ). Cela fournit une correspondance bi-
univoque entre les sous-groupes hyperspe´ciaux et les re´seaux L tels que L∗ = L ou L∗ = pFL.
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Un tel re´seau L de´termine un mode`le de Sp(W ) sur oF . On de´finit le re´seau hyperspe´cial
dans sp(W ) associe´ a` L par kL := sp(W, oF ). Si l’on remplace 〈·|·〉 par $F 〈·|·〉 alors cela a
pour effet d’e´changer les re´seaux L avec L∗ = L et ceux avec L∗ = $FL, a` homothe´thie pre`s ;
pourtant Sp(W ) ne change pas.
Observons aussi que Sp(W ) agit transitivement sur les re´seaux autoduaux. Nous avons fixe´
une forme symplectique 〈·|·〉 sur W , cela a l’effet de distinguer une classe de conjugaison cano-
nique de sous-groupes hyperspe´ciaux de Sp(W ), a` savoir ceux associe´s aux re´seaux autoduaux.
On ne conside`re que des tels sous-groupes hyperspe´ciaux dans cet article.
2.4 Mode`les de la repre´sentation de Weil
Nous donnerons deux constructions pour la repre´sentation (ρψ, Sψ) et les ope´rateurs d’en-
trelacement M [g] dans les de´finitions pre´ce´dentes. Commenc¸ons par une construction ge´ne´rale.
Soit A ⊂W un sous-groupe tel que AF := A× F est un sous-groupe abe´lien maximal dans
H(W ) ; ceci est e´quivalent a` A = A⊥ ou` A⊥ := {w ∈ W : ∀a ∈ A, ψ(〈a,w〉) = 1}. Puisque
AF /({0} × Ker (ψ)) est abe´lien, il existe un caracte`re ψA : AF → S1 qui prolonge 1 × ψ sur
{0} × F . On de´finit
(ρA, SA) := Ind
H(W )
AF
(ψA).
The´ore`me 2.4.1. (ρA, SA) est une repre´sentation lisse irre´ductible de caracte`re central ψ.
Le mode`le de Schro¨dinger
Les de´tails se trouvent dans [78, 79].
Un sous-espace ` ⊂W est dit un lagrangien dans W si ` est totalement isotrope de dimension
maximale pour 〈·|·〉. Notons Lagr(W ) l’ensemble des lagrangiens dans W .
Dans la construction ci-dessus, prenons pour A = ` ∈ Lagr(W ). Dans ce cas-la` `F = `× F
comme groupes topologiques, et on peut prendre ψ` = 1 × ψ. Soit (ρ`, S`) la repre´sentation
ainsi obtenue. On fixe une mesure de Haar sur ` et on prend la mesure autoduale sur W par
rapport a` ψ(〈·|·〉). La repre´sentation (ρ`, S`) s’identifie a` l’espace des vecteurs lisses de l’induite
compacte ind
H(W )
`F
(ψ`).
Soit `′ un autre lagrangien muni d’une mesure de Haar. P. Perrin a de´fini un ope´rateur
d’entrelacement canonique
F`′,` : S` → S`′ .
C’est essentiellement une transformation de Fourier partielle convenablement normalise´e.
Soit g ∈ Sp(W ), alors on obtient une isome´trie par transport de structures :
g∗ : S` → Sg`.
De´finissons
M`[g] := F`,g` ◦ g∗ = g∗ ◦Fg−1`,`.
On ve´rifie que (g,M`[g]) ∈ Spψ(W ). Grosso modo, la repre´sentation ω˜ψ sur Spψ(W ) ne peut
pas eˆtre de´finie sur Sp(W ) car F`′′,`′ ◦F`′,` n’est pas e´gale a` F`′′,`, mais diffe`re par un nombre
complexe de module 1 (`, `′, `′′ ∈ Lagr(W ) quelconques). Pour expliciter cette obstruction,
re´capitulons des proprie´te´s de l’indice de Maslov telle qu’elles sont e´nonce´es par T. Thomas
[78].
E´tant donne´s `1, . . . , `m ∈ Lagr(W ) (m ≥ 3), On de´finit une F -forme quadratique τ(`1, . . . , `m).
Elle s’appelle l’indice de Maslov. Soit [τ(`1, . . . , `m)] sa classe dans le groupe de Witt W (F ) ;
cette classe satisfait aux proprie´te´s suivantes.
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1. Invariance symplectique. Pour tout g ∈ Sp(W ),
τ(`1, . . . , `m) ' τ(g`1, . . . , g`m).
2. Additivite´ symplectique. Soient W1,W2 deux F -espaces quadratiques et W := W1 ⊕
W2. Si `1, . . . , `m ∈ Lagr(W1) et `′1, . . . , `′m ∈ Lagr(W2), alors
τ(`1 ⊕ `′1, . . . , `m ⊕ `′m) ' τ(`1, . . . , `m)⊕ τ(`′1, . . . , `′m).
3. Syme´trie diedrale.
τ(`1, . . . , `m) ' τ(`2, . . . , `m, `1),
[τ(`1, . . . , `m)] = −[τ(`m, . . . , `1)].
4. Condition de chaˆıne. Pour tout 3 ≤ k < m, on a
[τ(`1, . . . , `m)] = [τ(`1, . . . , `k)] + [τ(`1, `k, . . . , `m)].
Dans le cas m = 3, l’espace τ(`1, `2, `3) est Witt e´quivalent a` l’indice de Maslov de´fini par
Kashiwara [57]. Vu la condition de chaˆıne, cela de´termine [τ(`1, . . . , `m)] ∈ W (F ) pour m ≥ 3
quelconque. La dimension de τ est aussi calcule´e :
Proposition 2.4.2 ([78]). Regardons les lagrangiens `1, . . . , `m comme indexe´s par Z/mZ.
Alors :
dim τ(`1, . . . , `m) =
(m− 2) dimW
2
−
∑
i∈Z/mZ
dim(`i ∩ `i+1) + 2 dim
⋂
i∈Z/mZ
`i.
The´ore`me 2.4.3 (G. Lion, P. Perrin). Soient `1, . . . , `m ∈ Lagr(W ) (m ≥ 3). Alors
F`1,`m ◦ · · · ◦F`2,`1 = γψ(−τ(`1, . . . , `m)) · idS`1 .
Corollaire 2.4.4. Soit ` ∈ Lagr(W ), alors pour tout x, y ∈ Sp(W ) on a
M`[x] ·M`[y] = γψ(τ(`, y`, xy`))M`[xy].
On en de´duit un scindage au-dessus d’un sous-groupe parabolique de Siegel.
Proposition 2.4.5. Soit ` ∈ Lagr(W ). Notons P` le sous-groupe de Sp(W ) qui stabilise `, alors
σ` : x 7→ (x,M`[x]) fournit un scindage de p : Spψ(W )→ Sp(W ) au-dessus de P`(F ).
De´monstration. Vu la de´finition de la topologie sur Spψ(W ) ([89], §35), la continuite´ de σ` est
imme´diate. Il suffit que τ(`, x`, xx′`) = 0 pour tous x, x′ ∈ P`(F ). Or dans ce cas τ(`, x`, xx′`) =
τ(`, `, `), et 2.4.2 montre que sa dimension est ze´ro.
De´finition 2.4.6. L’e´le´ment σ`(−1) dans Spψ(W ) est central d’ordre 2. Il s’envoie sur −1 dans
Sp(W ). On le note abusivement par −1. Cette convention sera justifie´e par le fait qu’elle ne
de´pend pas de ` (2.4.7) et qu’elle est compatible avec tout scindage de p dont nous ferons usage
(2.5.3, 4.4.2).
On abre`ge souvent (−1) · x˜ par −x˜, pour tout x˜ ∈ Spψ(W ). L’inde´pendance du choix de `
re´sulte de la proposition suivante.
Proposition 2.4.7. L’e´le´ment −1 ∈ Spψ(W ) agit par ±id sur S±ψ .
De´monstration. Fixons ` ∈ Lagr(W ). On se rame`ne a` prouver que M`[−1] agit par ±id sur S±ψ ,
ce qui re´sulte des formules explicites dans [65] chapitre 2, II.6.
Il sera de´montre´ que −1 vit dans le reveˆtement S˜p(f)(W ) pourvu que 8|f (2.4.13). On
obtiendra aussi une caracte´risation de −1 par la valeur du caracte`re de la repre´sentation de
Weil.
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Le mode`le latticiel
Dans cette sous-section, F est suppose´ non archime´dien de caracte´ristique re´siduelle p > 2.
Fixons un oF -re´seau L ⊂W tel que L = L⊥ et prenons A = L dans la construction ge´ne´rale de
(ρA, SA). De tels re´seaux existent toujours.
Prenons LF = L × F . Puisque p > 2, LF est un sous-groupe de H(W ) et on peut prendre
ψL(a, t) = ψ(t). D’ou` une repre´sentation lisse (ρL, SL) de H(W ).
On choisit un syste`me de repre´sentants R ⊂ W de l’espace discret W/L. Pour tout r ∈ R,
de´finissons une fonction localement constante a` support compact fr : H(W )→ C par
fr((r
′ + a, t)) =
{
ψ
(
t+ 〈r
′|a〉
2
)
, si r′ = r
0, sinon
ou` r′ ∈ R et a ∈ L. Ces fonctions forment une base de SL. Si l’on munit SL du produit hermitien
(f |g) := ∑w˙∈W/L f(w, 0)g(w, 0) en rappelant que W/L est discret, alors {fr}r∈R est une base
orthonorme´e.
Proposition 2.4.8. Posons K := StabSp(W )(L). Pour x ∈ K, soit ML[x] : SL → SL l’ope´rateur
unitaire g(·) 7→ g(x−1(·)). Alors x 7→ (x,ML[x]) est un homomorphisme injectif continu de K
dans Spψ(W ). Ceci fournit un scindage de p : S˜p
(2)
(W )→ Sp(W ) au-dessus de K.
De´monstration. Pour la deuxie`me assertion, voir [65], Chapitre 2, II.10.
Le sous-groupe ouvert compact K est toujours hyperspe´cial. Nous identifions de´sormais K
comme un sous-groupe ouvert compact de S˜p
(2)
(W ).
Proposition 2.4.9. Soient {fr}r∈R les fonctions de´finies pre´ce´demment. Pour r, r′ ∈ R et
x ∈ K, on a
(ML[x]fr)(r
′, 0) =
ψ
(〈r|x−1(r′)− r〉
2
)
, si x−1(r′)− r ∈ L
0, sinon.
Autrement dit, si r′ ∈ R repre´sente la classe x−1(r) mod L, alors on a
(ML[x]fr) = ψ
(〈r|x−1(r′)〉
2
)
fr′ .
Remarque 2.4.10. Lorsque ψ est de conducteur oF , on a M
⊥ = M∗ pour tout re´seau M ⊂W ;
en particulier, L est autodual.
Remarque 2.4.11. Supposons ψ de conducteur oF . Posons
H(L) := L× oF .
C’est un sous-groupe ouvert compact de H(W ). Soit (ρψ, Sψ) une repre´sentation satisfaisant
aux e´nonce´s du the´ore`me de Stone-von Neumann. En utilisant le mode`le latticiel associe´ a un
re´seau autodual L, on montre que
dimC S
H(L)
ψ = 1.
En effet, cet espace engendre´ par la fonction caracte´ristique de L. Soit sL ∈ SH(L)ψ , sL 6= 0, alors
ML[x] est caracte´rise´ par ML[x](sL) = sL.
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Montrons une compatibilite´ entre le mode`le de Schro¨dinger et le mode`le latticiel qui sera
utile. Supposons qu’il existe `, `′ ∈ Lagr(W ) tels que W = `⊕ `′ et L = (` ∩ L)⊕ (`′ ∩ L). Soit
x ∈ Sp(W ) tel que x` = ` et x`′ = `′.
Proposition 2.4.12. Conservons les hypothe`ses ci-dessus. Soit T un F -tore maximal de´ploye´
dans P` ∩ P`′, alors M`[x] = ML[x] pour x ∈ T (F ) ∩K.
De´monstration. Du point de vue du mode`le de Schro¨dinger, S
H(L)
ψ est engendre´ sL := 1L∩`′
([65] chapitre 2, II. 10). On a ML[x](sL) = sL car x ∈ K. D’apre`s la formule explicite de M`[x]
([65] chapitre 2, II. 6), on a aussi M`[x](sL) = sL, d’ou` l’assertion.
La construction de Lion-Perrin
Le mode`le de Schro¨dinger conduit a` une construction du reveˆtement a` deux feuillets p :
S˜p
(2)
(W )→ Sp(W ), e´tudie´e syste´matiquement par Lion et Perrin [56].
Pour V un F -espace vectoriel de dimension finie, posons
o(V ) := (
max∧
V \ {0})/F×2.
C’est un torseur sous F×/F×2 ; ici nous adoptons la convention
∧0{0} = F de sorte que
o({0}) = F×/F×2. Un e´le´ment dans o(V ) est dit une orientation de V .
Soient `1, `2 ∈ Lagr(W ) et ei ∈ o(`i) (i = 1, 2). Les F -espaces vectoriels `1/(`1 ∩ `2) et
`2/(`1 ∩ `2) sont en dualite´ par rapport a` 〈·|·〉, d’ou` l’accouplement
〈·|·〉 : o(`1/(`1 ∩ `2))× o(`2/(`1 ∩ `2))→ F×/F×2.
Fixons une orientation e ∈ o(`1∩`2) et choisissons e¯i ∈ o(`i/(`1∩`2)) de sorte que e¯i∧e = ei
(i = 1, 2). De´finissons
A`1,`2 := 〈e¯1|e¯2〉 ∈ F×/F×2.
C’est inde´pendant du choix de e.
Fixons maintenant ` ∈ Lagr(W ) et e ∈ o(`). Pour tout g ∈ Sp(W ), munissons g` de l’orien-
tation transporte´e. On de´finit
mg(`) := γψ(1)
dimW
2
−dim g`∩`−1γψ(Ag`,`).
Cela ne de´pend pas du choix de l’orientation e. On construit S˜p
(2)
(W ) comme l’ensemble des
(g, t), g ∈ Sp(W ), t : Lagr(W )→ C×
tels que
– t(`)2 = mg(`)
2 pour tout ` ;
– t(`′) = γψ(τ(`, g`, g`′, `′))t(`) pour tout `, `′.
La multiplication dans S˜p
(2)
(W ) est de´finie par (g, t)(g′, t′) = (gg′, tt′ · cg,g′) ou`
cg,g′(`) = γψ(τ(`, g`, gg
′`)).
On de´finit p : S˜p
(2)
(W ) → Sp(W ) par p(g, t) = g. En utilisant les proprie´te´s de l’indice de
Maslov, on ve´rifie que la multiplication est bien de´finie et associative, et que p est un reveˆtement
a` deux feuillets. L’e´le´ment neutre est (1,1) ou` 1 est la fonction constante de valeur 1.
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Soit ` ∈ Lagr(W ), on de´finit la fonction d’e´valuation ev` par
(I.2) ∀(g, t) ∈ S˜p(2)(W ), ev`(g, t) = t(`).
E´tant fixe´ un lagrangien ` ∈ Lagr(W ), on a un plongement de S˜p(2)(W ) dans Spψ(W ) par
le mode`le de Schro¨dinger :
(g, t) 7→ (g, t(`)M`[g]).
L’image ne de´pend pas du choix de ` et cela identifie S˜p
(2)
(W ) au sous-groupe de´rive´ de Spψ(W ).
Notons P = P` le stabilisateur de ` ; c’est le sous-groupe parabolique de Siegel associe´ a` `.
Le re´sultat suivant affirme que le reveˆtement S˜p
(8)
(W ) est suffisamment grand pour re´aliser le
mode`le de Schro¨dinger.
Proposition 2.4.13. Le scindage σ` : P (F )→ Spψ(W ) dans 2.4.5 est a` valeurs dans S˜p
(8)
(W ).
En particulier, l’e´le´ment −1 dans 2.4.6 appartient a` S˜p(8)(W ).
De´monstration. On a σ`(g) = (g,M`[g]). Il existe t : Lagr(W ) → C× tel que (g, t) ∈ S˜p
(2)
(W ).
On voit que σ`(g) et l’image de (g, t) dans Spψ(W ) diffe`rent par t(`) ∈ C×. D’apre`s la construc-
tion de Perrin-Lion, t(`) est un produit des indices de Weil γψ(·), qui appartiennent a` µ8. D’ou`
l’assertion.
Remarque 2.4.14. Soit P` = MU une de´composition de Le´vi, alors le scindage est unique sur
U(F ) ([65], appendice 1). Nous donnerons une caracte´risation de σ`|M en termes du caracte`re
de ωψ (4.1.8).
2.5 Le cas global
Dans cette section F est un corps de nombres. Notons A l’anneau d’ade`les associe´ a` F .
Fixons un caracte`re non-trivial ψ : A/F → S1, regarde´ aussi comme un caracte`re de A avec
de´composition en composantes locales
ψ =
⊗
v
ψv.
Fixons un F -espace symplectique (W, 〈·|·〉) de´fini sur oF , notons L l’ensemble de oF -points
de W , c’est un oF -re´seau dans W . Pour toute place v de F , on construit les objets suivants :
(Wv, 〈·|·〉) := (W, 〈·|·〉)⊗F Fv;
H(Wv) : le groupe de Heisenberg;
(ρv, Sv) : repre´sentation irre´ductible lisse de caracte`re central ψv;
Spψ(Wv), S˜p
(f)
(Wv),pv : les reveˆtements (f ∈ 2Z≥1);
ωψv : la repre´sentation de Weil.
Pour presque toute place finie v, ψv est de conducteur ov et le comple´te´ Lv de L est autodual.
Pour une telle v, posons Kv := Stab(Lv) et sv ∈ Sv le vecteur correspondant a` la fonction
caracte´ristique de Lv pour le mode`le latticiel (cf. 2.4.11).
On de´finit (ρψ, Sψ) =
⊗′
v(ρv, Sv), produit restreint par rapport aux vecteurs sv. On de´finit
le groupe de Heisenberg ade´lique H(W,A) par rapport a` L, alors (ρψ, Sψ) est une repre´sentation
de H(W,A) de caracte`re central ψ. Le groupe Sp(W,A) agit sur H(W,A) de fac¸on naturelle.
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On sait construire le produit restreint
∏′
vS˜p
(f)
(Wv) par rapport aux Kv. Posons
N :=
{
(εv) ∈
⊕
v
Ker (pv) =
⊕
v
µf :
∏
εv = 1
}
,
S˜p
(f)
(W,A) :=
∏′
v
S˜p
(f)
(Wv)/N.
On e´crit une classe dans S˜p
(f)
(W,A) comme [x˜v]v, ou` x˜v ∈ S˜p(f)(Wv) pour toute v.
Les projections locales (pv)v fournissent un reveˆtement p : S˜p
(f)
(W,A)→ Sp(W,A) et on a
Ker (p) = µf . On de´finit la repre´sentation de Weil ade´lique par ωψ :=
⊗′
v ωψv ; elle est spe´cifique.
On retrouve les avatars locaux pv : S˜p
(f)
(Wv) → Sp(Wv) comme les fibres de p au-dessus des
Sp(Wv).
Par ailleurs, on peut formuler une variante du the´ore`me de Stone-von Neumann pour
H(W,A), ce qui permet de de´finir
Spψ(W,A) := {(g,M) ∈ Sp(W,A)×GL(Sψ) : ρgψ ◦M = M ◦ ρψ}
comme dans le cas local. C’est une extension centrale de Sp(W,A) par C×. On de´finit S˜p
(2)
(W,A)
comme le groupe de´rive´ de Spψ(W,A). La repre´sentation de Weil ωψ provient de la projection
sur GL(Sψ), et on a
Spψ(W,A) = S˜p
(2)
(W,A)×µ2 C×.
On de´finit les S˜p
(f)
(W,A) en posant S˜p
(f)
(W,A) := S˜p
(2)
(W,A)×µ2 µf .
Remarque 2.5.1. Les constructions dans cette section ne de´pendent pas du choix de L. En
effet, si L, L′ sont deux tels re´seaux, alors Lv = L′v pour presque toute place finie v.
Pour formuler la the´orie des repre´sentations automorphes, il faudra un scindage canonique
de p au-dessus de Sp(W ). L’existence d’un tel scindage est duˆ a` Weil. C’est unique et a` image
dans S˜p
(2)
(W,A) car Sp(W ) est engendre´ par ses commutateurs. Donnons une construction
explicite. Fixons ` ∈ Lagr(W ), on construit les ope´rateurs M`v [x] pour tout x ∈ Sp(W ) et toute
place v de F ou` `v := `⊗F Fv.
Proposition 2.5.2. L’application
i : Sp(W )→ Spψ(W,A)
x 7→ (x,
⊗
v
M`v [x])
est un homomorphisme bien de´finie.
De´monstration. Prenons `′ ∈ Lagr(W ) tel que W = `⊕`′. Pour presque toute place finie v, on a
Lv = Lv∩`v⊕Lv∩`′v. D’apre`s les formules explicites pour M`v [x] et sv ([65] chapitre 2, II.6, II.10)
avec la de´composition de Bruhat, M`v [x] fixe sv pour presque tout v, donc
⊗
vM`v [x] ∈ GL(Sψ)
et i est bien de´fini.
Montrons que i est un homomorphisme. Soient x, y ∈ Sp(W ), alors
M`v [x]M`v [y] = γψv(τ(`, x`, xy`))M`v [xy].
L’espace quadratique τ(`, x`, xy`) est de´fini sur F . Graˆce a` la re´ciprocite´ de Weil ([89] §30,
Proposition 5), le produit
∏
v γψv(τ(`, x`, xy`)) vaut 1, cela permet de conclure.
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Corollaire 2.5.3. Pour toute place v, soit −1v ∈ S˜p(8)(Wv) l’e´le´ment conside´re´ dans 2.4.6.
Alors i(−1) est e´gal a` [−1v]v.
De´monstration. Si l’on plonge S˜p
(8)
(W,A) dans Spψ(W ), alors [−1v]v s’identifie a`
(−1,
⊗
v
M`v [−1]),
qui est e´gal a` i(−1) par ladite proposition.
3 Classes de conjugaison semi-simples dans les groupes clas-
siques
3.1 Formes hermitiennes
Dans cette section, F est un corps parfait de caracte´ristique 6= 2.
Formes pour les anneaux a` involutions Fixons A une F -alge`bre et τ une F -involution
de A (i.e. un antiautomorphisme de carre´ l’identite´). On dit qu’une telle paire (A, τ) est une
F -alge`bre a` involution. Lorsque A est e´tale, on supprime souvent l’involution et on exprime
l’alge`bre a` involution par A/A#, ou` A# est la sous-alge`bre fixe´e par τ . C’est loisible car les
donne´es A,A# de´terminent τ .
Soit M un A-module projectif a` droite de type fini. Lorsque A est commutatif, les modules
a` gauche et a` droite se confondent. Une application bi F -additive q : M ×M → A est dite une
forme sesquiline´aire si pour tout m,n ∈M et a, b ∈ A, on a
q(ma|nb) = τ(a)q(m|n)b.
Une telle application q e´quivaut a` un homomorphisme
gq :M →M∗ := HomA(M,A)
m 7→ q(m|−)
ou` on regarde le dual M∗ comme un A-module a` droite par (fa)(m) = τ(a)f(m) pour tout
a ∈ A, m ∈M .
Une forme sesquiline´aire q est dite non-de´ge´ne´re´e si gq est un isomorphisme. Soit  = ±1, on
dit que q est -hermitienne si q est non-de´ge´ne´re´e et q(m|n) = τ(q(n|m)) pour tout m,n ∈M ;
cela e´quivaut a` la commutativite´ du diagramme
M
gq //
·$

M∗
M∗∗
g∗q //M∗
ou` $ : M →M∗∗ est donne´e par $(m)(λ) = 〈λ,m〉 pour tous m ∈M ,λ ∈M∗. Il y a une notion
naturelle d’isome´tries entre ces formes. Notons la cate´gorie des (A, τ)-formes -hermitienne par
Herm(A, τ).
Voici quelques cas spe´ciaux que nous utiliserons plus tard.
– A = F , τ = id,  = 1 : les F -formes quadratiques.
– Idem, mais  = −1 : les F -formes symplectiques.
– A = E une extension quadratique de F , τ l’involution associe´e,  = 1 : les E/F -formes
hermitiennes.
– Idem, mais  = −1 : les E/F -formes anti-hermitiennes.
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Pousser-en-avant des formes Supposons donne´s une inclusion (A1, τ1) ↪→ (A2, τ2) et un
homomorphisme F -line´aire t : A2 → A1 tel que t ◦ τ2 = τ1 ◦ t. Soit q une (A2, τ2)-forme
-hermitienne, on en de´duit une (A1, τ1)-forme -hermitienne t∗q sur M (regarde´ comme un
A1-module) de´finie par
(t∗q)(m|n) = t(q(m|n)).
Formes en cate´gories Afin de classifier les classes de conjugaison, travaillons dans un cadre
plus abstrait. Une re´fe´rence possible est [45] II.
De´finition 3.1.1 (cf. [45] II 2). Une cate´gorie F -additive avec dualite´ est un triplet (C, ∗, $) ou`
C est une cate´gorie F -additive, ∗ est un foncteur Cop → C et $ : idC ∼→ ∗∗ est un isomorphisme
de foncteurs.
Une forme -hermitienne dans (C, ∗, $) est une paire (M,φ) ou` M est un objet dans C et φ
est un isomorphisme M
∼→M∗ tel que le diagramme
M
φ //
$M

M∗
M∗∗
φ∗ //M∗
est commutatif. On dit aussi qu’une forme -hermitienne est hermitienne si  = 1 et anti-
hermitienne si  = −1. On note la cate´gorie des formes -hermitienne dans C par Herm(C).
Soient (C1, ∗1, $1), (C2, ∗2, $2) deux cate´gories F -additives avec dualite´. Un morphisme entre
elles est une paire (G, η), ou` G est un foncteur F -additif C1 → C2 et η est un isomorphisme
G ◦ ∗1 ∼→ ∗2 ◦G, tels que
G(M)
$2

G($1)// G(M∗∗)
ηM∗

G(M)∗∗
(ηM )
∗
// G(M∗)∗
est commutatif pour tout M .
On de´finit aise´ment la somme orthogonale de formes -hermitiennes. Une isome´trie entre
deux formes -hermitiennes (M1, φ1), (M2, φ2) est un isomorphisme h : M1
∼→ M2 tel que
h∗φ2h = φ1.
Pour une cate´gorie F -additive (C, ∗, $) et un objet M dans C, on associe la forme -
hermitienne hyperbolique comme la forme H(M) := (M ⊕M∗, φ) ou` φ : M ⊕M∗ →M∗⊕M∗∗
a l’expression matricielle suivante
φ :
 0 idM∗
$M 0

Les formes -hermitiennes pour les anneaux discute´es pre´ce´demment sont des exemples de
ce formalisme.
Si (C, ∗, $) est un produit fini ∏ri=1(Ci, ∗i, $i), alors la cate´gorie des formes -hermitiennes
dans (C, ∗, $) est canoniquement isomorphe au produit des cate´gories des formes -hermitiennes
dans les (Ci, ∗i, $i).
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3.2 Kit de classification
Fixons maintenant  = ±1 et une F -alge`bre a` involution (A, τ) de la forme suivante :
– soit A = F , τ = id ;
– soit A = E une extension quadratique de F et τ la F -involution non triviale associe´e.
Si (M,h) est une (A, τ)-forme -hermitienne, on note U(M,h) son groupe d’isome´tries.
Conside´rons la cate´gorie F -additive avec dualite´ (H, ∗, $) (abre´ge´e comme H dans ce qui
suit) suivante :
– les objets sont les paires (M,x), ou` M est un A-module de type fini et x ∈ GLA(M) est
semi-simple ;
– un morphisme (M1, x1) → (M2, x2) est un homomorphisme A-line´aire f : M1 → M2 tel
que f ◦ x1 = x2 ◦ f ;
– pour tout objet (M,x), on de´finit (M,x)∗ = (M∗, (x−1)∗) ;
– l’isomorphisme $ : id
∼→ ∗∗ est l’isomorphisme canonique M ∼→M∗∗, pour tout M .
L’ensemble des classes d’isomorphismes de formes -hermitiennes dans H s’identifie a` celui
des triplets (M,h, x) ou` (M,h) est -hermitienne et x ∈ U(M,h) est semi-simple, a` isome´trie
pre`s.
Soit (H0, ∗, $) la cate´gorie F -additive avec dualite´ de (A, τ)-formes -hermitiennes. On a un
foncteur d’oubli H → H0. Pour classifier les classes de conjugaison semi-simples dans U(M,h),
il suffit de classifier les formes -hermitiennes dans H ayant une image dans H0 isomorphe a`
(M,h).
Pour ce faire, nous suivons la recette dans [45] II (6.6) qui est essentiellement une variante
de l’e´quivalence de Morita. Tout d’abord, on ve´rifie les proprie´te´s suivantes pour H et H0 (cf.
[45] II. (5.2), (6.3)) :
C1 : tout idempotent se scinde ;
C2 : tout objet M admet une de´composition M =
⊕m
i=1Ni ou` Ni est un objet inde´composable
et End(Ni) est un corps ; si Ni = (Vi, xi) est un objet dans H alors End(Ni) est engendre´
par xi sur A ;
C3 : pour tout objet M , le radical de Jacobson de End(M) est nul.
En effet, ces proprie´te´s ne font pas intervenir la dualite´ ∗, elles re´sultent de l’alge`bre line´aire.
Elles impliquent aussi la proprie´te´ de Krull-Schmidt pour H et H0, au sens suivant.
De´finition 3.2.1. On dit qu’une cate´gorie additive ve´rifie la proprie´te´ de Krull-Schmidt si
tout objet M admet une de´composition M =
⊕m
i=1Ni en objets inde´composables, unique a`
permutation et isomorphisme pre`s.
Le type d’un objet M dans une telle cate´gorie est l’ensemble des classes d’isomorphisme de
ses composantes inde´composables Ni.
La classification marchera en trois e´tapes. Soit (M,x, h) une forme -hermitienne dans H.
E´tape 1 Puisque H ve´rifie la proprie´te´ de Krull-Schmidt, on peut de´composer (M,x) selon
son type et puis regrouper par dualite´ de sorte que
(M,x, h) =
m⊕
i=1
(Mi, xi, hi),
ou` (Mi, xi) est de type Ni (avec Ni ' N∗i ) ou (Ni, N∗i ) (avec Ni 6' N∗i ) pour tout i.
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E´tape 2a Fixons 1 ≤ i ≤ m. Supposons d’abord (Mi, xi) de type Ni. D’apre`s [45] II (6.5.1)
l’objet Ni admet une structure d’une forme hermitienne ou anti-hermitienne, disons ki : Ni →
N∗i . Posons Ki := End(Ni) = A(xi), c’est un corps et il admet l’involution A-line´aire canonique
d’adjonction ([45] II (3.2)) :
τi : f 7→ k−1i f∗ki.
On a τi(xi) = x
−1
i et τi prolonge τ sur A. Posons K
#
i le sous-corps fixe´ par τi.
Lemme 3.2.2. Si xi 6= ±1, alors τi 6= id.
De´monstration. On a τi = id si et seulement si τi(xi) = xi, c’est-a`-dire xi = x
−1
i , ce qui contredit
l’hypothe`se car Ki est un corps.
Si xi = ±1, alors la classification de tels (Mi, xi, hi) e´quivaut a` la classification de (A, τ)−formes
-hermitiennes. Conservons l’hypothe`se que xi 6= ±1 dans ce qui suit.
E´tape 2b D’autre part, si (Mi, xi) est de type (Ni, N
∗
i ) alors il existe r tel que (Mi, xi) =
(Ni ⊕N∗i )⊕r car (Mi, xi) ' (Mi, xi)∗ ([45] II (6.4)). On pose
Ki := End(Ni ⊕N∗i ) = End(Ni)× End(N∗i ).
Il est muni de l’involution τi : (a, b) 7→ ($(b∗), a∗). La sous-alge`bre K#i fixe´e par τi est
isomorphe a` End(Ni), donc K
#
i est un corps. On a
(Ki, τi) ' (K#i ×K#i , (a, b) 7→ (b, a)).
De plus, xi s’identifie a` l’e´le´ment (xi|Ni , (xi|−1Ni )∗) ∈ K×i . Montrons que τi(xi) = x−1i 6= xi.
En effet, si τi(xi) = xi alors xi|Ni = xi|−1Ni , d’ou` xi|Ni = ±1 car End(Ni) est un corps, mais cela
implique que Ni ' N∗i , qui est contradictoire.
E´tape 3 Supposons pour l’instant que xi 6= ±1 pour tout 1 ≤ i ≤ m. Pour tout i, posons
Qi :=
{
Ni, si (Mi, xi) est de type (Ni),
Ni ⊕N∗i si (Mi, xi) est de type (Ni, N∗i ).
Les objets Ki,K
#
i , τi sont de´finis comme pre´ce´demment. On peut identifier (non canonique-
ment) l’espace sous-jacent de Qi a` Ki. De´finissons ki : Qi → Q∗i qui correspond a` la forme trace
sur le A-espace vectoriel Ki
(q, q′) 7→ trKi/A(τi(q)q′).
Alors (Qi, ki) est une forme hermitienne dans H car τi(xi) = x
−1
i .
Posons maintenant Q :=
⊕m
i=1Qi, muni du morphisme k =
⊕
ki : Q
∼→ Q∗ de sorte que
(Q, k) est une forme hermitienne. On construit les objets suivants :
K :=
⊕
i
Ki = End(Q),
x := (xi)i, K = A[x],
K# :=
⊕
i
K#i ,
τK :=
⊕
τi.
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Alors K est une A-alge`bre e´tale dont τK est une involution prolongeant τ : A→ A, τK(x) =
x−1 et K# est la sous-alge`bre fixe´e par τ .
Posons H|Q la sous-cate´gorie pleine de H dont les objets sont facteurs directs des Q⊕r (r ≥ 1).
Elle contient (M,x). Conside´rons le foncteur G := HomH(Q,−) de H|Q dans la cate´gorie des
K-modules projectifs de type fini. Il pre´serve les dualite´s et induit une e´quivalence de cate´gories
F -additives avec dualite´s ([45] II. §3). Cela induit aussi une e´quivalence
Herm(H|Q) ∼→ Herm(K, τK).
Donnons une forme plus utile de cette correspondance.
Proposition 3.2.3. Il existe une correspondance biunivoque
Herm(K, τK)
∼→ Herm(H|Q)
donne´e par
(M ′, h′) 7→ (trK/A)∗(M,h),
ou` M est muni de l’automorphisme qui agit par multiplication par x ∈ Q×.
De´monstration. Puisque la formation de cette application est compatible aux re´unions de types
{Ni}, {Ni, N∗i }, il suffit de conside´rer le cas Q = Qi pour un 1 ≤ i ≤ m. Soit M = Q⊕r,
l’isomorphisme
HomH(M,M
∗) ∼→ HomK(G(M), G(M)∗)
respecte l’action de EndH(M) = Matr×r(K) des deux coˆte´s. Prenons une (K, τ)-forme -
hermitienne (M,h) munie de la multiplication par x, alors trK/A∗(M,h) munie de l’action
de x est une forme -hermitienne dans H|Q. En faisant agir les endomorphismes “syme´triques”
dans EndH(M), on voit que toute forme -hermitienne sur H|Q est de la forme trK/A∗(M,h)
avec la multiplication par x. Cette correspondance est biunivoque.
Remarque 3.2.4. Si Qi = Ni ⊕ N∗i ou` Ni 6' N∗i , alors toute forme -hermitienne dans H|Qi
est hyperbolique([45] II (6.4)).
Conclusion Compte tenu des raisonnements ci-dessus, on a obtenu :
The´ore`me 3.2.5. Soit (M,h) une (A, τ)-forme -hermitienne. Les classes de conjugaison semi-
simples dans U(M,h) sont parame´tre´es par les donne´es suivantes.
– Une A-alge`bre e´tale de type fini K et une involution τK : K → K. La sous-alge`bre fixe´e
par τK est note´e par K
#.
– Un e´le´ment semi-simple x ∈ K× tel que τ(x) = x−1, x 6= ±1 et K = A[x].
– Une (K, τK)-forme -hermitienne (MK , hK). Quitte a` re´tre´cir (K, τK), on peut supposer
que (MK , hK) est fide`le.
– Deux (A, τ)-formes -hermitiennes (M+, h+) et (M−, h−).
Ces parame`tres sont soumis a` la condition
(M,h) ' trK/A∗(MK , hK)⊕ (M+, h+)⊕ (M−, h−).
Il y a une notion e´vidente d’e´quivalence pour les parame`tres. Les parame`tres pour une classe
de conjugaison semi-simple sont uniquement de´termine´s a` e´quivalence pre`s.
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Pre´cisons cette correspondance. E´tant donne´ un tel parame`tre
(K/K#, x, (MK , hK), (M±, h±)),
on fixe un isomorphisme
φ : (M,h)
∼→ (M0, h0) := trK/A∗(MK , hK)⊕ (M+, h+)⊕ (M−, h−).
Il induit φ∗ : U(M0, h0)
∼→ U(M,h). Soit x0 ∈ U(M0, h0) qui agit comme multiplication par
x sur MK et comme ±id sur M±. Alors O(φ∗(x0)) est la classe cherche´e ; elle ne de´pend pas du
choix de φ. La classe ainsi obtenue est note´e O(K/K#, x, (MK , hK), (M±, h±)).
Remarque 3.2.6. Si A = E est une extension quadratique de F , alors K = K# ⊗F E.
Discutons deux ope´rations sur les parame`tres.
Somme directe Soient (M ′, h′), (M ′′, h′′) deux (A, τ)-formes -hermitiennes et posons (M,h) :=
(M ′, h′)⊕(M ′′, h′′), alors on dispose d’un homomorphisme ι : U(M ′, h′)×U(M ′′, h′′)→ U(M,h).
Soient (K ′/K ′#, x′, (MK′ , hK′), (M ′±, h′±)) un parame`tre pour O(g′) ∈ U(M ′, h′) et
(K ′′/K ′′#, x′′, (MK′′ , hK′′), (M ′′±, h′′±)) un parame`tre pour O(g′′) ∈ U(M ′′, h′′). On de´finit leur
somme directe
(K ′/K ′#, x′, (MK′ , hK′), (M ′±, h
′
±))⊕ (K ′′/K ′′#, x′′, (MK′′ , hK′′), (M ′′±, h′′±))
comme un parame`tre (K/K#, x, (MK , hK), (M±, h±)) ou`
(K, τK) = (K
′, τK′)× (K ′′, τK′′)
comme F -alge`bres a` involutions, (MK , hK) = (MK′ , hK′) ⊕ (MK′′ , hK′′) la (K, τK)-forme -
hermitienne correspondante, et on de´finit (M±, h±) := (M ′±, h′±) ⊕ (M ′′±, h′′±). Alors
(K/K#, x, (MK , hK), (M±, h±)) parame`tre la classe O(ι(g′, g′′)) ∈ U(M,h).
Pousser-en-avant Soient L une extension finie de F et B := A⊗F L. Alors (B, id⊗τ) est une
extension finie de (A, τ). Soit (M,h) une (B, id ⊗ τ)-forme -hermitienne, alors (M, trB/A∗h)
est une (A, τ)-forme -hermitienne. On a une inclusion U(M,h) ⊂ U(M, trB/A∗h).
Soit (K/K#, x, (MK , hK), (M±, h±)) un parame`tre pour une classe O(g) dans U(M,h),
toutes les donne´es e´tant de´finies par rapport a` L, alors (K/K#, x, (MK , hK), (M±, trB/A∗h±))
parame`tre la classe O(g) dans U(M, trB/A∗h). Ici on regarde K/K# comme une F -alge`bre
e´tale.
De´composition
Remarque 3.2.7. Si l’on de´compose
(K/K#, x) =
∏
i∈I
(Ki/K
#
i , xi)
de sorte que K#i est un corps pour tout i, alors il y a un isomorphisme canonique
Herm(K, τK) '
∏
i∈I
Herm(Ki, τKi),
(MK , hK) '
∏
i∈I
(MKi , hKi).
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L’e´tude des (K, τK)-formes -hermitiennes se rame`ne a` celle des (Ki, τKi)-formes -hermitiennes.
Posons
I∗ := {i ∈ I : Ki est un corps}.
D’apre`s 3.2.4, il suffit de conside´rer les indices i ∈ I∗.
Remarque 3.2.8. Indiquons deux extensions de ce formalisme. D’abord on peut e´tendre cette
classification aux restrictions des scalaires de sche´mas en groupes classiques : cela e´quivaut a`
remplacer F par un sous-corps F0 ⊂ F . Ensuite, on peut aussi conside´rer des produits de la
forme
∏
i ResFi/F (Ui), ou` Fi est une extension finie de F et Ui est un groupe classique sur Fi,
pour tout i.
3.3 Parame´trage explicite
Maintenant on peut de´crire explicitement les classes de conjugaison dans les groupes clas-
siques et leurs commutants. Par conse´quent, on dispose aussi d’une description de la re´gularite´.
Les groupes symplectiques Prenons A = F ,  = −1 dans la classification ci-dessus. Soit
(W, 〈·|·〉) un F -espace symplectique, alors U(W, 〈·|·〉) = Sp(W ). Les classes de conjugaison semi-
simples dans Sp(W ) sont donc parame´tre´es par les donne´es suivantes.
– Donne´es (K/K#, x) comme dans 3.2.5, K = F [x].
– Une (K, τK)-forme anti-hermitienne (WK , hK) ou` WK est un K-module fide`le.
– Deux F -espaces symplectiques (W+, 〈·|·〉+) et (W−, 〈·|·〉−).
Les espaces symplectiques sont classifie´s par leur dimension, donc les parame`tres sont soumis a`
une seule condition
dimF WK + dimF W+ + dimF W− = dimF W.
Commutants. Soit g ∈ O(K/K#, x, (WK , hK), (W±, 〈·|·〉±)), alors
Sp(W )g = Sp(W )g = U(WK , hK)× Sp(W+)× Sp(W−).
De´composons K =
∏
i∈I Ki, τK = (τi), x = (xi), et (WK , hK) = ((Wi, hi))i∈I comme dans
3.2.7. Si i /∈ I∗ alors U(Wi, hi) ' GLK#i (ni) avec ni :=
1
2 dimK#i
Wi. D’ou` :
U(WK , hK) =
∏
i∈I∗
UKi,τi(Wi, hi)×
∏
i/∈I∗
GL
K#i
(ni).
Re´gularite´. La classe ainsi parame´tre´e est re´gulie`re si et seulement si W+ = W− = {0} et
WK ' K. Une classe re´gulie`re est force´ment fortement re´gulie`re.
Les groupes orthogonaux impairs Prenons A = F ,  = 1. Soit (V, q) un F -espace qua-
dratique de dimension impaire, alors U(V, q) = O(V, q). Les classes de conjugaison semi-simples
dans O(V, q) sont parame´tre´es par les donne´es suivantes
– Donne´es (K/K#, x) comme dans 3.2.5, K = F [x].
– Une (K, τK)-forme hermitienne (VK , hK) ou` VK est un K-module fide`le.
– Deux F -espaces quadratiques (V+, q+) et (V−, q−).
Les parame`tres sont soumis a` la condition
(V, q) ' (trK/F )∗(VK , hK)⊕ (V+, q+)⊕ (V−, q−).
Pour que O(K/K#, x, (VK , hK), (V±, q±))) appartienne a` SO(V, q), il faut et il suffit que
dimF V+ ≡ 1 mod 2,
dimF V− ≡ 0 mod 2.
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Commutants. Soit g ∈ O(K/K#, x, (VK , hK), (V±, q±)), alors
SO(V, q)g = U(VK , hK)×R
SO(V, q)g = U(VK , hK)× SO(V+, q+)× SO(V−, q−),
ou` le groupe U(VK , hK) admet une description analogue au cas symplectique, et
R = {(a, b) ∈ O(V+, q+)×O(V−, q−) : det a · det b = 1}.
Donc les composantes connexes de SO(V, q)g sont de´finies sur F et
(SO(V, q)g : SO(V, q)g) =
{
2, si V− 6= {0},
1, sinon.
Re´gularite´. La classe ainsi parame´tre´e est re´gulie`re si et seulement si
WK ' K,
dimF V+ = 1,
dimF V− = 0 ou 2.
Une classe re´gulie`re est fortement re´gulie`re si et seulement si dimV− = 0.
Les groupes orthogonaux pairs Soit (V, q) un F -espace quadratique de dimension paire,
alors U(V, q) = O(V, q). Les classes de conjugaison semi-simples dans O(V, q) sont parame´tre´es
par les meˆmes donne´es pour le cas impair, mais la condition sur dimF V± devient
dimF V+ ≡ 0 mod 2,
dimF V− ≡ 0 mod 2.
Une classe de conjugaison O(K/K#, x, (VK , hK), (V±, q±)) dans O(V, q) se de´compose en
deux classes O± par SO(V, q). On n’aura pas besoin de les distinguer dans ce texte.
Commutants. La description des commutants est pareille que dans le cas impair.
Re´gularite´. Une classe O(K/K#, x, (VK , hK), (V±, q±)) est re´gulie`re si et seulement si
WK ' K,
dimF V± ≤ 2.
Une classe re´gulie`re est fortement re´gulie`re si et seulement si V+ = {0} ou V− = {0}.
Les groupes unitaires Prenons A = E une extension quadratique de F et τ l’involution de
E associe´e.
Soit (V, h) une (E, τ)-forme -hermitienne. Les classes de conjugaison semi-simples dans
U(V, h) sont parame´tre´es par les donne´es suivantes
– Donne´es (K/K#, x) comme dans 3.2.5, K = E[x]. On a K = K# ⊗F E et τK = id⊗ τ .
– Une (K, τK)-forme -hermitienne (VK , hK) ou` VK est un K-module fide`le.
– Deux (E, τ)-formes -hermitiennes (V+, h+) et (V−, h−).
Les parame`tres sont soumis a` la condition
(V, h) ' trK/E∗(VK , hK)⊕ (V+, h+)⊕ (V−, h−).
Commutants. Soit g ∈ O(K/K#, x, (VK , hK), (V±, q±)), alors
U(V, h)g = U(V, h)g = U(VK , hK)× U(V+, h+)× U(V−, h−).
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Le groupe U(VK , hK) se de´crit comme dans le cas symplectique.
Re´gularite´. La classe ainsi parame´tre´e est re´gulie`re si et seulement si
WK ' K,
dimE V± ≤ 1.
Une classe re´gulie`re est automatiquement fortement re´gulie`re.
Remarque 3.3.1. La description des commutants admet une paraphrase sche´matique. Plus
rigoureusement, il faudra remplacer le groupe U(WK , hK) (resp. U(VK , hK)) par la restriction
des scalaires ResK#/FU(WK , hK) (resp. ResK#/FU(VK , hK)).
Remarque 3.3.2. Supposons que F est infini. Si l’on supprime x dans les parame`tres des
classes re´gulie`res, on arrive a` une classification des F -tores maximaux a` conjugaison pre`s dans
les groupes classiques.
Sous-groupes de Le´vi D’apre`s la classification des classes de conjugaison semi-simples et la
description de commutants, on arrive aussitoˆt a` une classification de sous-groupes de Le´vi.
Proposition 3.3.3. Les sous-groupes de Le´vi des groupes classiques sont classifie´s comme suit.
– Si (W, 〈·|·〉) est une forme symplectique, alors les sous-groupes de Le´vi de Sp(W ) sont de
la forme
r∏
i=1
GLF (ni)× Sp(W+),
sousmise a` la condition
r∑
i=1
2ni + dimW+ = dimW.
– Si (V, q) est une forme orthogonale, alors les sous-groupes de Le´vi de SO(V, q) sont de la
forme
r∏
i=1
GLF (ni)× SO(V+, q+)
soumise a` la condition
(
r∑
i=1
ni)H⊕ (V+, q+) ' (V, q).
– Si (V, h) est une E/F -forme hermitienne ou anti-hermitienne, alors les sous-groupes de
Le´vi de U(V, h) sont de la forme
r∏
i=1
GLE(ni)× U(V+, h+),
soumise a` la condition
(
r∑
i=1
ni)H⊕ (V+, h+) ' (V, q).
ou` H signifie la E/F -forme hermitienne ou anti-hermitienne hyperbolique de dimension
2.
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De´monstration. Il suffit de conside´rer les commutants connexes des e´le´ments semi-simples en-
gendrant un F -tore de´ploye´.
Remarque 3.3.4. Nous utiliserons le fait suivant. En tout cas, les composantes GLF (ni) sont
associe´s a` des espaces hyperboliques (en une cate´gorie convenable), dans lesquelles les e´le´ments
laissent invariant un lagrangien. Cela de´coule de §3.2.
Classes assez re´gulie`res
De´finition 3.3.5. On dit qu’une classe de conjugaison semi-simple dans un groupe classique
(symplectique, orthogonal ou unitaire) est assez re´gulie`re si :
(cas symplectique) elle est re´gulie`re ;
(cas orthogonal impair) elle est re´gulie`re et parame´tre´e par (K/K#, x, (VK , hK), (V±, q±))
avec V− = {0}, dimF V+ = 1 ;
(cas orthogonal pair) elle est re´gulie`re et parame´tre´e par (K/K#, x, (VK , hK), (V±, q±)) avec
V+ = V− = {0} ;
(cas unitaire) elle est re´gulie`re et parame´tre´e par (K/K#, x, (VK , hK), (V±, h±)) avec V+ =
V− = {0}.
Une classe assez re´gulie`re est automatiquement fortement re´gulie`re. Pour une classe assez
re´gulie`re, la forme hK sur WK ' K dans son parame`tre est de´crite par
∀a, b ∈ K, hK(a|b) = trK/A(cτ(a)b)
ou` c ∈ K× est tel que τK(c) = c.
Pour une classe assez re´gulie`re dans un groupe orthogonal impair SO(V, q), la donne´e
(V+, q+) dans son parame`tre est de´termine´e par (V, q) et l’autre donne´e (K/K
#, x, c) d’apre`s le
the´ore`me de Witt. En tout cas, on peut simplifier le parame`tre d’une classe assez re´gulie`re en
la donne´e
(K/K#, x, c)
satisfaisant a` τK(c) = c, τK(x) = x
−1. Deux donne´es (K/K#, x, c) et (K ′/K ′#, x′, c′) sont
e´quivalentes si et seulement s’il existe un isomorphisme de F -alge`bres a` involutions σ : (K, τK)
∼→
(K ′, τK′) tel que
σ(x) = x′
σ(c)c′−1 ∈ NK′/K′#(K ′×)
Remarque 3.3.6. E´crivons les parame`tres comme K =
∏
i∈I Ki, K
# =
∏
i∈I K
#
i ou` K
#
i est
un corps, τ = (τi), et c = (ci) pour tout i. Pour le parame´trage dans [82] I.7, la forme est de´crite
par
hK((ai)i∈I |(bi)i∈I) =
∑
i∈I
[Ki : A]
−1tr
Ki/K
#
i
(τi(ai)bici).
Autrement dit, nos parame`tres ci correspondent a` ci[Ki : A]
−1 selon la convention de [82].
3.4 Le cas de l’alge`bre de Lie
On peut de´crire les classes de conjugaison semi-simples re´gulie`res dans les alge`bres de Lie
des groupes classiques au moyen des donne´es (K/K#, x, c) ou` τK(x) = −x, τK(c) = c.
– Pour un groupe symplectique Sp(W ), on parame`tre tous les e´le´ments re´guliers de cette
manie`re. Les parame`tres sont soumis a` la condition
dimF K = dimF W.
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– Pour un groupe orthogonal impair SO(V, q), on parame`tre tous les e´le´ments re´guliers
de cette manie`re. Les parame`tres sont soumis a` la condition qu’il existe un F -espace
quadratique (V0, q0) de dimension 1 tel que
(V, q) ' (trK/F )∗((x, y) 7→ τK(x)yc)⊕ (V0, q0),
l’espace (V, q) est uniquement de´termine´ par le the´ore`me de Witt.
– Pour un groupe orthogonal pair SO(V, q), on obtient seulement les e´le´ments semi-simples
re´guliers qui n’ont pas de valeur propre nulle. Le parame`tre correspond a` deux orbites O±,
mais on n’aura pas besoin de les distinguer. Les parame`tres sont soumis a` la condition
(V, q) ' (trK/F )∗((x, y) 7→ τK(x)yc).
– Pour un groupe unitaire U(V, h), on parame`tre tous les e´le´ments re´guliers de cette manie`re.
Les parame`tres sont soumis a` la condition
(V, h) ' (trK/E)∗((x, y) 7→ τK(x)yc).
3.5 Conjugaison ge´ome´trique, le cas des corps locaux
Fixons un groupe classique U sur F .
Proposition 3.5.1. Soient O(K/K#, x, c) et O(K ′/K ′#, x′, c′) deux classes de conjugaison
semi-simple assez re´gulie`res dans U(F ). Elles appartiennent a` la meˆme classe de conjugaison
ge´ome´trique si et seulement s’il existe un isomorphisme de F -alge`bres a` involutions
σ : (K, τK)
∼→ (K ′, τK′)
tel que σ(x) = x′.
La meˆme assertion reste valide pour les classes de conjugaison semi-simples re´gulie`res dans
l’alge`bre de Lie.
Autrement dit, le passage a` conjugaison ge´ome´trique e´quivaut a` oublier la donne´e c.
Supposons que F est un corps local. De´composons (K/K#, x, c) =
⊕
i∈I(Ki/K
#
i , xi, ci)
comme dans 3.2.7. Posons sgn
Ki/K
#
i
: K#×i → µ2 le caracte`re associe´ a` l’extension quadratique
Ki/K
#
i si i ∈ I∗, et sgnKi/K#i = 1 si i /∈ I
∗. En tout cas, on a
sgn
Ki/K
#
i
(a) =
{
1, si a ∈ N
Ki/K
#
i
(K#i ),
−1, sinon.
On a un isomorphisme
(sgn
Ki/K
#
i
)i∈I∗ : K#×/NK/K#(K
×) ∼→ µI∗2 .
Posons d’ailleurs
sgnK/K# :=
∏
i∈I
sgn
Ki/K
#
i
: K#× → µ2.
Supposons que U est un groupe classique et (K/K#, x, c) parame`tre une classe de conju-
gaison assez re´gulie`re O(K/K#, x, c) dans U . Soit c′ ∈ K× tel que τ(c′) = c′,  = −1 dans le
cas symplectique ou anti-hermitien et sinon  = 1. On dit que O(K/K#, x, c′) existe dans U si
(K/K#, x, c′) parame`tre une classe de conjugaison dans U .
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Proposition 3.5.2 ([82], I.7). Si U est symplectique, alors O(K/K#, x, c′) existe toujours
dans U . Par conse´quent les classes de conjugaison dans la classe de conjugaison ge´ome´trique
contenant O(K/K#, x, c) sont en bijection avec µI∗2 .
Supposons F non archime´dien. Si U est orthogonal ou unitaire, alors O(K/K#, x, c′) existe
dans U si et seulement si
sgnK/K#(c
−1c′) = 1.
Les classes de conjugaison dans la classe de conjugaison ge´ome´trique contenant O(K/K#, x, c)
sont en bijection avec
(µ2)
I∗
0 := {(ti) ∈ µI
∗
2 :
∏
i
ti = 1}.
Les meˆmes assertions restent valides pour l’alge`bre de Lie.
4 Le caracte`re de la repre´sentation de Weil
Sauf mention expresse du contraire, F est toujours un corps local de caracte´ristique nulle
dans cette section.
4.1 Formules du caracte`re
Nous adoptons l’approche de [79] et nous utiliserons syste´matiquement la construction de
Lion-Perrin dans cette section.
De´signons par W l’espace vectoriel symplectique (W,−〈·|·〉). Si x ∈ Sp(W ), alors le graphe
Γx := {(w, xw) : w ∈W}
est un lagrangien dans W ⊕ W . On a un plongement f : Sp(W ) → Sp(W ⊕ W ) donne´ par
f(x) = (1, x).
Proposition 4.1.1 ([79] 1.3). Il existe un homomorphisme continu injectif
f˜ : S˜p
(2)
(W )→ S˜p(2)(W ⊕W )
donne´ par f˜(x, t) = ((1, x), fx(t)) dans la construction de Lion-Perrin, ou` fx(t) est de´termine´
par
fx(t)(`⊕ `) = t(`).
De plus, il rend le diagramme ci-dessous commutatif :
S˜p
(2)
(W )
f˜ //

S˜p
(2)
(W ⊕W )

Sp(W )
f
// Sp(W ⊕W )
.
De´finissons des ouverts de Zariski denses dans Sp(W ) :
Sp(W )† := {x ∈ Sp(W ) : det(x− 1) 6= 0},
Sp(W )‡ := {x ∈ Sp(W ) : det(x2 − 1) 6= 0, }.
On ve´rifie que Sp(W )† ⊃ Sp(W )‡ ⊃ Sp(W )reg. Posons S˜p(f)(W )†, S˜p(f)(W )‡, Spψ(W )†, Spψ(W )‡
leurs images re´ciproques dans S˜p
(f)
(W ), Spψ(W ), respectivement, ou` f ∈ 2Z≥1.
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Fixons une mesure de Haar sur S˜p
(2)
(W ). L’admissibilite´ de ω±ψ permet de de´finir le caracte`re
Θ±ψ = tr (ω
±
ψ ) comme une distribution sur S˜p
(2)
(W ), d’ou` la distribution Θψ = tr (ωψ). E´nonc¸ons
les formules du caracte`re de Maktouf.
The´ore`me 4.1.2 (K. Maktouf [59]). La distribution Θψ est lisse sur S˜p
(2)
(W )†. Si x˜ = (x, t) ∈
S˜p
(2)
(W )†, alors
1. en rappelant la de´finition de evΓ1(·) (I.2), on a
Θψ(x˜) =
evΓ1(f˜(x˜))
|det(x− 1)| 12
;
2. en fixant ` ∈ Lagr(W ), on a aussi
Θψ(x, t) =
t(`)γψ(τ(Γx,Γ1, `⊕ `))
| det(x− 1)| 12
;
3. il y a une autre formule avec ambigu¨ıte´ de signe :
Θψ(x˜) = ±γψ(1)
dimW−1γψ(det(x− 1))
|det(x− 1)| 12
.
De plus, |det(x+ 1)| 12 Θψ(x˜) est localement constante sur S˜p
(2)
(W )†.
Remarque 4.1.3. Si F = C, on identifie S˜p
(2)
(W ) a` µ2 × Sp(W ). On a
Θψ(ε, x) =
ε
|det(x− 1)|
1
2
C
;
ou` la valeur absolue | · |C est de´finie par |x+ yi|C = x2 + y2 pour tout x, y ∈ R.
Notons par le meˆme symbole Θψ le caracte`re de ωψ sur la grosse extension Spψ, qui est
bien de´fini comme une distribution. On en de´duit une formule pour Θψ au moyen du mode`le
de Schro¨dinger.
Corollaire 4.1.4. Fixons ` ∈ Lagr(W ). Soit x¯ = (x, zM`[x]) ∈ Spψ(W ) ou` z ∈ C× et x ∈
Sp(W )†, alors
Θψ(x¯) =
zγψ(τ(Γx,Γ1, `⊕ `))
| det(x− 1)| 12
.
De´monstration. Vu la spe´cificite´ de ωψ, il suffit de ve´rifier l’e´nonce´ pour le cas x¯ ∈ S˜p
(2)
(W ).
L’immersion S˜p
(2)
(W ) ↪→ Spψ(W ) est donne´e par (x, t) 7→ (x, t(`)M`[x]). Donc il suffit de
ve´rifier le cas z = t(`) et cela re´sulte imme´diatement dudit the´ore`me.
Corollaire 4.1.5. Supposons que f ∈ 2Z≥1. Si x˜, y˜ ∈ S˜p(f)(W )† sont tels que x, y ∈ Sp(W )
sont ge´ome´triquement conjugue´s, alors il existe ε ∈ µf tel que
Θψ(x˜) = ε ·Θψ(y˜).
De´monstration. Pour f = 2, cela re´sulte de la troisie`me formule du the´ore`me. Le cas ge´ne´ral en
de´coule par la spe´cificite´ du caracte`re.
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Corollaire 4.1.6. Soit −1 ∈ S˜p(8)(W ) l’e´le´ment de´fini dans 2.4.6. Alors
Θψ(−1) = |2|n.
De´monstration. Vu 4.1.4, il suffit de de´montrer que
τ(Γ−1,Γ1, `⊕ `) = 0
pour tout ` ∈ Lagr(W ). D’apre`s 2.4.2, on a
dim τ(Γ−1,Γ1, `⊕ `) =dimW ⊕W
2
− dim Γ−1 ∩ Γ1 − dim Γ1 ∩ (`⊕ `)− dim(`⊕ `) ∩ Γ−1
+ 2 dim Γ1 ∩ Γ−1 ∩ (`⊕ `)
= dimW − 0− dim `− dim `+ 2 · 0
=0.
D’ou` l’assertion.
Corollaire 4.1.7. Fixons ` ∈ Lagr(W ), soit P` le stabilisateur de ` et σ` : P`(F ) → S˜p
(8)
(W )
le scindage de´fini dans 2.4.13. Supposons que x ∈ Sp(W )† et qu’il existe `′ ∈ Lagr(W ) tel que
W = `⊕ `′ et x ∈M(F ) := (P` ∩ P`′)(F ), alors
Θψ(σ`(x)) ∈ R>0.
De´monstration. D’apre`s 4.1.4 et la de´finition de σ`, il suffit de montrer que τ(Γx,Γ1, `⊕ `) = 0.
En identifiant `′ a` `∨, le dual de `, on a x = (y, ty−1) ou` y = x|`. Donc
Γx ∩ Γ1 = {(w,w) : w ∈W,x(w) = w}
' {v ∈ `, y(v) = v}⊕2,
Γ1 ∩ (`⊕ `) = {(w,w) : w ∈ `} ' `,
(`⊕ `) ∩ Γx = {(w, x(w)) : w ∈ `} ' `,
Γx ∩ Γ1 ∩ (`⊕ `) = {(w,w) : w ∈ `, x(w) = w}
' {v ∈ `, y(v) = v}.
On en de´duit que dim τ(Γx,Γ1, `⊕ `) = 0 a` l’aide de 2.4.2.
Remarque 4.1.8. L’hypothe`se est e´quivalente a` : x ∈ Sp(W )† et x appartient a` un facteur
de Le´vi M de P`. Ce corollaire caracte´rise le scindage de p : S˜p
(8)
(W ) → Sp(W ) au-dessus de
M(F ) car Sp(W )† ∩M(F ) est dense dans M(F ).
4.2 Formules pour Θ+ψ −Θ−ψ , la forme de Cayley
Proposition 4.2.1. La distribution Θ+ψ − Θ−ψ est lisse sur {x˜ ∈ S˜p
(8)
(W ) : det(x + 1) 6= 0}.
Pour tout x˜ ∈ S˜p(8)(W ) tel que det(x+ 1) 6= 0, on a
(Θ+ψ −Θ−ψ )(x˜) = (Θ+ψ + Θ−ψ )((−1) · x˜).
Ici −1 est l’e´le´ment de´fini dans 2.4.6.
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De´monstration. Soit Sψ = S
+
ψ ⊕ S−ψ la de´composition de Sψ selon ωψ = ω+ψ ⊕ ω−ψ . On conclut
par 2.4.7.
Donnons un autre lien entre Θ+ψ + Θ
−
ψ et Θ
+
ψ − Θ−ψ . Introduisons d’abord des formes qua-
dratiques auxiliaires.
De´finition 4.2.2. Pour tout X ∈ sp(W ) inversible, de´finissons une F -forme quadratique q[X]
sur W par
q[X](w1|w2) = 〈Xw1|w2〉.
De´finition 4.2.3. Pour tout x ∈ Sp(W )‡, de´finissons un e´le´ment Cx dans End(W ) par
Cx := 2 · x− 1
x+ 1
.
On ve´rifie que Cx ∈ sp(W ). Si x est semi-simple re´gulier alors Cx l’est aussi.
On appelle q[Cx] la forme de Cayley.
The´ore`me 4.2.4 (T. Thomas [80]). Si x˜ ∈ Spψ(W )‡, alors
Θ+ψ + Θ
−
ψ
Θ+ψ −Θ−ψ
(x˜) = γψ(q[Cx]) ·
∣∣∣∣det(x+ 1)det(x− 1)
∣∣∣∣ 12 .
De´monstration. Par la spe´cificite´ de Θ±ψ , il suffit de conside´rer le casm = 2. Fixons ` ∈ Lagr(W ).
Soit x˜ := (x, t) ∈ S˜p(2)(W )‡ une paire dans la construction de Perrin-Lion. Rappelons que l’on
a de´fini une constante m−1 := m−1(`) dans la construction. On a (x, t)(−1,m−1) = (−x,m−1t)
car τ(`, `, x`) = 0 par 2.4.2. D’apre`s 4.1.2, on a
Θψ(x, t) =
evΓ1(f˜(x, t))
|det(x− 1)|1/2 ,
Θψ(−x,m−1t) = evΓ1(f˜(−x,m−1t))|det(x+ 1)|1/2 .
Comme f˜ est un homomorphisme, on a
evΓ1(f˜(−x,m−1t)) = evΓ1(f˜(x, t)) · evΓ1(f˜(−1,m−1)) · γψ(τ(Γ1,Γx,Γ−x)).
On sait que
evΓ1(f˜(−1,m−1)) = ev`⊕`(f˜(−1,m−1))γψ(τ(`⊕ `, `⊕ `,Γ−1,Γ1)),
= m−1(`)
car τ(`⊕ `, `⊕ `,Γ−1,Γ1) = 0 par 2.4.2.
Soit −1 ∈ Spψ(W ) l’e´le´ment de´fini dans 2.4.6, alors (−1) · (x, t) = m−1(`)−1 · (−x,m−1t)
comme un e´le´ment dans Spψ(W ), d’ou` Θψ(−x,m−1t) = m−1(`)(Θ+ψ − Θ−ψ )(x, t) par 4.2.1. En
utilisant les formules ci-dessus, on arrive a`
Θ+ψ + Θ
−
ψ
Θ+ψ −Θ−ψ
(x, t) =
∣∣∣∣det(x+ 1)det(x− 1)
∣∣∣∣ 12 γψ(τ(Γ1,Γx,Γ−x)).
Calculons γψ(τ(Γ1,Γx,Γ−x)). En vertu de l’invariance symplectique, on a τ(Γ1,Γx,Γ−x) '
τ(Γx−1 ,Γ1,Γ−1). Posons y := x−1, alors Cy = −Cx et donc q[Cy] ' −q[Cx]. Il reste a` prouver
que q[Cy] est isomorphe a` τ(Γ−1,Γy,Γ1).
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Puisque Γ1 ∩ Γ−1 = Γ1 ∩ Γy = {0}, on sait d’apre`s [68] 1.4.2 que τ(Γ−1,Γy,Γ1) est Witt
e´quivalent a` la forme quadratique r sur Γy de´finie par
r(v) = 〈piΓ−1(v)|v〉W⊕W ,
ou` piΓ−1 est la projection W ⊕W = Γ1 ⊕ Γ−1 → Γ−1. Soit v = (w, y(w)) ou` w ∈W . Posons
w1 :=
1 + y
2
(w),
w2 :=
1− y
2
(w),
de sorte que (w, y(w)) = (w1, w1) + (w2,−w2). Alors piΓ−1(v) = (w2,−w2), et
r(v) = 〈(w2,−w2)|(w, y(w))〉W⊕W
= −〈w2|w〉 − 〈w2|y(w)〉
=
−1
2
〈(1− y)w|(1 + y)w〉.
Apre`s le changement de variable w′ = 12(1 + y)w, la forme r est isomorphe a` la forme r1 sur W
de´finie par :
r1(w
′) = 〈2(y − 1)(y + 1)−1w′|w′〉 = q[Cy](w′),
ce qui fallait de´montrer.
4.3 Parame`tres et la forme de Cayley
Lemme 4.3.1. Soit K/K# une F -alge`bre e´tale a` involution. Pour tout r ∈ K#×, soit (K, q(r))
le F -espace quadratique de´fini par
q(r) := (trK#/K)∗(rNK/K#(·))
ou` on regarde (K,NK/K#(·)) comme un K#-espace quadratique. Alors pour tout r, r′ ∈ K#×,
γψ(q(r
′)) = γψ(q(r)) sgnK/K#
( r
r′
)
.
De´monstration. E´crivons
K =
∏
i∈I
Ki
tels que les K#i sont des corps, comme dans 3.2.7. E´crivons aussi r = (ri)i. Alors
sgnK/K# =
∏
i∈I∗
sgn
Ki/K
#
i
.
Posons ψi := ψ ◦ trK#i /F pour i ∈ I
∗. Alors
γψ(q(r)) =
∏
i∈I
γψi(riNKi/K#i
(·)),
Effectuons la meˆme de´composition pour q(r′). Il suffira de de´montrer que pour tout i ∈ I,
(I.3) γψi(riNKi/K#i
(·)) = γψi(r′iNKi/K#i (·)) · sgnKi/K#i
(
ri
r′i
)
.
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Prenons di ∈ K×i tel que Ki = K#i (
√
di), alors det(riNKi/K#i
(·)) = detN
Ki/K
#
i
(·) = −di.
D’autre part, l’invariant de Hasse s(·) satisfait a`
s(riNKi/K#i
(·)) = (ri,−ridi)K#i
= (ri,−ri)K#i (ri, di)K#i
= (ri, di)K#i
.
Les meˆmes formules restent valides si ri est remplace´ par r
′
i.
On sait que ([56] 1.3.4) pour tout F -espace quadratique (E,Q), on a
γψ(Q) = γψ(1)
dimF E−1γψ(detQ)s(Q).
Cela entraˆıne que
γψ(riNKi/K#i
(·)) = γψ(r′iNKi/K#i (·)) ·
(
ri
r′i
, di
)
K#i
.
Or (·, di)K#i = sgnKi/K#i , cela de´montre (I.3).
Soit X ∈ sp(W ) semi-simple re´gulier tel que X ∈ O(K/K#, a, c). De´signons l’involution de
K par τ , on a τ(a) = −a, τ(c) = −c. Alors on peut identifier q[X] a` la F -forme quadratique
q[a] sur K :
q[a] : (x, y) 7→ −trK/F (acτ(x)y).
Lemme 4.3.2. Soit c′ ∈ K× tel que τ(c′) = −c′. Soit X ′ ∈ sp(W ) semi-simple tel que
X ′ ∈ O(K/K#, a, c′).
Alors
γψ(q[X
′]) = γψ(q[X]) · sgnK/K#(c′c−1).
De´monstration. On conclut en appliquant 4.3.1 a` r := ac et r′ := ac′.
Corollaire 4.3.3. Soient x, y ∈ Sp(W ) semi-simples re´guliers. Si
x ∈ O(K/K#, a, c)
y ∈ O(K/K#, a, c′)
alors
γψ(q[Cx]) = γψ(q[Cy]) · sgnK/K#(c′c−1).
De´monstration. On a
Cx ∈ O
(
K/K#, 2 · a− 1
a+ 1
, c
)
Cy ∈ O
(
K/K#, 2 · a− 1
a+ 1
, c′
)
.
On applique le lemme pre´ce´dent pour conclure.
Notre but principal est l’assertion suivante.
The´ore`me 4.3.4. Soient PX le polynoˆme caracte´ristique de X ∈ EndF (W ) et P˙X sa de´rive´e,
alors
γψ(q[X]) = γψ((−1)n−1)γψ(detX) · sgnK/K#(c−1P˙X(a)).
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La de´monstration se fait en plusieurs e´tapes. Traduisons d’abord tous les objets en termes
de parame`tres. On a K ' F [T ]/(PX(T )), et PX est e´gal au polynoˆme caracte´ristique Pa de
a ∈ K. Le de´terminant detX est e´gal a` NK/F (a). Observons aussi P˙a(a) ∈ K×. Posons b := a2
et Pb son polynoˆme caracte´ristique, alors K
# = F [b] et
Pa(T ) = Pb(T
2),
P˙a(a) = 2P˙b(b)a.
On a P˙X(X) ∈ sp(W ) et sa classe de conjugaison est parame´tre´e par (K/K#, P˙a(a), c). Il
suffira donc de prouver
γψ(q[a]) = γψ((−1)n−1)γψ(NK/F (a))sgnK/K#(2c−1P˙b(b)a).(I.4)
D’apre`s 4.3.3, les deux coˆte´s de 4.3.4 varient de la meˆme fac¸on par rapport a` c, donc il suffit
d’e´tablir (I.4) dans le cas ou`
(I.5) c = P˙a(a) = 2P˙b(b)a.
La forme q[a] est une F -forme quadratique sur le F -espace vectoriel K. On e´crit un e´le´ment
w ∈ K comme w = x+ ya (x, y ∈ K#), alors q[a] s’e´crit comme
w = x+ ya 7→ −trK/F (2bP˙b(b)NK/K#(x+ ya))
= −4trK#/F (bP˙b(b)(x2 − by2)).
En posant x′ = 2P˙b(b)by, y′ = 2P˙b(b)x, on obtient
q[a] ' (trK#/F )∗〈P˙b(b)−1,−P˙b(b)−1b〉.
Les lemmes suivants sur la forme trace concluront la de´monstration de (I.4).
Lemme 4.3.5. De´finissons
g0 + g1T + · · ·+ gn−1Tn−1 := Pb(T )/(T − b) ∈ K#[T ].
Alors la base duale de {1, . . . , bn−1} par rapport a` la forme trace (trK#/F )∗〈1〉 : x 7→ trK#/F (x2)
est
{P˙b(b)−1g0, . . . , P˙b(b)−1gn−1}.
Si l’on e´crit Pb(T ) = h0 + h1T + · · ·+ Tn, alors les gk sont donne´s par la formule
gk =
n∑
j=k+1
hjb
j−k−1.
De´monstration. L’e´nonce´ est bien connu dans le cas ou` K# est un corps. Notre de´monstration
est aussi une variante de la de´monstration traditionnelle. On a
∀s = 0, . . . , n− 1,
∑
β∈F¯ :Pb(β)=0
Pb(T )
T − β
βs
P˙b(β)
= T s
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car la diffe´rence des deux coˆte´s est un polynoˆme sur F¯ de degre´ n − 1 qui s’annule en toute
racine de Pb. Cela e´quivaut
∀s = 0, . . . , n− 1, trK#/F
(
Pb(T )
T − b
bs
P˙b(b)
)
= T s,
ou` trK#/F (· · · ) signifie la trace applique´e a` chaque coefficient d’un polynoˆme.
En comparant les coefficients, on obtient
trK#/F (P˙b(b)
−1gk · bs) = δk,s.
On ve´rifie la formule des gk par gn−1 = 1 et la re´currence gk−1 − bgk = hk.
Posons m := bn2 c.
Lemme 4.3.6. La F -forme quadratique
q1 := (trK#/F )∗〈P˙b(b)−1〉
est isomorphe a`
1. mH, si n = 2m.
2. mH⊕ 〈1〉, si n = 2m+ 1.
De´monstration. Prenons la base {g0, . . . , gn−1}. Elle est duale a` {1, b, . . . , bn−1} par rapport a`
q1 d’apre`s 4.3.5. La matrice Q := (q1(gi, gj))i,j est :
h1 h2 · · · hn−1 1
h2 h3 · · · 1 0
h3 h4 · · · 0 0
...
...
...
...
...
1 0 0 · · · 0

.
Notons que detQ = (−1)m et g0, . . . , gm−1 forment un sous-espace totalement isotrope de
dimension m. Si n = 2m, alors q1 ' mH. Si n = 2m + 1, alors il existe a ∈ F× tel que
q1 ' mH⊕ 〈a〉. En comparant les de´terminants, on peut prendre a = 1.
Lemme 4.3.7. La F -forme quadratique
q2 := (trK#/F )∗〈b−1P˙b(b)−1〉
est isomorphe a`
1. (m− 1)H⊕ 〈1,−NK#/F (b)〉, si n = 2m ;
2. mH⊕ 〈NK#/F (b)〉, si n = 2m+ 1.
De´monstration. Prenons la base {bg0, . . . , bgn−1}. Elle est duale a` {1, b, . . . , bn−1} par rapport
a` q2 d’apre`s 4.3.5. La matrice Q2 := (q2(bgi, bgj))i,j est :
−h0 0 0 · · · 0 0
0 h2 h3 · · · hn−1 1
0 h3 h4 · · · 1 0
0 h4 h5 · · · 0 0
...
...
...
...
...
...
0 1 0 0 · · · 0

.
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Donc q2 se de´compose en q2 = 〈−h0〉 ⊕ q3 selon les blocs.
La forme q3 est de´termine´e de la meˆme fac¸on qu’en 4.3.6 : q3 ' mH si n = 2m + 1,
q3 ' (m− 1)H⊕ 〈1〉 si n = 2m.
D’autre part −h0 = (−1)n+1NK#/F (b) d’apre`s la description de 4.3.5. Ceci permet de
conclure.
Observons que q2 ' (trE#/F )∗〈bP˙b(b)−1〉.
De´monstration du the´ore`me 4.3.4. Avec le choix de c fait en (I.5), on a vu que
q[a] ' q1 ⊕−q2,
ou` q1, q2 sont de´finies dans 4.3.6 et 4.3.7. En utilisant 4.3.6, 4.3.7 et le faitNK/F (a) = NK#/F (−b) =
(−1)nNK#/F (b), on arrive a`
q[a] ' (n− 1)H⊕ 〈(−1)n−1, NK/F (a)〉.
D’ou`
γψ(q[a]) = γψ((−1)n−1)γψ(NK/F (a)).
Puisque sgnK/K#(2c
−1P˙b(b)a) = 1 avec notre choix de c, cela e´tablit (I.4), donc finit la de´monstration
de 4.3.4.
4.4 La formule via le mode`le latticiel
Supposons de´sormais F non archime´dien de caracte´ristique re´siduelle p > 2 et fixons un oF -
re´seau L ⊂W tel que L = L⊥. Posons K := StabSp(W )(L). Le mode`le latticiel (ρL, SL) permet
d’identifier K a` un sous-groupe compact ouvert de S˜p
(2)
(W ). On va e´tudier le comportement
de Θψ sur K.
Remarquons d’abord que le rele`vement de −1 ∈ K a` Spψ(W ) est e´gal a` l’e´le´ment −1 de´fini
dans 2.4.6 d’apre`s 2.4.12. Par conse´quent, l’e´quation
Θψ(−x) = Θ+ψ (x)−Θ−ψ (x), x ∈ Sp(W )‡ ∩K
est vraie en deux sens : on peut conside´rer −x comme un e´le´ment de K, releve´ a` S˜p(2)(W ) au
moyen du mode`le latticiel, ou au sens de 4.2.1. Ceci justifie notre abus de notations.
Lemme 4.4.1. Pour x ∈ K ∩ Sp(W )†, on a
Θψ(x) =
∑
w˙∈W/L
(x−1)w∈L
ψ
(〈x(w)|w〉
2
)
,
qui est une somme finie si l’on fixe x.
De´monstration. Prenons un syste`me de repre´sentants R ⊂ W de W/L et la base orthonorme´e
{fr}r∈R de SL dans §2.4. Soit φ ∈ C∞c (K ∩ Sp(W )†) quelconque. Pour r ∈ R, on a
(ωψ(φ)fr)(r, 0) =
∫
K∩Sp(W )†
φ(x)(ωψ(x)fr)(r, 0) dx
=
∫
K∩Sp(W )†
φ(x)1Er(x)ψ
(〈r|x−1(r)〉
2
)
dx
(Er := {x ∈ K : x−1(r)− r ∈ L}, qui est ouvert.)
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Si x est fixe´, la somme sur tout r ∈ R du terme inte´rieur est finie et borne´e par
|φ(x)| ·#((x−1 − 1)−1L/L) = |φ(x)| · | det(x−1 − 1)|−1,
qui est uniforme´ment borne´ dans K∩Sp(W )†. En utilisant le the´ore`me de convergence domine´e,
on obtient
Θψ(φ) =
∑
r∈R
∫
K∩Sp(W )†
φ(x)1Er(x)ψ
(〈r|x−1(r)〉
2
)
dx
=
∫
K∩Sp(W )†
φ(x)
∑
r∈R
1Er(x)ψ
(〈r|x−1(r)〉
2
)
dx
=
∫
K∩Sp(W )†
φ(x)
∑
r∈R
(x−1−1)r∈L
ψ
(〈r|x−1(r)〉
2
)
dx
Le terme dans la somme ne de´pend que de la classe de r mod L. On a 〈r|x−1(r)〉 = 〈x(r)|r〉, et
(x−1 − 1)r ∈ L si et seulement si (x− 1)r ∈ L car x ∈ K. D’ou` le re´sultat cherche´.
Proposition 4.4.2. Soit x ∈ K ∩ Sp(W )†. On a :
1. si (x− 1)(L) = L, alors
Θψ(x) = 1;
la condition est satisfaite lorsque −x est topologiquement unipotent ;
2. si x topologiquement unipotent, alors x ∈ Sp(W )‡ et
Θψ(x) = |det(x− 1)|−1/2 · γψ(q[Cx]).
De´monstration. Montrons la premie`re assertion. Si (x − 1)L = L, la somme dans 4.4.1 porte
seulement sur l’e´le´ment 0, donc Θψ(x) = 1.
Supposons que −x est topologiquement unipotent. Soit x¯ l’image de x dans EndFq(L/pFL).
On a (−x¯)qm = 1 pourvu que m soit assez grand. Puisque q est impair, il en re´sulte que −1
n’est pas une valeur propre de −x¯. Autrement dit : (x − 1)L = L. Cela de´montre la premie`re
assertion.
Montrons la dernie`re assertion. Soit x ∈ Sp(W )†∩K topologiquement unipotent. L’argument
pour la premie`re assertion montre que (x + 1)L = L ; en particulier |det(x + 1)| = 1 et donc
x ∈ Sp(W )‡. Par 4.2.4 et 4.2.1, on en de´duit
Θψ(x) = γψ(q[Cx])|det(x− 1)|−1/2(Θ+ψ −Θ−ψ )(−x)
= γψ(q[Cx])|det(x− 1)|−1/2Θψ(−x).
Or Θψ(−x) = 1 par la premie`re assertion. D’ou` Θψ(x) = | det(x− 1)|−1/2γψ(q[Cx]).
Corollaire 4.4.3. Soit x ∈ K ∩ Sp(W )† tel que sa re´duction x¯ ∈ Sp(L/pL) est re´gulie`re, alors
Θψ(x) = Θψ(−x) = 1.
De´monstration. Si x¯ est re´gulie`re, alors (x± 1)L = L.
Dans ce cas, on dit que x est de re´duction re´gulie`re par rapport a` L.
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4.5 Formules sur l’alge`bre de Lie
On peut obtenir une formule pour Θψ sur l’alge`bre de Lie, ce qui aura un inte´reˆt inde´pendant.
Soit X ∈ sp(W ) inversible. On fait l’une des hypothe`ses suivantes :
1. l’e´le´ment X est suffisamment proche de 0,
2. F est non archime´dien de caracte´ristique re´siduelle p assez grande par rapport a` n ([84]
4.3), p > 2 et X est topologiquement nilpotent.
Alors il est loisible de de´finir exp(X) et exp(X) ∈ Sp(W )‡.
Lemme 4.5.1. Supposons que X ve´rifie l’une des hypothe`ses ci-dessus. Soit x = exp(X) ∈
Sp(W )‡, alors
q[Cx] ' q[X].
De´monstration. Il suffit de conside´rer le cas X semi-simple ; le cas ge´ne´ral en re´sultera par
continuite´. Soit A la sous-alge`bre commutative de End(W ) engendre´e par X. Pour a ∈ A,
conside´rons son rayon spectral
‖a‖ := sup{|λ|F : λ est une valeur propre de a}.
C’est une norme sur A car X est semi-simple ; A est comple`te par rapport a` ‖ · ‖.
On cherche une se´rie formelle P (T ) ∈ F [[T ]] dont le rayon de convergence est > ‖X‖ telle que
P (X) est inversible et q[2 · x−1x+1 ](v|w) = 〈XP (X)v|P (X)w〉 pour tout u, v ∈W . Cela e´quivaut a`
P (X)P (−X)X = 2 · exp(X)− 1
exp(X) + 1
,
ou
P (X)P (−X) = 2
X
· exp(X)− 1
exp(X) + 1
.
Le terme a` droite est de la forme 1 + Q(X), ou` Q(T ) ∈ F [[T 2]] a un rayon de convergence
> ‖X‖ et T |Q(T ). Cela nous permet de de´finir
P (T ) := exp
(
1
2
log(1 +Q(T ))
)
∈ F [[T 2]]
Cette se´rie formelle a aussi un rayon de convergence > ‖X‖. Donc P (X) est inversible car il
appartient a` l’image de l’exponentielle. On a
P (T )P (−T ) = P (T )2 = 1 +Q(T ) = 2
T
· exp(T )− 1
exp(T ) + 1
.
On remplace T par X et cela permet de conclure.
Corollaire 4.5.2. Avec les meˆmes hypothe`ses, il existe une constante c inde´pendante de X telle
que
Θψ(x˜) =
c · γψ(q[X])
|det(x− 1)|1/2 .
ou` x˜ := exp(X). Si l’hypothe`se (2) est satisfaite, on a c = 1.
De´monstration. D’apre`s 4.2.4, 4.2.1 et le lemme,
Θψ(x˜) =
∣∣∣∣det(x+ 1)det(x− 1)
∣∣∣∣1/2 γψ(q[Cx])(Θ+ψ −Θ−ψ )(x˜)
=
∣∣∣∣det(x+ 1)det(x− 1)
∣∣∣∣1/2 γψ(q[X])Θψ(−x˜).
Posons c := |2|nΘψ(−1). Lorsque X est assez petit, Θψ(−x˜) = | det(x + 1)|−1/2c. Dans le cas
ou` l’hypothe`se (2) est satisfaite, on a c = 1. D’ou` le corollaire.
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4.6 De´compositions
Fixons f ∈ 2Z≥1. Supposons qu’il y a une de´composition orthogonale d’espaces symplec-
tiques
W = W1 ⊕ · · · ⊕Wr,
Alors il existe un homomorphisme canonique
ι :
r∏
k=k
Sp(Wk)→ Sp(W ).
On en de´duit un homomorphisme recouvrant ι,
j :
r∏
k=1
S˜p
(f)
(Wk)→ S˜p
(f)
(W )
telle que j−1(S˜p
(f)
(W )†) =
∏r
k=1 S˜p
(f)
(Wk)
†. Pour 1 ≤ k ≤ r, notons Θ[k]ψ le caracte`re de la
repre´sentation de Weil de S˜p
(f)
(Wk) attache´e a` ψ ; il est lisse sur S˜p
(f)
(Wk)
†. Le re´sultat de´coule
de l’additivite´ symplectique de l’indice de Maslov.
Proposition 4.6.1. Soient x˜k ∈ S˜p
(f)
(Wk)
† pour 1 ≤ k ≤ r, alors
Θψ(j(x˜1, . . . , x˜r)) =
r∏
k=1
Θ
[k]
ψ (x˜k).
Supposons maintenant F non archime´dien de caracte´ristique re´siduelle p > 2. Fixons un
re´seau L ⊂ W tel que L = L⊥. Soient Lk := Wk ∩ L. Supposons que L =
⊕r
k=1 Lk, alors
L⊥k = Lk dans Wk. Posons Kk := StabSp(Wk)(Lk).
Soit x ∈ Sp(W )†∩K tel que x(Lk) ⊂ Lk pour tout k. Il existe alors xk ∈ Sp(Wk)†∩Kk pour
tout k tel que ι(x1, . . . , xr) = x. On regarde x (resp. les xk) comme un e´le´ment de S˜p
(2)
(W )
(resp. S˜p
(2)
(Wk)) a` l’aide du mode`le latticiel associe´ a` L (resp. Lk). La proposition suivant
re´sulte imme´diatement de 4.4.1.
Proposition 4.6.2. Avec les hypothe`ses ci-dessus, on a
Θψ(x) =
r∏
k=1
Θ
[k]
ψ (xk).
4.7 La formule du produit
Dans cette section on se place dans le cas global. Fixons f ∈ 2Z≥1. Rappelons que l’on a
une immersion canonique i : Sp(W,F ) → S˜p(2)(W,A) ⊂ S˜p(f)(W,A). On e´crit i(x) = [x˜v]v ou`
x˜v ∈ S˜p(f)(Wv).
De´finition 4.7.1. On dit que deux e´le´ments x = (xv)v, y = (yv)v dans Sp(W,A) sont localement
ge´ome´triquement conjugue´s si pour toute place v, xv et yv dans Sp(W,Fv) sont ge´ome´triquement
conjugue´s.
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The´ore`me 4.7.2. Soient x ∈ Sp(W,F ) et y˜ = [y˜v] ∈ S˜p(f)(W,A) tels que y est localement
ge´ome´triquement conjugue´ a` x. Supposons que det(x− 1) 6= 0. Alors Θψv(y˜v) = 1 pour presque
tout v, et le produit
∏
v Θψv(y˜v) est bien de´fini et a` valeurs dans µf . On a aussi∏
v
Θψv(x˜v) = 1.
De meˆme, si det(x+ 1) 6= 0 alors les assertions ci-dessus restent valables avec (Θ+ψv −Θ−ψv)
au lieu de Θψv .
De´monstration. Traitons d’abord le cas det(x − 1) 6= 0. Pour presque toute place finie v on a
Lv = L
⊥
v , y˜v ∈ Kv et (yv − 1)(Lv) = Lv, alors 4.4.2 entraˆıne que Θψv(y˜v) = 1. Puisque les
distributions locales Θψv sont spe´cifiques, le produit
∏
v Θψv(y˜v) ne de´pend pas du choix des y˜v.
Fixons un lagrangien ` ∈ Lagr(W ). On plonge S˜p(f)(W,A) dans Spψ(W,A), alors
i(x) = (x,
⊗
v
M`v [x])
d’apre`s 2.5.2. La formule 4.1.4 entraˆıne que∏
v
Θψv(x˜v) =
∏
v
γψv(τ(Γx,Γ1, `⊕ `))
|det(x− 1)|1/2v
.
Or
∏
v |det(x− 1)|v = 1, et la re´ciprocite´ de Weil entraˆıne que∏
v
γψv(τ(Γx,Γ1, `⊕ `)) = 1
car l’espace quadratique τ(Γx,Γ1, `⊕`) est de´fini sur F . D’ou` la formule du produit de la premie`re
assertion. Soit y˜ = [y˜v] ∈ Sp(W,A) tel que y est localement ge´ome´triquement conjugue´ a` x, on
a Θψv(x˜v)Θψv(y˜v)
−1 ∈ µf pour toute place v d’apre`s 4.1.5, cela de´montre le reste.
Le cas det(x+ 1) 6= 0 re´sulte du cas pre´ce´dent, de 4.2.1 et de 2.5.3.
5 Endoscopie
De´sormais, fixons f ∈ 2Z≥1 et posons S˜p(W ) = S˜p(f)(W ) pour W un F -espace symplectique
ou` F est un corps local. De meˆme, posons S˜p(W,A) = S˜p
(f)
(W,A) si F est un corps global.
5.1 Donne´es endoscopiques elliptiques
Fixons F un corps local ou global de caracte´ristique 0 et fixons (W, 〈·|·〉) un F -espace sym-
plectique de dimension 2n, n ∈ Z≥0. Soient n′, n′′ ∈ Z≥0, n′ + n′′ = n. Nous e´tudierons les
groupes
G := Sp(W ),
H = Hn′,n′′ := H
′ ×H ′′, ou`
H ′ := SO(2n′ + 1),
H ′′ := SO(2n′′ + 1);
G˜ :=
{
S˜p(W ), lorsque F est local,
S˜p(W,A), lorsque F est global.
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Ici SO(2m+ 1) (m = n′ ou n′′) signifie le groupe orthogonal impair de´ploye´ associe´ a` la forme
quadratique sur F 2m+1 :
(x−m, . . . , x0, . . . , xm) 7→ 2
m∑
i=1
xix−i + x20.
Notons p : G˜ → G(F ) (resp. p : G˜ → G(A)) le reveˆtement me´taplectique si F est local
(resp. global).
Une donne´e endoscopique elliptique de G˜ est une paire (n′, n′′) comme ci-dessus. De´sormais,
fixons une telle donne´e (n′, n′′). Le groupe H := Hn′,n′′ est le groupe endoscopique elliptique as-
socie´ a` (n′, n′′). Spe´cifions maintenant la correspondance de classes de conjugaison ge´ome´triques
semi-simples.
Fixons des F -tores maximaux de´ploye´s S′ ⊂ H ′, S′′ ⊂ H ′′ et posons S = S′ × S′′, c’est un
F -tore maximal de´ploye´ dans H. Fixons aussi des F -tores maximaux de´ploye´s T ′ ⊂ Sp(2n′),
T ′′ ⊂ Sp(2n′′) et T ⊂ Sp(W ). Ces objets sont uniques a` F -conjugaison pre`s.
Notons par WH
′
(S′), WH′′(S′′), W Sp(2n′)(T ′), W Sp(2n′′)(T ′′), WG(T ) les groupes de Weyl
associe´s a` ces tores maximaux, alors WH(S) = WH
′
(S′)×WH′′(S′′). Il y a des homomorphismes
canoniques
WH
′
(S′) ∼→W Sp(2n′)(T ′),
WH
′′
(S′′) ∼→W Sp(2n′′)(T ′′),
W Sp(2n
′)(T ′)×W Sp(2n′′)(T ′′) ↪→W Sp(2n)(T ),
et des F -isomorphismes qui respectent les homomorphismes ci-dessus
µ′ :S′ ∼→ T ′,
µ′′ :S′′ ∼→ T ′′,
ν :T ′ × T ′′ ∼→ T.
On obtient ainsi des F -morphismes, note´s par les meˆmes lettres :
µ′ :S′/WH
′
(S′) ∼→ T ′/W Sp(2n′)(T ′),
µ′′ :S′′/WH
′′
(S′′) ∼→ T ′′/W Sp(2n′′)(T ′′),
ν :T ′/W Sp(2n
′)(T ′)× T ′′/W Sp(2n′′)(T ′′)→ T/WG(T ).
Posons
(I.6) µ = µn′,n′′ := ν ◦ (id,−id) ◦ (µ′, µ′′) : S/WH(S)→ T/WG(T ).
Puisque G est simple et simplement connexe, µ donne naissance a` une application, note´e
encore par µ :
(I.7) µ : C ge´oss (H(F ))→ C ge´oss (G(F )).
Cette application ne de´pend pas du choix de F -tores maximaux. De plus, elle est a` fibres finies
car µ′, µ′′, ν le sont.
De´finition 5.1.1. Si δ ∈ G(F )ss, γ ∈ H(F )ss sont tels que µ(Ogeo(γ)) = Ogeo(δ), on dit que δ
et γ se correspondent.
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Remarque 5.1.2. Lorsque n′ = 0 ou n′′ = 0, µ est bijectif. C’est de´montre´ dans [41] pour F
un corps local, mais l’argument marche aussi sur un corps global.
Explicitons l’application µ en termes de parame`tres.
Proposition 5.1.3. Soit γ ∈ H(F )ss = H ′(F )ss ×H ′′(F )ss tel que
γ ∈ O((K ′/K ′#, a′, (VK′ , hK′), (V ′±, q′±))⊕ (K ′′/K ′′#, a′′, (VK′′ , hK′′), (V ′′± , q′′±))),
alors un e´le´ment δ ∈ G(F )ss lui correspond si et seulement si O(δ) est parame´tre´ par
O(K/K#, (a′,−a′′), (WK , hK), (W±, 〈·|·〉±))
ou` K := K ′ × K ′′ comme F -alge`bres e´tales a` involution, et les autres donne´es sont soumises
aux conditions
WK ' VK′ ⊕ VK′′ comme K −modules,
dimF W+ + 1 = dimF V
′
+ + dimF V
′′
− ,
dimF W− + 1 = dimF V ′− + dimF V
′′
+ .
De´monstration. L’application µ′ induit une application C ge´oss (H ′(F )) → C ge´oss (Sp(2n′, F )) qui
envoie une classe de valeurs propres
a′1, . . . , a
′
n′ , 1, (a
′
n′)
−1, . . . , (a′1)
−1
sur une classe de valeurs propres
a′1, . . . , a
′
n′ , (a
′
n′)
−1, . . . , (a′1)
−1.
Il en est de meˆme pour µ′′ avec n′′ au lieu de n′.
D’autre part ν induit une application C ge´oss (Sp(2n′, F )) × C ge´oss (Sp(2n′′, F )) → C ge´oss (G(F ))
pre´servant les valeurs propres. L’assertion en re´sulte par la construction de µ (I.6), (I.7).
De´finition 5.1.4. On dit qu’un e´le´ment γ ∈ H(F )ss est G-re´gulier si µ(Ost(γ)) est re´gulier.
On note l’ouvert de Zariski des e´le´ments G-re´guliers par HG−reg.
Si γ = (γ′, γ′′) est G-re´gulier, alors γ′ et γ′′ sont assez re´guliers.
Corollaire 5.1.5. Deux e´le´ments γ = (γ′, γ′′) ∈ HG−reg(F ) et δ ∈ Greg(F ) se correspondent si
et seulement s’ils admettent des parame`tres de la forme suivante
γ′ ∈ O(K ′/K ′#, a′, c′)
γ′′ ∈ O(K ′′/K ′′#, a′′, c′′)
δ ∈ O(K/K#, (a′,−a′′), c)
ou` K = K ′ × K ′′ comme F -alge`bres e´tales a` involution. Il n’y a pas de restrictions sur les
donne´es c′, c′′, c.
Enfin, la formation de l’application µ est compatible aux comple´tions.
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5.2 Une notion de stabilite´
Supposons que F est un corps local. Soient δ ∈ Greg(F ) et T l’unique F -tore maximal
contenant δ. Alors D(δ) := Ost(δ)/conj est un torseur sous H1(F, T ). Explicitons cette action.
Si O(δ) est parame´tre´ par (K/K#, a, c), K = ∏i∈I Ki, alors on a des isomorphismes canoniques
H1(F, T ) ' K#×/NK/K#(K×) ∼−−−−−→
(sgni)i∈I
µI∗2
ou` sgni := sgnKi/K#i
. D’autre part Ost(δ)/conj est isomorphe au meˆme ensemble, sur lequel
H1(F, T ) agit par multiplication.
De´finition 5.2.1. Soient δ˜1, δ˜2 ∈ G˜reg, on dit qu’ils sont stablement conjugue´s si leurs images
dans G(F ) sont stablement conjugue´s et si
(Θ+ψ −Θ−ψ )(δ˜1) = (Θ+ψ −Θ−ψ )(δ˜2).
Soit δ˜ ∈ G˜reg, notons Ost(δ˜) l’ensemble d’e´le´ments dans G˜reg stablement conjugue´s a` δ˜. On
de´finit D(δ˜) := Ost(δ˜)/conj.
Pour F = R, cette notion ad hoc co¨ıncide avec celle d’Adams ([2] 8.10) si l’on se restreint a`
S˜p
(2)
(W ). Pour F = C, on identifie G˜ a` Ker (p)×G(C). Deux e´le´ments re´guliers (ε1, δ1), (ε2, δ2)
sont stablement conjugue´s si et seulement si δ1, δ2 le sont et ε1 = ε2, d’apre`s 4.1.3.
Lemme 5.2.2. Soit δ˜ ∈ G˜reg, alors p : G˜→ G(F ) induit une bijection D(δ˜)→ D(δ).
De´monstration. Soit δ1 ∈ Ost(δ) et δ˜1 ∈ p−1(δ1) quelconque. D’apre`s 4.1.5, il existe ε ∈ Ker (p)
tel que
(Θ+ψ −Θ−ψ )(δ˜1) = ε · (Θ+ψ −Θ−ψ )(δ˜).
Or Θ+ψ −Θ−ψ est spe´cifique, donc il existe un unique δ˜1 ∈ p−1(δ1) stablement conjugue´ a` δ˜.
Cela permet de conclure.
Soient δ˜, δ˜1 stablement conjugue´s. Notons T le F -tore maximal contenant δ, on pose inv(δ˜, δ˜1) :=
inv(δ, δ1) ; c’est l’unique e´le´ment c ∈ H1(F, T ) tel que c · δ = δ1.
Remarque 5.2.3. La notion de stabilite´ est compatible avec la restriction : si f , f ′ ∈ 2Z≥1, f |f ′
et δ˜, δ˜1 ∈ S˜p(f)(W )reg, alors δ˜ et δ˜1 sont stablement conjugue´s dans S˜p(f)(W ) si et seulement
s’ils sont stablement conjugue´s dans S˜p
(f ′)
(W ).
5.3 Facteur de transfert
Sauf mention expresse du contraire, dans cette section F est toujours un corps local.
Soient δ˜ ∈ G˜reg, γ = (γ′, γ′′) ∈ HG−reg(F ) tels que δ et γ se correspondent. Supposons que
γ′ ∈ O(K ′/K ′#, a′, c′),
γ′′ ∈ O(K ′′/K ′′#, a′′, c′′);
alors on a une unique de´composition orthogonale W = W ′ ⊕W ′′ stable par δ telle que si
l’on pose δ′ := δ|W ′ , δ′′ := δ|W ′′ , alors
δ′ ∈ O(K ′/K ′#, a′, c′)
δ′′ ∈ O(K ′′/K ′′#,−a′′, c′′).
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On a un diagramme commutatif associe´ a` W = W ′ ⊕W ′′ :
S˜p(W ′)× S˜p(W ′′) j //
(p′,p′′)

S˜p(W )
p

Sp(W ′)× Sp(W ′′)   ι // Sp(W )
et il existe δ˜′ ∈ S˜p(W ′), δ˜′′ ∈ S˜p(W ′′) tels que j(δ˜′, δ˜′′) = δ˜, ι(δ′, δ′′) = δ. La paire (δ′, δ′′)
est unique et appartient a` Sp(W ′)reg × Sp(W ′′)reg. Par contre la paire (δ˜′, δ˜′′) est unique a`
multiplication par {(ε, ε−1) : ε ∈ Ker (p)} pre`s.
De´finition 5.3.1. Avec les hypothe`ses ci-dessus, de´finissons
∆′(δ˜′) :=
Θ′+ψ −Θ′−ψ
|Θ′+ψ −Θ′−ψ |
(δ˜′),
∆′′(δ˜′′) :=
Θ′′+ψ + Θ′′
−
ψ
|Θ′′+ψ + Θ′′−ψ |
(δ˜′′),
∆0(δ
′, δ′′) := sgnK′′/K′′#(Pa′(a
′′)(−a′′)−n′ det(δ′ + 1)),
ou` Θ′±ψ (resp. Θ′′
±
ψ ) sont les caracte`res de´finis sur S˜p(W
′) (resp. S˜p(W ′′)), et Pa′(T ) ∈ F [T ] est
le polynoˆme caracte´ristique de a′ ∈ K ′× (qui est aussi le celui de δ′ ∈ EndF (W ′)). Remarquons
que Pa′(a
′′)(−a′′)−n′ ∈ K ′′#×. En effet, Pa′(T )(T )−n′ ∈ F [T + T−1] car τ(a′) = a′−1 ou` τ est
l’involution de K ′, et la re´gularite´ de δ entraˆıne que Pa′(a′′) 6= 0.
Le facteur de transfert est de´fini par
∆(γ, δ˜) := ∆0(δ
′, δ′′)∆′(δ˜′)∆′′(δ˜′′).
Comme ∆′,∆′′ sont des distributions spe´cifiques, ∆(γ, δ˜) est bien de´fini. Ce ne de´pend que
de Ost(γ) et O(δ˜), et le terme ∆0 ne de´pend que de Ost(γ).
De´finissons ∆(γ, δ˜) = 0 si γ et δ ne se correspondent pas. Cela de´finit une fonction ∆ sur
HG−reg(F )× G˜reg.
Remarque 5.3.2. Le terme ∆0 est trivial lorsque n
′ = 0 ou n′′ = 0. Lorsque F = R et n′′ = 0,
∆ co¨ıncide avec le facteur de transfert de´fini par Adams [2], quitte a` se restreindre a` S˜p
(2)
(W ).
Lorsque F = C, ∆ est trivial.
De´duisons d’autres formules utiles pour ∆.
Proposition 5.3.3. On a aussi
∆(γ, δ˜) = ∆0(δ
′, δ′′) · Θ
+
ψ −Θ−ψ
|Θ+ψ −Θ−ψ |
(δ˜) · γψ(q[Cδ′′ ])
= ∆0(δ
′, δ′′) · Θ
+
ψ + Θ
−
ψ
|Θ+ψ + Θ−ψ |
(δ˜) · γψ(q[Cδ′ ])−1.
De´monstration. Cela re´sulte de 4.2.4 et 4.6.1.
Proposition 5.3.4 (Spe´cificite´). ∆ est spe´cifique au sens suivant
∀ε ∈ Ker (p), ∆(γ, εδ˜) = ε∆(γ, δ˜).
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De´monstration. On utilise la premie`re formule de 5.3.3. Les termes ∆0(δ
′, δ′′) et γψ(q[Cδ′′ ])
ne de´pendent que de δ, pourtant le terme (Θ+ψ − Θ−ψ )(δ˜)/| · · · | est spe´cifique. Cela permet de
conclure.
Maintenant soit T le F -tore maximal contenant δ, et T = T ′ × T ′′ la de´composition cor-
respondant a` δ = i(δ′, δ′′). De´composons les F -alge`bres e´tales dans les parame`tres pour δ′, δ′′
comme
K ′ =
∏
i∈I′
K ′i,
K ′′ =
∏
i∈I′′
K ′′i .
Cela nous permet d’e´crire
H1(F, T ′) = µI
′∗
2 ,
H1(F, T ′′) = µI
′′∗
2 .
Comme l’endoscopie pour les groupes re´ductifs, on dispose de la notion du caracte`re endo-
scopique κ = κT : H
1(F, T )→ µ2. Vu l’identification ci-dessus, c’est de´fini par
κ : µI
′∗
2 × µI
′′∗
2 −→ µ2
((t′i)i∈I′∗ , (t
′′
i )i∈I′′∗) 7−→
∏
i∈I′′∗
t′′i .
Proposition 5.3.5 (Proprie´te´ de cocycle). Conservons le formalisme ci-dessus. Si δ˜ est sta-
blement conjugue´ a` δ˜1, alors
∆(γ, δ˜1) = 〈κ, inv(δ˜, δ˜1)〉∆(γ, δ˜).
De´monstration. On utilise la premie`re formule de 5.3.3. Le terme ∆0 ne de´pend que de (K
′/K ′#, a′)
et (K ′′/K ′′#, a′′), donc la stabilite´ n’y intervient pas. D’autre part Θ+ψ −Θ−ψ est constante sur
une classe de conjugaison stable par de´finition. Il suffit de traiter le terme γψ(q[Cδ′′ ]). L’assertion
re´sulte imme´diatement de 4.3.3.
Remarque 5.3.6. Si F est global, les caracte`res locaux de´finis ci-dessus s’assemblent, par la
the´orie du corps du classes, en un caracte`re
κT : H
1(A/F, T )→ µ2
avec la notation de [49] §1.4. Ceci sera utile pour la stabilisation de la formule des traces.
Conside´rons la question de la normalisation (cf. [84] 4.6). Pour l’instant, supposons que F
est non archime´dien de caracte´ristique re´siduelle p > 2 et ψ est de conducteur oF . Fixons un
re´seau autodual L ⊂W et le sous-groupe hyperspe´cial associe´ K ⊂ G(F ). Fixons aussi un sous-
groupe hyperspe´cial KH de H(F ). Supposons qu’il existe γ ∈ KH , δ ∈ K qui se correspondent
tels que γ, δ sont de re´ductions re´gulie`res. De tels choix existent.
Proposition 5.3.7 (Normalisation a` la Waldspurger). Pour (γ, δ) comme ci-dessus, on a
∆(γ, δ) = 1.
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De´monstration. Il existe une de´composition L = L′⊕L′′ ou` L′ = W ′ ∩L, L′′ = W ′′ ∩L par nos
hypothe`ses. Soient K ′ ⊂ Sp(W ′), K ′′ ⊂ Sp(W ′′) les sous-groupes hyperspe´ciaux associe´s, alors
δ′ ∈ K ′, δ′′ ∈ K ′′ et ils sont de re´ductions re´gulie`res.
Montrons que ∆0(δ
′, δ′′), ∆′(δ′) et ∆′′(δ′′) sont tous 1. C’est clair pour ∆0 ; pour ∆′ et ∆′′,
on utilise 4.4.3.
Proposition 5.3.8 (Syme´trie). Notons ∆n′,n′′ le facteur de transfert associe´ a` la paire (n
′, n′′)
et ∆n′′,n′ celui associe´ a` (n
′′, n′). Pour tous γ = (γ′, γ′′) ∈ H(F ) et δ ∈ G(F ) qui se corres-
pondent, on a
∆n′,n′′((γ
′, γ′′), δ˜) = ∆n′′,n′((γ′′, γ′),−δ˜) si 8|f
ou` −1 ∈ G˜ est celui de´fini dans 2.4.6. Plus pre´cise´ment, on a
∆′(n′,n′′)(δ˜
′)∆′′(n′,n′′)(δ˜
′′) = ∆′(n′′,n′)(−δ˜′′)∆′′(n′′,n′)(−δ˜′′), si 8|f ;
∆0,(n′,n′′)(δ
′, δ′′) = ∆0,(n′′,n′)(−δ′′,−δ′), f quelconque.
De´monstration. L’assertion pour ∆′∆′′ re´sulte de 4.2.1. L’assertion pour ∆0 sera de´montre´e en
7.4.6.
Enfin, on dispose aussi d’une formule du produit. Supposons F global, ψ : A/F → S1 un
caracte`re non-trivial avec de´composition ψ =
∏
v ψv. On a de´fini un facteur de transfert ∆v
pour toute place v.
Proposition 5.3.9 (Formule du produit). Soient γ ∈ HG−reg(F ) et δ ∈ G(F ) qui se corres-
pondent. Soit i(δ) = [δ˜v]v, alors :
– pour presque toute place v, on a ∆v(γ, δ˜v) = 1 ;
–
∏
v ∆v(γ, δ˜v) = 1.
De´monstration. Dans ce cas-la`, on a une de´composition W = W ′ ⊕W ′′ et des e´le´ments δ′ ∈
Sp(W ′)reg,δ′′ ∈ Sp(W ′′)reg tels que ι(δ′, δ′′) = δ. Tous ces objets sont de´finis sur F . Vu la formule
du produit pour ∆′,∆′′ (4.7.2), il reste a` prouver :
– pour presque toute place v, on a ∆0,v(δ
′, δ′′) = 1 ;
–
∏
v ∆0,v(δ
′, δ′′) = 1.
Supposons que δ′ ∈ O(K ′/K ′#, a′, c′), δ′′ ∈ O(K ′′/K ′′#, a′′, c′′). Posons d’autre part
α′′ := Pa′(a′′)(−a′′)−n′ det(1 + a′) ∈ K ′′#×.
La formation de α′′ est compatible a` comple´tion. Il s’agit de montrer que∏
v
sgnK′′v /K′′v#
(α′′) = 1
ou` K ′′v est la comple´te´e de K ′′ comme une F -alge`bre e´tale a` involution. C’est une conse´quence
de la the´orie des corps du classes.
5.4 Descente parabolique
Supposons maintenant que 8|f . Rappelons que les sous-groupes de Le´vi de H sont de la
forme
(I.8) MH =
∏
i∈I
(GL(n′i)×GL(n′′i ))×H[
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ou` I est un ensemble fini,H[ = SO(2m′+1)×SO(2m′′+1) avec (m′,m′′) ∈ Z2≥0, les (n′i, n′′i ) ∈ Z2≥0
sont tels que
∑
i∈I n
′
i +m
′ = n′,
∑
i∈I n
′′
i +m
′′ = n′′. Le plongement de MH dans H est de´fini
par
∏
i GL(n
′
i) × SO(2m′ + 1) ↪→ SO(2n′ + 1) et
∏
i GL(n
′′
i ) × SO(2m′′ + 1) ↪→ SO(2n′′ + 1).
Posons m = m′ +m′′. On dit qu’un sous-groupe de Le´vi M de G correspond a` (MH , H) s’il est
de la forme
(I.9) M =
∏
i∈I
GL(ni)×G[,
ou` G[ := Sp(W [) avec W [ un F -espace symplectique de dimension 2m tel que n′i + n
′′
i = ni
pour tout i ∈ I.
Fixons MH et supposons M associe´ a` (MH , H). A` l’aide des de´compositions ci-dessus, on
e´crit les e´le´ments de M(F ) comme ((δi)i∈I , δ[) et on e´crit les e´le´ments de MH(F ) comme
((γi)i∈I , γ[). Notons G˜[ la fibre de p : G˜ → G(F ) au-dessus de G[(F ), alors p : G˜[ → G[(F )
est le reveˆtement me´taplectique et H[ est un groupe endoscopique elliptique de G˜[ de´termine´
par la paire (m′,m′′). Le reveˆtement p se scinde canoniquement sur les composantes GL(ni) par
3.3.4,2.4.13 et 4.1.8, il y a donc un isomorphisme canonique
j :
∏
i
GL(ni)× G˜[ ∼→ p−1(M(F )).
Pour δ˜ ∈ p−1(δ), notons δ˜[ ∈ G˜[ l’e´le´ment tel qu’il existe (δi) avec j((δi), δ˜[) = δ˜.
Un e´le´ment dans M(F )ss est dit G-re´gulier s’il est re´gulier dans G. On note MG−reg l’ouvert
de Zariski des e´le´ments G-re´guliers. Un e´le´ment γ ∈ MH(F )ss est dit G-re´gulier s’il existe
δ ∈MG−reg(F ) qui lui correspond.
Proposition 5.4.1 (Descente parabolique du facteur de transfert). Soient MH un sous-groupe
de Le´vi de H et M un sous-groupe de Le´vi de G qui correspond a` (MH , H). Soient γ ∈MH(F )
et δ ∈ MG−reg(F ) qui se correspondent comme e´le´ments dans H(F ) et G(F ). Alors γ[ et δ[ se
correspondent. Notons ∆H,G˜ et ∆H[,G˜[ les facteurs de transfert associe´s a` (G,H) et (G
[, H[),
alors
∆H,G˜(γ, δ˜) = ∆H[,G˜[(γ
[, δ˜[)
pour tout δ˜ ∈ p−1(δ). Plus pre´cise´ment, cette proprie´te´ est satisfaite pour tous les deux facteurs
∆′∆′′ et ∆0.
De´monstration. Pour le terme ∆′∆′′, observons que, d’apre`s 4.6.1, 3.3.4 et 4.1.7, on a
Θψ(j((δi), δ˜
[)) = Θψ(δ˜
[)
ou` le terme a` gauche est de´fini par rapport a` G˜[. Par 5.3.3, on voit que
∆′(δ˜′)∆′′(δ˜′′) =
Θψ(δ˜
[)
|Θψ(δ˜[)|
γψ(q[Cδ′′ ]).
Or les classes de conjugaison des composantes δi donnent des formes hyperboliques comme
facteurs directs de q[Cδ′′ ], qui n’affectent pas γψ(q[Cδ′′ ]). On obtient la descente du facteur
∆′∆′′ en appliquant 5.3.3 encore une fois.
Pour le terme ∆0, observons que O(δ) est parame´tre´ par une donne´e
(K/K#, a, c) =
⊕
i
(Ki/K
#
i , ai, ci)⊕ (E/E#, α, γ)
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ou` O(δ[) = O(E/E#, α, γ) et Ki ' K#i × K#i pour tout i. Les donne´es ont de plus les
de´compositions Ki/K
#
i = K
′
i/K
′
i
# ⊕K ′′i /K ′′i #, etc.
Il s’agit de de´montrer que l’on peut enlever (K ′i/K
′
i
#, a′i, c
′
i) et (K
′′
i /K
′′
i
#, a′′i , c
′′
i ) dans la
de´finition de ∆0. C’est clair pour (K
′′
i /K
′′
i
#, a′′i , c
′′
i ) car le caracte`re sgnK′′/K′′#(·) se factorise
par K#× → E#×. Pour (K ′i/K ′i#, a′i, c′i), observons que la syme´trie 7.4.6 pour ∆0 e´change les
roˆles de δ′ et δ′′ quitte a` les multiplier par −1. Un argument de va-et-vient permet de se ramener
au cas pre´ce´dent.
5.5 E´nonce´s du transfert et du lemme fondamental
Dans cette section, F est un corps local.
Inte´grales orbitales Soit M un F -groupe re´ductif connexe et soit m ∈Mreg(F ). Posons
DM (m) := det(1−Ad (m)|m/mm).
Soit f ∈ C∞c (M(F )). Fixons des mesures de Haar sur M(F ) et Mm(F ). L’inte´grale orbitale
de f en m est de´finie comme suit
JM (m, f) := |DM (m)|1/2 ·
∫
Mm(F )\M(F )
f(x−1mx) dx˙.
Si m ∈M(F ) est fortement re´gulier, l’inte´grale orbitale stable est de´finie comme
J stM (m, f) :=
∑
m1
JM (m1, f)
ou` m1 parcourt des repre´sentants de Ost(m)/conj.
Les meˆmes de´finitions s’adaptent a` l’alge`bre de Lie. Soit X ∈ mreg(F ). Posons
DM (X) := det(ad (X)|m/mX).
Soit f ∈ C∞c (m(F )). Fixons les mesures comme pre´ce´demment et de´finissons
JM (X, f) := |DM (X)|1/2 ·
∫
Mm(F )\M(F )
f(x−1Xx) dx˙,(I.10)
J stM (X, f) :=
∑
X1
JM (X1, f)(I.11)
ou` X1 parcourt des repre´sentants de Ost(X)/conj.
On conside`re aussi les inte´grales orbitales sur un reveˆtement. Soit p : M˜ → M(F ) un
reveˆtement d’un F -groupe re´ductif connexe satisfaisant a` la condition simplificatrice suivante.
Hypothe`se 5.5.1. On suppose que x˜, y˜ ∈ M˜ commutent si x, y ∈M(F ) commutent.
De´finissons les sous-ensembles M˜reg et M˜ss comme les images re´ciproques de leurs avatars
sur M(F ). Fixons les mesures comme pre´ce´demment et de´finissons
(I.12) JM˜ (m˜, f) := |DM (m)|1/2
∫
Mm(F )\M(F )
f(x˜−1m˜x˜) dx˙
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ou` x˜ est une image re´ciproque quelconque de x. Si F est archime´dien, alors on peut de´finir les
inte´grales orbitales d’une fonction f dans l’espace de Schwartz S(M(F )) ou S(M˜).
Revenons au cas du groupe me´taplectique pour lequel l’hypothe`se 5.5.1 est satisfaite. Soient
γ ∈ HG−reg(F ), f ∈ C∞c, (G˜). De´finissons l’inte´grale orbitale endoscopique par
JH,G˜(γ, f) :=
∑
δ
∆(γ, δ˜)JG˜(δ˜, f)
ou` :
– les δ parcourent les repre´sentants des classes de conjugaison dans G(F ) qui se corres-
pondent a` γ ;
– δ˜ ∈ G˜ est une image re´ciproque quelconque de δ, le choix n’affecte pas la de´finition car ∆
est spe´cifique (5.3.4) et f est anti-spe´cifique.
Si F est archime´dien, on peut aussi de´finir JH,G˜(·, f) pour f ∈ S (G˜).
La conjecture de transfert Soient γ ∈ HG−reg(F ) et δ ∈ Greg(F ) qui se correspondent.
D’apre`s la description des commutants via parame`tres dans §3.3, on a un isomorphisme entre
F -tores Hγ
∼→ Gδ. On en de´duit une correspondance entre les mesures de Haar sur Hγ(F ) et
Gδ(F ).
Le re´sultat que nous e´tablirons est le suivant.
The´ore`me 5.5.2 (Transfert d’inte´grales orbitales). Fixons des mesures de Haar sur G(F ) et
H(F ). Soit f ∈ C∞c, (G˜), alors il existe fH ∈ C∞c (H(F )) tel que
JH,G˜(γ, f) = J
st(γ, fH)
pour tout γ ∈ HG−reg(F ), ou` on utilise les mesures de Haar qui se correspondent sur les com-
mutants. On dit que fH est un transfert de f .
Si F est archime´dien et f ∈ S (G˜), alors on peut prendre fH ∈ S(H(F )) satisfaisant a`
l’e´galite´ ci-dessus.
La fonction fH n’est pas unique, mais ses inte´grales orbitales stables sont caracte´rise´es par
f .
Le cas non ramifie´ : le lemme fondamental pour les unite´s de l’alge`bre de Hecke
Hypothe`se 5.5.3. On fait les hypothe`ses ci-dessous.
– F est non archime´dien de caracte´ristique re´siduelle p > 2 et |oF /pF | > 3.
– p est assez grand par rapport a` n. Une minoration possible de p est celle dans [84] 4.4,
applique´e aux groupes G et H.
– ψ est de conducteur oF .
De´finition 5.5.4. Soit M un F -groupe re´ductif non ramifie´. On dit qu’une mesure de Haar
sur M(F ) est non ramifie´e si mes(K) = 1 pour tout sous-groupe hyperspe´cial K de M .
Remarquons que les sous-groupes hyperspe´ciaux sont conjugue´s par Mad(F ), et la conjugai-
son pre´serve les mesures de Haar, il suffit donc de conside´rer un choix de K.
Prenons un re´seau autodual L ⊂W et notons K = StabG(L) le sous-groupe hyperspe´cial de
G(F ) associe´. Fixons aussi un sous-groupe hyperspe´cial KH de H(F ). Le lemme fondamental
pour les unite´s concerne le transfert de la fonction anti-spe´cifique
fK(x˜) =
{
ε−1, si x˜ ∈ εK, ε ∈ Ker (p),
0, si x˜ /∈ p−1(K).
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The´ore`me 5.5.5 (Le lemme fondamental pour les unite´s de l’alge`bre de Hecke sphe´rique an-
ti-spe´cifique). Soit KH un sous-groupe hyperspe´cial H(F ), alors 1KH est un transfert de fK si
l’on utilise les mesures non ramifie´es sur G(F ) et H(F ).
La de´monstration occupera les sections suivantes. Nous obtiendrons aussi des re´sultats plus
forts sur le transfert pour le cas archime´dien.
Remarques sur le choix de reveˆtements Les seuls re´sultats qui fait intervenir l’hypothe`se
8|f sont les suivants :
– la syme´trie pour ∆′∆′′ (5.3.8), qui fait intervenir l’e´le´ment −1 ∈ G˜ ;
– la descente parabolique §5.4.
En particulier, on peut formuler la conjecture de transfert et le lemme fondamental pour
chaque choix de f . Montrons qu’elles sont e´quivalentes. Soient f , f ′ ∈ 2Z≥1 et supposons que
f |f ′. Posons G˜′ := S˜p(f
′)
(W ), G˜ := S˜p
(f)
(W ). Alors G˜ ↪→ G˜′. Le re´sultat suivant de´coule
imme´diatement.
Lemme 5.5.6. Soient f ′ ∈ C∞c, (G˜′) et f ∈ C∞c, (G˜) sa restriction. Pour tout δ˜ ∈ G˜, on a
JG˜′(δ˜, f
′) = JG˜(δ˜, f),
ou` on utilise les meˆmes mesures de Haar sur G(F ) et Gδ(F ).
Proposition 5.5.7. Les e´nonce´s de transfert (cf. 5.5.2) pour G˜ et G˜′ sont e´quivalents.
Dans le cas non ramifie´, les e´nonce´s du lemme fondamental pour les unite´s (cf. 5.5.5) pour
G˜ et G˜′ sont e´quivalents.
De´monstration. Soient f ′, f comme ci-dessus. Dans la de´finition de l’inte´grale orbitale endosco-
pique JH,G˜′(γ, f
′), on peut choisir les δ˜ dans G˜. Vu la compatibilite´ de la notion de stabilite´
(par 5.2.3) et du facteur de transfert (par sa spe´cificite´) par rapport a` restriction, on de´duit par
ledit lemme que
JH,G˜′(γ, f
′) = JH,G˜(γ, f).
Le cas des fonctions de Schwartz dans le cas re´el est analogue.
6 Transfert : le cas archime´dien
Les re´sultats ici sont valables pour le transfert des fonctions a` support compact ainsi que
les fonctions de Schwartz. Nous traitons principalement le premier cas et nous signalerons a` la
fin les modifications ne´cessaires pour les fonctions de Schwartz (6.2.5).
Puisque la restriction des scalaires ne s’applique pas au groupe me´taplectique, il faut traiter
le cas complexe se´pare´ment. Pour la plupart, nous nous occupons du cas F = R ; le cas F = C
est beaucoup plus simple. Nous rajouterons quelques remarques a` la fin.
D’apre`s 5.5.7, il suffit d’e´tablir le transfert pour f = 8. Notons S˜p(W ) := S˜p
(8)
(W ) pour
tout F -espace symplectique W .
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6.1 L’endoscopie chez Renard
Posons F = R et n′ + n′′ = n. Soient W un F -espace symplectique de dimension 2n et
W = W ′ ⊕W ′′, dimW ′ = 2n′, dimW ′′ = 2n′′. A` la paire (n′, n′′) et a` un F -tore maximal T
dans G est associe´ l’objet κ dans 5.3.5.
Afin de re´concilier avec le formalisme de [71], posons
G := Sp(W ),
G˜ := S˜p(W ),
G := Sp(W ′)× Sp(W ′′),
G˜ := S˜p(W ′)× S˜p(W ′′),
p : G˜ → G,
ι : G ↪→ G,
j : G˜ → G˜.
Dans [71], Renard travaille avec les reveˆtements a` deux feuillets et il conside`re le groupe
Im (j) au lieu de G˜. Mais peu importe.
De´finition 6.1.1. On dit qu’une fonction f ∈ C∞c (G˜) est spe´cifique (resp. anti-spe´cifique) si
f est spe´cifique (resp. anti-spe´cifique) en les deux coordonne´es. L’espace de telles fonctions est
note´ par C∞c,−(G˜) (resp. C∞c, (G˜)).
On dit qu’un e´le´ment (δ′, δ′′) ∈ G est G-re´gulier si ι(δ′, δ′′) est semi-simple re´gulier. L’en-
semble des e´le´ments G-re´guliers est note´ GG−reg, et son image re´ciproque G˜

G−reg.
Nous utiliserons syste´matiquement l’application
τ :G˜ → G˜
(x˜′, x˜′′) 7→ (x˜′,−x˜′′),
ou` x˜′′ 7→ −x˜′′ est l’ope´ration de´finie par 2.4.6. On a τ2 = id.
Conservons les conventions de [71] pour les mesures et les inte´grales orbitales. Identifions
donc une inte´grale orbitale sur G˜ a` une certaine fonction invariante φ ∈ C∞(G˜reg) ; la meˆme
convention s’applique a` G˜. Dans ce qui suit, nous ne conside´rons que les fonctions anti-
spe´cifiques.
De´finition 6.1.2. On dit qu’une fonction φ ∈ C∞(G˜reg) est une inte´grale orbitale anti-
spe´cifique s’il existe f ∈ C∞c, (G˜) telle que φ = JG˜(·, f). L’espace des inte´grales orbitales
anti-spe´cifiques est note´e I (G˜). De meˆme, de´finissons l’espace I (G˜).
En utilisant la notion de stabilite´ introduite en §5.2, qui co¨ıncide avec celle de [71], nous
de´finissons les espaces d’inte´grales orbitales stables anti-spe´cifiques :
Ist(G˜), Ist(G˜).
On dit qu’une fonction φ ∈ C∞(G˜reg) est une inte´grale κ-orbitale anti-spe´cifique si τ∗φ est
une inte´grale orbitale stable anti-spe´cifique. L’espace des inte´grales κ-orbitales anti-spe´cifiques
est note´ Iκ, (G˜).
Notre de´finition des inte´grales κ-orbitales co¨ıncide avec celle de Renard d’apre`s [71] §3
p.1226. L’espace Iκ, (G˜) est une limite inductive d’espaces de Fre´chet.
La de´monstration du transfert archime´dien repose sur trois ingre´dients : le transfert de G˜
vers G˜, le transfert de G˜ vers le groupe endoscopique H, et la comparaison des facteurs de
transfert. La comparaison sera fait dans la sous-section suivante ; les deux the´ore`mes de transfert
se trouvent dans [70] et [71], mais il faut les mettre sous une forme convenable.
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The´ore`me 6.1.3 (cf. [71] 4.7). On sait de´finir un facteur de transfert
∆R : G

G−reg → µ2
de sorte qu’il existe une application line´aire continue
Trans :I (G˜)→ Iκ, (G˜)
φ 7→ φ
de´finie de la fac¸on suivante : φ est de´termine´e sur le sous-ensemble dense G˜G−reg par
δ˜0 := j(δ˜
′, δ˜′′),
φ(δ˜′, δ˜′′) = ∆R(δ′, δ′′)
∑
δ˜∈Ost(δ˜0)/conj
〈κ, inv(δ, δ0)〉φ(δ˜).
Observons en passant que j identifie Ost(δ˜′)/conj×Ost(δ˜′′)/conj a` Ost(δ˜0)/conj.
Nous donnerons une expression explicite de ∆R dans la section suivante.
De´monstration. Dans [71], ce the´ore`me est e´nonce´ pour les reveˆtements a` deux feuillets, le
groupe Im (j) au lieu de G˜ et les inte´grales orbitales spe´cifiques. Notre e´nonce´ s’obtient en
trois e´tapes.
– Le the´ore`me [71] 4.7 est valide si l’on remplace Im (j) par G˜. Ceci est clair.
– Il reste valide pour les inte´grales orbitales anti-spe´cifiques ; ceci est trivial car les objets
spe´cifiques et anti-spe´cifiques co¨ıncident pour les reveˆtements a` deux feuillets.
– Finalement, on e´tend le the´ore`me [71] 4.7 a` tout reveˆtement de G(F ). Cela se fait comme
dans 5.5.7.
The´ore`me 6.1.4 (cf. [70] 6.7). Posons H := SO(2n′ + 1)× SO(2n′′ + 1), alors on peut de´finir
une application line´aire
T : Ist (G˜) −→ Ist(H(F ))
caracte´rise´e par
T (φ)(γ′, γ′′) = ∆′(δ˜′)∆′(δ˜′′)φ(δ˜′, δ˜′′)
ou` γ′ et δ′ ∈ S˜p(W ′)reg se correspondent par rapport a` la donne´e endoscopique (S˜p(W ′),SO(2n′+
1)×{1}), γ′′ et δ′′ ∈ S˜p(W ′′)reg se correspondent par rapport a` (S˜p(W ′′),SO(2n′′+ 1)×{1}), et
∆′ :=
Θ+ψ −Θ−ψ
|Θ+ψ −Θ−ψ |
.
De´monstration. Cet e´nonce´ est pour l’essentiel celui de Renard. L’e´nonce´ dans [70] ne concerne
que le cas n′′ = 0, mais on l’e´tend sans difficulte´ aux produits directs. On proce`de comme dans
la de´monstration de 6.1.3 et obtient la version e´nonce´e ci-dessus.
6.2 Comparaison de facteurs de transfert
Les tores maximaux dans G sont isomorphes a` des tores “standards” de la forme
Tm,r,s := (C×)m × (S1)r × (R×)s,
2m+ r + s = n.
Cela de´crit tous les tores maximaux dans G a` conjugaison stable pre`s.
On utilise les coordonne´es z = (zi)
m
i=1, w = (wj)
r
j=1, a = (ak)
s
k=1 pour T
m,r,s. Soient zˆi, wˆj , aˆk
les caracte`res correspondants.
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Proposition 6.2.1. Soit (δ′, δ′′) ∈ G qui est G-re´gulier. Supposons que le tore maximal T ′×T ′′
contenant (δ′, δ′′) est de la forme Tm′,r′,s′×Tm′′,r′′,s′′. On parame`tre (δ′, δ′′) par ses coordonne´es
(z′, w′, a′, z′′, w′′, a′′). Alors
∆R(δ
′, δ′′) =
∏
j′,j′′
sgn(Re(w′j′)− Re(w′′j′′)).
De´monstration. C’est essentiellement [71] (4.8) et les discussions qui suivent.
Corollaire 6.2.2. Le facteur ∆R est constant sur une classe de conjugaison stable.
Proposition 6.2.3. On a ∆0 = ∆R.
De´monstration. Tous les deux facteurs ∆R et ∆0 satisfont a` la descente parabolique 5.4.1. Il
suffit donc de les comparer sur tores de la forme Tm
′,r′,0 × Tm′′,r′′,0. Soient (K ′/K ′#, b′, c′) et
(K ′′/K ′′#, b′′, c′′) les parame`tres de O(δ′) et O(δ′′), respectivement.
Calculons d’abord le polynoˆme Pb′(T )(−T )−n′ . On a
Pb′(T )(−T )−n′ =
∏
i
(T − z′i)(T − z′i−1)(T − z′i)(T − z′i
−1
)
(−T )2 ·
·
∏
j
T 2 − 2Re(w′j) + 1
−T
=
∏
i
((T + T−1)− (zi + z−1i ))((T + T−1)− (z′i + z′i−1))·
·
∏
j
(2Re(w′j)− (T + T−1)).
Les termes dans le produit sur i sont non ne´gatifs si T est remplace´ par un e´le´ment dans
S1. D’autre part,
det(1 + δ′) =
∏
i
(1 + z′i)(1 + z
′
i
−1
)(1 + z′i)(1 + z
′
i
−1
)·
·
∏
j
(1 + w′j)(1 + w′j),
qui est un re´el positif, d’ou`
sgn(Pb′(w
′′
j′′)(−w′′j′′)−n
′
det(1 + δ′)) =
∏
j′
sgn(Re(w′j′)− Re(w′′j′′)).
On conclut en le comparant avec 6.2.1.
Conservons maintenant les notations de §5.1.
The´ore`me 6.2.4. Soit f ∈ C∞c, (G˜), alors il existe fH ∈ C∞c (H(F )) telle que pour tout
γ = (γ′, γ′′) ∈ HG−reg(F ),
J stH(γ, f
H) =
∑
δ
∆(, δ˜)JG˜(δ˜, f)
ou` la somme parcourt les classes de conjugaison des δ ∈ G(F ) qui correspondent a` γ et δ˜ ∈ G˜
est une image re´ciproque quelconque de δ.
De plus, l’application line´aire φ 7→ φH de I (G˜) dans Ist(H(F )) induite par f 7→ fH est
continue.
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De´monstration. Fixons δ˜0 tel que δ0 et γ se correspondent. Prenons (δ˜
′
0, δ˜
′′
0) ∈ G˜ comme dans
§5.3, alors j(δ˜′0, δ˜′′0) = δ˜0. On peut supposer que les δ˜ dans la somme parcourent Ost(δ˜0)/conj.
Posons φ := JG˜(·, f) ∈ I (G˜). D’apre`s 5.3.5, le terme a` droite vaut
∆′(δ˜′0)∆
′′(δ˜′′0)∆0(δ
′
0, δ
′′
0)
∑
δ˜
〈κ, inv(δ0, δ)〉φ(δ˜).
Or 6.2.3 et 6.1.3 entraˆınent qu’il est e´gal a`
∆′(δ˜′0)∆
′′(δ˜′′0)φ
(δ˜′0, δ˜
′′
0),
ou
∆′(δ˜′0)∆
′(−δ˜′′0) · (τ∗φ)(δ˜′0,−δ˜′′0).
Maintenant, δ′0 correspond a` γ′ pour la donne´e endoscopique (S˜p(W ′),SO(2n′ + 1) × {1})
et −δ′′0 correspond a` γ′′ pour (S˜p(W ′′),SO(2n′′ + 1) × {1}). D’autre part τ∗φ ∈ Ist(G˜). En
appliquant 6.1.4, on voit que la fonction φH ∈ C∞(HG−reg(F )) de´finie par
γ 7−→ ∆′(δ˜′0)∆′(−δ˜′′0) · (τ∗φ)(δ˜′0,−δ˜′′0)
appartient a` Ist(H(F )). Ceci de´montre l’existence de fH . L’application Trans de 6.1.3 et l’ap-
plication T de 6.1.4 sont continues, d’ou` l’assertion sur la continuite´.
Ce the´ore`me e´tablit le transfert 5.5.2 pour F = R et pour les fonctions a` support compacts.
Remarque 6.2.5. On peut de´montrer une variante du the´ore`me ci-dessus ou` f ∈ S (G˜) et
fH ∈ S(H). Il faut adapter nos arguments, ainsi que ceux de [70, 71], aux inte´grales orbitales de
fonctions de Schwartz. Des re´sultats de Harish-Chandra et Shelstad permettent de caracte´riser
ces espaces. Par exemple, les conditions les plus subtiles (Ist2 ), (I
κ
3 ) dans [71] ne changent pas
pour les fonctions de Schwartz, donc les meˆmes arguments marchent toujours.
Remarque 6.2.6. C’est aussi possible d’e´tablir le transfert par la descente parabolique et la
descente semi-simple, qui sera e´tablie dans la section suivante. Il suffit de reprendre les arguments
de [75] et utiliser la caracte´risation des inte´grales orbitales e´nonce´e dans [71].
6.3 Le cas complexe
Supposons maintenant que F = C. On confond les C-groupes et leurs points complexes.
Dans ce cas :
– G˜ = µf×G, et ∆(γ, (t, δ)) = t pour tout t ∈ µf et tous γ ∈ H, δ ∈ G qui se correspondent ;
– on peut identifier C∞c, (G˜) a` C∞c (G) via f 7→ f(1, ·) ;
– la conjugaison se confond avec la conjugaison ge´ome´trique ;
– les tores maximaux sont conjugue´s ;
– les inte´grales orbitales stables se confondent avec les inte´grales orbitales.
On peut toujours de´finir les espaces vectoriels topologiques d’inte´grales orbitales I(G) et
I(H).
L’existence de transfert est e´quivalente a`
The´ore`me 6.3.1. Soit f ∈ C∞c (G), alors il existe fH ∈ C∞c (H) telle que pour tout γ =
(γ′, γ′′) ∈ HG−reg,
JH(γ, f
H) = JG(δ, f)
pour tout δ qui correspond a` γ.
De plus, l’application line´aire φ 7→ φH de I(G) dans I(H) induite par f 7→ fH est continue.
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Esquisse d’une de´monstration. La caracte´risation des inte´grales orbitales se simplifie e´norme´ment
pour les groupes complexes : il n’y a plus de “conditions de sauts” (eg. les conditions Ist2 et
Iκ3 pour le groupe me´taplectique re´el). En effet, les singularite´s e´ventuelles sont associe´es aux
racines ; localement elles forment des murs de codimension re´elle 2. D’apre`s un principe de
Harish-Chandra, on peut outrepasser ces murs.
Fixons des tores maximaux S ⊂ H et T ⊂ G. On sait qu’il existe un isomorphisme S ∼→ T ,
e´quivariant par rapport au homomorphisme des groupes de Weyl WH → WG. Les classes de
conjugaison semi-simples dans G (resp. H) sont parame´tre´es par T/WG (resp. S/WH). Le
transfert en de´coule imme´diatement en appliquant la caracte´risation des inte´grales orbitales
mentionne´e pre´ce´demment.
Remarque 6.3.2. Comme le cas re´el, il y a aussi une variante de ce the´ore`me pour les fonctions
de Schwartz.
7 Descente semi-simple du facteur de transfert
Fixons f tel que 8|f . Les reveˆtements me´taplectiques dans cette section de´signent les reveˆtements
a` f feuillets.
7.1 Le formalisme de descente
Fixons F un corps local, (W, 〈·|·〉) un F -espace symplectique de dimension 2n, (n′, n′′) ∈ Z2≥0
tel que n′ + n′′ = n. On en de´duit les objets suivants.
G˜ := S˜p(W ),
G := Sp(W ),
H ′ := SO(2n′ + 1) de´ploye´,
H ′′ := SO(2n′′ + 1) de´ploye´,
H := H ′ ×H ′′.
Fixons  = (′, ′′) ∈ H(F )ss et η˜ ∈ G˜ tels que η ∈ G(F )ss et  se correspondent. Pour
simplifier la vie, supposons aussi que η˜ = ±1 lorsque η = ±1 (ou` −1 ∈ G˜ est celui de´fini dans
2.4.6). E´crivons les parame`tres de leurs classes de conjugaison comme
η ∈ O(K/K#, v, (WK , hK), (W±, 〈·|·〉±)),
′ ∈ O(K ′/K ′#, v′, (V ′K , h′K), (V ′±, q′±)),
′′ ∈ O(K ′′/K ′′#, v′′, (V ′′K , h′′K), (V ′′± , q′′±));
ou` hK est anti-hermitienne et h
′
K , h
′′
K sont hermitiennes.
La correspondance de classes exige que
(K/K#, v) = (K ′/K ′#, v′)⊕ (K ′′/K ′′#,−v′′),
WK ' V ′K′ ⊕ V ′′K′′ comme K −modules,
dimF W+ + 1 = dimF V
′
+ + dimF V
′′
− ,
dimF W− + 1 = dimF V ′− + dimF V
′′
+ .
On de´compose K en produit de F -alge`bres a` involution L pour lesquelles L# sont des corps.
Si l’on pose u := v|L alors L = F (u). Adoptons la convention d’indexer l’ensemble des paires
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(L, u) par u. Idem pour K ′,K ′′. Alors
(K/K#, · · · ) =
⊕
u
(L/L#, u, (Wu, hu))⊕ (W+, 〈·|·〉+)⊕ (W−, 〈·|·〉−),
(K ′/K ′#, · · · ) =
⊕
u
)(L/L#, u, (V ′u, h
′
u))⊕ (V ′+, q′+)⊕ (V ′−, q′−),
(K ′′/K ′′#, · · · ) =
⊕
u
(L/L#,−u, (V ′′u , h′′u))⊕ (V ′′+ , q′′+)⊕ (V ′′− , q′′−);
ou`
– on permet que pour tout u, au plus l’un de V ′u et V ′′u est trivial ;
– les paires (L, u) sont deux a` deux ine´quivalentes ;
– pour tout u, Wu ' V ′u ⊕ V ′′u comme L-modules.
D’apre`s §3.3,
Gη =
∏
u
U(Wu, hu)× Sp(W+)× Sp(W−),
H ′′ =
∏
u
U(V ′u, h
′
u)× SO(V ′+, q′+)× SO(V ′−, q′−),
H ′′′′ =
∏
u
U(V ′′u , h
′′
u)× SO(V ′′+ , q′′+)× SO(V ′′− , q′′−),
H = H
′
′ ×H ′′′′ .
On note abusivement la restriction de η sur U(Wu, hu) par u, celle de 
′ sur U(V ′u, h′u) par
u′ et celle de −′′ sur U(V ′′u , h′′u) par u′′.
Rappelons que U(Wu, hu) ' GLL#(12 dimL# Wu) si L ' L# × L#. On a des immersions
canoniques
U(Wu, hu) ↪→ Sp(Wu, 〈·|·〉u)
U(V ′u, h
′
u) ↪→ SO(V ′u, (tr L/L#)∗h′u)
U(V ′′u , h
′′
u) ↪→ SO(V ′′u , (tr L/L#)∗h′′u)
ou` 〈·|·〉u := (tr L/L#)∗hu).
Lemme 7.1.1. Si H est quasi-de´ploye´, alors SO(V
′
+, q
′
+) et SO(V
′′
+ , q
′′
+) sont de´ploye´s.
De´monstration. Si H est quasi-de´ploye´, d’apre`s la description des commutants dans §3.3 on
de´duit que SO(V ′+, q′+) et SO(V ′′+ , q′′+) sont aussi quasi-de´ploye´s. Or un groupe orthogonal impair
quasi-de´ploye´ est force´ment de´ploye´.
Soient
X = ((Xu)u, X+, X−) ∈ gη(F ),
Y ′ = ((Y ′u)u, Y
′
+, Y
′
−) ∈ h′′(F ),
Y ′′ = ((Y ′′u )u, Y
′′
+ , Y
′′
−) ∈ h′′′′(F )
Y = (Y ′, Y ′′) ∈ h(F ).
Hypothe`se 7.1.2. On suppose X,Y semi-simples re´guliers et assez petits.
Supposons de plus que δ := exp(X)η et γ := exp(Y ) se correspondent.
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De´finition 7.1.3. Soient m1,m2 des alge`bres de Lie de produits de restrictions des scalaires
de groupes classiques. On dit que deux e´le´ments Zi ∈ mi (i = 1, 2) semi-simples assez re´guliers
sont en correspondance par valeurs propres s’ils admettent des parame`tres de la forme
Zi ∈ O(K/K#, a, ci)
pour ci ∈ K× convenables (i = 1, 2). On note cette relation par
Z1
VP←→ Z2.
Lemme 7.1.4. Avec ces hypothe`ses, on a
∀u, Xu VP←→ (Y ′u, Y ′′u ), ,
X+
VP←→ (Y ′+, Y ′′−),
X−
VP←→ (Y ′−, Y ′′+).
De´monstration. Si X,Y sont assez petits, on peut e´carter les valeurs propres provenant de u
diffe´rents. Cela permet de conclure.
La correspondance ci-dessus fournit aussi des de´compositions orthogonales Wu = W
′
u ⊕W ′′u
pour tout u et W± = W ′±⊕W ′′± selon les valeurs propres. Les e´le´ments Xu, X± se de´composent
ainsi en
∀u, Xu = (X ′u, X ′′u),
X+ = (X
′
+, X
′′
+),
X− = (X ′−, X
′′
−),
tels que
∀u, X ′u VP←→ Y ′u, X ′′u VP←→ Y ′′u ,
X ′+
VP←→ Y ′+, X ′′+ VP←→ Y ′′− ,
X ′−
VP←→ Y ′−, X ′′− VP←→ Y ′′+ .
Enfin, posons
δ˜ := exp(X)η˜.
Pour tout u, prenons u˜ ∈ S˜p(Wu) au-dessus de u tel que l’image de ((u˜)u, 1,−1) par l’ho-
momorphisme ∏
u
S˜p(Wu)× S˜p(W+)× S˜p(W−)→ S˜p(W )
est η˜. C’est possible graˆce a` l’hypothe`se que η˜ = ±1 lorsque η = ±1. Ensuite, prenons (u˜′, u˜′′) ∈
S˜p(W ′u) × S˜p(W ′′u ) qui s’envoie sur u˜ ∈ S˜p(Wu). Posons η˜′ (resp. η˜′′) l’image de ((u˜′)u, 1,−1)
(resp. ((u˜′′)u, 1,−1)) par ∏
u
S˜p(W ′u)× S˜p(W ′+)× S˜p(W ′−)→ S˜p(W ′)
(resp.
∏
u
S˜p(W ′′u )× S˜p(W ′′+)× S˜p(W ′′−)→ S˜p(W ′′)).
De´crivons le comportement du facteur de transfert ∆ = ∆0∆
′∆′′.
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Proposition 7.1.5. Par rapport a` ces de´compositions, le facteur ∆′ satisfait a`
∆′(exp(X ′)η˜′) =
∏
u
∆′(exp(X ′u)u˜
′) ·∆′(exp(X ′+))∆′(− exp(X ′−)).
De meˆme,
∆′′(exp(X ′′)η˜′′) =
∏
u
∆′′(exp(X ′′u)u˜
′′) ·∆′′(exp(X ′′+))∆′′(− exp(X ′′−)).
Le produit ∆′∆′′ ne de´pend pas de choix de η˜′, η˜′′ et u˜′, u˜′′
Il est sous-entendu que les termes ∆′, ∆′′ a` droite sont pris par rapport a` des espaces
symplectiques convenables (eg. W ′u,W ′′u etc.)
De´monstration. Cela re´sulte de 4.6.1.
Autrement dit, ∆′∆′′ est “additif” par rapport aux sommes directes de parame`tres. Le
comportement du terme ∆0 est plus pe´nible a` e´crire : il est “bi-additif”.
Proposition 7.1.6. Le facteur ∆0(exp(X
′)η′, exp(X ′′)η′′) est produit des termes suivants
∆0(exp(X
′
+), exp(X
′′
+)),
∆0(− exp(X ′−),− exp(X ′′−)),∏
u
∆0(exp(X
′
u)u, exp(X
′′
u)u),∏
u′ 6=u′′
∆0(exp(X
′
u′)u
′, exp(X ′′u′′)u
′′),
∏
u
∆0(exp(X
′
u)u, exp(X
′′
+)),∏
u
∆0(exp(X
′
u)u,− exp(X ′′−)),∏
u
∆0(exp(X
′
+), exp(X
′′
u)u),∏
u
∆0(− exp(X ′−), exp(X ′′u)u),
∆0(exp(X
′
+),− exp(X ′′−)),
∆0(− exp(X ′−), exp(X ′′+)).
De´monstration. D’une part, le caracte`re sgnK′′/K′′#(·) est additif par rapport aux sommes di-
rectes des parame`tres K ′′/K ′′#. D’autre part, si K ′′/K ′′# est fixe´, alors
Pa′(a
′′)(−a′′)−n′ et det(δ′ + 1)
sont tous additifs par rapport aux sommes directes de parame`tres (K ′/K ′#, a′). D’ou` l’assertion.
On de´montrera que seuls les trois premiers termes survivent apre`s descente.
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7.2 Le cas non ramifie´
Afin d’e´tablir le lemme fondamental, on aura besoin de conside´rer la version non ramifie´e de
la descente. Nous conservons la plupart du formalisme pre´ce´dent et pre´cisons les modifications
ci-dessous.
Conservons l’hypothe`se 5.5.3 ; en particulier, F est un corps local non archime´dien de ca-
racte´ristique re´siduelle p > 2. Fixons un re´seau autodual L ⊂ W . Soit K = StabG(L) le
sous-groupe hyperspe´cial de G(F ) associe´. Cela permet d’identifier K comme un sous-groupe
de G˜.
Hypothe`se 7.2.1. Supposons que
– η et  sont d’ordres finis premiers a` p ;
– δ, γ sont des e´le´ments compacts avec de´compositions de Jordan topologiques
δ = exp(X)η,
γ = exp(Y ),
X, Y : topologiquement nilpotents ;
– δ, γ se correspondent ;
– η ∈ K, η = η˜ ;
– H est non ramifie´.
Dans ce cas, c’est loisible de supposer que (V ′±, q′±), (V ′′± , q′′±), (V ′u, h′u), (V ′′u , h′′u), (Wu, hu)
admettent des re´seaux autoduaux ([84] 5.3). La nilpotence topologique de X,Y dans le cas non
ramifie´ remplace la condition pre´ce´dente que X,Y soient assez petits.
On de´compose Gη et H comme dans la section pre´ce´dente. Les e´le´ments u sont d’ordre fini
premier a` p. En particulier, L est une extension non ramifie´e ; lorsque L ' L#×L#, cela signifie
que L est une extension non ramifie´e.
Lemme 7.2.2. Avec ces hypothe`ses, on a
∀u, Xu VP←→ (Y ′u, Y ′′u ),
X+
VP←→ (Y ′+, Y ′′−),
X−
VP←→ (Y ′−, Y ′′+).
De´monstration. Cela re´sulte de l’unicite´ de la de´composition de Jordan topologique.
7.3 E´nonce´ de re´sultats
Sauf mention expresse du contraire, F est un corps local de caracte´ristique nulle. Conservons
aussi les formalismes pre´ce´dents.
Pour simplifier la vie, introduisons des conventions.
Notation 7.3.1. On dit qu’une expression est une bonne constante si
– elle ne de´pend que de Ost() et O(η˜) ;
– elle vaut 1 dans le cas non ramifie´.
Soient a, b deux e´le´ments inversibles dans une F -alge`bre e´tale K. On dit que a ≈ b si
sup
σ∈HomF−alg(K,F¯ )
∣∣∣σ (a
b
)
− 1
∣∣∣
F¯
est assez petit,
ou` | · |F¯ est l’unique valeur absolue sur F¯ qui prolonge | · |F . La borne exacte de´pendra du
contexte.
Dans le cas non ramifie´, on dit que a ≈ b si ab est topologiquement unipotent.
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The´ore`me 7.3.2. Posons
∆[(Y,X) := ∆(exp(Y ), exp(X)η˜),
alors il existe une bonne constante c telle que
∆[(Y,X) = c
∏
u
∆u((Y
′
u, Y
′′
u ), Xu)·
·∆+((Y ′+, Y ′′−), X+) ·∆−((Y ′−, Y ′′+), X−).
Les termes ∆u,∆± sont de´finis de la fac¸on suivante. Avec la convention • ∈ {+,−, u}, sup-
posons que X• ∈ O(K/K#, a, c) et (K ′/K ′#, a′, c′) ⊕ (K ′′/K ′′#, a′′, c′′) est la de´composition
correspondant a` X• = (X ′•, X ′′• ). De´finissons
∆u((Y
′
u, Y
′′
u ), Xu) := sgnK′′/K′′#(γuc
′′−1P˙Xu|L(a
′′)), pour tout u
∆+((Y
′
+, Y
′′
−), X+) := sgnK′′/K′′#(c
′′−1P˙X+(a
′′)),
∆−((Y ′−, Y
′′
+), X−) := sgnK′/K′#(c
′−1P˙X−(a
′));
ou` PX± ∈ F [T ] est le polynoˆme caracte´ristique de X± ∈ EndF (W±) et PXu|L ∈ L[T ] est celui
de Xu ∈ EndL(Wu). Pour tout u, la constante γu ∈ L× satisfait a` τ(γu) = (−1)dimLWuγu et
γu ∈ o×L dans le cas non ramifie´.
Observons que PXu|L est bien de´fini meˆme si L ' L# × L# ; de plus, dans ce cas-la` ∆u = 1
car K ′′ = K ′′# ⊗L# L ' K ′′# ×K ′′#.
De´monstration. Ce the´ore`me s’obtient en multipliant les formules dans 7.5.1, 7.5.2, 7.5.3, 7.6.1
et 7.6.2.
Corollaire 7.3.3. Pour tout λ ∈ F×, on a
∆[(Y,X) = ∆[(λ2Y, λ2X).
Cela nous permet de prolonger ∆[ en une fonction de´finie sur toute paire
(Y,X) ∈ (h)G−reg(F )× (gη)reg(F ).
De´monstration. Vu le the´ore`me, il suffit de constater que pour tout • ∈ {+,−, u}, le facteur
∆• ve´rifie la meˆme proprie´te´, qui est imme´diat.
7.4 Des lemmes techniques
Les lemmes suivants seront les seuls ingre´dients non-triviaux dans la de´monstration de 7.3.2.
On e´tablit d’abord une formule de re´ciprocite´ pour sgn(·). Commenc¸ons par une observation
e´le´mentaire. Soit z un e´le´ment dans une F -alge`bre e´tale, Pz de´signe toujours son polynoˆme
minimal sur F .
Lemme 7.4.1. Fixons un corps L. Soient K une L-alge`bre e´tale et z ∈ K× tels que K = F [z].
Soient a b
c d
 ∈ PGL(2, L), cz + d 6= 0,
w :=
az + b
cz + d
.
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Soient Pz ∈ L[T ] le polynoˆme caracte´ristique de z et Pw ∈ L[T ] celui de w. Posons m :=
degPz = degPw = dimF K, alors
(cT + d)mPw
(
aT + b
cT + d
)
= cmPw
(a
c
)
Pz(T ),
(ad− bc)(cz + d)m−2P˙w(w) = cmPw
(a
c
)
P˙z(z).
De´monstration. Il suffit de de´montrer la premie`re formule. Observons que w 6= ac , sinon ad−bc =
0. On se rame`ne au cas ou` K est un corps. Le polynoˆme a` gauche s’annule en z et a degre´ m,
donc il est e´gal a` Pz(T ) multiplie´ par une constante non nulle. On calcule son coefficient de T
m
et on arrive aise´ment au terme cmPw(
a
c ).
Lemme 7.4.2. Supposons qu’il y a une de´composition orthogonale W = W ′ ⊕ W ′′, n′ :=
1
2 dimW
′, n′′ := 12 dimW
′′. Soit X ∈ sp(W ) semi-simple re´gulier tel que X = (X ′, X ′′) ou`
X ′ ∈ sp(W ′) et X ′′ ∈ sp(W ′′). Supposons que X ∈ O(K/K#, a, c) et
(K/K#, a, c) = (K ′/K ′#, a′, c′)⊕ (K ′′/K ′′#, a′′, c′′)
par rapport a` la de´composition X = (X ′, X ′′). Alors
sgnK′/K′#(PX′′(a
′)) · sgnK′′/K′′#(PX′(a′′)) = (−1,−1)n
′n′′
F (detX
′, detX ′′)F .
De´monstration. Appliquons 4.3.4 a` X ∈ sp(W ), X ′ ∈ sp(W ′) et X ′′ ∈ sp(W ′′). On voit que
γψ(q[X]) = γψ((−1)n−1)γψ(detX) · sgnK/K#(c−1P˙X(a)),(I.13)
γψ(q[X
′]) = γψ((−1)n′−1)γψ(detX ′) · sgnK′/K′#(c′−1P˙X′(a′)),(I.14)
γψ(q[X
′′]) = γψ((−1)n′′−1)γψ(detX ′′) · sgnK′′/K′′#(c′′−1P˙X′′(a′′)).(I.15)
On a aussi PX = PX′PX′′ et q[X] = q[X
′]⊕ q[X ′′]. En prenant (I.13) ÷ ((I.14) × (I.15)), on
obtient
(I.16) sgnK′/K′#(PX′′(a
′)) · sgnK′′/K′′#(PX′(a′′)) =
γψ(detX)γψ(1)
γψ(detX ′)γψ(detX ′′)
· γψ((−1)
n−1)
γψ(1)γψ(−1)n′−1)γψ((−1)n′′−1)) .
En discutant les parite´s de n′, n′′ et en rappelant que γψ(−1) = γψ(1)−1, on de´duit
γψ((−1)n−1)
γψ(1)γψ((−1)n′−1)γψ((−1)n′′−1) =
{
γψ(1)
−4, si n′, n′′ sont impairs;
1, sinon.
On utilise le fait suivant ([89], §25 prop. 3 et §28 prop. 4) : pour tout a, b ∈ F×, on a
γψ(ab)γψ(1)
γψ(a)γψ(b)
= (a, b)F .
D’une part, en prenant a = b = −1, il en re´sulte que γψ(1)4 = (−1,−1)F = ((−1)n′n′′ ,−1)F
si n′, n′′ sont impairs ; en tout cas :
γψ((−1)n−1)
γψ(1)γψ((−1)n′−1)γψ((−1)n′′−1) = (−1,−1)
n′n′′
F .
D’autre part, en prenant a = detX ′ et b = detX ′′, il en re´sulte que
γψ(detX)γψ(1)
γψ(detX ′)γψ(detX ′′)
= (detX ′, detX ′′)F .
Cela ache`ve la de´monstration.
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On en de´duit une version au niveau du groupe a` l’aide de la transformation de Cayley.
Lemme 7.4.3. Soit δ ∈ Sp(W )reg tel que δ = (δ′, δ′′) ou` W = W ′ ⊕ W ′′, δ′ ∈ Sp(W ′) et
δ′′ ∈ Sp(W ′′). Supposons que δ ∈ O(K/K#, a, c) et
(K/K#, a, c) = (K ′/K ′#, a′, c′)⊕ (K ′′/K ′′#, a′′, c′′)
par rapport a` la de´composition δ = (δ′, δ′′). Alors
(I.17) sgnK′′/K′′#(Pa′(a
′′)(−a′′)−n′ det(δ′ − 1)) · sgnK′/K′#(Pa′′(a′)(−a′)−n
′′
det(δ′′ − 1))
= (−1,−1)n′n′′F
(
det
δ′ + 1
δ′ − 1 ,det
δ′′ + 1
δ′′ − 1
)
F
.
De´monstration. Posons z′ = a′+ 1a′ ∈ K ′#, z′′ = a′′+ 1a′′ ∈ K ′′# ; posons d’autre part b′ = z
′+2
z′−2 ,
et idem pour b′′. Alors 7.4.1 affirme que
Pz′(T )Pb′(1) = (T − 2)n′Pb′
(
T + 2
T − 2
)
,
et idem pour z′′ et b′′, ce qui entraˆıne
Pz′(z
′′)Pb′(1) = (z′′ − 2)n′Pb′(b′′),(I.18)
Pz′′(z
′)Pb′′(1) = (z′ − 2)n′′Pb′′(b′).(I.19)
On a
(
a′+1
a′−1
)2
= b′ (idem pour a′′) ; on de´duit du fait τ(a
′′+1
a′′−1) = −a
′′+1
a′′−1 (idem pour a
′) que
P a′′+1
a′′−1
(T ) = Pb′′(T
2), d’ou`
Pb′′(b
′) = P a′′+1
a′′−1
(
a′ + 1
a′ − 1
)
,
et idem si l’on e´change a′ et a′′. Observons aussi que Pz′(z′′) = Pa′(a′′)(a′′)−n
′
et Pz′′(z
′) =
Pa′′(a
′)(a′)−n′′ . Assemblons toutes ces e´galite´s dans (I.18), (I.19) et prenons sgnK′′/K′′#(·),
sgnK′/K′#(·). Pour (I.18), cela donne
sgnK′′/K′′#(Pa′(a
′′)(a′′)−n
′
P a′+1
a′−1
(1)) = sgnK′′/K′′#
(
(z′′ − 2)n′′P a′+1
a′−1
(
a′′ + 1
a′′ − 1
))
.
Or z′′ − 2 = −(1 − a′′)(1 − 1a′′ ) ∈ (−1)NK′′/K′′#(K ′′×) et P a′+1
a′−1
(1) = (−2)2n′ det(δ′ − 1)−1,
d’ou`
sgnK′′/K′′#(Pa′(a
′′)(−a′′)−n′ det(δ′ − 1)) = sgnK′′/K′′#
(
P a′+1
a′−1
(
a′′ + 1
a′′ − 1
))
.
Appliquons le meˆme argument a` (I.19) et multiplions les formules qui en re´sultent. Une appli-
cation de 7.4.2 donne le re´sultat cherche´.
Conside´rons maintenant une situation diffe´rente. On aura besoin de deux lemmes concernant
les classes de conjugaison semi-simples de groupes orthogonaux pairs.
Lemme 7.4.4. Soit (V, q) un F -espace quadratique de dimension paire. Soit K/K# une F -
alge`bre e´tale a` involution. Soit t ∈ F×. S’il existe a, c ∈ K# tels que τ(a) = −a, τ(c) = c et
O(K/K#, a, c) existe dans SO(V, q), alors
sgnK/K#(t) = (t, (−1)
1
2
dimF V det q)F .
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De´monstration. Supposons que O(K/K#, a, c) existe dans SO(V, q), alors
(V, q) ' (K, (trK/F )∗(cNK/K#(·))),
(V, tq) ' (K, (trK/F )∗(tcNK/K#(·))),
ou` NK/K# est la (K, τK)-forme hermitienne w 7→ NK/K#(w).
On a γψ(tq)/γψ(q) = sgnK/K#(t) d’apre`s 4.3.1. D’autre part la formule de γψ en termes du
de´terminant et de l’invariant de Hasse s(·) ([56] 1.3.4) entraˆıne
γψ(tq)
γψ(q)
= s(tq) · s(q)
car dimF V est paire. Posons m =
1
2 dimF V . Prenons une diagonalisation q ' 〈d1, . . . , d2m〉
quelconque. Alors
s(tq)s(q) =
∏
i<j
((tai, taj)F (ai, aj)F )
=
∏
i<j
((t, t)F (t, aj)F (ai, t)F )
= (t, t)mF (t,det q)F , car
(
2m
2
)
≡ m mod 2
= (t,−1)mF (t,det q)F , car (t, t)F = (t,−1)F
= (t, (−1)m det q)F ,
ce qu’il fallait de´montrer.
Lemme 7.4.5. Soit (V, q) un F -espace quadratique de dimension paire. Si Y ∈ so(V, q) est
inversible, alors detY ∈ det q · F×2.
De´monstration. Fixons une base de V de sorte que q = 〈a1, . . . , a2m〉 et regardons Y comme
une matrice. Soit Q la matrice diagonale diag(a1, . . . , a2m), alors Y ∈ so(V, q) e´quivaut a` ce que
Y Q soit une matrice anti-syme´trique. Notons Pf(Y Q) ∈ F× son pfaffien, alors
detY = detY Q · (detQ)−1 = Pf(Y Q)2 · (detQ)−1.
Or detQ = a1 · · · a2m = det q, d’ou` l’assertion.
E´tablissons maintenant la re´ciprocite´ du facteur ∆0.
Corollaire 7.4.6. Sous les hypothe`ses de 7.4.3, on a
∆0(δ
′, δ′′) = ∆0(−δ′′,−δ′),
ou` ∆0(−δ′′,−δ′) est de´fini par rapport au groupe endoscopique transpose´ H ′′ ×H ′.
De´monstration. D’apre`s 7.4.3, on a
∆0(δ
′, δ′′)∆0(−δ′′,−δ′) = sgnK′′/K′′#
(
det
δ′ + 1
δ′ − 1
)
sgnK′/K′#((−1)n
′′
)
· (−1,−1)n′n′′F
(
det
δ′ + 1
δ′ − 1 ,det
δ′′ + 1
δ′′ − 1
)
F
.
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La classe de conjugaison contenant δ
′+1
δ′−1 ∈ sp(W ′) est parame´tre´e par (K ′/K ′#, a
′+1
a′−1 , c
′) ;
prenons q′ la F -forme quadratique sur K ′ de´finie par (trK′#/F )∗(c′NK′/K′#(·)). Il existe c′0 ∈
K ′#× et Y ′ ∈ so(K ′, q′) tels que O(Y ′) est parame´tre´ par (K ′/K ′#, a′+1a′−1 , c′0). Appliquons la
meˆme construction a` a′′ pour obtenir une F -forme quadratique q′′ sur K ′′. Par 7.4.4, on a alors
sgnK′′/K′′#
(
det
δ′ + 1
δ′ − 1
)
=
(
det
δ′ + 1
δ′ − 1 , (−1)
n′′ det q′′
)
F
,
sgnK′/K′#((−1)n
′′
) = ((−1)n′′ , (−1)n′ det q′)F .
Par 7.4.5, applique´ a` Y ′ ∈ so(K ′, q′) et Y ′′ ∈ so(K ′′, q′′), on a
sgnK′′/K′′#
(
det
δ′ + 1
δ′ − 1
)
=
(
det
δ′ + 1
δ′ − 1 , (−1)
n′′ det
δ′′ − 1
δ′′ + 1
)
F
,
sgnK′/K′#((−1)n
′′
) =
(
(−1)n′′ , (−1)n′ det δ
′ + 1
δ′ − 1
)
F
.
On en de´duit que ∆0(δ
′, δ′′)∆0(−δ′′,−δ′) = (−1,−1)n′n′′F ((−1)n
′
, (−1)n′′)F = 1. Cela ache`ve
la de´monstration.
7.5 Descente des termes ∆′, ∆′′
Proposition 7.5.1. Supposons que X+ ∈ O(K/K#, a, c), soient X+ = (X ′+, X ′′+) et
(K/K#, a, c) = (K ′/K ′#, a′, c′)⊕ (K ′′/K ′′#, a′′, c′′)
la de´composition de parame`tres correspondante. Il existe alors une bonne constante c+ telle que
∆′(exp(X ′+))∆
′′(exp(X ′′+)) = c+sgnK′′/K′′#(c
′′−1P˙X′′+(a
′′)).
Proposition 7.5.2. Supposons que X− ∈ O(K/K#, a, c), X− = (X ′−, X ′′−) et (K/K#, a, c) =
(K ′/K ′#, a′, c′)⊕ (K ′′/K ′′#, a′′, c′′) la de´composition de parame`tres correspondante.
Il existe alors une bonne constante c− telle que
∆′(− exp(X ′−))∆′′(− exp(X ′′−)) = c−sgnK′/K′#(c′−1P˙X′+(a′)).
Les assertions 7.5.1, 7.5.2 sont e´quivalentes. En effet, d’apre`s 4.2.1,
∆′(exp(X ′+))∆
′′(exp(X ′′+)) = ∆
′(− exp(X ′′+))∆′′(− exp(X ′+))
∆′(− exp(X ′−))∆′′(− exp(X ′′−)) = ∆′(exp(X ′′−))∆′′(exp(X ′−)).
Par conse´quent, il suffit d’e´tablir 7.5.1.
De´monstration de 7.5.1. On a ∆′(exp(X ′+)) = 1 par 4.2.1, 4.1.6 et la lissite´ de Θψ ; dans le cas
non ramifie´, on utilise 4.4.2. D’apre`s 4.5.2, il existe une bonne constante c telle que
∆′(exp(X ′+))∆
′′(exp(X ′′+)) = c · γψ(q[X ′′+]).
Vu 4.3.4, on a
γψ(q[X
′′
+]) = γψ((−1)n
′′−1)γψ(detX ′′+) · sgnK′′/K′′#(c′′−1P˙X′′+(a′′)).
Le terme γψ((−1)n′′−1) e´tant une bonne constante, il suffit de montrer que γψ(detX ′′+) l’est aussi.
Rappelons que X ′′+
VP←→ Y ′′− et Y ′′− ∈ so(V ′′− , q′′−), V ′′− est de dimension paire. D’ou` γψ(detX ′′+) =
γψ(det q
′′−) par 7.4.5, qui est une bonne constante car det q′′− ∈ o×F dans le cas non ramifie´.
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Proposition 7.5.3. Fixons la donne´e u et posons L = F [u]. Supposons que Xu ∈ O(K/K#, a, c),
soient Xu = (X
′
u, X
′′
u) et (K/K
#, a, c) = (K ′/K ′#, a′, c′) ⊕ (K ′′/K ′′#, a′′, c′′) la de´composition
de parame`tres correspondante.
Il existe alors une bonne constante cu et une constante αu ∈ L×, αu ∈ o×L dans le cas non
ramifie´, τ(αu) = (−1)dimLW ′′u αu, telles que
∆′(exp(X ′u)u˜
′)∆′′(exp(X ′′u)u˜
′′) = cusgnK′′/K′′#(αuc
′′−1P˙X′′u |L(a
′′)).
De´monstration. D’apre`s 5.3.3,
∆′(exp(X ′u)u˜
′)∆′′(exp(X ′′u)u˜
′′) = ∆′(exp(Xu)u˜)γψ(q[Cexp(X′′u )u′′ ]).
Puisque det(u2 − 1) 6= 0, le terme ∆′(exp(Xu)u˜) = ∆′(u˜) est une bonne constante d’apre`s
4.2.1 ; dans le cas non ramifie´, il faut aussi 4.4.2. Il reste a` traiter γψ(q[Cexp(X′′u )u′′ ]).
On a K ′′ = K ′′# ⊗#L L. Si L ' L# × L#, alors la forme q[Cexp(X′′u )u′′ ] est hyperbolique
d’apre`s 3.2.4, donc γψ(q[Cexp(X′′u )u′′ ]) = 1. D’autre part sgnK′′/K′′#(·) = 1 dans ce cas-la` et
la proposition est prouve´e. Supposons de´sormais que L est un corps. Fixons un plongement
L ↪→ F¯ ; la formule finale sera inde´pendante du plongement.
Posons
m′′ := dimLW ′′u ,
A′′ := exp(a′′),
C ′′ :=
uA′′ − 1
uA′′ + 1
.
On voit que A′′ ≈ 1 et C ′′ ≈ u−1u+1 6= 0. Graˆce a` 4.3.4,
γψ(q[Cexp(X′′u )u′′ ]) = γψ((−1)[L:F ]m
′′−1)γψ(NK′′/F (2C ′′))·
· sgnK′′/K′′#(c′′−1P˙2C′′(2C ′′)).
(I.20)
Le terme γψ((−1)[L:F ]m′′−1) est une bonne constante, le terme γψ(NK′′/F (2C ′′)) est e´gal a`
γψ
(
NK′′/F
(
2 · u− 1
u+ 1
))
= γψ(det
F
(2(u+ 1)(u− 1)−1|W ′′u )),
ce qui est aussi une bonne constante. Il reste donc a` traiter le terme sgnK′′/K′′#(· · · ).
Enfin, sgnK′′/K′′#(c
′′−1P˙2C′′(2C ′′)) = sgnK′′/K′′#(2c′′−1P˙C′′(C ′′)). Posons
ΣL/F := HomF−alg(L, F¯ )
et posons σ0 ∈ ΣL/F l’unique e´le´ment fixant u.
Observons que
PC′′ =
∏
σ∈ΣL/F
P σC′′|L
ou` la notation P•|L signifie le polynoˆme caracte´ristique de • sur L, l’action de ΣL/F sur L[T ]
provient de l’action sur les coefficients. On a aussi degPC′′|L = m′′. Il en re´sulte que
P˙C′′(C
′′) = P˙C′′|L(C ′′) ·
∏
σ∈ΣL/F ,
σ 6=σ0
P σC′′|L(C
′′)
= kuP˙C′′|L(C ′′),
(I.21)
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ou` ku ∈ L× est une constante ; ku ∈ o×L dans le cas non ramifie´.
D’apre`s 7.4.1, on a
2u(uA′′ + 1)m
′′−2P˙C′′|L(C ′′) = um
′′
PC′′|L(1)P˙A′′|L(A′′),
d’ou`
P˙C′′|L(C ′′) =
1
2
um
′′−1(uA′′ + 1)2−m
′′
PC′′|L(1)P˙A′′|L(A′′)
≈ 1
2
um
′′−1(u+ 1)2−m
′′
det
L
(1− (u− 1)(u+ 1)−1|W ′′u )P˙A′′|L(A′′)
≈ huP˙a′′|L(a′′),
(I.22)
ou` hu ∈ L× est une constante ; hu ∈ o×L dans le cas non ramifie´.
En combinant (I.20),(I.21),(I.22), on voit qu’il existe une bonne constante cu et une constante
αu ∈ L×, αu ∈ o×L dans le cas non ramifie´, telles que
γψ(q[Cexp(X′′u )u′′ ]) = cu · sgnK′′/K′′#(αuc′′−1P˙a′′|L(a′′)).
Pour que le terme dans sgnK′′/K′′# appartienne a` K
′′#, il faut que τ(αu) ∈ (−1)m′′αu. Cela
ache`ve la de´monstration.
7.6 Descente du terme ∆0
Nous conside´rons d’abord les trois premiers termes des dix termes dans 7.1.6.
Proposition 7.6.1. Soit • ∈ {+,−, u}. Supposons que
X ′• ∈ O(K ′/K ′#, a′, c′),
X ′′• ∈ O(K ′′/K ′′#, a′′, c′′);
alors il existe des bonnes constantes d• telles que
1. ∆0(exp(X
′
+), exp(X
′′
+)) = d+ · sgnK′′/K′′#(PX′+(a′′)),
2. ∆0(− exp(X ′−),− exp(X ′′−)) = d− · sgnK′/K′#(PX′′−(a′)),
3. ∆0(exp(X
′
u)u, exp(X
′′
u)u) = du·sgn(βuPX′u|L(a′′)), ou` PX′u|L est le polynoˆme caracte´ristique
de X ′u sur L, et βu ∈ L× est une constante, τ(βu) = (−1)dimLW
′
uβu ; βu ∈ o×L dans le cas
non ramifie´.
Dans les de´monstrations ci-dessous, nous donnerons des formes explicites pour d+, d−, du et
βu. Vu 7.4.6, il suffit d’e´tablir le cas • = + et • = u.
De´monstration pour • = +. Posons
m′ :=
1
2
dimF W
′
+,
m′′ :=
1
2
dimF W
′′
+,
A′ := exp(a′),
A′′ := exp(a′′).
82 Chapitre I
Vu la de´finition de ∆0, on a
∆0(exp(X
′
+), exp(X
′′
+)) = sgnK′′/K′′#(PA′(A
′′)(−A′′)−m′22m′)
= sgnK′′/K′′#(−1)m
′
sgnK′′/K′′#(Pa′(a
′′)),
ou` on a utilise´ le fait PA′(A
′′) ≈ Pa′(a′′).
Montrons que sgnK′′/K′′#(−1) est une bonne constante. Il y a une correspondance X ′′+ VP←→
Y ′′− ∈ so(V ′′− , q′′−). D’apre`s 7.4.4,
sgnK′′/K′′#(−1) = (−1, (−1)m
′′
det q′′−)F .
Prenons d+ = ((−1)m′ , (−1)m′′ det q′′−)F , c’est une bonne constante.
De´monstration pour • = u. La de´monstration est analogue a` celle de ∆′,∆′′. Si L = F [u] '
L# × L#, alors les deux coˆte´s valent 1 et on peut prendre du = 1, βu quelconque. Supposons
de´sormais que L est un corps et fixons un plongement L ↪→ F¯ .
Posons
m′ := dimLW ′u,
m′′ := dimLW ′′u ,
A′ := exp(a′),
A′′ := exp(a′′),
ΣL/K := HomF−alg(L, F¯ ).
Regardons L comme un sous-corps de F¯ . Notons σ0 ∈ ΣL/K l’unique e´le´ment fixant u, alors
Pexp(X′u)u = PA′u =
∏
σ∈ΣL/K
P σA′u|L,
ou` PA′u|L est le polynoˆme caracte´ristique de A′u sur L, on a degPA′u|L = m′.
Si σ ∈ ΣL/F , σ 6= σ0, alors
P σA′u|L(uA
′′) ≈ (u− σ(u))m′ 6= 0
D’autre part
P σ0A′u|L(uA
′′) = PA′u|L(uA′′) ≈ um
′
PA′|L(A′′)
≈ um′Pa′|L(a′′).
Posons
δ(u) :=
∏
σ∈ΣL/F
σ 6=σ0
(u− σ(u)) ∈ L×.
On ve´rifie que
βu := ((−u)−[L:F ]uδ(u))m′ ∈ L×
satisfait a` τ(βu) = (−1)m′βu ; il en est de meˆme pour PX′u|L(a′′). On a aussi βu ∈ o×L dans le cas
non ramifie´. D’ou`
∆0(exp(X
′
u)u, exp(X
′′
u)u) = sgnK′′/K′′#(βuPX′u|L(a
′′) det
F
(u+ 1|W ′u))
= sgnK′′/K′′#(βuPX′u|L(a
′′))sgnK′′/K′′#(NL/F (u+ 1)).
Section 7 83
Soit q′′u la F -forme quadratique sur K ′′ de´finie par (tr L/F )∗(h′′u). Il y a une correspondance
X ′′u
VP←→ Y ′′u ∈ u(V ′′u , h′′u), donc
sgnK′′/K′′#(NL/F (u+ 1)) = (NL/F (u+ 1), (−1)m
′′[L#:F ] det q′′u)F
d’apre`s 7.4.4 ; notons-le du. C’est une bonne constante et on arrive a`
∆0(exp(X
′
u)u, exp(X
′′
u)u) = du · sgnK′′/K′′#(βuPX′u|L(a′′)).
Remarquons que les de´finitions de du, βu ont aussi un sens dans le cas L = L
# × L#.
Traitons maintenant les sept autres termes dans 7.1.6.
Proposition 7.6.2. Il existe des bonnes constantes cu′,u′′ (pour tous u
′ 6= u′′), cu,+, cu,−, c+,u,
c−,u, c+,−, c−,+ telles que
∆0(exp(X
′
u′)u
′, exp(X ′′u′′)u
′′) = cu′,u′′ ,
∆0(exp(X
′
u)u, exp(X
′′
+)) = cu,+,
∆0(exp(X
′
u)u,− exp(X ′′−)) = cu,−,
∆0(exp(X
′
+), exp(X
′′
u)u) = c+,u,
∆0(− exp(X ′−), exp(X ′′u)u) = c−,u,
∆0(exp(X
′
+),− exp(X ′′−)) = c+,−,
∆0(− exp(X ′−), exp(X ′′+)) = c−,+.
De´monstration. Pour tout • ∈ {u′, u′′,+,−}, on suppose que X ′• ∈ O(K ′/K ′#, a′, c′), X ′′• ∈
O(K ′′/K ′′#, a′′, c′′). Vu 7.4.6, il suffit d’e´tablir les cas (u′, u′′), (u,+), , (+, u) et (+,−).
Le cas (u′,u′′). Posons
m′ :=
1
2
dimF W
′
u′ ,
m′′ :=
1
2
dimF W
′′
u′′ ,
L′′ := F [u′′].
Alors
Pexp(a′)u′(exp(a
′′)u′′)(− exp(a′′)u′′)−m′ ≈ Pu′(u′′)(−u′)−m′ ,
ou` Pu′ est le polynoˆme caracte´ristique de u
′ ∈ EndF (W ′u′). On ve´rifie que Pu′(u′′)(−u′′)−m
′ ∈
L#×. On en de´duit que
∆0(exp(X
′
u′)u
′, exp(X ′′u′′)u
′′) = sgnK′′/K′′#(Pu′(u
′′)(−u′′)−m′)·
· sgnK′′/K′′#(det
F
(u′ + 1|W ′u′)).
Soit q′′ := (tr L′′/L′′#)∗(h′′u′′). Il y a une correspondance X
′′
u′′
VP←→ Y ′′u′′ ∈ so(V ′′u′′ , q′′). On
de´duit par 7.4.4 que
sgnK′′/K′′#(Pu′(u
′′)(−u′′)−m′) = (Pu′(u′′)(−u′′)−m′ , (−1)
m′′
[L′′#:F ] det q′′)L′′#
=: c1.
84 Chapitre I
Toujours par 7.4.4, on a aussi
sgnK′′/K′′#(det
F
(u′ + 1|W ′u′)) = (det
F
(u′ + 1|W ′u′), (−1)m
′′
det((tr L′′#/F )∗q
′′))F
= (NL′/F (u
′ + 1), (−1)m′′ det((tr L′′#/F )∗q′′))F
=: c2.
Prenons cu′,u′′ := c1c2, c’est une bonne constante car c1 et c2 le sont.
Le cas (u,+). Posonsm′ := 12 dimF W
′
u,m
′′ := 12 dimF W
′′
+. On a Pexp(a′)u(exp(a
′′)) ≈ Pu(1) ∈
F×. D’ou`
∆0(exp(X
′
u)u,X
′′
+) = sgnK′′/K′′#(Pu(1)(−1)−m
′
)sgnK′′/K′′#(det
F
(u+ 1|W ′u))
= sgnK′′/K′′#(Pu(1)(−1)−m
′
)sgnK′′/K′′#(NL/F (u+ 1))
= sgnK′′/K′′#(det
F
(1− u|W ′u)(−1)−m
′
)sgnK′′/K′′#(NL/F (u+ 1)).
Il y a une correspondance X ′′+
VP←→ Y ′′− ∈ so(V ′′− , q′′−). On de´duit par 7.4.4 que
sgnK′′/K′′#(det
F
(1− u|W ′u)(−1)−m
′
) = (det
F
(1− u|W ′u)(−1)−m
′
, (−1)m′′ det q′′−)F
=: c1,
qui est une bonne constante.
De meˆme, on a
sgnK′′/K′′#(NL/F (u+ 1)) = (NL/F (u+ 1), (−1)m
′′
det q′′−)F
=: c2,
c’est aussi une bonne constante. Prenons cu,+ := c1c2.
Le cas (+,u). Posons
m′ :=
1
2
dimF W
′
+,
m′′ :=
1
2
dimF W
′′
u ,
L := F [u].
Comme dans le cas (u,+), on arrive a`
∆0(exp(X
′
+), exp(X
′′
u)u) = sgnK′′/K′′#(P1(u)(−u)−m
′
22m
′
)
= sgnK′′/K′′#(P1(u)(−u)−m
′
),
ou` P1(T ) = (T − 1)2m′ est le polynoˆme caracte´ristique de 1 ∈ EndF (W ′+).
Soit q′′ := (tr L′′/L′′#)∗(h′′u′′). Comme dans le cas (u
′, u′′), on conclut par 7.4.4 que
sgnK′′/K′′#(P1(u)(−u)−m
′
) = ((u− 1)2m′(−u)−m′ , (−1) m
′′
[L:F ] det q′′)L# .
Prenons-le comme la bonne constante c+,u.
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Le cas (+,−). Posons m′ := 12 dimF W ′+. Alors
∆0(exp(X
′
+),− exp(X ′′−)) = sgnK′′/K′′#(P1(−1)22m
′
)
= sgnK′′/K′′#((−2) · 2)2m
′
= 1.
Prenons donc c+,− = 1.
7.7 Comparaison avec les facteurs de transfert des groupes classiques
Supposons F non archime´dien. Les facteurs de transfert pour les alge`bres de Lie des groupes
classiques quasi-de´ploye´s sont de´crits dans [82], Chapitre X. Comme dans [82], la correspondance
de points est la correspondance par valeurs propres.
Relions maintenant 7.3.2 et les facteurs de transfert pour les groupes classiques.
The´ore`me 7.7.1. Supposons que H est quasi-de´ploye´. Les facteurs dans 7.3.2 satisfont a` :
– pour tout u, ∆u((Y
′
u, Y
′′
u ), Xu) est le facteur de transfert pour le groupe endoscopique
U(V ′u, h′u)× U(V ′′u , h′′u) de U(Wu, hu) ;
– ∆+((Y
′
+, Y
′′−), X+) est le facteur de transfert pour le groupe endoscopique
Sp(W ′+)× SO(V ′′− , q′′−) de Sp(W+) e´value´ en ((X ′+, Y ′′−), X+) ;
– ∆−((Y ′−, Y ′′+), X−) est le facteur de transfert pour le groupe endoscopique SO(V ′−, q′−) ×
Sp(W ′′−) de Sp(W−) e´value´ en ((Y ′−, X ′′−), X−).
De plus, ce sont les facteurs de transfert normalise´s au sens de [84] §4.7 dans le cas non
ramifie´.
De´monstration. Prenons garde (cf. 3.3.6) que notre parame´trage de classes de conjugaison est
diffe´rent que celui de [82] (cf. 3.3.6). Il faut aussi les observations ci-dessous.
– Il s’agira de groupes classiques sur les corps L := F [u]. Cela ne ge`ne pas car le formalisme
de l’endoscopie est compatible avec la restriction des scalaires.
– Nos formes (Wu, hu) sont anti-hermitiennes, pourtant celles de [82] sont hermitiennes ;
cela n’affecte pas le groupe unitaire, mais cela change le choix de parame`tres (τ(c) = −c
au lieu de τ(c) = c) et la description de formes dans [82] X.3.
– Afin d’e´tendre les formules pour le facteur de transfert de [82] aux groupes classiques non
quasi-de´ploye´s, on utilise [52] (4.2) (il faut l’adapter a` l’alge`bre de Lie). Soit M un groupe
unitaire ou orthogonal sur F , fixons une forme inte´rieure quasi-de´ploye´e M∗ et un torseur
inte´rieur ψ : M ×F F¯ ∼→ M∗ ×F F¯ . Il faut calculer un invariant de´fini comme dans [52]
(3.4), avec des notations e´videntes :
inv
(
Y,X
Y ′, X ′
)
.
Pour des tels groupes, on peut choisir (M∗, ψ) dont la classe de cohomologie provient de
H1(F,M) au lieu de H1(F,Mad). Cela permet d’e´viter les constructions de doublements
de [52]. Un calcul explicite analogue a` celui dans [82] X permet de conclure.
– Les cas ou` SO(V ′−, q′−) ou SO(V ′′− , q′′−) est isomorphe a` Gm sont exclus dans [82] car ils
rendent l’endoscopie non elliptique ; pour la meˆme raison, on ne conside`re pas le cas
L ' L# × L# (qui revient a` l’endoscopie pour GL.) Or les formules de Waldspurger
restent valables dans ces cas-la` : elles valent la constante 1, et il en est de meˆme pour nos
formules.
– A cause de notre de´finition d’inte´grales orbitales, nous avons supprime´ le facteur ∆IV
dans le facteur de transfert de [82].
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Apre`s des modifications, l’identification de ∆± re´sultent imme´diatement. Quant a` ∆u, il
suffit de conside´rer le cas ou` L = F [u] est un corps et U(Wu, hu) est quasi-de´ploye´. Posons
d := dimLWu, on peut choisir γ ∈ L× et une base de {ej : 1 ≤ j ≤ d} de Wu, de sorte que
τ(γ) = (−1)dγ,
hu(ej , ek) =
{
0, si j + k 6= d+ 1,
2γ(−1)j+1, si j + k = d+ 1.
On peut prendre γ ∈ o×L dans le cas non ramifie´.
Supposons que Xu ∈ O(K/K#, a, c), Xu = (X ′u, X ′′u) et (K/K#, a, c) = (K ′/K ′#, a′, c′) ⊕
(K ′′/K ′′#, a′′, c′′) la de´composition de parame`tres correspondante. Alors le facteur de transfert
pour le groupe endoscopique U(V ′u, h′u)×U(V ′′u , h′′u) de U(Wu, hu) est, a` une constante multipli-
cative pre`s,
sgnK′′/K′′#(γc
′′−1P˙Xu(a
′′)).
D’autre part, il existe γu ∈ L×, γu ∈ o×L dans le cas non ramifie´ tel que τ(γu) = (−1)dγu et
∆u((Y
′
u, Y
′′
u ), Xu) est e´gal a`
(bonne constante) · sgnK′′/K′′#(γuc′′−1P˙Xu(a′′)).
Il suffit de montrer que sgnK′′/K′′#(
γ
γu
) est une bonne constante. Cela re´sulte de 7.4.4 car
X ′′u
VP←→ Y ′′u et U(V ′′u , h′′u) ⊂ SO(V ′′u , (tr L/L#)∗h′′u).
Quant a` la normalisation, voir la remarque a` la fin de [82] X.
8 Transfert : le cas non archime´dien
Dans cette section, F est toujours un corps local non archime´dien de caracte´ristique nulle,
S˜p(W ) de´signe le reveˆtement me´taplectique a` huit feuillets S˜p
(8)
(W ) de Sp(W ).
8.1 Voisinages d’un e´le´ment semi-simple
Soit M un F -groupe re´ductif connexe ou un reveˆtement d’un tel groupe ve´rifiant 5.5.1.
Dans le cas d’un reveˆtement p : M → M(F ), si η ∈ Mss, posons Mη := p−1(Mp(η)(F )) et
Mη := p
−1(Mp(η)(F )). Dans le cas d’un groupe re´ductif, on confond syste´matiquement M et
M(F ).
Pour tout η ∈ Mss et tout ouvert Mη-invariant U′ ⊂ mη contenant 0, il existe un ouvert
Mη-invariant U ⊂ U′ tel que
1. exp : U → Mη est de´fini et est un home´omorphisme sur son image, qui est ouvert dans
Mη ;
2. l’application (X,x) 7→ x−1 exp(X)ηx de U×M sur M est partout submersive, son image
U\ est un ouvert Mη-invariant de M ;
3. si x ∈M et s’il existe X ∈ U tel que x−1 exp(X)ηx ∈ exp(U)η, alors x ∈Mη.
De plus, tout ouvert M -invariant dans M contenant η contient un ouvert de la forme U\.
Lorsque M est un F -groupe re´ductif et U′ est invariant par conjugaison ge´ome´trique, on peut
supposer de plus que
– U est invariant par conjugaison ge´ome´trique sous Mη ;
– si x ∈M(F¯ ) et s’il existe X ∈ U tel que x−1 exp(X)ηx ∈ exp(U)η, alors x ∈Mη(F¯ ).
Posons Ureg := U ∩mη,reg.
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Proposition 8.1.1 (Descente d’inte´grales orbitales). Soit U un ouvert comme ci-dessus. Sup-
posons U suffisamment petit.
– Soit f \ ∈ C∞c (U\), alors il existe f ∈ C∞c (U) tel que
JMη(X, f) = JM (exp(X)η, f
\)
pour tout X ∈ Ureg.
– Inversement, soit f ∈ C∞c (U) tel que X 7→ JMη(X, f) est invariant par Mη(F ), alors il
existe f \ ∈ C∞c (U\) qui satisfait a` l’e´galite´ ci-dessus.
Supposons que M est un F -groupe re´ductif connexe et l’ouvert U est invariant par conjugai-
son ge´ome´trique sous Mη, alors les e´nonce´s pre´ce´dents restent vrais pour l’e´galite´
J stMη(X, f) = J
st
M (exp(X)η, f
\),
et la condition sur f pour l’existence de f \ est que X 7→ JMη(X, f) soit invariant par conjugaison
ge´ome´trique par Mη.
Ces proprie´te´s sont bien connues, voir par exemple [84] 2.3.
8.2 Un triplet endoscopique non standard
Rappelons la de´finition d’un triplet endoscopique non standard (G1, G2, j∗) dans [84] 1.7. Ici
G1, G2 sont des groupes semi-simples connexes et simplement connexes, quasi-de´ploye´s sur F .
Fixons des tores maximaux Ti ⊂ Gi qui font partie d’une paire de Borel de´finie sur F . Posons
Xi,∗ := X∗(Ti), X∗i := X
∗(Ti) et posons Xi,∗,Q := Xi,∗⊗ZQ, X∗i,Q := X∗i ⊗ZQ. Notons Σi ⊂ X∗i
les racines et Σˇi ⊂ X∗i les coracines. La donne´e j∗ est un isomorphisme
j∗ : X1,∗,Q
∼→ X2,∗,Q.
Notons j∗ : X∗2,Q
∼→ X∗1,Q l’isomorphisme transpose´. Ces donne´es sont soumises aux condi-
tions suivantes :
– il existe des bijections τˇ : Σˇ1 → Σˇ2, τ : Σ2 → Σ1 et des applications bˇ : Σˇ1 → Q>0,
b : Σ2 → Q>0 telles que j∗(αˇ1) = bˇ(αˇ1)τˇ(αˇ1) et j∗(α2) = b(α2)τ(α2) pour tous αˇ1 ∈ Σˇ1,
α2 ∈ Σ2. De plus, le diagramme suivant est commutatif
Σ1

Σ2

τ
oo
Σˇ1
τˇ // Σˇ2
ou` Σi → Σˇi (i = 1, 2) sont les bijections naturelles de donne´es radicielles.
– j∗ et j∗ sont e´quivariants pour les actions de ΓF .
Observons que la de´finition est syme´trique en G1 et G2.
L’application τˇ induit un isomorphisme de groupes de Weyl WG1
∼→ WG2 . On ve´rifie que
ces donne´es donnent naissance a` un F -isomorphisme naturel
t1/W
G1 → t2/WG2 ,
ce qui permet de de´finir la correspondance de classes de conjugaison semi-simples dans les
alge`bres de Lie pour l’endoscopie non standard. Soient Xi ∈ ti,reg(F ) qui se correspondent et
notons Ti le commutant de Xi dans Gi (i = 1, 2), comme pour l’endoscopie standard, il y a
aussi une correspondance de mesures de Haar sur T1(F ) et T2(F ).
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The´ore`me 8.2.1 (Transfert non standard, [84] 1.8). Soit (G1, G2, j∗) un triplet endoscopique
non standard. Fixons des mesures de Haar sur G1(F ), G2(F ). Si Xi ∈ gi,reg (i = 1, 2) se
correspondent, alors pour tout f2 ∈ C∞c (g2(F )) il existe f1 ∈ C∞c (g1(F )) telle que
J stG1(X1, f1) = J
st
G2(X2, f2),
ou` les inte´grales orbitales sont de´finies par rapport a` des mesures compatibles sur les commu-
tants. On dit que f1 est un transfert de f2.
On a aussi une version non standard du lemme fondamental.
De´finition 8.2.2. On dit qu’un triplet (G1, G2, j∗) est non ramifie´ si
– G1, G2 sont non ramifie´s,
– les fonctions b, bˇ prennent valeurs dans Q>0 ∩ Z×p .
The´ore`me 8.2.3 (Lemme fondamental non standard, [84] 4.10). Supposons que (G1, G2, j∗) est
un triplet endoscopique non standard non ramifie´. Soient k1 ⊂ g1(F ) et k2 ⊂ g2(F ) des re´seaux
hyperspe´ciaux. Alors 1k1 est un transfert de 1k2 si l’on utilise des mesures non ramifie´es sur
G1(F ) et G2(F ).
Remarque 8.2.4. Les inte´grales orbitales dans [84] ne sont pas normalise´es. Cependant on
voit aise´ment qu’il existe une constante c ∈ F× telle que DG1(X1) = cDG2(X2) si X1 et X2
se correspondent ; de plus, c ∈ o×F si (G1, G2, j∗) est non ramifie´. Donc notre formulation est
e´quivalente a` celle de [84].
Le transfert et le lemme fondamental sont e´nonce´s pour les groupes simplement connexes.
En pratique, on utilise une variante de ce the´ore`me dans laquelle G2 (ou G1) est remplace´ par
un quotient.
Lemme 8.2.5. Soit σ : G2 → G2 une F -isoge´nie. Il existe une constante c > 0 de´pendant de
mesures de Haar sur G2(F ), G2(F ), telle que pour tous X2 ∈ g2,reg(F ), f2 ∈ C∞c (g2)(F ), on a
JstG2(X2, f2) = cJ
st
G2(X2, f2)
ou` X2 := σ∗(X2), f2 = (σ∗)−1(f2).
De´monstration. Les inte´grales orbitales stables J stG2(X2, f2) et J
st
G2
(X2, f2) sont prises sur le
meˆme espace ((G2)X2\G2)(F ) = ((G2)X2\G2)(F ), l’identification respectant les mesures.
Proposition 8.2.6. Soient (G1, G2, j∗) un triplet endoscopique non standard et σ : G2 → G2
une F -isoge´nie. Identifions g2, g2 et C
∞
c (g2), C
∞
c (g2) a` l’aide de σ, alors l’assertion de 8.2.1
reste valable pour G1 et G2.
Supposons (G1, G2, j∗) non ramifie´. Soient k1 ⊂ g1(F ), k2 ⊂ g2(F ) et k2 ⊂ g2(F ) des re´seaux
hyperspe´ciaux, qui correspondent aux mode`les G1, G2 et G2 de´finis sur oF . Si σ provient d’une
oF -isoge´nie G2 → G2, alors l’assertion de 8.2.3 reste valable pour G1 et G2 si l’on utilise des
mesures non ramifie´es.
De´monstration. La premie`re assertion re´sulte de 8.2.1 et 8.2.5. Pour la deuxie`me, 8.2.3 et 8.2.5
fournit une constante c > 0 telle que
(I.23) JG1(X1,1k2) = c · JG2(X2,1k2)
si X1 ∈ g1,reg(F ) et X2 ∈ g2,reg(F ) qui se correspondent et si l’on pose X2 = σ∗(X2).
On peut prendre X1 ∈ k1, X2 ∈ k2 de re´ductions re´gulie`res, alors X2 ∈ k2 l’est aussi.
Un re´sultat de Kottwitz adapte´ aux alge`bres de Lie ([47] 7.3) montre que les deux inte´grales
orbitales stables dans (I.23) valent 1 avec les mesures non ramifie´es. D’ou` c = 1, ce qu’il fallait
de´montrer.
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Nous ne conside´rons qu’une seule famille de triplets endoscopiques non standards. Prenons
G1 = Sp(2n), G2 = Spin(2n + 1). Identifions X1,∗ a` Zn avec la base standard {e1, . . . , en}. La
base duale pour X∗1 est note´e par {f1, . . . , fn}. Identifions X2,∗ au groupe des (x1, . . . , xn) ∈ Zn
tels que x1 + . . .+ xn ∈ 2Z. Alors
Σ1 = {±fi ± fj : 1 ≤ i 6= j ≤ n} ∪ {±2fi : 1 ≤ i ≤ n},
Σˇ1 = {±ei ± ej : 1 ≤ i 6= j ≤ n} ∪ {±ei : 1 ≤ i ≤ n},
Σ2 = {±fi ± fj : 1 ≤ i 6= j ≤ n} ∪ {±fi : 1 ≤ i ≤ n},
Σˇ2 = {±ei ± ej : 1 ≤ i 6= j ≤ n} ∪ {±2ei : 1 ≤ i ≤ n}.
On a X2,∗ ⊂ X1,∗, X2,∗,Q = X1,∗,Q et j∗ = id. Prenons des bijections
τ :Σ2 → Σ1
± fi ± fj 7→ ±fi ± fj ,
± fi 7→ ±2fi;
τˇ :Σˇ1 → Σˇ2
± ei ± ej 7→ ±ei ± ej ,
± ei 7→ ±2ei.
De´finissons b : Σ2 → Q>0 par b(±fi ± fj) = 1, b(±fi) = 12 ; de´finissons bˇ : Σˇ1 → Q>0 par
bˇ(±ei ± ej) = 1, bˇ(±ei) = 12 . Ces donne´es fournissent un triplet endoscopique non standard
(G1, G2, j∗). La correspondance de classes de conjugaison est la suivante : X ∈ sp(2n)reg(F ) et
Y ∈ spin(2n + 1)reg(F ) = so(2n + 1)reg(F ) se correspondent si et seulement si X VP←→ Y (la
notation dans 7.1.3).
Remarquons que ce triplet est non ramifie´ lorsque p > 2. Les groupes Sp(2n), Spin(2n+ 1)
et SO(2n + 1) sont tous de´finis sur Z et Spin(2n + 1) → SO(2n + 1) est une isoge´nie sur Z[12 ].
Cela permet d’appliquer 8.2.6 dans le cas non ramifie´.
8.3 De´monstration du transfert
Soient  = (′, ′′) ∈ H(F )ss. On commence par e´tablir le transfert local en .
Lemme 8.3.1. Supposons H quasi-de´ploye´. Il existe un voisinage U ⊂ h(F ) ve´rifiant les
proprie´te´s du paragraphe 8.1 tel que si f ∈ C∞c, (G˜), alors il existe fH ∈ C∞c (U\) telle que
JH,G˜(γ, f) = J
st
H(γ, f
H
 )
pour tout γ ∈ U\ ∩HG−reg(F ).
De´monstration. Soit U ∈ h(F ) un voisinage ve´rifiant les proprie´te´s du paragraphe 8.1. Mon-
trons d’abord qu’il existe gH ∈ C∞c (U) telle que
(I.24) JH,G˜(exp(Y ), f) = J
st
H(Y, g
H
 )
pour tout Y ∈ U tel que exp(Y ) ∈ U\ ∩HG−reg(F ).
Soient η1, . . . , ηm des repre´sentants des classes de conjugaison semi-simples qui correspondent
a` . Quitte a` re´tre´cir U, on peut supposer qu’il existe des voisinages Vi ⊂ gηi ve´rifiant les
proprie´te´s du paragraphe 8.1, tels que l’ensemble des e´le´ments correspondant a` des e´le´ments
dans U\ est inclus dans V\1 unionsq · · · unionsqV\m. Alors
JH,G˜(γ, f) =
m∑
i=1
J
(i)
H,G˜
(γ, f)
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pour tout γ ∈ U\ ∩HG−reg(F ) et tout f ∈ C∞c, (G˜), ou` J (i)H,G˜(γ, f) est de´fini de la meˆme fac¸on
que (I.12) sauf que la somme est restreinte aux δ ∈ Vi. E´crivons γ = exp(Y ). On se rame`ne a`
de´montrer que pour tout 1 ≤ i ≤ m, il existe gH,(i) ∈ C∞c (U) tel que
J
(i)
H,G˜
(γ, f) = J stH(Y, g
H,(i)
 ).
Fixons un 1 ≤ i ≤ m. Conservons le formalisme de §7.1 et parame´trons O() et O(ηi) par
ηi ∈ O(
⊕
u
(L/L#, u, (Wu, hu))⊕ (W+, 〈·|·〉+)⊕ (W−, 〈·|·〉−)),
′ ∈ O(
⊕
u
(L/L#, u, (V ′u, h
′
u))⊕ (V ′+, q′+)⊕ (V ′−, q′−)),
′′ ∈ O(
⊕
u
(L/L#,−u, (V ′′u , h′′u))⊕ (V ′′+ , q′′+)⊕ (V ′′− , q′′−)).
Alors
Gηi =
∏
u
U(Wu, hu)× Sp(W+)× Sp(W−),
H ′′ =
∏
u
U(V ′u, h
′
u)× SO(V ′+, q′+)× SO(V ′−, q′−),
H ′′′′ =
∏
u
U(V ′′u , h
′′
u)× SO(V ′′+ , q′′+)× SO(V ′′− , q′′−),
H = H
′
′ ×H ′′′′ .
Prenons des images re´ciproques η˜i ∈ p−1(η˜i) telles que η˜i = ±1 lorsque ηi = ±1. Par la
descente des inte´grales orbitales 8.1.1, il existe une fonction f [i ∈ C∞c (Vi) telle que
(I.25) J
(i)
H,G˜
(γ, f) =
∑
X
∆(exp(Y ), exp(X)η˜i)JGηi (X, f
[
i ),
ou` X parcourt les repre´sentants des classes de conjugaison dans gηi(F ) telles que exp(X)ηi
corresponde a` γ, ou ce qui revient au meˆme, X
VP←→ Y .
Effectuons les de´compositions dans §7.1
X = ((Xu)u, X+, X+),
Y = ((Yu)u, Y+, Y−),
X• = (X ′•, X
′′
• ) ∈ u(Wu, hu),
Yu = (Y
′
u, Y
′′
u ) ∈ u(V ′u, h′u)× u(V ′′u , h′′u),
Y± = (Y ′±, Y
′′
∓) ∈ so(V ′±, q′±)× so(V ′′∓ , q′′∓)
ou` • ∈ {u,+,−} comme d’habitude.
Il suffit de conside´rer le cas f [i = (
∏
u fu) · f+ · f− dont fu ∈ C∞c (u(Wu, hu)), f± ∈
C∞c (sp(W±)). D’apre`s la descente du facteur de transfert 7.3.2, quitte a` re´tre´cir U le coˆte´ a`
droite de (I.25) s’exprime comme le produit (
∏
u Ju) · J+ · J−, ou`
Ju = Ju(Yu) :=
∑
Xu
∆u(Yu, Xu)JU(Wu,hu)(Xu, fu),
J+ = J+(Y+) :=
∑
X+
∆+(Y+, X+)JSp(W+)(X+, f+),
J− = J−(Y−) :=
∑
X−
∆−(Y−, X−)JSp(W−)(X−, f−),
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ou` les e´le´ments X• parcourent les repre´sentants de classes de conjugaison telles que X•
VP←→ Y•.
On se rame`ne a` de´montrer que Y• 7→ J•(Y•) est une inte´grale orbitale stable. Pour Ju, cela
de´coule de 7.7.1 et du transfert sur l’alge`bre de Lie ([84] 1.6) pour l’endoscopie des groupes
unitaires. Pour J+, fixons un X+ dans la somme. Le transfert pour le groupe endoscopique
Sp(W ′+)× SO(V ′′− , q′′−) de Sp(W+) fournit une fonction
g+ ∈ C∞c (sp(W ′+)× so(V ′′− , q′′−))
telle que
J+(Y+) = J
st
Sp(W ′+)×SO(V ′′− ,q′′−)((X
′
+, Y
′′
−), g+).
En de´composant g+ =
∑
g′+ · g′′+ ou` g′+ ∈ C∞c (sp(W ′+)), g′′+ ∈ C∞c (so(V ′′− , q′′−)) et en appli-
quant le transfert non standard 8.2.1, 8.2.6 au triplet (Sp(W ′+),Spin(V ′+, q′+), . . .) et a` l’isoge´nie
Spin(V ′+, q′+) → SO(V ′+, q′+), on de´duit que Y+ 7→ J+(Y+) est une inte´grale orbitale stable. Le
meˆme argument montre que Y− 7→ J−(Y−) l’est aussi. Cela e´tablit (I.25).
De´duisons maintenant ce lemme de (I.24) en remontant les inte´grales orbitales. En effet, Y 7→
J stH(Y, g
H
 ) est invariante par conjugaison ge´ome´trique par H
 car JH,G˜(·, f) l’est. D’apre`s 8.1.1,
il existe fH ∈ C∞c (U\) tel que J stH(Y, gH ) = J stH(exp(Y ), fH ). Cela ache`ve la de´monstration.
Pour de´montrer 5.5.2, nous ferons usage d’une caracte´risation locale des inte´grales orbitales
stables due a` Langlands et Shelstad. Adoptons la convention de [52] concernant les mesures de
Haar.
The´ore`me 8.3.2 ([50] 2.2A). Soit M un F -groupe re´ductif quasi-de´ploye´. Soit J une fonction
sur Mreg(F ). Supposons que :
– J est stablement invariante ;
– il existe un ouvert compact C ⊂ M(F ) tel que J est a` support dans ⋃m∈M(F )mCm−1 ∩
Mreg(F ) ; on dit que J est a` support compact modulo conjugaison ;
– pour tout  ∈M(F )ss, il existe un ouvert W contenant  et f ∈ C∞c (M(F )) tels que
J(γ) = J stM (γ, f)
pour tout γ ∈W ∩Mreg(F ) ; on dit que J est une inte´grale orbitale stable locale en .
Alors il existe f ∈ C∞c (M(F )) tel que J(γ) = JstM (γ, f) pour tout γ ∈Mreg(F ).
De´monstration de 5.5.2. On veut appliquer le the´ore`me de caracte´risation a` JH,G˜(·, f) sur
H(F ). A priori, cette fonction stablement invariante est de´finie sur HG−reg(F ). Or le trans-
fert local 8.3.1 applique´ aux e´le´ments re´guliers permet de la prolonger sur Hreg(F ). Comme
dans l’endoscopie pour les groupes re´ductifs, on montre que JH,G˜ est a` support compact mo-
dulo conjugaison. Soit  ∈ H(F )ss. Pour e´tudier le comportement local en , on peut supposer
H quasi-de´ploye´ d’apre`s les arguments dans [50] 1.3. Maintenant 8.3.1 montre que JH,G˜ est une
inte´grale orbitale stable locale en . Cela permet de conclure.
8.4 De´monstration du lemme fondamental pour les unite´s
Nous nous plac¸ons dans le cas non ramifie´ 5.5.3. Notons p la caracte´ristique re´siduelle de F .
Fixons G = Sp(W ) et H = Hn′,n′′ un groupe endoscopique de G˜. Fixons un re´seau autodual
L ⊂W et posons K = StabG(L). Identifions K a` un sous-groupe compact ouvert de G˜ a` l’aide
du mode`le latticiel.
Conservons les notations de 5.5.5. Cette section est consacre´e a` la de´monstration de l’e´galite´
(I.26) JH,G˜(γ, fK) = J
st
H(γ,1KH )
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pour tout γ ∈ HG−reg(F ), ou` on utilise les mesures non ramifie´es sur G˜,H(F ) et des mesures
compatibles sur les commutants.
Comme le transfert, ce lemme fondamental sera de´montre´ par la me´thode de descente. Pour
ce faire, effectuons des re´ductions.
Lemme 8.4.1. Si γ n’est pas un e´le´ment compact, alors JH,G˜(γ, fK) = J
st
H(γ,1KH ) = 0.
De´monstration. La compacite´ ne de´pend que de la classe de conjugaison ge´ome´trique ([84] 5.2).
Supposons que γ n’est pas compact, on a alors Ost(γ)∩KH = ∅, d’ou` J stH(γ,1KH ) = 0. D’autre
part, si δ ∈ G(F ) qui correspond a` γ n’est pas compact, alors O(δ)∩K = ∅, d’ou` JG˜(δ, fK) = 0.
Or la correspondance de classes de conjugaison semi-simples de §5.1 pre´serve la compacite´. On
en de´duit que JH,G˜(γ, fK) = 0.
Supposons de`s maintenant que γ = (γ′, γ′′) est compact, alors on a la de´composition de
Jordan topologique
γ = exp(Y ),(I.27)
 = (′, ′′),(I.28)
Y = (Y ′, Y ′′),(I.29)
telle que  est d’ordre fini premier a` p.
Lemme 8.4.2. Avec les hypothe`ses ci-dessus, il existe γ1 ∈ HG−reg(F ) tel que
– γ, γ1 sont stablement conjugue´s ;
– soit γ1 = exp(Y1)1 la de´composition de Jordan topologique, alors H1 est quasi-de´ploye´.
De plus, supposons H quasi-de´ploye´, alors  est stablement conjugue´ a` un e´le´ment de KH
si et seulement si H est non ramifie´.
Les meˆmes assertions restent valides pour un e´le´ment compact δ ∈ Greg(F ) et sa de´composition
de Jordan topologique.
De´monstration. Voir [84], 5.13 (2) et 5.3 (v).
Lemme 8.4.3. Supposons que γ ∈ HG−reg(F ) est compact avec  ∈ KH , alors il existe δ ∈ G(F )
qui correspond a` γ avec la de´composition de Jordan topologique δ = exp(X)η telle que η ∈ K.
De´monstration. Cf. [84] 5.7 (ii).
Traitons maintenant la descente d’une inte´grale orbitale sur G˜.
Lemme 8.4.4. Soit η ∈ K d’ordre fini premier a` p, alors Gη est non ramifie´ et Kη := K∩Gη(F )
est encore un sous-groupe hyperspe´cial de Gη(F ). Notons kη ⊂ gη(F ) le sous-re´seau hyperspe´cial
associe´. Pour tout X ∈ gη(F ), on a
JG˜(exp(X)η, fK) = JGη(X,1kη)
= JGη(exp(X),1Kη),
si l’on utilise les mesures non ramifie´es.
De´monstration. D’apre`s [84] 5.3 (iii), Gη est non ramifie´ et Kη := K∩Gη(F ) est un sous-groupe
hyperspe´cial de Gη(F ).
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Posons T [ := (Gη)X . Les arguments dans [84] 5.11 montrent que
(I.30)
∫
Gexp(X)η(F )\G(F )
fK(x˜
−1 exp(Xj)ηx˜) dx˙ =
∑
x˙∈T [(F )\Gη(F )/Kη
mes(T [(F )\T [(F )xKη)fK(x˜−1 exp(X)ηx˜),
ou` x˜ est une image re´ciproque quelconque de x. Montrons que
(I.31) ∀x˜ ∈ p−1(Gη(F )), fK(x˜−1 exp(X)ηx˜) = 1K(x−1 exp(X)ηx).
En effet, si x−1 exp(X)ηx /∈ K, alors les deux coˆte´s valent 0. S’il appartient a` K, le coˆte´ a`
droite vaut 1. Supposons donc x˜−1 exp(X)ηx˜ ∈ εK ou` ε ∈ Ker (p). En prenant la limite des
(pnk)-ie`mes puissances avec nk → +∞ une suite convenable, on obtient x˜−1ηx˜ ∈ εK. Or x˜
centralise η, d’ou` ε = 1.
Maintenant on peut reprendre les arguments dans [84] 5.11 et on arrive a`
JG˜(exp(X)η, fK) = JGη(X,1kη).
De´monstration de 5.5.5. Vu les re´sultats pre´ce´dents, on peut supposer que γ est compact avec
les de´compositions (I.27)-(I.29) et que H est quasi-de´ploye´. Soit δ ∈ G(F ) qui correspond a`
γ, alors δ est compact avec la de´composition de Jordan topologique δ = exp(X)η. S’il n’existe
pas δ comme ci-dessus satisfaisant a` η ∈ K, alors JH,G˜(γ, fK) = 0, et H n’est pas non ramifie´
d’apre`s 8.4.3. Dans ce cas-la` Ost(γ) ne coupe aucun sous-groupe hyperspe´cial de H(F ) ([84] 5.3
(v)), d’ou` J stH(γ,1KH ) = 0 et 5.5.5 est ve´rifie´.
Supposons donc η ∈ K, alors Gη est non ramifie´ et Kη := K ∩ Gη(F ) est encore un sous-
groupe hyperspe´cial de Gη(F ) par 8.4.4.
Prenons un ensemble de repre´sentants {δj}j∈J de Ost(δ)/conj. Soit J0 l’ensemble des j ∈ J
tel que O(δj) ∩K 6= ∅. D’apre`s [84] 5.11, on peut prendre les δj (j ∈ J0) avec de´compositions
de Jordan topologiques de la forme
δj = exp(Xj)η,
ou` {Xj}j∈J0 forment un ensemble de repre´sentants des classes de conjugaison dans gη coupant
kη dans Ost(X). On a
(I.32) JH,G˜(γ, fK) =
∑
j∈J0
∆(exp(Xj)η, exp(Y ))JG˜(exp(Xj)η, fK).
Notons comme pre´ce´demment kη ⊂ gη(F ) le sous-re´seau hyperspe´cial associe´ a` Kη. Graˆce a`
8.4.4, pour tout j ∈ J0 on a
JG˜(exp(Xj)η, fK) = JGη(Xj ,1kη).
Prenons des parame`tres pour O(η) et O() comme dans la preuve de 8.3.1. On a
Gη =
∏
u
U(Wu, hu)× Sp(W+)× Sp(W−),
H ′′ =
∏
u
U(V ′u, h
′
u)× SO(V ′+, q′+)× SO(V ′−, q′−),
H ′′′′ =
∏
u
U(V ′′u , h
′′
u)× SO(V ′′+ , q′′+)× SO(V ′′− , q′′−),
H = H
′
′ ×H ′′′′ .
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Introduisons aussi les objets X±, Xu, Y±, Yu, etc... dans §7.1. Les meˆmes arguments qu’en
8.3.1 permettent d’exprimer JH,G˜(γ, fK) comme un produit (
∏
u Ju)J+J− avec
Ju = Ju(Yu) :=
∑
Xu
∆u(Yu, Xu)JU(Wu,hu)(Xu, fu),
J+ = J+(Y+) :=
∑
X+
∆+(Y+, X+)JSp(W+)(X+, f+),
J− = J−(Y−) :=
∑
X−
∆−(Y−, X−)JSp(W−)(X−, f−).
Ces expressions sont, pour l’essentiel, compose´es des inte´grales endoscopiques pour les groupes
classiques et des inte´grales orbitales stables auxquels le transfert non standard s’applique (cf.
la de´monstration de 8.3.1).
Supposons que H n’est pas non ramifie´. On a vu que J
st
H(γ,1KH ) = 0 dans ce cas. D’autre
part, un re´sultat de Kottwitz ([47] 7.5) adapte´ aux alge`bres de Lie montre qu’au moins l’un des
Ju, J+, J− s’annule, d’ou` JH,G˜(γ, fK) = 0 et 5.5.5 est ve´rifie´.
Supposons de´sormais H non ramifie´. C’est loisible de supposer  ∈ KH et dans ce cas
KH, := KH ∩ H(F ) est un sous-groupe hyperspe´cial de H(F ) ([84] 5.3 (iii),(v)). Notons
k ⊂ h(F ) le sous-re´seau hyperspe´cial associe´. On le de´compose en des re´seaux hyperspe´ciaux :
kH, =
⊕
u
kH,u ⊕ kH,+ ⊕ kH,−,
kH,u ⊂ u(V ′u, h′u)⊕ u(V ′′u , h′′u),
kH,± ⊂ so(V ′±, q′±)⊕ so(V ′∓, q′∓).
Alors la descente des inte´grales orbitales stables ([84] 5.11) donne
J stH(γ,1KH ) = JH(Y,1kH )
=
∏
u
JH,u · JH,+ · JH,−,
ou`
JH,u := J
st
U(V ′u,h′u)×U(V ′′u ,h′′u)(Yu,1kH,u),
JH,+ := J
st
SO(V ′+,q
′
+)×SO(V ′′− ,q′′−)(Y+,1kH,+),
JH,− := J stSO(V ′−,q′−)×SO(V ′′+ ,q′′+)(Y−,1kH,−).
Comme les hypothe`ses dans §7.2 sont satisfaites, les facteurs de transfert ∆• (• ∈ {u,+,−})
sont normalise´s au sens de [84] §4.7 d’apre`s 7.7.1. Les arguments qui restent sont analogues
a` ceux pour 8.3.1, sauf que l’on utilise le lemme fondamental sur les alge`bres de Lie pour les
groupes classiques et le lemme fondamental non standard sous la forme de 8.2.6. Le bilan est
que Ju = JH,u, J+ = JH,+ et JH,−, ce qui ache`ve la de´monstration.
Chapitre II
Le lemme fondamental ponde´re´ pour
le groupe me´taplectique
1 Introduction
Cet article s’inscrit dans un programme consistant a` stabiliser la formule des traces d’Arthur-
Selberg pour le groupe me´taplectique de Weil, qui est un reveˆtement non alge´brique p :
S˜p(W ) → Sp(W ) du groupe symplectique d’un espace symplectique (W, 〈|〉). Le formalisme
de l’endoscopie elliptique est de´ja` adapte´ a` ce reveˆtement dans [Chapitre I], et les conjectures a`
la Langlands-Shelstad, a` savoir le transfert et le lemme fondamental pour les unite´s, sont aussi
prouve´es. Ne´anmoins, pour stabiliser toute la formule des traces, Arthur [20] a aussi besoin d’une
ge´ne´ralisation sophistique´e du lemme fondamental en presque toute place non archime´dienne,
dite le lemme fondamental ponde´re´. L’objectif de cet article est de formuler puis prouver une
variante du lemme fondamental ponde´re´ pour les groupes me´taplectiques. La preuve est condi-
tionnelle lorsque dimW > 2 : on admet le lemme fondamental ponde´re´ non standard sur les
alge`bres de Lie 5.3.1.
Fixons un corps local F de caracte´ristique nulle et un caracte`re unitaire non trivial ψ : F →
C×. Soient G = Sp(W ) et p : G˜ = S˜p(W ) → G(F ) le reveˆtement me´taplectique de´termine´
par ψ. Tout d’abord, il faut e´tudier les sous-groupes de Le´vi de G˜, ou plus pre´cise´ment les
fibres de p au-dessus des sous-groupes de Le´vi de G. Dans [Chapitre I], on a choisi de travailler
avec les reveˆtements me´taplectiques tels que Ker (p) = µ8 := {ε ∈ C× : ε8 = 1}. Graˆce a`
ce choix, les Le´vi ont une forme tre`s simple comme suit : M˜ =
∏
i∈I GL(ni) × S˜p(W [), et
cela introduit une structure de re´currence pour l’e´tude des groupes me´taplectiques. De tels
reveˆtements p : M˜ → M(F ) s’appellent les groupes de type me´taplectique. On de´finit les
donne´es endoscopiques elliptiques de M˜ par composantes, de la fac¸on e´vidente : en la composante
S˜p(W [), on l’a de´ja` de´fini en [Chapitre I] ; en les composantes GL(ni) elles sont tautologiques.
Ensuite, on peut de´finir les donne´es endoscopiques pour G˜ comme les donne´es endoscopiques
elliptiques d’un Le´vi, pour l’essentiel (voir 3.1.8), comme dans le cas de groupes re´ductifs.
En fait, on de´finira les donne´es endoscopiques de G˜ en termes du groupe dual
̂˜
G := Sp(2n,C)
muni de l’action galoisienne triviale, ou` 2n = dimF W , a` l’instar de Langlands-Shelstad [52].
Or le roˆle du centre Z ̂˜
G
, qui fournit des syme´tries de donne´es endoscopiques dans le cas de
groupes re´ductifs, est remplace´ par Z0̂˜
G
:= {1}. On conserve ce symbole non trivial pour {1}
afin de signaler l’analogie et d’indiquer la ge´ne´ralisation aux groupes de type me´taplectique : si
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M˜ =
∏
i∈I GL(ni)× S˜p(W [), 2m = dimF W [, alors on pose
̂˜
M :=
∏
i∈I
GL(ni,C)× Sp(2m,C),
Z0̂˜
M
=
∏
i∈I
C× × {1}.
Maintenant, supposons que F est non archime´dien de caracte´ristique re´siduelle p suffisam-
ment grande par rapport a` G, et que ψ est de conducteur oF . Pour G˜, M˜ comme ci-dessus,
fixons une donne´e endoscopique elliptique s0 pour M˜ , qui donne un groupe endoscopique M
! et
une correspondance de classes de conjugaison ge´ome´triques semi-simples. On sait aussi de´finir le
facteur de transfert ∆ dans ce cadre. Soit K un sous-groupe hyperspe´cial de G(F ) associe´ a` un
re´seau autodual dans (W, 〈|〉) en bonne position relativement a` M , alors ∆ et K sont adapte´s
au sens de [Chapitre I, 5.15]. On sait de´finir les inte´grales orbitales ponde´re´es non ramifie´es
rG˜
M˜,K
(·) en les e´le´ments re´guliers de G˜. L’inte´grale orbitale ponde´re´e endoscopique est de´finie
de fac¸on habituelle
rG˜M !,K(γ) :=
∑
δ∈M(F )/conj
∆(γ, δ˜)rG˜
M˜,K
(δ˜), γ ∈M !G−reg(F ).
Suivant Arthur, on de´finit un ensemble fini EM !(G˜) qui indexe des donne´es endoscopiques
elliptiques pour G˜ “couvrant” s0, avec des multiplicite´s. Soit s ∈ EM !(G˜), on note le groupe
endoscopique par G[s]. On re´capitule la situation par le diagramme
G[s]
endo.ell.
s G˜
M !
endo.ell.
s0
?
Le´vi
OO
M˜
?
Le´vi
OO
ou` les plongements de sous-groupes de Le´vi sont uniques a` conjugaison pre`s.
C’est une partie du lemme fondamental ponde´re´ pour les groupes re´ductifs connexes, prouve´
par Chaudouard et Laumon [29, 30] en e´tendant la me´thode de Ngoˆ, que l’on peut de´finir les
“fonctions stabilise´es” s
G[s]
M !
: M !G[s]−reg(F )→ C×, qui ge´ne´ralisent les inte´grales orbitales stables
de la fonction caracte´ristique d’un hyperspe´cial. En reprenant le formalisme d’Arthur [20], le
lemme fondamental ponde´re´ me´taplectique 4.2.1 est l’e´galite´
rG˜M !,K(γ) =
∑
s∈E
M !
(G˜)
iM !(G˜,G[s])s
G[s]
M !
(γ[s]),
ou`
– iM !(G˜,G[s]) sont des coefficients de´finis dans (II.4) ;
– γ[s] := γ · z[s], ou` z[s] est un e´le´ment d’ordre deux et central dans M !(F ) de´fini dans
3.3.3.
L’apparition de la “torsion” γ 7→ γ[s] est plus curieuse. On peut penser qu’elle refle`te la
diffe´rence entre la correspondance de classes par “Le´vi d’un groupe endoscopique” et celle par
“groupe endoscopique d’un Le´vi” (voir 3.3.4). D’ailleurs, la de´monstration ne marche pas sans
cette torsion car elle rend des commutants corrects dans la proce´dure de descente.
Section 2 97
Me´thodologie L’ide´e de base est la me´thode de descente de Harish-Chandra : on prouve
l’e´galite´ cherche´e pour γ au voisinage d’un e´le´ment semi-simple  ∈M !(F ) tel que M ! est quasi-
de´ploye´. La me´thode est modele´e sur la de´monstration du lemme fondamental ponde´re´ tordu
par Waldspurger [85]. Ainsi, on transforme rG˜
M !,K
(γ) en une combinaison line´aire des inte´grales
orbitales ponde´re´es endoscopiques sur les alge`bres de Lie. L’autre coˆte´ est transforme´ en une
combinaison line´aire des fonctions stabilise´es sur les alge`bres de Lie. On compare les deux a`
l’aide de
– le lemme fondamental ponde´re´ sur les alge`bres de Lie, ce qui est prouve´ par Chaudouard
et Laumon [29, 30] dans le cas de caracte´ristique positive, auquel le cas de caracte´ristique
nulle se re´duit d’apre`s [86].
– le lemme fondamental ponde´re´ non standard, qui reste conjectural a` l’heure ou` cet article
est e´crit ; or on s’attend a` ce que la me´thode de Chaudouard et Laumon s’y applique
e´galement.
Deux autres ingre´dients sont aussi cruciaux : l’identification des commutants et la descente
du facteur de transfert. Heureusement les re´sultats dans [Chapitre I] sont encore applicables.
Enfin, on se rame`ne a` une comparaison des coefficients. Cela fait l’objet du yoga du §8.2, dont
la preuve s’inspire de celle d’Arthur [19].
Remarquons en passant que notre re´sultat n’est pas conditionnel si dimW = 2 : le lemme
fondamental ponde´re´ non standard qui y intervient peut eˆtre ve´rifie´ a` la main.
Organisation de cet article Apre`s un court rappel de conventions et notations dans le §2,
nous de´finirons les donne´es endoscopiques dans le §3. Les cas qui nous occupent sont (1) G˜
un groupe me´taplectique et s une donne´e endoscopique quelconque pour G˜ ; (2) M˜ de type
me´taplectique et s0 une donne´e endoscopique elliptique pour M˜ . On peut aussi conside´rer le
cas le plus ge´ne´ral ; on peut meˆme de´duire le transfert et le lemme fondamental non ponde´re´
pour les donne´es endoscopiques non elliptiques. Comme ceux-la` ne sont pas les propos de cet
article, tous sont laisse´s au lecteur.
Signalons aussi que le corps F et le caracte`re ψ n’interviennent pas dans les de´finitions
de donne´es endoscopiques et d’ellipticite´. Ces notions ont donc un sens pour tout F local de
caracte´ristique nulle ou un corps de nombres. Les facteurs de transfert peuvent eˆtre de´finis pour
tout F local de caracte´ristique nulle.
Dans le §4, nous commenc¸ons a` supposer que F est non archime´dien de caracte´ristique
re´siduelle suffisamment grande par rapport a` G et ψ est de conducteur oF . Le lemme fonda-
mental ponde´re´ y est e´nonce´. La` encore, c’est possible de le ge´ne´raliser au cas de groupes de
type me´taplectique. Dans le §5, nous rappellerons les de´finitions de l’endoscopie et le lemme
fondamental ponde´re´ (standard et non standard) sur les alge`bres de Lie. Il y aura aussi des
calculs du coefficient qui apparaissent dans le lemme fondamental ponde´re´ non standard.
Dans le §6, nous e´tudierons la situation apre`s la descente. Il faut identifier des commutants
connexes a` certains groupes endoscopiques, a` l’ope´ration 6.1.1 pre`s qui remplace les facteurs SO
impairs par Sp. On l’a traite´ dans [Chapitre I], mais ici la situation se complique a` cause d’une
construction d’Arthur.
L’argument dans [85] est repris dans le §7. Graˆce a` la descente et aux divers lemmes fon-
damentaux ponde´re´s sur les alge`bres de Lie, les deux coˆte´s de l’e´galite´ du lemme fondamental
ponde´re´ sont transforme´s en des combinaisons line´raires des fonctions stabilise´es sur les alge`bres
de Lie. On en introduira un ensemble d’indices E\. Dans le §8, il sera de´montre´ que les coeffi-
cients pour les deux coˆte´s co¨ıncident comme fonctions de´finies sur E\, d’ou` le lemme fondamental
ponde´re´.
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2 Notations et conventions
Les groupes me´taplectiques Soient F un corps local de caracte´ristique nulle et ψ : F → C×
un caracte`re unitaire non trivial. Nous conservons les notations de [Chapitre I]. En particu-
lier, soit (W, 〈|〉) un F -espace symplectique de dimension 2n, notons G := Sp(W ) le groupe
symplectique et p : G˜ = S˜p(W ) → G(F ) le reveˆtement me´taplectique a` huit feuillets, i.e.
Ker (p) = µ8 = {ε ∈ C× : ε8 = 1}. Si M ⊂ G est un sous-groupe de Le´vi, nous noterons
M˜ := p−1(M(F )) et p : M˜ → M(F ) le reveˆtement ainsi induit. Toute construction des objets
dits me´taplectiques dans cet article de´pendra du choix ψ.
Soit n ∈ Z≥0, le symbole SO(2n + 1) de´signe toujours le groupe orthogonal spe´cial impair
de´ploye´.
Groupes re´ductifs Soient S un sche´ma et M un S-sche´ma en groupes raisonnable (voir [1,
Expose´ VIB §3]), on note M0 sa composante neutre. Soient F un corps et M un F -groupe
re´ductif connexe. Les normalisateurs (resp. commutants, commutants connexes) dans M sont
note´s NM (·) (resp. ZM (·), ZM (·)0). Le centre (resp. centre connexe) de M est note´ ZM (resp.
Z0M ). Si m ∈M(F ), on e´crit aussi Mm := ZM (m) et Mm := ZM (m)0. La classe de conjugaison
de m dans M(F ) est note´e OM (m). L’ensemble des classes de conjugaison ge´ome´triques semi-
simples dans M rencontrant M(F ) est note´ C ge´oss (M(F )).
Soit T un F -tore, notons X∗(T ) := Hom(Gm, T ) ; il est en dualite´ avec X∗(T ). Lorsqu’il y
en a besoin d’indiquer le corps de base, on les notera X∗(T )F et X∗(T )F .. Notons X∗(M) :=
Hom(M,Gm) et aM := Hom(X∗(M),R). Il y en a une autre interpre´tation : notons AM le plus
grand F -tore de´ploye´ dans ZM , alors la restriction X
∗(M)→ X∗(AM ) induit un isomorphisme
X∗(AM )⊗Z R ∼→ aM .
Soient G un F -groupe re´ductif connexe et M un sous-groupe de Le´vi. L’ensemble des sous-
groupes de Le´vi de G contenant M est de´signe´ par LG(M). On de´signe par PG(M) l’ensemble
des sous-groupes paraboliques de G ayant M comme composante de Le´vi. On pose WG(M) :=
NG(M)(F )/M(F ).
On a la restriction X∗(G)→ X∗(M) ainsi que l’inclusion AG ↪→ AM . Ces deux applications
induisent une suite exacte courte WG(M)-e´quivariante, scinde´e canoniquement
0→ aG → aM  aGM → 0.
Le reveˆtement simplement connexe du groupe de´rive´ de G est note´ pi : GSC → G ; on note
Msc := pi
−1(M).
Soit E une F -alge`bre commutative de dimension finie. Soit G un E-groupe. Par abus de
notation, on omet la restriction des scalaires relativement a` E/F et on regarde G comme un
F -groupe.
Corps locaux, la de´composition de Jordan topologique Soit F un corps local, le groupe
de Galois absolu est note´ ΓF et le groupe de Weil absolu est note´ WF . Si F est non archime´dien,
le sous-groupe d’inertie de WF est note´ IF ; on note oF l’anneau des entiers de F et pF son ide´al
maximal.
Supposons F non archime´dien de caracte´ristique re´siduelle p. Soit G un F -groupe re´ductif
connexe. On dira que p est suffisamment grand par rapport a` G si la minoration [84, 4.4 (H1)]
est satisfaite et p > 2. Dans ce cas-la`, on peut de´finir les e´le´ments topologiquement unipotents
(resp. nilpotents) dans G(F ) (resp. dans g(F )). L’exponentielle de´finit un home´omorphisme
de l’espace des e´le´ments topologiquement nilpotents sur celui des e´le´ments topologiquement
unipotents (voir [84, 4.3 et appendice B]).
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Un e´le´ment x ∈ G(F ) est dit compact si le sous-groupe engendre´ par x est d’adhe´rence
compacte. Un tel e´le´ment x ∈ G(F ) admet une unique de´composition de Jordan x = xtuxp′ =
xp′xtu, ou` xp′ est d’ordre fini premier a` p et xtu est topologiquement unipotent. Il existe un
unique X ∈ g(F ), qui est topologiquement nilpotent, tel que exp(X) = xtu. De plus, xtu et xp′
appartiennent a` l’adhe´rence du sous-groupe engendre´ par x.
L-groupes Pour les groupes alge´briques complexes, on confond syste´matiquement le sche´ma
en groupe et la varie´te´ forme´e de ses C-points. Une donne´e de L-groupe pour un F -groupe
re´ductif connexe M signifie les donne´es suivantes
– un torseur inte´rieur φ : M ×F F¯ ∼→ M∗ ×F F¯ , ou` M∗ est un F -groupe re´ductif quasi-
de´ploye´ ;
– une paire de Borel (T ∗, B∗) de M∗ de´finie sur F ;
– un C-groupe re´ductif Mˆ muni d’une paire de Borel (Tˆ , Bˆ) ;
– une action ρ de ΓF sur Mˆ qui laisse (Tˆ , Bˆ) invariante.
– un isomorphisme ΓF -e´quivariant entre les donne´es radicielles base´es Ψ(M
∗, T ∗, B∗)∨ ∼→
Ψ(Mˆ, Tˆ , Bˆ), ou` Ψ(· · · )∨ de´signe le dual.
C’est possible de rigidifier certains de ces choix en fixant des F -e´pinglages ; nous ne le faisons
pas dans cet article. Il existe toujours une donne´e de L-groupe pour M , ce que l’on fixe. On
introduit ainsi le L-groupe LM := Mˆ oWF .
Supposons maintenant que M est un sous-groupe de Le´vi de G. Fixons P0 ∈ PG(M). On
dira que les donne´es de L-groupes pour G et M sont compatibles si elles ve´rifient les conditions
suivantes :
– le torseur inte´rieur φ : G → G∗ se restreint en celui pour M , disons φ|M : M → M∗, tel
que P ∗0 := φ(P0) est de´fini sur F ;
– notons (T ∗, (BM )∗) la paire de Borel pour M∗, la paire de Borel pour G∗ est (T ∗, B∗) ou`
B∗ est l’unique sous-groupe de Borel tel que (BM )∗ ⊂ B∗ ⊂ P ∗0 ;
– Mˆ ⊂ Gˆ, les actions galoisiennes e´tant compatibles ;
– notons (Tˆ , BˆM ) la paire de Borel pour Mˆ , la paire de Borel pour Gˆ est de la forme (Tˆ , Bˆ) ;
– a` P ∗0 est associe´ l’ensemble de ses racines simples ∆P ∗0 qui correspond par dualite´ a` l’en-
semble ∆Pˆ0 , ou` Pˆ0 ∈ PGˆ(Mˆ), tel que BˆM ⊂ Bˆ ⊂ Pˆ0 ;
– les isomorphismes Ψ(M∗, T ∗, (BM )∗)∨ ∼→ Ψ(Mˆ, Tˆ , BˆM ) et Ψ(G∗, T ∗, B∗)∨ ∼→ Ψ(Gˆ, Tˆ , Bˆ)
sont compatibles.
De tels choix sont possibles. Ces choix induisent une inclusion canonique LM ↪→ LG. Cela
permet aussi de de´finir une application injective LG(M) → LGˆ(Mˆ). Son image consiste des
Lˆ ∈ LGˆ(Mˆ) tels qu’il existe Pˆ ∈ PGˆ(Lˆ) tels que Lˆ et Pˆ sont tous ΓF -stables. Cf. [19, §1].
3 Endoscopie me´taplectique
Le corps local F et le caracte`re ψ : F → C× sont fixe´s dans cette section.
3.1 Donne´es endoscopiques
Soit (W, 〈|〉) un F -espace symplectique de dimension 2n, n ∈ Z≥0. Posons G := Sp(W ). Un
sous-groupe de Le´vi M correspond a` des sous-espaces de W
(`i, `i)i∈I ,W [
ou`
– I est un ensemble fini ;
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– pour tout i, (`i ⊕ `i, 〈|〉) est un F -espace symplectique dont `i et `i sont des lagrangiens ;
– (W [, 〈|〉) est un F -espace symplectique ;
– on a une somme directe orthogonale W =
⊕
i∈I(`
i ⊕ `i)⊕W [.
Posons ni := dim `i, alors
M =
∏
i∈I
GL(ni)× Sp(W [).
Les sous-groupes de Le´vi de G sont ainsi parame´tre´s, a` conjugaison par G(F ) pre`s, par les
donne´es (I, (ni)i∈I) ou`
– I est un ensemble fini,
– (ni)i∈I ∈ ZI≥1 a` permutation pre`s,
telles que m := n−∑i∈I ni ≥ 0.
Fixons un sous-groupe de Le´vi M associe´ a` la suite de sous-espaces comme pre´ce´demment.
Soit p : G˜→ G(F ) le reveˆtement me´taplectique, alors (voir [Chapitre I, §5.4]) p : M˜ → M(F )
est canoniquement isomorphe au reveˆtement
M˜ =
∏
i∈I
GL(ni)× S˜p(W [) (id,p)−−−→
∏
i∈I
GL(ni)× Sp(W [),(II.1)
ou` la restriction de p a` la composante S˜p(W [) est encore note´e par p. Remarquons que, tandis
que le choix des espaces symplectiques (W [, 〈|〉), (W, 〈|〉) n’affecte pas les groupes a` isomorphisme
pre`s pourvu qu’ils aient les bonnes dimensions, il affecte les plongements M ↪→ G et M˜ ↪→ G˜.
Par ailleurs, selon [Chapitre I], les candidats de sous-groupes hyperspe´ciaux et de facteurs de
transfert de´pendent aussi de la forme symplectique. S’il n’y a pas de telles de´pendances a`
craindre, on e´crira G = Sp(2n) et G˜ = S˜p(2n), idem pour M,M˜ .
De´finition 3.1.1. Les reveˆtements p : M˜ → M(F ) de la forme (II.1) sont dits de type
me´taplectique. Par abus de notation, on dit aussi que M˜ est un groupe de type me´taplectique.
Ici c’est sous-entendu que l’on a choisi (W [, 〈|〉).
Si p : L˜ → L(F ) est de type me´taplectique et M ⊂ L est un sous-groupe de Le´vi, alors
la restriction p : M˜ → M(F ) est aussi de type me´taplectique de fac¸on e´vidente. On dit aussi
que M˜ est un sous-groupe de Le´vi de L˜. Les notions de distributions spe´cifiques et de fonctions
anti-spe´cifiques (cf. [Chapitre I, §2.1]) s’adaptent a` ce cadre sans difficulte´.
Rappelons que le dual de Langlands de GL(n) est le groupe complexe GL(n,C) et celui de
SO(2n + 1) est Sp(2n,C), tous munis de l’action galoisienne triviale. La de´finition ci-dessous
refle`te l’analogie entre S˜p(W ) et SO(2n+ 1).
De´finition 3.1.2. Soit M˜ =
∏
i∈I GL(ni) × S˜p(W [) un groupe de type me´taplectique avec
dimW [ = 2m. Posons ̂˜
M :=
∏
i∈I
GL(ni,C)× Sp(2m,C),
Z0̂˜
M
=
∏
i∈I
C× × {1},
ou` on identifie C× au centre de GL(ni,C) pour chaque i ∈ I. Il y a une bijection naturelle
entre les classes de conjugaison des sous-groupes de Le´vi de
̂˜
M et celles de M . Munissons
̂˜
M de
l’action triviale de ΓF .
Donnons une de´finition ad hoc des donne´es endoscopiques de M˜ ; une interpre´tation plus
naturelle sera donne´e dans 3.1.8.
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De´finition 3.1.3. Avec les notations pre´ce´dentes, une donne´e endoscopique de M˜ est une classe
dans
E(M˜) := Z0̂˜
M
\{s ∈ ̂˜M : s est semi-simple}/conj.
E´crivons s = ((si)i∈I , s[). Chaque si de´termine une donne´e endoscopique de GL(ni), a`
laquelle est associe´ le groupe endoscopique M !i . Supposons que les valeurs propres de s
[ sont
a±11︸︷︷︸
k1 fois
, . . . , a±1r︸︷︷︸
kr fois
, +1︸︷︷︸
2m′ fois
, −1︸︷︷︸
2m′′ fois
ou` a1, . . . , ar 6= ±1 et ai 6= a±1j si i 6= j. De´finissons le groupe endoscopique associe´ comme
M ! :=
∏
i∈I
M !i ×
r∏
j=1
GL(kj)× SO(2m′ + 1)× SO(2m′′ + 1).
Remarque 3.1.4. Si M˜ =
∏
i∈I GL(ni)×µ8, i.e. s’il n’y a pas de reveˆtement, alors la de´finition
ci-dessus se re´duit a` l’endoscopie pour le groupe re´ductif connexe M =
∏
i∈I GL(ni). En ge´ne´ral,
on se rame`ne aussitoˆt a` l’e´tude de l’endoscopie pour GL et de l’endoscopie pour S˜p.
De´finition 3.1.5. On dit que s ∈ E(M˜) est elliptique si Ẑ˜
M
(s) (bien de´fini a` conjugaison pre`s)
n’appartient a` aucun sous-groupe de Le´vi propre de
̂˜
M . L’ensemble des donne´es endoscopiques
elliptiques pour M˜ est note´ Eell(M˜).
Le re´sultat suivant est imme´diat.
Proposition 3.1.6. Soient M˜ =
∏
i∈I GL(ni)× S˜p(W ) et s = ((si)i∈I , s[) ∈ E(M˜), alors s est
elliptique si et seulement si si est central dans GL(ni,C) pour chaque i ∈ I et (s[)2 = 1. Dans
ce cas-la`, on a
M ! =
∏
i∈I
GL(ni)× SO(2m′ + 1)× SO(2m′′ + 1), m′ +m′′ = m.(II.2)
Par conse´quent, Eell(M˜) est en bijection avec {(m′,m′′) ∈ Z2≥0 : m′ + m′′ = m} : la multi-
plicite´ de 1 (resp. −1) dans les valeurs propres de s[ est e´gale a` 2m′ (resp. 2m′′).
Remarque 3.1.7. Pour le cas M˜ = S˜p(W ), on se rame`ne au formalisme pose´ dans [Chapitre
I].
Proposition 3.1.8. Soient L˜ un groupe de type me´taplectique et s ∈ E(L˜). Alors il existe un
sous-groupe de Le´vi M˜ et sM ∈ ̂˜M tels que
– sM de´termine une donne´e endoscopique elliptique pour M˜ dont le groupe endoscopique
M ! est isomorphe a` L! ;
– via l’inclusion
̂˜
M ↪→ ̂˜L, sM de´termine la donne´e endoscopique s pour L˜.
Le Le´vi M˜ est unique a` conjugaison pre`s. La donne´e endoscopique elliptique pour M˜ de´termine´e
par sM est unique. On en de´duit une application surjective
E(L˜)→
⊔
M/conj
Eell(M˜).(II.3)
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De´monstration. On se rame`ne aussitoˆt aux cas L = GL(n) ou L = Sp(2n). Il suffit de traiter le
deuxie`me cas. Soit s ∈ E(L˜) ; on en prend un repre´sentant dans ̂˜L, note´ encore par s. Il existe
un Le´vi de
̂˜
L, note´
̂˜
M , tel que l’on peut e´crirê˜
M =
∏
i∈I
GL(ni,C)× Sp(2m,C),
s = ((si)i∈I , s[) ∈ ̂˜M,
ou`
– les valeurs propres de s[ ∈ Sp(2m,C) sont ±1 ;
– si ∈ C× = ZGL(ni,C) et si 6= ±1 pour tout i ;
– si 6= s±1j si i 6= j.
Alors
̂˜
M est unique a` conjugaison pre`s. On prend M˜ un Le´vi de L˜ dual de
̂˜
M et on prend
sM := s. La donne´e endoscopique pour M˜ de´termine´e par sM est elliptique et M
! = L! d’apre`s
3.1.6. Un tel e´le´ment dans Eell(M˜) est de´termine´ par la multiplicite´ de +1 (resp. −1) dans les
valeurs propres de la composante en Sp(2m,C) de sM . Or c’est e´gal a` la multiplicite´ de 1 (resp.
−1) dans les valeurs propres de s, d’ou` l’unicite´.
Montrons la surjectivite´ de (II.3). Fixons une donne´e endoscopique dans Eell(M˜) de´termine´e
par un e´le´ment sM ∈ ̂˜M . On peut prendre s = sM t ou` t ∈ Z0̂˜
M
est en position ge´ne´rale de sorte
que s ve´rifie les conditions pre´ce´dentes relativement a` M˜ . La surjectivite´ s’ensuit.
Remarquons que
̂˜
M admet la description comme le commutant dans
̂˜
L du centre connexe
de Ẑ˜
L
(s). La the´orie que nous e´laborerons ne de´pend que de l’image de s sous (II.3), pour
l’essentiel.
Soient L˜, M˜ ,M ! comme ci-dessus. Comme dans l’endoscopie de groupes re´ductifs connexes,
on a
aL ↪→ aM ∼→ aM ! = aL! .
Une donne´e endoscopique pour L˜ est elliptique si et seulement si aL!
∼→ aL via ces applications.
Paralle`lement, on a des inclusions
Z0̂˜
L
↪→ Z0̂˜
M
↪→ ZΓF
M̂ !
= ZΓF
L̂!
.
3.2 Correspondance des classes ge´ome´triques semi-simples
Fixons L˜ un groupe de type me´taplectique. Soient s ∈ E(L˜) et L! le groupe endoscopique
associe´. Notre but est de de´finir une application
µ : C ge´oss (L
!(F ))→ C ge´oss (L(F )).
D’apre`s 3.1.8, il existe un sous-groupe de Le´vi M˜ tel que s induit une donne´e endoscopique
elliptique de M˜ et M ! = L!. On sait de´finir une application C ge´oss (M !(F )) → C ge´oss (M(F )) ;
en effet, selon (II.2), l’endoscopie est tautologique en les composantes GL et c’est la situation
conside´re´e dans [Chapitre I] en la composante Sp, pour laquelle une application µ des classes
ge´ome´triques semi-simples est de´ja` de´finie. Rappelons-la brie`vement.
Supposons momentane´ment que M˜ := S˜p(W [), le groupe endoscopique elliptique de M˜
associe´ a` la paire (m′,m′′) est M ! = SO(2m′ + 1) × SO(2m′′ + 1). Soit γ = (γ′, γ′′) ∈ M !(F )
semi-simple ayant valeurs propres
a′1, . . . , a
′
n′ , 1, (a
′
n′)
−1, . . . , (a′1)
−1︸ ︷︷ ︸
provenant de γ′
, a′′1, . . . , a
′′
n′′ , 1, (a
′′
n′′)
−1, . . . , (a′′1)
−1︸ ︷︷ ︸
provenant de γ′′
.
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On dit que δ ∈M(F ) correspond a` γ s’il est semi-simple avec valeurs propres
a′1, . . . , a
′
n′ , (a
′
n′)
−1, . . . , (a′1)
−1,−a′′1, . . . ,−a′′n′′ ,−(a′′n′′)−1, . . . ,−(a′′1)−1.
On en de´duit une application C ge´oss (M !(F ))→ C ge´oss (M(F )). Le cas ou` M˜ est de type me´taplectique
s’ensuit.
Composons C ge´oss (M !(F ))→ C ge´oss (M(F )) avec l’application canonique C ge´oss (M(F ))→ C ge´oss (L(F )),
on obtient µ. On re´capitule la situation par le diagramme suivant.
L˜
M !
endo.ell.
M˜
?
Le´vi
OO
On dit que γ ∈ L!(F )ss et δ ∈ L(F )ss se correspondent si leurs classes ge´ome´triques se
correspondent via µ.
Proposition 3.2.1. Supposons que δ ∈ L(F )ss et γ ∈ L!(F )ss se correspondent. Si δ est
re´gulier, alors δ et γ sont tous fortement re´guliers et on a
L!γ ' Lδ.
De´monstration. Dans L, re´gulier implique fortement re´gulier et on se rame`ne au cas ou` L! est
un groupe endoscopique elliptique pour L˜. On se rame`ne ensuite au cas L me´taplectique qui est
traite´ dans [Chapitre I].
Remarque 3.2.2. Jusqu’a` maintenant, nos de´finitions ont peu a` faire avec le corps F et le
reveˆtement n’y intervient pas. Donc on peut aussi de´finir les donne´es endoscopiques, la no-
tion d’ellipticite´ et la correspondance ci-dessus dans le cas ou` F est un corps global. Nous ne
l’utiliserons pas dans cet article.
Supposons maintenant M˜ de type me´taplectique, s ∈ Eell(M˜) et M ! est le groupe endosco-
pique elliptique associe´. Nous allons de´finir le facteur de transfert. E´crivons
M˜ =
∏
i∈I
GL(ni)× S˜p(W [),
M ! =
∏
i∈I
GL(ni)× SO(2m′ + 1)× SO(2m′′ + 1).
Soient γ ∈M !(F )M-reg, δ ∈M(F )reg qui se correspondent. On isole les composantes dans GL(ni)
en les e´crivant comme γ = ((γi)i∈I , γ′, γ′′) et δ = ((δi)i∈I , δ[). Alors γ[ := (γ′, γ′′) et δ[ sont
re´guliers et ils se correspondent pour l’endoscopie elliptique associe´e a` la paire (m′,m′′). On
applique la the´orie de [Chapitre I].
De´finition 3.2.3. Soient δ, γ comme ci-dessus. Soit δ˜ = ((δi)i∈I , δ˜[) ∈ p−1(δ), on de´finit le
facteur de transfert par
∆(γ, δ˜) = ∆M !,M˜ (γ, δ˜) := ∆(γ
[, δ˜[).
Si δ ∈ M(F ) et γ ∈ M !(F ) ne se correspondent pas, on pose ∆(γ, δ˜) = 0 pour tout
δ˜[) ∈ p−1(δ).
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Ce facteur ve´rifie toutes les proprie´te´s e´nume´re´es dans [Chapitre I, §1]. En particulier, il ne
de´pend que de la classe de conjugaison ge´ome´trique de γ et la classe de conjugaison de δ˜ ; on a
aussi ∆(γ, εδ˜) = ε∆(γ, δ˜) pour tout ε ∈ µ8.
On dit que γ ∈M !(F )ss est L-re´gulier s’il correspond a` un e´le´ment δ ∈M(F ) qui est re´gulier
dans L(F ). On note la sous-varie´te´ ouverte des e´le´ments L-re´guliers par M !L−reg, c’est inclus
dans M !M−reg.
Remarque 3.2.4. On peut e´tendre 3.2.3 au cas des donne´es endoscopiques non elliptiques d’un
groupe me´taplectique. Soit γ ∈M !L−reg(F ). Notons ΞM [γ] l’ensemble des classes de conjugaison
dans M(F ) qui correspondent a` γ, et ΞL[γ] la variante pour L au lieu de M . C’est bien connu
(eg. [85, 5.4 (4)]) que l’application naturelle ΞM [γ] → ΞL[γ] est bijective. Pour tout δ˜ ∈ G˜ tel
que δ correspondant a` γ, on peut choisir un conjugue´ δM ∈ M(F ) ; alors δ˜ est conjugue´ a` un
e´le´ment δ˜M ∈ M˜ . Posons
∆(γ, δ˜) := ∆(γ, δ˜M )
en utilisant le cas elliptique 3.2.3. Montrons qu’il est bien de´fini. Soient δ˜1M , δ˜
2
M deux choix
comme ci-dessus. Il existe alors x, y ∈ L(F ) tels que xδ˜x−1 = δ˜1M , yδ˜y−1 = δ˜2M . On sait aussi
qu’il existe m ∈M(F ) tel que mδ1Mm−1 = δ2M . Donc l’action adjointe par m−1yx−1 pre´serve δ1M .
Rappelons que deux e´le´ments dans un groupe de type me´taplectique commutent si et seulement
si leurs images par le reveˆtement commutent. Il en re´sulte que m−1yx−1 centralise δ˜1M , d’ou`
mδ˜1Mm
−1 = δ˜2M et
∆(γ, δ˜1M ) = ∆(γ, δ˜
2
M ).
3.3 L’ensemble EM !(G˜)
Prenons de´sormais G˜ = S˜p(W ) et M˜ un sous-groupe de Le´vi de la forme M˜ =
∏
i∈I GL(ni)×
S˜p(W [). Supposons choisis P0 ∈ P(M), des paires de Borel (T,BM ) et (T,B) de´finies sur F
pour M et G, respectivement, telles que BM ⊂ B ⊂ P0 (cf. §2). En particulier, M est un Le´vi
standard de G pour ces choix.
Fixons toujours s0 ∈ Eell(M˜) et le groupe endoscopique elliptique associe´ M !. On prend un
repre´sentant dans
̂˜
M de la classe s0 et on le note abusivement par le meˆme symbole s0. E´crivons
s0 = ((s0,i)i∈I , s[0) selon la de´composition
̂˜
M =
∏
i∈I GL(ni,C)× Sp(2m,C).
De´finition 3.3.1. Posons
EM !(G˜) := {s ∈ s0Z0̂˜
M
/Z0̂˜
G
: (la classe de s) ∈ Eell(G˜)}.
C’est sous-entendu que cet ensemble de´pend de s0, non seulement du groupe M
!.
Lemme 3.3.2. On a |EM !(G˜)| = 2|I|.
De´monstration. La donne´e endoscopique e´tant elliptique, on a s0,i ∈ C× pour tout i ∈ I. On
peut prendre un repre´sentant de s0 tel que s0,i = 1 pour tout i ∈ I. Alors
EM !(G˜) = {((si)i∈I , s[0) ∈ ̂˜M : si = ±1}
d’apre`s 3.1.6, d’ou` l’assertion.
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Soit s ∈ EM !(G˜), il fournit un groupe endoscopique elliptique pour G˜, note´ G[s] dans ce
contexte. E´crivons s = ((si)i, s
[
0) avec si = ±1 comme dans la preuve de 3.3.2 et posons
I ′ := {i ∈ I : si = +1},
I ′′ := {i ∈ I : si = −1},
n′ := m′ +
∑
i∈I′
ni,
n′′ := m′′ +
∑
i∈I′′
ni.
Alors n′ + n′′ = n et s est la donne´e endoscopique elliptique de G˜ associe´e a` la paire (n′, n′′).
Donc on a G[s] = SO(2n′ + 1) × SO(2n′′ + 1). D’autre part, on peut plonger M ! dans G[s] de
la fac¸on suivante :
∏
i∈I′ GL(ni)× SO(2m′ + 1) (resp.
∏
i∈I′′ GL(ni)× SO(2m′′ + 1)) se plonge
dans SO(2n′+1) (resp. SO(2n′′+1)) comme un sous-groupe de Le´vi. Ce plongement est unique
a` conjugaison pre`s par G[s](F ). On re´capitule la situation par le diagramme suivant.
G[s]
endo.ell.
G˜
M !
?
Le´vi
OO
endo.ell.
M˜
?
Le´vi
OO
Dans cette situation, le Le´vi M de G correspond a` la paire (G[s],M !) au sens de [Chapitre
I, §5.4]. On peut regarder M ! de deux manie`res : un groupe endoscopique elliptique du Le´vi M˜
de G˜, ou un Le´vi du groupe endoscopique elliptique G[s] de G˜. Au contraire du cas des groupes
re´ductifs, il y une diffe´rence comme suit.
De´finition 3.3.3. Soit s ∈ EM !(G˜). Posons z[s] := ((zi)i∈I , 1) ∈ ZM !(F ) ou` zi = +1 (resp.
−1) si i ∈ I ′ (resp. si i ∈ I ′′). C’est contenu dans tout sous-groupe hyperspe´cial de M !(F ).
Soit γ ∈ M !(F ) , posons γ[s] := z[s]γ. Signalons aussi que l’on peut translater une classe de
conjugaison dans M !(F ) par l’e´le´ment central z[s].
Cette de´finition se ge´ne´ralise imme´diatement au cas G˜ de type me´taplectique et s ∈ EM !(G˜) :
les facteurs GL supple´mentaires de G˜ n’y interviennent pas.
Plus ge´ne´ralement, soit s ∈ s0Z0̂˜
M
/Z0̂˜
G
. Alors il existe un sous-groupe de Le´vi L˜ de G˜ conte-
nant M˜ , tel que s ∈ EM !(L˜). On de´finit z[s] ∈ ZM !(F ) et l’application γ 7→ γ[s] = z[s]γ sur
M !(F ) par re´fe´rence a` L˜.
Proposition 3.3.4. Notons µ1 : C
ge´o
ss (M !(F )) → C ge´oss (G(F )) le compose´ de Css(M !(F )) →
Css(G[s](F )) (induit par l’inclusion) avec µ : Css(G[s](F ))→ Css(G(F )) (induit par l’endoscopie
de´termine´e par s). Alors
µ1(O) = µ(z[s] · O)
pour tout O ∈ C ge´oss (M !(F )).
De´monstration. C’est clair d’apre`s la de´finition de µ.
Notons qu’il y a une inclusion canonique WG[s](M !) ↪→ WG(M). En effet, notons S±(I)
le produit semi-direct S(I) n (Z/2Z)I , ou` S(I) est le groupe syme´trique ope´rant sur I. Alors
WG(M) s’identifie a` S±(I), tandis que WG[s](M !) s’identifie a` S±(I ′)×S±(I ′′).
Le re´sultat suivant est alors imme´diat.
Proposition 3.3.5. L’isomorphisme aM !
∼→ aM est e´quivariante par rapport a` WG[s](M !) ↪→
WG(M).
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Proposition 3.3.6. De´signons par ∆M !,M˜ et ∆G[s],G˜ les facteurs de transfert associe´s aux
donne´es s0 et s, respectivement. Soient γ ∈M !(F )G−reg et δ ∈M(F )G−reg qui se correspondent.
Pour tout δ˜ ∈ p−1(δ), on a
∆M !,M˜ (γ, δ˜) = ∆G[s],G˜(γ[s], δ˜).
De´monstration. Adoptons la notation dans 3.2.3. D’apre`s la descente parabolique de ∆G[s],G˜
[Chapitre I, 5.18], applique´e en (γ[s], δ˜), on a
∆G[s],G˜(γ[s], δ˜) = ∆SO(2m′+1)×SO(2m′′+1),S˜p(W [)(γ
[, δ˜[).
Or c’est exactement la de´finition de ∆M !,M˜ (γ, δ˜).
Remarque 3.3.7. Cette proprie´te´ et 3.3.4 permettent d’e´tendre le transfert (vrai pour tout
corps local F de caracte´ristique nulle) et le lemme fondamental non ponde´re´ aux donne´es en-
doscopiques non elliptiques de G˜ ; le facteur de transfert e´tant celui de´fini dans 3.2.4. En effet,
on le re´duit de fac¸on usuelle au transfert (resp. au lemme fondamental) elliptique suivi par une
descente parabolique des inte´grales orbitales. Les de´tails sont laisse´s au lecteur.
4 Inte´grales orbitales ponde´re´es endoscopiques et les fonctions
stabilise´es
Dans cette section, F est une extension finie de Qp. Posons toujours G˜ := S˜p(W ). Supposons
que
– ψ|oF = 1, ψ|p−1F non trivial ;
– p est suffisamment grand par rapport a` G.
Fixons aussi un Le´vi M˜ de G˜ associe´ a` la donne´e de sous-espaces ((`i, `
i)i∈I ,W [), posons ni :=
dim `i pour tout i ∈ I, alors M est de la forme
M˜ =
∏
i∈I
GL(ni)× S˜p(W [).
Posons 2m = dimF W
[.
4.1 Inte´grales orbitales ponde´re´es non ramifie´es anti-spe´cifiques
Fixons un re´seau autodual L ⊂ W par rapport a` 〈|〉 et posons K := StabG(F )(L) ⊂ G(F ),
c’est un sous-groupe hyperspe´cial de G(F ). Supposons que L est en bonne position relativement
a` ((`i, `
i)i∈I ,W [), c’est-a`-dire
L =
⊕
i∈I
(
(`i ∩ L)⊕ (`i ∩ L)
)⊕ (W [ ∩ L).
Cela entraˆıne que KM := K ∩M(F ) est aussi hyperspe´cial dans M(F ). E´crivons KM =∏
i∈I K
M
i × K[. Le mode`le latticiel de la repre´sentation de Weil induit un scindage K[ ↪→
S˜p(W [), d’ou` le scindageKM ↪→ M˜ . Idem,K ↪→ S˜p(W ). Bien entendu, il faut une compatibilite´.
Proposition 4.1.1. Le diagramme suivant est commutatif.
K // G˜
KM
OO
// M˜
OO
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De´monstration. On se rame`ne aussitoˆt au cas M = GL(n). D’apre`s [Chapitre I, 2.13], on a la
compatibilite´ cherche´e sur un F -tore maximal de´ploye´ dans M . D’autre part la compatibilite´
sur des sous-groupes unipotents est automatique. On en de´duit la compatibilite´ sur la grosse
cellule de M par la de´composition de Bruhat, et le cas ge´ne´ral en re´sulte par densite´.
Prenons la mesure de Haar sur G(F ) de sorte que mes(K) = 1 ; cette mesure ne de´pend
pas du choix de K. Le scindage du reveˆtement p au-dessus de K permet de de´finir la fonction
fK ∈ C∞c, (G˜) telle que
fK(x˜) =
{
ε−1, si x˜ ∈ εK, ε ∈ µ8;
0, sinon.
Fixons s0 ∈ Eell(M˜), auquel est associe´ le groupe endoscopique
M ! =
∏
i∈I
GL(ni)× SO(2m′ + 1)× SO(2m′′ + 1).
tel que m′ +m′′ = m.
On sait de´finir la fonction poids d’Arthur vM : M(F )\G(F )/K → R≥0 (voir [12]). Elle
de´pend du choix de K et de la mesure de Haar sur aM induite du choix d’une forme quadratique
de´finie positive sur aM , invariante par W
G(M), ce que l’on fixe dore´navant.
Soit δ ∈ Greg(F ). On normalise la mesure de Haar pour le tore T (F ) := Gδ(F ) comme
suit. D’apre`s [26, 4.4], il existe un oF -sche´ma en groupes canonique T, qui est lisse et de fibre
ge´ne´rique T . Alors T0(oF ) s’identifie a` un sous-groupe ouvert de T (F ). Prenons la mesure de
Haar sur T (F ) telle que mes(T0(oF )) = 1. La meˆme convention s’applique aux commutants
des e´le´ments fortement re´guliers dans n’importe quel F -groupe re´ductif connexe. Puisque la
construction ne de´pend que du tore T , c’est compatible avec la correspondance des mesures
utilise´e pour l’endoscopie [85, 2.8], ainsi que sa variante me´taplectique [Chapitre I, §5.5].
De´finition 4.1.2. Soit δ˜ ∈ G˜reg. Fixons la mesure de Haar sur Gδ(F ) comme ci-dessus et
posons
rG˜
M˜,K
(δ˜) := |DG(δ)| 12
∫
Gδ(F )\G(F )
fK(x
−1δ˜x)vM (x) dx,
ou` DG(δ) := det(1−Ad (δ)|g/gδ).
De´finition 4.1.3. Soit γ ∈ M !G−reg(F ). L’inte´grale ponde´re´e endoscopique non ramifie´e en γ
est de´finie comme
rG˜M !,K(γ) :=
∑
δ∈M(F )/conj
∆(γ, δ˜)rG˜
M˜,K
(δ˜),
ou` δ˜ ∈ p−1(δ) est quelconque ; le produit ∆(γ, δ˜)rG˜
M˜,K
(δ˜) ne de´pend que de γ et δ. C’est une
somme finie, en fait la somme porte sur les classes de conjugaison dans µ(Ost(γ)).
Rappelons brie`vement les fonctions stabilise´es de´finies par Arthur. Pour l’instant, soient L
un F -groupe re´ductif connexe non ramifie´ et R un sous-groupe de Le´vi de L. Supposons aussi
fixe´e une forme quadratique de´finie positive sur aR, invariante par W
L(R). Imposons les meˆmes
choix de mesures de Haar sur L(F ) et sur les F -tores que pre´ce´demment.
On dit que γ ∈ R(F )ss est L-re´gulier s’il est re´gulier comme un e´le´ment dans L(F )ss. La
sous-varie´te´ ouverte des e´le´ments L-re´guliers est note´e RL−reg. On de´finit (voir [20, 5.1]) la
fonction stabilise´e
sLR : RL−reg(F )→ C.
Si γ1, γ2 ∈ RL−reg(F ) sont stablement conjugue´s, on a sLR(γ1) = sLR(γ2). Ces fonctions ne
de´pendent que de la mesure sur aR induite par le choix de la forme quadratique.
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4.2 E´nonce´ du lemme fondamental ponde´re´
Conservons les meˆmes notations. On a l’inclusion Z0̂˜
M
↪→ Z
M̂ !
. Soit s ∈ EM !(G˜). On a aussi
Z0̂˜
G
↪→ Z
Ĝ[s]
. Ces inclusions ont des conoyaux finis, donc c’est loisible de poser
iM !(G˜,G[s]) :=
[Z
M̂ !
: Z0̂˜
M
]
[Z
Ĝ[s]
: Z0̂˜
G
]
.(II.4)
Prenons les formes quadratiques positives de´finies invariantes sur aM ! et sur aM qui se
correspondent par l’identification aM ! ' aM , qui est e´quivariante pour WG[s](M !) ↪→ WG(M).
Soit γ ∈ M !G−reg(F ), alors γ[s] est aussi G[s]-re´gulier. Ainsi, γ 7→ sG[s]M ! (γ[s]) est bien de´fini et
il ne de´pend que de la classe de conjugaison stable de γ. Le principal re´sultat de cet article
s’e´nonce comme suit.
The´ore`me 4.2.1 (Cf. [20, 5.1] ). Supposons ve´rifie´ le lemme fondamental ponde´re´ non standard
sur les alge`bres de Lie 5.3.1. Pour tout γ ∈M !G−reg(F ), on a
rG˜M !,K(γ) =
∑
s∈E
M !
(G˜)
iM !(G˜,G[s]) · sG[s]M ! (γ[s]).
Le lemme fondamental ponde´re´ non standard sera rappele´ dans le §5.3. La de´monstration
du the´ore`me occupera le reste de cet article.
Remarque 4.2.2. Lorsque M = G, on a EG!(G˜) = {s0}, γ[s0] = γ et G[s0] = G!. On a aussi
iG!(G˜,G
!) = 1. Dans ce cas-la` rG˜
G!,K
(γ) est l’inte´grale orbitale endoscopique de la fonction fK , et
sG
!
G!
(γ) est l’inte´grale orbitale stable de la fonction caracte´ristique d’un hyperspe´cial quelconque
de G!(F ). Donc 4.2.1 se re´duit au lemme fondamental pour l’unite´ [Chapitre I, 5.23].
Les de´finitions des inte´grales orbitales ponde´re´es endoscopiques et les fonctions stabilise´es
correspondantes se ge´ne´ralisent sans peine au cas G˜ de type me´taplectique : il suffit de combiner
la the´orie pour les groupes GL(·) avec le re´sultat pour S˜p(W ).
Corollaire 4.2.3. L’assertion 4.2.1 demeure valable dans le cas plus ge´ne´ral ou` G˜ est de type
me´taplectique.
5 Endoscopie : standard et non standard
5.1 Endoscopie standard
Donne´es endoscopiques Soit R un F -groupe re´ductif muni d’une donne´e de L-groupe
(Tˆ , Bˆ, . . .). On appelle donne´e endoscopique pour R un quadruplet (R!,R!, s, ξˆ) tel que
– R! est un F -groupe re´ductif connexe quasi-de´ploye´, muni d’une donne´e de L-groupe ;
– R! s’inscrit dans une extension topologique scinde´e
1→ R̂! → R! →WF → 1
telle que l’action de WF sur R̂! co¨ıncide avec ρ
! ;
– s ∈ Rˆ est semi-simple ;
– ξˆ : R! → LR est un L-homomorphisme, i.e. il commute aux projections sur WF , tel que :
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– il existe un 1-cocycle a : WF → ZRˆ, dont la classe cohomologique est triviale, tel que
Ad (s) ◦ ξˆ(x) = a(w(x))ξˆ(x) pour tout x ∈ R!, ou` w(x) de´signe sa projection dans WF ;
– ξˆ induit un isomorphisme R̂!
∼→ ZRˆ(s)0.
On dit aussi que R! est un groupe endoscopique pour R associe´s a` s. Un isomorphisme
entre deux donne´es endoscopiques (R!,R!, s, ξˆ) et (R′!,R′!, s′, ξˆ′) de R est un e´le´ment rˆ ∈ Rˆ
tel que Ad (rˆ)ξˆ(R!) = ξˆ′(R′!) et Ad (rˆ)(s) = s′ mod ZRˆ. On dit qu’une donne´e endoscopique
(R!,R!, s, ξˆ) est elliptique si ξˆ(ZΓF
R̂!
)0 ⊂ ZRˆ. On dit que cette donne´e est non ramifie´e si
– la caracte´ristique re´siduelle p de F est suffisamment grande par rapport a` R ;
– R est non ramifie´ et le torseur inte´rieur fixe´ est l’identite´ ;
– R! est non ramifie´ et ξˆ(R!) ⊃ ZRˆ(s)0 o IF .
A` isomorphisme pre`s, on peut supposer que s ∈ Tˆ et (ξˆ−1(Tˆ ), ξˆ−1(Bˆ)) est la paire de Borel
ΓF -invariante de R̂!. L’endoscopie fournit une inclusion ΓF -e´quivariante ZRˆ ↪→ ZR̂! . D’autre
part, en dualisant ξˆ|ξˆ−1(Tˆ ), on obtient une inclusion aR ↪→ aR! . La donne´e endoscopique est
elliptique si et seulement si aR
∼→ aR! .
Une construction d’Arthur Supposons que R est un sous-groupe de Le´vi d’un F -groupe
re´ductif non ramifie´ L. Choisissons P0 ∈ LL(R), qui fait partie du choix des donne´es de L-
groupes compatibles pour L et R, ce que l’on fixe, dont les torseurs inte´rieurs sont id.
La construction suivante est due a` Arthur [19]. Soit (R!,R!, s0, ξˆ) une donne´e endoscopique
elliptique non ramifie´e pour R. Soit s ∈ s0ZΓFRˆ /Z
ΓF
Lˆ
. Posons
L̂[s] := ZLˆ(s)
0,
L[s] := L̂[s]ξˆ(R!),
ξˆ[s] : L[s]→ LL est l’inclusion.
Cela fournit une donne´e endoscopique (L[s],L[s], s, ξˆ[s]) pour L qui est encore non ramifie´e.
Posons
ER!(L) := {s ∈ s0ZΓFRˆ /Z
ΓF
Lˆ
: (L[s],L[s], s, ξˆ[s]) est elliptique}.
C’est un ensemble fini d’apre`s [18, §4]. Soit s ∈ ER!(L), alors on peut regarder R! comme
un sous-groupe de Le´vi de L[s]. L’endoscopie elliptique fournit l’homomorphisme WL[s](R!) ↪→
WL(R), pour lequel l’isomorphisme aR
∼→ aR! est e´quivariant. On sait aussi de´finir le coefficient
iR!(L,L[s]) :=
[ZΓF
R̂!
: ZΓF
Rˆ
]
[ZΓF
L̂[s]
: ZΓF
Lˆ
]
.
Le lemme fondamental ponde´re´ sur les alge`bres de Lie Plac¸ons-nous dans la construc-
tion d’Arthur. Fixons une donne´e endoscopique elliptique non ramifie´e (R!,R!, s0, ξˆ) pour R.
A` cette donne´e est associe´e une correspondance de classes de conjugaison ge´ome´triques semi-
simples entre les alge`bres de Lie r(F ) et r!(F ). On de´finit ainsi la sous-varie´te´ ouverte des
e´le´ments L-re´gulie`res r!L−reg de fac¸on usuelle.
Fixons un sous-groupe hyperspe´cial K de L(F ) en bonne position relativement a` R, ce qui
de´termine un re´seau hyperspe´cial k ⊂ l(F ). Fixons aussi une forme quadratique de´finie positive
WL(R)-invariante sur aR ; on obtient ainsi une forme quadratique de´finie positive sur aR! qui
est WL[s](R!)-invariante pour tout s ∈ ER!(L). Notons 1k la fonction caracte´ristique de k. Ces
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choix permettent de de´finir les inte´grales orbitales ponde´re´es de 1k
rLR,K(X) := |DL(X)|
1
2
∫
LX(F )\L(F )
1k(x
−1Xx)vR(x) dx, X ∈ rreg(F ),
ou` DL(X) := det(ad (X)|l/lX). Les mesures de Haar sont choisies comme dans le §4.2.
On de´finit le facteur de transfert
∆ : r!R−reg(F )× rreg(F )→ C
qui est adapte´ a` K, cf. [84, 4.7]. On de´finit les inte´grales orbitales ponde´re´es endoscopiques
rLR!,K(Y ) =
∑
X∈r(F )/conj
∆(Y,X)rLR,K(X),
ainsi que les fonctions stabilise´es s
L[s]
R!
(Y ), pour tout Y ∈ r!L−reg(F ) et tout s ∈ ER!(L) (voir [85]
ou §4). E´nonc¸ons le lemme fondamental ponde´re´ comme suit.
The´ore`me 5.1.1 (Chaudouard, Laumon [29, 30], Waldspurger [86]). Pour tout Y ∈ r!R−reg(F ),
on a
rLR!,K(Y ) =
∑
s∈E
R!
(L)
iR!(L,L[s])s
L[s]
R!
(Y ).
5.2 Exemples
Nous allons conside´rer l’endoscopie elliptique des groupes line´aires ge´ne´raux, symplectiques
et unitaires. Nous en donnerons les conditions pour que la donne´e endoscopique soit non ramifie´e
et la construction d’Arthur sera explicitement de´crite. Le cas non elliptique sera traite´ dans 5.2.4.
Exemple 5.2.1. Soient m ∈ Z≥0, R := GL(m). La seule donne´e endoscopique elliptique pour
GL(m) a` isomorphisme pre`s est la donne´e tautologique (R, LR, 1, id).
Exemple 5.2.2. Soit R := Sp(2m). Alors Rˆ = SO(2m + 1,C). Soit (R!,R!, s, ξˆ) une donne´e
endoscopique elliptique pour R. Les valeurs propres de s sont force´ment ±1 d’apre`s l’ellipticite´.
Notons 2m′ + 1 la multiplicite´ de +1 et 2m′′ celle de −1. On a
R̂! = SO(2m′ + 1,C)× SO(2m′′,C).
Donc
R! = Sp(2m′)× SO(V ′′, q′′)
ou` (V ′′, q′′) est un F -espace quadratique de dimension 2m′′ ayant noyau anisotrope de dimension
≤ 2 car R! est quasi-de´ploye´. On exclut le cas dimV ′′ = 2 et (V ′′, q′′) hyperbolique, pour lequel
la donne´e endoscopique n’est plus elliptique. De plus, SO(V ′′, q′′) de´termine H!.
Inversement, toutes donne´es m′ et (V ′′, q′′) comme ci-dessus proviennent d’une donne´e en-
doscopique elliptique, unique a` isomorphisme pre`s. La donne´e endoscopique est non ramifie´e si
et seulement si (V ′′, q′′) admet un re´seau autodual a` homothe´tie pre`s.
Supposons R! de la forme ci-dessus. Soient X ∈ rreg(F ), Y = (Y ′, Y ′′) ∈ r!reg(F ), alors X et
Y se correspondent si et seulement s’ils se correspondent par valeurs propres, c’est-a`-dire
– les valeurs propres de Y ′ sont ±a′1, . . . ,±a′m′ ;
– celles de Y ′′ sont ±a′′1, . . . ,±a′m′′ , 0 ;
– celles de X sont ±a′1, . . . ,±a′m′ ,±a′′1, . . . ,±a′′m′′ .
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Prenons maintenant un ensemble fini I, (ni)i∈I ∈ ZI≥1, et
L = Sp(2n),
R =
∏
i∈I
GL(ni)× Sp(2m),
R! =
∏
i∈I
GL(ni)× Sp(2m′)× SO(V ′′, q′′),
tels que m +
∑
i∈I ni = n, ou` m, m
′ et (V ′′, q′′) ve´rifient les conditions pre´ce´dentes, qui font
de R! un groupe endoscopique elliptique non ramifie´e de R (tautologique en les composantes
GL(ni)). A` isomorphisme pre`s, l’e´le´ment s0 correspondant dans la donne´e endoscopique est de
la forme
s0 = ((1)i∈I , s[0) ∈
∏
i∈I
C× × SO(2m+ 1,C) ⊂ Rˆ.
Les e´le´ments s ∈ ER!(L) sont en bijection avec les de´compositions I = I ′ unionsq I ′′ : a` une telle
de´composition est associe´e s = ((si)i∈I , s[0) avec si = 1 (resp. si = −1) si i ∈ I ′ (resp. si i ∈ I ′′).
Soit s ∈ ER!(L), on introduit le groupe endoscopique elliptique L[s] de L ; e´crivons-le comme
L[s] = Sp(2n′)× SO(U ′′, r′′)
d’apre`s ce qui pre´ce`de. On a des inclusions uniques a` conjugaison pre`s :∏
i∈I′
GL(ni)× Sp(2m′) ↪→ Sp(2n′),∏
i∈I′′
GL(ni)× SO(V ′′, q′′) ↪→ SO(U ′′, r′′).
Ces fle`ches font de R! un sous-groupe de Le´vi de L[s]. Ainsi, SO(U ′′, r′′) est aussi de´termine´ : a`
homothe´tie pre`s, (U ′′, r′′) et (V ′′, q′′) ont le meˆme noyau anisotrope.
Inversement, tout (U ′′, r′′) ayant le meˆme noyau anisotrope que (V ′′, q′′), pris a` homothe´tie
pre`s, provient d’un unique s ∈ ER!(L).
Exemple 5.2.3. Soient E/F une extension quadratique et R := UE/F (m), le groupe unitaire
quasi-de´ploye´ qui est isomorphe a` GL(m) sur E. On a Rˆ = GL(m,C). Il est muni de l’action
du groupe ΓE/F := ΓF /ΓE : l’e´le´ment non trivial dans ΓE/F ope`re, modulo automorphismes
inte´rieurs, en renversant le diagramme de Dynkin Am−1. On introduit ainsi le L-groupe LR.
De´crivons les donne´es endoscopiques elliptiques (R!,R!, s, ξˆ) pour R. Les valeurs propres de
s sont ±1 ; notons m′ la multiplicite´ de 1 et m′′ celle de −1. Alors
R̂! = GL(m′,C)×GL(m′′,C).
E´tant donne´ (m′,m′′), il n’y a qu’une seule possibilite´ de R! et de R! :
R! = UE/F (m
′)×UE/F (m′′).
Inversement, toute donne´e endoscopique elliptique de R s’obtient d’une paire (m′,m′′) telle
que m′ +m′′ = m, unique a` la syme´trie (m′,m′′) 7→ (m′′,m′) pre`s. La donne´e endoscopique est
non ramifie´e si et seulement si E/F l’est.
La correspondance des classes de conjugaison est similaire au cas du groupe symplectique,
c’est-a`-dire la correspondance par valeurs propres des applications E-line´aires. Nous ne la
re´pe´tons pas.
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Supposons maintenant que E/F est non ramifie´e. Prenons I, (ni)i∈I comme dans 5.2.2 et
posons
L = UE/F (n),
R =
∏
i∈I
GLE(ni)×UE/F (m),
R! =
∏
i∈I
GLE(ni)×UE/F (m′)×UE/F (m′′),
qui font de R! un groupe endoscopique elliptique non ramifie´e de R. On peut supposer que
l’e´le´ment s0 de cette donne´e endoscopique s’e´crit
s0 = ((1)i∈I , s[0) ∈
∏
i∈I
C× ×GL(m,C).
Comme dans 5.2.2, les e´le´ments s ∈ ER!(L) sont en bijection avec les de´compositions I =
I ′ unionsq I ′′ ; le groupe endoscopique elliptique associe´ est de la forme
L[s] = UE/F (n
′)×UE/F (n′′).
On a des inclusions bien de´termine´es a` conjugaison pre`s :∏
i∈I′
GLE(ni)×UE/F (m′) ↪→ UE/F (n′),∏
i∈I′′
GLE(ni)×UE/F (m′′) ↪→ UE/F (n′′).
Cela de´termine aussi (n′, n′′). Remarquons que des diffe´rents choix de s peuvent induire la meˆme
donne´e endoscopique pour L.
Remarque 5.2.4. En ge´ne´ral, une donne´e endoscopique (L!,L!, s, ξˆ) s’interpre`te comme une
donne´e endoscopique elliptique d’un sous-groupe de Le´vi R de L. Le sous-groupe R est unique
a` conjugaison pre`s par L(F ), tandis que la donne´e endoscopique elliptique pour R est unique a`
l’action de WL(R) pre`s.
5.3 Endoscopie non standard
De´finitions Rappelons la de´finition dans [85, 3.7]. Soient G1, G2 deux F -groupes re´ductifs
connexes et simplement connexes. Supposons qu’ils sont non ramifie´s et p est suffisamment
grand par rapport a` G1 et G2. Pour i = 1, 2, fixons une paire de Borel (Ti, Bi) de´finie sur
F pour Gi ; notons Σi, Σˇi les ensembles de racines et coracines, respectivement. Une donne´e
endoscopique non standard non ramifie´e est un triplet (G1, G2, j∗) ou`
– G1, G2 sont comme ci-dessus, munis de paires de Borel de´finies sur F ;
– j∗ : X∗(T1)F¯ ⊗Q ∼→ X∗(T2)F¯ ⊗Q, son transpose´ est note´ j∗ ;
– il existe des bijections τˇ : Σˇ1 → Σˇ2, τ : Σ2 → Σ1 et des fonctions bˇ : Σˇ1 → Q>0 ∩ Z×p ,
b : Σ2 → Q>0 ∩ Z×p , telles que
– τ s’identifie a` τˇ−1 via les bijections naturelles Σi ' Σˇi, i = 1, 2 ;
– j∗ et j∗ sont ΓF -e´quivariants ;
– on a j∗(αˇ1) = bˇ(αˇ1)τˇ(αˇ1) et j∗(α2) = b(α2)τ(α2) pour tout αˇ1 ∈ Σˇ1 et tout α2 ∈ Σ2.
A` l’instar du cas standard, ces donne´es de´finissent
– une correspondance de classes de conjugaison ge´ome´triques entre g1,reg(F ) et g2,reg(F ) ;
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– les bijections de racines induisent une correspondance de sous-groupes de Le´vi semi-
standards de G1 et G2.
Soient M1 ⊂ G1, M2 ⊂ G2 des sous-groupes de Le´vi semi-standards qui se correspondent,
alors WG1(M1) = W
G2(M2) et on a un isomorphisme e´quivariant aM1
∼→ aM2 .
Notons R1 (resp. R2) le sous-groupe engendre´ par Σˇ1 (resp. Σˇ2). La meˆme de´finition s’ap-
plique a` M1, M2 et leurs coracines. On de´finit ainsi les groupes R
M1 , RM2 .
Soient H1, H2 deux sous-groupes commensurables dans un groupe fixe´, adoptons la conven-
tion [H1 : H2] := [H1 : H1 ∩H2][H2 : H1 ∩H2]−1. D’apre`s [85, 3.7] et l’erratum [87], on de´finit
le coefficient
cG1,G2M1,M2 :=
[RΓF2 : j∗(R
ΓF
1 )]
[RM2,ΓF : j∗(RM1,ΓF )]
.(II.5)
Signalons que ce coefficient de´pend de j∗. E´nonc¸ons le lemme fondamental ponde´re´ non
standard comme une conjecture.
Conjecture 5.3.1 ([85]). Soient Y1 ∈ m1,G1−reg(F ) et Y2 ∈ m2,G2−reg(F ) qui se correspondent.
Alors
sG1M1(Y1) = c
G1,G2
M1,M2
sG2M2(Y2)
ou` les fonctions stabilise´es sGiMi (i = 1, 2) sont de´finies a` l’aide des formes quadratiques invariantes
sur aM1 et aM2 qui se correspondent via aM1
∼→ aM2 .
Passage au quotient Pour i = 1, 2, soit pii : Gi → Gi une isoge´nie centrale ; notons
M i := pii(Mi). Cela n’affecte pas les alge`bres de Lie, les espaces aMi et les groupes de Weyl. La
correspondance de classes marche pour Gi,M i au lieu de Gi,Mi.
Corollaire 5.3.2. Supposons ve´rifie´e 5.3.1. Soient Y 1 ∈ m1,G1−reg(F ) et Y 2 ∈ m2,G2−reg(F )
qui se correspondent. Alors
s
G1
M1
(Y 1) = c
G1,G2
M1,M2
s
G2
M2
(Y 2).
De´monstration. Pour i = 1, 2, soit Yi ∈ mi(F ) l’e´le´ment qui s’envoie sur Y i, alors il suffit de
noter que sGiMi(Yi) = s
Gi
M i
(Y i), ce qui re´sulte de [85, 5.7].
La convention suivante sera commode. Soient Gi,Mi (i = 1, 2) tels que Mi est un Le´vi de Gi
et que les groupes Gi,SC,Mi,sc sont comme dans le lemme fondamental ponde´re´ non standard
5.3.1. Nous noterons
cG1,G2M1,M2 = c
G1,SC,G2,SC
M1,sc,M2,sc
.(II.6)
Un exemple Supposons n ≥ 1. Fixons un ensemble fini I, (ni)i∈I ∈ ZI≥1, m ∈ Z≥0 et posons
n := m+
∑
i∈I ni. Posons
G1 := Sp(2n), G2 := SO(2n+ 1),
M1 :=
∏
i∈I
GL(ni)× Sp(2m), M2 :=
∏
i∈I
GL(ni)× SO(2m+ 1),
Regardons M1 comme un sous-groupe de Le´vi de G1 en choisissant un plongement, qui est
unique a` conjugaison pre`s par G1(F ). Idem pour G2 et M2. Notons pi : G2 → G2 le reveˆtement
simplement connexe, c’est-a`-dire G2 = Spin(2n+ 1), et posons M2 := pi
−1(M2), alors M2 et un
sous-groupe de Le´vi de G2.
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Comme indique´ dans [Chapitre I, §8.2], on peut choisir des F -tores maximaux de´ploye´s T1,
T2 dans M1, M2 respectivement, avec T 2 := pi(T2), de sorte qu’il existe une base {e1, . . . , en}
de X∗(T1) telle que l’on a des identifications
X∗(T1) =
n⊕
k=1
Zek,
X∗(T2) =
{
n∑
k=1
rkek :
n∑
k=1
rk ≡ 0 mod 2
}
,
X∗(T 2) =
n⊕
k=1
Zek.
En choisissant des sous-groupes de Borel convenables, les coracines se de´crivent comme suit.
Σˇ1 = {±ei ± ej : 1 ≤ i 6= j ≤ n} unionsq {±ei : 1 ≤ i ≤ n},
Σˇ2 = {±ei ± ej : 1 ≤ i 6= j ≤ n} unionsq {±2ei : 1 ≤ i ≤ n}.
Alors l’inclusion X∗(T2) ↪→ X∗(T 2) correspond a` l’isoge´nie pi : G2 → G2.
On prend j∗ := id : X∗(T1) ⊗ Q ∼→ X∗(T2) ⊗ Q. On prend les fonctions τ , τˇ , b, bˇ qui
fournissent un triplet non standard non ramifie´ (G1, G2, j∗), pour laquelle M1 et M2 sont des
sous-groupes de Le´vi semi-standards qui se correspondent.
Remarquons que le choix des divers identifications peut affecter j∗, mais la correspondance
de classes et la correspondance de mesures de Haar sur aM1 et aM2 ne changent pas.
C’est plus pratique de travailler avec G2 et M2. La correspondance des classes ge´ome´triques
entre g1,reg(F ) et g2,reg(F ) est la correspondance par valeurs propres. Pour m1 et m2, c’est la
meˆme correspondance pour les facteurs sp(2m) et so(2m + 1) ; pour les facteurs gl(·), c’est la
correspondance tautologique.
Le coefficient de cette donne´e endoscopique non standard se calculent comme suit.
Proposition 5.3.3. Pour cette donne´e,
c
G1,G2
M1,M2
= cG1,G2M1,M2 :=
{
1, si m 6= 0,
1
2 , si m = 0.
De´monstration. Les coracines dans Σˇ1 et Σˇ2 engendrent respectivement les re´seaux X∗(T1) et
X∗(T2). Vu les identifications ci-dessus et le choix j∗ = id, on voit que [RΓF2 : j∗(R
ΓF
1 )] =
1
2 .
Soient M1,M2 des sous-groupes de Le´vi semi-standards qui se correspondent. Alors il en est
de meˆme pour [RM2,ΓF : j∗(RM1,ΓF )] sauf si le facteur Sp (resp. SO) n’apparaˆıt plus dans M1
(resp. M2) i.e. sauf si m = 0, auquel cas on a trivialement [R
M2,ΓF : j∗(RM1,ΓF )] = 1. Cela
permet de conclure.
Remarque 5.3.4. Explicitons l’isomorphisme aM1
∼→ aM2 = aM2 induit par j∗. On peut se
limiter au cas M1 = T1 et M2 = T2. On a identifie´ T1 et T 2 dans la description de X∗(Ti)
(i = 1, 2). Comme j∗ = id, il induit l’application id : aT1
∼→ aT 2 . Le cas ge´ne´ral en de´coule :
si l’on identifie les composantes
∏
i∈I GL(ni) dans M1 et M2, alors aM1
∼→ aM2 est encore
l’identite´.
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6 Descente des donne´es endoscopiques
Le formalisme est celui du §4, mais ici les reveˆtements me´taplectiques ne nous concernent
pas. De´sormais, fixons des e´le´ments η ∈ M(F )ss,  ∈ M !(F )ss qui se correspondent. Supposons
de plus que η et  sont d’ordre finis premiers a` p. Nous nous placerons sous l’une des deux
hypothe`ses suivantes.
(A) M ! est quasi-de´ploye´.
(B) Mη et M
!
 sont non ramifie´s.
L’hypothe`se (B) est plus forte que (A). En tout cas, e´crivons η = ((ηi)i∈I , η[) et  =
((i)i∈I , [). Quitte a` conjuguer η et , on peut supposer que ηi = i pour tout i ∈ I.
6.1 Parame´trage
Plac¸ons-nous sous l’hypothe`se (A). Rappelons la parame´trisation des classes de conjugaison
semi-simples dans [Chapitre I, §3 et §7.1]. A` la classe OM (η) sont associe´es (OGL(ni)(ηi))i∈I et
les donne´es
– K : une F -alge`bre e´tale de dimension finie ;
– τ : une involution non triviale de K, qui est de´termine´e par la sous-alge`bre fixe´e K# :=
Kτ=id ;
– a ∈ K× est tel que NK/K#(a) := aτ(a) = 1 ;
– (WK , hK) : une (K,K
#)-forme anti-hermitienne, ou` on suppose que WK est un K-module
fide`le ;
– (W±, 〈|〉±) : deux F -espaces symplectiques.
Ces donne´es sont soumises a` la condition dimF WK + dimF W+ + dimF W− = 2m. Elles sont
uniques modulo la notion d’e´quivalence e´vidente. L’e´le´ment η se re´alise comme l’ope´rateur
(w 7→ aw,+id,−id) dans l’espace WK ⊕W+ ⊕W−.
E´crivons SO(2m′+1) = SO(V ′, q′) et SO(2m′′+1) = SO(V ′′, q′′) en choisissant des F -espaces
quadratiques convenables. A` OM !() sont associe´es (OGL(ni)(i))i∈I et les donne´es
– K ′,K ′# : F -alge`bres e´tales comme pre´ce´demment ;
– a′ ∈ K ′× est tel que NK′/K′#(a) = 1 ;
– (V ′K , h
′
K) : une (K
′,K ′#)-forme hermitienne, ou` on suppose que V ′K est un K
′-module
fide`le ;
– (V ′±, q′±) : deux F -espaces quadratiques ;
– des objets similaires (K ′′,K ′′#), a′′, (V ′′K , h
′′
K), (V
′′± , q′′±).
Ces donne´es sont soumises aux conditions
(trK′/F )∗(V ′K , h
′
K)⊕ (V ′+, q′+)⊕ (V ′−, q′−) ' (V ′, q′),
(trK′′/F )∗(V ′′K , h
′′
K)⊕ (V ′′+ , q′′+)⊕ (V ′′− , q′′−) ' (V ′′, q′′),
dimV ′+ ≡ dimV ′′+ ≡ 1 mod 2,
dimV ′− ≡ dimV ′′− ≡ 0 mod 2.
Elles sont uniques modulo la notion d’e´quivalence e´vidente. Si l’on note η = (η′, η′′), alors η′
se re´alise comme l’ope´rateur (v′ 7→ a′v′,+id,−id) dans l’espace V ′K ⊕ V ′+ ⊕ V ′−, et η′′ comme
(v′′ 7→ a′′v′′,+id,−id) dans V ′′K ⊕ V ′′+ ⊕ V ′′− . La correspondance entre η et  entraˆıne que
(K ′,K ′#, a′)× (K ′′,K ′′#,−a′′) ' (K,K#, a),
WK ' V ′K ⊕ V ′′K comme K −modules,
dimF W+ + 1 = dimF V
′
+ + dimF V
′′
− ,
dimF W− + 1 = dimF V ′− + dimF V
′′
+ ,
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ou` le produit de triplets dans la premie`re condition est pris au sens e´vident.
On sait aussi de´crire les commutants connexes.
Mη =
∏
i∈I
GL(ni)ηi ×UK/K#(WK , hK)× Sp(W+)× Sp(W−),
M ! =
∏
i∈I
GL(ni)i
×UK′/K′#(V ′K , h′K)×UK′′/K′′#(V ′′K , h′′K)
× SO(V ′+, q′+)× SO(V ′′− , q′′−)
× SO(V ′′+ , q′′+)× SO(V ′−, q′−).
D’apre`s nos hypothe`ses, SO(V ′+, q′+) et SO(V ′′+ , q′′+) sont de´ploye´s.
De´finition 6.1.1. Soit L un F -groupe re´ductif admettant une de´composition
L = L0 ×
∏
a
SO(2a+ 1),
ou` a parcourt des entiers positifs et L0 ne contient aucun facteur direct de type SO impair
de´ploye´. On notera
L¯ := L0 ×
∏
a
Sp(2a).
Les groupes que l’on rencontrera dans cette section sont tous de ce type. Remarquons aussi
que ZΓF
L̂
↪→ ZΓF
Lˆ
, ZΓF ,0
L̂
∼→ ZΓF ,0
Lˆ
, et aL = aL¯.
Avec cette convention, on a
M ! =
∏
i∈I
GL(ni)i
×UK′/K′#(V ′K , h′K)×UK′′/K′′#(V ′′K , h′′K)
× Sp(V ′+)× SO(V ′′− , q′′−)
× Sp(V ′′+)× SO(V ′−, q′−),
ou` V ′+, V ′′+ ont les bonnes dimensions et sont munis de formes symplectiques.
6.2 Des nouvelles donne´es endoscopiques
Conservons toujours l’hypothe`se (A) et les notations pre´ce´dentes. On munitMη d’une donne´e
de L-groupe de sorte que le tore maximal Tˆ dans M̂η est ce que l’on a fixe´ dans la donne´e de
L-groupe pour M . Les actions galoisiennes sur Tˆ he´rite´es de M̂η et de Mˆ peuvent diffe´rer
par un 1-cocycle ΓF → NMˆ (Tˆ ). Toutefois l’inclusion ZMˆ ↪→ ZM̂η est ΓF -e´quivariante et est
inde´pendante de tout choix. On a aussi aM ↪→ aMη .
Vu 5.2.2, 5.2.3 et 5.2.4, M ! est un sous-groupe endoscopique de Mη, ce qui de´termine la
donne´e endoscopique (M !,M!, s¯0, ξˆ) a` isomorphisme pre`s. La donne´e endoscopique (M !,M!, s¯0, ξˆ)
est non ramifie´e sous l’hypothe`se (B).
Lemme 6.2.1. Soient X ∈ mη,reg(F ), Y ∈ m!,reg(F ). Soit Y¯ ∈ m!,reg(F ) tel que Y et Y¯ se
correspondent par valeurs propres.
Si δ = exp(X)η ∈ M(F ) et γ = exp(Y ) ∈ M !(F ) sont des de´compositions de Jordan
topologiques, et si δ correspond a` γ, alors X et Y¯ se correspondent via l’endoscopie de´crite
ci-dessus.
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De´monstration. Lorsque I = ∅, cela est de´montre´ dans [Chapitre I]. Le cas ge´ne´ral en de´coule
car l’endoscopie est tautologique en la composante GL(ni)i = GL(ni)ηi , pour tout i ∈ I.
D’apre`s 5.2.4, il existe un Le´vi R de Mη, unique a` conjugaison pre`s par Mη(F ), tel que M !
est un groupe endoscopique elliptique de R. Rappelons que Rˆ et M̂η partagent le meˆme tore
maximal Tˆ . A` isomorphisme pre`s on peut supposer s¯0 ∈ Tˆ , et s¯0 fait encore partie de cette
donne´e endoscopique elliptique pour R.
On a R 6= Mη si et seulement si UK′/K′#(V ′K , h′K), UK′′/K′′#(V ′′K , h′′K), SO(V ′′− , q′′−) ou
SO(V ′−, q′−) contiennent des facteurs GLE(·), ou` E est une certaine extension finie de F . On
absorbe ces GLE(·) supple´mentaires en introduisant les objets I¯ ⊃ I, K¯ ⊂ K, K¯ ′ ⊂ K ′, etc., et
on e´crit
R =
∏
i∈I¯
GLFi(ni)ηi ×UK¯/K¯#(W¯K , h¯K)× Sp(W¯+)× Sp(W¯−),
M ! =
∏
i∈I¯
GL(ni)i
×UK¯′/K¯′#(V ′¯K , h′K¯)×UK¯′′/K¯′′#(V ′′¯K , h′′¯K)
× Sp(V ′+)× SO(V¯ ′′− , q¯′′−)
× Sp(V ′′+)× SO(V¯ ′−, q¯′−),
Ici Fi est une extension finie de F pour tout i ∈ I¯, (K¯, K¯#) est une F -alge`bre e´tale a`
involution qui est un facteur direct de (K,K#), et (W¯K , h¯K) est le facteur direct correspondant
de (WK , hK) ; idem pour (K¯
′, K¯ ′#), (K¯ ′′, K¯ ′′#) etc. D’autre part (V¯ ′′− , q¯′′−) = ({0}, 0) si (V ′′− , q′′−)
est de dimension 2 hyperbolique ; sinon (V¯ ′′− , q¯′′−) = (V ′′− , q′′−). Idem pour (V¯ ′−, q¯′−). Supposons
comme d’habitude que ηi = i pour tout i ∈ I¯.
Rappelons que s¯0 ∈ Tˆ est l’e´le´ment faisant partie de la donne´e endoscopique (M !,M!, s¯0, ξˆ)
pour Mη. De´crivons-le. Soit i ∈ I¯, e´crivons
GLFi(ni)ηi =
∏
j∈Ji
GLFij (nij)
ou` Ji est un ensemble fini ; pour tout j ∈ Ji, Fij est une extension finie de Fi. E´crivons
Ji = J
U
i unionsq J+i unionsq J−i
tel que j ∈ J±i si et seulement si la composante dans GLFij (nij) de ηi est ±1, sinon j ∈ JUi .
En regardant les descriptions de R et de M !, il s’ensuit que l’on peut e´crire
s¯0 =
(
(s¯ij0 ) i∈I¯
j∈Ji
, s¯U0 , s¯0
+, s¯0
−
)
∈ Rˆ
ou`
s¯U0 ↔le groupe endoscopique UK¯′/K¯′#(V ′¯K , h′K¯)×UK¯′′/K¯′′#(V ′′¯K , h′′¯K)
pour UK¯/K¯#(W¯K , h¯K),
s¯+0 ↔le groupe endoscopique Sp(V ′+)× SO(V¯ ′′− , q¯′′−)
pour Sp(W¯+),
s¯−0 ↔le groupe endoscopique Sp(V ′′+)× SO(V¯ ′−, q¯′−)
pour Sp(W¯−).
Il y a aussi des restrictions sur s¯ij0 ou` i ∈ I¯ \ I : joints avec (s¯U0 , s¯+0 , s¯−0 ), ils sont tels que
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– UK′/K′#(V
′
K , h
′
K)×UK′′/K′′#(V ′′K , h′′K) est un groupe endoscopique pour UK/K#(WK , hK),
– Sp(V ′+)× SO(V ′′− , q′′−) est un groupe endoscopique pour Sp(W+),
– Sp(V ′′+)× SO(V ′−, q′−) est un groupe endoscopique pour Sp(W−).
Il reste a` traiter les composantes s¯ij0 ou` i ∈ I et j ∈ Ji. La seule condition est que s¯ij0
appartient au centre du dual de GLFij (nij). Faisons de´sormais le choix suivant
s¯ij0 =

1, si j ∈ J+i ,
−1, si j ∈ J−i ,
1, si j ∈ JUi .
(II.7)
Le symbole “−1” a un sens car Fij = F lorsque j ∈ J±i , auquel cas le dual de GLFij (nij) est
GL(nij ,C). Ce choix des s¯ij0 sera justifie´ dans 6.3.1
6.3 Rapport avec EM !(G˜)
Dans cette sous-section, nous nous plac¸ons sous l’hypothe`se (B). Les groupes M ! et Mη sont
tous non ramifie´s, donc les donne´es endoscopiques de´crites dans le §6.2 sont non ramifie´es.
Rappelons s0 est un e´le´ment dans
̂˜
M qui de´termine l’endoscopie elliptique pour M˜ , dont
M ! est le groupe endoscopique associe´. On peut supposer que
s0 = ((1)i∈I , s[0) ∈
∏
i∈I
GL(ni,C)× Sp(2m,C).
Fixons maintenant s = s0t ∈ EM !(G˜), ou` t ∈ Z0̂˜
M
/Z0̂˜
G
est de la forme
t = ((ti)i∈I , 1) ∈
∏
i∈I
{±1} × Sp(2m,C),
comme dans 3.3.2, auquel est associe´e une de´composition I = I ′ unionsq I ′′ telle que i ∈ I ′ (resp.
i ∈ I ′′) si ti = +1 (resp. ti = −1).
La recette du §6.1 marche aussi pour η ∈ G(F ). Nous nous contentons de de´crire Gη :
Gη = UK/K#(WK, hK)× Sp(W+)× Sp(W−)
avec des notations compre´hensibles. Il contient Mη comme un sous-groupe de Le´vi.
D’autre part, introduisons [s] ∈ M !(F ), c’est encore d’ordre fini premier a` p et on a M ! =
M ![s]. D’apre`s 3.3.4, [s] et η se correspondent pour la donne´e endoscopique de´termine´e par s.
Reprenons la recette du §6.1 pour e´crire
G[s][s] = UK′/K′#(V
′
K, h
′
K)×UK′′/K′′#(V ′′K , h′′K)
× SO(V ′+,Q′+)× SO(V ′′−,Q′′−)
× SO(V ′′+,Q′′+)× SO(V ′−,Q′−).
Et aussi
G[s][s] = UK′/K′#(V
′
K, h
′
K)×UK′′/K′′#(V ′′K , h′′K)
× Sp(V ′+)× SO(V ′′−,Q′′−)
× Sp(V ′′+)× SO(V ′−,Q′−).
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C’est un groupe endoscopique non ramifie´ de Gη et il contient M ! comme un sous-groupe de Le´vi,
l’inclusion e´tant bien de´termine´e a` conjugaison pre`s. Il fait partie d’une donne´e endoscopique
non ramifie´e (G[s][s],G[s][s], s¯, ξˆ) qui est unique a` isomorphisme pre`s. Indiquons que la condition
(II.7) sur s¯ est vide dans ce cas.
On a de´ja` de´crit s¯ et s¯0 dans le §6.2. Nous nous proposons d’exprimer s¯ en termes de t et
s¯0. Rappelons que les donne´es de L-groupes pour M et Mη sont choisies de sorte que Mˆ et
M̂η partagent le meˆme tore maximal Tˆ , qui fait partie de la paire de Borel ΓF -stable dans les
donne´es de L-groupe. L’inclusion ZMˆ ↪→ ZM̂η est bien de´finie et ΓF -e´quivariante. Faisons la
meˆme construction pour G et Gη par rapport au meˆme tore maximal Tˆ de fac¸on compatible.
On a
s¯0, s¯ ∈ Tˆ .(II.8)
On obtient ainsi l’homomorphisme
τ : Z0̂˜
M
/Z0̂˜
G
→ ZMˆ/ZGˆ → ZΓFM̂η/Z
ΓF
Ĝη
.(II.9)
Lemme 6.3.1. Quitte a` changer s¯ par un isomorphisme des donne´es endoscopiques, on a
s¯ = s¯0τ(t).
De´monstration. La torsion  7→ [s] n’affecte que les composantes GL(ni) de M !. En comparant
la parame´trisation de [s] dans M ! et dans G[s], on voit que l’inclusion M ! ↪→ G[s][s] est de la
forme
UK′/K′#(V
′
K , h
′
K) ↪→ UK′/K′#(V ′K, h′K),
UK′′/K′′#(V
′′
K , h
′′
K) ↪→ UK′′/K′′#(V ′′K , h′′K),
Sp(V ′+) ↪→ Sp(V ′+),
SO(V ′′− , q
′′
−) ↪→ SO(V ′′−,Q′′−),
Sp(V ′′+) ↪→ Sp(V ′′+),
SO(V ′−, q
′
−) ↪→ SO(V ′−,Q′−).
Pour tout i ∈ I¯ \ I, ces fle`ches de´terminent aussi les inclusions des composantes GLFij (nij) dans
G[s][s] . De´composons Tˆ et s¯ selon la de´composition de R
Tˆ =
∏
i∈I¯,
j∈Ji
Tˆ ij × TˆU × Tˆ+ × Tˆ−;
s¯ = ((s¯ij)i,j , s¯
U , s¯+, s¯−).
Les inclusions pre´ce´dentes affirment que l’on peut supposer que, quitte a` changer la donne´e
endoscopique de Gη par un isomorphisme, on a
s¯U = s¯U0 , s¯
+ = s¯+0 , s¯
− = s¯−0 ,
s¯ij = s¯ij0 , si i ∈ I¯ \ I.
Ce sont exactement les composantes correspondantes de s¯0τ(t). Il reste donc a` conside´rer
les composantes dans Tˆ ij ou` i ∈ I. E´crivons τ(t) = ((τ(t)ij)i,j , 1, 1, 1) suivant la de´composition
ci-dessus de Tˆ .
Pour tout (i, j), GLFij (nij) se plonge dans un unique facteur dans la de´composition de
G[s][s] selon i et la restriction de [s] sur GLFij (nij). Soit i ∈ I ′ , alors τ(t)ij = 1 pour tout
j ∈ Ji. Rappelons aussi la de´finition (II.7). Sur le facteur GLFij (nij), on a :
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j  [s] s¯ij0 inclusion s¯
ij
J+i 1 1 1 GLFij (nij) ↪→ Sp(V ′+) 1
J−i −1 −1 −1 GLFij (nij) ↪→ SO(V ′−,Q′−) −1
JUi 6= ±1 6= ±1 1 GLFij (nij) ↪→ UK′/K′#(V ′K, h′K) 1
Soit i ∈ I ′′, alors τ(t)ij = −1 pour tout j ∈ Ji. Sur le facteur GLFij (nij), on a :
j  [s] s¯ij0 inclusion s¯
ij
J+i 1 −1 1 GLFij (nij) ↪→ SO(V ′′−,Q′′−) −1
J−i −1 1 −1 GLFij (nij) ↪→ Sp(V ′′+) 1
JUi 6= ±1 6= ∓1 1 GLFij (nij) ↪→ UK′′/K′′#(V ′′K , h′′K) −1
ou` la colonne s¯ij signifie un choix loisible des s¯ij ∈ Tˆ ij , ce que l’on fixe.
On voit ainsi qu’en tout cas, on a s¯ij0 τ(t)
ij = s¯ij .
On peut aussi regarder τ(t) comme un e´le´ment dans ZΓF
Rˆ
/ZΓF
Ĝη
. Ledit lemme permet d’ap-
pliquer la construction d’Arthur dans la situation
Gη
M !
endo.ell
R
?
OO
avec s¯ = s¯0τ(t) ∈ s¯0ZΓFRˆ /Z
ΓF
Ĝη
. On construit ainsi une donne´e endoscopique non ramifie´e pour
Gη de´termine´e par le groupe endoscopique Gη[s¯], qui est e´ventuellement non elliptique.
Lemme 6.3.2. La construction d’Arthur utilisant s¯ et la descente en (, η) fournissent la meˆme
donne´e endoscopique pour Gη : on a Gη[s¯] ' G[s][s].
De´monstration. Les groupes en question sont des groupes endoscopiques non ramifie´s pour Gη,
un produit direct des groupes conside´re´s dans le §5.2 a` restriction des scalaires pre`s. De plus,
6.3.1 entraˆıne qu’ils sont associe´s au meˆme e´le´ment s¯ ∈ Tˆ . Or tous les deux contiennent le meˆme
Le´vi M !, donc sont isomorphes d’apre`s la remarque sur les noyaux anisotropes dans 5.2.2.
6.4 Une ge´ne´ralisation
On aura aussi besoin de conside´rer le cas ge´ne´ral s ∈ s0Z0̂˜
M
/Z0̂˜
G
. Montrons comment le
ramener au cas s ∈ EM !(G˜).
Rappelons que l’application γ 7→ γ[s] sur M !(F ) est de´finie dans le cas ge´ne´ral ou` G˜ est de
type me´taplectique et s = s0t ∈ s0Z0̂˜
M
/Z0̂˜
G
(voir 3.3.3). On de´finit ainsi les e´le´ments s¯, s¯0 ∈ Tˆ
en combinant les re´sultats dans le §6.2 et la descente des donne´es endoscopiques pour GL(·),
qui est simple.
On dispose encore de l’homomorphisme
τ : Z0̂˜
M
/Z0̂˜
G
→ ZΓF
M̂η
/ZΓF
Ĝη
.
Ainsi, on formule les analogues de 6.3.1 et 6.3.2 dans ce cadre, avec les meˆmes notations. Le
bilan est que les assertions de 6.3.1 et 6.3.2 sont encore valables dans cette situation.
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Proposition 6.4.1. Quitte a` changer s¯ par un isomorphisme de donne´es endoscopiques pour
Gη, on a s¯ = s¯0τ(t). De plus, la construction d’Arthur utilisant s¯ et la descente fournissent la
meˆme donne´e endoscopique pour Gη : on a Gη[s¯] ' G[s][s].
De´monstration. Proce´dons pas a` pas. Il convient de remarquer que l’e´le´ment z[s] est de´fini dans
3.3.3 suivant le meˆme sche´ma.
1. Supposons G˜ de type me´taplectique et s ∈ EM !(G˜). Alors on se rame`ne au cas G˜ = S˜p(W ),
qui est de´ja` traite´, et au cas G˜ = GL(n)× µ8, qui est simple.
2. Supposons G˜ = S˜p(W ) mais s ∈ s0Z0̂˜
M
/Z0̂˜
G
est quelconque. Alors 3.1.8 affirme qu’il existe
G1 ∈ LG(M) tel que G[s] = G1[s] et s ∈ EM !(G˜1). On peut aussi supposer que η ∈ G1(F ).
L’e´tape pre´ce´dente est alors applicable a` G˜1.
Posons s¯ := s¯0τ(t). Apre`s descente en (, η), on s’est ramene´ a` la situation
G[s][s] Gη
G1[s][s]
∼ // G1,η[s¯]
endo.
s¯=s¯0τ(t)
G1,η
?
Le´vi
OO
M !
?
Le´vi
OO
endo.ell.
s¯0
R
?
Le´vi
OO
.(II.10)
Montrons que
Z
Ĝη
(s¯) ⊂ Ĝ1,η.(II.11)
E´crivons
G = Sp(W ),
G1 =
∏
k∈I\
GL(n\k)× Sp(W \),
M =
∏
i∈I
GL(ni)× Sp(W [),
M ! =
∏
i∈I
GL(ni)× SO(2m′ + 1)× SO(2m′′ + 1).
Posons 2n := dimF W , 2m
\ := dimF W
\ et 2m := dimF W
[. Soient i ∈ I et k ∈ I\,
e´crivons i 7→ k si GL(ni) ↪→ GL(n\k). Exprimons t selon la de´composition de ̂˜G1 :
t = ((ak)k∈I\ , t
\
0) ∈
∏
k∈I\
GL(n\k,C)× Sp(2m\,C)
ou` ak ∈ C× ⊂ GL(n\k,C), ak 6= ±1 pour tout k ∈ I\ et ak 6= a±1k′ si k 6= k′.
Rappelons que s¯ij0 ∈ {±1} pour tous i ∈ I, j ∈ Ji. Vu la description des commutants
des e´le´ments semi-simples dans les groupes classiques, il suffit de montrer que, pour tous
i, i′ ∈ I, j ∈ Ji, j′ ∈ Ji′ tels que
– dans la de´composition de Gη selon les valeurs propres de η, GLFij (nij) et GLFi′j′ (ni′j′)
se plongent dans le meˆme facteur direct,
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– i 7→ k, i′ 7→ k′,
on a s¯ij0 ak =
(
s¯i
′j′
0 ak′
)±1
si et seulement si k = k′.
En effet, GLFij (nij) et GLFi′j′ (ni′j′) se plongent dans le meˆme facteur seulement s’il existe
• ∈ {+,−, U} tel que j ∈ J•i et j′ ∈ J•i′ . Cela entraˆıne que s¯ij0 = s¯i
′j′
0 d’apre`s (II.7). Donc
s¯ij0 ak =
(
s¯i
′j′
0 ak′
)±1
si et seulement si ak = a
±1
k′ , si et seulement si k = k
′. On en de´duit
(II.11).
Vu (II.10) et (II.11), le groupe endoscopique G[s][s] = G1[s][s] ' G1,η[s¯] pour Gη est
associe´ a` s¯ = s¯0τ(t), d’ou` l’analogue de 6.3.1. Montrons que Gη[s¯] ' G[s][s]. En effet, ces
deux groupes endoscopiques de Gη sont tous associe´s a` s¯ et ils partagent le Le´vi M !, donc
sont isomorphes (cf. la de´monstration de 6.3.2). D’ou` l’analogue de 6.3.2.
3. Le cas ge´ne´ral : supposons G˜ de type me´taplectique et s ∈ s0Z0̂˜
M
/Z0̂˜
G
quelconque. E´crivons
G˜ =
∏
k∈K GL(nk) × S˜p(W ) ou` (nk)k∈K ∈ ZK≥1. Pour achever la preuve, il suffit de
combiner l’e´tape pre´ce´dente pour S˜p(W ) avec la descente des donne´es endoscopiques pour
GL(nk) pour chaque k ∈ K.
7 Descente des inte´grales orbitales
7.1 Les fonctions combinatoires
Pour l’instant, soit G un F -groupe re´ductif connexe quelconque. Soit M un sous-groupe
de Le´vi. Fixons une forme quadratique de´finie positive WG(M)-invariante sur aM telle que
aM = a
G
M ⊕ aG est une de´composition orthogonale.
Soit η ∈ M(F )ss. Posons G := Gη et M := Mη. Fixons un sous-groupe de Le´vi R de G qui
est inclus dans M . Il existe une inclusion aM ↪→ aR induite par AM ↪→ AR. On peut prolonger
la forme quadratique choisie sur aM en une forme quadratique de´finie positive sur aR, invariante
par WG(R), etc.
Notons aMR le comple´ment orthogonal de aM dans aR. Idem, on de´finit l’espace a
G
R. Tous ces
espaces he´ritent des formes quadratiques de´finies positives invariantes.
Soit L ∈ LG(R). On a une application line´aire canonique Σ : aMR ⊕ aLR → aGR ; ces espaces
sont munis de mesures de Haar graˆce aux formes quadratiques choisies pre´ce´demment. Suivant
Arthur, on de´finit
dGR(M,L) :=

la mesure sur aGR
Σ∗
(
la mesure sur aMR ⊕ aLR
) , si aMR ⊕ aLR = aGR,
0, sinon.
Remarquons que aMR ⊕aLR = aGR si et seulement si aGM ⊕aGL = aGR. En effet, il suffit de prendre
les comple´ments orthogonaux dans aGR.
7.2 Descente de l’inte´grale orbitale ponde´re´e endoscopique
Conservons les notations introduites dans le §6.
Proposition 7.2.1. Soit γ ∈M !G-reg(F ). Si γ n’est pas compact, alors rG˜M !,K(γ) = 0.
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De´monstration. La correspondance des classes de conjugaison pre´serve la compacite´, et une
classe de conjugaison dans G(F ) ne coupe pas K si elle n’est pas compacte. Donc l’assertion
de´coule de la de´finition de rG˜
M !,K
(γ).
Supposons maintenant γ ∈M !G-reg(F ) compact avec la de´composition de Jordan topologique
γ = exp(Y ), Y ∈ m!,reg(F ).
Comme γ 7→ rG˜
M !,K
(γ) est invariante par conjugaison ge´ome´trique, on peut supposer que M !
est quasi-de´ploye´ d’apre`s [46].
D’apre`s la correspondance des classes de conjugaison ge´ome´triques re´gulie`res dans l’endo-
scopie non standard §5.3 et la de´finition de M ! dans 6.1.1, on de´duit une correspondance de
classes de conjugaison ge´ome´triques entre m!,reg(F ) et m
!
,reg(F ).
Proposition 7.2.2 (cf. [85, 5.4] ). Soit  comme ci-dessus.
1. Si M ! n’est pas non ramifie´, alors r
G˜
M !,K
(γ) = 0.
2. Si M ! est non ramifie´, alors il existe η ∈ KM qui lui correspond tel que l’on peut choisir
R ⊂Mη comme dans le §6.2 qui est non ramifie´ et
rG˜M !,K(γ) =
∑
L∈LGη (R)
dGR(M,L)r
L
M !
(Y¯ ),
ou` Y¯ ∈ m!,reg(F ) correspond a` Y .
De´monstration. Supposons d’abord que M ! n’est pas non ramifie´. Si pour chaque δ ∈ M(F )
correspondant a` γ, la classe OG(δ) ne coupe pas K, alors rG˜
M !,K
(γ) = 0 et l’assertion est ve´rifie´e
dans ce cas.
Supposons maintenant qu’il existe δ0 ∈ M(F ) correspondant a` γ tel que OG(δ0) ∩K 6= ∅.
Montrons que OM (δ0) ∩ KM 6= ∅. Il existe g ∈ G(F ) tel que gδ0g−1 ∈ K. Prenons P =
MU ∈ PG(M), la de´composition d’Iwasawa permet d’e´crire g = kum avec k ∈ K, u ∈ U(F ) et
m ∈ M(F ). Alors umδ0m−1u−1 ∈ K. Il existe u′ ∈ U(F ) tel que umδ0m−1u−1 = u′mδ0m−1.
Comme M est en bonne position relativement a` K, on a u′ ∈ K et mδ0m−1 ∈ KM .
On peut donc supposer que δ0 ∈ KM . Notons δ0 = exp(X0)η la de´composition de Jordan
topologique, alors η ∈ K et Kη := Gη(F ) ∩K est un sous-groupe hyperspe´cial de Gη d’apre`s
[85, 5.3]. En particulier, Gη est non ramifie´. De´signons kη le sous-re´seau hyperspe´cial dans gη(F )
associe´ a` Kη. Idem, on obtient K
M
η ⊂Mη(F ), kMη ⊂ mη(F ) jouissant des meˆmes proprie´te´s.
Posons ΞMη [Y¯ ] l’ensemble des classes de conjugaison dans mη,reg(F ) qui correspondent a`
Y¯ ; posons ΞMη ,K
M
η [Y¯ ] son sous-ensemble des classes coupant KMη . Prenons un ensemble de
repre´sentants Ξ˙Mη ,K
M
η [Y¯ ] dans mη(F ). Comme dans la de´monstration de [Chapitre I, 5.23],
l’ensemble des classes de conjugaison dans M(F ) qui correspondent a` γ et coupent KM a pour
ensemble de repre´sentants {
exp(X)η : X ∈ Ξ˙Mη ,KMη [Y¯ ]
}
.
Rappelons que le Le´vi R ⊂Mη choisi dans le §6.2 n’est unique qu’a` conjugaison par Mη(F )
pre`s. Comme Kη ⊂ Gη(F ) est encore en bonne position relativement a` Mη, on peut prendre un
F -tore de´ploye´ maximal T0 de Gη tel que T0 ⊂Mη et Kη correspond a` un sommet hyperspe´cial
dans l’appartement associe´ a` T0 dans l’immeuble de Bruhat-Tits de Gη. Quitte a` conjuguer R
par Mη(F ), on peut supposer que T0 ⊂ R. Avec ce choix, KR := K ∩R(F ) est un sous-groupe
hyperspe´cial de R(F ).
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On de´finit l’ensemble ΞR[Y¯ ] en remplac¸ant Mη par R dans la de´finition ci-dessus. L’appli-
cation naturelle ΞR[Y¯ ]→ ΞMη [Y¯ ] est bijective d’apre`s [85, p.154 (4)]. Prenons un ensemble de
repre´sentants Ξ˙R[Y¯ ] dans r(F ). Le bilan est
rG˜M !,K(exp(Y )) =
∑
X∈Ξ˙R[Y¯ ]
∆(exp(Y ), exp(X)η) rG˜
M˜,K
(exp(X)η),
ou` on regarde η comme un e´le´ment dans M˜ a` l’aide du scindage de p au-dessus de KM .
La descente semi-simple de facteur de transfert [Chapitre I, 7.23] affirme que
∆(exp(Y ), exp(X)η) = ∆
M !,R
(Y¯ , X)
ou` le terme a` gauche signifie un facteur de transfert pour la donne´e endoscopique elliptique pour
R construite dans le §6.2, qui n’est pas force´ment non ramifie´e.
D’autre part, la descente d’inte´grales orbitales ponde´re´es non ramifie´es [85, 4.4] s’adapte au
cas me´taplectique (cf. la preuve de [Chapitre I, 8.10]). Cela affirme que
rG˜
M˜,K
(exp(X)η) =
∑
L∈LGη (R)
dGR(M,L)r
L
R,KL(X)
ou` KL := Kη ∩ L(F ), qui est hyperspe´cial dans L(F ). Donc
rG˜M !,K(γ) =
∑
L∈LGη (R)
dGR(M,L)
 ∑
X∈Ξ˙R[Y¯ ]
∆
M !,R
(Y¯ , X)rLR,KL(Y¯ )
 .(II.12)
Si M ! n’est pas non ramifie´, M
!
 ne l’est pas non plus, et le terme dans la parenthe`se est
nul d’apre`s une variante d’un re´sultat de Kottwitz (voir [85, pp.154-155]). Alors l’assertion est
ve´rifie´e dans ce cas-la`.
Il reste a` traiter le cas M ! non ramifie´. Fixons un sous-groupe hyperspe´cial K
! de M !. Dans
ce cas-la`, quitte a` remplacer γ par un conjugue´ ge´ome´trique, on peut supposer de plus que
 ∈ K ! d’apre`s [84, 5.3] et [46]. Vu [Chapitre I, 8.9], il existe toujours δ ∈M(F ) qui correspond
a` γ avec la de´composition de Jordan δ = exp(X)η tel que η ∈ KM . Donc la formule (II.12) est
valable. L’hypothe`se (B) du §6 est valable et la donne´e endoscopique elliptique (M !, . . .) pour
R est donc non ramifie´e. Le facteur de transfert descendu ∆
M !,R
est normalise´ par rapport a`
KR, toujours d’apre`s [Chapitre I, 7.23]. D’ou`∑
X∈Ξ˙R[Y¯ ]
∆
M !,R
(Y¯ , X)rLR,KL(Y¯ ) = r
L
M !,K
L
(Y¯ ), L ∈ LGη(R).
L’assertion en re´sulte en le mettant dans (II.12).
Supposons que M ! est non ramifie´ et η ∈ KM est l’e´le´ment fourni par 7.2.2 tel que η
correspond a`  et Mη est non ramifie´. Avec ce choix de (, η), posons
Einst := {(L, s¯) : L ∈ LGη(R), dGR(M,L) 6= 0, s¯ ∈ EM !(L)}.(II.13)
Corollaire 7.2.3. Avec les hypothe`ses pre´ce´dentes, on a
rG˜M !,K(γ) =
∑
(L,s¯)∈Einst
dGR(M,L)iM !
(L,L[s¯])s
L[s¯]
M !
(Y¯ )
ou` Y¯ ∈ m!,reg(F ) correspond a` Y .
De´monstration. Cela re´sulte aussitoˆt de 7.2.2 et du lemme fondamental ponde´re´ sur les alge`bres
de Lie 5.1.1.
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7.3 Descente des fonctions stabilise´es
Cette sous-section est paralle`le a` la pre´ce´dente. Nous ne re´pe´tons plus les notations et
hypothe`ses.
Lemme 7.3.1. Si γ ∈M !G−reg(F ) n’est pas compact, alors∑
s∈E
M !
(G˜)
iM !(G˜,G[s]) · sG[s]M ! (γ[s]) = 0.
De´monstration. En fait, s
G[s]
M !
(γ[s]) = 0 pour tout s car γ[s] n’est pas compact : cela est prouve´
dans [85, 6.1].
Supposons de´sormais que γ = exp(Y ) est compact. Comme remarque´ plus haut, on peut
supposerM ! quasi-de´ploye´. Soit s ∈ EM !(G˜), alors γ[s] = exp(Y )[s] est encore une de´composition
de Jordan topologique.
Pour tout L ∈ LG[s][s](M !), suppose´ muni d’une donne´e de L-groupe , posons
e
G[s]
M !
(M !, L) :=
[Z
ΓF
M̂ !
∩ ZΓF
L̂
: ZΓF
Ĝ[s]
]−1dG[s]
M !
(M !, L), si d
G[s]
M !
(M !, L) 6= 0,
0, sinon.
Posons
Est := {(L, s) : s ∈ EM !(G˜), L ∈ LG[s][s](M !), dG[s]M ! (M
!, L) 6= 0}.(II.14)
Proposition 7.3.2. Conservons les hypothe`ses pre´ce´dentes.
1. Si M ! n’est pas non ramifie´, alors∑
s∈E
M !
(G˜)
iM !(G˜,G[s]) · sG[s]M ! (γ[s]) = 0.
2. Si M ! est non ramifie´, alors∑
s∈E
M !
(G˜)
iM !(G˜,G[s]) · sG[s]M ! (γ[s]) =
∑
(L,s)∈Est
iM !(G˜,G[s])e
G[s]
M !
(M !, L) · sLM !(Y ).
De´monstration. Il suffit d’appliquer [85, 6.4] aux groupes M ! ↪→ G[s], a` l’e´le´ment exp(Y )[s],
pour tout s, et noter que M ! = M
!
[s].
7.4 Un ensemble d’indices
Plac¸ons-nous sous l’hypothe`se (B) du §6 pour η et . Soit s = s0t ∈ s0Z0̂˜
M
/Z0̂˜
G
. Prenons
s¯ = s¯0τ(t) comme dans 6.4.1. Soit L ∈ LGη(R). Par abus de notation, on de´signe l’image de s¯
dans s¯0Z
ΓF
Rˆ
/ZΓF
L¯
par le meˆme symbole s¯.
Soit L ∈ LGη(R), la construction d’Arthur donne un groupe endoscopique L[s¯] de L ; si
L = R alors L[s¯] = M !. Supposons fixe´ un plongement M
!
 ↪→ Gη[s¯], alors la construction
d’Arthur est compatible aux sous-groupes de Le´vi au sens que l’on peut regarder L 7→ L[s¯]
comme une application LGη(R) → LGη [s¯](M !) : le dual de L[s¯] s’identifie au commutant dans
Ĝη[s¯] de l’image de Z
ΓF ,0
Lˆ
dans ZΓF ,0
M̂ !
. D’apre`s 6.4.1, on obtient
LGη(R)→ LG[s][s](M !).
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Cette application admet une section canonique, donc est surjective : soit L ∈ LG[s][s](M !),
on de´finit L ∈ LGη(R) tel que Lˆ est le commutant dans Ĝη de l’image de ZΓF ,0
L̂
dans ZΓF ,0
Rˆ
(cf.
[85, p.162 (7)]). Par construction, L est un groupe endoscopique elliptique de L, d’ou` aL = aL
pour cette section L 7→ L.
Signalons que G[s][s] est un groupe du type obtenu par la construction 6.1.1. Idem pour ses
sous-groupes de Le´vi. En inversant cette construction-la`, on a une bijection canonique
LG[s][s](M !) ∼→ LG[s][s](M !).
Le compose´ est note´
LGη(R) // LG[s][s](M !) ∼ // LG[s][s](M !)
L  // L[s¯]  // L.
(II.15)
qui admet la section L 7→ L 7→ L de´crite pre´ce´demment.
On a le diagramme suivant, dont toute fle`che est injective et ΓF -e´quivariante.
Z0̂˜
G
~~

//Z
Ĝ[s]

{{
Z0̂˜
M

//Z
M̂ !

Z
Ĝη
//
~~
Z
Ĝ[s][s]
//
{{
Z
Ĝ[s][s]
{{
Z
M̂η
//

Z
M̂ !
//Z
M̂ !
ZRˆ
//Z
M̂ !
(II.16)
Montrons qu’il est commutatif. En effet, la commutativite´ est claire sauf pour les deux
grandes faces. Pour prouver que Z0̂˜
M
→ Z
M̂η
→ Z
M̂ !
→ Z
M̂ !
co¨ıncide avec Z0̂˜
M
→ Z
M̂ !
→ Z
M̂ !
,
il suffit de noter que le facteur Sp(2m) de M ne contribue pas a` Z0̂˜
M
; donc on se rame`ne au cas
M =
∏
i∈I GL(ni), pour lequel l’assertion devient e´vidente. Idem pour la grande face contenant
Z0̂˜
G
. De´sormais, regardons tous ces centres comme des sous-groupes de Z
M̂ !
.
On a un diagramme commutatif similaire
aG
zz

//aG[s]

xx
aM

∼ //aM !

aGη //
||
a
G[s][s]
∼ //
zz
aG[s][s]
zz
aMη //

a
M !
∼ //aM !
aR
∼ //a
M !
(II.17)
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Rappelons qu’une forme quadratique de´finie positive WG(M)-invariante sur aM est fixe´e
au de´but ; on la transfe`re vers aM ! , puis on le prolonge en une forme sur aM ! ve´rifiant des
proprie´te´s similaires. Ainsi, on peut supposer que les formes quadratiques sur chaque espace ci-
dessus s’obtiennent par ces fle`ches. De´sormais, regardons tous ces espaces comme sous-espaces
de aM ! .
Pour tout L ∈ LGη(R), de´signons par τL le compose´
τL : Z
0̂˜
M
/Z0̂˜
G
τ−→ ZΓF
M̂η
/ZΓF
Ĝη
−→ ZΓF
Rˆ
/ZΓF
Lˆ
.(II.18)
Posons E\ l’ensemble des paires (t, L) ∈
(
Z0̂˜
M
/Z0̂˜
G
)
× LGη(R) ve´rifiant les conditions sui-
vantes :
(E1) s := s0t ∈ EM !(G˜) ;
(E2) s¯ := s¯0τL(t) ∈ EM !(L) ;
(E3) dGR(M,L) 6= 0 ;
(E4) d
G[s]
M !
(M !, L) 6= 0.
Avec ces notations, on de´finit deux applications
est :E\ −→ Est,
(t, L) 7−→ (L, s);
einst :E\ −→ Einst,
(t, L) 7−→ (L, s¯).
Lemme 7.4.1. L’application est est bijective.
De´monstration. Soit (L, s) dans l’image de est. Par (E2), on a aL = aL[s¯] = aL , ce qui de´termine
le sous-espace aL, donc de´termine L ∈ LGη(R). D’autre part, l’e´galite´ s = s0t de´termine t. D’ou`
l’injectivite´.
Soit (L, s) ∈ Est. Notons t l’e´le´ment tel que s = s0t et L l’image de L par la section de la
suite (II.15) associe´e a` s. Montrons que (t, L) ∈ E\. En effet, la de´finition de Est entraˆıne que
s ∈ EM !(G˜),
aM
!
M !
⊕ aLM ! = a
G[s]
M !
.
qui ne sont que (E1) et (E4), respectivement.
Comme aL = aL pour la section L
 7→ L de (II.15), on voit que (E2) est ve´rifie´. Enfin,
(II.17) donne un diagramme commutatif
aGM

+ aGL

//aGR

a
G[s]
M !
+ a
G[s]
L
//a
G[s]
M !
.
Les fle`ches verticales sont des isomorphismes par ellipticite´. (E4) e´quivaut a` ce que la somme
de la ligne infe´rieure est directe et la fle`che horizontale infe´rieure est un isomorphisme, donc il
en est de meˆme pour la ligne supe´rieure, ce qui e´quivaut a` (E3). D’ou` la surjectivite´ de est.
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Lemme 7.4.2. L’application einst est surjective, chaque fibre a [ZΓF
Lˆ
∩ Z0̂˜
M
: Z0̂˜
G
] e´le´ments.
De´monstration. Soit (L, s¯) ∈ Einst. On a s¯ ∈ s¯0ZΓFRˆ /Z
ΓF
Lˆ
car ZΓF
M̂η
⊂ ZΓF
Rˆ
. On a un homomor-
phisme canonique
τ0L : Z
0̂˜
M
/Z0̂˜
G
→ ZΓF ,0
Rˆ
/ZΓF ,0
Lˆ
.
Comme aMR ⊕ aLR = aGR, ou ce qui revient au meˆme, aGM ⊕ aGL = aGR, on de´duit par dualite´
que ZΓF ,0
Rˆ
= Z0̂˜
M
ZΓF ,0
Lˆ
, d’ou` la surjectivite´ de τ0L. Signalons aussi que τL est le compose´ de τ
0
L
et ZΓF ,0
Rˆ
/ZΓF ,0
Lˆ
→ ZΓF
Rˆ
/ZΓF
Lˆ
.
D’apre`s [19, Lemma 1.1], l’homomorphisme ZΓF ,0
Rˆ
/ZΓF ,0
Lˆ
→ ZΓF
Rˆ
/ZΓF
Lˆ
est surjectif. E´crivons
s¯ = s¯0t¯ ou` t¯ ∈ ZΓFRˆ /Z
ΓF
Lˆ
, alors il existe t ∈ Z0̂˜
M
/Z0̂˜
G
tel que t¯ = τL(t). Le nombre de choix de t
est e´gal a` |Ker (τL)| = [ZΓFLˆ ∩ Z
0̂˜
M
: Z0̂˜
G
]. Il reste a` montrer que (t, L) ∈ E\.
Comme (L, s¯) ∈ Einst, les conditions (E2) et (E3) sont automatiquement satisfaites. Posons
s = s0t. Cet e´le´ment de´finit une donne´e endoscopique pour G˜, e´ventuellement non elliptique.
Contemplons le diagramme (II.17). Montrons que
aGG[s] ⊂ aGM ∩ aGL .(II.19)
Pour prouver aGG[s] ⊂ aGM , on utilise aG[s] ⊂ aM ! = aM . Pour prouver aGG[s] ⊂ aGL , rappelons
que aL = aL[s¯] par (E2) ; or L[s¯] est un Le´vi de G[s][s] et aG[s][s]
= aG[s][s] ⊃ aG[s], d’ou`
l’inclusion cherche´e.
On a aussi aGG[s] ⊂ aGR. Vu (E3), on de´duit aGG[s] = {0} de (II.19), donc (E1) est ve´rifie´. En
utilisant l’argument dans la dernie`re e´tape de la preuve de 7.4.1, on en de´duit (E4).
8 Comparaison des coefficients
8.1 Re´duction
Soit γ ∈M !G−reg(F ).
Lemme 8.1.1. On a rG˜
M !,K
(γ) =
∑
s∈E
M !
(G˜) iM !(G˜,G[s])s
G[s]
M !
(γ[s]) = 0 sauf si, a` conjugaison
ge´ome´trique pre`s, γ ve´rifie les conditions suivantes :
– γ est compact avec la de´composition de Jordan topologique γ = exp(Y ),
– M ! est non ramifie´.
En particulier, 4.2.1 est ve´rifie´ si γ ne ve´rifie pas les conditions ci-dessus.
De´monstration. Cela re´sulte de 7.2.1, 7.3.1, 7.2.2 et 7.3.2.
De´sormais, supposons que γ est compact avec la de´composition de Jordan topologique γ =
exp(Y ) telle que M ! est non ramifie´. D’apre`s 7.2.2, on peut choisir η ∈ KM correspondant a`
 tel que Mη est non ramifie´. On s’est ainsi ramene´ a` la situation dans le §7.4. Conservons le
formalisme-la` et posons, pour (t, L) ∈ E\,
(L, s¯) := einst(t, L),
(L, s) := est(t, L),
cinst(t, L) := dGR(M,L)iM !
(L,L[s¯])[ZΓF
Lˆ
∩ Z0̂˜
M
: Z0̂˜
G
]−1,
cst(t, L) := e
G[s]
M !
(M !, L)iM !(G˜,G[s])
= d
G[s]
M !
(M !, L)[ZΓF
M̂ !
∩ ZΓF
L̂
: ZΓF
Ĝ[s]
]−1iM !(G˜,G[s]).
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Indiquons que les intersections des groupes complexes sont prises a` l’aide du diagramme (II.16).
Lemme 8.1.2. Supposons ve´rifie´ le lemme fondamental ponde´re´ non standard 5.3.1. Soit γ =
exp(Y ) et η comme ci-dessus, ou` Y ∈ m!(F ). Alors
rG˜M !,K(γ) =
∑
(t,L)∈E\
cinst(t, L)c
L[s¯],L
M !,M
!

sL

M !
(Y ),
∑
s∈E
M !
(G˜)
iM !(G˜,G[s])s
G[s]
M !
(γ[s]) =
∑
(t,L)∈E\
cst(t, L) sL

M !
(Y ).
Ici nous utilisons la convention (II.6) pour le coefficient c
L[s¯],L
M !,M
!

, qui sera justifie´e dans la
preuve.
De´monstration. On combine 7.2.2, 7.3.2, 7.4.1, 7.4.2 et le fait, note´ dans [Chapitre I, §8], que
L[s¯]SC et L

SC font partie d’un triplet non standard. Ce triplet est un produit direct de triplets
tautologiques (avec j∗ = id) ou des triplets de type (Sp(2a),Spin(2a + 1), j∗), ou` j∗ est choisi
comme dans le §5.3, par lequel (M !)sc correspond a` (M !)sc.
De plus, l’application a
L[s¯]
M !
∼→ aL
M !
induit par j∗ co¨ıncide avec celle obtenue par (II.17)
(ou plutoˆt (II.23)). En effet, il suffit de comparer 5.3.4 et 6.1.1. Cela permet de conclure en
appliquant le lemme fondamental ponde´re´ non standard 5.3.2.
Lemme 8.1.3. Pour tout (t, L) ∈ E\, on a l’e´galite´
cinst(t, L)cst(t, L)−1 = [ZΓF
L̂
∩ ZΓF ,0
M̂ !
: ZΓF
L̂[s¯]
∩ ZΓF ,0
M̂ !
].
On de´montrera ce re´sultat combinatoire dans le §8.2. En admettant 8.1.3 pour l’instant,
montrons notre the´ore`me principal.
De´monstration de 4.2.1. D’apre`s 8.1.1 et 8.1.2, il suffit de fixer (, η) comme ce que l’on a fait
dans cette section, et prouver que
cinst(t, L)−1cst(t, L) = cL[s¯],L

M !,M
!

(II.20)
pour tout (t, L) ∈ E\. D’apre`s 8.1.3,
cinst(t, L)−1cst(t, L) = [ZΓF
L̂
∩ ZΓF ,0
M̂ !
: ZΓF
L̂[s¯]
∩ ZΓF ,0
M̂ !
]−1.
Rappelons que L[s¯] ∈ LG[s][s](M !) s’e´crit sous la forme
L[s¯] L0 × Sp(2a) × Sp(2b)
M !
?
Le´vi
OO
M0
?
OO
× ∏GL(·)× Sp(2a[)?
OO
× ∏GL(·)× Sp(2b[)?
Le´vi
OO
ou` a, b, a[, b[ ∈ Z≥0, et L0, M0 n’ont aucun facteur direct de type SO impair de´ploye´, cf. la
description de M !. Selon la de´finition 6.1.1, on en de´duit
L L0 × SO(2a+ 1) × SO(2b+ 1)
M !
?
Le´vi
OO
M0
?
OO
× ∏GL(·)× SO(2a[ + 1)?
OO
× ∏GL(·)× SO(2b[ + 1).?
Le´vi
OO
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D’ou`
[ZΓF
L̂
∩ ZΓF ,0
M̂ !
: ZΓF
L̂[s¯]
∩ ZΓF ,0
M̂ !
]−1 =
=
∣∣∣ZSp(2a,C) ∩ (∏ZGL(·,C) × {1})∣∣∣−1 · ∣∣∣ZSp(2b,C) ∩ (∏ZGL(·,C) × {1})∣∣∣−1 .
Ces expressions s’e´valuent sans difficulte´ :∣∣∣ZSp(2a,C) ∩ (∏ZGL(·,C) × {1})∣∣∣−1 =
{
1
2 , si a > 0, a
[ = 0,
1, sinon.
(II.21)
Idem pour b, b[ au lieu de a, a[. D’autre part, c
L[s¯],L
M !,M
!

est e´gal au produit cGa,Ga
Ma,Ma
· cGb,Gb
Mb,Mb
, ou`
Ga = SO(2a+ 1), Ma =
∏
GL(·)× SO(2a[ + 1) ⊂ Ga, et Ga, Ma sont de´finies selon 6.1.1. Idem
pour b, b[ au lieu de a, a[. Vu 5.3.3, cGa,Ga
Ma,Ma
admet la meˆme description ci-dessus que (II.21), et
idem pour cGb,Gb
Mb,Mb
. On conclut que
[ZΓF
L̂
∩ ZΓF ,0
M̂ !
: ZΓF
L̂[s¯]
∩ ZΓF ,0
M̂ !
]−1 = cL[s¯],L

M !,M
!

,
ce qui fallait de´montrer.
8.2 Yoga de centres
Nous nous proposons d’e´tablir 8.1.3. Fixons (t, L) ∈ E\ et conservons les notations pre´ce´dentes.
On a les variantes suivantes des diagrammes (II.16), (II.17) :
Z0̂˜
G
  

//Z
Ĝ[s]

}}
Z0̂˜
M

//Z
M̂ !

Z
L̂
//

Z
L̂[s¯]
//
||
Z
L̂
||
Z
R̂
//Z
M̂ !
//Z
M̂ !
(II.22)
dont toute fle`che est injective et ΓF -e´quivariante, et
aG
||

//aG[s]

zz
aM

//aM !

aL //
}}
aL[s] //
{{
aL
{{
aR //aM !
//aM !
(II.23)
dont toute fle`che est injective et toute fle`che horizontale est un isomorphisme, car les donne´es
endoscopiques en vue sont toutes elliptiques.
Lemme 8.2.1. On a l’e´galite´
dGR(M,L) = d
G[s]
M !
(M !, L).
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De´monstration. Contemplons (II.23). La de´finition de E\ fournit le diagramme commutatif
aGM ⊕ aGL ∼ //aGR
a
G[s]
M !
⊕ aG[s]L ∼ //aG[s]M ! .
Les e´galite´s verticales pre´servent les formes quadratiques choisies (rappelons (II.17) et la re-
marque qui le suit). Les facteurs d∗∗(·, ·) sont les rapports des mesures relativement aux fle`ches
horizontales, donc sont e´gaux.
Les preuves suivantes reposeront sur (II.22) et deux faits.
1. Soient H un F -groupe re´ductif connexe et S un sous-groupe de Le´vi de H. Supposons
qu’ils sont munis de donne´es de L-groupes compatibles. Alors
ZΓF
Sˆ
= ZΓF
Hˆ
ZΓF ,0
Sˆ
.
2. Soient a,A,B des sous-groupes dans un groupe commutatif tels que a ⊂ A. Alors
A ∩ (Ba) = (A ∩B)a.
Le premier est [19, Lemma 1.1] et le deuxie`me est e´le´mentaire.
Lemme 8.2.2. On a l’e´galite´
cinst(t, L)
dGR(M,L)
= [ZΓF
L̂[s¯]
∩ ZΓF ,0
M̂ !
: Z0̂˜
G
]−1.
De´monstration. Notons c1 le terme a` gauche dans l’assertion. En de´roulant les de´finitions, on
voit que
c1 = [Z
ΓF
M̂ !
: ZΓF
Rˆ
][ZΓF
L̂[s¯]
: ZΓF
Lˆ
]−1[ZΓF
Lˆ
∩ Z0̂˜
M
: Z0̂˜
G
]−1.
Comme ZΓF
M̂ !
= ZΓF
L̂[s¯]
ZΓF ,0
M̂ !
et ZΓF ,0
M̂ !
= ZΓF ,0
Rˆ
, on a la suite exacte
1→
ZΓF
L̂[s¯]
∩ ZΓF
Rˆ
ZΓF
Lˆ
→
ZΓF
L̂[s¯]
ZΓF
Lˆ
→
ZΓF
M̂ !
ZΓF
Rˆ
→ 1.
Donc
c1 = [Z
ΓF
L̂[s¯]
∩ ZΓF
Rˆ
: ZΓF
Lˆ
]−1[ZΓF
Lˆ
∩ Z0̂˜
M
: Z0̂˜
G
]−1.
On a aussi
ZΓF
Rˆ
= ZΓF
Lˆ
ZΓF ,0
Rˆ
,
ZΓF ,0
Rˆ
= ZΓF ,0
Lˆ
Z0̂˜
M
ou` la dernie`re e´galite´ de´coule de l’hypothe`se dGR(M,L) 6= 0 et dualite´. D’ou` ZΓFRˆ = Z
ΓF
Lˆ
Z0̂˜
M
,
donc
ZΓF
L̂[s¯]
∩ ZΓF
Rˆ
= ZΓF
L̂[s¯]
∩
(
Z0̂˜
M
ZΓF
Lˆ
)
= (ZΓF
L̂[s¯]
∩ Z0̂˜
M
)ZΓF
Lˆ
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car ZΓF
Lˆ
⊂ ZΓF
L̂[s¯]
. On en de´duit
ZΓF
L̂[s¯]
∩ Z0̂˜
M
ZΓF
Lˆ
∩ Z0̂˜
M
∼→
ZΓF
L̂[s¯]
∩ ZΓF
Rˆ
ZΓF
Lˆ
.
Donc
c1 = [Z
ΓF
L̂[s¯]
∩ Z0̂˜
M
: ZΓF
Lˆ
∩ Z0̂˜
M
]−1[ZΓF
Lˆ
∩ Z0̂˜
M
: Z0̂˜
G
]−1
= [ZΓF
L̂[s¯]
∩ Z0̂˜
M
: Z0̂˜
G
]−1.
Il reste a` observer que Z0̂˜
M
= ZΓF ,0
M̂ !
.
Lemme 8.2.3. On a l’e´galite´
cst(t, L)
d
G[s]
M !
(M !, L)
= [ZΓF
L̂
∩ ZΓF ,0
M̂ !
: Z0̂˜
G
]−1
De´monstration. Notons c2 le terme a` gauche dans l’assertion. De´roulons les de´finitions : c2 est
e´gal a`
[ZΓF
M̂ !
∩ ZΓF
L̂
: ZΓF
Ĝ[s]
]−1[ZΓF
M̂ !
: Z0̂˜
M
][ZΓF
Ĝ[s]
: Z0̂˜
G
]−1 = [ZΓF
M̂ !
: Z0̂˜
M
][ZΓF
M̂ !
∩ ZΓF
L̂
: Z0̂˜
G
]−1.
On a ZΓF ,0
M̂ !
= Z0̂˜
M
, donc
c2 = [Z
ΓF
M̂ !
: ZΓF ,0
M̂ !
][ZΓF
M̂ !
∩ ZΓF
L̂
: Z0̂˜
G
]−1
= [ZΓF
M̂ !
: ZΓF ,0
M̂ !
][ZΓF
M̂ !
∩ ZΓF
L̂
: ZΓF ,0
M̂ !
∩ ZΓF ,0
L̂
]−1
· [ZΓF ,0
M̂ !
∩ ZΓF ,0
L̂
: Z0̂˜
G
]−1.
Montrons que
[ZΓF
M̂ !
: ZΓF ,0
M̂ !
][ZΓF
M̂ !
∩ ZΓF
L̂
: ZΓF ,0
M̂ !
∩ ZΓF ,0
L̂
]−1 = [ZΓF ,0
M̂ !
∩ ZΓF
L̂
: ZΓF ,0
M̂ !
∩ ZΓF ,0
L̂
]−1.(II.24)
On a
ZΓF
M̂ !
= ZΓF
L̂
ZΓF ,0
M̂ !
,
ZΓF ,0
M̂ !
= ZΓF ,0
M̂ !
ZΓF ,0
L̂
ou` la dernie`re e´galite´ re´sulte de l’hypothe`se d
G[s]
M !
(M,L) 6= 0. Par conse´quent ZΓF
M̂ !
= ZΓF
L̂
ZΓF ,0
M̂ !
,
donc
ZΓF
M̂ !
= ZΓF
M̂ !
∩ ZΓF
M̂ !
= ZΓF
M̂ !
∩
(
ZΓF
L̂
ZΓF ,0
M̂ !
)
=
(
ZΓF
M̂ !
∩ ZΓF
L̂
)
ZΓF ,0
M̂ !
.
D’ou` la suite exacte
1→
ZΓF
L̂
∩ ZΓF ,0
M̂ !
ZΓF ,0
L̂
∩ ZΓF ,0
M̂ !
→
ZΓF
L̂
∩ ZΓF
M̂ !
ZΓF ,0
L̂
∩ ZΓF ,0
M̂ !
→
ZΓF
M̂ !
ZΓF ,0
M̂ !
→ 1.
On de´duit (II.24) de cette suite. En mettant (II.24) dans la dernie`re expression de c2, on
obtient l’e´galite´ cherche´e.
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De´monstration de 8.1.3. Vu 8.2.1, 8.2.2 et 8.2.3, on a
cinst(t, L)cst(t, L)−1 = [ZΓF
L̂
∩ ZΓF ,0
M̂ !
: ZΓF
L̂[s¯]
∩ ZΓF ,0
M̂ !
].
Posons
A := ZΓF
L̂
∩ ZΓF ,0
M̂ !
,
B := ZΓF
L̂[s¯]
∩ ZΓF ,0
M̂ !
,
C := ZΓF ,0
L̂[s¯]
= ZΓF ,0
L̂
.
Rappelons que d
G[s]
M !
(M !, L) entraˆıne que ZΓF ,0
M˜ !
= ZΓF ,0
M̂ !
C. On a donc
ZΓF
L̂
∩ ZΓF ,0
M̂ !
= ZΓF
L̂
∩
(
ZΓF ,0
M̂ !
C
)
=
(
ZΓF
L̂
∩ ZΓF ,0
M̂ !
)
C = AC,
ZΓF
L̂[s¯]
∩ ZΓF ,0
M̂ !
= ZΓF
L̂[s¯]
∩
(
ZΓF ,0
M̂ !
C
)
=
(
ZΓF
L̂[s¯]
∩ ZΓF ,0
M̂ !
)
C = BC.
D’apre`s ce qui pre´ce`de et l’inclusion ZΓF
L̂[s¯]
↪→ ZΓF
L̂
,
A ∩BC =
(
ZΓF
L̂
∩ ZΓF ,0
M̂ !
)
∩
(
ZΓF
L̂[s¯]
∩ ZΓF ,0
M̂ !
)
= ZΓF
L̂[s¯]
∩ ZΓF ,0
M̂ !
= B.
Donc A/B ' AC/BC. Il en re´sulte que
cinst(t, L)cst(t, L)−1 = [A : B] = [AC : BC] = [ZΓF
L̂
∩ ZΓF ,0
M̂ !
: ZΓF
L̂[s¯]
∩ ZΓF ,0
M̂ !
],
ce qu’il fallait de´montrer.
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Chapitre III
Le de´veloppement ge´ome´trique fin
1 Introduction
Motivation La the´orie des repre´sentations automorphes des groupes re´ductifs connexes a
depuis longtemps e´te´ l’objet de travaux intensifs, et la formule des traces d’Arthur-Selberg s’est
ave´re´e un outil indispensable. Or certaines questions arithme´tiques nous obligent a` conside´rer
non seulement les groupes re´ductifs connexes, mais aussi leurs reveˆtements finis qui ne sont pas
alge´briques. Cet article fait partie d’un projet consistant a` e´tendre les travaux d’Arthur aux
reveˆtements.
Historiquement, Flicker et Kazhdan [34, 35] ont de´ja` utilise´ une forme simple de la formule
des traces sur les reveˆtements me´taplectiques de GL(n). Mezo [64, 63] reprenait leur travail a`
l’aide de la formule des traces invariante d’Arthur. Malheureusement ils ne conside`rent pas les
autres reveˆtements. De plus, vu la profondeur des travaux d’Arthur sur la formule des traces
invariante [10, 11], les justifications donne´es dans [64] ne sont peut-eˆtre pas suffisantes.
Passons en revue le cas des groupes re´ductifs connexes. Soient F un corps de nombres et
G un F -groupe re´ductif connexe. De´signons A = AF l’anneau des ade`les de F . On sait de´finir
le sous-groupe G(A)1 ⊂ G(A) (voir §3.4). Fixons un sous-groupe de Le´vi minimal M0 et un
sous-groupe compact maximal K de G(A) en bonne position relativement a` M0. Grosso modo,
la formule des traces “grossie`re” d’Arthur [5, 6] est une e´galite´ des fonctionnelles line´aires sur
C∞c (G(A)1) (que l’on appelle aussi “distributions”, par abus de terminologie)
J :=
∑
o
Jo =
∑
χ
Jχ,
ou` o (resp. χ) indexe des donne´es ge´ome´triques (resp. spectrales). Les donne´es o sont faciles
a` de´crire : elles correspondent aux classes de conjugaison semi-simples dans G(F ). Le terme
correspondant a` la classe {1} est note´ Junip et s’appelle le terme unipotent. Les donne´es χ
correspondent, en gros, aux repre´sentations automorphes cuspidales sur les sous-groupes de Le´vi
semi-standards modulo l’action du groupe de Weyl deG. Cette formule grossie`re est relativement
facile a` adapter aux reveˆtements (voir §6.1).
Avant d’obtenir la formule des traces invariante, il faut d’abord de´velopper les distribu-
tions Jo (resp. Jχ) en termes des inte´grales orbitales ponde´re´es (resp. caracte`res ponde´re´s),
et le re´sultat s’appelle le de´veloppement ge´ome´trique (resp. spectral) fin. En sommant les
de´veloppements fins pour chaque Jo, le de´veloppement ge´ome´trique fin prend la forme (cf.
[9])
J(f) =
∑
M
|WM0 ||WG0 |−1
∑
γ∈(M(F ))M,S
aM (S, γ˙)JM (γ˙, f), f ∈ C∞c (G(A)1),
ou`
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– M parcourt les sous-groupes de Le´vi semi-standards de G ;
– WM0 est le groupe de Weyl de M ;
– S est un ensemble fini de places de F suffisamment grand relativement a` f ;
– (M(F ))M,S est l’ensemble des classes de (M,S)-e´quivalence (voir 6.5.1) ;
– le symbole pointe´ γ˙ signifie que l’on choisit une mesure invariante sur la classe de conju-
gaison de γ dans M(FS) ;
– aM (S, γ˙) s’appelle le coefficient de ce de´veloppement en γ˙, qui est un objet global ;
– JM (γ˙, f) est l’inte´grale orbitale ponde´re´e de f en γ˙, qui est un objet local.
C’est ce qui est proble´matique pour les reveˆtements. Le principal but de cet article est
un de´veloppement ge´ome´trique fin pour les reveˆtements. Quoique le re´sultat 6.5.9 a l’air tre`s
similaire, sa formulation ainsi que sa de´monstration ne´cessitent des modifications inattendues.
Pre´cisons.
Reveˆtements Avant d’entamer ce projet, il faut bien suˆr signaler une classe convenable de
reveˆtements. Soit F un corps local ou global, toujours suppose´ de caracte´ristique nulle dans cet
article. Soit G un F -groupe re´ductif connexe. Notons A := F si F est local et A := A si F est
global, alors G(A) est muni d’une topologie de´duite de celle de A. En premier lieu, on conside`re
des extensions centrales finies topologiques de G(A), a` savoir
1→ N → G˜ p→ G(A)→ 1
ou` N est un groupe abe´lien fini. Les repre´sentations de G˜ se de´composent selon les caracte`res
de N . On fixe un tel caracte`re ξ : N → µm, ou` m ∈ Z≥1 et µm := {ε ∈ C× : εm = 1}. On
pousse l’extension centrale en avant via ξ. On s’est ainsi ramene´ aux reveˆtements avec N = µm,
ce que l’on suppose dore´navant, et les repre´sentations sur lesquelles µm (regarde´ comme un
sous-groupe de G˜) ope`re par ε 7→ ε · id. De telles repre´sentations sont dites spe´cifiques. Pour
l’e´tude des repre´sentations spe´cifiques, il suffit de conside´rer les fonctions f sur G˜ telles que
f(εx˜) = ε−1f(x˜) pour tout ε ∈ µm, x˜ ∈ G˜ ; de telles fonctions sont dites anti-spe´cifiques.
On montrera qu’un reveˆtement se scinde de fac¸on canonique au-dessus des sous-groupes
unipotents. Lorsque F est global, on suppose de plus qu’un scindage au-dessus de G(F ) est fixe´.
Tel est le formalisme pose´ dans [66] ; on dispose alors de la the´orie de de´composition spectrale
et des se´ries d’Eisenstein. Mentionnons aussi que d’un reveˆtement de G(A) se de´duisent des
reveˆtements de G(Fv), ou` v est une place de F , en prenant la fibre de p au-dessus de G(Fv).
Or ces hypothe`ses ne suffisent pas dans le cas ade´lique. Par exemple, pour avoir un the´ore`me
de de´composition tensorielle des repre´sentations lisses irre´ductibles spe´cifiques, il faut de´finir les
alge`bres de Hecke sphe´riques anti-spe´cifiques en presque toute place et montrer qu’elles sont
commutatives. On posera des conditions (dites “non ramifie´es”) dans §3.1 qui doivent eˆtre
ve´rifie´es en dehors d’un ensemble fini de places Vram contenant les places archime´diennes. Notre
traitement de tels reveˆtements s’inspire beaucoup de [72, 73, 62].
D’apre`s une philosophie bien connue, il faut conside´rer non seulement un reveˆtement p :
G˜ → G(A), mais aussi ses fibres au-dessus des sous-groupes de Le´vi ; on appelle ces fibres les
sous-groupes de Le´vi de G˜. Nos hypothe`ses pour un reveˆtement local, non ramifie´ ou ade´lique
sont pre´serve´es par passage aux sous-groupes de Le´vi de G. De plus, si l’on exige que l’alge`bre de
Hecke sphe´rique anti-spe´cifique d’un reveˆtement non ramifie´ est commutative, et idem pour tous
les sous-groupes de Le´vi, alors les conditions pose´es dans §3.1 sont bien minimales. Par ailleurs,
nos hypothe`ses sont aussi pre´serve´es par pousser-en-avant le groupe µm par un homomorphisme.
En pratique les reveˆtements sont souvent dote´s de structures supple´mentaires. On de´montrera
dans §3.5 que les K2-torseurs multiplicatifs de Brylinski-Deligne [27], qui ge´ne´ralisent la construc-
tion de Steinberg, Moore et Matsumoto [60], fournissent des reveˆtements ve´rifiant nos hy-
pothe`ses. La de´monstration est base´ sur un re´sultat de Weissman [90].
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La formule des traces grossie`re Soit p : G˜ → G(A) un reveˆtement au sens ci-dessus.
Fixons un sous-groupe de Le´vi minimal M0 et un sous-groupe compact maximal K ⊂ G(A)
en bonne position relativement a` M0. Notons G˜
1 := p−1(G(A)1) et C∞c, (G˜1) l’ensemble des
fonctions anti-spe´cifiques dans C∞c (G˜1). Comme dans le cas des groupes re´ductifs connexes, on
a la formule des traces grossie`re
J(f) =
∑
o
Jo(f) =
∑
χ
Jχ(f), f ∈ C∞c, (G˜1)
ou` les indices o correspondent aux classes de conjugaison semi-simples dans G(F ) comme
pre´ce´demment, et les indices χ correspondent, en gros, aux repre´sentations automorphes cuspi-
dales spe´cifiques sur les sous-groupes de Le´vi semi-standards de G˜ modulo l’action de WG0 .
Ici on observe une asyme´trie : le coˆte´ ge´ome´trique est indexe´ par toutes les classes de
conjugaison semi-simples dans G(F ), tandis que le coˆte´ spectral ne fait intervenir que les
repre´sentations spe´cifiques. Nous y reme´dierons lors du raffinement.
Raffinement ge´ome´trique Pour un groupe re´ductif connexe G, le raffinement ge´ome´trique
d’un terme Jo repose sur la descente au terme J
Gσ
unip dans la formule des traces grossie`re associe´
au commutant connexe Gσ de σ, ou` σ ∈ o. On exprime JGσunip en termes des inte´grales orbitales
ponde´re´es unipotentes de´finies dans [12]. Les inte´grales orbitales ponde´re´es satisfont aussi a`
une formule de descente. En comparant ces formules de descente, on exprime Jo en termes des
inte´grales orbitales ponde´re´es sur le meˆme groupe.
Le proce´de´ pour un reveˆtement p : G˜→ G(A) est analogue sauf que le reveˆtement disparaˆıt
apre`s la descente, et le re´sultat n’est plus JGσunip, mais tordu par un certain caracte`re de Gσ(A)
a` cause du fait qu’un e´le´ment dans p−1(Gσ(A)) ne commute pas force´ment avec le rele`vement
de σ dans G˜. Mentionnons que la partie elliptique de la formule des traces “avec un caracte`re”
est beaucoup e´tudie´e (eg. [49]), cependant il nous faut l’autre extreˆme, la partie unipotente.
De meˆme, nous de´finissons les inte´grales orbitales ponde´re´es sur les reveˆtements et leurs
proprie´te´s se de´duisent par descente aux inte´grales orbitales ponde´re´es unipotentes sur un groupe
re´ductif connexe, et la` encore un caracte`re intervient.
Notre me´thode du raffinement est, pour l’essentiel, celle d’Arthur [8, 9]. Or d’une part
l’adaptation au cas avec caracte`re n’est pas toujours triviale, et d’autre part nous avons besoin
de renseignements plus pre´cis sur les coefficients dans le de´veloppement ge´ome´trique fin avec
caracte`re. Cela ne´cessite la longue section §5. Une fois que le formalisme avec un caracte`re
est mis en place, la the´orie sur les reveˆtements en de´coule par descente. L’un des nouveaux
ingre´dients dans le de´veloppement ge´ome´trique fin sur les reveˆtements 6.5.9 est la notion des
bons e´le´ments (voir 2.6.1) ; pourtant c’est difficile de les caracte´riser pour les reveˆtements en
ge´ne´ral. Le re´sultat 6.5.9 s’e´crit
J(f) =
∑
M∈L(M0)
|WM0 ||WG0 |−1
∑
γ∈(M(F ))K,bonM,S
γ γ˜S
aM˜ (S, ˙˜γS)JM˜ (
˙˜γS , f),
ou`
– M , WM0 et S sont pareils que dans le cas des groupes re´ductifs connexes ;
– (M(F ))K,bonM,S est le sous-ensemble de (M(F ))M,S de´fini dans 6.5.2 ; notons que la seule
nouveaute´ est la bonte´, les autres conditions sont implicites dans les travaux d’Arthur (cf.
[20, Lemma 2.1]) ;
– la correspondance γ  γ˜S ∈ M˜S est de´finie 6.5.3, ou` on suppose que γ est un repre´sentant
admissible de la classe de (M,S)-e´quivalence ;
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– aM˜ (S, ˙˜γS) est le coefficient de ce de´veloppement en γ˜S ;
– JM˜ (
˙˜γS , f) est l’inte´grale orbitale ponde´re´e anti-spe´cifique en ˙˜γS .
Nous de´montrerons que le produit aM˜ (S, ˙˜γS)JM˜ (
˙˜γS , f) ne de´pend que de la classe de (M,S)-
e´quivalence et de f . Donc cette expression est loisible.
Notons en passant que la de´monstration sera beaucoup plus simple si l’on conside`re un
reveˆtement tel que deux e´le´ments dans G˜ commutent si et seulement si leurs images par p
commutent. Tel est le cas du reveˆtement me´taplectique de Weil.
Remarquons que notre me´thode permet aussi de raffiner le coˆte´ ge´ome´trique de la formule des
traces avec caracte`re pour un groupe re´ductif connexe (voir l’exemple 5.7.2). Une ge´ne´ralisation
aux groupes tordus aura un inte´reˆt arithme´tique.
Structure de cet article Dans §2, nous de´finissons les reveˆtements dans le cas local, mettons
en place le formalisme de base de l’analyse harmonique et fixons les notations. Le traitement
n’est nullement original, mais nous essayons de travailler dans un cadre ge´ne´ral : il n’y a aucune
hypothe`se sur le de´ploiement, la connexite´ simple du groupe ou sur les racines d’unite´ du corps
en question.
Dans §3, nous e´tudions les reveˆtements “non ramifie´s”, e´tablissons un isomorphisme de
Satake et puis de´finissons les reveˆtements ade´liques. Afin de supporter nos hypothe`ses, nous
de´montrons que les K2-torseurs multiplicatifs de Brylinski-Deligne [27] fournissent de tels reveˆtements
ade´liques.
La section §4 ne sert qu’a` fixer les notations sur les fonctions combinatoires de Langlands
et les (G,M)-familles.
Dans §5, nous e´tudions le coˆte´ ge´ome´trique de la formule des traces grossie`re avec un
caracte`re. Apre`s l’e´tude des inte´grales orbitales ponde´re´es avec caracte`re, nous obtenons le
de´veloppement ge´ome´trique fin dans ce contexte. Enfin, nous e´tudions diverses proprie´te´s des
coefficients dans le de´veloppement fin, qui serviront a` remonter ce de´veloppement au reveˆtement.
Dans §6, nous mettons en place d’abord la formule des traces grossie`re pour les reveˆtements.
Puisque des structures analogues sont de´ja` pre´sentes dans §6.1, nous proce´dons rapidement.
Ensuite, nous de´finissons les inte´grales orbitales ponde´re´es anti-spe´cifiques. Le de´veloppement
ge´ome´trique fin de´coule d’une re´duction au cas unipotent. Nous donnons aussi des formules
pour les coefficients similaires a` celles d’Arthur.
Une grande partie de ce travail consiste en des paraphrases des travaux d’Arthur. Vu
l’e´paisseur des ses articles, on se contentera souvent d’indiquer les modifications ne´cessaires.
Conventions Les sche´mas en groupes sur une base S sont de´signe´s par les symboles G,
M etc. Leurs alge`bres de Lie sont de´signe´es par g, m etc. Le centre de G est note´ ZG, le
centralisateur d’un sous-sche´ma en groupes H (resp. d’un S-point x) est note´ ZG(H) (resp.
ZG(x)) ; le normalisateur de H est note´ NG(H). Soit T un S-sche´ma, l’ensemble des T -points
d’un S-sche´ma X est de´signe´ par X(T ). Lorsque T = SpecA ou` A est une alge`bre, on e´crit
aussi X(A) au lieu de X(T ). Si A est muni d’une topologie, on munit X(A) de la topologie
induite.
Soit F un corps, on fixe une cloˆture alge´brique F¯ de F . Soit G un F -groupe alge´brique.
On de´signe l’ensemble des e´le´ments semi-simples dans G(F ) par G(F )ss. Soit x ∈ G(F ), on
pose Gx := ZG(x) le commutant de x dans G, et Gx de´signe la composante neutre de G
x.
On dit que x ∈ G(F )ss est re´gulier (resp. fortement re´gulier) si Gx (resp. Gx) est un tore. On
de´signe la sous-varie´te´ des e´le´ments semi-simples re´guliers par Greg. La sous-varie´te´ des e´le´ments
unipotents dans G est de´signe´e par Gunip. De meˆme, pour l’alge`bre de Lie g, on a la sous-varie´te´
greg des e´le´ments re´guliers semi-simples et le coˆne nilpotent gnil.
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On de´signe le sous-groupe de´rive´ (sche´matique) de G par Gder et le groupe adjoint par
GAD. Si G est re´ductif et connexe, on de´signe le reveˆtement simplement connexe de Gder par
pi : GSC → Gder.
On dit que deux e´le´ments x, y ∈ G(F ) sont ge´ome´triquement conjugue´s s’ils sont conjugue´s
par un e´le´ment dans G(F¯ ). On de´finit ainsi les classes de conjugaison ge´ome´triques dans G(F ).
Soit F un corps complet a` valuation discre`te. On utilise toujours la valuation normalise´e v
de sorte que v(F ) = Z. L’anneau des entiers est note´ oF et l’ide´al maximal est note´ par pF . Soit
F un corps global, on prend les valeurs absolues | · |v de fac¸on usuelle en chaque place v de telle
sorte que
∏
v |x|v = 1 pour tout x ∈ F×.
Pour deux e´le´ments u, v dans un groupe quelconque, leur commutateur est de´fini comme
[u, v] := u−1v−1uv.
On de´signe la fonction modulaire d’un groupe topologique A par δA(·). On de´signe la mesure
d’un espace mesurable E par mes(E).
2 Reveˆtements locaux
2.1 Ge´ne´ralite´s
Soient F un corps local de caracte´ristique nulle et M un F -groupe alge´brique affine. Un
reveˆtement de M(F ) a` m feuillets (ou` m ∈ Z \ {0}) est une extension centrale de groupes
topologiques
1→ µm → M˜ p−→M(F )→ 1,
ou` µm := {ε ∈ C× : εm = 1}. Alors M˜ est unimodulaire si M(F ) l’est. Si F est archime´dien,
alors M˜ appartient a` la classe de Harish-Chandra. De plus, si F = C alors p provient d’un
reveˆtement e´tale de C-groupes alge´briques affines ([36] Exp XII, 5.1). Si F est non archime´dien,
alors M˜ est un groupe localement profini. Cela permet de parler de repre´sentation lisses, ad-
missibles etc. On dit que p est mode´re´ si F est non archime´dien de caracte´ristique re´siduelle q
premie`re a` m. Nous adoptons la convention de doter les e´le´ments dans M˜ d’un ∼, par exemple
x˜, et de´signons son image dans M(F ) par le symbole sans ∼, par exemple x = p(x˜).
Remarquons que M(F ) agit sur M˜ par conjugaison : de chaque x ∈ M(F ) se de´duit un
homomorphisme m˜ 7→ x−1m˜x de M˜ . Sauf mention expresse du contraire, un reveˆtement signifie
un reveˆtement d’un groupe re´ductif connexe.
Notons
µ̂m := Hom(µm,C×).
Pour un reveˆtement a` m feuillets p : M˜ →M(F ), on peut de´finir les objets spe´cifiques et anti-
spe´cifiques selon l’action de µm, dote´s de l’indice − et respectivement, ou plus ge´ne´ralement les
objets e´quivariants par rapport a` certain e´le´ment dans µ̂m. Plus pre´cise´ment, soit χ− l’inclusion
µm ↪→ C× ; pour tout χ ∈ µ̂m, posons
C∞c,χ(M˜) := {f ∈ C∞c (M˜) : ∀ε ∈ µm, ∀x˜ ∈ M˜, f(εx˜) = χ(ε)f(x˜)},
C∞c,−(M˜) := C
∞
c,χ− ,
C∞c, (M˜) := C
∞
c,χ−1−
.
Notons Π(M˜) l’ensemble de classes d’e´quivalences de repre´sentations admissibles irre´ductibles
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de M˜ , posons
Πχ(M˜) := {pi ∈ Π(M˜) : ∀ε ∈ µm, pi(ε) = χ(ε)id},
Π−(M˜) := Πχ−(M˜),
Π (M˜) := Πχ−1−
(M˜).
De meˆme, on de´finit l’ensemble Π2(M˜) (resp. Πtemp(M˜), Πunit(M˜)) de repre´sentations de la
se´rie discre`te (resp. tempe´re´es, unitaires) de M˜ , et on rajoute les indices −, ou χ ∈ µ̂m pour
signifier l’e´quivariance.
On a une de´composition canonique C∞c (M˜) =
⊕
χ∈µ̂m C
∞
c,χ(M˜). Cela permet aussi de parler
de l’e´quivariance de distributions de sorte qu’une fonction χ-e´quivariante localement inte´grable
fournit une distribution χ-e´quivariante. L’e´tude des repre´sentations sur les reveˆtements se
rame`ne, pour l’essentiel, a` l’e´tude des repre´sentations spe´cifiques.
Remarque 2.1.1. Pour l’e´tude de repre´sentations χ-e´quivariantes sur M˜ , il suffit de conside´rer
les fonctions test χ¯-e´quivariantes. En effet, supposons fixe´e une mesure de Haar sur M˜ . Soient
χ, ξ ∈ µ̂m. Pour tout pi ∈ Πχ(M˜) et f ∈ C∞c,ξ(M˜), l’ope´rateur
pi(f) =
∫
M˜
f(m˜)pi(m˜) dm˜
est nul sauf si ξ = χ¯.
2.2 Scindage unipotent
Conservons les notations pre´ce´dentes.
Proposition 2.2.1. Il existe une seule section continue s : Munip(F )→ M˜ de p telle que
– pour tout sous-groupe unipotent U de M de´fini sur F , s|U(F ) est un homomorphisme ;
– s est invariant par conjugaison.
De´monstration. C’est contenu dans [66, A.1]. Donnons une preuve directe pour le cas de ca-
racte´ristique nulle. L’exponentielle fournit un F -isomorphisme de varie´te´s alge´briques
exp : mnil →Munip.
Pour tout x = exp(X) dans Munip(F ), prenons x˜
′ un rele`vement quelconque de exp
(
X
m
)
. Alors
s(x) := (x˜′)m ∈ p−1(x) est canoniquement de´fini ; en particulier s est invariant par conjugaison.
On ve´rifie aise´ment la continuite´ de s.
Soit U un sous-groupe unipotent de M , alors U(F ) est divisible et sans torsion. D’apre`s la
construction ci-dessus, p se scinde au-dessus de U(F ) si et seulement si s|U(F ) est un homomor-
phisme ; de plus, dans ce cas-la` s|U(F ) est l’unique scindage.
Montrons que p se scinde au-dessus de U(F ). Si U est commutatif, alors s est un homomor-
phisme d’apre`s la construction, d’ou` le scindage. En ge´ne´ral, les reveˆtements a` m feuillets de
U(F ) sont classifie´s par H2(U(F ),µm) (la cohomologie continue) et il suffit de montrer que ce
H2 est trivial. Supposons que dimU ≥ 1. Il existe un sous-groupe alge´brique distingue´ U1 / U
tel que dimU1 < dimU et U/U1 est commutatif. Rappelons que U(F )/U1(F ) = (U/U1)(F ) car
H1(F,U1) = 0. Pour tout F -groupe unipotent U
′, on a H1(U ′(F ),µm) = 0. D’ou` la suite exacte
de restriction-inflation
0→ H2((U/U1)(F ),µm)→ H2(U(F ),µm)→ H2(U1(F ),µm),
ce qui entraˆıne que H2(U(F ),µm) = 0 par re´currence. Par conse´quent s|U(F ) est un homomor-
phisme. Comme Munip(F ) est la re´union des U(F ), cela caracte´rise s.
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Ce scindage canonique s’appelle le scindage unipotent. Identifions de´sormaisMunip(F ) comme
un sous-ensemble de M˜ via s. Cela permet de ge´ne´raliser la de´composition de Jordan.
Proposition 2.2.2. Pour tout x˜ ∈ M˜ , il existe σ˜ ∈ M˜ et u ∈ Munip(F ) tels que σ est semi-
simple et x˜ = σ˜u = uσ˜. Cette de´composition est unique.
On dit que σ˜ (resp. u) est la partie semi-simple (resp. unipotente) de x˜.
De´monstration. Soit x = σu = uσ la de´composition de Jordan dans M(F ) avec σ ∈M(F )ss et
u ∈ Munip(F ). Prenons l’unique σ˜ ∈ p−1(σ) de sorte que x˜ = σ˜u. L’unicite´ de (σ˜, u) provient
de celle de (σ, u). De plus, on a σ˜u = uσ˜ par l’invariance du scindage unipotent, d’ou` le re´sultat
cherche´.
Corollaire 2.2.3. Soit x˜ = σ˜u la de´composition de Jordan. Soit y˜ ∈ M˜ , alors y˜ commute a` x˜
si et seulement si y˜σ˜ = σ˜y˜ et yu = uy.
De´monstration. Cela re´sulte de l’unicite´ de la de´composition de Jordan et l’invariance du scin-
dage unipotent.
2.3 Sous-groupes de Le´vi et paraboliques
Passons en revue la description des sous-groupes paraboliques. Les de´tails se trouvent dans
[22, §5]. Soit F un corps quelconque et G un F -groupe re´ductif connexe. Fixons un sous-groupe
de Le´vi minimal M0 de G : c’est le centralisateur d’un F -tore de´ploye´ maximal A0. Un sous-
groupe de Le´vi M est dit semi-standard si M ⊃M0, un sous-groupe parabolique P est dit semi-
standard si P ⊃ A0. Tout sous-groupe parabolique semi-standard P admet une de´composition
de Le´vi canonique P = MPUP avec MP semi-standard et UP le radical unipotent de P . Notons
P = MPUP le sous-groupe parabolique oppose´ de P .
Pour un sous-groupe de Le´vi semi-standard M , de´finissons les ensembles finis suivants
L(M) := {les Le´vis contenant M},
P(M) := {les paraboliques dont M est un facteur de Le´vi},
F(M) := {les paraboliques contenant M}.
Nous indiquons le groupe ambiant G en exposant dans ces notations : LG(M), PG(M),
FG(M) lorsqu’il y a crainte de confusion.
Notons AM le F -tore central de´ploye´ maximal dans M . Si P ∈ P(M), notons AP := AM .
Posons aussi X∗(M) := Homalg(M,Gm) et aP = aM := Hom(X∗(M),R). Relativisons ces
constructions. Pour tous L,M semi-standards tels que L ⊃ M , on sait de´finir les R-espaces
vectoriels de dimension finie aLM avec une suite exacte courte scinde´e canonique
0→ aL → aM  aLM → 0.
Ainsi, on regarde aLM comme sous-espace de a0. En dualisant, on en de´duit des suites exactes
courtes scinde´es pour (aLM )
∗, a∗M etc. Les complexifie´s des espaces sont note´s par a
L
M,C, (a
L
M,C)
∗,
etc.
Pour tout M ∈ L(M0), notons WM0 le groupe de Weyl de M . Si M = G, on le note aussi W0.
Pour deux sous-groupes paraboliques semi-standards P, P ′, “l’ensemble de Weyl” W (aP , aP ′)
est l’ensemble des isomorphismes line´aires aP → aP ′ obtenus en restreignant les isomorphismes
a0 → a0 induits par WG0 . En particulier, on peut de´finir les groupes W (aP ) := W (aP , aP ). Deux
sous-groupes paraboliques semi-standards P, P ′ sont dits associe´s si W (aP , aP ′) 6= ∅.
Fixons P0 ∈ P(M0). Un sous-groupe parabolique P est dit standard si P ⊃ P0. Un sous-
groupe de Le´vi M est dit standard s’il existe un sous-groupe parabolique standard P avec
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de´composition de Le´vi canonique P = MU . Soit P un sous-groupe parabolique. Il existe un
sous-ensemble fini ΣP ⊂ X∗(AP ) ⊂ a∗P parame´trisant la de´composition
uP := Lie (UP ) =
⊕
α∈ΣP
uα
en espaces propres pour l’action adjointe de AP . Par abus de notation, on dit aussi que ΣP est
l’ensemble des racines pour (AP , P ), bien qu’il ne forme pas un syste`me de racines en ge´ne´ral.
Notons ΣredP le sous-ensemble de ΣP des racines re´duites, i.e. indivisibles. Posons
ρP :=
1
2
∑
α∈ΣP
(dim uα)α.
Soit ∆0 = ∆
G
0 l’ensemble des racines simples de (A0, P0), c’est une base pour (a
G
0 )
∗. Les pa-
raboliques standards sont en correspondance biunivoque P ↔ ∆P0 avec les sous-ensembles de ∆0
pre´servant l’ordre. Plus pre´cise´ment, supposons que P ⊃ P0 et soit P = MU la de´composition
de Le´vi canonique ; posons ∆P := ∆0 \ ∆P0 . On peut identifier ∆P a` un sous-ensemble de
ΣredP par restriction. Tout e´le´ment dans ΣP admet une unique e´criture en combinaison line´aire
d’e´le´ments de ∆P a` coefficients dans Z≥0.
On obtient ainsi les bases
∆0 ⊂ (aG0 )∗ : racines simples,
∆∨0 ⊂ aG0 : coracines simples,
∆̂0 ⊂ (aG0 )∗ : la base duale de ∆∨0 ,
∆̂∨0 ⊂ aG0 : la base duale de ∆0.
On peut aussi relativiser cette situation : e´tant donne´s sous-groupes paraboliques standards
P ⊃ Q, on obtient les bases
∆PQ ⊂ (aPQ)∗,
∆PQ
∨ ⊂ aPQ,
∆̂PQ ⊂ (aPQ)∗,
∆̂PQ
∨ ⊂ aPQ.
2.4 L’application de Harish-Chandra : le cas local
On se donne F un corps local, G un F -groupe re´ductif dont M est un sous-groupe de Le´vi.
On de´finit l’homomorphisme de Harish-Chandra local HM : M(F )→ aM par
∀χ ∈ X∗(M), 〈χ,HM (x)〉 = log |χ(x)|.
De´finition 2.4.1. On dit qu’un sous-groupe compact maximal K ⊂ G(F ) est en bonne position
relativement a` M (et re´ciproquement) si
– dans le cas F archime´dien, les alge`bres de Lie de K et de AM (F ) sont orthogonales par
rapport a` la forme de Killing de G ;
– dans le cas F non archime´dien, K est associe´ a` un sommet spe´cial dans l’immeuble de
Bruhat-Tits e´largi deG, note´I (G), qui appartient a` l’image d’une immersion e´quivariante
I (M) ↪→ I (G).
Arthur l’appelle admissible dans [7].
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Notons M(F )1 := Ker (HM ). Si P ∈ P(M) et K est un sous-groupe compact maximal en
bonne position relativement a` M , alors la de´composition d’Iwasawa G(F ) = P (F )K permet de
prolonger HM en une fonction HP : G(F )→ aM en posant
HP (umk) = HM (m), u ∈ U(F ),m ∈M(F ), k ∈ K.
Pour tout x ∈ G(F ), HP (x) est de´termine´ par la classe de x dans U(F )\G(F )/K. La fonction
modulaire δP de P (F ) s’exprime comme δP (x) = e
〈2ρP ,HP (p)〉.
Nous adoptons la convention suivante : soit x ∈ G(F ), e´crivons-le comme
x = uP (x)mP (x)kP (x) ∈ G(F ),
uP (x) ∈ UP (F ),mP (x) ∈MP (F ), kP (x) ∈ K;
a` l’aide de la de´composition d’Iwasawa ; l’e´le´mentmP (x) (resp. kP (x)) est uniquement de´termine´
comme une classe dans M(F )/M(F ) ∩K (resp. dans P (F ) ∩K\K).
Posons
aM,F := HM (M(F )),
a˜M,F := HM (AM (F )).
Ils co¨ıncident avec aM si F est archime´dien ; sinon ils sont des re´seaux dans aG. De´finissons
leurs re´seaux duaux dans ia∗M
a∨M,F := Hom(aM,F , 2piiZ),
a˜∨M,F := Hom(a˜M,F , 2piiZ).
Ils se re´duisent a` {0} si F est archime´dien ; sinon ia∗M/a∨M,F et ia∗M/a˜∨M,F sont des tores re´els
compacts.
Conside´rons un reveˆtement a` m feuillets p : G˜ → G(F ). On prend les images re´ciproques
M˜ (resp. P˜ ) par p des sous-groupes de Le´vi M (resp. sous-groupes paraboliques P ) de G. Soit
M ∈ L(M0). En composant HM avec p, on obtient HM : M˜ → aM ; en particulier on sait de´finir
M˜1 := Ker (HM ) = p
−1(M(F )1).
2.5 Mesures et inte´grales
Soient F un corps local de caracte´ristique nulle et G un groupe F -re´ductif connexe. Sup-
posons fixe´es des mesures de Haar sur M(F ) pour tout sous-groupe de Le´vi M . Imposons les
re`gles suivantes
– un sous-groupe compact maximal fixe´ de G(F ) est de masse totale 1 ;
– un groupe discret est muni de la mesure de comptage.
Fixons des mesures de Haar sur aM pour tout sous-groupe de Le´vi M de G, d’ou` les mesures
de Haar duales sur ia∗M au sens que∫∫
ia∗M×aM
φ(H)e−〈λ,H〉 dH dλ = φ(0)
pour tout h ∈ Cc(aM ). Si F est non archime´dien, nous demandons que
mes(ia∗M/a˜
∨
M,F ) = 1.
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Comme a˜M,F est soit discret, soit e´gal a` aM , et Ker (HM |AM (F )) est compact, on normalise
ainsi la mesure de Haar sur AM (F ). De meˆme, une mesure de Haar sur M(F ) induit une mesure
de Haar sur M(F )1.
Fixons de´sormais une forme quadratique de´finie positive W0-invariante sur a0. Soient L ⊃M
deux sous-groupes de Le´vi de G, on ve´rifie que la de´composition canonique
aM = a
L
M ⊕ aL
est orthogonale par rapport a` la forme quadratique W0-invariante. Puisque les mesures de Haar
sur aM et aL sont de´ja` fixe´es, on en de´duit une mesure canonique sur a
L
M . En dualisant, on
normalise la mesure de Haar sur (aLM )
∗.
Soient P = MU ∈ P(M) et K un sous-groupe compact maximal en bonne position relati-
vement a` M , alors on dispose de la de´composition d’Iwasawa G(F ) = U(F )M(F )K. Il existe
une mesure de Haar sur U(F ) de sorte que pour tout f ∈ Cc(G(F )),∫
G(F )
f(x) dx =
∫∫∫
U(F )×M(F )×K
f(umk)δP (m)
−1 dk dmdu.(III.1)
Dans le cas F non archime´dien et G non ramifie´, la compatibilite´ des mesures est simple.
Prenons K hyperspe´cial. Prenons la mesure de Haar sur G(F ) (resp. M(F ), U(F )) telle que
G(F ) ∩K (resp. M(F ) ∩K, U(F ) ∩K) a masse totale 1. Alors ces mesures ve´rifient (III.1).
Conside´rons maintenant les reveˆtements. Conservons les conventions pre´ce´dentes pour les
groupes re´ductifs et leurs sous-groupes. Imposons la re`gle suivante pour les mesures sur les
reveˆtements :
– supposons que p : A → B est un reveˆtement fini de groupes topologiques localement
compacts, et B est muni d’une mesure de Haar, alors A est muni de la mesure de Haar
telle que mesB(E) = mesA(p
−1(E)) pour tout E ⊂ A mesurable.
Montrons qu’avec nos de´finitions, applique´es au reveˆtements deG(F ), les formules d’inte´gration
habituelles restent valables. Soit p : G˜ → G(F ) un reveˆtement a` m feuillets. En prenant les
images re´ciproques par p et en utilisant le scindage unipotent, on a G˜ = U(F )M˜K˜. Prenons
les mesures de Haar sur G˜, M˜ et K˜ selon la re`gle ci-dessus. Alors pour tout f ∈ Cc(G˜), on a∫
G˜
f(x˜) dx˜ =
∫∫∫
U(F )×M˜×K˜
f(um˜k˜)δP (m)
−1 dk˜ dm˜ du.(III.2)
En effet, il suffit de le ve´rifier pour les fonctions f qui se factorisent par p : G˜ → G(F ).
La convention sur les mesures permet de remplacer l’inte´grale sur G˜ par celle sur G(F ), et
idem pour M˜,M(F ) et K˜,K. L’identite´ cherche´e en re´sulte. Les compatibilite´s avec d’autres
de´compositions (eg. la de´composition G = KAK) se ve´rifient de la meˆme manie`re.
2.6 Commutateurs
On revient aux notations de §2.1. De´finissons la sous-varie´te´
Comm(M) := {(x, y) ∈M ×M : xy = yx}.
Pour (x, y) ∈ Comm(M)(F ), choisissons des rele`vements x˜, y˜ ∈ M˜ , alors le commutateur
[x˜, y˜] := x˜−1y˜−1x˜y˜ ∈ µm;
ne de´pend pas du choix de rele`vements. On en de´duit une application continue [·, ·] : Comm(M)(F )→
µm, note´e (x, y) 7→ [x, y]. Les proprie´te´s suivantes sont imme´diates.
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– Si x, x′ commutent a` y, alors [xx′, y] = [x, y][x′, y].
– Soit t ∈M(F ), alors [txt−1, tyt−1] = [x, y] pour tout (x, y) ∈ Comm(M)(F ).
– Pour tout (x, y) ∈ Comm(M)(F ), on a [x, y] = [y, x]−1.
– Si (x, y) ∈ Comm(M)(F ) et s’ils appartiennent a` un sous-groupe de M(F ) sur lequel p
est scinde´, alors [x, y] = 1.
Soit γ ∈M(F ), on a
y−1γ˜y = [γ, y]γ˜,
yγ˜y−1 = [y, γ]γ˜, y ∈Mγ(F ).
D’ou` un homomorphisme continu Mγ(F )→ µm, note´ [·, γ] : y 7→ [y, γ].
De´finition 2.6.1 (cf. [35, I.8] ). Un e´le´ment γ ∈M(F ) est dit bon si [·, γ] = 1 sur Mγ(F ). Cette
proprie´te´ ne de´pend que de la classe de conjugaison de γ. On dit qu’une classe de conjugaison
dans M˜ est bonne si son image par p l’est.
Montrons que la bonte´ est stable par petite perturbation par le centre. Posons
AM (F )
† := AM (F )m,(III.3)
A˜M := p
−1(AM (F )),(III.4)
A˜M
†
:= p−1(AM (F )†).(III.5)
Alors A˜M
†
(resp. AM (F )
†) est un sous-groupe ouvert et ferme´ d’indice fini de A˜M (resp. de
AM (F )). De plus, A˜M
†
est central dans M˜ .
Lemme 2.6.2. Pour tout γ ∈M(F ) et tout a ∈ AM (F )†, γ est bon si et seulement si aγ l’est.
De´monstration. On a Maγ = Mγ car a ∈ AM (F ). Soit x ∈ Maγ , on a [x, aγ] = [x, γ] car A˜M
†
est central. Cela permet de conclure.
3 Reveˆtements non ramifie´s et ade´liques
3.1 Le cas non ramifie´
Soit F un corps local non archime´dien avec q := |oF /pF |. On se donne un reveˆtement
p : M˜ → M(F ) a` m feuillets tel que M est non ramifie´. Fixons un sous-groupe hyperspe´cial
K ⊂M(F ) et supposons qu’il existe un scindage continu s : K → M˜ de p au-dessus de K.
Regardons K comme un sous-groupe de M˜ en fixant un tel scindage s. Prenons la mesure
de Haar sur M(F ) telle que mes(K) = 1, d’ou` une mesure de Haar sur M˜ selon les conventions
de §2.5. Cette mesure est canonique car les sous-groupes hyperspe´ciaux sont conjugue´s par
MAD(F ).
On de´finit l’alge`bre de Hecke sphe´riqueH(G˜//K) : c’est l’espace des fonctionsK-bi-invariantes
a` support compact, muni du produit de convolution. Soit χ ∈ µ̂m, posons Hχ(G˜//K) :=
H(G˜//K) ∩C∞c,χ(G˜) ; c’est une sous-alge`bre et on a H(G˜//K) =
∏
χ∈µ̂m Hχ(G˜//K). De´finissons
la fonction fK,χ ∈ Hχ(G˜//K) a` support dans K˜ telle que
∀ε ∈ µm, ∀k ∈ K, fK,χ(εK) = χ(ε),
∀x˜ /∈ K˜, fK,χ(x˜) = 0.
Selon notre convention de mesures, fK,χ est l’unite´ de Hχ(G˜//K). Si χ = χ−1− (i.e. on conside`re
l’alge`bre de Hecke sphe´rique anti-spe´cifique), posons fK = fK,χ.
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En particulier, on peut de´finir l’alge`bre de Hecke anti-spe´cifique associe´e a`K, note´eH (G˜//K)
dont fK est l’unite´. De meˆme, on peut de´finir l’alge`bre d’Iwahori-Hecke anti-spe´cifique (ou plus
ge´ne´ralement, χ-e´quivariante) sous les meˆmes hypothe`ses.
De´finition 3.1.1. On dit qu’un triplet (p,K, s) ve´rifie la condition non ramifie´e si
– p : M˜ →M(F ) est un reveˆtement ;
– K ⊂M(F ) est un sous-groupe hyperspe´cial ;
– s : K → M˜ est un scindage de p au-dessus de K par lequel K s’identifie a` un sous-groupe
de M˜ ;
– q est premier avec m := |Ker (p)|, i.e. p est mode´re´ ;
– soient T un F -tore de´ploye´ maximal et M0 := ZM (T ) en bonne position relativement a`
K, alors le groupe
H˜ := Z
M˜0
(K ∩M0(F ))(III.6)
est commutatif.
Par abus de notations, on dit aussi que p : M˜ → M(F ) muni des donne´es (K, s) est un
reveˆtement non ramifie´.
La dernie`re condition technique sert a` garantir la commutativite´ de l’alge`bre de Hecke, ce
qui fait l’objet du paragraphe suivant. Observons aussi que les F -tores de´ploye´s maximaux en
bonne position relativement a` K sont conjugue´s par K, d’apre`s [25, 7.4.9 (i)].
Lemme 3.1.2. Si la condition 3.1.1 est ve´rifie´e, alors le scindage unipotent 2.2.1 co¨ıncide avec
s sur K ∩Munip(F ).
De´monstration. Il suffit de le ve´rifier sur K ∩ U(F ) ou` U est un sous-groupe unipotent quel-
conque. Notons p la caracte´ristique re´siduelle de F . Comme U(F ) est une union croissante de
pro-p-groupes,K∩U(F ) est un pro-p-groupe. Donc l’application u 7→ um est un home´omorphisme
de K ∩U(F ) sur lui-meˆme car m est premier a` p. Vu la construction du scindage unipotent, on
voit qu’il n’existe qu’un seul scindage possible de p au-dessus de K ∩ U(F ).
Remarque 3.1.3. Soit p : M˜ → M(F ) un reveˆtement a` m feuillets. Soit µm → µm′ un
homomorphisme quelconque et posons p′ : M˜ ′ →M(F ) la pousse´e-en-avant de p via µm → µm′ .
Alors le triplet (p′,K, s) ve´rifie la condition non ramifie´e si (p,K, s) la ve´rifie.
Remarque 3.1.4. Soit p : G˜→ G(F ) un reveˆtement et (p,K, s) un triplet ve´rifiant la condition
non ramifie´e pour G˜. Soient M un sous-groupe de Le´vi en bonne position relativement a` M et
pM : M˜ → M(F ) le reveˆtement induit. Alors (pM ,K ∩M(F ), s|K∩M(F )) satisfait aussi a` la
condition non ramifie´e pour M˜ .
3.2 Isomorphisme de Satake
Conside´rons un reveˆtement p : G˜ → G(F ) avec un sous-groupe hyperspe´cial K et un
scindage s : K → G˜ ve´rifiant la condition non ramifie´e. Nous allons e´tablir une variante de
l’isomorphisme de Satake.
De´finissons le support de l’alge`bre de Hecke sphe´rique anti-spe´cifique par
Supp(H (G˜//K)) :=
⋃{
Supp(f) : f ∈ H (G˜//K)
}
.
Fixons de´sormais un F -tore de´ploye´ maximal T en bonne position relativement a` K. Alors
M0 := ZG(T ) est un sous-groupe de Le´vi minimal de G ; de plus, M0 est un F -tore non ramifie´.
Posons K0 := K ∩M0(F ). De´finissons H˜ ⊂ T˜ comme dans 3.1.1.
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Lemme 3.2.1 (cf. [62, 9.2] ). On a Supp(H (G˜//K)) = KH˜K.
De´monstration. Dans [62] on ne conside`re que les groupes de´ploye´s, or la meˆme preuve s’adapte
aux groupes re´ductifs connexes non ramifie´s sans modification.
Remarque 3.2.2. C’est loisible d’identifier WG0 a` (NG(T )(F )∩K)/K0. Comme K0 centralise
H˜, on voit que WG0 ope`re sur H˜. D’autre part, 3.2.1 applique´ a` M˜0 et K0 affirme que
Supp(H (M˜0//K0)) = H˜
(on peut aussi le ve´rifier directement). Cela permet de faire ope´rer WG0 sur H (M˜0//K0) de
fac¸on canonique.
Posons
Λ := {λ ∈ X∗(T ) : λ($F ) ∈ p(H˜)},
Alors Λ est un sous-re´seau de X∗(T ) ayant le meˆme rang ; en effet, Λ ⊃ mX∗(T ).
Lemme 3.2.3. L’alge`bre H (M˜0//K0) est commutative. De plus, elle est isomorphe a` l’alge`bre
C[Λ], ce qui s’identifie a` l’alge`bre en polynoˆmes de dimX∗(T ) variables.
De´monstration. Il suffit de conside´rer le support de H (M˜0//K0). On a de´ja` remarque´ que
Supp(H (M˜0//K0)) = H˜, qui est commutatif selon 3.1.1.
Choisissons une Z-base λ1, . . . , λr de Λ. Pour tout 1 ≤ i ≤ r, prenons une fonction fi ∈
H (M˜0//K0) a` support dans K0p−1(λ($F ))K0. Alors λi 7→ fi se prolonge en un isomorphisme
C[Λ] ∼→ H (M˜0//K0).
Fixons P0 = M0U0 ∈ P(M0). Prenons la mesure de Haar sur U0(F ) telle que mes(K ∩
U0(F )) = 1. De´finissons l’application
S :H (G˜//K)→ H (M˜0//K0)
S(f)(x˜) = δP0(x)−
1
2
∫
U0(F )
f(ux˜) du.
On ve´rifie que S est un homomorphisme de C-alge`bres et il est a` image dansH (M˜0//K0)WG0 .
Les arguments sont identiques a` ceux pour le cas des groupes re´ductifs, cf. [28, §4] §4. Par contre,
le lemme suivant fait intervenir le reveˆtement.
Lemme 3.2.4. Soit t˜ ∈ T˜ tel que |α(t)| ≥ 1 pour toute racine positive α pour (T, P ). Alors on
a
Kt˜K ∩ U0(F )t˜K = t˜K.
Si u ∈ U0(F ), k ∈ K satisfont a` ut˜ = t˜k, alors u ∈ U0(F ) ∩K.
De´monstration. L’inclusion Kt˜K ∩ U0(F )t˜K ⊃ t˜K est claire. Prouvons l’autre inclusion dans
le premier e´nonce´. Dans G(F ) on a KtK ∩U0(F )tK = tK d’apre`s [25, 4.4.4]. Soient u ∈ U0(F )
et k ∈ K tels que ut˜k ∈ Kt˜K ∩ U0(F )t˜K. Il existe donc ε ∈ µm et k′ ∈ K tels que ut˜k = εt˜k′.
Posons k′′ := k′k−1, alors
ut˜ = εt˜k′′,
ou encore
t−1ut = εk′′.
D’apre`s l’invariance du scindage unipotent 2.2.1 et la compatibilite´ 3.1.2, on a ε = 1. Cela
prouve a` la fois les deux e´nonce´s voulus.
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Proposition 3.2.5. On a l’isomorphisme d’alge`bres
H (G˜//K) S−→ H (M˜0//K0)WG0 .
De´monstration. Il suffit de reprendre la de´monstration usuelle de l’isomorphisme de Satake sauf
qu’il faut utiliser 3.2.4. Plus pre´cise´ment, soient λ, λ′ ∈ X∗(T ), e´crivons λ ≤P0 λ′ si 〈α, λ′−λ〉 ≥ 0
pour tout α ∈ ∆0. Posons
Λ− := {λ ∈ Λ : λ ≤P0 0}.
Pour tout t˜ ∈ T˜ ∩ H˜, on peut prendre ft˜ l’e´le´ment de H (G˜//K) a` support dans Kt˜K
tel que ft˜(t˜) = 1 d’apre`s 3.2.1. Pour tout λ ∈ Λ−, se´lectionnons une image re´ciproque t˜ de
t = λ($F ) ∈ T et posons fλ := ft˜. D’apre`s la de´composition de Cartan et 3.2.1, on voit que
B := {fλ : λ ∈ Λ−} est une base pour H (G˜//K).
La meˆme construction fournit une base {gλ : λ ∈ Λ} pour H (M˜0//K0). Pour tout [λ] ∈
Λ/WG0 , posons
f[λ] :=
∑
λ∈[λ]
gλ.
Alors B0 := {f[λ] : [λ] ∈ Λ/WG0 } est une base pour H (M˜0//K0)W
G
0 . Chaque WG0 -orbite dans
Λ rencontre Λ− en un et un seul point, par conse´quent B et B0 sont en bijection canonique.
Se´lectionnons un ordre total ≤ sur X∗(T ) tel que λ ≤P0 λ′ entraˆıne λ ≤ λ′. Identifions X∗(T )
et T (F )/T (F )∩K a` l’aide de λ 7→ λ($F ) et notons ν : T (F )→ X∗(T ) l’homomorphisme ainsi
obtenu. Dans G(F ), on a
∀t, t′ ∈ T (F ), Kt′K ∩ U0(F )tK 6= ∅ ⇒ ν(t) ≤P0 ν(t′)
d’apre`s [25, 4.4.4]. Il en re´sulte que S s’e´crit dans les bases B,B0 comme
Sfλ′ =
∑
λ≤λ′
c(λ, λ′)f[λ], c(λ, λ′) ∈ C×.
C’est une matrice triangulaire infe´rieure. Montrons qu’il n’y a pas de ze´ro dans la diagonale.
E´tant fixe´ λ′ ∈ Λ−, se´lectionnons t˜′ ∈ p−1(λ′($F )) comme pre´ce´demment, alors t˜′ satisfait a`
l’hypothe`se de 3.2.4. Maintenant 3.2.4 entraˆıne que
(Sfλ′)(t˜′) = δP0(t′)−
1
2
∫
U0(F )
fλ′(ut˜
′) du = δP0(t
′)−
1
2
∫
U0(F )∩K
1 du.
Cela entraˆıne que c(λ′, λ′) = δP0(t′)
− 1
2 6= 0, ce qu’il fallait de´montrer.
Vu 3.2.3, on en de´duit
Corollaire 3.2.6. L’alge`bre H (G˜//K) est commutative de type fini sur C.
3.3 Le cas ade´lique
Conside´rons un corps de nombres F et posons A =
∏′
vFv son anneau d’ade`les. Notons VF
l’ensemble de places de F . Notons V∞ := {v ∈ VF : v|∞}. Pour S ⊂ VF , nous utilisons l’indice
S (eg. FS , piS , fS) pour signifier les composantes v ∈ S et l’exposant S (eg. FS , piS , fS) pour
signifier les composantes v /∈ S.
Comme dans le cas local, on se donne un F -groupe re´ductif M , un entier m et on conside`re
une extension centrale de groupes topologiques
1→ µm → M˜ p−→M(A)→ 1.
Section 3 151
Soit S ⊂ VF fini. Notons pS : M˜S →M(FS) la fibre de p au-dessus de M(FS). Lorsque S = {v}
on e´crit tout simplement pv : M˜v →M(Fv), c’est un reveˆtement de M(Fv).
On dit que p : M˜ →M(A) est un reveˆtement a` m feuillets si l’on se donne les donne´es
– une immersion i : M(F )→ M˜ qui scinde p au-dessus de M(F ) ;
– un ensemble fini de places Vram ⊃ V∞ ;
– un mode`le lisse et connexe de M sur oram, l’anneau de (Vram \ V∞)-entiers dans F ;
ve´rifiant les conditions suivantes
(G1) pour toute v /∈ Vram, posonsKv := M(ov), alors il existe un scindage continu sv : Kv → M˜v
que l’on fixe ;
(G2) le triplet (pv : M˜v →M(Fv),Kv, sv) ve´rifie la condition non ramifie´e 3.1.1 ;
(G3) pour tout voisinage V˜ de 1 dans M˜ , il existe un ensemble fini de places S ⊃ Vram tel que
sv(Kv) ⊂ V˜ pour tout v /∈ S.
Ces proprie´te´s passent aux sous-groupes de Le´vi et sont stables par pousser-en-avant en µm.
Le lemme 3.1.2 permet de de´finir le scindage unipotent ade´lique Munip(A) → M˜ en ras-
semblant les scindages unipotents locaux. Vu la construction du scindage unipotent, le re´sultat
suivant est clair.
Lemme 3.3.1. Le scindage i et le scindage unipotent co¨ıncident sur Munip(F ).
Nous supprimons syste´matiquement les symboles i et (sv)v/∈Vram , et nous regardons G(F ) et
Kv comme des sous-groupes de M˜ .
Soit S ⊂ VF , on a l’isomorphisme canonique(∏′
v∈SM˜v
)
/NS
∼→ M˜S
ou` le produit restreint est pris par rapport aux Kv pour v /∈ Vram si |S| =∞, et
NS :=
{
(εv)v∈S ∈
⊕
v∈S
µm :
∏
v
εv = 1
}
.
Lorsque S = VF , posons tout simplement N = NS .
Le choix de Vram, le oram-mode`le lisse et le rele`vement de Kv n’ont pas d’importance es-
sentielle, quitte a` passer a` un ensemble fini de places plus grand. E´tant donne´ un reveˆtement
ade´lique, nous supposons fixe´es des telles donne´es dans l’article.
Un e´le´ment x˜ ∈ M˜S s’exprime comme [x˜v]v∈S , ou` (x˜v)v∈S est un repre´sentant de x˜ dans∏′
v∈SM˜v. Par abus de notation, on e´crit les de´compositions tensorielles pi =
⊗
v∈S piv pour des
repre´sentations irre´ductibles admissibles (resp. f =
∏
v∈S fv pour des fonctions) sur M˜S , ou` piv
(resp. fv) sont des repre´sentations (resp. fonctions) sur M˜v, bien que pi et f sont de´finies sur le
quotient
∏′
v∈SM˜v/NS . Soit χ ∈ µ̂m, alors f =
∏
v fv est χ-e´quivariant si et seulement si chaque
fv l’est. Idem pour les repre´sentations.
Les meˆmes conventions de mesures de §2.5 s’imposent dans ce cadre ; nous demandons de
plus que
– si v /∈ Vram, on utilise la mesure sur M(Fv) pour laquelle mesM(Fv)(Kv) = 1 ;
– pour tout sous-groupe unipotent U ⊂M , on prend la mesure sur U(A) pour laquelle
mes(U(F )\U(A)) = 1.
De tels choix sont possibles. On a les meˆmes formules d’inte´gration comme pre´ce´demment.
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3.4 L’application de Harish-Chandra : le cas ade´lique
L’application de Harish-Chandra s’adapte au cas ade´lique : soient G un F -groupe re´ductif
connexe et M un sous-groupe de Le´vi. De´finissons HM : M(A)→ aM par
∀χ ∈ X∗(M), 〈χ,HM (x)〉 = log |χ(x)|
ou` | · | = ∏v | · |v est la valeur absolue ade´lique. Notons M(A)1 := Ker (HM ), alors M(F ) ⊂
M(A)1.
De´finition 3.4.1. On dit qu’un sous-groupe compact maximal K =
∏
vKv de G(A) est en
bonne position (ou re´ciproquement) relativement a` M si Kv l’est pour tout v.
Fixons un tel sous-groupe compact maximal K. Soit P = MU ∈ P(M), on obtient l’appli-
cation HP : G(A)→ aM en posant
HP (umk) = HM (m), u ∈ U(A),m ∈M(A), k ∈ K.
Soit p : G˜ → G(A) un reveˆtement ade´lique. Prenons les groupes K et P = MU comme
pre´ce´demment et notons M˜ = p−1(M(A)), K˜ = p−1(K). On a la formule d’inte´gration (cf.
(III.2)) ∫
G˜
f(x˜) dx˜ =
∫∫∫
U(A)×M˜×K˜
f(um˜k˜)δP (m)
−1 dk˜ dm˜du.
En composant les applications HM , HP ci-dessus avec p, on obtient leurs avatars sur le
reveˆtement, note´s encore HM , HP . Posons G˜
1 = Ker (HG) = p
−1(G(A)1), on a G(F ) ⊂ G˜1. Les
notions de domaines de Siegel, hauteurs etc. se ge´ne´ralisent a` cette situation. Cela permet de
de´velopper la the´orie des formes automorphes et la de´composition spectrale sur les reveˆtements
(voir [66, I.2]).
Signalons une de´composition utile pour l’e´tude de la formule des traces. Posons F∞ :=∏
v|∞ Fv. Le F -tore AG e´tant de´ploye´, il est l’extension des scalaires d’un Q-tore de´ploye´ AG,Q.
L’immersion canonique R → F∞ fournit une immersion AG,Q(R) ↪→ AG(F∞). Notons AG,∞ la
composante neutre de AG,Q(R) pour la topologie usuelle. On ve´rifie que G(A) = G(A)1×AG,∞.
Si M est un sous-groupe de Le´vi, alors il existe une immersion canonique AG,∞ ↪→ AM,∞.
Rappelons que AG,∞ est un produit de R>0, donc simplement connexe. Cela permet de relever
la de´composition ci-dessus canoniquement au reveˆtement : G˜ = G˜1 ×AG,∞.
3.5 K2-torseurs multiplicatifs de Brylinski-Deligne
Montrons que les reveˆtements provenant des K2-torseurs multiplicatifs de Brylinski et De-
ligne [27] satisfont nos hypothe`ses pour un reveˆtement ade´lique. Dans le cas G simplement
connexe et de´ploye´, ce sont exactement les extensions conside´re´es dans [60]. Rappelons tre`s
brie`vement la construction.
Soit S un sche´ma quelconque, notons SZar le gros site de Zariski associe´. La K-the´orie de
Quillen fournit des faisceaux en groupes (Kn)n≥0 sur SZar ; notons que K1 = Gm. Soit G un
S-sche´ma en groupes re´ductif connexe. Une extension centrale par K2 est alors un K2-torseur
G˜(·) sur G muni d’une structure multiplicative convenable (voir [27, §1]) dans la cate´gorie
des faisceaux en groupes sur SZar. Nous l’appelons un K2-torseur multiplicatif. Lorsque S est
re´gulier de type fini sur un corps, la cate´gorie de ces torseurs est concre`tement de´crite dans [27].
Dans ce qui suit, G de´signe toujours un groupe re´ductif connexe sur la base en question
et G˜(·) de´signe un K2-torseur multiplicatif sur G. Puisque G˜(·) → G est un torseur pour la
topologie de Zariski, si S est le spectre d’un corps ou d’un anneau a` valuation discre`te, alors
K2(S) ↪→ G˜(S) G(S) est une extension centrale de groupes.
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Reveˆtements locaux Prenons F un corps local, X := SpecF . Le the´ore`me de Matsumoto
assure que K2(F ) est l’objet initial de la cate´gorie des applications (dites “symboles”)
{·, ·} : F× × F× → A, A : un groupe abe´lien,
tel que {·, ·} est bi-multiplicatif, alterne´ et {x, y} = 1 lorsque x + y = 1. Ainsi on peut par-
ler des symboles localement constants sur F× × F×. D’apre`s un the´ore`me de Moore, cette
sous-cate´gorie admet un objet initial Kcont2 (F ) muni d’un homomorphisme naturel K2(F ) →
Kcont2 (F ). De´signons le groupe de racines d’unite´ dans F par µ(F ). On a
Kcont2 (F ) =
{
{1}, si F = C;
µ(F ), sinon.
Posons nF := |Kcont2 (F )|. Alors F× × F× → Kcont2 (F ) s’identifie au nF -ie`me symbole de
Hilbert, et Kcont2 (F ) ' µnF .
Soit G˜(·) un K2-torseur multiplicatif sur G. On prend les F -points et on obtient une exten-
sion centrale G˜(F ) de G(F ) par K2(F ). On la pousse via K2(F ) → Kcont2 (F ). De la structure
de torseur se de´duisent des trivialisations locales (pour la topologie de Zariski) de cette exten-
sion centrale. Ces cartes se recollent via des sections locales de K2 sur G, qui fournissent des
fonctions dans Kcont2 (F ) sur des ouverts de G(F ). Elles sont localement constantes sur G(F )
(pour la topologie induite par | · |F ) d’apre`s [27, 10.2], donc on obtient une extension centrale
topologique Kcont2 (F ) ↪→ G˜ G(F ). Si l’on choisit un isomorphisme Kcont2 (F ) ' µnF , alors on
obtient un reveˆtement a` nF feuillets de G(F ) selon la de´finition dans §2.
Extension re´siduelle De´crivons la construction dans [27, 12.11] qui sera bientoˆt utile. On se
donne un corps local non archime´dien F . Posons V := Spec (oF ), η son point ge´ne´rique et s son
point spe´cial. Soient XV un V -sche´ma lisse, Xη (resp. Xs) sa fibre ge´ne´rique (resp. spe´ciale) et
E un K2-torseur sur Xη. Avec les notations standards, on a les inclusions
Xη
j
↪→ XV i←↩ Xs.
Imposons d’abord la condition suivante :
(∗) chaque point de Xs admet un voisinage ouvert U dans XV tel que E se trivialise sur U∩Xη.
Cette condition dit que j∗E est un j∗K2-torseur sur XV . Via l’homomorphisme de re´sidu
j∗K2 → i∗K1 = i∗Gm, on obtient un i∗Gm-torseur sur XV , ou ce qui revient au meˆme, un
Gm-torseur sur Xs. Notons-le Es.
Prenons maintenant XV = GV un sche´ma en groupes re´ductif, avec fibre ge´ne´rique G et
fibre spe´cial Gs. Prenons E = G˜(·) un K2-torseur multiplicatif sur G. Alors G˜(·)s he´rite la
structure multiplicative : on obtient ainsi une extension centrale de Gs par Gm.
En ge´ne´ral, la condition (∗) est satisfaite quitte a` passer a` un reveˆtement e´tale V ′ → V . On
construit ainsi le Gm-torseur G˜(·)s par descente galoisienne. On l’appelle l’extension re´siduelle
de G˜(·). Si l’extension re´siduelle est scinde´e, on dit que G˜(·) est re´siduellement scinde´.
Reveˆtements ade´liques Prenons F un corps de nombres, X := Spec (oF ) ; posons nF :=
|µ(F )|. Soient G un F -groupe re´ductif connexe et G˜(·) un K2-torseur sur G.
Prenons S1 un ensemble fini de points ferme´s de X (i.e. des places non archime´diennes).
Notons S l’union de S1 avec les places archime´diennes de F . Pour S1 suffisamment grand, on
peut supposer que :
– G admet un mode`le lisse sur X \ S1 ;
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– G˜(·) est la fibre ge´ne´rique d’un K2-torseur sur G de´fini sur X \S1, note´e encore G˜(·) (voir
[27, 10.5]) ;
– nFv est premier avec la caracte´ristique re´siduelle de Fv pour tout v ∈ X \ S1.
Soient (S1, G, G˜(·)) et (S′1, G′, G˜′(·)) deux donne´es comme ci-dessus, alors elles deviennent iso-
morphes si l’on se restreint a` X \ S′′1 ou` S′′1 ⊃ S1 ∪ S′1 est fini et assez grand.
Soit v une place de F , on construit l’extension centrale topologique
1→ Kcont2 (Fv)→ G˜v → G(Fv)→ 1.(III.7)
D’autre part, [27, 10.6] affirme que H1(X \ S1,K2) = 0, d’ou` une extension centrale
1→ H0(X \ S1,K2)→ G˜(X \ S1)→ G(X \ S1)→ 1.(III.8)
Pour toute place v, il y a un morphisme naturel de (III.8) dans (III.7). Lorsque v ∈ X \ S1, ce
morphisme se factorise via
1 // K2(ov) //

G˜(ov) //

G(ov)

// 1
1 // Kcont2 (Fv)
// G˜v // G(Fv) // 1.
Or nFv est premier avec la caracte´ristique re´siduelle de Fv, donc la compose´e K2(ov) →
K2(Fv) → Kcont2 (Fv) est triviale et ce diagramme fournit un scindage de (III.7) au-dessus de
G(ov).
Re´unissant ce que l’on a obtenu, il a un diagramme commutatif avec lignes exactes
1 // H0(X \ S1,K2) //

G˜(X \ S1)

// G(X \ S1)

//
xx
1
1 //
∏
v∈S
Fv 6=C
µ(Fv)
αS

//
∏
v∈S G˜v ×
∏
v∈X\S1 G(ov)

//
∏
v∈S G(Fv)×
∏
v∈X\S1 G(ov)
// 1
1 // µ(F ) // G˜S ×
∏
v∈X\S1 G(ov)
//
∏
v∈S G(Fv)×
∏
v∈X\S1 G(ov)
// 1
ou` αS((ζv) v∈S
Fv 6=C
) =
∏
v ζ
[µ(Fv):µ(F )]
v et la dernie`re ligne s’obtient de la deuxie`me en poussant-
en-avant via αS . La fle`che 99K provient du fait que l’application H0(X \ S1,K2) → µ(F ) ainsi
obtenue est triviale, ce qu’assure la re´ciprocite´ de Moore [27, (10.4.2)].
On passe a` la limite par rapport a` S1 et on obtient une extension centrale topologique
µ(F ) ↪→ G˜ p G(A). Elle se scinde canoniquement au-dessus de ∏v∈X\S1 G(ov) et au-dessus
de G(F ) (a` l’aide de 99K). Enfin, on peut identifier µ(F ) et µnF , mais il n’y a pas de choix
canonique. On ve´rifie sans peine que p satisfait aux conditions d’un reveˆtement ade´lique (avec
Vram := S) sauf la commutativite´ du groupe H˜ dans (III.6), ce qui fait l’objet du paragraphe
suivant.
Remarquons aussi que, pour toute place v, la fibre locale pv : G˜v → G(Fv) de p est la
pousse´e-en-avant de (III.7) via µnFv → µnF , ζ 7→ ζ [µ(Fv):µ(F )].
Ve´rification des hypothe`ses Plac¸ons-nous dans le cas F un corps de nombres avec G, G˜(·)
comme pre´ce´dent. On construit l’extension centrale topologique µ(F ) ↪→ G˜ p G(A). Identifions
µ(F ) et µnF en fixant un ge´ne´rateur de µ(F ). Le but est l’e´nonce´ suivant.
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The´ore`me 3.5.1. Les donne´es ci-dessus forment un reveˆtement de G(A) a` nF -feuillets.
Soit S ⊃ Vram un ensemble fini de places de F ve´rifiant les conditions dans le paragraphe
pre´ce´dent. Soit v /∈ S, on prendKv := G(ov), Tv un Fv-tore de´ploye´ maximal dansGv := G×FFv
en bonne position relativement a` Kv, et posons M0,v := ZGv(Tv). C’est un F -tore maximal car
G est non ramifie´. De´finissons H˜v ⊂ M˜0,v comme dans (III.6). D’apre`s ce qui pre´ce`de, il suffit
de ve´rifier la commutativite´ de H˜v pour tout v /∈ S afin de prouver 3.5.1.
Lemme 3.5.2. Conservons le formalisme ci-dessus. Si G˜(·) est re´siduellement scinde´ en v,
alors H˜v est commutatif.
De´monstration. On se rame`ne aussitoˆt au cas G = M0, qui est un Fv-tore non ramifie´. Dans ce
cas-la`, c’est l’assertion de [90, 6.5].
Lemme 3.5.3. Pour toute place v /∈ S, G˜(·) est re´siduellement scinde´ en v.
De´monstration. Cf. [27, 12.14 (iii)] 12.14. Rappelons que les conditions sur S entraˆınent que G
admet un mode`le lisse sur V = Spec (ov) et G˜(·) ×F Fv est la fibre ge´ne´rique d’un K2-torseur
multiplicatif de´fini sur V , disons G˜V (·).
Dans cette situation (∗) est e´videmment satisfait. Donc l’extension re´siduelle est obtenue en
poussant-en-avant G˜V (·) via les homomorphismes de faisceaux sur GV :
K2 → j∗K2 → i∗K1.
Cela faisant partie de la suite de localisation en K-the´orie, la composition est triviale. D’ou`
la trivialite´ de l’extension re´siduelle.
De´monstration de 3.5.1. D’apre`s les remarques apre`s 3.5.1, il suffit de combiner les deux lemmes
pre´ce´dents.
4 La combinatoire
Fixons un corps F , un F -groupe re´ductif connexe G, un sous-groupe de Le´vi minimal M0
et P0 ∈ P(M0).
4.1 Analyse convexe
Les re´sultats ici se trouvent dans [7]. Soient P,Q deux sous-groupes paraboliques semi-
standards de G tels que Q ⊃ P , de´finissons des coˆnes ouverts dans a0
aQP
+
:= {H ∈ a0 : ∀α ∈ ∆QP , α(H) > 0},
+aQP := {H ∈ a0 : ∀$ ∈ ∆̂QP , $(H) > 0};
et leurs fonctions caracte´ristiques
τQP := 1aQP
+ ,
τˆQP := 1+aQP
.
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Notons Z∆QP
∨
(resp. Z∆̂QP
∨
) le re´seau dans aQP engendre´ par ∆
Q
P
∨
(resp. ∆̂QP
∨
) et posons
θQP (λ) := mes(a
Q
P /Z∆
Q
P
∨
)−1
∏
α∨∈∆QP
∨
λ(α∨),
θˆQP (λ) := mes(a
Q
P /Z∆̂
Q
P
∨
)−1
∏
$∨∈∆̂QP
∨
λ($∨)
pour tout λ ∈ (aQP )∗C. Ce sont des fonctions holomorphes en λ. Lorsque Q = G, on supprime les
exposants et on les note a+P ,
+aP , τP , τˆP , θP et θˆP .
E´tant donne´s des sous-groupes paraboliques semi-standards Q ⊃ Q′ ⊃ P ′ ⊃ P et Y ∈ aQP ,
notons Y Q
′
P ′ l’image de Y via a
Q
P → aQ
′
P ′ . Lorsque Q = Q
′ (resp. P = P ′), on simplifie les notations
en supprimant les exposants (resp. les indices) comme pre´ce´demment.
Proposition 4.1.1 (cf. [7, 2.1]). Soient R ⊃ P deux sous-groupes paraboliques semi-standards,
on a ∑
Q:R⊃Q⊃P
(−1)dim(AP /AQ)τQP (XQ)τˆRQ (XQ) =
{
1, si P = R,
0, sinon.
Proposition 4.1.2 (cf. [7, §2]). Conservons les notations pre´ce´dentes et posons
ΓRP (X,Y ) :=
∑
Q:R⊃Q⊃P
(−1)dim(AQ/AR)τQP (XQ)τˆRQ (XQ − YQ), X, Y ∈ aRP .
Alors ΓRP (·, Y ) est a` support compact. On a la relation de re´currence suivante
τˆRP (X − Y ) =
∑
Q:R⊃Q⊃P
(−1)dim(AQ/AR)τˆQP (XQ)ΓRQ(XQ, YQ).
Soit E un espace de Banach. Soit cP : ia
∗
P → E une fonction, de´finissons
c′P (λ) :=
∑
Q⊃P
(−1)dim(AP /AQ)θˆQP (λ)−1cQ(λQ)θQ(λQ)−1(III.9)
ou` cQ := c|ia∗Q . C’est bien de´fini sur le comple´ment dans ia∗P des murs associe´s aux coracines et
copoids simples.
Proposition 4.1.3 (cf. [7, 6.1]). Si cP est lisse, alors c
′
P se prolonge en une fonction lisse sur
λ ∈ ia∗P .
Proposition 4.1.4 (cf. [7, 2.2]). S’il existe X ∈ aP tel que cP (λ) = eλ(X), alors
c′P (λ) =
∫
aGP
ΓGP (H,X
G)eλ(H) dH, λ ∈ ia∗P .
Cela e´tant la transforme´e de Fourier d’une fonction a` support compact, c′P se prolonge en
une fonction holomorphe sur aP,C. De plus, c
′
P (0) est un polynoˆme homoge`ne en X de degre´
dim(AP /AG).
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4.2 (G,M)-familles
Passons en revue la de´finition et les proprie´te´s de (G,M)-familles. Les re´fe´rences sont [7, §6]
et [10, §7].
De´finition 4.2.1. Soit E un espace de Banach. Une (G,M)-famille a` valeurs dans E est une
famille des fonctions lisses
cP : ia
∗
M → E, P ∈ P(M)
telle que pour tous P, P ′ ∈ P(M) adjacents et tout λ ∈ i(a∗M )+P ∩ i(a∗M )+P ′ , on a cP (λ) = cP ′(λ).
Proposition 4.2.2. La fonction
cM (λ) :=
∑
P∈P(M)
cP (λ)θP (λ)
−1
est bien de´finie et lisse sur ia∗M .
On en de´duit des fonctions lisses c′P sur iaP selon (III.9). Posons cM := cM (0), c’est le terme
qui nous inte´resse.
Exemple 4.2.3. On dit qu’un ensemble Y = (YP )P∈P(M) de points dans aM indexe´ par P(M)
est un ensemble (G,M)-orthogonal (resp. (G,M)-orthogonal positif) si pour tous P, P ′ ∈ P(M)
adjacents se´pare´s par α ∈ ∆P , on a
YP − YP ′ ∈ Rα∨ (resp. YP − YP ′ ∈ R≥0α∨).
A` un tel ensemble Y est associe´e une (G,M)-famille
cP (λ,Y) = eλ(YP ).
Vu 4.1.4, on a
c′P (λ,Y) =
∫
aGP
ΓGP (H,Y
G
P )e
λ(H) dH.
Ci-dessous une re´capitulation des ope´rations utiles. Soit (cP )P une (G,M)-famille a` valeurs
dans E.
1 Supposons que E est une alge`bre de Banach. Soit (dP )P une autre (G,M)-famille a` valeurs
dans E. Posons (cd)P (λ) := cP (λ)dP (λ), alors (cd)P est encore une (G,M)-famille.
2 Fixons L ∈ L(M). En rappelant que a∗L ↪→ a∗M canoniquement, posons
cQ(λ) = cP (λ), Q ∈ P(L), λ ∈ ia∗L
ou` P ∈ P(M) est tel que P ⊂ Q ; on ve´rifie que cQ(λ) ne de´pend pas du choix de P . Alors
(cQ)Q est une (G,L)-famille.
3 Fixons L ∈ L(M) et Q ∈ P(L) comme ci-dessus. Si R ∈ PL(M), notons Q(R) l’unique
e´le´ment de P(M) tel que Q(R) ⊂ Q et Q(R) ∩ L = R. Posons
cQR(λ) := cQ(R)(λ), R ∈ PL(M), λ ∈ ia∗M .
Alors (cQR)R est une (L,M)-famille. Lorsque les fonctions c
Q
R ne de´pendent pas de Q, on
les note aussi cLR.
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4 Soient F1 une extension de F et M1 un sous-groupe de Le´vi de G1 := G×F F1. Supposons
que M ⊃M1 sur F1, d’ou` une inclusion canonique a∗M ↪→ a∗M1 . Soit (cP1)P1 une (G1,M1)-
famille, posons
cP (λ) := cP1(λ), P ∈ P(M), λ ∈ ia∗M
ou` P1 ∈ P(M1) est tel que P1 ⊂ P sur F1 ; on ve´rifie que cP (λ) ne de´pend pas du choix
de P1. Alors (cP (λ))P est une (G,M)-famille.
Dore´navant, les (G,M)-familles sont suppose´es a` valeurs dans une alge`bre de Banach fixe´e.
Lemme 4.2.4 ([7, 6.3]). On a
(cd)M (λ) =
∑
Q∈F(M)
cQM (λ
Q)d′Q(λQ).
En particulier,
(cd)M =
∑
Q∈F(M)
cQMd
′
Q.
Corollaire 4.2.5 ([7, 6.4 et 6.5]). Soient (cP ), (dP ) des (G,M)-familles.
– On a dM (λ) =
∑
Q∈P(M) d
′
Q(λQ).
– Supposons que L ∈ L(M) et Q ∈ P(L). Si la famille (cQR) ne de´pend pas du choix de Q,
alors
(cd)M (λ) =
∑
L∈L(M)
cLM (λ
L)dL(λL).
Plac¸ons-nous dans la situation 4. Soit L ∈ L(M1). Si l’homomorphisme canonique
Σ : aMM1 ⊕ aL1M1 → aGM1
est un isomorphisme, posons
dGM1(M,L1) :=
la mesure sur aGM1
Σ∗
(
la mesure sur aMM1 ⊕ aL1M1
)(III.10)
en rappelant que l’on a fixe´ des mesures de Haar sur les espaces en question ; sinon, posons
dGM1(M,L1) := 0.
Prenons
ξ ∈ aMM1 en position ge´ne´rale.(III.11)
Pour L1 ∈ L(M1) tel que dGM1(M,L1) 6= 0, on voit que (ξ + aGM ) ∩ aGL1 consiste en un seul point
non singulier ; ce point appartient donc a` a+Q1 pour un unique Q1 ∈ P(L1). Cela de´finit une
application L1 7→ Q1 pour de tels L1.
Lemme 4.2.6 ([10, 7.4]). Avec le choix pre´ce´dent de ξ ∈ aMM1, on a
cM (λ) =
∑
L1∈L(M1)
dGM1(M,L1)c
Q1
M1
(λQ1), λ ∈ ia∗M .
En particulier,
cM =
∑
L1∈L(M1)
dGM1(M,L1)c
Q1
M1
.
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Conside´rons maintenant une variante. Soient L1, L2 ∈ L(M), on dispose toujours d’une
application canonique
Σ : aL1M ⊕ aL2M → aGM .
Cela permet de de´finir le coefficient dGM (L1, L2) comme en (III.10). De meˆme, prenons
ξ ∈ aMM := {(H,−H) : H ∈ aM}(III.12)
en position ge´ne´rale ; ce choix fournit une application (L1, L2) 7→ (Q1, Q2) pour les L1, L2 avec
dGM (L1, L2) 6= 0, et on a Qi ∈ P(Li), i = 1, 2.
Lemme 4.2.7 ([10, 7.4]). Avec les notations pre´ce´dentes, on a
(cd)M (λ) =
∑
L1,L2∈L(M)
dGM (L1, L2)c
Q1
M (λ
Q1)cQ2M (λ
Q2).
En particulier,
(cd)M =
∑
L1,L2∈L(M)
dGM (L1, L2)c
Q1
M c
Q2
M .
5 La formule des traces avec caracte`re : la partie unipotente
Dans cette section, nous fixons les objets suivants
– F : un corps de nombres,
– A : l’anneau d’ade`les de F ,
– G : un F -groupe re´ductif connexe,
– M0 : un sous-groupe de Le´vi minimal de G,
– P0 ∈ P(M0),
– K =
∏
vKv : un sous-groupe compact maximal de G(A) en bonne position relativement
a` M0,
– ω : G(A)→ C× un caracte`re unitaire continu tel que ω|G(F ) = 1.
On appelle un caracte`re ω ve´rifiant la condition ci-dessus un caracte`re automorphe de G.
De tels objets passent de fac¸on e´vidente aux sous-groupes de Le´vi standards, voire semi-
standards si l’on oˆte la donne´e P0. Fixons aussi des mesures de Haar selon les conventions de
§2.5.
Soit T ∈ a0. E´tant donne´ P ∈ F(M0), par abus de notation, nous e´crirons T au lieu de TP
pour de´signer sa projection dans aP .
5.1 Le o-de´veloppement
Notons R la repre´sentation re´gulie`re de G(A) sur L2(G(F )\G(A)1) = L2(G(F )AG,∞\G(A)),
c’est-a`-dire
(R(y)φ) : x 7→ φ(xy), y ∈ G(A)1, φ ∈ L2(G(F )\G(A)1).
Notons Aω : L
2(G(F )\G(A)1) → L2(G(F )\G(A)1) l’application φ 7→ φω. La formule des
traces pour (G,ω) concerne les ope´rateurs
R(f) ◦Aω : L2(G(F )\G(A)1)→ L2(G(F )\G(A)1), f ∈ C∞c (G(A)1).
Fixons f , alors R(f) ◦Aω admet le noyau
Kω(x, y) =
∑
γ∈G(F )
ω(y)f(x−1γy),
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cela signifie que R(f) ◦Aω est donne´ par φ 7→
∫
G(F )\G(A)1 K
ω(·, y)φ(y) dy.
Rappelons la proce´dure de troncature d’Arthur. Soient T ∈ a+0 et P = MPUP ⊃ P0 un
sous-groupe parabolique standard. De´finissons
KωP (x, y) := ω(y)
∫
UP (A)
∑
γ∈MP (F )
f(x−1γuy) du,
kT,ω(x) :=
∑
P⊃P0
(−1)dimAP /AG
∑
δ∈P (F )\G(F )
KωP (δx, δx)τˆP (HP (δx)− T ).
Lorsque ω = 1, on revient aux objets construits par Arthur [5] et on supprime l’exposant ω.
Remarquons queKωP (x, y) = ω(y)KP (x, y) et k
T,ω(x) = ω(x)kT (x). Donc la somme de´finissant
kT,ω est finie pour x dans un sous-ensemble compact.
On dit que γ1, γ2 ∈ G(F ) sont O-e´quivalents si leurs parties semi-simples sont conjugue´es.
Notons O l’ensemble de classes de O-e´quivalences dans G(F ). Il est en bijection naturelle avec
l’ensemble de classes de conjugaison semi-simples dans G(F ). Comme d’habitude, lorsqu’une
ambigu¨ıte´ sera a` craindre sur G, on les notera OG-e´quivalence et OG.
Soit M un sous-groupe de Le´vi de G, l’inclusion M(F ) ↪→ G(F ) induit une application
OM → OG a` fibres finies.
Soit o ∈ O, de´finissons
KωP,o(x, y) := ω(y)
∫
UP (A)
∑
γ∈MP (F )∩o
f(x−1γuy) du,
kT,ωo (x) :=
∑
P⊃P0
(−1)dimAP /AG
∑
δ∈P (F )\G(F )
KωP (δx, δx)τˆP (HP (δx)− T ).
Alors
∑
oK
ω
P,o = K
ω
P et
∑
o k
T,ω
o = k
T,ω. Comme remarque´ plus haut, on a KωP,o(x, y) =
ω(y)KP,o(x, y) et k
T,ω
o (x) = ω(x)k
T
o (x). Puisque ω est unitaire, le re´sultat suivant de´coule
imme´diatement du cas usuel ω = 1.
The´ore`me 5.1.1 (cf. [5, 7.1]). Soit T ∈ a+0 suffisamment re´gulier, alors∑
o∈O
∫
G(F )\G(A)1
kT,ωo (x) dx
converge absolument.
Soit f ∈ C∞c (G˜1) quelconque et notons kT,ω(x, f) la fonction ainsi associe´e. Il est donc
loisible de de´finir la distribution
f 7→ JT,ωo (f) :=
∫
G(F )\G(A)1
kT,ωo (x, f) dx.
On indiquera le groupe en question en exposant les notations, eg. JG,T,ωo . Si o 3 1 (on
l’appelle la classe unipotente dans O), nous notons les objets associe´s par KωP,unip, kT,ωunip et
JT,ωunip.
Si M ∈ L(M0), o ∈ OG et f ∈ C∞c (M(A)1), posons
JM,T,ωo (f) =
∑
o′∈OM
o′ 7→o
JM,T,ωo′ (f).
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5.2 Comportement des distributions
Modification de troncature Le fait suivant sera utilise´ a` plusieurs reprises.
Proposition 5.2.1. Si G est simplement connexe, alors ω = 1.
De´monstration. Cela re´sulte imme´diatement de la parame´trisation de tels caracte`res par Lan-
glands, cf. [51, pp.122-123].
Corollaire 5.2.2. Le caracte`re ω est trivial sur Gunip(A).
De´monstration. Notons pi : GSC → G le reveˆtement simplement connexe de Gder, alors pi induit
un isomorphisme (GSC)unip
∼→ Gunip de F -sche´mas, d’ou` un home´omorphisme pour leurs points
ade´liques.
Lemme 5.2.3. Soit M un sous-groupe de Le´vi de G. Alors ω est trivial sur AM,∞ ∩G(A)1.
De´monstration. L’application de Harish-Chandra ade´lique fournit un isomorphisme de groupes
topologiques
(III.13) HM : AM,∞ ∩G(A)1 ∼→ aGM .
Notons toujours pi : GSC → G le reveˆtement simplement connexe de Gder et Msc → M sa fibre
au-dessus de M . On obtient l’analogue de (III.13) pour GSC et Msc. Vu la description de a
G
M en
termes de coracines, on voit que pi induit aGSCMsc ' aGM ; l’identification est compatible avec HM
et HMsc . Ainsi, on se rame`ne a` prouver la meˆme assertion pour GSC, Msc et ωSC := ω ◦ pi. Or
ωSC est encore un caracte`re automorphe, on conclut a` l’aide de 5.2.1.
La notion suivante facilitera l’e´tude du comportement des distributions JT,ωo .
De´finition 5.2.4. Pour P0 fixe´, une modification de troncature est une famille des fonctions
continues
Y := {YQ : Q(A) ∩K\K → aQ, Q ∈ F(M0), Q ⊃ P0}
telle que le diagramme suivant commute pour tout Q ⊃ P ⊃ P0 :
P (A) ∩K\K YP //

aP

Q(A) ∩K\K
YQ
// aQ
A` une telle famille sont associe´es des fonctions
uQ(λ, k;Y) := e〈λ,YQ(k)〉, λ ∈ ia∗Q,
lisses en λ, dont u′Q(k;Y) := u′Q(0, k;Y) est la fonction associe´e via (III.9).
Soient Y une modification de troncature, f ∈ C∞c (G(A)1) et Q ⊃ P0, de´finissons une variante
ponde´re´e de la descente parabolique comme suit
fωQ,Y(m) := δQ(m)
1
2
∫
K
∫
UQ(A)
ω(k)f(k−1muk)u′Q(k;Y) dudk, m ∈MQ(A)1.
On ve´rifie que ceci de´finit une application continue C∞c (G(A)1)→ C∞c (MQ(A)1).
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The´ore`me 5.2.5 (cf. [7, (2.4)]). Soit o ∈ O. Soit Y une modification de troncature. Posons
kT,ωo (x;Y) :=
∑
P⊃P0
(−1)dimAP /AG
∑
δ∈P (F )\G(F )
KωP,o(δx, δx)τˆP (HP (δx)− T − YP (kP (δx))).
alors
JT,ωo (f ;Y) =
∫
G(F )\G(A)1
kT,ωo (x;Y) dx
est convergent pour T ∈ a+0 suffisamment re´gulier. De plus, on a
JT,ωo (f ;Y) =
∑
Q⊃P0
J
MQ,T,ω
o (f
ω
Q;Y).
On se de´barrassera de la condition sur T dans 5.2.7.
De´monstration. Pour tout sous-groupe parabolique P , on a
τˆP (HP (δx)− T − YP (kP (δx))) =∑
Q⊃P
(−1)dimAQ/AG τˆQP (HP (δx)− T )ΓGQ(HQ(δx)− T, YQ(kQ(δx))).
Via le changement de variables
(G(F )\G(A)1)× (P (F )\G(F )) ∼→ (Q(F )\G(A)1)× (P (F )\Q(F ))
la formule de´finissant JT,ωo (f ;Y) s’e´crit
JT,ωo (f ;Y) =
∑
Q⊃P0
∫
Q(F )\G(A)1
∑
P :Q⊃P⊃P0
(−1)dimAP /AQ
∑
δ∈P (F )\Q(F )
KωP,o(δx, δx)τˆ
Q
P (HP (δx)− T )ΓGQ(HQ(δx)− T, YQ(kQ(δx))) dx.
E´crivons
Q(F )\G(A)1 = (UQ(F )\UQ(A))× (AMQ,∞ ∩G(A)1)× (MQ(F )\MQ(A)1)×K,
x = uamk,
dx = δQ(a)
−1 dudadm dk,
KωP,o(δx, δx) = ω(m)ω(k)KP,o(δuamk, δuamk),
ou` on a utilise´ 5.2.3 qui assure ω(a) = 1. On ve´rifie de plus
YQ(kQ(δuamk)) = YQ(k),
KP,o(δuamk, δuamk) = δQ(a)KP,o(δmk, δmk),
HQ(δuamk) = HQ(a),
HP (δuamk) ∈ HP (δm) + aQ.
Rappelons que AMQ,∞∩G(A)1 s’identifie a` aGQ via HMQ . Les e´quations ci-dessus entraˆınent que
JT,ωo (f ;Y) =
∑
Q⊃P0
∫
MQ(F )\MQ(A)1
ω(m)
∑
P :Q⊃P⊃P0
(−1)dimAP /AQ
∫
K
ω(k)
∑
δ∈(P∩MQ)(F )\MQ(F )
∫
aGQ
ΓGQ(H,YP (k)) dH
KP,o(δmk, δmk)τˆQP (HP (δm)− T ) dk dm.
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Graˆce a` 4.1.4, l’inte´grale sur aGQ vaut u
′
Q(k;Y). L’application P 7→ P ∩MQ induit une bijection
entre {P : Q ⊃ P ⊃ P0} et l’ensemble de sous-groupes paraboliques standards de MQ. On
ve´rifie que, pour tous m1,m2 ∈MQ(A)1 on a∫
K
ω(k)KP,o(m1k,m2k)u
′
Q(k;Y) dk =
∑
γ∈MP (F )∩o
∫
(UP∩MQ)(A)
fωQ;Y(m
−1
1 γum2) du,
cf. [7, p.17]. En l’appliquant a` m1 = m2 = δm, on en de´duit l’assertion.
De´pendance de T Pour tout Q ∈ F(M0), posons
fωQ (m) := δQ(m)
1
2
∫
K
∫
UQ(A)
ω(k)f(k−1muk) dudk, m ∈MQ(A)1;(III.14)
ceci fournit une application continue C∞c (G(A)1)→ C∞c (MQ(A)1).
Corollaire 5.2.6 (cf. [7, (2.4)]). Soient o ∈ O, f ∈ C∞c (G(A)1). Soient T, T1 ∈ a+0 suffisamment
re´guliers, alors
JT1,ωo (f) =
∑
Q⊃P0
J
MQ,T,ω
o (f
ω
Q ) ·
∫
aGQ
ΓGQ(H,T1 − T ) dH.
De´monstration. Prenons YP (k) := T1 − T ∈ aP pour tout P ⊃ P0 et tout k ∈ K, cela de´finit
une modification de troncature. D’apre`s 4.1.4, on a
fωQ,Y = f
ω
Q
∫
aGQ
ΓGQ(H,T1 − T ) dH.
On a aussi JT,ωo (f ;Y) = JT1,ωo (f). L’assertion re´sulte imme´diatement de 5.2.5.
Corollaire 5.2.7. La distribution f 7→ JT,ωo (f), de´finie au de´but pour T ∈ a+0 suffisamment
re´gulier, est polynomiale en T de degre´ ≤ dim aG0 . Par conse´quent, la distribution est bien de´finie
comme un polynoˆme en T ∈ a0.
La formule dans 5.2.5 reste valable pour tout T ∈ a0.
De´monstration. La premie`re assertion de´coule de 4.1.4. La deuxie`me en re´sulte en notant que
les deux coˆte´s de 5.2.5 sont tous polynomiaux en T .
Non-invariance Fixons o ∈ OG. Soient f ∈ C∞c (G(A)), y ∈ G(A), de´finissons
fy(x) = f(yxy−1), x ∈ G(A)1.
De´finissons une modification de troncature Yy en posant YP (k) = −HP (ky). Posons
u′Q(k, y) := u
′
Q(k;Yy),(III.15)
fωQ,y := f
ω
Q,Yy .(III.16)
The´ore`me 5.2.8. Avec les notations pre´ce´dentes, on a
JT,ωo (f
y) = ω(y)
∑
Q⊃P0
J
MQ,T,ω
o (f
ω
Q,y).
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De´monstration. Pour tout sous-groupe parabolique standard P , notons KωP,o,fy le noyau associe´
a` fy au lieu de f . Pour tout δ ∈ G(F ), on ve´rifie que
KωP,o,fy(δx, δx) = ω(y)K
ω
P,o(δxy
−1, δxy−1).
D’ou`
JT,ωo (f
y) = ω(y)
∫
G(F )\G(A)1
∑
P⊃P0
(−1)dim(AP /AG)
∑
δ∈P (F )\G(F )
KωP,o(δxy
−1, δxy−1)τˆP (HP (δx)− T ) dx
= ω(y)
∫
G(F )\G(A)1
∑
P⊃P0
(−1)dim(AP /AG)
∑
δ∈P (F )\G(F )
KωP,o(δx, δx)τˆP (HP (δxy)− T ) dx.
Comme HP (δxy) = HP (δx) +HP (kP (δx)y), on voit que J
T,ω
o (f
y) = ω(y)JT,ωo (f ;Yy). Cela
permet de conclure d’apre`s 5.2.5.
De´finition 5.2.9. Soit w ∈WG0 , prenons des repre´sentants wˆ ∈ G(F ) et w˜ ∈ K, alorsHP0(wˆ) =
HM0(wˆw˜
−1) ; comme HM0 est trivial sur M0(F ), cela ne de´pend que de w, M0 et K. Notons-le
HP0(w) bien qu’il ne de´pend pas de P0.
Dans [7], Arthur de´finit un unique point T0 ∈ aG0 tel que
HP0(w
−1) = T0 − w−1T0, w ∈WG0 .(III.17)
On l’appelle le parame`tre de troncature canonique pour (G,M0,K). De´finissons J
ω
o := J
T0,ω
o .
Nous allons de´montrer que Jωo ne de´pend pas du choix de P0.
Notons Ksc l’image re´ciproque de K par pi : GSC(A)→ G(A).
Proposition 5.2.10. Soient L,L′ ∈ L(M0) et w ∈WG0 avec un repre´sentant wˆ ∈ G(F ) tel que
L′ = w−1Lw. Soit w˜ ∈ pi(Ksc) un autre repre´sentant, i.e. w˜wˆ−1 ∈M0(A). Pour f ∈ C∞c (L(A)1),
posons
f ′(x′) := f(w˜x′w˜−1), x′ ∈ L′(A)1.
Alors
JL
′,ω
o (f
′) = JL,ωo (f)
ou` JL,ωo (resp. J
L′,ω
o ) est de´fini par rapport a` KL := K ∩ L(A) (resp. KL′ := K ∩ L′(A)) et
R0 := P0 ∩ L (resp. R′0 := w−1(P0 ∩ L)w).
De´monstration. Le parame`tre de troncature canonique pour L (resp. L′) s’obtient en projetant
T0 via a
G
0 → aL0 (resp. aG0 → aL
′
0 ). Posons
f◦(x) := f(w˜wˆ−1xwˆw˜−1), x ∈ L(A)1,
K◦ := wˆKL′wˆ−1 ⊂ L(A).
Prenons T ∈ (aL′R′0)
+ suffisamment re´gulier. Par le transport de structure x 7→ wˆxwˆ−1, on a
JL
′,T,ω
o (f
′;KL′) = JL,wT,ωo (f
◦;K◦).
SoitR ⊃ R0, notonsKωR,o le noyau associe´ a` f etK. En utilisant le fait que ω(wˆ) = ω(w˜) = 1,
dont la dernie`re e´galite´ re´sulte de 5.2.2, l’argument pour 5.2.8 montre que
JL,wT,ωo (f
◦;K◦) =
∫
L(F )\L(A)1
∑
R⊃R0
(−1)dim(AR/AL)
∑
δ∈R(F )\L(F )
KωR,o(δx, δx)τˆR(HR(δxw˜wˆ
−1;K◦)− wT ) dx,
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ou` HR(·;K◦) de´signe l’application de Harish-Chandra de´finie par rapport a` K◦.
D’autre part, conside´rons JL,wT−wT0+T0,ωo (f ;KL) ; il s’exprime de la meˆme manie`re sauf que
le terme τˆR(· · · ) est remplace´ par
τˆR(HR(δx;K) + wT0 − T0 − wT ).
Soit δx = umk une de´composition d’Iwasawa ou` u ∈ UR(A), m ∈ MR(A), k ∈ K ∩ L(A),
alors HR(δx;K) = HMR(m). On a
δxw˜wˆ−1 = um w˜wˆ−1︸ ︷︷ ︸
∈M0(A)
· wˆw˜−1kw˜wˆ−1︸ ︷︷ ︸
∈K◦
,
donc HR(δxw˜wˆ
−1;K◦) = HMR(m) + HMR(w˜wˆ
−1). Montrons que HMR(w˜wˆ
−1) = wT0 − T0. Il
suffit de conside´rer le cas MR = M0. Posons m0 := wˆw˜
−1 ∈M0(A), i.e. wˆ = m0w˜, alors
HP0(wˆ) = HM0(m0) = −HM0(w˜wˆ−1);
or HP0(wˆ) = T0 − wT0 d’apre`s la de´finition de T0.
On en de´duit que
JL
′,T,ω
o (f
′;KL′) = JL,wT−wT0+T0,ωo (f ;KL).
Les deux coˆte´s sont polynomiaux en T . On conclut en prenant T = T0.
Corollaire 5.2.11 (cf. [7, §2]). Les distributions Jωo ne de´pendent pas du choix de P0 ∈ P(M0).
De´monstration. Soit P ′0 ∈ P(M0). Prenons w ∈ WG0 tel que P ′0 = w−1P0w et un repre´sentant
w˜ ∈ pi(Ksc). Vu 5.2.10, il suffit de montrer que
Jωo (f) = J
ω
o (f
w˜−1).
Soit Q ⊃ P0. Puisque w˜−1 ∈ K, on a
u′Q(·, w˜−1) =
∫
aGQ
ΓGQ(H, 0) dH =
{
1, si Q = G
0, sinon.
.
En rappelant que ω(w˜) = 1, on conclut par 5.2.8.
Corollaire 5.2.12. Soit y ∈ G(A)1, on a
Jωo (f
y) = ω(y)
∑
Q∈F(M0)
|WMQ0 ||WG0 |−1JMQ,ωo (fωQ,y).
De´monstration. Nous allons le de´duire de 5.2.8. Supposons que Q′ ∈ F(M0), alors il existe un
unique Q ⊃ P0 et un w ∈ WG0 tel que Q′ = w−1Qw. De plus, l’application Q′ 7→ Q est a` fibres
de |WMQ0 |−1|WG0 | e´le´ments. Prenons un repre´sentant w˜ ∈ pi(Ksc) de w. On ve´rifie que
∀k ∈ K, u′Q′(w˜−1k, y) = u′Q(k, y)
(cf. [7, p.21]), donc fωQ′,y(w˜
−1xw˜) = fωQ,y(x) pour tout x ∈MQ(A)1. D’apre`s 5.2.10, J
MQ′ ,ω
o (f
ω
Q′,y) =
J
MQ,ω
o (f
ω
Q,y). Alors 5.2.8 permet de conclure.
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De´pendance de K Conservons les conventions du paragraphe pre´ce´dent. Fixons un autre
sous-groupe compact maximal K1 de G(A) en bonne position relativement de M0 et notons T0
(resp. T1) le parame`tre de troncature canonique pour K (resp. K1).
Fixons P0 ∈ P(M0). Conside´rons la famille des fonctions continues K → aP indexe´e par
Q ∈ F(M0)
YQ(k) := −HQ(k;K1) + T1 − T0.
On ve´rifie que Y := (YQ)Q⊃P0 est une modification de troncature. On de´finit ainsi
u′Q(k;K1|K) := u′Q(k;Y),(III.18)
fωQ;K1|K := f
ω
Q;Y .(III.19)
Lemme 5.2.13. Avec les notations pre´ce´dentes, on a
Jωo (f ;K1) =
∑
Q⊃P0
J
MQ,ω
o (f
ω
Q;K1|K).
De´monstration. Supposons T ∈ a+0 suffisamment re´gulier, on a
JT+T1(f ;K1) =
∫
G(F )\G(A)1
∑
P⊃P0
(−1)dim(AP /AG)
∑
δ∈P (F )\G(F )
KωP (δx, δx)τˆP (HP (δx;K1)− T − T1) dx,
tandis que JT+T0(f) est de´fini de la meˆme fac¸on sauf que le terme τˆP (· · · ) est remplace´ par
τˆP (HP (δx)− T − T0). Pour conclure, il suffit de noter
HP (δx;K1)− T − T1 = HP (δx)− T − T0 +HP (kP (δx);K1) + T0 − T1
puis appliquer 5.2.5 et e´valuer des polynoˆmes en T = 0.
Lemme 5.2.14. Soit w ∈ WG0 . Si w˜ (resp. w˜1) est un repre´sentant de w dans K (resp. K1),
alors HM0(w˜
−1w˜1) = (w−1 − 1)(T0 − T1).
De´monstration. Prenons un repre´sentant rationnel wˆ ∈ G(F ) de w. La de´finition des parame`tres
T0, T1 affirme que
(1− w)T0 = HP0(wˆ) = HM0(wˆw˜−1),
(1− w)T1 = HP0(wˆ;K1) = HM0(wˆw˜−11 ).
En prenant la diffe´rence, on obtient (1 − w)(T0 − T1) = HM0(w˜1w˜−1), ce qui est e´gal a`
wHM0(w˜
−1w˜1).
The´ore`me 5.2.15. On a
Jωo (f ;K1) =
∑
Q∈F(M0)
|WMQ0 ||WG0 |−1JMQ,ωo (fωQ;K1|K).
De´monstration. D’abord, supposons que w ∈WG0 , Q′ ∈ F(M0) sont tels que Q′ = w−1Qw avec
Q ⊃ P0. Prenons un repre´sentant w˜ ∈ pi(Ksc). D’apre`s 5.2.10, on a
J
MQ′ ,ω
o (f
ω
Q′;K1|K) = J
MQ,ω
o ((f
ω
Q′;K1|K)
w˜−1).(III.20)
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Pour tout m ∈MQ(A)1, on a
fωQ′;K1|K(w˜
−1mw˜) = δQ′(w˜−1mw˜)
1
2
∫
K
∫
UQ′ (A)
ω(k)f(k−1w˜−1mw˜u′k)u′Q′(k;K1|K) du′ dk
(III.21)
= δQ(m)
1
2
∫
K
∫
UQ(A)
ω(k)f(k−1muk)u′Q′(w˜
−1k;K1|K).(III.22)
E´crivons k = qk1 avec q ∈ Q(A) et k1 ∈ K1, alors HQ(k;K1) = HQ(q). D’autre part,
w˜−1k = w˜−1w˜︸ ︷︷ ︸
∈Q′(A)
· w˜−1w˜1︸ ︷︷ ︸
∈M0(A)
· w˜−11 k1︸ ︷︷ ︸
∈K1
entraˆıne que
−wHQ′(w˜−1k;K1) = −w(w−1HQ(k;K1) +HM ′Q(w˜
−1w˜1))
= −HQ(k;K1)− (1− w)(T0 − T1),
w(−HQ′(w˜−1k;K1) + T1 − T0) = −HQ(k;K1) + T1 − T0.
d’apre`s le lemme pre´ce´dent. D’ou` u′Q′(w˜
−1k;K1|K) = uQ(k;K1|K), donc
(fωQ′;K1|K)
w˜−1 = fωQ;K1|K .(III.23)
Maintenant on fait varier Q et w. Les e´quations (III.21)-(III.23) entraˆınent que∑
Q′∈F(M0)
|WMQ′0 ||WG0 |−1J
MQ′ ,ω
o (f
ω
Q′;K1|K) =
∑
Q⊃P0
J
MQ,ω
o (f
ω
Q;K1|K).
Vu 5.2.13, cela ache`ve la de´monstration.
5.3 Inte´grales orbitales ponde´re´es avec caracte`re
Fixons un ensemble fini S de places de F . De´composons les objets en question comme
K = KS ×KS , G(A) = G(FS) ×G(FS), M(A) = M(FS) ×M(FS), etc. Notons la restriction
de ω sur M(FS), ou` M est un sous-groupe de Le´vi quelconque de G, par le meˆme symbole ω.
Fixons des mesures sur G(FS) et sur les M(FS) selon §2.5.
Remarque 5.3.1. Bien que ces objets-la` sont suppose´s d’origine globale, ici il ne s’agit que
d’une e´tude locale. Par exemple, la seule proprie´te´ de ω qui interviendra est qu’il est un caracte`re
unitaire de G(FS) ; il existe aussi des versions locales de 5.2.1 et 5.2.2.
Inte´grales orbitales avec caracte`re SoientM un sous-groupe de Le´vi deG, f ∈ C∞c (M(FS))
et y ∈M(FS). Posons toujours
fy(x) = f(yxy−1), x ∈M(FS).
Soit D une distribution sur M(FS), posons
yD : f 7→ 〈D, fy〉, f ∈ C∞c (M(FS))
Cela de´finit une action a` gauche (resp. a` droite) de M(FS) sur l’espace des distributions (resp.
des fonctions) sur M(FS).
De´finition 5.3.2. Une fonction f (resp. distribution D) est dite ω-e´quivariante si fy = ω(y)f
(resp. yD = ω(y)D) pour tout y.
Par exemple, une fonction f localement inte´grable est ω-e´quivariante si et seulement la dis-
tribution φ 7→ ∫M(FS) f(x)φ(x) dx l’est. Nous nous inte´ressons aux distributions ω-e´quivariantes.
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Conventions sur la mesure On conside`re les paires (O, µ), ou`
– O est une classe de conjugaison dans M(FS),
– µ est une mesure de Radon complexe non triviale sur O qui est ω-e´quivariante ; autrement
dit µ(y−1xy) = ω(y)µ(x) pour tout x ∈ O et tout y ∈M(FS).
Le groupe M(FS) ope`re sur ces paires par conjugaison ; la conjugaison ne change pas O mais
elle transporte µ. On e´crit (O1, µ1) ∼ (O2, µ2) si O1 = O2. Notons
Γ˙(M(FS))
ω := {(O, µ)},
Γ(M(FS))
ω := {(O, µ)}/ ∼ .
Alors Γ˙(M(FS))
ω → Γ(M(FS))ω est un C×-torseur, ce qui permet de de´finir γ˙/η˙ ∈ C× si γ˙ et
η˙ ont la meˆme classe de conjugaison sous-jacente.
De´finition 5.3.3. Une classe de conjugaison O dans M(FS) est dite ω-bonne si elle admet une
mesure de Radon ω-e´quivariante comme ci-dessus. Autrement dit, O est bonne si pour tout
γ ∈ O, on a ω|Mγ(FS) = 1. On dit que γ ∈M(FS) est ω-bon si sa classe de conjugaison l’est.
Nous utilisons les symboles pointe´s pour de´signer un e´le´ment dans Γ˙(M(FS))
ω, eg. γ˙ ; la
classe de conjugaison sous-jacente est note´e Supp(γ˙).
Une paire γ˙ = (O, µ) donne naissance a` l’inte´grale orbitale
JωM (γ˙, f) := |DM (γ)|
1
2
∫
O
f dµ, f ∈ C∞c (M(FS))(III.24)
avec γ ∈ O quelconque, ou` DM est le discriminant de Weyl (voir 5.6.1). Pour montrer qu’elle
converge, il suffit de remplacer µ par |µ|. On obtient ainsi une mesure de Radon invariante sur
O, ce qui permet d’appliquer le re´sultat de Rao [69]. On ve´rifie que, pour tout y ∈M(FS)
JωM (yγ˙y
−1, f) = JωM (γ, f
y) = ω(y)JωM (γ˙, f).(III.25)
Cela permet d’immerger Γ˙(M(FS))
ω dans l’espace de distributions ω-e´quivariantes.
Donnons-en une construction directe. Soit γ ∈ M(FS) bon et notons O sa classe de conju-
gaison. Fixons une mesure invariante sur Mγ(FS)\M(FS). Alors on peut choisir une unique
mesure complexe µ[γ] sur O de sorte que
JωM ((O, µ[γ]), f) =
∫
Mγ(FS)\M(FS)
ω(x)f(x−1γx) dx.(III.26)
Il serait tentant de l’e´crire comme JωM (γ, f) ; cependant il faut prendre garde qu’il de´pend du
choix de γ dans sa classe de conjugaison.
Induction de classes unipotentes Supposons que γ ∈M(FS) est ω-bon ; soit γ˙ ∈ Γ˙(M(FS))ω
tel que γ ∈ Supp(γ˙).
Supposons pour l’instant queMγ = Gγ . On peut regarder γ˙ comme un e´le´ment de Γ˙(G(FS))
ωunionsq
{0} (comme distributions sur G(FS)) en choisissant l’unique mesure telle que
JωG (γ˙, f) =
∫
M(FS)\G(FS)
ω(x)JωM (γ˙, f
x−1) dx, f ∈ C∞c (G(FS)).(III.27)
Section 5 169
Si l’on fixe des choix comme dans (III.26), c’est tout simplement
|DM (γ)| 12
∫
Mγ(FS)\G(FS)
ω(x)f(x−1γx) dx;
et on a γ˙ = 0 dans G si et seulement si γ n’est pas ω-bon dans G(FS).
En ge´ne´ral, notons AM,reg l’ouvert dense de AM des e´le´ments a tels que∏
β∈ΣredP
(β(a)− β(a)−1) soit inversible , P ∈ P(M);
alors pour a ∈ AM,reg(FS) en position ge´ne´rale, on a Mγ = Maγ = Gaγ . Notons aγ˙ ∈ Γ˙(M(FS))ω
l’e´le´ment obtenu via le transport de structure. D’apre`s (III.27), on regarde aγ˙ comme un e´le´ment
de Γ˙(G(FS))
ω.
Soit maintenant γ ∈ M(FS) unipotent. Lusztig et Spaltenstein [58] ont de´fini une classe
de conjugaison ge´ome´trique unipotente γG dans G(FS). C’est une re´union finie de classes de
conjugaison dans G(FS), disons γ
G = unionsqi∈IγGi . Notons I0 l’ensemble des i ∈ I tels que γGi est
ω-bon.
Lemme 5.3.4 (cf. [12, (6.6)]). Il existe des uniques mesures de Radon ω-e´quivariantes non
triviales sur {γGi }i∈I0 telles que si l’on note
JωG (γ˙
G, ·) :=
∑
i∈I0
JωG (γ˙
G
i , ·)
alors
JωG (γ˙
G, ·) = lim
a→1
a∈AM,reg(FS)
JωG (aγ˙, ·)
ou` les a dans la limite sont suppose´s en position ge´ne´rale de sorte que Maγ = Gaγ.
De´monstration. Le cas ω = 1 est de´montre´ dans [12]. La meˆme de´monstration marche si l’on
utilise les mesures ω-e´quivariantes sur les classes de conjugaison.
Cela e´tant, on peut de´finir γ˙G comme une combinaison line´aire des e´le´ments dans Γ˙(G(FS))
ω.
Inte´grales orbitales ponde´re´es Soit M un sous-groupe de Le´vi de G. Soient γ ∈ M(FS)
bon et O sa classe de conjugaison, prenons une paire γ˙ = (O, µ) ∈ Γ˙(M(FS))ω.
De´finition 5.3.5. Supposons que Mγ = Gγ . Si γ n’est pas ω-bon dans G(FS), posons
JωM (γ˙, ·) = 0;
sinon, γ˙ induit une paire (O′, µ′) ∈ Γ˙(G(FS))ω via (III.27). Arthur a de´fini une (G,M)-famille
vP (λ, x) := e
−〈λ,HP (x)〉, P ∈ P(M), λ ∈ ia∗M ;
associe´e a` l’ensemble (G,M)-orthogonal positif YP (x) = −HP (x). Notons vM (x) la fonction
associe´e ; elle est une fonction sur M(FS)\G(FS)/KS . Pour tout t ∈ O′, e´crivons t = x−1γx et
de´finissons une nouvelle mesure en posant µ′M (t) = vM (x)µ
′(t) (avec abus de notations) ; cela
ne de´pend pas du choix de x.
Pour f ∈ C∞c (G(FS)), posons
JωM (γ˙, f) := |DG(γ)|
1
2
∫
O′
f dµ′M .
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La convergence de´coule en remplac¸ant µ′M par |µ′M |, ce qui nous rame`ne au cas usuel ω = 1.
Si l’on fixe des choix comme dans (III.26), c’est tout simplement
|DG(γ)| 12
∫
Gγ(FS)\G(FS)
ω(x)f(x−1γx)vM (x) dx.
Revenons au cas ge´ne´ral. Soit L ∈ L(M), Arthur de´finit un facteur rLM (γ, a) pour tous γ ∈
M(FS), a ∈ AM,reg(FS) ([12, §5]), par lequel est de´finie l’inte´grale orbitale ponde´re´e ge´ne´rale.
Ce facteur ne de´pend que de L,M, a et la classe de conjugaison de γ dans M . Dans le cas
Mγ = Gγ , on a
rLM (γ, a) =
{
1, si L = M,
0, sinon.
Si a ∈ AM,reg(FS) est en position ge´ne´rale, alors Mγ = Maγ = Gaγ et on sait de´finir aγ˙ ∈
Γ˙(G(FS))
ω a` l’aide de (III.27).
The´ore`me 5.3.6 (cf. [12, 5.2]). Pour tout f ∈ C∞c (G(FS)), la limite
JωM (γ˙, f) := lim
a→1
a∈AM,reg(FS)
∑
L∈L(M)
rLM (γ, a)J
ω
L (aγ˙, f)
existe, ou` les a dans la limite sont suppose´s en position ge´ne´rale de sorte que Maγ = Gaγ. Si
Mγ = Gγ, elle co¨ıncide avec la de´finition 6.3.1. On a
∀y ∈M(FS), JωM (yγ˙y−1, f) = ω(y)JωM (γ˙, f).
De´monstration. Les termes a` droite sont bien de´finis. La de´monstration de l’existence de la
limite est pareille que celle dans [12] : il suffit de tordre les mesures invariantes sur G(FS), KS
ou sur les orbites par ω, et on ve´rifie que cela n’affecte pas les de´monstrations car ω est unitaire.
L’assertion sur l’e´quivariance est claire si Mγ = Gγ ; le cas ge´ne´ral s’en suit par de´finition.
Lorsqu’une ambigu¨ıte´ sur G sera a` craindre, nous noterons les objets par JG,ωM (γ˙, f), etc.
Proposition 5.3.7 (cf. [12, 6.2]). Soit u˙ ∈ Γ˙(M(FS))ω supporte´ sur une classe de conjugaison
unipotente. Alors f 7→ JωM (u˙, f) de´finie une mesure complexe ω-e´quivariante sur l’induite uG
qui est absolument continue par rapport a` la mesure de´finie dans 5.3.4.
Le cas non ramifie´ Fixons G et M comme pre´ce´demment. Supposons que S consiste en
places non archime´diennes et fixons KS :=
∏
v∈SKv tel que Kv est un sous-groupe hyperspe´cial
de G(Fv) en bonne position relativement a` M pour chaque v ∈ S. Notons 1KS la fonction
caracte´ristique de KS .
De´finition 5.3.8. Les inte´grales orbitales ponde´re´es non ramifie´es sont de´finies par
rωM,KS (γ˙) = r
G,ω
M,KS
(γ˙) := JωM (γ˙,1KS ), γ˙ ∈ Γ˙(G(FS))ω.
Lorsque γ est fortement re´gulier dans G, notre de´finition est celle dans [85].
5.4 Comportement des inte´grales orbitales ponde´re´es avec un caracte`re
Soient γ ∈ M(FS) ω-bon et prenons γ˙ ∈ Γ˙(M(FS))ω (i.e. on fixe la mesure) comme
pre´ce´demment.
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(M,σ)ω-e´quivalence Soient σ ∈M(FS)ss et Σ ⊂ σMσ(FS) un ouvert invariant par Mσ(FS).
Notons
Γ˙(Σ)ω := {γ˙ ∈ Γ˙(M(FS))ω : Supp(γ˙) ⊂ Σ}.
Supposons de´sormais que l’adhe´rence de Σ dans σMσ(FS) contient un voisinage invariant de σ.
Suivant [12, p.235], on dit que deux fonctions φ1, φ2 sur Γ˙(Σ)
ω sont (M,σ)ω-e´quivalentes s’il
existe f ∈ C∞c (M(FS)) et un voisinage U de σ dans M(FS) tels que
(φ1 − φ2)(γ˙) = JM,ωM (γ˙, f)
pour tout γ˙ ∈ Γ˙(Σ)ω tel que Supp(γ˙) ⊂ U . Si cette condition est ve´rifie´e, on e´crit
φ1
(M,σ)ω∼ φ2.
Proposition 5.4.1 (cf. [12, 2.2]). Si Mσ = Gσ, alors pour tout f ∈ C∞c (M(FS)) on a
JωM (γ˙, f)
(M,σ)ω∼ 0
pour tout γ˙ ∈ Γ˙(M(FS))ω assez proche de σ modulo conjugaison.
De´monstration. La de´monstration est identique a` celle du cas ω = 1.
Formules de descente
Proposition 5.4.2 (cf. [12, 6.2]). Supposons γ unipotent. Soit L1 ∈ L(M), alors pour tout
f ∈ C∞c (G(FS)), on a
JωL1(γ˙
L1 , f) = lim
a→1
a∈AM,reg(FS)
∑
L∈L(L1)
rLL1(γ, a)J
ω
L (aγ˙, f).
Soit Q = LUQ ∈ F(M). De´finissons la version locale de (III.14) :
fωQ (m) := δQ(m)
1
2
∫
KS
∫
UQ(FS)
ω(k)f(k−1muk) dudk, m ∈ L(FS).
Corollaire 5.4.3 (cf. [10, §8]). Conservons les notations pre´ce´dentes et fixons ξ ∈ aL1M en
position ge´ne´rale comme dans (III.11), ce qui permet d’associer a` chaque L ∈ L(M) tel que
dGM (L1, L) 6= 0 un QL ∈ P(L). Alors
JωL1(γ˙
L1 , f) =
∑
L∈L(M)
dGM (L1, L)J
L,ω
M (γ˙, f
ω
QL
).
De´monstration. L’e´nonce´ dans [10] est pour les distributions invariantes ; or le cas ω = 1 du
re´sultat voulu y est implicite. Les arguments d’Arthur s’adaptent de fac¸on usuelle au cas ge´ne´ral.
De meˆme, on a la formule de de´ploiement pour inte´grales orbitales ponde´re´es. Prenons
ξ ∈ aMM en position ge´ne´rale comme dans (III.12), ce qui permet de de´finir une application
(L1, L2) 7→ (Q1, Q2) avec Qi ∈ P(Li) (i = 1, 2) pourvu que dGM (L1, L2) 6= 0.
Proposition 5.4.4 (cf. [11, 9.1]). Supposons S = S1 unionsq S2. Soit γ˙ = γ˙1γ˙2, ou` γ˙i ∈ Γ˙(M(FSi))ω
pour i = 1, 2. Soit f = f1f2 ∈ C∞c (G(FS)) ou` fi ∈ C∞c (G(FSi)) pour i = 1, 2. Alors
JωM (γ˙, f) =
∑
L1,L2∈L(M)
dGM (L1, L2)J
L1
M (γ˙1, f
ω
Q1)J
L2
M (γ˙2, f
ω
Q2).
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Non-invariance Conservons les meˆmes notations. Soit Q ∈ F(M0). On a la (G,MQ)-famille
uP (λ, x, y) = e
−〈λ,HP (kP (x)y)〉, x, y ∈ G(FS).
On de´finit la version locale de (III.16)
fωQ,y(m) = δQ(m)
1
2
∫∫
KS×UQ(FS)
ω(k)f(k−1muk)u′Q(k, y) dudk, m ∈MQ(FS).
Proposition 5.4.5 (cf. [7, (8.2)]). Pour tout y ∈ G(FS), on a
JωM (γ˙, f
y) = ω(y)
∑
Q∈F(M)
J
MQ,ω
M (γ˙, f
ω
Q,y).
De´monstration. Prenons γ ∈ Supp(γ˙). Traitons d’abord le cas Mγ = Gγ . Fixons des mesures
comme dans (III.26), alors
JωM (γ˙, f
y) = |DM (γ)| 12
∫
Mγ(FS)\G(FS)
ω(x)f(yx−1γxy−1)vM (x) dx
= |DM (γ)| 12ω(y)
∫
Mγ(FS)\G(FS)
ω(x)f(x−1γx)vM (xy) dx.
On a vP (λ, xy) = vP (λ)uP (λ, x, y), donc 4.2.4 entraˆıne que
vM (xy) =
∑
Q∈F(M)
vQM (x)u
′
Q(x, y).
Pour u fixe´, on a∫
Mγ(FS)\G(FS)
ω(x)f(x−1γx)vQM (x)u
′
Q(x, y) dx =
∫∫∫
UQ(FS)×MQ(FS)×KS
ω(k)ω(m)δQ(m)
−1f(k−1m−1u−1γumk)vQM (m)u
′
Q(k, y) du dm dk =
∫
MQ(FS)
ω(m)vQM (m)
∫∫
KS×UQ(FS)
ω(k)δQ(m)
1
2 f(k−1m−1γmuk)u′Q(k, y) dudk dm.
La (MQ,M)-famille v
Q
M (λ,m) ne de´pend que de M et MQ lorsque m ∈MQ(FS) (cf. [7, p.41]),
on peut la noter v
MQ
M (λ,m) et on ve´rifie qu’elle donne la fonction de poids pour MQ,M,KS .
Cela conclut le cas Mγ = Gγ .
En ge´ne´ral, on en de´duit
JωM (γ˙, f
y) = lim
a→1
∑
L∈L(M)
rLM (γ, a)ω(y)
∑
Q∈FG(L)
J
MQ,ω
L (aγ˙, f
ω
Q,y)
= ω(y)
∑
Q∈FG(M)
lim
a→1
 ∑
L∈LMQ (M)
rLM (γ, a)J
MQ,ω
L (aγ˙, f
ω
Q,y)

= ω(y)
∑
Q∈FG(M)
J
MQ,ω
M (f
ω
Q,y).
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Proposition 5.4.6. Soit y ∈ G(FS) tel que yMy−1 ∈ L(M0) , alors
JωyMy−1(yγ˙y
−1, f) = ω(y)JωM (γ˙, f).
De´monstration. Comme KS est spe´cial, on peut e´crire y = km ou` k ∈ pi((KS)sc) (i.e. k provient
du reveˆtement simplement connexe de Gder) et m ∈M(FS). Le proble`me se divise ainsi en deux
cas : y ∈M(FS) et y ∈ pi((KS)sc).
Si y ∈ M(FS), l’assertion de´coule de la proposition pre´ce´dente. Si y ∈ pi((KS)sc), un trans-
port de structure donne
JωyMy−1(yγ˙y
−1, f) = JωM (γ˙, f
y).
Comme ω(y) = 1, il suffit de montrer que fωQ,y = 0 si Q 6= G. Or c’est clair que uQ(k, y) = 0
si Q 6= G, ce qui permet de conclure.
De´pendance de KS Soit K1,S un sous-groupe compact maximal de G(FS) en bonne position
relativement a` M0. Ajoutons l’affixe K1 aux objets de´finis par rapport a` K1,S . Soient M ∈
L(M0), T ∈ aM . De´finissons les (G,M)-familles
vP (λ, x, T ) := e
〈λ,−HP (x)+T 〉,
vP (λ, x, T ;K1) := e
〈λ,−HP (x;K1)+T 〉, P ∈ P(M).
La de´finition originelle des fonctions poids correspond au cas T = 0, mais T n’affecte pas les
fonctions vM (x;K1) = vM (x, T ;K1) et vM (x) = vM (x, T ).
De´finissons la (G,M)-famille
uP (λ, x;K1|K,T ) := e〈λ,−HP (kP (x);K1)+T 〉, P ∈ P(M).
Posons
fωQ,K1|K,T (m) := δQ(m)
1
2
∫
KS
∫
UQ(FS)
ω(k)f(k−1muk)u′Q(k;K1|K,T ) dudk.
Proposition 5.4.7 (cf. [18, 3.4]). Soit T ∈ aM . On a
JωM (γ˙, f ;K1) =
∑
Q∈F(M)
J
MQ,ω
M (γ˙, f
ω
Q,K1|K,T ).
De´monstration. Il suffit de comparer les fonctions de poids : nous avons remarque´ que celle
associe´e a` K1 se de´duit de la (G,M)-famille vP (x, T ;K1). Or
−HP (x;K1) + T = −HP (x)−HP (kP (x);K1) + T, P ∈ P(M).
D’ou`
vP (λ, x, T ;K1) = vP (λ, x, 0)uP (λ, x;K1|K,T ), P ∈ P(M).
On peut reprendre la preuve de 5.4.5 a` partir de maintenant.
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5.5 De´veloppement fin du terme unipotent
Fixons S un sous-ensemble fini de places de F . Supposons que
– S contient toutes les places archime´diennes ;
– Kv est hyperspe´cial pour tout v /∈ S ;
– ω est trivial sur KS .
De´signons par fKS la fonction caracte´ristique de K
S . On de´finit un homomorphisme continu
injectif
C∞c (G(FS))→ C∞c (G(A))
f 7→ f · fKS ,
par lequel on identifie C∞c (G(FS)) a` un sous-espace de C∞c (G(A)).
Soit M un sous-groupe de Le´vi de G, notons
Γ˙unip(M(FS))
ω := {u˙ ∈ Γ˙(M(FS))ω : Supp(u˙) ⊂Munip(FS)},
Γ˙unip(M(F ), S)
ω := {u˙ ∈ Γ˙unip(M(FS))ω : Supp(u˙) ∩M(F ) 6= ∅}.
En oubliant les mesures, on de´finit Γunip(M(FS))
ω et Γunip(M(F ), S)
ω de la meˆme manie`re.
The´ore`me 5.5.1 (cf. [8]). Il existe une unique application aM,ω(S, ·) : Γ˙unip(M(F ), S))ω → C
pour tout M ∈ L(M0), satisfaisant a` l’e´quivariance
aM,ω(S, yu˙y−1) = ω(y)−1aM,ω(S, u˙), y ∈M(FS),
telle que, pour tout f ∈ C∞c (G(FS) ∩G(A)1), on a
Jωunip(f) =
∑
M∈L(M0)
|WM0 ||WG0 |−1
∑
u∈Γunip(M(F ),S)ω
aM,ω(S, u˙)JωM (u˙, f)
ou` u˙ ∈ Γ˙unip(M(F ), S) est une image re´ciproque de u quelconque. De plus, aM,ω(S, ·) ne de´pend
pas de KS.
Les coefficients aM,ω(S, ·) de´pendent encore de M , M0 et KS . La de´pendance de M0 sera en-
leve´e plus tard par 5.5.4. L’e´quivariance des coefficients affirme que le produit aM,ω(S, u˙)JωM (u˙, f)
ne de´pend que de u.
De´monstration. C’est le re´sultat principal de [8]. Il n’y a rien a` prouver si G est anisotrope
modulo son centre. Supposons donc par re´currence que l’assertion est ve´rifie´e pour tout sous-
groupe de Le´vi propre. Posons
Tω(f) := Jωunip(f)−
∑
M∈L(M0)
M 6=G
|WM0 ||WG0 |−1
∑
u∈Γunip(M(F ),S)ω
aM,ω(S, u˙)JωM (u˙, f).
Soit y ∈ G(A). La formule de non-invariance 5.2.8 entraˆıne que
Jωunip(f
y)− ω(y)Jωunip(f) = ω(y)
∑
Q∈F(M0)
Q 6=G
|WMQ0 ||WG0 |−1JMQ,ωunip (fωQ,y),
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tandis que 5.4.5 entraˆıne que∑
M∈L(M0)
M 6=G
|WM0 ||WG0 |−1
∑
u
aM,ω(S, u˙)(JωM (u˙, f
y)− ω(y)JωM (u˙, y))
= ω(y)
∑
M∈L(M0)
M 6=G
|WM0 ||WG0 |−1
∑
Q∈F(M)
Q6=G
∑
u
aM,ω(S, u˙)J
MQ,ω
M (u˙, f
ω
Q,y)
= ω(y)
∑
Q∈F(M0)
Q 6=G
|WMQ0 ||WG0 |−1
∑
M∈LMQ (M0)
|WM0 ||WMQ0 |−1
∑
u
aM,ω(S, u˙)J
MQ,ω
M (u˙, f
ω
Q,y).
D’apre`s l’hypothe`se de re´currence, on en de´duit Tω(fy) = ω(y)Tω(f). Par conse´quent Tω
est ω-e´quivariant. D’autre part, on montre (cf. [8, 4.2]) que si f s’annule sur Gunip(A), alors
Jωunip(f) = 0. La meˆme proprie´te´ est satisfaite par les distributions J
ω
M (u˙, ·) d’apre`s 5.3.7,
donc par Tω(·). Par conse´quent, il existe des coefficients aG,ω(S, u˙) satisfaisant a` la condition
d’e´quivariance telle que
Tω(f) =
∑
u∈Γunip(M(FS))ω
aG,ω(S, u˙)JωG (u˙, f).
pour tout f . Si l’on se´lectionne une image re´ciproque u˙ pour chaque u, alors la famille de
distributions {JωG (u˙, f) : u ∈ Γunip(M(FS))ω} est libre. L’unicite´ de aG,ω(S, ·) en de´coule.
Il reste a` montrer que les classes qui contribuent sont celles rencontrantG(F ). C’est l’ingre´dient
technique de [8, §2 - §7]. On ve´rifie que les troncatures et estimations d’Arthur dans [8] de-
meurent valables si l’on utilise la mesure complexe ω(x) dx sur G(A) et les autres groupes en
question.
Montrons l’inde´pendance de KS . Soit K1,S un autre sous-groupe compact de G(FS) en bonne
position relativement a` M0. Ajoutons l’affixe K1 aux objets associe´s au sous-groupe compact
maximal K1 = K1,S ×KS de G(A). On reprend les arguments ci-dessus en utilisant 5.2.15 et
5.4.7 avec T = T1−T0 ou` T1 (resp. T0) est le parame`tre de troncature canonique pour K1 (resp.
K), pour obtenir
Tω(f ;K1) = T
ω(f).
Comme la distribution JωG (u˙, ·) ne de´pend que de u˙, on tire du de´veloppement de Tω que
aG,ω(S, u˙;K1) = a
G,ω(S, u˙). Ceci est aussi valable pour tout M ∈ L(M0) au lieu de G, ce qu’il
fallait de´montrer.
Maintenant, prenons un sous-ensemble fini S+ de places tel que S+ ⊃ S. Fixons M ∈
L(M0) et posons K# := K ∩ M(FSS+). Si u˙ ∈ Γ˙(L(F ), S+)ω, on choisit une de´composition
u˙S :=
∏
v∈S u˙v (resp. u˙
S
S+
:=
∏
v∈S+\S u˙v) ; c’est bien de´termine´ a` multiplication pre`s par
{(λv)v∈S ∈ (C×)S :
∏
v λv = 1} (resp. (λv)v∈S+\S , etc). Soit D =
∑
i∈I u˙i une somme finie
d’e´le´ments dans Γ˙(G(FS))
ω ; pour u˙ ∈ Γ˙(G(FS))ω, e´crivons
D
u˙
:=
∑
i∈I
u˙i∼u˙
u˙i
u˙
∈ C.
Proposition 5.5.2. Soit v˙ ∈ Γ˙unip(M(F ), S)ω, alors
aM,ω(S, v˙) =
∑
L∈LM (M0)
|WL0 ||WM0 |−1
∑
u∈Γunip(L(F ),S+)ω
(u˙S)
M
v˙
· aL,ω(S+, u˙) · rM,ωL,K#(u˙SS+).
176 Chapitre III
On ve´rifie sans peine que l’expression dans la somme ne de´pend pas du choix de u˙.
De´monstration. Prenons ξ ∈ aMM := {(H,−H) : H ∈ aM} en position ge´ne´rale comme dans
(III.12) tel que sa projection dans aGM ve´rifie aussi les conditions pour (III.11). On dispose alors
d’une application (L1, L2) 7→ (Q1, Q2) pour dGM (L1, L2) 6= 0.
Notons 1SS+ ∈ C∞c (G(FSS+)) la fonction caracte´ristique de KSS+ . On de´duit de 5.5.1 (applique´
a` S+) et de 5.4.4 que pour tout f ∈ C∞c (G(FS) ∩G(A)1),
Jωunip(f) =
∑
L∈L(M0)
|WL0 ||WG0 |−1
∑
u∈Γunip(L(F ),S+)ω
aL,ω(S+, u˙)J
ω
L (u˙, f · 1SS+)
=
∑
L
|WL0 ||WG0 |−1
∑
u∈Γunip(L(F ),S+)ω
aL,ω(S+, u˙)·
·
∑
M,M ′∈L(L)
dGL (M
′,M)JM
′,ω
L (u˙S , f
ω
Q′)J
M,ω
L (u˙
S
S+ , (1
S
S+)
ω
Q).
Comme ω est suppose´ trivial sur KS , on a
(1SS+)
ω
Q(m) = δQ(m)
1
2
∫
KSS+
∫
UQ(F
S
S+
)
1
S
S+(k
−1muk) dk du
= δQ(m)
1
2
∫
UQ(F
S
S+
)
1
S
S+(mu) du = 1K#(m), m ∈M(FSS+).
Donc 5.4.3 entraˆıne que
Jωunip(f) =
∑
L,u
|WL0 ||WG0 |−1aL,ω(S+, u˙)
∑
M∈L(L)
rM,ω
L,K#
(u˙SS+)
 ∑
M ′∈L(M)
dGL (M
′,M)JM
′,ω
L (u˙S , f
ω
Q′)

=
∑
L,u
|WL0 ||WG0 |−1aL,ω(S+, u˙)
∑
M∈L(L)
rM,ω
L,K#
(u˙SS+)J
ω
M ((u˙S)
M , f).
On l’e´crit comme∑
M∈L(M0)
|WM0 ||WG0 |−1
∑
v∈Γunip(M(F ),S)ω
JωM (v˙, f)·
·
 ∑
L∈LM (M0)
|WL0 ||WM0 |−1
∑
u∈Γunip(L(F ),S+)ω
(u˙S)
M
v˙
· aL,ω(S+, u˙)rM,ωL,K#(u˙SS+)
 .
Vu le de´veloppement 5.5.1 applique´ a` S et l’unicite´ des coefficients, l’assertion en de´coule.
Ci-dessous un interlude e´le´mentaire de la the´orie de Bruhat-Tits. Soit E un corps local non
archime´dien.
Lemme 5.5.3. Soient H un E-groupe re´ductif connexe et L un sous-groupe de Le´vi. Soit KH
un sous-groupe compact maximal de H(E) en bonne position relativement a` L. Si K ′H est un
sous-groupe compact maximal en bonne position relativement a` L et conjugue´ a` KH par H(E),
alors K ′H est conjugue´ par KH par L(E).
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De´monstration. Supposons d’abord que L est minimal, alors c’est le centralisateur d’un E-tore
de´ploye´ maximal T0. D’apre`s la de´finition de l’immeuble de Bruhat-Tits [25, 7.4.1], KH et K
′
H
sont conjugue´s par NH(T0)(E). Comme KH est spe´cial, il contient des repre´sentants du groupe
de Weyl de T0. Par conse´quent KH et K
′
H sont conjugue´s par L(E).
En ge´ne´ral, KH et K
′
H sont associe´s a` des points dans l’immeuble e´largi de L, qui se plonge
dans celui de H de fac¸on e´quivariante. Quitte a` les conjuguer par L(E), on peut supposer qu’ils
appartiennent au meˆme appartement, ce qui nous rame`ne au cas pre´ce´dent.
Proposition 5.5.4. Soient M ′0 un autre sous-groupe de Le´vi minimal en bonne position relati-
vement a` K. Si M ⊃M0 et M ⊃M ′0, alors les coefficients aM,ω(S, ·) associe´s a` M ′0 co¨ıncident
avec ceux associe´s a` M0.
De´monstration. Afin de souligner la de´pendance en question, notons aM,ω(S, ·;KS ,M0) (resp.
aM,ω(S, ·;KS ,M ′0)) les coefficients associe´s a` KS et M0 (resp. M ′0). Notons pi : MSC → M le
reveˆtement simplement connexe de Mder ; si L ∈ LM (M0), notons Lsc son image re´ciproque
par pi. Prenons y ∈ pi(MSC(F )) tel que yM ′0y−1 = M0, alors yKSy−1 est en bonne position
relativement a` M0 et ω(yv) = 1 pour tout v.
Le transport de structure induit par x 7→ yxy−1 donne
aM,ω(S, v˙;KS ,M ′0) = a
M,ω(S, yv˙y−1; (yKy−1)S ,M0) = aM,ω(S, v˙; (yKy−1)S ,M0)
pour tout v˙ ∈ Γ˙unip(M(F ), S)ω. On peut oublier M ′0 de`s maintenant et se ramener a` montrer
que aM,ω(S, ·; (yKy−1)S) = aM,ω(S, ·; (yKy−1)S).
Prenons S+ ⊃ S de sorte que yv ∈ Kv pour v /∈ S+. Vu 5.5.2, il suffit de montrer que pour
tout L ∈ LM (M0),
rM,ω
L,K#
(u˙SS+) = r
M,ω
L,yK#y−1(u˙
S
S+)
pour tout u˙ ∈ Γ˙unip(M(F ), S+)ω, ou` K# := K ∩M(FSS+) comme dans 5.5.2 et la notation y
est quelque peu abusive pour signifier aussi ySS+ . D’apre`s 5.5.3, il existe z ∈ pi(Lsc(FSS+)) tel que
yK#y−1 = zK#z−1. Le transport de structure via x 7→ zxz−1 donne
rM,ω
L,K#
(u˙SS+) = r
M,ω
L,zK#z−1(zu˙
S
S+z
−1) = ω(z)rM,ω
L,zK#z−1(u˙) = ω(z)r
M,ω
L,yK#y−1(u˙).
Or ω(z) = 1, ce qui ache`ve la de´monstration.
Remarque 5.5.5. Le bilan est que les coefficients aM,ω(S, ·) sont de´termine´s par les donne´es
M , ω, S, et le sous-groupe compact maximal KS de M(FS) tels que
– il existe un sous-groupe de Le´vi minimal M0 de M , de´fini sur F , qui est en bonne position
relativement a` KS ;
– ω est trivial sur KS .
5.6 Interlude : S-admissibilite´
Pour l’instant, soit M un F -groupe re´ductif connexe quelconque, et soit S un ensemble fini
de places tel que M est non ramifie´ en dehors de S. La de´finition suivante fournit une fac¸on
explicite de dire que S est suffisamment grand.
De´finition 5.6.1 (cf. [20, §1]). De´finissons un morphisme invariant D = (D0, . . . , Dd) : M →
Gd+1a avec d := dimM , par
det(1 + t−Ad (x)|m) =
d∑
k=0
Dk(x)t
k ∈ F [t].
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Observons que Dd = 1. Pour X = (X0, . . . , Xd) ∈ F d+1, notons Xmin sa premie`re coordonne´e
non nulle. Alors le discriminant de Weyl est DM (x) = D(x)min.
– Un sous-ensemble CS ⊂ F d+1S \ {0} est dit admissible si pour tout X ∈ F d+1 ∩ (CS ×
(oS)d+1), on a |Xmin|v = 1 pour toute place v /∈ S.
– Un sous-ensemble ∆S ∈M(FS) est dit admissible si D(∆S) ⊂ F d+1S l’est.
– Un sous-ensemble ∆ ∈M(A) est dit S-admissible s’il existe CS ⊂ F d+1S admissible tel que
D(∆) ⊂ CS × (oS)d+1.
En particulier, on peut parler de la S-admissibilite´ d’un e´le´ment ou d’une classe de conju-
gaison dans M(F ) ou dans M(A). E´tant donne´ un sous-ensemble compact ∆ de M(A), on peut
toujours agrandir S de sorte que ∆ est S-admissible.
Nous utiliserons souvent le lemme suivant duˆ a` Kottwitz.
Proposition 5.6.2. Fixons KS =
∏
v/∈SKv ou` Kv est un sous-groupe hyperspe´cial de M(Fv)
pour tout v /∈ S. Soit σ ∈M(F ) semi-simple. Si σ est S-admissible et σS ∈ KS, alors pour tout
v /∈ S, on a
– Kv ∩Mσ(Fv) est un sous-groupe hyperspe´cial de Mσ(Fv) ;
– soit y ∈ M(Fv) tel que y−1σy ∈ Kv, alors il existe y1 ∈ Mσ(Fv) et k ∈ Kv tels que
y = y1k.
De´monstration. La premie`re assertion re´sulte de [47, 7.1]. Quant a` la deuxie`me assertion, ledit
lemme de Kottwitz fournit une de´composition y = y1k avec y1 ∈Mσ(Fv) et k ∈ Kv. Si Mder est
simplement connexe alors Mσ = Mσ et cela ache`ve la de´monstration. Le cas ge´ne´ral en re´sulte
a` l’aide d’une z-extension non ramifie´e de M ×F Fv (cf. [47, p.386]).
5.7 Transport de structure
On se donne les objets suivants
– S un ensemble fini de places de F tel que S ⊃ V∞ et Kv est hyperspe´cial pour tout v /∈ S ;
– M,M ′ ∈ LG(M0) ;
– σ ∈M(F ) semi-simple tel que σS ∈ KS et que σ est S-admissible ;
– idem pour σ′ ∈M ′(F ) ;
– ω : caracte`re automorphe de Mσ(A), trivial sur KSσ := KS ∩Mσ(A) ;
– ω′ : caracte`re automorphe de M ′σ′(A), trivial sur K
S
σ′ := K
S ∩M ′σ′(A).
Quitte a` conjuguer σ, σ′ et a` agrandir S, on peut supposer de plus que :
– il existe un sous-groupe de Le´vi standard M1 tel que σ ∈ M1(F ) mais σ n’appartient a`
aucun sous-groupe de Le´vi propre de M1, cela entraˆıne que M1,σ est un sous-groupe de
Le´vi minimal de Mσ ;
– idem, il existe un sous-groupe de Le´vi standard M ′1 ve´rifiant ladite condition avec σ′,M ′
au lieu de σ,M .
E´crivons KSσ =
∏
v/∈SKσ,v et K
S
σ′ =
∏
v/∈SKσ′,v. Le lemme de Kottwitz 5.6.2 affirme que
pour tout v /∈ S, Kσ,v est un sous-groupe hyperspe´cial de Mσ(Fv) ; c’est aussi clair que Kσ,v est
en bonne position relativement a` M1,σ. Idem pour Kσ′,v ⊂M ′σ(Fv) et M ′1,σ′ .
Vu 5.5.5, a` ces donne´es sont associe´s les coefficients du de´veloppement ge´ome´trique fin
aMσ ,ω(S, ·), aM ′σ′ ,ω′(S, ·).
On se propose de comparer ces coefficients. De´finissons d’abord le transporteur
T (σ, σ′) := {y ∈ G : yσy−1 = σ′, yMy−1 = M ′}.
C’est une sous-varie´te´ de G de´finie sur F sur laquelle Mσ (resp. M
′
σ′) ope`re a` droite (resp. a`
gauche) par multiplication.
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Hypothe`se 5.7.1. Supposons que
– T (σ, σ′)(F ) 6= ∅ ;
– pour toute place v de F , on fixe une application Ωv : T (σ, σ′)(Fv)→ C×, telle que
– Ωv(x
′yx) = ω′(x′)Ωv(y)ω(x) pour tout x′ ∈M ′σ′(Fv), x ∈Mσ(Fv) et y ∈ T (σ, σ′)(Fv) ;
– si v /∈ S, alors Ωv(xv) = 1 pour tout xv ∈ Kv ∩ T (σ, σ′)(Fv).
Soit V ⊂ VF (e´ventuellement infini). Par abus de notation, on note Ω : T (σ, σ′)(FV )→ C×
l’application donne´e par
∏
v∈V Ωv, ce qui est bien de´finie d’apre`s la dernie`re condition. En
particulier, on sait de´finir Ω : T (σ, σ′)(A)→ C×. On demande de plus que
– Ω|T (σ,σ′)F ) = 1.
Exemple 5.7.2. Supposons que T (σ, σ′)(F ) 6= ∅ et qu’il existe un caracte`re automorphe ω¯ :
G(A) → C× qui est trivial sur KS , tel que ω = ω¯|Mσ(A), ω′ = ω¯|M ′σ′ (A). Prenons Ωv :=
ω¯|T (σ,σ′)(Fv) pour tout v. Alors les conditions sur Ω sont satisfaites.
Le re´sultat suivant dit qu’un e´le´ment dans T (σ, σ′) transporte les caracte`res automorphes.
Lemme 5.7.3. Si 5.7.1 est ve´rifie´e, alors pour tout y ∈ T (σ, σ′)(A), on a
ω′(yxy−1) = ω(x), x ∈Mσ(A).
De´monstration. Pour x ∈Mσ(A), on a yxy−1 ∈M ′σ′(A). Donc
Ω(yxy−1y) = ω′(yxy−1)Ω(y).
Or c’est aussi e´gal a` Ω(yx) = Ω(y)ω(x), d’ou` l’assertion.
Proposition 5.7.4. Supposons que 5.7.1 est ve´rifie´e. Soit y ∈ T (σ, σ′)(F ), alors pour tout
u˙ ∈ Γ˙unip(Mσ(F ), S)ω, on a
aMσ ,ω(S, u˙) = Ω(yS)−1aM
′
σ′ ,ω
′
(S, yu˙y−1).
De´monstration. On peut translater y par M ′σ′(F ) a` gauche, donc on se rame`ne au cas ou`
yM1,σy
−1 = M ′1,σ. Par transport de structure, on a
aM
′
σ′ ,ω
′
(S, yu˙y−1) = aMσ ,ω(S, u˙; y−1(KS ∩M ′σ′(FS))y).
Posons
K1 := K
S ∩Mσ(FS),
K2 := y
−1(KS ∩M ′σ′(FS))y.
Alors K1,K2 sont des sous-groupes compacts maximaux de Mσ(F
S) en bonne position relati-
vement a` M1,σ. On doit prouver que
aMσ ,ω(S, u˙;K2) = Ω(y
S)aMσ ,ω(S, u˙;K1)(III.28)
On prend S+ ⊃ S assez grand de sorte que K2,v = K1,v et y ∈ Kv pour v /∈ S+. On applique
5.5.2 avec le Le´vi minimal M1,σ et S+ ⊃ S. Ainsi, on est ramene´ a` prouver
rMσ ,ωL,K2 (t˙) = Ω(y
S)rMσ ,ωL,K1 (t˙), ∀L ∈ LMσ(M1,σ), t˙ ∈ Γ˙(Mσ(FSS+))ω.(III.29)
Pour tout v, WG0 est repre´sente´ par des e´le´ments de Kv. Donc il existe k1 ∈ KS et m ∈
M(FS) tels que yS = k1m. Alors mσ
Sm−1 = k−11 (σ
′)Sk1 ∈ KS∩M(FS). D’apre`s 5.6.2 applique´
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a` M et KS ∩M(FS), il existe k2 ∈ KS ∩M(FS) et mσ ∈Mσ(FS) tels que m = k1mσ. Posons
k := k1k2, on a
yS = kmσ,
K2 = y
−1KSy ∩Mσ(FS) = m−1σ K1mσ.
On applique 5.5.3 avec H = Mσ, L = M1,σ et les sous-groupes ouverts compacts maximaux
K1, K2. Pour v ∈ S+ \ S, il existe donc xv ∈ M1,σ(Fv) tel que K2,v = x−1v K1,vxv ; on prend
xv = 1 pour v /∈ S+. Posons x := (xv)v/∈S ∈ M1,σ(FS), alors K2 = x−1K1x. Or on a aussi
K2 = m
−1
σ K1mσ. Parce que K1 est hyperspe´cial, on a mσ ∈ K1x quitte a` multiplier x par un
e´le´ment de ZM1,σ(F
S). Alors yS ∈ KSx, d’ou` Ω(yS) = ω(x).
La relation cherche´e (III.29) re´sulte du transport du structure :
rMσ ,ωL,K2 (t˙) = r
Mσ ,ω
L,x−1K1x
(t˙) = rMσ ,ωL,K1 (xt˙x
−1) = ω(x)rMσ ,ωL,K1 (t˙).
6 La formule des traces pour les reveˆtements
La plupart de cette section est une paraphrase des travaux fondamentaux d’Arthur [5, 6].
Soit F un corps de nombres, G un F -groupe re´ductif connexe et un reveˆtement a` m feuillets
1 // µm // G˜
p // G(A) // 1
G(F )
0 P
aa
 ?
OO
ou` nous supprimons le nom de l’immersion G(F ) ↪→ G˜ ; par abus de notation, nous regardons
G(F ) comme un sous-groupe discret de G˜1.
On conside´ra deux cas.
1 Le cas global : fixons les objets suivants
– M0 : un sous-groupe de Le´vi minimal de G ;
– P0 ∈ P(M0) ;
– K =
∏
vKv : un sous-groupe compact maximal de G(A) en bonne position relativement
a` M0, tel que pour tout v /∈ Vram, Kv est le sous-groupe compact maximal fixe´ dans
(G1), qui s’identifie a` un sous-groupe de G˜v.
Si P est un sous-groupe parabolique semi-standard, on note P = MPUP sa de´composition
de Le´vi canonique. Comme d’habitude, si H est un sous-groupe de G(A), on note H˜ son
image re´ciproque par p.
2 Le cas local : fixons un ensemble fini S de places de F . Conside´rons le reveˆtement a` m
feuillets pS : G˜S → G(FS). Fixons
– M0 comme pre´ce´demment ;
– KS =
∏
v∈SKv un sous-groupe compact maximal de G(FS) en bonne position relative-
ment a` M0.
Si H est un sous-groupe de G(FS), notons H˜S son image re´ciproque par pS .
Soit M ∈ L(M0), on note KM (resp. KMS ) son intersection avec M(A) (resp. avec M(FS)).
La convention de mesures §2.5 s’applique ici. Rappelons en particulier que, soit φ est une
fonction inte´grable sur G(F )\G(A)1, alors ∫G(F )\G˜1(φ ◦ p) dx˜ est e´gale a` ∫G(F )\G(A)1 φ dx selon
notre convention.
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6.1 La formule des traces grossie`re
Plac¸ons-nous dans le cadre global.
Le noyau tronque´ De´finissons la repre´sentation re´gulie`re (R,L2(G(F )\G˜1)) par
(R(y˜)φ)(x˜) = φ(x˜y˜)
pour tout φ ∈ L2(G(F )\G˜1), x˜, y˜ ∈ G(F )\G˜1. On peut d’ailleurs la regarder comme une
repre´sentation sur L2(G(F )AG,∞\G˜). Fixons f ∈ C∞c (G˜1). Alors l’ope´rateur R(f) a pour noyau
Kf (x˜, y˜) =
∑
γ∈G(F )
f(x˜−1γy˜).
L’indice f sera supprime´ dans la suite. A` cause du proce´de´ de troncature, la formule des
traces grossie`re de´pendra des choix de M0, P0 et K.
Pour tout P ∈ F(M0), posons
KP (x˜, y˜) :=
∫
UP (A)
∑
γ∈MP (F )
f(x˜−1γuy˜) du
avec x˜, y˜ ∈ UP (A)MP (F )\G˜. On constate que pour tout x˜ ∈ G˜1, KP (x˜, x˜) ne de´pend que de
x := p(x˜) ∈ G(A)1 ; on l’e´crit aussi KP (x, x).
Pour T ∈ a+0 qui est suffisamment re´gulier, de´finissons le noyau tronque´
kT (x) :=
∑
P⊃P0
(−1)dimAP /AG
∑
δ∈P (F )\G(F )
KP (δx, δx)τˆP (HP (δx)− T ),
ou` P de´crit les sous-groupes paraboliques standards.
Il sera de´montre´ que kT est inte´grable surG(F )\G(A)1, et on en obtiendra les de´veloppements
ge´ome´trique et spectral. Or c’est de´ja` clair que l’aspect “ge´ome´trique” de la troncature, c’est-
a`-dire celui qui s’agit des classes de conjugaison rationnelles et des objets dans §4, est identique
a` celui de la formule des traces grossie`re de G : le reveˆtement n’y intervient pas.
Le o-de´veloppement Rappelons que dans §5.1 l’on a de´fini la notion de O-e´quivalence des
e´le´ments dans G(F ). Adoptons les meˆmes notations ici. Pour tout M ∈ L(M0), on a de´fini une
application canonique OM → OG a` fibres finies.
Pour tout o ∈ OG et P ∈ F(M0), posons comme pre´ce´demment
KP,o(x˜, y˜) :=
∑
γ∈MP (F )∩o
∫
UP (A)
f(x˜−1γuy˜) du,
kTo (x) :=
∑
P⊂P0
(−1)dimAP /AG
∑
γ∈P (F )\G(F )
KP,o(δx, δx)τˆP (HP (δx)− T ),
alors KP =
∑
oKP,o et k
T =
∑
o ko.
The´ore`me 6.1.1 (cf. [5, 7.1]). Si T ∈ a+0 est suffisamment re´gulier, alors
JT (f) :=
∑
o∈OG
∫
G(F )\G(A)1
kTo (x) dx
converge absolument.
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De´monstration. Comme nous avons remarque´, le reveˆtement n’intervient pas dans la troncature,
et les arguments de [5] marchent de la meˆme manie`re.
C’est donc loisible de poser JTo (f) :=
∫
G(F )\G(A)1 k
T
o (x) dx pourvu que T ∈ a+0 est suffisam-
ment re´gulier.
Le χ-de´veloppement Soit f ∈ L2(G(F )\G˜1), le terme constant de f le long d’un sous-groupe
parabolique P est de´fini par
fP : x˜ 7→
∫
UP (F )\UP (A)
f(ux˜) du
pour presque tout x˜ ∈ UP (A)G(F )\G˜1, a` l’aide du scindage unipotent. On dit que f est cus-
pidale si fP = 0 pour tout P ( G. Cela permet de de´finir l’espace des fonctions L2 cuspidales
L2cusp(G(F )\G˜1). D’apre`s le the´ore`me de Gelfand et Piatetski-Shapiro, L2cusp(G(F )\G˜1) est in-
clus dans L2disc(G(F )\G˜1), la sous-repre´sentation maximale de L2(G(F )\G˜1) qui se de´compose
discre`tement. Posons Πcusp(G˜
1) l’ensemble des classes d’e´quivalence de repre´sentations irre´ductibles
intervenant dans L2cusp(G(F )\G˜1). La the´orie de de´composition spectrale est paralle`le a` celle
pour les groupes re´ductifs et est bien e´tablie dans [66].
Le groupe central µm agit par translation sur de telles repre´sentations. Notons la partie
ξ-e´quivariante par Πcusp,ξ(G˜
1) pour tout ξ ∈ µ̂m. En particulier, on peut parler de la partie
spe´cifique Πcusp,−(G˜1).
Le groupe de Weyl WG0 agit sur les paires (P, σ) ou` P ∈ F(M0) et σ est une repre´sentation
automorphe cuspidale de MP (A)1. L’ensemble des orbites [P, σ] ainsi obtenues est note´ X, ou XG˜
si une confusion sur G˜ est a` craindre. Comme les sous-groupes paraboliques semi-standards ayant
la meˆme composante de Le´vi sont conjugue´s par WG0 , on peut aussi bien repre´senter les e´le´ments
de X comme WG0 -orbites des paires (M,σ) ou` M ∈ L(M0) et σ est comme pre´ce´demment.
Soit M un sous-groupe de Le´vi de G, on a une application canonique XM˜ → XG˜ donne´e par
[M1, σ1]
M 7→ [M1, σ1]G (ou` M1 ∈ LM (M0)). Elle est a` fibres finies.
Soient χ = [P, σ] ∈ XG˜, λ ∈ a∗P,C. NotonsRM˜P ,disc la repre´sentation re´gulie`re sur L
2
disc(MP (F )\M˜P
1
).
Puisque M˜P = M˜P
1 × AMP ,∞, on peut la regarder comme une repre´sentation de M˜P . Notons
R
M˜P ,disc,λ
la repre´sentation de M˜P de´finie par
R
M˜P ,disc,λ
(m˜) = R
M˜P ,disc
(m˜)e〈λ,HM (m)〉.
Notons IP˜ (λ) l’induite parabolique normalise´e de RM˜P ,disc,λ. De´finissons l’espace hilbertien
HP˜ des fonctions mesurables φ : UP (A)MP (F )AM,∞\G˜→ C telles que
– pour presque tout x˜ ∈ G˜, φx˜ : m˜ 7→ φ(m˜x˜) appartient a` L2disc(MP (F )\M˜P
1
),
– ‖φ‖22 =
∫∫
K˜×(MP (F )\M˜P 1)
|φ(m˜k˜)|2 dm˜dk˜ < +∞.
Alors HP˜ peut eˆtre vu comme l’espace sous-jacent de IP˜ (λ) muni de l’action
(IP˜ (λ, y˜)φ)(x˜) = φ(x˜y˜)e〈λ+ρP ,HP (xy)−HP (x)〉.
Remarquons que HP˜ et la restriction de IP˜ (λ) a` K˜ ne de´pendent pas de λ. Notons HP˜ ,cusp
le sous-espace des fonctions φ ∈ HP˜ telle que φx˜ ∈ L2cusp(MP (F )\M˜P
1
) pour presque tout x˜.
Notons H0
P˜
le sous-espace dense de vecteurs K˜-finis et H0
P˜ ,cusp
son intersection avec HP˜ ,cusp.
Passons en revue la the´orie de la de´composition spectrale.
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1 On sait construire un sous-espace ferme´ invariant L2χ(G(F )\G˜), engendre´ par les se´ries
d’Eisenstein attache´es a` χ ([66, II.2.4]). Il existe une de´composition orthogonale
L2(G(F )\G˜1) =
⊕
χ∈XG˜
L2χ(G(F )\G˜1).
2 Soient Q ∈ P(MP ), w ∈ W (aP , aQ). On de´finit l’ope´rateur d’entrelacement suivant la
recette de Mackey ([66, II.1.6]) :
MQ|P (w, λ) : HP˜ → HQ˜ (λ ∈ a∗M,C)
(MQ|P (w, λ)φ)(x˜) =
∫
UQ|P (wˆ,A)
φ(wˆ−1ux˜)e〈λ+ρP ,HP (wˆ
−1ux)〉e〈−wλ+ρQ,HQ(x)〉 du,
ou` wˆ ∈ G(F ) est un repre´sentant quelconque de w et
UQ|P (wˆ,A) := (UQ(A) ∩ wˆUP (A)wˆ−1)\UQ(A).
Notons (a∗P )+ le coˆne dual a`
+aP , alors cette inte´grale est convergente et holomorphe en
λ si Re(λ) ∈ ρP + (a∗P )+. Elle admet une prolongement me´romorphe sur a∗M,C.
A` l’aide de la de´composition spectrale, on de´finit les espaces HP˜ ,χ, H0P˜ ,χ et l’ope´rateur
IP˜ ,χ(λ) en prenant l’intersection avec L2χ. On en de´duit des de´compositions HP˜ =
⊕
χHP˜ ,χ et
H0
P˜
=
⊕
χH0P˜ ,χ.
Soit Q un sous-groupe parabolique standard de G. Posons nQ = n
G
Q :=
∑
Q′ |W (aQ, aQ′)|, la
somme portant sur les sous-groupes paraboliques standards Q′. La meˆme de´finition s’applique
aux sous-groupes de Le´vi de G, d’ou` les versions relatives nPP1 := n
MP
P1∩MP pour P1 ⊂ P sous-
groupes paraboliques standards. Choisissons une base orthonorme´e BP˜1,χ pour HP˜1,χ forme´e de
vecteurs K˜-finis pour tout χ, alors BP˜1 :=
⊔
χ BP˜1,χ est une base orthonorme´e de HP˜1 contenue
dans H0
P˜1
. Posons
KP,χ(x˜, y˜) :=
∑
P1⊂P
(nPP1)
−1
∫
ia∗P1
∑
φ∈B
P˜1,χ
EP˜
P˜1
(x˜, I
P˜1,χ
(λ, f)φ, λ)EP˜
P˜1
(y˜, φ, λ) dλ,
kTχ (x) :=
∑
P⊃P0
(−1)dimAP /AG
∑
δ∈P (F )\G(F )
KP,χ(δx, δx)τˆP (HP (δx)− T ),
ou`
EP˜
P˜1
(x˜, φ, λ) =
∑
γ∈P1(F )\P (F )
φ(γx˜)e〈λ+ρP1 ,HP1 (x)〉
est la “se´rie d’Eisenstein” ; elle est convergente si Re(λ) ∈ ρP1 + (a∗P1)+, et elle admet un
prolongement me´romorphe a` tout λ ∈ a∗M1,C. La de´finition de KP,χ ne de´pend e´videmment pas
du choix des bases BP˜1,χ. La de´composition spectrale affirme queKP =
∑
χKP,χ et k
T =
∑
χ k
T
χ .
The´ore`me 6.1.2 (cf. [6, 2.1]). Si T ∈ a+0 est suffisamment re´gulier, alors∑
χ∈XG˜
∫
G(F )\G(A)1
kTχ (x) dx
converge absolument.
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De´monstration. On peut reprendre [6]. On a de´ja` remarque´ que la troncature est pareille que
dans le cas des groupes re´ductifs. L’aspect spectral des arguments d’Arthur repose sur la the´orie
de de´composition spectrale, dont la ge´ne´ralisation aux reveˆtements est faite dans [66].
C’est donc loisible de poser JTχ (f) :=
∫
G(F )\G(A)1 k
T
χ (x) dx, pour tout χ ∈ XG˜.
Selon l’action de µm, on a une de´composition X =
⊔
ξ∈µ̂m Xξ. Fixons ξ ∈ µ̂m, alors la ξ-
e´quivariance de repre´sentations est pre´serve´e par induction parabolique. Le re´sultat suivant en
de´coule.
Proposition 6.1.3. Soient ξ, η ∈ µ̂m. Si χ ∈ Xξ, f ∈ C∞c,η(G˜1), alors KP,χ,f (x˜, y˜) = 0 pour
tout x˜, y˜ ∈ G˜1 sauf si ξ = η¯. Idem pour kTχ (f) et JTχ (f).
Par conse´quent, on peut se ramener a` l’e´tude de la partie spe´cifique du coˆte´ spectral de
la formule des traces grossie`re, ie. les termes associe´s a` χ ∈ X−, applique´s a` fonctions tests
anti-spe´cifiques.
Conclusions Vu les re´sultats de convergence ge´ome´trique et spectral, on est arrive´ a` l’identite´
JT (f) =
∑
o∈OG
JTo (f) =
∑
χ∈XG˜
JTχ (f)
pour T ∈ a+0 suffisamment re´gulier, ou` JT (f) :=
∫
G(F )\G˜1 k
T (x˜) dx˜. L’inte´grabilite´ re´sulte des
the´ore`mes que nous venons d’obtenir. Dans la suite, o (resp. χ) de´signe un e´le´ment dans OG
(resp. XG˜) quelconque.
The´ore`me 6.1.4. Supposons que le parame`tre de troncature T ∈ a+0 est suffisamment re´gulier,
alors
1 JT (f) est un polynoˆme en T de degre´ ≤ dim aG0 . Idem pour les termes JTo (f), JTχ (f). Ces
distributions se prolongent ainsi en polynoˆmes en tout T ∈ a0 de fac¸on unique ;
2 notons T0 ∈ a0 le parame`tre de troncature canonique de´fini dans (III.17), alors les distri-
butions J := JT0, Jχ := J
T0
χ et Jo := J
T0
o ne de´pendent pas du choix de P0 ∈ P(M0).
De´monstration. Les de´monstrations sont pareilles que celles du cas des groupes re´ductifs, cf
5.2.6, 5.2.11.
La formule des traces grossie`re s’e´crit ainsi
J(f) =
∑
o∈OG
Jo(f) =
∑
χ∈XG˜
Jχ(f).(III.30)
E´tudions la non-invariance des distributions. Soient f ∈ C∞c (G˜1) et y ∈ G(A). Notons fy la
fonction x˜ 7→ f(yx˜y−1). Soit Q ∈ F(M0), posons
fQ,y(m˜) := δQ(x)
1
2
∫∫
K×UQ(A)
f(k−1m˜uk)u′Q(k, y) du dk, m˜ ∈ M˜Q
1
,
ou` u′Q(k, y) est la fonction de´finie dans (III.15). Cela de´finit une application line´aire C
∞
c (G˜
1)→
C∞c (M˜Q
1
) qui pre´serve l’e´quivariance par µm.
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Nous indiquons le groupe en question en exposant dans les notations, eg. JG,T (f) = JT (f).
Si M ∈ L(M0), o ∈ OG et f ∈ C∞c (M˜1), posons
JM,To (f) =
∑
o′∈OM
o′ 7→o
JM,To′ (f).
Idem pour JM,Tχ et JM,T .
The´ore`me 6.1.5 (cf. [7, §3] et 5.2.12). Soit T ∈ a0, alors
JT (fy) =
∑
Q∈F(M0)
|WMQ0 ||WG0 |−1JM˜Q,T (fQ,y),
JTo (f
y) =
∑
Q∈F(M0)
|WMQ0 ||WG0 |−1JM˜Q,To (fQ,y),
JTχ (f
y) =
∑
Q∈F(M0)
|WMQ0 ||WG0 |−1JM˜Q,Tχ (fQ,y).
En particulier, on peut mettre T = T0 dans les formules ci-dessus et supprimer les symboles T .
6.2 Re´duction au cas unipotent
Plac¸ons-nous toujours dans le cas global. Fixons les objets suivants
– o ∈ OG ;
– σ ∈ o : semi-simple ;
– P1 ∈ F(M0) : un sous-groupe parabolique standard tel que σ ∈MP1(F ), mais σ n’appar-
tient a` aucun sous-groupe parabolique propre de MP1 ;
– M1 := MP1 ;
– Kσ =
∏
vKσ,v : un sous-groupe compact maximal de Gσ(A) en bonne position relative-
ment a` M1,σ.
Afin d’e´viter toute confusion, indiquons l’image de σ via G(F ) ↪→ G˜1 par σ˜. Posons aGσ0 :=
aGσM1,σ , on dispose d’une application line´aire canonique a
G
0 → aGσ0 . A` ces donne´es est associe´ un
parame`tre de troncature canonique T0,σ ∈ aGσ0 pour Gσ.
Fixons aussi un ensemble de places S ⊃ Vram et supposons que
– σS ∈ KS ;
– σ est S-admissible ;
– pour tout v /∈ S, on a Kσ,v = K ∩Gσ(Fv).
Le lemme de Kottwitz 5.6.2 assure que Kσ,v est un sous-groupe hyperspe´cial de Gσ(Fv) pour
tout v /∈ S.
Lemme 6.2.1. Le caracte`re [·, σ] : Gσ(A)→ µm est un caracte`re automorphe. Il est trivial sur
KSσ .
De´monstration. La continuite´ de [·, σ] est claire. Le reste re´sulte des scindages de p au-dessus
de KS et de G(F ).
Posons
ιG(σ) := Gσ(F )\Gσ(F ),
T1 := T0 − T0,σ ∈ aGσ0 ,
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ou`, avec abus de notation, on a projete´ le parame`tre de troncature canonique T0 de G via
aG0 → aGσ0 .
Rappelons une construction d’Arthur [9, §6]. Soit R ∈ FGσ(M1,σ), on note
F0R(M1) := {P ∈ F(M1) : Pσ = R, aP = aR},
FR(M1) := {P ∈ F(M1) : Pσ = R}.
Pour tout z ∈ G(A) et tout Q ∈ F(M1), posons
vQ(λ, z, T ) := e
〈λ,−HQ(z)+T 〉, λ ∈ ia∗Q, T ∈ aQ.
On lui associe la fonction v′Q(z, T ) via (III.9). Si R ∈ FGσ(M1,σ), posons
v′R(z, T ) :=
∑
Q∈F0R(M1)
v′Q(z, T ).
Soit f ∈ C∞c, (G˜1). Pour R et y ∈ G(A) fixe´s, on obtient une application line´aire f 7→
ΦR,y,T1 ∈ C∞c, (M˜R
1
) de´finie par
ΦR,y,T1(m˜) := δR(m)
1
2
∫∫
Kσ×UR(A)
[k, σ]f(y−1σ˜k−1m˜uky)v′R(ky, T1) dudk.
Alors f 7→ ΦR,y,T1 est aussi continue en y. Notre de´finition et celle dans [9, p.201] ne diffe`rent
que par le commutateur [k, σ], dont la raison d’eˆtre sera explique´e dans la proce´dure de descente.
The´ore`me 6.2.2 (cf. [9, 6.2]). Pour f ∈ C∞c, (G˜1), on a
Jo(f) = |ιG(σ)|−1
∫
Gσ(A)\G(A)
∑
R∈FGσ (M1,σ)
|WMR0 ||WGσ0 |−1JMR,[·,σ]unip (ΦR,y,T1) dy.
L’expression est loisible car la distribution J
MR,[·,σ]
unip est supporte´e sur (MR)unip(A), et le
scindage unipotent ade´lique permet de restreindre ΦR,y,T1 sur ce sous-ensemble ferme´ de fac¸on
canonique.
De´monstration. La preuve est presque identique a` celle dans [9] a` l’exception du caracte`re [·, σ]
qui apparaˆıt dans J
MR,[·,σ]
unip et dans notre de´finition de ΦR,y,T1 . Expliquons-le. Prenons T ∈ a+0
suffisamment re´gulier. On part de la formule [9, 3.1]
(III.31) JTo (f) = |ιG(σ)|−1
∫
G(F )\G(A)1
∑
R⊂Gσ
parabolique
standard
∑
ξ∈R(F )\G(F )
 ∑
u∈(MR)unip(F )
∫
UR(A)
f(x−1ξ−1σ˜unξx) dn
 ·
 ∑
P∈FR(M1)
(−1)dimAP /AG τˆP (HP (ξx)− ZP (T − T0)− T0)
 dx,
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ou` ZP (T − T0) ∈ a0 est de´fini dans [9, (3.3)]. La de´monstration ne fait intervenir que l’action
adjointe de G(F ) sur les sous-groupes de Le´vi et paraboliques sur F , et sur G(F ) lui-meˆme,
donc est valable sur un reveˆtement.
Changeons l’inte´grale ci-dessus prise sur
(ξ, x) ∈ (R(F )\G(F ))× (G(F )\G(A)1)
a` une inte´grale prise sur
(δ, x, y) ∈ (R(F )\Gσ(F ))× (Gσ(F )\Gσ(A) ∩G(A)1)× (Gσ(A)\G(A))
a` l’aide du fait Gσ(A)\G(A) = Gσ(A) ∩ G(A)1\G(A)1. L’inte´grale sur UR(A) dans (III.31)
devient ∫
UR(A)
f(y−1x−1δ−1σ˜unδxy) dn
en remplac¸ant l’expression ξx par δxy. Or
y−1x−1δ−1σ˜unδxy = [σ, x]y−1σ˜x−1δ−1unδxy,
donc l’inte´grale en question vaut∫
UR(A)
[x, σ]f(y−1σ˜x−1δ−1unδxy) dn
car f est anti-spe´cifique.
A` partir de maintenant, on peut reprendre la de´monstration de [9]. L’expression [x, σ] se
de´compose en le caracte`re [·, σ] dans le terme JMR,[·,σ]unip et le caracte`re [k, σ] dans la de´finition de
ΦR,y,T1 via une de´composition d’Iwasawa. Le bilan est l’analogue de [9, (6.8)] :
Jo(f) = |ιG(σ)|−1
∫
Gσ(A)\G(A)
∑
Q∈FGσ (M1,σ)
Q⊃P1,σ
J
MQ,[·,σ]
unip (ΦQ,y,T1) dy.
La dernie`re e´tape est d’enlever la de´pendance de P1,σ. Soit R ∈ FGσ(M1,σ), alors il existe
w ∈ WGσ0 et Q ⊃ P1,σ tel que R = w−1Qw. Notons comme d’habitude pi : Gσ,SC → Gσ
le reveˆtement simplement connexe de Gσ,der et Kσ,sc := pi
−1(Kσ). Prenons un repre´sentant
w˜ ∈ pi(Kσ,sc) de w. Comme v′Q(w˜ky, T1) = v′R(ky, T1) (voir [9, p.201]), on voit que ΦQ,y,T1(m˜) =
ΦR,y,T1(w˜
−1m˜w˜) pour tout m˜ ∈ M˜Q
1
. Vu 5.2.10, on en de´duit que
J
MQ,[·,σ]
unip (ΦQ,y,T1) = J
MR,[·,σ]
unip (ΦR,y,T1).
Alors un argument similaire a` celui de 5.2.11 permet de conclure.
6.3 Inte´grales orbitales ponde´re´es anti-spe´cifiques
Plac¸ons-nous dans le cas local. Les conventions de §2.6 (qui correspond au cas |S| = 1) se
ge´ne´ralisent de fac¸on e´vidente a` ce cadre. En particulier, on peut parler des bons e´le´ments dans
G(FS).
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Conventions sur la mesure Soit M ∈ LG(M0). La situation est similaire a` celle de §5.3 :
on conside`re les paires (O, µ), ou`
– O est une bonne classe de conjugaison dans M˜S ,
– µ est une mesure de Radon invariante non triviale sur O.
Nous pre´fe´rons une construction directe comme suit. Prenons γ˜ ∈ O, alors la mesure inva-
riante µ est de´termine´e par le choix d’une mesure de Haar sur Mγ(FS), et re´ciproquement.
Le groupe M(FS) ope`re sur ces paires par conjugaison. On e´crit (O, µ) ∼ (O′, µ′) si O = O′.
Notons
Γ˙(M˜S) := {(O, µ)},
Γ(M˜S) := {(O, µ)}/ ∼ .
Alors Γ˙(M˜S)→ Γ(M˜S) est un R>0-torseur.
Nous utilisons les symboles pointe´s pour de´signer un e´le´ment dans Γ˙(M˜S), eg. ˙˜γ ; la classe
de conjugaison sous-jacente est note´e Supp( ˙˜γ).
Une paire ˙˜γ = (O, µ) donne naissance a` l’inte´grale orbitale
JM˜ (
˙˜γ, f) := |DM (γ)| 12
∫
O
f dµ, f ∈ C∞c, (M˜S)(III.32)
avec γ ∈ p(O) quelconque. Si l’on fixe γ˜ ∈ O et une mesure de Haar sur Mγ(FS), alors on a
tout simplement
JM˜ (
˙˜γ, f) = |DM (γ)| 12
∫
Mγ(FS)\M(FS)
f(x−1γ˜x) dx.
Pour montrer qu’elle converge, il suffit de remplacer f par |f |. On obtient ainsi une inte´grale
orbitale pour un groupe re´ductif, dont la convergence est connue d’apre`s Rao [69]. Cela permet
d’immerger Γ˙(M˜S) dans l’espace de distributions spe´cifiques. On a
JM˜ (y
˙˜γy−1, f) = JM˜ ( ˙˜γ, f), pour tout y ∈M(FS).
Indiquons quelques ope´rations e´le´mentaires.
1 Le sous-groupe central µm ope`re de manie`re e´vidente sur Γ˙(M˜S).
2 Si ˙˜γ est tel que Mγ = Gγ , alors il s’identifie canoniquement a` un e´le´ment de Γ˙(G˜S)unionsq {0},
cf. (III.27). Plus pre´cise´ment, ˙˜γ s’envoie a` 0 si et seulement si γ n’est pas bon dans G(FS)
.
3 Un e´le´ment ˙˜γ ∈ Γ˙(M˜S) admet une unique de´composition de Jordan
˙˜γ = σ˜u˙, σ˜ ∈ M˜S , u˙ ∈ Γ˙(Mσ(FS))[·,σ]
correspondant a` la de´composition de Jordan γ˜ = σ˜u.
4 On a de´fini un sous-groupe ouvert ferme´ AM (FS)
† ⊂ AM (FS) dans 2.6.2. Supposons fixe´
un voisinage ouvert U de 1 dans AM (FS)† muni d’un scindage U ↪→ p−1(U) de p qui
envoie 1 a` 1. Soit a ∈ U , on peut de´finir l’application ˙˜γ 7→ a ˙˜γ de translation par a a` l’aide
de ce scindage.
5 On peut de´finir l’induction de classes unipotentes de M a` G a` la 5.3.4. Vu le scindage
unipotent, on peut supprimer le ∼ et le noter γ˙ 7→ γ˙G.
Nous laissons ces yogas de mesures invariantes au lecteur.
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Inte´grales orbitales ponde´re´es Commenc¸ons par de´finir l’inte´grale orbitale ponde´re´e anti-
spe´cifiques pour les e´le´ments ˙˜γ ∈ Γ˙(M˜S) tels que Mγ = Gγ . Rappelons que cette donne´e e´quivaut
au choix d’une mesure de Haar sur Mγ(FS) = Gγ(FS).
De´finition 6.3.1. Supposons que Mγ = Gγ . Pour tout f ∈ C∞c, (G˜S), posons
JM˜ (
˙˜γ, f) := |DM (γ)| 12
∫
Gγ(FS)\G(FS)
f(x−1γ˜x)vM (x) dx.
Si γ n’est pas bon dans G(FS), alors JM˜ (
˙˜γ, f) = 0.
Revenons au cas ge´ne´ral. L’inte´grale orbitale ponde´re´e est de´finie comme suit.
The´ore`me 6.3.2 (cf. [12, 5.2]). Pour tout f ∈ C∞c, (G˜S), la limite
JM˜ (
˙˜γ, f) := lim
a→1
a∈AM,reg(FS)†
∑
L∈L(M)
rLM (γ, a)JL˜(a
˙˜γ, f)
existe, ou` les a dans la limite sont suppose´s en position ge´ne´rale de sorte que Maγ = Gaγ.
Si Mγ = Gγ, elle co¨ıncide avec la de´finition 6.3.1. On a
∀y ∈M(FS), JM˜ (y ˙˜γy−1, f) = JM˜ ( ˙˜γ, fy) = JM˜ ( ˙˜γ, f).
Pour que l’expression a ˙˜γ dans l’e´nonce´ soit loisible, il faut fixer un voisinage ouvert U de
1 dans AM (FS)
†, un scindage de p au-dessus de U qui envoie 1 a` 1, et supposer que a ∈ U ;
comme on ne regarde que la limite a→ 1, ces choix n’importent pas.
Notons tout d’abord que JM˜ (
˙˜γ, f) = 0 si γ n’est pas bon dans G(FS). Les de´finitions
entraˆınent aussi que JM˜ (ε
˙˜γ, f) = ε−1JM˜ ( ˙˜γ, f) pour tout ε ∈ µm.
De´monstration. On peut supposer γ bon dans M(FS) d’apre`s l’observation pre´ce´dente, alors
aγ l’est aussi pour a ∈ AM (FS)†. On se rame`ne a` l’e´tude de
|DG(aγ)| 12
∫
Mγ(FS)\G(FS)
f(x′−1aγ˜x′)
 ∑
L∈L(M)
rLM (γ, a)vL(x
′)
 dx′
lorsque a → 1. Soit γ˜ = σ˜u la de´composition de Jordan. On de´compose la variable x′ = mxy
avec m ∈Mγ(FS)\Mσ(FS), x ∈Mσ(FS)\Gσ(FS), y ∈ Gσ(FS)\G(FS). Alors l’inte´grale ci-dessus
s’e´crit
|DG(aγ)| 12
∫∫∫
f(y−1x−1m−1aσ˜umxy)
 ∑
L∈L(M)
rLM (γ, a)vL(xy)
 dmdx dy.
Comme a est central dans M˜ , on a
y−1x−1m−1aσ˜umxy = [σ,m][σ, x]y−1σ˜x−1am−1umxy,
f(y−1x−1m−1aσ˜umxy) = [m,σ][x, σ]f(y−1σ˜x−1am−1umxy)
par l’anti-spe´cificite´ de f . Posons gσ˜,a,x,y(m˜) := [x, σ]f(y
−1σ˜x−1am˜xy), alors l’inte´grale sur x
devient ∫
Mγ(FS)\Mσ(FS)
[m,σ]gσ˜,a,x,y(m
−1um) dm,
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une inte´grale orbitale unipotente avec le caracte`re [·, σ]. Elle est bien de´finie car γ est bon.
Ce que l’on a fait est la premie`re e´tape de la de´monstration dans [12, §6] ; en fait c’est la seule
part ou` intervient le reveˆtement. Apre`s l’argument de descente ci-dessus, le reveˆtement disparaˆıt
au prix de rajouter le caracte`re [·, σ]. Le reste de la de´monstration marche de la meˆme fac¸on
qu’en [12] si l’on remplace les mesures dx par [x, σ] dx et dm par [m,σ] dm. Cela n’affecte
pas les estimations dans [12] ; en particulier, la clef [12, 6.1] et sa de´monstration, qui repose
sur une technique ge´ome´trique de Langlands, restent les meˆmes. Cela permet de reprendre les
arguments d’Arthur.
Le cas non ramifie´ Fixons G et M comme pre´ce´demment. Supposons que S consiste en
places non archime´diennes et supposons Kv hyperspe´cial de pour chaque v ∈ S. Notons fKS =∏
v∈S fKv , ou` fKv est l’unite´ de l’alge`bre de Hecke sphe´rique anti-spe´cifique en v (voir §3.1).
De´finition 6.3.3. Les inte´grales orbitales ponde´re´es anti-spe´cifiques non ramifie´es sont de´finies
par
rM˜,KS (
˙˜γ) = rG˜
M˜,KS
( ˙˜γ) := JM˜ (
˙˜γ, fKS ),
˙˜γ ∈ Γ˙(M˜S).
Lorsqu’il n’y a pas de confusion sur KS , on l’e´crit aussi r
G˜
M˜
( ˙˜γ).
Descente semi-simple Fixons ˙˜γ ∈ Γ˙(M˜S) comme pre´ce´demment avec la de´composition de
Jordan ˙˜γ = σ˜u˙. Supposons que
– σ˜ ∈M(F ) ;
– σ est F -elliptique dans M .
Prenons un sous-groupe compact maximal Kσ de Gσ(FS) en bonne position relativement a`
Mσ. Il faut rappeler une construction paralle`le a` celle pour 6.2.2 (cf. [12, §8]). Soit ˙˜γ = σ˜u˙ la
de´composition de Jordan. Soit R ∈ FGσ(Mσ). Prenons aussi T ∈ aM et posons
vP (λ, z, T ) := vP (λ, z)e
〈λ,T 〉, P ∈ P(M),
ou` vP (λ, z) est la (G,M)-famille de´finissant le poids. Les fonctions vP (λ, z, T ) forment encore
une (G,M)-famille.
Avec le formalisme de 6.2.2, posons
v′R(z, T ) :=
∑
Q∈F0R(M)
v′Q(z, T ), z ∈ G(FS);
ΦR,y,T (m˜) := δR(m)
1
2
∫∫
Kσ×UR(FS)
[k, σ]f(y−1σ˜k−1m˜uky)v′R(ky, T ) dudk
ou` m˜ ∈ (M˜R)S , y ∈ G(FS).
Proposition 6.3.4 (cf. [12, 8.6]). On a
JM˜ (
˙˜γ, f) = |DG(σ)| 12
∫
Gσ(FS)\G(FS)
∑
R∈FGσ (Mσ)
J
MR,[·,σ]
Mσ
(u˙,ΦR,y,T ) dy,
De´monstration. On reprend l’argument dans [12]. Ici le caracte`re [·, σ] intervient pour la meˆme
raison que dans la de´monstration de 6.3.2.
6.4 Comportement des inte´grales orbitales ponde´re´es anti-spe´cifiques
Les re´sultats ci-dessous sont paralle`les a` ceux de §5.4. Vu 6.3.2, leurs de´monstrations sont
aussi similaires et nous ne les re´pe´terons pas.
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(M˜, σ)-e´quivalence Soient σ ∈ M(FS)ss et Σ ⊂ σMσ(FS) un ouvert invariant par Mσ(FS).
Notons
Γ˙(Σ˜) := {γ˙ ∈ Γ˙(M˜S) : Supp( ˙˜γ) ⊂ p−1(Σ)}.
Supposons de´sormais que l’adhe´rence de Σ dans σMσ(FS) contient un voisinage invariant de σ.
On dit que deux fonctions φ1, φ2 sur Γ˙(Σ˜) sont (M˜, σ)-e´quivalentes s’il existe f ∈ C∞c, (M˜S) et
un voisinage U de σ dans M(FS) tels que
(φ1 − φ2)( ˙˜γ) = JM˜M˜ ( ˙˜γ, f)
pour tout ˙˜γ ∈ Γ˙(Σ˜) tel que Supp( ˙˜γ) ⊂ p−1(U). Si cette condition est ve´rifie´e, on e´crit
φ1
(M˜,σ)∼ φ2.
Proposition 6.4.1. Si Mσ = Gσ, alors pour tout f ∈ C∞c, (M˜S) on a
JM˜ (
˙˜γ, f)
(M˜,σ)∼ 0
pour tout ˙˜γ ∈ Γ˙(M˜S) assez proche de σ˜ modulo conjugaison.
Formules de descente Fixons ˙˜γ ∈ Γ˙(M˜S). Soit Q = LUQ ∈ F(M0). De´finissons
fQ(m˜) := δQ(m)
1
2
∫
KS
∫
UQ(FS)
f(k−1m˜uk) dudk, m ∈ L(FS).
Ceci fournit une application line´aire C∞c, (G˜S)→ C∞c, (L˜S).
Proposition 6.4.2. Supposons que γ ∈Munip(FS). Avec les choix effectue´s dans 5.4.3, on a
J
L˜1
(γ˙L1 , f) =
∑
L∈L(M)
dGM (L1, L)J
L˜
M˜
(γ˙, fQL).
Proposition 6.4.3. Supposons S = S1 unionsq S2. Soient ˙˜γ = ˙˜γ1 ˙˜γ2, et f = f1f2 ∈ C∞c, (G˜S). En
conservant le formalisme de 5.4.4, on a
JM˜ (
˙˜γ, f) =
∑
L1,L2∈L(M)
dGM (L1, L2)J
L˜1
M˜
( ˙˜γ1, fQ1)J
L˜2
M˜
( ˙˜γ2, fQ2).
Remarquons que la de´composition ˙˜γ = ˙˜γ1 ˙˜γ2 n’est unique qu’a` l’action pre`s du groupe
{(ε, ε−1) : ε ∈ µm}.
Non-invariance Soient Q = LUQ ∈ F(M0) et y ∈ G(FS). On de´finit
fQ,y(m˜) = δQ(m)
1
2
∫∫
KS×UQ(FS)
f(k−1m˜uk)u′Q(k, y) dudk, m˜ ∈ L˜,
ou` u′Q est la fonction de´finie en 5.4.5. Ceci fournit une application line´aire C
∞
c, (G˜S)→ C∞c, (L˜S).
Rappelons aussi que fy est la fonction x˜ 7→ f(yx˜y−1).
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Proposition 6.4.4. On a
JM˜ (
˙˜γ, fy) =
∑
Q∈F(M)
J
M˜Q
M˜
( ˙˜γ, fQ,y).
Proposition 6.4.5. Soit y ∈ G(FS) tel que yMy−1 ∈ L(M0) , alors
JyM˜y−1(y
˙˜γy−1, f) = JyM˜y−1( ˙˜γ, f).
De´monstration. C’est le meˆme argument qu’en 5.4.6.
Remarque 6.4.6. L’inte´grale orbitale ponde´re´e satisfait a` d’autres proprie´te´s importantes, par
exemple le de´veloppements en germes au voisinage d’un e´le´ment σ˜ d’image semi-simple (pas
force´ment bon). Les de´tails se trouvent dans [12]. Par ailleurs, le cas G = M = GL(n) est de´ja`
e´tudie´ dans [35].
6.5 De´veloppement ge´ome´trique fin
Passage a` une situation locale Revenons au cas global. Nous conside´rons S un ensemble
fini de places de F tel que S ⊃ Vram.
Rappelons une de´finition d’Arthur dans [9, §8].
De´finition 6.5.1. On dit que deux e´le´ments γ1, γ2 ∈ M(F ) avec de´compositions de Jordan
γi = σiui (ou` i = 1, 2) sont (M,S)-e´quivalents s’il existe x ∈M(F ) et y ∈Mσ2(FS) tels que
– x−1σ1x = σ2,
– y−1x−1u1xy = u2.
On ve´rifie que c’est une relation d’e´quivalence. Une classe de OM -e´quivalence se de´coupe en
un nombre fini de classes de (M,S)-e´quivalence.
De´finition 6.5.2. Posons
(M(F )) := {classes de conjugaison dans M(F )},
(M(F ))M,S := {classes de (M,S)-e´quivalence dans M(F )},
(M(F ))KM,S :=

c ∈ (M(F ))M,S : ∃γ = σu ∈ c (de´composition de Jordan), ou`
σ est S-admissible,
σS ∈ KS .
 ,
(M(F ))K,bon
M˜,S
:= {c ∈ (M(F ))KM,S : c est bon dans M(FS)}.
Soient c ∈ (M(F ))KM,S et γ = σu ∈ c un repre´sentant ve´rifiant les conditions dans cette
de´finition. On dit que γ est un repre´sentant admissible de c. Par abus de notation, on de´signera
une classe dans (M(F ))KM,S par un repre´sentant admissible.
Notons
KM =
∏
v
KM,v := K ∩M(A).
Afin de comple´ter le raffinement ge´ome´trique d’Arthur, il faut comple´ter les fonctions test
locales en celles globales comme dans §5.5. Comme S ⊃ Vram, on sait de´finir fKM,v ∈ C∞c, (M˜v)
l’unite´ de H (M˜v//KM,v), pour tout v /∈ S. D’ou` un homomorphisme injectif
C∞c, (M˜S)→ C∞c, (M˜)
fS 7→ fS ·
∏
v/∈S
fKM,v .
(III.33)
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Il faut aussi extraire la part locale d’une classe dans (M(F ))K,bonM,S . Pre´cisons. Soit c ∈
(M(F ))K
M˜,S
avec un repre´sentant admissible γ = σu. Le scindage au-dessus de KSM fournit une
identification
p−1(M(FS)×KSM ) = M˜S ×KSM .(III.34)
Notons (σ˜S , σ
S) ∈ M˜S ×KSM l’e´le´ment auquel σ s’identifie. Posons γ˜S = σ˜SuS , ou` uS est releve´
a` l’aide du scindage unipotent. On ve´rifie que uS est [·, σ]-bon dans Mσ(FS) si et seulement si
c ∈ (M(F ))K,bon
M˜,S
.
De´finition 6.5.3. Soient γ ∈ (M(F ))K,bon
M˜,S
, γ˜S ∈ M˜S . On e´crit
γ  γ˜S
si γ est un repre´sentant admissible qui donne γ˜S comme ci-dessus. Il faut prendre garde qu’en
ge´ne´ral, les repre´sentants admissibles d’une classe de (M,S)-e´quivalence ne sont pas conjugue´s
par M(F ) ∩ (M(FS) ×KSM ), par conse´quent  n’a aucune raison d’eˆtre une application bien
de´finie de (M(F ))K,bon
M˜,S
dans Γ(M˜S) !
Exprimer Jo par inte´grales orbitales ponde´re´es anti-spe´cifiques Nous nous proposons
de remonter la formule descendue pour Jo dans 6.2.2 en termes des inte´grales orbitales ponde´re´es
anti-spe´cifiques ; nous n’en donnerons qu’une esquisse car les arguments complets se trouvent
dans [9, §8].
Plac¸ons-nous dans le cas global. Fixons o ∈ OG et prenons les objets σ, M1, Kσ, T1 et
S ⊂ VF comme dans §6.2. Quitte a` agrandir S, on peut aussi supposer que
– pour tout v /∈ S et tout yv ∈ G(Fv), on a (y−1v σGσ,unip(Fv)yv) ∩ σKv 6= ∅ seulement si
yv ∈ Gσ(Fv)Kv (voir [9, 6.1]).
Alors 6.2.2 se lit
Jo(f) = |ιG(σ)|−1
∫
Gσ(A)\G(A)
∑
R∈FGσ (M1,σ)
|WMR0 ||WGσ0 |−1JMR,[·,σ]unip (ΦR,y,T1) dy.
L’expression dans l’inte´grale est nulle sauf si
y = ySy
′, yS ∈ Gσ(FS)\G(FS), y′ ∈
∏
v/∈S
Gσ(Fv)\Gσ(Fv)Kv.
Pour un tel y, on a l’identification ΦR,y,T1 = ΦR,yS ,T1 ∈ C∞c (MR(FS)1) via C∞c (MR(FS)1) ↪→
C∞c (MR(A)1), ou` ΦR,yS ,T1 est la fonction associe´e a` fS par 6.3.4, car v′R(ky, T1) = v′R(kSyS , T1)
et [KS , σ] = 1 ; toutes ces assertions sont de´montre´es dans [9, §7] sauf la dernie`re, qui re´sulte
du fait que σS ∈ KS et S ⊃ Vram.
Donc Jo(f) est e´gal a`
|ιG(σ)|−1
∫
Gσ(FS)\G(FS)
∑
R∈FGσ (M1,σ)
|WMR0 ||WGσ0 |−1JMR,[·,σ]unip (ΦR,yS ,T1) dyS .
Posons Lσ := LGσ(M1,σ). D’apre`s 5.5.1,
|WMR0 ||WGσ0 |−1JMR,[·,σ]unip (ΦR,yS ,T1)
=
∑
L∈Lσ
L⊂MR
|WL0 ||WGσ0 |−1
∑
u∈Γunip(L(F ),S)[·,σ]
aL,[·,σ](S, u˙)JMR,[·,σ]L (u˙,ΦR,yS ,T1).
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Posons L0σ(M1) := {M ∈ L(M1) : AM = AMσ}, on a une bijection
L0σ(M1)→ Lσ
M 7→Mσ.
Il en re´sulte que Jo(f) est e´gale a`
|ιG(σ)|−1
∑
M∈L0σ(M1)
∑
u∈Γunip(Mσ(F ),S)[·,σ]
|WMσ0 ||WGσ0 |−1aMσ ,[·,σ](S, u˙)
∫
Gσ(FS)\G(FS)
 ∑
R∈FGσ (Mσ)
J
MR,[·,σ]
Mσ
(u˙,ΦR,yS ,T1)
 dy.
Rappelons qu’un rele`vement σ˜S ∈ M˜S de σ est de´fini dans 6.5.3. Soit u ∈ Γunip(Mσ(F ), S)[·,σ],
alors σ˜SuS est bon dans M˜S . D’autre part,
∏
v∈S |DG(σ)|v = |DG(σ)| = 1 d’apre`s la S-
admissibilite´ de σ. En multipliant la formule ci-dessus par
∏
v∈S |DG(σ)|v, on peut appliquer
6.3.4 et obtient ainsi
Lemme 6.5.4 (cf. [9, 7.1]). Soit f ∈ C∞c, (G˜S), alors
Jo(f) = |ιG(σ)|−1
∑
M∈L0σ(M1)
|WMσ0 ||WGσ0 |−1∑
u∈Γunip(Mσ(F ),S)[·,σ]
aMσ ,[·,σ](S, u˙)JM˜ (σ˜u˙, f).
Les coefficients
De´finition 6.5.5. Soit γ ∈ M(F ) avec de´composition de Jordan γ = σu. Supposons que γ
est un repre´sentant admissible d’une classe dans (M(F ))K,bon
M˜,S
(voir 6.5.2), alors un e´le´ment
γ˜S = σ˜Su ∈ M˜S lui est associe´ selon la construction de 6.5.3. Prenons un e´le´ment ˙˜γS ∈ Γ˙(M˜S)
supporte´ sur la classe de conjugaison contenant γ˜S avec la de´composition de Jordan ˙˜γS = σ˜S u˙.
Posons
M (σ) :=
{
1, si σ est F -elliptique dans M,
0, sinon;
,
Stab(σ, u) := {t ∈ ιM (σ) : tut−1 conj∼ u dans Mσ(FS)},
aM˜ (S, ˙˜γS) := 
M (σ)|Stab(σ, u)|−1aMσ ,[·,σ](S, u˙).
C’est la de´finition d’Arthur (voir [20, (2.4)]) lorsque le reveˆtement est trivial. On ve´rifie que
aM˜ (S, ˙˜γS)JM˜ (
˙˜γS , f) ne de´pend pas des choix des mesures, et il est invariant par conjugaison
par Mσ(FS) d’apre`s 5.5.1.
Remarque 6.5.6. D’apre`s 5.5.5, les coefficients aM˜ (S, ·) sont de´termine´s par les donne´es p :
M˜ →M(A), S, et le sous-groupe compact maximal KS de M(FS) tels que
– il existe un sous-groupe de Le´vi minimal M0 de M , de´fini sur F , qui est en bonne position
relativement a` KSM ;
– S ⊃ Vram.
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Lemme 6.5.7. Soient M,M ′ ∈ L(M0) et γ ∈M(F ) (resp. γ′ ∈M ′(F ) ) avec la de´composition
de Jordan γ = σu (resp. γ′ = σ′u′ ∈ M ′(F )) satisfaisant aux conditions dans 6.5.5. S’il existe
y ∈ G(F ) tel que yMy−1 = M ′, yγy−1 = γ′, alors
aM˜ (S, ˙˜γS)JM˜ (
˙˜γS , f) = a
M˜ ′(S, ˙˜γS
′
)JM˜ ′(
˙˜γS
′
, f),
aMσ ,[·,σ](S, u˙)JM˜ (
˙˜γS , f) = a
M ′
σ′ ,[·,σ′](S, u˙′)JM˜ ′(
˙˜γS
′
, f)
pour tout f .
En particulier, le produit aM˜ (S, ˙˜γS)JM˜ (
˙˜γS , f) ne de´pend que de f et de la classe de γ dans
(M(F ))K,bonM,S .
De´monstration. Se´lectionnons les mesures de sorte que
˙˜γS
′
= σ˜′S · (yu˙y−1).(III.35)
On a les caracte`res automorphes ω = [·, σ] sur Mσ(A) et ω′ = [·, σ′] sur M ′σ′(A). On va
appliquer 5.7.4. Pour satisfaire aux hypothe`ses dans 5.7.1, il reste a` construire les fonctions Ωv
sur T (σ, σ′)(Fv) pour toute place v.
Se´lectionnons σ˜v ∈ p−1(σv) pour toute place v de sorte que σ˜v ∈ Kv si v /∈ S et [σ˜v]v = σ˜ ;
alors on a aussi
∏
v∈S σ˜v = σ˜S . Idem pour σ˜
′
v.
Fixons une place v. De´finissons Ωv : T (σ, σ′)(Fv)→ µm par la formule
zσ˜vz
−1 = Ωv(z)σ˜′v.
Alors Ωv(x
′zx) = ω′(x′)Ωv(z)ω(x) pour tout x ∈ Mσ(Fv) et tout x′ ∈ M ′σ′(Fv). Si v /∈ S et
z ∈ T (σ, σ′)(Fv) ∩ Kv, alors Ωv(z) = 1 graˆce au fait que σS , σ′S ∈ KS et au scindage de p
au-dessus de Kv. Comme p se scinde au-dessus de G(F ), on a aussi Ω|T (σ,σ′)(F ) = 1.
Alors 5.7.4 implique
aMσ ,[·,σ](S, u˙) = Ω(yS)−1aM
′
σ′ ,[·,σ′](S, u˙′),
d’ou` aM˜ (S, ˙˜γS) = Ω(y
S)−1aM˜
′
(S, ˙˜γS
′
).
D’autre part, 6.4.5 implique
JM˜ ′(y
˙˜γSy
−1, f) = JM˜ (
˙˜γS , f).
Comme yσ˜Sy
−1 = Ω(yS)σ˜′S , on de´duit de (III.35) que
JM˜ (
˙˜γS , f) = Ω(yS)
−1JM˜ ′(
˙˜γS
′
, f).
Or Ω(yS)Ω(y
S) = Ω(y) = 1 car y ∈ G(F ), cela conclut la de´monstration pour le premier
e´nonce´. On a de´ja` remarque´ que γ˜S 7→ aM˜ (S, ˙˜γS)JM˜ ( ˙˜γS , f) est invariant par conjugaison par
Mσ(FS), donc le dernier e´nonce´ re´sulte de la de´finition de (M,S)-e´quivalence.
Notons (M(F ) ∩ o)K,bonM,S le sous-ensemble des classes dans (M(F ))K,bonM,S qui rencontrent o.
The´ore`me 6.5.8 (cf. [9, 8.1]). Avec les meˆmes notations, on a
Jo(f) =
∑
M∈L(M0)
|WM0 ||WG0 |−1
∑
γ∈(M(F )∩o)K,bonM,S
γ γ˜S
aM˜ (S, ˙˜γS)JM˜ (
˙˜γS , f).
La somme ne porte que sur un nombre fini de classes.
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Ici l’expression signifie que, pour chaque classe dans (M(F ) ∩ o)K,bonM,S , on en prend un
repre´sentant admissible γ quelconque, puis un γ˜S quelconque tel que γ  γ˜S via la corres-
pondance de´finie dans 6.5.3. Le produit aM˜ (S, ˙˜γS)JM˜ (
˙˜γS , f) est bien de´fini graˆce au lemme
pre´ce´dent.
De´monstration. Reprenons les notations de 6.5.4. Le groupe ιM (σ) ope`re sur Γunip(Mσ(F ), S)
[·,σ],
et le groupe d’isotropie d’une classe u est Stab(σ, u). Vu le lemme pre´ce´dent et 6.5.4, Jo(f) est
e´gal a` ∑
M∈L(M1)
|WMσ0 ||WGσ0 |−1|ιM (σ)||ιG(σ)|−1
∑
γ∈(M(F )∩o)K,bonM,S
γs=σ
aM˜ (S, ˙˜γS)JM˜ (
˙˜γS , f).(III.36)
ou` γs = σ signifie que l’on prend les repre´sentants admissibles ayant partie semi-simple σ.
Traitons maintenant le coˆte´ a` droite de l’assertion. Tous les regroupements ci-dessous sont
justifie´s par le lemme pre´ce´dent. La somme sur γ se de´compose en une somme double sur
les classes semi-simples et des classes unipotentes. On peut combiner la somme sur les classes
semi-simples avec la somme sur M et on obtient une somme sur
Π := {(M,σM ) : M ∈ L(M0), σM ∈ (M(F )), σM conj∼ σ dans G(F )}
suivie par une somme sur des classes unipotentes. Cette somme double est e´videmment finie.
De plus, WG0 ope`re sur Π et on peut sommer sur le quotient Π/W
G
0 pourvu que l’on multiplie
les coefficients par l’ordre du groupe d’isotropie.
Toute classe dans Π/WG0 contient une paire de la forme (M,σ) avec M ⊃M1 (cf. [9, p.186]).
Arthur en a calcule´ l’ordre du groupe d’isotropie (cf. [9, pp.206-207]) : c’est |WMσ(F )0 ||WG
σ(F )
0 |−1,
ou`
W
Gσ(F )
0 := M
σ
1 (F )\NGσ(AM1)(F ).
Idem pour M au lieu de G. Donc le terme a` droite de l’assertion est e´gal a`∑
M∈L(M1)
|WMσ(F )0 ||WG
σ(F )
0 |−1
∑
γ∈(M(F )∩o)K,bonM,S
γs=σ
aM˜ (S, ˙˜γS)JM˜ (
˙˜γS , f).(III.37)
En comparant (III.36) et (III.37), on se rame`ne a` prouver que
|WMσ0 ||WGσ0 |−1|ιM (σ)||ιG(σ)|−1 = |WM
σ(F )
0 ||WG
σ(F )
0 |−1, M ∈ L(M1),
ce qui est exactement (8.5) de [9].
E´tant donne´ ∆ un voisinage compact de 1 dans G(A)1, posons ∆˜ := p−1(∆). Notons
C∞∆, (G˜
1) l’espace des fonctions dans C∞c, (G˜1) a` support dans ∆˜. Posons
C∞∆, (G˜
1
S) := C
∞
∆, (G˜
1) ∩ C∞c, (G˜1S)
via (III.33). On arrive ainsi au de´veloppement ge´ome´trique fin.
The´ore`me 6.5.9 (cf. [9, 9.2]). Il existe un sous-ensemble fini de places S∆ ⊃ Vram tel que
– il existe ∆S ⊂ G(FS) tel que ∆ = ∆S∆ ×KS∆ ;
– pour tout S ⊃ S∆ et tout f ∈ C∞∆, (G˜1S), on a
J(f) =
∑
M∈L(M0)
|WM0 ||WG0 |−1
∑
γ∈(M(F ))K,bonM,S
γ γ˜S
aM˜ (S, ˙˜γS)JM˜ (
˙˜γS , f);
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les termes dans la somme ci-dessus sont nuls pour presque tout γ.
De´monstration. Pour o fixe´, on peut toujours prendre S de sorte que la condition pour 6.5.8 soit
satisfaite. Puisque J =
∑
o Jo, il suffit de montrer qu’il n’y qu’un nombre fini de o qui rencontre
∆, ce qu’assure [9, 9.1].
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Chapitre IV
Analyse harmonique locale
1 Introduction
Cet article fait suite a` [Chapitre III] qui vise a` e´tablir une formule des traces invariante a` la
Arthur [11] pour une grande classe de reveˆtements des groupes re´ductifs connexes. Afin d’arriver
a` la formule des traces invariante, Arthur a besoin des re´sultats profonds d’analyse harmonique
locale. Tandis qu’ils sont admis par certains mathe´maticiens, il s’ave`re que les modifications
ne´cessaires ne sont pas toujours triviales. Notre objet est donc d’e´tablir, ou plutoˆt de justifier,
de tels re´sultats. Plus pre´cise´ment, nous visons a` e´tablir
– la formule de Plancherel [83] ;
– la normalisation des ope´rateurs d’entrelacement [13], avec formules explicites dans le cas
archime´dien ;
– la re´gularite´ et le de´veloppement local de caracte`res dans le cas non archime´dien [40] ;
– la formule des traces locale invariante [14].
– le the´ore`me a` la Kazhdan de la densite´ de caracte`res tempe´re´s dans le cas non archime´dien
[42].
Le Graal de cet article est la formule des traces locale invariante sous la forme pre´sente´e
dans [21, Proposition 6.1] :
Idisc(f) =
∑
M∈L(M0)
|WM0 ||WG0 |−1(−1)dimAM/AG
∫
ΓG−reg,ell(M(F ))bon
IM˜ (γ, f) dγ
pour tout f ∈ C (G˜× G˜), ou`
– C (G˜ × G˜) est la “composante anti-spe´cifique” de l’espace des fonctions de Schwartz-
Harish-Chandra sur G˜× G˜ ;
– Idisc(·) est la “partie discre`te” du coˆte´ spectral spe´cifique de la formule des traces locale
non invariante ;
– IM˜ (γ, ·) est la distribution invariante fabrique´e des inte´grales orbitales ponde´re´es et des
caracte`res ponde´re´s, c’est l’inte´grale orbitale usuelle lorsque M = G. Cette distribution
est relie´e aux distributions apparaissant dans la formule des traces globale par une formule
de scindage (le Lemme 5.8.4).
Voir §5 pour les de´tails. Il peut paraˆıtre curieux car ce n’est pas un ingre´dient dans la preuve
originelle d’Arthur de la formule des traces globale. Ne´anmoins, Arthur fait usage d’un argument
global pour comple´ter son argument de re´currence (voir [11, §5]), ce qui est proble´matique sur
les reveˆtements car il faudrait une proprie´te´ d’approximation faible des bons e´le´ments. Un cas
particulier du re´sultat d’Arthur est la densite´ de caracte`res tempe´re´s due a` Kazhdan [42] qui est
indispensable dans toute application de la formule des traces. Donc il faut les e´tablir a` tout prix.
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Ici la formule des traces locale en fournit une approche contourne´e mais purement locale, cf.
[15, Corollary 5.3]. D’ailleurs, la formule des traces locale interviendra dans toute e´tude se´rieuse
d’analyse harmonique locale, e.g. la the´orie de repre´sentations tempe´re´es elliptiques.
Vu les travaux de Harish-Chandra, il est tentant de penser que les the´ories archime´diennes
s’adaptent aux reveˆtements sans peine. Bien au contraire ! Par exemple, le the´ore`me de Paley-
Wiener invariant pour les fonctions de Schwartz-Harish-Chandra fait l’usage de la the´orie
de K-types minimaux de Vogan, notamment la multiplicite´ 1, ce qui de´pend des hypothe`ses
d’alge´bricite´ ou de connexite´ du groupe de Lie en question.
Organisation de cet article Dans le §2, nous recueillons des de´finitions de base pour l’ana-
lyse harmonique locale non archime´dienne pour les reveˆtements et nous e´tablissons la the´orie de
Harish-Chandra pour les reveˆtements : fonctions de Schwartz-Harish-Chandra, repre´sentations
tempe´re´es, ope´rateurs d’entrelacement, fonction c et µ, la formule de Plancherel. Les preuves
sont plus ou moins identiques au cas des groupes re´ductifs connexes et nous adoptons les no-
tations de [83] ; le but de cette section est plutoˆt de fixer les notations et les choix de mesures.
Une exception : il faut choisir un sous-groupe ouvert d’indice fini AM (F )
† de AM (F ), ou` M
est un sous-groupe de Le´vi semi-standard de G (voir la Proposition 2.1.1). Afin de compenser
cette ambigu¨ıte´, les inte´grales concernant AM (F )
† sont multiplie´es par le facteur ιM de´fini dans
(IV.1).
Dans le §3, nous e´tudions la normalisation des ope´rateurs d’entrelacement satisfaisant aux
conditions d’Arthur, cf. [13, §2] et [16, §2]. Nous en donnons des formules explicites similaires
a` celles d’Arthur dans le cas archime´dien. Pour le cas non archime´dien nous reprenons l’argu-
ment dans [33, Lecture 15] a` quelques corrections pre`s. Enfin, il faut aussi conside´rer le cas
des reveˆtements non ramifie´es et nous le faisons a` l’aide de la the´orie de se´ries principales
non ramifie´s spe´cifiques. Pour les reveˆtements archime´diens a` deux feuillets, par exemple ceux
provenant des K2-extensions de Brylinski-Deligne [27], nos facteurs normalisants sont lie´s a`
ceux d’Arthurs pour les R-groupes re´ductifs connexes qui s’expriment en termes de fonctions L
archime´diennes.
Dans le §4, nous reprenons [40]. La me´thode de descente semi-simple nous rame`ne a` l’alge`bre
de Lie, ou` le reveˆtement disparaˆıt mais un caracte`re intervient. Le meˆme phe´nome`ne paraˆıt
aussi dans [Chapitre III]. On peut se de´barrasser du caracte`re en travaillant syste´matiquement
avec le module croise´ [GSC × Z◦G◦ → G]. Remarquons que l’inte´grabilite´ locale des caracte`res
admissibles irre´ductibles pour les reveˆtements a de´ja` apparu comme une hypothe`se dans des
travaux sur la correspondance de Howe ; c’est un peu surprenant qu’une preuve n’est jamais
entame´e auparavant.
Dans le §5, nous e´tablissons la formule des traces locale d’Arthur. Les arguments sont presque
identiques a` ceux d’Arthur et nous n’en donnons que des esquisses ; les inte´grales d’Eisentein
sont e´vite´es dans notre re´cit. Comme le formalisme d’Arthur e´volue, la taˆche est plutoˆt de
faire la mise a` jour. Notre re´fe´rence est [21, §6] ; en particulier, les fonctions test sont dans
l’espace de Schwartz-Harish-Chandra et les distributions sont rendues invariantes a` l’aide du
The´ore`me de Paley-Wiener invariant pour de telles fonctions, dont la de´monstration dans le cas
archime´dien est une variante de celle de [17]. Nous de´montrons le “The´ore`me 0” de Kazhdan
dans le The´ore`me 5.8.10.
Selon Arthur, les caracte`res ponde´re´s peuvent eˆtre non normalise´s (ceux dans la formule des
traces locale non invariante), normalise´s relativement a` un choix de facteurs normalisants, ou
canoniquement normalise´s a` l’aide de fonctions µ. Dans l’e´tude de la formule des traces locale
invariante, il nous faut utiliser et comparer tous les trois. Ne´anmoins, dans les e´nonce´s finaux
les caracte`res ponde´re´s canoniquement normalise´s sont toujours pre´fe´re´s.
Les corps locaux dans §§4-5 sont suppose´s de caracte´ristique nulle.
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Notations ge´ne´rales Sauf mention expresse du contraire, les notations seront celles de [Cha-
pitre III], qui sont compatibles avec celles d’Arthur. Si V est un espace vectoriel, son dual est
note´ V ∨ et l’accouplement entre eux est de´signe´ par 〈vˇ, v〉 ou vˇ(v).
2 La formule de Plancherel
2.1 De´finitions de base
On vise a` e´tablir la formule de Plancherel pour les reveˆtements locaux. Le cas archime´dien
est de´ja` traite´ dans les travaux de Harish-Chandra [39]. On se limite au cas ou` F est un corps
local non archime´dien. Notons q le cardinal du corps re´siduel de F . Nous suivrons l’approche
de Waldspurger [83] en mettant l’accent sur les e´nonce´s et les changements ne´cessaires pour
adapter ses preuves aux reveˆtements.
Soient m ∈ Z, m ≥ 1 et G un F -groupe re´ductif connexe. Conside´rons un reveˆtement a` m
feuillets
1→ µm → G˜ p→ G(F )→ 1.
Nous adoptons les conventions de [Chapitre III] : les objets associe´s au reveˆtement sont
affecte´s de ∼, e.g. P˜ , x˜ ; les symboles sans ∼ de´signent leurs images par p. Une de´composition
de Le´vi d’un parabolique P s’e´crit toujours de la forme P = MU . On construira des objets
associe´s a` G˜ ainsi qu’a` ses sous-groupes de Le´vi ; on fera re´fe´rence au groupe en question en
affectant les notations d’exposant lorsqu’il convient de le faire.
Fixons un sous-groupe de Le´vi minimal M0 de G, un sous-groupe compact maximal spe´cial
K de G(F ) en bonne position relativement a` M0, et P0 ∈ P(M0). On de´finit ainsi les sous-
groupes de Le´vi ou paraboliques standards et semi-standards. La proposition suivante est aussi
valable pour le cas F archime´dien.
Proposition 2.1.1. Soient F un corps local, p : G˜ → G(F ) un reveˆtement a` m feuillets. Il
existe une famille de sous-groupes AM (F )
† de AM (F ), ou` M parcourt les sous-groupes de Le´vi
de G, telle que
1 AM (F )
† est ouvert et ferme´ dans AM (F ) d’indice fini ;
2 A˜M
†
:= p−1(AM (F )†) est central dans M˜ ;
3 si M1,M2 sont des sous-groupes de Le´vi et yM1y
−1 = M2 ou` y ∈ G(F ), alors yAM1(F )†y−1 =
AM2(F )
† ;
4 soit L un Le´vi contenant M , alors AL(F )
† ⊂ AM (F )† ;
5 on pose
aM,F := HM (M(F )),
a˜M,F := HM (AM (F )),
a˜†M,F := HM (AM (F )
†),
alors a˜†L,F = a˜
†
M,F ∩ aL pour tout L ⊃M .
De´monstration. Indiquons une construction possible : posons AM (F )
† := AM (F )m pour tout
Le´vi M . Alors on a a˜†M,F = m · a˜M,F . Soit L ⊃M , la proprie´te´ a˜†L,F = a˜†M,F ∩ aL re´sulte du fait
que a˜L,F = a˜M,F ∩ aL. Les autres proprie´te´s sont triviales.
En fait, on a de´ja` utilise´ une version moins pre´cise de ces sous-groupes dans [Chapitre III].
Fixons une telle famille de´sormais. Lorsque M = M0, on utilise les notations A0(F ), A0(F )
† et
A˜0
†
.
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Rappelons que dans [Chapitre III] on a de´fini l’application de Harish-Chandra HG˜ : G˜→ aG
par HG˜ = HG ◦ p et G˜1 := Ker (HG˜) = p−1(G(F )1). Elle diffe`re de celle de [83] par un signe,
mais peu importe. Rappelons que, lorsque F est non archime´dien, on choisit la mesure de AG(F )
de sorte que mes(AG(F ) ∩KerHG) = 1. On munit AG(F )† de la mesure induite de AG(F ).
Soit M un Le´vi de G. E´tant donne´ AM (F )
†, on de´finit
ιM := [AM (F ) : AM (F )
†]−1,(IV.1)
alors pour toute fonction ϕ ∈ C∞c (G(F )) invariante par AM (F )†, l’inte´grale
ιM
∫
AM (F )†\G(F )
ϕ(x) dx
ne change pas si l’on remplace AM (F )
† par un sous-groupe d’indice fini AM (F )‡. Si ϕ est
invariante par AM (F ), alors cette l’inte´grale est e´gale a`
∫
AM (F )\G(F ) ϕ(x) dx.
On pose
X(G˜) := Hom(G˜/G˜1,C×).
Selon nos de´finitions, X(G˜) s’identifie a` X(G). Il est muni d’une structure de varie´te´ alge´brique
complexe, isomorphe a` (C×)dimR aG , qui se de´duit de l’homomorphisme surjectif
a∗G,C → X(G)
qui envoie χ⊗s ∈ a∗G,C sur |χ(·)|s ; rappelons que a∗G,C = X∗(G)⊗ZC ou` X∗(G) := Hom(G,Gm).
Son noyau est de la forme 2piilog qL ou` L est un re´seau dans X
∗(G)⊗Z Q. Cela permet de de´finir
la partie re´elle Re(χ) pour tout χ ∈ X(G). Notons ImX(G) := {χ ∈ X(G) : Re(χ) = 0}. On
de´finit ainsi ImX(G˜) = ImX(G).
Soit L un sous-groupe de aG, on pose L
∨ := Hom(L, 2piiZ) ⊂ ia∗G. Alors
ImX(G˜) = ia∗G/a
∨
G,F .
C’est un tore compact comme F est non archime´dien. Introduisons des mesures de Haar et des
constantes comme suit.
– On munit ImX(G˜) de la mesure de Haar de sorte que l’application quotient
ia∗G/a
∨
G,F → ia∗G/a˜∨G,F
pre´serve localement les mesures et que mes(ia∗G/a˜
∨
G,F ) = 1. Ceci est compatible avec la
convention dans [Chapitre III, §2.5].
– Pour toutM ∈ L(M0), choisissons la mesure de Haar surM(F ) telle que mes(K∩M(F )) =
1. De tels choix sont invariants par WG0 .
– On munit M˜ de la mesure de Haar telle que mes(p−1(E)) = mes(E) pour tout E ⊂M(F )
mesurable. La meˆme convention s’applique aux groupes K˜, K˜ ∩ M˜ et A˜M
†
.
– Soit P = MU ∈ F(M0), on munit U(F ) de la mesure de Haar telle que mes(U(F )∩K) = 1.
On note P¯ = MU¯ l’oppose´ de P . Rappelons aussi que Harish-Chandra a de´fini la constante
positive
γ(P ) :=
∫
U¯(F )
δP (m(u¯)) du¯
ou` u¯ = u(u¯)m(u¯)k(u¯) selon la de´composition d’Iwasawa G(F ) = U(F )M(F )K. Elle est
proportionnelle a` la mesure de Haar sur U¯(F ), qui est de´ja` choisie. En fait, elle ne de´pend
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que de G et M (cf. [83, p.240]), donc c’est loisible de la noter γ(G|M). On a la formule
d’inte´grale pour toute f ∈ Cc(G˜)
γ(G|M)
∫
G˜
f(x˜) dx˜ =
∫
U(F )
∫
M˜
∫
U¯(F )
δP (m)
−1f(um˜u¯) du dm˜ du¯.(IV.2)
On de´finit le sous-ensemble M˜0
+
(resp. A˜0
†,+
) comme l’image re´ciproque de
a+0 := {H ∈ a0 : ∀α ∈ ∆0, 〈α,H〉 ≥ 0}
par HM˜0 (resp. HM˜0 restreint a` A˜0
†
) ; ici on a change´ les notations de [83] afin d’alle´ger les
symboles. On en de´duit la de´composition suivante.
Proposition 2.1.2. Il existe un sous-ensemble fini Γ˜ de G˜ tel que
G˜ =
⊔
γ˜∈Γ˜
γ˜K˜M˜0
+
K˜.
De´monstration. Cela re´sulte de la de´composition correspondante G(F ) = KM+0 K, ou` M
+
0 est
l’image re´ciproque de a+0 par HM0 .
Enfin, on peut prendre une fonction hauteur ‖ · ‖G : G(F ) → {r ∈ R : r ≥ 1} adapte´e a`
K comme dans [83, p.242] et on pose ‖ · ‖G˜ := ‖p(·)‖G. Ceci joue le roˆle de la fonction ‖ · ‖
dans [83] qui intervient dans diverses majorations. Il convient aussi de conside´rer la fonction
σ(x˜) = σ(x) := sup{1, log ‖x‖}.
2.2 Repre´sentations
Soit P = MU un sous-groupe parabolique de G. Le scindage unipotent [Chapitre III, §2.2]
donne une de´composition canonique P˜ = M˜U(F ). Cela permet de de´finir le foncteur d’induction
parabolique normalise´e
IP˜ (·) = IndG˜P˜ (δ
1/2
P ⊗ ·)
ou` δP signifie la fonction module de P (F ) compose´e avec p, ce qui est aussi la fonction module
de P˜ .
De meˆme, on sait de´finir le foncteur de Jacquet normalise´ : soit (pi, V ) une repre´sentation
lisse de G˜, on note jP˜ : V → VP˜ le quotient maximal sur lequel U(F ) ope`re trivialement. On
obtient la repre´sentation lisse (piP˜ , VP˜ ) de M˜ en posant
piP˜ (m˜)jP˜ (v) = δP (m)
−1/2jP˜ (pi(m˜)v), v ∈ V.
En outre, le groupe X(G˜) ope`re sur l’ensemble des classes repre´sentations lisses (resp. admis-
sibles, unitaires) par produit tensoriel. On peut ainsi de´velopper une the´orie de de´composition
de Bernstein comme le cas de groupes re´ductifs connexes. Ces foncteurs ont des proprie´te´s
alge´briques comme le cas de groupes re´ductifs connexes, par exemple le lemme ge´ome´trique de
Bernstein-Zelevinsky, l’admissibilite´ uniforme, la re´ciprocite´ de Frobenius et le second the´ore`me
d’adjonction, pour en citer quelques uns. Observons en passant que toutes ces ope´rations
pre´servent l’e´quivariance sous µm.
Passons maintenant a` l’aspect “analytique”. Le re´sultat suivant est important pour l’e´tude de
coefficients matriciels de modules de Jacquet, cf. [83, I.2]. Faute d’avoir une re´fe´rence convenable,
on en donnera aussi une de´monstration.
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Proposition 2.2.1. Soit V un sous-espace de dimension finie de C∞(A˜G
†
) stable par la
repre´sentation re´gulie`re a` droite de A˜G
†
, note´e ρ. Alors il existe un sous-ensemble fini X de
Hom(A˜G
†
,C×) et un entier d ≥ 0, tels que pour tout χ ∈ X et tout f ∈ V , il existe un polynoˆme
Pχ,f sur aG, degPχ,f ≤ d, tel que
f(a˜) =
∑
χ∈X
χ(a˜)Pχ,f (HG(a)), a˜ ∈ A˜G
†
.
Si l’on prend X minimal ve´rifiant les proprie´te´s ci-dessus pour tout f , alors pour tout χ ∈ X ,
les fonctions a˜ 7→ χ(a˜) et a˜ 7→ χ(a˜)Pχ,f (HM (a)) sont dans V .
De´monstration. Prenons d = dimV . La finitude de dimV et la commutativite´ de A˜G
†
donnent
une de´composition finie V =
⊕
χ∈X Vχ, stable par ρ, ou`
Vχ =
⋂
a˜∈A˜G†
Ker (ρ(a˜)− χ(a˜))d.
On se rame`ne ainsi au cas ou` X = {χ} est un singleton. En multipliant les e´le´ments de
Vχ par a˜ 7→ χ(a˜)−1, on peut supposer de plus que χ = 1. Soit f ∈ V1. Comme ρ(a˜) agit sur
V1 comme une matrice unipotente pour tout a˜, la fonction f se factorise par le sous-groupe
compact A˜G
† ∩ G˜1. Alors l’e´quation
(ρ(a˜)− id)df = 0, a˜ ∈ A˜G
†
devient un syste`me de suites re´currentes line´aires sur le re´seau a˜G,F ⊂ aG, et l’assertion en
de´coule.
De´finition 2.2.2. Soient (pi, V ) une repre´sentation admissible de G˜ et χ ∈ Hom(A˜G
†
,C×).
De´finissons
Vχ =
v ∈ V : ∃d, v ∈
⋂
a˜∈A˜G†
Ker (pi(a˜)− χ(a˜))d
 .
On a alors V =
⊕
χ Vχ. De´finissons l’ensemble des exposants de (pi, V ) par
Exp(pi) := {χ ∈ Hom(A˜G
†
,C×) : Vχ 6= 0}.
Remarque 2.2.3. Soit χ ∈ Exp(pi). On peut ve´rifier aise´ment que Reχ est un objet “infinitesi-
mal” : il ne change pas si l’on remplace AG(F )
† par un sous-groupe ouvert d’indice fini AG(F )‡
et remplace χ par sa restriction a` A˜G
‡
.
Posons Clisse(G˜) l’espace de fonctions sur G˜ bi-invariantes par un sous-groupe ouvert et
compact. Il y a deux repre´sentations ρ, λ de G˜ sur cet espace, de´finies par
(ρ(x˜)f)(y˜) = f(y˜x˜),
(λ(x˜)f)(y˜) = f(x˜−1y˜).
Soit (pi, V ) une repre´sentation admissible de G˜. Notons (pˇi, Vˇ ) sa contragre´diente. Soient
v ∈ V , vˇ ∈ Vˇ . On de´finit le coefficient matriciel comme l’e´le´ment de Clisse(G˜)
x˜ 7→ 〈pi(x˜)v, vˇ〉.
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Notons A(pi) la sous-repre´sentation de Clisse(G˜) (par ρ et λ) engendre´e par tous les coeffi-
cients de pi, et posons
A(G˜) =
∑
pi
A(pi) =
⋃
pi
A(pi).
Soit P = MU un sous-groupe parabolique de G. On dispose de l’application terme constant
le long de P˜ , cf. [83, I.6.2]
A(G˜)→ A(M˜),
f 7→ fP˜ .
La fonction fP˜ est caracte´rise´e par la proprie´te´ suivante. Pour tout m˜ ∈ M˜ , il existe  > 0 tel
que, si a˜ ∈ A˜M
†
et |α(a)|F <  pour tout α ∈ ΣP , alors
(δ
−1/2
P f)(m˜a˜) = fP˜ (m˜a˜).(IV.3)
La de´monstration est base´e sur un the´ore`me de Casselman [83, I.4.1], la preuve-la` s’adapte
aux reveˆtements a` l’aide de la Proposition 2.1.2.
2.3 Fonctions de Schwartz-Harish-Chandra
Introduisons la fonction ΞG de Harish-Chandra sur G(F ). Rappelons que ΞG est de´finie
comme un coefficient matriciel de l’induction parabolique normalise´e de la repre´sentation triviale
de P˜0. On pose simplement
ΞG˜ := ΞG ◦ p.
Cette fonction ve´rifie des majorations lie´es a` ‖ · ‖ et σ, cf. [83, II]. De meˆme, les re´sultats
d’inte´grabilite´ de [83, II] demeurent valables pour G˜, ce qui justifie toutes les inte´grales que l’on
conside´rera.
Soit P ∈ F(M0). On note
+aG∗P :=
∑
α∈∆P
R>0 · α
et on note +a¯G∗P son adhe´rence.
Proposition 2.3.1. Soit (pi, V ) une repre´sentation admissible de G˜ admettant un caracte`re
central unitaire. Les conditions suivantes sont e´quivalentes.
1 Les valeurs absolues des coefficients de pi sont de carre´s inte´grables sur G˜/A˜G
†
.
2 Pour tout parabolique semi-standard P = MU et tout χ ∈ Exp(piP˜ ), on a Reχ ∈ +aG∗P .
3 Pour tout parabolique standard propre maximal P = MU et tout χ ∈ Exp(piP˜ ), on a
Reχ ∈ +aG∗P .
Supposons ve´rifie´es ces conditions et soit f ∈ A(pi). Pour tout r ∈ R, il existe c > 0 tel que
|f(x˜)| ≤ cΞ(x)(1 + σ(x))−r, x˜ ∈ G˜.(IV.4)
On appelle une telle repre´sentation de carre´ inte´grable modulo le centre, ou bien L2 modulo
le centre. Si (pi, V ) est de carre´ inte´grable modulo le centre, on de´finit son degre´ formel comme
la constante positive d(pi) telle que
ιG
∫
A˜G
†\G˜
〈pi(x˜)v, vˇ〉〈v′, pi∨(x˜)vˇ′〉 dx˜ = d(pi)−1〈v, vˇ′〉〈v′, vˇ〉, v, v′ ∈ V, vˇ, vˇ′ ∈ V ∨.
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Remarquons que d(pi) de´pend de la mesure de Haar sur G˜ mais pas du choix de AG(F )
†.
De´finissons des versions dites faibles de Clisse(G˜) et A(G˜) comme suit.
Cwlisse(G˜) := {f ∈ Clisse(G˜) : ∃c, r tels que (IV.4) est ve´rifie´ },
Aw(G˜) := A(G˜) ∩ Cwlisse(G˜).
Soit (pi, V ) une repre´sentation admissible de G˜. On dit que (pi, V ) est tempe´re´e si A(pi) ⊂
Aw(G˜). Les repre´sentations de carre´ inte´grable modulo le centre sont tempe´re´es. Un fait impor-
tant est
Aw(G˜) =
⋃
pi:tempe´re´e
A(pi) =
∑
pi:tempe´re´e
A(pi).
Proposition 2.3.2. Soit (pi, V ) une repre´sentation admissible de G˜. Les conditions suivantes
sont e´quivalentes.
1 (pi, V ) est tempe´re´e.
2 Pour tout parabolique semi-standard P = MU et tout χ ∈ Exp(piP˜ ), on a Reχ ∈ +a¯G∗P .
3 Pour tout parabolique standard propre maximal P = MU et tout χ ∈ Exp(piP˜ ), on a
Reχ ∈ +a¯G∗P .
En re´sume´, nous avons de´fini les ensembles
Π2(M˜) ⊂ Πtemp(M˜) ⊂ Πunit(M˜) ⊂ Π(M˜)
qui de´signent les ensembles de classes d’e´quivalences de repre´sentations de carre´ inte´grable mo-
dulo le centre, tempe´re´es, unitaires et admissibles irre´ductibles de M˜ , respectivement. On peut
aussi conside´rer l’e´quivariance sous µm et introduire les sous-ensembles Π2,−(M˜), Πtemp,-(M˜),
etc.
Soient r ∈ R et f ∈ Clisse(G˜). On de´finit
νr(f) := sup
x˜∈G˜
(|f(x˜)|Ξ(x)−1(1 + σ(x))r) .
SoitH ⊂ G˜ un sous-groupe ouvert compact. Notons CH l’espace des fonctions f bi-invariantes
par H telles que νr(f) est fini pour tout r ∈ R. Les semi-normes νr de´finissent une topologie
sur CH . On pose C(G˜) =
⋃
H CH , muni de la topologie lim−→. C’est une alge`bre pour le produit de
convolution, qui est se´pare´ment continu. Les e´le´ments de C(G˜) s’appellent aussi les fonctions de
Schwartz-Harish-Chandra. L’application G˜×G˜×C(G˜)→ C(G˜) de´finie par (x˜, y˜, f) 7→ ρ(x˜)λ(y˜)f
est continue.
Si (pi, V ) ∈ Πtemp(G˜) et f ∈ C(G˜), on peut de´finir l’ope´rateur pi(f) de sorte que
〈pi(f)v, vˇ〉 =
∫
G˜
f(x˜)〈pi(x˜)v, vˇ〉dx˜, v ∈ V, vˇ ∈ Vˇ .
Alors f 7→ pi(f) est un homomorphisme d’alge`bres. Pour tout f , l’ope´rateur pi(f) est de rang
fini et on peut de´finir la fonctionnelle line´aire continue f 7→ Θpi(f) := trpi(f), i.e. le caracte`re
de pi.
Citons deux variantes faibles des constructions pre´ce´dentes. Soit (pi, V ) ∈ Πtemp(G˜). Soit
P = MU ∈ F(M0), alors le module de Jacquet admet une de´composition canonique.
(piP˜ , VP˜ ) = (pi
w
P˜
, V w
P˜
)⊕ (pi+
P˜
, V +
P˜
)
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ou` V w
P˜
se constitue des Vχ avec Reχ = 0, et V
+
P˜
se constitue du reste. Alors (piw
P˜
, V w
P˜
) est
tempe´re´e, cf. [83, III.3.1]. La re´ciprocite´ de Frobenius demeure valable dans la cate´gorie des
repre´sentations tempe´re´es admissibles si l’on remplace le foncteur pi 7→ piP˜ par pi 7→ piwP˜ .
On dispose de l’application terme constant faible le long de P˜ , analogue de (IV.3)
Aw(G˜)→ Aw(M˜),
f 7→ fw
P˜
.
La fonction fw
P˜
est caracte´rise´e par la proprie´te´ suivante. Pour tout m˜ ∈ M˜ , on a
lim
a˜
P→∞
(δ
−1/2
P f)(m˜a˜)− fwP˜ (m˜a˜) = 0.(IV.5)
ou` la limite signifie que a˜ ∈ A˜M
†
et −HM (a) tend vers l’infini dans un coˆne ouvert strictement
contenu dans celui de´termine´ par ∆P , cf [83, III.5].
On de´finit la fonction fw,Ind
P˜
: G˜× G˜→ Aw(M˜) en posant
fw,Ind
P˜
(x˜, y˜) = (ρ(x˜)λ(y˜)f)w
P˜
.(IV.6)
2.4 Ope´rateurs d’entrelacement
Le tore complexe X(G˜) ope`re sur Π(G˜) par (χ, ω) 7→ ω⊗χ, ou` χ ∈ X(G˜) et ω ∈ Π(G˜). Si χ
est l’image de λ ∈ a∗G,C, on e´crit aussi piλ := pi ⊗ χ. L’action induite du tore compact ImX(G˜)
pre´serve Π2(G˜). Pour toute orbite O sous ImX(G˜), on peut choisir un point base ω ∈ O et
munir O de la structure de varie´te´ C∞ par l’application
ImX(G˜)/StabImX(G˜)(ω)
∼→ O.
χ 7→ ω ⊗ χ.
Le stabilisateur StabImX(G˜)(ω) est fini. De fac¸on analogue, pour l’action de X(G˜) on de´finit
l’orbite OC qui est une varie´te´ alge´brique complexe. Ainsi, on peut parler de fonctions C∞,
re´gulie`res ou rationnelles sur OC. Ces notions ne de´pendent pas du choix du point base ω.
Soient M ∈ L(M0), P = MU et P ′ = MU ′ dans P(M). Soient (pi, V ) une repre´sentation
admissible de M˜ , f ∈ IP˜V , x˜ ∈ G˜. On dit que l’inte´grale
(JP˜ ′|P˜ (pi)f)(x˜) =
∫
(U∩U ′)(F )\U ′(F )
f(u′x˜) du′
est absolument convergente, e´gale a` v ∈ V , si pour tout vˇ ∈ Vˇ l’inte´grale∫
(U∩U ′)(F )\U ′(F )
〈f(u′x˜), vˇ〉du′
est absolument convergente et e´gale a` 〈v, vˇ〉. Si (JP˜ ′|P˜ (pi)f)(x˜) est absolument convergent pour
tous f et x˜, on dit que JP˜ ′|P˜ (pi) est de´fini par des inte´grales convergentes, et il de´finit un
ope´rateur d’entrelacement IP˜ (pi)→ IP˜ ′(pi).
On peut identifier IP˜ (V ) a` l’induction IndK˜K˜∩P˜ (V ) par restriction sur K˜. Lorsque pi varie
dans OC, cet espace ne change pas. En introduisant les C[M˜/M˜1]-familles de repre´sentations
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(cf. [83, I.5]), on peut parler des familles d’ope´rateurs IP˜ (pi)→ IP˜ ′(pi) re´gulie`res ou rationnelles,
ou` pi ∈ OC, voir [83, IV.1].
Soient P ∈ P(M) et α ∈ ΣP , la coracine α∨ ∈ aM peut eˆtre de´finie en choisissant un
parabolique minimal P0 ⊂ P et en restreignant α∨ ∈ ∆∨0 a` aM . On voit qu’elle est inde´pendante
de P0.
The´ore`me 2.4.1. Soit (pi, V ) une repre´sentation admissible de longueur finie de M˜ . Alors il
existe R ∈ R tel que si 〈Re(χ), α∨〉 > R pour tout α ∈ ΣP ∩ ΣP¯ ′, alors JP˜ ′|P˜ (pi ⊗ χ) est de´fini
par des inte´grales convergentes. L’ope´rateur JP˜ ′|P˜ (pi ⊗ χ) de´fini pour de tels pi ⊗ χ se prolonge
en un ope´rateur rationnel sur OC.
Si (pi, V ) est tempe´re´e, alors JP˜ ′|P˜ (pi ⊗ χ) est de´fini par des inte´grales convergentes pourvu
que 〈Reχ, α∨〉 > 0 pour tout α ∈ ΣredP ∩ ΣredP¯ ′ .
Posons d(P ′, P ) := |ΣredP ′ ∩ ΣredP¯ |.
Proposition 2.4.2. Soit (pi, V ) une repre´sentation admissible de longueur finie de M˜ . Alors
1 JP˜ ′|P˜ (pi)
∨ = JP˜ |P˜ ′(pˇi), ou` ∨ signifie l’ope´rateur dual ;
2 JP˜ ′|P˜ (pi) = JP˜ ′|P˜ ′′(pi)JP˜ ′′|P˜ (pi) si P
′′ ∈ P(M) et d(P ′, P ) = d(P ′, P ′′) + d(P ′′, P ) ;
3 soit P ′′ = M ′′U ′′ ∈ F(M0) contenant P et P ′, on fait les identifications
IP˜ (pi) = IP˜ ′′IM˜
′′
P˜∩M˜ ′′(pi),
IP˜ ′(pi) = IP˜ ′′IM˜
′′
P˜ ′∩M˜ ′′(pi),
alors J G˜
P˜ ′|P˜ (pi) est l’ope´rateur de´duit de J
M˜ ′′
P˜ ′∩M˜ ′′|P˜∩M˜ ′′(pi) par le foncteur IP˜ ′′(·) ;
4 soient w ∈WG0 et w˜ ∈ K˜ un repre´sentant, alors
JwP˜ ′|wP˜ (w˜pi) = A(w˜)JP˜ ′|P˜ (pi)A(w˜)
−1
ou` A(w˜) : IP˜ (pi)
∼→ IwP˜ (w˜pi) (ou avec P ′ au lieu de P ) est la translation ϕ(·) 7→ ϕ(w˜−1·).
Supposons maintenant que pi ∈ Π2(M˜), son orbite sous X(M˜) est note´e OC. On dit qu’un
e´le´ment dans OC est G˜-re´gulier si son stabilisateur dans WG(M) est trivial. De tel e´le´ments
forment un ouvert de Zariski dense dans OC.
Montrons qu’il existe un ouvert dense de Zariski dans OC tel que pour tout pi′ dedans, IP˜ (pi′)
est irre´ductible pour tout P ∈ P(M). En effet, il suffit de montrer que Hom(IP˜ (pi), IP˜ (pi)) = C
lorsque pi est G-re´gulier, car IP˜ (pi) est unitaire de longueur finie. Or cela re´sulte imme´diatement
de la re´ciprocite´ de Frobenius et du lemme ge´ome´trique de Bernstein-Zelevinsky.
Graˆce aux proprie´te´s des ope´rateurs d’entrelacement, on montre (cf. [83, IV.3]) qu’il existe
une fonction rationnelle j sur OC telle que
J
P˜ | ˜¯P (pi
′)J ˜¯P |P˜ (pi
′) = j(pi′), pi′ ∈ OC, P ∈ P(M).
Notons ΣredM l’ensemble des racines re´duites de AM . A` chaque α ∈ ΣredM est associe´ un sous-
groupe de Le´vi Mα contenant M tel que Σ
Mα,red
M = {α}. Notons jα la fonction rationnelle de´finie
en remplac¸ant G˜ par M˜α. On a alors
j =
∏
α∈ΣredM /±
jα,
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ou` α parcourt ΣredM a` signe pre`s. De´finissons la fonction µ sur OC par
µ := j−1.(IV.7)
Pour α ∈ ΣredM , on note µα la fonction de´finie en remplac¸ant G˜ par M˜α.
Proposition 2.4.3. La fonction µ est rationnelle sur OC. Elle est re´gulie`re et re´elle non
ne´gative sur O. On a
µ =
∏
α∈ΣredM /±
µα.
De plus, µ est invariante par WG0 et par passage a` la contragre´diente pi 7→ pˇi.
Remarque 2.4.4. Soit α ∈ ∆P . On note rα le plus petit rationnel positif tel que rα ·α∨ ∈ aG,F .
On note
αˇ := rαα
∨.(IV.8)
Supposons choisi un point base pi dans OC. On pose P ′ := P¯ , alors les fonctions λ 7→
JP˜ ′|P˜ (piλ) et λ 7→ µ(piλ), ou` λ ∈ a∗M,C, sont rationnelles en les variables {q−〈λ,αˇ〉 : α ∈ ∆P }.
Cette proprie´te´ est implicite dans la preuve de la rationalite´ des ope´rateurs d’entrelacement [83,
p.278].
2.5 Coefficients d’induites et la fonction c
Fixons toujours M ∈ L(M0). Soient P ∈ P(M), (ω,E) ∈ O. Posons
L(ω, P˜ ) = IG˜×G˜
P˜×P˜ (E  Eˇ)
= IP˜ (E) IP˜ (E)∨ ↪→ End(IP˜E).
Le reveˆtement G˜ × G˜ → G(F ) × G(F ) n’appartient pas rigoureusement a` notre classe car son
noyau n’est pas cyclique, mais peu importe.
Pour v ⊗ vˇ ∈ L(ω, P˜ ), on peut de´finir le coefficient
EG˜
P˜
(v ⊗ vˇ) : x˜ 7→ 〈ω(x˜)v, vˇ〉.
Ceci induit une application line´aire EG˜
P˜
: L(ω, P˜ ) → Clisse(G˜). Plus ge´ne´ralement, soient P ′ =
M ′U ′ ∈ F(M0) tel que M ′ ⊃M et P ∈ PM ′(M), posons
EP˜
′
P˜
: IG˜×G˜
P˜ ′× ˜¯P ′L
M˜ ′(ω, P˜ )→ IG˜×G˜
P˜ ′× ˜¯P ′Clisse(M˜
′)
l’application qui se de´duit de EM˜
′
P˜
par fonctorialite´.
Soient M,M ′ ∈ L(M0). Posons
W(M ′|G|M) := {w ∈WG0 : wM ⊂M ′},
W(M |G) :=W(M |G|M),
W (M ′|G|M) := WM ′0 \W(M ′|G|M).
Ces ensembles sont e´ventuellement vides. Ils ope`rent sur des paraboliques par conjugaison.
Dans ce qui suit il convient de fixer des repre´sentants dans K˜ de ces ensembles. Ne´anmoins, les
210 Chapitre IV
re´sultats ulte´rieurs seront inde´pendants des choix. Soient s ∈ K˜ un repre´sentant d’un e´le´ment
dans WG0 et ω une repre´sentation de M˜ , on note sω la repre´sentation de sM˜ obtenue par
transport de structure. Elle est inde´pendante du choix du repre´sentant a` isomorphisme pre`s.
Pour P ∈ P(M), s ∈ W(M ′|G|M), de´finissons
Ps := (M
′ ∩ sP )U ′,
P s := (M
′ ∩ sP )U¯ ′
Notons λ(s) : IP˜ (ω) 7→ IsP˜ (sω) la translation a` gauche par s en se rappelant que I˜G˜P˜ (ω) est
un espace de fonctions sur G˜. Vu les identifications
IP˜ ′IM˜
′
M˜ ′∩sP˜ = IP˜s ,
I ˜¯P ′IM˜
′
M˜ ′∩sP˜ = IP˜ s ,
on de´finit
cP˜ ′|P˜ (s, ω) : L(ω, P˜ )→ IG˜×G˜P˜ ′× ˜¯P ′L
M˜ ′(sω, M˜ ′ ∩ sP˜ ),
v ⊗ vˇ 7→ γ(G|M ′)−1
(
JP˜s|sP˜ (sω)λ(s)v ⊗ JP˜ s |sP˜ (sωˇ)λ(s)vˇ
)
.
The´ore`me 2.5.1. Fixons P ∈ P(M), P ′ ∈ P(M ′) et O une ImX(M˜)-orbite contenant une
repre´sentation de carre´ inte´grable modulo le centre. Soient ω ∈ O un e´le´ment G˜-re´gulier et
ψ ∈ L(ω, P˜ ), alors
(EG˜
P˜
ψ)Ind,w
P˜ ′
=
∑
s∈W (M ′|G|M)
EP˜
′
M˜∩sP˜ (cP˜ ′|P˜ (s, ω)ψ).
Il faut aussi des fonctions auxiliaires. Soient M ∈ L(M0), ω ∈ O une ImX(M˜)-orbite conte-
nant une repre´sentation de carre´ inte´grable modulo le centre, P, P ′ ∈ P(M) et s ∈ W(G|M).
De´finissons
◦cP˜ ′|P˜ (s, ω) := cP˜ ′|P˜ (1, sω)
−1cP˜ ′|P˜ (s, ω) ∈ HomG˜×G˜(L(ω, P˜ ), L(sω, P˜ )).
Proposition 2.5.2. L’application ω 7→ ◦cP˜ ′|P˜ (s, ω) est re´gulie`re sur O. Pour tout ω ∈ O,
l’ope´rateur ◦cP˜ ′|P˜ (s, ω) est unitaire. On a
EG˜
P˜ ′(
◦cP˜ ′|P˜ (s, ω)ψ) = E
G˜
P˜
(ψ)
pour tout ψ ∈ L(ω, P˜ ).
2.6 E´nonce´ de la formule de Plancherel
Conside´rons un parabolique P = MU ∈ F(M0). Soit O une ImX(M˜)-orbite rencontrant
Π2(M˜). Soient (ω,E), (ω
′, E′) ∈ O tels que ω ' ω′. Alors les espaces IG˜×G˜
P˜×P˜ (EEˇ) et I
G˜×G˜
P˜×P˜ (E
′
Eˇ′) sont canoniquement isomorphes : l’isomorphisme e´tant induit d’un isomorphisme ω ∼→ ω′
quelconque et de son dual.
De´finissons C∞(O, P˜ ) comme l’espace des fonctions ψ : ω → ψω ∈ L(ω, P˜ ) respectant les
isomorphismes ci-dessus, telles que ψ est C∞ sur O. Rappelons que l’espace de L(ω, P˜ ) ne
change pas lorsque ω varie dans O, pourvu que l’on le re´alise comme un espace de fonctions
sur K˜ × K˜ ; notons-le LK˜(O). Si H est un sous-groupe ouvert compact de G˜, LK˜(O)H×H est
de dimension finie. Comme ImX(M˜) est compact, C∞(ImX(M˜)) est muni de la famille des
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semi-normes ‖ϕ‖D := sup |Dϕ|, ou` D parcourt les ope´rateurs diffe´rentiels sur ImX(M˜). Donc
l’espace
C∞(ImX(M˜))⊗ LK˜(O)H×H
est muni d’une topologie canonique. Il contient C∞(O, P˜ )H×H comme un sous-espace ferme´.
On munit C∞(O, P˜ ) de la topologie lim−→ en variant H.
Proposition 2.6.1. Soit ψ ∈ C∞(O, P˜ ), alors
1 pour tout x˜ ∈ G˜, la fonction ω 7→ (EG˜
P˜
ψω)(x˜) est C
∞ sur O ;
2 pour tout P ′ = M ′U ′ ∈ F(M0) et m˜′ ∈ M˜ ′, les fonctions ω 7→ (EG˜P˜ ψω)P˜ ′(m˜′) et ω 7→
(EG˜
P˜
ψω)
w
P˜ ′(m˜
′) sont C∞ sur O.
C’est donc loisible de poser pour ψ ∈ C∞(O, P˜ ),
fψ(x˜) =
∫
O
µ(ω)(EG˜
P˜
ψω)(x˜) dω, x˜ ∈ G˜,
ou` O est muni de la mesure telle que ImX(M˜)→ O pre´serve localement les mesures.
Proposition 2.6.2. L’application ψ 7→ fψ est une application line´aire continue de C∞(O, P˜ )
sur C(G˜).
On fait varier les (O, P˜ ). Notons Θ l’ensemble des paires (O, P ) ou` P = MU ∈ F(M0) et O
est comme ci-dessus. Posons C∞(Θ) :=
⊕
(O,P )∈ΘC
∞(O, P˜ ). On e´crit un e´le´ment ψ de C∞(Θ)
sous la forme ψ = (ψ[O, P ])O,P . On de´finit l’application κ : C∞(Θ)→ C(G˜) par
κ(ψ) =
∑
(O,P )∈Θ
γ(G|M)|WM0 ||WG0 |−1|P(M)|−1fψ[O,P ].
On note C∞(Θ)inv le sous-espace de C∞(Θ) des e´le´ments ψ tels que
ψ[sO, P ′]sω = ◦cP˜ ′|P˜ (s, ω)ψ[O, P ]ω
pour tout (O, P ) ∈ Θ et tout P ′. On de´finit la projection prinv : C∞(Θ)→ C∞(Θ)inv par
(prinvψ)[O, P ]ω = |WG0 |−1|P(M)|−1
∑
s∈WG0
∑
P ′∈P(sM)
◦cP˜ ′|P˜ (s, ω)
−1ψ[sO, P ′]sω.
Un fait important est que κ se factorise par prinv ; on utilise toujours le symbole κ pour
l’application C∞(Θ)inv → C(G˜).
L’e´tape suivante est de de´finir l’inverse de κ. Soit f ∈ C(G˜), notons fˇ la fonction x˜ 7→
f(x˜−1). Alors fˇ ∈ C(G˜). Soient M ∈ L(M0) et P ∈ P(M). Soit (ω,E) ∈ Π2(M˜), notons
(pi, V ) := IP˜ (ω,E) et
fˆ(ω, P˜ ) := d(ω)pi(fˇ) ∈ L(ω, P˜ ).
Soit (O, P ) ∈ Θ, on obtient ainsi une fonction ψf [O, P ] sur O par ψf [O, P ]ω = fˆ(ω, P ),
pour tout ω ∈ O.
Proposition 2.6.3. Pour tout (O, P ) ∈ Θ, l’application f 7→ ψf [O, P ] de´finit une application
line´aire continue C(G˜)→ C∞(O, P˜ ).
On arrive a` l’e´nonce´ de la formule de Plancherel.
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The´ore`me 2.6.4. L’application f 7→ ψf [O, P ] induit une application C(G˜) → C∞(Θ)inv. Elle
est l’inverse bilate´ral de κ. En particulier, κ est un isomorphisme.
Pour (O, P ) ∈ Θ et ω ∈ O, on note ΘG˜ω le caracte`re de IP˜ (ω).
Corollaire 2.6.5. Soit f ∈ C(G˜), alors
f(1) =
∑
(O,P )∈Θ
γ(G|M)|WM0 ||WG0 |−1|P(M)|−1
∫
O
d(ω)µ(ω)ΘG˜ω (fˇ) dω,
=
∑
M∈L(M0)
γ(G|M)|WM0 ||WG0 |−1
∫
Π2(M˜)
d(ω)µ(ω)ΘG˜ω (fˇ) dω.
Remarque 2.6.6. Afin de se de´barrasser de tout souci de mesures, ve´rifions la de´pendance de
ladite formule sur des divers choix. Fixons (O, P ) ∈ Θ avec P = MU .
– Le degre´ formel d(ω) pour ω ∈ O est inversement proportionnelle a` la mesure dm sur M˜ .
– D’apre`s la de´finition des ope´rateur d’entrelacement, la fonction µ est proportionnelle a`
( du¯ du)−1 ou` du (resp, du¯) de´signe la mesure sur U(F ) (resp. U¯(F )).
– ΘG˜ω (f) est proportionnel a` la mesure dg sur G˜.
– γ(G|M) est proportionnel a` du¯dmdu( dg)−1 pourvu que γ(G|M) soit de´fini par la formule
(IV.2) dans §2.1.
– Il n’y a aucune de´pendance du choix de AM (F )
†.
Par conse´quent, le produit indexe´ par (O, P ) dans le Corollaire 2.6.5 est inde´pendant de
tout choix. Cela nous permettra de varier certains choix de mesures dans §5.
3 Normalisation des ope´rateurs d’entrelacement
On se place toujours dans le cadre d’un reveˆtement local
1→ µm → G˜ p→ G(F )→ 1,
ou` F est un corps local et G est un F -groupe re´ductif connexe. On fixe un sous-groupe de
Le´vi minimal M0 et un sous-groupe compact maximal spe´cial K de G(F ) en bonne position
relativement a` M0. On a les ensembles Π(M˜), Πtemp(M˜), Π2(M˜) de classes d’e´quivalence des
repre´sentations irre´ductibles de M˜ ; ils sont de´fini dans §2 lorsque F est non archime´dien, dans
le cas F archime´dien leurs de´finitions sont bien connues. En rajoutant l’e´quivariance sous µm,
on de´finit leurs variantes spe´cifiques Π−(M˜), Πtemp,−(M˜), Π2,−(M˜), etc.
Nous avons pre´cise´ les choix de mesures dans le cas non archime´dien. Pour le cas archime´dien,
nous suivons le choix fait dans [13] qui sera rappele´ dans §3.2.
3.1 Facteurs normalisants
Soit M ∈ L(M0). Rappelons que, pour tout corps local F , on peut de´finir le groupe X(M˜) :=
Hom(M˜/M˜1,C×) et son sous-groupe ImX(M˜). Ces groupes ope`rent sur Π(M˜). Les X(M˜)-
orbites admettent une structure de varie´te´ complexe alge´brique via la surjection canonique
a∗M,C  X(M˜). Soit pi ∈ M˜ , l’action de X(M˜) s’e´crit sous la forme habituelle (pi, χ) 7→ pi ⊗ χ
avec χ ∈ X(M˜), ou (pi, λ) 7→ piλ avec λ ∈ a∗M,C. Si F est archime´dien, l’action de a∗M,C est libre
et tout e´le´ment de Π2(M˜) admet une e´criture unique piλ avec pi ∈ Π2(M˜1) et λ ∈ ia∗M .
Section 3 213
De´finition 3.1.1 (cf. [13, §2] et [16, §2]). Soient M ∈ L(M0) et OC une X(M˜)-orbite dans
Π(M˜). On dit qu’une famille de fonctions me´romorphes sur OC
rL˜
P˜ ′|P˜ (pi), L ∈ L(M), P, P ′ ∈ PL(M), pi ∈ OC
est une famille de facteurs normalisants si elle satisfait aux conditions suivantes. Posons d’abord
RL˜
P˜ ′|P˜ (pi) := r
L˜
P˜ ′|P˜ (pi)
−1J L˜
P˜ ′|P˜ (pi).
(R1) Pour tous P, P ′, P ′′ ∈ PL(M), on a RL˜
P˜ ′′|P˜ (pi) = R
L˜
P˜ ′′|P˜ ′(pi)R
L˜
P˜ ′|P˜ (pi).
(R2) Si pi est unitaire, alors
RL˜
P˜ ′|P˜ (piλ)
∗ = RL˜
P˜ |P˜ ′(pi−λ¯), λ ∈ a∗M,C.
En particulier, RL˜
P˜ ′|P˜ (pi) est un ope´rateur unitaire.
(R3) Cette famille est compatible au transport de structure par le groupe de Weyl, au sens
suivant
RL˜
wP˜ ′|wP˜ (w˜pi) = A(w˜)R
L˜
P˜ ′|P˜ (pi)A(w˜)
−1
ou` w ∈WL0 et w˜ ∈ K˜ est un repre´sentant, cf. la Proposition 2.4.2.
(R4) On a
rL˜
P˜ ′|P˜ (pi) =
∏
α∈(ΣL
P ′ )
red∩(ΣL
P¯
)red
rM˜α˜¯Pα|P˜α
(pi),
ou` Pα := P ∩Mα.
(R5) Soit P ′′ = M ′′U ′′ ∈ FL(M0) contenant P et P ′, alors RL˜P˜ ′|P˜ (pi) est l’ope´rateur de´duit de
RM˜
′′
P˜ ′∩M˜ ′′|P˜∩M˜ ′′(pi) par le foncteur IL˜P˜ ′′(·).
(R6) Si F est archime´dien, les coefficients K˜∩L˜-finis de RL˜
P˜ ′|P˜ (piλ) sont des fonctions rationnelles
en 〈λ, α∨〉 ou` α ∈ ∆LP . Si F est non archime´dien, notons q le cardinal du corps re´siduel
de q, alors rL˜
P˜ ′|P˜ (piλ) est une fonction rationnelle en les variables q
−〈λ,αˇ〉, ou` α ∈ ∆LP et
αˇ ∈ Q>0 · α∨ est de´fini dans (IV.8) ; donc les coefficients de RL˜P˜ ′|P˜ (piλ) le sont aussi.
(R7) Si pi est tempe´re´e, λ 7→ rP˜ ′|P˜ (piλ) n’a ni ze´ros ni poˆles lorsque 〈Reλ, α∨〉 > 0 pour tout
α ∈ ∆LP .
(R8) Si F est archime´dien, pi ∈ Πtemp(M˜1) et λ ∈ ia∗M , on pose
qL˜
P˜ ′|P˜ (piλ) :=
∏
α∈(ΣL
P ′ )
red∩(ΣL
P¯
)red
〈λ, α∨〉nα
ou` nα est l’ordre du poˆle de λ 7→ rα(piλ) en λ = 0. Alors pour tout ope´rateur diffe´rentiel
invariant D sur ia∗M , il existe des constantes C,N > 0 telles que
|D(qL˜
P˜ ′|P˜ (piλ)r
L˜
P˜ ′|P˜ (piλ))
−1| ≤ C(1 + ‖µpi + λ‖)N
pour tout pi et tout λ, ou` nous adoptons les notations
– h est une sous-alge`bre de Cartan de g ;
– WMC le groupe de Weyl complexe de M ;
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– µpi ∈ h∗C/WMC est le caracte`re infinitesimal de pi ;
– ‖ · ‖ une norme hermitienne WMC -invariante sur hC telle que
‖µpiλ‖2 = ‖µpi + λ‖2 = ‖µpi‖2 + ‖λ‖2, ∀λ ∈ ia∗M .
La condition (R7) interviendra dans l’e´tude des quotients de Langlands. Dans cet article
nous ferons usage d’une notion moins stricte.
De´finition 3.1.2. On dit qu’une famille de fonctions me´romorphes sur OC
rL˜
P˜ ′|P˜ (pi), L ∈ L(M), P, P ′ ∈ PL(M), pi ∈ OC
est une famille de facteurs normalisants faible si elle ve´rifie toutes les conditions de la De´finition
3.1.1 sauf (R7). Deux familles de facteurs normalisants faibles r, r∨ sont dites comple´mentaires
si
rL˜,
∨
P˜ ′|P˜ (pi) = r
L˜
P˜ |P˜ ′(pi)(IV.9)
pour tous P, P ′ et L.
Remarque 3.1.3. E´tant donne´e une famille de facteurs normalisants faible r, on peut toujours
de´finir une famille comple´mentaire r∨ par (IV.9). Mais r∨ et r ne peuvent pas ve´rifier a` la fois
(R7).
La construction des facteurs normalisants se re´duit au cas L = G, OC ∩Π2(M˜) 6= ∅ et P, P ′
des paraboliques propres maximaux, au sens suivant.
Proposition 3.1.4. Supposons choisie des familles de facteurs normalisants rL˜
Q˜′|Q˜(·) pour tout
L ∈ L(M0), L 6= G et Q,Q′ quelconques, qui sont sont compatibles au transport de structure
par WG0 .
Soient rP˜ ′|P˜ (·) des fonctions me´romorphes sur les X(M˜)-orbites rencontrant Π2(M˜) ve´rifiant
toutes les conditions de la De´finition 3.1.1 sauf (R4) et (R5), ou` M ∈ L(M0) est standard
propre maximal, P, P ′ ∈ P(M). Alors les facteurs rL˜
Q˜′|Q˜(·) et rP˜ ′|P˜ (·) ci-dessus font partie d’une
famille de facteurs normalisants pour G˜, dont la construction est canonique.
De´monstration. C’est exactement ce qu’Arthur fait dans [13, §2]. En re´sume´, graˆce a` (R5), la
condition (R7) et un crite`re simple de l’unitarisabilite´ des quotients de Langlands [44, Theorem
7], qui est valable pour les reveˆtements sur tout corps local, permettent de se ramener au cas
tempe´re´e. On se rame`ne finalement au cas de repre´sentations de carre´ inte´grable modulo le centre
d’apre`s le fait qu’une repre´sentation tempe´re´e est un constituant d’une induite parabolique
normalise´e d’une repre´sentation L2 modulo le centre. La compatibilite´ au transport de structure
est garantie par (R3). A` chaque e´tape, on peut supposer M propre maximal graˆce a` (R4). La
pre´servation de (R8) est claire.
Remarque 3.1.5. Pour les applications a` la formule des trace, on conside´rera le cadre ou` F est
un corps de nombres, p : G˜→ G(A) un reveˆtement ade´lique, S un ensemble fini de places de F
et G˜S → G(FS) la fibre de p au-dessus de G(FS). On peut toujours conside´rer les normalisations
des ope´rateurs d’entrelacement dans ce cadre, cf. [13, §1]. Les re´sultats de´coulent sans peine du
cas F local en prenant
pi =
⊗
v∈S
piv,
rP˜ ′|P˜ (pi) =
∏
v∈S
rP˜ ′|P˜ (piv),
RP˜ ′|P˜ (pi) =
⊗
v∈S
RP˜ ′|P˜ (piv).
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Cf. [13, p.31].
3.2 Le cas archime´dien
Conservons les conventions de §3.2. Nous donnerons une construction canonique de facteurs
normalisants dans le cas archime´dien a` la Arthur [13] avec formules explicites. C’est loisible de
supposer que F = R.
Soit r une R-alge`bre de Lie. On adopte la convention rC := r(R)⊗RC. Notons θ l’involution
de Cartan associe´ a` K. Prenons une forme biline´aire G(R)-invariante B sur g(R) telle que
X 7→ −B(X, θX) est positive de´finie. Si T est un R-tore maximal θ-stable de M , alors B est
non de´ge´ne´re´e sur t(R). Prenons T un R-tore fondamental dans M anisotrope modulo AM , ce
qui existe car Π2(M˜) 6= ∅. Le groupe Gal(C/R) = {id, σ} ope`re sur X∗(TC), d’ou` une action sur
tC.
On se rame`ne au cas ou` M , P , P ′, pi sont comme dans la Proposition 3.1.4, en particulier
P ′ = P¯ . Or la notation P ′ sera conserve´e pour des raisons de typographie.
On pose
αP ′|P :=
∏
α
√
1
2
B(α, α)
ou` α parcourt les racines de (gC, tC) dont les restrictions sur aM appartiennent a` ΣP ′ . On munit
(uP ′ ∩ uP )(R) de la mesure induite par la forme positive de´finie X 7→ −B(X, θX) ; on choisit la
mesure de Haar sur (UP ′ ∩ UP )(R) de sorte que∫
(UP ′∩UP )(R)
φ(u) du = αP ′|P
∫
(uP ′∩uP )(R)
φ(expX) dX, ∀φ ∈ Cc((UP ′ ∩ UP )(R)).
On montre que cette mesure ne de´pend pas du choix de B.
Notons ρM la demi-somme des racines positives de (mC, tC) par rapport a` une base fixe´e.
On prend dχ ∈ t∗C tel que dχ+ρM est un repre´sentant du caracte`re infinitesimal de pi. On peut
prendre λ0 ∈ t∗C, µ ∈ it∗ tels que
〈 dχ,H〉 = 〈λ0, H − σH〉+ 1
2
〈µ− ρM , H + σH〉, H ∈ t(C),
Cf. [13, (A.1)]. Ici λ0 est pour l’essentiel la de´rive´e du caracte`re central de pi, et µ est le parame`tre
de Harish-Chandra. D’apre`s Harish-Chandra, c’est connu que dχ se rele`ve en un caracte`re de
T˜ ; notons-le χ.
Notons ΣP (G,T ) l’ensemble des racines de (G,T ) dont les restrictions sur aM appartiennent
a` ΣP et e´tudions les {id, σ}-orbites de ΣP (G,T ). Supposons d’abord que α est une racine re´elle
dans ΣP (G,T ). Il y a au plus une telle racine. Rappelons la de´finition de l’e´le´ment γ ∈ T˜
dans [39, §30, Lemma 2]. On note Hα l’e´le´ment dans t(R) tel que B(H,Hα) = 〈α,H〉 pour
tout H ∈ t(R), et on note H ′ := 2〈α,Hα〉−1Hα. Prenons X ′ ∈ gα(R) et Y ′ ∈ g−α(R) tels que
(H ′, X ′, Y ′) est un sl2-triplet, c’est-a`-dire
[H ′, X ′] = 2X ′, [H ′, Y ′] = −2Y ′, [X ′, Y ′] = H ′.
Posons γ := exp(pi(X ′ − Y ′)) ∈ T˜ . Le triplet (H ′, X ′, Y ′) induit un homomorphisme Φα :
S˜L(2,R)→ G˜, ou` S˜L(2,R) est un reveˆtement de SL(2,R). Prenons k ∈ {0, . . . , 2m− 1} tel que
(−1)〈ρP ,α∨〉χ(γ) = e pikmi .
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D’autre part, si α est une racine complexe, en remplac¸ant α par σα si besoin est, on suppose
toujours que
〈σµ− µ, α∨〉 ∈ Z≤0.
De´finissons le facteur normalisant rP˜ ′|P˜ (pi). S’il existe une racine re´elle dans ΣP (G,T ), on
la notera α0 et on e´crira ∃α0 ; dans ce cas-la` on de´finit χ, γ et k d’apre`s ce qui pre´ce`de. Posons
ΓC(z) := 2(2pi)
−zΓ(z),
G(z) :=
√
pi · Γ(
z
2)Γ(
z
2 +
1
2)
Γ( z2 +
k
2m)Γ(
z
2 + 1− k2m)
, si ∃α0;
(et de´sole´ pour l’abus du symbole pi). Pour tout λ ∈ aM,C on de´finit
(IV.10) rP˜ ′|P˜ (piλ) :=

∏
α∈ΣP (G,T )
mod {id,σ}
α6=α0
ΓC(〈µ+ λ, α∨〉)
ΓC(〈µ+ λ, α∨〉+ 1) ·G(〈µ+ λ, α
∨
0 〉), si ∃α0,
∏
α∈ΣP (G,T )
mod {id,σ}
ΓC(〈µ+ λ, α∨〉)
ΓC(〈µ+ λ, α∨〉+ 1) , sinon,
ou` les repre´sentants α des {id, σ}-orbites dans ΣP (G,T ) sont choisis comme pre´ce´demment.
C’est me´romorphe en λ, on de´finit ainsi les ope´rateurs RP˜ ′|P˜ (piλ) := rP˜ ′|P˜ (piλ)
−1JP˜ ′|P˜ (piλ) qui
sont me´romorphes en λ.
The´ore`me 3.2.1. Les facteurs rP˜ ′|P˜ (piλ) font partie d’une famille de facteurs normalisants
dont la construction est canonique.
De´monstration. On utilise toujours la Proposition 3.1.4. On note Σc(G,T ) := ΣP (G,T ) \ {α0}
si ∃α0. C’est une conse´quence de la formule explicite de la fonction µ [39, §36] (voir le re´cit dans
[13, Proposition 3.1 + Lemma A.1]), qui est aussi valable pour reveˆtements, que
µ(pi) =

γ2P ′|Pα
2
P ′|P (2pi)
− dimUP µ0(χ)
pi |
∏
α∈Σc(G,T )〈µ, α∨〉|, si ∃α0,
γ2P ′|Pα
2
P ′|P (2pi)
− dimUP |∏α∈ΣP (G,T )〈µ, α∨〉|, sinon,
ou` µ0(χ) est l’expression
pi〈µ, α∨0 〉
i
· sinh
(
pi〈µ, α∨0 〉
i
)
·
[
cosh
(
pi〈µ, α∨0 〉
i
)
− 1
2
(−1)〈ρP ,α∨0 〉(χ(γ) + χ(γ)−1)
]−1
.
Avec le choix de mesures dans [13, §3], on a JP˜ ′|P˜ (pi)∗JP˜ ′|P˜ (pi) = γ2P ′|Pα2P ′|Pµ(pi)−1 et pour
de´montrer (R1) il faut montrer l’e´galite´ JP˜ ′|P˜ (pi)
∗JP˜ ′|P˜ (pi) = |rP˜ ′|P˜ (pi)|2 ; le cas ge´ne´ral ou` pi
est remplace´ par piλ (λ ∈ a∗M,C) en de´coulera par prolongation me´romorphe.
Supposons d’abord que ∃α0. Remarquons que
1
2
(−1)〈ρP ,α∨0 〉(χ(γ) + χ(γ)−1) = cos
(
pik
m
)
.
Notons v := 〈µ, α∨0 〉 ∈ iR, on a
µ0(χ)
−1 =
cosh(pivi )− cos
(
pik
m
)
piv
i sinh(
piv
i )
=
cos(piv)− cos (pikm )
piv
i sinh(
piv
i )
=
2 sin
(
pi
(
v
2 +
k
2m
))
sin
(
pi
(−v2 + k2m))
v
i sinh
(
v
i
) .
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D’une part, les formules Γ(z¯) = Γ(z) et |Γ(iy)|2 = piy sinh(piy) pour y ∈ R entraˆınent que le
de´nominateur est e´gal a` (Γ(v)Γ(−v))−1 pi2. D’autre part, il re´sulte de la formule de re´flexion
Γ(1− z)Γ(z) = pisin(piz) que le nume´rateur est e´gal a`[
Γ
(
v
2
+
k
2m
)
Γ
(
1− k
2m
+
v
2
)
Γ
(
−v
2
+
k
2m
)
Γ
(
1− k
2m
− v
2
)]−1
2pi2.
Donc µ0(χ)
−1 = g(v)g(−v) ou`
g(z) :=
√
2 Γ(z)
Γ
(
z
2 +
k
2m
)
Γ
(
z
2 + 1− k2m
)
= (
√
2pi)−1 · 2z · Γ
(
z
2
)
Γ
(
z
2 +
1
2
)
Γ
(
z
2 +
k
2m
)
Γ
(
z
2 + 1− k2m
)
ou` la deuxie`me e´galite´ re´sulte de la formule de multiplication Γ(z) = (
√
pi)−12z−
1
2 Γ( z2)Γ(
z
2 +
1
2).
On voit que G(v)G(−v) = 2pi2g(v)g(−v).
Montrons (R1). Si ∃α0, la formule |ΓC(iy)ΓC(1 + iy)−1|2 = (2pi)2|y|−2 pour y ∈ R et le
raisonnement ci-dessus entraˆınent que
|rP˜ ′|P˜ (pi)|2 =
∏
α 6=α0
(2pi)2|〈µ, α〉|−2 ·G(pi〈µ, α∨0 〉)G(−pi〈µ, α∨0 〉)
=
∏
α∈Σc(G,T )
(2pi)|〈µ, α〉|−1 · g(〈µ, α∨0 〉)g(−〈µ, α∨0 〉) · 2pi2
= (2pi)dimUP
∏
α∈Σc(G,T )
|〈µ, α〉|−1 pi
µ0(χ)
= γ2P ′|Pα
2
P ′|P µ(pi)
−1.
Si @α0, les meˆmes manipulations des fonctions ΓC donnent
|rP˜ ′|P˜ (pi)|2 = (2pi)dimUP
∏
α∈ΣP (G,T )
|〈µ, α∨〉|−1 = γ2P ′|Pα2P ′|P µ(pi)−1.
Montrons (R2). Comme Γ(z¯) = Γ(z), il en re´sulte que rP˜ ′|P˜ (piλ) = rP˜ |P˜ ′(pi−λ¯), ce qui suffit
pour conclure.
Si w ∈ WG(M) est l’e´le´ment non trivial, alors il envoie P a` P ′, λ a` −λ et µ a` −µ, d’ou`
rwP˜ ′|wP˜ (w˜piwλ) = rP˜ ′|P˜ (piλ). Cela entraˆıne (R3).
Les conditions (R6) et (R8) re´sultent des arguments dans [13, §3], car Arthur n’utilise que
la formule du de´terminant de L. Cohn [88, 10.4.4] et la proprie´te´ que rP˜ ′|P˜ (piλ) est de la forme∏N
i=1 Γ(cλ− ai)∏N
i=1 Γ(cλ− bi)
, c ∈ R×, ai, bi ∈ C,
a` une constante multiplicative pre`s. La condition (R7) re´sulte d’une proprie´te´ bien connue des
fonctions Γ car on a suppose´ k ≥ 0 dans le cas ∃α0.
Lorsque p : G˜ → G(R) provient d’une K2-extension de Brylinski-Deligne [27, §10], on a
force´ment m = 1 ou 2 et les facteurs normalisants sont e´troitement lie´s a` ceux d’Arthur. Cela
est contenu dans les remarques suivantes.
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Remarque 3.2.2. Supposons que ∃α0 et k2m ∈ {0, 12}. Alors on a
(−1)〈ρP ,α∨0 〉
2
(
χ(γ) + χ(γ)−1
)
= (−1)N0
ou` N0 := 1 si
k
2m = 0 et N0 := 0 si
k
2m =
1
2 . On pose
ΓR(z) := pi
− z
2 Γ
(z
2
)
et on ve´rifie que
G(z) =
ΓR(z +N0)
ΓR(z +N0 + 1)
.
On a toujours k2m ∈ {0, 12} lorsque m = 1. En comparant la de´finition des facteurs normali-
sants et l’interpre´tation de la constante N0 dans [13, Appendix], il en re´sulte que nos facteurs
normalisants sont exactement ceux d’Arthur dans le cas archime´dien.
Remarque 3.2.3. Supposons que ∃α0 et k2m ∈ {14 , 34}. On de´duit de la formule de duplication
pour les fonctions Γ que
G(z) =
√
pi Γ
(
z
2
)
Γ
(
z
2 +
1
2
)
Γ
(
z
2 +
1
4
)
Γ
(
z
2 +
3
4
) = √2 · ΓR(2z)
ΓR(2z + 1)
.
D’ou`
rP˜ ′|P˜ (piλ) =
∏
α 6=α0
ΓC(〈µ+ λ, α∨〉)
ΓC(〈µ+ λ, α∨〉+ 1) ·
√
2 · ΓR(〈µ+ λ, 2α
∨
0 〉)
ΓR(〈µ+ λ, 2α∨0 〉+ 1)
.
Au facteur
√
2 pre`s, c’est le facteur normalisant d’Arthur pour les groupes re´ductifs connexes
sauf que α∨0 est remplace´ par 2α∨0 . Cela refle`te un phe´nome`ne de “renversement du diagramme
de Dynkin” qui se passe pour certains reveˆtements a` deux feuillets.
3.3 Le cas non archime´dien
Supposons F local non archime´dien de corps re´siduel Fq. Le re´sultat suivant ainsi que sa
de´monstration sont dus a` [33, Lecture 15], a` quelques corrections pre`s.
The´ore`me 3.3.1. Il existe une famille de facteurs normalisants pour G˜.
De´monstration. On peut supposer que M est un Le´vi propre maximal de G, P, P ′ ∈ P(M)
tels que P ′ = P¯ et pi ∈ Π2(M˜) graˆce a` la Proposition 3.1.4. Vu la Remarque 2.4.4 il suffit de
conside´rer les repre´sentations pi ⊗ χ ou` χ provient de (aGM,C)∗ via l’application
a∗M,C → X(M˜).
De telles χ forment une sous-tore complexe X ′ de X(M˜). On note α l’unique e´le´ment de ∆P , et
αˇ l’e´le´ment dans Q>0 · α∨ de´fini dans (IV.8). L’application (aGM,C)∗ → C× de´finie par λ 7→ z =
q−〈λ,αˇ〉 permet d’identifier X ′ a` C×. On e´crit l’action par X ′ par pi 7→ pi ⊗ z. On de´finit ainsi
µP (pi, z) ∈ C(z) telle que µP (pi, z) := µ(pi ⊗ z).
Soit P (z) ∈ C(z), on adopte la convention
P (z)∗ := P (z¯−1) ∈ C(z).
On construira VP (pi, z) ∈ C(z) telle que
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– VP (pi, z) n’a ni ze´ros ni poˆles dans la re´gion 0 < |z| < 1 ;
– µP (pi, z) = VP (pi, z)VP (pi, z)
∗ ;
– VP (pi, z) est de´termine´ par pi ⊗ z.
Si ces conditions sont satisfaites, on pose rP˜ ′|P˜ (piλ) := VP (pi, q
−〈λ,αˇ〉).
Fixons pi ∈ Π2(M˜) et construisons VP (pi, z). On sait que µP (pi, z) = µP (pi, z)∗ et µP (pi, z) ≥ 0
si |z| = 1. D’ou`
– la distribution des ze´ros (resp. poˆles) dans C∪{∞} est syme´trique par rapport a` l’inversion
z 7→ z¯−1 ;
– les ze´ros (resp. poˆles) dans le cercle |z| = 1 ont multiplicite´s paires.
Notons α−11 , . . . , α
−1
r (resp. β
−1
1 , . . . , β
−1
r ) les ze´ros (resp. poˆles) de µ(pi, z) avec multiplicite´s,
tels que |αi| ≤ 1 (resp. |βi| ≤ 1) pour tout i. Montrons qu’il existe un unique b ∈ R>0 tel que
µP (pi, z) = b
2
r∏
i=1
(1− αiz)(z − α¯i)
(1− βiz)(z − β¯i)
.
Si l’on pose P (z; t) := z−1(1− tz) pour t ∈ C, alors P (z; t)∗ = z− t¯. On note Q(z) le produit∏r
i=1(· · · ) dans l’expression pre´ce´dente, il s’e´crit comme
Q(z) :=
r∏
i=1
P (z;αi)P (z;αi)
∗
P (z;βi)P (z;βi)∗
.
On a Q(z) = Q(z)∗, d’ou` ordz=0(Q(z)) = ordz=∞(Q(z)). Idem pour µP (pi, z). D’autre part
ordz=t(Q(z)) = ordz=t(µP (pi, z)) pour tout t ∈ C avec 0 < |t| <∞ par construction. La formule
de produit sur P1C entraˆıne qu’il existe a ∈ C× tel que aQ(z) = µP (pi, z). En l’e´valuant en z0 tel
que |z0| = 1 et µP (pi, z0) > 0, on voit que a ∈ R>0. On prend donc b :=
√
a.
Posons
VP (pi, z) := b
r∏
i=1
1− αiz
1− βiz .
Il en re´sulte imme´diatement que µP (pi, z) = VP (pi, z)VP (pi, z)
∗. Par construction VP (pi, z) n’a ni
ze´ros ni poˆles dans la re´gion 0 < |z| < 1. Si l’on remplace pi par pi⊗z0 ou` |z0| = 1, alors µP (pi, z)
est remplace´ par µP (pi ⊗ z0, z) = µP (pi, z0z) et αi (resp. βi) est remplace´ par z0αi (resp. z0βi)
pour tout i. Soit t ∈ C, on a de´fini P (z; t) ∈ C(t) et on a
P (z; z0t)P (z; z0t)
∗ =
(1− z0tz)(z − z0t)
z
=
(1− t(z0z))(z0z − t¯z0z¯0)
z0z
=
1− t(z0z)
z0z
· (z0z − t¯) = P (z0z; t)P (z0z; t)∗.
Attention : ici P (z0z; t)
∗ signifie l’e´le´ment dans C(t) obtenu en remplac¸ant z par z0z dans
P (z; t)∗. On conclut en prenant t = αi, βi (i = 1, . . . , r) que VP (pi ⊗ z0, z) = VP (pi, z0z), donc
VP (pi, z) est de´termine´ par pi ⊗ z.
Ve´rifions les conditions dans la De´finition 3.1.1. (R1) et (R7) sont de´ja` ve´rifie´es. (R3)
re´sulte du transport de structure car notre construction est canonique.
Montrons (R2). Puisque P ′ = P¯ , on a µP ′(pi, z) = µP (pi, z−1), d’ou`
µP ′(pi, z) = b
2
r∏
i=1
(1− αiz−1)(z−1 − α¯i)
(1− βiz−1)(z−1 − β¯i)
= b2
r∏
i=1
(z − αi)(1− α¯iz)
(z − βi)(1− β¯iz)
.
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On en de´duit que VP ′(pi, z) = b
∏r
i=1(1− α¯iz)(1− β¯iz)−1. Soit λ ∈ a∗M,C, on a
rP˜ |P˜ ′(piλ) = VP ′(pi, q
〈λ,αˇ〉) = b
r∏
i=1
1− α¯iq〈λ,αˇ〉
1− β¯iq〈λ,αˇ〉
,
rP˜ ′|P˜ (pi−λ¯) = VP (pi, q
〈λ¯,αˇ〉) = b
r∏
i=1
1− αiq〈λ¯,αˇ〉
1− βiq〈λ¯,αˇ〉
.
D’ou` rP˜ |P˜ ′(piλ) = rP˜ ′|P˜ (pi−λ¯).
3.4 Le cas non ramifie´
On conside`re maintenant le cas F local non archime´dien, K un sous-groupe hyperspe´cial
de G(F ) en bonne position relativement a` M0, et p : G˜ → G(F ) un reveˆtement non ramifie´
au sens de [Chapitre III, §3.1]. On fixe une section s : K → G˜ de p, par laquelle on identifie
K a` un sous-groupe de G˜. Pour tout Le´vi M ∈ L(M0), les donne´es KM := K ∩ M(F ) et
s|KM : KM → M˜ de´finissent encore un reveˆtement non ramifie´.
Une repre´sentation admissible irre´ductible (pi, V ) de G˜ est dite non ramifie´e si V K 6= {0} ;
dans ce cas-la` on a dimV K = 1 d’apre`s [Chapitre III, Corollaire 3.2.6].
The´ore`me 3.4.1. Il existe une famille de facteurs normalisants faibles
rL˜
P˜ ′|P˜ (pi), M ∈ L(M0), L ∈ L(M), P, P ′ ∈ PL(M),
ou` (pi, V ) ∈ Π(M˜) est non ramifie´e, tels que si v ∈ IP˜ (pi)K , alors la restriction de RL˜P˜ ′|P˜ (piλ)v
a` K˜ ne de´pend pas de λ.
Avant d’entamer la preuve, rappelons brie`vement la the´orie des se´ries principales non ra-
mifie´es spe´cifiques. Soit (pi, V ) ∈ Π−(M˜) non ramifie´e. Il re´sulte de l’isomorphisme de Satake
[Chapitre III, Proposition 3.2.5] que pi est une sous-repre´sentation de IndM˜
P˜0
(χ), ou` χ est une
repre´sentation irre´ductible spe´cifique non ramifie´e de M˜0. Attention : M˜0 n’est pas commutatif
en ge´ne´ral et χ n’est pas force´ment dans X(M˜0). Ne´anmoins il admet une description simple :
notons H˜ := ZM˜ (K ∩M0(F )) (voir [Chapitre III, Definition 3.1.1]), c’est un sous-groupe com-
mutatif maximal de M˜0. Alors χ est de la forme
χ = IndM˜0
H˜
(χ0)
ou` χ0 est un caracte`re spe´cifique de H˜, trivial sur K∩H˜ ; sa restriction a` Z(M˜0) est uniquement
de´termine´e par χ. Cela re´sulte d’une variante du the´ore`me de Stone-von Neumann, cf. [90, §3].
Donc pi se re´alise comme une sous-repre´sentation de IndM˜
H˜
(χ0), ce que nous appelons une se´rie
principale non ramifie´e spe´cifique.
De´monstration du The´ore`me 3.4.1. C’est loisible de supposer pi spe´cifique. D’apre`s ce qui pre´ce`de,
on re´alise pi comme une sous-repre´sentation irre´ductible de IndM˜
H˜
(χ0). Vu la transitivite´ de l’in-
duction parabolique normalise´e, on se rame`ne au cas M = M0, pi = Ind
M˜0
H˜
(χ0). C’est aussi
loisible de supposer que L = G.
L’espace sous-jacent de IP˜ (piλ) s’identifie a` un espace de fonctions sur K˜ muni d’un produit
hermitien invariant, note´ (|). Cet espace ne de´pend pas de λ ; son sous-espace de K-invariants
est aussi inde´pendant de λ et est de dimension 1.
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Pour tout P ∈ P(M), prendre vP ∈ IP˜ (pi)K la fonction telle que vP (1) = 1. On de´finit
rP˜ |P˜ ′(piλ) de sorte que
RP˜ ′|P˜ (piλ)vP = vP ′(IV.11)
pour tous P, P ′ ∈ P(M) et presque tout λ. Le fait que JP˜ ′|P˜ (piλ) est rationnel en les va-
riables {q−〈λ,αˇ〉 : α ∈ ∆P } entraˆıne que rP˜ ′|P˜ (piλ) l’est aussi. D’autre part (IV.11) entraˆıne que
RP˜ ′|P˜ (piλ)vP est inde´pendant de λ. On ve´rifie (R1), (R3) et (R6) sans difficulte´.
Ve´rifions (R2). Les induites IP˜ (piλ) et IP˜ ′(piλ) sont irre´ductibles si λ est en position ge´ne´rale,
donc il existe cλ ∈ C× tel que RP˜ ′|P˜ (piλ)∗ = cλRP˜ |P˜ ′(pi−λ¯). D’autre part, on a
(RP˜ ′|P˜ (piλ)vP |vP ′) = (vP ′ |vP ′),
(vP |RP˜ |P˜ ′(pi−λ¯)vP ′) = (vP |vP ).
Or (vP ′ |vP ′) = (vP |vP ), d’ou` cλ = 1 et RP˜ ′|P˜ (piλ)∗ = RP˜ |P˜ ′(pi−λ¯).
Les proprie´te´s (R4), (R5) de´coulent des proprie´te´s paralle`les des ope´rateurs JP˜ ′|P˜ (pi) et de
notre de´finition de rP˜ ′|P˜ (pi).
Remarque 3.4.2. Il sera plus raisonnable d’e´tablir une formule a` la Gindikin-Karpelevic˘ pour
les se´ries principales non ramifie´es spe´cifiques, puis en de´duire une formule explicite de rP˜ ′|P˜ (pi).
On en obtiendra (R7). En fait, de nombreux cas ont e´te´ e´tablis par McNamara [61], y compris
les reveˆtements des groupes de´ploye´s simplement connexes construits par Matsumoto. Nous ne
poursuivons pas cette approche ici.
4 Inte´grales orbitales et caracte`res
Dans cette section, on e´tudiera des distributions invariantes sur un reveˆtement p : G˜ →
G(F ), ou` F est un corps local de caracte´ristique nulle. Lorsque F est archime´dien, les re´sultats
que nous cherchons sont de´ja` e´tablis par Bouaziz [23, 24]. Par conse´quent, on se limitera au cas
F non archime´dien.
Soit M un F -groupe re´ductif. Une distribution sur m(F ) signifie une fonctionnelle line´aire
sur C∞c (m(F )). Pour f ∈ C∞c (m(F )) et x ∈ M(F ), on e´crira fx : X 7→ f(xXx−1). Le groupe
M(F ) ope`re sur les distributions par 〈xΘ, f〉 = 〈Θ, fx〉.
Le support d’une distribution θ a encore un sens et sera note´ Supp θ. Les meˆmes notions
s’appliquent aux distributions sur G˜. On de´finit les distributions spe´cifiques ou anti-spe´cifiques
comme dans [Chapitre III].
4.1 The´orie sur l’alge`bre de Lie
On se donne
– F un corps local non archime´dien,
– G un F -groupe re´ductif, sa composante neutre est note´ G◦.
– ω : G(F )→ C× un caracte`re unitaire continu, trivial sur ZG◦(F ).
Notre hypothe`se sur ω est justifie´e car les re´sultats de cette sous-section deviendront triviaux
si ω n’est pas trivial sur ZG◦(F ). La composante neutre de ZG◦ , note´e Z
◦
G◦ , est un F -tore.
Munissons G(F ) d’une mesure de Haar. On utilise les notions de´finies dans [Chapitre III,
§5]. On note pi : GSC → G le reveˆtement simplement connexe de G◦der et ι : Z◦G◦ → G l’inclusion.
Alors on a un module croise´
G′ := GSC × Z◦G◦
(pi,ι)−→ G.
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L’action de G sur GSC est la conjugaison et son action sur Z
◦
G◦ est triviale. On note
Ξ := Coker (G′(F )→ G(F )).
C’est un groupe fini.
Un fait important a` se rappeler est que ω ◦ (pi, ι) = 1. Un e´le´ment X ∈ g(F ) est dit
ω-bon sous G(F ) si ω est trivial sur ZG(X)(F ). On de´finit ainsi les classes de conjugaison
ω-bonnes sous G(F ) ; l’ensemble de telles classes est note´ Γ(g(F ))ω. On introduit le C×-torseur
Γ˙(g(F ))ω → Γ(g(F ))ω ; les e´le´ments dans Γ˙(g(F ))ω sont les ω-bonnes classes de conjugaison par
G(F ) munies d’une mesure complexe non triviale µ telle que 〈µ, fy〉 = ω(y)〈µ, f〉 pour tout f .
On de´finit Γreg(g(F ))
ω, Γreg(g(F ))
ω (resp. Γnil(g(F ))
ω, Γnil(g(F ))
ω) en se limitant aux classes
semi-simples re´gulie`res (resp. nilpotentes). Ces de´finitions ge´ne´ralisent celles de [Chapitre III]
pour les groupes connexes.
Dans ce qui suit, on s’inte´ressera aux distributions θ sur g(F ) avec yθ = ω(y)θ pour tout
G(F ). On de´finit des espaces vectoriels en dualite´
I(g(F ))ω := C∞c (g(F ))/ 〈fy − ω(y)f : f ∈ C∞c (g(F )), y ∈ G(F )〉 ,
J (g(F ))ω := {θ : distribution sur g(F ), ∀y ∈ G(F ), yθ = ω(y)θ}.
Si ω = 1, on y omet le symbole ω ; dans ce cas-la` ce sont l’espace de Hecke invariant et l’espace
de distributions invariantes, respectivement.
Les applications f 7→ fy−1 , y ∈ G(F ) induisent une action de Ξ sur I(g′(F )). Son action
contragre´diente sur J (g′(F )) se de´duit de θ 7→ yθ. Posons Π(Ξ) l’ensemble de repre´sentations
irre´ductibles de Ξ, on obtient donc les de´compositions
I(g′(F )) =
⊕
ξ∈Π(Ξ)
I(g′(F ))ξ,
J (g′(F )) =
⊕
ξ∈Π(Ξ)
J (g′(F ))ξ,
ou` (· · · )ξ de´signe la composante ξ-isotypique et nous adoptons la convention (· · · )ξ = (· · · )(ξ∨).
Notons prξ, pr
ξ les projections ξ-isotypiques correspondantes. Vu notre hypothe`se, ω induit un
caracte`re de Ξ, note´ encore ω. Les espaces I(g′(F ))ω et J (g′(F ))ω sont en dualite´.
Notons que g = g′ comme F -alge`bres de Lie. Le re´sultat suivant est e´vident.
Lemme 4.1.1. On a
I(g(F ))ω = I(g′(F ))ω,
J (g(F ))ω = J (g′(F ))ω.
Pour tout X˙ ∈ Γ˙(g(F ))ω, on peut de´finir les inte´grales orbitales normalise´es JωG (X˙, f), qui
n’est que 〈X˙, f〉 car X˙ est regarde´e comme une mesure complexe. Soit X ∈ g(F ) qui est ω-bon,
le symbole X˙ de´signera toujours un e´le´ment X˙ ∈ Γ˙(g(F ))ω tel que la classe de conjugaison
sous-jacente de X˙ contient X. Notons GX := ZG◦(X)
◦. Si une mesure de Haar sur GX(F ) est
choisie, on peut choisir X˙ de sorte que
JωG (X˙, f) = |DG(X)|
1
2
∫
GX(F )\G(F )
ω(x)f(x−1Xx) dx(IV.12)
ou` DG(X) := det(ad (X)|g/gX) est le discriminant de Weyl sur l’alge`bre de Lie, qui ne de´pend
que de G◦.
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Lemme 4.1.2. Soit X ∈ g(F ).
1 X est ω-bon si et seulement si pour tout (ou ce qui revient au meˆme, pour un) X˙ ′ ∈
Γ˙(g′(F )) a` support contenu dans la G(F )-orbite de X, on a prωX˙ ′ 6= 0.
2 Supposons que X est ω-bon. Soit X˙ ∈ Γ˙(g(F ))ω a` support dans la G(F )-orbite contenant
X, alors il existe un unique e´le´ment X˙ ′ ∈ Γ˙(g′(F )) tel que
– prωX˙ ′ correspond a` X˙ sous l’isomorphisme du Lemme 4.1.1 ;
– X appartient a` la G′(F )-orbite sous-jacente de X˙ ′.
De plus, tout X˙ ′ ∈ Γ˙(g′(F )) avec prωX˙ ′ 6= 0 est obtenu de cette manie`re.
Remarque 4.1.3. C’est plus commode de noter X˙ ′ par X˙. Alors ledit lemme signifie que
JωG (X˙, f) = JG′(X˙, prωf), f ∈ I(g(F )).
Dore´navant, on adopte cette convention.
Le re´sultat pre´ce´dent permet de ge´ne´raliser des re´sultats dans le cas ω = 1 au cas ge´ne´ral.
Donnons des exemples importants.
The´ore`me 4.1.4 (Germes de Shalika avec caracte`re). Soit T ⊂ G un F -tore maximal tel que
ω|T (F ) = 1. Posons treg := t ∩ greg et choisissons une mesure de Haar sur T (F ), qui permet
de´finir par (IV.12) les inte´grales orbitales JωG (H˙, ·) pour tout H ∈ treg(F ).
Alors il existe des fonctions Γu˙ : t(F )→ C ou` u˙ ∈ Γ˙nil(g(F ))ω, telles que
1 Γzu˙ = z
−1Γu˙ pour tout z ∈ C× ;
2 Γu˙(t
2H) = |t|− dimG/GuΓu˙(H) pour tout t ∈ F× ;
3 Γu˙(H + Z) = Γu˙(H) si Z ∈ z(F ) ;
4 Γu˙ est localement constante sur treg(F ) et localement borne´e sur t(F ) ;
5 pour tout f ∈ C∞c (g(F )), il existe U un voisinage ouvert de 0 dans t(F ) tel que pour tout
H ∈ treg(F ) ∩ U on a
JωG (H˙, f) =
∑
u∈Γnil(g(F ))ω
Γu˙(H)J
ω
G (u˙, f)
ou` le produit dans la somme ne de´pend pas du choix de u˙.
Proposition 4.1.5. Soit f ∈ I(g(F ))ω. Supposons que JωG (X˙, f) = 0 pour tout X˙ ∈ Γ˙reg(g(F ))ω,
alors f = 0. Autrement dit, les inte´grales orbitales JωG (X˙, ·) sont faiblement denses dans J (g(F ))ω.
De´monstration. Vu le Lemme 4.1.1, on peut regarder f comme un e´le´ment de I(g′(F ))ω. D’apre`s
la densite´ des inte´grales orbitales re´gulie`res [40, Lemma 4.1] applique´e a` G′, il suffit de montrer
que JG′(X˙
′, f) = 0 pour tout X˙ ′ ∈ Γ˙reg(g′(F )) avec prωX˙ ′ 6= 0. D’apre`s le Lemme 4.1.2, de tels
X˙ ′ correspondent aux e´le´ments de Γ˙reg(g(F ))ω. On conclut en appliquant l’hypothe`se.
L’e´tape suivante est de ge´ne´raliser [40, Part II]. On fixe un sous-groupe compact maximal
spe´cial K de G(F ) en bonne position relativement a` un Le´vi minimal M0. On aura besoin de
la transforme´e de Fourier sur g(F ). Pour ce faire, il convient de fixer
– un caracte`re additif unitaire non trivial ψ : F → C×,
– une forme biline´aire non de´ge´ne´re´e B sur g(F ) qui est invariante par G(F ).
Montrons l’existence de B, qui n’est pas triviale car G peut eˆtre non connexe. On pose
H := G(F )/G◦(F ), Z := Z◦G◦ . Vu la de´composition g = z⊕ gder, s’il existe une forme biline´aire
non de´ge´ne´re´e BZ sur z(F ) qui est invariante par H, alors on peut prendre B = BZ + Bder ou`
Bder est la forme de Killing de gder. L’existence de BZ est garantie par le re´sultat suivant.
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Proposition 4.1.6. Soient F un corps de caracte´ristique nulle, H un groupe fini, Z un F -tore
muni d’une action H → AutF−tore(Z), alors il existe une forme biline´aire non de´ge´ne´re´e BZ
sur z(F ) qui est invariante par H.
De´monstration. La varie´te´ des formes biline´aires non de´ge´ne´re´es H-invariantes sur z est un
ouvert de Zariski d’un espace affine. Donc l’ensemble de ses F -points est dense pour la topologie
de Zariski. Pour montrer que cette varie´te´ admet un F -point, c’est loisible de remplacer F par
une extension quelconque. On se rame`ne ainsi au cas Z de´ploye´.
Supposons Z de´ploye´. Puisque les tores de´ploye´s ainsi que les homomorphismes entres eux
sont de´finis sur Z, on se rame`ne au cas F = Q. L’argument pre´ce´dent nous rame`ne encore au
cas F = R. C’est bien connu qu’il existe une forme de´finie positive H-invariante sur z(R). Cela
permet de conclure.
La transforme´e de Fourier est de´finie par
f 7→ fˆ(·) =
∫
g(F )
f(X)ψ(B(X, ·)) dX, f ∈ C∞c (g(F )),
ou` g(F ) est muni de la mesure autoduale par rapport a` ψ ◦B. La transforme´e de Fourier d’une
distribution θ est note´e θˆ, de´finie par 〈θˆ, f〉 = 〈θ, fˆ〉 pour tout f ∈ C∞c (g(F )).
On conside´rera les oF -re´seaux “bien adapte´s” a` (M0,K). Au lieu de donner la de´finition
pre´cise dans [40, Definition 10.6], il suffit de donner une construction directe : on prend un
sommet spe´cial x correspondant a` K dans l’immeuble de Bruhat-Tits, alors les re´seaux de
Moy-Prasad g(F )x,r sont adapte´s a` (M0,K) pour tout r > 0. Cf. [4].
Pour Ω un sous-ensemble ouvert compact de g(F ), on pose
J (Ω) :=
θ ∈ J (g(F )) : Supp θ ⊂ ⋃
x∈G(F )
xΩx−1
 ,
J (Ω)ω := J (g(F ))ω ∩ J (Ω).
On pose aussi
J0 :=
⋃
Ω
J (Ω),
J ω0 :=
⋃
Ω
J (Ω)ω = J (g(F ))ω ∩ J0.
De´finissons une norme | · | sur g(F ) comme dans [40, §2]. Soient t > 0, L un re´seau bien
adapte´ a` (M0,K), et V un voisinage de gnil(F )
|·|=1 dans g(F )|·|=1. De´finissons
J (V, t, L)ω := {θ ∈ J (g(F ))ω : ∀X ∈ g(F ), |X| > t et 〈θ,1X+L〉 6= 0⇒ X ∈ F · V }
ou` 1X+L de´signe la fonction caracte´ristique de X+L. On ve´rifie que J (V, t, L)ω ⊂ J (V, t′, L)ω
si t′ > t. On pose
J (V,∞, L)ω :=
⋃
t>0
J (V, t, L)ω.
Soient L′ ⊂ g(F ) un oF -re´seau quelconque et θ ∈ J (Ω)ω, on note jL′θ la restriction de θ
a` l’espace Cc(g(F )/L
′). Le re´sultat suivant interviendra dans la de´monstration du The´ore`me
4.3.2.
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Proposition 4.1.7. Soient L un oF -re´seau bien adapte´ a` (M0,K) et V un voisinage de
gnil(F )
|·|=1 dans g(F )|·|=1. Quitte a` re´tre´cir V , il existe un oF -re´seau L′ ⊃ L tel que
jL′J (V,∞, L)ω ⊂ jL′J ω0 .
De´monstration. On choisit Ξ˙ ⊂ G(F ) un ensemble de repre´sentants de Ξ tel que 1 ∈ Ξ˙. On
pose
L′ :=
∑
ξ∈Ξ˙
ξ · L ⊃ L.
Soit θ ∈ J (V, t, L)ω. D’apre`s [40, Corollary 11.4], il existe θ0 ∈ J0(Ω) tel que
∀ϕ ∈ Cc(g(F )/L), 〈θ, ϕ〉 = 〈θ0, ϕ〉.
On a Cc(g(F )/L
′) ⊂ Cc(g(F )/L). De plus, si ϕ ∈ Cc(g(F )/L′) alors ϕξ ∈ Cc(g(F )/ξ−1L′) ⊂
Cc(g(F )/L) pour tout ξ ∈ Ξ˙. Pour tout ϕ ∈ Cc(g(F )/L′), on a donc
〈θ, ϕ〉 = 〈prωθ, ϕ〉 = 〈θ,prωϕ〉
= |Ξ|−1
∑
ξ∈Ξ˙
ω(ξ)−1〈θ, ϕξ〉
= |Ξ|−1
∑
ξ∈Ξ˙
ω(ξ)−1〈θ0, ϕξ〉
= 〈θ0, prωϕ〉 = 〈prωθ0, ϕ〉.
Autrement dit jL′θ = jL′(pr
ωθ0). Puisque Ξ est fini, on ve´rifie que pr
ωθ0 ∈ J ω0 . Cela ache`ve
la preuve.
Le re´sultat suivant ne sera pas utilise´ dans cet article, toutefois on en donne l’e´nonce´ a` cause
de son importance.
The´ore`me 4.1.8. Soient Ω ⊂ g(F ) compact, L ⊂ g(F ) un re´seau bien adapte´ a` (K,M0). Alors
jLJ (Ω)ω est de dimension finie.
Soit D ⊂ g(F ). On dit que D est un G-domaine si D est ouvert, ferme´ et G(F )-invariant.
PourX ∈ g(F ) semi-simple, on noteO(X) l’ensemble desG(F )-orbites dans g(F ) dont l’adhe´rence
contient X. C’est un ensemble fini.
The´ore`me 4.1.9. Soient Ω un ouvert compact dans g(F ) et θ ∈ J (Ω)ω, alors θˆ est repre´sente´e
par une fonction localement inte´grable g sur g(F ) telle que
– g est localement constante sur greg(F ) ;
– |DG| 12 g est localement borne´e sur g(F ).
The´ore`me 4.1.10. Soient Ω un ouvert compact dans g(F ). Alors il existe un G-domaine D
contenant 0 tel que pour tout θ ∈ J (Ω)ω, il existe des coefficients cu˙(θ), ou` u˙ ∈ Γ˙nil(g(F ))ω,
tels que
– czu˙ = z
−1cu˙ pour tout z ∈ C× ;
– posons µu˙ := J
ω
G (u˙, ·), alors
θˆ|D =
∑
u∈Γnil(g(F ))ω
cu˙(θ)µ̂u˙|D.
Pour tout voisinage V de 0 dans g(F ). Les distributions µ̂u˙ sont line´airement inde´pendants
sur V ∩ greg(F ).
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De´monstration des The´ore`mes 4.1.8, 4.1.9 et 4.1.10. Vu les Lemmes 4.1.1 et 4.1.2, on se rame`ne
aux assertions concernant J (g′(F ))ω, qui de´coulent imme´diatement du cas e´tabli par Harish-
Chandra [40]. Remarquons aussi que le passage de G(F ) a` G′(F ) n’affecte pas les notions de la
transforme´e de Fourier, des re´seaux bien-adapte´ et des G-domaines.
4.2 The´orie sur le groupe : descente semi-simple
Revenons a` la the´orie sur le groupe. Conside´rons un reveˆtement local
1→ µm → G˜ p→ G(F )→ 1
ou` G est un F -groupe re´ductif connexe. On normalise les mesures comme dans §2. On fixe
– σ ∈ G(F ) semi-simple, Gσ := ZG(σ), Gσ := ZG(σ)0 ;
– σ˜ ∈ p−1(σ) ;
– G˜σ := p
−1(Gσ(F )).
On obtient ainsi le caracte`re continu [·, σ] : Gσ(F )→ µm de´fini par
[y, σ] = y˜−1σ˜−1y˜σ˜, y ∈ Gσ(F ),
avec y˜ ∈ p−1(y) quelconque. On a
σ˜y˜ = [y, σ]−1y˜σ˜.
Posons
Gσ(F ) := Ker [·, σ],
Gσ(F )
 := Ker [·, σ]|Gσ(F ),
G˜σ

:= p−1(Gσ(F )).
On choisit les objets suivants
– V[ ⊂ gσ(F ) de la forme gσ(F )r avec r  0, de tels ouverts forment une base locale en 0
pour la topologie de´finie par les ouverts Gσ(F )-invariants ;
– W[ := exp(V[) ⊂ G˜σ, on peut prendre r  0 de telle sorte que l’exponentielle de´finit un
home´omorphisme de V[ sur W[, et que W[ est ouvert et invariant par Gσ(F ).
On peut aussi supposer que
W˜[ :=
⋃
ε∈µm
εW[
est une re´union disjointe.
On de´finit ainsi
G(F )×σ W˜[ := G(F )× W˜
[
(gh, t˜) ∼ (g, [h, σ]ht˜h−1), ∀h ∈ Gσ(F ) .
Notons Φ : G(F ) × G˜ → G˜ l’application (g, t˜) 7→ gσ˜t˜g−1. Faisons ope´rer G(F ) sur G(F ) × G˜
(translation a` gauche sur la composante G(F )) et sur G˜ (l’action adjointe), alors Φ est G(F )-
e´quivariant. Le fait suivant est duˆ, pour l’essentiel, a` Harish-Chandra.
Proposition 4.2.1. L’application Φ est submersive. Quitte a` re´tre´cir V[, elle induit un home´omorphisme
G(F )-e´quivariant
Φ¯ : G(F )×σ W˜[ ∼→ W˜
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ou` W˜ := Φ(G(F )× W˜[). Il existe une application “inte´grer le long des fibres”
Φ∗ : C∞c (G(F )× W˜[)→ C∞c (W˜)
caracte´rise´e par l’e´galite´∫
G(F )×W˜[
φ(g, t˜)F (Φ(g, t˜)) dg dt˜ =
∫
W˜
(Φ∗φ)(x˜)F (x˜) dx˜, ∀F ∈ C∞(W˜).
qui est une application surjective G(F )-e´quivariante.
On notera Φ∗ le dual de Φ∗ au niveau des distributions. Observons que tous les espaces en
vue sont munis d’actions e´videntes de µm, et toutes ces applications sont µm-e´quivariantes. On
note 1 la distribution φ 7→ ∫G(F ) φ(g) dg sur G(F ).
Proposition 4.2.2. Soit Θ une distribution invariante spe´cifique sur W˜. Alors il existe une
unique distribution spe´cifique Θ[ sur W˜[, caracte´rise´e par
〈Θ,Φ∗f〉 = 〈1⊗Θ[, f〉, f ∈ C∞c, (G(F )× W˜[).
Soit y ∈ Gσ(F ), alors
yΘ[ = [y, σ]Θ[, y ∈ Gσ(F ).
De´monstration. L’image par Φ∗ de Θ est une distribution spe´cifique G(F )-invariante sur G(F )×
W˜[, donc est de la forme 1⊗Θ[. La formule pour 〈Θ,Φ∗f〉 en de´coule. La deuxie`me assertion
de´coule de la premie`re, du fait que Θ est G(F )-invariant et de la Proposition 4.2.1.
Corollaire 4.2.3. Notons de´sormais θ := exp∗(Θ[|W[), alors θ est une distribution sur V[ telle
que yθ = [y, σ]θ pour tout y ∈ Gσ(F ). De plus, θ de´termine Θ[.
Remarque 4.2.4. Proprement dit, ce principe de descente semi-simple n’est pas celui de
Harish-Chandra, car on n’utilise que des ouverts stables par µm et le caracte`re [·, σ] inter-
vient. Pour obtenir une version purement “analytique”, il suffit de conside´rer θ comme une
distribution Gσ(F )-invariante sur V[.
Appliquons la the´orie de §4.1 au groupe Gσ et le caracte`re [·, σ]. Utilisons les conventions de
[Chapitre III, §6.3] pour les inte´grales orbitales sur G˜. Le re´sultat suivant est imme´diat selon la
de´finition de Φ et la Proposition 4.2.1.
Lemme 4.2.5. Un e´le´ment γ˜ = σ˜ expX avec X ∈ V[ est bon si et seulement si X est [·, σ]-bon
sous Gσ(F ). Soient ˙˜γ ∈ Γ˙(G˜) et Θ := JG˜( ˙˜γ, ·), alors il existe un unique X˙ ∈ Γ˙(gσ(F ))[·,σ] tel
que
θ = J
[·,σ]
Gσ (X˙, ·).
Inversement, toute distribution θ de cette forme se remonte en une inte´grale orbitale anti-
spe´cifique sur G˜.
A` l’instar du cas de l’alge`bre de Lie, de´finissons
I(G˜) := C∞c (G˜)/
〈
fy − f : f ∈ C∞c (G˜), y ∈ G(F )
〉
et posons J (G˜) son dual. Notons I (G˜) la partie anti-spe´cifique de I(G˜), son dual est note´
par J−(G˜), qui n’est que l’espace des distributions invariantes spe´cifiques. Le re´sultat suivant
est paralle`le a` la Proposition 4.1.5. Dualement a` l’application Θ 7→ θ, on a une application
I(V[)[·,σ] → I (W˜), note´e f [ 7→ f , satisfaisant a`
〈Θ, f〉 = 〈θ, f [〉.
De plus, f [ 7→ f est surjective d’apre`s la Proposition 4.2.1.
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Proposition 4.2.6. Soit f ∈ I (G˜) tel que pour tout ˙˜γ ∈ Γ˙(G˜) avec γ fortement re´gulier, on
a JG˜(
˙˜γ, f) = 0. Alors f = 0.
De´monstration. On peut prendre f [ ∈ I(V[)[·,σ] tel que f [ 7→ f . Soit X˙ ∈ Γ˙reg(gσ(F ))[·,σ]. Si
X /∈ V[ alors J [·,σ]Gσ (X˙, f [) = 0. Supposons donc X ∈ V[, alors le Lemme 4.2.5 affirme que
J
[·,σ]
Gσ (X˙, f
[) remonte en l’inte´grale orbitale de f le long de la classe de conjugaison de σ˜ expX.
Puisque V[ est suppose´ suffisamment petit, la classe de σ˜ expX est fortement re´gulie`re. D’ou`
J
[·,σ]
Gσ (X˙, f
[) = 0 pour tout X˙ ∈ Γ˙reg(gσ(F ))[·,σ].
Maintenant c’est une conse´quence de la Proposition 4.1.5 que f [ = 0, d’ou` f = 0.
4.3 Distributions admissibles invariantes spe´cifiques
SoitH est groupe compact, on note Π(H) l’ensemble de classes d’e´quivalences de repre´sentations
irre´ductibles de H. Si d ∈ Π(H), on note ξd ∈ C∞(H) son caracte`re. La repre´sentation triviale
de H est note´e 1H .
Nous reprendrons les arguments de [40, Part III].
De´finition 4.3.1. Soit Θ une distribution sur un ouvert W de G˜. Soit K0 un sous-groupe
ouvert compact de G˜. On dit que Θ est (G˜,K0)-admissible en γ˜ ∈ G˜ si
– γ˜K0 ⊂ W ;
– pour tout sous-groupe ouvert K1 ⊂ K0 et d ∈ Kˆ1, on a
Θ ∗ ξd = 0
ou` ∗ de´signe la convolution, sauf s’il existe x ∈ G(F ) tel que les restrictions a` xK0x−1∩K1
de 1xK0x−1 et de d s’entrelacent.
On dit que Θ est admissible en γ˜ s’il existe K0 tel que Θ est (G˜,K0)-admissible en γ˜. Si Θ est
admissible partout, on dit qu’elle est admissible.
Cette de´finition s’applique a` tout groupe localement profini. Notre but est le re´sultat suivant.
The´ore`me 4.3.2. Soit Θ une distribution invariante spe´cifique de G˜. Soient σ ∈ G(F ), σ˜ ∈
p−1(σ). Si Θ est admissible en σ˜, alors Θ est repre´sente´e par une fonction localement inte´grable
au voisinage de σ˜, qui est localement constante sur G˜reg. La fonction |DG| 12 Θ est localement
borne´e.
De plus, il existe des coefficients uniques cu˙, ou` u˙ ∈ Γ˙(gσ(F ))[·,σ], tels que
– czu˙ = z
−1cu˙ pour tout z ∈ C×,
– pour X ∈ gσ(F ) suffisamment voisin de 0, avec des conventions de §4.1, on a
Θ(σ˜ expX) =
∑
u∈Γ(gσ(F ))[·,σ]
cu˙µ̂u˙(X).
Enregistrons d’abord une conse´quence qui justifiera toute ope´ration de caracte`res dans les
sections suivantes.
Corollaire 4.3.3. Soit (pi, V ) une repre´sentation admissible irre´ductible de G˜ et notons Θpi son
caracte`re. Alors Θpi ve´rifie les assertions du The´ore`me 4.3.2 en tout σ˜ ∈ G˜ semi-simple.
De´monstration. Prenons K0 ⊂ G˜ un sous-groupe ouvert compact tel que V K0 6= {0}. Le corol-
laire re´sulte du fait que Θpi est (G˜,K0)-admissible partout ; voir [31].
Fixons Θ, σ et σ˜ comme dans l’e´nonce´. Indiquons tre`s grossie`rement l’approche de [40].
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E´tape 1 Ces assertions e´tant locales et G(F )-invariantes, on effectue la descente semi-simple
avec un voisinage Gσ(F )-invariant V[ ⊂ gσ(F ) et W˜ [ = µm exp(V[), tous suffisamment petits,
comme dans la Proposition 4.2.2. On obtient ainsi la distribution descendue θ ∈ J (V[)[·,σ].
D’apre`s la remarque 4.2.4, cette e´tape est de nature analytique si l’on se limite a` l’action de
Gσ(F ), donc est identique a` celle de [40, §18].
E´tape 2 Soient K0, K1 et d comme dans la De´finition 4.3.1. Afin d’exploiter la condition sur
l’entrelacement de 1xK0x−1 et d, on utilise la the´orie d’orbites co-adjointes de Howe. Pre´cisons.
On prend un s-re´seau L ⊂ g(F ) (cf. [40, §17]), i.e. un re´seau suffisamment petit, de sorte
que K := expL est ouvert et compact de G˜, et il est muni de la structure de groupe a` l’aide
de la formule de Baker-Campbell-Hausdorff ; on suppose de plus que 12L les ve´rifie aussi, et on
pose K1/2 := exp(12L), c’est distingue´ dans K.
Notons Π(K) l’ensemble de classes d’e´quivalence de repre´sentations irre´ductibles de K et
Π1/2(K) l’ensemble de K1/2-orbites dans Π(K). Notons L∗ le dual de L par rapport a` ψ ◦B.
La the´orie de Howe fournit une bijection
Π1/2(K) −→ {K1/2 − orbites dans g(F )/L∗}
d 7−→ Od,
qui est caracte´rise´e par la formule de caracte`re a` la Kirillov
d(d)ξd(expλ) =
∑
X∈Od
ψ(B(X,λ)),(IV.13)
ou` d(d) est le degre´ formel et on a d(d) = [K : KX ]
1
2 , ici X ∈ g(F )/L∗ de´signe un e´le´ment
quelconque dans Od et KX de´signe son stabilisateur sous l’action de K.
On en de´duit que, soient (Li,Ki,di) comme ci-dessus et Oi l’orbite co-adjointe associe´e
(i = 1, 2), alors pour x ∈ G(F ), les K1/2i -orbites de repre´sentations d1 et xd2 restreintes a`
K1∩xK2x−1, ou` xd2 est la repre´sentation de xK2x−1 transporte´e de d2 par Ad (x), s’entrelacent
si et seulement si O1 ∩ xO2 6= ∅.
Observons que ce formalisme ne fait pas intervenir le reveˆtement. Les arguments de [40,
§§19-20] s’y adaptent imme´diatement.
E´tape 3 Appliquons le formalisme de §4.1 au groupe Gσ(F ). En particulier, on a fixe´ une
norme | · | sur gσ(F ).
Prenons des s-re´seaux L ⊂ g(F ) et Λ ⊂ gσ(F ) tel que Λ ⊂ L. On demande de plus que Λ
est bien adapte´ (par rapport a` un sous-groupe compact maximal spe´cial et un Le´vi de Gσ(F )),
alors Λ∗ := {X ∈ gσ(F ) : ∀v ∈ Λ, ψ ◦ B(X, v) = 1} l’est aussi. Prenons un voisinage V de
gσ,nil(F )
|·|=1 dans gσ(F )|·|=1, suffisamment petit de sorte que la Proposition 4.1.7 s’applique.
On en de´duit des sous-groupes compacts ouverts K := expL et Kσ := exp Λ. Quitte a`
re´tre´cir Λ, on peut supposer que
[·, σ]|Kσ = 1.
Lemme 4.3.4 (cf. [40, Lemma 21.2]). Quitte a` re´tre´cir V , il existe ν > 0 tel que pour tout
X ∈ gσ(F ) avec |X| > qν , on a
〈θˆ,1X+Λ∗〉 6= 0 ⇒ X ∈ F · V.
Autrement dit, θˆ ∈ J (V, qν ,Λ∗)ω.
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De´monstration. Il suffit de remarquer que l’on n’utilise que la partie “analytique” des arguments
de descente dans [40]. En particulier, on n’utilise que la conjugaison par des e´le´ments dans
Gσ(F ). D’autre part, la the´orie des orbites co-adjointes est encore utilisable sur le reveˆtement,
comme explique´ a` l’e´tape 2.
De´monstration du The´ore`me 4.3.2. D’apre`s la Proposition 4.1.7, il existe
– un sous-ensemble ouvert compact Ω ∈ gσ(F ),
– θˆ1 ∈ J (Ω)ω,
– un oF -re´seau Λ
∗
1 ⊃ Λ∗,
tels que
jΛ∗1 θˆ1 = jΛ∗1 θˆ.
On note Λ1 ⊂ Λ le oF -re´seau tel que Λ∗1 = (Λ1)∗. En inversant la transforme´e de Fourier, on
en de´duit que θ1|Λ1 = θ|Λ1 .
La distribution θ1 ve´rifie les assertions dans le The´ore`me 4.1.9 sur un voisinage Gσ(F )-
invariant de 0 dans gσ(F ), donc θ les ve´rifie aussi sur un voisinage de 0 dans gσ(F ). En
particulier, quitte a` re´tre´cir V[, θ est repre´sente´e par une fonction localement inte´grable F
avec F (y−1Xy) = [y, σ]F (X). Donc Θ|
W˜ [
est repre´sente´e par la fonction invariante localement
inte´grable gσ˜ exp(X)g−1 7→ F (X). Le de´veloppement local en termes des distributions µ̂u˙ re´sulte
imme´diatement du The´ore`me 4.1.10.
5 La formule des traces locale
5.1 Le noyau tronque´
Soient F un corps local de caracte´ristique nulle et G un F -groupe re´ductif connexe. On
conside`re un reveˆtement
1→ µm → G˜ p→ G(F )→ 1.
Fixons un sous-groupe de Le´vi minimal M0 et un sous-groupe compact maximal spe´cial
K, suppose´s en bonne position. Lorsque F est archime´dien, on normalise des mesures de Haar
sur les groupes line´aires en question comme dans [14], ce qui de´terminent les mesures sur les
reveˆtements selon la convention dans [Chapitre III]. Lorsque F est non archime´dien, les mesures
sont normalise´es comme dans §2 sauf que l’on choisit les mesures sur les radicaux unipotentes
de sorte que γ(G|M) = 1 pour tout M ∈ L(M0), ce qui est loisible selon la Remarque 2.6.6.
La formule des traces locale concerne la repre´sentation R de G˜× G˜ sur L2(G˜) de´finie par
(R(y˜1, y˜2)φ)(x˜) = φ(y˜
−1
1 x˜y˜2), φ ∈ L2(G˜).
Soit f ∈ C∞c (G˜), on peut former l’ope´rateur R(f). Pour la formule des traces locale, on
s’inte´resse plutoˆt aux fonctions test dans les espaces
C(G˜) : fonctions de Schwartz-Harish-Chandra,
H(G˜) : fonctions lisses a` support compact et K˜-finies,
ainsi que leurs variantes µm-e´quivariantes C−(G˜), C (G˜), H−(G˜) et H (G˜). D’ici jusqu’a` la
Proposition 5.7.6, on prend
f(x˜, y˜) = f1(x˜)f2(y˜), f1 ∈ H−(G˜), f2 ∈ H (G˜).
On l’abre´gera souvent par l’expression f = f1f2.
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On montre que R(f) est de noyau K(x˜, y˜) =
∫
G(F ) f1(x˜w˜)f2(w˜y˜) dw, ou` w˜ ∈ p−1(w) est
quelconque ; ce choix ne change pas le produit en question selon notre hypothe`se sur f1, f2.
Conservons cette convention dans les inte´grales dans cette section.
Notons Γell(G(F )) l’espace des orbites semi-simples F -elliptiques dans G(F ). Il est muni
d’une mesure de Radon de sorte que pour toute φ ∈ Cc(Γell(G(F )) ∩ Γreg(G(F ))), on a∫
Γell(G(F ))
φ(γ) dγ =
∑
T
|W (G(F ), T (F ))|−1
∫
T (F )
φ(t) dt
ou` T parcourt les classes de conjugaison des F -tores maximaux elliptiques dans G, et
W (G(F ), T (F )) := NG(T )(F )/T (F ).
Ici T (F ) est muni de la mesure de Haar de sorte que mes(T (F )/AG(F )) = 1. Idem pour
tout Le´vi de G. Alors la formule d’inte´grale de Weyl s’e´crit∫
G(F )
h(x) dx =
∑
M∈L(M0)
|WM0 ||WG0 |−1
∫
Γell(M(F ))
|D(γ)|ιM
∫
AM (F )†\G(F )
h(x−1γx) dx dγ
pour toute h ∈ Cc(G(F )), ou` D(γ) signifie le discriminant de Weyl ; on peut restreindre
l’inte´grale a` Γell,G−reg(M(F )). PuisqueK(x, x) = K(x˜, x˜) =
∫
G(F ) f1(w˜)f2(x
−1w˜x) dw ne de´pend
que de x, on peut appliquer cette formule et de´duire que K(x, x) est e´gal a`∑
M∈L(M0)
|WM0 ||WG0 |−1
∫
Γell(M(F ))
|D(γ)|ιM
∫
AM (F )†\G(F )
f1(x
−1
1 γ˜x1)f2(x
−1x−11 γ˜x1x) dx1 dγ.
C’est le de´veloppement ge´ome´trique. Pour le coˆte´ spectral, on utilise la formule de Plancherel
(Corollaire 2.6.5) et la Remarque 2.6.6 sur le choix des mesures. Soit M ∈ L(M0), munissons
Π2,−(M˜) de la mesure de sorte que pour toute h ∈ C∞c, (G˜). Comme les mesures sont choisies
de sorte que γ(G|M) = 1 pour tout M ∈ L(M0), on a
h(1) =
∑
M∈L(M0)
|WM0 ||WG0 |−1
∫
Π2,−(M˜)
d(σ)µ(σ)tr (IP˜ (σ, h)) dσ.
Fixons x˜ ∈ G˜ et posons
h(y˜) =
∫
G(F )
f1(x˜w˜)f2(w˜y˜x˜) dw.
On ve´rifie que h(1) = K(x, x) et h = fˇ1 ∗ fx2 ; en particulier, h ∈ C∞c, (G˜). Notons V l’espace
vectoriel sous-jacent de σ et choisissons BP˜ (σ) une base orthonorme´e de l’espace hilbertien
des ope´rateurs de Hilbert-Schmidt IP˜ (V ) → IP˜ (V ), forme´e d’e´le´ments K˜-finis. On en de´duit
comme dans [14, §2] que
tr (IP˜ (σ, h)) =
∑
S∈BP˜ (σ)
tr (IP˜ (σ, x˜)S(f))tr (IP˜ (σ, x˜)S),
S(f) := d(σ)IP˜ (σ, f2)SIP˜ (σ, fˇ1).
Alors la formule de Plancherel entraˆıne que K(x, x) est e´gal a`∑
M∈L(M0)
|WM0 ||WG0 |−1
∫
Π2,−(M˜)
µ(σ)
∑
S∈BP˜ (σ)
tr (IP˜ (σ, x˜)S(f))tr (IP˜ (σ, x˜)S) dσ.
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On note a0 = aM0 comme d’habitude. On munit a0 (resp. G(F )) d’une norme (resp. une
fonction hauteur) ‖ · ‖ comme dans [14, §4]. Adoptons le formalisme de (G,M)-familles de
[Chapitre III].
Soit M ∈ L(M0). Si Y = {YP : P ∈ P(M)} est un ensemble (G,M)-orthogonal, on note
SM (Y) son enveloppe convexe dans aGM . Soit T ∈ a0. Pour tout P0 ∈ P(M0), on note TP0 l’unique
e´le´ment dans a+P0 ∩ (WG0 · T ). Alors {TP0 : P0 ∈ P(M0)} forme un ensemble (G,M0)-orthogonal
positif ; on le note abusivement par T . Posons
d(T ) := inf{〈α, TP0〉 : P0 ∈ P(M0), α ∈ ∆P0} ≥ 0.
On dit que T est suffisamment re´gulier si d(T )  0. Dans ce qui suit, nous supposerons
toujours que T ∈ aM0,F . De´finissons u(x, T ) la fonction caracte´ristique de l’ensemble
{x = k1mk2 : k1, k2 ∈ K,HM0(m) ∈ SM0(T )}.
On la regarde comme une fonction sur AG(F )
†K\G(F )/K. Le noyau tronque´ est de´fini par
l’inte´grale absolument convergente
KT (f) := ιG
∫
AG(F )†\G(F )
K(x, x)u(x, T ) dx.
5.2 Le coˆte´ ge´ome´trique
On a
KT (f) =
∑
M∈L(M0)
|WM0 ||WG0 |−1
∫
Γell(M(F ))
KT (γ, f) dγ
ou`
KT (γ, f) = |D(γ)|ι2M
∫
(AM (F )†\G(F ))2
f1(x
−1
1 γ˜x1)f2(x
−1
2 γ˜x2)u
†
M (x1, x2, T ) dx1 dx2,
u†M (x1, x2, T ) := ιGι
−1
M
∫
AG(F )†\AM (F )†
u(x−11 ax2, T ) da.
Cf. [14, p.30]. Soient M ∈ L(M0), x1, x2 ∈ G(F ). On de´finit l’ensemble (G,M)-orthogonal
YM (x1, x2, T ) associe´ a`
YP (x1, x2, T ) := TP +HP (x1)−HP¯ (x2), P ∈ P(M),
ou` TP est la projection sur aM de TP0 , P0 ∈ P(M0), P0 ⊂ P quelconque. C’est un (G,M)-
ensemble orthogonal positif pourvu que d(T ) soit suffisamment re´gulier par rapport a` (x1, x2),
ce que nous supposons.
D’autre part, Arthur [14, (3.8)] a de´fini la fonction combinatoire σM (·,YM (x1, x2, T )) sur
aGM . Comme YM (x1, x2, T ) est positif, σM (·,YM (x1, x2, T )) est la fonction caracte´ristique de
SM (Y) ; en particulier, elle est a` support compact. Donc on peut de´finir la fonction poids
v†M (x1, x2, T ) := ιGι
−1
M
∫
AG(F )†\AM (F )†
σM (HM (a),YM (x1, x2, T )) da.
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Posons ainsi
JT (γ, f) := |D(γ)|ι2M
∫
(AM (F )†\G(F ))2
f1(x
−1
1 γ˜x1)f2(x
−1
2 γ˜x2)v
†
M (x1, x2, T ) dx1 dx2,
JT (f) :=
∑
M∈L(M0)
|WM0 ||WG0 |−1
∫
Γell(M(F ))
JT (γ, f) dγ.
Lemme 5.2.1. Soit δ > 0, il existe des constantes C, 1, 2 > 0 telles que
|u†M (x1, x2, T )− v†M (x1, x2, T )| ≤ Ce−1‖T‖
pour tout (T, x1, x2) tel que d(T ) ≥ δ‖T‖ et ‖xi‖ ≤ e2‖T‖, i = 1, 2.
De´monstration. Si F est non archime´dien, alors il existe des constantes C1, 1, 2 telles que
uM (x
−1
1 ax2, T ) = σM (HM (a),YM (x1, x2, T )), ∀a ∈ AM (F )
pour tout (T, x1, x2) comme dans l’assertion, d’apre`s [14, p.38]. On conclut en inte´grant cette
e´galite´ sur AG(F )
†\AM (F )†.
Si F est archime´dien, l’argument de [14, pp.39-42] marche sans modification. En fait, on se
rame`ne a` comparer des inte´grales sur des R-espaces vectoriels aQM , a
G
Q, ou` Q ∈ F(M). De tels
arguments ne font pas intervenir AG(F )
† et AM (F )†.
Corollaire 5.2.2. Soit δ > 0, alors il existe des constantes C,  > 0 telles que
|KT (f)− JT (f)| ≤ Ce−‖T‖
pour tout T tel que d(T ) ≥ δ‖T‖.
De´monstration. On ite`re [14, §4]. En fait, la de´monstration ne repose que sur le Lemme 5.2.1
et des majorations qui n’ont rien a` faire avec le reveˆtement.
Pour l’instant, supposons que F est non archime´dien. Introduisons une version discre`te de
la construction dans [Chapitre III, §4.2]. Notons qF := |oF /pF | et posons
L˜†M := (a˜†M,F + aG)/aG,
L˜M := (a˜M,F + aG)/aG,
LM := (aM,F + aG)/aG,
L0 := LM0 .
Lemme 5.2.3. On a
[L˜M : L˜†M ] = [a˜M,F : a˜†M,F ][a˜G,F : a˜†G,F ]−1.
De´monstration. D’une part, on a la suite exacte
1 //
(a˜†M,F + aG) ∩ a˜M,F
a˜†M,F
// a˜M,F
a˜†M,F
// a˜M,F
(a˜†M,F + aG) ∩ a˜M,F
// 1
a˜M,F + aG
a˜†M,F + aG
,
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et (a˜M,F + aG)/(a˜
†
M,F + aG) = L˜M/L˜†M . D’autre part,
(a˜†M,F + aG) ∩ a˜M,F
a˜†M,F
=
a˜†M,F + (aG ∩ a˜M,F )
a˜†M,F
=
a˜†M,F + a˜G,F
a˜†M,F
=
a˜G,F
a˜†M,F ∩ a˜G,F
=
a˜G,F
a˜†G,F
car a˜†G,F = aG ∩ a˜†M,F . Cela permet de conclure.
On pose AM (F )
1 := AM (F ) ∩KerHM et AM (F )†,1 := AM (F )† ∩KerHM .
Lemme 5.2.4. On a
ιM [AM (F )
1 : AM (F )
†,1][a˜M,F : a˜
†
M,F ] = 1.
De´monstration. Il suffit d’appliquer le lemme du serpent au diagramme suivant.
1 // AM (F )
†,1 //

AM (F )
† //

a˜†M,F //

1
1 // AM (F )
1 // AM (F ) // a˜M,F // 1
Soient k ∈ R>0, M ∈ L(M0) et P ∈ P(M). Posons
µα,k := k log qF · α∨, α ∈ ∆P ,
LM,k := k log qF · Z∆∨P .
Alors LM,k est un re´seau dans aGM , qui est inde´pendant de P . Si k ∈ Z>0 est suffisamment
divisible, alors LM,k ⊂ L˜M .
On a de´ja` normalise´ la mesure de Haar sur ia∗G (resp. ia
∗
M ) dans §2.1, ce qui de´termine
la mesure duale sur aG (resp. aM ) comme dans [Chapitre III, §2.5]. On ve´rifie que la mesure
induite sur aGM satisfait a` mes(a
G
M/L˜M ) = 1. Supposons toujours k suffisamment divisible et
posons
θP,k(λ) := mes(a
G
M/LM,k)−1
∏
α∈∆P
(
1− e−〈λ,µα,k〉
)
, λ ∈ a∗M,C.(IV.14)
On va transformer v†M (x1, x2, T ) en une expression qui ne de´pend pas de AM (F )
† et AG(F )†.
Les arguments sont identiques a` ceux dans [14, §6] sauf que certains facteurs supple´mentaires
interviennent. Montrons qu’ils disparaissent a` la fin. On a
v†M (x1, x2, T ) = ιGι
−1
M [AM (F )
1 : AM (F )
†,1]−1[AG(F )1 : AG(F )†,1]·
·
∑
X∈a˜†M,F /a˜†G,F
σM (X,YM (x1, x2, T )).
On a a˜†M,F /a˜
†
G,F = a˜
†
M,F /(a˜
†
M,F ∩ aG) = L˜†M . Comme dans [14, §6], la somme sur L˜†M se
transforme en
∑
ν∈L˜†,∨M /L∨M
∑
P∈P(M)
[LM : L˜†M ]−1mes(aGM/LM,k)−1 limΛ→0
 ∑
X∈LM/LM,k
e〈Λ+ν,XP (YP )〉θP,k(Λ + ν)−1

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ou` Λ ∈ (aGM,C)∗ est suppose´ en position ge´ne´rale proche de 0, et YP = YP (x1, x2, T ). Donc
v†M (x1, x2, T ) est le produit de
ιGι
−1
M [AM (F )
1 : AM (F )
†,1]−1[AG(F )1 : AG(F )†,1][L˜M : L˜†M ]−1
avec ∑
ν∈L˜†,∨M /L∨M
lim
Λ→0
 ∑
P∈P(M)
[LM : LM,k]−1
∑
X∈LM/LM,k
e〈Λ+ν,XP (YP )〉θP,k(Λ + ν)−1
 .
La premie`re expression vaut 1 d’apre`s les Lemmes 5.2.3, 5.2.4, tandis que la limite dans
la deuxie`me expression est exactement celle dans le cas des groupes re´ductifs. C’est justifie´ de
reprendre tous les arguments d’Arthur pour obtenir l’expression
v†M (x1, x2, T ) =
∑
ξ∈ 1
N
L∨0 /L∨0
qξ(T )e
〈ξ,T 〉,(IV.15)
ou`
– T ∈ L0∩a+0 est suffisamment re´gulier en un sens inde´pendant de M , et a+0 est une chambre
quelconque dans a0 ;
– N ∈ Z>0 suffisamment divisible, inde´pendamment de M ;
– pour tout ξ, qξ est un polynoˆme.
C’est loisible de parler du terme constant v˜M (x1, x2) := q0(0). La somme sur ξ provient de
la somme pre´ce´dente sur ν ∈ L˜†,∨M /L∨M , donc elle de´pend du choix de AM (F )† ; cependant le
terme q0 correspondant a` ξ = 0 n’en de´pend pas. En adaptant [14, (6.6)], on obtient
v˜M (x1, x2) = lim
Λ→0
∑
P∈P(M)
|LM/LM,k|−1
∑
X∈LM/LM,k
e〈Λ,XP+HP (x1)−HP¯ (x2)〉θP,k(Λ)−1(IV.16)
ou` k ∈ Z>0 est suffisamment divisible en un sens inde´pendant de M . Cela permet de de´finir
J˜M˜ (γ, f) := |D(γ)|ι2M
∫
(AM (F )†\G(F ))2
f1(x
−1
1 γx1)f2(x
−1
2 γx2)v˜M (x1, x2) dx1 dx2.(IV.17)
pour tout γ ∈ Γell(M(F )).
Proposition 5.2.5. Supposons F non archime´dien. Alors il existe une de´composition
JT (f) =
∑
ξ∈ 1
N
L∨0 /L∨0
pξ(T, f)e
〈ξ,T 〉, T ∈ L0 ∩ a+0 ,
ou` T , a+0 , N sont comme pre´ce´demment et pξ(·, f) sont des polynoˆmes. Son terme constant
J˜(f) := p0(0, f) admet une de´composition
J˜(f) =
∑
M∈L(M0)
|WM0 ||WG0 |−1
∫
Γell(M(F ))
J˜M˜ (γ, f) dγ.
Remarque 5.2.6. Les distributions KT , JT sont WG0 -invariantes, donc J˜(f) ne de´pend pas
du choix de a+0 . En particulier, le terme constant J˜(f) n’en de´pend pas.
Le cas archime´dien est plus simple du point de vue combinatoire.
Proposition 5.2.7. Supposons F archime´dien. Alors la Proposition 5.2.5 demeure valable si
l’on remplace les re´seaux LM , L˜M , L˜†M , LM,k par aGM , et si l’on remplace θP,k par la fonction
θP de´finie dans [Chapitre III, §4.1] dans la de´finition (IV.17) de J˜M˜ (γ, f).
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5.3 Le coˆte´ spectral
Fixons P0 ∈ P(M0). On a
KT (f) =
∑
M∈L(M0)
|WM0 ||WG0 |−1
∫
Π2,−(M˜)
KT (σ, f) dσ,
KT (σ, f) := µ(σ)ιG
∫
AG(F )†\G(F )
∑
S∈BP˜ (σ)
tr (IP˜ (σ, x˜)S(f))tr (IP˜ (σ, x˜)S)u(x, T ) dx,
ou` P ∈ P(M0) est standard.
Soient (σ, V ) ∈ Π2,−(M˜), χ ∈ ImX(M˜). Rappelons que l’on peut re´aliser IP˜ (σ ⊗ χ) tel que
l’espace IP˜ (V ) muni de l’action de K˜ ne de´pend pas de χ. Dans ce qui suit, on fixe un point
base σ dans chaque ImX(M˜)-orbite de Π2,−(M˜).
Donc dans l’expression de KT (f) on peut regrouper les termes selon M et les ImX(M˜)-
orbites de Π2,−(M˜). On se rame`ne a` l’e´tude de l’inte´grale
ιG
∫
AG(F )†\G(F )
tr (IP˜ (σ ⊗ χ, x˜)S(f))tr (IP˜ (σ ⊗ χ, x˜)S)u(x, T ) dx
ou` S ∈ BP˜ (σ) est fixe´, et χ varie dans ImX(M˜).
On note O la ImX(M˜)-orbite contenant σ. Pour simplifier la vie, supposons momentane´ment
F non archime´dien. En examinant les de´finitions dans §2, on voit que S et S(f) appartiennent
a` C∞(O, P˜ ), regarde´es comme fonctions χ 7→ Sχ et χ 7→ S(f)χ, et que
tr (IP˜ (σ ⊗ χ, x˜)S(f)) = EG˜P˜ (S(f)χ)(x˜),
tr (IP˜ (σ ⊗ χ, x˜)S) = EG˜P˜ (Sχ)(x˜).
Avec la notation usuelle (a|b) = ab¯ pour a, b ∈ C, de´finissons le produit scalaire tronque´ des
coefficients
ΩT
P˜
(σ ⊗ χ, S(f), S) := ιG
∫
AG(F )†\G(F )
(
EG˜
P˜
(S(f)χ)(x˜) |EG˜P˜ (Sχ)(x˜)
)
u(x, T ) dx
On obtient donc l’expression suivante pour KT (f) :
∑
M∈L(M0)
|WM0 ||WG0 |−1
∑
σ
∑
S
|StabImX(M˜)(σ)|−1
∫
ImX(M˜)
µ(σ ⊗ χ)ΩT
P˜
(σ ⊗ χ, S(f), S) dσ,
(IV.18)
ou`
– σ parcourt un syste`me de repre´sentants de Π2,−(M˜)/ImX(M˜) ;
– S parcourt BP˜ (σ) ;
– P ∈ P(M) est standard.
Remarque 5.3.1. Dans [14, §§7-8], Arthur choisit le langage des inte´grales d’Eisenstein au lieu
des coefficients d’induites. Nous laissons le soin au lecteur de re´concilier les de´finitions.
Comme dans [14], le coˆte´ spectral ne´cessite des majorations en trois e´tapes. Donnons-en une
esquisse.
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De KT a` kT Pour M ∈ P(M0), P ∈ P(M0) standard et Ψ1,Ψ2 ∈ A2,−(M˜), on note ϕP :
a0 → R la fonction caracte´ristique de l’ensemble
{H ∈ a0 : 〈$,H〉 ≤ 0,∀$ ∈ ∆ˆP }
et on pose
rT
P˜
(Ψ1|Ψ2) := ιG
∫
AG(F )†\M(F )
(Ψ1(m˜)|Ψ2(m˜))ϕP (HM (m)− TP ) dm.
Pour tout σ ∈ Π2,−(M˜) et S1, S2 ∈ L(σ, P˜ ), on pose
ωT
P˜
(σ, S1, S2) :=
∑
P1⊃P0
rT
P˜1
(EG˜
P˜
(S1)
w
P˜1
|EG˜
P˜
(S2)
w
P˜1
).
Avec la meˆme convention de (IV.18), posons kT (f) e´gale a`
∑
M∈L(M0)
|WM0 ||WG0 |−1
∑
σ
∑
S
|StabImX(M˜)(σ)|−1
∫
ImX(M˜)
µ(σ ⊗ χ)ωT
P˜
(σ ⊗ χ, S(f), S) dσ.
(IV.19)
Proposition 5.3.2. Soit δ > 0, il existe des constantes C,  > 0 telles que
|KT (f)− kT (f)| ≤ Ce−‖T‖
pourvu que d(T ) ≥ δ‖T‖.
De´monstration. C’est l’analogue de [14, Lemma 10.1]. Le fait crucial est la majoration [14,
Theorem 8.1] reliant ΩT
P˜
et ωT
P˜
, dont les ingre´dients de la preuve sont e´tablis dans §2.
De kT a` JTspec On de´finit une distribution J
T
spec(f) comme dans [14, Lemma 11.1], qui consiste
en des fonctions c de Harish-Chandra et des fonctions combinatoires. Sa de´finition pre´cise est
malheureusement trop complique´e a` rapporter ici. On montre que pour tout n ∈ Z≥1 et tout
δ > 0, il existe une constante cn telle que |kT (f) − JTspec(f)| ≤ cn‖T‖−n lorsque d(T ) ≥ δ‖T‖.
Vu l’e´tape pre´ce´dente et la majoration pour |KT (f)− JT (f)|, on obtient |JT (f)− JTspec(f)| ≤
cn‖T‖−n sous les meˆmes conditions, quitte a` agrandir cn.
D’autre part, on montre, comme dans la preuve de [14, Lemma 11.1], que
JTspec(f) =
∑
ξ∈ 1
N
L∨0 /L∨0
qξ(T, f)e
〈ξ,T 〉,
pourvu que T ∈ L0 ∩ a+0 et N ∈ Z≥1 suffisamment divisible, ou` a+0 est une chambre fixe´e. Les
fonctions qξ(·, T ) sont des polynoˆmes. Or JT (f) admet une de´composition du meˆme genre pour
T ∈ a+0 . Comme a+0 est quelconque, la majoration pre´ce´dente pour |JT (f) − JTspec(f)| affirme
que JT (f) = JTspec(f) pour de tels T .
Notons J˜spec(f) := q0(0, f) le terme constant. Il en re´sulte que J˜spec(f) = J˜(f).
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Description de J˜spec Donnons finalement une expression explicite pour J˜spec comme dans
[14, Corollary 11.2, Proposition 11.3].
Soient L,M ∈ L(M0), L ⊃M . Nous posons
WL(M)reg := {t ∈WL(M) : det(t− 1|aLM ) 6= 0}.
Soit t ∈ WG(M), on note Π2,−(M˜)t := {σ ∈ Π2,−(M˜) : tσ ' σ}. Soient L,M ∈ L(M0),
L ⊃ M , R ∈ P(L), P ∈ P(M), ζ ∈ ia∗L, t ∈ WL(M)reg, σ ∈ Π2,−(M˜)t. Introduisons les objets
suivants.
– Π := P ∩ L, R(Π) est l’unique e´le´ment de P(M) tel que R(Π) ∩ L = Π et R(Π) ⊂ R.
– Fixons des facteurs normalisants faibles rQ˜′|Q˜(σ) (rappel : la De´finition 3.1.2), d’ou` les
ope´rateurs d’entrelacement normalise´s RQ˜′|Q˜(σ) pour Q,Q
′ ∈ P(M).
– RP˜ (t, σ) := σ(t˜) ◦ A(t˜) ◦ Rt−1P˜ |P˜ (σ), ou` t˜ ∈ L˜ ∩ K˜ est un repre´sentant de t, et σ(t˜) est
l’isomorphisme IP˜ (t˜σ)
∼→ IP˜ (σ) induit par un isomorphisme fixe´ t˜σ
∼→ σ. C’est bien de´fini
a` une constante multiplicative pre`s.
– τ1,R˜(ζ) est
tr
(
IP˜ (σ, fˇ1)RP˜ (t, σ)−1JP˜ |R˜(Π)(σζ)JP˜ |R˜(Π)(σ)
−1
)
.
– τ2,R˜(ζ) est
tr
(
J
R˜(Π)|P˜ (σ)
−1J
R˜(Π)|P˜ (σζ)RP˜ (t, σ)IP˜ (σ, f2)
)
.
– J˜L˜(σ, t, f) est
lim
ζ→0
∑
R∈P(L)
τ1,R˜(ζ)τ2, ˜¯R(ζ)|LL/LL,k|−1
∑
X∈LL/LL,k
e〈ζ,XR〉θR,k(ζ)−1(IV.20)
avec k ∈ Z≥1 suffisamment divisible.
– On note
ΣredP (σ) := {β ∈ ΣredP : rβ a un poˆle en σ}
= {β ∈ ΣredP : µβ a un ze´ro en σ},
et on pose
σ(t) := (−1)|tΣredP (σ)∩ΣredP¯ (σ)|.(IV.21)
Pour L, σ comme ci-dessus, on munit ImX(L˜) ·σ de la mesure quotient de´duite de la mesure
de ia∗L.
Proposition 5.3.3. On a
J˜spec(f) =
∑
L,M,t
|WM0 ||WG0 |−1|det(t− 1|aLM )|−1
∑
σ
∫
ImX(L˜)·σ
σ′(t)J˜L˜(σ
′, t, f) dσ′
ou` L,M, t sont comme pre´ce´demment, et σ parcourt les ImX(L˜)-orbites de Π2,t(M˜)
t.
De´monstration. Puisque la the´orie des ope´rateurs d’entrelacement, des fonctions c de Harish-
Chandra et la formule de Plancherel pour reveˆtements sont e´tablies dans §2, il suffit d’adapter
[14, §11]. Comme pour le coˆte´ ge´ome´trique, des facteurs de la forme ιM , [AM (F )1 : AM (F )†,1]
ou [a˜M,F : a˜
†
M,F ] (ou` M ∈ L(M0)) peuvent intervenir dans JTspec(f), donc dans la description de
J˜L˜(σ
′, t, f). Toutefois on peut inspecter les arguments d’Arthur et montrer, comme dans §5.2,
que ces facteurs se compensent a` l’aide des Lemmes 5.2.3, 5.2.4. Ces compensations ne sont pas
surprenantes car le formalisme est choisi de sorte que si G˜ = µm×G(F ) et p = (1, id), alors on
revient a` la situation conside´re´e par Arthur.
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5.4 Interlude : R-groupes
Avant de proce´der a` la formule des traces locale, rappelons brie`vement le formalisme de R-
groupes de [15, §2]. Des sources possibles des de´monstrations sont [76, 77]. Les preuves reposent
sur
– la formule de Plancherel,
– la normalisation des ope´rateurs d’entrelacement,
– une formule de Casselman [83, I.4.1] des coefficients matriciels du module de Jacquet,
pour le cas archime´dien.
On a tous ces ingre´dients pour les reveˆtements.
Soient M ∈ L(M0), P ∈ P(M), (σ, V ) ∈ Π2,−(M˜). Notons Πσ(G˜) l’ensemble des classes
de constituants irre´ductibles de IP˜ (σ), qui ne de´pend pas du choix de P . Notons Wσ := {w ∈
WG(M) : wσ ' σ}. Fixons des facteurs normalisants faibles rQ˜′|Q˜(σ) et les ope´rateurs d’entre-
lacement normalise´s RQ˜′|Q˜(σ).
Soient w ∈ Wσ et w˜ ∈ K˜ un repre´sentant, alors σ se prolonge en une repre´sentation du
groupe M˜+w engendre´ par M˜ et w˜ ; de´signons cette repre´sentation par σw. Ce prolongement est
unique a` une constante pre`s, nous y imposerons des conditions plus tard.
De´finissons l’ope´rateur d’entrelacement
A(σw) : Iw−1P˜ (σ)
∼→ IP˜ (σ),
φ(·) 7→ σw(w˜)φ(w˜−1·).
Posons RP˜ (w, σ) := A(σw)Rw−1P˜ |P˜ (σ) et
W 0σ := {w ∈Wσ : RP˜ (w, σ) ∈ C×id},
Rσ := Wσ/W
0
σ .
Notons que Rσ ne de´pend pas de P .
L’un des faits de la the´orie de R-groupes est que W 0σ est le groupe de Weyl associe´ au
syste`me de racines engendre´ par {β ∈ ΣredP : µβ(σ) = 0}. Si l’on fixe une chambre a+σ de ce
syste`me, alors on peut identifier Rσ et {w ∈Wσ : wa+σ = a+σ } ; avec ce choix, on peut e´crire
Wσ = W
0
σ oRσ.
Supposons maintenant que pour tout w ∈ W 0σ , σw est choisi de sorte que RP˜ (w, σ) = id.
L’application r 7→ RP˜ (r, σ) pour r ∈ Rσ n’est pas force´ment un homomorphisme : il existe un
2-cocycle ησ : R
2
σ → C× tel que RP˜ (r1r2, σ) = ησ(r1, r2)RP˜ (r1, σ)RP˜ (r2, σ). Plus pre´cise´ment,
on a ησ(r1, r2) = A(σr1r2)A(σr1)
−1A(σr2)−1. Fixons de´sormais une extension centrale
1→ Zσ → R˜σ → Rσ → 1(IV.22)
de sorte que Zσ est fini et l’image de ησ dans H
2(R˜σ,C×) est triviale. Autrement dit, il existe
ξσ : R˜σ → C× tel que ησ(r1, r2) = ξσ(r1r2)ξσ(r1)−1ξσ(r2)−1 pour tous r1, r2 ∈ R˜σ. On en de´duit
le caracte`re χσ : Zσ → C× tel que ξσ(zr) = χσ(z)ξσ(r) pour tout r ∈ R˜σ et tout z ∈ Zσ. Si l’on
pose
R˜P˜ (r, σ) := ξσ(r)
−1RP˜ (r, σ), r ∈ R˜σ
alors r 7→ R˜P˜ (r, σ) est un homomorphisme avec R˜P˜ (zr, σ) = χσ(z)−1R˜P˜ (r, σ).
Notons Π(R˜σ, χσ) l’ensemble des classes de repre´sentation irre´ductibles de R˜σ dont la res-
triction sur Zσ est χσ. Le the´ore`me principal des R-groupes (d’apre`s Harish-Chandra, Knapp,
Stein, Silberger) s’exprime comme suit.
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The´ore`me 5.4.1. La repre´sentation RP˜ (r, x˜) = R˜P˜ (r, σ)IP˜ (σ, x˜) de R˜σ × G˜ sur IP˜ (V ) admet
une de´composition
RP˜ =
⊕
ρ∈Π(R˜σ ,χσ)
(ρ∨  piρ)
ou` ρ 7→ piρ est une bijection de Π(R˜σ, χσ) sur Πσ(G˜). En particulier, on a
tr (R˜P˜ (r, σ)IP˜ (σ, f)) =
∑
ρ∈Π(R˜σ ,χσ)
tr ρ∨(r) · 〈Θpiρ , f〉, r ∈ R˜σ, f ∈ C∞c, (G˜).
Remarque 5.4.2. Selon notre normalisation RP˜ (w, σ) = id pour tout w ∈ W 0σ , on voit que
l’ope´rateur R˜P˜ (r, σ) est inde´pendant du plongement Rσ ↪→Wσ, autrement dit inde´pendant du
choix de la chambre a+σ .
Enregistrons des proprie´te´s de R-groupes, dont les preuves se trouvent dans [15].
1 Fixons a+σ . Soit L ∈ L(M) tel que a+σ contient un ouvert de aL. Notons RLσ le R-groupe
relativement a` L˜ au lieu de G˜, alors on a une identification RLσ = Rσ ∩WL(M). Vu les
proprie´te´s des ope´rateurs d’entrelacement normalise´s, on peut tirer l’extension centrale
(IV.22) par RLσ ↪→ Rσ et obtient
1→ Zσ → R˜Lσ → RLσ → 1
qui trivialise encore les 2-cocycles ξLσ associe´s a` L˜.
2 Soit L comme ci-dessus. On note K0(R˜σ, χσ) l’espace des caracte`res virtuels engendre´
par Π(R˜σ, χσ). Idem pour K0(R˜
L
σ , χσ). Alors un e´le´ment de K0(R˜σ, χσ) est induit de
K0(R˜
L
σ , χσ) si et seulement si le caracte`re virtuel associe´ de G˜ est induit d’un caracte`re
virtuel engendre´ par Πσ(L˜).
3 Le signe σ(t) de´fini dans (IV.21) est e´gal a` (−1)`(w0) si t = w0r avec w0 ∈W 0σ , r ∈ Rσ.
Supposons de plus que de tels choix (eg. facteurs normalisants, a+σ , σw, l’extension centrale
(IV.22), etc.) sont faits pour tout wσ, w ∈WG0 , de fac¸on compatible. Par exemple, on exige que
l’action de w ∈ WG0 induit un isomorphisme R˜σ ∼→ R˜wσ. L’e´tape suivante est d’introduire des
espaces de parame`tres convenables pour le coˆte´ spectral.
Soit (M,σ, r) un triplet avec M ∈ L(M0), σ ∈ Π2,−(M˜), r ∈ R˜σ. On dit qu’il est essentiel si
pour tout z ∈ Zσ tel que zr est conjugue´ a` r, on a χσ(z) = 1. Le groupe de Weyl WG0 ope`re sur
de tels triplets par w(M,σ, r) = (wM,wσ,wrw−1). Posons Rσ,reg := Rσ ∩WG(M)reg, notons
R˜σ,reg son image re´ciproque dans R˜σ et
T˜ (G˜) := {(M,σ, r) : un triplet essentiel.},
T˜disc(G˜) := {(M,σ, r) ∈ T (G˜) : W 0σ · r ∩WG(M)reg 6= ∅},
T˜ell(G˜) := {(M,σ, r) ∈ T (G˜) : r ∈ R˜σ,reg},
On a T˜ (G˜) ⊃ T˜disc(G˜) ⊃ T˜ell(G˜). Le groupe ImX(G˜) ope`re sur T˜ell(G˜) par χ · (M,σ, r) =
(M,σ ⊗ χ, r), ce qui munit T˜ell(G˜) d’une structure de varie´te´ analytique connexe. On ve´rifie
aussi que T˜ (G˜) =
⊔
L∈L(M0) T˜ell(L˜). Donc T˜ (G˜) et T˜disc(G˜) sont aussi munis de structures de
varie´te´ analytique. Posons
T (G˜) := T˜ (G˜)/WG0 ,
Tdisc(G˜) := T˜disc(G˜)/W
G
0 ,
Tell(G˜) := T˜ell(G˜)/W
G
0 .
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Certes, on peut introduire l’e´quivariance sous µm et de´finir les espaces T−(G˜), T (G˜), etc.
Munissons Tdisc,−(G˜) de la mesure de Radon telle que∫
Tdisc,−(G˜)
θ(τ) dτ =
∑
τ∈Tdisc,−(G˜)/ImX(G˜)
|R˜σ,r|−1
∫
ImX(G˜)·τ
θ(τ ′) dτ ′
pour toute θ ∈ Cc(Tdisc,−(G˜)), ou` R˜σ,r est le stabilisateur de r dans R˜σ, et ImX(G˜) · τ est muni
de la mesure quotient de´duite de la mesure de ia∗G.
De´finition 5.4.3. Une repre´sentation pi ∈ Πtemp(G˜) est dite elliptique si la restriction de
son caracte`re sur l’ensemble des e´le´ments re´guliers F -elliptiques n’est pas nulle. On de´finit les
repre´sentations virtuelles tempe´re´es elliptiques de la meˆme manie`re.
La proposition suivante de´crit les repre´sentations tempe´re´es (resp. virtuelles tempe´re´es) en
termes du R-groupe ; elle explique aussi la notation Tell,−(G˜). Sa de´monstration dans le cas non
archime´dien dans [15, §2] ne´cessite un re´sultat de Kazhdan qui sera prouve´ dans le The´ore`me
5.8.10. Nous n’utiliserons pas cette proposition dans cet article.
Proposition 5.4.4. Soient M ∈ L(M0), σ ∈ Π2,−(M˜) et ρ ∈ Π(R˜σ, χσ). La repre´sentation
piρ ∈ Πσ(G˜) est elliptique si et seulement si tr ρ ne s’annule pas sur R˜σ,reg. L’ensemble Tell,−(G˜)
parame`tre une base de l’espace engendre´ par les repre´sentations virtuelles tempe´re´es elliptiques
spe´cifiques de G˜.
Pour tout g ∈ C (G˜) et τ = (M,σ, r) ∈ T (G˜), de´finissons
Θ(τ, g) := tr (R˜P˜ (r, σ)IP˜ (σ, g)),(IV.23)
i(τ) := |W 0σ |−1
∑
t∈W 0σ ·r∩WG(M)reg
σ(t)|det(1− t|aGM )|−1, lorsque τ ∈ Tdisc(G˜).(IV.24)
On ve´rifie que Θ est bien de´fini, c’est-a`-dire qu’il ne de´pend que de la WG0 -orbite de (M,σ, r).
D’autre part, on ve´rifie que Θ((M,σ, zr), g) = χσ(z)
−1Θ((M,σ, r), g) pour tout z ∈ Zσ. Idem
si l’on conside`re g ∈ C−(G˜) et τ ∈ Tdisc, (G˜).
Soit f = f1f2 avec f1 ∈ H−(G˜), f2 ∈ H (G˜). On de´finit
Idisc(f) =
∫
Tdisc,−(G˜)
i(τ)Θ(τ∨, f1)Θ(τ, f2) dτ.(IV.25)
Cette distribution est relie´e a` la formule des traces locale graˆce au fait suivant.
Proposition 5.4.5. Soit f = f1f2 avec f1 ∈ H−(G˜), f2 ∈ H (G˜). Alors Idisc(f) est la somme
des termes correspondant a` L = G dans l’expression de J˜spec(f) dans la Proposition 5.3.3.
De´monstration. Il suffit de reprendre [15, pp.95-96].
5.5 La formule des traces locale
Le coˆte´ ge´ome´trique Soient x = (x1, x2) ∈ G(F )2, M ∈ L(M0). Rappelons que l’on choisit
la mesure de Haar sur aGM de sorte que mes(a
G
M/L˜M ) = 1, ou` L˜M := (a˜M,F + aG)/aG. Les
fonctions
vP (Λ, x) := e
〈−HP (x2)+HP¯ (x1),Λ〉, P ∈ P(M)
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forment une (G,M)-famille, d’ou` est de´fini le terme vM (x) = vM (x1, x2). C’est le volume de
l’enveloppe convexe de {−HP (x2) + HP¯ (x1) : P ∈ P(M)} dans aGM , donc est une fonction sur
(M(F )\G(F )/K)2.
Soit γ ∈MG−reg(F ), posons
JM˜ (γ, f) = |D(γ)|ι2M
∫
(AM (F )†\G(F ))2
f1(x
−1
1 γ˜x1)f2(x
−1
2 γ˜x2)vM (x1, x2) dx1 dx2.(IV.26)
Ce seront les ingre´dients dans le coˆte´ ge´ome´trique de la formule des traces locale. Observons
que JM˜ (γ, f) = 0 sauf si γ ∈ Γ(M(F ))bon.
Le coˆte´ spectral On note Πdisc,−(G˜) la re´union des Πσ(G˜) ou` M ∈ L(M0), σ ∈ Π2,−(M˜)t
pour un t ∈WG(M)reg. Idem pour tout Le´vi de G. Soit pi = pi∨1  pi2 tel que la X(M˜)-orbite de
pii rencontre de Πdisc,−(M˜), pour i = 1, 2. Soient P,Q ∈ P(M), on de´finit
IP˜ (pi, f) := IP˜ (pi∨1 , f1) IP˜ (pi2, f2),
JQ˜|P˜ (pi) := J ˜¯Q|P˜ (pi∨1 ) JQ˜|P˜ (pi2),
piΛ := (pi1,Λ)
∨  pi2,Λ, Λ ∈ a∗M,C,
JQ˜(Λ, pi, P˜ ) := JQ˜|P˜ (pi)−1JQ˜|P˜ (piΛ).
En variant Q, on montre que les JQ˜(Λ, pi, P˜ ) forment une (G,M)-famille a` valeurs dans les endo-
morphismes de IP˜ (pi∨1 )IP˜ (pi2), me´romorphes en pi. D’ou` les ope´rateurs JM˜ (pi, P˜ ) me´romorphes
en pi.
De´sormais, nous supposons que pi = pi∨1  pi2 avec pi1, pi2 ∈ Πdisc,−(M˜).
Lemme 5.5.1. Les coefficients matriciels de JM˜ (pi, P˜ ) sont analytiques. Leurs de´rive´es sont a`
croissance mode´re´e pour de telles pi1, pi2.
De´monstration. On reprend [14, Lemma 12.1].
Soient pi = pi∨1  pi2 comme ci-dessus et f = f1f2 avec f1 ∈ H−(G˜), f2 ∈ H (G˜), on pose
JM˜ (pi, f) := tr (JM˜ (pi, P˜ )IP˜ (pi, f)).(IV.27)
Nous de´montrerons (la Proposition 5.7.4) que JM˜ (pi, ·) ne de´pend pas du choix P ∈ P(M), ce
qui justifie la notation.
Si τ = (M1, σ, r) ∈ Tdisc,−(M˜), alors pour tout ρ ∈ Π(R˜Mσ , χσ), la repre´sentation piρ de M˜
appartient a` Πdisc,−(M˜), donc c’est loisible de poser
JM˜ (τ, f) :=
∑
ρ1,ρ2∈Π(R˜Mσ ,χσ)
tr ρ1(r) · tr ρ2(r) · JM˜ (pi∨ρ1  piρ2 , f).(IV.28)
The´ore`me 5.5.2. Soit f = f1f2 avec f1 ∈ H−(G˜), f2 ∈ H (G˜). Posons
Jgeom(f) :=
∑
M∈L(M0)
|WM0 ||WG0 |−1(−1)dimAM/AG
∫
Γell(M(F ))bon
JM˜ (γ, f) dγ,
Jspec(f) :=
∑
M∈L(M0)
|WM0 ||WG0 |−1(−1)dimAM/AG
∫
Tdisc,−(M˜)
iM˜ (τ)JM˜ (τ, f) dτ.
Alors on a Jgeom(f) = Jspec(f).
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On observe aussi que le terme correspondant a` M = G dans Jspec(f) est exactement Idisc(f).
De´sormais, on note J(f) := Jgeom(f) = Jspec(f).
De´monstration. On ite`re l’argument pour [14, Proposition 4.1] avec re´currence sur dimG.
Donnons-en une esquisse tre`s bre`ve. On part des deux de´veloppements de J˜(f) fournis par
la Proposition 5.2.5 et la Proposition 5.3.3. Observons d’abord que les termes J˜M˜ (γ, f) du coˆte´
ge´ome´trique sont similaires a` JM˜ (γ, f) sauf que la fonction poids est v˜M (x1, x2) de´finie dans
(IV.16) au lieu de vM (x1, x2) lorsque F est non archime´dien. Pour passer de l’un a` l’autre, on
introduit les fonctions
cQ(Λ) := |LMQ/LMQ,k|−1
∑
X∈LMQ/LMQ,k
e〈Λ,XP 〉θQ¯,k(Λ)
−1θQ¯(Λ)
pour Q = MQUQ ∈ F(M0), ou` k ∈ Z≥1 est suffisamment divisible.
Avec les notations dans [Chapitre III, §4], on montre que
v˜M (x1, x2) = (−1)dimAM/AG
∑
Q∈F(M)
vQM (x1, x2)c
′
Q.
Comme dans [14], cela entraˆıne que
J˜(f) =
∑
Q∈F(M0)
|WMQ0 ||WG0 |−1(−1)dimAM/AGJM˜Qgeom(fQ˜) · c′Q.
Lorsque F est archime´dien, nous utilisons la convention dans la Proposition 5.2.7 de sorte
que les re´sultats pre´ce´dents demeurent valables. En fait, on aura cQ(Λ) = 1 dans ce cas-la`.
Les fonctions cQ interviennent aussi dans le coˆte´ spectral via l’expression (IV.20) : on a
J˜L˜(σ, t, f) = (−1)dimAM/AL limζ→0
∑
R∈P(L)
τ
1, ˜¯R(ζ)τ2,R˜(ζ)cR(ζ)θR(ζ)−1.
pour tout L ∈ L(M0). Un raisonnement comme dans [14, pp.92-94] donne
J˜(f) =
∑
Q∈F(M0)
|WMQ0 ||WG0 |−1(−1)dimAM/AGJM˜Qspec(fQ˜) · c′Q.
Comme c′G 6= 0, l’hypothe`se de re´currence entraˆıne que Jgeom(f) = Jspec(f).
5.6 The´ore`me de Paley-Wiener invariant tempe´re´
Transformation de Fourier invariante Soit f ∈ C(G˜), on note fG˜ la fonction sur Πtemp(G˜)
donne´e par
fG˜(pi) = Θpi(f).
On note l’image de f 7→ fG˜ par IC(G˜) (e´tymologie : I = l’adjectif “invariant”), qui est un
sous-espace de l’espace vectoriel de fonctions sur Πtemp(G˜). En se restreignant a` C (G˜) (resp.
C−(G˜)), on obtient l’espace IC (G˜) (resp. IC−(G˜)) forme´ de certaines fonctions sur Πtemp,−(G˜)
(resp. Πtemp, (G˜)). Le the´ore`me de Paley-Wiener invariant tempe´re´ donnera une description
de ces espaces comme des espaces vectoriels topologiques pour lesquels f 7→ fG˜ est ouverte
et continue. Les re´sultats ci-dessous concernant C(G˜) et IC(G˜) seront valables si l’on rajoute
l’indice (resp. −), pour des raisons e´videntes.
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Soient M ∈ L(M0), P = MU ∈ P(M). Comme dans le cas de fonctions C∞c , on de´finit la
descente parabolique
C(G˜) −→ C(M˜)
f 7−→ fP˜ (m˜) = δP (m)
1
2
∫
K
∫
U(F )
f(k−1m˜uk) dudk, m˜ ∈ M˜.
C’est une application line´aire continue bien de´finie : le cas archime´dien est [38, Lemma 22], pour
le cas non archime´dien, on utilise la majoration [83, Proposition II.4.5].
On e´tend la de´finition de fG˜ par line´arite´ a` des combinaisons line´aires formelles des e´le´ments
de Πtemp(G˜). On montre que pour tout σ ∈ Πtemp(M˜), on a
(fP˜ )M˜ (σ) = fG˜(σ
G)
ou` σG de´signe la somme directe des constituants irre´ductibles de IP˜ (σ). Il en re´sulte que f 7→ fP˜
induit une application line´aire
IC(G˜) −→ IC(M˜),
ϕ 7−→ ϕM˜
qui ne de´pend que de G˜ et M˜ .
De´finition 5.6.1. On dit que ϕ ∈ IC(G˜) est cuspidal si pour tout M ∈ L(M0), on a ϕM˜ = 0
si M 6= G. On dit que f ∈ C(G˜) est cuspidal si son image dans IC(G˜) l’est.
Cela e´tend la de´finition d’Arthur de cuspidalite´ pour les fonctions C∞c .
Remarque 5.6.2. On peut aussi regarder IC(G˜) comme un espace de fonctions sur T (G˜) graˆce
au The´ore`me 5.4.1. Ainsi, on regarde fG˜ comme une fonction sur T (G˜) pour tout f ∈ C(G˜).
Des espaces de Fre´chet Soient M,M ′ ∈ L(M0), on note
W (M ′|M) := {w ∈WG0 : wM = M ′}.
Soient (σ, V ) ∈ Π(M˜), w˜ ∈ K˜ un repre´sentant de w ∈W (M |M ′) et P ∈ P(M), P ′ ∈ P(M ′).
On pose
RP˜ ′|P˜ (w˜, σ) := A(w˜)Rw−1P˜ ′|P˜ (σ) : IP˜ (V )→ IP˜ ′(w˜V ).
On utilisera l’e´galite´ suivante a` plusieurs reprises. Soient P ′′ ∈ P(M ′′), P ′ ∈ P(M ′), P ∈
P(M), w1 ∈W (M ′|M), w2 ∈W (M ′′|M ′) et (σ, V ) ∈ Π(M˜). Alors
RP˜ ′′|P˜ (w˜2w˜1, σ) = RP˜ ′′|P˜ ′(w˜2, w˜1σ)RP˜ ′|P˜ (w˜1, σ)(IV.29)
ou` les ope´rateurs A(·) sont ceux de´fini dans la Proposition 2.4.2, et les donne´es de´finissant le
R-groupe de w˜1σ sont obtenues par transport de structure.
L’application f 7→ fG˜ se factorise comme
C(G˜) FG˜ // // Ĉ(G˜) tr // // IC(G˜)
f  // [pi 7→ f(pi)]  // [pi 7→ Θpi(f)]
ou` pi ∈ Πtemp(G˜). Le re´sultat suivant de´crivant Ĉ(G˜) est essentiellement une partie de la formule
de Plancherel.
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The´ore`me 5.6.3. L’espace Ĉ(G˜) est forme´ des ope´rateurs Φ : (P, σ) 7→ ΦP˜ (σ) ∈ EndC(IP˜ (V )),
ou` P = MU ∈ F(M0), (σ, V ) ∈ Π2(M˜), ve´rifiant les conditions suivantes.
Lissite´ Pour P,M, σ comme ci-dessus, λ 7→ ΦP˜ (σλ) est lisse, ou` λ ∈ ia∗M .
Syme´trie Soient M,M ′ ∈ L(M0), P ∈ P(M), P ′ ∈ P(M ′), w ∈ W (M ′|M) et w˜ ∈ K˜ un
repre´sentant de w. Alors
ΦP˜ ′(w˜σ) = RP˜ ′|P˜ (w˜, σ)ΦP˜ (σ)RP˜ ′|P˜ (w˜, σ)
−1.
Croissance (non archime´dien) Supposons F non archime´dien, alors Φ est a` support com-
pact.
Croissance (archime´dien) Supposons F archime´dien. Soient n,m1,m2 ∈ Z>0, M ∈ L(M0),
σ ∈ Π2(M˜) et D un ope´rateur diffe´rentiel invariant sur ia∗M , alors
sup
P,σ,δ1,δ2
‖D(Γδ2ΦP˜ (σ)Γδ1)‖(1 + ‖µσ‖)n(1 + ‖µδ1‖)m1(1 + ‖µδ2‖)m2 < +∞
ou`
– D(S(σ)) := ddλ |λ=0D(S(σλ)) pour S(σ) une famille lisse d’ope´rateurs parame´tre´e par
σ ∈ Π2(M˜) ;
– δ1, δ2 parcourent les K˜-types et Γδ1, Γδ2 sont les projecteurs correspondants ;
– on de´finit la sous-alge`bre de Cartan h, le caracte`re infinitesimal µσ et la norme hermi-
tienne ‖ · ‖ comme dans la De´finition 3.1.1 (R8), et µδ1 , µδ2 ∈ h∗C sont les plus hauts
poids de δ1, δ2 respectivement.
Dans le cas non archime´dien Ĉ(G˜) est l’espace C∞(Θ)inv de´fini dans §2.6, donc est muni
d’une topologie. Dans le cas archime´dien, les expressions dans la dernie`re condition de´finissent
des semi-normes pour Ĉ(G˜). En tout cas Ĉ(G˜) est un espace de Fre´chet pour lequel FG˜ est un
isomorphisme topologique.
Cette description est inde´pendante de facteurs normalisants. En effet, la condition de syme´trie
peut aussi s’exprimer en termes des fonctions ◦cP˜ ′|P˜ (w, σ) dans §2.6.
De´finition 5.6.4. Posons PW(G˜) l’espace des fonctions
ϕ : T˜ (G˜) =
⊔
L∈L(M0)
T˜ell(L˜)→ C
ve´rifiant les conditions suivantes.
Lissite´ La fonction ϕ est lisse.
E´quivariance Pour tout τ = (M,σ, r) ∈ T˜ (G˜) et z ∈ Zσ, on a ϕ(zτ) = χσ(z)−1ϕ(τ).
Syme´trie ϕ se factorise par T (G˜).
Croissance (non archime´dien) ϕ est a` support compact.
Croissance (archime´dien) Soient L ∈ L(M0), n ∈ Z>0, D un ope´rateur diffe´rentiel invariant
sur ia∗L, alors
‖ϕ‖L,D,n = sup
τ=(M,σ,r)∈T˜ell(L˜)
|Dϕ(τ)|(1 + ‖µσ‖)n < +∞
avec les conventions dans le The´ore`me 5.6.3.
Ainsi, l’espace PW(G˜) devient un espace de Fre´chet.
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Dore´navant, on adopte le point de vue de la Remarque 5.6.2 afin de comparer IC(G˜) et
PW(G˜). En contemplant le The´ore`me 5.4.1, on voit que l’application tr : Ĉ(G˜) → IC(G˜)
devient
TG˜ : Φ 7−→
[
ϕ : (M,σ, r) 7→ tr (R˜P˜ (r, σ)ΦP˜ (σ))
]
ou` P ∈ P(M) est arbitraire.
Proposition 5.6.5. On a IC(G˜) ⊂ PW(G˜). L’application f 7→ fG˜ se factorise par PW(G˜) et
induit une application line´aire continue C(G˜) → PW(G˜), ou bien Ĉ(G˜) → PW(G˜) d’apre`s le
The´ore`me 5.6.3.
De´monstration. Standard modulo le The´ore`me 5.6.3.
Cette notation est provisoire : nous allons bientoˆt de´montrer que PW(G˜) = IC(G˜)
Combinatoire Nous allons montrer une variante de la partition de l’unite´, qui interviendra
dans la preuve du the´ore`me de Paley-Wiener.
On note a0 := aM0 . On fixe une norme euclidienne W
G
0 -invariante sur a0, la distance associe´e
est note´e d(·, ·) ; on note aussi ‖ · ‖ := d(·, 0). Soient L ∈ L(M0), λ ∈ a0, on e´crit λ = λL + λL
selon la de´composition orthogonale a0 = a
L
0 ⊕aL. Pour tout Q ∈ P(L), on a la chambre positive
associe´e a+Q ⊂ aL qui ve´rifie a+Q =
⊔
Q′⊃Q a
+
Q′ . Il y a une de´composition en facettes
a0 =
⊔
Q∈F(M0)
a+Q.
Lemme 5.6.6. Supposons fixe´ un voisinage ouvert VL de 0 dans aL0 pour tout L ∈ L(M0).
Alors il existe une famille de fonctions (βQ)Q∈F(M0) telle que
(1) βQ ∈ C∞c (a0) et toute de´rive´e de βQ est borne´e ;
(2) soit Q = LU ∈ F(M0), alors βQ(λ) 6= 0 entraˆıne que λL ∈ VL ;
(3) si βQ(λ) 6= 0, alors λ ∈ ⊔Q′⊂Q a+Q′ ;
(4)
∑
Q∈F(M0) β
Q = 1.
De´monstration. Pour Q = LU ∈ F(M0), on pose N(Q) := dim aL. On prouve par re´currence
sur N que l’on peut trouver des βQ pour N(Q) ≤ N ve´rifiant (1), (2), (3) et ve´rifiant : il existe
N > 0 tel que
∑
N(Q)≤N β
Q(λ) = 1 pour tout λ tel que d(λ,
⋃
N(Q)≤N a
+
Q) < N . On suppose
N fixe´ et les fonctions (βQ)N(Q)<N construites.
On conside`re un parame`tre auxiliaire  > 0 et on suppose que pour tout L ∈ L(M0) avec
dim aL = N , on a {λL ∈ aL0 : ‖λL‖ ≤ } ⊂ VL. Soit Q = LU ∈ F(M0) avec N(Q) = N . On
choisit αL ∈ C∞c (aL0 ) telle que
αL(λL) =
{
1, si ‖λL‖ < /2,
0, si ‖λL‖ > .
On de´finit la fonction sur a0
γQ(λ) = αL(λL)
1− ∑
N(Q′)<N
βQ
′
(λ)
 .
On suppose  < N−1. Montrons que
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(i) d(λ, a+Q) ∈], N−1[ =⇒ γQ(λ) = 0.
En effet, soit λ = λL + λL tel que d(λ, a
+
Q) ∈], N−1[. Si λL ∈ a+Q, alors d(λ, a+Q) ≤ ‖λL‖
donc ‖λL‖ >  et αL(λL) = 0. Si λL /∈ a+Q, on fixe µ ∈ a+Q tel que d(λ, µ) < N−1. Le segment
[λL, µ] coupe ∂a
+
Q en un point µ
′ et on a d(λ, µ′) ≤ d(λ, µ). Donc d(λ,⋃N(Q′)<N a+Q′) < N−1,
d’ou` 1−∑N(Q′)<N βQ′(λ) = 0 d’apre`s l’hypothe`se de re´currence. Cela prouve (i).
On suppose 2 < N−1. On de´finit βQ par
βQ(λ) =
{
γQ(λ), si d(λ, a+Q) < 2,
0, sinon.
Vu (i), βQ ve´rifie (1). Par de´finition de αL, (2) est aussi ve´rifie´. Montrons que
(ii) pour tout ′ > 0, il existe ′′ > 0 tels que les conditions
d(λ, a+Q) < 
′′,
‖λL‖ < ′′,
d
λ, ⋃
N(Q′)<N
a+Q′
 > ′
entraˆınent λ ∈ ⋃Q′⊂Q a+Q′ .
On peut supposer λ ∈ aG0 et on e´crit λ = λL +
∑
α∈∆Q xα$α, ou` {$α : α ∈ ∆Q} ⊂ aGL est
la base duale de ∆Q. Soit α ∈ ∆Q, l’e´le´ment µ :=
∑
α′ 6=α xα′$α′ appartient a`
⋃
N(Q′)<N a
+
Q′ et
d(λ, µ) =
√
‖λL‖2 + x2α‖$α‖2, d’ou`
√
′′2 + x2α‖$α‖2 > d(λ, µ) ≥ d
λ, ⋃
N(Q′)<N
α+Q′
 > ′.
En supposant ′′ < ′, cela entraˆıne que |xα| > ‖$α‖−1
√
′2 − ′′2. Si xα < 0, on a d(λ, a+Q) >
c|xα| ou` c est une constante positive, d’ou` ′′ > c‖$α‖−1
√
′2 − ′′2. Impossible si ′′ est assez
petit. Donc on a xα > ‖$α‖−1
√
′2 − ′′2. On note Σ0 := ΣM0 l’ensemble des racines de A0. Il
existe c′ > 0 tel que |〈α, µ〉| < c′‖µ‖ pour tout µ et tout α ∈ Σ0. On note ΣU0 le sous-ensemble
de Σ0 des racines dans U . Pour α ∈ ΣU0 , sa projection sur a∗L est de la forme
∑
α′∈∆Q nα′α
′ avec
nα′ ∈ Z≥0 et nα′ ≥ 1 pour au moins un α′. Alors
〈α, λ〉 = 〈α, λL〉+
∑
α′∈∆Q
nα′xα′ > −c′′′ + ‖$α‖−1
√
′2 − ′′2.
C’est positif si ′′ est suffisamment petit, donc 〈α, λ〉 > 0. Soit Q′ ∈ F(M0) tel que λ ∈ a+Q′ ,
alors {α ∈ Σ0 : 〈α, λ〉 > 0} = ΣU ′0 . Donc ΣU0 ⊂ ΣU
′
0 , ce qui entraˆıne Q
′ ⊂ Q. D’ou` (ii).
Prouvons que βQ ve´rifie (3). Si βQ(λ) = 0, alors
d(λ, a+Q) < 2,
‖λL‖ < ,
d
λ, ⋃
N(Q′)<N
a+Q′
 > N−1
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par notre construction de βQ. L’assertion (ii) avec ′ = N−1 fournit une constante ′′. Si l’on
suppose que 2 < ′′, alors la condition (3) est satisfaite.
Il reste a` e´tablir l’hypothe`se de re´currence, ce qui impliquera (4) si elle est satisfaite pour
tout N :
(iii) il existe N tel que d(λ,
⋃
N(Q)≤N a
+
Q) < N entraˆıne
∑
N(Q)≤N β
Q(λ) = 1.
Fixons λ ∈ a0 tel que d(λ,
⋃
N(Q)≤N a
+
Q) < N . Si
∑
N(Q′)<N β
Q′(λ) = 1, on a par construc-
tion βQ(λ) = 0 pour tout Q avec N(Q) = N . Donc
∑
N(Q)≤N β
Q(λ) = 1. On peut donc supposer
que
∑
N(Q′)<N β
Q′(λ) 6= 1, d’ou` d(λ,⋃N(Q′)<N a+Q′) > N−1 par l’hypothe`se de re´currence. Mon-
trons d’abord que
(iv) il existe au plus un Q ∈ F(M0) avec N(Q) = N et βQ(λ) 6= 0.
En effet, supposons qu’il en existe deux, disons Q1, Q2 avec Qi = LiUi, i = 1, 2. Comme
ci-dessus, on a d(λ, a+Q1) < 2, ‖λL1‖ < , d(λ,
⋃
N(Q′)<N a
+
Q′) > N−1. D’autre part on a
d(λ, a+Q2) < 2. Soit µ ∈ a+Q2 tel que d(λ, µ) < 2, alors on a aussi d(λL1 , µL1) < 2. D’ou`
d(µ, a+Q1) ≤ d(λ, µ) + d(λ, a+Q1) < 4,
‖µL1‖ ≤ d(µL1 , λL1) + ‖λL1‖ < 3,
d
µ, ⋃
N(Q′)<N
a+Q′
 ≥ d
λ, ⋃
N(Q′)<N
a+Q′
− d(λ, µ) > N−1 − 2.
De (ii) avec ′ = N−1/2 se de´duit ′′. On suppose N−1 − 2 > 12N−1 et 4 < ′′. Alors
µ ∈ ⋃Q′⊂Q1 a+Q′ . Cela contredit l’hypothe`se que µ ∈ a+Q2 . Cela prouve (iv).
Montrons que
(v) pour N suffisamment petit, il existe un Q ∈ F(M0) tel que N(Q) = N et βQ(λ) =
1−∑N(Q′)<N βQ′(λ) 6= 0.
On suppose N < N−1. Les conditions
d
λ, ⋃
N(Q′)≤N
a+Q
 < N ,
d
λ, ⋃
N(Q′)<N
a+Q′
 > N−1
entraˆınent qu’il existe Q ∈ F(M0) avec N(Q) = N et d(λ, a+Q) < N . En particulier, ‖λL‖ ≤ N .
En prenant N < /2, on a α
L(λL) = 1 et βQ(λ) = γQ(λ) = 1 −∑N(Q′)<N βQ′(λ) 6= 0. D’ou`
(v).
D’apre`s (iv) et (v),
∑
N(Q)≤N β
Q(λ) est la somme de
∑
N(Q′)≤N β
Q′(λ) et d’un βQ(λ) pour
un unique Q ∈ F(M0) avec N(Q) = N , pour lequel βQ(λ) = 1−
∑
N(Q′)<N β
Q′(λ). Cela entraˆıne
(iii) et ache`ve la preuve.
Donnons-en une ge´ne´ralisation simple.
Corollaire 5.6.7. Soit M ∈ L(M0). Supposons fixe´ un voisinage ouvert VL de 0 dans aLM pour
tout L ∈ L(M). Alors il existe une famille de fonctions (βQ)Q∈F(M) telle que
(1) βQ ∈ C∞c (aM ) et toute de´rive´e de βQ est borne´e ;
(2) soit Q = LU ∈ F(M), alors βQ(λ) 6= 0 entraˆıne que λL ∈ VL ;
Section 5 249
(3) si βQ(λ) 6= 0, alors λ ∈ ⊔M⊂Q′⊂Q a+Q′ ;
(4)
∑
Q∈F(M) β
Q = 1.
De´monstration. On a la de´composition a0 = a
M
0 ⊕ aM . On choisit un voisinage ouvert UM de 0
dans aM0 . Soit L ∈ L(M0). Si L /∈ L(M), on choisit un voisinage quelconque V¯L de 0 dans aL0 ; si
L ∈ L(M), alors aL0 = aM0 ⊕ aLM et on prend le voisinage V¯L = UM × VL de 0 dans aL0 . Alors le
Lemme 5.6.6 fournit des fonctions β¯Q adapte´es aux voisinages V¯Q. On note βQ := β¯Q|aM pour
tout Q ∈ F(M), alors les proprie´te´s (1) et (2) sont automatiquement satisfaites.
Supposons que λ ∈ aM , Q ∈ F(M0) et β¯Q(λ) 6= 0, alors il existe Q′ ∈ F(M0), Q′ ⊂ Q tel que
λ ∈ a+Q′ . Or la de´composition aM =
⊔
Q′′∈F(M) a
+
Q′′ entraˆıne que Q
′ ∈ F(M), donc Q ∈ F(M).
Les proprie´te´s (3) et (4) en re´sultent.
Remarque 5.6.8. Le Corollaire 5.6.7 est aussi valable pour la de´composition dans l’espace
dual
a∗0 =
⊔
Q∈F(M0)
a∗,+Q
ou pour
ia∗0 =
⊔
Q∈F(M0)
ia∗,+Q .
De´monstration du The´ore`me de Paley-Wiener invariant Soient M ∈ L(M0) et σ ∈
Π2(M˜). Pour P ∈ P(M), w ∈WG0 et w˜ ∈ K˜ un repre´sentant, on note
RP˜ (w˜, σ) := RP˜ |P˜ (w˜, σ).
Le re´sultat suivant jouera un roˆle crucial dans notre preuve.
Lemme 5.6.9. Soient L ∈ L(M), P ∈ P(M) et Q ∈ P(L) tels que Q ⊃ P , alors pour tout
λ ∈ ia∗L et tout w ∈WL0 avec repre´sentant w˜ ∈ K˜ ∩ L˜, on a
RP˜ (w˜, σλ) = RP˜ (w˜, σ).
Par conse´quent, on a RLσ = R
L
σλ
.
De´monstration. D’apre`s (R5) dans la De´finition 3.1.1, on a
RP˜ (w˜, σλ) = A(w˜) ◦ IQ˜(RL˜w−1P˜∩L˜|P˜∩L˜(σλ)).
Cela est inde´pendant de λ ∈ ia∗L d’apre`s (R6). L’assertion concernant RLσ en de´coule d’apre`s la
de´finition du R-groupe.
The´ore`me 5.6.10. On a PW(G˜) = IC(G˜). L’application line´aire continue surjective C(G˜) →
IC(G˜) admet une section continue ; en particulier, c’est une application ouverte.
De´monstration. Vu la Proposition 5.6.5, on se rame`ne a` montrer que TG˜ : Ĉ(G˜) → PW(G˜)
admet une section continue ϕ 7→ Φ. La preuve du cas non archime´dien est identique a` celle
de [17]. Supposons donc F = R dans ce qui suit. La preuve suivante est une variante de celle
d’Arthur qui e´vite l’usage de multiplicite´ 1 de K˜-types minimaux.
Soient M , σ comme ci-dessus. Comme F = R, on peut e´crire de fac¸on unique σ = (σ1)λ(σ)
ou` σ1 se factorise par M˜1 et λ(σ) ∈ ia∗M . Soit k ∈ K˜ un repre´sentant d’un e´le´ment dans WG0 , la
condition kσ ' σ e´quivaut a` kσ1 ' σ1 et kλ(σ) = λ(σ). Si λ(σ) ∈ ia∗,+Q avec Q = LU ∈ F(M),
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la condition kλ(σ) = λ(σ) e´quivaut a` k ∈ L˜. Donc Wσ = WLσ1 et, pour P , Q, r, r˜ comme dans
le Lemme 5.6.9, on a RP˜ (r˜, σ) = RP˜ (r˜, σ
1) et Rσ = R
L
σ1 .
Dore´navant, on conserve la notation σ pour un e´le´ment de Π2(M˜) tel que λ(σ) = 0, au-
trement dit σ se factorise par M˜1. On e´crit tout e´le´ment de Π2(M˜) sous la forme σλ avec
λ ∈ ia∗M .
On fixe un ensemble fini de K˜-types, note´ K(M,σ), tel que
– chaque e´le´ment de K(M,σ) est un K˜-type minimal (voir [43, Chapter X]) d’un piρ, ou`
ρ ∈ Π(R˜σ, χσ) ;
– pour tout ρ ∈ Π(R˜σ, χσ), piρ contient au moins un K˜-type minimal appartenant a`K(M,σ) ;
– pour tout w˜ ∈ NK˜(M˜0), K(wM, w˜σ) = K(M,σ).
Alors il existe des constantes A,B > 0, qui ne de´pendent que de G˜, M˜ et de la norme ‖ · ‖
sur hC, telles que pour tout δ ∈ K(M,σ), on a
‖µδ‖ ≤ A‖µσ‖+B.(IV.30)
En effet, le cas G˜ connexe est [43, Theorem 10.26] ; le cas ge´ne´ral en re´sulte sans peine, cf. la
remarque dans [43, p.642].
On fixe fM,σ ∈ C∞(K˜) qui agit comme la projection sur les K˜-types appartenant a` K(M,σ).
Soient P ∈ P(M), Q = LU ∈ F(M) avec Q ⊃ P . Le The´ore`me 5.4.1 donne
IP˜ (σ) =
⊕
ρ∈Π(R˜σ ,χσ)
ρ∨  piρ =
⊕
ρL∈Π(R˜Lσ ,χσ)
EP (σ, ρ
L)
ou` EP (σ, ρ
L) = (ρL)∨  pi(σ, ρL) avec
pi(σ, ρL) =
⊕
ρ∈Π(R˜σ ,χσ)
mult((ρL)∨, ρ∨)piρ.
Soit r ∈ R˜Lσ . On de´finit l’ope´rateur de IP˜ (σ) :
DQP (r, σ) := |RLσ |−1
∑
ρL∈Π(R˜Lσ ,χσ)
deg(ρL)(dimpi(σ, ρL)[K(M,σ)])−1·
· (R˜P˜ (r, σ)IP˜ (σ, fM,σ))|EP (σ,ρL)
ou` pi(σ, ρL)[K(M,σ)] signifie le sous-espace de pi(σ, ρL) se transformant par des K˜-types dans
K(M,σ). Montrons que pour r, r′ ∈ R˜Lσ , on a
tr
(
R˜P˜ (r
′, σ)DQP (r
−1, σ)
)
=
{
χσ(z), si r = r
′z, z ∈ Zσ,
0, sinon.
(IV.31)
En effet, tr (R˜P˜ (r
′, σ)DQP (r
−1, σ)) est e´gal a` |RLσ |−1
∑
ρL deg(ρ
L)tr (ρL)∨(r′r−1) d’apre`s notre
choix de fM,σ.
Pour λ ∈ ia∗M , on de´finit l’ope´rateur
EQP (σ, λ) :=
∑
w∈WL0 /WM0
∑
P ′∈P(wM)
P ′⊂Q
RP˜ ′|P˜ (w˜, σλ)
−1RP˜ ′|P˜ (w˜, σ)
ou` w˜ ∈ K˜∩ L˜ est un repre´sentant quelconque de w. Cela ne de´pend que de λL d’apre`s le Lemme
5.6.9 et est une homothe´tie non nulle pour λL = 0. Donc EQP (σ, λ) est inversible et lisse pour
λL dans un voisinage de 0 dans iaL,∗M .
Section 5 251
Soient w ∈WL0 avec repre´sentant w˜ ∈ K˜ ∩ L˜, et P ′ ∈ P(wM) tel que P ′ ⊂ Q. Montrons que
RP˜ ′|P˜ (w˜, σλ)E
Q
P (σ, λ) = E
Q
P ′(w˜σ, wλ)RP˜ ′|P˜ (w˜, σ), λ ∈ ia∗M .(IV.32)
En effet,
RP˜ ′|P˜ (w˜, σλ)E
Q
P (σ, λ)RP˜ ′|P˜ (w˜, σ)
−1 =
∑
w1,P1
RP˜ ′|P˜ (w˜, σλ)RP˜1|P˜ (w˜1, σλ)
−1RP˜1|P˜ (w˜1, σ)RP˜ ′|P˜ (w˜, σ)
−1
=
∑
w1,P1
RP˜1|P˜ ′(w˜1w˜
−1, w˜σwλ)−1RP˜1|P˜ ′(w˜1w˜
−1, w˜σλ)
ou` on utilise la proprie´te´ RP˜1|P˜ ′(w˜1w˜
−1, w˜σwλ)RP˜ ′|P˜ (w˜, σλ) = RP˜1|P˜ (w˜1, σλ), qui re´sulte de
(IV.29). On en de´duit (IV.32) en remplac¸ant w˜1 par w˜1w˜ et M par wM .
Pour tout λ ∈ ia∗M avec λL proche de 0, on pose
DQP (r, σ, λ) := E
Q
P (σ, λ)D
Q
P (r, σ)E
Q
P (σ, λ)
−1, r ∈ R˜Lσ .(IV.33)
Pour P ∈ P(M), Q = LU ∈ F(M), r ∈ R˜Lσ , posons
SQP (r, σ, λ) = |WG0 |−1
∑
w∈WG0
|{P ′ ∈ P(wM) : P ′ ⊂ wQ}|−1
∑
P ′∈P(wM)
P ′⊂wQ
RP˜ ′|P˜ (w˜, σλ)
−1DwQP ′ (wrw
−1, w˜σ, wλ)RP˜ ′|P˜ (w˜, σλ)
ou` w˜ ∈ K˜ est un repre´sentant de w. Cet ope´rateur est bien de´fini et lisse en λ pour λL proche
de 0. Pour w ∈WG0 , w˜ ∈ K˜ un repre´sentant et P ′ ∈ P(wM), l’argument pour (IV.32) donne
SwQP ′ (wrw
−1, w˜σ, wλ) = RP˜ ′|P˜ (w˜, σλ)S
Q
P (r, σ, λ)RP˜ ′|P˜ (w˜, σλ)
−1.(IV.34)
On choisit des fonctions βQ sur ia∗M fournies par le Lemme 5.6.7 (et aussi par la Remarque
5.6.8) adapte´es aux voisinages ou` les ope´rateurs SQP (r, σ, λ) sont bien de´finis. On peut aussi
supposer que βwQ(wλ) = βQ(λ) pour tout Q et tout w ∈WG0 .
Soit (M,σλ, r) 7→ ϕ(M,σ, λ, r) = ϕ(M,σλ, r) une fonction dans PW(G˜). Pour r ∈ R˜σ, on
note L(r) le Le´vi contenant M tel que r ∈ R˜L(r)σ,reg. E´tant donne´s M , σλ et P ∈ P(M), on de´finit
l’ope´rateur
ΦP˜ (σλ) =
∑
Q=LU∈F(M)
βQ(λ)
∑
r∈RLσ
SQP (r
−1, σ, λ)ϕ(M,σ, λL(r), r).
En fait, il faut prendre un rele`vement de r dans R˜Lσ dans la somme. Vu l’e´quivariance de S
Q
P
et ϕ sous Zσ, cela n’affecte pas la de´finition.
Montrons que Φ := (ΦP˜ )P∈F(M0) appartient a` C(G˜). La lissite´ en λ est e´vidente. Pour
w ∈WG0 avec repre´sentant w˜ ∈ K˜ et P ′ ∈ P(wM), on ve´rifie
ΦP˜ ′(w˜σwλ) = RP˜ ′|P˜ (w˜, σλ)ΦP˜ (σλ)RP˜ ′|P˜ (w˜, σλ)
−1
a` l’aide de (IV.34). Cela permet de ve´rifier la condition de syme´trie car βwQ(wλ) = βQ(λ) pour
tout Q.
La condition de croissance re´sulte des faits suivants.
– Pour tout Q ∈ F(M), toute de´rive´e de βQ est borne´e.
– La condition de croissance satisfaite par ϕ.
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– Les coefficients matriciels K˜-finis des ope´rateurs d’entrelacement normalise´s sont a` crois-
sance mode´re´e (cf. (R6) dans la De´finition 3.1.1).
– La majoration (IV.30).
Vu les de´finitions des semi-normes de´finissant les espaces de Fre´chet en question, ces arguments
impliquent aussi la continuite´ de l’application ϕ 7→ Φ.
Il reste a` montrer que ϕ 7→ Φ est une section de TG˜. Soient P ∈ P(M) et r′ ∈ R˜σλ Calculons
d’abord tr (R˜P˜ (r
′, σλ)ΦP˜ (σλ)). L’hypothe`se sur r
′ implique λ ∈ ia∗L(r′), donc λ ∈ ia∗,+Q(λ) avec
Q(λ) = L(λ)U(λ) et L(r′) ⊂ L(λ). Pour Q = LU ∈ F(M), si βQ(λ) 6= 0 alors Q(λ) ⊂ Q, donc
L(r′) ⊂ L(λ) ⊂ L. Quitte a` changer P , ce qui est loisible d’apre`s la syme´trie de Φ, le Lemme
5.6.9 affirme que r′ ∈ R˜L(r′)σλ = R˜L(r
′)
σ ⊂ R˜Lσ .
Les e´galite´s (IV.31), (IV.32) et la de´finition de SQP (r
−1, σ, λ) entraˆınent que pour tout r ∈ R˜Lσ ,
on a
tr
(
R˜P˜ (r
′, σλ)S
Q
P (r
−1, σ, λ)
)
=
{
χσ(z), si r = r
′z, z ∈ Zσ,
0, sinon.
(IV.35)
Donc∑
r∈RLσ
tr
(
R˜P˜ (r
′, σλ)S
Q
P (r
−1, σ, λ)
)
ϕ(M,σ, λL(r′), r) = ϕ(M,σ, λL(r), r
′) = ϕ(M,σ, λ, r′)
car λ ∈ ia∗L(r′). D’ou`
tr
(
R˜P˜ (r
′, σλ)ΦP˜ (σλ)
)
=
∑
Q∈F(M)
βQ(λ)ϕ(M,σ, λ, r′) = ϕ(M,σ, λ, r′).
Ce qu’il fallait de´montrer.
5.7 Caracte`res ponde´re´s tempe´re´s
Caracte`res ponde´re´s tempe´re´s de M˜ Fixons des familles de facteurs normalisants faibles.
Soient M ∈ L(M0) et pi une repre´sentation admissible irre´ductible de M˜ dont la X(M˜)-orbite
contient une repre´sentation unitaire spe´cifique. Soit P ∈ P(M), introduisons les (G,M)-familles
suivantes des ope´rateurs me´romorphes en pi (sur la X(M˜)-orbite en question)
JQ˜(Λ, pi, P˜ ) := JQ˜|P˜ (pi)−1JQ˜|P˜ (piΛ),
RQ˜(Λ, pi, P˜ ) := RQ˜|P˜ (pi)−1RQ˜|P˜ (piΛ), Q ∈ P(M), Λ ∈ a∗M .
Alors RM˜ (pi, P˜ ) est re´gulier si pi est unitaire. De´finissons le caracte`re ponde´re´
Jr
M˜
(pi, f) := tr (RM˜ (pi, P˜ )IP˜ (pi, f)), f ∈ C (G˜).
C’est une distribution tempe´re´e en f et c’est facile de voir qu’elle ne de´pend pas du choix de P
a` l’aide de (R1).
Posons aussi µP˜ |Q˜(pi) :=
∏
α µα(pi) ou` α parcourt Σ
red
Q ∩ ΣredP¯ , et les (G,M)-familles
µQ˜(Λ, pi, P˜ ) := µQ˜|P˜ (pi)
−1µQ˜|P˜ (pi 12 Λ),
MQ˜(Λ, pi, P˜ ) := µQ˜(Λ, pi, P˜ )JQ˜(Λ, pi, P˜ ).
Le caracte`re ponde´re´ canoniquement normalise´ est de´fini comme
JM˜ (pi, f) := tr (MM˜ (pi, P˜ )IP˜ (pi, f)), f ∈ C (G˜).
Comme dans le cas de groupes re´ductifs [18], on utilise les proprie´te´s des fonctions µ et des
facteurs normalisants pour de´montrer que
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– JM˜ (pi, ·) ne de´pend pas du choix de P , cf. ci-dessous ;
– JM˜ (pi, f) est re´gulier si pi est unitaire ;
– de´finissons la (G,M)-famille
rQ˜(Λ, pi) := r ˜¯Q|Q˜(pi)−1r ˜¯Q|Q˜(pi 12 Λ), Q ∈ P(M),
d’ou` les termes rR˜
M˜
(pi) de´finis comme dans [Chapitre III, §4], ou` R ∈ F(M) ; on montre
que rR˜
M˜
(pi) ne de´pend que de pi et de la composante de Le´vi de R, donc c’est loisible
d’e´crire rL˜
M˜
(pi) ou` L ∈ L(M) ;
– on a l’identite´
JM˜ (pi, f) =
∑
L∈L(M)
rL˜
M˜
(pi)Jr
L˜
(piL, f)
ou` pi est en position ge´ne´rale de sorte que piL := IL˜
M˜
(pi) est irre´ductible ;
– rL˜
M˜
(pi) est re´gulier si pi est unitaire, pour tout L ∈ L(M).
Par exemple, prouvons l’inde´pendance de P de JM˜ (pi, ·). On peut supposer pi unitaire. Vu
la proprie´te´
JM˜ (pi, f) =
∑
L∈L(M)
rL˜
M˜
(pi)Jr
L˜
(piL, f),
on conclut en utilisant le re´sultat suivant, ce qui sera utile plus tard.
Lemme 5.7.1. Soient P, P ′ ∈ P(M). On a
RM˜ (pi, P˜ ) = RP˜ ′|P˜ (pi)−1RM˜ (pi, P˜ ′)RP˜ ′|P˜ (pi).
Par conse´quent, la distribution Jr
M˜
(pi, ·) est inde´pendante du choix de P .
De´monstration. Fixons P ∈ P(M). Soit f ∈ C (G˜). Pour P ′ ∈ P(M), on a
RQ˜(Λ, pi, P˜ ) = (RQ˜|P˜ ′(pi)RP˜ ′|P˜ (pi))−1RQ˜|P˜ ′(piΛ)RP˜ ′|P˜ (piΛ)
= RP˜ ′|P˜ (pi)
−1RQ˜(Λ, pi, P˜ ′)RP˜ ′|P˜ (piΛ).
Comme
RM˜ (pi, P˜ ) = limΛ→0
∑
Q∈P(M)
RQ˜(Λ, pi, P˜ )θQ(Λ)−1
(resp. P ′ au lieu de P ), cela prouve queRM˜ (pi, P˜ ) = RP˜ ′|P˜ (pi)−1RM˜ (pi, P˜ ′)RP˜ ′|P˜ (pi). Il en re´sulte
que
RM˜ (pi, P˜ )IP˜ (pi, f) = RP˜ ′|P˜ (pi)−1RM˜ (pi, P˜ ′)RP˜ ′|P˜ (pi)IP˜ (pi, f)
= RP˜ ′|P˜ (pi)
−1RM˜ (pi, P˜ ′)IP˜ ′(pi, f)RP˜ ′|P˜ (pi).
Donc Jr
M˜
(pi, f) = tr (RM˜ (pi, P˜ )IP˜ (pi, f)) = tr (RM˜ (pi, P˜ ′)IP˜ ′(pi, f)).
Soit M ∈ L(M0), de´finissons les fonctions sur Πtemp,−
φr
M˜
(f, pi) := Jr
M˜
(pi, f), pi ∈ Πtemp,−(G˜),
φM˜ (f, pi) := JM˜ (pi, f), pi ∈ Πtemp,−(G˜).
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Alors on a
φM˜ (f, pi) =
∑
L∈L(M)
rL˜
M˜
(pi)φr
L˜
(f, piL).(IV.36)
Ici, il se peut que piL soit re´ductible ; dans ce cas-la` on de´finit φr
L˜
(f, piL) comme une somme de
φr
L˜
(f, ·) e´value´ en les constituants irre´ductibles (cf. [18, §3]). Remarquons aussi que φG˜(f) = fG˜.
Le fait suivant est crucial.
The´ore`me 5.7.2 (Cf. [16, p.179] et [7, Corollary 9.2]). L’application φr
M˜
(resp. φM˜ ) induit une
application line´aire continue C (G˜)→ IC (M˜).
De´monstration. Pour l’application φr
M˜
, l’outil essentiel dans l’argument d’Arthur est le the´ore`me
de Paley-Wiener invariant caracte´risant IC(M˜), qui est de´ja` e´tabli pour les reveˆtements. Pour
φM˜ , vu (IV.36), il suffit de majorer r
L˜
M˜
(piλ) et ses de´rive´es en λ. Cela de´coule de (R8), cf. [18,
Lemma 3.1].
Les distributions dans la formule des traces locale Maintenant, plac¸ons-nous dans le
formalisme de la formule des traces locale. Les distributions en question vivent sur G˜ × G˜.
Nous fixons une famille de facteurs normalisants faibles r∨ (resp. r) dans la premie`re (resp. la
deuxie`me) copie de G˜, telles que r∨ et r sont comple´mentaires (cf. la De´finition 3.1.2). Ne´anmoins
on utilise la meˆme lettre R (resp. Jr
M˜
) pour de´signer les ope´rateurs d’entrelacement normalise´s
(resp. les caracte`res ponde´re´s normalise´s) dans chaque copie, puisqu’il n’y aura aucune confusion
a` craindre.
Prenons pi = pi∨1  pi2 ∈ Πunit, (M˜)× Πunit,−(M˜). Rappelons que le caracte`re ponde´re´ non
normalise´ JM˜ (pi, ·) est de´fini a` l’aide de la (G,M)-famille {JQ˜(Λ, pi, P˜ ) : Q ∈ P(M)}. De´finissons
ses avatars en posant
RQ˜|P˜ (pi) := R ˜¯Q|P˜ (pi∨1 )RQ˜|P˜ (pi2),
RQ˜(Λ, pi, P˜ ) := RQ˜|P˜ (pi)−1RQ˜|P˜ (piΛ),
Jr
M˜
(pi, f) := tr (RM˜ (pi, P˜ )IP˜ (pi, f));
et
µQ˜(Λ, pi, P˜ ) := µ ˜¯Q(Λ, pi∨1 , P˜ )µQ˜(Λ, pi2, P˜ ),
MQ˜(Λ, pi, P˜ ) := µQ˜(Λ, pi, P˜ )JQ˜(Λ, pi, P˜ ),
Jµ
M˜
(pi, f) := tr (MM˜ (pi, P˜ )IP˜ (pi, f));
pour f = f1f2 avec f1 ∈ H−(G˜), f2 ∈ H (G˜).
Supposons de´sormais qu’il existe Λ ∈ a∗M,C, M1 ∈ LM (M0) et σ ∈ Π2,−(M˜1) avec pi1,Λ, pi2,Λ ∈
Πσ(M˜). Cela inclut les repre´sentations qui interviennent dans la formule des traces locale.
Lemme 5.7.3. On a RM˜ (pi, P˜ ) = JM˜ (pi, P˜ ) = MM˜ (pi, P˜ ), d’ou` JrM˜ (pi, ·) = JM˜ (pi, ·) =
Jµ
M˜
(pi, ·).
De´monstration. Montrons la premie`re e´galite´. Conside´rons d’abord le cas pi1, pi2 ∈ Πσ(M˜), alors
r∨˜¯Q|P˜ (pi
∨
1 ) = r
∨
˜¯Q|P˜ (σ
M,∨)
= r∨
P˜ | ˜¯Q(σ
M ) par (R2)
= r ˜¯Q|P˜ (σ
M ) car r∨ et r sont comple´mentaires
= r ˜¯P |Q˜(σ
M ) par (R4).
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ou` σM = IM˜
M˜1
(σ). D’autre part rQ˜|P˜ (pi2) = rQ˜|P˜ (σ
M ). Leur produit est donc e´gal a` r ˜¯P |P˜ (σ
M ),
qui est inde´pendant de Q. Idem si pi est remplace´ par piΛ et σ est remplace´ par σΛ.
Donc RM˜ (pi, P˜ ) et JM˜ (pi, P˜ ) ne diffe´rent qu’a` la constante
lim
Λ→0
r ˜¯P |P˜ (σ
M )−1r ˜¯P |P˜ (σ
M
Λ ) = 1.
Le meˆme argument permet de montrer la deuxie`me e´galite´ ; il suffit d’observer que les pro-
prie´te´s des fonctions µ entraˆınent
µ ˜¯Q|P˜ (pi
∨
1 ) = µ ˜¯Q|P˜ (σ
M,∨) = µ ˜¯Q|P˜ (σ
M ) = µ ˜¯P |Q˜(σ
M ),
µQ˜|P˜ (pi2) = µQ˜|P˜ (σ
M ).
Lemme 5.7.4. La distribution JM˜ (pi, ·) ne de´pend pas de P ∈ P(M).
De´monstration. Graˆce au Lemme 5.7.3, il suffit de montrer que Jr
M˜
(pi, ·) ne de´pend pas de P .
La preuve est similaire au cas d’une seule copie de G˜, cf. la de´monstration du Lemme 5.7.1.
Soient γ ∈ Γell(M(F ))bon, γ˜ ∈ p−1(γ) et g ∈ H (G˜) (resp. g ∈ H−(G˜)). On sait de´finir
l’inte´grale orbitale ponde´re´e JM˜ (γ˜, g). Cf. [Chapitre III, §6.3]. Pour ce faire, il faut fixer une
mesure de Haar sur Mγ(F ). On choisit la mesure telle que mes(Mγ(F )/AM (F )) = 1.
Lemme 5.7.5. Avec le formalisme de [Chapitre III, §4.2], on a
JM˜ (pi, f) =
∑
L1,L2∈L(M)
dGM (L1, L2)J
L˜1
M˜
(pi∨1 , f1,Q˜1)J
L˜2
M˜
(pi2, f2,Q˜2)
=
∑
L1,L2∈L(M)
dGM (L1, L2)J
L˜1,r
M˜
(pi∨1 , f1,Q˜1)J
L˜2,r
M˜
(pi2, f2,Q˜2)
ou` Li 7→ Qi ∈ P(Li), i = 1, 2, est associe´ a` un choix de ξ ∈ {(H,−H) : H ∈ aM} en position
ge´ne´rale.
D’autre part, on a
JM˜ (γ, f) =
∑
L1,L2∈L(M)
dGM (L1, L2)J
L˜1
M˜
(γ˜, f
Q˜1
)J L˜2
M˜
(γ˜, f
Q˜2
)
pour tout γ ∈ Γell(M(F ))bon qui est G-re´gulier, et γ˜ 7→ γ quelconque.
De´monstration. Pour l’assertion spectrale, les cas de JM˜ (pi, ·) et de JrM˜ (pi, ·) sont e´quivalents
d’apre`s le Lemme 5.7.3. On applique la formule de scindage [Chapitre III, §4.2] a` la (G,M)-
famille (RQ˜(Λ, pi, P˜ ))Q∈P(M) :
RM˜ (pi, P˜ ) =
∑
L1,L2∈L(M)
dGM (L1, L2)RQ1M˜ (pi
∨
1 , P˜ )RQ2M˜ (pi2, P˜ ).
Maintenant on peut reprendre l’argument standard d’Arthur (cf. la de´monstration de [7, Lemma
7.1]) pour obtenir la formule de Jr
M˜
(pi, f), puisque pour chaque Li dans la somme (i = 1, 2), on
peut remplacer P par un parabolique contenu dans Qi d’apre`s un argument analogue a` celui de
la preuve du Lemme 5.7.1.
L’assertion ge´ome´trique re´sulte de la formule de scindage applique´e a` l’ensemble (G,M)-
orthogonal de´finissant la fonction poids vM (x1, x2).
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On de´finit l’espace de Schwartz-Harish-Chandra C(G˜× G˜) et on note C (G˜× G˜) son sous-
espace des fonctions anti-spe´cifiques sous l’action de µm via l’immersion anti-diagonale ε 7→
(ε−1, ε). Les fonctions test f = f1f2 conside´re´es jusqu’a` pre´sent appartiennent a` C (G˜× G˜).
Proposition 5.7.6. Les distributions JM˜ (γ, ·) et JM˜ (pi, ·) dans la formule des traces locale (le
The´ore`me 5.5.2) se prolongent de fac¸on unique en des formes line´aires continues sur C (G˜×G˜).
De plus, la formule des traces locale (The´ore`me 5.5.2) demeure valable pour les fonctions test
dans C−(G˜)⊕ C (G˜).
De´monstration. Pareille que [16, p.189]. Cependant, pour la part concernant le The´ore`me 5.5.2
il convient de remarquer que la majoration d’Arthur [16, (5.7)]
|JM˜ (γ˜, f)| ≤ νr(f)(1 + | log |D(γ)||)dim a
G
M (1 + ‖HM (γ)‖)−n, f ∈ C (G˜) ∪ C−(G˜)
ou` n ∈ Z>0 est arbitraire et r = r(n) ∈ R de´pend de n, est encore valable pour des raisons
triviales. En effet, |JM˜ (γ˜, f)| ≤ JM (γ, |f |) ; on applique alors la majoration d’Arthur a` JM (γ, |f |)
et on note que la borne cherche´e ne de´pend que de |f | et γ. Par conse´quent, on n’a pas encore
besoin du the´ore`me de finitude de Howe sur les reveˆtements dans le cas non archime´dien.
On est en mesure de de´finir les applications φM˜ pour la formule des traces locale.
φM˜ :C (G˜× G˜) −→ IC (M˜ × M˜)
f 7−→ [pi 7→ Jµ
M˜
(pi, f)]
ou` pi = pi∨1  pi2 ∈ Πtemp, (M˜)×Πtemp,−(M˜). C’est sous-entendu que pi 7→ JµM˜ (pi, f) appartient
a` IC (M˜ × M˜), un fait qui est inclus dans le re´sultat suivant.
The´ore`me 5.7.7. L’application φM˜ est bien de´finie, line´aire et continue.
De´monstration. Pareil que le cas avec une seule copie de G˜.
Remarque 5.7.8. Vu la the´orie de R-groupe §5.4, on peut aussi changer le parame´trage et
de´finir les caracte`res ponde´re´s JM˜ (τ, ·) ou JµM˜ (τ∨1  τ2), ou` τ, τ1, τ2 ∈ T−(M˜). Les caracte`res
ponde´re´s “en pi” et “en τ” s’expriment re´ciproquement a` l’aide du The´ore`me 5.4.1.
5.8 La formule des traces locale invariante
De´finition 5.8.1. Soient V, V ′ des espaces vectoriels topologiques et φ : V → V ′ une application
line´aire continue. On dit qu’une forme line´aire continue I : V → C est supporte´e par V ′ si
I|Kerφ = 0. Dans ce cas-la`, la forme line´aire continue induite Im(φ)→ C est note´e Iˆ.
Dans cet article, cette notion sera applique´e aux cas suivants.
1 V = C (G˜), V ′ = IC (G˜) et φ = φG˜ ;
2 V = C (G˜× G˜), V ′ = IC (G˜× G˜) et φ = φG˜.
En tout cas φ est surjectif. Afin d’e´tablir la formule des traces locale invariante, raisonnons
par re´currence sur dimG avec deux hypothe`ses qui seront e´tablies dans le Corollaire 5.8.9. Dans
ce qui suit, γ signifie un e´le´ment dans ΓG−reg,ell(M(F ))bon et γ˜ ∈ p−1(γ) est quelconque.
Hypothe`se 5.8.2. On a de´fini les distributions spe´cifiques IL˜
M˜
(γ˜, ·) : C (L˜) → C. Elles sont
supporte´es par IC (L˜) pour tout L ∈ L(M0), L 6= G. On de´finit
IM˜ (γ˜, f) := JM˜ (γ, f)−
∑
L∈L(M),L6=G
IˆL˜
M˜
(γ, φL˜(f)).
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Hypothe`se 5.8.3. On a de´fini les distributions spe´cifiques IL˜
M˜
(γ, ·) : C (L˜ × L˜) → C. Elles
sont supporte´es par IC (L˜× L˜) pour tout L ∈ L(M0), L 6= G. On de´finit
IM˜ (γ, f) := JM˜ (γ, f)−
∑
L∈L(M),L 6=G
IˆL˜
M˜
(γ, φL˜(f)),
I(f) := J(f)−
∑
L∈L(M0),L 6=G
|WL0 ||WG0 |−1(−1)dimAL/AG IˆL˜(φL˜(f)).
La de´finition ci-dessus de I(f) est loisible car on ve´rifie que I(f) est e´gal a`
Igeom(f) :=
∑
M∈L(M0)
|WM0 ||WG0 |−1(−1)dimAM/AG
∫
ΓG−reg,ell(M(F ))bon
IM˜ (γ, f) dγ(IV.37)
a` l’aide du The´ore`me 5.5.2 et de la de´finition de IM˜ (γ, ·) ; donc I(·) est spe´cifique supporte´e par
IC (G˜× G˜) si chaque IM˜ (γ˜, ·) l’est, et c’est satisfait si l’on remplace G par L ∈ L(M0), L 6= G.
Tout d’abord, on voit que IM˜
M˜
(· · · ) = JM˜
M˜
(· · · ). Cela permet de de´terminer les distributions
IM˜ par re´currence modulo les deux hypothe`ses ci-dessus. Nous pouvons e´noncer la formule des
traces locale invariante maintenant. Rappelons que nous avons de´fini Igeom et Idisc dans (IV.37)
et (IV.25), respectivement.
Lemme 5.8.4. Soient M ∈ L(M0), γ ∈ ΓG−reg,ell(M(F ))bon. Avec le formalisme de [Chapitre
III, §4.2], on a
IM˜ (γ, f) =
∑
L1,L2∈L(M)
dGM (L1, L2)I
L˜1
M˜
(γ˜, f
1,Q˜1
)IL˜2
M˜
(γ˜, f
2,Q˜2
).
ou` Li 7→ Qi ∈ P(Li), i = 1, 2, est associe´ a` un choix de ξ ∈ {(H,−H) : H ∈ aM} en position
ge´ne´rale.
De´monstration. Vu le Lemme 5.7.5 et la de´finition de IM˜ (γ, f), cela re´sulte par re´currence.
Lemme 5.8.5. L’Hypothe`se 5.8.2 entraˆıne l’Hypothe`se 5.8.3.
De´monstration. Les assertions dans l’Hypothe`se 5.8.2 restent valables si l’on remplace l’indice
par −, car on peut toujours passer de l’un a` l’autre en poussant le reveˆtement par l’automor-
phisme ε 7→ ε−1 de µm. L’assertion re´sulte du Lemme 5.8.4.
The´ore`me 5.8.6 (Cf. [21, Proposition 6.1]). Supposons ve´rifie´es l’Hypothe`se 5.8.2. Pour tout
f = f1f2 ∈ C (G˜× G˜), on a
I(f) = Igeom(f) = Idisc(f).
De´monstration. Il suffit de prouver Idisc(f) = I(f). Soit M ∈ L(M0). On de´finit par re´currence
des distributions
IL˜
M˜
(τ, ·) : C (G˜× G˜)→ C, L ∈ L(M), τ ∈ T−(M˜)
telles que JM˜ (τ, ·) =
∑
L∈L(M) Iˆ
L˜
M˜
(τ, φL˜(·)). L’hypothe`se de re´currence est que IL˜M˜ (τ, ·) est
supporte´ par IC (L˜× L˜) pour L 6= G. Puisque toute repre´sentation en vue est tempe´re´e, pour
tout τ ∈ T−(M˜) on a
IG˜
M˜
(τ, f) =
{
fG˜(τ), si M = G,
0, sinon.
D’ou` l’hypothe`se de re´currence. Comme I(·) est de´fini suivant la meˆme proce´dure utilisant
J(·) = Jspec(·), il en re´sulte que I(·) est e´gal a` la somme des termes avec M = G dans Jspec(·)
(voir le The´ore`me 5.5.2), ce qui est Idisc(·).
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Corollaire 5.8.7 (Cf. [15, Corollary 4.3]). Pour τ = (M,σ, r) ∈ Tell,−(G˜), on pose
d(τ) := det(1− r|aGM ).
Soient f1 ∈ C−(G˜) quelconque et f2 ∈ C (G˜) cuspidale, alors
∑
M∈L(M0)
|WM0 ||WG0 |−1(−1)dimAM/AG
∫
Γell,G−reg(M(F ))bon
IG˜(γ˜, f1)IM˜ (γ˜, f2) dγ
=
∫
Tell,−(G˜)
|d(τ)|−1Θ(τ∨, f1)Θ(τ, f2) dτ.
De´monstration. On utilise l’identite´ Igeom(f) = Ispec(f). Dans le coˆte´ ge´ome´trique, pour tout
M ∈ L(M0) et tout γ ∈ Γell,G−reg(M(F ))bon, on a un analogue directe du Lemme 5.7.5 :
IM˜ (γ, f) =
∑
L1,L2∈L(M)
dGM (L1, L2)I
L˜1
M˜
(γ˜, f
1,Q˜1
)IL˜2
M˜
(γ˜, f
2,Q˜2
).
Si L2 6= G, alors IL˜2M˜ (γ˜, ·) est supporte´e par IC (L˜2 × L˜2), donc I
L˜2
M˜
(γ˜, f
2,Q˜2
) = 0 par la
cuspidalite´ de f2. D’autre part,
dGM (L1, G) =
{
1, si L1 = M,
0, sinon;
et on a IL˜1
M˜
(γ˜, f1,Q˜1) = IG˜(γ˜, f1) lorsque L1 = M . D’ou`
Igeom(f) =
∑
M∈L(M0)
|WM0 ||WG0 |−1(−1)dimAM/AG
∫
Γell,G−reg(M(F ))bon
IG˜(γ˜, f1)IM˜ (γ˜, f2) dγ.
Par de´finition
Idisc(f) =
∫
Tdisc,−(G˜)
i(τ)Θ(τ∨, f1)Θ(τ, f2) dτ.
Soit τ = (M,σ, r) ∈ Tdisc,−(G˜). On fixe P ∈ P(M). Supposons que τ ∈ Tell,−(L˜) avec
L ∈ L(M). D’apre`s la the´orie dans §5.4, Θ(τ, f2) = tr (R˜P˜ (r, σ)IP˜ (σ, f2)) est une combinai-
son line´aire de f2,L˜(piL) ou` piL sont des e´le´ments dans Πσ(L˜). Puisque f2 est cuspidale, on a
Θ(τ, f2) = 0 sauf si L = G. Montrons que dans le cas L = G on a W
0
σ = {1}. En effet, rappe-
lons que W 0σ est associe´ au syste`me de racine sur aM engendre´ par les racines re´duites α avec
µα(σ) = 0. On choisit une chambre a
+
σ de ce syste`me et on identifie Rσ au sous-groupe de Wσ
fixant a+σ . Si W
0
σ 6= {1} alors a+σ 6= ∅, et r fixe la demi somme des coracines positives pour a+σ .
Cela contredit l’hypothe`se que r ∈ Rσ,reg.
Donc pour τ ∈ Tell,−(G˜) on a σ(r) = 1 et i(τ) = |d(τ)|−1 selon la de´finition de i(τ) dans
(IV.24). Par conse´quent
Idisc(f) =
∫
Tell,−(G˜)
|d(τ)|−1Θ(τ∨, f1)Θ(τ, f2) dτ.
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Corollaire 5.8.8 (Cf. [15, Theorem 5.1]). Soit f2 ∈ C (G˜) cuspidale. Pour tout M ∈ L(M0)
et tout γ ∈ ΓG−reg(M(F ))bon, on a
IM˜ (γ˜, f2) = (−1)dimAM/AG
∫
Tell,−(G˜)
|d(τ)|−1ΦM˜ (τ∨, γ˜)Θ(τ, f) dτ
ou`
ΦM˜ (τ
∨, γ˜) :=
{
|D(γ)| 12 Θ(τ∨, γ˜), si γ est F -elliptique dans M,
0, sinon.
De´monstration. C’est plus commode d’utiliser les symboles M ′, γ′ au lieu de M,γ dans cette
preuve. Soient M ′ ∈ L(M0) et γ′ ∈ ΓG−reg(M ′(F ))bon. Supposons d’abord que γ′ n’est pas F -
elliptique dans M ′. Alors une formule de descente (voir [10, Corollary 8.3]), le Lemme 5.7.5, l’Hy-
pothe`se 5.8.2 et la cuspidalite´ de f2 entraˆınent que IM˜ ′(γ
′, f) = 0. D’autre part ΦM˜ ′(τ
∨, γ˜′) = 0
pour tout τ . Cela prouve l’assertion.
Supposons que γ′ est F -elliptique dans M ′. Soit τ ∈ Tell,−(G˜). Puisque Θ(τ∨, ·) est une
combinaison line´aire de caracte`res admissibles irre´ductibles, il est repre´sente´ par une fonction
invariante localement inte´grable sur G˜ et lisse sur G˜reg. Soit f1 ∈ C−(G˜). La formule d’inte´grale
de Weyl donne
Θ(τ∨, f1) =
∑
M∈L(M0)
|WM0 ||WG0 |−1
∫
Γell,G−reg(M(F ))bon
ΦM˜ (τ
∨, γ˜)IG˜(γ˜, f1) dγ˜.
Pour γ ∈ Γell,G−reg(M(F ))bon avec un rele`vement γ˜ dans G˜, on de´finit la distribution
spe´cifique
δ(M, γ˜, ·) := IM˜ (γ˜, ·)− (−1)dimAM/AG
∫
Tell,−(G˜)
|d(τ)|−1ΦM˜ (τ∨, γ˜)Θ(τ, ·) dτ.
Le but est de montrer que δ(M ′, γ˜′, f2) = 0. D’apre`s le Corollaire 5.8.7 et la formule ci-dessus
pour Θ(τ∨, ·), on a∑
M∈L(M0)
|WM0 ||WG0 |−1(−1)dimAM/AG
∫
Γell,G−reg(M(F ))bon
IG˜(γ˜, f1)δ(M, γ˜, f2) dγ = 0.(IV.38)
On a des isomorphismes
[M, γ˜]
_

∈
( ⊔
M∈L(M0)
Γell,G−reg(M˜)bon
)
/WG0
'

γ˜_

∈ Γreg(G˜)bon
'

(Gγ , γ˜) ∈
⊔
T :F−tore maximal
mod conjugaison
(T˜ ∩ G˜reg)/W (G(F ), T (F )).
Ces espaces sont des µm-torseurs au-dessus de leurs avatars associe´s a` G(F ). On ve´rifie que
δ(·, ·, f2) est bien de´finie comme une fonction sur le premie`re espace et IG˜(·, f1) est une fonction
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sur le deuxie`me espace. Le coˆte´ a` gauche de (IV.38) peut eˆtre regarde´ comme une inte´grale sur
l’un des trois espaces.
On pose T ′ := Gγ′ . On prend f1 ∈ C−(G˜) a` support dans les classes de conjugaison rencon-
trant p−1(T ′ ∩ Greg)(F ). Si l’on regarde IG˜(·, f2) comme une fonction sur le troisie`me espace
dans ledit diagramme, alors elle est a` support dans la composante indexe´e par T ′. De plus, on
peut prendre une suite de telles fonctions f1 de sorte que IG˜(·, f1) tend vers la mesure de Dirac
spe´cifique sur l’image re´ciproque de la W (G(F ), T ′(F ))-orbite de γ′. Le coˆte´ a` gauche de (IV.38)
tend vers m(−1)dimAM/AG · |W (G(F ), T ′(F ))| · δ(M ′, γ˜′, f2). On en de´duit que δ(M ′, γ˜′, f2) = 0,
ce qu’il fallait de´montrer.
Corollaire 5.8.9. Les distributions IM˜ (γ˜, ·) sont supporte´es par IC (M˜).
De´monstration. Soit f2 ∈ C (G˜) telle que f2,G˜ = 0, alors f2 est cuspidale. Le corollaire
pre´ce´dent permet de conclure que IM˜ (γ˜, f2) = 0 car Θ(τ, ·) est a` support a` IC (M˜).
Ce re´sultat justifie les Hypothe`ses 5.8.2, 5.8.3. On e´tablit ainsi la formule des traces locale
invariante.
Donnons une application importante de ce corollaire.
The´ore`me 5.8.10 (Cf. [42, Theorem 0]). Supposons F non archime´dien. Soit f ∈ C∞c, (G˜),
les conditions suivantes sont e´quivalentes.
(a) f appartient au sous-espace de C∞c, (G˜) engendre´ par fonction de la forme g − gy, ou`
g ∈ C∞c, (G˜) et y ∈ G(F ).
(b) Pour tout γ˜ ∈ Γreg(G˜)bon, on a IG˜(γ˜, f) = 0.
(c) Pour tout pi ∈ Π−(G˜), on a 〈Θpi, f〉 = 0.
(d) Pour tout pi ∈ Πtemp,−(G˜), on a 〈Θpi, f〉 = 0.
Rappelons que Θpi siginifie le caracte`re de pi.
De´monstration. C’est clair que (a) entraˆıne (b),(c),(d) et que (c) entraˆıne (d). Vu la Proposition
4.2.6, (b) entraˆıne (a). D’apre`s le Corollaire 5.8.9 applique´ au cas M = G, on voit que (d)
entraˆıne (b). Cela ache`ve la de´monstration.
Remarque 5.8.11. L’une des conse´quences directes de la formule des traces locale simple est
le rapport de l’orthogonalite´, cf. [15, §6] ; les preuves sont identiques sauf que l’on utilise le
the´ore`me de Paley-Wiener invariant tempe´re´ (le The´ore`me 5.6.10) au lieu de sa version K˜-finie
a` support compact. Cette the´orie sera importante dans des applications de la formule des traces
aux reveˆtements.
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Ĉ(G˜), 244
cP˜ ′|P˜ (s, ω), 210
d(pi), 205
d(τ), 258
fG˜, 243
fw
P˜
, fw,Ind
P˜
, 207
i(τ), 241
rP˜ ′|P˜ (pi), RP˜ ′|P˜ (pi), 213
◦cP˜ ′|P˜ (s, ω), 210
distribution admissible, 228
facteur normalisant, 213
comple´mentaire, 214
faible, 214
271
272
forme line´aire supporte´e par un espace, 256
re´seau bien adapte´, 224
repre´sentation elliptique, 241
se´rie principale non ramifie´e spe´cifique, 220
The´ore`me 0 de Kazhdan, 260
transforme´e de Fourier, 224
Errata
Ajoute´s le 5 juillet 2011.
– p.182. III §6.1 : L’ensemble X doit eˆtre de´fini comme l’ensemble des WG0 -orbites des paires
(M,σ), ou` M ∈ L(M0) et σ est une classe d’e´quivalence de repre´sentations automorphes
cuspidales de M˜1. Par ailleurs, les sous-groupes paraboliques ayant la meˆme composante
de Le´vi ne sont pas force´ment conjugue´s.
– p.183. III §6.1 : Ajouter “Cf. ” devant la re´fe´rence [66, II.1.6].
– p.183. III §6.1 : La de´finition correcte de MQ|P (w, λ) est
(MQ|P (w, λ)φ)(x˜) =
∫
UQ|P (wˆ,A)
φ(wˆ−1ux˜)e〈λ+ρP ,HP (wˆ
−1ux)〉e〈−wλ−ρQ,HQ(x)〉 du.
