Abstract. We solve a class of isoperimetric problems on R N with respect to weights that are powers of the distance to the origin. For instance we show that, if k ∈ [0, 1], then among all smooth sets Ω in R N with fixed Lebesgue measure, ∂Ω |x| k H N −1 (dx) achieves its minimum for a ball centered at the origin. Our results also imply a weighted Polya-Szëgo principle. In turn, we establish radiality of optimizers in some Caffarelli-Kohn-Nirenberg inequalities, and we obtain sharp bounds for eigenvalues of some nonlinear problems.
Introduction
There has been a growing interest in isoperimetric inequalities with weights during the last decades and a wide literature is available, see for instance, [4] , [5] , [6] , [9] , [10] , [11] , [14] , [15] , [18] , [21] , [22] , [23] , [33] , [37] , [38] and the references therein. However, until now most research dealt with inequalities where both the volume functional and perimeter functional carry the same weight. In this article we make analyse a scale of isoperimetric inequalities on R N with two different weights in perimeter and volume which are powers of the distance to the origin. More precisely, given k, l ∈ R, we study the following isoperimetric problem:
In particular, we are interested in conditions on the numbers k and l such that the above minimum is attained for a ball centered at the origin. Our motivation comes from some norm inequalities with weights which are now well-known as the Caffarelli-Kohn-Nirenberg inequalities (see, e.g. [12] , [17] , [20] , [24] and the references cited therein). These inequalities compare a weighted L p -norm of the gradient of a function 1 on R N with a weighted L q -norm of the function, and they have many applications to the analysis of weighted elliptic and parabolic problems. Let us state the main results concerning the isoperimetric inequalities. We emphasize that the result has been already proved in the cases (i) and (ii) in [31] , respectively [19] . Equality in (1.1) holds for every ball centered at the origin.
Let us briefly comment on Theorem 1.1. First observe that Theorem 1.1 can be extended to Lebesgue measurable sets on R N by a standard approximation procedure (see Section 2) . Moreover, it is often possible to detect all cases of equality in (1.1) (for details, see Section 5) . Inequality (1.1) was proved under assumption (i) in [31] , Theorem 3.1 and its application through Example 3.5, part (4) , and under assumption (ii) in [19] , Theorem 1.3. Note also that partial results in the cases (i) and (ii) were obtained in [23] , Proposition 4.21, part (2) and (3), and in [4] , Theorem 2.1. The main result of this paper is the proof of Theorem 1.1 in the cases (iii) and (iv). We emphasize that the conditions (ii)-(iv) contain the range N ≥ 2, l = 0 ≤ k ≤ 1, while the case l = 0, k ≥ 1 was already known for some time, see [4] . In this way we generalize in particular on a recent result in [21] where only the two-dimensional case was considered. We wish to point out that the situation can be quite different from Theorem 1.1 for other ranges of the parameters k and l. For instance, if k = l ≥ 0, then the minimizing sets have been identified as balls whose boundaries touch the origin, see [6] and [22] . When N = 2, then the same result even holds for the range 0 ≤ k ≤ l ≤ 2k, see [23] , Proposition 4.21, part (4) . Now we outline the content of the paper. We introduce some notation and provide some analytic tools that will be of later use in Section 2. In Section 3 we introduce two functionals R k,l,N and Q k,l,N and we provide some basic information related to the isoperimetric problem. In Section 4 we give a necessary condition for the existence of a minimizer (Lemma 4.1) and a necessary condition for the radiality of minimizers in the isoperimetric problem, which also shows a symmetry beaking (see Theorem 4.1). Section 5 deals with the proof of Theorem 1.1. In addition, we treat the equality case in (1.1), see the Theorems 5.1, 5.2, 5.3, Corollary 5.2 and Theorem 5.4. Further, we give a complete solution of the isoperimetric problem in the case N = 1 in Section 6, Theorem 6.1. Our proofs use well-known rearrangement tools, the classical isoperimetric inequality and Hardy's inequality. The interpolation argument that occurs in the proof of Lemma 5.1 seems to be new in this context. Using the previous results and inversion in the unit sphere, we show an isoperimetric inequality where the extremal sets are exteriors of balls centered at the origin in Theorem 7.1. Finally, we give some applications of Theorem 1.1 in Section 8. Using the notion of weighted rearrangement we provide a Polya-Szëgo-type inequality in Theorem 8.1. Then we use this to obtain best constants in some Caffarelli-Kohn-Nirenberg inequalities (see Lemma 8.1, Proposition 8.1 and Theorems 8.2 and 8.3). Further, in Theorem 8.4 we obtain the best constant in a weighted Sobolev-type inequality for Lorentz spaces, originally proved in [1] (see also [25] , [16] ), and a sharp bound for the first eigenvalue of a weighted elliptic eigenvalue problem associated to the p-Laplace operator (Theorem 8.5).
Notation and preliminary results
Throughout this article N will denote a natural number while k and l are real numbers. With the exception of Section 5 we will assume (2.1)
Let us introduce some notation.
). We will use frequently N-dimensional spherical coordinates (r, θ) in R N :
R N ∋ x = rθ, where r = |x|, and θ = x|x|
If M is any set in R N , then let χ M denote its characteristic function. Next, let k and l be real numbers satisfying (2.1). We define a measure µ l by
If M ⊂ R N is a measurable set with finite µ l -measure, then let M ⋆ denote the ball B R such that
If u : R N → R is a measurable function such that
then let u ⋆ denote the weighted Schwarz symmetrization of u, or in short, the µ l −symmetrization of u, which is given by
Note that u ⋆ is radial and radially non-increasing, and if M is a measurable set with finite
The µ k -perimeter of a measurable set M is given by (2.5)
It is well-known that, if Ω is an open set, then the above distributional definition of weighted perimeter is equivalent to the following (2.6)
We will call a set Ω ⊂ R N smooth, if it is open and bounded with smooth boundary, that is, for every x 0 ∈ ∂Ω, there is a number r > 0 such that B r (x 0 ) ∩ Ω has exactly one connected component and B r (x 0 ) ∩ ∂Ω is the graph of a C 1 -function on an open set in
we will denote by L p (Ω, dµ l ) the space of all Lebesgue measurable real valued functios u such that
We will often use the following well-known Hardy-Littlewood inequality,
is the weighted Sobolev space consisting of all functions which together with their weak derivatives u x i , (i = 1, ..., N), belong to L p (Ω, dµ l ) The space will be equipped with the norm
Finally W 1,p 0 (Ω, dµ l ) will stand for the closure of C ∞ 0 (Ω) under norm (2.9). Now we want to recall the so-called starshaped rearrangement (see [32] ) which we will use in Section 5. For later convenience, we will write y for points in R N and (z, θ) for corresponding N-dimensional spherical coordinates (z = |y|, θ = y|y| −1 ). We call a measurable set M ⊂ R N starshaped if the set
is either empty or a segment {zθ : 0 ≤ z < m(θ)} for some number m(θ) > 0, for almost every θ ∈ S N −1 . If M is a bounded measurable set in R N , and θ ∈ S N −1 , then let
There is a unique number m(θ) ∈ [0, +∞) such that
We call the set M the starshaped rearrangement of M. Note that M is Lebesgue measurable and starshaped, and we have
If v : R N → R is measurable with compact support, and t ≥ 0, then let E t be the super-level set {y : |v(y)| ≥ t}. We define v(y) := sup{t ≥ 0 : y ∈ E t }.
We call v the starshaped rearrangement of v . It is easy to verify that v is equimeasurable with v, that is, the following properties hold:
This also implies Cavalieri's principle: If F ∈ C([0, +∞)) with F (0) = 0 and if
and if F is non-decreasing, then (2.14)
Note that the mapping
are functions with compact support, then there holds Hardy-Littlewood's inequality:
If f : (0, +∞) → R is a measurable function with compact support, then its (equimeasurable) non-increasing rearrangement , f : (0, +∞) → [0, +∞), is the monotone nonincreasing function such that
see [32] , Chapter 2. A general Polya-Szegö principle for non-increasing rearrangement has been given in [34] , Theorem 2.1. For later reference we will only need a special case:
Lemma 2.1. Let δ ≥ 0, and let f : (0, +∞) → R be a bounded, locally Lipschitz continuous function with bounded support, such that
Then f is locally Lipschitz continuous and
3. The functionals R k,l,N and Q k,l,N Throughout this section we assume (2.1), i.e.
If M is a measurable set with 0 < µ l (M) < +∞, we set
Finally, we define
We study the following isoperimetric problem:
Moreover, we are interested in conditions on k and l such that
holds for all measurable sets M with 0 < µ l (M) < +∞. Let us begin with some immediate observations. If M is a measurable set with finite µ l -measure and with finite µ k -perimeter, then there exists a sequence of smooth sets {M n } such that lim n→∞ µ l (M n ∆M) = 0 and lim n→∞ P µ k (M n ) = P µ k (M). This property is well-known for Lebesgue measure (see for instance [27] , Theorem 1.24) and its proof carries over to the weighted case. This implies that we also have
The functionals R k,l,N and Q k,l,N have the following homogeneity properties, (3.9) where t > 0, M is a measurable set with 0 < µ l (M) < +∞, u ∈ C 1 0 (R N ) \ {0}, tM := {tx : x ∈ M} and u t (x) := u(tx), (x ∈ R N ), and there holds
Hence we have that and equality holds only if M is a ball in R N .
for all measurable sets M with 0 < µ l (M) < +∞. Equality holds only for balls B R , (R > 0).
Then we obtain, using the HardyLittlewood inequality,
Proof: By our assumptions and Lemma 3.1 we have for every measurable set M with 0 < µ l (M) < +∞,
with equality only if M is a ball centered at the origin. ✷
Proof: The proof uses classical arguments (see, e.g. [26] ). We may restrict ourselves to nonnegative functions u. By (3.5) and the coarea formula we obtain,
Further, Cavalieri's principle gives
Hence (3.16) and Minkowski's inequality for integrals (see [40] ) lead to
. Now (3.15) and (3.17) yield
To show (3.14), let ε > 0, and choose a smooth set Ω such that
It is well-known that there exists a sequence
To do this, one may choose mollifiers of χ Ω as u n (see e.g. [41] ). Hence, for large enough n we have
Since ε was arbitrary, (3.14) now follows from (3.18) and (3.22) . ✷ 
Necessary conditions
Throughout this section we assume that assumptions (2.1) are fullfilled, i.e.
The main result in this section is Theorem 4.1 which concerns a phenomenon of symmetry breaking.
The following result holds true.
Lemma 4.1. A necessary condition for
Proof: Assume that k < l(N − 1)/N, and let te 1 = (t, 0, . . . , 0), (t > 2). It is easy to see that there is a positive constant
with s(0) = 0, and define
Note that U(0) = B 1 . By the Implicit Function Theorem, we may choose s in such a way that (4.5)
for some number t 0 > 0. We set s 1 := s ′ (0) and s 2 := s ′′ (0). Since
Next we consider the perimeter functional
where ∇ θ denotes the gradient on the sphere. Differentiation of (4.8) leads to
S N−1 (u + s 1 ) dθ, and
By (4.6) and (4.7) this implies J ′ (0) = 0, and (4.9)
Now assume that (4.3) holds. Then we have R k,l,N (U(t)) ≥ R k,l,N (B 1 ) for all t with |t| < t 0 . In view of (4.5) this means that J(t) ≥ J(0) for |t| < t 0 , that is,
The second condition is (4.9), and the first condition implies in view of (4.6) and (4.10),
Let V be the first non-trivial eigenfunction of the Laplace-Beltrami operator on the sphere.
, we obtain (4.4). Next assume that N = 1. We proceed similarly as before. Let s ∈ C 2 (R) with s(0) = 0 and U(t) := (−1 + t, 1 + s(t)), (t ∈ R). Note that U(0) = (−1, 1) = B 1 . We may choose s in such a way that
Setting s 1 := s ′ (0) and s 2 := s ′′ (0), a differentiation of (4.13) yields (4.14) s 1 = 1 and s 2 = −2l.
A differentiation of this gives
As before, we must have J ′′ (0) ≥ 0, so that (4.16) implies l + 1 ≤ k. ✷
Main results
This section is devoted to the proof of Thorem 1.1, that is we obtain sufficient conditions on k, l and N such that C k,l,N = C rad k,l,N holds, or equivalently,
for all measurable sets M with 0 < µ l (M) < +∞.
Such a proof is contained in various subsections each of one addresses one of the cases of Theorem 1.1. Throughout this section we again assume (2.1), i.e.
k + N − 1 > 0 and l + N > 0.
Proof of Theorem 1.1, case (i).
As mentioned in the Introduction, Theorem 1.1 was already shown under assumption (i) in [31] . Below we give another simple proof which is based on Gauss' Divergence Theorem. Note that this tool has been applied in similar situations in [33] and [7] . We also discuss equality cases of (1.1).
Proof: We consider two cases.
Let Ω be smooth. We choose R > 0 such that Ω ⋆ = B R . From Gauss' Divergence Theorem we have, (ν denotes the exterior unit normal to ∂Ω),
with equality for Ω = B R , and (5.1) follows for smooth sets. Using (3.7), we also obtain (5.1) for measurable sets. Proof: The necessity follows from Lemma 4.1, and the sufficiency in the case l + 1 ≤ k follows from Theorem 5.1. Finally, assume that k < l + 1. Then (3.5) is equivalent to (3.14), by Lemma 3.3. Now the main Theorem of [12] tells us that condition (4.2) is also sufficient for C k,l,N > 0. ✷
Proof of Theorem 1.1, case (ii).
The case when k assumes negative values has been settled in a recent paper, see [19] , Theorem 1.3. We slightly improve on this result by adding a full treatment of the equality case in (4.3). For the convenience of the reader, we include the full proof.
Theorem 5.2. Let N ≥ 2, and let k, l satisfy
Using N-dimensional spherical coordinates, let ∇ θ denote the tangential part of the gradient on S N −1 . Then we obtain
Further we calculate
where we have used (5.4). By (5.5) and (5.6) we deduce,
where we have set l ′ :=
. Note that we have −1 ≤ l ′ ≤ 0 by the assumptions (5.4). Hence we may apply Lemma 3.3 to both sides of (5.7). This yields
Furthermore, Lemma 3.2 tells us that
From this, (5.8) and (5.9), we deduce that
Next assume that (5.2) holds. If l(N − 1)/N < k, then Lemma 3.2 tells us that we must have M = B R for some R > 0. Hence it remains to consider the case
Setting k 1 := l(N − 1)/N and
(5.7), the classical isoperimetric inequality (3.12) and a limit argument analogous to the proof of Lemma 3.3 leads to 
this implies
It is easy to see that this is possible only when y 0 = 0. ✷ Then for every A ∈ 0, 
Since the mapping t −→ log
is concave, we deduce that for every A ∈ 0,
Finally, we have (5.14)
Now (5.12) follows from (5.13) and (5.14). ✷ Next we want to estimate the right-hand-side of (5.12) from below. We will need a few more properties of the starshaped rearrangement. Since ∂v ∂z ∈ L ∞ (R N ), Lemma 2.1 tells us that for every θ ∈ S N −1 ,
Integrating this over S N −1 , we obtain (5.18). ✷ A final ingredient is 
, where
Using Hölder's inequality we obtain 
Then 
, u ≥ 0, and let v be given by (5.11). In view of (5.23), we may choose 
Together with (5.24) and (5.16) this leads to 
We define M ′ := {y = x|x| 
Choosing u = u n in (5.26) and passing to the limit n → ∞, we obtain, using (5.27), (5.28), (5.29), (5.30) and the isoperimetric inequality (3.12),
In view of (5.19) and since µ 0 (M ′ ) = µ 0 ( M ′ ) we finally get from this 
Proof of Theorem 1.1, case (iv).
Next we improve on the subsections 5.2 and 5.3 in the two-dimensional case. We will make use of the following result of G. Csató [21] , that has been obtained by using conformal mappings. Proof: We proceed similarly as in the proof of Theorem 5.3. Below we mainly point out the differences, and we leave it to the reader to fill in the details. Note that our assumptions imply l 2 < k and (5.37) Then we show, using an interpolation argument as in the proof of Lemma 5.1, that for every A ∈ 0,
.
Let v denote the starshaped rearrangement of v. Analogously as in the proof of Lemma 5.2, the properties of the rearrangement, (5.38) and Lemma 2.1 lead to 
Finally, we show, similarly as in the proof of Lemma 5.3, that for every bounded measurable and starshaped set in R 2 ,
, where (5.45) : x ∈ M}. Then, proceeding as the proof of Theorem 5.3 and using the isoperimetric inequality
, which follows from Corollary 5.2, we obtain from (5.47),
In view of (5.45) and since µ 0 (M ′ ) = µ 0 ( M ′ ), we finally obtain
,0,2
and (4. 
Next, let k > 0 and define numbers l * = l * (k, N) and l 1 = l 1 (k, N) by 
Continuing as before, we obtain The next result gives a complete solution to the isoperimetric problem in the one-dimensional case.
Proof: (i) The result follows from Theorem 5.1.
(ii) It is sufficient to prove the assertion for smooth sets, that is, for unions of finitely many bounded open intervals. For any smooth set Ω we set
Then an elementary calculation shows that
where
∈ (0, 1). It remains to show that 1) ) for all smooth sets U ⊂ R.
Let y 1 := inf U and y 2 := sup U. Then
dy. In other words, we have
It is therefore sufficient to consider open intervals U. Thus, let U = (y 1 , y 2 ), (y 1 < y 2 ). Setting c := y 2 − y 1 , we define
Then we have U (t) dy = c and
Note that f is an even function. Let
, which is a concave function. Hence
Since also f ′ (t) > 0 for t > c/2, this implies that
and the assertion follows. ✷
7.
The case l + N < 0
In this section we treat our functionals R k,l,N and Q k,l,N for a different range of the parameters k and l. Instead of (2.1) we assume (7.1) k + N − 1 < 0 and l + N < 0.
We state our result only for smooth sets. Extensions to measurable sets and a discussion of the equality case in the isoperimetric inequalities follows the lines of the proofs in section 4, and they are left to the reader. Theorem 7.1. Let N ∈ N, k, l ∈ R and l + N < 0. Further, assume that one of the following conditions holds:
≤ k and either
for every open set Ω ⊂ R N with smooth boundary that does not contain a neighborhood of the origin, where
Equality in (7.2) holds for all sets Ω = R N \ B R , (R > 0).
Remark 7.1. Theorem 7.1 has been known in some particular situations: [23] , Proposition 7.5; 3. case (jj), see [19] , Theorem 1.3, part 3.
Proof of Theorem 7.1 :
Observe that v vanishes in a neighborhood of the origin. Then a short computation shows that
This implies that (7.6) where k := −k − 2N + 2 and l := −l − 2N.
(7.6) also means that for every open set Ω with smooth boundary that does not contain a neighborhood of the origin,
Now the conclusion follows from Theorem 1.1. ✷
Applications
In this section we provide some applications of our results.
8.1. Polya-Szegö principle. First we obtain a Polya-Szëgo principle related to our isoperimetric inequality (4.3) . Assume that the numbers l and k satisfy one of the conditions (i)-(iv) of Theorem 1.1. Then (1.1) implies
for every smooth set Ω, where Ω ⋆ is the µ l -symmetrization of Ω. We will use (8.1) to prove the following 
where u ⋆ denotes the µ l -symmetrization of u.
Proof: It is sufficient to consider the case that u is non-negative. Further, by an approximation argument we may assume that
The coarea formula yields
Further, Hölder's inequality gives (8.5)
, for a.e. t ∈ [0, +∞). Hence (8.3) together with (8.5) tells us that
Since u ⋆ is a radial function, we obtain in an analogous manner,
Observing that
Fleming-Rishel's formula yields
for a.e. t ∈ [0, +∞). Hence (8.9) and (8.1) give 
We define
, and (8.14)
It has been proved in [12] , that
Further, it is known that the functional E a,p,q,N is well-defined for functions in W
We are interested in the range of values a (depending on p, q and N) for which (8.17) S a,p,q,N = S rad a,p,q,N holds. This problem has been investigated by several authors. For recent advances concerning the symmetry of optimizers in the CKN inequalities, see for example [35] , [24] and references therein. First observe that the case 1 < p = q (which is equivalent to a − b = 1) corresponds to the Hardy-Sobolev inequality, with the known best constant
see [28] . Note that the Hardy constant S a,p,p,N is not achieved for any function u ∈ W 1,p 0 (R N , dµ ap ). Next, let 1 < p < N and q = p * . If a ≤ 0, then one has [30] , Theorem 2.4, condition (3) .
From now on let us assume that (8.20 ) N ≥ 2 and 1 < p < q < p * .
In this case, the constants S rad a,p,q,N , including the corresponding (radial) minimizers, have been given in [39] , Theorem 1.4. The problem of symmetry breaking was analyzed by many authors, see [13] and the references cited therein. It is known that there is a finite number a * = a * (p, q, N) , +∞) such that (8.23 )
see [13] , Theorem 1.1, and if p < N, then a * ≥ 0, see [13] , Theorem 1.3. Finally, it has been conjectured that condition (8.24) cannot be improved, see [13] , p. 423, that is: Conjecture 8.1 There holds
Remark 8.1. The case p = 2 in the CKN inequalities has received a lot of interest since the seminal article [17] . In particular, Conjecture 8.1 for p = 2 has been proved in the recent paper [24] , Theorem 1.1, using generalized entropy functionals for diffusion equations. However, this tool seems not useful for general p. A bound for a * from below is given in [30] , Proposition 4.6: Let
and note that
Our aim is to improve on the bound a 1 . First observe that an application of the Theorems 1.1 and 8.1 yield the following result.
Lemma 8.1. Assume that N, p, q, a and b satisfy the conditions (8.11) and (8.20) . Further, assume that there exist real numbers k and l which satisfy one of the conditions (i)-(iv) of Proof : We may restrict to the case a ≥ 0, and we choose k := a and l := 0. Since 0 < k < 1, one of the conditions (iii) or (iv) of Theorem 1.1 is satisfied. Further, we have
Now the assertion follows from Lemma 8.1. ✷ Finally, a more sophisticated choice of the parameters k and l leads to a further improvement of the lower bound for a * . , +∞ , such that (8.36 )
Note that
Theorem 8.2. Assume that N, p, q, a and b satisfy 1 < p < q < p * , N ≥ 3 and the conditions (8.11). Further, let
Then (8.17) holds.
Proof : By elementary calculus one verifies that a 3 appears as the maximum of all values a ≥ 0 which have a representation a = k + l( 1 p − 1) with parameters k and l that satisfy the conditions (iii) of Theorem 1.1 and such that bq ≤ l. Formally,
The assertion now follows from Lemma 8.1. ✷ The bound a 2 can be improved in the case N = 2, too, provided that
in view of (8.11) and (8.40).
Theorem 8.3. Let N = 2, and assume that the numbers N, p, q, a and b satisfy 1 < p < q < p * and the conditions (8.11), (8.40) . Further, let
Proof : Using the conditions (iv) of Theorem 1.1 one verifies that
Note that the set on the right-hand side of (8.44) is non-empty in view of (8.40) . Now the assertion again follows from Lemma 8. The Lorentz space L r,q (R N ) is the collection of all measurable functions u : R N → R such that u r,q is finite. These spaces give in some sense a refinement of the usual Lebesgue spaces.
Theorem 8.4 . Let N, a, p, q and b satisfy the conditions (8.11) , where r is given by (8.50), the assertion follows from (8.51) and (8.52) . ✷ Remark 8.3. (a) Theorem 8.4 is well-known in the special case a = 0, see [1] , where also other cases are considered, and [25] and [16] . where Ω is a bounded domain in R N , 1 < p < N and 0 ≤ β < 1. This eigenvalue problem, together with some related elliptic problems for the p-Laplacian has been studied in [20] . We set Observe that the bounds on β and p assure that the imbedding of W 1,p 0 (Ω) in L p (Ω, |x| −βp dx) is compact (see, e.g. [20] ).
The following result holds true Theorem 8.5. Let Ω ⋆ denote the µ −βp -symmetrization of Ω. We have
where λ 1 (Ω ⋆ ) is the first eigenvalue of the problem 
