Abstract. It is shown that the diameter of a compact shrinking Ricci soliton has a universal lower bound. This is proved by extending universal estimates for the first non-zero eigenvalue of Laplacian on compact Riemannian manifolds with lower Ricci curvature bound to a twisted Laplacian on compact shrinking Ricci solitons.
Introduction
In this paper we show that the diameter of compact shrinking Ricci solitons have a universal lower bound. Recall that Ricci solitons were introduced by Hamilton in [6] and are self-similar solutions to the Ricci flow. They are defined as follows. where Ric(g) and L X respectively denote the Ricci tensor of g and the Lie derivative along X. Moreover, if X is the gradient vector field of a smooth function, g is called a gradient Ricci soliton. The Ricci soliton is said to be shrinking, steady and expanding according as γ > 0, γ = 0 and γ < 0. If X is zero, then g is Einstein, in which case we say that g is trivial. Due to Perelman (Remark 3.2, [14] ), it is known that any Ricci soliton on a compact manifold is a gradient soliton. (See [3] for a direct Riemannian proof of Perelman's result.) It is also known that any nontrivial gradient Ricci soliton on a compact manifold is shrinking ( [7] , [8] , see also [2] ) with n = dim M ≥ 4. Examples of nontrivial compact Kähler-Ricci solitons have been constructed by Koiso [9] , Cao [1] and Wang and Zhu [15] . The main result of this paper is the following. Theorem 1.2. Let M n be a compact smooth manifold with n = dim M ≥ 4. If g is a non-trivial gradient shrinking Ricci soliton on M satisfying (1), then
where d g is the diameter of M with respect to g.
We may compare this result with the case of Einstein metrics. Suppose in (1) X = 0 so that g is an Einstein metric satisfying Ric(g) = γg. Then by Myers' theorem we have
Thus for compact Einstein manifolds the diameter is bounded from above while for nontrivial compact gradient shrinking Ricci solitons the diameter is bounded from below by a universal constant. Theorem 1.2 also implies a gap result for gradient shrinking Ricci solitons on a compact Riemannian manifold, i.e., if d g is strictly less than 10π 13
√ γ , then g should be Einstein. Other different types of gap theorems for gradient shrinking Ricci solitons are known. For example, see [4] and [10] .
The proof of Theorem 1.2 is given by two steps. Assume that g is a gradient shrinking soliton with respect to a gradient vector field X. Let f ∈ C ∞ (M ) be the potential function of X. Then, the equation (1) is equivalent to
where R ij denotes the Ricci curvature. Since γ is positive, Ric(g) + Hess(f ) is positive definite. This means that Bakry-Émery geometry works on our case. Let ∆ f be the corresponding Bakry-Émery Laplacian, which is defined by
The first step of the proof of Theorem 1.2 is to show that −2γ is an eigenvalue for ∆ f . The second step is then to show that if −λ is the first non-zero eigenvalue of ∆ f then λ is bounded below by a universal constant:
This estimate is an extension of a result of Ling [12] in the case of ordinary Laplacian to the case of Bakry-Émery Laplacian. A similar type of extension has been found by Lu and Rowlett [13] who extended a result of Li and Yau [11] in the case of ordinary Laplacian to the case of Bakry-Émery Laplacian. This paper is organized as follows. In section 2 we show that that −2γ is an eigenvalue for ∆ f . In section 3 we give a proof of (4). In section 4 we prove Theorem 1.2.
An eigenfunction for the twisted Laplacian
Let M be an n-dimensional compact Riemannian manifold and g be a gradient shrinking soliton on M so that we have
with γ positive, and thus Ric(g) + Hess(f ) is positive definite. Let ∆ f be the corresponding Bakry-Émery Laplacian defined by
where ∆ = g ij ∇ i ∇ j . We normalize f so that it satisfies
Lemma 2.1. The function f is an eigenfunction of ∆ f with eigenvalue equal to −2γ.
Proof. Taking the covariant derivative of the left hand in (5) we have
Taking the trace of the above on i and j,
where R is the scalar curvature of g. Then this and the contracted second Bianchi identity
From (5) and (7), we get
Hence, there exists some constant C such that
Taking the trace of (5) on i and j, we have
From (8) and (9), we have
the constant C ′ in (10) must be zero. The proof of the lemma is completed.
Remark 2.2. Lemma 2.1 says that on a compact nontrivial gradient shrinking Ricci soliton, there always exists a eigenfunction of ∆ f with a fixed nonzero eigenvalue. A similar result holds for Fano manifolds, i.e. compact complex manifolds with positive first Chern class. If M is such a manifold and g is a Kähler metric whose Kähler form represents c 1 (M ) then there exists a smooth function f such that
It is shown in [5] that if M has non-zero holomorphic vector fields then ∆ f has eigenfunctions with eigenvalue equal to −1. The gradient vector fields of the eigenfunctions are the holomorphic vector fields.
Eigenvalue estimates for Bakry-Émery Laplacian
In this section, we extend Theorem 1 in [12] to Bakry-Émery geometry. We shall state the main result of this section in the end of this section (see Theorem 3.9).
Let (M, g, φ) be a Bakry-Émery manifold, that is to say, a triple of a Riemannian manifold M with a Riemannian metric g and a weighted volume form e −φ dV g . The Bakry-Émery Ricci curvature is defined by Ric φ := Ric(g) + Hess(φ), and the Bakry-Émery Laplacian is defined by
where Ric(g) denotes the Ricci tensor of g and Hess(φ) the Hessian of φ. Here we assume that M is compact and has no boundary. Also we assume that Ric φ is strictly positive as follows. For some constant K > 0,
Let u be an eigenfunction of the first non-zero eigenvalue −λ, i.e., ∆ φ u = −λu. We normalize u as follows. If − min u > max u, we replace u by −u. Otherwise, we keep u unchanged. Then, denoting u/ max u by the same letter u again, we can assume that u satisfies
We define a function v by
Then, v satisfies max v = 1, min v = −1, and
This estimate is weaker than the one in [12] .
Proof. At any x ∈ M , we have
We have
Integrating both sides in the above inequality with respect to e −φ dV g , we get the desired estimate. The proof is completed.
Remark 3.3. In [12] , the integral of |∇∇v| 2 over M with respect to dV g is estimated by the integral of |∇v| 2 , then it implies that λ ≥ nK. However, the same way does not hold in the case of Bakry-Émery geometry. In fact, the error terms, which come from the gap between ∆ and ∆ φ , are not cancelled.
Proof. Consider the function on M defined by
for small ε > 0. Let x 0 ∈ M be a point which P attains its maximum. The maximum principle implies
There are two cases, either ∇v(x 0 ) = 0 or ∇v(x 0 ) = 0. If ∇v(x 0 ) = 0, then
If ∇v(x 0 ) = 0, then we rotate the local orthonormal frame about x 0 such that
we have
we have ∇ i ∇ 1 v = 0. From these two equalities, we get
Then, at x 0 ∈ M , we have
Letting ε → 0, we get
for any x ∈ M . Therefore, we can get the desired estimate as the former case. The proof is completed.
Define a function Z by
where
cos t 0 {ż(t 0 ) cos t 0 − 2z(t 0 ) sin t 0 + 2 sin t 0 + 2c}. By the maximum principle, we have
Since cos 2 t = 1 − (v/b) 2 , J can be written by
As before, we rotate the local orthonormal frame about x 0 ∈ M such that
From (18) and (19), we have
Next we compute ∆J(x 0 ). At x 0 ∈ M , we have
−λ∇ j (ż cos 2 t∇ j t − 2z cos t sin t∇ j t) 
(due to (22)) and − λ(z|∇t| 2 +ż∆t) cos 2 t = −λ 2 zz cos 2 t − λż cos 2 t 1 cos t λz sin t (21), (27), (28), (29) and (30) together, we have
Dividing the two sides in the above inequality by 2λ
Therefore we get the desired inequality. The proof is completed.
Then, we have the same results as Corollary 6 and 7 in [12] from Proposition 3.5.
Corollary 3.6. Let the notations be as in Proposition 3.5.
(a) If z(t) satisfies the conditions (a), (b), (c) in Proposition 3.5,ż(t 0 ) ≥ 0 and 1 − c ≤ z(t 0 ) ≤ 1 + a, then we have
(b) Suppose that a = 0. If z(t) satisfies the conditions (a), (b), (c) in Proposition 3.5,ż(t 0 ) sin t 0 ≥ 0 and z(t 0 ) ≤ 1, then we have
Proof. The proof is the same as [12] , but we recall it for the reader's convenience. It is sufficient to show that the last term in (17) is nonnegative. First, let us prove the fist case (a). From the condition (c) in Proposition 3.5,ż(t 0 ) ≥ 0, cos t 0 ≥ 0 and z(t 0 ) > 0, then it is sufficient to show that −z(t 0 ) sin t 0 + sin t 0 + c 9 is nonnegative. When t 0 ≥ 0, we have
The last inequality in above follows from that | sin t 0 | = |ν(t 0 )/b| ≤ 1/b. When t 0 < 0, we have −z(t 0 ) sin t 0 + sin t 0 + c ≥ −(1 − c) sin t 0 + sin t 0 + c ≥ c(1 + sin t 0 ) ≥ 0.
Next we shall prove the second case (b). In this case, it is sufficient to show thaṫ
is nonnegative, because c = 0. It follows from the assumptions. Therefore, the proof is completed.
Moreover, we also have the following results which are same as Theorem 8 and Theorem 9 in [12] . Proof. The proofs of Propositions 3.7 and 3.8 are the same as [12] . So, we shall give just the outline of proofs for the reader's convenience (See the original paper [12] for the full details). The key point of the proofs is to choose right functions z(t) in (31) and (32) 
The needed properties of ξ(t) and η(t) for the proofs are studied in Section 4 of [12] . By using such properties and (31), we can show
The above implies
Let q 1 and q 2 be the two points in M such that ν(q 1 ) = −1 and ν(q 2 ) = 1 respectively. Let L be the minimum geodesic between q 1 and q 2 . Integrating the both sides of (33) along L and changing variable, then we have
.
From the properties of ξ(t) and η(t), and the definition of z(t), we can show that
Hence we have
Letting ǫ → 0, we have the desired inequality.
Next, let us see the proof of Proposition 3.8. In this case, the test function is defined by y(t) = 1 + δξ(t). Then, by using (32), we can get Z(t) ≤ y(t) for t ∈ [−π/2, π/2]. The rest of the proof is similar to that of Proposition 3.7. Proof. The proof is almost same as in [12] , because all necessary results for the proof hold in the same way as in [12] except Proposition 3.1. The proof in [12] are proceeded separately in the following cases;
• Case (A): a = 0.
• If 0 < a < 1, -Case (B-1): Remark 3.11. In [12] , it is proved that we can get the better result when n = 2 than n ≥ 3 for ordinary Laplacian. However, since our Proposition 3.1 is weaker than Lemma 3 in [12] , the same argument does not hold for Bakry-Émery Laplacian. Proof. We have only to apply Theorem 3.9 with γ = (n − 1)K. 
