The generalized gradient approximation ͑GGA͒ for the exchange functional in conjunction with accurate expressions for the correlation functional have led to numerous applications in which density-functional theory ͑DFT͒ provides structures, bond energies, and reaction activation energies in excellent agreement with the most accurate ab initio calculations and with the experiment. However, the orbital energies that arise from the Kohn-Sham auxiliary equations of DFT may differ by a factor of 2 from the ionization potentials, indicating that excitation energies and properties involving sums over excited states ͑nonlinear-optical properties, van der Waals attraction͒ may be in serious error. We propose herein a generalization of the GGA in which the changes in the functionals due to virtual changes in the orbitals are allowed to differ from the functional used to map the exact density onto the exact energy. Using the simplest version of this generalized GGA we show that orbital energies are within ϳ5% of the correct values and the long-range behavior has the correct form.
I. INTRODUCTION
The generalized gradient approximation 1, 2 ͑GGA͒ for the exchange functional in density-functional theory 3 ͑DFT͒ in conjunction with accurate expressions for the correlation functional ͓e.g., Lee, Yang, and Paar 4 ͑LYP͒ or PerdewZunger 5 ͑PZ͔͒ have led to numerous applications 6 in which DFT compares quite well with experiment and with the most accurate ab initio calculations for properties such as structure, bond energy, and reaction activation energies. Consequently, DFT is now in routine use for a number of fundamental properties of chemical and physical systems. Despite these successes there remain problems. The orbital energies from the Kohn-Sham auxiliary equations used with DFT differ from the ionization potentials by a factor of about 2. This suggests that electronic excitation energies, and properties depending on a sum over excited electron states ͑such as nonlinear-optical properties, chemical shielding, and London dispersion͒, may also be significantly in error.
In this paper we consider a generalization of the GGA in which the functional relationship between density and energy for the virtual changes in the orbitals are allowed to differ from the relationship between the exact density and the exact energy. Using the simplest such generalization of GGA ͑de-noted GGGA͒, we find that the orbital energies are within ϳ5% of the exact values and that the long-range potentials of the Kohn-Sham equations have the correct form.
In Sec. II we develop the GGGA function and in Sec. III we apply it to several systems. Section IV discusses various aspects of the GGGA.
II. THE FUNCTIONAL OF DFT
A. DFT review Hohenberg and Kohn 3 showed that there is a one-to-one mapping between the ground-state density 0 and the ground-state energy E 0 of any system. We shall denote as O 0 this mapping ͑1͒ of the exact ground state density of any system onto the exact ground-state energy,
In order to calculate the correct density 0 of a system, one uses the variational principle to consider all changes in the density 0 → allowed by the Pauli principle and select the one leading to the lowest energy. Thus it is useful to define the mapping O ͑2͒ that converts any arbitrary density with the corresponding energy
This density need not correspond to any physical system but it must be allowed by the Pauli principle. In current DFT calculations the functional O plays the double role of deriving the Euler-Lagrangian equation for calculating the orbitals that lead to 0 and calculating E 0 from 0 once 0 is known. Using the mapping O x for the exchange energy of a uniform electron gas, Kohn and co-worker Sham 3 provided a prescription for including the Pauli principle ͑N is the representability of the density͒ in calculating the ground-state properties. Namely, the density is derived from one-particle orbitals that are solutions of a set of Euler-Lagrangian oneparticle equations derived from the variational principle. Following convention, we shall use the word energy functional to denote both the mapping O and the energy E. In all previous forms of DFT, from Thomas and Fermi 7 to Becke 2 and Perdew et al., 1 it has been assumed that OϵO 0 . The GGA ͑Refs. 1 and 2͒ extends the description of exchange to include the effect of inhomogeneity in the density gradient, ␥ϭ͉᭞ ͉. This new mapping for the exchange term O x involves first getting the gradient ␥ and then mapping ͑,␥͒ to E. By modeling the ground-state electron density of atoms, Perdew et al. 2 and Becke 2 found an exchange energy functional E 0 x ͓͔ that is reasonably accurate for a variety of systems
Indeed the use of Eq. ͑3͒ leads to significant improvements in the total energy calculations. For the variations used to obtain the Euler-Lagrangian equations for 0 , GGA assumes E x ͓͔ϵE 0 x ͓ 0 ͔, as usual. While improving E tot , the GGA does not improve the eigenvalues.
B. Kohn-Sham equations
In Kohn-Sham ͑KS͒ theory, the energy functional is defined as
which is assumed to hold for arbitrary . T 0 ͓͔ is the kinetic energy for the antisymmetrized product wave function ͑inde-pendent electrons͒, E Coul ͓͔ is the classical Coulomb energy term, E ext ͓͔ is potential energy between electrons and ions, E x ͓͔ is the exchange energy, and E c ͓͔ includes all corrections in these quantities due to electron correlation. The local-density approximation ͑LDA͒ uses the expression for a free-electron gas
and assumes Eq. ͑5͒ to be valid even when the density is not constant. 
where
and
Neglecting electron correlation, E c ͓͔ϭ0 leads to the exchange-only theory, which for LDA is
LDA predicts fairly accurately the structure for molecules and crystals, but leads to cohesive energies much too large.
C. Generalized gradient approximation
To account for inhomogeneities, the GGA considers the exchange-energy functional to have the form
is the measure of inhomogeneity. Here k F ϭ( 3 2 ) 1/3 1/3 is the Fermi wave vector for a homogeneous electron gas with density . For the homogeneous electron system, sϭ0, 2 Figure 1͑a͒ shows the (1s) ͑Ref. 2͒ isoelectronic series, where the E x only involves the self-interaction energy. We see that the factor F(s) falls nearly onto a single curve. However F(s)→0.8 as s→0, whereas GGA assumes that F(s)→1.0 as s→0. This discrepancy arises because here s→0 corresponds to r→0 where high densities and near constant gradients lead to small s. However, the volume of this region is small, contributing little to E x . Figure 1͑b͒ shows the F(s) for H 2 where we see two major branches near sϭ0. One corresponds to the bond midpoint where ٌϭ0 (F→1) and the other is from regions near the nucleus (F→0.85). Figure 1͑c͒ shows that carbon atom leads to increased scatter in F(s), but the F(s) fall more or less on one curve. with
To determine F(s) we calculated F(r)ϭe
Here ϭ0.5 is the density of spin component and b ϭ0.0042 a.u. comes from fitting to various atoms and ions.
Despite the scatter we see that the Becke formula ͑14͒ cap-tures the overall form of the exact results and provides a good description in the region of sϭ0.5 to 2.0 where is significant. Equation ͑14͒ reproduces the asymptotic behavior for energy density ⑀ x (r),
for atoms, 2 as can be checked by substituting Eq. ͑16͒ into Eq. ͑14͒,
On the other hand, for an atom the potential v x (r) should satisfy the asymptotic behavior
However, using Eq. ͑14͒ in Eq. ͑13͒ with an expontially decaying density, Eq. ͑16͒ does not lead to Eq. ͑17͒ for r→ϱ. That is, in GGA v x does not satisfy the asymptotic behavior for atoms. In fact using Eq. ͑16͒ in Eqs. ͑14͒, ͑11͒, and ͑9͒ and examining the asymptotic behavior, we find v x →Ϫ2.89/␣r 2 at large r. GGA improves upon LDA significantly for total energy calculations of atoms and molecules. 7 However, Table I shows that the orbital energies ͑Koopman theorem IP͒ are low by about 50%. To eliminate any ambiguity caused by possible flaws in the analytical fit ͑14͒, we also used directly the F͓s(r)͔ and dF/ds from Hartree-Fock ͑HF͒ in Eq. ͑13͒, again finding that the eigenvalues 9 are not improved. This demonstrates that the failure to reproduce the correct eigenvalues is an intrinsic flaw of the exchange functional ͑11͒ used with GGA. Since the orbital energies are the basis of describing electronic properties, it is important to correct these errors in calculated eigenvalues.
D. The new functional
The foundation of DFT is Eq. ͑1͒; there exists a universal functional that maps the exact density 0 of any system onto the exact energy E͓ 0 ͔. However, to derive the one-particle equation ͑6͒, we need to consider all possible changes in the orbitals for the wave function, Eq. ͑2͒, that may involve nonphysical changes in 0 . Thus it is not necessarily the case that OϭO 0 .
We propose to generalize the GGA approach by choosing the O in such a way that O→O O as → 0 and the correct asymptotic behavior is obtained as r→ϱ for both the energy density ⑀ x (r) and the one-particle potential v x (r).
As a simple form for this generalized GGA ͑GGGA͒ for the exchange-energy functional, we propose F͑s 0 ͒.
Thus far we have not specified the spatial dependence of ␤; it could depend on 0 (r), ٌ 0 (r), etc.
Since the GGGA functional requires as a generalized parameter the ground-state density 0 , which is unknown, the evaluation of the E x ͓͔ is done iteratively. Our procedure is to set ϭ 0 after taking the variation From 
is exactly the exchange potential of a homogeneous electron gas averaged over k, the orbital quantum number for the uniform gas, ͑see the Appendix͒ obtained originally by Slater.
9,10 Kohn and Sham 3 showed that applying the variational principle to Eq. ͑4͒ using Eq. ͑5͒ leads to Eq. ͑6͒ with Eq. ͑10͒ rather than with Eq. ͑27͒. That is, KS obtained an exchange function that is 3 . This led to the X ␣ version of the LDA in which ␣ was considered as a variable ͑␣ϭ 2 3 for KS, ␣ϭ1 for Slater͒. Both approaches employ the uniform electron-gas expression but in different ways ͑total energy versus the potential͒. The GGGA functional unifies these two approaches and resolves this paradox by showing that ␣ϭ 2 3 is correct for the total energy ͑as shown by Kohn and Sham͒ while ␣ϭ1 is correct in the one-particle equation ͑as shown by Slater͒. For a nonhomogeneous electron system, the gradient factor F(s 0 ) in GGGA plays the role of setting the scale.
III. RESULTS
We have tested the simplest GGGA functional on several atoms and molecules. The results are listed in Tables II, III , and IV. All structures were fixed at the equilibrium geometry calculated from DFT using the Becke LYP ͑BLYP͒ exchange and correlation functional. 2, 4 A. Orbital energies Table II lists the energies of the highest-occupied molecular orbitals ͑HOMO͒, along with the total energy for several atoms and molecules. With GGGA we see that the average error in the orbital energy is about 5% whereas with GGA and LDA it is about 50%. All orbital eigenvalues are improved significantly as shown in Table III . The GGGA functional ͑24͒ leads to the same accuracy and sometime better than the more elaborate procedure based on orbital representation of exchange operators, e.g., that of Sahni 8 or Talman and Shadwick. 
B. Excitation energy
To estimate the energy gap ͑i.e., the lowest excitation energy͒ we used E g ϭ⑀ LUMO Ϫ⑀ HOMO where ⑀ denotes the orbital energy and LUMO denotes the lowest unoccupied MO. In Table IV , we compare the results calculated with HF, GGGA without correlation, BLYP, and GGGA with correlation. For GGGA with correlation, we used the prescription, v c ϭ2⑀ c , similar to the case of v x (r). However, the results are not sensitive to this choice. We found that both ⑀ HOMO and ⑀ LUMO shift down, leading to gaps similar to that by BLYP.
IV. DISCUSSION

A. Self-interaction corrections
Because E Coul ͓͔ in Eq. ͑4͒ is the energy for the density interacting with itself, it includes the energy of each electron functional by studying the total energy-related properties. This should help the search for the exact density functional that simultaneously leads to the proper dynamical equations for solving for 0 and the total energy functional for E tot . Such an energy functional would provide the best singleelectron representation of a many-electron problem. Summarizing, based on a reexamination of the foundation for DFT we have proposed the generalized GGA functional. Even in its simplest form the GGGA functional leads to a significant improvement in the single-particle eigenvalues. It has several attractive features: ͑1͒ it leads to the correct asymptotic behavior, v x (r)ϭ2⑀ x (r)→Ϫ1/r as r→ϱ for atoms, ͑2͒ it satisfies the global constraints for the selfinteraction correction, and ͑3͒ it resolves the discrepancy on whether the uniform electron gas expression should model the potential ͑Slater͒ or the total energy ͑Kohn-Sham͒. We anticipate that this GGGA type of functional can be further improved to provide more accurate results for DFT.
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APPENDIX: A DERIVATION OF THE SLATER EXCHANGE POTENTIAL "REF. 10…
For a free-electron gas 
͑A3͒
where we used
