Abstract. We formulate the previous classification of differential calculi on bicrossproduct quantum groups k(M )◮⊳kG associated to a group factorization X = GM directly in terms of certain conjugacy classes in X and representations of isotropy groups. We show that the differential calculi are all inner, and obtain general formulae for their Cartan calculus of differential forms. As examples, we describe the differential calculi, exterior algebras and noncommutative de Rham cohomology for bicrossproducts k(Z 2 )◮<kZ 3 , k(Z 6 )◮⊳kZ 6 , k(S 3 )◮⊳kZ 6 and k(Z 6 )◮⊳kS 3 .
Introduction
Bicrossproduct Hopf algebras [1, 2, 3] associated to group factorizations X = GM have become increasingly important in recent years. For Lie groups they were proposed as nontrivial noncommutative geometries (in connection with quantum gravity) in [4] and as quantum isometry groups of noncommutative spacetimes in [5] . More recently they have played a role in computing cyclic cohomology [6] as well as in the renormalisation of quantum field theories [7] . In this paper we limit ourselves to the case of finite group factorizations. Finite groups function algebras k(M ) have been popular recently as examples of discrete geometries using noncommutative geometry (even though the algebra is commutative), see [8, 9, 10, 11, 12, 13] . We work over a field k of characteristic zero; most constructions work over a general field with suitable care. In such examples one can work very algebraically with the algebra of differential forms and the exterior derivative or 'Cartan calculus'. In this paper we bring these two strands together with a full description of the differential forms and Cartan calculus on finite group bicrossproduct quantum groups.
Given a group factorization the first remark is that each group acts on the other by actions ⊲, ⊳ defined by su = (s⊲u)(u⊳s) for u ∈ G and s ∈ M . They obey s⊳e = s, e⊲u = u, s⊲e = e, e⊳u = e (s⊳u)⊳v = s⊳(uv), s⊲(t⊲u) = (st)⊲u (1) s⊲(uv) = (s⊲u)((s⊳u)⊲v), (st)⊳u = (s⊳(t⊲u))(t⊳u) and conversely such a matched pair of actions allows to construct X = G ⊲⊳ M by a double cross product construction [14] . Moreover, at least in the finite case it means that the group algebra kG acts on k(M ) and k(M ) coacts on kG. The bicrossproduct k(M )◮⊳kG is by definition the cross product algebra >⊳ by the action and cross coproduct coalgebra ◮< by the coaction. We recall the explicit structure in the preliminaries. Those differential calculi (Ω 1 , d) on such bicrossproduct quantum groups which are bicovariant in the sense of [15] were already classified by E.J. Beggs and the middle author in [16] in terms of orbits in a certain quotient space of X and their isotropy groups, which is the starting point of the present paper. In the first place we give a more explicit description of this classification as the decomposition into conjugacy classes of a certain Z ⊂ X. This is in the preliminary Sections 2,3. We also make a shift of conventions from left modules to right modules which is not straightforward. In Section 4 we arrive at the genuinely new results which are an algebraic description of the 'Cartan calculus' of differential forms for each choice of classification datum. This was missing from [16] beyond some handworked examples, i.e. our general description of the Cartan calculus for a general bicrossproduct is new. It opens the way to 'gauge theory' and 'gravity' and other geometry that one would like to do on bicrossproducts and for which the Cartan calculus is the only practical and algebraic tool. An important corollary in Section 4 is that such calculi are always inner, i.e. we find an invariant 1-form θ such that
for all 'functions' f in the quantum group. The same θ also generates d on differential forms by graded-commutator. This inner property is important in noncommutative geometry where a similar role is played by the 'Dirac operator' in the approach of [17] . We do not regard θ geometrically as a Dirac operator, however.
Section 5 studies the important case where the action of G is trivial (or M is normal), i.e. for the cross coproduct Hopf algebras k(M )◮<kG. If G is Abelian with character groupĜ then this Hopf algebra is isomorphic via Fourier transform to k(M ⊲<Ĝ) reducing it to the known group case where calculi are classified by conjugacy classes. This provides a nontrivial check of our general theory.
Last but by no means least, we demonstrate our methods on some interesting examples of bicrossproducts in Section 6. We compute the Cartan calculus including the low degrees of the exterior algebra and the noncommutative de Rham cohomology. They include what appear to be the simplest examples of nontrivial finite group bicrossproducts where both actions are nontrivial and are the first to have been computed explicitly in a fully algebraic form. Among them is k(Z 6 )◮⊳kS 3 which is [18] isomorphic to a quantum double and hence strictly quasitriangular (not coquasitriangular, for which methods already exist [19] ). Among all bicrossproducts, another case where the noncommutative geometry is known is the Planck scale Hopf algebra k[x]◮⊳k [p] in [20] . An extension of the present general method to the Lie case would be an important direction for further work.
preliminaries
Let X = GM be a finite group factorization. The bicrossproduct Hopf algebra A = k(M )◮⊳kG has basis δ s ⊗ u where s ∈ M, u ∈ G and δ s is the Kronecker delta-function in k(M ). The product, coproduct ∆ : A → A ⊗ A, counit ε : A → k and 'coinverse' or antipode S : A → A for a Hopf algebra are (δ s ⊗ u)(δ t ⊗ v) = δ s⊳u,t (δ s ⊗ uv), ∆(δ s ⊗ u) = ab=s δ a ⊗ b⊲u ⊗ δ b ⊗ u (2) 1 = s δ s ⊗ e, ε(δ s ⊗ u) = δ s,e , S(δ s ⊗ u) = δ (s⊳u) −1 ⊗ (s⊲u) −1 (3) We use the conventions and notations for Hopf algebras in [14] . The point of view in the paper is that A is like functions on a group and ∆, ε, S encodes the 'group' structure. Similarly, an action of this 'group' is expressed as a coaction of A, which is like an action but with arrows reversed. Meanwhile, the dual H = A * = kM ⊲◭k(G) is also a bicrossproduct, with (s ⊗ δ u )(t ⊗ δ v ) = δ u,t⊲v (st ⊗ δ v ), ∆(s ⊗ δ u ) = xy=u s ⊗ δ x ⊗ s⊳x ⊗ δ y (4) 1 = u e ⊗ δ u , ε(s ⊗ δ u ) = δ u,e , S(s ⊗ δ u ) = (s⊳u) −1 ⊗ δ (s⊲u) −1 (5) We use the Drinfeld quantum double D(H) = H * op ⊲⊳ H built on H * ⊗ H in the double cross product form [3] , see [14] . In the present case of H = kM ⊲◭k(G), the double was computed in [18] and the cross relations between H and H * op are
where
We use, and will freely use basic identities such as:
It was shown in [18] that D(H) is a cocycle twist of the double D(X) = k(X)>⊳kX, meaning in particular that its category of modules is equivalent to that of X-crossed modules in the sense of Whitehead. Next, we need the notion of a bicovariant differential calculus over any Hopf algebra A. A differential calculus over any algebra A is an A − A-bimodule and a linear map d : A → Ω 1 such that d(ab) = adb + (da)b for all a, b ∈ A and such that the map A ⊗ A → Ω 1 defined by adb is surjective. In the Hopf algebra case we require bicovariance in the sense of Ω 1 is also an A − A-bicomodule via bimodule maps and d a bicomodule map [15] , in which case one may identify
where Λ 1 is the space of invariant 1-forms. It forms right A-crossed module (i.e. a compatible right A-module and A-comodule or right module of the Drinfeld double D(A) in the finite dimensional case). The (co)action on Ω 1 from the left are via the (co)product of A, while from the right it is the tensor product of that on A and on Λ 1 . Then the classification amounts to that of Λ 1 as quotient crossed modules of A + = ker ε ⊂ A. Also, a calculus is irreducible (more precisely one should say 'coirreducible') if it has no proper quotients. Then as in [19] we actually classify the duals L = Λ 1 * , which we call 'quantum tangent spaces', as irreducible crossed submodules of H + = ker ε ⊂ H under D(H), where H is a Hopf algebra dual to A. Finally, we note that the category of A-crossed modules is a braided one (since the Drinfeld double is quasitriangular) and hence there is an induced braiding ψ :
which can be used to define an entire 'exterior algebra' Ω(A) = A ⊗ Λ. The invariant forms Λ are generated by Λ 1 with 'antisymmetrization' relations [15] defined by ψ. We will use these notations and concepts throughout the paper.
Therefore the first step to the classification is to understand the D(H)-modules where H = kM ⊲◭k(G), and in particular the canonical one on H + . In the remainder of the section we give some very specific algebraic preliminaries on such D(kM ⊲◭k(G)) modules which will be needed, following the method of [18] [16] but with a useful switch from left to right modules. This is not simply a routine leftright reversal of [18] [16] as the bicrossproduct is not itself being reversed, but the spirit is the same and therefore the proofs are omitted. Note that a D(H) right module means a compatible right module of H and left module of H * (or right module of H * op ). 
(ii) M -graded left G-module such that u⊲w = w ⊳u −1 , for all u ∈ G, where denotes the M -degree of a homogeneous element w ∈ W . (iii) Bigraded by G, M together and mutually "cross modules" according to
The corresponding action of the quantum double is given by
and the induced braiding is
In particular, D(H) acts on H by the standard right quantum adjoint action of H and by the left coregular action of H * :
where g, h ∈ H, a ∈ H * , and ∆h = h (1) ⊗ h (2) is the Sweedler notation. A routine computation from the Hopf algebra structure of kM ⊲◭k(G) yields these as
Comparing these with the form of the actions in Proposition 2.1 we find easily that the gradings, the M-G actions for the right canonical representation of D(kM ⊲◭k(G)) on W = kM ⊲◭k(G) and the induced braiding are
Following the spirit of [18] we can also give right D(H)-modules in terms of the right modules of the quantum double D(X) = k(X)>⊳kX of the group X, where the action is by Ad. Explicitly, its Hopf algebra structure is
and suitable formulae for the counit and antipode. It was shown in [18] that there is an algebra isomorphism Θ :
A straightforward computation shows that its inverse is
Hence D(H) and D(X) modules correspond under these isomorphisms.
On the other hand, it is known that D(X)-modules W are nothing other than crossed modules in the sense of Whitehead, see [14] , i.e. given by X-graded Xmodules with grading || || and (right) action⊳, say, compatible in the sense ||w⊳x|| = x −1 ||w||x for all x ∈ X acting on homogeneous w ∈ W . The corresponding action is of course
It is easy to see that the correspondence with the gradings and actions in Proposition 2.1 is
∀w ∈ W, us ∈ X. Therefore the canonical representation of D(H) can be identified with such an X-crossed module. Before giving it, following [16] , we identify the vector space kX spanned by X with the vector space W = kM ⊲◭k(G) via vt ≡ t ⊗ δ v . Then 
Finally, we are actually interested in the canonical action not on H but on H + . This is [19] the right quantum adjoint action as before and h⊳a = h (1) < h (2) , a > − < a, h > 1 for all h ∈ H + . It is arranged so that the counit projection to H + is an intertwiner. Therefore in our case
is a intertwiner between this action ⊳ (viewed as an action of D(X)) and the action (9) defined by the crossed module structure.
Quantum tangent spaces in kM ⊲◭k(G)
We are now ready briefly to reformulate the Beggs-S.M. classification [16] for the quantum tangent spaces L ⊂ H + of bicrossproduct quantum groups H = kM ⊲◭k(G), but in a more suitable form needed for the Cartan calculus in the next section. Our technical innovation is to rework the theory in terms of a subset Z ⊂ X, which leads to a useful simplification.
is manifestly invariant under conjugation in X since (us) −1 ||vt||us = ||vt⊳us||, for all vt, us ∈ X as an expression of the X-crossed module structure of kX in Proposition 2.2. Working with Z is obviously equivalent to working as in [16] with the quotient X/ ∼, where x ∼ y if N (x) = N (y). Moreover, orbits under⊳ as in [16] just correspond to conjugacy classes in Z. We denote respectively by G z and C z the centralizer and the conjugacy class in X of an element z ∈ Z. Clearly, Z is the partition into conjugacy classes of its elements. Proof. Statement (i) is immediate. We now prove (ii). The action of δ z ∈ D(X) denoted by⊳δ z is a projection operator that projects kX onto J z . Then we have kX = z∈Z J z . Since Z is a partition by the conjugacy classes C z , we have
For a chosen conjugacy class C, let us set
The operator π C is a projection of kX onto M C . To show that M C is a right D(X) representation , it is enough to show that the action⊳(δ x ⊗ y) of any δ x ⊗ y ∈ D(X) commutes with π C . We note that in D(X), yδ z = δ yzy −1 y. Next we have
from which we have
From now we fix a conjugacy class C 0 of an element z 0 ∈ Z , denote by G 0 the centralizer of z 0 in X and set J 0 = kN −1 (z 0 ).
.. ⊕ J n be the decomposition into irreducibles under the action of G 0 . For each z =z −1 z 0z ∈ C 0 , we set J iz = J i⊳z ( this does not depend on the choice ofz), then
Proof. First of all we prove that J iz does not depend on the choice ofz. Indeed suppose thatz −1 z 0z = y −1 z 0 y = z ′ . Then we have yz −1 ∈ G 0 which implies that
Next, by equivariance of N one shows easily that J iz ∩J iy = {0} ifz −1 z 0z = y −1 z 0 y. So M i as shown is a direct sum. Reasoning as in [16] with suitable care, we now show that M i is a right k(X)>⊳kX-module. Let P i : J 0 → J 0 be a right G 0 -map which projects to J i ⊂ J 0 with all other J j contained in its kernel. Let us define the map
One checks easily that Q i is a projection onto M i . We now show that Q i commutes with the action of k(X)>⊳kX. Let δ a ⊗ b ∈ k(X)>⊳kX. We compute
by (13) if we set z η := η −1 z 0 η = bzb −1 = zz b −1 then η is not unique and one of its values iszb −1 . Moreover one checks easily that
We next choose η such that ηbz −1 ∈ G 0 ( e.g η =zb −1 ) then⊳ηbz −1 commutes with P i . Moreover, since⊳δ ηaη −1 is zero or identity, it commutes also with P i hence so does⊳(δ ηaη −1 ⊗ ηbz −1 ). We have
where we used also ( On the other hand we check that m z ′ is obtained from m by the action of
On the other hand we have
We therefore have a decomposition of kX into irreducibles, for every choice of conjugacy class C of an element z 0 ∈ Z and every irreducible subrepresentation of the centralizer of z 0 in X. The converse also holds:
under the action from Proposition 2.2. Then as vector space, M is of the form
For some conjugacy class C in X of z 0 ∈ Z and some irreducible subrepresentation 
The argument here is the same as in [16] . We note that the element z 0 is not strictly part of the classification of the differential calculi. In fact an irreducible bicovariant differential calculus is defined by a conjugacy class C and a irreducible D(X)-subrepresentation M ⊂ kX such that ||M|| = C, where ||M|| denotes de set of images by ||.|| of homogeneous elements of M. It does not depends on the chosen element in C. In the other words if
with M 0 an irreducible subrepresentation of J z0 under the action of the centralizer of z 0 then for any z 1 ∈ C we can write also M as
where M 1 an irreducible subrepresentation of J z1 under the action of the centralizer of z 1 . This follows from Proposition 3.3. Indeed giving M = z∈C (M 0⊳z ), and Proof. For case (i) the action of X on kX in Proposition 2.2 is t⊳s = s −1 ts, Z = M . For any conjugacy class C 0 of an element t ∈ M we denote by C the conjugacy class of t −1 and we have
e the basis of L * is labelled by a conjugacy class as usual. For case (ii) the action of X on kX is v⊳u = vu, ||v|| = e, ∀v ∈ G. Hence Z = {e} so that we are in case (b) of the theorem. Therefore the quantum tangent spaces L ⊂ H + are isomorphic to the irreducible subrepresentations V ⊂ kG as stated.
For case (iii) we have Z = M . The action of X on itself is vt⊳us = vu.s −1 ts. Let us consider a conjugacy class C t
which leads to M 0 of the form M 0 = V.t 0 , where V is as mentioned, hence
where C t0 is the conjugacy class of t 0 in M. ⋄ The calculus in case (iii) is a product of calculi on G, M for the cases (i) and (ii) and has the product of their dimensions.
Cartan calculus on k(M )◮⊳kG
We are now ready to proceed to our main results. Let A = k(M )◮⊳kG be the dual of H = kM ⊲◭k(G). Our goal is to find an explicit description for the calculus corresponding to each choice of classification datum. This amounts to a description of the differential forms and the commutation relations with functions and d, i.e. a 'Cartan calculus' for the associated noncommutative differential geometry.
We fix a conjugacy class C of an element z 0 ∈ Z, an irreducible right subrepresentation M 0 ⊂ J z0 of the centralizer of z 0 , and the corresponding nontrivial irreducible right D(H)-module M = z∈C (M 0⊳z ) as in Theorem 3.4 above. For each z ∈ C we fix one elementz so that z =z −1 z 0z and we setC = {z| z ∈ C}. As we saw above, M = z∈C (M 0⊳z ). We now choose a basis (f i ) i∈I of M 0 (I is finite)and set
We recall that here⊳ is the action of X on itself defined in Proposition 2.2.
Using the direct sum in the decomposition of M and the fact that (f i ) are linearly independent, one checks easily that (f iz ) are linearly independent too. By definition, (f i ) are homogeneous of degree z 0 . This implies that each f iz is homogeneous of degree z since for homogeneous w,
In what follows, we identify M with the quantum tangent space L as isomorphic vector spaces via Π. The dual Λ 1 of L is equipped with the dual basis (e iz ) of the basis (f iz ). We recall the factorization (10) of an X-grading into an G-grading | | and an M grading .
for all i, j ∈ I, z, z ′ ∈ C and u ∈ G.
Proof. Setting f jz ′⊳u −1 = ih α ih f ih , we see that if < e iz , f jz ′⊳u −1 > = 0 then the coefficient α iz of f iz in the previous decomposition of f jz ′⊳u −1 is nonzero. Applying ⊳u we deduce that the coefficient of f iz⊳ u in the decomposition
is nonzero. Since f jz ′ is homogeneous we have ||f jz ′ || = ||f iz⊳ u|| = u −1 ||f jz ||u by the crossed module property, i.e. z ′ = u −1 zu. Applying (10) this is equivalent to
Applying group inversion, this is equivalent to
The M part of this is f jz ′ = f iz ⊳u. ⋄
We are now ready to follow the usual prescription as explained in the preliminaries to build (Ω 1 , d) as a differential bimodule, namely we set:
a.e iz = a ⊗ e iz , e iz .a = a (1) ⊗ e iz ⊳a (2) where Π Λ 1 denotes the projection of A + on Λ 1 adjoint to the injection L ⊂ H + . We have the following : 
(ii) The right module structure according to commutation relations between "functions" and 1-forms:
where ρ * u is the adjoint action of the action⊳u.
(iii) The exterior differential:
where < δ vt , f iz > is the pairing between k(X) and its dual kX.
Proof. In principle it is possible to write down very complex expressions for the definitions of d and the bimodule structures in terms of the Hopf algebra structure and our choice of data C, z 0 , G 0 , M 0 etc. to obtain these results. However, once the formulae have been obtained it is rather easier and more instructive to directly verify that they do indeed define a differential calculus as required. We limit ourselves to this direction. We first show that relations in (ii) define a structure of right A-module i.e e iz .(δ s δ t ) = (e iz .δ s ).δ t , e iz .uv = (e iz .u).v and e iz .(uδ s ) = (e iz .u).δ s for all s, t ∈ M and u, v ∈ G. The last equality is the consistency of the cross product in A with the equality e iz .(δ s ⊗ u) = (e iz .δ s ).u which is part of (ii). The first equality is straightforward. Before we check the two other, we compute
where we used (8) 
as expected. Similarly, using the definitions of the commutation relations and equations (17) and (18) we check easily that (e iz .u).δ s = e iz .(uδ s ).
We (19) on the other hand
We now show that d(uδ s ) = duδ s + udδ s . Since in A, uδ s = δ s⊳u −1 ⊗ u, we are going to show equivalently that δ s⊳u −1 du + d(δ s⊳u −1 )u = duδ s + udδ s . A short computation using Lemma 4.2 gives
where we also used (18) .
Finally, from the definition of du and d(δ s⊳u −1 ), we have immediately Proof. The relations θδ s − δ s θ = dδ s and θu − uθ = du are obtained from the definitions in Theorem 4.3. ⋄
Once the first order differential calculus is defined explicitly, we need also the braiding ψ induced on is obtained from the commutation relation e a .α = α (1) ⊗ e a ⊳α (2) for all α ∈ A as (ε ⊗ id)(e a .α) = e a ⊳α. This gives in our case
for all t ∈ M and u ∈ G. We now compute (t ⊗ δ v )⊲e a , the adjoint of the action f a ⊳(t ⊗ δ v ). We recall from Section 2 that the latter is given in terms of the action
where Θ is the isomorphism there. We have
reasoning as in the proof of Lemma 4.2, we have
Solving the Kronecker term ||f a⊳ (t⊳v)
and (t⊲v)
Finally, using (22) and (23) we write (21) as 
5. Differential calculi on cross coproducts k(M )◮<kG.
Now that we have the Cartan calculus for general bicrossproduct Hopf algebras, we specialize to the important case where X = G>⊳M or A = k(M )◮<kG, a cross coproduct. These are the 'coordinate' algebras of semidirect product quantum groups H. In this case some further simplifications are possible.
We start with a general observation about the structure of Z for general X = GM . As usual, u, v, g... are elements of G and s, t,s... are those of M .
Proposition 5.1. (i) For general X = G.M, the set Z is given in terms of conjugacy classes
and for any fixed conjugacy class C M ⊂ M, the set
is a conjugacy class in X .
(ii) In the semidirect case X = G>⊳M , the map
from the set of conjugacy classes of M to that of conjugacy classes of X contained in Z is one to one.
Proof. We first note that the map C Z is not one to one in general (e.g. for the Z 6 .Z 6 example in the next section, C M t and C M t −1 are different and have the same image through C Z ). In the semidirect case X = G>⊳M this map is one to one since
Next let z 0 = ||v 0 t 0 || = v denote the conjugacy class of z 0 (also that of t
we prove that
Indeed we have
5.1.
Canonical calculus for the case X = G>⊳M . Now we specialize to the semidirect case X = G>⊳M . As we saw above, an irreducible differential calculus on A is defined by a conjugacy class (of t (
(v) There is a canonical choice of M 0 (hence a canonical choice of an irreducible calculus on A) defined by a conjugacy class
C M 0 ⊂ M .
Proof. (i) is evident. For (ii) and (iii) we have
= {us ∈ X, u.st 0 = (t 0 ⊲u).t 0 s} = {u.s ∈ X, u = t 0 ⊲u and st 0 = t 0 s} = N 0 .cent(t 0 ) For (iv), the action of G 0 on J 0 = kN 0 .t 0 is given by
For (v), the element
is the corresponding quantum tangent space with dimension |C X 0 |. So, to any conjugacy class of M (or any irreducible differential calculus on k(M )) corresponds a canonical irreducible differential calculus on A. Here, we made a convention that the null calculus corresponds to t 0 = e. ⋄ As a concrete and important example, we consider now X = G>⊳G where the action is by conjugation. In this case A = k(G)◮<kG = D(G)
* is the dual of the quantum double of the group algebra kG. Then Proposition 5.2 reads Corollary 5.3. When M = G and X = G>⊳G by conjugation, we have
Proof. We check easily that N 0 becomes cent(t 0 ) and the results stated follow immediately from Proposition 5.2 ⋄
Moreover, part (v) of Proposition 5.2 says that any irreducible differential calculus on k(G) extends to a canonical irreducible differential calculus on A = D(G)
* . We describe it explicitly. Let 0s i . To avoid confusion we use here the following notation: s i is always in M and we let denote the identity map from M to G, so s i denotes the same element in G. As usual, in any expression g.t ∈ X, we have g ∈ G and t ∈ M. Then by (i) of Corollary 5.3, each element z ij of C X 0 is of the form
The elementss i define z ij ∈ X such that z ij = z ij
0 z ij and we have z ij =s isj −1 .s j .
Indeed if we set g ij =s isj −1 .e =s isj then we have
We are now in position to compute the Cartan relations for the calculus defined by
We label the basis of M using elements of
and then denote by (e zij ) the dual basis of (f zij ). 
Proof. From the definition of⊳ we have for all 0 ≤ p, q, j ≤ N
On the other hand, f zpq⊳ s −1 j is homogeneous and should be linear combination of f zij , 0 ≤ i, j ≤ N. But the later have different degrees then we deduce that f zpq⊳ s −1 j is linear combination of only one of them, the one whose degree is ||f zpq⊳ s 
we have
where we use the fact that for v ∈ cent(t 0 ),s j = vs i =⇒s j −1 t 
) on D(G)
* is exactly the differential calculus defined on k(G) by C t0 in Proposition 4.6(i) after suitable matching of the conventions. These results from our theory for bicrossproducts are in agreement with calculi on D(G)
* that can be constructed by entirely different methods [19] via its coquasitriangular structure.
5.2.
The case X = G>⊳M with G Abelian. It is known [14] that if G is Abelian then kG ≃ k(Ĝ) whereĜ is the group of characters of G. Then
The product in M ⊲<Ĝ is (t.ψ)(s.φ) = (ts. (ψ⊳s)φ) where we denote the element (t, ψ) by t.ψ, using factorization notation. The action of M onĜ is (ψ⊳s)(u) = ψ(s⊲u), ∀s ∈ M, ∀u ∈ G.
Since A is isomorphic to the algebra of functions on a group, it follows that the irreducible bicovariant differential calculi on A from the general theory above must correspond to nontrivial conjugacy classes of M ⊲<Ĝ. In this section we explicitly construct the underlying one to one correspondence. For the first direction, letĈ 0 be a nontrivial conjugacy class of t 0 .ψ 0 in M ⊲<Ĝ. This class defines an irreducible bicovariant differential calculus on A = k(M ⊲<Ĝ) whose quantum tangent space is
From this we determine M ⊂ X as
Then we take as conjugacy class C X in Z that determined by the conjugacy class C 
Proof. Statement (i) holds sincê
For (ii) it is enough to show that the element Π −1 (t 0 .ψ 0 − e)⊳δ t 
and
which is nonzero since (u.t 0 ) u∈N0 are linearly independent in kX and ψ 0 (u) ∈ k * . ⋄ For the second direction, we suppose that we are given a nonzero irreducible bicovariant differential calculus on A defined (say) by an irreducible subrepresentation M ⊂ X under the action of D(X). We need to construct a conjugacy clasŝ C ⊂ M ⊲<Ĝ such that the differential calculus defined on A byĈ coincides with that defined by M, i.e., First of all, we note that H is the group algebra k.M ⊲<Ĝ so that ker ε H is generated as vector space by the set B εH = {t.ψ − e, t ∈ M, ψ ∈Ĝ}.
Since Π(M) ⊂ ker ε H , then for all m ∈ M, Π(m) is linear combination of elements of B εH . In general, not all of such elements are necessary to span Π(M), so let us denote by B M = {t i .ψ j − e, t i ∈ M, ψ j ∈Ĝ, (i, j) ∈ I × J} a minimal set of elements of B εH such that
It remains to show:
(ii) Let t 1 .ψ 1 − e ∈ Π(M) andĈ denote the conjugacy class of t 1 .ψ 1 . Then
Proof. For (i), we recall that by the definition of Π, we have
Let t 1 .ψ 1 − e (without loss of generality) be an arbitrary element of B M , then by definition of B M , there exists m ∈ M such that t 1 .ψ 1 − e is a nonzero component of Π(m), i.e
we act on m with the element
We first recall that ∀m ∈ M, h ∈ D(X) we have m⊳h ∈ M, since M is D(X)-module.
where we used
from which we have u∈G ψ 1 (u)u.t 1 ∈ M since m⊳x ∈ M and α 11 = 0. Hence
. In other words, since t 1 .ψ 1 − e was an arbitrary element of B M , we have B M ⊂ Π(M) hence k.B M = Π(M). This proves part (i). For (ii) we fix an element of B M + e ⊂ Π(M) + e denoted again by t 1 .ψ 1 . Let C 1 denote the conjugacy class of t 1 .ψ 1 in M ⊲<Ĝ. We now show that any element ofĈ 1 is in Π(M) + e. As we saw above, an element ofĈ 1 is then of the form
To prove that T.Ψ ∈ Π(M) + e, we show equivalently that
Indeed, by hypothesis t 1 .ψ 1 ∈ Π(M) + e, this means that
And also m 1⊳ t −1 ∈ M. On the other hand it is easy to see that
Let us apply to m 2 the element
where we used the commutativity ofĜ, the properties φ −1 (u) = φ(u −1 ) and (t⊲w 
Examples
In this section we demonstrate the above results by classifying and computing the Cartan differential calculus on four examples of bicrossproduct Hopf algebras of increasing complexity. The first example k(Z 2 )◮<kZ 3 is actually a semidirect coproduct and is a warm up, also needed later. It is isomorphic to k(S 3 ) and demonstrates the theory in Section 5.2. The second example k(Z 6 )◮⊳kZ 6 is one of the simplest examples of a nontrivial bicrossproduct with both actions nontrivial. As a result of our computations of the differential geometry, we are in the end able to show that it is nevertheless isomorphic (nontrivially) to the self-dual Hopf algebra k(S 3 ) ⊗ kS 3 . The third example k(S 3 )◮⊳kZ 6 is again a nontrivial bicrossproduct from [18] but is (nontrivially) isomorphic to a version of the dual of a quantum double D(S 3 ) * = k(S 3 )◮<kS 3 and demonstrates our results for the codouble in Section 5.1. The final example is the left-right reversed dual of the preceding one, i.e. k(Z 6 )◮⊳kS 3 , and hence isomorphic to D(S 3 ). This is an unusual example because it is not coquasitriangular like usual quantum group coordinate algebras in noncommutative geometry but more like an enveloping algebra viewed 'up side down' as a noncommutative geometry. The calculi in this case are 'cotwist quantisations' of those for the tensor product in the second example by a nontrivial cocycle. The classification in the first and second examples are already in [16] but the computations of the calculi are new.
In each case we describe the factorizing groups, the set Z and hence the classification of calculi. We then compute the first order calculi in each case using the theory above, and the braiding on basic forms {e a } dual to the basis {f a } stated in each case of the quantum tangent space yielded by the classification. In each case
where A is one of the Hopf algebras above and < > k denotes the k-span. In describing the exterior derivative we use the translation and 'finite difference' operators
for the relevant group M and relevant s ∈ M . The translation operator acts as R s (δ r ) = δ rs on basis elements. From the braiding we then compute the higher order differential calculus using the braided factorial matrices A n given by
where ψ i,i+1 denotes ψ acting in the i, i + 1 positions in Λ 1⊗ n . The space Λ n of invariant n-forms is then the quotient of (Λ 1 ) ⊗n by ker A n . This is the computationally efficient braided groups approach used in [11, 12, 13] and equivalent to the original Woronowicz description of the antisymmetizers in [15] .
In this example we demonstrate the theory above in the semidirect case of Section 5 with G Abelian. Here X = S 3 factorizes into M = Z 2 = {e, s} and G = Z 3 = {e, u, u 2 }, where s = (12), u = (123). The right action of G on M is trivial and the left action of M on G is defined by s⊲ = (u, u 2 ) (the permutation). HereĜ = Z 3 as well and hence the bicovariant differential calculi on A = k(Z 2 )◮⊳kZ 3 correspond to the two nontrivial conjugacy classes of S 3 for the irreducible bicovariant differential calculi on k(Z 2 ⊲<Ẑ 3 ) ∼ =k(S3). We recover an isomorphic result from the general theory for bicrossproducts as follows.
For X = Z 3 .Z 2 , the set Z of elements ||x|| is Z = {e, s, us, u 2 s} which splits into two conjugacy classes C X = {e} and C X = {s, us, u 2 s}. This leads to the following irreducible bicovariant calculi.
ψ(e a ⊗ e b ) = e b ⊗ e a , a, b = 1, 2.
The exterior algebra has the usual relations and dimensions e 2 a = 0, e 1 ∧ e 2 = e 2 ∧ e 1 , dim(Ω) = 1 : 2 : 1. The cohomology can be identified with
with dimensions 2:4:2.
(ii) C X = {s, us, u 2 s}, M =< f 1 , f 2 , f 3 > k , where
e 1 u = u 2 e 2 , e 1 u 2 = ue 3 , e 2 u = u 2 e 3 , e 2 u 2 = ue 1 , e 3 u = u 2 e 1 , e 3 u 2 = ue 2
ψ(e 1 ⊗ e 1 ) = e 1 ⊗ e 1 , ψ(e 2 ⊗ e 1 ) = e 1 ⊗ e 2 , ψ(e 3 ⊗ e 1 ) = e 1 ⊗ e 3
ψ(e 1 ⊗ e 2 ) = e 3 ⊗ e 3 , ψ(e 2 ⊗ e 2 ) = e 3 ⊗ e 1 , ψ(e 3 ⊗ e 2 ) = e 3 ⊗ e 2 ψ(e 1 ⊗ e 3 ) = e 2 ⊗ e 2 , ψ(e 2 ⊗ e 3 ) = e 2 ⊗ e 3 , ψ(e 3 ⊗ e 3 ) = e 2 ⊗ e 1
The exterior algebra is quadratic with relations e 1 ∧ e 1 = 0, e 2 ∧ e 3 = 0, e 3 ∧ e 2 = 0, e 1 ∧ e 2 + e 2 ∧ e 1 + e 
This is isomorphic to the calculus and cohomology on k(S 3 ) in [11] .
6.2. Differential calculi on k(Z 6 )◮⊳kZ 6 . The bicrossproduct is constructed in [16] from the factorization of X = S 3 ×S 3 into two cyclic groups written respectively as
Where u and s are respectively the generators of G and M and u 6 = u 0 , s 6 = s 0 . The action of the element s on G is the permutation (u, u 5 )(u 2 , u 4 ) and that of u on M is the permutation (s, s 5 )(s 2 , s 4 ). These actions can be written for i, j ∈ Z 6 as
As above we classify (up to isomorphism) all irreducible bicovariant differential calculi on A = k(Z 6 )◮⊳kZ 6 by decomposing the set Z ⊂ X = Z 6 .Z 6 into conjugacy classes C X , and for each we list a choice of the D(X)-subrepresentation M and the Cartan relations including the braiding which is needed to determine the full exterior algebra. The latter and the cohomology is then given for the geometrically more interesting cases. We find:
ψ(e 1 ⊗ e 1 ) = e 1 ⊗ e 1 .
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for the two cases and:
e a f = f e a , ∀f ∈ k(Z 6 ), a = 1, 2
, e a u 2k = u 2k e a , a = 1, 2
and: e a f = R s 2 (f )e a , a = 1, 2, e a f = R s 4 (f )e a , a = 3, 4, ∀f ∈ k(Z 6 ).
ψ(e a ⊗ e b ) = e a ⊗ e b , a, b = 1, 2, 3, 4
e a f = R s 3 (f )e a , ∀f ∈ k(Z 6 ), e a u 3j = q j u 3j e a , a = 1, 2, 3
ψ(e 1 ⊗ e 1 ) = e 1 ⊗ e 1 , ψ(e 2 ⊗ e 1 ) = e 1 ⊗ e 2 , ψ(e 3 ⊗ e 1 ) = e 1 ⊗ e 3 , ψ(e 1 ⊗ e 2 ) = qe 3 ⊗ e 3 , ψ(e 2 ⊗ e 2 ) = e 3 ⊗ e 1 , ψ(e 3 ⊗ e 2 ) = e 3 ⊗ e 2 , ψ(e 1 ⊗ e 3 ) = e 2 ⊗ e 2 , ψ(e 2 ⊗ e 3 ) = e 2 ⊗ e 3 , ψ(e 3 ⊗ e 3 ) = qe 2 ⊗ e 1
The braiding and exterior algebra are as in the k(Z 2 )◮⊳kZ 3 example in Section 6.1, case (ii), but with an extra q parameter. The dimensions are 1 : 3 : 4 : 3 : 1 with relations e 1 ∧ e 1 = 0, e 2 ∧ e 3 = 0, e 3 ∧ e 2 = 0, e 1 ∧ e 2 + e 2 ∧ e 1 + qe which is 6 times the cohomology in Section 6.1. Here
For a direct sum in the second case one can take basis functions δ s i restricted to i = 0, 1, 2 rather than all of k(Z 6 ).
ψ(e a ⊗ e 3j ) = e −3j ⊗ e a ψ(e a ⊗ e 3j+1 ) = e −(3j+1) ⊗ e a+2
ψ(e a ⊗ e 3j+2 ) = e −(3j+2) ⊗ e a+4
The resulting exterior algebra is not quadratic and has relations in degree 2 given by e a ∧ e −a = 0, e 2 a + {e a−2 , e a+2 } = 0 e 1 ∧ e 2 + e 4 ∧ e 5 = 0, e 2 ∧ e 1 + e 5 ∧ e 4 = 0 {e a−1 , e a−2 } + {e a , e a+3 } + {e a+1 , e a+2 } = 0
for all a ∈ Z 6 . The dimensions and cohomology are dim(Ω) = 1 : 6 : 21 : 60 : 152 :
Proof. We give the proof for the last example (viii). The other examples are proven using the same method, namely by applying the general theory above. We choose as z 0 in C X the element s and find the subrepresentation M 0 =< s 5 > k then M as stated. For the Cartan calculus, we first note that in this example, the action of the generator u of G on the basis elements f i is the cyclic permutation (f 0 , f 1 , f 2 , f 3 , f 4 , f 5 ). In other words
for all u j ∈ G, where the index i + j is viewed in Z 6 . Then using this we obtain the explicit definition of ρ
so that the Cartan relations of Theorem 4.3 read
where indexes are viewed in Z 6 and we used s
The determination of θ is evident. To obtain the braiding as stated, we just compute the data to be used in the braiding formula of Proposition 4.5. These data are those in equation (26), equation (27) and the following
s 2i e j = e j , ρ * s 2i+1 e j = e −j We then compute the kernel of id − ψ for the degree two relations. The higher degree dimensions and the cohomology are then linear algebra done by computer. ⋄ Particularly case (vi) suggests that to kill the excessive H 0 we should really pass to a quotient k(S 3 ) where the calculus more properly belongs. This leads us to consider the Hopf algebra surjection defined by
j when i is divisible by 3 and otherwise zero. Heres,ū are the generators of Z 2 , Z 3 . This is induced by the obvious group homomorphism Z 2 ⊂ Z 6 → Z 3 . Similarly there is a Hopf algebra map
for i even, and otherwise zero. Here s, u generate Z 3 , Z 2 and the map is induced by Z 3 ⊂ Z 6 → Z 2 . One may check that we are in the situation of a Hopf algebra cofactorization [14] and that
is a linear isomorphism. This implies that the Hopf algebra is a double cross coproduct of these factors by coactions, which turn out to be trivial (so that in our case Θ is a Hopf algebra map). Given the isomorphism in the preceding section and its adjoint, we conclude that
as Hopf algebras. Then Proposition 3.5 tells us that the irreducible differential calculi are the products of the possible calculi on k(S 3 ) and on its dual, minus the case where both are trivial. On k(S 3 ) the dimensions are 1,2,3 for the three conjugacy classes including the trivial one. On kS 3 the dimensions 1,1,2 for the trivial, sign and fundamental representation. Hence the possible calculi on the tensor product have dimensions 1,2,2,2,4,3,3,6 as found above for the bicrossproduct.
6.3. Differential calculi on k(S 3 )◮⊳kZ 6 . This bicrossproduct is constructed in [18] as a different factorization of X = S 3 × S 3 into groups
where s = (12), t = (123) and u is the generator of Z 6 . The right action of u on M is the permutation
while the left action of M on G is given completely in terms of permutations by
e 1 u j = q j u j e 1 , e 2 u j = q 2j u j e 2 , e 3 u j = q 4j u j e 3 , e 4 u j = q 5j u j e 4 θ = e 1 + e 2 + e 3 + e 4
ψ(e a ⊗ e b ) = e b ⊗ e a , a, b = 1, 2, 3, 4
for the three cases and
ψ(e a ⊗ e 1 ) = e 1 ⊗ e a , ψ(e a ⊗ e 2 ) = e 2 ⊗ e a , a = 1, 2, 3, 4
ψ(e 1 ⊗ e 3 ) = qe 3 ⊗ e 1 , ψ(e 1 ⊗ e 4 ) = q 2 e 4 ⊗ e 1 , ψ(e 2 ⊗ e 3 ) = q 2 e 3 ⊗ e 2 , ψ(e 2 ⊗ e 4 ) = qe 4 ⊗ e 2 , ψ(e 3 ⊗ e 3 ) = e 3 ⊗ e 3 , ψ(e 3 ⊗ e 4 ) = e 4 ⊗ e 3 , ψ(e 4 ⊗ e 3 ) = e 3 ⊗ e 4 , ψ(e 4 ⊗ e 4 ) = e 4 ⊗ e 4
The resulting exterior algebra and cohomology depend on the braiding. In case (iii) we have: Here the dimensions of the cohomology are 6 in degree 0 and 12 in degree 1. The case (v) is identical with q replaced by q −1 .
(vi) − (vii) C X = {s, For brevity, we give the details only for the q = 1 case (the other is similar). Then e 1i f = R s (f )e 1i , e 2i f = R st (f )e 2i , e 3i f = R st 2 (f )e 3i , ∀f ∈ k(S 3 )
e 1i u j = u −j e 1,i−j e 2i u 2k = u 4k e 2,i+k , e 2i u 2k+1 = u 4k+1 e 3,i+k e 3i u 2k = u 4k e 3,i+k , e 3i u 2k+1 = u 4k+3 e 2,i+k+1 θ = e 10 + e 20 + e 30 , df = ∂ s (f )e 10 + ∂ st (f )e 20 + ∂ st 2 (f )e 30 du 2k = u −2k e 1,k + u 4k e 2,k + u 4k e 3,k − u 2k θ du 2k+1 = u −(2k+1) e 1,−(2k+1) + u 4k+3 e 2,k+1 + u 4k+1 e 3,k − u 2k+1 θ ψ(e 1i ⊗ e aj ) = e (23)a,−j ⊗ e 1,i−j ψ(e 2i ⊗ e aj ) = e (13)a,−j ⊗ e 2,i−j , ψ(e 3i ⊗ e aj ) = e (12)a,−j ⊗ e 3,i−j .
The resulting exterior algebra has relations e aj ∧ e a,−j = 0, e 2 ai + {e a,i−1 , e a,i+1 } = 0 e 1i ∧ e 2j + e 2,j−i ∧ e 3,−i + e 3,−j ∧ e 1,i−j = 0 e 2j ∧ e 1i + e 3,−i ∧ e 2,j−i + e 1,i−j ∧ e 3,−j = 0 for a = 1, 2, 3 and i, j ∈ Z 3 . The dimensions of the exterior algebra and cohomology in low degree are dim(Ω) = 1 : 9 : 48 : 198 : · · · , H 0 = k.1, H 1 = k.θ
According to [16] this is a coquasitriangular Hopf algebra, isomorphic up to conventions to the quantum double D(k(Z 2 )◮<kZ 3 )
* of our first example in Section 6.1, hence to D(S 3 ) * = k(S 3 )◮<kS 3 of the type covered in Section 5.1. The canonical calculi given there correspond to (iii) and (vi) for the two nontrivial conjugacy classes of S 3 . The other cases fit in their number and dimensions with a completely different classification theorem for factorizable coquasitriangular Hopf algebras [19] which implies that calculi can be classified by representations of the quantum double D(S 3 ), with dimension the square of that of the representation. These are labelled by conjugacy classes in S 3 and representations of the centralizer, giving calculi of dimensions 1,4;4,4,4;9,9 for the three classes. We see that we obtain isomorphic results from our bicrossproduct classification (the isomorphism is nontrivial, however). θ = e 1 + pe 2 , df = 0, ∀f ∈ k(Z 6 ) For a direct sum in the second case one can take basis functions δ s i restricted to i = 0, 1, 2 rather than all of k(Z 6 ). e a f = R s (f )e a , a = 0, 3, e a f = R s 3 (f )e a , a = 2, 5
e a f = R s 5 (f )e a , a = 1, 4, ∀f ∈ k(Z 6 ) e a u i = u −i e a+2i , e a v = ve 1−a , a ∈ Z 6 θ = e 0 , df = ∂ s (f )θ, ∀f ∈ k(Z 6 )
ψ(e a ⊗ e 0 ) = e 0 ⊗ e a , ψ(e a ⊗ e 1 ) = e 1 ⊗ e a , ψ(e a ⊗ e 2 ) = e 4 ⊗ e a+4
ψ(e a ⊗ e 3 ) = e 5 ⊗ e a+4 , ψ(e a ⊗ e 4 ) = e 2 ⊗ e a+2 , ψ(e a ⊗ e 5 ) = e 3 ⊗ e a+2 , ∀a ∈ Z 6 .
The exterior algebra in this case is not quadratic and has dimensions and cohomology These various calculi are generally not isomorphic to the ones in Section 6.2 but match up in their dimensions and cohomology for the following reason. Indeed the Hopf algebra k(Z 6 )◮⊳kS 3 in the present section is dual to the one in Section 6.3 and hence isomorphic to a quantum double D(S 3 ). This is not covered by the theory in [19] since it is quasitriangular (not coquasitriangular as assumed there); in fact this is the first example that we know of differential calculi on a strictly quasitriangular Hopf algebra as 'coordinate ring'. On the other hand, it is known that the quantum double is a cotwist by a multiplication-altering cocycle of the tensor product k(S 3 ) ⊗ kS 3 . Hence its differential calculi can be obtained from those of the tensor product (which in turn is isomorphic to the one in Section 6.1) by cotwisting the exterior algebra according to the cotwisting theorem in [20] . This cotwisting in principle changes the algebra but not the dimensions or evidently the dimensions of the cohomology, which is to be expected since it corresponds to an equivalence of the monoidal categories of comodules of the underlying Hopf algebra.
