Abstract: We study partial information, possibly non-Markovian, singular stochastic control of Itô-Lévy processes and obtain general maximum principles. The results are used to find connections between singular stochastic control, reflected BSDEs and optimal stopping in the partial information case. As an application we give an explicit solution to a class of optimal stopping problems with finite horizon and partial information.
Introduction
The aim of this paper is to establish stochastic maximum principles for partial information singular control problems of jump diffusions and to study relations with some associated reflected backward stochastic differential equations and optimal stopping problems.
To the best of our knowledge, the first paper which proves a maximum principle for singular control is Cadenillas and Haussmann [8] , which deals with the case with no jumps and with full information. A connection between singular control and optimal stopping for Brownian motion was first established by Karatzas and Shreve [14] and generalized to geometric Brownian motion by Baldursson and Karatzas [5] . This was extended by Boetius and Kohlmann [7] , and subsequently extended further by Benth and Reikvam [6] , to more general continuous diffusions. More recently, maximum principles for singular stochastic control problems have been studied in [1, 2, 3, 4] . None of these papers deal with jumps in the state dynamics and none of them deal with partial information control. Here we study general singular control problems of Itô-Lévy processes, in which the controller has only partial information and the system is not necessarily Markovian. This allows for modeling of more general cases than before.
We point out the difference between partial information and partial observation models. Concerning the latter, the information E t available to the controller at time t is a noisy observation of the state (see e.g. [24, 25, 27] ). In such cases one can sometimes use filtering theory to transform the partial observation problem to a related problem with full information. The partial information problems considered in this paper, however, deal with the more general cases where we simply assume that the information flow E t is a sub-filtration of the full information F t .
Some partial information control problems can be reduced to partial observation problems and then solved by using filtering theory, but not all. For example, it seems to be difficult to handle the the situation with delayed information flow, i.e. E t = F t−δ , with δ > 0, by using partial observation techniques.
The first part of the paper (Section 2) is dedicated to the statement of stochastic maximum principles. Two different approaches are considered: (i) by using Malliavin calculus, leading to generalized variational inequalities for partial information singular control of possibly non-Markovian systems (subsection 2.2), (ii) by introducing a singular control version of the Hamiltonian and using backward stochastic differential equations (BSDEs) for the adjoint processes to obtain partial information maximum principles for such problems (subsections 2.3 and 2.4). We show that the two methods are related, and we find a connection between them. In the second part of the paper (Section 3), we study the relations between optimal singular control for jumps diffusions with partial information with general reflected backward stochastic differential equations (RBSDEs) and optimal stopping. We first give a connection between the generalized variational inequalities found in Section 2 and RBSDEs (subsection (3.1)). These
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inria-00614279, version 1 -10 Aug 2011 are shown to be equivalent to general optimal stopping problems for such processes (subsection (3.2)). Combining this, a connection between singular control and optimal stopping is obtained in subsection 3.3. An illustrating example is provided in Section 4. There we study a monotone-follower problem and arrive at an explicit solution of a class of optimal stopping problems with finite horizon and partial information. Indeed, it was one of the motivations of this paper to be able to handle partial information optimal stopping problems. This is a type of a problem which, it seems, has not been studied before.
2 Maximum principles for optimal singular control
Formulation of the singular control problem
Consider a controlled singular Itô-Lévy process X(t) = X ξ (t) of the form X(0 − ) = x ∈ R and dX(t) =b(t, X(t), ω)dt + σ(t, X(t), ω)dB(t)
θ(t, X(t − ), z, ω)Ñ(dt, dz) + λ(t, X(t), ω)dξ(t) ; t ∈ [0, T ], (2.1) defined on a probability space (Ω, F , (F t ) t≥0 , P ), where t → b(t, x), t → σ(t, x) and t → θ(t, x, z) are given F t -predictable processes for each x ∈ R, z ∈ R 0 ≡ R\{0}. We assume that b, σ, θ and λ are C HereÑ(dt, dz) is a compensated jump measure defined asÑ(dt, dz) = N(dt, dz) − ν(dz)dt where ν is the Lévy measure of a Lévy process η with jump measure N, and B is a Brownian motion (independent ofÑ). We assume E[η
be a given subfiltration of F t satisfying the usual assumptions. We assume that the process t → λ(t, x, ω) is E t -adapted and continuous. Let t → f (t, x) and t → h(t, x) be given F t -predictable processes and g(x) an F T -measurable random variable for each x. We assume that f, g and h are C 1 with respect to x. The process ξ(t) = ξ(t, ω) is our control process, assumed to be E t -adapted, càdlàg and non-decreasing for each ω, with ξ(0 − ) = 0. Moreover we require that ξ is such that there exists a unique solution of (2.1) and
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Singular stochastic control and optimal stopping with partial information of Itô-Lévy processes5
The set of such controls is denoted by A E . Since the case with classical control is well-known, we choose in this paper to concentrate on the case with singular control only. However, by the same methods all the results could easily be extended to include a classical control in addition to the singular control.
Define the performance functional
We want to find an optimal control ξ * ∈ A E such that
For ξ ∈ A E we let V(ξ) denote the set of E t -adapted processes ζ of finite variation such that there exists δ = δ(ξ) > 0 such that
For ξ ∈ A E and ζ ∈ V(ξ) we have
where Y(t) is the derivative process defined by
Note that
We have
9) where we here (and in the following) are using the abbreviated notation ∂b ∂x (t) = ∂b ∂x (t, X(t)), ∂σ ∂x (t) = ∂σ ∂x (t, X(t)) etc.
Singular stochastic control and optimal stopping with partial information of Itô-Lévy processes6 11) and Z(t) is the solution of the "homogeneous" version of (2.9), i.e. Z(0) = 1 and
Proof. We try a solution Y(t) of the form Y(t) = Z(t)A(t) where
for some finite variation process β(·). By the Itô formula for semimartingales, (see e.g. [21] , Theorem II.7.32) we have
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where
Thus (2.9) holds if we choose β to be the pure jump càdlàg F t -adapted process given by
Remark 2.2 Note that for any F (s, z), we have
By the Itô formula we get that Z is given by
In teh following, we set
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A Malliavin-calculus based maximum principle
In this section we use Malliavin calculus to get a stochastic maximum principle. This technique has been used earlier, e.g. in [17] and [19] . The main new ingredient here is the introduction of the singular control which requires special attention. In particular this control might be discontinuous and it is necessary to distinguish between the jumps coming from the jump measure in the dynamics of X and those from the controls and the perturbations. Let D denote the space of random variables which are Malliavin-differentiable with respect both to Brownian motion B and jump measure N. For f ∈ D, let D s f denote the Malliavin derivative of f at s with respect to Brownian motion and D s,z denotes the Malliavin derivative of f at (s, z) with respect to the jump measure.
To study problem (2.4) we prove the following Lemma 2.3 Suppose ξ ∈ A E and ζ ∈ V(ξ). Then
where ζ c (·) denotes the continuous part of ζ(·) and
provided that R ∈ D.
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Proof. For ξ ∈ A E and ζ ∈ V(ξ), we compute the r.h.s. of (2.6). Since Y(0) = 0, we have by the duality formulae for the Malliavin derivatives and integration by parts,
Similarly we get
and
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Combining (2.6)-(2.22) and using the notation (2.18)-(2.19), we obtain
This gives, using (2.10) and the Fubini theorem,
We thus get, using (2.14),
This completes the proof of Lemma 2.3.
We can now prove the main result of this section.
Theorem 2.4 [Maximum principle I.] Set
28)
and for all t ∈ [0, T ] we have
(ii) Conversely, suppose (2.30) and (2.31) hold for some ξ ∈ A E . Then ξ is a directional sub-stationary point for J(ξ), in the sense that
Proof. (i) Suppose ξ is optimal for problem (2.4). Then
Hence, by Lemma 2.3,
In particular, this holds if we fix t ∈ [0, T ] and choose ζ such that
where a(ω) ≥ 0 is E t -measurable and bounded and δ t (.) is the unit point mass at t. Then (2.33) gets the form:
Since this holds for all bounded E t -measurable a ≥ 0, we conclude that
, the purely discontinuous part of ξ. Then clearly ζ ∈ V(ξ) (with δ = 1), so by (2.33) we get
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On the other hand, choosing
Combining (2.35) and (2.36) we obtain
To prove (2.30) we proceed similarly. First choosing
where a(t) ≥ 0 is continuous, E t -adapted we get from (2.33) that
Since this holds for all such E t -adapted processes we deduce that
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(ii) Suppose (2.30) and (2.31) hold for some ξ ∈ A E . Choose ζ ∈ V(ξ). Then ξ + yζ ∈ A E and hence dξ + ydζ ≥ 0 for all y ∈ [0, δ] for some δ > 0. Therefore,
by (2.30)-(2.31). Hence the conclusion follows from Lemma 2.3.
Remark 2.5 Note that if
(s, x) = 0 for all s, z, x, then α(s) = 0 and hence U(s) = V (s). Therefore, in this case, conditions (2.30)-(2.31) reduce to the condition
Markovian case. Equation (2.30) is a pathwise version of the variational inequalities in the (monotone) singular control problem in the classical Markovian and full information (E t = F t ) jump diffusion setting. Indeed we have in this case (in dimension 1)
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Then the variational inequalities for the value function ϕ(t, x) = sup ξ∈A E J ξ (t, x) are (see e.g. [18] , Theorem 6.2):
with the boundary condition ϕ(T, x) = g(x).
{∆ξϕ(t,X(t)) + h(t,X(t))}∆ξ(t) = 0 for all t, a.s (2.48) whereX(t) = Xξ(t) is the process corresponding to the optimal controlξ and ∆ξϕ(t,X(t)) is the jump of ϕ(t,X(t)) due to the jump inξ at time t. Hence, comparing with Theorem 2.4 we see that λ(t)
A Hamiltonian-based maximum principle
We now present an alternative way of computing the right-sided derivative of equation (2.6) for the computation of
The method is based on using a singular control version of the Hamiltonian as follows: Define the stochastic differential Hamiltonian
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Here R is the set of functions r(.) : R 0 → R such that (2.49) is well-defined and M is the set of all sums of stochastic dt− and dξ(t)− differentials; ξ ∈ A E . Let ξ ∈ A E with associated process X(t) = X ξ (t). The triple of F t -adapted adjoint processes (p(t), q(t), r(t, z)) = (p ξ (t), q ξ (t), r ξ (t, z)) associated to ξ are given by the following backward stochastic differential equation (BSDE):
Solving this equation provides a relation between the adjoint process p andp given by (2.17):
Proposition 2.6 Letp(t) be the process given by (2.17) and let p(t) be the adjoint process given by the BSDE (2.50).Then
Proof. The BSDE (2.50) for p(t) is linear and its solution is
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where G(t, s) is defined in (2.14). Hence, by (2.12),
By the duality formulae this is equal to
In the following as well as in Section 2.4, we assume
Singular stochastic control and optimal stopping with partial information of Itô-Lévy processes17
The following result is analogous to Lemma 2.3.
Lemma 2.7 Assume (2.53) holds. Let ξ ∈ A E and ζ ∈ V(ξ). Put
Assume that
(2.55)
Proof. We compute the r.h.s. of (2.6). By the definition of H, we have
By the equations for p(t) and Y(t),
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Summing up (2.56)-(2.57), and using (2.6) we get (2.55), as claimed.
Proceeding as in the proof of Theorem 2.4, we obtain:
Theorem 2.8 [Maximum principle II] (i) Suppose ξ ∈ A E is optimal for problem (2.4) and that (2.53) and (2.54) hold. Then
(ii) Conversely, suppose (2.54),(2.58)-(2.60) hold. Then ξ is a directional sub-stationary point for J(ξ), in the sense that lim y→0 + 1 y
A Mangasarian (sufficient) maximum principle
The results of the previous sections have been of the type of "necessary" conditions for a control to be optimal, in the sense that they state that if a given control is optimal, then a certain "Hamiltonian" functional is maximized. In this section we give sufficient conditions for optimality. We do this in terms of the stochastic differential Hamiltonian H and the adjoint processes p(t), q(t), r(t, z) defined in (2.49) and (2.50), in the case when λ and h do not depend on x.
• There exists a feedback controlξ =ξ(x, dt) ∈ A E with corresponding solutionX(t) = Xξ(t) of (2.1) andp(t),q(t),r(t, z) of (2.50) such that
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is a concave function of x (The Arrow condition).
•
Thenξ is an optimal control for problem (2.4).
Proof. Choose ξ ∈ A E and consider, with
By our definition of H we have
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By concavity of g and (2.50)
{θ(t, X(t), z) − θ(t,X(t), z)}r(t, z)ν(dz)dt
Combining (2.62)-(2.69) we get, using concavity of H,
Sinceĥ(x) is concave, it follows by a standard separating hyperplane argument (see e.g. [22] , Chap.5, Sect. 23) that there exists a supergradient a ∈ R forĥ(x) at x =X(t − ), i.e.
Then ϕ(x) ≤ 0 for all x and ϕ(X(t − )) = 0.
which implies that
Combining this with (2.70) we get
This proves thatξ is optimal.
A special case
From now on, we restrict ourselves to the case when
We thus consider a controlled singular Itô-Lévy process X ξ (t) of the form X ξ (0) = x and
where b(t), σ(t), θ(t, z) are given F t -predictable processes, for all z ∈ R 0 . We denote by X 0 (t) the uncontrolled state process, that is
We consider the optimal singular control problem
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where J(ξ) is as in (2.3) , that is
with the additional assumptions that f and g are C 2 with respect to x and
and that at least one of these 3 inequalities is strict for all s, x. In the following, we set:
We now prove a key-lemma which will allows us to provide connections between optimality conditions for Problem (2.74) and reflected BSDEs in the next section. Lemma 2.10 Let X ξ (t) be the state process (2.72) when a control ξ is applied and X 0 (t) the uncontrolled state process (2.73). We have the equality:
Proof. We have
and similarly
where Λ ξ t is given by (2.81) and
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Thus K ξ t is given by (2.79).
Theorem 2.11
Suppose there exists an optimal control ξ for Problem (2.74). Then we have
Proof. From Theorem 2.4 and Remark 2.5, we get that the optimality conditions are given by (2.39) which here get the form 3 Connections between optimal singular control, reflected BSDEs and optimal stopping in partial information
In this section, we provide connections between the singular control problem discussed in subsection 2.5, reflected backward stochastic differential equations (RBSDEs) and optimal stopping. In the following, we will use the notation x + = max(x, 0) and x − = max(−x, 0) ; x ∈ R.
is an E t -adapted process for all y ∈ R and
2 ] < ∞ and all the jumping RR n°7708
Singular stochastic control and optimal stopping with partial information of Itô-Lévy processes25 times of L t are inaccessible. Let G ∈ L 2 (P ) be a given E T -measurable random variable such that G ≥ L T a.s. We say that a triple (Y t , M t , K t ) is a solution of a reflected backward stochastic differential equation (RBSDE) with driver F , terminal value G, reflecting barrier L t , and partial information filtration E t ; t ∈ [0, T ] if the following, (3.1)-(3.8) , hold:
Y t is E t -adapted and càdlàg (3.1)
M t is an E t -martingale and càdlàg
or equivalently
K t is nondecreasing , E t − adapted and càdlàg, and
The conditions on L t are satisfied if, for example, L t is a Lévy process with finite second moment. See [12] . For conditions which are sufficient to get existence and uniqueness of a solution of the RBSDE, see [11] , [12] , [13] , [20] .
Singular control and RBSDEs in partial information
We now relate the optimality conditions (2.86)-(2.87) for the singular control problem discussed in subsection (2.5) -that is in the special case when (2.71) and (2.76) hold -and RBSDEs. 
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where Λ ξ t is given by (2.81). Proof. We can write
We get
In particular, choosing t = T ,
Substracting (3.14) from (3.13) we get 
Suppose there exists a solution (Y t , M t , K t ) of the RBSDE corresponding to F, G and a given barrier L t in the sense of Definition 3.1. Suppose there existsξ(t) such that K t = Kξ t = t 0 γξ(u)dξ(u) with γξ given by (2.80) with ξ =ξ, and L t = Λξ, with Λ ξ t as in (2.81). Thenξ is a directional sub-stationary point for the performance J(ξ) given by (2.75), in the sense of Theorem 2.4, with
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Proof. By Definition 3.1 the process Y t defined as 
RBSDEs and optimal stopping in partial information
We first give a connection between reflected BSDEs and optimal stopping problems. The following proposition is an extension to partial information and to the jump case of Section 2 in [10] . 
where T E t,T is the set of E t -stopping times τ with t ≤ τ ≤ T , and the optimal stopping time iŝ τ :
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Proof. a) Choose τ ∈ T E t,T . Then by (3.4)
If we subtract (3.27) from (3.4) and take the conditional expectation we get
Since τ ∈ T E t,T is arbitrary, this proves that
To get equality in (3.29) we definê
Here we have used that
which is a consequence of (3.8) and the fact that K t is continuous (see [12] ). This completes the proof of a).
b) We proceed as in [9] , using the Skorohod lemma:
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Lemma 3.6 (Skorohod) Let x(t) be a real càdlàg function on [0, ∞) such that x(0) ≥ 0. Then there exists a unique pair (y(t), k(t)) of càdlàg functions on [0, ∞) such that
is non-decreasing and k(0) = 0
The function k(t) is given by
We say that (y, k) is the solution of the Skorohod problem with respect to the given function x.
If we compare with Definition 3.1, we see that if we define
then (y, k) solves the Skorohod problem with respect to x. Therefore k(t) is characterized by (3.33), i.e. in terms of K t we have
which is (3.26) . This completes the proof of Proposition 3.5.
Optimal singular control and optimal stopping in partial information
We now use the results of the previous sections to find a link between optimal singular control and optimal stopping.
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Theorem 3.7 Suppose we can find an optimal control ξ ∈ A E for the singular control problem of Subsection 2.5 and let X 0 (t) be the uncontrolled state process. Define 
where L t = Λ ξ t as in (2.81). Moreover, the corresponding optimal stopping timeτ =τ t is given byτ
(3.39)
Proof. By Theorem 3.3, there exists a càdlàg E t -martingale M t such that (Y t , M t , K ξ t ) solves the RBSDE (3.1)-(3.8), with G, F and L given by (3.10). Hence from Proposition 3.5, Y t solves the optimal stopping problem (3.38) and the corresponding optimal stopping timeτ =τ t is given by (3.39).
In the following, we use the notation
for any random variable A, k = 1, 2.
Theorem 3.8 [From singular control to optimal stopping in partial information]. Suppose that for all x ∈ R there exists an optimal control ξ = ξ x (·) ∈ A E for the singular control problem of Subsection 2.5, that is
Singular stochastic control and optimal stopping with partial information of Itô-Lévy processes31 and
where U is the solution of the partial information optimal stopping problem
Moreover, an optimal stopping time for (3.43) iŝ
Proof. Differentiating V (x) = J(ξ, x) with respect to x, we get
By Lemma 2.10, we have
Hence, combining (3.45) and (3.46),
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By (2.79)-(2.81), we have
Consequently,
with Y 0 given by (3.37) at t = 0. Hence, by (3.38),
where Λ ξ t is given by (2.81), i.e.
by (2.76). Therefore
On the other hand, we know by Theorem 3.7 that
is an optimal stopping time for the optimal stopping problem (3.48). Noting that
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we therefore get, by (3.48),
Combining (3.50) and (3.52) we obtain (3.42)-(3.44).
Remark 3.9 In the case of full information (E = F ) and b = θ = 0, σ(t) = 1, λ(t) = −1, and f, g, h deterministic, this relation was studied in [14] , where a similar result as in Theorem 3.8 was obtained but withĥ replaced byh = h. The difference is due to the assumption in [14] that ξ is left-continuous while we assume right-continuity for ξ.
Finally we proceed to study the converse of Theorem 3.7, namely how to get from the solution of a partial information optimal stopping problem to the solution of associated partial information RBSDE and optimal singular control problems, respectively.
To this end, suppose we find the solution process Y t of the partial information optimal stopping problem
(3.53) where F (s, y) is a given F s -adapted càdlàg process for all y , F (s, y) is Lipschitz continuous with respect to y, uniformly in s, E[
and consider the Snell envelope S t of φ(·) defined as
S t is the smallest E t -supermartingale that dominates φ(·). See e.g. [23] . Let
be the Doob-Meyer decomposition of S, i.e. M t is an E−martingale and A t is a càdlàg predictable nondecreasing E t -adapted process with A 0 − = 0. See e.g. [21] . Note that
Therefore we get
Hence by (3.53) and (3.59)
Subtracting (3.59) from (3.60) we get
or equivalently,
Moreover, since S t dominates φ(t) we have
An important property of the Snell envelope is that A t increases only when S t − = φ(t − ), i.e. we have (see [13] )
Since L t is continuous, A t is continuous also (see [12] ) and we get
In terms of Y t this gives
Comparing (3.61), (3.62) and (3.64) with Definition 3.1 we get the following conclusion:
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Combining this result with Theorem 3.4 we get 
h(t, ω) =h(t, Xξ(t), ω) is given by (3.17).
Example of monotone follower with partial information
Consider a singularly controlled process X ξ (t) of the form dX ξ (t) = b(t)dt + σ(t)dB(t) + R 0 θ(t, z)Ñ (dt, dz) + λ(t)dξ(t) ; X ξ (0) = x ∈ R ; (4.1)
where b(t), σ(t) and θ(t, z) are given F t -predictable processes and λ(t) < 0 is a given continuous E t -adapted process. The performance functional is assumed to be
where f (t, x) = α(t)x + 1 2 β(t)x 2 and α, β, h are given F t -predictable processes; β < 0, h < 0. We want to find ξ * ∈ A E and Φ ∈ R such that
We may regard (4.3) as the problem to keep X ξ (t) as close to 0 as possible by using the control/energy ξ(t), where the cost rate of having the state at the position x is −f and −h(t) We recognize this as a partial information RBSDE of the type discussed in Section 3. The solution is to choose K ξ * t to be the downward reflection force (local time) at the barrier Λ We have thus proved Theorem 4.1 Suppose that an optimal singular control ξ * for the problem (4.3) exists and that (4.9) holds. Then ξ * satisfies the functional stochastic differential equation (4.13) with initial value ξ * (0 − ) = ξ * (0) = 0. Moreover, the optimal stopping time for the associated optimal stopping problem (4.14) is given by (4.15).
