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Abstract. An inequality for the variance of an additive function defined on random decomposable structures, called
assemblies, is established. The result generalizes estimates obtained earlier in the cases of permutations and mappings
of a finite set into itself. It is analogous to the Tura´n-Kubilius inequality for additive number-theoretic functions.
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We deal with additive functions defined on combinatorial structures such as permutations, mappings of
a finite set into itself, 2-regular graphs etc. If a structure is taken at random, such functions are sums of
dependent random variables; sometimes, they are called separable statistics. Their value distribution is a
complex problem. One of the useful tools in analysing it are estimates of the variance. This is our main
objective. On the other hand, our interest has been highly stimulated by the Tura´n-Kubilius inequality in
probabilistic number theory or by analogous inequalities in the theory of additive arithmetical semigroups.
An assembly is a construction defined on a set by its partition and some structure introduced in all
subsets, afterwards called components of the assembly. Assume that given a subset of size j we can
introduce gj < ∞ structures, then the number of assemblies spanned over an n set (assemblies of the
order n) equals
G(n) = n!
∑
ℓ(s¯)=n
n∏
j=1
(gj
j!
)sj 1
sj!
=: n!Q(n).
Here n ∈ N, ℓ(s¯) := 1s1 + · · ·+ nsn if s¯ = (s1, . . . , sn) ∈ Nn0 and the summation is over such vectors
satisfying ℓ(s¯) = n. We will denote the class of assemblies by G and the set of assemblies of the order n
by Gn ⊂ G.
Let λj := gj/j!. In the past decades much attention was paid to the logarithmic class defined by the
asymptotic condition ρjjλj ∼ θ for some positive constants θ, Θ and ρ as j → ∞ (see [1]). Extensions
were initiated in the first author’s paper [2], where a condition
0 < θ ≤ ρjjλj ≤ Θ, j ≥ 1, (1)
was used. The lower bound excluded, for example, the class of 2-regular graphs, however. Basing upon
the experience, in the present paper we confine ourselves to a class of assemblies characterized by some
positive constants ρ, Θ, θ, θ′, and n0 ≥ 1.
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Definition. We say that a class of assemblies is weakly logarithmic if the following conditions are satis-
fied:
ρjjλj ≤ Θ, j ≥ 1; (2)
∑
j≤n
ρjjλj ≥ θn, n ≥ n0; (3)
nQ(n)ρn ≥ θ′ exp
{∑
j≤n
λjρ
j
}
, n ≥ 1. (4)
Let kj(σ) ≥ 0 be the number of components of size j in σ ∈ Gn and 1 ≤ j ≤ n. An additive function
h : Gn → R is defined by a real two-dimensional array {hj(k)}, where j, k ∈ N, jk ≤ n, and hj(0) = 0
for all j ≤ n, by setting
h(σ) =
n∑
j=1
hj
(
kj(σ)
)
. (5)
Apart from the most popular example of the number-of-components function w(σ) = k1(σ) + · · · +
kn(σ), they appear in many algebraic and combinatorial problems. Particular additive functions appear in
physical models as a part of Hamiltonians in the Bose gas theory.
Let Enh and Vnh denote the expectation and the variance of h = h(σ) with respect to uniform
probability measure. The problem is to estimate
Vnh =
1
G(n)
∑
σ∈Gn
(h(σ)−Enh)
2
= Enh
2 − (Enh)
2
in terms of the values hj(k) where jk ≤ n and parameters characterizing the class of assemblies.
In the sequel, let Q{j}(n) be defined by
Q{j}(n) =
∑
ℓ(s¯)=n
sj=0
∏
i≤n
λsii
si!
, j ≤ n
and ≪ be an analog of the symbol O(·).
Now, the results.
Theorem 1. Assume that G is weakly logarithmic and h : Gn → R is an arbitrary additive function.
Then
Vnh≪
∑
jk≤n
λkj hj(k)
2
k!
Q{j}(n− jk)
Q(n)
(6)
for n ≥ 1.
Inequality (6) sharpens a bit Theorem 3 in [3] proved for an arbitrary additive function defined on
weighted permutations under condition (1).
A completely additive function h is defined by the array hj(k) = ajk, where aj ∈ R and jk ≤ n. For
such functions, inequality (6) takes a simpler form.
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Theorem 2. Assume that G is weakly logarithmic and h : Gn → R is a completely additive function
defined via hj(s) = ajs where js ≤ n. Then
Vnh≪
∑
j≤n
λja
2
j
Q(n− j)
Q(n)
. (7)
Inequality (7) for weighted permutations satisfying condition (1) has a longer history (see [3])).
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