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On Quasi-orthogonal Polynomials 
A. DRAUX 
Chihara [On quasi orthogonal polynomials. Proc. Amw. Ma/h. SOCK. 8 ( 1957 ). 
76557671 has shown that quasi-orthogonal polynomials satisfy a three-term 
recurrence relatron with polynomial coefficients. In thus paper it IS shown that. if a 
sequence of polynomial coefficients is given with some particular properties. then 
there exists a unique sequence of momc polynomrals ( ( I ,, j ,,i I, and L:,, = I j ,which 
satisfies a three-term recurrence relation whose polynomral coefficients are those 
grven. The polynomials are quasi-orthogonal of order 1 with respect to a unique 
linear functional of moments. Some new properties of the quasi-orthogonal polyno- 
mials of order 1 are also proved. lY’)O Ac‘idumc Prsss. ll,C 
1. QUASI-• RTHOMNAL POLYNOMIAIS 
The quasi-orthogonal polynomials of order I introduced by Riesz [8] 
were generalized for any order by Chihara [2]. In particular Chihara 
proved that these polynomials satisfy a three-term recurrence relation with 
polynomial coefficients. 
Some new properties have been given by Dickinson [4] and Brezinski 
[ 11 for quasi-orthogonal polynomials of order 1. 
More recently Maroni [7], using the quasi-orthogonal polynomials of 
order q - 1 to obtain a characterisation of the semi-classical polynomials, 
gives some properties linking the sets of orthogonal polynomials and those 
of quasi-orthogonal polynomials. 
Finally new properties of the quasi-orthogonal polynomials of order 
y- 1 are given by Draux [6], when the linear functional is semi-definite, 
that is when some Hankel determinants can be zero. 
Let c be a linear functional acting on the vector space P of polynomials 
with complex coefficients. The moments of this functional are given by 
The functional c will be said definite if all the Hankel matrices. 
M, = (c, + ,)f ,’ 0, VAEN, k3 1 
have an inverse. 
In all the sequel of this first section. c will be assumed to be definite. In 
this case there exists a unique sequence of manic orthogonal polynomials 
with respect to c which satisfy a three-term recurrence relation, 
P n+,=(-\‘+B,,,)P,+(‘~,,Ph I 
with C, + , # 0 and the initializations: P , = 0 and P,, = 1. (See for instance 
Brezinski [ 11.) 
A second sequence ( Q,) ,c PJ of polynomials satisfies the same recurrence 
relation with the initializations Q , equal to an arbitrary non zero con- 
stant c0 and Q0 = 0. In this case, C’, = 1. These polynomials Qi are the 
second kind orthogonal polynomials or the associated polynomials of P, 
with respect to the linear functional (‘. 
Throughout this paper. y will denote a positive integer. 
DEFINITION 1 [7]. A sequence of polynomials ( U,, ) ,, t i\, , such that the 
degree of L’,, is equal to n for any tz belonging to N, 
(i) is said quasi-orthogonal of order y - I if 
V’x- E N such that x- >y- I, c(.u’~,) =O, V/E N such 
that 06/6X-1/, and +EN. r>y- I such that 
C( .X’ “+ ‘c;,) #O. 
(ii) is said strictly quasi-orthogonal of order y - 1 if 
Vk E N such that li 3 q ~ 1. c(.u’C/,) = 0, V/c h such that 
O<l<k-y. and 4~” ‘/+‘C:,)#O. 
In this paper we are only interested in the manic quasi-orthogonal poly- 
nomials of order 1. Each quasi-orthogonal polynomial can be expressed as 
follows (see Chihara [2] ): 
c:,=P,+LlbPk ]. Q~EN. (1) 
uk is an arbitrary complex constant. 
Obviously, L’, is strictly quasi-orthogonal of order 1 if and only if uk # 0. 
Chihara [2] has shown that the quasi-orthogonal polynomials satisfy a 
three-term recurrence relations. To obtain this relation in the case of quasi- 
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orthogonal polynomials of order 1, we compute the first unknov+n C:, of 
the following linear system, Vk E N such that k > 3, 
0 fJk 2 1 0 0 
0 0 (4 I 1 0 
-I 0 0 (11, I 
0 C,-. , .x-f B, 1 -1 0 
0 0 Ck r+B, -1 I[ I= 
Then, this relation is 
E, (-Y) u, (.u) = F,(.u) C’I, ,(.Y) + G,(s) Uk :(.I-), Vk E N such that li > 3. 
(21 
where -E, is equal to the determinant of the linear system, -I?‘, is the 
second cofactor and -G, the first cofactor of this determinant. 
The three polynomials E,, F,. and GA are 
E,(s)=u~~~(.\-+ B,. , +a, ,)-CA , 
F,(.Y)=(u, ?(.Y+ B,. ,)-CA ,)(r+ B,+N~)+I/~ ?C,, (3) 
G,(x)=C,m,(u, ,(x+B,+a,)-C,). 
The first relations are 
CJ, = F, u. with deg F, = 1. 
E,Gz=FzG’,+G2Li, with E2= 1, F,=.u+ Bz+u,. (4) 
and G1= -(m,(s+ B,+u,)-C,). 
The following property is obvious and has been extended to the case of 
quasi-orthogonal polynomial of order L/- I (see Draux [S] ). 
Property, 2. Say 
Vk E N such that k > 4. G, ,(.u) = C, 2 E, (.y). For k = 2 
and 3, E, = GL , 
Another property will be used in the sequel when ui, , No 1 # 0. that is 
to say when the degrees of E, and GA are equal to 1. 
Property, 3. If uk , uk 2 #O and if x is a common zero of two of the 
polynomials En, F,, and Gk, then x is also a zero of the third one. 
4 
Proof: Fk can be written 
and the property is immediately verified. 1 
2. POLYNOMIALS SATISFYING A THREE-TERM RECXRRENO RELATION 
In this part. our aim is to find the sequences of polynomials satisfying a 
three-term recurrence relation of type (2) and to prove that these polyno- 
mials are quasi-orthogonal of order 1 with respect to a unique linear func- 
tional of moments when the first moment c,, is fixed. 
A sequence (G, 1, ., , of non identically zero polynomials and a sequence 
rc,;,:, I of complex numbers are assumed to be known with the following 
assumptions: 
(i) G,=I, 
(ii) the degree of G, is equal to 0 or I. 
(iii) at least one of G,(‘s polynomials has a degree equal to I. 
(iv) C’,#O. V’i3 I: C’, = I. 
(v) If the degree of G, +, is zero. then G, +, = --C’, C’a , , Let num- 
bers 11~ (h- 3 0) be defined by writing the coefficient of .Y in Gh + ,(.Y) as 
uk C,. (In particular. because of (i). u,, = 0). 
From the sequences j G, ) , ,, , and ( C‘, 1, , , two other sequences [E,) , ;, Z and 
iF,;,>, of polynomials are deduced thanks to the following assumptions: 
(vi) E,=Gk , for k=2: C’/, lEh=G, , . V’h- E N such that k > 3. 
(vii) F, is equal to an arbitrary manic polynomial of degree I 
exactly, and V’k 3 2, if u1 , # 0 then 
F,: ( .\- ) = 
E, (.x-l ‘3, (.Y) oi, C’h 
C’h 
-LG,(.Y)f- 
(‘h / 
Ek ( .\- ) 
l(Jh I l/h / 
and if (lh , =0 then 
(6) 
(7) 
where L, (s) is a polynomial of degree 1 exactly. 
Rmark. Property 3 holds. 
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With the three sequences (E,l,.>,, (F,),,,, and (G,],,, a fourth 
sequence 1 CT, ) , F N of polynomials will be generated by 
E, CA = F, Ui , $ G, C/rk ?. vJk32 (8) 
with the initializations: U,, = 1 and I/‘, = F, U,,. 
From the assumptions v, vi, and vii it is easy to :see that 
deg F, = 1 + deg Ek and the leading coefficients of the two polynomials are 
equal. Then: 
Proy~rt~, 4. If the sequence ( C:, 1 ,t pSS exists, C:, is manic and deg L’, = i. 
V’iE Rd. 
THEOREM 5. That sequetm f U, ) ,i i‘d exists 
Ploc$ ’ The subsequence [ CT, )f- (, is assumed to be already co.mputed. 
If deg E, = 0, U, exists. 
If deg E, = 1 the relation (8) shows that E, , Uk , -F, , b’, 2 is 
divisible by GA , . that is to say by E,. Thanks to relation (6) this last 
quantity is equal to 
for u h .?#O. 
Therefore E, ,( UA , - (C, ,/u, J U1, ?) is divisible by G, I, 
Let us set j=li ~ I. 
(I) (i) If degE,=O, U,-(C,j~~,~,)lj, , is divisible by G,. Then 
got0 (II). 
(ii) If deg E, = 1 and if E, is not divisible by G,, then 
c:,-(C,i’u,-,I u, , is divisible by G,. Then goto (II). 
(iii) If deg E, = 1 and if E, is divisible by G,, then E, also is 
divisible by G, (Property 3). 
Then the quantity I/, - (C,,Iu, , ) Up, is equal to 
by using the relations (6) and (8) and the assumption (vi). 
But thanks to relations (8) it also is obvious that 
E, ,(Ci, I-(C, ,/u, 2) U,~ ?) is divisible by G, , , thus by G,. (10) 
Then replace ,j by j ~ 1 and goto (I ). 
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(II) Remark that if deg E, = 1 and if E, is divisible by G,, yj~ F% 
3 <,j< k - I, the last iteration will be (I)(i) because E2 = 1. 
The result is 
C‘ c:, ~ i c;, , 
(1, I 
is divisible by G,. 
But thanks to the relations (9) and (10) it is obvious that 
c’, , - L!d Lrk ? is divisible by G, , 
Oh I 
(11) 
Now to compute tik, FA C, , + G, tiL 1 must be divisible by EA. that is 
to say by G, , 
If Us , #O and thanks to relation (6) it is easy to see that 
(lk 1 , 
G, ~ 
CA I ! 
c:, Ck ' c;, 2x, , - ~ 
I 
must be divisible by G, , . 
Uh 2 
which is also verified (see (1 1 )). 
If UA , =0 and thanks to relation (7) we have the following result: 
c,u, 3 
i 
c:A 
c, 
, ----I& 2 must be divisible by G, , ~ 
Uk 1 
which is also verified (see (11)). 1 
Moreover the following property is given by the proof of the preceding 
theorem: 
THEOREM 6. Ij‘deg E, = 1. U, , - (CL ,;‘(I~ ?) Ui z is diicisiblr b)l E, 
A new sequence [ I’, ‘, ,t Cg of polynomials will be generated by 
E,+-,P,=u,C:,+ ,-C,+,ci, 
These new polynomials verify the following: 
(12) 
THEOREM 7. V'icN, 
(i) deg P, = i, 
(ii) P, is monk, 
(iii) CT, + , = P,, , + (I,, , P,. (13) 
Proqf: The properties (i) and (ii) are obvious thanks to relation (12). 
(iii) If u, i , = 0, then C, _ , = P,-, (given by relation (12)). 
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If u,+ I # 0, the two members of relation (12) (with .j = i + 1 ) a:re multi- 
plied by E, + ?, and the quantity E,* 2 U ,+ Z is replaced by its expression 
given by relation (8). Finally u,+ , F / + z is replaced by its expression given 
by relation (6). Then the following relation is obtained: 
E,+,E,+,P,+,=E,+~E,+~~‘,+,-~,,,E,+,(U,~,+,--C’~+~~~,). 
But u, CT, + , ~ C, + , U, = E,, z P, and after simplification by E,, ?E,+ i, the 
relation (13) is obtained. 
It is obvious that relation (8) has two independent solutions. ‘The first 
solution sequence is obtained from the initializations: U, = 1 and I/;, = F,. 
The second solution sequence will be given from the independent initializa- 
tions: V,, = 0 and V, = arbitrary non zero constant co. 
A similar proof as that of Theorem 5 shows that the second sequence 
i ’ ‘/ 1 / I- I*, also exists, and the following theorem obviously holds: 
THEORFM 8. 'Y'~E N such thur i3 1 
(i) deg V,=i- 1, 
(ii ) the leading cwflicirnt qf V, is equul (0 co, 
(iii) !f‘ deg E, , 1 = 1. V, + , - (c’, 1 , /u,) V, ix dirisihle h.18 E, + :. 
Another new sequence {Q,) ,~ ‘,, of polynomials can be generated by 
E,+zQ,=a, V,+tl-C,+, V,. (14) 
A result similar to Theorem 7 can be proved: 
THEOREM 9. Vi E N, such that i 3 1. 
(i) deg Qi= i- 1, 
(ii) the kwiing coclf;ricient of’ Q, is eyuul to co, 
(iii) V,=QJ+~,Q, r. (15) 
From relation (8) which is satisfied by the polynomials U, and V, it is 
easy to obtain: 
E,(C’,V,p, - U, m, V,)= -G,(L’m , V, ?- C;,p,V, ,). 
All the relations, ViE N such that 2 6 i 6 k are multiplied by each other 
and after simplification the following result is obtained: 
THEOREM 10. Vk32. 
A-2 
u, v, , - U, , V, = ( - 1 )k co n C/G,. (16) 
1-2 
If k d 3 the product is taken equal to 1. 
COROLLARY I I. (i) At roost ow of' the puirs ( l:k, C:, , ) ut7tl 
( I’., , k, , ) u117 Ilaw u cotwuou zt’ro lt~hic~ll is (I xv0 of’ G, 
(ii ) 7‘11~ p(~‘i~ ( lP1 , C’, ) /?(‘1‘C’1’ /?U.S (1 co171117017 Tc’ro. VA- E N. 
Proof. (i) Is a direct consequcncc of the relation ( 16). 
(ii) If. for instance. O‘i and C, had a common zero, it would be a 
zero of GA, but the relations (12) and ( 14) with j= h ~ I show that it 
would also be a zero of I:, , and I .,, , . and a contradiction would be 
obtained with the first property of this corollary. 1 
From the sequences i L:,) it ii and j C’, I ,, , some manic polynomials p, 
and some polynomials 0, whose leading coefficient is c~,). will be given by 
the following processes: 
(17) 
with 
c, = (s + B?) b’, ,+C;“I’, J+D;Qk 1, Vh 3 3 
deg Qh ?<A--4 (obviously Q. = 0 ). (18) 
Relation (17) has already been given by Dickinson [4] by using a 
property of the quasi-orthogonal polynomials of order 1. 
A first result can be proved about the coefficient of the relations (17) and 
(IX). 
THEOREM 12. b,=B:. ?,=C,*. b,=Df, Vk23. 
Proqf: Let us multiply relation (17) by V, , and relation (IX) by 
I:: h- I’ The difference of these two new expressions gives 
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The result is obtained thanks to relation ( 16) and a comparison of the 
degrees. 1 
By using relation (16) the following result is obvious: 
COKOLLARY 13. v/,. 3 3. 
Two other important theorems can be given about the coefficients and 
the polynomials P, i and f& 1 of relations ( 17) and (18). 
Proof: (i)* (ii) and (iii). If uI, I (lk 7 # 0 and the three polynomials 
EL, FL, and G, have a common zero, the relation (8) can be written, 
c,=(x+B,)~:, ,$-C,L’~ 3. 
after having divided by E,. 
It is the same result if uA , = No 1 = 0. 
It is obvious in the two cases, these two relations give 6,x = 0. 
The same proof also is valid for D:. 
(iii) => (ii). Theorem 12 shows that d, = 0:. 
(ii)*(i). The relation (20) gives 
and thus 
C /, mzG,=?,G, , 
Gh = C?, E, 
IO A. DKAIJX 
Therefore 
[Ii, I =uA 2 = 0 LUld fh = Ch . 
or uh I ‘Ih Z # 0 and G, is divisible by E,. The property (3) proves the 
result. Moreover: 
THEOREM 15. [f’k 3 3 and 6, # 0. then: 
(i) Ph i=PA I- 
(ii) Qh - QA qr i- 
(iii) D, = a, , C, , ~ ui 2 ?h and if’ uh. , = 0 then C, = Ck 
Proqf: The relation 
(F,-E,(r+&))C;, ,+(G,-E,c,)U, z=E,&.P,.., (21) 
is deduced from the difference between the relation (17) multiplied by E, 
and the relation (8). 
The relation (21 ) is only satisfied if 
FA - E, (x + B,, ) = const. and G, ~ E, c, # 0. 
G, - E,6’, could have a degree equal to 0 or 1. If this degree was 0 with 
d, # 0, then the degrees of E, and G, would be equal to 1. or the degree 
of E, would be equal to 1 and that of G, equal to 0 and CA. equal to 0. 
Moreover FA - Ek(.u + 8,) would be equal to 0. In the first case of the 
degree values F, would be divisible by E, which is impossible. In the 
second case the relation (21) would show that I!, ? would be divisible by 
15, and the relation (12) that Ui ~, would also be divisible by E,. In the 
same way VA , and V, z would be divisible by E,, which is a contradic- 
tion of the first part of Corollary 11. 
Thus G, - E, ck has degree 1 and FA - E, (s + i,) is equal to a non zero 
constant. 
(a) Ifu, ,#O and uI , = 0. the relation (7) gives 
F,-E,(.r+b,)=C,u, 7 
The coefficient of xh ’ is equal to zero in relation (21 ). Thus 
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Then. by using relation (12) and after having simplified relation (21) by E, 
it becomes 
The relation (13) shows that 
Pi, x=P, , and 6, = -cluI, 2. 
(b) If ufi , # 0, the coefficient of s is equal to uk , C, ~~, - uI J C, in 
G, - E, C‘k (this expression also contains the case where ui, 2 = 0). 
(i) if uk ?= 0, then, by using relation (7) the exprlession of 
Ux , provided by relation (8) written with k = k - 1 and divided Iby E, , , 
and relation ( 12) the relation (21) becomes 
(-lb -,Ck ,Lk itG,-E,(=,)U, ?-ak ,C;~ ,P,m, 
= -c, ,w, 3. 
Therefore 
P,-,=P, 3 and D, = uk _ , C’k , 
(ii) if ukm Z # 0, the same method gives the following transfor- 
med relation (21): 
The factor of CJ, 2 is a constant, but if it was non zero, then U, Z 
would be divisible by E,. The proof given for the degree of G, - E, c, 
shows that it is not possible. Thus 
P -PA-3 h-3- and d,=uh- ,Ck- ,-uh 1c.k. 
(c) Qk 3 = ok 3 would be obtained by a similar proof by using the 
polynomials V,. 1 
A first practical method now can be given to compute the P,‘s. The poly- 
nomials U, are obtained thanks to the relation (8) with the initializations: 
UC, = 1 and U, = F, U,. All the polynomials P, 7, for which d is different 
from 0, are deduced from the relation (17). Then, the other polynomials P, 
are given by the relation (13). Indeed the following theorem, which is a 
direct consequence of the Theorems 7 and 14, holds: 
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111. p h + , = (E, + 2 - [IL 11~ , , + C-i, / ,I Pn + C-i / I (1~ P, _ , (23) 
is obtained by replacing c’, in relation (12) by its expression given by 
relation ( I 3 ). 
If uh #O, relation (22) is obtained. 
If mh = 0. the relation 
P h+,=(.\.+Bh+,-Uh.I)P,-ti’h,,P, ,+(e,+,ll, ,+&+,)Ph 2 
is deduced from relation (17) in the same way. 
The last coefficient is equal to 0 (see Theorem 14(iii) or 15(iii)), and 
relation (22 ) holds. 
A similar proof could be used for the polynomials Q,. 1 
A simpler second method can be given to compute the sequences 
:u ,i,,, and if’i),tbJ. 
If the two sequences {C,) ,> , and (G,) , ,? , are known, then the two other 
sequences (u,) ,), and [E, ), , 2 can be deduced from them. 
Ifa,#O. P,,, is computed by using relation (23), I;‘, i , is then deter- 
mined by relation (13). 
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Ifu,=O, Cl,, , is computed from relation (8). and P, + , is then (obtained 
from relation (13). 
The main theorem now can be proved: 
Proof: The sequence { P, ) , F *\, . satisfying a three-term recurrence 
relation, is orthogonal with respect to a unique linear functional C’ whose 
moments C, are determined by the relations C( P,) = 0. ViE N such that i > 1 
with a non zero arbitrary fixed moment co (it is the Favard theorem: see 
Chihara [3]). This functional is definite, for C’i + , #O. V’k E N. 
Relation (13) then proves the quasi-orthogonality of order 1, for at least 
one of the polynomials G,, has a degree equal to 1 and therefore 
(Ii I #O. 1 
Renmrk. The associated polynomial of a polynomial II with respect to 
a linear functional c is defined by 
Qit and VA. are the polynomials associated to P, and U,, respectively, for 
PA and Qk satisfy the same three-term recurrence relation. Thus QA is the 
second kind orthogonal polynomial which is identical with the associated 
polynomial of PA with respect to C. 
Moreover P, and Qk satisfying the same three-term recurrence relation. 
the associated polynomial of C:, also satisfies the same three-term 
recurrence relation (8) as CT,, But it is also satisfied by the sequence 
( VA ) ktqJ. Thus this associated polynomial is identical to V,. V, will be 
called a quasi-orthogonal polynomial of second kind. 
Remark. Let g be the inverse formal power series of the formal power 
series ,f; where 
Therefore 
,/j-Y) g(r) = 1. 
14 A. DRAIJX 
A new linear functional d”’ can be defined from the moments d,, V’~E N 
such that i 3 2 by the relations 
The sequence of orthogonal polynomials jR:“[,6,, with respect to the 
functional d”’ can be introduced. Then (see Brezinski [ 1 ] ) 
Q/:(.Y)=~,R:~’ ,(A). 
Thus Qk is orthogonal with respect to (/“I, and therefore V, is quasi- 
orthogonal of order 1 with respect to d”‘. 
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