Alguns modelos de dinâmica de fluidos clássicos com força de Coriolis em espaços de Besov by Angulo Castillo, Vladimir, 1987-
UNIVERSIDADE ESTADUAL DE CAMPINAS
Instituto de Matema´tica, Estat´ıstica e
Computac¸a˜o Cient´ıfica
VLADIMIR ANGULO CASTILLO
Some classical fluid dynamics models with
Coriolis force in Besov spaces
Alguns modelos de dinaˆmica de fluidos cla´ssicos
com forc¸a de Coriolis em espac¸os de Besov
Campinas
2018
Vladimir Angulo Castillo
Some classical fluid dynamics models with Coriolis force
in Besov spaces
Alguns modelos de dinaˆmica de fluidos cla´ssicos com
forc¸a de Coriolis em espac¸os de Besov
Tese de Doutorado apresentada ao Instituto de
Matema´tica, Estat´ıstica e Computac¸a˜o Cient´ı-
fica da Universidade Estadual de Campinas
como parte dos requisitos exigidos para a
obtenc¸a˜o do t´ıtulo de Doutor em Matema´tica.
Doctoral thesis presented to the Institute of
Mathematics, Statistics and Scientific Comput-
ing of the University of Campinas in partial
fulfillment of the requirements for the degree
of Doctor in Mathematics.
Advisor: Lucas Cata˜o de Freitas Ferreira
Este exemplar corresponde a` versa˜o
final da Tese de Doutorado defendida
pelo aluno Vladimir Angulo Castillo e
orientada pelo Prof. Dr. Lucas Cata˜o
de Freitas Ferreira.
Campinas
2018
Agência(s) de fomento e nº(s) de processo(s): CNPq, 140725/2016-4; CAPES
ORCID:  https://orcid.org/0000-0002-2556-7332
Ficha catalográfica
Universidade Estadual de Campinas
Biblioteca do Instituto de Matemática, Estatística e Computação Científica
Ana Regina Machado - CRB 8/5467
    
  Angulo Castillo, Vladimir, 1987-  
 An48s AngSome classical fluid dynamics models with Coriolis force in Besov spaces /
Vladimir Angulo Castillo. – Campinas, SP : [s.n.], 2018.
 
   
  AngOrientador: Lucas Catão de Freitas Ferreira.
  AngTese (doutorado) – Universidade Estadual de Campinas, Instituto de
Matemática, Estatística e Computação Científica.
 
    
  Ang1. Euler, Equações de. 2. Boussinesq invíscidas, Equações de. 3. Navier-
Stokes, Equações de. 4. Coriolis, Força de. 5. Besov, Espaços de. 6. Boa-
colocação global. 7. Critério de blow-up. I. Ferreira, Lucas Catão de Freitas,
1977-. II. Universidade Estadual de Campinas. Instituto de Matemática,
Estatística e Computação Científica. III. Título.
 
Informações para Biblioteca Digital
Título em outro idioma: Alguns modelos de dinâmica de fluidos clássicos com força de
Coriolis em espaços de Besov
Palavras-chave em inglês:
Euler equations
Inviscid Boussinesq equations
Navier-Stokes equations
Coriolis force
Besov spaces
Global well-posedness
Blow-up criterion
Área de concentração: Matemática
Titulação: Doutor em Matemática
Banca examinadora:
Lucas Catão de Freitas Ferreira [Orientador]
Cesar Javier Niche Mazzeo
Élder Jesús Villamizar Roa
Marcelo Martins dos Santos
José Luiz Boldrini
Data de defesa: 28-02-2018
Programa de Pós-Graduação: Matemática
Powered by TCPDF (www.tcpdf.org)
Tese de Doutorado defendida em 28 de fevereiro de 2018 e aprovada 
 
pela banca examinadora composta pelos Profs. Drs. 
 
 
 
 
 
   
 Prof(a). Dr(a). LUCAS CATAO DE FREITAS FERREIRA 
 
 
 
 
 Prof(a). Dr(a). JOSÉ LUIZ BOLDRINI 
 
 
 
 
 Prof(a). Dr(a). MARCELO MARTINS DOS SANTOS 
 
 
 
 
 Prof(a). Dr(a). ELDER JESÚS VILLAMIZAR ROA 
 
 
 
 
 Prof(a). Dr(a). CÉSAR JAVIER NICHE MAZZEO 
 
 
 
 
                            As respectivas assinaturas dos membros encontram-se na Ata de defesa 
 
 
      
 
 
 
 
 
      
Este trabajo esta´ dedicado primero a Dios, por ser
esencial y gu´ıa en mi vida, a mi padre Jose´ Jesu´s,
a mi mama´ Mar´ıa Orlanda, a mis hermanos Feisar, Nayfe
y Mar´ıa Yolanda, a mi novia Carolina y a todas las
personas que me acompan˜aron y apoyaron en esta
bonita experiencia.
Acknowledgements
• I thank my family for the unconditional support, especially my parents Maria Orlanda
Castillo Pico and Jose´ Jesu´s Angulo Beltra´n, my brother Feisar, and my sisters Nayfe
and Mar´ıa Yolanda.
• I thank my girlfriend Carolina for her support, understanding and motivation at all
times.
• I thank the Universidade Estadual de Campinas and the IMECC for the opportunity
they gave me.
• I thank all my teachers that I had the pleasure of knowing them, especially my
advisor Prof. Lucas Cata˜o de Freitas Ferreira for the patience, support and guidance
throughout the doctorate.
• I thank my friends and colleagues at UNICAMP.
• I thank the Coordenac¸a˜o de Aperfeic¸oamento de Pessoal de N´ıvel Superior (CAPES),
and the Conselho Nacional de Desenvolvimento Cient´ıfico e Tecnolo´gico (CNPq) for
financial aid.
Resumo
Nesta tese, analisamos treˆs modelos de dinaˆmica de fluidos com forc¸a de Coriolis e definidos
em todo o espac¸o. O primeiro problema aborda as equac¸o˜es de Euler incompress´ıveis
com forc¸a de Coriolis, considerando dados iniciais em espac¸os de Besov na˜o-homogeˆneos.
Aqui, obtemos a existeˆncia local e a unicidade de soluc¸a˜o para este problema usando
regularizac¸a˜o parabo´lica para os casos cr´ıtico e supercr´ıtico da regularidade. Esta te´cnica
utiliza soluc¸o˜es aproximadas que dependem da viscosidade, e como um fato fundamental
para passar o limite nessas soluc¸o˜es, temos que o tempo de existeˆncia e´ independente do
paraˆmetro de Coriolis e da pro´pria viscosidade. Depois, provamos um crite´rio de blow-up
e, com mais regularidade nos dados iniciais, usamos uma estimativa de tempo-espac¸o do
tipo Strichartz para mostrar que a soluc¸a˜o local pode ser estendida para qualquer tempo.
Essa arbitrariedade do tempo e´ poss´ıvel desde que a velocidade de rotac¸a˜o seja grande o
suficiente.
Em seguida, estudamos as equac¸o˜es de Boussinesq inv´ıscida com forc¸a de Coriolis. Para
este problema tambe´m tomamos os dados iniciais em espac¸os de Besov na˜o-homogeˆneos
considerando os casos cr´ıtico e supercr´ıtico da regularidade. Em vez de usar regularizac¸a˜o
parabo´lica, usamos um sistema de iterac¸a˜o linear aproximado que permite construir uma
sequeˆncia que converge para a soluc¸a˜o local do problema em questa˜o. Posteriormente,
provamos um crite´rio de blow-up e consideramos mais regularidade nos dados iniciais para
estender a soluc¸a˜o local. Mais uma vez, usamos uma desigualdade do tipo Strichartz e,
atrave´s de um argumento de contradic¸a˜o, mostramos a resolubilidade do problema para
tempos grandes, contanto que a velocidade de rotac¸a˜o seja suficientemente grande.
Finalmente, consideramos as equac¸o˜es de Navier-Stokes com forc¸a de Coriolis. Tomamos
dados iniciais em espac¸os de Besov homogeˆneos com regularidade igual ou acima da
cr´ıtica. Aqui, a criticalidade e´ no sentido da invariaˆncia pela relac¸a˜o de escala (scaling)
das equac¸o˜es de Navier-Stokes. Introduzimos algumas classes de dados-iniciais adequadas
e obtemos resultados de boa-colocac¸a˜o global para velocidades de rotac¸a˜o grandes, usando
algumas estimativas do tipo Strichartz para o semigrupo de Stokes-Coriolis. Ale´m disso,
mostramos algumas propriedades de comportamento assinto´tico quando a velocidade de
rotac¸a˜o vai para o infinito.
Palavras-chave: Equac¸o˜es de Euler; Equac¸o˜es de Boussinesq inv´ıscidas; Equac¸o˜es de
Navier-Stokes; Forc¸a de Coriolis; Espac¸os de Besov; Boa-colocac¸a˜o; Resolubilidade global;
Crite´rio de blow-up; Soluc¸o˜es brandas.
Abstract
In this thesis, we analyze three fluid dynamics models with Coriolis force and defined in the
whole space. The first problem deals with the incompressible Euler equations with Coriolis
force by considering initial data in nonhomogeneous Besov spaces. Here, we obtain the
local existence and uniqueness of solution to this problem using parabolic regularization for
the critical and supercritical cases of regularity. This technique gives rise to approximate
solutions that depend on the viscosity, and as a fundamental fact to pass the limit to these
solutions, we have that the time of existence is independent of the Coriolis parameter and
the viscosity itself. Then we prove a blow-up criterion, and with more regularity on the
initial data, we use space-time estimates of Strichartz type to show that the local solution
can be extended for any time. This arbitrariness of time is possible provided that the
rotation speed is large enough.
Next, we study the inviscid Boussinesq equations with Coriolis force. For this problem
we also take the initial data in nonhomogeneous Besov spaces considering the critical
and supercritical cases of regularity. Instead of using parabolic regularization, we use an
approximate linear iteration system allowing to construct a sequence that converges to the
local solution of the problem in question. Subsequently, we prove a blow-up criterion and
consider more regularity on the initial data in order to extend the local solution. Again
we use a Strichartz type inequality, and through a contradiction argument, we show the
long-time solvability of the problem for large rotation speed. For the two above problems
the criticality sense is linked to the Sobolev type embedding.
Finally, we consider the Navier-Stokes equations with Coriolis force. We take initial data
belonging to homogeneous Besov spaces with regularity greater or equal to the critical
one. Here, the criticality is in the sense of invariance under the Navier-Stokes scaling. We
introduce some suitable initial-data classes and obtain results on the global well-posedness
for large rotation speed by using some estimates of Strichartz type for the Stokes-Coriolis
semigroup. In addition, we show some properties of asymptotic behavior when the rotation
speed goes to infinity.
Keywords: Euler equations; Inviscid Boussinesq equations; Navier-Stokes equations;
Coriolis force; Besov spaces; Well-posedness; Long-time solvability; Blow-up criterion; Mild
solutions.
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Introduction
In this thesis we approach some questions about the existence and uniqueness
of the local and global-in-time solutions in the whole space for the Euler, the inviscid
Boussinesq and the Navier-Stokes equations with Coriolis force. Also, regarding Navier-
Stokes equations with Coriolis force, we study the fast singular oscillating limit, i.e., the
behavior as the Coriolis parameter goes to infinity. Here, the initial data conditions are
assumed belonging to the Besov spaces (defined in Section 1.5). The corresponding initial
value problems are included in the following family of systems varying the viscosity, the
thermal diffusivity and the temperature, which describe the evolution of an incompressible
fluid under the Earth rotation and convective heat transfer,$’’’’’&’’’’’%
Btu` Ωe3 ˆ u`∇p` pu ¨∇qu´ ν∆u “ gθe3 in p0,8q ˆ R3,
Btθ ` pu ¨∇qθ ´ κ∆θ “ 0 in p0,8q ˆ R3,
∇ ¨ u “ 0 in p0,8q ˆ R3,
u|t“0 “ u0, θ|t“0 “ θ0 in R3,
(0.0.1)
where u “ upx, tq “ pu1px, tq, u2px, tq, u3px, tqq is the velocity field, θ “ θpx, tq is the
temperature and p “ ppx, tq stands for the pressure, while u0 “ pu0,1pxq, u0,2pxq, u0,3pxqq is
the initial velocity satisfying the condition ∇ ¨ u0 “ 0, θ0 “ θ0pxq is the initial temperature
and x P R3. Here gθe3 represents the buoyancy force. The kinematic viscosity is represented
by ν ě 0, the thermal diffusivity is denoted by κ ě 0 and g is the gravity. The Coriolis
parameter Ω P R plays the role of twice the rotation speed around the vector unit
e3 “ p0, 0, 1q. The reader is referred to the books [24, 62] for more details about this
physical model. We will use the same notation for spaces of scalar and vector functions,
e.g., we write u0 P Hs instead of u0 P pHsq3.
Among the problems in partial differential equations that are of great interest
to the mathematical community, there are the equations in fluid dynamics, especially
those dealing with atmospheric and oceanographic phenomena in which stratification and
rotation play an important role. Such is the case of the system (0.0.1) and related models
on which different theoretical studies have been carried out in the last decades, analyzing
various aspects such as the local and global well-posedness, regularity and stability of
solutions, blow-up criteria, amongst others. In the following pages, we will briefly review
some results about these aspects for the Euler-Coriolis, the inviscid Boussinesq-Coriolis
and the Navier-Stokes-Coriolis equations, which mean the corresponding models with
Coriolis force.
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We start with the Euler-Coriolis equations (ν “ 0 and θ ” 0 in (0.0.1)), that is$’’’&’’’%
Bu
Bt ` Ωe3 ˆ u` pu ¨∇qu`∇p “ 0 in R
3 ˆ p0,8q,
∇ ¨ u “ 0 in R3 ˆ p0,8q,
upx, 0q “ u0pxq in R3.
(0.0.2)
System (0.0.2) has been studied by several authors in the case Ω “ 0 that
corresponds to the classical Euler equations, which we shall refer to as (E). In the framework
of Sobolev spaces, Kato [53] showed that (E) have a unique local-in-time solution u P
C
`r0, T s ;Hs `R3˘˘XC1pr0, T s ;Hs´1 `R3˘q for u0 P Hs `R3˘ with an integer s ě 3, where
T “ T p}u0}HspR3qq. In [54], Kato and Ponce proved that if s ą 2{p`1, 1 ă p ă 8 and u0 P
Hsp
`
R2
˘
, then there exists a unique 2D global solution u P C `r0,8q ;Hsp `R2˘˘. Later on in
[55], they considered n ě 2 and proved that for s ą n{p` 1, 1 ă p ă 8 and u0 P Hsp pRnq,
there exist T ą 0 and a unique solution u P C `r0, T s ;Hsp pRnq˘X C1 `r0, T s ;Hs´1p pRnq˘.
Temam [71] extended the results of Kato [53] to Hm and Wm,p in bounded domains (see
also Ebin-Marsden [33] and Bourguignon-Brezis [14]). For existence and uniqueness results
in Holder Ck,γ and Triebel-Lizorkin F sp,q spaces, the reader is referred to [22] and [17, 18],
respectively.
In the context of Besov spaces, Chae [19] and Zhou [77] proved that (E) has
a unique solution u P Cpr0, T s;Bn{p`1p,1 pRnqq for 1 ă p ă 8 and n ě 3 (see also [72] for
n “ 2). After, the borderline cases p “ 8 [63] and p “ 1 [64] were considered by Park and
Park. Takada [69] showed existence-uniqueness in Besov type spaces based on weak-Lp with
1 ă p ă 8 and n ě 3. The exponent s “ n
p
` 1 is critical for (E) in Hsp and Bsp,q-spaces. In
fact, Bourgain and Li [13] showed that (E) is ill-posed in H
n
p
`1
p and Bn{p`1p,q for 1 ď p ă 8,
1 ă q ď 8 and n “ 2, 3. So, it is natural to consider q “ 1 when s “ n
p
` 1. The critical
case is also of special interest because the regularity index s´ 1 “ n
p
of the vorticity ∇ˆu
corresponds to the critical case of the Sobolev type embeddings. Motivated by the symbol
ą, the case s ą n
p
` 1 has been named in the literature as supercritical.
For Ω ‰ 0, Dutrifoy [32] showed long-time existence of solutions for (0.0.2)
with lower bound on the existence time TΩ Á log log |Ω|, provided that |Ω| is large enough
and u0 belongs to a certain Sobolev type class. Also, Dutrifoy [31] and Charve [21]
obtained analogous results for quasigeostrophic systems. Recently, for s ą s0 “ 32 ` 1
and u0 P HspR3q, Koh, Lee and Takada [57] proved that there exists a unique local-in-
time solution u for (0.0.2) in the class Cpr0, T s;HspR3qq XC1pr0, T s;Hs´1pR3qq. Moreover,
assuming that s ą s1 “ 52 ` 1, they showed that their solutions can be extended to
long-time intervals r0, TΩs, provided that the rotation speed is large enough.
In view of the previous results for (0.0.2) and (E), it is natural to wonder about
solutions in Besov-spaces for (0.0.2) and, in particular, the critical case of regularity. In
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this work, we extend the results of [57] by treating the two cases s “ s0 and s ą s0 “ 32 ` 1
in the framework of Besov spaces. To be more precise, we consider the cases s ą s0 with
1 ď q ď 8 and s “ s0 with q “ 1, respectively, and show local-in-time existence and
uniqueness of solutions for initial data in the Besov space Bs2,q with smallness condition
on the existence time uniformly in Ω P R. After that, we obtain long-time solvability of
(0.0.2) in Bs2,1 with the borderline case s “ s1, for a large Coriolis parameter |Ω|. It is
worth noting that Hs Ă B5{22,1 and Hs Ă B7{22,1 for s ą 32 ` 1 and s ą
5
2 ` 1 respectively,
and so our result provides a larger class for both local and long time solvability of (0.0.2).
Our results corresponding to the critical case are contained in the paper [4].
Next, we focus on the inviscid Boussinesq-Coriolis equations (that is, ν “ κ “ 0
in (0.0.1)), which have the form$’’’’’&’’’’’%
Btu` Ωe3 ˆ u`∇p` pu ¨∇qu “ gθe3 in p0,8q ˆ R3,
Btθ ` pu ¨∇qθ “ 0 in p0,8q ˆ R3,
∇ ¨ u “ 0 in p0,8q ˆ R3,
u|t“0 “ u0, θ|t“0 “ θ0 in R3.
(0.0.3)
The 2D-dimensional Boussinesq equations (that is, for Ω “ 0 in the system (0.0.1)) has
received great attention by different mathematicians in the literature. Particularly some
results have been obtained on the global well-posedness for (0.0.3) with different cases
of viscosity (partially or totally viscous cases) and in different spaces spaces (see e.g.
[1, 16, 20, 28, 70, 43, 45, 61, 76] and references therein). Thus, from the viewpoint of global
smothness, we can say that its study seems to be in a satisfactory state, except for the
inviscid case.
For the 3D-Boussinesq equations (or (0.0.1) with Ω “ 0) and θ0 not constant,
the global smoothness of solutions is a challenging open problem for any viscosity case
(partially and totally viscous case and inviscid case). Some results about the local and
global well-posedness and blow-up criteria have been obtained in different function spaces
for this system. In particular, in the viscous case (that is, ν ą 0 and κ ą 0), Hmidi and
Rousset [44] proved the global well-posedness with axisymmetric initial data in Sobolev
spaces, Deng and Cui [29] showed the well-posedness for initial data belonging to Besov
spaces of negative regularity index s “ ´1 and Dai et al. [27] established a blow-up
criterion of weak solutions in terms of the pressure in the homogeneous Besov spaces
9B08,8pR3q.
On the other hand, in the partially viscous case (that is, ν “ 0 and κ ą 0 or
ν ą 0 and κ “ 0), Danchin and Paicu [28] proved the global existence of finite energy weak
solutions in Rn, and the global well-posedness for n ě 3 with small initial data pu0, θ0q
satisfying u0 P 9B´1`
n
p
p,1 pRnqXLn,8pRnq and θ0 P 9B0n,1pRnqXLn3 pRnq for n ď p ď 8, Ye [74]
obtained for initial data in H3pR3q ˆH3pR3q a blow-up criterion using the homogeneous
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Besov space 9B
3
p
` 2
q
´1
p,8 pR3q with 3
p
` 2
q
ď 2 and pp, qq ‰ p8,8q for 1 ă p, q ď 8, and Fu and
Cai [36] proved that if the pressure p is in L
2
2`r p0, T ; 9Br8,8q for r “ ˘1, smooth solutions
can be continually extended.
For the inviscid case (that is, ν “ κ “ 0), Cui et al. [26] proved the local
well-posedness and a blow-up criterion in Ho¨lder spaces in Rn for n ě 2; Xiang and
Yan [73] showed the well-posedness in the Triebel-Lizorkin-Lorentz spaces F s,rp,q pRnq for
1 ă r ď p ă 8, 1 ă q ă 8 and s ą 1 ` n
p
, and also proved a blow-up criterion in
the Triebel-Lizorkin space F 18,8pRnq, and finally, Bie et al. [11] obtained the local well-
posedness and blow-up criteria in Besov-Morrey spaces N sp,q,rpR3q for the supercritical case
s ą 1 ` n
p
, 1 ă q ď p ă 8, 1 ď r ď 8, and the critical case s “ 1 ` n
p
, 1 ă q ď p ă 8,
r “ 1.
For Ω ‰ 0, some results of global well-posedness with stratification effects in the
viscous case (ν ą 0 and κ ą 0) have been obtained (see e.g. [46, 52, 56, 68] and references
therein). However, these require small initial data, as well as the stratification parameter
N (a non-negative constant representing the Brunt-Va¨isa¨la¨ frequency) or the rotation
speed Ω to be large enough. In view of the previous results of (0.0.1), it is interesting
to ask about the local and global well-posedness of solutions for the system (0.0.1) in
non-viscous cases. In fact, we consider critical and supercritical regularity and show the
global existence-uniqueness of solutions for the inviscid problem (0.0.3) with initial data
in the Besov space Bs2,q and with the existence time independent of Ω. Then, assuming
more regularity, we prove the long-time solvability of the system (0.0.3).
Finally, we analyse the incompressible Navier-Stokes-Coriolis equations (i.e.,
(0.0.1) with θ ” 0), which are written as$’’’&’’’%
Bu
Bt ´∆u` Ωe3 ˆ u` pu ¨∇qu`∇p “ 0 in R
3 ˆ p0,8q,
∇ ¨ u “ 0 in R3 ˆ p0,8q,
upx, 0q “ u0pxq in R3.
(0.0.4)
Invoking Duhamel’s principle, the system (0.0.4) can be converted to the integral
equations (see e.g. [42])
uptq “ TΩptqu0 ´Bpu, uqptq, (0.0.5)
where the bilinear operator B is defined by
Bpu, vqptq “
ż t
0
TΩpt´ τqP∇ ¨ pub vqpτq dτ. (0.0.6)
In (0.0.6), P “ pδi,j `RiRjq1ďi,jď3 is the Leray-Helmholtz projector, tRiu1ďiď3 are the
Riesz transforms, and TΩp¨q stands for the semigroup corresponding to the linear part of
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(0.0.4) (Stokes-Coriolis semigroup). More explicitly, we have that
TΩptqf “
„
cos
ˆ
Ω ξ3|ξ|t
˙
e´|ξ|
2tI pfpξq ` sinˆΩ ξ3|ξ|t
˙
e´|ξ|
2tRpξq pfpξq_
for divergence-free vector fields f , where I is the identity matrix in R3 and Rpξq is the
skew-symmetric matrix symbol
Rpξq “ 1|ξ|
¨˚
˝ 0 ξ3 ´ξ2´ξ3 0 ξ1
ξ2 ´ξ1 0
‹˛‚ for ξ P R3zt0u.
Vector fields u satisfying the formulation (0.0.5) are called mild solutions for (0.0.4) (see
Section 1.6).
There is a vast literature on the results of global well-posedness of the Navier-
Stokes equations. Babin, Mahalov and Nicolaenko [5, 6, 7] showed the global existence and
regularity of solutions for (0.0.4) with periodic initial velocity, provided that the rotation
speed |Ω| is sufficiently large. In [23, 24], Chemin et al. obtained a unique global strong
Leray-type solution for large |Ω| and initial data u0pxq P L2pR2q3 `H 12 pR3q3 (notice that
the first parcel of u0pxq depends on px1, x2q, where x “ px1, x2, x3q). For almost periodic
initial data and using the l1-norm of amplitudes with sum-closed frequency set, Yoneda [75]
proved the existence of solutions for large times and sufficiently large |Ω|. Considering the
mild (semigroup) formulation, the global well-posedness in homogeneous Sobolev spaces
9HspR3q with 1{2 ď s ă 3{4 was obtained by Iwabuchi and Takada [48]. They considered
sufficiently large |Ω| (depending on the size of }u0} 9Hs) when 1{2 ă s ă 3{4. In the critical
case s “ 1{2, they used a class of precompact subsets in 9H1{2pR3q in order to get similar
results. Local versions (T large but finite) of the results in [48] can be found in [50] for
1{2 ă s ă 5{4.
Another type of results for (0.0.4) is the uniform global solvability (or well-
posedness) in which the smallness condition on u0 is independent of |Ω|. Giga et al. [38]
obtained the uniform global solvability for small data u0 in FM
´1
0 pR3q “ divpFM0pR3qq3,
where FM0pR3q denotes the space of the finite Radon measures with no point mass at
the origin. The space FM´10 pR3q is an example of critical space for the 3D Navier-Stokes
equations, which we shall refer to as (NS) ((NSC) with Ω “ 0), i.e., its norm is invariant
under the scaling uλ0pxq Ñ λu0pλxq, for all λ ą 0. The uniform global well-posedness for
small u0 in the Sobolev space H
1
2 pR3q was proved by Hieber and Shibata [42] and for
small initial data in the critical Fourier-Besov space 9FB
2´ 3
p
p,8 pR3q with 1 ă p ď 8 and in
9FB
´1
1,1pR3q X 9FB01,1pR3q was proved by Konieczny and Yoneda [58]. Iwabuchi and Takada
[49] obtained the uniform global well-posedness to (0.0.4) with small initial velocity in
the Fourier-Besov 9FB
´1
1,2pR3q as well as the ill-posedness in 9FB´11,qpR3q for 2 ă q ď 8.
These results were extended to the framework of critical Fourier-Besov-Morrey spaces by
Almeida, Ferreira and Lima [2].
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Concerning the asymptotic behavior for (0.0.4), we quote the work of Iwabuchi,
Mahalov and Takada [51], where they treated the high-rotating cases and proved the
asymptotic stability of large time periodic solutions for large initial perturbations. We also
mention [24], where the reader can find results about the convergence of solutions towards
a two-dimensional model as |Ω| Ñ 8 (see also references therein).
It is worth noting that global existence of strong, mild or smooth solutions for
the Navier-Stokes equations (Ω “ 0), without assuming smallness conditions on u0, are
outstanding open problems. Thus, global solvability results of those solutions for (0.0.4)
with arbitrary data in suitable spaces show an interesting smoothing effect due to the
Coriolis parameter Ω.
For this problem, we show the global well-posedness of (0.0.4) for large |Ω|
and arbitrary initial data u0 belonging to homogeneous Besov spaces 9Bs2,qpR3q, where
1 ď q ď 8 and 1{2 ď s ă 3{4. In fact, for the cases s P p1{2, 3{4q with q “ 8 and
s “ 1{2 with q P r2,8s, we introduce the suitable initial-data classes I and F0 (see (4.3.1)
and (4.3.16)), respectively, whose definitions depend on the Stokes-Coriolis semigroup
and Besov spaces. Also, we obtain some properties on asymptotic behavior as |Ω| Ñ 8.
For the case 1{2 ă s ă 3{4, we use some space-time estimates of Strichartz type for the
semigroup associated with the linear problem of (0.0.4), and also the fact of |Ω| being
large with respect to the 9Bs2,q-norm (I-norm for q “ 8) of the initial data u0 (a power-
type dependence). For the critical case s “ 1{2, |Ω| depends on initial data belonging to
precompact sets D Ă F0. In view of the strict continuous inclusions H1{2 Ă F0 and
9Bs2,1 Ă 9Bs2,q1 Ă 9Hs “ 9Bs2,2 Ă 9Bs2,q2 Ă 9Bs2,8,
for 1 ď q1 ď 2 ď q2 ă 8, our results provide a new initial data class for the global
well-posedness of (0.0.4) and, in particular, a class larger than that of [57]. The results
obtained to this problem are contained in the preprint [34].
This thesis is organized as follows. Chapter 1 is dedicated to the preliminaries
for the proper development of the text. In Section 1.1, we present definitions and properties
of the interpolation spaces, highlighting results on inclusions, density and duality. In Section
1.2, we recall the definition of Lebesgue spaces together with some important inequalities
such as Ho¨lder inequality, Young inequality and Hardy-Littlewood-Paley inequality as well
as properties over duality and inclusions. We also present in Section 1.3 several aspects
of the Fourier transform, the Schwartz class and the space of tempered distributions
that are important to define Besov spaces and to determine several of their properties.
Subsequently, the decomposition of Littlewood-Paley and the Bony paraproduct make up
Section 1.4, being basic tools to define homogeneous and nonhomogeneous Besov spaces
and to determine the product and commutator estimates. In Section 1.5 we present the
Besov spaces together with the most important properties for this work. Here, we include
properties on inclusions, duality, estimates and relationships with the different function
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spaces contained so far. In addition, we present, as particular cases, both homogeneous
and non-homogeneous Sobolev spaces and some interpolation properties. In Section 1.6,
we introduce the Riesz transform and the Leray-Helmholtz projector, basic tools for this
work. We finish this chapter with Section 1.7, which deals with the semigroups of bounded
linear operators, paying particular attention to heat and Stokes-Coriolis semigroups.
In Chapter 2, we prove the results obtained for the Euler-Coriolis equations in
nonhomogeneous Besov spaces about local existence and uniqueness of solutions in the
critical and supercritical cases (see Subsection 2.3.1). Here, we employ an approximation
scheme to get solutions close to the solution of (0.0.2), and then, through certain uniform
estimates, the solution is obtained as a limit of these approximate solutions. Subsequently,
in Subsection 2.3.3 and using more regularity in the Besov spaces, the long-time solvability
is shown by using a blow-up criterion of Beale-Kato-Madja type (see Proposition 2.3.2 in
Subsection 2.3.2) and an inequality of Strichartz type.
Chapter 3 is devoted to demonstrating the results obtained to the inviscid
Boussinesq-Coriolis equations. The local existence of solutions are shown using an approxi-
mate iterative linear system (see Section 3.2.1) and initial data in nonhomogenous Besov
spaces. The long-time solvability is proved in Subsection 3.2.3.
Finally, Chapter 4 contains the proofs of the results concerning the Navier-
Stokes-Coriolis equations using initial data in homogeneous Besov spaces. Estimates in
Besov norms for the semigroup TΩp¨q and the Duhamel integral term in (0.0.5) are the
subject of Section 4.2. In Sections 4.3 and 4.4, we state and prove our global well-posedness
and asymptotic behavior results for (0.0.4).
20
1 Preliminaries
In this chapter, we present some necessary prerequisites for the development of
this work. Basically, we recall some definitions and results related to interpolation spaces,
Lebesgue spaces, Fourier transform, Schwartz class, temperate distributions, Besov spaces,
among others.
1.1 Interpolation spaces
In this section, we follow the text presented in [10] related to interpolation
spaces. Here, we exhibit several definitions and important properties that will be useful in
the context of the spaces of Besov and Sobolev, as we will see in the next sections. The
proofs of the results presented in this part can be found mainly in the books [10] and [66].
We start with the definition of a compatible couple.
Definition 1.1.1. Let A0 and A1 be two topological vector spaces. We say that A0 and
A1 are compatible if there is a Hausdorff topological vector space H such that A0 and A1
are subspaces of H. We denote this relation by A “ pA0, A1q.
This notion includes two normed spaces, which are crucial in the construction
of interpolation spaces to be well-defined.
Lemma 1.1.2 (see [10, page 24]). Let A “ pA0, A1q a compatible couple of normed vector
spaces. Then ∆pAq “ A0 X A1 and ΣpAq “ A0 ` A1 are also two normed vector spaces
with norms defined by
}a}∆pAq “ max t}a}A0 , }a}A1u ,
}a}ΣpAq “ infa“a0`a1 t}a0}A0 ` }a1}A1u .
Moreover, if A0 and A1 are complete, then ∆pAq and ΣpAq are also complete.
We write T : A ÝÑ B for a bounded linear operator and we present below the
definition of different types of interpolation spaces.
Definition 1.1.3. Let A “ pA0, A1q a compatible couple of normed vector spaces. We say
that a space A is an intermediate space between A0 and A1 (or with respect to A) if
∆pAq Ă A Ă ΣpAq
with continuous inclusions. If for any T : ΣpAq ÝÑ ΣpAq such that
T |A0 : A0 ÝÑ A0 and T |A1 : A1 ÝÑ A1
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implies that
T |A : A ÝÑ A,
we say that A is an interpolation space between A0 and A1 (or with respect to A). More
generally, A and B are said interpolation spaces with respect to A and B if A and B are
intermediate spaces with respect to A and B respectively, and if for any T : ΣpAq ÝÑ ΣpBq
such that T |A0 : A0 ÝÑ B0 and T |A1 : A1 ÝÑ B1 implies T |A : A ÝÑ B.
If in addition, there exists a positive constant C, independent of T , such that
}T }AÝÑB ď C max t}T }A0ÝÑB0 , }T }A1ÝÑB1u ,
we say that A and B are uniform interpolation spaces, and in particular case C “ 1,
A and B are exact interpolation spaces. In particular, if
}T }AÝÑB ď C}T }1´θA0ÝÑB0}T }θA1ÝÑB1 , 0 ď θ ď 1,
we say that A and B are interpolation spaces of exponent θ and in the case C “ 1,
that A and B are exact of exponent θ.
In order to build the interpolation spaces, it is necessary to consider the
functionals K and J defined below.
Definition 1.1.4. Let A “ pA0, A1q a compatible couple of normed vector spaces and let
0 ă t ă 8. We define the functionals K : p0,8qˆΣpAq ÝÑ C and J : p0,8qˆ∆pAq ÝÑ C
respectively by
Kpt, aq “ Kpt, a;Aq “ inf
a“a0`a1 t}a0}A0 ` t}a1}A1u and
Jpt, aq “ Jpt, a;Aq “ max t}a}A0 , t}a}A1u .
Remark 1.1.5. Notice that for each t P p0,8q fixed, Kpt, aq and Jpt, aq are equivalent
norms on ΣpAq and ∆pAq respectively.
A result about the duality for compatible couples is the following.
Theorem 1.1.6 (see [10, page 32]). Let A “ pA0, A1q be a compatible couple and suppose
that ∆pAq is dense in both A0 and A1. Then ∆pAq1 “ ΣpA1q and ΣpAq1 “ ∆pA1q, where
A
1 “ pA10, A11q and A1 denotes the dual of A. More precisely,
}a1}ΣpA1q “ sup
aP∆pAq
|xa1, ay|
}a}∆pAq
,
}a1}∆pA1q “ sup
aPΣpAq
|xa1, ay|
}a}ΣpAq
,
where x¨, ¨y denotes the duality between ∆pAq and ∆pAq1.
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Now we present the definition of the real interpolation space for the functionals
K and J .
Definition 1.1.7. Let 0 ă θ ă 1 if 1 ď p ď 8 and 0 ď θ ď 1 if p “ 1. We define the
real interpolation space Aθ,p;K “ pA0, A1qθ,p;K as
Aθ,p;K “
 
a P ΣpAq : Φθ,ppKp¨, aqq ă 8
(
,
where
Φθ,ppKp¨, aqq “ }t´θKpt, xq}Lppp0,8q, dt
t
q “
$’’&’’%
ˆż 8
0
`
t´θKpt, xq˘p dt
t
˙ 1
p
if 1 ď p ă 1,
sup
tą0
t´θKpt, xq if p “ 8.
The space Aθ,p;K is normed with norm given by }a}Aθ,p;K “ Φθ,ppKp¨, aqq.
Definition 1.1.8. Let 0 ă θ ă 1 if 1 ď p ď 8 and 0 ď θ ď 1 if p “ 1. We define the
real interpolation space Aθ,p;J “ pA0, A1qθ,p;J as the set of all a P ΣpAq that can be
represented by
a “
ż 8
0
uptqdt
t
pconvergence in ΣpAqq,
where uptq is measurable with values in ∆pAq and
Φθ,ppJpt, uptqqq ă 8.
The space Aθ,p;J is normed with norm given by }a}Aθ,p;J “ Φθ,ppJpt, uptqqq.
The next result concerns the type of interpolation of Aθ,p;K and Aθ,p;J .
Theorem 1.1.9 (see [10, pages 40 and 43]). Aθ,p;K and Aθ,p;J are exact interpolation
spaces of exponent θ. Moreover,
Kps, a;Aq ď Cθ,psθ}a}Aθ,p;K , a P ΣpAq,
}a}Aθ,p;J ď Cs´θJps, a;Aq, a P ∆pAq.
There are discrete representations of the spaces Aθ,p;K and Aθ,p;J . To see this,
first we denote by λθ,p the space of all sequences pajqjPZ such that
}pajqjPZ}λθ,p “
˜ÿ
jPZ
2´jθp|aj|p
¸ 1
p
.
Proposition 1.1.10 (see [10, pages 41 and 43]). piq For a P ΣpAq, we denote aj “
Kp2j, a;Aq. Then a P Aθ,p;K if and only if pajqjPZ P λθ,p. Moreover,
}pajqjPZ}λθ,p „ }a}Aθ,p;K .
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piiq a P Aθ,p;J if and only if there exists a sequence uj P ∆pAq, j P Z, with
a “
ÿ
j
uj pconvergence in ΣpAqq,
and such that pJp2j, ujqqjPZ P λθ,p. Moreover,
inf
pujq
}pJp2j, ujqqjPZ}λθ,p „ }a}Aθ,p;J .
The following theorem establishes the equivalence between Aθ,p;K and Aθ,p;J
found in [10, page 44].
Theorem 1.1.11 (The equivalence theorem). Let 0 ă θ ă 1 and 1 ď p ď 8, then
Aθ,p;K “ Aθ,p;J with equivalence of norms.
Remark 1.1.12. In virtue of the above theorem, we denote the spaces Aθ,p;K and Aθ,p;J
by Aθ,p with norm } ¨ }Aθ,p.
Now we present some properties of interpolation spaces.
Theorem 1.1.13 (see [10, pages 46 and 47]). Let A “ pA0, A1q be a compatible couple of
normed vector spaces and let 0 ă θ ă 1 and 1 ď p ď 8. The following sentences hold.
piq pA0, A1qθ,p “ pA1, A0q1´θ,p with equal norms;
piiq Aθ,p Ă Aθ,r, if p ď r;
piiiq For 0 ă θ0 ă θ ă θ1 ă 1, we have Aθ0,p0 X Aθ1,p1 Ă Aθ,p;
pivq If θ0 ă θ1 and A1 Ă A0, then Aθ1,p Ă Aθ0,p;
pvq A1 “ A0 (with equal norms) implies Aθ,p “ A0 and }a}A0 “ ppθp1´ θqq
1
p }a}Aθ,p;
pviq If A0 and A1 are complete, then so is Aθ,p;
pviiq If p ă 8, then ∆pAq is dense in Aθ,p;
pviiiq ∆pAqAθ,8 “ A0θ,8 “
 
a : t´θKpt, a;Aq Ñ 0 as tÑ 0 or tÑ 8(;
pixq If A0i “ ∆pAq
Ai
, i “ 0, 1, and p ă 8, then
pA0, A1qθ,p “ pA00, A1qθ,p “ pA0, A01qθ,p “ pA00, A01qθ,p.
The following theorem says that there is stability for repeated use of the real
interpolation method for intermediate spaces found in [10, page 50].
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Theorem 1.1.14 (The reiteration theorem). Let A “ pA0, A1q and X “ pX0, X1q be two
compatible couples of Banach spaces, and assume that each Xi, i “ 0, 1, satisfies
Kpt, a;Aq ď Ctθi}a}Xi , a P Xi,
}a}Xi ď Ct´θiJpt, a;Aq, a P ∆pAq,
where 0 ď θi ď 1 and θ0 ‰ θ1. Then, for θ “ p1´ηqθ0`ηθ1 with 0 ă η ă 1 and 1 ď p ď 8,
we have
Xη,p “ Aθ,p (equivalent norms).
In particular, if 0 ă θi ă 1, i “ 0, 1, then
pAθ0,p0 , Aθ1,p1qη,p “ Aθ,p (equivalent norms).
Furthermore, for X0 “ Aθ,p0 and X1 “ Aθ,p1, where 0 ă θ ă 1 and 1 ď p0, p1 ď 8, it
follows that
Xη,p “ Aθ,p,
where
1
p
“ 1´ η
p0
` η
p1
.
We finish this section presenting a result about the duality between interpolation
spaces.
Theorem 1.1.15 (see [10, page 54]). Let A “ pA0, A1q be a compatible couple of Banach
spaces such that ∆pAq is dense both in A0 and A1. Assume that 1 ď p ă 8 and 0 ă θ ă 1,
then
pA0, A1q1θ,p “ pA10, A11qθ,p1 (equivalent norms),
where
1
p
` 1
p1
“ 1. Moreover,
pA0θ,8q1 “ A1θ,1.
1.2 The Lebesgue spaces Lp
In this section, we present some important properties of Lebesgue spaces such
as Ho¨lder inequality, Young inequality, Hardy-Littlewood-Sobolev inequality, convolution,
duality, among others. The content of this section is based mainly on the books [15] and
[35]; the proofs of the results included in this part are referred to those books.
Let pX,M, µq be a measure space with µ always being a positive measure.
Here we understand that two µ-measurable functions are considered equal if they coincide
except on a set of µ-measure zero. For a measurable function f on X, we define
}f}Lp :“
$’’&’’%
ˆż
X
|f |p
˙ 1
p
if 0 ă p ă 8,
ess sup
xPX
|fpxq| if p “ 8,
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and the space
LppXq “ LppX,M, µq “ tf : X ÝÑ C : f is measurable and }f}Lp ă 8u .
We will often abbreviate LppX,M, µq by LppXq or simply by Lp, since the notation does
not cause confusion. It is known that pLppX,M, µq, } ¨ }Lpq is a quasi-normed space, and
in particular for 1 ď p ď 8, the couple pLppX,M, µq, } ¨ }Lpq is a normed space.
The following proposition is a generalized version of Ho¨lder’s inequality found
in [15, page 118].
Proposition 1.2.1 (Ho¨lder’s inequality). Let f1, f2, . . . , fk be k functions such that fi P
LpipXq, i “ 1, 2, . . . , k, with 1 ď pi ď 8 and
kÿ
i“1
1
pi
. If
fpxq “
kź
i“1
fipxq,
then f P LppXq with 1
p
“
kÿ
i“1
1
pi
and
}f}Lp ď
kź
i
}fi}Lpi .
As a special case, taking k “ 2 and p1 “ p2 “ 2 we have the following corollary.
Corollary 1.2.2 (Cauchy-Schwartz inequality). If f1, f2 P L2pXq, then
}f}L1 ď }f1}L2}f2}L2 .
For 1 ď p ď 8, it is known that pLp, } ¨ }Lpq is a Banach space. In the following
proposition found in [35, page 183], we see the triangular inequality for the norm in these
spaces.
Proposition 1.2.3 (Minkowski’s inequality). For 1 ď p ď 8 and f, g P Lp, we have
}f ` g}Lp ď }f}Lp ` }g}Lp . (1.2.1)
The Minkowski inequality (1.2.1) states that the norm Lp of the sum of two
functions is at most the sum of the norm Lp of these functions. The following theorem is a
generalization of Proposition 1.2.3 found in [35, page 194], which is known as Minkowski’s
inequality for integrals. Here, the sum is replaced by integrals as follows.
Theorem 1.2.4 (Minkowski inequality for integrals). Suppose that pX,M, µq and pY,N , νq
are σ-finite measure spaces, and let f be an pMbN q-measurable function on X ˆ Y .
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piq If 1 ď p ă 8 and f ě 0, then„ż ˆż
fpx, yqdνpyq
˙p
dµpxq
 1
p
ď
ż „ż
fpx, yqpdµpxq
 1
p
dνpyq.
piiq If 1 ď p ď 8, fp¨, yq P LppXq for a.e. y, and the function y ÞÑ }fp¨, yq}Lp is in
L1pY q, then fpx, ¨q P L1pY q for a.e. x, the function x ÞÑ
ż
fpx, yqdνpyq is LppXq,
and ››››ż fp¨, yqdνpyq››››
Lp
ď
ż
}fp¨, yq}Lp dνpyq.
The two theorems given below give us two important results of integration
theory. The first is a generalization of the change of variable theorem that we know from
Calculus and the second allows us, under certain hypotheses, to change the order of
integration into double integrals. Here for a σ-finite measure space pX,M, µq it is denoted
by L`pX,M, µq the space of all measurable functions from X to r0,8s. Also, for a function
f defined on X ˆ Y , the x-section fx and the y-section f y of f are given, respectively, by
fxpyq “ f ypxq “ fpx, yq.
Theorem 1.2.5 (Change of Variable Theorem, see [35, page 67]). piq Let T P GLpn,Rq.
If f is a Lebesgue measurable function in Rn, then f ˝T is also a Lebesgue measurable
function in Rn. Moreover, if f ě 0 or f P L1pRnq, thenż
Rn
fpxq dx “ | detT |
ż
Rn
pf ˝ T qpxq dx.
piiq Let X be an open subset of Rn and G : X ÝÑ Rn a diffeomorphism of class C1. If f
is a Lebesgue measurable function in GpXq, then f ˝G is also a Lebesgue measurable
function in X. Moreover, if f ě 0 or f P L1pGpXqq, thenż
GpXq
fpxq dx “
ż
X
pf ˝Gqpxq| detDxG| dx.
Theorem 1.2.6 (The Fubini-Tonelli Theorem, see [35, page 73]). Let pX,M, µq and
pY,N , νq be two σ-finite measure spaces.
piq (Tonelli) If f P L`pX ˆ Y q, then the functions gpxq “
ż
fxdν and hpyq “
ż
f ydµ
are in L`pXq and L`pY q, respectively, andż
f dpµˆ νq “
ż „ż
fpx, yqdνpyq

dµpxq “
ż „ż
fpx, yqdµpxq

dνpyq. (1.2.2)
piiq (Fubini) If f P L1pX ˆ Y q, then fx P L1pY q for a.e. x P X, f y P L1pXq for a.e.
y P Y , the a.e.-defined functions gpxq “
ż
fxdν and hpyq “
ż
f ydµ are in L1pXq
and L1pY q, respectively, and (1.2.2) holds.
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We also recall Fatou’s Lemma found in [35, page 52].
Lemma 1.2.7 (Fatou’s Lemma). Let pX,M, µq be a measure space. If pfnq is a sequence
of measurable functions in L`pXq, thenż
X
lim inf fn dµ ď lim inf
ż
X
fn dµ.
Now, we present a result on the duality in Lp-spaces.
Theorem 1.2.8 (Duality, see [35, page 190]). Suppose 1 ď p ă 8, and 1
p
` 1
p1
“ 1. Then
pLpq1 “ Lp1 in the following sense: for every bounded linear functional ϕ on Lp, there is a
unique g P Lp1 so that
ϕpfq “
ż
X
fpxqgpxqdµpxq, for all f P Lp.
Moreover, }ϕ}pLpq1 “ }g}Lp1 .
Also, we recall the notion of convolution and its properties.
Definition 1.2.9. Let f and g be two measurable functions on Rn. The convolution of
f and g is the function f ˚ g defined by
f ˚ gpxq “
ż
Rn
fpx´ yqgpyqdy (1.2.3)
for all x such that the integral exists.
Given a function f defined on Rn and y P Rn, we denote the translation by
τyfpxq “ fpx ´ zq. Some basic properties of convolution are presented in the following
proposition.
Proposition 1.2.10 (see [35, page 240]). Suppose that all integrals in question exist. Then
piq f ˚ g “ g ˚ f ;
piiq pf ˚ gq ˚ h “ f ˚ pg ˚ hq;
piiiq τzpf ˚ gq “ pτzfq ˚ g “ f ˚ pτzgq for z P Rn;
pivq supppf ˚ gq is contained in the closure of set tx` y : x P supppfq, y P supppgqu.
In order to guarantee that the integral (1.2.3) exists, several conditions can be
imposed on f and g. As an example, if f is bounded and compactly supported and if g is
locally integrable, we have that (1.2.3) exists. More generally, the following results hold.
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Proposition 1.2.11 (see [35, page 241]). Let 1 ď p, p1 ď 8 such that 1
p
` 1
p1
“ 1. If f P Lp
and g P Lp1, then f ˚ gpxq exists for every x, f ˚ g is bounded and uniformly continuous,
and
sup
xPRn
|f ˚ gpxq| ď }f}Lp}g}Lp1 .
Moreover, if 1 ă p ă 8, then f ˚ g P C0pRnq.
Proposition 1.2.12 (Young’s inequality, see [35, page 240]). Suppose 1 ď p, q, r ď 8 and
1
q
“ 1
p
` 1
r
´ 1. If g P Lr and f P Lp, then g ˚ f P Lq and
}g ˚ f}Lq ď }g}Lr}f}Lp .
One of the most outstanding properties of the convolution is its relation with
the derivative. In general, it is known that for f and g smooth functions, the convolution
is at least smoother. An example of this is given in the following result.
Proposition 1.2.13 (see [35, page 241]). If f P L1, g P Ck, and Bαg is bounded for
|α| ď k, then f ˚ g P Ck and Bαpf ˚ gq “ f ˚ pBαgq for |α| ď k.
Next, we present an important inequality that we will use in the last chapter.
This inequality is known as the Hardy-Littlewood-Sobolev inequality and it estimates, in
Lebesgue’s norm, the Riesz potential of order α, Iα, which is defined by
Iαfpxq “ 2´αpi´n2 Γp
n´α
2 q
Γpα2 q
ż
Rn
fpyq
|x´ y|n´αdy.
Proposition 1.2.14 (Hardy-Littlewood-Sobolev inequality, see [39, page 3]). Let 0 ă
α ă n and 1 ă p ă q ă 8 satisfy 1
q
“ 1
p
´ α
n
. Then, there exists a positive constant
C “ Cpn, α, pq such that, for any f P LppRnq, we have
}Iαf}Lq ď C}f}Lp .
We finish this section with LppX;LqpY qq spaces defined below, which are
frequently used throughout the text. Here X and Y are assumed Banach spaces.
Definition 1.2.15. Let pX,M, µq and pY,N , νq be two σ-finite measure spaces, and let
1 ď p, q ď 8. We define the space LppX;LqpY qq as the set of all (equivalence classes of)
µb ν-measurable functions f : X ˆ Y ÝÑ C such that
}}fx}LqpY q}LppXq ă 8.
Two properties that are of great interest in function spaces are the duality and
the density. In the case of LppX;LqpY qq spaces, there properties are established in the two
following results.
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Theorem 1.2.16 (see [60, page 40]). For 1 ď p ă 8 and 1 ď q ă 8, the dual space of
LppX;LqpY qq is the space Lp1pX;Lq1pY qq with 1
p
` 1
p1
“ 1
q
` 1
q1
“ 1. More precisely, if
f P LppX;LqpY qq and if g P Lp1pX;Lq1pY qq, then fg P L1pX ˆ Y q and to every bounded
linear functional L on LppX;LqpY qq, we may associate a unique g P Lp1pX;Lq1pY qq so
that for all f P LppX;LqpY qq, we have
Lpfq “
ĳ
XˆY
fgdµpxqdνpyq.
Theorem 1.2.17 (see [60, page 41]). If X and Y are locally compact σ-compact metric
spaces and if µ and ν are regular Borel measures on X and Y , then CcpX ˆ Y q is dense
in LppX;LqpY qq for 1 ď p, q ă 8.
For 1 ď p ă 8 and a ă b, we also consider the space Lppa, b;Xq of all strongly
measurable functions f : ra, bs ÝÑ X such that
}f}Lppa,b;Xq :“
ˆż b
a
}fpt, ¨q}pX dt
˙ 1
p
ă 8.
We end this section by presenting the property proved by Phillips about duality that can
be founded in the book [30].
Proposition 1.2.18 (Phillips). If X is a Banach space, a ă b and 1 ă p ă 8, then
Lppa, b;Xq1 “ Lp1pa, b;X 1q.
1.3 Fourier transform, Schwartz class and the space of tempered
distributions
In this section, we define the Fourier transform and we introduce the Schwartz
class and the space of tempered distributions, which are important tools for Littlewood-
Paley theory and to be able to define the homogeneous and nonhomogeneous Besov spaces.
Basically, the subject presented here was taken mainly by the books [35, 39, 40, 60].
We start with the definition of Fourier transform on L1.
Definition 1.3.1. For f P L1, we define the Fourier transform of f by
Frf spξq “ pfpξq “ ż
Rn
e´2piiξ¨xfpxq dx.
It is easy to see that pf is well defined for all f P L1pRnq, because } pf}L8 ď }f}L1 .
Others properties of Fourier transform are summarized in the following proposition.
Proposition 1.3.2 (see [35, page 249]). For f, g P L1, we have
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piq pτyfqppξq “ e´2piiξ¨y pfpξq and τηp pfq “ ph, where hpxq “ e2piiη¨xfpxq;
piiq If T is an invertible linear transformation of Rn and S “ pT ‹q´1 is its inverse
transpose, then pf ˝ T qp“ pdetT q´1 pf ˝ S;
piiiq pf ˚ gqp“ pfpg;
pivq If xαf P L1 for |α| ď k, then pf P Ck and Bα pf “ rp´2piixqαf s p;
pvq If f P Ck, Bαf P L1 for |α| ď k, and Bαf P C0 for |α| ď k ´ 1, then pBαfqppξq “
p2piiξqα pfpξq;
pviq (The Riemann-Lebesgue Lemma) FpL1pRnqq Ă C0pRnq;
pviiq If f is radial, then pf is also radial;
pviiiq
ż pfg “ ż fpg.
Now, we define the inverse Fourier transform.
Definition 1.3.3 (Inverse Fourier Transform). Let f P L1. We define the inverse Fourier
transform of f , denoted by f_ or F´1rf s, as the function in Rn given by
f_pxq “ pfp´xq.
The name of inverse Fourier transform is justified by the following theorem,
known in the literature as the Fourier Inversion Theorem.
Theorem 1.3.4 (The Fourier Inversion Theorem, see [35, page 251]). If f P L1 and pf P L1,
then f agrees almost everywhere with a continuous function f0, and p pfq_ “ pf_qp“ f0.
Now, we define the class of Schwartz functions. This space has nice properties
in relationship to the Fourier transform and it is fundamental in the definition of the
tempered distributions.
Definition 1.3.5. A C8 complex function φ defined in Rn is called Schwartz function, if
for each pair of multi-indexes α “ pα1, . . . , αnq and β “ pβ1, . . . , βnq, we have
ρα,βpφq “ sup
xPRn
|xαBβφpxq| ă 8,
where xα “ xα11 ¨ ¨ ¨ xαn2 and Bβφpxq “ Bα1x1 ¨ ¨ ¨ Bαnxn φpxq. The set of all Schwartz function in
Rn is denoted by SpRnq, or simply S.
In others words, SpRnq is the set of all infinitely differentiable functions such
that the function and its derivatives decay faster than any polynomial.
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Remark 1.3.6. The set of functionals pρα,βq form a family of seminorms in SpRnq,
making it a Fre´chet space with the following sense of convergence
φk Ñ φ in SpRnq ô φk, φ P SpRnq and lim
kÑ8 ρα,βpφk ´ φq “ 0, @α, β multi-indexes.
We say that a function ψ P C8 is called of slow growth, if for each α there
exists N “ Npα, ψq P N such that |Bαψpxq| ď Cpα, ψqp1` |x|qN . With this in mind, it is
not difficult to show that ψφ P S provided that φ P S and ψ is a slow increasing function.
In the following proposition, we summarize some of the main properties that S has in
relation to the Lebesgue spaces, the convolution and the Fourier transform.
Proposition 1.3.7 (see [35, pages 242, 245 and 250]). piq If φ, ψ P S, then φ ˚ ψ P S;
piiq For 1 ď p ď 8 we have the continuous inclusion S Ă Lp;
piiiq C8c (and hence also S) is dense in Lp for 1 ď p ă 8 and in C0;
pivq F is an isomorphism of S onto itself.
An important result in harmonic analysis is the Plancherel theorem written
below.
Theorem 1.3.8 (Placherel’s Theorem, see [35, page 251]). If f P L1 X L2, then pf P L2
and F |L1XL2 extends uniquely to a unitary isomorphism on L2.
In Lebesgue spaces, we have the following estimate for the Fourier transform.
Proposition 1.3.9 (Hausdorff-Young inequality, see [35, page 253]). Let f P Lp with
1 ď p ď 2. Then
} pf}Lp1 ď }f}Lp ,
where
1
p
` 1
p1
“ 1.
Now, we recall the definition of tempered distributions and some of its properties.
The dual space of S, that is, the space of all linear and bounded functionals on S, is called
the space of tempered distributions and it is denoted by S 1. The notion of convergence of
sequences in S 1 is given via the dual space topology, that is
fk Ñ f in S 1 ô fk, f P S 1 and fpφq Ñ fpφq, @φ P S.
We denote by xf, φy or fpφq the action of a tempered distribution f in φ P S.
The following proposition provides us a necessary and sufficient condition in
order to know if a linear functional in S is a tempered distribution.
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Proposition 1.3.10. A linear functional f in S is a tempered distribution, if and only if
there exist C ą 0 and k,m P Z such that
|xf, φy| ď C
ÿ
|α|ďm,|β|ďk
ρα,βpφq, @φ P S.
Notice that for any locally integrable function f and if
ż
Rn
p1` |x|qN |fpxq| dx
for some N , then f defines a tempered distribution via the map
Φf pψq “
ż
Rn
fpxqψpxq dx, @ψ P S.
In particular, we have the inclusion Lp Ă S 1 for any 1 ď p ď 8.
Many concepts and properties found in [35, pages 284-286] can be extended to
S 1 using duality, as follows:
piq Differentiation: Given a multi-index α and a tempered distribution f , we define
the tempered distributions Bαf by
xBαf, φy :“ p´1q|α|xf, Bαφy, @φ P S.
piiq Multiplication by slow increasing functions: Let ψ a slow increasing function
and f a tempered distribution. We define the tempered distribution ψf by
xψf, φy :“ xf, ψφy, @φ P S.
piiiq Translation: Given y P Rn and f P S 1, the tempered distribution τyf is defined by
xτyf, φy :“ xf, τ´yφy, @φ P S.
pivq Composition with linear operators: Let S a invertible linear transformation in
Rn, and let f P S 1, we define the tempered distribution f ˝S by means of the relation
xf ˝ S, φy :“ | detS|´1xf, φ ˝ S´1y, @φ P S.
pvq Convolution type I: Let f P S 1 and φ P S, we define the convolution of f and φ
as the function f ˚ φ given by
f ˚ φpxq :“ xf, τxφ˜y,
where φ˜pxq :“ φp´xq.
pviq Convolution type II: Let f P S 1 and ψ P S, we define the distribution f ˚ ψ by
xf ˚ ψ, φy :“ xf, φ ˚ ψ˜y, @φ P S.
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pviiq Fourier transform and inverse Fourier transform: Let f P S 1, the Fourier
transform (resp. inverse Fourier transform) is defined by
x pf, φy :“ xf, pφy presp. xf_, φy :“ xf, φ_yq, @φ P S.
The two types of convolutions defined earlier in items pvq and pviq do in fact
coincide, and the function defined by convolution turns out to be a slow increasing function.
On the other hand, from the definition of the Fourier transform and the inverse Fourier
transform defined earlier in item pviiq, it follows that the Fourier transform on tempered
distributions is a bijection in S 1. Furthermore, if S 1 is imposed on weak-‹ topology (that
is, the topology of the pointwise convergence of functionals), it follows that the Fourier
transform and the inverse Fourier transform are continuous, which implies that the Fourier
transform is an isomorphism in S 1.
Many of the properties of the Fourier transform that are fulfilled in S, are also
fulfilled in the context of the tempered distributions as we see in the following proposition.
Proposition 1.3.11 (see [35, page 295]). Let f, g P S 1, φ P S, b P R and α a multi-index.
Then
piq pf ` gqp“ pf ` pg;
piiq pbfqp“ b pf ;
piiiq pτyfqp“ e´2piiξ¨y pf and τηp pfq “ pe´2piiη¨xfqp;
pivq Bα pf “ p´2piixqαf and pBαfqp“ p2piiξqα pf ;
pvq If T is an invertible linear transformation in Rn and S “ pT ‹q´1 is the transpose
inverse of T , then pf ˝ T qp“ | detT |´1 pf ˝ S;
pviq If fj Ñ f in S 1 then pfj Ñ pf in S 1;
pviiq pφ ˚ fqp“ pφ pf and xφf “ pφ ˚ pf .
The tempered distributions can be approximated in the weak-‹ topology of
distributions by smooth functions of compact support. This is reflected in the following
proposition.
Proposition 1.3.12. For f P S 1, there exists a sequence pfjqjPN Ă C80 such that fj Ñ f
in S 1. In particular, C80 is dense in S 1.
To finish this section, we will discuss the tempered distributions modulo poly-
nomials. For this, first consider P the set of all polynomials of n variables with complex
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coefficients, that is, P is composed by elements of the formÿ
|β|ďm
Cβx
β “
ÿ
βjPNYt0u, β1`¨¨¨`βnďm
Cpβ1,...,βnqx
β1
1 ¨ ¨ ¨ xβnn ,
where Cβ P C and m P Z.
Now, for any f, g P S 1pR3q we define the equivalence relation f „ g if and only
if f ´ g P P . With this in mind, we consider the set S 1pRnq{P (or shortly S 1{P) formed by
all equivalence classes generated from the equivalence relation „. S 1{P is called the space
of tempered distributions modulo polynomials. Here, two elements f and f belonging to
the same equivalence class will be identified, and then, we write f “ g in S 1{P . In addition,
we notice that
f “ g in S 1pRnq{P ô x pf, φy “ xpg, φy, @φ P SpRnq with suppφ Ă Rnzt0u.
In the following proposition, we give a characterization of space S 1{P .
Proposition 1.3.13 (see [60, page 28]). Let S8pRnq be the space of all Schwartz functions
ϕ such that ż
Rn
xγϕpxqdx “ 0,
for all γ multi-index. Then, S8pRnq is a subspace of SpRnq with the same topology of
SpRnq, whose dual is S 1pRnq{P, that is,
pS8pRnqq1 “ S 1pRnq{P .
By the above proposition, we have that fj Ñ f in S 1pRnq{P if and only if
fj, f P S 1pRnq{P and xfj, φy Ñ xf, φy, as j Ñ 8, for any φ P S8pRnq.
1.4 Littlewood-Paley decomposition and Bony’s paraproduct
In this part, we recall the Littlewood-Paley decomposition and the Bony’s
paraproduct, necessary tools that help us to define the spaces of Besov and in the proofs
of estimates based on these spaces.
Consider a nonnegative radial function φ0 P SpR3q satisfying$’’’’’&’’’’’%
0 ď pφ0pξq ď 1 for all ξ P R3,
supp pφ0 Ă "ξ P R3 : 12 ď |ξ| ď 2
*
,ÿ
jPZ
pφ0p2´jξq “ 1 for all ξ P R3zt0u.
(1.4.1)
Consider the family tφjujPZ defined by φjpxq :“ 23jφ0p2jxq. For k P Z and f P S 1pR3q, the
k-th dyadic block ∆k and the low-frequency cut-off Sk are defined by ∆jf :“ φj ˚ f and
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Skf :“ 1´
ÿ
jěk`1
∆jf , respectively. Also, we denote ψ “ S0. In [10], the authors showed
the existence of functions φ0 P SpR3q satisfying (1.4.1).
Remark 1.4.1. The operators ∆j and Sj satisfy the following identities:
∆j∆kf “ 0, if |j ´ k| ą 2, (1.4.2)
∆jpSk´1f∆kgq “ 0, if |j ´ k| ą 5, (1.4.3)
for all f, g P SpR3q.
Next we recall the Littlewood-Paley decomposition found in [60, page 23].
Proposition 1.4.2 (Littlewood-Paley decomposition). Let N P Z and f P S 1. Then
f “ SNf `
ÿ
jěN
∆jf with convergence in S 1. This equality is called the Littlewood-Paley
decomposition of f . Moreover, if lim
NÑ´8∆jf “ 0 in S
1, then the equality f “
ÿ
jPZ
∆jf is
called the homogeneous Littlewood-Paley decomposition of f .
The following proposition guarantees the convergence of Littlewood-Paley
decomposition in S 1{P .
Proposition 1.4.3 (see [60, page 24]). For f P S 1, there exist N P Z and a sequence of
polynomials pPjqjPZ with degree of Pj less than or equal to N such thatÿ
jPZ
p∆jf ` Pjq Ñ f in S 1.
Let us define a subspace of S 1 which will play an important role throughout
the text.
Definition 1.4.4 (Distributions vanishing at infinity). We define the space of tempered
distributions vanishing at infinity as the space S 10 of distributions so that lim
NÑ´8SNf “ 0
in S 1.
In general, a distribution f can not be completely recovered using its homoge-
neous Littlewood-Paley decomposition. However, this is possible if f belongs to the space
of tempered distributions modulo polynomials.
Proposition 1.4.5 (Homogeneous Littlewood-Paley decomposition, see [60, page 24]).
For all f P S 1, there exist N P Z and a sequence of polynomials pPjqjPZ of degree less or
equal to N so that
ÿ
jPZ
p∆jf `Pjq converges to f in S 1. Thus the equality f “
ÿ
jPZ
∆jf holds
in S 1{P.
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An important inequality in this theory that allows us to obtain some estimates
for the Besov norm is Bernstein’s inequality, which is stated below.
Lemma 1.4.6 (Bernstein’s inequality). Assume that f P Lp, 1 ď p ď 8, and supp pf Ă
tξ P R3 : 2j´2 ď |ξ| ă 2ju. Then there exists a constant C “ Cpkq ą 0 such that
C´12jk}f}Lp ď }Dkf}Lp ď C2jk}f}Lp .
Another important tool in Littlewood-Paley analysis is the paraproduct operator
introduced by Bony [12].
Proposition 1.4.7 (Bony’s paraproduct). For f P S 1 fixed, we define the paraproduct
operator Tf by
Tfg :“
ÿ
jPZ
Sj´2f∆jg, @g P S 1.
The remainder of f and g is defined by
Rpf, gq :“
ÿ
|k´j|ď1
∆kf∆jg.
At least formally, the operators Tp¨qp¨q and Rp¨, ¨q are bilinear, and we have the
following Bony decomposition
fg “ Tfg ` Tgf `Rpf, gq. (1.4.4)
1.5 Besov spaces
We now turn our attention to the Besov spaces, which as we have mentioned
before are of vital importance in the results obtained in this thesis. We divide the theory
presented in this section according to the homogeneity of the Besov spaces, that is, for
the homogeneous and nonhomogeneous Besov spaces. Several results of density, duality,
continuous inclusions, interpolation and product and commutator inequalities will be
exhibited, among others. Basically, the content of this section was taken from the books
[10, 60, 8].
1.5.1 Nonhomogeneous Besov spaces
First we define the Besov spaces (nonhomogeneous). For this, we use the
operator ∆j and the function ψ defined in the Section 1.4.
Definition 1.5.1 (Nonhomogeneous Besov spaces). Let s P R and 1 ď p, q ď 8. We
define the Besov space Bsp,qpRnq by
Bsp,qpRnq :“
 
f P S 1pRnq : }f}Bsp,q ă 8
(
,
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where
}f}Bsp,q :“ }t2sj}∆jf}LpujPN}lqpNq ` }ψ ˚ f}Lp .
Sometimes we will use the notation Bsp,q instead of B
s
p,qpRnq. It is not difficult to
see that pBsp,q, } ¨ }Bsp,qq is a normed space and that the definition of Besov spaces does not
depend on the function φ0 P SpRnq used to define the diadic blocks ∆j. If φ0 is changed,
we obtain an equivalent norm in Bsp,q.
Proposition 1.5.2 (see [8, page 99]). Let A be an annulus of Rn, and let s P R and
1 ď p, q ď 8. Assume that pfjqjPNYt0u is a sequence of smooth functions such that
supp fj Ă 2jA and }t2sj}fj}LpujPN}lqpNq ` }f0}Lp ă 8.
We then have
f :“
ÿ
jě0
fj P Bsp,q and }f}Bsp,q ď C}t2sj}fj}LpujPN}lqpNq ` }f0}Lp .
For certain values of s, p and q, there exists a continuous inclusion from Sobolev
spaces into nonhomogeneous Besov spaces. Indeed, using the Plancherel theorem, we find
that the Besov space Bs2,2 coincides with the Sobolev space H
s. Also, in the case where
s P R`zN, Bs8,8 coincides with the Ho¨lder space Crss,s´rss of bounded functions f whose
derivatives of order |α| ď rss are bounded and satisfy the condition
|Bαfpxq ´ Bαfpyq| ď C|x´ y|s´rss for |x´ y| ď 1.
Also, we have that S Ă Bsp,q Ă S 1 for all admissible values of s, p and q (see [3]).
Another known way in the literature to construct Besov spaces is by using
the interpolation of two generalized Sobolev spaces. We will see this in more detail after
defining the generalized Sobolev spaces and presenting some of the main properties of
these spaces.
Definition 1.5.3. For s P R and 1 ď p ď 8, the generalized Sobolev space HsppRnq (or
Hsp) is defined by
HsppRnq :“
 
f P S 1pRnq : }f}Hsp ă 8
(
,
where
}f}Hsp :“ }Jsf}Lp “ }F´1rp1` | ¨ |2q
s
2 pf s}Lp .
It is not difficult to see that pHsp , } ¨ }Hspq is a normed space. Moreover, Hsp is a
Banach space. To see this, consider a Cauchy sequence pfnqnPN in Hsp . Since Lp is complete,
there exists g P Lp such that
}fn ´ J´sg}Hsp “ }Jsfn ´ g}Lp Ñ 0 as nÑ 8.
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Here clearly J´sg is in Hsp , proving the completeness of H
s
p .
On the other hand, from the definition of Hsp and for s “ 0, Hsp coincides with
Lp, and if s ě 0, we have the continuous inclusion Hsp Ă Lp. In particular, if s is a natural
number, we have that the generalized Sobolev spaces coincide with the Sobolev spaces W sp ,
that is, Hsp “ W sp . Also, as S Ă Lp for 1 ď p ď 8, it is easy to see that S Ă Hsp . Other
properties of these spaces were summarized in the following proposition.
Proposition 1.5.4 (see [10, pages 141 and 142]). Let s, s1, s2 P R, 0 ă θ ă 1 and
1 ď p, q, q1, q2 ď 8. Then the following assertions are true.
piq For s1 ă s2, Hs2p Ă Hs1p ;
piiq If p ă 8, then S is dense in Hsp;
piiiq For s1 ă s2, Bs2p,q Ă Bs1p,q;
pivq For q1 ă q2, Bsp,q1 Ă Bsp,q2;
pvq Bsp,1 Ă Hsp Ă Bsp,8;
pviq If s1 ‰ s2 and p ď q, then pHs1p , Hs2p qθ,q “ Bsp,q, where s “ p1´ θqs1 ` θs2;
pviiq If p, q ă 8, then S is dense in Bsp,q;
pviiiq For 1 ă p ď 2, Bsp,p Ă Hsp Ă Bsp,2;
pixq For 2 ď p ă 8, Bsp,2 Ă Hsp Ă Bsp,p.
Remark 1.5.5. When q “ 8, we have the following property of density
SBsp,8 “
"
f P S 1 : lim
jÑ8 2
sj}∆jf}Lp “ 0
*
.
From Proposition 1.5.4 and Remark 1.5.5, we see that Besov spaces have nice
properties of duality. Although the space B´sp1,q1 may be identified with the dual space of
the completion of S for the norm Bsp,q, we present a result that allows us to estimate the
Besov norm in a simpler way.
Proposition 1.5.6 (see [8, page 101]). For all s P R and 1 ď p, q ď 8,$’&’%
Bsp,q ˆB´sp1,q1 ÝÑ R
pf, φq ÞÑ
ÿ
|j´j1|ď1
x∆jf,∆j1φyL2
defines a continuous bilinear functional on Bsp,qˆB´sp1,q1. Denote by Q´sp1,q1, the set of functions
φ P S such that }φ}B´s
p1,q1
ď 1. If f P S 1, then
}f}Bsp,q ď C sup
φPQ´s
p1,q1
xf, φyL2 .
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We see that any f in Bsp,q is the limit of the sequence pSjfqjPN.
Proposition 1.5.7 (see [8, page 100]). Let s P R, 1 ď p ď 8 and 1 ď q ă 8. Then
lim
jÑ8 }Sjf ´ f}Bsp,q “ 0, @f P B
s
p,q.
Besov spaces also verify Fatou’s property, as we see in the following proposition.
Proposition 1.5.8 (see [8, page 100]). Let s P R and 1 ď p, q ď 8. If pfnqnPN is a
bounded sequence of Bsp,q, then there exist f P Bsp,q and a subsequence pfnjqjPN such that
lim
jÑ8 fnj “ f in S
1 and }f}Bsp,q ď C lim infjÑ8 }fnj}Bsp,q .
The operator Js that appears in the definition of the spaces Hsp turns out to
be an isomorphism between Besov spaces and between Sobolev generalized spaces.
Proposition 1.5.9 (see [10, page 146]). Let s, s1 P R and 1 ď p, q ď 8. Then the operator
Js is an isomorphism between Bs1p,q and B
s1´s
p,q , and between H
s1
p and H
s1´s
p .
As a consequence of the previous proposition, we have the following property
of duality.
Proposition 1.5.10 (see [10, page 146]). Let s P R and 1 ď p, q ă 8. Then pHspq1 “ H´sp1
and pBsp,qq1 “ B´sp1,q1.
We have presented some inclusions by varying the parameters q and s in the
definition of Besov spaces Bsp,q. The following theorem shows inclusions by varying the
parameters s, p and q.
Theorem 1.5.11 (The embedding theorem, see [10, page 153]). Let 1 ď p1 ď p2 ď 8,
1 ď q ď 8 and s1, s2 P R. If s1 ´ n
p1
“ s2 ´ n
p2
, then Bs1p1,q Ă Bs2p2,q.
From items piiiq, pivq and pvq in the Proposition 1.5.4, and by the embedding
theorem, it is obtained the following result.
Proposition 1.5.12. Let 1 ď q ď 8 and let 1 ď p ă 8 and s P R satisfying s ą n
p
. Then
Bsp,q Ă B08,1 Ă L8.
1.5.2 Homogeneous Besov spaces
Now we define the homogeneous Besov spaces. Here we use the operator ∆j for
j P Z defined in the Section 1.4.
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Definition 1.5.13 (Homogeneous Besov spaces). Let s P R and 1 ď p, q ď 8. The
homogeneous Besov spaces in Rn, denoted by 9Bsp,qpRnq, is defined by
9Bsp,qpRnq “
!
f P S 1pRnq{P : }f} 9Bsp,q ă 8
)
,
where
}f} 9Bsp,q “ }t2sj}∆jf}LpujPZ}lqpZq.
Notice that }f} 9Bsp,q “ 0, if and only if ∆jf “ 0 for all j P Z. By definition of
∆j, this is equivalent to have pφjpξq pfpξq “ 0 for all j P Z. This implies that supp pf “ t0u,
and therefore, f P P (or equivalently, f ” 0 in S 1{P). And since the other properties
that define a norm are verified for } ¨ } 9Bsp,q , we have that p 9Bsp,q, } ¨ } 9Bsp,qq is a normed space.
Furthermore, 9Bsp,q is complete and so, a Banach space.
As in the Besov spaces Bsp,q, we notice that the definition of the homogeneous
Besov spaces is independent of the function φ0 P S used to define the operators ∆j . When
we change φ0, an equivalent norm } ¨ } 9Bsp,q is obtained.
Proposition 1.5.14 (see [8, page 66]). Let A be an annulus and pfjqjPZ be a sequence of
functions such that
supp pfj Ă 2jA and }t2js}fj}LpujPZ}lqpZq ă 8.
If the series
ÿ
jPZ
fj converges in S 1 to some f , then f P 9Bsp,q and
}f} 9Bsp,q ď C}t2js}fj}LpujPZ}lqpZq.
We will now discuss about the homogeneous (generalized) Sobolev spaces 9Hsp ,
which are quite related to the homogeneous Besov spaces. Before defining these spaces, a
technical care is necessary, mainly in the definition of the product |ξ|s pf . In this case, we
notice that the function hpξq “ |ξ|s is not necessarily smooth at the origin, and therefore,
this product can not be defined directly. We can overcome this problem in the following
way: for f , in S 1{P, we have that the value of pf in the origin is irrelevant, because it is
possible add to pf a distribution with support containing the origin and obtain another
element that is in the same equivalence class of f (see [40]). Thus we can multiply pf by
a nonsmooth function at the origin with polynomial growth at infinity. Let us fix, for
instance, a function ηpξq defined in Rn taking the value of 1 when |ξ| ě 2 and the value of
0 when |ξ| ď 1. Then for s P R, f P S 1{P and ϕ P S, we define
x|ξ|s pf, ϕy “ lim
εÑ0
Bpf, ηˆξ
ε
˙
|ξ|sϕpξq
F
since the previous limit exists. Thus |ξ|s pf defines another element of S 1{P independent of
η as shown in [40], allowing us to define the spaces 9Hsp .
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Definition 1.5.15. For s P R and 1 ď p ď 8, the homogeneous (generalized) Sobolev
spaces 9HsppRnq (or shortly 9Hsp) is defined as the space of all tempered distributions modulus
the polynomials f such that p| ¨ |s pfq_ exists and belongs to Lp. Also, for f in 9Hsp we define
}f} 9Hsp :“ }p| ¨ |s pfq_}Lp .
Since the space 9Hsp is defined on the quotient space S 1{P and as }f} 9Hsp “ 0 if
and only if f P P , we have in fact that } ¨ } 9Hsp is a norm. Notice that, since the relationship
between p| ¨ |s pfq_ and the fractional Laplacian operator given by
p´∆qα2 g “ p| ¨ |αpgq_
for g P S and α P C, we can express the norm of f in 9Hsp by
}f} 9Hsp “ }p´∆q
s
2f}Lp .
By using the Littlewood-Paley theory, we get
}f} 9Hsp “
›››››ÿ
jPZ
p|ξ|sy∆jfq_
›››››
Lp
.
We denote by 9S the space of all f P S such that pBα pfqp0q “ 0 for all α. With this
in hand, we obtain other properties for these homogeneous spaces, which are summarized
in the following proposition.
Proposition 1.5.16. Let s P R and 1 ď p, q, q1, q2 ď 8. Then
piq 9S Ă 9Bsp,q Ă S 1{P;
piiq If p, q ă 8, then 9S is dense in 9Bsp,q;
piiiq If q1 ă q2, then 9Bsp,q1 Ă 9Bsp,q2;
pivq For λ ą 0 and f P 9Bsp,q, there exists C ą 0 such that }fpλ¨q} 9Bsp,q ď Cλs´
n
p }f} 9Bsp,q .
Remark 1.5.17. In the case 1 ď p ă 8 and q “ 8, we have the following property of
density
9S
9Bsp,q “
"
f P S 1{P : lim
jÑ˘8 2
sj}∆jf}Lp “ 0
*
.
The foregoing provides nice properties on duality for the homogeneous Besov
spaces. Note that by using the Littlewood-Paley theory, the duality over S 1{P translated
for φ P S into
xf, φy “
ÿ
|j´j1|ď1
x∆jf,∆j1φyL2 .
And this last one gives us a tool to be able to estimate the norm } ¨ } 9Bsp,q .
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Proposition 1.5.18 (see [8, page 70]). For all 1 ď p, q ď 8 and s P R,
9Bsp,q ˆ 9B´sp1,q1 ÝÑ R
pf, φq ÞÑ
ÿ
|j´j1|ď1
x∆jf,∆j1φyL2
defines a continuous bilinear functional on 9Bsp,q ˆ 9B´sp1,q1. Denote by 9Q´sp1,q1 the set of all
functions in S X 9B´sp1,q1 such that }φ} 9B´s
p1,q1
ď 1. If f P S 1{P, then we have
}f} 9Bsp,q ď C sup
φP 9Q´s
p1,q1
xf, φy. (1.5.1)
For f in some homogeneous Besov space 9Bsp,q, notice that } ¨ } 9Bsp,q yields infor-
mation about both low and high frequencies of f . Thus, if s1 ‰ s2, we cannot expect any
inclusion between the spaces 9Bs1p,q and 9B
s2
p,q. However, we have the following result.
Theorem 1.5.19 (see [8, page 64]). Let s P R, 1 ď p1 ď p2 ď 8 and 1 ď q1 ď q2 ď 8.
Then the space 9Bsp1,q1 is continuously embedded in 9B
s´n
´
1
p1
´ 1
p2
¯
p2,q2 .
The homogenous Besov spaces also have several relationships of inclusion with
the Lebesgue spaces, as we see in the following proposition.
Proposition 1.5.20 (see [10, page 152]). For any 2 ď p ă 8, 9B0p,2 is continuously
included in Lp, and Lp
1
is continuously included in 9B0p1,2. Moreover, for 1 ď p ď 2, we have
that 9B0p,p is continuously included in L
p, and Lp
1
is continuously included in 9B0p1,p1.
The connection between the dotted and the non-dotted Besov spaces is estab-
lished in the following proposition.
Proposition 1.5.21 (see [10, page 148]). Let s P R and 1 ď p, q ď 8. Then
piq If f P S 1{P, then f P 9Bsp,q if and only if f P Bsp,q;
piiq If s ą 0, then Bsp,q “ 9Bsp,q X Lp.
By item piiq and s ą 0, we have the equivalence
}f}Bsp,q „ }f} 9Bsp,q ` }f}Lp . (1.5.2)
Without loss of generality, we can assume
}f}Bsp,q “ }f} 9Bsp,q ` }f}Lp ,
by selecting φ0 P S appropriately.
Chapter 1. Preliminaries 43
Remark 1.5.22. By Bernstein’s inequality (see Lemma 1.4.6) we have the following
equivalence
}Dkf} 9Bsp,q „ }f} 9Bs`kp,q . (1.5.3)
We also recall the estimate (see, e.g., [69])
}f}L8 ď C}f}Bsp,q , (1.5.4)
where s ą n{p with 1 ď p, q ď 8, or s “ n{p with 1 ď p ď 8 and q “ 1. Thus, for
s ą n{p ` 1 with 1 ď p, q ď 8 or s “ n{p ` 1 with 1 ď p ď 8 and q “ 1, we have the
estimates
}∇f}L8 ď }∇f}Bs´1p,q ď }f}Bsp,q . (1.5.5)
The homogeneous Besov spaces satisfy also the Fatou’s property.
Proposition 1.5.23 (see [8, page 67]). Let s1, s2 P R and 1 ď p1, p2, q1, q2 ď 8. If
pfnqnPN is a bounded sequence of 9Bs1p1,q1 X 9Bs2p2,q2, then an element f of 9Bs1p1,q1 X 9Bs2p2,q2 and a
subsequence pfnjqjPN exist such that
lim
jÑ8 fnj “ f in S
1 and }f} 9Bsipi,qi ď C lim infjÑ8 }fnj} 9Bsipi,qi for i “ 1, 2.
The following lemma contains product estimates in the framework of Besov
spaces (see [19]).
Lemma 1.5.24. Let s ą 0, 1 ď p, q ď 8, 1 ď p1, p2 ď 8 and 1 ď r1, r2 ď 8 satisfy
1
p
“ 1
p1
` 1
p2
“ 1
r1
` 1
r2
. Then there exists a universal constant C ą 0 such that
}fg} 9Bsp,q ď Cp}f} 9Bsp1,q}g}Lp2 ` }g} 9Bsr1,q}f}Lr2 q,
}fg}Bsp,q ď Cp}f}Bsp1,q}g}Lp2 ` }g}Bsr1,q}f}Lr2 q.
Considering in particular p “ r and pi “ ri in Lemma 1.5.24, we have that
}fg} 9Bsr,q ď C
´
}f}Lr1 }g} 9Bsr2,q ` }g}Lr1 }f} 9Bsr2,q
¯
.
If
1
r
“ 2
r2
´ s3 , then
1
r1
“ 2
r2
´ s3 and we can use the embedding
9Bsr2,qpR3q ãÑ Lr1pR3q to
obtain
}fg} 9Bsr,q ď C}f} 9Bsr2,q}g} 9Bsr2,q . (1.5.6)
In the next two lemmas, we recall estimates in 9Bsp,q and B
s
p,q for the commutator
(see [19, 69])
rv ¨∇,∆jsu “ v ¨∇p∆juq ´∆jpv ¨∇uq.
Lemma 1.5.25. Let 1 ă p ă 8 and 1 ď q ď 8.
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piq Let s ą 0, v P 9Bsp,qpRnq with ∇v P L8pRnq and ∇ ¨ v “ 0, and θ P 9Bsp,qpRnq with
∇θ P L8pRnq. Then, there exists a universal constant C ą 0 such that˜ÿ
jPZ
2sjq}rv ¨∇,∆jsθ}qLp
¸1{q
ď C
´
}∇v}L8}θ} 9Bsp,q ` }∇θ}L8}v} 9Bsp,q
¯
.
piiq Let s ą ´1, v P 9Bs`1p,q pRnq with ∇v P L8pRnq and ∇ ¨ v “ 0, and θ P 9Bsp,qpRnq X
L8pRnq. Then, there exists a universal constant C ą 0 such that˜ÿ
jPZ
2sjq}rv ¨∇,∆jsθ}qLp
¸1{q
ď C
´
}∇v}L8}θ} 9Bsp,q ` }θ}L8}v} 9Bs`1p,q
¯
.
Lemma 1.5.26. Let 1 ă p ă 8 and let s ą 3{p` 1 with 1 ď q ď 8 or s “ 3{p` 1 with
q “ 1. Then, there exists a constant C ą 0 such that˜ÿ
jPZ
2jqs}pSj´2u ¨∇q∆ju´∆jpu ¨∇qu}qLp
¸1{q
ď C}∇u}L8}u}Bsp,q ,
for all u P Bsp,qpR3q with ∇ ¨ u “ 0.
The following theorem shows a version of the Gagliardo-Nirenberg (G-N)
inequality for Besov spaces.
Theorem 1.5.27 (see [41]). Let 0 ă p, p0, p1, q, q0, q1 ď 8, s, s0, s1 P R, 0 ď θ1. Then the
fractional G-N inequality
}u} 9Bsp,q ď C}u}1´θ9Bs0p0,q0 }u}
θ
9Bs1p1,q1
holds for all u P 9Bs0p0,q0 X 9Bs1p1,q1 if and only if some of the following conditions happen
piq n
p
´ s “ p1´ θq
ˆ
n
p0
´ s0
˙
` θ
ˆ
n
p1
´ s1
˙
,
piiq s ď p1´ θqs0 ` θs1,
piiiq 1
q
ď 1´ θ
q0
` θ
q1
, if p0 ‰ p1 and s “ p1´ θqs0 ` θs1,
pivq s0 ‰ s1 or 1
q
ď 1´ θ
q0
` θ
q1
, if p0 “ p1 and s “ p1´ θqs0 ` θs1,
pvq s0 ´ n
p0
‰ s1 ´ n
p1
or
1
q
ď 1´ θ
q0
` θ
q1
, if s ă p1´ θqs0 ` θs1.
We finish this section by recalling some mixed space-time functional spaces
involving the Besov spaces. Let θ ě 1, we denote by Lθp0,8; 9Bsp,qpR3qq the set of all
distributions f such that
}f}Lθp0,8; 9Bsp,qq “
›››}fptq} 9Bsp,q›››Lθt p0,8q ă 8.
Chapter 1. Preliminaries 45
Also, we denote by L˜θp0,8; 9Bsp,qpR3qq the set of all distributions f such that
}f}L˜θp0,8; 9Bsp,qq “
››t2js}∆jf}Lθp0,8;LpqujPZ››lqpZq ă 8.
It is not difficult to see that these mixed space-time spaces are Banach spaces. Moreover,
as consequence of the Minkowski inequality (see 1.2.4), we have the following embeddings
Lθp0,8; 9Bsp,qq ãÑ L˜θp0,8; 9Bsp,qq, if θ ď q,
L˜θp0,8; 9Bsp,qq ãÑ Lθp0,8; 9Bsp,qq, if θ ě q.
(1.5.7)
1.6 Riesz transform and Leray-Helmholtz projector
In this section, we define the Riesz transform for the Schwartz space and for the
space of tempered distributions modulo polynomials. This transform will allow to define
the Leray-Helmholtz projector, which will be used in the manipulation of the Navier-Stokes
equations.
We begin with the definition of the tempered distributions Wj.
Definition 1.6.1. For 1 ď j ď n, we define the tempered distributions Wj in Rn by
xWj, ϕy “ cn lim
εÑ0
ż
|y|ěε
yj
|y|n`1ϕpyq dy, @ϕ P S,
where cn “ Γ
ˆ
n` 1
2
˙
pi´
n`1
2 and Γ is the Gamma function.
Now we define the Riesz transform in S, and later, in S 1{P .
Definition 1.6.2. Let 1 ď j ď n and f P S. We define the j-th Riesz transform of f ,
denoted by Rjf , as
Rjfpxq “ pf ˚Wjqpxq “ cnp.v.
ż
Rn
xj ´ yj
|x´ y|n`1fpyq dy,
where p.v. is the principal value for integrals, that is,
p.v.
ż
Rn
xj ´ yj
|x´ y|n`1fpyq dy “ limεÑ0
ż
|y|ěε
xj ´ yj
|x´ y|n`1fpyq dy.
Now to define the Leray-Helmholtz projector, we need to compute the Fourier
transform of the Riesz transform. In fact, we will verify that
FrRjf spξq “ ´i ξj|ξ|
pfpξq. (1.6.1)
Initially, notice that
B
Bxj |x|
´n`1 “ pn´ 1qp.v.
ˆ
xj
|x|n`1
˙
, (1.6.2)
Chapter 1. Preliminaries 46
in the distributional sense. In fact,B B
Bxj |x|
´n`1, f
F
pyq “
ż
Rn
B
Bxj |x|
´n`1fpy ´ xq dx
“
ż
Rn
p1´ nq xj|x|n`1fpy ´ xq dx
“ p1´ nq lim
εÑ0
ż
|x|ěε
xj
|x|n`1fpy ´ xq dx
“ p1´ nqp.v.
Bˆ
xj
|x|n`1
˙
, f
F
pyq.
By (1.6.2) and applying the Fourier transform, we have that
FrRjf spξq “ F
„
cnp.v.
Bˆ
xj
|x|n`1
˙
, f
F
pξq
“ cnF
„
1
1´ n
B
Bxj |x|
´n`1

pξq pfpξq
“ cn1´ np2piiξjqF
“|x|´n`1‰ pξq pfpξq
“ cn1´ np2piiξjq
pi
n
2´1Γ
`1
2
˘
Γ
`
n´1
2
˘ |ξ|´1 pfpξq
“ ´i ξj|ξ|
pfpξq,
verifying (1.6.1) for any 1 ď j ď n the symbol of j-th Riesz transform. We will denote byxRjpξq :“ ´i ξj|ξ| . On the other hand, Riesz transforms satisfy
I “ ´
nÿ
j“1
R2j ,
where I is the identity operator. This can be showed using (1.6.1) and
nÿ
j“1
ˆ
´i ξj|ξ|
˙2
“ ´1.
Moreover, we have the boundedness of Riesz transform in the Lebesgue space Lp for
1 ă p ă 8. The proof of this last claim can be found in [40].
Now we are ready to define the j-th Riesz transform Rj in S 1{P . Given f P S 1{P
the most natural way to define Rj would be
xRjf, ϕy “ xf,Rjϕy, @ϕ P S.
However, this definition is not possible, because given ϕ P S, it is not always true that
Rjϕ P S 1{P. Thus, we use another way to define the Riesz transform in S 1{P. In the
previous section, we gave meaning to the definition of the element |ξ|´1 pf in S 1{P for
f P S 1{P . Combining this fact and the definition of the Riesz transform in S, we can define
the Riesz transform in S 1{P .
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Definition 1.6.3. Let f P S 1{P and 1 ď j ď n. The j-th Riesz transform of f , Rff , is
defined by its Fourier transform as
yRjfpξq “ ´i ξj|ξ| pfpξq.
Notice that Rjf P S 1{P, because ´iξj is a function of polynomial growth at
infinity and |ξ|´1 pf P S 1{P .
Now we have all the tools that we need to present the Helmholtz-Leray projector.
Definition 1.6.4. The Leray-Helmholtz projector P is defined as
P “ I `RbR,
where I is the identity on pS 1{Pqn, R “ pR1,R2, . . . ,Rnq and RbR “ pRkRjq1ďk,jďn.
It follows that Pf “ f`pRbRqf for any f P pS 1{Pqn. By applying the Fourier
transform, we can write
FrPf s “ pf ` FrpRbRqs
“ pf ` pFrRkpRjqsqk,j pf
“ pf ` ˆ´i ξk|ξ|FrRjs
˙
k,j
pf
“ pf ` ˆ´iξk|ξ| ´iξj|ξ|
˙
k,j
pf.
Then
FrPf spξq “
ˆ
δk,j ´ ξkξj|ξ|2
˙
1ďk,jďn
pfpξq. (1.6.3)
In the following proposition, we summarize others properties that P satisfy.
Proposition 1.6.5. piq P is linear operator;
piiq ∇ ¨ pPfq “ 0 for any f P pS 1{Pqn;
piiiq If f P pS 1{Pqn satisfy ∇ ¨ f “ 0, then Pf “ f .
Proof. Part piq follows directly from definition of P. For piiq, we have that
following identity
∇ ¨ P “ ∇ ¨ I `∇ ¨ pRbRq “ pBkqk ` pRk∇ ¨Rqk.
Applying the Fourier transform it holds
p∇ ¨ Pqp“ p pBkqk ` ppRk∇ ¨Rqpqk.
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Then
pBk ` pRk∇ ¨Rqp“ p´iξkq ` p´iqξk|ξ| p∇ ¨Rqp
“ p´iξkq ` p´iqξk|ξ|
nÿ
j“1
´iξj pRj
“ p´iξkq ` p´iqξk|ξ|
nÿ
j“1
p´iξjq
ˆ´iξj
|ξ|
˙
“ p´iξkq ` i ξk|ξ|2 |ξ|
2 “ 0.
Therefore, p∇ ¨ pPfqqp“ 0 and so ∇ ¨ pPfq “ 0. For piiiq, we use (1.6.3) to obtain
pFrPf sqk “ p pfqk ` i ξk|ξ|2
˜
nÿ
j“1
´iξj pfj¸ . (1.6.4)
Since ∇ ¨ f “ 0, we have
0 “ Fr∇ ¨ f s “
nÿ
j“1
FrBjfjs “
nÿ
j“1
´iξj pfj,
and therefore, FrPf s “ pf by substituting in (1.6.4).
˛
Remark 1.6.6. From piiq in Proposition 1.6.5, it follows that P applies pS 1{Pqn on the
subspace of pS 1{Pqn formed by all the distributions of divergence-free in pS 1{Pqn. Moreover,
from piiiq in Proposition 1.6.5, we have that P2 “ P, that is, P is a projection operator.
This operator will be useful for studying the Navier-Stokes equations with
Coriolis force. Their properties in relation to the Fourier transform will help us to establish
some important estimates. It will also be used to define another type of projection operators
to deal with the problems of Euler-Coriolis and Boussinesq-Coriolis.
As P will be applied to the aforementioned problems, we will see some of its
related properties of the terms that appear in their equations. The proof of these properties
can be found in [3].
Proposition 1.6.7. piq BtP “ PBt;
piiq ∆P “ P∆;
piiiq pP∇qp“ 0.
We will now work on R3, where the results in the next sections were obtained.
In order to handle the Coriolis term, we define the following projection operators P˘ :
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L2pR3q3 ÝÑ L2pR3q3 given by
P˘f :“ 12
ˆ
Pf ˘ i D|D| ˆ f
˙
,
where
D
|D|ˆ is defined by means of the Fourier transform as
ˆ
D
|D| ˆ v
p˙
pξq :“ ξ|ξ| ˆ
pfpξq.
The next lemma contains basic properties of P˘, which can be found in [25, 32,
57, 67].
Lemma 1.6.8. The projections P˘ satisfy P˘P “ P˘. Moreover, if ∇ ¨ f “ 0 we have
that
piq f “ P`f ` P´f ;
piiq P pe3 ˆ fq “ ´i D3|D| pP`f ´ P´fq;
piiiq P˘P˘ “ P˘;
pivq P˘P¯ “ 0.
Proof. Let f P L2pR3q3, we start noticing that
P˘pPfq “ 12
ˆ
PpPfq ˘ i D|D| ˆ pPfq
˙
“ 12
ˆ
Pf ˘ i D|D| ˆ pPfq
˙
.
We will show that
D
|D| ˆ pPfq “
D
|D| ˆ f.
We know that
pPfqpk “ pfk ` i ξk|ξ|2
˜
3ÿ
l“1
´iξl pfl¸ ,
and therefore,
ξjpPfqpk ´ ξkpPfqpj “ ξj pfk ´ ξk pfj.
Thus,
ξ
|ξ| ˆ pPfqpξq “
1
|ξ| pξ2
pf3 ´ ξ3 pf2,´ξ1 pf3 ` ξ3 pf1, ξ1 pf2 ´ ξ2 pf1q “ ξ|ξ| ˆ pfpξq.
Then P˘pPfq “ P˘f . Now if ∇ ¨ f “ 0 then Pf “ f , and consequently
P`f ` P´f “ 12
ˆ
f ` i D|D| ˆ f
˙
` 12
ˆ
f ´ i D|D| ˆ f
˙
“ f.
Thus piq is verified.
Next we will prove piiq. Since P`f ´ P´f “ i D|D| ˆ f , it follows that
´i D3|D| pP`f ´ P´fq “
D3
|D|
ˆ
D
|D| ˆ f
˙
.
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Hence, in Fourier transforms, the right side of the above equality verifies
ξ3
|ξ|
ξ
|ξ| ˆ
pfpξq “ ξ3|ξ|2 pξ2 pf3 ´ ξ3 pf2,´ξ1 pf3 ` ξ3 pf1, ξ1 pf2 ´ ξ2 pf1q.
On the other hand, using that ξ1 pf1 ` ξ2 pf2 ` ξ3 pf3 “ 0 we get
pPpe3 ˆ fqqp1 “ pe3 ˆ fqp1 ` i ξ1|ξ|2
3ÿ
j“1
p´iξjpe3 ˆ fqpjq
“ ´ pf2 ´ ξ1|ξ|2 pξ1 pf2 ´ ξ2 pf1q
“ ´ pf2 ´ 1|ξ|2 pξ21 pf2 ´ ξ2p´ξ2 pf2 ´ ξ3 pf3qq
“ ´
ˆ
1´ ξ
2
1 ` ξ22
|ξ|2
pf2˙` ξ2ξ3|ξ|2 pf3 “ ξ3|ξ|2 pξ2 pf3 ´ ξ3 pf2q.
Similarly, we have that
pPpe3 ˆ fqqp2 “ ξ3|ξ|2 p´ξ1 pf3 ` ξ3 pf1q,
pPpe3 ˆ fqqp2 “ ξ3|ξ|2 pξ1 pf2 ´ ξ2 pf1q.
Therefore, FrPpe3ˆ fqs “ ξ3|ξ|2 ξ ˆ
pf . Applying the inverse Fourier transform it follows piiq.
For piiiq we notice that
P˘P˘f “ 12
ˆ
PpP˘fq ˘ i D|D| ˆ P˘f
˙
“ 12
ˆ
P
1
2
ˆ
Pf ˘ i D|D| ˆ f
˙
˘ i D|D| ˆ
1
2
ˆ
Pf ˘ i D|D| ˆ f
˙˙
“ 14
ˆ
Pf ˘ iP D|D| ˆ f ˘ i
D
|D| ˆ
ˆ
Pf ˘ i D|D| ˆ f
˙˙
“ 14
ˆ
f ˘ i D|D| ˆ f ˘ iP
D
|D| ˆ f ´
D
|D| ˆ
ˆ
D
|D| ˆ f
˙˙
.
(1.6.5)
Thus, it is sufficient to show that
´ D|D| ˆ
ˆ
D
|D| ˆ f
˙
“ f and P D|D| ˆ f “
D
|D| ˆ f.
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Applying the Fourier transform and using the condition of divergence-free, we haveˆ
D
|D| ˆ
ˆ
D
|D| ˆ f
˙ p˙
“ 1|ξ|2 pξ ˆ pξ ˆ
pfqq
“ 1|ξ|2 pξ ˆ pξ2
pf3 ´ ξ3 pf2,´ξ1 pf3 ` ξ3 pf1, ξ1 pf2 ´ ξ2 pf1qq
“ 1|ξ|2 pξ2pξ1
pf2 ´ ξ2 pf1q ´ ξ3p´ξ1 pf3 ` ξ3 pf1q,´ξ1pξ1 pf2 ´ ξ2 pf1q ` ξ3pξ2 pf3 ´ ξ3 pf2q,
ξ1p´ξ1 pf3 ` ξ3 pf1q ´ ξ2pξ2 pf3 ´ ξ3 pf2qq
“ 1|ξ|2 pξ1pξ2
pf2 ` ξ3 pf3q ´ pξ22 ` ξ23q pf1, ξ2pξ1 pf1 ` ξ3 pf3q ´ pξ21 ` ξ21q pf2, ξ3pξ1 pf1 ` ξ2 pf2q
´ pξ21 ` ξ22q pf3q
“ ´ |ξ|
2
|ξ|2
pf “ ´ pf.
And for the second equalityˆ
P
ˆ
D
|D| ˆ f
˙ p˙
“
ˆ
δk,j ´ ξkξj|ξ|2
˙
k,j
ξ
|ξ| ˆ
pf
“ 1|ξ|
ˆ
δk,j ´ ξkξj|ξ|2
˙
k,j
pξ2 pf3 ´ ξ3 pf2,´ξ1 pf3 ` ξ3 pf1, ξ1 pf2 ´ ξ2 pf1q
“ 1|ξ|
˜ˆ
1´ ξ
2
1
|ξ|2
˙
pξ2 pf3 ´ ξ3 pf2q ` ˆ´ξ1ξ2|ξ|2
˙
p´ξ1 pf3 ` ξ3 pf1q ` ˆ´ξ1ξ3|ξ|2
˙
pξ1 pf2 ´ ξ2 pf1q,ˆ
´ξ1ξ2|ξ|2
˙
pξ2 pf3 ´ ξ3 pf2q ` ˆ1´ ξ22|ξ|2
˙
p´ξ1 pf3 ` ξ3 pf1q ` ˆ´ξ2ξ3|ξ|2
˙
pξ1 pf2 ´ ξ2 pf1q,ˆ
´ξ1ξ3|ξ|2
˙
pξ2 pf3 ´ ξ3 pf2q ` ˆ´ξ2ξ3|ξ|2
˙
p´ξ1 pf3 ` ξ3 pf1q ` ˆ1´ ξ23|ξ|2
˙
pξ1 pf2 ´ ξ2 pf1q¸
“ 1|ξ| pξ2
pf3 ´ ξ3 pf2,´ξ1 pf3 ` ξ3 pf1, ξ1 pf2 ´ ξ2 pf1q “ ξ|ξ| ˆ pf.
Thus, applying the inverse Fourier transform and replacing the two above equalities in
(1.6.5) it follows that P˘ is a projection operator. And finally, for pivq, we notice that
P˘P¯f “ 12
ˆ
PpP¯fq ˘ i D|D| ˆ P¯f
˙
“ 12
ˆ
P
1
2
ˆ
Pf ¯ i D|D| ˆ f
˙
˘ i D|D| ˆ
1
2
ˆ
Pf ¯ i D|D| ˆ f
˙˙
“ 14
ˆ
Pf ¯ iP D|D| ˆ f ˘ i
D
|D| ˆ
ˆ
Pf ¯ i D|D| ˆ f
˙˙
“ 14
ˆ
f ¯ i D|D| ˆ f ˘ iP
D
|D| ˆ f `
D
|D| ˆ
ˆ
D
|D| ˆ f
˙˙
“ 14
ˆ
f ¯ i D|D| ˆ f ˘ i
D
|D| ˆ f ´ f
˙
“ 0.
˛
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1.7 Heat and Stokes-Coriolis semigroups
We finish this chapter with the theory of semigroups of bounded linear operators.
Here we show the basic theory about semigroups, uniformly continuous semigroups and
C0 semigroups, as well as their application to homogeneous and nonhomogeneous Cauchy
problems. In addition, we deal with two particular cases of semigroups known in the
literature as the heat semigroup and the Stokes-Coriolis semigroup, which will be of great
importance in the proofs of the results. The content of this section was taken from the
book [65] and the articles [59, 47], among others.
We begin by defining what is a semigroup of bounded linear operators and, in
turn, the uniformly continuous semigroups.
Definition 1.7.1. Let X be a Banach space. A one parameter family T ptq, for 0 ď t ă 8,
of bounded linear operators from X into X is a semigroup of bounded linear operators on
X if
piq T p0q “ I, where I is the identity operator on X;
piiq T pt` t1q “ T ptqT pt1q for every t, t1 ě 0.
A semigroup of bounded linear operators, T ptq, is uniformly continuous if
lim
tÑ0`
}T ptq ´ I} “ 0.
The linear operator A defined by
DpAq “
"
x P X : lim
tÑ0`
T ptqx´ x
t
exists
*
and
Ax “ lim
tÑ0`
T ptqx´ x
t
for x P DpAq
is the infinitesimal generator of the semigroup T ptq, DpAq is the domain of A.
As a consequence of uniformly continuous semigroup of bounded linear operators,
we have that
lim
tÑt1 }T pt
1q ´ T ptq} “ 0.
Proposition 1.7.2. A linear operator A is the infinitesimal generator of a uniformly
continuous semigroup, if and only if A is a bounded linear operator.
The uniqueness of uniformly continuous semigroups for an infinitesimal genera-
tor is guaranteed by the following proposition.
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Proposition 1.7.3 (see [65, page 2]). Let T ptq and Sptq be uniformly continuous semi-
groups of bounded linear operators. If
lim
tÑ0`
T ptq ´ I
t
“ A “ lim
tÑ0`
Sptq ´ I
t
,
then T ptq “ Sptq for t ě 0.
Some properties of uniformly continuous semigroups are summarized in the
following corollary.
Corollary 1.7.4 (see [65, page 3]). Let T ptq be uniformly continuous semigroup of bounded
linear operators. Then
piq There exists a constant ω ě 0 such that }T ptq} ď eωt;
piiq There exists a unique bounded linear operator A such that T ptq “ etA;
piiiq The operator A in part piiq is the infinitesimal generator of T ptq;
pivq The map tÑ T ptq is differentiable in norm and
dT ptq
dt
“ AT ptq “ T ptqA.
Now we present the definition of a strongly continuous semigroup or C0 semi-
group.
Definition 1.7.5. A semigroup T ptq, 0 ď t ă 8, of bounded linear operators on X is a
strongly continuous semigroup of bounded linear operators if
lim
tÑ0`
T ptqx “ x for every x P X.
In this case, T ptq will be called a semigroup of class C0 or simply a C0 semigroup.
For C0 semigroups, we have an exponential type estimate and the continuity of
the map tÑ T ptqx.
Proposition 1.7.6 (see [65, page 4]). Let T ptq a C0 semigroup. There exist constants
ω ě 0 and M ě 1 such that
}T ptq} ďMeωt for 0 ď t ă 8.
Moreover, for every x P X the map tÑ T ptqx is a continuous function from R`0 into X.
If ω “ 0, T ptq is said uniformly bounded, and moreover, if M “ 1, it is said a
C0 semigroup of contractions.
We condense several properties of C0 semigroups in the following proposition.
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Proposition 1.7.7 (see [65, page 4]). Let T ptq a C0 semigroup and let A be the infinitesimal
generator. Then
piq For x P X,
lim
hÑ0
1
h
ż t`h
t
T pτqx dτ “ T ptqx;
piiq For x P X,
ż t
0
T pτqx dτ P DpAq and
A
ˆż t
0
T pτqx dτ
˙
“ T ptqx´ x;
piiiq For x P DpAq, T ptqx P DpAq and
d
dt
T ptqx “ AT ptqx “ T ptqAx;
pivq For x P DpAq,
T ptqx´ T pt1qx “
ż t
t1
T pτqAx dτ “
ż t
t1
AT pτqx dτ ;
pvq DpAq is dense in X and A is a closed linear operator.
For C0 semigroups we also have the uniqueness of semigroups of an infinitesimal
generator.
Proposition 1.7.8 (see [65, page 6]). Let T ptq and Sptq be C0 semigroups of bounded
linear operators with infinitesimal generators A and B, respectively. If A “ B, then
T ptq “ Sptq for t ě 0.
Let A be a linear operator defined on X that is not necessarily bounded. The
resolvent set ρpAq of A is defined as the set of all complex numbers λ for which λI ´ A
is invertible. The family Rpλ;Aq “ pλI ´ Aq´1, λ P ρpAq, of bounded linear operators is
called the resolvent of A.
An important result in the semigroups theory is the following theorem.
Theorem 1.7.9 (Hille-Yosida Theorem, see [65, page 8]). A linear (unbounded) operator
A is the infinitesimal generator of a C0 semigroup of contractions T ptq, t ě 0, if and only
if
piq A is closed and DpAq “ X,
piiq R` Ă ρpAq and for every λ ą 0
}Rpλ;Aq} ď 1
λ
.
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Given x P X, the abstract Cauchy problem for A with initial data x consists of
finding a solution uptq to the initial value problem$&%
du
dt
“ Au, t ą 0,
up0q “ x,
(1.7.1)
where by a solution we mean an X valued function uptq such that uptq is continuous for
t ě 0, continuously differentiable, uptq P DpAq for t ą 0 and (1.7.1) is satisfied.
From Proposition 1.7.7 it is clear that if A is the infinitesimal generator of
a C0 semigroup T ptq, the problem (1.7.1) has a solution, namely uptq “ T ptqx for every
x P DpAq.
Definition 1.7.10. Let T ptq be a C0 semigroup on a Banach space X. The semigroup
T ptq is called differentiable for t ą t0 if for every x P X, t ÞÑ T ptqx is differentiable for
t ą t0. T ptq is called differentiable if it is differentiable for t ą 0.
The existence and uniqueness of solution to (1.7.1) is guaranteed for differen-
tiable semigroups.
Proposition 1.7.11 (see [65, page 104]). If A is the infinitesimal generator of a differen-
tiable semigroup, then for every x P X (1.7.1) has a unique solution.
Now if we consider the nonhomogeneous Cauchy problem to (1.7.1), that is,
for the following problem $&%
du
dt
“ Au` f, t ą 0,
up0q “ x,
(1.7.2)
where f : r0, T q ÝÑ X. Here we assume that A is the infinitesimal generator of a C0
semigroup T ptq such that the corresponding homogeneous equation (f ” 0) has a unique
solution for every initial value x P DpAq. For the existence of solutions to (1.7.2), we have
the following result.
Proposition 1.7.12. If f P L1p0, T ;Xq then for every x P X the problem (1.7.2) has at
most one solution. If it has a solution, this solution is given by
uptq “ T ptqx`
ż t
0
T pt´ τqfpτq dτ. (1.7.3)
Here the function u P Cpr0, T s, Xq given by (1.7.3) for t P r0, T s is known as
the mild solution to (1.7.2) on r0, T s. We remark that not every mild solution to (1.7.2)
is indeed a classical solution, even in the case f ” 0. It is clear that (1.7.2) has a unique
mild solution if f P L1p0, T ;Xq. Thus, it is necessary to impose conditions on f so that
for x P DpAq, the mild solution becomes a classical solution to (1.7.2). Notice that the
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continuity of f , in general, is not sufficient to ensure the existence of solutions of (1.7.2),
for x P DpAq. For example, consider A the infinitesimal generator of a C0 semigroup T ptq
and let x P X be such that T ptqx R DpAq for any t ě 0. Suppose that the continuous
function f is defined by fpτq “ T pτqx for τ ě 0, and consider the initial value problem
du
dt
ptq “ Auptq ` T ptqx and up0q “ 0. (1.7.4)
Then (1.7.4) does not have solution, because the function
uptq “
ż t
0
T pt´ τqT pτqx dτ “ tT ptqx
is not differentiable for t ą 0. So we must give more conditions on f to guarantee the
existence of solutions to the problem (1.7.2).
The following result gives conditions to ensure the existence of solutions to
(1.7.2).
Theorem 1.7.13 (see [65, page 107]). Let A be the infinitesimal generator of a C0
semigroup T ptq, let f P L1p0, T ;Xq and let
vptq “
ż t
0
T pt´ τqfpτq dτ, 0 ď t ď T.
The initial value problem (1.7.2) has a strong solution u on r0, T s for every x P DpAq, if
one of the following conditions is satisfied:
piq vptq is differentiable a.e. on r0, T s and v1ptq P L1p0, T ;Xq.
piiq vptq P DpAq a.e. on r0, T s and Avptq P L1p0, T ;Xq.
If (1.7.2) has a strong solution u on r0, T s for some x P DpAq, then v satisfies both piq
and piiq.
Now we are interested in two semigroups in particular. The first is known in
the literature as the heat semigroup, denoted generally by et∆ and with an infinitesimal
generator A “ ∆. Its name is due to its known relation with the heat equations, because
uptq “ et∆x is the solution to the homogeneous problem (1.7.1) for A “ ∆. The second is
less known and is called the Stokes-Coriolis semigroup, TΩptq, with generator infinitesimal
A “ ∆ ´ pe3 ˆ ¨q. This semigroup, as we shall see, can be written as a composition of
the heat semigroup and an oscillatory operator. These two semigroups turn out to be of
great importance due to the techniques used to obtain existence of solutions to the studied
problems. Below, we recall some estimates for the heat semigroup et∆ in homogeneous
Besov spaces [59] and the dispersive estimates for TΩptq obtained in [47].
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Lemma 1.7.14 (see [59]). Let ´8 ă s0 ď s1 ă 8, 1 ď p, q ď 8 and f P 9Bs0p,qpR3q. Then,
there exists a positive constant C “ Cps0, s1q such that
}et∆f} 9Bs1p,q ď Ct´
3
2 ps1´s0q}f} 9Bs0p,q , for all t ą 0.
Before stating the dispersive estimates of [47], we need to define the operators
G˘pτqrf s “
”
e˘iτ
ξ3|ξ| pfı_ , for τ P R, (1.7.5)
and the matrix R of singular integral operators
R “
¨˚
˝ 0 R3 ´R2´R3 0 R1
R2 ´R1 0
‹˛‚. (1.7.6)
Using (1.7.5) and (1.7.6), TΩptq can be expressed as
TΩptqf “ 12G`pΩtqre
t∆pI `Rqf s ` 12G´pΩtqre
t∆pI ´Rqf s (1.7.7)
for t ě 0 and Ω P R.
Notice that the operators G˘ptΩq correspond to the oscillating parts of TΩptq.
Lemma 1.7.15 (see [47]). Let s, t P R, 2 ď p ď 8 and f P 9Bs`3p1´
2
pq
p1,q pR3q with
1
p
` 1
p1
“ 1.
Then, there exists a constant C “ Cppq ą 0 such that
}G˘ptqrf s} 9Bsp,q ď C
ˆ
log pe` |t|q
1` |t|
˙ 1
2p1´ 2pq }f}
9B
s`3p1´ 2pq
p1,q
.
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2 Long-time solvability for the 3D-Euler
equations with Coriolis force in Besov
spaces
In this chapter, we analyze long-time solvability of Euler equations with Coriolis
force (EC) in the whole space. We show local and global well-posedness of (EC), considering
both the critical and supercritical cases of regularity. Our results corresponding to the
critical case are contained in the paper [4]. Here, the global well-posedness is obtained
assuming more regularity on the initial velocity in Besov spaces and taking the speed of
rotation sufficiently large.
2.1 Results for the 3D-Euler equations with Coriolis force
In order to achieve a global solution to the problem (0.0.2), we will work with
the following problem$’’’&’’’%
Bu
Bt ` PΩe3 ˆ u` P pu ¨∇qu “ 0 in R
3 ˆ p0,8q,
∇ ¨ u “ 0 in R3 ˆ p0,8q,
upx, 0q “ u0pxq in R3,
(2.1.1)
where P “ pδjk `RjRkq1ďj,kď3 denotes the Leray-Helmholtz projection and Rj stands for
the j-th Riesz transform. Note that in (2.1.1) the pressure no longer appears, although, it
is known in the literature that, by applying the divergence operator ∇¨ to the equation in
(2.1.1), we can retrieve it. Our main result to (EC) reads as follows.
Theorem 2.1.1. Assume that s ą 32 ` 1 with 1 ď q ď 8 or s “
3
2 ` 1 with q “ 1. The
following assertions hold.
piq Let u0 P Bs2,qpR3q satisfy ∇ ¨u0 “ 0. For any Ω P R, there exists T “ T p}u0}Bs2,qq ą 0
such that (2.1.1) has a unique solution u P Cpr0, T s;Bs2,qpR3qqXC1pr0, T s;Bs´12,q pR3qq,
for all Ω P R.
piiq Let 0 ă T ă 8 and u0 P Bs`12,q pR3q be such that ∇ ¨ u0 “ 0. There exists Ω0 “
Ω0pT, }u0}Bs`12,q q ą 0 such that (2.1.1) has a unique solution u P Cpr0, T s;Bs`12,q pR3qqX
C1pr0, T s;Bs2,qpR3qq provided that |Ω| ě Ω0.
Considering Ω “ 0, item piq recovers the local existence result by Chae [19] and
Zhou [77] for Euler equations in Bsp,qpRnq for s ą s0 with 1 ď q ď 8 and s “ s0 with q “ 1,
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and in the case p “ 2 and n “ 3. Assuming further regularity on the initial data, item piiq
shows that local solutions can be extended to arbitrary large time T ą 0 provided that |Ω|
is large enough, and so it resembles results for the 2D Euler equations (see [72, 19]). In fact,
we recall that existence of smooth solutions for the 3D Euler equations is an outstanding
open problem. Long-time solvability type results for (0.0.2) with arbitrary data show a
smoothing effect connected to the speed of rotation Ω (see [24]).
We now comment on some technical points in our results towards the Euler-
Coriolis equations. The general strategy in this problem consists in three basic steps: an
approximation scheme; a priori Ω-uniform estimates and passing to the limit for obtaining
local-in-time solutions; blow-up criterion and long-time solvability. This is the same one
employed by [57] in Hs-spaces, and here we needed to carry out the necessary estimates in
Besov spaces. In order to pass the limit in the approximation scheme tuδuδą0, the authors
of [57] relied on the Hilbert structure of Hs-spaces. Since our setting has not such property,
we need to control uδ by means of estimates involving localization and Bs2,q-norms (see,
e.g., Lemma 2.2.3, Proposition 2.2.4 and the proof of Theorem 2.1.1). In order to cover
the endpoints s0 and s1 of the ranges in [57], inspired by previous results for the Euler
equations (E) [19, 63, 77], we consider Bs2,1-spaces (and the embedding B
3{2
2,1 ãÑ L8 in
R3) that allow us to have ∇u P L8 for s “ s0 (which is not true in Hs) and to control
Uptq “
ż t
0
}∇upτq}L8 dτ globally in time for large Ω when s “ s1. In a similar way, the
supercritical case is covered. The quantity Uptq is used to derive a blow-up criterion and to
obtain long-time solutions. Also, we show Lemma 2.3.1 that deals with the time-continuity
of weak solutions for (2.1.1) and it is useful to prove time-regularity of solutions obtained
as a limit of the approximation scheme. For that matter, we extend [64, Lemma 2.1] (that
considered solutions of (E) in Bd`11,1 pRdq) to the Euler-Coriolis equations in B3{p`1p,1 pR3q
with 1 ď p ă 8.
This chapter is organized in two sections. In Section 2.2, we show a result of
local existence and uniqueness of solutions to the regularized problem of (2.1.1). Here we
point out that the time-existence merely depends on the Besov norm of the initial data.
Finally, in Section 2.3, we prove Theorem 2.1.1 in three parts corresponding to the local
existence, a blow-up criterion of BKM type and the global existence.
2.2 Approximate scheme
In order to prove the item piq in Theorem 2.1.1, we will first show the existence
and uniqueness of mild-solutions to the regularized problem with viscous approximations.
For this, let u0 be the initial velocity in (2.1.1) and 0 ă δ ă 1. Then, we consider the
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following approximate parabolic problem$’’’&’’’%
Buδ
Bt ´ δ∆u
δ ` PΩe3 ˆ uδ ` P
`
uδ ¨∇˘uδ “ 0 in R3 ˆ p0,8q,
∇ ¨ uδ “ 0 in R3 ˆ p0,8q,
uδpx, 0q “ u0pxq in R3.
(2.2.1)
Here, the notion of mild-solution is understood as that function u satisfying the following
integral equation
uptq “ eδt∆u0 ´
ż t
0
eδpt´τq∆P
`
uδpτq ¨∇˘uδpτq dτ ´ ż t
0
eδpt´τq∆PΩe3 ˆ uδpτq dτ. (2.2.2)
We are going to show that the above problem has a solution for each δ ą 0 in a suitable
class involving Besov spaces. We start by showing estimates for the Coriolis term and
bilinear term in (2.2.2).
Lemma 2.2.1. Let 0 ă δ ă 1, 0 ă T ď 8, 1 ă p ă 8, 1 ď q ď 8, Ω P R and s P R.
piq There exists C ą 0 such that
sup
0ďtďT
››››ż t
0
eδpt´τq∆PΩe3 ˆ upτq dτ
››››
Bsp,q
ď C|Ω|T sup
0ďtďT
}uptq}Bsp,q , (2.2.3)
for all u P Cpr0, T s;Bsp,qpR3qq.
piiq There exists C ą 0 such that››››ż t
0
eδpt´τq∆PΩe3 ˆ upτq dτ
››››
L1p0,T ;Bsp,qq
ď C|Ω|T }u}L1p0,T ;Bsp,qq, (2.2.4)
for all u P L1p0, T ;Bsp,qpR3qq.
Proof. Using Lemma 1.7.14 and the boundedness of P in Bsp,q for 1 ă p ă 8,
we have that››››ż t
0
eδpt´τq∆PΩe3 ˆ upτq dτ
››››
Bsp,q
ď C|Ω|
ż t
0
}e3 ˆ upτq}Bsp,qdτ ď C|Ω|T sup0ďtďT }uptq}Bsp,q .
Taking the supremum over t P r0, T s, we get a constant C ą 0 such that
sup
0ďtďT
››››ż t
0
eδpt´τq∆PΩe3 ˆ upτq dτ
››››
Bsp,q
ď C|Ω|T sup
0ďtďT
}uptq}Bsp,q ,
for all u P Cpr0, T s;Bsp,qpR3qq, implying (2.2.3). Similarly,››››ż t
0
eδpt´τq∆PΩe3 ˆ upτq dτ
››››
Bsp,q
ď C|Ω|
ż t
0
}e3 ˆ upτq}Bsp,qdτ ď C|Ω|}u}L1p0,T ;Bsp,qq (2.2.5)
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for all t P r0, T s. An integration of (2.2.5) over r0, T s yields the estimate››››ż t
0
eδpt´τq∆PΩe3 ˆ upτq dτ
››››
L1p0,T ;Bsp,qq
ď C|Ω|T }u}L1p0,T ;Bsp,qq,
for all u P L1p0, T ;Bsp,qpR3qq. This proves (2.2.4).
˛
Lemma 2.2.2. Let 0 ă δ ă 1, 0 ă T ď 8 and 1 ă p ă 8. Assume that s ą 3
p
with
1 ď q ď 8 or s “ 3
p
with q “ 1. Then, the following statements are true.
piq There exists C ą 0 such that
sup
0ătăT
››››ż t
0
eδpt´τq∆P pupτq ¨∇q vpτq dτ
››››
Bsp,q
ď C sup
0ătăT
}uptq}Bsp,q}v}L1p0,T ;Bs`1p,q q,
(2.2.6)
for all u P Cpr0, T s;Bsp,qpR3qq and v P L1p0, T ;Bs`1p,q pR3qq.
piiq There exists C ą 0 such that›››ż t
0
eδpt´τq∆P pupτq ¨∇q vpτq dτ
›››
L1p0,T ;Bs`1p,q q
ď C
´
T ` T 12 δ´ 12
¯
sup
0ătăT
}uptq}Bsp,q}v}L1p0,T ;Bs`1p,q q,
for all u P Cpr0, T s;Bsp,qpR3qq and v P L1p0, T ;Bs`1p,q pR3qq.
Proof. Let s, p and q be as in the hypotheses. Using Lemma 1.7.14 and the
boundedness of P in Bsp,q, we can estimate››››ż t
0
eδpt´τq∆P pupτq ¨∇q vpτq dτ
››››
Bsp,q
ď C
ż t
0
} pupτq ¨∇q vpτq}Bsp,q dτ.
From Lemmas 1.5.24 and 1.4.6, it follows that
} pu ¨∇q v}Bsp,q ď max1ďjď3
3ÿ
i“1
}uiBivj}Bsp,q
ď C max
1ďjď3
3ÿ
i“1
}ui}Bsp,q}vj}Bs`1p,q
ď C}u}Bsp,q}v}Bs`1p,q
(2.2.7)
and then ››››ż t
0
eδpt´τq∆P pupτq ¨∇q vpτq dτ
››››
Bsp,q
ď C
ż t
0
}upτq}Bsp,q}vpτq}Bs`1p,q dτ
ď C sup
0ătăT
}uptq}Bsp,q}v}L1p0,T ;Bs`1p,q q,
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for all 0 ă t ă T , which gives (2.2.6).
On the other hand, by Minkowski’s inequality and the count (2.2.7) we have
that›››ż t
0
eδpt´τq∆P pupτq ¨∇q vpτq dτ
›››
Bs`1p,q
ď C
ż t
0
!
1` δ´ 12 pt´ τq´ 12
)
} pupτq ¨∇q vpτq}Bsp,q dτ
ď C
ż t
0
!
1` δ´ 12 pt´ τq´ 12
)
}upτq}Bsp,q}vpτq}Bs`1p,q dτ
ď C sup
0ătăT
}uptq}Bsp,q
"
}v}L1p0,T ;Bs`1p,q q ` δ´
1
2
ż t
0
pt´ τq´ 12 }vpτq}Bs`1p,q dτ
*
,
(2.2.8)
for all 0 ă t ă T . We can now compute the norm }¨}L1p0,T q in (2.2.8) to obtain›››ż t
0
eδpt´τq∆P pupτq ¨∇q vpτq dτ
›››
L1p0,T ;Bs`1p,q q
ď C sup
0ătăT
}uptq}Bsp,q
"
T }v}L1p0,T ;Bs`1p,q q ` δ´
1
2
ż T
0
}vpτq}Bs`1p,q
ż T
τ
pt´ τq´ 12dt dτ
*
ď C
´
T ` T 12 δ´ 12
¯
sup
0ătăT
}uptq}Bsp,q}v}L1p0,T ;Bs`1p,q q.
˛
Before proceeding, we recall that ACpr0, T s;Xq denotes the set of all X-valued
absolutely continuous functions on r0, T s. The next lemma ensures the existence of strong
solution for (2.2.1). The proof follows essentially the same steps of [57, Lemma 3.1.], using
estimates in Besov spaces instead of Sobolev spaces.
Lemma 2.2.3. Let 1 ă p ă 8, δ P p0, 1q and Ω P R. Assume that s ą 3
p
` 1 with
1 ď q ď 8 or s “ 3
p
` 1 with q “ 1 and that u0 P Bsp,qpR3q with the condition ∇ ¨ u0 “ 0.
Then there exists a positive time Tδ,Ω “ T pδ, |Ω|, }u0}Bsp,qq such that (2.2.1) has a unique
strong solution uδ satisfying
uδ P Cpr0, Tδ,Ωs;Bsp,qpR3qq X ACpr0, Tδ,Ωs;Bs´1p,q pR3qq X L1p0, Tδ,Ω;Bs`1p,q pR3qq (2.2.9)
Proof. Firstly, we recall the mild formulation for (2.2.1)
uδptq “ eδt∆u0 ´
ż t
0
eδpt´τq∆PΩe3 ˆ uδpτq dτ ´
ż t
0
eδpt´τq∆P
`
uδpτq ¨∇˘uδpτq dτ (2.2.10)
and we show the existence of a local in time solution. Lemma 1.7.14 yields the estimate
}eδt∆f}L1p0,T ;Bs`1p,q q “
ż T
0
}eδt∆f}Bs`1p,q dt
ď C}f}Bsp,q
ż T
0
!
1` δ´ 12 t´ 12
)
dt
“ CpT ` T 12 δ´ 12 q}f}Bsp,q ,
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for all f P Bsp,q. Thus, for all 0 ă T ă 8 we have
sup
0ďtďT
}eδt∆u0}Bsp,q ` L´1δ,T }eδt∆u0}L1p0,T ;Bs`1p,q q ď C0}u0}Bsp,q , (2.2.11)
where C0 ą 0 is a constant and Lδ,T “ pT ` T 12 δ´ 12 q.
Consider the map
Bpuδqptq “ eδt∆u0 ´
ż t
0
eδpt´τq∆PΩe3 ˆ uδpτq dτ ´
ż t
0
eδpt´τq∆P
`
uδpτq ¨∇˘uδpτq dτ
and the complete metric space
ZT :“
 
u P Cpr0, T s;Bsp,qpR3qq X L1p0, T ;Bs`1p,q pR3qq; ∇ ¨ u “ 0 and }u}ZT ď 2C0}u0}Bsp,q
(
whose norm is given by
}u}ZT :“ sup
0ďtďT
}uptq}Bsp,q ` L´1δ,T }u}L1p0,T ;Bs`1p,q q.
We claim that the map B is a contraction map on ZT for small T ą 0. In fact, we notice
first by Lemma 2.2.1 that›››ż t
0
eδpt´τq∆PΩe3 ˆ upτq dτ
›››
ZT
“ sup
0ďtďT
›››ż t
0
eδpt´τq∆PΩe3 ˆ upτq dτ
›››
Bsp,q
` L´1δ,T
›››ż t
0
eδpt´τq∆PΩe3 ˆ upτq dτ
›››
L1p0,T ;Bs`1p,q q
ďC|Ω|T sup
0ďtďT
}uptq}Bsp,q ` C|Ω|TL´1δ,T }u}L1p0,T ;Bs`1p,q q
ďC|Ω|T }u}ZT ,
and similarly, by Lemma 2.2.2 we have›››ż t
0
eδpt´τq∆P pupτq ¨∇q vpτq dτ
›››
ZT
“ sup
0ďtďT
›››ż t
0
eδpt´τq∆P pupτq ¨∇q vpτq dτ
›››
Bsp,q
` L´1δ,T
›››ż t
0
eδpt´τq∆P pupτq ¨∇q vpτq dτ
›››
L1p0,T ;Bs`1p,q q
ďC sup
0ďtďT
}uptq}Bsp,q}u}L1p0,T ;Bs`1p,q q
“CLδ,T }u}ZT }v}ZT .
Thus, by the above estimates there exist positive constant C1 and C2 such that
}Bpuδq ´ Bpvδq}ZT “
›››ż t
0
eδpt´τq∆PΩe3 ˆ
`
uδpτq ´ vδpτq˘ dτ
`
ż t
0
eδpt´τq∆P
 `
uδpτq ´ vδpτq˘ ¨∇(uδpτq dτ
`
ż t
0
eδpt´τq∆P
`
vδpτq ¨∇˘ `uδpτq ´ vδpτq˘ dτ›››
ZT
ďC1|Ω|T }uδ ´ vδ}ZT ` C2Lδ,T
`}uδ}ZT ` }vδ}ZT ˘ }uδ ´ vδ}ZT
ď  C1|Ω|T ` 4C0C2Lδ,T }u0}Bsp,q( }uδ ´ vδ}ZT ,
(2.2.12)
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for all uδ, vδ P ZT . Moreover, using (2.2.11) and (2.2.12) with vδ “ 0, we obtain
}Bpuδq}ZT ď }eδt∆u0}ZT ` }Bpuδq ´ Bp0q}ZT
ď C0}u0}Bsp,q `
 
C1|Ω|T ` 4C0C2Lδ,T }u0}Bsp,q
( }uδ}ZT
ď C0}u0}Bsp,q
 
1` 2C1|Ω|T ` 8C0C2Lδ,T }u0}Bsp,q
(
,
(2.2.13)
for all uδ P ZT . Next we choose T “ Tδ,Ω “ T pδ, |Ω|, }u0}Bsp,qq ą 0 such that
2C1|Ω|Tδ,Ω ` 8C0C2}u0}Bsp,q
´
Tδ,Ω ` T
1
2
δ,Ωδ
´ 12
¯
ă 1. (2.2.14)
Inserting (2.2.14) into (2.2.13) and (2.2.12), we get that BpZTδ,Ωq Ă ZTδ,Ω and
}Bpuδq ´ Bpuδq}ZTδ,Ω ď
1
2}u
δ ´ vδ}ZTδ,Ω , for all uδ, vδ P ZTδ,Ω ,
which gives the claim. By the Banach Fixed Point Theorem, there exists a unique solution
uδ P ZTδ,Ω for (2.2.10).
We claim that uδ P ZTδ,Ω is a strong solution for (2.2.1) in the class (2.2.9). By
the above estimates and using that uδ P Cpr0, T s;Bsp,qpR3qq X L1p0, T ;Bs`1p,q pR3qq, it is not
difficult to see that
PΩe3 ˆ uδ ` P
`
uδ ¨∇˘uδ P L1p0, Tδ,Ω;Bsp,qpR3qq
and δ∆vδ P L1p0, Tδ,Ω;Bs´1p,q pR3qq where
vδptq :“ ´
ż t
0
eδpt´τq∆PtΩe3 ˆ uδpτq `
`
uδpτq ¨∇˘uδpτqu dτ.
In fact, the first part follows by using Lemma 1.5.24 and Lemma 1.4.6
}PΩe3 ˆ uδ ` Ppuδ ¨∇quδ}L1p0,Tδ,Ω;Bsp,qq
“
ż Tδ,Ω
0
}PΩe3 ˆ uδptq ` P
`
uδptq ¨∇˘uδptq}Bsp,q dt
ď C
ż Tδ,Ω
0
|Ω|}uδptq}Bsp,q ` }uδptq}Bsp,q}uδptq}Bs`1p,q dt
ď C sup
0ďtďTδ,Ω
}uδptq}Bsp,q
´
|Ω|Tδ,Ω ` }uδ}L1p0,Tδ,Ω;Bs`1p,q q
¯
ă 8,
and in the second part, we use Lemma 1.7.14 and Lemma 1.4.6 to get
}δ∆vδ}L1p0,Tδ,Ω;Bs´1p,q q
ďδ
ż Tδ,Ω
0
ż t
0
}eδpt´τq∆Pp´∆qtΩe3 ˆ uδpτq `
`
uδpτq ¨∇˘uδpτqu}Bs´1p,q dτ dt
ďCδ
ż Tδ,Ω
0
ż t
0
´
1` δ´ 12 pt´ τq´ 12
¯
}Ωe3 ˆ uδpτq ` puδpτq ¨∇quδpτq}Bsp,q dτ dt
ďCδ
ż Tδ,Ω
0
p|Ω|}uδpτq}Bsp,q ` }uδpτq}Bsp,q}uδpτq}Bs`1p,q q
ż Tδ,Ω
τ
´
1` δ´ 12 pt´ τq´ 12
¯
dt dτ
ďCδpTδ,Ω ` δ´ 12 pTδ,Ωq 12 q sup
0ďtďTδ,Ω
}uδptq}Bsp,qp|Ω| ` }uδ}L1p0,Tδ,Ω;Bs`1p,q qq ă 8.
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Thus,
Btvδ “ δ∆vδ ´ PΩe3 ˆ uδ ´ P
`
uδ ¨∇˘uδ P L1p0, Tδ,Ω;Bs´1p,q pR3qq
and then vδ P ACpr0, Tδ,Ωs;Bs´1p,q pR3qq. Moreover, by using again Lemma 1.7.14 and Lemma
1.4.6 we obtain
}eδt∆u0}L1p0,Tδ,Ω;Bs´1p,q q “
ż Tδ,Ω
0
}δ∆eδt∆u0}Bs´1p,q dt
ď Cδ
ż Tδ,Ω
0
p1` δ´ 12 t´ 12 q dt}∆u0}Bs´2p,q
ď Cδ}u0}Bsp,qpTδ,Ω ` δ´
1
2T
1
2
δ,Ωq,
and this implies that eδt∆u0 P ACpr0, Tδ,Ωs;Bs´1p,q pR3qq. By standard arguments and The-
orem 1.7.13 (see Kato [53] and Pazy [65, page 106]), we obtain the desired claim. The
uniqueness follows from the fact that uδ is the unique solution for (2.2.10) in the class
ZTδ,Ω .
˛
In what follows, for p “ 2, we prove that there exists T ą 0 independent of
δ P p0, 1q and Ω P R such that the solution uδ exists on r0, T s. For that, we need some a
priori uniform estimates for uδ in the space Bs2,q, for s ą 32 ` 1 if 1 ď q ď 8 or s “
3
2 ` 1
if q “ 1.
Proposition 2.2.4. Let s and q satisfy s ą 32 ` 1 if 1 ď q ď 8 or s “
3
2 ` 1 if q “ 1.
Assume that u0 P Bs2,qpR3q and ∇ ¨ u0 “ 0. There exists T “ T p}u0}Bs2,qq ą 0 such that
(2.2.1) has a unique strong solution
uδ P Cpr0, T s;Bs2,qpR3qq X ACpr0, T s;Bs´12,q pR3qq
for all 0 ă δ ă 1 and Ω P R. Furthermore, tuδuδPp0,1q is bounded in Cpr0, T s;Bs2,qpR3qq.
Proof. Applying the Littlewood-Paley operator ∆j to the equation in (2.2.1),
taking the L2-norm product with ∆juδptq, and using ∇ ¨∆juδ “ 0 and the skew-symmetry
of e3ˆ, we have that
1
2
d
dt
}∆juδptq}2L2 ` δx´∆∆juδptq,∆juδptqyL2 “ ´x∆jpuδptq ¨∇quδptq,∆juδptqyL2 . (2.2.15)
Notice that the second term in the right hand side of (2.2.15) is non-negative. So, using
that
xpuδptq ¨∇q∆juδptq,∆juδptqyL2 “ 0
and recalling the definition of the commutator ruδptq ¨∇,∆js, we get
1
2
d
dt
}∆juδptq}2L2 ď xruδptq ¨∇,∆jsuδptq,∆juδptqyL2 .
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By the Cauchy-Schwarz inequality, it follows that
d
dt
}∆juδptq}L2 ď }ruδptq ¨∇,∆jsuδptq}L2 .
Thus, from Ho¨lder’s inequality, we have
d
dt
}uδptq} 9Bs2,q “
d
dt
˜ÿ
jPZ
2sjq}∆juδptq}qL2
¸ 1
q
“ 1
q
˜ÿ
jPZ
2sjq}∆juδptq}qL2
¸ 1
q
´1 ÿ
jPZ
2sjq d
dt
}∆juδptq}qL2
“ }uδptq}1´q9Bs2,q
ÿ
jPZ
2sjq}∆juδptq}q´1L2
d
dt
}∆juδptq}L2
ď }uδptq}1´q9Bs2,q
ÿ
jPZ
2sjpq´1q}∆juδptq}q´1L2 2sj}ruδptq ¨∇,∆jsuδptq}L2
ď C}uδptq}1´q`
q
q1
9Bs2,q
˜ÿ
jPZ
2sjq}ruδptq ¨∇,∆jsuδptq}qL2
¸ 1
q
“ C
˜ÿ
jPZ
2sjq}ruδptq ¨∇,∆jsuδptq}qL2
¸ 1
q
,
where
1
q
` 1
q1
“ 1. Then, by Lemma 4.2.4 and Remark 1.5.22, it hold that
d
dt
}uδptq} 9Bs2,q ď C
˜ÿ
jPZ
2sjq}ruδptq ¨∇,∆jsuδptq}qL2
¸ 1
q
ď C}∇uδptq}L8}uδptq} 9Bs2,q
ď C}uδptq}2Bs2,q .
(2.2.16)
On the other hand, taking the L2-norm product with uδptq it follows that
xBtuδ, uδyL2 ` x´δ∆uδ, uδyL2 “ ´xPpuδ ¨∇quδ, uδyL2 ´ xPΩe3 ˆ uδ, uδyL2 .
Using the skew-symmetry of pe3 ˆ ¨q and the condition ∇ ¨ u0 “ 0, we have
xPpuδ ¨∇quδ, uδyL2 “ xPΩe3 ˆ uδ, uδyL2 “ 0.
Thus,
d
dt
}uδptq}L2 ď 0. (2.2.17)
Combining (2.2.16) and (2.2.17), we obtain
d
dt
}uδptq}Bs2,q ď C}uδptq}2Bs2,q ,
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which yields
}uδptq}Bs2,q ď
}u0}Bs2,q
1´ C}u0}Bs2,qt
for 0 ď t ă 1
C}u0}Bs2,q
.
Hence, taking T “ T p}u0}Bs2,qq :“
1
2C}u0}Bs2,q
, we obtain
}uδptq}Bs2,q ď 2}u0}Bs2,q , for all t P r0, T s. (2.2.18)
Notice that T ą 0 is independent of δ P p0, 1q and Ω P R. If Tδ,Ω ă T , by (2.2.14)
and (2.2.18), we can take T 1δ,Ω “ T 1δ,Ωp}u0}Bs2,qq ą 0 small enough and solve (2.2.1) on
rTδ,Ω, Tδ,Ω ` T 1δ,Ωs with the initial value uδpTδ,Ωq P Bs2,qpR3q. It follows that the solution uδ
can be extended to the interval r0, Tδ,Ω ` T 1δ,Ωs. Invoking again the same procedure, we
can extend uδ (if necessary) to r0, Tδ,Ω ` 2T 1δ,Ωs, r0, Tδ,Ω ` 3T 1δ,Ωs and so on, and obtain a
solution uδ for (2.2.1) on r0, T s satisfying (2.2.18).
˛
2.3 Proof of Theorem 2.1.1
In this section, we prove Theorem 2.1.1 through the next three subsections.
2.3.1 Proof of item piq
For 0 ă δ1 ă δ2 ă 1, we can write$’’’’’&’’’’’%
Btpuδ1 ´ uδ2q ´ δ1∆puδ1 ´ uδ2q ` pδ2 ´ δ1q∆uδ2 “ ´PΩe3 ˆ puδ1 ´ uδ2q
´ P  puδ1 ´ uδ2q ¨∇(uδ1 ´ Ppuδ2 ¨∇qpuδ1 ´ uδ2q,
div uδ1 “ div uδ2 “ 0,
puδ1 ´ uδ2qp0, xq “ 0.
(2.3.1)
We will show that there exists a limit u P Cpr0, T s;Bs´12,q pR3qq such that
uδptq Ñ uptq in Bs´12,q uniformly for t P r0, T s. (2.3.2)
We start by obtaining estimates in Bs´12,q for the difference u
δ1 ´ uδ2 uniformly in r0, T s.
Computing the L2-inner product of (2.3.1) with uδ1 ´ uδ2 , we have
xBtpuδ1 ´ uδ2q,uδ1 ´ uδ2yL2 ` x´δ1∆puδ1 ´ uδ2q, uδ1 ´ uδ2yL2 ` xpδ2 ´ δ1q∆uδ2 , uδ1 ´ uδ2yL2
“x´PΩe3 ˆ puδ1 ´ uδ2q, uδ1 ´ uδ2yL2 ` x´Ptpuδ1 ´ uδ2q ¨∇uuδ1 , uδ1 ´ uδ2yL2
` x´Ppuδ2 ¨∇qpuδ1 ´ uδ2q, uδ1 ´ uδ2yL2 .
Using the skew-symmetry of pe3 ˆ ¨q and the condition ∇ ¨ uδ1 “ ∇ ¨ uδ2 “ 0, it is true that
x´PΩe3 ˆ puδ1 ´ uδ2q, uδ1 ´ uδ2yL2 “ x´Ppuδ2 ¨∇qpuδ1 ´ uδ2q, uδ1 ´ uδ2yL2 “ 0,
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and so
1
2
d
dt
}puδ1 ´ uδ2qptq}2L2 ` x´δ1∆puδ1 ´ uδ2q, uδ1 ´ uδ2yL2 ` xpδ2 ´ δ1q∆uδ2 , uδ1 ´ uδ2yL2
“x´Ptpuδ1 ´ uδ2q ¨∇uuδ1 , uδ1 ´ uδ2yL2 .
Since
x´δ1∆puδ1 ´ uδ2q, uδ1 ´ uδ2yL2 ą 0,
we can apply the Cauchy-Schwartz inequality and Remark 1.5.22 to obtain
1
2
d
dt
}puδ1 ´ uδ2qptq}2L2
ď pδ2 ´ δ1q} ´∆uδ2ptq}L2}puδ1 ´ uδ2qptq}L2 ` }∇uδ1ptq}L8}puδ1 ´ uδ2qptq}2L2
ď Cδ2} ´∆uδ2ptq}L2}puδ1 ´ uδ2qptq}L2 ` }uδ1ptq}Bs2,q}puδ1 ´ uδ2qptq}2L2 .
Thus,
d
dt
}puδ1 ´ uδ2qptq}L2 ď Cδ2} ´∆uδ2ptq}L2 ` }uδ1ptq}Bs2,q}puδ1 ´ uδ2qptq}L2 .
Integrating over p0, tq and using (2.2.18), we get the estimate
}puδ1 ´ uδ2qptq}L2 ď Cδ2
ż t
0
} ´∆uδ2pτq}L2 dτ ` C
ż t
0
}uδ1pτq}Bs2,q}puδ1 ´ uδ2qpτq}L2 dτ
ď Cδ2T }uδ2}L8p0,T ;Bs2,qq ` C
ż t
0
}uδ1pτq}Bs2,q}puδ1 ´ uδ2qpτq}L2 dτ
ď Cδ2T }u0}Bs2,q ` C}u0}Bs2,q
ż t
0
}puδ1 ´ uδ2qpτq}L2 dτ.
(2.3.3)
By Gronwall’s inequality and (2.3.3), we have that there exists C ą 0 such that
}puδ1 ´ uδ2qptq}L2 ď Cδ2T }u0}Bs2,q exptC}u0}Bs2,qtu
and consequently, as δ2 Ñ 0`, we have
sup
0ătăT
}puδ1 ´ uδ2qptq}L2 ď Cδ2T }u0}Bs2,q exptC}u0}Bs2,qT u Ñ 0. (2.3.4)
Let 0 ă θ ă 1 and s1, s2, s3 ě 0 be such s3 “ p1 ´ θqs1 ` θs2. By interpolation (see
Theorem 1.5.27), we can estimate
}puδ1 ´ uδ2qptq}Bs32,q ď C}puδ1 ´ uδ2qptq}1´θBs12,2}pu
δ1 ´ uδ2qptq}θBs22,q (2.3.5)
Considering s1 “ 0, s2 “ s and s3 “ θs2 in (2.3.5), using (2.2.18), B02,2 “ L2 and (2.3.4),
we obtain
}uδ1 ´ uδ2}L8p0,T ;Bs32,qq ď C }u0}
θ
Bs2,q
}uδ1 ´ uδ2}1´θL8p0,T ;L2q Ñ 0, as δ2 Ñ 0`,
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for each fixed θ P p0, 1q. Hence, by completeness and uniqueness of the limit in the
distributional sense, there exists a u P L8p0, T ;B s˜2,qq such that uδ Ñ u in L8p0, T ;B s˜2,qq for
all 0 ă s˜ ă s. In particular, taking s˜ “ s´ 1 and recalling that uδ P Cpr0, T s;Bs´12,1 pR3qq,
we obtain (2.3.2).
Also, in view of (2.2.18), it follows that puδqδPp0,1q is bounded in L8p0, T ;Bs2,qpR3qq.
Then, we can extract a subsequence puδjq8j“1 that converges to u weakly-‹ in L8p0, T ;Bs2,qpR3qq.
Thus we have that
u P L8p0, T ;Bs2,qpR3qq X Cpr0, T s;Bs´12,q pR3qq (2.3.6)
and
}u}L8p0,T ;Bs2,qq ď lim infδÑ0 }u
δ}L8p0,T ;Bs2,qq ď 2}u0}Bs2,q . (2.3.7)
We claim that u is a solution for (2.1.1). For the nonlinear term, by using
integration by parts, Lemma 1.5.24, Remark 1.5.22, (2.2.18) and (2.3.7), we can estimateż t
0
}P∇ ¨ “uδpτq b uδpτq ´ upτq b upτq‰ }Bs´22,q dτ
“
ż t
0
}P∇ ¨ “puδpτq ´ upτqq b uδpτq ` upτq b puδpτq ´ upτqq‰ }Bs´22,q dτ
ď C
ż t
0
!
}uδpτq}Bs2,q ` }upτq}Bs2,q
)
}uδpτq ´ upτq}Bs´12,q dτ
ď CT }u0}Bs2,q sup0ătăT }u
δptq ´ uptq}Bs´12,q Ñ 0, as δ Ñ 0`,
which impliesż t
0
Ppuδpτq¨∇quδpτq dτ Ñ
ż t
0
Ppupτq¨∇qupτq dτ in L8pp0, T q;Bs´22,q q, as δ Ñ 0`. (2.3.8)
Also, we have that
δ
ż t
0
} ´∆uδpτq}Bs´12,q dτ ď δ
ż t
0
}uδpτq}Bs2,q dτ
ď δT }uδ}L8p0,T ;Bs2,qq ď CδT }u0}Bs2,q Ñ 0
andż t
0
}PΩe3 ˆ puδpτq ´ upτqq}Bs´22,q dτ ď CT |Ω| sup0ătăT }u
δptq ´ uptq}Bs´12,q Ñ 0, as δ Ñ 0`.
Then
δ
ż t
0
´∆uδpτq dτ Ñ 0 in L8pp0, T q;Bs´22,q q,ż t
0
PΩe3 ˆ uδpτq dτ Ñ
ż t
0
PΩe3 ˆ upτq dτ in L8pp0, T q;Bs´22,q q, as δ Ñ 0`.
(2.3.9)
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Therefore, since uδ satisfies (2.2.1), we obtain from (2.3.8) and (2.3.9) that
uptq ´ u0 “ ´
ż t
0
tPΩe3 ˆ upτq ` Ppupτq ¨∇qupτqu dτ in Bs´22,q pR3q. (2.3.10)
In view of the above estimates and (2.3.6), we can see that both sides of (2.3.10) belong to
Cpr0, T s;Bs´12,q pR3qq. Thus, equality (2.3.10) holds inBs´12,q pR3q and u P ACpr0, T s;Bs´12,q pR3qq
XL8p0, T ;Bs2,qpR3qq is a solution for (2.1.1), as claimed.
The next lemma deals with the time-continuity of solutions for (2.1.1). In
particular for p “ 2, it implies the time-continuity of the solution u in Bs2,qpR3q obtained
as limit of the approximation scheme. In fact, it holds for 1 ď p ă 8.
Lemma 2.3.1. Let 0 ă T ă 8 and 1 ď p ă 8. Assume that s ą 3
p
` 1 with 1 ď q ď 8
or s “ 3
p
` 1 with q “ 1. If u is a solution for (2.1.1) in L8p0, T ;Bsp,qpR3qq with initial
velocity u0 P Bsp,qpR3q satisfying ∇ ¨ u0 “ 0, then u P Cpr0, T s;Bsp,qpR3qq.
Proof. Firstly, by Lemma 1.5.24, we have that Btu P L8p0, T ;Bs´1p,q pR3qq. Thus
u P W 1,8pr0, T s;Bs´1p,q pR3qq Ă Cpr0, T s;Bs´1p,q pR3qq.
For every k P N, we denote wk :“ Sku. We are going to prove that the sequence
twkukPN converges to u in L8p0, T ;Bs´1p,q pR3qq. Applying the Littlewood-Paley operator in
(2.1.1) for each j P N, we obtain
Bt∆ju` pSju ¨∇q∆ju “ pSju ¨∇q∆ju´∆jpu ¨∇qu´∆j∇p´ Ωe3 ˆ∆ju.
Since ∆ju is absolutely continuous on r0, T s with values in LppR3q and ∇ ¨ Sj´2u “ 0, we
can estimate
}∆juptq}Lp ď}∆ju0}Lp `
ż t
0
}∆j∇p}Lp dτ
`
ż t
0
}pSju ¨∇q∆ju´∆jpu ¨∇qu}Lp dτ `
ż t
0
}Ωe3 ˆ∆ju}Lp dτ.
Thus,
}uptq ´ wkptq}Bsp,q ďC
˜ÿ
jěk
2jsq}∆juptq}qLp
¸ 1
q
ďC
˜ÿ
jěk
2jsq}∆ju0}Lp
¸ 1
q
` C
ż t
0
˜ÿ
jěk
2jsq}∆j∇p}qLp
¸ 1
q
dτ
` C
ż t
0
˜ÿ
jěk
2jsq}pSju ¨∇q∆ju´∆jpu ¨∇qu}qLp
¸ 1
q
dτ
` C|Ω|
ż t
0
˜ÿ
jěk
2jsq}∆ju}qLp
¸ 1
q
dτ.
(2.3.11)
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We will show that each term on the right-hand side converges to zero as k Ñ 8. The first
of these terms converges to zero as k Ñ 8, because u0 P Bsp,qpR3q. For the the second term
on the right-hand side of (2.3.11), we claim that it converges to zero. To see that, first we
apply ∇¨ to the equation in (2.1.1) to get
p “
3ÿ
i,j“1
p´∆q´1BiujBjui ` Ωp´∆q´1p´B2u1 ` B1u2q.
Thus,
Bi1Bj1p “
3ÿ
i,j“1
Bi1Bj1p´∆q´1BiujBjui ` ΩBi1Bj1p´∆q´1p´B2u1 ` B1u2q
“
3ÿ
i,j“1
Ri1Rj1BiujBjui ` ΩRi1Rj1p´B2u1 ` B1u2q,
where Rk’s are the Riesz transforms. Applying 9Bs´1p,q -norm, Lemma 1.4.6 and the above
equality we have
}∇p} 9Bs´1p,q ď C
3ÿ
i1,j1“1
}Bi1Bj1p} 9Bs´2p,q
ď C
3ÿ
i1,j1,i,j“1
}Ri1Rj1BiujBjui} 9Bs´2p,q ` C|Ω|
3ÿ
i1,j1
}Ri1Rj1p´B2u1 ` B1u2q} 9Bs´2p,q
ď C
3ÿ
i,j“1
}BiujBjui} 9Bs´2p,q ` C|Ω|} ´ B2u1 ` B1u2} 9Bs´2p,q
ď C}∇u}L8}∇u} 9Bs´2p,q ` C|Ω|}∇u} 9Bs´2p,q .
Moreover, using the Caldero´n-Sygmund inequality we have
}∇p}Lp ď
3ÿ
j1
}∇Bj1p´∆q´1pu ¨∇qu}Lp ` |Ω|
3ÿ
j1
}∇Bj1p´∆q´1p´B2u1 ` B1u2q}Lp
ď C}pu ¨∇qu}Lp ` C|Ω|}∇u}Lp
ď C}∇u}L8}u}Lp ` C|Ω|}∇u}Lp .
Then,
}∇p}Bsp,q ď C}u}Bsp,qp}∇u} 9Bs´1p,q ` }∇u}Lpq ` C|Ω|p}∇u} 9Bs´2p,q ` }∇u}Lpq
ď C}u}Bsp,q}u}Bs´1p,q ` C|Ω|}∇u}Bs´1p,q .
This proves that the second term on the right-hand side of (2.3.11) converges to zero as
k Ñ 8, since uptq P Bsp,qpR3q, t ě 0. And to see that the other terms converge to zero
as k Ñ 8, we use Lemma 1.5.26 and the fact that uptq P Bsp,qpR3q, t ě 0. Therefore, the
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sequence twkukPN converges to u in L8p0, T ;Bsp,qpR3qq. Moreover, we get
}wkpsq ´ wkptq}Bsp,q “ }Skpupsq ´ uptqq}Bsp,q
ď C
˜
k`1ÿ
j“´1
2jsq}∆jpupsq ´ uptqq}qLp
¸ 1
q
ď C2k`1}upsq ´ uptq}Bs´1p,q .
(2.3.12)
Estimate (2.3.12) and the fact that u P Cpr0, T s;Bs´1p,q pR3qq imply that each
wk P Cpr0, T s;Bsp,qpR3qq. Therefore, the limit u also belongs to Cpr0, T s;Bsp,qpR3qq.
˛
Now, taking p “ 2 in Lemma 2.3.1, since u P L8p0, T ;Bs2,qpR3qq and u0 P
Bs2,qpR3q, we have that u P Cpr0, T s;Bs2,qpR3qq, and then u satisfies
Btu “ ´PΩe3 ˆ u´ Ppu ¨∇qu P Cpr0, T s;Bs´12,q pR3qq.
This shows that u P C1pr0, T s;Bs´12,q pR3qq, and therefore u is a strong solution for (2.1.1)
in the class
Cpr0, T s;Bs2,qpR3qq X C1pr0, T s;Bs´12,q pR3qq. (2.3.13)
Uniqueness. Let u and v be strong solutions for (2.1.1) in the class (2.3.13)
with the same initial data u0pxq. Subtracting the corresponding equations satisfied by u
and v, we get$’’&’’%
Btpu´ vq ` PΩe3 ˆ pu´ vq ` Ptpu´ vq ¨∇uu` Ppv ¨∇qpu´ vq “ 0,
div u “ div v “ 0,
pu´ vqp0, xq “ 0.
(2.3.14)
Computing the L2-inner product of (2.3.14) with u´ v, we obtain
1
2
d
dt
}pu´ vqptq}2L2 “ ´xpu´ vqptq,Ptpu´ vqptq ¨∇uuptqyL2
ď }∇uptq}L8}pu´ vqptq}2L2
ď C}uptq}Bs2,q}pu´ vqptq}2L2 ,
and then
}pu´ vqptq}L2 ď C
ż t
0
}upτq}Bs2,q}pu´ vqpτq}L2 dτ
ď C}u}L8p0,T ;Bs2,qq
ż t
0
}pu´ vqpτq}L2 dτ.
Since }u}L8p0,T ;Bs2,qq ă 8, we can use Gronwall’s inequality to obtain }uptq ´ vptq}L2 “ 0
for all t P r0, T s, and then we conclude that u ” v.
˛
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2.3.2 Blow-up criterion
In this part, we prove a blow-up criterion of BKM type (see [9]). We will use it
to prove item (ii) of Theorem 2.1.1.
Proposition 2.3.2. Assume that s ą 32 ` 1 if 1 ď q ď 8 or s “
3
2 ` 1 if q “ 1. Let
u0 P Bs2,qpR3q with ∇ ¨ u0 “ 0. Suppose that
u P Cpr0, T q;Bs2,qpR3qq X C1pr0, T q;Bs´12,q pR3qq (2.3.15)
is a solution for (2.1.1). For some T 1 ą T, u can be extended to r0, T 1q with u P
Cpr0, T 1q;Bs2,qpR3qq X C1pr0, T 1q;Bs´12,q pR3qq provided that
ż T
0
}∇uptq}L8 dt ă 8.
Proof. Item (i) of Theorem 2.1.1 assures that the existence-time T ą 0 depends
only on the initial data norm }u0}B5{22,1 . Computing the L
2-inner product of (2.1.1) with u,
we get
xBtu, uyL2 ` xPpu ¨∇qu, uyL2 ` xΩPe3 ˆ u, uyL2 “ 0.
Using the symmetry of e3 ˆ u and ∇ ¨ u “ 0, it holds that
1
2
d
dt
}uptq}L2 “ 0,
which implies that
}uptq}L2 “ }u0}L2 for all t P r0, T q. (2.3.16)
Moreover, we can apply the operator ∆j in (2.1.1), multiply the result by ∆ju and after
use xpu ¨∇q∆ju,∆juyL2 “ 0 to get the identity
1
2
d
dt
}∆juptq}2L2 “ ´x∆jpuptq ¨∇quptq,∆juptqyL2 “ xruptq ¨∇,∆jsuptq,∆juptqyL2 . (2.3.17)
Using the Cauchy-Schwartz inequality and integrating (2.3.17) over p0, tq, we obtain
}∆juptq}L2 ď }∆ju0}L2 `
ż t
0
}rupτq ¨∇,∆jsupτq}L2 dτ. (2.3.18)
Now we multiply (2.3.18) by 2sj and afterwards take the lqpZq-norm to deduce
}uptq} 9Bs2,q ď }u0} 9Bs2,q `
ż t
0
˜ÿ
jPZ
2sjq}rupτq ¨∇,∆jsupτq}qL2
¸ 1
q
dτ.
By Lemma 1.5.25 (i), there exists C ą 0 such that
}uptq} 9Bs2,q ď }u0} 9Bs2,q ` C
ż t
0
}∇upτq}L8}upτq}Bs2,q dτ. (2.3.19)
Putting together (2.3.16) and (2.3.19), we have that
}uptq}Bs2,q ď C3}u0}Bs2,q ` C4
ż t
0
}∇upτq}L8}upτq}Bs2,q dτ,
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where C3 and C4 are positive constants. By Gronwall’s inequality, we get
}uptq}Bs2,q ď C3}u0}Bs2,qexp
"
C4
ż t
0
}∇upτq}L8 dτ
*
, for all t P r0, T q. (2.3.20)
Therefore, by standard arguments, if
ż T
0
}∇uptq}L8 dt ă 8, then u can be continued to
r0, T s and so to r0, T 1q for some T 1 ą T (by item (i) of Theorem 2.1.1).
˛
The contrapositive assertion of Proposition 2.3.2 gives the following remark.
Remark 2.3.3. Assume that s ą 32 ` 1 with 1 ď q ď 8 or s “
3
2 ` 1 with q “ 1. Let
u0 P Bs2,qpR3q with ∇ ¨ u0 “ 0. Suppose that u is a solution for (2.1.1) in the class (2.3.15).
If T “ T˚ is the maximal existence-time, thenż T˚
0
}∇uptq}L8 dt “ 8.
2.3.3 Proof of item piiq
In this part, we will show the global well-posedness of solutions to the problem
(2.1.1) for initial data more regular and for the rotation speed sufficiently large.
We consider s and q satisfying s ą 5{2 with 1 ď q ď 8 or s “ 5{2 with q “ 1.
By the nature of the computations, it is possible to prove the local existence and uniqueness
of solutions by taking more regularity in the initial velocity, that is, for u0 with the condition
∇ ¨ u0 “ 0 belonging to Bs`12,q pR3q, there exist T ą 0 (depending only on }u0}Bs`12,q ) and a
unique solution u of (2.1.1) in the class Cpr0, T q;Bs`12,q pR3qq X C1pr0, T q;Bs2,qpR3qq for all
Ω P R. The same goes for the blow-up criterion (see Proposition 2.3.2 and Remark 2.3.3).
Thus, for u0 P Bs`12,q pR3q with ∇ ¨ u0 “ 0, we consider the unique solution
u P Cpr0, T˚q;Bs`12,q pR3qq X C1pr0, T˚q;Bs2,qpR3qq to (2.1.1), where T˚ ą 0 represents the
maximal time-existence. Next we apply the projection operators P˘ in (2.1.1) to get
BtP˘u¯ iΩD3|D|P˘u` P˘pu ¨∇qu “ 0 with P˘up0, xq “ P˘u0.
Denoting A˘ :“ ˘iΩD3|D| and using Duhamel’s principle, we have that
P˘uptq “ e˘iΩt
D3|D|P˘u0 ´
ż t
0
e˘iΩpt´τq
D3|D|P˘pupτq ¨∇qupτq dτ. (2.3.21)
Before proceeding, we recall the Strichartz estimates of [57], which states that
if 2 ď r, θ ď 8 with pr, θq ‰ p2,8q and 1
r
` 1
θ
ď 12 , then
}e˘itD3|D|f}Lrp0,8;Lθq ď C}f}L2 . (2.3.22)
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Let 2 ă r ă 8. A scaling argument in (2.3.22) leads us to
}∆je˘iΩt
D3|D|f}Lrp0,8;L8q ď C2 32 j|Ω|´ 1r }∆jf}L2 , (2.3.23)
for all j P Z and Ω P Rzt0u, where C “ Cprq is a constant.
In what follows, we will divide the proof into cases s ą 5{2 with 1 ď q ď 8
and s “ 5{2 with q “ 1. In both cases, we derive an estimate in Besov spaces for solution
u. Here, in view of the identity u “ P`u` P´u (see Lemma 1.6.8), we only need to show
the estimate for P`u and P´u. First we will deal with the case s “ 5{2 with q “ 1 and
obtain an estimate in B18,1 for P`u and P´u. For that, note that
}e˘iΩtD3|D|P˘u0}Lrp0,8; 9B18,1q “
›››››ÿ
jPZ
2j}∆je˘iΩt
D3|D|P˘u0}L8
›››››
Lrt p0,8q
ď
ÿ
jPZ
2j}∆je˘iΩt
D3|D|P˘u0}Lrt p0,8;L8q
ď C|Ω|´ 1r
ÿ
jPZ
2jp2jq3{2}∆jP˘u0}L2
“ C|Ω|´ 1r }P˘u0} 9B5{22,1 .
Moreover, by (2.3.23), we have that
}e˘iΩtD3|D|P˘u0}Lrp0,8;L8q ď C|Ω|´ 1r }P˘u0}L2 .
For 2 ă r ă 8 and Ω P Rzt0u, the last two inequalities yield
}e˘iΩtD3|D|P˘u0}Lrp0,8;B18,1q ď C|Ω|´
1
r }P˘u0}B5{22,1 . (2.3.24)
For the nonlinear term, we again use the Strichartz type estimate in (2.3.23) to
obtain››››ż t
0
e˘iΩpt´τq
D3|D|P˘pupτq ¨∇qupτq dτ
››››
Lrp0,T ;L8q
ď C|Ω|´ 1r
ż T
0
}P˘pupτq ¨∇qupτq}L2 dτ,››››ż t
0
e˘iΩpt´τq
D3|D|P˘pupτq ¨∇qupτq dτ
››››
Lrp0,T ; 9B18,1q
ď C|Ω|´ 1r
ż T
0
}P˘pupτq ¨∇qupτq} 9B 522,1 dτ.
Thus, from identity u “ P`u` P´u, we have››››ż t
0
e˘iΩpt´τq
D3|D| pupτq ¨∇qupτq dτ
››››
Lrp0,T ;B18,1q
ď C|Ω|´ 1r
ż T
0
}pupτq ¨∇qupτq}
B
5
2
2,1
dτ.
(2.3.25)
Estimates (2.3.24) and (2.3.25) imply the inequality
}u}Lrp0,T ;B18,1q ď C|Ω|´
1
r
ˆ
}u0}
B
5
2
2,1
`
ż T
0
}pupτq ¨∇qupτq}
B
5
2
2,1
dτ
˙
, (2.3.26)
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for all 0 ă T ă T˚. Next, we define
Uptq :“
ż t
0
}∇upτq}L8 dτ, for 0 ă t ă T˚.
Using the embedding B18,1pR3q ãÑ W 1,8pR3q, (2.3.26) and (2.3.20), we obtain
Uptq ď
ż t
0
}upτq}B18,1 dτ
ď Ct1´ 1r }u}Lrp0,t;B18,1q
ď Ct1´ 1r |Ω|´ 1r
ˆ
}u0}
B
5
2
2,1
`
ż t
0
}pupτq ¨∇qupτq}
B
5
2
2,1
dτ
˙
ď Ct1´ 1r |Ω|´ 1r
ˆ
}u0}
B
7
2
2,1
`
ż t
0
}upτq}2
B
7
2
2,1
dτ
˙
ď Ct1´ 1r |Ω|´ 1r
ˆ
}u0}
B
7
2
2,1
` }u0}2
B
7
2
2,1
ż t
0
exppCUpτqqdτ
˙
.
Then, there exist positive constants C5 and C6 (independent of Ω) such that
Uptq ď C5t1´ 1r |Ω|´ 1r }u0}
B
7
2
2,1
´
1` }u0}B7{22,1 t exppC6Uptqq
¯
, @t P p0, T˚q. (2.3.27)
For 0 ă T ă 8, we consider
HT “ tt P r0, T s X r0, T˚q | Uptq ď C5T 1´ 1r }u0}B7{22,1 u, pT˚ “ supHT .
We will show that pT˚ “ mintT, T˚u. For that, suppose that pT˚ ă mintT, T˚u by contradic-
tion. Then there exists pT such that pT˚ ă pT ă mintT, T˚u. In view of u P Cpr0, pT s;B7{22,1 pR3qq,
we have that Uptq is uniformly continuous on r0, pT s and
UppT˚q ď C5T 1´ 1r }u0}B7{22,1 . (2.3.28)
Taking a sufficiently large Ω P Rzt0u in such a way that
|Ω| 1r ě 2
´
1` }u0}B7{22,1T exppC5C6T
1´ 1
r }u0}B7{22,1 q
¯
, (2.3.29)
and using (2.3.27), (2.3.28) and (2.3.29), it follows that
UppT˚q ď C5ppT˚q1´ 1r |Ω|´ 1r }u0}B7{22,1 ´1` }u0}B7{22,q pT˚ exppC6UppT˚qq¯
ď C5T 1´ 1r }u0}B7{22,1 |Ω|
´ 1
r
´
1` }u0}B7{22,1T exppC5C6T
1´ 1
r }u0}B7{22,1 q
¯
ď 12C5T
1´ 1
r }u0}B7{22,1 .
Thus, there exists L such that pT˚ ă L ă pT and UpLq ď C5T 1´ 1r }u0}B7{22,1 , contradicting the
definition of pT˚. Therefore, if (2.3.29) holds true we have that pT˚ “ mintT, T˚u. If T˚ ă T ,
it follows that T˚ “ pT˚ “ supHT and then
Uptq “
ż t
0
}∇upτq}L8 dτ ď C5T 1´ 1r }u0}B7{22,1 ă 8,
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for all 0 ď t ă T˚. In view of the blow-up criterion (see Remark 2.3.3), we are done.
Now we will deal with the case s ą 5{2 with 1 ď q ď 8. Here we can select
α P p0, 1q such that s ě 5{2 ` α, and then, we will derive an estimate in B1`α8,8 for P`u
and P´u. Also, we consider for each 1 ď q ď 8, any 2 ă r ď 8 such that q ď r. By the
embedding lq ãÑ l8, Minkowski’s inequality (q ď r) and (2.3.23), we notice that
}e˘iΩtD3|D|P˘u0}Lrp0,8; 9B1`α8,8q “
››››sup
jPZ
2p1`αqj}∆je˘iΩt
D3|D|P˘u0}L8
››››
Lrt p0,8q
ď
››››››
˜ÿ
jPZ
2p1`αqjq}∆je˘iΩt
D3|D|P˘u0}qL8
¸ 1
q
››››››
Lrt p0,8q
ď
˜ÿ
jPZ
2p1`αqjq}∆je˘iΩt
D3|D|P˘u0}qLrp0,8;L8q
¸ 1
q
ď C|Ω|´ 1r
˜ÿ
jPZ
2p 52`αqjq}∆jP˘u0}qL2
¸ 1
q
“ C|Ω|´ 1r }P˘u0} 9B 52`α2,q ,
}e˘iΩtD3|D|P˘u0}Lrp0,8;L8q ď C|Ω|´ 1r }P˘u0}L2 .
Therefore, there exists a positive constant C “ Cpr, αq such that
}e˘iΩtD3|D|P˘u0}Lrp0,8;B1`α8,8q ď C|Ω|´
1
r }P˘u0}
B
5
2`α
2,q
. (2.3.30)
Using the same arguments for the nonlinear term, it holds that››››ż t
0
e˘iΩpt´τq
D3|D|P˘pupτq ¨∇qupτq dτ
››››
Lrp0,T ;B1`α8,8q
ď C|Ω|´ 1r
ż T
0
}P˘pupτq ¨∇qupτq}
B
5
2`α
2,q
dτ,
for some C “ Cpr, αq ą 0. Then, for any 0 ă T ă T‹, we have
}u}Lrp0,T ;B1`α8,8q ď C|Ω|´
1
r
ˆ
}u0}
B
5
2`α
2,q
`
ż T
0
}pupτq ¨∇qupτq}
B
5
2`α
2,q
dτ
˙
.
We recall the definition of Uptq and we use the embedding B1`α8,8pR3q ãÑ W 1,8pR3q,
Ho¨lder’s inequality, the above inequality, (2.3.20) and the embedding Bs`12,q pR3q ãÑ Bs2,qpR3q,
respectively, to get
Uptq ď
ż t
0
}upτq}B1`α8,8 dτ
ď Ct1´ 1r }u}Lrp0,t;B1`α8,8q
ď Ct1´ 1r |Ω|´ 1r
ˆ
}u0}
B
5
2`α
2,q
`
ż t
0
}pupτq ¨∇qupτq}
B
5
2`α
2,q
dτ
˙
ď Ct1´ 1r |Ω|´ 1r
ˆ
}u0}Bs`12,q `
ż t
0
}upτq}2
Bs`12,q
dτ
˙
ď Ct1´ 1r |Ω|´ 1r
ˆ
}u0}Bs`12,q ` }u0}2Bs`12,q
ż t
0
exppCUpτqqdτ
˙
.
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Then, there exist positive constants C7 and C8 (independent of Ω) such that
Uptq ď C7t1´ 1r |Ω|´ 1r }u0}Bs`12,q
´
1` }u0}Bs`12,q t exppC8Uptqq
¯
, @t P p0, T˚q. (2.3.31)
For 0 ă T ă 8, we consider
ĂHT “ tt P r0, T s X r0, T˚q | Uptq ď C7T 1´ 1r }u0}Bs`12,q u, rT˚ “ sup ĂHT .
We will show that rT˚ “ mintT, T˚u. For that, suppose that rT˚ ă mintT, T˚u by contradic-
tion. Then there exists rT such that rT˚ ă rT ă mintT, T˚u. In view of u P Cpr0, rT s;Bs`12,q pR3qq,
we have that Uptq is uniformly continuous on r0, rT s and
UprT˚q ď C7T 1´ 1r }u0}Bs`12,q . (2.3.32)
Taking a sufficiently large Ω P Rzt0u in such a way that
|Ω| 1r ě 2
´
1` }u0}Bs`12,q T exppC7C8T 1´
1
r }u0}Bs`12,q q
¯
, (2.3.33)
and using (2.3.31), (2.3.32) and (2.3.33), it follows that
UprT˚q ď C7prT˚q1´ 1r |Ω|´ 1r }u0}Bs`12,q ´1` }u0}Bs`12,q rT˚ exppC8UprT˚qq¯
ď C7T 1´ 1r }u0}Bs`12,q |Ω|´
1
r
´
1` }u0}Bs`12,q T exppC7C8T 1´
1
r }u0}Bs`12,q q
¯
ď 12C7T
1´ 1
r }u0}Bs`12,q .
Thus, there exists L such that rT˚ ă L ă rT and UpLq ď C7T 1´ 1r }u0}Bs`12,q , contradicting
the definition of rT˚. Therefore, if (2.3.33) holds, we have that rT˚ “ mintT, T˚u. If T˚ ă T ,
it follows that T˚ “ rT˚ “ sup ĂHT and then
Uptq “
ż t
0
}∇upτq}L8 dτ ď C7T 1´ 1r }u0}Bs`12,q ă 8,
for all 0 ď t ă T˚. In view of the blow-up criterion (see Remark 2.3.3), we are done.
˛
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3 Long-time solvability for the inviscid 3D-
Boussinesq equations with Coriolis force in
Besov spaces
In fluid mechanics, we find diverse atmospheric and oceanographic models that
have stratification and rotation as the most distinguishing characteristics. Within this set
of models, the inviscid 3D-Boussinesq equations in the rotational framework appear on
the scene. As in the previous chapter, here we are interested in analyzing the long-time
solvability, considering both the critical and supercritical cases of regularity. First, the
local well-posedness of solutions is obtained with existence-time independent of speed of
rotation Ω. Later, assuming more regularity and using a blow-up criterion of BKM type
and a space-time estimate of Strichartz type, we prove the global-in-time existence and
uniqueness of solutions in Besov spaces for Ω large and arbitrary initial data.
3.1 Results for the inviscid 3D-Boussineq equations with Coriolis
force
We are concerned about the following inviscid 3D-Boussinesq-Coriolis system$’’’’’&’’’’’%
Btu` ΩPe3 ˆ u` Ppu ¨∇qu “ gPθe3 in p0,8q ˆ R3,
Btθ ` pu ¨∇qθ “ 0 in p0,8q ˆ R3,
∇ ¨ u “ 0 in p0,8q ˆ R3,
u|t“0 “ u0, θ|t“0 “ θ0 in R3,
(3.1.1)
where P “ pδi,j`RiRjq1ďi,jď3 is the Leray-Helmoltz projector and tRju1ďjď3 are the Riesz
transforms. We have obtained the following result:
Theorem 3.1.1. Let s and q such that s ą 3{2` 1 with 1 ď q ď 8 or s “ 3{2` 1 with
q “ 1. Then, the following assertions hold:
piq Let pu0, θ0q P Bs2,qpR3q3 ˆBs2,qpR3q satisfying ∇ ¨ u0 “ 0. Then, for any Ω P R, there
exists T “ T p}u0}Bs2,q , }u0}Bs2,qq ą 0 such that (3.1.1) possesses a unique solution
pu, θq P Cpr0, T s;Bs2,qpR3qq3 ˆ Cpr0, T s;Bs2,qpR3qq.
piiq Let 0 ă T ă 8 and pu0, θ0q P Bs`12,q pR3q3 ˆ Bs`12,q pR3q satisfying ∇ ¨ u0 “ 0. Then
there exists Ω0 “ Ω0pT, }u0}Bs`12,q , }θ0}Bs`12,q q ą 0 such that (3.1.1) possesses a unique
solution pu, θq P Cpr0, T s;Bs`12,q pR3qq3 ˆ Cpr0, T s;Bs`12,q pR3qq, provided that |Ω| ě Ω0.
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Notice that item piq extends local existence results when p “ 2 and n “ 3 in
Besov spaces Bs2,qpR3q, with s and q satisfying the assumptions of Theorem 3.1.1 for the
Euler-Coriolis equations (θ ” 0) and for the Euler equations (θ ” 0 and Ω “ 0), especially
the works [57, 4, 19, 77], among others. Considering more regularity on the initial data,
item piiq shows that the local solution obtained in item piq can be extended to arbitrary
T ą 0 provided that the rotation speed Ω is large enough, thus improving the results given
by Ferreira et al. [4] and Koh et al. [57] for θ ” 0.
Now, we discuss some technical aspects used to demonstrate the main theorem.
To prove item piq, we used an approximate linear iteration system similar to the one that
Zhou used in [77] for the Euler equations. Here the sequence pun, θnqnPN satisfying this
approximate system converges to the only solution of the system (3.1.1). Then, in order to
show item piiq, we prove a criterion of blow-up and we use the Strichartz estimate given
by Koh et al. in [57].
This chapter is organized as follows. Section 2 is devoted to some preliminaries
on Besov spaces together with product and commutator estimates in these spaces, as well
as projection operators linked to the Coriolis term. The main result is proved in Section 3.2
through three subsections: in Subsection 3.2.1 we prove the local existence corresponding
to item piq on r0, T s for some T ą 0 independent of Ω, then we obtain a blow-up criterion
to (0.0.1) in Subsection 3.2.2 and show the global existence in Subsection 3.2.3.
3.2 Proof of Theorem 3.1.1
In this section, the proof of Theorem 3.1.1 is divided in the next three subsec-
tions.
3.2.1 Proof of item (i)
With the purpose of proving the local existence the following approximate
linear iteration problem for (3.1.1) is considered$’’’’’&’’’’’%
Btun`1 ` ΩPe3 ˆ un`1 ` Ppun ¨∇qun`1 “ gPθn`1e3 in p0,8q ˆ R3,
Btθn`1 ` pun ¨∇qθn`1 “ 0 in p0,8q ˆ R3,
∇ ¨ un`1 “ ∇ ¨ un “ 0 in p0,8q ˆ R3,
u1|t“0 “ S2u0, un`1|t“0 “ Sn`2u0, θ1|t“0 “ S2θ0, θn`1|t“0 “ Sn`2θ0.
(APn`1)
Next, a uniform estimate for the sequence pun, θnqnPN will be obtained and it
will be help us to build the local solution.
Uniform estimates. First applying the operator ∆j in the system (APn`1),
and then, taking the L2-norm product with ∆jun`1 and ∆jθn`1 to the first and second
Chapter 3. Inviscid 3D-Boussinesq-Coriolis equations 81
equations, respectively, it holds that
x∆jBtun`1,∆jun`1yL2 “xrun ¨∇,∆jsun`1,∆jun`1yL2 ` xg∆jθn`1e3,∆jun`1yL2 ,
x∆jBtθn`1,∆jθn`1yL2 “xrun ¨∇,∆jsθn`1,∆jθn`1yL2 .
Here, we have used the skew-symmetry of e3ˆ and the condition ∇ ¨∆jun “ 0. Thus, by
the Cauchy-Schwarz inequality, we obtain
1
2
d
dt
}∆jun`1}2L2 ď }run ¨∇,∆jsun`1}L2}∆jun`1}L2 ` g}∆jθn`1}L2}∆jun`1}L2 ,
1
2
d
dt
}∆jθn`1}2L2 ď }run ¨∇,∆jsθn`1}L2}∆jθn`1}L2 .
Therefore, by integrating over p0, tq, it follows
}∆jun`1ptq}L2 ď}∆jun`1p0q}L2 `
ż t
0
}runpτq ¨∇,∆jsun`1pτq}L2 dτ
` g
ż t
0
}∆jθn`1pτq}L2 dτ,
}∆jθn`1ptq}L2 ď}∆jθn`1p0q}L2 `
ż t
0
}runpτq ¨∇,∆jsθn`1pτq}L2 dτ.
Multiplying by 2sj, applying the lq-norm and using piq of Lemma 1.5.25 and the inclusion
Bs2,q ãÑ 9Bs2,q, it follows that
}un`1ptq} 9Bs2,q ď }un`1p0q} 9Bs2,q ` C
ż t
0
}unpτq}Bs2,q}un`1pτq}Bs2,q dτ ` g
ż t
0
}θn`1pτq} 9Bs2,q dτ,
}θn`1ptq} 9Bs2,q ď }θn`1p0q} 9Bs2,q ` C
ż t
0
}unpτq}Bs2,q}θn`1pτq}Bs2,q dτ.
(3.2.1)
Similarly, taking the L2-norm product with un`1 and θn`1 to the first and second equations
in (APn`1), respectively, and using the skew-symmetry of e3ˆ, the condition ∇ ¨∆jun “ 0
and the Cauchy-Schwarz inequality, we have
}un`1ptq}L2 ď }un`1p0q}L2 ` g
ż t
0
}θn`1pτq}L2 dτ,
}θn`1ptq}L2 ď }θn`1p0q}L2 .
(3.2.2)
Combining (3.2.1) and (3.2.2), we get
}un`1ptq}Bs2,q ď }un`1p0q}Bs2,q ` C
ż t
0
}unpτq}Bs2,q}un`1pτq}Bs2,q dτ ` g
ż t
0
}θn`1pτq}Bs2,q dτ,
}θn`1ptq}Bs2,q ď }θn`1p0q}Bs2,q ` C
ż t
0
}unpτq}Bs2,q}θn`1pτq}Bs2,q dτ.
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Since }un`1p0q}Bs2,q ď C}u0}Bs2,q and }θn`1p0q}Bs2,q ď C}θ0}Bs2,q , by Gronwall’s inequality,
there exist positive constants C0 and C1 (independent of n) such that
}un`1ptq}Bs2,q ď
ˆ
C0}u0}Bs2,q ` g
ż t
0
}θn`1pτq}Bs2,q dτ
˙
exp
ˆ
C1
ż t
0
}unpτq}Bs2,q dτ
˙
,
}θn`1ptq}Bs2,q ď C0}θ0}Bs2,q exp
ˆ
C1
ż t
0
}unpτq}Bs2,q dτ
˙
.
(3.2.3)
We will prove that there exist T ą 0 and positive constants P and Q such that
}un`1ptq}Bs2,q ď P }u0}Bs2,q and }θn`1ptq}Bs2,q ď Q}θ0}Bs2,q , (3.2.4)
for all 0 ď t ď T and n P N0.
For n “ 0 and from (3.2.3), there exists Q ą 0 such that
}θ1ptq}Bs2,q ď C0}θ0}Bs2,q exp
´
C1t}u0}Bs2,q
¯
ď Q}θ0}Bs2,q ,
for 0 ď t ď T1, where
T1 :“ lnpQ{C0q
C1}u0}Bs2,q
.
And for u1 and using (3.2.3), there exists P ą 0 such that
}u1ptq}Bs2,q ď
„
C0}u0}Bs2,q ` g
ż t
0
}θ1pτq}Bs2,qdτ

exp
ˆ
C1
ż t
0
}u0}Bs2,q dτ
˙
,
ď
”
C0}u0}Bs2,q `Qg}θ0}Bs2,qt
ı
exp
´
C1t}u0}Bs2,q
¯
ď }u0}Bs2,q exp
˜
C0 `
#
Qg
}θ0}Bs2,q
}u0}Bs2,q
` C1}u0}Bs2,q
+
t
¸
ď P }u0}Bs2,q
for 0 ď t ď mintT1, T2u, where
T2 :“ log pP q
Qg
}θ0}Bs2,q
}u0}Bs2,q
` C1}u0}Bs2,q
.
Proceeding similarly for n “ 1, it follows that
}θ2ptq}Bs2,q ď C0}θ0}Bs2,q exp
ˆ
C1
ż t
0
}u1pτq}Bs2,qdτ
˙
ď C0}θ0}Bs2,q exp
´
C1P }u0}Bs2,qt
¯
ď Q}θ0}Bs2,q ,
for 0 ď t ď mintT1, T2, T3u, where
T3 :“ log pQ{C0q
C1P }u0}Bs2,q
.
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And for u2, we have that
}u2ptq}Bs2,q ď
„
C0}u0}Bs2,q ` g
ż t
0
}θ2pτq}Bs2,qdτ

exp
ˆ
C1
ż t
0
}u1pτq}Bs2,q dτ
˙
ď
”
C0}u0}Bs2,q ` gQt}θ0}Bs2,q
ı
exp
´
C1Pt}u0}Bs2,q
¯
ď }u0}Bs2,q exp
˜
C0 `
#
gQ
}θ0}Bs2,q
}u0}Bs2,q
` C1P }u0}Bs2,q
+
t
¸
ď P }u0}Bs2,q ,
for 0 ď t ď mintT1, T2, T3, T4u, where
T4 :“ log pQq
gQ
}θ0}Bs2,q
}u0}Bs2,q
` C1P }u0}Bs2,q
.
Denoting T 1 :“ mintT1, T2, T3, T4u, and doing the same accounts for n “ 2, notice that
}θ3ptq}Bs2,q ď Q}θ0}Bs2,q and }u3ptq}Bs2,q ď P }u0}Bs2,q for all 0 ď t ď T 1.
Thus, continuing in the same way for all n P N0, we prove (3.2.4).
Convergence. Now, we will show that the sequence tununPN is a Cauchy
sequence in L8p0, T ;Bs´12,q pR3qq for some T ď T 1. So, we consider the difference between
the systems pAPn`1q and pAPnq, and denoting un`1 :“ un`1 ´ un and θn`1 :“ θn`1 ´ θn,
we obtain the following system$’’’’’&’’’’’%
Btun`1 ` Ωe3Pˆ un`1 ` Ppun ¨∇qun`1 ` Ppun´1 ¨∇qun`1 “ gPθn`1e3,
Btθn`1 ` pun ¨∇qθn`1 ` pun´1 ¨∇qθn`1 “ 0,
∇ ¨ un`1 “ ∇ ¨ un “ ∇ ¨ un´1 “ 0,
un`1|t“0 “ ∆n`1u0, θn`1|t“0 “ ∆n`1θ0.
(3.2.5)
Thus, applying both the Leray-Helmoltz projector P and the operator ∆j to the above
system, we have
xBt∆jun`1,∆jun`1yL2 “´ x∆jpun ¨∇qun`1,∆jun`1yL2 ` xrun´1 ¨∇,∆jsun`1,∆jun`1yL2
` xg∆jθn`1e3,∆jun`1yL2 ,
xBt∆jθn`1,∆jθn`1yL2 “´ x∆jpun ¨∇qθn`1,∆jθn`1yL2 ` xrun´1 ¨∇,∆jsθn`1,∆jθn`1yL2 .
Here, we have used the skew-symmetry of e3ˆ and the condition ∇ ¨ un “ ∇ ¨ un´1 “ 0.
Therefore, by the Cauchy-Schwartz inequality
1
2
d
dt
}∆jun`1}2L2 ď
`}∆jpun ¨∇qun`1}L2 ` }run´1 ¨∇,∆jsun`1}L2 ` g}∆jθn`1}L2˘ˆ
ˆ }∆jun`1}L2 ,
1
2
d
dt
}∆jθn`1}2L2 ď
`}∆jpun ¨∇qθn`1}L2 ` }run´1 ¨∇,∆jsθn`1}L2˘ }∆jθn`1}L2 .
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Then,
d
dt
}∆jun`1}L2 ď}∆jpun ¨∇qun`1}L2 ` }run´1 ¨∇,∆jsun`1}L2 ` g}∆jθn`1}L2 ,
d
dt
}∆jθn`1}L2 ď}∆jpun ¨∇qθn`1}L2 ` }run´1 ¨∇,∆jsθn`1}L2 .
Integrating on p0, tq, it follows that
}∆jun`1ptq}L2 ď}∆jun`1p0q}L2 `
ż t
0
}∆jpunpτq ¨∇qun`1pτq}L2 dτ
`
ż t
0
}run´1pτq ¨∇,∆jsun`1pτq}L2 dτ ` g
ż t
0
}∆jθn`1pτq}L2 dτ,
}∆jθn`1ptq}L2 ď}∆jθn`1p0q}L2 `
ż t
0
}∆jpunpτq ¨∇qθn`1pτq}L2 dτ
`
ż t
0
}run´1pτq ¨∇,∆jsθn`1pτq}L2 dτ.
Multiplying by 2ps´1qjand applying the lqpZq-norm, it holds that
}un`1ptq} 9Bs´12,q ď}un`1p0q} 9Bs´12,q `
ż t
0
}punpτq ¨∇qun`1pτq} 9Bs´12,q dτ ` g
ż t
0
}θn`1pτq} 9Bs´12,q dτ
`
ż t
0
˜ÿ
jPZ
2ps´1qjq}run´1pτq ¨∇,∆jsun`1pτq}qL2
¸ 1q
dτ,
}θn`1ptq} 9Bs´12,q ď}θn`1p0q} 9Bs´12,q `
ż t
0
}punpτq ¨∇qθn`1pτq} 9Bs´12,q dτ
`
ż t
0
˜ÿ
jPZ
2ps´1qjq}run´1pτq ¨∇,∆jsθn`1pτq}qL2
¸ 1q
dτ.
(3.2.6)
On the other hand, we take the L2-norm product with un`1 and θn`1 to the first and the
second equations in (3.2.5), respectively, to get
xBtun`1, un`1yL2 ` xpun ¨∇qun`1, un`1yL2 “ xgθn`1e3, un`1yL2 ,
xBtθn`1, θn`1yL2 ` xpun ¨∇qθn`1, θn`1yL2 “ 0.
Then, using the Cauchy-Schwartz inequality, we obtain
d
dt
}un`1}L2 ď}pun ¨∇qun`1}L2 ` g}θn`1}L2 ,
d
dt
}θn`1}L2 ď}pun ¨∇qθn`1}L2 .
Integrating on p0, tq, we have
}un`1ptq}L2 ď}un`1p0q}L2 `
ż t
0
}punpτq ¨∇qun`1pτq}L2 dτ ` g
ż t
0
}θn`1pτq}L2 dτ,
}θn`1ptq}L2 ď}θn`1p0q}L2 `
ż t
0
}punpτq ¨∇qθn`1pτq}L2 dτ.
(3.2.7)
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From (3.2.6) and (3.2.7), we arrive at the estimate
}un`1ptq}Bs´12,q ď}un`1p0q}Bs´12,q `
ż t
0
}punpτq ¨∇qun`1pτq}Bs´12,q dτ ` g
ż t
0
}θn`1pτq}Bs´12,q dτ
`
ż t
0
˜ÿ
jPZ
2ps´1qjq}run´1pτq ¨∇,∆jsun`1pτq}qL2
¸ 1q
dτ
:“I1 ` I2 ` I3 ` I4,
}θn`1ptq}Bs´12,q ď}θn`1p0q}Bs´12,q `
ż t
0
}punpτq ¨∇qθn`1pτq}Bs´12,q dτ
`
ż t
0
˜ÿ
jPZ
2ps´1qjq}run´1pτq ¨∇,∆jsθn`1pτq}qL2
¸ 1q
dτ
:“ I5 ` I6 ` I7.
For I1 and I5, we use Lemma 1.4.6 to obtain
}un`1p0q}Bs´12,q “ }∆n`1u0}Bs´12,q ď C2´n}u0}Bs2,q ,
}θn`1p0q}Bs´12,q “ }∆n`1θ0}Bs´12,q ď C2´n}θ0}Bs2,q .
(3.2.8)
For I2 and I6, we use Lemma 1.5.24 and Remark 1.5.22 and we get
}pun ¨∇qun`1}Bs´12,q ď C}un}Bs´12,q }un`1}Bs2,q ,
}pun ¨∇qθn`1}Bs´12,q ď C}un}Bs´12,q }θn`1}Bs2,q .
(3.2.9)
And for I4 and I7, we apply Lemma 1.5.25 and Remark 1.5.22 to get˜ÿ
jPZ
2ps´1qjq}run´1 ¨∇,∆jsun`1}qL2
¸ 1q
ď C}un´1}Bs2,q}un`1}Bs´12,q ,˜ÿ
jPZ
2ps´1qjq}run´1 ¨∇,∆jsθn`1}qL2
¸ 1q
ď C}un´1}Bs2,q}θn`1}Bs´12,q .
(3.2.10)
Combining (3.2.8), (3.2.9) and (3.2.10), it follows that
}un`1ptq}Bs´12,q ďC2´n}u0}Bs2,q ` C
ż t
0
}unpτq}Bs´12,q }un`1pτq}Bs2,q dτ
` C
ż t
0
}un´1pτq}Bs2,q}un`1pτq}Bs´12,q dτ ` g
ż t
0
}θn`1pτq}Bs´12,q dτ,
}θn`1ptq}Bs´12,q ďC2´n}θ0}Bs2,q ` C
ż t
0
}unpτq}Bs´12,q }θn`1pτq}Bs2,q dτ
` C
ż t
0
}un´1pτq}Bs2,q}θn`1pτq}Bs´12,q dτ.
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Thus, from (3.2.4), it holds that
}un`1}L8p0,T ;Bs´12,q q ďC2´n}u0}Bs2,q ` CP }u0}Bs2,qT }un}L8p0,T ;Bs´12,q q
` CP }u0}Bs2,qT }un`1}L8p0,T ;Bs´12,q q ` Tg}θn`1}L8p0,T ;Bs´12,q q,
}θn`1}L8p0,T ;Bs´12,q q ďC2´n}θ0}Bs2,q ` CQ}θ0}Bs2,qT }un}L8p0,T ;Bs´12,q q
` CP }u0}Bs2,qT }θn`1}L8p0,T ;Bs´12,q q.
(3.2.11)
Choosing T 2 such that T 2 ď T 1 and
CP }u0}Bs2,qT 2 ď
1
4 and CQ}θ0}Bs2,qT
2 ď 14 ,
we have
}θn`1}L8p0,T 2;Bs´12,q q ď
4
3C2
´n}θ0}Bs´12,q `
1
3}un}L8p0,T 2;Bs´12,q q. (3.2.12)
Substituting (3.2.12) in the first inequality of (3.2.11), we get the following estimate
}un`1}L8p0,T 2;Bs´12,q q ď
4
3C2
´n}u0}Bs´12,q `
1
3p1` T
2gq}un}L8p0,T 2;Bs´12,q q `
4
9CT
2g2´n}θ0}Bs2,q .
The above inequality implies
}un`1}L8p0,T 2;Bs´12,q q ď
4
3Cn2
´n}u0}Bs´12,q `3´np1`T 2gqn}u2}L8p0,T 2;Bs´12,q q`
4
9CT
2gn2´n}θ0}Bs2,q ,
and therefore, there exists 0 ă T ă T 2 such that
8ÿ
n“1
}un`1}L8p0,T ;Bs´12,q q ă 8.
Then tununPN is a Cauchy sequence in L8p0, T ;Bs´12,q pR3qq, and using it in (3.2.12), we
have 8ÿ
n“1
}θn`1}L8p0,T ;Bs´12,q q ă 8. (3.2.13)
Thus the sequence tθnunPN is also a Cauchy sequence in L8p0, T ;Bs´12,q pR3qq.
Therefore there exists a solution pu, θq P Cpr0, T s;Bs´12,q pR3qq3ˆCpr0, T s;Bs´12,q pR3qq
to the system (3.1.1), which is obtained by taking the limit of the sequence pun, θnqnPN,
and moreover, from equations of (3.1.1), it holds that pu, θq P Cpr0, T s;Bs2,qpR3qq3 ˆ
Cpr0, T s;Bs2,qpR3qq.
Uniqueness. Let pui, θiq P Cpr0, T s;Bs2,qpR3qq ˆ Cpr0, T s;Bs2,qpR3qq be two
solutions to (3.1.1), i “ 1, 2. If we denote u :“ u1 ´ u2 and θ :“ θ1 ´ θ2, then u and θ
satisfy the following system$’’’’’&’’’’’%
Btu` Ppu1 ¨∇qu “ ´Ppu ¨∇qu2 ` gPθe3,
Btθ ` pu1 ¨∇qθ “ ´pu ¨∇qθ2,
∇ ¨ u1 “ ∇ ¨ u2 “ 0,
u|t“0 “ 0, θ|t“0 “ 0.
(3.2.14)
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Multiplying by u and θ the first and the second equations in the system (3.2.14), integrating
on R3 and using the condition ∇ ¨ u1 “ 0, respectively, we have
1
2
d
dt
}uptq}2L2 “ ´xpuptq ¨∇qu2ptq, uptqyL2 ` xgθptqe3, uptqyL2 ,
1
2
d
dt
}θptq}2L2 “ ´xpuptq ¨∇qθ2ptq, θptqyL2 .
By the Cauchy-Schwartz inequality, it holds that
d
dt
}uptq}L2 ď }puptq ¨∇qu2ptq}L2 ` g}θptq}L2 ,
d
dt
}θptq}L2 ď }puptq ¨∇qθ2ptq}L2 .
Thus, integrating on p0, tq and using Remark 1.5.22, we have
}uptq}L2 ď C}u2}L8p0,T ;Bs2,qq
ż t
0
}upτq}L2 dτ ` g
ż t
0
}θpτq}L2 dτ,
}θptq}L2 ď C}θ2}L8p0,T ;Bs2,qq
ż t
0
}upτq}L2 dτ.
(3.2.15)
Hence, substituting the second inequality in the first inequality of (3.2.15), we have
}uptq}L2 ď C}u2}L8p0,T ;Bs2,qq
ż t
0
}upτq}L2 dτ ` Cg}θ2}L8p0,T ;Bs2,qq
ż t
0
ż τ
0
}upτ 1q}L2 dτ 1 dτ
ď C}u2}L8p0,T ;Bs2,qq
ż t
0
}upτq}L2 dτ ` Cg}θ2}L8p0,T ;Bs2,qqT
ż t
0
}upτq}L2 dτ
ď Cp}u2}L8p0,T ;Bs2,qq ` g}θ2}L8p0,T ;Bs2,qqT q
ż t
0
}upτq}L2 dτ.
By Gronwall’s inequality, we have that }uptq}L2 “ 0 for all t P r0, T s, and then u1 ” u2.
Also, from (3.2.15) we have that θ1 ” θ2. This prove the uniqueness of solution to (3.1.1).
3.2.2 Blow-up criterion
In this part, we prove a blow-up criterion of BKM type, which it will be
necessary to prove item piiq of Theorem 3.1.1.
Proposition 3.2.1. Let s and q satisfy s ą 3{2 ` 1 if 1 ď q ď 8 or s “ 3{2 `
1 if q “ 1, and let pu0, θ0q P Bs2,qpR3q3 ˆ Bs2,qpR3q such that ∇ ¨ u0 “ 0. If pu, θq P
Cpr0, T q;Bs2,qpR3qq3ˆCpr0, T q;Bs2,qpR3qq is the solution for (3.1.1), then u can be extended
to r0, T 1q for some T 1 ą T with pu, θq P Cpr0, T 1q;Bs2,qpR3qq3ˆCpr0, T 1q;Bs2,qpR3qq provided
that
ż T
0
}∇uptq}L8 dt ă 8.
Proof: Let pu, θq P Cpr0, T q;Bs2,qpR3qq3 ˆ Cpr0, T q;Bs2,qpR3qq be the solution
for (3.1.1) with initial data pu0, θ0q P Bs2,qpR3q3 ˆBs2,qpR3q satisfying ∇ ¨ u0 “ 0. In order
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to show that pu, θq can be extended to some interval r0, T 1q with T 1 ą T , we prove an
estimate for u in Bs2,q-norm depending mainly on
ż T
0
}∇uptq}L8 dt. For this, we apply ∆j
in the first and the second equations in (3.1.1) and we take the L2-inner product with ∆ju
and ∆jθ, respectively, to get
1
2
d
dt
}∆juptq}2L2 ` x∆jpuptq ¨∇quptq,∆juptqyL2 “ xg∆jθptqe3,∆juptqyL2 ,
1
2
d
dt
}∆jθptq}2L2 ` x∆jpuptq ¨∇qθptq,∆jθptqyL2 “ 0,
where here we have used the skew-symmetry of operator e3ˆ and the condition ∇ ¨ u “ 0.
Now, using the Cauchy-Schwartz inequality and recalling the definition of the commutator
r¨, ¨s, we have
d
dt
}∆juptq}L2 ď }ruptq ¨∇,∆jsuptq}L2 ` g}∆jθptq}L2 ,
d
dt
}∆jθptq}L2 ď }ruptq ¨∇,∆jsθptq}L2 .
Thus, we integrate on p0, tq, multiply by 2sj and apply lqpZq-norm to obtain
}uptq} 9Bs2,q ď }u0} 9Bs2,q `
ż t
0
˜ÿ
jPZ
2sjq}rupτq ¨∇,∆jsupτq}qL2
¸ 1
q
dτ ` g
ż t
0
}θpτq} 9Bs2,q dτ,
}θptq} 9Bs2,q ď }θ0} 9Bs2,q `
ż t
0
˜ÿ
jPZ
2sjq}rupτq ¨∇,∆jsθpτq}qL2
¸ 1
q
dτ.
By Lemma 1.5.25 and the inclusion Bs2,qpR3q ãÑ 9Bs2,qpR3q, we have that˜ÿ
jPZ
2sjq}ru ¨∇,∆jsu}qL2
¸ 1
q
ď C}u}Bs2,q}∇u}L8 ,˜ÿ
jPZ
2sjq}ru ¨∇,∆jsθ}qL2
¸ 1
q
ď Cp}θ}Bs2,q}∇u}L8 ` }u}Bs2,q}∇θ}L8q,
which implies that
}uptq} 9Bs2,q ď }u0} 9Bs2,q ` C
ż t
0
}upτq}Bs2,q}∇upτq}L8 dτ ` g
ż t
0
}θpτq} 9Bs2,q dτ,
}θptq} 9Bs2,q ď }θ0} 9Bs2,q ` C
ż t
0
}θpτq}Bs2,q}∇upτq}L8 ` }upτq}Bs2,q}∇θpτq}L8 dτ.
(3.2.16)
On the other hand, using ∇ ¨u “ 0 and taking L2-inner product with u and θ, respectively,
we get
}uptq}L2 ď }u0}L2 ` g
ż t
0
}θpτq}L2 dτ,
}θptq}L2 ď }θ0}L2 .
(3.2.17)
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Combining (3.2.18) and (3.2.17), it follows that
}uptq}Bs2,q ď }u0}Bs2,q ` C
ż t
0
}upτq}Bs2,q}∇upτq}L8 dτ ` g
ż t
0
}θpτq}Bs2,q dτ,
}θptq}Bs2,q ď }θ0}Bs2,q ` C
ż t
0
}θpτq}Bs2,q}∇upτq}L8 ` }upτq}Bs2,q}∇θpτq}L8 dτ.
(3.2.18)
By Gronwall’s inequality, Remark 1.5.22 and (3.2.4), it is true that
}θptq}Bs2,q ď
ˆ
}θ0}Bs2,q ` C
ż t
0
}upτq}Bs2,q}∇θpτq}L8 dτ
˙
exp
ˆ
C
ż t
0
}∇upτq}L8 dτ
˙
ď
´
}θ0}Bs2,q ` CPQ}u0}Bs2,q}θ0}Bs2,qT
¯
exp
ˆ
C
ż t
0
}∇upτq}L8 dτ
˙
,
(3.2.19)
and this implies that
}uptq}Bs2,q ď
„
}u0}Bs2,q ` g
ż t
0
}θpτq}Bs2,q dτ

exp
ˆ
C
ż t
0
}∇upτq}L8 dτ
˙
ď
„
}u0}Bs2,q ` g}θ0}Bs2,q
´
1` CPQT }u0}Bs2,q
¯
exp
ˆ
C
ż t
0
}∇upτq}L8 dτ
˙
ˆ
ˆ exp
ˆ
C
ż t
0
}∇upτq}L8 dτ
˙
(3.2.20)
for all t P r0, T q. Since the time of existence T ą 0 depends only on s, q and the initial
data norm }u0}Bs2,q and }θ0}Bs2,q , by standard arguments u can be continued to r0, T 1s for
some T 1 ą T , whenever
ż T
0
}∇uptq}L8 dt ă 8.
˛
The contrapositive version of Proposition 3.2.1 is given by the following remark.
Remark 3.2.2. Under the assumptions of Proposition 3.2.1, if T “ T˚ is the maximal
existence-time, then ż T˚
0
}∇uptq}L8 dt “ 8.
3.2.3 Proof of item piiq
Similarly as in Section 2.3.3, we will show long-time solvability to the problem
(3.1.1) for initial data more regular and considering the rotation speed sufficiently large.
Let s and q such that s ą 5{2 with 1 ď q ď 8 or s “ 5{2 with q “ 1. Using
the embedding Bs2,qpR3q ãÑ Bs12,qpR3q for s1 ě s and due to the nature of computations and
estimates, it is possible to obtain the local existence and uniqueness of solutions for u0 and θ0
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more regular. In particular, for pu0, θ0q P Bs`12,q pR3q3ˆBs`12,q pR3q with ∇ ¨u0 “ 0, there exist
T ą 0 (depending merely of }u0}Bs`12,q and }θ0}Bs`12,q ) and a unique solution pu, θq of (3.1.1)
in the class Cpr0, T q;Bs2,qpR3qq3 ˆ Cpr0, T q;Bs2,qpR3qq, for all Ω P R. The same is applied
to the blow-up criterion (see Proposition 3.2.1 and Remark 3.2.2), and therefore, we can
consider that the solution pu, θq is in the class Cpr0, T˚q;Bs`12,q pR3qq3ˆCpr0, T˚q;Bs`12,q pR3qq,
where T˚ ą 0 denotes the maximal time of existence. Then, by applying the projection
operators P˘ to the first equation of (3.1.1), we get$’&’%
BtP˘u¯ iΩD3|D|P˘u` P˘pu ¨∇qu “ gP˘θe3,
P˘u|t“0 “ P˘u0.
Denoting A˘ :“ ˘iΩD3|D| and using Duhamel’s principle we obtain the following equality
P˘uptq “ e˘iΩt
D3|D|P˘u0´
ż t
0
e˘iΩpt´τq
D3|D|P˘pupτq ¨∇qupτq dτ ` g
ż t
0
e˘iΩpt´τq
D3|D|P˘θpτqe3 dτ.
(3.2.21)
Here we divide the proof in two cases depending on the value of s, namely, the cases
s “ 5{2 with q “ 1 and s ą 1{2 with 1 ď q ď 8. In the first case, we derive an estimate in
B18,1 for u. Since u “ P`u` P´u, it suffices to get an estimate in B18,1 for P`u and P´u.
First, recall the inequality (2.3.24)
}e˘iΩtD3|D|P˘u0}Lrp0,8;B18,1q ď C|Ω|´
1
r }u0}B5{22,1 .
Also, using similar arguments to those used in Section 2.3.3, we have that››››ż t
0
e˘iΩpt´τq
D3|D|P˘pupτq ¨∇qupτq dτ
››››
Lrp0,T ;B18,1q
ď C|Ω|´ 1r
ż T
0
}P˘pupτq ¨∇qupτq}B5{22,1 dτ,››››ż t
0
e˘iΩpt´τq
D3|D|P˘θpτqe3 dτ
››››
Lrp0,T ;B18,1q
ď C|Ω|´ 1r
ż T
0
}P˘θpτq}B5{22,1 dτ.
Therefore, for all 0 ă T ă T˚, it holds that
}u}Lrp0,T ;B18,1q ď C|Ω|´
1
r
ˆ
}u0}B5{22,1 `
ż T
0
}pupτq ¨∇qupτq}
B
5{2
2,1
dτ ` g
ż T
0
}θpτq}
B
5{2
2,1
dτ
˙
.
Using (3.2.19), it follows that
}u}Lrp0,T ;B18,1q ďC|Ω|´
1
r
˜
}u0}B5{22,1 `
ż T
0
}pupτq ¨∇qupτq}
B
5{2
2,1
dτ
` g}θ0}B5{22,1 C˜
ż T
0
exp
ˆ
C
ż τ
0
}∇upτ 1q}L8 dτ 1
˙
dτ
¸
ďC|Ω|´ 1r
˜
}u0}B5{22,1 `
ż T
0
}pupτq ¨∇qupτq}
B
5{2
2,1
dτ
` g}θ0}B5{22,1
ż T
0
exp
ˆ
C
ż τ
0
}∇upτ 1q}L8 dτ 1
˙
dτ
¸
,
(3.2.22)
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for all 0 ă T ă T˚. Now, we recall the definition of Uptq given in Subsection 2.3.3 and use
the inclusion B18,1pR3q ãÑ W 1,8pR3q, Ho¨lder’s inequality, (3.2.22) and (3.2.20) to get
Uptq ď
ż t
0
}upτq}B18,1 dτ
ďCt1´ 1r }u}Lrp0,t;B18,1q
ďCt1´ 1r |Ω|´ 1r
˜
}u0}B5{22,1 `
ż t
0
}pupτq ¨∇qupτq}
B
5{2
2,1
dτ ` g}θ0}B5{22,1
ż t
0
exp pCUpτqq dτ
¸
ďCt1´ 1r |Ω|´ 1r
˜
}u0}B7{22,1 `
ż t
0
}upτq}2
B
7{2
2,1
dτ ` g}θ0}B7{22,1
ż t
0
exp pCUpτqq dτ
¸
ďCt1´ 1r |Ω|´ 1r }u0}B7{22,1
˜
1`
ż t
0
”
}u0}B7{22,1 ` g}θ0}B7{22,1 exp pCUpτqq
ı2 exp p2CUpτqq
}u0}B7{22,1
dτ
`
g}θ0}B7{22,1
}u0}B7{22,1
ż t
0
exp pCUpτqq dτ
¸
.
Hence, there exist positive constants C2 and C3 (independent of Ω) such that
Uptq ďC2t1´ 1r |Ω|´ 1r }u0}B7{22,1
˜
1` t
”
}u0}B7{22,1 ` g}θ0}B7{22,1 exp pC3Uptqq
ı2 exp p2C3Uptqq
}u0}B7{22,1
`
}θ0}B7{22,1
}u0}B7{22,1
t exp pC3Uptqq
¸
,
(3.2.23)
for all t P r0, T˚q. Now, considering for 0 ă T ă 8 the set CT defined by
CT “
!
t P r0, T s X r0, T˚q : Uptq ď C2T 1´ 1r }u0}B7{22,1
)
and its supremum xT˚ “ supCT , we will show that xT˚ “ mintT, T˚u. Assume by contradic-
tion that xT˚ ă mintT, T˚u. Thus we can select pT so that xT˚ ă pT ă mintT, T˚u, and then,
since u P Cpr0, pT s;B7{22,1 pR3qq, it follows that Uptq is uniformly continuous on r0, pT s and
UpxT˚q ď C2T 1´ 1r }u0}B7{22,1 . (3.2.24)
Choosing |Ω| ą 0 such that
|Ω| 1r ě2
˜
1` T
”
}u0}B7{22,1 ` g}θ0}B7{22,1 exp
´
C2C3T
1´ 1
r }u0}B7{22,1
¯ı2ˆ
ˆ
exp
´
2C2C3T 1´
1
r }u0}B7{22,1
¯
}u0}B7{22,1
`
}θ0}B7{22,1
}u0}B7{22,1
T exp
´
C2C3T
1´ 1
r }u0}B7{22,1
¯¸
,
(3.2.25)
Chapter 3. Inviscid 3D-Boussinesq-Coriolis equations 92
and by (3.2.23), (3.2.24) and (3.2.25), we obtain
UpxT˚q ďC2pxT˚q1´ 1r |Ω|´ 1r }u0}B7{22,1
˜
1`xT˚ ”}u0}B7{22,1 ` g}θ0}B7{22,1 exp´C3UpxT˚q¯ı2ˆ
ˆ
exp
´
2C3UpxT˚q¯
}u0}B7{22,1
`
}θ0}B7{22,1
}u0}B7{22,1
xT˚ exp´C3UpxT˚q¯¸
ďC2T 1´ 1r |Ω|´ 1r }u0}B7{22,1
˜
1` T
”
}u0}B7{22,1 ` g}θ0}B7{22,1 exp
´
C2C3T
1´ 1
r }u0}B7{22,1
¯ı2ˆ
ˆ
exp
´
2C2C3T 1´
1
r }u0}B7{22,1
¯
}u0}B7{22,1
`
}θ0}B7{22,1
}u0}B7{22,1
T exp
´
C2C3T
1´ 1
r }u0}B7{22,1
¯¸
ď12C2T
1´ 1
r }u0}B7{22,1 .
The latter contradicts the definition of xT˚, because we can choose L P pxT˚, pT q such
that UpLq ď C2T 1´ 1r }u0}B7{22,1 . Therefore, with Ω satisfying (3.2.25), it follows that xT˚ “
mintT, T˚u. If T˚ ă T , it holds that T˚ “xT˚ “ supCT and
Uptq “
ż t
0
}∇upτq}L8 dτ ď C2T 1´ 1r }u0}B7{22,1 ă 8, for all t P r0, T˚q.
From the blow-up criterion (see Proposition 3.2.1 and Remark 3.2.2), we get the result for
the case s “ 5{2 with q “ 1.
Now we focus on the case s ą 5{2 with 1 ď q ď 8. For s ą 5{2, we can choose
α “ αpsq P p0, 1q such that s ě 5{2 ` α. Also, we consider for each 1 ď q ď 8, any
2 ă r ď 8 such that q ď r. We will obtain an estimate in B1`α8,8 for the solution u. Since
u “ P`u` P´u, it is suffices to derive an estimate in B1`α8,8 for P`u and P´u. By (2.3.30),
there exists a positive constant C “ Cpr, αq such that
}e˘iΩtD3|D|P˘u0}Lrp0,8;B1`α8,8q ď C|Ω|´
1
r }P˘u0}
B
5
2`α
2,q
.
Using similar arguments for the others terms in (3.2.21), it follows that››››ż t
0
e˘iΩpt´τq
D3|D|P˘pupτq ¨∇qupτq dτ
››››
Lrp0,T ;B1`α8,8q
ď C|Ω|´ 1r
ż T
0
}P˘pupτq ¨∇qupτq}
B
5
2`α
2,q
dτ,››››ż t
0
e˘iΩpt´τq
D3|D|P˘θpτqe3 dτ
››››
Lrp0,T ;B1`α8,8q
ď C|Ω|´ 1r
ż T
0
}P˘θpτq}
B
5
2`α
2,q
dτ,
for some C “ Cpr, αq ą 0. Then, for any 0 ă T ă T˚, we have
}u}Lrp0,T ;B1`α8,8q ď C|Ω|´
1
r
˜
}u0}
B
5
2`α
2,q
`
ż T
0
}pupτq ¨∇qupτq}
B
5
2`α
2,q
dτ ` g
ż T
0
}θpτq}
B
5
2`α
2,q
dτ
¸
.
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We recall the definition of Uptq and using (3.2.20) and (3.2.19), we have
}u}Lrp0,t;B1`α8,8q ďC|Ω|´
1
r
˜
}u0}Bs`12,q ` }u0}Bs`12,q
ż t
0
”
}u0}Bs`12,q ` g}θ0}Bs`12,q exp pCUpτqq
ı2ˆ
ˆ exp p2CUpτqq dτ ` g}θ0}Bs`12,q
ż t
0
exp pCUpτqq dτ
¸
.
Thus, using the inclusion B1`α8,8pR3q ãÑ W 1,8pR3q, Ho¨lder’s inequality, (3.2.22) and (3.2.20),
it is true that
Uptq ďC|Ω|´ 1r }u0}Bs`12,q
˜
1`
ż t
0
”
}u0}Bs`12,q ` g}θ0}Bs`12,q exp pCUpτqq
ı2 exp p2CUpτqq
}u0}Bs`12,q
dτ
` g
}θ0}Bs`12,q
}u0}Bs`12,q
ż t
0
exp pCUpτqq dτ
¸
,
for all t P r0, T˚q. Then, for all t P r0, T˚q, there exist C4 and C5 (independent of Ω) such
that
Uptq ďC4|Ω|´ 1r }u0}Bs`12,q
˜
1` t
”
}u0}Bs`12,q ` g}θ0}Bs`12,q exp pC5Uptqq
ı2 exp p2C5Uptqq
}u0}Bs`12,q
` g
}θ0}Bs`12,q
}u0}Bs`12,q
t exp pC5Uptqq
¸
.
(3.2.26)
Now, similarly to the previous case, we define
DT “ tt P r0, T s X r0, T˚q : Uptq ď C4T 1´ 1r }u0}Bs`12,q u, ĂT˚ “ supCT .
We will prove that ĂT˚ “ mintT, T˚u by an argument of contradiction. Assuming ĂT˚ ă
mintT, T˚u, we can take rT so that ĂT˚ ă rT ă mintT, T˚u. Then, since u P Cpr0, rT s;Bs`12,q pR3qq,
we have the uniform continuity of Uptq on r0, pT s, and moreover,
UpĂT˚q ď C4T 1´ 1r }u0}Bs`12,q . (3.2.27)
For some |Ω| ą 0 satisfying
|Ω| 1r ě2
˜
1` T
”
}u0}Bs`12,q ` g}θ0}Bs`12,q exp
´
C4C5T
1´ 1
r }u0}Bs`12,q
¯ı2ˆ
exp
´
2C4C5T 1´
1
r }u0}Bs`12,q
¯
}u0}Bs`12,q
` g
}θ0}Bs`12,q
}u0}Bs`12,q
T exp
´
C4C5T
1´ 1
r }u0}Bs`12,q
¯¸
,
(3.2.28)
and using (3.2.26), (3.2.27) and (3.2.28), we get
UpĂT˚q ď 12C4T 1´ 1r }u0}Bs`12,q .
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Therefore, we can choose S P pĂT˚, rT q such that UpSq ď C4T 1´ 1r }u0}Bs`12,q , contradicting the
definition of ĂT˚, which implies that ĂT˚ “ mintT, T˚u, provided that Ω satisfy (3.2.28). If
T˚ ă T , it follows that T˚ “ĂT˚ “ supDT and
Uptq “
ż t
0
}∇upτq}L8 dτ ď C4T 1´ 1r }u0}Bs`12,q ă 8, for all t P r0, T˚q.
From the blow-up criterion (see Proposition 3.2.1 and Remark 3.2.2), we have the result
for the case s ą 5{2 with 1 ď q ď 8.
˛
95
4 Global well-posedness and asymptotic be-
haviour for the 3D-Navier-Stokes equations
with Coriolis force
In this last chapter, our main focus is the Navier-Stokes equations with Coriolis
force (NSC) in R3, which describes the behavior of a fluid in the rotational context. These
equations and similar models have received great attention by the mathematical community
due to its importance in several fields of science, as well as in its applications. We are
particularly concerned with global well-posedness of solutions to (NSC) and asymptotic
behavior in Banach spaces involving Besov spaces. More precisely, we show global existence
and uniqueness of solutions for large rotation speeds and for arbitrary initial data belonging
to homogeneous Besov spaces 9Bs2,q for 1{2 ď s ă 3{4 and 1 ď q ď 8. In the critical
case s “ 1{2, we assume 2 ď q ď 8 and we consider a suitable initial data class whose
definition is based on the Stokes-Coriolis semigroup and Besov spaces. Moreover, we derive
some properties on asymptotic behavior of solutions when the speed of rotation goes to
infinity. The results presented here are contained in the preprint [34].
4.1 Navier-Stokes equations with Coriolis force
We start by recalling the incompressible Navier-Stokes equations in the rota-
tional framework$’’’&’’’%
Bu
Bt ´∆u` Ωe3 ˆ u` pu ¨∇qu`∇p “ 0 in R
3 ˆ p0,8q,
∇ ¨ u “ 0 in R3 ˆ p0,8q,
upx, 0q “ u0pxq in R3.
(4.1.1)
We will show the global well-posedness of (4.1.1) for large |Ω| and arbitrary
initial data u0 belonging to homogeneous Besov spaces 9Bs2,qpR3q where 1 ď q ď 8 and
1{2 ď s ă 3{4. In Section 4.2, we obtain estimates for Stokes-Coriolis semigroup and the
nonlinear term in mild formulation (0.0.5) in Besov spaces that it will be necessary for
the proof of results. In Section 4.3, we prove the results of global well-posedness to (4.1.1)
introducing in the cases s P p1{2, 3{4q with q “ 8 and s “ 1{2 with q P r2,8s, some
suitable initial-data classes whose definitions depend on the Stokes-Coriolis semigroup and
Besov spaces. Finally, in Section 4.4, we obtain some properties on asymptotic behavior as
|Ω| Ñ 8.
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4.2 Estimates
The purpose of this section is to demonstrate some estimates of semigroup
TΩp¨q and the Duhamel term
ż t
0
TΩpt´ τqP∇fpτq dτ in Besov spaces, which will help to
prove the results of global well-posedness and asymptotic behavior in the next sections.
We start with the following estimate.
Lemma 4.2.1. Assume that s,Ω P R, t ą 0, 1 ă r ď p1 ď 2 ď p ă 8 and 1 ď q ď 8,
and let k be a multi-index. Then, there exists a constant C ą 0 (independent of Ω and t )
such that
}∇kxTΩptqf} 9Bsp,q ď C
ˆ
log pe` |tΩ|q
1` |tΩ|
˙ 1
2p1´ 2pq
t´
|k|
2 ´ 32p 1r´ 1pq}f} 9Bsr,q ,
for all f P 9Bsr,qpR3q.
Proof. Using the representation (1.7.7), it follows that
∇kxTΩptqf “ 12G`pΩtqr∇
k
xe
t∆pI `Rqf s ` 12G´pΩtqr∇
k
xe
t∆pI ´Rqf s,
and since R is bounded for 1 ă p ă 8, we have that
}∇kxTΩptqf} 9Bsp,q ď C}G˘ptΩqr∇kxet∆f s} 9Bsp,q . (4.2.1)
By Lemma 1.7.15, the embedding 9B
s`3p 1r´ 1pq
r,q pR3q ãÑ 9Bs`3p1´
2
pq
p1,q pR3q and Lemma 1.7.14,
we obtain
}G˘ptΩqr∇kxet∆f s} 9Bsp,q ď C
ˆ
log pe` |tΩ|q
1` |tΩ|
˙ 1
2p1´ 2pq }∇kxet∆f}
9B
s`3p1´ 2pq
p1,q
ď C
ˆ
log pe` |tΩ|q
1` |tΩ|
˙ 1
2p1´ 2pq }∇kxet∆f}
9B
s`3p 1r´ 1pq
r,q
ď C
ˆ
log pe` |tΩ|q
1` |tΩ|
˙ 1
2p1´ 2pq
t´
|k|
2 ´ 32p 1r´ 1pq}f} 9Bsr,q .
(4.2.2)
Combining (4.2.1) and (4.2.2), the result follows.
˛
In [50], the authors proved an estimate for the Stokes-Coriolis semigroup in
Lθp0,8;Lpq spaces, for certain values of θ and p, and by taking tempered distributions f
in 9Hs. Here, we prove a similar result in Lθp0,8; 9Bsp,qq spaces and for f P 9Bs2,q as follows.
Lemma 4.2.2. Let 1 ď q ă 8. Consider s, p, θ P R satisfying
0 ď s ă 3
p
, 2 ă p ă 6 and 34 ´
3
2p ď
1
θ
ă min
"
1
2 , 1´
2
p
,
1
q
*
.
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Then, there exists C ą 0 (independent of t ě 0 and Ω P R) such that
}TΩptqf}Lθp0,8; 9Bsp,qq ď C|Ω|´
1
θ
` 34´ 32p }f} 9Bs2,q , (4.2.3)
for all f P 9Bs2,qpR3q.
Proof. By duality and estimate (1.5.1), notice that (4.2.3) holds, provided
that
I :“
ˇˇˇˇ
ˇ
ż 8
0
ÿ
|j´k|ď1
ż
R3
∆jG˘pΩtqret∆f spxq∆kφpx, tq dxdt
ˇˇˇˇ
ˇ
ď C|Ω|´ 1θ` 34´ 32p }f} 9Bs2,q}φ}Lθ1 p0,8; 9B´sp1,q1 q,
(4.2.4)
for all φ P C80 pR3 ˆ p0,8qq with 0 R suppppφpξ, tqq for each t ą 0, where 1{p ` 1{p1 “ 1,
1{θ ` 1{θ1 “ 1 and 1{q ` 1{q1 “ 1.
Firstly, to show (4.2.4) we use Parseval’s formula, Ho¨lder’s inequality, the
inclusion 9B0p,2pR3q ãÑ LppR3q and Lemma 4.2.1 in order to get the estimate
I ď
ÿ
|j´k|ď1
ˇˇˇˇż 8
0
ż
R3
∆jG˘pΩtqret∆f spxq∆kφpx, tq dxdt
ˇˇˇˇ
“
ÿ
|j´k|ď1
ˇˇˇˇż 8
0
ż
R3
∆jfpxq∆kG¯pΩtqret∆φptqspxq dxdt
ˇˇˇˇ
“
ÿ
|j´k|ď1
ˇˇˇˇż
R3
∆jfpxq
ż 8
0
∆kG¯pΩtqret∆φptqspxq dtdx
ˇˇˇˇ
ď C
ÿ
|j´k|ď1
}∆jf}L2
››››ż 8
0
∆kG¯pΩtqret∆φptqs dt
››››
L2
ď C2|s|
ÿ
|j´k|ď1
2js}∆jf}L22´ks
››››ż 8
0
∆kG¯pΩtqret∆φptqs dt
››››
L2
ď C2|s|}f} 9Bs2,q
˜ÿ
kPZ
2´ksq1
››››ż 8
0
∆kG¯pΩtqret∆φptqs dt
››››q1
L2
¸ 1
q1
.
(4.2.5)
Here, we have used the inequality 1 ď 2|s|`pj´kqs.
Now, we are going to prove that
I2k ď C|Ω|´
1
θ
` 34´ 32p }∆kφ}2Lθ1 p0,8;Lp1 q,
where
Ik :“
››››ż 8
0
∆kG¯pΩtqret∆φptqs dt
››››
L2
.
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In fact, using the Parseval’s formula, Ho¨lder’s inequality, the embedding 9B0p,2pR3q ãÑ LppR3q
and Lemma 4.2.1, we have
I2k “
Bż 8
0
∆kG¯pΩtqret∆φptqs dt,
ż 8
0
∆kG¯pΩτqreτ∆φpτqs dτ
F
L2
“
ż 8
0
ż 8
0
ż
R3
∆kG¯pΩtqret∆φptqspxq∆kG¯pΩτqreτ∆φpτqspxq dxdτdt
ď
ż 8
0
ż 8
0
}∆kφptq}Lp1 }∆kG˘pΩpt´ τqqrept`τq∆φpτqs}Lp dτdt
ď C
ż 8
0
ż 8
0
}∆kφptq}Lp1 }∆kG˘pΩpt´ τqqrept`τq∆φpτqs} 9B0p,2 dτdt
ď C
ż 8
0
ż 8
0
}∆kφptq}Lp1
ˆ
log pe` |Ω||t´ τ |q
1` |Ω||t´ τ |
˙ 1
2p1´ 2pq }ept`τq∆∆kφpτq}
9B
3p1´ 2pq
p1,2
dτdt.
By Lemma 1.7.14 and the embedding Lp
1pR3q ãÑ 9B0p1,2pR3q for p1 ă 2, it follows that
}ept`τq∆∆kφpτq}
9B
3p1´ 2pq
p1,2
ď Cpt` τq´ 32p1´ 2pq}∆kφpτq} 9B0
p1,2
ď C|t´ τ |´ 32p1´ 2pq}∆kφpτq}Lp1 .
Thus,
I2k ď C
ż 8
0
ż 8
0
}∆kφptq}Lp1
ˆ
log pe` |Ω||t´ τ |q
1` |Ω||t´ τ |
˙ 1
2p1´ 2pq |t´ τ |´ 32p1´ 2pq}∆kφpτq}Lp1 dτdt
ď C}∆kφ}Lθ1 p0,8;Lp1 q
››››ż 8
0
hp¨ ´ τq}∆kφpτq}Lp1dτ
››››
Lθp0,8q
,
(4.2.6)
where
}h}
L
θ
2
“
˜ż
R
ˆ
log pe` |Ω||t|q
1` |Ω||t|
˙ 1
2p1´ 2pq θ2 |t|t´ 32p1´ 2pqu θ2 dt
¸ 2
θ
“ |Ω|´ 2θ` 32´ 3p
˜ż
R
ˆ
log pe` |z|q
1` |z|
˙ 1
2p1´ 2pq θ2 |z|t´ 32p1´ 2pqu θ2 dz
¸ 2
θ
“ C|Ω|´ 2θ` 32´ 3p´s.
We consider the cases
1
θ
ą 34 ´
3
2p and
1
θ
“ 34 ´
3
2p . In the first case, notice that
}h}
L
θ
2
“ C|Ω|´ 2θ` 32´ 3p .
Therefore, using Young inequality in (4.2.6) and the above equality, we obtain
I2k ď C|Ω|´
2
θ
` 32´ 3p }∆kφ}2Lθ1 p0,8;Lp1 q,
and then,
Ik ď C|Ω|´ 1θ` 34´ 32p }∆kφ}Lθ1 p0,8;Lp1 q.
Chapter 4. 3D-Navier-Stokes-Coriolis equations 99
Now, multiplying by 2´ks, applying the lq1pZq-norm and using (1.5.7), we get˜ÿ
kPZ
2´ksq1Iq
1
k
¸ 1
q1
ď C|Ω|´ 1θ` 34´ 32p
˜ÿ
kPZ
2´ksq1}∆kφ}q1Lθ1 p0,8;Lp1 q
¸ 1
q1
ď C|Ω|´ 1θ` 34´ 32p }φ}Lθ1 p0,8; 9B´s
p1,q1 q.
(4.2.7)
It follows from (4.2.5) and (4.2.7) that
I ď C|Ω|´ 1θ` 34´ 32p }f} 9Bsr,q}φ}Lθ1 p0,8; 9B´sp1,q1 q, (4.2.8)
with C ą 0 independent of φ and f .
In the second case
1
θ
“ 34 ´
3
2p , we use the fact hptq ď |t|
´ 32p1´ 2pq and the
Hardy-Littlewood-Sobolev inequality in (4.2.6) to obtain
I2k ď C}∆kφ}2Lθ1 p0,8;Lp1 q. (4.2.9)
Thus, using (4.2.9) and proceeding as in (4.2.7), we obtain a constant C ą 0 (independent
of φ and f) such that
I ď C}f} 9Bs2,q}φ}Lθ1 p0,8; 9B´sp1,q1 q. (4.2.10)
Estimates (4.2.8) and (4.2.10) give the desired result.
˛
For the critical case, we show the following result taking, instead of distributions
tempered in 9H1{2 (see [48]), distributions tempered in 9B1{22,q .
Lemma 4.2.3. Assume that 1 ď q ă 4 and f P 9B 122,qpR3q. Then,
lim
|Ω|Ñ8
}TΩp¨qf}
L4p0,8; 9B
1
2
3,qq
“ 0. (4.2.11)
Proof. Since S0pR3q
}¨} 9B1{22,q “ 9B 122,q for q ‰ 8 (see Section 2), there exists
pwkqkPN in S0pR3q such that wk Ñ f in 9B
1
2
2,qpR3q as k Ñ 8. Next, using Lemma 4.2.3, we
obtain
lim sup
|Ω|Ñ8
}TΩp¨qf}
L4p0,8; 9B
1
2
3,qq
ď lim sup
|Ω|Ñ8
}TΩp¨qpf ´ wkq}
L4p0,8; 9B
1
2
3,qq
` lim sup
|Ω|Ñ8
}TΩp¨qwk}
L4p0,8; 9B
1
2
3,qq
ď C}wk ´ f} 9B 122,q ` lim sup|Ω|Ñ8 }TΩp¨qwk}L4p0,8; 9B 123,qq
(4.2.12)
For s “ 1{2, θ “ 4 and 1 ď q ă 4, we can choose p P
ˆ
8
3 , 3
˙
to get the conditions
3
4 ´
3
2p ă
1
4 ă min
"
1´ 2
p
,
1
q
*
and
1
2 ´
3
2p ă 0.
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Then, we can use 9B
´ 12` 3p
p,q pR3q ãÑ 9B
1
2
3,qpR3q and Lemma 4.2.3 to get
lim sup
|Ω|Ñ8
}TΩp¨qwk}
L4p0,8; 9B
1
2
3,qq
ď C lim sup
|Ω|Ñ8
}TΩp¨qwk}
L4p0,8; 9B´
1
2` 3p
p,q q
ď C|Ω| 12´ 32p }wk} 9B´ 12` 3p2,q
Ñ 0, as |Ω| Ñ 8.
(4.2.13)
By (4.2.12), (4.2.13) and }wk ´ f} 9B 122,q Ñ 0, (4.2.11) follows.
˛
The next two lemmas concern the Duhamel term
ż t
0
TΩpt´τqP∇fpτq dτ . These
lemmas extend the class of tempered distributions from homogeneous Sobolev spaces to
homogeneous Besov spaces for the analogous results obtained in [48].
Lemma 4.2.4. Let s P R and Ω P Rzt0u and let p, r, q, θ be real numbers satisfying
2 ă p ă 3, 65 ă r ă 2, 1 ď q ď 8, 1´
1
p
ď 1
r
ă 13 `
1
p
,
max
"
0, 12 ´
3
2
ˆ
1
r
´ 1
p
˙
´ 12
ˆ
1´ 2
p
˙*
ă 1
θ
ď 12 ´
3
2
ˆ
1
r
´ 1
p
˙
.
Then, there exists a universal constant C ą 0 such that››››ż t
0
TΩpt´ τqP∇fpτq dτ
››››
Lθp0,8; 9Bsp,qq
ď C|Ω|´ 12` 32p 1r´ 1pq` 1θ }f}
L
θ
2 p0,8; 9Bsr,qq
. (4.2.14)
Proof. Using Lemma 4.2.1, it follows that›››ż t
0
TΩpt´ τqP∇fpτq dτ
›››
Lθp0,8; 9Bsp,qq
ď C
››››ż t
0
}TΩpt´ τqP∇fpτq} 9Bsp,q dτ
››››
Lθp0,8q
ď C
›››››
ż t
0
pt´ τq´ 12´ 32p 1r´ 1pq
ˆ
log pe` |Ω||t´ τ |q
1` |Ω||t´ τ |
˙ 1
2p1´ 2pq }fpτq} 9Bsr,q dτ
›››››
Lθp0,8q
.
(4.2.15)
We are going to prove (4.2.4) in two cases. First we consider the case
1
θ
“ 12 ´
3
2
ˆ
1
r
´ 1
p
˙
.
Here, we note that ˆ
log pe` |Ω||t´ τ |q
1` |Ω||t´ τ |
˙ 1
2p1´ 2pq ď 1
and we employ the Hardy-Littlewood-Sobolev inequality to estimate›››››
ż t
0
pt´ τq´ 12´ 32p 1r´ 1pq
ˆ
log pe` |Ω||t´ τ |q
1` |Ω||t´ τ |
˙ 1
2p1´ 2pq }fpτq} 9Bsr,q dτ
›››››
Lθp0,8q
ď C}f}
L
θ
2 p0,8; 9Bsr,qq
.
(4.2.16)
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Consider now the case
1
θ
ă 12 ´
3
2
ˆ
1
r
´ 1
p
˙
. Selecting ` such that
1
θ
“ 1
`
` 2
θ
´ 1, a direct
computation gives›››››pt´ τq´ 12´ 32p 1r´ 1pq
ˆ
log pe` |Ω||t´ τ |q
1` |Ω||t´ τ |
˙ 1
2p1´ 2pq›››››
L`p0,8q
“ C|Ω| 1θ´ 12` 32p 1r´ 1pq. (4.2.17)
By Young’s inequality and (4.2.17), we have that›››››
ż t
0
pt´ τq´ 12´ 32p 1r´ 1pq
ˆ
log pe` |Ω||t´ τ |q
1` |Ω||t´ τ |
˙ 1
2p1´ 2pq }fpτq} 9Bsr,q dτ
›››››
Lθp0,8q
ď
›››››t´ 12´ 32p 1r´ 1pq
ˆ
log pe` |Ω|tq
1` |Ω|t
˙ 1
2p1´ 2pq›››››
L`p0,8q
}f}
L
θ
2 p0,8; 9Bsr,qq
“ C|Ω| 1θ´ 12` 32p 1r´ 1pq}f}
L
θ
2 p0,8; 9Bsr,qq
.
(4.2.18)
The proof is completed by substituting (4.2.16) and (4.2.18) into (4.2.15).
˛
The following result will be important to deal with the critical case in the next
sections.
Lemma 4.2.5. Let s,Ω P R and 2 ď q ď 8. Then, there exists a universal constant
C ą 0 such that››››ż t
0
TΩpt´ τq∇fpτq dτ
››››
L8p0,8; 9Bs2,qqXL4p0,8; 9Bs3,qq
ď C}f}L2p0,8; 9Bs2,qq. (4.2.19)
Proof. For convenience, we denote X “ X1 XX2 where X1 “ L8p0,8; 9Bs2,qq
andX2 “ L4p0,8; 9Bs3,qq. We start with estimates for theX1-norm. Since }e´pt´τq|ξ|2}L2τ p0,tq|ξ| ď
C and from Parseval’s formula and Ho¨lder’s inequality, it is true that››››∆j ż t
0
TΩpt´ τq∇fpτq dτ
››››
L2
“
››››ż t
0
TΩpt´ τq∇∆jfpτq dτ
››››
L2
ď C
››››ż t
0
e´pt´τq|ξ|
2 |ξ||pφjpξq pfpτq| dτ››››
L2
ď C
›››}e´pt´τq|ξ|2}L2τ p0,tq|ξ|}pφjpξq pfpτq}L2τ p0,tq›››
L2
ď C}∆jf}L2p0,8;L2q.
Multiplying it by 2sj, applying lqpZq-norm and using inequality (1.5.7), we get››››ż t
0
TΩpt´ τq∇fpτq dτ
››››
9Bs2,q
ď C
˜ÿ
jPZ
2sjq}∆jf}qL2p0,8;L2q
¸ 1
q
ď C}f}L2p0,8; 9Bs2,qq
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and then ››››ż t
0
TΩpt´ τq∇fpτq dτ
››››
X1
ď C}f}L2p0,8; 9Bs2,qq. (4.2.20)
In order to estimate the X2-norm, we use Lemma 4.2.1 and Hardy-Littlewood-Sobolev
inequality to obtain››››ż t
0
TΩpt´ τq∇fpτq dτ
››››
X2
ď
››››ż t
0
}TΩpt´ τq∇fpτq} 9Bs3,q dτ
››››
L4p0,8q
ď C
››››ż t
0
pt´ τq´ 12´ 32p 12´ 13q}fpτq} 9Bs2,q dτ
››››
L4p0,8q
ď C}f}L2p0,8; 9Bs2,qq.
(4.2.21)
Putting together (4.2.20) and (4.2.21), we get (4.2.19).
˛
4.3 Global existence
In this section, we state and prove our results about the existence and uniqueness
of global solutions to (4.1.1). Basically, we have two cases, 1{2 ă s ă 3{4 and s “ 1{2. We
start with the former.
Theorem 4.3.1. piq For 1 ď q ă 8, consider s, p and θ satisfying
1
2 ă s ă
3
4 ,
1
3 `
s
9 ă
1
p
ă 23 ´
s
3 ,
s
2 ´
1
2p ă
1
θ
ă 58 ´
3
2p `
s
4 ,
3
4 ´
3
2p ď
1
θ
ă min
"
1´ 2
p
,
1
q
*
.
Let Ω P Rzt0u and u0 P 9Bs2,qpR3q with ∇ ¨ u0 “ 0. There is a constant C “
Cps, p, θq ą 0 such that if }u0} 9Bs2,q ď C|Ω|
s
2´ 14 , then there exists a unique global
solution u P Cpr0,8q; 9Bs2,qpR3qq to (4.1.1).
piiq For q “ 8, consider s, p and θ satisfying
1
2 ă s ă
3
4 ,
1
3 `
s
9 ă
1
p
ă 23 ´
s
3 ,
s
2 ´
1
2p ă
1
θ
ă 58 ´
3
2p `
s
4 .
Let Ω0 ą 0 and u0 P I with ∇ ¨ u0 “ 0, where
I :“
#
f P S 1pR3q : }f}I :“ sup
|Ω|ěΩ0
|Ω|´ 1θ` 34´ 32p }TΩptqf}Lθp0,8; 9Bsp,8q ă 8
+
. (4.3.1)
There is a constant C “ Cps, p, θq ą 0 such that if |Ω| ě Ω0 and }u0}I ď C|Ω| s2´ 14 ,
then there exists a unique global solution u P Lθp0,8; 9Bsp,8pR3qq to (4.1.1). Moreover,
if, in addition, u0 P 9Bs2,8pR3q, then u P Cωpr0,8q; 9Bs2,8pR3qq, where Cω stands to
time weakly continuous functions.
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Remark 4.3.2. Notice that the space I depends on the parameters Ω0, θ, p and s but for
simplicity we have omitted it in the notation.
Proof of Theorem 4.3.1.
Part piq: By Lemma 4.2.1, it follows that
}TΩptqu0}Lθp0,8; 9Bsp,qq ď C0|Ω|´
1
θ
` 34´ 32p }u0} 9Bs2,q . (4.3.2)
Now, we define the operator Υ and the set Z by
Υpuqptq “ TΩptqu0 ´Bpu, uqptq (4.3.3)
and
Z “
!
u P Lθp0,8; 9Bsp,qpR3qq : }u}Lθp0,8; 9Bsp,qq ď 2C0|Ω|´
1
θ
` 34´ 32p }u0} 9Bs2,q , ∇ ¨ u “ 0
)
.
We will show that Υ: Z ÝÑ Z is a contraction, and then, we will use the Banach fixed
point theorem. First, taking
1
r
“ 2
p
´ s3 , we can employ Lemma 4.2.4 and (1.5.6) to
estimate Υp¨q as follows
}Υpuq ´Υpvq}Lθp0,8; 9Bsp,qq “
››››ż t
0
TΩpt´ τqP∇ ¨ pub pu´ vqpτq ` pu´ vq b vpτqq τ
››››
Lθp0,8; 9Bsp,qq
ď C|Ω| 1θ´ 12` 32p 1r´ 1pq}ub pu´ vq ` pu´ vq b v}
L
θ
2 p0,8; 9Bsr,qq
ď C|Ω| 1θ´ 12` 32p 1r´ 1pq
´
}u}Lθp0,8; 9Bsp,qq ` }v}Lθp0,8; 9Bsp,qq
¯
}u´ v}Lθp0,8; 9Bsp,qq
ď C|Ω| 1θ´ 12` 32p 1r´ 1pq4C0|Ω|´ 1θ` 34´ 32p }u0} 9Bs2,q}u´ v}Lθp0,8; 9Bsp,qq
“ C2|Ω| 1θ´ 12` 32p 1r´ 1pq´ 1θ` 34´ 32p }u0} 9Bs2,q}u´ v}Lθp0,8; 9Bsp,qq
“ C2|Ω| 14´ s2 }u0} 9Bs2,q}u´ v}Lθp0,8; 9Bsp,qq,
(4.3.4)
for all u, v P Z, where C2 “ C2ps, p, θq. Moreover, using (4.3.2) and (4.3.4) with v “ 0, we
obtain
}Υpuq}Lθp0,8; 9Bsp,qq ď }TΩptqu0}Lθp0,8; 9Bsp,qq ` }Υpuq ´Υp0q}Lθp0,8; 9Bsp,qq
ď C0|Ω|´ 1θ` 34´ 32p }u0} 9Bs2,q ` C2|Ω|
1
4´ s2 }u0} 9Bs2,q}u}Lθp0,8; 9Bsp,qq
ď C0|Ω|´ 1θ` 34´ 32p }u0} 9Bs2,q ` C2|Ω|
1
4´ s2 }u0} 9Bs2,q2C0|Ω|
´ 1
θ
` 34´ 32p }u0} 9Bs2,q
“ C0}u0} 9Bs2,q |Ω|
´ 1
θ
` 34´ 32p
´
1` 2C2|Ω| 14´ s2 }u0} 9Bs2,q
¯
(4.3.5)
for all u P Z. Thus, for Ω and u0 satisfying
C2|Ω| 14´ s2 }u0} 9Bs2,q ď
1
2 ,
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we get
}Υpuq}Lθp0,8; 9Bsp,qq ď 2C0|Ω|´
1
θ
` 34´ 32p }u0} 9Bs2,q and
}Υpuq ´Υpvq}Lθp0,8; 9Bsp,qq ď
1
2}u´ v}Lθp0,8; 9Bsp,qq.
Then, Banach fixed point theorem implies that there exists a unique mild solution u P Z
to (4.1.1), i.e.,
uptq “ TΩptqu0 ´Bpu, uqptq.
It remains to prove that u P Cpr0,8q; 9Bs2,qpR3qq. First we need to estimate the 9Bs2,q-norm
of the linear and nonlinear parts in (4.3.3). For the linear one, we use Lemma 4.2.1 to get
}TΩptqu0} 9Bs2,q ď C0}u0} 9Bs2,q . (4.3.6)
For the nonlinear part, considering
1
r
“ 2
p
´ s3 , we use Lemma 4.2.1, (1.5.6) and Ho¨lder’s
inequality to obtain››››ż t
0
TΩpt´ τqP∇ ¨ pub uqpτq dτ
››››
9Bs2,q
ď C
ż t
0
}TΩpt´ τqP∇ ¨ pub uqpτq} 9Bs2,q dτ
ď C
ż t
0
pt´ τq´ 12´ 32p 1r´ 12q }pub uqpτq} 9Bsr,q dτ
ď C
ż t
0
pt´ τq´ 12´ 32p 1r´ 12q }upτq}29Bsp,q dτ
ď C
›››pt´ ¨q´ 12´ 32r` 34 ›››
L
θ
θ´2 p0ăτătq
›››}upτq}29Bsp,q›››L θ2 p0,8q
ď Ct θ´2θ p1` θθ´2p´ 12´ 32r` 34qq}u}2
Lθp0,8; 9Bsp,qq,
(4.3.7)
where we need
1
θ
ă 58 ´
3
2p `
s
4 in order to ensure integrability at τ “ t. From (4.3.6)
and (4.3.7), it follows that uptq P 9Bs2,qpR3q for a.e. t ą 0. Now consider t and t1 such that
0 ă t1 ă t, and take the difference
uptq ´ upt1q “ pTΩptq ´ TΩpt1qqu0 `
ż t1
0
pTΩpt´ τq ´ TΩpt1 ´ τqqP∇ ¨ pub uqpτq dτ
`
ż t
t1
TΩpt´ τqP∇ ¨ pub uqpτq dτ.
(4.3.8)
We will estimate the terms on the right side in Besov norm } ¨ } 9Bs2,q of (4.3.8). The second
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term is estimated by using properties of semigroup and the estimate (4.3.7) as follows›››››
ż t1
0
rTΩpt´ τq´TΩpt1 ´ τqsP∇ ¨ pub uqpτq dτ
›››››
9Bs2,q
“
›››››
ż t1
0
rTΩpt´ t1q ´ IsTΩpt1 ´ τqP∇ ¨ pub uqpτq dτ
›››››
9Bs2,q
ď C}TΩpt´ t1q ´ I}
ż t1
0
}TΩpt1 ´ τqP∇ ¨ pub uqpτq} 9Bs2,q dτ
ď C}TΩpt´ t1q ´ I}pt1q θ´2θ p1` θθ´2p´ 12´ 32r` 34qq}u}2Lθp0,8; 9Bsp,qq.
(4.3.9)
And for third term of (4.3.8) we have››››ż t
t1
TΩpt´ τqP∇ ¨ pub uqpτq dτ
››››
9Bs2,q
ď Cpt´ t1q θ´2θ p1` θθ´2p´ 12´ 32r` 34qq}u}2
Lθp0,8; 9Bsp,qq.
(4.3.10)
Therefore,
}uptq ´ upt1q} 9Bs2,q ď}TΩptq ´ TΩpt1q}}u0} 9Bs2,q
` C}TΩpt´ t1q ´ I}pt1q θ´2θ p1` θθ´2p´ 12´ 32r` 34qq}u}2Lθp0,8; 9Bsp,qq
` Cpt´ t1q θ´2θ p1` θθ´2p´ 12´ 32r` 34qq}u}2
Lθp0,8; 9Bsp,qq
Ñ 0 as t1 Ñ t,
(4.3.11)
and this, shows the continuity of u.
Part piiq: In view of (4.3.1), we have that
}TΩptqu0}Lθp0,8; 9Bsp,8q ď |Ω|´
1
θ
` 34´ 32p }u0}I , for all |Ω| ě Ω0. (4.3.12)
Now, for |Ω| ě Ω0 consider
Υpuqptq “ TΩptqu0 ´Bpu, uqptq (4.3.13)
and
Z “
!
u P Lθp0,8; 9Bsp,8pR3qq : }u}Lθp0,8; 9Bsp,8q ď 2|Ω|´
1
θ
` 34´ 32p }u0}I , ∇ ¨ u “ 0
)
.
Taking
1
r
“ 2
p
´ s3 , and proceeding similarly to Part piq, we obtain a constant C˜2 “
C˜2ps, p, θq such that
}Υpuq ´Υpvq}Lθp0,8; 9Bsp,8q ď C˜2|Ω|
1
4´ s2 }u0}I}u´ v}Lθp0,8; 9Bsp,8q
}Υpuq}Lθp0,8; 9Bsp,8q ď }u0}I |Ω|´
1
θ
` 34´ 32p
´
1` 2C˜2|Ω| 14´ s2 }u0}I
¯
,
(4.3.14)
for all u, v P Z. Thus, for Ω and u0 satisfying
|Ω| ě Ω0 and C˜2|Ω| 14´ s2 }u0}I ď 12 ,
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we get
}Υpuq}Lθp0,8; 9Bsp,8q ď 2|Ω|´
1
θ
` 34´ 32p }u0}I and }Υpuq´Υpvq}Lθp0,8; 9Bsp,8q ď
1
2}u´v}Lθp0,8; 9Bsp,8q.
Again, we can apply the Banach fixed point theorem in order to obtain a unique mild
solution u P Z to (4.1.1). Assume now that u0 P 9Bs2,8pR3q. Since (4.3.6), (4.3.7), (4.3.9)
and (4.3.10) hold for q “ 8, it follows that u P Cωpr0,8q; 9Bs2,8pR3qq.
˛
Before proceeding, for Ω0 ą 0 and 1 ď q ď 8 we define the space
F :“
#
f P S 1pR3q : }f}F :“ sup
|Ω|ěΩ0
}TΩptqf}L4p0,8; 9B1{23,q q ă 8
+
, (4.3.15)
where, for simplicity, we have omitted the dependence on Ω0 and q in the notation F. We
also consider
F0 :“
#
f P F : lim sup
|Ω|Ñ8
}TΩptqf}L4p0,8; 9B1{23,q q “ 0
+
. (4.3.16)
Both spaces F and F0 are endowed with the norm } ¨ }F. The next theorem deals with the
critical case s “ 1{2.
Theorem 4.3.3. Let 2 ď q ď 8 and u0 P D with ∇ ¨ u0 “ 0 where D is a precompact
set in F0. Then, there exist rΩpDq ą 0 and a unique global solution u to (4.1.1) in
L4p0,8; 9B1{23,q pR3qq provided that |Ω| ě Ω˜. Moreover, if, in addition, u0 P 9B1{22,q pR3q with
q ‰ 8, then u P Cpr0,8q; 9B1{22,q pR3qq. In the case q “ 8, we obtain Cωpr0,8q; 9B1{22,8pR3qq.
Proof. Let δ be a positive number that will be chosen later. Given that D is
a precompact set in F0, there exist L “ Lpδ,Dq P N and tgku Ă F0 such that
D Ă
Lď
k“1
Bpgk, δq
where Bpgk, δq denotes the ball in F0 with center gk and radius δ. On the other hand, using
the definition (4.3.16), there exists Ω˜ “ Ω˜pδ,Dq ě Ω0 ą 0 such that
sup
k“1,2,...,L
}TΩptqgk}
L4p0,8; 9B
1
2
3,qq
ď δ
provided that |Ω| ě Ω˜. Now, given g P D, there exists k P t1, 2, . . . , Lu such that
g P Bpgk, δq. Therefore, for |Ω| ě Ω˜ we can estimate
}TΩptqg}
L4p0,8; 9B
1
2
3,qq
ď }TΩptqpgk ´ gq}
L4p0,8; 9B
1
2
3,qq
` }TΩptqgk}
L4p0,8; 9B
1
2
3,qq
ď C}gk ´ g}F ` δ
ď pC ` 1qδ.
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Thus, there exists C1 ą 0 such that
sup
gPD
}TΩptqg}
L4p0,8; 9B
1
2
3,qq
ď C1δ, for all |Ω| ě Ω˜. (4.3.17)
Now, we consider the complete metric space Z defined by
Z “
"
u P L4p0,8; 9B 123,qq : }u}
L4p0,8; 9B
1
2
3,qq
ď 2C1δ,∇ ¨ u “ 0
*
, (4.3.18)
endowed with the metric dpu, vq “ }u´ v}
L4p0,8; 9B
1
2
3,qq
and we also consider the operator Υ
defined in the proof of Theorem 4.3.1. For u, v P Z, using Lemma 4.2.5, (1.5.6) and Ho¨lder
inequality, we can estimate
}Υpuq ´Υpvq}
L4p0,8; 9B
1
2
3,qq
“
››››ż t
0
TΩpt´ τqP∇ ¨ pub pu´ vq ` pu´ vq b vqpτq dτ
››››
L4p0,8; 9B
1
2
3,qq
ď C}ub pu´ vq ` pu´ vq b v}
L2p0,8; 9B
1
2
2,qq
ď C
˜››››}u} 9B 123,q}u´ v} 9B 123,q
››››
L2p0,8q
`
››››}v} 9B 123,q}u´ v} 9B 123,q
››››
L2p0,8q
¸
ď C2
ˆ
}u}
L4p0,8; 9B
1
2
3,qq
` }v}
L4p0,8; 9B
1
2
3,qq
˙
}u´ v}
L4p0,8; 9B
1
2
3,qq
.
(4.3.19)
Taking v “ 0 in (4.3.19), for u P Z, it follows that
}Υpuq}
L4p0,8; 9B
1
2
3,qq
ď }Υp0q}
L4p0,8; 9B
1
2
3,qq
` }Υpuq ´Υp0q}
L4p0,8; 9B
1
2
3,qq
ď }TΩptqu0}
L4p0,8; 9B
1
2
3,qq
` C2}u}2
L4p0,8; 9B
1
2
3,qq
.
(4.3.20)
Choosing 0 ă δ ă 18C1C2 , estimates (4.3.17), (4.3.19) and (4.3.20) yield
}Υpuq}
L4p0,8; 9B
1
2
3,qq
ď 2C1δ, for all u P Z,
}Υpuq ´Υpvq}
L4p0,8; 9B
1
2
3,qq
ď 12}u´ v}L4p0,8; 9B 123,qq, for all u, v P Z,
provided that |Ω| ě Ω˜. Therefore, we can apply Banach fixed point theorem to obtain a
unique global solution u P L4p0,8; 9B 123,qq.
Moreover, using Lemma 4.2.1, Lemma 4.2.5 and u P L4p0,8; 9B 123,qq, we have
that
}uptq}
9B
1
2
2,q
“ }Υpuqptq}
9B
1
2
2,q
ď C}u0} 9B 122,q ` C}u}
2
L4p0,8; 9B
1
2
3,qq
ă 8, (4.3.21)
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for a.e. t ą 0. Since }u}
L4p0,8; 9B
1
2
3,qq
ď 2C1δ and δ ă 18C1C2 , it follows that
}uptq}
9B
1
2
2,q
ď Cp}u0} 9B 122,q ` 1q ă 8, for all |Ω| ě Ω˜, (4.3.22)
and so uptq P 9B 122,qpR3q for a.e. t ą 0. Using this and above estimates, we also can show
that u P Cpr0,8q; 9B 122,qpR3qq for q ‰ 8 and u P Cωpr0,8q; 9B
1
2
2,qpR3qq for q “ 8.
˛
Theorem 4.3.4. Let 2 ď q ď 8 and u0 P F0 with ∇ ¨u0 “ 0. Then, there exist Ω˜ “ Ω˜pu0q
and a unique global solution u P L4p0,8; 9B 123,qpR3qq to (4.1.1) provided that |Ω| ě Ω˜.
Proof. It is sufficient to apply Theorem 4.3.3 to the set D “ tu0u.
˛
Corollary 4.3.5. Let 2 ď q ă 4 and u0 P D with ∇ ¨ u0 “ 0, where D is a precompact set
in 9B
1
2
2,qpR3q. Then, there exist Ω˜pDq ą 0 and a unique global solution u to (4.1.1) in the
class Cpr0,8q; 9B 122,qpR3qq X L4p0,8; 9B
1
2
3,qpR3qq, provided that |Ω| ě Ω˜pDq.
Proof. In view of Lemma 4.2.3, we have that 9B
1
2
2,q ãÑ F0 for 1 ď q ă 4. The
result follows by applying Theorem 4.3.3.
˛
4.4 Asymptotic behavior as |Ω| Ñ 8
In this section, we study the asymptotic behavior of the mild solutions obtained
in previous sections as |Ω| Ñ 8. For convenience, we denote
α0 “ ´1
θ
` 12 ´
3
2p `
s
2 and β0 “
1
θ
´ 34 `
3
2p.
First, we consider the case 1{2 ă s ă 3{4.
Theorem 4.4.1. piq Let 0 ď  ă 112 , and 1 ď q ă 8, and suppose that s, p and θ
satisfy
1
2 ` 3 ă s ă
3
4 ,
1
3 `
s
9 ă
1
p
ă 23 ´
s
3 ,
s
2 ´
1
2p ă
1
θ
ă 58 ´
3
2p `
s
4 ´

4 ,
3
4 ´
3
2p ď
1
θ
ă min
"
1´ 2
p
,
1
q
*
.
Let u and v be solutions of (4.1.1) with initial data u0 and v0 in 9Bs2,qpR3q, respectively.
Then, for α ă 2β0 and for each t ą 0 fixed,
lim
|Ω|Ñ8
|Ω|α}uptq ´ vptq} 9Bs`2,q “ 0 if and only if lim|Ω|Ñ8 |Ω|
α}TΩptqpu0 ´ v0q} 9Bs`2,q “ 0.
(4.4.1)
Chapter 4. 3D-Navier-Stokes-Coriolis equations 109
piiq Let 0 ď  ă 16 and 1 ď q ă 8. Assume that s, p and θ satisfy
1
2 `
3
2 ă s ă
3
4 ,
1
3 `
s
9 ă
1
p
ă 23 ´
s
3 ,
s
2 ´
1
2p ă
1
θ
ă 58 ´
3
2p `
s
4 ,
3
4 ´
3
2p ď
1
θ
ă min
"
1´ 2
p
,
1
q
*
.
Let α ă α0 ` 2β0 ´ 2 and assume that u and v are solutions of (4.1.1) with initial
data u0 and v0 in 9Bs2,qpR3q, respectively. Then, for each t ą 0 fixed,
lim
|Ω|Ñ8
|Ω|α}u´ v}Lθp0,8; 9Bs`p,q q “ 0 (4.4.2)
if and only if
lim
|Ω|Ñ8
|Ω|α}TΩptqpu0 ´ v0q}Lθp0,8; 9Bs`p,q q “ 0. (4.4.3)
Proof. First, for t ą 0 arbitrary we write
pu´ vqptq “ TΩptqpu0 ´ v0q `Bpu, uqptq ´Bpv, vqptq. (4.4.4)
Considering
1
r
“ 2
p
´ s3 and using Lemma 1.5.24 we have
}pub pu´ vq ` pu´ vq b vqpτq} 9Bs`r,q ď Cp}upτq} 9Bsp,q ` }upτq} 9Bsp,qq}pu´ vqpτq} 9Bsp,q . (4.4.5)
Thus, by equality TΩptqf “ T2Ω pt{2q e t2 ∆f , (4.4.5) and Ho¨lder inequality we can estimate
the 9Bs`2,q -norm of the nonlinear term in (4.4.4) as follows
}Bpu, uqptq ´Bpv, vqptq} 9Bs`2,q
ď C
ż t
0
}TΩpt´ τqP∇ ¨ pub pu´ vq ` pu´ vq b vqpτq} 9Bs`2,q dτ
ď C
ż t
0
pt´ τq´ 12´ 32p 1r´ 12q}e 12 pt´τq∆pub pu´ vq ` pu´ vq b vqpτq} 9Bs`r,q dτ
ď C
ż t
0
pt´ τq´ 12´ 32p 1r´ 12q´ 2 p}upτq} 9Bsp,q ` }upτq} 9Bsp,qq}pu´ vqpτq} 9Bsp,q dτ
ď Ct 12´ 2θ´ 32p 1r´ 12q´ 2 p}u}Lθp0,8; 9Bsp,qq ` }v}Lθp0,8; 9Bsp,qqq}u´ v}Lθp0,8; 9Bsp,qq,
where we have the integrability at τ “ t due to the condition
1
θ
ă 58 ´
3
2p `
s
4 ´

4 ùñ
1
2 ´
2
θ
´ 32
ˆ
1
r
´ 12
˙
´ 2 ą 0.
Since u and v are solutions of (4.1.1) with initial data u0 and v0 in 9Bs2,q, respectively, we
have
}u}Lθp0,8; 9Bs2,qq ď 2C0|Ω|´β0}u0} 9Bs2,q and }v}Lθp0,8; 9Bs2,qq ď 2C0|Ω|´β0}v0} 9Bs2,q . (4.4.6)
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Thus, for each t ą 0
|Ω|α}Bpu, uqptq ´Bpv, vqptq} 9Bs`2,q ď Ct
1
2´ 2θ´ 32p 1r´ 12q´ 2 |Ω|α´2β0 , for all |Ω| ě Ω0.
Since α ă 2β0, it follows that
lim
|Ω|Ñ8
|Ω|α}Bpu, uqptq ´Bpv, vqptq} 9Bs`2,q “ 0, for each t ą 0. (4.4.7)
In view of (4.4.4) and (4.4.7), we obtain the desired property.
For item piiq, we proceed similarly as in the proof of Lemma 4.2.4 by taking
f “ ubpu´vq`pu´vqbv in the nonlinear term of (4.4.4). Since 1
θ
ă 12´
3
2
ˆ
1
r
´ 1
p
˙
´ 2 ,
we can estimate
}Bpu, uq´Bpv, vq}Lθp0,8; 9Bs`p,q q ď C|Ω|´α0`

2 p}u}Lθp0,8; 9Bsp,qq`}v}Lθp0,8; 9Bsp,qqq}u´v}Lθp0,8; 9Bsp,qq
which implies that
|Ω|α}Bpu, uq ´Bpv, vq}Lθp0,8; 9Bs`p,q q ď C|Ω|α´α0`

2´2β0 , for all |Ω| ě Ω0. (4.4.8)
Now, we conclude (4.4.2)-(4.4.3) by letting |Ω| Ñ 8 and using (4.4.8) and (4.4.4).
˛
Remark 4.4.2. Let 1 ď q ă 8, and consider s, γ2, p and θ such that
1
2 ă s ă
3
4 , 0 ă γ2 ă
1
2
ˆ
1´ 1

˙
,
1
2γ2
ˆ
1
8 ´
s
4 ` γ2
˙
ď 1
p
ă 23 ´
s
3 , (4.4.9)
s
2 ´
1
2p ă
1
θ
ă 58 ´
3
2p `
s
4 ,
3
4 ´
3
2p ď
1
θ
ă 1´ 2
p
. (4.4.10)
Since
1
θ
ă 12 ´
3
2
ˆ
1
r
´ 1
p
˙
´ γ2
ˆ
1´ 2
p
˙
and
ˆ
log pe` |Ω|tq
1` |Ω|t
˙ 1
2p1´ 2pq “ log pe` |Ω|tq
1
2p1´ 2pq
p1` |Ω|tqγ1p1´ 2pq
1
p1` |Ω|tqγ2p1´ 2pq
ď p|Ω|tq´γ2p1´ 2pq,
where γ1, γ2 ą 0, γ1 ` γ2 “ 12 and γ2 ă
1
2
ˆ
1´ 1
e
˙
, we can estimate (similarly to Lemma
4.2.4) ›››Bpu, uq ´Bpv, vq›››
Lθp0,8; 9Bs`p,q q
ď C|Ω|´α0´γ2p1´ 2pqp}u}Lθp0,8; 9Bsp,qq ` }v}Lθp0,8; 9Bsp,qqq}u´ v}Lθp0,8; 9Bsp,qq
which implies
|Ω|α }Bpu, uq ´Bpv, vq}Lθp0,8; 9Bs`p,q q ď C|Ω|α´α0´γ2p1´
2
pq´2β0 .
Thus, for α ă α0 ` 2β0 ` γ2
ˆ
1´ 2
p
˙
, we obtain the properties (4.4.2)-(4.4.3).
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In what follows, we show some asymptotic behavior properties for the critical
case (i.e, s “ 1{2) as |Ω| Ñ 8.
Theorem 4.4.3. Let 2 ď q ď 8 and let u and v be mild solutions of (4.1.1) with initial
data u0 and v0 in F0, respectively. Then, for all α ě 0
lim
|Ω|Ñ8
|Ω|α}u´ v}
L4p0,8; 9B
1
2
3,qq
“ 0 if and only if lim
|Ω|Ñ8
|Ω|α}TΩptqpu0´ v0q}
L4p0,8; 9B
1
2
3,qq
“ 0.
(4.4.11)
Moreover, for each t ą 0 fixed, we have that
lim
|Ω|Ñ8
|Ω|α}uptq ´ vptq}
9B
1
2
2,q
“ 0, (4.4.12)
provided that
lim
|Ω|Ñ8
|Ω|α
ˆ
}TΩptqpu0 ´ v0q} 9B 122,q ` }TΩptqpu0 ´ v0q}L4p0,8; 9B 123,qq
˙
“ 0. (4.4.13)
Proof. By the proof of Theorem 4.3.3, we know that u P L4p0,8; 9B 123,qq with
}u}
L4p0,8; 9B
1
2
3,qq
ď 2C1δ, for all |Ω| ě Ω˜,
and similarly for v. Thus,
sup
|Ω|ěΩ˜
}u}
L4p0,8; 9B
1
2
3,qq
ď 2C1δ and sup
|Ω|ěΩ˜
}v}
L4p0,8; 9B
1
2
3,qq
ď 2C1δ. (4.4.14)
Next, we estimate
}u´ v}
L4p0,8; 9B
1
2
3,qq
ď}TΩptqpu0 ´ v0q}
L4p0,8; 9B
1
2
3,qq
` C2p}u}
L4p0,8; 9B
1
2
3,qq
` }v}
L4p0,8; 9B
1
2
3,qq
q}u´ v}
L4p0,8; 9B
1
2
3,qq
which yields
p1´ 4C1C2δq|Ω|α}u´ v}
L4p0,8; 9B
1
2
3,qq
ď |Ω|α}TΩptqpu0 ´ v0q}
L4p0,8; 9B
1
2
3,qq
, (4.4.15)
where C1, C2 and δ are as in the proof of Theorem 4.3.3. Since 1´ 4C1C2δ ą 0 and the
term on the right side converges to zero by hypotheses, it follows the “if ” part in (4.4.11).
For the reverse, we write (4.4.4) as
TΩptqpu0 ´ v0q “ u´ v ´ rBpu, uqptq ´Bpv, vqptqs (4.4.16)
and proceed similarly.
Next, we turn to (4.4.12). Applying the 9B
1
2
2,q-norm and using Lemma 4.2.5, we
obtain
}uptq´vptq}
9B
1
2
2,q
ď }TΩptqpu0´v0q} 9B 122,q `Cp}u}L4p0,8; 9B 123,qq`}v}L4p0,8; 9B 123,qqq}u´v}L4p0,8; 9B 123,qq,
(4.4.17)
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for each t ą 0. Multiplying (4.4.17) by |Ω|α, letting |Ω| Ñ 8, and using (4.4.14), (4.4.13)
and (4.4.11), we get (4.4.12).
˛
Remark 4.4.4. By the nature of the estimates we can see that, in fact, the limits in
(4.4.1) and in (4.4.12)-(4.4.13) can be taken uniform with respect to the time-variable in
each compact interval r0, T s.
Remark 4.4.5. Notice that we can take v0 “ 0 and v “ 0 in Theorems 4.4.1 and 4.4.3 and
obtain asymptotic behavior properties for u “ uΩ as |Ω| Ñ 8. In particular, in Theorem
4.4.3, we have that
lim
|Ω|Ñ8
|Ω|α}uΩ}
L4p0,8; 9B
1
2
3,qq
“ 0 provided that lim
|Ω|Ñ8
|Ω|α}TΩptqu0}
L4p0,8; 9B
1
2
3,qq
“ 0. (4.4.18)
In the case α “ 0, notice that the latter limit holds true for f P 9B1{22,q pR3q with 1 ď q ă 4
(see Lemma 4.2.3) and for all f P F0.
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