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1 Introduction
The detection of high-energy photon interactions at the Large Hadron Collider (LHC) opens
up the possibility of interesting and novel research [1, 2]. In particular, measurements of the
two-photon production of a pair of W-bosons provide sensitivity to anomalous quartic gauge
couplings of the gauge bosons. Exploratory studies [3, 4] showed potential for extending
the experimental reach by several orders of magnitude with respect to the best limits so
far obtained at the Tevatron [5] and LEP [6–13]. First measurements of the exclusive two-
photon production of muon and electron pairs at
√
s = 7 TeV, pp → p`+`−p, were made
using ∼40 pb−1 of data collected with the Compact Muon Solenoid (CMS) at the LHC in
2010 [14, 15]. The present analysis is based on the experimental technique developed in
ref. [14] and uses the full data sample collected by the CMS experiment in 2011.
In this analysis the µ±e∓ final state is used to search for fully exclusive (“elastic”)
pp→ pW+W−p production. Since both very forward-scattered protons escape detection,
such a production process is characterized by a primary vertex formed from a µ±e∓ pair
with no other tracks, with large transverse momentum, pT(µ
±e∓), and large invariant
mass, m(µ±e∓). This signature is also accessible via quasi-exclusive (“inelastic” or “proton
dissociative”) production, in which one or both of the incident protons dissociate into a low-
mass system that escapes detection, denoted as p∗. The two-photon signal γγ →W+W−
is therefore comprised of both the elastic and inelastic contributions.
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In the case of decays of the W+W− pair to same-flavor µ+µ− or e+e− final states,
the backgrounds are more than an order of magnitude larger than in the µ±e∓ final state.
Therefore in the present analysis, only the µ±e∓ channel is used to search for a pp →
p(∗)W+W−p(∗) signal. We use the µ+µ− channel to select a control sample of high-mass
pp → p(∗)µ+µ−p(∗) events originating mainly from direct γγ → µ+µ− production. Final
states containing a µ±e∓ pair may arise from direct decays of W± bosons to electrons and
muons or from W→ τν decays, with the τ subsequently decaying to an electron or a muon.
For brevity, we will refer to the full reaction as pp → p(∗)W+W−p(∗) → p(∗)µ±e∓p(∗),
where the final state is understood to contain between two and four undetected neutrinos,
in addition to the charged µ±e∓ pair.
We first use the pp → p(∗)µ+µ−p(∗) control sample to validate the selection by com-
paring the expected and observed numbers of events and to estimate from the data the
proton dissociative contribution. The dominant backgrounds in the µ±e∓ channel, due to
the inclusive production of W+W− and τ+τ− pairs, are then constrained using control
regions with low pT(µ
±e∓) or a low-multiplicity requirement for extra tracks originating
from the µ±e∓ vertex.
The data for the signal region are then compared to the standard model (SM) expec-
tation for the backgrounds and the γγ → W+W− signal. Finally, tails of the pT(µ±e∓)
distribution, where the SM γγ →W+W− contribution is expected to be small, are inves-
tigated to look for anomalous quartic gauge couplings [16].
The paper is organized as follows. Section 2 describes the CMS detector. Section 3
presents the theory related to the γγ → W+W− process and the approach to deal with
the anomalous couplings, together with the description of the simulated data. In section 4
the trigger, lepton identification, and preselection criteria employed in this analysis are
presented in detail. The study of the pp → p(∗)µ+µ−p(∗) control sample is discussed in
section 5, while the investigation of the µ±e∓ signal for the elastic and proton dissociative
W+W− production is presented in section 6. Next, section 7 describes the impact of the
systematic uncertainties encountered in this analysis along with the additional checks for
the background modelling. Finally, the results of this analysis are presented in section 8,
followed by the summary in section 9.
2 The CMS detector
A detailed description of the CMS experiment can be found elsewhere [17]. The central
feature of the CMS apparatus is a superconducting solenoid, of 6 m internal diameter.
Within the field volume are the silicon pixel and strip tracker, the crystal electromagnetic
calorimeter (ECAL), and the brass-scintillator hadron calorimeter (HCAL). Muons are
measured in gas-ionization detectors embedded in the steel flux-return yoke of the magnet.
Besides the barrel and endcap detectors, CMS has extensive forward calorimetry.
The CMS experiment uses a right-handed coordinate system, with the origin at the
nominal collision point, the x axis pointing towards the center of the LHC ring, the y
axis pointing up (perpendicular to the plane of LHC ring), and the z axis along the
anticlockwise-beam direction. The polar angle θ is measured from the positive z axis and
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Figure 1. Quartic gauge coupling (a) and t- (b) and u-channel (c) W-boson exchange diagrams
contributing to the γγ →W+W− process at leading order in the SM.
the azimuthal angle φ is measured, in radians, in the (x, y) plane relative to the x axis. The
silicon tracker covers a range of |η| < 2.4, where η = − ln[tan(θ/2)], and consists of three
layers made of 66 million 100×150µm2 pixels followed by ten microstrip layers, with strips
of pitch between 80 and 180µm. Muons are measured in the |η| < 2.4 range, with detection
planes made of three technologies: drift tubes, cathode strip chambers, and resistive-plate
chambers. The 3.8 T magnetic field, and the high granularity of the silicon tracker, allow
the transverse momentum of the muons matched to tracks in the silicon detector to be
measured with a resolution better than ∼1.5% for pT smaller than 100 GeV. The ECAL
provides coverage in a range of |η| < 1.479 in the barrel region and 1.479 < |η| < 3.0 in
the two endcap regions. The first level of the CMS trigger system, composed of custom
hardware processors, uses information from the calorimeters and muon detectors to select
(in less than 3µs) the most interesting events. The high-level trigger (HLT) processor farm
further decreases the event rate from 100 kHz to a few hundred Hz before data storage.
3 Theory and simulation
The electroweak sector of the SM [18–20] predicts 3- and 4-point vertices with the gauge
bosons, which are represented in the SM Lagrangian by the following terms for the quartic
WWγγ and triple WWγ couplings:
LWWγ = −ie (∂µAν − ∂νAµ)W+µW−ν
LWWγγ = −e2 (W+µ W−µAνAν −W+µ W−ν AµAν) (3.1)
where Aµ is the photon field and Wµ is the W-boson field. As a result, the diagrams that
represent the WWγγ interaction at lowest order in the perturbation series consist of both
quartic gauge coupling (figure 1(a)) and t- and u-channel W-boson exchange diagrams
(figure 1(b,c)).
Measurements of the quartic WWγγ coupling can be used to look for any deviation
from the SM predictions, which would reveal a sign of new physics [6]. One has to take
into account more generic couplings in order to study the possibility of such deviations
in high-energy collisions. Considering models with the anomalous triple gauge couplings,
the quartic WWγγ and triple WWγ couplings can be associated with a single anomalous
dimension-six operator [16]. The genuine anomalous quartic gauge couplings considered
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here are instead introduced via an effective Lagrangian containing new terms respecting
local U(1)EM and global custodial SU(2)C symmetry. Further imposing charge-conjugation
and parity symmetries, C- and P , results in a minimum of two additional dimension-six
terms, containing the parameters aW0 and a
W
C [16]:
L06 =
e2
8
aW0
Λ2
FµνF
µνW+αW−α −
e2
16 cos2 ΘW
aZ0
Λ2
FµνF
µνZαZα
LC6 =
−e2
16
aWC
Λ2
FµαF
µβ(W+αW−β +W
−αW+β )−
e2
16 cos2 ΘW
aZC
Λ2
FµαF
µβZαZβ
(3.2)
where Λcutoff is the energy cutoff scale for the form factor and the second terms in the
expressions are those corresponding to the Z-boson couplings. These genuine anomalous
quartic couplings are therefore completely independent of the SM triple and quartic gauge
couplings. While the γγ → W+W− process contains two triple gauge coupling vertices
involving t-channel W-boson exchange (figure 1 left), the sensitivity to anomalous triple
gauge couplings is not expected to significantly surpass the existing experimental limits on
WWγ couplings from single triple gauge coupling processes [4]. Hence, only anomalous
quartic gauge couplings are considered in the analysis, assuming no anomalous triple gauge
couplings are present.
The existing constraints on anomalous quartic gauge couplings from e+e− collisions at
LEP are derived from e+e− →W+W−γ and W+W− → γγ interactions in which the effec-
tive center-of-mass energy is limited to values well below the e+e− center-of-mass energy of√
s = 209 GeV. In contrast, the spectrum of γγ interactions at the LHC and the Tevatron
extends to much higher values, resulting in increased sensitivity to anomalous couplings.
The γγ → W+W− cross section increases quadratically with anomalous coupling
strength, and consequently unitarity is violated for high-energy γγ interactions. For anoma-
lous couplings aW0 /Λ
2, aWC /Λ
2 of order 10−5, the unitarity bound is already reached for
collisions with a γγ center-of-mass energy Wγγ ∼ 1 TeV [3, 4]. In order to tame this rising
of the cross section, both aW0 /Λ
2 and aWC /Λ
2 parameters are multiplied by a form factor:
aW0,C(W
2
γγ) =
aW0,C(
1 +
W 2γγ
Λ2cutoff
)p
where p is a free parameter, which is conventionally set to 2 (dipole form factor), following
previous studies of anomalous quartic gauge couplings [21, 22]. Because the new physics
that enters to regulate the cross section has an energy scale Λ and a form that are a priori
unknown, we consider both a scenario with a dipole form factor with energy cutoff scale
Λcutoff = 500 GeV, and a scenario with no form factor (i.e., Λcutoff →∞).
The γγ → W+W− signal is generated using CalcHEP2.5.4 [23], with
pythia6.422 [24] used to simulate the decay of the W+W− pair. The simulated inclu-
sive background samples used in this analysis are produced with MadGraph5 [25] for
W+W− + jets, W + jets, and tt¯ processes, and with powheg 1.0 [24, 26–28] for τ+τ−
pairs produced via the Drell-Yan process. In the simulated W+W− + jets, W + jets,
tt, and Drell-Yan background samples, τ -decays are handled by the tauola [29] pack-
age. Inclusive W+W− production at the LHC is expected to be dominated by s-channel
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and t-channel qq → W+W− interactions, followed by a small (∼ 3%) contribution from
gluon-gluon interactions [30]. This inclusive W+W− background sample is scaled to the
next-to-leading-order (NLO) prediction obtained from mcfm [31], which describes the ex-
perimentally measured cross section [32, 33] within the uncertainties. The underlying event
in all background processes is simulated using the Z2 tune [34] of pythia.
In addition to the inclusive W+W− backgrounds, we consider W+W− production from
single diffractive interactions, and from WW → WW scattering (vector boson fusion).
The diffractive W+W− background is generated using pompyt [35]. Single diffractive
W+W− production will result in events with a multiplicity of extra tracks lower than
that of non-diffractive production, and with large theoretical uncertainties related to sur-
vival probabilities that will suppress the visible cross section. We conservatively consider
the diffractive W+W− background with no survival probability correction in the default
background estimate. The two-photon processes, γγ → µ+µ− and γγ → τ+τ−, are pro-
duced using lpair [36, 37], which describes well the exclusive and quasi-exclusive dilepton
measurements of CMS [14, 15]. The contribution from (gluon-mediated) central exclusive
W+W− production is estimated to be .1% of the γγ →W+W− cross section [38] and is
neglected in the current analysis. The vbfnlo generator [39] is used to study backgrounds
from WW → WW scattering, with pythia used for hadronization and the decay of the
W+W− pair. All signal and background samples are produced with a detailed Geant4 [40]
simulation of the CMS detector.
4 Event selection
The data used in this analysis correspond to the full sample collected in 2011 at
√
s = 7 TeV
with the CMS detector. In the µ±e∓ channel all detector subsystems are required to
pass the standard data quality requirements, resulting in a sample with an integrated
luminosity of 5.05 fb−1. In the µ+µ− channel, which is used only as a control sample, a less
restrictive selection is used, requiring that only the muon or tracking systems pass the data
quality requirements. This results in a sample with a slightly higher integrated luminosity
of 5.24 fb−1.
In the µ±e∓ channel events are selected online by two electron-muon HLT algorithms
with asymmetric thresholds. The first algorithm requires a muon of 17 GeV and an electron
of 8 GeV, while the second requires a muon of 8 GeV and an electron of 17 GeV. In the
µ±µ∓ channel, dimuon triggers with asymmetric 17 GeV and 8 GeV thresholds on the two
muons are used for consistency with the µ±e∓ channel.
Muon candidates are required to pass a tight muon selection similar to that described
in detail in ref. [14]. Electrons are required to pass a medium identification selection with
criteria chosen to ensure the oﬄine selection is tighter than the trigger requirement. The
electron selection is similar to that of ref. [41] and includes requirements on the shower
shape measured in the ECAL, the transverse and longitudinal impact parameters with
respect to the primary vertex, an isolation criterion based on combined information from
the silicon tracker and calorimeters, the number of missing hits on the electron track, and
the incompatibility of the electron and nearby tracks with those originating from a photon
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conversion. A particle flow (PF) algorithm [42] is used to reconstruct particles in the event
by combining information from all detector systems. The missing transverse energy ET/ is
then computed from the negative vector sum of all particles.
After trigger selection and lepton identification, a first preselection criterion is applied
oﬄine on the data by requiring a reconstructed muon and electron of opposite charge,
each having pT > 20 GeV and |η| < 2.4, matched to a common primary vertex with fewer
than 15 additional tracks. After the trigger selection, the leptons are required to have an
invariant mass m(`+`′−) > 20 GeV in both the µ±e∓ and µ+µ− channels. In the remainder
of this paper we will use the notation pT(`
+, `′−) to indicate a pT selection applied to each
lepton of the pair, and pT(`
+`′−) to indicate the pT of the pair.
At high luminosities, almost all signal events will have additional interactions within
the same bunch crossing (“pileup”), that produce extra charged tracks and extra activity
in the calorimeters. During the 2011 LHC run the average number of interactions per
crossing was approximately 9. In order to retain efficiency in high pileup conditions, a
selection based only on the number of charged tracks originating from the same primary
vertex as the `+`′− pair is used, similar to the method in ref. [14].
In the µ±e∓ channel the SM signal region is defined to have zero extra tracks associated
with the µ±e∓ vertex, and transverse momentum of the pair pT(µ±e∓) > 30 GeV. The
first requirement rejects backgrounds from inclusive production, while the second is chosen
based on the simulated pT(µ
±e∓) distribution of the signal and τ+τ− background events.
The efficiency for reconstruction of primary vertices with two or more tracks has been
measured to be ≥98% in simulation, and ≥99% in data. In addition, events are only
accepted as µ±e∓ events if they have failed to satisfy the µ±µ∓ selection, in order to reject
γγ → µ+µ− events with the muon misidentified as an electron due to a bremsstrahlung
photon overlapping with the muon track.
For the anomalous quartic gauge couplings search, a restricted region of pT(µ
±e∓) >
100 GeV is used. This is chosen to reduce the expected SM γγ → W+W− contribution
to approximately 0.1 events after all selection requirements, while retaining sensitivity to
anomalous couplings of order 10−4 for Λcutoff = 500 GeV or larger (figure 2). This corre-
sponds to values of the anomalous quartic gauge coupling parameters approximately two
orders of magnitude smaller than the limits obtained at LEP [7, 8, 12, 13] and approxi-
mately one order of magnitude smaller than Tevatron limits [5].
5 Cross checks with µ+µ− events
In the case of same-flavor dilepton final states, the background due to Drell-Yan
(pp→ `±`∓X) or pp→ p(∗)`±`∓p(∗) production is more than an order of magnitude larger
than the unlike-flavor µ±e∓ channel of the γγ → W+W− signal for the same selection
criteria. The semileptonic and fully hadronic channels, in which one or both Ws decay into
a qq pair, are similarly dominated by background and complicated by the requirement of
matching the constituents of the resulting jets to the primary vertex. As a test benchmark
for high-mass lepton pair detection, elastic γγ → µ+µ− production is used because of the
small theoretical uncertainties on the cross section [36].
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Figure 2. Transverse momentum distribution of lepton pairs for the γγ → W+W− process at
generator level in the SM (shaded histogram), and for several values of anomalous quartic gauge
coupling parameters aW0 and a
W
C (open histograms). In this plot Λcutoff = 500 GeV is the energy
cutoff scale in the dipole form factor.
The dimuon sample with zero extra tracks is divided into two kinematic regions based
on the pT balance (|∆pT(µ+µ−)|) and acoplanarity (1 − |∆φ(µ+µ−)/pi|) of the pair. The
first region with 1 − |∆φ(µ+µ−)/pi| < 0.1 and |∆pT(µ+µ−)| < 1 GeV is defined as the
“elastic” region, where the dimuon kinematic requirements are consistent with elastic
pp → pµ+µ−p events where both protons remain intact [14]. The second region with
1− |∆φ(µ+µ−)/pi| > 0.1 or |∆pT(µ+µ−)| > 1 GeV (“dissociation” selection) is dominated
by γγ → µ+µ− interactions in which one or both protons dissociate. The latter process is
less well-known theoretically, and subject to corrections from rescattering, in which strong
interactions between the protons produce additional hadronic activity. As this effect is not
included in the simulation, it may lead to a significant over-estimate of the proton disso-
ciation contribution in two-photon interactions [43]. We therefore use this second control
region to estimate the proton dissociation yield directly from data.
The contributions from exclusive Z production are expected to be negligible compared
to the cross section of approximately 0.5 pb from γγ → µ+µ−, with pT(µ+, µ−) > 20 GeV.
Exclusive Z photoproduction, γp → Zp, is expected to have a cross section smaller than
1 fb after taking into account the branching fraction to µ+µ− [44–46], while the γγ → Z
process is forbidden at tree level. The Z-boson peak therefore provides another cross-check
of the residual inclusive Drell-Yan contamination in both regions. In figure 3 the invariant
mass distribution in the elastic-enhanced region is shown, with the marked Z-peak region
defined as 70 GeV < m(µ+µ−) < 106 GeV. In figure 4 the dimuon kinematic distributions
for events having zero extra tracks are shown. The distributions are plotted separately
for the Z-peak region, which is expected to include a large inclusive Drell-Yan component,
and for the region outside the Z peak, which is expected to be dominated by two-photon
interactions. For the kinematic distributions with zero extra tracks originating from the
– 7 –
J
H
E
P07(2013)116
) [GeV]µµm(
50 100 150 200 250 300
Ev
en
ts
 / 
5 
G
eV
20
40
60
80
100
120
140 Z region
-1
 = 7 TeV, L = 5.24 fbsCMS, 
Data
 (double-dissociation)-µ+µ→γγLPAIR 
 (single-dissociation)-µ+µ→γγLPAIR 
 (elastic)-µ+µ→γγLPAIR 
-τ+τDrell-Yan 
-µ+µDrell-Yan 
Figure 3. Invariant mass distribution of the muon pairs for the elastic selection with no additional
track on the dimuon vertex. The dashed lines indicate the Z-peak region. The hatched bands
indicate the statistical uncertainty in the simulation.
Region Data Simulation Data/Simulation
Elastic 820 906± 9 0.91± 0.03
Dissociation 1312 1830± 17 0.72± 0.02
Total 2132 2736± 19 0.78± 0.02
Table 1. Total number of data events compared to the sum of all the background events expected in
the two control regions, after trigger and preselection criteria. The uncertainties are statistical only.
µ+µ− production vertex, good agreement is observed between data and simulation. This
confirms that pileup effects and low-multiplicity fluctuations of the inclusive Drell-Yan
processes are well modeled. The hatched bands indicate the statistical uncertainty. In
figure 5 the dimuon pair invariant mass is plotted for the dissociation selection with zero
extra tracks.
Table 1 lists the number of events with zero extra tracks seen in the data and expected
from simulation in the µ+µ− sample after trigger and preselection criteria. In the elastic
region, the sum of all contributions in simulation using the lpair generator is ∼10% greater
than the yield observed in data. In the dissociation region, which is expected to be most
affected by rescattering corrections [43], an overall deficit of 28% is observed in the data.
As seen in figure 6, this deficit is particularly large at high pT(µ
+µ−).
The suppression due to rescattering corrections is particularly significant in the case of
quasi-exclusive production when one or both incident protons dissociate. This suppression
is practically impossible to calculate from first principles as it involves very soft interactions
and only phenomenological models are available. Therefore, using the low-background
sample of dimuons produced via two-photon interactions, we use the data to determine
an effective, observed “luminosity” of two-photon interactions at high energies relevant for
W-pair production. For this purpose, the number of detected dimuon events with invariant
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Figure 4. Kinematic distributions for the elastic selection, for the Z region only
(70 GeV< m(µ+µ−) <106 GeV, left panel) and with the Z region removed (right panel). The acopla-
narity (above) and pT of µ
+µ− pairs with zero extra tracks (below) are shown. The hatched bands
indicate the statistical uncertainty in the simulation.
mass over 160 GeV, corrected for the DY contribution, is divided by the prediction for the
fully exclusive, elastic production predicted by lpair,
F =
Nµµ data −NDY
Nelastic
∣∣∣∣
m(µ+µ−)>160 GeV
,
F = 3.23± 0.53.
(5.1)
This factor F is then be applied to scale the CalcHEP signal prediction and obtain
the total cross section for two-photon W+W− production including elastic and proton
dissociative contributions. This assumes the dilepton kinematics are the same in elastic and
proton dissociative production, with the difference in efficiency arising from the requirement
of zero extra tracks originating from the W+W− production vertex.
A total uncertainty of 16% on this factor F is assigned, which has two independent
sources. The first source is a 15.5% statistical uncertainty in the determination of this
factor from the high-mass dimuon data. The second source is due to applying the scale
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Figure 5. Invariant mass distribution of the muon pairs for the dissociation selection. The dashed
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Figure 6. Transverse momentum distribution for µ+µ− pairs with zero extra tracks passing the
dissociation selection, for the Z region only (left), and with the Z region removed (right). The
hatched bands indicate the statistical uncertainty in the simulation.
factor derived from the matrix-element lpair generator to the γγ →W+W− signal sample
produced with CalcHEP according to the equivalent photon approximation (EPA) [47].
This is checked by comparing the lpair prediction with the EPA prediction for muon pair
production above 160 GeV in invariant mass, and is taken conservatively as 5%.
6 The W+W− → µ±e∓ signal
The SM cross section for the purely elastic process pp → pW+W−p is predicted to be
40.0 fb using CalcHEP, or 1.2 fb for the cross section times branching fraction to µ±e∓
final states [48]. Using the scale factor F extracted from the high-mass γγ → µ+µ−
– 10 –
J
H
E
P07(2013)116
Selection step Signal ×A Visible cross section (fb) Events in data
Trigger and preselection 28.5% 1.1 9086
m(µ±e∓) > 20 GeV 28.0% 1.1 8200
Muon ID and Electron ID 22.6% 0.9 1222
µ±e∓ vertex with zero extra tracks 13.7% 0.6 6
pT(µ
±e∓) > 30 GeV 10.6% 0.4 2
Table 2. Product of the signal efficiency and the acceptance, visible cross section, and number
of events selected in data at each stage of the selection. The preselection requires a reconstructed
muon and electron of opposite charge, each having pT > 20 GeV and |η| < 2.4, matched to a
common primary vertex with fewer than 15 additional tracks.
Region Background process Nextra tracks pT(µ
±e∓)
1 Inclusive W+W− 1 ≤ Nextra tracks ≤ 6 >30 GeV
2 Inclusive Drell-Yan τ+τ− 1 ≤ Nextra tracks ≤ 6 <30 GeV
3 γγ → τ+τ− Nextra tracks = 0 <30 GeV
Table 3. Definitions for the three independent control regions.
sample to account for the additional proton dissociation contribution, the total predicted
cross section times branching fraction is:
σtheory(pp→ p(∗)W+W−p(∗) → p(∗)µ±e∓p(∗)) = 4.0± 0.7 fb.
The acceptance for the SM signal in the fiducial region |η(µ, e)| < 2.4, pT(µ, e) > 20 GeV
is determined to be 55% using the CalcHEP generator.
The predicted visible cross section at each stage of the selection, defined as the pre-
dicted cross section multiplied by the efficiency and acceptance, is shown in table 2, together
with the efficiency and acceptance for the signal, and the corresponding number of events
selected from the data sample. The signal inefficiency introduced by the requirement of zero
extra tracks on the µ±e∓ vertex reflects the effect of pileup. As described in ref. [14], with
increasing pileup there is a higher probability of finding tracks from a pileup interaction in
close proximity to the dilepton signal vertex. The incorrect assignment of these tracks to
the signal vertex by the vertex clustering algorithm will lead to signal events being rejected.
In the 2011 data sample with an average of 9 interactions per bunch crossing, this results
in the rejection of ∼40% of signal events that would pass other selection requirements.
To check the modelling of the individual background contributions, we define three
independent control regions based on the number of tracks associated to the µ±e∓ vertex
and the pT of the µ
±e∓ pair, as defined in table 3. To study the inclusive backgrounds,
we select two control regions with 1–6 extra tracks associated to the µ±e∓ vertex. The
first region has pT(µ
±e∓) < 30 GeV and is dominated by inclusive Drell-Yan production
of τ+τ− and the second, with pT(µ±e∓) > 30 GeV, is dominated by inclusive W+W−
production. In order to select a sample with a significant fraction of γγ → τ+τ− events,
we define a third control region having zero extra tracks, but pT(µ
±e∓) < 30 GeV.
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Region Background process Data Sum of backgrounds γγ →W+W− signal
1 Inclusive W+W− 43 46.2± 1.7 1.0
2 Inclusive Drell-Yan τ+τ− 182 256.7± 10.1 0.3
3 γγ → τ+τ− 4 2.6± 0.8 0.7
Table 4. Background event yields for the three independent control regions.
We first compare the data to the expected backgrounds from simulation in the inclusive
W+W− region. The predicted pompyt diffractive W+W− contribution is, very conserva-
tively, added to the other backgrounds, without accounting for any survival probabilities
or overlap with the inclusive W+W− sample. To study the W + jets backgrounds, for
which the contribution is mainly from misidentified leptons or non-prompt leptons in jets,
we select a control sample of events with pT(µ
±e∓) > 30 GeV, where at least one of the
two lepton candidates fails the nominal oﬄine identification criteria. This sample is then
normalized to the simulation in the high-multiplicity (more than 6 extra tracks) region
and used to estimate the W+jets background in the signal and inclusive W+W− control
regions. Figure 7 shows the distribution of the number of extra tracks for the W+W−
region with pT(µ
±e∓) > 30 GeV, together with the invariant mass and acoplanarity of the
events with 1–6 extra tracks. In general the data are consistent with the sum of simulated
backgrounds in this region.
In the Drell-Yan τ+τ−-dominated region with pT(µ±e∓) < 30 GeV and 1–6 tracks we
find general agreement in the dilepton kinematic distributions, but an overall deficit in the
data sample compared to simulation, with 256.7 ± 10.1 background events expected and
182 observed. Figure 8 shows the distribution of the number of extra tracks for the events
with with pT(µ
±e∓) < 30 GeV, together with the invariant mass and acoplanarity of the
events with 1–6 extra tracks.
In the τ+τ− sample with zero extra tracks, we find four events in the data sample,
compared to a background expectation of 2.5 events from simulation, plus 0.9 events from
the γγ →W+W− signal. The expected contribution to the background from γγ → τ+τ−
is approximately 0.7 events. The invariant mass and acoplanarity distributions are shown
in figure 9.
Table 4 summarizes the observed and expected background event yields for the three
independent control regions. Tracks from pileup vertices may be wrongly associated to
the µ±e∓ vertex from a γγ → W+W− event, resulting in signal events being classified
as 1–6 tracks events. This signal contamination, as well as that from signal events with
pT(µ
±e∓) < 30 GeV, is estimated from simulation to be approximately one event or less in
any of the control regions.
We use the simulated background sample, corrected for trigger and lepton identifica-
tion efficiencies, to estimate the backgrounds in the signal region. The W+jets contribution
to the background is estimated from the control sample of events with lepton identification
inverted, while the γγ → τ+τ− contribution is normalized using the factor derived from
the high-mass γγ → µ+µ− data sample. No simulated Drell-Yan τ+τ− events survive all
selection criteria, and a deficit of data compared to simulation is observed in the corre-
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Figure 7. Data compared to simulation in control region 1. The µ±e∓ invariant mass (above
left) and acoplanarity (above right) are shown for events with 1–6 extra tracks on the µ±e∓ vertex
and pT(µ
±e∓) > 30 GeV. The number of additional tracks on the electron-muon primary vertex
is shown for events with pT(µ
±e∓) > 30 GeV (below). The shaded bands indicate the statistical
uncertainty in the background estimation. The signal (open histogram) is shown stacked on top of
the backgrounds.
sponding control region with 1–6 extra tracks and pT(µ
±e∓) < 30 GeV. Given this, and
the agreement with data in the W+W− control region with 1–6 extra tracks and the τ+τ−
region with zero extra tracks, no additional rescaling of the backgrounds is performed. The
estimated background is 0.84 ± 0.15 events, including the systematic uncertainty on the
backgrounds.
7 Systematics and cross-checks
The systematic uncertainties affecting the signal are summarized in table 5. The uncer-
tainty on the delivered 2011 luminosity is 2.2% [49]. The lepton trigger and selection
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Figure 8. Data compared to simulation in control region 2. The µ±e∓ invariant mass (above
left) and acoplanarity (above right) are shown for events with 1–6 extra tracks on the µ±e∓ vertex
and pT(µ
±e∓) < 30 GeV. The number of additional tracks on the electron-muon primary vertex
is shown for events with pT(µ
±e∓) < 30 GeV (below). The shaded bands indicate the statistical
uncertainty in the background estimation. The signal (open histogram) is shown stacked on top of
the backgrounds.
efficiency corrections are varied by their ±1σ statistical uncertainties, with the direction
of the variation within each pT and η bin correlated. The largest variation in the expected
signal (when varying the efficiency scale factors by +1σ) is 4.2%, which is taken as a sys-
tematic uncertainty on the signal yield. The variation in the sum of backgrounds expected
from simulation due to the trigger and lepton selection is 3.7%, which is taken as a com-
ponent of the systematic uncertainty on the background estimate. The uncertainty on the
efficiency for reconstructing vertices with two tracks is estimated to be 1.0%, based on the
data vs. simulation difference obtained from the method described in ref. [50].
The efficiency of the exclusivity selection, including effects from pileup, is checked us-
ing the γγ → µ+µ− control sample. Using the elastic control region, where the theoretical
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Figure 9. Data compared to simulation for control region 3. The µ±e∓ invariant mass (left)
and acoplanarity (right) are displayed for events with zero extra tracks on the µ±e∓ vertex and
pT(µ
±e∓) < 30 GeV. The shaded bands indicate the statistical uncertainty in the background
estimation. The signal (open histogram) is shown stacked on top of the backgrounds.
uncertainties are smallest, we assign a 10% systematic uncertainty based on the level of
agreement between data and simulation. In addition, we check the stability of the agree-
ment between data and simulation as a function of pileup, using samples ranging from a
minimum of 1-5 reconstructed vertices to a maximum of 11–20.
The predictions for both the γγ →W+W− signal and the γγ → τ+τ− background are
rescaled to reflect the contribution of proton dissociation, as derived from the high-mass
γγ → µ+µ− sample. As described in section 5, a total uncertainty of 16% is assigned to
this factor scale factor F , based on the statistical uncertainty of the high-mass γγ → µ+µ−
control sample and the difference between the matrix-element and EPA approaches.
As a cross-check we perform several alternative estimates and tests of the nominal
background contribution of 0.84 ± 0.15 events. To check the sensitivity to the simulation
of the dominant W+W− background, we replace the default MadGraph sample with
a pythia sample normalized to the NLO cross section. The agreement with data in
the control region is similar to that of MadGraph and results in a total background
estimate of 0.71 ± 0.21 (stat.) events in the signal region. Scaling the inclusive W+W−
background to the central value of the CMS cross section measurement [30], rather than
the NLO prediction, would change the total background estimate to 0.88 ± 0.15 events.
This change is smaller than the uncertainty on the nominal estimate. The sensitivity
to the diffractive component of the W+W− background is further tested by varying the
cross section between 0% and 200% of the nominal value. This results in a variation of
±0.03 events in the total background estimate. The contribution from vector boson fusion
(VBF), WW → WW, is estimated using the vbfnlo event generator. No VBF events
survive all selections, corresponding to an upper limit of ∼0.1 events at 95% Confidence
Level (CL). The contribution of VBF in the 1–6 tracks control region is estimated to be
approximately 0.1 events.
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Signal uncertainty Background uncertainty (events)
Trigger and lepton identification 4.2% 0.02
Luminosity 2.2% 0.005
Vertexing efficiency 1.0% 0.005
Exclusivity and pileup dependence 10.0% 0.05
Proton dissociation factor 16.3% 0.02
Table 5. Summary of systematic uncertainties.
In addition, we take advantage of the lack of correlation between the number of the
extra tracks and pT(µ
±e∓) in the main background processes to estimate the background
from data using the three control regions defined in section 6. With uncorrelated variables
the relationship between the number of events in each region can be expressed as ND/NA =
NB/NC , where NA, NB, and NC represent the backgrounds in the inclusive W
+W−,
γγ → τ+τ−, and inclusive Drell-Yan τ+τ− control regions, respectively, and ND represents
the background in the signal region. The background in the signal region is then obtained
by solving for ND, resulting in the expression ND = (NA×NB)/NC . After subtracting the
signal contamination estimated from simulation in each region, the resulting background
estimate is 0.77 ± 0.44 (stat.) events, with a large statistical uncertainty due to the low
statistics in the γγ → τ+τ− control region.
We also examine same-sign µ±e± events in data to check for possible backgrounds not
included in the simulation, because the main W+W− and τ+τ− backgrounds considered
in the analysis are producing opposite-sign lepton pairs. In the control region which has
events containing 1–6 extra tracks we find 8 same-sign events with pT(µ
±e±) > 30 GeV
passing all selection criteria and 11 events with pT(µ
±e±) < 30 GeV. No events with fewer
than two extra tracks on the µ±e± vertex are observed in the full data sample.
Although no Drell-Yan τ+τ− events from the simulation survive all selection criteria,
the largest discrepancy between the data sample and the simulated sample is seen in the
corresponding control region with 1–6 extra tracks and pT(µ
±e∓) < 30 GeV. Therefore we
perform a final check by recalculating the τ+τ− backgrounds using an “embedding” pro-
cedure, in which µ+µ− events are selected in data, and the muons replaced with simulated
τ decays to final states containing an electron and a muon [51]. In the Drell-Yan control
region the embedded sample predicts 165± 4 events compared to 182 observed in the data
sample. In the signal region, the total background estimated using the embedded sample
is 0.67 ± 0.15 events, which is consistent with the nominal background estimate.
The uncertainty in the background estimate includes the statistical uncertainty of
the simulated samples or control samples used to evaluate the backgrounds in the signal
region. The uncertainties due to trigger and lepton identification, vertexing efficiency, and
the exclusivity selection are also applied to the backgrounds that are taken from simulation.
An additional uncertainty of 16% is assigned to the γγ → τ+τ− background, reflecting the
uncertainty in the normalization of the proton dissociation contribution derived from the
γγ → µ+µ− control sample.
– 16 –
J
H
E
P07(2013)116
) [GeV]µm(e
0 200 400 600 800 1000
Ev
en
ts
/1
00
 G
eV
0
1
2
3
4
5
6
7
8
Data -τ+τDrell-Yan 
-W+Inclusive W -W+Diffractive W
tt W+jets
-τ+τ → γγElastic -τ+τ → γγInelastic 
 (SM)-W+ W→ γγ
-1
 = 7 TeV, L = 5.05 fbsCMS, 
|pi)/µ(eφ ∆1 - |0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Ev
en
ts
/0
.2
0
1
2
3
4
5
6
7
8
Data -τ+τDrell-Yan 
-W+Inclusive W -W+Diffractive W
tt W+jets
-τ+τ → γγElastic -τ+τ → γγInelastic 
 (SM)-W+ W→ γγ
-1
 = 7 TeV, L = 5.05 fbsCMS, 
 [GeV]TE
0 50 100 150 200 250 300
Ev
en
ts
/3
0 
G
eV
0
1
2
3
4
5
6
7
8
Data -τ+τDrell-Yan 
-W+Inclusive W -W+Diffractive W
tt W+jets
-τ+τ → γγElastic -τ+τ → γγInelastic 
 (SM)-W+ W→ γγ
-1
 = 7 TeV, L = 5.05 fbsCMS, 
Figure 10. The µ±e∓ invariant mass (top left), acoplanarity (top right), and missing transverse
energy (bottom) distributions, for events in the signal region with zero extra tracks on the µ±e∓
vertex and pT(µ
±e∓) > 30 GeV. The backgrounds (solid histograms) are stacked with statistical
uncertainties indicated by the shaded region, the signal (open histogram) is stacked on top of the
backgrounds.
8 Results
Examining the SM γγ →W+W− signal region, we find two events passing all the selection
criteria, compared to the expectation of 2.2± 0.4 signal events and 0.84± 0.15 background
events, including the systematic uncertainties listed in table 5.
We convert the observed results into a cross section and upper limit for events with
zero extra tracks within |η| < 2.4, using the expression σ = N/( × A × L), where N is
the number of events observed, and  × A is the efficiency times acceptance for a SM-like
signal. Correcting for efficiency, acceptance, and backgrounds, the best fit signal cross
section times branching fraction is:
σ(pp→ p(∗)W+W−p(∗) → p(∗)µ±e∓p(∗)) = 2.2+3.3−2.0 fb,
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Figure 11. The pT(µ
±e∓) distribution for events with zero extra tracks (left) and multiplicity of
extra tracks for events with pT(µ
±e∓) > 100 GeV (right). The backgrounds (solid histograms) are
stacked with statistical uncertainties indicated by the shaded region, the signal (open histogram)
is stacked on top of the backgrounds. The expected signal is shown for the SM γγ → W+W−
signal (solid lines) and for two representative values of the anomalous couplings aW0 /Λ
2 and aWC /Λ
2
(dotted and dashed lines).
with a significance of ∼1σ. With statistical uncertainties only, the resulting value of the
cross section times branching fraction is 2.2+3.2−2.0 (stat.) fb.
The observed upper limit is estimated using the Feldman-Cousins method [52] to be
2.6 times the expected SM yield at 95% CL. The median expected limit in the absence
of signal is 1.5+1.0−0.6 times the expected SM yield. Converting this to a limit on the cross
section we find at 95% CL:
σ(pp→ p(∗)W+W−p(∗) → p(∗)µ±e∓p(∗)) < 10.6 fb.
The SM prediction is 4.0 ± 0.7 fb, including the uncertainty in the contribution of proton
dissociation. The dilepton invariant mass, acoplanarity, and missing transverse energy in
the two selected events are consistent with the expectation for the sum of backgrounds and
SM γγ →W+W− signal (figure 10).
The pT(µ
±e∓) distribution for events with zero extra tracks, and the extra tracks
multiplicity for events with pT(µ
±e∓) > 100 GeV, are shown in figure 11. In the anomalous
quartic gauge coupling search region pT(µ
±e∓) > 100 GeV, zero events are observed in data,
which is consistent with the SM expectation of 0.14, dominated by pp→ p(∗)W+W−p(∗).
We find that the selection efficiency does not vary strongly between the simulated SM
and anomalous quartic gauge coupling samples within the detector acceptance (table 6)
and, therefore, set an upper limit on the partial cross section times branching fraction for
γγ → W+W− → µ±e∓ with pT(µ, e) > 20 GeV, |η(µ, e)| < 2.4 (for single leptons), and
pT(µ
±e∓) > 100 GeV for the pair. We treat the residual SM pp→ p(∗)W+W−p(∗) signal as
a background, resulting in a total of 0.14±0.02 expected events, and include an additional
systematic uncertainty of 10% based on the maximum relative variation of the efficiency
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aW0 /Λ
2 [GeV−2] 0 2× 10−4 −2× 10−4 7.5× 10−6 0
aWC /Λ
2 [GeV−2] 0 0 −8× 10−4 0 2.5× 10−5
Λ [GeV] — 500 500 No form factor No form factor
Efficiency 30.5± 5.0% 29.8± 2.1% 31.3± 1.8% 36.0± 1.7% 36.3± 1.8%
Table 6. Signal efficiency of all trigger, reconstruction, and analysis selections, relative to the
acceptance [pT(µ, e) > 20 GeV, |η(µ, e)| < 2.4, pT(µ±e∓) > 100 GeV] for the SM and for four
representative values of the anomalous couplings aW0 /Λ
2 and aWC /Λ
2, with and without form factors.
between the SM simulation and the samples generated with two values of the anomalous
couplings.
Using the Feldman-Cousins method [52], the 95% CL confidence interval for the Pois-
son mean for signal events is [0,3.0] if the uncertainty on the background mean is neglected.
Inserting the uncertainty on the background into the frequentist interval construction re-
duces the upper endpoint, as it changes the nature of the problem from a purely discrete
observation with typical over-coverage to a continuous problem with exact coverage. To
avoid an effect such as this, Cousins and Highland [53] advocated a Bayesian treatment of
the nuisance parameter, which in a case such as the present one leaves the upper endpoint
essentially unchanged. This results in an upper limit on the partial cross section times
branching fraction at 95% CL with the selections pT(µ, e) > 20 GeV, |η(µ, e)| < 2.4, and
pT(µ
±e∓) > 100 GeV:
σ(pp→ p(∗)W+W−p(∗) → p(∗)µ±e∓p(∗)) < 1.9 fb.
We further investigate the behavior of the limit in different statistical approaches,
with and without the systematic uncertainties included as nuisance parameters. The limits
derived from a profile likelihood method, a Bayesian method with a flat prior, the Feldman-
Cousins method, the Cousins and Highland method, and the CLS method [54] range from
1.9 to 3.3 events at 95% CL.
The expected number of events observed as a function of the anomalous quartic gauge
coupling parameters is interpolated from simulated samples and used to construct 95%
CL intervals according to the Feldman-Cousins prescription. With a dipole form factor of
Λcutoff = 500 GeV, the limits obtained on each anomalous quartic gauge coupling parameter
with the other fixed to zero are:
−0.00015 < aW0 /Λ2 < 0.00015 GeV−2 (aWC /Λ2 = 0,Λcutoff = 500 GeV),
−0.0005 < aWC /Λ2 < 0.0005 GeV−2 (aW0 /Λ2 = 0,Λcutoff = 500 GeV).
These limits are approximately 20 times more stringent than the best limits obtained
at the Tevatron [5] with a dipole form factor of Λcutoff = 500 GeV, and approximately two
orders of magnitude more stringent than the best limits obtained at LEP [7, 8, 12, 13].
We perform a similar procedure to derive two dimensional limits on the aW0 /Λ
2 and
aWC /Λ
2 parameters. A large number of samples generated with a fast simulation of the CMS
detector [55] is used to confirm that the signal efficiency of all trigger, reconstruction, and
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Figure 12. Excluded values of the anomalous coupling parameters aW0 /Λ
2 and aWC /Λ
2 with
Λcutoff = 500 GeV. The area outside the solid contour is excluded by this measurement at 95% CL,
obtained for pT(µ, e) > 20 GeV, |η(µ, e)| < 2.4, pT(µ±e∓) > 100 GeV. The predicted cross sections
are rescaled to include the contribution from proton dissociation.
analysis selections, relative to the acceptance, is flat across the anomalous quartic gauge
coupling sample space, and to derive a parameterized dependence of the cross section on
the anomalous couplings. The resulting two-dimensional 95% confidence region is shown
in figure 12, including the form factor with Λcutoff = 500 GeV.
We also obtain the corresponding limits without form factors. In this case the cross
section is dominated by the region of high energy γγ interactions, above the unitarity
bound. This leads to one dimensional limits on each of the anomalous couplings, with the
other fixed to zero, that are much smaller than in the scenario with form factors:
−4.0× 10−6 < aW0 /Λ2 < 4.0× 10−6 GeV−2 (aWC /Λ2 = 0,no form factor),
−1.5× 10−5 < aWC /Λ2 < 1.5× 10−5 GeV−2 (aW0 /Λ2 = 0,no form factor).
These limits are approximately two orders of magnitude more restrictive than limits
obtained at the Tevatron without form factors [5].
9 Summary
A search for exclusive and quasi-exclusive two-photon production of W+W− in the µ±e∓
channel, pp→ p(∗)W+W−p(∗) → p(∗)µ±e∓p(∗), has been performed using 5.05 fb−1 of data
collected at a center-of-mass energy of 7 TeV by the CMS detector in 2011. The efficiencies
and theoretical predictions for the signal have been checked using γγ → µ+µ− events,
while the backgrounds are constrained from the data using control regions defined by the
number of extra tracks and by the pT of the µ
±e∓ pair.
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In a region sensitive to SM γγ → W+W− production with pT(µ±e∓) > 30 GeV,
two events are observed, with a background expectation of 0.84± 0.15. The signal expec-
tation is 2.2± 0.4 events, with the uncertainty on the theory reflecting the uncertainty on
the proton dissociation contribution. The significance of the signal is ∼1σ, with a 95% CL
upper limit on the SM cross section of 10.6 fb.
In the region with pT(µ
±e∓) > 100 GeV, where the SM contribution is expected to be
small, no events are observed. A limit is set on the partial cross section times branching
fraction within the acceptance of pT(µ, e) > 20 GeV, |η(µ, e)| < 2.4, pT(µ±e∓) > 100 GeV
at 95% CL:
σ(pp→ p(∗)W+W−p(∗) → p(∗)µ±e∓p(∗)) < 1.9 fb.
We use this subsample to set limits on the anomalous quartic gauge coupling parame-
ters, which results in values of the order of 1.5×10−4 GeV−2 for aW0 /Λ2 and 5×10−4 GeV−2
for aWC /Λ
2, assuming a dipole form factor with the energy cutoff scale at Λcutoff = 500 GeV.
These limits are approximately 20 times more stringent than the best limits obtained at
the Tevatron, and approximately two orders of magnitude more stringent than the best
limits obtained at LEP. With no form factors, the limits on the anomalous quartic gauge
coupling parameters would be of order 10−5 GeV−2 and below, driven by high-energy γγ
interactions beyond the unitarity bound.
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