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Abstract
We consider a single-server GI/GI/1 queueing system with feedback. We assume
the service time distribution to be (intermediate) regularly varying. We find the tail
asymptotics for a customer’s sojourn time in two cases: the customer arrives in an
empty system, and the customer arrives in the system in the stationary regime. In
particular, in the case of Poisson input we obtain more explicit formulae than those
in the general case. As auxiliary results, we find the tail asymptotics for the busy
period distribution in a single-server queue with an intermediate varying service
times distribution and establish the principle-of-a-single-big-jump equivalences that
characterise the asymptotics.
Keywords: single-server queue, feedback, heavy-tailed and intermediate reg-
ularly varying distributions, sojourn time, tail asymptotics, principle of a sin-
gle big jump
1 Introduction
In queueing theory, the sojourn time U of a customer in a queueing system is one of
important characteristics, this is the time from its arrival instant to departure instant. In
general, the distribution of U is hard to find analytically, and research interest is directed
to the asymptotics of the tail probability, P(U > x), as x → ∞ under various stochastic
assumptions. Among them, the following assumption is typically used.
(1) Delaying arrivals leads to increase of the characteristic.
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The assumption (1) is known as a monotonicity property, it plays an important role in
the asymptotic analysis of various characteristics. Another important factor for the tail
asymptotic problem is the heaviness of service time distributions. A nonnegative random
variable X is said to have a heavy tail distribution if E exp(sX) = ∞ for all s > 0, and
a light tail distribution, otherwise. If service time distributions have heavy tails (or light
tails), we talk about a heavy (or light) tail regime of the system.
Under the heavy tail regime, the sojourn time problem is relatively well studied for the
system satisfying the monotonicity assumption (1) (see e.g. [2], [11], [4], [6] and references
therein). However, if a customer separately takes multiple services, then the monotonicity
is violated, in general. This is a common phenomenon in queueing networks. Clearly, non-
monotone characteristics are also important, but we are unaware of any asymptotic results
for them in the presence of heavy tails. So we challenge the tail asymptotics problem of a
non-monotone characteristic under the heavy tail regime, using a relatively simple model
as one of the first attempts.
We consider the following single server system. Exogenous customers arrive at the
system subject to i.i.d. inter-arrival times {tn} with finite mean a, join at the end of a
queue, and are served in the first-in first-out order by a single server with i.i.d. service
times {σn}. When a customer completes service, it returns to the end of the queue
for another service, with probability p ∈ (0, 1), or leaves the system, with probability
q = 1 − p. Both transitions are independent of everything else. Note that if a customer
requires more than one service, its sojourn time is the sum of several periods of waiting
in queue with following service. One can see that the sojourn time U does not have
natural monotonicity properties with respect to inter-arrival times. We refer this system
as a GI/GI/1 feedback queue. If p = 0 (no customer returns), then it is reduced to a
standard GI/GI/1 queue (e.g., see [1]).
Because of independent feedback of customers completing service, the i-th arriving
customer, customer i for short, requires a geometric number of services, say Ki, and their
total duration is
∑Ki
j=1 σ
(j)
i where {σ
(j)
i } are i.i.d. with finite mean b and do not depend
on Ki. Throughout the paper, we assume that the system is stable, that is, ρ ≡ λb/q < 1,
where λ = 1/a, and the service-time distribution is heavy-tailed. More precisely, we
assume the distribution to be intermediate regularly varying – see the list of heavy-tailed
distributions at the end of this section and in Appendix A.
For this GI/GI/1 feedback queue, we derive the asymptotics of the probability P(U >
x) for the sojourn time U of customer 1 as x → ∞ under the heavy tail regime. This
U depends on the state of the system just before the arrival instant of customer 1. We
consider two scenarios for the system state found by customer 1. The first one is that
customer 1 enters an empty queue. It is the most difficult because coefficients appearing in
the asymptotics are sensitive not only to the first moments, but to the whole distribution
of inter-arrival and service times, in general. The second one is that customer 1 enters
a stationary queue. In both cases, we also obtain simpler formulae in the case when the
input is Poisson. In particular, the first moment of the sojourn time can be obtained in
a closed form in this special case. A part of this information will be used for the general
renewal arrival case.
Our model may be considered as a particular case of a two-server generalised Jackson
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network where server i = 1, 2 has service times {σ
(i)
n }. Each family of service times is i.i.d.
and they are mutually independent. Customers arrive in a renewal input to server 1 and
join the queue there. After service completion at server 1, a customer either leaves the
network, with probability p10, or joins the queue to the second server, with probability
p12 = 1− p10. Similarly, after service completion at server 2, a customer either leaves the
network, with probability p20, or joins the queue to server 1, with probability p21 = 1−p20.
Customers are server in the order of their (external and internal) arrival to the servers.
If we let σ
(2)
n ≡ 0 and p12p21 = p, we obtain our model as a particular case indeed. So
the study of our model is not only of interest itself, but also opens a window to analysing
a broad class of more general models.
In the GI/GI/1 feedback queue, one may change the service order in such a way that
each customer continuously gets service without interruption when it completes service
and returns to the queue. Then such a system is nothing else than the standard GI/GI/1
queue with “new” i.i.d. service times
∑Ki
j=1 σ
(j)
i , and the sojourn time is again the sum of
the waiting time and of the (new) service time. Although the busy period, which is the
time from the moment when the system becomes non-empty to the moment when it is
again empty, is unchanged by this modification, the sojourn time does change. We will
use this modified system to study the tail asymptotic of the busy period.
Thus, our analysis is connected to the standard GI/GI/1 queue. In this case, there
is no feedback, and the monotonicity is satisfied. Hence, the waiting time of a tagged
customer is a key characteristic because the sojourn time U is the sum of the waiting
and service times, which are independent. In particular, the stationary waiting time is
a major target for the tail asymptotic analysis. Let u0 be the unfinished work found by
the “initial” customer 1 that arrives at the system at time 0, and let Wn be the waiting
times of the n-th arriving customer. Then, W1 = u0 and we have the Lindley recursion:
Wn+1 = max(0,Wn + σn − tn), n ≥ 1. (1.1)
We assume both inter-arrival and service times to have finite means, a = Etn and b = Eσn.
Here Wn forms a Markov chain which is stable (i.e. converges in distribution to the
limiting/stationary random variable W = W∞) if the traffic intensity ρ := b/a is less than
1. It is well-known (see e.g. [1]) that if u0 = 0, then W coincides in distribution with the
supremum M = supn≥0
∑n
i=1(σn − tn) of a random walk with increments σn − tn.
The tail asymptotics for P(M > x) as x → ∞ is known under the light-tail and
heavy-tail regimes. In the case of light tails, there are three types of the tail asymptotics,
depending on properties of the moment generating function ϕ(s) = E exp(sσ) – see e.g.
[8] and references therein. In the case of heavy tails, the tail asymptotics are known in the
class of so-called subexponential distributions and are based on the principle of a single
big jump (PSBJ):M takes a large value if one of the service times is large. This PSBJ has
been used for the asymptotic analysis in several other (relatively simple) stable queueing
models, for a number of characteristics (waiting time, sojourn time, queue length, busy
cycle/period, maximal data, etc.) that possess the monotonicity property (1) (see e.g.
[2]).
Our proofs rely on the tail asymptotics for the first and stationary busy periods of the
system. We establish the PSBJ for the busy period first. This allows us to establish the
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principle for the sojourn time since the tail distribution asymptotics of the busy period
is of the same order with that of the sojourn time. Then insensitivity properties of the
intermediate varying distributions (see Appendix A again) allow us to compute the exact
tail asymptotics for the sojourn time. The main result from [9] is a key tool in our analysis.
The paper is organised as follows. Section 2 formally introduces the model and presents
main results. Section 3 states the tail asymptotic of the busy period and the PSBJ. All
theorems from Sections 2 and 3 are proved in Section 4. The Appendix consists of three
parts. Part A contains an overview on basic properties of heavy-tailed distributions and
part B the proof of Corollary 3.1. In part C, we propose an alternative approach to the
proof of Corollary 3.2.
Throughout the paper, we use the following notation: 1(·) is the indicator func-
tion of the event “·”. For two positive functions f and g, we write f(x) ∼ g(x) if
f(x)/g(x) → 1 as x → ∞, f(x) & g(x) if lim infx→∞ f(x)/g(x) ≥ 1 and f(x) . g(x) if
lim supx→∞ f(x)/g(x) ≤ 1. For a distribution function F , its tail F is defined as
F (x) = 1− F (x).
For random variables X, Y with distributions F,G, respectively, X =st Y if F = G, and
X ≤st Y if F (x) ≤ G(x) for all real x. Two families of events Ax and Bx of non-zero
probabilities are equivalent, Ax ≃ Bx, if
P(Ax∆Bx) = o(P(Ax)), as x→∞, (1.2)
where Ax∆Bx = (Ax \ Bx) ∪ (Bx \ Ax) is the symmetric difference of Ax and Bx. Note
that equivalence Ax ≃ Bx is symmetric, since
|P(Bx)− P(Ax)| ≤ P(Ax∆Bx).
Note also that Ax ≃ Bx is stronger than equivalence P(Ax) ∼ P(Bx).
We complete the Introduction by a short
Summary of main classes of heavy tail distributions
In this paper, we are concerned with several classes of heavy tail distributions. We
list their definitions below. Their basic properties are discussed in Appendix A.
In all definitions below, we assume that F (x) > 0 for all x.
1. Distribution F on the real line belongs to the class L of long-tailed distributions if,
for some y > 0 and as x→∞,
F (x+ y)
F (x)
→ 1 (1.3)
(we may write equivalently F (x+ y) ∼ F (x)).
2. Distribution F on the positive half-line belongs to the class S of subexponential
distributions if ∫ x
0
F (dt)F (x− t) ∼ F (x) as x→∞,
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which is equivalent to
∫∞
x
F (dt)F (x− t) ∼ 2F (x). Distribution F of a real-valued
random variable ξ is subexponential if distribution F+(x) = F (x)1(x ≥ 0) of random
variable ξ+ = max(0, ξ) is subexponential.
3. Distribution F on the real line belongs to the class S∗ of strong subexponential
distributions if m+(F ) ≡
∫∞
0
F (x)dx is finite and∫ x
0
F (y)F (x− y)dy ∼ 2m+(F )F (x) as x→∞.
4. Distribution F on the real line belongs to the class D of dominantly varying distri-
butions if there exists α > 1 (or, equivalently, for all α > 1) such that
lim inf
x→∞
F (αx)
F (x)
> 0 (1.4)
5. Distribution F on the real line belongs to the class IRV of intermediate regularly
varying distributions if
lim
α↓1
lim inf
x→∞
F (αx)
F (x)
= 1. (1.5)
6. Distribution F on the real line belongs to the class RV of regularly varying distri-
butions if, for some β > 0,
F (x) = x−βL(x), (1.6)
where L(x) is a slowly varying function, i.e. L(cx) ∼ L(x) as x→∞, for any c > 0.
The following relations between the classes introduced above may be found, say, in
the books [3] or [5]: in the class of distributions F with finite m+(F ),
RV ⊂ IRV ⊂ L ∩D ⊂ S∗ ⊂ S ⊂ L. (1.7)
2 The modelling assumptions and main results
In this section, we describe the dynamics of the sojourn time of a tagged customer (cus-
tomer 1), and present main results on the tail asymptotics of its sojourn time. In Subsec-
tion 2.1, we formally introduce the GI/GI/1 feedback queue and then, in Subsection 2.2,
a particular M/GI/1 feedback queue, which has Poisson arrivals. Then the main results
are presented in Subsection 2.3.
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2.1 GI/GI/1 feedback queue
Let K be the number of services of the tagged customer until its departure. By the
feedback assumption, K is geometrically distributed with parameter p, that is,
P(K = k) = qpk−1, k = 1, 2, . . . , (2.1)
and independent of everything else. Throughout the paper, we make the following as-
sumptions:
(i) The exogenous arrival process is a renewal process with a finite mean interarrival
time a > 0.
(ii) All the service times that start after time 0 are i.i.d. with finite mean b > 0, they
are jointly independent of the arrival process.
(iii) The system is stable, that is,
ρ ≡ λb/q < 1, (2.2)
where λ = 1/a.
We denote the counting process of the exogenous arrivals by N e(·) ≡ {N e(t); t ≥ 0}.
We use the notation G for the service time distribution, and use σ for a random variable
subject to G.
Let (X0, R
s
0) be the pair of the number of earlier customers and the remaining service
time of a customer being served at time 0, where Rs0 = 0 if there is no customer in the
system. Let u0 be the waiting time of the tagged customer before the start of its first
service, Then
u0 = R
s
0 +
X0−1∑
i=1
σ0,i+1, (2.3)
where σ0,i’s for i ≥ 2 are i.i.d. random variables each of which has the same distribution
as σ. There are two typical scenarios for the initial distribution, that is, the distribution
of (X0, R
s
0).
(2a) A tagged arriving customer finds the system empty. That is, (X0, R
s
0) = (0, 0).
(2b) A tagged arriving customer finds X0 customers and the remaining service time R
s
0
of the customer being served. Thus, the initial state (X0, R
s
0) 6= (0, 0).
In this paper, we assume that the service time distribution is heavy tailed, and mainly
consider the tail asymptotic of the sojourn time distribution of the GI/GI/1 feedback
queue under the scenario (2a). The case (2b) when X0 and R
s
0 are bounded by a constant
may be studied very similarly to the case (2a), therefore we do not analyse it. We
consider the case (2b) when (X0, R
s
0) is subject to the stationary distribution embedded
at the arrival instants.
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For given (X0, R
s
0), we have defined u0. Let Xk be the queue length behind the tagged
customer when it finished its kth service for k ≥ 1 when the tagged customer gets service
at least k times. Similarly, let Uk be the sojourn time of the tagged customer measured
from its (k − 1)th service completion to its kth service completion, and let Tk be the
sojourn time of the tagged customer just after its kth service completion.
We now formally define random variables Xk, Uk and Tk by induction. Let T0 = 0.
Denote the kth service time of the tagged customer by σk,0, while σk,i, i = 1, . . . , Xk−1 are
the service times of the customers waiting before the tagged one on its kth return. Note
that σk,i’s for k ≥ 1, i ≥ 0 are i.i.d. random variables subject to the same distribution as
σ. Then, Xk, Uk and Tk for k ≥ 1 are defined as
Uk =
{
σ1,0 + u0 k = 1,∑Xk−1
i=0 σk,i k ≥ 2,
, (2.4)
Tk = Tk−1 + Uk, (2.5)
Xk = N
e(Tk)−N
e(Tk−1) +N
B
k (Xk−1), (2.6)
where u0 is given by (2.3), and N
B
k (n)’s are i.i.d. random variables each of which is subject
to the Binomial distribution with parameters n, p. The dynamics of the sojourn time is
depicted below when X0 = 0, that is, a tagged customer finds the system empty.
0 U2 U3
L(t)
t
X0 = 0
X1 = 2
X2 = 3
X3 = 2
N
B
1
(X1) = 1
N
B
2
(X2) = 0
N
B
0
(X0) = 0
T0 = 0 T1 T2 T3
U = T3 (K = 3)
U1 = σ1,0
σ2,0 σ3,0
Figure 1: Sample path of the queue length process L(t) and (Xk, Uk)
To make clear the dependence of Xk, Uk, Tk, we introduce a filtration {Ft; t ≥ 0} as
Ft = σ-field generated by {X0, R
s
0, (N
e(u), N s(u), N r(u)), u ≤ t},
where N s(t) and N r(t) are the numbers of customers who completed service and who
return to the queue, respectively, up to time t. Clearly, Tk is a Ft-stopping time, and
Xk and Uk are FTk-measurable. Furthermore, σk,0 and σk,i for i ≥ 1 are independent of
FTk−1. Then U , the sojourn time of the tagged customer, may be represented as
U = u0 +
K∑
k=1
Uk = u0 +
K∑
k=1
Xk−1∑
i=0
σk,i. (2.7)
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For k ≥ 0, let Yk =
∑k
ℓ=0Xℓ for k ≥ 0, which is the total number of external and
internal arrivals to the queue up to time Tk plus the number of customers in system at
time 0. Then
Yk = X0 +N
e(Tk) +
k∑
ℓ=1
NBℓ
(
Xℓ−1
)
=st X0 +N
e(Tk) +N
B
k
(
Yk−1
)
. (2.8)
Hence, under scenario (2a), we have u0 = X0 = 0, so
U =
K∑
k=1
Xk−1∑
i=0
σki =st
K+YK−1∑
i=1
σi, (2.9)
while, under scenario (2b),
U =st u0 +
K+YK−1∑
i=1
σi, (2.10)
where σi’s are i.i.d. random variables each of which has the same distribution as σ. Note
that K+YK−1 is FTK−1-measurable that depends, in general, on all σi’s of customers who
arrive before TK−1. This causes considerable difficulty in the asymptotic analysis of U .
Thus, we need to consider dependence structure in the representation of U . Further-
more, {(Uk, Xk); k ≥ 0} is generally not a Markov chain for a general renewal process.
On the other hand, if the arrival process N e(·) is Poisson, then not only {(Uk, Xk); k ≥
0} but also {Xk; k ≥ 0} is a Markov chain with respect to the filtration {FTk ; k ≥ 0}. In
this case, we may obtain exact expressions for EXk and then an explicit form for the tail
asymptotics.
2.2 M/GI/1 feedback queue and branching process
In this subsection, we assume that the exogenous arrival process is Poisson with rate λ > 0.
This model is analytically studied using Laplace transforms in [12], but no asymptotic
results are given there. Note that we may consider {Xk; k ≥ 0} as a branching process
and directly compute E(Xk), which then will be used for the general renewal input case.
Since the Poisson process N e(·) has independent increments, (2.6) is simplified to
Xk = N
e
k(Uk) +N
B
k (Xk−1), 1 ≤ k ≤ K, (2.11)
using independent Poisson processes N ek and independent Binomial random variables
NBk (n). Furthermore, (2.11) can be written as
Xk =
{
N e1,1(σ1,0 + u0) +N
B
1 (X0), k = 1,
N ek,0(σk,0) +
∑Xk−1
i=1 (N
e
k,i(σk,i) +N
B
k,i(1)), k ≥ 2,
(2.12)
where N ek,i(·)’s are independent Poisson processes with rate λ. Hence, {Xk; k ≥ 1} is a
branching process with immigration.
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Due to the branching structure, we can compute the moments of Xk explicitly. We
are particularly interested in their means. From (2.12), we have
E(Xk) =
{
λ(b+ E(u0)) + pE(X0), k = 1,
λb+ E(Xk−1)r, k ≥ 2,
where r = λb+ p. By the stability condition (2.2), r < 1, and we have
E(Xk) =
1− rk−1
1− r
λb+ E(X1)r
k−1, k ≥ 1. (2.13)
Hence, we have a uniform bound:
E(Xk) ≤
1
1− r
λb+ E(X1), k ≥ 1. (2.14)
Furthermore, we have
E(K + YK−1) = E(K) +
∞∑
k=1
k−1∑
ℓ=0
E(Xℓ)P(K = k)
= E(K) + E(X0) +
∞∑
ℓ=1
E(Xℓ)P(K ≥ ℓ+ 1)
=
1
q
+ E(X0) +
λbp
(1− r)q
+
(1− r)E(X1)− λb
(1− r)(1− pr)
p. (2.15)
Under the scenario (2a), E(Xk) of the M/GI/1 feedback queue will be used for the
tail asymptotic of the sojourn time in the GI/GI/1 feedback queue. Thus, we introduce
notations for them. Let X
(0)
k (M/GI/1) be the Xk of the M/GI/1 feedback queue for
X0 = 0, then define m
(0)
k as
m
(0)
0 = 0, m
(0)
k = E(X
(0)
k (M/GI/1)), k ≥ 1.
From (2.13), we have
m
(0)
k =
1− rk
1− r
λb = (1 + r + . . .+ rk−1)λb. (2.16)
We will use m
(0)
K−1 and m
(0)
K in main results the next section. It should be noticed that
they are random variables obtained by substituting K − 1 and K into k of m
(0)
k .
2.3 Main results
We are ready to present the main results of this paper. They are proved in Section 4.
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Theorem 2.1 For the stable GI/GI/1 feedback queue, assume that its service time dis-
tribution is intermediate regularly varying (IRV). If the tagged customer finds the system
empty, then
P (U > x) ∼
1
q
E
(
1 +X
(0)
K−1
)
P
(
(1 +m
(0)
K−1)σ > x
)
as x→∞, (2.17)
where X
(0)
k is Xk for X0 = 0, m
(0)
k =
1−rk
1−r
λb for r = p + λb by (2.16). Here the random
variable K does not depend on {X
(0)
k } and σ.
Remark 2.1 In the case of a Poisson input, E
(
1+X
(0)
K−1
)
= q(1+p)
1−rp
. In general, it is hard
to evaluate E
(
1 +X
(0)
K−1
)
because this requires computing E(N e(Tk)).
We prove this theorem in Section 4.3 using the PSBJ that is established in Theorem 3.2.
Corollary 2.1 Under the assumptions of Theorem 2.1, for each k ≥ 1,
P (Tk > x) ∼
k−1∑
ℓ=0
E
(
1 +X
(0)
k−ℓ−1
)
P
(
(1 +m
(0)
ℓ )σ > x
)
as x→∞. (2.18)
This corollary is easily obtained from arguments used in the proof of Theorem 2.1. On
the other hand, if we take the geometrically weighted sum of (2.18) and if the interchange
of this sum and the asymptotic limit are allowed, then we have (2.17). This interchange
of the limits is legitimated by Theorem 3.2. However, Corollary 2.1 itself can be directly
proved. We provide such a proof for a slightly extended version of Corollary 2.1 in
Appendix C.
Corollary 2.2 Assume that the assumptions of Theorem 2.1 hold.
(a) If the distribution of service times is RV , G(x) = L(x)/xα+1 with α > 0 and slowly
varying function L(x), then
P
(
(1 +m
(0)
K−1)σ > x
)
∼
qL(x)
xα+1
∞∑
k=0
pk
(
1− (p+ rkλb)
1− r
)α+1
,
where r = p+ λb.
(b) Under the assumption in (a), if the input stream is Poisson with parameter λ, then
P(U > x) ∼ CL(x)x−(α+1)
where
C =
q(1 + p)
(1− r)α+1(1− rp)
∞∑
k=0
pk(1− (p+ rkλb))α+1.
We next present the tail asymptotic for a tagged customer that arrives in the stationary
system. By “stationary” we mean stationary in discrete time, i.e. at embedded arrival
epochs, this is detailed in Section 4.4.
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Theorem 2.2 Let U0 be the sojourn time of a typical customer in the stationary GI/GI/1
feedback queue with IRV distribution G of service times with mean b, i.i.d. inter-arrival
times with mean a and probability of feedback p = 1 − q ∈ (0, 1). Let σI be a random
variable having the distribution function GI(x) ≡ 1−min
(
1,
∫∞
x
G(u)du
)
.
(a) Then, as x→∞,
P(U0 > x) ∼
λ
1− λb
(
P(m
(0)
K σI > x) +
(1− q)ρ
1− ρ
P((λbm
(0)
K )σI > x)
)
, (2.19)
where m
(0)
k is defined by (2.16), and σI is independent of K.
(b) In particular, if G is an RV distribution, G(x) = L(x)/xα+1 with α > 0, where L(x)
is a slowly varying function, then
P(U0 > x) ∼
L(x)
xα
·
q(1− r)−α
α(a− b)
(
1 +
b(1− q)
aq − b
(
b
a
)α) ∞∑
k=1
pk−1(1− rk)α. (2.20)
Remark 2.2 (a) The tail function GI(x) ≡ 1−GI(x) is called the “integrated tail” of G.
Instead of GI , we may use the stationary excess distribution Ge(x) ≡
1
b
∫ x
0
G(u)du since
GI(x) = bGe(x) for sufficiently large x. In this case, let σe be a random variable subject
to Ge, then we can replace σI by σe in (2.19), multiplying its right-hand side by b.
(b) It is notable that no X
(0)
K−1 for the renewal arrivals is involved in (2.19). This is
different from (2.17), and may come from averaging in the steady state.
(c) It may be interesting to compare the asymptotics in (2.19) with those without feedback,
which is well known (e.g., see [2]). Namely, let the stationary sojourn time U˜0 in the
standard GI/GI/1 queue with inter-arrival times {tn} and with service times {σ
H
n }. where
σHn has the same distribution as
∑K
i=1 σi. If σI has a subexponential distribution, then
P(U˜0 > x) ∼
λ
1− ρ
∫ ∞
x
P
( K∑
i=1
σi > u
)
du ∼
λ
q(1− ρ)
P(σI > x), (2.21)
where the second asymptotic equivalence follows from Lho´pital’s theorem and (A.4). Thus,
one can see that (2.19) is asymptotically compatible with (2.21) as q ↑ 1, because ρ→ λb
and m
(0)
K → 1 almost surely as q ↑ 1.
3 Busy period and the principle of a single big jump
In this section, we present the Principle of a Single Big Jump (PSJB) in Theorem 3.2
below, which will be used for a proof Theorem 2.1. For that, we first provide an auxiliary
result on the tail asymptotics of the busy period in the GI/GI/1 queue without feedback.
Denote its service time distribution by H and let σHi be the ith service time. It is
assumed that the arrivals are subject to the renewal process N e with interarrival times ti
with mean a, and H has a finite and positive mean bH > 0. Denote the traffic intensity
by ρ ≡ bH/a < 1. Let B be the (duration of the) first busy period in this GI/GI/1
queue, which is the time from the instant when the system becomes non-empty to the
instant when it again becomes empty. We here omit the subscript H for ρ, B, because
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they will be unchanged for the GI/GI/1 feedback queue. We finally let τH be the number
of customers served in the first busy period.
We let ξHi = σ
H
i − ti, and let S
H
n =
∑n
1 ξ
H
i . Then τ
H = min{n ≥ 1 : SHn ≤ 0}. Recall
the definitions of classes of heavy-tailed distributions L,S∗, IRV and RV at the end of
Section 1. The following theorem is proved in Section 4.1.
Theorem 3.1 Consider a stable GI/GI/1 queue, ρ < 1, with the service time distribu-
tion H.
If H ∈ L, then
lim inf
x→∞
P(B > x)
EτHH(x(1− ρ))
≥ 1 and lim inf
x→∞
P(τH > x)
EτHH(x(a− bH))
≥ 1. (3.1)
If, in addition, H ∈ S∗, then, for any 0 < c < 1,
lim sup
x→∞
P(B > x)
EτHH(cx(1− ρ))
≤ 1 and lim sup
x→∞
P(τH > x)
EτHH(cx(a− bH))
≤ 1. (3.2)
Finally, if H ∈ IRV , then, as x→∞,
P(B > x) ∼ E(τH)H(x(1− ρ)) and P(τH > x) ∼ E(τH)H(x(a− bH)). (3.3)
Remark 3.1 For the class of regularly varying tails, the equivalence (3.3) was proved by
Zwart in [13]. We provide a different proof which is shorter and works for a broader class
of distributions. Our proof is based on probabilistic intuition related to the principle of
a single big jump. A similar result holds for another class of distributions that overlaps
with the IRV class but does not contain it, see e.g. [11].
Recall the equivalence Ax ≃ Bx for two families of events Ax and Bx with variable x.
We have the following corollary, which is proved in Appendix B.
Corollary 3.1 Consider the same GI/GI/1 queue as in Theorem 3.1. Let σHn be the
service time of the nth arriving customer. If H ∈ IRV , then, for the busy period B, as
x→∞,
P(B > x) ∼
∑
n≥1
P(τH ≥ n)P(σHn > x(1− ρ)) = Eτ
H
P(σH1 > x(1− ρ)), (3.4)
and, for any ε > 0, one can choose N = N e(ε) ≥ 1 such that, as x→∞,
P(B > x) &
N∑
n=1
P(τH ≥ n, σHn ≥ x(1− ρ)) & (1− ε)P(B > x). (3.5)
Furthermore, the following PSBJ holds:
{B > x} ≃ ∪n≥1{τ
H ≥ n, σHn > x(1− ρ)}, x→∞. (3.6)
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We now return to the GI/GI/1 feedback queue with the service time distribution G.
Assume that the first customer arrives at the system at time instant T0 = 0 and finds it
empty. Recall that Ki is the number of services ith customer has in the system, Ki’s are
independent of everything else and i.i.d with the same geometric distribution as K (see
(2.1)). For convenience, we let K = K1. Denote by σ
(j)
i the jth service time of the ith
customer in the GI/GI/1 feedback queue. Recall that σ
(j)
i has the same distribution G.
Consider the GI/GI/1 queue without feedback and with service times σHi where
σHi =
Ki∑
j=1
σ
(j)
i ,
and denote its distribution by H . Since the length of the busy period, B, does not depend
on the order of services, we may allow the server to proceed with services of lengths σji ,
like in the queue with feedback, and conclude that the (the lengths of) the busy periods
are the same in both queues. Similarly, the traffic intensity ρ in the new queue without
feedback coincides with that in the GI/GI/1 queue with feedback. Furthermore, let τ
be the number of service times in the first busy period of this feedback queue. Then,
τ =
∑τH
i=1Ki, and therefore we have
E(τ) = E(K)E(τH), bH = E(K)b.
We now consider the GI/GI/1 feedback queue introduced in Section 2.1. We establish
the PSBJ, i.e. show that, for large x, the rare event {U > x} occurs mostly due to a big
value of one of the service times. Our proof of Theorem 3.2 is based on Theorem 3.1 and
is given in Section 4.2.
Theorem 3.2 Consider a stable single-server queue GI/GI/1 with feedback. Assume
that the service times distribution is intermediate regularly varying. Denote by U be the
sojourn time of the first customer, and let
Pk,ℓ,i,j(x) = P(U > x,K = k + ℓ,Xk−1 = j, σk,i > x(1 − ρ)). (3.7)
If there exists a collection of positive functions {gk,ℓ,i,j(x)} such that, as x→∞,
Pk,ℓ,i,j(x) ∼ gk,ℓ,i,j(x), ∀k ≥ 1, ℓ ≥ 0, 0 ≤ i ≤ j, (3.8)
and constants Ck,ℓ,i,j such that, for any k ≥ 1, ℓ ≥ 0, j ≥ 0, 0 ≤ i ≤ j, x ≥ 0,
gk,ℓ,i,j(x) ≤ Ck,ℓ,i,j · P(σ > x), (3.9)
C :=
∞∑
k=1
∞∑
ℓ=0
∞∑
j=0
j∑
i=0
Ck,ℓ,i,j <∞, (3.10)
then
P(U > x) ∼
∞∑
k=1
∞∑
ℓ=0
∞∑
j=0
j∑
i=0
gk,ℓ,i,j(x). (3.11)
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4 Proofs of the theorems
4.1 Proof of Theorem 3.1
We will prove Theorem 3.1 for the tail asymptotics of the busy period B only. The proof
for τH , the number of arriving customers in the busy period, is similar.
It is enough to prove the lower and upper bounds in (3.1) and (3.2). Then the equiva-
lences in (3.3) follow by letting c tend to 1 and using the property of IRV distributions.
Lower bound. Since ξH1 = σ
H
1 − t1, d0 ≡ b
H/(a− bH) is the solution to the equation
EσH1 + d0Eξ
H
1 = 0.
We put ψ̂Hn = σ
H
n + d1ξ
H
n for any positive number d1 < d0. Then {ψ̂
H
n } are i.i.d. random
variables with common mean Eψ̂H1 > 0. Recall that τ
H = min{n ≥ 1 : SHn ≤ 0}. For any
fixed real C > 0, R > 0, integer N ≥ 1, and for x ≥ 0, define events Di and Ai for i ≥ 1
as
Di =
{
i−1∑
j=1
|ψ̂Hj | ≤ C, τ
H ≥ i, ψ̂Hi > x+ C +R
}
, Ai =
⋂
ℓ≥1
{
ℓ∑
j=1
ψ̂Hi+j ≥ −R
}
.
Then, we have
P(B > x) ≥ P
 τH∑
i=1
ψ̂Hi > x
 ≥ N∑
i=1
P (Di ∩ Ai) . (4.1)
Here, the first inequality in (4.1) holds since SHτH is non-positive, and the second inequality
comes from the following facts. Events Di are disjoint and, given the event Di, we have∑i
j=1 ψ̂
H
j > x + R. Then, given the event Di ∩ Ai, we have
∑k
j=1 ψ̂
H
j ≥ x for all k ≥ i
and, in particular,
∑τH
j=1 ψ̂
H
j > x. Thus, (4.1) holds.
The events {Ai} form a stationary sequence. Due to the SLLN, for any ε > 0, one
can choose R so large that P(Ai) ≥ 1 − ε. For this ε and any N ≥ 1, we can choose
sufficiently large C such that
P
(
i−1∑
j=1
|ψ̂Hj | ≤ C, τ
H ≥ i
)
≥ (1− ε)P(τH ≥ i), i ≤ N.
Hence, (4.1) implies that, as x→∞,
P(B > x) ≥
N∑
i=1
P
(
i−1∑
j=1
|ψ̂Hj | ≤ C, τ
H ≥ i
)
P(ψ̂Hi > x+ C +R)P(Ai)
≥ (1− ε)2P(ψ̂H1 > x+ C +R)
N∑
i=1
P(τH ≥ i),
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and therefore the long-tailedness of distribution H and (iii) of Remark A.1 yield
lim inf
x→∞
P(B > x)
P(ψ̂H1 > x)
= lim inf
x→∞
P(B > x)
H(x/(1 + d1))
≥ (1− ε)2
N∑
i=1
P(τH ≥ i).
Letting first N to infinity and then ε to zero completes the proof of the first inequality of
(3.1).
Upper bound. Take L > 0 and put t˜n = min(tn, L), ξ˜
H
n = σn − t˜n, S˜
H
n =
∑n
1 ξ˜
H
i ,
τ˜H = min{n ≥ 1 : S˜Hn ≤ 0}. Put also ψ
H
n = σ
H
n + d2ξ˜
H
n where d2 > d0 is any number.
Note that ξ˜H1 converges to ξ
H
1 in distribution and in mean, as L→∞. We may choose L
so large that both Eξ˜H1 and Eψ
H
1 are negative. Then τ˜
H is finite and S˜Hτ˜H ∈ (−L, 0] a.s.
Further, as L grows, τ˜H converges to τ in distribution and in mean and, for any ε > 0, we
may choose L so large that EτH ≤ Eτ˜H ≤ (1 + ε)EτH . By Remark A.1, the distribution
of ψH1 also belongs to the class S
∗. We have
P(B > x) ≤ P
 τ˜H∑
i=1
σHi > x
 = P
 τ˜H∑
i=1
ψHi > x+ d2S˜
H
τ˜H

≤ P
 τ˜H∑
i=1
ψHi > x− d2L
 ≤ P( max
1≤j≤τ˜H
j∑
i=1
ψHi > x− d2L
)
∼ Eτ˜HP(ψH1 > x− d2L) ≤ (1 + ε)Eτ
H
P(ψH1 > x− d2L),
where the equivalence follows from Theorem A.1. Further,
P(ψH1 > x− d2L) ∼ P(ψ
H
1 > x) ∼ P((d2 + 1)σ
H
1 > x) = H(x/(d2 + 1))
where the first equivalence follows from the long-tailedness of the distribution of ψH1 and
the second from Remark A.1. Letting ε tend to zero, we have
lim sup
x→∞
P(B > x)
EτHH(x/(d2 + 1))
≤ 1
for any d2 > d0. Let c = (d0 + 1)/(d2 + 1) < 1. This proves the first inequality in (3.2).
4.2 Proof of Theorem 3.2
Recall that we consider the scenario where the initial customer 1 arrives at the empty
system. Clearly, σH1 ≤ U ≤ B a.s. where σ
H
1 is the total service time of customer 1, and
B is the duration of the first busy period.
Equivalence relation (A.4) and Remark A.1 from the Appendix imply that, given σ
has an intermediate regularly varying distribution, random variables σHi have a common
intermediate varying distribution too. Since any intermediate varying distribution is
dominantly varying (see Property (1.7)), we get from Theorem 3.1 that
lim sup
x→∞
P(B > x)/P(σH1 > x) <∞. (4.2)
Relations (4.2) and (A.4) lead then to the logarithmic asymptotics:
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Lemma 4.1 Assume that the distribution of the service time σ
(1)
1 belongs to the class
IRV . Then, as x→∞,
log P(U > x) ∼ logP(σH1 > x) ∼ log P(σ1,1 > x). (4.3)
Further, by Corollary 3.1, the PSBJ for B holds:
P(B > x) ∼ P
(
B > x,∪τ
H
i=1{σ
H
i > x(1− ρ)}
)
∼ P
(
∪τ
H
i=1{σ
H
i > x(1 − ρ)}
)
(4.4)
Here τ is the number of customers served within the first busy period.
Combining (4.4) and (A.4), we arrive at the following result:
Lemma 4.2 Consider a stable single-server queue GI/GI/1 with feedback. Let B be the
duration of the first busy period and U the sojourn time of the first customer. Assume
that the service times distribution is intermediate regularly varying. Then
P(U > x) = P(U > x,B > x) ∼ P
{U > x}⋂ τH⋃
i=1
Ki⋃
j=1
{σ
(j)
i > x(1− ρ)}
 . (4.5)
To derive the exact asymptotics for P(U > x), we recall that, for 1 ≤ k < K ≡ K1,
Xk ≥ 0 is the total number of services of other customers between the kth and the (k+1)st
services of customer 1, and let σk,i be the service time of the i service there, 1 ≤ i ≤ Xk.
Further, under the scenario (2a), X0 = 0. Then let ν ≥ 0 be the total number of services
of other customers after the departure of the first customer within the busy period, and
let σ∗i be the ith service time there, 1 ≤ i ≤ ν. Then random variables σk,.i and σ
∗
i are
i.i.d. with the same distribution as σ and U is given by (2.9). From (4.5), we get,
P(U > x) ∼ P
(
{U > x}
⋂(K1⋃
i=1
Xi⋃
j=1
{σ
(i)
j > x(1− ρ)}
⋃ ν⋃
j=1
{σ∗j > x(1− ρ)}
))
.
On the other hand, we have
P
(
{U > x}
⋂ ν⋃
i=1
{σ∗i > x(1− ρ)}
)
=
∑
n≥1
P(U > x, ν = n) · P
(
n⋃
i=1
{σ∗i > x(1− ρ)}
)
≤ C
∑
n≥1
P(U > x, ν = n)nG(x)
= CE (ν · 1(U > x))G(x)
≤ CE (τ · 1(U > x))G(x) = o(G(x)),
where C = supxG(x(1 − ρ))/G(x) < ∞ is a constant, and recall that τ is the total
number of services within the busy cycle. The last line follows since Eτ = EτH/q is finite.
Therefore, we have
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Lemma 4.3 In the conditions of Lemma 4.2, we have
P(U > x) ∼ P
(
{U > x}
⋂ K1⋃
k=1
Xk−1⋃
i=0
{σk,i > x(1− ρ)}
)
. (4.6)
Moreover, the following result holds:
Lemma 4.4 Assume the conditions of Lemma 4.2 hold. Then, for any ε > 0, one can
find N such that
P(U > x) & P(DN(x)) & (1− ε)P(U > x) (4.7)
where
DN(x) =
N⋃
k=1
2N⋃
ℓ=0
{
{U > x,K1 = k + ℓ}
⋂Xk−1⋃
i=0
{σk,i > x(1− ρ)}
}
. (4.8)
Proof. Indeed, the term in the right-hand side of (4.6) is bigger than P(DN (x)) and
smaller than the sum P(DN(x)) + P(U > x,K1 > N), where
P(U > x,K1 > N) ≤ P(B > x,K1 > N). (4.9)
Consider again the auxiliary GI/GI/1 queue with service times σHi =
∑Ki
j=1 σ
(j)
i and the
first-come-first-served service discipline. Consider the following majorant: assume that at
the beginning of the first cycle, in addition to customer 1, an extra K − 1 new customers
arrive, so there are K arrivals in total. Here K is a geometric random variable with
parameter p that does not depend on service times. Then the first busy period in this
queue has the same distribution as
∑K
i=1Bi where Bi are i.i.d. random variables that have
the same distribution as B and do not depend on K. By monotonicity,
P(B > x,K1 > N) ≤ P
(
K∑
i=1
Bi > x,K > N
)
= P
K1(K>N)∑
i=1
Bi > x
 .
Due to (A.4), the latter probability is equivalent, as x→∞, to
E(K1(K > N))P(B > x) ≤ C0E(K1(K > N))EKG(x)
where C0 is from (4.2). Now choose N such that C0E(K1(K > N))EK ≤ ε. Since
P(U > x) ≥ G(x), (4.7) follows.
We can go further and obtain the following result.
Lemma 4.5 Assume the conditions of Lemma 4.2 hold, and let
GN,R(x) =
N⋃
k=1
2N⋃
ℓ=0
{
{U > x,K1 = k + ℓ}
⋂ R⋃
i=0
{σk,i > x(1− ρ)}
}
, (4.10)
Then, for any ε > 0, one can choose a positive integer R such that
P(DN(x)) ≥ P(GN,R(x)) ≥ (1− ε)P(DN(x)) (4.11)
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where the event DN(x) was defined in (4.8). Further,
P(GN,R(x)) ∼
N∑
k=1
2N∑
ℓ=0
R∑
j=0
j∑
i=0
P(U > x,K1 = k + ℓ,Xk−1 = j, σk,i > x(1− ρ)). (4.12)
Proof. Indeed,
P (DN(x) \GN,R(x))
≤
N∑
k=1
2N∑
ℓ=0
∑
j>R
P
(
{U > x,K1 = k + ℓ,Xk−1 = j}
⋂ j⋃
i=R+1
{σk,i > x(1− ρ)}
)
≤
N∑
k=1
∑
j>R
j∑
i=0
P(Xk−1 = j, σk,i > x(1− ρ))
=
N∑
k=1
∑
j>R
(j + 1)P(Xk−1 = j)G(x(1− ρ))
=
N∑
k=1
E((Xk−1 + 1)1(Xk−1 > R))G(x(1− ρ))
≤ NE((τ + 1)1(τ > R))G(x(1− ρ))
where the term E((τ + 1)1(τ > R)) may be made as small as possible by taking a
sufficiently large R. Then (4.12) follows since the probability of a union of events is always
smaller than the sum of their probabilities, and is bigger than the sum of probabilities of
events minus the sum of probabilities of pairwise intersections of events. Each probability
of intersection of two independent events is smaller than
P(σ
(1)
1 > x(1− ρ), σ
(1)
2 > x(1 − ρ)) ≤ CG
2
(x) = o(G(x)),
therefore their finite sum is o(G(x)) and (4.12) follows.
We are now in a final step of the proof of Theorem 3.2. For k ≥ 1, ℓ, j ≥ 0, define
Dk,ℓ,j as
Dk,ℓ,j = P(K = k + ℓ,Xk−1 = j) = P(K > k,Xk−1 = j)P(K = ℓ), (4.13)
where the second equality holds because K is geometrically distributed. Then, Lemma 4.5
implies (3.11) for gk,ℓ,i,j(x) = Pk,ℓ,i,j(x) since, for any k, ℓ, j ≥ i,
gk,ℓ,i,j(x) ≤ P(K = k + ℓ,Xk−1 = j, σk,i > x(1 − ρ)) = Dk,ℓ,jP(σ > x(1− ρ)),
and ∑
k,ℓ,i≤j
Dk,ℓ,j =
∑
k,ℓ,j
jDk,ℓ,j =
∑
k,j
jP(Xk−1 = j,K > k) ≤ Eτ/q <∞, (4.14)
where, recall, τ is the total number of customers served in the first busy period. Clearly,
(3.11) is also valid for a general {gk,ℓ,i,j(x)} because of the conditions (3.9) and (3.10).
This completes the proof of Theorem 3.2.
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4.3 Proof of Theorem 2.1
We first recall the notation: U1, U2, . . . and X0, X1, . . . are the service cycles and the
number of customers other than the tagged customer served in the cycles, respectively.
Here u0 = X0 = 0. In general, the sojourn time is a randomly stopped sum of i.i.d.
positive random variables, and both the summands and the counting random variable
have heavy-tailed distributions. It is known that it is hard to study the tail asymptotics
for general heavy-tailed distributions (see, e.g., [10]) in this case. We proceed under the
assumption that the service time distribution is intermediate regularly varying.
Recall that σk,0 is the kth service time of the tagged customer and, for i = 1, . . . , Xk,
σk,i is the ith service time in the queue Xk. Further, Tk =
∑k
ℓ=1 Uℓ be the time instant
when the kth service of the tagged customer is completed, where U1 = σ1,0. Introduce
the notation
U+k =
K∑
ℓ=k+1
Uℓ, k ≥ 1,
which is the remaining time the tagged customer spends in the system after the completion
of the kth service, and let vk be the residual inter-arrival time of the input when the kth
service of the tagged customer ends.
In what follows, we will say that an event involving some constants and functions/sequences
occurs “with high probability” if, for any ε > 0, there exists constants and functions/sequences
(that depend on ε) with the desired properties such that the event occurs with probability
at least 1− ε.
For example, let Sσn =
∑n
1 σi be the sum of i.i.d. random variables with finite mean b.
Then the phrase “with high probability (WHP), for all n = 1, 2, . . .,
Sσn ∈ (n(a− δn)− C, n(a+ δn) + C)
with C > 0 and δn ↓ 0” means that “for any ε > 0, there exist a constant C ≡ Cε > 0
and a sequence δn ≡ δn(ε) ↓ 0 such that the probability of the event
{Sσn ∈ (n(a− δn)− C, n(a+ δn) + C), for all n ≥ 1}
is at least 1 − ε”. We can say equivalently that “WHP, for all n = 1, 2, . . ., Sσn ∈
(na − o(n), na + o(n)) ”, or, simply, “WHP, Sσn ∼ an”, and this means that “for any
ε > 0, there exists a positive function h(n) = hε(n) which is an o(n)-function (it may
tend to infinity, but slower than n) and is such that the probability of the event
{Sσn ∈ (na− h(n), na + h(n)), for all n}
is at least 1− ε.”
Now we show (3.8) for
gk,ℓ,i,j(x) = P (K = k + ℓ,Xk−1 = j)P((1 +m
(0)
ℓ )σk,i > x),
k ≥ 1, ℓ ≥ 0, j ≥ 0, 0 ≤ i ≤ j. (4.15)
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Namely, we show that, for all k ≥ 1, ℓ ≥ 0, 0 ≤ i ≤ j,
P(U > x,K = k + ℓ,Xk−1 = j, σk,i > x(1− ρ)) ∼ gk,ℓ,i,j(x). (4.16)
We prove (4.16) by induction on ℓ ≥ 0, for each fixed k ≥ 1, 0 ≤ i ≤ j.
Lower bound, ℓ = 0.
Since σk,i > x implies that U > x and σk,i > (1 − ρ)x, the lower bound for the LHS of
(4.16) is
P(K = k,Xk−1 = j)G(x) = gk,0,i,j(x),
because m
(0)
0 = 0.
Upper bound, ℓ = 0.
There is a constant w > 0 such that Tk−1 ≤ w and
∑
0≤i′≤j,i′ 6=i σk,i′ ≤ w WHP. Then
U ≤ 2w + σk,i, so the upper bound for the LHS of (4.16) is
εG(x(1 − ρ)) + (1 + o(1))P(K = k,Xk−1 = j, σk,i + 2w > x)
∼ εG(x(1− ρ)) + P(K = k,Xk−1 = j)G(x).
Letting ε tend to zero in this upper bounds yields that the lower and upper bounds are
asymptotically identical. Since m
(0)
0 = 0, they are further identical to gk,0,i,j(x) of (4.15).
Thus, (4.16) is verified.
Turn to the case ℓ = 1.
Lower bound, ℓ = 1.
Like in the case ℓ = 0, replace all other service times σk,i′ , i
′ 6= i by zero. Assume that all
j customers from the group Xk−1 leave the system after their service completions. WHP,
vk−1 ≤ w. Given y = σk,i is large and much bigger than w, we have that at least N
e(y−w)
customers arrive during time Uk ≥ σk,i = y. Again WHP,
N e(y − w) ∈ (λy − o(y), λy + o(y))
and, again WHP, their total service time is within the time interval (λby−o(y), λby+o(y)).
Therefore,
U ≥ Uk + Uk+1 ≥ y + λby − o(y)
and the RHS is bigger than x if y > x/(1 + λb) + o(x). Therefore, the lower bound for
the LHS of (4.16) is
(1 + o(1))P(K = k + 1, Xk−1 = j, σk−1,i > x/(1 + λb) + o(x))− εG(x(1− ρ))
∼ P(K = k + 1, Xk−1 = j)G(x/(1 + λb))− εG(x(1− ρ)).
Upper bound, ℓ = 1.
WHP, Tk−1 ≤ w, vk ≤ w and
∑
0≤i′≤j,i′ 6=i σk,i′ ≤ w. Let σk,i = y ≫ 1. Then, WHP,
Uk ≤ y + 2w and the number of external arrivals within Uk is bounded above by 1 +
N e(y + 2w) = λy + o(y), again WHP. Assume that all Xk−1 = j customers stay in the
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system after their services. Then again j + 1 +N e(y + w) = λy + o(y), WHP. Therefore,
Uk+1 = bλy + o(y). Then we arrive at the upper bound that meets the lower bound.
Thus, (4.16) is verified for gk,2,i,j(x) because m
(0)
1 = λb by (2.16).
Induction step.
We can provide induction for any finite number of steps. Here is the induction base.
Assume that σk,i = y ≫ 1 and that, after ℓ ≥ 1 steps, Tk+ℓ′ ∼ (1 +m
(0)
ℓ′ )y for 0 ≤ ℓ
′ ≤ ℓ,
and there are Xk+ℓ−1 customers in the queue and that Xk+ℓ−1 = wy + o(y), WHP, where
w > 0. Then, combining upper and lower bounds, we may conclude that, again WHP,
Uk+ℓ = bwy + o(y) and then
Tk+ℓ = Tk+ℓ−1 + Uk+ℓ ∼ (1 +m
(0)
ℓ−1 + bw)y, (4.17)
Xk+ℓ = pXk+ℓ−1 + λUk+ℓ + o(y) = wyr + o(y), (4.18)
where we recall that r = p+ λb. By the induction hypothesis, (4.17) implies that
1 +m
(0)
ℓ = 1 +m
(0)
ℓ−1 + bw,
which, with (2.16), yields that
bw = m
(0)
ℓ −m
(0)
ℓ−1 = r
ℓ−1λb.
Hence, by (4.18),
Tk+ℓ+1 = Tk+ℓ + Uk+ℓ+1 ∼ (1 +m
(0)
ℓ )y + bwry
= (1 +m
(0)
ℓ + r
ℓλb)y = (1 +m
(0)
ℓ+1)y.
This completes the induction step for ℓ+ 1.
We finally check the conditions (3.9) and (3.10). Since an intermediate regularly
varying distribution is dominantly varying, it follows from (4.15) that
gk,ℓ,i,j(x) ≤ P (K = k + ℓ,Xk−1 = j)P((1 +m
(0)
∞ )σ > x)
≤ P (K = k + ℓ,Xk−1 = j) cP(σ > x)
for some c > 0. Hence, letting
Ck,ℓ,i,j = P (K = k + ℓ,Xk−1 = j) c,
(3.9) is verified, while (3.10) follows from (4.14). Thus, by Theorem 3.2,
P(U > x) ∼
∞∑
k=1
∞∑
ℓ=0
∞∑
j=0
j∑
i=0
P (K = k + ℓ,Xk−1 = j)P
(
(1 +m
(0)
ℓ )σ > x
)
=
1
q
∞∑
k=1
∞∑
ℓ=0
qpkE (1 +Xk−1) qp
ℓ−1
P
(
(1 +m
(0)
ℓ )σ > x
)
,
which implies (2.17), and Theorem 2.1 is proved.
21
4.4 PSBJ for the stationary queue
We now consider the case where customer 1 arrives to the stationary queue and denote
by U0 its sojourn time. In this Section, we frequently use the following notation: for
a distribution F having a finite mean, FI(x) = min(1,
∫∞
x
F (y)dy) is its integrated tail
distribution (see (a) of Remark 2.2).
By “stationarity” we mean stationarity in discrete time, i.e. at embedded arrival
epochs. So we assume that the system has started from time −∞ and that customer 1
arrives at time t˜1 ≡ 0, customers with indices k ≤ 0 enter the system at time instants
t˜k = −
∑0
j=k tj and customers with indices k ≥ 2 at time instants t˜k =
∑k−1
j=1 tj . For
k ≤ ℓ, let SHk,ℓ =
∑ℓ
j=k ξ
H
j , where ξ
H
j = σ
H
j − tj. Then the stationary busy cycle covering
0 starts at t˜k, k ≤ 0 if
{sup
j<k
SHj,k ≤ 0, min
k≤ℓ≤0
SHk,ℓ > 0}.
So, if B0 is the remaining duration of the busy period viewed at time 0, then
{B0 > x} =
0⋃
k=−∞
{
sup
j<k
SHj,k ≤ 0, Bk > −t˜k + x
}
, (4.19)
where Bk is the duration of the period that starts at time t˜k given that customer k arrives
in the empty system (then, in particular, B = B0). See Figure 2.
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Figure 2: Workload and time indexes under the stationary regime: B0 = B−1 + t˜−1 and
argk{mink≤ℓ≤0 S
H
k,ℓ > 0} = −1. At and after time 0, the time indexes are identical with
those in the previous sections.
Let
τHk = min
{
n ≥ 1;SHk,n ≤ 0
}
, k ≤ 0,
which is the number of customers arriving at or after time 0 in the busy period when it
starts at time t˜k, and let
AHk = {sup
j<k
SHj,k ≤ 0}, k ≤ 0,
then AHk ∩ {τ
H
k ≥ ℓ}’s for k ≤ 0, ℓ ≥ −k + 1 are disjoint sets.
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Thus, (4.19) may be written as
{B0 > x} =
∞⋃
k=0
(
AH−k ∩
{
τH−k ≥ k + 1, B−k > −t˜−k + x
})
, (4.20)
and therefore, applying the PSBJ of Corollary 3.1 to each busy period B−k,
{B0 > x} =
∞⋃
k=0
(
AH−k ∩
{
τH−k ≥ k + 1, B−k > −t˜−k + x
})
≃
∞⋃
k=0
∞⋃
i=1
(
AH−k ∩
{
τH−k ≥ max(k + 1, i), σ
H
−k+i > (−t˜−k + x)(1 − ρ)
})
,
where σH−k+i, i ≥ 0 is the service time of the i-th customer arriving in the busy period
that starts at time t˜−k.
Hence, letting
A0−(x) =
∞⋃
k=1
k⋃
i=1
(
AH−k ∩
{
τH−k ≥ k + 1, σ
H
−k+i > (−t˜−k + x)(1− ρ)
})
A0+(x) =
∞⋃
k=0
∞⋃
i=k+1
(
AH−k ∩
{
τH−k ≥ i, σ
H
−k+i > (−t˜−k + x)(1− ρ)
})
,
we have
{B0 > x} ≃ A0−(x) ∪A
0
+(x). (4.21)
We first consider the event A0+(x), which is a contribution of big jumps at or after time
0, and show that its probability is negligible with respect to HI(x), as x → ∞. Clearly,
for any positive function h(x) and for any ε ∈ (0, a),
A0+(x) ⊆
⋃
k≥0
{−t˜−k < (a− ε)k − h(x)}⋃⋃
k≥0
⋃
i≥k+1
{τH−k ≥ i, σ
H
−k+i > ((a− ε)k + x− h(x))(1− ρ))}.
Then
P(A0+(x)) ≤
∞∑
k=0
∞∑
i=k+1
P(τH−k ≥ i, σ
H
−k+i > (−t˜−k + x)(1− ρ))
≤
∑
k≥0
P(−t˜−k < (a− ε)k − h(x))
+
∑
k≥0
∑
i≥k+1
P(τH−k ≥ i)P(σ
H
−k+i > ((a− ε)k + x− h(x))(1− ρ))
≤ Ce−αh(x) +
∑
k≥0
E((τH − k + 1)+)P(σH−k+i > ((a− ε)k + x− h(x))(1− ρ))
= o(HI(x(1− ρ))) = o(GI(x(1− ρ))),
23
if one takes, say, h(x) = xc for some c < 1. Here the second inequality follows since{
τH−k+i ≥ i
}
=
{
τH−k+i ≤ i− 1
}c
is independent of σH−k+i, the third inequality from Cher-
noff’s inequality, for a small α > 0, and the final conclusion from property (A.7) in the
Appendix.
Thus, we only need to evaluate the contribution of big jumps that occur before time
0. Namely, we analyse A0−(x). Note that, for any k0 > 0, the probability of the event
A
(0,k0)
− (x) =
k0⋃
k=1
k⋃
i=1
(
AH−k
⋂{
τH−k ≥ k + 1, σ
H
−k+i > (−t˜−k + x)(1− ρ)
})
is of order O(G(x(1 − ρ))) which is negligible with respect to GI(x(1 − ρ)). Therefore,
one can choose an integer-valued h(x)→∞ such that P
(
A
(0,h(x))
− (x)
)
= o(GI(x(1− ρ))).
So we may apply again the SLLN, t˜−k ∼ ak for sufficiently large k, to get
∞⋃
k=1
(
AH−k
⋂( k⋃
i=1
{
τH−k ≥ k + 1, σ
H
−k+i > (−t˜−k + x)(1− ρ)
}))
≃
∞⋃
k=1
k−1⋃
ℓ=0
(
AH−k
⋂{
τH−k ≥ k + 1, σ
H
−ℓ > (ak + x)(1− ρ)
})
=
∞⋃
ℓ=0
∞⋃
k=ℓ+1
(
AH−k
⋂{
τH−k ≥ k + 1, σ
H
−ℓ > (ak + x)(1− ρ)
})
⊆
∞⋃
ℓ=0
{
σH−ℓ > (a(ℓ + 1) + x)(1 − ρ)
}
.
On the other hand, for h(x) ↑ ∞ sufficiently slowly and for an appropriate sequence
εℓ ↓ 0 (that comes from the SLLN), we have
∞⋃
ℓ=0
{
σH−ℓ > (a(ℓ+ 1) + x)(1− ρ)
}
∼
∞⋃
ℓ=h(x)
{
σH−ℓ > (a(ℓ + 1) + x)(1− ρ)
}
∼
∞⋃
ℓ=h(x)
{
σH−ℓ > ((a+ 2εℓ)(ℓ+ 1) + x+ h(x))(1− ρ) + h(x)
}⋂
D−(ℓ+1) ≡ E(x),
where
D−ℓ =
∞⋂
j=1
{
−ℓ+j∑
i=−ℓ+1
ti ≤ (a+ εj)j + h(x),
−ℓ+j∑
i=−ℓ+1
σHi ≥ (b
h − εj)j − h(x)
}
.
Since B0 > x on the event E(x), we arrive at the following PSBJ for the stationary busy
period.
Lemma 4.6 If the GI/GI/1 feedback queue is stable and its service time distribution has
an IRV distribution with a finite mean, then
{B0 > x} ≃
∞⋃
k=0
{
σH−k > (x+ a(k + 1))(1− ρ)
}
. (4.22)
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The lemma implies that
P(B0 > x) ∼
∞∑
k=0
P(σH−k > (x+ a(k + 1))(1− ρ)) (4.23)
since the sum of the probabilities of pairwise intersections is of order O(GI
2
(x)) =
o(GI(x)).
Then we may conclude that the principle of a single big jump can be applied to the
stationary sojourn time too:
P(U0 > x) ∼
∞∑
n=0
P(U0 > x, σH−n > (x+ (n+ 1)a)(1− ρ))
∼
∞∑
n=h(x)
P(U0 > x, σH−n > (x+ (n+ 1)a)(1− ρ)) (4.24)
where the second equivalence is valid for any integer-valued function h(x) ↑ ∞, h(x) =
o(x) and follows from (4.19) and from the properties of IRV and integrated tail distri-
butions, see Appendix A.
4.5 Proof of Theorem 2.2
First, we comment that it is easy to obtain the logarithmic asymptotics for the stationary
sojourn time. Since the sojourn time of the customer entering the stationary queue
at time 0 is not bigger than the stationary busy period and is not smaller than the
stationary sojourn time in the auxiliary queue without feedback, and since both bounds
have tail distributions that are proportional to the integrated tail distribution of a single
service time (see the Appendix for definitions), we immediately get the logarithmic tail
asymptotics:
logP(U0 > x) ∼ logHI(x) ∼ logGI(x). (4.25)
Now we provide highlights for obtaining the exact tail asymptotics for the station-
ary sojourn time distribution and give the final answer. For this, we use the following
simplifications, which are made rigorous in the “WHP” terminology and due to the o(x)-
insensitivity of the service-time distribution.
(1) We observe that the order of services prior to time 0 is not important for the cus-
tomer that enters the stationary queue at time 0: the joint distribution of the resid-
ual service time and of the queue length at time 0 stays the same for all reasonable
service disciplines (that do not allow processor sharing). So we may assume that,
up to time 0, all arriving customers are served in order of their external arrival: the
system serves the “oldest” customer a geometric number of times and then turns to
the service of the next customer.
(2) We simplify the model by assuming that all inter-arrival times are deterministic and
equal to a = λ−1.
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(3) We further assume that all service times of all customers but one are equal to b,
so every customer but one has a geometric number of services of length b. The
“exceptional” customer may be any customer −n ≤ 0, it has a geometric number
of services, one of those is random and large and all others equal to b. So the total
service time of the “exceptional” customer has the tail distribution equivalent to
EK ·G(x) =
1
q
G(x).
(4) We assume that the “exceptional” customer arrives at an empty queue, that is, the
workload found by this customer is negligible compared with his exceptional service
time.
Due to the arguments explained above, we can show that the tail asymptotics of the
sojourn time of customer 1 in the original and in the auxiliary system are equivalent. We
start by repeating our calculations from the proof of Theorem 2.1, but in two slightly
different settings.
Assume all service times but the very first one are equal to b for the exceptional
customer arriving at or before time 0. Assume that, if customer 1 arriving at time 0 is
not exceptional, then it finds X0 = N customers in the queue, and otherwise it finds
a negligible number of customers compared with N while its first service time is Nb.
Assume customer 1 leaves the system after K = k services. Denote, as before, by Ui the
time between its (i − 1)st and ith services and by Xi the queue behind customer 1 after
its ith service completion. How large should N be for the sojourn time of customer 1 to
be bigger than x where x is large?
(A) Assume that the (residual) service time, z, of the very first customer in the queue
is not bigger than b (so we may neglect it). When N is large, we get that U1 ∼ Nb. Then
we have
Xi ∼ Xi−1p+ λUi, Ui ∼ Xi−1b, i = 1, 2, . . . , k.
Hence, Xi ∼ Xi−1p + λUi ∼ Nr
i and Ui ∼ Nbr
i−1 where r = p + λb < 1. Then
U1 + . . .+ Uk ∼ Nb(1 − r
k)/(1− r). Thus, we may conclude that
P(U > x,K = k) ∼ qpk−1P(Nb > xk), (4.26)
where xk = x(1− r)/(1− r
k).
(B) Assume now that both X0 = N and z are large. Then U1 ∼ z + Nb and X1 ∼
Np+λ(z+Nb) and, further,Xi ∼ Xi−1r ∼ X1r
i−1 and Ui+1 ∼ Xib ∼ X1br
i−1 ∼ Nbri+zri.
Thus, U1 + . . .+ Uk ∼ Nb(1 − r
k)/(1− r) + z(1 − rk)/(1− r) and
P(U > x,K = k) ∼ qpk−1P(Nb+ z > x(1− r)/(1− rk)). (4.27)
Let W (t) be the total work in the system at time t. We illustrate W (t) below to see
how the cases (A) and (B) occur.
We will see now that if K = k and if there is a big service time of the (−n)th
“exceptional” customer, then the case (A) occurs if n > xk/b and the case (B) if n < xk/b.
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Figure 3: Sample path of the workload W (t) for the cases (A) and (B) with K = 2
Let the big service time take value y ≫ 1. Recall from (4.24) that it is enough to
consider values of n ≥ h(x) only, where h(x) ↑ ∞, h(x) = o(x).
For any k ≥ 1, assume K = k and y ≤ na, then the exceptional service is completed
before or at time 0, and the situation (A) occurs. Hence, X0 ≡ N = n − j for some
nonnegative j ≤ n, and y + jb/q ≈ na because approximately j further customers leave
the system prior to time 0. Then U ∼ Nb(1 − rk)(1 − r), and U > x is asymptotically
equivalent toNb(1−rk)(1−r) > x, where the last inequality is identical with (n−j)b > xk.
This together with j ≈ (na− y)q/b implies that
y & xk/q + n(a− b/q).
Since na ≥ y, this further implies that n & xk/b.
We next assume K = k and n < xk/b. Then, the contraposition of the above im-
plication implies that y > na, and the situation (B) occurs. Therefore, we should take
y = z + na, and U0 = nb+ z, where N = n. Since U ∼ (nb+ z)(1− r
k)/(1− r), U > x is
equivalent to nb+ z & xk, and therefore
y & xk + n(a− b).
Combining together both cases, we obtain the following result:
P(U0 > x) ∼ q
∞∑
k=1
pk−1
(
xk/b−1∑
n=1
P(σ > xk + n(a− b))
+
∞∑
n=xk/b
P(σ > xk/q + n(a− b/q))
)
. (4.28)
Clearly, the second sum in the parentheses is equivalent to
∞∑
n=0
P(σ > xka/b+ n(a− b/q)) ∼ (a− b/q)
−1GI(xka/b)
while the first sum in the parentheses is
∞∑
n=1
−
∞∑
n=xk/b
∼ (a− b)−1
(
GI(xk)−GI(xka/b)
)
.
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Hence, we have
P(U0 > x) ∼
q
a− b
∞∑
k=1
pk−1
(
GI(xk) +
b(1− q)
aq − b
GI(xka/b)
)
, (4.29)
where we recall that xk =
x(1−r)
1−rk
, for k ≥ 1. Since m
(0)
K = E
(
1−rK
1−r
)
, we arrive at (2.19)
and (2.20).
Appendix
A Properties of heavy-tailed distributions
We revise basic properties of several classes of heavy-tailed distributions listed at the end
of Section 1 (see [5] for the modern theory of heavy tailed distribution and other books
[1], [3] for more detail), and formulate a part of the main result from [9] that plays an
important role in our analysis.
Let {ξn}
∞
−∞ be i.i.d. r.v.’s with finite mean Eξ1 and with P(ξ1 > 0) > 0 and P(ξ1 < 0) >
0. Let F (x) = P(ξ1 ≤ x) be their common distribution and F (x) = 1−F (x) = P(ξ1 > x)
its tail. Let m+ ≡ m+(F ) = Emax(0, ξ1) =
∫∞
0
F (t)dt. Let S0 = 0, Sn =
∑n
1 ξi, and
τ = min{n ≥ 1 : Sn ≤ 0}.
If F ∈ L (long tailed), that is, (1.3) holds for some y > 0, then it holds for all y and,
moreover, uniformly in |y| ≤ C, for any fixed C. Therefore, if F ∈ L, then there exists a
positive function h(x) → ∞ such that F (x − h(x)) ∼ F (x) ∼ F (x + h(x)). In this case
we say that the tail distribution F is h-insensitive.
In what follows, we make use of the following characteristic result (see Theorem 2.47
in [5]):
F ∈ IRV if and only if F is h− insensitive, for any h(x) = o(x). (A.1)
In particular, if F is h-insensitive, then F is hc-insensitive for any c > 0, where hc(x) =
h(cx).
We also use another characteristic result which is a straightforward minor extension
of Theorem 2.48 from [5]:
F ∈ IRV if and only if F (Vn) ∼ F (vn), (A.2)
for any sequence of non-negative random variables Vn with corresponding means vn = EVn
satisfying
Vn →∞ and Vn/vn → 1 in probability.
Here is another good property of IRV distributions. Let random variables X and Y
have arbitrary joint distribution, with the distribution of X being IRV and P(|Y | > x) =
o(P(X > x)). Then
P(X + Y > x) ∼ P(X > x) as x→∞. (A.3)
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If F is an IRV distribution with finite mean, then the distribution with the inte-
grated tail FI(x) = min(1,
∫∞
x
F (y)dy) is also IRV and F (x) = o(FI(x)) and, moreover,∫ x+h(x)
x
F (y)dy = o(FI(x)) if FI is h-insensitive.
We use the following well-known result: if {σ1,j} is an i.i.d. sequence of random
variables with common subexponential distribution F and if the counting random variable
K does not depend on the sequence and has a light-tailed distribution, then{
K∑
1
σ1,j > x
}
≃ ∪K1 {σ1,j > x} and P
(
K∑
1
σ1,j > x
)
∼ EKF (x), x→∞. (A.4)
Here is the principle of a single big jump again: the sum is large when one of the summands
is large.
Let M = supn≥0
∑n
i=1 ξi where {ξi} are i.i.d. r.v.’s with negative mean −m and with
common distribution function F such that FI is subexponential. Then
{M > x} ≃ ∪n≥1{ξn > x+mn},
P(M > x) ∼
∑
n≥1
P(ξ1 > x+mn) ∼
1
m
FI(x). (A.5)
Further, if FI is subexponential, then, for any sequence mn → m > 0 and any function
h(x) = o(x), ∑
n≥0
F (x+mnn + h(x)) ∼
1
m
FI(x) (A.6)
and, for any sequence cn → 0,∑
n≥0
cnF (x+mnn+ h(x)) = o
(
FI(x)
)
. (A.7)
Remark A.1 Let K be any of the classes L,RV, IRV ,D,S,S∗. The property of belong-
ing to class K is a tail property: if F ∈ K and if G(x) ∼ CF (x) where C is a positive
constant, then G ∈ K. In particular,
(i) if F ∈ K, then F+ ∈ K;
(ii) if the random variable ξ has distribution F ∈ K and c1 > 0 and c2 are any constants,
then the distribution of the random variable η = c1ξ + c2 also belongs to K;
(iii) if the random variable ξ may be represented as ξ = σ− t where σ and t are mutually
independent random variables and t is non-negative (or, slightly more generally, bounded
from below), and if the distribution of σ belongs to class K, then P(ξ > x) ∼ P(σ > x),
so the distribution of ξ belongs to K too.
The following result is a part of Theorem 1 in [9], see also [7] for a more general
statement.
Theorem A.1 Let Sn =
∑n
1 ξ, S0 = 0 be a random walk with i.i.d. increments with
distribution function F and finite negative mean
Eξ1 = −m < 0. (A.8)
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Assume F ∈ S∗. Let T ≤ ∞ be any stopping time (with respect to {ξn}). Let MT =
max0≤n≤T Sn. Then
lim
x→∞
P(MT > x)
F (x)
= ET. (A.9)
B Proof of Corollary 3.1
We first note that the event {τH ≥ n} is independent of σHn and ξ
H
n because {τ
H ≥ n} =
{τH ≤ n− 1}c is σ({ξHℓ ; 1 ≤ ℓ ≤ n− 1})-measurable. Hence,
P(τH ≥ n, σHn > x(1− ρ)) = P(τ
H ≥ n)P(σHn > x(1− ρ)),
and therefore the equivalence (3.4) is immediate from (3.3) of Theorem 3.1, while (3.5)
easily follows from (3.4).
Thus, it remains to prove (3.6). For this, we introduce some notation. Let SHn =∑n
i=1 ξ
H
i and let S
σH
n =
∑n
i=1 σ
H
i . Define a sequence of events En, n = 0, 1, . . ., as
En = ∩ℓ≥1{(S
H
ℓ+n − S
H
n ) ≥ (bH − a)ℓ− δℓℓ− C, (S
σH
ℓ+n − S
σH
n ) ≥ bHℓ− δℓℓ− C}
which is stationary in n (here, by convention, SH0 = S
σH
0 = 0). Due to the SLLN, there
exists a sequence δℓ ↓ 0 such that
P(|SHℓ /ℓ− (bH − a)| ≤ δℓ and |S
σH
ℓ /ℓ− bH | ≤ δℓ, for all ℓ ≥ n)→ 1,
as n→∞. Therefore, for any ε > 0, there exists C = Cε > 0, for which En is denoted by
En,ε, such that
P(En,ε) = P(E0,ε) ≥ 1− ε. (B.10)
Introduce a function hε(x) by
hε(x) = max
i≤[x/a]
(iδi) + Cε + bH ,
where [x/a] is the integer part of the ratio x/a. Then, for this ε and n ≥ 1, define Jn,ε(x)
as
Jn,ε(x) =
{
τH ≥ n, ξHn > x(1− ρ) + hε(x)
}
, x > 0.
Then, on the event Jn,ε(x)∩En,ε, we have S
H
n−1 > 0, S
H
n > ξ
H
n > x(1− ρ)+hε(x), and
therefore
SHn+ℓ > x(1 − ρ) + hε(x)− (1− ρ)aℓ− δℓℓ− Cε
= (1− ρ)(x− aℓ) + max
i≤[x/a]
(iδi)− δℓℓ+ bH > 0, 0 ≤ ℓ ≤ [x/a].
Hence, letting ℓ0 = [x/a], we have, on the same event,
B ≥
n+ℓ0∑
i=n
σHi = σ
H
n + S
σH
n+ℓ0
− Sσ
H
n > x(1− ρ) + hε(x) + bHℓ0 − δℓ0ℓ0 − Cε > x.
30
For any integer N ≥ 1, let
LN,ε(x) = ∪
N
n=1{max
i<n
ξHi ≤ x(1 − ρ)} ∩ Jn,ε(x) ∩ En,ε,
then we have
{B > x} ⊇ LN,ε(x). (B.11)
Let FH be the distribution of ξH , and recall that H is the distribution of σH . Both of
them are intermediate regularly varying, they are tail-equivalent and h-insensitive (see
Remark A.1 and (A.1)). Since LN,ε(x) is a union of N disjoint events and {τ
H ≥
n,maxi<n ξ
H
i ≤ x(1 − ρ)} is independent of ξ
H
n and En,ε, (B.10) yields, as x→∞,
P(LN,ε(x)) =
N∑
n=1
P(τH ≥ n,max
i<n
ξHi ≤ x(1 − ρ)) · F
H(x(1 − ρ) + hε(x)) · P(En,ε)
∼
N∑
n=1
P(τH ≥ n)H(x(1− ρ))P(En,ε)
≥ (1− ε)H(x(1− ρ))
N∑
n=1
P(τH ≥ n). (B.12)
Let Lε(x) = limN→∞ LN,ε(x), then Lε(x) ⊂ {B > x} by (B.11), and, for any N , by (3.3)
of Theorem 3.1,
P(B > x)− P(Lε(x)) . H(x(1− ρ))
(
ε
N∑
n=1
P(τH ≥ n) +
∞∑
n=N+1
P(τH > n)
)
.
Choosing N such that
∑∞
n=N+1 P(τ
H > n) ≤ εEτH , we get
0 ≤ P(B > x)− P(Lε(x)) . 2H(x(1 − ρ))εEτ
H . (B.13)
For x > 0, define events J(x) and J ε(x) as
J(x) =
∞⋃
n=1
{τH ≥ n, ξHn > x(1− ρ)},
Jε(x) =
∞⋃
n=1
{max
i<n
ξHi ≤ x(1− ρ)} ∩ Jn,ε(x).
Since Lε(x) = ∪
∞
n=1{maxi<n ξ
H
i ≤ x(1 − ρ)} ∩ Jn,ε(x) ∩ En,ε, we have
0 ≤ P(Jε(x))− P(Lε(x)) =
∞∑
n=1
P(τH ≥ n,max
i<n
ξHi ≤ x(1− ρ))F
H(x(1− ρ))(1− P(En,ε))
≤ εEτHFH(x(1 − ρ)).
Further, Jε(x) ⊂ J(x) and
0 ≤ P(J(x))− P(Jε(x)) ≤ Eτ
H
P(ξH1 ∈ (x(1 − ρ), x(1− ρ) + hε(x)]) = o(F
H(x(1− ρ)).
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Combining those with (B.13), we obtain that
P ({B > x} \ J(x)) ≤ P(B > x)− P(Lε(x) ∩ J(x))
= P(B > x)− P(Lε(x)) ≤ 2εEτ
HFH(x(1 − ρ)),
P (J(x) \ {B > x}) ≤ P (J(x))− P (Lε(x))
. εEτHFH(x(1− ρ)) + o(FH(x(1− ρ)).
Since ε > 0 may be taken arbitrarily small, we arrive at (3.6).
C Alternative proof of Corollary 2.1
In this section, we give an alternative proof of Corollary 2.1, which is based on the result
from [9], not using PSBJ. Instead of it, our basic tools are Theorem A.1 and the law of
large numbers. We also slightly generalise Corollary 2.1.
Theorem C.1 For the stable GI/GI/1 feedback queue, assume that its service time dis-
tribution is intermediate regularly varying and has a finite mean. If the first customer
arriving at the empty system has an exceptional first service time η instead of σ1,0, that
is, U1 = η, such that
(I) η has an intermediate regularly varying distribution with E(η) <∞;
(II)
P(η > x)
P(σ > x)
converges to a constant from [0,∞], as x→∞;
(III) E(X
(0)
k−1) <∞ for k ≥ 1;
then, for each k ≥ 1, as x→∞,
P (Tk > x) ∼
k−2∑
ℓ=0
E
(
1 +X
(0)
k−ℓ−1
)
P
(
(1 +m
(0)
ℓ )σ > x
)
+ P
(
(1 +m
(0)
k−1)η > x
)
. (C.14)
Remark C.1 If η = σ1,0, then the conditions (I)–(III) are satisfied, and this theorem is
just Corollary 2.1.
Proof. Recall the definitions of Xℓ−1, Uℓ under σ1,0 = η. We have X0 = u0 = 0, U1 = η,
and, for ℓ ≥ 2,
X
(0)
ℓ−1 = N
e(Tℓ−2 + Uℓ−1)−N
e(Tℓ−2) +N
B
ℓ−2(X
(0)
ℓ−2), (C.15)
ℓ−1∑
j=1
X
(0)
j = N
e(Tℓ−1) +
ℓ−1∑
j=2
NBj−1(X
(0)
j−1), (C.16)
Tℓ =
ℓ∑
j=1
Uj =
ℓ∑
j
X
(0)
j−1∑
i=0
σj,i, (C.17)
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where Xj−1 and σj,i are independent. Since (C.14) is an identity for k = 1, we assume
that k ≥ 2. We partition the event {Tk > x} into the following k disjoint sets for each
y ≡ (y1, y2, . . . , yk−1) > 0.
I
(ℓ)
k (y, x) =
{
{Tk > x, Uj ≤ yj, 1 ≤ j ≤ k − 1}, ℓ = 1,
{Tk > x, Uj ≤ yj, 1 ≤ j ≤ k − ℓ, Uk−ℓ+1 > yk−ℓ+1}, 2 ≤ ℓ ≤ k.
We prove that
P
(
I
(ℓ)
k (y, x)
)
∼
E
(
1 +X
(0)
k−ℓ
)
P
(
(1 +m
(0)
ℓ−1)σ > x
)
, 1 ≤ ℓ ≤ k − 1,
P
(
(1 +m
(0)
k−1)η > x
)
, ℓ = k,
(C.18)
as x→∞ then y1, . . . , yk−1 →∞. By the assumptions (I)–(III), these asymptotics yield
(C.14), and therefore the theorem is obtained.
We prove (C.18) deriving upper and lower bounds. We first consider the case that
ℓ = 1. Since Uj ≤ yj for 1 ≤ j ≤ k − 1, we have that Tj ≤
∑j
j′=1 yj′ for 1 ≤ j ≤ k − 1,
and
ℓ−1∑
j=1
X
(0)
j ≤ N
e
(
ℓ−1∑
j′=1
yj′
)
+
ℓ−1∑
j=2
NBj−1
(
X
(0)
j−1
)
on I
(1)
k (y, x).
This inductively shows that X
(0)
k−1 has light tail on I
(ℓ)
k (y, x), and therefore (C.17) implies
that
lim sup
x→∞
P
(
I
(1)
k (y, x)
)
P(σ > x)
≤ lim sup
x→∞
P
(∑X(0)
k−1
i=0 σk,i > x−
∑k−1
j=1 yj
)
P(σ > x)
= E
(
1 +X
(0)
k−1
)
.
The corresponding lower bound is obvious. That is,
lim inf
x→∞
P
(
I
(1)
k (y, x)
)
P(σ > x)
≥ lim inf
x→∞
P
(∑X(0)
k−11(Uj<yj ,1≤j≤k−1)
i=0 σk,i > x
)
P(σ > x)
= E
(
1(Uj < yj, 1 ≤ j ≤ k − 1)
(
1 +X
(0)
k−1
))
.
Hence, letting yj →∞ for j = 1, 2, . . . , k, we obtain (C.18) for ℓ = 1.
We next consider the case ℓ = 2. Let c1 be a positive constant, which will be appro-
priately determined for each sufficiently small ε > 0.
P
(
I
(2)
k (y, x)
)
≤ A
(2)
+ (y1, . . . , yk−2, x) +B
(2)
+ (y1, . . . , yk−2, x),
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where
A
(2)
+ (y1, . . . , yk−2, x) = P
(
Uj ≤ yj, 1 ≤ j ≤ k − 2, Uk−1 > c1x
)
,
B
(2)
+ (y1, . . . , yk−2, x) = P
(X(0)
k−1∑
i=0
σk,i > (1− c1)x− (y1 + . . .+ yk−2),
Uj ≤ yj, 1 ≤ j ≤ k − 2, yk−1 < Uk−1 ≤ c1x
)
.
Since Uk−1 =
∑X(0)
k−2
i=1 σk−1,i, the term A
(2)
+ (y1, . . . , yk−2, x) has the same asymptotics as
I
(1)
k−1(y, c1x). Hence, it follows from the asymptotics of I
(1)
k (y, x) that
A
(2)
+ (y1, . . . , yk−2, x) ∼ E
(
1 +X
(0)
k−1
)
1(k = 2)P(η > c1x) + 1(k ≥ 3)P(σ > c1x). (C.19)
Thus, if we show that B
(2)
+ (y1, . . . , yk−2, x) is asymptotically negligible, then the right-
hand side of (C.18) is obtained as an upper bound for ℓ = 2. To see this, we consider
X
(0)
k−1 on the event
EUk−1(y, x) ≡ {Uj ≤ yj, 1 ≤ j ≤ k − 2, yk−1 < Uk−1 ≤ c1x},
on which we have
X
(0)
k−1 = N
e(Tk−2 + Uk−1)−N
e(Tk−2) +N
B
k−1(X
(0)
k−2) . N
e(c1x), x→∞.
Hence, letting
zk−2 = y1 + . . .+ yk−2,
S˜σn =
n∑
i=1
(σk,i − (b+ ε)), M˜n = max
1≤j≤n
S˜σj , n ≥ 1,
and applying Theorem A.1, we have
B
(2)
+ (y1, . . . , yk−2, x) = P
(
S˜σ
X
(0)
k−1+1
+ (b+ ε)(X
(0)
k−1 + 1) > (1− c1)x− zk−2, E
U
k−1(y, x)
)
≤ P
(
M˜
X
(0)
k−1+1
+ (b+ ε)(X
(0)
k−1 + 1) > (1− c1)x− zk−2, E
U
k−1(y, x)
)
≤ P
(
M˜
X
(0)
k−1+1
> (1− c1(1 + (b+ ε)(λ+ ε))x, E
U
k−1(y, x)
)
+ P
(
X
(0)
k−1 + 1 > c1(λ+ ε)x− zk−2, E
U
k−1(y, x)
)
. E
(
(X
(0)
k−1 + 1)1EUk−1(y,x)
)
P (σ > (1− c1(1 + (b+ ε)(λ+ ε))x)
+ P
(
N e(c1x) > c1(λ+ ε)x− zk−2
)
,
where the last probability term decays super-exponentially fast, so it is negligible. Thus,
if we choose c1 > 0 such that c1(1 + (b + ε)(λ + ε)) < 1, then B
(2)
+ (y1, . . . , yk−2, x) is
asymptotically negligible because
lim
x→∞
E
(
(X
(0)
k−1 + 1)1EUk−1(y,x)
)
= 0.
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Consequently, we choose c1 =
1−ε
1+(b+ε)(λ+ε)
, which converges to (1 + λb)−1 as ε ↓ 0. Thus,
we have proved that the right-hand side of (C.18) is an upper bound for ℓ = 2.
For the lower bound for ℓ = 2, we take another decomposition. Let d1 =
1+ε
1+λb
< 1 for
a sufficiently small ε > 0, then, for d1x > yk−1,
P
(
I
(2)
k (y1, . . . , yk−2, d1x, x)
)
≥ P(Uk−1 > d1x, Uj ≤ yj, 1 ≤ j ≤ k − 2)
− P(Tk ≤ x, Uj ≤ yj, 1 ≤ j ≤ k − 2, Uk−1 > d1x).
Similar to (C.19), we have
P(Uk−1 > d1x, Uj ≤ yj, 1 ≤ j ≤ k − 2)
∼ E
(
1 +X
(0)
k−1
)
1(k = 2)P(η > d1x) + 1(k ≥ 3)P(σ > d1x).
On the other hand, by the law of large numbers,
P(Tk ≤ x, Uj ≤ yj, 1 ≤ j ≤ k − 2, Uk−1 > d1x)
≤ P
X
(0)
k−1∑
i=0
σk,i ≤ (1− d1x), Uj ≤ yj, 1 ≤ j ≤ k − 2, Uk−1 > d1x

≤ P
Ne(zk−2+d1x)−Ne(zk−2)+NBk−1(X
(0)
k−2)∑
i=0
σk,i ≤ (1− d1x), Uj ≤ yj, 1 ≤ j ≤ k − 2, Uk−1 > d1x

= o(1)P (Uk−1 > d1x) .
Hence, this term is asymptotically negligible, and therefore we have the asymptotic lower
bound for I
(2)
k (y, x), which agrees with the upper bound, by letting ε ↓ 0. Thus, we have
proved (C.18) for ℓ = 2. For ℓ = 3, . . . , k, (C.18) is similarly proved (we omit the details).
Then the proof of the corollary is completed.
Acknowledgements
The authors are grateful to the reviewers for helpful comments and suggestions.
References
[1] Asmussen, S.(2003). Applied Probability and Queues. Springer, 2nd Edition.
[2] Baccelli, F. and Foss, S. (2004). Moments and tails in monotone-separable
stochastic networks. Annals of Applied Probability, 14, 612–650.
[3] Embrechts, P.; Klu¨ppelberg, C.; Mikosch, T. (1997). Modelling Extremal
Events. Springer.
35
[4] Foss, S.; Korshunov, D. (2012). On Large Delays in Multi-Server Queues with
Heavy Tails. Mathematics of Operations Research, 37, 201–218.
[5] Foss, S.; Korshunov, D.; Zachary, S. (2013). An Introduction to Heavy-Tailed
and Subexponential Distributions. Springer, 2nd Edition.
[6] Foss, S.; Miyazawa, M. (2014). Two-node fluid network with a heavy-tailed
random input: the strong stability case. Journal of Applied Probability, 51A, 249–
265.
[7] Foss, S.; Palmowski, Z.; Zachary, S.(2005) The probability of exceeding a
high boundary on a random time interval for a heavy-tailed random walk. Annals of
Applied Probability, 15, 1936–1957.
[8] Foss, S.; Puhalskii, A. (2011). On the limit law of a random walk conditioned to
reach a high level. Stochastic Processes and their Applications, 121, 288–313.
[9] Foss, S.; Zachary, S. (2003). The maximum on a random time interval of a
random walk with a long-tailed increments and negative drift. Annals of Applied
Probability, 13, 37–53.
[10] Greenwood, P. (1973). Asymptotics of randomly stopped sequences with inde-
pendent increments. Annals of Probability, 1, 317–321.
[11] Jelenkovic, P., Momcilovic, P. and Zwart, B. (2004). Reduced load equiva-
lence under subexponentiality. Queueing Systems, 46, 97–112.
[12] Takacs, L. (1963). A single-server queue with feedback. Bell System Technical
Journal, 42 505–519.
[13] Zwart, A.P. (2001). Queueing systems with heavy tails. PhD Thesis. Eindhoven:
Technische Universiteit Eindhoven.
36
