An Autonomous Intelligent Radar System (AIRS) deployed on a surveillance aircraft is briefly described. A Net-Centric compliant approach for integrating AIRS is presented. An overview of unmanned autonomous air vehicle research is provided along with a discussion of some of the issues with integrating AIRS aboard these vehicles.
Portions of AIRS to date have been applied to an airborne radar surveillance system flying a repetitive route accumulating data and knowledge to be used during the next sortie. For example the knowledge that can be gained, are the correlation of road traffic with moving targets, the location of shadowed regions by mountains, or the location of large discrete targets and tunnels. This knowledge can subsequently be used for changing the algorithms and providing information throughout the signal and data processing chain. However, today's adversaries are not traveling in truck convoys, flying aircraft in formation, or traveling the desert in tanks. They cannot easily be detected and tracked with stand-off airborne sensors such as AWACS or JSTARS. Today's adversaries are embedded in urban environments traveling in everyday vehicles, without uniforms, and carrying small weapons and bombs. Large surveillance platforms cannot easily detect and track individuals with weapons, trucks, automobiles, or weapon caches housed in dense urban areas or mountainous regions that are kilometers away. To meet these requirements, organizations are investigating unmanned air vehicles (UAV) with different sensors which can be deployed in urban and mountainous regions to detect and track various targets. These UAVs may operate on their own, in conjunction with surveillance platforms, or with minimum human intervention. This paper addresses some of the issues with applying an AIRS architecture to sensors aboard UAVs. Section 2 briefly describes the components of AIRS and NetCentric sensing, a review of some of the numerous UAV programs described in the literature is provided in section 3 and section 4 addresses the issues of applying AIRS to radars aboard a UAV. Section 5 provides recommended future areas of research.
Autonomous Intelligent Radar System (AIRS)
The performance of sensor systems can be enhanced by dynamically controlling the sensor's algorithms dependent upon a changing environment. A radar system can perform better if it knew where potential jammers were located and their characteristics. If a sensor knows about its surroundings then it can enhance its performance. The sharing of information in real time with other sensor systems is very desirable, e.g. sharing information between the surveillance radar system, navigation system, and the electronic warfare system on the aircraft. However, if an airborne radar is going to share and receive information from multiple sources, then it must be able to communicate and understand the information. A solution for the exchange of information between heterogeneous sensors is for each sensor to publish information based upon shared ontologies. In this manner, when a sensor publishes its track data, multiple sensors receiving this information will be able to interpret its contents without ambiguity. Each transmission of information between sensors must depict its time and coordinates. In addition if it is sharing track or target data it must specify the target's unique identifier, velocity, pitch, yaw, roll and meta data describing the transmitted raw data. The unique identifier will allow the receiving sensor to acquire, within its resident database, all of the sender's radar characteristics. The description of these data can be defined by ontologies such that all the sensor platforms will correctly understand the information provided, e.g. sensor and platform characteristics. We need ontologies for defining these data and the rules to explain the relationships among the data, so that the information published by any sensor can be understood correctly by the receiving sensor to perform functions such as fusion, track correlation, and target identification.
Sharing information between sensors on the same platform is also required, especially if one or more sensors are adaptively changing their waveform parameters to meet the demands of a changing environment. Figure 1 depicts a hypothesized intelligent sensor system. Each of the sensors has its own signal and data processing capability. An intelligent processor was added to address fusion, control, and communication between sensors. The goal is to be able to build this processor so that it can interface with any sensor and communicate using ontological descriptions via the intelligent platform network. The intelligent network will be able to coordinate the communications between the on-board and off-platform sensor systems. There are also communications issues that need to be addressed for the sharing of information and for minimizing the potential of electromagnetic (EM) fratricide. The intelligent platform should determine if there is EM interference potential when a sensor varies its signal characteristics which may cause interference to a receiving sensor. Rather than have each sensor on a platform operate as an independent system, we need to design our platform as a system of sensors with multiple goals managed by an intelligent platform network that can manage the dynamics of each sensor to meet the common goals of the platform. Figure 1 represents one radar sensor. If this radar sensor is built using knowledge based techniques, then processing is intelligently controlled. A modified design obtained from the KB Space Time Adaptive Processor (KBSTAP) effort [9] is shown in Figure 2 . The knowledge base controller serves as the major integrator for communications and control of individual processors. These processors operate both independently and cooperatively. Each can be implemented on a separate computer. It is also envisioned that each processor, using Semantic Web technologies, may some day be able to communicate with other processors on the same or different platforms. The knowledge base controller (KBC) receives information from many sources. Data about the radar, its frequency of operation, antenna configuration, where it is located on the aircraft, etc. is provided by the block labeled "configuration information". Map data is preloaded before each mission to estimate clutter returns and to register its location relative to the earth and to other sensor platforms. It is also preloaded with its flight profile data and is updated continually by the platform's navigation system. It also will receive information from the intelligence community, both before and throughout a mission. During flight, the KBC will receive information about weather, jammer locations, requests for information, discrete locations, fusion information, etc. The radar system is assumed to be aboard a surveillance aircraft flying a known and repeatable path over the same terrain. Therefore it can learn by monitoring the performance of different algorithms over repeatable passes of terrain. The KBC performs the overall control functions of the AIRS. It assigns tasks to all processors, communicates with outside system resources, and "optimizes" the system's global performance. Each individual processor "optimizes" its individual performance measures, e.g. signal-to-noise ratio and probability of detection. The tracker with the KBC, for example, "optimizes" the number of correct target tracks and "minimizes" the number of missed targets, incorrect tracks, and lost tracks. The KBC handles all interrupts from the User Interface Processor, assigns tasks to the individual processors based upon user requested jobs, generates information gathered from sources to enhance the performance measures of the individual processors, works with other sensors and outside sources for target identification, and provides the User Interface Processor periodic and aperiodic data for answering queries and requests from the user. A more detailed description of each processor and how they change over time can be found in [6] .
The AIRS may participate within the Net-Centric data strategy and the global information grid (GIG) as shown in Figure 3 . One of the major driving forces of the Net-Centric approach is to get data and information to as many users and resources as quickly as possible. Analyses of the data can be performed in parallel by numerous users and organizations rather than waiting for the developer of the information to process the data completely before making it available. There are three types of users in this Net-Centric strategy: the developer, the producer and the consumer of data and information. The developers are those people that understand the GIG enterprise services and their capability along with knowledge of the domain of interest, in our case a radar system. The producers and consumers are users and/or processes that either produce or consume data and information that are published in a shared space, and produce or use the metadata in the catalogue. Consumers can search the catalogues for data and information, or if they are aware of existing data as defined in the metadata catalog, they can periodically poll the shared data space, or they can subscribe to publications when they made available.
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Figure 3. AIRS and the Net-Centric Approach
Because of this net-centric approach a radar sensor will participate in multiple COIs simultaneously, in areas such as area surveillance, battle damage assessment, and target detection, producing and consuming Net-Centric data and information in real-time via the GIG.
Unmanned Air Vehicles (UAV)
There are numerous research efforts being sponsored in the US regarding UAVs and unmanned robotic vehicles (URVs). The USAF has a program called MultiUAV [10] , a simulation model, based upon a series of managers that cooperate in the managing of multiple UAVs. These managers or agents perform tactical maneuvering, as well as sensor, target, cooperation, route and weapons management. The sensor agent maintains a list of detections, performs automatic target recognition, and also performs battle damage assessment. The simulation is built in Mathwork's Simulink software and allows for a set of UAVs to perform a mission together where each is assigned a predetermined search pattern. When a target is detected, all UAVs are notified and, since they have identical software, they re-plan the same or next set of tasks. UAVs communicate over two data buses, one for simulation related signals and one for the actual communications that would go on between UAVs.
The US Navy is pursing a program called Autonomous Intelligent Networks and Systems (AINS) [11] that involves UAVs that can cooperatively work together to achieve a goal without human intervention. The program has three goals or focus areas: exploring intelligent autonomy, providing wireless communications between elements without a given infrastructure, and providing intelligent control of the elements by humans. Another underlying goal is to have their network of elements not be dependent on a global positioning system (GPS). All sensors are passive, e.g. no monostatic radar systems. The program has demonstrated nine helicopters flying safely in a limited space.
DARPA is funding multiple efforts related to UAVs. One area involves emulating how ants, via the use of pheromones, communicate and gather food. There are three ways ants direct their fellow ants to food [12] . They lay pheromones for attracting many ants to the food, certain types of ants will return to the nest and vibrate its antenna to attract another ant to acquire food, or they may vibrate their antenna differently to attract numerous ants to accomplish the same. Researchers have been studying pheromone usage to model how UAVs can work autonomously. Some researchers emulate the deposition and interaction with pheromones by the environment and its walkers [13] . The environment is partitioned into numerous shaped areas where each area receives pheromones placed by the walkers. The areas aggregate the amount of pheromones placed by the walkers and evaporate pheromones over time. The areas also diffuse the pheromones to nearby areas in the environment. It is through the walkers placing and "sensing" the pheromones that communications exist between the walkers or UAVs. Different flavors of pheromones may convey different features such as the detection of hostile versus friendly entities and they have different semantics. Different flavors with the same semantics for example may have different evaporation rates, propagation rates or different thresholds.
Digital pheromone technology was demonstrated by Johns Hopkins University and the US Army with four robots controlled by algorithms within a mock urban area along with two UAVs also controlled by pheromone technology. According to [14] "The actions of the vehicles were not scripted as evidenced by their adapting to the unplanned failure of one of the ground robots. Rather than specify each vehicle's task, the operator simply gives a high level command to the whole swarm, such as 'survey this area and track any identified targets' or 'patrol around this convoy'. The robots autonomously configured themselves to determine which robot would perform what task in order to accomplish the overall objective. The operator was free to monitor their behavior, receive their reports, and provide additional guidance as needed when priorities or mission objectives changed. The swarm did not need any special configuration to meet a wide variety of mission requirements, respective of the operating environment or the number and type of vehicles involved."
The above referenced research is just a sample of the work that is currently being pursued to guide autonomous vehicles on the earth and in the air. According to [14] an industry survey has identified 48 research and development programs using emerging methods for future advanced flight control concepts. Some researchers are studying the use of genetic algorithms in order to breed control behaviors. DARPA's Software Enabled Control (SEC) program is deliberately avoiding using genetic algorithms. They are researching algorithms [14] that "generate behaviors that are possible as a group but not possible as individuals." The program believes that the passive sensing of the kinematics of its neighbor is needed in coordinating collision free flight paths. They also believe that the UAVs must respond to human control and never perform any unexpected actions.
Applying AIRS to UAVs
There are technical issues associated with applying the AIRS architecture to UAVs. The designs shown in figures 1 and 2 are viable for a UAV as long as the technology employed can meet the size, weight, and power requirements of the UAV. Semantic Web technologies for communicating and controlling the various sensors aboard a UAV and between UAVs are required. The manner in which sensors communicate will change depending upon the deployment and communication media. If we deploy UAVs in urban environments, then some preloaded data and information will be different, i.e. building locations, their size, construction, etc.
In the current AIRS architecture the radar is assumed to be flying aboard a surveillance aircraft viewing the earth looking for multiple threat targets. This deployment makes use of map data, outside information sources, and due to the repetitive race track route that is traversed, it can "learn" from the experience and modify its radar signal processing algorithms. The learning process of monostatic or multistatic radars mounted on UAVs, which do not travel repetitive routes, requires investigation. We must address how UAV radars learn from the terrain, outside sources, effectively manage its resources, and communicate between other sensors and information sources. As an illustration consider a digital implementation of a pheromone paradigm for managing UAVs. For example, an urban environment would be partitioned into areas where UAVs can read and write information (i.e. sense and leave pheromones) to a ground node, the ground nodes can be integrated together and provide information to the GIG complying with the Net-Centric paradigm. New learning algorithms need to be developed to use the knowledge acquired by pheromone model communications between sensors. For example, updates to map data can be left by one UAV to be read by others, detections and images can be shared via the pheromone model, and then allow the UAVs to work together to learn what previous sensors have discovered.
The nodes within each area will contain and maintain the knowledge for each new UAV sensor platform that visits the area.
Future research.
This paper has provided a brief overview of some of the research efforts concerning UAVs. One of the most interesting is the use of pheromone technologies, which requires further investigation.
The AIRS architecture learning process should be investigated more thoroughly and models developed illustrating how it could interface with some of the most promising UAV autonomous approaches being pursued.
