Abstract-In this work we consider the concept of contractive interval-valued fuzzy negation, as a negation such that it does not increase the length or amplitude of an interval. We relate this to the concept of Lipschitz function. In particular, we prove that the only strict (strong) contractive interval-valued fuzzy negation is the one generated from the standard (Zadeh's) negation.
I. INTRODUCTION
As it is very well known, fuzzy sets theory, first introduced by Zadeh in [19] , has shown itself a very valuable tool for problems that, by its very own nature, have to deal with imprecision, ignorance or vagueness. However, the definition of a fuzzy set does not properly enough take into account this vagueness, since it imposes a single numerical value to measure the membership of an element to a given set. It can be very hard to provide precisely this numerical value, so it seems useful to find alternative ways of providing the information that do not require so much precision, or that, at least, allow to take into consideration somehow the imprecision or vagueness of the problem under consideration. In this sense, there have been made several proposals: among them we can find Atanassov's intuitionistic fuzzy sets theory ( [2] , [3] ) and interval-valued fuzzy sets ( [8] ). In particular, the second cited extension assigns to each element of the referential set not a number but a whole interval. The length of this interval can be understood ( [7] ) as a measure of the lack of knowledge or imprecision in the data that have to be handled in order to solve a given problem. For an application to image processing, see [5] .
From this point of view, it is quite natural, form a theoretical point of view, to consider those mappings such that the length of the resulting interval is at most as large as those of the input intervals. Or, from the lack of knowledge point of view, consider those processes such that the imprecision or lack of accuracy is not increased in the final result. On the other hand, it seems also natural that if additional information is not included, from a practical point of view imprecision should not decrease. So, if interval length is seen as a measure of the lack of knowledge, the theoretical developments should not allow, in some sense, to consider purely contractive mappings in the sense that the interval length is strictly decreased.
On the other hand, Lipschitzicianity is a very widely used concept in mathematical analysis. Basically, it imposes a restriction in the way a function can increase or decrease, and it occurs in fields as different as topology (fixed point maps) or the study of ordinary differential equations ( [9] ). So in some sense, it can also be understood as a mathematical way of preventing a function from increasing too much if the input variables do not change too much.
In this work we intend to bring together these two concepts. We will express the idea of not increasing the lack of ignorance by means of the Lipschitzicianity as an analytical tool. In particular this has led us to the concept of contractive interval-valued mapping. Clearly, this opens a wide field of research, so in order to give a clear idea of what are we trying to do, we have focused on the specific case of interval-valued fuzzy negations. This particular instance, as simple as it can seem, provides in fact some valuable results. In particular, we prove that the only interval-valued fuzzy negation that does not increase the length of the input interval is also the only interval-valued fuzzy negation that preserves that length. And that negation is precisely the standard negation. So, thanks to the connection by means of the concept of automorphism of Lipschitz functions and fuzzy negations, we prove that, basically, 1-Lipschitzicianity is equivalent to contractiveness for interval valued fuzzy negations.
Nevertheless, we want to stress that this work is only a first step in a very large field of possible research. For this reason, we have focused on the simple example of negations, that can be used as a token for future developments of the theory, without involving too complicated issues.
The structure of this paper is the following. In the next section we present some preliminary definitions and results. In Section III we introduce interval-valued fuzzy sets and interval-valued mappings. In Section IV we present our main results on interval-valued contractive fuzzy mappings. In Section V we talk a bit of interval-valued K-Lipschitz mappings. We end with some conclusions.
II. PRELIMINARIES
In this section we recall the main concepts that we are going to use for our developments.
A. Lipschitz functions
We recall here the mathematical concepts of Lipschitz function, as well as some properties that will be of interest for us. 
The smallest of such K is called the Lipschitz constant of the mapping f . If K is the Lipschitz constant of the mapping f , then f is also called a K-Lipschitz mapping. In particular, 1-Lipschitz mappings are also called short maps.
It is worth to point out that the general definition of Lipschitz mapping is not restricted to the closed interval [0, 1], but considered over all real numbers. However, since we are going to deal with fuzzy negations, we take this domain-restricted definition.
With respect to the meaning of K-Lipschitzicianity, basically it does not allow f to increase or decrease faster than a given rate with respect to the increase of the input variable. This rate is defined by the constant K. In this sense, it is clear that any K-Lipschitz mapping f is also continuous. Moreover, it can be seen ( [9] ) that a K-Lipschitz mapping is differentiable almost everywhere with respect to the Lebesgue measure. In fact, K-Lipschitzicianity can also be understood as a sort of weak differenciability. Also observe that if a K 1 -Lipschitz function and g is a
For our following developments, we focus in bijective Lipschitz functions. In this sense, we start by introducing the concept of automorphism on the unit interval. Notice that for any automorphism ϕ the identities ϕ(0) = 0 and ϕ(1) = 1 hold. Observe also that any automorphism is in particular continuous, but not necessarily K-Lipschitz, as the family of automorphisms ϕ(x) = x p with p < 1 shows. On the other hand, we have the following result.
Proof. By definition
so the result is clear Observe that the only important point for the proof is that ϕ(1) = 1 and ϕ(0) = 0, regardless which the other values of ϕ are. In fact, not even monotonicity was necessary.
Example 1: Each of the automorphisms ϕ p (x) = x p with p ≥ 1 is p-Lipschitz. To see it, first of all notice that, from the mean value theorem, if x > y
for some c ∈ (x, y). So ϕ p is Lipschitz with Lipschitz constant smaller than or equal to p. On the other hand,
so the p-Lipschitzicianity follows.
Moreover, 1-Lipschitzicianity completely determines an automorphism, as the next result shows.
Proof. From the 1-Lipschitzicianity of ϕ, we have, on one hand, that
whereas on the other hand
so we have that ϕ(x) ≥ x, and the result follows from both inequalities Remark. There is no similar uniqueness results for KLipschitz automorphisms with K > 1. To see it, fix K > 1, and s ∈]0, 1/K[. Then, the following automorphisms are KLipschitz:
Note that
is the upper bound of all K-Lipschitz automorphisms φ from Aut([0, 1]). Nevertheless, it is not strictly monotone and thus not an automorphism.
On the other hand,
is the lower bound of all K-Lipschitz automorphisms φ from Aut([0, 1]). As in the previous case, it is not strictly monotone and thus not an automorphism. Of course, there is nothing specific from a mathematical point of view in the use of automorphisms. We can obtain a similar general result for any bijective continuous mapping, as the next result shows.
b−a and the only
Proof. Suppose first that f is increasing. Define the mapping
We have that
and, since f is K-Lipschitz, this is smaller than or equal to
Finally, if f is decreasing, then the mapping h(x) = f (b + a − x) is increasing, and the results follows from the calculations for the increasing case
B. Lipschitz fuzzy negations
In this section we analyze the relation between the Lipschitz property and the concept of fuzzy negation. Further considerations on the subject, as well as related developments, can be found in [11] . If N is continuous and strictly decreasing, i.e., if x < y implies that N (x) > N (y), then N is called a strict negation. A strict negation N which is involutive (i.e, such that N (N (x)) = x for all x ∈ [0, 1]) is called a strong negation.
The most representative example of negation is the socalled standard (or Zadeh's) 
) defines a fuzzy negation. In fact, as proved by Trillas ([15] , see also [12] ), for any strong negation N there exists an automorphism ϕ such that N can can be written in this way.
As a first result, we show that there are no purely contractive fuzzy negations, i.e., K-Lipschitz fuzzy negations with K < 1.
Proposition 4: Let N be a K-Lipschitz fuzzy negation. Then K ≥ 1.
Proof. The proof runs similarly to that of Proposition 1 . Our aim is to see that the only 1-Lipschitz negation is Zadeh's negation. From Proposition 3 we have the following result. Now we want to consider also negations which are not strict. This can be done as follows.
Theorem 1: Let N be a 1-Lipschitz negation. Then N (x) = 1 − x for all x ∈ [0, 1]. Proof. Since N is 1-Lipschitz, we have that, for any x ∈ [0, 1]
The result follows
III. INTERVAL-FUNCTIONS

A. Interval-valued fuzzy sets
We start introducing some notations. Some more results can also be found in [8] . We denote by L([0, 1]) the set of all closed subintervals of the closed unit interval [0, 1]. That is: None of these orderings is complete. In order to solve somehow this problem, we are going to introduce the following order relation, considered by Xu and Yager([16] ) among others. First of all, let x ∈ L([0, 1]). We define its score as s(x) = x + x. We also define its amplitude or length as 
B. Interval mappings
We start now recalling how the usual concept of continuity for real-valued mappings can be extended to the setting of interval mappings.
Let
is well defined. Notice that f is continuous if and only if f (x) = {f (x) : x ∈ x} ( [14] ).
In this paper we consider the following notions of continuity on L([0, 1]).
(i) Moore continuity [13] . It is defined as an extension of the continuity on the set of the real numbers by considering the metric given by the distance between two intervals x, y ∈ L([0, 1]), which is defined by:
It is defined as an extension of the continuity in the set of real numbers, considering the quasi-metric q S (x, y) = max{y − x, x − y, 0}. It was introduced in [14] and [1] . An alternative way of defining the Scott continuity is to consider the L([0, 1]) with the reverse inclusion order as a continuous domain [10] .
is said to be Scott continuous if it is monotonic and preserves the least upper bound of directed sets. Remember that a directed set of
, ⊇) such that every pair of intervals in S has an upper bound in S. The main result of [14] can be adapted to our setting as follows.
Theorem 2: Let f : [0, 1] n → [0, 1] be a mapping. Then, the following items are equivalent.
(i) f is continuous (with respect to the usual Euclidean metric); (ii)f is Moore continuous; (iii)f is Scott continuous.
IV. CONTRACTIVE INTERVAL-VALUED FUZZY
NEGATIONS
By analogy with fuzzy negations, interval-valued fuzzy negations can be defined as follows.
If N also is involutive, i.e., if
then N is said to be a strong interval-valued fuzzy negation.
A Moore (or Scott) continuous interval-valued fuzzy negation is said to be strict if it also satisfies the following properties.
The following propositions in this section are proved in [4] . and
are (strict) fuzzy negations and
is an interval-valued (strict) fuzzy negation. From now on, for any fuzzy negation N , we will denotê
A. Contractive fuzzy negations
An usual critique of interval mathematics, which also is applied for interval fuzzy negations, is that the output interval can be very large and therefore not useful. In the following we formalize the class of interval fuzzy negations which does not have this problem.
Definition 5: We say that an interval-valued fuzzy negation N is contractive if for all x ∈ L([0, 1]) the inequality
holds.
Example 2: The interval-valued fuzzy negation
is a contractive interval valued fuzzy negation. In particular, observe that
for any interval x ∈ L([0, 1]). In fact, it is possible to prove ( [5] ) that this is the only interval valued fuzzy negation for which this preservation of the amplitude happens.
Our results on 1-Lipschitz negations allow us to characterize contractive interval-valued fuzzy negations. To start, we have the following result. Proof. By definition, we have that
SoN is contractive if and only if
for any 0 ≤ x ≤ x ≤ 1. But this is equivalent to say that N is a 1-Lipschitz negation. So, by Theorem 1, the result follows Now we have the following result. Theorem 4: Let N be an interval-valued fuzzy negation. Then, if N is contractive then N =N for some strict fuzzy negation N Proof. From Proposition 6, we know that
Since N is contractive, by taking x = [x, x] we arrive at
for all x ∈ [0, 1], so the result follows Notice that the converse of this theorem does not hold. In fact, if we consider the strict negation
.75], it follows thatN is not contractive.
We can also prove the following result. Theorem 5: Let N be an interval-valued fuzzy negation. Then N is contractive if and only if N =N Z . Proof. The proof is very similar to that of Theorem 3, using Proposition 6 and Theorem 4 this time
The following corollaries follows straightforward from the previous results.
Corollary 2: An interval-valued fuzzy negation N is contractive if and only if there exists a 1-Lipschitz strict fuzzy negation N such that N =N .
Corollary 3: The unique strict (strong) contractive interval-valued fuzzy negation iŝ
V. K-CONTRACTIVE INTERVAL-VALUED FUZZY
NEGATIONS
It is natural to consider a slightly more general definition of contractivity for interval-valued fuzzy negations, as follows.
Definition 6:
Notice that, just by considering the negation of the interval [0, 1], it follows that the hypothesis K ≥ 1 in the previous definition is not restrictive. In this work we have studied and characterized the concepts of contractive and K-contractive interval-valued fuzzy negation. In particular, we have proved that the only intervalvalued fuzzy negation which is also contractive is precisely the interval-valued fuzzy negation created from Zadeh's negation.
Clearly, the developments in the current work are only a very first step in the way to extend the concept of Lipschitzicianity to the interval-valued setting. In this sense, the property of contractivity seems a good tool, although it would be probably necessary to refine further this definition. Nevertheless, we consider this approach quite promising, it seems Lipschitzicianity can be understood as a reinterpretation in terms of interval amplitudes, which is a key characteristic of intervals.
