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Abstrakt
Elipticke´ krˇivky jsou rovinne´ krˇivky, jej´ızˇ body vyhovuj´ı Weierstrassoveˇ rovnici. Je-
jich hlavn´ı vyuzˇit´ı je v kryptografii, kde prˇedstavuj´ı d˚ulezˇity´ na´stroj k tvorbeˇ teˇzˇko ro-
zlusˇtitelny´ch ko´d˚u bez znalosti kl´ıcˇe, ktery´ je v porovna´n´ı s ostatn´ımi sˇifrovac´ımi syste´my
kra´tky´. Dı´ky teˇmto prˇednostem jsou hojneˇ vyuzˇ´ıva´ny.
Abychom mohli ko´dovat a deko´dovat zpra´vy v syste´mu elipticky´ch krˇivek, mus´ıme
zna´t rˇa´d dane´ elipticke´ krˇivky. K jeho z´ıska´n´ı se mimo jine´ pouzˇ´ıva´ Shanks˚uv algoritmus
a jeho vylepsˇena´ varianta, Mestreho algoritmus.
Summary
The elliptic curves are plane curves whose points satisfy the Weierstrass equation.
Their main application is in the cryptography, where they represent an important de-
vice for creating code which is hard to break without knowing the key and which is
short in comparison with other encoding methods. The elliptic curves are widely used
thanks to these advantages.
To be able to code and decode in the elliptic curve cryptography we must know
the order of the given elliptic curve. The Shank’s algorithm and its improved version,
the Mestre’s algorithm, are used for its determining.
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1 Introduction
In this thesis, as suggested by the title, we describe a couple of algorithms for deter-
mining the order of points on an elliptic curve, which are widely applied in cryptography.
First of all we remark several definitions and theorems from algebra which are vi-
tal for this thesis. The second section is devoted to elliptic curves. We define elliptic
curves and show the application of algebraic background. In the next section we describe
the Shank’s and Mestre algorithm. At the end of this thesis we compare the elliptic curve
cryptography with the other types of cryptography systems.
2 The Algebraic Background
2.1 The group
Definition 2.1. A group (G,+) is a set G with a defined binary operation + which
satisfies the following axioms:
1. The associativity
All a, b, c ∈ G satisfy a+ (b+ c) = (a+ b) + c.
2. The identity element
For all a ∈ G there exists such an element e for which a+ 0 = 0 + a = 0.
3. The inverse element
For all a ∈ G there exists such an element b for which a+ b = b+ a = 0.
Generally, the order of a group G is defined as a number of its elements. It is denoted
by |G|.
The order of an element a of a group G is the least positive integer n which satisfies
the condition that
na = a+ a+ . . . + a︸ ︷︷ ︸
n−times
= 0.
In particular, if any element a of the group G has its order equal to the order of G, G
is called cyclic group and a is a generator of G. We denote this by G = 〈a〉.
Further, an integer n which satisfies na = 0 for all a ∈ G is called the exponent of a groupG.
Theorem 2.2. Langrange’s Theorem. Let G be a finite group. Then the order
of the group G is divisible by the order of every element of G.
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2.2 The isomorphism of groups
Further we will work with a binary relation of congruence modulo l. It is a kind of
equivalence. This relation is denoted by
k ≡ r (mod l).
Definition 2.3. Let (G,+), (H, ·) be two groups. A group isomorphism is such a bi-
jective function F : G → H which satisfies
F (g1 + g2) = F (g1) · F (g2) ,
for all g1, g2 ∈ G.
The set {0, 1, . . . , n− 1} with a defined operation of addition (modulo n) is a group
which is denoted Zn. Then the cartesian product {0, 1, . . . , n1 − 1}× {0, 1, . . . , n2 − 1} is
a group denoted Zn1 ⊕ Zn2 . The operation + in Zn1 ⊕ Zn2 is defined as the addition by
components, modulo n1 in the first and modulo n2 in the second component.
2.3 The field
Definition 2.4. A field (F,+, ·) is an algebraic structure defined by the following
properties:
1. The associativeness
a+ (b+ c) = (a+ b) + c
a · (b · c) = (a · b) · c, where a, b, c ∈ F
2. The commutativity of addition
a+ b = b+ c, where a, b ∈ F
3. The distributivity
a · (b+ c) = (a · b) + (a · c)
(b+ c) · a = (b · a) + (c · a), where a, b, c ∈ F
4. The additive neutral element
For all a ∈ F there exists such an element 0 for which a+ 0 = a.
5. The multiplicative neutral element
For all a ∈ F there exists such an element 1 for which a · 1 = 1 · a = a.
6. The additive inverse element
For all a ∈ F there exists such an element −a for which a+ (−a) = 0.
7. The multiplicative inverse element
For all a 6= 0 from F there exists such an element a−1 for which a · a−1 = a−1 · a = 1
A finitefield Fq is a field with a finite number of elements (but at least two elements).
The integer q satisfies q = pn, where p is a prime called the characteristic of a field and n
is an integer called the dimension. Further we consider n = 1.
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2.4 Quadratic Residues
Definition 2.5. Let a be an integer and let us consider the following equation
y2 ≡ m (mod n). (2.1)
If m ≡ 0 (mod n), there are the only solution y = 0.
If m 6≡ 0 (mod n), there are two possibilities. If there exists such an integer y which
satisfies the equation 2.1 then m is so-called quadratic residue (modulo n). Otherwise m
is called quadratic nonresidue (modulo n).
Theorem 2.6. Let m be an integer and p be an odd prime. Then there is the same




Proof. Let k be an integer.
(k)2 ≡ k2 (mod p)
(p− k)2 = p2 − 2pk + k2 ≡ k2 (mod p)
As we see above, k and p − k have the same square modulo p. So, 1 and p − 1 have
the same square, 2 and p − 2 have the same square . . . p−1
2
and p − p−1
2
have the same
square. There are p−1
2
pairs.
Thus, there are p−1
2
quadratic residues. So, there are also p−1
2
quadratic nonresidues.
Definition 2.7. The Legendre Symbol. To denote the property of being quadratic
residue we use the Legendre symbol. If m is a quadratic residue (modulo n) then we





which, in fact, is the number of solutions






1 if m is a quadratic residue
0 if m ≡ 0 (mod n)
−1 if m is a quadratic nonresidue
Theorem 2.8. The Euler’s Criterion. Let p be an odd prime. An integer m is
a quadratic residue if and only if
m
p−1
2 ≡ 1 (mod p)
and m is a quadratic nonresidue if and only if
m
p−1
2 ≡ −1 (mod p).
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Proof.
1. Suppose m is a quadratic nonresidue.
Let us consider the set 1, . . . , p− 1. Now we partition the set into such pairs (u, v)
which satisfy uv = m. The existence of pairs is caused by the defined multiplicative





2 = (p− 1)!.
Thanks to the Wilson theorem which says




2 ≡ −1 (mod p).
2. Suppose m is a quadratic residue.




The Fermat little theorem says that if c, p ∈ Z, where p is a prime, and p - c then
cp−1 ≡ 1 (mod p).




3.1 The origin of the name ”Elliptic curves”
The name ”elliptic curves” suggests that these curves are derived from the ellipse, but
that is not true. The origin of this term is in an elliptic integral.
Elliptic integrals are used to solve a problem of giving the arc length of an ellipse.















If we apply the substitution
x = a cos t
y = b sin t,

















1− k2 sin2 t dt,
where k2 = a
2
b2
− 1. After applying of the second substitution
sin t = u
cos t dt = dt
cos t = 1√
1−u2














(1−u2)(1−k2u2) is the elliptic integral. As we see, its denominator is
a polynomial of degree 4. Let denote it v2 = g(u). On condition that k 6= 0, k 6= ±1,





Let us denominate the roots α, β, γ, δ. Now we transform v2 = g(u) into y2 = f(x)
through the use of relations x = 1
u−α and y =
v
(u−α)2 .

















u−α = 1 + (α− β) 1u−α .






1 + (α− β) 1
u−α
) (
1 + (α− γ) 1
u−α
) (
1 + (α− δ) 1
u−α
)
y2 = (1 + (α− β)x) (1 + (α− γ)x) (1 + (α− δ)x)
We get that f(x) is a cubic polynomial with three distinct roots, so we can write that
y2 = x3 + ax2 + bx+ c, (3.3)
which is a special case of the equation of elliptic curves whose general form is defined
further.
3.2 Elliptic curves
Elliptic curves are special types of algebraic curves with an added point denoted by 0.
In cryptography we use them over finite fields.
To define elliptic curves in a general way we use a Weiestrass equation defined below.
Definition 3.9. An elliptic curve E(Fp) is a set of all points [x, y] ∈ F2p satisfy-
ing the Weiestrass equation
E : y2 + a1xy + a3y = x3 + a2x2 + a4x+ a6, (3.4)
where a1, a2, a3, a4, a6 ∈ Fp.
The Weiestrass equation can be simplified by applying the admissible changes of vari-
ables.
Definition 3.10. The Admissible Change of Variables. Let E1, E2 be elliptic curves
defined over Fp and given by Weiestrass equations
E1 : y2 + a1xy + a3y = x3 + a2x2 + a4x+ a6,
E2 : y2 + a1xy + a3y = x3 + a2x2 + a4x+ a6.
Then we can do a linear transformation of E1 on condition that there exist u, r, s, t ∈ Fp,
u 6= 0, such that the change of variables
(x, y)→ (u2x′ + r, u3y′ + u2sx′ + t) (3.5)
transforms equation E1 into equation E2. Such a transformation is called the admission
change of variables.
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Now there are 3 possibilities according to the characteristic of the field Fp.




















a31 + 4a1a2 − 12a3
24
)
the equation of curve is
y2 = x3 + ax+ b,
where a, b ∈ Fp.
2. The characteristic of F is 2.
• a1 6= 0












the equation of curve is
y2 + xy = x3 + ax2 + b,
where a, b ∈ Fp.
• a1 = 0
After the admission change of variables
(x, y)→ (x+ a2, y)
the equation of curve is
y2 + cy = x3 + ax2 + b,
where a, b, c ∈ Fq.
3. The characteristic of F is 3.
• a21 6= a2











the equation of curve is
y2 = x3 + ax2 + b,
where a, b ∈ Fp.
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• a21 = a2
After the admission change of variables
(x, y)→ (x, y + a1x+ a3)
the equation of curve is
y2 + cy = x3 + ax2 + b,
where a, b, c ∈ Fp.
There is a tendency to find invariants for mathematical objects, which simplify their
description. Even in the theory of elliptic curves there are such forms. This purpose is
subserved by the j − invariant and the discriminant.
Definition 3.11. The j-invariant. Let E be an elliptic curve defined by the equation
y2 = x3 + ax+ b. Then the j-invariant of E is defined




where a, b ∈ Fp.
Definition 3.12. The discriminant. Let E be an elliptic curve defined by the equation
y2 = x3 + ax+ b. Then the discriminant D is defined
D = −16(4a3 + 27b2), (3.7)
where a, b ∈ Fp.
The discriminant is essential for a testing of the regularity of curves. If condition
D 6= 0 is fulfilled, the elliptic curve is regular. If a curve is regular, it has no cusps and
no nodes.
the cusp the node
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3.3 Point addition
• Two distinct points
We use ”chord-and-tangent” rule. The procedure is the following. Let P , Q be two
distinct points on given elliptic curve. Then point R = P + Q is got in this way:
Point P and Q are joined by a line p and when the point of concurence of this line
p and the elliptic curve is polled round the axis x, the wanted point R is got.
Let P = [x1, y1] and Q = [x2, y2] are two distinct points on the same elliptic curve.
Then it is not difficult to get explicit formula for a point R = [x3, y3] which is equal
to P +Q.
x3 = −x1 − x2 + λ2
y3 = λ(x1 − x3)− y1,
where λ is the slope of the line by which points P and Q are joined.
If P 6=Q, λ = y2−y1
x2−x1 .
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If the given points P,Q have the same x-coordinates, then R is 0.
• One point
If there is given one point and we want double it, we construct a tangent line t of
this point P and the point where it intersects the elliptic curve poll round the axis x.





If the y-coordinate is zero, then R = 0.
3.3.1 Point multiplication by scalar
Point multiplication is a term for computing kP , where k is a positive integer and P
is a point on the elliptic curve E . To get kP we compute multiples of P till kP , where
P + P = 2P,
P + P + P = 3P,
...
P + P + . . . + P︸ ︷︷ ︸
k−times
= kP.
3.4 The Application of the Algebraic Background
3.4.1 The group law
The points on the elliptic curve with the operation of point addition create an abelian group,
including the point 0 at infinity as the neutral element.
The order of an elliptic curve E over the field Fp is denoted #E(Fp).
After transformation of the Langrange’s theorem into elliptic curve theory we get
a rule of which is made use in methods of determining the order of the elliptic curve.
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3.4.2 The isomorphism
Theorem 3.13. The group E(Fp) is always isomorphic to the group Zn1 ⊕ Zn2 ,
where n2 is a divisor of n1 and even of p − 1. Therefore numbers n1, n2 are deter-
mined uniquely. Then #E(Fp) = n1n2 on the condition that there is an element of order n1
in the group E(Fp).
From that results the fact that if n2 = 1 then there is certainly an element of order n1
which is the order of the group E(Fp), so the group is cyclic. If n2 is a small inte-
ger (2, 3, 4, . . .) then the group E(Fp) is called almost cyclic.
Example 3.14. Let E be an elliptic curve E over F5 defined by the equation
y2 = x3 + 4x. This elliptic curve has 8 points.
E : {0, [0, 0], [1, 0], [2, 1], [2, 4], [3, 2], [3, 3], [4, 0]}
It results from the theorems above that a group E(Fp) should be isomorphic with a group
Zn⊕Zm, where nm = 8. We will use the theorem above to determine numbers n and m.
The integer m must be a divisor of n and simultaneously of p − 1, which is 4. The only
solution is n = 4 and m = 2.
The group Z4⊕Z2 has also 8 elements: (0, 0), (1, 0), (2, 0), (3, 0), (0, 1), (1, 1), (2, 1), (3, 1).
Now we will demonstrate that these two groups are isomorphic.
First of all we make tables of additive operations within both groups.
+ 0 [0, 0] [1, 0] [2, 1] [2, 4] [3, 2] [3, 3] [4, 0]
0 0 [0, 0] [1, 0] [2, 1] [2, 4] [3, 2] [3, 3] [4, 0]
[0, 0] [0, 0] 0 [4, 0] [2, 4] [2, 1] [3, 3] [3, 2] [1, 0]
[1, 0] [1, 0] [4, 0] 0 [3, 3] [3, 2] [2, 4] [2, 1] [0, 0]
[2, 1] [2, 1] [2, 4] [3, 3] [0, 0] 0 [1, 0] [4, 0] [3, 2]
[2, 4] [2, 4] [2, 1] [3, 2] 0 [0, 0] [4, 0] [1, 0] [3, 3]
[3, 2] [3, 2] [3, 3] [2, 4] [1, 0] [4, 0] [0, 0] 0 [2, 1]
[3, 3] [3, 3] [3, 2] [2, 1] [4, 0] [1, 0] 0 [0, 0] [2, 4]
[4, 0] [4, 0] [1, 0] [0, 0] [3, 2] [3, 3] [2, 1] [2, 4] 0
Table 1: Additive operation within E(F5)
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+ (0,0) (1,0) (2,0) (3,0) (0,1) (1,1) (2,1) (3,1)
(0,0) (0,0) (1,0) (2,0) (3,0) (0,1) (1,1) (2,1) (3,1)
(1,0) (1,0) (2,0) (3,0) (0,0) (1,1) (2,1) (3,1) (0,1)
(2,0) (2,0) (3,0) (0,0) (1,0) (2,1) (3,1) (0,1) (1,1)
(3,0) (3,0) (0,0) (1,0) (2,0) (3,1) (0,1) (1,1) (2,1)
(0,1) (0,1) (1,1) (2,1) (3,1) (0,0) (1,0) (2,0) (3,0)
(1,1) (1,1) (2,1) (3,1) (0,1) (1,0) (2,0) (3,0) (0,0)
(2,1) (2,1) (3,1) (0,1) (1,1) (2,0) (3,0) (0,0) (1,0)
(3,1) (3,1) (0,1) (1,1) (2,1) (3,0) (0,0) (1,0) (2,0)
Table 2: Additive operation within Z4 ⊕ Z2
Then, after a short debate we find out that after replaces below tables 1 and 2 respond
to each other.
0 −→ (0, 0) [2, 4] −→ (3, 0)
[0, 0] −→ (2, 0) [3, 2] −→ (1, 1)
[1, 0] −→ (2, 1) [3, 3] −→ (3, 1)
[2, 1] −→ (1, 0) [4, 0] −→ (0, 1)
To make it clear we reorder the elements from Z4 ⊕ Z2 according to the discovered
isomorphism.
+ (0,0) (2,0) (2,1) (1,0) (3,0) (1,1) (3,1) (0,1)
(0,0) (0,0) (2,0) (2,1) (1,0) (3,0) (1,1) (3,1) (0,1)
(2,0) (2,0) (0,0) (0,1) (3,0) (1,0) (3,1) (1,1) (2,1)
(2,1) (2,1) (0,1) (0,0) (3,1) (1,1) (3,0) (1,0) (2,0)
(1,0) (1,0) (3,0) (3,1) (2,0) (0,0) (2,1) (0,1) (1,1)
(3,0) (3,0) (1,0) (1,1) (0,0) (2,0) (0,1) (2,1) (3,1)
(1,1) (1,1) (3,1) (3,0) (2,1) (0,1) (2,0) (0,0) (1,0)
(3,1) (3,1) (1,1) (1,0) (0,1) (2,1) (0,0) (2,0) (3,0)
(0,1) (0,1) (2,1) (2,0) (1,1) (3,1) (1,0) (3,0) (0,0)
Table 3: Reordered additive operation within Z4 ⊕ Z2
So, these two groups are isomorphic.
3.4.3 The Quadratic residue
We can express the number of points on E(Fp) with the given x-coordinate as follows
1 +
(












x3 + ax+ b
p
))








This is so-called naive algorithm for determining the order of elliptic curves. It is
efficient for very small primes (say p < 200).
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4 Algorithms for determining the order of the group
of points on the elliptic curve
4.1 Hasse’s theorem on elliptic curves
Hasse’s theorem on elliptic curves is useful for a determination of the order of ellip-
tic curve because it bounds the number of points on an elliptic curve over a finite field,
above and below. According to the Lagrange’s theorem the orders of points of ellip-
tic curve E divide the order of the elliptic curve. So if we find the orders of several
points (usually 2 points are enough), compute their the least multiple and if the number
lies in Hasse’s interval, we found the order of the elliptic curve.
Let E be an elliptic curve over a finite field Fp and #E(Fp) the number of points on E ,
then
|#E(Fp)− (p+ 1)| ≤ 2√p. (4.8)
So #E(Fp) can be estimated by Hasse’s interval:
#E(Fp) ∈
〈
p+ 1− 2√p , p+ 1 + 2√p〉.
Let denominate its bounds L = ⌊p+ 1− 2√p⌋ and U = ⌈p+ 1 + 2√p⌉.
Therefore
#E(Fp) = p+ 1− t, (4.9)
where t is an integer, for which we search.
4.2 Shank’s Baby step-Giant step method
It was publicized in 1968 by British amateur mathematician William Shanks.
This method makes for a quicker determining the order of the group of points on an el-
liptic curve. It makes use of size reducing of the interval in which lies the wanted order
of the group. Another pivotal statement is Lagrange’s theorem. By combining these two
assumptions we get a quite effective algorithm.
This algorithm has two parts - the baby and the giant steps.
4.2.1 The baby step
After computing Hasse’s interval we randomly choose a point on a given elliptic curve.
Let denominate it P . The next step is to test several smallest multiples of the chosen
point. If any of iP , for i ≤ d− 1, where d = √U − L, has value of iP = ∞, we must
choose another point and repeat computing again. The point would have too small order
to be suitable for this algorithm. If there is not any such a point, we create a sequence
of the obtained multiples, let denominate it BS.
BS = {∞, P, 2P, . . . , (d− 1)P}
This part of the Shank’s algorithm is named ”Baby step” because we test the smallest
multiples of the point P .
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4.2.2 The giant step
This part of the method consists in searching for big multiples of P and for this reason
it is called ”the Giant step”.
Equate Q = dP .
Let Gj = LP + jQ , where j = 1, 2, . . . d and GS be a sequence of values Gj.
GS = {G1, G2, . . . , Gd}
Now there are two possibilities.
If only one of Gj is an element of the sequence BS, we take the corresponding indexes i
of the element from the sequence BS and j of the element from the sequence GS and put
#E(Fp) = L+ jd− i.
In this case the Shank’s algorithm ends here because we already found the order
of given elliptic curve.
If there are more than just one same element in the sequences BS and GS, say
M , the procedure is the following. The corresponding indexes are arranged in such
pairs (ik, jk),
k = 1, . . . ,M that j1 > . . . > jM . We take first two pairs of indexes (i1, j1), (i2, j2)
and compute the order of the point P
|P | = (j1 − j2)d− (i1 − i2).
If |P | < √p− 1, we must choose another point and repeat all again.
Otherwise we choose a second point R and apply the whole algorithm on this point.
Therefore if the order of the elliptic curve is obtained, the Shank’s algorithm ends as well
as in case of point P . If not, we compute the order of R and we determine such the least
divisor s of |R| that sR is a multiple of P . But if s |P | < 4√p (does not fall into Hasse’s in-
terval), another point R must be chosen.
Otherwise we determine such n that ns |P | falls into Hasse’s interval. Such n exists
the only one. Then
#E(Fp) = ns |P |.
So, if we want to find #E(Fp) by using the Shank’s algorithm, we act upon the fol-
lowing procedure:
1. count the Hasse’s interval
2. choose randomly a point P
3. count (d− 1) multiples of P and create the sequence BS
4. count Q = dP
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5. create the sequence GS
6. compare the sequences and search for same elements
(a) if there is the only one same element, put #E(Fp) = L+ jd− i
(b) otherwise count |P |
(c) if |P | < √p− 1, choose randomly a new point P
7. choose randomly a second point R
8. apply the whole algorithm on R
(a) if the seqences BS ′, GS ′ have the only one same element,
put #E(Fp) = L+ j′d− i′
(b) otherwise compute |R|
9. determine s
(a) if s |P | < 4√p, choose a new point R
10. determine n
11. #E(Fp) = ns |P |
4.2.3 An example
Now we will demostrate the Shank’s algorithm on an example. The elliptic curve
is given by the equation y2 = x3 + 557x + 13 over a field F1013. Firstly we compute
the Hasse’s interval:
1013 + 1 − 2√1013 ≤ #E(F1013) ≤ 1013 + 1 + 2
√
1013
950 ≤ #E(F1013) ≤ 1077
So L = 950, U = 1077, d = 12.
The chosen point P is for example P [534, 672]. After computing twelve multiples, we
get the sequence BS.
BS =
{∞, [534, 672], [994, 62], [348, 755], [156, 205], [150, 124], [713, 75], [485, 868],
[10, 271], [636, 406], [397, 957], [906, 442]}
Q = 12P
Now we compute the sequence GS.
GS =
{[720, 315], [713, 938], [713, 175], [720, 698], [536, 257], [945, 766], [915, 564], [215, 470],
[858, 69], [252, 792], [970, 812], [152, 314]}
There is the only one same element in both sequences: [713, 75] . . . i = 7, j = 3
So #E(F1013) = L+ jd− i = 950 + 36− 7 = 979. The result is that the given elliptic
curve has the order of value 979.
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4.2.4 The Survey
As every algorithm, even the Shank’s one has its weak points. There are cases when
this algorithm fails.
If p of field Fp over which is the elliptic curve defined is too small (p ≤ 457), sometimes
happens that the exponent of an elliptic curve is so small that for every point P there are
two or more integers ki in Hasse’s interval for which kiP = 0.
Mestre’s algorithm is an elegant solution to get rid of these complications.
4.3 The Mestre’s algorithm
The main idea of the Mestre’s algorithm is to compute the order of the twisted curve
instead of the given one.
4.3.1 The Quadratic Twist of an Elliptic Curve
Theorem 4.15. Let consider all elliptic curves defined by the equation
y2 = x3 + ad2x+ bd3,











= −1 are isomorphic
to each other as well.
Definition 4.16. Let E be an elliptic curve
E : y2 = x3 + ax+ b,






= −1. Every curve E ′ whose points satisfy the equation 4.10 is the quadratic twist
of the curve E .
From the equation 3.6 follows that the curve E and its quadratic twist have the same
j-invariant. This property mostly applies only to curves E and its quadratic twist, except
for isomorphism, but there are two exceptions.
If j = 0 and p ≡ 1 (mod 3), there are six curves. If j = 1728 and p ≡ 1 (mod 4), there
are four curves.
The morphism f : E −→ E which presents the point of infinity creates a ring denoted





, where d is a negative integer. We denote the ring by Z[δ].
We remark that for d = −1 we have obtained well-known Gaussian integers.
End[E ] ∼= Z[δ] = Z+ δZ
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Example 4.17. Let demonstrate the isomorphisms on elliptic curves over F5.
E 4a3 + 27b2 D j(E)
y2 = x3 0 × ×
y2 = x3 + x 4 1 3
y2 = x3 + 2x 2 3 3
y2 = x3 + 3x 3 2 3
y2 = x3 + 4x 1 4 3
y2 = x3 + 1 2 3 0
y2 = x3 + 1x+ 1 1 4 2
y2 = x3 + 2x+ 1 4 1 4
y2 = x3 + 3x+ 1 0 × ×
y2 = x3 + 4x+ 1 3 2 1
y2 = x3 + 2 3 2 0
y2 = x3 + 1x+ 2 2 3 1
y2 = x3 + 2x+ 2 0 × ×
y2 = x3 + 3x+ 2 1 4 4
y2 = x3 + 4x+ 2 4 1 2
y2 = x3 + 3 3 2 0
y2 = x3 + 1x+ 3 2 3 1
y2 = x3 + 2x+ 3 0 × ×
y2 = x3 + 3x+ 3 1 4 4
y2 = x3 + 4x+ 3 4 1 2
y2 = x3 + 4 2 3 0
y2 = x3 + 1x+ 4 1 4 2
y2 = x3 + 2x+ 4 4 1 4
y2 = x3 + 3x+ 4 0 × ×
y2 = x3 + 4x+ 4 3 2 1
Table 4: Discriminants and j-invariants of all curves over F5
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Curves Their twists D
(isomorphic to each other) (isomorphic to each other)
y2 = x3 + x y2 = x3 + 4x 3
y2 = x3 + 2x y2 = x3 + 3x 3
y2 = x3 + 1, y2 = x3 + 4 y2 = x3 + 2, y2 = x3 + 3 0
y2 = x3 + x+ 1, y2 = x3 + x+ 4 y2 = x3 + 4x+ 2, y2 = x3 + 4x+ 3 2
y2 = x3 + 2x+ 1, y2 = x3 + 2x+ 4 y2 = x3 + 3x+ 2, y2 = x3 + 3x+ 3 4
y2 = x3 + 3x+ 1, y2 = x3 + 3x+ 4 y2 = x3 + 2x+ 3, y2 = x3 + 2x+ 2 ×
y2 = x3 + 4x+ 1, y2 = x3 + 4x+ 4 y2 = x3 + x+ 2, y2 = x3 + x+ 3 1
Example 4.18. Let us show all endomorphisms of an elliptic curve over F5 defined
by the equation y2 = x3 + 4x.
h0 h1 h2 h3 h4 h5 h6 h7
0 −→ 0 0 0 0 0 0 0 0
[0, 0] −→ 0 0 0 0 [0, 0] [0, 0] [0, 0] [0, 0]
[1, 0] −→ 0 0 0 0 [1, 0] [1, 0] [1, 0] [1, 0]
[4, 0] −→ 0 0 0 0 [4, 0] [4, 0] [4, 0] [4, 0]
[2, 1] −→ 0 [0, 0] [1, 0] [4, 0] [2, 1] [2, 4] [3, 3] [3, 2]
[2, 4] −→ 0 [0, 0] [1, 0] [4, 0] [2, 4] [2, 1] [3, 2] [3, 3]
[3, 2] −→ 0 [0, 0] [1, 0] [4, 0] [3, 2] [3, 3] [2, 4] [2, 1]
[3, 3] −→ 0 [0, 0] [1, 0] [4, 0] [3, 3] [3, 2] [2, 1] [2, 4]
h8 h9 h10 h11 h12 h13 h14 h15
0 −→ 0 0 0 0 0 0 0 0
[0, 0] −→ [0, 0] [0, 0] [0, 0] [0, 0] 0 0 0 0
[1, 0] −→ 0 0 0 0 [1, 0] [1, 0] [1, 0] [1, 0]
[4, 0] −→ [0, 0] [0, 0] [0, 0] [0, 0] [1, 0] [1, 0] [1, 0] [1, 0]
[2, 1] −→ [2, 1] [2, 4] [3, 2] [3, 3] [0, 0] 0 [4, 0] [1, 0]
[2, 4] −→ [2, 4] [2, 1] [3, 3] [3, 2] [0, 0] 0 [4, 0] [1, 0]
[3, 2] −→ [2, 4] [2, 1] [3, 3] [3, 2] [4, 0] [1, 0] [0, 0] 0
[3, 3] −→ [2, 1] [2, 4] [3, 2] [3, 3] [4, 0] [1, 0] [0, 0] 0
20
+ h0 h1 h2 h3 h4 h5 h6 h7 h8 h9 h10 h11 h12 h13 h14 h15
h0 h0 h1 h2 h3 h4 h5 h6 h7 h8 h9 h10 h11 h12 h13 h14 h15
h1 h1 h0 h3 h2 h5 h4 h7 h6 h9 h8 h11 h10 h13 h12 h15 h14
h2 h2 h3 h0 h1 h6 h7 h4 h5 h11 h10 h9 h8 h14 h15 h12 h13
h3 h3 h2 h1 h0 h7 h6 h5 h4 h10 h11 h8 h9 h15 h14 h13 h12
h4 h4 h5 h6 h7 h1 h0 h3 h2 h12 h13 h14 h15 h9 h8 h10 h11
h5 h5 h4 h7 h6 h0 h1 h2 h3 h13 h12 h15 h14 h8 h9 h11 h10
h6 h6 h7 h4 h5 h3 h2 h1 h0 h14 h15 h13 h12 h10 h11 h9 h8
h7 h7 h6 h5 h4 h2 h3 h0 h1 h15 h14 h12 h13 h11 h10 h8 h9
h8 h8 h9 h11 h10 h12 h13 h14 h15 h1 h0 h2 h3 h5 h4 h7 h6
h9 h9 h8 h10 h11 h13 h12 h15 h14 h0 h1 h3 h2 h4 h5 h6 h7
h10 h10 h11 h9 h8 h14 h15 h13 h12 h2 h3 h1 h0 h6 h7 h4 h5
h11 h11 h10 h8 h9 h15 h14 h12 h13 h3 h2 h0 h1 h7 h6 h5 h4
h12 h12 h13 h14 h15 h9 h8 h10 h11 h5 h4 h6 h7 h0 h1 h2 h3
h13 h13 h12 h15 h14 h8 h9 h11 h10 h4 h5 h7 h6 h1 h0 h3 h2
h14 h14 h15 h12 h13 h10 h11 h9 h8 h7 h6 h4 h5 h2 h3 h0 h1
h15 h15 h14 h13 h12 h11 h10 h8 h9 h6 h7 h5 h4 h3 h2 h1 h0
◦ h0 h1 h2 h3 h4 h5 h6 h7 h8 h9 h10 h11 h12 h13 h14 h15
h0 h0 h0 h0 h0 h0 h0 h0 h0 h8 h0 h0 h0 h0 h0 h0 h0
h1 h0 h0 h0 h0 h1 h1 h1 h1 h1 h1 h1 h1 h0 h0 h0 h0
h2 h0 h0 h0 h0 h2 h2 h2 h2 h0 h0 h0 h0 h2 h2 h2 h2
h3 h0 h0 h0 h0 h3 h3 h3 h3 h1 h1 h1 h1 h2 h2 h2 h2
h4 h0 h1 h2 h3 h4 h5 h6 h7 h8 h9 h10 h11 h12 h13 h14 h15
h5 h0 h1 h2 h3 h5 h4 h7 h6 h9 h8 h11 h10 h12 h15 h14 h15
h6 h0 h1 h2 h3 h6 h7 h4 h5 h8 h9 h10 h11 h14 h15 h12 h13
h7 h0 h1 h2 h3 h7 h6 h5 h4 h9 h8 h11 h10 h14 h15 h12 h13
h8 h0 h1 h0 h1 h8 h9 h8 h9 h8 h9 h10 h11 h1 h0 h3 h2
h9 h0 h1 h0 h1 h9 h8 h9 h8 h9 h8 h8 h10 h1 h0 h3 h2
h10 h0 h1 h0 h1 h10 h11 h10 h11 h10 h8 h11 h10 h1 h0 h3 h2
h11 h0 h1 h0 h1 h11 h10 h11 h10 h11 h10 h10 h11 h3 h2 h1 h0
h12 h0 h0 h2 h2 h12 h12 h14 h14 h1 h1 h3 h3 h13 h13 h13 h13
h13 h0 h0 h2 h2 h13 h15 h15 h15 h0 h0 h2 h2 h13 h13 h15 h13
h14 h0 h0 h2 h2 h14 h14 h12 h12 h3 h3 h1 h1 h13 h15 h15 h15
h15 h0 h0 h2 h2 h15 h15 h13 h13 h2 h2 h0 h0 h13 h13 h15 h15
4.3.2 The Mestre’s Loop
Theorem 4.19. Mestre. Let E be an elliptic curve and E ′ be its quadratic twist, then
it holds
#E(Fp) + #E ′(Fp) = 2(p+ 1) (4.11)
Thanks to this formula it is easy to see that the sum of the orders of the curve E and its
quadratic twist is a constant.
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Theorem 4.20. Mestre. Let E be an elliptic curve defined over Fp, where p > 457,
and E ′ its quadratic twist. Then there exists a point either on E or on E ′ which has
the order bigger than 4
√
p.
The idea of proof. The proof is based on the isomorphism of End[E ] and Z[δ].
Through the use of it, the Mestre theorem can be deduced for p < 1362. For the rest of
p the proof is made separately for every p.
So if the Shank’s algorithm fails because of the curve’s small exponent, we apply
the algorithm on the twisted curve. The reason why we can do it is that the sum of orders
of the given and the twisted curve is 2(p+ 1). So when the curve E has a small exponent,
the twisted curve has a big exponent.
The algorithm is the following.
Let E : y2 = x3 + ax + b be an elliptic curve and its quadratic twist E ′ over field Fp.


















= −1, we further work with curve Ez = E ′.
As the next step we compute the coordinates of the point P = [z, yz] on the curve Ez
and apply steps 3-6 of the Shanks algorithm. If we do not get the order #Ez, there is
not only one same element in seqences BS and GS, so we must choose a point z again.
Otherwise we compute the order of E as follows.
#E =
{
#Ez if we have worked with E
2(p+ 1)−#Ez if we have worked with E ′
4.3.3 An example
Now we will demonstrate the Mestre’s algorithm. There is an elliptic curve defined by
its equation y2 = x3 + 4x+ 17 over field F251.











The number 97 is not a quadratic residue modulo 251, so further we will compute with
the twisted curve E ′.
E ′ : y2 = x3 + 4 · 22x+ 17 · 23 = x3 + 16x+ 136
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We compute the second coordinate to z. We get a point P = [4, 55].
Now we apply the Shank’s algorithm. There must be computed Hasse’s interval and
the sequences BS and GS.
251 + 1− 2√251 ≤ #E(F251) ≤ 251 + 1 + 2
√
251
220 ≤ #E(F251) ≤ 284
BS = {∞, [4, 55], [148, 240], [199, 3], [86, 84], [22, 208], [109, 182], [161, 86]}
GS = {[93, 32], [160, 165], [173, 105], [86, 167], [86, 84], [173, 146], [160, 86], [93, 219]}
There is the only one same element in both sequences - [86, 84]. We can compute
the order of the curve Ez.
#Ez = L+ jd− i = 220 + 5 · 8− 5 = 255
We have worked with the twisted curve, so
#E = 2(p+ 1)−#Ez = 504− 255 = 249
The order of the curve E over F251 is 249.
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5 Application of elliptic curves in cryptography
5.1 Introduction
The use of elliptic curves in cryptography was brought independently by Neal Koblitz
and Victor S. Miller in 1985.
Neal Koblitz is a Professor of Mathematics at the University of Washington in the De-
partment of Mathematics. He is a creator of hyperelliptic curve cryptogrphy and one
of the co-creators of elliptic curve cryptography.
Victor S. Miller works at the Center for Communications Research of the Institute
for Defense Analyses in Princeton. He is the co-creator of elliptic curve cryptography.
5.2 Public-key cryptography
Elliptic curve cryptography ranks among methods of public-key cryptography known
as asymmetric cryptography. Its principle lies in the fact that there are two types of keys
- a public key and a private key. The public key is used for encrypting and that is why it
is widely known. Message which is encrypted with the public key can be decrypted only
with the correct key. Without knowing the correct key it is difficult to decrypt. And that
is why the private key must be kept in a secrecy because we decode with the aid of it.
These two keys are related mathematically, therefore it is essential that the public key
must be very long or it must be extremely difficult to find any mathematical connection
with the private one.
That is the reason why public-key cryptography is associated with one−way functions.
The one-way function is such a function which is easy to compute, but complicated to
invert. There are several mathematical problems which are believed to be intractable.
There rank the integer factorization, Rabin function and mainly the discrete logarithms.
5.2.1 The Elliptic Curve Discrete Logarithm Problem
The elliptic curve discrete logarithm problem sterms from the discrete logarithm prob-
lem.
The Discrete Logarithm Problem. Let a, p, n be positive real numbers. Let be given
the value of a (mod p) and the value of an (mod p). Find n.
After transforming into elliptic curve terminology the problem is formulated as follows.
The Elliptic Curve Discrete Logarithm Problem. Let P and R be points of given
elliptic curve E over field Fp, find such integer k that kP = R. The wanted integer k is
known as the discrete logarithm of R to the base P and is denoted k = logP R.
Of course, the trivial way how to find the number k is to compute the multiples
of point P till the R is found. But k can be such a large number that it would be
infeasible to determine k this way.
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5.2.2 The ECC system
Let E be an elliptic curve over a finite field Fp and a point P on E of the order #E .
Then P generates a cyclic subgroup of Fp
〈P 〉 = {0, P, 2P, . . . , (n− 1)P}.
The so-called public domain parameters are p, E , P,#E . In case we know these four
parameters, we can generate the public and the private key. First of all we select an
integer d ∈ 〈1, n− 1〉. Then we compute a point Q = dP , where Q is the public and d
the private key.
If we want to encypt a plaintext m, which represents the point M on E , we randomly
choose an integer k ∈ 〈1, n− 1〉 and compute
c1 = kP
c2 = M + kQ.
Integers c1, c2 are the wanted encrypted text, in other words ciphertext.
To decrypt the text we simply compute
M = c2 − dc1.
It works because dc1 = d (kP ) = k (dP ) = kQ.
Besides the elliptic curve cryprography there are also another methods of public-key
cryptography.
5.2.3 RSA system
It is named after its creators Rivest, Shamir and Adleman. This method was pub-
lished in 1977.
The main idea of RSA algorithm is the following. There is a secret parametr l which
serves the purpose of generating two also secret primes p, q. These primes are both
of the same bitlength which is equal to l
2
. Then we compute integers n = pq, which is called
the RSA modulus, and Φ = (p− 1) (q − 1). As the next step we choose an integer e
satisfying 1 < e < Φ and gcd (e,Φ) = 1. Finally we compute an integer d with 1 < d < Φ
and ed ≡ 1 (mod Φ). As the result we obtain the triplet of integers (n, e, d).
The pair (n, e) is the public and d is the private key.
The integer e is so-called encryption exponent. If there is a plaintext m ∈ 〈0, n− 1〉
which should be encrypt, we simply compute
c = me (mod n),
where c is ciphertext.
The decryption exponent d is being used to decrypt text this way. If we want to decrypt
the given ciphertext, we also know the public key (n, e) and the private key d. So we obtain
the wanted plaintext m by computing
m = cd (mod n).
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5.2.4 DL system
The discrete logarithm system was proposed by Diffie and Hellman in 1976.
To get the public and the private key we must firstly compute so-called domain param-
eters (p, q, g). We choose secret parameters l, t and then l-bit prime p and t-bit prime q.
At the same time q must divide p− 1. To compute the last parameter g we choose aux-
iliary integer h ∈ 〈1, p− 1〉. Then g = h p−1q (mod p). But if g = 1, another h must be
chosen. When all domain parameters are computed, we can generate keys. Firstly we
select x ∈ [1, q − 1] and compute
y = gx (mod p),
where x is the private and y the public key.
If we want to encrypt a plaintext m ∈ 〈0, p− 1〉, we select arbitrary k ∈ 〈1, q − 1〉.










There are many factors which are used to compare the cryptography systems - security,
key lenghts, speed ect.
All advantages of elliptic curve cryptography (ECC) go from the hardness of solving
the elliptic curve discrete logarithm problem. It is very hard to break its codes and that
is why ECC has a high security indeed. It implies the uselessness of long keys.






Table 5: Comparison of key sizes in bits
Because of its short keys ECC needs a smaller storage and has a greater speed. These
are the most attractive properties for the commercial sector. ECC can used in cell phones,
smart cards ect. Nowadays the main use of ECC is in digital signatures, message trans-
mission, authentication ect.
On the other hand the hyperelliptic curve cryptography uses even shorter keys.
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6 The conclusion
In this thesis we managed to derive the origin of elliptic curves from the elliptic integral
and describe the elliptic curve arithmetic.
As regards the algorithms used for a determining the order of points on the elliptic
curve, we thoroughly described the Shank’s algorithm and demonstrated it on an example.
We could have devoted more time to Mestre algorithm, so the Mestre theorem could be
prooved and the isomorphism between End[E ] and Z[δ] could be detailed.
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