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SINGULARITIES OF THE AREA PRESERVING CURVE
SHORTENING FLOW WITH A FREE BOUNDARY CONDITION
ELENA MA¨DER-BAUMDICKER
Abstract. We consider the area preserving curve shortening flowwith Neumann
free boundary conditions outside of a convex domain or at a straight line. We
give a criterion on initial curves that guarantees the appearance of a singularity
in finite time. We prove that the singularity is of type II. Furthermore, if these
initial curves are convex, then an appropriate rescaling at the finite maximal time
of existence yields a grim reaper or half a grim reaper as limit flow. We construct
examples of initial curves satisfying the mentioned criterion.
1. Introduction
The area preserving curve shortening flow (APCSF) for closed plane curves was
introduced by M. Gage in 1986 [7]. It is the “steepest descent flow” for the length
functional under the constraint that the enclosed area is constant. For a family of
simple closed curves γ : S1 × [0, T ) → R2, the evolution equation turns out to be
d
dt
γ =
κ −
∫
κds
L
 ν =
(
κ − 2π
L
)
ν,
where we use the following notation: ν = Jτ is the normal of the curves, where
J is the rotation by +π
2
; κ is the curvature with respect to ν, L is the length of the
curves and ds denotes integration by arclength.
M. Gage proved in [7] that a strictly convex simple closed curve remains strictly
convex under the APCSF. The curves converge for t → ∞ smoothly to a circle
enclosing the same enclosed area as γ0. Thus, the flow converges to the solution
of the isoperimetric problem in R2. This problem consists in finding the shortest
closed curve enclosing a fixed area. The analog result for n-surfaces in Rn+1, n ≥ 2
was proved by G. Huisken in [12]: A uniformly convex, embedded surface moving
according to the volume preserving mean curvature flow stays uniformly convex
and exists for all times t ∈ [0,∞). The moving surfaces converge smoothly to a
sphere enclosing the same volume as the initial surface.
We consider the APCSF in a free boundary setting and want to know when and
how singularities develop. But at first we recall what is known about the existence
of singularities in the closed situation.
J. Escher and K. Ito considered in [6] immersed closed curves possibly with
self-intersections. Then the evolution equation is d
dt
γ =
(
κ − 2πm
L
)
ν where m ∈ Z
is the index (or turning number) of the immersed closed curves. The index m is
independent of time, and by possibly changing the orientation it is non-negative.
Escher and Ito proved that an immersed curve withm ≥ 1 and enclosed area A0 < 0
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or m ≥ 2 and L2
0
< 4πmA0 develops a singularity in finite time. The proof is in-
spired by the work of K.-S. Chou on the surface diffusion flow for curves [3].
X.-L. Wang and L.-H. Kong also studied immersed closed curves moving ac-
cording to the APCSF [19]. They proved that the flow exists for all times and
converges smoothly to an m-fold circle when the initial curve is convex and has
so-called “n-fold rotational symmetry” and index m (n > 2m). On the other hand,
“Abresch-Langer type” curves either converge to a multiple cover of a circle (when
A0 > 0) or the curvature blows up at finite time (when A0 < 0) or the curvature
blows up at the maximal time of existence (when A0 = 0), see [19, Theorem 1.2].
Note that there are examples where only a slight change is necessary to deform an
initial curve with A0 < 0 into one with A0 = 0 and then into one with A0 > 0.
We now explain the free boundary setting of the APCSF which was studied by
the author in [15, 14]. Let Σ ⊂ R2 be a convex simple closed curve in the plane
and orient it positively. We call Σ a support curve. It is not moving in time. An
initial curve γ0 : [a, b] → R2 is a curve with endpoints γ0(a), γ0(b) ∈ Σ where
we prescribe the angle to be 90 degrees. We consider the “outer situation” which
means that the curve γ0 goes into the “exterior domain” with respect to Σ and also
comes back to Σ “from the outside” at the endpoints. In formulas, this means
τ0(a) = −νΣ(γ0(a)), τ0(b) = νΣ(γ0(b)),(1)
where τ0 : [a, b] → R2 is the tangent of γ0 and νΣ : Σ ⊂ R2 → R2 is the inner unit
normal to Σ1.
We now let the curve γ0 flow according to the APCSF such that these conditions
are preserved, i.e. γ : [a, b] × [0, T ) → R2 satisfies γ(a, t), γ(b, t) ∈ Σ and (1) for
each time t ∈ [0, T ) and
d
dt
γ =
κ −
∫
κds
L
 ν.
As the curves are not closed the quantity
∫
κds is not an integer times 2π in general.
It is in fact the first step to find conditions that guarantee a bound of κ¯ :=
∫
κds
L
independent of t. In [15], the author proved that the flow in this setting does not
develop a singularity when the initial curve satisfies four conditions:
i) γ0 is strictly convex,
ii) it is embedded,
iii) it is contained in the exterior domain with respect to Σ and
iv) it satisfies L0 <
4
5max |κΣ | arcsin
(
A0
L2
0
)
,
where A0 is the enclosed area of the domain enclosed by γ0 and the part of Σ con-
necting γ0(b) and γ0(a). Furthermore, the curves γ(·, t) subconverge under these
conditions smoothly for t → ∞ to an arc of a circle sitting outside of Σ and meet-
ing Σ perpendicularly.
In this paper we answer the following questions that naturally arise when study-
ing this setting:
1As Σ is a simple closed curve, we define the unit normal (and the tangent) to be defined on the
image of the curve in R2. Since γ0 can have self-intersections, we use the parametrized version of
the tangent.
SINGULARITIES FOR A CONSTRAINT CURVATURE FLOW 3
• Are there curves that develop a singularity under the APCSF in the free
boundary setting?
• Are there convex initial curves developing a singularity?
• Does the singularity appear in finite time?
• Of what type are the singularities?
• What does a blowup at the singular time look like?
For our main theorem we explain some preliminaries. As Σ is a smooth convex
closed curve, every x ∈ Σ has an “antipodal point” x′ ∈ Σ which is a point in Σ with
τΣ(x) = −τΣ(x′), where τΣ : Σ ⊂ R2 → R2 is the tangent of Σ. Note that this point
is not unique as the curve is not strictly convex. The minimum width of Σ is
dΣ ≔ min{|x − x′| : x, x′ ∈ Σ, x′ antipodal to x}.
This is the least distance of two parallel lines touching Σ.
We consider γ0 : [a, b] → R2, an initial curve with L0 < dΣ, where L0 is
the length of γ0. By definition of dΣ the points γ0(a) and γ0(b) can not be an-
tipodal to each other. We let the curve γ0 flow by the APCSF with Neumann
free boundary conditions as described above. As this flow is the “steepest descent
flow” of the length functional (under a constraint), the length does not increase
under the flow. As a consequence we get that all endpoints of the evolving curves
γ(a, t), γ(b, t) are not antipodal to each other. Note that for each time t ∈ [0, T ) the
curve Σ \ {γ(a, t), γ(b, t)} is divided into two pieces. At one piece the angle of the
normal νΣ turns more than π. The angle of the unit normal of the other part, we call
it the short piece, turns less than π.
For each t ∈ [0, T ) we append the “short piece” of Σ to γ(·, t) in order to close
the curve γ(·, t): Define a family σ(t) : [α(t), β(t)] → Σ by connecting γ(b, t) and
γ(a, t) by following Σ along the “short piece”. Note that σ(t) is just a point if
γ(a, t) = γ(b, t). We use the notation σ(0) =: σ0. Since the endpoints of our
curves are never antipodal and as the endpoints of γ(·, t) vary continuously in t,
the family σ is continuous in t. We will see that it is actually C1 in t. We denote
the assembled closed curve by γ(·, t) + σ(t). The boundary conditions imply that∫
γ(·,t) κds < 2πZ for all t ∈ [0, T ), in particular
∫
γ0
κds , 0. The (oriented) enclosed
area A(γ(·, t) + σ(t)) is preserved under the APCSF, and we can state our main
theorem:
Theorem 1.1. Let γ0 : [a, b] → R2 be an initial curve satisfying L0 < dΣ. Choose
the orientation of γ0 such that
∫
γ0
κds > 0. Fix l ∈ N such that (2l−2)π <
∫
γ0
κds <
2lπ. We further assume
i) either A(γ0 + σ0) > 0 and
L2
0
A(γ0+σ0)
≤ π (2l−1)2
l
,
ii) or A(γ0 + σ0) < 0,
where γ0 + σ0 is the extension of γ0 along the “short piece” described above.
In these cases the solution of the area preserving curve shortening flow with Neu-
mann free boundary conditions outside of Σ develops a singularity in finite time,
i.e. Tmax < ∞.
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Furthermore, the finite time singularity is of type II in the sense that
max
p∈[a,b]
|κ|(p, t) → ∞ (t → Tmax) and
max
p∈[a,b]
(
|κ|2(p, t)(Tmax − t)
)
is unbounded.
If γ0 is convex, we can say what the limit flow looks like after a suitable rescaling
procedure.
Corollary 1.2. Let γ0 : [a, b] → R2 be an initial curve satisfying the conditions
from Theorem 1.1. Assume further that γ0 is convex, κ0 ≥ 0. Then the “Hamilton
blow-up” at Tmax < ∞ yields either a grim reaper without boundary or half a grim
reaper at a straight line.
Remark i) The “Hamilton blow-up” was defined in [9]. We will explain it
in the proof of Corollary 1.2.
ii) There is numerical evidence given by U. F. Mayer [16] that there are em-
bedded closed curves that at first get a self-intersection and then develop a
singularity under the APCSF. In the free boundary setting, it seems to be
the case that there are initially embedded curves that stay embedded but
develop a singularity in finite time, see Example Three in Section 3. We
think that these curves develop a singularity at the boundary.
We also study the situation at a straight line. The result is as follows.
Theorem 1.3. Let γ0 : [a, b] → R2 be an initial curve at a straight line Σ. Let δ0
be the closed curve obtained by reflecting γ0 at Σ. Let ind(δ0) =: m be the index of
δ0. Then m is odd. Choose the orientation of δ0 such that m is positive.
Then the area preserving curve shortening flow with Neumann free boundary con-
ditions at the line Σ develops a singularity in finite time if one of the following
conditions is satisfied:
i) Either A(δ0) < 0.
ii) Or m ≥ 3 and L(δ0)2 < 4πmA(δ0).
The singularity is of type II.
The structure of this paper is as follows. In Section 2 we recall some results
from [14, 15] that we use in the proof of Theorem 1.1. We explain again how
strongly the condition L0 < dΣ influences the the behavior of
∫
γ(·,t) κds along the
flow. A bound on |κ¯| independent of Tmax is a consequence. If Tmax = ∞, then the
bound on |κ¯| together with [15] imply subconvergence to a part of a circle that is
possibly (partly) multicovered. We study the geometry of the limiting arc and get
a contradiction to the assumptions. We refine results from [15] to show that the
singularity is of type II. If the initial curve is convex we showed in [15] that the
“Hamilton blowup” yields a grim reaper or half a grim reaper at a straight line.
In Section 3, we give examples of curves that do satisfy the conditions of Theo-
rem 1.1 and Corollary 1.2.
Section 4 contains the proof of Theorem 1.3. We reflect the curves at the line Σ
and apply the results from [6]. We combine this with results from [15] to show that
the singularity is of type II.
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2. Singularities of type II in finite time
Notations Let γ : [a, b] → R2 be a piecewise smooth, regular curve and let h :
[a, b] → Rn, n ∈ {1, 2}, be a C1-map, h = h(p). We denote by ∂sh ≔ 1|∂pγ|∂ph the
derivative with respect to arclength of h. We define ds ≔ |∂pγ|dp. We recall the
formula for the curvature of γ
κ(p) = 〈∂2sγ(p), ν(p)〉,
where ν = Jτ = J∂sγ is the normal of the curve γ, J is the rotation by +
π
2
in the
plane.
Definition 2.1. We call a smooth, regular, convex, simple and smoothly closed
curve f : S1 → R2 a support curve. We assume f to be parametrized by arclength.
We orient f positively so that κΣ ≥ 0. We use the notation
Σ ≔ f
(
S
1
)
.
The curve Σ separates R2 into a bounded and an unbounded domain. The bounded
domain is enclosed by Σ and is denoted by GΣ.
We define dΣ ≔ min{|x − y| : x, y ∈ Σ, τΣ(x) = −τΣ(y)}, the smallest distance
between two parallel lines in R2 that touch GΣ (the minimum width).
Definition 2.2. A planar, smooth, regular curve γ0 : [a, b] → R2 is called initial
curve if it satisfies the conditions
γ0(a), γ0(b) ∈ Σ
τ0(a) = −νΣ(γ0(a)), τ0(b) = νΣ(γ0(b)),
where τ0 = ∂sγ0 is the tangent of γ0 and νΣ = J ∂s f ◦ f −1 : Σ → R2 is the inner
unit normal of Σ (defined on the image Σ = f
(
S
1
)
).
Definition 2.3. Let γ0 : [a, b] → R2 be an initial curve. A smooth family of smooth,
regular curves γ : [a, b] × [0, T ) → R2 that satisfies
∂γ
∂t
(p, t) = (κ(p, t) − κ¯(t))ν(p, t) ∀(p, t) ∈ [a, b] × [0, T ),
γ(p, 0) = γ0(p) ∀p ∈ [a, b],
γ(a, t), γ(b, t) ∈ Σ ∀t ∈ [0, T ),(2)
τ(a, t) = −νΣ(γ(a, t)), τ(b, t) = νΣ(γ(b, t)), ∀t ∈ [0, T ),
is called a solution of the area preserving curve shortening problem with Neumann
free boundary conditions. Here, κ¯ denotes the average of the curvature,
κ¯(t) ≔
∫
κ(p, t)ds∫
ds
=
∫
κ(p, t)ds
L(γ(·, t)) ,
and νΣ is the inner unit normal of Σ. Here and in the rest of the paper, we use the
notation γt ≔ γ(·, t).
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Remark For a smooth initial curve, existence and uniqueness of the solution of
(2) is standard. One gets short time existence on a short time interval [0, T0].
The solution can be extended up to a maximal time of existence Tmax ≤ ∞. By
regularity theory for parabolic Neumann problems the curves satisfy
γ ∈ C2+α,1+ α2
(
[a, b] × [0, Tmax),R2
)
∩C∞
(
[a, b] × (0, Tmax),R2
)
, α ∈ (0, 1),
where C2+α,1+
α
2 denotes the usual parabolic Ho¨lder space. If Tmax < ∞ then
max[a,b] |κ|(·, t) → ∞ (t → Tmax). A source for the existence for closed curves
moving by a geometric flow with a constraint is for example [4]. The technique
how to transform the free boundary problem into a standard Neumann boundary
problem can be found in [17, 18]. For our specific situation a sketch of the exis-
tence and regularity result is in [15, Proposition 2.4].
Definition 2.4. Let Σ be a support curve and let γ : [a, b] → R2 be a curve with
γ(a), γ(b) ∈ Σ. Then we call a curve σ : [a˜, b˜] → Σ ⊂ R2 with σ(a˜) = γ(b) and
σ(b˜) = γ(a) a boundary curve on Σ with respect to γ.
Definition 2.5. Let γ : [a, b] × [0, T ) → R2 be a solution of (2). Consider a
C1-family of smooth curves σ : [a˜, b˜] × [0, T ) → Σ with σ(a˜, t) = γ(b, t) and
σ(b˜, t) = γ(a, t) for all t ∈ [0, T ), i.e. σt ≔ σ(·, t) is a boundary curve on Σ with
respect to γt = γ(·, t). Then for each t ∈ [0, T ), we call the following expression the
oriented area enclosed by γt and Σ:
A(γt + σt) ≔
1
2
∫
γt
p1dp2 − p2dp1 + 1
2
∫
σt
p1dp2 − p2dp1.(3)
Remark Our curves γt are regular. But it can happen that a curve σt is not regular.
For our situation, this will only happen if γt(a) = γt(b). Then σt will be just the
point σt ≡ γt(a) = γt(b). This is not important for the definition of the enclosed
area because in such a situation γt is already closed and the second integral in (3)
vanishes.
We recall some basic properties proved in [15].
Lemma 2.6 (Lemma 2.6, Lemma 2.11 and Corollary 2.14 [15]). Let γ0 : [a, b] →
R
2 be a smooth initial curve. Then we have the following properties: The area
preserving curve shortening flow is curve shortening and area preserving, i.e.
d
dt
L(γt) ≤ 0 and ddtA(γt, σt) = 0 on [0, T ), where γ : [a, b] × [0, T ) → R2 is a
solution of (2) and σ : [a˜, b˜] × [0, T ) → Σ is a C1-family of boundary curve on Σ
with respect to γ.
As the domain GΣ is convex and as γ0 goes into R
2 \ GΣ at γ0(a) and comes back
to Σ from R2 \GΣ at γ0(b) the flow improves convexity to strict convexity2. This is,
κ0 ≥ 0 for the initial curve implies κ > 0 on [a, b] × (0, T ).
Remark i) If γ0 is a smooth initial curve then a C
1-family of boundary
curves σ on Σwith respect to γ exists. This was proved in [15, Lemma 2.9].
Under the condition L0 < dΣ we will explain the construction of such a
family below.
2The author emphasizes that convexity is probably not preserved if one allows the curve to meet
Σ perpendicularly from inside GΣ at the endpoints.
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ii) We emphasize that it is allowed that one of the boundary curves σt consists
only of one point (namely of the endpoints γt(a) = γt(b)). Important in the
proof of Lemma 2.6 is only that one has to find a family of boundary curves
where the enclosed area is continuous in t.
Lemma 2.7 (Construction of the boundary curves). Let γ0 : [a, b] → R2 be a
smooth initial curve with L0 < dΣ. Then the solution of (2) has the following
property:
The endpoints γt(a), γt(b) divide Σ into two pieces for each t ∈ [0, T ). The angle of
the unit normal of one component of Σ \ {γt(a), γt(b)} turns more than π (and less
or equal than 2π). The unit normal of other component – we will call it the short
piece – turns an angle of less than π. Note that the (degenerate) case where the
short piece is just a point is possible. This only happens if γt(a) = γt(b).
We denote by σ(t) the curve from γt(b) to γt(a) along the short piece of Σ. After
reparametrizations we get a C1-family of boundary curves σ : [a˜, b˜] × [0, T ) → Σ
with respect to γ, where σt are regular smooth curves except in the degenerate case
where σt ≡ γt(a) = γt(b).
As a consequence, the enclosed area A(γt + σt) is constant along the flow.
Remark The “short piece” is not the piece with the shorter length. It is the piece
where the image of the unit normal on S1 is shorter.
Proof. The construction of the boundary curve is quite explicit. The only thing that
we have to show is that σt isC
1 (and in particular continuous) with respect to t. The
continuity follows from that fact that L(γt) ≤ L0 < dΣ. By this property the short
piece cannot jump from time to time, i.e. the short piece of Σ varies continuously
in t. Since γ is in fact C1 in t and as Σ is smooth, σ is a C1 family of boundary
curves. 
The following result comes from analyzing the geometric properties of a convex
curve that satisfy the Neumann free boundary conditions outside a convex domain
at the endpoints.
Proposition 2.8. Let Σ ⊂ R2 be a positively oriented convex smooth Jordan curve
and let γ : [a, b] → R2 be a C2-curve with κ > 0 and
γ(a), γ(b) ∈ Σ,
τ(a) = −νΣ(γ(a)), τ(b) = νΣ(γ(b)),
where νΣ is the inner unit normal of Σ. Then we have that
∫
κds ≥ π.
Proof. In [15, Proposition 3.1], it was shown that the geometric situation of the
curves imply
∫
κds ≥ π. The statement there was formulated for a solution of (2).
But the only properties of the curves that are used in the proof are strict convexity
and the boundary conditions. 
In order to be able to use results from [15] we need to show that κ¯(t) is bounded
in L∞. As we want to show results about flows with infinite lifespan, we want the
bound to be independent of the maximal time of existence Tmax.
Proposition 2.9. Let γ0 : [a, b] → R2 be an initial curve (not necessarily convex)
with L0 < dΣ. Consider the solution of the APCSF (2) on the maximal time interval
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of existence [0, Tmax). Choose l ∈ Z such that (2l − 2)π <
∫
γ0
κds < 2lπ. Then we
have that
(2l − 2)π <
∫
γt
κds < 2lπ for all t ∈ [0, Tmax).
Proof. By definition of dΣ and by the curve shortening property the points γt(a)
and γt(b) are never “antipodal points”. This means that τΣ(γt(a)) , −τΣ(γt(b)) for
each t ∈ [0, T ). Taking into account the boundary conditions νΣ(γt(a)) = −τ(a, t)
and νΣ(γt(b)) = τ(b, t) for the inner unit normal νΣ = JτΣ we get that
τ(a, t) , τ(b, t)
for each t ∈ [0, T ). This particularly implies that
∫
γt
κds < 2πZ for each t ∈ [0, T ).
The continuity of
∫
γt
κds with respect to t implies the result. 
Proposition 2.10. Let γ : [a, b] × [0, Tmax) → R2 be the solution of (2) where the
initial curve γ0 : [a, b] → R2 satisfies L0 < dΣ. Furthermore, we assume that γ0
satisfies
A(γ0 + σ0) , 0,
where γ0 + σ0 is the extension of γ0 via the “short piece” along Σ defined in
Lemma 2.7. Then there is a constant δ > 0 such that L(γt) ≥ δ for all t ∈ [0, Tmax).
Proof. We assume that there is a sequence t j → Tmax with L(γt j ) → 0 ( j → ∞).
Since Σ is compact we get x0 ∈ Σ and (after passing to a subsequence) γ(a, t j) →
x0, γ(b, t j) → x0. This means that the curves γt j close up as j → ∞. The boundary
curves σ(t j) are the curves connecting the endpoints γt j (b) and γt j (a) along the part
of Σ where
∫
σt j
κΣdsΣ is smaller. This implies that L(σt j ) → 0 as j → ∞. As a
consequence, we also have that A(γt j + σt j ) → 0 as j → ∞.
Due to the fact that A(γ0 + σ0) = A(γt j + σt j ) for all j ∈ N we get a contradiction
to our assumption.

Theorem 2.11. Let γ : [a, b] × [0,∞) → R2 be a solution of (2) (without singu-
larities in finite time) where the initial curve γ0 : [a, b] → R2 satisfies L0 < dΣ
and
A(γ0 + σ0) , 0.
Here, γ0 + σ0 is the extension of γ0 along the “short piece” of Σ coming from
Lemma 2.7. Choose l ∈ Z such that (2l − 2)π <
∫
γ0
κds < 2lπ.
Then γt (t → ∞) subconverges (after reparametrization) smoothly to a (possibly
multicovered) arc of circle γ∞ sitting outside of Σ at the endpoints. Note that the
arc can be positively or negatively oriented. Each of the two contact angles at the
endpoints of γ∞ is a 90 degrees angle. Furthermore, the limit curve satisfies∫
κds∞ ∈ [(2l − 1)π, 2lπ) if l ≥ 1,(4) ∫
κds∞ ∈ ((2l − 2)π, (2l − 1)π] if l ≤ 0.(5)
Proof. In [15, Theorem 7.15], subconvergence is proved under the conditions L(γt) ≥
c1 > 0 and κ¯(t) ∈ [c¯, c2] for all t ∈ [0,∞) for constants c1, c¯, c2 > 0. But the proof in
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fact also works if we do not assume the lower bound κ¯ ≥ c¯. We only need |κ¯| ≤ c2
and L(γt) ≥ c1 > 0. We sketch this proof for the convenience of the reader:
For any sequence τl → ∞ we reparametrize the original curves γ˜(·, τl) by constant
speed and get a solution γl : [0, 1]×[0,∞) → R2 of (2) with |γ′l | = L(γ˜τl ) at the time
τl. Using Gagliardo-Nirenberg interpolation inequalities and integral estimates we
proved in Corollary 7.14 from [15] a bound
sup
(p,t)∈[0,1]×[1,∞)
|κl(p, t)| ≤ C,
where C does not depend on l. Using the graph representation of the curves, the
lower bound on the length and the flow equation we get estimates |∂it∂ms κ| ≤ c on
[0, 1] × [τl, τl + δ] for any δ > 0. We split the derivatives ∂pγl into its tangential
and normal part and use an induction argument together with the bound on |∂ms κ|.
This yields |∂mpγl| ≤ c on [0, 1] × [τl, τl + δ], where c depends on m,Σ,C, L0 and δ.
Choose τl → ∞ and δ > 0 such that
⋃
l∈N[τl, τl + δ) = [1,∞) then we have proved
|∂mpγl| ≤ c on [0, 1] × [1,∞).
The proof of these estimates can be found in [15, Proof of Proposition 4.7] or in
[14, Section 5.3].
For any tl → ∞ we consider αl := γl(·, tl). Using the theorem of Arzela-Ascoli
the curves subconverge to a smooth curve γ∞ : [0, 1] → R2 in every Cm on [0, 1],
m ∈ N0. This implies
lim
l′→∞
κ¯(tl′ ) = lim
l′→∞
∫
αl′
κds∫
αl′
ds
= κ¯(γ∞) ∈ [−c2, c2].
As a consequence we get that
lim
l′→∞
∫
αl′
(κ − κ¯(γ∞))2ds = lim
l′→∞
∫
γ(·,tl′ )
(κ − κ¯)2ds = 0,
where we used limt→∞
∫
γt
(κ− κ¯)2ds = 0, which was shown in Corollary 7.5 in [15].
Thus, the limit curve γ∞ satisfies κ∞ ≡ κ¯(γ∞) ∈ [−c2, c2]. By compactness of Σ
and by continuity we get that the endpoints of γ∞ lie in Σ, the curve goes into the
“exterior” domain and comes back from the “exterior” domain at the endpoints.
Is is not possible that γ∞ is a part of a straight line by these geometric properties,
which implies that κ¯(γ∞) , 0.
So we get that the limit curve γ∞ is a (possibly partly multicovered) arc of a circle.
By reversing the orientation we can assume that γ∞ is positively oriented, thus
κ∞ ≡ κ¯(γ∞) > 0. Proposition 2.9 yields∫
κds∞ ∈ [(2l − 2)π, 2lπ] .
We showed in Proposition 2.8 that for a strictly convex curve “outside” of Σ at the
endpoints we always have
∫
κds ≥ π. Using this for the “last” open part of the arc
γ∞ we get that
∫
κds∞ ∈ [(2l − 1)π, 2lπ]. The situation
∫
κds∞ = 2πl is excluded
by the geometric situation as well.
If the arc was negatively oriented, estimate (5) is obtained by using (4) for the lim-
iting arc with reversed orientation.
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It remains to mention that the bounds L(γt) ≥ c1 > 0 and |κ¯| ≤ c2 are satisfied
under the assumptions of the theorem. This follows from Proposition 2.10 and
Proposition 2.9.

We restate our result about the existence of finite time singularities.
Theorem 2.12. Let γ0 : [a, b] → R2 be an initial curve with L0 < dΣ. Choose
the orientation of γ0 such that
∫
γ0
κds > 0. Consider l ∈ N such that
∫
γ0
κds ∈
((2l − 2)π, 2lπ). We further assume
i) either A(γ0 + σ0) > 0 and
L2
0
A(γ0+σ0)
≤ π (2l−1)2
l
,
ii) or A(γ0 + σ0) < 0.
Here, γ0 + σ0 is the extension of γ0 along the “short piece” of Σ defined in
Lemma 2.7.
In both cases the solution of (2) develops a singularity in finite time, i.e. Tmax < ∞.
Proof. Theorem 2.11 implies that γt subconverges to an arc of a circle γ∞ sitting
outside of Σ at the endpoints. Property l > 0 implies (4), which is
∫
κds∞ ∈
[(2l − 1)π, 2lπ). This also gives us the information that the arc γ∞ is positively
oriented.
In particular, the enclosed area in the limit is positive, A(γ∞ + σ∞) > 0, which
yields a contradiction in Case ii) because the flow is area preserving.
We consider Case i): The quantities in the isoperimetric quotient satisfy
L(γ∞) = 2(l − 1)πr∞ + α∞r∞ ≥ (2l − 1)πr∞ for some α∞ ∈ [π, 2π) and(6)
A(γ0 + σ0) = A(γ∞ + σ∞) = (l − 1)πr2∞ + A˜∞ < lπr2∞,(7)
where r∞ is the radius of the arc γ∞ and 0 < A˜∞ < πr2∞ is the area of the domain
inside one full circulation of γ∞ without the positive area of GΣ. We compute
L2
0
A(γ0 + σ0)
≥
L(γt j )
2
A(γ0 + σ0)
→ L(γ∞)
2
A(γ0 + σ0)
as t j → ∞.(8)
We use (6) and (7) and the fact that the enclosed area is preserved and get
L2
0
A(γ0 + σ0)
>
(2l − 1)2π2r2∞
lπr2∞
= π
(2l − 1)2
l
,
which contradicts our assumptions.

Remark The result of the previous theorem can be improved by analyzing the
geometric situation in the limit more carefully. Instead of using the estimate A˜∞ <
πr2∞ we can prove A˜∞ < πr
2
∞(1 − 720π ). If A(γ0 + σ0) > 0 we get that
L2
0
A(γ0+σ0)
<
π
(2l−1)2
l− 7
20π
implies a singularity in finite time. This is again not sharp because we
estimated some geometric constants.
Corollary 2.13. Let γ0 : [a, b] → R2 be an initial curve satisfying the conditions
from Theorem 2.12. Then the finite time singularity is of type II in the sense that
max
p∈[a,b]
|κ|(p, t) → ∞ (t → Tmax) and
max
p∈[a,b]
(
|κ|2(p, t)(Tmax − t)
)
is unbounded.
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The proof of this corollary is based on the following lemma:
Lemma 2.14. Let γ : [a, b]× [0, T ) → R2 be a solution of (2) with T < ∞ is a time
such that {max[a,b] κ2(·, t) : t ∈ [0, T )} is unbounded. Then we have that
κ2max(t) ≔ max
[a,b]
κ2(·, t) ≥ 1
4(T − t) ∀t ∈ (0, T ).
Proof. A bound max[a,b] κ
2(·, t) ≥ 1
2(T−t) was proved in [15, Proposition 4.1] for a
convex initial curve. We refine this proof for a general initial curve: We compute
the evolution equation of κ2 and estimate
∂tκ
2 = ∂2sκ
2 − 2(∂sκ)2 + 2κ4 − 2κ3κ¯
≤ ∂2sκ2 + 2κ4 + 2
(
max
[a,b]
|κ|(·, t)
)3
|κ¯|
≤ ∂2sκ2 + 4
(
max
[a,b]
|κ|(·, t)
)4
,
where we used −max[a,b] |κ| ≤ κ¯ ≤ max[a,b] |κ| in the last step. As κ2 is C2 the
function t 7→ κ2max(t) is Lipschitz and hence differentiable almost everywhere. At a
point of differentiability we can compute the time derivative as d
dt
κ2max(t) =
∂κ2(p,t)
∂t
,
where p ∈ [a, b] is a point where the maximum is attained. This approach is
sometimes called “Hamilton’s trick”. It goes back to [11]. We get that
d
dt
κ2max(t) ≤ ∂2sκ2(p, t) + 4
(
κ2max(t)
)2
,(9)
where p ∈ [a, b] is a point where the maximum of κ2(·, t) is attained. We now prove
that
∂2sκ
2(p, t) ≤ 0(10)
holds for such a point p ∈ [a, b]. If p ∈ (a, b), we simply have a maximum in the
inner part of [a, b]. Thus, inequality (10) is clear. So we assume that p = a.
Case i): κ(a, t) > 0: Then κ(a, t) = max[a,b] κ(·, t). So we have the inequality
∂sκ(a, t) ≤ 0. In [15, Lemma 2.12] we proved by differentiating the boundary
conditions that ∂sκ(a, t) = (κ(a, t) − κ¯(t)) κΣ(γ(a, t)) for all t ∈ (0, T ). In our specific
situation we get that
0 ≥ ∂sκ(a, t) = (κ(a, t) − κ¯(t)) κΣ(γ(a, t)) ≥ 0,
where we used κ¯(t) ≤ max[a,b] κ(·, t) = κ(a, t) in the last inequality. We hence get
that ∂sκ(a, t) = 0 and therefore ∂sκ
2(a, t) = 2κ(a, t)∂sκ(a, t) = 0. A positive sign
of the second derivative ∂2sκ
2(a, t) > 0 would now imply a strict local minimum of
κ2(·, t) in a, which is a contradiction. As a consequence we get that (10) is satisfied.
Case ii): κ(a, t) < 0: In this case we know that κ(a, t) = min[a,b] κ(·, t). So we get
that ∂sκ(a, t) ≥ 0 and
0 ≤ ∂sκ(a, t) = (κ(a, t) − κ¯(t)) κΣ(γ(a, t)) ≤ 0
because of κ¯(t) ≥ min[a,b] κ(·, t) = κ(a, t). Thus, we also have ∂sκ2(a, t) = 0. As in
the first case, we get that ∂2sκ
2(a, t) ≤ 0.
Case iii): κ(a, t) = 0: Here, we immediately get that ∂sκ
2(a, t) = 2κ(a, t)∂sκ(a, t) =
0. As in the other two cases, this implies ∂2sκ
2(a, t) ≤ 0 because a is a maximum
point of κ2(·, t).
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If p = b, (10) follows analogously as ∂sκ(b, t) = − (κ(b, t) − κ¯(t)) κΣ(γ(b, t)) [15,
Lemma 2.12].
We now use (9) and (10) and get
− d
dt
(
1
κ2max(t)
)
≤ 4
at all times t ∈ (0, T ) where κ2max is differentiable. Integrating and using the exis-
tence of a sequence t j → T such that κ2max(t j) → ∞ yields the result. 
Definition 2.15. We keep the notation of a type I singularity as in the (classical)
curve shortening flow: A singular time T < ∞ is of type I if there is a constant
c > 0 such that
max
[a,b]
κ2(·, t) ≤ c
T − t ∀t ∈ [0, T ).
Otherwise, the singularity is of type II.
Proof. (of Corollary 2.13). In [15, Theorem 4.16], the author proved that a convex
initial curve cannot develop a type I singularity in finite time if |κ¯| ≤ c2 and L(γt) ≥
c1 > 0. We are able to generalize this result for general initial curves under the
same bounds on the total curvature and on the length.
Almost all steps of the proof of Theorem 4.16 in [15] are already formulated for the
general case, see Section 4 in [15]. We sketch the most important steps: Assume
that the flow develops a singularity of type I in finite time. We do a parabolic
rescaling
γ˜ j(p, τ) ≔ Q j
(
γ(p, τ
Q2
j
+ T ) − x0
)
for (p, τ) ∈ [a, b] × [−Q2jT, 0),
where x0 ∈ R2 is a “blowup point” of the flow, which means t j → T , p j →
p0 ∈ [a, b], Q j = |κ|(p j, t j) = max[a,b] |κ|(p, t j)| → ∞, γ(p j, t j) → x0. Using
the gradient estimates from Stahl [17, 18] we adapted the convergence procedure
from [5, Remark 4.22 (2)] to the area preserving flow. This is similar to the pro-
cedure in Theorem 2.11 (but it is not necessary to use integral estimates because
T < ∞). We get smooth subconvergence (after reparametrization) to a limit flow
γ∞ : I × (−∞, 0) → R2, where I is an interval containing 0.
Because of the L∞ bound on κ¯(t) the term κ¯ j(t) is scaled away in the limit. Thus, the
limit flow satisfies ∂tγ∞ = κ∞ν∞, it is an ancient solution of the curve shortening
flow. The lower bound on the length implies that each curve γ∞(·, t) has infinite
length. If the singularity develops at the boundary then the curve γ∞(·, t) meets a
straight line perpendicularly at the endpoint. We reflect it and can consider a com-
plete, unbounded solution of the curve shortening flow. Amonotonicity formula for
the free boundary situation yields the key properties of the limit flow: Each curve
γ∞(·, t) is proper and γ∞ is self-similarly shrinking, i.e. κ∞(p, τ) = 〈γ∞(p,τ),ν∞(p,τ)〉2τ .
For plane curves, all the self-similarly shrinking solutions are classified. It turns
out that the curvature of these solutions does not change sign, see [8]. We get that
γ∞ is one of the following:
i) The line R × {0},
ii) the shrinking spere S1√−2τ, where the curves can also be negatively oriented,
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iii) one of the closed “Abresch-Langer curves” [1], positively or negatively
oriented,
iv) a curves whose image is dense in an annulus of R2.
The solutions ii), iii) and iv) are excluded because of the unbounded length and
the properness of the curves. It remains to exclude i): We rescaled at points of
maximal curvature which implies for τ j ≔ −Q2j(T − t j)
κγ˜ j (p j, τ j) =
1
Q j
κ
(
p j,
−Q2
j
(T−t j)
Q2
j
+ T
)
=
1
Q j
κ(p j, t j) = 1 ∀ j ∈ N.
We reparametrize in the spatial component such that κ˜ j(0, τ j) = 1 for all j ∈ N. By
the type I property we get that
τ j = −κ2(p j, t j)(T − t j) ≥ −
c
T − t j
(T − t j) = −c > −∞.
The blowup rate from Lemma 2.14 yields
τ j = −κ2(p j, t j)(T − t j) ≤ −
1
4
< 0.
Thus, there is a time τ ∈ [−c,− 1
4
] such that κ∞(0, τ) = 1. This excludes the line as
a limit flow. 
Corollary 2.16. Let γ0 : [a, b] → R2 be a convex initial curve satisfying the
conditions from Theorem 2.12. Then the “Hamilton blow-up” at Tmax yields either
a grim reaper (we call this situation an “inner singularity”) or half a grim reaper
at a plane (a “boundary singularity”).
Proof. The situation of a finite type II singularity was treated in [15, Section 6]. We
repeat the important steps for the sake of completeness. We recall the “Hamilton
blow-up” [9]: Define T ≔ Tmax. For j ∈ N choose t j ∈ [0, T − 1j ] and p j ∈ [a, b]
such that
|κ|2(p j, t j)
(
T − 1
j
− t j
)
= max
{(
|κ|2(p, t)
(
T − 1
j
− t
))
: t ∈ [0, T − 1
j
], p ∈ [a, b]
}
.
Then define Q j ≔ |κ|(p j, t j) and
γ˜ j(·, τ) ≔ Q j
(
γ(·, τ
Q2
j
+ t j) − γ(p j, t j)
)
for τ ∈ [−Q2j t j,Q2j(T − t j − 1j )] on [a, b].
As the singularity is of type II, one can show certain properties of the rescaled flow.
The most important ones are κ˜ j(p j, 0) = 0 ∀ j, |κ˜ j|(·, τ) ≤ 1 ∀ j and
∀ǫ > 0 ∀τ¯ > 0 ∃ j0(ǫ, τ¯) ∈ N, ∀ j ≥ j0 :|κ˜ j |2(p, τ) ≤ 1 + ǫ
∀τ ∈ [−Q2j0 t j0 , τ¯],∀p ∈ [a, b].
Then there exist reparametrizations ψ j : I j → [a, b] with |I j| → ∞ ( j → ∞) such
that a subsequence of the rescaled curves
γ j ≔ γ˜ j(ψ j, ·) : I j × [−Q2j t j,Q2j (T − t j − 1j )] → R2
converges locally smoothly to a limit flow γ˜∞ : I˜ × (−∞,∞) → R2 (where I˜ is
an unbounded interval containing 0). The proof of this subconvergence can be
found in [15, Proposition 6.2, Proposition 4.7]. It is again similar to the proofs of
Theorem 2.11 and Corollary 2.13.
The limit flow γ˜∞ is a smooth solution of the curve shortening flow and satisfies
0 < κ˜∞ ≤ 1 everywhere and κ˜∞ = 1 at least at one point. If M˜∞τ ≔ γ˜∞(I˜, τ) has a
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boundary, then ∂M˜∞τ ⊂ Σ∞, where Σ∞ is a line through 0 ∈ R2, and 〈ν˜∞, νΣ∞〉 = 0
on ∂M˜∞. By reflecting at the line Σ∞ one gets an eternal solution of the curve
shortening flow with bounded curvature where the maximal curvature is attained
at least at one point. Due to [10, Theorem 1.3], the limit flow must be a translating
solution, and the only translating solution in the case of curves is the “grim reaper”
which is the flow of curves given by x = − log cos y + τ for y ∈ (−π
2
, π
2
). In
the situation where the limit flow does have a boundary it must be “half the grim
reaper” at Σ∞ because the grim reaper has only one symmetry axis. 
In [3] and [6] the blowup-rate at the singularity was characterized for the L2-
norm of the curvature, and not for the C0-norm as above. This L2-rate can also be
proved for the free boundary setting:
Proposition 2.17. Let γ : [a, b]×[0, Tmax) → R2 be a solution of (2) with Tmax < ∞
and |κ¯| ≤ c < ∞. Then there is a constant C > 0 and a sequence of times tk → Tmax
such that ∫
|κ(·, tk)|2dstk ≥ C(Tmax − tk)−
1
2
Proof. The proof is due to [3, Proposition A] and [6, Proposition 5]. Since Tmax <
∞ we have that
{∫
κ2ds : t ∈ [0, Tmax)
}
is unbounded. As it was pointed out in [6,
Proof of Proposition 5], this comes from the fact that the proof of the short time
existence only depends on the C1,α-norm of the initial data for all α ∈ (0, 1). For
the Neumann boundary condition setting the estimates behind this argument can
be found in [14, Lemma 5.3.2].
In order to follow the proof of [6, Proposition 5] we only have show that
d
dt
E(t) ≤ C
(
E(t) + E(t)3
)
for E(t) :=
∫
(κ − κ¯)2ds. In [15, Corollary 7.4], the inequality
d
dt
E(t) ≤ C
(
E(t) + E(t)
5
3 + E(t)3
)
is proved under the condition |κ¯| ≤ c < ∞. We have
E
5
3 ≤
{
E, if 0 ≤ E ≤ 1
E3, if 1 ≤ E
}
≤ E3 + E.
This was also used in [6, Proof of Proposition 5]. 
The following corollary is immediate.
Corollary 2.18. Under the conditions of Theorem 2.12 there is a sequence of times
tk → Tmax < ∞ such that
∫
|κ(·, tk)|2dstk ≥ C(Tmax − tk)−
1
2 .
3. Examples
It remains to show that there are curves that satisfy the conditions from Theo-
rem 2.12 or Corollary 2.13.
Example One Let us consider a convex curve Σ that almost looks like a circle with
dΣ > 2π. Then one can construct an initial curve γ0 : [0, 1] → R2 with L0 < 43π,
l = 2 and A(γ0 + σ0) >
π
2
. An example is drawn in Figure 1. Note that σ0 is
the connection of γ0(1) and γ0(0) along Σ that is visible in the picture. We check
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Σ
γ0(0)γ0(1)
γ0
Figure 1. An initial curve, where the flow develops a singularity
in finite time, see Example One.
Σ
γ0(0) γ0(1)
γ0
Figure 2. Another initial curve, where the flow develops a singu-
larity in finite time, see Example Two.
the isoperimetric quotient of that initial curve and compare it to the conditions of
Theorem 2.12:
L2
0
A(γ0 + σ0)
<
2
π
(
4
3
π
)2
= 2
16
9
π <
9
2
π.
Thus, this curve develops a type II singularity in finite time. This is somehow
not surprising as it was shown in [6, Proposition 9] that a curve looking like the
described γ0 but closed on the “lower part” (a so-called “limac¸on”) develops a
singularity in finite time under the area preserving curve shortening flow without
boundary. And the “limac¸on” is the classical example where the curve shortening
flow (without boundary) develops a type II singularity [2]. These type II singulari-
ties are usually expected when there is a self-intersection.
But there are examples satisfying the conditions from Case i) in Theorem 2.12 that
seem to behave differently, see Example Two.
Example Two We construct γ0 : [0, 1] → R2 as shown in Figure 2. Again, σ0 is
the connection of γ0(1) to γ0(0) along Σ. As in the first example we have that l = 2.
We construct γ0 such that L0 < dΣ, L0 <
4
3
π and A(γ0 + σ0) >
π
2
. We conclude
again
L2
0
A(γ0 + σ0)
<
2
π
(
4
3
π
)2
= 2
16
9
π <
9
2
π.
For this particular γ0 we conjecture that the curves stay embedded under the flow
(2) and that the type II singularity forms at the boundary.
Example Three The conditions of Theorem 2.12, Case ii) are satisfied by a curve
γ0 : [0, 1] → R2 as shown in Figure 3. We choose GΣ big enough such that
L0 < dΣ. We have that κ0 > 0 and l = 2. We have constructed γ0 in such a way
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γ0(0)γ0(1)
Σ
γ0
Figure 3. Another initial curve, where the flow develops a singu-
larity in finite time, see Example Three.
Σ
γ0(0)γ0(1)
γ0
Figure 4. A non-convex initial curve, where the flow develops a
singularity in finite time, see Example Four.
that A(γ0 + σ0) < 0. By Theorem 2.12 we get a singularity in finite time that is of
type II.
Example Four As Theorem 2.12 gives the existence of singularities also for non-
convex curves, we provide such an example, see Figure 4. The initial curve γ0 :
[0, 1] → R2 satisfies
∫
γ0
κds ∈ (−2π, 0) but A(γ0 + σ0) > 0. After changing the
orientation Case ii), Theorem 2.12 applies, and the flow develops a singularity in
finite time.
4. The area preserving curve shortening flow at a straight line
In this section, we consider the area preserving curve shortening flow (APCSF)
at a straight line. We prove that there are initial curves that develop a singularity
in finite time. The situation is somehow easier than in the previous section. The
strategy is to reflect the curves at the line and to use the results from [6] for the
closed case. At first we have to specify some notation for the case that Σ is a
straight line.
Definition 4.1. Consider the map f : s 7→ (−s, 0) ∈ R2, s ∈ (−∞,∞). The map f
parametrizes the line Σ ≔ {(x, y) ∈ R2 : x ∈ R, y = 0}.
A smooth, regular curve γ0 : [a, b] → R2 is called initial curve if it satisfies the
conditions
γ0(a), γ0(b) ∈ Σ
τ0(a) = e2,
τ0(b) = −e2,
where τ0 = ∂sγ0 is the tangent of γ0 and e2 = (0, 1) ∈ R2 is the second standard
vector in R2.
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Definition 4.2. Let f : [a, b] → R2 be a piecewise smooth, regular and closed
curve. The number
ind( f ) ≔ n(∂p f , 0) ∈ Z
is called the index (or turning number) of f . Here, n(∂p f , 0) denotes the winding
number of the curve ∂p f : [a, b] → R2 with respect to 0 ∈ R2.
Theorem 4.3. Let f be a piecewise smooth, regular and closed curve, defined on
intervals [a j, b j], j = 1, . . . , k, and with exterior angles α j, j = 1, . . . , k. Then
ind( f ) =
1
2π
k∑
j=0
∫ b j
a j
κ fds f +
1
2π
k∑
j=0
α j ∈ Z.
Proof. See [13, Theorem 2.1.6]. 
Lemma 4.4. Let γ0 : [a, b] → R2 be an initial curve. Reflect the curve γ0 at the
line Σ into the lower half space of R2. Then the resulting closed curve δ0 is a C
2
curve with ind(δ0) =: m ∈ Z. The number m is odd.
Proof. As the curves meet Σ perpendicularly and because of reflection at a line the
reflected curves are C2. We treat two cases:
Case 1: f −1(γ0(a)) ≤ f −1(γ0(b)).
Then consider γ0 + σ0 where σ0 is the line segment from γ0(b) to γ0(a). The
exterior angles at the points where τ0 is not continuous are +
π
2
(or +π if γ0(a) =
γ0(b)). Thus, we have l ≔ ind(γ0 + σ0) =
1
2π
(∫
γ0
κds + π
)
∈ Z or equivalently
∫
γ0
κds = 2πl − π. After reflecting we get ind(δ0) =
2
∫
γ0
κds
2π
= 2l − 1.
Case 2: f −1(γ0(a)) > f −1(γ0(b)).
We denote by σ0 the line segment from γ0(b) to γ0(a). Note that this is oriented
in the opposite direction compared to f . Now the exterior angles of γ0 + σ0 are
−π
2
. This implies
∫
κds = 2πl + π for l ∈ Z. By reflection we conclude ind(δ0) =
2
∫
γ0
κds
2π
= 2l + 1. 
Remark The APCSF preserves the reflection symmetry with respect to the x-axis.
It hence does not matter whether we start at the straight line the APCSF with Neu-
mann free boundary conditions and then reflect at Σ or if we reflect at first and
then consider the APCSF for closed curves. Thus, we recover the APCSF with
Neumann free boundary conditions from the flow of the closed curves.
Proposition 4.5. Let γ0 : [a, b] → R2 be an initial curve. Reflect γ0 at Σ and denote
the closed curve by δ0. Choose the orientation of δ0 such that ind(δ0) =: m ≥ 0.
Lemma 4.4 shows that m is odd.
Then the area preserving curve shortening flow with Neumann free boundary con-
ditions at the line Σ develops a singularity in finite time if one of the following
conditions is satisfied:
i) Either A(δ0) < 0.
ii) Or m ≥ 3 and L(δ0)2 < 4πmA(δ0).
Proof. We use Lemma 4.4 to get that m is odd, so m ≥ 1 is always satisfied. Use
[6, Proposition 9] for the flow of the reflected curve to get that that Tmax < ∞. 
Corollary 4.6. The finite time singularity appearing in Proposition 4.5 is of type II.
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Proof. Denote by δt, t ∈ [0, Tmax), the closed curves and with γt, t ∈ [0, Tmax), the
curves with boundary. By the isoperimetric inequality for δt we get that L(δt)
2 ≥
4π|A(δt)| = 4π|A(δ0)|. This implies L(γt)2 ≥ π|A(δ0)| > 0. Thus the length is
bounded from below uniformly in t. We have that 2
∫
γ0
κds =
∫
δ0
κds = 2πm ∈ Z.
Continuity yields
∫
γt
κds = πm for all t ∈ [0, Tmax). Thus |κ¯γt (t)| ≤ c2 < ∞
uniformly in t. A blowup argument as in [15, Theorem 4.16] or as in the proof of
Corollary 2.13 implies that the singularity is of type II. 
References
[1] U. Abresch and J. Langer. The normalized curve shortening flow and homothetic solutions. J.
Differential Geom., 23(2):175–196, 1986.
[2] Sigurd Angenent. On the formation of singularities in the curve shortening flow. J. Differential
Geom., 33(3):601–633, 1991.
[3] Kai-Seng Chou. A blow-up criterion for the curve shortening flow by surface diffusion.
Hokkaido Math. J., 32(1):1–19, 2003.
[4] G. Dziuk, E. Kuwert, and R. Scha¨tzle. Evolution of elastic curves in Rn: existence and compu-
tation. SIAM J. Math. Anal., 33(5):1228–1245 (electronic), 2002.
[5] K. Ecker. Regularity theory for mean curvature flow. Progress in Nonlinear Differential Equa-
tions and their Applications, 57. Birkha¨user Boston Inc., Boston, MA, 2004.
[6] Joachim Escher and Kazuo Ito. Some dynamic properties of volume preserving curvature driven
flows.Math. Ann., 333(1):213–230, 2005.
[7] M. Gage. On an area-preserving evolution equation for plane curves. In Nonlinear problems in
geometry (Mobile, Ala., 1985), volume 51 of Contemp. Math., pages 51–62. Amer. Math. Soc.,
Providence, RI, 1986.
[8] H. P. Halldorsson. Self-similar solutions to the curve shortening flow. Trans. Amer. Math. Soc.,
364(10):5285–5309, 2012.
[9] R. S. Hamilton. The formation of singularities in the Ricci flow. In Surveys in differential ge-
ometry, Vol. II (Cambridge, MA, 1993), pages 7–136. Int. Press, Cambridge, MA, 1995.
[10] R. S. Hamilton. Harnack estimate for the mean curvature flow. J. Differential Geom., 41(1):215–
226, 1995.
[11] Richard S. Hamilton. Four-manifolds with positive curvature operator. J. Differential Geom.,
24(2):153–179, 1986.
[12] G. Huisken. The volume preserving mean curvature flow. J. Reine Angew. Math., 382:35–48,
1987.
[13] W. Klingenberg. Eine Vorlesung u¨ber Differentialgeometrie. Springer-Verlag, Berlin, 1973.
Heidelberger Taschenbu¨cher, Band 107.
[14] E. Ma¨der-Baumdicker. The area preserving curve shortening flow with Neumann free boundary
conditions. PhD thesis, Freiburg: Univ. Freiburg, Fac. of Math. and Phys. 155 S., 2014.
[15] Elena Ma¨der-Baumdicker. The area preserving curve shortening flow with Neumann free
boundary conditions. Geom. Flows, 1:34–79, 2015.
[16] Uwe F. Mayer. A singular example for the averaged mean curvature flow. Experiment. Math.,
10(1):103–107, 2001.
[17] A. Stahl. Convergence of solutions to the mean curvature flow with a Neumann boundary con-
dition. Calc. Var. Partial Differential Equations, 4(5):421–441, 1996.
[18] A. Stahl. Regularity estimates for solutions to the mean curvature flow with a Neumann bound-
ary condition. Calc. Var. Partial Differential Equations, 4(4):385–407, 1996.
[19] Xiao-Liu Wang and Ling-Hua Kong. Area-preserving evolution of nonsimple symmetric plane
curves. J. Evol. Equ., 14(2):387–401, 2014.
