Supplementary Material
D The bandwidth h tends to zero such that nh → ∞.
Let α n = (nh)
−1/2 + h 2 , θ 0 = {π 1 (t 0 ), p(t 0 )},
l(x, θ) = log f (x, θ), where θ = (π 1 , p). Then the objective function (4) can be written as 3. I(t) is continuous at t 0 and positive definite at t 0 and
Proof of Theorem 2.1.
Note that
Hence,
Based on the Jensen's inequality, we have
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Based on the property of M-step of (5), we have
Proof of Theorem 3.1.
It is sufficient to show that for any given η > 0, there exists a large constant c such that
where (θ) is defined in (4).
By using Taylor expansion, it follows that
where θ − θ 0 ≤ cα n and
where u = (u 1 , u 2 ).
By directly calculating the mean and variance and note that G(t 0 ) = 0, we obtain
and
Noticing that I(t 0 ) is a positive matrix, u = c, we can choose c large enough such that I 2 dominates both I 1 and I 3 with probability at least 1 − η. Thus (13) holds. Hence with probability approaching 1 (wpa1), there exists a local maximizerθ such that
Based on the definition of θ, we can also get, wpa1, |π
Proof of Theorem 3.2.
Note that the estimateθ satisfies the equation
The order of the third term could be derived from the (2) of Lemma 1. Let
where (Gg) (t) is the second derivative of G(t)g(t)
, and
Therefore, we have
In order to prove the asymptotic normality of (16), we only need to establish the asymptotic normality of √ nhW n . Next we show, for any unit vector d ∈ 2 , we prove
where
We check the Lyapunov's condition. Based on (15), we can get (1) ). So we only need to prove nE|ξ 1 | 3 → 0. Noticing that l 1 (θ 0 , x) is bounded for any x, and K(·) has compact support,
So the asymptotic normality for W * n holds such that
Based on (16) and the Slutsky theorem, we can get the asymptotic result ofθ
Proof of Theorem 3.3. Let
Based on a Taylor expansion of (4), similar to the proof of Theorem 3.2, we have that
. where
It can be shown that
Based on the proof of Theorem 3.2, we havê
Based on Carroll et al. (1997) and Li and Liang (2008) , we have that
It can be shown, by calculating the second moment, that
By condition nh 4 → 0, we know
We can show that E(A n ) = 0. Define Σ = var(A n ) = var ∂f (x, π 1 , p(t)) ∂π 1 − ξ(t, x) .
Based on the central limit theorem, we can have √ n(π 1 − π 1 ) → N (0, I −2 π1 Σ).
Proof of Theorem 3.4.
Based on a Taylor expansion of (7) 
