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Introduction
Major Depressive Disorder (MDD) is a heterogeneous disorder characterized by variable patterns of nine key symptoms, often in episodic patterns across an individual's lifetime, parallel to the waxing and waning observed in chronic illnesses such as multiple sclerosis (APA, 1994) with relapsing-remitting and relapsing -progressive patterns. Despite awareness that symptom profiles and illness course patterns vary widely across (and perhaps even within) individuals with MDD, prior studies have typically used the full diagnostic spectrum (studies of those with any and all patterns of MDD) and the broadest range in age and experience of illness in cross sectional studies. These prior, broad-stroke, heterogeneous studies may have led to increased type I error with relatively small samples and publication bias or diffusion of important, specific effects, increasing type II error. Together, these would dilute both inferential capability and replication. More recently, subtypes of MDD have been pursued with the emergence of some larger studies including more clinically and demographically homogeneous samples (Korgoankar, et al., 2014) . To this end, the present study has strived to constrain a number of features with known impact on brain function in MDD varying from small (e.g., medications, subtypes of MDD) to medium (active symptoms) to very large (age, development) effect sizes.
As such, we studied early course MDD in the remitted state among a sample of late-adolescents who were medication-free at the time of scan in order to reduce sources of heterogeneity for between group comparisons. These methodological controls increased homogeneity and have In this research, we built a sparse MVPA framework combining regularized Elastic Net feature selection algorithm and a linear SVM. The advantage of Elastic Net regularization penalty over filter approaches is that it conducts automatic variable selection and continuous shrinkage simultaneously, and selects a group of correlated variables. This feature selection strategy is a state-of-the-art representative of recent advances in L1/L2-constraint based methods.
We compared Elastic Net with two filter approaches t-test and Wilcoxon rank sum and performed these evaluations using leave-one-out cross validation in the context of a study of resting state functional connectivity in remitted major depressive disorder (rMDD). This design allowed us to examine network differences in the absence of the state effects of active illness.
We hypothesized that building a MVPA framework by employing feature selection strategies combined with SVM would be successful in identifying the discriminant functional connections that predicted prior history of rMDD.
Methods

Participants
Participants were recruited from the University of Michigan (UM) and the University of Illinois at Chicago (UIC) using flyers and multiple forms of posting on the internet. All participants completed an identical assessment protocol, including the Diagnostic Interview for Genetic Studies (DIGS; Nurnberger et al. 1994 ), the Hamilton Depression Scale (Ham-D; 34
Hamilton, 1961), and a targeted neuropsychological and fMRI battery (not reported here).
Participants were considered remitted from MDD if they previously met criteria for at least one major depressive episode (MDE), did not meet current criteria for an MDE in the last three months (Mean 2.5 years well), and currently scored below a 7 on the Ham-D (administered during the phone screen and during the initial diagnostic interview). HCs could not meet current or past criteria (Never Mentally Ill, NMI) for MDD or any other Axis I or II psychiatric disorder and had no first degree relatives with a history of psychiatric illness. In addition, participants were required to be medication free for a period of 30 days prior to the scan and those with substance abuse or dependence within the past six months were excluded.
Diagnosis of past MDD or NMI was confirmed using a modified Family Interview for Genetic Studies completed with a parent, guardian, or older sibling (Nurnberger, et al. 1994 ). Table 1 . 
rs-fMRI Data
rs-fMRI data from two 3.0 Tesla GE scanners were collected using eight bilateral seeds in the default mode network (DMN), salience network (SN) and cognitive control network (CCN). Table 2 
rs-fMRI Preprocessing
Data preprocessing occurred as follows: Slice timing was completed with SPM8
(http://www.fil.ion.ucl.ac.uk/spm/doc/) and motion detection algorithms were applied using FSL (http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/). Coregistration of structural images to functional images was followed by spatial normalization of the coregistered T1-spgr to the Montreal Neurological Institute (MNI) template. The resulting normalization matrix was then applied to the slice-timecorrected, time series data. These normalized T2* time-series data were spatially smoothed with a 5mm Gaussian kernel resulting in T2* images with isotropic voxels, 2mm a side.
Cross-Correlation Analysis
The rs-fMRI time series was detrended and mean centered. (Table 2 ) and transformed to z scores using a Fisher transformation.
Feature Extraction
The rs-fMRI network was captured by a 16 x 16 symmetric matrix of nodes. We extracted the upper triangle elements of the functional connectivity matrix as classification features, i.e. the feature space for classification was spanned by the (16 x 15)/2 = 120 dimensional feature vectors.
Classification Algorithm
SVM classification (Vapnik, 1995; Vapnik, 2008 ) is a widely used method for binary classification in fMRI studies. SVMs are supervised learners that work in two steps. In the training step, a subset of the available data points as well as their associated classes is used to iteratively find a linear boundary or hyperplane that separates the two classes optimally. In the testing step, new, previously unobserved data points in the same space as the training points are classified depending on their position relative to the boundary (often the "case left out" in leave one out, small n analyses). For two classes, the SVM algorithm attempts to find a linear decision boundary (separating hyper plane) using the decision function , where defines the linear decision boundary, and is chosen to optimize the boundaries defined by D = +1 and D= -1 (known as the margin) between the two class distribution. The decision function that is learned by a SVM is a linear combination of feature values in a particular feature space.
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There are differences between different types of SVM, notably in how the relationship between the feature space and the original features (functional connections, in our case) is determined; a given choice of kernel function determines an (implicit) feature space in which a decision takes place.
Feature Selection Algorithms
In neuroimaging studies, the number of features are often more than the number of observations (often less than 100), which causes curse-of-dimensionality and small-n-large-p effects. The unimportant features may result in an over fitting problem in machine learning, and therefore reduces model prediction accuracy and generalization ability. We considered two 
Feature selection and classification Method
Due to our limited number of samples, we used a leave-one-out cross-validation (LOOCV) strategy to estimate the generalization ability of our classifier. We used SVM classifier with three strategies: 1) No feature selection, which acted as a baseline to focus the specific contributions of feature selection. 2) Multivariate LASSO and Elastic Net based feature subset ranking. 3) Univariate t-test and Wilcoxon feature subset ranking.
Feature selection algorithms were implemented in MATLAB 2012b and were done in each cross validation fold. For Elastic Net, we have evaluated classification performances for different values of alpha, ranging from .1 to 1.0. When alpha =1, it is Lasso and when alpha is between 0 and 1, it is Elastic net. Inside each LOOCV fold, 10-fold CV was used to select the best elastic net regularization parameter lambda (λ).
We also evaluated two filter-based algorithms such as Student's t-test and Wilcoxon sumrank test to rank the features which evaluate if each feature is significantly different between the two classes; these ranking algorithms were employed in each cross validation fold. We used the MATLAB Bioinformatics toolbox to compute these scoring functions.
Inside the LOOCV (n=67), the features were selected based on a feature selection strategy and used as the final feature set for SVM classification. We used default parameter setting in Matlab SVM function for kernel and optimization method. For the selection of soft margin parameter C, we performed another 10-fold CV strategy for different values of C using SVM classifier inside the LOOCV. We selected the parameter value C which produces highest accuracy in 10-fold CV and used in the final SVM model. The classification framework is shown in Figure1.
Since we used a LOOCV strategy, the feature ranking was based on different training dataset in each cross validation (CV) fold. Therefore the feature (functional connections)
contributions to classification were not evenly distributed. In this study we adopted the concept of consensus functional connectivity (Fair et al. 2012), which is defined as the functional connectivity feature appearing in the final feature set of each CV iteration. We computed the percentages of occurrences of features that contributed to identification of depressed patients
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We also performed a hold-out validation test by randomly selected nine samples (5 rMDD patients, 4 controls) as testing data set and remaining 58 samples as the raining dataset.
We obtained the best alpha and k parameters by re-running the LOOCV using only the training 58 subjects. Once we found the connectivities using 58 subjects with best alpha and k parameters, we used these connections as our final model and tested with the hold-out 9 subjects for prediction. The results are shown in Table 4 .
Figure1:
** 10-fold CV was used to select the best elastic net regularization parameter lambda (λ). 
Permutation Test
The performance of the SVM classifier was evaluated using accuracy, sensitivity and specificity measures. To determine whether classification accuracy exceeded chance levels (50%), we performed permutation testing and derived a p-value. We permuted the class labels 1000 times (each time randomly assigning rMDD and HC labels to each pattern of functional connectivity values) and repeated the entire feature selection algorithm. We then counted the number of times the permuted test accuracy was higher than the one obtained for the true labels. Finally, we divided this number by 1000 and obtained a p-value for classification accuracies. For the permutation test the 10-fold CV and LOOCV structures were maintained.
Results
First we employed a two sample t-test using our data set to find any significant functional connectivity differences between healthy controls and rMDD. There were eight connections found to be significantly different among these two groups (Figure 2) . At a more conservative test, we also performed a FDR corrected t-test (q= .2), which found four significant group differences in connections ( Figure 2 , left four panels). The classification accuracies from holdout validation test are shown in Table 4 . We found the consensus connectivities using 58 subjects with best alpha and k parameters by carrying out a LOOCV. We used these connections as our final model and tested with the remaining 9 subjects for prediction. Our results showed that the both filter-based t-test and Elastic Net obtained accuracy of 77.8%. The percentages of functional connections in all folds that contributed to identification of rMDD patients are shown in Figure 5 . We showed only those functional connections for the final model which appeared more than 50% inside LOOCV using 58 subjects. 
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Note. The cell values represent the percentages of training folds in which a given connection was selected during the classification (more than 50% were selected as consensus functional connectivities).
Discussion
The present study aimed to classify participants into the clinical psychiatric diagnostic categories for rMDD or NMI using SVM of rs-fMRI data. Sixteen nodes from the DMN, SN and . We then applied SVM, using four different feature selection algorithms, to identify the top ranked features (connections between two nodes) that distinguished the rMDD from the HC group. In support of our hypothesis, we were able to use SVM of rs-fMRI data to discriminate these participants, even in the remitted state. We found that the most discriminative connection was between the left PCC and the right DLPFC, followed by the left amygdala and the right superior ventral striatum connection. These two connections were selected in 100 per cent of training folds for all feature selection methods. weakening the number of predictors, but strengthening the meaning and actual practical use. In addition, our feature selection algorithms are different and we used a larger sample which can result in more conservative estimates. In the future, we intend to explore other feature selection strategies to use strategies like recursive feature elimination and sparse logistic regression. It is worthwhile to note that, in a clinical setting, when our goal is to find the pattern of functional connectivity that accurately predicts whether a subject suffers from rMDD, we expect a classification performance to be 95-100% accuracy (Orrù et al. 2012 ). This is a promising initial step that can be followed up using additional predictors and moving to at-risk samples.
DMN-CCN connectivity
One of our main discriminant connections for rMDD was between the left PCC and right 
SN connectivity
Our second main discriminant connection for rMDD was between the left amygdala and 
Limitations
Multivariate pattern classification of resting state functional MRI data is a challenging task due to small samples with expensive data collection, noisy and high dimensionality of the data, and individual variability. We note several limitations in the current study. The first is a lack of an evaluation data set with which to test our methods and confirm the findings. Future research can confirm classification results with larger sample sizes and/or multicenter imaging data. The second limitation is that we used seed-based functional connectivity patterns. Using a whole brain functional connectivity measure may improve our classification accuracy. There is need for acquiring additional neuroimaging evidence of brain abnormalities including differences in structure that may discriminate individuals with MDD (active or remitted) from HCs. Using the current method, we cannot infer the directionality of connections, and therefore future research could use measures of effective connectivity such as Granger causality (van den Heuvel and Hulshoff, 2010). Another limitation is that the present study was cross-sectional, therefore we cannot dissociate the scar effects of illness from the risk factors for MDD. We will be following this sample longitudinally to determine which participants relapse, and which features of brain connectivity during remission can be used to classify individuals into relapsing or resilient groups, similar to what has been attempted using structural MRI to predict treatment response in MDD using SVM (Gong et al., 2011). Knowing which individuals are more likely to relapse will allow for more intensive therapies to be targeted to this group in order to avoid the chronic scarring effects of illness. It should be noted that while all of our sample were medication free for the previous month, only some of our sample were medication naïve, so we
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were unable to dissociate the effects of previous medication use. Future research can combine resting state functional connectivity and structural abnormalities to obtain more reliable clinical diagnosis of MDD. Finally, it is unfortunate that none of the connections observed with the SVM approach were unique from those captured in traditional univariate analyses.
Conclusions and Future Directions
The present study is the first to demonstrate that new SVM techniques can be used with rs-fMRI data to distinguish individuals with a history of MDD from controls with reasonably good 
