Abstract-This paper focuses on jammed timing channels. Pure delay jammers with a maximum delay constraint, an average delay constraint, or a maximum buffer size constraint are explored, for continuous-time or discrete-time packet waveforms. Fluid waveform approximations of each of these classes of waveforms are employed to aid in analysis. Channel capacity is defined and an information-theoretic game based on mutual information rate is studied. Min-max optimal jammers and max-min optimal input processes are sought. Bounds on the min-max and max-minmutualinformationratesaredescribed,andnumerical examples are given. For maximum-delay-constrained (MDC) jammers with continuous-time packet waveforms, saddle-point input and jammer strategies are identified. The capacity of the maximum-delay constrained jamming channel with continuous-time packet waveforms is shown to equal the mutual information rate of the saddle point. For MDC jammers with discrete-time packet waveforms, saddle-point strategies are shown to exist. Jammers which have quantized batch departures at regular intervals are shown to perform well. Input processes with batches at regular intervals perform well for MDC or maximum-buffer-size-constrained jammers.
I. INTRODUCTION

P
ACKET timing channels can sometimes be used to convey covert messages. For example, as shown in Fig. 1 , Bob can transmit packets containing innocuous messages to Alice while transmitting secret messages using packet timing. While the channel may be naturally noisy due to delays in the underlying packet channel; it still might be possible for Bob and Alice to communicate at a high data rate using timing. Even if the communication is monitored, a secret message may be overlooked.
We define a covert channel to be any channel used for communication that is either not intended to be used for communication or that is intended to be used in a fundamentally different way. A covert timing channel is a covert channel that uses timing to convey information. See [32] for a collection of other definitions. Covert timing channels can exist due to processor sharing on a single machine, shared message buffers, or standard network connections. In a typical covert channel scenario, a trusted user with access to sensitive data passes the data to a user who does not have access to the sensitive data by using a shared resource as a covert channel. The trusted user may be unaware that data is being passed if he is running a program containing a Trojan horse.
Taking the viewpoint of a security authority who expects to be able to monitor all communications on a given packet communications system, the existence of this covert packet timing channel may be undesirable. In particular, the complexity of monitoring all possible ways in which information can be conveyed through packet timing may make monitoring impractical. Rather than trying to monitor all packet timing channels, one solution is to employ jamming devices which limit the usefulness of the packet timing channels, as shown in Fig. 2 . If the rate at which information can be conveyed using a packet timing channel in the presence of a jamming device is guaranteed to be acceptably low, the security authority will not need to monitor the packet timing channel.
On the other hand, taking the viewpoint of a network user concerned with secrecy, the use of a packet timing channel to 0018 -9448/02$17.00 © 2002 IEEE circumvent packet monitoring systems may be desirable. Of course, encryption is a straightforward way to attempt privacy, but encryption can draw attention and can be compromised with sufficient effort. The use of a packet timing channel, possibly with encryption, may be a way to communicate privately without drawing attention.
The goal of this work is to develop good jamming and coding strategies for timing channels and to find bounds on the information leakage under such strategies. We assume that all noise in the timing channel is introduced by an intelligent jammer, since the capacity of a timing channel with naturally occurring delay is at least as large as the capacity of a jammer timing channel assuming the same reasonable constraints on the jammer.
Perhaps Gallager [16] was the first to study the information that packets can convey beyond the information within the traditional data portion of the packets. There is a literature on covert communication through timing channels [3] , [4] , [17] , [19] - [21] , [26] - [31] , [33] , [35] , [36] , [38] and through storage channels [9] , [33] , [37] . Covert timing channels present a unique security problem in that there is no apparent way to completely eliminate them in a reliable communication system (e.g., [30] ). As a method to combat covert timing channels, Hu [19] proposes to make all clocks available to user processes on computers noisy.
One computer can covertly communicate to another by modulating the timing of acknowledgment packets. Kang and Moskowitz [20] introduced a mechanism that reduces the capacity of this channel by smoothing and randomizing the delay of acknowledgment packets. Venkatraman and Wolfe [38] discuss estimation of the capacity of a covert channel using an adaptive scheduling policy and they discuss the auditability of network covert channels based on changes in traffic volume over time.
The work of Anantharam and Verdú [3] and Bedekar and Azizoglu [4] can be viewed as a study of queues as timing noise devices. Sundaresan and Verdú [35] found how to minimize the capacity of a timing channel consisting of a single server queue. They constrained the packet service times, rather than the total delay through the queue.
The remainder of the paper is organized as follows. Section II presents the channel models and assumptions, and introduces two generic jamming channels and two generic input processes. Section III presents relationships among the various channel models and gives a capacity bound. Sections IV-VI consider the strategies applied to timing channels in the presence of jammers with a maximum delay constraint, jammers with a maximum buffer size constraint, and jammers with an average delay constraint, respectively. Discussion, examples, conclusions, and ideas for future research are provided in Section VII. Proofs of two theorems and additional information about jammers with an average delay constraint are given in the Appendix.
II. PROBLEM FORMULATION
Waveforms representing cumulative arrivals are used in this paper to describe the input or output of a covert packet timing channel. A continuous-time packet waveform is a right-continuous, nondecreasing, integer-valued function on the nonneg- A discrete-time packet waveform is a function on the nonnegative integers such that and for all . Throughput this paper, when discrete-time models are concerned, for an integer , slot means the same as time . For integer , is the number of packets that arrive in slots 1 through , and is the number of packets, either zero or one, that arrive in slot . The restriction of at most one packet arrival per slot introduces a lower bound on inter-packet spacing.
Two more classes of waveforms are defined to aid in analysis. A continuous-time fluid waveform is a right-continuous, nondecreasing function on the nonnegative real line with . Such waveforms can be obtained from the original continuous-time packet waveforms by letting the packet size converge to zero. Similarly, a continuous-time, rate-constrained fluid waveform is a continuous-time fluid waveform such that for . These waveforms are obtained from the original discrete-time packet waveforms by letting the packet size and slot size converge to zero together. Given a fluid waveform , and , let , so that is the time by which units of fluid arrive for waveform . Typical input waveforms for the various waveform classes are provided in Fig. 3 . Note that the waveforms do not include packet sequence numbers. This reflects our focus on packet timing rather than on bits within the packets. In particular, we do not permit the transmitter to code covert information by using out-of-order sequence numbers, so the jammer has no incentive to reorder packets. Waveforms of a finite duration are frequently considered in the paper. Those are either continuous-time waveforms defined over the interval of time , or discrete-time waveforms defined over a finite interval in discrete time . Ideally, we would like to say something about actual codes and jamming strategies. That is, for a particular class of jamming strategies, we would like to find codes of high rate, with arbitrarily small probability of decoding error when passed through a jammer. In addition, we would like to understand the most effective jamming strategies in a particular class. This view of the problem is called the coding framework.
An code consists of an indexed set of waveforms of duration , , and a mapping from the set of duration waveforms to . The set is the set of codewords, is the decoder, and decoder output denotes an erasure. The rate of such a code is . Let represent a class of jammers and let . A rate is achievable by randomized codes for arrival rate codewords and the jammer class if for any there exists a sequence of random codes such that the following three properties hold: i) for all ;
ii) , for all and ;
iii) the maximal probability of decoding error over all jammers in the class and over all codewords converges to zero as . The capacity for and is the supremum of such rates . We assume that a jammer can choose any causal delay strategy, including strategies that change packet ordering, subject to constraints on the delay. The jamming strategy can be deterministic, or it can be random with memory. However, in the case of packet waveforms, the jammer cannot delete packets or insert duplicates or additional packets since this might impact the underlying packet communication system. Similarly, a jammer cannot alter a fluid waveform by inserting or deleting fluid. The jammer knows that the number of packets or amount of fluid in each codeword is approximately the same, but in most cases the jammer does not know or the codewords. In addition, in most cases we assume that the jammer knows time zero for the coder (i.e., the time when the code transmission begins). We use randomized code capacity, which implies that the coder and decoder have access to a source of common randomness, so that they can randomly select codes without the jammer's knowledge.
The constraints considered for jammers include a maximumdelay constraint, maximum-buffer-size constraint, and averagedelay constraint. For packet waveforms, a jammer is called a maximum-delay-constrained (MDC) jammer with delay parameter if it delays no packet by or more time units. For fluid waveforms, a jammer is MDC with delay parameter if for any input and corresponding output , for all . For packet waveforms, a maximum-buffer-constrained (MBC) jammer with parameter is a jammer that holds no more than packets at any time in the continuous-time case, or holds no more than packets from one slot to the next slot in the discrete time case. For fluid waveforms, an MBC jammer with parameter cannot hold more than units of fluid at any time. For packet waveforms, given the length of a code to be used, a jammer is called an average-delay-constrained (ADC) jammer with delay parameter if whenever where is the number of arrivals up to time and is the delay of the th packet. Similarly, for fluid waveforms, given the length of a code to be used, a jammer is ADC with delay parameter if whenever , where is the output waveform. When the delay parameter is not explicitly stated, the parameter is used for MDC and ADC jamming channels and the parameter is used for MBC jamming channels.
The coder and the decoder are aware of the particular delay constraints placed on the jammer, but are not aware of the actual strategy used by the jammer. In the case of an maximum-delay constraint, for example, the coder and the decoder will know that there is a maximum-delay constraint for the jammer and also know the value of the maximum delay. The coder does not receive feedback from the decoder. In practice, if the delay constraints are unknown to the coder and the decoder, they can make conservative assumptions. For example, in the case of a maximum-delay constraint, the coder and the decoder can assume a particular maximum delay, and as long as the actual maximum delay is less than or equal to the assumed maximum delay, the communication will be reliable. Similarly, in the case of an average-delay constraint, the coder and decoder can assume the average delay for the packets sent within a codeword is bounded by some number , and as long as the actual average is less than or equal to , the communication should be reliable.
We have just described the coding framework. An alternative is to view the input as a random process passing through a jamming channel, and to consider the mutual information rate between the input and output. We call this point of view the information-theoretic framework. For and processes and , let where is the mutual information for and up to time . For an input process and a jamming channel , we write where is the output of jammer when is the input. We consider a zero sum game between the encoder and the jammer, where mutual information per unit time is the objective function. We first describe the information-theoretic game for MDC and MBC jamming channels. We then describe the game for ADC jamming channels, which requires slightly different encoder and jammer constraints for technical reasons.
Fix an arrival rate . For a fixed , inputs for MDC and MBC jamming channels in the information-theoretic framework are constrained to be in the class where is the number of packets (or quantity of fluid) in the input up to time . We call input processes in rate input processes for MDC or MBC jamming channels.
For and , a particular class of MDC or MBC jamming channels, let and An input for which (1) is called an optimal input on the interval in the sense that no matter what jamming strategy is used, at least units of mutual information will get through the jammer when input is used and no other input can guarantee more information leakage than . Likewise, a jammer for which (2) is called an optimal jammer on the interval in the sense that no matter what input is used, at most mutual information will get through the jammer, and no other jammer can guarantee less information leakage than . Assuming intelligent opponents, the encoder will use strategy (if it exists) and the jammer will use strategy (if it exists). Even if these strategies do not exist, intelligent encoders and jammers can select strategies which come arbitrarily close to satisfying (1) and (2), respectively.
For MDC and MBC jamming channels, we also define (3) and (4) Slightly abusing notation, we refer to as the -information rate and we refer to as the -information rate. We believe that the study of and is informative for understanding the capacity of jammed timing channels. In particular, for many jamming channels, we believe that limits exist in (3) and (4) Our goal in the information-theoretic framework is to identify and for various model formulations, to understand which encoders and jamming strategies have good performance, and to understand relationships among , , and . We find that constructions and bounds obtained in the information-theoretic framework often allow us to say something about actual codes and jamming strategies in the coding framework. However, we have not found a broad class of coding theorems to firmly tie the frameworks together.
We comment briefly on the definitions we have given for the capacity , and the information rates and . Our choices were guided by the theory of arbitrarily varying channels (AVC), initiated by Blackwell, Breiman, and Thomasian [8] , as well as by our desire to have . See [12] and [23] for recent surveys of the theory of AVCs, and [34] for a study of the related error exponents. Three aspects of the jammed timing channel do not fit the original formulation of AVCs: i) the jammed timing channel has constraints, namely, an arrival rate constraint on the coder and, in the case of average-delay constraints, a delay constraint on the jammer, ii) the jammed timing channel has memory, and iii) the jammer can causally observe the particular input waveform used. Work of Csiszár and Narayan addresses point i): the use of constraints for AVCs. The paper [13] in particular indicates that in defining the channel capacity , it is more natural to impose constraints on each codeword and each received word, rather than on averages over codewords or over random codes. This suggests that our definition of channel capacity is most appropriate. Work of Lapidoth and Telatar [24] addresses point ii): the use of certain AVCs with memory. A coding theorem is given for which the information rate is defined in a manner similar to our definitions of and . Unfortunately, there is no known extension of the AVC theory that addresses point iii).
The original capacity calculations for AVC channels [8] show the benefit of using random codes for AVCs, which is why we allow random codes. Unfortunately, due to point iii) mentioned earlier, Ahlswede's method [2] cannot be used to derandomize the codes, so that implementation would require a source of randomness known to the coder and decoder but not to the jammer. Ahlswede's method can fail even due to point i) when the jammer is constrained if the capacity with an unconstrained jammer is zero [23, p. 2159, top part of column 2].
Blachman [7] , Dobrushin [15] , McEliece [25] , and Hegde et al. [18] formulated a jamming game based on mutual information in a different context. McEliece [25] and Hegde et al. [18] obtained coding theorems under the assumption that the jammer acts independently on large consecutive time intervals. The paper [14] explores variations of this problem formulation, and shows that the connection between the information game and coding theorems is somewhat tenuous and complex.
However, we find that study of the information game gives substantial insight, if not always proving the existence of codes, for the jammed timing channel.
A. Jamming Channels
In this subsection, we introduce the two generic jamming channels mainly used in this paper.
Two reasonable types of jamming channels are suggested by writing mutual information rate in two different ways (for discrete-time packet waveforms so that entropies are finite) with the entropy per unit time of process up to time . First, a jamming channel can make the output stream random and nearly unrelated to the input so that is large enough that . Second, a jamming channel can quantize output levels and select regularly spaced times for changes in the output levels so that is small. We have not found any jamming channels of the first type that perform well, and in fact, a capacity result for the generalized billiard ball channel of . Berger [5] , as discussed in Section V, suggests that jamming channels of this type generally perform poorly. However, jamming channels of the second type perform well in many cases.
Definition II.1:
A periodic dump jammer with period for continuous-time packet waveforms is based on a collection of dump times chosen by the jammer independently of the input to the jammer for some . The jammer releases all packets it has at each dump time. (A variation called the fill-alternating periodic dump jammer is defined in Section IV.)
We also make use of a similarly defined periodic dump jammer for discrete-time packet waveforms, where is an integer and the dump slots are taken to be slots with a random variable uniformly distributed on . Since discrete-time packet waveforms allow only one packet departure per slot, all packets in the jammer's buffer at a dump slot, including a possible packet arriving in the dump slot itself, are transmitted in consecutive slots starting at the dump slot.
The regularly spaced dump times of the periodic dump jammer map many input signals to the same output signals. This makes the output closer to deterministic than the input. Equivalently, it makes it hard to recover the input from the output. Taking this idea one step further-quantizing in both time and number of packets-leads to the following definition.
Definition II.2:
A periodic quantized dump jammer with parameters and for continuous-time fluid waveforms is one that releases units of fluid at a dump time , where is the amount of fluid in the jammer's buffer at time and the dump times are taken to be for some . (See an example in Fig. 4.) 
B. Input Processes
In this subsection, we introduce two generic input processes that perform well for certain classes of jamming channels. We refer to these input processes in the following sections.
Two reasonable types of input processes are suggested by writing mutual information rate in terms of entropy rate (for discrete-time packet waveforms) First, an input process can be chosen to be highly random so that is large. Second, an input process can be chosen to take advantage of the jammer's delay constraints to ensure that the output is a good predictor of the jammer input so that is small. For a maximum-delay constraint, we have found an input process of the second type that is a -optimal input process for continuous-time packet waveforms. There are also input processes of the first type that perform well in certain situations. The following is a class of input processes along the lines of the second type.
Definition II.3:
A batch-with-spacing-continuous-time packet waveform is a continuous-time packet waveform such that each jump time is a positive integer multiple of . That is, packets are transmitted in batches (the batch sizes remain to be specified) with batches occurring every seconds.
A batch-with-spacing-fluid waveform is the same, though each batch size can be any positive real number. A batch-withspacing-discrete-time packet waveform is similar, but a batch can have at most packets, and the packets of a batch are transmitted in contiguous slots, instead of all at once. A batch-withspacing-rate-constrained fluid packet waveform is similar, but a batch can have an amount of fluid less than or equal to , and the fluid of a batch is transmitted at rate one in a time interval.
Another input process of the second type for continuous-time, rate-constrained fluid waveforms and ADC jamming channels is given in Section VI. We obtain a lower bound on capacity for such a jamming channel by using the Gilbert-Varshamov bound to show the existence of a deterministic code with vanishing probability of error.
To obtain an input process of the first type ( large) for inputs to ADC jamming channels, we would like to consider a batch input for which the batch transmission times are chosen according to a Poisson process. However, such an input does not meet the input constraints for ADC channels. Instead, for a fixed we consider inputs with a fixed number of packets meeting the ADC input constraints and choose the transmission times of the packets uniformly on so the input is similar to a Poisson process.
Definition II.4: For a time
, a Poisson-like input with batch size for continuous-time packet waveforms is one which has packets in the interval , with the packets arranged into batches of size ( is an integer), and with the transmission times for the batches chosen independently and uniformly on .
For a fixed time , a Poisson-like input with batch size for continuous-time fluid waveforms is similar, with the modification that can be real-valued. For a positive integer multiple of , a Bernoulli-like input with batch size is a discrete-time packet waveform which has packets in slots such that packets are grouped into batches of size with zero or one batches transmitted every super-slot ( slots) and with the batch transmission super-slots chosen uniformly among all possible schemes. Finally, for a fixed time such that a real-valued evenly divides , a version of the Bernoulli-like input with batch size suitable for the rate-constrained fluid model is defined similarly, where batches of fluid are transmitted over randomly selected -slot windows.
III. RELATIONSHIPS AMONG MODELS
In this section, we introduce the relationships among the various packet and fluid models. In addition, we show that for MDC jammers with discrete-time packet waveforms. Finally, we show that for each of the jamming channel models.
A. Scaling
We write to represent the -information per unit time for a rate input process and a constrained jammer with delay parameter and waveforms of type , 
Theorem III.2:
and satisfy the following scaling relationship for MDC or ADC jamming channels: and for some constants and . Proof of Theorem III.2: Scale time so that one unit of time on the new scale is units of time on the old scale and scale the size of a unit of fluid so that one unit of fluid on the new scale is equal to units of fluid in the old scale. Then on the new scale, the arrival rate is , the delay constraint is , and the information per unit time is times its rate on the old scale. Thus, So the first relation holds with . Similarly, the relation for holds for defined analogously. . The relation for holds for defined similarly.
B. Relationship Between Packet and Fluid Models
Before introducing the relationships among the fluid models and corresponding packet models, we prove the following useful lemma and state some definitions.
Lemma III.1: Suppose , , , are sets and and are functions, and suppose for every there corresponds and for every there corresponds such that for all and . Then (5) and (6) Proof of Lemma III.1: Choose any . Then there exists such that (7) since for each there exists such that . Equation (7) holds for all , so in particular (5) holds. Similarly, choose any . Then there exists such that (8) since for each there exists such that . Equation (8) 
Definition III.4:
A slotter is a device which converts a continuous-time packet waveform having no arrivals in into a discrete-time packet waveform. An arrival at the device at time departs in slot , or the first available slot after that if previous packets are waiting to be transmitted. The slotter is illustrated in Fig. 8 . (A slotter in isolation is not a physically realizable device since packets can depart before they arrive).
We use these definitions and Lemma III.1 to show relationships among the various channel models. First we describe the relationships between the continuous-time packet models and the continuous-time fluid models. Next, we describe the relationships between the discrete-time packet models and the continuous-time, rate-constrained fluid models.
Theorem III.4: For ADC jamming channels and
Proof of Theorem III.4: For an interval of length and such that , let (short for for continuous-time packet waveforms) be the set of all rate input processes for ADC jamming channels for continuous-time packet waveforms, let be the set of all rate input processes for ADC jamming channels for continuous-time fluid waveforms, let be the set of all ADC jamming channels with delay parameter for continuous-time packet waveforms, and let be the set of all ADC jamming channels with delay parameter for continuous-time fluid waveforms.
For every packet jamming channel , there exists a fluid jamming channel obtained by concatenating an accumulate-and-dump packetizer with the packet jamming channel as shown in Fig. 9 . The resulting fluid jammer is ADC with delay parameter at most since the accumulate-and-dump packetizer holds at most one unit of fluid at a time and hence, by Little's law, introduces a mean delay of at most . Similarly, for every rate fluid input process , there exists a rate packet input process obtained by passing through an accumulate-and-dump packetizer.
Using the data processing inequality of information theory (cf. [10, p. 32 of length , let be the set of all rate input processes for continuous-time packet waveforms, let be the set of all rate input processes for continuous-time fluid waveforms, let be the set of all MDC jamming channels with delay parameter for continuous-time packet waveforms, and let be the set of all MDC jamming channels with delay parameter for continuous-time fluid waveforms.
Given a fluid jamming channel , there exists a packet jamming channel , obtained by concatenating the fluid jamming channel with a trigger packetizer as in Fig. 10 . Since , the fluid jammer will meet its delay constraints for any packet input process. In addition, the trigger packetizer advances partial packets and does not add any delay. While trigger packetizers in general are not physically realizable, the resulting concatenation of with a trigger packetizer is realizable for continuous-time packet inputs. Thus, the concatenation of a fluid jammer with delay parameter and a trigger packetizer results in a packet jammer with delay parameter no larger than . Also, for every rate packet input process , there is a rate fluid input process , namely, . Applying the data processing inequality (cf. [10, p. 32] Proof of Theorem III.6: For an interval of length and such that , let be the set of all rate input processes for discrete-time packet waveforms, let be the set of all rate input processes for continuous-time, rate-constrained fluid waveforms, let be the set of all ADC jamming channels with delay parameter for discrete-time packet waveforms, and let be the set of all ADC jamming channels with delay parameter for continuous-time, rate-constrained fluid waveforms.
For every rate continuous-time, rate-constrained fluid input process , there exists a rate-discrete packet input process obtained by passing through an accumulate-and-dump packetizer. For every packet jamming channel , there exists a fluid jamming channel obtained by concatenating an accumulate-and-dump packetizer with the packet jamming channel and a fluidizer as in Fig. 11 . The resulting fluid jammer is a continuous-time, rateconstrained ADC jammer with delay parameter . To see this note that any continuous-time, rate-constrained fluid waveform is converted to a discrete-time packet waveform by the accumulate-and-dump packetizer and the accumulate-and-dump packetizer holds at most one unit of fluid at a time and hence introduces a mean delay of at most . The fluidizer introduces a mean delay of at most slot times since the packet is released at rate during one slot time.
Applying the data processing inequality [10, MBC and ADC jamming channels. For an interval of length , let be the set of all rate-input processes for discrete-time packet waveforms, let be the set of all rate-input processes for continuous-time, rate-constrained fluid waveforms, let be the set of all MDC jamming channels with delay parameter for discrete-time packet waveforms, and let be the set of all MDC jamming channels with delay parameter for continuous-time, rate-constrained fluid waveforms.
For every rate packet input process , there is a rate fluid input process obtained by passing through a fluidizer. For every fluid jamming channel , there exists a packet jamming channel , obtained by concatenating a fluidizer, the fluid jamming channel , a trigger packetizer, and a slotter as shown in Fig. 12 . The fluidizer adds exactly unit of delay to each packet, while the trigger packetizer subtracts at least unit of delay from each packet-sized unit of fluid. Taken together, these devices add no additional delay to a discrete-time packet waveform. For a discrete-time packet input, the output of the trigger packetizer will have at most one packet per slot since the jammer enforces at most one unit of fluid per unit time and the input to the slotter will have no packets in since . Thus, the slotter only advances packets to the nearest slot time, so it does not add any delay. The only delay in the resulting discrete-time packet jammer is that introduced by fluid jammer and the resulting delay parameter will be no larger in the discrete-time packet jammer than in the continuous-time, rate-constrained fluid jammer.
As before, for any fixed 
slots of the transition interval have an arriving packet, the next slot has a packet with probability , and all of the remaining slots of the transition interval have no packets. The mean arrival rate during the transition interval, and hence for the whole input, is . Since there are no packets input for at least slots at the end of the transition interval. Thus, there are no packets left in the jammer just after the first slots. Using the notation , and letting and
where (12) follows since conditioning only decreases entropy and since is independent of ; and (13) follows since the transition interval empties the jammer's buffer. Thus, by Lemma III.3, exists and hence exists. Therefore, .
D. Relationship Between Capacity and
In this subsection, we show that in general .
Theorem III.9: The capacity for a class of MDC, MBC, or ADC jammers satisfies , where codewords are taken to be rate codewords, and input processes are rate input processes.
Proof of Theorem III.9: The proof is similar to the standard converse coding theorem for channel capacity. Let and . Let be the class of MDC, MBC, or ADC jamming channels. For every and , there exists a sequence of random codes with , with for and with maximum probability of error over all messages and over all jammers in converging to zero as . Since the maximal probability of error converges to zero, the average probability of error averaged over all messages for any also converges to zero as . For a given , let be a message index uniformly distributed over , and let be a random variable, independent of , representing the choice of codebook. Consider the input consisting of a codeword depending on the random variables and , . Fix and let represent the corresponding output waveform for jammer up to time . Using the independence of and (15) (16) (17) where (16) follows from the data processing inequality and (17) follows from Fano's inequality. Since (17) holds for each , we have that
Note that for the ADC model. For the MDC or MBC model, choose a slightly larger time interval and add to each codeword an appropriate number of packets (or fluid) in the interval to obtain codewords so the random input satisfies . Taking limits we get that for each so that the result follows.
IV. MDC JAMMERS
In this section, we present bounds for and with rate input processes and MDC jammers. We also show that the capacity of an MDC jammer for continuous-time packet waveforms is equal to the saddle-point information rate and that codes exist to achieve the rate even when the decoder does not have access to timing information. The four waveform types are considered in the same order in this section and in each of the next two sections.
A. MDC, Continuous-Time Fluid Model
For continuous-time fluid waveforms, the capacity of an MDC jammer with delay parameter is infinite. This result can be seen by considering a rate code with batches every time units where the batch size is a positive, real-valued random variable with mean . Since MDC jammers cannot delay fluid by or more time units, the batch size can be communicated error-free through any MDC jammer. Since a positive real-valued random variable can convey an infinite number of bits, .
B. MDC, Continuous-Time Packet Model
Given , let represent the probability distribution on the nonnegative integers given by , where . This distribution has maximum entropy among all distributions on the nonnegative integers with mean . Let be a batch-with-spacing-input process such that each batch size is chosen independently with distribution . We call a -batch-with-spacing-input process. Let denote a periodic dump jammer with period .
Theorem IV.1: For MDC jamming channels with delay parameter and continuous-time packet waveforms, is a saddle point, and the saddle-point information rate is (see Fig. 13 ). Hence is -optimal and the periodic dump jammer is -optimal. Proof of Theorem IV.1: It suffices to show that if is the set of MDC jammers with delay parameter and , denotes the rate input processes for , then
and (19) First we show (18) . For any which is an integer multiple of , and a fixed (20) (21) (22) where is the initial dump time and is the number of packets that depart at the th dump time. Equation (21) On the other hand, note that for any and
where (23) follows from the fact that for any jammer delaying packets by strictly less than time slots, the input up to time is completely determined by the output up to time . Equation (24) follows because has independent batches of arrivals by time . Therefore, (19) is true, and Theorem IV.1 has been shown.
Next, we show that the capacity of an MDC jammer for continuous-time packet waveforms is equal to the saddle-point information rate. Moreover, we show the existence of codes that achieve the saddle-point information rate, even when the decoder does not have access to timing information.
Consider a block timing code with codewords of duration time units. Each codeword is such that packets are transmitted only at times which are a positive integer multiple of , so that a codeword can be identified with the vector of batch sizes . The code will be taken to be the set of all with nonnegative integer coordinates such that , , , and , where is a fixed constant specified below. The sum is called the delay sum for the sequence . We first show that for such codewords, error-free decisions can be made at the decoder, even without timing information. Next, we specify the delay sum and show that there are enough codewords in this code to achieve the saddle-point information rate.
The decoder works as follows. Let time for the coder be the time that the first batch is transmitted and let time for the decoder be the time that the first packet arrives. To determine the transmitted batch sizes , the decoder would like to know , the delay of the first packet received, as in Fig. 14 . By guessing a delay , the decoder can get for each an estimate of , denoted , by counting packets in the interval , as shown in Fig. 14 . The codeword in Fig. 14 with satisfies . Note that if , the estimate of the codeword equals the codeword, and, of course, the estimate of the codeword has the same delay sum as the codeword. As a function of , the delay sum of the estimated codeword is nondecreasing and its jumps mark changes in the estimated codeword. Thus, the decoder can correctly find the codeword by adjusting until . For example, for the shown in Fig. 14 , the delay sum of the codeword estimate is , indicating that is too large. Therefore, a codeword can be transmitted without error every time units. Next we specify the delay sum and show that there are enough codewords to achieve the saddle-point information rate. Let be the collection of sequences of nonnegative integers , such that , , and . Then , so that is the most common delay sum. Given any , for large enough, the number of codewords having delay sum is lower-bounded by One such codeword can be transmitted without error every time units, so the rate of the code is at least Since is arbitrary, for the MDC jamming channel with delay parameter and continuous time packet waveforms, we have that
C. MDC, Continuous-Time, Rate-Constrained Fluid Model
The MDC jamming channel for continuous-time, rate-constrained fluid waveforms has infinite capacity for the same reason that the MDC jamming channel for continuous-time fluid waveforms has infinite capacity. That is, .
D. MDC, Discrete-Time Packet Model
An information rate saddle point has not been found for an MDC jammer for discrete-time packet waveforms, but have shown the existence of a saddle point in Section III. We present upper and lower bounds on the saddle-point information rate, . The best of these upper and lower bounds are within a factor of for and the bounds are reasonably close for as shown for slots in Fig. 15 . First we describe the jamming strategies that give upper bounds on the maximum saddle-point information rate. Then we describe the input process that gives a lower bound on the saddle-point information rate.
An easy upper bound on the saddle-point information rate comes by using a periodic dump jammer. Using a periodic dump jammer, the output logically takes a value in at each dump time, and each packet is delayed by less than slots. The mean number of packets per dump time is , and the distribution on with mean having the greatest entropy is a geometric distribution, denoted , where if is distributed according to a random variable, then for and is chosen so that . Therefore, an upper bound on the entropy rate of the output of an MDC periodic dump jammer and hence an upper bound on the saddle-point information rate is . The bound is plotted in Fig. 15  for and labeled Periodic dump jammer with period . A tighter bound is provided by considering the following jammer. A fill-alternating periodic dump jammer with period for discrete-time packet waveforms is the following variation of a periodic dump jammer for discrete-time packets. For , the th output window is the interval of slots (i.e., slots through ) where the phase is uniformly distributed on . In an odd-numbered output window, the jammer transmits a packet in the first slot of the window (if it has one to transmit) and it keeps transmitting packets in each successive slot until either it has no packet to transmit or until the end of the window is reached. Packets arriving after the first slot may still be transmitted, although if the jammer is idle in a slot of the window due to a lack of packets, then it remains idle for the rest of the window. The odd-numbered windows are called fill windows since the jammer is trying harder to fill those windows with packets. In an even numbered window the jammer acts the same way as a periodic dump jammer: during the window it transmits only packets that arrive by the first slot of the window. The even-numbered windows are called dump windows. An example of a fill-alternating periodic dump jammer is shown in Fig. 16 . In effect, a fill window can "steal" some packets from the subsequent dump window.
The maximum entropy rate for the output of a fill-alternating periodic dump jammer is an upper bound on the maximum information rate for the jammer and a rate input process. Let be the number of packets transmitted by the jammer during the th window, , for all . Thus, is the number of packets transmitted by the jammer during the fill window , and is the number of packets transmitted during the subsequent dump window. We now prove that with probability one, , where or Suppose that . It must be shown that . At least packets arrive during the interval of slots . Even if these packets arrive as late as possible, for at least of these packets arrive by the th slot of the th window, as shown in Fig. 17, so that , as was to be proved. The maximum entropy distribution on the set of possible values for such that is a geometric distribution truncated to such that for where is chosen so that . The resulting bound on the saddle-point information rate for an MDC jammer with slots is shown in Fig. 15 and is labeled fill-alternating periodic dump jammer. Since the fill-alternating periodic dump jammer scheme only deviates from the periodic dump jammer scheme when is relatively large, the performance of the fill-alternating periodic dump jammer is noticeably better for arrival rates of about and larger. A lower bound on the saddle-point information rate is given by a -batch-with-spacinginput. The batch sizes for this input range from to and are chosen independently according to random variables such that for , is an integer satisfying (if , no information can be conveyed through timing). Batches are transmitted one packet per slot in consecutive slots starting at the beginning of the interval so that there are at least idle slots between batches. Since the jammer cannot delay packets by or more time units, the batch sizes can be reproduced exactly at the output, and there is one batch per time units so that the information rate for this input process and any MDC jammer is at least . Since this is the information rate for a particular input in and any MDC jammer, it is a lower bound on the saddle-point information rate. Fig. 15 illustrates this bound for when is chosen to maximize the bound for each and the bound is labeled Geo -batch-with-spacing-input. It should be noted that the lower bound on the saddle-point information rate obtained from the -batch-withspacingand the upper bound on the saddle-point information rate obtained from the fill-alternating periodic dump jammer have roughly the same general shape and that they differ by a factor of for . Note that the lower bound for is greater than the upper bound for , implying that the saddle-point information rate is not symmetric around .
V. MBC JAMMERS
In this section, we consider an MBC jammer with parameter that can carry over at most units of traffic in its buffer, with the unit of traffic being a packet for the packet models.
A. MBC, Continuous-Time Fluid Model
The capacity for MBC jammers for continuous-time fluid waveforms is infinite. The coder transmits units of fluid at some time chosen on . Since an MBC jammer can hold no more than units of fluid, the jammer must immediately release at least units of fluid at time . Thus, the decoder learns the real-valued , so an infinite amount of information can be conveyed. Therefore, for the MBC jamming channel for continuous-time fluid waveforms.
B. MBC, Continuous-Time Packet Model
Using identical arguments to those in the preceding subsection, for the MBC jamming channel for continuous-time packet waveforms.
C. MBC, Continuous-Time, Rate-Constrained Fluid Model
An upper bound on for an MBC jammer is obtained with the periodic quantized dump jammer with period and quanta size both equal
. If the amount of fluid in the buffer at a dump time is less than , then the jammer holds the fluid until the next dump time, and at most additional units of fluid can arrive by the next dump time since the input is limited to rate . If instead the amount of fluid in the buffer is greater than or equal to at a given dump time, then the jammer will release fluid at rate until the next dump time. Since the input is limited to rate during this interval, the fluid level cannot increase. Since the buffer is initially empty, the fluid level in the jammer's buffer will never exceed units and the jamming strategy is MBC for continuous-time, rate-constrained inputs.
The jammer's output is logically one of two symbols every time units, regardless of the input process. The information rate for any rate input process and this MBC jamming strategy is upper-bounded by the maximum entropy rate of the jammer's output, . Hence, an upper bound on is given by . We show in the following subsection that capacity for the MBC jamming channel for discrete-time packet waveforms is lower-bounded by . We can achieve the same rate for continuous-time, rate-constrained fluid waveforms by treating the fluid as packets and placing a trigger packetizer and slotter at the jammer output (start the rate-constrained waveform at time ). Thus, for the MBC jamming channel for continuous time, rate-constrained fluid waveforms.
D. MBC, Discrete-Time Packet Model
Upper bounds on and lower bounds on for MBC jamming channels are presented in this subsection and are illustrated in Fig. 18 . The upper and lower bounds that we have found are within a factor of of each other for all values of . Let denote the set of MBC jammers for discrete-time packet waveforms and assume that the jammer buffer is always initially empty. Let be the set of rate discrete-time packet waveforms.
An upper bound on for an MBC jammer is obtained with the periodic quantized dump jammer with period and number of packets per quanta both equal to . Let which is the th dump slot. If the jammer has or fewer packets in its buffer at including the arrival in that slot, then the jammer holds all packets until and at most packets will be in the jammer just before . If, instead, the jammer has more than packets in its buffer at , then the jammer will release one packet in each slot during the period from to just before and the total buffer size will not increase before . Hence, this jamming strategy will never hold over more than packets and it is an MBC jamming strategy. The jammer output is either or packets in a interval, so the output can be considered a discrete binary process taking values or at each . The entropy rate for the output will be maximized if the outputs at the dump slots are independent. The mean number that should depart at each is since the arrival rate is . Hence, the output entropy rate and therefore the -information rate for the channel model, is upper-bounded as . The bound is illustrated in Fig. 18 for packets and is labeled periodic quantized dump jammer.
A simple lower bound on is obtained with the following batch-with-spacingprocess. Time is divided into superslots consisting of consecutive slots. In each superslot, the encoder with probability transmits a binary by not sending any packets, and otherwise it transmits a binary by filling the super-slot with packet transmissions. We will show that the input is determined by the jammer output. The decoder makes hard decisions at the end of each superslot. We define outstanding packets as any packets sent by the encoder, but not yet received by the decoder. We claim that at each decision time, the decoder has sufficient information to make the correct hard decision and to determine the number of outstanding packets. The proof is by induction. If the first transmitted bit is a zero, then zero packets are output in the first super-slot. If the first transmitted bit is a one, then at least one packet is transmitted in the first super-slot. Thus, the claim is true for the first decision time . Suppose the claim is true for the th decision time. In particular, the decoder knows the number of outstanding packets at the th decision time. If the encoder sends a binary in the th super-slot, then the jammer must output or fewer packets in the th super-slot. If the encoder sends a binary in the th super-slot, then the jammer must output at least packets in the th super-slot. Thus, at the end of the th super-slot, the decoder will know the information bit sent during the th super-slot. Using that knowledge, together with knowing and the number of packets input during the th super-slot, the decoder can calculate the number of outstanding packets. Thus, the proof of the claim by induction is concluded. Since the decoder receives one error-free binary symbol every slots and the arrival rate is , we have that both and are lower bounded by . This lower bound differs from the upper bound by a factor of and is illustrated in Fig. 18 with the label batch-withspacing--decoder-with-memory input for . To close this subsection, we explore another philosophy for jammers. The idea is for the jammer to try to make the output process as random as possible. For example, the jammer might like to output a stream of independent, mean Bernoulli variables, regardless of the input. Of course, this is not possible since the buffer can become full or empty. A reasonable fix would be for the jammer to adjust the output probability as a function of the buffer size. For example, consider a jammer that in any slot outputs a packet with probability , where is the number of packets in the buffer at the beginning of the slot, including the new arrival, if any. However, this is apparently not a good jammer strategy, at least for large. Indeed, this jammer is equivalent to the generalized billiard ball channel of Berger [5] .
In Berger's model, the coder adds a red or white ball to a billiard table at the beginning of each slot, and the channel output is a ball selected from the table, with all balls having equal probability. The equivalence can be seen by mapping slots with packets to red balls, and idle slots to white balls. It can be shown [6] that for large the capacity of the channel is at least as large as a constant times . For large , this far exceeds the capacity upper bound for the periodic quantized dump jammer described above. Roughly speaking, the generalized billiard ball channel can allow the coder to reliably convey infor-mation by causing small fluctuations in buffer size over short time intervals.
VI. ADC JAMMERS
The class of ADC jammers is considered in this section.
A. ADC, Continuous-Time Fluid Model
By Theorem III.2, and are each given by a constant divided by . The upper bound on and the lower bound on that are obtained for the strategies we present differ by a factor of about .
Choose such that and consider the class of rate input processes . An upper bound on for an ADC jammer is obtained with a periodic quantized dump jammer with period , quantized to , where , and . The constant is chosen to obtain the smallest upper bound. Note that the jammer must know for this strategy. We will first show that a periodic quantized dump jammer with period , quantized to , is an ADC jammer for continuous-time fluid waveforms.
For a drop of fluid, the time it spends in the system can be broken into two parts: 1) an initial delay equal to the time from its arrival until the first dump time after its arrival, and 2) a carryover delay equal to the time that the fluid waits from the first dump time until the last dump time that the fluid is in the system. Since the spacing between dump times is , the largest amount of initial delay experienced by a drop of fluid is . The average amount of type 2 delay experienced by a drop of fluid is at most by Little's law, since less than units of carryover fluid is in the buffer at any time. Therefore, the mean delay experienced by fluid is at most time units.
The maximum information rate for a rate input process and the periodic quantized dump jammer is upper-bounded by the maximum jammer output entropy rate. The jammer has batch outputs every time units where the batch size is or a positive integer multiple of . The average batch size must be at most units of fluid since the batches occur every time units and the packet input rate is at most . Arguing as in the proof of Theorem IV.1 yields that the maximum output entropy rate for a periodic quantized dump jammer with period , quantized to is given by . Minimizing this expression with respect to and taking the limit as tends to yields an upper bound for . The optimizing tends to , and the bound is 4 bits (27) Theorem III.5 guarantees that (27) is also an upper bound on for ADC jamming channels. Many of our best input processes attempt to force the output to allow good prediction of the input at the expense of using input processes that are closer to deterministic, especially with respect to timing. Our best input process for an ADC jammer for continuous-time fluid waveforms, however, takes the opposite approach and selects fluid departure times at random. We first state the following theorem which is proved in the Appendix. (29) bits (30) which holds for all with optimum batch size . The bound of (30) is illustrated in Fig. 19 of Section VI-B and is labeled Poisson-like input with real batch size.
B. ADC, Continuous-Time Packet Model
An MDC jammer for maximum delay is also an ADC jammer for average delay . In particular, a periodic dump jammer with period satisfies the MDC constraint. Therefore, a slight modification of the proof of Theorem IV.1 to account for the ADC input constraints, implies that Another upper bound was already mentioned in Section VI-A. A jammer that quantizes output batch sizes (using knowledge of the input rate ) yields . The two upper bounds are pictured in Fig. 19 . The periodic jump jammer gives the tighter bound for small , whereas for large , when batches tend to be large, a jammer that quantizes output batch sizes is better.
For a lower bound on , we can use the Poisson-likeinput with batch size from Section VI-A with batch size an integer. More precisely, select an integer to minimize the right-hand side of (28) . This lower bound is illustrated in Fig. 19 and is labeled Poisson-like input with integer batch size.
C. ADC, Continuous-Time, Rate-Constrained Fluid Model
An upper bound on for an ADC jammer is obtained with a periodic quantized dump jammer with period , quantized to similar to that of Section VI-A, where and are carefully chosen constants depending on and such that is an integer , and . For this strategy, we assume that the jammer knows the nominal rate of the input process. We will first show that such a jammer is ADC and then give an upper bound on the maximum information rate for this jammer.
The average delay experienced by fluid in this jammer can be obtained in the following way. For a drop of fluid, the time it spends in the system can be broken into three parts: 1) the time from its arrival until the first dump time, 2) the time from the first dump time until the last dump time the fluid is in the system (this is the carryover period for the drop of fluid), and 3) the time from the last dump time until the departure of the drop of fluid. The type 1 delay is at most time units since dump times have spacing . The average type 2 delay is at most by Little's law, since, the amount of fluid carried between any two dump times is less than , and the arrival rate is at least . Finally, the type 3 delay for the drop of fluid is on average at most since the drop may depart at any time in the interval. Thus, the mean delay is at most so the jamming scheme is ADC. The mean number of quanta of size transmitted at each dump time is at most and the largest number of quanta that can be transmitted is at most Arguing as in the proof of Theorem IV.1 yields (31) By Theorem III.7, so the bound in (31) also holds for discrete-time packet waveforms. The bound in (31) is illustrated for in Fig. 21 of Section VI-D for optimal and and is labeled periodic quantized dump jammer with period , jammer knows . To obtain a lower bound on , we use a Bernoulli-likeinput with batch size . The following theorem is proved in the Appendix. packet arrival rate and let be the class of ADC jamming channels. Then for each ,
where .
For continuous-time, rate-constrained fluid waveforms, we may choose the batch size to be real-valued. Maximizing (32) with respect to and , we obtain a lower bound on which is illustrated in Fig. 21 of Section VI-D and is labeled Bernoulli-like input with real-valued batch size.
Next, we present a coding scheme that gives a lower bound on capacity for an ADC jamming channel for continuous-time, rate-constrained fluid waveforms.
For this coding scheme, we take a time interval of length to represent a single channel use, and assume . To send a binary , we transmit units of fluid in the interval, and to transmit a binary we transmit zero units of fluid in an interval. The decoder decides that a was transmitted if it sees units of fluid or more in an interval, and a was transmitted if it sees less than units of fluid. Note that we are assuming the coder and decoder have access to a common clock.
Given a large even integer , the set of codewords is a subset of the length binary sequences with normalized weight (fraction of 's) equal to . The code waveforms have duration . The decoder makes symbol-by-symbol decisions, and then the resulting received binary sequence is decoded to the nearest codeword. As illustrated in Fig. 20 , if an amount of fluid is delayed by time units, then two bit errors can result. The product of the amount of fluid moved and the delay is . No output with smaller fluid-delay product can cause an error. Moreover, any number of errors would require a total fluid-delay product of at least per error. On the other hand, the ADC constraint ensures that there is at most fluid delay per codeword, so the number of errors per codeword is at most . By choosing the set of codewords so that the minimum distance of the code is at least twice the maximum number of errors per codeword, the decoder can make error-free minimum distance decisions. The Gilbert-Varshamov bound guarantees that for large enough, a binary code with relative weight , rate , and minimum distance exists, provided . Then taking , for and large enough, we choose a collection of such codewords from the collection of binary sequences, where Since symbols can be transmitted without error every time units (33) for ADC jammers. The time length for a symbol can be chosen to maximize the bound in (33) .
A slight improvement to this bound on capacity can be made by choosing codewords with relative weight and transmitting a binary using units of fluid in an interval with probability and a with no fluid in an interval with probability
. We obtain a lower bound depending on , , , and which makes use of a version of the Gilbert-Varshamov bound for weighted codewords that guarantees, for large enough, a binary code with relative weight , rate , and minimum distance exists, provided
The bound can then be optimized over and and is nonzero for . The weight version of the bound is illustrated in Fig. 21 of Section VI-D for slots and is labeled Gilbert-Varshamov.
D. ADC, Discrete-Time Packet Model
In this subsection we give the jamming strategies and input processes for ADC jammers for the discrete-time packet waveforms. The bounds for the discrete-time packet waveforms and continuous-time, rate-constrained fluid waveforms are illustrated in Fig. 21 for slots. An MDC jammer is an ADC jammer. In particular, the upper bound on for MDC jammers obtained in Section IV-D by consideration of a fill-alternating periodic dump jammer in Section IV-D is also an upper bound on for ADC jammers. In addition, from Theorem III.7, any upper bound on for an ADC jammer is an upper bound on for an ADC jammer. Thus, for the case when the jammer knows the input packet transmission rate , we may use the periodic quantized dump jammer with period , quantized to jamming strategy of Section VI-C by preceding that jammer with a fluidizer and following the jammer with a trigger packetizer and slotter as in Fig. 7 .
For a lower bound on , we can use the Bernoulli-like input with batch size , discussed in Section VI-C, where is taken to be an integer. Maximizing the bound of (32) with respect to and where is an integer, we obtain the corresponding lower bound which is illustrated in Fig. 21 for slots labeled Bernoulli-like input with integer-valued batch size.
VII. DISCUSSION
In this section, we summarize the results. In particular, we give rules of thumb for jammers, rules of thumb for inputs, and numerical examples. In addition, we discuss the use of the ideas from this paper in developing timing channel coding schemes for use on the Internet.
A. Summary of Results
Table I summarizes all of the jammed timing channel models that are considered in this paper. In the table, the asymptotic behavior for the saddle-point information rate (if a saddle point exists) and for capacity is described in terms of standard -notation where represents the set of functions there exists such that for all Table II summarizes the good jamming strategies we have found for each of the jamming channel models and Table III summarizes the good input strategies we have found for each of the jamming channel models.
In every model considered, the best jammers that we have found are those that have some sort of quantized batch departures at regular intervals. By only allowing outputs at regular intervals, the jammers eliminate much of the output uncertainty derived from timing. By requiring quantized output, the jammers eliminate much of the output uncertainty derived from variations in the output intensity.
Since jammers of this type are generally deterministic, the information rate between a particular coding scheme input and the output of the jammer is given by the output entropy rate. Such a jammer would want to make the output entropy as small as possible, and thus, quantized batches at regular intervals make sense.
For many of the waveforms and jammer constraints considered, the best inputs and coding strategies that we have found are those that have batch arrivals at regular intervals. If information were encoded in the input on a finer time scale it would be easily concealed by a jammer anyway. Another benefit of these batch strategies is that by spacing the batches at regular intervals with large enough spacing between batches, error-free decoding can often occur in the case of MDC or MBC jammers. Thus, the information rate between the input and output is equal to the entropy rate of the input and we can select batch strategies with maximum entropy.
For ADC jamming channels, the best strategies that we have found use quantized batch arrivals, but the batch times are chosen randomly rather than occurring at deterministic, regularly spaced times. However, we cannot say with much confidence that this type of input is good for ADC jamming channels (especially for discrete packet waveforms) since the gap between the upper and lower bounds is so large.
B. Numerical Example
Suppose a transmitter tries to covertly use packet timing over a 100-Mb/s link with 10 000 bit packets. For simplicity, assume no other traffic is on the link, and that discrete-time packet waveforms are used with time divided into intervals of length 10 s each. In addition, assume that any delay introduced beyond that introduced by a jammer is known to both the transmitter and receiver. Take the long-run transmission rate to be , corresponding to a base packet channel bit rate of 33.3 Mb/s. The capacity of this timing channel without a jammer is given by 10 9200 b/s, corresponding to a transmitter that transmits a packet in each slot with probability , independently of other slots.
Sections IV-B-VI-B provide upper bounds on and lower bounds on for various constraints on the jammer. 20, 200, 2000 , and 20 000 slots since the slots are 10 s. The results show, for example, that for an MDC jammer with maximum delay of 20 ms, jamming strategies exist for which no coding strategy can exceed 358 b/s through the jammer. Additionally, for rate coders and MDC jammers with maximum delay 20 ms, coding strategies exist for which at least 188 b/s can be transmitted, regardless of the particular choice of MDC jamming strategy. Thus, if saddle-point strategies exist for this example, the saddle-point information rate with such strategies is between 188 and 358 b/s for MDC jammers with maximum delay 20 ms and link utilization of . As can be seen from the table, for relatively small delay or small buffers, the maximum rate at which information can be transmitted using the timing channel in the presence of good jammers is reduced significantly.
C. Conclusions
The primary conclusion of this work is that timing channel jammers which use batching and quantizing schemes with deterministic batch departure times generally perform well for the models considered. One such jammer channel and a batch input process with deterministic batch arrival times were shown to be a saddle point for an MDC jammer for continuous-time packet waveforms. In addition, for all of the other models considered, reasonably tight bounds on the information rate for saddle points have been provided. In many cases, channel capacity has been bounded and relationships among , , and have been illustrated. Table I in Section VII-A summarizes the results.
D. Further Research
We list potential areas of further research below.
• By construction, the number of batches in the input is given by . Since batches are transmitted instantaneously and the batch sizes are the same, only the batch transmission times are informative. Denote the arrival times of the batches of as . Let represent the output of some when is the input (first pass the jammer output through a trigger packetizer that groups fluid into -sized "packets"). Without loss of generality, we assume all packets are output by time . Thus, the output can be represented by the batch arrival times of the output . Let
The joint density for is given by on and zero outside by the input construction. Thus, the entropy of relative to the Lebesgue measure on is given by Now let . Think of as a particular output for some jammer in and some input . Let for some Then represents the set of inputs in for which is a valid output under some jammer in . The distribution supported by with the greatest relative entropy is the uniform distribution over the set. Thus, since is the relative entropy of a uniform distribution on . Therefore, we have that Fix an output and let be independent uniform random variables on . We have that (34) where is the indicator function taking value if is true and otherwise, with Equation (34) follows because . Let represent a vector of independent, exponential random variables with common mean . The joint density of restricted to satisfies Therefore, on this set, so (set ) (35) (36) (37) where (35) follows because the event can be rewritten as and the event simply implies a random upper bound on that is independent of and so that . Equation (36) follows by Jensen's Inequality because is concave in and (37) 
B. Proof of Theorem VI.2
The proof of Theorem VI.2 closely follows the proof of Theorem VI.1. Each batch is of size and there are batches in the input . The slots are divided into superslots, where either no packets or a complete batch of packets is transmitted in each super-slot. Only the transmission times of the batches are informative, and we write , for the super-slot in which the th batch is transmitted.
Let represent an output process for input and a jammer in . Since packets are sent in complete batches, it is to the jammer's advantage to keep packets in the batch together while respecting super-slot boundaries. Without loss of generality, we assume that the output of the jammer is in that form since a trigger packetizer which groups packets into batches and a slotter which aligns batches with super-slot boundaries could be used at the jammer output. Similarly, since the decoder knows that all batches are input to the jammer by time , it is to the jammer's advantage to output all batches by time . Let represent the departure super-slot of the th output batch. Thus, both and are distributed in the set We will use the fact that . Since is uniformly distributed over , given any , if is sufficiently large then (38) Combining (38) and (41) yields that for sufficiently large Taking appropriate limits yields (32) , which can be optimized with respect to and .
C. Jammers Satisfying Relaxed ADC Constraints
The particularly strict constraints considered for ADC jamming channels were chosen for technical reasons (for example, so that ). Looser constraints for ADC jamming channels are that for any , inputs are in the class , where is the number of packets up to time and jammers are in the class where is the delay added to the th packet. These relaxed constraints allow us to consider a periodic dump jammer with period as an ADC jamming channel with delay parameter rather than being restricted to spacing . In this appendix, we discuss jammers and inputs for these ADC jamming channels under these relaxed constraints.
As can be seen in Theorem IV.1, the maximum information rate for the periodic dump jammer with period is given by . The -batch-with-spacingand the compound-Poisson input maximize the information through a periodic dump jammer with period . The compound-Poisson input transmits batches of packets at times chosen according to a Poisson process with rate , where the batch sizes are distributed according to and with a mean batch size of .
Another jamming channel is the Poisson random ruler, which is based on a collection of dump times chosen according to a Poisson process where all packets in the buffer at a dump time are released. In this setting, the arrival rate for the Poisson process is so that the average delay for packets passing through the jammer is . An upper bound on the information rate for this jammer is , which is also the maximum information rate for a periodic dump jammer with period .
A memoryless server queue jammer satisfies the delay constraints assuming a Poisson input process. Anantharam and Verdú [3] discuss a memoryless server queue as a delay jammer. The drawback of this jammer is that there is no guarantee on the maximum or average delay for most inputs. However, for the Poisson input, we can choose the service rate of the queue based on the arrival rate and the desired average delay. The information rate for the queue is given by . Under the relaxed ADC constraints, we can consider a Poisson input rather than the Poisson-like input. The lower bound for the Poisson input is the same in this case.
Bounds on -and -information rate for these jammers and inputs are plotted in Fig. 22 . In particular, note the gap between the lower bound on the minimum information rate for the Poisson input, and the maximum rate for the periodic dump jammer with period . Assuming no duality gap, the value of the game is between these two bounds. Also note the difference between the periodic dump jammer with period which can only be used for the relaxed ADC constraints, and the periodic dump jammer with period which works for the regular ADC constraints.
