INTRODUCTION
Signal representation and enhancement in cosine transformation is found to offer noteworthy outcome. In this research work, instead of DCT an improvised hybrid approach is employed which is the integration of Discrete Cosine Transform (DCT) and Slantlet Transform (SLT). The proposed transform is integrated with Time Domain Pitch Synchronous Overlap-Add (TD-PSOLA) approach to dwell with the difficulty of frame to frame deviations of the Cosine Transformations. Furthermore, to facilitate the performance of noise reduction, a Hybrid Vector Wiener Filter (HVWF) is used in this approach.
Hybrid Transform
A hybrid transform employs the Discrete Cosine Transform and Slantlet Transform technique. DCT is calculated on blocks of speech frames which causes discontinuity between blocks resulting in annoying blocking artifact whereas SLT is applied on the entire speech and offers better energy compaction compared to DCT without any blocking artifact. Furthermore, SLT splits the component into numerous frequency bands called sub bands or octave bands. It is known that SLT is better than Discrete Wavelet Transform (DWT) based scheme and provides better time localization. The limitation of DCT is eliminated by SLT that employs an improved version of the DWT. TD-PSOLA works pitch-synchronously, which means there is one analysis window per pitch period. The requirement of TD-PSOLA is to identify the epochs in the speech signal with greater accuracy.
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The complete block diagram of the proposed approach is shown in the Figure 5.1. 
Hybrid DCT
In this method to enhance the performance, hybrid technique is used. In DCT domain, representation of signal becomes a dynamic part of research in signal processing. The major benefit of this approach results in aggravating blocking artifact. DCT is a transform of basis that takes real valued functions and transforms them with respect to an orthonormal cosine basis. For the realvalued speech data sequence [ ], = 0,1, … , − 1 the DCT is defined as:
the IDCT is defined as:
where the normalization constant = 1/ for = 0, and = 2/ for = 1, 2, … , − 1. where, = 0,1,2, … . − 1; = 0,1,2, … . − 1.
( ) and ( ) are respectively defined by ( ) = √ √ , = 0,1,2, … , − 1 , = 0 ( ) = √ , = 0 √ , = 0,1,2, … , − 1 , = 0
Its two-dimensional Inverse Discrete Cosine Transform (IDCT) is given as:
Slantlet Transform
Slantlet Transform (SLT) is the same as DWT but gives better time localization due to lesser support of component filters (Kumar & Mutto 2009 ). DWT typically puts into practice in the form of an iterated bank with tree structure, but SLT draws its inspiration from an equivalent form of parallel structure with parallel branches (Maitra et al 2008) . The data is initially applied to two-level filter structures ( ), ( ), ( ) ( ) as shown in Figure 5 .2.
The output is down sampled by a factor of 4 which are the transform coefficients. Then threshold is done with the appropriate parameter.
The Inverse Slantlet Transform (ISLT) is carried out to reconstruct the original data on these thresholds. The filter coefficient used here is SLT filter bank. As mentioned above, DCT and SLT have shown its considerable capability in securing the speech data. It is clearly observed that the speech signal frames gets enhanced. Therefore, DCT and SLT based transform should be a good choice for speech enhancement. The enhanced speech signal frames are given to hybrid wiener filtering for noise reduction. 
HYBRID VECTOR WIENER FILTERING
Wiener filter has been demonstrated to be the optimal filter for the real transform in Mean Square Error logic. While implementing, it is entirely based on the estimation of the a priori SNR. It can be measured by several ways among which the decision-directed approach (Kim & Su, 1991) is broadly used. In many applications, multiple noisy discrete-time (space) observations of a continuous-time (space) signal are available. The goal is to recover the original speech signal x(t) from the K frames of speech signal{c [n]} . In this process, it is targeted at combining these speech signals into a single speech signal. In this case, the sampling filters are given by s (t) = s(t − t ), where t is a coordinate vector, s(t) is the Point Spread Function (PSF) and t is the conversion of the kth frame. In the latter, several audio speech sequences are processed to produce the speech stream at a higher frame-rate. Due to discretization in many algorithms, it leads to inaccurate modelling. Instead, it can be treated entirely in the continuous domain by modelling the signal as a continuous-time random process. The linear minimum Mean-squared error estimates are calculated with the help of samples.
The finite dimensional discrete-time (space) relations based on speech signals is modelled as:
Here c is a vector containing the available samples from the kth speech signal, x is a vector comprised of the samples of x(t), u is a noise vector of the speech signal and S is a matrix which accounts for the filtering and sampling operations. 
The main aim is to linearly estimate x(t) given the equidistant point
is minimized for every t. Assume that x(t) and {y (t)} are jointly
Wide Sense Stationary (WSS). A weaker form of stationarity commonly employed in signal processing is known as weak-sense stationarity, widesense stationarity, covariance stationarity or second-order stationarity. Any strictly stationary process which has a mean and a covariance is also wide sense stationary.
Then to construct an estimate of the form given by:
For K=1, only one single channel is available (Matthews, 2000) .
The resulting reconstruction formula is referred to as the scalar hybrid Wiener filter since its input is the (scalar) discrete-time signal y (n), n ∈ Z, whereas its output is a continuous-speech signal x(t).
This filter results in noise reduction and MSE of the speech signal.
Then the noise free speech signal is processed by Time Domain Pitch Synchronous Overlap-Add method. The basic idea of pitch synchronous processing is to firstly divide the speech signal into pitch periods for the voiced sounds and into pseudo pitch periods for unvoiced sounds. Different processes can then be applied on the resulting pitch synchronous segments for different purposes. 
TIME DOMAIN PITCH SYNCHRONOUS
Analysis
The original speech signal x(n) which consists of a series of shortterm signals x m (n) is analyzed to produce an intermediate representation which is non-parametric. These signals are obtained by multiplying the original signal with a sequence of pitch-synchronous analysis window h m (n).
x m (n) = h m (t m -n)x(n) (5.9)
The analysis windows are positioned at overlapping instants on pitch marks t m. For voiced parts of speech, pitch marks are located at pitchsynchronous intervals and at a constant rate for unvoiced parts. The window length is determined by the local pitch period. They are longer than one pitch period so that there is some overlap between adjacent short-term signals and may range from twice the local period to four times ranging from 50% and 75% overlap respectively.
Modification
This sequence of short-term signals X m (n) are analyzed and modified into a new sequence of short-term signals X q (n), which are repositioned on a new set of synthesis pitch marks t q .The delays between the short-term signals are modified as per the requirement of Pitch modification whereas the number of short-term signals are modified based on duration modification. The pitch values are increased which in turn reduces the delay and increase in duration involves the repetition of short-term signals.
Synthesis
Overlap-add method is used to recombine the short-term signals to
give the modified synthetic speech signal x(n). The overlap-add operation is effective when the synthesis window is twice the local pitch period and may be limited to a linear combination of the modified short term signals.
TD-PSOLA METHOD
The time domain pitch synchronous overlap-add method is used for the disintegration of the signal to synchronized overlapping frames with pitch period. The length of the window is twice of the local pitch period. To synthesize speech at various pitch periods, the Short Time signals (ST) are just overlapped and added with preferred spacing.
The synthesized speech is defined as follows:
Where is time marks.
A better selection for the time marks is to match with the instantaneous closing of the vocal which represents the periodicity of speech.
For unvoiced speech, these marks could be randomly located. This calculation from speech waveforms is extremely a serious problem. In speech analysis, a series of pitch-marks is given after filtering the speech signal.
Voiced/unvoiced choice depends on the zero-crossing and the short time energy for each segment is between the two repeated pitch marks. The voice coefficient can be measured which in turn is used to quantize the periodicity of the signal (Cheveigne & Ahara 1998). To decide on pitch marks between local extreme of the speech signal it is specified by means of all negative and positive peaks.
The OverLap Add (OLA) synthesis is functioned based on the superposition-addition of basic signals. These positions are framed by the height and the length of the synthesis signal. In order to increase the pitch, the pitch-synchronous individual frames are obtained. Then output frame is stimulated close together and added up, while output frame moved further apart to decrease the pitch. Increasing the pitch will result in a shorter signal, consequently to keep constant duration duplicate frames required to be added.
A fast re-sampling method is used to shift the frame specifically, where the new signal is added by means of the pitch mark and the synthesis mark of a given frame.
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