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Abstract
Neuroimaging-driven prediction of brain age, defined as the predicted biological age of a
subject using only brain imaging data, is an exciting avenue of research. In this work we
seek to build models of brain age based on functional connectivity while prioritizing
model interpretability and understanding. This way, the models serve to both provide
accurate estimates of brain age as well as allow us to investigate changes in functional
connectivity which occur during the ageing process. The methods proposed in this work
consist of a two-step procedure: first, linear latent variable models, such as PCA and its
extensions, are employed to learn reproducible functional connectivity networks present
across a cohort of subjects. The activity within each network is subsequently employed
as a feature in a linear regression model to predict brain age. The proposed framework
is employed on the data from the CamCAN repository and the inferred brain age
models are further demonstrated to generalize using data from two open-access
repositories: the Human Connectome Project and the ATR Wide-Age-Range.
1 Introduction 1
The human brain changes during the lifespan of an adult, resulting in robust and 2
reproducible changes in structure and function (Lim et al., 2013; Raz and Rodrigue, 3
2006). Moreover, there is reason to hypothesize that deviations from the typical brain 4
ageing trajectory may reflect latent neuropathological influences (Cole et al., 2018), 5
serving to motivate further research into developing reliable biomarkers derived from 6
brain imaging data. Such biomarkers could be fundamental in order to better 7
understand and combat age-associated neurodegenerative diseases. To date, early 8
studies have shown success in the context of traumatic brain injury (Cole et al., 2015) 9
and schizophrenia (Koutsouleris et al., 2013). 10
Due to the significant potential benefits associated with brain-imaging driven 11
biomarkers for age, there have been many statistical models proposed for healthy brain 12
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ageing. These models vary in complexity as well as in the class of neuroimaging data 13
employed. One of the earliest demonstrations was that of Good et al. (2001), who 14
employed voxel-based morphometry to demonstrate the structural changes which occur 15
during healthy ageing. More recently, a wide range of sophisticated machine learning 16
methods have been employed (Franke et al., 2013; Lancaster et al., 2018; Smith et al., 17
2019). Cole et al. (2015) employed Gaussian process regression to predict the biological 18
age of subjects using structural neuroimaging data, demonstrating that such a model 19
was able to accurately predict brain age. The resulting model was subsequently applied 20
to subjects with traumatic brain injury (TBI), where the associated residuals (difference 21
between predicted and true biological age) were shown to be significantly larger for 22
subjects with TBI as compared with healthy subjects; the associated model consistently 23
predicted subjects with TBI to be older, possibly a result of accelerated atrophy. This 24
work was further extended by Cole et al. (2017), who employed convolutional neural 25
networks to obtain improved performance. In related work, Franke et al. (2010) employ 26
kernel regression with an application to the early identification of Alzheimer’s disease. 27
While the vast majority of the literature has employed structural imaging modalities, 28
there are also numerous examples of where functional imaging has been utilized. A 29
pertinent example is Dosenbach et al. (2010), who employ resting-state fMRI together 30
with support vector machines (SVMs) in order to accurately classify subjects as being 31
either children (ages 7-11 years old) or adults (ages 24-30 years old). Furthermore, they 32
observe an overall decrease in network connectivity as subjects mature. In related work, 33
Geerligs et al. (2012) identify ageing-driven changes in functional connectivity, 34
highlighting decreased connectivity within the default mode network and the 35
somatomotor network. Subsequently, Geerligs et al. (2014) categorized the changes in 36
functional connectivity that occur with healthy ageing in terms of various network 37
measures. 38
More generally, the study of functional connectivity is itself an exciting avenue of 39
modern neuroscientific research which has shown great potential for improving our 40
understanding of the human brain function and architecture (Sporns, 2012). By way of 41
example, changes in functional connectivity have been related to various 42
neuropathologies such as Parkinson’s disease (Wu et al., 2009) and Alzheimer’s 43
(Damoiseaux et al., 2012) as well as conditions such as Autism (Cherkassky et al., 2006). 44
Recently, the changes in functional connectivity induced by ageing have begun to be 45
studied. Initial studies have reported significant differences in the connectivity between 46
younger and older subjects using resting-state fMRI (Geerligs et al., 2014). Moreover, 47
results appear to suggest there are important changes that occur in the connectivity not 48
just between regions but also at the level of entire networks. However, despite recent 49
advances, a holistic understanding of the relationship between healthy ageing and the 50
associated changes in functional connectivity is still missing. 51
In this work we seek to build robust models of brain age based on the functional 52
connectivity of individuals. This serves to combine the two prominent avenues of 53
neuroscientific research: brain age prediction and analysis of functional connectivity. In 54
particular, the methods presented in this work have two principal objectives: 55
1. To demonstrate that measures of functional connectivity can reliably be employed 56
as features in machine learning models of brain age. To this end we build and 57
validate models using three large open-source datasets: the Cambridge Center for 58
Ageing and Neuroscience (CamCAN), the Human Connectome Project (HCP) 59
and the ATR Wide-Age-Range datasets. 60
2. We further wish to interpret and inspect the proposed models in order to gain 61
further insights into the changes in functional connectivity associated with ageing. 62
This calls for the use of parsimonious and simple predictive models together with 63
features whose relationship with functional conncetivity is clearly understood. 64
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Throughout this paper, we put forward the thesis that for the potential impact of 65
functional connectivity assessment to be met (i.e., in terms of developing powerful 66
biomarkers) the research community needs to develop robust methods for data-analysis 67
which can combine both supervised and unsupervised models of functional connectivity 68
analysis. Instead of tweaking existing statistical methods, it is imperative to develop 69
methods which are intuitive, interpretable, and insightful from a neurophysiological 70
perspective. Such models must utilise as much experimental information as possible in 71
order to investigate the factors which affect functional connectivity. 72
To further motivate our thesis, one should consider that most experiments to date 73
operate on data from a single laboratory, or class of experiment which limits the 74
generality of any obtained results. Such concerns have been recently recognised, 75
particularly within the context of brain ageing (Geerligs et al., 2015, 2017), and have 76
given rise to multi-laboratory collaborations with data-sharing becoming more common. 77
However, it is still highly unlikely that all subject features (and how these are measured) 78
will be comparable across different experimental environments. Thus while data-sharing 79
has seen much progress, it could be argued that the impact of these endeavours is still 80
to come, and to achieve this, we need to develop methods which can combine 81
information from across disparate, but informative experiments. 82
To this end we proceed in a two-step framework. First, we seek to learn robust 83
features which summarize properties of functional connectivity across a cohort of 84
subjects in an unsupervised manner. Due to our focus on interpretability, we focus on 85
linear latent variable models, such as principal component analysis (PCA), independent 86
component analysis (ICA) and their generalizations. The benefit of employing latent 87
variable models such as PCA is that we may interpret the latent variables in terms of 88
activity within functional connectivity networks, as proposed by Leonardi et al. (2013) 89
(see also Figure 2 below). Second, once features have been obtained in an unsupervised 90
manner, they are subsequently used to predict brain age using standard linear regression 91
models. We deliberately restrict ourselves to simple linear classifiers as they can be 92
easily interrogated, allowing us to explicitly understand how each feature contributes to 93
the predicted brain age. An overview of our two-stage approach is provided in Figure 1. 94
The remainder of this manuscript is organized as follows: in Section 2 we first review 95
linear latent variable models and their implications for functional connectivity analysis. 96
We then present our proposed two-step procedure. Experimental results, studying 97
synthetic as well as real resting-state fMRI data, are presented in Section 3. 98
2 Materials and methods 99
We focus our analysis on resting-state fMRI time series data which is collected across a 100
cohort of N subjects. For the ith subject, it is assumed we have access to fMRI 101
measurements over p fixed regions of interest, denoted by X(i) ∈ Rp, as well as the 102
subjects age, a(i) ∈ R+. Throughout this work we approximately model the fMRI data 103
for each subject with a stationary multivariate Gaussian distribution, X(i) ∼ N (0,Σ(i)), 104
where Σ(i) denotes the covariance for subject i. Each entry in Σ(i) denotes the 105
covariance between any pair of regions, which serves to define a measure of the 106
functional connectivity (Smith, 2012). As such, it follows that Σ(i) encodes a functional 107
connectivity network over p regions where edges encode the marginal dependence 108
structure. 109
The goal of the proposed methods is to learn interpretable and robust models to 110
predict the biological age, a(i), of subjects given information relating only to their 111
functional connectivity. To achieve this, we propose a two-step framework. Our 112
approach first employs linear latent variable models in order to model high-dimensional 113
connectivity matrices using a reduced number of latent variables. We interpret such 114
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Fig 1. Pipeline for estimating networks, factor loadings, and predictive model for
biological brain age. Inferred factors W ∈ Rp×k describe networks which are
reproducible across the entire population, the subject-specific factor loadings g
(i)
l are
then used to predict brain age. Once the factor loadings are estimated as above, using
one experimental data-set (we use CamCAN data in our experiments), we can then
assess how these factors perform for brain age prediction on completely held-out
data-sets; we demonstrate how the model generalizes well using HCP and ATR
Wide-Age-Range datasets.
variables as corresponding to functional connectivity networks, allowing us to describe 115
patterns in connectivity as being composed of various distinct networks. We note that 116
such a two-step approach has previously been employed in the context of brain age 117
prediction (Franke et al., 2010; Smith et al., 2019). However, as far as we are aware, 118
this is the first work to directly interpret the role of linear latent variable models, such 119
as PCA, as learning the relevant functional networks. This work thereby provides a 120
clear motivation and interpretation for such a two-stage strategy. 121
In Section 2.1 we discuss the various latent variable models employed, and highlight 122
how introducing assumptions such as non-negativity can help further improve 123
interpretability of results. We also discuss theoretical benefits associated with such 124
assumptions. We then discuss the how the features (i.e., functional networks) inferred 125
by the latent variable models may be used to build linear models for brain age. 126
2.1 Linear latent variable models for functional connectivity: 127
PCA and its extensions 128
In this section we outline the linear latent variable models employed in the unsupervised
learning stage of the proposed framework. We begin by discussing principal component
analysis (PCA), a well-established technique for dimensionality reduction (Jolliffe, 2011).
The common derivation for PCA poses it as an optimization problem seeking to learn
the linear projection which maximizes explained variance within the projected space
(Hotelling, 1933). However, PCA can also be derived as inference under a simple linear
latent variable model, which posits that observations X(i) ∈ Rp are generated as a
linear projection from low-dimensional latent variables, Z(i) ∈ Rk (Harman, 1960).
When both observations and latent variables are taken to follow a multivariate Gaussian
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distributions we obtain the following generative model for observed data:
Z(i) ∼ N (0, G(i)) (1)
X(i)|Z(i) = z(i) ∼ N (Wz(i), v(i)I) (2)
where G(i) ∈ Rk×k is a diagonal matrix and v(i) ∈ R+ denotes measurement noise. 129
Equations (1) and (2) serve to highlight how PCA can be seen as a low-rank model for 130
the covariance matrix; by marginalizing over latent variables we obtain: 131
Σ(i) = WG(i)WT + v(i)I, (3)
implying that the loading matrix, W , captures low-rank covariance structure. Learning 132
the associated loading matrix, W , proceeds via maximizing the log-likelihood over 133
observations across all N subjects: 134
L =
N∑
i=1
p log 2pi + log det Σ(i) + tr
(
Σ(i)
−1
K(i)
)
, (4)
where Σ(i) is as defined in equation (3) and K(i) denotes the sample covariance matrix 135
for the ith subject. In the context of PCA, the maximization is performed subject to 136
the constraint that W be orthonormal, 137
Wˆ = arg max
W :WTW=I
{L} , (5)
and a closed-form solution is obtained via eigendecomposition. 138
Following Leonardi et al. (2013) it is possible to interpret each column of W as 139
encoding functional networks or “eigenconnectivities”. While the loading matrix, W , is 140
shared across all subjects, each diagonal entry of G(i) denotes the extent to which the 141
associated network is expressed in subject i. This allows us to study connectivity as 142
being composed of various distinct networks, resulting in significant benefits from the 143
perspective of interpretability. We can further unpack equation (3) as follows (see also 144
Figure 2 below): 145
Σ(i) =
k∑
j=1
g
(i)
j WjW
T
j + v
(i)I, (6)
where Wj denotes the jth column of W and we write g
(i)
j to denote the jth diagonal 146
entry of the matrix G(i) ∈ Rk×k. As such, we may interpret each Wj as encoding the 147
jth network and g
(i)
j as a measure of activity within the corresponding network in the 148
ith subject. 149
There exist several extensions to the model described in equations (1) and (2), the 150
prime example being factor analysis which allows the variances in equation (2) to vary 151
across dimensions. Recently, several extensions have been proposed where constraints 152
such as non-negativity are introduced with the goal of improving the interpretability of 153
results (Hirayama et al., 2016; Sigg and Buhmann, 2008; Zass and Shashua, 2007). The 154
motivation behind such methods stems from the fact that interpreting and visualizing 155
PCA-based networks becomes very challenging, particularly in high-dimensions. 156
Challenges arise from the fact that each principal component will correspond to a 157
weighted sum of BOLD activities across all observed regions. As such, it is often difficult 158
to identify which regions are the principal contributors to a certain principal component 159
(and hence functional network) without applying ad-hoc post analysis. Furthermore, it 160
is possible that some entries in the principal components may be negative, which further 161
complicates the interpretation from the perspective of functional connectivity analysis. 162
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The aforementioned issues can be mitigated via the introduction of non-negativity 163
constraints on the loading matrix, W . This ensures that each principal component 164
corresponds only to a weighted positive sum of activity over all brain regions. As such, 165
the principal component can be directly interpreted as the contribution of each region 166
to each functional network. Furthermore, the introduction of non-negativity will often 167
yield sparsity in the sense that many of the entries of the principal components will be 168
exactly zero (Sigg and Buhmann, 2008). It follows that such sparsity further facilitates 169
the interpretation of the corresponding networks. From an optimization perspective, the 170
loading matrix is inferred by maximizing the original log-likelihood objective, with the 171
additional non-negativity constraint: 172
Wˆ = arg max
W :W≥0
{L} . (7)
It is important to note that the orthonormality constraint has been dropped in 173
equation (7), making the associated optimization problem less challenging. However, 174
the combination of non-negativity and orthonormality, as enforced in Monti and 175
Hyva¨rinen (2018), leads to several desirable properties. First, the loading matrix W has 176
at most one non-zero entry per row. This implies that we may interpret the columns of 177
W as encoding membership to k non-overlapping networks or clusters. Another very 178
important benefit of introducing non-negativity and orthonormality constraints is that 179
the matrix W is uniquely defined and identifiable. This is not the case in standard 180
factor analytic models, where W is only identifiable up to an arbitrary rotation (Bishop, 181
2006; Harman, 1960). Given that throughout this work we will directly interpret the 182
columns of the loading matrix, W , as encoding functional connectivity networks, the 183
lack of identifiability in PCA and factor analysis models is a significant limitation. We 184
refer to the model presented in Monti and Hyva¨rinen (2018) as Modular Hierarchical 185
Analysis (MHA). The associated optimization problem therefore becomes: 186
Wˆ = arg max
W :WTW=I and W≥0
{L} . (8)
MHA can therefore been seen to address the two important limitations of traditional 187
models such as PCA and factor analysis; first that the presence of negative values in the 188
loading matrix complicates the interpretation of such matrices (addressed via the use of 189
non-negativity constraints) and second is the fact that the latent variables are 190
rotationally invariant (addressed via the further introduction of orthogonality). A 191
further limitation of models such as PCA and factor analysis is that they implicitly 192
assume latent variables must be uncorrelated. In many cases, especially when such 193
models are applied on data relating to a cohort of subjects, such an assumption will not 194
be valid, implying the associated generated models are misspecified. In contrast, MHA 195
is able to identify and recover components even when they are uncorrelated. This is an 196
important theoretical advantage, as MHA continues to enjoy the same identifiability 197
properties even in the presence of correlated latent variables, and practical advantage, 198
as we demonstrate in this work. Finally, we note that in the context of fMRI data, 199
MHA corresponds to an intuitive generative model whereby latent variables capture the 200
activity within each functional network. The optimization of equations (5), (7) and (8) 201
is discussed in Supplement S1. Furthermore, we provide both Python and R code to 202
implement MHA in Supplement S2. 203
Moreover, we note that model introduced by Hirayama et al. (2016), termed 204
Modular Connectivity Factorization (MCF), shares many similarities with MHA. In 205
fact, both methods introduce non-negativity and orthonormality over the loading 206
matrix, W . The fundamental difference, however, is that MCF is not associated with a 207
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Fig 2. Figure demonstrating the relationship between linear latent variable models,
such as PCA and its extensions, to inferred networks. We highlight how introducing
various structural constraints on the loading matrix, W , improves interpretability of
such models.
linear latent variable model, and instead parameters are inferred as follows: 208
Wˆ = arg max
W :WTW=I and W≥0
{
N∑
i=1
tr
(
Σ(i)K(i)
)2}
, (9)
where Σ(i) is defined as in equation (6) and K(i) is the empirical covariance for the ith 209
subject. A related approach was also proposed by Hyva¨rinen et al. (2016). 210
Finally, it is important to note that whilst identifiability can be obtained via the 211
combination of non-negativity and orthonormality, as is the case with the MHA model, 212
it can also be obtained by relaxing the assumed distribution over latent variables, as is 213
the case with independent component analysis (ICA) models. Formally, ICA is also a 214
linear latent variable model, however, latent variables are no longer assumed to follow a 215
Gaussian distribution (Hyva¨rinen et al., 2001). While the relaxation of the Gaussianity 216
assumption complicates the associated optimization, which must now be solved using 217
gradient descent methods and accounting for the presence of multiple local optima due 218
to the non-convex objective function (Himberg et al., 2004), ICA has been widely 219
employed in the study of functional connectivity (Esposito et al., 2005; van de Ven 220
et al., 2004). Moreover, we note that the “spatial” version of ICA used in fMRI reverses 221
the roles of latent variables and loadings, which means that it is actually looking at the 222
non-Gaussianity or sparsity of what we call here the loadings, corresponding to spatial 223
patterns. Figure 2 provides a visualization of the benefits obtained by introducing each 224
of the aforementioned constraints. In particular, we note that it is the combination of 225
non-negativity together with orthonormality which yields interpretable and identifiable 226
networks. We empirically validate such claims by applying all of the aforementioned 227
models to synthetic and real fMRI datasets below. 228
2.2 Predicting brain age using functional network activity 229
The previous section outlined the various flavours of latent variable models which can 230
be employed in order to learn functional networks across a cohort of N subjects. The 231
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aforementioned models allow us to decompose observed functional connectivity patterns 232
as a linear sum of networks encoded by the columns of the loading matrix, W . While the 233
loading matrix is shared across all subjects (indicating the same networks are present 234
across all subjects), the extent to which they contribute to the observed covariance of 235
the ith subject is denoted by the diagonal entries of G(i), as stated in equation (6). 236
We now consider the task of predicting the biological brain age, a(i), using inferred 237
functional connectivity networks as features. In the interest of interpretability we limit 238
ourselves to linear regression models of the form: 239
a(i) =
k∑
j=1
βjg
(i)
j + 
(i). (10)
Recall that g
(i)
j corresponds to the jth diagonal entry of the matrix G
(i). As such, the 240
proposed models will essentially seek to predict the biological age of subjects by 241
considering activity within each inferred functional network. In the case of the ith 242
subject, the observed activity in network j is quantified by g
(i)
j ∈ R+. In practice, we 243
will seek to quantify the activity of various functional networks on unseen subjects, 244
defined to be subjects whose data was not employed to estimate loading matrix, W . We 245
note that due to the orthonormality of W , together with equation (6), we may estimate 246
g
(i)
j for data from unseen subjects, denoted by i
∗, as follows: 247
gˆ
(i∗)
j = W
T
j Σˆ
(i∗)Wj − v(i∗). (11)
We note that equation (11) requires the observation noise, v(i
∗). This is not a concern 248
for all subjects whose data is employed during the unsupervised learning of the latent 249
variables, as parameters v(i) are inferred alongside loading matrix, W . However, the 250
primary goal of this work is to build predictive models which can generalize to unseen 251
subjects. In this context, an estimate of the observation noise, v(i
∗), can be obtained as 252
follows: 253
vˆ(i
∗) = tr Σˆ(i
∗) −WT Σˆ(i∗)W. (12)
Although the class of models considered in equation (10) may be considered amongst 254
the simplest supervised regression models, they yield several important benefits when 255
seeking to understand both the estimated parameters as well as the contribution of each 256
of the features. In particular, each βj corresponds to the regression coefficient 257
summarizing the (linear) relationship between the activity of the jth network and 258
biological age, conditional on all remaining networks. As such, if certain regression 259
coefficients are deemed to be insignificant, we may conclude that the associated network 260
is invariant during healthy ageing. 261
2.3 Hyper-parameter selection 262
The proposed two-stage estimation framework requires the input of only one 263
hyper-parameter: the dimensionality of latent variables k. In the context of PCA and 264
factor analysis, this hyper-parameter directly corresponds to the number of principal 265
components or factors inferred, and a wide literature exists for tuning such a parameter 266
(Jolliffe, 2011). One of the advantages of the latent variable models presented in Section 267
2.1 is that they each correspond to probabilistic models whose likelihood can be directly 268
evaluated. As such, a logical choice to tuning hyper-parameter k is to directly maximize 269
the log-likelihood over held out data. 270
In order to effectively perform hyper-parameter tuning as well as quantify the 271
generalization performance of the proposed method, data was split into training, 272
validation and test datasets as follows: 273
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• First, a subset of subjects were held out as test data. As such, we obtain two
datasets: {
X
(i)
1:n, a
(i)
}
i∈Strain
and
{
X
(i)
1:n, a
(i)
}
i∈Stest
where Strain, Stest ⊂ {1, . . . , N} denote the non-overlapping sets of training and 274
test subjects respectively. Recall N is the number of subjects present and we 275
write X
(i)
1:n to denote the n observations available for the ith subject. 276
• Training data is further split into training and validation datasets on a 277
subject-by-subject basis. 278
Splitting the data in this manner allows for effective hyper-parameter tuning, using 279
training and validation datasets, as well as for generalization performance to be 280
measured using test dataset which corresponds to unseen subjects. 281
2.4 Experimental data 282
The data employed in this manuscript corresponds to resting-state fMRI data taken 283
from three distinct open-access repositories. There were small variations in the 284
resting-state functional MR image acquisition for each of the repositories considered: 285
CamCAN (Taylor et al., 2015), Human Connectome Project (Van Essen et al., 2013), 286
and the ATR Wide Age Range (Ogawa et al., 2018). The pre-processing employed on 287
each dataset was as follows: 288
• CamCAN: This dataset was pre-processed by us. Data was motion corrected, 289
spatially smoothed with a 5mm FWHM Gaussian kernel, registered into MNI152 290
standard space using FLIRT (Smith et al., 2004) via a skull-stripped 291
high-resolution T1 image and resampled to 4x4x4mm voxel sizes. Each high 292
resolution T1 image was segmented into grey and white matter and cerebrospinal 293
fluid using SPM Dartel (Ashburner, 2009). Mean timecourses for cerebrospinal 294
fluid and white matter as well as 6 motion parameters were linearly filtered from 295
each voxel to reduce non-neural noise. 296
• HCP: We used the pre-processed resting-state fMRI data from a random subset of 297
healthy participants1. Notably, the pipeline involved FIX ICA-based noise 298
reduction process (Salimi-Khorshidi et al., 2014), to remove individual sources of 299
physiological, non-physiological and motion related noise. 300
• ATR: We used the preprocessed data2. The pre-processing pipeline notably 301
included regressing out the global grey matter signal as well as signals from 302
cerebrospinal fluid and white matter, to remove sources of spurious variation. 303
All three pre-processed fMRI datasets were subsequently processed as follows: a 304
cortical parcellation based on resting-state functional connectivity analyses (Power 305
et al., 2011) was used to define 264 distinct 10mm diameter regions of interest (ROIs). 306
The fMRI time course averaging across all voxels within each ROI was extracted. These 307
264 average time courses were then used in subsequent analyses. 308
1Full details of the pre-processing pipeline can be found at https://www.humanconnectome.org/
study/hcp-young-adult/document/extensively-processed-fmri-data-documentation
2Full details are provided here https://bicr-resource.atr.jp/var/www/webapp/bicrresource/
bicrresource/staticfiles/pdf/Methods.pdf
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3 Results 309
In this section we present a range of experimental results involving both synthetic and 310
real resting-state fMRI datasets. Throughout this section, we contrast the performance 311
of the various linear latent variable models presented in Section 2.1. In particular, we 312
study the performance across the following methods3: factor analysis (FA), PCA, 313
non-negative PCA (Sigg and Buhmann, 2008), MCF (Hirayama et al., 2016) and MHA 314
(Monti and Hyva¨rinen, 2018) as well as ICA. In the case of ICA, we first employ PCA 315
as a dimensionality reduction before employing the FastICA algorithm proposed by 316
Hyva¨rinen (1999). 317
We first present results using synthetic data in Section 3.1. These simulation 318
experiments serve as a numerical validation of the proposed two-stage procedure. 319
Experiments relating to brain age prediction from resting-state fMRI data are 320
subsequently presented in Section 3.2. 321
3.1 Synthetic data experiments 322
In this section we evaluate the performance of the proposed two-stage estimation 323
framework using synthetic data. To this end, we generate artificial data whose 324
properties approximately match those which are frequently reported in fMRI studies. 325
The objective is then to quantify which of the linear latent variable models presented in 326
Section 2.1 are able to both robustly recover the associated loading matrix, W , as well 327
as learn the relevant factors which serve as accurate predictors of brain age on unseen 328
subjects. Synthetic data was then generated in order to satisfy equations (1-2) and (10). 329
This is achieved as follows: 330
• First, we randomly generated a factor loading matrix, W ∈ Rp×k, which satisfied 331
the constraints of both non-negativity and orthonormality. The reason for 332
introducing both constraints is that we will seek to quantify how reliably each 333
latent variable model can recover W , and it is therefore imperative to ensure we 334
generate W from an identifiable model (see discussion in Section 2.1). In order to 335
achieve this a dense matrix, W , was sampled with each entry following a uniform 336
distribution over the interval [0, 1]. Subsequently, for each row only the entry with 337
the largest value was retained with all other entries set to zero. Finally, the norm 338
of each column was set to one. 339
• Second, the factor loadings for the ith subject, g(i) ∈ Rk, were randomly
generated as follows:
g
(i)
j ∼ N (2.5, 1.0), for j = 1, . . . , k
with all negative samples being discarded. 340
• The regression coefficients, β ∈ Rk, were drawn uniformly at random from the 341
interval [0,10]. 342
• Finally, we are able to randomly generate observations and ages for each subject
as follows:
X(i) ∼ N (0,WG(i)WT + v(i)), (13)
a(i) ∼ N (βT g(i), ). (14)
Recall that G(i) ∈ Rk×k is a diagonal matrix consisting of entries g(i)j . 343
3The implementations available in Scikit Learn were employed for Factor Analysis, PCA and ICA
(Pedregosa et al., 2011).
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We note that the choices for sampling distributions of both the factor loadings, g(i), 344
as well as the regression coefficients, β, are necessarily somewhat heuristic. However, 345
care was taken to ensure the implied distributions over subject ages approximately 346
matched the empirical distributions observed within the CamCAN repository. 347
We note that throughout experiments we consider the performance of each method 348
whilst varying two distinct factors: the number of observations per subject, n, and the 349
number of training subjects, N . Furthermore, throughout simulations we fix the 350
dimensionality of observations to be p = 50 and the number latent factors to be k = 5. 351
Given artificial data generated as described above, we look to quantify the 352
performance of each of the linear latent variable models using the following two metrics: 353
1. Accurate recovery of the loading matrix, W . This is quantified in terms of the 354
squared error between the true loading matrix and the estimated loading matrix. 355
2. Accurate brain age prediction over unseen subjects. In line with other literature, 356
this is quantified in terms of the mean absolute error between true and predicted 357
brain ages (Franke et al., 2010; Lancaster et al., 2018). 358
3.1.1 Synthetic data results 359
We begin by considering the performance of each linear latent variable model as the 360
number of observations per subject, n, increases for a fixed number of training subjects, 361
N = 25. The results are presented in Figure 3. We note that both in terms of recovery 362
of the loading matrix, W , as well as in terms predicting the ages over unseen subjects, 363
the introduction of regularity constraints, be they in the form of non-negativity, 364
orthonormality or non-Gaussianity or sparsity (as in ICA), leads to improvements. 365
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Fig 3. Simulation results for recovery of the true loading matrix (left panel) and
prediction of brain age for unseen subjects (right panel) as the number of observations
per subject, n, increases. We note that the introduction of regularity constraints (e.g.,
non-negativity or orthonormality) on the loading matrix leads to improvement in
performance.
We also study the performance of the various latent variable models when the 366
number of training subjects, N , increases and the number of observations is fixed at 367
n = 100 per subject. These results are presented in Figure 4. In terms of recovery of the 368
loading matrix, W , we again observe that introducing regularity constraints leads to 369
significant improvements. In terms of predictions over unseen subjects (as shown in the 370
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Fig 4. Simulation results for recovery of the true loading matrix (left panel) and
prediction of brain age for unseen subjects (right panel) as the number of training
subjects, N , increases. We note that the introduction of regularity constraints (e.g.,
non-negativity or orthonormality) on the loading matrix leads to improvement in
performance.
right panel of Figure 4), the improvements due to the introduction of regularity 371
conditions begin to fade as the number of training subjects increases. In particular, 372
beyond a certain number of training subjects (approximately 25 in the case of these 373
experiments), the improvement in out-of-sample predictions begins to plateau. 374
3.2 Resting-state fMRI data experiments 375
While the previous section presented results relating to synthetic data, here we present 376
experimental results where the proposed two-step procedure is applied to three 377
open-source resting-state fMRI datasets. The datasets considered correspond to the 378
Cambridge Center for Ageing and Neuroscience (CamCAN) repository, the Human 379
Connectome Project (HCP) repository, and the ATR Wide-Age-Range repository. The 380
purpose of employing three distinct datasets is to effectively measure the generalization 381
performance of the proposed approach on unseen data. As such, data from the HCP and 382
Wide-Age-Range repositories was not employed during any of the model training and 383
instead used exclusively as unseen test data. It is important to note that in addition to 384
significant inter-subject variability (Kelly et al., 2012), fMRI data also suffers from the 385
presence of several other well-documented issues such as variable scanner performance 386
or noise (Bennett and Miller, 2010; Friedman et al., 2006; Poldrack et al., 2011). As 387
such, validating the performance of the proposed brain age prediction models in this 388
way will provide a more realistic measure of their generalization performance. 389
3.2.1 CamCAN repository results 390
Resting-state fMRI data was collected from a total of 647 subjects from the CamCAN 391
repository. Subject ages ranged from 18 to 88 years of age (average age of 54.31±18.56, 392
318 males and 329 females). The CamCAN dataset was employed as the principal 393
dataset in the proposed two-step procedure, implying that it was employed to learn 394
both the functional network structure in the unsupervised learning stage and the linear 395
regression models in the supervised learning stage. As such, the data was split into 396
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training, validation and test subsets as described in Section 2.3. 397
Step 1: unsupervised functional network inference 398
The first stage of the proposed framework involves the estimation of reproducible 399
functional connectivity networks via the use of the various linear latent variable models 400
discussed in Section 2.1. The number of functional networks inferred corresponds 401
directly to the dimensionality of latent variables, which is determined by 402
hyper-parameter k. As each linear latent variable model can be interpreted as a 403
probabilistic model, we select hyper-parameter k by maximizing the log-likelihood over 404
the validation dataset. This resulted in the choice of k = 5 when the loading matrix was 405
restricted to be both non-negative and orthonormal, as proposed by Hirayama et al. 406
(2016) and Monti and Hyva¨rinen (2018). While it is possible that the choice of 407
hyper-parameter may vary across distinct latent variable models (e.g., for PCA or factor 408
analysis), we choose to keep the choice of k fixed across all models as this facilitates 409
model comparison and interpretation of results. 410
The left panel of Figure 5 visualizes the results when the MHA linear latent variable 411
model was employed4. We note that, as discussed in Section 2.1, the MHA linear latent 412
variable model effectively clusters regions into sub-networks via the introduction of 413
non-negativity and orthonormality constraints. As such, each plot in the left panel of 414
Figure 5 visualizes spatially remote brain regions which have been clustered together, 415
indicating that these regions share strong positive correlations. We note that these 416
correlations (i.e., edges in a network) are omitted for clarity in Figure 5. The results 417
demonstrate that the inferred networks are spatially homogeneous and symmetric across 418
both hemispheres. Furthermore, many of the inferred networks correspond to widely 419
reported networks and regions: network 1 captures the default model network (DMN) 420
and network 2 overlaps with the salience network, while networks 3 and 4 correspond to 421
a higher-level visual network and the somatomotor network respectively. For 422
comparison, we include equivalent plots for all other latent variable models considered 423
in visualized in Figure 13, presented in the Supplementary Material. We note that 424
alternative methods, such as PCA, which did not enforce the combination of both 425
non-negativity and orthonormality, yielded results which were visibly less clustered and 426
more difficult to interpret. 427
The right panel of Figure 5 visualizes the correlation between the activity of each 428
network (as defined in equation (11)) with the age of each subject. For networks 1-3 we 429
observe a significant negative correlation between the activity and age, suggesting that 430
ageing induces a drop in activity of such networks. These results are in line with related 431
research on ageing induced differences in functional connectivity. In particular, the 432
decrease in activity of the DMN (network 1), has been widely reported (Geerligs et al., 433
2015; Grady et al., 2016; Liem et al., 2019). 434
Step 2: supervised training of brain age prediction models 435
Recall that the overall objective of the proposed framework was build interpretable 436
models of biological brain age. To this end, the features recovered from linear latent 437
variable models where employed as features in a linear regression framework to predict 438
the brain age of each subject. In particular, the five distinct the linear latent variable 439
models detailed in Section 2.1 where employed to learn reproducible sub-networks 440
parameterized by a loading matrix, W ∈ Rp×k. The activity within each functional 441
network, defined as in equation (11), was subsequently employed as features to predict 442
biological age using linear regression. 443
4Figures produced using the plot glass brain function from the nilearn python module (Abraham
et al., 2014).
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Fig 5. Left panel: inferred networks as recovered when non-negativity and
orthonormality constraints are introduced over the loading matrix, W . Networks are
spatially consistent and symmetric. Right panel: visualization of network activities
against subject age demonstrating (mostly negative) linear trends with healthy aging.
We note that the CamCAN repository, as well as HCP and ATR repositories, each 444
contained over a hundred subjects each. This is in contrast to typical fMRI studies, 445
where the sample size is often in the range of 20 to 30 subjects (Cremers et al., 2017; 446
Poldrack et al., 2011). Furthermore, recall that the goal of experiments presented are to 447
quantify performance on unseen resting-state fMRI data with a view to providing an 448
indication of how each of the linear latent variable models employed would perform in a 449
typical fMRI study. As such, throughout the remainder of this section we report the 450
performance, in terms of mean absolute error, over random subsets of 30 subjects from 451
each repository. This corresponds to a form of bootstrapping, where we average results 452
over a random sample of possible cohorts. In practice, we report results over 1000 453
random subsets of 30 subjects for each of the three repositories considered. 454
Figure 6 visualizes the mean absolute error on unseen test data for various choices of 455
k ∈ {2, . . . , 10} . We note that the combination of linear regression with the use of 456
non-negativity and orthonormality constraints, as advocated by both the MCF and 457
MHA models, leads to competitive performance over a range of choices of k. In 458
particular, such algorithms out-perform both non-negative PCA and PCA, suggesting 459
that the introduction of such constraints serves to improve the predictive properties of 460
the model. Moreover, we note that Figure 6 indicates the presence of a bias-variance 461
trade-off that is often encountered in supervised learning whereby performance on 462
unseen test data begins to deteriorate as the number of parameters (in our case k) 463
increases beyond a certain value. 464
As mentioned previously, the choice of k = 5 was selected in by maximizing 465
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Fig 6. Mean absolute error (MAE) performance for a varying number of networks, as
determined by k (x-axis), on unseen test data from CamCAN. We note that the
combination of non-negativity and othonormality (MHA and MCF) yields competitive
results across a wide range of k.
log-likelihood over a validation dataset (i.e., in an entirely unsupervised manner - data 466
regarding subject ages was not considered). Figure 7 visualizes the performance on the 467
unseen test dataset for the specific choice of k = 5, for all possible choices of linear 468
latent variable models. The results indicate that as additional constraints are 469
introduced to the loading matrix, the generalization capabilities of the models also 470
improve. As such, MCF and MHA, which introduce the most stringent constraints 471
corresponding to both non-negativity and orthonormality, obtain the best generalization 472
performance. We also note that ICA is also competitive. Moreover, non-negative PCA, 473
which relaxes the requirement for orthonormality, is the next most competitive latent 474
variable model. Finally, PCA and factor analysis, which relax all the aforementioned 475
constraints, obtain the worst generalization performance. 476
3.2.2 Transfer onto HCP and ATR Wide-Age-Range repositories 477
The results of Section 3.2.1 provide a measure of performance, in terms mean absolute 478
error in predicted brain age, within a large-scale resting-state fMRI dataset. However, it 479
is widely accepted that in addition subject-specific noise, there are several other 480
Fig 7. Mean absolute error (MAE) performance on unseen testing data from CamCAN
repository when the dimensionality of latent variables is fixed to k = 5 (implying we
infer 5 networks). We note that as regularity constraints are introduced, in particular
non-negativity and orthonormality, predictive performance improves.
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Fig 8. Mean absolute error (MAE) performance on unseen data from HCP repository.
Results are broadly consistent with performance on the CamCAN data, indicating good
generalization. We note that the introduction of non-negativity or orthogonality
constraints leads to improved generalization. The number of functional networks was
k = 5.
significant contributors to noise in fMRI data: these include issues related to scanner 481
noise and frequency of acquisition of images (Bennett and Miller, 2010; Friedman et al., 482
2006; Poldrack et al., 2011). As a result, in order to thoroughly verify the generalization 483
performance of the proposed methods, we employ resting-state fMRI data from the 484
HCP and ATR Wide-Age-Range repositories. We note that data from the 485
aforementioned repositories was employed only for testing purposes, as such it was not 486
employed to learn the network structure across subjects, nor to tune the parameters of 487
the linear regression models. For a summary of the characteristics of HCP and ATR 488
Wide-Age-Range datasets see Figure 12 and Table 1 in the Supplementary Material. 489
Prediction of biological age on both the HCP and ATR Wide-Age-Range repositories 490
was performed as follows: First, the loading matrix, Wˆ was employed to obtain 491
estimated activity within each network, as detailed in equations (11) and (12). 492
Subsequently, predictions of biological age were obtained using equation (10). At each 493
stage both Wˆ and βˆ are the parameters inferred using the CamCAN dataset (i.e., there 494
was no fine-tuning of parameters). As a result, performance on both HCP and ATR 495
Wide-Age-Range datasets provide a robust measure of generalization performance to 496
entirely unseen data. 497
Results on the HCP data are provided in Figure 8. As expected, the mean absolute 498
errors are larger for each of the distinct latent variable models when compared to the 499
results of on the CamCAN dataset (Figure 7), which will be partially the result of 500
varying scanner noise and image acquisition properties. Importantly we note that, as 501
with the CamCAN dataset, there once again a relationship between the introduction of 502
additional constraints (in the form of non-negativity, orthonormality or 503
non-Gaussianity) and generalization performance. As before, methods such as PCA and 504
factor analysis which do not introduce any constraints had the weakest performance as 505
well as the largest drop in performance. 506
The HCP results presented above serve to partially validate the predictive models 507
trained using the CamCAN dataset. However, one significant limitation of the HCP 508
dataset is that subject ages only range from 22 to 37 years of age. This is particularly 509
relevant in the context of brain age biomarkers, as many neurodegenerative diseases of 510
interest will be associated with advanced ages. As a result, we further validated the 511
generalization capabilities of the proposed brain age prediction models on the ATR 512
Wide-Age-Range dataset, which had subjects ranging from 20 to 70 years of age. 513
Results, presented in Figure 9 are consistent with results on the CamCAN and HCP 514
datasets, again indicating that the introduction of constraints non-negativity and 515
orthonormality constraints improves generalization performance. 516
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Fig 9. Mean absolute error (MAE) performance on unseen data from ATR
Wide-Age-Range repository. Results are broadly consistent with performance on the
CamCAN data, indicating good generalization. Further, as with the HCP data, we note
that the introduction of non-negativity or orthogonality constraints leads to improved
generalization. The number of functional networks considered was k = 5.
517
3.3 Extension to non-independent latent variable models 518
The results presented above employ linear latent variable models where the inferred 519
latents are assumed to be independent. This is clearly stated in the generative model 520
considered in equation (1) where the covariance of latent variables, G(i), is assumed to 521
be diagonal5. However, such an assumption will often fail in practice, implying that the 522
empirical covariance structure over latent variables will not be diagonal. In this section 523
we seek to exploit this by directly introducing the off-diagonal entries of the latent 524
variable covariances, G(i), as features in our linear regression models for biological age. 525
As such, whilst equation (10) considered a linear model where only the diagonal entries 526
5Note that in the case of PCA, factor analysis and MHA, since latent variables are assumed to be
multivariate Gaussian, the fact the covariance is diagonal implies the latent variables are independent.
Fig 10. Mean absolute error (MAE) performance for a varying number of networks, as
determined by k (x-axis), on unseen test data from CamCAN when latent variables are
no longer assumed to have an isotropic covariance structure and the full vectorized
covariance is employed as features in the linear regression models. We note that MHA is
able to directly accommodate such a scenario and hence is competitive for all choices of
latent variable dimension, k.
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Fig 11. Mean absolute error (MAE) performance on unseen testing data from
CamCAN repository when the dimensionality of latent variables is fixed to k = 5
(implying we infer 5 networks). Note that latent variables are no longer assumed to have
an isotropic covariance structure and the full vectorized covariance is employed as
features in the linear regression models.
of each G(i) were employed to predict biological ages of each subject, we now consider 527
linear regression models of the following form: 528
a(i) =
k∑
j=1
∑
l≥j
βjl gjl
(i) + (i). (15)
Note that in equation (15) we employ the full upper triangular entries of the covariance 529
matrix as features. This is equivalent to vectorizing the covariance matrix and removing 530
duplicate entries due to symmetry. As such, whilst k features were employed in 531
equation (10), we now consider a linear models with
(
k
2
)
features; many of which will 532
seek to predict the biological age of individuals based on the off diagonal entries of each 533
G(i). It is important to note that the model presented in equation (10) is a special case 534
of equation (15). 535
As in Section 3.2, we proceed in a two-stage approach whereby we first estimate the 536
loading matrices for the various linear latent variable models employed and subsequently 537
train linear regression models using the full vectorized covariance matrix as features. 538
Figure 10 visualizes the MAE error on unseen test data as a function of the 539
dimensionality of latent variables, k. We note that for all choices of k the reported 540
errors are smaller than those reported in Figure 6. This provides empirical evidence 541
that the off-diagonal entries of the latent variable covariances are discriminative features 542
for brain age prediction, and therefore can be seen as evidence that models which 543
assume diagonal covariance structure over latents are misspecified. Figure 11 provides 544
further visualizations in the case where k = 5. We note that the MHA model performs 545
competitively, this is to be expected as this model directly accommodates the possibility 546
of non-independent latent variables (Monti and Hyva¨rinen, 2018). Moreover, we note 547
that MHA performs particularly well when the number of networks is small (when 548
dimension of latent variables, k, is less than or equal to 5), which is useful when we wish 549
to prioritize the interpretability of results. Finally, the performance of various methods, 550
as depicted in Figure 10, shows similar trends as in Figure 6; there is once again a 551
bias-variance trade-off associated with the choice of k and the introduction of 552
non-negativity or non-Gaussianity constraints (as in MCF or ICA) leads to improved 553
generalization performance. Finally, whilst Figure 10 only shows generalization 554
performance to unseen subjects from the CamCAN cohort, we also present results for 555
generalization performance to brain age prediction on the HCP and ATR 556
Wide-Age-Range datasets in Figures 14 and 15 of the Supplementary Material. 557
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4 Conclusion 558
It is widely accepted that ageing has pronounced effects on the functional architecture 559
of the human brain (Geerligs et al., 2014; Smith et al., 2019). In the current study we 560
have presented and validated a two-stage framework through which to train 561
interpretable and robust models of biological brain age based on functional connectivity. 562
In particular, the proposed framework first employs linear latent variable models to 563
uncover reproducible networks which are present throughout a cohort of subjects. A 564
variety of such latent variable models are considered many of which extend PCA by 565
introducing constraints such as non-negativity over the loading matrix. Our 566
experiments suggest that whilst PCA is a natural candidate for dimensionality 567
reduction, and can be interpreted as recovering latent eigenconnectivities, the 568
introduction of constraints such as non-negativity can serve to greatly improve both 569
interpretability and predictive performance. While ICA improves on PCA by 570
introducing spatial sparsity, we found that MHA as well as MCF lead to better results, 571
especially in the case of a small number of networks. Reasons for this improvement 572
include using a combination of non-negativity and orthogonality that leads to disjoint 573
networks, as well as explicit modelling of connectivity between the components. 574
Given inferred functional networks and their activations we train linear predictive 575
models of biological brain age where in the interest of interpretability we deliberately 576
restrict ourselves to linear models. This allows us to directly interrogate the effects of 577
each functional network on the predicted brain age (as shown in Figure 5). In line with 578
other results in the literature, we find a decrease in activation in the default mode 579
network, salience network and higher-level visual network as biological age increases. 580
The proposed two-stage framework is first validated on the data from the CamCAN 581
repository and subsequently further applied to two further open-access repositories: the 582
HCP and ATR Wide-Age-Range repositories. The use of data from two additional 583
repositories serves to provide a clear empirical indication of the generalization 584
capabilities of the proposed approach. This is especially relevant in the context of fMRI 585
data, where artefacts such as scanner noise can often cause significant challenges 586
(Poldrack et al., 2011). 587
We note that the brain age prediction errors presented in this work are not 588
competitive with alternative methods which are based on alternative imaging modalities, 589
such as structural imaging data (Cole and Franke, 2017; Cole et al., 2017). This is to be 590
expected for two reasons. First, the imaging modality employed in this work, 591
resting-state fMRI data, is both noiser and likely to be less age-indicative than 592
structural measures. Second, in this work we deliberately restrict ourselves to building 593
simple yet interpretable models of brain age. As such, we restrict ourselves to consider 594
only linear classifiers as these allow for clear model interpretation and interrogation, 595
while noting that the use of more expressive models (e.g., nonlinear models) in the 596
second stage should naturally lead to improved performance. 597
Furthermore, it is important to note that whilst this work demonstrates the 598
feasibility of functional connectivity driven models of biological brain age, all subjects 599
included in these studies were healthy. As such, whilst such models could eventually be 600
employed to develop biomarkers, further experimentation and validation will be required 601
in future. Moreover, an avenue for further research would be to consider performing 602
classification instead of regression in the second stage of the proposed method. Whilst a 603
natural task would be to discriminate between healthy controls and subjects with some 604
neuropathology, such an approach could also be employed in the context of task-based 605
fMRI as well as to study changes in functional connectivity induced by various distinct 606
tasks (Zippo et al., 2019a) or neuropathologies (Lorenz et al., 2018; Zippo et al., 2019b). 607
In particular, task-based fMRI has been widely reported as displaying non-stationary 608
functional connectivity structure (Calhoun et al., 2014; Monti et al., 2014, 2017a,b). As 609
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such, seeking to discriminate between various cognitive tasks, for example as considered 610
by Chung et al. (2016); Lorenz et al. (2019); Monti et al. (2015, 2017c), could be an 611
exciting future application. Moreover, while in this work we have considered linear 612
latent variable models such as PCA, future work could consider alternative latent 613
variable modes such as latent position graphs (Athreya et al., 2017) and causal models 614
(Khemakhem et al., 2019; Monti et al., 2019; Sasaki et al., 2019). 615
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Supporting information 616
S1 Appendix. Technical details of the MHA algorithm. In this appendix, we 617
give further details of the block-coordinate descent algorithm which we implement to 618
update the model parameters. In practice, we solve the constrained optimisation (8) via 619
the use of projections onto the non-negative quadrant (non-negativity) and Lagrange 620
multipliers. More specifically, we use the objective function: 621
L˜ = L+ δ
2
||WTW − Ik||22 + tr(ΓT (WTW − Ik)), (16)
where Γ ∈ Rk×k and δ are Lagrange multipliers enforcing the orthonormality 622
constraints. 623
We employ gradient descent approach to update the estimate of W . To this end, we 624
follow Monti and Hyva¨rinen (2018) and introduce a gradient step size η and project 625
onto the non-negative orthant at each iteration (this ensures that the positivity 626
constraint is maintained). The update takes the form 627
W ← P+
(
W − η
(
∂L
∂W
+ δ(WW>W −W ) +WΓ)
))
, (17)
where P+ = max(0, x) denotes the projection onto the non-negative orthant and η is a
stepsize parameter. The update for the Lagrange multipliers Γ is given by (Bertsekas,
2014):
Γ← Γ + δ(W>W − I).
In the case of the loading matrix, the gradient update is defined as:
∂L
∂W
=
N∑
i=1
∂L
∂Σ(i)
∂Σ(i)
∂W
(18)
=
N∑
i=1
(
−Σ(i)−1 + Σ(i)−1S(i)Σ(i)−1
)
WG(i) ,
where we note that via the Sherman-Woodbury identity and using the form of the 628
covariance (3), we can write Σ(i)
−1
as follows: 629
Σ(i)
−1
= (v(i)I)
−1 − (v(i)I)−1W (G(i)−1 +W>v(i)IW )−1W>(v(i)I)−1. (19)
For the diagonal matrix of eigenvalues, G(i), we can update each matrix independently
as follows:
∂L
∂G(i)
=
∂L
∂Σ(i)
∂Σ(i)
∂G(i)
(20)
=
N∑
i=1
(
−Σ(i)−1 + Σ(i)−1K(i)Σ(i)−1
)
.
S2 Code. Python and R implementations of the MHA algorithm. 630
• Python: https://github.com/piomonti/MHA 631
• R: http://www.gatsby.ucl.ac.uk/~ricardom/FactorCovariance_ 632
ScoreMatch_PenalizeLagrange.R 633
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S3 Fig. Age distributions of subjects across repositories.
Fig 12. Histogram visualizing age distribution for each of the repositories employed.
We note that the CamCAN dataset has the widest range of all repositories considered,
validating its use as a the primary dataset in our study.
634
Dataset # subjects Age range
CamCAN 647 18—88
HCP 80 20—36
ATR 191 20—70
Table 1. Table detailing number of subjects studied in each of the three datasets
considered. In the case of the HCP datasets, 80 subjects were randomly selected out of
all possible subjects.
S4 Fig. Functional connectivity networks inferred by PCA and 635
alternative models
PCA Factor Analysis MCF Non-neg PCA ICA
Fig 13. Inferred networks using alternative linear latent variable models. In the case of
models such as PCA and factor analysis, networks were obtained by thresholding entries
of W so only non-negative entries considered.
636
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S5 Fig. Generalization performance of brain age prediction on HCP and 637
ATR Wide-Age-Range datasets 638
Fig 14. Mean absolute error (MAE) performance on unseen data from HCP repository.
Results are broadly consistent with performance on the CamCAN data, indicating good
generalization. We note that the introduction of non-negativity or orthogonality
constraints leads to improved generalization. The number of functional networks was
k = 5.
Fig 15. Mean absolute error (MAE) performance on unseen data from ATR
Wide-Age-Range repository. Results are broadly consistent with performance on the
CamCAN data, indicating good generalization. Further, as with the HCP data, we note
that the introduction of non-negativity or orthogonality constraints leads to improved
generalization. The number of functional networks considered was k = 5.
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