This paper discusses sparse isotropic regularization for a random field on the unit sphere S 2 in R 3 , where the field is expanded in terms of a spherical harmonic basis. A key feature is that the norm used in the regularization term, a hybrid of the 1 and 2 -norms, is chosen so that the regularization preserves isotropy, in the sense that if the observed random field is strongly isotropic then so too is the regularized field. The Pareto efficient frontier is used to display the trade-off between the sparsity-inducing norm and the data discrepancy term, in order to help in the choice of a suitable regularization parameter. A numerical example using Cosmic Microwave Background (CMB) data is considered in detail. In particular, the numerical results explore the trade-off between regularization and discrepancy, and show that substantial sparsity can be achieved along with small L 2 error.
Introduction
This paper presents a new algorithm for the sparse regularization of a real-valued random field T on the sphere, with the regularizer taken to be a novel norm (a hybrid of 1 and
Here Y ,m for m = − , . . . , is a (complex) orthonormal basis for the space of homogeneous harmonic polynomials of degree in R 3 , restricted to the unit sphere S 2 := {x ∈ R 3 : |x| = 1}, with | · | denoting the Euclidean norm in R 3 .
Random fields on the sphere have recently attracted much attention from both mathematicians [11] and astrophysicists. In particular, the satellite data used to form the map of the Cosmic Microwave Background (see [14, 15, 16] ), is usually viewed as, to a good approximation, a single realization of an isotropic Gaussian random field, after correction for the obscured portion of the map near the galactic plane.
Sparse regularization of data (i.e. a regularized approximation in which many coefficients in an expansion are zero) is another topic that has recently attracted great attention, especially in compressed sensing and signal analysis, see for example [3, 5, 6] .
In the context of CMB the use of sparse representations is somewhat controversial, see for example [17] , but nevertheless has often been discussed, especially in the context of inpainting to correct for the obscuring effect of our galaxy near the galactic plane.
In a recent paper, Cammarota and Marinucci [2] considered a particular 1 -regularization problem based on spherical harmonics, and showed that if the true field is both Gaussian and isotropic (the latter meaning that the underlying law is invariant under rotation), then the resulting regularized solution is neither Gaussian nor isotropic. The problem of anisotropy has also been pointed out in sparse inpainting on the sphere [8] .
The scheme analyzed in [2] obtains a regularized field as the minimizer of
where T o is the observed field, and λ ≥ 0 is a regularization parameter. Behind the nonpreservation of isotropy in this scheme lies a more fundamental problem, namely that the regularizer in (1.1) is not invariant under rotation of the coordinate axes. For this reason the regularized field, and even the sparsity pattern, will in general depend on the choice of coordinate axes.
The essential point is that for a given ≥ 1 the sum m=− |a ,m | 2 is rotationally invariant, while the sum m=− |a ,m | is not. For convenience the rotational invariance property is proved in the next section.
A simple example might be illuminating. Suppose that a particular realization of the field happens to take the (improbable!) form
for some fixed point p on the celestial unit sphere. If the z axis is chosen so that p is at the north pole, then T (x) = cos θ where θ is the usual polar angle, and so T (x) = αY 1,0 (x), where α = 4π/3 (since Y 1,0 (θ, φ) = 3/(4π) cos θ). Thus with this choice we have With this motivation, in this paper we replace the regularizer in (1.1) by one that is manifestly rotationally invariant: in our scheme the regularized field is the minimizer of
where the β are at this point arbitrary positive numbers normalized by β 0 = 1. With an appropriate choice of (β ) ∈N 0 and λ our regularized solution will turn out to be sparse, but with the additional property of either preserving all or discarding all the coefficients a ,m of a given degree .
It is easily seen that the regularized field, that is the minimizer of (1.2) for a given observed field T o , takes the form
where (see Proposition 3.1)
where
Since the resulting sparsity pattern depends entirely on the sequence of ratios A o /(λβ ) for ≥ 0, it is clear that in any application of the present regularization scheme, the choices of the sequence (β ) ≥0 and the parameter λ are crucial. In this paper we shall discuss these choices in relation to a particular dataset from the cosmic microwave background (CMB) project, first choosing β to match the observed decay of the A o , and finally choosing the parameter λ. We shall see that the resulting sparsity can vary greatly as λ varies for given (β ) ∈N 0 , with little change to the L 2 error of the approximation.
Because of its very nature, the regularized solution has in general a smaller norm than the observed field. We therefore explore the option of scaling the regularized field so that both the observed and regularized fields have the same L 2 norm.
The paper is organized as follows: In Section 2 we review key definitions and properties of isotropic random fields on the unit sphere, the choice of norm and the regularization model. In Section 3 we give the analytic solution to the regularization model. Section 4 proves that the regularization scheme produces a strongly isotropic field when the observed field is strongly isotropic. Section 5 estimates the approximation error of the sparsely regularized random field from the observed random field, and for a given error provides an upper estimate of the regularization parameter λ. In Section 6, we consider the option of scaling the regularized field so that the L 2 -norm is preserved. In Section 7 we describe the numerical experiments that illustrate the proposed regularization algorithm. In particular, Section 7.3 considers the choice of the scaling parameters in the norm, while Section 7.4
illustrates use of the Pareto efficient frontier to help guide the choice of regularization parameter. Finally, Section 7.7 uses the CMB data to illustrate the regularization scheme.
Preliminaries

Rotational invariance
In this subsection, randomness plays no role. Let S 2 be the unit sphere in the Euclidean
denote the space of complex-valued square integrable functions on S 2 with the surface measure σ on S 2 satisfying σ(S 2 ) = 4π, endowed with the inner product
. The (complex-valued) spherical harmonics {Y ,m : = 0, 1, 2, . . . ; m = − , . . . , }, which are the eigenfunctions of the Laplace-Beltrami operator for the sphere, form a complete orthonormal basis for L 2 (S 2 ). There are various spherical harmonic definitions. This paper uses the basis as in [10] , which is widely used in physics.
A function f ∈ L 2 (S 2 ) can be expanded in terms of a Fourier-Laplace series 
As promised in the Introduction, we now show that the sum over m of the squared absolute values of the Fourier coefficients is rotationally invariant.
Let SO(3) be the rotation group on R 3 . For a given rotation ρ ∈ SO(3) and a given function f ∈ L 2 (S 2 ), the linear operator R ρ on L 2 (S 2 ) associated with the rotation ρ is defined by
The rotated function R ρ f is essentially the same function as f , but expressed with respect to a coordinate system rotated by ρ. The operators R ρ form a representation of the group 
is rotationally invariant.
Proof. By Fubini's theorem we can write, using (2.1),
where P is the Legendre polynomial scaled so that P (1) = 1, and in the last step we used the addition theorem for spherical harmonics [12] . Similarly, we have
Now change variables to z := ρ −1 x and z := ρ −1 x , and use the rotational invariance of the inner product,
together with the rotational invariance of the surface measure to obtain
thus completing the proof.
Random fields on spheres
Let (Ω, F, P) be a probability space and let B(S 2 ) denote the Borel algebra on S 2 . A realvalued random field on the sphere S 2 is a function
be the L 2 space on the product space Ω × S 2 with product measure P ⊗σ. In the paper, we assume that
T ∈ L 2 (S 2 ) P−a.s., in which case T admits an expansion in terms of spherical harmonics, P−a.s.,
We will for brevity write T (ω, x) as T (ω) or T (x) if no confusion arises.
The rotational invariance of the sum of |a ,m | 2 over m is a corollary to Proposition 2.1, which we state as follows.
Corollary 2.2. The coefficients a ,m of the random field T in (2.2) have the property that
The coefficients a ,m are assumed to be uncorrelated mean-zero complex-valued random variables, that is
where the C ,m are non-negative numbers. The sequence (C ,m ) is called the angular power spectrum of the random field T .
It follows that T (x) has mean zero for each x ∈ S 2 and covariance
assuming for the moment that the sum is convergent.
In this paper we are particularly concerned with questions of isotropy. Following [11] , the random field T is strongly isotropic if for any k ∈ N and for any set of k points
have the same law, that is, have the same joint distribution in Ω k .
A more easily satisfied property is weak isotropy: for an integer n ≥ 1, T is said to be n-weakly isotropic if for all x ∈ S 2 , the nth-moment of
and if for k = 1, . . . , n, for all sets of k points x 1 , . . . , x k ∈ S 2 and for any rotation
If the field T is at least 2-weakly isotropic and also satisfies E[T (x)] = 0 for all x ∈ S 2 then by definition the covariance E[T (x)T (y)] is rotationally invariant, and hence admits an L 2 -convergent expansion in terms of Legendre polynomials,
where in the last step we again used the addition theorem for spherical harmonics. Thus in this case we have C ,m = C , and the angular power spectrum is independent of m, and can be written as
We note that the scaled angular power spectrum as used in astrophysics for the CMB data, see for example [9] , is
A random field T is Gaussian if for each k ∈ N and each choice of x 1 , . . . ,
is a multivariate random variable with a Gaussian distribution. A Gaussian random field is completely specified by giving its mean and covariance function.
The following proposition relates Gaussian and isotropy properties of a random field. T is strongly isotropic if and only if T is 2-weakly isotropic.
By [11, Theorem 5.13, p. 123], a 2-weakly isotropic random field is in L 2 (S 2 ) P−a.s..
In the present paper we are principally concerned with input random fields that are both Gaussian and strongly isotropic. Our main aim is to show that the resulting regularized field is also strongly isotropic. (Of course the Gaussianity of the field is inevitably lost, given that some of the coefficients may be replaced by zero.)
Norms and regularization models
In this section the randomness of the field plays no real role. Thus the observed field T o may be thought of either as a deterministic field or as one realization of a random field.
Assume that the observed field T o is given by
Consider an approximating field T with the spherical harmonic expansion
Let N 0 = {0, 1, 2, . . .} and let
Clearly A = 0 if and only if a ,m = 0 for m = − , . . . , .
For simplicity, we let a := a(T ) (an infinite dimensional vector) denote the sequence of spherical harmonic coefficients a ,m , m = − , . . . , , ∈ N 0 , of the field T :
For a positive sequence {β } ∈N 0 , we define the norm
We call β the degree-scaling sequence, because it describes the relative importance of different degrees . (In Section 7.3, we will discuss the choice of the parameters β .) This choice of norm, a scaled hybrid between the standard 1 and 2 norms, is the key to preserving isotropy while still giving sparse solutions.
We will measure the agreement between the observed data a o ,m and the approximation a ,m by the 2 norm, or its square, the discrepancy,
Given the observed data a o ,m for ∈ N 0 , m = − , . . . , arranged in the vector a o as in (2.5), and a regularization parameter λ ≥ 0, our regularized problem is
As both norms are convex functions and λ ≥ 0, the objective is strictly convex and there is a unique global minimizer. Moreover, first order optimality conditions are both necessary and sufficient for a global minimizer (see [1] for example).
A closely related model is
(2.8)
Again, as the feasible region is bounded a global solution exists, and as the norms are convex functions any local minimizer is a global minimizer and the necessary conditions for a local minimizer are also sufficient. When the constraint in (2.8) is active, the Lagrange multiplier determines the value of λ in (2.7). If the objective was a 1 , instead of a 1,2 , this would be a very simple example of the constrained 1 -norm minimization problem, widely used, see [6, 3, 21] for example, to find sparse solutions to under-determined systems of linear equations. Such problems, with a separable structure, can be readily solved, see [22, 19] for example.
An alternative formulation would be a LASSO [18, 13] based approach:
Subject to a 1,2 ≤ κ.
Such problems, using the standard 1 norm a 1 instead of a 1,2 , and related problems have been widely explored in statistics and compressed sensing, see [7, 3, 6] for example.
The regularized random field T r is given in terms of the spherical harmonic expansion 10) where the regularized coefficients a r ,m minimize one of the model problems (2.7), (2.8) or (2.9).
We will concentrate on the model (2.7). The relation to the other models is detailed in the appendix. It is up to the user to choose which regularization model is easiest to interpret: in a particular application specifying a bound a−a o 2 2 ≤ σ 2 on the discrepancy or a bound a 1,2 ≤ κ on the norm of the regularized solution may be easier to interpret than directly specifying the regularization parameter λ. The appendix shows how to determine the corresponding value of the regularization parameter λ given either σ or κ for these alternative models. Then for all degrees for which A is positive the definition (2.4) gives
and hence from (2.6)
It follows that the necessary and sufficient conditions for a local/global minimum in (2.7)
For each λ ≥ 0 we define the degree sets 
where A o is given by (1.3), and (3.2) gives
Summing up, A r is given by
and the regularized coefficients are
In the vector notation introduced in (2.5),
The value λ = 0 gives the solution a r = a o (noting that in ( 
where A o is given by (1.3), and A r by (3.4).
Regularization preserves strong isotropy
Marinucci and Peccati [11, Lemma 6.3] proved that the Fourier coefficients of a strongly isotropic random field have the same law under any rotation of the coordinate axes, in a sense to be made precise in the first part of the following theorem. In the following theorem we prove that the converse is also true.
In the theorem, D (ρ), for a given ≥ 0 and a given rotation ρ ∈ SO(3), is the (2 + 1) × (2 + 1) Wigner matrix, which has the property
The Wigner matrices form (irreducible) (2 + 1)-dimensional representations of the rotation group SO(3), in the sense that (as can easily be verified) (ii) If the condition (4.1) holds for all ρ ∈ SO(3), all k ≥ 1 and any 1 , . . . , k ≥ 0, then the field T is strongly isotropic.
Proof of (ii). Let ρ be a rotation in SO(3) and let x 1 , . . . , x k be k arbitrary points on S 2 .
Then
where we write
Since condition (4.1) holds, for all 1 , . . . , k ≥ 0 we have
Now we use a simple instance of the principle that if a finite set B of random variables has the same joint distribution as another set B , then, for any measurable real-valued function f , f (B) will have the same joint distribution as f (B ). Thus,
In other words, the random field T is strongly isotropic.
The following theorem shows that the regularized random field T r in (2.10) is strongly isotropic if the observed random field T o is strongly isotropic. Proof. For an arbitrary realization of the regularized field we have
where the α (T o ), for = 0, 1, 2, . . . given by (3.5), are rotationally invariant as a consequence of Corollary 2.2.
Since T o is strongly isotropic, from Theorem 4.1 part (i), for any rotation ρ ∈ SO(3), every k ≥ 1 and every 1 , . . . , k ≥ 0, we have
It follows from the rotational invariance of the α that
The equality in (4.2) is equivalent to
for any rotation ρ, every k ≥ 1 and every 1 , . . . , k ≥ 0. So, by Theorem 4.1 part (ii) the field T r is strongly isotropic.
The above theorem and Proposition 2.3 imply the following corollary. 
Proof. By (3.5), 0 < α ≤ 1 for ∈ Γ(λ). We now define α = 0 for ∈ Γ c (λ), so that
, by Parseval's identity and Fubini's theorem,
The following theorem shows that the L 2 (Ω × S 2 ) error of the regularized solution can be arbitrarily small with an appropriate regularization parameter λ. , where * is the smallest integer such that
Remark. The integer * in the theorem exists as the series
is convergent.
Proof. Using Fubini's theorem and the degree sets defined in (3.3), we split the squared
where the second equality is by Parseval's identity, the third equality uses equation (3.4) and the fourth equality uses (1.3).
Since
thus there exists the smallest integer * such that
This shows that the first term of the right-hand side of (5.2) is bounded above by
For the first term of the right-hand side of (5.3), we have A o ≤ λβ , and hence
where we used the condition
We now estimate the second term of the right-hand side of (5.2). By (3.5) for ∈ Γ(λ)
This with (5.4), (5.3) and (5.2) gives (5.1).
6 Scaling to preserve the L 2 norm
The sparse regularization leads to a reduction of the L 2 -norm of the regularized field from that of the observed field. In this section, we scale the regularized field so that the L 2 -norm of the resulting field is preserved.
By (2.4) and Parseval's identity,
For each realization T o (ω), ω ∈ Ω of an observed field T o , we define a new random variable, the scaling (factor) for the L 2 norm, by
Then, for the same realization, we scale up the regularized field T r by multiplying by the factor γ to obtain
We say the resulting field T r is the scaled regularized field of T o for the parameter choices λ and {β } ∞ =0 .
Numerical experiments
In this section, we use cosmic microwave background (CMB) data on S 2 , see for example [14] , to illustrate the regularization algorithm.
CMB data
The CMB data giving the sky temperature of cosmic microwave background are available on S 2 at HEALPix points (Hierarchical Equal Area isoLatitude Pixelation) * [9] . These points provide an equal area partition of S 2 and are equally spaced on rings of constant latitude. This enables the use of fast Fourier transform (FFT) techniques for spherical harmonics.
In the experiments, we use the CMB map with N side = 2048, giving N pix = 12×2048 2 = 50, 331, 648 HEALPix points, see [15] , as computed by SMICA [4] , a component separation method for CMB data processing, see Figure 1 . In this map the mean a 
Analysis of the CMB data
The Python HEALPy package [9] was used to calculate the Fourier coefficients a o ,m of the observed field, using an equal weight quadrature rule at the HEALPix points. This instance of CMB data is band-limited with maximum degree L = 4, 000, thus
The observed A o given by (1.3) for = 0, . . . , L are shown on a logarithmic scale in Figure 2 for degree up to 4, 000. * http://healpix.sourceforge.net
Once λ and β are chosen we easily calculate a r ,m and A r using Proposition 3.1, and so obtain the regularized field
again with the use of the HEALPy package. 
Choosing the degree scaling parameters β
The degree scaling parameters β can be chosen to reflect the decay of the angular power spectrum of the observed data. For the CMB data in Figure 2 there is remarkably little decay in A o for degrees between 2, 000 and 4, 000, so we choose β = 1 for = 0, . . . , L.
Note that, if the true data correspond to a field that is not band-limited but has finite L 2 (S 2 ) norm, then A o must eventually decay, and decaying β would then be appropriate for > L.
Choosing the regularization parameter λ
Now we turn to the choice of the regularization parameter λ. We recall from Propo- In the right panel, the sparsity is less than 10%, whereas on the left it is 72.1%. This means that of the original coefficients (more than 16 million of them) only 4.5 million are now non-zero. 
Efficient frontier
A more systematic approach to choosing the regularization parameter λ is to make use of the Pareto efficient frontier [13, 5, 20] . The efficient frontier of the multi-objective problem with two objectives, a 1,2 and a − a o 2 2 , is the graph obtained by plotting the optimal values of these two quantities on the y and x axes respectively as λ varies. As illustrated in the left figure in Figure 4 for the CMB data, the graph of the efficient frontier is in this case a continuous piecewise quadratic, with knots when the number of degrees with The idea of the efficient frontier is that each point on the frontier corresponds to an optimal solution for some λ, while points above the frontier are feasible but not optimal.
At points on the frontier, one objective can be improved only at the expense of making the other worse. The appendix shows how to determine the corresponding value of the regularization parameter λ given either σ or κ for models (2.8) or (2.9). One can specify the value of λ or the discrete discrepancy a r − a In the right figure in Figure 4 , we plot the 0 -norm defined by 2 to more directly compare sparsity and data fitting. This is a piecewise constant graph with discontinuities at the values of λ when the degree set Γ(λ) changes.
From this graph it is clear that high sparsity (or small 0 norm) implies large discrepancy of the regularized field.
Scaling to preserve the L 2 norm
The scaling factor γ can be chosen as in (6.1) so that the L 2 norms of the observed data and regularized solution are equal. close to the optimal choice in the sense of minimizing the discrepancy. It also shows that γ = 1 (no scaling) gives a much larger discrepancy.
7.7 Errors and sparsity for the regularized CMB field Table 1 Table 1 : Sparsity and estimated L 2 and L∞ errors for the regularized fields, both scaled and unscaled, from the CMB data using β = 1, degree L = 4, 000, and two values of λ.
Figures 6a and 6c show respectively the realization of the scaled regularized field and its pointwise errors with β = 1, λ = 1.05 × 10 −6 and γ ≈ 1.0953, the first parameter choice in Table 1 . This regularized field uses only 27.90% of the coefficients in the Fourier approximation. Figures 6b and 6d show the realization of the scaled regularized field and its errors for the second parameter choice in Table 1 , which uses 90.56% of the coefficients.
The errors in Figure 6 should be considered in relation to the L 2 (S 2 ) and L ∞ (S 2 )
norms of the original CMB field, which are 3.84e−04 and 1.86e−03 respectively. (The latter number implies that there are points of the original map corresponding to Figure   1 with values that exceed the limits of the color map by a factor of nearly 4. However, where the original CMB map was masked and then inpainted using other parts of the data, see [15] . Outside the region near the equator the errors in Figures 6c and 6d vary from place to place but on the whole are uniformly distributed. Table 1 and Figure 6 show that our appropriate choice of the regularization parameter λ can make the errors of the scaled regularized field sufficiently small. Moreover, the larger of the two choices of λ significantly increases the sparsity while only slightly increasing the approximation error. Given that the constraint is active, the value of λ corresponding to σ can be found by solving, see (3.7),
The only issue here is finding the sets Γ(λ) and Γ c (λ) when we start from the model (2.8).
As they only change when λ is Consider now the LASSO type model (2.9) with a constraint a 1,2 ≤ κ. Introducing a Lagrange multiplier ν ∈ R for the constraint, the optimality conditions are, again using 
