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Scaling Hypothesis of Spatial Search on Fractal Lattice Using Quantum Walk
Rei Sato,∗ Tetsuro Nikuni, and Shohei Watabe
Department of Physics, Faculty of Science Division I,
Tokyo University of Science, Shinjuku, Tokyo,162-8601, Japan
We investigate a quantum spatial search problem on fractal lattices, such as Sierpinski carpets and
Menger sponges. In earlier numerical studies of the Sierpinski gasket, the Sierpinski tetrahedron,
and the Sierpinski carpet, conjectures have been proposed for the scaling of a quantum spatial search
problem finding a specific target, which is given in terms of the characteristic quantities of a fractal
geometry. We find that our simulation results for extended Sierpinski carpets and Menger sponges
support the conjecture for the optimal number of the oracle calls, where the exponent is given by
1/2 for ds > 2 and the inverse of the spectral dimension ds for ds < 2. We also propose a scaling
hypothesis for the effective number of the oracle calls defined by the ratio of the optimal number of
oracle calls to a square root of the maximum finding probability. The form of the scaling hypothesis
for extended Sierpinski carpets is very similar but slightly different from the earlier conjecture for
the Sierpinski gasket, the Sierpinski tetrahedron, and the conventional Sierpinski carpet.
I. INTRODUCTION
A spatial search problem is a kind of database search
to find a marked item from a given N -site graph. A
quantum search algorithm [1] using quantum walk pro-
vides faster performance than classical search algorithm
[2]. This so-called Grover’s algorithm, as well as the
Shor’s algorithm, are well-known algorithms based on
quantum mechanics [3]. Nowadays the quantum walk
can be experimentally implemented in various systems,
such as an optical lattice [4], an ion trap [5], and photonic
systems [6–9].
The idea of the Grover’s algorithm is to amplify the
probability finding a target point [1]. It is achieved by
repeatedly applying a quantum oracle operator and then
applying the Grover’s diffusion operator. The quantum
oracle operator changes the sign of the probability am-
plitude of the target site, and the Grover’s diffusion op-
erator provides the inversion about the mean. Since it
obeys a unitary evolution, the dynamics of the probabil-
ity finding a specific target is periodic as a function of the
number of oracle calls. A helpful intuitive picture for un-
derstanding the quantum spatial search is a Schro¨dinger
dynamics on a lattice with a single attractive potential
at the target site [10].
After the Grover’s paper [1], the quantum search has
been intensively and extensively studied [2, 10–25]. One
of the main issues is to understand the scaling relation
between the optimal number of oracle calls Q and the
number of sites N . The scaling behavior varies strongly
depending on the spatial dimension of the graph. For
d = 1, the scaling law isQ = O(N), which means that the
efficiency is equivalent to that of classical search [11, 15].
For d > 2, the scaling law is Q = O(√N) in a hy-
percubic lattice for the continuous-time or discrete-time
algorithm [12–15], which is consistent with the origi-
nal Grover’s search [1]. On the other hand, the two-
dimensional system is critical, which gives the scaling
law in the form Q = O(
√
N lnβ N) [11–16]. Indeed,
for d = 2, the relations Q = O(√N ln3/2N) [12] and
O(√N lnN) [13, 14] are reported. In d = 2, the
faster search algorithm, which gives Q = O(
√
N lnN),
is also proposed by Tulsi, which employs an ancilla
qubit [15, 16].
From these results, Patel and Raghunathan argued
that the scaling law for spatial search in d-dimension
obeys [15]
Q ≥ max{dN1/d, pi
√
N/4}, (1)
except for d = 2, where emerges the logarithmic slow-
ing down analogous to critical phenomena in statistical
mechanics [18]. Based on this formula, they posed the
following questions: does the relation (1) hold in the
non-integer dimensional system? If so, what is an ap-
propriate dimension d appearing in (1)? In general, the
fractal system is characterized by following three kinds of
the dimension: the Euclidean dimension, the fractal di-
mension, and the spectral dimension; definitions of these
dimensions will be given in the next section.
Using the Sierpinski gasket and Sierpinski tetrahedron,
Patel and Raghunathan numerically found that d is given
by the spectral dimension ds, but not the fractal dimen-
sion; they proposed the conjecture of the scaling law [20]
Q ≥ max{N1/ds , pi
√
N/4}. (2)
In order to check the validity of this conjecture, Tamegai
and two of the authors recently investigated the scaling
law (2) by using the Sierpinski carpet [24], which has the
fractal and spectral dimensions different from the Sier-
pinski gasket and Sierpinski tetrahedron. They found
that the scaling law is consistently given by the spectral
dimension rather than by the fractal dimension in the
case of the Sierpinski carpet.
Furthermore, they proposed a novel scaling hypothesis
about the effective number of the oracle calls, defined
by Q/
√
Pmax in the fractal lattice, where Pmax is the
maximum probability at the marked site. They found
that the scaling exponent c, given byQ/
√
Pmax = O(N c),
is expressed by a combination of characteristic quantities
2of a fractal structure [24]:
c =
ds
dE − 1 + df − s, (3)
which involves the Euclidean dimension dE, the fractal
dimension df , the spectral dimension ds, and the scaling
factor s. This relation holds very well within the margin
of error in the Sierpinski carpet [24]. Furthermore, the
same relation was shown to hold excellently also in the
Sierpinski gasket and Sierpinski tetrahedron by using the
numerical data reported by Patel and Raghunathan [20].
In this study, based on the studies of Refs. [20, 24],
we further investigate the scaling hypotheses proposed
in Refs. [20, 24] in various kinds of fractal lattices: ex-
tended Sierpinski carpets, a conventional Menger sponge,
and extended Menger sponges. In the extended Sierpin-
ski carpets, the scaling hypothesis for the optimal num-
ber of oracle calls (2) holds very well. In the Menger
sponge case, where the Euclidean and fractal dimensions
are greater than 2, i.e., dE,f > 2, the scaling exponent
gets saturates at the value close to 1/2. In the extended
Sierpinksi carpets, although the scaling hypothesis (3)
does not exactly hold, we find a variant of the scaling
law very similar to (3), which fits our numerical data
very well.
This paper is organized as follows. Section II intro-
duces quantities characterizing a fractal geometry, such
as the Euclidean dimension, fractal dimension, spectral
dimension, and scaling factor. Section III describes the
spatial search algorithm with the discrete-time quantum
walk. Section IV provides numerical simulation results,
and discuss the scaling hypothesis. Finally, we conclude
our results in Sec. V.
II. FRACTAL GEOMETRY
Fractal geometry is ubiquitous in nature showing self-
similar patterns [26]. In this section, we briefly introduce
quantities characterizing a fractal geometry, such as the
Euclidean dimension, fractal dimension, spectral dimen-
sion as well as the scaling factor, which appear in scaling
hypotheses discussed in this paper.
The Euclid dimension dE is a characteristic dimension
of the Euclidean space, where the fractal geometry is em-
bedded in. For the purpose of this study, it is sufficient to
start with an equilateral triangle, a regular tetrahedron,
a square, and a regular hexahedron. Suppose that M(s)
unit cells are generated in a structure by braking each
side into s-pieces, where s is called the scaling factor. If
M(s) = sdE is consistent for every scaling factor s, the
scaling exponent dE is the Euclidean dimension, which
gives dE = lnM(s)/ ln s.
For a self-similar pattern created by eliminating small-
est unit pieces from the structure according to a cer-
tain rule, the relation M(s) = sdE no longer holds. In
that case, one extends the definition of the dimension.
FIG. 1. Menger sponges MS(3, 1) at stages S = 1 and 2,
where the scaling factor is s = 3.
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FIG. 2. (Color online) Return probability of a classical ran-
dom walker on fractal lattices: (a) Sierpinski carpets and (b)
Menger sponges. (a) For Sierpinski carpets, we used a fixed
boundary condition, and evaluated the spectral dimension ds
from data at the stage S = 8 for SC(4, 2), at S = 7 for
SC(5, 3), and at S = 6 for SC(6, 4). (b) For Menger sponges,
we employed a periodic boundary condition, and evaluated
the spectral dimension ds from data at S = 5 for MS(3, 1),
and at S = 4 for MS(4, 2),MS(5, 3) and MS(6, 4).
If M(s) = sdf holds for arbitrary s in the self-similar
pattern, the scaling exponent,
df =
lnM(s)
ln s
, (4)
is called the fractal dimension. In Menger sponge
(Fig. 1), for example, one has df = ln 20/ ln 3 = 2.55 · · · .
The spectral dimension ds is related to a dynamical
3FIG. 3. (Color online) Sierpinski carpet SC(3, 1) at stages
S = 1 and 2. A red vertex pointed by an arrow at each stage
represents a target site x0 for the spatial search.
property of a classical random walk. One of the defi-
nitions is to relate ds to a scaling behavior of a return
probability through Pc(x0, t) ∝ t−ds/2, where a random
walker starts from a specific site x0 at t = 0 [27, 28].
The Sierpinski gasket has an explicit form of the spec-
tral dimension, given by ds = 2 ln (dE + 1)/ ln (dE + 3).
However, no analytic forms of the spectral dimension
for Sierpinski carpets and Menger sponges are known at
present. We numerically calculate the spectral dimen-
sions for Sierpinski carpets and Menger sponges from the
scaling analysis of the return probability. We have de-
termined the spectral dimension from the scaling fit as
shown in Fig. 2.
Table I summarizes characteristic quantities of fractal
lattices discussed in the present paper. For Sierpinski
carpets and Menger sponges, we use symbols SC(s, s′)
and MS(s, s′), respectively, in this paper. Here, s is a
scaling factor that gives the number of sites on each side
in the smallest unit. We then create empty sites, the
number of which is s′ on each side also in the smallest
unit (Fig. 3). For the spectral dimension ds, our results
are consistent with the earlier prediction for the upper
and lower bounds within the margin of error [29] (See
Table I).
III. SPATIAL SEARCH USING FLIP-FLOP
WALK
In this study, we use a spatial search algorithm with
flip-flop walk [20, 24]. A state |Ψ〉 obeys a discrete time
evolution performed by an oracle operator Rˆ and a flip-
flop walk operator Wˆ , given by
|Ψ(t)〉 = (Wˆ Rˆ)t |Ψ(t = 0)〉 . (5)
The state |ψ(t)〉 ≡ ∑
x,l αx,l(t) |x〉 ⊗ |l〉 is defined in the
Hilbert space Hsearch ≡ HN ⊗ HK , where |x〉 ∈ HN is
associated with the position degree of freedom, and |l〉 ∈
HK is associated with the internal degree of freedom with
the link vector l that orients a nearest neighbor site.
The oracle operator is given by Rˆ = RˆN ⊗ IˆK with
RˆN ≡ IˆN − 2 |x0〉 〈x0|, where IˆN and IˆK are the identity
operators in HN and HK , respectively, and x0 is the
position of a target. The operator Rˆ plays a role of an
attractive potential that enhances the finding probability
at the marked vertex. The flip-flop walk operator Wˆ is
composed of a Grover diffusion operator Gˆ and a flip-flop
shift operator Sˆ, i.e., Wˆ = SˆGˆ. The Grover diffusion
operator [1] evolves the probability amplitude as follows:
αx,l
Gˆ−→ 2
k
∑
l′
αx,l′ − αx,l. (6)
We employ k = 4 for a Sierpinski carpet and k = 6 for a
Menger sponge. The flip-flop shift operator Sˆ propagates
a probability amplitude along its link direction with the
link vector flipped:
|x〉 ⊗ |l〉 Sˆ−→ |x+ l〉 ⊗ |−l〉 . (7)
When we consider a fractal lattice, there are missing sites
(for example, the gray area in Fig.3). In this case, we
employ the following [24]:
|x〉 ⊗ |l〉 Sˆ−→ |x〉 ⊗ |l〉 . (8)
As an initial state we use the uniform superposition state:
|ψ(t = 0)〉 = 1√
Nk
∑
x
∑
l
|x〉 ⊗ |l〉. (9)
The probability P (x, t) at a time step t on a site x is
given by
P (x, t) =
∑
l
| (〈x| ⊗ 〈l|) |Ψ(t)〉 |2 =
∑
l
|αx,l(t)|2. (10)
IV. SIMULATION RESULTS
We perform the quantum spatial search for a sin-
gle marked vertex x0 on Sierpinski carpets and Menger
sponges. Figure 4 shows a typical example of the time
evolution of the probability on the Sierpinski carpet
SC(3, 1). The probability is concentrated at the target
site and then diffuses, repeatedly (Sierpinski carpets in
Fig. 5 (a) and Menger sponges in Fig. 6 (a)).
In order to analyze the scaling law, we perform numeri-
cal simulation about 100, 000-1, 000, 000 steps for Sierpin-
ski carpets, and 5, 000-100, 000 steps for Menger sponges.
The optimal number of an oracle call Q, which is a char-
acteristic period of the probability at a target site x0,
is evaluated from a frequency giving the maximum in-
tensity of the Fourier transformation of P (t,x0). We
also determine the mean value of the maximum prob-
ability Pmax. Here, a data set of P (t,x0) is chronologi-
cally grouped with a period Q, and then the maximum
values are evaluated in each group. By using this data
4dE df ds ds[29] M(s) s s
′ L NS=1 NS=2 NS=3 NS=4 NS=5
SC(4,2) 2 1.792 1.62(2) 1.56 · · · < ds < 1.67 · · · 12 4 2 4S 12 122 123 124 125
SC(5,3) 2 1.723 1.61(2) 1.50 · · · < ds < 1.62 · · · 16 5 3 5S 16 162 163 164 165
SC(6,4) 2 1.672 1.51(1) 1.46 · · · < ds < 1.55 · · · 20 6 4 6S 20 202 203 204
MS(3,1) 3 2.727 2.55(6) 2.21 · · · < ds < 2.60 · · · 20 3 1 3S 20 202 203 204 205
MS(4,2) 3 2.500 2.12(5) 2.00 · · · < ds < 2.26 · · · 32 4 2 4S 32 322 323 324
MS(5,3) 3 2.351 2.02(4) 1.89 · · · < ds < 2.07 · · · 44 5 3 5S 44 442 443 444
MS(6,4) 3 2.247 1.98(8) 1.82 · · · < ds < 1.95 · · · 56 6 4 6S 56 562 563
TABLE I. Characteristic structure of fractal lattices of Sierpinski carpets (SC) and Menger sponges (MS). The Euclidean
dimensions dE, the fractal dimension df , and the spectral dimension ds. L is a length of a side of fractal lattices at a stage
S, and NS is the number of sites in a fractal lattice at a stage S. In the blank cell, we do not evaluate it due to the large
computation cost.
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FIG. 4. (Color online) Spatial search on Sierpinski carpet
SC(3, 1) for a stage S = 3.
set of maximum values, we calculate the mean value of
the maximum probability Pmax. The optimal number of
oracle call Q and the mean value of maximum probabil-
ity Pmax are shown as functions of the number of sites
N in Figs. 5 (b) and (c) for Sierpinski carpets, and in
Figs. 6 (b) and (c) for Menger sponges. We analyze the
scaling law by supposing the relation Q = O(N b) and
Pmax = O(N
−a). The exponents a and b obtained from
the numerical data are summarized in Table II.
Patel and Raghunathan proposed the scaling hypothe-
sis (2), given in the form Q ≥ max{N1/ds , pi√N/4} [20].
In order to check this conjecture, we plot the scaling ex-
ponent b, given by Q ∝ N b, as a function of the spectral
dimension ds in Fig. 7, which are obtained from the Sier-
pinski carpets and Menger sponges for non-interger spec-
tral dimensions. For integer dimension cases ds = 1 and
3, we refer to the results of the hupercubic lattices [11–
15]. We find that the scaling hypothesis (2) holds well
except for ds ≃ 2. In the case where ds ≃ 2, the expo-
nent b deviates from the line obtained from the scaling
hypothesis (2), which strongly suggests the emergence of
the logarithmic correction as well as the criticality of the
two-dimensional system [11–16].
To study the scaling law more in more detail, we sum-
marize values b and 1/ds in Table II for Sierpinski carpets
and Menger sponges. In the Sierpinski carpets, where
ds < df < dE = 2, we find that the scaling hypothe-
sis b = 1/ds holds well. In the Menger sponges, where
2 . ds < df < dE = 3, the relation b ≃ 1/ds does not
hold. In this case, we find b ≃ 0.5, which reproduces
Q = O(√N) as in the scaling law (2). In particular, in
the case where the spectral dimension ds is sufficiently
greater than 2, such as the case of MS(3, 1), the rela-
tion b = 1/2 is well reproduced, which is consistent with
the hypercubic lattice case in d > 2 [12–15]. In the case
where ds ≃ 2, the scaling hypothesis (2) is not reproduced
(See Fig. 7 and Table II). In ds = 2, the logarithmic cor-
rection is expected to emerge Q ∝ √N lnβ N [11–16]. We
analyzed the exponent of this logarithm close to ds = 2,
and obtained the following fitting results: β = 0.62(9)
for MS(4, 2), β = 0.689(5) for MS(5, 3), and β = 0.84(3)
for MS(6, 4).
Patel and Raghunathan proposed another scaling rela-
tion [20]
a = 2b− 1, (11)
in the context of the Tulsi’s amplification algorithm for
the success probability. In Table II, we find the relation
a− 2b+ 1 ≃ 0 seems to hold. In particular, we find that
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FIG. 5. (Color online) Spatial search on extended Sierpinski
carpets. (a) Time-dependence of the probability at a marked
site, P (x0, t), at the stage S = 2. (b) Site-number depen-
dence of the optical oracle call Q, with a fitting Q = O(Nb).
The fitting is performed in data from S = 1 through 5 for
SC(4, 2), and from S = 1 through 4 for SC(5, 3) and SC(6, 4).
(c) Site-number dependence of the mean value of the max-
imum probability at a marked vertex Pmax, with a fitting
Pmax = O(N
−a). The fitting is performed in data from S = 3
through 5 for SC(4, 2) and SC(5, 3), and from S = 2 through
4 for SC(6, 4). In this simulation, we employed the periodic
boundary condition.
the scaling relation (11) holds within the margin of error
in the case of the Menger sponges.
Finally, we investigate the scaling of the effective num-
ber of oracle calls Q/
√
Pmax = O(N c), where c is given
by
c = b +
a
2
. (12)
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FIG. 6. (Color online) Spatial search on conventional and
extended Menger sponges. (a) Time-dependence of the prob-
ability at a marked site, P (x0, t), at the stage S = 2. (b)
Site-number dependence of the optical oracle call Q, with a
fitting Q = O(Nb). The fitting is performed in data from
S = 1 through 5 for MS(3, 1), from S = 1 through 4 for
MS(4, 2), and from S = 1 through 3 for MS(5, 3) and MS(6, 4).
(c) Site-number dependence of the mean value of the max-
imum probability at a marked vertex Pmax, with a fitting
Pmax = O(N
−a). The fitting is performed in data from S = 3
through 5 for MS(3, 1), from S = 2 through 4 for MS(4, 2),
and from S = 2 through 3 for MS(5, 3) and MS(6, 4). In this
simulation, we employed the periodic boundary condition.
In the conventional Sierpinski carpet SC(3, 1), the Sier-
pinski gasket, and the Sierpinski tetrahedron, which cor-
responds to the case where s′ = 1, the scaling hypothesis
is given by
c =
ds
dE − 1 + df − s, (13)
6b 1/ds a a− 2b + 1
SC(3,1)[24] 0.5647(6) 0.572(3) 0.155(2) 0.026(2)
SC(4,2) 0.60(2) 0.606(7) 0.275(7) 0.04(2)
SC(5,3) 0.64(1) 0.64(1) 0.320(3) 0.04(2)
SC(6,4) 0.65(2) 0.666(8) 0.38(1) 0.08(4)
MS(3,1) 0.51(1) 0.392(9) 0.0350(4) 0.01(2)
MS(4,2) 0.552(9) 0.47(1) 0.10(4) 0.00(4)
MS(5,3) 0.57(1) 0.492(9) 0.15(2) 0.01(2)
MS(6,4) 0.58(1) 0.50(2) 0.16 0.00(2)
TABLE II. Scaling behavior for the spatial search on Sierpin-
ski carpets and Menger sponges. The numbers in parenthesis
denote errors. For the exponent a in MS(6, 4), the error can-
not be evaluated, where fitting is performed only from data
in two stages S = 2 and 3.
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FIG. 7. (Color online) The transition of the scaling expo-
nents b for the quantum search in the spectral dimension ds.
This figure includes the data for Sierpinski carpet, gasket and
tetrahedron in Refs. [20, 24].
which holds within an error as shown in Ref. [24]. In the
extended Sierpinski carpet SC(2 + s′, s′) for s′ > 1, we
find that the hypothesis (13) does not hold (Table. III),
which suggests that we may need another scaling law.
Here, we propose a hypothesis for s′ > 1 analogous to
c c′ c′′ c− c′ c− c′′
SC(3,1)[24] 0.642(1) 0.645(8) 0.317(4) 0.007(8) 0.325(4)
SC(4,2) 0.73(2) −0.56(2) 0.72(1) 1.30(2) 0.01(2)
SC(5,3) 0.80(1) 1.74(4) 0.79(2) 2.54(4) 0.01(2)
SC(6,4) 0.84(2) −2.83(2) 0.84(1) 3.67(2) 0.00(2)
MS(3,1) 0.52(1) 1.00(3) 0.50(2) 0.48(3) 0.02(1)
MS(4,2) 0.60(1) −0.44(3) 0.78(1) 1.04(3) −0.18(2)
MS(5,3) 0.64(1) −1.64(2) 0.85(1) 2.28(2) −0.20(2)
MS(6,4) 0.66(1) −2.76(4) 0.87(2) 3.42(4) −0.20(2)
TABLE III. Scaling of the effective number of oracle calls
Q/
√
Pmax = O(Nc). The exponents c′ and c′′ are given in
Eqs. (13) and (14), respectively.
(13), given in the form
c =
1
2
(
ds
dE − 1 + df −
s
s′
)
. (14)
As shown in Table III, the scaling hypothesis (14)
is reproduced within an error for s′ > 1 in the ex-
tended Sierpinski carpets, where ds < df < dE = 2.
In the conventional Menger sponge MS(3, 1), in which
case ds = 2.55(6), we find that the relation (14) ap-
proximately holds. However, in the case of the extended
Menger sponges MS(2+ s′, s′) with s′ > 1, in which case
ds ≃ 2, we find that both scaling conjectures (13) and
(14) do not hold. Indeed, close to ds = 2, the system
may be in the critical regime.
In short, there may be the scaling law for the effec-
tive number of oracle calls in the Sierpinski carpet for
ds < 2, which is given by quantities characterizing a
fractal geometry, such as the Euclidean dimension, the
fractal dimension, the spectral dimension and the scal-
ing factor. For the conventional Sierpinski carpet with
s′ = 1, the scaling relation (13) holds reasonably well.
For the extended Sierpinski carpet with s′ > 1, the scal-
ing relation (14) holds well within the margin of error.
For the Menger sponges, on the other hand, the scaling
relation (11) holds well within the margin of error.
An important issue for future study is to prove the
conjectures (2), (13), and (14). One of an interesting ap-
proach may be to employ idea of the renormalization [22].
Since the relations (13) and (14) are reproduced very
well, we naturally expect that there should be a beauti-
ful mathematical structure behind the quantum spatial
search on a fractal geometry. We further need to ex-
plore the scaling law for a non-integer dimension close
to ds = 2, where the logarithmic correction may be ex-
pected. Finally, the reason of the appearance of the fac-
tor 1/2 in (14), compared with (13), must be clarified.
In recent experiments, the quantum walk can be per-
formed in an optical lattice [4], an ion trap [5], and pho-
tonic sytems [6–9]. Furthermore, single-electron wave
functions in real space is accessible in Sierpinski gas-
ket fabricated on Cu(111) by using scanning tunneling
microscopy and spectroscopy [30]. With these develop-
ments, we hope that the quantum spatial search on the
fractal lattice will become accessible in near future to
confirm the scaling behavior of the finding probability at
a specific target. Indeed, the spatial search may be em-
ulated by the continuous-time Schro¨dinger dynamics on
the lattice with a single attractive potential site [10, 17].
For example, suppose that an optical lattice with a frac-
tal geometry is prepared. Then, trap a single atom in it
for making the uniform superposition state in the fractal
lattice. It may be more preferable to use a macroscopic
matter wave of the Bose–Einstein condensate (BEC). By
analyzing the time-evolution of the finding probability
or the density profile of the BEC with use of the single
atom addressing technique [31, 32], the scaling behavior
depending on the topological structure of the lattice may
7be studied as in the present paper. Dynamical proper-
ties at a specific local site may be governed by the global
structure of the fractal lattice, such as the dimensions,
and the scaling factor. We hope that the present study
further promotes interdisciplinary study of mathematics
and quantum mechanics on the fractal geometry.
V. CONCLUSIONS
We investigated the spatial search using quantum walk
on various kinds of fractal lattices, such as Sierpinski car-
pets and Menger sponges. We confirmed that the expo-
nent for the number of optimal oracle calls with respect to
the number of sites is given by the inverse of the spectral
dimension ds, in the case where ds < 2, and approaches
1/2 in the case where ds is far from 2. These results
are consistent with the conjecture proposed by Patel and
Raghunathan. We also studied the relation between an
exponent for the optimal number of oracle calls and an
exponent for the mean value of the maximum probability
finding a specific target. Finally, we proposed the scaling
conjecture of the effective number of oracle calls, which
is given by characteristic quantities of the fractal geome-
try, such as the Euclidean dimension, fractal dimension,
spectral dimension, as well as the scaling factor. The
relation for the extended Sierpinski carpets proposed in
this paper is similar but slightly different from that for
the Sierpinski gasket, the Sierpinski tetrahedron, and the
conventional Sierpinski carpet. Mathematical proofs of
these scaling relations have not been provided yet, and
are left for a future study.
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