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1. INTRODUCTION 
In recent years, there has been great interest in studying discrete analog 
of qualitative results valid for ordinary differential equations, see [ 14, 6-8, 
123. Our purpose is to obtain asymptotic formulae for the solutions of the 
difference quation 
%(k) Y(k + 1 )I + U-W) + g(k)) Y(k) = 0 (1) 
whenever we know a fundamental system of solutions (q i, cpz > of the 
unperturbed equation 
m(k) zw + 1)) +f(k) z(k) = 0, 
where A is the operator defined by 
Ay(k) = y(k + 1) -y(k). 
(2) 
(3) 
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Our main result establishes that Eq. (1) has a fundamental system of 
solutions ( y, , yz} such that for k ---t cc, 
Y,(k)=p,(k)Cv,(k)(l +41))+41)(~Ak)l 
y,(k) = pAk)[cp,(k)(l + 41 )I + 41) cp,(k)l, 
(4) 
where pi, i = 1, 2, are functions which we will precise later (see Theorem 
3.1). 
In Section 4 we will prove (see Theorem 4.1) that formulae (4) are also 
valid for the equation 
Y@ + 2) + (f(k) + s(k)) y(k) = 0 (5) 
which is not included in (1). Thus we have studied the perturbations of all 
finite difference linear equations 
y(k + 2) + a(k) y(k + 1) + b(k) y(k) = 0 (6) 
or 
E2y + aEy + by = 0, 
where E is the operator defined by 
Ey(k) = y(k + 1). (7) 
The operators A and E are very important in these kind of equations in 
special by the product rules (see [4]) 
A(a . b) = aAb + AaEb 
E(a . b) = aEb + AaEb. 
(8) 
In this way, we obtained the discrete analog of some continuous results 
obtained in [5, 9-l 11, which do no in appear in the literature. 
2. PRELIMINARIES 
To facilitate the statement of the results we introduce some notation. 
First, all sequences considered are complex and defined for k 2 k,. For a 
sequence CJ we will denote by l,(o) the vectorial space of all sequence x 
such that xr~ is summable, i.e., if CFak,, Ix(k) a(k)/ < co. The determinant 
Ck((PI 3(P2) = cp,(k) e(k) v,(k+ 1) cPz(k+ 1) 
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will be denoted by ck. It is called the Casorati and is the analog to the 
Wronskian for ordinary differential equations. We will also adopt the 
conventions 
ko- 1 kg- 1 
c fw=O, n fW= 1 
ko ko 
and the notation (f(k))’ =f(k)f(k + 1). 
In the sections below we will use the following discrete analogs of the 
Levinson’s theorem [ 19, p. 951, due to Benzaid and Lutz [7, pp. 200-2021. 
Consider the linear system 
x(k + 1) = [/i(k) + R(k)] x(k), (9) 
where /I(k) = diag{l,(k), . . . . A,(k)) for k 2 k, is a diagonal matrix. 
THEOREM A. Assume 
(i) Ai( (1 ,<i,<n)for every k>k, 
(ii) R = R(k) is an n x n matrix defined for alI k 2 k, satisfying for 
l<i<n 
(iii) A satisfies the following dichotomy condition: There exist 
constants p > 0 and K > 0 such that for each index pair (i, j), i # j, either 
and 
kr 
ki 
fi lni(l)/aj(l)l d K 
kl 
as k+co 
(kc, <k, G k,). 
Then system (9) has a fundamental matrix X satisfying as k + CG 
k-l 
X(k) = (I+ o(l)) fl A(l). 
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3. RELATED FORMULAE 
In this section, we will prove formula (4) for Eq. (1). We consider that 
in Eq. ( 1) p, J and g are real sequences and p(k) # 0 #S(k) for all k 3 k,,. 
THEOREM 3.1. Let { cp,, (p2} he a fundamental system of solutions of‘ 
Eq. (2). Assume in addition 
(a) The series 
are conditionally convergents for k b k,, where r = g/E(pc). 
(b) Is a1 = 1+ rep,-!%, g2 = 1 -rq2Eq1 then diag{o,, (TV} satisfies 
the dichotomy condition in Theorem A (see Remark 1). 
(c) The sequences cpl Eq2 .q, (i= 1, 2), (q2j2 Eqi (i= 1, 2), 
cP1&2Eq,, e&1 .ql, and (cPr>'qi (i= 42) belong to l,(r/aj), j= 1,~ 
Then there exists a fundamental system of solutions { y,, y2} of Eq. (1) 
such that for k -+ co we have 
where 
k-1 
p,(k) = n Cl+ 41) cp1(4 (PZ([+ 1)) 
and 
k-l 
p,(k) = ,Fk (1 -44 cp2W CPI(~+ 1)). 
0 
Proof: Taking z1 = y, z2 =pEy, and z = (z,, z,), Eq. (1) is equivalent to 
the system 
Mk) = (A(k) + B(k)) z(k), (11) 
where 
p(k)-’ 
0 I 0 0 ’ B=-g 1 o. [ 1 
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Let @ = @(k) be the fundamental matrix 
then u = W lz satisfies 
where r = g/E( pc) and c = ck is the Casorati of the system { cp r, (p2}. 
Now, let u(k) = (I+ Q(k)) v(k), where 
-42(k) 1 -q,(k)q,(k) ’ 
and I is the identity matrix. 
Thus, we have obtained the system 
Au(k) = (A(k) + R(k)) u(k), 
where A = r .diag(qo, Eq2, -q2Eq,} and R=r(h,) with 
509 
(12) 
(13) 
and 
hzz=cP1Ev,~Eq,.qz+ (~2)2((ql)2qz-Eq,)+cpzE~,.qlqz. 
System (13) is equivalent to the system 
u(k + 1) = (A(k) + R(k)) v(k), (14) 
where 
ji(k) = I+ A(k). 
Therefore since system (14) satisfies Theorem A, there exists a fundamen- 
tal matrix V such that for k --) co, 
V(k) = [Z+ o(l)] n ;i(Z). 
ko 
409/165/2-14 
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Hence system (11) has a fundamental matrix Z(k) such that for k + ~3, 
Z(k) = @(k)(Z+ Q(k))(Z+ u( 1)) “n’ J(l). 
hl 
Thus Eq. (1) has a fundamental system of solutions { y, , vz} which for 
k + co, verifies the asymptotic formulae (10). 
This theorem is in effect he analog to [S, Theorem 11. From system (12) 
we obtain 
COROLLARY 3.2. The conclusion of Theorem 3.1 remains true if condition 
(c) is replaced by (q,)2EI,(r/~i), i= 1, 2; j= 1, 2. 
Remark 1. Suppose that the following limits exist and verify 
lim r(k)cp,(k)cp,(k+l)# -1 k-x 
and 
lim r(k) q2(k) ‘p,(k + 1) # 1 k-z 
which holds if both limits exist and are equal to zero. Then diag(o,, CJ~} 
satisfies the dichotomy condition of Theorem A and we can eliminate Go in 
the summability condition (c) in Theorem 3.1. 
EXAMPLE 1. Consider the equation 
+< 1. (15) 
Here p(k) = 1 =f(k), g(k) = l/k”, and q,(k) = exp(ikk/3), VI(k) = 
i exp( -ikn/3) is a fundamental system of solutions of the unperturbed 
equation 
d(z(k + 1)) + z(k) = 0. 
It is not difficult to see that r = constant. g, 
qiW)=,Ek r(~Kcpj(4>*~ i=1,2 
are conditionally summable, ci + 1, i = 1,2 and then that the summable 
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condition (c) in Theorem 3.1 holds. Thus, from Theorem 3.1, Eq. (15) has 
a fundamental system of solutions y ’ such that for k + co 
Yf(k)=P+(k)[cos(krc/3)(1+o(l))+o(l)sin(kTc/3)] 
Y-(k)=p~(k)[sin(kn/3)(1 +o(1))+0(l)cos(kn/3)], 
where 
p’(k)=(l _+e*i)k-l-ko. 
Theorem 3.1 is very useful if the solutions cpr and (p2 of Eq. (2) have the 
same behaviour. Thus when both solutions are comparable, then r(cp,)’ 
or r( cpz )’ may not be conditionally summable, although a linear combina- 
tion, say 
may be it. 
Thus, we obtain the following theorem. 
THEOREM 3.3. Let {$,, ~j~} b e a fundamental system of solutions. 
Assume 
I=k 
are conditionally convergents for k > kO. 
(b) If a’ = 1 f r(<$,j2 + ($2)‘) + ir($,Ell/, - $IEICIZ) then 
diag(o+, ~ (T } satisfies for k > kO the dichotomy condition of Theorem A (see 
Remark 2). 
(c) For i,j= 1,2, (tji(k))2.Sj(k)Ef1(r/~‘). 
Then Eq. (1) has a fundamental system of solutions {y,, y2} such that for 
k-co, 
where 
k-l 
p+(k)= n a’(l). 
ko 
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Proqf: Taking 
this is a direct consequence of Theorem 3.1. 
Remark 2. Suppose that the following limit exist and verifies 
lim rC(i1>2+(IC12)2+i(~ZE~,-~,~~2)lZ1 
k + oc 
which holds if this limit exists and is equal to zero. Then diag(g +, G } 
satisfies the dichotomy condition of Theorem A and we can eliminate g+ 
and B- in the summability condition (c) in Theorem 3.1. 
EXAMPLE 2. Consider the equation 
d(y(k+ I))+(1 +F) y(k)=O, N=;. (16) 
In this case, g(k) = cos(2crk)/k with q,(k) = eicrk, q,(k) = eeirk does not 
satisfy Theorem 3.1, because 
is not conditionally convergent for k 2 k, > 0. 
However, if we take e,(k) = exp(icrk), t,bz(k) = exp( -irxk) in 
Theorem 3.2, we have that 
= Ml fj *2aIsin(2a + l), M1 constant 
l=k I 
and 
S,(k)= -f cos12s’ [ei”‘~e~‘“(l+l’+e~“/~e;~(~+l)] 
I=k 
M2 constant. 
are conditionally summable for k 2 k, ~0. The other conditions in 
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Theorem 3.2 are also satisfied. Then Eq. (16) has a fundamental system of 
solutions {y,(k), y,(k)} such that for k -+ co, 
y,(k) - p+(k)(cos ctk + sin ctk), 
y2(k) - p-(k)(cos ak - sin ak), 
where 
k-l 
p’(k)= n o’(l), ok = l&O(g). 
ko 
From Corollary 3.2 we obtain 
COROLLARY 3.4. The conclusion of Theorem 3.3 remains true if condition 
(c) isreplacedby (+1)2-($2)2, *IE*2+IC/2EII/,~I,(r/ai), i=l,2. 
4. A SPECIAL CASE 
The results in the section above are valid for the equation in difference 
y(k + 2) + a(k) y(k + 1) + b(k) y(k) = 0 
which may be transformed in an equation as 
4dk) y(k + 1)) + 0) y(k) = 0. 
That is to say when 
k-l 
p(k)= n (-41))p’y 
ko 
q(k) = b(k) p(k). 
Thus, the results in Section 3 do not apply when a(k) = 0 for k 3 k,. 
Consider the equation 
y(k + 2) + (f(k) + g(k)) y(k) = 0, (17) 
where f(k) and g(k) are real valued sequences defined for k>, k, and 
f(k)#O for k>k,. 
In this case, although Eq. (17) cannot be transformed in Eq. (1) we are 
able to determinate the asymptotic behaviour of the solutions of Eq. (17) 
if we know a fundamental system of solutions of the unperturbed equation 
Ak + 2) +f(k) y(k) = 0. (18) 
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The results and proofs in this case, except by small modifications, are 
similar to those in Section 3. 
THEOREM 4.1. Let {vi(k)}; i = 1, 2, he afundamental system ofsolutions 
of Eq. (18). Suppose in addition that (a), (b), and (c) of Theorem 3.1. hold, 
with r = gJEc instead of r = g/E(pc). 
Then Eq. (17) h as a.fundamental system of solutions (y,(k) }; i = 1, 2, such 
that for k + 00, 
Yl =Plc’pI(l+41))+4~)(Pzl 
Y*=F2C~*(l +o(l))+o(l) CPII, 
where 
p,(k)= n (1 +s(l)cp,(l)cp,(l+l)/c,+,), 
ko 
Proof: Taking z, = y, z2 = Ey, and z = (z,, z,), Eq. (17) is equivalent to 
the system 
z(k + 1) = (A(k) + B(k)) z(k), 
where 
Let Q(k) be the fundamental matrix 
Then u(k) = V’(k) z(k) satisfies 
Au=r CP,J%, 
-(cpl>2 
(cp*>’ u I -cpz@, ’ 
where r = g/EC. Thus we have obtained a system as (12) in Theorem 3.1. 
Then from now on the proof follows as in Theorem 3.1. 
In the same way, we may obtain results for Eq. (17) which are analogs 
to Theorem 3.2 and Corollaries 3.1 and 3.2. 
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COROLLARY 4.2. Assume 
6) q,(k) = CI”=k g(l) sin 7~1, and q,(k) = Cpl=k g(l) cos 711 
are conditionally convergents for k Z k, 
(ii) qi, EqiEl,(g/2+g), i= 1, 2. 
Then the equation 
y(k + 2) + (1 + g(k)) y(k) = 0 
has a fundamental system of solutions {y,(k), y,(k)} such that for k + cc, 
y,(k)=p(k) sin ‘<.(I +o(l))+o(l).cos~ 
[ 1 , 
cos $ (1 +o(l))+o(l).sin F 1 , 
If in the transformed system (10) [R(k)1 is not summable but the 
summability condition of g has improved, then we can apply the process 
again. 
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