The evaluation of physically based computer models for air quality applications is crucial to assist in control strategy selection. Selecting the wrong control strategy has costly economic and social consequences. The objective comparison of mean and variances of modeled air pollution concentrations with the ones obtained from observed field data is the common approach for assessment of model performance. One drawback of this strategy is that it fails to calibrate properly the tails of the modeled air pollution distribution, and improving the ability of these numerical models to characterize high pollution events is of critical interest for air quality management.
Introduction
Environmental research increasingly uses deterministic model outputs to understand and predict the behavior of complex physical processes, particularly in the area of air quality.
As opposed to statistical models, deterministic models are simulations based on differential equations which attempt to represent the underlying chemical processes. Using a large number of grid cells, they generate average concentrations which have full spatial coverage and high temporal resolution without missing value. Ideally, such outputs would help fill the space-time gaps between traditional observations. For instance, inference combining information from simulations with field data are deemed to provide a "complete" map or "real" physical system. However, the reality is that the outputs are only estimated, and residual uncertainty about them should be recognized (Kennedy, et [4] . As a result, to obtain subsequent predictions from the model it may be necessary first to calibrate the model, given sparse observations and complicated spatio-temporal dependences.
Besides scientific studies, model-based predictions are also used to assess current and future air quality regulations designed to protect human health and welfare (Eder, et al., 2007) [5] . Indeed, the evaluation of computer models is crucial to providing assist in control strategy selection. Selecting the wrong control strategy has costly economic and social consequences. The objective comparison of the means and variances of modeled air pollution concentrations with the ones obtained from the observed field data is the common approach of model performance. However, the model outputs and the observations are on different spatial scales; this is referred to as "change of support" problem. The measurements are made at specific locations in the spatial domain, while modeled concentrations are recorded as averages over grid cells (Eder et al., 2007) [5] . Thus the two data sources are not directly comparable. To resolve such incommensurability, downscaling methods have been widely used to assess and calibrate numerical models. For example, Berrocal et al. (2010) propose a univariate down-scaler using a linear regression model with spatially-varying coefficients, thus developing a "spatial-temporal" model that will allow ozone level to be predicted at unmonitored sites [6] .
Although downscaling techniques provide computational feasibility and flexibility, this approach may be questionable for two main reasons. First, ozone data are always right-skewed, which implies that the assumed Gaussian models may underestimate the tail probability. In fact, the US Environmental Protection Agency (EPA) ozone standards are based on the fourth highest day of the year (97.5 th quantile), thus improving the ability of downscaling models to characterize high pollution events is thereby of critical inportances for air quality management. Second, since the context-specific outputs are treated as if they were known, the subsequent "plug in" calibrations take no account of the model's spatially-correlated uncertainty (Paciorek, et al., 2009 ) [2] .
For characterizing the tail probability, quantile regression is an important tool and has been widely used in recent literature(Koenker, R. 2005) [7] . From a Bayesian point of view, Kozumi et al., (2011) develop a Gibbs sampling algorithm based on a location-scale mixture presentation of the asymmetric Laplace distribution [8] . Despite its efficiency in practice, this method only generates individually estimated functions, but is lack of adjustments through various quantile levels between two data sources. In addition, as discussed in Wu observations [12] . In their studies, the regression functions are expressed as a weighted sum of a set of basis functions with constraints, thus making transformations between modeled and observed quantiles to be monotonic. Nevertheless, this approach does not consider temporal effects on the distribution's upper tail probability. Therefore, it becomes necessary 3 to not only flexibly model the individual regression functions subject to the non-decreasing constraints but also to characterize spatio-temporal dependency.
When there is uncertainty about the distribution, the Bayesian nonparametric methods are useful; however, the non-fully specified likelihood making a posterior density hard to calculate. To solve this problem, Lavine M. (1995) introduced a substitution likelihood approach which split quantile values into separate bins, and the number of corresponding data counted within the bins obey a multinomial distribution [13] . In 2005, Dunson et al. apply this approximation in a Bayesian framework, and the posterior densities are characterized by a vector of quantiles and truncated priors [14] . These approximating methods have only focused on discrete quantile levels.
Further development of these proposed evaluation procedures is needed. In this paper, we are concerned with the discrepancy due to the shape of the distributions, especially the tails.
In order to compare the density functions of numerical models and field data, we estimate the spatial quantile functions for both models and data, and we apply a nonlinear spatial monotonic regression approach to the quantile functions. We use a Bayesian approach for estimating and fitting in order to characterize the uncertainties in the data and statistical models.
The paper is organized as follows. In section 2, we present the monitoring data and the numerical model output. In section 3, we provide the calibration procedure. We discuss the Bayesian framework in section 4, by first modeling CMAQ quantile processes, and then adjusting spatio-temporal misalignment in the distributions. In section 5 we conduct a simulation study for comparing our method with the classic quantile regression spline. Section 6 presents analysis of a spatiotemporal ozone data set over eastern US. We end with some conclusions and final remarks, presented in Section 7.
Data description
We use maximum daily 8-hour average ozone concentrations in parts per billion (ppb) from n = 68 sites covering the eastern U.S. [15] .
The range of the CMAQ forecast data is quite similar to the range of the ground level ozone monitoring data. To compare the CMAQ forecasts with the observed monitoring data, we plot the sample quantile levels for the 90 th percentile for our data set over US in Figure 1 .
Specifically, we extract data from a randomly selected site (the 59 th site is marked on the map as * ), and investigate the histogram, sample quantile and density function of both observed and CMAQ data on this site. The observed ozone data have a heavier tail than CMAQ data.
Also, modeled ozone data agree quite well with the observations at its 50 th percentile, but present an overall lower 90 th percentile level over our study region. This implies that there is unknown discrepancies in the CMAQ forecasts and appropriate calibration is needed.
Spatial-quantile calibration model
This section serves to introduce the notation used throughout this paper. Let α τ be a vector of calibration parameters which are assumed to variate across the quantile level τ . In general, the calibration model can then be summarized explicitly:
Here, G is an unknown function assumed smooth in s and monotonic in τ . Now suppose there are n s points and n B grid cells. Let Q Y (τ |x, s) and Q Z (τ |x, B s ) be the column vector formed by vectorizing these n s EPA observations. In addition, let A τ,s denote the vector of all calibration parameters. By combining the information for all points and grid cells, the ozone calibration model can be expressed as:
where A τ,s is assumed to be a Gaussian process, and its spatial covariance is characterized by:
The interpretation of this non-parametric model is that the quantile process of Y is monotonic after an approximate change in the "τ " system. Hence, if we take Q Z as a mapping from a R 2 τ × t system to R 3 τ × t × Q Z quantile process system, then G projects τ × t × Q Z to the observed τ × t × Q Y quantile process system. In other words, instead of using the regression methods based on the 2 moments of models and data, we are aimed at calibrating CMAQ and observations through their underlying spatial quantile processes (see Figure 2 ).
Methodology
We first present an overall Bayesian framework for our calibration model, then describe a monotonic regression to characterize the quantiles, using both observed and CMAQ data with spatially-varying coefficients. This model can be used for annual 100τ th quantile of grid cells or monitoring sites if of interest. Finally, we extend it by adjusting the smoothed temporal trend to handle the spatio-temporal calibration refer to the entire distribution.
Bayesian framework for spatial-quantile calibration
We regard the quantile processes Q Y (·), Q Z (·) and A as random variables. The calibration system (2) now expresses the relationship between the two data sources, especially in terms of their quantile level τ . Using a Bayesian framework, the posterior probability of A and Q Z given the measured quantile process Q Y can be expressed as:
Thus, we express the 100τ th quantile process of Y as a function of Q Z and unknown parameters A. Note that the calibration system G is implicitly incorporated in the likelihood
Our purpose is to estimate, based on the data Y t,s , the transformation G, the spatial variance σ and the parameters of the spatial structure ρ. We first express the CMAQ quantile Q Z as:
At the grid cell B s , β 0,Bs adjusts the overall temporal effect and β 1,Bs (τ ) represents the quantile process, respectively. The full conditional ofβ Bs (τ ) is:
Then, the 100τ th CMAQ quantile of the predictive posterior distribution (Yu et al., 2001 ) [16] is given by:
By integrating (7) in (4) and combining with the A prior assumption (3), the posterior of calibration parameters to be maximized is:
The algorithm structures from (4) to (8) are summarized in Figure 3 . Based on this
Bayesian framework, we discuss the detailed conditions to obtain a valid quantile process and a proper posterior distribution in the following sections. 
System calibration and spatial quantile processes
Our model is motivated by a desire to improve the calibration strategy, especially correcting outputs at extreme monitoring events. In this section, we briefly consider how the calibration problem can be posed in the above Bayesian framework, particularly, how to determine likelihood of both CMAQ and observed data via Q Z (τ |u t , B s ) and G(Q Z (τ |u t , B s ), A τ,s ).
Spatial-quantile process for CMAQ
In general, all the points s falling in the same 12 km square region are assigned the same CMAQ output value. However, the model outputs and the observations are incomparable due to such different spatial scales. Therefore, we link the spatial process in the model to a point level process before using it for calibration. We model the quantile function from the CMAQ models as follows:
where the parameter function β(τ, B s ) are the spatially-varying coefficients for the 100τ th quantile level.
Because Q Z (τ ) is nondecreasing in τ given a grid cell B s , the process β(τ, B s ) must be constructed as a monotonic function as: [12] . However, polynomials do have a limitation: changing the behavior of β(τ, B s ) near one value τ 1 has radical implications for its behavior for any other value τ 2 . Thus, when M is small, the polynomial transformation which is satisfactory for the central portion of the distribution, might exhibit unpleasing features in the tails (Ramsay, 1988 ) [18] . Choosing a large M helps but the computing burden becomes heavy. This poses the problem of how to retain flexibility, while leaving the function elsewhere constrained as desired.
In this paper, we model the function I using monotone spline regression by piecewise polynomials. In particular, we focus on the integrated splines I m , or I-splines for the sake of brevity (Ramsay J. O., 1988; John Lu et al.) [18] [19] . For a simple knot sequence {γ 1 , ..., γ M +h }, M is the number of free parameters that specify the spline function having the specified continuity characteristics, and h is the degree of piecewise polynomial I m . For all τ , there exists m such that γ m ≤ τ < γ m+1 . For application to the important case where k=3, let:
The I-spline I m will be piecewise cubic, zero for τ < γ m and unity for τ ≥ γ m+3 , with the direct expressions:
As the I-spline is an integral of nonnegative splines, this provides a set of which, when combined with nonnegative values of the coefficients β m (B s ), yields monotone splines
To ensure the quantile constraint, we introduce latent unconstrained variable β m (B s ) * and take:
Therefore a model using β(B s ) induces via (10) a quantile process of Q Z (τ |B s ). Without loss of generality, we choose the knots series within γ 1 = 0 and γ M +h = 1. The quantile process thus satisfies the boundary conditions: 
Spatial-quantile calibration : from CMAQ to monitoring processes
For the purpose of calibrating spatial-quantile process, we make use of monotonically increasing map η s drawing from the CMAQ predictive posterior distribution:
Thus we have the observed quantiles of Y as follows:
α(s) are spatially-varying coefficients. Similar as equation (12), we introduce a latent unconstrained variable α m (s) * to ensure the quantile constraints:
* are modeled as multivariate mean-zero Gaussian spatial process with boundary conditions:
where (L y (s), U y (s)) are the range of Y given location s. However, strict bounds on Y may not be known a priori. To satisfy that the posterior has a proper distribution (see appendix),
we take a truncate likelihood: 
where τ Z,s (y) is the solution y = Q Y (τ |Z, s) in τ , and we apply the truncated likelihood (18) to approximate the density function:
when α 0 ≤ y ≤ α 0 + α m , the partial log-likelihood function of f Y (y|Z, s), over the monotonicity restrictions of (η s , α(s)) is defined as:
where τ Z,s (y i ) solves
can be efficiently obtained using Newton's Recursion:
where τ 
To simplify the notation, let
. Then the derivative of I-spline, ∂ ∂η I m (η(·)) consists of straightline segments as follows
The steps given in equations (21) 
Spatial-temporal quantile calibration
The calibration model in section 4.2 can be extended to accommodate data collected over space and time. If we denote time with t, t=1,2,...,T, u t =(u t1 , u t2 , ..., u tJ ) . We start by using quantile functions to vary with B s , u t and τ for CMAQ output, thus they give a density regression model where the temporal trend is allowed to affect the shape of CMAQ distribution. This means that:
To specify monotonic constraints for Q Z (τ |u t , B s ) with the temporal component u t , the nonnegativity of β Bs (τ ) is required. More specifically, we introduce latent unconstrained variables β * m (B s ) and take constraints as (12) in section 4.2.1. In order to construct quantile functions of Y based on CMAQ process, we first consider the predictive CMAQ spatialquantile processes η ut,s (τ ) as monotonically increasing maps from [0,1] onto itself given any location s:
Then we have the quantiles of observed data Y as follows:
similarly as (16), we subject the monotonic spatially-variant α m (s), m = 1, ..., M to the following latent variables: 
Simulation study
For nonparametric quantile regression, the proposed Bayesian spatial quantile method (BSQ)
is compared with classic quantile regression splines(CQRS). The data is given by:
for the mean function f and variance function g. The time t i has a U(0,1) distribution, and i ∼ N (0, 1) with n = 100. Examples are given as:
• Example 1: Simple quantile: f (t i , s i ) = 2, and g(t i , s i )= √ 2, while s i ≡ s.
• Example 2: Temporal quantile: f (t i , s i ) = 0.5 + 2t i + sin(2πt i − 0.5), and g(t i , s i )=1,
Without loss of generality, we rescale the simulated data onto [0, 1]. The results are presented in Table 1 and Table 2 . In example 1, the root mean squared error
1/2 is calculated for both the CQRS method and our Bayesian approach. In order to evaluate the effects of the I splines and the truncated likelihood, we selected different interior knots and the weight parameters ω L (ω U ). The I splines having knots at (0.3, 0.7) have a better performance with less stability compared to frequentist method (see Figure 4 ).
Example 2 is evaluated in terms of the empirical root mean intergrated squared error a smaller RIMSE, especially at the upper tails (i.e., τ =0.9, 0.99). In Figure 5 , we plot a time series of the simulated data and its underlying 100τ th curve as the real process. The quantile spline regression captures most of the variations in the data but demonstrate a 14 crossing problem. Our BSQ approach yields an overall trend with a wide band, indicating that a small weight parameter is preferred. Also, the more points that are included between a pair of knots, i.e.,(0.2, 0.8), the better the definition of the curve. 
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The estimated CMAQ quantile and its calibration for monitoring data are plotted in Figure 6 . Both of the two spatial-quantile processes are obtained by our Bayesian algorithm.
At τ = 0.05, 0.5, and 0.95, the empirical root mean integraded squared error
1/2 is calculated. The RMISE at the 50 th quantile is equal to 7.13, while the value is 13.17 for the 5 th percentile and 15.46 for the 95 th percentile, respectively.
The results show agreement between the distributions of CMAQ output and the monitoring data at their median level, but show large differences for the tails. Also, from the contour plot, we conclude that the CMAQ data are smoother than the observed spatial structure, indicating that the physically based numerical models can not capture both the extreme values and spatial correlations that are in the monitoring data.
Due to these differences, it is critical to calibrate the CMAQ data considering its spatialquantile structure. Based on the estimated CMAQ-monitoring calibration model, a nonlinear transformation is made to the CMAQ data using
whereα are the posterior estimations. Then we rescale G(Z t,s ,Â(τ, s)) to its original range. Because G is a monotonic function, the quantiles of G(Z t,s , A(τ, s)) are equal to 
1/2 is calculated for both linear regression method and our Bayesian approach at each location s. Figure 7 shows maps of the above quantiles when τ = 0.95, and the difference root mean squared error
between the linear regression method and the quantile calibration method. The differences range from -77%
to 66%, and is -30% on average. The results show that 57 out of 68 (83.8%) sites have a reduced RMSE using the Bayesian calibration method. As we expected, the performance of the calibrated CMAQ model data is consistent with the performance of the monitoring data in terms of the quantile level τ .
Discussion
In this paper, we propose a Bayesian spatial quantile calibration model for adjusting the behavior between CMAQ model output and monitoring data. Particularly, we focus on calibrating the extreme values. Thus, instead of using the default approach based on the first two moments of the models and data, we calibrated the two data sources through their underlying quantile processes. We investigated two quantile processes: (1) estimated spatialquantiles for CMAQ; (2) the predicted monitoring quantiles based on CMAQ calibrations.
We conclude that the CMAQ and monitoring data are similar around their median values, but present large differences at the upper and lower tails over eastern US. The investigated transformation between CMAQ and the observed quantile process is then applied to model output data, resulting in a calibrated series whose spatial and quantile structure is consistent with the monitoring data.
Due to the different spatial scales of the CMAQ output and the observations, we assume that both the CMAQ and observed quantile processes have a spatial structure with exponential decay parameters. This assumption is made to obtain computing efficiency.
More complicated spatial processes, i.e., conditional autoregressive (CAR) model for gridded CMAQ data, and spatial linear coregionalization models for calibrating spatial quantiles, will be considered in future work.
Also, temporal components, known to be an important factor for ozone trend, play less of a role when taking both quantile and spatial structure into account (see Figure 8 ). Another approach is to consider the smoothing spline as a covariate, then evaluate its effect on the conditional distributions (see Figure 9 for the individual quantile surfaces for both the CMAQ data and monitoring data at a specific site); however, the quantile calibrations, as a tranformations of one quantile process to another simultaneously, require a valid quantile process with the non-crossing and monotonic constraints. An efficient way to calibrate this type of spatial-temporal-quantile surface simultaneously is another avenue for future work.
Appendix
If the likelihood is given by fomula (18) and p(α) ∝ 1, then the posterior distribution of α, π(α|Y ), will have a proper distribution. In other words:
Proof. Suppose y (1) ≤ y (2) ... ≤ y (n) , and both ω L and ω U are two finite positive numbers.
We first consider two extreme situations:
(1) y i < α 0 , for all y i , i=1, 2,..., n. Hence, we have y (n) < α 0 and:
(2) Another situation is: y i > α 0 + α m , for all y i , i=1, 2,..., n. As a result, we have y (1) > α 0 + α m and:
In general, suppose y (1) ...,
..., y (n) (see Figure 10 ), then we have:
The statement is proved. th quantile levels of the ozone concentration; the " * " represents a randomly selected (i.e., 59
th ) monitoring site. We draw the maps for both observed and CMAQ data to identify their differences. Quantile Process for CMAQ th quantile for the monitoring data, using both the quantile calibration and linear regression method. We compare the differences between the linear regression and the Bayesian quantile calibration methods in terms of the RMSE. 
