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PROBLEM DEFINITION Consider a graph G = (V, E).
A subset C of V is called a dominating set if every vertex is either in C or adjacent to a vertex in C. If, furthermore, the subgraph induced by C is connected, then C is called a connected dominating set. A connected dominating set with a minimum cardinality is called a minimum connected dominating set (MCDS) . Computing a MCDS is an NP-hard problem and there is no polynomial-time approximation with performance ratio ρH(∆) for ρ < 1 unless N P ⊆ DT IM E(n O(ln ln n) ) where H is the harmonic function and ∆ is the maximum degree of the input graph [10] . A unit disk is a disk with radius one. A unit disk graph (UDG) is associated with a set of unit disks in the Euclidean plane. Each node is at the center of a unit disk. An edge exists between two nodes u and v if and only if |uv| ≤ 1 where |uv| is the Euclidean distance between u and v. This means that two nodes u and v are connected with an edge if and only if u's disk covers v and v's disk covers u.
Computing an MCDS in a unit disk graph is still NP-hard. How hard is it to construct a good approximation for MCDS in unit disk graphs? Cheng et al. [5] answered this question by presenting a polynomial-time approximation scheme.
Historical Background: The connected dominating set problem has been studied in graph theory for many years [22] . However, recently it becomes a hot topic due to its application in wireless networks for virtual backbone construction [4] . Guha and Khuller [10] gave a two-stage greedy approximation for the minimum connected dominating set in general graphs and showed that its performance ratio is 3 + ln ∆ where ∆ is the maximum node degree in the graph. To design a one-step greedy approximation to reach a similar performance ratio, the difficulty is to find a submodular potential function. In [21] , Ruan et al. successfully designed a one step greedy approximation that reaches a better performance ratio c + ln ∆ for any c > 2. Du et al. [6] showed that there exits a polynomial-time approximation with a performance ratio a(1 + ln ∆) for any a > 1. The importance of those works is that the potential functions used in their greedy algorithm are non-submodular and they managed to complete its theoretical performance evaluation with fresh ideas. Guha and Khuller [10] also gave a negative result that there is no polynomial-time approximation with a performance ratio ρ ln ∆ for ρ < 1 unless N P ⊆ DT IM E(n O(ln ln n) ). As indicated by [8] , dominating sets cannot be approximated arbitrarily well, unless P almost equal to N P . These results move ones' attention from general graphs to unit disk graphs because the unit disk graph is the model for wireless sensor networks and in unit disk graphs, MCDS has a polynomial-time approximation with a constant performance ratio. While this constant ratio is getting improved step by step [1, 2, 19, 24] , Cheng et al. [5] closed this story by showing the existence of a polynomial-time approximation scheme (PTAS) for the MCDS in unit disk graphs. This means that theoretically, the performance ratio for polynomial-time approximation can be as small as 1 + ε for any positive number ε. Dubhashi et al. [7] showed that once a dominating set is constructed, a connected dominating set can be easily computed in a distributed fashion. Most centralized results for dominating sets are available at [18] . In particular, a simple constant approximation for dominating sets in unit disk graphs was presented in [18] . Constant-factor approximation for minimum-weight (connected) dominating sets in UDGs was studied in [3] . A PTAS for the minimum dominating set problem in UDGs was proposed in [20] . Kuhu et al. [13] proved that a maximal independent set (MIS) (and hence also a dominating set) can be computed in asymptotically optimal time O(log n) in UDGs and a large class of bounded independence graphs. Luby [17] reported an elegant local O(logn) algorithm for MIS on general graphs. Jia et al. [11] proposed a fast O(log n) distributed approximation for dominating set in general graphs. The first constant-time distributed algorithm for dominating sets that achieves a non-trivial approximation ratio for general graphs was reported in [12] . The matching Ω(log n) lower bound is considered to be a classic result in distributed computing [16] . For UDGs a PTAS is achievable in a distributed fashion [14] . The fastest deterministic distributed algorithm for dominating sets in UDGs was reported in [15] , and the fastest randomized distributed algorithm for dominating sets in UDGs was presented in [9] .
KEY RESULTS
The construction of PTAS for MCDS is based on the fact that there is a polynomial-time approximation with a constant performance ratio. Actually, this fact is quite easy to see. First, note that a unit disk contains at most five independent vertices [2] . This implies that every maximal independent set has a size at most 1 + 4opt where opt is the size of an MCDS. Moreover, every maximal independent set is a dominating set and it is easy to construct a maximal independent set with a spanning tree of all edges with length two. All vertices in this spanning tree form a connected dominating set of a size at most 1 + 8opt. By improving the upper bound for the size of a maximal independent set [25] and the way to interconnecting a maximal independent set [19] , the constant ratio has been improved to 6.8 with a distributed implementation. The basic techniques in this construction is nonadaptive partition and shifting. Its general picture is as follows: First, the square containing all vertices of the input unit-disk graph is divided into a grid of small cells. Each small cell is further divided into two areas, the central area and the boundary area. The central area consists of points h distance away from the cell boundary. The boundary area consists of points within distance h + 1 from the boundary. Therefore, two areas are overlapping. Then a minimum union of connected dominating sets is computed in each cell for connected components of the central area of the cell. The key lemma is to prove that the union of all such minimum unions is no more than the minimum connected dominating set for the whole graph. For vertices not in central areas, just use the part of an 8-approximation lying in boundary areas to dominate them. This part together with the above union forms a connected dominating set for the whole input unit-disk graph. By shifting the grid around to get partitions at different coordinates, a partition having the boundary part with a very small upper bound can be obtained. (Fig. 1) . In general, the partition P (a) is obtained from P (0) by shifting the bottom-left corner ofQ from (−m, −m) to (−m + a, −m + a). Note that shifting from P (0) to P (a) for 0 ≤ a ≤ m keeps Q covered by the partition. For each cell e (an m×m square), C e (d) denotes the set of points in e away from the boundary by distance at least d, e.g., C e (0) is the cell e itself. Denote B e (d) = C e (0) − C e (d). Fix a positive integer h = 7 + 3 log 2 (4m 2 /π) . Call C e (h) the central area of e and B e (h + 1) the boundary area of e. Hence the boundary area and the central area of each cell are overlapping with width one.
Central Area: Let G e (d) denote the part of input graph G lying in area C e (d). In particular, G e (h) is the part of graph G lying in the central area of e. G e (h) may consist of several connected components. Let K e be a subset of vertices in G e (0) with a minimum cardinality such that for each connected component H of G e (h), K e contains a connected component dominating H. In other words, K e is a minimum union of connected dominating sets in G(0) for the connected components of G e (h). Now, denote by K(a) the union of K e for e over all cells in partition P (a). K(a) has two important properties:
Lemma 1 is not hard to see. Note that in a square with edge length √ 2/2, all vertices induce a complete subgraph in which any vertex must dominate all other vertices. It follows that the minimum dominating set for the vertices of G e (0) has size at most ( √ 2m ) 2 . Hence, the size of K e is at most 3( √ 2m ) 2 because any dominating set in a connected graph has a spanning tree with an edge length at most three. Suppose cell G e (0) has n e vertices. Then the number of candidates for K e is at most
Hence, computing K(a) can be done in time
However, the proof of Lemma 2 is quite tedious. The reader who is interested in it may find it in [5] .
Boundary Area: Let F be a connected dominating set of G satisfying |F | ≤ 8opt + 1. Denote by F (a) the subset of F lying in the boundary area B a (h + 1). Since F is constructed in polynomial-time, only the size of F (a) needs to be studied. 
That is,
This means that there are at least half of F (i(h + 1)) for i = 0, 1, m/(h + 1) − 1 satisfying
Putting Together: Now put K(a) and F (a). By Lemmas 2 and 3, there exists a ∈ {0, h + 1, ...,
is a connected dominating for input connected graph G. 2 ) .
Proof. K(a)
∪
APPLICATIONS
An important application of connected dominating sets is to construct virtual backbones for wireless networks, especially, wireless sensor networks [4] . The topology of a wireless sensor network is often a unit disk graph.
OPEN PROBLEMS
In general, the topology of a wireless network is a disk graph, that is, each vertex is associated with a disk. Different disks may have different sizes. There is an edge from vertex u to vertex v if and only if the disk at u covers v. A virtual backbone in disk graphs is a subset of vertices, which induces a strongly connected subgraph, such that every vertex not in the subset has an in-edge coming from a vertex in the subset and also has an out-edge going into a vertex in the subset. Such a virtual backbone can be considered as a connected dominating set in disk graph. Is there a polynomial-time approximation with a constant performance ratio? It is open right now. Thai et al. [23] has made some effort towards this direction.
