We consider the complexity of determining whether two sets of probability distributions result in different plans or significantly different plan success for Bayes nets.
Introduction
Bayes nets model stochastic processes such as medical systems, industrial systems such as nuclear power plants, military scenarios, and academic advising systems. However, the process of modeling such a system often leads to interesting dilemmas, such as which differing expert opinion to believe, or how to reconcile the difference between expert opinion and knowledge extracted via automated means. The approach of assuming that everyone is right is shown here to be computationally difficult to verify.
In order to model a system as a Bayes net, the system states must be factored into nodes (a.k.a. parameters or variables), so that each node depends on some, preferably small, subset of other nodes. These dependencies are described by a directed, acyclic graph. They are then fully specified by conditional probability tables for each node with non-zero in-degree. (The probability tables may be represented by other data structures for ease of computation.) Bayes nets can be used for probabilistic inference or decision-theoretic planning. Probabilistic inference is the means of determining the probable causes of observed effects. Decision-theoretic planning is the process of choosing actions in order to maximize the probability of the system achieving a desirable state. The set of desirable states must be defined and distinct actions must be specified. Each action determines its own conditional probability tables for the system. Thus, the choice of an action at each time step determines the probabilistic evolution 1 of the system for that step.
A plan is a mapping from system states to actions; if the system states are not completely observable, then it is a mapping from beliefs about the current state of the system (probability distributions over the states) to actions. Plans are designed to maximize the probability of (eventually or quickly) reaching some prespecified goal states. A planning algorithm is a function that, given a Bayes net, produces a plan.
One difficulty in building Bayes net models of a system is that information may be hard to obtain. Two different basic approaches to building a Bayes net are frequently employed: automated learning from data or knowledge engineering from human experts. In some cases, fusing the information gleaned from both types of sources seems attractive. Unfortunately, it is not unusual that the probabilities gleaned from different methods or even different experts disagree. In fact, estimates from different experts not only often differ significantly from one another, but can vary even from day to day from the same expert. In some situations, such as medical applications, there may be a plethora of data, though different data sets may yield different models. In others, such as military modeling, there are situations that should not be tested. In those cases, the modelers must depend on expert opinions -which are likely to differ.
When a number of potentially conflicting probability estimates for the same Bayes net graph structure exists, it is the duty of Bayes net designers to combine this information in some way that produces a consistent and reasonable probability distribution. The first question is, whether there is an actual conflict when probabilities disagree or whether the distributions are in some sense equivalent. Thus, the problem of data fusion or reconciliation becomes a central one for modeling these systems. One solution is to determine whether or not the differences are too minor to matter. In the case of a few scattered differences, one can use methods like sensitivity analysis [9, 4] (see also Section 6) to determine whether or not variations affect the consequent variables significantly. However, if the entire set of conditional probability tables differs from one source to another, we suggest other notions of equivalence.
In many applications where Bayes nets are employed, the process of building the actual Bayes net is often a two step process:
First, the structure of the Bayes net is established: the set of random variables in the application domain is built and the relationships between individual random variables are considered.
Next, given the prepared Bayes net structure, the probability distributions associated with each of the nodes or random variables of the net are determined. In a typical scenario, Bayes net designers use human experts to elicit probability estimates for the random variables in the network. When estimates differ, the data must be fused (integrated) by somehow resolving conflicts.
The methodology of this "data fusion" or "conflict resolution" process is not well studied. While work on combining probability distributions exists, typically the approaches proposed only work when applied to a particular problem or a narrow set of problems, and do not translate immediately to other problems or to the general case. See, for instance, [6, 5, 11] , for a small sampling of approaches from different fields of computer science and statistics.
We want to determine whether the differences in the probability distributions affect the outcomes of particular planning algorithms. When the differences do not change the outcome, then we will say that they are not in conflict. Our main idea is that if we can determine that the resulting plans for Bayes nets are sufficiently similar, then we will not need to go through the complex process of integrating the probabilistic data. Thus, the problem we address is the following:
Given two sets of probability distributions for a Bayes net, when can we simplify the fusion problem?
In order to answer this question, we need to formalize the notion of equivalence of Bayes nets. In what follows, we describe two such notions with respect to planning algorithms.
We ask when two sets of conditional probability tables for the same Bayes net structure are equivalent relative to a planning algorithm, under the following notions of equivalence: does the algorithm produce the same plan for each version of the Bayes net, and does the algorithm plan have the same probability of success for each version of the Bayes net? We show that the first problem is coNP-complete, and the second is coNP PP -hard. We also give restrictions on either the type of plan considered or the structure of the Bayes net that make both problems easy.
The rest of the paper is organized as follows. Section 2 contains a small motivating example. In Sections 3 and 4 we consider the two different notions of Bayes net equivalence mentioned above and provide the complexity results for the problem of determining whether two Bayes Nets are equivalent with respect to those notions. In Section 5 we note that simpler solutions may be developed for some restrictioned versions of our problems. More detailed study of these problems is the subject of our future research. Section 6 summarizes related work.
Example
Many examples of Bayes nets can be found in the field of medicine. The following example, attributed to [2] , appears in [4] .
Consider a primary tumour with an uncertain prognosis in an arbitrary patient. It is known that the cancer can spread to the brain and to other sites.
We are interested in the course of the cancer within the next three years, especially with regard to the development of a brain tumour and its associated problems. The probability of a metastatic cancer developing from the primary tumour is estimated to be 0:2. The probability that the metastatic cancer will be in the brain is also estimated at 0:2. Also in the absense of metastatic cancer, there is a small probability of development of a (primary) brain tumour; this probability is accessed to be 0:05.
Metastatic cancer may be detected by an increased level of serum calcium. In fact, serum calcium will be increased with probability 0:8 in the presence of metastatic cancer and only with probability 0:2 in the absense of metastatic cancer. It is estimated that a patient will fall into a coma within the next three years with a probability 0:8 in the case that the tumour is present and/or the level of serum calcium is increased. Otherwise there is only a probability of 0:05 of falling into a coma. Severe headaches are likely to develop both with a brain tumour, with probability 0:8, and without a brain tumour, with a probability 0:6.
In this example we have five variables identified: the presence of metastatic cancer (MC), the presence of a brain tumor (B), an increase in the level of serum calcium (SC), the patient falling into a coma in the next three years (C), and the presence of severe headaches (SH). The relationships among these variables are given by Figure 1 . In this example, the only action explicitly mentioned is a measurement of serum calcium. However, there are implicit actions, namely treatment options. With surgery, the probabilities of all of the nodes change, and the dependence of headaches and coma on the existence of the metastatic cancer might change. These changes would presumably be different under the actions of chemotherapy or of radiation. The goal states here are those in which the patient no longer has metastatic cancer, has a reduced number of severe headaches, and is not in a coma (or dead).
MC -Metastatic
We consider plans that are mappings from the set of states to the set of actions. In general, plans could take into account not only the current state of the system, but the history of the system as well. Since these plans are complex, reasoning about them generally requires considerable computational power. Any lower bounds the complexity of reasoning about state-based plans give lower bounds for more complex plan types. A plan is specific to a given Bayes net. It is assumed that there is a succinct specification of the plan, of size polynomial in the size of the representation of the Bayes net. A planning algorithm is a function that, given a Bayes net as input, outputs a plan for that Bayes net.
We assume that the Bayes nets considered here have a set of states referred to as the set of goal states. This set can be specified as a Boolean function of node values. A plan is successful for a particular initial state of the system if the probability of reaching some goal state in a specified number of steps is at least some specified value .
Detecting Identical Plans
We first consider detecting identical plans. BNPlan. The following results combined together show that this problem is coNP-complete.
Theorem 1
The BNPlan problem is coNP-hard.
Proof (sketch)
We consider the dual problem of determining hB 1 ; B 2 ; Ai 6 2 BNPlan and will show that this problem is NP-hard.
Let ' be a propositional boolean formula over variables x 1 ; : : : ; x n . Without loss of generality we can consider ' to be in 3CNF.
Given ', we will construct a pair of Bayes nets B ' 1 and B '
2 (we will omit the superscripts where this does not generate ambiguity) and a planning algorithm A such that ' 2 SAT iff hB ' 1 ; B ' 2 ; Ai 6 2 BNPlan.
The Bayes net graph structure G underlying both B 1 and B 2 is shown in Figure 2 . The net will consist of three levels of nodes which take on the values of 0 and 1 (false and true). At the lowest or initial level, 2 Since both B1 and B2 are Bayes nets over the same graph, their sets of nodes, and thus of states, coincide. a node will be associated with each of the variables x 1 ; : : : ; x n of '. At the second or middle level, the nodes represent the clauses of '. Each node c i from the second level is connected to exactly three nodes representing boolean variables variables.
The third level of the network consists of one node, which we will label as Yes. Its parents will be all second level nodes c 1 ; : : : ; c k . The probability distribution P 1 of the Bayes net B 1 will faithfully simulate the computation of the truth value of '. Each node x 1 ; : : : ; x n will have the same uniform distribution P 1 (x = 1) = P 1 (x = 0) = 0:5.
For each second level node c with parents x; x 0 , and x 00 , the conditional probability table will simulate the truth table for the conjunct represented by c. E.g, if c = x_:x 0 _x 00 the conditional probability table will be:
P 1 (c = 0jx = 0; x 0 = 1; x 00 = 0) = 1; P 1 (c = 1jx = 0; x 0 = 1; x 00 = 0) = 0 (this is the only combination that makes c false) and P 1 (c = 0jx = a; x 0 = a 0 ; x 00 = a 00 ) = 0; P 1 (c = 1jx = a; x 0 = a 0 ; x 00 = a 00 ) = 0 for any other combination of truth values for x; x 0 , and x 00 . Finally, the probability distribution for the node Yes is defined as P 1 (Yes = 1jc 1 = 1; : : : ; c k = 1) = 1; P 1 (Yes = 0jc 1 = 1; : : : ; c k = 1) = 0 and P 1 (Yes = 1jc 1 = a 1 ; : : : ; c k = a k ) = 0; P 1 (Yes = 0jc 1 = a 1 ; : : : ; c k = a k ) = 0 for all other combinations of values of c 1 ; : : : ; c k .
The probability distribution tables P 2 for the Bayes net B 2 are designed to mimic the probability distributions P 1 on the lower and middle layer of the nodes. For the node Yes, P 2 specifies that the probability of it becoming true is always 0.
The actions associated with these two Bayes nets correspond to setting the values of the lower level nodes (which represent the boolean variables). The goal states are those with the Yes node set to 1.
We can now specify the planning algorithm A. Let state s of B 1 and B 2 be a sequence (a 1 ; : : : ; a n ) of binary digits representing the truth values of variables x 1 ; : : : ; x n . As succ(s) we will denote the state of B 1 and B 2 which is a lexicographic successor of the binary string a 1 a 2 : : : a n : 3 Algorithm A will leave the state s unchanged if s induces Yes = 1. Otherwise, it returns the set of actions that change current state of the BN B 1 or B 2 to the state succ(s).
In order to see why this construction works we need to make the following statements:
1. The Yes node of B 1 is set to 1 iff the initial state s of B 1 corresponds to a satisfying assignment to the variables x 1 ; : : : ; x n of the formula '. 2. The Yes node of B 2 will never be set 1. 3 We assume succ(1 n ) = 0 n .
The plans constructed by

Detecting Identical Probabilities of Plan Success
In the previous section, we considered two Bayes nets to be equivalent, relative to a planning algorithm, if the algorithm produced the same plan. One can relax this definition and ask, does this planning algorithm or plan produce the same outcome, namely, the same probability of success?
We assume here that the specification of the Bayes net and/or the planning algorithm includes the specification of a set of goal states for each Bayes net. In what follows, we implicitly assume that the sets of goal states for the two Bayes nets in question are the same. Rather than requiring that the success probabilities are identical for the two Bayes nets, we allow an extra parameter to specify how close they must be. Notice that plans can be stochastic or deterministic. For the next proof, we consider stochastic plans.
Definition 3
Althernatively, one could further quantify SBNPlan over all plans; depending on the complexity of plan descriptions allowed, this might easily increase the complexity of the problem.
Before stating the next theorem, we remind the reader of some facts about the class NP PP .
P NP PH PP NP PP PSPACE EXP
The set EMAJSAT is P m -complete for NP PP . A Boolean formula, natural number pair h'; ki 2 NP PP iff there is a truth assignment to the first k variables of ' such that at least half of its completions satisfy '.
Theorem 3
The SBNPlan problem is coNP PP -hard.
Proof (sketch)
To show this, we give a reduction from EMAJSAT. As in Theorem 1, we consider the dual problem of determining hB 1 ; B 2 ; A; h; i 6 2 SBNPlan and will show that this problem is NP PP -hard.
Given a pair h'; ki, we construct an initial Bayes net B 1 as in the proof of Theorem 1, with nodes representing each variable, each clause, and a node labeled Yes. The conditional probability tables for each clause node depends on the the nodes representing the member literals in the usual way, dependent on '.
The nodes representing the first k variables are set by the planner at each time step, but the rest of the literals are set to 1 with probability In particular, for f(x) = 1=2, PP = CK.
One can define the Counting Hierarchy over P analogously to the Polynomial Hierarchy: it is the closure of P under polynomially length bounded existential, universal, and counting quantifiers. Toran showed that, for any K in the counting hierarchy, NP K = 9 P K. In particular, 
Easier Cases
Although we have shown that, in the general case, it is computationally complex to decide whether two sets of conditional probability tables are equivalent for a Bayes net structure, there are some cases where these worst-case analyses do not apply. It is an open question to characterize other useful categories of Bayes nets and plans, but we give some preliminary thoughts on this.
For our analysis, let n be the number of nodes in the Bayes net in question. Without loss of generality, we assume that the number of actions available is O(n). We refer to any number k = O(log n) as a small number.
Suppose for some network structure G, A generates a plan where each action is chosen based on a fixed, small set of nodes. Then for Bayes nets B 1 and B 2 over structure G, it is easy to determine whether hB 1 ; B 2 ; Ai 2 BNPlan: one merely enumerates all possible values of those few nodes and asks whether the plans are equivalent for those values.
For instance, if plans in our example are based solely on the change in the measure of serum calcium, then this case applies. This is perhaps too trivial an example. Imagine, instead, that plans are based on the change in the measure of serum calcium and on whether the patient is in a coma. Then one need not consider the presence of severe headaches in determining actions, so one need only consider the four cases based on whether or not the change in serum calcium is significant and whether or not the patient is in a coma. Since 4 5, this can be done in time polynomial in the size of the Bayes net.
Suppose, instead, that we have a network structure G consisting of a number of disjoint subnetworks, each consisting of a small number of nodes. Suppose, in addition, that the function that determines the goal state can be expressed simply, for instance as the conjunction of certain independent node values. In this case, the probability of the conjunction is the minimum of the probabilities of achieving each given node value.
Thus, Succ(A; B; s; h) if and only if the probability of "success" for each goal variable is at least .
To determine this for all s, one need only consider the subnetworks containing goal variables, and evaluate the probability of success for each of the O(n) many states of that subnetwork.
Given two Bayes nets B 1 and B 2 over such a "factored" structure G, and given respective plans A 1 and A 2 generated by planning algorithm A, it is not much harder to compute max s jSucc(A SBPlan.
Related Work
While there has been a lot of interest recently in notions of robustness for Bayes nets, the formulations of robustness that have been considered differ greatly from one another, as well as from those described in this paper.
Sensitivity Analysis
The most common notion of robustness is an insensitivity to variation of one or more parameters in a network. One technique for gaining insight into this notion of robustness is sensitivity analysis. The basic idea is to systematically vary one or more of the conditional probability values of the Bayes net and to study the resultant effects on the output [9] . One recent development, SAMIAM [1] , is an implemented tool for actually computing the sensitivity of one parameter to another. Varying each probability in the network individually while studying each of the individual effects on the output is called one-way sensitivity analysis. In an n-way sensitivity analysis, n of the probability assessments are varied simultaneously, which demonstrates each of the individual effects of varying each of the n probabilities and also reveals joint or synergistic effects.
Unfortunately, the brute-force approach to one-way sensitivity analysis of a Bayes net is computationally time consuming, since for each probability value under study, a number of propogations must be investigated where each propogation requires computing the output from the network. Thus, using this approach, the computational burden for even a one-way sensitivity analysis can be prohibitive even for a small Bayes net [3] .
Laskey was the first to address the computational complexity of sensitivity analysis of Bayes nets. She introduced a method for using the partial derivative to yield a first-order approximation of the effect of varying a single probability parameter. While her method requires considerably less computation than the brute-force approach, it provides insight only in the effect of a small variation of a probability; a larger variation will rapidly break the technique down [9] .
Because of the computational difficulty inherent in undertaking a complete one-way sensitivity analysis, attention has been directed to using the graphical structure of the network to determine independences of each probability to the output and to then to use this information to eliminate the varying of probabilities that will not change the output [3] . Some recent progress has also been made in developing a methodology for n-way sensitivity analysis which requires fewer outward propagations of the network to determine upper and lower bounds on the probabilities [8] .
However, Henrion et al. have found that diagnostic performance with Bayesian belief networks is often surprisingly insensitive to imprecision in the numerical probabilities [7] . Therefore it makes sense to consider how the probability data is obtained in a given application in choosing a technique for evaluating the robustness of the output. In the case in which two or more experts are consulted to determine probabilities, each of their estimates of each of the probabilities in the Bayes net may differ, giving two different Bayes nets on the same graph. Thus, we consider when two Bayes nets on the same graph are equivalent relative to a given planning algorithm.
The notion of robustness in the sensitivity analysis literature that is closest to ours is that of Pradhan, et al., who consider the experimental effects of varying all of the parameters at once [10] . This is called uncertainty analysis by Kjaelrulff and van der Gaag [8] and is also considered by Henrion, et al. [7] . Our work differs from theirs in three key aspects: we consider planning, rather than inference and introduce planning into the problem explicitly; we consider the algorithmic complexity of determining robustness, and we compare two explicit sets of probabilities, rather than varying the parameters of one.
Integration of Probabilistic Information
The problem of integration of probabilistic information that served as a starting point for this work has been looked at by researchers in a variety of different fields of computer science and statistics. Several different methods have been proposed, most of which fall into one of the two categories: (i) integration techniques for specific problems and (ii) so called "toolbox" approaches. Examples of the former include the work of Druzdzel and Diez [6] and Thurston and Ibrahim [11] . In [6] the problem of combining the knowledge from different sources when building Bayes nets is considered. This problem mirrors ours most closely. Druzdzel and Diez gave a detailed analysis of the integration problem for a particular Bayesian model. On the other hand, our work here looks at the problem of determining under which conditions there is no need to apply complex data integration methods.
An example of a "toolbox" approach is the work of Dekhtyar, Ross and Subrahmanian on combining probabilities in Temporal Probabilistic databases [5] . They introduce a special compaction operation whose purpose is to combine together the probabilities from different probability distributions. This operation is parameterized by the actual combination function that dictates how the probability integration should proceed. Users are allowed to define their own combination functions to be used in the system. While more flexible, this approach factors the problem of developing the actual integration methods out of the Temporal Probabilistic database framework.
Discussion
The question of whether two sets of probability distributions for a Bayes net structure are equivalent (in any sense) is a natural one, and one that anyone building Bayes nets must address at some point. We have considered equivalence of Bayes nets with respect to planning. Although this question has been addressed in terms of sensitivity analysis, we are not familiar with any work that compares entire sets of conditional probability tables at once in the context of planning. This might be explained by our results, namely, that it is computationally infeasible (in the general case) to do so. However, Section 5 offers the first glimmerings of hope that this problem might in fact be tractable for some cases that occur in real life.
Because there are a growing number of heuristics for NP-and coNP-complete problems, and at least some heuristics for NP PP -complete problems, there is an additional hope that the equivalence problems described here might be approachable heuristically. Future work could include an extension of the results in Section 5, heuristics for these equivalence problems, and further consideration of the notion of equivalence with respect to planning for Bayes nets.
