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We discuss the question whether a (complete) parallel submanifold M of a Riemannian
symmetric space N is an (extrinsically) homogeneous submanifold, i.e. whether there exists
a subgroup of the isometries of N which acts transitively on M . In a previous paper, we
have discussed this question in case the universal covering space of M is irreducible. It is
the subject of this paper to generalize this result to the case when the universal covering
space of M has no Euclidian factor.
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1. Introduction
Given a Riemannian symmetric space N (brieﬂy called “symmetric space”) and an isometric immersion f :M → N , we
let TM , T N , ⊥ f , h : TM × TM → ⊥ f and S : TM × ⊥ f → TM denote the tangent bundles of M and N , the normal bundle,
the second fundamental form and the shape operator of f , respectively. Then TM and T N are equipped with the Levi-
Civita connections ∇M and ∇N , respectively, whereas on ⊥ f there is the usual normal connection ∇⊥ (obtained through
projection). The equations of Gauß and Weingarten state that
∇N X T f Y = T f
(∇M XY
)+ h(X, Y ) and ∇N Xξ = −T f
(
Sξ (X)
)+ ∇⊥Xξ (1)
for all X, Y ∈ Γ (TM), ξ ∈ Γ (⊥ f ). On the vector bundle B of ⊥M-valued symmetric bilinear forms on TM , there is a
connection induced by ∇M and ∇⊥ in a natural way, often called “Van der Waerden–Bortolotti connection”, characterized
as follows: For every curve c : R → M, every parallel section b : R → B along c and any two parallel sections X, Y : R → TM along c,
the curve t → b(X(t), Y (t)) is a parallel section of ⊥ f along c.
Deﬁnition 1.1. f is called parallel if its second fundamental form h is a parallel section of B.
Surprisingly, not much is known so far about parallel isometric immersions in general. Only the special case of the
“symmetric submanifolds” (in the sense of [2,10] and [11]) of the symmetric spaces is perfectly well understood (cf. [1,
Ch. 9.3]). Clearly, every symmetric submanifold is an (extrinsically) homogeneous submanifold. Therefore, it seems to be
a natural question whether even a parallel submanifold of a symmetric space is a homogeneous submanifolds (but not
necessarily a symmetric submanifold).
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For a simply connected symmetric space N let I(N) denote its isometry group (which is naturally a Lie group according
to [3, Ch. IV]). Given a subset M ⊂ N , suppose that there exists a connected Lie subgroup G ⊂ I(N) and some p ∈ M such
that M is equal to the orbit Gp. Then M is actually a submanifold of N ,1 called a homogeneous submanifold. The following
stronger concept was already used in [5]:
Deﬁnition 1.2. Let M be a quasiregular submanifold of N (see footnote 1). We say that M has extrinsically homogeneous
(tangent) holonomy bundle if there exists a Lie subgroup G ⊂ I(N) which leaves M invariant and some p ∈ M such that for
every curve c : [0,1] → M with c(0) = p there exists some g ∈ G with
• g(p) = c(1),
• and the parallel displacement along c is given by
( 1‖
0
c
)M = T p g|T pM : T pM → Tc(1)M. (2)
By deﬁnition, every submanifold with extrinsically homogeneous holonomy bundle is a homogeneous submanifold.
Recall that for every simply connected symmetric space M there exists a non-negative integer r, a Euclidian space M0
and simply connected irreducible symmetric spaces Mi (i = 1, . . . , r) such that M ∼= M0 × · · · × Mr . This intrinsic product
structure of M is uniquely determined (up to permutation of the factors) and called the “de Rham decomposition” of M .
Hence there exist canonical foliations Li ⊂ M whose leafs Li(p) are the “product slices” {p1} × · · · × Mi × · · · × {pr} through
p = (p0, . . . , pr) ∈ M0 × · · · × Mr for i = 0, . . . , r. If M0 is trivial, then we say that “M has no Euclidian factor”.
Furthermore, recall that N is called of compact or non-compact type if the Killing form of i(N) restricted to p is strictly
negative or strictly positive, respectively (see [3, Ch. V, § 1]), and that an intrinsically ﬂat, totally geodesic submanifold of
the symmetric space N is shortly called a ﬂat.
Theorem 1.3 (Main theorem). Let M be a simply connected symmetric space without Euclidian factor, M1 × · · · × Mr be its de Rham
decomposition and assume that dim(Mi) 3 holds for each i = 1, . . . , r. Let Li denote the foliation which is induced by the intrinsic
product structure of M for i = 1, . . . , r. Then for every parallel isometric immersion f deﬁned from M into a symmetric space N of
compact or non-compact type and each p ∈ M the following assertions are equivalent:
(a) f (Li(p)) is not contained in any ﬂat of N for i = 1, . . . , r and some p ∈ M.
(b) f (M) is a homogeneous submanifold.
(c) f (M) is a submanifold with extrinsically homogeneous holonomy bundle.
In case M is irreducible we have r = 1 and M = L1(p); then we regain [5, Theorem 1.5].
Corollary 1.4. In the situation of Theorem 1.3, if dim(Mi) is larger than or equal to the rank of N for i = 1, . . . , r, then f (M) has
extrinsically homogeneous holonomy bundle.
It is known that every homogeneous submanifold is complete and that the universal covering space of every complete
parallel submanifold of M is a symmetric space. Furthermore, in the situation of Theorem 1.3, note that the assumptions
made on M say precisely that M does not split off (intrinsically) a factor of dimension one or two. Therefore:
Corollary 1.5. Let N be a symmetric space of compact or non-compact type. Then every homogeneous parallel submanifold of N which
does not split off (not even locally) a factor of dimension one or two has extrinsically homogeneous holonomy bundle.
Furthermore, according to [6, Theorem 7], for every (possibly not complete) parallel submanifold Mloc ⊂ N there exists
a simply connected symmetric space M , an open subset U ⊂ M and a parallel isometric immersion f : M → N such that
f |U : U → Mloc is a covering. We immediately obtain:
Corollary 1.6. Let N be a symmetric space of compact or non-compact type and Mloc be a (possibly not complete) parallel submanifold
of N which does not split off (not even locally) a factor of dimension one or two. If none of the (possibly only locally deﬁned) product
slices of Mloc through some point is contained in any ﬂat of N, then Mloc is an open part of a parallel submanifold with extrinsically
homogeneous holonomy bundle.
1 However, M is not necessarily “embedded”, i.e., its topology may be strictly ﬁner than the induced topology (cf. [1, p. 7]). But one can show that M is
“quasiregular” (cf. [12, p. 17/18]).
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space M without Euclidian factor (as above) into a symmetric space N . Based on a decomposition theorem for the “ﬁrst
normal bundle” F (see Deﬁnition 2.5 and Theorem 2.6), we derive the fact that the isometric immersion f i := f |Li(p) is
parallel, too (see Corollary 2.9). Furthermore, we deﬁne the (second) “osculating space” Op f := T pM ⊕Fp and we ﬁnd that
there exists a grading on so(Op f ) over the Abelian group
⊕r
i=1 Z2 (see Section 3). Consequently, we will see that (12)
deﬁnes even a decomposition into curvature invariant subspaces of T pN for each p ∈ M (see Corollary 3.5). We can also
show that there exist r distinguished, pairwise commuting ∇N -parallel vector bundle involutions on the (second) “osculating
bundle” O f = TM ⊕F (see Theorem 4.1). Again, the last result strongly inﬂuences the structure of the “extrinsic” holonomy
Lie algebra of O f (see Deﬁnition 5.1); thus we obtain a reﬁnement of [4, Theorem 5.2] (see Theorem 5.2). With these
preparations, the proof of the main result is given in Section 6.
For the proof of Theorem 1.3, one should note that the implications “(c) ⇒ (b)” and “(b) ⇒ (a)” are not very diﬃcult to
prove. The non-trivial part is (a) ⇒ (c). Thereby, one should note the following: As mentioned already before, the case M
when is irreducible is covered by means of [5, Theorem 1.5]. Therefore, in case (a) is given, we already know that f i (see
above) is a covering onto a submanifold with extrinsically homogeneous holonomy bundle. However, it does not immediately
follow that even f (M) has extrinsically homogeneous holonomy bundle. Therefore, we will use a similar approach as in [5];
namely, we will deﬁne an so(Op f )-valued 1-form on T pM , denoted by h, which is build from hp and Sp (see (22)), and
we will prove that
∀x ∈ T pM: h(x) ∈ h (3)
holds, where h denotes the “extrinsic” holonomy Lie algebra of O f ; then assertion (c) implicitly follows (cf. [5, Proof of
Theorem 1.5]).
2. The canonical decomposition of the ﬁrst normal bundle
Let M be a simply connected symmetric space without Euclidian factor whose isometry group and its connected com-
ponent are denoted by I(M) and I(M)0, respectively.
Deﬁnition 2.1. A homogeneous vector bundle over M is a pair (E,α) where τ :E → M is a vector bundle and α : I(M)0 ×E →
E is an action through ﬁberwise linear isomorphisms such that the bundle projection of E is equivariant, i.e.
∀v ∈ E: τ (α(g, v))= g(τ (v)). (4)
In the situation of the last deﬁnition, we ﬁx some p ∈ M and let K denote the isotropy subgroup of I(M)0; then
I(M)0 → M, g → g(p) (5)
is a principal ﬁber bundle with structure group K and E is a vector bundle associated therewith via
I(M)0 ×Ep → E, (g, v) → α(g, v). (6)
Let M be as before and f :M → N be a parallel isometric immersion into a symmetric space N . Let F denote the ﬁrst
normal bundle of f , i.e.
F :=
⋃
p∈M
{
h(x, y)
∣∣ x, y ∈ T pM
}
R
. (7)
Then F is a parallel vector subbundle of ⊥ f .
Proposition 2.2. (See [4, Proposition 4.8].) There exists an action α : I(M)0 × F → F through isometric, ∇⊥-parallel vector bundle
isomorphisms characterized by
α
(
g,h(x, y)
)= h(T p gx, T p gy) (8)
for all x, y ∈ T pM and g ∈ I(M)0 . Thus (F,α) is a homogeneous vector bundle over M.
Let (E,α) be any homogeneous vector bundle over M and i(M) denote the Lie algebra of I(M). The Cartan decomposition
i(M) = k ⊕ p induces a distinguished connection ∇E , called the canonical connection. Then γ (t) := exp(t X) is a geodesic of
M and the parallel displacement along γ is given by
∀v ∈ Ep :
( 1‖
0
γ
)∇E
v = α(exp(t X), v) (9)
for each X ∈ p (cf. [8, Ch. X], [5, Appendix A]).
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∇⊥ is the canonical connection on F.
Proof. Let X ∈ p and ξ ∈ Fp be given. It suﬃces to show that the parallel displacement of ξ described in (9) (with E := F)
is equal to the parallel displacement with respect to ∇⊥ .
For this: Since Fp is spanned by the values of the second fundamental form, we can assume that ξ = h(x, y) holds
for certain x, y ∈ T pM . Since M is a symmetric space, ∇M is the canonical connection of TM (see [8, Ch. XI]), hence, in
accordance with (9) (with E := TM), the parallel displacement of x and y in TM along γ (t) := exp(t X)(p) is given by
T p exp(t X)x and T p exp(t X)y for each X ∈ p, respectively. Therefore,
α
(
exp(t X), ξ
) (8)= h(T exp(t X)x, T exp(t X)y)
is the parallel displacement of ξ along c with respect to ∇⊥ (since h is a parallel section of B). 
Lemma 2.4. Let M be a simply connected symmetric space without Euclidian factor and (E,α) be a homogeneous vector bundle
over M. Let ∇E denote the corresponding canonical connection. Let p ∈ M be a ﬁxed point and K denote the corresponding isotropy
subgroup of I(M)0 . Assigning to each ∇E-parallel section s its value s(p) ∈ Ep induces a one–one correspondence
parallel sections of E ↔ K-invariant elements of Ep . (10)
The proof of this lemma is left to the reader.
Let M be a simply connected symmetric space without Euclidian factor, M1 × · · · × Mr be the de Rham decomposition
and f : M → N be a parallel isometric immersion. Then we have the various product slices Li(p) through each p ∈ M and
the corresponding distributions Di on M for i = 1, . . . , r.
Deﬁnition 2.5. We introduce the vector subbundles of F (see (7)) which are given by
F
i j :=
⋃
p∈M
{
h(x, y)
∣∣ (x, y) ∈ Dip × D jp
}
R
for i, j = 1, . . . , r. (11)
Furthermore, we set F˜ :=∑ri=1 Fii , we let F denote the maximal ﬂat subbundle of F and Fip denote the orthogonal com-
plement of Fp ∩ Fiip in Fiip for each p ∈ M .
Theorem 2.6. Let f :M → N be a parallel isometric immersion from a simply connected symmetric space without Euclidian factor. Let
M1 × · · · × Mr be the de Rham decomposition and F, Fi j , F˜ be the vector bundles over M deﬁned above. Then we have:
(a) The linear spaces Fi jp and F
kl
p are pairwise orthogonal for each p ∈ M and i, j = 1, . . . , r with i = j, {i, j} = {k, l}. Therefore,
F = F˜⊕
⊕
1i< jk
F
i j (12)
is a ﬁberwise orthogonal decomposition into ∇⊥-parallel vector subbundles.
(b) The linear spaces Fp and F
i
p are pairwise orthogonal for each p ∈ M and i = 1, . . . , r. The same is true for Fip and F jp with i = j.
Furthermore, Fp ⊂ F˜p for each p ∈ M; hence
F˜ = F ⊕
r⊕
i=1
F
i
is a ﬁberwise orthogonal decomposition into ∇⊥-parallel vector subbundles, too.
Proof. Obviously, Fi j , F˜, F (and hence also Fi) are parallel vector subbundles of F. We keep some p = (p1, . . . , pr) ∈ M
ﬁxed and let K denote the isotropy subgroup of I(M); therefore, according to Lemma 2.4, Fi j , F˜p , F

p and F
i
p are K -invariant
subspaces of Fp .
For (a): Clearly,
Fp = F˜p +
∑
1i< jr
F
i j
p . (13)
Let i, j,k, l with i = j and {i, j} = {k, l} be given; it remains to show that Fi jp⊥Fklp holds.
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the isotropy subgroups of I(Mi)0 at pi for i = 1, . . . , r. Then, by means of the uniqueness of the de Rham decomposition,
I(M)0 ∼= I(M1)0 × · · · × I(Mr)0, (14)
K ∼= K1 × · · · × Kr . (15)
Hence, on the one hand, we have the action of Ki on Fp on Fklp and F
i j
p .
On the other hand, Ki acts irreducibly and non-trivially on Dip by means of the isotropy representation for i = 1, . . . , r
(since Mi is an irreducible symmetric space). Therefore, the “exterior tensor product” Dip ⊗ D jp (see Deﬁnition A.5) is iso-
morphic (as a Ki-module) to the direct sum of mj copies of Dip (where mj denotes the dimension of M j). Therefore, and
since h : Dip ⊗ D jp → Fi jp is a surjective homomorphism in accordance with (8), straightforward arguments show that also Fi jp
decomposes into a direct sum of non-trivial and irreducible Ki-invariant subspaces. On the other hand, since i is different
from both k and l, Ki acts trivially on Dkp ⊗ Dlp . Hence Ki acts trivially on Fklp , too, because of (8). Thus Fi jp ⊥Fklp , as an
application of Schur’s Lemma.
For (b): It suﬃces to show that
F

p ⊂ F˜p, (16)
F

p ⊥Fip for i = 1, . . . , r, (17)
F
i
p ⊥F jp for i = j. (18)
For this: Since M is simply connected, the maximal ﬂat subbundle of F is pointwise spanned by the parallel sections
of F. Hence parallel sections of F correspond uniquely to K -invariant elements of Fp , according to Lemma 2.4. Therefore,
F

p is the maximal subspace of Fp on which K acts trivially. Since we have already seen in the proof of part (a) that F
i j
p is
isomorphic to a direct sum of non-trivial and irreducible Ki-modules, it follows as before that F

p ⊥Fi jp for all i = j; now
part (a) implies that (16) holds.
Let Fiip = W0 ⊕ W1 ⊕ · · · ⊕ Wl be a decomposition into invariant subspaces such that W0 is a trivial Ki-module and that
Wk is an irreducible and non-trivial Ki-module for k = 1, . . . , l. Then W0 = Fp ∩ Fiip holds, since K j acts trivially on Fiip for
j = i anyway, according to (8). Therefore, Fip is given by W1 ⊕· · ·⊕Wl and (17) follows (again by means of Schur’s Lemma).
Finally, since Ki acts trivially on F
j
p for i = j, we obtain from a similar argument that (18) holds. 
Example 2.7. Let positive integers l,m,n with n+ 1= (l+ 1)(m+ 1) be given and consider the parallel isometric immersion
f :CPl ×CPm → CPn ,
([z0 : · · · : zl], [w0 : · · · : wm]
) → [z0w0 : z0w1 : · · · : zlwm] (all possible combinations),
also known as the “Segre embedding” (cf. [1, p. 260]). Note that N := CPn is an irreducible symmetric space. Here all the
product slices of M := CPl ×CPm are totally geodesic submanifolds of N , hence F˜ = 0 and thus F = F1,2.
Lemma 2.8.We have
∀i, j = 1, . . . ,k, xi ∈ Dip, ξ ∈ Fi jp : Sξ xi ∈ D jp . (19)
Proof. For each xk ∈ Dkp with k = j we have
〈Sξ xi, xk〉 = −
〈
h(xi, xk), ξ
〉= 0,
according to Theorem 2.6. Hence Sξ xi ∈ D jp . 
Recall that a linear subspace U ⊂ ToN is called curvature invariant if RN (U ×U ×U ) ⊂ U holds. By means of the Codazzi
equation, T pM is a curvature invariant subspace of ToN for every parallel isometric immersion f : M → N with f (p) = o.
Corollary 2.9. In the situation of Theorem 2.6, the isometric immersion fi := f |Li(p) : Li(p) → N is parallel for each p ∈ M and
i = 1, . . . , r, too. In particular, Dip is a curvature invariant subspace of ToN.
Proof. Put f i := f |Li(p) : Li(p) → N; then
TqLi(p) = Diq and ⊥q f i =
⊕
D jq ⊕ ⊥q f ,j =i
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h|Diq×Diq for each q ∈ Li(p); hence the ﬁrst normal bundle of f i is given by Fii |Li(p) (pullback of Fii to Li(p)). We claim that
∇⊥ coincides on Fii |Li(p) with the usual normal connection of f i .
For this: Let ξ be a section of Fii along Li(p). Then we have ∇NX ξ = ∇⊥X ξ − Sξ (X), where ∇⊥X ξ again is a section of
F
ii along Li(p) (because Fii is a parallel vector subbundle of F) and Sξ (X) again is a section of Di along Li(p), according
to Lemma 2.8. Therefore, by means of the Weingarten equation, the covariant derivative of ξ with respect to the normal
connection of ⊥ f i is given by ∇⊥X ξ .
Now let c : R → Li(p) be a curve and X, Y be parallel sections of T Li(p) along c. Then c is a curve into M and X, Y are
parallel sections of TM along c, too. Hence t → ξ(t) := h(X(t), Y (t)) deﬁnes a parallel section of Fii along c, and hence, by
the previous, ξ is also a parallel section of ⊥ f i with respect to the usual normal connection of f i . Therefore, f i is a parallel
isometric immersion. 
3. The canonical grading of so(Op f )
Let f : M → N be a parallel isometric immersion from a simply connected Riemannian symmetric space without Euclid-
ian factor and M ∼= M1 × · · · × Mr be the de Rham decomposition. In the following, we suppress the injective vector bundle
homomorphism T f : TM → f ∗T N; for convenience, the reader may assume that M is a submanifold of N and f = ιM . Then
the pull-back bundle f ∗T N := M ×N T N (which is a vector bundle over M) splits as TM ⊕⊥ f and ∇N deﬁnes a connection
on f ∗T N in a natural way. There is a second connection on f ∗T N , deﬁned as follows:
Deﬁnition 3.1. The split-connection is the linear connection ∇sp := ∇M ⊕ ∇⊥ on f ∗T N .
The linear space Op f := T pM ⊕ Fp is a subspace of T f (p)N , usually called the (second) “osculating space” at p. Recall
that the second osculating bundle
O f := TM ⊕ F (20)
is both a parallel and a split-parallel vector subbundle of f ∗T N (since f is parallel). In particular,
∀p ∈ M, x, y ∈ T pM: RN(x, y)(Op f ) ⊂ Op f and Rsp(x, y)(Op f ) ⊂ Op f (21)
where Rsp denotes the curvature tensor of ∇sp.
Let h : T pM → so(Op f ) be the linear map deﬁned by
∀x, y ∈ T pM, ξ ∈ ⊥1pM: h(x)(y + ξ) := −Sξ x+ h(x, y) (22)
for each p ∈ M . Now, the equations of Gauß and Weingarten are given on O f by
∀X ∈ Γ (TM), S ∈ Γ (O f ): ∇N X S = ∇spX S + h(X)S. (23)
In the same way, the combined equations of Gauß, Codazzi and Ricci for the curvature are given on O f by
∀x, y ∈ T pM: RN(x, y)
∣∣Op f = Rsp(x, y)
∣∣Op f +
[
h(x),h(y)
]
. (24)
Keeping some p ∈ M ﬁxed, we set V := Op f . For each subspace W ⊂ V we let σW : V → V denote the reﬂection in W⊥ ,
i.e. σW |W = Id, σW |W⊥ = −Id. Then the induced map Ad(σW ) : so(V ) → so(V ), A → σW ◦ A ◦σW is a linear involution on
so(V ). More speciﬁcally, let i ∈ {1, . . . , r} be given, and let σ i ∈ O(V ) denote the reﬂection in the subspace of V which is
given by
Dip ⊕
⊕
j =i
F
i j
p .
Then, according to Theorem 2.6,
∀x ∈ Dip : σ i(x) = −x, (25)
∀ j = i, x ∈ D jp : σ i(x) = x, (26)
∀ j = i, ξ ∈ Fi jp : σ i(ξ) = −ξ, (27)
∀ξ ∈ F˜p : σ i(ξ) = ξ, (28)
∀k = i, l = i, ξ ∈ Fklp : σ i(ξ) = ξ. (29)
Therefore, σ i(T pM) = T pM , σ i(Fp) = Fp ; moreover
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(
σ i x,σ i y
)= σ ih(x, y), (30)
∀i, j = 1, . . . , r: σ i ◦ σ j = σ j ◦ σ i . (31)
Deﬁnition 3.2. Let A denote the Abelian group whose elements are the functions δ : {1, . . . , r} → {0,1} and whose group
structure is given by (δ + )(i) := δ(i) + (i) mod 2Z for all δ,  ∈ A and i = 1, . . . , r. Clearly,
A ∼=
r⊕
i=1
Z2.
Let Ad :O(V ) → Gl(so(V )) denote the adjoint representation and Eig(Ad(σ i), λ) denote the corresponding eigenspace
for each λ ∈ {−1,1} and i = 1, . . . , r. By the above, {Ad(σi)}i=1,...,r is a commuting family of linear involutions on so(V ),
hence so(V )δ :=⋂i=1,...,r Eig(Ad(σ i), (−1)δ(i)) is a common eigenspace of these involutions for each δ ∈ A and there is the
splitting
so(V ) =
⊕
δ∈A
so(V )δ. (32)
Then we have
[
so(V )δ, so(V )
]⊂ so(V )δ+ for all δ,  ∈ A. (33)
In other words, so(V ) carries the structure of an A-graded Lie algebra. Let σ : V → V denote the reﬂection in the ﬁrst
normal space Fp and so(V )± denote the ±1-eigenspace of Ad(σ ); hence so(V ) = so(V )+ ⊕ so(V )− . Then σ = σ 1 ◦ · · · ◦ σ r
and A → Z2, δ → |δ| :=∑ri=1 δ(i) mod 2Z is a group homomorphism; hence
so(V )+ =
⊕
|δ|=0
so(V )δ, (34)
so(V )− =
⊕
|δ|=1
so(V )δ. (35)
In this way, so(V ) may be also seen as a Z2-graded Lie algebra.
Lemma 3.3.
(a) Let 0 denote the zero-function on {1, . . . , r}. Then
so(V )0 =
{
A ∈ so(V )+
∣∣ A(Dip
)⊂ Dip and A
(
F
i j
p
)⊂ Fi jp for all i, j = 1, . . . , r with j = i
}
. (36)
(b) Let δi : {1, . . . , r} → {0,1} denote the characteristic function of {i} and put so(V )i := so(V )δi . Then
so(V )i =
{
A ∈ so(V )−
∣∣ A(Dip
)⊂ F˜p and A
(
D jp
)⊂ Fi j(p) for all j = i}, hence (37)
h(x) ∈ so(V )i for all x ∈ Dip and i = 1, . . . , r. (38)
(c) Put so(V )i j := so(V )δi+δ j for all i = j. Then, besides (21),
∀(x, y) ∈ Dip × D jp: RN(x, y)
∣∣
V ∈ so(V )i j (i = j), (39)
∀x, y ∈ Dip : RN(x, y)
∣∣
V ∈ so(V )0. (40)
Proof. Using (25)–(29), the proof of parts (a) and (b) is straightforward. Then (38) immediately follows from (22) and (37).
For (39) and (40): Note that the curvature tensor of the split-connection on f ∗T N is given by Rsp(x, y) = RM(x, y) ⊕
R⊥(x, y) for all x, y ∈ T pM , hence Rsp(x, y)(V ) ⊂ V and Rsp(x, y)|V ∈ so(V )0 for all x, y ∈ T pM as a consequence of (36)
and since (7) and (11) deﬁne parallel vector subbundles of ⊥ f . Using also (24) and (38), Eq. (40) now follows. Moreover,
in case i = j, RM(x, y) = 0 for all (x, y) ∈ Dip × D jp , hence, using a second-order tensorial property of h usually known as
“semiparallelity”, RBh = 0, i.e. (see [6, Eq. (5) and Proposition 2])
∀x1, y1, x2, y2 ∈ T pM: R⊥(x1, y1)h(x2, y2) = h
(
RM(x1, y1)x2, y2
)+ h(x2, RM(x1, y1)y2
)= 0,
we hence see that R⊥(x, y)|Fp = 0 for all (x, y) ∈ Dip × D jp . Consequently, RN (x, y)|V = [h(x),h(y)] for all (x, y) ∈ Dip × D jp ,
according to (24); therefore, and by means of arguments given before, Eq. (39) follows. 
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According to [4, Proposition 3.12], for every parallel isometric immersion f : M → N with f (p) = o, the curvature endo-
morphism
RN(ξ,η): ToN → ToN, v → RN(ξ,η)v
satisﬁes
RN(ξ,η)(V ) ⊂ V , (41)
RN(ξ,η)
∣∣
V ∈ so(V )+ (42)
for each p ∈ M and all ξ,η ∈ Fp . In particular, Fp is a curvature invariant subspace of ToN , cf. [4, Corollary 3.13].
Theorem 3.4. Let N be a symmetric space and f :M → N be a parallel isometric immersion from a simply connected Riemannian
symmetric space without Euclidian factor and M ∼= M1 × · · · × Mr be the de Rham decomposition. If ξ,η ∈ Fi jp or ξ,η ∈ F˜p (see
Deﬁnition 2.5), then, besides (41),
RN(ξ,η)
∣∣
V ∈ so(V )0. (43)
Proof. According to [4, Lemma 3.9], the following equation holds on V for each p ∈ M and all x1, . . . , x4 ∈ T pM:
[
h(x1),
[
h(x2), R
N(x3, x4)
]]= RN(h(x1)h(x2)x3, x4
)+ RN(x3,h(x1)h(x2)x4
)
+ RN(h(x1)x3,h(x2)x4
)+ RN(h(x2)x3,h(x1)x4
)
. (44)
Using that RN (h(x j, xi),h(xi, x j)) = 0 (because of the symmetry of hp), (44) in particular implies that for all xi, yi ∈ Dip
and x j, y j ∈ D jp
RN
(
h(xi, xi),h(y j, y j)
)= [h(xi),
[
h(y j), R
N(xi, y j)
]]− RN(h(xi)h(y j)xi, y j
)− RN(xi,h(xi)h(y j)y j
)
, (45)
RN
(
h(xi, x j),h(yi, y j)
)= [h(xi),
[
h(y j), R
N(x j, yi)
]]− RN(h(xi)h(y j)x j, yi
)− RN(x j,h(xi)h(y j)yi
)
− RN(h(xi, yi),h(x j, y j)
)
(46)
holds on V . Furthermore, Eqs. (19) and (22) imply that
h
(
Dip
)
h
(
D jp
)(
Dip
)= h(Dip
)
h
(
Dip, D
j
p
)⊂ D jp, (47)
h
(
Dip
)
h
(
D jp
)(
D jp
)= h(Dip
)
h
(
D jp, D
j
p
)⊂ Dip (48)
for all i, j = 1, . . . , r.
In order to establish (43), ﬁrst assume that ξ,η ∈ F˜p . Without loss of generality we can assume that there exists (x, y) ∈
Dip × D jp such that ξ = h(x, x), η = h(y, y) (since hp is symmetric). Then (43) is an immediate consequence of (33), (38),
(39), (45), (47) and (48).
Now assume that ξ,η ∈ Fi jp . Using (46) and recalling that RN(h(xi, yi),h(x j, y j)) ∈ so(V )0 (by means of the previous),
Eq. (43) now also follows. 
Corollary 3.5. In the situation of Theorem 3.4, F˜p and F
i j
p are curvature invariant subspaces of ToN for each p ∈ M, o := f (p) and
i, j = 1, . . . , r with i = j. Hence (12) deﬁnes an orthogonal decomposition of the ﬁrst normal space into curvature invariant subspaces
of ToN.
Proof. Use (36) in combination with Theorem 3.4. 
4. Geometry of the second osculating bundle
Let f : M → N be a parallel isometric immersion from a simply connected Riemannian symmetric space without Euclid-
ian factor and M1 × · · · × Mr be its de Rham decomposition.
For each p = (p1, . . . , pr) ∈ M1 × · · · × Mr let σ ip be the direct product map on M1 × · · · × Mr which is given by
IdM1 × · · · × IdMi−1 × σMipi × IdMi+1 × · · · × IdMr , (49)
where σMip denotes the geodesic symmetry of Mi for i = 1, . . . , r. Then σ ip is an involution on M with σ ip(p) = p.i
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parallel subbundle of f ∗T N with respect to both of these connections; thus we have the notions of “parallel” and “split-
parallel” vector bundle involutions on O f along the base map σ ip (i.e. vector bundle homomorphisms F : O f → σ ip∗O f
satisfying F ◦ F = Id).
Theorem 4.1. For each p ∈ M and i = 1, . . . , r, there exists a vector bundle involution on O f along σ ip , characterized as follows:
• Σ ip is parallel and
• Σ ip|Op f is the linear map σ i described by (25)–(29).
Furthermore, Σ ip ◦ Σ jp = Σ jp ◦ Σ ip holds for all i, j.
Remark 4.2. One can show that Σp := Σ1p ◦ · · · ◦ Σrp is the “weak extrinsic symmetry” of O f at p whose existence was
already proved in [4, Theorem 4.1].
4.1. Proof of Theorem 4.1
We will need the following two basic lemmas, whose proof is left to the reader:
Lemma 4.3 (Continuation of Lemma 2.4). Let (E,α) be a homogeneous vector bundle over M and ∇E denote the corresponding
canonical connection. Let p ∈ M be a ﬁxed point and K be the corresponding isotropy subgroup of I(M)0 .
(a) For each σ ∈ I(M), the “pull back bundle” σ ∗E → M (whose total space is the ﬁber product M ×σ E) is a homogeneous vector
bundle over M, too, by means of the action
I(M)0 × σ ∗E → σ ∗E, (g, v) → α(σ ◦ g ◦ σ−1, v).
Moreover, the corresponding canonical connection is the one which is induced by ∇E in the usual way.
(b) If (E˜, α˜) is a second homogeneous vector bundle over M, then the induced vector bundle Hom(E, E˜) is a homogeneous vector
bundle over M, too, by means of the action
I(M)0 ×Hom(E, E˜) → Hom(E, E˜), (g,  :Ep → E˜p) → α˜g |E˜p ◦  ◦ α−1g |Eg(p) .
Moreover, if ∇E˜ denotes the canonical connection of E˜, then the canonical connection on Hom(E, E˜) is the one which is induced
by ∇E and ∇E˜ in the usual way.
Lemma 4.4. Let V ′ be a Euclidian vector space and W ⊂ V ′ be a subspace. Let σ V ′ → V ′ denote the reﬂection in W⊥ and so(V ′) =
so(V ′)+ ⊕ so(V ′)− be the decomposition into the eigenspaces of Ad(σ ). Then the natural map so(V ′)− → L(W ,W⊥), A → A|W is
a linear isomorphism.
Proof of Theorem 4.1. Step 1. Let p be a ﬁxed point and let σ ip be deﬁned according to (49); then σ
i
p(p) = p holds. We will
show that F admits a parallel vector bundle isomorphism I ip along the base map σ
i
p such that
I ip
∣∣
Fp
= σ i∣∣
Fp
, (50)
∀q ∈ M, x, y ∈ TqM: I iph(x, y) = h
(
Tσ ipx, Tσ
i
p y
)
(51)
holds for i = 1, . . . , r.
For this: As a consequence of Lemmas 2.3, 2.4 and 4.3, every parallel vector bundle homomorphism of F along the base
map σ ip uniquely corresponds to a parallel section of E := Hom(F, σ i∗p F), where the latter is seen as a homogeneous vector
bundle equipped with the canonical connection as described in Lemma 4.3. We let K be the isotropy subgroup of I(M)
at p; then Fi jp and F
i j
p are subspaces of Fp which are invariant under the action of K ; hence the linear map σ
i |Fp (deﬁned
by (27)–(29)) is a K -invariant element of Ep . Therefore, according to (10), σ i |Fp uniquely extends to a parallel section I ip of
E, again by means of Lemma 2.4. Then both the base map σ ip and the linear map I
i
p|Fp = σ i |Fp are involutions; hence the
parallelity of I ip implies that I
i
p|Fp is a vector bundle involution. It remains to establish (51):
Let c : [0,1] → M be a curve with c(0) = p and c(1) = q and let X, Y be parallel sections of TM along c with X(1) = x
and Y (1) = y. Consider the two sections S1 and S2 of ⊥1 f along the curve σ ip ◦ c deﬁned by S1(t) := I ip(h(X(t), Y (t)))
and S2(t) := h(Tσ ip X(t), Tσ ipY (t)). Using the parallelity of f and the fact that σ ip is an isometry of M , we see that both S1
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holds.
Step 2. Put Σ ip := Tσ ip ⊕ I ip . Then Σ ip is a split-parallel vector bundle involution along σ ip , and Σ ip|V is the reﬂection σ i
described by (25)–(29). We claim that Σ ip is also parallel:
Eq. (51) in combination with Lemma 4.4 implies that
∀q ∈ M, x ∈ TqM, v ∈ Oq f : Σ ip
(
h(x)v
)= h(Tσ ipx
)(
Σ ip v
)
. (52)
Since Σ ip is split-parallel, (52) combined with the Gauß–Weingarten equation (23) implies that Σ
i
p is parallel, too. The result
follows.
The last assertion of the theorem follows from (31) in combination with the parallelity of Σ ip . 
5. The “extrinsic” holonomy Lie algebra of the second osculating bundle
For every differentiable curve c : [0,1] → N let (1‖
0
c)N denote the parallel displacement in T N along c, i.e.
( 1‖
0
c
)N
S(0) = S(1)
for all parallel sections S : [0,1] → T N along c. In the following, recall that O f is a parallel subbundle of f ∗T N (see
Section 3); hence.
Given a “base point” p ∈ M , we put V := Op f and
Hol(O f ) :=
{( 1‖
0
f ◦ c
)N ∣∣ V : V → V ∣∣ c : [0,1] → M is a loop with c(0) = p
}
⊂ O(V ). (53)
Then Hol(O f ) is the holonomy group of O f with respect to ∇N (see [8, Ch. II and III]).
Deﬁnition 5.1. (See [4].) Let h denote the Lie algebra of Hol(O f ); then h is a subalgebra of so(V ), called the “extrinsic”
holonomy Lie algebra of O f .
Non-surprisingly, the geometric structure of O f described by Theorem 4.1 strongly inﬂuences the structure of h. In [4,
Theorem 5.2], we have already established the splitting h = h+ ⊕ h− with h± := h ∩ so(V )± .
Theorem 5.2.
(a) h is an A-graded subalgebra of so(V ), i.e., there is the splitting
h =
⊕
δ∈A
hδ, (54)
with hδ := h ∩ so(V )δ for each δ ∈ A.
(b) Put h0 := h ∩ so(V )0 and hi := h ∩ so(V )i (see Lemma 3.3) for i = 1, . . . , r. Then hi := h0 ⊕ hi is a Z2-graded subalgebra of h.
Furthermore, we have
[
h(x),hi
]⊂ hi (55)
for each x ∈ Dip and i = 1, . . . , r.
(c) We have RN (x, y)(V ) ⊂ V and RN (ξ,η)(V ) ⊂ V for all x, y ∈ D jp and ξ,η ∈ Fklp or ξ,η ∈ F˜p (k, l = 1, . . . , r); furthermore,
h0 =
r∑
j=1
{
RN(x, y)
∣∣
V
∣∣ x, y ∈ D jp
}
R
+ {RN(ξ,η)∣∣V
∣∣ ξ,η ∈ F˜p
}
R
+
r∑
k,l=1
{
RN(ξ,η)
∣∣
V
∣∣ ξ,η ∈ Fklp
}
R
. (56)
Proof. For (a): Let p be a ﬁxed point, put V := Op f and let σ i denote the reﬂection of V deﬁned by (25)–(29). Then it
suﬃces to show that
Ad
(
σ i
)
(h) = h. (57)
Let Σ ip denote the symmetry of O f described in Theorem 4.1, and let c : [0,1] → M be a loop with c(0) = p. Remember
that Σ ip is a ∇N -parallel vector bundle isomorphism of O f along σ ip with Σ ip |V = σ i , in accordance with Theorem 4.1;
hence
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( 1‖
0
c
)N ∣∣∣
V
=
( 1‖
0
σ ip ◦ c
)N ◦ σ i . (58)
From the last line in combination with (53) we conclude that Hol(O f ) is invariant under group conjugation with σ i ;
thus (57) holds.
For (b): In accordance with [4, Theorem 5.2]
[
h(x),h
]⊂ h (59)
holds for each x ∈ T pM . Now (55) follows as an immediate consequence of part (a) in combination with (38) and the rules
for graded Lie algebras (see (33)).
For (c): First, let us see that r.h.s. of (56) is contained in h0.
For this: We have RN (x, y)(V ) ⊂ V and RN (x, y)|V ∈ h0 for all x, y ∈ D jp and j = 1, . . . , r, because of (40) and the
theorem of Ambrose/Singer (cf. [4, Proof of Theorem 5.2]). Now let ξ ∈ F j jp , η ∈ Fl,lp be given; thereby, we will assume that
there exist (x j, xk) ∈ D jp × Dkp such that ξ = h(x j, x j) and η = h(xk, xk). Then, in accordance with (41) and (43) we have
RN (ξ,η)(V ) ⊂ V and RN (ξ,η)|V ∈ so(V )0; moreover, as a consequence of (45) combined with (59), even RN (ξ,η)|V ∈ h0
holds. Additionally using (46), we obtain the same result for all ξ,η ∈ F jlp and j, l = 1, . . . , r, which proves our claim.
In order to show that (56) holds, it still remains to show that h0 is contained in r.h.s. of (56). For this, we introduce the
following linear subspaces of so(V ),
j0 :=
{
RN(y1, y2)
∣∣
V
∣∣ y1, y2 ∈ T pM
}
R
and j2 :=
{[
h(x1),
[
h(x2),
[
RN(y1, y2)
∣∣
V
]]] ∣∣ x1, x2, y1, y2 ∈ T pM
}
R
.
Then, according to [4, Proof of Theorem 5.2(b)], we have h+ = j0 + j2. By means of (34), h0 ⊂ h+ and, further-
more, using (38)–(39), RN (x j, xk)|V and [h(x j), [h(xk), [RN (xl, xm)|V ]]] are homogeneous elements of degree δ j + δk and
δ j + δk + δl + δm (where δi : {1, . . . , r} → {0,1} denotes the characteristic function of {i} for i = 1, . . . , r), respectively, for
all (x j, xk, xl, xm) ∈ D jp × Dkp × Dlp × Dmp and j,k, l,m = 1, . . . , r. Thus h0 is necessarily generated (as a vector space) by the
following sets,
S jj :=
{
RN(x j, y j)
∣∣
V
∣∣ (x j, y j) ∈ D jp × D jp
}
, (60)
S jkjk :=
{[
h(x j),
[
h(xk),
[
RN(y j, yk)
∣∣
V
]]] ∣∣ (x j, yk), (y j, xk) ∈ D jp × Dkp
}
, (61)
S jjkk :=
{[
h(x j),
[
h(y j),
[
RN(xk, yk)
∣∣
V
]]] ∣∣ (x j, y j) ∈ D jp × D jp, (xk, yk) ∈ Dkp × Dkp
}
(62)
with j,k = 1, . . . , r.
Clearly, S jj is contained in r.h.s. of (56) for all j = 1, . . . , r. Moreover, according to (44),
[
h(x j),
[
h(xk), R
N(y j, yk)
]]= RN(h(x j)h(xk)y j, yk
)+ RN(y j,h(x j)h(xk)yk
)
+ RN(h(x j, y j),h(xk, yk)
)+ RN(h(xk, y j),h(x j, yk)
)
(on V ),[
h(x j),
[
h(y j), R
N (xk, yk)
]]= RN(h(x j)h(y j)xk, yk
)+ RN(xk,h(x j)h(y j)yk
)
+ RN(h(x j, xk),h(y j, yk)
)+ RN(h(y j, xk),h(x j, yk)
)
(on V )
for all (x j, y j) ∈ D jp × D jp, (xk, yk) ∈ Dkp × Dkp ; hence, also using (47) and (48), both S jjll and S jljl are contained in r.h.s.
of (56). This ﬁnishes the proof of (56). 
6. Extrinsic homogeneity of parallel submanifolds
Let f :M → N be a parallel isometric immersion into the symmetric space N . We assume that M is simply connected
without Euclidian factor; let M1 × · · · × Mr be the de Rham decomposition of M . As before, we let Li denote the product
foliation of M and Di := T Li be the corresponding distribution for i = 1, . . . , r. Keeping some p ∈ M ﬁxed, we set W := T pM
and Wi := Dip , then both W and Wi are seen as subspaces of T f (p)N by means of T p f .
Since the curvature tensor of M is parallel and Li(p) is totally geodesic in M , the theorem of Ambrose/Singer implies
that the holonomy Lie algebra of Li(p) is the subalgebra of so(Wi) which is given by
hol
(
Li(p)
) := {RM(x, y)∣∣Wi
∣∣ x, y ∈ Wi
}
R
(63)
for i = 1, . . . , r. Furthermore, since Hol(Li(p)) is connected, Wi is an irreducible hol(Li(p))-module for i = 1, . . . , r.
As before, we put V := Op f and we recall the deﬁnition of the linear spaces so(V )0 and so(V )i (see Lemma 3.3). We
put
so(V )i := so(V )0 ⊕ so(V )i; (64)
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of f (see Deﬁnition 5.1); then hi := h ∩ so(V )i = h0 ⊕ hi is a Z2-graded subalgebra of so(V )i which is normalized by h(x)
for each x ∈ Wi according to Theorem 5.2.
The usual positive deﬁnite scalar product on so(V ) is given by
〈A, B〉 := − trace(A ◦ B); (65)
let Pi : so(V ) → hi denote the orthogonal projection onto hi .
In accordance with (38), we introduce the linear map Ai : Wi → so(V )i given by
Ai(x) := h(x) − Pi
(
h(x)
)
(66)
for each x ∈ Wi and i = 1, . . . , r.
Deﬁnition 6.1. Let V ′ be a Euclidian vector space. For each subset X ⊂ so(V ′) we let c(X) denote its centralizer in so(V ′),
i.e.
c(X) = {A ∈ so(V ′) ∣∣ ∀B ∈ X: A ◦ B = B ◦ A}. (67)
Lemma 6.2. Let Ai(x) be the linear map deﬁned in (66) for each x ∈ Wi and i = 1, . . . , r. We have
Ai(x) ∈ c
(
hi
)∩ so(V )i . (68)
Furthermore, the following is true: Either Ai is an injective map or h(x) ∈ hi holds for each x ∈ Wi.
Proof. For (68): By means of the splitting hi = h0 ⊕ hi and using (55), (37) and (38), we can use the same arguments as
in [5, Proof of Lemma 4.19(a) and (b)].
For the last assertion, we use (55) and (56) in order to repeat the arguments given in [5, Proof of Lemma 4.19(c)]. 
Furthermore, we recall that f i deﬁnes a parallel isometric immersion into N , too (see Corollary 2.9). Hence, by means of
the Codazzi equation, the linear space Wi = T p Li(p) is even a curvature invariant subspace of ToN . Therefore, by virtue of
a result due to E. Cartan,
L¯i(p) := expN(Wi) ⊂ N (69)
is a totally geodesically embedded symmetric space for i = 1, . . . , r. Clearly, the holonomy Lie algebra of L¯i(p) is the subal-
gebra of so(Wi) which is given by
hol
(
L¯i(p)
)= {RN(x, y)∣∣Wi
∣∣ x, y ∈ Wi
}
R
. (70)
Therefore, L¯i(p) is locally irreducible if and only if Wi is an irreducible hol(L¯i(p))-module for i = 1, . . . , r.
Proposition 6.3. Let f :M → N is a parallel isometric immersion deﬁned from a simply connected symmetric space without Euclidian
factor whose de Rham decomposition is given by M1 × · · · × Mr. Suppose that dim(Mi)  3 and L¯i(p) is locally irreducible. Let V
denote the (second) osculating space at p, so(V )i be the linear space deﬁned in Lemma 3.3, hi = ho ⊕ hi be the Z2-graded Lie algebra
from Theorem 5.2 and c(hi) be its centralizer in so(V ) (see (67)). Then we have
dim
(
c
(
hi
)∩ so(V )i
)
 2 (71)
for all i = 1, . . . , r.
The proof of this proposition may be seen as a technical exercise which is carried out in Section 6.1. Furthermore, in
case M is irreducible, we have hi = h and so(V )i = so(V )−; then we regain [5, Proposition 4.20].
Once we take Proposition 6.3 for granted, the proof of Theorem 1.3 is no more very diﬃcult:
Proof of Theorem 1.3. Let f :M → N be a parallel isometric immersion from the simply connected Riemannian product
space M ∼= M1 × · · · × Mr , where Mi is some irreducible symmetric space of dimension at least three for i = 1, . . . , r. In
addition to the assertions (a), (b) and (c) from Theorem 1.3, we introduce two additional assertions, (d) and (e), as follows:
Let h denote the “extrinsic” holonomy Lie algebra of O f (see Deﬁnition 5.1), hi be the subspace h ∩ so(V )i (see Section 3)
and h : T pM → so(ToN) be the linear map from (22).
(d) We have
h(Wi) ⊂ hi (72)
for i = 1, . . . , r.
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We will now prove the chain of implications “(e)⇒ (d)⇒ (c)⇒ (b)⇒ (a)⇒ (e)”; which, in particular, gives the proof of
Theorem 1.3.
For “(e) ⇒ (d)”: Here we have dim(c(hi) ∩ so(V )i) < dim(Mi), as a consequence of Proposition 6.3; hence (68) implies
that the linear map Ai deﬁned by (66) is not injective. But then already Ai = 0 according to Lemma 6.2, i.e. (72) holds.
For “(d) ⇒ (c)”: If (d) holds, then we conclude that (3) holds (since W = ⊕ri Wi and hi is a subalgebra of h); then
part (c) follows as in [5, Proof of Theorem 1.5].
“(c)⇒ (b)” is trivial.
For “(b) ⇒ (a)”: Let M be a symmetric space and f : M → N be an isometric immersion such that there exists a con-
nected Lie subgroup G ⊂ I(N) which acts transitively on f (M); in this situation, one can show that f : M → f (M) is a
covering map and there exists an equivariant Lie group homomorphism τ : G → I(M)0 such that τ (G) acts transitively
on M (the proof is straightforward). We now see from (15) that τ (G) acts transitively on Li(p) and therefore f (Li(p)) is a
homogeneous submanifold of N , too.
By contradiction, now we assume additionally that f (Li(p)) is contained in some ﬂat of N . Since N is of compact or
of non-compact type, every homogenous submanifold of N which is contained in some ﬂat of N , is intrinsically ﬂat, too
(cf. [5, Proposition 4.26]). Hence the previous implies that Li(p) is a Euclidian space. Therefore, Mi is a Euclidian space, too;
a contradiction.
For “(a) ⇒ (e)”: Recall that f i is a parallel isometric immersion deﬁned on the simply connected, irreducible symmetric
space Li(p) (see Corollary 2.9). Therefore, it is known that the symmetric space L¯i(p) is either locally irreducible or a ﬂat
(see [5, Proposition 4.1]). Let us assume, by contradiction, that L¯i(p) is a ﬂat; then even f (Li(p)) is contained in some ﬂat
of N according to [5, Theorem 4.2] (because Li(p) is irreducible). The result follows. 
6.1. Proof of Proposition 6.3
As before, we put V := Op f , W := T pM and Wi := Dip . Using Deﬁnition 2.5, we also set U := Fp , Uij := Fi jp and U˜ := F˜p .
Then we introduce the following subspaces Vij of V for i, j = 1, . . . , r,
Vi := Wi ⊕ U˜ , (73)
Vij := W j ⊕ Uij . (74)
In order to prove (71), recall that
U = U˜ ⊕
⊕
i< j
U i j (75)
is an orthogonal sum decomposition, according to Theorem 2.6. Therefore, and because of (37) and (36), we have
Vi ⊕
⊕
j =i
V i j ⊂ V (as an orthogonal sum), (76)
A(Vi) ⊂ Vi and A(Vij) ⊂ Vij for each A ∈ so(V )i . (77)
Furthermore, the splittings of vector spaces (73), (74) induce the splittings so(Vi) = so(Vi)+ ⊕ so(Vi)− and so(Vij) =
so(Vij)+ ⊕ so(Vij)− (cf. (34) and (35)) such that, as a consequence of (37),
so(V )i → so(Vi) ⊕
⊕
j =i
so(Vij)−, A → A|Vi ⊕
⊕
j =i
A|Vij is an isomorphism. (78)
Then (76), (77) and (78) imply that
c
(
hi
)∩ so(V )i ∼= c
(
hi
∣∣
Vi
)∩ so(Vi)− ⊕
⊕
j =i
c
(
hi
∣∣
Vij
)∩ so(Vij)−.
Moreover, we claim that the following estimates are valid,
dim
(
c
(
hi
∣∣
Vi
)∩ so(Vi)−
)
 2, (79)
c
(
hi
∣∣
Vij
)∩ so(Vij)− = {0} for j = i; (80)
now (71) follows from (80) and (79). The proof of (80) and (79) is given in Sections 6.1.1 and 6.1.2.
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I(N)0 at p,ρ : K → T pM be the isotropy representation and α : K × F → F be the action described by (8). Recall that
K ∼= K1 × · · · × Kr , see (15). Then Ki × K j acts orthogonally on the linear space Uij (see above) via α.
Proposition 6.4. Only one of the following three cases can occur:
• Uij = {0}.
• The dimension of Uij is at least 1/2mim j and Ki × K j acts irreducibly on Uij .
• There is the splitting Uij = U ′ ⊕ U ′′ into two irreducible Ki × K j-submodules of the same dimension 1/2mim j .
Furthermore, a decomposition of Uij into irreducible Ki × K j-submodules is unique (up to isomorphy).
Proof. First, note that the isomorphy types and the multiplicities of the irreducible submodules occurring in a decompo-
sition of a module are uniquely determined (cf. [9, Ch. XVII, Proposition 1.2]). Furthermore, according to Lemma A.6, the
induced action of Ki × K j on Wi ⊗ W j is either irreducible or Wi ⊗ W j is the direct sum of two irreducible invariant
subspaces of the same dimension 1/2mim j . Since the linear map  := hp : Wi ⊗ W j → Uij is a homomorphism, its kernel is
an invariant submodule of Wi ⊗W j , i.e. hp is the trivial map or its kernel is an irreducible invariant subspace of dimension
1/2mim j or  is injective. By the fundamental theorem on homomorphisms, since  is surjective, by deﬁnition, it follows
that either Uij = {0} or Uij is irreducible and of dimension at least 1/2mim j or Uij is the direct sum of two irreducible
invariant subspaces of the same dimension 1/2mim j . 
We recall that Fi jq is a curvature invariant subspace of T f (q)M for each q ∈ M (Corollary 3.5). Hence, on the one hand, as
q varies over M ,
R˜ :Fi jq × Fi jq × Fi jq → Fi jq , (ξ1, ξ2, ξ3) → RN(ξ1, ξ2)ξ3 (81)
deﬁnes a section of the induced vector bundle
⊗4
F
i j∗ := Fi j∗ ⊗ Fi j∗ ⊗ Fi j∗ ⊗ Fi j . Let the latter be equipped with the
connection which is canonically induced by ∇⊥ .
Lemma 6.5. R˜ is a parallel section.
Proof. For any differentiable curve c : R → M and all sections ξ1, . . . , ξ4 of Fi j along c, the function f (t) := 〈RN (ξ1(t),
ξ2(t))ξ3(t), ξ4(t)〉 is constant according to [4, Proposition 3.14]. The result follows. 
On the other hand, using arguments as given already in Section 6, we now see that
M˜ := expN(Uij) ⊂ N (82)
is also a totally geodesically embedded symmetric space and R˜ p is the curvature tensor of M˜ at p. Hence, on the analogy
of (70), the holonomy Lie algebra of M˜ is the subalgebra of so(Uij) which is given by
hol(M˜) := {RN(ξ1, ξ2)
∣∣
Uij
∣∣ ξ1, ξ2 ∈ Uij
}
R
. (83)
Let
Uij = U0 ⊕ · · · ⊕ Uk (84)
be an orthogonal decomposition such that U0 is the largest trivial hol(M˜)-submodule of Uij and Ul is an irreducible hol(M˜)-
module for l = 1, . . . ,k. By virtue of the de Rham decomposition theorem, there exists a Euclidian space M˜0 and irreducible
symmetric spaces M˜l (l = 1, . . . ,k) such that the universal covering space of M˜ is isometric to the Riemannian product of
M˜0 ×· · ·× M˜k and that Ul ∼= T p M˜l for l = 0, . . . ,k. Moreover, this de Rham decomposition of M˜ (and hence the linear spaces
Ul) are unique up to a permutation.
Lemma 6.6. The linear space Ul (see (84)) is invariant under the action of Ki × K j on Uij for l = 0, . . . ,k.
Proof. Since R˜ is a ∇⊥-parallel section (see Lemma 6.5) and ∇bot is the canonical connection (see Lemma 2.3), we can
apply Lemma 2.4 to the homogeneous vector bundle
⊗4
F
i j∗ and obtain that R˜(gξ1, gξ2)gξ3 = g R˜(ξ1, ξ2)ξ3 holds for all
ξ1, ξ2, ξ3 ∈ Uij and g ∈ K . Hence g(U0) is also a trivial hol(M˜)-module and hol(M˜) acts irreducibly on g(Ul) for each
g ∈ K and l = 1, . . . ,k, too, in accordance with (83). Also using the uniqueness of the de Rham decomposition, a continuity
argument now shows that g(Ul) = Ul for each g ∈ K and l = 0, . . . ,k. Our result follows. 
As an immediate consequence of Proposition 6.4 and Lemma 6.6, we obtain:
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• Uij is the trivial hol(M˜)-module.
• Uij is an irreducible hol(M˜)-module of dimension at least 1/2mim j .
• There is the splitting Uij = U ′ ⊕ U ′′ into a trivial hol(M˜)-submodule U ′ and an irreducible hol(M˜)-submodule of the same
dimension 1/2mim j .
• There is the splitting Uij = U ′ ⊕ U ′′ into two irreducible hol(M˜)-submodules of the same dimension 1/2mim j .
In the following, we let h0 be the Lie algebra described in Theorem 5.2 and g be any subalgebra of h0. Then (36) implies
that there are induced representations
ρ j :g → so(W j), A → A|W j :W j → W j, (85)
ρi j :g → so(Uij), A → A|Uij :Uij → Uij (86)
for each j = i. Let
Homg(W j,Uij) :=
{
 ∈ Hom(W j,Uij)
∣∣  ◦ A|W j = A ◦  for all A ∈ g
}
(87)
be the space of g-homomorphisms.
Lemma 6.8. The natural isomorphism so(Vij)− → L(W j,Uij) provided by Lemma 4.4 induces the inclusion
c
(
hi
∣∣
Vij
)∩ so(Vij)− ↪→ Homg(W j,Uij). (88)
Proof. Since g ⊂ hi is a subalgebra, we have [A,g] = {0} for each A ∈ c(hi). Now it is straightforward to show that
A|W j :W j → Uij belongs to Homg(W j,Uij) for each A ∈ c(hi) ∩ so(V )i . 
We also recall the following result (cf. [5, Proposition 4.3]):
Lemma 6.9. Let a linear subspace V ′ ⊂ T pN be given. Then the following assertions are equivalent:
(a) V ′ is a curvature isotropic subspace of T pN, i.e. RN |V ′×V ′×V ′ = 0.
(b) expN (V ′) is a ﬂat of N.
(c) The sectional curvature of N vanishes on every 2-plane of V ′ , i.e. 〈RN (v,w)w, v〉 = 0 for all v,w ∈ V ′ .
Proof of (80). According to Lemma 6.8, it suﬃces to show that Homg(W j,Uij) = {0} for some subalgebra g ⊂ h0. Let M˜ be
the totally geodesic submanifold deﬁned by (82). According to Corollary 6.7, we have to distinguish the following four cases:
Case 1: Uij is the trivial hol(M˜)-module, i.e. M˜ is a ﬂat. We recall that g := {RN (x, y)|V | x, y ∈ W j}R is a subspace of h0
(see Theorem 5.2); moreover, g is even a subalgebra of so(V ) (since W j is a curvature invariant subspace of ToN according
to Corollary 2.9). One the one hand, then Uij is even a curvature isotropic subspace of ToN , as a consequence of Lemma 6.9
in combination with (82). Therefore, we have 〈RN (x, y)ξ,η〉 = 〈RN (ξ,η)x, y〉 = 0 for all x, y ∈ W j and ξ,η ∈ Uij , i.e. g acts
trivially on Uij . On the other hand, g acts non-trivially and irreducibly on W j (since L¯ j(p) is locally irreducible, see (70)).
Using Schur’s Lemma, we now conclude that Homg(W j,Uij) = {0}.
Case 2: Uij is an irreducible hol(M˜)-module of dimension at least 1/2mim j . We note that g := {RN (ξ,η)|V | ξ,η ∈ Uij}R ,
is a subalgebra of h0 (now use Corollary 3.5 and Theorem 5.2). Then Eq. (83) implies that the action of g on Uij is ir-
reducible. Therefore, and since, by assumption, 1/2mim j  3/2mj >mj , Schur’s Lemma implies that Homg(Uij,W j) = {0}
holds. Thus Homg(W j,Uij) is trivial, too (since  → ∗ induces an isomorphism Homg(W j,Uij) ∼= Homg(Uij,W j)).
Case 3: There is the splitting Uij = U ′ ⊕U ′′ into a trivial hol(M˜)-submodule U ′ and an irreducible hol(M˜)-submodule U ′′
of the same dimension 1/2mim j . Here we set g := h0. Let λ ∈ Homg(W j,Uij) be given. We claim that λ = 0:
Following the arguments given for Case 2, the linear space g˜ := {RN (ξ,η)|V | ξ,η ∈ U ′′}R is actually a subalgebra of g
and U ′′ is a g˜-invariant subspace of Uij such that Homg˜(W j,U ′′) = {0}. This implies that λ(W j) ⊂ U ′ . Then, repeating the
arguments from Case 1, we see that g¯ := {RN (x, y)|V | x, y ∈ W j}R is a subalgebra of h0 and λ(W j) is a g¯-invariant subspace
of Uij such that Homg¯(W j, λ(W j)) = {0}. We thus conclude that λ = 0 and therefore Homg(W j,Uij) = {0}.
Case 4: There is the splitting Uij = U ′ ⊕ U ′′ into two irreducible hol(M˜)-submodules of the same dimension 1/2mim j .
Again we put g := h0. Let λ ∈ Homg(W j,Uij) be given. We claim that λ = 0.
For this: Repeating an argument from Case 2, we conclude that λ(W j) ⊂ U ′ . Vice versa, we have λ(W j) ⊂ U ′′; therefore,
λ = 0. 
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and let O f |Li(p) and f ∗i T N denote the corresponding pullback bundles; then O f |Li(p) and f ∗i T N both are vector bundles
over Li(p). Moreover, O f |Li(p) ⊂ f ∗i T N is a parallel subbundle; therefore, we can repeat the construction from Section 5 to
obtain the corresponding Holonomy group Hol(O f |Li(p)) with respect to the connection induced by ∇N .
Deﬁnition 6.10. Let h˜i denote the Lie algebra of Hol(O f |Li(p)).
Again, we set V := Op f and let h be the subalgebra of so(V ) introduced in Deﬁnition 5.1. Clearly, h˜i is a subalgebra
of h, hence h˜i ⊂ h ⊂ so(V ) is a sequence of subalgebras.
Proposition 6.11. h˜i is a graded subalgebra of h, i.e.
h˜i =
⊕
δ∈A
h˜i ∩ so(V )δ. (89)
Hence h˜i ⊂ h ⊂ so(V ) is actually a sequence of A-graded subalgebras.
Proof. Let Σ jp denote the symmetries of O f described in Theorem 4.1 for j = 1, . . . , r. Then the base map of Σ jp is the
map σ jp described by (49); in particular, σ
j
p (Li(p)) = Li(p) holds for all j. Therefore, Σ jp induces a parallel vector bundle
involution on O f |Li(p) along the geodesic symmetry of Li(p) (for j = i) or the identity map of Li(p) (in case j = i). Now
we can use the arguments from the proof of Theorem 5.2(a) to deduce our result. 
Let hi be the subalgebra of h which was introduced in Theorem 5.2; then hi is also a subalgebra of so(V )i := so(V )0 ⊕
so(V )i .
Lemma 6.12.
(a) The pullback bundle D j ⊕ Fi j |Li(p) is a parallel subbundle of O f |Li(p) . The same is true for Di ⊕ F˜|Li(p) .
(b) h˜i is already a subalgebra of hi . Hence the splitting (89) gets actually reduced to
h˜i = h˜i ∩ so(V )0 ⊕ h˜i ∩ so(V )i, (90)
and h˜i ⊂ hi ⊂ so(V )i is a sequence of Z2-graded subalgebras.
Proof. For (a): Use the equations of Gauß and Weingarten in combination with Lemma 2.8.
For (b): Because of part (a) combined with (36) and (37), we have h˜i ⊂ so(V )i . The result immediately follows
from (89). 
As before, we set Wi := Dip and U˜ := F˜p ; then Wi ⊕ U˜ is the linear space Vi deﬁned by (73). By means of the previous
lemma, we have A(Vi) ⊂ Vi for each A ∈ h˜i (see also (36), (37)) and hence we can introduce the corresponding centralizer
c(h˜i |Vi ) ⊂ so(Vi) (cf. Deﬁnition 6.1). In particular, part (b) of Lemma 6.12 yields:
Corollary 6.13.We have
c
(
hi
∣∣
Vi
)⊂ c(h˜i∣∣Vi
)
. (91)
As mentioned already in the proof of (80), the vector space g := {RN (x, y)|V | x, y ∈ Wi}R is even a subalgebra of so(V )0.
Thus (36) also implies that there are induced representations,
ρi :g → so(Wi), A → A|Wi :Wi → Wi, (92)
ρ˜ :g → so(U˜ ), A → A|U˜ : U˜ → U˜ . (93)
We introduce the vector space Homg(Wi, U˜ ) (see Section 6.1.1) and consider the splitting so(Vi) = so(Vi)+ ⊕ so(Vi)−
induced by the splitting Vi = Wi ⊕ U˜ . By means of the theorem of Ambrose/Singer, g ⊂ h˜i ; hence we have (on the analogy
of Lemma 6.8)
Lemma 6.14. The natural isomorphism so(Vi)− → L(Wi, U˜ ) provided by Lemma 4.4 induces the inclusion
c
(
h˜i
∣∣
Vi
)∩ so(Vi)− ↪→ Homg(Wi, U˜ ). (94)
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Lemma 6.15.
(a) g acts trivially on U⊥ii .
(b) We have λ(Wi) ⊂ Uii for each λ ∈ Homg(Wi, U˜ ).
Proof. For (a): Let ξ ∈ U⊥ii be given. Using Lemma 2.8, we immediately obtain that Sξ x= 0 for all x ∈ Wi . Hence
∀x, y ∈ Wi :
[
h(x),h(y)
]
ξ = 0. (95)
Because of (95) and the equations of Gauß, Codazzi and Ricci (24), it thus remains to show that
R⊥(Wi × Wi)ξ = {0}. (96)
For this: Let F denote the maximal ﬂat subbundle of F and set U  := Fp . As a consequence of Theorem 2.6,
U⊥ii ⊂ U  +
∑
j =i
U jj . (97)
In case ξ ∈ U  , (96) is trivial. In case ξ ∈ U jj with j = i, we may assume that there exist x j, y j ∈ W j with ξ = h(x j, y j).
Then, using the semiparallelity of h (cf. the proof of Lemma 3.3 (b)), and since M is the Riemannian product of the M j ’s,
R⊥(Wi × Wi)ξ = h
(
RM(Wi × Wi)x j, y j
)+ h(x j, RM(Wi × Wi)y j
)= {0}.
Eq. (96) follows.
(b) is now a consequence of part (a) and arguments given already in the proof of (80). 
Now recall that f i is a parallel isometric immersion, according to Corollary 2.9; then Uii is the ﬁrst normal space and
the linear space Vii = Wi ⊕Uii is the second osculating space of f i at p; note that V ii is a subspace of Vi , by deﬁnition. Let
O f i denote the second osculating bundle of f i and let us apply Deﬁnition 5.1 to deﬁne its extrinsic holonomy Lie algebra
h¯i ; then h¯i is a subalgebra of so(Vii). Furthermore, there is the corresponding centralizer c(h¯i) ⊂ so(Vii) (cf. Deﬁnition 6.1).
Corollary 6.16. There exists an injective map
c
(
h˜i
∣∣
Vi
)∩ so(Vi)− ↪→ c
(
h¯i
)∩ so(Vii)−. (98)
Proof. Let A ∈ c(h˜i |Vi ) ∩ so(Vi)− be given and U⊥ii be deﬁned as in Lemma 6.15. We will show that
A(Wi) ⊂ Uii and A(Uii) ⊂ Wi, (99)
A|U⊥ii = 0, (100)[
A|Vii , h¯i
]= {0}; (101)
hence A → A|Vii gives the desired map (98).
For (99) and (100): On the one hand, we have A(U˜ ) ⊂ Wi (since A ∈ so(Vi)−). On the other hand, A|Wi ∈ Homg(Wi, U˜ )
according to Lemma 6.14, hence A(Wi) ⊂ Uii because of Lemma 6.15. Now (99) follows and, moreover, 〈Au,w〉 =
−〈u, Aw〉 = 0 for all u ∈ U⊥ii , w ∈ Wi . Thus (100) holds.
For (101): Because Vii is the second osculating space of f i at p and since, furthermore, O f i ⊂ O f |Li(p) is a parallel
subbundle as mentioned already before, B(Vii) ⊂ Vii for each B ∈ h˜i and, moreover, h˜i → h¯i, B → B|Vii is a surjective map.
Furthermore, [A, B] = 0 for all B ∈ h˜i . The previous together with (99) obviously implies (101). 
Proof of (79). On the one hand, by means of Corollaries 6.13 and 6.16, there exists a sequence of inclusions,
c
(
hi
∣∣
Vi
)∩ so(Vi)− (91)↪→ c
(
h˜i
∣∣
Vi
)∩ so(Vi)− (98)↪→ c
(
h¯i
)∩ so(Vii)−.
Hence dim(c(hi |Vi ) ∩ so(Vi)−) dim(c(h¯i) ∩ so(Vii)−).
On the other hand, f i is a parallel isometric immersion which is deﬁned on the simply connected, irreducible symmetric
space Li(p) such that, by assumption, the totally geodesic submanifold L¯i(p) (see (69)) is locally irreducible. Therefore,
according to [5, Proposition 4.20], we have dim(c(h¯i) ∩ so(Vii)−) 2. (79) follows. 
T. Jentsch / Differential Geometry and its Applications 29 (2011) 214–232 231Acknowledgements
I want to thank Professor Ernst Heintze for a helpful discussion which lead to Theorem 2.6.
Appendix A. On the exterior tensor product of s-representations
Given a Lie algebra k over R, a Euclidian space V and a representation ρ : k → so(V ), let V C := V ⊕ iV denote the
corresponding “complexiﬁcation” and ρC : k → glC(V C) be the canonically induced representation.
Lemma A.1.
(a) Suppose that there exists J ∈ O(V ) with J2 = −Id (equipping already V with the structure of a complex space) such that ρ(k) ⊂
u(V ). Then
V±i := {v ∓ i J v | v ∈ V }. (A.1)
induces the decomposition V C = V+i ⊕ V−i into invariant subspaces such that
V → V+i, v → 1/2(v − i J v) (A.2)
is a complex linear isomorphism of k-modules.
(b) Conversely, if V is irreducible, but V C is reducible, then there exists necessarily some J ∈ O(V ) with J2 = −Id such that ρ(k) ⊂
u(V ).
Let ki be a Lie algebra over R, Vi be a vector space over K and ρi : ki → glK(Vi) be a representation for i = 1,2.
Deﬁnition A.2. We set k := k1 ⊕ k2 and V := V1 ⊗K V2; then k is a Lie algebra over R and V is a vector space over K.
Moreover, there is a natural representation ρ1 ⊗ ρ2 : k → glK(V ), given by
(
ρ1 ⊗ ρ2(X1 + X2)
)
v1 ⊗ v2 := ρ1(X1)v1 ⊗ v2 + v1 ⊗ ρ2(X2)v2 (A.3)
for all X1 + X2 ∈ k1 ⊕ k2 and (v1, v2) ∈ V1 × V2.
Lemma A.3. Let ki be a semisimple Lie algebra (cf. [7, Ch. 1]), V i be a Hermitian vector space and ρi : ki → u(Vi) be a complex-
irreducible representation for i = 1,2. Then ρ1 ⊗ ρ2 is a complex-irreducible representation, too.
Proof. Since compact semisimple Lie algebras and their complex representations are in one–one correspondence with
complex linear representations of complex semisimple Lie algebras, we can use the “Theorem of the highest weight” in
combination with “Weyl’s dimension formula” (see [7, Ch. 5]) to see that V1 ⊗C V2 is an irreducible k-module. 
Lemma A.4. Let a simply connected irreducible symmetric space M be given, K be the isotropy subgroup of I(M)0 at the origin p
and ρ : K → O(V ) be the isotropy representation on V := T pM. Furthermore, let k be the Lie algebra of K and ρ : k → so(V ) be the
induced representation. Then:
(a) V is an irreducible k-module.
(b) M is a Hermitian symmetric space if and only if there exists some J ∈ O(V ) with J2 = −Id (equipping V with the structure of a
unitary space) such that ρ(k) ⊂ u(V ).
(c) We always have k = [k, k] ⊕ c, where c denotes the center of k. Furthermore, the commutator ideal [k, k] is semisimple.
(d) In case M is Hermitian, c is 1-dimensional and ρ(c) = R J holds (see (b)). Otherwise, c = {0} and hence k is semisimple.
Proof. For (a) and (b): This is well known.
For (c): Since ρ is a faithful representation, k can be seen as a subalgebra of so(T pM). Then for any ideal a ⊂ k its
orthogonal complement a⊥ (see (65)) is an ideal of k, too. Hence there exists a decomposition of k into an Abelian subspace
and simple ideals. Now (c) is obvious.
For (d): According to [3, Ch. VIII, § 7], K has non-discrete center ZK if and only if M is Hermitian and, in the Hermitian
case, ρ maps ZK isomorphically onto the circle subgroup S1 ⊂ U(V ). Now (d) follows from (c). 
Deﬁnition A.5. Let Ki be a Lie group, Vi be a Euclidian space and ρi : Ki → O(Vi) be a representation for i = 1,2. Let
K := K1×K2 denote the product Lie group and set V := V1⊗V2. Then there is a natural representation ρ1⊗ρ2 : K → Gl(V ),
given by
(
ρ1 ⊗ ρ2(g1, g2)
)
v1 ⊗ v2 = ρ1(g1)v1 ⊗ ρ2(g2)v2 (A.4)
for all (g1, g2) ∈ K1 × K2 and (v1, v2) ∈ V1 × V2.
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some ﬁxed point and ρi : Ki → O(Vi) be the isotropy representation on V i := T pi Mi for i = 1,2. Let ρ1 ⊗ ρ2 be deﬁned according to
Deﬁnition A.5. Then:
(a) In case neither M1 nor M2 is a Hermitian symmetric space, ρ1 ⊗ ρ2 is irreducible.
(b) The same is true if exactly one of M1 or M2 is a Hermitian symmetric space.
(c) In case M1 and M2 both are Hermitian symmetric spaces, we let J i denote the corresponding complex structure of V i for i = 1,2.
Then
V± :=
{
v1 ⊗ v2 ∓ J1v1 ⊗ J2v2
∣∣ (v1, v2) ∈ V1 × V2
}
R
(A.5)
gives the decomposition V1 ⊗ V2 = V+ ⊕ V− into two irreducible invariant subspaces of the same dimension.
Proof. Set K := K1 × K2, V := V1 ⊗ V2 and ρ := ρ1 ⊗ ρ2. Since Ki is connected, we may switch to the corresponding Lie
algebras ki and their induced representations ρi : ki → so(Vi). Then ρ1 ⊗ ρ2 is given by Eq. (A.3) (because of the “chain
rule”).
For (a): As a consequence of Lemma A.1 in combination with Lemma A.4, in this case ki acts irreducibly on V Ci for
i = 1,2, too. Hence V C is a complex-irreducible k-module, too, according to Lemma A.3. Thus already V is necessarily an
irreducible k-module.
For (b): Without loss of generality, we can assume that M1 is Hermitian but not M2; let J1 denote the complex structure
of V1. Then, according to Lemma A.1(b), k2 acts irreducibly on V C2 , whereas (A.1) gives the decomposition V
C
1 = (V1)+i ⊕
(V1)−i into two invariant subspaces such that (V1)+i is an irreducible k1-modules (over C). Then k2 and k˜1 := [k1, k1]
both are semisimple Lie algebras and k1 = c1 ⊕ k˜1 holds according to Lemma A.4(c), where c1 denotes the center of k1.
Furthermore, we have ρ1(c1) = R J1 because of Lemma A.4(d). In particular, (V1)+i is even a complex-irreducible k˜1-module
(since c1 acts through scalars on (V1)+i). Therefore, we can apply Lemma A.3 to conclude that (V1)+i ⊗ V C2 is a complex-
irreducible k-module. Furthermore, in accordance with (A.2),
V → (V1)+i ⊗ V C2 , v1 ⊗ v2 → 1/2(v1 − i J1v1) ⊗ v2
is an isomorphism of k-modules over C (where V is seen as a complex space by means of J1). Therefore, V is also
irreducible over C. But ρ1(c1) = R J1 holds, hence V is irreducible over R, too. This ﬁnishes the proof for (b).
For (c): Here we obtain the decomposition V Ci = (Vi)+i ⊕ (Vi)−i into ki-invariant subspaces such that ki acts irreducibly
on both (Vi)+i and (Vi)−i (over C) for i = 1,2. Furthermore, using once again (A.2),
V+ → (V1)+i ⊗ (V2)+i, (v1 ⊗ v2 − J1v1 ⊗ J2v2) → 1/2
(
(v1 − i J1v1) ⊗ (v2 − i J2v2)
)
is an isomorphism of k-modules over C (where V+ is seen as a complex space similar as before). Using similar arguments as
before, we now conclude that V+ is an irreducible k-module. Analogously, we can show that V− is an irreducible k-module,
too. Furthermore,
V+ → V−, v1 ⊗ v2 − J1v1 ⊗ J2v2 → v1 ⊗ v2 + J1v1 ⊗ J2v2
is a linear isomorphism. This ﬁnishes the proof for (c). 
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