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1983年、F. D. M. Haldane は 1次元反強磁性Heisenbergモデルにおける基底状態と励起状態のエネ
ルギーギャップについて考察し、スピン S が半奇数 (S = 1/2, 3/2, 5/2, · · · )の場合はエネルギーギャッ
プが存在せず、相関関数はべき的に減衰するが、整数 (S = 1, 2, 3, · · · )の場合にはエネルギーギャップ
が存在し、相関関数が指数関数的に減衰すると主張した [1, 2, 3, 4]。当初、S = 1/2の場合については、








ロジカル θ項が現れ、スピン Sとパラメータ θの間に θ = 2piSの関係があることが分かる。よって、ス
ピン Sが半奇数 (S = 1/2, 3/2, 5/2, · · · )の場合が θ = piに対応し、整数 (S = 1, 2, 3, · · · )の場合が θ = 0
に対応することになる。θ = 0の場合はトポロジカル項の無い 2次元O(3)非線形シグマモデルとなり、
この場合にはエネルギーギャップが存在することが知られている [22]。
θ = piの場合では、ギャップレスであることを示すために、これまでモンテカルロシミュレーションを





する方法などが用いられた。結果として、θ = piにおいて 2次相転移が見つかり、その臨界指数が k = 1
のWess-Zumino-Novikov-Witten (WZNW)モデル [29, 30, 31]のユニバーサルクラス [32, 33]に属する
ことが分かった。一方、Azcoitiらは 2次元CP(N − 1)モデルのN = 2の場合 (CP(1)モデル)が連続極








図 1.1: Schierholzが予想した β − θ平面における CP(N − 1)モデルの相構造。
βの領域にずれが見られた [35]。
また、SchierholzはCP(N − 1)モデルが量子色力学 (Quantum chromodynamics, 以下QCD)のトイ
モデルであることに着目し、もし CP(N − 1)モデルから θが自然に 0となる機構を見つけることがで
きれば、 QCDでも同様の機構により「強い CP問題」が解決される可能性があると主張した [38]。強
いCP問題とは、「QCDを記述するラグランジアンに含まれる任意パラメータ θが実験的に高い精度で
0に制限されているのはなぜか」[36, 37]という問題であり、素粒子理論における重要な未解決問題の 1
つである。SchierholzはCP(N − 1)モデルにおける θが 0となる機構として次のようなシナリオを考え
た [39]。図 1.1のような、CP(N − 1)モデルに含まれる結合定数の逆数 βとパラメータ θで張られる空
間で、θの値によって閉じ込め相と非閉じ込め相に分けられたとする。もしこのような相図が描けたと
すれば、連続極限 (β →∞)を取りつつ、現実のQCDと同じ閉じ込め相であるためには θの値が 0の場
合に制限される可能性があると考えた。Schierholzはモンテカルロ法に基づく方法を用いてCP(3)モデ
ルにおける非閉じ込め相を発見し、図 1.1のような相図を描くことでこのモデルにおいて強い CP問題
が解決される可能性を示した。しかし一方で、Plefkaと Samuel[40]、Imachiら [41]は Schierholzと同様
の数値解析を行なったが、非閉じ込め相に対して否定的な結果を得ている。
そこで、本研究では複素作用問題の影響を一切受けない手法であるテンソルくりこみ群 [42]を用いる













JSˆi · Sˆj (2.1)
と書かれる。ここで、< ij >は最近接相互作用をしているスピンの対を表す。スピン Sˆ = (Sˆx, Sˆy, Sˆz)
は
[Sˆa, Sˆb] = iϵabcSˆc, Sˆ2 = S(S + 1) (2.2)
を満たし、ϵabcは Levi-Civitaの完全反対称テンソルで ϵxyz = 1である。ここで Sはスピンの大きさで
ある。
仮にもし Sˆiが古典スピンだとすると、Hˆ の基底状態は、強磁性 (J < 0)の場合は全てのスピンが平
行に、反強磁性 (J > 0)の場合は全ての隣り合ったスピンが反平行の状態になる。この古典反強磁性の
時の基底状態はNe´el 状態と呼ばれる。ここで昇降演算子























め、Ne´el 状態が基底状態とならないことが分かる。S = 1/2反強磁性の場合は Bethe仮説を用いた方
法 [5]によって調べられた。それにより、基底状態は唯一つであり、基底エネルギーの上にエネルギー
ギャップが存在せず、その相関関数がべき的に減衰することが分かった。この S = 1/2の場合の結果か
ら、S > 1/2の場合についても同様の振る舞いをすると考えるのが自然である。
しかし、第 1章でも述べたように、Haldaneは 1次元反強磁性Heisenbergモデルにおける基底状態の
性質について以下のことを主張した [1, 2, 3, 4]。
• スピン Sが半奇数 (S = 1/2, 3/2, 5/2, · · · )の場合はエネルギーギャップが存在せず、相関関数はべ
き的に減衰する。
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JijSˆi · Sˆj (2.5)
に関して以下の条件を満たすとする。
• 2つのスピンが同じ (異なる)副格子上にある時、スピン間に強磁性 (反強磁性)相互作用が働く。
• 格子全体が相互作用によって連結している。(任意の 2点 i, j に対して、Jil1Jl1l2 · · · Jlnj ̸= 0
となるように格子上の適当な経路 i, l1, l2, · · · , ln, jを選ぶことができる。)
この時、以下が成り立つことが証明できる。
1. 基底状態のスピンの大きさは S0 ≡ |(SA)max− (SB)max|となる。ただし、(SA)maxと (SB)max
は副格子Aと副格子 B上にあるスピンの大きさの総和である。
2. 基底状態の全スピンの大きさに伴う 2S0 + 1重の縮退以外に縮退がない。 
以下にMLMの定理の証明を示す。
Proof. 条件より、式 (2.5)の Jij は
Jij ≥ 0 (異なる副格子間) (2.6)
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である。ここで副格子A上にある全てのスピンを z軸の周りに角度 piだけ回転させることを考える。つ
まり、
Sˆxi → −Sˆxi , Sˆyi → −Sˆyi , Sˆzi → Sˆzi . (2.8)
これにより、スピンの xと y成分に関して、
Jij ≥ 0→ −Jij = −|Jij | (異なる副格子間) (2.9)





























































|Jij |(Sˆ+i Sˆ−j + Sˆ−i Sˆ+j ) + JijSˆzi Sˆzj
}
= HˆA (2.11)












とする。ただし、Nα(> 0)は規格化の定数である。また、α ≡ {m1,m2, · · · ,mN}であり、








を満たす。この基底を用いることで、部分空間 VM 内で−HˆAを行列表示 〈φα| − HˆA |φβ〉すると、行列
の非対角要素は全て Sˆ+i Sˆ−j + Sˆ−i Sˆ+j の項から生じるので、
〈φα| − HˆA |φβ〉 ≥ 0 for α ̸= β (2.15)
が成り立つ。また、|φα〉は格子点 iに粒子がmi個存在する状態とみなすとすると、Sˆ+i Sˆ−j を作用させる
ことで粒子は jから iに移る。Jijの格子全体が相互作用によって連結しているという条件から、−HˆAを
5
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作用させることで任意の粒子配置を任意の粒子配置に移すことができる。この時、行列 〈φα| − HˆA |φβ〉



















i Sˆiを求めることを考える。ハミルトニアン Hˆ と同じ大
きさのスピンを各格子点に持つ、










SˆT ≡ SˆA + SˆB (2.20)
3教科書 [67]に詳しい。
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と定義する。式 (2.17)を書き換えると、






















と書ける。スピン SˆA, SˆB, SˆT の大きさをそれぞれ、SA, SB, ST とすると、Hˆref の固有値は
1
2
[ST (ST + 1)− SA(SA + 1)− SB(SB + 1)] (2.22)
となる。SA ≥ 0, SB ≥ 0なので ST が最小の時に式 (2.22)は最小固有値をとる。これは ST = |SA − SB|
の時に実現し、これを式 (2.22)に代入すると、
− [SASB +min(SA, SB)] (2.23)
となる。これが最小となるには SA, SB が共に最大となれば良い。つまり、









ST = |(SA)max − (SB)max| ≡ S0 (2.26)







ける。よって、V0における Hˆと Hˆref の基底状態は共に定符号なので直交しないため、Hˆと Hˆref の基底
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拡張された Lieb-Shultz-Mattis(LSM)の定理 [49, 50, 51] 
周期境界条件に従うN 個のスピン Sの 1次元量子スピン系が
• 並進対称性








• N →∞ の極限で励起エネルギーが 0に近づく励起状態が存在する。
• N →∞ の極限で基底状態に縮退が存在する。 
1次元反強磁性Heisenbergモデルは LSMの定理の最初の 3つの前提条件 (並進対称性、全スピンの z
成分が保存量、空間反転対称性)を満たすことは自明である。また、4つ目の条件 (有限系の基底状態は










JijSˆi · Sˆj (2.28)
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で緩やかに「ねじる」ことを考える。
|φ〉 = Uˆ |ψ〉 . (2.31)
これがN →∞の極限で無限小の励起エネルギーを持つ励起状態になるのかを調べる。
まず、エネルギーの期待値の差を計算する。
δE = 〈φ| Hˆ |φ〉 − 〈ψ| Hˆ |ψ〉 = 〈ψ| Uˆ †HˆUˆ − Hˆ |ψ〉 . (2.32)
ここで、

















































〈ψ| Sˆ+j Sˆ−j+1 + Sˆ−j Sˆ+j+1 |ψ〉 = 〈ψ| Sˆ+1 Sˆ−2 + Sˆ−1 Sˆ+2 |ψ〉 , (2.37)


















よって、N →∞の極限で δE → 0となる。
次に、|φ〉が励起状態である条件を調べるために、|φ〉が |ψ〉と直交する条件を調べる。|ψ〉が唯 1つの
基底状態であるので、1格子分ずらすユニタリ演算子を Tˆ とすると、並進対称性から Tˆ |ψ〉も基底状態
になる。適当な位相 θをつけて、
Tˆ |ψ〉 = eiθ |ψ〉 (2.40)
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となる。ここで、





















































{1 + exp(i2piM/N)} 〈ψ|φ〉 = 0 (2.42)
となるので、M/N が半奇数でなければ 〈ψ|φ〉 = 0.
2) S =整数の場合
{1− exp(i2piM/N)} 〈ψ|φ〉 = 0 (2.43)
となるので、M/N が整数でなければ 〈ψ|φ〉 = 0.
これらをまとめると、S −M/N ̸=整数の時に |φ〉は基底状態と直交し、有限系の励起状態となる。よっ
てN →∞の極限で対称性が破れる可能性も考慮すると LSMの定理が証明される。
10
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2.3 2次元O(3)非線形シグマモデル
スピン S が大きいと仮定することで、1次元反強磁性 Heisenbergモデルを有効理論である 2次元の
O(3)非線形シグマモデルで表すことができる (付録A)[2, 52]。その作用 SO(3)はユークリッド化された
座標 x = (x1, x2)を用いて、






∂µφ · ∂µφ− iθ
8pi
ϵµνφ · (∂µφ× ∂νφ)
]
(2.44)
と書ける。ここで、φは 3成分の単位ベクトルであり、gと θはスピン Sを用いて、g = 2/S, θ = 2piS
と表される。よって、θ項は経路積分に対し ei2piSQの形で寄与する。つまり、
• スピン Sが整数 (S = 1, 2, 3, · · · ) θ = 0 ギャップあり
• スピン Sが半奇数 (S = 1/2, 3/2, 5/2, · · · ) θ = pi ギャップなし
の対応がある。前章で述べたように、先行研究 [23, 24, 25, 26, 27, 28]では θ = pi近傍における解析が
モンテカルロシミュレーションを用いて行われた。これらの解析では複素作用問題を回避するために、
[23, 24, 25]ではクラスターアルゴリズム、[26, 27, 28]では虚数 θの方法が用いられた。その結果とし
て、Haldaneの予想通り、2次相転移点が見つかり、その臨界指数が k = 1のWZNWモデル [29, 30, 31]
のユニバーサルクラス [32, 33]に属することが分かっている。
一方、場φにφ = z∗σzと代入することで、上のO(3)モデルの作用をCP(1)モデルの作用に書き換え
ることができる。ここで、zは大きさ 1の 2成分複素スカラー場である。そのCP(1)モデルの作用SCP (1)
を書くと、











となる。ただし、DµはDµ = ∂µ+iAµであり、Aµは補助場でAµ = iz∗ ·∂µzと書かれる。また、β = 1/g
である。このモデルに対しても、モンテカルロシミュレーションを用いた同様の解析が θ = pi近傍で行わ




















テンソルくりこみ群 (Tensor Renormalization Group, 以下 TRG)は 2次元の古典スピン系の解析手








を用いる。ここで u、vはユニタリ行列、σは特異値である。ここでM をm× n行列とすると特異値の
数は最大でmin(m,n)個あり、さらに
σ1 ≥ σ2 ≥ · · · ≥ 0 (3.2)
12
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と分解できる。ここで、テンソル T の足の自由度は全て χとし、新たにテンソル

















第 3. テンソルネットワークのくりこみ手法 3.1. テンソルくりこみ群
図 3.5: テンソルの分解。これにより、テンソル T は 2つのテンソル S1, S3(または
S2, S4)に分解することができる。ここで新しい点線の足mが現れる。実線の自由
度を χとすると点線の自由度は χ2になる。
図 3.6: テンソルの縮約。実線の古い足の縮約を行うことで 4 つのテンソル
S1, S2, S3, S4 は新しい 1つのテンソル T ′ になる。テンソル T ′ の足は新しい点線
の自由度から成る。
と、古い自由度に関して和をとることで行う。ここで新しいテンソルを T ′とした。




自由度を χ2 → Dcutと減らすことでテンソル T ′を近似的に表すことを考える。TRGのアルゴリズムで
は、式 (3.2)の特異値のうち大きな特異値をDcut個残し、それ以外の小さな特異値を捨てることで近似
を行う。つまり、近似の誤差は図 3.7のように描け、これらはフロベニウスノルムとして











と書ける。この式から分かるように、テンソルT を特異値Dcut個のテンソルT ′で近似することは T −T ′
のフロベニウスノルムを最小化するという意味で最も良い近似になっている。
くりこまれたテンソル T ′を T とみなして同じ操作を何度も繰り返すことで、多くのテンソルからな
るネットワークを最終的に 1つのテンソルまで近似することができる。n回くりこんだテンソルを T (n)
15
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図 3.7: テンソルくりこみ群の損失関数。式 (3.10)のように、テンソルの分解前後




















TCDLijkl = T(i1,i2)(j1,j2)(k1,k2)(l1,l2) = Λi2,j1Λj2,k1Λk2,l1Λl2,i1 (3.12)
で表されるテンソルである。ここで、テンソル Λは
Λ = diag(λ1, λ2, · · · , λD) (3.13)
のように対角成分のみからなるテンソルである。λnは正の実数で、
λ1 > λ2 > · · · > λD (3.14)
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トワークくりこみ (Tensor Network Renormalization, 以下TNR)という手法を開発し、2次元イジング
モデルの臨界温度においてこの手法が上手く機能することを確かめた [55]。その後、Yangらによって
TNRと同じ性能を持つアルゴリズムとして、ループ最適化によるテンソルネットワークくりこみ (Loop
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図 3.12: EFステップ。射影テンソル積を挿入することでCDLテンソルを赤色の近
距離相関が無い形に変形する。
新しく 1) EFと 3) テンソルのループ最適化が追加されている。
1) EF ステップでは、図 3.12 のように射影テンソル積 P4RP1L = I, P1RP2L = I, P2RP3L = I,
P3RP4L = I を挿入することで CDLテンソルを赤色の近距離相関が無い形に変形する。
ここで、具体的に射影テンソル P4R, P1Lの導き方を説明する。まず、プラケットを構成する CDLテン
ソル T [1], T [2], T [3], T [4]を図 3.13の上段左図のように並べたものを考える。この T [4]と T [1]の間に新し
いテンソル (L[1,1]1 )(a,b)(a,b) = δa,aδb,bを挿入する。図では L[1,1]1 は 2本の実線で表される。
















QR分解をすることで LT は図 3.14のようにユニタリ行列 T˜ と上三角行列 L′に分解される。




この時、CDLテンソル T [1]の 4つの白丸のうち 2つが L′[1,2]1 に移ることが分かる。つまり、
(L
[1,2]
1 )(i1,i2),(j1,j2) ∝ Λi1,j1 ⊗ Λi2,j2 (3.16)
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図 3.13: CDLテンソルで構成されるプラケット T [1]T [2]T [3]T [4]上でのQR分解の各
ステップ。まず、テンソルL[1,1]1 = IをテンソルT [1]とT [2]の間に挿入する。各ステッ
プの青色の 2つのテンソルL[i,n], T [n]の縮約をとることで 1つのテンソル (L[i,n]T [n])
を作り、(L[i,n]T [n])の QR分解を行うことで新しいテンソル ˜T [n], L[i,n+1] を得る。
この操作を繰り返すことで、図のように L[i,n]を構成する 2本のテンソルのうちの
片側にΛテンソルの白丸が溜まる。ただし、T [1]の白丸が無くなることを防ぐため
に下段中央のステップで ˜T [n] → T [n]の置き換えを行う。これにより最終的にL[∞,1]1
を得る。
することで、図 3.13の上段右図のように今度は 1つだけ白丸が L′[1,3]1 に移って
(L
[1,3]
1 )(i1,i2),(j1,j2) ∝ Λi1,j1 ⊗ (Λi2,j2)2 (3.18)










[4] QR= T˜ [4]L
[2,1]
1 (3.20)
となり L[2,1]1 は L[1,1]1 の位置に戻ってくるが
(L
[2,1]
1 )(i1,i2),(j1,j2) ∝ Λi1,j1 ⊗ (Λi2,j2)4 (3.21)
20
第 3. テンソルネットワークのくりこみ手法 3.2. ループ最適化によるテンソルネットワークくりこみ
図 3.14: テンソルLT のQR分解。左辺でテンソルLとテンソル T の縮約をとった
テンソル (LT )を作り、(LT )を行列と見なすことでQR分解を行う。ただし、QR
分解によって 4階のテンソル T˜ と 2階のテンソル L′ができるように行列 (LT )の
添え字を {a, (cde)} → {(cae), d}と並び替える。L′を次のLとし、再び右隣りのテ
ンソルと縮約をとることで次のQR分解を繰り返し行う。





1 )(i1,i2),(j1,j2) = Λi1,j1 ⊗ (Λi2,j2)4 (3.22)




1 = Λ⊗ (Λ)∞ = Λ× (λ1)∞ (3.23)
のように、プラケットの内側の実線に関して、Λの要素のうち最大の λ1の部分が支配的となり実質 1成
分とみなすことができる。ここでΛを 1成分とみなせるのに十分な回数を∞回と表した。1成分になっ




4 = Λ⊗ (Λ)∞ = Λ× (λ1)∞ (3.24)
となる。
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図 3.16: テンソルL[∞,j]i とテンソルR[∞,j]i 。QR分解を繰り返すことで求めたテンソ
ルL[∞,j]i とLQ分解を繰り返すことで求めたテンソルR[∞,j]i は、図のように、それぞ
れを構成しているテンソル 2本のうち 1本に白丸が積み重なることで (Λ)∞ → (λ1)∞
となり、このテンソルの足の自由度が 1になる。
このようにして得た L[∞,1]1 と R[∞,4]4 を (L[∞,1]1 )−1L[∞,1]1 = 1と R[∞,4]4 (R[∞,4]4 )−1 = 1の形で T [4]と T [1]
の間に挿入する。同様に T [1]と T [2]、T [2]と T [3]、T [3]と T [4]の間に L[∞,j]i とR[∞,j]i を図 3.17のように
挿入する。これらのテンソルの挿入によって CDLテンソルが変形され、図 3.12のように赤色部分の相
関が無くすことができる。




























































































第 3. テンソルネットワークのくりこみ手法 3.2. ループ最適化によるテンソルネットワークくりこみ
図 3.17: (L[∞,i]i )−1L[∞,i]i = 1と R[∞,j]j (R[∞,j]j )−1 = 1の挿入。QR分解 (LQ分解)
を繰り返すことで求めたテンソル L[∞,i]i (テンソルR[∞,j]j )とそれらの逆をテンソル
T [1], T [2], T [3], T [4]の間に挿入する。これにより図 3.12のようにテンソルネットワー
クの形を変形することができる。
を用いた。他の射影テンソルに関しても同様に求めることができる。まとめると、
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図 3.18: 射影テンソル P4R, P1Lの求め方。SVDを用いることで、図 3.17で挿入し
た (L[∞,1]1 )−1L[∞,1]1 R[∞,4]4 (R[∞,4]4 )−1を変形する。ここで SVDにより現れる特異値
のうち小さい特異値を捨てることで、得られた射影テンソル P4Rと P1Lの間の自由
度を減らすことができる。
そこで 3) テンソルのループ最適化では、以下のような Loop-TNRにおける損失関数 δLoop−TNRを最
小にすることを考える：
δLoop−TNR = ||TATBTCTD − S1S2S3S4S5S6S7S8||. (3.32)
ここでTATBTCTDはプラケット、S1S2S3S4S5S6S7S8は8角形のネットワークを意味する。このδLoop−TNR
を最小化することをループ最適化と呼ぶ。式 (3.32)を図示すると図 3.19の 1番上のようになる。ループ
最適化を行うにあたって、テンソル TATBTCTD と S1S2S3S4S5S6S7S8をそれぞれベクトル |Ψ〉と |Ψ′〉
と表すと分かりやすい。これを図の 2行目のように描く。このベクトル表記を用いると図の 3行目のよ




Loop−TNR = C + S
†
iNiSi −W †i Si − S†iWi (3.33)
を最小化することを考える。図 3.7では S6を例にして描いている。f(Si)を最小にする Siは線型方程式
NiSi =Wi (3.34)
を解くことで得られる。δLoop−TNR の最小化するために、S1 ∼ S8 について順番に線型方程式を解く。
S1 ∼ S8の全てについて 1回解いたらNopt = 1とカウントする。Noptを十分大きくすることで δLoop−TNR
は最小化され、ループ最適化が完了する。
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で表される。図では i = 6の場合について描いている。
4) テンソルの縮約では、TRGと同様に古い自由度について縮約することでテンソルの数を少なくで
きる。
以上、1) ∼ 4) を繰り返すことでテンソルネットワークくりこみを行い、最終的に分配関数を近似的
に計算することができる。TRGと同様にDcutを増やすことで近似の精度が上がる。さらに Loop-TNR
では、Noptを増やしループ最適化の処理を行うことで、より近似の精度を上げることができる。ここで
図 3.20に、臨界温度における 2 次元イジングモデルの分配関数について、Loop-TNRを用いて計算した
結果の厳密解に対する相対誤差を示す。Noptを増やすことで近似の精度が上がっているのが分かる。十
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第4章 2次元格子CP(N − 1)モデルの解析
この章では、まず、2次元CP(N − 1)モデルの分配関数のテンソルネットワーク表示について説明す
る。その後、得られたテンソルに対してテンソルくりこみの手法を適用することで数値解析を行う。数
値解析は θ = 0の場合と θ ̸= 0の場合について行い、モンテカルロ法や強結合展開の結果との比較も行
う。以下の結果は [56, 57, 58, 59]の内容に従う。
4.1 2次元CP(N − 1)モデルのテンソルネットワーク表示





















dz(x) ≡ dNz(x)dNz∗(x)δ(|z(x)| − 1), (4.3)
である。za(x)は N 個の成分の複素スカラー場 (a = 1, · · · , N)であり、その大きさは z(x) · z(x) ≡
z∗a(x)za(x) = 1である。Uµ(x)は補助場 Aµ(x)で書かれるリンク変数 (Uµ(x) = exp{iAµ(x)} ∈ U(1))
である。また、作用 Sθの第 2項は θ項であり、



















d(l;m)exp[i(m− l)Aµ(x)]h(l;m)(β)f(l;m)(z(x), z(x+ µˆ)). (4.5)
ここで、d(l;m)は character-like表現の次元、h(l;m)(β)は character-like展開の係数、f(l;m)(z(x), z(x+ µˆ))







第 1種変形ベッセル関数 In(x)は固定された xに対して nの増加とともに急速に減少する関数であるた













f(l;m)(z, z) = d(l;m). (4.9)




(N − 1 + l)!
l!(N − 2)!(N − 1) , (4.10)
f(l;0)(z(x), z(x+ µˆ)) =
√
(N − 1 + l)!





(N + l)!(N − 1 + l)
l!(N − 1)!(N − 1)
N − 1
N − 1 + l , (4.12)
1我々はこの表現を l ≥ 0 かつ m = 0, 1, 2, 3の場合について確認した。
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f(l;1)(z(x), z(x+ µˆ)) =√
(N + l)!(N − 1 + l)
l!(N − 1)!(N − 1)
[
(z(x) · z∗(x+ µˆ))l(z∗(x) · z(x+ µˆ))− l







(N + 1 + l)!(N + l)(N − 1 + l)
2!l!N !(N − 1)
N(N − 1)




(N + 1 + l)!(N + l)(N − 1 + l)
2!l!N !(N − 1)
[
(z(x) · z∗(x+ µˆ))l(z∗(x) · z(x+ µˆ))2
− 2l
N + l
(z(x) · z∗(x+ µˆ))l−1(z∗(x) · z(x+ µˆ)) + l(l − 1)







(N + 2 + l)!(N + 1 + l)(N + l)(N − 1 + l)
3!l!(N + 1)!(N − 1)
(N + 1)N(N − 1)




(N + 2 + l)!(N + 1 + l)(N + l)(N − 1 + l)
3!l!(N + 1)!(N − 1)
[
(z(x) · z∗(x+ µˆ))l(z∗(x) · z(x+ µˆ))3
− 3l
N + 1 + l
(z(x) · z∗(x+ µˆ))l−1(z∗(x) · z(x+ µˆ))2
+
3l(l − 1)
(N + 1 + l)(N + l)
(z(x) · z∗(x+ µˆ))l−2(z∗(x) · z(x+ µˆ))
− l(l − 1)(l − 2)




元の自由度 z(x)を含む f(l;m)(z(x), z(x+ µˆ))は複素スカラー場 z(x)と z(x+ µˆ)で表される。テンソ
ルネットワーク表示を得るためには、各サイト毎に複素スカラー場 z(x)の積分を実行しなくてはならな
い。そのために f(l;m)(z(x), z(x+ µˆ))を以下のように書き直すことを考える。








ただし、 {a} = a1, a2, · · · , al, a′1, a′2, · · · , a′m であり、i = 1, 2, · · · , l に対して ai = 1, 2, · · · , N、j =
1, 2, · · · ,mに対して a′j = 1, 2, · · · , N とする。f(l;m)(z(x), z(x+ µˆ))の分解を絵で表すと図 4.1のように
なる。
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図 4.1: f(l;m)(z(x), z(x + µˆ))の分解。複素スカラー場 z(x)を各サイト x毎に積
分するために、z(x)と z(x + µˆ)の結合を分割することを考える。新しい整数自由




F と F˜ はm = 1, 2, 3に対して以下のように求まる:
m = 0の場合、
F a1,··· ,al(l;0) (z) = C(l;0)z
a1 · · · zal , (4.19)
F˜ a1,··· ,al(l;0) (z) = C(l;0)z




(N − 1 + l)!















za2 · · · zal , (4.22)
F˜
a1,··· ,al,a′1












(N + l)!(N − 1 + l)


























































(N + 1 + l)!(N + l)(N − 1 + l)







l(N − 1 + l) +√lN(N − 1 + l)





l(N − 1 + l)−√lN(N − 1 + l)






























































(N + 2 + l)!(N + 1 + l)(N + l)(N − 1 + l)





















































3l(N + 4−Nl − l2)
(N + l)(N + 1 + l)2
, (4.39)
Y = X +
4Nl(l − 1)(l − 2)
(N + 1 + l)(N + l)(N − 1 + l) . (4.40)
ボルツマン因子を新しい自由度で展開できたので、あとは古い自由度 zと Aの積分ができれば良い。


















複素スカラー場 z(x)と z∗(x)の積分は、以下の積分公式 [61, 60]を用いることで実行できる:
∫
dz za1za2 · · · zamz∗b1z∗b2 · · · z∗bk ≡
∫
dNzdNz∗δ(|z| − 1)za1za2 · · · zamz∗b1z∗b2 · · · z∗bk
=(const.)× δmk
(N − 1)!





· · · δambσm
≡(const.)× δmk
(N − 1)!
(N − 1 +m)!δ
{a1,a2,··· ,am}
{b1,b2,··· ,bm} , (4.42)
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(N − 1 + ls + lu)!δ
{a1,··· ,als ,c1,··· ,clu}
{b1,··· ,blt ,d1,··· ,dlv}
. (4.44)
最後の 2行では、式 (4.19)と式 (4.42)を用いた。
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[z∗a2(x) · · · z∗als (x)][zb1(x) · · · zblt (x)]






(N − 1 + ls + lu)!δ
{a1,··· ,als ,c1,··· ,clu}






(N − 1 + ls + lu − 1)!δ
{a2,··· ,als ,c1,··· ,clu}





















[z∗a3(x) · · · z∗als (x)]






(N − 1 + ls + lu)!δ
{a1,··· ,als ,c1,··· ,clu}






(N − 1 + ls + lu − 1)!δ
{a1,a3,a4,··· ,als ,c1,··· ,clu}


























(N − 1 + ls + lu + 2)!δ
{a1,··· ,als ,b′1,b′2,c1,··· ,clu}






(N − 1 + ls + lu + 1)!δ
{a1,··· ,als ,b′2,c1,··· ,clu}
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より簡単に表現するために次の式を定義する。
Sx ˜((ls;ms),{a})((lt;mt),{b}) ˜((lu;mu),{c})((lv ;mv),{d})
≡ δls+mt+lu+mvms+lt+mu+lv
(N − 1)!
(N − 1 + ls +mt + lu +mv)!δ
{a1,··· ,als ,b′1,··· ,b′mt ,c1,··· ,clu ,d′1,··· ,d′mv}
{a′1,··· ,a′ms ,b1,··· ,blt ,c′1,··· ,c′mu ,d1,··· ,dlv}
. (4.48)
これを用いて、例えば次のように書くことができる。
Sx ˜((ls;2),{a})((lt;0),{b}) ˜((lu;0),{c})((lv ;0),{d})
= δls+lult+lv+2
(N − 1)!
(N − 1 + ls + lu)!δ
{a1,··· ,als ,c1,··· ,clu}
{a′1,a′2,b1,··· ,blt ,d1,··· ,dlv}
, (4.49)
Sx ˜((ls;0),{a})((lt;2),{b}) ˜((lu;0),{c})((lv ;0),{d})
= δls+lu+2lt+lv
(N − 1)!
(N − 1 + ls + lu + 2)!δ
{a1,··· ,als ,b′1,b′2,c1,··· ,clu}
{b1,b2,··· ,blt ,d1,··· ,dlv}
, (4.50)
Sx ˜((ls−1;1),{a})((lt;0),{b}) ˜((lu;0),{c})((lv ;0),{d})
= δls+lu−1lt+lv+1
(N − 1)!
(N − 1 + ls + lu − 1)!δ
{a1,a3,a4,··· ,als ,c1,··· ,clu}
{a′1,b1,··· ,blt ,d1,··· ,dlv}
,
(4.51)
Sx ˜((ls;0),{a})((lt−1;1),{b}) ˜((lu;0),{c})((lv ;0),{d})
= δls+lu+1lt+lv−1
(N − 1)!
(N − 1 + ls + lu + 1)!δ
{a1,··· ,als ,b′2,c1,··· ,clu}






















Sx ˜((ls;0),{a})((lt−1;1),{b}1) ˜((lu;0),{c})((lv ;0),{d})
]
. (4.54)
ここで {a}2の下付き添え字 “2” は {a}の中に a2 と a′2が無いことを意味する。{b}, {c}, {d}に関して
も同様である。このテンソルDの簡単な表記によって、より複雑なテンソルも簡単に計算することがで
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dA ei(up−tp)Aei(m−l)A = δl−mup−tp
≡ H(l;m)up,tp (4.57)
のように積分できる。
θ = 0の場合は特に、テンソルGとH は以下のように計算される:








0,0 = δl,m. (4.59)
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図 4.3: 補助場 Aの積分。式 (4.5)の character-like展開と式 (4.56)の character展
開で現れる補助場の項を積分する。
図 4.4: CP(N − 1)モデルのテンソルネットワーク表示。以上で求めたテンソルD,
H, Gをまとめて CP(N − 1)モデルのテンソル T とする。
以上のテンソルを全て合わせることで 1つのテンソルネットワーク表示を得ることができる:
T xstuv ≡T x((ls;ms),{a},sp)((lt;mt),{b},tp)((lu;mu),{c},up)((lv ;mv),{d},vp)
≡Dx((ls;ms),{a})((lt;mt),{b})((lu;mu),{c})((lv ;mv),{d})
×H(lt;mt)up,vp H(lu;mu)sp,tp Gtp(θ)δtp,up . (4.60)
このテンソル T は図 4.4のように描ける。
37
第 4. 2次元格子 CP(N − 1)モデルの解析 4.2. CP(1)モデルの数値解析 (θ = 0の場合)
図 4.5: CP(1)モデルの character-like展開の重み (N = 2の場合)。縦軸は character-
like展開の重み d2h、横軸は character-like展開の非負の整数 lである。lが増える
と第 1種変形ベッセル関数 h(l;l)が減少するため d2hも減少する。また、βが大きく
なるにつれて、その減少は小さくなる。
4.2 CP(1)モデルの数値解析 (θ = 0の場合)
本節では、N = 2, θ = 0の場合について、式 (4.60)のテンソルを用いてテンソルネットワークのくり
こみ手法により CP(1)モデルの分配関数を計算した結果を示す。θ = 0の場合、テンソルは式 (4.58)、
(4.59)よりテンソルは
T xstuv ≡T x((ls;ls),{a},0)((lt;lt),{b},0)((lu;lu),{c},0)((lv ;lv),{d},0)
=Dx((ls;ls),{a})((lt;lt),{b})((lu;lu),{c})((lv ;lv),{d}), (4.61)
となる。ここで、i = 1, 2, · · · , ls 、j = 1, 2, · · · , lsであり、ai と a′j は 1 または 2 をとる。また、{b},
{c}, {d}についても同様である。このテンソルは無限の要素から構成されるため、我々は (i) l = 0, 1
(lmax = 1) の場合と、(ii) l = 0, 1, 2 (lmax = 2) の場合について計算を行った。これは式 (4.5)におい
て、lとmの和を打ち切ることに相当する。ある l = mで打ち切ることで、テンソルの足の自由度は
Dcut = (4
lmax+1 − 1)/3となる。l = m = 2の時、Dβ = 21となる。式 (4.5)の重み d2(l;l)h(l;l)(β)を図
weightに示す。2またN = 2の時、 d(l;l) =
√
2l + 1となる。3図から βが大きくなるにつれて打ち切り誤
差が大きくなることが分かる。
2ただし、ここで f(l;m)(z(x), z(x+ µˆ))に関しては、その最大値である d(l;m) で置き換えた。
3我々はこの表現を l = 0, 1, 2, 3の場合について確かめた。
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まず、高次特異値分解を用いた高次テンソルくりこみ群 (Higher order TRG,以下HOTRG 4[53])とい
う手法を用いてCP(1)モデルの平均エネルギーを計算した。以下で lmax = 1, 2の場合についてHOTRG
を用いて計算した結果とモンテカルロシミュレーションによる結果を比較する。図 4.6は、4× 4格子で
の 2つの方法による CP(1)モデルの平均エネルギーの計算結果である。平均エネルギーEは







106配位を用いて解析した。統計誤差はジャックナイフ法を用いて見積もり、自己相関時間は β = 0− 0.8



































図 4.7: HOTRGによって計算したCP(1)モデルとO(3)モデルの 220 × 220格子で
の平均エネルギー。縦軸は平均エネルギー、横軸は結合定数の逆数 βである。連続
極限 (β →∞)に近づくにつれて 2つの方法による結果も近づいているのが分かる。
次に、図 4.7にHOTRGを用いて解析した CP(1)モデルとO(3)モデルの結果を示す。格子サイズは




+ EO(3)(β) = ECP(1)(β) + 6 (4.63)
の関係がある。この関係を用いてO(3)モデルの結果 EO(3)を CP(1)モデルの結果 ECP(1)(β)に重ねて
表示している。連続極限 (β →∞)に近づくにつれて 2つの結果も近づいているのが分かる。
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第 4. 2次元格子 CP(N − 1)モデルの解析 4.3. CP(1)モデルの数値解析 (θ ̸= 0の場合)
4.3 CP(1)モデルの数値解析 (θ ̸= 0の場合)
θ ̸= 0の場合、式 (4.58)、(4.59)の l = mの条件はなくなり、lとmが別々に走ることになる。図 4.1
に ls,msの走り方と、その時の {a} の次元を示す。
表 4.1: ls, msの値と {a}の次元













1− (2 + k)Nk+1 + (1 + k)Nk+2
(1−N)2 (4.65)
となる。特にN = 2の時、Dβ = 1 + k · 2k+1になる。同様に、式 (4.56)のGの形から十分大きな |sp|
で spの次元を打ち切ることができる。spの打ち切り次元をDθとする。
図 4.9と図 4.10に CP(1)モデルの分配関数を TRGと強結合展開を用いて計算した結果を示す。1辺
の格子サイズは L = 220である。TRGではDβ = 5, Dθ = 2として計算している。強結合展開の結果は
42
第 4. 2次元格子 CP(N − 1)モデルの解析 4.3. CP(1)モデルの数値解析 (θ ̸= 0の場合)































































































































































(2pi − θ)(2pi + θ)2 −
θ3









(2pi − θ)(θ − 4pi) −
θ2





を用いた。図 4.9から、β = 0.2では 2つの方法による解析結果が一致しているのが分かる。よって複
素作用問題が生じる系に対して TRGによる解析が正しく機能していることがわかる。一方で図 4.9の
β = 0.7の結果では、2つの方法による解析結果にずれが生じているのが分かる。このずれは、強結合展
開による方法が β が小さい領域でのみ有効な 手法であることから生じていると考えられる。強結合展
開を用いた先行研究では、自由エネルギーの最大値を相転移点とし、β − θ平面を閉じ込め相と非閉じ
込め相に分けた。強結合展開の方法を用いて、さらに大きな βに関して解析した結果が図 4.11である。
この結果は Schierholzのモンテカルロ法を用いて解析した結果 [39]を支持している。しかし、この βの
領域では、強結合展開による解析が有効ではない可能性があるため、非閉じ込め相の存在の有無につい
てはさらなる調査が必要である。Plefkaと Samuel[40]や Imachiら [41]は Schierholzと同様の数値解析
を行なったが、非閉じ込め相に対して否定的な結果を得ている。以下のTRGによる解析で示すように、
本研究で解析した領域 0 ≤ β ≤ 0.8では非閉じ込め相は見つからなかった。
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図 4.9: β = 0.2での θ項を含む CP(1)モデル
の分配関数をTRGと強結合展開を用いて計算
した結果。横軸は θ/piである。TRGの解析で


















図 4.10: β = 0.7での θ項を含むCP(1)モデル
の分配関数をTRGと強結合展開を用いて計算
した結果。横軸は θ/piである。TRGの解析で
は体積を 220 × 220 とした。β が大きくなると
2つの方法による結果にずれが生じることが分
かる。























図 4.12: β = 0.6, L = 16での TRGを用いた CP(1)モデルの分配関数の計算結果。
横軸は θ − piとした。式 (4.67)に従ってフィットした結果を実線で描いた。
次に、θ = piでの相転移の次数を調べるために θ = pi近傍の解析を行った。図 4.12、図 4.13、図 4.14
に β = 0.6の時の θ = pi近傍での結果を示す。1辺の格子サイズはそれぞれ L = 16, 32, 64である。図の
点はTRGを用いて− 1
L2




logZ = c0 + c2(θ − pi)2 + c4(θ − pi)4 + · · · (4.67)
でフィットした結果である。ここで、フィッティングパラメータを c0, c2, c4, · · · とした。ここで、データ
点を 2つの関数
G(θ) = g0 + g2(θ − pi)2, (4.68)
H(θ) = h0 + h2(θ − pi)2 + h4(θ − pi)4 (4.69)
でフィットすることで、パラメータ c′2と c′′2に関して誤差を含めて g2± δg2, h2± δh2と求まったとする。
これらを用いることで c2を誤差を含めて、
c2 = g2 ± δc2 (δc2 = δg2 + |g2 − h2|) (4.70)
とした。
45

















図 4.13: β = 0.6, L = 32での TRGを用いた CP(1)モデルの分配関数の計算結果。

















図 4.14: β = 0.6, L = 64での TRGを用いた CP(1)モデルの分配関数の計算結果。
横軸は θ − piとした。式 (4.67)に従ってフィットした結果を実線で描いた。
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と定義する。式 (4.67)、(4.71)から χ(θ)の最大値 χmaxを求めることができ、
χmax = χ(θ = pi) = −2c2 (4.72)
となる。相転移の次数は χmaxの体積依存性
χmax ∝ Lb (4.73)
から決定できる。図 4.15の傾きから指数 bを得ることができる。
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第 4. 2次元格子 CP(N − 1)モデルの解析 4.3. CP(1)モデルの数値解析 (θ ̸= 0の場合)




• β = 0.0の場合：Dθ = 2, L = 128, 256, 512, 1024
• β = 0.1の場合：Dβ = 17, Dθ = 2, L = 64, 128, 256, 512, 1024
• β = 0.2の場合：Dβ = 17, Dθ = 2, L = 64, 128, 256
• β = 0.3の場合：Dβ = 17, Dθ = 2, L = 64, 128, 256
• β = 0.4の場合：Dβ = 17, Dθ = 2, L = 32, 64, 128
• β = 0.5の場合：Dβ = 17, Dθ = 2, L = 8, 16, 32
• β = 0.7の場合：Dβ = 17, Dθ = 4, L = 8, 16, 32








































図 4.17: β = 0.0, L = 256でのCP(1)モデルの
分配関数の計算結果。
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図 4.20: β = 0.0での χmaxの体積依存性。
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図 4.24: β = 0.1, L = 512でのCP(1)モデルの
分配関数の計算結果。
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図 4.28: β = 0.2, L = 128でのCP(1)モデルの
分配関数の計算結果。
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図 4.32: β = 0.3, L = 128でのCP(1)モデルの
分配関数の計算結果。
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図 4.36: β = 0.4, L = 64での CP(1)モデルの
分配関数の計算結果。
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図 4.40: β = 0.5, L = 16での CP(1)モデルの
分配関数の計算結果。
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図 4.44: β = 0.7, L = 16での CP(1)モデルの
分配関数の計算結果。
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図 4.48: β = 0.8, L = 16での CP(1)モデルの
分配関数の計算結果。
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図 4.50: β = 0.8での χmaxの体積依存性。
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図 4.51: 各 βにおける式 (4.73)の指数 b。
各 βで bを計算した結果を図 4.51に示す。0 ≤ β ≤ 0.3では bはほぼ 2となり、これは 1次相転移を
意味する。一方、0.4 ≤ β ≤ 0.8では、bは 2より小さくなり、2次相転移を意味する。これは Azcoiti
らによる結果 [34]と似た振る舞いを示している。ただし、これらはテンソルの足の自由度の打ち切り
Dcut = Dβ ×Dθから生じる系統誤差を含んでいるためDcutを増やした時の収束を調べる必要がある。
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第5章 まとめと展望
本論文では、テンソルネットワークのくりこみ手法を 2次元格子 CP(N − 1)モデルの解析に適用し
た。具体的にはN = 2の場合のCP(1)モデルの解析を行った。このモデルは連続極限で 2次元O(3)非





1) TRG のアルゴリズムを CP(N − 1) モデルの解析に適用するため、 θ 項を含む CP(N − 1) モ
デルの分配関数のテンソルネットワーク表示を求めた。テンソルネットワーク表示を得るために
character展開と character-like展開を用いてボルツマン因子を新しい整数自由度で展開した。そ
の際、character-like展開で現れる各項について、任意の l、m = 0, 1, 2, 3に関して求めた。さら
に、古い自由度である複素スカラー場 zと補助場Aの積分を行うことで、新しい整数自由度を添
え字に持つテンソルネットワーク表示を得た。





3) N = 2, θ ̸= 0の場合においてTRGを適用し、β − θ平面におけるCP(1)モデルの相構造を解析し
た。そこで、βが小さい領域で、TRGによる結果が強結合展開による結果と一致することを確認
した。これにより複素作用問題が生じる系においてもTRGによる解析が有効であることが分かっ
た。また、β = 0.0−0.8において θ = piの近傍でトポロジカル感受率を調べることにより、β ≤ 0.3











ている。今後は、この手法を θ = pi近傍の解析に適用することで、2次相転移近傍をより高精度で
解析することを目指す。これにより、1次相転移から 2次相転移に切り替わる点を高精度で決定で
きる可能性がある。
5) さらなる展望としては、より大きな βでの解析を行い、その際の θ = pi上における相転移の次数
の変化、臨界指数の変化を調べることが挙げられる。
6) 他の展望としては、より大きなN での相構造を解析し、非閉じ込め相の存在を検証することが挙
げられる。Schierholzの解析ではN = 4の場合の CP(3)モデルにおいて、非閉じ込め相の存在を
主張した。









義した大きさ Sのスピン Sˆ = (Sˆx, Sˆy, Sˆz)に対して Sˆz = Sを与える基底ベクトルを |S〉とする。この
時、n = (sinθcosφ, sinθsinφ, cosθ)の方向にスピンが向く状態 |ζ〉を
|ζ〉 ≡ N−1/2exp(ζ(θ, φ)S−) |S〉 (A.1)
とする。ただし、ここで ζ(θ, φ), N は




N = (1 + ζ∗ζ)2S (A.3)
である。この状態 |ζ〉をスピンコヒーレント状態と呼び、以下のことが成り立つ2。まず、状態 |ζ〉にお
けるスピン演算子の期待値が
〈ζ|S |ζ〉 = S(sinθcosφ, sinθsinφ, cosθ) = Sn (A.4)
となる。また、状態 |ζ〉は 0 ≤ θ ≤ pi, 0 ≤ φ ≤ 2piの全方向について考えた時に完全性を満たす:∫
dµ(ζ) |ζ〉 〈ζ| ≡ 2S + 1
4pi
∫





Hˆ、N 個のスピンを含む系を ζ = ζ1, ζ2, · · · , ζN で指定される状態 |ζ〉 ≡ |ζ1〉 |ζ2〉 · · · |ζN 〉で表す。ζiのそ




付 録 A. 1次元反強磁性HEISENBERGモデルの有効理論 A.1. コヒーレント表示と経路積分
個の中間状態を挿入すれば
Z = Tr e−βHˆ =
∫





dµ(ζ(τi)) 〈ζ(β)| e−∆τHˆ |ζ(τn−1)〉 〈ζ(τn−1)| e−∆τHˆ |ζ(τn−2)〉 · · · 〈ζ(τ1)| e−∆τHˆ |ζ(0)〉 . (A.6)
ここで、
〈ζ(τ)| e−∆τHˆ |ζ(τ −∆τ)〉 ≃ 〈ζ(τ)| (1−∆τHˆ)(|ζ(τ)〉 −∆τ d
dτ
|ζ(τ)〉)
≃ 〈ζ(τ)|ζ(τ)〉 −∆τ 〈ζ(τ)| d
dτ






































































〈ζ| Sˆx |ζ〉 = Ssinθcosφ = S ζ + ζ
∗
1 + |ζ|2 , (A.11)
〈ζ| Sˆy |ζ〉 = Ssinθsinφ = −iS ζ − ζ
∗
1 + |ζ|2 (A.12)
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nj(τ) · nj+1(τ) (A.18)






















と書ける。ここで、n(τ)は τ と uの関数 n(τ, u)に拡張し、
n(τ, 0) = (0, 0, 1), (A.20)
n(τ, 1) = n(τ) = (sinθcosφ, sinθsinφ, cosθ), (A.21)








































= (1− cosθj(β, u))∂φj(β, u)
∂u



































{1− cosθj(τ, 1)}∂φj(τ, 1)
∂τ

















































S[n] = S1[n] + S2[n] (A.31)
3[45, 47]を参考にした。
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反強磁性の場合 (J > 0)を考える。この場合、Ne´el 状態は基底状態とはならないが、隣り合うスピン
がほぼ反平行に向いていると考えて、








































































































dt δn2r(t) · {n2r(t)× ∂tn2r(t)} (A.39)
と書けることを用いた [47, 48]。nを穏やかに変化する部分mと素早く変化する小さな部分 lに分ける
と、格子間隔 aを用いて、
nj =mj + (−1)jalj (A.40)
とかける。これより δnは
δn = n2r − n2r−1
=m2r + (−1)2ral2r −m2r−1 + (−1)2r−1al2r−1














dt a(∂xm2r + 2l2r) · (n2r × ∂tn2r). (A.42)













dtdx m · (∂tm× ∂xm) + S
∫
dtdx l · (m× ∂tm) (A.43)
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式 (A.43)、(A.44)を合わせれば、作用 S[m, l] = S1 + S2は、













dtdx m · (∂tm× ∂xm) + S
∫








































m2 ≃ 1, (A.46)
m · ∂tm ≃ 0 (A.47)
から導かれる式
(m× ∂tm)2 = (m ·m)(∂tm · ∂tm)− (∂tm ·m)(m · ∂tm)
≃ (∂tm)2 (A.48)
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付 録 A. 1次元反強磁性HEISENBERGモデルの有効理論 A.2. 2次元O(3)非線形シグマモデル








































vs = 2aJS (A.51)
とおいた。また、最後の項はトポロジカル項であり、係数 θは





Plefkaと Samuelは格子 CP(N − 1)モデルのボルツマン因子の展開方法として character-like展開を
開発した [60]。この展開において、彼らは非負の整数の組 (l;m)を用いてボルツマン因子を展開したが、
展開で現れる各項 d(l;m), h(l;m)(β), f(l;m)(z(x), z(x+ µˆ))に関しては (l;m)を具体的に決めることで 1つ
ずつ求めていた。しかし、この方法でテンソルネットワーク表示を求める場合、計算が煩雑になってし
まう。そこで以下では lを任意の非負整数とし、m = 0, 1, 2の場合について character-like展開の各項を
導出する。


















fr(w,w) = dr. (B.3)
ただし、(l;m)を rで表した。fr(v, w)には、
f(l;m)(v, w) = f
∗
(m;l)(v, w) = f(m;l)(w, v) (B.4)
の関係がある。ここで vnの積分は、2N 次元球の表面積
∫
dv δ(v∗ · v − 1) = 2piN/(N − 1)!で規格化さ
れた積分 ∫
dvn (· · · ) =
∫
dv δ(v∗ · v − 1)(· · · )∫
dv δ(v∗ · v − 1) (B.5)




付 録 B. CHARACTER-LIKE展開の各項の導出 B.1. (L;M) = (L; 0)の場合
∫
dvnvi1vi2 · · · vimv∗j1v∗j2 · · · v∗jm =
(N − 1)!






· · · δimjσ(m) (B.6)
を用いる。ここで、∑σ∈Sm は取り得る全ての組み合わせの和である。式 (B.6)を用いると、∫
dvn(v · w∗)m(v∗ · w)l = m! (N − 1)!




以下では、lを任意の非負整数とし、m = 0, 1, 2のときに関してについて考える。ただし、l ≥ mと
する。
B.1 (l;m) = (l; 0)の場合














(N − 1 + l)! = 1
∴ c = ±
√
(N − 1 + l)!







(N − 1 + l)!
l!(N − 1)! (v · w
∗)l, (B.11)
d(l;0) = f(l;0)(w,w) =
√
(N − 1 + l)!
l!(N − 1)! . (B.12)
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dvn (v · w∗)l
[
1 + (Nβ)[v · w∗ + v∗ · w] + 1
2!






















(N − 1 + l)! +
1
(l + 2)!
(Nβ)l+2 l+2C1 (l + 1)!
(N − 1)!





[ (N − 1)!
(N − 1 + l)! (Nβ)
l +
(N − 1)!
1!(N − 1 + (l + 1))!(Nβ)








0!(0 +N − 1 + l)! +
(Nβ)2·1+N−1+l
1!(1 +N − 1 + l)! +
(Nβ)2·2+N−1+l






























を用いた。以上より、m = 0のときに関して、任意の lについて計算することができた。
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付 録 B. CHARACTER-LIKE展開の各項の導出 B.2. (L;M) = (L; 1)の場合
B.2 (l;m) = (l; 1)の場合






f(l;1)(w,w) = 1 (B.15)
なので、 ∫
dvn{A(w · v∗)l(w∗ · v) +B(w · v∗)l−1}{A(v · w∗)l(v∗ · w) +B(v · w∗)l−1} = 1
A2
∫
dvn[(w · v∗)l+1(w∗ · v)l+1] + 2AB
∫
dvn[(w · v∗)l(w∗ · v)l] +B2
∫





(N − 1 + l + 1)! + 2ABl!
(N − 1)!
(N − 1 + l)! +B
2(l − 1)! (N − 1)!
(N − 1 + l − 1)! = 1
(l + 1)!A2 + 2 · l!AB(N − 1 + l + 1) + (l − 1)!B2(N − 1 + l + 1)(N − 1 + l) = (N − 1 + l + 1)!





(l−1;0)(w, v) = 0 (B.18)
なので、 ∫
dvn · {A(w · v∗)l(w∗ · v) +B(w · v∗)l−1}
√
(N − 1 + l − 1)!




dvn[(w · v∗)l(w∗ · v)l] +B
∫




(N − 1 + l)! +B(l − 1)!
(N − 1)!
(N − 1 + l − 1)! = 0
B = − lA
N − 1 + l .
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付 録 B. CHARACTER-LIKE展開の各項の導出 B.2. (L;M) = (L; 1)の場合
式 (B.20)を式 (B.17)に代入して解くと、
(l + 1)!A2 + 2 · l!(N − 1 + l + 1)A
(
− lA
N − 1 + l
)
+ (l − 1)!(N − 1 + l + 1)(N − 1 + l)
(
− lA
N − 1 + l
)2
=
(N − 1 + l + 1)
(N − 1)!{
(l + 1)!(N − 1 + l)− 2 · l!l(N − 1 + l + 1) + (l − 1)!l2(N − 1 + l + 1)}A2
=
(N − 1 + l + 1)!
(N − 1)! (N − 1 + l)
l!
{





(N − 1 + l + 1)!
(N − 1)! (N − 1 + l)
l!
{
Nl − l + l2 +N − 1 + l − 2Nl − 2l2 +Nl + l2}A2 = (N − 1 + l + 1)!
(N − 1)! (N − 1 + l)
l!(N − 1)A2 = (N − 1 + l + 1)!
(N − 1)! (N − 1 + l)
A =
√
(N + l)!(N − 1 + l)
l!(N − 1)!(N − 1) . (Aを正にとった）
式 (B.20)より、
B = − lA
N − 1 + l
= − l
N − 1 + l
√
(N + l)!(N − 1 + l)
l!(N − 1)!(N − 1) . (B.20)
よって、
f(l;1)(v, w) = A(v · w∗)l(v∗ · w) +B(v · w∗)l−1
=
√
(N + l)!(N − 1 + l)
l!(N − 1)!(N − 1) (v · w
∗)l(v∗ · w)− l
N − 1 + l
√
(N + l)!(N − 1 + l)




(N + l)!(N − 1 + l)
l!(N − 1)!(N − 1)
[
(v · w∗)l(v∗ · w)− l




d(l;1) = f(l;1)(w,w) =
√
(N + l)!(N − 1 + l)
l!(N − 1)!(N − 1)
[
1− l




(N + l)!(N − 1 + l)
l!(N − 1)!(N − 1)
N − 1




(N + l)!(N − 1)
l!(N − 1)!(N − 1 + l) . (B.23)
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(v · w∗)l(v∗ · w)− l








N − 1 + l
N − 1
{[∫
vn[(v · w∗)l(v∗w)l]− l
N − 1 + l
∫







vn[(v · w∗)l+1(v∗w)l+1]− l
N − 1 + l
∫







vn[(v · w∗)l+2(v∗w)l+2]− l
N − 1 + l
∫














(N − 1 + l)! −
l
N − 1 + l (l − 1)!
(N − 1)!









(N − 1 + l + 1)! −
l
N − 1 + l l!
(N − 1)!









(N − 1 + l + 2)! −
l
N − 1 + l (l + 1)!
(N − 1)!


















N − 1 + l l!
(N − 1)!








(N + 1 + l)!
− l














{(l + 1)(N − 1 + l)− l(N + l)





(l + 2)(N − 1 + l)− l(N + 1 + l)
(N + 1 + l)!(N − 1 + l) (Nβ)









{ N − 1






N − 1 + l
1
(N + 1 + l)!











1!(N + 1 + l)!













以上より、m = 1のときに関して、m以上の任意の lについて計算することができた。
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付 録 B. CHARACTER-LIKE展開の各項の導出 B.3. (L;M) = (L; 2)の場合
B.3 (l;m) = (l; 2)の場合






f(l;2)(w,w) = 1 (B.25)
なので、∫
dvn{A(w · v∗)l(w∗ · v)2 +B(w · v∗)l−1(w∗ · v) + C(w · v∗)l−2}
× {A(v · w∗)l(v∗ · w)2 +B(v · w∗)l−1(v∗ · w) + C(v · w∗)l−2} = 1
A2
∫
dvn[(w · v∗)l+2(w∗ · v)l+2] + 2AB
∫
dvn[(w · v∗)l+1(w∗ · v)l+1]
+ (2ac+B2)
∫
dvn[(w · v∗)l(w∗ · v)l] + 2BC
∫
dvn[(w · v∗)l−1(w∗ · v)l−1]
+ C2
∫




(N − 1 + l + 2)! + 2AB(l + 1)!
(N − 1)!
(N − 1 + l + 1)! + (2ac+B
2)l!
(N − 1)!
(N − 1 + l)!
+ 2BC(l − 1)! (N − 1)!
(N − 1 + l − 1)! + C
2(l − 2)! (N − 1)!
(N − 1 + l − 2)! = 1
A2(l + 2)! + 2AB(l + 1)!(N + 1 + l) + (2ac+B2)l!(N + 1 + l)(N + l)
+ 2BC(l − 1)!(N + 1 + l)(N + l)(N − 1 + l)
+ C2(l − 2)!(N + 1 + l)(N + l)(N − 1 + l)(N − 2 + l) = (N + 1 + l)!




(l−1;1)(w, v) = 0 (B.28)
なので、∫
dvn{A(w · v∗)l(w∗ · v)2 +B(w · v∗)l−1(w∗ · v) + C(w · v∗)l−2}
×
√
(N + l − 1)!(N − 1 + l − 1)
(l − 1)!(N − 1)!(N − 1)
[
(v · w∗)l−1(v∗ · w)− l − 1






dvn[(w · v∗)l+1(w∗ · v)l+1] +
(




dvn[(w · v∗)l(w∗ · v)l]
+
(








dvn[(w · v∗)l−2(w∗ · v)l−2] = 0.
(B.29)
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(N − 1 + l + 1)! +
(
− l − 1




(N − 1 + l)!
+
(
− l − 1
N − 2 + lB + C
)
(l − 1)! (N − 1)!
(N − 1 + l − 1)! −
l − 1
N − 2 + lC(l − 2)!
(N − 1)!
(N − 1 + l − 2)! = 0. (B.30)
この式は次のように簡単になる。
2Al +B(N + l) = 0. (B.31)
よって、






(l−2;0)(w, v) = 0 (B.33)
なので、∫
dvn{A(w · v∗)l(w∗ · v)2 +B(w · v∗)l−1(w∗ · v) + C(w · v∗)l−2}
√
(N − 1 + l − 2)!




dvn[(w · v∗)l(w∗ · v)l] +B
∫
dvn[(w · v∗)l−1(w∗ · v)l−1] + C
∫




(N − 1 + l)! +B(l − 1)!
(N − 1)!
(N − 1 + l − 1)!
+ C(l − 2)! (N − 1)!
(N − 1 + l − 2)! = 0. (B.34)
この式を C について解くと、
C = − l(l − 1)
(N − 2 + l)(N − 1 + l)A−
l − 1




(N − 1 + l)(N + l)A. (B.36)
式 (B.32)と式 (B.36)を式 (B.27)に代入して、Aについて解くと、
A =
√
(N − 1 + l)(N + l)(N + 1 + l)!
2(N − 1)l!N ! (Aを正にとった). (B.37)
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付 録 B. CHARACTER-LIKE展開の各項の導出 B.3. (L;M) = (L; 2)の場合
これを式 (B.32)と式 (B.36)に代入すると、
B = − 2l
N + l
A = − 2l
N + l
√
(N − 1 + l)(N + l)(N + 1 + l)!
2(N − 1)l!N ! , (B.38)
C =
(l − 1)l
(N − 1 + l)(N + l)A =
(l − 1)l
(N − 1 + l)(N + l)
√
(N − 1 + l)(N + l)(N + 1 + l)!
2(N − 1)l!N ! . (B.39)
よって、式 (B.37)、式 (B.38)、式 (B.39)より、f(l;2)(v, w)と d(l;2)は、
f(l;2)(v, w)
= A(v · w∗)l(v∗ · w)2 +B(v · w∗)l−1(v∗ · w) + C(v · w∗)l−2
=
√
(N − 1 + l)(N + l)(N + 1 + l)!
2(N − 1)l!N !
×
[
(v · w∗)l(v∗ · w)2 − 2l
N + l
(v · w∗)l−1(v∗ · w) + (l − 1)l




d(l;2) = f(l;2)(w,w) =
√
(N − 1 + l)(N + l)(N + 1 + l)!










(N − 1 + l)(N + l)(N + 1 + l)!
2(N − 1)l!N !
N(N − 1)
(N − 1 + l)(N + l) . (B.41)
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(v · w∗)l(v∗ · w)2 − 2l
N + l
(v · w∗)l−1(v∗ · w) + (l − 1)l












vn[(v · w∗)l(v∗w)l]− 2l
N + l
∫
dvn[(v · w∗)l−1(v∗ · w)l−1]
+
(l − 1)l
(N − 1 + l)(N + l)
∫







vn[(v · w∗)l+1(v∗w)l+1]− 2l
N + l
∫
dvn[(v · w∗)l(v∗ · w)l]
+
(l − 1)l
(N − 1 + l)(N + l)
∫







vn[(v · w∗)l+2(v∗w)l+2]− 2l
N + l
∫
dvn[(v · w∗)l+1(v∗ · w)l+1]
+
(l − 1)l
(N − 1 + l)(N + l)
∫







vn[(v · w∗)l+3(v∗w)l+3]− 2l
N + l
∫
dvn[(v · w∗)l+2(v∗ · w)l+2]
+
(l − 1)l
(N − 1 + l)(N + l)
∫
dvn[(v · w∗)l+1(v∗ · w)l+1]
]
2·1+l+2C1+2
(2 · 1 + l + 2)!(Nβ)
2·1+l+2
+ · · ·
+
[∫
vn[(v · w∗)m+l+2(v∗w)m+l+2]− 2l
N + l
∫
dvn[(v · w∗)m+l+1(v∗ · w)m+l+1]
+
(l − 1)l
(N − 1 + l)(N + l)
∫
dvn[(v · w∗)m+l(v∗ · w)m+l]
]
2m+l+2Cm+2
(2m+ l + 2)!





(N − 1 + l)(N + l)
N(N − 1) (N − 1)!
N(N − 1)
(N − 1 + l)(N + l)
×
{
0 + 0 +
(Nβ)l+2
(N + l + 1)!
+
(Nβ)2·1+l+2
1!(1 +N + l + 1)!
+ · · ·+ (Nβ)
2m+l+2
m!(m+N + l + 1)!








0!(0 +N + l + 1)!
+
(Nβ)2·1+N+l+1
1!(1 +N + l + 1)!
+ · · ·+ (Nβ)
2m+N+l+1
m!(m+N + l + 1)!














付 録 B. CHARACTER-LIKE展開の各項の導出 B.3. (L;M) = (L; 2)の場合
以上より、m = 2のときに関して、m以上の任意の lについて計算することができた。
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付 録 B. CHARACTER-LIKE展開の各項の導出 B.4. (L;M) = (L; 3)の場合
B.4 (l;m) = (l; 3)の場合







f(l;3)(w,w) = 1 (B.43)
なので、∫
dvn{A(w · v∗)l(w∗ · v)3 +B(w · v∗)l−1(w∗ · v)2 + C(w · v∗)l−2(w∗ · v) +D(w · v∗)l−3}
× {A(v · w∗)l(v∗ · w)3 +B(v · w∗)l−1(v∗ · w)2 + C(v · w∗)l−2(v∗ · w)}+D(v · w∗)l−3 = 1
A2
∫
dvn[(w · v∗)l+3(w∗ · v)l+3] + 2AB
∫
dvn[(w · v∗)l+2(w∗ · v)l+2] + (2ac+B2)
∫
dvn[(w · v∗)l+1(w∗ · v)l+1]
+ (2bc+ 2AD)
∫
dvn[(w · v∗)l(w∗ · v)l] + (2BD + C2)
∫
dvn[(w · v∗)l−1(w∗ · v)l−1]
+ 2CD
∫
dvn[(w · v∗)l−2(w∗ · v)l−2] +D2
∫




(N − 1 + l + 3)! + 2AB(l + 2)!
(N − 1)!
(N − 1 + l + 2)! + (2ac+B
2)(l + 1)!
(N − 1)!
(N − 1 + l + 1)!
+ (2bc+ 2AD)l!
(N − 1)!
(N − 1 + l)! + (2BD + C
2)(l − 1)! (N − 1)!
(N − 1 + l − 1)! + 2CD(l − 2)!
(N − 1)!
(N − 1 + l − 2)!
+D2(l − 3)! (N − 1)!
(N − 1 + l − 3)! = 1. (B.45)
ここで両辺に (N+2+l)!(N−1)! をかけると、
A2(l + 3)! + 2AB(l + 2)!(N + 2 + l) + (2ac+B2)(l + 1)!(N + 2 + l)(N + 1 + l)
+ (2AD + 2BC)l!(N + 2 + l)(N + 1 + l)(N + l)
+ (2BD + C2)(l − 1)!(N + 2 + l)(N + 1 + l)(N + 1 + l)(N + l)(N − 1 + l)
+ 2CD(l − 2)!(N + 2 + l)(N + 1 + l)(N + l)(N − 1 + l)(N − 2 + l)
+D2(l − 3)!(N + 2 + l)(N + 1 + l)(N + l)(N − 1 + l)(N − 2 + l)(N − 3 + l) = (N + 2 + l)!





(l−1;2)(w, v) = 0 (B.47)
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付 録 B. CHARACTER-LIKE展開の各項の導出 B.4. (L;M) = (L; 3)の場合
なので、∫
dvn{A(w · v∗)l(w∗ · v)3 +B(w · v∗)l−1(w∗ · v)2 + C(w · v∗)l−2(w∗ · v) +D(w · v∗)l−3}
×
√
(N + 1 + l − 1)!(N − 1 + l − 1)(N + l − 1)
2(l − 1)!N !(N − 1) {(w
∗ · v)l−1(w · v∗)2 − 2(l − 1)
N + l − 1(w
∗ · v)l−2(w · v∗)
+
(l − 1− l)(l − 1)
(N − 1 + l − 1)(N + l − 1)(w
∗ · v)l−3} = 0
A
∫
dvn(w · v∗)l+2(w∗ · v)l+2 +
(
− 2(l − 1)
N + l − 1A+B
)∫
dvn(w · v∗)l+1(w∗ · v)l+1
+
(
(l − 2)(l − 1)
(N − 1 + l − 1)(N + l − 1)A−
2(l − 1)
N + l − 1B + C
)∫
dvn(w · v∗)l(w∗ · v)l
+
(
(l − 2)(l − 1)
(N − 1 + l − 1)(N + l − 1)B −
2(l − 1)
N + l − 1C +D
)∫
dvn(w · v∗)l−1(w∗ · v)l−1
+
(
(l − 2)(l − 1)
(N − 1 + l − 1)(N + l − 1)C −
2(l − 1)
N + l − 1D
)∫
dvn(w · v∗)l−2(w∗ · v)l−2
+
(l − 2)(l − 1)
(N − 1 + l − 1)(N + l − 1)D
∫
dvn(w · v∗)l−3(w∗ · v)l−3 = 0
A(l + 2)!
(N − 1)!
(N − 1 + l + 2)! +
(
− 2(l − 1)




(N − 1 + l + 1)!
+
(
(l − 2)(l − 1)
(N − 1 + l − 1)(N + l − 1)A−
2(l − 1)




(N − 1 + l)!
+
(
(l − 2)(l − 1)
(N − 1 + l − 1)(N + l − 1)B −
2(l − 1)
N + l − 1C +D
)
(l − 1)! (N − 1)!
(N − 1 + l − 1)!
+
(
(l − 2)(l − 1)
(N − 1 + l − 1)(N + l − 1)C −
2(l − 1)
N + l − 1D
)
(l − 2)! (N − 1)!
(N − 1 + l − 2)!
+
(l − 2)(l − 1)
(N − 1 + l − 1)(N + l − 1)D(l − 3)!
(N − 1)!
(N − 1 + l − 3)! = 0. (B.48)
ここで両辺に (N+1+l)!(l−3)!(N−1)! をかけると、
A(l + 2)(l + 1)l(l − 1)(l − 2) +
(
− 2(l − 1)
N + l − 1A+B
)
(l + 1)l(l − 1)(l − 2)(N + 1 + l)
+
(
(l − 2)(l − 1)
(N − 1 + l − 1)(N + l − 1)A−
2(l − 1)
N + l − 1B + C
)
l(l − 1)(l − 2)(N + 1 + l)(N + l)
+
(
(l − 2)(l − 1)
(N − 1 + l − 1)(N + l − 1)B −
2(l − 1)
N + l − 1C +D
)
(l − 1)(l − 2)(N + 1 + l)(N + l)(N − 1 + l)
+
(
(l − 2)(l − 1)
(N − 1 + l − 1)(N + l − 1)C −
2(l − 1)
N + l − 1D
)
(l − 2)(N + 1 + l)(N + l)(N − 1 + l)(N − 2 + l)
+
(l − 2)(l − 1)
(N − 1 + l − 1)(N + l − 1)D(N + 1 + l)(N + l)(N − 1 + l)(N − 2 + l)(N − 3 + l) = 0. (B.49)
81
付 録 B. CHARACTER-LIKE展開の各項の導出 B.4. (L;M) = (L; 3)の場合
さらに両辺に (N − 2 + l)(N − 1 + l)をかけると、
A(l + 2)(l + 1)l(l − 1)(l − 2)(N − 2 + l)(N − 1 + l)
− 2(l + 1)l(l − 1)2(l − 2)(N + 1 + l)(N − 2 + l)A
+ (l + 1)l(l − 1)(l − 2)(N + 1 + l)(N − 1 + l)(N − 2 + l)B
+ l(l − 1)2(l − 2)2(N + 1 + l)(N + l)A
− 2l(l − 1)2(l − 2)(N + 1 + l)(N + l)(N − 2 + l)B
+ l(l − 1)(l − 2)(N + 1 + l)(N + l)(N − 1 + l)(N − 2 + l)C
+ (l − 1)2(l − 2)2(N + 1 + l)(N + l)(N − 1 + l)B
− 2(l − 1)2(l − 2)(N + 1 + l)(N + l)(N − 1 + l)(N − 2 + l)C
+ (l − 1)(l − 2)(N + 1 + l)(N + l)(N − 1 + l)2(N − 2 + l)D
+ (l − 2)2(l − 1)(N + 1 + l)(N + l)(N − 1 + l)(N − 2 + l)C
− 2(l − 1)(l − 2)(N + 1 + l)(N + l)(N − 1 + l)(N − 2 + l)2D
+ (l − 1)(l − 2)(N + 1 + l)(N + l)(N − 1 + l)(N − 2 + l)(N − 3 + l)D = 0. (B.50)
Dの項の係数は (l − 1)(l − 2)(N + 1 + l)(N + l)(N − 1 + l)(N − 2 + l)でくくると、
(N − 1 + l)− 2(N − 2 + l) + (N − 3 + l) = 0 (B.51)
となりDの項は消える。また、Cの項の係数は (l− 2)(l− 1)(N + 1+ l)(N + l)(N − 1 + l)(N − 2 + l)
をくくると、
l − 2(l − 1) + (l − 2) = 0 (B.52)
となり、C の項も消える。Bの項の係数は
(l + 1)l(l − 1)(l − 2)(N + 1 + l)(N − 1 + l)(N − 2 + l)− 2l(l − 1)2(l − 2)(N + 1 + l)(N + l)(N − 2 + l)
+ (l − 1)2(l − 2)2(N + 1 + l)(N + l)(N − 1 + l)
=(l − 1)(l − 2)(N + 1 + l)
× {(l + 1)l(N − 1 + l)(N − 2 + l)− 2l(l − 1)(N + l)(N − 2 + l) + (l − 1)(l − 2)(N + l)(N − 1 + l)}
=2N(N − 1)(l − 1)(l − 2)(N + 1 + l) (B.53)
となる。Aの項の係数は
(l + 2)(l + 1)l(l − 1)(l − 2)(N − 2 + l)(N − 1 + l)− 2(l + 1)l(l − 1)2(l − 2)(N + 1 + l)(N − 2 + l)
+ l(l − 1)2(l − 2)2(N + 1 + l)(N + l)A
=l(l − 1)(l − 2){(l + 2)(l + 1)(N − 2 + l)(N − 1 + l)
− 2(l + 1)(l − 1)(N + 1 + l)(N − 2 + l) + (l − 1)(l − 2)(N + 1 + l)(N + l)}
=6N(N − 1)l(l − 1)(l − 2). (B.54)
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付 録 B. CHARACTER-LIKE展開の各項の導出 B.4. (L;M) = (L; 3)の場合
よって、式 (B.50)は
6N(N − 1)l(l − 1)(l − 2)A+ 2N(N − 1)(l − 1)(l − 2)(N + 1 + l)B = 0




(l−2;1)(w, v) = 0 (B.56)
なので、∫
dvn{A(w · v∗)l(w∗ · v)3 +B(w · v∗)l−1(w∗ · v)2 + C(w · v∗)l−2(w∗ · v) +D(w · v∗)l−3}
×
√
(N + l − 2)!(N − 1 + l − 2)
(l − 2)!(N − 1)!(N − 1)
{
(w∗ · v)l−2(w · v∗)− l − 2






dvn(w · v∗)l+1(w∗ · v)l+1 +
(
− l − 2
N − 1 + l − 2A+B
)∫
dvn(w · v∗)l(w∗ · v)l
+
(
− l − 2
N − 1 + l − 2B + C
)∫
dvn(w · v∗)l−1(w∗ · v)l−1
+
(
− l − 2
N − 1 + l − 2C +D
)∫
dvn(w · v∗)l−2(w∗ · v)l−2 − l − 2
N − 1 + l − 2D
∫





(N − 1 + l + 1)! +
(
− l − 2




(N − 1 + l)!
+
(
− l − 2
N − 3 + lB + C
)
(l − 1)! (N − 1)!
(N − 1 + l − 1)!
+
(
− l − 2
N − 3 + lC +D
)
(l − 2)! (N − 1)!
(N − 1 + l − 2)! −
l − 2
N − 3 + lD(l − 3)!
(N − 1)!
(N − 1 + l − 3)! = 0 (B.58)
この式の両辺に (N+l)!(l−3)!(N−1)! をかけると、
A(l + 1)l(l − 1)(l − 2) +
(
− l − 2
N − 3 + lA+B
)
l(l − 1)(l − 2)(N + l)
+
(
− l − 2
N − 3 + lB + C
)
(l − 1)(l − 2)(N + l)(N − 1 + l)(
− l − 2
N − 3 + lC +D
)
(l − 2)(N + l)(N − 1 + l)(N − 2 + l)
− l − 2
N − 3 + lD(N + l)(N − 1 + l)(N − 2 + l)(N − 3 + l) = 0. (B.59)
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付 録 B. CHARACTER-LIKE展開の各項の導出 B.4. (L;M) = (L; 3)の場合
Dの項は消えて、
A(l + 1)l(l − 1)(l − 2) +
(
− l − 2
N − 3 + lA+B
)
l(l − 1)(l − 2)(N + l)
+
(
− l − 2
N − 3 + lB + C
)
(l − 1)(l − 2)(N + l)(N − 1 + l)
− l − 2
N − 3 + lC(l − 2)(N + l)(N − 1 + l)(N − 2 + l) = 0. (B.60)
さらに両辺に (N − 3 + l)をかけると、
A(l + 1)l(l − 1)(l − 2)(N − 3 + l)−Al(l − 1)(l − 2)2(N + l)
+Bl(l − 1)(l − 2)(N + l)(N − 3 + l)−B(l − 1)(l − 2)2(N + l)(N − 1 + l)
+ C(l − 1)(l − 2)(N + l)(N − 1 + l)(N − 3 + l)− C(l − 2)2(N + l)(N − 1 + l)(N − 2 + l) = 0.
(B.61)
A,B,C の各項でまとめると、
3l(l − 1)(l − 2)(N − 1)A+ 2(l − 1)(l − 2)(N + l)(N − 1)B + (l − 2)(N + l)(N − 1 + l)(N − 1)C = 0




(l−3;1)(w, v) = 0 (B.63)
なので、∫
dvn{A(w · v∗)l(w∗ · v)3 +B(w · v∗)l−1(w∗ · v)2 + C(w · v∗)l−2(w∗ · v) +D(w · v∗)l−3}
×
√
(N − 1 + l − 3)!
(l − 3)!(N − 1)! (w
∗ · v)l−3 = 0
A
∫
dvn(w · v∗)l(w∗ · v)l +B
∫
dvn(w · v∗)l−1(w∗ · v)l−1
+ C
∫
dvn(w · v∗)l−2(w∗ · v)l−2 +D
∫




(N − 1 + l)! +B(l − 1)!
(N − 1)!
(N − 1 + l − 1)!
+ C(l − 2)! (N − 1)!
(N − 1 + l − 2)! +D(l − 3)!
(N − 1)!
(N − 1 + l − 3)! = 0. (B.65)
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付 録 B. CHARACTER-LIKE展開の各項の導出 B.4. (L;M) = (L; 3)の場合
ここで両辺に (N−1+l)!(l−3)! をかけると、
Al(l − 1)(l − 2) +B(l − 1)(l − 2)(N − 1 + l) + C(l − 2)(N − 1 + l)(N − 2 + l)
+D(N − 1 + l)(N − 2 + l)(N − 3 + l) = 0. (B.66)
ここで式 (B.55)より、
B = − 3l
N + 1 + l
A. (B.67)
これを式 (B.62)に代入して、
3l(l − 1)A− 2(l − 1)(N + l) 3l
N + 1 + l
A+ (N + l)(N − 1 + l)C = 0
{3l(l − 1)(N + 1 + l)− 6l(l − 1)(N + l)}A+ (N + l)(N − 1 + l)(N + 1 + l)C = 0
− 3l(l − 1)(N − 1 + l)A+ (N + l)(N − 1 + l)(N + 1 + l)C = 0
∴ C = 3l(l − 1)
(N + l)(N + 1 + l)
A. (B.68)
次に、式 (B.66)に式 (B.67)、式 (B.68)を代入すると、
l(l − 1)(l − 2)A− (l − 1)(l − 2)(N − 1 + l) 3l
N + 1 + l
A
+ (l − 2)(N − 1 + l)(N − 2 + l) 3l(l − 1)
(N + l)(N + 1 + l)
A+ (N − 1 + l)(N − 2 + l)(N − 3 + l)D = 0.
(B.69)
ここで両辺に (N + l)(N + 1 + l)をかけると、
{l(l − 1)(l − 2)(N + l)(N + 1 + l)− 3l(l − 1)(l − 2)(N − 1 + l)(N + l)
+ 3l(l − 1)(l − 2)(N − 1 + l)(N − 2 + l)}A+ (N + 1 + l)(N + l)(N − 1 + l)(N − 2 + l)(N − 3 + l)D = 0
l(l − 1)(l − 2)(N − 2 + l)(N − 3 + l)A+ (N + 1 + l)(N + l)(N − 1 + l)(N − 2 + l)(N − 3 + l)D = 0
∴ D = − l(l − 1)(l − 2)
(N + 1 + l)(N + l)(N − 1 + l)A. (B.70)
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付 録 B. CHARACTER-LIKE展開の各項の導出 B.4. (L;M) = (L; 3)の場合
また、式 (B.46)に式 (B.67)、式 (B.68)、式 (B.70)を代入すると、
A2(l + 3)! + 2A
(
− 3l
N + 1 + l
A
)




(N + l)(N + 1 + l)
A
)




N + 1 + l
A
)2
(l + 1)!(N + 2 + l)(N + 1 + l)
+ 2A
(
− l(l − 1)(l − 2)
(N + 1 + l)(N + l)(N − 1 + l)A
)








(N + l)(N + 1 + l)
A
)




N + 1 + l
A
)(
− l(l − 1)(l − 2)
(N + 1 + l)(N + l)(N − 1 + l)A
)




(N + l)(N + 1 + l)
A
)2




(N + l)(N + 1 + l)
A
)(
− l(l − 1)(l − 2)
(N + 1 + l)(N + l)(N − 1 + l)A
)
× (l − 2)!(N + 2 + l)(N + 1 + l)(N + l)(N − 1 + l)(N − 2 + l)
+
(
− l(l − 1)(l − 2)
(N + 1 + l)(N + l)(N − 1 + l)A
)2
× (l − 3)!(N + 2 + l)(N + 1 + l)(N + l)(N − 1 + l)(N − 2 + l)(N − 3 + l)
=
(N + 2 + l)!
(N − 1)! . (B.71)
86
付 録 B. CHARACTER-LIKE展開の各項の導出 B.4. (L;M) = (L; 3)の場合
両辺に (N+1+l)(N+l)(N−1+l)(l−3)! をかけると、
{(l + 3)(l + 2)(l + 1)l(l − 1)(l − 2)(N + 1 + l)(N + l)(N − 1 + l)
− 6(l + 2)(l + 1)l2(l − 1)(l − 2)(N + 2 + l)(N + l)(N − 1 + l)
+ 6(l + 1)l2(l − 1)2(l − 2)(N + 2 + l)(N + 1 + l)(N − 1 + l)
+ 9(l + 1)l3(l − 1)(l − 2)(N + 2 + l)(N + l)(N − 1 + l)
− 2l2(l − 1)2(l − 2)2(N + 2 + l)(N + 1 + l)(N + l)
− 18l3(l − 1)2(l − 2)(N + 2 + l)(N + l)(N − 1 + l)
+ 6l2(l − 1)2(l − 2)2(N + 2 + l)(N + l)(N − 1 + l)
+ 9l2(l − 1)3(l − 2)(N + 2 + l)(N − 1 + l)2
− 6l2(l − 1)2(l − 2)2(N + 2 + l)(N − 1 + l)(N − 2 + l)
+ l2(l − 1)2(l − 2)2(N + 2 + l)(N − 2 + l)(N − 3 + l)}A2
=
(N + 1 + l)(N + l)(N − 1 + l)(N + 2 + l)!
(N − 1)!(l − 3)! . (B.72)
ここで簡単のため、a = N + 1, b = N, c = N − 1とする。
式 (B.72)の左辺
l(l − 1)(l − 2)A2 =(l + 3)(l + 2)(l + 1)(a+ l)(b+ l)(c+ l)
− 6(l + 2)(l + 1)l(a+ l + 1)(b+ l)(c+ l)
+ 6(l + 1)l(l − 1)(a+ l + 1)(b+ l + 1)(c+ l)
+ 9(l + 1)l2(a+ l + 1)(b+ l)(c+ l)
− 2l(l − 1)(l − 2)(a+ l + 1)(b+ l + 1)(c+ l + 1)
− 18l2(l − 1)(a+ l + 1)(b+ l)(c+ l)
+ 6l(l − 1)(l − 2)(a+ l + 1)(b+ l)(c+ l)
+ 9l(l − 1)2(a+ l + 1)(b+ l − 1)(c+ l)
− 6l(l − 1)(l − 2)(a+ l + 1)(b+ l − 1)(c+ l − 1)
+ l(l − 1)(l − 2)(a+ l + 1)(b+ l − 2)(c+ l − 2). (B.73)
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付 録 B. CHARACTER-LIKE展開の各項の導出 B.4. (L;M) = (L; 3)の場合
ここで式 (B.73)の abcの項を除いたものを考える。
(式 (B.73)の abc以外の項)
=(l + 3)(l + 2)(l + 1){l(ac+ bc+ ab) + l2(a+ b+ c) + l3}
− 6(l + 2)(l + 1)l{lac+ (l + 1)bc+ lab+ (l + 1)lc+ l2a+ (l + 1)lb+ (l + 1)l2}
+ 6(l + 1)l(l − 1){(l + 1)ac+ (l + 1)bc+ lab+ (l + 1)2c+ (l + 1)la+ (l + 1)lb+ (l + 1)2l}
+ 9(l + 1)l2{lac+ (l + 1)bc+ lab+ l(l + 1)c+ l2a+ (l + 1)lb+ (l + 1)l2}
− 2l(l − 1)(l − 2){(l + 1)ac+ (l + 1)bc+ (l + 1)ab+ (l + 1)2c+ (l + 1)2a+ (l + 1)2b+ (l + 1)3}
− 18l2(l − 1){lac+ (l + 1)bc+ lab+ (l + 1)lc+ l2a+ (l + 1)lb+ (l + 1)l2}
+ 6l(l − 1)(l − 2){lac+ (l + 1)bc+ lab+ (l + 1)lc+ l2a+ (l + 1)lb+ (l + 1)l2}
+ 9l(l − 1)2{(l − 1)ac+ (l + 1)bc+ lab+ (l + 1)(l − 1)c+ (l − 1)la+ (l + 1)lb+ (l + 1)(l − 1)l}
− 6l(l − 1)(l − 2)
× {(l − 1)ac+ (l + 1)bc+ (l − 1)ab+ (l − 1)(l + 1)c+ (l + 1)(l − 1)b+ (l − 1)2a+ (l + 1)(l − 1)2}
+ l(l − 1)(l − 2)
× {(l − 2)ac+ (l + 1)bc+ (l − 2)ab+ (l + 1)(l − 2)c+ (l − 2)2a+ (l + 1)(l − 2)b+ (l + 1)(l − 2)2}.
(B.74)
式 (B.74)の 1項目は
(l + 3)(l + 2)(l + 1){l(ac+ bc+ ab) + l2(a+ b+ c) + l3}
=(l3 + 6l2 + 11l + 6){l(ac+ bc+ ab) + l2(a+ b+ c) + l3}
=(6ab+ 6ac+ 6bc)l + (6a+ 6b+ 6c+ 11ab+ 11ac+ 11bc)l2
+ (6 + 11a+ 11b+ 11c+ 6ab+ 6ac+ 6bc)l3 + (11 + 6a+ 6b+ 6c+ ab+ ac+ bc)l4
+ (6 + a+ b+ c)l5 + l6. (B.75)
式 (B.74)の 2項目は
− 6(l + 2)(l + 1)l{lac+ (l + 1)bc+ lab+ (l + 1)lc+ l2a+ (l + 1)lb+ (l + 1)l2}
= −6(l + 2)(l + 1)l{bc+ l(ac+ bc+ ab+ b+ c) + l2(a+ b+ c+ 1) + l3}. (B.76)
式 (B.74)の 3項目は
6(l + 1)l(l − 1){(l + 1)ac+ (l + 1)bc+ lab+ (l + 1)2c+ (l + 1)la+ (l + 1)lb+ (l + 1)2l}
= 6(l + 1)l(l − 1){ac+ bc+ c+ l(ac+ bc+ ab+ 2c+ a+ b+ 1) + l2(c+ a+ b+ 2) + l3}. (B.77)
式 (B.74)の 4項目は
9(l + 1)l2{lac+ (l + 1)bc+ lab+ l(l + 1)c+ l2a+ (l + 1)lb+ (l + 1)l2}
= 9(l + 1)l2{bc+ l(ac+ bc+ ab+ c+ b) + l2(a+ b+ c+ 1) + l3}. (B.78)
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付 録 B. CHARACTER-LIKE展開の各項の導出 B.4. (L;M) = (L; 3)の場合
式 (B.74)の 5項目は
− 2l(l − 1)(l − 2){(l + 1)ac+ (l + 1)bc+ (l + 1)ab+ (l + 1)2c+ (l + 1)2a+ (l + 1)2b+ (l + 1)3}
= −2l(l − 1)(l − 2){ac+ bc+ ab+ c+ a+ b+ 1 + l(ac+ bc+ ab+ 2c+ 2a+ 2b+ 3)
+ l2(c+ a+ b+ 3) + l3}. (B.79)
式 (B.74)の 6項目は
− 18l2(l − 1){lac+ (l + 1)bc+ lab+ (l + 1)lc+ l2a+ (l + 1)lb+ (l + 1)l2}
= −18l2(l − 1){bc+ l(ac+ bc+ ab+ c+ b) + l2(a+ b+ c+ 1) + l3}. (B.80)
式 (B.74)の 7項目は
6l(l − 1)(l − 2){lac+ (l + 1)bc+ lab+ (l + 1)lc+ l2a+ (l + 1)lb+ (l + 1)l2}
= 6l(l − 1)(l − 2){bc+ l(ac+ bc+ ab+ c+ b) + l2(a+ b+ c+ 1) + l3}. (B.81)
式 (B.74)の 8項目は
9l(l − 1)2{(l − 1)ac+ (l + 1)bc+ lab+ (l + 1)(l − 1)c+ (l − 1)la+ (l + 1)lb+ (l + 1)(l − 1)l}
= 9l(l − 1)2{(−ac+ bc− c) + l(ac+ bc+ ab− a+ b− 1) + l2(a+ b+ c) + l3}. (B.82)
式 (B.74)の 9項目は
− 6l(l − 1)(l − 2)× {(l − 1)ac+ (l + 1)bc+ (l − 1)ab
+ (l − 1)(l + 1)c+ (l + 1)(l − 1)b+ (l − 1)2a+ (l + 1)(l − 1)2}
= −6l(l − 1)(l − 2)× {(−ac+ bc− ab− c+ a− b+ 1)
+ l(ac+ bc+ ab− 2a− 1) + l2(a+ b+ c− 1) + l3}. (B.83)
式 (B.74)の 10項目は
l(l − 1)(l − 2)× {(l − 2)ac+ (l + 1)bc+ (l − 2)ab
+ (l + 1)(l − 2)c+ (l − 2)2a+ (l + 1)(l − 2)b+ (l + 1)(l − 2)2}
= l(l − 1)(l − 2)× {(−2ac+ bc− 2ab− 2c+ 4a− 2b+ 4)
+ l(ac+ bc+ ab− c− 4a− b) + l2(a+ b+ c− 3) + l3}. (B.84)
6項目と 7項目を足すと、
6l(l − 1){−3l + (l − 2)}{lac+ (l + 1)bc+ lab+ (l + 1)lc+ l2a+ (l + 1)lb+ (l + 1)l2}
= −12(l + 1)l(l − 1){bc+ l(ac+ bc+ ab+ c+ b) + l2(a+ b+ c+ 1) + l3}. (B.85)
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付 録 B. CHARACTER-LIKE展開の各項の導出 B.4. (L;M) = (L; 3)の場合
この式に 2, 4項目を足すと、
{−6(l + 2) + 9l − 12(l − 1)}(l + 1)l{bc+ l(ac+ bc+ ab+ c+ b) + l2(a+ b+ c+ 1) + l3}
= −9l2(l + 1){bc+ l(ac+ bc+ ab+ c+ b) + l2(a+ b+ c+ 1) + l3}. (B.86)
3, 5, 8, 9, 10項目を足すと、
l(l − 1)
[
6(l + 1)× {ac+ bc+ c+ l(ac+ bc+ ab+ 2c+ a+ b+ 1) + l2(c+ a+ b+ 2) + l3}
− 2(l − 2)× {ac+ bc+ ab+ c+ a+ b+ 1 + l(ac+ bc+ ab+ 2c+ 2a+ 2b+ 3)
+ l2(c+ a+ b+ 3) + l3
}
+ 9(l − 1)× {(−ac+ bc− c) + l(ac+ bc+ ab− a+ b− 1) + l2(a+ b+ c) + l3}
− 6(l − 2)× {(−ac+ bc− ab− c+ a− b+ 1)
+ l(ac+ bc+ ab− 2a− 1) + l2(a+ b+ c− 1) + l3}
+ (l − 2)× {(−2ac+ bc− 2ab− 2c+ 4a− 2b+ 4)
+ l(ac+ bc+ ab− c− 4a− b) + l2(a+ b+ c− 3) + l3}]
=l(l − 1)
[{
(6ac+ 6bc+ 6c) + l(12ac+ 12bc+ 18c+ 6ab+ 6a+ 6b+ 6)




(4ac+ 4bc+ 4ab+ 4c+ 4a+ 4b+ 4) + l(2ac+ 2bc+ 2ab+ 6c+ 6a+ 6b+ 10)
+ l2(−2ac− 2bc− 2ab+ 6) + l3(−2a− 2b− 2c− 2)− 2l4}
+
{
(9ac− 9bc+ 9c) + l(−18ac− 9c− 9ab+ 9a− 9b+ 9)
+ l2(9ac+ 9bc+ 9ab− 18a− 9− 9c) + l3(9a+ 9b+ 9c− 9) + 9l4}
+
{
(−12ac+ 12bc− 12ab− 12c+ 12a− 12b+ 12) + l(18ac+ 6bc+ 18ab+ 6c− 30a+ 6b− 18)
+ l2(−6ac− 6bc− 6ab+ 24a+ 12b+ 12c− 6) + l3(−6a− 6b− 6c+ 18)− 6l4}
+
{
(4ac− 2bc+ 4ab+ 4c− 8a+ 4b− 8) + l(−4ac− bc− 4ab+ 12a+ 4)
+ l2(ac+ bc+ ab− 3c− 6a− 3b+ 6) + l3(a+ b+ c− 5) + l4}]
=l(l − 1)
[
(11ac+ 11bc+ 11c− 4ab+ 8a− 4b+ 8)
+ l(10ac+ 19bc+ 21c+ 13ab+ 3a+ 9b+ 11)




付 録 B. CHARACTER-LIKE展開の各項の導出 B.4. (L;M) = (L; 3)の場合
式 (B.86)と式 (B.87)を合わせると式 (B.74)の 2 10項目の和が計算できて、
− 9l2(l + 1)
[
bc+ l(ac+ bc+ ab+ c+ b) + l2(a+ b+ c+ 1) + l3
]
+ l(l − 1)
[
(11ac+ 11bc+ 11c− 4ab+ 8a− 4b+ 8)
+ l(10ac+ 19bc+ 21c+ 13ab+ 3a+ 9b+ 11)




(−11ac− 11bc− 11c+ 4ab− 8a+ 4b− 8) + l(−17bc+ ac− 10c− 17ab+ 5a− 13b− 3)
+ l2(−7ac− 7bc− 4ab− 6c− 21b− 9a− 4) + l3(−ac− bc− ab− 8c− 5b− 5a− 14)
+ l4(−a− b− c− 6)− l5
]
. (B.88)
式 (B.75)、式 (B.88)を加えると式 (B.74)が計算できて、[
(6ab+ 6ac+ 6bc)l + (6a+ 6b+ 6c+ 11ab+ 11ac+ 11bc)l2
+ (6 + 11a+ 11b+ 11c+ 6ab+ 6ac+ 6bc)l3 + (11 + 6a+ 6b+ 6c+ ab+ ac+ bc)l4




(−11ac− 11bc− 11c+ 4ab− 8a+ 4b− 8)l + (−17bc+ ac− 10c− 17ab+ 5a− 13b− 3)l2
+ (−7ac− 7bc− 4ab− 6c− 21b− 9a− 4)l3 + (−ac− bc− ab− 8c− 5b− 5a− 14)l4
+ (−a− b− c− 6)l5 − l6
]
=(10ab− 5ac− 5bc− 11c− 8a+ 4b− 8)l + (11a− 7b− 4c− 6ab+ 12ac− 6bc− 3)l2
+ (2 + 2a− 10b+ 5c+ 2ab− ac− bc)l3 + (−3 + a+ b− 2c)l4. (B.89)
ここで a = N + 1, b = N, c = N − 1を代入すると、式 (B.89)の lの項の係数は
10ab− 5ac− 5bc− 11c− 8a+ 4b− 8
=10(N + 1)N − 5(N + 1)(N − 1)− 5N(N − 1)− 11(N − 1)− 8(N + 1) + 4N − 8
=10N2 + 10N − 5N2 + 5− 5N2 + 5N − 11N + 11− 8N − 8 + 4N − 8
=0. (B.90)
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式 (B.89)の l2の項の係数は
11a− 7b− 4c− 6ab+ 12ac− 6bc− 3
=11(N + 1)− 7N − 4(N − 1)− 6(N + 1)N + 12(N + 1)(N − 1)− 6N(N − 1)− 3
=11N + 11− 7N − 4N + 4− 6N2 − 6N + 12N2 − 12− 6N2 + 6N − 3
=0. (B.91)
式 (B.89)の l3の項の係数は
2 + 2a− 10b+ 5c+ 2ab− ac− bc
2 + 2(N + 1)− 10N + 5(N − 1) + 2(N + 1)N − (N + 1)(N − 1)−N(N − 1)
2 + 2N + 2− 10N + 5N − 5 + 2N2 + 2N −N2 + 1−N2 +N
=0. (B.92)
式 (B.89)の l4の項の係数は
− 3 + a+ b− 2c
− 3 + (N + 1) +N − 2(N − 1)
− 3 +N + 1 +N − 2N + 2
=0. (B.93)
よって、式 (B.73)の abc以外の項は全て消える。abcの項の係数は
(l + 3)(l + 2)(l + 1)− 6(l + 2)(l + 1)l + 6(l + 1)l(l − 1) + 9(l + 1)l2
− 2l(l − 1)(l − 2)− 18l2(l − 1) + 6l(l − 1)(l − 2) + 9l(l − 1)2 − 6l(l − 1)(l − 2) + l(l − 1)(l − 2)
=(l + 3)(l + 2)(l + 1) + (l + 1)l[−6(l + 2) + 6(l − 1) + 9l]
+ l(l − 1)(l − 2)[−2 + 6− 6] + l(l − 1)[−18l + 9(l − 1) + (l − 2)]
=(l + 3)(l + 2)(l + 1) + 9(l − 2)(l + 1)l − 2l(l − 1)(l − 2)− (8l + 11)l(l − 1)
=(l + 1)(l2 + 5l + 6 + 9l2 − 18l) + l(l − 1)[−2(l − 2)− (8l + 11)]
=10l3 − 3l2 − 7l + 6− 10l3 + 3l2 + 7l
=6. (B.94)
したがって、式 (B.72)は a = N + 1, b = N, c = N − 1とすると、
6l(l − 1)(l − 2)abcA2 = (N + 2 + l)!(N + 1 + l)(N + l)(N − 1 + l)
(N − 1)!(l − 3)!
∴ A =
√
(N + 2 + l)!(N + 1 + l)(N + l)(N − 1 + l)
6l!(N − 1)!(N + 1)N(N − 1) . (B.95)
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付 録 B. CHARACTER-LIKE展開の各項の導出 B.4. (L;M) = (L; 3)の場合
これと、式 (B.67)、式 (B.68)、式 (B.70)を合わせると f(l;3)(v, w)は
f(l;3)(v, w) =
√
(N + 2 + l)!(N + 1 + l)(N + l)(N − 1 + l)
6l!(N − 1)!(N + 1)N(N − 1)
×
[
(v · w∗)l(v∗ · w)3 − 3l
N + 1 + l
(v · w∗)l−1(v∗ · w)2
+
3l(l − 1)
(N + l)(N + 1 + l)
(v · w∗)l−2(v∗ · w)− l(l − 1)(l − 2)








(N + 2 + l)!(N + 1 + l)(N + l)(N − 1 + l)




N + 1 + l
+
3l(l − 1)
(N + l)(N + 1 + l)
− l(l − 1)(l − 2)




(N + 2 + l)!(N + 1 + l)(N + l)(N − 1 + l)
6l!(N − 1)!(N + 1)N(N − 1)
× (N + 1 + l)(N + l)(N − 1 + l)− 3l(N + l)(N − 1 + l) + 3l(l − 1)(N − 1 + l)− l(l − 1)(l − 2)
(N + 1 + l)(N + l)(N − 1 + l)
=
√
(N + 2 + l)!(N + 1 + l)(N + l)(N − 1 + l)
6l!(N − 1)!(N + 1)N(N − 1)
N(N + 1)(N − 1)
(N + 1 + l)(N + l)(N − 1 + l) . (B.97)
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(N − 1 + l)(N + l)(N − 1 + l)





(v · w∗)l(v∗ · w)3 − 3l
N + 1 + l
(v · w∗)l−1(v∗ · w)2 + 3l(l − 1)
(N + l)(N + 1 + l)
(v · w∗)l−2(v∗ · w)
− l(l − 1)(l − 2)








(N − 1 + l)(N + l)(N − 1 + l)
(N + 1)N(N − 1)
×
{[∫
vn[(v · w∗)l(v∗w)l]− 3l
N + 1 + l
∫
dvn[(v · w∗)l−1(v∗ · w)l−1]
+
3l(l − 1)
(N + 1 + l)(N + l)
∫
dvn[(v · w∗)l−2(v∗ · w)l−2]
− l(l − 1)(l − 2)
(N + 1 + l)(N + l)(N − 1 + l)
∫







vn[(v · w∗)l+1(v∗w)l+1]− 3l
N + 1 + l
∫
dvn[(v · w∗)l(v∗ · w)l]
+
3l(l − 1)
(N + 1 + l)(N + l)
∫
dvn[(v · w∗)l−1(v∗ · w)l−1]
− l(l − 1)(l − 2)
(N + 1 + l)(N + l)(N − 1 + l)
∫







vn[(v · w∗)l+2(v∗w)l+2]− 3l
N + 1 + l
∫
dvn[(v · w∗)l+1(v∗ · w)l+1]
+
3l(l − 1)
(N + 1 + l)(N + l)
∫
dvn[(v · w∗)l(v∗ · w)l]
− l(l − 1)(l − 2)
(N + 1 + l)(N + l)(N − 1 + l)
∫







vn[(v · w∗)l+3(v∗w)l+3]− 3l
N + 1 + l
∫
dvn[(v · w∗)l+2(v∗ · w)l+2]
+
3l(l − 1)
(N + 1 + l)(N + l)
∫
dvn[(v · w∗)l+1(v∗ · w)l+1]
− l(l − 1)(l − 2)
(N + 1 + l)(N + l)(N − 1 + l)
∫





+ · · ·
+
[∫
vn[(v · w∗)m+l+3(v∗w)m+l+3]− 3l
N + 1 + l
∫
dvn[(v · w∗)m+l+2(v∗ · w)m+l+2]
+
3l(l − 1)
(N + 1 + l)(N + l)
∫
dvn[(v · w∗)m+l+1(v∗ · w)m+l+1]
− l(l − 1)(l − 2)
(N + 1 + l)(N + l)(N − 1 + l)
∫
dvn[(v · w∗)m+l(v∗ · w)m+l]
]
2m+l+3Cm+3
(2m+ l + 3)!












vn[(v · w∗)l(v∗w)l]− 3l
N + 1 + l
∫
dvn[(v · w∗)l−1(v∗ · w)l−1]
+
3l(l − 1)
(N + 1 + l)(N + l)
∫
dvn[(v · w∗)l−2(v∗ · w)l−2]
− l(l − 1)(l − 2)
(N + 1 + l)(N + l)(N − 1 + l)
∫









(N − 1 + l)! −
3l
N + 1 + l
(l − 1)! (N − 1)!
(N − 1 + l − 1)! +
3l(l − 1)
(N + 1 + l)(N + l)
(l − 2)! (N − 1)!
(N − 1 + l − 2)!
− l(l − 1)(l − 2)
(N + 1 + l)(N + l)(N − 1 + l)(l − 3)!
(N − 1)!







(N + 1 + l)!
[
(N + 1 + l)(N + l)− 3(N − 1 + l)(N + l)







(N + 1 + l)!
[
(N + 1 + l − 3N + 3− 3l)(N + l)







(N + 1 + l)!
[







付 録 B. CHARACTER-LIKE展開の各項の導出 B.4. (L;M) = (L; 3)の場合
式 (B.98)の 2項目は[∫
vn[(v · w∗)l+1(v∗w)l+1]− 3l
N + 1 + l
∫
dvn[(v · w∗)l(v∗ · w)l]
+
3l(l − 1)
(N + 1 + l)(N + l)
∫
dvn[(v · w∗)l−1(v∗ · w)l−1]
− l(l − 1)(l − 2)
(N + 1 + l)(N + l)(N − 1 + l)
∫









(N − 1 + l + 1)! −
3l
N + 1 + l
l!
(N − 1)!
(N − 1 + l)! +
3l(l − 1)
(N + 1 + l)(N + l)
(l − 1)! (N − 1)!
(N − 1 + l − 1)!
− l(l − 1)(l − 2)
(N + 1 + l)(N + l)(N − 1 + l)(l − 2)!
(N − 1)!







(N + 1 + l)!
[







(N + 1 + l)!
[
Nl + l + l2 +N + 1 + l − 3Nl − 3l2







vn[(v · w∗)l+2(v∗w)l+2]− 3l
N + 1 + l
∫
dvn[(v · w∗)l+1(v∗ · w)l+1]
+
3l(l − 1)
(N + 1 + l)(N + l)
∫
dvn[(v · w∗)l(v∗ · w)l]
− l(l − 1)(l − 2)
(N + 1 + l)(N + l)(N − 1 + l)
∫









(N − 1 + l + 2)! −
3l
N + 1 + l
(l + 1)!
(N − 1)!
(N − 1 + l)! +
3l(l − 1)
(N + 1 + l)(N + l)
l!
(N − 1)!
(N − 1 + l)!
− l(l − 1)(l − 2)
(N + 1 + l)(N + l)(N − 1 + l)(l − 1)!
(N − 1)!







(N + 1 + l)!
[







(N + 1 + l)!
[







付 録 B. CHARACTER-LIKE展開の各項の導出 B.4. (L;M) = (L; 3)の場合
式 (B.98)の 4項目は[∫
vn[(v · w∗)l+3(v∗w)l+3]− 3l
N + 1 + l
∫
dvn[(v · w∗)l+2(v∗ · w)l+2]
+
3l(l − 1)
(N + 1 + l)(N + l)
∫
dvn[(v · w∗)l+1(v∗ · w)l+1]
− l(l − 1)(l − 2)
(N + 1 + l)(N + l)(N − 1 + l)
∫









(N − 1 + l + 3)! −
3l
N + 1 + l
(l + 2)!
(N − 1)!
(N − 1 + l + 2)! +
3l(l − 1)
(N + 1 + l)(N + l)
(l + 1)!
(N − 1)!
(N − 1 + l + 1)!
− l(l − 1)(l − 2)
(N + 1 + l)(N + l)(N − 1 + l) l!
(N − 1)!







(N + 2 + l)!(N − 1 + l)(N + l)(N + 1 + l)
×
[
(l + 3)(l + 2)(l + 1)(N − 1 + l)(N + l)(N + 1 + l)− 3(l + 2)(l + 1)l(N + 2 + l)(N − 1 + l)(N + l)










(l + 2)(l + 1)(N − 1 + l)(N + l){(l + 3)(N + 1 + l)− 3l(N + 2 + l)}
+ l(l − 1)(N + 2 + l)(N + 1 + l){3(l + 1)(N − 1 + l)− (l − 2)(N + l)}
=(l + 2)(l + 1){l2 + (2N − 1)l +N2 −N}{−2l2 − 2(N + 1)l + 3(N + 1)}
+ l(l − 1){l2 + (2N + 3)l +N2 + 3N + 2}{2l2 + 2(N + 1) + 5N − 3}
=(l2 + 3l + 2){−2l4 − 6Nl3 + (−6N2 + 3N + 5)l2 + (−2N3 + 6N2 + 5N − 3)l + (3N3 + 3N2 − 3N2 − 3N)}
+ (l2 − l){2l4 + (6N + 8)l3 + (6N2 + 21N + 7)l2 + (2N3 + 18N2 + 19N − 5)l + (5N3 + 12N2 +N − 6)}
=(−2 + 2)l6 + (−6− 6N − 2 + 6N + 8)l5 + (−6N2 + 3N + 5− 18N − 4 + 6N2 + 21N + 7− 6N − 8)l4
+ (−2N3 + 6N2 + 5N − 3− 18N2 + 9N + 15− 12N + 2N3 + 18N2 + 19N − 5− 6N2 − 21N − 7)l3
+ (3N3 + 3N2 − 3N2 − 3N − 6N3 + 18N2 + 15N − 9
− 12N2 + 6N + 10 + 5N3 + 12N2 +N − 6− 2N3 − 18N2 − 19N + 5)l2
+ (9N3 + 9N2 − 9N2 − 9N − 4N3 + 12N2 + 10N − 6− 5N3 − 12N2 −N + 6)l
+ 2(3N3 + 3N2 − 3N2 − 3N)
= l6 × 0 + l5 × 0 + l4 × 0 + l3 × 0 + l2 × 0 + l × 0 + 6N(N2 − 1)
= 6N(N + 1)(N − 1). (B.103)
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付 録 B. CHARACTER-LIKE展開の各項の導出 B.4. (L;M) = (L; 3)の場合
よって、以上を合わせると式 (B.98)の 4項目は
l!(N − 1)!














0!(N + l + 2)!
(N + 1)N(N − 1)
(N + 1 + l)(N + l)(N − 1 + l) . (B.104)
式 (B.98)の 4 +m項目は[∫
vn[(v · w∗)m+l+3(v∗w)m+l+3]− 3l
N + 1 + l
∫
dvn[(v · w∗)m+l+2(v∗ · w)m+l+2]
+
3l(l − 1)
(N + 1 + l)(N + l)
∫
dvn[(v · w∗)m+l+1(v∗ · w)m+l+1]
− l(l − 1)(l − 2)
(N + 1 + l)(N + l)(N − 1 + l)
∫
dvn[(v · w∗)m+l(v∗ · w)m+l]
]
2m+l+3Cm+3




(m+ l + 3)!
(N − 1)!
(N − 1 +m+ l + 3)! −
3l
N + 1 + l
(m+ l + 2)!
(N − 1)!
(N − 1 +m+ l + 2)!
+
3l(l − 1)
(N + 1 + l)(N + l)
(m+ l + 1)!
(N − 1)!
(N − 1 +m+ l + 1)!
− l(l − 1)(l − 2)
(N + 1 + l)(N + l)(N − 1 + l)(m+ l)!
(N − 1)!
(N − 1 +m+ l)!
]
2m+l+3Cm+3
(2m+ l + 3)!
(Nβ)2m+l+3
=
(m+ l)!(N − 1)!
(N +m+ l + 2)!(N + 1 + l)(N + l)(N − 1 + l)
×
[
(m+ l + 3)(m+ l + 2)(m+ l + 1)(N + 1 + l)(N + l)(N − 1 + l)
− 3l(m+ l + 2)(m+ l + 1)(N +m+ l + 2)(N + l)(N − 1 + l)
+ 3l(l − 1)(m+ l + 1)(N +m+ l + 2)(N +m+ l + 1)(N − 1 + l)
− l(l − 1)(l − 2)(N +m+ l + 2)(N +m+ l + 1)(N +m+ l)
]
2m+l+3Cm+3








(m+ l + 2)(m+ l + 1)(N + l)(N − 1 + l){(m+ l + 3)(N + 1 + l)− 3l(N +m+ l + 2)}
+ l(l − 1)(N +m+ l + 2)(N +m+ l + 1){3(m+ l + 1)(N − 1 + l)− (l − 2)(N +m+ l)}
={l2 + (2m+ 3)l +m2 + 3m+ 2}{l2 + (2N − 1)l +N2 −N}{−2l2 − 2(N +m+ 1)l +mN + 3N +m+ 3}
+ {l3 + (N +m+ 1)l2 + (−N −m− 2)l}(N +m+ l + 1){2l2 + 2(N +m+)l + 3mN + 5N −m− 3}.
(B.106)
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付 録 B. CHARACTER-LIKE展開の各項の導出 B.4. (L;M) = (L; 3)の場合
この式の 1項目を展開すると、
{l4 + 2(N +m+ 1)l3 + (N2 +m2 +m+ 4mN + 5N − 1)l2
+ (2mN2 + 3N2 + 2m2N −m2 + 4mN − 3m− 2 +N)l +m2N2 −m2N + 3mN2 − 3mN + 2N2 − 2N}
× {−2l2 − 2(N +m+ 1)l +mN + 3N +m+ 3}
=− 2l6 + (−6N − 6m− 6)l5 + (−6N2 − 15mN − 15N − 6m2 − 9m+ 1)l4
+ (−2N3 − 2m3 − 12mN2 − 12N2 − 12m2N − 18mN + 14m+ 2N + 12)l3
+ (−3mN3 − 3N3 − 3m3N + 3m3 + 12m2 + 12m+ 1− 6m2N2 − 6mN2 + 21mN + 6N2 + 18N)l2
+ (3mN3 + 5N3 + 6m2N2 + 3m3N −m3 − 11m+ 18mN2 + 12N2 + 12m2N − 6m2 + 12mN +N − 6)l
+ (m3N3 + 6m2N3 + 11mN3 + 6N3 −m3N − 6m2N − 11mN − 6N). (B.107)
また 2項目を展開すると、
{l4 + (2N + 2m+ 2)l3 + (N2 + 2mN +m2 +N +m− 1)l2 + (−N2 − 2mN −m2 − 3m− 3N − 2)l}
× {2l2 + 2(N +m+ 1)l + 3mN + 5N −m− 3}
=2l6 + (6N + 6m+ 6)l5 + (6N2 + 15mN + 15N + 6m2 + 9m− 1)l4
+ (2N3 + 2m3 + 12mN2 + 12N2 + 12m2N + 18mN − 14m− 2N − 12)l3
+ (3mN3 + 3N3 − 3m3N − 3m3 − 12m2 − 12m− 1 + 6m2N2 + 6mN2 − 21mN − 6N2 − 18N)l2
+ (−3mN3 − 5N3 − 6m2N2 − 3m3N +m3 − 11m− 18mN2 − 12N2 − 12m2N + 6m2 − 12mN −N + 6)l.
(B.108)
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付 録 B. CHARACTER-LIKE展開の各項の導出 B.4. (L;M) = (L; 3)の場合
よって 1項目と 2項目を足すと lを含む項は打ち消し合うので、式 (B.98)の 4 +m項目は
(m+ l)!(N − 1)!
(N +m+ l + 2)!(N + 1 + l)(N + l)(N − 1 + l)
×
[
m3N3 + 6m2N3 + 11mN3 + 6N3 −m3N − 6m2N − 11mN − 6N
]
× 2m+l+3Cm+3
(2m+ l + 3)!
(Nβ)2m+l+3
=
(m+ l)!(N − 1)!
(N +m+ l + 2)!(N + 1 + l)(N + l)(N − 1 + l) × (m
3 + 6m2 + 11m+ 6)(N3 −N)
× 1
(2m+ l + 3)!




(m+ l)!(N − 1)!














m!(N +m+ l + 2)!
N(N + 1)(N − 1)





(N + 1 + l)(N + l)(N − 1 + l)
(N + 1)N(N − 1) ×
(N − 1)!
(Nβ)N−1
N(N + 1)(N − 1)
(N + 1 + l)(N + l)(N − 1 + l)
×
{
0 + 0 + 0 +
(Nβ)2·0+N+l+2
0!(N + l + 2)!
+ · · ·+ (Nβ)
2m+N+l+2
m!(m+N + l + 2)!













以上より、m = 3のときに関して、m以上の任意の lについて計算することができた。
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の分解を (l;m) = (l; 0), (l; 1), (l; 2)に関して以下で求める。
式 (4.11)より f(l;0)(zi, zj)の分解は
f(l;0)(zi, zj) =
√
(N − 1 + l)!





















za1i · · · zali ×
(








F a1,··· ,al(l;0) (zi)F˜
a1,··· ,al
(l;0) (zj). (C.2)
ここで、F a1,··· ,al(l;0) (zi)と F˜
a1,··· ,al
(l;0) (zi)はそれぞれ
F a1,··· ,al(l;0) (zi) =
(




za1i · · · zali
≡ C(l;0)za1i · · · zali . (C.3)
F˜ a1,··· ,al(l;0) (zi) =
(




z∗a1i · · · z∗ali










付 録 C. F から F, F˜ への分解
とした。




(N + l)!(N − 1 + l)
l!(N − 1)!(N − 1)
[
(zi · z∗j )l(z∗i · zj)−
l







(N + l)!(N − 1 + l)
l!(N − 1)!(N − 1)
[
(zi · z∗j )(z∗i · zj)−
l
N − 1 + l
]





(N + l)!(N − 1 + l)

























(N + l)!(N − 1 + l)



























(N + l)!(N − 1 + l)








N(N − 1 + l)δ
a1a′1
]
za2i · · · zali
×
(
(N + l)!(N − 1 + l)








N(N − 1 + l)δ
a1a′1
]
















(N + l)!(N − 1 + l)








N(N − 1 + l)δ
a1a′1
]














(N + l)!(N − 1 + l)








N(N − 1 + l)δ
a1a′1
]













(N + l)!(N − 1 + l)


















N(N − 1 + l)δ
a1a′1 (C.11)
とした。




(N + 1 + l)!(N − 1 + l)(N + l)
2l!N !(N − 1)
×
[
(zi · z∗j )l(z∗i · zj)2 −
2l
N + l
(zi · z∗j )l−1(z∗i · zj) +
(l − 1)l







(zi · z∗j )2(z∗i · zj)2 −
2l
N + l
(zi · z∗j )(z∗i · zj) +
(l − 1)l
(N − 1 + l)(N + l)
]
(zi · z∗j )l−2
= C2(l;2)
[
(zi · z∗j )2(z∗i · zj)2 −
l(N − 1 + l) +√lN(N − 1 + l)





− l(N − 1 + l)−
√
lN(N − 1 + l)




i · zj) +
(l − 1)l
(N − 1 + l)(N + l)
]





















− l(N − 1 + l) +
√
lN(N − 1 + l)














− l(N − 1 + l)−
√
lN(N − 1 + l)









































l(N − 1 + l) +√lN(N − 1 + l)















l(N − 1 + l)−√lN(N − 1 + l)






















































付 録 C. F から F, F˜ への分解





















za3i · · · zali , (C.13)
F˜
a1,··· ,al,a′1,a′2




















(N + 1 + l)!(N − 1 + l)(N + l)







l(N − 1 + l) +√lN(N − 1 + l)





l(N − 1 + l)−√lN(N − 1 + l)
(N − 1 + l)(N + l) δ
a2a′2 (C.17)
とした。




(N + 2 + l)!(N + 1 + l)(N + l)(N − 1 + l)
3!l!(N + 1)!(N − 1)
×
[
(zi · z∗j )l(z∗i · zj)3 −
3l
N + 1 + l
(zi · z∗j )l−1(z∗i · zj)2
+
3l(l − 1)
(N + 1 + l)(N + l)
(zi · z∗j )l−2(z∗i · zj)−
l(l − 1)(l − 2)







(zi · z∗j )3(z∗i · zj)3 −
3l
N + 1 + l
(zi · z∗j )2(z∗i · zj)2
+
3l(l − 1)
(N + 1 + l)(N + l)
(zi · z∗j )(z∗i · zj)−
l(l − 1)(l − 2)
(N + 1 + l)(N + l)(N − 1 + l)
]
(zi · z∗j )l−3
=C2(l;3)
[
(zi · z∗j )3(z∗i · zj)3 + (A+A′)(zi · z∗j )2(z∗i · zj)2 +AA′(zi · z∗j )(z∗i · zj) + {(A′ −A)B −NB2}
]











































































































































付 録 C. F から F, F˜ への分解














































































(N + 2 + l)!(N + 1 + l)(N + l)(N − 1 + l)
































A+A′ = − 3l




(N + 1 + l)(N + l)
, (C.27)
(A′ −A)B −NB2 = − l(l − 1)(l − 2)




















3l(N + 4−Nl − l2)
(N + l)(N + 1 + l)2
, (C.32)
D′ = D + 4N
l(l − 1)(l − 2)




高次テンソルくりこみ群 (Higher Order TRG, HOTRG)とは高次特異値分解 (Higher Order Singular
Value Decomposition, HOSVD)を用いたTRGのことである [53]。HOTRGは従来のTRGより精度が
高く、さらに、TRGでは困難であった高次元化に適する。ここでは 2次元の場合で説明する。
HOTRGは図D.1のような 2つのステップをとる。
1. 2つのテンソル T からテンソルM を作る。
2. 2つのテンソルM の間に直交行列積∑Dcutm UimUjm を挟んで自由度を落とし、新しいテンソル
Tnewを作る。
図 D.1: 高次テンソルくりこみ群
ここでM と T newは
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|S:,j,:,:| ≥ |S:,j′,:,:| for j < j′. (D.6)
• 自由度の打ち切り
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付 録 D. 高次テンソルくりこみ群
図D.1のように、テンソルM の xと x′の自由度が yと y′の自由度よりも大きい場合を考える。ここ









































と近似することにする。この近似を用いて、テンソル T newの x、x′の両方が truncationされているこ
とを示す。次のような隣り合ったテンソルM について考える。
図 D.2: HOTRGにおける truncation
(i)ϵ1 < ϵ2の場合についてのみ考える。このとき、式 (D.9)の truncationが実行され、図 D.2は次の式
で表される。
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付 録 D. 高次テンソルくりこみ群
• 直交行列 U の計算
テンソルM からテンソル Tnewを求めるには直交行列U を用いればよいことが分かった。次に、この
U を導く方法について説明する。
例として、ULを求めることを考える。
Mxx′yy′ ≡M ′(x),(x′yy′) (D.16)
とM を行列とみなせばM ′(M ′)T は、
















































































ΛLi ≡ |Si,:,:,:|2. (D.19)
つまり、直交行列 ULを求めたい場合はM ′M ′T を固有値分解
























Mxx′yy′ ≡M ′(x),(x′yy′) として、




Mxx′yy′ ≡M ′′(x′),(xyy′) として、



































z∗(x) · z(x+ µˆ)Uµ(x) + z(x) · z∗(x+ µˆ)U∗µ(x)
]
(E.1)
と書かれる。ただしここで、2成分複素スカラー場 z(x)とリンク変数 Uµ(x)(∈ U(1))は
|z(x)|2 = z∗1(x)z1(x) + z∗2(x)z2(x) = 1, (E.2)
Uµ(x)U
†
µ(x) = 1 (E.3)
を満たす。以下では、この作用にメトロポリス法を適用することで、CP(1)モデルの平均エネルギーE
を計算する手順を示す。ただし、ここで格子サイズは V = L × L = 4 × 4とし、周期的境界条件を用
いた。
1. 場 z∗(x)と Uµ(x)の初期配位 z′, U ′を定める。
2. この時のエネルギー E′ = S(z′, U ′)/βを計算する。
3. ランダムに選んだ xにおいて、場 z∗(x)を式 (E.2)を満たすようにランダムに決定し、新しい配位
ztを生成する。
4. この時のエネルギー Et = S(zt, U ′)/βを計算する。
5. ∆E = Et−E′を計算し、P = min{1, exp(−∆E)}の確率で次の配位を z′′ = zt, U ′′ = U ′、エネル
ギーをE′′ = Etと更新する。1− P の確率で z′′ = z′, U ′′ = U ′、エネルギーをE′′ = E′とする。
6. ランダムに選んだ x, µにおいて、場 Uµ(x)を式 (E.3)を満たすようにランダムに決定し、新しい
配位 U tを生成する。
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付 録 E. メトロポリス法による 2次元 CP(1)モデルの解析
7. この時のエネルギー Et = S(z′′, U t)/βを計算する。
8. ∆E = Et−E′′を計算し、P = min{1, exp(−∆E)}の確率で次の配位を z′ = z′′, U ′ = U t、エネル
ギーをE′ = Etと更新する。1− P の確率で z′ = z′′, U ′ = U ′′、エネルギーをE′ = E′′とする。
9. 2. ∼ 8. を L× L回繰り返した後、E′′をサンプルする。
10. 2. ∼ 9. をN 回繰り返し、そこでサンプルしたエネルギーをE1, E2, · · · , EN と名付ける。
11. エネルギーの平均を 〈E〉 = 1N−R
∑N
i=REiと計算する。
12. 平均エネルギーをE = 〈E〉/L2と計算する。
以上の手順で β = 0.2, 0.7, 1.2, 1.7, 2.2, 2.7, 3.2, 3.7における平均エネルギー E を計算した。その結果を








































EiEi+t − 〈E〉2, (E.4)
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