The effect of air leakage and heat exchange on the decay of entrapped air pocket slamming oscillations Phys. In the past, high order series expansion techniques have been used to study the nonlinear equations that govern the form of periodic Stokes waves moving steadily on the surface of an inviscid fluid. In the present study, two such series solutions are recomputed using exact arithmetic, eliminating any loss of accuracy due to accumulation of round-off error, allowing a much greater number of terms to be found with confidence. It is shown that a higher order behavior of the series generated by the solution casts doubt over arguments that rely on estimating the series' radius of convergence. Further, the exact nature of the series is used to shed light on the unusual nature of convergence of higher order Padé approximants near the highest wave. Finally, it is concluded that, provided exact values are used in the series, these Padé approximants prove very effective in successfully predicting three turning points in both the dispersion relation and the total energy.
I. INTRODUCTION

A. Stokes' model for water waves
Stokes' model for water waves, originally published in 1847, 1 is one of the earliest nonlinear surface wave models developed. This model is based on the assumptions of potential ͑inviscid͒ flow and a steady, periodic wavetrain propagating at a constant speed, with gravity acting as the only restoring force. 2 In the simplest case, the wavelength is taken to be sufficiently small compared to the water depth such that the depth is considered infinite.
Since the surface waves propagate at constant speed, we may use a reference frame following the waves, in which the fluid velocity field and surface profile are steady in time. Let ͑x , y͒ be the velocity potential field, and y = ͑x͒ define the free surface profile and nondimensionalize by scaling such that the wavelength =2 and acceleration due to gravity g = 1. The velocity potential satisfies Laplace's equation On the free surface, we have the nonlinear kinematic and dynamic conditions x x − y = 0 on y = ,
where ␥ is the square of the wave propagation speed and K the Bernoulli constant, both of which are to be computed as part of the solution process.
As is the common approach to potential flow problems, the system may be formulated implicitly in a simple region of the complex potential ͑ , ͒ plane, with the spatial coordinates ͑x , y͒ acting as dependent variables. In such a mapping, the free surface y = ͑x͒ is mapped to = 0. The spatial coordinates are conjugate harmonic functions and satisfy the Cauchy-Riemann equations x = y , x = − y , −ϱ Ͻ Ͻ ϱ,− ϱ Ͻ Յ 0, ͑2͒ with the dynamic boundary condition on the surface becoming The system is assumed to have one degree of freedom, allowing for solutions over a range of wave amplitudes a, meaning that x͑ , ͒, y͑ , ͒, ␥, and K are unknowns to be determined in terms of the parameter a ͑the special case a = 0 leads to the trivial solution x = , y = , ␥ = 1, and K =1/ 2͒. The result that the square wave speed ␥ depends on the amplitude a ͑via the amplitude dispersion relation͒ is a property of all nonlinear wave theories ͑linear theory gives x = + ae sin , y = + ae cos , ␥ = 1, and K =1/ 2͒. An important aspect of the system, first conjectured by Stokes, 3 is the existence of a limiting ͑highest͒ wave characterized by a sharply pointed crest, enclosing a 120°a
ngle. This wave has the maximum possible amplitude a max = 0.443 16, with a corresponding square speed ␥ a max = 1.193 09 ͑today there is general agreement about these results to five decimal places 4-9 ͒. One of the most notable properties of Stokes' wave model is the nonmonotonicity of the dispersion relation near the limiting wave amplitude, first noted by Longuet-Higgins 10 ͑who implemented a high order series expansion similar to that reproduced in the present study͒. That is, the square wave speed ␥ does not increase monotonically from ␥ =1 at a =0 to ␥ = ␥ a max at a = a max ; instead, there is a local maximum at ␥ = 1.194 54, a = 0.435 91, and a further local minimum at ␥ = 1.193 07, a = 0.442 71. Indeed, subsequent asymptotic solutions 7, 11 to the next as a → a max and, furthermore, both the momentum and energy of a wave also exhibit infinite turning points as a function of wave amplitude. As this nonmonotonicity occurs very close to the limit a = a max , most solution methods generally only capture one or two of these turning points. For accurate numerical solutions for highly nonlinear waves, see Chandler and Graham, 12 for example, or the review article. 13 The presence of turning points is related to the bifurcation and stability behavior of the solution ͑a simple example of a system involving an infinite number of turning points can be found in Maddocks 14 ͒. It is worth mentioning there has been a substantial amount of research dedicated to analyzing the stability of Stokes waves. In particular, following the early work of Longuet-Higgins, 15 it was shown [16] [17] [18] that two-dimensional water waves on a fluid of infinite depth become unstable to disturbances of the same wavelength at the amplitude a = 0.429 15 ͑lowest mode of superharmonic instability͒, the value of a for which the total wave energy first reaches a local maximum ͑this occurs before the first local maximum in the wave speed at a = 0.435 91͒. Further works [19] [20] [21] [22] have been done to explore how superharmonic instabilities are connected to the instability of the inner solution ͑crest instability͒ described by Longuet-Higgins and Fox, 23 while a nonlinear theory for superharmonic instability is given by Bridges. 24 Related issues pertaining to bifurcation have been treated in Refs. 18, 25, and 26, for example.
While much attention has been devoted to these topics, progress was slowed during the 1970s and 1980s by the highly nonlinear nature of the problem and the computational difficulty of obtaining accurate solutions for large amplitude waves near the limiting value a = a max = 0.443 16 ͑for example, the second mode of superharmonic instability occurs at a = 0.4423, which is within 99.8% of the limiting value͒. Part of the motivation for this study is to revisit numerical techniques used in the 1970s and to explore how well these schemes perform if exact calculations are used instead of floating point arithmetic.
B. Regular perturbation solution
Due to Eq. ͑3͒, the system is nonlinear and there are no known closed form solutions. The approach of Stokes 1,3 and subsequent authors 10, 27, 28 is to express x and y as Fourier series which satisfy the Cauchy-Riemann Eq. ͑2͒, as well as the periodic and far-field conditions
The task is then to solve for the Fourier coefficients A n , square wave speed ␥, and Bernoulli constant K that satisfy Eq. ͑3͒ for a given amplitude. The perturbation series method involves expressing the unknowns as series expansions in a parameter related to the amplitude
Substitution of Eqs. ͑5͒ and ͑4͒ into the boundary condition ͑3͒ and collecting trigonometric terms and powers of results in a system of algebraic equations that can be solved iteratively up to some order N . The system must be fully determined by another equation based on the definition of the parameter .
The general form of these iterative equations was first derived by Schwartz 27 who, as well as other researchers such as Longuet-Higgins 10 and Cokelet, 28 implemented the series to high order with computers using floating point arithmetic, with various definitions of . The series solutions were then used to predict highly nonlinear and limiting behavior of the system, such as the highest amplitude wave a max and turning points in the dispersion relation. In the present study, we replicate and extend two series solutions. First, that of Schwartz who defines the perturbation parameter to be the amplitude itself s = a, ͑6͒
and second Cokelet's scheme, where the parameter is defined in terms of the fluid velocity q at wave crests and troughs
͑7͒
The benefit of using Eq. ͑7͒ is that given the highest wave is conjectured to have a stagnation point at the crest ͑q crest =0͒, the highest wave corresponds to a known value of the perturbation parameter c =1.
The novelty of our study is that we implement both Schwartz's and Cokelet's scheme using exact arithmetic, the details of which are described in Sec. II. As a result, in Sec. III A we are able to show the Aitkens ⌬ 2 process used by Schwartz to estimate the maximum amplitude a max provides misleading information. Further, by recomputing Padé approximants to estimate wave amplitude and square speed in terms of Cokelet's parameter c , we show in Sec. III B that unexpected behavior initially attributed to round-off error is in fact inherent in the approach, with the approximants eventually performing much better than the previous studies suggested. Finally, in Sec. III C, we use the high order expansions ͑calculated using exact arithmetic͒ together with Padé approximants to compute the turning points in both the dispersion relation and the total energy, relating to the superharmonic instability. We show that once the source of round-off error is removed, the critical points found by our high order series closely match the numerical predictions of asymptotic solutions near the maximum amplitude.
II. COMPUTATION A. High order series generation
To recompute the series expansions, we programmed the iterative algebraic scheme ͓see Schwartz 27 ͑p. 558͒ for full details͔ in MAPLE 13,  giving us the coefficients ␣ n,k , ␥ k , and K k for both Schwartz's and Cokelet's parameters. The major improvement on the original work we made was in the computation of the series coefficients as exact rational number values, instead of floating point approximations.
There are two notable benefits of computing coefficients in their exact form. First, as the calculation of successive terms in each series expansion depends on all those previously found, the order attainable by a numerical scheme will be limited by the accumulation of rounding error. 29 Previous researchers using double-precision obtained expansions up to O͑ 120 ͒ or so, before the effects of error prevented further terms being found with any accuracy. With an exact scheme, the process can ͑in principle͒ be extended indefinitely.
Second, a series solution yields a great deal more information on the properties of a system if we are able to manipulate it by way of reversion or composition algorithms or to use convergence acceleration techniques such as Padé approximants. The propagation of rounding error in these algorithms casts doubt on conclusions drawn from such methods. If we have exact coefficients, the series manipulations are carried out without any error and we can be more confident in the results. Further discussions on the range of issues that arise when computing higher order series are given by Van Dyke. 29 The major limitation of using exact arithmetic is the amount of time it takes to carry out operations. Our iterative program involved calculating and saving the nth and ͑n +1͒th order coefficients together, before moving on to the next two orders. While it only took a matter of minutes to find the exact coefficients up to the same order found by the original researchers, the calculation of the 299th and 300th terms alone took more than 3 h on a modern desktop computer. Subsequent operations, such as finding high order Padé approximants, took a much greater amount of time than they would if carried out in floating point arithmetic. A great deal of patience is therefore required to generate and analyze very high order series solutions with exact coefficients, at least with current computing power.
We computed the series in Eqs. ͑4͒ and ͑5͒ up to O͑ 300 ͒ for both Eqs. ͑6͒ and ͑7͒ using exact arithmetic, beyond which the amount of time required made continuing the scheme impractical. In total, each exact series solution required about 3 days to compute on a desktop computer. As each term in the series was stored by MAPLE 13 as an exact rational number, with the size of the numerator and denominator ͑in general͒ increasing for each iteration, the amount of hard disk space required to store the solution is also a greater issue than in equivalent numerical schemes. While the series expansions for individual quantities such as wave speed or amplitude do not take up much space, the total space required for every ␣ n,k , ␥ k , and K k coefficient ͑along with associated values used to aid calculation͒ for an order 300 solution is in excess of 250 MB.
To examine further behavior of the series, we calculated higher coefficients beyond O͑ 300 ͒ as high precision ͑60 decimal digit͒ floating point values. Cokelet's scheme proves to be much more numerically stable, as it generates series with unit radii of convergence ͑thus the coefficients do not rapidly change in magnitude͒. We were able to numerically compute an O͑ c 846 ͒ solution in Cokelet's parameter, whereas only 440 terms could be found in s before rounding error started to noticeably affect the solution.
B. Series expansions of quantities
In the present work, we focus on the amplitude and speed near and at the limiting wave solution. Since Schwartz uses the amplitude s = a as the perturbation parameter, the reciprocal crest velocity 1 / q crest , which becomes singular at the highest wave, can be used to estimate the maximum amplitude. The series expansion is easily found in terms of the computed coefficients ␣ n,k by
The first few terms in our exact coefficient series are 
͑12͒
The series expansion for the total energy E is not as straightforward, but still attainable from the solution. 10 The kinetic energy T and potential energy V are, respectively,
where and 2 are the mean and mean-square surface heights. These are found in terms of the Fourier coefficients A n by averaging over the free surface
Substitution of the series expansions in of ␥, K, and A n allow us to find the expansions for T and V and the total energy E = T + V. As this is an expensive process ͑the double sum in the expression for 2 makes for a quadruple sum in 
͑13͒
III. ANALYSIS AND DISCUSSION
A. Maximum amplitude by extrapolation
Schwartz originally estimated the maximum wave amplitude a max using the series expansion in the reciprocal crest velocity ͑9͒. Since 1 / q crest → ϱ as the highest wave is approached, the radius of convergence of Eq. ͑9͒ will be a max . Thus, provided the ratio test holds, the sequence ͕s n / s n−2 ͖ will tend to a max −2 as n → ϱ. In observing the monotonic behavior of this sequence up to n = 117, Schwartz used the Aitkens ⌬ 2 process to estimate the limit to be approximately 5.082. However, when we extended the series to higher order, we found the sequence of ratios does not remain monotonic ͑see Fig. 1͒ and the limit, if it exists, is not apparent with the number of terms we have. On the other hand, if we attempt to use Cauchy's root test, the sequence ͕͉s n ͉ 1/n ͖ does appear to be monotonic, though its convergence is very slow. Experimentation with various extrapolation methods ͑such as Aitkens ⌬ 2 process, or Richardson extrapolation͒ does not produce results that are stable with regard to taking higher order extrapolations, implying the sequence has not reached ͑or does not have͒ the asymptotic nature assumed by such methods. Therefore we conclude that these sequences cannot provide precise estimates of the limiting wave properties.
B. Padé approximants of the maximum amplitude and wave speed
Padé or rational approximants are a popular technique to improve a series solution, both by accelerating the convergence and continuing beyond singularities which limit a series' radius of convergence. Cokelet uses sequences of ͓N / N͔ Padé approximants to estimate the amplitudes and speeds of waves for a variety of values of his parameter c . While converging quickly for most wave heights, the sequence behaves unpredictably near the limiting wave, where c =1. When using floating point arithmetic, it is unclear if this unusual behavior is due to rounding error or whether it is an intrinsic part of the problem.
We computed Padé approximants from the exact coefficient expansions for a max ͓Eq. ͑10͔͒ and ␥ a max ͓Eq. ͑12͔͒, up to N = 74, the number attainable from our exact series solution. Select terms of the sequences are shown in Table I . We first observe that numerical error has a significant effect on the approximants, with Cokelet's numerically calculated Padé approximants for a max and ␥ a max deviating from the exact values as N increases. More interestingly, even in our 
The sequence of ͑a͒ ratios and ͑b͒ roots of the coefficients of the expansion for the reciprocal crest velocity ͑9͒, with Schwartz's proposed limit of 5.082 marked. The sequence of ratios is not monotonic, thus the radius of convergence is not apparent from this sequence. The sequence of roots, while monotonic, converges very slowly, and an accurate limit is difficult to find. exact coefficient scheme, the sequence exhibits some unexpected behavior ͑that cannot be attributed to round-off error͒.
In particular, the sequences often appear to be converging to a value, before jumping and then settling down to a slightly different limit. This is likely due to higher order Padé approximant solutions including additional turning points in the dispersion relation. Consequently, it is most important to note that agreement of a few successive terms to a certain number of decimal places in the Padé sequence does not imply the value is accurate to that precision, as has been assumed by Cokelet, for example. Nevertheless, our ͓74/74͔ Padé values ͑a max = 0.443 163 and ␥ a max = 1.19 309͒ are in agreement with previously mentioned estimates to five decimal places.
C. Turning points in the dispersion relation and total energy
Our final point of interest is the existence of turning points in the dispersion relation ͑that is, the relation between ␥ and a͒ and in the total energy E as a function of a. In the present study, we compare our high order numerical series in both s and c , as well as the ͓74/74͔ Padé approximant solution from the exact coefficients in Cokelet's expansion, with the asymptotic form of the dispersion relation predicted by Maklakov. 7 This asymptotic form is expressed parametrically as
where is the positive root of 6 tanh 6 = 2 ͱ 3 and the total energy is given by E = T + V. For each variable the constants a M and b M and the value at a max are found by a numerical scheme, and t is the independent parameter. The limiting wave is approached as t → ϱ.
In Fig. 2 we show the dispersion relation near the limiting amplitude, as found by the various methods. Both series solutions exhibit the first two turning points, although the local minimum in the O͑ s 440 ͒ solution is markedly different, indicating that even 440 terms is insufficient to accurately place the second turning point. The Padé approximant solution, which we obtained from the O͑ c 300 ͒ expansion with exact coefficients, also has a third turning point, appearing for a = 0.443 140. Most importantly, this solution compares remarkably well with the asymptotic solution, 7 which predicts the third turning point should occur at a = 0.443 141. This very close agreement for extremely nonlinear waves indicates both the validity of the asymptotic approximation and the value of Padé approximants in improving the series convergence. We calculated the first three critical points for both the wave speed and total energy by numerically finding the roots of the derivative ͑with respect to c ͒ of each Padé approximant ͑see Table II͒ . ͒ numerical series, respectively. All solutions exhibit two turning points, though clearly, even 440 terms is insufficient to accurately place the second turning point in Schwartz's expansion. The ͓74/74͔ Padé approximants also successfully predict the third turning point, shown in ͑b͒.
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We conclude that a high order series approach such as Cokelet's is much more powerful when rounding error in the series coefficients ͑and subsequent Padé approximants͒ is removed by using exact coefficients. Indeed, it appears that Cokelet's scheme ͑and the almost identical one used by Longuet-Higgins 10 ͒ is capable of producing solutions accurate to five decimal places even at the highest wave amplitude. To illustrate the significance of these conclusions, if researchers in the 1980s had access to today's desktop computing power together with a symbolic computing package, then they could have explored the third mode of superharmonic instability ͑which we find to be at a = 0.443 122, 99.99% of a max ͒ using nothing more than Cokelet's 28 ͑or Longuet-Higgins' 10 ͒ method, which is essentially the same as the one devised by Stokes himself. 3 Since the limiting factor in our exact arithmetic scheme is computational time rather than the accumulation of error, it would be of interest to see if the use of a more efficient algorithm, such as that based on the quadratic relations between the Fourier coefficients found by Longuet-Higgins, 30 could produce a solution which predicted further turning points in the wave speed and energy.
