Abstract. We study the statistical mechanics of a finite-dimensional non-linear Hamiltonian system (a chain of anharmonic oscillators) coupled to two heat baths (described by wave equations). Assuming that the initial conditions of the heat baths are distributed according to the Gibbs measures at two different temperatures we study the dynamics of the oscillators. Under suitable assumptions on the potential and on the coupling between the chain and the heat baths, we prove the existence of an invariant measure for any temperature difference, i.e., we prove the existence of steady states. Furthermore, if the temperature difference is sufficiently small, we prove that the invariant measure is unique and mixing. In particular, we develop new techniques for proving the existence of invariant measures for random processes on a non-compact phase space. These techniques are based on an extension of the commutator method of Hörmander used in the study of hypoelliptic differential operators.
Introduction
In this paper, we consider the non-equilibrium statistical mechanics of a finitedimensional non-linear Hamiltonian system coupled to two infinite heat baths which are at different temperatures. We show that under certain conditions on the initial data the system goes to a unique non-equilibrium steady state. Several of the ideas of this paper have been developed in the Ph.D. thesis of one of us [R-B1] .
To put this new result into perspective, we situate it among other results in equilibrium and non-equilibrium statistical mechanics. First of all, for the case of only one heat bath one expects of course "return to equilibrium." This problem has a long history, and a proof of return to equilibrium under quite general conditions on the non-linear small system and its coupling to the heat bath has been recently obtained in , see also [GLR] . Viewed from context of our present problem, the main simplifying feature of the one-bath problem is that the final state can be guessed, a priori, to be the familiar Boltzmann distribution. models of non-equilibrium statistical mechanics, for example, an electric field acting on a system of particles [R-B2] .
Description of the Model and Derivation of the Effective Equations
In this section we define a model of two heat baths coupled to a small system, and derive the stochastic equations which describe the time evolution of the small system. The heat baths are classical field theories associated with the wave equation, the small system is a chain of oscillators and the coupling between them is linear in the field.
We begin the description of the model by defining the "small" system. It is a chain of d-dimensional anharmonic oscillators. The phase space of the chain is R 2dn with n and d arbitrary and its dynamics is described by a C 1 Hamiltonian function of the form where q = (q 1 ; : : : ; q n ), p = (p 1 ; : : : ; p n ), with p i , q i 2 R d .
The potential energy will be assumed "quadratic + bounded" in the following sense.
Let F be the space of C 1 functions F on R dn for which @ F(q) is bounded uniformly in q 2 R dn for all multi-indices . Then our hypotheses are H1) Behavior at infinity: We assume that V is of the form V (q) = 1 2
? q ? a; Q(q ? a) + F(q) ;
where Q is a positive definite (dn dn) matrix, a is a vector, and @ q i (q i ; q i+1 ) ; i = 1; : : : ; n ? 1 ; is either uniformly positive or negative definite.
Remark. The first hypothesis makes sure the particles do not "fly away." The second hypothesis makes sure that the nearest neighbor interaction can transmit energy. As such, this condition is of the hypoelliptic type.
Example. A typical case (in dimension d) covered by these hypotheses is given by U j (q) = q 2 + 5 sin ? p 1 + q 2 ; U 
:
Let us turn to the coupling between the chain and the heat baths. The baths will be called "L" and "R", the left bath couples to the coordinate q 1 and the right bath couples to the other end of the chain (q n ). Since we consider two heat baths, the phase space of the coupled system, for finite energy configurations, is R H . We next study the equations of motions. They take the form _ q j (t) = p j (t) ; j = 1; : : : ; n ; _ p 1 (t) = ?r q 1 V (q(t)) ? ( L (t); L ) H ; _ p j (t) = ?r q j V (q(t)) ; j = 2; : : : ; n ? 1 ; _ p n (t) = ?r q n V (q(t)) ? ( R (t); R ) H ; _ L (t) = L ( L (t) + L q 1 (t)) ; _ R (t) = L ( R (t) + R q n (t)) :
(2:4)
The last two equations of (2.4) are easily integrated and lead to 
The last expression is obtained by observing that So far we only discussed the finite energy configurations of the heat baths. From now on, we will assume that the two reservoirs are in thermal equilibrium at inverse temperatures L and R . This means that the initial conditions (0) f L (0); R (0)g are distributed according to the Gaussian measure with mean zero and covariance The relation
which is checked easily by inspection, is known as the fluctuation dissipation theorem. It is characteristic of the Hamiltonian nature of the system. After these assumptions and transformations, the equations of motion (2.5) become a system of random integrodifferential equations on R 2dn which we will analyze in the sequel. Finally, we impose a condition on the random force exerted by the heat baths on the chain. We assume that H3) The covariances of the random processes i (t) with i 2 fL; Rg satisfy C where all the i;m are distinct. To keep the notation from still further accumulating, we choose M the same on the left and the right. We will call the random process given by Eq.(2.5) quasi-Markovian if Condition H3 is satisfied. Indeed, using Condition H3 together with the fluctuation-dissipation relation (2.7) and enlarging the phase space one may eliminate the memory terms (both deterministic and random) of the equations of motion (2.5) and rewrite them as a system of Markovian stochastic differential equations. where s < t and s 0 < t 0 , E is the expectation on the probability space of the Wiener process and j j denotes the Lebesgue measure. We introduce new "effective" variables r L;m , r R;m 2 R d , with m = 1; : : : ; M, which describe both the retro-action of the heat bath onto the system and the random force exerted by the heat baths: We get the following system of Markovian stochastic differential equations dq j (t) = p j (t)dt ; j = 1; : : : ; n ; dp 1 (t) = ?r q 1 V (q(t))dt + M X m=1 r L;m (t)dt ; dp j (t) = ?r q j V (q(t))dt ; j = 2; : : : ; n ? 1 ; dp Remark. In Proposition 3.6 we will show even more. Let h 0 ( ) be the Gibbs distribution for our system when the heat baths are both at temperature 1= . If h denotes the density of the invariant measure found in Theorem 2.1, we find that h=h 0 ( ) is in the Schwartz space S for all < min( L ; R ). This mathematical statement reflects the intuitively obvious fact that the chain can not get hotter than either of the baths.
Concerning the uniqueness and the ergodic properties of the invariant measure, our results are restricted to small temperature differences. We have the following result. Remark. The restriction on the couplings between the small system and the baths L;m , R;m is non-perturbative: it is a condition of stability of the coupled system small system plus heat baths. Indeed, the baths have the effect of renormalizing the deterministic potential seen by the small system. The constant depends only on the potential V (q): if the coupling constants L;m , R;m are too large, the effective potential ceases to be stable and, at least at equilibrium (i.e., for L = R ), there is no invariant probability measure for the Markov process (2.9), but only a -finite invariant measure (see Eq.(3.7) and Eq.(3.9)). This restriction is related to Condition H1 on the potential: for potentials which grow at infinity faster than quadratically, this restriction would not be present (see [JP1] ). On the other hand, the restriction on the temperature difference is of perturbative origin.
Remark. Another, more physical interpretation of the problem addressed above has been made by a referee. One starts from a translation invariant coupling between the chain and either of the baths, which is of the form
The dipole expansion for this coupling leads to the terms of the form
We have only taken the first term in (2.3). If one takes both terms, one can take L;m and R;m arbitrarily large. A more physical formulation of the results of Theorem 2.2 is obtained by going back to Eq.(2.5), which expresses all the quantities in terms of the phase space of the small system and the initial conditions (0) of the heat baths. Let us introduce some notation: For given initial conditions (0), we let t; (0) (p; q) denote the solution of Eq.(2.5). Finally, define (dp; dq) = Z r2R 2dM (dp; dq; dr) ;
where is the invariant measure of Theorem 2.1. ; (dp; dq)) and for any probability measure 0 (dp; dq) which is absolutely continuous with respect to (dp; dq) we have lim t!1 Z 0 (dp; dq)
? F t; 0 (p; q) = Z (dp; dq)F (p; q) ; lim t!1 Z (dp; dq)
? F t; 0 (p; q)G(p; q) = Z (dp; dq)F (p; q) Z (dp; dq)G(p; q) :
Here, h i denotes the integration over the Gaussian measures of the two heat baths, introduced earlier.
We explain next the strategy of our argument. Our proof is based on a detailed study of Eq.(2.9). Let x = (p; q; r). For a Markov process x(t) with phase space X and an invariant measure (dx), its ergodic properties may be deduced from the study of the associated semi-group T t on the Hilbert space L 2 (X; (dx)). To prove the existence of the invariant measure in Theorem 2.1 we proceed as follows: We consider first the semi-group T t on the auxiliary Hilbert space H 0 L 2 (X; 0 (dx)), where the reference measure 0 (dx) is a generalized Gibbs state for a suitably chosen reference temperature.
Our main technical result consists in proving that the generator L of the semi-group T t on H 0 and its adjoint L have compact resolvent. This is proved by generalizing the commutator method developed by Hörmander to study hypoelliptic operators. From this follows the existence of a solution to the eigenvalue equation (T t ) g = g in H 0 and this implies immediately the existence of an invariant measure. To prove Theorem 2.2 we use a perturbation argument, indeed at equilibrium (i.e., for L = R ) the invariant measure is unique and 0 is a simple eigenvalue of the generator L in H 0 . Using the compactness properties of L, we show that 0 is a simple eigenvalue of the generator L in H 0 for j L ? R j=( L + R ) small enough. And this can be used to prove the uniqueness claim of Theorem 2.2, while the mixing properties will be shown by extending the method of [Tr] . This paper is organized as follows: In Sect. 3 we prove Theorem 2.1 and Theorem 2.2 except for our main estimates Proposition 3.4 and Proposition 3.5 which are proven in Sect. 4. In Appendices A, B, and C, we prove some auxiliary results.
Invariant Measure: Existence and Ergodic Properties
In this section, our main aim is to prove Theorem 2.1 and Theorem 2.2. We first prove some basic consequences of our Assumptions H1 and H2. In particular, we define the semi-group T t describing the solutions of Eq.(2.9) on the auxiliary Hilbert space H 0 described in the introduction. Furthermore we recall some basic facts on hypoelliptic differential operators. Once these preliminaries are in place, we can attack the proof of Theorem 2.1 and Theorem 2.2 proper.
3.1. Existence and fundamental properties of the dynamics. Let X = R 2d(n+M ) and write the stochastic differential equation (2.9) in the abbreviated form for any multi-index such that j j 1. In particular B kdiv bk 1 < 1 :
! X is a linear map. We also define
) is a standard 2dM -dimensional Wiener process. The Equation (3.1) is a customary abbreviated form of the integral equation
It follows from an elementary contraction argument (see e.g. [Ne] , Thm 8.1) that (3.4) has a unique solution R 3 t 7 ! x(t) = (t; w; x) 2 C(R; X) ; for arbitrary initial condition x 2 X and w 2 W.
The More precisely (see [Ne] Theorem 8.1): Let C 1 (X) denote the continuous functions which vanish at infinity with the sup-norm and let F t be the -field generated by x and fw(s) ? w(0) ; 0 < s tg, then for 0 s t and f 2 C 1 (X) we have
where T t is a strongly continuous contraction semi-group of positivity preserving operators on C 1 (X) whose generator reduces to (3.5) on C 1 0 (X).
In the sequel we denote by L the differential operator (3.5) with domain D(L) = C 1 0 (X).
To prove the existence of an invariant measure we will study the semi-group T t or rather an extension of it on the auxiliary weighted Hilbert space H 0 described in the introduction. To define H 0 precisely, we consider the "effective Hamiltonian"
? q 1 r L;m ? q n r R;m : (3:7)
We note that, due to Condition H1, G(x) ! +1 as jxj ! 1 as long as j L;m j, j R;m j < for some depending only on the potential V (q).
We choose further a "reference temperature" 0 , which is arbitrary subject to the condition 0 < 2 min( L ; R ) :
For example we could take 0 as the inverse of the mean temperature of the heat baths:
For the time being, it will be convenient not to fix 0 . Then, we let
and we denote ( ; ) H 0 and k k H 0 the corresponding scalar product and norm.
Remark. With a proper choice of Z 0 , it is easy to check that the quantity Z ?1 0 e ? 0 G(q;p;r) dx is the invariant measure for the Markov process Eq.(2.9) when L = R = 0 and j L;m j; j R;m j < . 
T t given by Eq.(3.6) extends to a strongly continuous quasi bounded semi-group
where is given by
given by
r R;m r p n ;
with the abbreviations
L;m r L;m ? q 1 ; W R;m = ?2 R;m r R;m ? q n ;
and where L S is the Liouville operator associated with the Hamiltonian H S (q; p):
(3:13)
Moreover, T t H 0 is positivity preserving:
and T t H 0 1 = 1 :
Remark. We have = 0 if only if L = R = 0 .
Proof. The proof uses standard tools of stochastic analysis and is given in Appendix A.
Having shown a priori bounds using Condition H1, we will state one basic consequence of Condition H2. We recall that a differential operator P is called hypoelliptic if sing supp u = sing supp Pu for all u 2 D 0 (X) : Here D 0 (X) is the usual space of distributions on the infinitely differentiable functions with compact support and for u 2 D 0 (X), sing supp u is the set of points x 2 X such that there is no open neighborhood of x to which the restriction of u is a C 1 function.
Let P be of the form (3:16) where Y j , j 2 f0; : : : ; Jg are real C 1 vector fields. Then by Hörmander's Theorem, [Hö] , Thm 22.2.1, if the Lie algebra generated by Y j , j 2 f0; : : : ; Jg has rank dim X at every point, then P is hypoelliptic. Differential operators arising from diffusion problems are of the form (3.16). Let L be the differential operators given in Eq.(3.11), let L T denote its formal adjoint, then one may easily check that Condition H2 implies that any of the following operators
satisfies the condition of Hörmander's Theorem and thus is hypoelliptic. As an immediate consequence we have: Next, let P(t; x; E), t 0, x 2 X, E 2 B denote the transition probabilities of the Markov process (t; w; x) solving the stochastic differential equation (2.9) with initial condition x, i.e., P(t; x; E) = P ( (t; w : x) 2 E) ;
where P denotes the probability associated with the Wiener process. Then by the forward and backward Kolmogorov equations we obtain Corollary 3.3. If Conditions H1 and H2 are satisfied then the transition probabilities of the Markov Process (t; w; x) have a smooth density P(t; x; y) 2 C 1 ((0; 1) X X) :
Proof of Theorem 2.1 and Theorem 2.2.
After these preliminaries we now turn to the study of spectral properties of the generator L H 0 of the semi-group T t H 0 .
The proof of the existence of the invariant measure will be a consequence of the following key property which we prove in Sect. 4. Using these results, we come back to the Markov process defined by Eqs.(2.9), and whose semi-group T t was defined in Eq.(3.6). We prove the existence of an invariant measure with a smooth density and give a bound which shows that, in some sense, the chain does not get hotter than the hottest heat bath. 
Proof. The function 1 is obviously a solution of Lf = 0 with L defined in Eq.(3.11).
Note next that the function 1 is in H 0 , as is seen from Eq.(3.9) (if j L;m j and j R;m j are sufficiently small). Since, by Proposition 3.4, the operator L H 0 has compact resolvent on H 0 , it follows that 0 is also an eigenvalue of L H 0 . Let us denote the corresponding Anharmonic Chains Coupled to Two Heat Baths 13 eigenvector by g. We will choose the normalization (g; 1) H 0 = 1. We assume first that g 0. Then the function
(3:17)
with 0 and G defined in Eqs.(3.8) and (3.7), is the density of an invariant measure for the process T t : Indeed, we note first that khk L 1 (X;dx) = (1; g) H 0 is finite and thus (dx) is a probability measure.
Let E be some Borel set. Then the characteristic function E of E belongs to H 0 .
We have
and therefore (dx) is an invariant measure for the Markov process (2.9).
To complete the first part of the proof of Proposition 3.6 it remains to show that g 0. We will do this by checking that h 0. We need some notation. Let L T denote the formal adjoint of L. Then one has L T h = 0. This follows from the identities
which hold for all f 2 C 1 0 (X). Consider now the semi-group T t acting on the space C 1 (X) defined at the beginning of Sect. 3. The operator T t induces an action (T t ) defined on the dual space C 1 (X) which consists of finite measures. Since T t is Markovian, (T t ) maps probability measures to probability measures. Furthermore, if a measure has a density f in L 1 (X; dx), then (T t ) is a measure which has again a density in L 1 (X; dx): Indeed, by Corollary 3.3 the transition probabilities of the Markov process P(t; x; y) are in C 1 ((0; 1) X X). If we denote by (T t )
T the induced action of (T t ) on the densities, we have for g 0,
Coming back to the invariant density h, we know that
We next show (T t ) T jhj = jhj. Since jhj h 0, we have (T t )
T (jhj h) 0. This can be rewritten as
Therefore,
T preserves the L 1 -norm, we conclude that
This shows the existence of an invariant measure. Now, by Proposition 3.5, we have h exp( G=2) 2 S(X) for all < 2 min( L ; R ) and so for < min( L ; R ) it follows that h exp( G) 2 S(X). This concludes the proof of Proposition 3.6.
We next prove the uniqueness of the invariant measure and the ergodic properties of the Markov process. We start by fixing an inverse temperature 0 . If L = R = 0 , the two heat baths are at the same temperature, and the equilibrium state of the system is known, since it is given by the generalized Gibbs distribution Z If the invariant measure is unique, it is ergodic and hence, (see [Yo] and [Ho] ) 0 is a simple eigenvalue of L H 0 .
The case of different temperatures will be handled by a perturbation argument around the equilibrium situation we just described. This perturbation argument will take place in the fixed Hilbert space H 0 defined in Eq.(3.9). Thus, we will consider values of L and R such that 1 for some small " > 0 (which does not depend on 0 ). We first show that 0 remains a simple eigenvalue of the generator L H 0 when the temperature difference satisfies (3.19) for a sufficiently small ". Proof. It will be convenient to work in the flat Hilbert space L 2 (X; dx). Note that
One finds 
where the E j and F j are of the form const:@ r is well defined for sufficiently small . An immediate consequence of the resolvent formula (3.20) is that for sufficiently small the spectrum of R( L ; R ; 0 ) has the same form as the spectrum R 0 : 1 is an eigenvalue and there is a spectral gap and, in particular 1 is a simple eigenvalue. This concludes the proof of Lemma 3.7.
Next we use this lemma to prove uniqueness of the invariant measure. We have the following Since T t is a contraction semi-group on B(X; B), and A 1 we find k s k 1 1, for all s > 0. From the easy bound
we see that the set f s ; s > 0g is a bounded subset of H 0 and hence weakly sequentially precompact. Therefore, there is a sequence s n " 1 such that w-lim n!1 s n = where w-lim denotes the weak limit in H 0 . Since T u is a bounded operator for all u > 0, we have
We next show T u = :
(3:23)
The last two terms in (3.23) are bounded by u=s n and we obtain T u = for all u > 0 by taking the limit n ! 1 in (3.23).
Therefore, is in the eigenspace of the eigenvalue 1 of T t H 0 , t > 0 and so, by Lemma 3.7 = c1. To compute c we note that c = (g; ) H 0 and, using the invariance of the measure, we get
So we have c = (A) and (A) = 0 by hypothesis. Using this information, we consider ( A ; s n ) H 0 . We have, on one hand, lim n!1
and on the other hand we have, by Eq.(3.21) and by the dominated convergence theorem, lim n!1
and this is a contradiction. This shows that there is a unique invariant measure for the Markov process T t and as a consequence the measure is ergodic.
We will now strengthen the last statement by showing that the invariant measure is in fact mixing. This will be done by extending the proof of return to equilibrium given in [Tr] . 
for all f; g 2 L 2 (X; (dx)).
Proof.
We denote H = L 2 (X; (dx)) and its scalar product by ( ; ) H and by k k H its norm. By [Yo] , Chap XIII.1, Thm 1, T t defines a contraction semi-group on H. Since T t is a strongly continuous semi-group on C 1 (X) (see [Ne] ) and since C 1 (X) is dense in H, we can extend T t to a strongly continuous semi-group T t H on H. 
The existence of ( )-sequences for our problem follows easily from (3.26). Further we define an almost ( )-sequence as a sequence s n " 1 for which there exists a ( )-sequence ft n g with js n ? t n j ! 0 as n ! 1. As in [Tr] we next show that w-lim n!1 T t n H f = w-lim n!1 T s n H f. Indeed, let us choose < min(t 1 ; s 1 ). 
Written explicitly, Z dp dq dr (p; q; r)@ r for any 2 C 1 0 (X). Since 2 H, we may set = 0 on the set A fx 2 X ; h(x) = 0g and is locally integrable and thus defines a distribution in D 0 (X). By Eq.(3.28) the support of the distribution @ r ( ) i;m (p; q; r) does not intersect the set A and thus (p; q; r) is -a.e. independent of r.
Let t > 0. Then w-lim n!1 T t n +t H f = T t H . Since t + t n " 1, it is easy to show, see [Br] , that t n + t has an almost ( )-subsequence s n and from the above arguments we conclude that T t H is independent of r. Z dp dq dr 
Z dp dq dr
The last equality follows from (3.29) since T t H is independent of r. We next choose (p; q; r) 2 C 1 0 (X) of the form (r; p; q) = ' 1 (r)' 2 (p; q)h ?1 (p; q; r) with supp(' 1 (r)' 2 (p; q)) \ A = ; and Z dp dq dr (p; q)L 0 (' 1 (r)' 2 (p; q)) = Z dp dq (p; q)r p 1 ' 2 (p; q)
Since ' 1 (r) is arbitrary, it follows that Z dp dq (p; q)r p 1 ' 2 (p; q) = Z dp dq (p; q)r p n ' 2 (p; q) = 0 ;
and thus, by a similar argument as above, (p; q) must be -a.e. independent of p 1 and p n : Thus is a function (p 2 ; : : : ; p n?1 ).
Using this information, we choose now (p; q; r) = ' 1 (p 1 ; p n )' 2 (p 2 ; : : : ; p n?1 ; q)' 3 (r)h ?1 (p; q; r) ;
with supp(' 1 ' 2 ' 3 ) \ A = ; and R dp 1 dp n ' 1 (p 1 ; p n ) = 0. For such a choice of we obtain 0 = Z dp dq dr L 0 (' 1 ' 2 ' 3 ) = Z dp 2 dp n?1 dq (r q 1 ' 2 ) Z dp 1 dp n p 1 ' 1 Z dr ' 3 + Z dp 2 dp n?1 dq (r q n ' 2 ) Z dp 1 dp n p n ' 1 Z dr ' 3 ; and from the arbitrariness of ' 1 ; ' 2 ; ' 3 we conclude that is independent of q 1 ; q n (all our statements hold -a.e.). Finally, choose (p; q; r) = ' 1 (q 1 ; q n )' 2 (p 2 ; : : : ; p n?1 ; q 2 ; : : : ; q n?1 )' 3 (p 1 ; p n ; r)h ?1 (p; q; r) ; with supp(' 1 ' 2 ' 3 ) \ A = ; and R dq 1 dq n ' 1 (q 1 ; q n ) = 0. Then we obtain 0 = Z dp 2 : : : dp n?1 dq 2 : : : dq n?1 (r p 2 ' 2 ) Z dq 1 dq n (r q 2 V )' 1 Z dp 1 dp n dr ' 3 + Z dp 2 : : : dp n?1 dq 2 : : : dq n?1 (r p n?1 ' 2 ) Z dq 1 dq n (r q n?1 V )' 1 Z dp 1 dp n dr ' 3 :
From the arbitrariness of the ' i we conclude in particular that 0 = Z dp 2 : : : dp n?1 dq 2 : : : dq n?1 (r p 2 ' 2 ) Z dq 1 dq n (r q 2 V )' 1 :
We may choose ' 1 (q 1 ; q n ) = @ q ( 0 ) 1 e '(q 1 ; q n ) for some 0 2 f1; : : : ; dg and a positive e '(q 1 ; q n ). By Condition H2 we see that
is uniformly positive or negative. We can rewrite (3.30) as 0 = X 2f1;:::;dg Z dp 2 : : : dp n?1 dq 2 : : :
and we conclude that is independent of p 2 . A similar argument shows that is independent of q n?1 and iterating the above procedure we conclude that is locally constant -a.e.
So far, we have shown that for all ( )-sequences ft n g one has w-lim n!1 T t n H f = = const: From the invariance of the measure and its ergodicity we conclude that
We conclude as in [Tr] : suppose that w-lim t!1 T t H f 6 = (1; f) H . Then by the weak sequential precompactness of fT t H f ; t 0g, there exists a sequence u n " 1 for which w-lim t!1 T t H f = 6 = (1; f) H . But, referring again to [Br] , the sequence fu n g has an almost ( )-subsequence fs n g. This implies that there is a ( )-sequence ft n g such that w-lim n!1 T t n H f = . This is a contradiction, since we have seen that w-lim n!1 T t n H f = (1; f) H for all ( )-sequences. By a simple density argument this implies that
for all f; g 2 H and the proof of Proposition 3.9 is complete.
With Proposition 3.9 the proof of Theorem 2.2 is now complete.
Commutator Estimates and Spectral Properties of L H 0
In this section, we prove Proposition 3.4 and Proposition 3.5. We generalize the commutator method of Hörmander to study the spectral properties of the operator L H 0 which is, by Lemma 3.1, the closure of the differential operator L with domain C 1 0 (X) which we defined in Eq.(3.11). We recall the definition: and where L S is the Liouville operator associated with the Hamiltonian H S (q; p):
p j r q j ? (r q j V ) r p j :
For the following estimates it will be convenient to work in the flat Hilbert space L 2 (X; dx). The differential operator L is unitarily equivalent to the operator K on L 2 (X; dx) with domain C 1 0 (X) given by
( 4:4) where is given by (3.10) and All subsequent estimates will be valid for any f 2 S(X) and thus for all functions in the domain of K.
It is convenient to introduce the following notations: We introduce new variables, and recall some earlier definitions: Let n 0 = [n=2] denote the integer part of n=2. We define P j = r p j + a L p j ; j = 1; : : : ; n 0 ; P j = r p j + a R p j ; j = n 0 + 1; : : : ; n ; Q j = r q j + a L W j (q; r) ; j = 1; : : : ; n 0 ; Q j = r q j + a R W j (q; r) ; j = n 0 + 1; : : : ; n ; We next define the operators K 0 , K, and which will be used in the statement of our main bound: where " j = 4 1?2j and " 0 j = 4 ?2j . This proves Eq.(4.11) for these cases. For the other cases, the proof will proceed by induction: It will proceed by bounds on P 1 , Q 1 , P 2 ; : : : ; Q n 0, and a totally symmetric argument, which is left to the reader, can be used from the other end of the chain, proceeding over P n , Q n , P n?1 , until the bounds reach the "center" of the chain. We next prepare the inductive proof. To make the result of this calculation clearer, we define the matrices M j;k = r q j r q k V ; j; k = 1; : : : ; n : 
[P j ; K 0 ] = Q j ; j = 2; : : : ; n ? 1 ; [Q j ; K 0 ] = ?M j?1;j P j?1 ? M j;j P j ? M j+1;j P j+1 ; j = 2; : : : ; n ? 1 ;
(4:13) where
Symmetrical relations hold at the other end of the chain. With these notations, we can rewrite (among several possibilities):
Q j = [P j ; K 0 ] ; j = 2; : : : ; n ;
[Q j ; K 0 ] + M j?1;j P j?1 + M j;j P j ; j = 2; : : : ; n 0 ; (4:14) with symmetrical relations at the other end of the chain. We can streamline this representation by defining Q 0 = R L;1 , and M 1;0 = ?1. Then we can write, for j = 1; : : : ; n 0 : 4:16) where the operators S j depend linearly on fP 1 ; : : : ; P j?1 g, fQ 1 ; : : : ; Q j?1 g, and the R L;m . The relations Eqs.(4.15) and (4.16) will be used in the inductive proof.
Such relations are of course reminiscent of those appearing in the study of hypoelliptic operators. The novelty here will be that we obtain bounds which are valid not only in a compact domain, but in the unbounded domain of the p's and q's.
The following bounds will be used repeatedly: Proposition 4.3. Let Z denote one of the operators Q j , Q j , P j , or P j . Let M denote one of the M j;k . Assume that 2 (0; 2). Then the following operators are bounded in
Proof. The proof will be given in Appendix B.
Because we are working in an infinite domain, and work with non-linear couplings, we will not bound the l.h.s. of Eq.(4.7) directly, but instead the more convenient quantity 2 :
R j (f ) = ( " j ?1 M j;j?1 P j f ; " j ?1 P j f) :
We have the 
The proof of Lemma 4.4 is completed by using the bounds 1) and 2) of Proposition 4.3.
The inductive step. We begin by the induction step for the P j . We assume now that the bounds (4.7) and (4.9) have been shown for all j k. We want to show (4.7) for j = k + 1. Using Eq.(4.15) and Lemma 4.4, we start by writing
2" k+1 ?1 S k+1 f ; ?1 P k+1 f X 1 ? X 2 : We first bound X 2 . Note that S k+1 is a sum of terms of the form MT where T is equal to P j or Q j with j k, and M is either a constant or equal to one of the M k;`.
Therefore, we obtain, using Proposition 4.3, the inductive hypothesis, and the choice 2" k+1 min j k (" j ; " 0 j ) = " 0 k : This proves the desired bound.
We now come to the "interesting" term X 1 . The commutator is rewritten as
We discuss the 3 corresponding bounds:
Term X 3 . In this case, we are led to bound, with " = " k+1 ,
(4:17)
We start by bounding X 3;1 . Since ?1 P k+1 is bounded by Proposition 4.3, it suffices to show that kQ k 2"?1 fk C ? kKfk + kfk :
To see this we first write, using Q = Q k , kQ 2"?1
The first term is bounded by the inductive hypothesis by O (1) ? kKfk + kfk 2 and the choice of " k+1 , while the second can be bounded by O(1)kfk 2 by expanding the commutator (and using Proposition 4.3): ? ?2" P k+1
2"?1
:
Since each factor above is bounded by Proposition 4.3, the desired bound follows:
Term X 4 . Here, we want to bound T 4 j(K Q k f ;
2"?2 P k+1 f)j. We get
2"?2
(4:19)
Using the inductive hypothesis, and the bound k ?1 P k+1 k O(1), the term X 4;1 is bounded by k 2"?1
We write the commutator of X 4;2 as [K;
2"?2 
2"?2 P k+1 f :
Assume first k > 1 (and in any case we have k < n). We control the first term using the inductive hypothesis (it is here that we use the factor 4" k+1 " 0 k ) and the two others by Proposition 4.3. Combining these bounds, we finally get the bound T 5 O (1) ? kKfk + kfk 2 , and hence the inequality (4.7) is shown for all j. ? kKfk + kfk kfk.
We have discussed now all the cases for the inductive bound on the P j . The discussion of this step for the Q j is the same, except that some simplifications appear because of the simpler relations Q j = [P j ; K 0 ]. The proof of Proposition 4.2 is complete. Proof of Theorem 4.1. Let " " 0 n+1 . We rewrite Using Theorem 4.1 we can now prove Proposition 3.4. We have 
up to bounded terms. Thus W(p; q; r) diverges in all directions of R 2d(n+M ) . Using the Rellich criterion (see [RS] , Thm XII.67) we conclude that " has compact resolvent for every " > 0. The set C 1 (K) obviously contains all eigenvectors of K. Therefore Proposition 4.6 is a direct consequence of the following proposition.
Proposition 4.7. C 1 (K) = S(X).
Proof. By Theorem 1.43 in [Da] we have the following characterization of C 1 (K):
To show the inclusion in the other direction we will need the following Theorem which we will prove in Appendix C. This is a (slight) generalization of the core Theorem, [Da] , Thm 1.9. Using (4.24) it is easy to see, by induction, that, for n = 1; 2; we have
n j kK j fk :
Since S(X) is a core for K n by Theorem 4.8, we see, by taking limits, that D(K n ) N n" :
And this concludes the proof of Proposition 4.7.
Appendix A: Proof of Lemma 3.1 If x(t) = (t; w; x) denotes the solution of (3.1), it has the cocycle property (t; s w; (s; w; x)) = (t + s; w; x) ; which holds for all t; s 2 R, x 2 X and w 2 W. Here we have introduced the shift ( t w)(s) = w(t + s) on W. In particular the map x 7 ! (t; w; x) is a bijection with inverse x 7 ! (?t; t w; x). A standard argument shows that these maps are actually diffeomorphisms (see e.g. [IW] , Ch. V.2). The Jacobian of (t; w; ) is given by J(t; w; ) = jdetD x (t; w; )j = e R t 0 ds div b (s;w; ) ;
and according to (3.2) the Jacobian satisfies e ?Bjtj J(t; w; x) e Bjtj :
Remark. In our case we have in fact (ii) The range of ( ? L) is dense for Re ( ) > B.
Hence, by the Lumer-Phillips Theorem (see for example [Da] , Theorem 2.25), the closure L generates a quasi-bounded semi-group on L 2 (X; dx). Since such generators are maximal accretive, we conclude that e L = L. The action of T t on H S is obviously equivalent to that of e ?S=2 T t e S=2 on L 2 (X; dx).
For f 2 C 1 0 (X), Ito's formula gives
By the Girsanov formula we obtain (e ?S=2 T t e S=2 f)(
where y(t) is the Markovian diffusion process defined by the equation
Assuming that R S is bounded above:
and denoting by T t S the semi-group on L 2 (X; dx) associated with the process y(t), by Lemma A.1 we get j(e ?S=2 T t e S=2 f)(x)j e 1 2 S t (T t S jfj)(x) ; from which one concludes that e ?S=2 T t e S=2 extends to a strongly continuous, quasibounded semi-group of positivity preserving operators on L 2 (X; dx). By the Feynman-Kac formula (or Cameron-Martin) we can conclude that the generator of this semi-group is given, on C 1 S(x) = 0 G(p; q; r) ; where G is given by (3.7) . We see that Condition (i) of Lemma A.2 is satisfied, since G(p; q; r) is of the form quadratic + bounded. An explicit computation shows that the assumption 0 < 2 min( L ; R ) ; implies that Condition (ii) of Lemma A.2 is satisfied and that the semi-group satisfies the bound kT t k e t where is given by Eq.(3.10).
Appendix B: Proof of Proposition 4.3
To prove the claims it is useful to introduce some machinery which replaces the pseudodifferential calculus, which seems unavailable for the class of operators we want to consider. This may be useful in its own right.
Let F, as in the Hypotheses H1, H2 denote the class of functions of q 2 R dn which are bounded together with all their derivatives. Let Y denote the linear space of operators spanned by f(q)q m @ m 0 q p n @ n 0 p r`@`0 r ; We shall also make use of the following identity, valid for 2 (0; 2), [Ka] We also let C ? = sin( =2)= .
Proof of Proposition B.2. It is obvious that if we show the claim for + = ?j, then it also follows for + < ?j. By the definition of Y j , and observing that f(q) is bounded, and by the explicit form of 2 , we see that the claim holds when = 0. We next consider the case + 0, ?1 < 0. In this case we write
The first term is clearly bounded as in the case = 0, by considering adjoints. The second term can be written as 
