Abstract-In this paper, the authors have proposed a method of segmenting gray level images using multiscale morphology. The approach resembles watershed algorithm in the sense that the dark (respectively bright) features which are basically canyons (respectively mountains) on the surface topography of the gray level image are gradually filled (respectively clipped) using multiscale morphological closing (respectively opening) by reconstruction with isotropic structuring element. The algorithm detects valid segments at each scale using three criteria namely growing, merging and saturation. Segments extracted at various scales are integrated in the final result. The algorithm is composed of two passes preceded by a preprocessing step for simplifying small scale details of the image that might cause over-segmentation. In the first pass feature images at various scales are extracted and kept in respective level of morphological towers. In the second pass, potential features contributing to the formation of segments at various scales are detected. Finally the algorithm traces the contours of all such contributing features at various scales. The scheme after its implementation is executed on a set of test images (synthetic as well as real) and the results are compared with those of few other standard methods. A quantitative measure of performance is also formulated for comparing the methods.
I. INTRODUCTION

S
EGMENTATION is a very commonly used and important step in image analysis and computer vision. The purpose of image segmentation is to decompose an image domain into a number of disjoint regions so that the features within each region have visual similarity, strong statistical correlation and reasonably good homogeneity. Image segmentation techniques may be classified into a number of groups depending on the approach of the concerned algorithm. These include feature thresholding, contour based techniques, region based techniques, clustering, template matching [1] , etc. Each of these approaches has its own merits and demerits in terms of applicability, suitability, performance, computational cost etc. and no one can meet all the demands. A gradient thresholding technique, for example, suffers from the problem of yielding contours with nonuniform thickness as well as discontinuities due to difficulty in selecting optimum threshold. The well-known watershed algorithm-a Manuscript received November 10, 2000; revised December 16, 2002 . The associate editor coordinating the review of this manuscript and approving it for publication was Prof. Scott T. Acton.
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Digital Object Identifier 10.1109/TIP.2003.810757 morphological instance of region based approach, apart from being computationally intensive, suffers from over or under-segmentation due to improper choice of marker points. Segmentation of gray level images is a well studied problem. There exist several methods for segmenting gray-level images [2] , [3] , [4] . Gray-level thresholding is one of the oldest techniques for image segmentation [3] . Threshold may be chosen based on histogram [6] or on gray-level co-occurrence matrix [5] , or by analyzing intra-region and inter-region homogeneity [7] . Canny [8] has suggested a contour based technique employing hysteresis thresholding. Anisotropic diffusion and PDE-based regularization for segmentation has been developed by Romeny [9] , Weickert [10] . Segmentation algorithms based on nonlinear diffusion have been devised by Niessen et al. [11] , Jackway [12] . A different approach based on local monotonicity has been suggested by Acton et al. [13] . Another segmentation method proposed by Frank et al. [14] , uses combination of optimal and adaptive thresholding. An overview of border detection and edge linking methods in connection to segmentation can be found in [15] . Region-based segmentation techniques, by and large, detect homogeneity in terms of parameters like gray-level, color, texture etc. A number of region growing techniques for color image segmentation may be found in [16] , [17] , [18] . A hierarchical merging method has been suggested by Goldberg et al. [19] . The watershed algorithm and its variants [20] , [21] , [22] , are found to produce reasonably good segmentation results. In a different approach Malik et al. [23] have suggested a graph partitioning method for segmenting gray-level images. Manjunath et al. [24] in another approach have devised a technique for image segmentation based on edge flow. An unsupervised multiresolution scheme for segmenting images with low depth is proposed by Wang and et al. [25] . Image segmentation using neuro-fuzzy techniques, genetic algorithms, wavelets, fractals etc. may be found in [26] , [27] , [28] , [29] . Acharya et al. [30] have made a very good review of biomedical image segmentation techniques.
Mathematical morphology is a well-known technique used in image processing and computer vision [31] , [32] , [41] . This set theoretic, shape oriented approach treats the image as a set and the kernel of operation, commonly known as structuring element (SE), as another set. Different standard morphological operations namely dilation, erosion, opening, closing etc. are basically set-theoretic operations between these two sets. The shape and the size of the SE play important role in detecting or extracting features of given shape and size from the image. Application of mathematical morphology in gray-level image segmentation can be found in [12] , [33] , [34] . If the set representing the SE is convex then dilation of the SE with itself times produces the th homothetic of the SE keeping its shape intact. Morphological operations with such scalable SE's may be used in multiscale image processing. The work presented in this paper is an example of this approach.
Dealing with the objects of different size and shape in the image is a very interesting aspect of machine vision. In most of the image processing operators, the concept of scale of the objects is not incorporated explicitly. In general, an image comprises of objects or features of different scales. On the other hand, most spatial domain image processing techniques use the notion of local neighborhood which does not take care of the scale of the object contained in that neighborhood. As a result, the operator processes objects of various scales with equal emphasis. The objects in an image should be processed as per their scales. Thus the need for processing the image based on the size or scale has initiated several multiscale and multi resolution techniques. Multiscale and multi resolution techniques extract scale specific information from the image and integrate them to produce desired output. The entire process may be linear or nonlinear and accordingly it gives rise to a linear or nonlinear scale space representation of the image under study. A lot of literatures [35] , [37] , [38] , [39] , [40] are available describing the properties and issues of scale space.
In this paper we have proposed a method for segmenting gray-level images using multiscale morphology. The paper is organized in the following way. In Section II we have discussed on multiscale morphology, the definition of morphological tower and its properties in order to satisfy various requirements of scale space representation. In Section III we have presented the proposed method. The theoretical formulation of the proposed method is discussed elaborately in Section III-A while the implementational details are given in Section III-B. The experimental results are presented in Section IV. Finally, the concluding remarks are given in Section V.
II. MULTISCALE MATHEMATICAL MORPHOLOGY
Mathematical Morphology is a powerful tool for dealing with various problems in image processing and computer vision. Morphological operations, namely erosion, dilation, opening, closing, top-hat transformation etc. are used for extracting, modifying, manipulating the features present in the image based on their shapes. The shape and the size of SE play crucial roles in such type of processing and are therefore chosen according to the need and purpose of the associated application. The function-and set-processing (FSP) system [42] is widely used in morphology. FSP dilation and erosion of a gray-level image by a two dimensional point set are defined respectively as
Opening (closing) is sequential combination of erosion (dilation) and dilation (erosion). Though the structuring element takes care of the shape of the features while processing the image, it cannot, however, treat objects of same shape but of different size equally. Thus, for processing objects based on their shape as well as size we incorporate a second attribute to the structuring element which is its scale. A structuring element along with its higher order homothetics can process the image features based on shape as well as size. Such types of morphological operations are termed as multiscale morphology [32] , [42] . Multiscale opening and closing [43] are defined, respectively, as (3) (4) where is an integer representing the scale factor of the structuring element . The th homothetic of a convex SE is obtained by dilating recursively times with itself as (5) Conventionally, when . Thus, multiscale morphological operations decompose the given image into a set of filtered images. Now in doing so, the system of such operations should satisfy the properties like i) causality and ii) edge localization [44] , [45] , [46] . By the term "causality" we mean no regional extrema and, consequently, edge is introduced as the scale increases. The objective is to distribute the given information and not to create new ones. The property "edge localization" demands no drift of edge from its original position. The system is also expected to be scale-calibrated, i.e., the filtered image produced by an SE of a particular scale should strictly contain the features of that scale only. Apart from these, the directional or rotational invariance of the associated operation can be achieved using an isotropic SE.
The multiscale opening produces flat regions by removing bright objects or its parts smaller than the SE. The properties: and for imply that no new bright feature (or, in other words, regional maxima) is generated at higher scales due to opening. In case of multiscale closing, no new dark feature (or, in other words, regional minima) is generated at higher scales. Secondly, the SE leaves the features larger than it unaffected. However, removal of parts of an object introduces new edges or causes drifts of the existing edges [ Fig. 1 ]. The main disadvantage of conventional opening and closing is that they do not allow a perfect preservation of the edge information [47] . Bangham et al. [46] suggested a scale-space operator, called M-and N-sieves, which satisfies the properties mentioned above. This operator emphasizes only on the size of the features, but ignores their shape completely. However, it is possible to design morphological filters by reconstruction that satisfy these requirements and consider both shape and size of the features. Morphological multiscale opening and closing by reconstruction [34] , [48] , [49] , are two such filters.
The elementary geodesic dilation, denoted by , of size one (i.e., the smallest size in discrete domain) of the image with respect to a reference image is defined as the minimum between dilated by an SE of size one and . Hence, Similarly, the elementary geodesic erosion, denoted by , of size one is defined as the maximum between eroded by of size one and a reference image . Hence, (7) Now geodesic dilation and erosion of arbitrary size are obtained through iteration as (8) (9) for . Conceptually this may continue indefinitely, but for all practical purposes iteration is terminated at an integer such that and, similarly, when ; because no change would occur after that. This stable output is termed as reconstruction by dilation and is denoted by , i.e.,
Similarly we have reconstruction by erosion denoted by , i.e.,
Based on this operation opening by reconstruction of opening, or simply, opening by reconstruction denoted by , may be defined as (10) Similarly, closing by reconstruction denoted by may be defined as (11) Therefore, morphological opening by reconstruction in its first step eliminates bright features that do not fit within the SE applying simple opening. In its second stage, it dilates iteratively to restore the contours of components that have not been completely removed by opening and a reconstruction is accomplished by these iterative dilations using the original image as the reference, i.e., choosing . Similar analysis holds for "closing by reconstruction" in case of dark features. As a result, problems like introduction of new edges and edge drift do not arise in case of opening by reconstruction and closing by reconstruction. Hence, multiscale system designed with these operators satisfy causality and edge localization properties. Fig. 1 illustrates the difference between the conventional opening and the opening with reconstruction with an example image.
When these operators, i.e., open (close) by reconstruction, are used with multiscale SEs, the output image should contain only features of that and higher scales. The difference between the images opened at two successive scales will then contain features of a particular scale only. In essence, in the difference image, the features, which, or, at least a part of which, contains the SE at that scale are present completely and others are removed. Thus, the system can be termed as scale calibrated. In the following discussion, unless otherwise mentioned, "open" refers to "open by reconstruction" and "close" refers to "close by reconstruction," and consequently " " stands for " " and " " stands for " ."
A morphological tower is a stack of images containing morphologically filtered images obtained by using a family of SEs comprising of a convex and compact SE and its higher order homothetics. A morphological tower resembles an image pyramid in many aspects. An image pyramid consists of a stack of images with decreasing resolution and size of the image. A morphological tower on the other hand stacks the images filtered at increasing scale leaving the resolution unchanged. Fig. 2 illustrates the structures of an image pyramid and a morphological tower. Thus, a morphological tower corresponding to opening consists of a stack of images opened with a family of SEs. Some applications of morphological tower may be found in [50] , [51] , [52] .
III. PROPOSED METHOD
A gray level image typically consists of both bright and dark object features which, in general, have a distribution with respect to size or scale. The basic objective of a segmentation algorithm is to isolate or sketch out the most optimal contours of these bright and dark features. Though the proposed method is basically region based, it produces contours enclosing pixels that have properties distinguishable from their immediate neighborhoods. In this section we first present the theoretical background of the proposed method and then the implementational details.
A. Theoretical Formulation
A digital gray-tone image is may be viewed as an intensity surface defined over a spatial coordinate system. If be the set of intensity values and be the spatial coordinates of the pixels of the image, the digital image represented as a function is then defined as (12) Thus represents the intensity value of the pixel located at and the size of the image is . The section of the image at a threshold is a point set defined as and (13) A binary or black-and-white image constructed from this point set as if otherwise.
In the proposed formulation we have used multiscale bright and dark top-hat transformation to extract scale specific bright and dark features. A thorough analysis of these extracted features might be necessary for segmentation. The bright top-hat image obtained by filtering by an SE of size contains all bright features smaller than as (14) Similarly a dark top-hat or a bottom-hat transformation at scale sieves out the dark features smaller than as (15) Now, using (13) , the section of the bright and dark top-hat images at a threshold are given by
The point sets and basically contain the coordinates of the supports of the features at scale that are present in the bright and dark top-hat images respectively. Now, if the value of the intensity threshold is kept fixed through out the process, the superscript may be dropped out from the notations of the point sets. In such a case we may simply use and , respectively. Since both the bright and dark top-hat transformation are extensive [41] , we necessarily have (18) (19) where is an integer representing the largest scale of objects or features present in the image and it may be same as the size of the image itself. However, in practice, is much less than the size of the image. Now, the surface topography of a gray-level image, in general, consists of peaks, valleys and possibly plateaus of different height, width, extent. Consequently, each of the point set and is found to consist of a number of maximally connected subsets [3] , so that, each of them can be expressed as (20) (21) where and are the number of maximally connected subsets in and respectively. In addition, for any pair of distinct subsets of and we strictly have
for . The subset ( ) basically represents a bright (dark) feature or its part at scale . In other words, the binary images constructed using these point sets are found to contain a number of isolated black blobs against a white background.
Let us consider two point sets and corresponding to two bright top-hat images at two successive scales and . For each subset of there exists one and only one subset of such that . Let us call such subsets as corresponding subsets. It is important to note that the total number of subsets in and may not necessarily be the same. The above statements hold good for point sets and also. At any given scale, the subsets s of may encounter one of the following three situations 1) Growing: A subset is said to be growing if it is a proper subset of its corresponding subset , i.e., . In such cases, the black blob represented by the subset in the binary image constructed from represents the support of a part of a potential feature or object. Fig. 3 illustrates the situation indicating a pair of corresponding subsets at two successive scales. The subset in the point set is a proper subset of in . The dotted contour in the growth of with the scale parameter. 2) Saturation: A subset is said to be saturated if it is congruent with its corresponding subset , i.e., . In such cases, the black blob represented by the subset covers the support of a feature or object as a whole. This case, as earlier, is illustrated in Fig. 3 . The subsets and are congruent. 3) Merging: If at least two subsets and have the same corresponding subset , i.e., , the constituent subsets and are said to merge. Two or more merging subsets might enjoy a subsequent growth or saturation with respect to the scale factor. In such a case, each of them individually represents a complete subfeature which is a distinct part of a large valid feature or object at subsequent higher scale. This situation too, is clarified in Fig. 3 . The dark blobs represented by and are found to have the same corresponding subset . These two dark blobs merge into a single larger blob represented by . The above observations hold good for and also. The proposed algorithm treats the subsets of all three categories at various scales. Accordingly, it constructs the following four point sets, corresponding to both bright and dark features Sat Mrg (24) Sat Mrg (25) These binary images comprise of black blobs representing the supports of potential bright and dark features present in the input image at scale . These blobs, therefore, correspond to the segments of the image. Suppose and denote the images containing the closed edges of the blobs in and respectively. Hence, the final contour-image is obtained by unifying the contour images at different scales as described by (26) Encroachment Problem: Any segmentation algorithm follows its own predefined strategy. Quite often, the gray-level of the pixel or its gradient plays important role in the construction of the segments. The problem of employing gradient magnitude is its noise sensitivity. The proposed algorithm, however, does not employ the knowledge about gradient magnitude. In the proposed algorithm emphasis has been given on the scale of the image features while finding the valid segments of the image. The bright and dark features of identical scale are detected sequentially at the same pass of the algorithm. The image, in general,consists of both the bright and dark features at varying scales. When a bright feature is adjacent to a dark feature, a problem of feature overlapping may occur. The SE has no preferential knowledge about the locations of bright and dark features and their scales. Therefore, if the SE is allowed to open and close the image with no restriction regarding when and where to stop, it will cause an overlapping or mutual encroachment in the point sets and for same or different values of and (Fig. 4 may be referred for an illustration) . In other words, the same spatial domain of the image would be claimed as a support of dark as well as bright features at same or different scales. In the foregoing discussion, no restriction was put to the relationship between and . The binary images constructed using and will therefore give rise to overlapping or encroachment in the segmented contours. To get rid of this encroachment problem the following constraint should be enforced. (27) To satisfy the above constraint or, in other words, to avoid encroachment, equations (14) and (15) where if otherwise and if otherwise for and and . That means once a pixel is marked as a part of a dark feature it is ensured to remain a part of the same dark feature at all higher scales by digging an well of infinite depth at that point. In a similar way, a pixel, once marked as a part of a bright feature at a given scale, is ensured to remain a part of the same bright feature at all higher scales by raising a pillar of infinite altitude at that point. As a result, the possibility of a pixel being detected as a part of a dark as well as a bright feature simultaneously is totally excluded and thus, the encroachment problem is avoided.
B. Implementation
The proposed algorithm starts with a preprocessing step as described below. The segmentation scheme is divided into two passes (see Fig. 5 ) namely i) multiscale region extraction and ii) selection of valid regions that contribute to final segmentation. Following subsections present them elaborately.
1) Preprocessing:
A segmentation algorithm often needs a preprocessing step like noise smoothing to reduce the effect of undesired perturbations which might cause over-and undersegmentation. For example, Gaussian filtering is employed in Marr-Hildreth [53] and Canny's edge detector [8] . The very small scale details (i.e., the sudden discontinuity in gray-value over very small regions) are usually considered as noise. It is a necessity to estimate the scale (or size) of noise particles before removing them. Interested reader may refer to [52] for such analysis. However, the main concern, here, is the segmentation and we have used a morphological method which smooths out noise by applying iterative filtering until the spatial variation of intensity becomes locally monotonic with respect to the SE. The steps of the preprocessing operations are: 1) Perform conventional morphological opening and closing on the input image using an SE of small size. The size of the SE is greater than that of noise particles. 2) Construct the output image by averaging the images resulting after opening and closing. 3) Compare the output image with the input image. If they are identical then halt. Otherwise consider the output image as the input image to the next iteration and go to step 1). Similar approach may be found in [13] . The main problem of this approach is to determine the size of SE. Based on the domain knowledge and sensor parameters (namely, resolution and magnification factor) minimum size of the features of interest in the image can be determined in terms of pixels. Any feature of size smaller than that may be treated as noise. Size of isotropic SE to eliminate such noise can then simply be computed.
2) Pass-1: Multiscale Region Extraction:
The preprocessed image works as the input to the first pass of our segmentation algorithm. In this pass the information about potential bright and dark regions at different scales are extracted by executing an alternate sequence of opening and closing (see Fig. 6 ). The bright top-hat image resulting due to opening at scale is thresholded at level 0. The resulting binary image contains all possible bright features in the image. However, all these features are not visually discernible. Only those features that have sufficient contrast with respect to its immediate background can readily be identified. Suppose is a component in the resultant binary image. Then local contrast is measured as LC (30) If the contrast is less than some specified threshold , the corresponding component is discarded. Finally, the resultant binary image is kept in the th level of the bright_feature_tower. It is then used as a mask for spatial locations of the input image where pillars of infinite altitude require to be erected according to equation (28) . Then closing with an SE of scale is performed on modified input image. Proceeding in the similar way as described in case of opening, another binary image is obtained which is kept in the th level of the dark_feature_tower. This binary image is used to dig wells of infinite depth according to equation (29) . However, in practice, the height of pillars and depth of wells are chosen as 255 and 0 respectively for 8-bit image. At a glance, the steps in the multiscale region extraction are as given below. The following steps are performed starting with the preprocessed image as input.
1) The image is opened with a disk SE . The bright top-hat image obtained by subtracting the opened image from the input image is then thresholded at the level 0. Components that do not have sufficient local contrast are then discarded. The resulting binary image consists of black blobs corresponding to visually discernible bright features. It is then stored in the th level in the bright_fea-ture_tower.
2) The binary image is then used as a mask for erecting pillars in the input image to prevent encroachment. The gray value of each pixel in the input image masked by this binary image is changed to 255.
3) The modified input image is closed with the same SE .
The dark top-hat image is subjected to the same operations as in case of bright top-hat image in step 1). As before, the resulting binary image is saved in the th level in the dark_feature_tower.
4) The binary image
is then used as a mask for digging wells in the input image to prevent encroachment. The gray value of each pixel in the input image masked by this binary image is changed to 0.
5) Select the next higher homothetic of the SE and if it is
not larger than that at the prescribed largest scale, go to step 1). Otherwise halt.
3) Pass-2: Selection of Valid Regions That Contribute to
Final Segments: After building the towers in the first pass the second pass selects the valid segments at various scales that contribute to the final segmentation. By the term "valid segments" we mean either a self-contained complete object or a well-defined part of an object. The former is indicated by saturation, while the latter by merging. The closed contours of such regions are traced out and combined together to obtain the final result. Thus, in the second pass the valid bright segments are searched using the binary images kept in bright_feature_tower. We start with the image pair at the lower-most levels in the bright_feature_tower, set and to null image. Then the steps are: 1) Consider the th and th binary images in the bright_feature_tower. Label the components of the images [3] .
2) Modify
by deleting all components except those which i) are identical in both and and ii) merge into a single component of . 3) Trace the contours of the objects in binary image . Let be the corresponding contour image. 4) Take the cumulative set-theoretic union of the images and . 5) Increase . If is greater than the height of the tower, halt. Else go to step 1). The image contains the closed contours of all prominent bright segments in the input image.
We perform similar set of operations [i.e., steps 1)-5)] with all successive pairs of binary images in the dark_feature_tower and construct a contour image . Finally, the image is obtained by combining and . The image , therefore, contains the closed contours of all bright and dark segments present in the image and is the result of the proposed scheme.
IV. EXPERIMENTAL RESULTS AND DISCUSSIONS
The proposed algorithm has been executed on a set of images. Figs. 7(a)-10(a) show some of the test images used in the experiment. The images in Figs. 7(a) and 8(a) are synthetic images depicting dark and bright spheres of different radii. The image in Fig. 8(a) is generated by corrupting the image in Fig. 7(a) Table I shows the values of different parameters used in the experiment in order to produce visually optimum results in each case. The minimum and the maximum value of the diameter of the SE is determined be the range of the size of the objects we are interested in. In all cases we have taken 7 as minimum diameter of SE. Contrast threshold specifies how distinct the segment could be relative to its immediate background. It is important to observe the results in a greater detail to compare the performance. For subjective evaluation of performance of the said methods we concentrate on the following qualities of the segmentation results and judge them visually. a) Continuity: The contours in case of all the images resulting due to the proposed method are closed and continuous [see Figs. 7(b)-10(b) ]. The contours produced by The proposed method has the option to emphasize on different sub-features of relatively large features. This is achieved due to merging and saturation criteria. We, however, have the option for suppressing the sub-features if we do not take the merging criterion into account. The concentric multiple contours appear if a feature continues to grow after attaining saturation criterion for some scale (see Fig. 3 and relevant text). The small sub-regions within relatively larger regions can be contoured separately. This cannot be done by other methods. e) Emphasis on shape and scale: Emphasis on both shape and scale has been given in case of the proposed method. Emphasis on scale only is given in the case of Canny's In each scale these operations involve computations of the order of , for an image of size , and is a multiplier that depends on the scale factor. The time complexity may be improved significantly by distributing the operations at different scales on parallel processors. In case of watershed algorithm the selection of initial marker points is a crucial overhead on which the result depends heavily. The time complexity is also high. In case of Canny's edge based technique two parameters, namely the scale and the hysteresis, have strong influence on the output. The space complexity is not as high as that of other two methods. Here, we would like to mention the basic difference between the proposed method and the watershed algorithm as they are conceptually most similar. Both the algorithms adopt regionbased approach. However, they perform the task in two different ways. The major differences are mentioned below.
The surface topography of a gray-scale image consists of hills and pits of various base sizes and heights or depths. In watershed algorithm the surface of the gradient image is submerged in an infinite source of water. Water enters through fictitious holes at different local minima of the gradient image and fills the catchment with a constant vertical upward speed. The waterline separating two or more such filled catchment basins constitute the segmentation contours of the image. Defining gradient image (by means of differentiation in discrete domain) and local minima of the catchment basins are two major sources of problems that results in over-and under-segmentation.
The proposed algorithm fills the troughs and truncates the peaks with a structuring element (SE) whose scale increases at a constant rates. So, there is no need of searching for the local minima or maxima. The starting scale of the SE automatically takes care of this. It is not necessary to fill the troughs or truncate the peaks at constant speed or rate. It avoids to work on the gradient image. The proposed algorithm takes care of both bright and dark segments in the same pass without allowing any mutual encroachment. The contours are generated from information extracted at different scales subject to three prescribed criteria, namely growing, saturation and merging. So the segments extracted are scale-calibrated and shape preserving.
The initialization, implementation of watershed algorithm is relatively more complicated as compared to those of the proposed method. Secondly, Watershed algorithm might give rise to broken waterlines and, hence, broken contours in some cases as it works on gradient image. The proposed algorithm is guaranteed to give closed contours. It may also mark and extract well defined sub-regions. However, the space-time complexity of the proposed method is relatively higher on sequential machines. So it may be recommended for parallel machines.
A. Performance Analysis
For quantitative analysis of the performance of the segmentation algorithms used in this work, we propose a simple measure based on similarity between the contours generated by the respective algorithms with the ideal ones. The synthetic image shown in Fig. 7(a) consisting of bright and dark spheres of different radii is chosen as a reference image for performance analysis [and it is redisplayed in Fig. 11(a) ]. The ideal contours segmentation are shown in Fig. 11(b) . The contours produced by a segmentation algorithm must be very close or similar to the ideal ones. Let and be the binary images which consist of ideal and extracted contours respectively. The pixel-wise exclusive-OR operation (31) between them gives an idea of mismatch (31) where denotes the exclusive-OR operation.
If and be total number of black pixels in the images and respectively, we define the correct segmentation factor CSF as CSF (32) For an ideal segmentation the value of CSF should be zero. However, smaller value of CSF indicates better performance. Table II shows the values of CSF for three algorithms executed on the image of Fig. 11(a) . Fig. 12(a)-(c) show the contours produced by the proposed method, Watershed algorithm and Canny's edge based technique. The results of pixel-wise exclusive-OR operation are shown in Fig. 13(a)-(c) .
The high value of CSF in case of the proposed method is mainly contributed by the contours of sub-features. However, without using the merging criteria and adjusting the scale-parameter, we can avoid extracting the sub-features [see Table II . In watershed algorithm a pixel equidistant from two adjacent catchment basins require an arbitration as it may simultaneously be claimed by both of them. The arbitration may cause a drift in waterlines. As a result the CSF increases. Canny's algorithm employs convolution of image with Gaussian function. As a result the contours are drifted from the ideal position which along with discontinuity results in high value of CSF .
V. CONCLUSION
In this paper, we have proposed a scheme for segmenting gray-level images of cluttered objects of different shape and size. The proposed multiscale morphological method is expected to work satisfactorily on gray-level images containing bright and dark features of various scales. The scheme starts with simplifying the image in the preprocessing step. In the first pass the algorithm extracts potential regions at various scales by multiscale top-and bottom-hat transformation and store them in different towers. In the second pass the algorithm compares pair of feature images corresponding to two successive scales and identifies the potential regions that contribute to final segmentation based on three criteria, namely growing, merging, and saturation. Finally the contours of all such potential regions are integrated. The results of the proposed scheme have been compared with those of two other well known methods, namely watershed algorithm and Canny's edge-based algorithm. It is evident that the results produced by Canny's method are far behind than those of the proposed scheme and watershed algorithm for the class of images we consider. The watershed algorithm produce over-segmentation in some cases. The proposed method, by and large, produce overall better results compared to two other methods. The positive features of the proposed scheme is that it is shape-and edge-preserving, scale-calibrated, and satisfy a set of goodness criteria. However, the CPU time and memory space requirement of the scheme are relatively higher. The proposed scheme being inherently parallel might improve this shortcoming after suitable parallel implementation.
