In a classical case, orthogonal polynomial sequences are in such a way that the nth polynomial has the exact degree n. Such sequences are complete and form a basis of the space for any arbitrary polynomial. In this paper, we introduce some incomplete sets of finite orthogonal polynomials that do not contain all degrees but they are solutions of some symmetric generalized Sturm-Liouville problems. Although such polynomials do not possess all properties as in classical cases, they can be applied to functions approximation theory as we will compute their explicit norm square values.
Introduction
We start with a second order differential equation in the form The boundary value problem (1.1)-(1.2) is called a regular Sturm-Lioville problem and if one of the points a and b is singular (i.e. k(a) = 0 or k(b) = 0), it is called a singular Sturm-Liouville problem [3] . Many special functions in theoretical and mathematical physics are solutions of a regular or singular Sturm-Liouville problem satisfying the orthogonality condition (1.3) . For instance, the associated Legendre functions, Bessel functions, trigonometric sequences related to Fourier analysis, ultraspherical functions and Hermite functions are particular solutions of a Sturm-Liouville problem [3, 6, 22] .
It is well known that the classical orthogonal polynomials of Jacobi, Laguerre and Hermite satisfy a second order differential equation of the form [1, 2, 4] (1. 4) σ(x)y ′′ n (x) + τ (x)y ′ n (x) − λ n y n (x) = 0, where σ(x) = ax 2 + bx + c and τ (x) = dx + e, are independent of n and λ n = n d + (n − 1)a , is the eigenvalue depending on n = 0, 1, 2, . . .. The Jacobi orthogonal polynomials for σ(x) = 1 − are three types of polynomial solutions of equation (1.4) which are infinitely orthogonal [20] . However, there are three other sequences of hypergeometric polynomials that are solutions of the above equation but finitely orthogonal with respect to the generalized T, inverse Gamma and F distributions [7, 10] , respectively.
Fortunately, most of the solutions of a regular or singular Sturm-Liouville problem are symmetric and have found interesting applications in physics and engineering [3, 22] . If these functions are extended symmetrically while their orthogonality property is preserved, new applications in physics and engineering will naturally appear extending the previous ones. In this direction, the conditions under which the usual Sturm-Liouville problems with symmetric solutions are extended to a larger class have been recently studied in [11] . Theorem 1.1. [11] . Let Φ n (x) = (−1) n Φ n (−x) be a sequence of independent symmetric functions that satisfies the differential equation
where A(x) , B(x) , C(x) , D(x) and E(x) are real functions and {λ n } is a sequence of constants. If A(x) , (C(x) > 0), D(x) and E(x) are even functions and B(x) is odd then
where W * (x) denotes the corresponding weight function as
Of course, the weight function defined in (1.6) must be positive and even on [−v, v] and x = v must be a root of the function
is an even function, the relation
According to the above theorem, many symmetric orthogonal functions can be generalized. For instance, a basic class of symmetric orthogonal polynomials with four free parameters is introduced in [12] . In this sense, a basic class of symmetric orthogonal functions with six parameters is introduced in [14] and their properties are studied there in detail, see also [13] . For other examples in this regard, we refer to [15] and [16] as well as [19] where a new differential equation generalizing the differential equation of Fourier trigonometric sequences possessing an orthogonal solution with respect to the constant weight function on [0, π] is introduced. It should be mentioned that further important cases still can be found that lead to a further motivation for more extensive investigations of orthogonal sequences.
Recently, two sets of orthogonal polynomials known as incomplete symmetric orthogonal polynomials of Jacobi and Laguerre types have been introduced in [17] and [18] , respectively. Unlike the classical case, such sequences do not contain polynomials of every degree and therefore do not have all properties as in the classical cases. However, they can be applied to functions approximation theory since their norm square values have been explicitly computed.
In this paper, by referring to the generalized Sturm-Liouville theorem 1.1, we introduce two incomplete symmetric orthogonal polynomials of finite type and obtain their orthogonality properties. For this purpose, in the next section we first review three classes of finite orthogonal polynomials and study their orthogonality relations [10] .
Three Finite Classes of Orthogonal Polynomials

First Finite Sequence
The first finite sequence of classical orthogonal polynomials is defined for
in (1.4) which leads to the differential equation
having the explicit polynomial solution
The polynomials (2.2) are finitely orthogonal with respect to the weight function Indeed, if the self-adjoint form of equation (2.1) is considered as
and for the index m as
then multiplying by y m (x) and y n (x) in (2.3) respectively and subtracting them gives
where λ n = n(n + 1 − p). Now, since
the left hand side of (2.4) tends to zero and one gets
Hence, the complete orthogonality relation of the polynomials M (p,q) n (x) is given by
if and only if m, n = 0, 1, 2, ..., N < p−1 2 , q > −1 and z! = Γ(z + 1).
Second Finite Sequence
The second finite sequence is directly related to Bessel polynomials defined by
which were first studied by Krall and Frink in 1949 [9] . Of course, they established a complex orthogonality of these polynomials on the unit circle. In 1973, the generalized Bessel polynomials were studied by Grosswald [8] , which are indeed special solutions of equation (1.4) for
as the monic type of generalized Bessel polynomials.
The second finite sequence is defined in [10] for
leading to the differential equation
If equation (2.6) is written in the self-adjoint form
then multiplying by y m (x) and y n (x) in (2.7) respectively and subtracting them, one gets
where λ n = n(n + 1 + p). Once again, since
causes the left hand side of (2.8) to tend to zero and therefore ∞ 0
Hence, the complete orthogonality relation is given by
if and only if m, n = 0, 1, 2, ..., N < − p+1 2 .
Third Finite Sequence
The third finite sequence related to hypergeometric polynomials, which is finitely orthogonal with respect to the generalized T-student weight function
A particular case of equation (1.4) for
which is corresponding to the usual T student weight function, yields the equation
which are finitely orthogonal with respect to the usual T-student weight function
This claim can be easily proved by transforming (2.10) to a Sturm-Liouville equation and applying the same technique used for the first and second kind of finite classical orthogonal polynomials. This proccess eventually leads to
if and only if m, n = 0, 1, 2, ..., N < p − 1.
Still a more extensive polynomial sequence which is finitely orthogonal on (−∞, ∞) and generalizes the T-student distribution as its weight function. This nonsymmetric polynomial sequence is obtained by replacing
is the Gauss hypergeometric function [21] and (a) k = Γ(a + k)/Γ(a).
If equation (2.11) is written as
then applying Sturm-Liouville theorem on (−∞, ∞) gives Hence, the complete orthogonality relation is given by
if and only if m, n = 0, 1, 2, ..., N < p − 1 2 and q ∈ R. Note that (2.13) will be simplified if 2p is a natural number, as the following Cauchy's formula [5] holds
.
Incomplete Symmetric Orthogonal Polynomials of Finite Types
First Finite Sequence of Incomplete Type
In this part, we introduce a finite sequence of incomplete symmetric orthogonal polynomials as a specific solution of a generalized Sturm-Liouville equation. In other words, by referring to the theorem 1.1 we can construct a differential equation of type (1.5) whose solutions are orthogonal with respect to an even weight function, say |x| 2a 1 + x 2m b on the symmetric interval (−∞, ∞).
For this purpose, we first substitute
into equation (2.1) to reach the differential equation
For convenience, let
In this case, equation (3.1) changes to
Now, by noting theorem 1.1, we define the following odd and even polynomial sequences If we take
the polynomial sequence Φ n (x) defined in (3.3) can be written in a unique form as
According to definitions (3.3) and differential equation (3.2), Φ 2n (x) should satisfy the equation
and Φ 2n+1 (x) should satisfy
Combining these two equations finally gives
which is a special case of the generalized Sturm-Liouville equation (1.5).
Also, the weight function corresponding to equation (3.5) takes the form (3.6)
Without loss of generality, we can assume that K = 1 and since W (x) must be positive, the weight function (3.6) can be considered as |x| 
where σ n = (1 − (−1) n )/2 and a, b, m, r, s are free parameters. Then the differential equation
has an incomplete polynomial solution in the form This solution satisfies the finite orthogonality relation
To compute the norm square value of (3.9) we directly use the orthogonality relation (2.5) so that for n = 2j we have
and for n = 2j + 1 we have
By combining both relations (3.10) and (3.11) we eventually obtain (3.12 
To determine the parameters constraint in (3.12), we write equation (3.7) in a self-adjoint form as
Since Φ n (x) defined in (3.8) is a symmetric sequence of degree at most mn + 2s + (2r − 2s − m + 1)σ n , we have
Hence, for N = max{n, k} the condition (3.14) 2mN + 2a + 2mb + 4s + 1 + (2r − 2s − m + 1)(σ n + σ k ) < 0, causes the left hand side of (3.13) to tend to zero. Four cases may occur for n and k in inequality (3.14) which are respectively i) n = 2i k = 2j + 1 ii) n = 2i + 1 k = 2j iii) n = 2i k = 2j iv) n = 2i + 1 k = 2j + 1.
Replacing each above cases in (3.14) leads to (3.15 )
Moreover, due to positivity of any norm square value, the right hand side of (3.12) shows that the finite orthogonality (3.9) is valid if the following conditions hold: 
they satisfy the orthogonality relation For instance, taking r = s = 0, a = 1 and b = −200 we have the finite set of polynomials
, which is of course complete and satisfies the finite orthogonality relation ∞ −∞
for n, k = 0, 1, 2, . . . , 198.
Second Finite Sequence of Incomplete Type
Once again, by referring to the theorem 1.1, we can construct a differential equation of type (1.5) whose solutions are orthogonal with respect to another even weight function, say |x| 2a exp − x −2m on the symmetric interval (−∞, ∞).
To reach this goal, let us substitute
n (x θ ) for λ , θ ∈ R, into equation (2.6) to reach the differential equation
In this case, equation Note that the polynomial sequence Ψ n (x) defined in (3.19) can be written in a unique form as
where σ n is defined in (3.4) . According to definitions (3.19) and differential equation (3.18) , Ψ 2n (x) should satisfy the equation Also, the weight function corresponding to (3.20) takes the form
We can again assume that K * = 1 and since W (x) must be positive, the weight function (3.21) can be considered as |x| 2a exp − x −2m for 2a = α − 2. and a, m and r, s are free parameters. Then the differential equation
which satisfies the finite orthogonality relation
To compute the norm square value of (3.24) we directly use the orthogonality relation (2.9) so that for n = 2j we have
, (3.25) and for n = 2j + 1 we have To determine the parameters constraint in (3.27), we write equation (3.22 ) in a self-adjoint form as
x 2a+2 exp −x −2m Ψ ′ n (x) ′ + λ n x 2m +Eσ n +D x 2a−2m exp −x −2m Ψ n (x) = 0, to obtain (3.28)
Since Ψ n (x) defined in (3.23) is a symmetric sequence of degree at most mn + 2s + (2r − 2s − m + 1)σ n , we have max deg {Ψ ′ n (x)Ψ k (x) − Ψ ′ k (x)Ψ n (x)} = mn+mk+4s−1+(2r−2s−m+1)(σ n +σ k ). Hence, for N = max{n, k} the condition Note that the above conditions also guarantee the positivity of the right hand side of (3.27) for m ∈ N. Also, it is clear that we should have 2a + 4s + 1 < 0, 2a + 4r + 3 < 2m and 2(a + s + r + 1) < m. 
