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a b s t r a c t
Within the class of second-kind Volterra equations, an important subclass is the second-
kind convolution equations with non-negative kernels k, with ∥k∥1 < 1, and positive
forcing terms. Sharper results about the effect of kernel perturbations are obtained if
attention is focussed on this subclass. In the standard perturbation and stability analysis
for second-kind Volterra integral equations, it is the effect on the solution of perturbations
in the forcing term and the stability of numerical methods for their solution that are
examined. In applications, where only approximations for the kernel are available, such
as arise in rheology, risk analysis, and renewal theory, the effect on the solution of
perturbations in the kernel is equally important. In this paper, estimates are derived for
this situation. The resolvent kernel framework is used to establish conditions such that,
with respect to relative error perturbations in the kernel, the corresponding relative error
perturbations in the solution are bounded. Defect renewal equations form a subset of the
convolution Volterra integral equations examined.
© 2012 Published by Elsevier Ltd
1. Introduction
Consider the second-kind Volterra integral equations
y(t) =
 t
0
k(t − s)y(s)ds+ f (t), ∥k∥1 :=
 ∞
0
|k(s)|ds := φ < 1, 0 ≤ t <∞, (1)
where the kernel k is non-negative. Such equations are important in many applications, including rheology [1,2], risk
theory [3–5], and various applications of renewal theory [6–9] including branching processes, queuing theory, and inventory
analysis.
In the published literature concerned with error analysis for second-kind (linear and nonlinear) Volterra integral
equations, the principal focus has been the stability of numerical methods for their solution [10–14]. Such investigations
have included the analysis of the stability for Volterra equations with non-negative convolution kernels [14]. Little attention
appears to have been given to the equally important question of how the solutions of such equations are affected by the
practical fact that, in many applications, only approximations to the forcing term and/or the kernel are known. The goal of
this paper is to derive relative error estimates for the effect of such model errors. Specifically, we investigate the effect on
the solution y of perturbations in the kernel k for linear second-kind convolution Volterra equations.
For notational convenience, we will represent the convolution as
(k ∗ y)(t) =
 t
0
k(t − s)y(s)ds.
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In addition, we will drop the explicit reference to the dependent variable unless required to do so for clarity. The solution of
(1) can be written down formally in terms of its Neumann series
y = f +
∞
n=1
kn ∗ f , kn = k ∗ kn−1, k1 = k, (2)
where kn, n = 2, 3, . . ., denotes the n-fold convolution of k with itself. Since ∥k∥1 = φ, it follows that ∥kn∥1 ≤ φn, and,
hence, since ∥k∥1 = ∥k ∗ 1∥∞ and ∥kn∥∞ ≤ ∥k∥∞∥kn−1∥1, the Neumann sequence (2) is convergent in L∞(0,∞) and
L1(0,∞).
Eq. (2) can be rewritten as
y = f + r ∗ f , r =
∞
n=1
kn, (3)
where r is the associated resolvent kernel [15]. An important subclass of Eqs. (1) corresponds to the situation where the
kernel k is non-negative. Examples include the defect renewal equations [6–8,5,4], where the resolvent kernel r is related
to the compound geometric probability density function of the lifetime of the underlying renewal process of ladder steps
[9, Section 11.6], [16]. Renewal equations are important in applied probability and statistics because they can be used to
model practical situations related to risk analysis, such as assessing the probability of ruin of an insurance protocol [4,5,16].
2. Bounds for the solution y of Eq. (1)
In this section, preliminary results are derived for subsequent use in what follows. In addition, we give bounds for the
effect of perturbations in the forcing term f on the solution y of Eq. (1). Note that Lemma 1 holds for a general kernel k.
Lemma 1. The solution of Eq. (1) satisfies the following bounds:
|y(t)| ≤ 1
1− φ max0≤s≤t |f (s)|
and  t
0
|y(s)|ds ≤ 1
1− φ
 t
0
|f (s)|ds.
Proof. From Eq. (2), it follows that
|y| ≤ |f | +
 ∞
n=1
kn ∗ f
 ≤ ∞
n=1
|f | + |kn| ∗ |f | ≤

1+
∞
n=1
∥kn∥1

max
0≤s≤t
|f (s)|. (4)
Since ∥k1∥1 = ∥k∥1 = φ and
∥kn∥1 = (|kn| ∗ 1)(∞) = (|kn−1 ∗ k| ∗ 1)(∞) ≤ (|k| ∗ 1)(∞)∥kn−1∥1 = φ∥kn−1∥1,
it follows that
1+
∞
n=1
∥kn∥1

≤ 1+
∞
n=1
φn = 1
1− φ .
Combining this result with Eq. (4) yields the first result of the lemma. To establish the second inequality, we integrate
Eq. (1) to obtain, for 0 ≤ t <∞, t
0
|y(s)|ds ≤
 t
0
|f (s)|ds+
 t
0
|k ∗ y(s)|ds ≤
 t
0
|f (s)|ds+ φ
 t
0
|y(s)|ds, (5)
from which the second inequality follows. 
Remark 1. WithL[.](p) denoting the Laplace transform operator, the Laplace convolution theorem yields
∥kn∥1 = L[kn](p)|p=0 ≤

L[|k|](p)|p=0
n = φn,
which could be used to construct an alternative proof.
Next, we require results for the solution ywhen both the kernel k and the inhomogeneous term f are non-negative. As k
is non-negative, it follows that kn ≥ 0, and hence r ≥ 0. Then the following lemma holds from (3).
Lemma 2. If the kernel k and the forcing term f in Eq. (1) satisfy k ≥ 0 and f ≥ 0, then the solution y satisfies y ≥ 0.
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Since the differentiation of Eq. (3) yields
y′ = f (0)r + r ∗ f ′ + f ′,
in conjunction with Lemma 2, the following lemma holds.
Lemma 3. If, for the kernel k and the forcing term f , k ≥ 0, f ≥ 0, and f ′ ≥ 0, then y ≥ 0 and y′ ≥ 0.
3. Bounds for the effect of kernel perturbations
Bounds for the effect on the solution yof Eq. (1) of perturbations in the kernel k are nowderived. Specifically, let k˜ = k+δk,
with φ˜ ≡ ∥k˜∥1 =
∞
0 |k˜(s)|ds < 1. The resulting perturbed form of Eq. (1) becomes
y˜ = k˜ ∗ y˜+ f , y˜ = y+ δy,
from which it follows that
δy = δk ∗ y+ k ∗ δy+ δk ∗ δy = k˜ ∗ δy+ δk ∗ y. (6)
We are now in a position to prove the kernel perturbation result.
Theorem 1. In Eq. (1), the effect on the solution y of a perturbation δk in the kernel k satisfies the following bounds:
|δy(t)| ≤ 1
1− φ˜
 t
0
|δk(s)|ds

max
0≤s≤t
|y(s)|
and  t
0
|δy(s)|ds ≤ 1
1− φ˜
 t
0
|δk(s)|ds
 t
0
|y(s)|ds

.
Proof. On applying the first inequality of Lemma 1 to Eq. (6), it follows that
|δy(t)| ≤ 1
1− φ˜ max0≤s≤t |(δk ∗ y)(s)| ≤
1
1− φ˜
 t
0
|δk(s)|ds

max
0≤s≤t
|y(s)|.
To establish the second inequality, the second inequality of Lemma 1 is applied to Eq. (6) to yield t
0
|δy(s)|ds ≤ 1
1− φ˜
 t
0
|(δk ∗ y)(s)|ds ≤ 1
1− φ˜
 t
0
|δk(s)|ds
 t
0
|y(s)|ds. 
Remark 2. Because Eq. (1) is linear, the effect of perturbing the forcing term f follows immediately from the first inequality
in Lemma 1.
When the solution of Eq. (1) is non-negative and non-decreasing, then Theorem 1 can be utilized to derive the following
relative error bound.
Corollary 1. When, in Eq. (1), k ≥ 0, f ≥ 0, and f ′ ≥ 0,δy(t)y(t)
 ≤ 11− φ˜
 t
0
|δk(s)|ds

.
Proof. From Lemma 3, the solution of Eq. (1) is non-negative and non-decreasing. It therefore follows thatmax0≤s≤t |y(s)| =
y(t). The result is now an immediate consequence of Theorem 1. 
Remark 3. For a Volterra convolution integral equation with positive kernel k, numerical approximations to k can be
obtained using, for example, Prony series approximations,which represent a natural choice for the approximation of positive
decaying functions [17]. The accuracy of the resulting approximate solutions, for successive series approximations of the
corresponding integral equations, can be analysed using the above results. They show that the accuracy will depend on the
stability of Eq. (1) with respect to kernel perturbations.
The importance of the above results is that they identify the accuracy with which the positive kernels of the second-kind
equations (1) must be approximated to ensure that an approximation to the solution is recovered with a given accuracy.
The accuracy requirements can be quite strong, as is implicit in the bounds given in Theorem 1. With additional regularity
on the forcing term f , they can take a simpler form, as shown in Corollary 1. Furthermore, the various estimates illustrate
how the accuracy of the approximation of the kernel kmust be increased as φ˜ → 1.
The above discussion is indicative of the situation when some other numerical scheme, such as implicit Runge–Kutta
(collocation) [18], is used. Even though the analysis will be more complex, the stability of the underlying equations will play
a similar role.
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