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We study the properties of gravitational system in finite regions bounded by gravitational
screens. We present the detail construction of the total energy of such regions and of the en-
ergy and momentum balance equations due to the flow of matter and gravitational radiation
through the screen. We establish that the gravitational screen possesses analogs of surface
tension, internal energy and viscous stress tensor, while the conservations are analogs of
non-equilibrium balance equations for a viscous system. This gives a precise correspondence
between gravity in finite regions and non-equilibrium thermodynamics.
I. INTRODUCTION
Unlike any other interactions, gravity is fundamentally holographic. This fundamental prop-
erty of Einstein gravity manifests itself more clearly when one tries to define a notion of energy
for a gravitational system. It is well known that no local covariant notion of energy can be given
in general relativity. The physical reason can be tracked to the equivalence principle. Illustrated
in a heuristic manner, a free falling point-like particle does not feel any gravitational field, so
no gravitational energy density can be identified at spacetime points. A more radical way to
witness the holographic nature of gravity, comes from the fact that the Hamiltonian of general
relativity coupled to any matter fields, exactly vanishes for any physical configuration of the
fields. If one asks what is the total energy of a closed gravitational system with no boundary,
the answer is that it is zero for any physical configurations. This is a mathematical consequence
of diffeomorphism invariance. It naively implies that the gravitational energy density vanish.
A proper way to accommodate this, is to recognize that a notion of energy can only be given
once we introduce a bounded region of space together with a time evolution for the boundary
of this region. The time evolution of this boundary span a timelike world tube equipped with
a time foliation. We will call such boundaries equipped with a timelike foliation, gravitational
screens. They will be the subject of our study which focuses on what happen to a gravitational
system in a finite bounded region. In the presence of gravity, the total energy of the region
inside the screen comes purely from a boundary screen contribution and the bulk contribution
vanishes. In that sense, energy cannot be localized but it can be quasi-localized, i-e expressed
as a local surface integral on the screen.
The goal of this paper is two-fold. First, we revisit the definition and key properties of the
energy and momenta associated with regions bounded by screens. We focus first on the canonical
energy associated with the Einstein-Hilbert Lagrangian. The key point we want to stress, is that
the screen energy density is given by a notion of surface acceleration. The other key point is that
this energy is the sum of a translational energy and a boost energy. The boost energy is entirely
due to the presence of boundary degrees of freedom associated with the presence of the screen.
The translational energy on the other hand is due to the usual gravitational degrees of freedom.
It is proportional to the screen radial acceleration and it is the gravitational analog of Gibbs
energy. The boost energy density is on the other hand proportional to the difference between
the acceleration of screen observers with the Newtonian acceleration of Eulerian observers.
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2This allows to show that the gravitational screen possesses a surface tension σ proportional
to its inward radial acceleration [1]. It also shows that the screen possesses a Newtonian potential
φ, whose gradient defines the acceleration of Newtonian (i-e Eulerian) observers. We also study
the dependence of the energy on the change of boundary Lagrangian and show that the Legendre
transform of the canonical energy defines a notion of gravitational internal energy. The density
of internal energy is found to be proportional to the radial expansion (i-e the screen’s extrinsic
curvature). In order to understand in a thermodynamical fashion all the elements entering the
definition of energy and its variation we develop in the core of the paper a description of a 2+
2 decomposition of the gravitational field.
The second purpose of this paper is to establish the law of time evolution of the screen energy,
together with the computation of the anomaly appearing in the Poisson constraint algebra. This
anomaly being due to the presence of the screen. These constitute our main results.
For a general screen the energy is not conserved in time. Gravitational and matter energy
can flow in and out of the region bounded by the screen and in the second part of the paper
we focus on deriving the equation that governs this dissipative process. What is remarkable is
the fact that the gravity equation of motion projects themselves onto the screen as the equation
of non-equilibrium thermodynamic for a continuous isotropic and non elastic media, with one
component, i-e a general fluid. We will show that, under this analogy, the screen possesses a
viscous stress tensor τ proportional to the radial deformation tensor.
This implies that the gravitational screen is exactly described as a thermodynamical system
out of equilibrium. Lets denote by U the total internal energy of the screen, defined as the
integral of the radial expansion. The gravity equations holographically project themselves onto
the screen as the first law of non-equilibrium thermodynamics which reads
dU = σdA + δEM + δEN + δQ (1)
where A is the area of the screen. The first term is a work term due to the presence of surface
tension σ and give the energy cost of expanding the screen area. δEM is the work due to matter
entering or leaving the region inside the screen, δEN is the Newtonian work. The Newtonian
energy comes from the coupling of the Newtonian potential φ to the screen’s inertial mass which
appears to be given by the internal energy. So U acts as the inertial mass for the non relativistic
system described by the screen. At last δQ represent the internal heat production of the screen
due to viscous forces. It is proportional to the contraction of the viscous stress tensor with
the velocity gradient, i-e the time derivative of the screen’s metric. This term represents the
dissipation of energy due to the gravitational wave production. It shows that gravitational wave
energy is account for as heat dissipation. We have seen already that the total energy of a closed
isolated gravitational system is always zero. From the thermodynamical point of view we can
understand this cancellation as a balance between work which represents usable energy and heat.
The workable energy comprises of matter energy, Coulombic energy and tension energy while
the heat comprises of gravitational radiation. This equation is presented in section V A.
Our formalism is valid for an arbitrary timelike screen. The usual situations studied in the
literature are often limiting situations obtained by specializing the screen to be either at infinity
or along a black hole horizon. Black Hole event horizons are surfaces that can be represented
as a null limit of timelike screens. In this particular limit and under conditions of equilibrium,
the first law presented here reduces to first laws established for black holes. However, the
first law presented here is in many way more general. First it includes a Newtonian term and
more importantly it shows that general screens possess an internal energy. The variation of
3this quantity is usually set up to vanish in equilibrium situation, but it will not in a general
non-equilibrium situation.
Also, it shows clearly that the surface gravity do not appear naturally in the first law as a
temperature of the screen but as its pressure or negative surface tension. Wether the identifica-
tion of surface tension and temperature, valid for the very particular case of a killing bifurcated
horizon surface [2, 3], extends or not for a more general screen, is an open question beyond the
scope of this paper. In 4d gravity, the screen is 2-dimensional, therefore the usual pressure work
term −p3ddV reads −p2ddA = σdA. This term is often misinterpreted for an entropy production
term but it is not in this general context, it is the usual work term due to change of the size of
the system.
The viscous entropy production term in non-equilibrium thermodynamics [4] is due to the
presence of a viscous stress tensor and related to the production of heat and internal dissipation.
In our case we can clearly identify it with the production and transport of gravitational waves. So
entropy production for the screen viewed as a thermodynamical system is the left-over signature
of dynamical gravity.
We also consider in this work the equation governing the conservation of the screen momenta.
We establish that the momenta density is proportional to the so-called normal connection and we
write explicitly the equation governing the non conservation of screen momenta. This equation
confirms the thermodynamical interpretation given for the energy conservation. In particular it
confirms that the screen possesses a surface tension proportional to its radial acceleration and
an internal energy that acts as an inertial mass for the Newtonian potential. One finds that the
screen acceleration is due to several term. Schematically,
δP = dσ + d⋅τ + FM + FN. (2)
The first term is the “Marangoni” force [5] due to the presence of surface tension gradients,
the second one is the viscous force due to the presence of the viscous stress tensor τ (here
proportional to the radial deformation tensor), we also have a Newtonian force FN = −Udφ due
to the Newtonian potential and finally a force FM due to the transfer of momenta from the
matter to the screen.
The goal of this paper is to give a self contained presentation of the construction of the
symplectic potential, gravitational energy, dependence on the boundary term, and the 2+2
formalism which is a key technique used here. These subjects have been all touched on and
developed on many instances in the literature, but in a scattered manner that we try to reunite
here. We also want to give a unified presentation of the thermodynamical interpretation of the
different form of energy that appears in the gravitational context.
The variational principle for gravity and construction of the symplectic potential has been
developed in several instance by Regge, Teitelboim and more recently Wald, Iyer and Brown and
York [6–8]. The notion of quasi local energy has also been developed by many additional authors
[11–17]. The two definitions which have attracted most of the attention are the definition of
Brown and York [11] which correspond as we will see to what we call the internal energy and
the definition of Iyer and Wald [7] which corresponds to our gravitational Gibbs energy. Both
are canonical energies. These definitions have been extended to non orthogonal boundaries in
[18–21]. The presence of boundary degrees of freedom has been introduced in the Lagrangian
context as boundary terms needed to extend the Gibbons-Hawking prescription [18, 22] and then
appreciated first by Carlip and Teitelboim [23] in the Hamiltonian context, as introducing a new
canonical pair. The notion of boost energy appears in recent works related to quantum gravity
4[24–26] even if its relevance to the total energy has not been described precisely previously. In
our presentation we develop in great detail the 2+2 formulation of gravity, emphasizing the
importance of the foliations scalars and detailing the accelerations. Some elements but not all
of this decomposition appears in [27–30].
Our work is deeply inspired by the membrane paradigm as developed by Price, Thorne
[31, 32] and Damour [33] and can be viewed as a full extension of this program for a general
timelike screen. The main idea of this program and of our work being that one can replace the
gravitational degrees of freedom inside a screen by boundary degrees of freedom on the screen.
Our work is also inspired by the beautiful developments associated with trapping, isolated,
dynamical and slowly evolving horizons [34–39]. One key difference being that a dynamical
horizon is a space like surface and cannot therefore be understood as a physical membrane. The
first law and momenta conservation law that we write are nevertheless related to laws satisfied
by these objects.
II. HAMILTONIAN ANALYSIS AND ENERGY
In this section we present the construction of the symplectic potential for gravity, the presence
of bulk and boundary degrees of freedom, the canonical Hamiltonian and its thermodynamical
interpretations.
A. Boundary variations and conventions
Our conventions are that the metric gαβ possesses a signature (−+++), its covariant derivative
is denoted by ∇α, and the curvature tensor is defined to be [∇α,∇β]vµ = Rµναβvν . In units where
8piG = 1, the gravity Lagrangian is given by
LG = 1
2
√∣g∣gαβRαβ. (3)
The convention for matter fields are as follows: The scalar field matter Lagrangian is given by
Lm = −√∣g∣ (1
2
gαβ∂αφ∂βφ + V (φ)) , (4)
and its energy momentum tensor by Tµν = − 2√∣g∣ δSmδgµν , where Sm = ∫ Lm.
In the following we will use notations, often used in the relativity literature e.g [40], that
allows to limit the number of indices contractions. IN these notations a vector with components
nµ is denoted by bold face letter n ≡ nµ∂µ, the corresponding one form obtained by lowered
the indices with the spacetime metric is denoted n = nµdxµ. Single contraction of vectors are
denoted with a dot nµtµ = n ⋅t double contraction with a double dot σµνσµν = σ ∶σ. The Lie
derivative along a vector n is denoted Ln the interior product of a vector with a one form is
denoted ın, ınt = n ⋅ t.
Finally let us recall that the Gauss law is given by
∫
M
√∣g∣∇µvµ = ∫
∂M
vµµ
5where the surface element is given by µ = σnµ√hd3x for space like or timelike boundary. Here
nµ is the outgoing unit normal to the boundary, σ ≡ nµnµ is negative for a space like hyper
surface and positive for a timelike hyper surface, and hµν = gµν − σnµnν is the induced metric
on the boundary. In the following we will also use the notation  ≡ √∣g∣d4x for the top form.
More details on these is given in the appendix B.
B. The setting: Observers, screens and foliation
The setting we are interested in is the study of a connected region of space-time denoted ∆
which possesses a global foliation and which also possesses timelike boundaries called screens.
The screens are assumed to have the topology S2 ×R. We also assume that there is one screen
Σo which can be identified with the outer screen, while there a (possibly empty) set of interior
screens Σi. This situation is pictured in figure 1. Our analysis is valid for a general set up of
screens but it will be convenient at times to restrict to the case where there are only one outer
and one interior screen.
The leaves of the foliation are denoted by Σt, they are the level set of a given spacetime time
function T (x),with value t. The unit normal to Σt is denoted by n and satisfies n⋅n = −1. We
denote by (hµν ,Dν) the metric and covariant derivative on Σt. They are related to the metric
and connection on the slices to the spacetime ones by the use of the orthonormal projector
hµ
ν = gµν + nµnν , hµα∇αvν =Dµvν , (5)
for a vector v tangent to Σt. The time evolution is characterized by a time flow vector t = tµ∂µ
which can be decomposed in terms of a lapse and a shift
t = Nn +M . (6)
This time flow vector is assumed to be parallel to the boundary screens. The characteristic
property of this vector, that is tα∂αT = 1, implies that the Lie derivative along t of any vector
tangent to Σt is still tangent to Σt. This means that
hα
µLtnµ = 0. (7)
An Eulerien observer [41], is a fiducial observer static with respect to the foliation, whose 4-
velocity is given by nµ. The previous identity implies that the acceleration of an Eulerien
observer, is a vector tangent to Σt given by the space derivative of the lapse function:
∇nnµ = DµN
N
. (8)
The foliation leaves Σt intersect the screens along 2-spheres denoted St = Σ¯ ∩ Σt. The bulk
foliation induces a foliation of the screens. We will call a screen with a specific time foliation a
gravitational observer. The space-time metric can be decomposed in term of the 2d metric q on
St as
gαβ = qαβ + sαsβ − nαnβ
6FIG. 1: Foliation and screens
where sα is a unit spacelike vector tangent to Σt but normal to St. We will always chose this
vector to be directed outwardly, from the inner regions to the outer region. The time flow vector
is then decomposed as
t = Nn +Ms +ϕ (9)
where ϕ is a 2d lapse vector tangent to St. It will be convenient for us to introduce the normal
time flow tˆ ≡ Nn+Ms. This normal time flow is tangent to the screen and orthogonal to St and
therefore proportional to a unit timelike vector tangent to the screen and denoted n¯. It will also
be useful for us to introduce the normal vector t⊥ ≡ Ns +Mn. This vector is proportional to s¯
the unit normal to the screen going outwardly. That is if we define N = ρ coshβ, M = ρ sinhβ,
FIG. 2: Screen and foliation normals
with β is the boost angle that relates the screen frame (n¯, s¯) to the time foliation frame (n,s).
We have
n¯ = coshβn + sinhβs, s¯ = coshβs + sinhβn.
7In the case where there is only one outer and one interior screen, we assume that there are an
additional foliation by timelike surfaces Σ¯r, which are the level surfaces R(x) = r of a radial
field, which interpolates between the interior and outer screens.
C. Gravity symplectic potential
Given a Lagrangian L its symplectic potential is defined to be given by the boundary variation
of the action. We know that the bulk variation of the action defines the equation of motion and
therefore the on-shell the variation of the Lagrangian is a pure derivative. It is given by
δSM = ∫
M
δL =ˆ∫
∂M
α, (10)
where δ denotes variation on the space of fields and =ˆ denotes the on-shell evaluation. The sym-
plectic potential α can be itself decomposed into a bulk variation αB and a boundary variation
αb. These boundary terms of the symplectic potential arises when the boundary of M possesses
corners, i-e co-dimension two manifolds S which separates two regions with different boundary
conditions. If we decompose the boundary of M into co-dimension 1 components Σi and corners
Sij we can write the general on-shell variation of a Lagrangian on a manifold with corners as
∫
M
δL =ˆ∑
i
∫
Σi
αB +∑
ij
∫
Sij
αb. (11)
The Lagrangian uniquely determines then the symplectic potential. Once the symplectic poten-
tial has been identify, we can uniquely construct given a Lagrangian density L, the corresponding
canonical Hamiltonian which is the canonical generator of time translation along t. It is given
by
Ht ≡ ∫
Σt
(Itα − ıtL) (12)
where Itα ≡ Itαµµ is the symplectic potential evaluated for time variations Itδφ = Ltφ. ıt
denotes the interior product of the vector t with the Lagrangian form ıt = tµµ.
The goal is now to evaluate explicitly the canonical Hamiltonian for gravity. We start by the
computation of the gravity symplectic potential using a fundamental identity for its evaluation.
This calculation appears in some form in many references, see e.g [7, 8, 18] we present here
for completeness and clarity the calculation as this will set our notations and clarify what
assumptions are made in its construction.
D. A fundamental variational identity
From the definition of the Ricci tensor, and using the expression of the variation of the
connection δΓµαβ = 12gµν(∇αδgβν + ∇βδgαν − ∇νδgαβ), we obtain that the Ricci tensor variation
is given by
δRαβ = ∇µδΓµαβ −∇αδΓµµβ. (13)
Therefore we conclude that
δL = 1
2
√∣g∣Gαβδgαβ +√∣g∣∇µαµ, (14)
8where Gαβ denote the Einstein tensor and the symplectic potential vector is
αµ = 1
2
(δΓµαβgαβ − δΓβαβgµα) = ∇ναµν , with αµν ≡ 12 (gµαgνβ − gµνgαβ) δgαβ, (15)
while the symplectic potential is α = αµµ.
In order to give an explicit expression for the symplectic potential, for a slice normal to the
one form nα, let us introduce the induced metric tensor hαβ ≡ gαβ − σnαnβ , where σ = nαnα
is the signature. It is negative for a spacelike slice and positive for a timelike one1. We also
introduce the extrinsic curvature tensor Knαβ ≡ 12Lnhαβ = hαα′hββ′(∇α′nβ′), and denotes its
trace by Kn ≡ Knαβhαβ. We finally introduce the acceleration vector aµn ≡ −σ∇nnµ. From the
definition, it is easy to check that ∇αnβ =Knαβ−nαanβ. From now on we also denote αn ≡ αµnµ
so the symplectic potential reads α = σ√hαn.
We now establish, using the definition (15), that
δ(∇αnα +∇αnα) = ∇αδnα +∇αδnα + δgαβ∇αnβ − 2αn. (16)
Using the identity ∇µ(hµνδnν) = Dµ(hµνδnν) + anµδnµ, where Dµ is the derivative on the slice
compatible with the induced metric h, we can expand the first two terms of the RHS as
∇αδnα +∇αδnα =Daδan + anaδna + aanδna.
Where we have introduced δan ≡ (haνδnν + haνδnν). Finally, using the definition of Kn and the
variational identity δgαβn
β = δnα − gαβδnβ we establish that
δgαβ∇αnβ = δhabKnab + aanδna − anaδna. (17)
This allow us to establish after rearrangements, the fundamental identity:
−√hαn = δ (√hKn) + √h
2
(Kabn − habKn)δhab −√haanδna − √h2 Daδan. (18)
where δan ≡ (haνδnν + haνδnν). This is the expression we were looking for.
E. Bulk and boundary contributions
The first term in (18) is a total variation, therefore it does not contribute to the symplectic
structure even if it does affect the symplectic potential. This term is the variation of the
celebrated Gibbons-Hawking boundary term [42].
The second term and third terms determine the bulk symplectic structure. First it shows the
well known fact that
Πµν ≡ √h(Kµνn −Knhµν)/2
1 We are initially interested in the case of a timelike slice but our formalism also works for a space like one. This
will be needed in a later section.
9is the momentum conjugated to hµν . Since Π
µνhµν = −√hKn we have that
δ(√hKn) +Πµνδhµν = −δΠµνhµν . (19)
The third term given by −√haµnδnµ depends on the parameters labelling the foliation. Since
nµ = −N∂µT and anµ =DµN/N , this component of the symplectic potential can be written as
−√haµnδnµ = √hDαNDαδT = −√h(DαDαN)δT +√hDα(DαNδT ).
This shows that the momentum conjugate to the foliation time T is given by
ΠT = −√h(DαDαN). (20)
The lapse depends on T and the metric via N(T ) = (−∂µTgµν∂νT )− 12 . We can ignore this
contribution to the symplectic potential when we consider hypersurface orthogonal deformations
that modify the fields without changing the foliation, that is deformation such that hα
µδnµ = 0.
On the other hand, for a arbitrary spacetime diffeomorphism ξ, hα
µLξnµ doesn’t necessarily
vanish. This means that not all diffeomorphisms can be represented as a hypersurface orthogonal
deformations and therefore can be implemented canonically in terms of a symplectic structure
that depends only on (h,K). The condition hαµLξnµ = 0 is equivalent to ξµnµ = c(T )N where
c is a function that depends only on T . Indeed
hα
µLξnµ =Dα(ξ ⋅n) − aα(ξ ⋅n) = NDαc. (21)
In summary, for a general variation, the bulk symplectic potential is given by
ΘΣ = ∫
Σt
αµµ = −∫
Σ
hµνδΠ
µν + ∫
Σ
ΠT δT. (22)
The second term vanish for surface orthogonal variations. In this case the Bulk canonical
variables are therefore the usual pairs (Πµν , gµν), with Πµν = √h(Kµν − hµνK), if one restrict
to foliation preserving variations. They and also include (ΠT , T ) for a general variation, with
ΠT = −√h∆N.
F. Boundary symplectic potential
What appears from this computation is that we also have boundary degrees of freedom that
contributes to the symplectic potential. These arises since we are considering finite boundaries.
We restrict to variations that do not change T on the screen. In this case the boundary symplectic
potential takes the form
ΘS = −1
2
∫
S
√
qδ, with δ ≡ (sµδnµ + sµδnµ) (23)
In order to understand the nature of this term, let us introduce a time coordinates T that
label the slices Σ and a radial coordinate R that label the position of the screen. Since na is
a one-form normal to the slice it is proportional to dT , its normal radial unit vector sa will be
proportional to dR only if the slicing is orthogonal to the screen. But in general it is given by
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a linear combination of dT and dR. We therefore need 3 foliations scalars to characterize the
position of the screen and slicing, these are given by a time lapse ρ, a space lapse τ and a boost
angle β, they are defined by:
n = −ρ coshβdT, s = τdR + ρ sinhβdT. (24)
where n ≡ nadxa. The boost angle β is the angle needed in order to rotate the slicing frame
into the screen frame, since s¯ ≡ coshβs + sinhβn ∝ dR. The meaning of ρ, τ comes from the
fact that ρdT measure the proper time as it flows on the screen while τdR measure the proper
radial distance on the slices T = cste. The screen velocity is the velocity of the screen as seen
by an Eulerian (static) observer. Such an observer is characterized by the fact that it doesn’t
move on the slicing hence sax˙
a = 0 which implies that it posses a radial velocity −vR where
vR = ρ
τ
sinhβ. (25)
vR is the velocity of the screen relative to static observers. The explicitly calculation of δ is
given in the appendix and also in section III. The result is that
δ = −(δβ + tanhβ (δρ
ρ
− δτ
τ
)) = − tanhβ δvR
vR
. (26)
So we see that for particular variations where the rate of change of the time lapse is equal to
the rate of change of the space lapse i-e δρ/ρ = δτ/τ , this is simply equal to the variation of the
boost angle. In this case the boundary symplectic structure is simply
ΘS = 1
2
∫
S
√
qδβ. (27)
This shows that the surface area element
√
q and the boost angle β are in this context conjugated
variables. This was first recognised by Carlip and Teitelboim [23]. This statement is however
not generally true as we just saw since δδ ≠ 0 in general. For a general variation we get instead
that the symplectic structure is of the form
ΘS = 1
2
∫
S
( τ√q
ρ coshβ
) δvR. (28)
so that vR and the rescaled area element
τ
√
q
ρ coshβ are the boundary conjugate variables.
Even if δ cannot be written as the variation of a boost angle, it is still of interest to introduce
the notion of boost angle associated with one particular variation. We naturally choose Itδ = Lt
so that η is defined by Ltη ≡ (sµLtnµ + sµLtnµ) = Itδ. (29)
As we will see this angle naturally enters the definition of the total energy.
G. Canonical gravitational Energy
The gravitational Hamiltonian which is the canonical generator of time translation is given
by
HGt ≡ 18piG ∫Σt(Itαµµ − ıtL) = − 18piG ∫Σt √h(Itαn − (t ⋅n)2 R) , (30)
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where Itα
µ is the symplectic potential vector evaluated for variations Itδφ = Ltφ. Note that
N = −t⋅n is the lapse function given by √g = N√h. From the previous section we know that
Itαn = 1√
h
hαβLtΠαβ + 1
2
DαLtnα, (31)
where we have used that hµαLtnα = 0, since the time flow t preserves the foliation. Thus the
bulk term depending on the foliation do not enter the definition of Ht.
From the definition of Π and the Ricci-Codazzi identity (D9) we have that
Itαn = 1√
h
(Lt(habΠab) − (Lthab)Πab) + 1
2
DaLtna
= − 1√
h
Lt(√hK) − 1
2
(Datb +Dbta)(Kab − habK) + 1
2
DaLtna
= − (Lt(K) +KabDatb) + 1
2
DaLtna
= Rtn −Da (∇tna − 1
2
Ltna) . (32)
Integrating by part and using that
∫
Σ
√
hDav
a = ∫
So
√
q(v ⋅ s) −∑
i
∫
Si
√
q(v ⋅ s) ≡ ∫
∂Σ
√
q(v ⋅ s) (33)
where So denotes the outer sphere boundary and Si the inner spheres, while s is a space like
directed towards the outer boundary. This shows, that the canonical gravity Hamiltonian is
given by
HGt ≡ 18piG ∫∂Σt √qκt − 18piG ∫Σt √hGtn (34)
We see that this energy contains a surface contribution and the value of the surface energy
density is κt/8piG where κt is defined to be
κt ≡ s ⋅ ∇tn − 1
2
saLtna. (35)
Note that due to hyper surface orthogonality of the flow generated bt t we have that naLtsa = 0
and using the definition of the dihedral angle (29), we can write the surface energy density as
κt ≡ s ⋅ ∇tn − 1
2
δt with δt ≡ (saLtna − naLtsa) = Ltη. (36)
As we will see in more detail later, the first term is the radial acceleration of the screen while
the second is a boost acceleration. The canonical energy of matter is given by2
HMt = ∫
Σt
√
hTtn = 1
8piG
∫
Σt
√
hGtn. (38)
2 The matter momentum vector associated with a slice is given by
pµ = ∫
Σ
Tµ
νν = −∫
Σ
√
hTµn, (37)
while the energy of a slice is given by e = −p ⋅ t, the minus signs due to the choice of signature cancel.
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Ttn represent the matter energy density Σ as measured by an observer following the world line
x˙µ = tµ. This shows that the total energy is simply given by a boundary term:
Ht =HMt +HGt = 18piG ∫∂Σt √qκt. (39)
If we decompose ∂Σt = Sto ∪i Sti in term of its outer boundary and inner boundaries,we can
express this energy can be written in terms of contribution for each boundaries
Ht = 1
8piG
∫ Sto
Sti
√
hκt. (40)
The outer boundary contributes positively and the inner ones negatively. κt is defined in (36)
with s being pointing in the outer direction.
Let us emphasize here that this energy formula, presents two key features. First, it is quasi-
local: it is non vanishing only on the boundary of the region of observation. This is a consequence
of diffeomorphism invariance which implies that the bulk Hamiltonian vanish. In this sense
gravity is naturally holographic.
Second, the energy depends on the choice of observer, that is not only the choice of screens,
but also the choice of foliation of the screens. This second feature is not that unusual, for
instance in special relativity different boosted observers possess different energies, however it is
a feature that has led to a lot of resistance since energy is usually associated with the study of
stability and the usual point of view is that stability should be a property of a system, not a
system and an observer. There has always been attempts to define a unique notion of energy,
The ADM energy is one example or the energy associated with black hole horizons. In each
case it always amounts to choose a special type of observer, infinity with the flat slicing or the
killing observer or the observer attached to a bifurcated surface. These are beautiful and in the
case of ADM lead to a result of positivity but they do not apply for a general space-time and
if we want observer independence we are left in a unsettling situation where special observers
can be find only in special situations, while in others no notion of energy is available. Our point
of view is that in the general case we have to give up such attempts and embrace the fact that
the notion of energy and momenta is observer dependent. In this case the canonical energy is
uniquely defined and given by (40).
H. Decomposition of canonical energy
What is remarkable about the formula for the total energy is that is can naturally have a
thermodynamical interpretation. In order to see this, it is convenient to introduce a decompo-
sition of the time flow vector into a boundary “normal-time” vector tˆ, tangent to the screen Σ¯,
but normal to S and a “rotation” vector ϕ which is tangential to S. That is we define
tˆ = −(t ⋅n)n + (t ⋅ s)s, and t = tˆ +ϕ. (41)
This decomposition is mirrored in the decomposition of the energy density κt = κtˆ + κϕ. Using
this decomposition we can introduce the quasi-local mass and angular momenta3 S, they are
3 Strictly speaking it is truly an angular moment when the orbits of ϕ are closed circles of length 2pi foliating
the two sphere. In general it should be understood as a momenta as we will see.
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given by
Mtˆ ≡ 2∫
S
√
q
κtˆ
8piG
, Jϕ ≡ −∫
S
√
q
κϕ
8piG
, (42)
As we will see in the next section, the normalisation is chosen in order to reproduce, Komar mass
and angular momenta formula [43] for space-times where t is a Killing field. It also reproduces
the Newtonian expression for the Newtonian mass as a Gauss law. Finally, the formula for
the mass also reproduce ADM mass formula if the screen is located at timelike infinity. It also
reproduces Bondi energy [44] for a screen that asymptote null infinity. We therefore see that
for different choice of screen and time the canonical mass formula reproduces, Komar, ADM or
Bondi.
One of the key feature of having finite boundary is the appearance of boundary degrees
of freedom4 associated with the boundary symplectic potential −12 ∫S √qδt. These degrees of
freedom are new degrees of freedom (√q, η) not part of the usual gravitational degree of freedom(hab,Kab), they are entirely due to the presence of the boundary. This dependence of the energy
on the boundary degree of freedom shows up in the decomposition of the surface energy density
as a sum of two terms: κt = γt − 12δt, where
γt ≡ s∇tn, δt = (sµLtnµ + sµLtnµ) . (43)
This expression is written in terms of the foliation frame (n,s). Since the energy is associated
to the screen and the time evolution is parallel to the screen it is natural to look at this decom-
position in the screen frame (n¯, s¯) = coshβ(n,s) + sinhβ(s,n). where n¯ is such that tˆ = ρn¯, ρ
being a screen lapse. It is direct to check that κt is invariant under such change of frame and
we can therefore write it as κt = γ¯t − 12 δ¯t, where
γ¯t ≡ s¯∇tn¯, δ¯t = (s¯µLtn¯µ + s¯µLtn¯µ) . (44)
Here γ¯t = γt + Ltβ is the radial acceleration of the screen, while δ¯t is a boost acceleration
measuring the relative radial acceleration of screen observers with respect to fiducial static
observers.
Accordingly, the total energy Ht decomposes in a screen contribution Gt and a boundary
contribution ht. These are given by
Gt ≡ ∫
S
√
q
γ¯t
8piG
, ht ≡ −∫
S
√
q
δ¯t
16piG
. (45)
As we are about to see the screen energy Gt, is the gravitational analog of the Gibbs energy
5.
The decomposition of t = tˆ+ϕ implies a natural decomposition of Gibbs energy in terms of the
screen surface tension σt and the screen momenta density pϕ. Explicitly Gt = − ∫S √q(σt + pϕ),
with
σt ≡ − s¯∇tˆn¯
8piG
, pϕ ≡ − s¯∇ϕn¯
8piG
. (46)
4 Let us emphasize that tho is a special feature of gravity that possesses a boundary symplectic structure. This
will not be the case for the matter fields theory with the notable exception of the theta term in Yang-mills
theory.
5 The justification for this denomination is given in the next section comes from the fact that its variation involves
only variation of the connection which are “intensive” variables.
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The understanding that σt is really the surface tension of the gravitational screen will be revealed
when we establish the general first law. The surface tension can be positive, generally for inner
screens, or negative, generally for outer screens. When negative it is better understood as a
2dimensional pressure for the screen, as in usual fluid systems where negative tension is pressure.
The fact that the total energy is the sum of two different types of energy is unsettling at
first. There is however a beautiful geometrical interpretation of this fact. The Gibbs energy Gt
appears to be the canonical generator of translation along the screen, it corresponds therefore
to the usual translational energy. The second contribution ht = ∫S √qLtη¯ appears to be the
canonical generator of boost transformation at the screen. It doesn’t generates translation and
correspond to a boost energy. This can be understood by the fact that a general motion of a
foliation along a screen is characterized by translation and boost. We illustrate this in fig 3.
It is usual to associate a notion of energy for the generator of translation. It is less common
FIG. 3: Translation and boost slices
however to think of the generator of boost as an energy. There is one context where this appears
naturally, this is in the context where one computes entanglement energy [45–47]. In this case
given a space region R with boundary S and a vaccua state ∣0⟩ we associate to this data a density
matrix ρR ≡ TrR¯ ∣0⟩⟨0∣ where the trace is over all states that have support on the exterior of
R. This density matrix can be written in terms of an operator ρR = exp(−2piKR) where KR is
the entanglement energy associated with the region R. This energy appears to be given by the
boost energy as is exemplified for instance in the context of the Unruh effect.
I. Thermodynamical interpretation
Let us now discuss the thermodynamical interpretation of the canonical energy and its re-
lation to mass and angular momenta Since the 2-d metric qAB is conformally equivalent to the
round sphere metric we denote by ϕˆ a conformal killing vector whose close orbits have length
2pi, and we chose ϕ to be equal to Ωϕˆ, where the angular velocity Ω is chose to be constant on
S2. Jϕˆ ≡ J is the angular momenta of the screen and therefore the canonical energy is given by
Ht = 1
2
Mtˆ −ΩJϕˆ. (47)
This decomposition is puzzling at first because of the factor 1/2 and the minus sign. The factor
1/2 seems anomalous and there has been attempts in the literature to fix this by adding a term
that depends on a background structure [48]. Let us now explain that this factor is instead
welcome.
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Lets suppose for a moment that both κt and Ω are constant on the horizon. In this case the
previous relation can be written as
1
2
Mtˆ = TtS +ΩJ (48)
where S ≡ A/4G, J = Jϕˆ and Tt ≡ κt/2pi. Here and in order to ease the reader, I use the standard
notations, valid in the Black hole case, which refer to the surface density energy as temperature
and area as entropy even if it is not valid in the general context. This is now naturally interpreted
as a Gibbs-Duhem relation [49]. Indeed lets suppose we send a particle of momenta pµ inside
the screen, its energy is given by e = −p ⋅ tˆ and its angular momenta by j ⋅ϕ = p ⋅ϕ. A momenta
is flowing out of the bulk region if 0 ≤ −p ⋅ t = e − j ⋅ϕ. In this case, and as we will see in full
generality later, under some equilibrium conditions6, we have that the energy-momenta flow can
be registered on the screen by an increase in area:
0 ≤ e − j ⋅ϕ = TδS (49)
Thus the change in area is given by a first law,
δM = TδS +ΩδJ, (50)
where δM = e δJ = jr. Both M , S and J are extensive variables homogeneous under rescaling
of length. However M is homogeneous of order 1 while A and J are homogeneous of order 2.
Using this we can easily integrate out (50), assuming there is no residual contribution at zero
size, into the generalized Gibbs-Duhem relation (48). In other word the factor 1/2 entering the
relationship between the mass and the canonical energy, is not an anomaly but the reflexion of
the thermodynamical nature of the relationship.
J. Canonical energy: Gibbs energy versus internal energy
In the previous sections we have constructed the canonical energy associated with the Einstein
Lagrangian and decomposed this energy in terms of a screen and pure boundary terms. This
energy is uniquely defined once we chose which Lagrangian we work with. We can, however,
add a boundary term to the gravity Lagrangian, which will define a new type of energy. This
should not be surprising since it is also the case in thermodynamic that the energy depends on
what is kept fixed, and different energies are related by canonical transformations. For instance,
we can talk about the internal energy or the free energy or Gibbs energy. They are all related
by Legendre transforms which change which quantities are kept fixed. The internal energy for
a closed system U(S,V ) is characterized by the fact that it depends on extensive quantities,
dU = TdS − pdV . That is quantities like V and S that scale with the size of the system. While
on the other end of the spectra the Gibbs energy G(T, p) = U − TS + pV depends on intensive
quantities, dG = V dp − SdT , that do not scale with the size of the system.
We have seen that the on-shell variation of the Einstein Lagrangian leads to a boundary term∇µαµ where αµ is defined in terms of the variation of the connection δΓναβ on the boundary.
6 We will precisely identify these conditions as the preservation of the internal energy of the screen together with
the condition that the process do not generate any gravitational waves.
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The connection coefficient are invariant under space-time independent rescaling7 of the metric
δgαβ = φgαβ. So we can think of the component of the connection on the boundary as the
intensive variables. This means that the canonical energy and its screen component Gt that we
have just defined is the gravitational analog of the Gibbs energy.
On the other hand the metric components on the boundary are analogous to extensive vari-
ables, since they rescale homogeneously. It is well-known that the addition of the Gibbons-
Hawking boundary term [42] leads to an on-shell variation which is proportional to variation of
the boundary metric. The canonical energy derived from the Hawking-Gibbons modification of
Einstein Lagrangian is therefore the analog of the internal energy. We are going to see that this
internal energy coincides with the Brown-and York energy [8].
Lets now investigate what happens when we modify the Einstein Lagrangian by a boundary
term
L′ = L +∇µV µ, (51)
which corresponds to a modification of the action by boundary contribution
S′ = S − ∫ Σf
Σi
√
hVn¯ + ∫ Σ¯o
Σ¯i
√
h¯Vs. (52)
where Σf (reps. Σi) denotes the final (reps. initial) slices, Σ¯o (reps. Σ¯i) denotes the outer
(reps. innner) boundaries, and n¯ is directed forward in time while s is directed outward. The
symplectic potential becomes α′µ = αµ + δV µ + V µ 12gαβδgαβ, thus the variation of the canonical
energy is therefore given by
H ′t =Ht + ∫
Σ
(LtVn + hαβ∇αtβVn −N∇αV α)√h
where we have used that hα
βLtnβ = 0 and we denote Vn = V µnµ. Given the decomposition of
the time vector as t = Nn+Ms+ϕ we can show that the additional term is a total derivative8:
Dα(NhαβV β+(Msα+ϕα)Vn). Integrating by part and making use of NVs+MVn = ρVs¯ where ρ
is the boundary lapse and s¯ the space like vector normal to Σ¯ directed towards the outer region.
We get the canonical energy associated with the new Lagrangian to be:
H ′t =Ht − ∫ So
Si
√
qρVs¯. (53)
If the canonical energy of the Einstein Lagrangian is the Gibbs energy, the analog of the grav-
itational internal energy is the energy obtained by Legendre transform of the canonical energy
H. It is obtained by adding to the Einstein Lagrangian the Gibbons Hawking boundary term:
V µGH ≡ 18piG coshβ (n¯µ(∇αnα) + sµ(∇αs¯α)) .
This term is characterize by the property that (8piG)V GHn = −(∇αnα) and (8piG)V GHs¯ = (∇αs¯α)
where n is the timelike normal to the slice Σ and s¯ is the space like normal to the screen,
7 Since the Einstein tensor is invariant under such rescaling we can consider that this variation is an on-shell
variation, once we rescale the matter field appropriately.
8 we use that LNnVn + hαβ∇α(Nnβ)Vn = N∇µ(nµV n) and that N∇µ(hµνV ν) =Da(NhaµV µ).
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while K = (∇αnα) and H¯ = (∇αs¯α) represent the trace of the extrinsic curvature of Σ and Σ¯
respectively. The internal energy denoted Ut is therefore given by
Ut = Gt − ∫
S
√
qρ
(∇αs¯α)
8piG
. (54)
where ρ ≡ N/ coshβ is the boundary lapse introduced earlier. In order to evaluate this we expand
in terms of the 2d variables both the addition term ∇αs¯α = s¯ ⋅∇n¯n¯ + θs¯ and the Gibbs energy
term γ¯t = ρs¯⋅∇n¯n¯ − (8piG)jϕ. Here θs¯ ≡ (Ls¯√q)/√q is the 2-dimensional extrinsic curvature of
the screen. Thus
Ut = −∫
S
√
q ( θt⊥
8piG
+ jϕ) (55)
where t⊥ ≡ −(t⋅n)s+ (t⋅s)n is the radial vector normal to the screen and tˆ. This shows that we
can associate to the screen an internal energy density given by
 ≡ − θt⊥
8piG
. (56)
This accounts for the modification of the screen energy.
We can also perform a canonical transformation that affects the boundary Gibbs energy ht.
In order to do so we need to modify the actions at the corners S = Σ ∩ Σ¯ of the boundary: Lets
suppose that the addition to the Lagrangian is of the form ∇µV µ where V is itself a boundary
contribution:
V µ = 1
coshβ
(n¯µDa(van) + sµD¯a(v¯as¯)). (57)
This corresponds to a modification of the Lagrangian at the two sphere S = Σ ∩ Σ¯ of the form
δS = ∫ Σf
Σi
√
hDa(van) + ∫ Σ¯o
Σ¯i
√
h¯D¯a(v¯as¯) = ∫ Sfo∪Sii
Sfi∪Sio
√
q(vsn − v¯n¯s¯). (58)
where vsn ≡ saδan. On the other hand for a closed surface S it modifies the Hamiltonian by a
total time derivative9
δH = ∫
S
Lt (√qvn¯s¯) . (60)
III. 2+2 DECOMPOSITION
The system we are interested in is a two sphere S which lies at the intersection of a timelike
screen Σ¯ and a spacelike surface Σ. We denote by n the unit timelike vector normal to Σ and
by s the unit spacelike vector tangent to Σ and normal to S. Similarly we denote by s¯ the
9 We use that
ρD¯b(δbs¯) = −ρD¯b(n¯bδn¯s¯) + ρD¯c(qcbδbs¯) = −ρ(Ln¯ + θn¯)δn¯s¯ + d⋅(ρq ⋅δs¯) (59)
together with t = ρn¯ +ϕ and δs¯n¯ = −δn¯s¯.
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unit spacelike normal to Σ¯ and by n¯ the unit timelike vector tangent to Σ¯ and normal to S.
We are interested in a region of space-time that extend to the future of S and outside of the
screen Σ¯. We assume that in the region of space-time that we are interested in there is a double
foliation, where Σt are the spacelike leaves of a foliation given by T = t, while the screens Σ¯r are
the timelike leaves of a foliation given by R = r; and such that St,r = Σt ∪Σr is a 2-sphere. We
assume that T increase in the future and that R increase when we go away from the screen.
As we have seen this double foliation is characterized by 3 scalars ρ, τ, β. The first scalar that
characterizes the double foliation is the boost angle β. This corresponds to the boost velocity
that a screen observer following the tangent n¯ possesses compare to an Eulerian observer n at
rest with respect to the foliation Σt:
n¯ = coshβn + sinhβs, s¯ = coshβs + sinhβn. (61)
For the other scalars, it is clear that dT is proportional to the one form nµdx
µ and that dR is
proportional to the one form s¯µdx
µ. ρ and τ characterizes the proportionality coefficients
n = −ρ coshβ∇T, s¯ = τ coshβ∇R. (62)
The signs are chosen such that the vector nµ is future directed and s¯µ outwardly. The factors
of coshβ are chosen such that if one defines
tˆ ≡ ρn¯, rˆ ≡ τs. (63)
Then tˆ is an evolution vector tangent to the screen Σ¯r which is Lie dragging Σt (i-e LtˆT = 1).
Similarly, the displacement vector rˆ is tangent to the initial data surface Σt which is Lie dragging
Σ¯r (i-e LrˆR = 1). These vectors also preserve the double foliation sinceLtˆR = 0, LrˆT = 0. (64)
We cannot in general represent these vectors as velocity vectors tˆµ = ∂xµ∂T and rˆµ = ∂xµ∂R , unless the
two vector fields commutes. The properties of hyper surface orthogonality, i-e LtˆT = LrˆR = 1,
of the vectors tˆ, rˆ means that
saLtˆna = 0, n¯aLrˆ s¯a = 0.
This implies that their commutators is proportional to the the twist vector that measure the
anholonomicity (non integrability) of the two planes TS⊥,
[tˆ, rˆ] = (ρτ coshβ)ω, with ωA ≡ [n, s]αqαA. (65)
By Frobenius theorem, the vanishing of ω implies that the normal two planes TS⊥ are integrable,
i-e they can be understood as the tangent vectors to a submanifold. In general the vectors tˆ, rˆ
do not commute, this means that we need to define time flow vectors t ≡ ∂T and r ≡ ∂R that
Lie-commute:
t ≡ tˆ +ϕ, r ≡ rˆ +ψ, (66)
where ϕ and ψ are vectors tangent to S and ϕ is the angular velocity. This vectors Lie-commute
if ψ is chosen in order to satisfy
∂Rϕ − ∂Tψ + [ϕ,ψ] = (ρτ coshβ)ω.
19
Note that if we interpret (ϕ,ψ) to be a 2d gauge field valued into the algebra of 2d diffeomor-
phisms. The LHS of the previous equation is simply the curvature of this gauge field since the
commutator is given by the Lie bracket. The previous equality expresses that this curvature is
proportional to the twist.
We can now express the space-time metric and its inverse, in terms of the normal coordinates(T,R) the sphere coordinates xA, the foliation scalars (ρ, β, τ) and the velocity vectors (ϕ,ψ)
as follows
ds2 = (−ρ2dT 2 + 2(ρτ sinhβ)dTdR + τ2dR2) + (dx +ϕdT +ψdR)⋅q ⋅(dx +ϕdT +ψdR) . (67)
This metric can be inverted and we can read the normal components of the inverse metric to be
gTT = − 1
ρ2 cosh2 β
, gTR = sinhβ
ρτ cosh2 β
, gRR = 1
τ2 cosh2 β
. (68)
This is in agreement with (62), since we can check that g(n,n) = −1, g(s¯, s¯) = 1 and g(s¯,n) =
sinhβ. The off diagonal components are
gAT = τϕA − ρ sinhβψA
ρ2τ cosh2 β
, gAR = −ρψA + sinhβτϕA
ρτ2 cosh2 β
, (69)
while the tangential components are gAB = qAB + gTTϕAϕB + 2gTRϕ(AψB) + gRRψAψB. If one
restricts the space-time metric to a spacelike or timelike slice, one sees that (ρ,ϕ) are the lapse
and shift of the induced metric on the timelike screen Σ¯r; while (τ,ψ) is the corresponding
“spatial” lapse and shift on the slice Σt:
ds2Σ = −ρ2dT 2 + (dx +ϕdT )⋅q ⋅(dx +ϕdT ) , (70)
ds2Σ¯ = τ2dR2 + (dx +ψdR)⋅q ⋅(dx +ψdR) , (71)
Once we know the metrics on the timelike slices Σ¯r and the spacelike slices Σt, and assuming
that their pullback agree on S, we can reconstruct the space-time metric provided we know the
value of β.
A. Intrinsic and extrinsic geometry
The geometry of the embedding of the 2d sphere S in the space-time is characterized by two
types of geometry: intrinsic, extrinsic and by the accelerations.
The intrinsic geometry is determined by the 2d metric qab = gab + nanb − sasb. By con-
struction we have that qabn
b = qabsb = 0. In the following we will denote by an uppercase
indices the projection of space-time vectors onto vectors tangent to S: vA ≡ qAbvb. The
Levi-Civita connection associated with q is denoted by dA; it acts on vectors tangent to S as
dAv
B = qBbqAa∇avb = qBb∇Avb. The extrinsic geometry of S is characterized by a deformation
tensor Θ`AB for any vector ` normal to S:
Θ`AB = ∇A`B ≡ qaAqbB∇a`b. (72)
From this definition it follows that Θ` is a symmetric tensor and that it it linear in its argument:
Θan+bs = aΘn + bΘs. We denote its trace θ` and in the following we will also used the notation
θ` ≡ qABΘ`AB, Θ̂AB` ≡ ΘAB` − qABθ`. (73)
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Since we have two normal directions, the deformation tensor do not fully characterize the
extrinsic geometry, we also have the normal connection pi which is the projection along S of
qA
as⋅∇an:
piA ≡ qAasb∇anb = s⋅∇An. (74)
This form depends on the choice of a basis (n,s) of the normal direction space. If one chose
the basis adapted to the screen instead we have the relationship
p¯iA ≡ s¯⋅∇An¯ = piA + dAβ. (75)
To summarize, the data (Θn,Θs,pi) characterizes the extrinsic geometry.
The final data is associated with the accelerations. First, we have the normal accelerations
γn ≡ s⋅∇nn, γs ≡ −n⋅∇ss. (76)
The first one is the radial acceleration of Eulerian observers, static with respect to the foliation
Σt; together with their screens analog. The change of frame amounts to the gauge transforma-
tion: γ¯` = γ` +∇`β.
We also have the tangential accelerations which are of different types: First the timelike and
space like accelerations:
aAn ≡ qAa∇nna, aAs ≡ −qAa∇ssa.
aAn is the acceleration of the Eulerian observers at rest with respect to the foliation, while a
A
s is
the acceleration observers following a radial evolution normal to the screens. We also introduce
the screens analog denoted a¯n¯, a¯s¯. These four accelerations are not independent since the total
acceleration is independent of the frame an +as = a¯n¯ + a¯s¯. The three independent components
can be written in a frame as the frame independent total acceleration an+as and the two frame
dependent components an − as and 2b ≡ q ⋅ (∇sn +∇ns).
The last data is the twist vector that we already have introduced it is given by
ω = ∇ns −∇sn. (77)
It is independent of the frame.
All the accelerations can be expressed in terms of the foliation scalars ρ, β, τ . The detail
derivation of these relationships is given in appendix E, we just sketch this derivation here. One
first expresses that the time flow vector tˆ = ρn¯ preserves the foliation Σt and the space translation
vector rˆ = τs preserves the foliations Σ¯r which implies that sbLtˆna = 0 and n¯bLrˆ s¯a = 0. These
conditions entirely determine the normal accelerations in terms of the foliation scalars. One
finds
γn = ∇s(ρ coshβ)
ρ coshβ
, γ¯s¯ = ∇n¯(τ coshβ)
τ coshβ
. (78)
Now using that n¯ = ncoshβ + tanhβs¯, and s = s¯coshβ − tanhβn and that γ¯` = γ +∇`β we can obtain
the other components, for instance that
γ¯n¯ = ∇s¯ρ
ρ
+∇n¯β + tanhβ (∇n¯τ
τ
− ∇n¯ρ
ρ
) . (79)
21
A detail derivation is provided in the appendix.
We can also express the tangential accelerations in terms of the foliation scalars using that
the double foliation flow vectors tˆ, rˆ preserves the double foliation, that is qa
bLtˆn¯a = 0 = qabLtˆs¯a,
while qa
bLrˆsa = 0 = qabLrˆna. This implies that
as = dτ
τ
, an = d(ρ coshβ)
ρ coshβ
, 2b = dβ + tanhβ (dρ
ρ
− dτ
τ
) . (80)
where b = 12(∇sn + ∇sn). The last object we need to determine is the twist vector ω = (∇ns −∇sn) which depends on the normal form and the foliation scalars as
2ω = −2pi + dβ + tanhβ (dρ
ρ
− dτ
τ
) . (81)
In summary, we have shown that the double foliation is characterized by three scalars : The
timelike lapse ρ, the space like lapse τ , the boost parameters β, which determine the choice of
foliation. While the geometry of this foliation is given by the intrinsic 2d metric q, the extrinsic
deformation tensors (Θn,Θs), and the normal connection pi. The hyper surface orthogonality
allow to express, according to (78, 79, 80), all the accelerations in terms of the foliation scalars.
These data are independent of the choice of frame (n,s) except the normal connection since
p¯i = pi +dβ. Finally the twist one form ω which determines to what extent the normal 2-planes
are integrable is characterized by the normal connection and the foliation scalars.
B. The many faces of acceleration
According to section II G the surface energy density is given by a sum of two terms: κt =
γt − 12δt where
γt ≡ s∇tn, δt = (sµLtnµ + sµLtnµ) . (82)
In order to understand the nature of the two terms appearing in the definition of the surface
energy density, let us remark that each term γt and κt are antisymmetric in the exchange of n
and s. They are not, however, individually invariant under boost transformations (or change of
frame) defined by δβn = βs, δβs = βn. Indeed, under such transformations we have δβγt = ∇tβ,
and δβδt = 2∇tβ. This implies however that κt is invariant under boosts hence under change of
frames.
This frame independence can be rendered manifest by expanding the Lie derivatives in the
definition of δt. Using that s
µLtnµ = s ⋅ ∇tn +n ⋅ ∇st and that sµLtnµ = 0 = s ⋅ ∇tn − s ⋅ ∇nt we
easily get
κt = 1
2
(s ⋅ ∇nt −n ⋅ ∇st) = nµsν∇[µtν]. (83)
This expression makes it manifest that it is boost invariant, it doesn’t depend on the foliation
but only on the normal subspace to St spanned by the bivector n ∧ s. It is also clear from this
expression that it coincides with the Komar expression, in the case t is a killing field [43].
Let us now use the decomposition of the time flow in terms of its normal and tangential
components. That is we define
tˆ = ρn¯, n¯ ≡ coshβn + sinhβs, and t = tˆ +ϕ. (84)
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ϕ is the tangential component of t, also ρ2 = −tˆ ⋅ tˆ is the time lapse of the double foliation
introduced earlier and β is the boost angle between the screen and the foliation, i-e ρ sinhβ ≡ t⋅s.
We also introduce
t⊥ ≡ ρs¯, s¯ ≡ coshβs + sinhβn, (85)
where s¯ is a unit spacelike vector perpendicular to tˆ and to St.
From the definition (83) and the fact that ϕ is tangent to S we can establish that
κt = κtˆ −ϕ ⋅ 12[n,s] = κtˆ − 12ϕ ⋅ω. (86)
where ω is the twist one form. In other words we have that the total mass density and angular
momenta density are given by ρt = κtˆ/4piG,and jϕ = −κϕ/8piG:
ρt ≡ (s⋅∇ntˆ −n⋅∇stˆ)
8piG
, jϕ = ϕ ⋅ω
16piG
. (87)
As we have seen these quantities can be decomposed in terms of a screen surface tension σt and
momenta piϕ given by
σt = − γ¯tˆ
8piG
, pϕ = pi ⋅ϕ
8piG
, (88)
and a boundary contribution proportional to −δ¯t/(8piG) = Ltη¯, which is interpreted as the boost
energy. Indeed we have that
ρt = −2σt − δ¯tˆ
8piG
, jϕ = pϕ + δ¯ϕ
16piG
. (89)
These contributions depends not only on the screen but also on the way the slicing is boosted
relatively to the screen. The expression for the boost energy can be given in terms of the foliation
scalars as (see (26) and appendix E)
δ¯t = Ltβ + tanhβ (Ltτ
τ
− Ltρ
ρ
) ≡ Ltη. (90)
In order to understand the meaning of the formula for the mass density ρt and the surface
tension σt let us start to evaluate it for a particular bulk foliation orthogonal to the screen,
that is where where tˆ = ρn. This expresses that the boundary observers on the screen are static
with respect to the foliation. In other words the boundary observers coincide with the fiducial
observers. In this case we have that δt = 0 the boost energy vanish and ρt = −2σt. This express
the fact that the observer is purely sliding along the screen. The energy surface density is then
just equal to ρt = s ⋅ atˆ/4piG which is the projection of the acceleration atˆ = ∇tˆn of the fiducial
observers along the radial direction. So in this case ρt is simply the radial acceleration in planck
unit:
ρt = at ⋅ s
4piG
= ∇t⊥φ
4piG
, (91)
where we have introduced the Newtonian potential φ ≡ lnρ associated with the foliation Σ and∇t⊥φ = ∇s¯ρ corresponds to the acceleration of screen observers with respect to static fiducial
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observers10. The equality (91) follows from the hyper surface orthogonality condition (78) or
(79) when β = 0.
Far away from the sources of gravitation, φ is the Newtonian potential, therefore ρt is the
acceleration needed for an observer to stay static. This is positive when the acceleration is
directed toward the inside of the screen. That is it is positive for an outer screen. Similarly the
surface tension σtˆ = −ρt/2 is generally positive for an inner screen.
It is illuminating to notice that the formula for the mass that we have given is similar to the
one we obtain in the Newtonian regime. Indeed in newtonian gravity the Poisson equation gives
us ∆ϕ = 4piGρ where ρ is the matter energy density and ϕ is the Newtonian potential. The total
newtonian mass in a volume V can then be evaluated by a Gauss law formula as
MNewt = ∫
S
√
qρNewt, ρNewt = ∇rϕ
4piG
= ar
4piG
,
where ∂V = S and the last equality expresses that the radial inward acceleration ar is equal to∇rϕ by Newton’s law. The formula for the mass we have is therefore a covariant generalization
of the Newtonian Gauss law.
Let us now deal with the general case. The surface tension is always proportional to the
inward radial acceleration. We need then to understand the meaning of the difference δ¯tˆ. From
(83) we have that κtˆ = 12(γ¯tˆ + ∇t⊥φ), since it is also equal to γ¯tˆ − 12 δ¯tˆ by definition, we then get
that
δ¯tˆ = (s¯⋅a¯tˆ −∇t⊥φ) ≡ Ltˆηˆ, (92)
is the difference between the the screen and the Newtonian acceleration. This difference measure
to what extent the foliation and the screen are boosted with respect to each other, it therefore
represent the boost acceleration. Its expression in term of the foliation scalars is given in (84).
When the foliation is not orthogonal, we can express the mass density and surface tension11
in terms of the Newtonian potential ρ and the boost angle ηˆ as
ρt = ∇t⊥φ
4piG
+ Ltˆηˆ
8piG
, σt = −∇t⊥φ
8piG
− Ltˆηˆ
8piG
, (93)
This shows that by choosing appropriately the time dependence of the boost parameter ηˆ
we can always insure that the energy surface density or the surface tension are constant on the
screen. The choice of ηˆ essentially amount to choosing appropriately the boost parameter β.
The choice of this parameter amounts to a particular choice of foliation, it can be reabsorb into
a diffeomorphism that do not move the screen.
10 In the case of a static Schwarzchild black Hole we have that φ(r) = 1
2
ln (1 − 2GM
r
) ≃ −GM
r
which is indeed the
Newtonian potential. Moreover we have that t⊥ = (1 − 2GM
r
)∂r therefore one gets that for a screen at a distance
R in a Schwarzchild space time the energy density is
ρt = (1 − 2GM
R
)∂Rφ(R) = GM
R2
.
The mass is then expressed as M = σA
4piG
.
11 By definition they are related by ρt + 2σt = − Ltˆηˆ8piG
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IV. DISSIPATION
We now want to study the evolution property of the canonical energy (39) that we have
constructed. This energy describes a priori the energy of a open system, there is no reason
therefore that this energy should be conserved in time and in general we will experience energy
gain or energy loss. In order to calculate this energy gains or losses that we call dissipation as
a shorthand12, we proceed to express the main conservation equation (32) in a covariant form.
Let us first denote by Itα
µ the symplectic current αµ evaluated on a variation δgµν = Ltgµν .
From the definition (15) of the symplectic current we get
Itα
µ = [∇ν ,∇µ]tν +∇ν (∇[νtµ])= Rtµ +∇νκνµt . (94)
where we have introduced the acceleration 2-form κνµt ≡ ∇[νtµ]. It is interesting to write this
equation in a more suggestive manner. Given a time flow vector t we can define the matter
momentum current to be13 −Ttµ = −Gtµ/8piG and the gravitational momentum current to be:
Dt
µ ≡ −Itαµ + tµ
2
R. (95)
The canonical gravitational energy associated with a slice Σ is simply HGt = 18piG ∫Σ √hDtn. The
conservation equation then simply reads
−Dtµ −Gtµ = ∇ν (∇[νtµ]) . (96)
This expresses in particular that the total momentum form is closed, and it gives an explicit
expression for its potential, in term of an acceleration tensor κνµt = ∇[νtµ]. This conservation
equation simplifies when t is a Killing field. In this case αt
µ = 0 and the gravitational momentum
one-form is simply Dt
µ = tµ2 R.
It will be convenient to write this identity in the form language using the volume forms
, µ, µν described in the appendix. We denote
α ≡ αµµ, κt ≡ κµνt µν , Tt ≡ Ttµµ, Dt ≡Dtµµ. (97)
with this notation the total canonical energy energy is given by HGt = 18piG ∫St κt and the main
conservation equation can be written
dκt = −Dt −Gt. (98)
The dissipation of the total canonical energy associated with a region Σ is given by
(8piG)LtHt = ∫
∂Σt
Ltκt = ∫
Σ
Ltdκt = −∫
Σ
Lt (Dt +Gt) (99)
= −∫
Σ
d (ıtDt + ıtGt) = −∫
∂Σ
(ıtDt + ıtGt)
12 As we will see the changes in energy are due to dissipation and fluxes through the screen. So here we use
dissipation as a shorthand for “energy gain or loss due to dissipation and fluxes”. We hope the reader will not
get confused by this simplifying terminology.
13 the minus sign in the matter momentum is due to the signature, the energy associated with a slice Σ is given
by HMt = − ∫Σ Ttµµ = ∫σ√hTnt
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where we have used that 0 = dDt+dGt which follows from (98). This shows that the dissipation
is purely a boundary term as expected. Since gravity is an Hamiltonian system we do not expect
any loss of energy coming from the bulk. All the energy losses or gains comes from energy flux
at the boundary two spheres. We can evaluate the interior product when pulled back on the
surface S, given a one form α we have:
ıtα = αµıtµ = αµtνµν =ˆS√qαµtν(sµnν − sνnµ) = −√qαµt⊥µ = −√q αt⊥ (100)
where t⊥ is a spatial vector normal to S and t and given by
t⊥µ = nµ(s ⋅ t) − sµ(n ⋅ t), tµt⊥µ = 0. (101)
Thus the dissipation is a sum associated with the presence of each boundary spheres ∂Σ = So∪Si
LtHt = − 1
8piG
∫ So
Si
√
qItαt⊥ + ∫ So
Si
√
qTtt⊥ . (102)
We have used the orthogonality of t and t⊥ to show that Rtµt⊥µ = Gtt⊥ = 8piGTtt⊥ , Tµν is the
energy momentum tensor. Similarly the orthogonality implies that Dtt⊥ = −αtt⊥ .
In order to understand further this conservation equation, lets suppose that the observers are
at rest with respect to the foliation, i-e t = Nn, then we see that t⊥ = Ns = r is going of Σ at the
outer boundary. pr ≡ −Ttr is the matter momentum density in the direction r as measured by
eulerian observers. We see that if pt⊥ is positive at the outer boundary, the momentum is directed
outside the region Σ therefore the total energy decrease. The term ∫S √qTtt⊥ = − ∫S √qpt⊥ then
describes the amount of energy dissipation due to matter crossing the surface St. Therefore−αtt⊥/8piG describes the gravitational energy dissipation, it is negative when there is energy
loss due to gravitational energy leaving the system.
Note that in the derivation given here, we could also evaluate the variation of Ht with respect
to another time flow vector ξ on the screen. This is given by
LξHt = 1
8piG
∫
S
√
q (Lξκt + θξκt) = − 1
8piG
∫
S
√
q(Itαξ⊥ − (t ⋅ ξ⊥)R/2) + ∫
S
√
qTtξ⊥ . (103)
It is convenient to introduce a modified energy momentum tensor
T̂tξ ≡ Ttξ − (t ⋅ ξ)
2
T (104)
so the the full conservation equation reads
LξHt = ∫
S
√
q (−Itαξ⊥
8piG
+ T̂tξ⊥) . (105)
It is interesting to note that for a non gravitational system, the previous flux equation would
involve only Ttξ⊥ . The contribution coming from gravity is therefore due to a “gravitational
Dissipation tensor ” Dtξ⊥ where
Dtξ ≡ −Itαξ
8piG
− (t ⋅ ξ)
2
T,
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plays the role of a gravitational energy-momentum tensor in the conservation equation:
LξHt = ∫
S
√
q(Dtξ⊥ + Ttξ⊥). (106)
The symmetric part of this tensor is related to the dissipation of energy, since it is determined
by Dtt⊥ for a general t. Remarkably, its antisymmetric part is related to the Poisson bracket of
two Hamiltonians.
A. Poisson bracket
We now want to show that the antisymmetric part of the Dissipation tensor is the Poisson
bracket of the Gravity Hamiltonians. We denote by It the operation of replacing a variation δ
by Lt, for instance Itα = αt, where α = αaa. As a consequence we can check that (δIt+Itδ)α =Ltα+ Iδtα for any expression α which is a n-form on space time and a form on field space. This
expression simplifies if δt = 0. We also denote by Ω the gravitational symplectic structure, this
is a 2-form on the space of fields given by Ω ≡ ∫Σ √hδα/8piG. Lets us finally recall that α ≡ αµµ
and t = tµµ = √∣g∣. Equipped with these definition we can now compute
(8piG)δHGt = ∫
Σ
δItα − 1
2
∫
Σ
δRt
= −It∫
Σ
δα + ∫
Σ
Iδtα + ∫
Σ
Ltα − ∫
Σ
(∇ααα)t − 1
2
∫
Σ
(Gαβδgαβ)t − 1
2
∫
Σ
Rδt
= −It∫
Σ
δα + ∫
Σ
(Iδtα − R
2
δt) − ∫
Σ
√
hDa(Nhabαb) + (8piG)∫
Σ
ıtδL
m
= (8piG)(−ItΩGΣ +HGδt) − ∫ So
Si
√
qαt⊥ + (8piG)∫
Σ
ıtδL
m (107)
where ΩGΣ denotes the gravitational part of the symplectic form, ∆S ≡ So − Si and we have
used that δLm = −12√gTαβδgαβ. In the second line we have used that δ(√gR) = √gGabδgab +
2
√
g∇aαa. We also used in the third line that √g∇µαµ = LNnα+√hDa(Nhabαb). This implies
that given a form ω = ωαα and denoting ωn = ωαnα we have that
∫
Σ
(∇αωα)t = ∫
Σ
Ltω + ∫
∂Σ
ωt⊥√q. (108)
Let us assume for simplicity that we are in the context of pure gravity, so that Lm = 0 and
HGt =Ht. This shows in this context that the total Hamiltonian variation is
(Hδt − δHt) = ItΩΣ + 1
8piG
∫ So
Si
√
qαt⊥ . (109)
Contracting this with Iξ and using the definition IξδH = LξH, and the definition of the Poisson
bracket IξItΩΣ = {Ht,Hξ}, we get
H[t,ξ] −LξHt = {Ht,Hξ} + 1
8piG
∫
∆S
√
qIξαt⊥ . (110)
Taking the difference between this and (103) gives
{Ht,Hξ} =H[t,ξ] + 1
8piG
∫
∆S
√
q (Itαξ⊥ − Iξαt⊥) . (111)
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Thus we see that Poisson bracket algebra, is now anomalous due to the presence of the boundary
and that the combination (Itαξ⊥ − Iξαt⊥)/8piG = −Dtξ⊥ +Dξt⊥ gives the anomaly, in the context
of pure gravity.
V. THE THERMODYNAMICAL BALANCE EQUATION
From the dissipation equation (102) and the on shell evaluation Ht = ∫S √qκt we have that:Lt (√qκt) + Itαt⊥=8piG√qTtt⊥ (112)
The LHS is evaluated in the appendix for a vector field t = tˆ +ϕ which is foliation preserving.
Here tˆ = ρn¯ and ϕ is tangent to S. By separating the contribution that comes from tˆ from the
one that comes from ϕ we get two equations (A10), (A11). The first one is an energy balance
equation, the second one is a momentum balance equation. As we will see they have a natural
thermodynamical interpretation and leads to what is a generalized first law and a generalized
Cauchy momentum equation. We first look at the energy balance.
A. The energy balance
The energy balance equation is a consequence of (A10) derived in the appendix. This equation
reads:
(Ltˆ + θtˆ)θt⊥ − γ¯tˆθtˆ + Θ̂t⊥ ∶ Θtˆ + (8piG)Ttˆt⊥ − θt⊥Ltˆφ − 12d⋅(q[tˆ, t⊥]) = 0. (113)
Here (Θtˆ,Θt⊥) are the extrinsic deformation tensors, (θtˆ, θt⊥) denotes their trace, φ = lnρ is
the newtonian potential, while γ¯tˆ is the radial acceleration. The hat on Θ` means Θ̂
AB
` ≡
ΘAB` − qABθ`. We can write this balance equation in terms of the thermodynamical quantities
that we have introduced First let us recall that the density of internal energy and the surface
tension are given by
 ≡ − θt⊥
8piG
, σt ≡ − γ¯tˆ
8piG
. (114)
The previous equation can therefore be written as an energy conservation:
(Ltˆ + θtˆ) = σtθtˆ + Θ̂t⊥8piG ∶ Θtˆ + Ttˆt⊥ + Ltˆφ − 12d⋅(q ⋅ [tˆ, t⊥]16piG ) = 0. (115)
Each terms appearing in this equation have a natural thermodynamical interpretation. In order
to see this lets integrate the previous equation over S and let us introduce several quantities:
First we define
E˙M ≡ ∫
S
√
qTtˆt⊥ . (116)
This is the rate of matter energy flowing through the screen. It is positive if matter is leaving the
external region and entering the screen. This corresponds to a work term due to the transport
of matter.
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Lets also define the rate of gravitational dissipation due to gravitational radiation. It is given
by
Q˙ ≡ 1
8piG
∫
S
√
q(Θtˆ ∶ Θt⊥ − θtˆθt⊥) = ∫
S
√
qτ ∶ Θtˆ. (117)
This correspond to an internal heat production term due to gravitational dissipation. It is
analogous the the entropy production term T S˙ in a fluid where Θtˆ plays the role of the rate of
strain tensor and
τ ≡ 1
8piG
Θ̂t⊥
plays the role of the viscous stress tensor [4, 50].
The internal energy is defined, as we have seen, to be proportional to the radial expansion:
U ≡ ∫
S
√
q, with  = − θt⊥
8piG
. (118)
We also denote element of area and its rate of change by
dA = √qd2x, (LtˆdA) = θtˆdA (119)
The term σt(LtdA) is a work term due to the presence of surface tension.
The final term we want to analyze corresponds to the rate of change of the Newtonian energy
of the screen. We define the newtonian gravitational energy of the screen to be
EN ≡ ∫
S
√
qφ. (120)
This means that , which is the internal energy density, also represents the inertial mass density.
Therefore we see that the change of the newtonian energy due to the time variation of the
potential is given by
E˙N = ∫
S
√
qLtˆφ (121)
which is the term entering the balance equation.
We can therefore write the integrated balance equation as
LtˆU = Q˙ + ∫
S
σtLtˆdA + E˙M + E˙N (122)
This is the generalized first law of thermodynamics for a general screen. By integrating it out
over a small amount of time and assuming for simplicity that σt is constant we get
dU = δQ + σtdA + δEM + δEN (123)
here we differentiate between the total differential d of potential and the infinitesimal variation
δ of a quantity that do not represent the state of the system. This formula justifies a posteriori
the identification of U as the internal energy. It expresses the variation of the internal energy
U in terms of the rate of work done on the system plus the rate of heat production, that is
δU = δW + δQ. Here the work terms are three-fold, first there is a Newtonian work term due
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to the fact that the internal energy is also the inertial mass for the newtonian potential. There
is also a matter work term due to matter flowing in or out of the system and there is finally
a work term due to the change in size of the system. Since the system is two dimensional and
posses surface tension this work term reads σdA. When σ is negative (for outer screens for
instance) one should interpret it as a 2 dimensional pressure p2d = −σ and the work term is the
2 dimensional analog of −pdV . In this case the surface tension acts as a 2d pressure term from
the point of view of the screen.
Note that if one looks at transformations that do not produce any heat (i-e δQ = 0 hence not
gravity wave production) and transformations that do not change the internal energy dU = 0
and the Newtonian energy; the previous relation can be written as
dEM = p2ddA.
This is this relation that has been interpreted in the literature as a Clausius relation leading to
the identification TdS = p2ddA. We see that this interpretation is valid only in a very restricted
context. In general the entropy production term for the 2-dimensional thermodynamical system
is proportional to δQ hence measure the production of gravity wave. The presence of a term
σdA is interpreted as a work term due to the presence of a surface tension or 2dimensional
pressure
B. The momentum balance
In the appendix we evaluate the local balance equation for the momentum, we get:
ϕa(Ltˆ + θtˆ)p¯ia = ϕa ((−dγ¯tˆ + d ⋅ Θ̂t⊥)a + θt⊥daφ − (8piG)Tat⊥) − (8piG)davaϕ (124)
where (8piG)vaϕ ≡ ϕa(θt⊥ − κt) + 12qab(Lt⊥ϕb). φ = lnρ is the Newtonian potential p¯iA = s¯⋅∇An¯ is
the normal one-form in the screen frame, Θ̂t⊥ = Θt⊥ − qθt⊥ and θt⊥ is the trace of the extrinsic
tensor Θt⊥ . We can write this equation in terms of the thermodynamical quantities like the
internal energy density , the 2d surface tension σt, The viscous stress tensor τ and the momenta
density p, where
 = − θt⊥
8piG
, σt = − γ¯t⊥
8piG
, τ = Θ̂t⊥
8piG
, p = p¯i
8piG
. (125)
The momentum conservation equation reads
ϕa(Ltˆ + θtˆ)pa = ϕa [(dσt + d ⋅ τ )a + daφ − Tat⊥] − davaϕ. (126)
We now look at the integrated version of this balance equation.
First, we define the total momenta and its time variation as
Pϕ ≡ ∫
S
√
qϕApA, P˙ϕ ≡ ∫
S
√
qϕA(Ltˆ + θtˆ)pA. (127)
We also define the force acting on the screen due to the flow of matter across the horizon
FMϕ ≡ −∫
S
√
qTϕt⊥ (128)
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Indeed, Lets integrate the conservation of the energy momentum tensor over a space-time region
R bounded by the screen and an initial and final slice. The matter momenta on each slice is
given by pA = − ∫Σ √hTnA. thanks to the conservation equation ∇µTµν = 0, and the Gauss law,
we can evaluate the variation of momenta to be
∆pA = −∫
Σ¯
√
h¯Ts¯A = −∫ dT (∫
S
√
qTt⊥A) . (129)
where h¯ is the induced metric on the screen. Therefore the rate of change of momenta in the
directionA per unit time, which gives the force acting on the system is given by FMA = − ∫S √qTs¯A.
Next, we define the Newtonian force acting on the system to maintain the screen in place, it
is given by
FNA ≡ −∫
S
√
qdAφ. (130)
Here  = −Θt⊥8piG is the internal energy density. It is also as we have see the screen inertial mass
density. Thus −dAφ is simply the usual newtonian force acting on a system of inertial mass
density .
Finally, the first term in (126) is a 2d pressure force term dσ = −dap2d. It is the force term due
within the presence of surface tension. It forces the fluid to flow in the direction of high surface
tension. It is responsible for Marangoni flows. The second term is identical to a term of viscous
force due to a stress tensor τAB = (Θt⊥ −Θt⊥q)AB/(8piG) confirming again this interpretation.
These are the convection terms.
Integrating this equation on S and assuming that the vector ϕA is conserved in time we get
P˙ϕ = −∫
S
ϕAdAσt + ∫
S
ϕAdBτ
AB + FMϕ + FNϕ (131)
This equation is identical to the conservation of momenta in a general non-equilibrium thermo-
dynamical system. It confirms in particular the interpretation of σt as a surface tension and τ
as a viscous stress tensor.
VI. CONCLUSION
In this work we have studied in great detail the definition of energy for a gravitational system
in the context of a 2+2 decomposition of spacetime. We have seen that a general gravitational
screen possesses gravitational analogs of a surface tension, an internal energy and a viscous stress
tensor. These data enters the conservation of energy and momenta described from the point of
view of the screen. And these shows that the gravitational equations projects themselves on the
screen as non-equilibrium conservation equation for the screen degrees of freedom. This analysis
provides a first sets of clues toward understanding gravitational systems as thermodynamical
systems. The analogy presented here is purely classical and needs to be deepened [50]. One of
the fundamental puzzle to elucidate concerns understanding the nature of the surface tension of
gravitational screens.
The idea that gravity and thermodynamics are related subject is not new. A thermody-
namical interpretation of local null screens has been developed by Jacobson et al [51] and by
Padmanabhan [52]. Also Verlinde [53] has proposed to derive gravity from entropic arguments
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and equipartion of energy associated with holographic screens. In these works however, it is
postulated that the surface tension is a local temperature and hence it is assumed that the work
term σdA is due to an entropy variation. Whereas this seems to be well established for bifur-
cated killing horizons [54, 55], it is higly speculative at this point to generalize this interpretation
beyond that very particular situation. Our analysis clearly shows that we can associate a surface
tension to a general gravitational screen and that entropy production is due to gravity waves (see
also [56–59] for similar consideration on gravity wave and null screens). What does it tells us
about the entropy and temperatures of a general gravitational system is still an open problem.
One direction of investigation that we intend to pursue in the future is to deepen the possible
relationship between entanglement energy and the boost energy introduced here.
One should also mention that it will be also interesting to understand the relationship of our
general screen approach with the gravity-fluid correspondence [60] developed in AdS/CFT. Al-
though there the non relativistic equations appears from a non relativistic expansion of solutions
of general relativity which is a very different setting.
Finally the idea that non-equilibrium thermodynamics might be a key toward a theory of
quantum gravity constituents via a fluctuation-dissipation theorem, is a fascinating idea that
has received little attention yet [61–63]. I hope that such an investigation could open a new
avenue towards quantum gravity.
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Appendix A: Dissipation: The derivation
From (110) and the on shell evaluation Ht = ∫S √qκt we have that:
1
8piG
∫
S
(Lt (√qκt) + Itαt⊥) =ˆ∫
S
√
qTtt⊥ (A1)
where =ˆ means that we evaluate the expression on-shell.
In this section we want to evaluate LHS of this expression. The main task comes from the
evaluation of the dissipation tensor Itαt⊥ . We start from the general expression (18) for the
contraction of the symplectic potential in the normal direction t⊥ = ρs¯. If one specialise this
32
formula to variations δ that preserves the foliation (i-e h¯abδs¯b = 0) we have that
−√∣h¯∣αs¯ = δ (√∣h¯∣Ks¯) + √∣h¯∣
2
(Kabs¯ − h¯abKs¯) δh¯ab −√∣h¯∣D¯aδas¯ (A2)
where h¯ab = qab − n¯an¯b is the metric on the timelike screen, Kabs¯ = h¯aa′ h¯bb′∇a′ s¯b′ is the extrinsic
tensor for the spacelike normal s¯, and δas¯ ≡ 12(h¯abδs¯b+h¯abδs¯b) = 12 h¯abδs¯b is the projected variation.
In practice δ = Lt where t = tˆ+ϕ, is a foliation preserving vector field, that is tˆ = ρn¯ and ϕ is a
vector tangent to S.
We decompose the extrinsic tensor in its space and time components
Kabs¯ = −γ¯n¯n¯an¯b + p¯ian¯b + p¯ibn¯a +Θabs¯ , (A3)
where γ¯n¯ = s¯⋅∇n¯n¯ is the radial acceleration, p¯ia = qabs¯ ⋅ ∇bn¯ the normal connection and Θabs¯ the
s¯ extrinsic curvature tensor. This implies that Ks¯ = γ¯n¯ + θs¯, and(Kabs¯ − h¯abKs¯) = θsnanb + p¯ianb + p¯ibna + Θ̂abs¯ − qabγ¯n¯. (A4)
where Θ̂abs¯ ≡ Θabs¯ − qabθs¯. Then we consider variations that preserves the screen foliation (i-e
qabδn¯b = 0) for which we have14
n¯an¯bδh¯ab = 2n¯aδn¯a = −2δρ
ρ
= −2δφ, n¯ap¯ibδh¯ab = −p¯iaδn¯a. (A5)
Here we have introduce the Newtonian potential φ ≡ lnρ. Therefore we get that
(Kabs¯ − h¯abKs¯) δh¯ab = −2γ¯n¯θ + Θ̂abs¯ δqab − 2θs¯δφ − 2p¯iaδn¯a (A6)
where we have introduced the notation qabδqab ≡ 2θ. The other term to consider is
ρD¯aδ
a
s¯ = ρD¯a(n¯aδ¯) + da(ρδˆas¯) = (Ltˆ + θtˆ)δ¯ + daδˆat⊥ (A7)
where δ¯ ≡ 12(s¯aδn¯a + s¯aδn¯a) is the normal component and δˆat⊥ = qabδbt⊥ = ρqabδbs¯ the tangential
component. The last term entering the dissipation tensor is
δ (√∣h¯∣K¯s¯) = δ (√qρ(γ¯n¯ + θs¯)) . (A8)
Finally, we have to take into account the Hamiltonian variation. For t = tˆ + ϕ we have κt =
ρ(γ¯n¯ − δn¯) −ϕ⋅j, where γ¯tˆ = s¯⋅∇tˆn¯ is the radial acceleration and δ¯n¯ = In¯δ¯. we can evaluate the
LHS of (A1), that is δ (√qκt) + αt⊥ to be equal to:
δ (√q(κt − ρKs¯)) − √∣h¯∣
2
(Kabs¯ − h¯abKs¯) δh¯ab +√∣h¯∣D¯aδas¯
= −δ (√q[ρ(θs¯ + δn¯) +ϕ⋅j]) −√qρ(−θs¯δφ − p¯iaδn¯a + 1
2
(Θ̂abs¯ − qabγ¯n¯) δqab − (Ltˆ + θtˆ)δ¯) +√qda(ρδˆas¯).
= −√q ((δ + θ)(θt⊥ +ϕ⋅j + δ¯tˆ) − (Ltˆ + θtˆ)δ¯ − γ¯tˆθ + 12Θ̂abt⊥δqab − θt⊥δφ − p¯iaδtˆa − da(δˆat⊥)) (A9)
14 The expression for n¯aδn¯a follows from instance from the expression for the normal form and vector: n¯adx
a =−ρdT + τ sinhηdR and ρn¯a∂a = ∂T − ϕA∂A and then use that for a foliation preserving variation δdT = 0.
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We first specialize to the case where ϕ = 0 hence t = tˆ and then contract the previous expression
with Itˆ so that Itˆδα = Ltˆα is a time diffeomorphism. The previous expression is on-shell equal
to (8piG)√qTtˆt⊥ and therefore the energy balance equation simplifies to
(Ltˆ + θtˆ)θt⊥ − γ¯tˆθtˆ + Θ̂t⊥ ∶ Θtˆ + (8piG)Ttˆt⊥ − θt⊥Ltˆφ − d⋅(ρ2j) = 0. (A10)
We have used that Itˆδˆ
a
t⊥ = 12qab[tˆ, t⊥]b = ρ2ja, with j the twist vector.
1. Momentum balance derivation
We now contract (A9) with Itˆ+ϕ and subtract from it the contraction with Itˆ which gave the
previous equation. This difference is equal on-shell to (8piG)√qTtˆϕ, and we get
(Ltˆ+θtˆ)(ϕ⋅j−δ¯ϕ)+(Lϕ+d⋅ϕ)(θt⊥+ϕ⋅j+δ¯tˆ)−γ¯tˆd⋅ϕ+Θ̂abt⊥∇aϕb−θt⊥Lϕφ−p¯i⋅[ϕ, tˆ]−12d⋅[ϕ, t⊥]+Tϕt⊥ = 0
where we used that Iϕθ = 12qabLϕqab = qab∇aϕb = daϕa, and that δ¯ϕ = Iϕδ¯. It is possible to
simplify greatly this expression: First one integrate by part −γ¯tˆd ⋅ϕ = −d(ϕγ¯tˆ)+ϕ ⋅dγ¯tˆ and we
use that (Lϕ + d ⋅ϕ)α = d(ϕα) is a total derivative. This gives
(Ltˆ+θtˆ)(ϕ⋅j−δ¯ϕ)+d (ϕ(θt⊥ +ϕ ⋅ j + δ¯tˆ − γ¯tˆ))+ϕ⋅dγ¯tˆ+Θ̂abt⊥∇aϕb−θt⊥Lϕφ−p¯i⋅[ϕ, tˆ]−12d⋅[ϕ, t⊥]+Tϕt⊥ = 0
One also integrate by part Θ̂abt⊥∇aϕb = da(Θ̂abt⊥ϕb) − (daΘ̂abt⊥)ϕb and then use that
Θ̂abt⊥ϕb − [ϕ, t⊥]a = 12 (∇ϕt⊥ +ϕ ⋅∇t⊥ −∇ϕt⊥ +∇t⊥ϕ)a = 12qabLt⊥ϕb.
One also use that ϕ ⋅ j − δ¯ϕ = −p¯i ⋅ϕ and that
−Ltˆp¯i ⋅ϕ − p¯i ⋅ [ϕ, tˆ] = −ϕ ⋅ (Ltˆp¯i).
Finally we use the definition of κt = γ¯tˆ − δ¯tˆ −ϕ ⋅ j to rewrite the previous equation as
−ϕ ⋅ (Ltˆ + θtˆ)p¯i +ϕ ⋅ (dγ¯tˆ − d ⋅ Θ̂t⊥) − θt⊥Lϕφ + Tϕt⊥ + d (ϕ(θt⊥ − κt)) + 12da(Lt⊥ϕa) = 0.
Rearringing the terms this gives
−ϕa ((Ltˆ + θtˆ)p¯ia + (dγ¯tˆ − d ⋅ Θ̂t⊥)a − θt⊥daφ + (8piG)Tat⊥) + da (ϕa(θt⊥ − κt) + 12(Lt⊥ϕa)) = 0
(A11)
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Appendix B: Form identities
We denote the differential on M by d and the interior product of a form ω by a vector t by
ıtω. The Lie derivative is given by Lt = dıt + ıtd. We introduce the following volume forms
 ≡ 1
4!
√∣g∣αβγδdxα ∧ dxβ ∧ dxγ ∧ dxδ
µ ≡ ı∂µ = 13!√∣g∣µαβγdxα ∧ dxβ ∧ dxγ
µν ≡ ı∂ν ı∂µ = 12!√∣g∣µναβdxα ∧ dxβ
(B1)
They satisfy
d(V µνµν) = 2∇νV [µν]µ, d(V µµ) = ∇µV µ (B2)
and
ıt = tµµ, ıt(V µµ) = V [µtν]µν . (B3)
From this we can show that their Lie derivative is given by
Lt = (∇αtα), Ltµ = (∇αtα)µ. (B4)
Appendix C: Boundary variation
Here we want to compute the following variational terms entering the definition of the bound-
ary symplectic potential (23)
δ ≡ saδna + saδna, δ¯ ≡ s¯aδn¯a + s¯aδn¯a. (C1)
since (n¯, s¯) = coshβ(n,s) + sinhβ(s,n) it is clear that
δ¯ = δ + 2δβ. (C2)
One restricts for this computation to variations that preserves the double foliation δR = δT = cst,
this translates into δna ∝ na, δs¯a ∝ s¯a which implies that:
saδna = 0 = n¯aδs¯a. (C3)
In order to evaluate this variation we need that
nadx
a = −ρ coshβ dT, sadxa = τdR + ρ sinhβ dT. (C4)
while the corresponding vectors are
τ∂s = ∂R − ψA∂A ≡ ∂rˆ, (ρτ coshβ)∂n = τ∂T − ρ sinhβ∂R − (ϕA − sinhβψA)∂A,
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for the slicing frame and These variations we can then evaluate directly
δ = saδna = −naδsa = −nRδsR − nT δsT= sinhβ
τ coshβ
δτ − 1
ρ coshβ
δ(ρ sinhβ)
= −δβ + tanhβ (δτ
τ
− δρ
ρ
) (C5)
Using the relationship (C2) between δ and δ¯ we get that
δ¯ = δβ + tanhβ (δτ
τ
− δρ
ρ
) = tanhβδ ln(τ
ρ
sinhβ) (C6)
Appendix D: Codazzi and Ricci equation
We consider a spacetime M endowed with a foliation. The leaves Σt of this foliation are the
level set of a given spacetime time function T (x), We denote by (gµν ,∇ν) the spacetime metric
and covariant derivative, we also denote by (hµν ,Dν) the metric and covariant derivative on Σt.
The unit normal to Σt is denoted by n and satisfies n ⋅ n = −1 where dot means a contraction
nµnµ. We can therefore relate the metric and connection on the slices to the spacetime ones by
the use of the orthonormal projector
hµ
ν = gµν + nµnν , hµα∇αvν =Dµvν (D1)
for a vector v tangent to Σt. The time evolution is characterised by a time flow vector t = tµ∂µ
which can be decomposed in terms of a lapse and a shift
t = Nn +M . (D2)
The characteristic property of this vector is that the Lie derivative along t of any vector tangent
to Σt is still tangent to Σt. This means that
hα
µLtnµ = 0. (D3)
and it implies that the acceleration aµ of fiducial observers static with respect to the foliation
and whose velocity is given by nµ is a vector tangent to Σt given by the space derivative of the
lapse function:
aµ ≡ ∇nnµ = DµN
N
. (D4)
If we denote by T the time function characterising the foliation, its property are that
We denote by gµν the spacetime metric From the definition of the Riemann tensor we have
that
hα
α′hββ′Rα′µβ′νtµnν = hαα′hββ′tµ(∇α′∇µnβ′ −∇µ∇α′nβ′)= hββ′Dα∇tnβ′ − (hαα′∇α′tµ)(hββ′∇µnβ′) − hαα′hββ′∇t(Dα′nβ′ − nα′aβ′)
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In order to continue we introduce the extrinsic tensor
Kαβ ≡Dαnβ.
and the notation
Dαtβ ≡ −NKαβ +DαMβ.
the symmetrisation of this tensor is the time derivative of the metricLthαβ =Dαtβ +Dβtα, (D5)
We also introduce the important notion of the acceleration of the t observers defined by
aµt ≡ ∇tnµ = Naµ −KµνMν . (D6)
Since the time flow preserve the foliation we have hµ
αLtnα = ∇tnµ + n ⋅ Dµt = 0, so we can
equivalently write the t-observer acceleration as
aµt = −n ⋅Dµt. (D7)
This means that hα
α′∇α′tµ =Dαtµ + atαnµ, thus we get
hα
α′hββ′Rα′tβ′n = −hαα′hββ′∇tKα′β′ −KµβDαtµ +Dαatβ
Using the definition of the Lie derivative and the antisymetry of R in the last two indices, we
can write this equation as
hα
α′Rα′tβn = −LtKαβ +KαµDβtµ +Dαatβ (D8)
This is the combination of Ricci and Codazzi equation. Taking the trace of this identity we
obtain
Rtn = −LtK −KαβDαtβ +Dα∇tnα (D9)
Appendix E: More on acceleration
Let us recall the definition of the accelerations in section III A. We have the normal acceler-
ations
γn ≡ s∇nn, γs ≡ s∇sn. (E1)
And the tangential accelerations
an = ∇nn, as = ∇sn, b + ω
2
= ∇ns, b − ω
2
= ∇sn. (E2)
plus the normal one form pia = qabs∇bn. These accelerations appear in the decomposition of the
differential of n,s:
dn = γns ∧n + an ∧n + (ω
2
+pi − b) ∧ s, (E3)
ds = γss ∧n + as ∧ s − (ω
2
+pi + b) ∧n. (E4)
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The space-time metric can be written in two different ways according to the time slicing or
screen slicing:
ds2 = −ρ2 cosh2 βdT 2 + (τdR + ρ sinhβdT )2 + (dx +ϕdT +ψdR)⋅q ⋅(dx +ϕdT +ψdR)= τ2 cosh2 βdR2 − (ρdT − ρ sinhβdR)2 + (dx +ϕdT +ψdR)⋅q ⋅(dx +ϕdT +ψdR)
Lets start with the time slicing frame (n,s). In this coordinates the orthonormal slice frame is
given by
nadx
a = −ρ coshβ dT, sadxa = τdR + ρ sinhβ dT. (E5)
For the screen frame (n¯, s¯) = coshβ(n,s) + sinhβ(s,n), we have:
s¯adx
a = τ coshβ dR, n¯adxa = −ρdT + τ sinhβ dR. (E6)
while the corresponding vectors are
τ∂s = ∂R − ψA∂A ≡ ∂rˆ, (ρτ coshβ)∂n = τ∂T − ρ sinhβ∂R − (ϕA − sinhβψA)∂A,
for the slicing frame and
ρ∂n¯ = ∂T − ϕA∂A ≡ ∂tˆ, (ρτ coshβ)∂s¯ = ρ∂R + τ sinhβ∂T − (ψA + sinhβϕA)∂A.
for the screen frame. By taking the differential of (E5) formula and using that
dT = − n
ρ coshβ
, dR = 1
τ
(s + tanhβn)
we can express the accelerations in term of the foliation scalars: One obtains
dn = ∂rˆ(ρ coshβ)
ρτ coshβ
s ∧n + d(ρ coshβ)
ρ coshβ
∧n (E7)
ds = (∂tˆτ − ∂rˆ(ρ sinhβ)
ρτ coshβ
)s ∧n + dτ
τ
∧ s − tanhβd ln(ρ sinhβ
τ
) ∧n
from this we conclude that
γn = ∂rˆ(ρ coshβ)
ρτ coshβ
, γs = ∂tˆτ − ∂rˆ(ρ sinhβ)
ρτ coshβ
(E8)
while
an = d(ρ coshβ)
ρ coshβ
, as = dτ
τ
, (E9)
and
∇sn = pi, ∇ns = −pi + tanhβ (dρ
ρ
− dτ
τ
) + dβ. (E10)
Thus ω = −2pi + 2b with
2b = tanhβ (dρ
ρ
− dτ
τ
) + dβ. (E11)
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We can perform a similar computation in the screen frame
ds¯ = ∂tˆ(τ coshβ)
ρτ coshβ
s¯ ∧ n¯ + d(τ coshβ)
τ coshβ
∧ s¯ (E12)
dn¯ = (∂rˆρ + ∂tˆ(τ sinhβ)
ρτ coshβ
) s¯ ∧ n¯ + dρ
ρ
∧ n¯ + tanhβd ln(τ sinhβ
ρ
) ∧n
from this we conclude that
γ¯s¯ = ∂tˆ(τ coshη)
ρτ coshη
, γ¯n¯ = ∂rˆρ + ∂tˆ(τ sinhη)
ρτ coshη
(E13)
while
a¯n¯ = dρ
ρ
, a¯s¯ = d(τ coshβ)
τ coshβ
= dτ
τ
+ tanhβdβ, (E14)
and
∇n¯s¯ = −p¯i, ∇n¯s¯ = p¯i − tanhβ (dτ
τ
− dρ
ρ
) − dβ. (E15)
Thus
−2b¯ = dβ + tanhη (dτ
τ
− dρ
ρ
) . (E16)
Note that we can rewrite the radial acceleration coefficient which enters the definition of the
surface tension as
γ¯tˆ = ∂tˆβ + ∂rˆρ + sinhβ∂tˆττ coshβ (E17)
Using the fact that scoshβ = s¯ − tanhβn¯ we can rewrite this expression as
γ¯tˆ = ∂tˆβ + tanhβ (∂tˆττ − ∂tˆρρ ) + ∂t⊥ρρ . (E18)
with tˆ = ρn¯ and t⊥ = ρs¯. Note that from sec.III B and eq.83 we have that κtˆ = 12(γ¯tˆ +∇s¯ρ) is the
average of the screen acceleration and the Newtonian acceleration. On the other hand from the
original definition we have that κtˆ = γ¯tˆ − 12 δ¯tˆ. Equating the two expressions therefore gives that
δ¯tˆ = (γ¯tˆ − ∂s¯ρ) is the difference between the radial and Newtonian acceleration, which is then
equal to
δ¯tˆ = ∂tˆβ + tanhβ (∂tˆττ − ∂tˆρρ ) . (E19)
In summary this gives
κtˆ = ∇s¯ρ + 12 (∂tˆβ + tanhβ (∂tˆττ − ∂tˆρρ )) (E20)
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Now we also have that
κ = −p¯i + 1
2
(dβ + tanhη (dτ
τ
− dρ
ρ
)) (E21)
so in total we get
κt = ∇t⊥φ −ϕ⋅p¯i + 1
2
(∂tβ + tanhβ (∂tτ
τ
− ∂tρ
ρ
)) (E22)
and
γt = ∇t⊥φ −ϕ⋅p¯i + ∂tβ + tanhβ (∂tτ
τ
− ∂tρ
ρ
) (E23)
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