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Abstract
The Pearson-type VII distributions (containing the Student’s t distributions) are becoming increasing prominent and are being
considered as competitors to the normal distribution.Motivated by real examples in decision sciences, Bayesian statistics, probability
theory and Physics, a new Pearson-type VII distribution is introduced by taking the product of two Pearson-type VII pdfs. Various
structural properties of this distribution are derived, including its cdf, moments, mean deviation about the mean, mean deviation
about the median, entropy, asymptotic distribution of the extreme order statistics, maximum likelihood estimates and the Fisher
information matrix. Finally, an application to a Bayesian testing problem is illustrated.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
The normal distribution is the most popular distribution in statistics. It has dominated statistical theory and its
applications for at least a century. Recently, however, the Pearson-type VII distribution (containing the Student’s t
distribution) has received much popularity especially because of its applications to ﬁnance and related areas. It is being
considered as a competitor to the normal distribution for several reasons:
• Pearson-type VII distribution (Student’s t distribution) is of central importance in statistical inference.
• Applications of Pearson-type VII distribution (Student’s t distribution) is a very promising path to take. Classical
analysis is soundly bend on the normal distribution while Pearson-type VII distribution (Student’s t distribution)
offers a more viable alternative with respect to real-world data particularly because its tails are more realistic.
Already we have seen unexpected applications in novel areas such as cluster analysis, discriminant analysis, multiple
regression, robust projection indices and missing data imputation.
• Pearson-type VII distribution (Student’s t distribution) for the past twenty to thirty years has played a crucial role
in Bayesian analysis. It serves as the most popular prior distribution (because elicitation of prior information in
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Fig. 1. Plots of the pdf of (1) for: (a) M = 2; (b) M = 3; (c) M = 5; and, (d) M = 10. The four curves in each plot are: the solid curve (N = 2), the
curve of lines (N = 3), the curve of dots (N = 5), and the curve of lines and dots (N = 10).
various physical, engineering and ﬁnancial phenomena is closely associated with the Pearson-type VII distribution
(Student’s t distribution)) and generates meaningful posterior distributions.
This has increased the need to have more variations of the Pearson-typeVII distribution (Student’s t distribution). In
this paper, we consider a variation with a pdf that is proportional to the product of two Pearson-type VII densities, i.e.,
f (x) = C
(
1 + x
2
m
)1/2−M(
1 + x
2
n
)1/2−N
(1)
for −∞<x <∞, m> 0, n> 0, M > 1 and N > 1, where C denotes the normalizing constant to be determined later.
We refer to (1) as the product Pearson-typeVII density distribution. If we re-parameterize (M,N,m, n) as (1+a/2, 1+
b/2, a, b) then (1) can be re-expressed as
f (x) = C
(
1 + x
2
a
)−(1+a)/2(
1 + x
2
b
)−(1+b)/2
(2)
for −∞<x <∞, a > 0, b> 0, > 0 and > 0. We refer to (2) as the product t density distribution. Like the Pearson-
typeVII (Student’s t) pdf, (1) is unimodal with mode at 0. The Pearson-typeVII pdf (actually, an afﬁne transformation
of it) arises as the particular case of (1) for m = n and M = N . Fig. 1 illustrates possible shapes of (1) for selected
values of M and N . Note that the y-axes are plotted on log scale. The effect of the parameters is evident.
One could ask why choose the variation deﬁned by (1) or equivalently (2)? The need for (1) and (2) arises in
many applied areas. We discuss four examples from decision sciences (Example 1), Bayesian statistics (Example 2),
probability theory (Example 3) and Physics (Example 4).
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1.1. Example 1
The ﬁrst example arises from decision sciences and is due to Lindley [4] An investigator N is considering a real
quantity  about which he is uncertain and consults a subject S who provides a probability distribution for . How
should N update his opinion of  in the light of the information provided by S? With S’s description of his probability
distribution in terms of the numbers (m, s), N ’s updating is performed by the Bayes’ theorem:
p( | m, s) ∝ p(,m, s)
= p(m, s, )
p(s, )
p(s, )
p()
p()
= p(m | s, )p(s | )p().
Suppose there are two subjects. For each subject, assume p(m | s, ) is a normal pdf with mean  and standard
deviation s and that /2 is chi-square distributed (independently of m) with degrees of freedom . We leave the
degrees of freedom arbitrary at  but suppose that they are the same for both subjects. Suppose the subjects give the
same value for their standard deviation, say s1 = s2 = 1, but they differ on the means; say m1 = +m, m2 = −m. We
suppose no scale information. With normal distributions ( → ∞,  = 1), N ’s distribution for  is normal with mean
( 12 )(m1 + m2) = 0 and variance 12 . In other words, whatever m is, the result is a compromise midway between +m
and −m with variance only one half the variance (s2 = 1) quoted by each subject. With the Student’s t distributions
(Pearson-type VII distributions) replacing the normal distributions, the resulting distribution of  for N has the pdf
proportional to
p() ∝
[
1 + ( − m)
2

]−(1+)/2[
1 + ( + m)
2

]−(1+)/2
.
This pdf is more intuitive than the normal case. With normality, the spread of , reﬂected by the variance, is 12 the value
of m: i.e., the compromise at zero, somewhat forced when m2 is large, is always regarded as more precise than either
subject’s separate judgment (s2 = 1). For example, with m = 51/2 = 2.24, S1 thinks that  lies in (0.24, 4.24)—at two
standard deviations—whereas S2 similarly assesses that  lies in the interval (−4.24,−0.24). The two intervals do not
overlap, yet a compromise is made at zero and the compromise interval is (−1.42,+1.42), shorter than given by either
of the subjects. In contrast, with Student’s t distributions (Pearson-type VII distributions) with  = 5 (so that m2 = )
the 95% intervals for S1 and S2 are (−0.33,+4.81) and (−4.81,+0.33), respectively, which do overlap. Since m2 = 
there is a compromise at zero, included in both intervals, but the 95% interval for N (found by numerical integration)
is (−2.91,+2.91). This interval has width 5.82 (compared with 2.84 for the normal interval) and exceeds the width,
5.14, provided by either subject separately. Consequently, due to the discrepancy between S1 and S2, N ’s uncertainty
about  is greater than it would have been with one of the two subjects.Again, the results for the Student’s t distribution
(Pearson-type VII distribution) are more in accord with our intuition than those for the normal.
1.2. Example 2
The second example arises from a Bayesian hypothesis testing problem. Suppose that we want to test H0 :  = 0
versus H1 :  = 0, where  is the mean of some normal population. Suppose too that we have two independent samples
y1 ∼ N(1n1 , 21In1) and y2 ∼ N(1n2 , 22In2), where 1n denotes an n × 1 vector on 1’s and In denotes an identity
matrix of dimension n × n. The joint pdf of y1 and y2 is
f (y1, y2 | , 1, 2) ∝ −n11 −n22 exp{−(1/2)[−21 (y1 − 1n1)T(y1 − 1n1)
+ −22 (y2 − 1n2)T(y2 − 1n2)]}. (3)
Using the diffuse prior
	(, 1, 2) = −11 −12 (4)
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or equivalently
	(, −21 , 
−2
2 ) = 2122,
we obtain the joint posterior pdf
	(, −21 , 
−2
2 | y1, y2) ∝ 2−n11 2−n22 exp{−(1/2)[−21 (y1 − 1n1)T(y1 − 1n1)
+ −22 (y2 − 1n2)T(y2 − 1n2)]}.
Integrating out, we obtain the marginal posterior pdf of  as
	( | y1, y2) ∝ [(y1 − 1n1)T(y1 − 1n1)]−n1/2[(y2 − 1n2)T(y2 − 1n2)]−n2/2
= [S21 + n1( − y¯1)2]−n1/2[S22 + n2( − y¯2)2]−n2/2, (5)
where y¯1 = (1/n1)∑ y1,j , y¯2 = (1/n2)∑ y2,j , S21 =∑ y21,j − n1y¯21 and S22 =∑ y22,j − n2y¯22 . Thus, given the joint
density (3) and the prior (4), the marginal posterior density of  takes the form of the product of two Student’s t
(Pearson-typeVII) pdfs. This posterior pdf can be used to test H0 : = 0 versus H1 :  = 0, as illustrated in Section 8.
1.3. Example 3
Distributions of the form (1) and (2) are also of interest in probability theory. For example, Takano [8] studied the
inﬁnite divisibility products of Cauchy pdfs—note that Cauchy distributions are particular cases of the Pearson-type
VII distribution.
1.4. Example 4
The ﬁnal example comes from Physics [2]. An observer’s information about a quantum system is captured by the
density matrix that he or she assigns to it (To be precise, the density matrix characterizes the observers knowledge
regarding the possible results of all future measurements which can be made on the system.). The more mixed this
matrix, the less the observer can say about the results of future measurements on the system, and thus about the future
behavior of the system; conversely, if the state is pure then the outcomes of some measurements can be predicted with
certainty.
Naturally, two observers need not have the same information about the quantum system, so that in general their
density matrices for the system will be different. If two observers have obtained their information about a system
independently, then together they have gathered more data about the system than they each have individually. The
question then arises, is it possible for them to come up with a single density matrix, being a function only of their
individual density matrices, which embodies their combined information?
For classical systems, in which the states of knowledge are probability densities, this is indeed the case when the
observers have made their measurements without disturbing the system. In this case there is a simple formula for the
combined state in terms of the individual states of knowledge. If the two states of knowledge concern the variable x,
and are given by the probability density functions (pdfs) fA(x) and fB(x), then the combined state is
fAB(x) = CfA(x)fB(x),
where C denotes the normalizing constant.
If the measurement data obtained about the system by the respective observers agrees, then their probability densities
will be peaked about similar values of x, and the combined state of knowledge will have a lower entropy than the
individual densities. This is to be expected, since the agreement of the two data sets serves to make the observer with
both sets more certain of the value of x. However, if the two sets disagree signiﬁcantly, then the combined density will
have a higher entropy, since the observer will be less certain about the value of x. Further, the combined best-estimate
for x is more highly weighted towards that of the observer who was more certain to start with regarding the value of x
(i.e., whose density was more sharply peaked), as one would expect.
Given the above examples, it is important that the product Pearson-type VII density distribution (product t density
distribution) is introduced as a new distribution and its properties are studied comprehensively. This is the aim of this
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paper. The results are outlined as follows: Sections 2–7 derive various structural properties of (1), including its cdf,
moments, mean deviation about the mean, mean deviation about the median, entropy, asymptotic distribution of the
extreme order statistics, maximum likelihood estimates and the Fisher information matrix. An application of (1) to the
Bayesian testing problem (Example 3) is detailed in Section 8.
The calculations of this paper involve several special functions, including the Appell function of the ﬁrst kind
deﬁned by
F1(a, b, c; d; x, y) =
∞∑
m=0
∞∑
n=0
(a)m+n(b)m(c)nxmyn
(d)m+nm!n! ,
the Gauss hypergeometric function deﬁned by
2F1(a, b; c; x) =
∞∑
k=0
(a)k(b)k
(c)k
xk
k! ,
the Legendre function of the ﬁrst kind deﬁned by
P

 (x) = 1
(1 − )
(
1 + x
1 − x
)/2
2F1
(
−,  + 1; 1 − ; 1 − x
2
)
,
the Legendre function of the second kind deﬁned by
Q

 (x) =
√
	 exp(i	)
( +  + 1)
2+1
( + 3/2) x
−−−1(x2 − 1)/2
× 2F1
(
 +  + 1
2
,
 + 
2
+ 1;  + 3
2
; 1
x2
)
,
the complete elliptical integral of the ﬁrst kind deﬁned by
EllipticK(x) =
∫ 1
0
dt√
1 − t2√1 − x2t2
and, the complete elliptical integral of the second kind deﬁned by
EllipticE(x) =
∫ 1
0
√
1 − x2t2√
1 − t2 dt ,
where (f )k = f (f + 1) · · · (f + k − 1) denotes the ascending factorial. The properties of the above special functions
can be found in Prudnikov et al. [5] and Gradshteyn and Ryzhik [1].
2. Cumulative distribution function
The cdf corresponding to (1) can be written as
F(x) =
{ 1
2 + CI(| x |) if x > 0,
1
2 − CI(| x |) if x < 0,
(6)
where
I (x) =
∫ x
0
(
y2
m
+ 1
)−(1+a)/2(
y2
n
+ 1
)−(1+b)/2
dy, (7)
where a = 2(M − 1) and b = 2(N − 1). Setting z = y2, (7) can be rewritten as
I (x) = 1
2
∫ x2
0
z−1/2
( z
m
+ 1
)−(1+a)/2( z
n
+ 1
)−(1+b)/2
dz,
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which can be calculated by application of Eq. (2.2.8.5) in Prudnikov et al. [5, volume 1] as
I (x) = x
2
F1
(
1
2
,
1 + a
2
,
1 + b
2
,
3
2
;−x
2
m
,−x
2
n
)
. (8)
Combining (6) and (8), we have an expression for the cdf of (1) in terms of the Appell function of the ﬁrst kind
3. Moments
If k is odd then it is obvious that E(Xk) = 0. If k is even then one can write
E(Xk) = Cm(1+a)/2n(1+b)/2
∫ ∞
−∞
xk(x2 + m)−(1+a)/2(x2 + n)−(1+b)/2 dx
= 2Cm(1+a)/2n(1+b)/2
∫ ∞
0
xk(x2 + m)−(1+a)/2(x2 + n)−(1+b)/2 dx
= Cm(1+a)/2n(1+b)/2
∫ ∞
0
y(k−1)/2(y + m)−(1+a)/2(y + n)−(1+b)/2 dy (9)
after substituting y = x2. Applying Eq. (2.2.6.24) in Prudnikov et al. [5, volume 1] to calculate the integral in (9), the
nth moment of X can be expressed in the form
E(Xk) = Cm(1+k)/2B
(
k + 1
2
,
1 − k + a + b
2
)
2F1
(
k + 1
2
,
b + 1
2
; 1 + a + b
2
; 1 − m
n
)
(10)
for k < 1 + a + b even and mn, where a = 2(M − 1) and b = 2(N − 1).
Using special properties of the Gauss hypergeometric function, the following simpler forms for (10) can be obtained.
Firstly, the normalizing constant C in (1) is given by
1
C
= √mB
(
1
2
,
1 + a + b
2
)
2F1
(
1
2
,
b + 1
2
; 1 + a + b
2
; 1 − m
n
)
for mn, where a= 2(M − 1) and b= 2(N − 1). Secondly, if M =N then (10) can be reduced to one of the following
equivalent forms:
E(Xk) = C2am(1+k)/2B
(
k + 1
2
,
1 − k + 2a
2
)


(
1 + a
2
)
×
(
1 − 

)−a/2(

)(a−k−1)/4
P
−a/2
(k−a−1)/2
(
 + 
2
√

)
,
E(Xk) = C2
1+am(1+k)/2B((k + 1)/2, (1 − k + 2a)/2)
(1 + a/2)√
	
(a + (1 − k)/2)
×
(
1 − 

)−(1+a)/2(

)(a−k)/4
exp
{
i	(k − a)
2
}
Q
(a−k)/2
(a−1)/2
(
 + 
 − 
)
,
E(Xk) = C2
1+am(1+k)/2B((k + 1)/2, (1 − k + 2a)/2)
(1 + a/2)√
	
((1 + k)/2)
×
(


− 1
)−(1+a)/2(

)(a−k)/4
exp
{
− i	(k − a)
2
}
Q
(k−a)/2
(a−1)/2
(
− + 
 − 
)
for k < 1 + 2a even, where a = 2(M − 1), b = 2(N − 1),  = m/a and  = n/b. Finally, if M = N and m = n then
(10) can be reduced to the familiar form
E(Xk) = Cm(1+k)/2B
(
k + 1
2
,
1 − k + 2a
2
)
for k < 1 + 2a even, where a = 2(M − 1).
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4. Mean deviations
The amount of scatter in a population is evidently measured to some extent by the totality of deviations from the
mean and the median. These are known as the mean deviation about the mean and the mean deviation about the
median—deﬁned by
1(X) =
∫ ∞
−∞
|x − |f (x) dx
and
2(X) =
∫ ∞
−∞
|x − M|f (x) dx,
respectively, where =E(X) andM=Median(X). Since both =0 andM=0, it follows that 1(X)=2(X)=E(| X |).
This expectation of absolute values of X can be calculated as
E(| X |) = 2C
∫ ∞
0
x
(
x2
m
+ 1
)−(1+a)/2(
x2
n
+ 1
)−(1+b)/2
dx
= C
∫ ∞
0
√
y
( y
m
+ 1
)−(1+a)/2(y
n
+ 1
)−(1+b)/2
dy
= Cm3/2B
(
3
2
,
a + b − 1
2
)
2F1
(
3
2
,
b + 1
2
; 1 + a + b
2
; 1 − m
n
)
for mn, where we have set y = x2 and applied Eq. (2.2.6.24) in Prudnikov et al. [5, volume 1]. Here, a = 2(M − 1)
and b = 2(N − 1).
5. Rényi entropy
An entropy of a random variable X is a measure of variation of the uncertainty. Rényi entropy is deﬁned by
JR() = 11 −  log
{∫
f (x) dx
}
,
where > 0 and  = 1 [6]. It follows easily by application of Eq. (2.2.6.24) in Prudnikov et al. [5, volume 1] that
∫ ∞
0
f (x) dx = 2C
∫ ∞
0
(
1 + x
2
m
)−(1+a)/2(
1 + x
2
n
)−(1+b)/2
dx
= C√mB
(
1
2
,
1 + c + d
2
)
2F1
(
1
2
,
d + 1
2
; 1 + c + d
2
; 1 − m
n
)
for mn, where c =  + a − 1, d =  + b − 1, a = 2(M − 1) and b = 2(N − 1). Thus, Rényi entropy for (1) is
given by
JR() = 11 − 
{
 log C + log √m + log B
(
1
2
,
1 + c + d
2
)
+ log 2F1
(
1
2
,
d + 1
2
; 1 + c + d
2
; 1 − m
n
)}
for mn.
6. Asymptotics
If X1, . . . , Xk is a random sample from (1) and if X¯= (X1 +· · ·+Xk)/n denotes the sample mean then by the usual
central limit theorem
√
n(X¯ − E(X))/√Var(X) approaches the standard normal distribution as n → ∞. Sometimes
one would be interested in the asymptotics of the extreme values Mn =max(X1, . . . , Xk) and mn =min(X1, . . . , Xk).
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Note from (1) that f (t) ∼ Cm(1+a)/2n(1+b)/2t−(a+b+2) as t → ±∞, where a = 2(M − 1) and b = 2(N − 1). Thus, it
follows by using l’Hospital’s rule that
1 − F(tx)
1 − F(t) → x
−(a+b+1)
as t → ∞ and
F(tx)
F (t)
→ x−(a+b+1)
as t → −∞. Hence, it follows from Theorem 1.6.2 in Leadbetter et al. [3] that there must be norming constants ak > 0,
bk , ck > 0 and dk such that
Pr{ak(Mk − bk)x} → exp{−x−(a+b+1)}
and
Pr{ck(mk − dk)x} → 1 − exp{−(−x)−(a+b+1)}
as k → ∞. The form of the norming constants can also be determined. For instance, using Corollary 1.6.3 in Leadbetter
et al. [3], one can see that bk = 0 and ak satisﬁes 1 − F(ak) ∼ 1/k as k → ∞. Using the fact that 1 − F(t) ∼
(C/(a + b + 1))m(1+a)/2n(1+b)/2t−(a+b+1) as t → ∞, one can show that
ak =
(
kCm(1+a)/2n(1+b)/2
a + b + 1
)1/(a+b+1)
satisﬁes 1 − F(ak) ∼ 1/k. Using the relationships
Pr(ak max(X1, . . . , Xk)x)
= Pr(−ak max(X1, . . . , Xk) − x)
= 1 − Pr(−ak max(X1, . . . , Xk) − x)
= 1 − Pr(ak min(−X1, . . . ,−Xk) − x),
one can see that ck = ak and dk = 0.
7. Estimation
Here, we consider maximum likelihood estimation of the parameters when X1, . . . , Xk is a random sample from (1)
and also provide expressions for the associated Fisher information matrix. Under the re-parameterization (a, b, , )=
(2(M − 1), 2(N − 1),m/a, n/b), the log-likelihood is
log L(a, b, , ) = k log K − 1 + a
2
k∑
j=1
log(X2j + m) −
1 + b
2
k∑
j=1
log(X2j + n),
where K = m(1+a)/2n(1+b)/2C. The ﬁrst derivatives with respect to the four parameters are
 log L
a
= k
K
K
a
− 1
2
k∑
j=1
log(X2j + m) −
(1 + a)
2
k∑
j=1
1
X2j + m
,
 log L
b
= k
K
K
b
− 1
2
k∑
j=1
log(X2j + n) −
(1 + b)
2
k∑
j=1
1
X2j + n
,
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 log L

= k
K
K

− (1 + a)a
2
k∑
j=1
1
X2j + m
and
 log L

= k
K
K

− (1 + b)b
2
k∑
j=1
1
X2j + n
.
Thus, the maximum likelihood estimates of the four parameters are the solutions of the equations:
k
K
K
a
= 1
2
k∑
j=1
log(X2j + m) +
(1 + a)
2
k∑
j=1
1
X2j + m
,
k
K
K
b
= 1
2
k∑
j=1
log(X2j + n) +
(1 + b)
2
k∑
j=1
1
X2j + n
,
k
K
K

= (1 + a)a
2
k∑
j=1
1
X2j + m
and
k
K
K

= (1 + b)b
2
k∑
j=1
1
X2j + n
.
Calculation of the associated Fisher information matrix requires second-order derivatives of log L. All of the second-
order derivatives take the form
2 log L
ij
= − n
K2
K
i
K
j
+ n
K
2K
ij
except for
2 log L
a2
= − k
K2
(
K
a
)2
+ k
K
2K
a2
− 
k∑
j=1
1
X2j + m
+ (1 + a)
2
2
k∑
j=1
1
(X2j + m)2
,
2 log L
a
= − k
K2
K
a
K

+ k
K
2K
a
−
(
a + 1
2
) k∑
j=1
1
X2j + m
+ (1 + a)m
2
k∑
j=1
1
(X2j + m)2
,
2 log L
b2
= − k
K2
(
K
b
)2
+ k
K
2K
b2
− 
k∑
j=1
1
X2j + n
+ (1 + b)
2
2
k∑
j=1
1
(X2j + n)2
,
2 log L
b
= − k
K2
K
b
K

+ k
K
2K
b
−
(
b + 1
2
) k∑
j=1
1
X2j + n
+ (1 + b)n
2
k∑
j=1
1
(X2j + n)2
,
2 log L
2
= − k
K2
(
K

)2
+ k
K
2K
2
+ (1 + a)a
2
2
k∑
j=1
1
(X2j + m)2
and
2 log L
2
= − k
K2
(
K

)2
+ k
K
2K
2
+ (1 + b)b
2
2
k∑
j=1
1
(X2j + n)2
.
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Table 1
Cholesterol levels data set
Day 2 Day 4 Day 14
270 218 156
236 234 NA
210 214 242
142 116 NA
280 200 NA
272 276 256
160 146 142
220 182 216
226 238 248
242 288 NA
186 190 168
266 236 236
206 244 NA
318 258 200
294 240 264
282 294 NA
234 220 264
224 200 NA
276 220 188
282 186 182
360 352 294
310 202 214
280 218 NA
278 248 198
288 278 NA
288 248 256
244 270 280
236 242 204
Thus, the elements of the Fisher information matrix are straight-forward upon noting that
E
[(
1 + X
2
m
)−i(
1 + X
2
n
)−j]
= C√mB
(
1
2
,
1 + c + d
2
)
2F1
(
1
2
,
d + 1
2
; 1 + c + d
2
; 1 − m
n
)
for mn, where c = 2i + a, d = 2j + b, a = 2(M − 1) and b = 2(N − 1).
8. Application
Here, we return to the problem discussed in Example 3. We consider a data set arising from a study conducted
at a major north eastern American medical center regarding blood cholesterol levels and heart-attack incidents [7].
A total of 28 heart-attack patients had their cholesterol levels measured 2 days, 4 days, and 14 days after the attack
(see Table 1). The units of cholesterol measurement are not given in the original reference but are presumably mg/dL
of blood.
We use the above data set to illustrate the Bayesian hypothesis testing of H0 : =0 versus H1 :  = 0. The parameter
 represents the change in the Cholesterol level with respect to time. Take y1 to be the observed differences between
the ﬁrst and second columns in Table 1 and y2 to be the observed differences between the second and third columns in
Table 1. The Shapiro–Wilk test was used to verify that y1 and y2 are normally distributed (p-values: 0.830 and 0.332,
respectively). The independence of the values within y1 and those within y2 was veriﬁed by plotting the autocorrelation
functions. Finally, the independence between y1 and y2 was veriﬁed by the test for association (p-value: 0.840).
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Using formula (10), the Bayes estimator of  in (5) is E( | y1, y2) = 16.658. Thus, the likelihood ratio becomes:
−2{log L(0 | y1, y2) − log L(16.658 | y1, y2)} = 8.825. Since 8.825> 3.841 = 21,0.95, there is evidence to suggest
change in Cholesterol level with respect to time. This is consistent with the known conclusions of the paired t-test on
the same data set [7].
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