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ON THE TRANSITION TO THE NORMAL PHASE FOR
SUPERCONDUCTORS SURROUNDED BY NORMAL
CONDUCTORS
SØREN FOURNAIS AND AYMAN KACHMAR
Abstrat. For a ylindrial superondutor surrounded by a normal mate-
rial, we disuss transition to the normal phase of stable, loally stable and rit-
ial ongurations. Assoiated with those phase transitions, we dene ritial
magneti elds and we provide a suient ondition for whih those ritial
elds oinide. In partiular, when the ondutivity ratio of the superon-
duting and the normal material is large, we show that the aforementioned
ritial magneti elds oinide, thereby proving that the transition to the
normal phase is sharp. One key-ingredient in the paper is the analysis of
an ellipti boundary value problem involving `transmission' boundary ondi-
tions. Another key-ingredient involves a monotoniity result (with respet to
the magneti eld strength) of the rst eigenvalue of a magneti Shrödinger
operator with disontinuous oeients.
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1. Introdution
A type II superondutor plaed in an applied magneti eld undergoes three
phase transitions: When the intensity of the applied eld is below a rst ritial
valueHC1 , the sample exhibits the Meissner eet and remains in a superonduting
phase. When the eld is inreased further past HC1 , the sample is in a mixed state
and the magneti eld penetrates the material in quantized vorties. Inreasing
2000 Mathematis Subjet Classiation. Primary 35Q55, Seondary 35J25, 35A15, 58E50,
81Q10.
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the eld further past another ritial value HC2 , the sample exhibits surfae super-
ondutivity, and when the eld is inreased above HC3 , superondutivity is lost
and the sample is in the normal phase. The above piture is rigorously established
for extreme type II materials through the minimization of the Ginzburg-Landau
funtional, see for instane the papers [8, 12, 20, 27, 28, 30℄ and the books [7, 29℄
for results and additional referenes onerning the subjet.
In addition to the phase transitions assoiated with minimizers (stable states)
of the Ginzburg-Landau funtional, type II materials posses hysteresis assoiated
with loal minimizers (loally stable states) of the energy. For instane, a loally
stable state that does not posses vorties will remain loally stable in inreasing
magneti elds up to a super-heating eld, and a similar phenomenon is assoiated
with a sub-ooling eld assoiated with dereasing applied elds (see [31℄). It is
therefore natural to address a similar question when dealing with the transition of
normal states: Does loal stability persists for the normal state below HC3 , and
for the superonduting state above HC3 , or will there be hysteresis? That is, we
ask whether the transition from the superonduting phase to the normal phase
happens at a sharp ritial value of the magneti eld (= HC3).
For type II superonduting samples with smooth boundaries and surrounded
by the vauum, Fournais and Heler [8℄ showed that the transition is indeed sharp.
Hysteresis is exluded in [7℄. The ase of domains with orners [3℄ and the 3-
dimensional ase [8, 26℄ (see also [19, 26℄) have also been studied. The reason for
the sharp transition is essentially the monotoniity of the rst eigenvalue µ1(B) of
the Neumann Shrödinger operator
−(∇− iBF)2 in Ω, Ω ⊂ Rd (d = 2, 3) ,
for large values of the magneti eld, a property known as strong diamagnetism
(see [8, 9℄). Here F : Ω→ Rd is a vetor eld suh that curlF is a onstant.
In this paper, we address the same questionthe transition from superondut-
ing to normal phasebut for a superondutor surrounded by normal materials. It
is well known from the superonduting proximity eet (see [13, 14℄) that the pres-
ene of a normal material exterior to a superondutor allows the superonduting
eletron Cooper pairs to ow into the normal material in a narrow boundary layer.
The harateristi length sale of that layer is alled the `extrapolation length'. To
model this phenomenon, one has to onsider a generalized Ginzburg-Landau theory
where the order parameter and the magneti potential are not only dened in the
superonduting material but also in the normal material surrounding it.
For a ylindrial superonduting sample of ross setion Ω ⊂ R2, surrounded
by a normal material and plaed in a magneti eld parallel to the ylinder axis,
the Gibbs free energy is given by the following Ginzburg-Landau type funtional
(see [4℄):
G(ψ,A) = Gκ,H(ψ,A) =
∫
Ω
(
|∇κHAψ|2 − κ2|ψ|2 + κ
2
2
|ψ|4
)
dx (1.1)
+
∫
eΩ\Ω
(
1
m
|∇κHAψ|2 + aκ2|ψ|2
)
dx
+ (κH)2
∫
eΩ
|curlA− 1|2 dx .
Here we use the notation,
∇A = ∇− iA , (1.2)
for the magneti gradient.
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In the above funtional, Ω˜ ⊂ R2 is a bounded domain suh that Ω ⊂ Ω˜ and Ω˜\Ω
is the ross setion of the normal material
1
, the Ginzburg-Landau parameter κ > 0
is a harateristi of the superonduting material (the ratio of two harateristi
lengths), H > 0 is the intensity of the applied magneti eld, a > 0 is a harater-
isti of the normal material that depends on the temperature and its sign signies
that the temperature is above the ritial temperature of the normal material. Fi-
nally, m > 0 is the ondutivity ratio of the superonduting and normal materials.
Minimization of the funtional (1.1) will take plae over nite-energy ongurations
(ψ,A) ∈ H1(Ω˜;C) × H1(Ω˜;R2). Starting from a minimizing sequene, it is quite
standard to prove the existene of minimizers of (1.1), see [16℄.
We will always assume that Ω and Ω˜ are smooth, bounded and simply
onneted.
Notie that the normal state (0,F), with F being the unique vetor eld satisfying
curlF = 1 , divF = 0 in Ω˜ , ν · ∇F = 0 on ∂Ω˜ , (1.3)
is a ritial point of the funtional (1.1). It an also be shown that this state is the
unique normal state up to a gauge transformation (see [16℄). Congurations whih
are gauge equivalent to the normal state (0,F) will be alled trivial throughout the
paper.
Dening the set,
N sc(a,m;κ) = {H > 0 : Gκ,H has non-trivial critical points} , (1.4)
then it is known from [16, Theorem 4.7℄ (see also Theorem 2.3 in the present paper)
that the above set is bounded.
In onnetion with stability and loal stability of the normal state (0,F), we also
introdue the two sets:
N (a,m;κ) = {H > 0 : Gκ,H has a non-trivial minimizer} ,
N loc(a,m;κ) = {H > 0 : µ(1)(κ,H) < 0} . (1.5)
Here µ(1)(κ,H) is the ground state energy of the quadrati form
Q[κ,H ](φ) =
∫
Ω
(|∇κHFφ|2 − κ2|φ|2) dx+ ∫
eΩ\Ω
(
1
m
|∇κHFφ|2 + aκ2|φ|2
)
dx ,
(1.6)
i.e.
µ(1)(κ,H) = inf
φ∈H1(eΩ)
φ 6=0
(
Q[κ,H ](φ)
‖φ‖2
L2(eΩ)
)
. (1.7)
Sine Q[κ,H ] denes the Hessian of the funtional Gκ,H at the normal state (0,F),
we see that if H ∈ N loc(a,m;κ), then (0,F) is not a loal minimizer Gκ,H . Hene
we obtain the following inlusion,
N loc(a,m;κ) ⊂ N (a,m;κ) .
On the other hand, the following inlusion is trivial,
N (a,m;κ) ⊂ N sc(a,m;κ) . (1.8)
One of the main results of the present paper is the following.
1
In part of the existing literature on the subjet (see for example [23, 4℄)
eΩ is taken to be all
of R
2
. However, in the original paper of [15℄, the normal material (i.e.
eΩ \ Ω) has been taken
to be bounded. We take the latter point of view, in order to avoid ertain tehnial diulties
whih are unimportant for our present purpose. The funtional analysis neessary to overome
those diulties is developed in [16℄.
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Theorem 1.1. Given a > 0 and m > 1, there exists κ0 > 0 suh that, for all
κ ≥ κ0, the following equalities hold,
N sc(a,m;κ) = N loc(a,m;κ) = N (a,m;κ) .
In the literature, it is typial to introdue the following ritial elds (f. e.g.
[8, 27℄),
H
sc
C3(a,m;κ) = supN sc(a,m;κ) , HscC3(a,m;κ) = inf R+ \ N sc(a,m;κ) , (1.9)
HC3(a,m;κ) = supN (a,m;κ) , HC3(a,m;κ) = inf R+ \ N (a,m;κ) , (1.10)
H
loc
C3 (a,m;κ) = supN loc(a,m;κ) , H locC3 (a,m;κ) = inf R+ \ N loc(a,m;κ) ,
(1.11)
As a orollary of Theorem 1.1, we get a result onerning equality of the above
ritial elds.
Corollary 1.2. Given a > 0 and m > 1, there exists κ0 > 0 suh that, for all
κ ≥ κ0, the following equalities hold,
H
sc
C3(a,m;κ) = HC3(a,m;κ) = H
loc
C3 (a,m;κ) ,
and
HscC3(a,m;κ) = HC3(a,m;κ) = H
loc
C3 (a,m;κ) .
Remark 1.3. In [23℄, the seond author has established the following asymptoti
expansion of H locC3 (a,m;κ) (it an also be shown to hold for H
loc
C3 (a,m;κ)):
H locC3 (a,m;κ) =
κ
α0(a,m)
(1 + o(1)) as κ→∞ . (1.12)
The onstant α0(a,m) in (1.12) satises
1
2 < α0(a,m) < 1 for m > 1 and
α0(a,m) = 1 otherwise, and is dened via an auxiliary spetral problem (see Theo-
rem 3.1 below).
Remark 1.4. Theorem 1.1 does not over the regime m ≤ 1. In this spei
regime, we have by Remark 1.3 that the nuleation eld HC3 oinides with the
seond ritial eld HC2 . This reets one feature of superondutors surrounded by
normal materials, that surfae superondutivity an be absent (see [15℄). However,
we need spei tools to treat this interesting ase, whih are beyond the sope of
the present paper.
We say that the transition from the superonduting to the normal phase is sharp
if we have equality between upper and lower elds. By Corollary 1.2 it sues to
verify this for the `loal elds', i.e. look whether the following equality holds:
H locC3 (a,m;κ) = H
loc
C3 (a,m;κ) ?
One part of the present paper is devoted to this question, whih links to a mono-
toniity problem of magneti Shrödinger operators.
It is shown in [23℄ that there exists m∗ ≥ 1 (see (3.15) below for a preise
denition of m∗) suh that for m > m∗, the seond orretion term in (1.12) is of
order 1 and determined by the maximal value of the salar urvature of Ω. The
preise result in this ase is the following:
HC3(a,m;κ) =
κ
α0 (a,m)
+
C1 (a,m)
α0 (a,m)
3/2
(κr)max +O
(
κ−1/3
)
, as κ→ +∞,
(1.13)
where the funtion C1(a, ·) : [m∗,+∞[ 7→ R+ is dened via an auxiliary self-adjoint
operator (see (3.14)) and κr denotes the salar urvature of ∂Ω.
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Our nal result is that all the ritial elds oinide for large κ under the extra
ondition that m is suiently large.
Theorem 1.5. Given Ω, Ω˜ and a > 0, there exists m0 > 0 and if m > m0,
there exists κ0 > 0 suh that if κ > κ0 then all the six ritial elds dened in
(1.9), (1.10) and (1.11) oinide. Furthermore, their ommon value is the unique
solution H = HC3(a,m;κ) of the equation
µ(1)(κ,H) = 0 .
In partiular, the asymptotis (1.13) holds for all the six dierent denitions of the
ritial eld.
As we mentioned earlier, the essential key for establishing Theorem 1.5 is a
monotoniity result onerning the rst eigenvalue of a Shrödinger type operator.
Atually, let µ1(B,α) be the rst eigenvalue of the following operator
−∇BF · wm(x)∇BF + αBVa(x) in Ω˜ , (1.14)
with
wm(x) =
{
1 in Ω
1
m in R
2 \ Ω , Va(x) =
{ −1 in Ω
a in R2 \ Ω . (1.15)
Roughly speaking, we will establish that the equation in (B,α)
µ1(B,α) = 0
admits a unique solution provided that B is large enough and α remains lose to
α0(a,m).
In order to prove Theorem 1.1, we establish the following ruial estimate, valid
for any ritial point of the funtional Gκ,H (i.e. solution of (2.1) below),
a
∫
eΩ\Ω
|ψ|4 dx ≤
∫
Ω
|ψ|4 dx .
The above estimate is non-trivial and we prove it through a detailed analysis of the
regularity of ritial points of the funtional (1.1) (see Lemma 2.5 and Theorem 2.4
below). With the above estimate on the one hand, and other weak deay estimates
established in Lemmas 2.2 and 2.6 on the other hand, we prove Theorem 2.7,
whih links the existene of non-trivial ritial points to a spetral ondition on the
eigenvalue (1.7). Theorem 1.1 is then a onsequene of Theorem 2.7.
The paper is organized in the following way. In Setion 2, we establish a neessary
and suient ondition for the funtional Gκ,H to admit non-trivial ritial points,
see Theorem 2.7.
In Setion 3 we establish a monotoniity result for the eigenvalue µ1(B,α), see
Theorem 3.3. As a onsequene, we obtain equality of loal elds stated in Theo-
rem 1.5, Theorem 3.5 and Remark 3.6.
In Setion 4, we disuss the deay of energy minimizing order parameters, and
we prove that they deay exponentially away from the boundary provided that the
magneti eld is suiently large.
Finally, in the appendix, we prove an improved expansion for (1.13) in the partiular
ase when Ω is a dis domain.
2. Proof of Theorem 1.1
2.1. Basi estimates on solutions. We return now to the analysis of ritial
points of the funtional (1.1). As we mentioned in the introdution, minimizers of
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(1.1) exist in the spae H1(Ω˜;C) × H1(Ω˜;R2) and they are weak solutions of the
assoiated Ginzburg-Landau equations:
−∇κHA · wm∇κHAψ + κ2
(
Vaψ + 1Ω|ψ|2ψ
)
= 0 ,
∇⊥curlA = (κH)−1wmIm
(
ψ (∇− iκHA)ψ) , in Ω˜ ,
ν · (∇− iκHA)ψ = 0 , curlA = 1 on ∂Ω˜ ,
(2.1)
where ν is the unit outward normal vetor of ∂Ω˜.
In order to avoid the question of regularity onerning solutions of the above
equation, we shall invoke energy arguments and use only the weak formulation of
(2.1). More preisely, (ψ,A) ∈ H1(Ω˜;C)×H1(Ω˜;R2) is a weak solution of (2.1) if
for all φ ∈ H1(Ω˜;C) and a ∈ H1(Ω˜;R2), the following equalities hold,∫
eΩ
(
wm(x)(∇− iκHA)ψ · (∇− iκHA)φ
+ κ2(Va(x)ψ + 1Ω(x)|ψ|2ψ)φ
)
dx = 0 , (2.2)∫
eΩ
curl (A− F)(curl a)− wm(x)(κH)−1Im
(
ψ (∇− iκHA)ψ) · a dx = 0 . (2.3)
A standard hoie of gauge permits us to minimize (1.1) in the redued spae
H1(Ω˜;C)×H1div(Ω˜;R2) , where
H1div(Ω˜;R
2) = {A ∈ H1(Ω˜;R2) : divA = 0 in Ω˜ , ν ·∇A = 0 on ∂Ω˜} . (2.4)
We get as immediate onsequene of the Poinaré Lemma (see e.g. [32, p. 16,
Theorem 1.5℄):
Lemma 2.1. There exists a onstant C > 0 suh that for all A ∈ H1div(Ω˜;R2),
‖A− F‖H1(eΩ) ≤ C‖curlA− 1‖L2(eΩ) . (2.5)
Here F is the vetor eld introdued in (1.3).
Lemma 2.2. Let (ψ,A) be a ritial onguration of (1.1), i.e. a weak solution of
(2.1). Then the following estimates hold :
‖ψ‖L∞(eΩ) ≤ 1 , (2.6)
‖(∇− iκHA)ψ‖L2(eΩ) ≤ max(1,
√
m)κ‖ψ‖L2(Ω) , (2.7)
a
∫
eΩ\Ω
|ψ|2 dx ≤
∫
Ω
|ψ|2 dx , (2.8)
‖ψ‖2L4(Ω) ≤ ‖ψ‖L2(Ω) , (2.9)
and
H‖curlA− 1‖L2(eΩ) ≤ C‖ψ‖L2(Ω)‖ψ‖L4(eΩ) . (2.10)
Here the onstant C > 0 depends only on a, m and Ω˜.
Proof. The estimate (2.6) is rather standard and is obtained in [16℄. It an be
derived using a simple energy argument as in [5℄, without relying on regularity
properties of (ψ,A).
Inserting φ = ψ in (2.2) we get,∫
eΩ
(
wm(x)|(∇− iκHA)ψ|2 + κ2Va(x)|ψ|2 + κ21Ω(x)|ψ|4
)
dx = 0 . (2.11)
Now (2.7) and (2.8) are onsequenes of (2.11). The estimate (2.9) is a onsequene
of (2.6).
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Now, we prove (2.10). Up to a gauge transformation, we may assume that
A ∈ H1div(ψ,A). Inserting a = A− F in (2.3) and estimating we get,
κH
∫
eΩ
|curl(A− F)|2 dx
≤ max
(
1,
1
m
)
‖ψ‖L∞(eΩ)‖(∇− iκHA)ψ‖L2(eΩ)‖(A− F)ψ‖L2(eΩ).
Invoking (2.6), (2.7) and applying a further Cauhy-Shwarz inequality, we get,
κH
∫
eΩ
|curl(A− F)|2 dx ≤
κmax
(
1,
1√
m
)
‖ψ‖L2(Ω)‖ψ‖L4(eΩ)‖A− F‖L4(eΩ). (2.12)
Now, by the Sobolev embedding theorem and Lemma 2.1, we get
‖A− F‖L4(eΩ) ≤ CSob‖A− F‖H1(Ω) ≤ C˜‖curl(A− F)‖L2(eΩ).
Thus, we an divide through by ‖ curlA− F‖L2(eΩ) in (2.12) to get (2.10). 
The next theorem gives the niteness of the ritial elds HC3 and is well-known
(see [17, 7℄ for superondutors in vauum and [16℄ for a setting similar to ours).
We give an easy (spetral) proof for ompleteness.
Theorem 2.3. There exists a onstant C > 0 suh that if
κ ≥ 1 and H ≥ Cκ, (2.13)
then the only weak solution to (2.1) is the normal state (0,F).
Proof. We may assumeafter possibly performing a gauge transformationthat
the stationary point satises (ψ,A) ∈ H1(Ω˜;C)×H1div(Ω˜;R2). Suppose that ψ 6= 0.
Using ‖ψ‖∞ ≤ 1, we have the pointwise inequality
|(∇− iκHF)ψ|2 ≤ 2|(∇− iκHA)ψ|2 + 2(κH)2|A− F|2. (2.14)
Upon integration of (2.14) and using Lemma 2.2, the Sobolev inlusion H1 →֒ L4
and Lemma 2.1, we nd∫
eΩ
|(∇− iκHF)ψ|2 dx ≤ Cκ2‖ψ‖2
L2(eΩ)
, (2.15)
for some onstant C > 0. This impliessine ψ 6= 0 by assumptionthat the
lowest Neumann eigenvalue µN (κH) of −(∇− iκHF)2 in L2(Ω˜) satises
µN (κH) ≤ Cκ2. (2.16)
However, sine Ω˜ is smooth, we have (see [7℄)
µN (κH) ≥ C′κH , ∀ H ≥ H0, (2.17)
for positive onstants C′ and H0 independent from κ. Combining (2.17) and (2.16)
yields the result. 
In the next theorem, we show that the L4 analogue of (2.8) holds for ritial
points.
Theorem 2.4. Let (ψ,A) ∈ H1(Ω˜;C) ×H1div(Ω˜;R2) be a weak solution of (2.1).
Then the following estimate holds,
a
∫
eΩ\Ω
|ψ|4 dx ≤
∫
Ω
|ψ|4 dx .
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The estimate in Theorem 2.4 is an essential ingredient in proving Theorem 2.7 be-
low (whih links the existene of non-trivial ritial points to a spetral ondition).
In order to prove Theorem 2.4, we need to establish some regularity properties for
solutions of (2.1).
Lemma 2.5. Let (ψ,A) ∈ H1(Ω˜;C) × H1div(Ω˜;R2) be a weak solution of (2.1).
Then,
(1) (ψ,A) ∈ H2(Ω˜ \ ∂Ω ;C)×H2(Ω˜ ;R2) .
(2) (ψ,A) ∈ C∞(Ω˜ \ ∂Ω ;C)× C∞(Ω˜ \ ∂Ω ;R2).
Let us emphasize that the omplete regularity of (ψ,A) up to the boundary
of Ω does not follow from standard regularity theory for ellipti PDE, and hene
deserves to be studied independently.
Proof of Lemma 2.5. The interior regularity of (ψ,A) (statement (2) above) is ob-
tained through a standard bootstrapping argument, see [29, Proposition 3.8℄.
We move now to the H2 regularity. Sine A ∈ H1div(Ω˜), the equation for A in
(2.1) beomes,
−∆A = g(x) in Ω˜ ,
oupled with the boundary onditions,
curlA = 1 , ν ·A = 0 , on ∂Ω˜ .
Here
g(x) := (κH)−1wm(x) (iψ, (∇− iκHA)ψ) ∈ L2(Ω˜) .
Now A ∈ H2(Ω˜) follows from the W k,p-regularity of the curl-div system (see [1℄).
To obtain the regularity of ψ one has to be more areful, sine ψ satises formally
a transmission ondition on ∂Ω,
T int∂Ω (ν · (∇− iκHA)ψ) =
1
m
T ext∂Ω (ν · (∇− iκHA)ψ) . (2.18)
Here
T int∂Ω : H1(Ω)→ L2(∂Ω) , T ext∂Ω : H1(R2 \ Ω)→ L2(∂Ω) (2.19)
are respetively, the `interior' and `exterior' trae operators, and ν is the outward
unit normal vetor of ∂Ω.
The ruial point is now to apply a suitable gauge transformation whih makes
the transmission ondition (2.18) independent of the vetor potential A.
Let χ be the solution of the following boundary value problem,
−∆χ = 0 in Ω , ν · ∇χ = ν ·A on ∂Ω .
Sine A ∈ H2(Ω˜), standard regularity theory gives χ ∈ W 2,p(Ω) for every p ≥ 1.
Let us x a hoie of p > 2 suh that Sobolev embedding gives W 2,p ⊂ C1,α for
some α ∈]0, 1[.
Given a smooth domain K suh that Ω ⊂ K ⊂ K ⊂ Ω˜, we an extend χ to a
funtion χ˜ ∈W 2,p(Ω˜) suh that suppχ ⊂ K (see Remark on p.257 in [6℄).
Now, dening,
ϕ = ψeieχ , B = A−∇χ˜ ,
the ondition (2.18) reads formally,
T int∂Ω (ν · ∇ϕ) =
1
m
T ext∂Ω (ν · ∇ϕ) . (2.20)
Atually, the equation for ϕ beomes,
−div (wm(x)∇ϕ) = f in Ω˜ ,
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with
f(x) = −(κH)wm(x)
[
2i(B · ∇) + i(divB) + κH |B|2]ϕ
− κ2 (Va(x)ϕ + 1Ω(x)|ϕ|2ϕ) .
Here wm and Va are as in (1.15). Moreover, the equation for ϕ is supplemented
with the boundary ondition,
ν · ∇ϕ = 0 on ∂Ω˜ .
The obtained equation for ϕ is of the form studied in [22, Appendix B℄, where
L2-type estimates are shown to hold for the solutions. Let us see how we will
implement the aforementioned point.
Lemma 2.2 gives |ϕ| ≤ 1. Moreover, sine ϕ ∈ H1(Ω˜), A ∈ H2(Ω˜) and B =
A+∇χ˜ is bounded, we dedue that f ∈ L2(Ω˜). Applying now Theorem B.1 in [22℄,
we dedue that ϕ ∈ H2(Ω˜ \ ∂Ω). Sine ψ = ϕe−ieχ and χ˜ ∈ W 2,p(Ω˜) ⊂ C1,α( Ω˜ ),
then ψ ∈ H2(Ω˜ \ ∂Ω). 
Proof of Theorem 2.4. Thanks to Lemma 2.5, (ψ,A) ∈ H1(Ω˜;C) × H1div(Ω˜;R2)
being a solution of (2.1), the funtion ψ ∈ C∞(Ω˜ \ ∂Ω), and (ψ,A) is a strong
solution of (2.1) in Ω˜ \ ∂Ω.
Consequently, the funtion,
u = |ψ|2 = ψ ψ ∈ C∞(Ω˜ \ ∂Ω ;R).
It is easy to verify that,
1
2
∆|ψ|2 = Re(ψ(∇− iκHA)2ψ)+ |(∇− iκHA)ψ|2 , ∀ x ∈ Ω˜ \ ∂Ω .
Thus, dening the funtion,
f(x) =
1
2
wm(x)|(∇− iκHA)ψ(x)|2,
we get that u = |ψ|2 is a strong solution in Ω˜ \ ∂Ω of the equation,
− 1
2
div (wm∇u) + κ2(Va + 1Ωu)u+ f = 0 . (2.21)
Here we remind the reader that the funtions wm and Va are dened in (1.15).
Let us show that u is a weak solution of (2.21) in Ω˜. To that end, we need only
verify that
T int∂Ω (ν · ∇u) =
1
m
T ext∂Ω (ν · ∇u) in L2(∂Ω) , (2.22)
where T int∂Ω and T ext∂Ω are the trae operators introdued in (2.19), and ν is the
outward unit normal vetor of ∂Ω.
Notie that ∇u = 2Re (ψ∇ψ) ∈ H1(Ω˜ \ ∂Ω) sine ψ ∈ H2(Ω˜ \ ∂Ω;C) and
Ω˜ ⊂ R2, hene the trae of ν · ∇u is well dened in the usual sense.
Now, it is easy to verify that,
∇u = 2Re (ψ∇ψ) = 2Re (ψ(∇− iκHA)ψ).
On the other hand, sine (ψ,A) ∈ H2(Ω˜ \ ∂Ω;C)×H2(Ω˜;R2) and weak solutions
of (2.1), they satisfy in partiular,
T int∂Ω (ν · (∇− iκHA)ψ) =
1
m
T ext∂Ω (ν · (∇− iκHA)ψ)
in L2(∂Ω). This shows that (2.22) also holds in L2(∂Ω) and onsequently u = |ψ|2
is a weak solution in Ω˜ of (2.21).
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Therefore, multiplying (2.21) by u and integrating, we get,∫
eΩ
(
1
2
wm(x)|∇u|2 + Va(x)u2 + 1Ω(x)u3 + f(x)u
)
dx = 0 ,
with u ≥ 0 and f ≥ 0. This yields the estimate of Lemma 2.4. 
2.2. Weak Deay Estimate and appliations. Just as in [3℄, we an derive the
following weak deay estimate.
Lemma 2.6. Assume that a > 0 and m > 0. There exist positive onstants C and
C′ suh that, if (ψ,A) is a solution of (2.1) with:
κ(H − κ) ≥ C ,
then the following estimate holds:
max
(
1,
aκ
H − κ
)
‖ψ‖2
L2(eΩ)
≤ C
∫
{x∈eΩ:
√
κ(H−κ) dist(x,∂Ω)≤1}
|ψ(x)|2 dx
≤ C
′
κ(H − κ) .
Proof. The last inequality is an easy onsequene of (2.6), so we will only establish
the rst one.
Let χ ∈ C∞(R) be a standard ut-o funtion suh that,
χ = 1 in [1,∞[ , χ = 0 in ]−∞, 1/2] .
Dene λ = 1/
√
κ(κ−H), and
χλ(x) = χ
(
dist(x, ∂Ω)
λ
)
, x ∈ Ω˜ .
A simple alulation yields the following loalization formula:∫
eΩ
wm(x)
(|(∇− iκHA)χλψ|2 − |∇χλ|2|ψ|2) dx
= Re
∫
eΩ
(
wm(x)(∇− iκHA)ψ · (∇− iκHA)(χ2λψ)
)
dx ,
where wm is introdued in (1.15).
Now, we use the weak formulation of the rst G-L equation in (2.1) and get,∫
eΩ
wm(x)
(|(∇− iκHA)χλψ|2 − |∇χλ|2|ψ|2) dx+ aκ2 ∫
eΩ\Ω
χ2λ|ψ|2 dx
= κ2
∫
Ω
χ2λ(1− |ψ|2)|ψ|2 dx . (2.23)
The next step is to give a lower bound to the rst term on the left hand side of (2.23).
This is done via an elementary inequality from the spetral theory of magneti
Shrödinger operators (see e.g. [2, Thm 2.9℄ or [7, Lemma 2.4.1℄). Atually, sine
the funtion χλ has ompat support not meeting the boundary ∂Ω, and wm = 1
in Ω, the following inequality holds,∫
eΩ
wm(x)|(∇− iκHA)χλψ|2 dx ≥ κH
∫
Ω
(curlA)|χλψ|2 dx .
Writing curlA = 1 + (curlA − 1) then applying a Cauhy-Shwarz inequality, we
get, ∫
eΩ
wm(x)|(∇− iκHA)χλψ|2 dx ≥ κH
∫
Ω
wm(x)|χλψ|2 dx
−κH‖curlA− 1‖L2(Ω)‖χλψ‖2L4(Ω) .
TRANSITION TO NORMAL PHASE 11
Implementing the estimates (2.10), (2.9) and (2.8) we get, for some onstant c > 0,
the following lower bound,∫
eΩ
wm(x)|(∇− iκHA)χλψ|2 dx
≥ κH
∫
Ω
|χλψ|2 dx− cκ‖ψ‖L2(Ω)‖χλψ‖2L4(Ω) . (2.24)
Upon substitution in (2.23) and a rearrangement of terms, we dedue,
κ(H − κ)
∫
Ω
|χλψ|2 dx + aκ2
∫
eΩ\Ω
|χλψ|2 dx ≤ cκ‖ψ‖L2(Ω)‖χλψ‖2L4(Ω)
+ ‖χ′‖2L∞(R)λ−2
∫
{dist(x,∂Ω)≤λ}
wm(x)|ψ|2 dx− κ2
∫
Ω
χ2λ|ψ|4 dx .
Implementing again a Cauhy-Shwarz inequality, we get
κ(H − κ)
∫
Ω
|χλψ|2 dx+ aκ2
∫
eΩ\Ω
|χλψ|2 dx
≤ c2‖ψ‖2L2(Ω) + ‖χ′‖2L∞(R)λ−2
∫
{dist(x,∂Ω)≤λ}
wm(x)|ψ|2 dx
+κ2
∫
Ω
(χ4λ − χ2λ)|ψ|4 dx ,
where the last term on the right hand side above is negative, sine 0 ≤ χλ ≤ 1.
Deomposing the integral
∫
Ω
|ψ|2 =
∫
Ω
|χλψ|2 +
∫
Ω
(1 − χ2λ)|ψ|2, and assuming
that
κ(H − κ) ≥ 2c2 ,
we get
1
2
max
(
κ(H − κ), aκ2) ∫
eΩ
|χλψ|2 dx
≤
(
c2 +max
(
1,
1
m
)
‖χ′‖2L∞(R)λ−2
)∫
{dist(x,∂Ω)≤λ}
|ψ|2 dx .
Reall that λ = 1/
√
κ(H − κ) . The onditions on χ and κ(H − κ) imply that
max
(
1,
aκ
H − κ
)∫
eΩ
|χλψ|2 dx ≤ 4max
(
1,
1
m
)
‖χ′‖2L∞(R)
∫
{dist(x,∂Ω)≤λ}
|ψ|2 dx .
Consequently, we get,
max
(
1,
aκ
H − κ
)∫
eΩ
|ψ|2 dx
≤
(
4max
(
1,
1
m
)
‖χ′‖2L∞(R) + 1
)∫
{dist(x,∂Ω)≤λ}
|ψ|2 dx .
ChoosingC = max
(
c2, 4max
(
1, 1m
) ‖χ′‖2L∞(R) + 1), we get the desired bound. 
The next theorem gives a purely spetral riterion for the existene of non-trivial
ritial points of (1.1).
Theorem 2.7. Given a > 0 and m > 1, there exists κ0 > 0 suh that, for all
κ ≥ κ0, the following two statements are equivalent:
(1) There exists a solution (ψ,A) of (2.1) with ‖ψ‖L2(eΩ) 6= 0 .
(2) The parameters κ and H satisfy µ(1)(κ,H) < 0, where the eigenvalue
µ(1)(κ,H) is introdued in (1.7).
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Proof. It is well known that the seond statement implies the rst one. Atually, we
only use (tψ∗, 0), with t suiently small and ψ∗ an eigenfuntion assoiated with
µ(1)(κ,H), as a test onguration for the funtional (1.1). The resulting energy
will be lower that that of a normal state. Hene a minimizer, whih is a solution
of (2.1), will be non-trivial.
We assume now that the rst statement holds and we show that the seond
statement is true provided that κ is suiently large.
Thanks to Theorem 2.3, it is suient to deal with applied magneti elds sat-
isfying H ≤ Cκ, for some onstant C > 0.
On the other hand, if c > 0 is a suiently small onstant, then we an show
that
µ(1)(κ,H) < 0 for all H < cκ . (2.25)
In order to see this, notie that the variational min-max priniple gives,
µ(1)(κ,H) ≤ µD(κH ; Ω)− κ2 ,
where µD(κH ; Ω) is the lowest Dirihlet eigenvalue of −(∇ − iκHF)2 in L2(Ω).
Standard estimates on Dirihlet realizations of magneti operators (see [18℄) yield
the existene of a onstant C˜ > 0 suh that
µD(B; Ω) ≤ C˜max(B, 1) ∀ B > 0 ,
implying (2.25).
Therefore, we restrit ourselves to applied magneti elds satisfying,
cκ ≤ H ≤ Cκ .
Using Lemma 2.6 and a Cauhy-Shwarz inequality, we nd a positive onstant
C > 0 suh that
‖ψ‖2
L2(eΩ)
≤ C
(∫
{dist(x,∂Ω)≤ 1
κ
}
dx
)1/2
‖ψ‖2
L4(eΩ)
≤ C
′
√
κ
‖ψ‖2L4(Ω) , (2.26)
where we use Theorem 2.4 to get the last inequality.
Sine (ψ,A) is a (weak) solution of (2.1), we get by setting φ = ψ in (2.2)
together with the assumption on ψ that
0 < κ2‖ψ‖4L4(Ω) ≤ −
∫
eΩ
(
wm(x)|(∇− iκHA)ψ|2 + κ2Va(x)|ψ|2
)
dx =: ∆ , (2.27)
where wm and Va are introdued in (1.15). Notie that use (2.8) implies that
‖ψ‖L4(Ω) 6= 0.
Implementing (2.27) in (2.26), we get
‖ψ‖2
L2(eΩ)
≤ C′′
√
∆κ−3/2 . (2.28)
We estimate
|(∇− iκHA)ψ|2
≥ (1−
√
∆κ−3/4)|(∇− iκHF)ψ|2 − 1√
∆κ−3/4
(κH)2|(A− F)ψ|2 .
This yields the following estimate on ∆:
∆ ≤
(
−µ(1)(κ,H) + min
(
1,
1
m
)√
∆κ−3/4µN (κH)
)
‖ψ‖2
L2(eΩ)
(2.29)
+min
(
1,
1
m
)
κ3/4√
∆
(κH)2
∫
eΩ
|(A− F)ψ|2 dx ,
where µN (κH) is the lowest eigenvalue of the magneti Neumann Laplaian
−(∇− iκHF)2 in Ω˜.
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We reall that H = O(κ). Using the asymptoti behavior of µN (B) as B → ∞
together with the estimate (2.28), we get:√
∆κ−3/4µN (κH)‖ψ‖2
L2(eΩ)
≤ Cκ−1/4∆ . (2.30)
On the other hand, using a Cauhy-Shwarz inequality and the estimate (2.27), we
get:
(κH)2
∫
eΩ
|(A− F)ψ|2 dx ≤ (κH)2‖A− F‖2
L4(eΩ)
√
2∆
κ
.
By Sobolev embedding and Lemma 2.1,
(κH)2‖A− F‖2
L4(eΩ)
≤ C(κH)2‖curlA− 1‖2
L2(eΩ)
≤ Cκ2‖ψ‖4
L4(eΩ)
.
Using again Theorem 2.4, we dedue that,
(κH)2‖A− F‖2
L4(eΩ)
≤ Cκ2‖ψ‖4L4(Ω) ≤ C∆ .
Therefore, implementing all the above estimates in (2.29), we get
∆ ≤ −µ(1)(κ,H)‖ψ‖2
L2(eΩ)
+ C
∆
κ1/4
.
Knowing that ∆ > 0 (see (2.27)), we dedue for κ suiently large the desired
inequality, µ(1)(κ,H) < 0. 
Proof of Theorem 1.1. We an now nish the proof of Theorem 1.1 as follows. The-
orem 2.7 gives N sc(a,m;κ) = N loc(a,m;κ) for κ suiently large. On the other
hand, we have the trivial inlusions N (a,m;κ) ⊂ N sc(a,m;κ) and N loc(a,m;κ) ⊂
N (a,m;κ). 
3. Monotoniity of the first eigenvalue
3.1. The onstant α0(a,m). We reall in this setion the denition of the onstant
α0(a,m) introdued in [23℄, together with the main properties of a family of ordinary
dierential operators.
Consider the spae Bk(R) = Hk(R) ∩ L2(R; |t|kdt), k ∈ N. Given a,m, α > 0
and ξ ∈ R, let us dene the quadrati form :
B1(R) ∋ u 7→ q[a,m, α; ξ](u), (3.1)
where :
q[a,m, α; ξ](u) =
∫
R+
(|u′(t)|2 + |(t− ξ)u(t)|2 − α|u(t)|2) dt (3.2)
+
∫
R−
(
1
m
[|u′(t)|2 + |(t− ξ)u(t)|2]+ aα|u(t)|2) dt.
We denote by H [a,m, α; ξ] the self-adjoint operator assoiated to the losed sym-
metri quadrati form (3.1). The domain of H [a,m, α; ξ] is dened by :
D(H [a,m, α; ξ]) =
{
u ∈ B1(R); u|R± ∈ B2(R±), u′(0+) =
1
m
u′(0−)
}
, (3.3)
and for u ∈ D(H [a,m, α; ξ]), we have,
(H [a,m, α; ξ]u) (t) =

[(−∂2t + (t− ξ)2 − α) u] (t); if t > 0,[(
1
m
{−∂2t + (t− ξ)2}+ aα)u] (t); if t < 0. (3.4)
We denote by µ1(a,m, α; ξ) the rst eigenvalue of H [a,m, α; ξ] whih is given by
the min-max priniple,
µ1(a,m, α; ξ) = inf
u∈B1(R),u6=0
q[a,m, α; ξ](u)
‖u‖2L2(R)
. (3.5)
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We summarize in the next theorem the main results obtained in [23℄ onerning
the above family of operators.
Theorem 3.1. The following assertions hold.
(1) Given a > 0 and m > 0, there exists a unique α0(a,m) > 0 suh that
inf
ξ∈R
µ1(a,m, α0(a,m); ξ) = 0 .
Moreover, α0(a,m) = 1 if m ≤ 1, and there exists a universal onstant
Θ0 ∈]0, 1[ suh that Θ0 < α0(a,m) < 1 if m > 1, and
lim
m→∞α0(a,m) = Θ0 .
(2) If 0 < α < α0(a,m), then inf
ξ∈R
µ1(a,m, α; ξ) > 0.
(3) Given a > 0, there exists m0 > 1 suh that for all m ≥ m0 the funtion
R ∋ ξ 7→ µ1(a,m, α0(a,m); ξ) admits a unique non-degenerate minimum.
(4) For all a > 0 and m ≥ m0, there exists ǫ0(m) > 0 suh that if
α ∈ [α0(a,m)− ǫ0(m), α0(a,m) + ǫ0(m)] ,
then the funtion R ∋ ξ 7→ µ1(a,m, α; ξ) admits a unique non-degenerate
minimum, denoted by ξ(a,m, α).
(5) For all m > 0 and a > 0, inf
ξ∈R
µ1(a,m, α; ξ)→ 0 as α→ α0(a,m).
Let us mention that the universal onstant Θ0 is the inmum of the spetrum
of the Neumann Shrödinger operator with unit magneti eld in R × R+, and it
holds that
1
2 < Θ0 < 1. We point also that the existene of the onstant m0 > 1 in
Theorem 3.1 is nontrivial, and is due to a ne asymptoti analysis of the eigenvalue
(3.5) as m→∞, see [23, Setion 3.4℄.
For further use, we introdue the onstant
β(a,m, α) = inf
ξ∈R
µ1(a,m, α; ξ) , (3.6)
and the set
M(a,m, α) = {ξ ∈ R : µ1(a,m, α; ξ) = β(a,m, α)} . (3.7)
We notie as a result of Theorem 3.1 that β(a,m, α) = 0 if and only if α = α0(a,m),
and in this ase M(a,m, α) = {ξ(a,m, α)} when m ≥ m0.
Let us also notie that it results from a simple appliation of the min-max priniple
together with well known results onerning the harmoni osillator in R+,
β(a,m, α) + α ≥ min
(
Θ0,
Θ0
m
+ (a+ 1)α
)
, ∀ α > 0 . (3.8)
Furthermore, let fa,mα,ξ be the normalized eigenfuntion assoiated with the eigen-
value (3.5). We introdue the onstants
C1(a,m, α; ξ) =
∫
R+
(t− ξ)3|fa,mα,ξ (t)|2dt+
1
m
∫
R−
(t− ξ)3|fa,mα,ξ (t)|2dt (3.9)
−1
2
(
1− 1
m
)
|fa,mα,ξ (0)|2 , (3.10)
b1(a,m, α; ξ) =
∫
R+
|fa,mα,ξ (t)|2dt− a
∫
R−
|fa,mα,ξ (t)|2dt . (3.11)
If m ≥ m0, α lls the hypotheses of assertion (4) in Theorem 3.1 and ξ = ξ(a,m, α),
then we write simply:
C1(a,m, α) = C1
(
a,m, α; ξ(a,m, α)
)
. (3.12)
b1(a,m, α) = b1
(
a,m, α; ξ(a,m, α)
)
, (3.13)
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and if further, α = α0 = α0(a,m), we introdue the onstant (appearing in the
asymptoti formula (1.13))
C1(a,m) = −C1(a,m, α0)
b1(a,m, α0)
. (3.14)
Finally, we point out that it is proved in [23, Setion 3℄,
lim
m→∞
C1(a,m, α0) = −(1 + 6aΘ20)C∗1 , limm→∞ b1(a,m, α0) = 1 ,
where C∗1 > 0 is a universal onstant (see [23, Remark 1.4℄). Thus, for large values
of m, the onstant in (3.12) is negative.
Now, for m > 1 and α > 0, we all (Pm,α) the property below,
(Pm,α)

M(a,m, α) = {ξ(a,m, α)} and ξ(a,m, α) > 0 ,
ξ(a,m, α) is a non-degenerate minimum point,
C1(a,m, α) < 0 and b1(a,m, α) > 0 .
We introdue the onstant m∗ ≥ 1,
m∗ = inf{m > 1 : ∀ m′ ≥ m, (Pm′,α) holds for α = α(a,m′)} . (3.15)
In view of the result of Theorem 3.1, we may dene m∗ as above. We emphasize
also that the onstant m∗ depends on a, but we omit that from the notation for
the sake of simpliity. It is onjetured in [23℄ that m∗ = 1 for all a > 0.
Now, given a > 0 and m > m∗, we introdue
ǫ∗(m) = sup{ǫ ∈]0, d0/2[ : ∀ α ∈ [α0(a,m)− ǫ, α0(a,m) + ǫ] , (Pm,α) holds} ,
(3.16)
where d0 := Θ0 − 12 > 0.
For the speial ase of a dis domain, one more onstant will appear to be relevant
(this is C2(a,m, α) introdued below). Given a > 0 and m > m∗, the lowest
eigenvalue of the operator (3.4) for ξ = ξ(a,m, α) is β(a,m, α) introdued in (3.6).
Hene, the regularized resolvent, i.e. the operator (ξ = ξ(a,m, α)),
R0[a,m, α](φ) =
{
[H [a,m, α; ξ)− β(a,m, α)]−1 φ , if φ⊥fa,mα,ξ ,
0 , otherwise ,
(3.17)
is bounded in L2(R). Letting f = fa,mα,ξ for ξ = ξ(a,m, α), w˜m(t) = 1 if t > 0 and
w˜m(t) =
1
m if t < 0, then it is proved in [23, Proposition 3.6℄ that the funtions f
and w˜mf are orthogonal in L
2(R), hene the integral
I2(a,m, α) =
∫ ∞
0
(t− ξ)f R0(t− ξ)f dt+ 1
m2
∫ 0
−∞
(t− ξ)f R0(t− ξ)f dt
is positive. Notie that we write simply R0 for the operator (3.17). Now, we
introdue the onstant,
C2(a,m, α) =
∫ ∞
0
|f(t)|2 dt+ 1
m
∫ 0
−∞
|f(t)|2 dt− 4I2(a,m, α). (3.18)
Sine m > 1 and
∫
R
|f |2 dt = 1, it is lear that C2(a,m, α) < 1. Realling that
α0(a,m) > Θ0 >
1
2
,
we get for α ∈ [α0(a,m)− ǫ∗(m), α0(a,m) + ǫ∗(m)] that
α0(a,m)− 1
2
C2(a,m, α) >
d0
2
, d0 := Θ0 − 1
2
. (3.19)
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3.2. Notation, hypotheses and announement of Main Result. We assume
that Ω ⊂ R2, Ω˜ ⊂ R2 are open, bounded and have smooth boundaries suh that
Ω ⊂ Ω˜ . (3.20)
Given B > 0 and α > 0, we denote by P [B,α] the self-adjoint operator in L2(Ω˜)
generated by the quadrati form
H1BF(Ω˜) ∋ φ 7→ Q[B,α](φ) =
∫
eΩ
(
wm(x)|(∇− iBF)φ|2 + αBVa(x)|φ|2
)
dx ,
(3.21)
where wm and Va are introdued in (1.15), and
H1BF(Ω˜) = {u ∈ L2(Ω˜) : (∇− iBF)u ∈ L2(R2)} . (3.22)
Notie that sine Ω˜ is bounded, H1BF(Ω˜) = H
1(Ω˜) and hene the form domain of
Q is independent of B.
We introdue further the lowest eigenvalue of the operator P [B,α]:
µ1(B,α) = inf
φ∈H1(eΩ)
φ 6=0
Q[B,α](φ)
‖φ‖2
L2(eΩ)
. (3.23)
By taking B = κH and α = κ/H , we see the onnetion with the ritial elds
introdued in (1.5):
µ(1)(κ,H) = µ1(B,α). (3.24)
Furthermore, we put,
λ1(B,α) = µ1(B,α) + αB . (3.25)
As an appliation of standard analyti perturbation theory, we have the following
proposition.
Proposition 3.2. Given a > 0, m > 0 and κ > 0, the following one sided deriva-
tives
∂H µ
(1)
± (κ,H) = lim
ǫ→0±
µ(1)(κ,H + ǫ)− µ(1)(κ,H)
ǫ
,
∂B λ1,±(B,α) = lim
ǫ→0±
λ1(B + ǫ, α)− λ1(B,α)
ǫ
,
exist for all H > 0, B > 0 and α > 0 , and
∂B λ1,+(B,α) ≤ ∂B λ1,−(B,α) .
Moreover, there exist L2-normalized ground states ϕH+ and ϕH− assoiated with
µ(1)(κ,H) suh that,
∂H µ
(1)
± (κ,H) = κ
∂B λ1,±(B,α)∣∣∣∣B=κH
α=κ/H
− κ
H
∫
eΩ
(Va(x) + 1)|ϕH±(x)|2 dx
 .
(3.26)
Here Va is introdued in (1.15).
Proof. Let us explain briey why the one sided derivatives ∂Bλ1,±(B,α) above
exist; the one sided derivatives in H exist for exatly the same reason.
As we already mentioned, for real B, the operator P [B,α] is self adjoint, has
ompat resolvent and its form domain, H1(Ω˜), is independent from B. Then, one
an show that there exists z0 suiently small suh that the operator
P [z, α] = ∇zF · wm∇zF + αzVa
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is analyti of type (B) in
2 D0 = {z = x+ iy : x > 0, |y| < z0}, see [25, p. 392℄ for
the denition of type (B) operators. In partiular, for a given B > 0, the eigenvalue
µ1(B,α) has nite multipliity n. Now, by analyti perturbation theory (see [25,
Theorem 4.2, p. 395℄) applied to the family of operators D0 ∋ z 7→ P [z, α], we get
the existene of ǫ > 0 and 2n analyti funtions
(B − ǫ, B + ǫ) ∋ z 7→ φj(z) ∈ H1(Ω˜) \ {0}, (B − ǫ, B + ǫ) ∋ z 7→ Ej(z) ∈ R
suh that
P [z, α] (φj(z)) = Ej(z)φj(z), Ej(B) = µ1(B,α).
By hoosing ǫ > 0 suiently small, we get the existene of j± ∈ {1, 2, · · · , n} suh
that
Ej+(z) = min
j∈{1,2,··· ,n}
Ej(z) for B < z < B + ǫ,
Ej−(z) = min
j∈{1,2,··· ,n}
Ej(z) for B − ǫ < z < B .
With this hoie, it is lear that ∂Bλ1,±(B,α) = E′j±(B) + α.
Furthermore, we an hoose the eigenfuntions φj±(z) to be L
2
-normalized. Now,
the equality (3.26) is obtained through dierentiation of the relation (in z = 0±)
λ1(B + z, α) = Q[B + z, α](φj± (B + z)) + α(B + z) ,
and the appliation of the hain rule. 
In this setion, we shall work under the following hypothesis on the onstant m:
m > m∗ , (3.27)
where m∗ > 1 is the onstant introdued in (3.15).
The next hypothesis is on the onstant α:
− ǫ∗(m) ≤ α− α0(a,m) ≤ ǫ∗(m) , (3.28)
where the onstants α0(a,m) ∈]Θ0, 1[ and ǫ∗(m) > 0 are introdued in Theorem 3.1
and (3.16) respetively.
Theorem 3.3. (General domains)
Under the hypotheses (3.27) and (3.28), if Ω is not a dis, the following holds
lim
B→∞
(
sup
|α−α0(a,m)|≤ǫ∗(m)
|∂Bλ1,±(B,α)− β(a,m, α) − α|
)
= 0. (3.29)
Theorem 3.4. (Dis domains)
Assume that Ω = D(0, 1) is a dis. Given a > 0 and m > m∗, there exists a
onstant B0 > 1 and a funtion [B0,∞[∋ B 7→ g(B) satisfying lim
B→∞
g(B) = 0,
suh that if B ≥ B0 and α satises (3.28), then
∂Bλ1,+(B,α) ≥ α− 1
2
C2(a,m, α) + g(B) . (3.30)
In view of (3.26), we get as orollary of Theorems 3.3 and 3.4:
Theorem 3.5. Let a > 0 and m > m∗. Assume that Ω ⊂ R2 has a smooth and
ompat boundary, and if Ω is a dis, assume in addition that,
1
a
(
aα0(a,m) +
1
2
C2(a,m, α0(a,m))
)(
1− Θ0
α0(a,m)
)
(3.31)
< α0(a,m)− 1
2
C2(a,m, α0(a,m)) .
2
Atually for z0 small, P [z,α] is setorial for all z ∈ D0, its form domain is independent from
z and the expression of the quadrati form assoiated to P [z,α] is analyti in z.
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Then there exists κ0 > 0 suh that, for all κ ≥ κ0, there is a unique H∗(κ) > 0
solving the equation
µ(1)(κ,H∗(κ)) = 0 ,
where µ(1)(κ,H) is introdued in (1.7).
Moreover, for all H > H∗(κ) and κ ≥ κ0, µ(1)(κ,H) > 0.
Remark 3.6. Thanks to the asymptoti result of Theorem 3.1, the ondition (3.31)
is fullled for large values of m. Thus Theorem 3.1 and Theorem 3.5 imply Theo-
rem 1.5.
Proof of Theorem 3.5. From [23℄, we get a onstant κ0 and a positive funtion δ(κ)
suh that limκ→∞ δ(κ) = 0 and
∀ κ ∈ [κ0,∞[ , µ(1)(κ,H) = 0 =⇒
∣∣∣∣H − κα0(a,m)
∣∣∣∣ ≤ κδ(κ) .
It is moreover proved that one may nd a solution H > 0 suh that µ(1)(κ,H) = 0.
Let H∗(κ) = min{H > 0 : µ(1)(κ,H) = 0}. It is suient to show that
µ(1)(κ,H) > 0 for any magneti eld H satisfying
H∗(κ) < H ≤ κ
α0(a,m)
+ κδ(κ) . (3.32)
Thus, for suh a magneti eld, we put B = B(κ;H) = κH and α = α(κ;H) = κ/H
so that we an pik κ0 > 0 suiently large suh that the hypothesis (3.28) is valid,
and hene the results of Theorems 3.3 and 3.4 hold.
Let us show that the funtion H 7→ µ1(κ,H) is stritly inreasing in the interval]
κ
α0(a,m)
− κδ(κ) , κ
α0(a,m)
+ κδ(κ)
[
. (3.33)
We assume that κ ≥ κ0. From (3.26), we write
∂H µ
(1)
± (κ,H) = κ
(
∂Bλ1,±(B,α)− α
∫
eΩ
(Va(x) + 1)|φB,α|2 dx
)
, (3.34)
where φB,α is an L
2
-normalized eigenfuntion assoiated with the lowest eigenvalue
µ1(B,α).
Assume rst that Ω is not a dis. Invoking Theorem 3.3, we get, provided that κ0
is large enough,
∂H µ
(1)
± (κ,H) ≥ κα
(
1−
∫
eΩ
(Va(x) + 1)|φB,α|2 dx+ o(1)
)
, (3.35)
where we use also that for H in the interval (3.33), β(a,m, α) = o(1) as κ → ∞
(see Theorem 3.1).
Sine φB,α is normalized in L
2(Ω˜) and an eigenfuntion assoiated with µ1(B,α),
we write,
α
(
1−
∫
eΩ
(Va(x) + 1)|φB,α|2 dx
)
= α
∫
Ω
|φB,α|2 dx− aα
∫
eΩ\Ω
|φB,α|2 dx
= B−1
(∫
eΩ
wm(x)|(∇− iBF)φB,α|2 dx− µ1(B,α)
)
.
Using the min-max variational priniple, we infer from the above,
α
(
1−
∫
eΩ
(Va(x) + 1)|φB,α|2 dx
)
≥ B−1
(
1
m
µN (B) + µ1(B,α)
)
,
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where µN (B) is the lowest eigenvalue of the Neumann magneti Laplaian
−(∇− iBF)2 in Ω˜.
It is a standard result that µN (B) = Θ0B + o(B) as B → ∞ (see [18℄), and un-
der the ondition that H remains in the interval (3.33), it is proved in [23℄ that
µ1(B,α) = o(B) as B →∞ (see Proposition 3.7 below). Thus, provided that H is
in the interval (3.33) and κ0 is large enough, we get
α
(
1−
∫
eΩ
(Va(x) + 1)|φB,α|2 dx
)
≥ Θ0
m
+ o(1),
and upon substitution in (3.35), we get when Ω is not a dis
∂Hµ
(1)
± (κ,H) > 0 , ∀ κ ≥ κ0 .
Now, we assume that Ω is a dis. In this ase, Theorem 3.4 and (3.34) together
yield,
∂H µ
(1)
± (κ,H) ≥ κ
(
α− 1
2
C2(a,m, α)− α(a+ 1)
∫
eΩ\Ω
|φB,α|2 dx+ o(1)
)
. (3.36)
Again, using
∫
eΩ
|φB,α|2dx = 1, we write,
α− 1
2
C2(a,m, α)− α(a+ 1)
∫
eΩ\Ω
|φB,α|2 dx
=
(
α− 1
2
C2(a,m, α)
)∫
Ω
|φB,α|2 dx−
(
aα+
1
2
C2(a,m, α)
)∫
eΩ\Ω
|φB,α|2 dx .
Now, we use that φB,α is an eigenfuntion assoiated with µ1(B,α). From the
identity Q[B,α](φB,α) = µ1(B,α) and the min-max priniple, we dedue,
a
∫
eΩ\Ω
|φB,α|2 dx ≤
(
1− µ
N (B,Ω)
α
)∫
Ω
|φB,α|2 dx .
Here µN (B,Ω) is the rst eigenvalue of the Neumann magneti Laplaian −(∇−
iBA)2 in Ω. Using again the asymptoti behavior of µN (B) as B → ∞ and the
ondition that H remains in (3.33), we dedue,
a
∫
eΩ\Ω
|φB,α|2 dx ≤
(
1− Θ0
α0(a,m)
+ o(1)
)∫
Ω
|φB,α|2 dx .
Let us dene,
δ0 = α− 1
2
C2(a,m, α0(a,m))
−1
a
(
aα+
1
2
C2(a,m, α0(a,m))
)(
1− Θ0
α0(a,m)
)
.
Under the ondition (3.31), δ0 > 0. Under the hypothesis that H remains in the
interval (3.33), we get provided that κ0 is large enough,
α− 1
2
C2(a,m, α)− α(a + 1)
∫
eΩ\Ω
|φB,α|2 dx ≥ δ0
2
,
for all κ ≥ κ0. Substituting in (3.36), we get the desired result that the funtion
H 7→ µ(1)(κ,H) is stritly inreasing in the interval (3.33) for all κ ≥ κ0. 
To prove Theorem 3.3 we deal separately with the ase where the domain Ω is a
dis and the ase where it is not. This will be the subjet of the next setions, but
we review rst some of the known results onerning µ1(B,α).
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3.3. Some fats onerning µ1(B,α). Let us reall the main results obtained in
[23℄ for µ1(B,α), the bottom of the spetrum of the operator P [B,α] assoiated
with the quadrati form (3.21). We mention that in [23℄ we deal with µ(1)(κ,H)
rather than µ1(B,α), but due to (3.24) we get equivalent results for µ1(B,α).
We start by giving the leading order term of µ1(B,α) as B →∞ ([23, Setion 5℄).
Proposition 3.7. Given a > 0 and m > 0, there exist a onstant B0 > 0 and a
funtion [B0,∞[∋ B 7→ g(B) ∈ R+ satisfying lim
B→∞
g(B) = 0 suh that, for any
α > 0 fullling (3.28), the following asymptoti holds:
|µ1(B,α) − β(a,m, α)B| ≤ g(B)B , ∀ B ≥ B0 ,
where β(a,m, α) is introdued in (3.6).
Letting φB,α be a ground state of P [B,α], it is proved in [23, Setion 6℄ that for
m > 1, φB,α is loalized near the interior boundary ∂Ω in the sense preised in the
next lemma.
Lemma 3.8. Under the hypotheses of Proposition 3.7, given a > 0, m > 1 and an
integer k ∈ N, there exist positive onstants Bk and Ck suh that,∫
eΩ
[dist(x, ∂Ω)]k |φB,α(x)|2 dx ≤ Ck√
B
k
‖φB,α‖2L2(eΩ) , (3.37)∫
eΩ
[dist(x, ∂Ω)]k |(∇− iBF)φB,α(x)|2 dx ≤ Ck√
B
k−2 ‖φB,α‖
2
L2(eΩ) , (3.38)
for all B ≥ Bk.
Under the additional hypotheses (3.27) and (3.28), i.e. α lose to the onstant
α0(a,m) and m stritly larger than the onstant m∗ ≥ 1 introdued in (3.15), we
get a two term asymptoti expansion for the eigenvalue µ1(B,α) (see [23, Proposi-
tions 7.1 and 7.3℄).
Theorem 3.9. Assume that a > 0 and m satises (3.27). There exist a onstant
B0 > 0 and a funtion [B0,∞[ 7→ g(B) ∈ R+ satisfying lim
B→∞
g(B) = 0 suh that, if
α fullls (3.28), then the following asymptoti holds:∣∣∣µ1(B,α) − (β(a,m, α)B + C1(a,m, α) (κr)max√B)∣∣∣ ≤ g(B)√B , ∀ B ≥ B0 ,
where β(a,m, α) is introdued in (3.6), C1(a,m, α) the negative onstant introdued
in (3.12), κr denotes the salar urvature of ∂Ω and (κr)max denotes the maximum
of κr.
It should be notied that there exist negative onstants c1 and c2 suh that, for
α satisfying (3.28),
c1 ≤ C1(a,m, α) ≤ c2 < 0 .
3.4. Proof of Theorem 3.3: General domains. We assume in this setion that
the domain Ω is not a dis, still with smooth and ompat boundary. Thus, the set
Π = {x ∈ ∂Ω : κr(x) = (κr)max} (3.39)
is not idential to ∂Ω, i.e. Π 6= ∂Ω.
In this ase, we an dedue from the asymptoti expansion in Theorem 3.9 that
any ground state φB,α of P [B,α] is loalized near the set Π. One weak version of
expressing this rough statement is through the estimate of the following lemma, see
[18, 20℄ for sharper statements.
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Lemma 3.10. Under the hypotheses of Theorem 3.9, for all ǫ0 > 0 and N ∈ N,
there exist onstants B0 > 0 and CN suh that,∫
{dist(x,Π)≥ǫ0}
|φB,α(x)|2 dx ≤ CNB−N , ∀ B ≥ B0 .
Sketh of Proof of Lemma 3.10. We provide some details onerning the derivation
of the estimate of Lemma 3.10. Using the deay estimates of Lemma 3.8, one an
get the lower bound
3
,
Q[B,α](φB,α) ≥
∫
eΩ
UB(x)|φB,α(x)|2 dx , (3.40)
where
UB(x) =
{
(γ − α)B , if dist(x, ∂Ω) ≥ 2B−1/6 ,
βB + C1κr(p(x))B
1/2 − C0B1/3 , if dist(x, ∂Ω) ≤ 2B−1/6 .
Here γ ∈]0, 1[ is a given onstant, β = β(a,m, α), C1 = C1(a,m, α), the onstant
C0 > 0 depends on a > 0, m > m∗ and γ, and p(x) ∈ ∂Ω is dened by |p(x)− x| =
dist(x, ∂Ω).
On the other hand, it follows from Theorem 3.9 that
Q[B,α](φB,α) ≤∫
Ω
(
β(a,m, α)B + C1(a,m, α)(κr)maxB
1/2 + g(B)B1/2
)
|φB,α|2 dx . (3.41)
Combining (3.40) and (3.41), one an prove the following exponential deay using
standard (Agmon-type) tehniques, (see [24, Theorem 6.5.4℄ for details)∥∥∥exp(δ0B1/4dist(x,Π)) φB,α∥∥∥
L2(eΩ)
≤M‖φB,α‖L2(eΩ) ,
where δ0 > 0 and M are onstants depending on a and m. Now the estimate of the
lemma is just a onsequene of the above exponential deay of φB,α. 
We start now by following ideas of Fournais-Heler in [9℄ to prove monotoniity
of the eigenvalue
λ1(B,α) = µ1(B,α) + αB . (3.42)
Notie that λ1(B,α) is the eigenvalue of the operator
P˜ [B,α] = P [B,α] + αB
assoiated with the quadrati form
φ 7→ Q˜[B,α](φ) = Q[B,α](φ) + αB‖φ‖2
L2(eΩ)
, (3.43)
where Q[B,α] is the quadrati form introdued in (3.21), and both operators
P˜ [B,α] and P [B,α] admit the same ground states. With this point of view, it
is more onvenient to adapt the proof of [9℄.
We proeed to prove Theorem 3.3.
3
This is a onsequene of ombining Proposition 5.3.3 and Theorem 4.3.8 in [24℄. More details
are given also in [24, pp. 179-180℄
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3.4.1. Gauge transformation. Using an idea from [9℄, we will apply a gauge trans-
formation and work with a new magneti potential A (instead of F). In the new
gauge, we will have that |AφB,α| is small in the L2-sense as B → ∞. Notie that
by Lemma 3.10 φB,α is loalized near the set Π, so it sues to nd a gauge where
A = 0 on Π.
To this end, we introdue adapted oordinates near the boundary of Ω. For a
suiently small t0 > 0, we introdue the open set
Ω(t0) = {x ∈ R2 : dist(x, ∂Ω) < t0}.
Let s 7→ γ(s) be the ar-length parametrization of ∂Ω and ν(s) the unit inward
normal of ∂Ω at γ(s).
When t0 is suiently small, the transformation
Φ :
[
−|∂Ω|
2
,
|∂Ω|
2
[
×]− t0, t0[∋ (s, t) 7→ γ(s) + tν(s) ∈ Ω(t0) (3.44)
beomes a difeomorphism whose Jaobian is |DΦ| = 1 − tκr(s). For x ∈ Ω(t0), we
put
Φ−1(x) = (s(x), t(x))
and we get in partiular that
t(x) = dist(x, ∂Ω) in Ω, t(x) = −dist(x, ∂Ω) outside Ω .
Just as in [9, Lemma 2.5℄, we get the following lemma.
Lemma 3.11. Let 0 < ǫ ≤ 12 min(t0, |∂Ω|), x0 = Φ(s0, 0) ∈ ∂Ω and
Ω(ǫ, s0) = {x = Φ(s, t) ∈ Ω˜ : |t| ≤ ǫ, |s− s0| ≥ ǫ} .
Then there exists a funtion ϕ ∈ C∞0 (R2) suh that A = F+∇ϕ satises
|A(x)| ≤ C dist(x, ∂Ω) in Ω(ǫ, s0) ,
where C > 0 depends only on Ω.
Proof of Theorem 3.3.
We have now all the prerequisites needed to apply the argument of Fournais-Heler
[9℄. We inlude the details for the reader's onveniene.
Reall that, for ǫ > 0 suiently small and z ∈ [B,B+ǫ[, we assoiate to λ1(z, α)
an analyti branh of eigenfuntions z 7→ φz,α suh that
P˜ [z, α]φz,α = λ1(z, α)φz,α ∀ z ∈ [B,B + ǫ[ .
We may also in addition assume that ‖φz,α‖2L2(eΩ) = 1 for all z ∈ [B,B + ǫ[.
Sine Ω is not a dis, the set Π in (3.39) is dierent from Ω, and we an nd
ǫ0 ∈ 12 min(t0, |∂Ω|) and s0 ∈ ∂Ω suh that
[s0 − 2ǫ0, s0 + 2ǫ0] ∩Π = ∅ . (3.45)
Let A and ϕ be respetively the vetor eld and the real-valued funtion dened
in Lemma 3.11. Let P̂ [z, α] be the self adjoint operator assoiated to the quadrati
form
H1(Ω˜) ∋ u 7→
∫
eΩ
(
wm(x)|(∇− izA)u|2 + αz(Va(x) + 1)|u|2
)
dx
where wm and Va are introdued in (1.15). Notie that the operators P̂ [z, α] and
P˜ [z, α] are unitary equivalent : P̂ [z, α]u = eizϕP˜ [z, α]e−izϕu. Hene,
[B,B + ǫ[∋ z 7→ φ̂z,α := eizϕφz,α
is an analyti branh of eigenfuntions assoiated to the eigenvalue λ1(z, α) of the
operator P̂ [z, α].
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Calulating,
∂Bλ1,+(B) =
d
dz
(
Q̂[B + z, α](φ̂z,α)
)∣∣∣∣
z=0+
=
∫
eΩ
2wm(x)Re
〈
−iAφ̂B,α, (∇− iBA)φ̂B,α
〉
+ α (Va(x) + α) |φ̂B,α(x)|2 dx
+ 2Re Q̂[B,α]
(d φ̂B+z,α
dz
∣∣∣
z=0+
, φ̂B,α
)
,
where the last term on the r.h.s. above vanishes, sine φ̂z,α is normalized with
respet to the L2 norm. Thus, for an arbitrary ζ ∈ R \ {0}, we may express
∂Bλ1,+(B) in the following way
∂Bλ1,+(B) =
Q̂[B + ζ, α](φ̂B,α)− Q̂[B,α](φ̂B,α)
ζ
− ζ
∫
eΩ
|Aφ̂B,α|2 dx,
and invoking the min-max priniple we get further when ζ > 0
∂Bλ1,+(B) ≥ λ1(B + ζ, α)− λ1(B,α)
ζ
− ζ
∫
eΩ
|AφB,α|2 dx. (3.46)
By Lemma 3.11, we may write,∫
eΩ
|AφB,α|2 dx ≤ C
∫
eΩ
|dist(x, ∂Ω)|2|φB,α|2 dx+ ‖A‖2L∞(eΩ)
∫
eΩ\Ω(s0,ǫ0)
|φB,α|2 dx .
By our hoie of s0 and ǫ0, Ω˜ \ Ω(s0, ǫ0) is away from boundary points of maximal
urvature. Thus, invoking Lemmas 3.37 and 3.10, we obtain a onstant B0 > 0
depending only on a and m suh that∫
eΩ
|AφB,α|2 dx ≤ CB−1 for B ≥ B0 ,
and we implement this last estimate in (3.46). Now, hoosing ζ = ηB in (3.46)
with η ∈]0, 1[ being arbitrary, we get from Proposition 3.7,
∂Bλ1,+(B) ≥ β(a,m, α) + α (3.47)
−1 + η
η
g((1 + η)B) − 1
η
g(B)− Cη ,
where g is independent from α, and g(B)→ 0 as B →∞.
Applying the same argument to the left derivative ∂Bλ1,−(B), we get (the in-
equality being reversed sine z < 0 in this ase),
∂Bλ1,−(B) ≤ β(a,m, α) + α (3.48)
+
1+ η
η
g((1 + η)B) +
1
η
g(B) + Cη .
Reall that analyti perturbation theory gives ∂Bλ1,+(B) ≤ ∂Bλ1,−(B) for all B.
Therefore, (3.47) and (3.48) when ombined together yield,
lim sup
B→∞
(
sup
|α−α0(a,m)|≤ǫ∗(m)
|∂Bλ1,±(B,α)− β(a,m, α)− α|
)
≤ Cη .
Taking η → 0+ above, we get
lim
B→∞
(
sup
|α−α0(a,m)|≤ǫ∗(m)
|∂Bλ1,±(B,α) − β(a,m, α)− α|
)
= 0 .

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3.5. Proof of Theorem 3.4: Dis domains. In order to handle dis domains,
we need a rened asymptoti expansion of the rst eigenvalue µ1(B,α) as B →∞.
Let us introdue some notation. Given a > 0 and m > m∗, we introdue,
δ(n,B) = n− 1
2
B − ξ(a,m, α)
√
B . (3.49)
Theorem 3.12. Assume that Ω = D(0, 1). Given a > 0 and m > m∗, there exist
a onstant B0 > 1 and a funtion [B0,∞[∋ B 7→ g(B) satisfying lim
B→∞
g(B) = 0,
and if α satises (3.28), there exist real onstants
δ0 = δ0(a,m, α) , C0 = C0(a,m, α) ,
suh that, for all B ≥ B0, the following expansion holds,∣∣∣µ1(B,α)− (β(a,m, α)B − C1(a,m, α)√B + C2(a,m, α) (∆2B + C0))∣∣∣
≤ g(B) . (3.50)
Here C2(a,m, α) is introdued in (3.18) and
∆B = inf
n∈Z
|δ(n,B)− δ0(a,m, α)| .
The proof of Theorem 3.12 is very lose to that of Theorem 2.5 in [8℄ and relies
strongly on the fat that the eigenvalue (3.23) admits a non-degenerate minimum
in ξ. For the onveniene of the reader, we show in the appendix how the proof of
[8℄ gives Theorem 3.12.
Reall the eigenvalue λ1(B,α) introdued in (3.42). In view of the result of
Theorem 3.12 above, Theorem 3.4 follows diretly as [8, Theorem 2.5℄. We omit
thus the details.
4. Exponential deay of order parameters
The objetive of this setion is to prove that, for m > 1, energy minimizing
order parameters deay exponentially away from the boundary. This estimate will
be useful for forthoming works dediated to ner properties of energy minimizers.
The main theorem is the following.
Theorem 4.1. Assume that a > 0, m > 1 and let b > 0 be a given onstant. There
exist positive onstants M , C, ε and κ0 suh that, if (ψ,A) is a solution of (2.1)
and the magneti eld veries
H
κ
≥ 1 + b ,
then∫
eΩ
e2ε
√
κH t(x)
(
|ψ|2 + 1
κH
|(∇− iκHA)ψ|2
)
dx ≤ C
∫
{t(x)≤ M
κH
}
|ψ|2 dx . (4.1)
Here t(x) := dist(x, ∂Ω).
When m > m∗ and the magneti eld H = HC3(κ) − o(1), one should be able
to prove a ner loalization of ψ, near boundary points with maximal urvature.
Atually, an estimate similar to Lemma 3.10 for the linear problem should also
be valid for the solution ψ of the non-linear Ginzburg-Landau problem. However,
to establish suh an estimate will require a rather very tehnial work following
previous papers [20, 27℄, so that we do not arry it out. Let us only notie here
thatjust as for the linear asesuh a loalisation estimate is essentially due to
the asymptoti expansion of the rst eigenvalue stated in Theorem 3.9.
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Proof of Theorem 4.1.
If ψ ≡ 0, then the estimate of the theorem is evidently true. Thus, thanks to
Theorem 2.3, we may restrit ourselves to magneti elds H satisfying
H ≤ Cκ
for some suiently large positive onstant C.
Let χ˜ ∈ C∞(R) be a non-dereasing funtion with
χ˜ = 1, on [1,∞), χ˜ = 0, on (−∞, 1/2]. (4.2)
Dene χ on Ω˜ by χ(x) = χ˜(
√
κHt(x)). Dene furthermore, the weighted loalisa-
tion funtion f by
f(x) = χ(x) exp(ε
√
κHt(x)) (4.3)
We alulate, using (2.1)∫
eΩ
wm(x)
(
|(∇− iκHA)fψ|2 − |∇f |2|ψ|2
)
dx + aκ2
∫
eΩ\Ω
|fψ|2 dx
= κ2
∫
eΩ
(|ψ|2 − |ψ|4) f2 dx
≤ κ2
∫
Ω
f2|ψ|2 dx (4.4)
Now, using Lemma 4.2 below, we an estimate∫
eΩ
wm(x)|(∇− iκHA)fψ|2 dx
=
∫
Ω
|(∇− iκHA)fψ|2 dx+m−1
∫
eΩ\Ω
|(∇− iκHA)fψ|2 dx
≥ κH(1− C/√κH) ∫
Ω
|fψ|2 dx . (4.5)
Combining (4.4) and (4.5) we nd
(κH
b
1 + b
− C
√
κH)
∫
Ω
|fψ|2 dx + aκ2
∫
eΩ
|fψ|2 dx ≤
∫
eΩ
|∇f |2|ψ|2 dx. (4.6)
We estimate the last term∫
eΩ
|∇f |2|ψ|2 dx ≤ 2ε2κH
∫
eΩ
|fψ|2 dx+ CκH
∫
{√κHt(x)≤1}
|ψ(x)|2 dx. (4.7)
Therefore we get, hoosing ε suiently small and for κH suiently large,∫
eΩ
|fψ|2 dx ≤ C
∫
{
√
κHt(x)≤1}
|ψ(x)|2 dx. (4.8)
This implies the weighted L2-bound in (4.1),∫
eΩ
e2ε
√
κHt|ψ(x)|2 dx ≤ C
∫
{√κHt(x)≤1}
|ψ(x)|2 dx. (4.9)
Inserting (4.9) in (4.4) (and using the same onsiderations) yields the weighted
bound on (∇− iκHA)ψ. 
Lemma 4.2. There exist onstants C0, C1 suh that if (ψ,A) is a solution of (2.1)
with κ(H − κ) ≥ C0, then
‖(∇− iκHA)φ‖2L2(Ω) ≥ κH(1−
C1√
H(H − κ) )‖φ‖
2
L2(Ω), (4.10)
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for all φ ∈ C∞0 (Ω). Also,
‖(∇− iκHA)φ‖2
L2(eΩ\Ω) ≥ κH(1−
C1√
H(H − κ) )‖φ‖
2
L2(eΩ\Ω), (4.11)
for all φ ∈ C∞0 (Ω˜ \Ω).
Proof. We only prove (4.10) the proof of (4.11) being idential.
We estimate, using the ompat support of φ and the standard magneti estimate
from [2, Thm 2.9℄ (or [7, Lemma 2.4.1℄)
‖(∇− iκHA)φ‖2L2(Ω) ≥ κH
∫
Ω
curlA|φ|2 dx
≥ κH‖φ‖22 − (κH)‖ curlA− 1‖2‖φ‖24. (4.12)
By Lemma 2.2 and the weak deay estimate of Lemma 2.6, we have
‖ curlA− 1‖2 ≤ C
H
√
κ(H − κ) . (4.13)
Furthermore, by the Sobolev inequality and saling followed by the diamagneti
inequality, we nd
‖φ‖24 ≤ CSob
(
η‖∇|φ|‖22 + η−1‖φ‖22
)
≤ CSob
(
η‖(∇− iκHA)φ‖22 + η−1‖φ‖22
)
, (4.14)
where CSob is a universal onstant and η > 0 is a parameter that we an hoose
freely. We make the hoie η = 1/
√
κH. Combining (4.12), (4.13) and (4.14) yields(
1 +
C√
H(H − κ)
)‖(∇− iκHA)φ‖2L2(Ω) ≥ κH(1− C√
H(H − κ)
)‖φ‖2L2(Ω),
(4.15)
from whih (4.10) follows. 
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Appendix A. Improved eigenvalue estimate for the dis
The aim of this appendix is to prove Theorem 3.12. By assumption, Ω = D(0, 1)
and D(0, 1 + r) ⊂ Ω˜ for some r > 0.
Let D(t) = {x ∈ R2 : |x| ≤ t} be the dis with radius t. Let Q˜B be the quadrati
form
Q˜B[u] =
∫
D(1+r)\D( 1
2
)
(
wm(x)
∣∣(∇− iBF)u∣∣2 + αVa(x)|u|2) dx ,
with domain {u ∈ H1(D(1+ r)\D(12 )) |u(x) = 0 on |x| = 12 and |x| = 1+ r}. Here
wm and Va are as in (1.15), and we emphasize that, for the sake of simpliity, we
omit the dependene on a, m and α from the notation.
Let µ˜1(B,α) be the lowest eigenvalue of the orresponding self-adjoint operator.
Using the variational priniple and the deay of the ground state (Lemma 3.8), we
see that,
µ1(B,α) = µ˜1(B,α) +O(B−∞) . (A.1)
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So, it is suient to prove (3.50) with µ1(B,α) replaed by µ˜1(B,α).
By hanging to boundary oordinates (s, t) (dened by (3.44)) the quadrati
form Q˜B[u] beomes,
Q˜B[u] =
∫ 2π
0
∫ 1/2
−r
w˜m(t)
[
(1− t)−2|(Ds −BA˜1)u|2 + |Dtu|2
]
(1− t)dtds (A.2)
+
∫ 2π
0
∫ 1/2
−r
αV˜a(t)(1 − t)|u|2 dtds , (A.3)
‖u‖2L2 =
∫ 2π
0
∫ 1/2
−r
(1− t)|u|2 dtds , A˜1 = 12 − t+ t
2
2 .
Here
w˜m(t) =
{
1 , if t > 0
1
m
if t < 0
V˜a(t) =
{ −1 , if t > 0
a , if t < 0 .
(A.4)
Performing the saling τ =
√
Bt and deomposing in Fourier modes, we nd
µ˜1(B,α) = B inf
n∈Z
eδ(n,B),B . (A.5)
Here the funtion δ(m,B) was dened in (3.49) and eδ,B is the lowest eigenvalue
of the quadrati form qδ,B on L
2((−√Br,√B/2); (1 − √Bτ)dτ) (with Dirihlet
ondition, u(τ) = 0, at τ = −√B r and τ = √B/2),
qδ,B[φ] =∫ √B/2
−√Br
w˜m(τ)
[
(1− τ√
B
)−1
(
(τ − ξ) +B− 12 (δ − τ22 )
)2
+ (1− τ√
B
)|φ′(τ)|2
]
dτ
+ α
∫ √B/2
−√Br
(1− τ√
B
)V˜a(t)|φ(τ)|2 dτ . (A.6)
Here, ξ = ξ(a,m, α) by onvention (this makes sense provided that m > m∗, and
α ∈ [α0(a,m) − ǫ∗(m), α0(a,m) + ǫ∗(m)]). We will only onsider δ varying in a
xed bounded set. This is justied sine it follows from [23, Proposition 4.6℄ that
for all C > 0 there exists D > 0 suh that if |δ| > D and B > D, then
eδ,B ≥ β(a,m, α) + C1(a,m, α)B− 12 + CB−1 .
Furthermore, for δ varying in a xed bounded set, we know (from the analysis of
the operator (3.4), espeially that the minimum of (3.5) in ξ is non-degenerate)
that there exists a d > 0 suh that if B > d−1, then the spetrum of qδ,B ontained
in ]−∞, β(a,m, α) + d[ onsists of exatly one simple eigenvalue.
The self-adjoint operator h(δ, B) assoiated to qδ,B (on the spae
L2((−√Br,√B/2); (1−√Bτ)dτ)) is
h(δ, B) = −(1− τ√
B
)−1
d
dτ
w˜m(τ)(1 − τ√B )
d
dτ
+ w˜m(τ)
[
(1 − τ√
B
)−2
(
(τ − ξ) +B− 12 (δ − τ22 )
)2]
+ αV˜a(τ) . (A.7)
We will write down an expliit test funtion for h(δ, B) in (A.12) below, giving eδ,B
up to an error of order O(B− 32 ) (loally uniformly in δ).
We an formally develop h(δ, B) as
h(δ, B) = h0 +B
− 1
2 h1 +B
−1h2 +O(B− 32 ) .
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with
h0 = − d
dτ
w˜m(τ)
d
dτ
+ w˜m(τ)(τ − ξ)2 + αV˜a(τ) (= H [a,m, α; ξ]) ,
h1 = w˜m(τ)
[
d
dτ
+ 2(τ − ξ)(δ − τ22 ) + 2τ(τ − ξ)2
]
,
h2 = w˜m(τ)
[
τ
d
dτ
+ (δ − τ22 )2 + 4τ(τ − ξ)(δ − τ
2
2 ) + 3τ
2(τ − ξ)2
]
. (A.8)
Let u0 be the known ground state eigenfuntion of H [a,m, α; ξ] with eigenvalue
β(a,m, α). Here, by H [a,m, α; ξ], we mean the operator (3.4) with ξ = ξ(a,m, α),
onsidered as a self-adjoint operator on L2(R; dτ). For ease of notation we will write
h0 instead of H [a,m, α; ξ], sine they are the same formal dierential operators. Let
R0 be the regularized resolvent of h0, whih is dened by
R0φ =
{
(h0 − β(a,m, α))−1φ ,
∫
φ(τ)u0(τ) dτ = 0 ,
0 , φ ‖ u0 .
Let λ1 and λ2 be given by
λ1 := 〈u0 | h1u0〉L2(R;dτ) ,
λ2 := λ2,1 + λ2,2 ,
λ2,1 := 〈u0 | h2u0〉L2(R;dτ) , λ2,2 := 〈u0 | (h1 − λ1)u1〉L2(R;dτ) , (A.9)
The funtions u1, u2 are given as
u1 = −R0(h1 − λ1)u0 , u2 = −R0
{
(h1 − λ1)u1 + (h2 − λ2)u0
}
. (A.10)
Using the same type of argument in [21, Proposition II.10℄ or [10, Lemma A.5℄, we
an prove that R0 preserves exponential deay at innity, i.e. u0(t), u1(t), u2(t)
and their derivatives deay exponentially fast as |t| → ∞.
Let χ ∈ C∞0 (R) be a usual ut-o funtion, suh that
χ(t) = 1 for |t| ≤ 18 , suppχ ⊂ [− 14 , 14 ] , (A.11)
and let χB(τ) = χ(τB
− 1
4 ) .
We dene the following trial state,
ψ := χB
{
u0 +B
− 1
2u1 +B
−1u2
}
. (A.12)
Using the exponential deay of the involved funtions, we get after a alulation,∥∥{h(δ, B)− (β(a,m, α) + λ1B− 12+λ2B−1)}ψ∥∥L2(]−√B/2,√B/2[;(1−√Bτ)dτ) (A.13)
= O(B− 32 ) ,
‖ψ‖L2([−√B/2,√B/2[;(1−√Bτ)dτ) = 1 +O(B−
1
2 ) , (A.14)
where the onstant in O is uniform for δ in bounded sets. Applying the spetral
theorem, and notiing that β(a,m, α) is an isolated eigenvalue for the operator h0,
we dedue that (uniformly for δ varying in bounded sets),
eδ,B = β(a,m, α) + λ1B
− 1
2 + λ2B
−1 +O(B− 32 ) . (A.15)
It remains to alulate λ1, λ2 and, in partiular, dedue their dependene on δ.
Writing,
2(τ − ξ)
(
δ − τ
2
2
)
+ 2τ(τ − ξ)2 = (τ − ξ)3 − (ξ2 + 2δ)(τ − ξ) ,
and using ∫ ∞
−∞
w˜m(τ)(τ − ξ)u20 dτ = 0 ,
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we get,
λ1 = C1(a,m, α) ,
where C1(a,m, α) is introdued in (3.9). In partiular, λ1 is independent of δ.
We do not need to alulate λ2 expliitly. Notie that λ2(δ) is a quadrati
polynomial as a funtion of δ. We nd the oeient to δ2 as equal to,∫
R
w˜m(τ)|u0(τ)|2 dτ − 4I2 ,
with
I2 := 〈u0 , w˜m(τ)(τ − ξ)R0w˜m(τ − ξ)u0〉 . (A.16)
Therefore, there exist onstants δ0, C0 ∈ R suh that
λ2 =
(∫
R
w˜m(τ)|u0(τ)|2 dτ − 4I2
) (
(δ − δ0)2 + C0
)
.
Realling the denition of the onstant C2(a,m, α) in (3.18), the above formula
beomes,
λ2 = C2(a,m, α)
(
(δ − δ0)2 + C0
)
.
In light of (A.1) and (A.5), we need only to show that C2(a,m, α) > 0 to nish the
proof Theorem 3.12.
Notie that we work under the hypothesis m ≥ m∗. This implies that ξ is the
unique, non-degenerate minimum of the funtion (see (3.5) and (3.15))
z 7→ µ(z) := µ1(a,m, α; z) .
In partiular,
µ′′(ξ) > 0 .
Now, exatly as shown in [9, Proposition A.3℄, it holds that
C2(a,m, α) =
1
2
µ′′(ξ) , (A.17)
yielding thus the desired property regarding the sign of C2(a,m, α). This nishes
the proof of Theorem 3.12. 
For the sake of the reader's onveniene, we inlude some details onerning the
derivation of (A.17).
Sketh of the proof of (A.17). Let us introdue,
E(z) = µ(z + ξ) , H(z) = − d
dτ
w˜m
d
dτ
+ w˜m(t)(t− ξ − z)2 + αVa(t) ,
together with an analyti family of eigenfuntions z 7→ φ(z) ∈ L2(R) suh that
‖φ(z)‖2L2(R) = 1 , H(z)φ(z) = E(z)φ(z) , φ(0) = u0 .
By dierentiating the identity ‖φ(z)‖2 = 1 twie with respet to z, we get
2Re〈φ′(0) , u0〉 = 0 , Re〈φ′′(0) , u0〉 = −‖φ′(0)‖2 . (A.18)
Dierentiating the relation H(z)φ(z) = E(z)φ(z) we get sine E(z) is minimal for
z = 0,
(H(0)− E(0))φ′(0) = 2w˜m(t)(t− ξ)u0 .
Sine the funtions w˜m(t− ξ)u0 and u0 are orthogonal in L2(R), we get
φ′(0) = 2 (H(0)− E(0))−1 (w˜m (t− ξ)u0) + c u0 , (A.19)
for some onstant c ∈ iR.
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Dierentiating twie the relation E(z) = 〈φ(z) , H(z)φ(z)〉, we get,
E′′(0) = 2E(0)Re〈φ′(0) , u0〉 − 8Re〈φ′(0) , w˜m (t− ξ)u0〉
+ 2Re〈φ′(0) , H(0)φ′(0)〉+ 2〈u0 , w˜m u0〉 . (A.20)
Substituting (A.18) and (A.19) in (A.20), we get,
E′′(0) = 2
(∫
R
w˜m(τ)|u0(τ)|2 dτ − 4I2
)
with I2 introdued in (A.16). Realling the denition of the onstant C2(a,m, α)
we get the desired relation in (A.17). 
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