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Abstract--Discovering and analysis of hidden periodicities are formulated as a problem of pe- 
riod and probabilistic haracteristics ofperiodically correlated random processes estimation. Period 
estimation methods which axe based on mean and correlation function temporal periodicities are 
considered. 
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Investigation methods of hidden periodicities have begun to develop with ideas of harmonic 
analysis of periodic and almost periodic functions, and now they have come to be used in statistical 
spectral analysis of the stationary and nonstationary random processes. In this evolution, the 
hidden periodicity conception has been transformed. Efforts to describe both temporal recurrence 
and stochasticity of the oscillation properties have been reduced to the class of periodically 
correlated random processes (PCRP) [1-3]. Then the hidden periodicity is presented as the sum 
of amplitude and phase modulated harmonics 
=  k(t)e (1) 
kEZ 
where ~k(t) are stationary connected random processes. The representation (1) covers partial 
hidden periodicity models: additive ~(t) = r/(t) + f ( t ) ,  where r/(t) is a stationary random process, 
f ( t )  is a periodic function, multiplicative ~(t) = rl(t)f(t), additive-multiplicative and if ~k(t) =-- 
mk, where mk are constant quantities, the process is simply a periodic function. In terms of 
the hidden periodicity model in the form of PCRP, the problem of discovering and analysis is 
formulated as the problem of estimation of correlation period T, and the first and second order 
probabilistic haracteristics: mean, correlation function, spectral density, and their components. 
Such an approach to the problem is more correct than that in the form of a stationary model, 
since it does not reduce the presence of periodicity to certain properties of the average spectral 
characteristics, but which issues from the temporal periodicity of mean re(t) = E~(t) = m(t  + T) 
and correlation function b(t, u) = E~°(t)~°(t + u) = b(t + T, u), ~°(t) = ~(t) - re(t). 
On the basis of representation (1), the problem of determining the PCRP correlation period 
can be solved as the problem of parametrical estimation. If PCRP is Gaussian, the maximum- 
likelihood method can be used. The period estimate has been determined as the value that is 
the absolute maximum point of the logarithm likelihood ratio. The likelihood equation 
dS(7) dn(T)  
d-----~ + ¢ 4---7-- 0, (2) 
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where S(r) = EM(r), N(r) = M(T) -- S(r), M(r) is the logarithm of likelihood ratio and 
= [EN2(T)]I/2S-I(r) is a small parameter, is nonlinear. Its solution is found in the form of 
series 
~P = To + 6T1 + ~2T2 +. . .  
The small parameter, ~, depends on PCRP correlation function b(t, u), and when condition 
lim b(t,u)=O (3) 
),d--~oo 
is satisfied, e is infinitely decreased with the growth of realization length @. In the first ap- 
proximation the estimate ~b is unbiased and its variance coincides with the variance of effective 
estimate. The accuracy of the first approximation i creases with growth of O, because maximum- 
likelihood estimate of the period is asymptotically unbiased and asymptotically effective. This 
effectiveness is achieved ue to a priori data about PCRP probabilistic structure. At the initial 
stage of investigations, uch data, as a rule, are not available. This fact necessitates the use of 
methods, which, though being less effective, do not require such data about the structure; be- 
sides, they are simpler. As the investigations show, development ofsuch methods can be based on 
ideas of coherent and component estimation methods of PCRP probabilistic haracteristics. Both 
coherent and component statistics have certain "resonance" properties concerning the correlation 
period. They take extremal values in point T, which in asymptotics behaviour are the real value 
of the period. Coherent and component functionals of the mean and correlation function have 
the form 
N 
,~(t,~) = (2N+1)  -~ ~ ¢( t+~-) ,  
r t=-N 
N 
b(t,u,T) : (2N+ 1) -1 E ~°(t+u-4-nT)~°(t+nr)' 
~ht(r) /_  ~(t) sin 
{~ (~, ~_) o }_ o_,/_o +,.> {cos,, sin j Akt dr, 
NI N2 
~(t,.)= ~ ~k(.le ~", ~(t,~,~)= F. &(~,~)~', 
k=-  N1 k=-  N2 
rhk(r) ---- ~1 [~( , )  _ i~(~.)1, Bk(u, T) = 21 [/~(U) -- iBm(u)] , Ak = 27rT -1. 
(4) 
(5) 
(6) 
As in the maximum-likelihood method, period estimates are solutions of the nonlinear equation, 
which can be presented in the form (2), where S(T) is regular, and N(T) are  fluctuational parts of 
functionals (4)-(6). If the correlation function satisfied condition (3), then the small parameter 
in each of the cases tends to zero when O --* c~. Thus, period estimates will be asymptotically 
unbiased and consistent. A positive aspect of statistics (4)-(6) is the fact that, making it possible 
to determine the correlation period, they at the same time give estimates of PCRP characteristics 
as well. 
It is natural that the previous estimation of the correlation period brings additional errors in 
characteristics e timates. Estimate of mean with finite O is already biased. If condition (3) is 
realized, this bias decreases infinitely, when O --* c~. With increase of the realization length, the 
previous determining of the period will less decreasingly influence the quantity of the variance 
of mean estimates, as well as the value of quality factor of correlation characteristics e timates. 
This brings us to the conclusion that in a given situation, estimate properties do not undergo 
changes in the main. 
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A natural way of constructing the statistics for determining the correlation period on the 
basis of discrete data is to substitute the corresponding integral transformations for integral sum. 
Discrete analogues of the functionals then have the form 
{ } the(r) =(2K+l )  -1 E ~(nh) l s in  
r *~-K  
/)~(u, 7) = (2K+ 1) -1 E ~°(nh)(°(nh +u)  cos sin hlnh, 
n~-K  
where O = (2K + 1)h, h is the interval of discretization. The interval h is chosen from the 
condition of closeness in value of corresponding quality factors under discrete and continuous 
processing. Concrete recommendations both as to the choice of necessary discretization i terval 
and the length of realization being processed can be made based on the analysis of such factors 
for PCRP with typical probabilistic haracteristics. The comparative analysis of coherent and 
component methods of period estimation shows that the latter has advantage when the correlation 
function rather quickly decreases with the lag on the interval, which is equal to the correlation 
period. 
Developed methods of the time series analysis are generalized to the PCRP class of the well- 
known Buys-Ballot's technique and the method of Fourier transform which have been created 
for searching for periodicities describing periodic and almost periodic functions. They enable us 
to divide the problem into searching for both regular periodic oscillations and periodic change 
of fluctuation properties. Such an approach reformulates the problem on the basis of the logical 
and capacious notion of hidden periodicities in the form of PCRP. 
These methods were used for analysis of wind waves, swell, Volf number series, vibroa~ousti- 
cal signals, geomagnetic pulsations, and cycles of geophysical processes. On the basis of this 
methodology, principally new results about probabilistic structure of these phenomena have been 
obtained. 
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