We tackle the problem of extracting explicit discriminative feature representation for manifold features. Manifold features have already been shown to have excellent performance in a number of image/video classification tasks. Nevertheless, as most manifold features lie in a non-Euclidean space, the existing machineries operating in Euclidean space are not applicable. The proposed explicit feature representation enables us to use the existing Euclidean machineries, significantly reducing the challenges of processing manifold features. To that end, we first embed the manifold features into a Reproducing Kernel Hilbert Space that can encode the manifold geometry. Then, we extract the explicit representation by using the empirical kernel feature space, an explicit lower dimensional space wherein the inner product is equivalent to the corresponding kernel similarity. The final feature representation is then derived from a linear combination of multiple explicit representations from various manifold kernels. We propose a max-margin approach to learn an effective linear combination that will improve the feature discriminative power. Evaluations in various image classification tasks show that the proposed approach consistently and significantly outperforms recent state-of-the-art methods.
M A N U S C R I P T
Introduction
Representing image/video data using manifold features that lie in a non-Euclidean space often naturally arises in various applications such as pedestrian detection in Tuzel et. al. [32] and image set classification in Turaga et. al. [31] . Existing classification approaches such as Support Vector Machine (SVM) and Linear Discriminant Analysis (LDA) are not directly applicable to such features due to the non-Euclidean nature of the underlying space. This limits the applicability of existing machineries operating in Euclidean space.
This limitation gives a strong motivation to design a feature representation that is Euclidean but still captures the manifold geometry [11, 26] . For example, Hong et. al. [11] proposed a second order statistic based region descriptor, named Sigma Set. The Sigma Set descriptor lies in Euclidean space and has similarity to covariance descriptors which have Riemannian structure. Unfortunately, in most cases, these works are specific to a particular manifold, and thus it is not trivial to extend to the other Riemannian manifolds. * * Corresponding author: Tel.: +61 7 3365 1643; fax: +61 7 3365 4999; e-mail: a.wiliem@uq.edu.au; arnold.wiliem@ieee.org (Arnold Wiliem), raviteja@umd.edu (Raviteja Vemulapalli), lovell@itee.uq.edu.au (Brian C. Lovell) Manifold features can also be accurately studied by first embedding them into a Reproducing Kernel Hilbert Space (RKHS) and then applying kernel-based approaches [10, 13, 34] . The embedding function, which normally is non-linear, can encode the Riemannian geometry by exploiting typical Riemannian metrics [10, 23] . As Euclidean geometry applies in the Hilbert space, this effectively decouples machine learning from data representation [15] . Unfortunately, one may still need significant effort to develop existing methods for kernel space [5] . To that end, Vedaldi et. al. [33] proposed explicit kernel feature maps for the additive class of kernels such as the intersection, M A N U S C R I P T 2 Hellinger's and χ 2 kernels. After mapping the input features into the explicit kernel feature space, one can apply any efficient learning method such as the linear SVM. Unfortunately, this approach cannot be applied directly for manifold features as the explicit feature maps of [33] are valid only for features in Euclidean space.
Inspired from the work of Vedaldi et. al. [33] , we aim to learn an explicit discriminative feature representation that has Euclidean geometry but still encodes the manifold topological structure. Having such a feature will significantly reduce the challenges present in processing manifold features. There are two issues that need to be addressed: (1) How to extract the Euclidean features that still encode the manifold topological structure and (2) once extracted, how to improve the feature discriminative power.
Using explicit kernel feature space for manifold features seems an ideal solution for our aim as it is possible to encode manifold geometry into RKHS and hence once mapped into the explicit feature space, the explicit representation still captures the manifold geometry information. Nevertheless, it is still not clear how to develop the explicit kernel feature map for manifold features. Therefore, we opt to use the empirical kernel feature space, first introduced in [27] . The Empirical kernel Feature Space (EFS) is a good approximate solution to the preimage problem that specifically aims to find the existence of an explicit representation of data points defined in the kernel space [27] . The space can be considered as an explicit lower dimensional Euclidean space wherein the dot product between two points equals the corresponding kernel similarity function. As the dot product is preserved, then the distance is also preserved.
In order to further improve the feature discrimination, we derive our features by combining multiple EFS from various kernels defined over the manifold space. Here, our idea is somewhat similar to the Multiple Kernel Learning (MKL) problem [4, 6, 18] . The difference is, MKL aims to find discriminative kernel from a convex combination of the given kernels. In our case, we learn the explicit discriminative feature representation from multiple EFS. The optimal combination is jointly learned with a max-margin classifier. We draw our inspiration from the recent method proposed in [36] that describes Multiple Kernel Learning in the empirical kernel feature space using a Modification of the Ho-Kashyap algorithm (MultiK-MHKS). In a similar manner to the canonical correlation analysis, MultiK-MHKS aims at finding a transformation function which maximizes the correlation of explicit feature representations of different kernels. On the other hand, we directly model the learned features as a linear combination of EFS. As will be shown in the experiments section, our approach is more effective than MultiK-MHKS.
It is noteworthy to mention that our work primarily focuses on manifold features whose underlying geometry is known. In contrast to our work, the manifold learning techniques described in Lin et. al. [20] and Roweis and Saul [25] perform non-linear dimensionality reduction wherein the low dimensional projection space lie on a non-linear manifold. In other words, these techniques assume the underlying manifold was unknown. Contributions -Our main contribution comes from the proposed max-margin learning approaches to extract the explicit discriminative features representation. We show empirically that the extracted features are more discriminative than the recent state-of-the-art approaches. To the best of our knowledge, this is one of the first studies to extract explicit kernel feature space for manifold features. We note that, although our proposed approach could be applied to any other Euclidean features, the benefit of using our approach is more significant when it is applied to manifold features due to the non-linear topological structure presenting significant challenges in processing manifold features. Organisation: We first discuss related works in Section 2. In Section 3, we describe the procedure to embed data from an RKHS into the corresponding EFS. We describe the proposed approach in Section 4. Section 5 provides a brief overview of two Riemannian manifold features commonly used for computer vision tasks. Section 6 presents our experimental results comparing the proposed approach with various state-ofthe-art approaches on four benchmark datasets and Section 7 concludes the paper.
Related Works
Euclidean features for Riemannian manifolds -There are various works focusing on extracting Euclidean features that encode manifold topology [11, 26] . Similar to the Sigma Set, San Biagio et. al. proposed descriptors that capture non-linear relationships which are not captured by covariance descriptor [26] . Their descriptors are also Euclidean which makes it convenient to process. Unfortunately, most of these works primarily aim at a particular manifold such as the Symmetric Positive Definite (SPD) manifolds. Another line of work is to flatten the manifold space by embedding the manifold points into a designated tangent space [1] . Nevertheless, the tangent space embedding may introduce significant distortions that could affect the classification. Fusing multiple views -The idea of fusing information from multiple sources to achieve better performance has been extensively studied both algorithmically and theoretically [29] . For instance, when each source of information can be represented using a kernel (also referred to as base kernel), one can use Multiple Kernel Learning (MKL) which selects a kernel from a family of convex combination of M based kernels and learns a predictor based on the selected kernel [4, 6, 18] . These two tasks can be performed either individually in stages [6] or simultaneously [18] .
Our aim is similar to MKL framework as we aim to combine information extracted from multiple kernels and learn a predictor from the combined space. On the other hand, our approach differs from MKL and multi-view learning in two aspects: (1) the combination is done in the empirical feature spaces of the associated kernels, and (2) unlike the multi-view learning methods, our proposal only learns one predictor. Multiple Kernel Learning in manifold space -The idea of combining multiple kernels has also been studied for Riemannian manifolds with known geometry [14, 34] . For instance, Vemulapalli et. al. [34] used the manifold structure as a regularizer. More precisely, they found a linear combination of basis kernels such that the distance induced by the combined kernel is close to the manifold geodesic distance. Unfortunately, the regularization may prevent the method from picking useful kernels to achieve better performance in a given task. In [14] , Jayasumana et. al. focused on selecting the optimal parameters for radial basis kernels on Riemannian manifolds. They specifically showed that radial kernels can be expressed in a simple parametric form. Then a linear SVM framework could be used to automatically obtain optimal parameters for the kernels. Different from their work, we mainly focus on extracting explicit Euclidean features that still encode manifold geometry and improve the discrimination by combining multiple EFS represen-
tations associated with different kernels (which may not be radial kernels). Our approach can also incorporate other existing Euclidean features derived for manifold features [26] .
Empirical Kernel Feature Space
Given an embedding function (usually non-linear) Θ : R d → H that embeds the input space into the feature space in RKHS with a kernel function K(·, ·), the pre-image problem seeks the existence of explicit representation (generally in the input space) of data points in the kernel space [27] . As shown in [27] , in general, the solution to this problem does not exist. Since the analytical solution does not exist, one may seek an approximated solution. One good approximation for the pre-image problem is via Kernel PCA (KPCA) [27] . Note that, KPCA carries PCA in the kernel space. The space of KPCA is formed by selecting the highest energy of the principal components as its basis. This means the transformed space follows the optimal approximation property [27] .
The EFS can be derived when all principal components are used. In addition, there is no requirement that the kernel needs to be centred. Let G = {x i } N i=1 be the set of training points; K be a kernel function, and K be the associated kernel matrix (i.e., K i, j = K(x i , x j )). Let K = PΛP be the Eigen decomposition of K. The function φ(·) ∈ R r embeds the data from the input space into the EFS via [27, 38] :
where x i ∈ G and u ∈ R d . For simplicity, we shall shorten the notation φ(u; G) to φ(u) whenever the context is clear. The distances and angles are preserved in the EFS. To verify this, one can check the inner product between the data points. If the inner product is preserved, then the angles and distances are preserved as they can be uniquely determined by the inner product. We formally describe the inner product preservation as follows.
be the set of points generating the kernel matrix K and used by the mapping function φ(·). For any vector u and x, where at least one of them is the member of G, we have the following relationship:
Proof. We first present the proof from [27] for the condition when both u and x ∈ G. Then, we extend this proof for the case in which only one of u or x is a member of G. LetX ∈ R N×r be a matrix whose every row is the explicit representation of the i-th data point of G in the EFS (i.e., φ(x i )). Here, (1) can be rewritten asX = K PΛ − 1 2 . The inner product between the data points,XX , is determined by
To prove for the second case, it is sufficient to show the case when u G and x j ∈ G. Thus, we derive Θ(u), Θ(
Remarks. We could apply Theorem 3.1 for addressing the classification tasks. In this case, G is our training data. The EFS is useful for training our classifier model as the distances and angles are preserved between the training data. Then for any vector u in the test set, the theorem guarantees the angles and distances are also preserved between u and the training data. We note that the result is also consistent with the work described by Zhang et. al. [39] .
In addition to the above remarks, the above theorem is only applicable when a valid Riemannian manifold kernel is used. Recent works have shown it is not trivial to develop a kernel operating on Riemannian manifolds [10, 13, 34] . In many cases, the original manifold points need to be projected into a flat space before a kernel can be derived [8] . This means, when no valid kernel exists due to specific properties possessed by the manifold (e.g., when it is possible that a test point can be in the cut locus set of the manifold), then our proposed work will not be applicable. Despite this limitation, we note that there have been several valid kernels proposed for popular Riemannian manifolds such as Symmetric Positive Definite and Grassmann manifolds. Thus, this limitation will not severely affect the possible applications of the proposed approach in practice.
Discriminative Feature Learning in the Empirical Kernel Feature Space
Now we are ready to describe our proposed approach by utilizing the result from Theorem 3.1. Let M be a Riemannian manifold and G = {X i , y i } N i=1 be the training set, where X i ∈ M with corresponding label y i ∈ {−1, +1}, and let {φ k (X i )} K k=1 be the set of EFS representations of X i in the EFS generated from the set of base kernels {K k (·, ·)} K k=1 . Our main aim is to learn a discriminative feature representation h ∈ R r as a linear combination of the explicit representations φ k (·).
where φ k is shorthand for φ k (X i ; G) (see (1)); α k is the k-th mixing coefficient. Note that this is different from MKL since we are considering the linear combinations of EFS representations, unlike MKL approaches that work with kernel combinations.
To obtain a discriminative feature representation h, we learn the mixing coefficients α = [α 1 · · · α K ] and the classifier parameters w jointly by solving the following optimization problem:
arg min w,α
where λ 1 and λ 2 are regularisation parameters; [·] is the hinge loss function traditionally defined as:
Remarks. Note that we removed the bias term which is normally used in SVM theory to simplify the formulation. Indeed as suggested in [28] , training an SVM without bias has convergence rate and classification performance that are comparable to SVMs with bias.
EFS-DF optimization algorithm
In this section, we present our approach for solving the optimization problem (5) . We refer to this algorithm as Empirical kernel Feature Space -Discriminative Features (EFS-DF) in the rest of this paper. The optimization problem (5) is non-convex due to the terms involving multiplication of w and α. However, it is convex in w when α is fixed and convex in α when w is fixed. Hence, we solve (5) using block coordinate approach in which we alternate between optimizing w and α. Fixing α -When α is fixed, the optimization problem (5) can be written as:
where
The solution for the max-margin classifier w in the combined EFS can be obtained by solving a linear SVM problem with hyperplane w ∈ R r . Fixing w -When w is fixed, the optimization problem (5) becomes:
which can be written as:
Let v i = w φ 1 (X i ) · · · w φ K (X i ) be a K-dimensional column vector. Then the above optimization problem becomes:
Again, the mixing coefficient α can be learned by solving a linear SVM problem. Algorithm 1 summarizes the proposed EFS-DF optimization algorithm. We first initialize the α to have equal weights (i.e., 1 K ). For solving the linear SVM problem (7) and (10), we used the LibLinear package [7] which could be easily sped up using [22] .
Relation to rank-k matrix SVM formulation
Imposing rank constraint on SVM formulation has been shown to be effective in computer vision [37, 12, 40] . In this section, we show how the proposed learning problem (5) is related to the rank-k matrix SVM proposed in [37] .
Algorithm 1 The proposed EFS-DF algorithm
, λ 1 and λ 2 1: for each X i , compute the {φ k (X i )} K k=1 2: initializes for each α k ← 1 K 3: loop until converges 4: for each X i , compute h i = K k=1 α k φ k (X i ) 5: w ← solve (7) 6:
for each X i , compute v i 7:
α ← solve (10) 8: end loop Output: α, w
Then, the rank-k matrix SVM [37] solves the following optimization problem:
where A is the classifier model; · F is the Frobenius' norm of a matrix; tr{·} is the matrix trace and rank(·) denotes the rank of a matrix. The classification decision rule in this case is given by sign tr A Φ(X) . If the matrix A is restricted to be a rank-1 matrix, then A can be written as A = w α, where w ∈ R r and α ∈ R K , and the optimization problem (11) becomes:
The proposed optimization problem (5) can be obtained from (12) by relaxing the term w 2 2 α 2 2 into w 2 2 + α 2 2 . Thus, the optimization problem (5) can also be viewed as an approximate version of rank-1 matrix SVM.
Using rank 1 regularization could be very restrictive in some cases. In such cases, instead of fixing the rank to one, it may be preferable to directly minimize the rank using the following low-rank matrix SVM formulation proposed in [37] :
In this work, apart from our original formulation (5), we also use the above low-rank matrix SVM formulation with the EFS representations. We solve this low-rank SVM problem using the approach described in [37] . We refer to this as EFS-Low Rank (EFS-LR) for the rest of the paper. We note that EFS-LR has more computational complexity than EFS-DF. This is because for each iteration EFS-LR requires to perform Eigen decompositions on matrix A and every single training data which is represented as the matrix, Φ(X i ) [37] .
Riemannian Manifold Geometry
In this section we briefly discuss two Riemannian manifolds which are frequently used in various computer vision applications.
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Grassmann manifold -A Grassmann manifold G n,d is the set of all d-dimensional linear subspaces of R n . Thus, each point in a Grassmann manifold is a subspace S represented by a set of orthonormal basis X ∈ R n×d . The most popular metric in computer vision applications is the projection distance which can be expressed as [31] : d p (X 1 , X 2 ) = 2 −1/2 X 1 X 1 − X 2 X 2 F where · F denotes the Frobenius norm. We encourage interested readers to read [31] for a complete treatment on the Grassmann manifold. Various Mercel kernels have been proposed in the Grassmann manifold. The most popular kernel is the projection kernel which is expressed as K p (X 1 , X 2 ) = X 1 X 2 F . As noted in [34] , various Mercel kernels can also be generated from the projection kernels as follows:
where K rb f p (·) and K poly p (·) are projection-polynomial and projection-RBF, respectively; X 1 and X 2 ∈ G are Grassmann points; β and γ are the kernel parameters, respectively. Grassmann manifolds are normally used to tackle image-set classification tasks. In this setting, each image set is represented as a linear subspace (i.e., a point over a Grassmann manifold).
Symmetric Positive Definite (SPD) manifold -A point in SPD manifolds is the set of n × n SPD matrices. The popular metric for SPD manifolds is the Affine Invariant Riemannian Metric (AIRM) which can be expressed as [23] : d(C 1 , C 2 ) = log(C 1 C 2 ) F , where log is matrix logarithm. More detailed discussions on SPD manifolds can be found in [23] . There are two popular Mercel kernels recently introduced [13] : Stein Divergence, K S (·) and Jeffrey divergence kernels, K J (·):
where both C 1 and C 2 are points over the SPD manifold; γ is the kernel parameter; the functions S (·) and J(·) are the Stein and Jeffrey divergences, respectively, which are defined via:
where logdet(·) denotes the logarithm of the matrix determinant and n is the size of the SPD matrix. SPD manifolds are generally used in computer vision as a robust texture descriptor. More precisely, for a given texture image I, one could extract t features by either computing its derivatives or applying filter banks to the image. Each pixel is then represented as tdimensional features and the covariance matrix is then computed over all the pixels. Recently, some works proposed Euclidean features derived from SPD manifolds [26] . These features are claimed to capture more information than the SPD manifolds. For instance, unlike covariance matrices which only capture the linear correlation between features, the HASC feature [26] captures the non-linear correlation between features.
Experiments
In this section, we compare the performance of EFS-DF and EFS-LR approaches with recent state-of-the-art approaches such as MultiK-MHKS [36] , Simple MKL [24] (S-MKL) and the Extrinsic Kernel Learning [34] (EKL). For all these methods, we used the code provided by the corresponding authors. As for baselines, we report the best kernel, product kernel and average kernel performance, denoted best kernel-KSVM, product kernel-KSVM and average kernel-KSVM, respectively. We also report the performance of the approach using features extracted by performing Principal Geodesic Analysis (PGA) [9] on the training exemplars. The classification is carried using the Linear SVM (LSVM). We call this method as PGA-LSVM.
In addition to these, we also evaluate the performance of group lasso regularization, one of the recent theoretical results in MKL domain [2] and the popular 1 regularization. Unlike the above approaches that operate in the kernel space, these two methods are applied in the EFS. As concluded in [2] , the MKL solution is equivalent to applying block 1 norm, or Group Lasso, in the explicit representation space. This means, for a given set of features, only a small number of features are activated in the combination. Therefore, we apply the group lasso regularization to find the best EFS combination. In 1 , we concatenate all the EFS representations and apply linear SVM with 1 regularization. We name these as EFS-GroupLasso and EFS-1 , respectively. We used one-vs-one scheme for multi-class classification problems. We note that it is possible to use other multi-class classification schemes such as the one-vs-all scheme. However, we found that the results are similar. We will leave the analysis of the impact of using different multi-class classification schemes for future works. All other parameters were determined using cross-validation sets. Object recognition -ETH80 dataset -The ETH80 dataset contains 8 object categories (i.e., apple, pear, tomato, cow, dog, horse, cup and car) where each category has 10 different object instances. Each object is represented by 41 views spaced evenly over the upper viewing hemisphere (see Fig. 2 for examples).
In this evaluation, each object is represented as a point in a Grassmann manifold, G. More precisely, Let S = [s 1 · · · s 41 ] be a centred data matrix of an object. Each s i ∈ R d represents the d-dimensional image features. The data matrix can then be represented by its linear subspace spanned by the top δ eigenvectors. This representation is considered as a point over a Grassmann manifold [34] .
We used the Grassmann manifold features and the splits obtained from [34] . In addition, we used three discriminative projection-polynomial kernels, K rb f p (·) and three discriminative projection-RBF kernels, K poly p (·). We opted to use a more challenging protocol by evaluating the methods only on binary class problems that are more challenging to classify. More precisely, the multi-class problem was first reduced into 28 binary class problems. We evaluated all the methods in these 28 binary class problems and selected the top five most difficult problems. For each selected classification problem, we repeated the evaluation 10 times by using the given splits. The most difficult binary problems for ETH80 dataset are: 'apple vs tomato', 'car vs cow', 'cow vs dog', 'cow vs horse' and 'dog vs horse'.
The mean and standard deviation of the results are presented in Table 1 . The results show that EFS-1 , the proposed EFS-M A N U S C R I P T DF and EFS-LR outperform the other methods. Both MultiK-MHKS and EKL approaches perform worse than the others. From our observations (refer to the supplementary material), while EKL does not have good performance on hard problems, it has reasonable performance on easy problems. We conjecture that the additional constraint in the EKL ensuring the kernel combination should be similar to the geodesic distance might yield much worse performance in these difficult cases. Action recognition -HDM05 dataset -The HDM05 dataset is a motion capture dataset that contains 3D locations of 31 joints of the actor performing an action at each time instance. Each action class is performed several times by five different actors. Fig. 3 depicts a visualization of some motion capture examples.
We followed the evaluation protocol in [10] that selected 14 actions: 'clap above head', 'deposit floor', 'elbow to knee', 'grab high', 'hop both legs', 'jog', 'kick forward', 'lie down floor', 'rotate both arms backward', 'sit down chair', 'sneak', 'squat', 'stand up lie' and 'throw basketballs'. There were only four joints corresponding to arms and legs selected in this protocol. The 3D locations of all the joints in one frame were concatenated to become one feature vector. We then computed the 12 × 12 covariance matrix from these feature vectors (i.e., 3 × 4 = 12). Finally, the validation was done in a leaveone-out scheme where actions of one actor were used as test and the rest as training. This created five sets of training and test. We combined three discriminative Stein divergence, K S (·), as well as three Jeffrey divergence kernels, K J (·). Table 1 reports the evaluation results. Again, the proposed EFS-DF and EFS-LR outperform all the other methods. Specifically, they outperform the recent state-of-the-art approaches S H -SVM [10] and CDL [35] by a significant margin (82.7% vs 65.3% and 73.3%).
S H -SVM [10] constructs the SPD matrices in the infinite dimensional space and computes the Stein divergence between these matrices which is a much more complex approach than our proposal. CDL [35] performs discriminative learning on the manifold tangent space at the identity which would significantly distort the pairwise distance between data points.
In addition, we also note that our proposed max-margin framework has much better performance than the MultiK-MHKS that utilizes correlation analysis. Biological virus classification -The Virus dataset contains 15 different virus classes where each class consists of 100 images of segmented virus (refer to Fig. 4 ). For each pixel location in an image I, we extract a 17-dimensional feature vector composed by:
where I u,v is the pixel intensity at location (u, v) and F 1 u,v (I) · · · F 6 u,v (I) are the filter banks consisting of Difference Of Offset Gaussian (DOOG) [30] applied on the image. The covariance matrix of this 17-dimensional feature is used as the image representation.
In this evaluation we used discriminative Stein and Jeffrey divergence kernels as discussed in Section 5. In addition, we also evaluated the efficacy of the proposed method to learn discriminative features from both the existing kernels and information extracted from Euclidean features. To that end, we opted to use the recently proposed feature [26] , namely HASC, that was shown to be effective in capturing non-linear relationships; the type of information that is not captured in covariance matrices. In this setting, the HASC features were extracted from each image. PCA was used to ensure both HASC features and φ m (x i ) dimensionalities are compatible. We followed the original evaluation protocol with the provided 10 splits described in [17] . Specifically, for each repetition, one split was used as the test and the rest as training.
The average performances from the 10 splits and their standard deviation are presented in Table 1 . The results again indicate that our proposals outperform S-MKL, EKL and MultiK-MHKS. The proposed approaches also outperform CDL and are competitive to S H -SVM performance [10] . Nevertheless, the proposed EFS-DF improves significantly when the HASC features are included (i.e., from 78.1% to 86.9%). This performance is 4.5 percentage points better than S H -SVM (to our knowledge, this is the current state-of-the-art method). We note that, the proposed EFS-LR + HASC does not pick the HASC features in its solution that makes no performance increase.
To further contrast the efficacy of the proposed EFS-DF in incorporating HASC features, we embedded the HASC features into the kernel space via the traditional Radial Basis Function (RBF) kernels using optimal parameters and incorporated them into the S-MKL and EKL methods as additional kernels. We named these methods as S-MKL + HASC and EKL + HASC, respectively.
The results in the third row of Table 1 suggest that neither of these techniques outperform EFS-DF. It is noteworthy to mention that the EKL has exactly the same performance with and without additional kernels from HASC features; indicating that these additional kernels were not picked by EKL. Texture classification -Kylberg's dataset -The Kylberg dataset consists of 28 texture classes of different natural and man-made surfaces. Following [10] , we first resized the images to 128 × 128 pixels and computed the covariance matrices by extracting the feature vectors defined in (20) in a coarse grid. More precisely, we did not extract feature vector on all pixel locations, rather skipped some pixel locations (i.e., only extracted every 8 pixels).
We followed the evaluation protocol in [10] by constructing random partitions for training and test. For each partition, we picked 5 images in each class for training and used the remaining ones as test. We repeated this five times and report the average results in Table 1 . Again the proposed approaches outperforms the MultiK-MHKS, EKL and S-MKL. The performance improves significantly when the HASC features are included (from 89.2% to 94.2% for EFS-DF, from 89.0% to 94.4% for EFS-LR). These outperform all the methods including the recent state-of-the-art methods such as CDL and S H -SVM reported in [10] .
Analysis on EFS-DS and EFS-LR -The proposed EFS-DF
A C C E P T E D M A N U S C R I P T Table 1 . Average recognition accuracies and their standard deviations for the Object recognition (ETH80) [19] , Action recognition (HDM05) [21] , virus [17] and texture (Kylberg) datasets [16] . CDL, S H -SVM and HASC-SVM extract SPD manifold features, therefore cannot be used for Object Recognition dataset which uses Grassmann manifold. The proposed approaches consistently outperform the other methods. This could be attributed to the proposed max-margin learning on the explicit representation which still encodes the manifold geometry. Details explanation is in the text. and EFS-LR have similar accuracy across the datasets. Upon a closer examination, we found that in many cases EFS-LR converged to a rank 1 solution. This suggests that imposing rank 1 regularization for this case may not be too restrictive.
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Conclusion and Future Work
In this paper, we primarily focused on reducing the significant challenges present in processing manifold features due to their non-linear topology. We learned an explicit discriminative feature representation that has Euclidean geometry but still encodes the manifold topological structure. From our evaluation on four benchmark datasets, the proposed approaches obtained the best performance compared to recent state-of-the-art methods and popular Multiple Kernel Learning regularisations such as 1 and group lasso. Despite its excellent performance, the current proposal requires to compute the kernel similarities for each query data to all training data, which could introduce a significant bottleneck in the process. Thus, in the future we would further develop the explicit feature map that only needs a significantly smaller set of training data by adapting techniques described in [3, 41] .
