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Abstract
In “Heterogeneous active agents, I” (Eiter et al., 1999), two of the authors have introduced
techniques to build agents on top of arbitrary data structures, and to “agentize” new/existing
programs. They provided a series of successively more sophisticated semantics for such agent
systems, and showed that as these semantics become epistemically more desirable, a computational
price may need to be paid. In this paper, we identify a class of agents that are called weakly
regular—this is done by first identifying a fragment of agent programs (Eiter et al., 1999) called
weakly regular agent programs (WRAPs for short). It is shown that WRAPs are definable via
three parameters—checking for a property called “safety”, checking for a property called “conflict-
freedom” and checking for a “deontic stratifiability” property. Algorithms for each of these are
developed. A weakly regular agent is then defined in terms of these concepts, and a regular
agent is one that satisfies an additional boundedness property. We then describe a polynomial
algorithm that computes (under suitable assumptions) the reasonable status set semantics of regular
agents—this semantics was identified by Eiter et al. (1999) as being epistemically most desirable.
Though this semantics is coNP-complete for arbitrary agent programs (Eiter and Subrahmanian,
1999), it is polynomially computable via our algorithm for regular agents. Finally, we describe our
implementation architecture and provide details of how we have implemented RAPs, together with
experimental results. Ó 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
Over the last few years, there has been tremendous interest in the area of intelligent
software agents. Such agents provide a wide range of services, ranging from data mediation
agents [5,6,12,14,26], to mobile agents [34], to personalized visualization agents [13,23],
to agents that monitor newspapers, prioritize mail buffers and the like [18,21,36,38].
Most such existing work on agents subscribes to the view that agents should be
autonomous, and that such autonomous agents should behave according to a clearly
articulated set of operating principles. These operating principles allow agents to take
actions that change the state of the agent in accordance with the operating principles
[31,32]. Declarative languages to encode such operating principles were proposed by
Shoham [37] and Hindriks et al. [22]. Recently, Eiter et al. [17] have proposed a notion
of an Agent Program and showed how agent programs can be layered on top of arbitrary
data structures. This allows the creator of an agent to agentize existing bodies of software
code by “adding on” such operating principles on top of the code. A series of successively
more sophisticated declarative semantics for agent programs have been described, whose
epistemic appeal comes at a price of increased computational complexity. The creator of
the agent can choose which semantics his agent will use.
Every agent in the [17] framework has an associated notion of state, and this state
includes certain special data structures shown in Fig. 1. While most of these data structures
are not needed for this paper, the message box is critical. An agent’s state changes when it
receives messages from other agents or from other programs. This allows agents to be be
reactive by responding to a message sent by another agent, but also allows them to be clock
driven and random. A clock-driven action is taken by an agent when the agent receives a
message from the clock agent (or program). A random-action is taken by an agent when
the agent receives a message from a random number generation agent. Thus, agents in our
framework are continuously engaged in a cycle consisting of the following three steps,
which fits the observe-think-act paradigm described in [24]:
(S1) Evaluate state changes.
(S2) Determine what actions to take.
(S3) Concurrently execute the selected actions.
Step (S2) above requires that the agent computes certain kinds of semantical structures
called status sets, described in [17], and also briefly described in Appendix B of this
paper. Of the alternative semantics described in [17], it was argued that the “best” ones
were all defined in terms of a “reasonable” status set semantics. However, computing such
reasonable status sets is intractable in general. The primary contributions of this paper,
which build in part on some ideas from logic programming (see also Section 9), are the
following:
(1) First and foremost, we identify a class of agent programs called weakly regular agent
programs (WRAPs for short)—later, these are extended to regular agent programs
(RAPs) that are guaranteed to have polynomially computable reasonable status sets,
provided such status sets exist. WRAPs are characterized by three basic properties:
(a) Safety. Every rule in a WRAP must satisfy a syntactic property called “safety”
which guarantees that calls to external packages do not cause a run-time error.
We also provide a notion of “strong safety” that guarantees that all computations
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return finite answers. Safety extends the idea of mode realizability [8,33] of logic
programs to handle calls to software packages.
(b) Conflict-freedom. The set of rules in a WRAP should not lead to conflicts. For
example, the rules must not force an agent to do something it is forbidden to do.
(c) Deontic-stratifiability. This is a property in the spirit of stratification in logic
programs [4], which prevents problems with negation in rule bodies. However,
as we will see, deontic stratification is more complex than ordinary stratification
because of
(i) presence of deontic modalities in rule bodies, and
(ii) the fact that rules can be inconsistent due to conflicting modalities in rule
heads.
A regular agent program (RAP) is just a WRAP which satisfies an additional
boundedness condition that we will introduce later in Section 6. Thus, all RAPs
are WRAPs, but not vice versa. We will define all the above concepts, and
provide algorithms that may be used by a syntax-checker in a RAP compiler. We
will describe the results of experiments conducted with implementations of these
algorithms.
(2) Second, given a RAP, we will develop an iterative fixpoint computation procedure
through which we can compute the reasonable status set (if it exists) of the
agent program. We will show that this procedure is polynomially executable under
suitable conditions. We will describe the results of experiments conducted with
implementations of this procedure.
(3) Third, we develop a package called a Query Maintenance Package (QMP for
short) that may be used to process RAPs. The QMP manipulates a few simple data
structures, and provides a succinct representation of a potentially very large set of
actions an agent may be obliged to do, may be forbidden from doing, etc. In effect,
it associates at compile time a set of queries which when executed at run-time are
guaranteed to specify what the do’s and dont’s for the agent are. This allows the
agent to be much more efficient at run-time, at the price of a static compile-time
computation.
(4) Finally, we will describe our IMPACT Agent Development Environment, and outline
how an agent developer may use it to build agents for her application. We will
also include experimental results for our framework, demonstrating the efficiency
of various components of our architecture.
This paper is part of the IMPACT (“Interactive Maryland Platform for Agents Collaborat-
ing Together”) project, which is a joint effort between the University of Maryland (Subrah-
manian), Technical University of Vienna (Eiter), Bar-Ilan University (Kraus), University
of Koblenz (Dix), and Università di Milano (Bonatti).
The organization of this paper is as follows. Section 2 describes the syntax of agent
programs and recapitulates important concepts from [17]. Section 3 lays out the basic
definitions of a weakly regular agent program, while Section 4 presents algorithms for
checking weak regularity. Section 5 discusses how weakly regular agent programs can be
evaluated, and Section 6 defines regular agent programs. In Section 7, we describe our
Query Maintenance Package, and in Section 8, we report experimental results and briefly
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Fig. 1. IMPACT agent architecture.
describe the IMPACT Agent Development Environment. The final Section 9 discusses
related work and gives some conclusions.
In order to distract not from the flow of reading, proofs of technical results have been
moved to Appendix A.
2. Background: Agent programs
In this section, we briefly review the concept of agent program proposed in [17]. We will
first show how [17] allows us to define conditions on arbitrary bodies of software code,
and then we will show how this might be used to build the rules defining the operating
principles of an agent.
2.1. Software code access
An agent program is built on top of a body of software code S = (T ,F) which consists
of a set T of data types on which a set F of functions is available. The functions f in F
provide the interface to the underlying data structures which are maintained by the agent;
each f has a signature specifying the types of the input arguments and the type of the
output (return) value. It is assumed that the output value is a set type; the result of ordinary
functions is easily coerced into a singleton set.
Variables
For each τ ∈ T , we assume the existence of a set Var(τ ) of variable symbols ranging
over data objects of type τ . If X ∈ Var(τ ) is such a variable symbol, and if τ is a complex
record type having fields f1, . . . , fn, then we require that X.fi be a variable of type τi ,
where τi is the type of field fi . In the same vein, if fi itself has a sub-field g of type γ ,
then X.fi .g is a variable of type γ , and so on. A term is either a data object (constant) or
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a variable, whose components may be referred to with a path expression (as in the case
of variables). We often use t to denote a term. Furthermore, we use ES to denote a list
S1, S2, . . . , Sk of variables or terms Si .
A root variable is a variable symbol X from Var(τ ). If τ is a complex record type as
above, then X.fi , X.fi.gj , etc. are called path variables. If Y is a path variable of the form
X.path, where X is a root variable, then X is called the root of Y , denoted by root(Y ); any
root variable is its own root.
Agent state
At any point in time tp, the agent is in a particular agent state, OS(tp), which consists
of a finite set of objects that are instances of the data types in T . When tp is clear from the
context, we will drop it.
Code calls
The agent may access the agent state by means of code calls. If f ∈F is a function with
n arguments, and d1, . . . ,dn are objects or variables such that each di respects the type
requirements of the ith argument of f, then S :f(d1, . . . , dn) is a code call. For example,
oracle :select(emp.rel,salary,>,150000)
could be a code call atom to the Oracle database package, asking for all records from an
employee relation with SALARY field over 150K. Similarly,
terrain :route(3,map5938,45,50,90,100)
may be a code call requesting the three best routes from location (45,50) to (90,100) where
the coordinates reference a terrain map map5938. Both these code calls are implemented
in our IMPACT system.
Expressions of the form in(t,cc) and not_in(t,cc), where t is a term of the output type
of cc and cc is a code call, are called code call atoms.
A code call condition is defined as follows:
(1) Every code call atom is a code call condition.
(2) If s and t are either variables or objects, then s= t, s 6= t are code call conditions.
(3) If s and t are either integers/real valued objects, or are variables over the
integers/reals, then s< t, s> t, s> t, and s6 t are code call conditions.
(4) If χ1, χ2 are code call conditions, then χ1 &χ2 is a code call condition.
A code call condition satisfying any of the first three criteria above is an atomic code call
condition.
An example of a code call condition is:
in(X,oracle :select(emp.rel,salary,>,150000))&
in(Y, face :findpictureof(mugshotdb,X.name)). (1)
This condition may be viewed as a query requesting that we find all X and Y such that
X is a person who makes over 150K (as determined by querying an Oracle relation called
emp.rel), and finding all pictures Y of such a person from the mugshot database.
Code call conditions provide the basic syntax by which agents can access specialized
(or legacy) data types of objects on which they are built.
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Integrity constraints
Agents may often require that their states satisfy integrity constraints which are rules of
the form
ψ⇒ χ,
where ψ is a code call condition, and χ is an atomic code call condition such that every
root variable in χ occurs in ψ . An example of an integrity constraint is one that says that
all messages must be processed within 10 time units of the time received:
in(X,msgbox :select(Todo))&
in(CurTime, clock :now())&
in(Delay,math :minus(CurTime,X.received))⇒Delay< 10.
2.2. Action rules
Once the developer of an agent knows what the data types and external function calls on
top of which she wants to build an agent are, she may encode the behavior or operating
principles that she wants her agent to obey.
Actions
An action α is described via 5-components:
(i) a list of data types (τ1, . . . , τn) specifying the types of α’s parameters,
(ii) a precondition which is a code call condition,
(iii) an add list of effects that are code call conditions,
(iv) a delete list of effects that are code call conditions, and
(v) an execution codebase that specifies how the action is implemented.
If the precondition of the action is true in the current state, then we may execute the
action by invoking the execution codebase, and the new state that results will be just like
the current state, except that the items in the add (respectively, delete) list will be true
(respectively, false) in the new state. Notice that unlike classical AI planning systems,
actions are implemented by (possibly imperative) codebases—the preconditions, add and
delete lists merely allow the agent to reason about the new state that results from the
execution of the execution code. (Later in the paper, we will require that actions satisfy
certain additional “safety” criteria.)
Notion of concurrency
A notion of concurrency is a function conc that takes as input a set of actions A and
an agent state OS , and returns as output a single action α such that if A = {α′} is a
singleton set, then conc(A,OS ) = α′. Intuitively, a notion of concurrency is a “black
box” that “merges” a set of actions together producing a new action. For example, if a
robotic agent concurrently executes two operations move(north) and move(east), the
concurrent execution of these two actions may be a new action which moves north-east.
The condition in the definition of conc says that concurrent execution of a single action
results in executing just that action. The paper [17] proposes three alternative notions of
concurrency that may be used for agents. Which notion of concurrency is used for a given
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application depends on the application—our implementation provides a library and also
allows an agent developer to build her own notion of concurrency and add it to the library.
Observe that the “merged” action produced by conc may depend upon the state. For
example, the concurrent execution of the actions jump() and open_parachute()
may lead to two different merged actions (with consequently differing resulting states),
depending upon the state in which the actions are executed (jumping from an airplane at
20,000 feet and jumping off a 400 foot cliff). We emphasize that the merged action may be
a completely new (compound) action.
Action constraints
Action constraints are formulas that an agent designer may explicitly write so that
his agents cannot execute certain actions concurrently under specified circumstances. An
action constraint AC has the syntactic form{
α1( EX1), . . . , αk( EXk)
}←↩ χ, (2)
where α1( EX1), . . . , αk( EXk) are action names, and χ is a code call condition. The above
constraint says that if condition χ is true, then the actions α1( EX1), . . . , αk( EXk) are not
concurrently executable.
Action status atoms
An action status atom is a formula Op(α(t1, . . . , tn)), where Op ∈ {P,F,O,W,Do}, α
is the name of an action, and each ti is a term, i.e., an object or a variable, of a suitable
type τi , for all i = 1, . . . , n. The operator Op expresses a deontic modality with respect to
taking this action:
• Pα means that the agent is permitted to take action α;
• Fα means that the agent is forbidden from taking action α;
• Oα means that the agent is obliged to take action α;
• Wα means that obligation to take action α is waived; and,
• Doα means that the agent does take action α.
Action rules
An action rule (rule, for short) is a clause r of the form
A←L1, . . . ,Ln (3)
where A is an action status atom, denoted head(r), and each of L1, . . . ,Ln is either
an action status literal, i.e., an action status atom B or a negated action status atom
¬B , or a code call atom. 3 The symbol “,” in the body of the above rule is used to
denote conjunction, and will sometimes be used interchangeably with the symbol “&”.
The body of r is denoted by B(r). The set of code call atoms (respectively, action
status literals) in B(r) is denoted by Bcc(r) (respectively, Bas(r)). The subset of positive
(respectively, negated) action status atoms in Bas(r) is denoted by B+as(r) (respectively,
B−as(r)). Furthermore, for each literal L, ¬.L denotes the opposite literal, and for each set
X of literals, ¬.X = {¬.L | L ∈X}.
3 Note that [17] allows for using negation in front of code call atoms in rule bodies, which is eliminated here
without loss of expressiveness.
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Agent program
An agent program P is a finite collection of rules. It is called positive, if no negation
occurs in it.
Throughout this paper, we will often allude to IMPACT agents. For the sake of clarity,
an IMPACT agent is defined below.
Definition 2.1 (IMPACT agent). An IMPACT agent a consists of the following compo-
nents:
(i) a body of software code S = (T ,F),
(ii) an initial state O(0) at the time of deployment,
(iii) a finite set IC of integrity constraints,
(iv) a finite set AB of actions,
(vi) a finite set AC of action constraints,
(vii) a notion conc of concurrency, and
(viii) an agent program P .
While an agent a is deployed, all the above parameters stay constant. However,
the agent’s state changes over time, as messages are received from other agents, and
appropriate actions are taken or responses are made.
The semantics of an agent is formally defined in [17] in terms of feasible status sets.
A feasible status set S is a status set, i.e., a set of ground action status atoms, which satisfies
various conditions. Firstly, it should comply with “common-sense” deontic axioms (listed
formally below) and be closed under the rules of the program. Secondly, concurrently
executing all actions α such that Do(α) ∈ S should take the agent from its current state
O to another state O′ which satisfies the integrity constraints IC. Thirdly, concurrent
execution of the set of all actions α such that Do(α) ∈ S should not violate any of the
action constraints AC. We formally describe these informal intuitions below.
The deontic consistency axioms are: For any ground action α,
(D1) If Oα ∈ S, then Wα /∈ S,
(D2) If Pα ∈ S, then Fα /∈ S,
(D3) If Pα ∈ S, then OS |= Pre(α) (i.e., α is executable in the state OS).
These constraints are supplemented by deontic and action closure rules. A status set S is
deontic and action closed, if for every ground action α, it is the case that
(DC1) Oα ∈ S→ Pα ∈ S,
(AC1) Oα ∈ S→Doα ∈ S,
(AC2) Doα ∈ S→ Pα ∈ S.
Observe that (DC1) holds if (AC1) and (AC2) hold; thus, we will not explicitly deal with
(DC1) in the rest of this paper. For any status set S, we denote by A-Cl(S) the smallest set
S′ ⊇ S such that S′ is closed under (AC1) and (AC2), i.e., it is action closed. Intuitively,
A-Cl(S) represents the closure of S under actions and deontic modalities. The definition
of a feasible status set is provided in Appendix B.
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Along with feasible status sets, epistemically more appealing semantics are presented
in [17]. In particular, feasible status sets may contain action status atoms Op(α) which
are not “sufficiently grounded” in the rules of the program and the deontic closure rules.
Rational status sets informally require that a feasible status set is minimal, i.e., no subset
of action status set can be removed while the rules and deontic axioms are satisfied.
Reasonable status sets further restrict rational status sets by a treatment of negation in
the spirit of stable negation for logic programs [19]; this way, logical contraposition is
eliminated, and the computational complexity of evaluating agent programs is reduced in
general. The definition of rational and reasonable status sets is provided in Appendix B.
As shown in [17], reasonable status sets have many elegant important properties. Firstly,
reasonable status sets extend the well known stable model semantics of logic programs;
secondly, reasonable status sets are all “grounded” in the sense that whenever a status
atom is in a reasonable status set, then there is a non-cyclic “support” for it; and thirdly,
reasonable status sets are computationally not as hard to compute as the other semantics
[16]. Hence, in this paper, we will largely concentrate on computing the reasonable status
set semantics.
3. Conflicts and weak regularity
In this section, we will define the class of weakly regular agent programs (WRAPs).
The main intent of WRAPs is to provide polynomial computation algorithms, while still
supporting a very broad range of applications. For this purpose we employ a notion of
deontic stratification, which layers an agent program and enables bottom up evaluation, and
a concept of strong safety, which guarantees that only a finite number of rule instances is
relevant in each agent state. By imposing some further boundedness condition on recursion
in WRAPs, we shall obtain regular agent programs (RAPs, cf. Section 5), which can be
evaluated in polynomial time under suitable conditions.
When developing a RAP, agent developers need to make some choices that influence
the compile-time and run-time behavior of agent programs. These choices include their
answers to the following questions:
Executability and Finiteness. For a code call to be executable at run-time, its arguments
must be instantiated. (Imagine asking a calculator program to compute 3+X where X is
an uninstantiated variable!) Safety is a compile-time check that ensures that all code calls
generated at run-time have instantiated parameters. Finiteness is a different property that
requires that whenever a code call condition is evaluated, it yields a finite answer. Strong
safety guarantees finiteness as well. Section 3.1 defines safety and strong safety, together
with algorithms to compute them.
Conflict-freedom. Agent programs may contain conflicts in their operating rules. Even a
simple agent program may contain a rule Fα← and another conflicting rule Doα←. The
agent developer must decide, when creating the program (i.e., at compile time or before),
what syntactic conditions will guarantee that conflicts will always be avoided, and how
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much these syntactic conditions restrict the agent programs he wants to write. Section 3.2
defines conflict-freedom, together with different possible conflict-freedom algorithms.
After these two choices are made by the agent designer, we will provide definitions of
what it means for an agent program to satisfy some layering conditions in Section 3.3.
WRAPs are then defined in Section 3.4 based on the preceding subsections. In Section 4,
we develop algorithms for regularity checking and describe their efficiency.
3.1. Safety
We are now ready to define the concept of safety. Whenever an attempt is made to
execute a code call, the code call must be fully instantiated. This motivates the definition
of a safe code call.
Definition 3.1 (Safe code call [17]). A code call S :f(d1, . . . , dn) is safe iff each di is
ground. A code call condition χ1 & · · ·&χn, n> 1, is safe iff there exists a permutation pi
of χ1, . . . , χn such that for every i = 1, . . . , n the following holds:
(1) If χpi(i) is a comparison s1 ops2, then
(1.1) at least one of s1 and s2 is a constant or a variable X such that root(X) belongs
to RVpi(i)= {root(Y) | Y occurs in χpi(j) for some j < i};
(1.2) if si is neither a constant nor a variable X such that root(X) ∈ RVpi(i), then
si is a root variable.
(2) If χpi(i) is a code call atom of the form in(Xpi(i),ccpi(i)) or not_in(Xpi(i),ccpi(i)),
then the root of each variable Y occurring in ccpi(i) belongs to RVpi(i), and either
Xpi(i) is a root variable, or root(Xpi(i)) is from RVpi(i).
In this case, pi is called a witness to the safety of χ1, . . . , χn.
Intuitively, a code call is safe, if we can reorder the code call atoms occurring in it
in a way that allows us to evaluate it from left to right, assuming that root variables are
incrementally bound to objects.
For example, the code call condition in(X,S :f1(a,Y)) is not safe because it requires
the function f1 to be executed on two arguments, one of which is not instantiated. On the
other hand, the code call condition in(X,S :f1(a,Y))& in(Y,S :f2(b)) is safe, because
we can execute the code call atom in(Y,S :f2(b)) to obtain a ground binding θ for Y and
then execute in(X,S :f1(a,Yθ)).
3.1.1. Algorithm for checking safety
Checking safety of code call conditions can be done at compile time. If χ is found to be
safe, then its individual conjuncts χ1, . . . , χn can be reordered according to a permutation
that witnesses the safety of χ . Before describing the algorithm to check safety of a code
call condition, we define the notion of safety relativized to a set of variables—intuitively,
this definition checks if a code call condition is safe, given that certain variables in it are
instantiated.
Definition 3.2 (Safety modulo EX). Suppose χ is a code call condition, and EX is a list of
root variables. Then, χ is said to be safe modulo EX iff for an (arbitrary) assignment θ of
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objects to the variables in EX (which inherits an assignment to the path variables with roots
in EX), it is the case that χθ is safe.
Observe that an assignment of an object to a variable X implicitly assigns a value to all
path variables X.f , X.f .g, etc. Intuitively, a code call condition as actually written may be
unsafe. However, it could be the intent that the code call condition only be invoked with
certain arguments instantiated. If any such instantiation leads to a safe code call, then the
original code call is said to be safe modulo the arguments in question.
The reader will easily observe that checking safety of a code call χ modulo variables EX
can be reduced to a call to a routine that checks for safety. This may be done as follows:
(1) For each variable X in EX, take an arbitrary value cX from the domain X ranges over,
and let θ be the assignment which sets every X to the value cX .
(2) Check whether χθ is safe.
Our algorithm for checking safety of a code call condition χ , Safe_ccc, is described below.
Algorithm 3.1 Safe_ccc(χ : code call condition; EX: list of root variables).
(? input is a code call condition χ = χ1& · · ·&χn; output is a proper reordering ?)
(? χ ′ = χpi(1)& · · ·&χpi(n) if χ is safe modulo EX; otherwise, the output is “unsafe”; ?)
L := χ1, . . . , χn;
χ := true;
while L is not empty do
{ Select all χi1, . . . , χim from L such that χij is safe modulo EX;
if m= 0 then return “unsafe” and halt;
else
{ χ := χ&χi1& · · ·&χim;
Remove χi1 , . . . , χim from L;EX = EX+ (root(Y ) | Y occurs in some χi1, . . . , χim);
}
}
return χ ′ and halt;
end.
The following result states that our algorithm is correct.
Theorem 3.1 (Safety computation). Suppose χ = χ1 & · · ·&χn is a code call condition.
Then, χ is safe modulo a list of root variables EX, if and only if Safe_ccc(χ, EX) returns a
reordering χ ′ of χ . Moreover, for any assignment θ to the variables in EX, χ ′θ is a safe
code call condition which can be evaluated left-to-right.
A straightforward implementation of Safe_ccc runs in quadratic time, as the number of
iterations is bounded by the number n of conjuncts χi in χ , and as the body of the while
loop can be executed in linear time. By using appropriate data structures, the algorithm
can be implemented to run in linear time. Briefly, the method uses standard cross reference
lists of variable occurrences.
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Observe that safety of a code call condition χ can be checked by calling Safe_ccc(χ,∅).
Thus, checking the safety of χ , combined with a reordering of its constituents for left-
to-right execution can be done very efficiently—this statement will be experimentally
validated in Section 8.1.
3.1.2. Safe rules and programs
We are now ready to define a safe rule and a safe agent program.
Definition 3.3 (Safe agent program). A rule r is said to be safe iff
(1) Bcc(r) is safe modulo the root variables occurring explicitly in B+as(r), and
(2) the root of each variable in r occurs in Bcc(r)∪B+as(r).
An agent program is safe if every rule in it is safe.
Suppose we have a safe rule r , and suppose further that we know that Θ is the set of all
ground substitutions such that B+as(r) is true. Then we can evaluate the set of instances of
the head of the rule that must be true as follows:
(1) Set Ans = ∅.
(2) For each θ ∈Θ do
(a) Evaluate Bcc(rθ)—this code call condition is executable because it is safe
modulo the variables in B+as(r). Let Γθ be the set of all answer substitutions
returned by this evaluation.
(b) For every answer substitution γ ∈ Γθ , check to see whether B−as(r ′) is true,
where r ′ = rθγ , and let Γ +θ be the set of all such γ . This step is executable
as all variables in B−as(rθγ ) are instantiated by condition (2) in the definition of
a safe rule.
(c) Set Ans = Ans ∪ {head(r ′) | r ′ = rθγ, γ ∈ Γ +θ , and the action α from each
atom Opα ∈ B+as(r)∪ {head(r ′)} such that Op ∈ {Do,O,P} is executable}.
(d) Return Ans.
The above procedure will obviously terminate if the sets Θ and Γθ are finite (assuming
the code calls implemented terminate). In Section 3.1.3, we will introduce methods to
guarantee this.
The following example demonstrates some safe rules.
Example 3.1. Consider the following five rules.
Pα(X,Y )← in(X,S :f(a, b))& in(Y,S :g(X.field, b, c)).
Pβ(X,Y )← in(X,S :f(a,Y)).
Pβ(X,Y )← in(X,S :f(a,Y))& Fγ (Y ).
Pα(X,Y )← in(X,S :f(a, b))& in(Y,S :g(X.field, b, c))&¬Fγ (Z).
Pα(X,Y )← in(X,S :f(a, b))& in(Y,S :g(X.field, b, c))& Fβ(Z)&¬Fγ (Z).
The reader can see that the first rule is safe, but the second rule is not safe. Notice that
the second rule is safe modulo the set {Y } of variables. Suppose we use r to refer to
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Table 1
Example finiteness table FINTAB0
Package Function Binding pattern
terrain route ([, [, [, [, [)
oracle select ([, [,=, [)
the third rule. Then the code call part Bcc(r)—which coincides with the body of the
second rule—is safe modulo {Y }. As Y occurs in a positive action status atom in r’s
body, this rule is safe by definition. The fourth rule is not safe, because the variable Z
occurs in a negative action status atom in the rule’s body, but does not occur in either
the code call part of the rule body or in a positive status atom in the rule body. However,
the fifth rule is safe, because the variable Z occurs in a positive status atom in the rule
body.
3.1.3. Strong safety
Suppose the developer of an agent examines the code calls supported by a given data
structure and specifies which of them are finite and which are not. As is well known,
determining whether a function is finite or not is undecidable, cf. [30], hence we require
input from the agent developer here. If f is a function whose arguments have types
(τ1, . . . , τn), then a binding pattern is an expression of the form (bt1, . . . , btn) where each
bti (called a binding term) is either:
(1) a value of type τi , or
(2) the expression [ denoting that this argument is bound to an unknown value.
The agent developer specifies a finiteness predicate that may be defined via a finiteness
table having three columns—the first column is the name of the software package or data
structure, the second column is the name of the function in question, and the third argument
is a binding pattern for the function in question. 4 A simple example of a finiteness table
is shown in Table 1.
The first row of Table 1 says that executing the route function defined in the terrain
package always yields a finite result. The second row of Table 1 says that the result of an
Oracle select is always finite when the selection condition is an “equality” condition, and
the relation on which the select is done is known and the value on which the equality is
tested is known.
Binding terms may be partially ordered as follows: [ 6 val for all values val of type
τi , and 6 is reflexively closed. We say a binding pattern (bt1, . . . , btn) is less informative
than another binding pattern (bt ′1, . . . , bt ′n) iff bti 6 bt ′i , for all 1 6 i 6 n. For example,
([, [,5) 6 (30, [,5) because the second binding pattern is more informative about the
4 In the IMPACT implementation, we ask the user to represent the infinite, rather than finite code calls. This
is because in most cases, we expect code calls to be finite—thus, representing relatively few infinite code calls
might reduce the burden on the agent developer. In addition, the implementation allows an extra “constraint”
column, and variables in binding patterns. Thus, a user can write that a code call d :f(X,Y) yields an infinite
answer when X > 400. We have chosen to keep the presentation in this paper in the current form so as to make it
more understandable.
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arguments to a code call—it says the first parameter is bound to 30, while the second
will be bound. The first binding pattern only says the first parameter will be bound.
Definition 3.4 (Finiteness). Suppose FINTAB is a finite finiteness table, and (bt1, . . . ,
btn) is a binding pattern associated with a package S and a function f ∈ S . Then
FINTAB is said to entail the finiteness of S :f(bt1, . . . , btn) iff there exists an entry of
the form (S,f, (bt ′1, . . . , bt ′n)) in FINTAB such that (bt1, . . . , btn) is more informative
than (bt ′1, . . . , bt ′n).
Below, we show how the small example finiteness table introduced earlier allows us to
entail the finiteness of some simple code calls.
Example 3.2. Using the example finiteness table FINTAB0 specified above, we see that:
(1) FINTAB0 entails the finiteness of the code call route :plan(3,map1,10,10,20,
30) requesting the three best routes from point (10,10) to (20,30) in map1.
(2) Similarly, FINTAB0 entails the finiteness of
oracle :select(emp,name,=,john).
(3) However, FINTAB0 does not entail the finiteness of
oracle :select(emp, salary,>,50),
even though this code call has a finite answer if the relation emp is finite.
(4) Notice that FINTAB0 does not entail the finiteness of
route :plan(X,map1,10,10,20,30).
This code call asks for all routes between the points (10,10) and (20,30).
According to the above definition, when we know that FINTAB entails the finiteness
of the binding pattern S :f(bt1, . . . , btn), then we know that every code call of the form
S :f(. . .) whose arguments satisfy the binding requirements are guaranteed to yield finite
answers. However, defining strong safety of a code call condition is more complex. For
instance, even if we know that S :f(t1, . . . , tn) is finite, the code call atom not_in(X,S:
f(t1, . . . , tn) may have an infinite answer. Likewise, comparison conditions such as s> t
may have finite answers in some cases and infinite answers in other cases, depending upon
whether we are evaluating variables over the reals, the integers, the positive reals, the pos-
itive integers, etc. In the sequel, we make two simplifying assumptions, though both of
them can be easily modified to handle other cases:
(1) First, we will assume that every function f has a complement f. An object o is
returned by the code call S :f(t1, . . . , tn) iff o is not returned by S :f(t1, . . . , tn). Once
this occurs, all code call atoms of the form not_in(X,S :f(t1, . . . , tn)) may be rewritten
as in(X,S :f(t1, . . . , tn)), thus eliminating the negation membership predicate. When the
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agent developer creates FINTAB, he must also specify the finiteness conditions (if any)
associated with function calls f.
(2) Second, in the definition of strong safety below, we assume that all comparison
operators involve variables over types having the following property.
Downward Finiteness Property. A type τ is said to have the downward finiteness
property iff it has an associated partial ordering 6 such that for all objects o of type τ ,
the set {o′ | o′ is an object of type τ and o′ 6 o} is finite.
We are now ready to define strong safety.
Definition 3.5 (Strong safety). A safe code call condition χ = χ1 & · · ·&χn is strongly
safe with respect to a list EX of root variables iff there is a permutation pi witnessing the
safety of χ modulo EX such that for each 16 i 6 n, χpi(i) is strongly safe modulo EX, where
strong safety of χpi(i) is defined as follows:
(1) χpi(i) is a code call atom.
Here, let the code call of χpi(i) be S :f(t1, . . . , tn) and let the binding pattern S:
t(bt1, . . . , btn) be defined as follows:
(a) If ti is a value, then bti = ti .
(b) Otherwise ti must be a variable whose root occurs either in EX or in χpi(j) for
some j < i . In this case, bti = [.
Then, χpi(i) is strongly safe iff FINTAB entails the finiteness of S :f(bt1, . . . , btn).
(2) χpi(i) is s 6= t.
In this case, χpi(i) is strongly safe iff each of s and t is either a constant or a variable
whose root occurs either in EX or in χpi(j) for some j < i .
(3) χpi(i) is s< t or s6 t.
In this case, χpi(i) is strongly safe iff t is either a constant or a variable whose root
occurs either in EX or somewhere in χpi(j) for some j < i .
(4) χpi(i) is s> t or s> t.
In this case, χpi(i) is strongly safe iff t< s or t6 s, respectively, are strongly
safe.
It is important to note that if we consider variables over types that do not satisfy the
downward finiteness property (as in the case of the reals), then case (1) and case (2) above
define strong safety—all code calls of the forms shown in cases (3) and (4) are not strongly
safe. Thus, the definition of strong safety applies both to types satisfying the downward
finiteness property and to types that do not satisfy it.
A straightforward algorithm to check strong safety of a code call condition is to require
that the test “select all χi1 , . . . , χim from L such that χij is safe modulo EX” in algorithm
Safe_ccc be replaced by the condition “select all χi1, . . . , χim from L such that χij is
strongly safe modulo EX”. As a consequence, it is not hard to see that strong safety can be
checked in time proportional to the product of the time taken to check safety and the time
to look up items in FINTAB. The former is quadratic (using appropriate data structures,
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even linear) in the length of the code call condition, and the latter is linear in the number
of entries in FINTAB.
Definition 3.6 (Strongly safe agent program). A rule r is strongly safe iff it is safe, and
Bcc(r) is a strongly safe code call condition. An agent program is strongly safe iff all rules
in it are strongly safe.
We will require that all agent programs be strongly safe—even though this increases
the development cycle time, and compilation time, these are “one time” costs which
are never incurred at run-time. Hence, the price is well worth paying. When we know
that an agent program rule r is strongly safe, we are guaranteed that the computation
of the set of instances of the head of the rule that is true involves only finite
subcomputations.
3.2. Conflict-freedom
Section 3.1 specifies the safety condition that an agent program must satisfy for it to be
called regular. In this section, we specify another condition for regularity—namely that
conflicts must be avoided.
The deontic consistency requirement associated with a feasible status set mandates that
all feasible status sets (and hence all rational and reasonable status sets) must be deontically
consistent. Therefore, we need some way of ensuring that agent programs are conflict-free,
and this means that we first need to define what a conflict is.
Definition 3.7 (Conflicting modalities). Given two action modalities Op,Op′ ∈ {P,F,O,
Do,W} we say that Op conflicts with Op′ iff there is an entry “×” in the following table at
row Op and column Op′:
Op\Op′ P F O W Do
P ×
F × × ×
O × ×
W ×
Do ×
Observe that the conflicts with relation is symmetric, i.e., if Op conflicts with Op′, then
Op′ conflicts with Op.
We may now use the definition of conflicting modalities to specify what it means for two
ground action status literals to conflict.
Definition 3.8 (Conflicting action status literals). Suppose Li,Lj are two action status
literals. Li is said to conflict with Lj iff
• Li,Lj are unifiable and their modalities conflict, or
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• Li,Lj are of the form Li = Op(α(Et)) and Lj = ¬Op′(α(Et ′)), where Op(α(Et )) and
Op′(α(Et ′)) are unifiable, and the entry “×” is in the following table at row Op and
column ¬Op′:
Op\¬Op′ ¬P ¬F ¬O ¬W ¬Do
P ×
F ×
O × × ×
W ×
Do × ×
For example, the action status atoms Fα(a, b,X) and Pα(Z,b, c) conflict. How-
ever, Fα(a, b,X) and ¬Pα(Z,b, c) do not conflict. Furthermore, ¬Pα(Z,b, c) and
Doα(Z,b, c) conflict, while the literals Pα(Z,b, c) and ¬Doα(Z,b, c) do not conflict. As
these examples show, the conflicts-with relation is not symmetric when applied to (com-
plemented) action status literals. Before defining what it means for two rules to conflict,
we point out that an agent’s state is constantly changing. Hence, when our definition says
that an agent program does not conflict, then this must apply not just to the current state,
but to all possible states the agent can be in. We will first define conflicts with respect to
a single state, and then define a conflict-free program to be one that has no conflicts in all
possible states.
Definition 3.9 (Conflicting rules with respect to a state). Consider two rules ri , rj (whose
variables are standardized apart) having the form
ri : Opi (α(Et ))←B(ri ),
rj : Opj (β(Et ′))←B(rj ).
We say that ri and rj conflict with respect to an agent state OS iff Opi conflicts with Opj ,
and there is a substitution θ such that:
(1) α(Etθ)= β(Et ′θ);
(2) (Bcc(ri ) ∧ Bcc(rj ))θγ is true in OS for some substitution γ that causes (Bcc(ri) ∧
Bcc(rj ))θ to become ground;
(3) if Opi ∈ {P,Do,O} (respectively, Opj ∈ {P, Do, O}) then α(Etθ) (respectively,
β(Et ′θ)) is executable in OS ; and
(4) (Bas(ri )∪Bas(rj ))θ contains no pair of conflicting action status literals.
Intuitively, the above definition says that for two rules to conflict in a given state, they
must have a unifiable head and conflicting head-modalities, and furthermore, their bodies
must be deontically consistent (under the unifying substitution) and their bodies’ code call
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components must have a solution. The above definition merely serves as a stepping stone
to defining a conflict-free agent program.
Definition 3.10 (Conflict-free program). An agent program, P , is said to be conflict-free
iff it satisfies two conditions:
(1) For every possible agent state OS there is no pair ri, rj of conflicting rules in P .
(2) For any rule Opi (α(Et ))← . . . , (¬)Opj (αj (Et ′)), . . . in P , Opi (α(Et )) and (¬)Opj
(α(Et ′)) do not conflict.
Unfortunately, as the following theorem shows, the problem of determining whether
an agent program is conflict-free is undecidable, because checking the first condition is
undecidable.
Theorem 3.2 (Undecidability of conflict-freedom checking). The problem of deciding
whether an input agent program P satisfies the first condition of conflict-freedom is
undecidable. Hence, the problem of deciding whether an input agent programP is conflict-
free is undecidable.
The ability to check that an agent program is conflict-free is very important. When
an agent developer builds an agent, in general, s/he cannot possibly anticipate all the
future states of the agent. Thus, the developer must build guarantees into the agent which
ensure that no conflicts can possibly arise in the future. This can be done in two possible
ways.
(1) One way is to have a run-time conflict resolution procedure and guarantee that this
conflict resolution procedure always resolves conflicts.
(2) Another way is to identify at compile time a class of agent programs for which
conflicts are guaranteed to never occur. This procedure moves the run-time (and
potentially expensive) conflict resolution procedure to compile time, and hence
increases run-time efficiency at the cost of some potential expressive power.
We choose the second way. As checking conflict-freedom of agent programs is
undecidable, we cannot hope for an effective algorithm to check conflict-freedom.
However, there are many possible ways to define sufficient conditions on agent programs
that guarantee conflict-freedom. If an agent developer encodes her agent program in a
way that satisfies these sufficient conditions, then she is guaranteed that her agent is going
to be conflict-free. The concept of a conflict-freedom test defined below provides such a
mechanism.
Definition 3.11 (Conflict-freedom test). A conflict-freedom test is a function cft that takes
as input any two rules r1, r2, and provides a boolean output such that: if cft(r1, r2)= true,
then the pair r1, r2 satisfies the first condition of conflict-freedom.
Note that conflict-freedom tests provide a sufficient (i.e., sound) condition for checking
whether two rules r1 and r2 satisfy the first condition in the definition of conflict-freedom.
The second condition can be directly checked using the definition of what it means for
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two action status literals to conflict. This motivates the definition of a conflict-free agent
program relative to a conflict-freedom test below.
Definition 3.12 (Conflict-free agent program with respect to cft). An agent program P is
conflict-free with respect to cft iff for all pairs of distinct rules ri , rj ∈P , cft(ri, rj )= true,
and all rules in P satisfy the second condition in the definition of conflict-free programs.
Intuitively, different choices of the function cft may be made, depending upon the
complexity of such choices, and the accuracy of such choices (i.e., how often does a
specific function cft return “false” on arguments (ri , rj )when in fact ri , rj do not conflict?).
In the IMPACT Agent Development Environment (IADE for short), the agent developer
can choose one of several conflict-freedom tests to be used for her application (and she
can add new ones of her choosing to his list). Some instances of this test are given
below.
Example 3.3 (Head-CFT, cfth). Let ri , rj be two rules of the form
ri : Opi (α(Et ))← Bodyi ,
rj : Opj (β(Et ′))← Bodyj .
Now let the head conflict-freedom test cfth be as follows:
cfth(ri , rj )=

true, if either Opi ,Opj do not conflict, or
α(Et) and β(Et ′) are not unifiable;
false, otherwise.
Example 3.4 (Body-code call CFT, cftbcc). Let us continue using the same notation as in
Example 3.3. Now let the body-code conflict-freedom test cftbcc be as follows:
cftbcc(ri , rj )=

true, if either Opi ,Opj do not conflict, or
α(Et ) and β(Et ′) are not unifiable, or
Opi ,Opj conflict and α(Et), β(Et ′) are unifiable via mgu θ
and Bcc(r1θ), Bcc(r2θ) has a pair of contradictory
code call atoms;
false, otherwise.
Here “contradictory code call atoms” means that there exist code call atoms of form
in(X,cc) and not_in(X,cc) which occur in in Bcc(r1θ)∪Bcc(r2θ), or comparison atoms
of the form s1 = s2 and s1 6= s2; s1 < s2 and s1 > s2; etc.
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Example 3.5 (Body-modality-CFT, cftbm). This head conflict-freedom test is similar to the
previous one, except that action status atoms are considered instead. Now let cftbm be as
follows:
cftbm(ri , rj )=

true, if Opi ,Opj do not conflict or
α(Et), β(Et ′) are not unifiable or
Opi ,Opj conflict, and α(Et ), β(Et ′) are unifiable via mgu θ
and literals (¬)Opi α( Et ′′) in Bas(riθ) for i = 1,2 exist
such that (¬)Op1 and (¬)Op2 conflict;
false, otherwise.
Example 3.6 (Precondition-CFT, cftpr). Often, we might have action status atoms of the
form Pα, Doα, Oα in a rule. For a rule ri as shown in Example 3.3, we denote by r?i the
new rule obtained by appending to Bodyi the precondition of any action status atom of the
form Pα,Doα,Oα (appropriately standardized apart) from the head or body of ri . Thus,
suppose r is the rule
Doα(X,Y )← in(X,d :f(Y))& Pβ& Fγ (Y ).
Suppose pre(α(X,Y )) = in(Y,d1 :f1(X)) and pre(β) = in(3,d2 :f2()). Then r? is the
rule
Doα(X,Y )← in(X,d :f(Y))& in(Y,d1 :f1(X))& in(3,d2 :f2())&Pβ& Fγ (Y ).
We now define cftpr as follows.
cftpr(ri , rj )=
{
true, if cftbcc(r?i , r
?
j )= true;
false, otherwise.
The following theorem tells us that whenever we have actions that have safe preconditions,
then the rule r? obtained as described above from a safe (respectively, strongly safe) rule
is also a safe (respectively, strongly safe).
Theorem 3.3. Suppose r is a rule, and α( EY ) is an action such that some atom Opα(Et)
appears in r’s body where Op ∈ {P,O,Do}. Then:
(1) If r is safe and α( EY ) has a safe precondition modulo the variables in EY , then r? is
safe.
(2) If r is strongly safe and α( EY ) has a strongly safe precondition modulo EY , then r? is
strongly safe.
Note. Throughout the rest of this paper, we will assume that an arbitrary, but fixed conflict-
freedom test cft is used.
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3.3. Deontic stratification
In this section, we define the concept of what it means for an agent program P to be
deontically stratified—this definition extends the classical notion of stratification in logic
programs introduced by [4]. The first concept we define is that of a layering function.
Definition 3.13 (Layering function). Let P be an agent program. A layering function ` is
a function ` :P→N= {0,1,2, . . .} which assigns a nonnegative integer to each rule in P .
Any layering function groups rules naturally into layers as defined below.
Definition 3.14 (Layers of an agent program). If P is an agent program, and ` is a layering
function over P , then the ith layer of P with respect to `, denoted P`i , is defined as:
P`i = {r ∈ P | `(r)= i}.
When ` is clear from the context, we will write Pi instead of P`i .
Example 3.7. Consider the set of agent program rules listed below.
r1 : Pα(X,Y )← in(X,S :f(a, b))& in(Y,S :g(X.field, b, c)),
r2 : Pβ(X,a)← in(X,S :f(a, a)),
r3 : Pβ(X,a)← in(X,S :f(a, b))&¬Doγ (X),
r4 : Fγ (Y )← in(X,S :f(a, b)),
r5 : Fγ (Y )← Pα(a,Y )&¬Doβ(a,Y ).
Consider the agent program P1 = {ri | 16 i 6 4}. The layering function `1 which assigns
0 to rule r4 and 1 to the rules r1, r2, r3 induces the program layers P`10 = {r4} and
P`11 = {r1, r2, r3}. Likewise, the function `′1 which assigns 0 to rules r1, r4 and 1 to rules
r2, r3 is a layering function.
Similarly, consider the agent program P2 = {ri | 1 6 i 6 5}. An example of a layering
function is one that assigns 0 to all rules.
Using the concept of a layering function, we would like to define what a weakly regular
agent program is. Before doing so, we introduce a simple ordering on modalities.
Definition 3.15 (Modality ordering). The partial ordering “6” on the set of deontic
modalitiesM = {P,O,Do,W,F} is defined as follows (see Fig. 2): O6Do, O6 P, Do6
Fig. 2. Modality ordering.
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P, and Op6 Op, for each Op ∈M . Furthermore, for ground action status atoms A and B ,
we define that A6 B iff A=Opα, B =Op′ α, and Op6Op′ all hold.
Intuitively, the ordering reflects deontic consequence of one modality from another
under the policy that each obligation is strictly obeyed, and that taking an action implies
that it is permitted to execute it. We are now ready to define what it means for an agent
program to be deontically stratifiable.
Definition 3.16 (Deontically stratifiable agent program). An agent program P is deonti-
cally stratifiable iff there exists a layering function ` such that:
(1) For every rule ri : Opi (α(Et))← . . . ,Opj (β(Et ′)), . . . in P`i , if r : Op(β( Et ′′))← . . . is
a rule in P such that β(Et ′) and β( Et ′′) are unifiable and Op6Opj , then `(r)6 `(ri).
(2) For every rule ri : Opi (α(Et))← . . . ,¬Opj (β(Et ′)), . . . in Pi , if r : Op(β( Et ′′))← . . . is
a rule in P such that β(Et ′) and β( Et ′′) are unifiable and Op6Opj , then `(r) < `(ri).
Any such layering function ` is called a witness to the stratifiability of P .
The following example presents a couple of agent programs, and discusses why they are
(or are not) deontically stratifiable.
Example 3.8. Consider the agent program P1 given in Example 3.7. Clearly, P1 is
deontically stratifiable: the layering function `1 of Example 3.7, for instance, is a witness
to the deontic stratifiability of P1. The agent program P2 from Example 3.7 is also
deontically stratifiable. To see this, note that condition (1) of deontic stratifiability requests
`(r1) 6 `(r5), while condition (2) imposes no restriction on `. Thus, the layering `2
assigning 0 to all rules is a witness to the deontic stratifiability of P2.
An important note at this point is that rules with the same head may end up in different
layers of a witness to a deontic stratification. For example, the layering `′2(ri )= i is another
witness to the deontic stratifiability of P2, in which the rules r2 and r3, as well as r4 and r5
reside in different layers.
For an example of an agent program P which is not deontically stratifiable, consider the
following two rules:
s1 : Doα←¬Pβ,
s2 : Oβ←¬Pα.
According to condition (2) in the definition of deontic stratifiability, s1 must be in a higher
layer than s2 since ¬Pβ occurs in the body of s1, Oβ occurs in the head of s2, and O6 P.
Similarly, s2 must be in a higher layer than s1 because ¬Pα occurs in the body of s2, Doα
occurs in the head of s1, and Do6 P.
It is worth noting that if P is deontically stratifiable, then condition (2) in the definition
of a conflict-free agent program (Definition 3.10) is immediately true. Informally speaking,
if we have a positive literal in the body of a rule, then the rule can only fire if that literal
is derived; this means that heads conflict; otherwise, if the literal is negative, then the rule
must be in a lower layer than itself, which cannot be the case.
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3.3.1. Canonical layering
As we have seen in the preceding discussion, an agent program may have multiple
witnesses to its deontic stratifiability, and each of these witnesses yields a different
layering. In this subsection, we will define what we call a canonical layering of a regular
agent program P .
Given an agent program P , we denote by wtn(P) the set of all witnesses to the deontic
stratifiability of P . The canonical layering of P , denoted canP is defined as follows.
canP (r)=min{`i(r) | `i ∈ wtn(P)}.
Example 3.9. Let us return to the agent program P2 in Example 3.7. Both the layering
functions `2 and `′2 presented there are witnesses to the stratifiability of P1. Recall that `1
assigns 0 to all rules; thus, it is clearly the canonical layering associated with P2.
The following proposition asserts that canP is indeed always a witness to the deontic
stratifiability of an agent program P .
Proposition 3.4. Let P be an agent program which is deontically stratifiable. Then
canP ∈ wtn(P), i.e., canP is a witness to the deontic stratifiability of P .
Note. Throughout this paper, whenever we discuss a WRAP, unless stated otherwise we
will use its canonical layering,
3.4. Weakly regular agent programs (WRAPs)
We are now almost ready to define a weakly regular agent program. It is important to
note that weak regularity depends upon a variety of parameters including a FINTAB and
a conflict-freedom implementation. In addition, we need a definition of what it means for
an action to be strongly safe.
Definition 3.17 (Strongly safe action). An action α( EX) is said to be strongly safe with
respect to FINTAB if its precondition is strongly safe modulo EX, and each code call from
the add list and delete list is strongly safe modulo EY where EY includes all root variables in
EX as well as in the precondition of α.
The intuition underlying strong safety is that we should be able to check whether a
(ground) action is safe by evaluating its precondition. If so, we should be able to evaluate
the effects of executing the action.
We now define a weakly regular agent program.
Definition 3.18 (Weakly regular agent program). Let P be an agent program, FINTAB a
finiteness table, and cft a head conflict-free test. Then P is called a weakly regular agent
program (WRAP) with respect to FINTAB and cft, iff the following three conditions all
hold:
(1) Strong safety: All rules in P and actions α in the agent’s action base are strongly
safe with respect to FINTAB.
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Table 2
Action specification
Action Part List
α(X,Y ) Pre in(Y,S :f(c, c))
Add in(Y,S :f(a, c))
Del in(Y,S :f(c, c))
β(X,Y ) Pre X= a& in(Y,S :f(a, c))
Add in(Y,S :f(c, c))
Del in(Y,S :f(a, c))
γ (X) Pre in(X,S :f(c, c))
Add ∅
Del in(X,S :f(c, c))
(2) Conflict-freedom: P is conflict-free under cft.
(3) Deontic stratifiability: P is deontically stratifiable.
Example 3.10. Consider the actions α,β, γ of Example 3.7. These actions may have
the preconditions, add and delete lists shown in Table 2. Clearly, each of these actions
is strongly safe with respect to any FINTAB, because each variable in the code calls is an
action parameter.
Suppose FINTAB includes an entry (a, [) for S and function f and an entry ([, b, [)
for S and g. Then, each of the rules r1, . . . , r5 in Example 3.7 is strongly safe with respect
to FINTAB. Thus, both agent programs P1 and P2 satisfy the first condition of a weakly
regular agent program.
Under the head conflict-free test cfth, the programs P1 and P2 are both conflict-free;
thus, the second condition of weak regularity is also satisfied.
Finally, as we have argued in Example 3.8, both P1 and P2 are deontic stratifiable.
Thus, both P1 and P2 are weakly regular with respect to FINTAB and cfth.
3.5. Weakly regular agents
The framework in [17] specifies that in addition to an agent program, each agent has
an associated set IC of integrity constraints, specifying conditions that an agent state
must satisfy, and action constraints AC, which describe conditions under which a certain
collection of actions may not be concurrently executed. In order for an agent to evaluate
what it must do in a given state, the ability to effectively or even polynomially evaluate the
agent program is not enough—polynomial evaluation of the integrity and action constraints
is also required.
Definition 3.19 (Strongly safe integrity and action constraint). An integrity constraint of
the form ψ ⇒ χ is strongly safe iff ψ is strongly safe and χ is strongly safe modulo the
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root variables in ψ . An action constraint{
α1( EX1), . . . , αk( EXk)
}←↩ χ
is strongly safe iff χ is strongly safe.
The following example presents some action and integrity constraints, together with a
specification of which ones are strongly safe.
Example 3.11. For example, using the same code calls in P1 of Example 3.7, we may
have an associated integrity constraint
in(X,S :f(a, b))⇒ in(X,S :f(a, c)).
This integrity constraint says that in any given state of the agent, if X is in the set of
objects returned by executing the code call S :f(a, b), then X must also be in the set of
objects returned by executing the code call S :f(a, c). Under the same assumptions as in
Examples 3.7 and its continuation, we see that this integrity constraint is strongly safe.
Consider the following action constraint:
{α(X,Y ),β(X,Z)}←↩ in(X,S :f(a, b)).
This action constraint says that we cannot concurrently execute two actions α(X,Y ),
β(X,Z) whenever the current state causes X to be in the result of executing the code call
S :f(a, b). Under the assumptions of our ongoing example, we notice that this is a strongly
safe action constraint, because the code call condition in(X,S :f(a, b)) is strongly safe.
Last, but not least, the notion of concurrency used by the agent must conform to strong
safety.
Definition 3.20 (Strongly safe notion of concurrency). A notion of concurrency, conc, is
said to be strongly safe iff for every set A of actions and agent state OS , it holds that if all
members of A are strongly safe, then so is conc(AOS ).
In this paper, we will not go into details of different notions of concurrency; [17]
provides three alternative examples of such notions of concurrency, and many more are
possible.
Definition 3.21 (Weakly regular agent). An agent a is weakly regular iff its associated
agent program is weakly regular and the action constraints, integrity constraints, and the
notion of concurrency in the background are all strongly safe.
4. Algorithms for checking weak regularity
In this section, we present an algorithm, Check_WRAP, for checking whether a given
agent program P is weakly regular. As we have already discussed methods for checking
safety and strong safety of code call conditions earlier in the paper, we will focus our
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discussion on checks for the conflict-freedom and deontic stratifiability conditions. Note
that these two conditions are closely interlinked. It is easy to use the strong safety check
algorithm to check whether an agent is safe because this algorithm can be directly used
to verify whether an action is strongly safe, an action constraint is strongly safe, and an
integrity constraint is strongly safe.
The conflict-freedom conditions can be readily checked, as they do not depend
on a layering `. The function cft(ri, rj ) is used to check the first conflict-freedom
condition, while adapted efficient unification algorithms, e.g. [28], may be used to check
the second condition. However, the check for deontic stratification conditions is more
complex. Different methods can be applied, and we outline here a method which is
based on computing the (maximal) strongly connected components of a graph G =
(V ,E). This method extends similar methods for finding stratifications of logic programs,
cf. [39].
A strongly connected component (SCC) of a directed graphG= (V ,E) is a maximal set
C ⊆ V of vertices (maximal with respect to set inclusion) such that between every pair of
vertices v, v′ ∈C, there exists a path from v to v′ in G involving only vertices from C. For
any graphG, we can defined its supergraph S(G)= (V ∗,E∗) as the graph whose vertices
are the strongly connected components ofG, and such that there is an edge C→C′ in E∗,
if there is an edge from some vertex v ∈ C to some vertex v′ ∈ C′ in the graph G. Note
that the supergraph S(G) is acyclic. Using Tarjan’s algorithm, see, e.g. [27], the SCCs of
G, and thus the supergraph S(G), is computable in time O(|V | + |E|), i.e., in linear time
from G.
The method for checking the stratification conditions is to build a directed graph
G= (V ,E) whose vertices V are the rules in P . There is an edge from rule r to rule r ′ if
`(r ′)6 `(r) follows from one of the two deontic stratification conditions. From the SCCs
of G, we may easily check whether P is deontically stratified, and from S(G), a layering
` ∈ wtn(P) witnessing this fact can be obtained by a variant of topological sorting. The
following example discusses the graph and supergraph associated with an example agent
program, and illustrates the intuition underlying this algorithm.
Example 4.1. Consider the two example programs P1 and P2 in Example 3.7. Suppose
we use the conflict-freedom implementation cfth, and suppose all code calls here are finite.
Notice that in the case of P1, the associated graph G1 =G(P1) has no edges, while in the
case of P2, the graph G2 =G(P2) has the single edge r5→ r1. Hence, in both cases, the
supergraph S(G1) respectively S(G2) consists of vertices labeled with a singleton set of
rules. The supergraph S(G1) has no edges, while S(G2) has a single edge {r5}→ {r1}.
The algorithm, Check_WRAP, used to check whether an agent program P is weakly
regular is shown below. Example 4.2 shows how it works on two example agent programs.
Algorithm 4.1. Check_WRAP(P)
(? input: agent program P (cft and FINTAB are further parameters) ?)
(? output: a layering ` ∈ wtn(P), if P is regular and “no” otherwise ?)
(1) If some action α or rule r in P is not strongly safe then return “no” and halt.
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(2) If some rules r : Op(α( EX)) and r ′ : Op′(α( EY )) in P exist such that cft(r, r ′)= false,
then return “no” and halt.
(3) If a rule r : Opi (α( EX))← . . . , (¬)Opj (α( EY )), . . . is in P such that Opi (α( EX)) and
Opj (α( EY )) conflict, then return “no” and halt.
(4) Build the graphG= (V ,E), where V =P and an edge ri→ r is in E for each pair
of rules ri and r as in the two stratifiability conditions.
(5) Compute, using Tarjan’s algorithm, the supergraph S(G)= (V ∗,E∗) of G.
(6) If some rules ri, r as in the second stratifiability condition exist such that ri, r ∈ C
for some C ∈ V ∗, then return “no” and halt else set i := 0.
(7) For each C ∈ V ∗ having out-degree 0 (i.e., no outgoing edge) in S(G), and each
rule r ∈C, define `(r) := i .
(8) Remove each of the above C’s from S(G), and remove all incoming edges
associated with such nodes in S(G) and set i := i + 1.
(9) If S(G) is empty, i.e., V ∗ = ∅, then return ` and halt else continue at (7).
Example 4.2. Let us return to the agent programs P1 and P2 in Example 3.7, and use
FINTAB from Example 3.10. Then for both P1 and P2, all tests in steps (1) through (3)
of Check_WRAP are negative, i.e., step (4) is reached and the graph G1 (respectively,
G2) is built, and subsequently the supergraph S(G1) (respectively, S(G2)) as described in
Example 4.1. In case of S(G1), all C ∈ V ∗ have out-degree 0 which means that step (7)
sets `(r)= 0 for each rule r in P1 and the algorithm returns ` in step (9). In case of S(G2),
step (7) sets `(ri) = 0 for 1 6 i 6 4, and sets `(r5) = 1 in the next iteration, and then
returns `. Both P1 and P2 are deontically stratified via this layering.
The following theorem states that algorithm Check_WRAP is correct.
Theorem 4.1. For any conflict-freedom test cft and finiteness table FINTAB, given agent
programP , Check_WRAP(P) returns a layering ` ∈ wtn(P) if P is a WRAP, and returns
“no” if P is not regular.
Let us now analyze the complexity of algorithm Check_WRAP. We start by observing
that steps (5)–(9) can be implemented to run in time linear in the size of G by using
appropriate data structures, that is, in O(|P |2) time (note that S(G) is not larger than G).
In step (1), checking whether an action α or a rule r is strongly safe can be done in
time linear in the size of the description of α or the size of r , respectively, times the size
of FINTAB. If we suppose that the action base AB in the background and the FINTAB
are fixed, this means that step (1) is feasible in O(‖P‖) time, where ‖P‖ is the size of the
representation of P , i.e., in linear time. The time for step (2) depends on the time required
by cft(r, r ′)—if tcft(P) is an upper bound for the time spent on a call of cft(r, r ′), then
step (2) needs O(|P |2 · tcft(P)) time. Step (3) can be done in O(‖P‖tu(P)) time, where
tu(P) is the maximal time spent on unifying two atoms in P . Finally, step (4) can be done
in O(|P |2tu(P)) time.
Thus, extending the assumption for step (1) by further assuming that atoms and rule
bodies have size bounded by a constant—an assumption that is certainly plausible, since
the number of literals in a rule body is not expected to exceed 20, say, and each literal will,
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as a string, hardly occupy more than 1024 characters—we obtain that Check_WRAP(P)
can be executed in O(|P |2tcft(P)) time. This bound further decreases to O(|P |tcft(P)) time
if for each action α and modality Op, only a few rules (bounded by a constant) with head
Opα(· · ·) exist in P . These assumptions on the “shape” of the rules and the program seem
to be reasonable with respect to agent programs in practice. Thus, we may expect that
Check_WRAP runs in O(|P | · tcft(P)) time. In particular, for an efficient implementation
of a cft as in Examples 3.3–3.5, it runs in O(|P |) time, i.e., in linear time in the number of
rules.
We conclude this subsection with the remark that Check_WRAP can be modified to
compute the canonical layering canP as follows. For each node C ∈ V ∗, use two counters
out(C) and block(C), and initialize them in step (5) to the number of outgoing edges from
C in E∗. Steps (7) and (8) of Check_WRAP are replaced by the following steps:
(7′) Set U := ∅;
while some C ∈ V ∗ exists such that block(C)= 0 do
U :=U ∪ {C};
Set out(C′) := out(C′)− 1 for each C′ ∈ V ∗ such that C′ → C;
Set block(C′) := block(C′)− 1 for each C′ ∈ V ∗ such that C′ → C due to the
first stratification condition but not the second stratification condition.
for each rule r in
⋃
U do `(r) := i;
(8′) Set i := i + 1;
Remove each C ∈ U from S(G), and set block(C) := out(C) for each retained
node C.
When properly implemented, the steps (7′) and (8′) can be executed in linear time
in the size of S(G), and thus of G. Thus, the upper bounds on the time complexity of
Check_Regular discussed above also apply to the variant which computes the canonical
layering.
Thus, at this stage we have provided a complete definition of a weakly regular agent
program, together with an efficient compile-time algorithm for determining whether an
agent program is weakly regular or not.
5. Semantics and evaluation of WRAPs
In this section, we focus on the run-time behavior of WRAPs. A weakly regular agent
must continuously compute reasonable status sets. We provide an algorithm for computing
reasonable status sets. In particular, computing a reasonable status set of WRAPs—if one
exists—is possible by means of a fixpoint iteration procedure, followed by a check to see
whether the action and integrity constraints of the agent are satisfied. Later, in Section 7, we
will provide an architecture and an implementation strategy for WRAPs. For this purpose,
we shall restrict WRAPs by imposing a boundedness condition on recursion, which then
gives rise to regular agent programs. Under suitable conditions, such programs can be
evaluated in polynomial time.
We first recall the operator T OSP from [17], and that a positive agent program P has
at most one reasonable status set, which coincides with its rational status set (if the
latter exists). This reasonable status set can be discovered by computing the least fixpoint
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T OSP ↑ ω(∅) of the operator T OSP , and checking feasibility of it. In case P is a WRAP,
it is sufficient to check whether T OSP ↑ ω(∅) satisfies the integrity and actions constraints
associated with the agent. If no such constraints exist, then T OSP ↑ ω(∅) is guaranteed to
be the (unique) reasonable status set of P .
After that, we consider general WRAPs and show that each of them has a unique
reasonable status set under the same ramifying assumptions. We also present an algorithm
for computing this reasonable status set.
5.1. An operator on agent programs
Definition 5.1 (T OSP [17]). Let P be an agent program and OS be an agent state. Then
for any status set S, the operator T OSP is defined as follows:
T OSP (S)=AppP,OS (S) ∪A-Cl(S),
where AppP,OS (S) is the operator as in [17] (see Appendix B).
Intuitively, if we know that all status atoms in S are true, then the T OSP (S) operator
computes all status atoms that are derivable from the agent program by applying the rules
in it once, and by closing S under the action closure rules introduced in Section 2.2.
Example 5.1. Let us return to the running example introduced in Example 3.7. Consider
an agent state in which the code calls behave as follows:
S :f(a, b)= {a, c}.
S :f(a, a)= {c}.
S :g(a.field, b, c)= {c}.
S :g(c.field, b, c)= {a, c}.
Furthermore, suppose here that the actions α, β , and γ have empty preconditions, and take
S = {Doα(a, b)}. Then
T OSP (S)=
{
Pα(a, c),Pα(c, a),Pα(c, c),Pβ(a, a),Pβ(c, a),
Fγ (a),Fγ (b),Fγ (c)
}∪ {Doα(a, b),Pα(a, b)}.
The operator T OSP ↑ defined below iteratively applies the T OSP operator.
Definition 5.2 (T OSP ↑ i and T OSP ↑ ω operators). Suppose P is an agent program and
OS an agent state, and S is a status set. Then, the operators T OSP ↑ i , i > 0, and T OSP ↑ ω
are defined as follows:
T OSP ↑ 0(S)= S,
T OSP ↑ (i + 1)(S)= T OSP
(T OSP ↑ i(S)),
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T OSP ↑ ω(S)=
∞⋃
i=0
T OSP ↑ i(S).
An example of the behavior of the T OSP ↑ operator is given below.
Example 5.2. Let us continue with the agent program of Example 3.7 and S =
{Doα(a, b)}. Then,
T OSP ↑ 0(S)= {Doα(a, b)},
T OSP ↑ 1(S)=
{
Pα(a, c),Pα(c, a),Pα(c, c),Pβ(a, a),Pβ(c, a),
Fγ (a),Fγ (b),Fγ (c)
}∪ {Doα(a, b),Pα(a, b)},
T OSP ↑ 2(S)= T OSP ↑ 1(S);
thus, T OSP ↑ ω(S)= T OSP ↑ 1(S).
As mentioned earlier on in the paper, we drop the superscriptOS when the agent’s state
is clear from the context.
We remark that the increase
TP ↑ 0(S)⊆ TP ↑ 1(S)⊆ · · · of TP ↑ i(S)
in the previous example is not incidental, and a consequence of the properties of TP .
For later reference, we display some noticeable properties of TP and TP ↑ ω in the
next proposition, which can be easily established following the proof of similar results
concerning the classical TP operator in logic programming [25].
Proposition 5.1. Suppose P is an agent program and OS an agent state. Then
(1) TP is inflationary, i.e., S ⊆ TP (S) holds for every status set S;
(2) If P is positive, then TP is continuous, i.e., if S1 ⊆ S2 ⊆ · · · then
TP
(⋃
i
Si
)
=
⋃
i
TP (Si)
and, as a consequence, also monotone, i.e., S1 ⊆ S2 implies that TP (S1)⊆ TP (S2);
(3) If P is positive, then TP ↑ ω(∅) is the least fixpoint of TP .
Observe that properties (2) and (3) do not hold for arbitrary, non-positive programs in
general.
5.2. Semantics of a positive WRAP
The following known result tells us that for positive agent programs, only one status set,
viz. TP ↑ ω(∅) has any chance of being rational.
Proposition 5.2 (Eiter et al. [17]). Let P be a positive agent program. Then, a status set S
is a rational status set of P iff S = TP ↑ ω(∅) and S is a feasible status set of P .
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The preceding result guarantees that positive agent programs always have an iteratively
computable least fixpoint. This fixpoint is a rational status set, and thus a reasonable
status set, if S satisfies deontic consistency as well as the action constraints and integrity
constraints. If the program is weakly regular, then we obtain the following result.
Proposition 5.3. Let P be a positive agent program, and suppose thatP is weakly regular.
Then, P has at most one rational status set on OS , and S = TP ↑ ω(∅) is the unique
rational status set, iff S satisfies the action and the integrity constraints.
A straightforward corollary of the above result is that when action constraints and
integrity constraints are absent, then weakly regular agent programs are guaranteed to have
a rational status set.
Though positive agent programs may appear to be unnecessarily restrictive, they are
in fact very useful to express many complex agent applications. For example, we have
built a large scale logistics application that manipulates (US) Army War Reserves data
using positive agent programs. Below, we show a WRAP that generalizes a simple driving
example given in [17].
Example 5.3 (Simple driving example generalizing one in [17]). Consider an agent select-
ing—in a simplified setting—the driving lane for a car (left_lane or right_lane),
according to the following agent program P :
r1 : O(go_right)←
r2 : O(drive(right_lane))←Do(go_right)
r3 : F(drive(X))← not_in(X,driving :free_lanes())
r4 : Do(drive(left_lane))← F(drive(right_lane))
Here, the action go_right has no precondition and has the effect of selecting the right-
most lane. The action drive(X) involves the action “drive in lane X” and has the pre-
condition in(X,driving :free_lanes()), where the code call driving :free_lanes()
returns the free lanes.
Rule r1 says that we must select the rightmost lane, and r2 that we must drive on the
right lane if we follow the go-right policy; note that r2 only fires if that lane is free. Rule
r3 says that it’s forbidden to drive on a blocked lane, and r4 says that we go on the left lane
(provided it’s free), if we can not use the right lane.
As the underlying domain is finite, it is easy to see that all rules and actions are strongly
safe with respect to any FINTAB which states that each code call is finite. Clearly, P has
no negative action status atoms in it, and thus it is deontically stratified. As for conflict-
freedom, the head conflict-freedom test, cfth, returns false when applied to r2, r3, and also
when applied to r3, r4. Thus, the program is not weakly regular under cfth. The same is
true for the body-code call CFT and the body-modality CFT. However, the Precondition-
CFT, cftpr , returns true for all pairs of rules. Indeed, the extended rule r?2 has the code
call atom in(right_lane,driving :free_lanes()) in its body. As the heads of r?2 and
r?3 are unifiable via θ = {X/right_lane}, the code call parts of r?2θ and r?3θ contain a
contradictory pair of code call atoms. For the pair r?3 and r
?
4 , a similar situation arises as
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the code call part of r?4 contains an atom in(left_lane,driving :free_lanes()). As
is easily seen, P also satisfies condition (2) of conflict-freedom, i.e., there are no head-
body conflicts in a rule. Thus, P is weakly regular under Precondition-CFT. Assuming that
there are no action and integrity constraints, Proposition 5.3 tells us that the program has
one (and only one) rational status set on each possible agent state; this was shown ad hoc
in [17] by a detailed case analysis.
5.3. Reasonable status sets of arbitrary WRAPs
We now generalize the characterization of a reasonable status set for a positive WRAP
to an arbitrary WRAPs. We will define below an operator Γ `P,OS ↑ ω that evaluates (from
bottom to top) the layers of a WRAP generated by a layering function `. Before doing so, we
observe that for arbitrary agent programs P , iterating the TP ↑ i operator will eventually
lead to a fixpoint TP ↑ ω(S) of the TP operator.
Proposition 5.4. Suppose P is any agent program and OS an agent state. Then, for every
S, TP ↑ ω(S) is a fixpoint of TP and TP ↑ ω(S) is action closed.
The operator Γ `P,OS ↑ i evaluates the layer i by computing the fixpoint TPi ↑ ω for the
program Pi , starting from the result that has been computed at the previous layer i − 1.
Formally, the definition is as follows.
Definition 5.3 (Γ `P,OS ↑ i and Γ `P,OS ↑ ω operators). Suppose P is a deontically
stratified agent program, which is witnessed by layering function `, and suppose the layers
of P induced by ` are P0, . . . ,Pk . The operators Γ `P,OS ↑ i(S) and Γ `P,OS ↑ ω(S) are
defined as follows.
Γ `P,OS ↑ 0(S)= T
OS
P0 ↑ ω(S),
Γ `P,OS ↑ (i + 1)(S)= T
OS
Pi+1 ↑ ω
(
Γ `P,OS ↑ i(S)
)
,
Γ `P,OS ↑ ω(S)=
k⋃
i=0
Γ `P,OS ↑ i(S).
We will write Γ `P,OS ↑ i and Γ `P,OS ↑ ω for Γ `P,OS ↑ i(∅) and Γ `P,OS ↑ ω(∅),
respectively. Furthermore, we will drop the subscriptOS when it is clear from the context.
The following example illustrates the computation of Γ `P ↑ ω.
Example 5.4. Reconsider the rules in Example 3.7. Suppose that P = {r1, . . . , r4} is
partitioned by the layering ` in two layers P0 = {r1, r4} and P1 = {r2, r3}. Suppose the
code calls behave as described in Example 5.1. Then,
Γ `P ↑ 0= TP0 ↑ ω(∅)=
{
Fγ (a),Fγ (c),Pα(a, c),Pα(c, c),Pα(c, a)
}
,
Γ `P ↑ 1= TP1 ↑ ω(Γ `P ↑ 0)= Γ `P ↑ 0∪
{
Pβ(c, a),Pβ(a, a)
}
.
Thus, Γ `P ↑ ω =
⋃1
i=0Γ `P ↑ i = Γ `P ↑ 1.
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The next theorem tells us that for all layerings ` ∈ wtn(P), Γ `P ↑ ω is a reasonable status
set of any WRAP that has no associated action constraints or integrity constraints.
Theorem 5.5. Suppose P is a WRAP. Let ` ∈ wtn(P) be any witness to the regularity of
P . If IC and AC are both empty, then Γ `P ↑ ω is a reasonable status set of P with respect
to OS .
From this result, we can conclude that Γ `P ↑ ω is a fixpoint of the global TP operator.
Corollary 5.6. Let P be a WRAP and let ` ∈ wtn(P). Then, S = Γ `P ↑ ω is a fixpoint ofTP .
The previous theorem shows that when a WRAPP has no associated integrity constraints
and action constraints, then Γ `P ↑ ω is guaranteed to be a reasonable status set of P . The
next result shows that any reasonable status set of P must be of this form, and in fact
coincides with Γ `P ↑ ω.
Theorem 5.7. Suppose P is a WRAP, and let ` ∈ wtn(P). Let S be any reasonable status
set of P . Then, S = Γ `P ↑ ω.
The following are immediate corollaries of the above result.
Corollary 5.8. Suppose P is a WRAP and suppose `1, `2 are in wtn(P). Then Γ `1P ↑ ω =
Γ
`2
P ↑ ω.
Corollary 5.9. Suppose P is a WRAP and let ` ∈ wtn(P) be arbitrary. If Γ `1P ↑ ω satisfies
the action and integrity constraints AC and IC, respectively, then Γ `1P ↑ ω is the (unique)
reasonable status of P on OS . Otherwise, P has no reasonable status set on OS .
Based on these results, the algorithm Reasonable-SS described below can be used to
determine whether a reasonable status set for a regular agent program exists on an agent
state, and if this is true, to find the unique such reasonable status set. The algorithm simply
computes the iterative fixpoint Γ `P ↑ ω and checks whether it satisfies the action constraints
in the current agent state, and furthermore whether the new state to which the agent is
taken by concurrently executing all actions α where Doα ∈ Γ `P ↑ ω is consistent with the
integrity constraints.
Algorithm 5.1. Reasonable_SS(P, `,IC,AC,OS )
(? input is a regular agent consisting of a WRAP P , a layering ?)
(? ` ∈ wtn(P), a strongly safe set IC of integrity constraints, ?)
(? a strongly safe set AC of action constraints, and an agent state OS ?)
(? output is a reasonable status set S of P on OS , if one exists, and “no” otherwise. ?)
(1) S:=Γ `P ↑ ω;(2) Do(S):={α |Do(α) ∈ S};
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(3) while AC 6= ∅ do
Select and remove some ac ∈AC;
if ac is not satisfied with respect to Do(S) then return “no” and halt;
(4) O′S := apply conc(Do(S),OS ) on OS ; (? resulting successor state ?)(5) while IC 6= ∅ do
Select and remove some ic ∈ IC;
if O′S 6|= ic then return “no” and halt.(6) return S and halt.
Algorithm Reasonable_SS can be executed on WRAPs—however, in the general case,
there is no guarantee of termination. A regular agent program requires that in addition to
the agent being weakly regular, its associated agent program must satisfy an extra condition
called boundedness.
6. Regular agent programs
In this section, we define what it means for a WRAP to be bounded. A regular agent
program then is a program which is weakly regular and bounded. Intuitively, boundedness
means that by repeatedly unfolding the positive parts of the rules in the program, we will
eventually get rid of all positive action status atoms. Thus, in this section, we will associate
with any agent program P an operator UnfoldP , which is used for this purpose. Before
doing so, we need some additional syntax. Let us call any positive action status atom Opα
occurring in the body of a rule r a prerequisite of r .
Definition 6.1 (Prerequisite-free (pf) constraint). A prerequisite-free (pf) constraint (pfc)
is defined as follows:
• “true” and “false” are distinguished pfcs (with obvious meaning);
• the body of each rule r such that B+as(r)= ∅ (i.e., r contains no prerequisites) is a pfc;
• If γ1, γ2 are pfc’s, then so are γ1 &γ2 and γ1 ∨ γ2.
Definition 6.2 (Prerequisite-free (pf) constraint rule). A prerequisite-free constraint rule
is of the form
A← pfc
where A is an action status atom and pfc is a pf-constraint.
An agent program P may certainly contain rules r which have prerequisites Opα. Each
such prerequisite might be replaced by the body of a rule r ′ which derives Opα. This way,
the prerequisites can be eliminated from r , replacing them by rule bodies. This step may
introduce new prerequisites from the body of some rule r ′, though. Such prerequisites may
be eliminated by repeating the process.
The operator UnfoldP is used for describing this process. Informally, it maps a set R of
pf-constraint rules, which compactly represent already unfolded rules from P , to another
set UnfoldP (R) of pf-constraint rules, implementing the unfolding step described above,
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but using pf-constraint rules from R rather than rules r ′ from P . The collect set CollP
introduced next is an intermediate operator for defining UnfoldP .
Definition 6.3 (Collect set CollP ). Let P be an agent program and R be a set of pf-
constraint rules which are standardized apart. Suppose Op ∈ {P,O,Do,W,F} and let α be
any action name. Then the collect set, CollP (Op, α,R), is defined as the following set of
pf-constraint rules:
CollP (Op, α,R)
=
{
γ
∣∣Opα( EX)← γ0 ∈ R, there exists a rule r ∈ P such that
head(r)=Op′ α(Et),Op′ 6Op,
B+as(r)=
{
Op1 α1(Et1), . . . ,Opk αk(Etk)
}
,
Opi αi( EXi)← γi ∈R, i = 1, . . . , k,
and γ = γ0 ∨
[
( EX = Et)&Bcc(r)&
k∧
i=1
(
( EXi = Eti)&γi
)
&B−as(r)
]}
.
Here, an equality formula ( EX= Et) stands for the conjunction of all equality atomsX = t ,
where X and t are from the same position of EX and Et , respectively.
What this operator does is the following. It takes a pf-constraint rule from R which
defines Opα( EX) through its body γ0, and weakens this constraint γ0 (i.e., increases the set
of solutions) by taking the disjunction with an unfolded rule r whose head either defines
an instance of the action status atom Opα( EX), or of an action status atom Op′ α( EX) which,
by deontic and action closure rules, defines an instance of Opα( EX). The unfolding of rule
r is obtained by replacing each positive action status atom Opi αi(Eti) in r’s body with the
body γi of a pf-constraint rule pfci from R which defines Opi α( EXi).
Informally, one may think of the rules in R as being known for sure. For instance, if
Opα( EX)← γ0 is in R, then one may think of this as saying that all instances θ of α( EX)
such that the existential closure of γ0θ is true in the current agent state are true. The CollP
operator takes such an R as input, and uses the rules in P to identify ways of weakening the
constraint γ0, thus extending the set of instances θ of α( EX) satisfying the above condition.
Note. We will assume when no pf-constraint rule in R has Opα( EX) in the head, then that
R is augmented via the insertion of the pf-constraint rule Opα( EX)← false. The rest of
our treatment is based on this assumption.
We remark that in the above definition, the constraint γ may be simplified by obvious
operations such as pushing through equalities, or eliminating true/false subparts of a
constraint; we do not pursue the issue of simplifications further here.
Example 6.1. Consider the example program P1 shown in Example 3.7. Suppose R is
empty. Then:
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CollP1(P, α(X,Y ),R)=
{
in(X,S :f(a, b))& in(Y,S :g(X.field, b, c))},
CollP1(P, β(X,Y ),R)=
{
Y = a& in(X,S :f(a, a)),
Y = a& in(X,S :f(a, b))&¬Doγ (X)},
CollP1(P, γ (Y ),R)=
{
in(X,S :f(a, b))}.
The operator UnfoldP defined below uses CollP to compute a single constraint for each
Op and each action name α.
Definition 6.4 (Operator UnfoldP ).
UnfoldP (Op, α,R)=Opα( EX)←
∨
γ∈CollP (Op,α,R)
γ, and
UnfoldP (R)=
⋃
Op,α
UnfoldP (Op, α,R).
When CollP is empty in the above definition, the right hand side of the above implication
is set to false.
The operator UnfoldP,α may be iterated; as usual, its powers are denoted by
Unfold 0P (Op, α,R)=R,
Unfold i+1P (Op, α,R)=UnfoldP
(
Op, α,Unfold iP (Op, α,R)
)
, i > 0,
and similar with UnfoldP (R).
Example 6.2. The following pf-constraint rules are contained in Unfold 1P1(∅):
Pα(X,Y )← in(X,S :f(a, b))& in(Y,S :g(X.field, b, c)),
Fγ (Z)← in(Z,S :f(a, b)),
Pβ(X,Y )← Y = a& in(X,S :f(a, a))∨
Y = a& in(X,S :f(a, b))&¬Doγ (X).
Note that the above pf-constraints have been simplified so as to make them more readable.
When we iteratively compute Unfold iP , it is important to note that we may often
redundantly fire the same rule in CollP many times without deriving anything new.
Constraint equivalence tests (to be defined shortly below) may be used to terminate this.
This raises the question of what it means for two pf-constraints to be equivalent. We
provide a simple model-theoretic answer to this question below, and then explain what a
constraint equivalence test is.
Definition 6.5 (Bistructure). A bistructure for an agent programP is a pair (OS , S) where
OS is a possible state of the agent in question, and S is a status set.
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We now define what it means for a bistructure to satisfy a pf-constraint.
Definition 6.6 (Satisfaction of a ground pf-constraint by a bistructure). A bistructure
(OS , S) satisfies
(1) a ground code call condition χ iff χ is true in OS ;
(2) a ground action status atom ¬Opα iff Opα /∈ S;
(3) a conjunction pfc1 & pfc2 iff it satisfies pfc1 and pfc2;
(4) a disjunction pfc1 ∨ pfc2 iff it satisfies either pfc1 or pfc2.
Definition 6.7 (Solutions of a pf-constraint on a bistructure). Suppose pfc is a pf-
constraint involving free variables EX. The solutions of pfc with respect to a bistructure
(OS , S) is the set of all ground substitutions θ such that (OS , S) satisfies pfcθ .
We are now ready to define what it means for two constraints to be equivalent in the
presence of an arbitrary but fixed underlying agent program P .
Definition 6.8 (a-equivalent pf-constraints). Suppose a is an agent, and pfc1,pfc2 are
pf-constraints involving variables EX, EY respectively. Let EX′, EY ′ be subvectors of EX, EY
respectively of the same length. Then pfc1,pfc2 are said to be (a, EX′, EY ′)-equivalent,
denoted pfc1 ∼a, EX′, EY ′ pfc2 iff for every bistructure (OS , S) such that S is a reasonable
status set of a’s agent program with respect to state OS , it is the case that pi EX′(Sol(pfc1))=
pi EY ′(Sol(pfc2)), where Sol(pfci ) denotes the set of all solutions of pfci and pi EZ(Sol(pfci ))
denotes the set of projections of solutions of pfci on the variables in EZ.
The intuition behind the above definition is that two pf-constraints may appear in
the body of two different pf-constraint rules. Each of these rules may “output” some
variables in the body to the head. The condition involving the check that pi EX′(Sol(pfc1))=
pi EY ′(Sol(pfc2)) above ensures that the outputs of the constraints involved are identical,
when we restrict them to the variables specified.
In general, the problem of checking a-equivalence of two pf-constraints is easily seen
to be undecidable, and as a consequence, we introduce the notion of a pf-constraint
equivalence test below which provides a sufficient condition for two pf-constraints to be
equivalent.
Definition 6.9 (Pf-constraint equivalence test). A constraint equivalence check test
eqia, EX′, EY ′ is a function that takes as input two pf-constraints pfc1,pfc2, such that if
eqia, EX′, EY ′(pfc1,pfc2)= true
then pfc1,pfc2 are equivalent with respect to P .
We will often write eqi instead of eqia, EX′, EY ′ when the parameters a, EX′, EY ′ are clear from
the context.
Note that just as in the case of a conflict-freedom test, a pf-constraint equivalence test
merely implements a sufficient condition to guarantee equivalence of two pf-constraint
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rules. It may well be the case that pfc1,pfc2 are in fact equivalent on all agent states, but
eqi(pfc1,pfc2)= false.
Some examples of constraint equivalence tests are given below.
Example 6.3 (Renaming permutation equivalence). The function eqirp returns true on
two pf-constraints pfc1,pfc2 whose variables are standardized apart iff there is a renaming
substitution θ such that {Cθ | C ∈ pfc?1} = {C′θ | C′ ∈ pfc?2} where pfc?i is a conjunctive
normal form representation of pfci .
Example 6.4 (Rewrite-based equivalence). Another way to check equivalence of two pf-
constraints is to expect the agent developer to write a set, RW , of rewrite rules of the form
χ→ pfc1 = pfc2
where χ is a code call condition not involving the in(, ) predicate, i.e., it only involves
comparison operations =,<,6,>,>. RW encodes domain knowledge about what
equivalences hold in the data structures and actions involved. It may be viewed as an
equational theory [29]. Let Υ k(pfc) denote the set of all pf-constraints that pfc can be
rewritten to by applying at most k rules in RW .
We say that pfc1 and pfc2 are k-equivalent with respect to RW iff Υ k(pfc1) ∩
Υ k(pfc2) 6= ∅.
It is easy to see that as long as each rule in the equational theory RW is sound (i.e.,
it accurate with respect to the data structures and actions in question), this is a valid pf-
constraint equivalence test.
Based on the notion of equivalent pf-constraints, we may define a notion of equivalence
for sets of pf-constraint rules as follows.
Definition 6.10 (Equivalence of two sets of pf-constraint rules). Two sets R1,R2 of pf-
constraint rules are equivalent with respect to a pf-constraint equivalence test eqi, denoted
R1 ≡eqi R2, iff there is a bijection ψ :R1→ R2 such that for all r1 ∈ R1, eqi(r1,ψ(r1))=
true and r1, r2 both have heads of the form Opα(· · ·), i.e., their heads involve the same
action name and the same deontic modality.
We now define the notion of a bounded agent program. Informally, a program P is
bounded, if after unfolding rules in P a certain number of times, we end up with a set of
pf-constraints which does not change semantically if we do further unfolding steps.
Definition 6.11 (b-bounded agent program). An agent programP is bounded with respect
to an equivalence check test eqi iff there is an integer b such that
eqi
(
Unfold bP (R),Unfold b+1P (R)
)= true,
for any set of pf-constraints R. In this case, P is (eqi, b)-bounded.
Observe that when P is a program which does not contain a truly recursive collection
of rules (i.e., the graph G built in Algorithm Check_WRAP does not contain a cycle),
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then P is (eqi, b)-bounded where eqi is an arbitrary pf-constraint equivalence test such
that eqi(pfc,pfc)= true for every pfc and b is the number of rules in P . Thus, only truly
recursive rules—which seem to play a minor rule in many agent programs in practical
applications—may prevent boundedness. If, moreover, P is deontically stratified and has
a layering P0, . . . ,Pk then P is even (eqi, k + 1)-bounded.
Rather than unfolding a WRAP P in bulk, we can unfold it along a layering ` ∈ wtn(P)
using a pf-constraint equivalence test eqi(i) which is suitable for each layer Pi . Such an
eqi(i) may be selected automatically by the implementation, or the agent designer may be
prompted to select one from a catalog or provide her own equivalence test implementation.
In particular, if Pi contains no set of truly recursive rules, then a test eqi(i) which always
returns true is suitable, which can be automatically selected.
Let us define sets of pf-constraint rules R`i , i > 0, as follows:
R`0 = ∅,
R`i+1 = Unfold bPi (R`i ), for all i > 0,
where Pi (the ith layer of P) is (b,eqi(i))-bounded. The unfolding of P along ` is given
by the set R`k+1 where k is the highest nonempty layer of P .
Definition 6.12 (b-regular agent program). Suppose a layering ` and equivalence tests
eqi(i) (i > 0) have been fixed for an agent program P . Then, P is said to be a b-regular
agent program with respect to ` and the eqi(i), if and only if P is a WRAP, ` ∈ wtn(P), and
each layer Pi of P is (eqi(i), b)-bounded.
Definition 6.13 (Regular agent). An agent is said to be regular with respect to a layering
` and a selection of pf-constraint equivalence tests eqi(i), if it is weakly regular and its
associated agent program is b-regular with respect to ` and the eqi(i), for some b> 0.
In the above definition, an agent’s regularity depends on several parameters `, eqi(i),
and b. The implementation may use them as follows: it generates a layering of a P , and
equivalence tests eqi(i) are fixed for each layer Pi with the help of the agent developer. It
then sets b to a default value, and iteratively constructs the sequence R`0,R
`
1, . . . ,R
`
k+1; if
in some step, the equivalence test eqi(i)(Unfold bP (R),Unfold b+1P (R)) returns false, then
an error is flagged at compile time. The b parameter can be reset by the agent developer.
However, for most agents, a sufficiently large b (e.g., b= 500) may be adequate.
In case an agent is regular, step (1) of the algorithm Reasonable_SS is guaranteed to
terminate for any agent state OS in finite time. The reason is that computing the fixpoint of
the operator TPi ↑ ω at each level is possible in a constant number of steps, each of which
may only involve finitely many objects, and the number of levels is bounded by a constant.
Step (1) of Reasonable_SS can be realized by computing solutions to the pf-constraint
rules from the set R`k+1; how this can be implemented is outlined in the next section.
146 T. Eiter et al. / Artificial Intelligence 117 (2000) 107–167
The following theorem states the result that for a regular agent, its reasonable status set
on an agent state is effectively computable.
Theorem 6.1. If a is a regular agent, then algorithm Reasonable_SS computes a
reasonable status set (if one exists) in finite time.
This leaves us with the question in what time the reasonable status set can be computed.
We cannot be sure, a priori, that this is possible in polynomial time, as strong safety of rules
just ensures a finite but arbitrarily large of solutions to a code call; likewise, comparison
atoms X < t, where t is, e.g., an integer, may instantiate to an exponential number of
solutions (measured in the number of bits needed to store t). Thus, we need some further
assertions to guarantee evaluation in polynomial time.
For convenience, call an occurrence of a variableX in a strongly safe code call condition
χ loose with respect to a set EX of variables, if X is not from EX and does not occur as the
result of a code call in(X, . . .) or not_in(X, . . .) in χ . Intuitively, a loose occurrence of a
variable X may be instantiated without accessing the agent state, with some value drawn
fromX’s domain. Based on this, loose occurrence of a variableX in a strongly safe action,
rule, integrity and action constraint is defined in the obvious way.
Theorem 6.2. Suppose a is a fixed regular agent. Assume that the following holds:
(1) Every ground code call S :f(d1, . . . , dn), has a polynomial set of solutions, which
is computed in polynomial time; and
(2) no occurrence of a variable in a’s description is loose.
Furthermore, assume that assembling and executing conc(Do(S),OS ) is possible in poly-
nomial time in the size of Do(S) and OS . Then, algorithm Reasonable_SS computes a
reasonable status set (if one exists) on a given agent state OS in polynomial time (in the
size of OS ).
Forbidding loose occurrences of a variable X in an atom such as X < t is not overly
restrictive in general; using a special domain function types :dom(τ ), which returns the
elements of type τ , we can eliminate the loose occurrence by joining the code call atom
in(X, types :dom(τ )), where τ is the domain of X. Or, we might use a special domain
comparison function types :less_than(τ,X), which returns all values of τ which are
less than X, and replace X < t by a code call atom in(X, types :less_than(τ,t)). The
latter has a guaranteed finite set of solutions, which is not true for the code call atom
in(X, types :dom(τ )) if τ is infinite.
7. Query maintenance package
In this section, we describe the RAP implementation strategy via a specialized package
called the Query Maintenance Package. The basic idea behind this package is simple.
Agents need to continuously recompute their reasonable status sets, based on the latest set
of state changes that have occurred (which in turn are triggered by messages received).
We would like to reduce this run-time computation load on the agent as much as possible.
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We do this by ensuring that when the agent is deployed, a certain data structure called the
QMPtab defined in Section 7.1 below, is initialized. The QMPtab contains a succinct,
nonground description of the agent’s reasonable status set at any given point in time,
i.e., it is state independent. With every operator Op ∈ {O,P,Do,F,W}, and every action
α( EX) with all nonground parameters, it associates a single query, which when evaluated
against the current agent state specifies which instances of Opα( EX) are true in the current
reasonable status set of the agent. Then, in Section 7.2, we describe a set of functions that
may be used, both at run-time and compile time, to perform computations based on the
QMPtab. These operators perform the basic computations needed by any agent.
7.1. The QMPtab data structure
The QMPtab is a table having the schema (Op,Action,PFC) where:
(1) Op is one of the five operators F,P,O,Do,W;
(2) Action is of the form α(X1, . . . ,Xn) where α is an action name having schema
(τ1, . . . , τn) and each Xi ∈ Var(τi) (i.e., each Xi is a variable over objects of type
τi );
(3) PFC is a pf-constraint.
For each Op ∈ {F,P,O,Do,W} and each action name α, QMPtab contains exactly one
row having Op=Op and Action= α(. . .).
Example 7.1. A small example QMPtab is shown in Table 3. Intuitively, the first row of
this table says that to determine the set of all action status atoms of the form Oα(t) that are
true in this agent’s unique reasonable status set, all we need to do is to evaluate the code
call condition in(X,d :f(a, b))&X< 5 with respect to the current agent state. The other
rows in this table may be similarly interpreted. Note that the QMPtab therefore does not
depend on the state, though the evaluation of the entries in the PFC column certainly does.
In general, given any QMPtab, we may associate with it a unique status set ss(QMPtab)
as follows:
ss(QMPtab)= {Opα( EXθ) | there is a row r ∈QMPtab such that r.Op=Op,
r.Action= α( EX), α( EXθ) is ground and r.PFCθ is true}.
Table 3
Example QMPtab for action α(X)
Op Action PFC
O α(X) in(X,d :f(a, b))&X < 5
Do α(X) in(X,d :f(a, b))&X < 2
F α(X) in(X,d :f(a, b))&X > 10
P α(X) in(X,d :f(a, b))&X < 8
W α(X) false
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Here, truth of the pf-constraint r.PFC is with respect to the current agent state. As we can
see, QMP may be used to succinctly represent status sets. What we would like is to ensure
that at any given point in time ss(QMPtab) is in fact the unique reasonable status set of
the underlying RAP with respect to the agent’s state at that point in time.
The basic idea is to first compute such a QMPtab when the agent is deployed. As
changes occur, we would like to use the QMPtab to rapidly compute the set of all Do-
actions that the agent must perform, given the occurrence of the changes. This will be done
via the qmp :update function described in Section 7.2.
7.2. QMP function calls
The QMP package supports a set of function calls. The input/output signatures of
these function calls, together with the intended use of these function calls is listed here—
succeeding sections discuss their implementation.
• qmp :init(action base AB;software code S)
This function initializes the QMPtab so that ss(QMPtab) coincides with the unique
reasonable status set of the agent program. This is done by first directly computing
Unfold bP . If Opα← χ is in Unfold bP , then the triple (Op, α,χ) is placed in QMPtab.
The implementation of qmp :init is described in Section 7.2.1.
• qmp :eval(action status atom Opα(Et); agent state OS ;sw code
S)
Given an action status atom Opα(Et ), we may associate with it a pfc-constraint γ
by finding the pfc-constraint γ ′ associated with Opα( EX) in QMPtab and setting
γ = γ ′& EX = Et . We then need to evaluate γ over the current agent state. The
qmp :eval function does this, building on top of the existing implementation of
the HERMES Heterogeneous Reasoning and Mediator System developed at the
University of Maryland [2,12,26]. The implementation of qmp :eval is described
in Section 7.2.2.
• qmp :update(software code S)
At any given point t in time, the agent has a reasonable status set. When the state of
the agent changes through the receipt of one or more messages, the agent must deter-
mine what new actions must be performed, i.e., it must compute the set of all actions
of the form Doα(Et) that are true in the new reasonable status set of the agent (with
respect to the state of the agent after receipt of the messages). The qmp :update
function tries to avoid a brute-force computation of this set. Section 7.2.3 describes
how this function is implemented.
7.2.1. Function qmp :init
Note that for any Op and any action α( EX), Unfold iP contains exactly one rule of the
form
Opα( EX)← pfci .
This pf-constraint can be represented in a straightforward way as an AND/OR tree. The
leaves of the tree are either code call conditions, or negated action status atoms, while the
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Fig. 3. An example AND/OR tree associated with a PFC.
interior nodes are labeled with either the connective ∨ or &. For example, consider the
following pf-constraint rule drawn from Example 6.2:
Pβ(X,Y )← Y = a& in(X,S :f(a, a)) ∨
Y = a& in(X,S :f(a, b))&¬Doγ (X).
Fig. 3 shows the AND/OR tree associated with the body of this pf-constraint rule. Note
that this AND/OR tree is nothing more than a parse tree associated with a pf-constraint.
When unfolding is performed, and pfci is updated to a new AND/OR parse tree pfci+1,
the AND/OR parse tree associated with pfci can be straightforwardly extended to one
associated with pfci+1.
7.2.2. Function qmp :eval
Consider any pair (Op, α( EX)). After unfolding the RAP out completely using the
qmp :init function, this pair has an associated pf-constraint in QMPtab which is
represented as an AND/OR tree. The qmp :eval function evaluates these pf-constraints
bottom up (i.e., starting from leaf nodes). It associates a Sol field with each non-leaf node
in the AND/OR tree. This field is intended to find the set of all solutions of the pf-constraint
rooted at that node, and is initially set to be empty. The following algorithm specifies how
to associate a Sol field with a non-leaf node and compute the final answer.
(1) Associating Sol fields with interior nodes.
(a) The node is an “&” node. In this case, the children of the node fall into three
categories. Either they are code call atoms, or they are negated action status
atoms, or they are the root of a tree representing a sub-pf-constraint. In this
case, we may proceed as follows. Recursively evaluate the conjunction of the
code call part and the sub-pf-constraint part—these must be evaluable as they
are each strongly safe. Let Θ be the set of all solutions of this evaluation. Now
observe that every variable occurring in a negative action status literal part (e.g.
¬Op′ β( EY )) must occur in the evaluated part, and hence, each solution θ ∈ Θ
instantiates each such variable. For each θ ∈Θ check if ¬Op′ β( EYθ) is true for
each negated literal that is a child of the “&” node referenced above. Set Sol to
{θ | θ ∈ Θ and ¬Op′ β( EYθ) is true for all negated action status atoms that are
children of Θ}.
(b) The node is an “∨” node. Recursively evaluate all its children C1, . . . ,Cn. If
they have Sol1, . . . ,Soln as their solutions, respectively, let Sol=⋃ni=1 Soli .
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(2) Returning the answer. Return the set {pi EX(θ) | θ ∈ Sol(RNode)} where RNode is the
root of the tree associated with (Op, α( EX)).
Notice that for the above procedure to work, for each ground negated action status atom
¬Op′ β( EYθ), we must already know the set of solutions of Op′ β( EY). This means that we
must always invoke the qmp :eval function bottom up starting with action status atoms
defined in the bottom most layer of the RAP, and work our way up.
Let us illustrate this procedure on the example AND/OR tree shown in Fig. 3. We
assume of course, that ¬Doγ (X) has been evaluated prior to the evaluation of this parse
tree. The evaluation of the left “&” node is straightforward. Let us suppose this returns
two substitutions, θ1 = {X/c,Y/a} and θ2 = {X/d,Y/a}. Now evaluate the right “&”
expression. This is done by first executing the code call condition Y = a& in(X, scode :f(
a, b)). Let us assume this returns two substitutions, σ1 = {X/a,Y/a} and σ2 = {X/b,Y/a}.
For each of these two substitutions, we invoke Doγ (X). Suppose Doγ (a) fails, but
Doγ (b) succeeds. Then Sol of the right “&” node consists just of σ1. Sol of the root is
now {σ1, θ1, θ2}. The algorithm restricts them to the variables (X,Y ), so it just returns
{σ1, θ1, θ2}.
7.2.3. Function qmp :update
All changes to the state of the agent occur in one of two ways
(i) either the agent computes a reasonable status set which causes it to perform some
state-changing actions, or
(ii) the agent receives some messages from other agents that cause it to compute a new
reasonable status set and take the actions prescribed in that new reasonable status
set.
The first case above is clearly one that is triggered by the agent itself after computing a
valid reasonable status set, so no new reasonable status set needs to be computed.
One the other hand, case (ii) above forces the agent to find a new reasonable status
set based on the messages received. When an agent is regular, it can have at most one
reasonable status set, viz. ss(QMPtab). If ss(QMPtab), when evaluated against the state
of the agent after the messages are received, satisfies the integrity and action constraints,
then we know that it is reasonable.
In order to determine what actions to execute concurrently, the agent only needs to
perform the steps listed below. In what follows, when we refer to “evaluation” of a status
atom, Opα( EX), we mean finding the set of all ground instances of that status atom such
that the pf-constraint associated with Opα( EX) is true.
(1) Create a graph whose vertices are action status atoms as follows:
(a) For each row r in QMPtab such that r.Op= Do and r.Action= α( EX) create
the node Doα( EX).
(b) If Opβ( EX) is a node in the graph, corresponding to the row r in QMPtab with
r.Opr= Op and r.Action= β( EX), and a negated action status atom ¬Op′ β ′(Et)
appears in r.PFC, then Op′ β ′( EY ) is a node in the graph, where Op′ β ′( EY ) is in
QMPtab, and there is an edge in the graph from Op′ β ′( EY ) to Opβ( EX).
As P is a RAP, it is easy to see that this graph is acyclic. Given an action status atom
A in this graph, pred(A) is the set of all action status atoms A′ such that there is a
direct edge from A′ to A in the graph. Initially, all nodes are unmarked.
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(2) while there is an unmarked node left do
(a) Select an action status atom Opβ( EX) such that all B ∈ pred(Opβ( EX)) are
marked.
(b) Evaluate Opβ( EX). The code call part of the associated pfc can be evaluated
using any incremental view maintenance algorithm in the literature. (By
selecting only action status atoms using the previous condition, we know that the
negative action status atoms associated with Opβ( EX)’s associated pf-constraint
have been fully evaluated.)
(c) Mark the node labeled Opβ( EX).
(3) Let
DoSet=
⋃
DoNodes
{
Do(α( EXσ)) |Do(α( EXσ)) is evaluated to true},
where DoNodes is the set of all nodes in this graph labeled with an action status
atom of the form Do(·).
The P-, F-part etc. can be computed similarly, reusing already computed nodes. The
actions in DoSet are merged calling conc(Do(DoSet),OS ), and it is checked whether
executing the resulting action satisfies the action and integrity constraints.
8. Implementation and experiments
Our implementation of the regular agent program paradigm consists of two major parts.
The first part is the IMPACT Agent Development Environment (IADE for short) which is
used by the developer to build and compile agents. The second part is the run-time part
that allows the agent to autonomously update its reasonable status set and execute actions
as its state changes. Below, we describe each of these two parts. IADE supports both these
tasks as follows.
• First, it provides an easy to use, network accessible graphical user interface through
which an agent developer can specify the data types, functions, actions, integrity
constraints, action constraints, notion of concurrency and agent program associated
with her agent.
• Second, it provides support for compilation and testing. In particular, the IADE
allows the agent developer to specify various parameters (e.g., conflict-freedom test,
finiteness table) he wants to use for compilation. It implements the qmp :init
function and also accesses the qmp :eval function. It allows the agent developer
to view the reasonable status set associated with her agent program with respect to the
current state of the agent.
The IADE includes the safety, strong safety, conflict-freedom algorithms, and Check_
WRAP algorithms (the last is slightly modified), and the unfold algorithm currently works
on positive agent programs—this is being extended to the full fledged case. Fig. 4 shows
a screendump of the IADE’s top-level screen. By selecting one of the “tabs” shown in
the figure, the agent developer can specify types, functions, etc. Fig. 5 shows the various
compilation options—which conflict-freedom test is to be used, which semantics is to be
computed, etc. Fig. 6 shows the result of computing a reasonable status set. This result
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Fig. 4. Main IADE screen.
Fig. 5. IADE option selection screen.
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shows several tabs, one corresponding to each of the deontic operators. For instance, by
clicking on the “Doable” tab, the agent developer can view all status atoms of the form
Pα(Et) that are true in the unique reasonable status set of the agent.
It is important to note that the above interfaces are only intended for use by the agent
developer, and the status set computations shown in Fig. 6 are for the agent developer’s
testing needs. The run-time execution module runs as a background applet and performs
the following steps:
(i) Monitoring of the agent’s message box,
(ii) execution of the Update_Reasonable_SS algorithm, and
(iii) concurrent execution of the actions α such that Do(α) is in the updated reasonable
status set.
8.1. Performance of safety algorithm
Fig. 7 shows the performance of our implemented safety check algorithm. In this
experiment, we varied the number of conjuncts in a code call condition from 1 to 20 in
steps of 1. This is shown on the x-axis of Fig. 7. For each 1 6 i 6 20, we executed the
Safe_ccc algorithm 1000 times, varying the number of arguments of each code call from 1
to 10 in steps of 1, and the number of root variables occurring in the code call conditions
from 1 to twice the number of conjuncts (i.e., 1 to 2i). The execution time shown on the
y-axis represents the average over these 1000 runs, and is in milliseconds. The reader can
easily see that the Safe_ccc is extremely fast, taking between 0.02 milliseconds and 0.04
milliseconds. Thus, checking safety for an agent program with a 1000 rules can probably
be done in 20–40 milliseconds.
Notice that the bounds used in our experiments are a good reflection of reality—we do
not expect to see many agent programs with more than 20 conjuncts in the code call part of
a single rule body. This is both difficult for a human being to write, and is difficult to read.
8.2. Performance of selected conflict-freedom tests
We have implemented the Head-CFT and Body-Modality-CFT—several other CFTs are
being implemented to form a library of CFTs that may be used by agent developers. Fig. 8
shows the time taken to execute the Head-CFT and Body-Modality-CFTs. Note that Head-
CFT is clearly much faster than Body-Modality-CFT when returning “false”—however,
this is so because Head-CFT returns “false” on many cases when Body-Modality-
CFT does not do so. However, on returns of “true”, both mechanisms are very fast,
usually taking time on the order of a hundredth to a tenth of a millisecond, with some
exceptions. These very small times also explain the “zigzag” nature of the graphs—even
small discrepancies (on the order of a hundredth of a second) appear as large fluctuations
in the graph. Even if an agent program contains a 1000 rules (which we expect to be
an exceptional case), one would expect the Body-Modality-CFT to only take a matter of
seconds to conduct the one-time, compile-time test—a factor that is well worth paying for
in our opinion.
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Fig. 6. IADE status set screen.
Fig. 7. Safety experiment graphs.
T. Eiter et al. / Artificial Intelligence 117 (2000) 107–167 155
(a) (b)
(c) (d)
Fig. 8. Performance of conflict-freedom tests. (a) Head-CFT returning “true”. (b) Head-CFT returning
“false”. (c) Body-Modality-CFT returning “true”. (d) Body-Modality-CFT returning “false”.
8.3. Performance of deontic stratification algorithm
We conducted experiments with the Check_WRAP algorithm. Our experiments did not
include timings on the first two steps of this algorithm as they pertain to safety and conflict-
freedom tests rather than to deontic stratification, and experimental results on those two
tests have already been provided above. Furthermore, our experiments generated graphs
randomly (as described below) and the programs associated with those graphs can be
reconstructed from the graphs.
In our experiments, we randomly varied the number of rules from 0 to 200 in steps of
20, and ensured the there were between n and 2n edges in the resulting graph, where n is
the number of rules (vertices). The precise number was randomly generated. For each such
selection, we performed 20 runs of the algorithm. The time taken to generate the graphs
was included in these experimental timings. Fig. 9 shows the results of our experiments.
Fig. 9(a) shows the time taken to execute all but the safety and conflict-freedom tests of
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Fig. 9. Performance of deontic stratification. (a) Varying rules. (b) Varying SCCs.
the Check_WRAP algorithm. The reader will note that the algorithm is very fast, taking
only about 260 milliseconds on an agent program with 200 rules. Fig. 9(b) shows the
relationship between the number of SCCs in a graph, and the time taken to compute
whether the agent program in question is deontically stratified. In this case, we note that
as the number of SCCs increases to 200, the time taken goes to about 320 milliseconds.
Again, the deontic stratifiability requirement seems to be very efficiently computable.
8.4. Performance of unfolding algorithm
We were unable to conduct detailed experiments on the time taken for unfolding and
the time taken to compute status sets as there are no good benchmark agent programs to
test against, and no easy way to vary the very large number of parameters associated with
an agent. In a sample application (described in Section 8.5 below, it took 1.43 seconds to
unfold a program containing 13 agent rules used to implement a logistics agent. Another
agent for logistics purposes that contained 16 agent rules took 150 milliseconds.
8.5. Performance of reasonable status set computation algorithm
We implemented and executed the status set computation algorithm on two different
agents used for logistics monitoring on US Army War Reserves Data [35]. Both agents
access two data sources—one is an Oracle data source containing two tables—an EquipRU
and an Apr_loc file comprising of 4,721 and 155 records, respectively. The rest of the data
accessed by these agents is stored in a system called LogTAADS (Logistics—The Army
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Authorization Document System) which consists of a single-file, multitable structure. In
other words, this file consists of a set of (actually four) distinct tables. The WM_MOC
file contains 68,146 records. No functions were available to access this data—hence, we
had to implement our own functions to do so [35]. Both these data sources were located
on different machines at the University of Maryland, and the IMPACT agent development
environment was located on yet another machine.
One of the agents contained 8 rules—we ran experiments five times and found that on
the average, it took 26.925 seconds to compute its unique reasonable status set. However, of
these 26.925 seconds, 20.286 seconds were spent inside the code on top of which the agent
was built (in this case, Oracle and LogTAADS) and/or in network communications—the
time spent within IMPACT itself was only 6.639 seconds.
In the second case, the agent contained 11 rules and averaging over five runs, it took
30.131 seconds to compute its unique reasonable status set. Of this, 23.463 seconds were
spent either in network time or inside the code on top of which the agent was built (in
this case, Oracle and LogTAADS)—the time spent within IMPACT itself was only 6.668
seconds.
Thus, the cost of computing reasonable status sets is very small as the cost of computing
with legacy code and commercial code cannot be improved (by us).
9. Related work and conclusions
In this paper, we have attempted to define a polynomially implementable class of agent
programs and described how we implemented this class of programs.
As defined in this paper, a regular agent program satisfies four conditions—strong
safety, conflict-freedom, deontic stratifiability, and a boundedness condition. Each of these
parameters has been studied in the literature, at least to some extent, and we have built
upon those works.
• The concept of safety is related to the notion of mode realizability in logic
programs [8,33]. In order to evaluate the truth or falsity of some atoms in a logic
program, certain arguments of that atom may need to be instantiated. This is similar,
but not identical to the notion of safety where we have similar conditions on code call
conditions. Strong safety requires the important finiteness property in addition to this.
• The concept of conflict-freedom has been studied in logic programming when
negations are allowed in both the head and the body of a rule. Such logic programs
were introduced by Gelfond and Lifschitz [20] and contradiction removal in such
programs was studied extensively by Pereira’s group [3]. Our work differs from these
in the sense that we are looking for syntactic conditions on agent programs (rather than
logic programs) that guarantee that under all possible states of the agent, conflicts will
not occur. Such a test can be encoded at compile time.
• The notion of deontic stratifiability of an agent program, builds directly on top of
the concept of a stratified logic program introduced by Apt et al. [4]. We extend the
concept of stratified logic programs to the case of a deontic stratified agent program
modulo a conflict-freedom test. Checking deontic stratifiability is somewhat more
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complex than checking ordinary stratifiability, and hence, our algorithms to do this
are new.
• The notion of boundedness of an agent program builds upon the well known idea
of unfolding (or partial evaluation) in logic programs. This area has been recently
studied formally for semantics of (disjunctive) logic programs (well-founded as well
as stable) in [9–11]. The use of Tarjan’s algorithm for computing the well-founded
semantics in almost linear time has been explicitly addressed, e.g., in [7,15].
To date, we are not aware of any existing work on the semantics of agent programs that is
polynomial and that has been implemented. In this paper, we have described a wide variety
of parameters (e.g., conflict-freedom tests, finiteness tables, etc.) that go into the design
and development of an agent, and we have provided experimental data showing that these
algorithms work effectively. To our knowledge, this is one of the first attempts to do this
for a generic, application independent agent programming paradigm.
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Appendix A. Proofs
Proof of Theorem 3.1. Clearly, by construction of χ ′, we have that χ ′ is a safe code call
condition modulo EX (a suitable permutation for χ ′ is the identity). Thus, if the call of
Safe_ccc(χ, EX) returns χ ′, then χ is safe modulo EX, as a suitable permutation for pi is
given by the reordering of the constituents of χ realized in χ ′.
On the other hand, suppose χ is safe modulo EX. Then, some i from 1, . . . , n must exist
such that χi is safe modulo EX. If, without loss of generality, χ1, . . . , χk are all such χi ,
then it is easily seen that χ(1) = χk+1& · · ·&χm must be safe modulo the variables EX(1) =EX + (root(Y ) | Y occurs in χ1& · · ·&χk). Employing an inductive argument, we obtain
that the continuation of the computation succeeds for L= χk+1, . . . , χn modulo EX(1), and
hence Safe_ccc(χ, EX) returns a reordered code call condition χ ′. (The interested reader
may observe that Safe_ccc can be easily rewritten to a recursive algorithm.) Obviously, χ ′
is safe, and for any assignment θ to the variables in EX (which are all root variables), the
code call condition χ ′θ can be readily evaluated left-to-right. 2
Proof of Theorem 3.2. The undecidability of this problem is inherited from the
undecidability of the problem whether a function f ∈F from a software code S = (T ,F)
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returns a particular value on at least one agent state OS . We may choose for S a standard
relational database package, and let f be a Boolean query on the database written in, e.g.,
SQL. Then, it is undecidable whether f evaluates to true over some (finite) database, i.e.,
agent state OS ; this follows from well-known results in the area of database theory. In
particular, relational calculus is undecidable, and every query in relational calculus an be
expressed in SQL; see [1]. Now, define the rules:
r1 : P(α)←
r2 : F(α)← in(true,oracle :f()).
Then, the rules r1 and r2 are conflict-free iff f does not return true, over any database
instance. This proves the result. 2
Proof of Theorem 3.3. (1) To show that r? is safe we need to show that the two conditions
defining safety hold for r?. Suppose r is of form
A←Bcc(r)& Opα(Et)&B+as,rest(r)&B−as(r),
where the precondition of α( EY ) is χ( EZ) (both standardized apart from r) where EZ contains
all variables occurring in α’s precondition. Then r? is the rule
A←Bcc(r)&χ( EZθ)& Opα(Et)&B+as,rest(r)&B−as(r)
where θ is the substitution EY = Et . Since χ is safe modulo EY , χ( EZθ) is safe modulo the list
of variables in Et . As all variables in Et occur in B+as(r), χ( EZθ) is safe modulo the variables in
B+as(r). It follows immediately that Bcc(r)&χ( EZθ) is safe modulo the variables in B+as(r).
Thus, r? satisfies the first definition of safety. The second condition in the definition of
safety is trivially satisfied since the only new variables in r? are in Bcc(r?).
(2) Follows immediately from the strong safety of α’s precondition, and part (1)
above. 2
Proof of Proposition 3.4. Item (1) of deontic stratifiability: Suppose that ri : Opi (α(Et))←
. . . ,Opj (β(Et ′)), . . . is in Pi , and that r : Op(β( Et ′′))← . . . is a rule in P such that β(Et ′)
and β( Et ′′) are unifiable and Op 6 Opj . Since P is deontic stratifiable, in every layering
` ∈ wtn(P) it holds that `(r)6 `(ri). Taking minimal values as in the definition of canP ,
it follows that canP (r)6 i = canP (ri ).
Item (2) of deontic stratifiability: As in the previous case, for rules ri and r as in the
second stratifiability condition, every layering ` ∈ wtn(P) satisfies `(r) < `(ri). Thus, it
follows that canP (r) < canP (ri). 2
Proof of Theorem 4.1. It is straightforward to show that if Check_WRAP returns a
layering `, then P is weakly regular and ` ∈ wtn(P) holds. On the other hand, suppose
the algorithm returns “no”. If it halts in Step (2) or (3), then the first (respectively, second)
condition of conflict-freedom is violated for any layering `, and thus P is not weakly
regular. If it halts in Step (6), then, by definition of G, a sequence of rules r0, r1, . . . , rn,
n> 1, exists such that any layering ` satisfying the stratifiability conditions must, without
160 T. Eiter et al. / Artificial Intelligence 117 (2000) 107–167
loss of generality, satisfy `(r0) 6 `(r1) 6 · · · 6 `(rn) and `(rn) < `(r0). However, this
means `(r0) < `(r0), which implies that such an ` is impossible. Thus, the algorithm
correctly returns that P is not weakly regular. 2
Proof of Proposition 5.3. That P has at most one rational status set follows from
Proposition 5.2. Since S is deontic and action closed, it remains to verify that S is
deontically consistent. Suppose this is not the case. Then, at least one of the three
conditions (D1)–(D3) of deontic consistency of S is violated. For each case, we derive
a contradiction, which proves the result.
(D1) Oα ∈ S and Wα ∈ S, for some ground action α. This means that there are rules r
and r ′ in P with heads O(β(Et)) and W(β(Et ′)) such that, standardizing their variables apart,
for some ground substitution θ it holds that β(Etθ)= β(Et ′θ), (∃)(Bcc(r)∧Bcc(r ′))θ is true
and β(Etθ) is executable with respect to OS , and Bas(r) ∪ Bas(r ′) is true in S, and hence
does not contain a pair of conflicting literals. However, this means that the rules r and r ′
conflict with respect toOS . This implies that cft(r, r ′)= false, and provides a contradiction
to the conflict-freedom condition of the definition of weak regularity.
(D2) Pα ∈ S and Fα ∈ S. As in the previous case, we conclude that for each agent
state OS , P contains rules r and r ′ with heads F(β(Et)) and Op(β(Et ′)), respectively,
where Op ∈ {P,Do,O}, such that r and r ′ are conflicting with respect to OS . Again, this
contradicts the fact that P is weakly regular.
(D3) Pα ∈ S but α is not executable in OS . Then, there must exist a rule r ∈ P and
a θ such that R(r, θ, S) is true, head(rθ) ∈ AppP,OS (S), and head(rθ) = Opα, where
Op ∈ {P,Do,O}. The definition of AppP,OS (S) implies that α must be executable in OS .
This is a contradiction. 2
Proof of Proposition 5.4. Let X = TP ↑ ω(S)(=
⋃∞
i=0 TP ↑ i(S)). We have to show that
TP (X)=X holds. As TP is inflationary (Proposition 5.1), it remains to show TP (X)⊆X,
i.e., that each atom A ∈ TP (X) is in X. The are two cases to consider.
(1) A ∈ AppP (X). Then, a rule r ∈ P and a θ exist such that head(rθ) = A and
R(r, θ,X) is true, i.e.,
(a) rθ is ground;
(b) Bcc(rθ) is true in OS ;
(c) B+as(rθ)⊆X;
(d) ¬.B−as(rθ) ∩ X = ∅;
(e) for every atom Op α ∈B+as(rθ)∪H(rθ) where Op ∈ {P,Do,O}, the action α is
executable in OS .
AsB+as(rθ) is finite and TP is inflationary, condition (c) implies that B+as(rθ)⊆ TP ↑
k(S) holds for some k > 0. Furthermore, condition (d) implies that ¬.B−as(rθ) ∩
TP ↑ k(S) = ∅. This means that R(r, θ,TP ↑ k(S)) is true; hence, A ∈ TP (TP ↑
k(S))⊆ TP ↑ k + 1(S), which means A ∈X.
(2) A ∈A-Cl(X). Then, a B ∈X and a k > 0 exist such that B 6A and B ∈ TP ↑ k(S).
Hence, A ∈ TP ↑ k + 1(S) holds, and thus A ∈X.
This proves that TP ↑ ω(S) is a fixpoint of TP . The argument in case (2) implies that
X= TP ↑ ω(S) is action-closed. 2
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Notation. Suppose P is a deontically stratified agent program, which is witnessed by
layering function `, and suppose the layers of P induced by ` are P0, . . . ,Pk . We use
S`0,j to denote TP0 ↑ j (∅) for all j > 0 and use S`i+1,j to denote TPi+1 ↑ j (Γ `P ↑ i), for
all i, j > 0, i.e., S`i,j contains the result of computing Γ `P ↑ ω after step j in level i . We
shall drop the superscript ` when it is clear from the context. Note that Si,j monotonically
increases, i.e., Si,j ⊆ Si′,j ′ if (i, j) < (i ′, j ′) under the standard lexicographic ordering.
Proof of Theorem 5.5. For the proof of this result, we use the following technical lemma,
which says that in the computation of Γ `P ↑ ω, the applicability of rules is preserved.
Lemma A.1. SupposeP is a WRAP, and let ` ∈ wtn(P). If, for some rule r ∈Pi and stage
Si,j , it holds that R(r, θ, Si,j ) is true, then R(r, θ, Si′,j ′) is true, for every stage Si′,j ′ such
that (i, j) < (i ′, j ′), and R(r, θ, S) is true where S = Γ `P ↑ ω.
Proof. Suppose that R(r, θ, Si,j ) is true. Thus,
(1) rθ is ground,
(2) Bcc(rθ) is true in OS ,
(3) B+as(rθ)⊆ Si,j , and
(4) ¬.B−as(rθ)∩ Si,j = ∅, and
(5) for every atom Opα ∈ B+as(rθ) ∪ {A} such that Op ∈ {P,O,Do}, α is executable in
OS .
Since Si,j ⊆ Si′,j ′ ⊆ S holds for all i ′, j ′ as in the statement of the lemma, proving
¬.B−as(rθ) ∩ S = ∅ will establish the lemma. Assume this is not true, i.e., an atom A ∈
¬.B−as(rθ)∩ S exists. This implies that there exists a rule r ′ ∈P such that for some θ ′ and
i∗, j∗, R(r ′, θ ′, Si∗,j∗) is true and head(r ′θ ′) 6 A. Condition (2) of deontic stratifiability
implies `(r ′) < `(r), and thus i∗ < i can be assumed. Since the stages in the construction
of S monotonically increase, it follows that head(r ′θ ′) and A are contained in Si,j ; thus,
¬.B−as(rθ) ∩ Si,j 6= ∅. This means that R(r, θ, Si,j ) is not true, which is a contradiction.
Thus, ¬.B−as(rθ)∩ S = ∅. 2
Let S = Γ `P ↑ ω. To show that S is a reasonable status set of P , we must show that
S is a feasible status of P ′ = redS(P,OS ), and no smaller S′ ⊂ S exists which satisfies
conditions (S1)–(S3) of feasibility for P ′.
To show that S is a feasible status set of P ′, we must show that
(S1) S is closed under program rules of P ′,
(S2) S is deontically and action consistent,
(S3) S is action closed, and
(S4) the state consistency condition is satisfied.
(S1) To see that S is closed under rules from P ′, suppose there exists a rule r in P ′ of
the form r :A← L1, . . . ,Ln such that R(r, θ, S) is true on OS for some θ . As r is in fact
ground (and thus rθ = r and θ is irrelevant) and B−as(r)= ∅, this implies
(1) Bcc(r) is true on OS ,
(2) B+as(r)⊆ S, and
(3) for every atom Opα ∈ B+as(r) ∪ {A} such that Op ∈ {P,O,Do}, α is executable
in OS .
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We have to show that A ∈ S. As B+as(r) is finite, item (2) implies that B+as(r)⊆ Γ `P ↑ k for
some integer k. Let k∗ be the least such integer. For each atom A ∈ B+as(r), there is rule
r ′ ∈ P and a ground substitution θ ′ such that r ′θ ′ is applied in the construction of Γ `P ↑ ω
and head(r ′θ ′) 6 A (i.e., A is either included directly by applying r ′θ ′, or indirectly by
applying r ′θ ′ and action closure rules). The rule r stems from the ground instance r ′′θ ′′
of a rule r ′′ ∈ P . Item (1) of deontic stratifiability implies that `(r ′) 6 k∗ 6 `(r ′′) holds.
As Γ `P ↑ k∗ ⊆ S and ¬.B−as(r ′′θ ′′) ∩ S = ∅, it follows that the rule r ′′θ ′′ is applied in the
construction of Γ `P ↑ ω, and thus head(r ′′θ ′′)=A is included in S.(S2) Since AC = ∅, S is trivially action consistent. To see that S is deontically consis-
tent, assume it is not. Thus, it must violate some deontic consistency rule (D1)–(D3). As
in the proof of Proposition 5.3, it can be shown using Lemma A.1 that each such violation
raises a contradiction.
(S3) Clearly,
A-Cl(S)=
∞⋃
i=0
A-Cl(Γ `P ↑ i)
holds by definition of S and the fact that A-Cl(X) =⋃X′∈C A-Cl(X′) holds for every
collection C of subsets of an arbitrary status set X such that ⋃X′∈CX′ = X. Applying
Proposition 5.4, it follows A-Cl(S)= S.
(S4) This is trivial as IC = ∅ is assumed.
At this stage, we have shown that S is a feasible status set of P ′. To establish that S is ra-
tional, suppose S′ ⊂ S is a status set satisfying conditions (S1)–(S3) for P ′. Let Si,j be the
first stage in the construction of S such that Si,j \ S′ 6= ∅. Let A ∈ Si,j \ S′ be any atom. It
follows that there exist a rule r ∈Pi and a θ such that A= head(rθ) and R(r, θ, Si,j−1) is
true. By Lemma A.1, also R(r, θ, S) is true; item (4) of the definition of R(r, θ, S) implies
that the rule r ′ obtained from rθ by removing B−as(rθ) belongs to P ′. Furthermore, the
minimality of Si,j implies that B+as(r ′) (= B+as(rθ)) is contained in S′. Thus, R(r ′, θ, S′) is
true. This implies A ∈ S′, which is a contradiction. Thus, a feasible status set S′ ⊂ S of P
does not exist. This proves the result. 2
Proof of Corollary 5.6. By Lemma 5.2 in [17] every status S such that conditions (S1)
and (S3) of feasibility hold satisfies TP (S) ⊆ S. Theorem 5.5 implies that S = Γ `P ↑ ω
satisfies (S1) and (S3). Since S ⊆ TP (S) holds for every status set S (Proposition 5.1), the
result follows. 2
Proof of Theorem 5.7. To prove this result, it is sufficient to show by induction on i > 0
that for every rule r ∈ Pi and ground substitution θ it holds that
R(r, θ, S)↔∃j.R(r, θ, Si,j ).
Without loss of generality, we assume that P0 = ∅.
Then, the base case i = 0 is trivial, as no rule in P0 exists. For the inductive case, assume
the statement holds for all j 6 i and consider the case i + 1> 0. We have to show that
∀r ∈ Pi+1∀θ.R(r, θ, S)↔∃j.R(r, θ, Si+1,j )
holds. We consider the two directions of this equivalence.
T. Eiter et al. / Artificial Intelligence 117 (2000) 107–167 163
(←) Suppose that R(r, θ, Si+1,j ) is true for a particular j . We have to show that
R(r, θ, S) is true. By the definition of predicate R, it remains to show that
(i) B+as(rθ)⊆ S and
(ii) ¬.B−as(rθ)∩ S = ∅.
We prove this by induction on j > 0.
For the base case j = 0, we obtain from item (1) of deontic stratifiability that for each
atom A ∈ B+as(rθ), a rule r ′ ∈ Pi′ where i ′ 6 i and θ ′ exist such that head(r ′θ ′) 6 A and
R(r ′, θ ′, Si′,j ′) is true for some j ′ > 0. Then, by the outer induction hypothesis on i , it
follows that R(r ′, θ ′, S) is true, which implies A ∈ S. Thus, (i) holds. For (ii), truth of
R(r, θ, Si+1,j ) implies that no atom A ∈ ¬.B−as(rθ) is contained in Si+1,j . Item (2) of
deontic stratifiability of P implies that every rule r ′ such that head(r ′θ ′)6 A for some θ ′
is contained in Pi′ for some i ′ 6 i . Furthermore, Si′,j ′ ⊆ Si+1,j implies that R(r ′, θ ′, Si′,j ′)
is false, for every j ′ > 0. Hence, by the outer induction hypothesis on i ,R(r ′, θ ′, S) is false.
This implies A /∈ S, and hence ¬.B−as(rθ) ∩ S = ∅ is true. This concludes the proof of the
inner base case j = 0.
For the inner induction step, suppose the statement holds for all j ′ 6 j and consider
j + 1> 0. The proof of (i) is similar to the case j = 0, but takes into account that r ′ and
θ ′ for A may also be such that r ′ ∈ Pi+1 and R(r ′, θ ′, Si+1,j ′) holds where j ′ 6 j . In this
case, the inner induction hypothesis on j implies that R(r ′, θ ′, S) is true. The proof of (ii)
is analogous to the case j = 0.
(→) We have to show that R(r, θ, S), where r ∈ Pi+1, implies that ∃j.R(r, θ, Si+1,j )
is true. We prove the following equivalent claim. Let P ′ = redS(P,OS). Then, for every
atomA ∈ TP ′ ↑ ω(∅) for which r ∈ Pi+1 and θ exist such thatA= head(rθ) andR(r, θ, S)
is true, ∃j.R(r, θ, Si+1,j ) is true. The proof is by induction on the stages TP ′ ↑ k(∅), k > 0,
of the fixpoint iteration for P ′.
The base case k = 0 is trivial, since TP ′ ↑ 0(∅)= ∅. For the induction step, suppose the
statement holds for all k′ 6 k, and consider k+ 1> 0. Let A ∈ TP ′ ↑ k+ 1(∅) \TP ′ ↑ k(∅)
and r, θ as in the premise of the statement. From item (1) of deontic stratifiability of P ,
the outer induction hypothesis on i , and the inner induction hypothesis on k, it follows
that each A ∈ B+as(rθ) is contained in Si+1,jA for some jA > 0. Since B+as(rθ) is finite,
B+as(rθ) ⊆ Si+1,j holds where j = max{jA | A ∈ B+as(rθ)}. To show that R(r, θ, Si+1,j )
holds for this j , it remains by the definition of predicate R to show that ¬.B−as(rθ) ∩
Si+1,j = ∅ holds. Item (2) of deontic stratifiability and the outer induction hypothesis imply
that no atom A ∈¬.B−as(r ′θ ′) is contained in Si+1,j ; thus, ¬.B−as(r ′θ ′)∩ Si+1,j = ∅, where
j > 0 is arbitrary. This proves that R(r, θ, Si+1,j ) holds, and thus ∃j.R(r ′, θ ′, Si+1,j ) is
true. This concludes the proof of the inner induction step on k + 1, and also the proof of
the outer inductive step i + 1. 2
Proof of Theorem 6.1. We have to show that each of the steps (1)–(5) of the algorithm can
be done in finite time. As for step (1), the boundedness of the agent program P associated
with a ensures that the set Γ `P ↑ ω is computable within a bounded number of steps:
For computing Γ `P ↑ i , we must compute the operator TPi ↑ ω, which needs to apply the
operator TPi associated with the layer Pi only a bounded number of times. Furthermore,
the number of nonempty layersPi is bounded as well. An inductive argument shows that in
each step of the computation, any rule r from the layer Pi currently considered instantiates
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because of strong safety only to a finite number of ground rules r ′ which fire. These r ′ can
be effectively computed from the status set Sk derived so far (where S0 = ∅), proceeding
in the way as described after Definition 3.3. Indeed, the set Θ of ground substitutions there
such that B+as(r) is true with respect to Sk is finite (as, by induction hypothesis, Sk is finite),
and can be computed in finite time. Next, for each θ ∈Θ , the set of all ground substitutions
Γθ that satisfy Bcc(rθ) is finite and effectively computable. Furthermore, Γ +θ and Ans are
effectively computable from Γθ . Thus, firing instances of the rule r in the current step can
yield only finitely many new ground action status atoms, which means that Sk+1 finitely
computed. It follows that Γ `P ↑ ω is computed within finite time.
Step (2) is simple. Step (3) can be effectively accomplished: Strong safety of each action
constraint ac : {α1( EX1), . . . , αk( EXk)}←↩ χ ensures that χ has only finitely many solutions
θ , which can be effectively computed; furthermore, matching the head α1( EX1), . . . , αk( EXk)
to atoms α1(Et1), . . . , αk(Etk) in Do(S) such that αi( EXiθ ′) = αi(Eti), i = 1, . . . , k, where θ ′
extends θ , can be done in polynomial time in the size of Do(S).
The new agent state O′S in step (4) is, by specification, effectively computable. Finally,
also step (5) can be done in finite time, since strong safety implies that for each integrity
constraint ic :ψ⇒ χ in IC, the body ψ has only a finite number of ground instances ψθ
which are true in the agent state, and they are effectively computable; since χ is strongly
safe checking whether χθ is true is possible in finite time. 2
Proof of Theorem 6.2. We have to argue that each of the steps (1)–(5) can be done in
polynomial time, rather than in arbitrary finite time. This can be accomplished by refining
the analysis in the proof of Theorem 6.1.
As for step (1), the cardinality of the set Θ of substitutions such that B+as(r) is true
with respect to the already derived status set Sk is polynomial in the the size of Sk . Under
the assumptions, this set is computable in polynomial time. Next, for each θ ∈ Θ , the
assumptions imply that the set Γθ contains only polynomially many assignments γ , each
of which is computable in polynomial time. The check whether B−as(r ′) where r ′ = (rθγ )
is true with respect to Sk is easy, and also the test whether head(r ′) is added to Ans is
feasible in polynomial time. Overall, the number of instances r ′ of r which eventually fire
is polynomial in the size Sk and the agent state.
This means the number Nk = |Sk| of atoms Opα that are derived after k steps of firing
rules (whereN0 = 0), is bounded by p(Nk−1, |OS |), where p is some polynomial and |OS |
is the size of the agent state, and Sk is computable in polynomial time. SinceP is associated
with a regular agent, the number of steps in computing S := Γ `P ↑ ω is bounded by some
(a priori known) constant b. Thus, it follows that the number of atoms in S is polynomial,
and that S is computable in polynomial time. This shows that step (1) is computable in
polynomial time.
Step (3) can be done in polynomial time, since the assumptions imply that each body
χ of an action constraint ac has only a polynomial number of solutions, which are
computable in polynomial time, and matching the head of ac against S is polynomial.
Step (4) can be done in polynomial time, since assembling and executing conc(Do(S),OS )
is polynomial and Do(S) is polynomial in the size of OS , which means that the size of the
resulting state O′S is polynomial in the size of OS .
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Finally, step (5) is polynomial, since the body ψ of each integrity constraint ic :ψ⇒ χ
has a polynomial number of solutions θ , which are computable in polynomial time, and
checking whether χθ is true in state O′S is polynomial in the size of O′S and thus also in
the size of OS . 2
Appendix B. Feasible, rational, and reasonable status sets
This appendix provides in succinct form the definition of various concepts of status sets
from [17], to which the reader is referred for more information.
Definition B.1 (Status set). A status set is any set S of ground action status atoms
over S . For any operator Op ∈ {P,Do,F,O,W}, we denote by Op(S) the set Op(S) =
{α |Op(α) ∈ S}.
Definition B.2 (Operator AppP,OS (S)). Let P be an agent program and OS be an agent
state. Then,
AppP,OS (S)=
{
head(rθ) | r ∈P, R(r, θ, S) is true onOS
}
,
where the predicate R(r, θ, S) is true iff
(1) rθ is ground;
(2) Bcc(rθ) is true in the agent state OS ;
(3) B+as(rθ)⊆ S and
(4) ¬.B−as(rθ)∩ S = ∅;
(5) For every atom Opα ∈ B+as(rθ)∪Head(rθ) where Op ∈ {P,Do,O}, the action α is
executable in OS .
Definition B.3 (Feasible status set). Let P be an agent program and let OS be an agent
state. Then, a status set S is a feasible status set for P on OS , if the following conditions
hold:
(S1) (closure under the program rules) AppP,OS (S)⊆ S;(S2) (deontic and action consistency) S satisfies the deontic consistency axioms (D1)–
(D3), and S,OS |=AC , i.e., S satisfies the action constraints with respect to OS ;
(S3) (action closure) S =A-Cl(S), i.e., S is action closed;
(S4) (state consistency) O′S |= IC, where O′S is the state which results after executing
the action conc(Do(S),OS ) in stateOS , i.e.,OS satisfies the integrity constraints.
Definition B.4 (Groundedness; rational status set). A status set S is grounded, if no status
set S′ 6= S exists such that S′ ⊆ S and S′ satisfies conditions (S1)–(S3) of a feasible status
set.
A status set S is a rational status set, if S is a feasible status set and S is grounded.
Definition B.5 (Reasonable status set). Let P be an agent program, let OS be an agent
state, and let S be a status set.
(1) If P is a positive agent program, then S is a reasonable status set for P on OS , iff
S is a rational status set for P on OS .
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(2) The reduct of P with respect to S andOS , denoted by redS(P,OS ), is the program
which is obtained from the ground instances of the rules in P over OS as follows.
(a) First, remove every rule r such that B−as(r)∩ S 6= ∅;
(b) Remove all atoms in B−as(r) from the remaining rules.
Then S is a reasonable status set for P with respect to OS , if it is a reasonable status set
of the program redS(P,OS ) with respect to OS .
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