Solutions of $\mathfrak{gl}_{m|n}$ XXX Bethe ansatz equation and
  rational difference operators by Huang, Chenliang et al.
ar
X
iv
:1
81
1.
11
22
5v
1 
 [m
ath
.Q
A]
  2
7 N
ov
 20
18
SOLUTIONS OF glm|n XXX BETHE ANSATZ EQUATION
AND RATIONAL DIFFERENCE OPERATORS
CHENLIANG HUANG, KANG LU, AND EVGENY MUKHIN
ABSTRACT. We study solutions of the Bethe ansatz equations of the non-homogeneous periodic XXX model
associated to super Yangian Y(glm|n). To a solution we associate a rational difference operator D and a super-
space of rational functionsW . We show that the set of complete factorizations ofD is in canonical bijection with
the variety of superflags in W and that each generic superflag defines a solution of the Bethe ansatz equation.
We also give the analogous statements for the quasi-periodic supersymmetric spin chains.
Keywords: supersymmetric spin chains, Bethe ansatz, difference operators.
1. INTRODUCTION
The supersymmetric spin chains were introduced back to [Kul] in 1980s. There is a considerable renewed
interest to those models, see [BR1, BR2, KSZ, HLPRS, TZZ]. However, many results available for the even
spin chains are still unknown for the supersymmetric case. In this paper we are able to fill up a few gaps.
We use the method of populations of solutions of the Bethe ansatz equations. It was pioneered in [MV2] in
the case of the Gaudin model and then extended to the XXXmodels constructed from the Yangian associated
to gln, see [MV1, MV3, MTV2]. We are helped by the recent work on the populations of the supersymmetric
Gaudin model [HMVY].
Let us describe our findings in more detail. In this paper we restrict ourselves to tensor products of
evaluation polynomial glm|n-modules. Moreover, we assume that the evaluation parameters are generic,
meaning they are distinct modulo hZ where h is the shift in the super Yangian relations. Note that such
tensor products are irreducible Y(glm|n)-modules. We also assume that at least one of the participating
glm|n-modules is typical.
The crucial observation is the reproduction procedure which given a solution of the Bethe ansatz equation
and a simple root of glm|n, produces another solution, see Theorem 5.1.
The reproduction procedure along an even root is given in [MV1]. An even component of a solution of the
Bethe ansatz equation gives a polynomial solution of a second order difference equation. The reproduction
procedure amounts to trading this solution to any other polynomial solution of the difference equation, see
(5.1). We call it the bosonic reproduction procedure.
The reproduction procedure along an odd root is different. In fact, an odd component of a solution of
the Bethe ansatz equation corresponds to a polynomial which divides some other polynomial, see (5.2). The
reproduction procedure changes the divisor to the quotient polynomial with an appropriate shift. We call it
the fermionic reproduction procedure. The fermionic reproduction procedure looks similar to a mutation in
a cluster algebra.
Then the population is the set of all solutions obtained from one solution by recursive application of the
reproduction procedure.
Given a solution of the Bethe ansatz equation, we define a rational difference operator of the form
D = D0¯D−11¯ , where D0¯, D1¯ are linear difference operators of orders m and n with rational coefficients,
respectively, see (5.6). The operator D is invariant under reproduction procedures and therefore it is defined
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for the population, see Theorem 5.3. The idea of considering such an operator is found in [HMVY] in the
case of the Gaudin model. Such an operator in the case of tensor products of vector representations also
appears in [Tsu] in relation to the study of T-systems and analytic Bethe ansatz.
Kernels V = kerD0¯, U = kerD1¯ are spaces of rational functions of dimensions m and n. Under our
assumption, that at least one of the representations is typical, we can show V ∩ U = 0, see Lemma 6.1. We
consider superspace W = V ⊕ U . Then we show that there are natural bijections between three objects:
elements of the population of the solutions of the Bethe ansatz equation, superflags in W , and complete
factorizations of D into products of linear difference operators and their inverses, see Theorem 6.7.
Note that the Bethe ansatz equations depend on the choice of the Borel subalgebra in glm|n. The fermionic
reproductions change this choice. In general, the Borel subalgebra is determined from the parity of the super-
flag or, equivalently, from the positions of the inverse linear difference operators in a complete factorization
of D.
Thus the solutions of the Bethe ansatz equations correspond to superspaces of rational functions. It is
natural to expect that all joint eigenvectors of XXX Hamiltonians correspond to such spaces and that there
is a natural correspondence between the eigenvectors of the transfer matrix and points of an appropriate
Grassmannian. However, the precise formulation of this correspondence is not established even in the even
case, see [MTV2].
We give a few details in the quasi-periodic case as well, see Section 7. In this case we also have concepts
of reproduction procedure, the population, and the rational difference operator. Then the elements in the
population are in a natural bijection with the permutations of the distinguished flags in the space of functions
of the form f(x) = ezxr(x), where r(x) ∈ C(x) is a rational function and z ∈ C, see Theorem 7.4. A
similar picture in the even case is described in [MV3].
The paper is constructed as follows. In Section 2 we study rational difference operators and their complete
factorizations. We then recall the XXX model associated to glm|n and the corresponding Bethe ansatz equa-
tions in Section 3. In Section 4 we recall the reproduction procedure for gl2 and define its analog for gl1|1. In
Section 5 we define reproduction procedures for glm|n, a population, and a rational difference operator asso-
ciated to a population. In Section 6 we give the bijections between the superflag variety, the set of complete
factorizations, and a population. We conclude our paper by generalizing our results to the quasi-periodic
XXX model in Section 7. Appendix A is devoted to the basics of Bethe ansatz in the case of Y(gl1|1).
Acknowledgments. This work was partially supported by a grant from the Simons Foundation #353831.
2. RATIONAL DIFFERENCE OPERATORS AND THEIR FACTORIZATIONS
We study properties of ratios of difference operators, following the treatment of ratios of differential
operators in [CDSK]. We also describe the relation between the complete factorizations and the superflag
varieties.
2.1. Parity sequences. We use the notation of [HMVY, Section 2]. We recall some of them.
Denote by Sm|n the set of all sequences s = (s1, s2, . . . , sm+n) where si ∈ {±1} and 1 occurs ex-
actly m times. Elements of Sm|n are called parity sequences. The parity sequence of the form s0 =
(1, . . . , 1,−1, . . . ,−1) is the standard parity sequence.
A parity sequence s corresponds to a permutation σs of the permutation group Sm+n ofm+ n elements
as follows:
σs(i) =
{
#{j | j 6 i, sj = 1}, if si = 1,
m+#{j | j 6 i, sj = −1}, if si = −1.
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For a parity sequence s ∈ Sm|n, we define
s+i = #{j | j > i, sj = 1}, s−i = #{j | j < i, sj = −1}, i = 1, . . . ,m+ n.
The permutation σs is related to s
±
i by
s+i =
{
m− σs(i), if si = 1,
σs(i) − i, if si = −1,
s−i =
{
i− σs(i), if si = 1,
σs(i) −m− 1, if si = −1.
If the parity sequence is dropped from the notation, it means we consider the standard parity sequence.
2.2. Rational difference operators. Fix a non-zero number h ∈ C×. Let K be the field of complex valued
rational functions K = C(x), with an automorphism τ : K→ K, (τf)(x) 7→ f(x− h).
Consider the algebra K[τ ] of difference operators where the shift operator τ satisfies
τ · f = f(x− h) · τ
for all f ∈ K. By definition, an element D ∈ K[τ ] has the form
D =
r∑
j=0
ajτ
j, aj ∈ K, r ∈ Z>0. (2.1)
The difference operator D has order r, ord D = r, if ar 6= 0. One says that D is monic if ar = 1. We call
a0 the constant term of D.
Let D ∈ K[τ ] be a difference operator of order r as in (2.1). We say a difference operator D of order
r is completely factorable over K if there exist fi ∈ K, i = 1, . . . , r, such that D = ar d1 . . . dr, where
di = τ − fi. We focus on completely factorable difference operators with non-zero constant terms a0. In
this case, we consider factorizations of the form D = a0d1 · · · dr, where di = 1− f˜iτ , f˜i ∈ K, i = 1, . . . , r.
Let kerD = {u ∈ K | Du = 0} be the kernel of D. It is clear that if dim (kerD) = ordD, then D is
completely factorable over K.
Let K(τ) be the division ring generated by K[τ ]. The division ring K(τ) is called the ring of rational
difference operators. Elements in K(τ) are called rational difference operators.
A fractional factorization of a rational difference operatorR is the equalityR = D0¯D−11¯ , whereD0¯,D1¯ ∈
K[τ ]. A fractional factorization R = D0¯D−11¯ is called minimal if D1¯ is monic and has the minimal possible
order.
Proposition 2.1. Any rational difference operator R ∈ K(τ) has the following properties.
(i) There exists a unique minimal fractional factorization of R.
(ii) Let R = D0¯D−11¯ be the minimal fractional factorization. If R = D˜0¯D˜−11¯ is a fractional factoriza-
tion, then there exists D ∈ K[τ ] such that D˜0¯ = D0¯D and D˜1¯ = D1¯D.
(iii) LetR = D0¯D−11¯ be a fractional factorization such that dim (kerD0¯) = ordD0¯ and dim (kerD1¯) =
ord D1¯. Then R = D0¯D−11¯ is the minimal fractional factorization of R if and only if kerD0¯ ∩
kerD1¯ = 0.
Proof. We have the analogs of [CDSK, Proposition 2.1, Corollary 2.2, Lemma 3.2] for difference operators.
Namely, the algebra K[τ ] is right Euclidean, therefore K[τ ] satisfies the right Ore condition and every right
ideal of K[τ ] is principal. This statement is proved similarly as [CDSK, Proposition 3.4]. 
We call R an (m|n)-rational difference operator if in the minimal fractional factorization R = D0¯D−11¯ ,
D0¯,D1¯ are completely factorable over K, and ord(D0¯) = m, ord(D1¯) = n, and D0¯,D1¯ have the same
non-zero constant term.
4 CHENLIANG HUANG, KANG LU, AND EVGENYMUKHIN
LetR be an (m|n)-rational difference operator. Note thatR can also be written in the formR = D˜−1
1¯
D˜0¯,
where D˜1¯, D˜0¯ ∈ K[τ ], ord(D˜0¯) = m, and ord(D˜1¯) = n. More generally, let s ∈ Sm|n be a parity sequence.
Then we call the form R = ds11 . . . dsm+nm+n , where di = 1 − fiτ , fi ∈ K, i = 1, . . . ,m + n, a complete
factorization with the parity sequence s. Let Fs(R) be the set of all complete factorizations ofR with parity
sequence s and F(R) = ⊔s∈Sm|n Fs(R) the set of all complete factorizations of R.
Throughout the paper, we use the following useful notation: for any i ∈ Z and f ∈ K,
f [i] := τ i(f) = f(x− ih).
Define the discrete logarithmic derivative of a function f(x) by ln′(f) = f/f [1].
Consider two (1|1)-rational difference operators
R1 = (1− a τ)(1− b τ)−1 and R2 = (1− c τ)−1(1− d τ),
where a, b, c, d ∈ K, a 6= b, and c 6= d.
Lemma 2.2. We have R1 = R2 if and only if{
c = b[1] ln′(a− b),
d = a[1] ln′(a− b), or equivalently
{
a[1] = d/ ln′(c− d),
b[1] = c/ ln′(c− d). 
Let R be an (m|n)-rational difference operator with a complete factorization R = ds11 · · · dsm+nm+n , where
di = 1 − fiτ . Suppose si 6= si+1 and di 6= di+1. Using Lemma 2.2, one constructs d˜i and d˜i+1 such that
dsii d
si+1
i+1 = d˜
si+1
i d˜
si
i+1. This induces a new complete factorization of R = ds11 · · · d˜si+1i d˜sii+1 · · · dsm+nm+n with
the new parity sequence s˜ = s[i] = (s1, . . . , si+1, si, . . . , sm+n).
Repeating this procedure, we see that there exists a canonical bijection between the sets of complete
factorizations with respect to any two parity sequences.
2.3. Complete factorizations and superflag varieties. Let W = W0¯ ⊕W1¯ be a vector superspace with
dim(W0¯) = m and dim(W1¯) = n. Consider a full flag F of W , F = {F1 ⊂ F2 ⊂ · · · ⊂ Fm+n = W}
such that dim(Fi) = i. A basis {w1, . . . , wm+n} of W generates the full flag F if Fi is spanned by
w1, . . . , wi. A full flag is called a full superflag if it is generated by a homogeneous basis. We denote by
F (W ) the set of all full superflags.
To a homogeneous basis {w1, . . . , wm+n} ofW , we associate the unique parity sequence s ∈ Sm|n such
that si = (−1)|wi|. We say a full superflag F has parity sequence s if it is generated by a homogeneous
basis whose parity sequence is s. We denote by F s(W ) the set of all full superflags of parity s.
Clearly, we have
F (W ) =
⊔
s∈Sm|n
F
s(W ), F s(W ) ∼= F (W0¯)×F (W1¯) .
Given a basis {v1, . . . , vm} ofW0¯, a basis {u1, . . . , un} ofW1¯, and a parity sequence s ∈ Sm|n, define a
homogeneous basis {w1, . . . , wm+n} of W by the rule wi = vs+i +1 if si = 1 and wi = us−i +1 if si = −1.
Conversely, any homogeneous basis of W gives a basis of W0¯, a basis of W1¯, and a parity sequence s. We
say that the basis {w1, . . . , wm+n} is associated to {v1, . . . , vm}, {u1, . . . , un}, and s.
Define the discrete Wronskian Wr (or Casorati determinant) of g1, . . . , gr by
Wr±(g1, . . . , gr) = det (gj [∓(i− 1)])ri,j=1 = det (gj(x± (i− 1)h))ri,j=1 .
We simply writeWr forWr−.
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Let R be an (m|n)-rational difference operator over K. Let R = D0¯D−11¯ be a fractional factorization
such that ord D1¯ = n and the constant term of D1¯ is 1. By Proposition 2.1, such a fractional factorization of
R is unique.
Let V = W0¯ = kerD0¯, U = W1¯ = kerD1¯,W = W0¯ ⊕W1¯.
Given a basis {v1, . . . , vm} of V , a basis {u1, . . . , un} of U , and a parity sequence s ∈ Sm|n, define
di = 1− fiτ , where
fi = ln
′
Wr(v1, v2, . . . , vs+i +1
, u1, u2, . . . , us−i
)
Wr(v1, v2, . . . , vs+i
, u1, u2, . . . , us−i
)[1]
, if si = 1,
fi = ln
′
Wr(v1, v2, . . . , vs+i
, u1, u2, . . . , us−i +1
)
Wr(v1, v2, . . . , vs+i
, u1, u2, . . . , us−i
)[1]
, if si = −1.
(2.2)
Note that if two bases {v1, . . . , vm}, {v˜1, . . . , v˜m} generate the same full flag of V and two bases
{u1, . . . , un}, {u˜1, . . . , u˜n} generate the same full flag of U , then the coefficients fi computed from vj, uj
and from v˜j , u˜j are the same.
Proposition 2.3. We have a complete factorization of R with parity s: R = ds11 · · · dsm+nm+n .
Proof. The statement for the case of s = s0 follows from [MV1].
Let s and s˜ be two parity sequences which differ only in positions i, i + 1. Explicitly, sj = s˜j for
j 6= i, i+ 1 and si = −si+1 = −s˜i = s˜i+1. It is clear that dj = d˜j for j 6= i, i+ 1. In addition, the equality
dsii d
si+1
i+1 = d˜
s˜i
i d˜
s˜i+1
i+1 follows from the discrete Wronskian identity, see [MV1, Lemma 9.5],
Wr
(
Wr(v1, v2, . . . , vs+
i
+1, u1, u2, . . . , us−
i
),Wr(v1, v2, . . . , vs+
i
, u1, u2, . . . , us−
i
+1)
)
=Wr(v1, v2, . . . , vs+
i
+1, u1, u2, . . . , us−
i
+1)Wr(v1, v2, . . . , vs+
i
, u1, u2, . . . , us−
i
)[1]. 
By Proposition 2.3, we have maps ̟ : F (W )→ F(R) and ̟s : F s(W )→ Fs(R).
Corollary 2.4. The maps ̟ and ̟s are bijections. 
Thus the set of complete factorizations ofR is canonically identified with the variety of full superflags of
W .
3. XXX MODEL
In this section we recall the definition of the super Yangian Y(glm|n) and some facts about the XXX
model associated with Y(glm|n). Our main source is [BR1].
3.1. Super Yangian Y(glm|n) and transfer matrix. Let C
m|n be the complex vector superspace with
dim(C
m|n
0¯
) = m and dim(C
m|n
1¯
) = n. We choose a homogeneous basis e1, . . . , em+n of C
m|n such that
|ei| = 0 for 1 6 i 6 m and |ej | = 1 for m + 1 6 j 6 m + n. Denote by Eij ∈ End(Cm|n) the linear
operator of parity |i|+ |j| such that Eijek = δjkei for 1 6 i, j, k 6 m+ n.
The super Yangian Y(glm|n) is a unital associative algebra with generators L(k)ij of parity |i| + |j|, i, j =
1, . . . ,m+ n, k ∈ Z>0.
Consider the generating series
Lij(x) =
∞∑
k=0
L(k)ij x−k, L(0)ij = δij ,
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and combine the series into a linear operator L(x) =∑m+ni,j=1Eij⊗Lij(x) ∈ End(Cm|n)⊗Y(glm|n)[[x−1]].
The defining relations of Y(glm|n) are given by
R(12)(x1 − x2)L(13)(x1)L(23)(x2) = L(23)(x2)L(13)(x1)R(12)(x1 − x2), (3.1)
where R(x) ∈ End(Cm|n ⊗ Cm|n) is the super R-matrix defined by
xR(x) = x id + h
m+n∑
i,j=1
(−1)|j|Eij ⊗Eji.
Remark 3.1. Note that, for any non-zero z ∈ C×, the map Lij(x) 7→ Lij(x/z) induces an automorphism of
Y(glm|n), therefore the super Yangians Y(glm|n) defined by different non-zero h are actually isomorphic. In
particular, we can always rescale h to 1. 
The R-matrix R(x) satisfies the graded Yang-Baxter equation,
R(12)(x1 − x2)R(13)(x1)R(23)(x2) = R(23)(x2)R(13)(x1)R(12)(x1 − x2).
The super commutator relations obtained from (3.1) are explicitly given by
(x1 − x2)[Lij(x1),Lkℓ(x2)] = (−1)|i||k|+|ℓ||i|+|ℓ||k|h
(Lkj(x2)Liℓ(x1)−Lkj(x1)Liℓ(x2))
= (−1)|i||j|+|ℓ||i|+|ℓ||j|h(Liℓ(x1)Lkj(x2)− Liℓ(x2)Lkj(x1)). (3.2)
In particular, one has
[L(1)ij ,Lkℓ(x)] = (−1)|i||k|+|ℓ||i|+|ℓ||k|h
(
δiℓLkj(x)− δkjLiℓ(x)
)
. (3.3)
The super Yangian Y(glm|n) is a Hopf algebra with the coproduct
∆ : Lij(x) 7→
m+n∑
k=1
(−1)(|k|+|i|)(|k|+|j|)Lik(x)⊗ Lkj(x), i, j = 1, . . . ,m+ n.
The super Yangian Y(glm|n) contains the algebra U(glm|n) as a Hopf subalgebra. The embedding is given
by the map eij 7→ (−1)|i|L(1)ji /h for 1 6 i, j 6 m+ n. We identify U(glm|n) with the image of this map.
The transfer matrix T (x) is defined as the supertrace of L(x),
T (x) = str(L(x)) =
m+n∑
i=1
(−1)|i|Lii(x).
It is known that the transfer matrices commute, [T (x1),T (x2)] = 0. Moreover, the transfer matrix T (x)
commutes with the subalgebra U(glm|n).
Since the transfer matrices commute, the transfer matrix can be considered as a generating function of
integrals of motion of an integrable system.
For any given complex number z ∈ C, there is an automorphism
ζz : Y(glm|n)→ Y(glm|n), Lij(x)→ Lij(x− z),
where (x − z)−1 is expanded as a power series in x−1. The evaluation homomorphism ev : Y(glm|n) →
U(glm|n) is defined by the rule:
L(a)ji 7→ (−1)|i|δ1aheij ,
for a ∈ Z>0.
For any glm|n-module V denote by V (z) the Y(glm|n)-module obtained by pulling back of V through the
homomorphism ev ◦ ζz. The module V (z) is called the evaluation module with the evaluation point z.
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Let V be a Y(glm|n)-module. Given a parity sequence s ∈ Sm|n, a non-zero vector v ∈ V is called an
s-singular vector if
Lsii(x)v = Λi(x)v, Lsij(x)v = 0, i > j,
where Λi(x) ∈ C[[x−1]] and Lsa,b(x) = Lσs(a),σs(b)(x).
Example 3.2. Let Lλ be an irreducible polynomial glm|n-module of highest weight λ with highest weight
vector vλ. Let z be a complex number. Then the glm|n s-singular vector v
s
λ ∈ Lλ(z) is aY(glm|n) s-singular
vector. Moreover, we have
Lsii(x)vsλ =
(
1 +
si λ
s(esii)h
x− z
)
vsλ =
x− z + si λs(esii)h
x− z v
s
λ, i = 1, 2, . . . ,m+ n. 
3.2. Bethe ansatz equation. We fix a parity sequence s ∈ Sm|n, a sequence λ = (λ(1), . . . , λ(p)) of
polynomial glm|n weights, and a sequence z = (z1, . . . , zp) of complex numbers. We call (λ
(k))s, see
[HMVY, Section 2], the weight at point zk with respect to s. We simply write λ
(k,s)
i for (λ
(k))s(esii).
Let l = (l1, . . . , lm+n−1) be a sequence of non-negative integers. Define l =
∑m+n−1
i=1 li. Let t =
(t
(1)
1 , . . . , t
(1)
l1
; . . . ; t
(m+n−1)
1 , . . . , t
(m+n−1)
lm+n−1
) be a collection of variables. We say that t
(i)
j has color i. Define
the glm|n weight at∞ with respect to s, λ, and l by
λ(s,∞) =
p∑
k=1
(λ(k))s −
m+n−1∑
i=1
liα
s
i .
The Bethe ansatz equation (BAE) associated to s, z, λ, and l, is a system of algebraic equations in
variables t:
p∏
k=1
t
(i)
j − zk + siλ(k,s)i h
t
(i)
j − zk + si+1λ(k,s)i+1 h
li−1∏
r=1
t
(i)
j − t(i−1)r + sih
t
(i)
j − t(i−1)r
li∏
r=1
r 6=j
t
(i)
j − t(i)r − sih
t
(i)
j − t(i)r + si+1h
li+1∏
r=1
t
(i)
j − t(i+1)r
t
(i)
j − t(i+1)r − si+1h
= 1, (3.4)
where i = 1, . . . ,m+ n− 1, j = 1, . . . , li. We call the single equation (3.4) the BAE for t related to t(i)j .
We allow the following cancellations in the BAE,
t
(i)
j − zk + siλ(k,s)i h
t
(i)
j − zk + si+1λ(k,s)i+1 h
= 1, if siλ
(k,s)
i = si+1λ
(k,s)
i+1 ;
t
(i)
j − t(i)r − sih
t
(i)
j − t(i)r + si+1h
= 1, if si = −si+1. (3.5)
After these cancellations, we consider only the solutions that do not make the remaining denominators in
(3.4) vanish.
In addition, we impose the following condition. Suppose (αsi , α
s
i ) = 0 for some i. Consider the BAE for
t related to t
(i)
j with all t
(a)
b fixed, where a 6= i and 1 6 b 6 la, this equation does not depend on j. Let t(i)0
be a solution of this equation with multiplicity r. Then we require that the number of j such that t
(i)
j = t
(i)
0
is at most r, c.f. Lemma 4.3, Theorem 5.1.
The group Sl = Sl1 × · · · ×Slm+n−1 acts on t by permuting the variables of the same color.
We do not distinguish between solutions of the BAE in the same Sl-orbit.
Remark 3.3. Note that in the quasiclassical limit h → 0, system (3.4) becomes system (4.2) of [MVY],
which is the Bethe ansatz equation of Gaudin model associated to glm|n. 
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3.3. Bethe vector. Let λ = (λ(1), . . . , λ(p)) be a sequence of polynomial glm|n weights. Let v
s
k = v
s
(λ(k))s
be an s-singular vector in the irreducible glm|n-module Lλ(k) . Consider the tensor product of evaluation
modules L(λ,z) =
⊗p
k=1 Lλ(k)(zk). We also denote by L(λ) the corresponding glm|n-module.
Let l = (l1, . . . , lm+n−1) be a collection of non-negative integers. The weight function is a vector w
s(t,z)
in L(λ,z) depending on variables t = (t
(1)
1 , . . . , t
(1)
l1
; . . . ; t
(m+n−1)
1 , . . . , t
(m+n−1)
lm+n−1
) and parameters z =
(z1, . . . , zp). The weight function w
s(t,z) is constructed as follows, see [BR1, Section 5.2].
Set l<a = l1+ · · ·+ la−1, a = 1, . . . ,m+n. Note that l = l<m+n. Consider a series in l variables t with
coefficients in Y(glm|n):
B
s
l (t) = (str12···l ⊗ id)
(
L(1,l+1)(t(1)1 ) · · · L(l,l+1)(t(m+n−1)lm+n−1 )
×R(1...l)(t)Esm+n,m+n−1⊗lm+n−1 ⊗ · · · ⊗ Es21⊗l1 ⊗ 1
)
,
where
R(1...l)(t) =
∏
a<b
−→∏
16j6lb
←−∏
16i6la
t
(b)
j − t(a)i
t
(b)
j − t(a)i + sbh
R(l
<b+j,l<a+i)(t
(b)
j − t(a)i ) (3.6)
and the first product in (3.6) runs over 1 6 a < b 6 m+ n− 1.
The weight function ws(t,z) ∈ L(λ,z) is given by
ws(t,z) = Bsl (t)
(
vs1 ⊗ · · · ⊗ vsp
)
.
Example 3.4. Letm+ n = 2 and t = (t1, . . . , tl), then
ws(t,z) = (−1)l|2|Ls12(t1) · · · Ls12(tl)
(
vs1 ⊗ · · · ⊗ vsp
)
(3.7)
is an example of the weight function. 
The following theorem is known.
Theorem 3.5 ([BR1]). Suppose that λ is a sequence of polynomial glm|n weights and t a solution of the
BAE associated to s, z, λ, and l. If the vector ws(t,z) ∈ L(λ,z) is well-defined and non-zero, then
ws(t,z) ∈ L(λ,z) is an eigenvector of the transfer matrix T (x), T (x)ws(t,z) = E(x)ws(t,z), where the
eigenvalue E(x) is given by
E(x) =
m+n∑
a=1
sa
p∏
k=1
x− zk + saλ(k,s)a h
x− zk
la−1∏
j=1
x− t(a−1)j + sah
x− t(a−1)j
la∏
j=1
x− t(a)j − sah
x− t(a)j
. (3.8)
Note that the eigenvalue E(x) depends on the parameters t, s, z, and λ. We drop this dependence for our
notation.
If t is a solution of the BAE associated to s, z, λ, and l, then the value of the weight function ws(t,z) is
called the Bethe vector.
We have the following standard statement regarding to Bethe vectors, c.f. [MTV1, Proposition 6.2] and
[MVY, Theorem 4.3].
Proposition 3.6. The Bethe vector ws(t,z) is a glm|n s-singular vector of weight λ
(s,∞).
Proof. Clearly, the Bethe vector ws(t,z) is a vector of weight λ(s,∞). We then show that ws(t,z) is glm|n
s-singular.
We show it for the case of m = n = 1 with the standard parity s0 in Section A.2. The general case
follows from a similar computation using a combination of nested Bethe ansatz, as in [BR1, Section 4], and
induction onm+ n, see e.g. [MTV1, Proposition 6.2]. 
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3.4. Sequences of polynomials. We use the following convenient notation. We say that a sequence z =
(z1, . . . , zp) of complex numbers is h-generic if zi − zj /∈ hZ for all 1 6 i < j 6 p.
Letλ = (λ(1), . . . , λ(p)) be a sequence of polynomial glm|n weights. Let z = (z1, . . . , zp) be an h-generic
sequence of complex numbers. Fix a parity sequence s ∈ Sm|n.
Define a sequence of polynomials T s = (T s1 , . . . , T
s
m+n) associated to s, λ and z,
T si (x) =
p∏
k=1
λ
(k,s)
i∏
j=1
(x− zk + sijh), i = 1, . . . ,m+ n. (3.9)
Note that T si (T
s
i+1)
−sisi+1 is a polynomial for all i = 1, . . . ,m+ n− 1.
Let l = (l1, . . . , lm+n−1) be a sequence of non-negative integers.
Let t = (t
(1)
1 , . . . , t
(1)
l1
; . . . ; t
(m+n−1)
1 , . . . , t
(m+n−1)
lm+n−1
) be a sequence of complex numbers. Define a se-
quence of polynomials y = (y1, . . . , ym+n−1) by
yi(x) =
li∏
j=1
(x− t(i)j ), i = 1, . . . ,m+ n− 1. (3.10)
We say the sequence of polynomials y represents t. We have deg yi = li.
We also set y0(x) = ym+n(x) = 1.
If t is a solution of the BAE associated to s, z, λ, and l, then the eigenvalue E(x) of the transfer matrix
T (x) acting on the Bethe vector ws(t,z), see (3.8), can be written in terms of y and T s. Namely, we have
E(x) = Ey(x) =
m+n∑
a=1
sa
T sa
T sa [sa]
ya−1[−sa]
ya−1
ya[sa]
ya
. (3.11)
We do not consider zero polynomials yi(x) and do not distinguish between polynomials yi(x) and cyi(x),
c ∈ C×. Hence, a sequence y defines a point in (P(C[x]))m+n−1, the direct product ofm+ n− 1 copies of
the projective space associated to the vector space of polynomials.
We say that a sequence of polynomials y is generic with respect to s, λ, and z if it satisfies the following
conditions:
(i) if sisi+1 = 1, then yi has only simple roots and yi has no common roots with the polynomial yi[1];
(ii) the polynomial yi has no common roots with polynomials yi−1, yi−1[−si], and yi+1[si+1];
(iii) all roots of yi are different from the roots of polynomial T
s
i (T
s
i+1)
−sisi+1 ,
for i = 1, . . . ,m+ n− 1.
Not all solutions of the BAE correspond to generic sequences of polynomials. For instance, if m = 2,
n = p = 0, and l is even, then t1 = · · · = tl = 0 is a solution of the BAE.
4. REPRODUCTION PROCEDURES FOR gl2 AND gl1|1
In this section, we recall the reproduction procedure for the XXX model associated to gl2 from [MV1,
Section 2] and define its analogue for gl1|1. We define a rational difference operator associated to a solution
of BAE. We also show that the reproduction procedure does not alter the rational difference operator and the
corresponding eigenvalues obtained from Theorem 3.5.
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4.1. Reproduction procedure for gl2. Set m = 2 and n = 0. We have the following identifications
Y(gl2|0)
∼= Y(gl0|2) ∼= Y(gl2). Let λ = (λ(1), . . . , λ(p)) = ((a1, b1), . . . , (ap, bp)) be a sequence of
polynomial gl2 weights. We have ak, bk ∈ Z, ak > bk > 0, k = 1, . . . , p. Let z = (z1, . . . , zp) be an
h-generic sequence of complex numbers. We have
T1(x) =
p∏
k=1
ak∏
j=1
(x− zk + jh), T2(x) =
p∏
k=1
bk∏
j=1
(x− zk + jh).
Let a = deg T1 and b = deg T2.
Give a non-negative integer l and variables t = (t1, . . . , tl). The BAE associated to λ, z, and l is
simplified to
p∏
k=1
tj − zk + akh
tj − zk + bkh
l∏
i=1,i 6=j
tj − ti − h
tj − ti + h = 1, j = 1, . . . , l. (4.1)
It is known that the BAE (4.1) can be reformulated in terms of discrete Wronskian. Moreover, starting
from a generic solution of BAE, one can construct a family of new solutions of the BAE in the following
way.
Lemma 4.1 ([MV1]). Let y be a polynomial of degree l which is generic with respect to λ and z.
(i) The polynomial y ∈ C[x] represents a solution of the BAE (4.1) associated to λ, z and l, if and only
if there exists a polynomial y˜ ∈ C[x], such that
Wr+(y, y˜) = T1T
−1
2 . (4.2)
(ii) If y˜ is generic, then y˜ represents a solution of the BAE associated toλ, z and l˜, where l˜ = deg y˜. 
Almost all y˜ are generic with respect to λ and z, and therefore by Lemma 4.1 represent solutions of
the BAE (4.1). Thus, from one solution of the BAE, we obtain a family of new solutions. Following the
terminology of [MV1], we call this construction the gl2 reproduction procedure.
Let Py be the closure of the set containing y and all y˜ as in Lemma 4.1 in P(C[x]). We call Py the gl2
population originated at y. The population Py can be identified with the projective line CP
1 through the
correspondence c1y + c2y˜ 7→ (c1 : c2).
The weight at infinity associated to the data λ and l is given by λ(∞) = (a − l, b + l). Suppose that the
weight λ(∞) is dominant, namely 2l 6 a− b. If l˜ 6= l, then the weight at infinity associated to λ and l˜ is
λ˜(∞) = (a− l˜, b+ l˜) = (b+ l − 1, a− l + 1) = s · λ(∞),
where s ∈ S2 is the non-trivial element in the Weyl group of gl2, and the dot denotes the shifted action.
Let y˜ =
∏l˜
r=1(x− t˜r) and t˜ = (t˜1, . . . , t˜l˜). If y is generic, then by Lemma 4.1, t˜ is a solution of the BAE
(4.1) with l replaced by l˜. By Proposition 3.6, the value of the weight function w(t˜,z) is a singular vector.
At the same time, λ˜(∞) is not dominant and therefore w(t˜,z) = 0 in L(λ). So, in a gl2 population only the
unique polynomial (the one of the smallest degree) corresponds to an actual eigenvector in L(λ).
The eigenvalues corresponding to the solutions y and y˜, see (3.11), are given by
E(x) = T1y[1]
T1[1]y
+
T2y[−1]
T2[1]y
, E˜(x) = T1y˜[1]
T1[1]y˜
+
T2y˜[−1]
T2[1]y˜
.
Lemma 4.2. The eigenvalues E(x) and E˜(x) are the same.
Proof. Note that
E˜(x)− E(x) = Wr
+(y, y˜)[1]
yy˜
T1
T1[1]
− Wr
+(y, y˜)
yy˜
T2
T2[1]
.
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By (4.2), we have
Wr+(y, y˜)
Wr+(y, y˜)[1]
=
T1T2[1]
T2T1[1]
.
Therefore the lemma follows. 
This fact can be reformulated in the following form.
Define a difference operator
D(y) =
(
1− T1y[1]
T1[1]y
τ
)(
1− T2y[−1]
T2[1]y
τ
)
.
The operator D(y) does not depend on a choice of polynomial y in a population, D(y) = D(y˜).
4.2. Reproduction procedure for gl1|1. Set m = n = 1. We have S1|1 = {(1,−1), (−1, 1)}. Let s and
s˜ = s[1] be two different parity sequences in S1|1. Let λ = (λ
(1), . . . , λ(p)) be a sequence of polynomial
gl1|1 weights. For each k = 1, . . . , p, let us write (λ
(k))s[s] = (ak, bk), where ak, bk ∈ Z>0 and if ak = 0
then bk = 0. Note that λ
(k) is atypical if and only if ak + bk = 0. Let z = (z1, . . . , zp) be an h-generic
sequence of complex numbers.
Let
a˜k =
{
bk + 1 if ak + bk 6= 0,
0 if ak + bk = 0,
b˜k =
{
ak − 1 if ak + bk 6= 0,
0 if ak + bk = 0.
Equation (3.9) becomes
T s1 =
p∏
k=1
ak∏
j=1
(x− zk + s1jh), T s2 =
p∏
k=1
bk∏
j=1
(x− zk + s2jh),
T s˜1 =
p∏
k=1
a˜k∏
j=1
(x− zk + s˜1jh), T s˜2 =
p∏
k=1
b˜k∏
j=1
(x− zk + s˜2jh).
Let a = deg T s1 , b = deg T
s
2 . Similarly, let a˜ = degT
s˜
1 , b˜ = deg T
s˜
2 . Suppose the number of typical weights
in λ is r, then a˜ = b+ r and b˜ = a− r.
Let l be a non-negative integer. Let t = (t1, . . . , tl) be a collection of variables. The Bethe ansatz equation
associated to s, λ, z, and l, is given as follows,
p∏
k=1
ak+bk 6=0
tj − zk + s1akh
tj − zk + s2bkh
= 1, j = 1, . . . , l. (4.3)
The Bethe ansatz equation (4.3) can be rewritten in the form
ϕs(tj)− ψs(tj) = 0,
where
ϕs =
p∏
k=1
ak+bk 6=0
(x− zk + s1akh), ψs =
p∏
k=1
ak+bk 6=0
(x− zk + s2bkh).
Note that ϕs = ψs˜[−s1] and ψs = ϕs˜[−s1]. Thus, in the case of gl1|1, the BAEs (4.3) associated to s and s˜
coincide up to a shift.
We call a sequence of polynomial gl1|1 weights λ typical if at least one of the weights λ
(k) is typical. Note
that λ is typical if and only if a+ b 6= 0. In other words, λ is typical if and only if T s1 T s2 6= 1.
The BAE (4.3) is reformulated as follows, c.f. [GLM, equation (A.12)].
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Lemma 4.3. Let y be a polynomial of degree l. Let λ be typical.
(i) The polynomial y represents a solution of the BAE (4.3) associated to s, z, λ, and l, if and only if
there exists a polynomial y˜, such that
y · y˜[−s1] = ϕs − ψs. (4.4)
(ii) The polynomial y˜ represents a solution of the BAE (4.3) associated to s˜, z, λ, and l˜, where l˜ =
deg y˜ = r − 1− l. 
For each solution y, we can construct exactly one solution y˜. We call this construction the gl1|1 reproduc-
tion procedure.
The set Py consisting of y and y˜ is called the gl1|1 population originated at y.
The weight at infinity associated to s,λ, and l is λ
(s,∞)
[s] = (a− l, b+ l). The weight at infinity associated
to s˜,λ and l˜ is λ˜
(s˜,∞)
[s˜] = (a˜ − l˜, b˜ + l˜) = (b + l + 1, a − l − 1). Thus we have λ(s,∞) = λ˜(s˜,∞) + αs. In
particular, in contrast to the case of gl2, both y and y˜ correspond to actual eigenvectors of the transfer matrix.
If λ is not typical, then all participating representations are one-dimensional, where the situation is trivial.
In particular, we have y(x) = 1. We do not discuss this case.
4.3. Motivation for gl1|1 reproduction procedure. Suppose y and y˜ are in the same gl1|1 population as
in Section 4.2. Parallel to the gl2 reproduction procedure, we show that the eigenvalues of transfer matrix
corresponding to the Bethe vectors obtained from polynomials y and y˜ coincide.
Let y =
∏l
r=1(x − tr), y˜ =
∏l˜
r=1(x − t˜r). Let t = (t1, . . . , tl), t˜ = (t˜1, . . . , t˜l˜). By Theorem 3.5 and
(3.11), we have T (x)ws(t,z) = E(x)ws(t,z) and T (x)ws˜(t˜,z) = E˜(x)ws˜(t˜,z), where
E(x) = s1T
s
1 y[s1]
T s1 [s1]y
+ s2
T s2 y[−s2]
T s2 [s2]y
, E˜(x) = s˜1T
s˜
1 y[s˜1]
T s˜1 [s˜1]y
+ s˜2
T s˜2 y[−s˜2]
T s˜2 [s˜2]y
.
Lemma 4.4. The eigenvalues E(x) and E˜(x) of transfer matrix are the same.
Proof. By (4.4), we have
E(x) = s1 y[s1]
y
(ϕs − ψs)
p∏
k=1
ak+bk 6=0
(x− zk)−1 = s1y[s1]y˜[−s1]
p∏
k=1
ak+bk 6=0
(x− zk)−1,
and
E˜(x) = s1 y˜[−s1]
y˜
(ϕs[s1]− ψs[s1])
p∏
k=1
ak+bk 6=0
(x− zk)−1 = s1y[s1]y˜[−s1]
p∏
k=1
ak+bk 6=0
(x− zk)−1.
Therefore the lemma follows. 
Define a rational difference operator:
Rs(y) =
(
1− T
s
1 y[s1]
T s1 [s1]y
τ
)s1(
1− T
s
2 y[−s2]
T s2 [s2]y
τ
)s2
.
It is clear that Rs(y) = 1 if λ is not typical.
We have the following lemma.
Lemma 4.5. If λ is typical, thenRs(y) is a (1|1)-rational difference operator. Moreover, this (1|1)-rational
difference operator is independent of a choice of a polynomial in a population, Rs(y) = Rs˜(y˜).
Proof. The lemma is proved by a direct computation using Lemma 2.2 and (4.4). 
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5. REPRODUCTION PROCEDURE FOR glm|n
We define the reproduction procedure and the populations in the general case.
5.1. Reproduction procedure. Let s ∈ Sm|n be a parity sequence. Let λ = (λ(1), . . . , λ(p)) be a sequence
of polynomial glm|n weights. Let z = (z1, . . . , zp) be an h-generic sequence of complex numbers. Let T
s
be a sequence of polynomials associated to s, λ, and z, see (3.9). If si 6= si+1, we also set
ϕsi =
p∏
k=1
λ
(k,s)
i +λ
(k,s)
i+1 6=0
(x− zk + siλ(k,s)i h), ψsi =
p∏
k=1
λ
(k,s)
i +λ
(k,s)
i+1 6=0
(x− zk + si+1λ(k,s)i+1 h).
Let l = (l1, . . . , lm+n−1) be a sequence of non-negative integers.
For i ∈ {1, . . . ,m+ n− 1}, set s[i] = (s1, . . . , si+1, si, . . . , sm+n). Set y0 = ym+n = 1.
For g1, g2 ∈ K, we also use the notation
Wrsi(g1, g2) = g1g2[−si]− g2g1[−si].
We now reformulate the BAE (3.4) which allows us to construct a family of new solutions.
Theorem 5.1. Let y = (y1, . . . , ym+n−1) be a sequence of polynomials generic with respect to s, λ, and z,
such that deg yk = lk, k = 1, . . . ,m+ n− 1.
(i) The sequence y represents a solution of the BAE (3.4) associated to s, z, λ, and l, if and only if for
each i = 1, . . . ,m+ n− 1, there exists a polynomial y˜i, such that
Wrsi (yi, y˜i) = T
s
i
(
T si+1
)−1
yi−1[−si]yi+1, if si = si+1, (5.1)
yi y˜i[−si] = ϕsi yi−1[−si]yi+1 − ψsi yi−1yi+1[−si], if si 6= si+1. (5.2)
(ii) Let i ∈ {1, . . . ,m+ n− 1} be such that y˜i 6= 0. If y[i] = (y1, . . . , y˜i, . . . , ym+n−1) is generic with
respect to s[i], λ, and z, then y[i] represents a solution of the BAE associated to s[i], λ, z, and l[i],
where l[i] = (l1, . . . , l˜i, . . . , lm+n−1), l˜i = deg y˜i.
Proof. Part (i) follows from Lemmas 4.1 and 4.3.
Now we consider Part (ii). Let yr =
∏lr
j=1(x − t(r)j ) and y˜r =
∏l˜r
j=1(x − t˜ (r)j ), r = 1, . . . ,m + n − 1.
Let t = (t
(r)
j )
j=1,...,lr
r=1,...,m+n−1 and t˜ = (t˜
(r)
j )
j=1,...,l˜r
r=1,...,m+n−1, where we set lr = l˜r, t
(r)
j = t˜
(r)
j if r 6= i.
The sequence t satisfies the BAE associated to s, λ, z, and l. We prove that t˜ satisfies the BAE associated
to s[i], λ, z, and l[i]. Clearly, the BAEs for t˜ and t related to t
(r)
j with |r − i| > 1 are the same. On the other
hand, the BAE for t˜ related to t˜
(i)
j holds by Lemmas 4.1 and 4.3. We only need to establish the BAE for t˜
related to t
(i−1)
j and t
(i+1)
j . We have two main cases depending on the sign of sisi+1.
Suppose si = si+1. Dividing (5.1) by yi[−si]y˜i[−si] and evaluating at x = t(i−1)j − sih and x = t(i+1)j ,
we obtain
li∏
a=1
t
(i−1)
j − t(i)a
t
(i−1)
j − t(i)a − sih
=
l˜i∏
a=1
t
(i−1)
j − t˜(i)a
t
(i−1)
j − t˜(i)a − sih
,
li∏
a=1
t
(i+1)
j − t(i)a + sih
t
(i+1)
j − t(i)a
=
l˜i∏
a=1
t
(i+1)
j − t˜(i)a + sih
t
(i+1)
j − t˜(i)a
.
Thus, the BAE for t˜ related to t
(i±1)
j follows from the BAE for t related to t
(i±1)
j .
If si = −si+1, then the argument depends on si−1, si+2. Here we only treat the case of si−1 = −si. All
other cases are similar, we omit further details.
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We prove the BAE for t˜ related to t
(i−1)
j , which has the form
ϕs
[i]
i−1(t
(i−1)
j )
ψs
[i]
i−1(t
(i−1)
j )
· yi−2(t
(i−1)
j + si−1h)
yi−2(t
(i−1)
j )
· yi−1(t
(i−1)
j − si−1h)
yi−1(t
(i−1)
j + si+1h)
· y˜i(t
(i−1)
j )
y˜i(t
(i−1)
j + sih)
= −1 . (5.3)
Substituting x = t
(i−1)
j − sih and x = t(i−1)j to (5.2) and dividing, we get
y˜i(t
(i−1)
j )
y˜i(t
(i−1)
j + sih)
= −ψ
s
i (t
(i−1)
j − sih)yi−1(t(i−1)j + si+1h)yi(t(i−1)j )
ϕsi (t
(i−1)
j )yi−1(t
(i−1)
j − si−1h)yi(t(i−1)j − sih)
. (5.4)
Changing i in (5.2) to i− 1 (recall si−1 = −si) and substituting x = t(i−1)j , we have
ϕsi−1(t
(i−1)
j )yi−2(t
(i−1)
j + si−1h)yi(t
(i−1)
j )
ψsi−1(t
(i−1)
j )yi−2(t
(i−1)
j )yi(t
(i−1)
j − sih)
= 1 . (5.5)
Equation (5.3) follows from (5.4), (5.5), and the equality
ϕs
[i]
i−1(t
(i−1)
j )
ψs
[i]
i−1(t
(i−1)
j )
=
ϕsi−1(t
(i−1)
j )ϕ
s
i (t
(i−1)
j )
ψsi−1(t
(i−1)
j )ψ
s
i (t
(i−1)
j − sih)
. 
Remark 5.2. Suppose si 6= si+1. It is not hard to see that if ϕsi yi−1[−si]yi+1 and ψsi yi−1yi+1[−si] in (5.2)
have common roots, then y[i] is not generic with respect to s[i], λ, and z.
If si = si+1, then starting from a solution of the BAE we construct a family of new solutions represented
by sequences y[i]. Here we use (5.1) and the parity sequence remains unchanged. We call this construction
the bosonic reproduction procedure in i-th direction.
If ϕsi yi−1[−si]yi+1 6= ψsi yi−1yi+1[−si], then starting from a solution of the BAE we construct a single
new solution represented by y[i]. We use (5.2) and the parity sequence changes from s to s[i]. We call this
construction the fermionic reproduction procedure in i-th direction.
From the very definition of the fermionic reproduction procedure, (y[i])[i] = y.
If y[i] is generic with respect to s[i], λ, and z, then by Theorem 5.1 we can apply the reproduction
procedure again.
Let
P(y,s) ⊂
(
P(C[x])
)m+n−1 × Sm|n
be the closure of the set of all pairs (y˜, s˜) obtained from the initial pair (y, s) by repeatedly applying all
possible reproductions. We call P(y,s) the glm|n population of solutions of the BAE associated to s, z, and
λ , originated at y. By definition, P(y,s) is a disjoint union over parity sequences,
P(y,s) =
⊔
s˜∈Sm|n
P s˜(y,s), P
s˜
(y,s) = P(y,s) ∩
((
P(C[x])
)m+n−1 × {s˜}) .
5.2. Rational difference operator associated to population. We define a rational difference operator
which does not change under the reproduction procedure.
Let s ∈ Sm|n be a parity sequence. Let z = (z1, . . . , zp) be an h-generic sequence of complex numbers.
Let λ = (λ(1), . . . , λ(p)) be a sequence of polynomial glm|n weights. The sequence T
s = (T s1 , . . . , T
s
m+n)
is given by (3.9).
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Let y = (y1, . . . , ym+n−1) be a sequence of polynomials. Recall our convention that y0 = ym+n = 1.
Define a rational difference operator Rs(y) over K = C(x),
Rs(y) =
−→∏
16i6m+n
(
1− T
s
i yi−1[−si]yi[si]
T si [si]yi−1yi
τ
)si
. (5.6)
The following theorem is the main result of this section.
Theorem 5.3. Let P be a glm|n population. Then the rational difference operator Rs(y) does not depend
on the choice of y in P .
Proof. We want to show(
1− T
s
i yi−1[−si]yi[si]
T si [si]yi−1yi
τ
)si(
1− T
s
i+1yi[−si+1]yi+1[si+1]
T si+1[si+1]yiyi+1
τ
)si+1
=
(
1− T
s[i]
i yi−1[−si+1]y˜i[si+1]
T s
[i]
i [si+1]yi−1y˜i
τ
)si+1(
1− T
s[i]
i+1y˜i[−si]yi+1[si]
T s
[i]
i+1[si]y˜iyi+1
τ
)si
.
We have four cases, (si, si+1) = (±1,±1). The cases of si = si+1 are proved similarly to Lemma 4.2.
The case of si = −si+1 = 1 is similar to Lemma 4.5. Namely, we want to show(
1− T
s
i yi−1[−1]yi[1]
T si [1]yi−1yi
τ
)(
1− T
s
i+1yi[1]yi+1[−1]
T si+1[−1]yiyi+1
τ
)−1
=
(
1− T
s[i]
i yi−1[1]y˜i[−1]
T s
[i]
i [−1]yi−1y˜i
τ
)−1(
1− T
s[i]
i+1y˜i[−1]yi+1[1]
T s
[i]
i+1[1]y˜iyi+1
τ
)
.
This equation is proved by a direct computation using Lemma 2.2 and (5.2). We only note that the following
identities
T s
[i]
i
T s
[i]
i [−1]
T si+1
T si+1[1]
=
T s
[i]
i+1
T s
[i]
i+1[1]
T si [2]
T si [1]
=
p∏
k=1
λ
(k,s)
i +λ
(k,s)
i+1 6=0
x− zk − h
x− zk
are used.
The case of si = −si+1 = −1 is similar. 
We denote the rational difference operator corresponding to a population P by RP .
Remark 5.4. Taking the quasiclassical limit h → 0, a solution th of BAE (3.4) tends to a solution of BAE
for the Gaudin model associated to glm|n represented by a tuple Y = (Y1, . . . ,Ym+n−1), see Remark 3.3.
Note that τ = e−h∂x , we have
1− T
s
i yi−1[−si]yi[si]
T si [si]yi−1yi
τ = h
(
∂x − si
(
ln
T si Yi−1
Yi
)′)
+O(h2),
where T si =
∏p
k=1(x − zk)λ
(k,s)
i , Y0 = Ym+n = 1. Ignoring the terms in O(h2) for each factor, one gets
from Rs(y) the rational pseudo-differential operator Rs(Y) defined in [HMVY, equation (6.5)]. 
The transfer matrix T (x) (associated to the vector representation) can be included in a natural com-
mutative algebra B generated by transfer matrices associated to other finite dimensional representations of
Y(glm|n), c.f. [KSZ], [TZZ]. We expect that similar to the even case, the rational difference operator Rs(y)
encodes eigenvalues of algebra B acting on the Bethe vector corresponding to y, c.f [Tsu]. Then, Theorem
5.3 would assert that formulas for eigenvalues of B acting on L(λ,z) do not depend on a choice of y in the
population.
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Similar to Lemmas 4.2 and 4.4, we show that formula for eigenvalue (3.8) or (3.11) does not change under
glm|n reproduction procedure.
Lemma 5.5. Let y = (y1, . . . , ym+n−1) be a sequence of polynomials such that there exists a polyno-
mial y˜i satisfying (5.1) if si = si+1 or (5.2) if si = −si+1. Then Ey(x) = Ey[i](x), where y[i] =
(y1, . . . , y˜i, . . . , ym+n−1).
Proof. The proof is similar to proofs of Lemmas 4.2 and 4.4. 
5.3. Example of a gl2|1 population. In this section, we give an example of a population for the case of
gl2|1.
Set m = 2, n = 1, and p = 3. There are three parity sequences in S2|1, namely, s0 = (1, 1,−1),
s1 = (1,−1, 1), and s2 = (−1, 1, 1).
Let λ = (λ(1), λ(2), λ(3)), where λ(i) = (1, 1, 0), for i = 1, 2, 3, in standard parity sequence s0. Let
l = (0, 0) and y = (y1, y2) = (1, 1). We also set h = 1.
Let z = (0,
√
2,−√2). Our choice of z is such that zi − zj /∈ hZ for i 6= j. We have T = T s0 =
(x3+3x2+x−1, x3+3x2+x−1, 1).We consider the population P(1,1) of solutions of the BAE associated
to s0, z, λ, originated at y.
(i) Applying bosonic reproduction procedure in the first direction to y, we have s
[1]
0 = s0, T
s0 = T ,
and y
[1]
c = (y
[1]
1 , y
[1]
2 ) = (x− c, 1), where c ∈ CP1. Note that y[1]∞ = (1, 1) = y.
(ii) We then apply fermionic reproduction procedure in the second direction to y
[1]
c . We have (s0)
[2] =
s1 and T
s1 = (x3 + 3x2 + x− 1, x3 − 3x2 + x+ 1, 1). We have
(y[1]c )
[2] = (x− c, 4x3 − (6 + 3c)x2 + 3cx+ c+ 1).
(iii) Finally, apply fermionic reproduction procedure in the first direction to (y
[1]
c )[2]. We have (s1)
[1] =
s2 and T
s2 =
(
(x− 1)(x− 2)(x2 − 2x− 1)(x2 − 4x+ 2), 1, 1). We have
((y[1]c )
[2])[1] =
(
6(x− 1)4 − 9(x− 1)2 + 1, 4x3 − (6 + 3c)x2 + 3cx+ c+ 1).
It is easy to check that all further reproduction procedures cannot create a new pair of polynomials. There-
fore the gl2|1 population P(1,1) is the union of three CP
1, P s0(1,1) = {(x − c, 1) | c ∈ CP1}, P s1(1,1) =
{(x − c, 4x3 − (6 + 3c)x2 + 3cx + c + 1) | c ∈ CP1}, and P s2(1,1) = {(6(x − 1)4 − 9(x − 1)2 + 1, 4x3 −
(6 + 3c)x2 + 3cx+ c+ 1) | c ∈ CP1}.
6. POPULATIONS AND SUPERFLAG VARIETIES
In this section, we show that glm|n populations associated to typical λ are isomorphic to the variety of the
full superflags.
6.1. Discrete exponents and dominants. Following [HMVY], we introduce the following partial ordering
on the set of partitions with r parts. Let a = (a1 6 a2 6 . . . 6 ar) and b = (b1 6 b2 6 . . . 6 br),
ai, bi ∈ Z>0, be two partitions with r parts. If bi > ai for all i = 1, . . . , r, we say that b dominates a.
For a partition a with r parts, we call the smallest partition with r distinct parts that dominates a the
dominant of a and denote it by a¯ = (a¯1 < a¯2 < · · · < a¯r). Namely, the partition a¯ is such that a¯ dominates
a and if a partition a′ with r distinct parts dominates a then a′ dominates a¯. The partition a¯ is unique.
We identify a set of non-negative integers with a partition by rearranging their elements into weakly
increasing order.
This definition is motivated by the relation of exponents for a sum of spaces of functions to exponents of
the summands. We describe this phenomenon for the discrete exponents of spaces of functions.
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Let V be an r-dimensional space of functions. Let z ∈ C be such that all functions in V are well-defined
at z−hZ. Then there exists a partition with r distinct parts c = (c1 < · · · < cr) and a basis of {v1, · · · , vr}
of V such that for i = 1, . . . , r, we have vi(z − jh) = 0 for j = 1, . . . , ci and vi(z − (ci + 1)h) 6= 0. This
sequence of integers is defined uniquely and will be called the sequence of discrete exponents of V at z. We
denote the set c by Ez(V ).
Let V1, . . . , Vk be spaces of functions such that the sum V =
∑k
i=1 Vi is a direct sum. Let az =
⊔ki=1Ez(Vi), then Ez(V ) dominates a¯z. Moreover, for generic spaces of functions Vi, we have the equality
Ez(V ) = a¯z.
6.2. Space of rational functions associated to a solution of BAE. Let λ = (λ(1), . . . , λ(p)) be a sequence
of polynomial glm|n weights. Let z = (z1, . . . , zp) be an h-generic sequence of complex numbers.
Let y = (y1, . . . , ym+n−1) represent a solution of the BAE associated to λ,z, and the standard parity
sequence s0. Suppose further that y is generic with respect to λ,z, s0. Recall the rational difference operator
Rs0(y) = D0¯(y)D−11¯ (y) associated to the population P(y,s0) generated by y, see (5.6). Let Vy = kerD0¯(y)
and Uy = kerD1¯(y).
Note that the sequence (y1, . . . , ym−1) represents a solution of the BAE associated to the Lie algebra glm.
It follows from [MV1] that one can generate a glm population starting from (y1, . . . , ym−1) using bosonic
reproduction procedures. Moreover, the corresponding difference operator to this population is given by
ym · D0¯(y) · (ym)−1. Therefore, by [MV1, Proposition 4.7], the space ym · Vy is an m-dimensional space
of polynomials. Similarly, since (ym+1, . . . , ym+n−1) represents a solution of the BAE associated to the Lie
algebra gln, the space Tm+1[−1]ym ·Uy is an n-dimensional space of polynomials. In particular, Vy and Uy
are spaces of rational functions.
In the remainder of Section 6, we impose the condition that ym(zi + kh) 6= 0 for i = 1, . . . , p and k ∈ Z.
Since z is h-generic and ym(zi + kh) 6= 0 for 1 6 i 6 p and k ∈ Z, it follows from [MTV2, Corollary
7.5] that the sequence of discrete exponents Ezi(ym · Vy) is given by(
λ(i)m < λ
(i)
m−1 + 1 < · · · < λ(i)m−k+1 + k − 1 < · · · < λ(i)1 +m− 1
)
.
Therefore the sequence of discrete exponents E
zi+λ
(i)
m+1h
(Tm+1[−1]ym · Vy) is given by(
λ(i)m + λ
(i)
m+1 < λ
(i)
m−1 + λ
(i)
m+1 + 1 < · · · < λ(i)m−k+1 + λ(i)m+1 + k − 1 < · · · < λ(i)1 + λ(i)m+1 +m− 1
)
.
Similarly, the sequence of discrete exponents E
zi+λ
(i)
m+1h
(Tm+1[−1]ym · Uy) is given by(
0 < λ
(i)
m+1 − λ(i)m+2 + 1 < · · · < λ(i)m+1 − λ(i)m+k + k − 1 < · · · < λ(i)m+1 − λ(i)m+n + n− 1
)
.
Lemma 6.1. If λ is typical, then Vy ∩ Uy = 0.
Proof. Since λ is typical, there exists some i0 ∈ {1, . . . , p} such that λ(i0)m > n. Therefore the largest
discrete exponent of Tm+1[−1]ym · Uy at zi0 + λ(i0)m+1h is strictly less than the smallest discrete exponent of
Tm+1[−1]ym · Vy at zi0 + λ(i0)m+1h, namely,
λ
(i0)
m+1 − λ(i0)m+n + n− 1 < n+ λ(i0)m+1 6 λ(i0)m + λ(i0)m+1.
Therefore, by the definition of discrete exponents, we have (Tm+1[−1]ym · Uy) ∩ (Tm+1[−1]ym · Vy) = 0,
which completes the proof. 
Therefore, by Proposition 2.1, the operator Rs0(y) is an (m|n)-rational difference operator.
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Remark 6.2. If λ is not typical, then the intersection Vy ∩ Uy may be non-trivial. For example, consider the
tensor product of the vector representations, namely L(λ) = (Cm|n)⊗p, and the sequence of polynomials
y = (1, . . . , 1). Then we have T1(x) = (x− z1 + h) · · · (x− zp + h) and Ti(x) = 1 for i = 2, . . . ,m+ n.
Therefore for the rational difference operator Rs0(y) = D0¯(y)D−11¯ (y), we have
D0¯(y) =
(
1− (x− z1 + h) · · · (x− zp + h)
(x− z1) · · · (x− zp) τ
)
(1− τ)m−1, D1¯(y) = (1− τ)n. 
Fix a ∈ {0, 1, . . . ,m} and b ∈ {0, 1, . . . , n}. For each 1 6 i 6 p, set
Ai =
(
λ(i)m + λ
(i)
m+1 < λ
(i)
m−1 + λ
(i)
m+1 + 1 < · · · < λ(i)m−a+1 + λ(i)m+1 + a− 1
)
,
Bi =
(
0 < λ
(i)
m+1 − λ(i)m+2 + 1 < · · · < λ(i)m+1 − λ(i)m+b + b− 1
)
.
Lemma 6.3. If b 6 λ
(i)
m , then the dominant of Ai ⊔Bi is given by
(0 < λ
(i)
m+1 − λ(i)m+2 + 1 < · · · < λ(i)m+1 − λ(i)m+b + b− 1 < λ(i)m + λ(i)m+1 < · · · < λ(i)m−a+1 + λ(i)m+1 + a− 1).
If λ
(i)
m−j+1 < b 6 λ
(i)
m−j for some 1 6 j 6 a− 1, then the dominant of Ai ⊔Bi is given by
(0 < λ
(i)
m+1 − λ(i)m+2 + 1 < · · · < λ(i)m+1 − λ(i)m+b + b− 1 < λ(i)m+1 + b < λ(i)m+1 + b+ 1 < · · · <
λ
(i)
m+1 + b+ j − 1 < λ(i)m−j + λ(i)m+1 + j < · · · < λ(i)m−a+1 + λ(i)m+1 + a− 1).
If λ
(i)
m−a+1 < b, then the dominant ofAi ⊔Bi is given by
(0 < λ
(i)
m+1 − λ(i)m+2 + 1 < · · · < λ(i)m+1 − λ(i)m+b + b− 1 < λ(i)m+1 + b < λ(i)m+1 + b+ 1 < · · · < λ(i)m+1 + b+ a− 1).
Proof. If b 6 λ
(i)
m , the statement is clear. If λ
(i)
m−j+1 < b 6 λ
(i)
m−j for some 1 6 j 6 a − 1. Let λ(i)m = ℓ.
Since λ(i) is a polynomial glm|n weight, we have λ
(i)
m+ℓ+k = 0 for k = 1, . . . , b − ℓ. In particular, the last
b− ℓ numbers inBi are consecutive integers from λ(i)m+1 + ℓ to λ(i)m+1 + b− 1. Adding λ(i)m + λ(i)m+1 intoBi,
the dominant of the new set is obtained by changing λ
(i)
m + λ
(i)
m+1 to λ
(i)
m+1 + b. We add the numbers of Ai
one by one (from left to right) into Bi. Inductively, adding λ
(i)
m+1 + λ
(i)
m−k+1 + k − 1, if λ(i)m−k+1 < b, then
the dominant is obtained by changing λ
(i)
m+1 + λ
(i)
m−k+1 + k − 1 to λ(i)m+1 + b+ k − 1. Therefore the lemma
follows. 
6.3. Polynomials πa,b. Let s ∈ Sm|n be a parity sequence. Let λ = (λ(1), . . . , λ(p)) be a sequence of
polynomial glm|n weights. Let z = (z1, . . . , zp) be an h-generic sequence of complex numbers. Let T
s be a
sequence of polynomials associated to s, λ, and z, see (3.9). We set Ti = T
s0
i the polynomials corresponding
to the standard parity s0.
Define polynomials πλ,za,b by
πλ,za,b (x) =
p∏
k=1
a∏
i=1
min{b,λ
(k)
m−i+1}∏
j=1
(x− zk + (i+ j − a− b− 1)h).
We often abbreviate πλ,za,b to πa,b.
The polynomials T si can be expressed in terms of Ti and πa,b. Recall that we have
s+i =
{
m− σs(i), if si = 1,
σs(i) − i, if si = −1,
s−i =
{
i− σs(i), if si = 1,
σs(i) −m− 1, if si = −1.
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Theorem 6.4. We have
T si = Tσs(i)[s
−
i ]
π
s+
i
,s−
i
π
s
+
i +1,s
−
i
[−1] , if si = 1; T
s
i = Tσs(i)[s
+
i ]
π
s+
i
,s−
i
+1
π
s
+
i ,s
−
i
[1]
, if si = −1.
Proof. It is not hard to see that
λ
(k,s)
i =
{
λ
(k)
σs(i)
−min{s−i , λ(k)σs(i)}, if si = 1,
λ
(k)
σs(i)
+#{j | λ(k)m−j+1 > s−i , j = 1, 2, . . . , s+i }, if si = −1.
The theorem follows from a direct computation. 
Note that polynomials πa,b are discrete versions of πa,b in [HMVY, equation (7.1)], even though our
definition here is more explicit. In particular, Theorem 6.4 is the counterpart of [HMVY, Theorem 7.2].
The polynomial πa,b is related to the dominants ofAi⊔Bi for all 1 6 i 6 p. Write the dominantAi ⊔Bi
ofAi ⊔Bi as
0 = c
(i)
a+b < c
(i)
a+b−1 + 1 < · · · < c
(i)
a+b−j + j < · · · < c
(i)
1 + a+ b− 1,
where c
(i)
j are computed explicitly from Lemma 6.3. Let z˜i = zi + λ
(i)
m+1h and set
Ti(x) =
p∏
k=1
c
(k)
i∏
j=1
(x− z˜k + jh). (6.1)
Proposition 6.5. We have
πa,b
a∏
j=1
Tj [j] =
a∏
i=1
(
Tm−a+i[b+ i]Tm+1[i− 1]
)
.
Proof. The lemma is obtained from Lemma 6.3 by a direct computation. 
6.4. Generating map. Recall the notation from the beginning of Section 6.2, where Vy = kerD0¯(y) and
Uy = kerD1¯(y).
For a ∈ {0, 1, . . . ,m}, b ∈ {0, 1, . . . , n}, v1, . . . , va ∈ Vy , u1, . . . , ub ∈ Uy , we define the function
ya,b =Wr(v1, . . . , va, u1, . . . , ub)[1]πa,bym[a+ b]
Tm+1[a+ b− 1] · · · Tm+b[a]
Tm[a+ b] · · · Tm−a+1[b+ 1] .
We impose the technical condition that ym has only simple roots and is relatively prime to ym[k] for all
non-zero integers k.
Proposition 6.6. The function ya,b is a polynomial.
Proof. This proposition is proved in Section 6.5. 
In the following ,we assume that λ is typical. Set Wy = Vy ⊕ Uy. Given a parity sequence s and a
full superflag F ∈ F s(Wy) generated by a homogeneous basis {w1, . . . , wm+n}, we define polynomials
yi(F ), i = 1, . . . ,m+ n− 1, by the formula
yi(F ) =
ys+i ,s−i , if si = 1,y
s
+
i ,s
−
i +1
, if si = −1,
where we choose {v1, . . . , vm} and {u1, . . . , un} such that the basis {w1, . . . , wm+n} is associated to
{v1, . . . , vm}, {u1, . . . , un}, and s, see Section 2.3.
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Define the generating map by
βs : F s(Wy)→
(
P(C[x])
)m+n−1
, F 7→ y(F ) = (y1(F ), . . . , ym+n−1(F )).
The following theorem is our main result of this section.
Theorem 6.7. For any superflag F ∈ F s(Wy), we have βs(F ) ∈ P s(y,s0). Moreover, the generating map
βs : F s(Wy) → P s(y,s0) is a bijection and the complete factorization ̟s(F ) of Rs0(y) given by (2.2)
coincides withRs(βs(F )) given by (5.6).
Proof. Note that the even case of this theorem is proved in [MV1, Theorem 4.16]. Due to Theorem 6.4 and
Proposition 6.6, the proof is parallel to that of [HMVY, Theorem 7.9]. 
This theorem does not rely on the technical condition imposed above Proposition 6.6, see Remark 6.10.
6.5. Proof of Proposition 6.6. We prepare several lemmas which will be used in the proof.
Lemma 6.8. For any v ∈ Vy, u ∈ Uy , the function Tm+1ym[1]Wr(v, u) is a polynomial. In particular, if
v ∈ Vy, u ∈ Uy are not regular at z, then there exists a c ∈ C such that (u+ cv)(z − h) = 0.
Proof. The case of gl1|1 is clear. Now we assume that eitherm > 2 or n > 2.
If the fermionic reproduction in them-th direction is not applicable, then we can slightly change ym−1 or
ym+1 using bosonic reproduction procedure such that the fermionic reproduction in the m-th direction can
be applied to the new tuple of polynomials y˜. Therefore we can assume that the fermionic reproduction in
them-th direction is applicable to y at the beginning.
It follows from (2.2) and Theorem 5.1 that
Tm+1ym[1]Wr(v, u) = T
s
[m]
0
m+1y˜m[−1].
Here y˜m depends on u and v.
Initially, we have v(y) = Tmym−1[−1]/ym and u(y) = ym+1[−1]/(Tm+1[−1]ym). Generic u and v
can be obtained from y using only bosonic reproduction procedures. Moreover, the polynomial ym never
changes. Note that, by Theorem 5.1, y˜m is a polynomial for generic u and v. Therefore the first part of the
lemma follows.
Recall that ym has only simple zeros and ym is relatively prime to ym[1]. In addition, none of zeros of
ym belongs to the sets zk + hZ, k = 1, . . . , p. If v ∈ Vy, u ∈ Uy are not regular at z, then z is a root of
ym. Moreover, v and u have simple pole at x = z. The second statement follows directly from the first
statement. 
Suppose V is an r-dimensional space of polynomials with the sequence of discrete exponents at z given
by cr < cr−1 + 1 < · · · < cr−i + i < · · · < c1 + r − 1. Let Ti(x) = (x − z + h) · · · (x − z + cih),
i = 1, . . . , r.
The following lemma is well-known, see e.g. [MTV3, Theorem 3.3].
Lemma 6.9. Let f1, . . . , fi ∈ V , then Wr(f1, . . . , fi) is divisible by
∏i
j=1Tr+1−j [i− j]. 
Proof of Proposition 6.6. Clearly, we only need to consider the case when v1, . . . , va, u1, . . . , ub are linearly
independent. The rational function ya,b can only have poles at zi+hZ, 1 6 i 6 p, and at zeros of the product
of polynomials
∏a+b
j=1 ym[j].
Denote by Wa,b the space of polynomials spanned by v˜j := Tm+1[−1]ymvj, u˜k := Tm+1[−1]ymuk,
1 6 j 6 a and 1 6 k 6 b, then Ez˜i(Wa,b) dominates Ai ⊔Bi, where z˜i = zi + λ(i)m+1h. Therefore
it follows from Lemma 6.9 that Wr(v˜1, . . . , v˜a, u˜1, . . . , u˜b) is divisible by
∏a+b
j=1 Tj[j − 1], where Tj are
defined in (6.1). It follows from Proposition 6.5 that the function ya,b is regular at zi + hZ, 1 6 i 6 p.
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Write ym =
∏r
i=1(x − z′i + h), then by assumption z′i − z′j /∈ hZ for 1 6 i < j 6 r. It follows from
[MTV2, Corollary 7.5] that Ez′i
(span〈v˜1, . . . , v˜a〉) dominates the partition (0 < 2 < 3 < · · · < a) with a
parts and Ez′i(span〈u˜1, . . . , u˜b〉) dominates the partition (0 < 2 < 3 < · · · < b) with b parts. Therefore
it follows from Lemma 6.8 that Ez′i(Wa,b) dominates the partition (0 < 2 < 3 < · · · < a + b) with
a+ b parts. Hence, by Lemma 6.9,Wr(v˜1, . . . , v˜a, u˜1, . . . , u˜b) is divisible by
∏a+b
j=2 ym[j − 2]. In particular,
Wr(v1, . . . , va, u1, . . . , ub)ym[a+b−1] is regular at zeros of the product of polynomials
∏a+b
j=1 ym[j−1]. 
Remark 6.10. If λ is typical, the proof of Proposition 6.6 can be simplified as follows. Since λ is typical,
generically the reproduction procedure is applicable for all parity sequences and all directions. Therefore,
it follows from Theorem 5.1 that ya,b is a polynomial for generic v1, . . . , va, u1, . . . , ub. Hence ya,b is a
polynomial for all v1, . . . , va, u1, . . . , ub. 
7. QUASI-PERIODIC CASE
In this section, we generalize our results to the quasi-periodic case.
7.1. Twisted transfer matrix and Bethe ansatz. We follow the notation in Section 3.2.
Letκ = (κ1, . . . , κm+n) be a sequence of complex numbers such that e
hκi 6= ehκj for 1 6 i < j 6 m+n.
Let Qκ be the diagonal matrix diag(e
hκ1 , . . . , ehκm+n). Define the twisted transfer matrix Tκ(x) by
Tκ(x) = str(QκL(x)) =
m+n∑
i=1
(−1)|i|ehκiLii(x).
It is known that the twisted transfer matrices commute, [Tκ(x1),Tκ(x2)] = 0. Moreover, Tκ(x) commutes
with the subalgebra U(h).
The Bethe ansatz equation associated to s, z, λ, κ, and l is a system of algebraic equations in variables t:
eh(κi−κi+1)
p∏
k=1
t
(i)
j − zk + siλ(k,s)i h
t
(i)
j − zk + si+1λ(k,s)i+1 h
li−1∏
r=1
t
(i)
j − t(i−1)r + sih
t
(i)
j − t(i−1)r
×
li∏
r=1
r 6=j
t
(i)
j − t(i)r − sih
t
(i)
j − t(i)r + si+1h
li+1∏
r=1
t
(i)
j − t(i+1)r
t
(i)
j − t(i+1)r − si+1h
= 1, (7.1)
where i = 1, . . . ,m+ n− 1, j = 1, . . . , li.
After making cancellations as in (3.5), we require the solutions do not make the remaining denominators
in (7.1) vanish.
We also impose the same condition, see Section 3.2, for variables which correspond to a simple odd root
of the same color. Suppose (αsi , α
s
i ) = 0 for some i. Consider the BAE for t related to t
(i)
j with all t
(a)
b fixed,
where a 6= i and 1 6 b 6 la, this equation does not depend on j. Let t(i)0 be a solution of this equation with
multiplicity r. Then we require that the number of j such that t
(i)
j = t
(i)
0 is at most r, c.f. Theorem 7.1.
Suppose that λ is a sequence of polynomial glm|n weights and t a solution of the BAE (7.1) associated to s,
z, λ, κ, and l. Similar to Theorem 3.5, see [BR2], if the vector ws(t,z) ∈ L(λ,z) is well-defined and non-
zero, then ws(t,z) ∈ L(λ,z) is an eigenvector of twisted transfer matrix, Tκ(x)ws(t,z) = Eκ(x)ws(t,z),
where the eigenvalue Eκ(x) is given by
Eκ(x) =
m+n∑
a=1
sa e
hκa
p∏
k=1
x− zk + saλ(k,s)a h
x− zk
la−1∏
j=1
x− t(a−1)j + sah
x− t(a−1)j
la∏
j=1
x− t(a)j − sah
x− t(a)j
.
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Let y = (y1, . . . , ym+n−1) be a sequence of polynomials representing the solution t, then
Eκ(x) = E(y,κ)(x) =
m+n∑
a=1
sa e
hκa T
s
a
T sa [sa]
ya−1[−sa]
ya−1
ya[sa]
ya
.
7.2. Reproduction procedure and rational difference operators. Recall the notation given at the begin-
ning of Section 5.1. Set κ[i] = (κ1, . . . , κi+1, κi, . . . , κm+n).
Theorem 7.1. Let y = (y1, . . . , ym+n−1) be a sequence of polynomials generic with respect to s, λ, and z,
such that deg yk = lk, k = 1, . . . ,m+ n− 1.
(i) The sequence y represents a solution of the BAE (7.1) associated to s, z, λ, κ, and l, if and only if
for each i = 1, . . . ,m+ n− 1, there exists a unique polynomial y˜i, such that
Wrsi
(
yi, e
(κi−κi+1)xy˜i
)
= e(κi−κi+1)xT si
(
T si+1
)−1
yi−1[−si]yi+1, if si = si+1, (7.2)
yi y˜i[−si] = ehκiϕsi yi−1[−si]yi+1 − ehκi+1ψsi yi−1yi+1[−si], if si 6= si+1. (7.3)
(ii) If y[i] = (y1, . . . , y˜i, . . . , ym+n−1) is generic with respect to s
[i], λ, and z, then y[i] represents a
solution of the BAE (7.1) associated to s[i], λ, κ[i], z, and l[i], where l[i] = (l1, . . . , l˜i, . . . , lm+n−1),
l˜i = deg y˜i.
Proof. For part (i), the case of (7.2) is proved in [MV3, Theorem 7.4]. The proofs of (7.3) in part (i) and part
(ii) are similar to that of Theorem 5.1. 
Thanks to Theorem 7.1, we define similarly the twisted bosonic and fermionic reproduction procedures in
i-th direction, the twisted glm|n population P (y,κ) of solutions of the BAE associated to s, z, λ, originated
at (y,κ). Here the reproduction procedure in i-th direction sends (y,κ) to (y[i],κ[i]). Note that for both
twisted bosonic and fermionic reproduction procedures, the sequence κ is changed to κ[i].
Define a rational difference operator Rs(y,κ) over K = C(x),
Rs(y,κ) =
−→∏
16i6m+n
(
1− ehκi T
s
i yi−1[−si]yi[si]
T si [si]yi−1yi
τ
)si
. (7.4)
Theorem 7.2. Let P be a twisted glm|n population. Then the rational difference operator Rs(y,κ) does
not depend on a choice of (y,κ) in P .
Proof. The proof is similar to that of Theorem 5.3. 
Proposition 7.3. Let y = (y1, . . . , ym+n−1) be a sequence of polynomials such that there exists a sequence
of polynomials y[i] = (y1, . . . , y˜i, . . . , ym+n−1) satisfying (7.2) if si = si+1 or (7.3) if si = −si+1. Then
E(y,κ)(x) = E(y[i],κ[i])(x).
Proof. The proof is similar to proofs of Lemmas 4.2 and 4.4. 
Let σi be the permutation (i, i + 1) in the symmetric group Sm+n. There is a natural action of Sm+n on
the set of sequences ofm+ n complex numbers. Namely, for a sequence κ, we have σiκ = κ
[i].
Theorem 7.4. The map P (y,κ)→ Sm+nκ given by (y˜, κ˜) 7→ κ˜ is a bijection between the twisted popula-
tion P (y,κ) and the orbit of κ under the action of symmetric groupSm+n. In particular, it gives a bijection
between the twisted population P (y,κ) and the symmetric group Sm+n.
Proof. The proof is similar to that of [MV3, Corollary 4.12]. 
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APPENDIX A. THE BETHE ANSATZ FOR Y(gl1|1)
In this section, we give the basics of Bethe ansatz for gl1|1 XXX model (supersymmetric spin chains
associated to gl1|1). We follow the notation of Section 4.2. We also set h = 1.
A.1. Super Yangian Y(gl1|1) and its representations. Recall that for Y(gl1|1) we have
[Lii(x1),Lii(x2)] = 0, Lij(x1)Lij(x2) = x1 − x2 − (−1)
|i|
x2 − x1 − (−1)|i|
Lij(x2)Lij(x1),
Lkk(x1)Lij(x2) = x1 − x2 − (−1)
|i|
x1 − x2 Lij(x2)Lkk(x1) +
(−1)|i|
x1 − x2Lij(x1)Lkk(x2),
where i 6= j and i, j, k ∈ {1, 2}.
In what follows we work with the standard parity sequence s0.
The description of finite dimensional irreducible representations of Y(gl1|1) is well known.
Let λ = (λ1, λ2) be a gl1|1 weight, we say that λ is non-degenerate if λ1 + λ2 6= 0. Clearly, Lλ is two-
dimensional if λ is non-degenerate and one-dimensional otherwise. Let λ = (λ(1), . . . , λ(p)) be a sequence
of non-degenerate gl1|1 weights, z a sequence of complex numbers. Let λ
(k) = (ak, bk), ak, bk ∈ C,
a =
p∑
k=1
ak, b =
p∑
k=1
bk, ϕ(x) =
p∏
k=1
(x− zk + ak), ψ(x) =
p∏
k=1
(x− zk − bk).
Theorem A.1 ([Zha]). Every finite dimensional irreducible representation of Y(gl1|1) is a tensor product
of evaluation Y(gl1|1)-modules up to twisting by a one-dimensional Y(gl1|1)-module. Moreover, L(λ,z) is
irreducible if and only if ϕ(x) and ψ(x) are relatively prime.
Clearly, the Y(gl1|1)-module L(λ,z) is irreducible if and only if zi − zj − ai − bj 6= 0 for all i 6= j.
Moreover, it satisfies the binary property. Namely, L(λ,z) is irreducible if and only if Lλ(i)(zi)⊗Lλ(j)(zj)
is irreducible for all 1 6 i < j 6 p. Furthermore, every finite dimensional irreducible representation of
Y(gl1|1) has dimension 2
r for some non-negative integer r.
Let v
(k)
1 be the highest weight vector of Lλ(k) with respect to the standard root system, and v
(k)
2 = e21v
(k)
1 .
Then v
(k)
1 , v
(k)
2 is a basis of Lλ(k) . We use the shorthand notation |0〉 for v(1)1 ⊗ · · · ⊗ v(p)1 .
Let Eij , i, j = 1, 2, be the linear operator in End(Lλ(k)) of parity |i|+ |j| such that Eijv(k)r = δjrv(k)i for
r = 1, 2.
The R-matrix R(x) ∈ End(Lλ(i))⊗ End(Lλ(j)) is given by
R(x) = E11 ⊗ E11 − bi + aj + x
ai + bj − xE22 ⊗ E22 +
bj − bi − x
ai + bj − xE11 ⊗ E22
+
ai − aj − x
ai + bj − xE22 ⊗ E11 −
ai + bi
ai + bj − xE12 ⊗ E21 +
aj + bj
ai + bj − xE21 ⊗ E12.
Clearly, Lλ(i)(zi)⊗ Lλ(j)(zj) is irreducible if and only if R(zi − zj) is well-defined and invertible.
Define an anti-automorphism ι : Y(gl1|1) → Y(gl1|1) by the rule, ι(Lij(x)) = (−1)|i||j|+|i|Lji(x),
i, j = 1. One has ι(X1X2) = (−1)|X1||X2|ι(X2)ι(X1) for X1,X2 ∈ Y(gl1|1). Recall that T (x) =
L11(x)− L22(x), therefore ι(T (x)) = T (x).
The Shapovalov form Bλ(i) on Lλ(i) is a bilinear form such that
Bλ(i)(eijw1, w2) = (−1)(|i|+|j|)|w1|Bλ(i)(w1, (−1)|i||j|+|i|ejiw2),
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for all i, j and w1, w2 ∈ Lλ(i) , and Bλ(i)(v(i)1 , v(i)1 ) = 1. Explicitly, it is given by
Bλ(i)(v
(i)
1 , v
(i)
1 ) = 1, Bλ(i)(v
(i)
1 , v
(i)
2 ) = Bλ(i)(v
(i)
2 , v
(i)
1 ) = 0, Bλ(i)(v
(i)
2 , v
(i)
2 ) = −(ai + bi).
The Shapovalov forms Bλ(i) on Lλ(i) induce a bilinear form Bλ =
⊗p
k=1Bλ(k) (following the usual sign
convention) on L(λ).
Let Rλ,z ∈ End(L(λ)) be the product of R-matrices,
Rλ,z =
−→∏
16i6p
−→∏
i<j6p
R(i,j)(zi − zj).
Define a bilinear form Bλ,z on L(λ,z) by
Bλ,z(w1, w2) = Bλ(w1, Rλ,zw2),
for all w1, w2 ∈ L(λ,z).
One shows that, c.f. [MTV1, Section 7],
Bλ,z(|0〉, |0〉) = 1, Bλ,z(Xw1, w2) = (−1)|X||w1|Bλ,z(w1, ι(X)w2),
for all X ∈ Y(gl1|1), w1, w2 ∈ L(λ,z). In addition, if L(λ,z) is irreducible, then Bλ,z is non-degenerate.
A.2. Bethe ansatz for gl1|1 XXX model. In this section, we study the spectrum of the transfer matrix
T (x) = L11(x)− L22(x).
Let λ = (λ(1), . . . , λ(p)) be a sequence of non-degenerate gl1|1 weights. Recall from Section 4.2 that if
y = (x− t1) · · · (x− tl) is a divisor of ϕ(x)−ψ(x), then t = (t1, . . . , tl) is a solution of the BAE associated
to s0, λ, z, and l.
It is convenient to renormalize the Bethe vector w(t,z) associated to t, see (3.7),:
w˜(t,z) = c0w(t,z), c0 =
l∏
i=1
p∏
k=1
(ti − zk).
The factor c0 clears up the denominators and the Bethe vector w˜(t,z) is well-defined for all z, t.
The following theorem is well known, see e.g. [BR1].
Theorem A.2. If the Bethe vector w˜(t,z) is non-zero, then w˜(t,z) is an eigenvector of the transfer matrix
T (x) with the corresponding eigenvalue
E(x) = y[1]
y
(ϕ− ψ)
p∏
k=1
(x− zk)−1. (A.1)
Proof. For j = 1, 2, one has the following relation,
Ljj(x)L12(t1) · · · L12(tl) = ξ(x; t)L12(t1) · · · L12(tl)Ljj(x)
+
l∑
i=1
ξi(x; t)L12(x)L12(t1) · · · L̂12(ti) · · · L12(tl)Ljj(ti). (A.2)
Here the symbol L̂12(ti) means the factor L12(ti) is skipped and the functions ξ(x; t) and ξi(x; t) are given
by
ξ(x; t) =
∏
16r6l
x− tr − 1
x− tr =
y[1]
y
, ξi(x; t) = (−1)i−1 1
x− ti
∏
16r<i
ti − tr + 1
ti − tr
∏
i<r6l
ti − tr − 1
ti − tr .
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We have
T (x)|0〉 = (ϕ− ψ)
p∏
k=1
(x− zk)−1|0〉.
Since t is a solution of the BAE, we have c0T (ti)|0〉 = 0 for i = 1, . . . , l. Therefore it follows from (A.2)
that
T (x)w˜(z, t) = c0(L11(x)− L22(x))L12(t1) · · · L12(tl)|0〉 = y[1]
y
(ϕ− ψ)
p∏
k=1
(x− zk)−1w˜(z, t). 
Recall that the transfer matrix T (x) commutes with the subalgebra U(gl1|1) of Y(gl1|1).
Proposition A.3. The Bethe vector w˜(t,z) is gl1|1 singular.
Proof. By (3.3), one has the following relation,
[L(1)21 ,L12(t1) · · · L12(tl)] =
l∑
i=1
νi(t)L12(t1) · · · L̂12(ti) · · · L12(tl)T (ti).
The functions νk(t) are given by
νi(t) = (−1)i
∏
16r<i
ti − tr + 1
ti − tr
∏
i<r6l
ti − tr − 1
ti − tr .
Note that L(1)21 |0〉 = 0 and c0T (ti)|0〉 = 0 for i = 1, . . . , l, therefore the statement follows. 
Proposition A.4. Suppose ϕ 6= ψ. Let t and t˜ be two different solutions of Bethe ansatz equation associated
to s0, λ, z, then the Bethe vectors w˜(t,z) and w˜(t˜,z) are orthogonal with respect to the form Bλ,z.
Proof. Let y and y˜ represent t and t˜ respectively. Note that we have
Bλ,z(T (x)w˜(t,z), w˜(t˜,z)) = Bλ,z(w˜(t,z),T (x)w˜(t˜,z)).
It follows from Theorem A.2 that(y[1]
y
− y˜[1]
y˜
)
(ϕ− ψ)
p∏
k=1
(x− zk)−1Bλ,z(w˜(t,z), w˜(t˜,z)) = 0.
Since y and y˜ are linearly independent and ϕ 6= ψ, the statement follows. 
The following theorem is a particular case of [HLPRS, Theorem 4.1] which asserts that the square of the
norm of the Bethe vector is essentially given by the Jacobian of the BAE.
Theorem A.5 ([HLPRS]). The square of the norm of the Bethe vector w˜(t,z) is given by
Bλ,z(w˜(t,z), w˜(t,z)) = (−1)l(l−1)/2
∏
16i<j6l
(ti − tj − 1
ti − tj
)2
×
l∏
i=1
p∏
k=1
(
(ti − zk + ak)(ti − zk − bk)
) l∏
i=1
( p∑
k=1
ak + bk
(ti − zk + ak)(ti − zk − bk)
)
. 
Theorem A.6. Suppose a + b 6= 0. For generic z, the Bethe ansatz is complete. In other words, there
are exactly 2p−1 solutions ti, i = 1, . . . , 2
p−1, to the BAE associated to s0, λ, z, and l such that the
corresponding Bethe vectors w˜(ti,z), i = 1, . . . , 2
p−1, form a basis of L(λ,z)sing.
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Proof. Since a+ b 6= 0, we have deg(ϕ−ψ) = p− 1. It is not difficult to see that dimL(λ)sing = 2p−1 and
for generic z there are exactly 2p−1 distinct monic divisors of the polynomial ϕ− ψ. Each monic divisor of
ϕ−ψ corresponds to a solution ti, i = 1, . . . , 2p−1, of BAE associated to s0, λ, z, with possibly different l.
Due to Proposition A.3 and Theorem A.5, the Bethe vectors w˜(ti,z) are singular and non-zero. Moreover,
it follows from Proposition A.4 that w˜(ti,z), i = 1, . . . , 2
p−1, are linearly independent and hence form a
basis of L(λ,z)sing. 
Let λ(k) = (1, 0) and zk = 0 for all k = 1, . . . , p. This case is the homogeneous super XXX model. We
obtain the completeness of homogeneous super XXX model.
Let θ be a primitive p-th root of unity. Set ϑi = 1/(θ
i − 1), i = 1, . . . , p− 1.
Corollary A.7. The Bethe ansatz is complete for super homogeneous XXX model. Explicitly, the Bethe
vectors form a basis of
(
(C1|1)⊗p
)sing
and the transfer matrix T (x) acts on ((C1|1(0))⊗p)sing diagonally
with simple spectrum. Moreover, the spectrum of T (x) acting on ((C1|1(0))⊗p)sing is given by{
(x− ϑi1 − 1) · · · (x− ϑil − 1)
(x− ϑi1) · · · (x− ϑil)
· (x+ 1)
p − xp
xp
, 1 6 i1 < i2 < · · · < il 6 p− 1, l = 0, . . . , p− 1
}
.
Proof. Note that ϕ(x) = (x+1)p and ψ(x) = xp. Clearly, we have ϕ−ψ = p(x−ϑ1) · · · (x−ϑp−1). It is
easy to see that ϑi−ϑj 6= 0, 1 for i 6= j and ϑi /∈ Z. Therefore we have exactly 2p−1 distinct monic divisors
(x− ϑi1) · · · (x− ϑil), 1 6 i1 < i2 < · · · < il 6 p− 1, l = 0, . . . , p − 1,
of the polynomial ϕ − ψ and hence 2p−1 different solutions ti, i = 1, . . . , 2p−1, of BAE. Therefore, as in
Theorem A.6, the Bethe wectors w˜(ti,z), i = 1, . . . , 2
p−1, form a basis of
(
(C1|1(0))⊗p
)sing
. 
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