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Introduc¸a˜o
O ca´lculo vetorial e´ uma a´rea de grande importaˆncia para a matema´tica pura e apli-
cada, relacionada a` ana´lise real de vetores em uma ou mais dimenso˜es.
O estudo sobre ca´lculo vetorial abrange campos vetoriais, que sa˜o func¸o˜es que associam
vetores a pontos do espac¸o. Os vetores, por sua vez, representam grandezas vetoriais que
sa˜o inerentes a um sentido e a uma direc¸a˜o. Entre as diversas aplicac¸o˜es eles desempenham
o papel de forc¸as que atuam num corpo, as velocidades no escoamento de um l´ıquido, as
intensidades de um campo ele´trico varia´vel etc, sendo assim, muito utilizados na f´ısica
(principalmente na Mecaˆnica Cla´ssica) e engenharias.
No primeiro cap´ıtulo estudaremos func¸o˜es, campos vetoriais e um pouco sobre curvas
parame´tricas, apresentando definic¸o˜es e exemplos. No segundo cap´ıtulo apresentamos
os operadores gradiente, rotacional e divergente apresentando como exemplos algumas
aplicac¸o˜es. No cap´ıtulo treˆs trabalhamos com linha de fluxo, apresentando a equac¸a˜o da
continuidade.
Ja´ o cap´ıtulo quatro e´ formado por integrais de linha e os teoremas integrais, ou seja,
de Gauss (1777-1855), Green (1793-1841) e Stokes (1819-1903) .
Gauss desenvolveu e provou o Teorema da Divergeˆncia enquanto trabalhava na teoria
de gravitac¸a˜o, tambe´m conhecido como Teorema de Gauss. O Teorema da Divergeˆncia e´
utilizado como uma ferramenta para tornar integrais de volume em integrais de superf´ıcie.
O trabalho de George Green tambe´m e´ de grande importaˆncia no estudo do ca´lculo,
elaborando o conhecido Teorema de Green. Green estudou sobre os fundamentos ma-
tema´ticos da gravitac¸a˜o, da eletricidade e do magnetismo. George Stokes aplicou o ca´lculo
de va´rias vara´veis para estudar hidrodinaˆmica, elasticidade, luz, gravitac¸a˜o, som, calor,
meteorologia e f´ısica solar.
No u´ltimo cap´ıtulo definimos e apresentamos exemplos de campos conservativos. En-
fim, segue o trabalho.
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Cap´ıtulo 1
Func¸o˜es e Campos Vetoriais
Neste cap´ıtulo estudaremos curvas parame´tricas no plano, campos e func¸o˜es vetoriais,
apresentando definic¸o˜es e exemplos.
1.1 Definic¸a˜o e exemplos
Definic¸a˜o 1.1. Indica-se por R2 o conjunto dos pares ordenados (x1, x2) de nu´meros
reais. Vamos dotar o R2 com a estrutura de um espac¸o vetorial real com as operac¸o˜es
usuais de adic¸a˜o de pares ordenados e multiplicac¸a˜o por um nu´mero real. Definimos neste
espac¸o um produto interno ou escalar dado por
x · y = x1y1 + x2y2 (1.1)
para x = (x1, x2) e y = (y1, y2) quaisquer. Este produto escalar induz a seguinte norma
no R2, chamada de norma euclidiana:
||x|| = √x · x =
√
x21 + x
2
2 (1.2)
O conjunto B = {−→e 1,−→e 2}, onde
−→e 1 = (1, 0), −→e 2 = (0, 1) (1.3)
e´ uma base do espac¸o R2, chamada de base canoˆnica. Em termos desta base, qualquer
elemento x = (x1, x2) ∈ R2 pode ser expresso como
x = x1
−→e 1 + x2−→e 2 (1.4)
5
Definic¸a˜o 1.2. Uma func¸a˜o f : Ω ⊆ R2 → R onde Ω e´ um subconjunto na˜o-vazio
do R2, e´ chamada de uma func¸a˜o real a 2 varia´veis. Esta func¸a˜o associa a cada ponto
x = (x1, x2) ∈ Ω um u´nico valor real y = f(x) ∈ R. Este valor tambe´m e´ indicado por
y = f(x1, x2).
Exemplo 1.1. A func¸a˜o f : Ω → R definida como f(x, y) = x2 + y2, tem o domı´nio
Ω = {(x, y) ∈ R2/x2 + y2 ≤ 1},
0
y
x f(x,y) R
1
1 0 1
Figura 1.1
e o conjunto imagem [0,1]. Ver Figura 1.1.
Definic¸a˜o 1.3. Sejam fi : Ω ⊆ Rn → R, onde n = 1 ou 2 e i = 1, 2, duas func¸o˜es reais
a n varia´veis reais. Uma func¸a˜o F : Ω ⊆ Rn → R2, definida por
F (x) = (f1(x), f2(x)) (1.5)
e´ chamada de uma func¸a˜o de va´rias varia´veis a valor vetorial no R2, ou simplesmente,
de uma func¸a˜o vetorial. Esta func¸a˜o associa a cada ponto x = (x1, x2) ∈ Ω ⊆ Rn, n = 1
ou 2, um ponto F (x) ∈ R2. As func¸o˜es f1, f2 sa˜o chamadas de func¸o˜es coordenadas da
func¸a˜o F . Na base canoˆnica podemos expressar qualquer func¸a˜o F : A ⊆ Rn → R2, dada
por (1.5), por
F (x) = f1(x)
−→e 1 + f2(x)−→e 2 (1.6)
1.2 Curvas Parame´tricas no Plano
Uma classe importante de func¸o˜es vetoriais e´ aquela formada pelas curvas.
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Definic¸a˜o 1.4. Chama-se curva parame´trica a` aplicac¸a˜o γ que associa a cada ponto
t ∈ I ⊆ R, onde I e´ um intervalo, um u´nico ponto γ(t) ∈ R2, cujas coordenadas xi(t),
i = 1, 2 sa˜o func¸o˜es reais de t. A imagem da aplicac¸a˜o γ e´ chamada de trac¸o. A varia´vel
t e´ chamada de paraˆmetro da curva.
Uma curva parame´trica, portanto, e´ um caso especial de func¸a˜o vetorial, pois e´ uma
func¸a˜o de uma varia´vel real (n = 1) a valores vetoriais no R2.
Exemplo 1.2. Seja γ(t) = (t, arctg(t)), t ∈ R. Para cada t, γ(t) e´ um ponto do R2 com
coordenadas
x(t) = t
y(t) = arctg(t)
(1.7)
Podemos expressar y em termos de x para obter y(x) = arctg(x), x ∈ R.
Assim o trac¸o de γ em R2 coincide com o gra´fico da func¸a˜o arctg(x), como mostra a
Figura 1.2.
y
pi
2
pi
2
γ
x
Figura 1.2
Exemplo 1.3. Considere a curva δ(θ) = (θ3, artg(θ3)), θ ∈ R, com coordenadas
x(θ) = θ3
y(θ) = arctg(θ3)
(1.8)
Expressando y em termos de x, descobre-se que a curva δ tem o mesmo trac¸o da curva γ
do exemplo anterior, mas as aplicac¸o˜es sa˜o diferentes pois os paraˆmetros e as func¸o˜es
coordenadas de γ e δ sa˜o diferentes.
Como as aplicac¸o˜es γ e δ tem o mesmo trac¸o e´ comum referir-se a γ(t) e a δ(θ) com
parametrizac¸o˜es distintas do mesmo conjunto de pontos que forma o trac¸o de γ e δ.
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Exemplo 1.4. Considere as curvas γ(t) = (t, 2t), t ∈ [0, 1] e
δ(s) = (2s+ 1, 4s+ 2), s ∈ [− 1
2
, 0]. Ambas as curvas tem o mesmo trac¸o que e´ o
segmento de reta mostrado na Figura 1.3.
1
2
0
Figura 1.3
De fato, tomando x = t e y = 2t, segue que y = 2x, x ∈ [0, 1]. Da mesma forma, para
x = 2s+ 1 e y = 4s+ 2, obtemos y = 2x, x ∈ [0, 1]. Portanto, as func¸o˜es γ(t) e δ(s) sa˜o
duas parametrizac¸o˜es distintas, com paraˆmetros t ∈ [0, 1] e s ∈ [− 1
2
, 0], do mesmo
conjunto de pontos que formam o segmento de reta da figura.
Definic¸a˜o 1.5. A orientac¸a˜o de uma curva γ : I → R2 e´ o sentido no qual os pontos
do trac¸o de γ sa˜o percorridos a` medida que o paraˆmetro t de γ varia no intervalo I, no
sentido crescente dos seus valores.
Exemplo 1.5. A` medida que o paraˆmetro t toma valores no sentido crescente de 0 a 1,
os pontos γ(t) = (t, 2t) sa˜o percorridos no sentido indicado pela seta na Figura 1.4:
1
2
Figura 1.4
Note que as coordenadas x(t) e y(t) crescem com t. Considere, agora, a curva
δ(θ) = (−θ,−2θ), θ ∈ [−1, 0], cujo trac¸o e´ o mesmo da curva γ. Contudo, quando
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θ = −1, δ(−1) = (1, 2) e, quando θ = 0, δ(0) = (0, 0). Os pontos do trac¸o sa˜o
percorridos no sentido decrescente de suas coordenadas, quando θ cresce de -1 a 0, como
indica a seta na Figura 1.5.
1
2
Figura 1.5
Portanto, a orientac¸a˜o e´ uma propriedade da parametrizac¸a˜o do trac¸o e na˜o uma
propriedade intr´ınseca do mesmo.
Definic¸a˜o 1.6. Sejam γ1 : I1 → R2 e γ2 : I2 → R2 duas curvas com o mesmo trac¸o.
Uma func¸a˜o g : I2 → I1, bijetora e de classe C1, cuja inversa tambe´m e´ de classe C1 e
tal que
γ2 = γ1 ◦ g (1.9)
e´ chamada de “mudanc¸a de paraˆmetro”ou “reparametrizac¸a˜o”. Diz-se tambe´m que γ2 e´
uma reparametrizac¸a˜o da curva γ1, pela func¸a˜o g.
Exemplo 1.6. No exemplo 1.5, a curva δ(s) pode ser obtida de γ(t) pela
reparametrizac¸a˜o t = g(s) = 2s+ 1. De fato, a func¸a˜o g e´ bijetora e de classe C1 e sua
inversa, s = g−1(t) =
t− 1
2
, tambe´m. Ale´m disso,
δ(s) = γ(g(s))
= γ(2s+ 1) = (2s+ 1, 4s+ 2)
(1.10)
As curvas γ e δ tem a mesma orientac¸a˜o como e´ fa´cil verificar. Nesse caso, portanto, a
reparametrizac¸a˜o de γ manteve a orientac¸a˜o desta curva. Inversamente, obte´m-se γ(t)
por uma mudanc¸a de paraˆmetro em δ(s):
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γ(t) = δ(g−1(t))
= δ(
t− 1
2
) = (t, 2t)
(1.11)
Lembrando que uma curva γ e´ uma func¸a˜o vetorial e como γ(t) e´ um ponto do R2,
para cada t, podemos interpretar γ(t) como sendo um vetor, indicado por −→γ (t), chamado
de vetor posic¸a˜o, cuja origem e´ a origem do sistema de coordenadas e extremidade e´ o
ponto γ(t), para cada t, como ilustra a Figura 1.6.
y
x
γ(
γ(
t)
t)
Figura 1.6
As componentes deste vetor sa˜o as componentes da func¸a˜o γ(t). A` medida que t varia
no intervalo I, a extremidade do vetor posic¸a˜o percorre o trac¸o de γ.
Definic¸a˜o 1.7. A derivada de uma curva γ no ponto t0 ∈ I, e´ definida por
γ′(t0) = lim
t→t0
γ(t)− γ(t0)
t− t0 (1.12)
desde que o limite exista.
O vetor −→γ ′(t0) tem uma interpretac¸a˜o geome´trica interessante. E´ tangente a` curva
no ponto γ(t0). Para entendermos isso, considere uma curva no R
2 como mostra a figura
abaixo:
y
x
)γ(
γ( )t t0
Figura 1.7
10
Como um vetor, podemos interpretar −→γ (t) − −→γ (t0) como o vetor cuja origem e ex-
tremidade sa˜o os pontos γ(t0) e γ(t) do trac¸o de γ, respectivamente. A reta que conte´m
−→γ (t) − −→γ (t0) aproxima-se da reta tangente a` curva no ponto γ(t0) no limite t → t0.
Supondo que γ e´ deriva´vel, isto e´, o limite (1.12) existe, enta˜o podemos entender o vetor
−→γ (t0) como sendo um vetor tangente a` curva no ponto γ(t0).
Definic¸a˜o 1.8. Sejam γ1 : I1 → Ω e γ2 : I2 → Ω duas curvas de classe C1. Suponha
que γ1 e γ2 tem o mesmo trac¸o. Sejam
−→γ1 ′(t) e −→γ2 ′(s) os vetores tangentes a`s curvas γ1
e γ2 nos pontos γ1(t) e γ2(s), respectivamente. Seja g : I2 → I1 uma func¸a˜o mudanc¸a de
paraˆmetro.
a) Diz-se que g preserva a orientac¸a˜o de γ1 quando o vetor
−→γ2 ′(s) tem o mesmo sentido
e direc¸a˜o do vetor −→γ1 ′(t) em todo ponto P do trac¸o tal que γ2(s) = γ1(g(s)). Ver Figura
1.8.
P
γ
1
,(t) γ2, s )(
Figura 1.8
b) Diz-se que g inverte a orientac¸a˜o de γ1 quando o vetor
−→γ2 ′(s) tem a mesma direc¸a˜o
mas o sentido contra´rio do vetor −→γ1 ′(t), em todo ponto P do trac¸o, tal que γ2(s) = γ1(g(s)).
Ver Figura 1.9.
γ
1
( t ),
P
γ
2
,(s)
Figura 1.9
Teorema 1.1. Sejam γ1 e γ2 duas curvas nas condic¸o˜es da definic¸a˜o 1.8. Seja g uma
func¸a˜o mudanc¸a de paraˆmetro. Enta˜o:
a) g preserva a orientac¸a˜o se g′ > 0 em todo ponto do seu domı´nio.
b) Caso contra´rio, se g′ < 0 em todo ponto do seu domı´nio.
Prova: Temos que γ2(s) = γ1(g(s)), para todo s ∈ I2. Usando a regra da cadeia, obte´m-se
que
−→γ2 ′(s) = −→γ1 ′(g(s)) · g′(s) (1.13)
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Segue que −→γ2 ′ e −→γ1 ′ tem a mesma direc¸a˜o pois sa˜o proporcionais. Os vetores −→γ2 ′ e −→γ1 ′
tem o mesmo sentido (sentido contra´rio) se, e somente se, g′(s) > 0 (g′(s) < 0).
Definic¸a˜o 1.9. Uma curva γ : I → R2 e´ chamada de simples quando seu trac¸o na˜o
possui pontos de autocruzamento ale´m, possivelmente, dos pontos na fronteira de I. Dito
de outra forma, a aplicac¸a˜o γ e´ injetiva, ou seja, γ(t1) 6= γ(t2) para t1 6= t2 e t1, t2 ∈ [a, b[
ou t1, t2 ∈]a, b].
Exemplo 1.7. A curva mostrada na Figura 1.10, com parametrizac¸a˜o
γ(t) = (cos3 θ, cos2 θ sin θ) θ ∈ [0, 2pi] (1.14)
na˜o e´ uma curva simples.
Figura 1.10
Por exemplo, γ(pi
2
) = γ(3pi
2
) = (0, 0)
Definic¸a˜o 1.10. Uma curva γ definida em [a, b] e´ fechada quando γ(a) = γ(b).
Exemplo 1.8. A curva γ(t) = (cos θ, sin θ), θ ∈ [0, 2pi] e´ fechada pois
γ(0) = γ(2pi) = (1, 0). Seu trac¸o e´ a circunfereˆncia de raio unita´rio mostrada na Figura
1.11.
1−1 x
y
Figura 1.11
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Definic¸a˜o 1.11. Uma curva γ : I ⊆ R → R2 e´ chamada de regular quando
i) γ(t) e´ de classe C1(I)
ii) |γ′(t)| 6= 0, para todo t ∈ I.
Uma curva γ que tem pontos onde γ ′ = 0, nesses pontos, a curva na˜o tem reta tangente
bem definida. Esse e´ o caso de curvas que apresentam pontos onde forma um aˆngulo ao
longo do trac¸o. Vejamos um exemplo:
Exemplo 1.9. Seja γ(t) = (x(t), y(t)), t ∈ (− pi
2
, pi
2
) onde x(t) = 2 sin2(t) e
y(t) = 2 sin2(t)tg(t). Ver figura 1.12. Temos
|γ′(t)|2 = x′2 + y′2 (1.15)
onde
x′(t) = 4 sin(t) cos(t)
y′(t) = 2 sin2(t)sec2(t) + 4 sin(t) cos(t)tg(t)
(1.16)
0 2 x
y
Figura 1.12
Em t = 0, γ ′(0) = 0. Portanto, a curva na˜o e´ regular.
1.3 Campos Vetoriais
Outra classe importante de func¸o˜es vetoriais e´ formada pelos campos vetoriais.
Definic¸a˜o 1.12. Consideremos a func¸a˜o vetorial F : Ω ⊆ R2 → R2. Vamos interpretar
F (x) como sendo a aplicac¸a˜o que associa em cada ponto x ∈ Ω o vetor indicado por −→F (x)
com mesmas componentes de F (x). O conjunto dos vetores
−→
F (x) em Ω e´ chamado de
um campo vetorial.
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xF(x)
Ω
Figura 1.13
Exemplo 1.10. A func¸a˜o identidade F : R2 → R2, dada por F (x) = x = (x1, x2), e´ uma
func¸a˜o vetorial que associa em cada ponto x ∈ R2 o vetor posic¸a˜o −→x com coordenadas
x1, x2. Portanto, o conjunto dos vetores
−→x e´ um campo vetorial.
Exemplo 1.11. Seja γ : I → Ω ⊆ R2 uma curva em Ω e −→γ (t) o vetor posic¸a˜o do ponto
γ(t). Ver Figura 1.14.
x
y
γ (t)
γ (t)
Ω
Figura 1.14
Pela definic¸a˜o de vetor, −→γ (t) e´ equivalentemente dado pelo segmento orientado com
origem no ponto γ(t) ∈ Ω, com o mesmo sentido, direc¸a˜o e comprimento do vetor
posic¸a˜o −→γ (t), como mostra a Figura 1.15:
x
y
Ω
γ
Figura 1.15
Dessa forma, o conjunto de vetores −→γ (t), t ∈ I, com origem sobre γ, e´ um campo
vetorial sobre a curva γ.
Exemplo 1.12. Seja γ : I → Ω ⊆ R2 uma curva de classe C1(I). O conjunto dos
vetores tangentes a γ, dados por
−→
F (−→γ (t)) = −→γ ′(t), e´ um campo vetorial sobre a curva.
Ver figura 1.16.
γ
Ω
Figura 1.16
Exemplo 1.13. Considere o campo vetorial dado pela func¸a˜o F : R2 → R2 definida por
F (x, y) = (−y, x). Em cada ponto (x, y) ∈ R2, a func¸a˜o F aplica o vetor
−→
F (x, y) = −y−→e1 + x−→e2 (1.17)
cuja norma e´
||−→F (x, y)|| =
√
y2 + x2 (1.18)
Tomando ||−→F || = c, c constante, o campo vetorial sobre a circunfereˆncia de raio c, para
cada c ∈ R, e´ anti-hora´rio, como mostra a Figura 1.17 pois, por exemplo, no primeiro
quadrante, x > 0 e y > 0 e a componente de
−→
F na direc¸a˜o −→e1 e´ negativa e na de −→e2 e´
positiva.
y
xc
Figura 1.17
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Em geral, neste trabalho sera˜o considerados campos vetoriais bidimensionais. Con-
tudo, mencionamos aqui dois exemplos importantes de campo vetorial em treˆs dimenso˜es:
o campo gravitacional e o campo ele´trico.
Exemplo 1.14. Suponha que um objeto com massa M esteja localizado na origem do
R
3 - um exemplo seria M como a massa da Terra e a origem no seu centro. Seja
−→r = (x, y, z) o vetor posic¸a˜o com norma r = ||−→r || de outro objeto com massa m na
posic¸a˜o −→r e
−→r
||−→r || (1.19)
o vetor unita´rio com a direc¸a˜o e sentido de −→r . Enta˜o, a forc¸a gravitacional devido a M ,
que e´ atrativa e atua sobre m, age no sentido da origem e e´ dada por
−→
F (−→r ) = −mMG||−→r ||3
−→r (1.20)
onde G e´ a constante universal da gravitac¸a˜o e r e´ a distaˆncia entre os objetos. A
intensidade da forc¸a e´ igual a`
||−→F || = mMG
r2
(1.21)
O campo vetorial
−→
F e´ um exemplo de campo de forc¸a, chamado campo gravitacional,
porque associa um vetor a todo ponto −→r do espac¸o que representa a forc¸a gravitacional
exercida pela massa M sobre a massa m localizada no ponto −→r .
Podemos ainda expressar o campo gravitacional em termos de suas func¸o˜es
componentes. Usando que −→r = x−→e1 + y−→e2 + z−→e3 e ||−→r || =
√
x2 + y2 + z2:
F (x, y, z) =
−mMGx
(x2 + y2 + z2)
3
2
−→e1 + −mMGy
(x2 + y2 + z2)
3
2
−→e2 + −mMGz
(x2 + y2 + z2)
3
2
−→e3 (1.22)
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Exemplo 1.15. Seja Q uma carga ele´trica localizada na origem. De acordo com a Lei
de Coloumb, a forc¸a ele´trica
−→
F (x) exercida por essa carga sobre uma carga q localizada
na posic¸a˜o −→r = (x, y, z) e´
−→
F (−→r ) = εqQ||−→r ||3
−→r (1.23)
com ε constante. Quando temos cargas de mesmo sinal qQ > 0 e a forc¸a e´ repulsiva, ja´
que
−→
F tem o mesmo sentido de −→r ; para cargas com sinais diferentes temos qQ < 0 e a
forc¸a e´ atrativa pois nesse caso
−→
F tem o sentido contra´rio de −→r . A Lei de Coloumb e´
outro exemplo de campo de forc¸a.
Geralmente os f´ısicos consideram a forc¸a por unidade de carga:
−→
E (−→r ) = 1
q
−→
F (−→r ) = εQ||−→r ||3
−→r (1.24)
onde
−→
E e´ um campo vetorial no R3 chamado campo ele´trico da carga Q.
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Cap´ıtulo 2
Operadores Diferenciais
Neste cap´ıtulo sa˜o estudados os operadores gradiente, rotacional e divergente e algumas
de suas propriedades.
2.1 Gradiente
Definic¸a˜o 2.1. Seja f : Ω ⊆ R2 → R, uma func¸a˜o real definida no aberto Ω do plano.
Suponha que f e´ de classe C1(Ω). O gradiente de f em coordenadas cartesianas e´ o campo
vetorial indicado por ∇f dado por
∇f = ∂f
∂x1
−→e 1 + ∂f
∂x2
−→e 2 (2.1)
Em especial, o s´ımbolo ∇, que se expressa nas coordenadas cartesianas por
∇ := −→e 1 ∂
∂x1
+−→e 2 ∂
∂x2
(2.2)
e´ chamado de operador gradiente. Ele tem a propriedade de que, quando aplicado sobre
uma func¸a˜o real que admite derivadas parciais, obte´m-se um vetor dado por ∇f .
O gradiente de uma func¸a˜o, em outros sistemas de coordenadas, por exemplo, polares
e´ diferente. Para uma definic¸a˜o intr´ınseca de gradiente ver o livro ”Curso de Ana´lise”,
vol 2, de Elon Lages Lima, Projeto Euclides.
Exemplo 2.16. Seja f(x, y) = 2(x2 + y2), definida no R2, uma func¸a˜o de classe C1 em
R
2. Podemos, enta˜o, calcular ∇f :
∇f = 4x−→e 1 + 4y−→e 2 (2.3)
Da mesma maneira, para g(x, y) = x+ ey
2
, x, y ∈ R2,
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∇g = −→e 1 + 2yey2−→e 2 (2.4)
E´ imediato, a partir de (2.1), que as seguintes propriedades valem:
Teorema 2.1. Sejam f, g : Ω ⊆ R2 → R, Ω aberto, func¸o˜es de classe C1(Ω) e α, β ∈ R.
Enta˜o,
a) α∇f = ∇(αf)
b)∇(αf + βg) = α∇f + β∇g
c)∇(fg) = f∇g + g∇f
d) ∇
(
f
g
)
=
1
g2
(g∇f − f∇g), para g 6= 0.
Prova:
a)α∇f = ∇(αf)
α∇f = α
(
∂f
∂x1
−→e 1 + ∂f
∂x2
−→e 2
)
= α · ∂f
∂x1
−→e 1 + α · ∂f
∂x2
−→e 2
=
∂αf
∂x1
−→e 1 + ·∂αf
∂x2
−→e 2 = ∇(αf)
b)∇(αf + βg) = α∇f + β∇g
∇(αf + βg) = ∂(αf + βg)
∂x1
−→e 1 + ∂(αf + βg)
∂x2
−→e 2
=
[
∂(αf)
∂x1
+
∂βg
∂x1
]
−→e 1 +
[
∂(αf)
∂x2
+
∂βg
∂x2
]
−→e 2
= α
(
∂f
∂x1
)
−→e 1 + α
(
∂f
∂x2
)
−→e 2 + β
(
∂g
∂x1
)
−→e 1 + β
(
∂g
∂x2
)
−→e 2
= α
[
∂f
∂x1
−→e 1 + α ∂f
∂x2
−→e 2
]
+ β
[
∂g
∂x1
−→e 1 + β ∂g
∂x2
−→e 2
]
= α∇f + β∇g
Os itens c) e d) tambe´m verificam-se facilmente.
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Definic¸a˜o 2.2. Seja f : Ω ⊆ R2 → R uma func¸a˜o real a 2 varia´veis reais. Considere a
equac¸a˜o
f(x1, x2) = k (2.5)
onde k e´ uma constante real. O conjunto dos pontos (x1, x2) satisfazendo a equac¸a˜o (2.5)
e´ chamado de curva de n´ıvel da func¸a˜o f .
Exemplo 2.17. Seja f(x, y) = x2 + y2, (x, y) ∈ R2. Nesse caso, a equac¸a˜o
x2 + y2 = k (2.6)
representa, para cada k > 0, uma curva no plano R2, que e´ uma circunfereˆncia de raio√
k. Para cada k, essa circunfereˆncia e´ uma curva de n´ıvel da func¸a˜o dada.
Teorema 2.2. Seja f : Ω ⊆ R2 → R uma func¸a˜o real a duas varia´veis reais de classe
C1(Ω). Seja P ∈ Ω e suponha que P pertence a alguma curva de n´ıvel γ de f , suposta
regular. Se ∇f(P ) 6= 0, enta˜o o vetor ∇f(P ) e´ normal a γ no ponto P .
Prova: Seja γ(t) = (x(t), y(t)) a curva de n´ıvel a qual P pertence. Enta˜o,
f(γ(t)) = k (2.7)
para algum k ∈ R. Derivando em relac¸a˜o a t, pela regra da cadeia, obtemos:
∂f
∂x
· dx
dt
+
∂f
∂y
· dy
dt
= 0 (2.8)
Equivalentemente,
∇f · d
−→γ
dt
= 0 (2.9)
Como
d−→γ
dt
e´ um vetor tangente a` curva γ e
d−→γ
dt
6= 0, pois −→γ e´ regular, por hipo´tese,
e ∇f 6= 0, tambe´m, temos que, em P , ∇f e´ perpendicular a d
−→γ
dt
. Conclu´ımos que ∇f e´
normal a` curva −→γ em P .
Do que foi acima exposto e, nas hipo´teses do teorema 2.2, o gradiente de uma func¸a˜o
f pode ser interpretado como uma aplicac¸a˜o que define um campo vetorial normal a`s
curvas de n´ıvel da func¸a˜o.
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Definic¸a˜o 2.3. Seja P ∈ Ω ⊆ R2, Ω aberto e uma direc¸a˜o em P , dada por um vetor
unita´rio
−→
b . Considere a reta que passa por P e conte´m
−→
b , cuja equac¸a˜o e´
−→r (t) = −→a +−→b t, t ≥ 0 (2.10)
onde −→a e´ o vetor posic¸a˜o de P . Em componentes,
−→r (t) = (a1 + b1t, a2 + b2t) (2.11)
Seja f ∈ C1(Ω) a derivada direcional de f , na direc¸a˜o −→b , em P , e´ a derivada da
func¸a˜o f(−→r (t)), em relac¸a˜o a t, em T = 0, que indica-se por ∂f
∂
−→
b
(P )
a
P
r(t)
b
y
x
Figura 2.1
Teorema 2.3. Suponha que f(x, y) admite derivadas parciais. Enta˜o,
∂f
∂
−→
b
(P ) =
−→
b · ∇f(P ) (2.12)
Prova: Aplicando a regra da cadeia a` f(−→r (t)), obtemos
∂f
∂
−→
b
(P ) =
∂f
∂t
(−→r (t))
=
∂f
∂r1
· ∂r1
∂t
+
∂f
∂r2
· ∂r2
∂t
(2.13)
onde r1 = a1 + b1t e r2 = a2 + b2t. Enta˜o
∂f
∂
−→
b
(P ) =
∂f
∂r1
b1 +
∂f
∂r2
b2
=
−→
b · ∇f(P )
(2.14)
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Teorema 2.4. Seja f : Ω ⊆ R2 → R uma func¸a˜o de classe C1(Ω). Enta˜o, em todo ponto
P ∈ Ω onde ∇f 6= 0, a derivada direcional de f e´ ma´xima na direc¸a˜o do gradiente de f .
Prova: Temos que
∂f
∂
−→
b
(P ) =
−→
b · ∇f = ||−→b || ||∇f || cosθ (2.15)
onde θ e´ o aˆngulo entre os vetores
−→
b e ∇f . Como ||−→b || = 1,
∂f
∂
−→
b
= ||∇f || cosθ (2.16)
Portanto,
∂f
∂
−→
b
e´ ma´xima quando θ = 0, isto e´, quando
−→
b tem a mesma direc¸a˜o e
sentido do vetor ∇f .
Lembrando que as derivadas de uma func¸a˜o f sa˜o uma medida da taxa de variac¸a˜o
de f , podemos concluir do resultado acima que a taxa de variac¸a˜o de f cresce mais
rapidamente na direc¸a˜o e sentido do vetor ∇f .
2.2 Rotacional
Para definirmos o rotacional, nesta sec¸a˜o consideramos campos vetoriais no R3.
Definic¸a˜o 2.4. Seja
−→
F = P−→e1 + Q−→e2 + R−→e3 um campo vetorial em Ω ⊆ R3, Ω aberto.
Suponha P , Q e R func¸o˜es de classe C1(Ω). Chama-se rotacional de
−→
F ao campo
vetorial sobre Ω definido por
rot
−→
F =
(
∂R
∂y
− ∂Q
∂z
)
−→e1 +
(
∂P
∂z
− ∂R
∂x
)
−→e2 +
(
∂Q
∂x
− ∂P
∂y
)
−→e3 (2.17)
Podemos indicar o rotacional usando a notac¸a˜o de operador gradiente.
Pensando o operador gradiente ∇ como sendo um vetor com componentes ∂
∂x
,
∂
∂y
,
∂
∂z
,
podemos considerar o produto vetorial de ∇ pelo campo vetorial −→F de modo que:
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∇×−→F :=
∣∣∣∣∣∣∣∣∣
−→e1 −→e2 −→e3
∂
∂x
∂
∂y
∂
∂z
P Q R
∣∣∣∣∣∣∣∣∣
=
(
∂R
∂y
− ∂Q
∂z
)
−→e1 +
(
∂P
∂z
− ∂R
∂x
)
−→e2 +
(
∂Q
∂x
− ∂P
∂y
)
−→e3
= rot
−→
F
(2.18)
Podemos escrever, enta˜o:
rot
−→
F = ∇×−→F (2.19)
O rotacional tem as seguintes propriedades alge´bricas:
Teorema 2.5. Sejam f, g func¸o˜es vetoriais de classe C1 em algum domı´nio Ω ⊆ R3.
Seja h de classe C1 uma func¸a˜o real com mesmo domı´nio. Enta˜o,
a) rot(α
−→
f + β−→g ) = αrot−→f + βrot−→g
b)hrot
−→
f +∇h×−→f = rot(h−→f )
Prova:
a) Sejam f = P−→e 1 +Q−→e 2 +R−→e 3 e g = K−→e 1 + L−→e 2 +M−→e 3, enta˜o:
rot(α
−→
f + β−→g ) = rot[α(P−→e 1 +Q−→e 2 +R−→e 3) + β(K−→e 1 + L−→e 2 +M−→e 3)]
= rot(αP−→e 1 + αQ−→e 2 + αR−→e 3 + βK−→e 1 + βL−→e 2 + βM−→e 3)
= rot[(αP + βK)−→e 1 + (αQ+ βL)−→e 2 + (αR + βM)−→e 3]
=
∂(αR + βM)
∂y
−→e 1 + ∂(αP + βK)
∂z
−→e 2 + ∂(αQ+ βL)
∂x
−→e 3
− ∂(αP + βK)
∂y
−→e 3 − ∂(αQ+ βL)
∂z
−→e 1 + ∂(αR + βM)
∂x
−→e 2
=α
∂R
∂y
−→e 1 + β∂M
∂y
−→e 1 + α∂P
∂z
−→e 2 + β∂K
∂z
−→e 2 + α∂Q
∂x
−→e 3 + β∂L
∂x
−→e 3
− α∂P
∂y
−→e 3 − β∂K
∂y
−→e 3 − α∂Q
∂z
−→e 1 − β∂L
∂z
−→e 1 − α∂R
∂x
−→e 2 − β∂M
∂x
−→e 2
=α
[(
∂R
∂x
− ∂Q
∂z
)
−→e 1 +
(
∂P
∂z
− ∂R
∂x
)
−→e 2 +
(
∂Q
∂x
− ∂P
∂y
)
−→e 3
]
+ β
[(
∂M
∂y
− ∂L
∂z
)
−→e 1 +
(
∂K
∂z
− ∂M
∂x
)
−→e 2 +
(
∂L
∂x
− ∂K
∂y
)
−→e 3
]
=αrot
−→
f + βrot−→g
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b) Seja f = P−→e 1 +Q−→e 2 +R−→e 3
hrot
−→
f +∇h×−→f = h
(
∂R
∂y
− ∂Q
∂z
)
−→e 1 + h
(
∂P
∂z
− ∂R
∂x
)
−→e 2 + h
(
∂Q
∂x
− ∂P
∂y
)
−→e 3
+
(
∂h
∂x
−→e 1 + ∂h
∂y
−→e 2 + ∂h
∂z
−→e 3
)
× (P−→e 1 +Q−→e 2 +R−→e 3)
= h
∂R
∂y
−→e 1 − h∂Q
∂z
−→e 1 + h∂P
∂z
−→e 2 − h∂R
∂x
−→e 2 + h∂Q
∂x
−→e 3
− h∂P
∂y
−→e 3 +
(
∂h
∂y
R− ∂h
∂z
Q
)
−→e 1 +
(
∂h
∂y
R− ∂h
∂z
Q
)
−→e 1
+
(
∂h
∂z
P − ∂h
∂x
R
)
−→e 2 +
(
∂h
∂x
Q− ∂h
∂y
P
)
−→e 3
Enta˜o,
hrot
−→
f +∇h×−→f =
(
h
∂R
∂y
− h∂Q
∂z
+
∂h
∂y
R− ∂h
∂z
Q
)
−→e 1
+
(
h
∂P
∂z
− h∂R
∂x
+
∂h
∂z
P − ∂h
∂x
R
)
−→e 2
+
(
h
∂Q
∂x
− h∂P
∂y
+
∂h
∂x
Q− ∂h
∂y
P
)
−→e 3
=
(
∂(hR)
∂y
− ∂(hQ)
∂z
)
−→e 1 +
(
∂(hP )
∂z
− ∂(hR)
∂x
)
−→e 2 +
(
∂(hQ)
∂x
− ∂(hP )
∂y
)
−→e 3
= rot(h
−→
f )
Exemplo 2.18. Seja
−→
F sendo
−→
F (x, y, z) = xz−→e1 + xyz−→e2 − y2−→e3 um campo vetorial no
R
3. As derivadas parciais de
−→
F existem de modo que podemos calcular rot
−→
F :
rot
−→
F =
[
∂
∂y
(−y2)− ∂
∂z
(xyz)
]
−→e1 −
[
∂
∂x
(−y2)− ∂
∂z
(xz)
]
−→e2 +
[
∂
∂x
(xyz)− ∂
∂y
(xz)
]
−→e3
= (−2y − xy)−→e1 − (0− x)−→e2 + (yz − 0)−→e3
= −y(2 + x)−→e1 + x−→e2 + yz−→e3
O rotacional tem uma interpretac¸a˜o f´ısica interessante que sera´ considerada nos se-
guintes exemplos:
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Exemplo 2.19. (Significado de Rotacional) Suponha um fluido em rotac¸a˜o ao redor da
origem no plano.
x
y
v(x,y)
wt =
0
Figura 2.2
Seja ω a velocidade angular do fluido, suposta constante. Portanto, o aˆngulo θ(t), no
instante t, de uma part´ıcula do fluido e´ θ(t) = ω · t. As coordenadas (x, y) da part´ıcula
sa˜o dadas por:
x = r cos(ωt)
y = r sin(ωt)
onde r e´ a distaˆncia da mesma ate´ a origem. Temos um campo vetorial de velocidades
na˜o angular dado por
−→v =
(
∂x
∂t
,
∂y
∂t
)
=
∂x
∂t
−→e1 + ∂y
∂t
−→e2
= −rω sinωt−→e1 + rω cosωt−→e2
= −ωy−→e1 + ωx−→e2
onde (x, y) ∈ R2. Suponha que o plano de escoamento do fluido e´ o plano XY ⊂ R3.
Defina −→w = w−→e 3, o vetor velocidade de rotac¸a˜o. Seja −→r = x−→e 1 + y−→e 2 o vetor posic¸a˜o
do ponto (x, y). Vemos, enta˜o, que a velocidade −→v , no ponto (x, y), e´ igual a
−→v = −→w ×−→r
Prosseguindo, vamos calcular rot−→v . Pela definic¸a˜o de rotacional,
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rot−→v =
∣∣∣∣∣∣∣∣∣
−→e1 −→e2 −→e3
∂
∂x
∂
∂y
∂
∂z
−wy wx 0
∣∣∣∣∣∣∣∣∣
= −→e3 (ω − (−ω)) = 2ω−→e3 = 2−→w
Portanto,
−→w = 1
2
rot−→v (2.20)
x
y
z
w
(x,y)
v
Figura 2.3
Percebemos, enta˜o, a relac¸a˜o direta entre o rotacional e a velocidade angular num
escoamento. A ocorreˆncia de um movimento de rotac¸a˜o de um fluido e´ assim descrita
por um vetor rotacional na˜o-nulo. Importante ressaltar que a rec´ıproca na˜o vale
necessariamente, como ilustra o exemplo a seguir.
Exemplo 2.20. Seja −→v = −→e2v0exp{−x
2
λ2
} o campo de velocidade de um fluido no R2.
Como mostra a figura, o fluido escoa na direc¸a˜o do eixo y sem apresentar qualquer
movimento de rotac¸a˜o, ver figura 2.4 (a). No entanto, calculando o rotacional, obtemos:
rot−→v = −−→e3v0 2x
λ2
e
−x
2
λ2 6= 0
para x 6= 0.
Este resultado e´ um indicador de ocorreˆncia potencial de movimento de rotac¸a˜o.
Vejamos como isso ocorre:
Considere um d´ınamo, um conjunto de quatro pa´s dispostas perpendicularmente entre
si, como mostra a Figura 2.4 (b). Inserindo-o no fluido, como mostra a figura, este
adquire um movimento de rotac¸a˜o hora´ria ou anti-hora´ria dependendo se ele esta´ a`
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direita ou a` esquerda do eixo y. No primeiro caso, a rotac¸a˜o hora´ria e´ ocasionada pela
velocidade do fluido que e´ maior sobre a pa´ esquerda do d´ınamo.
0
y
x
(b)(a)
Figura 2.4
No outro caso, o movimento de rotac¸a˜o anti-hora´ria e´ ocasionado pela velocidade do
fluido que e´ maior sobre a pa´ direita do d´ınamo.
2.3 Divergeˆncia
Definic¸a˜o 2.5. Seja
−→
F : Ω ⊆ R2 → R2 um campo vetorial de classe C1 definido no
aberto Ω e sejam f1, f2 as func¸o˜es coordenadas de
−→
F . A divergeˆncia de
−→
F , indicada por
div
−→
F , e´ a func¸a˜o real definida em Ω, dada por
div
−→
F =
∂f1
∂x1
+
∂f2
∂x2
(2.21)
A divergeˆncia de
−→
F pode ser expressa pelo produto escalar do operador gradiente ∇
com
−→
F :
div
−→
F = ∇ · −→F (2.22)
O divergente tem as seguintes propriedades alge´bricas:
Teorema 2.6. Sejam
−→
F ,
−→
G : Ω ⊆ R2 → R2 func¸o˜es vetoriais de classe C1 e h : Ω → R
uma func¸a˜o real tambe´m de classe C1. Enta˜o, para todo α, β ∈ R,
a) ∇ · (α−→F + β−→G) = α∇ · −→F + β∇ · −→G
b) h∇ · −→F + (∇h) · −→F = ∇ · (h−→F )
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Prova:
a) Seja:
−→
F = F1
−→e 1 + . . .+ Fn−→e n e −→G = G1−→e 1 + . . .+Gn−→e n
∇ · (α−→F + β−→G ) = ∇ · (αF1−→e 1 + . . .+ αFn−→e n + βG1−→e 1 + . . .+ βGn−→e n)
= ∇ · [(αF1 + βG1)−→e 1 + . . .+ (αFn + βGn)−→e n]
= div[(αF1 + βG1)
−→e 1 + . . .+ (αFn + βGn)−→e n]
=
∂(αF1 + βG1)
∂x1
+ . . .+
∂(αFn + βGn)
∂xn
=
∂(αF1)
∂x1
+
∂(βG1)
∂x1
+ . . .+
∂(αFn)
∂xn
+
∂(βGn)
∂xn
= α
[
∂F1
∂x1
+ . . .+
∂Fn
∂xn
]
+ β
[
∂G1
∂x1
+ . . .+
∂Gn
∂xn
]
= α · div−→F + β · div−→G
= α(∇ · −→F ) + β(∇−→G)
b) Seja:
−→
F = F1
−→e 1 + . . .+ Fn−→e n. Enta˜o:
h∇ · −→F + (∇h) · −→F = h(div−→F ) + (∇h) · −→F
= h
(
∂
−→
F 1
∂x1
+ . . .+
∂
−→
F n
∂xn
)
+
(
∂h
∂x1
−→e 1 + . . .+ ∂h
∂xn
−→e n
)
· (F1−→e 1 + . . .+ Fn−→e n)
=
(
h
∂
−→
F 1
∂x1
+ . . .+ h
∂
−→
F n
∂xn
)
+
(
F1
∂h
∂x1
−→e 1 + . . .+ Fn ∂h
∂xn
−→e n
)
=
(
h
∂
−→
F 1
∂x1
+ F1
∂h
∂x1
)
−→e 1 + . . .+
(
h
∂
−→
F n
∂xn
+ . . .+ Fn
∂h
∂xn
)
−→e n
=
∂(hF1)
∂x1
−→e 1 + . . .+ ∂(hFn)
∂xn
−→e n
= div(h
−→
F ) = ∇ · (h−→F )
Teorema 2.7. Seja f : Ω ⊆ R2 → R uma func¸a˜o real de classe C2(Ω). Enta˜o,
div(grad f) =
∂2f
∂x21
+
∂2f
∂x22
(2.23)
Prova: Como
grad f =
∂f
∂x1
−→e 1 + ∂f
∂x2
−→e 2 (2.24)
enta˜o
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div(grad f) =
∂
∂x1
(
∂f
∂x1
)
+
∂
∂x2
(
∂f
∂x2
)
(2.25)
Observe que, usando o s´ımbolo de gradiente (2.2), temos formalmente que
∇ · ∇ = ∂
2
∂x21
+
∂2
∂x22
(2.26)
Dessa forma, obtemos a seguinte representac¸a˜o
div(grad f) = ∇2f (2.27)
onde ∇2 := ∇·∇ e´ chamado de operador de Laplace ou, simplesmente, Laplaciano. Outro
s´ımbolo para o Laplaciano e´ 4.
Exemplo 2.21. Vamos calcular div
−→
F sendo
−→
F (x, y) = x−→e1 + xy−→e2 , definido no R2.
Pela definic¸a˜o de divergeˆncia, temos:
div
−→
F = ∇ · −→F = ∂
∂x
(x) +
∂
∂y
(xy)
= 1 + x
Teorema 2.8. Seja
−→
F = P−→e1 +Q−→e2 +R−→e3 um campo vetorial no R3 de classe C2. Enta˜o
div(rot
−→
F ) = 0 (2.28)
Prova: Usando as definic¸o˜es de divergeˆncia e rotacional e o teorema de Schwartz, temos:
div(rot
−→
F ) = ∇ · (∇×−→F )
=
∂
∂x
(
∂R
∂y
− ∂Q
∂z
)
+
∂
∂y
(
∂P
∂z
− ∂R
∂x
)
+
∂
∂z
(
∂Q
∂x
− ∂P
∂y
)
=
∂2R
∂x∂y
− ∂
2Q
∂x∂z
+
∂2P
∂y∂z
− ∂
2R
∂y∂x
+
∂2Q
∂z∂x
− ∂
2P
∂z∂y
= 0
Anteriormente vimos que quando um campo vetorial admite derivadas parciais, pode-
mos calcular o seu rotacional que e´ outro campo vetorial. E´ natural perguntar-se, agora,
se um campo vetorial qualquer pode sempre ser obtido a partir do rotacional de algum
outro campo vetorial. O operador divergente auxilia-nos a verificar que esse na˜o e´ sempre
o caso:
29
Exemplo 2.22. Mostraremos que o campo vetorial
−→
F (x, y) = x−→e1 + xy−→e2 − y2−→e3 ,
x > −1, y ∈ R na˜o pode ser escrito como o rotacional de outro campo vetorial, ou seja,
−→
F 6= rot−→G .
De fato, do exemplo anterior, temos que
div
−→
F = 1 + x
e, portanto, div
−→
F 6= 0. Se fosse verdade que −→F = rot−→G , pelo teorema 2.8 ter´ıamos:
div
−→
F = div(rot
−→
G) = 0 (2.29)
o que contradiz div
−→
F 6= 0. Portanto, −→F na˜o e´ o rotacional de outro campo vetorial.
Nos pro´ximos cap´ıtulos, veremos aplicac¸o˜es importantes do divergente.
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Cap´ıtulo 3
Linhas de Fluxo
3.1 Linhas de Fluxo
Definic¸a˜o 3.1. Seja
−→
F : Ω ⊆ R2 → R2 um campo vetorial cont´ınuo. Uma linha de fluxo
de
−→
F passando no ponto y ∈ Ω e´ uma curva γ de classe C1 com a propriedade seguinte:
d−→γ
dt
=
−→
F (−→γ (t)) (3.1)
−→γ (t0) = y (3.2)
Lembrando que −→γ ′(t) e´ um vetor tangente a` curva γ no ponto γ(t), a equac¸a˜o (3.1)
diz que sobre uma linha de fluxo, o vetor −→γ ′(t) coincide com o vetor −→F (γ(t)) no ponto
γ(t). Portanto, em cada ponto γ(t) de uma linha de fluxo, o vetor
−→
F (−→γ (t)) e´ tangente a`
γ e coincide com −→γ ′(t).
Exemplo 3.23. Seja
−→
F (x, y) = −y−→e1 + x−→e2 , (x, y) ∈ R2 e a curva γ(t) = (cos t, sin t),
t ∈ R. Vamos verificar que γ e´ uma linha de fluxo do campo −→F . De fato, temos que
d−→γ
dt
= (− sin t, cos t)
Tomando x(t) = cos t e y(t) = sin t temos que
d−→γ
dt
= (−y(t), x(t)) = −→F (x(t), y(t)) = −→F (γ(t))
De forma equivalente, uma linha de fluxo passando no ponto y ∈ Ω e´ uma soluc¸a˜o da
equac¸a˜o diferencial (3.1) satisfazendo a condic¸a˜o (3.2).
Dado
−→
F , o problema de obter soluc¸o˜es da equac¸a˜o (3.1) satisfazendo a condic¸a˜o (3.2),
chamada de condic¸a˜o inicial, e´ chamado problema de Cauchy. A existeˆncia e unicidade
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de soluc¸a˜o do problema de Cauchy e´ um problema matema´tico importante sobre o qual
prova-se os seguintes resultados:
Consideremos o caso mais geral em que
−→
F tambe´m depende de t.
Teorema 3.1. Seja F : Ω ⊆ R2 × R → R2 uma func¸a˜o cont´ınua no aberto Ω. Enta˜o,
para todo ponto (y, t0) ∈ Ω, y ∈ R2 e t0 ∈ R, existe um intervalo I que conte´m t0 tal que
a equac¸a˜o
df
dt
= F (f, t) (3.3)
tem uma u´nica soluc¸a˜o f : I → R2, f ∈ C1(I) definida em I, satisfazendo a condic¸a˜o
f(t0) = y. A soluc¸a˜o depende continuamente de t, t0 e y, sendo tambe´m diferencia´vel em
relac¸a˜o a estas varia´veis.
Para a prova desse teorema, ver [8].
Exemplo 3.24. Consideremos o caso simples
df
dt
= f
f(0) = y ∈ R
(3.4)
A func¸a˜o f(t) = yet e´ soluc¸a˜o do problema. O teorema (3.1) garante que esta soluc¸a˜o e´
a u´nica poss´ıvel, para cada y.
f
y
Figura 3.1
O teorema 3.1 afirma que a soluc¸a˜o depende continuamente de y. Isso significa que se
variarmos y continuamente, a soluc¸a˜o, como func¸a˜o de y, varia continuamente.
Podemos, portanto, definir a func¸a˜o φ(y; t) em duas varia´veis que, para cada y fixado,
φ(y; t) = f(t), ou seja, φ e´ a func¸a˜o f(t) que, em t = 0, passa no ponto (0, y) ∈ R2.
Daqui em diante t0 = 0.
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Definic¸a˜o 3.2. Seja φ(y, t) uma func¸a˜o que para cada y ∈ Ω ⊆ R2 fornece a linha de
fluxo de
−→
F que passa pelo ponto y quando t = 0. A func¸a˜o φ(y, t) e´ chamada de func¸a˜o
fluxo do campo vetorial. Para cada y, a func¸a˜o fluxo e´ soluc¸a˜o da equac¸a˜o (3.3). Pelo
teorema 3.1 essa func¸a˜o depende continuamente de t e y.
Exemplo 3.25. Seja
−→
F (x, y) = −y−→e1 + x−→e2 , (x, y) ∈ R2, o campo vetorial considerado
nos exemplos 1.13 e 3.23. Destes exemplos, esta´ claro que as linhas de fluxo de
−→
F sa˜o
circunfereˆncias conceˆntricas com centro no ponto (0,0). Vamos verificar que, nesse caso,
o fluxo de
−→
F e´ dado pela func¸a˜o
φ(p; t) = (x(t), y(t)) (3.5)
onde
x(t) = a cos t− b sin t
y(t) = a sin t+ b cos t
e p = (a, b) ∈ R2. Para t = 0, φ(p; 0) = (a, b) = p. E´ claro que, para cada ponto
p = (a, b) ∈ R2 fixado, φ(p; t) representa a linha de fluxo γp(t) = (x(t), y(t)) que passa
pelo ponto p = (a, b) em t = 0.
De fato, fixado o ponto p = (a, b),
dγp
dt
= (x′(t), y′(t))
= (−a sin t− b cos t, a cos t− b sin t)
= (−y(t), x(t))
=
−→
F (γp(t))
Comparando com o resultado do exemplo 3.23 vemos que a linha de fluxo la´ obtida
corresponde a` φ(1, 0; t) = (cos t, sin t). Vamos mostrar, agora, que as demais linhas de
fluxo de
−→
F sa˜o circunfereˆncias conceˆntricas. Seja p = (a, b) ∈ R2, qualquer. Temos que a
linha de fluxo que passa por p em t = 0 e´
γp(t) = φ(p; t) = (x(t), y(t)) (3.6)
onde x(t) = a cos t−b sin t e y(t) = a sin t+b cos t. Essa linha de fluxo e´ uma circunfereˆncia
de raio R =
√
a2 + b2.
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De fato,
x2 + y2 = (a cos t− b sin t)2 + (a sin t+ b cos t)2
= a2 cos2 t− 2ab cos t sin t+ b2 sin2 t+ a2 sin2 t+ 2ab cos t sin t+ b2 cos2 t
= a2 + b2
(3.7)
Como a e b sa˜o fixos, temos que γp(t) e´ uma circunfereˆncia de raio R =
√
a2 + b2. Ver
Figura 3.2
(a,b)
Figura 3.2
Como a soluc¸a˜o do problema de Cauchy (soluc¸o˜es da equac¸a˜o (3.1) satisfazendo a
equac¸a˜o (3.2)) depende continuamente de y ∈ Ω, podemos reexpressar a equac¸a˜o (3.1) na
forma
∂φ
∂t
(y, t) =
−→
F (φ(y, t), t) (3.8)
onde φ(y, t) representa a curva ou linha de fluxo γy(t) que passa pelo ponto y ∈ Ω no
instante t0 = 0.
Denote por φ1(y, t) e φ2(y, t) as componentes de φ(y, t). Lembrando que para cada y,
φ(y, t) e´ a linha de fluxo passando por y em t = 0, temos que φ1(y, t) e φ2(y, t) tambe´m
sa˜o as componentes de γy(t).
Teorema 3.2. Seja
−→
F : Ω ⊆ R2 × R → Rn uma func¸a˜o no aberto Ω de classe C1(Ω).
Seja φ(y; t) a func¸a˜o fluxo de
−→
F , isto e´, φ satisfaz (3.8). Seja J o determinante Jacobiano
de φ(y, t) relativo a y. Denotemos por x(t) = (x1(t), x2(t)) os pontos da linha de fluxo
φ(y, t) de sorte que x1(t) = φ1(y, t) e x2(t) = φ2(y, t). Supondo φ ∈ C2, enta˜o, no ponto
x(t) = φ(y, t) da linha de fluxo,
∂J
∂t
= J · div−→F (3.9)
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Prova: Temos
J(t) =
∣∣∣∣∣∣∣
∂φ1
∂y1
∂φ1
∂y2
∂φ2
∂y1
∂φ2
∂y2
∣∣∣∣∣∣∣ =
∂φ1
∂y1
· ∂φ2
∂y2
− ∂φ1
∂y2
· ∂φ2
∂y1
(3.10)
Derivando em relac¸a˜o a` t, obtemos
∂J
∂t
=
∂2φ1
∂t∂y1
· ∂φ2
∂y2
+
∂φ1
∂y1
· ∂
2φ2
∂t∂y2
− ∂
2φ1
∂t∂y2
· ∂φ2
∂y1
− ∂φ1
∂y2
· ∂
2φ2
∂t∂y1
(3.11)
Como, por hipo´tese, φ ∈ C2, podemos aplicar o teorema de Schwartz:
∂2φi
∂t∂yj
=
∂2φi
∂yj∂t
=
∂
∂yj
(
∂φi
∂t
)
(3.12)
Em seguida, da equac¸a˜o (3.8) temos:
∂2φi
∂t∂yj
=
∂
∂yj
(Fi(φ(y, t), t))
=
2∑
k=1
∂Fi
∂xk
(φ(y, t), t)
∂xk
∂yj
(3.13)
Lembrando que xk = φk(y, t), pois as coordenadas xk sa˜o as coordenadas de um ponto
da linha de fluxo φ(y, t) que passa em y em t = 0, conclui-se:
∂2φi
∂t∂yj
=
2∑
k=1
∂Fi
∂xk
(φ(y, t), t)
∂φk
∂yj
(y, t) (3.14)
Explicitamente:
∂2φ1
∂t∂y1
=
∂F1
∂x1
(φ(y, t), t)
∂φ1
∂y1
(y, t) +
∂F1
∂x2
(φ(y, t), t)
∂φ2
∂y1
(y, t) (3.15)
e
∂2φ2
∂t∂y2
=
∂F2
∂x1
(φ(y, t), t)
∂φ1
∂y2
(y, t) +
∂F2
∂x2
(φ(y, t), t)
∂φ2
∂y2
(y, t), (3.16)
∂2φ2
∂t∂y1
=
∂F2
∂x1
(φ(y, t), t)
∂φ1
∂y1
(y, t) +
∂F2
∂x2
(φ(y, t), t)
∂φ2
∂y1
(y, t), (3.17)
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∂2φ1
∂t∂y2
=
∂F1
∂x1
(φ(y, t), t)
∂φ1
∂y2
(y, t) +
∂F1
∂x2
(φ(y, t), t)
∂φ2
∂y2
(y, t) (3.18)
Substituindo,
∂J
∂t
=
(
∂F1
∂x1
· ∂φ1
∂y1
+
∂F1
∂x2
· ∂φ2
∂y1
)
∂φ2
∂y2
+
∂φ1
∂y1
(
∂F2
∂x1
· ∂φ1
∂y2
+
∂F2
∂x2
· ∂φ2
∂y2
)
−(
∂F1
∂x1
· ∂φ1
∂y2
+
∂F1
∂x2
· ∂φ2
∂y2
)
∂φ2
∂y1
− ∂φ1
∂y2
(
∂F2
∂x1
· ∂φ1
∂y1
+
∂F2
∂x2
· ∂φ2
∂y1
)
= A+B − C −D
(3.19)
Mas
A− C =∂F1
∂x1
· ∂φ1
∂y1
· ∂φ2
∂y2
+
∂F1
∂x2
· ∂φ2
∂y1
· ∂φ2
∂y2
− ∂F1
∂x1
· ∂φ1
∂y2
· ∂φ2
∂y1
− ∂F1
∂x2
· ∂φ2
∂y2
· ∂φ2
∂y1
=
∂F1
∂x1
J
(3.20)
e
B −D =∂φ1
∂y1
· ∂φ1
∂y2
· ∂F2
∂x1
+
∂φ1
∂y1
· ∂F2
∂x2
· ∂φ2
∂y2
− ∂φ1
∂y2
· ∂F2
∂x1
· ∂φ1
∂y1
− ∂φ1
∂y2
· ∂F2
∂x2
· ∂φ2
∂y1
=
∂F2
∂x2
J
(3.21)
Portanto, sobre cada linha de fluxo γy(t) = φ(y, t) em Ω, o Jacobiano satisfaz a` equac¸a˜o
∂J
∂t
= J · (div−→F (φ(y, t), t)) (3.22)
cuja soluc¸a˜o e´ da forma
J(t) = c · exp
∫ t
0
div
−→
F (φ(y, s), s)ds (3.23)
Para determinar a constante c, note que quando t = 0, φ(y, 0) = y, seguindo-se que
φ1(y, 0) = y1 e φ2(y, 0) = y2 (3.24)
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Portanto,
∂φ1
∂y1
(y, 0) = 1,
∂φ1
∂y2
(y, 0) = 0
∂φ2
∂y1
(y, 0) = 0,
∂φ2
∂y2
(y, 0) = 1
(3.25)
implicando que
J(0) = 1 (3.26)
Tomando t = 0 na (3.23), temos que
c = J(0) = 1 (3.27)
e
J(t;φ(y, t)) = exp
∫ t
0
div
−→
F (φ(y, s), s)ds (3.28)
Dos resultados acima segue que
J(t;φ(y, t)) > 0 (3.29)
para todo t, ou seja, J e´ estritamente positivo.
Suponha que o campo vetorial
−→
F satisfaz div
−→
F ≡ 0. Enta˜o J(t) = 1, para todo t.
Em especial, quando o campo na˜o depende explitamente de t,
J(t) = exp (t · div−→F ) (3.30)
Seja
−→
F : Ω ⊆ R2 → R2 um campo vetorial de classe C1(Ω). Por cada ponto y ∈ Ω
passa uma u´nica linha de fluxo dada pela func¸a˜o φ(y; t). Seja φt a aplicac¸a˜o que associa
a cada ponto y ∈ Ω, o ponto φ(y, t) da linha de fluxo que passa por y em t = 0.
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DD t
Ω
y
(y,t)φ
Figura 3.3
Seja D ⊂ Ω uma regia˜o de Ω e seja Dt := φt(D) a regia˜o de Ω obtida aplicando γt aos
pontos de D. Denotemos por A(t) a a´rea da regia˜o Dt. Temos que
A(t) =
∫ ∫
Dt
dx1dx2 (3.31)
Os pontos em Dt tem componentes
xi = φi((y1, y2), t) (3.32)
Assumindo que as condic¸o˜es do teorema da mudanc¸a de coordenadas na integral dupla
sa˜o satisfeitas, obtemos:
dx1dx2 = |J(t)|dy1dy2
= J(t)dy1dy2
(3.33)
pois J > 0, para todo t. Portanto,
A(t) =
∫ ∫
D
J(t)dy1dy2 (3.34)
Derivando A(t) e aplicando o teorema 3.2,
A′(t) =
∫ ∫
D
∂J
∂t
dy1dy2
=
∫ ∫
D
J(t)div
−→
F dy1dy2
(3.35)
A partir deste u´ltimo resultado podemos concluir o seguinte:
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a) Se div
−→
F = 0 em Ω, enta˜o A′(t) = 0. Isso significa que A(t) = A(0) = A(D) e na˜o
ha´ variac¸a˜o na a´rea.
b) Se div
−→
F > 0, enta˜o, como J > 0, segue que A′(t) > 0 para todo t. A a´rea A(t) e´
crescente no paraˆmetro t e A(t) > A(0) = A(D).
c) Se div
−→
F < 0 em Ω, enta˜o, como J > 0, segue que A′(t) < 0, para todo t. A a´rea
A(t) decresce no paraˆmetro t, e A(t) < A(0) = A(D).
Exemplo 3.26. (Equac¸a˜o da Continuidade)
Consideremos o escoamento de um fluido no plano. Suponha que o campo de
velocidades seja dado por
−→v (x, y; t) = v1(x1, y1; t)−→e1 + v2(x2, y2; t)−→e2 (3.36)
uma func¸a˜o de classe C1(R2). Seja ρ(x, y; t) a densidade superficial de massa do fluido
(massa por unidade de a´rea), uma func¸a˜o de classe C1. Seja M(t) a massa de fluido que
no instante t ocupa a regia˜o Dt. Enta˜o,
M(t) =
∫ ∫
Dt
ρ(x1, x2; t)dx1dx2 (3.37)
Os pontos em Dt tem componentes
xi = φi((y1, y2), t) (3.38)
y
(y,t)φ
D
D t
Figura 3.4
Procedendo como antes, obtemos
M(t) =
∫ ∫
D
ρ(φ1(y1, y2, t), φ2(y1, y2, t), t)J(t)dy1dy2 (3.39)
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O escoamento do fluido da regia˜o D para a regia˜o Dt ocorre ao longo de linhas de fluxo.
As part´ıculas de fluido em D, no instante t = 0, estara˜o em Dt no instante t. Portanto,
a massa total de fluido em D e´ a mesma que em Dt. Dessa forma, devemos ter
M ′(t) = 0 (3.40)
para todo t. Derivando ambos os lados de (3.39), obtemos
∫ ∫
Dt
{[
∂ρ
∂t
+
2∑
i=1
∂ρ
∂φi
· ∂φi
∂t
]
J(t) + ρ
∂J
∂t
}
dy1dy2 = 0 (3.41)
φ1 e φ2 sa˜o as componentes da linha de fluxo
−→γ y(t) = (φ1(y, t), φ2(y, t)) de modo que
∂φi
∂t
sa˜o as componentes de −→γ ′y(t), que e´ um vetor tangente a −→γ y(t). Esse vetor
tangente e´ a velocidade, dada por −→v (x, y, t). Portanto, pela (3.38)
[
∂ρ
∂t
+
2∑
i=1
∂ρ
∂φi
· ∂φi
∂t
]
J + ρ
∂J
∂t
=
[
∂ρ
∂t
+
2∑
i=1
∂ρ
∂xi
· ∂xi
∂t
]
J + ρ
∂J
∂t
=
(
∂ρ
∂t
+∇ρ · −→v
)
J + ρJdiv−→v
(3.42)
Portanto,
∫ ∫
Dt
[
∂ρ
∂t
+∇ρ · −→v + ρ div−→v
]
Jdy1dy2 = 0 (3.43)
Pelo teorema 2.6 (b),
(∇ρ) · −→v + ρ div−→v = ∇ · (ρ−→v ) (3.44)
Enta˜o,
∫ ∫
Dt
[
∂ρ
∂t
+∇ · (ρ−→v )
]
J(t)dy1dy2 = 0 (3.45)
para todo t. Como J(t) > 0, segue que
∂ρ
∂t
+∇ · (ρ−→v ) = 0 (3.46)
Esta equac¸a˜o e´ chamada de equac¸a˜o da continuidade. Por esta equac¸a˜o,
∂ρ
∂t
= −div(ρ−→v ) (3.47)
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A partir desta equac¸a˜o podemos dizer que:
a) Se div(ρ−→v ) < 0, enta˜o ∂ρ
∂t
> 0 em Dt. Portanto, a densidade do fluido esta´ crescendo
com o tempo e a a´rea A(Dt) esta´ diminuindo. Isso significa que o fluido esta´ sendo
comprimido.
b)Se div(ρ−→v ) > 0, enta˜o ∂ρ
∂t
< 0 em Dt. A densidade do fluido esta´ diminuindo com o
tempo e a a´rea A(Dt) esta´ aumentando. Isso significa que o fluido esta´ se expandindo
com o tempo.
c) Se div(ρ−→v ) = 0, enta˜o ∂ρ
∂t
= 0 em Dt. A densidade do fluido permanece constante ao
longo do tempo e a a´rea A(Dt) = A(D) tambe´m permanece constante.
Diz-se que um fluido e´ incompress´ıvel quando seu campo de velocidades satisfaz
div(ρ−→v ) = 0, ou equivalentemente, sua densidade na˜o varia durante o escoamento.
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Cap´ıtulo 4
Integrais de Linha e Teoremas
Integrais
4.1 Integrais de Linha
Definic¸a˜o 4.1. Seja
−→
F : Ω ⊆ R2 → R2, Ω aberto, um campo vetorial cont´ınuo, e uma
curva γ : [a, b] → Ω, de classe C1([a, b]). A integral
∫
γ
−→
F · dγ :=
∫ b
a
−→
F (−→γ (t)) · −→γ ′(t)dt (4.1)
e´ chamada de integral de linha de
−→
F sobre γ.
Uma aplicac¸a˜o f´ısica importante da integral de linha e´ o trabalho de uma forc¸a ao
longo de uma trajeto´ria.
Exemplo 4.27. Vamos calcular
∫
γ
−→
F · dγ, sendo −→F (x, y) = x−→e1 + y−→e2 e γ(t) = (t, t2),
t ∈ [−1, 1]. Pela definic¸a˜o 4.1,∫
γ
−→
F · dγ =
∫ 1
−1
−→
F (γ(t)) · γ ′dt
Temos:
−→
F (γ(t)) =
−→
F (t, t2) = t−→e1 + t2−→e2
γ′(t) = (1, 2t)
Assim,
−→
F (γ(t)) · γ ′ = (t−→e1 + t2−→e2 ) · (1, 2t) = t+ 2t3
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Logo,
∫
γ
−→
F · dγ =
∫ 1
−1
(t+ 2t3)dt = 0
−1 1
F(1.1)
Figura 4.1
Exemplo 4.28. Seja γ(t) = (cos t, sin t), 0 ≤ t ≤ 2pi, e
−→
F (x, y) =
−y
x2 + y2
−→e1 + x
x2 + y2
−→e2
Enta˜o,
∫
γ
−→
F · d−→r =
∫ 2pi
0
[
− sin t
cos2 t+ sin2 t
−→e1 + cos t
cos2 t+ sin2 t
−→e2 ] · (− sin t, cos t)dt =
∫ 2pi
0
dt = 2pi
Teorema 4.1. Seja
−→
F um campo vetorial cont´ınuo no aberto Ω ⊆ Rn e sejam γ1 :
[a, b] → Ω e γ2 : [c, d] → Ω duas curvas de classe C1 em seus respectivos domı´nios.
Suponha que γ1 e γ2 tem o mesmo trac¸o em Ω.
a) Se γ2 for obtida de γ1 por uma mudanc¸a de paraˆmetro que conserva a orientac¸a˜o
de γ1, ou seja, γ1 e γ2 tem a mesma orientac¸a˜o, enta˜o:
∫
γ1
−→
F · dγ1 =
∫
γ2
−→
F · dγ2 (4.2)
b)Se γ2 for obtida de γ1 por uma mudanc¸a de paraˆmetro que reverte a orientac¸a˜o de
γ1, ou seja, γ2 tem a orientac¸a˜o contra´ria a de γ1, enta˜o:
∫
γ1
−→
F · dγ1 = −
∫
γ2
−→
F · dγ2 (4.3)
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Prova:
a) Seja g a func¸a˜o mudanc¸a de paraˆmetro . Temos, nesse caso, que g′(s) > 0 em todo
s e g(c) = a, g(d) = b.
Fazendo a mudanc¸a de varia´vel t = g(s)
∫
γ1
−→
F · dγ1 =
∫ b
a
−→
F (γ1)(t) · −→γ ′1dt
=
∫ g(d)
g(c)
−→
F (γ1(g(s)))) · −→γ ′1(g(s)) · dg(s)
=
∫ d
c
−→
F (γ1(g(s))) · γ ′1(g(s)) ·
dg
ds
ds
(4.4)
Mas como g e´ bijetora e de classe C1, temos γ1(g(s)) = γ2(s), ou ainda, γ1(t) =
γ2(g
−1(t)). Portanto,
dγ2
ds
(s) =
d
ds
(γ2(g
−1(t))s=g−1(t)
=
d
dt
(γ2(g
−1(t))
∣∣∣
t=g(s)
dt
ds
=
dγ1(t)
dt
∣∣∣
t=g(s)
dg
ds
= γ′1(g(s))
dg
ds
(4.5)
Assim,
∫ d
c
−→
F (γ1(g(s)) · γ ′1(g(s)) ·
dg
ds
ds =
∫ d
c
−→
F (γ2(g(s)) · γ ′2(s)ds =
∫
γ2
−→
F · dγ2 (4.6)
b) Nesse caso, g′(s) < 0, g(c) = b e g(d) = a.
Temos
∫
γ1
−→
F · dγ1 =
∫ b
a
−→
F (γ1(t)) · −→γ ′1(t)dt
=
∫ g(c)
g(d)
−→
F (γ1(g(s))) · γ ′1(g(s))dg(s)
=
∫ c
d
−→
F (γ1(g(s)) · γ ′1(g(s))
dg
ds
ds
= −
∫ d
c
−→
F (γ2(s)) · γ ′2(s)ds = −
∫
γ2
−→
F · dγ2
(4.7)
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Observac¸a˜o: Outra forma de expressar a integral de linha e´ a seguinte:
Seja
−→
F (x, y) = P (x, y)−→e 1 +Q(x, y)−→e 2 (4.8)
e
−→γ (t) = (x(t), y(t)) (4.9)
Enta˜o,
−→
F (γ(t)) =
−→
F (x(t), y(t)),
seguindo-se que
∫
γ
−→
F · d−→γ =
∫
γ
−→
F (γ(t)) · d
−→γ
dt
dt
=
∫
γ
[
P (x(t), y(t))
dx
dt
dt+Q(x(t), y(t))
dy
dt
dt
]
=
[∫
γ
P (x(t), y(t))dx(t) +Q(x(t), y(t))dy(t)
] (4.10)
Este u´ltimo resultado justifica a seguinte notac¸a˜o, utilizada nas pro´ximas sec¸o˜es, para
a integral de linha:
∫
γ
Pdx+Qdy
que deve ser entendida no sentido de (4.10).
4.2 Teoremas Integrais
4.2.1 Teorema de Green no plano
Teorema 4.2.(de Green no plano) Seja Ω ⊂ R2 um aberto do R2, simplesmente conexo e
γ : [a, b] → Ω uma curva de classe C1([a, b]) por partes, simples e fechada em Ω, fronteira
de uma regia˜o limitada e fechada K ⊂ Ω, orientada no sentido anti-hora´rio. Sejam
P (x, y) e Q(x, y) de classe C1(Ω). Enta˜o,
∮
γ
Pdx+Qdy =
∫ ∫
K
[
∂Q
∂x
− ∂P
∂y
]
dxdy (4.11)
A prova desse teorema sera´ omitida. Ver [6].
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Exemplo 4.29. Vamos aplicar o Teorema de Green para calcular a integral
∮
γ
(x4 − y3)dx+ (x3 + y5)dy
onde γ(t) = (cos t, sin t), 0 ≤ t ≤ 2pi. Temos que P (x, y) = x4 − y3 e Q(x, y) = x3 + y5
sa˜o de classe C1 em R2. A imagem de γ e´ a fronteira do c´ırculo K dado por x2 + y2 ≤ 1,
que esta´ contido em R2. Pelo teorema de Green,
∮
γ
(x4 − y3)dx+ (x3 + y5)dy =
∫ ∫
K
(
∂Q
∂x
− ∂P
∂y
)
dxdy
onde
∂Q
∂x
= 3x2 e
∂P
∂y
= −3y2; logo,
∮
γ
(x4 − y3)dx+ (x3 + y5)dy =
∫ ∫
K
(3x2 + 3y2)dxdy
= 3
∫ ∫
K
(x2 + y2)dxdy
Utilizando coordenadas polares
x = r cos θ
y = r sin θ
de modo que
3
∫ ∫
K
(x2 + y2)dxdy = 3
∫ 2pi
0
∫ 1
0
r2 · rdrdθ
= 3
∫ 2pi
0
(
r4
4
∣∣1
0
)
dθ
= 3
∫ 2pi
0
1
4
dθ
= 3
(
2pi
4
)
=
3pi
2
Exemplo 4.30. Vamos calcular a integral
I =
∮
γ
−y
x2 + y2
dx+
x
x2 + y2
dy
onde γ(t) = (cos t, sin t), 0 ≤ t ≤ 2pi. As func¸o˜es P (x, y) = −y
x2 + y2
e Q(x, y) =
x
x2 + y2
sa˜o de classe C1 no aberto Ω = R2 − {(0, 0)}. A regia˜o Ω na˜o e´ simplesmente conexa ja´
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que o ponto (0, 0) esta´ ausente. Assim, na˜o podemos aplicar o Teorema de Green, ja´ que
as hipo´teses do mesmo na˜o sa˜o satisfeitas. A u´nica maneira de calcularmos a integral e´
por ca´lculo direto, usando a definic¸a˜o de integral de linha. Temos que
∮
γ
−y
x2 + y2
dx+
x
x2 + y2
dy = 2pi
o ca´lculo e´ ideˆntico ao do exemplo 4.28
4.2.2 Teorema de Stokes no plano
O teorema de Stokes no plano e´ a versa˜o vetorial do Teorema de Green no plano.
Teorema 4.3.(de Stokes no plano) Seja Ω ⊂ R2 um aberto do R2, simplesmente conexo,
e γ : [a, b] → Ω uma curva de classe C1([a, b]) por partes, simples e fechada em Ω,
fronteira de uma regia˜o limitada e fechada K ⊂ Ω, orientada no sentido anti-hora´rio.
Seja
−→
F : Ω ⊆ R2 ⊂ R3 → R2, um campo vetorial de classe C1(Ω). Enta˜o,
∮
γ
−→
F · d−→γ =
∫ ∫
K
rot
−→
F · −→k dxdy (4.12)
onde
−→
k e´ um vetor unita´rio normal a` Ω.
Prova: Como
−→
F e´ um campo vetorial plano, podemos, sem perda de generalidade, tomar
Ω contido no plano XY do R3 e
−→
F (x, y) = (P (x, y), Q(x, y), 0) (4.13)
Enta˜o,
∮
γ
−→
F · d−→γ =
∮
γ
Pdx+Qdy (4.14)
e
∂Q
∂x
− ∂P
∂y
= (rot
−→
F ) · −→k (4.15)
Substituindo estes resultados no Teorema de Green, obtemos (4.12).
Exemplo 4.31. Seja −→v (x, y), (x, y) ∈ R2 o campo vetorial de velocidades de um fluido.
Suponha −→v e´ de classe C1(R2). Chama-se circulac¸a˜o do campo de velocidades no ponto
P a` integral de linha
CP (
−→v ) :=
∮
γP
−→v · d−→γ (4.16)
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onde γP e´ uma curva fechada simples ao redor de P e orientada no sentido anti-hora´rio.
A circulac¸a˜o tem um significado f´ısico que e´ o seguinte:
Suponha que, sobre γP ,
−→v tem a mesma direc¸a˜o e sentido do vetor tangente a γP , isto e´,
−→v (γP (t) = c · −→γ ′(t), c > 0. Nesse caso,
CP (
−→v ) =
∮
γP
−→v (−→γ (t))dγ
dt
dt = c
∮ b
a
||−→γ ′(t)||2dt > 0 (4.17)
Isso significa que as part´ıculas do fluido sobre γP tem um movimento girato´rio so sentido
anti-hora´rio. O fluido tem um movimento de rotac¸a˜o ao redor de P , numa vizinhanc¸a de
P que conte´m γP , pelo menos. Se
−→v (γP (t)) = c−→γ ′(t), c < 0, para todo t ∈ [a, b], enta˜o,
CP (
−→v ) = c
∫ b
a
||−→γ ′(t)||2dt < 0 (4.18)
Nesse caso, o fluido gira no sentido hora´rio, sobre −→γ P (t)
P P
v
v
v
v
γ
P
v
Figura 4.2
Quando −→v e´ perpendicular a` γ, em cada ponto, enta˜o −→v (γP (t)) · −→γ ′ = 0. Nesse caso, a
circulac¸a˜o e´ zero:
CP (
−→v ) = 0 (4.19)
P
Figura 4.3
Aplicando o teorema de Stokes a` circulac¸a˜o, obtemos
CP (
−→v ) =
∫ ∫
K
(rot−→v ) · −→k dxdy (4.20)
48
onde K e´ a regia˜o do R2 limitada e fechada pela curva γP e
−→
k e´ um vetor unita´rio
normal ao R2.
Quando rot−→v = 0, tem-se CP (−→v ) = 0. Por esta raza˜o, o vetor rot−→v e´ tambe´m chamado
de vetor de vorticidade.
4.2.3 Teorema da Divergeˆncia (ou de Gauss) no plano
Definic¸a˜o 4.2. Seja
−→
F : Ω ⊆ R2 → R2, Ω aberto, um campo vetorial cont´ınuo. Seja
γ : [a, b] → Ω uma curva de classe C1, regular e injetora dada por γ(t) = (x(t), y(t)). A
integral
∫
γ
−→
F · −→n ds :=
∫ b
a
(−→
F (−→γ (t)) · −→n (γ(t))
)
· ||−→γ ′(t)||dt, (4.21)
onde
−→n (γ(t)) := y
′(t)−→e 1 − x′(t)−→e 2
||γ′(t)|| , (4.22)
e´ chamada de taxa de vaza˜o ou fluxo do campo vetorial
−→
F atrave´s de γ, na direc¸a˜o −→n .
Seja
−→
k um vetor unita´rio, normal a Ω, e cujo sentido e´ a do leitor. O vetor −→n (γ(t)),
na definic¸a˜o 4.2, pode ser expresso na forma
−→n (γ(t)) =
−→γ ′(t)×−→k
||−→γ ′(t)|| (4.23)
O vetor −→γ ′(t) × −→k e, portanto, −→n (γ(t)), e´ normal a −→γ ′(t) em cada ponto −→γ (t) da
curva, isto e´, −→γ ′(t) · −→n = 0. Ale´m disso, caminhando sobre a curva na orientac¸a˜o anti-
hora´ria, o sentido de −→n e´ o do lado direito. Assim, se γ for uma curva fechada, orientada
no sentido anti-hora´rio, −→n e´ a normal exterior a` curva γ.
A diferencial ds e´ a diferencial da func¸a˜o comprimento de arco de γ(t) dada por
s(t) =
∫ t
a
||γ′(θ)||dθ (4.24)
Portanto, ds = ||γ ′(t)||dt.
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γ(t)
n
’(t)γ
( γ (t))1
γ
Ω
Figura 4.4
Teorema 4.4.(da divergeˆncia no plano) Seja F : Ω ⊆ R2 → R2, com Ω aberto do −→R 2,
simplesmente conexo, um campo vetorial de classe C1(Ω), dado por
−→
F = (P (x, y), Q(x, y)).
Seja K um conjunto fechado e limitado contido em Ω, de interior na˜o-vazio, limitado por
uma curva fechada γ(t), regular, simples e de classe C1 com orientac¸a˜o anti-hora´ria.
Enta˜o:
∮
γ
−→
F · −→n ds =
∫ ∫
K
div
−→
F dxdy (4.25)
onde −→n e´ dada por (4.22).
Prova: Temos, por (4.21) que
∮
γ
−→
F · −→n ds =
∫ b
a
(−→
F (γ(t)) · −→n (γ(t))
)
· ||γ′(t)||dt
Mas, de acordo com (4.22):
∮
γ
−→
F · −→n ds =
∫ b
a
−→
F (γ(t)) ·
[
1
||γ′(t)||(y
′(t)−→e1 − x′(t)−→e2 )
]
||γ′(t)||dt
Segue que
∮
γ
−→
F · −→n ds =
∫ b
a
[P (γ(t))y′(t)−Q(γ(t))x′(t)]dt
=
∮
γ
−Qdx+ Pdy
(4.26)
Aplicando o Teorema de Green a este u´ltimo resultado, conclui-se que
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∮
γ
−→
F · −→n ds =
∮
−Qdx+ Pdy
=
∫ ∫
K
(
∂P
∂x
+
∂Q
∂y
)
dxdy
=
∫ ∫
K
div
−→
F dxdy
(4.27)
Exemplo 4.32. Seja
−→
F (x, y) = y3−→e2 . Vamos calcular a taxa de vaza˜o de −→F atrave´s da
fronteira γ do retaˆngulo 1 ≤ x ≤ 3, 1 ≤ y ≤ 2, sendo −→n a normal exterior ao retaˆngulo.
1
2
1 3
B
C
A
D
F(x,1) = e
F(x,2) = 8e
y
x
2
2
Figura 4.5
Aplicando o teorema da divergeˆncia:
∮
γ
−→
F · −→n ds =
∫ ∫
K
div
−→
F dxdy
sendo K o retaˆngulo dado e γ sua fronteira orientada no sentido anti-hora´rio e −→n a normal
exterior. Como div
−→
F = 3y2, temos:
∫ 2
1
∫ 3
1
3y2xdxdy =
∫ 2
1
3y2
∣∣∣∣
3
1
dy
=
∫ 2
1
9y2 − 3y2dy
=
∫ 2
1
6y2dy =
6y3
3
∣∣∣∣
2
1
= 2(8)− 2 = 14
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Exemplo 4.33 Consideremos o escoamento de um fluido no R2. Seja −→v o campo
vetorial de velocidades do fluido e −→γ uma curva contida na regia˜o do escoamento.
Suponhamos −→v e −→γ func¸o˜es de classe C1(R2). Nosso objetivo e´ calcular e interpretar
fisicamente a taxa de vaza˜o
∫
γ
−→v · −→n ds (4.28)
do fluido atrave´s de γ. Vamos fazeˆ-lo na situac¸a˜o mais simples em que −→v e´ constante e
a curva γ e´ um segmento de reta de comprimento l(γ). Suponha que −→v e −→n formam um
aˆngulo menor que
pi
2
. Nesse caso,
∫
γ
−→v · −→n ds = −→v · −→n
∫
γ
ds
−→v · −→n
∫ b
a
||−→γ ′(t)||dt
= −→v · −→n l(γ)
(4.29)
n v
∆pi  2 − θ
x
θ
e1
l(γ)
γ
Figura 4.6
Suponha que o fluido tem densidade ρ = 1 unidade de massa por unidade de a´rea (por
exemplo, 1 grama por cent´ımetro quadrado). Enta˜o, lembrando que a densidade me´dia
de um fluido com massa M e que ocupa uma a´rea A e´
ρ =
M
A
(4.30)
segue que, quando ρ = 1, temos M = A.
Sendo −→v a velocidade do fluido, no intervalo de tempo 4t, o fluido que atravessa γ,
percorrera´ uma a´rea igual a` do paralelogramo mostrado na figura 4.6.
Denotemos por 4x o comprimento lateral direita e esquerda do paralelogramo. Da
definic¸a˜o de velocidade,
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||−→v || = 4x4t (4.31)
Tome 4t = 1 unidade de tempo (por exemplo, 1 segundo). Enta˜o 4x = ||−→v ||. Como
ρ = 1, a massa de fluido que atravessa γ em 4t = 1 segundo e´ igual a` a´rea do
paralelogramo que e´ igual a
A = || 4 −→x ×−→l (γ)|| = ||−→v ×−→l (γ)|| (4.32)
−→
l = l−→e1 . Enta˜o,
A = ||−→v ||l(γ)sen(pi
2
− θ)
= ||−→v ||l(γ)cos(θ)
= ||−→v ||||−→n ||cos(θ)l(γ)
= −→v · −→n l(γ)
Como ρ = 1, a massa total de fluido que escoa atrave´s de γ na unidade de tempo e´
M = A = −→v −→n l(γ) (4.33)
Essa e´ a interpretac¸a˜o f´ısica da taxa de vaza˜o.
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Cap´ıtulo 5
Campos Conservativos
5.1 Definic¸a˜o
Definic¸a˜o 5.1. Um campo vetorial
→
F : Ω ⊆ R2 → R2, Ω aberto, e´ chamado de conserva-
tivo quando existe uma func¸a˜o ϕ : Ω → R de classe C1 tal que
→
F (x) = (∇ϕ)(x) (5.1)
em todo x ∈ Ω. A func¸a˜o ϕ e´ chamada de func¸a˜o potencial.
Observamos que a func¸a˜o ϕ, se existir, na˜o e´ u´nica. De fato, ∇ψ =→F para ψ = ϕ+C,
onde C e´ uma constante qualquer.
Exemplo 5.34. O campo vetorial
−→
F (x, y) =
x
x2 + y2
−→e1 + y
x2 + y2
−→e2 (5.2)
definido em Ω = R2 − {0, 0} e´ conservativo. De fato, seja ϕ = 1
2
ln(x2 + y2), (x, y) ∈ Ω.
Temos que:
∂ϕ
∂x
=
x
x2 + y2
(5.3)
e
∂ϕ
∂y
=
y
x2 + y2
(5.4)
Portanto
∇ϕ = −→F (5.5)
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Teorema 5.1. Seja
−→
F : Ω ⊆ R2 → R2, Ω aberto, de classe C1(Ω), um campo vetorial
conservativo. Enta˜o
rot
−→
F =
→
0 (5.6)
em Ω. Um campo conservativo, por satisfazer (5.6) e´ chamado de irrotacional.
Prova: Escrevendo
→
F como
−→
F = P−→e1 +Q−→e2 (5.7)
e supondo que
−→
F e´ conservativo, existe ϕ : Ω → R tal que
∇ϕ = −→F (5.8)
em Ω. Portanto,
∂ϕ
∂x
= P,
∂ϕ
∂y
= Q (5.9)
em Ω. Sendo
−→
F ∈ C1(Ω), enta˜o ϕ ∈ C2(Ω). Portanto,
∂2ϕ
∂y∂x
=
∂P
∂y
(5.10)
∂2ϕ
∂x∂y
=
∂Q
∂x
(5.11)
Pelo Teorema de Schwartz,
∂2ϕ
∂y∂x
=
∂2ϕ
∂x∂y
, (5.12)
logo,
∂P
∂y
=
∂Q
∂x
(5.13)
em Ω. Usando estes resultados na definic¸a˜o de rotacional de
−→
F segue que
rot
−→
F = 0 (5.14)
O teorema acima diz que uma condic¸a˜o necessa´ria para que um campo vetorial seja
conservativo e´ que o seu rotacional seja nulo. Desta maneira, se um campo vetorial e´ con-
servativo, enta˜o seu rotacional e´ nulo. Esta condic¸a˜o na˜o e´ suficiente, no entanto. Existem
exemplos de campos vetoriais
−→
F satisfazendo rot
−→
F = 0, mas
−→
F na˜o e´ conservativo. Um
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exemplo sera´ dado na pro´xima sec¸a˜o.
Exemplo 5.35 O campo vetorial
−→
F (x, y) = −y−→e1 + x−→e2 + 0−→e 3 (5.15)
definido no plano XY ⊂ R3 na˜o e´ conservativo pois
rot
−→
F (x, y) = 2−→e3 6= 0 (5.16)
5.2 Integral de Linha de um Campo Conservativo
Teorema 5.2. Sejam
−→
F : Ω ⊆ R2 → R2, Ω aberto, um campo vetorial cont´ınuo e
conservativo, ϕ : Ω → R, func¸a˜o potencial para −→F e γ : [a, b] → Ω uma curva de classe
C1([a, b]). Enta˜o
∫
γ
−→
F · dγ =
∫
γ
∇ϕ · dγ
= ϕ(γ(b))− ϕ(γ(a))
(5.17)
Prova: Temos que
−→
F (γ(t)) · γ ′(t) = ∇ϕ(γ(t)) · γ ′(t)
=
∂ϕ
∂x
dx
dt
+
∂ϕ
∂y
dy
dt
=
d
dt
(ϕ(γ(t)))
(5.18)
Portanto,
∫
γ
−→
F · dγ =
∫ b
a
−→
F (γ(t)) · γ ′(t)dt
=
∫ b
a
d
dt
(ϕ(γ(t)))dt
= ϕ(γ(b))− ϕ(γ(a))
(5.19)
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Exemplo 5.36. O campo vetorial
−→
F (x, y) = − y
x2 + y2
−→e1 + x
x2 + y2
−→e2 (5.20)
definido em Ω = R2 − {0, 0} tem rot−→F = 0. No entanto, −→F na˜o e´ conservativo. Para ver
isso, vamos calcular a integral de linha de
−→
F sobre a curva γ(t) = (x(t), y(t)),
0 ≤ t ≤ 2pi, onde
x(t) = cos t
y(t) = sin t
(5.21)
0−1 1
Figura 5.1
Temos
∫
γ
−→
F · dγ =
∫ 2pi
0
−→
F (γ(t)) · γ ′(t)dt (5.22)
Substituindo (5.21) na definic¸a˜o de
−→
F , obtemos
−→
F (γ(t)) = − sin t−→e1 + cos t−→e2 (5.23)
Como
γ′(t) = − sin t−→e1 + cos t−→e2 (5.24)
Enta˜o,
−→
F (γ(t)) · γ ′(t) = 1 e
∫
γ
−→
F · dγ = 2pi (5.25)
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Suponha, agora, que
−→
F e´ conservativo e, portanto, existe ϕ : Ω → R tal que ∇ϕ = −→F .
Nesse caso, pelo teorema 5.2:
∫
γ
−→
F · dγ =
∫
γ
(∇ϕ) · dγ
= ϕ(γ(2pi)))− ϕ(γ(0))) = 0
(5.26)
pois sendo uma curva fechada, γ(2pi) = γ(0) e ϕ(γ(2pi)) = ϕ(γ(0)). Este resultado
contradiz o resultado (5.25). Portanto, na˜o pode existir ϕ com a propriedade de que
∇ϕ = −→F . Desse modo, −→F na˜o pode ser conservativo.
Uma consequ¨eˆncia importante do teorema 5.2 e´ que o valor da integral de linha de um
campo vetorial conservativo
−→
F na˜o depende da curva γ que liga os pontos γ(a) e γ(b),
que sa˜o as extremidades de γ. Ou seja, se γ1 e γ2 sa˜o duas curvas tais que γ1(a) = γ2(a)
e γ1(b) = γ2(b), enta˜o
∫
γ1
−→
F · dγ1 =
∫
γ2
−→
F · dγ2 (5.27)
1
2
Figura 5.2
O valor da integral se conserva quando calculada sobre as curvas com as mesmas
extremidades sendo esta uma das razo˜es para chamar-se
−→
F de campo conservativo.
Note que sendo
−→
F um campo conservativo, o resultado (5.27) e´ equivalente a` integral
de linha de
−→
F sobre uma curva fechada ser zero:
∮
γ
−→
F · dγ = 0 (5.28)
onde γ obte´m-se percorrendo γ2 e, em seguida, γ1 no sentido contra´rio.
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Exemplo 5.37. (Energia mecaˆnica e campos de forc¸a conservativos) Consideremos uma
part´ıcula de massa m, que desloca-se numa regia˜o Ω do espac¸o R2 onde ha´ um campo de
forc¸as
−→
F : Ω ⊂ R2 → R2. A part´ıcula de massa m desloca-se de A ate´ B, e sua
trajeto´ria e´ descrita pela curva γ : [a, b] → Ω, de classe C1, com γ(a) = A e γ(b) = B,
com −→γ (t) sendo o vetor posic¸a˜o da part´ıcula no instante t. A energia cine´tica da
part´ıcula num dado instante t e´, por definic¸a˜o,
Ec(t) =
1
2
m||−→v (t)||2 (5.29)
onde −→v = −→γ ′ e´ a velocidade da part´ıcula. Sejam −→vA e −→vB as velocidades da part´ıcula nos
instantes a e b, respectivamente. Vamos mostrar que
∫
γ
−→
F · d−→γ = 1
2
m||−→vB||2 − 1
2
m||−→vA||2 (5.30)
ou seja, a integral de linha de
−→
F sobre γ e´ igual a` variac¸a˜o na energia cine´tica da
part´ıcula entre os pontos A e B.
Da F´ısica, sabemos que a acelerac¸a˜o
d−→v
dt
da part´ıcula devido a` ac¸a˜o da forc¸a
−→
F no
ponto γ(t) esta dada em termos desta por
d−→v
dt
=
1
m
−→
F (−→γ (t)) (5.31)
Assim: ∫
γ
−→
F · d−→γ =
∫ b
a
−→
F (γ(t)) · d
−→γ
dt
dt =
∫ b
a
m
d−→v
dt
· d
−→γ
dt
dt
Ou seja,
∫
γ
−→
F · d−→γ = m
∫ b
a
−→v · d
−→v
dt
dt
Mas
d
dt
(−→v · −→v ) = d
−→v
dt
· −→v +−→v · d
−→v
dt
= 2−→v · d
−→v
dt
ou
d
dt
(
1
2
−→v · −→v ) = −→v · d
−→v
dt
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Segue que
∫ b
a
−→v · d
−→v
dt
dt =
1
2
[−→v (t) · −→v (t)]ba
=
1
2
[−→v (b) · −→v (b)−−→v (a) · −→v (a)]
=
1
2
[||−→v (b)||2 − ||−→v (a)||2]
Logo,
∫
γ
−→
F · d−→r = 1
2
m||−→v (b)||2 − 1
2
m||v(a)||2
= Ec(b)− Ec(a)
Exemplo 5.38. Seja
−→
F : Ω ⊆ R2 → R2 um campo de forc¸as no aberto Ω. Suponha −→F
cont´ınuo e conservativo em Ω. Enta˜o, existe uma func¸a˜o ϕ : Ω → R, ϕ ∈ C1(Ω), tal que
(∇ϕ)(x) = −→F (x) (5.32)
em todo x ∈ Ω. Suponha que uma part´ıcula com massa m desloca-se em Ω descrevendo
uma curva γ. Suponha γ : I = [a, b] → Ω e´ de classe C1(I) e que −→F e´ a forc¸a resultante
sobre a part´ıcula. Suponha que no instante t0 a posic¸a˜o da part´ıcula e´ γ(t0). Para todo
t ∈ [a, b],
∫ γ(t)
γ(t0)
−→
F · d−→γ = ϕ(γ(t))− ϕ(γ(t0)) (5.33)
pelo teorema 5.2.
Mas, pelo exemplo anterior,
∫ γ(t)
γ(t0)
−→
F · d−→γ = Ec(t)− Ec(t0) (5.34)
onde
Ec(t) =
1
2
mv2(t) (5.35)
e´ a energia cine´tica da part´ıcula no instante t. Portanto,
Ec(t)− Ec(t0) = ϕ(γ(t))− ϕ(γ(t0)) (5.36)
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Defina
Ep(t) := −ϕ(γ(t)) (5.37)
A func¸a˜o Ep(t) e´ chamada de energia potencial da part´ıcula. Segue dos resultados acima
que
Ec(t) + Ep(t) = Ep(t0) + Ec(t0) (5.38)
Podemos concluir que a soma das energias cine´tica e potencial da part´ıcula, em qualquer
instante t, e, portanto, ao longo do deslocamento da part´ıcula, permanece constante.
Dizemos enta˜o que a func¸a˜o
E(t) := Ec(t) + Ep(t) (5.39)
chamada de energia mecaˆnica da part´ıcula, e´ uma constante do movimento: E(t) = E =
constante, para todo t. O valor da energia E(t) se conserva ao longo do movimento
sendo esta outra raza˜o para chamar-se
−→
F de um campo conservativo. Tem -se que
−→
F = −5 Ep
Definic¸a˜o 5.2. Um conjunto Ω ⊂ R2 e´ conexo por caminhos quando dado dois pontos A
e B quaisquer de Ω existe uma curva cont´ınua ligando esses dois pontos.
A
B
Figura 5.3
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Definic¸a˜o 5.3. Sejam
−→
F : Ω ⊆ R2 → R2, Ω aberto, A, B dois pontos quaisquer de Ω.
Seja C(A,B) o conjunto de todas as curvas de classe C1, em Ω, ligando A e B, isto e´,
C(A,B) = {γ : [a, b] → Ω, γ ∈ C1/γ(a) = A e γ(b) = B} (5.40)
Diz-se que a integral de linha
∫
γ
−→
F · dγ (5.41)
e´ independente do caminho γ de integrac¸a˜o em Ω quando o valor da integral e´ o mesmo,
∀γ ∈ C(A,B), e para quaisquer pontos A,B ∈ Ω.
A
B
Ω
Figura 5.4
Anteriormente, vimos que um campo vetorial
−→
F conservativo e´ independente do ca-
minho de integrac¸a˜o. O teorema seguinte prova que a rec´ıproca tambe´m vale:
Teorema 5.3. Seja Ω ⊆ R2 um aberto conexo por caminhos e −→F : Ω → R2 um campo
vetorial cont´ınuo em Ω. Suponha que
∫
γ
−→
F · dγ (5.42)
seja independente do caminho de integrac¸a˜o em Ω. Seja S ∈ Ω e X ∈ Ω, qualquer. Enta˜o,
a func¸a˜o ϕ : Ω → R dada por
ϕ(x) =
∫ X
S
−→
F · dγ, (5.43)
onde a integral e´ a integral de linha sobre uma curva γ qualquer em Ω, com extremidades
em S e X, e´ uma func¸a˜o potencial para
−→
F , isto e´,
∇ϕ = −→F (5.44)
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xΩS
Figura 5.5
Prova: Seja
−→
F = P−→e1 + Q−→e2 . Dado X = (x, y), existe uma bola aberta de centro X
contida em Ω, pois Ω e´ aberto. Seja h > 0 de maneira que o segmento de extremidades
X e X + h−→e1 = (x+ h, y) esteja contido na bola.
Considere a curva formada por γ e o segmento de X a X + h−→e1 . Seja ϕ(X + h−→e1 ) a
func¸a˜o potencial calculada sobre esta nova curva. Enta˜o:
ϕ(X + h−→e1 ) =
∫ X
S
−→
F · dγ +
∫ X+h−→e1
X
−→
F · dγ (5.45)
Portanto,
ϕ(X + h−→e1 )− ϕ(X) =
∫ X+h−→e1
X
−→
F · dγ (5.46)
Seja Γ(t) = X + t−→e1 , t ∈ [0, h], a curva ligando X a X + h−→e1 . Enta˜o:
∫ X+h−→e1
X
−→
F · dγ =
∫ h
0
−→
F (Γ(t)) · Γ′(t)d(t) (5.47)
onde
−→
F (Γ(t)) · Γ′(t) = P (Γ(t)) (5.48)
pois
−→
F (Γ(t)) = P (Γ(t))−→e1 +Q(Γ(t))−→e2 (5.49)
e
Γ′(t) = −→e1 (5.50)
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Portanto,
ϕ(X + h−→e1 )− ϕ(X)
h
=
1
h
∫ h
0
P (Γ(t))dt (5.51)
e,
lim
h→0+
ϕ(X + h−→e1 )− ϕ(X)
h
= lim
h→0+
∫ h
0
P (Γ(t))dt
h
(5.52)
O limite pode ser calculado aplicando a regra de L’Hoˆspital. Obtemos:
lim
h→0+
∫ h
0
P (Γ(t)dt)
h
= lim
h→0+
P (Γ(h))
Como
−→
F e´ uma func¸a˜o cont´ınua em Ω, enta˜o suas componentes tambe´m o sa˜o. Por-
tanto,
lim
h→0+
P (γ(h)) = P (γ(0)) = P (X)
De modo ana´logo, concluimos tambe´m que
∂ϕ
∂y
= Q em Ω. Portanto, ∇ϕ = −→F em Ω.
Teorema 5.4. Sejam Ω ⊆ R2 aberto e conexo por caminhos e −→F : Ω → R2 um campo
vetorial cont´ınuo. As seguintes afirmac¸o˜es sa˜o equivalentes:
(i)
−→
F e´ conservativo.
(ii) Para toda curva fechada γ de classe C1 em Ω, tem-se
∮
γ
−→
F · dγ = 0 (5.53)
(iii) Sejam γ1 e γ2 duas curvas quaisquer em Ω com as mesmas extremidades. Enta˜o
∫
γ1
−→
F · dγ1 =
∫
γ2
−→
F · dγ2 (5.54)
Prova:
(i)⇒ (ii)
Como
−→
F e´ conservativo, existe ϕ : Ω → R tal que ∇ϕ = −→F em Ω. Logo, se γ : [a, b] →
Ω for fechada temos γ(a) = γ(b) e:
∮
γ
−→
F · dγ =
∮
γ
∇ϕ · dγ = ϕ(γ(b))− ϕ(γ(a)) = 0 (5.55)
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(iii) ⇒ (i)
Teorema provado anteriormente.
(ii) ⇒ (iii)
Suponha γ : [a, b] → Ω. Como γ e´ fechada, temos que γ(a) = γ(b).
Tomando dois caminhos quaisquer fechados em Ω, γ1 e γ2 e definindo γ como a curva
constitu´ıda por γ1 seguida por −γ2. Enta˜o:
0 =
∮
γ
−→
F · dγ =
∫
γ1
−→
F · dγ +
∫
−γ2
−→
F · dγ
=
∫
γ1
−→
F · dγ −
∫
γ2
−→
F · dγ
(5.56)
Enta˜o
∫
γ1
−→
F · dγ −
∫
γ2
−→
F · dγ = 0 ⇒
∫
γ1
−→
F · dγ =
∫
γ2
−→
F · dγ (5.57)
Assim,
∫ −→
F · dγ e´ independente do caminho.
Teorema 5.5. Seja Ω um aberto do R2 e suponha que existe (x0, y0) ∈ Ω tal que para
todo (x, y) ∈ Ω, a poligonal dos ve´rtices (x0, y0), (x0, y) e (x, y) esta´ em Ω
y
y0
x0 x
Ω
Figura 5.6
Seja
−→
F (x, y) = P (x, y)−→e1 +Q(x, y)−→e2 (5.58)
um campo vetorial de classe C1(Ω). Se rot
−→
F = 0 em Ω, enta˜o
−→
F e´ um campo conserva-
tivo.
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Prova: Defina
ϕ(x, y) :=
∫ y
y0
Q(x0, t)dt+
∫ x
x0
P (t, y)dt (5.59)
para (x, y) ∈ Ω.
Temos que
∂ϕ
∂x
(x, y) = P (x, y) (5.60)
e
∂ϕ
∂y
(x, y) = Q(x0, y) +
∫ x
x0
∂P
∂y
(t, y)dt (5.61)
Como rot
−→
F = 0, enta˜o,
∂P
∂y
(t, y) =
∂Q
∂t
(t, y) (5.62)
e,
∂ϕ
∂y
(x, y) = Q(x0, y) +
∫ x
x0
∂Q
∂t
dt
= Q(x0, y) +Q(x, y)−Q(x0, y)
= Q(x, y)
(5.63)
Portanto, ∇ϕ = −→F em Ω.
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Apeˆndice
Func¸o˜es de classe Cn - A func¸a˜o e´ cont´ınua e a sua primeira, segunda, ..., n-e´sima
derivada existe e tambe´m e´ cont´ınua.
Conjunto compacto no Rn - E´ um conjunto fechado e limitado.
Conjunto compacto no Rn Um domı´nio D diz-se simplesmente conexo se qualquer
curva fechada em D pode ser comprimida ate´ se reduzir a um ponto sem abandonar D.
Vizinhanc¸a - Diz-se que o ponto a e´ interior ao conjunto X ⊂ R quando existe um
nu´mero ε > 0 tal que o intervalo aberto (a− ε, a+ ε) esta´ contido em X. O conjunto dos
pontos interiores a X chama-se o interior do conjunto X. Quando a ∈ intX diz-se que o
conjunto X e´ uma vizinhanc¸a do ponto a.
Teorema de Schwartz - Seja f : A ⊂ R2 → R, A aberto. Se f de classe C2 em A,
∂2f
∂x∂y
(x, y) =
∂2f
∂y∂x
(x, y)
Teorema de Mudanc¸a de Varia´veis na Integral Dupla - Seja T : Ω ⊂ R2 → R2,
Ω aberto, de classe C1(Ω). Suponha T e´ bijetora e tem jacobiano na˜o nulo em Ω. Suponha
ainda que f seja cont´ınua sobre Ω. Enta˜o,
∫ ∫
T
f(x, y)dxdy =
∫ ∫
T (Ω)
f(T (u, v))
∣∣∣∂(x, y)
∂(u, v)
∣∣∣dudv
Simplesmente Conexo - Um domı´nio D diz-se simplesmente conexo se qualquer
curva fechada em D pode ser comprimida ate´ se reduzir a um ponto sem abandonar D.
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