give rise to heterogeneity in expressed optical behavior. This correlation between nanoscale structure and function demands interrogation of both atomic structure and photophysics at the level of single nanostructures to be fully understood. Herein, by conducting detailed analyses of fine atomic structure, chemical composition, and time-resolved single-photon photoluminescence data for the same individual nanocrystals, we reveal inhomogeneity in the quantum yields of single nonblinking "giant" CdSe/CdS core/shell quantum dots (g-QDs). We find that each g-QD possesses distinctive single exciton and biexciton quantum yields that result mainly from variations in the degree of charging, rather than from volume or structure inhomogeneity. We further establish that there is a very limited nonemissive "dark" fraction (<2%) among the studied g-QDs and present direct evidence that the g-QD core must lack inorganic passivation for the g-QD to be "dark". Therefore, in contrast to conventional QDs, ensemble photoluminescence quantum yield is principally defined by charging processes rather than the existence of dark g-QDs.
I n colloidal quantum dot (QD) heterostructures, dissimilarity in physical structure and morphology is intimately tied to electronic structure variations that have a profound influence on the expressed absorption and emission properties. 1 Commercial prospects for QDs are expanding rapidly, with successful incorporation of QDs into LEDs, 2 displays, 3 lasers, 4 and sensors. 5 Single QDs are also intriguing for use as single photon emitters, 6 entangled photon-pair emitters, 7, 8 and biological labeling agents. 9 Despite the pronounced rise in efficiencies and availability of QD-based devices, much about the fundamental physics of QDs is still unknownspecifically, regarding the effects of atomic-scale defects and inhomogeneities on the expression of photoluminescence and absorption. 10, 11 This fundamental understanding is crucial at the current stage of colloidal QD development.
Ensemble measurements, while informative, fail to provide insights into the effects of fine structural variance on photophysical properties. Single QD spectroscopy has been incredibly useful in elucidating the nature and mechanism of, for example, single QD photoluminescence intermittency, 12, 13 and studies incorporating correlation of single QD photoluminescence data with structural measurements from atomic force microscopy (AFM) 14 and transmission electron microscopy (TEM) 15, 16 have proven informative. However, AFM fails to provide detailed structural information such as lattice defects and shell epitaxy, while TEM has these same drawbacks accompanying a difficult correlation procedure that struggles to produce unambiguous identification of the same QD because of the low contrast of the electron microscopy method. 16 A comprehensive description of the effects of size, shape, and structural inhomogeneitiesa feat beyond the reach of conventional AFM and TEM correlationis imperative in order to understand the underlying physics inherent in QD optical expression.
When a QD is struck by a laser pulse, the probability of a photon being absorbed is directly related to the size of the QD. Further, the fate of an exciton generated within the QD is dictated by the electronic environment, which is highly dependent upon the physical properties of the QD. The core size is the best known physical parameter on which electronic structure dependsthe larger the core, the lower the energy of photons that are able to be absorbed and emitted. There are, however, many other physical parameters that directly influence the energy and characteristic time in which the exciton radiatively recombines. For example, structural defects can induce nonradiative recombination, which competes directly with radiative emission as a potential outcome of exciton formation. 10 Therefore, studying exciton outcomes in single QDs as a function of structural and morphological differences provides insight into the charge transport properties and energy conversion efficiency of films and arrays made from colloidally synthesized QDs.
Recently, we achieved correlation of time-resolved photoluminescence data with atomic structure in commercially available core/shell QDs. 10 This correlation allowed an understanding of the delicate effects−on a single QD basis− of defects, crystal structure and shell epitaxy on the photoluminescence behavior of individual QDs. Herein, we extend this approach to "giant" CdSe/CdS core/thick-shell quantum dots (g-QDs) 17−19 to address outstanding issues pertaining to their unique photophysical properties. g-QDs exhibit suppressed blinking behavior on the single-dot level, and also show significantly reduced Auger recombination rates due to the presence of a thick CdS shell. 20 Intriguingly, although essentially complete suppression of blinking has been recently realized for this system, 18, 19 ensemble quantum yields have generally remained well below unity. Previous work has suggested that a nonemissive "dark" fraction may be contributing to suboptimal quantum yields 21 however, in that case the nonblinking fraction had also not been optimized, leaving open the challenge to reconcile a fully nonblinking behavior with relatively low QYs (<50%). In this study, we determined the chemical composition of the same individual QD heterostructures for which we had previously acquired extensive photoluminescence data, as shown in Figure 1a .
In the past, usage of high angle annular dark field (HAADF) detection on a scanning transmission electron microscope (STEM) (Figure 1b ) has allowed for identification of core location via differential contrast based upon atomic number. 22 However, when studying bulkier structures than traditional core/shell nanocrystals, such as the g-QDs studied here, the large shell volume inhibits the sensitivity of HAADF to determine the location of higher atomic number elements within the heterostructures. Additionally, because HAADF intensity is indicative of both atomic number contrast and sample thickness, implementation of HAADF imaging to locate cores in core/shell QDs is a somewhat qualitative exercise. For this study, we have used STEM paired with energy dispersive X-ray spectroscopy (STEM-EDS, Figure 1c ) to provide a much more complete picture of the chemical structure of the QD. This measurement allows visualization of QD-to-QD variations in location of the CdSe core. The minimum observable distance between the core and the surface of the g-QD heterostructure Figure 1 . Acquisition of optical, structural and chemical data for a single colloidal quantum dot. (a) An individual quantum dot is located on a SiO 2 substrate and sequentially imaged via optical spectroscopy and high-resolution electron microscopy according to a previously published method. 10 The measurable parameters from the very same single colloidal quantum dot include (b) fine atomic structure, (c) spatially resolved chemical composition, (d) fluorescence-lifetime intensity distribution plot (FLID), (e) photoluminescence time trace, (f) photoluminescence decay lifetime, and (g) second-order fluorescence intensity correlation (g (2) ). The location of the CdSe core can be determined from the EDS mapping trace of selenium in (c). Because the lifetime and intensity of the QD photoluminescence vary over time, both are calculated for each time bin (every 100 ms); plotting the lifetime vs intensity for each bin provides a 2D heatmap histogram (d) that facilitates visualization of exciton dynamics over long time scales. Probability in (d) reflects the likelihood of the QD to emit from a specific correlated lifetime-intensity state. Scale bars in (b) and (c) are 5 nm.
can then be correlated to specific PL behaviors. With our expanded correlation toolset, we are able to probe the relationship between a plethora of parameters, including core location (via single-QD STEM-EDS), surface roughness (via 2D perimeter), absorption cross-section, PL intensity time trace (Figure 1e ), PL radiative decay lifetime (Figure 1f) , and second-order fluorescence intensity correlation ratio g (2) ( Figure 1g ). We can also record the trajectory of both PL lifetime and PL intensity over time. These parameters can then be histogrammed to provide insight into changes in the exciton recombination pathway as a function of time, as demonstrated in the fluorescence lifetime intensity distribution in Figure 1d . The g (2) measurement (Figure 1g ) indicates the likelihood of biexciton emission from a single quantum dot after biexciton formation due to a single laser pulse. 7 Any time two photons are sequentially emitted after excitation by one pulse, a count is registered around the zero-time delay peak. Therefore, the area ratio of the center peak to the side peaks of g (2) is typically used as a means to measure biexciton quantum yield relative to that of single exciton quantum yield (BXQY/SXQY). This measured value also provides a good indication of the ability of a QD to emit radiatively under high pump fluence (when biexciton formation is more likely) and has been shown to be heterogeneous among as-synthesized QD samples, making study of structural dependence vital to QD development. 8, 23 Although g-QDs are nonblinking (100% nonblinking fraction, see Supporting Information), they still exhibit intensity variations in average PL intensity from dot to dot. Without a structural correlation, these emission variations could reasonably be attributed to corresponding variation in the volume of single g-QDs. Because the volume (and absorption crosssection) of g-QDs changes substantially with as little as a singlemonolayer of variation, the heterodispersity of g-QDs demands single QD QY measurements in order to understand if variations in emission intensity are due to changes in single QD QY or changes in QD size. Here, we have used intensities acquired from HAADF-STEM to facilitate precise determination of the absorption cross-section for every individual QD on which we performed single QD spectroscopy. This measurement, along with measured photoluminescence (PL) intensity, was used to determine the QY of each g-QD relative to all other QDs.
RESULTS AND DISCUSSION
For this study, we examined 24 individual g-QDs from the same synthetic batch. The QY distribution of this sample is shown in Figure 2a ; it is apparent from this plot that there was an inherent inhomogeneity in the distribution of single QD QYs.
The average of the QYs that were measured was 43%. It is important to note that the QYs presented here are relative, and the QD assigned a QY value of 1 likely possessed a value somewhat smaller than unity. Therefore, the 43% value is a slight overestimate of the mean QY expressed by single QDs. We also noted a large gap between the three highest QYs and the rest of the measured QYs.
This observed QY heterogeneity became more intriguing when searching for "dark" QDs. Previous studies of traditional QDs have demonstrated that a "dark fraction" of permanently nonradiative QDs contributes negatively to ensemble QD photoluminescence (PL). 14, 24 In the past, we have shown the unique ability to probe the precise atomic structure of "dark" QDs. 10 With this in mind, we set out to determine a unique structural motif among "dark" QDs in the overall g-QD population. To aid in the investigation of the "dark" fraction, a g-QD sample was chosen that exhibits good nonblinking PL behavior on the individual QD level, but an ensemble photoluminescence quantum yield (PLQY) of ∼30%. For the purpose of examining this "dark" fraction, the sample size was expanded to >50 QDs; in total, only 1 g-QD was observed to be permanently nonradiative, and it had an unpassivated CdSe core ( Figure 2b ). In light of these results, the measured ensemble QY (∼30%) is attributed to variation in the single-QD QY, and not to the presence of a large "dark fraction" of QDs. The lack of a substantial population of "dark" QDs is notablethis observation runs contrary to those made by several groups in the past in work on traditional QDs. 14, 24 More broadly, we have determined that in order for a QD to be in the "dark" population, some portion of the CdSe core must be unpassivated by the shell materialan assertion that is supported by previous study. 10, 25 This would explain the presence of only one observed "dark" g-QD; the large successive ionic layer adsorption and reaction (SILAR) grown CdS shell provides complete surface passivation of the CdSe core for nearly every studied QD.
Notably, three of the g-QDs had a remarkably high QY when compared to the rest of the sample, as can be seen in Figure 2a . On the other hand, Figure 2a also demonstrates that the QY of the remaining individual g-QD population is much lower, and varies from QD-to-QD. As an explanation for this single-QD QY variation, we attempted to implicate a specific structural factor via analysis of QD structure. There is, however, no observed relationship between structural properties and QY ( Figure S2 ). Additionally, visual inspection of individual g-QDs did not reveal specific morphological or structural features that are tied to high single-QD QY (see Supporting Information for full structures and PL of all g-QDs).
It is important to note that none of the g-QDs with nonunity average QY has a maximum single-QD QY near-unity. As shown Figure 3a , the average QY (determined from the integrated single-QD photoluminescence intensity) is intimately tied to the maximum measured QY (determined from the maximum single-bin photoluminescence intensity).
This QY pinning phenomenon indicates that any nonradiative process suppressing the single-QD QY is occurring on a time scale much faster than the 100 ms binning time, leading to an apparent QY that shows little temporal variance over the entire acquisition time (always ≥300 s). Additionally, we found HAADF / EDS overlay of the single nonemissive dot found in the examined sample. This particle was the lone g-QD with an exposed (unpassivated) CdSe core, as demonstrated in the EDS map. On the whole, we find that QY heterogeneity, and not a significant "dark" fraction, accounts for the measured ensemble PLQY. Scale bars are 5 nm.
that QDs with high single-QD QY have long lifetimes and a FLID with a tail extending toward low PL intensity and short lifetime (Figure 3b) . Meanwhile, the g-QDs with low single-QD QY show the opposite trend (Figure 3c ).
To assist in determination of the underlying cause for the QY heterogeneity, we performed intensity-discriminate g (2) analysis on a g-QD from each of the high-and low-QY subsets. This analysis allows determination of the g (2) value for different intensity levels of the photoluminescence time trace, and has previously been shown to provide information about the charge state of a QD. 26 The structures and optical analyses of the highand low-QY g-QDs are shown in Figure 4 .
The high-QY g-QD possessed a low overall g (2) value and no intensity-dependent g (2) behavior, indicating that the BXQY/ SXQY ratio was constant over all measured intensities ( Figure  4e,g) . Meanwhile, the low-QY g-QD showed a high g (2) value, but a marked variation of g (2) with intensity ( Figure 4f,g ). Upon the basis of a previously established precedent, which showed that charged QDs have a drastic level of g (2) variation with PL intensity but neutral QDs do not, 26 these results implicate single-QD charging as the source of low QY. This is corroborated by the shapes of the g-QD FLIDs ( Figure  4c,d) ; previous spectroscopic and spectroelectrochemical work has shown that a FLID with a tail rising toward high PL intensity and lifetime is indicative of a charged QD. 12, 27 We consistently observed this FLID shape for all but the highest QY g-QDs.
The conventional g-QD charging mechanism involves the Auger ionization of a biexciton, followed by excitation with a photon to form a trion. In the CdSe/CdS system used here, the hole is more strongly confined to the core than the electron, The FLIDs indicate that the g-QDs with highest single-QD QY are neutral, while the g-QDs with heterogeneously distributed lower single-QD QYs are charged. This is confirmed by determining intensity-dependent g (2) values from the photoluminescence intensity transients (e) and (f) of the two g-QDs. For plots (e) and (f), if the photoluminescence intensity of a given time bin falls within the shaded area, the photon arrival events corresponding to that bin are included in the g (2) measurement. This allows us to measure the value of the second-order correlation parameter g (2) for different intensity levels within the overall photoluminescence intensity time trace. The g (2) values of each intensity level are indicated on the corresponding shaded areas in (e) and (f), and are also plotted vs quantum yield of the corresponding intensity levels in (g). The g (2) values of the neutral g-QD are constant with intensity, while the charged g-QD g (2) values decrease with increasing intensity (g). Scale bars are 5 nm.
result in QD surface charging that would compete with excitonic recombination and reduce the overall PLQY on the single-QD level. These effects (trap density and depth) combine to dictate the overall percentage of time the g-QD spends in a charged state. This mechanism is illustrated in Figure 5 .
As a result of the fast time scale of QD charging, 28 the measured QY for each g-QD is temporally invariable and directly related to the rates of charging and discharging for that specific g-QD. For CdSe/CdS heterostructures, charging by a lone charge carrier has been shown to result in quenching of emission intensity and reduction in fluorescence lifetime. 12, 29 Therefore, the observed heterogeneity in the low QY g-QDs is hypothesized to be due to dissimilarity in the charging/ discharging rates from QD to QD. This dissimilarity likely arises from the location as well as the nature of the trap sites on the QD. This charging hypothesis also helps to explain the aforementioned distribution of QYs shown in Figure 2a . The three highest QYs belong to QDs in a neutral state; these QDs emit single excitons from an uncharged state. The rest of the QDs rapidly fluctuate between a charged and neutral state. This is the reason for the large gap between the highest QY "charged" QD and the lowest QY "neutral" QD; only three QDs show ideal emission, while the rest exhibit charging over the length of the measuring period. Because the three QDs with FLIDs indicating neutral emission display similar (high) QYs, we reason that this high QY state corresponds to ∼100% QY. We base this assumption on previous measurements of nearunity QY "bright" states in binary blinking QDs 30 and similar findings for the brightest states of CdSe/CdS core/thick-shell heterostructure emission. 31, 32 To further confirm our charging hypothesis, we developed a two-state model to explain the relationship between charging and single-QD QY. In our model, the QD is fluctuating between a neutral state with 100% QY and a charged state with QY defined by the minimum measured single-QD QY. Under these assumptions, the relationship between single-QD average QY and single QD average lifetime becomes 
where Q max and Q min are the single-QD QYs of the neutral and charged states, respectively, τ X is the neutral exciton lifetime, and τ avg is the average lifetime of the single QD (see Supporting Information for full derivation). For each individual g-QD, we calculated the average QY and average lifetime over the entire measurement period. We then plotted these values to yield Figure 6 , which demonstrates the relationship between single-QD QY and τ avg . Each data point shown in Figure 6 represents a single g-QD measured in this study.
The derived model is shown for a range of τ X varying from 66 to 189 ns, corresponding to the minimum and maximum measured τ X values for the investigated sample. One of the factors that causes a variation in neutral exciton lifetime is the orientation of the QD. There is a small, but non-negligible, dependence of QD emission on the orientation of individual gQDs (see Supporting Information). This variation in orientation is manifested in a concomitant variation in neutral exciton lifetime of single g-QDs. For this reason, we see that it is helpful to consider QD orientation when fitting our data. The agreement between our single-charging model and the measured data confirms that such a model is sufficient to describe the observed variations in single-QD QY.
In previous work, we have shown that the presence of crystalline defects at the core/shell interface results in reduction of the PL "on" time of individual QDs. This phenomenon likely occurs due to the presence of surface defects that form as a result of the stacking faults found at the core/shell interface. 10 In the system studied here, this type of surface defect would occur as a result of continuation of stacking faults at the core/ shell interface outward to the surface, and would be expressed as a grain boundary in the thick CdS shell of the g-QD heterostructure. However, stacking faults at the core/shell interface would be difficult to observe in our HAADF images because this interface is typically obscured by the large particle volume, which lowers the chance of the nanocrystal being aligned perfectly on a zone-axisa requirement for high resolution imaging. In addition to the above-mentioned defects, several other sources of surface defects are known which could contribute to g-QD charging, and consequently reduce the g-QD PLQY. Ligand coverage is especially important, and steric crowding at the surface of the nanocrystal can prevent complete ligand passivation of the surface. 33 Further, under-coordinated atoms at the surface can act as trap states that could localize charge carriers. Previous results have also shown that surface dynamics of the nanocrystal and passivating ligands can result in surface trapping; 34, 35 this type of defect has been used to describe reduced PL emission as well as QD blinking behavior. 36, 37 Although g-QDs benefit from a thick inorganic shell, the exciton recombination dynamics are not entirely divorced from the QD surface due to the large energy of Auger ionization; minimization of defects related to ligand coverage is key in increasing the overall PLQY by reducing g-QD charging.
Finally, with regard to g (2) measurements, as has been noted previously, the g (2) value, which can be calculated as the center peak-to-side peak ratio for the second order intensity correlation histogram, is known to be equal to the biexciton quantum yield divided by the single exciton quantum yield (BXQY/SXQY). 7, 23 Therefore, the actual BXQY value is different than the g (2) value for the QDs studied. In the case of the g-QDs studied here, because the value of the SXQY is typically lower than 100%, the deviation of g (2) from BXQY is significant. When the experimentally measured single-QD QY is used to calculate BXQY according to this relationship, the average BXQY value for the observed QDs is reduced by a factor of ∼2 from the measured g (2) value, as shown in Figure 7 .
While g (2) values show a wide, heterogeneous distribution, BXQY values calculated using measured QY show a very narrow distribution, suggesting that Auger suppression is quite uniform across the sample (radiative recombination from the biexciton state is similar for all g-QDs). This also indicates that observed variations in g (2) are mainly a result of variation in the degree of charging in individual g-QDs, and the inherent BXQY for each g-QD is fairly constant.
CONCLUSION
Reduced PLQY is intimately linked with surface defects, and remarkably, these fine defects seem to have little to do with overall morphology of the g-QDs. Rather, such defects likely result from synthetically controllable conditions such as ligand selection, ligand ratios, shelling temperature, and the level of alloying at the core/shell interface. 38 This would explain the recent success of, for example, high-temperature shelling procedures 39 and graded alloy syntheses 40 in obtaining high-QY QD samples.
A tandem of HAADF-STEM and PL spectroscopy has proven crucial for a comprehensive understanding of single QD photoluminescence behavior. Without this pairing, it would not have been possible to determine single-QD QY or to identify single-QD QY heterogeneity among individual nonblinking QDs. Further analysis of single-photon emission events was necessary to elucidate the mechanism by which single-QD QY is reducednamely single-QD charging. Also, in light of the recent new understanding pertaining to the origin of nonblinking emission in some QD samples, 41 our approach affords a novel means for straightforward, unambiguous confirmation that steady emission signals are correlated with a QD emitter.
Our data indicate that, even within nonblinking QDs, quantum yield heterogeneity arises from charging processes that occur on a time scale much faster than is measurable using conventional single-QD photoluminescence spectroscopy. We show that such quantum yield heterogeneity, along with the noted lack of a "dark" fraction of QDs, can account for g-QD ensembles simultaneously characterized by moderate quantum yields yet also nearly fully nonblinking behavior. This observation is supported by a recent report of long-lived charged states measured in ensemble solutions of CdSe QDs. 42 We also note that QY pinning is due to rapid charging and discharging from a singly charged state, rather than multiple discrete charged states for individual nanocrystalsan assertion that is supported by previous research on the quasi-type-II band gap offset between CdSe and CdS, 25 and also by our own model.
The developed method of precise determination of relative QY based on the measured rather than presumed volume of single QDsfor which the size distribution is heterogeneous is important in advancing the understanding of single QD photophysics. Our comprehensive description of single g-QDs was instrumental in uncovering relative QY heterogeneity, the lack of a "dark" fraction of g-QDs, pinning of single g-QDs to specific QYs, and an unexpectedly homogeneous distribution of BXQYs.
EXPERIMENTAL SECTION
Determination of Single Quantum Dot Quantum Yield. The absorption cross section is calculated according to the following modified equation:
where σ is the absorption cross-section of the g-QD heterostructure, α w is the absorption coefficient, |f w | 2 is a correction factor, n w is the refractive index of CdS, n medium is the refractive index of air, and V is the rough volume of the heterostructure measured from the HAADF intensity. We approximate the value of the QD volume by setting the maximum measured HAADF density to the value of the maximum measurable two-dimensional diameter (the Feret diameter, R F ) and calculating via the equation Figure 7 . The use of single-QD quantum yield to determine BXQY. The g (2) values measured for each QD are used, in conjunction with the measured single g-QD QY, to calculate BXQY for each QD. The tight grouping of BXQY values indicates that charging, and not BXQY variation, is the main source of g (2) heterogeneity.
where A is the two-dimensional projection of the area of the QD on the TEM support film in nm 2 , ϕ i is the integrated density per pixel, and γ is the number of pixels per nm 2 . The absorption cross-section can then be used to calculate the relative QY for any given intensity using the simple relationship:
where I is the measured photoluminescence intensity. This allows us to determine the QY ratio of all g-QDs and normalize to the highest QY in the studied population. For calculation of QD volume, detection of scattered electrons was presumed to scale linearly with material thickness as demonstrated previously. 44, 45 Also, the approximation is made that QD height does not vary drastically from the width measured from 2D cross sections. Additionally, in contrast to smaller core/shell QDs, the CdSe core here accounts for <5% of the total heterostructure volume. Because the intensity contrast of the HAADF varies nonlinearly as a function of atomic number Z (I ∝ Z α ), where the variable α is always <2, 44 any overestimation in the QD volume due to atomic number contrast difference between CdSe and CdS would be <2% and within the error of the instrument. Therefore, a correction factor for variable atomic number contrast was deemed unnecessary.
Nanocrystal Synthesis. Materials. Selenium (1−3 mm shot, 99.999%), CdO powder (99.998%), and oleic acid (OLAC, 90%) were purchased from Alfa Aesar. Sulfur (99.999%), oleylamine (OLAM, C18 content 80−90%), 1-octadecene (ODE, 90%), and octadecane (OD, 90%) were purchased from Acros Organics. Trioctylphosphine (TOP, 90%) was purchased from Sigma-Aldrich, and trioctylphosphine oxide (TOPO, 90%) was purchased from Strem Chemicals. All chemicals were used as received without further purification, and all syntheses were performed under Ar atmosphere using standard air-free Schlenk techniques.
Preparation of Stock Solutions. 0.5 M Cd(II)oleate solution was prepared by dissolving CdO in OLAC at 180°C, followed by removal of water under vacuum at 80°C. Similarly, 0.2 M Cd(II)oleate solutions (10:1 mol/mol OLAC:Cd 2+ ) were prepared by dissolving CdO in a mixture of OLAC and either OD or ODE. 0.2 M sulfur solutions were prepared by dissolving sulfur powder in either OD or ODE at 180°C. Stock solutions of trioctylphosphine-selenium complex (TOP-Se) were typically 1 M, and prepared by stirring Se in TOP overnight under air-free conditions. Synthesis of CdSe Quantum Dot (QD) Cores. CdSe QD cores were prepared according to previously published literature, with slight modifications. 18, 46 Briefly, a room-temperature solution containing 4 mL of 1 M TOP-Se, 3 mL OLAM, and 1 mL of ODE was rapidly injected into a 300°C solution containing 0.750 mL of 0.5 M Cd(II)oleate, 1.2 g of TOPO, and 9 mL of ODE. The temperature recovered and was maintained at 270°C, and after 5 min, a solution containing 3 mL of 0.2 M Cd(II)oleate in ODE and 6 mL of 1 M TOP-Se was added dropwise over ∼1 h. The resulting nanocrystals exhibited a lowest energy absorbance peak at 605 nm, corresponding to an approximate size of 4.8 nm. 47 CdSe/CdS "Giant" Quantum Dot (gQD) Synthesis. CdSe/CdS gQDs were synthesized using a SILAR approach, following previously published methods. 18 Briefly, 2.0 × 10 −7 mol of purified CdSe cores, dispersed in hexanes, were added to a mixture of 5 mL OLAM and 5 mL OD. Hexanes were removed in vacuo at 80°C, and the temperature was raised to 240°C for SILAR. Alternating injections of 0.2 M Cd(II)oleate and 0.2 M sulfur (both in OD) were performed in a dropwise fashion, allowing 3 h of solution-phase annealing after each Cd(II)oleate addition and 1 h after each S addition. The delivered precursor volumes were calculated 34 to yield 1 ML of CdS shell per addition cycle, for a total of 16 ML CdS.
Sample Preparation. A transmission electron microscopy (TEM) support film coated with polystyrene latex sphere markers was prepared for correlation as reported previously. 10 The synthesized g-QD samples were diluted to ∼1 nM concentration in hexanes. Approximately 10 μL of this solution was then dropcasted onto the prepared support film (Ted Pella, PELCO 8 nm Ultra-Flat Silicon Dioxide Support Film) and the residual hexanes solution was immediately wicked away with a KimWipe.
Single QD Spectroscopy. After preparation, the support film was placed, face-down, on a No. 1 glass coverslip. The sample was then imaged by raster scanning with a 405 nm pulsed excitation source (PicoQuant PDL; 30 ps pulse width, 2.5−10 MHz repetition rate). This setup has previously been described in full detail. 27 The repetition rate was chosen to ensure that the PL lifetime trace decayed fully before the arrival of subsequent pulses. Excitation and collection of emission occurred through an oil-immersion Olympus objective with N.A. of 1.3. The emitted photons were collected onto two avalanche photodiodes (APDs; SPCM-AQRH-14, PerkinElmer) in a Hanbury− Brown Twiss interferometric configuration. We verified that, for all QDs studied, the number of excitations per pulse ⟨N⟩ was less than 0.2. This was done according to a previously established method of measuring ⟨N⟩ as a function of excitation intensity. 27 Homebuilt software was used to perform all analysis of photoluminescence data and generate FLIDs.
Electron Microscopy. After all relevant photoluminescence data had been collected, support films were stored in a grid holder until electron microscopy could be performed. Scanning transmission electron microscopy images were obtained using a Tecnai Osiris operating at 200 kV, with a spot size set to 10 (to reduce charging effects) and a camera length of 220 mm for HAADF imaging. HAADF-STEM imaging was chosen over HRTEM imaging since the white-on-dark-contrast for STEM greatly facilitates the location of individual quantum dots at low magnifications. Patterns of polystyrene were used to align the STEM image and distances measured from the optical microscope were used to identify regions of interest. Large area STEM images were used to identify neighboring particles and possible dark particles. After obtaining a high resolution STEM image of a particle, the spot size was lowered to 4 yielding ∼1.5 nA of beam current with a probe size on the order of 0.5 nm. These conditions, in conjunction with a highly efficient Super-X EDS detection system, enabled rapid collection of EDS spectrum maps with a minimal number of scans (∼30 s total acquisition time). EDS hypermaps were collected using Bruker's Esprit software.
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