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Abstract: A U-Net is trained to recover acoustic interference striations
(AISs) from distorted ones. A random mode-coupling matrix model is
introduced to generate a large number of training data quickly, which are
used to train the U-Net. The performance of AIS recovery of the U-Net is
tested in range-dependent waveguides with nonlinear internal waves
(NLIWs). Although the random mode-coupling matrix model is not an
accurate physical model, the test results show that the U-Net successfully
recovers AISs under different signal-to-noise ratios (SNRs) and different
amplitudes and widths of NLIWs for different shapes.
1. Introduction section
With the development of deep learning (DL), researchers have
begun to use DL methods to address underwater acoustic problems,
such as source localization [1-6] and target detection [7]. DL can achieve
specific functions by fitting training data. Training data are obtained by
either experiments or simulations. In previous DL-related work [3-6], only
range-independent ocean waveguides were considered during
simulations, which is far from the real ocean waveguides in many cases.
It is difficult to prepare training data in range-dependent waveguides.
On the one hand, it is time-consuming to compute the sound field in a
range-dependent ocean waveguide. On the other hand, it is difficult to
describe different range-dependent waveguides with finite parameters.
For example, even if the range dependence of an ocean waveguide is
only caused by a nonlinear internal wave (NLIW), it is difficult to describe
all types of NLIWs with finite parameters. Because of the lack of training
data, few researchers have used DL to address related problems in
range-dependent ocean waveguides.
One of the related problems in range-dependent ocean waveguides
is to recover acoustic interference striations (AISs) from distorted ones.
AISs, which are related to waveguide-invariant β in a
range-independent background ocean waveguide, have been used in
source ranging [8-11]. If horizontal inhomogeneity is introduced into the
background ocean waveguide, for example, range-dependent
waveguides with NLIWs, AISs will be distorted due to mode coupling
[12,13]. In contrast to the βdistribution of an AIS, the β distribution of a
distorted AIS may have several peaks [13], which impedes
waveguide-invariant related applications. The purpose of AIS recovery is
to eliminate the mode-coupling effect caused by the horizontal
inhomogeneity and to recover the corresponding AIS from distorted AIS.
Although how an AIS becomes a distorted one by mode coupling has
been studied [12,13], AIS recovery still remains unsolved in underwater
acoustics. In fact, AIS recovery is to build a mapping from distorted AISs
to the corresponding AISs. However, the relationship between AIS and
distorted AIS is unknown. With the help of nonlinear activation functions
and a large number of neural network parameters, DL is powerful for
mining features or relationships from data, which is invaluable in the
context of big data, as it extracts high-level information from huge
volumes of data. Please refer to Goodfellow et al. [14] for a good
textbook of DL. Then AIS recovery can be realized by training a deep
neural network (DNN) with large amounts of training data.
In this letter, a U-Net [15], which is a type of DNN, is trained to
achieve AIS recovery. To overcome the lack of training data for AIS
recovery, a random mode-coupling matrix model is introduced. Training
data for AIS recovery can be prepared efficiently by the random
mode-coupling matrix model. To verify the effectiveness of the random
mode-coupling matrix model, the performance of AIS recovery of the
U-Net is tested in range-dependent waveguides with NLIWs. The test
results show that the trained U-Net can achieve AIS recovery under
different signal-to-noise ratios (SNRs) and different amplitudes and
widths of NLIWs for different shapes.
2. Random mode-coupling matrix
The mode-coupling matrix method [16,17] is used to describe the mode
coupling induced by horizontal inhomogeneities in ocean waveguides.
For a receiver located at range r and depth z , the pressure field for a
narrowband signal can be expressed in terms of normal modes:
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where is the angular frequency of the source, ( )mk  and ( , )m z  are the
horizontal wavenumber and the mode depth function for the mth mode,
z is the depth of the receiver, and ( , )mA r  is the (complex) mode
amplitude at range r . ( )mk  and ( , )m z  are computed by Kraken [18] in
this letter. The mode amplitude vector
T
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where the subscript denotes the mode number and the superscript ``T''
denotes the matrix transpose, can be expressed as [16,17]
),0(),0,(),,(),,(),( 1122  ATΛTA rrrrrr  , (2)
where ))})(({exp(diag),,(T 1221 rrilrr m   with Mm ,,2,1  , is the mode
propagation matrix assuming range-independent or adiabatic modes
between ranges 2r and 1r , and )()()(  mmm ikl  , where )(m is the
mode attenuation of the background ocean waveguide, respectively.
),,( 12 rrΛ is the mode-coupling matrix which is caused by the horizontal
inhomogeneity, such as NLIW, between 1r and 2r [16,17]. Mode-coupling
effects introduce many additional components in AISs [13] which results
in the distortion of the AISs.
Considering the diversity of horizontal inhomogeneity of ocean
waveguide, it is time consuming to calculate the mode-coupling matrix
of each type of horizontal inhomogeneity to prepare training data. Note
that mode coupling is expressed mainly by the nondiagonal elements
of the mode-coupling matrix ),,( 12 rrΛ , and AIS can be recovered by
suppressing the influence of the nondiagonal elements. When the
region of horizontal inhomogeneity is much smaller than the distance of
sound propagation and the variation of ``adiabatic'' mode dispersion
caused by the horizontal inhomogeneity can be neglected [19], instead
of calculating the mode-coupling matrix of each type of horizontal
inhomogeneity, we replace the mode-coupling matrix ),,( 12 rrΛ with a
random matrix during training data preparation and assume that mode
coupling occurs at a single range, i.e., 21 rr  in Eq. (2). In this letter, the
diagonal elements of the mode-coupling matrix represent the
``adiabatic'' propagation of each mode. Additionally, considering the
narrowband situation and the mode depth functions being weakly
dependent on frequency, the dependence of Λ on frequency is ignored
for simplicity. Referring to Eq. (14) in Ref [16] and assuming that the
phase change of diagonal elements in mode-coupling matrix caused by
horizontal inhomogeneity can also be neglected, the random
mode-coupling matrixΛ has the following form:
mnmnmmn Ria 0  , (3)
where mn is the element of the nth column in the mth row of Λ , ma and
0 are positive numbers, mn is the Kronecker function, )1,0(~ NRmn when
nm  , 0mnR when nm  , and ma and 0 are used to adjust the strength of
mode coupling. We introduce the imaginary unit in front of 0 in Eq. (3) so
that the mathematic form of the random mode-coupling matrix is closer
to the first-order expansion form of the mode-coupling matrix [16].
Generally, normal modes of adjacent numbers are more easily coupled
with each other, so the coupling matrix often has a band structure [13].
This structure is ignored in the above random mode-coupling matrix
model, and the values of non-diagonal elements inΛ are independent of
each other. Then, Eq. (2) can be rewritten as
),0(),0,(),,(),(  AΛTTA II rrrr  , (4)
where mode coupling occurs at Ir ; see Fig 1 (a).
Using random mode-coupling matrix to model the mode-coupling effect
caused by horizontal inhomogeneity, 10000 training samples are
generated efficiently. In the process of training the U-Net, distorted AISs
are the inputs of the U-Net and the corresponding AISs are the labels.
The details of training data preparation, architecture of the U-Net and
training process are shown in the supplement material [20]. In the next
section, only the results of AIS recovery by the trained U-Net are
discussed. The results of AIS recovery by a trained VGG-based
convolutional neural network are also shown in the supplement material
[20] to indicate that AIS recovery can be achieved by other neural
networks too.
3. Results of AIS recovery by U-Net
In this section, the U-Net, which recovers AISs from distorted ones, is
tested. The schematic diagram of background test environment is shown
in Fig 1(a), where bc ,  and represent the sound speed, density and
attenuation coefficient of the half-space, respectively, f represents
frequency in kHz and is wavelength in m. A horizontal linear array (HLA)
that consists of 41 elements with a spacing of 50 m is located at depth of
35 m below the sea surface. A point source with a frequency band of
600-800 Hz is at the same depth as the HLA and Sr from the HLA in the
horizontal direction. The sound speed profile is the same as that
presented in Fig 5 of Ref [20], which is reproduced here as Fig 1(b). In the
test environment, the velocity of the point source is m/s 4.2Sv and
m )102( 4 tvr SS  , where ]104.2,0[ 4t represents time in s. A NLIW, which
is created by a depression of the thermocline from 10 m to 19 m,
propagates in the direction from the HLA to the source at a velocity of
m/s 6.0Iv . The magnitude of Iv coincides with the experimental
observation [21]. m )102( 3 tvr II  . In the propagation of NLIW, the
change in the shape of the NLIW is neglected. The sound field received
by the HLA is computed by the method proposed by Yang [16] every 10
minutes. Because the velocities of the source and the NLIW are much less
than the speed of sound, the movements of the point source and the
NLIW are ignored in a single test sample, and the coupling effect
between amplitude and speed of the NLIW is not considered.
Two types of NLIWs are considered in the test: Sech--NLIW and
Rect--NLIW. The Sech--NLIW is a NLIW whose shape satisfies
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where 0 and L determine the amplitude and width of the Sech--NLIW.
Rect--NLIW is a NLIW whose shape is rectangular with amplitude 0
and half-widthw . These two types of NLIW are chosen only for analytical
convenience, just like James et al. [22] did. During the test, signal to noise
ratio (SNR) is 10 dB, m 90  , m 75L and m 200w . SNR is defined by
Eq. (3s) in the supplement material [20]. The sound speed profiles of the
NLIWs are shown in Fig 1 (c) and (d). The lower-left corner of Fig 2 (a)
shows a test sample where km 35Sr , and no striation pattern can be
found from the distorted AIS. The lower right corner and the lower
center of Fig 2(a) show the corresponding recovered AIS and the
corresponding label, respectively. It is found that the recovered AIS is
very similar to the label. In Fig 2(b), )(DE , )(RE and )(E represent the
corresponding normalized β distributions of the distorted AIS, the
recovered AIS and the label, respectively. Many peaks are observed in
)(DE because of mode coupling, and the distribution is too blurred to
determine the β value of the background environment in this case.
However, )()(  EER  , and there is only one peak at β =1.5, which
indicates that the U-Net has been capable of recovering AIS.
Given that the waveguide invariant β=1.5, according to the slope of
the recovered AIS, one can range the source by the equation below [9]
f
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where Hz 700f is the central frequency and fr  / is the inverse of the
slope of the recovered AIS, see Fig 2(a). Fig 2(c) shows that the ranging
results are accurate when km ]4.73,20[Sr . The average relative ranging
error, which is defined as SS rrr 0 , is 0.02 and 0.01 for the Sech-NLIW
case and the Rect-NLIW case, respectively, where ``  '' represents the
sample average. Because in the training data, the distance between
sound source and HLA is less than 60 km, however, accurate sound
source ranging results can still be obtained in the range of 60-70 km,
which indicates that when the distance between sound source and HLA is
in the range of 60-70 km, the trained U-Net can still realize AIS recovery.
The U-Net is also tested under different SNRs and different
amplitudes and widths of Sech--NLIWs and Rect--NLIWs, respectively
when km 35Sr and m )6.0102( 3 trI  , 4105.50  t s. During the test,
the values of different parameters are shown in Table 1. We use the
correlation coefficient of )(RE and )(E to evaluate the performance of
the U-Net, where the correlation coefficient is defined as
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and )(RE is calculated by the same method as )(E . The closer RC is to 1 ,
the better performance for AIS recovery by the U-Net is achieved. The
integral interval of β in Eq. （7） is chosen to be -10 to 10 to cover most
of the energy of )(RE , )(E and )(DE .
The first two rows of Fig 3 show DC and RC at different SNRs and
different amplitudes and widths of Sech-NLIW when Sech-NLIWs are in
different positions, where DC is the correlation coefficient
of )(DE and )(E . It is found that except SNR<-3 dB, in all cases,
DR CC  93.0 when the position of the Sech-NLIW does not exceed the
region of the horizontal inhomogeneity in training data, i.e.
km 15km 5  Ir . However, RC fluctuates from 0 to 1 when km ]15,5[Ir .
When Sech-NLIW is replaced by Rech-NLIW, as shown in the last two
rows of Fig 3, similar results can be obtained, which indicates that AIS
recovery by the U-Net is insensitive to the shape of the NLIW and proves
the effectiveness of random mode-coupling matrix model. As shown in
the last row of Fig 3, as the amplitude and width of the Rech-NLIW
increase, RC tends to decrease. This is because with the increasing of
amplitude and width of the Rect-NLIW, the variation of ``adiabatic'' mode
dispersion caused by the NLIW cannot be neglected, and a detailed
discussion is given in section 4 in the supplement material [19].
4. Conclusion
In the letter, a U-Net is trained to realize AIS recovery. To reduce the
requiring time in preparing training data, a random mode-coupling
matrix model is introduced. Generally, the more kinds of distorted AIS
contained in the training data, the better the performance of the trained
U-Net. The effectiveness of AIS recovery of the U-Net is verified in
range-dependent waveguides with nonlinear internal waves, which
indicates that the effectiveness of the random mode-coupling matrix
model. Because the variation of ``adiabatic'' mode dispersion caused by
horizontal inhomogeneity is neglected in the random mode-coupling
matrix model, the performance of AIS recovery is degraded when the
variation cannot be neglected. In this work, the uncertainty of
background parameters, such as seabed sound velocity and water depth,
in the test environment is unconsidered. When there is uncertainty in
background environment parameters in the test environment, the
uncertainty of the parameters needs to be considered in the training
data preparation.
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