Abstract. A method presented recently to find approximate solutions to a Sturm-Liouville problem is shown to be a special case of a classical weighted residual method. The choice of approximation functions and convergence of the method are also examined.
INTRODUCTION '
In a recent article [1] , Chambers presented a method for obtaining an approximate solution to the Sturm-Liouville problem defined by the differential equation for xx < x < x2, and the boundary conditions (1.2) -/>Oi)w'Oi)-l-riwOi) = £i» P(x2)u'(x2) + r2u(x2) = g2.
Integrating the differential equation (1.1) from xx to x2, one obtains the "consistency equation" The constants a, ß and y are selected so that w satisfies the boundary conditions (equation (1.2) ) and the consistency equation (1. 3). The purpose of the present note is to show that this method is simply a particular case of a well-known variational approximation method for which convergence has been established and error analyses are available.
Weighted residual method
Following the standard approach [2] , multiplying the differential equation (1.1) by a test function n and integrating from xx to x2, gives rx2 rx2 rx2
Using the boundary conditions (1.2), we find n(xx)rxu(xx) -n(xx)gx + n(x2)r2u(x2) -n(x2)g2 WiPfa + n¡qfa]dx + n¡(x2)r2fa(x2) + n¡(xx)rxfa(Xj),
Ft = n¡(x2)g2 + t]i(xx)gx + I njdx.
Jxt
When the test functions are the same as the approximation functions, the method is called the Bubnov-Galerkin method.
The method presented by Chambers [1] can be seen as a one-term PetrovGalerkin approximation with a polynomial approximation function and n -1 since, after substituting n = 1 into equation (2.2), the consistency equation (1.3) is recovered. The approximation function used satisfied both boundary conditions of the problem.
In the following, we show that: (1) better results are obtained using more terms in the approximation (equation (2.3)); (2) the approximation functions need not satisfy the boundary conditions; (3) faster convergence is obtained when each approximation function satisfies the boundary conditions of the problem.
Example
For the example treated in M Equation (3.7) was also obtained in [1] . Results from equations (3.8-10) are compared with the exact solution in Table 1 for x = 0, 1/2, 1. As the number of terms increases, the approximate solution rapidly converges to the exact solution. Therefore, the method used can produce very accurate solutions.
Approximation II. Because of the boundary condition u'(0) = 0 and the fact that the differential equation remains unchanged when x is changed to -x, there is a strong indication that the solution is an even function. Of course, this is confirmed by the exact solution (equation (3.3) ). Therefore, the approximation functions are taken to be polynomials with even powers of x. That is (3.11) fa= x2i~2 -^\x2' for i > 1. Results in Table 1 indicate a slightly faster convergence with this set of approximation functions. When available, special insight into the solution of the problem can be used in the selection of the approximation functions to speed up convergence, but is not needed. we find that the approximation converges to the exact solution (Table 1) . It was also verified that the boundary conditions (equation (3.2)) are also very well approximated as N > 3. The results show that with Approximation III, convergence is slower than with Approximations I and II. Remark. Equation (1.1) can be written as (3.13) 4u = f, where the operator A is defined as (3.14)
A = -Txip{x)Tx + q(x).
Using the results obtained in equation (2.2), we find the inner products The operator A is symmetric ((Au, n) = (u, An)) if gx = g2 = 0, and then it is also positive ((Au, u) > 0). Therefore, according to the minimum functional theorem [2] , the solution to the strong problem defined by equations (1.1, 2) corresponds to the minimum of the quadratic functional The weighted residual method adopted here is applicable to the most general Sturm-Liouville problem, whereas a quadratic functional Q can only be found when gx = g2 = 0. However, when such a functional can be found, as with the present example, the Rayleigh-Ritz method can be used. It can be shown that approximation III above leads to the same set of equations as the Rayleigh-Ritz approach using the approximation functions given by equations (3.12).
Conclusions
In this article, a general weighted residual approach for Sturm-Liouville problems was presented. A method proposed recently by Chambers is shown to be a special case of the classical Petrov-Galerkin method. In addition, we show that the Petrov-Galerkin approach quickly converges to the exact solution even when approximation functions do not each satisfy the boundary conditions of the problem. However, faster convergence is obtained when each approximation function does not satisfy the boundary conditions. The Petrov-Galerkin approach does not require the existence of a quadratic functional to be minimized and can be used to solve all Sturm-Liouville problems. Quadratic functionals are shown to exist only for a restricted class of Sturm-Liouville problems.
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