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Abstract
In this paper, we present a link between the representation of a root of a basic irreducible polynomial
f (x) over a Galois ring and its order, and derive algebraic discriminants for primitive polynomials and
sub-primitive polynomials, respectively. The principal parts of these discriminants are determined by
the coefﬁcients of f (x)modp and f (x)modp2, respectively. By these results, we can give some ﬁne
criteria for primitive polynomials over Galois rings with characteristic 2n, and characterize trinomial
and pentanomial primitive polynomials over Z2n completely.
© 2005 Published by Elsevier B.V.
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1. Introduction
The study of the linear recurring series over the ring of residue classes Z2n is becoming
more and more important (e.g. see [1,2]). This is due to the fact that these series can be
deduced from some nonlinear series over F2 with good cryptographic properties and code
parameters which have some application backgrounds (e.g. in CDMA). In general, we
always use primitive series over Z2n (i.e., the series with maximal period for given order)
which are characterized by primitive polynomials over Z2n [x]. Therefore, it is important to
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characterize and produce primitive polynomials over Z2n . Dai and Huang [3] and Huang
[4] gave, respectively, some algebraic discriminants of primitive polynomials over Z2n and
Zpn with p an odd prime. They use the properties of primitive linear recurring series over
ﬁnite ﬁelds Fp (p = 2 or an odd prime), which works perfectly in theory, e.g. see [5].
The signiﬁcance of their results is that they gave some explicit relationships between the
coefﬁcients and the primitivity of f (x).
In this paper we shall generalize these results to general Galois rings by a pure algebraic
method.We shall also give algebraic discriminants for sub-primitive polynomials. Our paper
is organized as follows: we introduce some notations, deﬁnitions and main results in next
section, give the proofs of the main results in the third section and discuss details for Galois
ring GR(2n, r) and characterize all trinomial and pentanomial (sub-)primitive polynomials
over Z2n completely in the ﬁnal section.
2. Notations and preliminaries
A ﬁnite commutative local ring (R,m) with identity is a Galois ring if R is an unramiﬁed
extension of its prime ring Z/(pn), i.e., if m = pR. If the ﬁeld of residue classes of (R,m)
is k = R/m  Fpr , then R is determined uniquely by pn and r (see [6] for detail), and we
will denote R by GR(pn, r), e.g. GR(pn, 1) = Z/(pn), GR(p, r) = Fpr , etc.
We denote byM the natural homomorphism from R to k which can induce a homomor-
phism from R[x] to k[x]. We denote this also byM. IfM(f )=M(f (x)) is an irreducible
polynomial in k[x], then f (x) is called a basic irreducible polynomial in R[x]. Here and
after, f (x) is always a monic basic irreducible polynomial with degree m.
The period Per(f ) of f (x) is the minimal positive integer T such that f (x)|(xT − 1).
It can be proved easily that T |(qm − 1)pn−1 with q = pr . We call f (x) a primitive (or
sub-primitive, respectively) polynomial over GR(pn, r) if Per(f ) = (qm − 1)pn−1 (or
=(qm − 1)pn−2, respectively).
Let  ⊆ R be a complete set of representatives of k. Then every element a of R has an
unique representation of the following form:
a = a0 + a1p + · · · + an−1pn−1, (1)
where ai ∈  for 0 in − 1, and every polynomial f (x) of R[x] has the following
representation:
f (x) = f0(x) + f1(x)p + · · · + fn−1(x)pn−1, (2)
where the coefﬁcients of fi(x) are in . Here and after, we always choose  to be the
Teichmüller set of representatives in R, i.e., = {b ∈ R|bq = b} .
Let R′ be R or Fq , we introduce two maps as follows:
 : R′[x] −→ R′[x]
g(x) =
t∑
i=0
bix
i −→ (g)(x) = ∑
i0+···+it=q
(q/p)|ij ,ij<q
0 j t
q!
pi0! . . . it !
b
i0
0 . . . b
it
t x
i1+···+t it
,
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 : g(x) =
t∑
i=0
bix
i −→ (g)(x)
=
∑
i0+···+it=q
(q/p2)|ij ,0 j t∑t
j=0 n−2(ij )=p
q!
p2i0! . . . it ! b
i0
0 . . . b
it
t x
i1+···+t it
,
where 00 = 1, n−2(s) is the coefﬁcient of pn−2 in the p-adic expansion of s. It is clear that
= 0 if q = p.
Now we can state our main results.
Theorem 1. Let R = GR(pn, r),= {b ∈ R|bq = b} with q = pr , and f (x) ∈ R[x] be a
monic basic irreducible polynomial with degree m. Let  be a root ofM(f0) in Fqm . Then
f (x) is a primitive polynomial if and only ifM(f0) is a primitive polynomial over Fq , and
M(f1) satisﬁes (in Fqm ) the following conditions:
(I) M(f1)() = ((M(f0))())1/q , if p > 2 or p = 2 and n = 2;
(II) M(f1)() /∈ {((M(f0))())1/q, ((M(f0))())1/q + M(f ′0)()}, if p = 2, n3,
where f ′0 = df0/dx.
Theorem 2. Notations as in Theorem 1 and n3. Then f (x) is a sub-primitive polynomial
if and only if M(f0) is primitive over Fq and M(f1),M(f2) satisfy (in Fqm ) following
conditions (I′) or (II′):
(I′)
M(f1)() = [(M(f0))()]1/q ,
M(f2)() = [(M(f1))() +M((f0)1)() + (M(f0))()]1/q
− [2(M(f0))() − ()]1/q2 ,
(II′)
M(f1)() = [(M(f0))()]1/q + M(f ′0)(),
M(f2)() = [M(f ′0)() +M(f ′1)() +M((f ′0)1)()]
+ [M(f ′0)()M(f1)()]1/2 + [(M(f1))()
+M((f0)1)() + (M(f0))() + q(M(f ′0))()]1/q
+ [2(M(f0))() + ()]1/q2 if p = 2, n3,
where f ′i = dfi/dx and (f0)1, (f ′0)1 are the coefﬁcient polynomials of p for the represen-
tations of (f0) and f ′0 as in (2), and
() =
⎧⎪⎨
⎪⎩
[(M(f0)())p−1M(f1)()]p if q = p3,
[M(f0)()M(f1)() +M(f1)(2)]2 if q = p = 2, n = 2,
M(f0)(2)M((f0))() +M((f0))(2) if q = p = 2, n3,
0 if otherwise.
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We call conditions (I) and (II) in Theorem 1 the discriminants of primitive polynomials.
The right sides of (I) and (II) are called the principal parts of the discriminants. It is clear
that the principal parts are determined by f (x)modp. Similarly, conditions (I′) and (II′)
in Theorem 2 are called the algebraic discriminants of sub-primitive polynomials, their
right sides are called the principal parts of the discriminants which are determined by
f (x)modp2.
3. The proofs of Theorem 1 and 2
Let  be a root of f (x) in an extension ring of R. Then S = R[]  R[x]/(f (x)) is
also a Galois ring. In fact, S = GR(pn, rm). It is clear that  belongs to the group U(S) of
invertible elements of S. Denote the order of  in U(S) by ord(). We can easily prove
Lemma 3. Per(f ) = ord().
Proof. This is a direct conclusion of the deﬁnition of the period of f (x). 
Let be the Techmüller set of representatives for the ﬁeld K=S/pS of residue classes of
S, i.e.,={ ∈ S|qm =}. Then=R∩ and  has an unique decomposition =0+1p+
· · · + n−1pn−1, i ∈ . Since  can be also written as = 0(1 + 	1p + · · · + 	n−1pn−1),
with 	i = −10 i , it follows ord() = ord(0)ord(1 + 	1p + · · · + 	n−1pn−1). 
Lemma 4. Let 	= 1 + 	1p + · · · + 	n−1pn−1, 	i ∈ , 
 a positive integer.
(1) If p > 2, or p = 2 and n = 2, then 	pn−
 = 1 for 2
n − 1 if and only if
	1 = · · · = 	
−1 = 0; (C)
(2) If p = 2 and n3, then 	pn−
 = 1 for 2
n − 1 if and only if
	1 = · · · = 	
−1 = 0, or 	1 = · · · = 	
−1 = 1. (C′ )
Proof. The “if” part is obvious. The “only if” part can be proved using induction by con-
sidering to following cases:
(1) if p > 2, then 	 ≡ 1 + 	1p modp2. Hence 	pn−2 = 1 + 	1pn−1 which implies that
	p
n−2 = 1 if and only if 	1 = 0. This shows that the lemma holds for 
= 2. Assuming
that the lemma holds for 
2, we must show that it holds for 
 + 1. So suppose
that 	p
n−(
+1) = 1, then 	pn−
 = 1. By induction hypothesis, 	1 = · · · = 	
−1 = 0, so
	p
n−(
+1) = 1 + 	
pn−1 + i2(p
n−(
+1)
i
)	i
p

i
. Let vp(n) be the p-adic valuation of
n. Then
vp
((
pn−(
+1)
i
))
= d = n − (
+ 1) − vp(i).
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For i2, 
2, it is easy to see 
(i − 1)vp(i) + 1. Therefore,
d + 
i = n − (
+ 1) − vp(i) + 
i = n + 
(i − 1) − vp(i) − 1n. (3)
This implies that
	p
n−(
+1) = 1 + 	
pn−1 = 1.
Hence 	
 = 0 which completes the proof for the case p > 2.
(2) The lemma is trivial in the case p = 2 and n = 2.
(3) We now consider the case p = 2 and n3. For 
= 2, 	= 1 + 	1 · 2mod 22, 	2n−2 =
1 + (	21 + 	1)2n−1. Hence 	2
n−2 = 1 implies that 	21 + 	1 = 0mod 2, i.e., 	1 = 0 or
	1 = 1. Therefore, the lemma holds for 
= 2.
Assuming the lemma holding for 
2, since inequality (3) holds also for p = 2, we
have by similar calculations
1 = 	2n−(
+1) =
{
1 + 	
2n−1 if 	i = 0, 1 i
− 1,
1 + (1 − 	
)2n−1 if 	i = 1, 1 i
− 1.
This completes the proof of Lemma 4. 
Corollary 5. Let 	, (n − 1)
1 be as in Lemma 2. Then ord(	) = pn−
 if and only if
(1) 	1 = · · · 	
−1 = 0, 	
 = 0 if p > 2 or p = n = 2;
(2) 	1 = · · · 	
−1 = 0, 	
 = 0, or 	1 = · · · 	
−1 = 1, 	
 = 1 if p = 2 and n3.
Corollary 6. Let 1
n− 1, then the number N of monic basic irreducible polynomials
with period (qm − 1)pn−
 and degree m over R is equal to
N =
{
(qm − 1)(qm − 1 − 
p,2) · qm(n−2)/m if 
= 1,
(1 + 
p,2)(qm − 1)(qm − 1)qm(n−1−
)/m if 
2,
where (·) is Euler’s function and 
p,2 = 0 or 1 according to p = 2 or p = 2.
Lemma 7. Let g(x) =∑ti=0 bixi, bi ∈ , then
g(x)q = g(xq) + p(g)(x) + p2(g)(x)modp3.
Proof. We have
g(x)q =
(
t∑
i=0
bix
i
)q
= g(xq) +
∑
i0+···+it=q
ij<q
q!
i0! . . . it ! b
i0
0 . . . b
it
t x
i1+···+t it
.
If q = p, it is clear that the lemma holds. For q >p, vp(q!/i0! . . . it !) = d = 1/(p − 1)
(wp(i0)+ · · · +wp(it )− 1) where wp(j) is the p-weight of j (See Lemma 6.39 in [5]). By
this valuation, we can prove easily that d = 1 if and only if (q/p)|ij , 0j t ; d = 2 if and
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only if (q/p2)|ij , 0j t and n−2(i0)+ · · · + n−2(it )=p. And hence Lemma 3 can be
deduced from the deﬁnitions of  and . 
Proof of Theorem 1. By Lemma 3, Corollary 5 and the deﬁnition of the primitivity, the
primitivity of f (x) is determined by the order of 0 and the value of 1, i.e., f (x) is primitive
if and only ifM(0) is primitive andM(1) is not 0 and notM(0).
We now compute the value ofM(1). Let =M(0). Since f0(0 + 1p) + f1(0)p ≡
0modp2, we have
1 ≡ −f ′0(0)−1(f1(0) + f0(0)/p)modp.
But f0(0) ≡ 0modp, by Lemma 7, we see that f0(q0)/p ≡ −(f0)(0)modp. Hence
1 = 0 = q1 if and only if f1(q0) ≡ −f0(q0)/p ≡ (f0)(0)modp, i.e., M(f1)() =[(M(f0))()]1/q . By the same way, for p = 2 and n3, then 1 = 0 if and only if
M(f1)() = [(M(f0))()]1/q + M(f ′0)(), which completes the proof of
Theorem 1. 
Proof of Theorem 2. By Lemma 3 and Corollary 5, the sub-primitivity of f (x) is equiv-
alent to 2 = 0 and 1 = 0, or 2 = 0 and 1 = 0.
(1) Suppose 1 = 0. Then
f0(0) + f ′0(0)2p2 + pf 1(0) + p2f2(0) ≡ 0modp3.
Hence 2 = 0 if and only if q
2
2 = 0, and if and only if
f2(
q2
0 ) ≡ −[f0(q
2
0 ) + pf 1(q
2
0 )]/p2 modp.
Since
[(f0)(0)]q ≡ f1(q0)q ≡ f1(q
2
0 ) + p(f1)(q0)modp2,
then
pf 1(
q2
0 ) ≡ p((f0)(0)q) − p2(f1)(q0)modp3. (4)
But we have (modulo p3)
0 ≡ [f0(q0) + f1(q0)p]q
≡ f0(q0)q +
⎧⎨
⎩
0 if q >p,
p2f0(
q
0)
p−1f1(p0 ) if q = p > 2,
4[f0(20)f1(20) + f1(20)2] if q = p = 2,
≡ f0(q2) + p(f0)(q0) + p2(f0)(q0)
+
⎧⎨
⎩
0 if q >p,
p2f0(
p
0 )
p−1f1(p0 ) if q = p > 2,
4[f0(20)f1(20) + f1(20)2] if q = p = 2.
(5)
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Let (f0) = (f0)0 + p(f0)1 + · · · + pn−1(f0)n−1 be the decomposition of (f0) as
in equality (2). Then
[(f0)(0)]q − (f0)(q0) ≡ [(f0)0(0)]q − (f0)0(q0) − p(f0)1(q0)
≡ p(2(f0)(0) − (f0)1(q0))modp2. (6)
By (4)–(6), we obtain (modulo p)
−(f0(q
2
0 ) + pf 1(q
2
0 ))/p
2 ≡ (f1)(q0) + (f0)1(q0) − 2(f0)(0) + (f0)(q0)
+
⎧⎪⎨
⎪⎩
0 if q >p,
f0(
p
0 )
p−1f1(p0 ) if q = p > 2,
f0(
2
0)f1(
2
0) + f1(20)2 if q = p = 2.
Therefore 2 = 0 if and only if in Fqm = Fq [] we have
M(f2)() = [(M(f1))(q) +M((f0)1)(q) − 2(M(f0))()
+ (M(f0))(q) + ()]1/q2
= [(M(f1))() +M((f0)1)() + (M(f0))()]1/q
− [2(M(f0))() − ()]1/q2 . (7)
(2) Suppose 1 = 0, p = 2, n3. By expanding f () ≡ 0mod 8, we obtain
f ′0(0)2 ≡ 0f ′1(0) + f2(0) + [f0(0) + 2(f1(0) + f ′0(0)0)]/4mod 2, (7′ )
i.e.,
f ′0(
q2
0 )
q2
2 ≡ q
2
0 f
′
1(
q2
0 ) + f2(q
2
0 )
+ [f0(q
2
0 ) + 2(f1(q
2
0 ) + f ′0(q
2
0 )
q2
0 )]/4mod 2. (8)
But modulo 8, we have
0 ≡ [f0(3q0) + 2f1(3q0)]q ≡ [f0(q0) + 2(f ′0(q0)q0 + f1(q0))]q
≡ f0(q0)q +
{4[f0(q0)(f0)(0) + (f0)(0)2] if q = 2,
0 if q > 2,
v ≡ f0(q
2
0 ) + 2(f0)(q0) + 4(f0)(q0)
+
{4[f0(q0)(f0)(0) + (f0)(0)2] if q = 2,
0 if q > 2.
(9)
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But 2[(f0)(0)]q ≡ 2(q0f ′0(q0) + f1(q0))q mod 8, then
2(f0)0(
q
0) + 42(f0)(0)
≡ 2q20 f ′0(q0)q + 2f1(q0)q + 2
q−1∑
i=1
(
q
i
)
qi0 f
′
0(
q
0)
if1(
q
0)
q−i
≡ 2q20 (f ′0)0(q
2
0 ) + 4q
2
0 ((f
′
0)0)(
q
0) + 2f1(q
2
0 ) + 4(f1)(q0)
+ 4
(
q
q/2
)
q
2/2
0 f
′
0(
q
0)
q/2f1(
q
0)
q/2
. (10)
By (9) and (10), we obtain
f0(
q2
0 ) + 2f1(q
2
0 ) + 2f ′0(q
2
0 )
q2
0
≡ f0(q
2
0 ) + 2f1(q
2
0 ) + 2(f ′0)0(q
2
0 )
q2
0 + 4q
2
0 (f
′
0)1(
q2
0 )
≡ 4
[
(f0)(
q
0) + (f0)1(q0) + (f1)(q0) + 2(f0)(0)
+ q20 ((f ′0)0)(q0) + q
2
0 (f
′
0)1(
q2
0 ) +
(
q
q/2
)
q
2/2
0 f
′
0(
q
0)
q/2f1(
q
0)
q/2
]
+ 4
{
f0(
2
0)(f0)(0) + (f0)(20) if q = 2,
0 if otherwise.
Inserting the equality of above into equality (8), we see that 2 = 0 if and only if modulo
2, we have
f2(0)
q2 ≡ f2(q
2
0 ) ≡ (f1)(q0) + (f0)1(q0) + 2(f0)(0)
+ (f0)(q0) + q
2
0 [f ′0(q
2
0 ) + f ′1(q
2
0 ) + ((f ′0)0)(q0)
+ (f ′0)1(q
2
0 )] +
(
q
q/2
)
q
2/2
0 + f ′0(q0)q/2f1(q0)q/2
+
{
f0(
2
0)(f0)(0) + (f0)(0)2 if q = 2,
0 if otherwise,
f2(2) ≡ 0[f ′0(0) + f ′1(0) + (f ′0)1(0)] + [0f ′0(0)f1(0)]1/2
+ [(f1)(0) + (f0)1(0) + (f0)(0) + q0((f ′0)0)(0)]1/q
+ [2(f0)(0) + ()]1/q2 . (11)
By equalities (7) and (11) we proved Theorem 2. 
Remark 8. Taking R = Z/(2n) and R = Z/(pn) in Theorem 1, respectively, we obtain the
Main Theorems of [3,4], respectively, immediately.
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4. Primitive polynomials over GR(2n, r)
In this sectionwe shall further characterize the primitivity of a polynomial overGR(2n, r).
For convenience we do not distinguish between  and Fq with q =2r , which are considered
as sets. In particular, f0 can be considered as a polynomial in Fq [x]. And the map  has a
simpler form:
(g)(x) =
⎛
⎝ ∑
0 i<j t
bibj x
i+j
⎞
⎠
2r−1
.
Let (g)(x) =∑0 i<j t bibj xi+j . Then the algebraic discriminants in Theorem 1 have
the following simpler forms:
f1()
{ = ((f0)())1/2 if n = 2,
/∈ {((f0)())1/2, ((f0)())1/2 + f ′0()} if n3. (12)
For g(x) ∈ Fq [x], we write g(x) = g(x)even + g(x)odd where g(x)even and g(x)odd are the
parts with even and odd degrees, respectively.
Lemma 9. For any g(x) ∈ Fq [x], we have
(xg′(x))2 ≡ (g)(x)odd modg(x).
Especially, (f ′0())
2 = (f0)odd().
Proof. Let g(x)= alxdl + · · · + a1xd1 + bmxem + · · · + b1xe1 + a0 where di even integers
and dl > · · ·>d12, ej odd integers and em > · · ·>e11. Then
(xg′(x))2 + (g)(x)odd = (bmxem + · · · + b1xe1)2 + alxdl (bmxem + · · · + b1xe1)
+ · · · + a0(bmxem + · · · + b1xe1)
= (bmxem + · · · + b1xe1)(bmxem + · · · + b1xe1
+ alxdl + · · · + a0)
≡ 0modg(x)
which implies Lemma 9. 
By Lemma 9 and f ′0() = (f0)odd(), equality (12) becomes
f1()
{ =√(f0)even() + (f0)odd() if n = 2,
/∈
{√
(f0)even() + (f0)odd(),
√
(f0)even()
}
if n3. (13)
We construct two polynomials as follows:
d1(f0) =
√
(f0)even,
d2(f0) =
√
(f0)even +
{
(f0)odd if m is even,
(f0)even if m is odd.
Y. Zhu, X. Wang / Discrete Mathematics 303 (2005) 244–256 253
Note that deg(f1)<m, deg(
√
(f0)even)<m, deg((f0)odd)m and the equality holds if
and only if m is an odd integer.
d1(f0) and d2(f0) are called the period degeneration polynomials associated with f0.
By equalities (12) and (13), we obtain
Theorem 10. The conditions are the same as in Theorem 1. Then f (x) is a primitive
polynomial over GR(2n, r) if and only if f0 is a primitive polynomial over Fq and
f1
{ = d2(f0) if n = 2,
/∈ {d1(f0), d2(f0)} if n3. (14)
Now let be f0(x) =∑mi=0 ai,0xi, f1(x) =∑m−1i=0 ai,1xi . Comparing the coefﬁcients on
both sides of equality (14), we can obtain some equivalent forms of algebraic discriminants
as follows.
Case 1: n = 2.
(1.1) If m is even, there exists k with 1km − 1 such that
ak,1 =
⎛
⎜⎜⎝ ∑
0 i<jm
i+j=2k
ai,0aj,0
⎞
⎟⎟⎠
1/2
+
{
0 if k is even,
ak,0 if k is odd.
(15)
(1.2) If m is odd, there exists k with 0km − 1 such that
ak,1 =
⎛
⎜⎜⎝ ∑
0 i<jm
i+j=2k
ai,0aj,0
⎞
⎟⎟⎠
1/2
+
{
ak,0 if k is even,
0 if k is odd. (16)
Case 2: n3.
(2.1) If m is even, there exists k such that (15) holds and there exists k with 0km − 1
such that
ak,1 =
⎛
⎜⎜⎝ ∑
0 i<jm
i+j=2k
ai,0aj,0
⎞
⎟⎟⎠
1/2
. (17)
(2.2) If m is odd, there exist k with 0km − 1 such that (16) and (17) hold.
In order to construct a primitive polynomial over GR(2n, r), we ﬁrst ﬁnd a primitive poly-
nomial f0 over Fq and calculate the period degeneration polynomials d1(f0) and d2(f0)
associated with f0. Then choosing a polynomial f1 such that f1 = d1(f0) and d2(f0), we
can obtain a primitive polynomial f = f0 + 2f1 + · · · + 2n−1fn−1 over GR(2n, r) where
f2, . . . , fn−1 are any polynomials over Fq .
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Example 11. Let f0 = xm + alxl + a0 ∈ Fq [x]. Since f0 is irreducible, it is impossible
that m and l all are even. We discuss the following cases:
(1) m = 2k even, l odd, then
d1(f0) =
√
(f0)even =
√
a0xm = √a0xk ,
d2(f0) = √a0xk + alxl ,
(2) m odd, l = 2k even, then
d1(f0) = √a0alxk ,
d2(f0) = alxl + √a0alxk + a0,
(3) m, l are odd, let m + l = 2k, then
d1(f0) = √alxk ,
d2(f0) = √alxk + a0.
In cases (2) and (3) above, if f = f0 + 2f1 + · · · and f1 = d1(f0) or f1 = d2(f0) then f
has at least three nonconstant terms. This holds also for the case (1) if k = l. For case (1),
if k = l and GR(2n, r) = Z2n , we only need exclude f0 = x2 + x + 1. This is true because
for GR(2n, r) = Z2n , k = l, f0 = (xl)2 + (xl) + 1, it is clear that ord(f0) = (22l − 1)|3l,
which shows l = 1.
Anyway, we have
Theorem 12. Let f (x) ∈ Z2n [x] be a monic trinomial. If f0(x) is a primitive polynomial
over F2 and not equal to x2 + x + 1, then f (x) is a primitive polynomial over Z2n .
We can study primitive pentanomials over Z2n similarly.
Theorem 13. Let f (x) ∈ Z2n [x] be a monic pentanomial. Suppose that f0(x) /∈ {x5+x4+
x3 +x+1, x5 +x4 +x2 +x+1} is a primitive pentanomial over F2. Then f (x) is primitive
over Z2n .
Proof. Let g(x) =∑tj=0 bjxj ∈ Fq [x]. Introduce the following notation:
Supp(g(x)) := {0j t |bj = 0}.
We only need to prove
Supp(di(f0))Supp(f0), i = 1, 2
or equivalently,
Supp
(√
(f0)even
)
Supp(f0).
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Write f0(x) = xm + xa + xb + xc + 1, m>a >b>c> 0. We now suppose that
Supp(
√
(f0)even) ⊆ Supp(f0) = {m, a, b, c, 0}. Then
() c must be odd (if otherwise, then c/2 ∈ Supp(√(f0)even), which is impossible since
c/2 /∈Supp(f0) ⊇ Supp(
√
(f0)even)).
() One of m and a is odd (if otherwise, then (m + a)/2 /∈Supp(√(f0)even) which is
impossible since (m + a)/2 /∈Supp(f0) ⊇ Supp(
√
(f0)even)).
We discuss the problem by considering the following cases:
(1) b and a are even, then
Supp
(√
(f0)even
)
⊆
{
b
2
,
a
2
,
a + b
2
,
c + m
2
}
.
(1.1) If (a + b)/2 = (c + m)/2, we have
Supp
(√
(f0)even
)
⊆
{
b
2
,
a
2
,
a + b
2
,
c + m
2
}
⊆ {a, b, c}.
This is clearly impossible.
(1.2) If (a + b)/2 = (c + m)/2, we have
Supp
(√
(f0)even
)
⊆
{
b
2
,
a
2
}
⊆ {a, b, c}.
So b=2c, a=2b=4c,m=a+b−c=5c, hencef0(x)=x5c +x4c +x2c +xc +1.
This implies c = 1 which contradicts f0 = x5 + x4 + x2 + x + 1.
(2) b is odd, a is even, we have
Supp
(√
(f0)even
)
⊆
{
c + b
2
,
c + m
2
,
b + m
2
,
a
2
}
⊆ {m, a, b, c, 0}.
Since m>a >b>c> 0, we see that a = b + c, (c + m)/2 = b, (b + m)/2 = a, i.e.,
b = 3c, a = 4e,m = 5c. Hence f0(x) = x5c + x4c + x3c + xc + 1. This implies c = 1
which contradicts f0 = x5 + x4 + x3 + x + 1.
(3) b is even, a is odd, then
Supp
(√
(f0)even
)
⊆
{
b
2
,
m
2
,
b + m
2
,
a + c
2
}
⊆ {m, a, b, c, 0}.
Since m>a >b>c> 0, we have b = 2c, a = 3c,m = 4c, hence f0 = x4c + x3c +
x2c + xc + 1 which is not a primitive polynomial.
(4) a, b are odd, then
Supp
(√
(f0)even
)
⊆
{
b + c
2
,
a + c
2
,
a + b
2
,
m
2
}
⊆ {m, a, b, c, 0}.
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Since m>a >b>c> 0, we have{
b + c
2
,
a + c
2
,
a + b
2
,
m
2
}
⊆ {a, b, c}
which is impossible.
From the analysis above, we proved
Supp
(√
(f0)even
)
Supp(f0)
which implies Theorem 13. 
Acknowledgements
The authors would like to thank referees for pointing out some serious errors in our
original manuscript and giving us very good revision suggestions.
References
[1] S. Boztas, R. Hammons, P.V. Kummar, 4-phase sequences with near optimum correlation properties, IEEE
Trans. Inform. Theory 38 (1991) 1101–1113.
[2] Z. Dai, Binary sequences derived from ML-sequences over rings (I), Periods and minimal polynomial, J.
Cryptol. 5 (1992) 193–207.
[3] Z. Dai, M. Huang, A criterion for primitivity of integral polynomial Mod 2d , Chin. Sci. Bull. 15 (1990)
1128–1130.
[4] M. Huang, Polynomials with maximal period over Z
pd
, Sci. China (Ser. A) 2 (1992) 149–153.
[5] R. Lidl, H. Niedereiter, Finite Fields, Addison-Wesley, London, 1983.
[6] B.R. McDonald, Finite Rings with Identity, Dekker, NewYork, 1974.
