In this paper, we obtain a recursive formula for the density of the two-sided Parisian stopping time. This formula does not require any numerical inversion of Laplace transforms, and is similar to the formula obtained for the one-sided Parisian stopping time derived in Dassios and Lim [6] . However, when we study the tails of the two distributions, we find that the two-sided stopping time has an exponential tail, while the one-sided stopping time has a heavier tail. We derive an asymptotic result for the tail of the two-sided stopping time distribution and propose an alternative method of approximating the price of the two-sided Parisian option.
Introduction
Parisian options were first introduced by Chesney, Jeanblanc and Yor [4] . They are path dependent options whose payoffs depend not only on the final value of the underlying asset, but also on the path trajectory of the underlying above or below a predetermined barrier L.
For example, the owner of a Parisian down-and-out call loses the option when the underlying 1 asset price S reaches the level L and remains constantly below this level for a time interval longer than D, while for a Parisian down-and-in call, the same event gives the owner the right to exercise the option. Parisian options are a kind of barrier option. However, they have the advantage of not being as easily manipulated by an influential agent as a simple barrier option, and thus protect against easy arbitrage.
Previous literature has largely focused on using Laplace transforms to price Parisian options.
In Chesney et al. [4] , Dassios and Wu [8] , and Schröder [11] , the problem is reduced to finding the Laplace transform of the Parisian stopping time, which is the first time the length of the excursion reaches level D. In Chesney et al. [4] , the Laplace transform of the stopping time was obtained using the Brownian meander and Azema martingale, while Dassios and Wu [7] introduced a perturbed Brownian motion and a semi-Markov model to obtain the Laplace transform. In both of these, an explicit form for the Laplace transform of the distribution of the Parisian stopping time was found. Other methods of pricing Parisian options include the PDE method, studied by Haber, Schönbucher and Wilmott [10] , the simulation method, as in Anderluh [1] and Bernard and Boyle [3] , and the combinatorial approach in Costabile [5] .
In Dassios and Lim [6] , a recursive solution for the density of the one-sided Parisian stopping time was found and a procedure for pricing Parisian options was proposed, that does not require any numerical inversion of Laplace transforms.
There are also other types of Parisian options. Cumulative Parisian options, which are related to the total excursion time above (or below) a barrier, are studied in Chesney et al. [4] , two-sided Parisian options are introduced in Dassios and Wu [8] , and double barrier Parisian options in Dassios and Wu [7] and Anderluh and Weide [2] . In this paper, we study the density of the two-sided Parisian stopping time. Using the same method as in Dassios and Lim [6] , we obtain a recursive formula for its density. The formula obtained has some similarity to that of the one-sided case. The advantage of this method compared to that in the previous literature is that there is no Laplace transform to invert. This increases speed, and the formula is not an approximation, hence accuracy can be almost exact. Furthermore, we find that the two-sided stopping time has an exponential tail, and we derive an asymptotic result for it.
However, a study of numerical results and graphs show that the one-sided stopping time has a heavier tail. Based on the asymptotic result, we propose a new method of approximating the two-sided stopping time.
Finally, we use the results to price two-sided Parisian options, which are options that get knocked in or out when the underlying either stays D units of time above or below the barrier.
These were first introduced in Dassios and Wu [8] . The Laplace transform of the pricing formula was given in their paper. Our approach does not require any numerical inversion of the Laplace transform.
Section 2 sets out some definitions and notations. Section 3 derives the density of the twosided Parisian stopping time. Section 4 gives the result for the asymptotic tail probability of the above distribution. Section 5 gives some numerical results and graphs comparing the distributions of the one and two-sided Parisian stopping times. Section 6 shows how to use the results to price two-sided Parisian options.
Definitions
We will use the same definitions for the excursions as in Chesney et al. [4] . Let S be the underlying asset following a geometric Brownian motion, and Q denote the risk neutral probability measure. The dynamics of S under Q is
where W t is a standard Brownian motion under Q, and r and σ are positive constants. For simplicity, assume zero dividends. Let K denote the strike price of the option and we introduce 3 the notations
so that the asset price S t = xe σ(mt+Wt) . Also define
with the usual convention that sup ∅ = 0 and inf ∅ = ∞. 
Thus, τ 
The two-sided stopping time is the minimum of the two one-sided stopping times with the same barrier. We denote it by τ b and we have
We note however that we have taken the window length of both sides to be the same (i.e., 1 in our case). 
We introduce a new probability measure P, which makes Z t = W t + mt a standard Brownian motion under P. Applying Girsanov's Theorem, we have
We denote by F t = σ(Z s , s ≤ t) the natural filtration of the Brownian motion (Z t , t ≥ 0).
Then τ b is an F t -stopping time, and by the strong Markov property of Brownian motion
We will first study the density function of τ b , which we will denote by f b (t), and then use it to obtain the price of a Parisian min-in call option.
3 Density of the two-sided Parisian stopping time
In this section, we give an analytical formula for the density of the two-sided Parisian stopping time. The formula is very similar to that for the one-sided stopping time.
Theorem 3.1 Denoting by f 0 (t) the probability density function of τ 0 , we have
is defined recursively as follows:
Proof. The Laplace transform of the density of τ 0 is (see Dassios and Wu [8] )
and N (x) denotes the standard normal distribution function. Note however, that the formula given in Dassios and Wu [8] differs from this because the function Ψ(x) is defined differently. Now, we have
We denoteL
AsL 1 (β) → 0 as β → ∞, andL k (β) is continuous and decreasing in β, there exists β * > 0 such that the above expansion from line (3.5) to (3.6) is valid for all β > β * . Furthermore, if L denotes the Laplace transform operator, we have the following Laplace inversions
because the LHS of (3.9) is the product of two functions whose inversion is known, so by taking their convolution we get
Hence, taking the Laplace inversion of equation (3.7), we obtain that L k is the k th convolution of (3.9), and L 0 is the expression obtained in (3.8) . Finally, we note that for n < t < n + 1,
is zero for k > n, so we only need a finite sum up to n, where the series expansion is valid for β > β * . Hence, we have the recursive solution.
For b > 0, we are only interested in the case {T b < 1}, where T b is the first hitting time of
We have the following recursive solution for the density of τ b on the set {T b < 1}.
Theorem 3.2 For b > 0, we denote by f b (t, T b < 1) the probability density function of the two-sided stopping time τ b on the set {T b < 1}. We have
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for t > 0, where L k (t) is defined recursively as follows:
Proof. We have
The L k for k = 1, 2, ... is derived in the same way.
And for b < 0, we have
due to the symmetry of the standard Brownian motion.
Tail distribution of the two-sided Parisian stopping time
In this section, we prove that the two-sided stopping time τ 0 has an exponential tail, unlike the distribution of the one-sided stopping time τ It has an exponential tail. As t → ∞, we havē
for some constant β * > 0 such that −β * is the unique solution of the equation
Proof. First, we havef 
we can exclude e −β in the numerator from our calculations, and shift the resulting function at the end of the calculations by the window length 1 to obtain the actual tail. The intuition behind this is that, because the window length is 1, the stopping time will not occur before time 1, and hence it is only useful to study the density for t > 1. We then have
where X T is a subordinator (non-decreasing Lévy process) with Lévy measure 1 2v 3/2 for v < 1 at an independent exponential time T ∼ Exp(1). Hence, we observe an interesting connection between the distributions of the Parisian stopping time and that of the Lévy process X T . This suggests possibilities for further study. The first step above follows from (3.4) and the second step can be derived as below:
Next, we define two new discrete random variables T and T :
kh1 {(k−1)h<T ≤kh} so that T ≤ T ≤ T . They have probability functions
We note that T is the upper bound for T and T is its lower bound. Hence, we have that
, and thus
because X t is a subordinator and hence increasing. We then proceed to show that, as h → 0, both P (X T > x) and P (X T > x) converge to the same limit.
We have
and
First, consider E e −βX T . We define the functionĝ h (β) aŝ
and note thatĝ h (β) is the Laplace transform of X h ,
We also denote G h (x) as the distribution of X h , and G h (x) as its survival function. Then
Now, let L(x) be the tail distribution P (X T > x), andL(β) its Laplace transform. So we havê
and thus,L
Inverting the Laplace transform on both sides and writing the second term as a convolution, we have
Let β * > 0 be such that −β * is the solution to the equation
We note that this equation has a unique negative solution, because the expression on the left hand side of this equation is decreasing for negative β. Furthermore, as β → 0, the expression approaches 1, and as β → −∞, the expression approaches −∞. Next, we define L * (x) as
Then, we have
13 By the key renewal theorem (see Feller [9] Chapter 11), we have that as x → ∞,
We denote this by C h . When h → 0, we get
Likewise, we denote by l(x) the tail distribution P (X T > x), andl(β) its Laplace transform.
Similarly, we can computel
and thus,l
Inverting the Laplace transform, we have
and we define l * (x) as
By the key renewal theorem,
Finally, note that
As h → 0, L * (x) and l * (x) converge to the same limit as x → ∞. Hence, e β * xF 0 (x) also converges to this limit as x → ∞. Shifting the resulting function to the right by 1, we thus haveF
Remark 4.2 We can compute β * numerically to be 0.854.
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Numerical Results
The table below presents the survival functions for both τ 0 and τ − 0 , computed using a time step of h = 0.001 with R. The following graph depicts the tailsF 0 (t) (black) and the approximation C β * e −β * t (red). Figure 2 : Graph ofF 0 (t) and C β * e −β * t versus t for 0 < t ≤ 20
It suggests that the asymptotic provides a good approximation for the survival function.
The following graph plotsF − 0 (t) against ln (t). we can compute the closed form formula for the density f 0 (t) for 1 < t ≤ 4. For t > 4, we approximate the density with the asymptotics. We have from Theorem 3.1
Hence, we have an approximation for the density:
, where β * = 0.854. For b > 0, a closed form formula cannot be found, but we can similarly approximate the density f b (t) with the asymptotic for large values of t. For f b (t), the asymptotic formula as t → ∞ is
6 Pricing two-sided Parisian Options 
3)
Proof. First, we note that τ b is an F t -stopping time, and by the strong Markov property of 
1 {z>b} .
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Hence,
where the last step follows from: 
Min-call-out Parisian Call
For the knock-out call with the same parameters, we have 
Numerical results
The following table gives the prices of the two-sided Parisian option for different values of initial asset price S 0 and window length D, for parameters K = 95, L = 90, T = 1 year, r = 0.05 and σ = 0.2. These values are obtained using the recursive formula for t ≤ 4, and the asymptotics for t > 4. 
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