Introduction

Subject of paper
In this paper, a novel method of microscopic images seg− mentation of living cells is proposed. This method called multistage morphological segmentation method (MSMA) allows for extracting the area covered by the cell or cells' clone from the pair of images captured in order to document the cells' behaviour as a sequence of images. The aim of this investigation is to develop a method of segmentation dedi− cated to the microscopic images of stem cells growing in culture in two cases -when cells' population under observa− tion is with and without fluorescent protein inside or on the surface of cell's membrane. The MSMA method is deve− loped for images captured using time−laps microscopy. The microscope output images are captured using either exclu− sively bright field microscopic (BF images) technique or BF technique supported by fluorescent markers (EF images). The images are captured for each view field one by one with a hardware delay, which is significantly shorter than a time increment used for an observation of the behaviour. The second type of observation is performed on cells stained with the fluorescent markers or transfected by the fluorescent proteins.
The method is based on mathematical morphology approach supported by other image processing techniques, such as thresholding and texture analysis. The method con− sists of two stages: the coarse segmentation stage followed by the fine segmentation stage. The coarse segmentation stage aims at finding a map pointing at particular cells. At this stage only the presence of cells within the images is detected. Two tracks of the coarse segmentation are pro− posed, the first is based on the BF−images, while the second -on the EF−ones. The results of both are complementary and are combined based on the shape of particular cells. Finally, the combined result of coarse segmentation is refined in the second stage of the method called fine seg− mentation. This stage is based on morphological watershed transform and it results in the precise outline of cells.
The paper consists of 4 sections. Section 1 is the intro− duction. Section 2 presents the proposed method. Section 3 shows the results of proposed method. The last Sect. 4 con− tains the discussion and conclusion.
In order to analyse cells' behaviour, the images captured in sequences should be segmented into objects on each frame separately and then the objects should be matched from one frame to the other. Cells' behaviour is described by changes in time of such their features as cells' area, shape, intensity distribution and others. To achieve suffi− ciently precise description of cells' behaviour, as the first step of analysis, the image segmentation should be per− formed with relevant precision adjusted to the aim of inves− tigation [18] . Well known and simple segmentation me− thods [19] [20] [21] [22] [23] , such as various types of thresholdings, gra− dient and edge examination and clustering are effective for ideal images. An ideal image means in this case an image which is acquired by having the possibility of adjusting parameters of acquisition. These parameters such as con− trast, level of details in image/objects are thus optimal for a particular single image. Such image shows one or several well separated and relatively uniform objects. The ideal images are used in robotics, security, biometry and in some medical diagnostics. In the latter, they are applied to recog− nize, e.g., cancerous cells in a fixed microscopic sample from cytological smears [24] [25] [26] or tissue sections [27] [28] [29] [30] . During the observations of living cells, where the cells' pop− ulation behaviour is monitored in biological experiments or for medical diagnostics or prognosis, an operator cannot interfere in the process of image capturing. In the process of the image sequence acquisition, controlled by computer software, the most of acquisition parameters are chosen only once initializing the process, independently of external conditions' variations such as decrease in the fluorescent signal and increase in density of the cell in an image plane. Consequently, the acquired images and the cells in the images slightly differ from one frame to another and from one sequence to another.
Fully automatic methodology of the microscopic image segmentation described in literature [1, 11] is adjusted to the specific and relatively homogeneous in appearance cells' population and to the images captured by using a specific type of microscopic techniques. For example, methodology presented in Ref. 1 was developed for mitotic cell detection in the HeLa cells in a culture observed in phase contrast microscopic techniques. This type of cells is characterized by a circular shape, small size variations and homogenous pixels intensity within the region of cells' body. The metho− dology of segmentation proposed in Ref. 2 for microscopic fluorescence images is easy but precise enough only when the cells are homogenous in lighting both across each cell and from one cell to another. It the both above methods, it is not explicitly assumed that the cells are surrounded by a background and do not touch one another. In such a case, when a segmented object consists of multiple cells, the question how to separate the cells touching each other remains open.
The semi−automatic methodology of the image segmen− tation with operator's intervention is mainly presented in lit− erature about microscopic images segmentation [24] . This idea is also exploited in the presented investigations.
Assumptions
The microscopic images of cells' samples can be acquired by using various techniques of microscopy. Among them there are: bright−field (BF) technique of transmitted light microscopy, phase contrast technique -typically used in cell observations and the other interference contrast images (e. g., Nomarski technique) or dark field techniques. Other microscopic techniques frequently used for living cells' observations are based on the phenomenon of fluorescence. One of them is epi−fluorescent technique (EF) which shows light emission coming from the fluorescent protein attached to the cells' surface or organelles or just secreted to the cytoplasm.
Cells observation can be done both in non−coherent and coherent light. The last one allows to achieve a very thin deep of field and to observe a particular slice of the cell while the first one integrates the signal across the cell.
All microscopic techniques produce images of different characteristics with various objects' details visible. The BF images show details of the cell's morphology along with a stream of light coming through the cell body and the edges while the confocal images show details of a thin slice of the cell. The phase contrast microscopy covers the borders of cells with a strong halo, so the pods formed by the cells are hidden. The fluorescent images of cells show objects as a mosaic of the various intensity bright spots on the dark background.
Each type of living cells' images has various advantages and disadvantages from the point of view of information required for the image processing and the analysis methods. Unfortunately, neither type of microscopic images shows enough details and features which may be required to define of the accurate and precise algorithm for the single cell seg− mentation in all cases. In such a case, it must be decided whether to collect the information about the cells from the BF images only or from the BF and EF images, simulta− neously. In the second case, both images are acquired one by one with the smallest possible hardware time delay t delay which is much more smaller than the chosen behaviour observations' time increment Dt and which is negligibly compared with the time scale of the observed phenomenon such as the cells' crawling movement, the cells' proli− feration, necrosis or apoptosis.
The method proposed in this paper makes use of the BF images either supported by the EF images or not. It con− structs a map of the objects B i in the particular time t based on the following observations and assumptions: l in most cases, information about cells contained in each single image is not sufficient to find each cell's location. Due to this fact, the information coming from two cell− −imaging methods (BF and EF) is used. Both image sources provide us with the different aspects of cell pre− sence in a certain place (see Figs. 1 and 2 ). It must be, however, taken into consideration that the EF−image is absent or its quality is poor (the contrast between cells and the background is too low). So, it is assumed, that the method should be effective even in the case of problems with EF−image, l while cells' population under observation is biologically homogeneous, simultaneously it is non−homogenous in the terms of cells' morphology/appearance (see Figs. 1  and 2 ). Cells' population consists of objects of various shapes and size dispersed or closely located one to an− other. In particular, flattened cells show various charac− teristics of the cells' regions such as the cell's body it− self, the cell pseudopodia region and the cell nucleus re− gion. All these regions' characteristics vary what causes the situation in which the segmentation criteria should be locally adjusted, l cells' population is also non−homogenous in the terms of intensity of light emission because of the difference in amount of fluorescent protein and because of the light− ing decrease in time. Moreover, the distribution of fluo− rescent protein is not homogenous within the cell body: it is strong inside of the central region, moderate in the peripheral regions and weak in the pods developed by the cell to communicate or to move. All these features can be observed in Figs. 1 and 2 , the texture is the most remarkable feature which allows us to distinguish the cell's area from the background. The background area is relatively homogeneous because the background grey level variation is caused only by the noise. The grey level variations within the cell's body region are higher than in the background because they are magnified by light absorption, reflection and amplification within the cell structures, l thin pods are slightly visible through the texture because they are transparent as they are built by clean actin net without any granules inside but it can mostly be detected due to the week fluorescent signal emission, l cells located closely one to another (with or without touching each other) are selected by the texture as one object and can be separated using fluorescent signal pro− file or other external information.
Proposed method
Method outline
The proposed approach to the segmentation of cell image consists of two principal stages: the coarse segmentation and the fine segmentation. The aim of the coarse segmenta− tion is to find all the regions of the images where the cells are visible in the BF and/or EF images. In the fine segmenta− tion stage, the precise cell boundaries are extracted.
Two complementary tracks of the coarse segmentation are proposed. The first one makes use of textural informa− tion in the BF images to produce the coarse segmentation result [31] . The second one processes the fluorescent images to achieve the same goal based on intensity of the fluorescent light emission using thresholding.
The choice of the coarse segmentation track depends on position, shape and texture of the particular cells. The com− bination of both results can, however, be done using the sequence of morphological image processing operators [32] [33] [34] [35] 37] .
By combining both results, the final result of a coarse segmentation is obtained. This result, along with the bright field input image, is used to perform the fine segmentation. This step is performed by means of the watershed transform preceded by the gradient extraction and modification based on the combined result of the coarse segmentation. The whole process results in the precise outline (boundaries) of cells. All steps are described below. They will be illustrated on the images shown in Fig. 2. 
Coarse segmentation
Texture-based approach
Bright−field images are characterized by a relatively low contrast. In order to improve it, the classic contrast stretch− ing method is used
where f BF and f 1 stands for the initial (bright−field) and the stretched image, respectively, n max is the maximum possi− ble pixel intensity. The parameters t low and t high stand for the lower and the higher thresholds computed by using the following equations
where h f i ( ) stand for the number of pixels of the intensity i in the image f (i−th bin of the histogram). The parameter a a represents the cut level which refers to the number of irre− levant pixels of extreme intensities to be cut.
The image regions referring to cells differ from the image background in terms of intensity of the texture. The background is characterized by almost homogeneous grey levels, while the cell−regions are strongly textured. Due to the latter, the simple thresholding of the input image would not produce any valuable results of the segmentation and the texture based approach must be applied.
In order to measure texturing around every pixel, the local mean absolute deviation is used. The formula of local mean absolute deviation filter can be expressed in terms of an averaging filter used twice. Such filter is used in the pro− posed method in the following manner
where "*" stands for the averaging filter operator, m is the filter mask of the size n × n . The result of filtering reflects the presence of textured areas referring to the cells. On the other hand it contains a lot of noise. In order to remove this noise, the morphologi− cal opening by reconstruction is used. This filter consists of erosion followed by the morphological reconstruction and it removes small object lighter than the background without modifying the shape of the remaining image parts. It is defined as (1) and (2) with the cut level of a = 300, (c) fluorescent image. tion by dilation with a mask equal to the image f and the marker image represented by its argument. Image filtered using the morphological opening by the reconstruction is a grey−tone one, where the image parts referring to the cell regions are characterized by a higher, relatively uniform intensity, while the background consists of pixels of a low intensity value. In order to get the final result of the textural coarse segmentation, this image is thresholded at a certain intensity level. The threshold is computed as the maximum intensity of a pixel in the thre− sholded image multiplied by the ratio t. The final binary image f T is thus produced as
Alternatively, the threshold can also be obtained automa− tically using the Otsu method [38] . The image f T reflects well the presence of cells in the particular regions of the ini− tial image, but the boundaries of cells are not precise enough (which is due to the linear approach in mean absolute devia− tion filter resulting in some blurring). The results of such fil− tering and the final thresholding are presented in Figs. 3(a) and 3(b), respectively. The image f T is the final result of the method of the coarse segmentation based on texture.
Fluorescence image-based approach
The coarse segmentation in the second method is performed at the EF image. The EF images are characterized by a rela− tively high level of noise and by non−uniform intensity of the emission light distribution across the cell. In order to remove the noise, a morphological opening filter (erosion followed by dilation) is applied
where f EF stands for the input EF image, e B and d B T , are for the erosion using the structuring element B and dilation with the transposed structuring element B T of its argument (in case of symmetric structuring elements which are used in current study, B B T = ). The filtered image is then binarized by thresholding, similarly to the case of the textural method relative to the maximum pixel value
max{ ( )}.
As a result the binary image f E representing the cell body area is obtained. Also in this case, the automatic threshold computation using the Otsu method can be used alternatively. The results of the morphological filtering and the final thresholding are presented in Figs. 4(a) and 4(b) , respectively. The image f E is the final result of the coarse segmentation based on fluorescence.
Marker extraction
Two results of the coarse segmentation are next combined in order to produce a unified result of the coarse segmenta− tion, denoted as f C . The way the image f C is created de− pends on the way the particular cell appears on the micro− scopic image. One can distinguish several typical cases which depend on the types of cells and their relations be− tween both coarse segmentation results. All these cases, for the sake of clarity, will be discussed using the artificial im− age -results of the coarse segmentation of hypothetical cells. Nevertheless, the conclusions were drawn based on the observations of cells on the real images. The cell marker on f E is entirely included in cell marker on f T (case A). In such a case, the larger marker should be further considered (i.e., the one visible on f T ). The cell marker on f E is shifted comparing to cell marker on f T (case E). According to our observations, in this case the marker f T from the texture be taken into account, while the other one should be rejected. The cell marker on f E is considerably larger than the one on f T (case F). In such a case, the larger region (from f E ) should be kept. The first three of the above cases are caused by varia− tions of the fluorescent signal strength, while the last one is caused by the undetectable texture in some parts of the flat− tened cells.
The strength of the fluorescent signal depends on the amount and distribution of the fluorescent protein. A com− pact and rounded cell produces stronger light than a large flattened one even if the total amount of fluorescent protein is the same. The consequence of natural burnout is a weak− ening of the fluorescent signal in time. When the light is not detectable as being below the threshold (case 1) or is detected only in some location inside the cell (case 2), the textural marker should not be modified by the florescent marker in such cases. The case 3 concerns small and com− pact cell with the strong fluorescent signal. This type of the cell disperses light around. It is visible as a weak, but some− times still detectable, light rim in the nearest neighbourhood of the cell. This rim is located in the background without any detectable texture and it should be reduced from f C . But in some cases f E should be added to f T . It is the case when a clean actin net in the cells' pods does not produce texture but a weak fluorescent signal is detectable. In order to dis− tinguish both cases, the shape and size of the region is examined. So, the area shaped differently than typical rim and located just near the flattened cell is included to f C .
Considering the above remarks, the method for combin− ing the images f T and f E was developed. It will be described in the following three steps. In order to fulfil the requirements from the above points 1 and 2, a simple union of both images can be computed
The result of such approach is shown in Fig. 5(d) . Unfor− tunately, taking the simple union does not allow to extract properly the marker of cells according to requirements 3 and 4. In order to fulfil requirement 3, the union of f T and only those objects from f E that have an empty intersection of the objects on f T should be computed. This operation (combi− nation type 1) is performed using the morphological recon− struction by dilation
The result of such approach, shown in Fig. 5(d) , fulfils the third requirement but still does not fulfil the fourth one. In order to do it, another component should be added to the union. This component represents big fragments of f f E T -obtained by using the opening by a reconstruction filter
The final result is presented in Fig. 5(f) . The structuring element B used by erosion is the only parameter of this part of the algorithm. It determines the size of the added ele− ments. This approach, as it can be easily shown, fulfils all four requirements and thanks to that the fact fits in the best way to the images considered in the current study.
Fine segmentation
The final result of the coarse segmentation is used to pro− duce markers for the watershed segmentation which refines the outline of cells, so that their precise borders are detected. steps: gradient computation, minima imposition and water− shed transform. All these steps are described in the following subsections.
Gradient computation
Since the watershed should be computed on a gradient image, the gradient of an input image must be obtained first. There exists, however, an important property of the input BF images that requires a special type of gradient to be used. This property refers to the "halo" effect which is visi− ble around the cells. This effect is visible as a non−continu− ous, dark up−to−5−pixel thick boundary which separates the uniform background and the textured cell body. Commonly used gradient detectors (e.g., linear: Prewitt, Sobel) detect changes of intensity within the closest pixel neighbourhood. Such a gradient applied in our case would result in double gradient peaks describing the cell boundary: first peak refer− ring to the boundary between the halo and the background, and the second one between the halo and the cell body. This would not be a desirable effect because what is needed is a single peak describing the boundary on the top of which the watershed line could be constructed. A solution to this problem requires the application of a morphological thick gradient. Both versions of such a gradient can be considered by erosion and by dilation. They are defined respectively as follow
where B stands for the structuring element which in the case of thick gradient contains wider pixel neighbourhood (not only the closest neighbours as in the classic morphological gradient). The structuring element B used in the thick gradient should be chosen as the smallest one but such that the image f G does not contain double cell boundaries.
Minima imposition
Minima imposition is an operation which modifies gradient in order to force the presence of image regional minima (crucial for correct result of the watershed) in given image regions and to remove unwanted existing minima. This operation is based on the morphological reconstruction and flattens all the regional minima which are not marked by a supplementary binary image -a marker image. It pro− duces new minima in all regions which are marked by the pixels of marker image of value 1. It is a typical supplement of the watershed transformation, where the marker image is created separately in such a way that each marker points either at particular object present on the input image or points at the background. Thus, two kind of markers are possible: inner, which indicates objects (in our case: cells) and outer that points at the background area. Minima impo− sition with such markers guarantees that the watershed line will be located inside the area between the inner and outer markers.
The markers are created in the current study based on the final result of the coarse segmentation. At first, this image is processed using two consecutive morphological operators. First of them -a closing filter consisting of dilation fol− lowed by erosion, merges disconnected particles of the mask. The second one -a hole−filling fills all the holes inside these particles
where FH stands for the fill−hole operator. In order to pro− duce the inner markers, this result of both operators described above is eroded. Erosion is necessary to leave some free space inside which the watershed line could be produced. Next, the result of erosion is treated through the opening by a reconstruction operator which removes small pixel groups that could disturb further processing and which does not destroy the remainder of the image
The inner markers are thus located inside the cell bodies. Next, the inner markers are supplemented next by the outer markers. The goal for producing the outer markers is to get regions which are located outside the cells within the back− ground area. This region is produced by next erosion, but this time, of the negative image
where stands for the negative of inner markers. Finally, the union of both markers is computed The union of markers covers the image regions where the boundaries of cells are not located. Its negative forms a belt around each cell where a fine boundary will be searched for. The marker extraction results are shown in Fig. 6(a) -the combined result of the coarse segmentation and in Fig. 6(b) -the markers. The union of markers is so used to impose minima on the gradient image. The gradient image and the minima imposition results are presented in Figs. 7(a) and 7(b), respectively.
Watershed transform
The goal of the morphological watershed segmentation is to improve the result of the coarse segmentation in order to get the fine cell boundaries. The morphological watershed seg− mentation aims at producing a binary image that consists of lines precisely following the boundary of an object present on the input grey−tone image.
A typical way of applying the morphological watersheds to image segmentation makes use of a gradient image as an input one for the watershed computation. In such a way, the watershed line goes on all the crest lines of the gradient. Also such a line goes around all the regional minima of the gradient image. Due to the latter, the quality of the segmen− tation depends strongly on a number of regional minima of the gradient image. Too many regional minima result in the over−segmentation. In order to get the proper segmentation, a number of the minima must be reduced in such a way that every single minimum refers to one object present on the original image. All unwanted minima should be thus removed before the watershed segmentation starts to run.
This step was described in the previous section. The thick gradient image with the imposed minima derived from the coarse segmentation result makes thus the input for the watershed transform. Its output is the final result of the fine segmentation and consists of a line precisely following the cells' boundaries. The final result of the watershed segmen− tation and the same image superimposed on the input bright− −field image are presented in Figs. 8(a) and 8(b) , res− pectively.
Results
Images under study
Experimental material
The neural stem cells' line derived from the human umbili− cal cord blood (HUCB−NSC), established and transfected gfp in the NeuroRepair Dep. Lab., the Mossakowski Medi− cal Research Centre PAS [39] , were used in the experi− ments. The stem cells were seeded onto plastic culture dishes with a density of 105 cell/ml in standard conditions (37°C, 5% CO 2 and 95% humidity) for 24 h (for details see Refs. 40 and 41). Then, the images' alternating sequences with the BF and EF images were acquired using the Cells Behaviour Monitoring System (CBMS; IBBE PAS), with a CoolSNAP−Pro cf camera mounted on an Olympus IX70 inverted microscope (objective x40, 0.60 NA, WD 2.6) with controllers of shatters' position.
Twelve sequences of the images were captured with time increments equal to 1-30 minutes and with a hardware Every third image out of one image sequence captured with the time increment Dt = 6 minutes, was shown in Fig. 1. 
Artificial images
Twenty pairs of the images with 50 simplified cells in all of them were constructed. Twelve of the cells were located as a single cell in the image while the rest were located as the cells' clusters with some cells separated by the background. The size of the artificial images varied: in the case of the images with a single cell in it -the size was adjusted to the centrally placed object visible with the background margin width of 20 pixels in each direction (from 180×180 up to 550×550 pixels), while in the case of the images with the clusters in it -the size was similar to experimental samples (1392×1040). Although the number of grey−tones in the artificial images were decreased (8−bit images with only 12 chosen grey−tones homogeneously distributed across the greyscale), the cells in these images were similar to those in the images from the experimental samples.
The cells in the artificial samples were constructed according to the methodology described in Ref. 42 , which did not produce any shape and size simulation, but used shapes observed in the experimental samples as the simple cell template. Then, the BF image texture and the EF image intensity were simulated, based on the random Markov chains and the flattening coefficient (see samples of the arti− ficial cells' images in Fig. 9 A -compact and rounded, Btransitional and C−large and flattened).
The cells' volume and fluorescent sustention were assu− med to be constant for each cell, while the degree of cell flattening was calculated on the basis of the area covered by the cell on the template image. It was assumed that the flat− tening coefficient equalled 1 for the smallest, rounded and compact cells and with the shape of their projection area almost circular (cell A in Fig. 9 ), whilst the coefficient equalled 10 for the largest shaped irregularly cells (cell C in Fig. 9 ). All values of the flattening coefficient between 4 and 7 were produced by the transitional cells with various degrees of the podia development (cell B in Fig. 9 ). For example, the flattened cell in the BF image (cell C in Fig. 9) showed the broad and several finger shaped thin lamellas, the nucleus with nucleotides inside and the complicated tex− ture of endoplasmatic reticulum around, typical for this type of cells. The flattened cells are the large simplified shape cells with a bright spot in the EF image, brightest in the centre and faded with an increasing distance from the centre.
Finally the suitable characteristic noise is added to both types of images.
The result of the artificial image segmentation imposed on the cell template and the BF image was presented in Fig. 9 , in the right and in the middle right sectors.
The artificial image of various types of cells was con− structed to evaluate the segmentation error and to compare the results of segmentation with the cell template treated as "the gold standard". The results of the error estimation were presented in the next section.
Method validation
This method required several parameters which should be chosen according to the resolution of the image. Table 1 shows the values of all parameters used in validation of the method for the images captured during the experiments and for the artificial cells' images.
As it is shown in Table 1 the thresholds and the size of an area left as the pods region sometimes need to be adjusted, while the rest of parameters have been fixed as dependent on the microscope magnification only. The texture thresh− old [(Eq. (5)] is mostly selected by the Otsu threshold and rarely adjusted by the interactively selected a while the flu− orescence image threshold [(Eq. (7)] is more dependent on the interactively selected a. The Otsu threshold calculated for the EF images becomes efficient after the image pre−pro− cessing which reduces non−homogeneity of the light distri− bution by the background levelling (see Fig. 1 ).
The results of segmentation of two experimentally acquired sequences and of 20 artificial pairs of the images were analyzed visually and partly quantitatively. Since there was no "gold standard" for experimentally collected sam− ples, the artificial image segmentation results were only used to assess two types of errors: object area error and object location error [43, 44] .
The cells' area error E was calculated with the following formula where B r is the segmentation result and B is the "gold standard" area
The error of object location E was measured on the basis of a position of the cell centre, as the centre of the lamina model of cell projection on the observation plane. This error was measured by the distance between the expected and the calculated centres with accuracy of a half of a pixel.
The segmentation error was calculated for three types of cells separately: The results are shown in Table 2 . The visual examination of the experimentally collected image sequences, in which the rejection of pods was on the accepted level, similar to the level presented in Fig. 8 (with the cluster treated as an object) shows that 73% of the objects made cells or clusters segmented according to our expectation, while the segmentation procedure rejected important parts of the cells' area and/or added some parts of the background in other cases. The visual examination also agreed with the results of the artificial images error estima− tion: the errors were smallest for the rounded and compact cells, the errors were acceptable for the transitional cells while the errors were big for the flattened cells with broad lamellas in which the segmentation procedure reduced external parts of a cell.
Conclusions
The proposed MSMA method of segmentation supports biological investigations and medical diagnoses and prog− nosis in case of direct observation of the cells' behaviour in time. The method localizes the cells and cell clusters in the images from the sequence of microscopic images acquired by using alternately two techniques: BF and EF. This dou− ble source of information gives synergic effects in the cell area determination which allowed to support the segmenta− tion process even in the very difficult cases as presented in Fig. 10 .
The large and flattened cells in the peripheral parts are deprived from such cells' structures which produce a tex− ture in the BF images. It makes these parts of a cell not detectable by using the texture [ (Fig. 10(a) top and left  parts) ], while the weak fluorescent signal is still detect− able. The weak fluorescent signal characterizes not only perip− heral parts of flattened cells but also the background around small and compact cells [ (Fig.10(b) right bottom  part) ]. To avoid the background being included in the cell's area, a special method of the marker construction has been deve− loped. This method adds to the texture based marker only these parts of the fluorescent based marker which are larger than a certain area threshold. At the same time, it rejects small thin fragments around the strongly textured area [ (Fig. 10(c) The proposed method is very effective and precise in case of the small and transitional cells. In the case of large and flattened cells, the detected area covered by the cell is limited to the parts textured in the BF image and to the parts which produce even weak fluorescent light in the EF image. Due to this fact, the small finger shaped protrusions are rejected from the detected cell area (see and compare bot− tom left part in each image in Fig. 10) .
The cell centre is usually used to estimate the cells' posi− tion in the cell movement investigation. The gravity centre of the lamina model of the cell are both calculated on the segmentation results and based on the cell template calcu− lated for the artificial images. The comparison of the posi− tion of these two gravity centres allows us to conclude that even the outline of the segmented objects is not just in the position of a template, still it remains within the acceptable range of up to ten pixels distance. The error in the area detection of the rounded and transitional cells is homoge− neously distributed around the cell. The position of the cell centre is close to the position of the template cell. For the flattened cells, the distance between centres is in 50% of the examined cells bigger then for the other cell types because of inhomogeneous distribution of the undetected cell frag− ments. But in this case the centre of a well visible nucleus can be defined as a cells' position in investigation of the cell movement.
The proposed method can be used if the EF images have not been collected. In this case the BF image and the fully black EF image make the pairs of the images and the EF image produces the empty map of lighting object in the image plane. In such a case, the accuracy and precision of results of the segmentation: The method is semi−automatic because the operator adjusts its parameters in some cases according to the object properties and, therefore, it is much faster and the results are more reproducible than the results achieved according to any type of the manual segmentation.
The proposed segmentation method can be considered as the core of algorithms for the microscopic image sequen− ces segmentation. In this case, the information about results of the segmentation of the previous frames can be used to segment next frame as the time increment of the cells' behaviour observation provides that the cells from one fra− me to the other do not change its shape and location rapidly.
