or (B2) has solutions in non zero integers then the group G λ is not free. We give algorithms to decide if these equations admit solutions. We obtain an arithmetical criteria on p and q for which (B1) admits solutions. We show that for all p and q the equations (B1) and (B2) have only a finite number of solutions.
They proved that if one of the equations (B1) or (B2) has solutions in non zero integers then the group G λ is not free. We give algorithms to decide if these equations admit solutions. We obtain an arithmetical criteria on p and q for which (B1) admits solutions. We show that for all p and q the equations (B1) and (B2) have only a finite number of solutions. [3] proved that if 3 d ≥ then the problem P is not decidable. Moreover in 1999 J. Cassaigne, T. Harju and J. Karhümaki in [4] proved that the same result is true if we suppose that all the matrices 1 , , k A A  are lower triangular. The case 2 d = is open and seems difficult. In [5] and [6] results concerning the freeness of the semigroups and groups generated by two matrices are established. In this paper we are studying this problem restricted to the case of Möbius groups. 
Keywords
The problem of characterization of the set of complex values of λ or τ for which the group G λ is free, was studied in several papers. Thus in [1] it is proved that if λ is transcendental or 2 λ ≥ then G λ is free. R.C. Lyndon and J.L. Ullman in [1] remarked that G λ is not free if and only if there exists a word τ ∈   the group G λ is not free seems very difficult. Let us recall some important results in this direction.
The group G λ is not free if λ belongs to one of the following sets:
In this paper we check if for a given
there exists a non trivial word of non zero integers
Q w τ = The main results of our paper concern the freeness of Möbius groups:
• We prove that if the length of w is small then the problem is decidable (cases 2 n = and 3 n = ) (see Theorems 1, 2 and 3).
• We give algorithms which solve the problem for { } 2,3 n ∈ (see Corollary 1 and the proof of Theorem 3). Moreover, we give an arithmetical criteria for this problem when 2 n = (see 2 of Theorem 1).
• 
{ }
2,3 n ∈ we have to find solutions for the equations (B1) and (B2). In fact in our paper we consider and study two more general equations: 
Sequences of Polynomials Associated to Matrices
In this section, we study the properties of some sequences of polynomials in a fixed , , a b a non zero integers we have:
We use the notation:
We use the notation
is a lower triangular matrix or that
From now on, in order to simplify the notation we write:
For instance, n P is an abbreviation for the polynomial in τ with parameters 1 1 2 2   1  1 , , , , , , ,
we have:
The sequences of polynomials in τ , ( ) 1
n n S ≥ verify the following relations:
The relations (4) and (5) follow from the equality
In the following sections, we also use the following two relations:
( ) 
Using the previous relations we obtain ( )
( )
Proof. From (5) 
These identities and the equation
give the equation (8) . The equation (9) 
The Diophantine Equation (B1)
In the next three sections, we consider the following problem So we check solutions in non zero integers 1 1 , , , n a b a  for the diophantine equation
The set of 2 τ λ = for which the Möbius group G λ is not free coincides with the set of τ for which there exists 2 n ≥ such that the Equation (11) admits solutions. In this section, we consider the case 2 n = and in the next section the case 3 n = . The relation ( )
, , 0 Q a b a = is equivalent to the Equation (B'1) and the relation ( )
, , 0 Q a b a = is equivalent to the equation (B'2). If p and q are perfect squares we obtain the equations (B1) and (B2).
We will prove that the problem ( ) ( ) ( )
Proof. The equivalence between (1) and (2) , , a b a to the equation (B'1) can be obtained by taking ε ∈ − Proof. We take 1 m = in the previous theorem. 
The Beardon Diophantine Equation (B2)
Now we consider the problem ( )
. We mention that the equation
, , , , 0 Q a b a b a τ = has been considered in several papers (see [2] [8] [10] ) for the case when p and q are perfect squares.
From now on, we suppose that
i.e. following Theorem 1,
We remark that ( ) 0 ϕ τ > and a) ( ) 
Using the function ϕ we have:
We obtain a finite number of possibilities for 1 , , , , , , , , 1.
P a b a b a S a b a b a =
Hence there exists ( ) 
This enables us to obtain some explicit expressions for the rationals τ such that equation (B'2) has solutions in * . Z Proposition 3 Let , k  be two non zero integers and In the next proposition we give another method to obtain solutions of Equation (B'2). It is similar to those presented in [8] and [10] . 
Increasing Unbounded Lower Bound Function for κ
In this section, we prove that in order to show that the group G λ is not free for a rational τ with 
