Abstract. We study isoperimetric inequalities for measures of the type µ = e V dx, where V is convex. Using diverse techniques we estimate isoperimetric profiles for a broad class of such measures. The main result is obtained by the optimal transportation method.
Introduction
Let µ = ρdx be a Borel measure on R d . A Borel set A ⊂ R d is a solution of the isoperimetric problem if for any B ⊂ R d satisfying µ(A) = µ(B) one has µ + (∂A) ≤ µ + (∂B), where µ + (∂A) = ∂A ρ dH d−1 is the corresponding surface measure. There exists only a small number of examples where the isoperimetric problem has an exact solution. The most important case is given by Lebesgue measure λ on R d , the solutions for the isoperimetric problem are the balls. Recall the corresponding isoperimetric inequality
where
. An equality holds if and only if A is a ball. Let us give a short list of spaces admitting an exact solution. More precise information can be found in [8] , [24] . 1) Half-spaces and balls.
2) Spheres. Solutions are given by the metric balls.
3) Hyperbolic spaces. Solutions are given by the metric balls. In H 2 , for instance, one has the following inequality: (2) 4πν
where ν is the Riemannian volume on H 2 , ν + (∂A) is the length of the boundary ∂A, ν(A) < ∞ and K < 0 is a constant Gauss curvature.
4) Gaussian measure
2 dx. Solutions are the half-spaces (Sudakov and Tsirel'son [26] and Borell [6] ). 5) For µ = e |x| 2 dx solutions are the balls about the origin B r = {|x| ≤ r}. See Borell [7] . Note that in many case it is impossible to find an exact solution of the isoperimetric problem. Nevertheless, one can prove inequalities of the type
where I µ is some nonnegative function. Inequalities of such type are called isoperimetric inequalities and they are very useful for many applications (see [9] ). In particular, isoperimetric inequalities imply diverse functional inequalities of the Sobolev type. The most important examples are given by the classical Sobolev inequality, corresponding to (1) , and the logarithmic Sobolev inequality, corresponding to the isoperimetric inequality for Gaussian measure. Let us give an important example, where the exact solution is unknown.
Inequalities of such type have been studied by many authors. See [18] , [3] , [1] , [16] , [22] and references therein.
Unlike the probability case, the isoperimetric inequalities for non-probability measures are little understood. However, the non-probability measures look quite natural from the geometrical point of view. Indeed, the Ricci positive manifolds and log-concave measures (i.e. measures with densities of the type e −V dx with V convex) can be considered as positively curved spaces (more precisely, spaces with a nonnegative Bakry-Emery tensor). In fact, they enjoy very similar isoperimetric properties (see, for instance, [18] , [19] ). In the other hand, manifolds with negative curvature and measures of the type e V dx, where V is convex, are natural candidates to be called "negatively curved spaces". Definition 1.2. We call a measure µ log-convex if it has density e V dx, where V is a convex function.
Analyzing (2) and Borell's result 5) one can conclude that a natural isoperimetric inequality for a log-convex measure has the form
with some increasing ψ. Here the first term in the left-hand side is "responsible" for small values of µ(A) and the second one for large one's. The main goal of the paper is to establish (3) for a broad class of measures. We show that for every log-convex µ = e V with V ≥ 0 one has µ(A) instance, Example 2.2 below). In the other hand, Cheeger inequality holds for any log-concave measure (see [17] and [2] ). According to Example 3.3 e |x| dx and
|xi| dx satisfy Cheeger inequality with C Ch = 1 and
The main result of the paper (Theorem 4.3) covers a wide class of examples. We show, in particular, that for every V with 0
has I µ (t) ≥ Ct log 1 2 t for large values of t. In the proof we employ the optimal transportation techniques. Recall that given two probability measures µ and ν with densities, there exists a convex function W such that T (x) : x → ∇W (x) sends µ to ν. T is called optimal transportation. For more information see [29] .
The optimal transportation method is a very powerful tool for proving many types of inequalities. The transportation proofs for isoperimetric-type inequalities are known in the following cases:
1) Gromov's proof of (1) . Transportation proof of the Brunn-Minkowski inequality (see [29] ). 2) Log-Sobolev inequality [10] .
3) Sobolev and Gagliardo-Nirenberg inequalities [14] . 4) Brunn-Minkowski inequality on Riemannian manifolds [12] , [13] . 5) Trace Sobolev inequalities, Sobolev inequalities on the half-space [20] , [23] . 6) Anisotropic isoperimetric inequality [15] . 7) Isoperimetric inequalities for probability measures with the Bakry-Emery tensor bounded from below, log-Sobolev type inequalities on manifolds [1] . We also discuss the special case of rotational invariant measures. In this case certain results can be obtained easier. We show that some interesting examples of sharp isoperimetric inequalities can be obtained with the help of the so-called Gauss mass transport (see recent work [4] ), closely related to the Gauss curvature flows known in differential geometry.
Finally note that some new results in this direction have been obtained recently in [25] , [21] . In [25] it was conjectured that for every radially symmetric measure µ = e V (|x|) with convex V the balls about the origin are isoperimetric regions of µ. Some necessary conditions for this have been proved. It was shown in [21] by geometric arguments that for d = 2 the balls about the origin are isoperimetric sets for a broad class of measures, including e |x| α dx with α ≥ 2.
Basic examples. Gromov's arguments
In what follows we use notations dx or λ for Lebesgue measure. The idea to use measure transportation to obtain isoperimetric inequalities belongs to M. Gromov. In particular, he applied triangular mapping (Knothe mapping) to obtain the classical isoperimetric inequality. Let us recall his arguments. 2 W (see [29] ). By convexity ∆ a W ≤ ∆W . Applying Jensen inequality one gets
Here n A is the unit normal to ∂A. Taking into account that
r d one immediately obtains (1). In addition, it can be seen immediately from the proof that all the inequalities keep to be equalities for the case A = { x − x 0 ≤ r}. This implies that the balls are the minimizers for the isoperimetric problem.
Unfortunately, these arguments seem to be not applicable for manifolds. This due to a quite complicated structure of the optimal transport on manifolds (see [12] , [13] ). See, however, [11] , where some L 1 -estimates for manifolds with lower Ricci bounds have been established.
Nevertheless, we show below that a weaker version of the isoperimetric inequality on the hyperbolic space can be easily obtained with the help of the optimal (Euqlidean!) transportation. Recall that in local coordinates g = g ij dx i dx j the gradient of a smooth function f can be written in the following way:
In what follows we denote by ν the Riemannian volume measure and by ν + the corresponding surface measure. We denote by ∇, ·, · , | · | the standard Euclidean gradient and inner product.
Example 2.2. The following isoperimetric inequality holds in the hyperbolic space
Consider the hyperbolic space
. Consider a bounded Borel set A ⊂ {y d > ε} with ε > 0. Let T be the optimal Euclidean transportation pushing forward ν| A to the Lebesgue measure restricted to some Euclidean ball B r ⊂ R d with a center to be chosen later. By the change of variables formula g
By the same arguments as above
Noting that |∇ M f | Choosing the center of B r at the point (0, −tr) with t ≥ 0 we get sup |T | ≤ (t + 1)r. In addition, using Br (y + rt) dλ = 0, one obtains
Taking into account that ν(A) = 
which is weaker than (2), which looks for d = 2 as ν
Following the proof the reader can easily understand the reason. Our estimates are not sharp on the extremals for the isoperimetric problem on the hyperbolic space (which are the balls). This follows from the observation that the transportation mapping which pushes forward the Riemannian measure on H d (restricted to some set) to the Lebesgue measure on the ball can not be linear. Note that nevertheless the estimate is asymptotically sharp on the sets with small or large measure.
Radially symmetric measures and integration-by-parts arguments
In the special case of a radially symmetric µ the estimates for the isoperimetric function I µ (t) with large values of the argument t are essentially easier. Proof. First we note that existence of t satisfying µ(A) = µ(C t ) follows from the assumptions. Next
Lemma 3.2. For µ = e V dx with a sufficiently regular V one has
In particular, if V = W (|x|), then
Proof. The result follows from inequality
and integration by parts.
Example 3.3. Measures ν 2 = e |x| dx and ν 1 = e
|xi| dx satisfy the following Cheeger-type inequalities:
. Now let F be a nonnegative function satisfying assumptions of Lemma 3.1. Let I µ,F be a function defined by the following relations 
The same statement holds for convex V and F = |∇V |.
Applying this corollary to a radially symmetric measure µ = exp W (|x|) and 
and the equality holds if and only if A is a ball about the origin.
To prove (4) we apply curvature flow approach. Applications of the curvature flows to isoperimetric inequalities on Riemannian manifolds can be found, for instance, in [27] , [28] . In the recent paper [4] it has been proved existence of the so called Gauss mass transport. Unlike the classical case, Gauss mass transport is governed not only by geometric quantities (curvature), but also by probabilistic ones (densities of measures). In addition, instead of studying evolution of the surface measures, we apply the above-tangent lemma from the optimal mass transport theory.
Assume d = 2. According to a result from [4] , for a fixed convex A and µ = ρ(x)dx there exists a mapping of the type T = ϕ ∇ϕ |∇ϕ| pushing forward µ| A to µ| Br 0 for corresponding r. In addition, ϕ is nonnegative and has convex sublevel sets A t = {ϕ ≤ t}. Obviously, T pushes forward µ| At to µ| Bt for every 0 ≤ t ≤ r 0 . The following change of formula variables holds
where K is the Gauss curvature of ∂A ϕ(x) at x. . Assume V : R + → R + is increasing and convex. Then the following inequality holds
2 ) ∂As
Equality holds if and only if
Sketch of the proof: Taking logarithm of both sides of the change of variables formula and proceeding as above, we get a variant of the above-tangent lemma for T (see [5] for details)
By Lemma 3.1
Let us compute
dx. When t is changing, the boundaries ∂A t are moving in direction of ∇ϕ |∇ϕ| with the speed 1 |∇ϕ| . Hence by the change of variables formula one has
where n At is the outer normal to ∂A t at x. Let x(s) : [0, H 1 (∂A t )] → ∂A t be the natural parametrization of ∂A t . By the Frénet equationv s = −Kn:
Here we use convexity of V . The proof is complete. The following statement is an elementary corollary of the comparison principle for ordinary differential equation.
An equality hold if and only if
In particular, (4) holds for every convex A.
Example 3.11. One can get more examples using results on isoperimetric inequalities on manifolds. For instance, apply Proposition 3.9 to µ = 4 (1−r 2 ) 2 dλ. We note that µ coincides with the Riemannian volume ν on H 2 in the Poincaré disc model.
Using isoperimetric inequality on H 2 and the fact that the Euclidean balls about the origin are isoperimetric regions for ν, one gets immediately that the balls about the origin solve isoperimetric problem for µ.
Remark 3.12. During the preparation of the paper the author learned about recent work [21] , where more general results on rotational invariant measures have been proved. It has been shown that for a broad class of rotational invariant measures on the plane the balls about the origin minimize perimeter. Corollary 3.10 and Example 3.11 are particular cases of the result from [21] .
General case. Isoperimetric inequalities via optimal transportation
We obtain below isoperimetric inequalities of the hyperbolic type:
Here µ = e V dx is a log-convex measure a = inf x∈R d V (x), A is a set of finite measure and ψ is an increasing function.
Throughout the section we assume that V satisfies A1) V is symmetric and for some function λ 0 :
A2) There exists C 0 > 0 such that Proof. Without loss of generality one can assume that Φ is smooth. For every
Hence by convexity of Φ and A2)
Integrating by parts we get
Note that
is a log-concave measure. Hence, by a result of Bobkov [2] it satisfies the Cheeger inequality
where C can be estimated by c 0 |x|dν and c 0 is universal. Note that
Set: f i = Φ xi λ 0 (|∇Φ|). Since Φ is symmetric, we get f i dν = 0. Applying the Cheeger inequality we get from (5)
Taking a sum d i=1 and applying A3) one gets
By the Hölder inequality
We have to assume p > 2 in order to make all the terms integrable. Using the isotropic properties of the second term in the right-hand side, one obtains that for some
The proof is complete.
Remark 4.2. In dimension d = 1 Lemma 4.1 holds trivially for any couple of convex symmetric functions V , Φ and p = 1 without any further restrictions. This due to the fact that for every antisymmetric and increasing T : R → R one has T, x = |T ||x|.
for some nonnegative function Ψ on R + .
2) Ψ is non-increasing and t → Ψ 1 p (t p ) is convex for some p > 2.
Then there exist constants C 1 (d, p), C 2 (d, p, C 0 , D 0 ) and a function ϕ defined by (6) ϕ(r) = inf{t : t > C 1 r Ψ(C 2 t)} such that for every Borel symmetric A the following isoperimetric inequality holds: 
