Alternative expressions for calculating the prolate spheroidal radial functions of the first kind R^] (c, £) and their first derivatives with respect to £ are shown to provide accurate values, even for low values of I -m where the traditional expressions provide increasingly inaccurate results as the size parameter c increases to large values. These expressions also converge in fewer terms than the traditional ones. They are obtained from the expansion of the product of R^n) (c, £) and the prolate spheroidal angular function of the first kind 5^ (c, rj) in a series of products of the corresponding spherical functions. King and Van Buren [12] had used this expansion previously in the derivation of a general addition theorem for spheroidal wave functions. The improvement in accuracy and convergence using the alternative expressions is quantified and discussed. Also, a method is described that avoids computer overflow and underflow problems in calculating i?^(c, £) and its first derivative.
Introduction.
The scalar Helmholtz wave equation for steady waves, (V2-Hfc2)\l/= 0, where k = 2n/X and A is the wavelength, is separable in the prolate spheroidal coordinates (£,ri,tp), with 1 < £ < oo, -1 < r) < 1, and 0 < 0 < 27r. The These functions, which are useful in the representation of band-limited and time-limited physical processes, are constructed from the prolate angular functions with m set equal to zero.] We are presently developing a companion universal computer program for calculating the prolate radial functions and their first derivatives that will replace the earlier 1970 program. During this effort we have identified an expression for calculating the prolate radial functions of the first kind that is a significant improvement over the traditional expression used for this purpose. Meixner and Schafke [10, p. 309 ] derived this alternative expression nearly 50 years ago, but we believe that we are the first to use it to calculate (c, £) ■ The expression follows directly from the expansion of the product of the radial and angular functions of the first kind in a series of products of the corresponding spherical Bessel and associated Legendre functions. Meixner and Schafke [10, p. 307] (2) provided the product expansion in a form that is also applicable to Rrnl(c,£).
The product expansion for R^j(c, £) is also given by Flammer [11] , but with a typographical error. King and Van Buren [12] used the product expansion in 1973 in the derivation of a general addition theorem for the spheroidal functions that includes both translation and rotation. We note that the addition theorem was rediscovered and published by others in the 1980s, first for translation alone [13] and then with rotation included [14] .
We can use the product expansion to calculate R^[(c,£) by choosing a value for the angular coordinate 77 and evaluating the resulting expression.
When the angular coordinate 77 is chosen equal to unity, the product expansion reduces to the traditional expression for (c.£) [see, e.g., Ref. 11, p. 31] . We show that this expression suffers from loss of accuracy for low values of I -m due to subtraction errors that increase as c increases. It also suffers subtraction errors at higher values of I -to, the error increasing as £ approaches unity. For example, over 15 decimal digits of accuracy are lost when to and I are equal to zero and c is equal to 40. We show that when 77 is set equal to zero instead, one obtains an expression for that provides values with nearly full accuracy. Calculations show that this alternative expression requires no more terms for convergence than the traditional expression. In fact, it requires fewer terms for low values of I -to. We describe an approach to the calculation of (c, £) that avoids the overflow and underflow problems that can arise from the large dynamic ranges involved in components of the expressions, and even in i?^(c, £) itself. We conclude the paper with a summary. if / -to is odd. A three-term recursion formula relates successive expansion coefficients dn,dn+2, and dn+4 for given values of l,m, and c. Use of this formula to calculate the expansion coefficients requires a value for the separation constant or eigenvalue Ami(c), which is chosen to ensure nontrivial convergent solutions for (c, 77). An efficient algorithm given by Bouwkamp [15] provides accurate values for both the eigenvalue and the ratios of successive coefficients dn+2/dn.
The coefficients are then normalized to ensure that the angular functions reduce exactly to the corresponding associated Legendre function when c becomes zero. One way to do this is to match their behavior at a particular value of 77. Flammer [11] and Chu and Stratton [16] normalize at 77 = 0 while Morse and Feshbach [17] and Page [18] normalize at r] = 1. We choose instead the scheme used by Meixner and Schafke [10] where S^(c, 77) has the same normalization factor as P/™^), i.e., Ijs^c,r,))'dn = JjPTW fdv = (af1x|m_)'m)r (2)
Substituting the expansion for S^j(c,ri) given in (1) and using the known orthogonality properties of P™(r]), we obtain the normalizing relation for dn:
This normalization has the practical advantage of eliminating the need to numerically evaluate the normalization factor that is often encountered in problems involving expansions in spheroidal angular functions.
Use of (3) also avoids introducing inaccuracies from subtraction errors into the normalized dn since all terms in the series are positive. Use of the Morse and Feshbach normalization for the prolate case introduces subtraction errors that result in a loss of accuracy for dn at low I that increases as c increases. The Flammer normalization scheme is numerically robust and does not introduce subtraction errors for the prolate case. The significance of this general expression is that it allows us to choose the value for ?? that provides the maximum accuracy for calculated values of R^J(c,^)-We consider first the case when 77 = 1. The argument of P™+m in both the numerator and the denominator approaches unity as 77 approaches unity. Although P™+m approaches zero in this case for m ^ 0, the limit of the right-hand side of (5) exists and is obtained using the following behavior of P™+m{x) near unity:
Taking the limit of the right-hand side of (3) and using (6), we obtain (, r 2f2,,,2 , 2 imW2
The limit of the term in braces is easily shown to be equal to [(£2 -l)/£2]m/2, resulting in the following expression traditionally given for R^(c,£):
Flammer [11, p. 31] derives (8) using integral representations of the spheroidal wave functions. The corresponding expression for the first derivative of R^j (c, £) with respect to £ is obtained by taking the first derivative of the right-hand side of (8).
Equation (8) is the expression normally used to calculate numerical values for R^J (c,£). It provides reasonably accurate results when neither c nor l -m is large. However, one or both of the series in (8) can suffer subtraction errors outside these ranges, i.e., the sum of the positive terms in the series becomes close in magnitude to the sum of the negative terms in the series. The subtraction error is defined to be the number of accurate decimal digits that are lost in calculating the sum of the series. It is equal to the number of leading decimal digits that are the same in the positive and negative sums.
For the series in the denominator of the right-hand side of (8), the subtraction error increases as c increases. At a given value of c and for to = 0, the error is greatest at I = 0, decreases as I increases, and becomes negligible for I somewhat larger than 2c/n. As m increases for a given value of c, the error decreases at l -m and falls off more slowly with increasing I -to. Figure 1 shows examples of this behavior. We calculated the subtraction errors shown here by keeping track of both positive and negative terms while summing the series and comparing the two subsums. Use of quadruple precision arithmetic (128 bits) allowed us to calculate the subtraction error up to 30 digits.
We note that the series in the denominator of the right-hand side of (8) can be replaced by (I + m)\/(I -to)! if one normalizes the dn coefficients according to Morse and Feshbach [17] . Unfortunately, this does not remove the subtraction error. The dn coefficients in the numerator series now become inaccurate to the same degree since their normalization requires evaluation of the same series. Of course, we can calculate R^j(c, £) from (8) without normalizing the dn, since the radial functions, unlike the angular functions, do not depend on the choice of normalization. This is evident from the form of (8). For the series in the numerator of the right-hand side of (8), there is a subtraction error that increases as I -m increases beyond values somewhat larger than 2c/ir. For given c, m, and I -m, the error increases as £ approaches unity. For given £, c, and I -to, the error decreases as m increases. The numerator series also suffers subtraction errors for all values of £ at smaller values of l -m. This subtraction error is comparable to that of the denominator series for the same values of c, to, and I -to.. Figure 2 shows the subtraction error incurred in the numerator series for selected parameter choices.
The inaccuracy introduced into R^j(c, £) from subtraction errors is the larger of the subtraction errors in the numerator and denominator series. We note that a subtraction error larger than that shown in Fig. 2 is encountered in the numerator series when £ is near one of the roots of R^](c, £). The subtraction error in calculating the first derivative of R^J (c, £) with respect to £ using the traditional expression is comparable to Calculated values for (c, £) and its first derivative have additional inaccuracy due to a lack of full accuracy in the dn coefficients and the spherical Bessel functions used in their calculation.
This inaccuracy can be limited to approximately two decimal digits with careful numerical technique. We have confirmed this by comparison of the theoretical value for the Wronskian with its value computed from numerical values for the radial functions of the first and second kinds and their first derivatives.
We find that the number of decimal digits of agreement is consistent with accuracy estimates for the functions obtained by subtracting their subtraction error plus two digits from the number of decimal digits used in the calculations.
4. An alternative expression for calculating R^}(c,€). We now return to (5) and take the limit of the right-hand side as 77 approaches zero. For I -m even, i.e., for n even, P^_m(0) is finite and nonzero. We have the following expression for R^J(c, £):
J2'dn(c\ml)P™+m (0) n=0,1 35^- We can evaluate (9) using the expression for P™+m{0) found, e.g., in [11, p. 20] :
When I -m is odd, i.e., n is odd, P™j_m(0) is equal to zero and both the numerator and denominator vanish. However, the limit of the right-hand side of (5) as r) approaches zero exists and is found by L'Hospital's rule. We obtain
J2'in+m ldn(c\ml)jn+m(cy/^2 -1)
, l -m odd.
?7 = 0 (11) The leading factor in the right-hand side results from the limit of ^ (n£/ y/C2 + V2 ~ 1) • The first derivative of P™+m at 77 = 0 is given by the expression [11, p. 20] :
e note that (6), (10) , and (12) are based on Ferrer's definition of P™+m [19] . A factor of ( -l)m must be added if one uses instead the definition found in Abramowitz and Stegun [20, p. 334] . Since this factor appears in both the numerator and denominator of the expressions for £), it cancels with no effect on the calculated value.
Both (9) and (11) are numerically robust, providing values for i?^(c,£) with no subtraction error unless £ is near a root of R(c, £). We demonstrated this by calculating the subtraction errors for a wide range of parameters including values of c as large as 10,000, I as large as 3,000, and m as large as 500.
In order to calculate R^][c, £) from (9) and (11), we first obtain the ratios dn+2/dn by use of the Bouwkamp procedure [15] . We calculate ratios of successive spherical Bessel functions jn+i(c\/£2 -l)/jn(c\/£2 -1) using the standard backward recursion. Individual Bessel functions are then calculated by forward multiplication of the ratios starting with jo or with j\ if sin(ci/£2 -1) is less than 0.5. To avoid computer underflow, we strip out and store separately the integer exponent p of each Bessel function (base 10) as we proceed. The remaining characteristic jn(c\/£2 -1) x 10~p has a magnitude between 1 and 10.
We start the calculation with the n = I -m term in both the numerator and denominator series.
This tends to be the largest term (in magnitude) in both series unless £ is near unity, where the largest term in the numerator series can occur at smaller values of n. The coefficient in+m~l is unity for the n = I -m term. We factor and cancel both d/_TO(c|mZ) and either P(m(0) or [dP™ (r]) / drf[n=o from both the numerator and denominator series in (9) and (11). We also factor j;(c\/?2 -1) fr°m the numerator series, leaving unity as the n = I -m term in both series. The ratios Pn+m+2^)Ipn+m^) and (dPn+m+2(v) / dv)v=o / (dP™+m(r)) / dr/) v=0 are both expressed by -(n + 2m + 2 -7)/(n + 1 + 7), where 7 is equal to unity if I -m is even and zero otherwise.
Each series is now summed separately forward and backward. We compute each term in the series by multiplication (forward series) or division (backward series) of the previous term by the ratios described above. For example, the n = l-m+2 term in the forward numerator series of both (9) and (11) m + 2 -7)/(/ -to + 1 + 7)]. Each of the series is summed to the desired convergence, forward and backward sums arc added, the numerator sum is divided by the denominator sum, and the ratio is multiplied by the stored value for jn(c\/£2 -1) x 10-p and then multiplied by £/-^/£2 -1 when I -m is odd. We then strip the integer exponent q out of the result, leaving the characteristic for J?^](c,£). The exponent for (e, £) is equal to p+q. If the value for R1;^ (c. £) falls within the dynamic range of the highest precision available for real numbers (usually quadruple precision), then we can take the product of its characteristic times 10p+<?. Otherwise, we can leave it separated into its characteristic and exponent.
When £ is near unity, we must take special care to avoid overflow in the backward summation for the numerator series. Here the sum of the series increases in magnitude as 71 decreases until it is approximately equal to the ratio of R^J (c, £) to j;(c\/^2 -1) f°r I -m even, and approximately equal to this ratio multiplied by y/£2 -l/£ for I -m odd. We reduce the possibility of overflow by replacing unity for the first term in the backward sum by 10~r, where r = nex -ndec -10, with nex and ndec being the maximum exponent and number of decimal digits used in the calculation.
However, overflow can still occur at very large values of l -m. In this case, we use the procedure described above for stripping the integer exponent out of the series. Our approach to calculating R'JJ(c, £) avoids the computer overflow and underflow problems that can arise from the large dynamic ranges involved in the component terms in (9) and (11) , and even in i?^(c,£) itself. We compared the convergence of (9) and (11) to the traditional expression (8) for a wide range of values for m,l,c,£.
Both the numerator and the denominator series of (9) and (11) converged in the same or fewer terms than the corresponding series in (8). The reduction in the number of terms in both the numerator and the denominator series is largest for l -m equal to 0, decreases with increasing l -m, and becomes insignificant for I -m much greater than 2c/7r. The reduction in the number of terms in the numerator series also increases as £ approaches unity.
For example, consider the situation where the convergence threshold is set to 10-31 in quadruple precision arithmetic. When (m,l,c, £) is equal to (0,0,10,1.00000001), only 5
terms are required in the numerator of (9) while the numerator of (8) requires 18 terms. When I is increased to 50, the numerator of (9) now requires 53 terms while (8) requires 60. When I is equal to 99, we require 102 and 107 terms, respectively. For (0,0,10,1.01),
we require 11 and 18 terms, respectively. When I = 50, we require 56 and 60 terms and when I = 99, we require 105 and 107 terms. For (0,1,10,10), nearly the same number of terms is required in the numerators. In all of the above cases, there are no significant differences in the number of terms required in the denominators.
Similar results were obtained for m = 100.
Corresponding expressions for the first derivative of (c, £) with respect to £ are readily obtained from (9) and (11). We have
r_L da -1)
, Here j'n+m(x) is the first derivative with respect to x. One can calculate the right-hand side of (13) and (14) using values for j'n+m(x) obtained from backward recursion on an easily derived three-term recurrence relation for j'. Or one can substitute for j'n+m{x) its equivalent (n/x)jn+m -j"+m+i and use values for the j's obtained from backward recursion on the three-term recurrence relation for j.
There is no subtraction error involved in evaluating the right-hand side of (13), but a modest subtraction error occurs in (14) for the limited region where £ is near unity, m is equal to zero, and I is odd and small. This error results from a subtraction of the two terms on the right-hand side of (14) . It is maximum for I = 1 and small c, decreasing with increasing I and c. We can approximate the maximum subtraction error in decimal digits by log10(£ -1). For example, when £ = 1.00000001, 8 digits are lost for I = 1 and c = 0.1. This still leaves about 6 digits of accuracy when the calculations are carried out in 64 bit double precision arithmetic (assuming two additional digits of accuracy are lost elsewhere in the calculation).
At I = 49, the error for c = 0.1 has decreased to 4 digits. At c = 40 and 500, the error for I = 1 has decreased to 5 digits and 2 digits, respectively.
Summary.
We have identified expressions for calculating the prolate spheroidal radial functions of the first kind (c, £) and their first derivatives with respect to £ that are numerically robust. These expressions do not suffer the subtraction errors that limit the use of the traditional expressions for calculating (c, £) to non-large values of c and I -m. Moreover, these expressions tend to converge in fewer terms. We also described an approach to calculating R^j (c, £) that avoids the overflow and underflow problems that can arise from the large dynamic ranges involved in components of the expressions, and even in R^J(c, £) itself. Finally, we note that we are presently exploring the use of similar expressions for improved calculation of the radial functions of the second kind (2) Rlnl (c, 0 and their first derivatives.
