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1. INTRODUCTION 
Some nonoscillatory properties of a system of differential equations 
Yl' = %lYl + %2Yz 
Y2' = '2lYl + %YZ + '23Y3 
(1) 
Yn’ = %lYl + %LzYz + %3Y3 + *-* + %nYn 
are considered in this paper. The problem is formulated as follows. Let n be 
a positive integer and let aij be a continuous real-valued function defined on 
(-co, co) for i = 1, . . . . n and j = 1,. .., i + 1. Suppose that ~+r never 
has value zero for i ,< n - 1, and u,,,+r is the function of constant value one. 
The differential operators Di and function classes J& are defined recursively 
by: (1) J;4a is the set of all real-valued continuous functions on (-co, co) 
and D,,(y) = y for y in &s, and (2) for 1 < p < 71, dD is the set of all y in 
-Q”,r which has a continuous derivative and for y in &, , 
We will consider the nonoscillatory properties of the differential equation 
WY) = 0. 
The differential equation Dn(y) = 0 is related to the system (I) in that 
(1) if D,(y) = 0, then the vector {Di-l(y)}ln is a solution of the system (I), 
and (2) if the vector{yi)rn is a solution of the system (I), then y = yr is in 4 , 
Diel(y) = yc for 1 < i < 12 and DJy) = 0. 
In Section 2, wronskians are used to extend results of Polya [I] to the 
1 This research was supported in part by the Mathematics Division, Oak Ridge 
National Laboratory. 
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differential operator D, . In Section 3, the first conjugate point function is 
defined and is shown to be an increasing continuous function with open 
domain. The first conjugate point function for the classical differential 
operator 
L(y) = y(n) + ply(-) + * * * + pny (1.0) 
is known to be an increasing function [2, p. 1231. 
In Section 4 an adjoint D,f for the operator D, is defined. This operator 
reduces to the classical adjoint when D, is given by equation (1 .O). The 
first conjugate point function for D,+ is found to be identical with that of D,, . 
In Section 5 the results of Sections 2, 3, and 4 are used to derive several 
theorems involving the disconjugacy of D, . Some of these theorems extend 
earlier results of Levin [2,3] which apply to the classical operators. 
Throughout I will denote the n x n identity matrix, Sij the kronecker 
delta and J a nondegenerate connected set of real numbers. If y is a function, 
theny is nontrivial meansy does not have value zero everywhere. The letter A 
denotes the n x n matrix of continuous functions (a,,}, where aii = 0 
for i + 1 < j. If y is a real-valued, bounded function with domain K, then 
/j y IIK is the 1.u.b. of the set (1 y(x)1 : x in K}. For p in &a , q+(t) = max{O, q(t)} 
and q- = q - q+ . 
2. WRONSKIANS AND NONOSCILLATION 
The classical existence and uniqueness theorems for first order systems 
of differential equations [A gives for each number a and each vector of real 
numbers (ci} a unique vector of functions (y,} such that {yi} is a solution 
of (I) and y,(a) = ci for i = l,..., n. Let JY be the set of all y such that 
D,(y) = 0. Thus for each number a and vector {ci}, there is a unique member 
y of &’ such that D,(y) = 0 and DieI = ci for i = l,..., 12. 
Since the set ~2 is the set of all first components yi of the system (I), 
& is at most n-dimensional. To see that & is n-dimensional, suppose that 
some linear combination 
of elements zi in & is identically zero. Then sucessively the functions D,(y) 
are found to be indentically zero. Hence linear dependence of zi , . . . . .a, 
implies linear dependence of the vectors (Dt-l(z,)}~~, . . . . {Di-l(z,))~~l . 
Thus & is n-dimensional. 
The wronskians defined below generalize those used by Barrett in the 
study of third and fourth order equations [5]. Throughout W,, is the function 
of constant value one. 
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For y1 ,..., y,, in .R$, the wronskian W(y, ,..., yg) is defined as the deter- 
minant whose rows are sucessively, for i = 0, . . . . p - 1, 
The determinant whose first p - 1 rows are the same as those of W(y, , . . . , ys), 
but whose last row is, for some K > p - 1, 
&(Ylh ah2)Y~ QAYZJ, 
will be denoted by W(y, , . . . . yp, ; k). 
For the derivative of the wronskian W(y, ,..., ys) we have, 
This gives 
+ Q*,p+1WY1 ,-..>YP; P)* 
VYl ?-,YP(Yl >..'9 Ya-1 9 Ys+1) - WY1 >-VYJWYl ~.~~,YzI--l 9 Yzr+d 
=a ..P+lwo1 I..., YZJ ; P>WYl I...7 Yzr-1 9 Ys+J 
- WY1 ,.->Y%JWYl Y..., YB-1 9 Ys+1 ; P)}. P-0) 
Using Polya’s “usual formula for a minor of the adjoint determinant” 
[I, p. 3151, the right side of equation (2.0) reduces to 
--a,,,+1WY1 )*..I YD-lPvY1 ?...V YD 7 Yp+1)* 
THEOREM 2.1. Suppose y1 ,..., y,, are linearly independent members of d 
and y is in & . Let Y0 = y, Yi = W(y, ,..., yi , y) and W, = W(y, ,..., yt) 
for i < n. Then for each i such that Wi never has value zero on J, 
ai.i+lWi-lYi = Wi”( Yd-,/ WC)‘. 
Proof. The proof follows by application of (2.0) to 
Wi”(Yi-,/Wi)’ = -(W,‘Yiel - WiYjol). 
A member y of =$* is said to have a zero of multiplicity k at a provided 
QdYW = **- = &,(y)(a) = 0. 
The classical uniqueness theorem for (1) implies that no nontrivial member 
y of .& has a zero of multiplicity 71 at a. If a, , . . . . a, are points of J at which 
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y in 4 has value zero and y has a zero of multiplicity b, at ai , then y is 
said to have at least C,“, b, zeros on J. 
If f and y are in J;l’, , then we say that f assumes at some points k values of y 
provided there are numbers x1 < *me < x8 and positive integers ri , . . . . rt such 
that rl + =*a + rt = k and Di( f)(q) = D,(y)(xi) for i = O,..., rj - 1 and 
j = I,..., 8. The number 5 is said to be intermediate to x1 ,..., xd provided 
(1)+$=x,if4’=1and(2)x1<~<x~if~>1. 
The set J is said to be a set of oscillation for D, provided some y $ 0 in & 
has at least n zeros on J. Otherwise J will be called a set of nonoscillation 
for D, and D, is said to be disconjugate on J. 
THEOREM 2.2. Suppose y1 ,..., ye are linearly independent members of &, 
Wi and Yi are as in Theorem 2.1 for i < p, and Wi never has value zero on / 
for i < p. Then ify is a member of & with at least p(p + 1) zeros on J, there is 
an intermediate point 5 such that Y+l([) = 0 (Y,(f) = 0). 
Proof. The definition of Yi shows that Y,(a) = 0 if y has a zero at a of 
multiplicity i + 1 or greater. If a < b, 1 < i fp and Y,-r(u) = Yip,(b) = 0, 
then application of Theorem 2.1 and Rolle’s Theorem yields a number c 
between a and b such that Yi(c) = 0. Thus Yi has value zero between each 
two points where Y,, has value zero and at each point where y has a zero of 
multiplicity 2 or greater. Considering sucessively the points where Y,, , 
Y1 ,... have value zero, we see that if y has at least p(p + 1) zeros on J, 
there is an intermediate point [ such that UP-,(,$ = 0 (Y,(e) = 0). For 
example, in the simplest case where y has value zero at p points, then Y1 has 
value zero at at least p - 1 points, YZ has value zero at at least p - 2 points,. . . . 
COROLLARY 2.2.1. Let yi , Wi and Yi be as in Theorem 2.2. Then afy is the 
real linear combination clyl + .a* + cpyr, with cg # 0, then y has at most 
p - 1 zeros on J. 
Proof. Since Y+i = W(y, ,..., ysel , y) = c,W, , YppI never has value 
zero on J. 
COROLLARY 2.2.2. If a is a number, then there is a positive number 8 so 
that no nontrivial member of & has more than n - 1 zeros on (a - 6, u + 6). 
Proof. For i = l,..., n, let the member yi of & be defined by the initial 
conditions at a: 
Dd~i)(4 = hi for k = l,..., n. 
The wronskians Wi = W(y, , . . . . yi) all have value one at a and are continuous. 
Thus they are all positive on some segment about a. Since the yt span &, 
Corollary 2.2.2 now follows from Corollary 2.2.1. 
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Theorems 2.3, 2.4, and 2.5 are stated without proof since the proofs are 
similar to those of Theorems I, , II, , and III of [I], respectively. These 
theorems are stated under the hypothesis that there are n linearly 
independent members yr , ys , . . . . yn of .zZ such that the wronskians 
W(yJ, W(y, , ys) ,..., W(y, ,..., yJ never have value zero on J. 
THEOREM 2.3. Iff is in .A$ and assumes at some points of J n + 1 values 
of a membery of &, then there is an intermediatepoint [ such that D,,(f) (6) = 0. 
THEOREM 2.4. i’ff is in d0 , then there is one and only one member y of A$‘$’ 
such that Dn(y) = f and y assumes n given values on J. 
THEOREM 2.5. Iff . as in &n , y is in &, f - y has n zeros on J and N is 
the function which has n zeros on J coinciding with those of f - y and 
satisfies D,(N) = 1, then for each x in J, there is a point 5 intermediate between x
and the zeros of N such that 
f(x) = ~(4 + WPn(fW. 
We note that N has exactly n zeros on J since by Theorem 2.3, N having 
91 + 1 zeros implies that 1 = D*(N)(E) = 0. 
The function N of Theorem 2.5 may be constructed by using determinants. 
IfY, ,...,y?z are n linearly independent members of -01, u is a member of JZ$~ 
such that Dn(u) = 1 and f-y of Theorem 2.5 has a zero of multiplicity 
yi at xf for i = I,..., 8, then it is quickly verified that N is given by 
N(X) = (-l)“P/Q, h w ere P is the (n + 1) x (n + 1) determinant whose 
rows are 
r1(x), ***> m(x), u(x) 
Do(yl)(xA ...y Do(m)(xA D,(u)@,) 
DALI, .-a> Dr&~m)(xt>, D&4W 
and Q is the n x n subdeterminant obtained from P by deleting the first 
row and last column. We note from the above representation that N depends 
continuously on the points x1 ,..., x8. 
Example 1. Let Y be a positive member of -c4s and each of p and m 
positive integers such that p + m = n (n > 1). Then if a, = 0 for j < i, 
ai.i+l = 1 for i # p and a,.,,, = I/r, the operator D, is given by: 
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D,,(y) = (YY(P))(~). That the operator D, is disconjugate on (-CO, 00) may 
be seen as follows. Let 
y&e) = xi-l/(i - I)! for i = l,...,p 
and 
y&c) = j-r ((x - ,)P-v-“-‘/(p - l)!(i - p - l)!r(s)) ds 
for i = p + I,..., m +p. 
Then each yi is a solution of D,(y) = 0, and each wronskian W(y, ,..., yi) 
has constant value one. Since the yi are linearly independent, they span ,od, 
and by Corollary 2.2.1 D, is disconjugate on (-co, co). 
For Y = 1, the function N reduces to 
3. THE FIRST CONJUGATE POINT FUNCTION 
The functions v+ and T- are defined as follows. The number a is in the 
domain of v+(v-) provided some nontrivial y in Jai has at least tl zeros on 
[a, co)((-co, a]) and ~+(a)(~-(~)) is defined as the greatest number b > a 
(least number b < a) such that no nontrivialy in &’ has n zeros on [a, b)((b, a]). 
As a consequence of our definition we have that each of v+ and T- is 
nondecreasing, the domain of T+ is a connected set of the form 
(-aA a), (-Co, a) or (-co, 4, 
and the domain of v- is a connected set of the form 
(-a, a>, (4 00) or [a, a3). 
For each number a, let Q, be the fundamental matrix of the system (I) 
defined by: 
L?,,’ = Al&, , Q&u) = I. 
The functions 2 ,, ,..., 2, are defined on (-co, co) x (---co, co) by 
Z,(b, a) = 1 for all (b, a) and for 1 <p < n, Z,(6, u) is the determinant of 
the p x p submatrix of Q,(b) obtained by taking the first p rows and last p 
columns. Since Q;2, is a fundamental matrix of the system (I), we have 
Z,(b, a) = det Q,(b) # 0 [4, p. 281. 
Since we have continuous dependence upon initial conditions [4, p. 221, 
the functions Zi are continuous. 
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If R is an integer, 1 < k < n - 1, then the member y of & is said to have 
property (k, a, 6) provided y has a zero at b of multiplicity at least k and a zero 
at a of multiplicity at least n - k. 
THEOREM 3.1. If 1 < k < n - 1, then there is a nontrivial member y of ,.G’ 
with property (k, a, b) zjc and only if Z,(b, a) = 0. 
Proof. Let yi be defined as in the proof of Corollary 2.2.2. Then yi is 
the first component of the ith column of Q, . Then the member y of JZZ has 
a zero of multiplicity n - k or greater at a if and only if y is a linear combina- 
tion of y&+r , . . . , yn . Thus there is a member y of & with property (k, a, b) 
if and only if the k homogeneous equations 
CIDO(Yti-k+l)(b) + ..* + C,Ql(Yn)(b) = 0 
clDk~dYn-k+l)(b) + “’ + ck$-l(m)(b) = 0 
have a nontrivial solution (cr , . . ., ck). This is equivalent to the determinant 
of the coefficients, Z,(b, a), being zero. 
From Theorem 3.1, we have 
COROLLARY 3.1.1. If 1 ,( k < n - 1, then Z,(b, a) = 0 if and only if 
-&&, b) = 0. 
THEOREM 3.2. If a is in the domain of -q+, then l+(a) = a+ where a+ is 
the least number b > a at which one of Z,(b, a),..., Z,,-,(b, a) is zero. Similarly, 
~-(a) = a- where a- is the greatest number b < a at which one of Z,(b, a), . . . . 
.Z,-,(b, a) is zero. 
Proof. The definition of v+ implies q+(a) < u+. Suppose v+(a) < a+. 
Let S be as in Corollary 2.2.2. The continuity of the 2, gives a positive number 
6’ < S/2 so that Z,(b’, a’) # 0 for i = l,..., n - 1, a - 6’ < a’ ,( a + S’ 
and a + S/2 < b’ < c = (1/2)(7+(a) + a+). Then Z,(b, Q - S’) # 0 for 
a - 6’ < b < c and 1 < i < n - 1 since .&(b, a - S’) = 0 for some b in 
(a - S’, a + S/2) implies there is a nontrivial y in ~2 with a zero of multi- 
plicity i or greater at b and a zero of multiplicity n - i or greater at CI - 6’. 
Thus the wronskians Wi , W,(x) = 2*(x, a - s’) are nonzero on the set 
J* = (a - S’, c] and no nontrivial member y of ~8 has n zeros on /*. This 
implies y+(a) 2 c which is a contradiction. 
The proof v-(a) = u- is similar to the above proof. 
THEOREM 3.3. If b = s+(a), k is the smallest integer i such that &(b, a) = 0 
and y is a nontrivial member of & with property (k, a, b), then y has no zeros 
on (a, b). Moreover, y is unique up to a multiplicative constant. 
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Proof. Let yi be as in the proof of Corollary 2.2.2. Since y has property 
(k, a, 4, 
y = con--k+l + “* + ckyn (3.0) 
for some real number sequence cr , . . . . ck . Moreover, c, # 0 since 
2,~,(b, a) # 0. Suppose for some c, a < c < b, y(c) = 0. Let J* = [c, b] 
and W,(X) = &(x, a) = H~‘(y,-~+r ,..., m)(x) for i f 0. Since y has at least 
k zeros on J* and Wi never has value zero on J* for i < k - 1, we have by 
Theorem 2.2. that there is a point 8, c < 5 < b, such that 
VYn--k+:! Ye..> Y?l > Y)(5) = 0. (3.1) 
From (3.0) we see that 
W(yn-k+?. , .‘., yn > y) = %(-l)” wk * 
Since cr # 0 and w,(f) # 0, Eq. (3.1) yields a contradiction. 
For y as above, Dn-k(y)(u) # 0 since D,-,(y)(a) = 0 implies y has property 
(k - 1, a, b). By Theorem 3.1, this means 2,~,(b, a) = 0, contrary to 
hypothesis. If z also satisfies the conclusions of the above theorem, then 
u = zD n-kb+) - YDn-&)(u) 
is either identically zero or has property (k - 1, a, b). As we have seen, 
if u # 0, it cannot have property (k - 1, a, b). Thus y and z are linearly 
dependent. 
Theorem 3.3 extends Theorem 13 of [3]. 
THEOREM 3.4. If a is a number, 1 <p < n - 1 and K, is the set of all b 
such that Z,(b, a) = 0, then K, contains no segment. 
Proof. Suppose for some p and a, K, contains a segment and let k be the 
least such p. Thus there is a segment (OL, 8) such that Zk(b, a) = 0 for b in 
(01, j?) and for some b’ in (01, fi) Z,-,(b’, a) # 0. Since zk-, is continuous, 
it is sufficient to suppose Z,-,(b, a) # 0 for all b in (OL, /3). Let y be a non- 
trivial member of & with property (k, a, (a + &/2). Let yi be as in Corollary 
2.2.2. Then 
y = c&,-kc+1 + '*' + Cry,, * 
Thus we have 
w(Y, 3h-k+2 ,...P yJ = CJ, = 0. (3.2) 
Expanding the wronskian (3.2) by the first column, we have on the segment 
(% I% 
~,D,-l(Y) + %D,-s(Y) + *” + @o(Y) = 0, (3.3) 
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where the ai are the appropriate subdeterminants of W(y, ~,,-~+s , .. . . m). 
In particular 
al(x) = (-l)k-lZk-,(~, a) $3 0 for x in (CY, 8). 
If k = 1, then Eq. (3.3) implies y(x) = 0 for all x in (cx,~). This implies 
that each of Di(y),..., D&y) has value zero at (CX + ,f3)/2, which is a contradic- 
tion. If K > 1, then from the definition of D,-, , 
D&y) = (l/q+,,,) jD,-z(Y)’ - ;z; ~iDi-d~)/. (3.4) 
Substitution of (3.4) into (3.3) and solving for D&y)’ gives 
D&y)’ = u,T_,,,D,(y) + **a + ~,*_I,,-ID~-~(Y)~ 
where the definitions of the ukisi are obvious. Thus on (01, p), {Di(y)},“z is a 
solution of the system 
D,(y)’ = anDo + %DdY) 
D&y)’ = a,-,,,Do(y) + *** + %,,,-,Dwz(Y) 
D&y)’ = a,*_,,,D,(y) + **. + d-I,,-,DdY). 
Since y has a zero of order k at (a + 8)/2, Y(X) = 0 for all x in (% 8). 
As for k = 1, this is a contradiction. 
THEOREM 3.5. Each of q+ and v- is an increasing function. 
Proof. Suppose a, < ua and ~+(a,) = ~+(a,) = b. For x in [ui , ad, 
there is an integer-p such that Z,(b, x) = Zn-+,(x, b) = 0. Forp = I,..., n - 1, 
let SD be the set of all x in [a, , a,], if any, such that ZJx, a) = 0. Thus 
SD is closed and [a, , a,] is the union of the S, . Since [a, , a.J is a complete 
metric space and the S, are nowhere dense, this is a contradiction. 
Similarly, q- is increasing. 
COROLLARY 3.5.1. The function T+ is the inverse of the fun&m T-. 
Proof. Let D+ and RR+, D- and R- be the domain and range of r]+ and T-, 
respectively. If a E Df, then the existence of a nontrivial y in ~2 with at least 
n zeros on [a, q+(a)] implies ~+(a) ED- and v-(?+(a)) 3 a. Similarly b E D- 
implies 7-(b) ED+ and 7+(17-(b)) < b. Thus R+ _C D- and R- _C D+. 
If a E D+ and 7-(7+(u)) > a, then 
7+(a) > 7+(7-(7+(a)) > 7+(a) 
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since T+ is increasing and b > 7+(7,(b)) for b ED-. This contradiction 
proves v-(q+(a)) = f a or a ED+. Similarly, 7+(7-(b)) = b for 6 E D-. 
Since for b E D-, b = $(71-(b)) E R+, we have D- C Rf. Similarly Df C R-. 
Thus q+ is the inverse of q-. 
COROLLARY 3.5.2. Each of T+ and T- is continuous. 
Proof. Since each has a connected domain, by Corollary 3.5.1, each has a 
connected range. Since they are increasing, this implies that they are 
continuous. 
COROLLARY 3.5.3. Each of T+ and q- has open domain. 
Proof. The definition of q+ implies that its domain D+ is of the form 
(--co, co), (-co, a) or (-co, a]. 
If D+ = (-co, a], then q+(a) + 1 is not in the range of T+ or D- the domain 
of v,--. Since D- is of the form 
this is a contradiction. 
Similarly D- is open. 
The above theorem and corollaries extend known results for these func- 
tions when D, is the classical differential operator [2, 61. 
4. AN ADJOINT SYSTEM FOR (I) 
Let K be the n x n matrix {/Q}&=~ defined by: 
ki, = l’-‘dn+i if i+j=n+l 
if i+j#n+l. 
If B is an n x n matrix, then BT denotes the transpose of B and BR denotes 
the matrix (-I)“KBTK. The operation (R) rotates the matrix B about the 
diagonal which runs from the lower left to the upper right corner and changes 
the sign of b, if i + j is even. 
The following identities may be easily verified. 
KT = (- l)“-X, K2 = (-1)%-V, det K = (-1)” 
(BR)R = B and (BC)R = -CRBR. 
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The matrix differential equation 
Q*’ = AR&‘* (4.1) 
is called the adjoint equation of 
9’ = AO. (4.2) 
The equation (4.2) is called self-adjoint provided AR = A. 
Let sZ,* and Sz, be defined as the solutions of (4.1) and (4.2), respectively, 
with initial value I at the number a. 
The system of equations associated with the matrix equation (4.1) is 
-5’ = -ad1 + an-l.nZ2 
z2’ = a n.n-l~~ - an-l,n-lz2 + an-2,n-lz3 
(I*) 
z,’ = (-l)na,Izl + (-l)n-1a,-l,,x2 + *.. + (-l)a,,z, . 
The classes &* and A$* and the operators Dp*, 0 < p < n, are defined 
for the system (I*) as where -01, Jya and D, for the system (I). The operator 
D,* is called the adjoint of the operator D, . 
The usual matrix formulation [4, p. 821 of the operator (1 .O) gives as 
adjoint the operator 
D*(y) = (-l)ny(n) + (-l)fn-l)(gly)(n-l) + . . . +p,~ 
when each pi has n - i continuous derivatives. 
We note that with the usual matrix formulation of (1 .O), DJy) = y’“) 
forO<i<n-landD,=L. 
THEOREM 4.1. The solutions Q, and Q,* are related by the equation 
Qa(x)(s2,*(x))R = -I. (4.3) 
Proof. Let G(x) = Q=(x)-l. Then we have G’ = -GA [4, p. 701. Thus 
(GR)’ = (G’)R = (-GA)R = ARGR 
and GR is a solution of Eq. (4.1). Hence GR is given by 
Go = Q,*(x)G(a)R = -Qa*(x). 
This is equivalent to 
G(x) = -(Qa*(x)yl. 
Thus we have Eq. (4.3). 
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Let the functions Zi*, 0 < i < n, and pLf be defined for the system (I*) 
as were the functions .Zi and v+ defined for (I). We then have 
THEOREM 4.2. The function Zi and Zi* are related by 
&(a, b) = ( -l)(“+i)iZ,*(b, a) 
Proof. From (4.3) we have 
Q2,*(b)R = -Q,(b)-l (4.4) 
If G(x) = Q,(x)&(b)-l, then G is the solution of (4.2) with value I at b. 
Thus G = Qr, and Q,(a) = Q,(b)-1. Hence sZ,*(b)R = --Q,(a). If Xi is the 
i x i matrix whose determinant is Zi*(b, a), then 
(-l)iZi(a, b) = det((-l)“+iX,R) 
= (-l)(n+i)i &(X,R) 
= (-l)(“+i)“(-l)” det(Xi). 
The following corollaries are immediate consequences of Theorems 3.1, 
3.2, and 4.2. 
COROLLARY 4.2.1. There is a nontrivial member y of & with property 
(k, a, b) if and only if there is a nontrivial member z of &* eoithproperty (k, b, a). 
COROLLARY 4.2.1. The functions r]+ and p+ are identical. 
COROLLARY 4.3.1. If the matrix equation (4.2) is serf adjoint, then T+(a) is 
least number b > a at which one of Z,(b, a),..., Z,(b, a) is zero where p = n/2 
ifnisevenand(n-1)/2ifnisodd. 
5. DISCONJUGACY THEOREMS 
Consider an &point boundary value problem on J. Let a = x1 < ..* < xG = b, 
and let I 1 ,..., Y, be positive integers with sum n. If f is in &a, we have under 
the conditions of Theorem 2.4 that the boundary value problem 
w NY) =f 
and 
WY>(%) = 0 for i = O,..., ri - I 
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and 
j = l,..., 8, 
is uniquely solvable. 
It is well known that when the problem (B) withf = 0 admits no nontrivial 
solution, then there is a green’s function G so that the unique solutiony to (B) 
is given by: 
Y(X) = lb G(x, s>fN ds. (5.1) 
a 
TI-IJZOREM 5.1. Suppose D,, is disconjugate on J. Let G be the green’s 
function for (23) and let N given by: D,(N) = 1 and D,(N)(x,) = 0 for 
i = o,..., Y, - 1 andj = I,..., 8. Then N does not change sign on [a, b] if and 
only 27 G does not on [a, b] x [a, b]. Moreover, 
N(x) = j-1 G(x, s) ds. 
a (5.2) 
Proof. Equation (5.2) follows from (5.1) since D,(N) = 1. Thus N is of 
constant sign if G is. Suppose N is of constant sign on [a, b], say N(x) > 0. 
If f is in Ja, , there is a unique y that is a solution of (B). Iff(x) 3 0 on [a, b], 
then by Eq. (5.1) and Theorem 2.5 
s b G(x, s)f(s) ds =N(x)Dny(E) 2 0. a (5.3) 
Since the inequality (5.3) holds for all nonnegative continuous f and all x, 
G cannot be negative anywhere. 
Similarly, G is nonpositive everywhere if N is nonpositive everywhere. 
In case 6’ = 2 in (B), then we have by Theorem 2.3 that the function 
N of Theorem 5.1 has no zeros on (a, b). Another case of constant sign of N 
is when D, is given by (1 .O) and yi is even for 1 < i < k’. The sign of N is then 
nonnegative if Y( is even and nonpositive if ~6 is odd [2]. 
Example 2. Let Y, p and m be as in Example 1, q be in d0 and 
L(y) = (ypp) + qy 
We will consider (B) when 8 = 2 and L = D, is disconjugate on J. First 
we prove that the sign of the function N of Theorem 5.1 depends only on 
whether Y, is even or odd. Suppose for some k, 1 < k < n - 1, the functions 
N1 and N, of Theorem 5.1 for ra = k, k + 1, respectively, are of the same 
sign. Let y = Nr - N2 . Then y has k zeros at b and IZ - K - 1 zeros at a. 
Also 
D&9(4 = %W4 f 0 
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and 
a-r(Y)(a) = --Dn-kvu4 # 0. 
Thus the sign of y is opposite to that of N, on some segment (a, a + 6) and 
the sign of y is the same as that of Nr on some segment (b - a’, b). Since Nr 
and N, are of the same sign on (a, b), this means y has a zero on (a, b). Thus 
y has at least n zeros on [a, b]. Since L(y) =L(N,) -L(N,) = 0 and L is 
disconjugate on J, this is a contradiction. 
For k = 1, N has the representation 
N(x) = cT(x, a) + j-% T(x, s) ds, 
a 
where T is the Cauchy function associated with L. With respect to the 
variable x, T satisfies the boundary conditions at s, 
Tci’(s, s) = 0 i<p-I 
(~T(p))@)(s, ) = 6r,,-l O<i<m-1. 
Thus T is nonnegative. Hence N(b) = 0 implies c < 0 and c < 0 implies N is 
nonpositive. 
Thus N is nonpositive on [a, 61 for K = Y, odd and N is nonnegative 
on [a, b] fork even. 
Since the function N of Theorem 5.1 is not identically zero and depends 
continuously on the points x1 , . . . , xl, we have that if N is of constant sign 01 
on (xi , xd) for some ordered 8 points in J with zeros of multiplicities Y, , . . . , rc , 
respectively, then N is of constant sign 01 for every choice of ordered 6’ points 
in J with multiplicities y1 ,..., ~8, respectively. Hence the sign of N depends 
only on the integers y1 , . . . . rc . 
Suppose D,, is disconjugate on J. If yI , ., ., ~8 are positive integers whose 
sum is n, then D, is said to be (+, rl ,..., ~8) disconjugate on J provided that 
the solution N of (B) withf = 1 is nonnegative on (x1 , x!). If the solution N is 
nonpositive, then D, is said to be (-, rl , .., 18) disconjugate on J. If 8 = 2, 
then D, is either (+, rl , YJ disconjugate on J or (-, Y, , YJ disconjugate on J. 
If 0 < k < tl, then D, is said to be (n - k, k) disconjugate on J provided 
there does not exist a nontrivial function y such that D,(y) = 0, for some a, 
b in J, a < b, y has n - k zeros at a and k zeros at b and y is of constant sign 
on (a, b). If there does exist such ay, D, is said to have an (n - k, k) oscillation 
on J. 
THEOREM 5.2. If D, is d&conjugate on J, then there does not exist a non- 
trivial function y such that (1) f OY some k, 0 < k < n and a, b in J, a < b, 
y has n - k zeros at a and k zeros at b, (2) D%(y)(x) >, 0 on (a, b) and (3) If 
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D, is (+, n - k, k) (( -, n - k, k)) disconjugate on J, then y is negative 
(positive) somewhere on (a, b). 
Proof. Suppose such a function y exists. Let N be the solution of(B) with 
f = 1, G = 2, x1 = a, xa = b, r, = n - K and r2 = k. Since by Theorem 2.5, 
y(x) = N(X) D,(y)([), the sign ofy is the same as that of N. By condition (3) 
above, this is a contradiction. 
THEOREM 5.3. If 0 < k < n, D, is disconjugute on J and q is a nonnegative 
member of 5;4o, then (l)L(y) = D,(y) + qy is (n - k, k) disconjugute on J zf 
D, is (f, n - k, k) disconjugate on J, and (2) II(y) = Dn(y) - qy is (n - k, k) 
disconjugate on J if D, is (-, n - k, k) disconjugute on J. 
Proof. If L is not (n - k, k) disconjugate on J, then there is a function 
y # 0 such that L(y) = 0, for some a, b in J, a < b, y has n - k zeros at 
a and k zeros at b and y is nonpositive on (a, b). Then 
WY) = L(Y) - v = --9y 3 0 
and by Theorem 5.2, D, is not disconjugate on J. This is a contradiction. 
Similarly, H is (n - k, k) disconjugate on J. 
Theorem 5.3 reduces to Theorem 2 of [2] when D, is given by Eq. (1.0). 
Combining Example 2 and Theorem 5.3, a comparison theorem is 
obtained. 
THEOREM 5.4. Let q = qi and La = L be us in example 2 for i = 1,2. 
Then ifLi is disconjugate on J, k is even (odd) and qz(x) 3 ql(x) (qz(x) < ql(x)), 
L, is (n - k, k) disconjugate on J. 
COROLLARY 5.4.1. If q in Example 2 is nonnegative (nonpositive) and k is 
even (odd), then L is (n - k, k) disconjugute on J. 
Example 3. If q is nonnegative, then 
L(Y) = (ry”)” + 4Y (5.4) 
cannot have a (4,2) or (2,4) oscillation on 1, If q in equation (5.4) is non- 
positive, then L cannot have a (5, I), (3, 3), or (1, 5) oscillation on J. 
The green’s function can be used to obtain nonoscillation criteria. 
THEOREM 5.5. Suppose D, is disconjugate on J, 0 < k < n, a, b E J, a < b, 
q is in .!z$o and G is the green’s function of(B) with x1 = a, x2 = b, Y, = n - k 
and r2 = k. Let L(y) = D*(y) - qy. Then if D,, is ((Y, n - k, k) disconjugute 
on J, each of the following is a ss@iczent condition that there exist no y + 0 
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such that L(y) = 0, y has n - k zeros at a, K zeros at b and y is of constant 
sign on (a, b). 
b 
IS 
b [G(x, s)~~(s)]~ ds dx < 1 (5.5) 
a a 
I b{ 
m;x G(x, s)q,(s)) dx < 1 
a 
(5.6) 
max 
s 
b 
= a 
G(x, s)qm(s) ds < 1 
If N is given by (5.2) then 
11 % li[a.b] < l/ii N ii[a.bl (54 
1 j: q&) ds ) =C l/11 Gil[a.a,r[o.a, 
Proof. Suppose there exist such a y. Then 
y(x) = 1; G(x, W,(Y)(S) ds = s”. G(x, MsbW 
It is sufficient to suppose y is nonnegative on (a, b). Then 
~(4 = s” G(x, MsbW ds G j-” G(x, s)q&)y(s) ds 
a a 
since 
Thus 
G(x, Sk(s) d G(x, Sk,(s). 
and 
~(4~ < j-" ['3x, s)q,(s)12 ds I" Ye ds 
a a 
/~yW2 dx < j”. j”. [G(x, sk&)12 ds dx Ib ~(9~ ds 0 
from which follows the inequality 
1 < Jb lb [G(x, s)q,(s)12 ds dx. 
a a 
This is a contradiction if condition ($5) is hypothesized. 
That conditions (5.6) and (5.7) are sufficient follows from similar con- 
siderations. 
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Condition (5.8) follows from (5.7) and the inequality 
I ’ G(x, s)%(s) ds d 11 401 /i[a.b] 11 N lI[a.b]. a 
Condition (5.9) follows from (5.7) and the inequality 
I b a G(x, +7&) ds < 11 G ii[a,b]r[a.b] / 11 %x(s) ds 1. 
Example 4. Suppose in Theorem 5.5 that &(y) = y” and J = [a, b]. 
Then 
and 
N(x) = (x - a)(x - b)/2, II N III = (b - d2/8 (5.10) 
and 
G(x, s) = (a - s)(b - x)/(6 - a) 
G(x, s) = G(s, x) 
II G II = (6 - 4/4. 
for s < x, 
(5.11) 
For q = c < 0, conditions (5.5) through (5.9) become respectively, 
-c < d/90/(6 - a)” (5.5)’ 
-c < 6/(b - a)2 (5.6)’ 
- c < 8/(b - a)” (5.8)’ = (5.7)’ 
-c < 4/(b - a)” (5.9)’ 
In this case (5.5)’ is the best. For b - a = V, (5.5)’ becomes -c < 1/m/rr2. 
For b - a = x, L is disconjugate if and only if -c < 1. 
Example 5. Suppose in Theorem 5.5 that Q(y) = yen) and J = [a, b]. 
Then by (2.1) N is given by 
N(x) = (x - a>“-“(% - 6)*/n!. 
It is easily calculated that 
1) iVIIJ = (6 - a)“(n - k)n-kkk/lnnn!. 
Condition (5.8) then becomes 
1) qol I), < n%!/(b - a)n(n - k)n-kk*, 
where 01 is + if k is even and 01 is - if k is odd. 
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