**Specifications Table**TableSubject area*Biology*More specific subject area*Genomics, non-coding RNA, miRNA, gene expression*Type of data*Excel file*How data was acquired*Databases*Data format*Raw, filtered, analyzed*Experimental factors*Experimentally validated data were incorporated*Experimental features*Consistent data were selected from multiple sources*Data source location*Online resources*Data accessibility*Within this article*

**Value of the data**•The eleven datasets are the largest consistent datasets of miRNA:mRNA interactions containing both true and false samples in mouse genome.•These datasets can be further refined as training and test datasets in the development of new miRNA target predictors, and therefore are critical for bioinformatics studies.•The samples in these datasets are genome-wide and are consistent among multiple sources. Therefore, these datasets can be used directly to extract high-confidence miRNA:mRNA interactions.

1. Data {#s0005}
=======

MiRNAs are short non-coding RNA molecules with about 22 nucleotides. Although being very short compared to mRNAs, which normally have hundreds to thousands of nucleotides, miRNAs may interact with the 3′-UTRs of mRNAs to inhibit the translation of those mRNAs. MiRNAs are abundant in natural, there are more than 2000 miRNAs in each mammalian genome, regulating about 60% of all the genes in that genome. Clearly, miRNAs are a critical family of gene expression regulators. However, a thorough understanding on the function and mechanism of miRNAs is still elusive. To facilitate the studies of miRNA molecular biology, curated datasets of miRNA:mRNA interactions will be very helpful. The eleven datasets developed in this project are the largest consistent datasets containing both true and false miRNA:mRNA interactions in mouse genome. An integrated confidence score has also been designed to show the significance of these interactions.

2. Experimental design, materials and methods {#s0010}
=============================================

The consistent datasets were developed using the following online resources: miRNA:mRNA interaction data of mouse genome in mirTarBase Release 6.0 [@bib1] and TarBase v7.0 [@bib2], pre-assembled datasets for predicted miRNA:mRNA interactions in mouse genome downloaded from the web servers of miRanda 2010 release [@bib3], miRDB v5.0 [@bib4], PITA v6 [@bib5], and TargetScan 7.0 [@bib6].

MiRTarBase and TarBase are the most popular databases of experimentally validated miRNA:mRNA interactions. These two databases contain comprehensive data of miRNA:mRNA interactions from both dependent and independent sources, and can be downloaded without any restrictions. For these two reasons, both of the databases were selected as the source of experimentally validated miRNA:mRNA interactions. The experimental methods referenced in mirTarbase and TarBase include about 30 different types, such as: reporter assay, western blot, Cross-Linking Immunoprecipitation (CLIP), etc.

Predicted miRNA:mRNA interactions were downloaded from the web servers of miRanda, miRDB, PITA, and TargetScan. The reasons for choosing these four computational predictors are: (1) These predictors are well-designed miRNA target predictors using synthesized techniques. The original version of miRanda predicts miRNA targets based on sequence match, free energy calculated from Vienna RNA package, and evolutionary conservation verified from sequence alignment [@bib3]. Nonetheless, the newest version of miRanda has integrated an mirSVR score into the output prediction [@bib7]. The mirSVR score is the output of "a support vector regression approach to model the degree of microRNA regulation given a set of numerical features representing the microRNA binding site and additional contextual information" [@bib7]. The mirSVR score is actually a measure of the changes of logarithm-based expressional levels of down-regulated mRNAs upon miRNA transfection [@bib7]. The results in miRDB were predicted using mirTarget2, a support vector machine based predictor [@bib8]. The final score of miRDB ranges from 0 to 100 and shows the relative significance of predicted target genes [@bib9]. PITA predicts targets based on sequence match between mRNA and miRNA calculated from RNAduplex [@bib10], and secondary structure of mRNA predicted using RNAFold [@bib10]. The PITA prediction score is an energetic score showing the free-energy change upon the miRNA:mRNA binding [@bib5]. The predictive results of PITA can be further filtered to keep conserved sequences by using phastCons, which is built on hidden Markov model [@bib5], [@bib11]. In this study, conserved PITA predictions were used and analyzed. TargetScan was designed to search for the conserved sequence complementarity between the seed region of miRNA and the 3'-UTR of mRNA [@bib6]. The Pct score (Probability of Conserved Targeting) [@bib12] from TargetScan was used to evaluate the significance of the prediction. The default threshold values of positive prediction are \<-1.0, \>80, \<-10, and \>0.36, for miRanda, miRDB, PITA, and TargetScan, respectively. And vice versa for negative predictions. (2) These predictors were developed or upgraded in recent years, and are well-maintained; (3) These predictors have been broadly used in this field; (4) The web servers of these predictors provide pre-assembled dataset of predicted miRNA:mRNA interactions of mouse genome.

For each pair of miRNA and mRNA molecules, the above-mentioned predictors may make either a valid prediction or an invalid prediction. The difference between valid prediction and invalid prediction is that there is no meaningful output in an invalid prediction, while the valid prediction is always accompanied by a determinative conclusion of the prediction. For this reason, all the predicted miRNA:mRNA interactions download from miRanda, miRDB, PITA, and TargetScan web servers were examined to keep only valid predictions. Since each of these valid predictions could be four-predictor-overlapped or 3-predictor-overlapped or two-predictor-overlapped, this valid prediction was then saved in a corresponding dataset based on which predictors have valid predictions. There are in total C(4,4) + C(4,3) + C(4,2) = 1 + 4 + 6 = 11 datasets as shown in [Table 1](#t0005){ref-type="table"}. It should be noted that the number of miRNA:mRNA interaction pairs that can be validly predicted by only one predictor is very limited and therefore these interactions are not included in this study. Afterwards, for each of the afore-mentioned eleven datasets, all the miNRA:mRNA pairs in that dataset were compared with the miRNA:mRNA pairs in the mirTarBase and TarBase databases. If the miRNA:mRNA pair can be found in mirTarBase or Tarbase, the miRNA;mRNA pair is assigned as a true sample. If the pair can't be found in mirTarBase and TarBase, the prediction scores of this miRNA:mRNA pair given by corresponding predictors were compared to their default threshold values. If all the predictions are negative, this miRNA:mRNA pair is assigned as false sample. Otherwise, the miRNA:mRNA pair is excluded from further analysis. The eleven datasets, and corresponding numbers of true and false samples of these eleven datasets are shown in [Table 1](#t0005){ref-type="table"}.Table 1Summary of the eleven datasets.Table 1Dataset IDAssociated predictorsNo. of true samplesNo. of false samplesD4miRanda, miRDB, PITA, TargetScan17399870D3-1miRanda, miRDB, PITA142311,062D3-2miRanda, miRDB, TargetScan1952667D3-3miRanda, PITA, TargetScan299743,082D3-4miRDB, PITA, TargetScan199024,088D2-1miRanda, miRDB1872722D2-2miRanda, PITA3817177,467D2-3miRanda, TargetScan42321,858D2-4miRDB, PITA171314,264D2-5miRDB, TargetScan1638189,900D2-6PITA, TargetScan62111340TOTAL22,333498,320

All the miRNA:mRNA pairs in each of the eleven datasets have a specific number of predictive scores given by specific predictors. Therefore, for a miRNA:mRNA pair in a specific dataset, a confidence score was calculated by the following procedure: Assume the i-th sample in this dataset has S predictive scores $v_{i}^{s}$, s=1,..., S. S is the total number of predictors associated with this dataset. By using the predictive scores from the s-th predictor for all the samples in this dataset, the z-scores for all the samples were calculated. Then the p-values were calculated using scipy package of python. Afterwards, the i-th sample in the dataset has S p-values, $p_{i}^{s}$, s=1,...,S. Each of these p-values was then transformed to $d_{i}^{s} = {}{1/{{(1 +}e^{- p_{i}^{s}})}}$ . Finally, if the sample is a true sample, the integrated confidence score is calculated using $C_{i} = {1 -}\prod_{1}^{S}{{(1 -}d_{i}^{s})}{}$ ; if the sample is a false sample, the integrated confidence score is determined by $C_{i} = {1 -}\prod_{1}^{S}d_{i}^{s}$ . The distributions of integrated confidence scores for both true and false samples in the eleven datasets were presented in [Fig. 1](#f0005){ref-type="fig"}. Clearly, different datasets have different ranges of independent variables and dependent variables. For the purpose of showing the difference, we didn't pursue the renormalization of the distribution. A subset of these datasets was refined and applied in one of our recent studies on decision-tree based new algorithm of miRNA target prediction [@bib13].Fig. 1Distribution of both true and false samples as a function of integrated confidence score in eleven datasets. X-axes show the integrated confidence score. Y-axes present the fractions of true samples (solid lines) and false samples (dashed lines) in each interval of integrated confidence score.Fig. 1
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