Abstract. We give a simple term calculus for the multiplicative exponential fragment of Classical Linear Logic, by extending Barber and Plotkin's system for the intuitionistic case. The calculus has the nonlinear and linear implications as the basic constructs, and this design choice allows a technically managable axiomatization without commuting conversions. Despite this simplicity, the calculus is shown to be sound and complete for category-theoretic models given by * -autonomous categories with linear exponential comonads.
Introduction
We propose a linear lambda calculus called Dual Classical Linear Logic (DCLL) for the multiplicative exponential fragment of Classical Linear Logic [10] (often called MELL in the literature). It can be regarded as an extension of the Dual Intuitionistic Linear Logic (DILL) of Barber and Plotkin [1, 2] .
The main feature of DCLL is its simplicity: just three logical connectives (intuitionistic implication →, linear implication and the bottom type ⊥) and six axioms for the equational theory on terms (proofs) which are just the familiar βη axioms of the lambda calculus (each for → and ) plus two axioms saying that the type (σ ⊥) ⊥ is canonically isomorphic to σ. In particular we can avoid axioms for commuting conversions, which have always been troublesome on term calculi for Linear Logic. Other logical connectives and their proof expressions of MELL are easily derived in DCLL; for instance the exponential ! is given by !σ ≡ (σ → ⊥) ⊥. All the desired equalities between terms, including the commuting conversions, are provable from the simple axioms of DCLL.
Thus DCLL can be used as a compact linear syntax for reasoning about MELL, to compliment the drawbacks of conventional proof nets-based presentations which are often tiresome to formulate and deal with. For instance, it is much easier to describe and analyze the translations between type systems if we use term calculi like DCLL instead of graph-based systems. Also techniques of logical relations (e.g. [11, 23] ) seem to work more smoothly on term-based systems. As future work, we plan to study the compilations of call-by-value programming languages into linearly typed intermediate languages [6, 13] using DCLL as a target calculus. In fact, our choice of the logical connectives has been motivated by this research direction -see the discussion in Sec. 6 .
Despite its simplicity, it is shown that DCLL is sound and complete for categorical models of MELL given by * -autonomous categories with symmetric monoidal comonads satisfying some coherence conditions (to be called linear exponential comonads). It turns out that our simple axioms are sufficient for giving such a categorical structure on the term model. Although this may not be of big surprise, there seem not many systems for Linear Logic supported by this sort of semantic completeness at the level of proofs, and we think that this completeness result gives a justification on our design of DCLL.
This paper is organized as follows. We introduce the system DCLL in Sec. 2, with some discussions on its alternative formulations. Sec. 3 gives a comparison of DCLL with its precursor DILL. Sec. 4 then states the completeness result of DCLL with respect to the categorical models of MELL. In Sec. 5 the extension with additives (hence a full propositional Classical Linear Logic) is discussed. We conclude the paper by giving some discussions on future work at Sec. 6. Appendix A gives a summary of DILL, while Appendix B is devoted to a variant of DCLL based on the λµ-calculus, called µDCLL. Appendix C describes an alternative axiomatization of DCLL (and MLL) with no base type.
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DCLL

The System DCLL
In this "dual-context" 1 formulation of the linear lambda calculus, a typing judgement takes the form Γ ; ∆ M : τ in which Γ represents an intuitionistic (or additive) context whereas ∆ is a linear (multiplicative) context. While the variables in Γ can be used in the term M as many times as we like, those in ∆ must be used exactly once. A typing judgement x 1 : σ 1 , . . . , x m : σ m ; y 1 : τ 1 , . . . , y n : τ n M : σ can be considered as the proof of the sequent !σ 1 , . . . ,
As mentioned in the introduction, the system features both intuitionistic (non-linear) arrow type → and linear arrow type . We use λ λx σ .M and M @ N for the non-linear lambda abstraction and application respectively, while λx σ .M and M N for the linear ones. For expressing the duality of Classical Linear Logic, there also is a special combinator C σ which serves as the isomorphism from (σ ⊥) ⊥ to σ (which, however, can be eliminated when we have no base type -see the discussion at the end of this section).
Types and Terms
where b ranges over a set of base types. We may omit the type subscripts for ease of presentation.
where ∆ 1 ∆ 2 is a merge of ∆ 1 and ∆ 2 [2] . Thus, ∆ 1 ∆ 2 represents one of possible merges of ∆ 1 and ∆ 2 as finite lists. We assume that, when we introduce ∆ 1 ∆ 2 , there is no variable occurring both in ∆ 1 and in ∆ 2 . We write ∅ for the empty context. We note that any typing judgement has a unique derivation (hence a typing judgement can be identified with its derivation).
where M [N/x] denotes the capture-free substitution. Note that there is no side condition x ∈ F V (M ) for the axiom (η ) (and similarly for (C 2 )), as linearity prevents x from occuring in M . The equality judgement Γ ; ∆ M = N : σ for Γ ; ∆ M : σ and Γ ; ∆ N : σ is defined as usual. We note that the axiom (C 1 ) is equivalent to λk σ ⊥ .k (C σ M ) = M ; thus the last two axioms say that C σ is the inverse of λx
Lemma 1. The "naturality" of C is provable in DCLL:
Alternative Formulations of DCLL
Formulation Based on the λµ-calculus. Instead of the combinator C for the double-negation elimination, we could use the syntax of the λµ-calculus [21] for expressing the duality, as done in [17] for the multiplicative fragment (MLL).
We do not take this approach here as our presentation using C seems sufficiently simple, while the λµ-calculus style formulation requires to introduce yet another typing context. For completeness, in Appendix B we present such a system (µDCLL) which is routinely seen to be equivalent to DCLL. A potential benefit of the λµ-calculus approach is that it may give a confluent and normalizing reduction system (which cannot be expected for DCLL); also it allows natural treatment of the connective & (by introducing the binary µ-bindings). See also [8] for relevant results.
Axiomatization without C. In DCLL, the following equations are provable:
Proof:
This implies that, if we do not have base types, all DCLL terms can be expressed as just (non-linear and linear) lambda terms, without using the combinator C. By induction we can show
and i is a non-linear application if ⇒ i is →, or a linear application if ⇒ i is .
If we define C's as lambda terms by the equations of Lem. 2 or Prop. 1, then the axiom (C 2 ) follow just from the βη-axioms for → and . Therefore it is possible to axiomatize DCLL with no base type as a quotient of the {→, }-calculus on the single base type ⊥ obtained by adding the axiom (C 1 ) for these defined C's. In fact all of them are derivable from the following single instance and the βη-axioms for → and :
2 So it suffices to have the standard βη-axioms and this equation; Appendix C describes the resulting system (as well as its multiplicative fragment MLL).
DILL in DCLL
The primitive constructs of DILL (summarized in Appendix A) can be defined in DCLL as follows:
(It is also possible to introduce connectives ? and
⊥, though giving the term expressions associated to these connectives seems less obvious.)
Below we shall see that this encoding is sound, for both the typing and equational theory.
Lemma 3. Derivation rules of typing judgements in DILL are admissible in DCLL.
Proof: We shall spell out the cases of introduction and elimination rules for !
which are derivable in DCLL as follows.
The cases of I and ⊗ are derived similarly.
Theorem 1. Equality axioms in DILL are admissible in DCLL.
Proof: The β-axioms are easy:
The η-axioms are slightly more subtle.
There remain (30 instances of) axioms for commuting conversions which, for instance, can be shown as
We leave the other cases as exercises for the interested readers.
Completeness for Categorical Models
An important implication of Thm. 1, together with the result in [2] (completeness via the term model construction), is that the term model of DCLL forms a model of DILL, i.e., a symmetric monoidal closed category equipped with a symmetric monoidal comonad satisfying certain coherence conditions (see e.g. [7] ) which we shall call a "linear exponential comonad" (following [15] ). Moreover, the symmetric monoidal closed category given by the term model of DCLL is a * -autonomous category [3, 4] if we take ⊥ as the dualizing object. Recall that a * -autonomous category can be characterized as a symmetric monoidal closed category with an object ⊥ such that the canonical morphism from σ to (σ ⊥) ⊥ is an isomorphism -in the term model of DCLL, the inverse is given by the combinator C σ .
On the other hand, all the axioms of DCLL are sound with respect to interpretations in such categorical models, where a typing judgement
] in the * -autonomous category with the linear exponential comonad !. Thus we have:
Theorem 2 (categorical completeness). The equational theory of DCLL is sound and complete for categorical models given by * -autonomous categories with linear exponential comonads: Γ ; ∆ M = N : σ is provable if and only if
holds for every such models. 3 In [2] a model of DILL is described as a symmetric monoidal adjunction between a cartesian closed category and a symmetric monoidal closed category (Benton's LNL model [5] ). It is known that such an "adjunction model" gives rise to a linear exponential comonad on the symmetric monoidal closed category part. Conversely, a symmetric monoidal closed category with a linear exponential comonad has at least one symmetric monoidal adjunction from a cartesian closed category so that it induces the linear exponential comonad (such an adjunction is not unique in general, though). Therefore, for our purpose (the completeness result as stated here), it does not matter which class of structures we choose as models. However we must be careful when we talk about the morphisms between models, e.g. to use the term model of DILL (or DCLL) as a classifying category of such structures.
Additives
It is fairly routine to enrich DCLL with additives. We add the cartesian product & and its unit , and terms
and the standard axioms
Again we do not need any additional axiom for commuting conversions. Furthermore, it is possible to eliminate the C combinators for additives as we can prove (using Lem. 1 for the latter case) Lemma 4.
In particular, if we do not have base types, it is possible to axiomatize DCLL with additives as a quotient of a typed lambda calculus (with →, , , & ) on a single base type ⊥, in the same way as described at the end of Sec. 2. The coproduct ⊕ and its unit 0 are given by
⊥ and 0 ≡ ⊥ as usual. The associated term constructs are
They do satisfy the standard axioms for coproducts as well as a number of commuting conversion axioms.
A category-theoretic model of DCLL extended with additives can be given as a * -autonomous category with a linear exponential comonad and finite products. The soundness and completeness results in the last section easily extend for this setting.
Discussions and Future Work
DCLL as a Typed Intermediate Language
The design of DCLL is heavily inspired from our experience (and still on-going project) on the study of compiling (mostly call-by-value typed) programming languages into linearly typed intermediate languages [13] , which has been briefly mentioned in the introduction.
In [6] the {→, }-fragment of DILL (with recursive types) is used as the target language of CPS transformations. In [13] we extend the idea of [6] to general monadic transformations into the {!, }-fragment of DILL, and have observed that the {→, }-fragment is full in the {!, }-fragment 4 (hence both approaches essentially agree, as long as we talk about CPS transformations). In these studies the "linearly-used continuation monad" ((−) → θ) θ plays the key role 5 :→ for continuations, and for the linearity of their passing. The choice of connectives of DCLL then comes to us naturally; → and come first, and we regard the exponential ! as the special case of the linearly-used continuation monad by letting θ be ⊥:
It is also interesting to re-examine the previous work on applying Classical Linear Logic to programming languages with control features [9, 20] using DCLL; in particular Filinski's work [9] seems to share several ideas with the design of DCLL.
Is "!" better than "→"?
A possible criticism on DCLL is on its indirect treatment of the exponentials, which have been regarded as the central feature of Linear Logic by many people (though there are some exceptions, e.g. [24, 22, 18] 6 ). We used to consider ! as a primitive and → as a derived connective as σ → τ ≡!σ τ , but not in the other way (i.e. !σ ≡ (σ → ⊥) ⊥ as we do in DCLL). However, even in the Intuitionistic Linear Logic, the full completeness of the {→, }-fragment in the {!, }-fragment tells us that → is no less delicate than ! at the level of proofs (terms), while {→, } enjoys much simpler term structures and nice properties like confluence and strong normalization. And, in Classical Linear Logic, {→, , ⊥} is literally isomorphic to {!, , ⊥} -then it is not unnatural to use the technically simpler presentation. other connectives of DILL including ! are definable in the similar way as we do in DCLL, for example !σ as ∀X.(σ → X)´X. In fact it suffices to add an axiom
(σX )´X) to give the structure of models of DILL to the term model of this calculus -the story is completely analogous to the case of DCLL.
Moreover, as mentioned above, DCLL do have natural advantages in programming language theory. From such an application-oriented view, we think that the simplicity of DCLL is undeniably attractive. See also [18] for relevant discussions on the {→, , ⊗, I, & , }-fragment and its fibration-based models (which can be adopted for DCLL without problem).
Why not
Another possible source of criticism would be the way we deal with the duality, which again is the essential feature of Classical Linear Logic. Many systems for Classical Linear Logic, especially those of proof nets, identify the type σ
On the other hand, in DCLL (and some other termbased systems like [8] ) they are just isomorphic, and we explicitly have terms for the isomorphisms. The essential reason of this non-identification in DCLL is that we intend it to have * -autonomous categories with linear exponential comonads as models, rather than those with strict involution (i.e.
(−)
⊥ ⊥ is the identity functor and the canonical isomorphism σ → σ ⊥ ⊥ is an identity arrow), as we think that having a strict involution is not a natural assumption on semantic models. (However, it might be the case that any * -autonomous category is equivalent to a * -autonomous category with strict involution, and if this is true, this design choice would be just a matter of taste. )
ILL vs. CLL
We believe that the relationship between Intuitionistic Linear Logic and Classical Linear Logic -at the level of proofs rather than that of provability -has not been sufficiently sorted out yet. Let us state the problems in terms of DCLL.
The first question concerns the converse of Thm. 1.
Conjecture 1 (conservativity, or completeness).
The equational theory of DCLL is conservative over that of DILL. That is, Γ ; ∆ M = N : σ is provable in DILL if and only if it is provable in DCLL (via the encoding given in Sec. 3 -the "only if" part follows from Thm. 1).
The second question is on the fullness of Intuitionistic Linear Logic in Classical Linear Logic.
Conjecture 2 (fullness)
. DILL is full in DCLL. That is, if Γ ; ∆ N : σ is derivable in DCLL and all the types in Γ , ∆ and σ stay in DILL, then there exists a DILL-term Γ ; ∆ M : σ so that Γ ; ∆ M = N : σ is provable in DCLL.
Note that the corresponding results for multiplicative fragments are already known: MILL is fully complete in MLL, see for instance [15] . We also know that MILL is fully complete in DILL [11] -but how about DILL and DCLL? In fact, one of our motivations to introduce DCLL has been to provide a manageable foundation for attacking this question. We expect that this will be positively solved by using the model construction techniques (categorical glueing / logical relations) in [23, 15] .
Decidability of the Equational Theory
Another natural question on DCLL is Conjecture 3 (decidability). The equational theory of DCLL is decidable.
We shall note that the equational theory of DILL is known to be decidable, see [1] . The same is true for MLL (in [17] the corresponding coherence problem for * -autonomous categories is solved). We hope that some rewriting techniques are effective for this purpose, especially using some λµ-calculus style variant of DCLL (e.g. µDCLL given in Appendix B). However, even though DCLL avoids to deal with commuting conversions explicitly, we still have to work up to certain equivalence classes of terms, e.g. as in [17] (for instance λx 
Conversely, there is a translation (−)
• from µDCLL to DCLL given by
and so on; for this (−)
• we have Thus we conclude that DCLL is identical to the single conclusion-fragment of µDCLL as typed equational theories.
B.3 Categorical Semantics
The interpretation of a typing judgement of the form 
