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Action-Angle Variables for the Gel’fand-Dikii Flows
Richard Beals & D.H. Sattinger1
Yale University and the University of Minnesota
Dedicated to Professor Klaus Kirchga¨ssner
Using the scattering transform for nth order linear scalar operators, the Poisson
bracket found by Gel’fand and Dikii, which generalizes the Gardner Poisson bracket for
the KdV hierarchy, is computed on the scattering side. Action-angle variables are then
constructed. Using this, complete integrability is demonstrated in the strong sense. Real
action-angle variables are constructed in the self-adjoint case.
Z. Angew. Math. Phys. 43 (1992) 219-242.
1. The Gel’fand-Dikii hierarchies.
In this paper we construct action-angle variables and show complete integrabil-
ity in a strong sense for the Gel’fand-Dikii flows, which generalize the KdV hierarchy.
Action-angle variables were first constructed for the KdV hierarchy in 1971 by Za-
kharov and Faddeev [ZF]; and for the nonlinear Schro¨dinger hierarchy in 1974 by
Zakharov and Manakov [ZM]. McLaughlin [Mc] derived action-angle variables for
the Toda lattice and Sine-Gordon equations.
In a previous paper [BS1] we constructed action-angle variables and showed
complete integrability for a general class of Hamiltonian hierarchies based on first
order n × n isospectral operators. It was shown that in some cases, e.g. the three
wave interaction, it was necessary to introduce flows nonlinear in the scattering data
in order to obtain the maximal number of commuting Hamiltonian flows required
for complete integrability. This is in contrast to the KdV and nonlinear Schro¨dinger
equations in which the necessary commuting flows can be taken to be linear in the
scattering data. Consequently, the method of Lax pairs does not in general yield
enough commuting flows for complete integrability. In the case of the Gel’fand-
Dikii flows, however, the Lax pairs themselves do yield enough commuting flows for
complete integrability, and these flows are linear in the scattering data.
Gel’fand and Dikii [GD] constructed a hierarchy of Hamiltonian flows which
generalize the KdV hierarchy based on the Schro¨dinger operator L = D2+u. They
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considered flows based on the nth order scalar differential operator
L =
n∑
j=0
uj(x)D
j ; D =
1
i
d
dx
; un = 1, un−1 = 0.
where uj = uj(x), j < n− 1, are elements of the Schwartz class of functions S(R).
The corresponding flows are given by
dL
dt
= [L
k/n
+ , L], k = 1, 2, . . . (1.1)
where k/n is not an integer, L1/n denotes the formal nth root of L considered as a
pseudodifferential operator with symbol
b(x, ξ) =
∑
j≤1
wj(x)ξ
j;
and Bk+ denotes the differential part of a pseudodifferential operator B
k. In the
case n = 2, L is the Schro¨dinger operator, and (1.2) is the well-known Korteweg-
deVries hierarchy (k odd). For n = 3 and k = 2 equations (1.1) yield the Boussinesq
equation.
Gardner [G] showed that the KdV equation is Hamiltonian with respect to
a natural Poisson bracket. Gel’fand and Dikii showed that the flows (1.1) are
Hamiltonian with respect to the Poisson bracket
{F,G} = i
∫ ∞
−∞
∑
r,s
[ℓrs
δF
δus
]
δG
δur
dx (1.2)
for the nth order case, where ℓ is the matrix of differential operators
ℓrs =
n−1−r−s∑
k=0
[
(k + r
r
)
ur+s+k+1D
k − (k + s
s
)
(−D)kur+s+k+1] (1.3)
(We have introduced the factor i in (1.2), by comparison with [GD], so that the
bracket is real in the self-adjoint case L = L∗.) We assume throughout that the
uj , j < n− 1, belong to the Schwartz class S(R), so the terms (−D)kuk+r+s+1 can
be integrated by parts. After some manipulation, (1.2) can be written
{F,G} =
∫ ∞
−∞
n∑
γ=1
γ−1∑
r=0
r∑
s=0
uγ
(r
s
)
[(Dr−s
δF
δuγ−r−1
)
δG
δus
− δF
δus
Dr−s
δG
δuγ−r−1
]dx (1.4)
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We will need this form below.
The scattering transformation of (1.1) as developed in [BDT] is based on the
wave functions ψ which satisfy Lψ = znψ. This nth order scalar equation can
be written as a first order system in the standard way as follows. Let ejk denote
the matrix with a 1 in the jk place and zeroes elsewhere. Let ψ1 be a solution of
the scalar equation; the column vector ψ = (ψ1, ψ2 . . . ψn)
t satisfies the first order
system (D − Jz − q)ψ = 0, where
Jz =


0 1 0 . . . 0
0 0 1 . . . 0
. . .
0 0 0 . . . 1
zn 0 0 . . . 0

 q = −


0 0 . . . 0 0
0 0 . . . 0 0
. . .
0 0 . . . 0 0
u0 u1 . . . un−1 0


We denote by P the linear space of all such matrices q with entries in S(R). Let Φ
and Ψ be n× n matrices which satisfy the first order systems
DΦ = (Jz + q)Φ (1.5a)
DΨ = −Ψ(Jz + q) (1.5b)
These wave functions are uniquely determined by specifying their normalization
as x → −∞; that normalization is given in (1.9) below. Define the matrix a by
a = ΨΦ; it is easily seen from (1.5) that a is independent of x.
The entries of the first row of Φ satisfy the equations Lφ = znφ while those of
the last column of Ψ satisfy the equation L†Ψ = znΨ, where L† is the transpose of
the operator L:
L†Ψ =
n∑
j=0
(−D)jujΨ
Moreover, (1.5a) shows that Φ is the Wronskian of the functions of its first row.
For n ≥ 3 let Σ be the set of rays in the complex plane given by
Σ = {z ∈ C : Re iαjz = Re iαkz for some 0 ≤ j < k < n}
where α = exp 2πi/n is the primitive nth root of unity. We label the rays Σj , j =
0, 1, . . .2n− 1, with Σ0 the negative imaginary axis, and the numbering proceeding
in the counterclockwise direction. We label domains of the complement C\Σ by
Ω0,Ω1, . . . . (When n = 2 the appropriate set is Σ = R and minor bookkeeping
changes must be made in the following analysis; since the results were known for
n = 2 we omit the details.)
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Fig. 1. Fundamental Domain
It will sometimes be convenient, as in [BDT], to work in a local ordering, that is,
in an ordering that depends on z. We define the jth ordering of the roots to be
{α1, α2 . . . αn}, where
Re iα1z > Re iα2z > · · · > Re iαnz for z ∈ Ωj . (1.6)
The ordering in Ω0 is given by {1, α, α−1, α2 . . . } while that in Ω1 is given by
{1, α−1, α, α−2, . . .}. The rays Σ0 and Σ1 are given by
Σ0 = {ξ : Im ξ < 0, Re iαjξ = Re iα−jξ, j = 1, . . . , [n
2
]},
Σ1 = {ξ : Im ξ < 0, Re i α−jξ = Re i αj+1ξ, j = 0, . . . , [n
2
]− 1}.
The transformation of a matrix from the jth to the (j+1)st ordering is accomplished
by conjugation by a permutation matrix πj . We see that πj = πj+2, and that
the structure of the permutations is different for even and odd n. The associated
permutations are
π0 = (23) . . . (n− 1, n) and π1 = (12) . . . (n− 2, n− 1), n odd;
and
π0 = (23) . . . (n− 2, n− 1) and π1 = (12) . . . (n− 1, n), n even.
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We define the diagonal matrix J(z) or Jj to be the diagonal matrix with entries
(α1, α2, . . . αn) where the roots are in the j
th ordering. Similarly, let
Λj =


1 1 . . . 1
α1 α2 . . . αn
. . .
αn−11 α
n−1
2 . . . α
n−1
n


where the roots are in the jth ordering; and for z ∈ Ωj , define Λz = d(z)Λj , where
d(z) = diag(1, z, z2, . . . zn−1). Then ΛjΛ
∗
j = nI where I is the n×n identity matrix,
and JzΛz = zΛzJ(z) for each z ∈ C\Σ.
We now make the gauge transformations Φ = Λzφ,Ψ = ψΛ
−1
z , qΛz = Λzqz to
get the equations (J = J(z))
Dφ = (zJ + qz)φ, (1.7a)
DΨ = −Ψ(zJ + qz). (1.7b)
Recall that a(z) = ΨΦ. It is clear that a(z) is invariant under the gauge trans-
formation ϕ → Φ, ψ → Ψ; hence a(z) = ψ(x, z)φ(x, z). In [BDT] fundamental
solutions of systems (1.7a,b) are constructed in each component of C\Σ by a tech-
nique involving Volterra integral equations for successive exterior products of their
columns. The solutions are constructed to satisfy the asymptotic conditions
lim
x→−∞
φeiszJ = 1, lim sup
x→+∞
‖φe−ixzJ‖ < +∞; (1.8a)
lim
x→∞
eixzJΨ = 1, lim sup
x→−∞
‖eixzJΨ‖ < +∞, (1.8b)
where J = J(z). The fundamental solutions Φ and Ψ satisfy the asymptotic condi-
tions
lim
x→−∞
Λ−1z Φe
−ixzJ(z) = 1, lim
x→∞
eixzJ(z)ΨΛz = 1. (1.9)
As x→ −∞, respectively +∞,Φ and Ψ are asymptotic to U = ΛzeixzJ(z) and U−1
respectively; a simple calculation shows that
Ujk = D
j−1eixαkz, (U−1)jk = (−D)n−k αj
nzn−1
e−ixzαj . (1.10)
Let Σj be a ray of Σ and let ξ belong to Σj . Denote by φ± the boundary values
of the wave function φ defined on the components of C\Σ separated by Σj . In
[BDT] the scattering data for L associated with Σj is defined by the jump relations
v(ξ) = φ−1− φ+πj. In general, the scattering data consists of discrete data, as well,
which lives on those points z for which the construction of φ and ψ breaks down.
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We assume in this article that there is no discrete component of the scattering data,
so that L is uniquely determined by its continuous scattering data.
As in [BC] and [BS1] we may instead define a scattering matrix for the first
order system (1.7a) as follows. Fundamental solution matrices which satisfy the
asymptotic conditions (1.8) and (1.9) can also be constructed for ξ ∈ Σ\0. For
ξ ∈ Σ, let Πξ denote the projection
(Πξs)jk =
{
sjk if Re iξ(λj − λk) = 0
0 otherwise.
Then the limit
s(ξ) = lim
x→+∞
Πξe
−ixξJφ(x, ξ) = lim
x→+∞
Πξe
−ixξJΛ−1ξ Φ(x, ξ) (1.12)
exists. The matrices s(ξ), as ξ ranges over the rays Σj , determine the continuous
data v, and, in the absence of discrete data, v determines s. In §3 action-angle
variables for the Gel’fand-Dikii flows are constructed directly from the entries of s,
not v, so it is important to pass to s.
Lemma 1.1. s = a = ψφ.
Proof: Writing φ = meixξJ and ψ = e−ixξJw, the functions m and w are bounded
on −∞ < x <∞ by (1.8) and (1.9). Therefore wm = eixξJa e−ixξJ is bounded for
x ∈ R, and so Πξa = a. Now
s(ξ) = lim
x→∞
Πξe
−ixξJφ = lim
x→∞
Πξe
−ixξJψ−1a
= lim
x→∞
Πξe
−ixξJW−1eixξJa = lim
x→∞
[Πξe
−ixξJw−1eixξJ ]a
since Πξ(Ba) = (ΠξB)a for any matrix B whenever a is in the range of Πξ. As
x tends to ∞, w−1 tends I; and since Πξ projects onto the oscillatory part of
exp{ixξadJ(ξ)}w,
lim
x→∞
Πξe
−ixξJw−1eixξJ = I.
Hence s = a and Lemma 1.1 is proved.
Since a lies in the range of the projection Πξ its only nonzero entries occur
where Re iαjξ = Re iαkξ. In the local ordering, a(ξ) has a block diagonal structure
consisting of diagonal entries or 2× 2 diagonal blocks. We label the 2× 2 blocks by
Bν , ν = 1, . . . n − 1 as indicated. The block diagonal structure of a(ξ) is different
for even and odd n as indicated in the following diagrams:
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n odd


a11
B2
B4
. . .
Bn−1


Σ0


B1
B3
. . .
ann


Σ1
n even

a11
B2
. . .
Bn−2
ann


Σ0


B1
. . .
. . .
Bn−1


Σ1
Bν =

 aνν aν,ν+1
aν+1,ν aν+1,ν+1

 ∆ν = detBν
Fig. 2 Block Diagonal Structure
Lemma 1.2. The wave functions Φ and Ψ and scattering data a(ξ) are invariant
under the rotations z → αz; in particular, a(ξ) = a(αξ). Consequently the scat-
tering data is determined entirely by the matrices a(ξ) for ξ on the rays Σ0 and
Σ1.
In Lemma 1.2 it is understood that we are working in the local representation.
The invariance of the wave functions and scattering data under rotation by α means
that all data is contained in the wave functions defined on the fundamental domain
in Fig. 1.
Proof: First note that Jz,Λz, and zJ(z) are invariant under the rotation z → αz,
since the matrix representations are local. Consequently, equations (1.5a,b) and the
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matrix U of (1.10) are invariant. By uniqueness, the wave functions Φ and Ψ are
invariant, and therefore so too is a(ξ) = Ψ(x, ξ)Φ(x, ξ).
Later we show that the scattering data possesses an additional symmetry when
L is self-adjoint.
2. The Poisson brackets.
We now turn to the computation of the Poisson brackets of the scattering
variables. The entries of the scattering matrix a(ξ) are regarded as functionals on
P , and we compute their corresponding Poisson brackets. As in [BS1], the gradients
δajk(ξ)/δq do not decay as |x| → ∞. Therefore the integral in (1.2) does not have an
absolutely convergent integrand, and it is necessary instead to use the regularization
lim
N→∞
i
∫ N
−N
∑
r,s
[ℓrs
δajk(ξ)
δus
]
δalm(η)
δur
dx.
This limit exists only in the sense of distributions; so the precise interpretation of
the calculation is as follows. Given any pair of functions f, g ∈ D(Σ), define the
functionals
F (q) =
∫
Σ
ajk(ξ)f(ξ)dξ, G(q) =
∫
Σ
alm(η)g(η)dη.
Then the formal calculation
{F,G} = lim
N→∞
i
∫ N
−N
∑
r,s
[ℓrs
δF
δus
]
δG
δur
dx
= lim
N→∞
i
∫
Σ
∫
Σ
∫ N
−N
∑
r,s
[ℓr,s
δajk(ξ)
δus
]
δalm(η)
δur
f(ξ)g(η)dxdξdη
=
∫
Σ
∫
Σ
{ajk(ξ), alm(η)}f(ξ)g(η)dξdη
furnishes the defining relation for the distribution {ajk(ξ), alm(η)} ∈ D′(Σ× Σ).
Let δΦ and δa denote variations in the wave function and scattering data due
to a variation in the potential matrix q (i.e. in the coefficients of L). The following
identity may be established by replacing q by q + ǫδq, forming the equation for the
difference in the wave functions, and taking the limit as ǫ→ 0 (cf. §D of [BC]):
D(ΨδΦ) = ΨδqΦ. (2.1)
Integrating this identity over (−∞,∞) and using the fact that δφ and δψ vanish at
−∞ and +∞ respectively, we obtain
δa = i
∫ ∞
−∞
ΨδqΦdx.
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Therefore
(−i)δajk =
∫ ∞
−∞
tr[ΨδqΦekj ]dx =
n−1∑
l=0
∫ ∞
−∞
tr[ΦekjΨen,l+1]δuldx.
Hence
(−i)δajk(ξ)
δul
= (ΦekjΨ)l+1,n = Φl+1,k(x, ξ)Ψj,n(x, ξ) = (D
lφk)ψj (2.2)
where φk and ψj are the entries of the first row of Φ and last column of Ψ. The
Poisson bracket between entries of the scattering matrix a is therefore (using (1.4))
−i
∫ ∞
−∞
n∑
γ=1
γ−1∑
r=0
r∑
s=0
uγ
(r
s
){[Dr−s(ψjDγ−r−1φk)[ψlDsφm]
− [ψjDsφk][Dr−sψlDγ−r−1φm]}dx.
(2.3)
Here ψj and φk are evaluated at (x, ξ) and ψl and φm are evaluated at (x, η).
When ξ and η are on different rays we must choose a common representation
for the matrices a(ξ) and a(η); in the following, we work in a fixed representation.
The integral in (2.3) is evaluated by expressing the integrand as an exact de-
rivative. More precisely,
Lemma 2.1 Let uγ , γ < n− 1, belong to the Schwartz class. Then
{ajk(ξ), alm(η)} = −i
ξn − ηn
∫ ∞
−∞
D[W (φk(ξ), ψl(η))W (φm(η), ψj(ξ))]dx, (2.4)
where
W (f, g) =
n∑
γ=1
γ−1∑
r=0
(Dγ−r−1f)(−D)r(uγg). (2.5)
Proof: For scalar functions f and g,
gLf − fL†g = DW (f, g).
In particular, if Lf = ξnf and L†g = ηng, then
DW (f, g) = (ξn − ηn)fg. (2.6)
It follows from (2.5) and (2.6) that
1
ξn − ηnD[W (φk(ξ), ψl(η))W (φm(η), ψl(ξ))]
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= φkψlW (φm, ψj)− φmψjW (φk, ψl)
=
n∑
γ=1
γ−1∑
r=0
{φkψl[(−D)r(uγψj)]Dγ−r−1φm − φmψj [(−D)ruγψl]Dγ−r−1φk}.
Since we assume the uγ , γ < n−1 , are in S(R) this expression is equivalent modulo
an exact derivative to
n∑
γ=1
uγ
γ−1∑
r=0
ψjD
r(φkψlD
γ−r−1φm)− ψlDr(φmψjDγ−r−1φk).
Comparing this with (2.3) we get (2.4).
We now evaluate the integral in (2.4). As noted in the beginning of this section
the integral in (2.4) must be interpreted in the sense of distributions. We obtain
{ajk(ξ), alm(η)} = − lim
N→∞
W (φk(ξ), ψl(η))W (φm(η), ψj(ξ))
ξn − ηn
∣∣∣N
−N
where φk(ξ) denotes φk(x, ξ), etc. Since un = 1 and the remaining coefficients uj
tend to zero rapidly as x→ ±∞,
W (φ, ψ) ∼ W0(φ, ψ) =
n−1∑
s=0
(Dn−s−1φ)(−D)sψ as |x| → ∞.
From ΨΦ = a and (1.10) we have, as x→ −∞ and x→ +∞ respectively,
φj(x, ξ) ∼ eixαjξ φj(x, ξ) ∼
∑
r
eixξαrarj(ξ)
and
ψj ∼
∑
r
ajr(ξ)
αr
nξn−1
e−ixξαr ψj ∼ αj
nξn−1
e−ixξαj .
From the block diagonal nature of a(ξ), the sums for φj and ψj extend only over
the one or two element set {r : Im ξ(αr − αj) = 0}.
Straightforward calculations show that
W0(e
ixξαk , e−ixηαp) = in−1
ξn − ηn
αkξ − αpη e
ix(αkξ−αpη) (2.7)
and that as x→ ±∞
1
ξn − ηnW (φk(ξ), ψl(η))W (φm(η), ψj(ξ))
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is asymptotic to
(−1)n(ξn − ηn)
n2(ξη)n−1
∑
p,r
αjαlapk(ξ)arm(η)
eix(ξαp−ηαl+ηαr−ξαj)
(ξαp − ηαl)(ηαr − ξαj) (2.8+)
and
(−1)n(ξn − ηn)
n2(ξη)n−1
∑
p,r
αpαralp(η)ajr(ξ)
eix(ξαk−ηαp+ηαm−ξαr)
(ξαk − ηαp)(ηαm − ξαr) (2.8−)
respectively. Hence
{ajk(ξ), alm(η)} = −
∑
p,r
apk(ξ)arm(η)R
+
pl,rj(ξ, η)− alp(η)ajr(ξ)R−kp,mr(ξ, η) (2.9)
where
R±pl,rj(ξ, η) =
(−1)n(ξn − ηn)
n2(ξη)n−1
αlαj lim
x→±∞
eix(ξ(αp−αj)+η(αr−αl)
(ξαp − ηαl)(ηαr − ξαj) . (2.10)
Lemma 2.2. For ξ, η in Σ0 ∪ Σ1 the limits in (2.10) are
R±pl,rj(ξ, η) =
(−1)n−1
n2(ξη)n−1
δjpδrlαjαl
ξn − ηn
ξαj − ηαl p.v.
1
ξαj − ηαl
± πiδlpδjr (−1)
n−1
nξn−1
δ(ξ − η)sgn(l− j).
(2.11)
Here δ(ξ − η) denotes the complex valued distribution defined with respect to the
complex measure dξ on the rays of Σ such that
∫
Σ
f(η)δ(ξ − η)dη = f(ξ).
Brackets for general ξ, η are obtained using the symmetry in Lemma 1.2.
Proof: We use the 0th representation on both rays. Note that the block diagonal
structure of a on Σ1 is the same in either the 0
th or the 1st representation and so
is the same as that shown in Fig. 1.2.
The first term in (2.11) arises when ξ(αp−αj)+η(αr−αl) vanishes identically in
ξ and η, that is when j = p and r = l. In that case the argument of the exponential
vanishes and we get a simple principal value term. Note that
ξn − ηn
ξαj − ηαl (2.12)
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is regular, since αj and αl are roots of unity.
Due to the block structure of a(ξ), the sums in (2.8) extend only over the sets
where Im ξ (αp − αj) = Im η (αr − αl) = 0; hence the exponential term in (2.10)
is purely oscillatory. We use the identity
lim
x→±∞
p.v.
eiλx(ξ−η)
ξ − η = ±πi sgn(λ)δ(ξ − η), λ ∈ R\0, (ξ − η) ∈ R, (2.13)
to evaluate the limit when the argument of the exponential does not vanish. Since
(2.12) is regular, the limit in (2.10) vanishes by the Riemann-Lebesgue lemma when-
ever only one of the factors (ξαp− ηαl), (ξαj − ηαr) vanishes. Since Σ0 and Σ1 are
on different orbits under multiplication by roots of unity, these factors can vanish
only if ξ and η are on the same ray. If both factors vanish, then j = r and p = l
and we must evaluate
lim
x→±∞
eix(ξ−η)(αl−αj)
ξ − η
when Im(ξ − η)(αl − αj) = 0. In evaluating this limit, we must keep in mind that
it is defined in the sense of distributions; so we really need to consider the limits
lim
x→±∞
∫
Σr
eix(ξ−η)(αj−αl)
(ξ − η) f(η)dη
= lim
x→±∞
∫
Σr
eix(ξ−η)(αj−αl)
(ξ − η)(αj − αl)f(η)d(αj − αl)η
where f is a smooth test function on the ray Σr, r = 0, 1. Making the change of
variables s = ξ(αj − αl), t = η(αj − αl) we get
= lim
x→±∞
∫ sgn(l−j)∞
0
eix(s−t)
s− t f(
t
αj − αl )dt
= ±πif( s
αj − αl )sgn(l− j)
= ±πif(ξ)sgn(l− j).
Therefore in the sense of distributions the above limit is
lim
x→±∞
eix(ξ−η)(αl−αj)
ξ − η = ±πiδ(ξ − η)sgn(l− j).
Equation (2.11) follows, since
ξn − ηn
ξ − η δ(ξ − η) = nξ
n−1δ(ξ − η).
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Using lemma 2.2 and (2.10) we get
{ajk(ξ), alm(η)} = ajk(ξ)alm(η) (−1)
n
n2(ξη)n−1
[Qj,l(ξ, η)−Qk,m(ξ, η)]
+ (−1)nπialk(ξ)ajm(ξ) 1
nξn−1
δ(ξ − η)[sgn(l− j) + sgn(k−m)]
(2.14)
where
Qj,l(ξ, η) =
ξn − ηn
ξαj − ηαlαjαl p.v.
1
ξαj − ηαl .
In (2.14) all matrices are in a fixed (global) ordering. We shall always take the
ordering to be that of Ω0. For n = 2 (2.14) gives the known result for the KdV
case. (cf. [NMPZ] p. 41; the factor of 1/2 is due to different normalizations of the
Gardner Poisson brackets.)
3. Action-angle variables; general case.
The construction of action-angle variables for general first order n×n isospectral
operators was given in [BS1]. While the situation for the nth order scalar case is
similar, there are some differences. The local part of the bracket (2.14), i.e. the
part containing the delta term, is the same, apart from the factor (nξn−1)−1, as in
the case of first order systems. The nonlocal term, – involving p.v.(ξαj − ηαl)−1
– is more complicated than that in the systems case. Finally, because of the block
structure of the scattering data, we need only consider the case of 2 × 2 matrices,
for which the structure of the action-angle variables is especially simple.
It is convenient to use the positive real, rotationally invariant measure ξ−1dξ
on Σ. We denote by δ˜(ξ/η) the associated distribution defined by
∫
Σ
f(ξ)δ˜(ξ/η)
dξ
ξ
= f(η).
A simple computation shows that δ˜(ξ/η) = ξ δ(ξ − η), the latter being the distri-
bution defined in the previous section.
We label the 2 × 2 blocks of the scattering matrix a by ν = 1, . . . n − 1, as in
Fig. 2, and define as the canonical variables associated with the νth block,
pν(ξ) = n(−ξ)n log aνν(ξ)aν+1,ν+1(ξ)
∆ν
, qν(ξ) =
1
4πi
log
ανaν+1,ν(ξ)
aν,ν+1(ξ)
, (3.1)
where ∆ν(ξ) = aννaν+1,ν+1−aν,ν+1aν+1,ν is the determinant of the 2×2 block Bν .
In (3.1), ξ is on Σ0 or Σ1 according as ν is even or odd; and we work in the local
representation. The phase factor αν inserted in the definition of the qν is needed
to get the right symmetries in the self-adjoint case, discussed in the next section.
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It simply involves changing qν by an additive constant, and so does not affect the
Poisson brackets.
Theorem 3.1. The variables pν , qν satisfy the canonical commutation relations
{pν(ξ), pµ(η)} = {qν(ξ), qµ(η} = 0, {pν(ξ), qµ(η)} = δµν δ˜(ξ/η)
with respect to the positive measure ξ−1dξ.
Proof: The distribution-valued Poisson bracket (2.15) is a sum of two terms, a
local term, involving the distribution δ(ξ − η), and a nonlocal term, involving the
principal value terms such as p.v. (ξαj−ηαl)−1. (Note however, that (ξαj−ηαl)−1
is singular only if ξ and η are on the same ray, since Σ0 and Σ1 are on different
orbits under multiplication by a root of unity.) As in [BS1] we denote the local part
of the Poisson bracket by [ajk, alm] and the nonlocal term by < ajk, alm >.
Recall that the relations (2.14) refer all quantities to the 0th representation,
whereas the definition of the canonical variables in (3.1) uses local representations
on each of the rays. To convert the representation from 0th to 1st, we conjugate
by the permutation π0; and this interchanges aνν with aν+1,ν+1 and aν,ν+1 with
aν+1,ν; so pν is unchanged and qν is replaced by (const. − qν). Since the local
component of the Poisson bracket vanishes when ξ and η are on different rays, none
of the following computations are materially affected.
By (2.14) we have for all j, k, ξ, η (with j < k, say)
{ajj(ξ), akk(η)} = ajj(ξ)akk(η) (−1)
n
n2(ξη)n−1
[Qj,k(ξ, η)−Qj,k(ξ, η)]
+(−1)nπiajk(ξ)akj(ξ) 1
nξn−1
δ(ξ − η)[sgn(k− j) + sgn(j − k)] = 0.
The first set of relations in (3.1) follows if we can show that {∆µ,∆ν} = {∆µ, ajj} =
0 for any µ, ν, and j. Note that for the local part of the bracket, [ajk(ξ), alm(η)] = 0
whenever ξ and η are on different rays, or whenever ajk is strictly “northwest” or
“southeast” of alm, due to the factor [sgn(j− l)+sgn(m−k)]. The same result can
also be deduced from the block diagonal structure of a. Thus [∆µ,∆ν ] = [∆µ, ajj] =
0. Let us consider the nonlocal bracket < ∆ν , ajj >. We have, by the derivation
property of the Poisson bracket (cf [BS1]),
< ∆ν , ajj >=< aννaν+1,ν+1 − aν,ν+1aν+1,ν , ajj >
= aνν < aν+1,ν+1, ajj >+ aν+1,ν+1 < aνν , ajj > −aν,ν+1 < aν+1,ν, ajj >
− aν+1,ν < aν,ν+1, ajj >
= − (−1)
n
n2(ξη)n−1
aν,ν+1aν+1,νajj [Qν+1,j −Qν,j +Qν,j −Qν+1,j] = 0.
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A similar calculation shows that < ∆µ,∆ν >= 0; and the first set of commutation
relations in (3.1) is proved.
Next,
{log aµ+1,µ
aµ,µ+1
, log
aν+1,ν
aν,ν+1
} = {log aµ+1,µ − log aµ,µ+1, log aν+1,ν − log aν,ν+1}
=
1
aµ+1,µaν+1,ν
{aµ,µ+1, aν+1,ν} − 1
aµ+1,µaν,ν+1
{aν+1,ν, aµ,µ+1}
+
1
aµ,µ+1aν+1,ν
{aµ,µ+1, aν+1,ν}+ 1
aµ,µ+1aν,ν+1
{aµ,µ+1, aν,ν+1}.
We claim that the local part of the above Poisson bracket vanishes. It certainly
vanishes if ξ and η are on different rays. If ξ and η are on the same ray and µ < ν,
the local component vanishes due to the block structure of a; while if µ = ν then
the first and fourth terms vanish while the second and third cancel.
Therefore, the above Poisson bracket reduces to the nonlocal terms, viz
(−1)n
n2(ξη)n−1
[Qµ+1,ν+1−Qµν − (Qµ+1,ν −Qµ,ν+1)
− (Qµ,ν+1 −Qµ+1,ν) +Qµ,ν −Qµ+1,ν+1] = 0
and {qν(ξ), qµ(η)} = 0.
Turning now to the computation of {pν(ξ), qµ(η)}, first note that the local part
vanishes when µ 6= ν. As before, this follows from the block diagonal structure of
a or from the structure of the factor [sgn(j − l) + sgn(m− k)]. When µ = ν and ξ
and η lie on the same ray,
[log aµµ(ξ), logaµ+1,µ(η)] =
1
aµµaµ+1,µ
[aµµ, aµ+1,µ]
=
−πi
n(−ξ)n−1 δ(ξ − η)sgn(−1).
We leave it to the reader to verify that the other three terms give the same result,
and that [∆µ(ξ), qµ(η)] = 0; hence
[pν(ξ), qµ(η)] = δµν ξ δ(ξ − η) = δµν δ˜(ξ/η).
Turning now to the nonlocal component, (and neglecting the phase factor αν in qν),
we have
< log
aµµaµ+1,µ+1
∆µ
, log
aν+1,ν
aν,ν+1
>=
aµ,µ+1aµ+1,µ
∆µ
×
< log aµ,µ+1aµ+1,µ − log aµµaµ+1,µ+1, log aν+1,ν − log aν,ν+1 > .
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From (2.14)
< log aµ,µ+1aµ+1,µ − log aµµaµ+1,µ+1, log aν+1,ν > (3.2)
=
(−1)n
n2(ξη)n−1
[
Qµ,ν+1 −Qµ+1,ν+1 −Qµ,ν +Qµ,ν −Qµ+1,ν+1 +Qµ+1,ν
]
= 0
and the same holds for the quantity < · , log aν,ν+1 >. Hence < pµ(ξ), qν(η) >= 0
and the proof of Theorem 3.1 is complete.
The last computation shows that for all µ, ν,
< pµ, aν,ν+1 >=< pµ, aν+1,ν >= 0. (3.3)
This fact will be used in §5.
4. Action-angle variables; self-adjoint case.
The canonical coordinates constructed in §3 are complex; but when L is Hermit-
ian symmetric, the scattering data possesses an additional symmetry which allows
us to construct real canonical coordinates. In the following, R denotes the order
reversing matrix
R =
n∑
k=1
ek,n−k+1
corresponding to the permutation (1, n)(2, n − 1) . . . ; as before ejk is the matrix
with a 1 in the jk place and zeroes elsewhere.
Lemma 4.1 There is a strictly lower triangular matrix Θ(x),Θ(x)→ 0 as |x| →
∞, such that
mL∗(x, z) = (I +Θ(x))nz
n−1R[mL(x, z¯)
−1]∗RJ(z)∗ (4.1)
for any z ∈ C\Σ such that m(x, z) exists.
In this lemma the two wave functions are given in their local representations.
When n is even, z¯ = αkz for some k; while if n is odd, z¯ = −αkz for some z.
Therefore, by the invariance of the wave functions under the action z → αz of
Lemma 1.2 we may write (4.1) as
mL∗(x, z) = (I +Θ(x))n z
n−1R[mL(x, σ
n(z))]∗RJ(z)∗ (4.2)
where
σ(z) = −z¯.
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This expresses the relationship between the wave functions for L and L∗ at points in
the fundamental domain. In [BDT] this identity is used to establish symmetries of
the jump data when L is self-adjoint. We modify this result here to make it directly
applicable to the form of the scattering data (1.12). We prove the following:
Theorem 4.2. Let ξ belong to the ray Σj and ξ¯ to Σk. Then
RaL∗(ξ¯)R = πjJ
−1
j [aL(ξ)
−1]∗Jjπj . (4.3)
The matrices aL and aL∗ in (4.3) are in their local representations; πj is the
permutation matrix associated with the ray Σj ; and Jj = diag(αj, . . . αn) in the j
th
ordering. We first need to prove the analogue of Lemma 4.1 for the wave functions
m(x, ξ) defined for ξ in Σ. We indicate the necessary modification of the proof of
Theorem 9.5 in [BDT, pp. 41, 42]. When ξ belongs to Σj , mL(x, ξ) is the unique
solution of
Dm = Jξm− ξmJj + qm,
lim
x→−∞
m = d(ξ)Λj, sup
x
|m(x, ξ)| < +∞.
Lemma 4.3. Let ξ ∈ σj, and ξ ∈ Σk. Then
(i) πkJkπk = Jk+1; Λk+1πk = Λk
(ii) RJ∗jR = Jk+1; RΛjR = Λk+1Jk+1 = ΛkJkπk
(iii) RπjR = πk; RΠξR = Πξ¯.
Proof: The first statement in (i) is a consequence of the defining relation of the
permutations πj and of the ordering of the roots of unity; the second statement is
a result of the fact that only the columns of Λ are permuted in changing represen-
tations. From (1.6),
Re iα¯nz¯ > Re iα¯n−1z¯ > · · · > Re iα¯1z¯ for z¯ ∈ Ω
and it follows that complex conjugation reverses the ordering of the roots. Hence
RJ(z)R = J(z¯)∗, RΠξ¯R = Πξ, and RπjR = πk.
This establishes (iii). A direct calculation shows that RΛ(z)R = Λ(z)J(z). As
z → ξ ∈ Σj from Ωj , z¯ → ξ¯ ∈ Σk from Ωk+1; so the identities in (ii) follow. This
completes the proof of Lemma 4.3.
Repeating the derivation of (9.14, [BDT]) with the wave function
m(x, ξ) we find that
g(x) = nξ¯n−1R[mL(x, ξ)
−1]∗RJ∗k+1
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satisfies
Dg = Jξ¯g − ξ¯gJk+1 +Rq∗Rg, g(x)→ Λk+1 as x→ −∞.
Hence w = gπk satisfies
Dw = Jξ¯w − ξ¯wJk +Rq∗Rw, w → Λk as x→ −∞.
As in Theorem 9.5 of [BDT], there exists a matrix function G(x) = (I +Θ(x)) such
that
mL∗(x, ξ¯) = G(x)nξ¯
n−1R[mL(x, ξ)
−1]∗RJ∗k+1πk. (4.5)
Proof of Theorem 4.2: From (1.12) we have
aL∗(ξ) = lim
x→∞
Πξ¯e
−ixξ¯JkφL∗(x, ξ¯)
= lim
x→∞
Πξ¯e
−ixξ¯JkΛ−1
ξ¯
ΦL∗(x, ξ¯)
where
ΦL∗(x, ξ¯) = mL∗(x, ξ¯)e
ixξ¯Jk and Λξ¯ = d(ξ¯)Λk.
From (4.5),
aL∗(ξ¯) = lim
x→∞
Πξ¯e
ixξ¯JkΛ−1
ξ¯
G(x)nξ¯n−1R[mL(x, ξ)
−1]∗RJ∗k+1πke
ixξ¯Jk .
= R lim
x→∞
ΠξπjJ
∗
j (e
ixξJj )∗Λξ∗ [m(x, ξ)
−1]∗Jj(e
−ixξJj )∗πjR
by repeated use of Lemma 4.3. Since πj and Πξ have the same block structure, they
commute, so
RaL∗(ξ¯)R = πjJ
−1
j [ limx→∞
Πξe
−ixξJjmL(x, ξ)
−1Λξe
ixξJj ]Jjπj .
Now ΨΦ = a and Ψ = ψΛ−1ξ so a
−1ψ = e−ixξJjm−1L Λξ; therefore
lim
x→∞
Πξe
−ixξJjψ = 1
and Theorem 4.2 follows.
Complex conjugation does not preserve Σ0∪Σ1, where the canonical coordinates
were defined in §3, but we may combine it with the invariance under rotations of
Lemma 2.1 to obtain an involution. For ξ in Σ0 ∪ Σ1, let ξ∗ be the unique point
in Σ0 ∪ Σ1 which is on the same orbit as ξ under rotations by α. When n is even,
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ξ∗ = ξ; while when n is odd, the involution interchanges Σ0 and Σ1. In both cases
|ξ∗| = |ξ|.
Theorem 4.4. For L = L∗:
a11(ξ) =
1
ann(ξ∗)
, ∆ν(ξ) =
1
∆n−ν(ξ∗)
,
(4.6)
pν(ξ) = pn−ν(ξ
∗), qν(ξ) = qn−ν(ξ
∗).
Proof: The first identity follows directly from (4.3). To prove the remaining iden-
tities we use the relation
Bn−ν(ξ
∗) =
1
∆ν(ξ)
[
a¯ν+1,ν+1 −α−ν a¯ν+1,ν
−αν a¯ν,ν+1 a¯νν
]
(ξ), (4.7)
which is a block by block restatement of (4.3). In deriving (4.7) recall that J0 =
diag(1, α, α−1, . . . ) and J1 = diag(α, 1, α
2, α−1, . . . ); we work in the 0th representa-
tion.
The second identity in (4.6) is immediate from (4.7). We leave it to the reader
to verify the third; while for that involving the qν ’s, we have
qn−ν(ξ
∗) =
1
4πi
log
an−ν+1,n−ν
an−ν,n−ν+1
αn−ν =
1
4πi
logαν
a¯ν,ν+1
α−ν a¯ν+1,ν
αn−ν
=
1
4πi
logαν
a¯ν,ν+1
a¯ν+1,ν
= − 1
4πi
logα−ν
a¯ν+1,ν
a¯ν,ν+1
= q¯ν(ξ).
These symmetries allow us to construct real canonical variables in the self-
adjoint case. For odd n they are
√
2Re pν(ξ),
√
2Re qν(ξ),√
2Im pν(ξ),
√
2Im qν(ξ), 1 ≤ ν < · · · < n/2.
When n = 2m is even, pm and qm are real and these variables are to be added to
the above list. These real variables also satisfy the canonical commutation relations
when ξ and η lie on the rays Σ0 and Σ1. For example when µ, ν < n/2,
{
√
2 Re pν(ξ),
√
2 Re qµ(η)} = {pν(ξ) + pn−ν(ξ
∗)√
2
,
qµ(η) + qn−µ(η
∗)√
2
}
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=
1
2
[δµν δ˜(ξ/η) + δν,n−µδ˜(ξ/η
∗) + δn−ν,µδ˜(ξ
∗/η) + δn−ν,n−µδ˜(ξ
∗/η∗)]
= δνµδ˜(ξ/η) + δν,n−µδ˜(ξ/η
∗) = δνµδ˜(ξ/η)
since δν,n−µ = 0 when µ, ν < n/2.
5. Complete Integrability of the Gel’fand-Dikii Flows.
We may now demonstrate the complete integrability of the Gel’fand-Dikii flows.
Lax pairs for the flows (1.1) can be obtained [BDT] as a pair of first order operators
Dx = D − zJ − qz and Dk,t = Dt − (zJ)k − Bn,k, where Dt = −id/dt, and the
Bn,k are n × n matrices whose entries are polynomials in z, u0, . . . un−1 and their
derivatives up to order k−1. Under the flows given by the zero curvature condition
[Dx, Dk,t] = 0, the scattering matrix a evolves according to
a(ξ, t) = ei(ξJ)
kta(ξ, 0)e−i(ξJ)
kt. (5.1)
As in the case of integrable systems built on first order n×n isospectral operators,
the scattering transform decouples the modes, in the sense that the evolution of
the scattering matrix at ξ ∈ Σ is independent of ξ′ 6= ξ. It is easily seen that the
pointwise flows (5.1) are Hamiltonian with respect to the pointwise Poisson bracket
(ajk, alm) =
πi
n(−ξ)nalkajm[sgn(l− j) + sgn(k −m)]. (5.2)
Relative to the bracket (5.2), the local component of (2.14) is (ajk(ξ), alm(η))δ˜(ξ/η),
since ξ δ(ξ − η) = δ˜(ξ/η).
In what sense do the flows (5.1) comprise a “complete set of commuting Hamil-
tonian flows?” For fixed ξ ∈ Σ the minimal scattering data at ξ is given by the
upper and lower triangular factors vν± of Bν with diag v
ν
± = 1 (cf. [BC] or [BS1]).
Each vν± has one nontrivial entry, so the scattering data on Σ consists of a total
of 2(n − 1) functions defined on the two half lines Σ0 and Σ1. (Compare with the
n − 1 functions u0, . . . un−2 defined on the real line). There are [n/2] degrees of
freedom for each ξ ∈ Σ1 and n− [n/2]− 1 degrees of freedom at each point ξ ∈ Σ0.
The question of complete integrability of the Gel’fand-Dikii flows is now reduced to
a finite dimensional problem, namely that of finding n − 1 pointwise independent
commuting flows on the scattering data for each fixed ξ ∈ Σ. It is clear that, for
fixed ξ ∈ Σ, the flows (5.1) comprise just such a maximal set of commuting flows.
The Hamiltonians for the flows (5.1) are generated by a linear combination of
the pν ’s. Straightforward computations using the properties of the brackets (e.g.
the derivation property) show
(pν , aµ,µ+1) = −2πiδνµaµ,µ+1,
(pν , aµ+1,µ) = 2πiδνµaµ+1,µ, (pν , aµµ) = 0.
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Therefore the flow defined by
Dtajk = (ajk,
1
2πi
pν), Dt =
1
i
d
dt
is given by Bν(t) = exp{iσνt}Bν(0) exp{−iσνt} and Bµ(t) = Bµ(0) if µ 6= ν, where
Bν is the 2× 2 diagonal block and σν is the diagonal matrix with a 1/2 in the νth
entry and -1/2 in the (ν + 1)st entry.
For ξ in Σj , let av± = a± (assuming this factorization exists), where v+, a−
(v−, a+) are lower (upper) triangular in the j
th representation; and diag v± = 1.
The matrix v(ξ) introduced in §1 as the scattering data equals v−1− v+ ([BC]). Define
δ± =diag a±. By direct computation (cf. Lemma 4.2 of [BS1]) we obtain
δ−1− δ+ = diag
( ∆1
a11a22
,
a11a22
∆1
,
∆2
a33a44
, . . .
)
on the odd numbered rays, with a corresponding result holding on the even num-
bered rays. By (3.1)
−n(−ξ)
n
2πi
log δ−1− δ+ =
1
2πi
diag(p1,−p1, p3,−p3, . . . ) (5.3)
on the odd rays, again with a corresponding result on the even rays. Therefore the
pointwise flows (5.1) are generated by
−n(−ξ)
n
2πi
tr[(ξJ)k log δ−1− δ+].
The flows (5.1) are generated by the direct integral of these pointwise Hamiltonians
Hk = n
2πi
∫
Σ0∪Σ1
(−ξ)ntr[(ξJ)k log δ−1− δ+]
dξ
ξ
=
1
2πi
∫
Σ
(−ξ)ntr[ξJ)k log δ−1− δ+]
dξ
ξ
.
(5.4)
Indeed, consider the functionals
Flm =
∫
Σ
alm(ξ, t)f(ξ)
dξ
ξ
and the associated flows defined by DtFlm = {Flm,Hk}. By (3.3) the nonlocal part
of these brackets vanishes, and by (5.2) and (5.3),
{Flm,Hk} =
∫
Σ
f(ξ)alm(ξ, t)(α
k
l − αkm)ξk
dξ
ξ
.
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Since f is an arbitrary element of D(Σ),
Dtalm = (α
k
l − αkm)ξkalm,
and the corresponding flows are precisely the Gel’fand-Dikii flows (5.1).
These integrals are well defined if the potential q is in the Schwartz class; for
then ([BDT], Corollary 5.18) log δ−1− δ+ tends to zero rapidly as ξ tends to infinity
along the rays of Σ. Moreover ([BC]) the diagonal matrices δ± are the boundary
values on Σ of the sectionally meromorphic function δ(z) obtained as
δ(z) = lim
x→∞
φ(x, z)e−ixzJ(z).
In the absence of discrete components of the scattering data, δ(z) is holomorphic
in Ω± and its entries have no zeroes.
For integrable systems based on n × n first order isospectral operators an
(n − 1)-parameter family of generating functions for the Hamiltonians is given by
tr[µ log δ(z)], µ a traceless diagonal matrix ([S],[BC]). We have a similar result here,
with a single generator.
Theorem 5.1 The generating function for the Gel’fand-Dikii flows is
H(z) = (−1)n+1zntr[(I + J + J2 + · · ·+ Jn−1) log δ(z)].
Note that n−1(I + J + · · ·+ Jn−1) projects onto the null space of J − I. The
generating function has branch points at the zeroes of δj(z), which correspond to the
discrete part of the scattering data; but we again omit this case and prove Theorem
5.1 under the assumption that the scattering data has no such discrete part. Under
those assumptions H(z) is single valued and analytic in each component of C\Σ.
Proof: The sectionally analytic function Φk(z) = tr[J
k(z) log δ(z)] is O(z−1) as
z →∞. Its jump across Σ is [Φk] = tr[J(ξ) log δ−1− δ+] (using the same representa-
tion for δ− and δ+ on Σ) so by the Plemelj formulas
Φk(z) =
1
2πi
∫
Σ
tr[Jk(ξ) log δ−1− δ+]
ξ − z dξ.
(There is a weak singularity at ξ = 0: δ(z) behaves like a power of z as z tends to
zero in the closure of any of the sectors Ωj [BDT]; so log δ
−1
− δ+ has a logarithmic
singularity at the origin.) Since zJ(z) is invariant under z → αz, it follows that
Φk(αz) = α
−kΦk(z), and
nΦk(z) =
1
2πi
∫
Σ
n−1∑
j=0
αjk
ξ − αjz tr[J
k(ξ) log δ−1− δ+]dξ.
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From the identity
n−1∑
j=0
αjk
ξ − αjz = n
ξk−1zn−k
ξn − zn
which may be verified by comparing the residues of both sides with respect to the
variable ξ, it follows that
tr[Jk log δ(z)] = − 1
zk
1
2πi
∫
Σ
ξk
1− (ξ/z)n tr[J
k log δ−1− δ+]
dξ
ξ
∼ −
∞∑
j=0
1
znj+k
1
2πi
∫
Σ
ξnj+ktr[Jk log δ−1− δ+]
dξ
ξ
= (−1)n+1
∞∑
j=0
1
znj+k
1
2πi
∫
Σ
(−ξ)ntr[(ξJ)n(j−1)+k log δ−1− δ+]
dξ
ξ
= (−1)n+1z−n
∞∑
j=−1
1
znj+k
Hnj+k.
The result is obtained by summing from k = 0 to n− 1.
We would like to thank Boris Konopelchenko for helpful discussions during the
preparation of this paper.
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