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VIRASORO CONSTRAINTS AND DESCENDANT HURWITZ-HODGE INTEGRALS
YUNFENG JIANG AND HSIAN-HUA TSENG
ABSTRACT. Virasoro constraints are applied to degree zero Gromov-Witten theory of weighted pro-
jective stacks P(1, N) and P(1, 1, N) to obtain formulas of descendant cyclic Hurwitz-Hodge inte-
grals in higher genera.
1. INTRODUCTION
In [14] the general theory of Frobenius manifolds and Virasoro constraints (see e.g. [8], [11],
[12]) is applied to write down Virasoro constraints for orbifold Gromov-Witten theory. Following
the idea1 in the work [10], Virasoro constraints are also applied to degree zero Gromov-Witten
theory to deduce formulas for genus zero Hurwitz-Hodge integrals. In this paper we carry out the
same idea in higher genus, that is, we derive formulas for higher genus descendant cyclic Hurwitz-
Hodge integrals by applying Virasoro constraints to weighted projective stacks. Our main results,
Theorems 3.2–3.3 and Theorems 4.2–4.3, may be viewed as generalizations of the famous λg-
theorem and Faber’s intersection number conjecture.
We closely follow the notations used in [14]. The readers are referred to [14] and references
therein for notations, conventions, and general discussions on Gromov-Witten theory for Deligne-
Mumford stacks and their Virasoro constraints. Stable maps to weighted projective stacks are
discussed briefly in Section 2. The applications of Virasoro constraints to degree zero theory of
weighted projective lines and planes are carried out in Sections 3 and 4 respectively. A brief dis-
cussion on the dimension three case is given in Section 5.
Acknowledgments. Both authors thank the organizers of the workshop Recent progress of the
moduli of curves in Banff International Research Station, where part of this work was pursued.
2. DEGREE ZERO TWISTED STABLE MAPS TO WEIGHTED PROJECTIVE SPACES
In this section basics about degree zero twisted stable maps to weighted projective spaces will be
discussed.
Fix an integer N > 1. Let
X = P(1, · · · , 1︸ ︷︷ ︸
d
, N)
be the d-dimensional weighted projective stack with weights (1, 1, · · · , 1, N). There is a unique
stacky point p = [0, · · · , 0, 1] on X with isotropy group the cyclic group ZN . We shall identify ZN
with the group of N-th roots of unity. Put ω := exp(2pi
√−1
N
).
Date: November 21, 2018.
1This was suggested to the second author by E. Getzler in May 2004.
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Fix g ≥ 1 throughout. Let f : C → X be a degree zero genus g twisted stable map and
(2.1) πorb1 (C)→ πorb1 (X ),
be the associated monodromy representation. If (2.1) is nontrivial, then f must factor through
p ≃ BZN . By representability, this happens when there are stacky points on C. Suppose the
stack structure on the domain curve C is given by the following tuple of elements in ZN (here
n1, · · · , nN−1 ∈ Z>0),
(2.2) x = (ω, · · · , ω︸ ︷︷ ︸
n1
, ω2, · · · , ω2︸ ︷︷ ︸
n2
, · · · , ωi, · · · , ωi︸ ︷︷ ︸
ni
, · · · , ωN−1, · · · , ωN−1︸ ︷︷ ︸
nN−1
).
Let C be the coarse curve of C. The morphism f is equivalent to an admissible ZN -cover C˜ → C
with monodromies specified by x. Let h denote the genus of C˜.
Let Mg,n+Σini(X , 0,x) be the moduli stack of degree zero genus g twisted stable maps f : C →
X to X with n non-stacky marked points and Σini stacky marked points of type x. Let
q :Mn+Σini(X , 0,x)→Mg,n+Σini
be the forgetful map to the moduli space of genus g stable (n + Σini)-marked curves. Descendant
classes on Mn+Σini(X , 0,x) are defined via pull-back,
ψi := q
∗ψi.
Degree zero descendent orbifold Gromov-Witten invariants of X are defined by
(2.3) 〈τl1 · · · τln τ˜k1 · · · τ˜kΣini 〉Xg :=
∫
[Mg,n+Σini (X ,0,x)]vir
ψl1 · · ·ψlnψk1 · · ·ψkΣini .
Here τ indicates descendant insertion from non-stacky marked points, and τ˜ indicates descendant
insertion from stacky marked points.
Let Lω denote the line bundle over BZN defined by the ZN -representation C on which ω ∈ ZN
acts by multiplication by ω. It can be seen from the definition of X that the normal bundle of
BZN ⊂ X is L⊕dω . Let Mg,n+Pi ni(BZN ,x) denote the moduli stack of genus g stable maps to
BZN with marked points of stack type x. Consider the universal diagram associated to stable maps
to BZN of stack type x:
C˜
p

// pt

C
f
//
pi

BZN
Mg,n+Σini(BZN ,x).
Let π˜ = π ◦ p : C˜ → Mn+Σini(BZN ,x) be the composite map. The ZN -action on C˜ induces an
action on the dual of the Hodge bundle E∨ = R1π˜∗O. This yields the decomposition of E∨ into
ω-eigenbundles:
E
∨ = E∨1 ⊕ E
∨
ω ⊕ · · · ⊕ E
∨
ωN−1 .
Following the convention in [4], E∨
ωi
is the eigen-bundle on which ω acts with eigenvalue ωi.
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It is easy to see that
R1π∗f
∗(Lω) = E
∨
ωN−1 ≃ Eω.
An analysis on obstruction theory yields
〈τl1 · · · τln τ˜k1 · · · τ˜kΣini 〉
X
g =
∫
Mg,n+Σini (BZN ,x)
ψl1 · · ·ψlnψk1 · · ·ψkΣinie(E∨ωN−1 ⊕ · · · ⊕ E
∨
ωN−1)
=
∫
Mg,n+Σini (BZN ,x)
ψl1 · · ·ψlnψk1 · · ·ψkΣiniλdr1 ,(2.4)
where e is the Euler class and λr1 the top Chern class of Eω. The ranks r1 = rank(Eω), rN−1 =
rank(EωN−1) are easily calculated by Riemann-Roch,
r1 =
N−1∑
i=1
ni
i
N
+ g − 1, rN−1 =
N−1∑
i=1
ni
N − i
N
+ g − 1.
Also note that r1 + rN−1 − 1 = 2g + Σini − 3.
In what follows we consider Hurwitz-Hodge integrals (2.4) which arise from P(1, N) and P(1, 1, N).
We introduce some notations for such integrals.
(2.5) 〈τl1 · · · τln τ˜k1 · · · τ˜kΣini |λr1〉hg =
∫
Mg,n+Σini (BZN ,x)
ψl1 · · ·ψlnψk1 · · ·ψkΣiniλr1 ,
(2.6) 〈τl1 · · · τln τ˜k1 · · · τ˜kΣini |λ2r1〉hg =
∫
Mg,n+Σini (BZN ,x)
ψl1 · · ·ψlnψk1 · · ·ψkΣiniλ2r1
and
(2.7) 〈〈τl1 · · · τln τ˜k1 · · · τ˜kΣini |λr1〉〉hg =∑
M≥0
1
M !
∑
b1,··· ,bM≥0
tb1 · · · tbM 〈τb1 · · · τbM τl1 · · · τln τ˜k1 · · · τ˜kΣini |λr1〉
h
g ,
(2.8) 〈〈τl1 · · · τln τ˜k1 · · · τ˜kΣini |λ2r1〉〉hg =∑
M≥0
1
M !
∑
b1,··· ,bM≥0
tb1 · · · tbM 〈τb1 · · · τbM τl1 · · · τln τ˜k1 · · · τ˜kΣini |λ
2
r1
〉hg .
The following convention will be used. The symbols
〈⋆|λr1〉
h
g ,
〈
⋆|λ2r1
〉h
g
where only non-stacky insertions occur in ⋆ denote integrals over components of the relevant moduli
spaces which parametrize maps with non-trivial monodromy representations. In the absence of
cover genus h, the symbols
〈⋆|λg〉g , 〈⋆|λgλg−1〉g
denotes integrals over the usual moduli spaces of pointed curves. A similar convention is imposed
for double bracket notations.
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3. VIRASORO CONSTRAINTS FOR WEIGHTED PROJECTIVE LINES
LetX = P(1, N). The Chen-Ruan orbifold cohomologyH∗CR(P(1, N)) has the following natural
generators:
1 ∈ H0CR(P(1, N)), ξ ∈ H
2
CR(P(1, N)), γj ∈ H
2j
N
CR(P(1, N)), for 1 ≤ j ≤ N − 1.
We will use the following coordinates for the corresponding descendants:
coordinate descendant
ti, i ≥ 0 τi(1)
si, i ≥ 0 τi(ξ)
αji , i ≥ 0 τi(γj) for 1 ≤ j ≤ N − 1.
Let F g,0X be the degree zero genus g orbifold Gromov-Witten potential of X . Let
D0X = exp
(∑
g≥0
~
g−1F g,0X
)
.
For 1 ≤ i ≤ N − 1 let
(3.1) Mi :=
i∑
a=0
na,
where n0 := 0. This notation is used in Section 3 and 4.
Theorem 3.1. We have
LkD
0
X
D0X
=
∞∑
g=0
~
g−1(−1)g
(
(−2)xkg(t) +
∞∑
l=0
sl · y
k
g,l(t) +
∞∑
h=0
wh,kg,l (t)
+
∞∑
h=0
∑
k1,··· ,kΣni>0
α1k1 · · ·α
N−1
kΣini
· zkh;k1,··· ,kΣini (t)
)
,
where
xkg(t) = −[1]
k
0〈〈τk+1|λg−1〉〉g +
∞∑
m=1
[m]k0tm〈〈τk+m|λg−1〉〉g + [1]
k
1〈〈τk|λg〉〉g
−
∞∑
m=0
[m]k1tm〈〈τk+m−1|λg〉〉g −
1
2
k−2∑
m=0
∑
g=g1+g2
(−1)m+1[−m− 1]k1〈〈τm|λg1〉〉g1〈〈τk−m−2|λg2〉〉g2,
ykg,l(t) = −[1]
k
0〈〈τk+1τl|λg〉〉g +
∞∑
m=1
[m]k0tm〈〈τk+mτl|λg〉〉g + [l + 1]
k
0〈〈τk+l|λg〉〉g
wh,kg,l (t) = −[1]
k
0〈〈τk+1|λr1〉〉
h
g +
∞∑
m=1
[m]k0tm〈〈τk+m|λr1〉〉
h
g
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and
zkh;k1,··· ,kΣini (t) = −[1]
k
0〈〈τk+1τ˜k1 · · · τ˜kΣini |λr1〉〉
h
g +
∞∑
m=1
[m]k0tm〈〈τk+mτ˜k1 · · · τ˜kΣini |λr1〉〉
h
g
+
N−1∑
i=1
Mi∑
j=Mi−1+1
[kj +
i
N
]k0〈〈τ˜k1 · · · τ˜kni−1 τ˜kni−1+1 · · · τ˜k+kj · · · τ˜kni τ˜kni+1 · · · τ˜kΣini |λr1〉〉
h
g .
Proof. The Virasoro operator Lk, k > 0 is given by
Lk = −[1]
k
0∂tk+1 +
∞∑
m=0
(
[m]k0tm∂tk+m + [m+ 1]
k
0sm∂sk+m +
N−1∑
i=1
[m+ i
N
]k0α
i
m∂αik+m
)
+ 2
(
−[1]k1∂sk +
∞∑
m=0
[m]k1tm∂sk+m−1 +
~
2
k−2∑
m=0
(−1)m+1[−m− 1]k1∂sm∂sk−m−2
)
.
As discussed in the previous section, contributions to Gromov-Witten invariants from components
of stable map spaces which parametrize maps with non-trivial monodromies (2.1) are given as
Hurwitz-Hodge integrals (2.4). Components which parametrize maps with trivial monodromy
representation only occurs in case when marked points are all non-stacky. A component that
parametrizes degree 0 genus g n-pointed stable maps to P(1, N) with trivial monodromy is isomor-
phic to a product Mg,n × P(1, N). From [10], the obstruction bundle in this case is TP(1,N) ⊠ E∨,
where E is the usual Hodge bundle. Contributions from such a component are thus integrals against
the Euler class
(−1)ge(TP(1,N) ⊠ E
∨) = λg − c1(P(1, N))λg−1.
So the degree zero orbifold Gromov-Witten potential of P(1, N) is
D0X = exp
(
(−2)
∞∑
g=1
(−1)g~g−1〈〈|λg−1〉〉g +
∞∑
g=0
(−1)g~g−1
( ∞∑
m=0
sm〈〈τm|λg〉〉g
)
+
∞∑
g=0
(−1)g~g−1
∞∑
h=0
〈〈 |λr1〉〉
h
g+
∞∑
g=0
(−1)g~g−1
∞∑
h=0
∑
k1,··· ,kΣini>0
α1k1 · · ·α
N−1
kΣini
〈〈τ˜k1 · · · τ˜kΣini |λr1〉〉
h
g
)
.
Applying the operator Lk to D0X we obtain the result. 
It follows that degree zero Virasoro constraints for P(1, N) are equivalent to the vanishing of
xkg(t), y
k
g,l(t), w
h,k
g,l (t) and zkh,k1,··· ,kΣini (t).
Vanishing of wh,kg,l (t).
Theorem 3.2. We have
〈τl1 · · · τln |λr1〉
h
g =
(
2g + n− 2
l1, . . . , ln
)
〈τ2g−1|λr1〉
h
g .
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Proof. The vanishing of wh,kg,l (t) gives the vanishing of its Taylor coefficients,
1
[1]k
0
∂tl1 · · ·∂tlnw
h,k
g,l (0) = 0.
An explicit calculation shows that 1
[1]k
0
∂tl1 · · ·∂tlnw
h,k
g,l (0) is the right side of the following
(3.2) 0 = −〈τk+1τl1 · · · τln |λr1〉hg +
n∑
i=1
(li+k)!
(li−1)!(k+1)!〈τl1 · · · τli+k · · · τln |λr1〉
h
g
The result follows by solving the recursion (3.2). 
LetMg,1(BZN ) be the moduli stack of genus g stable maps to BZN with one non-stacky marked
point. The initial values in Theorem 3.2 are integrals over components of Mg,1(BZN ) which pa-
rametrize maps with non-trivial monodromy representations. Those integrals may be computed
from Hurwitz-Hodge integrals
∫
Mg,1(BZN ) λr1ψ
2g−1 by subtracting contributions from components
which parametrize maps with trivial monodromy. Such contributions are easily found to be
1
N
∫
Mg,1
λg−1ψ
2g−1,
which has been computed in [9]. The answer may be given in generating series as
(3.3) 1 +
∑
g>0
g∑
l=0
t2gzl
∫
Mg,1
ψ2g−2+l1 λg−l =
(
t/2
sin(t/2)
)z+1
.
Hurwitz-Hodge integrals of the form∫
Mg,1(BZN )
λr1−iψ
2g−1+i
for i ≥ 0 are computed in [15] by means of an ELSV-type formula and exact evaluation of double
Hurwitz numbers [13]. The answer may be given in generating series as
(3.4) 1
N
+
∑
g>0
g∑
l=0
t2gzl
∫
Mg,1(BZN )
ψ2g−2+l1 λg−l =
1
N
(
Nt/2
sin(Nt/2)
)z
t/2
sin(t/2)
.
Therefore (note that r1 = g − 1)
(3.5)
∑
g>0
g∑
l=0
t2gzl 〈τ2g−2+l|λr1+1−l〉
h
g
=
1
N
t/2
sin(t/2)
((
Nt/2
sin(Nt/2)
)z
−
(
t/2
sin(t/2)
)z)
,
and the initial values occur in the coefficient of the z term.
Vanishing of zkh,k1,··· ,kΣini (t). Now let
(3.6) Γj,g = 〈τ˜a|λr1〉hg =
∫
Mg,P ni (BZN )
ψaλr1, where a := 2g − 2 +
N−1∑
i=1
ni −
N−1∑
i=1
i
N
ni.
Write Γg := (Γj,g)1≤j≤Σini as a column vector. Let cg := (cj,g)1≤j≤Σini be another column
vector. Let the index i vary from 1 to N − 1 and define a Σini × Σini square matrix A = (ast) by
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(3.7) ast :=
{
i
N
+ a if Mi−1 < s = t ≤Mi ;
i
N
if Mi−1 < t ≤Mi and s 6= t .
Alternatively,
A =

1
N
+ a · · · 1
N
2
N
· · · 2
N
· · · N−1
N
· · · N−1
N
1
N
· · · 1
N
2
N
· · · 2
N
· · · N−1
N
· · · N−1
N
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
1
N
· · · 1
N
+ a 2
N
· · · 2
N
· · · N−1
N
· · · N−1
N
1
N
· · · 1
N
2
N
+ a · · · 2
N
· · · N−1
N
· · · N−1
N
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
1
N
· · · 1
N
2
N
· · · 2
N
+ a · · · N−1
N
· · · N−1
N
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
1
N
· · · 1
N
2
N
· · · 2
N
· · · N−1
N
+ a · · · N−1
N
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
1
N
· · · 1
N
2
N
· · · 2
N
· · · N−1
N
· · · N−1
N
+ a

.
It is easy to check that A is nonsingular for a 6= 0. Let A be the matrix obtained from A as follows:
for an integer j with Mi−1 + 1 ≤ j ≤ Mi for some 1 ≤ i ≤ N − 1, the j-th row of A is obtained
by multiplying the j-th row of A by
( i
N
)(2g − 3 +
∑N−1
i=1 ni)!
(a+ i
N
)!
∏N−1
i=1 (
i
N
)ni
.
Here (a+ i
N
)! :=
∏a
m=0(m+
i
N
).
The linear system
(3.8) A · cg = Γg
has a unique solution which represents cj,g as a linear combination of Γj,g’s for 1 ≤ j ≤ Σini.
For integers 1 ≤ s ≤ N − 1 and 1 ≤ j ≤ Σini, we put (kj + sN )! =
∏kj
m=0(m+
s
N
).
The vanishing of zkh,k1,··· ,kΣini (t) for k ≥ 1 and k1, · · · , kΣini ≥ 0 yields the following theorem.
Theorem 3.3. We have
〈τ˜k1 · · · τ˜kΣini τl1 · · · τln |λr1〉
h
g =
N−1∑
s=1
Ms∑
j=Ms−1+1
(2g−3+n+Σini)!(kj+ sN )
Q
j lj !
QN−1
b=1
QMb
j=Mb−1+1
(kj+
b
N
)!
cj,g.
Proof. The vanishing of zkh,k1,··· ,kΣini (t) gives the vanishing of its Taylor coefficients,
1
[1]k
0
∂tl1 · · ·∂tln z
k
h;k1,··· ,kΣini (0) = 0.
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An explicit calculation shows that 1
[1]k
0
∂tl1 · · ·∂tln z
k
h;k1,··· ,kΣini (0) is the right side of the following
(3.9)
0 = −〈τk+1τ˜k1 · · · τ˜kΣini τl1 · · · τln |λr1〉
h
g +
n∑
i=1
(li+k)!
(li−1)!(k+1)!〈τ˜k1 · · · τ˜kΣini τl1 · · · τli+k · · · τln |λr1〉
h
g
+
N−1∑
i=1
Mi∑
j=Mi−1+1
(kj+k+
i
N
)!
(kj−1+ iN )!(k+1)!
〈τ˜k1 · · · τ˜kMi−1 τ˜kMi−1+1 · · · τ˜kj+k · · · τ˜kMi τ˜kMi+1 · · · τ˜kΣini τl1 · · · τln |λr1〉
h
g .
We now solve the recursion (3.9). The virtual dimension of Mg,n+1+Σini(P(1, N), 0,x) is
vdim = (1− g)(1− 3) + n +
N−1∑
i=1
ni + 1−
N−1∑
i=1
ni
i
N
.
If 〈τk+1τ˜k1 · · · τ˜kΣini τl1 · · · τln |λr1〉
h
g 6= 0, we have vdim = k + 1 +
∑n
i=1 li +
∑Σini
i=1 ki. So
(3.10) 2g − 2 + n+
N−1∑
i=1
ni =
n∑
i=1
li +
N−1∑
i=1
Mi∑
j=Mi−1+1
(
kj +
i
N
)
+ k.
For an integer r, then there exists a unique integer s such that Ms−1 + 1 ≤ r ≤ Ms, with
1 ≤ s ≤ N − 1. Let k = (k1, · · · , kΣini) and l = (l1, · · · , ln). Introduce
(3.11) Θ(k, l)r :=
(2g − 3 + n + Σini)!(kr +
s
N
)∏
j lj !
∏N−1
b=1
∏Mb
j=Mb−1+1
(kj +
b
N
)!
.
We claim that Θ(k, l)r is a solution of the recursion (3.9). To see this, write (3.10) as
(3.12) 2g − 2 + n+
N−1∑
i=1
ni =
n∑
i=1
li +
N−1∑
i=1
Mi∑
j=Mi−1+1,j 6=r
(
kj +
i
N
)
+ (kr +
s
N
+ k).
Multiply both sides of (3.12) by
(2g − 3 + n + Σini)!(kr +
s
N
)
(k + 1)!
∏
j lj !
∏N−1
b=1
∏Mb
j=Mb−1+1
(kj +
b
N
)!
,
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we get
(2g − 2 + n+ Σini)!(kr +
s
N
)
(k + 1)!
∏
j lj!
∏N−1
b=1
∏Mb
j=Mb−1+1
(kj +
b
N
)!
=
n∑
i=1
(li + k)!
(li − 1)!(k + 1)!
(2g − 3 + n+ Σini)!(kr +
s
N
)
l1! · · · (li + k)! · · · ln!
∏N−1
b=1
∏Mb
j=Mb−1+1
(kj +
b
N
)!
+
N−1∑
i=1
(kj + k +
i
N
)!
(kj − 1 +
i
N
)!(k + 1)!
·
Mi∑
j=Mi−1+1,j 6=r
(2g−3+n+Σini)!(kr+ sN )
Q
j lj !
QN−1
b=1,b6=i
QMb
j=Mb−1+1
(kj+
b
N
)!(kMi−1+1+
i
N
)!···(kj+k+ iN )!···(kMi+ iN )!
+
(kr + k +
s
N
)!
(kr − 1 +
s
N
)!(k + 1)!
·
(2g−3+n+Σini)!(kr+k+ sN )
Q
j lj !
QN−1
b=1,b6=s
QMb
j=Mb−1+1
(kj+
b
N
)!(kMs−1+1+
s
N
)!···(kr+k+ sN )!···(kMs+ iN )!
.
It is straightforward to see that this is the recursion (3.9).
Suppose that 〈τ˜k1 · · · τ˜kΣini τl1 · · · τln |λr1〉
h
g is of the form
∑
r cr,gΘ(k, l)r. Then by considering
special values of k, l, we find that the coefficients cr,g are uniquely determined by the linear system
(3.8). The result follows. 
The initial values (3.6) in Theorem 3.3 and more generally the following Hurwitz-Hodge integrals∫
Mg,P ni(BZN )
λr1−iψ
a+i, i ≥ 0,
are computed in [15]. Details can be found there.
4. VIRASORO CONSTRAINTS FOR WEIGHTED PROJECTIVE PLANES
Let X = P(1, 1, N). The Chen-Ruan orbifold cohomology H∗CR(P(1, 1, N)) has the following
natural generators:
1 ∈ H0CR(P(1, 1, N)), ξ ∈ H
2
CR(P(1, 1, N)), [X ] ∈ H
4
CR(P(1, 1, N)),
γj ∈ H
4j
N
CR(P(1, 1, N)) for 1 ≤ j ≤ N − 1.
The following coordinates for the corresponding descendants will be used:
coordinate descendant
ti, i ≥ 0 τi(1)
si, i ≥ 0 τi(ξ)
ri, i ≥ 0 τi([X ])
αji , i ≥ 0 τi(γj) for 1 ≤ j ≤ N − 1.
Let F g,0X be the degree zero, genus g orbifold Gromov-Witten potential of X . Let
D0X = exp
(∑
g≥0
~
g−1F g,0X
)
.
Let c be the number such that c1(X ) = c · ξ.
10 YUNFENG JIANG AND HSIAN-HUA TSENG
Theorem 4.1. We have
LkD
0
X
D0X
=
∞∑
g=0
~
g−1(−1)g
(
|c|2xkg(t)−
∞∑
l=0
c · sly
k
g,l(t)
)
+
1
~
w(r, s, t) +
∞∑
g=0
~
g−1(−1)g
∞∑
h=0
uh,kg,l (t)
+
∞∑
g=0
~
g−1(−1)g
∞∑
h=0
∑
k1,··· ,kΣini>0
α1k1 · · ·α
N−1
kΣini
· zkh;k1,··· ,kΣini (t),
where
xkg(t) =− [
1
2
]k0〈〈τk+1|λgλg−2〉〉g −
∞∑
m=0
[m− 1
2
]k0tm〈〈τk+m|λgλg−2〉〉g
+
k−1∑
m=0
(−1)m+1
(
[−m− 3
2
]k0〈〈τm〉〉〈〈τk−m−1|λgλg−2〉〉g
+ 1
2
[−m − 1
2
]k0
∑
g=g1+g2
〈〈τm|λg1λg1−2〉〉g1〈〈τk−m−1|λg2λg2−2〉〉g2
)
+ [1
2
]k1〈〈τk|λgλg−1〉〉g +
∞∑
m=0
tm[m−
1
2
]k1〈〈τk+m−1|λgλg−1〉〉g
+
k−2∑
m=0
(−1)m+1[−m− 3
2
]k1〈〈τm〉〉0〈〈τk−m−2|λgλg−1〉〉g,
ykg,l(t) = −[
1
2
]k0〈〈τk+1τl|λgλg−1〉〉g +
∞∑
m=0
[m− 1
2
]k0tm〈〈τk+mτl|λgλg−1〉〉g + [l +
1
2
]k0〈〈τk+l|λgλg−1〉〉g
+
k−1∑
m=0
(−1)m+1
(
[−m− 3
2
]k0〈〈τm〉〉0〈〈τk−m−1τl|λgλg−1〉〉g
+[−m− 1
2
]k0〈〈τmτl〉〉0〈〈τk−m−1|λgλg−1〉〉g
)
,
w(r, s, t) coincides with a similar term in [10], and
uh,kg,l (t) = −[
1
2
]k0〈〈τk+1|λ
2
r1
〉〉hg +
∞∑
m=1
[m− 1
2
]k0tm〈〈τk+m|λ
2
r1
〉〉hg ,
zkh;k1,··· ,kΣini (t) = −[
1
2
]k0〈〈τk+1τ˜k1 · · · τ˜kΣini |λ
2
r1
〉〉hg +
∞∑
m=1
[m− 1
2
]k0tm〈〈τk+mτ˜k1 · · · τ˜kΣini |λ
2
r1
〉〉hg
+
N−1∑
i=1
Mi∑
j=Mi−1+1
[kj +
2i
N
− 1
2
]k0〈〈τ˜k1 · · · τ˜kni−1 τ˜kni−1+1 · · · τ˜k+kj · · · τ˜kni τ˜kni+1 · · · τ˜kΣini |λ
2
r1
〉〉hg .
VIRASORO CONSTRAINTS AND DESCENDANT HURWITZ-HODGE INTEGRALS 11
Proof. The Virasoro operator Lk, k > 0 is given by
Lk = −[
1
2
]k0∂tk+1 +
∞∑
m=0
(
[m− 1
2
]k0tm∂tk+m + [m+
1
2
]k0sm∂sk+m + [m+
3
2
]k0rm∂rk+m
+
N−1∑
i=1
[m+ 2i
N
− 1
2
]k0α
i
m∂αik+m
)
+ ~
k−1∑
m=0
(−1)m+1
(
[−m− 3
2
]k1∂rm∂tk−m−1+
1
2
[−m− 1
2
]k1∂sm∂sk−m−1 +
N−1∑
i=1
[−m− 2i
N
+ 1
2
]k1∂αim∂αN−ik−m−1
)
+
c ·
(
−[1
2
]k1∂sk +
∞∑
m=0
[m− 1
2
]k1tm∂sk+m−1 + [m+
1
2
]k1sm∂rk+m−1
+ ~
k−2∑
m=0
(−1)m+1[−m− 3
2
]k1∂rm∂sk−m−2
)
+ |c|2 ·
(
−[1
2
]k2∂rk−1 +
∞∑
m=0
[m− 1
2
]k2tm∂rk+m−2
+
~
2
k−3∑
m=0
(−1)m+1[−m− 3
2
]k2∂rm∂rk−m−3
)
+
δk1
2~
t20,
where c satisfies c1(X ) = cξ.
Similar to the one-dimensional case, contributions from components which parametrize maps
with trivial monodromies need extra care. Such a component in the moduli space of degree 0 genus
g n-pointed stable maps is a product Mg,n × P(1, 1, N). As in [10] the obstruction bundle over
this component is identified with TP(1,1,N)⊠E∨ and contributions from this component are integrals
against the Euler class
e(TP(1,1,N) ⊠ E
∨) = −c1(P(1, 1, N))λgλg−1 − c1(P(1, 1, N))
2λgλg−2.
Thus the degree zero orbifold Gromov-Witten potential is:
D0X = exp
(1
~
∞∑
m=0
rm〈〈τm〉〉0 +
1
~
∑
l,m
1
2
slsm〈〈τlτm〉〉0 + |c|
2
∞∑
g=1
~
g−1〈〈|λgλg−2〉〉g
−
∞∑
g=1
~
g−1
∞∑
m=0
c · sm〈〈τm|λgλg−1〉〉g +
∞∑
g=0
(−1)g~g−1
∞∑
h=0
〈〈 |λ2r1〉〉
h
g
+
∞∑
g=0
(−1)g~g−1
∞∑
h=0
∑
k1,··· ,kΣini>0
α1k1 · · ·α
N−1
kΣini
〈〈τ˜k1 · · · τ˜kΣini |λ
2
r1
〉〉hg
)
.
So applying the operator Lk to D0X we obtain the result. 
The degree zero Virasoro constraints for P(1, 1, N) is equivalent to the vanishing of xkg(t), ykg,l(t),
w(r, s, t) and uh,kg,l (t) and zkh,k1,··· ,kΣini (t). As explained in [10], the formula w(r, s, t) is very com-
plicated. To get formula of Hurwitz-Hodge integrals, it is not necessary to write w(r, s, t) down.
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Vanishing of uh,kg,l (t).
Theorem 4.2. We have
〈τl1 · · · τln |λ
2
r1
〉hg =
(2g + n− 3)!(2g − 1)!!
(2g − 1)!(2l1 − 1)!! · · · (2ln − 1)!!
〈τg|λ
2
r1
〉hg .
Proof. The vanishing of uh,kg,l (t) gives the vanishing of its Taylor coefficients,
1
[
1
2
]k
0
∂tl1 · · ·∂tlnu
h,k
g,l (0) = 0.
An explicit calculation shows that 1
[
1
2
]k
0
∂tl1 · · ·∂tlnu
h,k
g,l (0) is the right side of the following
(4.1) 0 = −〈τk+1τl1 · · · τln |λ2r1〉hg +
n∑
i=1
(2li+2k−1)!!
(2k+1)!!(2li−1)!!〈τl1 · · · τli+k · · · τln |λ
2
r1
〉hg
The result follows by solving the recursion (4.1). 
Exact evaluations of initial values in Theorem 4.2 seem to be unavailable at the moment.
Vanishing of zkh,k1,··· ,kΣini (t). Let
(4.2) Γj,g = 〈τ˜a|λ2r1〉hg =
∫
Mg,P ni (BZN )
ψaλ2r1 , where a := g − 1 +
N−1∑
i=1
ni −
N−1∑
i=1
2i
N
ni.
Again write Γg := (Γj,g)1≤j≤Σini as a column vector and let cg := (cj,g)1≤j≤Σini be another
column vector. Let the index i vary from 1 to N − 1 and define a Σini × Σini square matrix
A = (ast) by
(4.3) ast :=
{
2i
N
+ a if Mi−1 < s = t ≤Mi ;
2i
N
if Mi−1 < t ≤Mi and s 6= t .
The matrix can be written as follows:
A =

2
N
+ a · · · 2
N
4
N
· · · 4
N
· · · 2(N−1)
N
· · · 2(N−1)
N
2
N
· · · 2
N
4
N
· · · 4
N
· · · 2(N−1)
N
· · · 2(N−1)
N
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
2
N
· · · 2
N
+ a 4
N
· · · 4
N
· · · 2(N−1)
N
· · · 2(N−1)
N
2
N
· · · 2
N
4
N
+ a · · · 4
N
· · · 2(N−1)
N
· · · 2(N−1)
N
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
2
N
· · · 2
N
4
N
· · · 4
N
+ a · · · 2(N−1)
N
· · · 2(N−1)
N
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
2
N
· · · 2
N
4
N
· · · 4
N
· · · 2(N−1)
N
+ a · · · 2(N−1)
N
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
2
N
· · · 2
N
4
N
· · · 4
N
· · · 2(N−1)
N
· · · 2(N−1)
N
+ a

.
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It is easy to check that A is nonsingular for a 6= 0. Let A be the matrix obtained from A as follows:
for an integer j with Mi−1 + 1 ≤ j ≤ Mi for some 1 ≤ i ≤ N − 1, the j-th row of A is obtained
by multiplying the j-th row of A by
(g + 1
2
(
∑
i ni − 3))!(
2i
N
− 1
2
)
(a+ 2i
N
− 1
2
)!
∏N−1
i=1 (
2i
N
− 1
2
)ni
.
The linear system
(4.4) A · cg = Γg
has a unique solution which represents cj,g as a linear combination of Γj,g’s for 1 ≤ j ≤ Σini.
For integers 1 ≤ s ≤ N − 1 and 1 ≤ j ≤ Σini, let (kj + 2sN )! =
2s
N
· (1 + 2s
N
) · · · (kj +
2s
N
).
The vanishing of zkh,k1,··· ,kΣini (t) for k ≥ 1 and k1, · · · , kΣini ≥ 0 yields the following result.
Theorem 4.3. We have
〈τ˜k1 · · · τ˜kΣini τl1 · · · τln |λ
2
r1
〉hg =
N−1∑
s=1
Ms∑
j=Ms−1+1
(g+ 1
2
(n+Σini−3))!(kj− 12+ 2sN )
Q
j(lj− 12 )!
QN−1
b=1
QMb
j=Mb−1+1
(kj− 12+ 2bN )!
cj,g.
Proof. Again we consider the following recursion given by 1
[ 1
2
]k
0
∂tl1 · · ·∂tln z
k
h;k1,··· ,kΣini (0) = 0:
(4.5) 0 = −〈τk+1τ˜k1 · · · τ˜kΣini τl1 · · · τln |λ2r1〉hg +
n∑
i=1
[li− 12 ]k0
[ 1
2
]k
0
〈τ˜k1 · · · τ˜kΣini τl1 · · · τli+k · · · τln |λ
2
r1
〉hg
+
N−1∑
i=1
Mi∑
j=Mi−1+1
[kj+
2i
N
− 1
2
]k0
[ 1
2
]k
0
〈τ˜k1 · · · τ˜kni−1 τ˜kni−1+1 · · · τ˜kj+k · · · τ˜kni τ˜kni+1 · · · τ˜kΣini τl1 · · · τln |λ
2
r1
〉hg .
Virtual dimension constraints for orbifold Gromov-Witten invariants of P(1, 1, N) gives
(4.6) g + 1
2
(
n+
N−1∑
i=1
ni − 2
)
=
n∑
i=1
(
li −
1
2
)
+
N−1∑
i=1
Mi∑
j=Mi−1+1
(
kj −
1
2
+ 2i
N
)
+ k.
So from (4.4), (4.5) and (4.6), using the same method as in the proof of Theorem 3.3 we finish the
proof. 
Again, initial values in Theorem 4.3 remain to be computed explicitly.
5. DEGREE ZERO VIRASORO CONSTRAINTS FOR THREEFOLDS
The Virasoro constraints in degree zero for threefolds do not give anything new: all descen-
dent invariants are reduced to primary ones by string and dilaton equations. This follows from a
dimension argument already discussed in [14].
Degree zero primary invariants of P(1, 1, 1, N) are closely related to Gromov-Witten invariants
of [C3/ZN ], the stack defined by the weight (1, 1, 1) action of ZN on C3. The case N = 3 is of
14 YUNFENG JIANG AND HSIAN-HUA TSENG
special interest since this action is Calabi-Yau. In this case primary invariants with stacky insertions
are written as Hurwitz-Hodge integrals ∫
Mg,n1+n2 (BZ3)
λ3r1 ,
where n1, n2 represent n1 stacky points of type ω and n2 stacky points of type ω.
Some of these integrals have been predicted in physics [1]. For example,∫
M1,ω,ω,ω(BZ3)
λ3r1 = 0,
∫
M
1,ω6
(BZ3)
λ3r1 =
1
35
.
In genus zero, the generating function of these integrals is computed in [6], [7], [2], [5]. Mathe-
matical calculations of examples in higher genus are found in [3].
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