Based on high quality observations of multiplet V1 of O II and the NLTE atomic computations of O II we study the density and temperature of a sample of H II regions. We find that the signature for oxygen rich clumps of high density and low temperature is absent in all objects of our sample: one extragalactic and eight Galactic H II regions. The temperatures derived from: a) recombination lines of O II, and b) recombination lines of H I together with Balmer continua are lower than those derived from forbidden lines, while the densities derived from recombination lines of O II are similar or smaller than densities derived from forbidden lines. Electron pressures derived from collisionally excited lines are about two times larger than those derived from recombination lines. These results imply that the proper abundances are those derived from recombination lines and suggest that other processes in addition to direct photoionization, such as dissipation of turbulent energy in shocks, magnetic reconnection, and shadowed regions, might be responsible for the large ADF and t 2 values observed in H II regions.
Introduction
Since the collisional intensities of O lines, as well as other heavy elements, are several orders of magnitude stronger than the recombination lines, most abundances of heavy elements relative to those of hydrogen have been derived from collisionally excited lines. In addition usually collisional abundances are only derived under the assumption of chemical homogeneity and constant temperature.
O/H abundance ratios derived from recombination lines of O and H are higher than those derived from the ratio of a collisionally excited line (CL) of oxygen to a recombination line (RL) of H, this effect is called the abundance discrepancy problem, and the ratio of both types of abundances is called the abundance discrepancy factor (ADF). This problem also applies to other heavy elements like C, N, and Ne.
There are several explanations for the ADFs present in the literature for example: temperature variations in a homogeneous medium, inhomogeneous chemical composition, errors in the atomic parameters, and overestimation of the intensity of weak recombination lines. Errors in the atomic parameters have been ruled out because the ADF values vary from object to object, and the overestimation of the intensity of the weak lines has also been ruled out because the ADF problem persists for objects where weak unblended RLs have been measured with a S/N higher than 10.
In a chemically homogeneous medium I(O,RL)/I(H,RL) is proportional to the O/H ratio and is almost independent of the electron temperature. Alternatively I(O,CL)/I(H,RL) does depend on the electron temperature in such a way that in the presence of temperature variations the O/H abundances derived from temperature determinations based on CLs, assuming constant temperature, yield abundances smaller than the real ones giving rise to the presence of an ADF.
In a chemically inhomogeneous medium CLs are expected to originate mainly in regions that are relatively metal-poor, temperature-high and density-low, while the RLs are expected to originate mainly in regions that are relatively metal-rich, temperature-low, and densityhigh.
It is the purpose of this paper to study the cause of the ADF values. We will concentrate on the O/H ADF in H II regions considering two options: a) the presence of temperature variations in a chemically homogeneous medium and b) the presence of chemical inhomogeneities. It should be mentioned that chemical inhomogeneities also produce temperature variations. In addition to the evidence in favor of the presence of temperature variations based on chemical abundance determinations there is evidence of temperature variations based on high spatial resolution observations of the Orion nebula and the Ring nebula (O'Dell et al. 2003 (O'Dell et al. , 2013 .
The data of H II regions obtained with the Ultraviolet Visual Echelle Spectrograph, UVES, and the very large Kueyen telescope in Chile, VLT are specially suited for the study of faint emission lines due to their high quality, produced by their high spectral resolution and their high S/N. There are nine H II regions that have been observed with this equipment (Peimbert 2003; Esteban et al. 2004; García-Rojas et al. 2004 , 2006 . The observational data already published will be used in this paper. Hereafter we will refer to this data set as the UVES set. These papers show fractions of the spectra presenting the region of multiplet V1 of O II where the spectral resolution and the S/N can be appreciated. With the exception of the densities and temperatures derived in this paper and those derived by McNabb et al. (2013) from the UVES set, all the other values and densities presented in this paper were computed in the original papers that contain the observational UVES set.
In Section 2 we derive the electron temperatures from the ratio of [O III] We also compare these T 0 and t 2 values with those derived from other forbidden and permitted line ratios, such as those derived from the Balmer lines and continuum. In Section 3 we derive electron densities based on the O II recombination lines and compare them with those derived from forbidden lines. In Section 4 we compare the pressure derived from collisionally excited lines with that derived from recombination lines. In Section 5 we compare the O/H ratio derived with eight different methods for 30 Doradus, an H II region in the Large Magellanic Cloud. The discussion and conclusions are presented in Sections 6 and 7 respectively.
Temperature determinations based on the O II and [O III] lines
Earlier calculations of the effective recombination coefficients of O II were derived under the assumption that the fine-structure levels of the ground term of the recombining ion are thermally populated in proportion to their statistical weights (Peimbert et al. 1993; Storey 1994) , an assumption that has been shown to be inaccurate under low density nebular conditions (Ruiz et al. 2003; .
New ab initio calculations of the effective recombination coefficients, valid down to very low temperatures and taking into account the density dependence of the level populations of the ground states of the recombining ion, are now available for the recombination spectrum of O II (Bastin & Storey 2006; Liu 2012; Fang & Liu 2013, Storey unpublished) .
When choosing which O II RLs to use to derive the temperature and the abundace of the O ++ region there are three strong reasons to use the sum intensities of the eight lines of the V1 multiplet, I(V1): a) V1 is the brightest multiplet in the visual region, b) the intensity of a single line of the V1 multiplet is density dependent and the error in the density determination propagates into the resulting temperature or abundance, while the total intensity of the multiplet is practically density independent, and c) the error in the determination of the intensity of the whole multiplet, if the resolution is high enough to detect all the lines without blends from other ions, is considerably smaller than that of a single line.
The emission coefficients per ion per electron per cm −3 for these lines: ε V1 , ε 4959 , and ε 4363 as a function of temperature in the 5000 to 15000K range are given by:
and (Lennon & Burke 1994; Mendoza et al. 1999) where the C values are constants that depend on atomic parameters. The observed intensity of each line is given by:
where V is the emitting volume and r is the distance to the source. If we assume that T e is constant in the observed volue we have that
where W (O ++ ) is closely related to the emission measure and is common to all O ++ lines; therefore the ratio of two line intensities only depends on the emissivities, consequently
and
where R (V1/4959) and R (4363/4959) are the ratios of the emission coefficients; and C V1 /C 4959 = 6.56 × 10 −5 and C 4363 /C 4959 = 0.496 (Storey 1994; Lennon & Burke 1994; Mendoza et al. 1999 ). In Figure 1 we present Equation 6, the relation between R (V1/4959) and T ; equation 7 is the most often used to determine the temperature of photoionized regions.
From equations 6 and 7 we have determined T e (V1/4959) and T e (4363/4959), which, toghether with the T (O II) values derived by McNabb et al. (2013) , are presented in Table  1 . For all objects of the UVES set we find that T e (4363/4959) is higher than T e (V1/4959), considering that the dependence on T e is stronger for I(4363/4959) than for I(V1/4959), it is possible that the difference between the two sets of temperatures could be due to the presence of temperature variations over the observed volume.
We decided to follow the formalism introduced by Peimbert (1967) to determine the basic parameters of the temperature structure, T 0 (O ++ ) and t 2 (O ++ ), where
In the presence of temperature variations it is not possible to simplify equation 4 in the way is done in equation 5. In appendix A we present a way to relate line intensity ratios to the temperature structure. In this formalism we need two independent line intensity ratios (of lines of the same ion and with little density dependence) to derive T 0 (O ++ ) and t 2 (O ++ ).
From equation A9 and the temperature dependence of ε V1 , ε 4959 , and ε 4363 (equations 1, 2, and 3) we can write T e (V 1/4959) and T e (4363/4959) as a function of T 0 and t 2 :
Therefore from equations 10 and 11 we have derived T 0 (O ++ ) and t 2 (O ++ ), presented in Tables 1 and 3 . and McNabb et al. (2013) have used the I(4649)/I(4089) O II ratio to derive the electron temperature of the O ++ zone using only recombination lines (where λ 4649 belongs to the V1 multiplet, and λ 4089 belongs to the V48a multiplet). We have decided not to use this ratio for the following reasons: a) λ 4089 has been detected only in three of the nine H II regions in our sample: 30 Doradus, Orion, and NGC 3576, while for the other six regions only an upper limit to the intensity of the λ 4089 line can be obtained, that corresponds to a lower limit in the temperature, b) the I(4649)/I(4089) ratio depends very weakly on the electron temperature and in the three regions where it has been detected the error in the ratio is in the 15% to 20% range, an error of 15% in the I(4649/4089) O II ratio implies an error of about 3500 K for a temperature of 8000 K, c) λ4089 can have a significant contribution due to the Si IV line at λ4088.86, in this case only a lower limit of the temperature can be obtained from the I(4649)/I(4089) ratio.
There is evidence in favor of a contribution to the λ4089 feature due to the presence of the Si IV line at λ4088.86 for two of the three regions where λ4089 has been detected. For the Orion nebula a line around λ4116.10 has been detected and Esteban et al. (2004) suggested that it might be due to a line of the v2F0-6D multiplet of Fe II] at 4116.067, we do not agree with this suggestion because the other 5 lines of multiplet v2F0-6D were not detected: λλ4030.970, 4065.317, 4131.621, 4184.051 and 4243.085. We suggest that the line at λ4116.10 is the weaker one of the doublet of Si IV that includes λ4088.86. To confirm this suggestion we looked again at the original UVES spectrum of the Orion nebula (see Figure 2 ) and found that indeed the λ4088.86 line is present with an intensity of 0.017 after correcting for reddening, where I(Hβ) = 100. Therefore the observed I(4088.86)/I(4116.10) ratio is equal to 2.4 in good agreement with the theoretical ratio that amounts to two.
Furthermore the presented λλ4088.86, 4089.29, and 4116.10 line intensities are lower limits to the real intensities because in Orion there is a substantial component of the continuum due to dust scattered light (O'Dell &Hubbard 1965) that is expected to show the Si IV lines in absorption. The dust scattered light is mainly due to the brightest stars in the Trapezium with B0.5V, B0V, O7V and O9.5V spectral types, for components A, B, C, and D, respectively (Iriarte et al. 1965; Hoffleit & Jaschek 1982; Conti & Alschuler 1971) , the Si IV lines reach their peak intensities around the spectral type O9.5 to B0.5 (Conti 1973; Rudnick 1936) . Si IV lines in absorption have been detected in component C of the Trapezium see Figure 4 of Esteban et al. (1998) . We have not estimated the correction due to the underlying absorption that affects the Si IV λ4088.86 and the O II λ4089.29 line intensities in emission.
For 30 Doradus, where the feature at λ4089 has also been detected, there is an additional argument in favor of the presence of the Si IV line based on the central wavelength of the observed feature. The theoretical displacement of the Si IV λ4088.86 line is 0.43Å to the blue of the O II line at λ4089.29. For 30 Doradus the observed feature identified as λ4089.29 is shifted towards the blue by 0.31Å relative to the wavelength frame defined by the O II lines at λλ4072.16, and 4078.84, the shift suggests that a substantial fraction of the blend could be due to Si IV. By assuming that one fifth to two fifths of the λ4089 blend is due to Si IV we obtain a temperature in the 5000 to 12600 K range, while by assuming that the λ4089 intensity is due only to O II a temperature of 400 K is obtained.
Another argument in favor of the presence of Si IV in gaseous nebulae is that the weaker line of the Si IV doublet at λ4116.10 has been detected in some planetary nebulae of intermediate degree of ionization like NGC 6543, NGC 6572, IC 4997 and of higher degree of ionization like NGC 7009 and NGC 7662 (Hyung et al. 2000 (Hyung et al. , 1994a Hyung & Aller 1995; Aller, et al. 1966 ).
For the other six H II regions of our sample λ4089 was not detected, therefore an estimate of the λ4089 intensity is only an upper limit of the O II feature and consequently the T e values derived from Figure Table 1 we have estimated that, to determine the λ4089 line intensity with an error of 15% for the six objects where it was not detected, we need new observations with signal to noise ratios 4 to 13 times better than those present in the UVES set (4 for M8 and 13 for M20).
In Table 1 we also present the temperatures derived by McNabb et al. (2013) , from the I(4649)/I(4089) ratio, from the arguments and results presented above we consider that their results are only lower limits to the electron temperature, with the exception of the Orion nebula value that might be an upper limit to the temperature due to the contribution of dust scattered light showing the Si IV line in absorption.
To study the possibility of chemical inhomogeneities we present in Tables 2 and 3 
Density determinations based on the O II lines
The electron densities for the H II regions were derived from Figure 3 , where we plot the predicted I(4649)/I(4639 + 4651 + 4662) ratio from the atomic data by Storey (unpublished, see also Fang & Liu 2013) and are presented in Table 4 . We decided to use this ratio because the error in the I(4639 + 4651 + 4662) value is smaller than the error in the I(4662) value and the behavior versus density of I(4639) and I(4651) is similar to that of I(4662). The use of Figure 3 requires a temperature, and we are using the T 0 (O II) temperature presented in Table 1 , derived from the I(4959)/I(V1) and I(4959)/I(4363) ratios that is considerably more accurate than the temperature derived from the I(4649)/I(4089) ratio for the reasons presented in the previous section.
For M20 I(4639) was not measured, and the errors in the determination of I(4649), I(4651), and I (4662) are the largest of the sample and were not estimated, therefore we did not obtain the density for this object.
Also in Table 4 we include the densities derived from CLs presented in the VLT UVES papers. The atomic data used to derive the O II densities from RLs by McNabb et al. (2013) and us is the same, the different results come from the different O II lines used to determine the density and because we used the I(4959)/I(V1) ratio to determine the temperature while McNabb et al. used other O II lines to determine the temperature.
Electron pressure in H II regions
We determined the pressures using the ideal gas equation. In Table 5 we present the ratio of the pressure derived from the collisionally excited lines to the pressure derived from the recombination lines, P (CLs)/P (RLs). For P (CLs) we adopted the following equation, P (CLs) = n e CLs kT e (4363/4959),
where n e CLs , the average of the density determinations from CLs, was obtained from the original papers and is presented in Table 4 , k is the Boltzmann constant, and T e (4363/4959) is presented in Table 1 . The P (RLs) were obtained from n e (O II) and T 0 (O ++ ). For comparison we also present the ratio of pressures derived from the results by McNabb et al. (2013) , where the P (CLs) are the values derived by us and the P (RLs) are the values derived from the densities and temperatures presented in Table 2 of McNabb et al. (2013) (values also presented in the last column of Tables 1 and 4 of this paper).
The pressure ratios derived from our data are in the 0.85 to 3.95 range with an average value of 2.4. We consider that these ratios are important clues to study the process or processes that are responsible for the temperature variations present in H II regions.
In Figure 4 we show the P (CLs)/P (RLs) versus the n e (O II) values. This figure shows a trend of higher P (CLs)/P (RLs) with higher n e (O II) values, the lowest density H II regions show pressure ratios close to one, while the high density H II regions show pressure ratios close to four. A seemingly stronger correlation could be presented by plotting P (CLs)/P (RLs) versus n e [Cl III], but it is not more meaningful because n e [Cl III] is a positive ingredient in the pressure ratio.
These correlations indicate that there is a mechanism capable of producing hot clumps of high density. Since P (CLs)/P (RLs) is generally higher than one, it follows that hot, rather than cold, high density clumps are the dominant cause of temperature inhomogeneities. Furthermore this correlation shows that the mechanism that produces these hot clumps is more efficient at higher densities than at lower densities. This mechanism might be related with the age of the H II region, (in general we expect younger regions to be denser); it can also be related to shock waves (which would produce hot over-dense regions), that could be driven by turbulence (of which more is expected in young regions).
The P (CLs)/P (RLs) derived from the temperatures and densities obtained from RLs by McNabb et al. (2013) go from 1.32 to 530 with an average value of 89, if we disregard NGC 3603 their average value becomes 34 a value more than one order of magnitude higher than the one derived by us. We consider that the overestimation of the very weak O II line intensities used by McNabb et al. (2013) , that is partly due to blends of these lines with even weaker lines, is the main reason for the differences in the derived temperatures and densities.
We decided to compare the radial velocities of the O II and [O III] lines to try to find out if there was any difference that could give us a clue on the study of thermal inhomogeneities. In Table 6 we present the median heliocentric radial velocity of five lines of the V1 multiplet of O II, lines for which their intensity decreases with increasing temperature, and compare them with those of the λ4363 [O III] line, which originates in the O ++ region and whose intensity increases the most with temperature. We did not use the λ4959 and λ5007 [O III] lines due to two reasons: a) they are less temperature dependent than λ4363 and b) their shape might be affected by saturation effects. The average velocity difference between the O II and the [O III] lines of the sample amounts to 0.3 km/s, consistent within the uncertainties. This result is consistent with the idea that the H II regions of the sample are chemically homogeneous.
30 Doradus
It is well known that the abundances derived from collisionally excited lines based on the 4363/5007 [O III] temperatures, the so called direct method, are smaller than those derived from recombination lines. This difference has been known as the abundance discrepancy factor, ADF, the differences for H II regions are typically of about a factor of 1.5 to 3. The ADF values pose two fundamental problems: a) which are the correct abundances, and b) which are the physical conditions responsible for the difference in the derived abundances.
We will use 30 Doradus to advance further on this problem. 30 Doradus is a bright well observed H II region that has most of its oxygen in the twice ionized state. From the UVES observations it amounts to 85%, therefore its O/H ratio is one of the best studied among the observed galactic and extragalactic H II regions. From the observations of 30 Doradus by Peimbert (2003) there are at least eight qualitatively different determinations of the O/H ratio that can be obtained. In what follows we will present these determinations that exemplify some of the main methods that have been used to determine the O/H ratios in gaseous nebulae. We will discuss them in order of the derived O/H ratio. In Table 7 we present the eight O/H determinations. The DM method is based on the assumption of t 2 = 0.00 and the adoption of the temperatures derived from the ratio of the auroral and nebular lines of [O II] and [O III]. S1 is the homogeneous photoionization model computed by Tsamis & Péquignot (2005) , this model produces small temperature fluctuations that increase the O/H ratio by 0.03 dex relative to the value derived with the DM. Since the homogeneous photoionization model fails to reproduce the RLs of O II, Tsamis & Péquignot (2005) presented an inhomogeneous photoionization model with O rich low temperature clumps embedded into an H II region with normal O abundances, the D2 model. This model adjusts properly many of the observed CLs an RLs intensities and leads them to two conclusions: a) the temperature variations could be explained by the presence of the O-rich (O/H = 9.30) low temperature clumps, and b) if this is the case, the overall abundance of 30 Doradus is intermediate between those derived from CLs and RLs. The O/H gaseous abundance derived from the RL method is almost independent of the temperature, and the difference between the RL and DM methods is due to the temperature structure in the nebula. The RL plus dust method takes into account the fraction of O atoms tied up in dust grains . Finally the gas plus dust O/H ratios based on the CALM and RRM calibrations are also presented in Table 7 . These last two methods were calibrated using determinations based on the RLs plus dust method, so we expect the last 3 methods to agree within errors.
We consider that the best abundances for 30 Doradus, and for other H II regions, are those given by the RL + dust method. If the RLs are not available for a given object, but the auroral lines are, the best determination is that given by CALM and if only the nebular lines are available the best determination is the one given by the RRM.
In Table 8 we also include the t 2 values and the average T 0 values for the H + and O ++ zones predicted by the inhomogeneous photoionization model by Tsamis & Péquignot (2005) and the values derived from observations under the assumption of chemical homogeneity.
Discussion
The ADF problem comes from trying to reconcile the abundances derived from forbidden lines with those derived from recombination lines. The ADF problem is present in planetary nebulae and in H II regions. The ADF values in PNe can be due to four causes: temperature variations, chemical inhomogeneities, strong density variations, and non Maxwellian electron velocity distributions. For some objects it is not easy to separate these causes, for example chemical inhomogeneities produce temperature variations. For chemically homogeneous nebulae the proper abundances are those given by RLs, while in the presecnce of chemical inhomogeneities the representative abundances are intermediate between RL and CL abundances.
Chemical inhomogeneities in some PNe are well established (e.g. Jacoby 1979; Jacoby & Ford 1983; ?; Hazard et al. 1980; Torres-Peimbert et al. 1990; Liu et al. 2000; Barlow et al. 2006) , and probably they are the dominant component of the ADF values higher than about 5, we consider that most PNe with ADF values smaller than about 5 are probably chemically homogeneous. See the review by Liu (2006) discussing evidence in favor of chemical inhomogeneities in PNe, and the review by Peimbert & Peimbert (2006) discusssing evidence in favor of chemical homogeneity for most PNe with ADF values smaller than about 5.
The effect of electron densities on the abundance determinations of gaseous nebulae can also mimic spurious ADF values. Rubin (1989) ; Viegas & Clegg (1994) ; Tsamis et al. (2011) have studied the dependence of the line intensities on density when the upper energy levels producing forbidden lines are de-excited by collisions. Depending on the line of a given ion the critical density for collisional de-excitation is different. If this effect is not taken into account the temperatures derived from CLs are overestimated and the abundances are underestimated. This can be the case for high density gaseous nebulae and for certain ions. This effect is particularly relevant when infrared lines are used to determine abundances and for objects of relatively high density. We do not expect this effect to be important for the objects studied in this paper, since we are mainly using the 4363 and 4959 [O III] lines that have critical densities of 2.4 × 10 7 and 6.4 × 10 5 cm −3 respectively, values that are considerably higher than the densities of the H II regions considered here. Stasińska et al. (2007) have discussed the possibility that the ADF might be due to the presence of metal rich droplets inside H II regions. Their model predicts that the n d /n H II ratio is approximately ten, where n d is the density in the droplets and n H II is the density in the ambient H II region. Since in this model most of the recombination line emission is expected to come from the metal-rich droplets and most of the collisionally excited line emission is expected to originate from the ambient H II region a ratio of n(O II)/n CL considerably higher than one is expected. From Table 4 we obtain that for the UVES sample the average n(O II)/n CL is approximatelly 0.5 which is in conflict with the high metallicity droplets model. Tsamis & Péquignot (2005) have presented a photoionization model with two components, a component made of metal rich inclusions of low temperature and high density in pressure equilibrium with the other component. They adopt equal pressures for both components at similar optical depths. For an increasing metallicity of the clumped component its electron temperature decreases due to the more efficient cooling from CELs, while because of the equal pressures, its electron density proportionally increases. The idea of taking into account the behavior of the pressure in a two component model is an excellent tool to study the possible presence of metal rich inclusions of low temperature and high density. We will come back to this idea further on. Nicholls et al. (2012) have suggested that electrons do not have time to thermalize in ionized nebulae so κ-distributions are better suited than Maxwellian distributions to represent the electron distributions in these objects. A κ-distribution can be represented by a t 2 value, for objects with κ > 10 by the following relation:
this realtion is obtained from equations 16 and 18 of Peimbert (1967) , and figure 10 of Nicholls et al. (2012) . The accuracy of the equatoin is better than 1% in the 5000 to 20000 K temperature range.
We prefer the use of t 2 instead of κ for the following reasons: a) the t 2 formalism applies to many energy distributions for the electrons, not only to κ-distributions; b) t 2 can be used for objects with volume elements with different Maxwellian distributions (different temperatures), as well as objects with volume elements with different κ-distributions; c) to use κ-distributions, the processes that produce these distributions need to dominate the processes that produce Maxwellian distributions, while the t 2 formalism can be used for nebulae with Maxwellian distributions that include perturbations due to κ-distributions, d) κ-distributions have an excess of fast electrons (when compared with a single Maxwellian distribution) but no excess of slow electrons, and thus can only represent a limited number of physical processes, in particular they can not represent physical mechanisms that produce cooler regions, e.g. shadow ionization, while the t 2 formalism allows for processes that produce hotter and/or cooler regions, e) t 2 values predicted by photoionized models make non negligible contributions to the t 2 observed values, these contributions cannot be fitted by κ-distributions.
Peña-Guerrero et al. (2012) present a list of 28 Galactic and extragalactic H II regions with accurate t
2 determinations. The average ADF for this set is 1.7, while the average t 2 value is 0.044. From Equation 13 this t 2 value corresponds to a κ of 22.
The best O II recombination lines to derive the electron temperature and the electron density are those of multiplet 1, and the best observations available are those of the UVES set, obtained with the echelle of the VLT. The error in the temperature derived from the I(4649)/I(4089) ratio of O II is considerably higher than the error in the temperature derived from the I(4959,[O III])/I(V1,O II) ratio. The reasons are: a)λ4089 is a very weak line (moreover other O II lines that can be used to obtain the T e (O II) value, e.g. 4189 and 4590, are expected to be at least a factor of three weaker than 4089), b)λ 4089 is blended with other weak lines in particular with Si IV at λ4088.85, c) the dependence of the temperature on the I(4649)/I(4089) ratio is very weak; we conclude from this discussion that higher signal to noise data to that of the UVES set is needed to derive the temperature based only on recombination lines . Alternatively: a) λ4959 is a very strong line, b) λ4959 is not blended with lines of significant intensity, c) the I(4959,[O III])/I(V1,O II) ratio depends strongly on the temperature, d) in observations with the quality of the UVES set the lines of multiplet V1 are not blended with other lines, as can be seen in the figures of this multiplet presented in the UVES papers and in the agreement between the observed wavelengths with the theoretical ones.
In this paper we derive an equation based on the new recombination computations for O II by Storey (unpublished, but available from: Liu 2012; McNabb et al. 2013; (Peimbert & Peimbert 2011; Simón-Díaz & Stasińska 2011) .
From Figure 3 and the line intensities of the UVES set we derive the density of the H II region based only on O II recombination lines and find that it is similar or lower than the density derived from forbidden lines, this result also implies that the O II lines do not originate in high density knots. Moreover the electron presssure derived from the O II densities is similar to the electron pressure derived from the forbidden line densities. The small pressure differences between the recombination lines and the forbidden lines might be giving us clues about the cause of the temperatue variations.
Following the idea of the two components model one would expect the pressure derived from the CLs to be similar to the pressure derived from the RLs. A study using the recombination lines of O II and N II to determine temperatures and densities was made by McNabb et al. (2013) for a large number of PNe and H II regions. In Table 5 we present the ratio of the pressures from the O II lines derived from their Table 2 and those derived in this paper and find very large differences. From the temperatures and densities derived by McNabb et al. (2013) we obtain an average P(CLs)/P(RLs) higher than 34 for the nine H II regions discussed in this paper (see Table 4 ) . This result, if taken at face value, is contrary to the idea that there are high density low temperature knots embedded in these gaseous nebulae. McNabb et al. (2013) have in common with us five objects where they were able to determine temperatures and densities from RLs of both N ++ and O ++ , these results are presented in their Table 2 . The objects are M8, M17, NGC 3576, Orion, and 30 Doradus. From the ideal gas equation and the data presented by McNabb et al. (2013) it is found that the N II to O II electron pressure ratio, P (N II)/P (O II), presents a range of six orders of magnitude: from a ratio of 0.035 for the Orion nebula to a ratio of 50,000 for 30 Doradus. Since we expect the O ++ and N ++ regions to overlap substantially we expect the measured electron pressure ratio to be close to one. We consider that a large fraction of the range in the electron pressure ratio is due to large errors in the measurement of the recombination line intensities.
From the results of this paper, see Table 4 , we obtain an average for P (CLs)/P (RLs) for 8 H II regions equal to 2.4. This result also indicates that there are no metal-rich, highdensity, low-temperature knots present in our sample. Moreover this result is significantly larger than 1.0 and might give us a clue to explain the mechanism or mechanisms that produce the temperature variations. This value implies that the regions where the CLs mainly originate have slightly higher densities and temperatures than the regions where the RLs mainly originate; these pressure differences might be due to mild shocks or magnetic reconnection.
Conclusions
We present a set of equations and figures to derive T (V1/4959), We present evidence against the presence of metal-rich, temperature-low, density-high inclusions in the H II regions studied in this paper.
Of the several methods used to obtain the O/H ratio in H II regions we consider the RL + dust to be the best one. The second best is the one based on auroral lines but corrected taking into account t 2 , dust and the ionization structure, CALM method (Calibration based on the 
a Values from the VLT UVES papers.
b T e (Paschen) b Tsamis & Péquignot (2005) . 
