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Abstract
This paper is the first of a sequence of papers [W. Zhao, Differential operator specializations of noncommutative symmetric
functions (submitted for publication). math.CO/0509134; W. Zhao, Noncommutative symmetric functions and the inversion
problem (submitted for publication). math.CV/0509135; W. Zhao, A NCS system over the Grossman–Larson Hopf algebra of
labeled rooted trees (submitted for publication). math.CO/0509136; W. Zhao,NCS systems over differential operator algebras and
the Grossman–Larson Hopf algebra of labeled rooted trees (submitted for publication). math.CO/0509138. preprint] on the NCS
(noncommutative symmetric) systems over differential operator algebras in commutative or noncommutative variables [W. Zhao,
Differential operator specializations of noncommutative symmetric functions (submitted for publication). math.CO/0509134];
the NCS systems over the Grossman–Larson Hopf algebras [R. Grossman, R.G. Larson, Hopf-algebraic structure of families
of trees, J. Algebra 126 (1) (1989) 184–210. [MR1023294]; L. Foissy, Les alge`bres de Hopf des arbres enracine´s de´core´s
I, II, Bull. Sci. Math. 126 (3) (2002) 193–239; (4) 249–288. See also math.QA/0105212. [MR1909461]] of labeled rooted
trees [W. Zhao, A NCS system over the Grossman–Larson Hopf algebra of labeled rooted trees (submitted for publication).
math.CO/0509136]; as well as their connections and applications to the inversion problem [H. Bass, E. Connell, D. Wright,
The Jacobian conjecture, reduction of degree and formal expansion of the inverse, Bull. Amer. Math. Soc. 7 (1982) 287–330.
[MR 83k:14028]; A. van den Essen, Polynomial automorphisms and the Jacobian conjecture, in: Progress in Mathematics,
vol. 190, Birkha¨user Verlag, Basel, 2000. [MR1790619]] and specializations of NCSFs [W. Zhao, Noncommutative symmetric
functions and the inversion problem (submitted for publication). math.CV/0509135; W. Zhao, NCS systems over differential
operator algebras and the Grossman–Larson Hopf algebra of labeled rooted trees (submitted for publication). math.CO/0509138.
preprint]. In this paper, inspired by the seminal work [I.M. Gelfand, D. Krob, A. Lascoux, B. Leclerc, V.S. Retakh, J.-Y.
Thibon, Noncommutative symmetric functions, Adv. Math. 112 (2) (1995) 218–348. See also hep-th/9407124. [MR1327096]]
on NCSFs (noncommutative symmetric functions), we first formulate the notion of NCS systems over associative Q-algebras.
We then prove some results for NCS systems in general; the NCS systems over bialgebras or Hopf algebras; and the universal
NCS system formed by the generating functions of certain NCSFs in [I.M. Gelfand, D. Krob, A. Lascoux, B. Leclerc, V.S.
Retakh, J.-Y. Thibon, Noncommutative symmetric functions, Adv. Math. 112 (2) (1995) 218–348. See also hep-th/9407124.
[MR1327096]]. Finally, we review some of the main results that will be proved in the following papers [W. Zhao, Differential
operator specializations of noncommutative symmetric functions (submitted for publication). math.CO/0509134; W. Zhao, A
NCS system over the Grossman–Larson Hopf algebra of labeled rooted trees (submitted for publication). math.CO/0509136;
W. Zhao, NCS systems over differential operator algebras and the Grossman–Larson Hopf algebra of labeled rooted trees
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(submitted for publication). math.CO/0509138. preprint] as some supporting examples for the general discussions given in this
paper.
c© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Let K be any unital commutativeQ-algebra and A a unital associative but not necessarily commutative K -algebra.
Let t be a formal central parameter, i.e. it commutes with all elements of A, and A[[t]] the K -algebra of formal power
series in t with coefficients in A. ANCS (noncommutative symmetric) system over A (see Definition 2.1) by definition
is a 5-tuple Ω ∈ A[[t]]×5 which satisfies the defining equations (see Eqs. (2.1)–(2.5)) of the NCSFs (noncommutative
symmetric functions) first introduced and studied in the seminal paper [13]. When the base algebra K is clear in the
context, the ordered pair (A,Ω) is also called a NCS system. In some sense, a NCS system over the K -algebra A
can be viewed as a system of analogs in A of the NCSFs defined by the same equations. For more studies on NCSFs,
see [28,19,7,20,21,6].
One immediate but probably the most important example of the NCS systems is (NSym,Π ) (see Eqs. (2.28)–
(2.33)) formed by the generating functions of the NCSFs defined in [13] by Eqs. (2.1)–(2.5) over the free
K -algebraNSym of NCSFs. It serves as the universalNCS system over all associative K -algebras (see Theorem 2.15).
More precisely, for any NCS system (A,Ω), there exists a unique K -algebra homomorphism S : NSym → A such
that S×5(Π ) = Ω (Here we have extended the homomorphism S to S : NSym[[t]] → A[[t]] by the base extension).
Note that, it has been shown in [13], in the quotient modulo the commutator ofNSym, the NCSFs inΠ become the
corresponding classical (commutative) symmetric functions [23]. Hence, the universal NCS system for commutative
K -algebras is given by the generating functions of the corresponding classical (commutative) symmetric functions.
One of the main motivations for the introduction of NCS is as follows (see Section 2.3 for more discussions).
Note that, as an important topic in the theory of symmetric functions, the relations or polynomial identities among
various commutative or noncommutative symmetric functions have been known explicitly (see [23,13]). When aNCS
system Ω is given over a K -algebra A, by applying the K -algebra homomorphism S : NSym→ A guaranteed by the
universal property of the system (NSym,Π ) to the identities of the NCSFs in Π , we see the same identities hold for
the elements of A in the NCS system Ω . This could be a very effective way to obtain identities for certain elements
of A if we could show they are involved in a NCS system over A. On the other hand, if the given NCS system (A,Ω)
has already been well-understood, the K -algebra homomorphism S : NSym → A in turn gives a specialization
or realization [13,27] of NCSFs, which may provide some new understanding of NCSFs. For more studies on the
specializations of NCSFs, see the references quoted above.
This paper is the first of a sequence of papers on the NCS systems over differential operator algebras in
commutative or noncommutative variables [34]; theNCS systems over the Grossman–Larson Hopf algebras of labeled
rooted trees [36]; as well as their connections and applications to the inversion problem [3,11] and specializations of
NCSFs [35,37]. In this paper, we first introduce the notion of NCS systems over any associative K -algebras. We
then prove some results on the NCS systems in general, the NCS systems over bialgebras or Hopf algebras and the
universal NCS system from NCSFs [13], which will be needed in the following papers. Finally, we briefly review
some of the main results that will be proved in the following papers [34,36,37] as some supporting examples to the
general discussions given in the first part of this paper.
The arrangement of this paper is as follows. In Section 2.1, we first formulate the notion of NCS systems (A,Ω)
over any associative K -algebra A (see Definition 2.1). We then show in Lemma 2.5 the existence and uniqueness
of the solutions in A[[t]] of any one of Eqs. (2.2)–(2.5). Several direct consequences of Lemma 2.5 are given in
Corollaries 2.6–2.9. Finally, in Proposition 2.12, we prove a property of the NCS systems over bialgebras or Hopf
algebras. In Section 2.2, we first recall some NCSFs introduced in [13] and a graded Hopf algebra structure of the space
NSym of NCSFs. Then in Theorem 2.15 we show that the generating functions of these NCSFs form the universal
NCS system (NSym,Π ) over all K -algebra. Moreover, we also give some sufficient conditions in Theorem 2.15
for the algebra homomorphisms guaranteed by the universal property of (NSym,Π ) to be further homomorphisms
of bialgebras and Hopf algebras. In Section 2.3, we discuss some possible applications of the universal properties
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of the NCS system (NSym,Π ), which are also the main motivations for the introduction of the NCS systems over
associative K -algebras.
The results above form the first part of this paper. In the second part, Sections 3 and 4, we review some of the
main results that will appear in the sequels [34,36,37]. The main reasons for our including Sections 3 and 4 in this
paper are as follows. First, we think it is better to provide some concrete examples for the general discussions of
NCS systems given in Section 2, so the paper can be read as a more complete introduction to the newly defined NCS
systems. Secondly, considering the length of the whole series of papers, we hope that discussions in Sections 3 and
4 can also serve as a shorter survey or review of some of the main results obtained in the following papers [34,36,
37] (precisely speaking, they should be read as an announcement since these sequel papers for the time being are still
under submission).
In Section 3, we discuss the NCS systems that will be constructed in [34] over differential operator algebras
in commutative or noncommutative free variables. Certain properties of the resulting specialization of NCSFs by
differential operators, which will be proved in [34] and [37], are also discussed. In Section 4, for any non-empty
W ⊆ N+, we first recall the Connes–Kreimer Hopf algebra HWCK and the Grossman–Larson Hopf algebra HWGL of
W -labeled rooted forests and W -labeled rooted trees, respectively. We then discuss the NCS system (HWGL ,Ω
W
T )
that will be constructed in [36] over the Grossman–Larson Hopf algebra HWGL . Some of properties to be given in
[36,37] of the resulting specializations of NCSFs by W -labeled rooted trees will also be discussed in this section.
Finally, we briefly explain a connection, which will be given in [37], between the NCS system (HWGL ,Ω
W
T ) with the
NCS systems discussed in Section 3 over differential operator algebras. Some consequences of this connection to the
related specializations of NCSFs and the inversion problem [3,11] will also be discussed.
2. NCS systems over associative algebras
Let K be any unital commutative Q-algebra and A any unital associative but not necessarily commutative
K -algebra. Let t be a formal central parameter, i.e. it commutes with all elements of A, and A[[t]] the K -algebra
of formal power series in t with coefficients in A.
First let us introduce the following main notion of this paper, which is mainly motivated by the seminal work [13]
by Gelfand; Krob; Lascoux; Leclerc; Retakh and Thibon on NCSFs (noncommutative symmetric functions).
Definition 2.1. For any unital associative K -algebra A, a 5-tuple Ω = ( f (t), g(t), d(t), h(t),m(t)) ∈ A[[t]]×5 is
said to be a NCS (noncommutative symmetric) system over A if the following equations are satisfied.
f (0) = 1 (2.1)
f (−t)g(t) = g(t) f (−t) = 1, (2.2)
ed(t) = g(t), (2.3)
dg(t)
dt
= g(t)h(t), (2.4)
dg(t)
dt
= m(t)g(t). (2.5)
When the base algebra K is clear in the context, we also call the ordered pair (A,Ω) a NCS system. Since NCS
systems often come from generating functions of certain elements of A that are under concern, the components of Ω
will also be referred to as the generating functions of their coefficients.
2.1. NCS systems in general
In this subsection, we prove some results for theNCS systems in general and also theNCS systems over bialgebras
and Hopf algebras.
First, let us fix the following convention that will be used implicitly throughout this paper.
Convention. (a) All K -algebras in this paper are assumed to be unital associative K -algebras and all K -algebra
homomorphisms are assumed to be unit-preserving.
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(b) For any K -algebras B and A and any K -linear map S : B → A, we always extend S to a linear map, which we
will still denote by S, from B[[t]] to A[[t]] by the base extension, i.e. for any∑m≥0 bm tm ∈ B[[t]], we set
S
(∑
m≥0
bm tm
)
=
∑
m≥0
S(bm)tm . (2.6)
Furthermore, for any m ≥ 1, we denote by S×m the K -linear map from B[[t]]×m to A[[t]]×m induced by
S : B[[t]] → A[[t]].
Now let A be any unital K -algebra andΩ aNCS system over A as given in Definition 2.1. We define five sequences
of elements of A by writing
f (t) :=
∑
m≥0
tmλm . (2.7)
g(t) :=
∑
m≥0
tmsm, (2.8)
d(t) :=
∑
m≥1
tm
m
φm, (2.9)
h(t) :=
∑
m≥1
tm−1ψm, (2.10)
m(t) :=
∑
m≥1
tm−1ξm . (2.11)
We will also denote each sequence of the elements of A defined above by the corresponding letter without sub-
index. For example, λ denotes the sequence {λm | m ≥ 0} defined in Eq. (2.7) and ξ denotes the sequence {ξm | m ≥ 1}
defined in Eq. (2.11), etc.
Next, let us start with the following simple but useful properties of NCS systems.
Lemma 2.2. Let A and B be any K -algebras and S : B → A an algebra homomorphism. Let Ω˜ be a NCS system
over B. Then Ω := S×5(Ω˜) is a NCS system over A.
Proof. Note that, by our convention above, S : B[[t]] → A[[t]] is also a unital K -algebra homomorphism and
commutes with the linear operator ddt . With these observations, it is easy to see that, the components of the 5-tuple
Ω := S×5(Ω˜) also satisfy Eqs. (2.1)–(2.5). Hence the lemma follows. 
Lemma 2.3. Let (A,Ω) be a NCS system as fixed above. Define the 5-tuple Ω τ to be
Ω τ := (g(−t), f (−t),−d(t),−m(t),−h(t)). (2.12)
Then Ω τ is also a NCS system over A.
We call the NCS system Ω τ the flip of Ω .
Proof. First, for convenience, we also write Ω τ as
Ω τ =: ( f˜ (t), g˜(t), d˜(t), h˜(t), m˜(t)),
i.e. we set f˜ (t) := g(−t); g˜(t) := f (−t); etc.
By setting t = 0 in Eq. (2.2) for Ω , we see that f˜ (0) = g(0) = 1. So we get Eq. (2.1) for Ω τ . By rewriting
Eq. (2.2) for Ω in terms of f˜ (t) and g˜(t), we see Eq. (2.2) also holds for Ω˜ . To show Eq. (2.3) for Ω τ , we consider
ed˜(t) = e−d(t)
= g(t)−1
= f (−t)
= g˜(t).
Hence we get Eq. (2.3) for Ω τ .
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Now consider Eqs. (2.4) and (2.5) for Ω τ . Note first that, by applying ddt to Eq. (2.2) for Ω , we have
0 = d f (−t)
dt
g(t)+ f (−t)dg(t)
dt
,
0 = dg(t)
dt
f (−t)+ g(t)d f (−t)
dt
.
Replacing dg(t)dt by m(t)g(t) and g(t)h(t) respectively in the last two equations above and then solving
d f (−t)
dt , we get
d f (−t)
dt
= − f (−t)m(t),
d f (−t)
dt
= −h(t) f (−t).
Rewriting the last two equations above in terms of g˜(t), h˜(t) and m˜(t), we get Eqs. (2.4) and (2.5) for Ω τ . 
Let Ai (i = 1, 2) be any K -algebras and Ωi a NCS system over Ai . Write Ωi as
Ωi = ( fi (t), gi (t), di (t), hi (t),mi (t))
and set
f3(t) := f1(t)⊗ f2(t),
g3(t) := g1(t)⊗ g2(t),
d3(t) := d1(t)⊗ 1+ 1⊗ d2(t),
h3(t) := h1(t)⊗ 1+ 1⊗ h2(t),
m3(t) := m1(t)⊗ 1+ 1⊗ m2(t)
Ω1⊗K Ω2 := ( f3(t), g3(t), d3(t), h3(t),m3(t)). (2.13)
We call Ω1⊗K Ω2 the tensor product (over K ) of the NCS systems of Ω1 and Ω2. Then we have the following
proposition.
Proposition 2.4. Let (Ai ,Ωi )(i = 1, 2) be NCS systems. Then, the tensor product Ω1⊗K Ω2 of the NCS systems of
Ω1 and Ω2 forms a NCS system over the K -algebra A1⊗K A2.
Proof. The proof is straightforward, and is just to check the components of Ω1⊗K Ω2 satisfy Eqs. (2.1)–(2.5). First,
it is easy to see that Eqs. (2.1) and (2.2) are satisfied. To show Eq. (2.3), note that, d1(t)⊗ 1 and 1⊗ d2(t) as elements
of (A1⊗K A2)[[t]] commute with each other. By this fact, we have
ed3(t) = ed1(t)⊗1+1⊗d2(t)
= ed1(t)⊗1e1⊗d2(t).
Applying Eq. (2.3) for g1(t) and g2(t):
= (g1(t)⊗ 1)(1⊗ g2(t))
= g1(t)⊗ g2(t)
= g3(t).
Next, let us show Eq. (2.4) as follows.
dg3(t)
dt
= d
dt
(g1(t)⊗ g2(t))
= dg1(t)
dt
⊗ g2(t)+ g1(t)⊗ dg2(t)dt
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Applying Eq. (2.4) for g1(t) and g2(t):
= (g1(t)h1(t))⊗ g2(t)+ g1(t)⊗ (g2(t)h2(t))
= (g1(t)⊗ g2(t))(h1(t)⊗ 1+ 1⊗ h2(t))
= g3(t)h3(t).
Hence, we get Eqs. (2.4) and (2.5) can be proved similarly. 
Next, let us prove the existence and uniqueness of solutions for any one of Eqs. (2.2)–(2.5).
Lemma 2.5. Let A be any associative K -algebra. Then, for any one of Eqs. (2.2)–(2.5), if one generating function in
the equation fixed to be an element of A[[t]] with f (0) = 1, g(0) = 1 or d(0) = 0 if f (t), g(t) or d(t) is the one
fixed, the equation has one and only one solution in A[[t]] for the other generating function.
Proof. First, the lemma is obvious for Eqs. (2.2) and (2.3). To see it is also true for Eq. (2.4), we write g(t) and h(t)
as in Eqs. (2.8) and (2.10), respectively. Using the fact s0 = 1 and Eq. (2.4), we have∑
m≥1
msm tm−1 =
(
1+
∑
m≥1
sm tm
)(∑
m≥1
ψm tm−1
)
.
Comparing the coefficients of tm−1(m ≥ 2) in the equation above, we get
ψ1 = s1, (2.14)
msm = ψm +
∑
k+l=m,
k,l≥1
skψl , (2.15)
for any m ≥ 2.
Then, by Gauss’ elimination method, it is easy to see that, if one of the sequences {sm | m ≥ 1} and {ψm | m ≥ 1}
is given, the other can always be obtained in a unique way. Hence the lemma is true for Eq. (2.4). Similarly, we can
prove the lemma for Eq. (2.5). 
From Lemma 2.5 and its proof, it is easy to see that we have the following three corollaries.
Corollary 2.6. For any K -algebra A and c(t) ∈ A[[t]], we have
(a) If c(0) = 1, then, for any i = 1 or 2, there exists a unique NCS system Ω over A with c(t) as the i th component.
(b) If c(0) = 0, then, there exists a unique NCS system Ω over A with c(t) as the 3rd component.
(c) For any i = 4 or 5, there exists a unique NCS system Ω over A with c(t) as the i th component.
Corollary 2.7. Let (A,Ω) be a NCS system. Then, any component of Ω completely determines the others. In other
words, if two NCS systems over A have a same component at a same location, then these two systems are completely
same.
Corollary 2.8. Let (A,Ω) be a NCS system. For any sequence w = {wm | m ≥ 1} of elements of A, we denote by
K 〈w〉 the unital subalgebra of A generated by wm’s. Then, for any sequence w = s, φ, ψ or ξ , we have
K 〈w〉 = K 〈λ〉. (2.16)
Corollary 2.9. Let (A,Ω) and (B, Ω˜) be NCS systems and S : B → A a K-algebra homomorphism. Suppose that,
for some 1 ≤ j ≤ 5, S maps the j th component of Ω˜ to the j th component of Ω . Then, S×5(Ω˜) = Ω .
Proof. First, by Lemma 2.2, we see that S×5(Ω˜) also is a NCS system over A. Since the NCS systems S×5(Ω˜) and
Ω over A have same j th component, by Corollary 2.7, we have S×5(Ω˜) = Ω . 
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Proposition 2.10. Let (A,Ω) a NCS system as fixed in Definition 2.1 and τ : A → A a K-algebra homomorphism
such that τ(φm) = −φm for any m ≥ 1. Then, we have
τ(λm) = (−1)msm, (2.17)
τ(sm) = (−1)mλm, (2.18)
τ(ψm) = −ξm, (2.19)
τ(ξm) = −ψm . (2.20)
Proof. Let τ×5(Ω) and Ω τ be respectively the image of Ω under the homomorphism τ and the flip of Ω defined in
Eq. (2.12). By Lemmas 2.2 and 2.3, we know both τ×5(Ω) and Ω τ are NCS systems over A. While on the other
hand, by the conditions in the proposition, we know τ×5(Ω) and Ω τ have the same third component −d(t). So, by
Corollary 2.7, we have τ×5(Ω) = Ω τ from which Eqs. (2.17)–(2.20) follow directly. 
Next we consider NCS systems over some special algebras A.
Proposition 2.11. Let (A,Ω) be any NCS system over a commutative K -algebra A. Then we have
m(t) = h(t) = d′(t), (2.21)
where d′(t) denotes the first derivative of d(t) over t.
In particular, the system of Eqs. (2.1)–(2.5) is reduced to:
f (0) = 1,
f (−t)g(t) = 1,
dg(t)
dt
= g(t)h(t), or equivalently, ed(t) = g(t).
Proof. Since A is commutative, so is A[[t]]. In this case, Eqs. (2.4) and (2.5) become same. Applying ddt to Eq. (2.3)
and, by the chain rule, we have
dg(t)
dt
= d
dt
ed(t) = ed(t)d′(t) = g(t)d′(t).
From the observations above, we see that h(t), m(t) and d′(t) are all solutions of Eq. (2.4) with (same) g(t).
Therefore, by Lemma 2.5, we have Eq. (2.21) and the proposition follows. 
Next, we consider NCS systems over K -bialgebras. First we need recall the following notions (see [1,17,24] for
more details). Let A be a K -bialgebra with the coproduct denoted by∆ : A→ A⊗ A. An element x ∈ A is primitive
if∆(x) = 1⊗ x + x ⊗ 1. x ∈ A is a group-like element if∆(x) = x ⊗ x . A sequence {am | m ≥ 0} of elements of A
is said to be a sequence of divided powers if, for any m ≥ 0, we have
∆am =
∑
k+l=m
k,l≥0
ak ⊗ al . (2.22)
Now let t be a central parameter as before, we extend the counit  of A to  : A[[t]] → k by setting (t) = 0 and
the coproduct ∆ of A to ∆ : A[[t]] → A[[t]]⊗K A[[t]] by the base extension. Then, with the extended counit and
coproduct, A[[t]] is also a K -bialgebra. With this K -bialgebra structure fixed on A[[t]], for any sequence {am | m ≥ 0}
of elements of A, it is easy to check the following facts:
• the sequence {am | m ≥ 0} is a sequence of divided powers of A iff its generating function a(t) :=∑m≥0 am tm is
a group-like element of A[[t]];
• all elements am(m ≥ 0) are primitive in A iff the generating function a(t) is a primitive element of A[[t]].
Proposition 2.12. Let (A,Ω) be a NCS system. Suppose A is further a K -bialgebra. Then the following statements
are equivalent.
(1) {λm | m ≥ 0} is a sequence of divided powers of A.
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(2) {sm | m ≥ 0} is a sequence of divided powers of A.
(3) One (hence also all) of d(t), h(t) and m(t) is primitive in A[[t]].
Note that, the statement (3) is same as saying that, the sequence {φm | m ≥ 1}, {ψm | m ≥ 1} or {ξm | m ≥ 1} is a
sequence of the primitive elements of A.
Proof. By the discussion before the proposition, it will be enough to show that the following equations are equivalent
to each other.
∆ f (t) = f (t)⊗ f (t), (2.23)
∆g(t) = g(t)⊗ g(t), (2.24)
∆d(t) = d(t)⊗ 1+ 1⊗ d(t), (2.25)
∆h(t) = h(t)⊗ 1+ 1⊗ h(t), (2.26)
∆m(t) = m(t)⊗ 1+ 1⊗ m(t). (2.27)
First, we identify the K -algebras A[[t]]⊗K A[[t]] with (A⊗K A)[[t]] in the standard way. Then, both sides of
Eqs. (2.23)–(2.27) can be viewed as elements of the K -algebra (A⊗K A)[[t]].
Secondly, note that, the 5-tuple of (A⊗K A)[[t]] formed by the LHS’s of Eqs. (2.23)–(2.27) in the same order
as the equations displayed above is the image ∆×5(Ω) in ((A ⊗ A)[[t]])×5 of the NCS system Ω over A under the
K -algebra homomorphism∆×5 : A×5→ (A⊗K A)×5; while the 5-tuple of (A⊗K A)[[t]] on the RHS’s is the tensor
product Ω ⊗K Ω of the NCS system Ω with itself. Then, by Lemma 2.2, we know ∆Ω is a NCS system over the
K -algebra (A⊗K A)[[t]], and, by Proposition 2.4, Ω ⊗K Ω is also a NCS system over (A⊗K A)[[t]]. Also note that,
one of Eqs. (2.23)–(2.27) holds iff the NCS systems ∆Ω and Ω ⊗ Ω have the same component at the same location.
Hence, by Corollary 2.7, Eqs. (2.23)–(2.27) are equivalent to each other and the proposition follows. 
2.2. The universal NCS system from noncommutative symmetric functions
In this subsection, we first recall the definitions of some NCSFs (noncommutative symmetric functions) first
introduced and studied in [13], whose generating functions form a NCS system Π over the free associative algebra
NSym generated by an alphabet {Λm | m ≥ 1}. We then show in Theorem 2.15 that the NCS system (NSym,Π )
from NCSFs is actually the universal NCS system over all associative K -algebras. When A is further a K -bialgebra
(resp. Hopf algebra), some sufficient conditions for the algebra homomorphism S : NSym → A to be a bialgebra
(resp. Hopf algebra) homomorphism are also given in Theorem 2.15.
First, let K be a unital commutative Q-algebra as before and Λ = {Λm | m ≥ 1} be an alphabet, i.e. a sequence
of noncommutative free variables. For convenience, we also set Λ0 = 1. Let NSym or K 〈Λ〉 be the free associative
algebra generated by Λ over K . We denote by λ(t) the generating function of Λm(m ≥ 0), i.e. we set
λ(t) :=
∑
m≥0
tmΛm = 1+
∑
k≥1
tmΛm . (2.28)
In the theory of NCSFs, Λm(m ≥ 0) is the noncommutative analog of the mth classical (commutative) elementary
symmetric function and is called the mth (noncommutative) elementary symmetric function.
To define some other NCSFs, we consider Eqs. (2.2)–(2.5) over the free K -algebra NSym with f (t) = λ(t). The
solutions for g(t), d(t), h(t), m(t) exist and are unique (see Corollary 2.6, for example), whose coefficients will be
the NCSFs that we are going to define. Following the notation in [13], we denote the resulting 5-tuple by
Π = (λ(t), σ (t),Φ(t), ψ(t), ξ(t)) (2.29)
and write the last four generating functions of Π explicitly as follows.
σ(t) =
∑
m≥0
tmSm, (2.30)
Φ(t) =
∑
m≥1
tm
Φm
m
, (2.31)
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ψ(t) =
∑
m≥1
tm−1Ψm, (2.32)
ξ(t) =
∑
m≥1
tm−1Ξm . (2.33)
Note that, in terms of the terminology in the previous subsection, the 5-tuple Π defined above is the unique NCS
system with f (t) = λ(t) in Eq. (2.28) over the free K -algebra NSym.
Following [13], we call Ψm and Ξm(m ≥ 1) the mth power sum symmetric function of the first kind. Note that,
Ξm(m ≥ 1) were denoted by Ψ∗m in [13]. Due to Proposition 2.14 below, the NCSFs Ξm(m ≥ 1) do not play an
important role in the NCSF theory (see the comments in page 234 in [13]). But, in the context of some other problems,
relations of Ξm’s with other NCSFs, especially, with Ψm’s, are also important. For example, this is indeed the case
in [35] where connections of NCSFs with the inversion problem are concerned. So we here refer Ξm ∈ NSym(m ≥ 1)
as the mth (noncommutative) power sum symmetric function of the third kind.
The following two propositions proved in [13,19] will be very useful for our later arguments.
Proposition 2.13. For any unital commutativeQ-algebra K , the free algebraNSym is freely generated by any one of
the families of the NCSFs defined above.
Proposition 2.14. Let ωΛ be the anti-involution of NSym which fixes Λm(m ≥ 1). Then, for any m ≥ 1, we have
ωΛ(Sm) = Sm, (2.34)
ωΛ(Φm) = Φm, (2.35)
ωΛ(Ψm) = Ξm . (2.36)
As shown in [13], the connections between the NCSFs and the classical (commutative) symmetric functions [23],
are as follows. Let X = {Xm | m ≥ 1} be another alphabet and K 〈X〉 the free associative algebra generated by X
over K . We can view NSym as a subalgebra of K 〈X〉 by setting, for any m ≥ 1,
Λm =
∑
i1<i2<···<im
X i1X i2 · · · X im . (2.37)
Let I be the two-sided ideal generated by the commutators of Xm’s and x the image of X in the quotient algebra
modulo I. Then, in the quotient algebra K [x], Λm and Sm(m ≥ 1) become the mth elementary symmetric function
and the mth complete elementary symmetric function, respectively; while Φm ,Ψm and Ξm(m ≥ 1) all become the mth
power sum symmetric function. See [23] for more studies on the classical symmetric functions above.
Next, let us recall the following graded K -Hopf algebra structure of NSym. It has been shown in [13] that NSym
is the universal enveloping algebra of the free Lie algebra generated by Ψm(m ≥ 1). Hence, it has a Hopf K -algebra
structure as all other universal enveloping algebras of Lie algebras do. Its counit  : NSym → K , coproduct ∆ and
antipode S are uniquely determined by
(Ψm) = 0, (2.38)
∆(Ψm) = 1⊗Ψm +Ψm ⊗ 1, (2.39)
S(Ψm) = −Ψm, (2.40)
for any m ≥ 1.
Furthermore, we define the weight for NCSFs by setting the weight of any monomial Λi1m1Λ
i2
m2 · · ·Λikmk to be∑k
j=1 i jm j . For any m ≥ 0, we denote by NSym[m] the vector subspace of NSym spanned by the monomials of
Λ of weight m. Then it is easy to see that
NSym =
⊕
m≥0
NSym[m], (2.41)
which provides a grading for NSym.
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Note that, it has been shown in [13], for any m ≥ 1, the NCSFs Sm,Φm,Ψm ∈ NSym[m]. By Proposition 2.14,
this is also true for the NCSFs Ξm’s. By the facts above and Eqs. (2.38)–(2.40), it is also easy to check that, with the
grading given in Eq. (2.41), NSym forms a graded K -Hopf algebra. Its graded dual is given by the space QSym of
quasi-symmetric functions, which were first introduced by Gessel [14] (see also [22,27] for more discussions).
Now we come back to our discussions on the NCS systems. Note that, we have seen that (NSym,Π ) by definition
forms a NCS system. More importantly, we have the following theorem on the NCS system (NSym,Π ).
Theorem 2.15. Let A be a K -algebra and Ω a NCS system over A. Then,
(a) There exists a unique K -algebra homomorphism S : NSym→ A such that S×5(Π ) = Ω .
(b) If A is further a K -bialgebra (resp. K -Hopf algebra) and one of the equivalent statements in Proposition 2.12
holds for theNCS system Ω , then S : NSym→ A is also a homomorphism of K -bialgebras (resp. K -Hopf algebras).
Proof. (a) LetΩ be given as in Definition 2.1 and its components given as in Eqs. (2.7) and (2.11). Let S : NSym→ A
be the unique K -algebra homomorphism such that, for any m ≥ 1,
S(Λm) = λm . (2.42)
Since NSym is freely generated by Λm(m ≥ 1) as a K -algebra, S is well-defined. Then, by Corollary 2.9, we have
S×5(Π ) = Ω . The uniqueness of S follows from the requirement S(λ(t)) = f (t), which is the same as Eq. (2.42),
and again the fact that NSym is freely generated by Λm(m ≥ 1).
(b) Let  and A denote the counits of NSym and A, respectively, and ∆ denote the coproducts of both NSym and
A. Then we need show the following two equations.
(S⊗ S) ◦∆ = ∆ ◦ S (2.43)
A ◦ S = . (2.44)
First, by the second condition in (b) and Proposition 2.12, we may assume ψm(m ≥ 1) are all primitive elements
of A. By Eq. (2.39), we know that Ψm(m ≥ 1) are all primitive elements of NSym. Secondly, note that, all the maps
involved in Eqs. (2.43) and (2.44) are K -algebra homomorphisms, and, by Proposition 2.13,NSym is freely generated
by Ψm(m ≥ 1) as a K -algebra. Therefore, to show Eqs. (2.43) and (2.44), it will be enough to show that both sides of
the equations have same values at Φm(m ≥ 1).
With the observations above, for any m ≥ 1, we consider
(S⊗ S)(∆Ψm) = (S⊗ S)(Ψm ⊗ 1+ 1⊗Ψm)
= S(Ψm)⊗ 1+ 1⊗ S(Ψm)
= ψm ⊗ 1+ 1⊗ ψm
= ∆ψm .
Hence, we have Eq. (2.43).
To show Eq. (2.44), first, by Theorem 2.1.3 in [1], we know that the counit of any K -bialgebra B maps any primitive
element y ∈ B to zero. Therefore, for any m ≥ 1, we have (ψm) = 0 and A(S(Ψm)) = A(ψm) = 0. Hence we
have Eq. (2.44).
Finally, let us consider the case that A is further a K -Hopf algebra. We need show that S in this case also commutes
with the antipodes of K 〈Λ〉 and A, i.e.
S ◦ S = S ◦ S, (2.45)
where both the antipodes of K 〈Λ〉 and A are denoted by S.
First, since both antipodes S are anti-homomorphisms of K -algebras and S : NSym → A is a K -algebra
homomorphism, it will be enough to show that both sides of Eq. (2.45) have same values at Ψm(m ≥ 1). Secondly,
it is well-known (see [1], for example) and also easy to check that the antipode S of any Hopf algebra A maps any
primitive element x ∈ A to −x . By the observations above, we have
S ◦ S (Ψm) = S(ψm) = −ψm,
S ◦ S (Ψm) = S(−Ψm) = −ψm .
Hence, Eq. (2.45) holds. 
W. Zhao / Journal of Pure and Applied Algebra 210 (2007) 363–382 373
Remark 2.16. By taking the quotient over the two-sided ideal generated by the commutators of Λm’s, or applying
the similar arguments as in the proof of Theorem 2.15, it is easy to see that, over the category of commutative
K -algebras, the universal NCS system is given by the generating functions of the corresponding classical
(commutative) symmetric functions [23].
Remark 2.17. Following the referee’s suggestion, we would like to point out a connection of the universal
homomorphism S : NSym→ A with the universal homomorphism from the Hopf algebra QSym of quasi-symmetric
functions to combinatorial Hopf algebras introduced and studied in [2].
Suppose that A is graded and connected, and one of the statements of Proposition 2.12 holds, say statement (b).
Furthermore assume in this case that the elements sm(m ≥ 1) are homogeneous and with grading m. Denote by A∗
the graded dual Hopf algebra of A. Then, by taking duals, we get a homomorphism S∗ : A∗ → QSym of K-Hopf
algebras. Let ζ be the linear functional of A∗ induced by the sequence {sm | m ≥ 0}, i.e. ζ |A∗m (m ≥ 0) is given by
evaluating elements of A∗m at sm . Since the sequence {sm | m ≥ 0} is a sequence of divided powers, one may easily
check that ζ is a character of A∗, i.e. ζ : A∗→ K is a homomorphism of K-algebras. In terms of the notion introduced
in [2], the pair (A∗, ζ ) becomes a combinatorial Hopf algebra, and the homomorphism S∗ : A∗ → QSym coincides
with the unique homomorphism guaranteed by Theorem 4.1 in [2] for combinatorial Hopf algebras.
2.3. Possible applications
In this subsection, we discuss the following possible applications of the universal property of the NCS system
(NSym,Π ) given in Theorem 2.15. From the discussions below, we also can see some of the main motivations for
the introduction of the NCS systems over associative algebras.
First, the universal property of the NCS system (NSym,Π ) can be used to solve any equations of Eqs. (2.2)–(2.5)
over any K -algebras A. For example, given a K -algebra A and h(t) ∈ A[[t]] with h(0) = 0, we can solve Eqs. (2.3)
and (2.4) for d(t) and g(t) as follows. First, by Corollary 2.6, we know, theoretically, that there exists a unique NCS
systemΩ over A with h(t) as its fourth component. Hence, by the universal property of (NSym,Π ), we have a unique
homomorphism S : NSym → A such that S×5(Π ) = Ω . On the other hand, the relations or polynomial identities
between any two families of the NCSFs in the first four components of Π have been given explicitly in [13]. By
applying the anti-involution ωΛ in Proposition 2.14, one can easily derive the relations of the NCSFs Ξm’s with other
NCSFs in Π (for example, see section 4.1 in [35] for a complete list). In particular, the coefficients of σ(t) and Φ(t)
can be written as certain polynomials in the coefficients of ψ(t). Now, by simply applying the algebra homomorphism
S to these polynomials, we get the coefficients of the wanted solutions d(t) and g(t) in terms of the same polynomials
in the coefficients of h(t). Hence, we get the solution g(t) and h(t) in A[[t]]. From the arguments above, we see
that the generating functions of the NCSFs in the universal NCS system (NSym,Π ) can be viewed as the universal
solutions to Eqs. (2.2)–(2.5) over all associative K -algebras.
Secondly, suppose that aNCS system (A,Ω) is given. By applying the K -algebra homomorphism S : NSym→ A
guaranteed by the universal property of the system (NSym,Π ) to the identities of the NCSFs in the NCS system
Π , we get the same identities for the corresponding elements of A in the NCS system Ω . This could be a very
effective way to obtain identities for certain elements of A if we could show that they are involved in a NCS system
over A. For example, this gadget will be applied in the paper that follows [35] to derive some identities for certain
differential operators which are important in the studies of the inversion problem [3,11], i.e. the problem to study
various properties of the inverse maps of affine spaces. On the other hand, if the givenNCS system (A,Ω) has already
been well-understood, the K -algebra homomorphism S : NSym→ A in turn gives a specialization or realization [13,
27] of NCSFs, which may be applied to study certain properties of NCSFs.
3. NCS systems over differential operator algebras
In this section, we discuss the NCS systems that will be constructed in [34] over differential operator algebras in
commutative or noncommutative free variables. Certain properties of the resulting differential operator specializations
of NCSFs, which will be proved in [34] and [37], will also be discussed. The main purposes of this section and the
next one are, first, to provide some supporting examples for the general discussions of NCS systems given in the
previous section, and second, to give a shorter survey or review of some of the main results to be given in the papers to
follow [34,36,37]. For more examples of the specializations of NCSFs, see the references quoted in the introduction.
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First, let us fix the following notation.
Let K be any unital commutative Q-algebra as before and z = (z1, z2, . . . , zn) commutative or noncommutative
free variables.1 Let t be a formal central parameter, i.e. it commutes with z and elements of K . We denote by K 〈〈z〉〉
and K [[t]]〈〈z〉〉 the K -algebras of formal power series in z over K and K [[t]], respectively.
By a K -derivation or simply derivation of K 〈〈z〉〉, we mean a K -linear δ : K 〈〈z〉〉 → K 〈〈z〉〉 that satisfies the Leibniz
rule, i.e. for any f, g ∈ K 〈〈z〉〉, we have
δ( f g) = (δ f )g + f (δg). (3.1)
We will denote byDerK 〈〈z〉〉 orDer〈〈z〉〉, when the base algebra K is clear from the context, the set of all K -derivations
of K 〈〈z〉〉. The unital subalgebra of Endk(K 〈〈z〉〉) (endomorphisms of K 〈〈z〉〉 as a K -vector space) generated by all K -
derivations of K 〈〈z〉〉 will be denoted by DK 〈〈z〉〉 or D〈〈z〉〉. Elements of D〈〈z〉〉 will be called (formal) differential
operators in the free variables z.
For any α ≥ 1, we denote by Der [α]〈〈z〉〉 the set of the K -derivations of K 〈〈z〉〉 which increase the degree in z
by at least α − 1. The unital subalgebra of D〈〈z〉〉 generated by elements of Der [α]〈〈z〉〉 will be denoted by D[α]〈〈z〉〉.
Note that, by the definitions above, the operators of scalar multiplications are also in D〈〈z〉〉 and D[α]〈〈z〉〉. When the
base algebra is K [[t]] instead of K itself, the notation Der〈〈z〉〉, D〈〈z〉〉, Der [α]〈〈z〉〉 and D[α]〈〈z〉〉 will be denoted by
Dert 〈〈z〉〉, Dt 〈〈z〉〉, Der [α]t 〈〈z〉〉 and D[α]t 〈〈z〉〉, respectively. For example, Der [α]t 〈〈z〉〉 stands for the set of all K [[t]]-
derivations of K [[t]]〈〈z〉〉, which increase the degree in z by at least α − 1. Note that, Der [α]t 〈〈z〉〉 = Der [α]〈〈z〉〉[[t]]
and D[α]t 〈〈z〉〉 = D[α]〈〈z〉〉[[t]].
For any 1 ≤ i ≤ n and u(z) ∈ K 〈〈z〉〉, we denote by [u(z) ∂
∂zi
] the K -derivation which maps zi to u(z) and z j to 0
for any j 6= i . For any Eu = (u1, u2, . . . , un) ∈ K 〈〈z〉〉×n , we set[
Eu ∂
∂z
]
:=
n∑
i=1
[
ui
∂
∂zi
]
. (3.2)
Note that, in the noncommutative case, we in general do not have [u(z) ∂
∂zi
]g(z) = u(z) ∂g
∂zi
for all u(z), g(z) ∈
K 〈〈z〉〉. This is the reason why we put a bracket [·] in the notation above for the K -derivations.
With the notation above, it is easy to see that any K -derivations δ of K 〈〈z〉〉 can be written uniquely as∑n
i=1[ fi (z) ∂∂zi ] with fi (z) = δzi ∈ K 〈〈z〉〉(1 ≤ i ≤ n).
With the commutator bracket, Der [α]〈〈z〉〉(α ≥ 1) forms a Lie algebra and its universal enveloping algebra is
exactly the differential operator algebra D[α]〈〈z〉〉. Consequently, D[α]〈〈z〉〉(α ≥ 1) has a Hopf algebra structure as all
other enveloping algebras of Lie algebras do. In particular, its coproduct ∆, antipode S and counit  are uniquely
determined by the properties
∆(δ) = 1⊗ δ + δ ⊗ 1, (3.3)
S(δ) = −δ, (3.4)
(δ) = δ · 1, (3.5)
respectively, for any δ ∈ Der〈〈z〉〉.
For any α ≥ 1, let A[α]t 〈〈z〉〉 be the set of all the automorphisms Ft (z) of K [[t]]〈〈z〉〉 over K [[t]], which have the
form Ft (z) = z−Ht (z) for some Ht (z) ∈ K [[t]]〈〈z〉〉×n with o(Ht (z)) ≥ α and Ht=0(z) = 0, where o(Ht (z)) denotes
the minimum of the orders of all components of Ht (z) as formal power series in z with coefficients in K [[t]]. It is
easy to check that A[α]t 〈〈z〉〉 forms a subgroup of the automorphism group of K [[t]]〈〈z〉〉 over K [[t]]. In particular, for
any Ft ∈ A[α]t 〈〈z〉〉 as above, its inverse map G t := F−1t can always be written uniquely as G t (z) = z + Mt (z) for
some Mt (z) ∈ K [[t]]〈〈z〉〉×n with o(Mt (z)) ≥ α and Mt=0(z) = 0. Throughout this section, we will always let Ht (z),
G t (z) and Mt (z) be determined as above.
Now we fix an α ≥ 1 and an arbitrary Ft ∈ A[α]t 〈〈z〉〉 and consider the NCS systems (D[α]〈〈z〉〉,ΩFt ) that will
be constructed in [34] over the differential operator algebra D[α]〈〈z〉〉. Note that, Ft ∈ A[α]t 〈〈z〉〉 can be viewed as
1 Since most of the results in this section do not depend on the commutativity of the free variables z, we will not distinguish the commutative
and the noncommutative case, unless stated otherwise, and adapt the notations for noncommutative variables uniformly for both the cases.
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a deformation parametrized by t of the formal map F(z) := Ft=1(z), when it makes sense. For more studies on
Ft ∈ A[α]t 〈〈z〉〉 from the deformation point of view, see [32] and [33]. Actually, the construction of the NCS system
(D[α]〈〈z〉〉,ΩFt ) is mainly motivated by and also depends on the studies of Ft ∈ A[α]t 〈〈z〉〉 given in [32] and [33].
We first denote by the to-be-constructed NCS system ΩFt as
ΩFt = ( f (t), g(t), d(t), h(t),m(t)) ∈ D[α]〈〈z〉〉[[t]]×5 (3.6)
and write the components of ΩFt above as in Eqs. (2.7)–(2.11) with the to-be-determined coefficients in D
[α]〈〈z〉〉.
Then the components of ΩFt are determined as follows.
The first three components of ΩFt are given by the following proposition which will be proved in Section 3.2 in
[34].
Proposition 3.1. There exist unique f (t), g(t), d(t) ∈ D[α]〈〈z〉〉[[t]] with f (0) = 1 and d(0) = 0 such that, for any
ut (z) ∈ K [[t]]〈〈z〉〉, we have
f (−t) ut (z) = ut (Ft ), (3.7)
g(t) ut (z) = ut (G t ), (3.8)
ed(t) ut (z) = ut (G t ), (3.9)
where, as usual, the exponential in Eq. (3.9) is given by
ed(t) =
∑
m≥0
d(t)m
m! . (3.10)
Note that, when we write d(t) above as d(t) = − [at (z) ∂∂z ] for some at (z) ∈ t K [[t]]〈〈z〉〉, then we get the so-called
D-Log at (z) of the automorphism Ft (z) ∈ A[α]t 〈〈z〉〉, which has been studied in [8–10,31,30] for the commutative case.
The last two components of ΩFt are given directly as
h(t) :=
[
∂Mt
∂t
(Ft )
∂
∂z
]
, (3.11)
m(t) :=
[
∂Ht
∂t
(G t )
∂
∂z
]
. (3.12)
To get some concrete ideas for the differential operators defined above, let us recall the following lemma proved in
[33] for the special Ft ∈ A[α]t 〈〈z〉〉 with Ht (z) = t H(z) for some H(z) ∈ K 〈〈z〉〉×n .
Lemma 3.2. For any Ft ∈ A[α]t 〈〈z〉〉 of the form Ft (z) = z − t H(z) as above, let Nt (z) = t−1Mt (z). Then we have
m(t) =
[
Nt (z)
∂
∂z
]
, (3.13)
h(t) =
∑
m≥1
tm−1
[
Cm(z)
∂
∂z
]
, (3.14)
where Cm(z) ∈ K 〈〈z〉〉×n(m ≥ 1) are defined recurrently by
C1(z) = H(z), (3.15)
Cm(z) =
[
Cm−1(z)
∂
∂z
]
H(z), (3.16)
for any m ≥ 2.
Consequently, for any m ≥ 1, the derivations ψm and ξm defined in Eqs. (3.12) and (3.11) are given by
ψm =
[
Cm(z)
∂
∂z
]
, (3.17)
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ξm =
[
N[m](z)
∂
∂z
]
, (3.18)
where N[m](z) ∈ K 〈〈z〉〉×n(m ≥ 1) is the coefficient of tm of Nt (z).
By the mathematical induction on m ≥ 1, it is easy to show that, when z are commutative variables, we further
have
Cm(z) = (J H)m−1H(z) (3.19)
for any m ≥ 1, where J H is the Jacobian matrix of H(z) ∈ K [[z]]×n .
Theorem 3.3 ([34]). For any α ≥ 1 and Ft (z) ∈ A[α]t 〈〈z〉〉, we have,
(a) the 5-tuple ΩFt defined as above forms a NCS system over the differential operator algebra D
[α]〈〈z〉〉.
(b) let (NSym,Π ) be the NCS system of NCSFs introduced in Section 2.2, then there exists a unique
homomorphism SFt : NSym→ D[α]〈〈z〉〉 of K -Hopf algebras such that S×5Ft (Π ) = ΩFt .
Note that, (b) follows directly from (a) and Theorem 2.15, since all the coefficients of h(t) by Eq. (3.11) are
K -derivations and hence are primitive elements of the Hopf algebra Der [α]〈〈z〉〉.
For any Ft (z) ∈ A[α]t 〈〈z〉〉, let ΩFt be defined above. We write the components of ΩFt as in Eq. (3.6) and coefficients
of the components as in Eqs. (2.7)–(2.11). Then we have the following differential operator specializations of the
NCSFs in the NCS system (NSym,Π ).
Corollary 3.4. For any α ≥ 1 and Ft (z) ∈ A[α]t 〈〈z〉〉, let SFt : NSym → D[α]〈〈z〉〉 be the homomorphism of K-Hopf
algebras in Theorem 3.3, (b). Then, for any m ≥ 1, we have
SFt (Λm) = λm, (3.20)
SFt (Sm) = sm, (3.21)
SFt (Ψm) = ψm, (3.22)
SFt (Φm) = φm, (3.23)
SFt (Ξm) = ξm . (3.24)
Note that, one direct consequence of Theorem 3.3 above is the following well-defined map:
S : A[α]t 〈〈z〉〉 −→ Hopf (NSym,D[α]〈〈z〉〉) (3.25)
Ft −→ SFt ,
where Hopf (NSym,D[α]〈〈z〉〉) denotes the set of K -Hopf algebra homomorphisms from NSym to D[α]〈〈z〉〉.
Actually, as will be shown in [34], the following proposition holds.
Proposition 3.5. For any α ≥ 1, the map S defined in Eq. (3.25) is a bijection.
Moreover, by identifying Hopf (NSym,D[α]〈〈z〉〉) with the set of all sequences of divided powers of the Hopf
algebra D[α]〈〈z〉〉, one can define a group product for the set Hopf (NSym,D[α]〈〈z〉〉), with respect to which the
bijection S above becomes an isomorphism of groups.
Next, let us consider the question when the Hopf algebra homomorphism SFt : NSym → D[α]〈〈z〉〉 preserves the
gradings of NSym and D[α]〈〈z〉〉. Note that, precisely speaking, D[α]〈〈z〉〉 is not graded in the usual sense, for some
infinite sums are allowed in D[α]〈〈z〉〉. But we can consider the following graded subalgebras of D[α]〈〈z〉〉.
Let D〈z〉 be the differential operator algebra of the polynomial algebra K 〈z〉, i.e. D〈z〉 is the unital subalgebra of
EndK (K 〈z〉) generated by all K -derivations of K 〈z〉. For any m ≥ 0, letD[m]〈z〉 be the set of all differential operators
U such that, for any homogeneous polynomial h(z) ∈ K 〈z〉 of degree d ≥ 0, Uh(z) either is zero or is homogeneous
of degree m + d . For any α ≥ 1, set D[α]〈z〉 := D〈z〉 ∩D[α]〈〈z〉〉. Then, we have the grading
D[α]〈z〉 =
⊕
m≥α−1
D[m]〈z〉, (3.26)
with respect to which D[α]〈z〉 becomes a graded K -Hopf algebra.
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Now, for any α ≥ 2, we let G[α]t 〈〈z〉〉 be the set of all automorphisms Ft ∈ A[α]t 〈〈z〉〉 such that Ft (z) = t−1F(t z)
for some automorphism F(z) of K 〈〈z〉〉. It is easy to check that G[α]t 〈〈z〉〉 is a subgroup of A[α]t 〈〈z〉〉. Then we have the
following proposition that will be proved in [34].
Proposition 3.6. For any α ≥ 2 and Ft ∈ A[α]t 〈〈z〉〉, the differential operator specialization SFt is a graded K -Hopf
algebra homomorphism SFt : NSym→ D[α]〈z〉 ⊂ D[α]〈〈z〉〉 iff Ft ∈ G[α]t 〈〈z〉〉.
Now, for any Ft ∈ G[α]t 〈〈z〉〉(α ≥ 2), by the proposition above, we can take the graded dual of the graded K -Hopf
algebra homomorphism SFt : NSym→ D[α]〈z〉 and get the following corollary.
Corollary 3.7. For any α ≥ 2 and Ft ∈ G[α]t 〈〈z〉〉, let D[α]〈z〉∗ be the graded dual of the graded K -Hopf algebra
D[α]〈z〉. Then,
S∗Ft : D[α]〈z〉
∗→ QSym
is a homomorphism of graded K -Hopf algebras.
Next, let us point out the following property to be proved in [37] of the differential operator specializations
SFt (Ft ∈ A[α]t 〈〈z〉〉).
For any α ≥ 1, let B[α]t 〈z〉 be the set of automorphisms Ft = z − Ht (z) of the polynomial algebra K [t]〈z〉 over
K [t] such that the following conditions are satisfied.
• Ht=0(z) = 0.
• Ht (z) is homogeneous in z of degree d ≥ α.
• With a proper permutation of the free variables zi ’s, the Jacobian matrix J Ht (z) becomes strictly lower triangular.
Theorem 3.8. In both commutative and noncommutative cases, the following statement holds.
For any fixed α ≥ 1 and non-zero NCSF P ∈ NSym, there exist n ≥ 1 (the number of the free variable zi ’s) and
Ft (z) ∈ B[α]t 〈z〉 such that SFt (P) 6= 0.
Remark 3.9. As pointed out earlier in Section 2.3, we can apply the homomorphism SFt : NSym → D[α]〈〈z〉〉
to transform the identities of the NCSFs to the identities of the corresponding differential operators in the NCS
systems ΩFt . Combining with the special forms of the differential operators ψm’s and ξm’s in Eqs. (3.17) and (3.18),
respectively, we can derive more identities for the inverse map, the D-Log of Ft ∈ A[α]t 〈〈z〉〉 as well as the formal
flow generated by Ft (z), which may be applied further to study the inversion problem. For detailed discussions in this
direction, see the sequel paper [35].
Finally, let us summarize the main results discussed in this section as follows. By Theorem 3.3, for any Ft ∈
A[α]t 〈〈z〉〉, we have a specialization SFt : NSym → D[α]〈〈z〉〉 of NCSFs by differential operators in D[α]〈〈z〉〉; by
Proposition 3.5, we know that any such specialization of NCSFs, if it is also a K -Hopf algebra homomorphism, is
given by SFt for some Ft ∈ A[α]t 〈〈z〉〉; by Proposition 3.6, we know exactly when the specialization SFt : NSym →
D[α]〈z〉 preserves the gradings of NSym and D[α]〈z〉; finally, by Theorem 3.8, we know the smaller family of the
specializations SFt with all possible n ≥ 1 and Ft ∈ B[α]t 〈z〉 is already fine enough to distinguish any two different
NCSFs.
4. ANCS system over the Grossman–Larson Hopf algebra of labeled rooted trees
In this section, we fix a non-empty W ⊆ N+ and first recall the Connes–Kreimer Hopf algebra HWCK [5,18,4,
12] and the Grossman–Larson Hopf algebra HWGL [15,4,12] of W -labeled rooted forests and W -labeled rooted trees,
respectively. We then discuss theNCS system (HWGL ,Ω
W
T ) that will be constructed in [37] over the Grossman–Larson
Hopf algebraHWGL and certain properties of the resulting specializations of NCSFs byW -labeled rooted trees. Finally,
we briefly explain a connection, which will be given in [37], between the NCS system (HWGL ,Ω
W
T ) with the NCS
system (D[α]〈〈z〉〉,ΩFt )(Ft ∈ A[α]t 〈〈z〉〉) discussed in Section 3. Some consequences of this connection will also be
discussed.
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First, let us fix the following notation.
Notation:
By a rooted tree we mean a finite 1-connected graph with one vertex designated as its root. For convenience, we
also view the empty set ∅ as a rooted tree and call it the emptyset rooted tree. The rooted tree with a single vertex is
called the singleton and is denoted by ◦. There are natural ancestral relations between vertices. We say a vertex w is
a child of vertex v if the two are connected by an edge and w lies further from the root than v. In the same situation,
we say v is the parent of w. A vertex is called a leaf if it has no children.
Let W ⊆ N+ be any non-empty subset of positive integers. A W -labeled rooted tree is a rooted tree with each
vertex labeled by an element of W . If an element m ∈ W is assigned to a vertex v, then m is called the weight of the
vertex v. When we speak of isomorphisms between unlabeled (resp. W -labeled) rooted trees, we will always mean
isomorphisms which also preserve the root (resp. the root and also the labels of vertices). We will denote by T (resp.
TW ) the set of isomorphism classes of all unlabeled (resp. W -labeled) rooted trees. A disjoint union of any finitely
many rooted trees (resp. W -labeled rooted trees) is called a rooted forest (resp. W -labeled rooted forest). We denote
by F (resp. FW ) the set of unlabeled (resp. W -labeled) rooted forests.
With these notions in mind, we establish the following notation.
(1) For any rooted tree T ∈ TW , we set the following notation:
• rtT denotes the root vertex of T and O(T ) the set of all the children of rtT . We set o(T ) = |O(T )| (the cardinal
number of the set O(T )).
• E(T ) denotes the set of edges of T .
• V (T ) denotes the set of vertices of T and v(T ) = |V (T )|.
• L(T ) denotes the set of leaves of T and l(T ) = |L(T )|
• For any T ∈ TW and T 6= ∅, |T | denotes the sum of the weights of all vertices of T . When T = ∅, we set
|T | = 0.
• For any T ∈ TW , we denote by Aut(T ) the automorphism group of T and α(T ) the cardinal number of Aut(T ).
• For any v ∈ V (T ), we define the height of v to be the number of edges in the (unique) geodesic connecting v
to rtT . The height of T is defined to be the maximum of the heights of its vertices.
(2) Any subset of E(T ) is called a cut of T . A cut C ⊆ E(T ) is said to be admissible if no two different edges of C
lie in the path connecting the root and a leaf. We denote by C(T ) the set of all admissible cuts of T . Note that, the
empty subset ∅ of E(T ) and C = {e} for any e ∈ E(T ) are always admissible cuts.
(3) For any T ∈ TW with T 6= ◦, let C ∈ C(T ) be an admissible cut of T with |C | = m ≥ 1. Note that, after deleting
the edges in C from T , we get a disjoint union of m + 1 rooted trees, say T0, T1, . . . , Tm with rt(T ) ∈ V (T0). We
define RC (T ) = T0 ∈ TW and PC (T ) ∈ FW the rooted forest formed by T1, . . . , Tm .
(4) For any T ∈ TW , we say T is a chain if its underlying rooted tree is a rooted tree with a single leaf. We say T is a
shrub if its underlying rooted tree is a rooted tree of height 1. We say T is primitive if its root has only one child.
For any m ≥ 1, we set Hm , Sm and Pm to be the sets of the chains, shrubs and primitive rooted trees T of weight
|T | = m, respectively. H, S and P are set to be the unions of Hm , Sm and Pm , respectively, for all m ≥ 1.
Let K be any unital commutative Q-algebra and W a non-empty subset of positive integers. First, let us recall the
Connes–Kreimer Hopf algebrasHWCK of labeled rooted forests.
As a K -algebra, the Connes–Kreimer Hopf algebra HWCK is the free commutative algebra generated by formal
variables {XT | T ∈ TW }. Here, for convenience, we will still use T to denote the variable XT in HWCK . The K -
algebra product is given by the disjoint union. The identity element of this algebra, denoted by 1, is the free variable
X∅ corresponding to the emptyset rooted tree. The coproduct ∆ : HWCK → HWCK ⊗HWCK is uniquely determined by
setting
∆(1) = 1⊗ 1, (4.1)
∆(T ) = T ⊗ 1+
∑
C∈C(T )
PC (T )⊗ RC (T ). (4.2)
The counit  : HWCK → K is the K -algebra homomorphism which sends 1 ∈ HWCK to 1 ∈ K and T to 0 for any
T ∈ TW with T 6= ∅. With the operations defined above and the grading given by the weight, the vector space HWCK
forms a connected graded commutative bialgebra. Since any connected graded bialgebra is a Hopf algebra, there is a
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unique antipode S : HWCK → HWCK that makesHWCK a connected graded commutative K -Hopf algebra. For a formula
for the antipode, see [12].
Next we recall the Grossman–Larson Hopf algebra of labeled rooted trees. First we need to define the following
operations for labeled rooted forests. For any labeled rooted forest F which is a disjoint union of labeled rooted trees
T1, T2, . . . , Tm , we set B+(T1, T2, . . . , Tm) the rooted tree obtained by connecting roots of Ti (1 ≤ i ≤ m) to a newly
added root. We will keep the labels for the vertices of B+(T1, T2, . . . , Tm) from Ti ’s, but for the root, we label it by 0.
Now, we set T¯W := {B+(F) | F ∈ FW }. Then, B+ : FW → T¯W becomes a bijection. We denote by
B− : T¯W → FW the inverse map of B+. More precisely, for any T ∈ T¯W , B−(T ) is the W -labeled rooted forest
obtained by cutting off the root of T as well as all edges connecting to the root in T .
Note that, precisely speaking, elements of T¯W are notW -labeled trees for 0 6∈ W . But, if we set W¯ = W ∪{0}, then
we can view T¯W as a subset of W¯ -labeled rooted trees T with the root rtT labeled by 0 and all other vertices labeled
by non-zero elements of W¯ . We extend the definition of the weight for elements of FW to elements of T¯W by simply
counting the weight of roots by zero. We set S¯Wm := B+(SWm )(m ≥ 1) and S¯W := B+(SW ). We also define H¯Wm , P¯Wm ,
H¯W and P¯W in the similar way.
The Grossman–Larson Hopf algebra HWGL as a vector space is the vector space spanned by elements of T¯
W over
K . For any T ∈ T¯W , we will still denote by T the vector in HWGL that is corresponding to T . The algebra product is
defined as follows. For any T, S ∈ T¯W with T = B+(T1, T2, . . . , Tm), we set T · S to be the sum of the rooted trees
obtained by connecting the roots of Ti (1 ≤ i ≤ m) to vertices of S in all possible mv(S) different ways. Note that, the
identity element with respect to this algebra product is given by the singleton ◦ = B+(∅). But we will denote it by 1.
To define the coproduct ∆ : HWGL → HWGL ⊗HWGL , we first set
∆(◦) = ◦ ⊗ ◦. (4.3)
Now let T ∈ T¯W with T 6= ◦, say T = B+(T1, T2, . . . , Tm) with m ≥ 1 and Ti ∈ TW (1 ≤ i ≤ m). For any
non-empty subset I ⊆ {1, 2, . . . ,m}, we denote by B+(TI ) the rooted tree obtained by applying the B+ operation
to the rooted trees Ti with i ∈ I . For convenience, when I = ∅, we set B+(TI ) = 1. With this notation fixed, the
coproduct for T is given by
∆(T ) =
∑
IunionsqJ={1,2,...,m}
B+(TI )⊗ B+(TJ ). (4.4)
Note that, a rooted tree in T¯W is a primitive element of the Hopf algebraHWGL iff it is a primitive rooted tree in the
sense that we defined before, namely the root of T has one and only one child.
The counit  : HWGL → K is the K -algebra homomorphism which sends 1 ∈ HWCK to 1 ∈ K and T to 0 for any
T ∈ TW with T 6= ∅. With the operations defined above and the grading given by the weight, the vector space HWGL
forms a connected graded commutative bialgebra. Since any connected graded bialgebra is a Hopf algebra, there is a
unique antipode S : HWGL → HWCK that makesHWGL a connected graded commutative K -Hopf algebra. For a formula
for the antipode, see [36].
Note that it has been shown in [16,12] that, the Grossman–Larson Hopf algebra HWGL and the Connes–Kreimer
HWCK are graded dual to each other. The pairing is given by, for any T ∈ T¯W and S ∈ FW ,
〈T, F〉 =
{
0, if T 6' B+(F),
α(T ), if T ' B+(F). (4.5)
Now we consider the NCS system ΩWT that will be constructed in [36] over the Grossman–Larson Hopf algebra
HWGL .
First, let us define the following constants for the rooted trees in T¯W :
• We set βT to be the weight of the unique leaf of T if T ∈ H¯W and 0 otherwise.
• We set γT to be the weight of the unique child of the root of T if T ∈ P¯W and 0 otherwise.
• We set θT to be the coefficient of s of the order polynomial Ω(B−(T ), s) of the underlying unlabeled rooted forest
of B−(T ).
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For general studies on the order polynomialsΩ(P, s) of finite posets P , see [26]. For a combinatorial interpretation
of the constant φT := (−1)v(T )−1θB+(T ) in terms of the numbers of chains with fixed lengths in the lattice of the ideals
of the poset T , see Lemma 2.8 in [25].
Now we consider the following generating functions of T ∈ T¯W .
f˜ (t) :=
∑
T∈S¯W
(−1)o(T )−|T |t |T |VT = 1+
∑
T∈S¯W
T 6=◦
(−1)o(T )−|T |t |T |VT , (4.6)
g˜(t) :=
∑
T∈T¯W
t |T |VT = 1+
∑
T∈T¯W
T 6=◦
t |T |VT , (4.7)
d˜(t) :=
∑
T∈P¯W
t |T |θTVT , (4.8)
h˜(t) :=
∑
T∈H¯W
t |T |−1βTVT , (4.9)
m˜(t) :=
∑
T∈P¯W
t |T |−1γTVT , (4.10)
where, for any T ∈ T¯W , VT := 1α(T )T .
We further set
ΩWT := ( f˜ (t), g˜(t), d˜(t), h˜(t), m˜(t)). (4.11)
Theorem 4.1 ([36]). For any non-empty set W ⊆ N+, we have
(a) the 5-tuple ΩWT defined in Eq. (4.11) forms a NCS system over the Grossman–Larson Hopf algebraH
W
GL .
(b) let (NSym,Π ) be the NCS system of NCSFs introduced in Section 2.2, then there exists a unique graded
K -Hopf algebra homomorphism TW : NSym→ HWGL such that T×5W (Π ) = ΩWT .
Note that the grade duals of NSym and HWGL are the graded K -Hopf algebras QSym of quasi-symmetric
functions and the Connes–Kreimer Hopf algebra HWCK , respectively. Since the K -Hopf algebra homomorphism
TW : NSym → HWGL in Theorem 4.1 preserves the gradings, by taking the graded duals, we have the following
correspondence.
Corollary 4.2. For any non-empty W ⊆ N+, T∗W : HWCK → QSym is a homomorphism of graded K -Hopf algebras.
Furthermore, the following result will be proved in [37].
Proposition 4.3. When W = N+, the graded Hopf algebra homomorphism TW : NSym → HWGL in Theorem 4.1
is an embedding. Consequently, its graded dual T∗W : HWCK → QSym in this case is a surjective homomorphism of
graded Hopf algebras.
Remark 4.4. As we mentioned earlier in Section 2.3, by applying the specialization T : NSym → HWGL in
Theorem 4.1, we will get a host of identities from the identities of the NCSFs in the NCS system (NSym,Π ) for
the W -rooted trees in the NCS system (HWGL ,Ω
W
T ). We believe some of these identities are interesting from the
aspect of combinatorics of rooted trees. But, to keep this paper within a certain size, we have to ask the reader who is
interested in these identities to do the translations via the Hopf algebra homomorphism T : NSym→ HWGL .
Next, we briefly explain a connection, which will be given in [37], between the NCS system ΩWT over the
Grossman–Larson Hopf algebra HWGL and the NCS system ΩFt (Ft ∈ A[α]t 〈〈z〉〉) over the differential operator algebra
D[α]〈〈z〉〉 discussed in Section 3. This connection will play an important role in the proofs of Theorem 3.8 and
Proposition 4.3 mentioned earlier.
Let W ⊆ N+ be any non-empty subset of positive integers and Ft = z − Ht (z) ∈ A[α]t 〈〈z〉〉 such that Ht (z)
can be written as
∑
m∈W tmH[m](z) for some H[m](z) ∈ K 〈〈z〉〉×n(m ∈ W ). In [37], a Hopf algebra homomorphism
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AFt : HWGL → D[α]〈〈z〉〉 such that A×5Ft (ΩWT ) = ΩFt will be constructed. Furthermore, with this Hopf algebra
homomorphism AFt , we have the following commutative diagrams.
Proposition 4.5. For any α ≥ 1, let W ⊆ N+ and Ft ∈ A[α]t 〈〈z〉〉 fixed as above, we have the following commutative
diagrams of K -Hopf algebra homomorphisms.
NSym
TW−−−−→ HWGL
SFt
y AFty
D[α]〈〈z〉〉 D[α]〈〈z〉〉
(4.12)
Combining Corollary 3.7 and Proposition 4.5 above, we have the following proposition.
Proposition 4.6. For any α ≥ 2 and Ft ∈ G[α]t 〈〈z〉〉, we have the following commutative diagrams of K -Hopf algebra
homomorphisms.
QSym
T∗←−−−− HWCK
S∗Ft
x A∗Ftx
D[α]〈z〉∗ D[α]〈z〉∗
(4.13)
Finally, let us point out that, by applying the Hopf algebra homomorphism AFt : HWGL → D[α]〈〈z〉〉 above, we can
also derive the tree expansion formulas for the inverse map G t (z), the D-Log at (z) and the formal flow generated by
Ft ∈ A[α]t 〈〈z〉〉, which will generalize the tree expansion formulas obtained in [3,29,30] in the commutative case to the
noncommutative case. For more details, see [37].
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