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A STRATEGY FOR STEPWISE REGRESSION PROCEDURES IN
SURVIVAL ANALYSIS WITH MISSING COVARIATES
Jia Li, PhD
University of Pittsburgh, 2006
The selection of variables used to predict a time to event outcome is a common and impor-
tant issue when analyzing survival data. This is an essential step in accurately assessing risk
factors in medical and public health studies. Ignoring an important variable in a regression
model may result in biased and inefficient estimates of the outcomes. Such bias can have
major implications in public health studies because it may cause potential risk factors to be
falsely declared as associated with an outcome, such as mortality or conversely, be falsely
declared not associated with the outcome. Stepwise regression procedures are widely used
for model selection. However, they have inherent limitations, and can lead to unreasonable
results when there are missing values in the potential covariates. In the first part of this
dissertation, multiple imputations are used to deal with missing covariate information. We re-
view two powerful imputation procedures, Multiple Imputation by Chain Equations (MICE)
and estimation/multiple imputation for Mixed categorical and continuous data (MIX) that
implement different multiple imputation methods. We compare the performance of these two
procedures by assessing the bias, efficiency and robustness in several simulation studies using
time to event outcomes. Practical limitations and valuable features of these two procedures
are also assessed. In the second part of the dissertation, we use imputation together with
a criterion called the Brier Score to formulate an overall stepwise model selection strategy.
The strategy has the advantage of enabling one to perform model selection and evaluate the
predictive accuracy of a selected model at the same time, all while taking into account the
missing values in the covariates. This comprehensive strategy is implemented by defining the
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Weighted Brier Score (WBS) using weighted survival functions. We use simulations to assess
this strategy and further demonstrate its use by analyzing survival data from the National
Surgical Adjuvant Breast and Bowel Project (NSABP) Protocol B-06.
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1.0 INTRODUCTION
1.1 MOTIVATION
Many practical problems involve “time to event” data, and the examples of such data appear
in various fields such as clinical trials, cohort studies and epidemiology studies. Often, re-
searchers are interested in comparing different treatment groups. The subjects in the groups
may have additional characteristics that could be related and therefore, should be accounted
for when a treatment comparison is made. For example, subjects have many recorded demo-
graphic variables, e.g., age or gender; physiological variables, e.g., blood pressure or blood
glucose levels; behavioral variables, e.g., diet or smoking status. Such variables, which are
called independent variables, or covariates, may be used to explain the outcome, response,
or dependent variables. A popular method to model this kind of data is Cox proportional
hazards model [1]. For example, when comparing two groups, the estimates of parameters
of the Cox proportional hazards model will be less biased and more precise than a simple
comparison that does not adjust for potential independent variables. However, when some
of the potential independent variables have missing observations, standard techniques of es-
timation may lead to inefficient or even more biased results [2], especially when one tries to
select which independent variables have statistically significant effects on the outcome, or
determines the best subset of the covariates, and the corresponding best-fitting regression
model for indicating the relationship between the outcome and covariates.
There are several model selection regression strategies for survival analysis, and one that
is commonly used is the stepwise regression procedure. Stepwise regression was developed
in the 1960’s. It is the method to choose a subset of independent variables by using only
a few possible sub-models. Miller [3] gave a comparison between the stepwise regression
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methods and other model selection procedures. Of note, all these methods can be very
sensitive to the absence of observations of covariates. When there are missing values among
covariates in the model, using a stepwise regression procedure may lead to serious problems,
or result in coefficients that have the wrong sign leading to an incorrect inference about the
association among the covariates and outcome. One simple way to handle the missing data
problem in covariates of Cox proportional hazards model is called complete case analysis,
that is, to analyze only those subjects with fully observed data and discard those subjects
with unobserved data. However, a complete case analysis may be inefficient and wasteful
because part of the information is deleted, especially when the fraction of missingness is
large. Moreover, it may also introduce bias when missingness is not completely at random.
Because of these problems, many investigators have proposed methods for employing
information regarding missing data. Little and Rubin [4] classified missing data into three
categories: the first one is missing completely at random (MCAR), which means that miss-
ingness does not depend on the values of missing or observed data; the second one is missing
at random (MAR), which means that missingness depends only on the components of ob-
served data and not on the components that are missing; the third one is not missing at
random (NMAR), which means that missingness depends on not only the values of observed
data, but also the values of unobserved data.
Many approaches have been proposed to improve estimates of parameters of interest
in Cox proportional hazards model when there are missing elements in covariates under
MCAR or MAR, such as weighted estimating equations methods in Lipsitz, Ibrahim and
Zhao [5], Wang and Chen [6] and Parzen, et al. [7]; likelihood-based methods in Lin and
Ying [8], Lipsitz and Ibrahim [9] and Herring and Ibrahim [10]; an imputation method in
Paik and Tsai [11], and multiple imputation methods in Buuren et al. [12]. In addition,
many researchers have discussed methods to improve stepwise selection procedures [13].
However, the performance of stepwise methods in Cox proportional hazards model with
missing covariates has not been investigated. Therefore, in this dissertation, we develop
a strategy of using stepwise regression procedures for the Cox proportional hazards model
when there is unavailable information among covariates.
This dissertation is organized as two parts. In the first part, which includes chapters
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2 and 3, we introduce and evaluate two multiple imputation methods for mixed types of
missing covariates in Cox proportional hazards models. In the second parts, which includes
chapters 4, 5, 6 and 7, we propose an overall stepwise model selecetion strategy that accounts
for loss information due to missing values in covariates.
1.2 A MOTIVATING EXAMPLE
In August 1976, the National Surgical Adjuvant Breast and Bowel Project (NSABP) started
the B-06 study, a randomized clinical trial designed to determine whether lumpectomy with
or without radiation therapy was as effective as total mastectomy for the treatment of invasive
breast cancer [14] [15]. Patient accrual was terminated on January 31, 1984. A total of 2,163
women with invasive breast tumors that were 4 cm or less in their largest diameter and
with either negative or positive axillary lymph nodes were entered the study and randomly
assigned to one of three treatment groups: total mastectomy (TM), lumpectomy (which
is also called segmental mastectomy (SM)), or lumpectomy followed by breast irradiation.
Axillary nodes were removed regardless of the treatment assignments.
By the end of 1998, 58 of the 2,163 women did not have follow-up. 81 of the 2,105
follow-up patients were ineligible for study, 165 refused to accept the assigned treatment and
8 patients had no records of nodal status, leaving 1,851 patients available on study. The
distribution of women among the treatment groups is shown in Table 1. Table 2 shows that
there are moderate missing values in 6 of 8 listed covariates, and 50.35% of women had at
least one missing value in their covariates.
A stepwise selection procedure were applied to select important variables from candidate
variables for the Cox proportional hazards model. The related statistical analysis indicated
that stepwise regression methods in the presence of missing covariates resulted in unstable
models, and the selected variables in each model were sensitive to the missing information
in the data. This example lead to the work in this dissertation.
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Table 1: The Distribution of Women Among The Treatment Groups
Treatment Frequency Percent(%)
TM 589 31.82
SM 634 34.25
SM+BI 628 33.93
Total 1851 100
Table 2: Percentage of Missing Values in Covariates
Variable Percent (%)
Age 0
Race 5.56
Estrogen Receptor 25.23
Progesterone Receptor 37.06
Tumor Type 13.56
Nodal Status 0
Nuclear Grade 10.97
Blood Vessel Invasion 15.40
At Least One Missing 50.35
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2.0 LITERATURE REVIEW ON MISSING COVARIATES
Most standard techniques for regression models in survival analysis require full covariate
information. However, many covariates are partially unavailable in most clinical trials or
observational studies. One simple way to solve the missing data problem is to analyze only
the subjects with complete observations. This method is called a complete case analysis.
However, the complete case method can lead to biased results and large standard errors
when the missing data are not missing completely at random (MCAR). Moreover, as the
percentage of missing data becomes large, the deletion of all subjects with missing data is
unnecessarily wasteful and inefficient.
Various statistical methods have been developed to estimate parameters of Cox propor-
tional hazards model with missing covariates. Three common approaches will be reviewed
here. The first one is the weighted estimating equations (WEE) method, the second is the
likelihood-based method, and the third is the imputation method.
2.1 WEIGHTED ESTIMATING EQUATIONS METHOD
The weighted estimating equations (WEE) method is a special case of a method proposed
earlier by Rubin, et al. [16]. With WEE, the contribution to the estimating equation from a
complete observation is weighted by pi, the inverse probability that the covariate is observed.
Lipsitz, Ibrahim and Zhao [5] developed WEE methods to estimate regression parameters
β in generalized linear models with missing categorical and continuous covariates. The
methods are quite general and can be applied to very large classes of models, including
proportional hazards model and nonlinear models. Moreover, WEEs are almost identical to
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maximum likelihood (ML) estimating methods, so that one could use an EM-type algorithm
and extend Monte Carlo EM algorithm to a Monte Carlo WEE to solve weighted estimating
equations. Let yi be the outcome of ith subject, xi = (x1i, x2i, . . . , xpi)
′ be the vector of p
covariates that are always observed, zi be a covariate that may be missing for some subjects,
and ri be the missing indicator which is equal to 1, if zi is observed and 0, otherwise.
The distribution of ri given (yi,xi, zi) follows Bernoulli distribution with probability pii =
Pr(ri = 1|yi,xi, zi) and is also called missing data mechanism. In Lipsitz, et al., missing
data mechanism is MAR or MCAR, so pii does not depend on zi. They proposed a logistic
regression for the probability of being observed,
pii = pii(w) =
exp(−w′mi)
1 + exp(−w′mi)
where w is a vector of unknown parameters and mi is some function of (yi,x
′
i)’s. Therefore,
the score function of WEE corresponding to β is
u∗(β) =
n∑
i=1
ri
pii
u1i(β; yi,xi, zi) + (1− ri
pii
)Ezi|yi,xi [u2i(β; yi,xi, zi)]
compared to that of ML,
u∗(β) =
n∑
i=1
riu1i(β; yi,xi, zi) + (1− ri)Ezi|yi,xi [u2i(β; yi,xi, zi)] .
Using ML, the distribution of (zi|xi) and (yi, |xi, zi) must be specified correctly in order
to obtain a consistent estimate of β. For the WEEs, the consistent estimate of β can be
obtained as long as the model of pii and distribution of (yi, |xi, zi) are specified correctly.
However, unlike ML, WEE requires a sufficient amount of missing data so that pii can be
estimated precisely.
Parzen, et al. [7] extended the previous methods to the situation when the distribution
of missing covariates is misspecified as multivariate normal, but the WEE still generates
consistent estimates of parameters of interest as long as the probability of being observed
is correctly modeled. Moreover, the WEE can be used when the density of data is not
normal and the missing covariates can be continuous and non-normal as well. Wang, et al.
[24] used different estimates of the selection probabilities, pii, to investigate the performance
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of weighted estimators. In particular, they examined the properties of the estimates of
the regression parameters when the selection probabilities are estimated by nonparametric
smoothing, such as kernel and spline smoothers, so that misspecification of pii can be avoided.
Wang and Chen [6] proposed the augmented inverse probability weighted estimator
for Cox proportional hazards model with missing categorical covariates. If we let Ti =
min(T 0i , Ci) be the observed time and δi = I(T 0i ≤Ci) be the failure indicator, which equals 1
if the event is observed and 0 otherwise. Also let Xi be a vector of covariates that may be
missing in some subjects, Zi is the vector of fully observed covariates, and ri be the missing
indicator that equals 1 if Xi is observed and zero otherwise. The AIPW estimator can be
implemented by the EM-type algorithm, and it is doubly robust because it is consistent
as long as either the selection probability model or the joint distribution of covariates is
specified correctly.
However, the WEE method has some disadvantages compared with the maximum likeli-
hood method, although it is more flexible in specifying the parametric density of covariates.
The WEE method performs best when a vector of covariates that could be missing either
has all elements observed or all elements unobserved, and the probability of being observed
(pi) must be correctly modeled. On the other hand, under MAR, the maximum likelihood
method easily handles more than one missing covariate with any pattern of missingness,
and mixed categorical and continuous covariates. The WEE method become more difficult
because a model for the missing data mechanism must be specified and estimated, which is
only easy to do when a set of covariates is always observed or always missing.
2.2 LIKELIHOOD-BASED METHOD
Previous work in the area of likelihood-based methods includes methods developed by Lin
and Ying [8]. They were the first to introduce an estimator for the Cox proportional hazards
model with missing covariates. The estimating function they proposed for the vector of
regression parameters is the approximation partial-likelihood (APL) score function, which is
an approximation to the partial likelihood score function with full covariate measurements.
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When APL score function is equal to zero, estimators of parameters can be obtained by
using the Newton-Raphson algorithm. Moreover, when the censoring is heavy, about 90%,
the estimators are more efficient than the estimators based on completely observed data, but
it is not the case when the censoring is less than 50%. In addition, it is biased under MAR.
Zhou and Pepe [25] proposed an estimated partial likelihood method to estimate relative
risk parameters with a property that it is nonparametric with respect to the association
between components of the missing and observed covariates. Although the method is semi-
parametric and does not require strong assumptions, it has some limitations. For example,
the covariates are required to be discrete, if the dimension of observed covariates is large,
the method may lead to unstable estimates, and one needs to be careful while using some of
assumptions.
Lipsitz and Ibrahim [26] developed a method for ignorable missing categorical covariates
in parametric proportional hazards models. They recommended the use of estimating equa-
tions in situations where the missing data are missing at random and the pattern of missing
data is monotone. However, the method is restrictive because the monotone missing data
pattern seldom occurs in practice.
Chen and Little [27] proposed a nonparametric maximum likelihood (NPML) method
to estimate regression parameters in a proportional hazard regression model with missing
discrete covariates. The key feature of NPML is that the cumulative baseline hazard is a
step function with jumps at follow-up times. Although the nonparametric “likelihood” is not
standard, the NPML estimate has asymptotic properties similar with those of parametric
likelihood estimates. Therefore, the EM algorithm and ECM algorithm are used to deal
with the large number of parameters when the nonparametric likelihood is maximized. Their
simulation study showed that, under MAR, NPML estimates of Cox proportional hazards
model were efficient when covariates had missing elements. However, NPML has limitations:
1. NPML procedure works under MAR and missing covariates are all categorical or normally
distributed ;
2. It limits missing-data pattern as monotonic; and
3. Model misspecification has not been investigated.
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Lipsitz and Ibrahim [9] developed a likelihood-based approach to estimate regression
coefficients in Cox proportional hazards model when there are missing categorical covariate
data. If failure times Ti for subject i, i = 1, 2, . . . , n, follows the Cox proportional hazards
model, and the hazard function for Ti at time t is equation
λ(t) = λ0(t)e
β′zi(t), (2.1)
then the log-likelihood for parameter β is
l(β;xi, δi, zi) = δilog[λ0(xi)] + δi(β
′zi)− eβ′ziΛ0(xi)
where Xi = min(Ti, Ci) is the observed time, δi = I(Ti≤Ci) is the failure indicator, zi is the
vector of covariates, and
Λ0(xi) =
∫ t
0
λ0(u)du
is the cumulative baseline hazard function. The score function of partial likelihood is given
by uβ(β) and
z¯(s,β) =
∑n
j=1 zjYj(s)e
β′zj∑n
j=1 Yj(s)e
β′zj
is a weighted average of the zi’s, and dNi = Ni(s)−Ni(s−) is a binary random variable that
equals one if subject i fails at time s and equals zero otherwise. When uβ(βˆ) = 0, the root
is the maximum partial likelihood estimate βˆ. When there are missing values in covariates,
zi can be written as zi = (zmis,i, zobs,i), where zmis,i is the missing components of zi and zobs,i
is the observed components of zi. Therefore, under MAR, a consistent estimate of β can be
obtained by letting the conditional expectation of score function given observed data equal
zero and solving for βˆ, that is
u∗(β) = E[u(β)|observed data] = E[u(β)|(zobs,1, x1, δ1), . . . , (zobs,n, xn, δn)] = 0 . (2.2)
Note that, the expectation in (2.2) is taken with respect to the conditional distribution of
the missing data given the observed data (xi, δi, zobs,i) for subject i. Because the missing
covariates are discrete, the equation (2.2) can be written as
u∗(β) =
n1∑
zmis,1(j)
. . .
nn∑
zmis,n(j)
p1j . . . pnj
[ n∑
i=1
∫ ∞
0
{zi − z¯(s,β)}dNi(s)
]
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where for i subject, pij is the conditional distribution of a particular missing data pattern,
indexed by j, given observed data and also can be viewed as the posterior probabilities of
the missing covariates. Thus,
pij = Pr[zmis,i = zmis,i(j)|(zobs,i, xi, δi,β)]
=
p(xi, δi|zi, λ,β)p(zi|α)∑
zmis,i
p(xi, δi|zi, λ,β)p(zi|α)
=
p(xi, δi|zmis,i(j), zobs,i, λ,β)p(zmis,i(j), zobs,i|α)∑
zmis,i
p(xi, δi|zi, λ,β)p(zi|α) (2.3)
where j(= 1, . . . , ni) is the ni distinct covariate patterns that zmis,i could be in given
(zobs,i, xi, δi), zmis,i(j) is the jth possible missing data pattern for subject i, and α is the
vector of parameters of the distribution of covariates. Because there are missing values in
covariates, the distribution of covariates is no longer ancillary when estimating β, the distri-
bution of zmis,i needs to be specified. Therefore, the score function of the joint distribution
of covariates is given by
uα(α) =
n∑
i=1
∂logp(zi|α)
∂α
.
In addition, a nonparametric estimate of the cumulative baseline hazard function Λ0(t) needs
to be specified as well. Therefore, an EM-type algorithm that is similar to the EM algorithm
was proposed to solve the estimating equations u∗(θˆ) = 0, where θ = (β,Λ0(t),α) and the
score function has the form of
u∗(θ|θ(m)) =
n1∑
zmis,1(j)
. . .
nn∑
zmis,n(j)
p
(1)
1j . . . p
(m)
nj

uβ(β|θ(m))
uΛ(Λ0(t)|θ(m))
uα(α|θ(m))

where p
(m)
ij = pij(θ
(m)) is the posterior distribution in (2.3) estimated at the m step of given
value θ. Furthermore, a Monte Carlo approximation is developed to reduce the computa-
tional burden of obtaining estimates. In the Monte Carlo algorithm, given the estimate θ(m),
L values of zmis,i are drawn from the conditional distribution of zmis,i given the observed
data (zobs,i, xi, δi,θ
(m)), where the lth draw is denoted by z
l(m)
mis . Thus, in iterations of the
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Monte Carlo algorithm, score function u∗∗(θ|θ(m)) = 0 is solved to obtain the estimates of
parameters. Where
u∗∗(θ|θ(m)) = 1
L
L∑
l=1
u(θ, z
l(m)
mis )
In this paper, the authors focused on general patterns of missingness, compared with the
method proposed by Zhou and Pepe [25] and Chen and Little [27], which can only be used
with monotone missingness.
Ibrahim, et al. [28] extended the method to general parametric regression models with
missing continuous covariates, allowed any pattern of missing data and assumed that the
missing data mechanism is non-ignorable.
Herring and Ibrahim [10] presented the Monte Carlo EM methods to estimate parame-
ters of interest in Cox proportional hazards model when missing covariates are categorical,
continuous and mixed. The missing data mechanism is missing at random. This paper is the
extention of Lipsitz and Ibrahim [9]. When missing covariates are continuous, they proposed
Gibbs sampler (Gelfand and Smith [52]) along with the adaptive rejection algorithm of Gilks
and Wild [30] to take a sample from posterior distributions of missing covariates, then fill in
the missing data, and use Monte Carlo method to simplify the score function with inverse of
the number of missing data patterns as weights. The technique to mixed types of covariates
is similar with the one mentioned in Ibrahim, et al. [28]. That is, for the ith subject, zmis,i
can be defined as zmis,i = (z
d
mis,i, z
c
mis,i), where z
d
mis,i denotes the categorical covariates in
zmis,i and z
c
mis,i denoted the continuous covariates in zmis,i. Note that other notation follows
that of Lipsitz and Ibrahim [9]. For the ith subject, the expectation of the score contribution
is summing over the categorical covariates
u˜β(β|θ(m))i =
∑
zdmis,i
∫ ∫ ∞
0
[{zi − z¯(u,β)dNi(u)} × p(zdmis,i(j)|zcmis,i, zobs,i, xi, δi,θ(m))
× p(zcmis,i|zobs,i, xi, δi,θ(m))dzcmis,i
where
z¯w(u,β) =
∑n
i=1{(1/ni)
∑ni
k=1 z
∗
i,kYi(u) exp (β
′z∗i,k)}∑n
i=1{(1/ni)
∑ni
k=1 Yi(u) exp (β
′z∗i,k)}
.
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In addition, a sample (sci,1, . . . , s
c
i,ni
) of size ni is drawn from p(z
c
mis,i|zobs,i, xi, δi,θ(m)) by
using the Gibbs sampler along with the adaptive rejection algorithm. Then the Monte Carlo
estimate is calculated from the expectation of the score function, which is
u˜β(β|θ(m))i = 1
ni
∑
zd
mis,i(j)
ni∑
k=1
∫
p
(m)
ijk [z
∗
i,k − z¯w(β, u)]dNi(u)
where z∗i,k = (zobs,i, s
c
i,k) and the weights are given by
p
(m)
ijk = p(x
d
mis,i(j)|sci,k, zobs,i, xi, δi,θ(m)) .
In later simulations, the authors compared the estimators of their methods with those of
previous methods proposed by Lin and Ying [8], Paik and Tsai [11] and Chen and Little
[27]. The results are favor to the estimators of their methods from both efficiency and bias
correction points of view. The proposed methodology by Herring and Ibrahim [10] is very
general, which allows any missing data pattern and works under missing at random, but the
computation is quite intensive.
2.3 IMPUTATION METHOD
Paik and Tsai [11] proposed a single imputation method to estimate parameters of Cox
proportional hazards model with missing covariates under MAR. Their suggestion was to
impute the conditional expectation of the statistic involving missing covariates given observed
information. They introduced a consistent estimator that was a solution of an approximated
partial likelihood equation, which was obtained by replacing the missing covariates with
the observed covariates from the same risk set. Therefore, the information due to missing
covariates can be regained from observed covariates with appropriate conditions. However,
it becames really messy and imprecise when one tries to choose imputations from observed
variables for missing terms, especially, when the missing covariates are continuous, although
smoothing technique was employed.
Multiple imputation [20] is a general method developed from a Bayesian perspective for
handling missing-data problems. The mechanism is to create multiple completed data sets
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by imputing plausible values for the missing data, analyze each filled-in data set as though
it were the complete data, then combine inferences into a single overall inference. Paik [21]
used a multiple imputation method called Approximate Bayesian Bootstrap (ABB) to deal
with a simple scenario when only one covariate was missing. The proposed multiple im-
putation estimates had a simpler variance calculation than the previous imputation-based
estimates, but with a small loss in efficiency. The method discussed in this article assumed
that all components of the covariates were categorical, when any component of covariates
was continuous, smoothing technique as suggested by Paik and Tsai [11] may be used. How-
ever, the smoothing technique would introduce a bias. Buuren, et al. [12] applied multiple
imputation method to impute missing values of blood pressure covariates in survival analy-
sis. For the univariate case, covariates were modeled by a linear regression model. Random
draws from posterior distributions of regression parameters were computed and filled-in the
missing values. The procedure was repeated m times. For multivariate case, instead of
assuming a conditional distribution for each missing variable, the authors did not explicitly
assume a specific distribution as in Schafer [18], but assumed that the distribution exists.
Draws from conditional distributions were generated by using Gibbs sampling. Let Y1, Y2,
Z, V , and U be covariates that may be missing in some subjects. First, a random draw
from marginal distributions of observed variables is filled in each missing value. Then Y1 is
imputed by the procedure conditional on all other data (observed and imputed combined),
then Y2 conditional on all other data (using most recent imputed Y1), and so on, until all
missing variables in Y1, Y2, Z, V , and U have been imputed. Subsequent iteration of the
process. However, the method proposed to generate the imputations has some limitations
that could affect relative effects of predictors. Cho and Schenker [22] estimated parameters
in the accelerated failure time (AFT) model via Gibbs sampling when there were missing
values in covariates. They used a general location model and allowed different covariance
structures for continuous covariates across categories of discrete covariates. Gibbs sampling
was applied to create multiple imputations for missing values. Moreover, they suggested
that the proposed methods can be used on Cox proportional hazards model with missing
covariates. However, they were concerned that the imputation and analysis strategies would
be an issue for implementing other models. Schafer’s book [18] presents iterative algorithms
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for simulating multiple imputations of missing values in missing datasets under multivariate
models. Categorical covariates are assumed to be from a multinomial distribution, and con-
tinuous covariates are assumed to be from a multivariate normal distribution. The proposed
approach allows one to analyze the data by any technique that would be appropriate if the
data were complete. In addition, the book introduces the general location model (GLLM) to
deal with missing categorical covariates, continuous covariates or mixed types of covariates.
Moreover, the methods presented in the book were based on two distinct concepts: one is
likelihood-based inference with missing data, in particular, the EM algorithm; the other is
the technique of Markov Chain Monte Carlo, particularly, data augmentation. The EM algo-
rithm is used to compute maximum-likelihood estimates (MLE) for parameters of the general
location model for an incomplete dataset, and the MLEs would be used as starting values
of the parameters for next iteration. Data augmentation, which has I-step and P -step, is
used to generate posterior draws of the parameters of GLLM given missing mixed data, and
imputations of missing covariates are generated by the I-step of data augmentation. At the
I-step, missing data are randomly imputed by random draws from predictive distributions
given observed data and current parameter values; and at the P -step, a new parameter value
is drawn from its posterior distribution given the completed data. Multiple imputations are
obtained by repeating data augmentation m times, so m sets of complete data are created.
In addition, when the sample size, n, is relatively small, and the total number of categories is
relatively large, restricted GLLM can be used instead of unrestricted GLLM. The algorithms
proposed in the book are computationally intensive, but they have been implemented by the
author for general use as functions in the statistical package, and can be downloaded and
installed in statistical software such as S-Plus and R. The convenient computation makes
Schafer’s approaches more attractive and practical than other approaches reviewed here.
In summary, the weighted estimating equations method, the likelihood-based method and
the multiple imputation method have been investigated by many researchers. The weighted
estimating equations method has more practical disadvantages than the other two methods.
In particular, it has a good estimation only when a set of covariates is always observed or
always missing, which limits applications of this method. On the other hand, the likelihood-
based method has been developed as a general method, but it is theoretically complicated.
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Moreover, the computation is quite intensive. In contrast, the multiple imputation method
has a relatively simple concept, and it is a general method as well. Furthermore, some of
proposed multiple imputation methods are written as functions of statistical packages by
their authors, and can be used easily in statistical software, which makes the method more
practical, easy and widely used than other two methods. In the next chapter, we will compare
and evaluate two multiple imputation algorithms, both implemented in R, namely, Schafer’s
MIX [18] (estimation/multiple imputation for Mixed categorical and continuous data) and
Buuren and Oudshoorn’s MICE (V 1.0) [36] (Multiple Imputation by Chain Equations).
They implement multiple imputation for mixed types of missing covariates, that is, missing
values can be present in both continuous and categorical covariates. Although Horton and
Lipsitz [35] reviewed some multiple imputation packages, they did not assess the performance
of MICE under a large amount of missingness and nonmonotone missing data patterns for
incomplete covariates in survival analysis, and Schafer’s software was not evaluated and
compared with the other packages.
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3.0 INTRODUCTION TO MULTIPLE IMPUTATION METHOD FOR
MISSING COVARIATES
Multiple imputation [20] is a general method developed from a Bayesian perspective for
handling missing data problems. It is a three-step procedure. The first step is to generate
m sets of plausible values for missing observations from an appropriate imputation model
and fill them back into the original data, thus having m complete datasets. Second, each
complete dataset can be analyzed using specific methods or models. Finally, in the third
step, the results of the m analyses are combined in a simple way that accounts for the
uncertainty regarding the imputation process.
3.1 NOTATION AND CONCEPTS FOR COMPLETE DATA
Cox proportional hazards models were proposed by Cox [1], and allow one to quantify the
relationship between the time to event and a set of covariates. It is a semiparametric regres-
sion model and assumes that hazard function for the failure time T , conditional on covariates
z, is the form
lim
h→0
P (t ≤ T < t+ h|T ≥ t, z)
h
= λ(t|z) = λ0(t) exp(β′z) (3.1)
where z is a p vector of covariates, λ0(t) is an unspecified baseline hazard function, and β
is a parameter vector with dimension p × 1. The covariate vector, z, may be categorical or
continuous.
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The density of failure time Ti can by written as
p(ti|zi,β) = λ(ti|zi,β)S(ti|zi,β)
= λ0(ti) exp(β
′zi) exp(− exp((β′zi)Λ0(ti))
where
S(ti|zi,β) = pr(Ti > ti|zi,β) = exp(− exp((β′zi)Λ0(ti))
is the survivor function for Ti, and
Λ0(t) =
∫ t
0
λ0(u)du
is the cumulative baseline hazard function.
Let X(t) = min(T, U c) is the observed event time, where T is the failure time and U c
is the censoring time, and δ = I(T≤X(t)) is the failure indicator that is equal to one if the
observed event is failure and zero otherwise. The full data are expressed as (xi(t), δi, zi),
i = 1, . . . , n. Therefore, the probability distribution for (xi(t), δi|zi) is
p(xi(t), δi|zi,β) ∝ p(xi(t)|zi,β)δiS(xi(t)|zi,β)1−δi
= λ(xi(t)|zi,β)δiS(xi(t)|zi,β)1−δi
= [λ0(xi(t)) exp(β
′zi)]δi exp(− exp((β′zi)Λ0(xi(t)))
where the censoring is noninformative in that, given zi, the event and censoring time for the
ith subject are independent. Thus the log-likelihood for subject i is given by
l(β|xi(t), δi, zi) = δi log[p(xi(t)|zi,β)] + (1− δi) log[S(xi(t)|zi,β)]
= δi(log λ0(xi(t)) + β
′zi)− exp(β′zi)Λ0(xi(t)) .
Generally, in order to avoid the estimation of unspecified λ0(t) and Λ0(t) in the log-
likelihood, the partial likelihood based on the hazard function as defined by (3.1) can be
used. If there are no ties between the event times, the partial likelihood is given by
L(β) =
n∏
i=1
[
exp(β′zi)∑n
j=1 I{xj(t)≥xi(t)} exp(β
′zj)
]δi
,
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and the estimate of β can be obtained by setting partial likelihood score function to zero. The
information matrix is the negative of the matrix of second derivatives of the log likelihood
and is given by I−1(β). Under assumptions of noinformative and independent censoring,
√
n(βˆ − β0) is asymptotically distributed as a multivariate normal distribution with mean
0 and covariance matrix nI−1(βˆ).
Alternatively, using counting process notation, the processes {Ni(t), Yi(t) : t ≥ 0} repre-
sents the information contained in (xi(t), δi), where Ni(t) = I{Ti≤t,δi=1} and Yi(t) = I{xi(t)≥t},
the score function can be written as
uβ(β) =
n∑
i=1
∫ ∞
0
{zi − z¯(β, u)}dNi(u) (3.2)
where
z¯(β, u) =
∑n
j=1 zjYj(u)e
β′zj∑n
j=1 Yj(u)e
β′zj
=
S(1)(β, u)
S(0)(β, u)
.
When uβ(βˆ) = 0, the solution is the maximum partial likelihood estimate βˆ.
3.2 MODEL ASSUMPTIONS FOR MISSING COVARIATE ESTIMATION
3.2.1 The complete data model for covariates
Let Z denote the n × p matrix of complete covariate data, which is not fully observed, zi
denote the i row of Z, i = 1, . . . , n, and the rows are independent, identically distributed
(iid) draws from some multivariate probability distribution, where n represents the number
of subjects, and p represents the number of covariates of each subject. The probability
density of complete covariate data can be given by
P (Z|θ) =
n∏
i=1
f(zi|θ) ,
where f is the density for a single row, and θ is a vector of unknown parameters. Moreover,
distribution of f will be assumed to be from one of three classes:
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1. the multivariate normal distribution for continuous covariates;
2. the multinomial model for categorical covariates; and
3. a class of models for mixed normal and categorical covariates (Little and Schluchter [32]).
3.2.2 Ignorability
3.2.2.1 Missing at random Let Zobs denote observed part of Z, and Zmis denote miss-
ing part of Z, so that Z = (Zobs,Zmis). We assume that the missing data mechanism is
MAR throughout this dissertation. MAR was defined by Rubin [34], and it means that the
probability that an observation is missing may depend on the components of observed data
(Zobs), but not on the components that are missing (Zmis). More formally, MAR in terms of
a probability model for the missingness can be written as
f(R|Z, τ ) = f(R|Zobs, τ )
for all Zmis and τ , where R = (R1, . . . , Rn) = (rij), i = 1, . . . , n and j = 1, . . . , p, be an
n × p matrix of missing-data indicators, and rij = 1 if the elements of Z are observed and
rij = 0 if the elements of Z are missing. τ represents the vector of unknown parameters.
3.2.2.2 Distinctness of parameters The parameter, θ, of the data model and the
τ of the missing-data mechanism are assumed distinct, which is defined as that the joint
parameter space of (θ, τ ) is the product of the parameter space of θ and the parameter space
of τ . Therefore, if both MAR and distinctness hold, then the missing-data mechanism is
said to be ignorable (Little and Rubin [4]).
3.2.3 Likelihood-based inference with missing data
Rubin [34] and Little and Rubin [4] point out that we do not need to consider the model
for R nor the nuisance parameters τ under ignorability when making likelihood-based or
Baysian inference about θ.
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The distribution of the observed data is obtained by integrating Zmis out of the joint
distribution of Z = (Zobs,Zmis) and R, that is
f(Zobs,R|θ, τ ) =
∫
f(Zobs,Zmis|θ)f(R|Zobs,Zmis, τ )dZmis . (3.3)
Under the MAR assumption, equation (3.3) becomes
f(Zobs,R|θ, τ ) = f(R|Zobs, τ )
∫
f(Zobs,Zmis|θ)dZmis
= f(R|Zobs, τ )f(Zobs|θ) . (3.4)
When the missing-data mechanism is ignorable, the likelihood-based inference for θ from
L(θ, τ |Zobs,R) will be the same as likelihood-based inference for θ from
Lign(θ|Zobs) ∝ f(Zobs|θ) .
That is, the likelihood of θ based on data Zobs ignoring the missing-data mechanism is any
function of θ proportional to f(Zobs|θ).
In addition, Bayes inference for Z and R is given by combining the likelihood
L(θ, τ |Zobs,R) ∝ f(Zobs,R|θ, τ )
with a prior distribution for θ and τ :
P (θ, τ |Zobs,R) ∝ p(θ, τ )× L(θ, τ |Zobs,R) . (3.5)
Under MAR and distinctness, the prior of θ is independent of that of τ , p(θ, τ ) =
p(θ)p(τ ), then equation (3.5) can be written as
P (θ, τ |Zobs,R) ∝ [p(θ)L(θ|Zobs)][p(τ )L(τ |Zobs,R]
∝ P (θ|Zobs)P (τ |Zobs,R) .
Thus the inference about θ can be given by the posterior distribution p(θ|Zobs) ignoring the
missing-data mechanism.
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3.2.4 EM Algorithm
The EM algorithm is an iterative algorithm for maximum likelihood (ML) estimation in
missing-data problems. It consists of an E-step and an M -step. The E-step finds the
conditional expectation of the missing data given the observed data and current estimated
parameters, and then substitutes these expectations for the missing data; in M -step, ML
estimation of θ given the observed and the filled-in data is performed. The two steps are
iterated until the estimates converge. The key idea of EM is that “missing data” are not
Zmis but the functions of Zmis in the complete-data loglikelihood.
Specifically, the E-step of EM is to find the expected complete-data loglikelihood if
θ = θt, where θt is the current or tth estimate of the parameters:
Q(θ|θt) =
∫
l(θ|Z)f(Zmis|Zobs,θ = θt)dZmis .
Note that, Q(θ|θt) is the expectation of loglikelihood l(θ|Z) with respect to the conditional
predictive distribution of Zmis.
The M -step of EM maximizes this expected complete-data loglikelihood to determine
θt+1, so that
Q(θt+1|θt) ≥ Q(θ|θt) ,
for all θ.
3.2.5 Data Augmentation
Data augmentation [33] is an iterative method of simulating the posterior distribution of θ
that combines features of the EM algorithm and multiple imputation. It has two steps that
can be viewed as a small-sample refinement of the EM algorithm : the imputation (or I) step
corresponding to the E-step and the posterior (or P ) step corresponding to theM -step. The
algorithm starts with an initial draw θ0 from an approximation to the posterior distribution
of θ. Let θt be a vector of θ at iteration t. Then the algorithm is written as
I-step: Draw Zt+1mis from the distribution P (Zmis|Zobs,θt);
P -step: Draw θt+1 from the distribution P (θ|Zobs,Zt+1mis).
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At each step, missing data are randomly imputed from their posterior predictive distri-
bution given the current parameter and observed data, and the updated parameter is drawn
from its posterior distribution given the complete data.
The motivation of the procedure is that the distributions in these two steps are much
easier to draw from than either of the posterior distributions P (Zmis|Zobs) and P (θ|Zobs), or
the joint posterior distribution P (θ,Zmis|Zobs).
3.3 INTRODUCTION TO MIX
The multiple imputation algorithm for MIX is based on the general location model under
MAR, and multiple imputations are generated by EM algorithm and Data Augmentation.
3.3.1 The general location model
3.3.1.1 Definition For n subjects, covariate Z = (Q,Y) is an n× (p + w) matrix. Let
Q = (Q1,Q2, . . . ,Qp) denote a set of categorical covariates and Y = (Y1,Y2, . . . ,Yw)
denote a set of continuous ones, and qi and yi denote vectors of the values of Q and Y,
respectively, for subject i, i = 1, . . . , n. The cross-classification on the components of Q
summarizes as a p-dimensional contingency table with C =
∏p
j=1 cj cells, where Ij = 1, . . . , cj
be the possible categories that Qj takes. The cells of the contingency table can be arranged
in a linear order indexed by c = 1, . . . , C. Cell counts of subjects denote as x = {xc : c =
1, . . . , C}, and x will be viewed as either a multidimensional array or a vector depending
on the context. Let U be an n × C matrix with rows uTi , i = 1, . . . , n and “T” represents
the transpose of a vector or matrix . Here uTi = Ec is a 1 × C indicator-vector with 1 if
subject i belongs to cell c of the contingency table, and 0’s elsewhere. Thus, each row of U
is not observed unless all categorical variables are observed, and UTU is a C × C matrix
with x = {x1, . . . , xC} in the diagonals.
The general location model is defined for mixtures of continuous and categorical variables
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by Olkin and Tate [38]. It is given by
(x|pi) ∼M(n,pi), (3.6)
where pi = (pi1, . . . , piC)
T , and
(yi|ui = Ec,µc,Ω) ∼MN(µc,Ω). (3.7)
Equation (3.6) is the marginal distribution of Q which is a multinomial distribution rep-
resented by cell counts xc given cell probabilities pic = Pr(ui = Ec) with
∑
pic = 1, for
i = 1, . . . , n and c = 1, . . . , C ; equation (3.7) is the conditional distribution of Y given Q
which is a multivariate normal distribution with C × w mean matrix µ = (µ1, . . . ,µC)T ,
where µc is a w-vector of means corresponding to cell c, and Ω is w×w covariance matrix .
A common covariance structure and no structure zero are assumed for all cells. In addition,
the model for Y given Q can be regarded as a multivariate regression,
Y = Uµ+ ε
where a ε is a n×w matrix of errors and the rows of the matrix are distributed independently
as N(0,Ω).
Therefore, parameters of the general location model are
θ = (pi,µ,Ω)
3.3.1.2 The likelihood function The likelihood function of the general location model
is written as
L(θ|Y) ∝ L(pi|Q)L(µ,Ω|Q,Y),
it is the product of multinomial and normal likelihoods, which are
L(pi|Q) ∝
C∏
c=1
pixcc
and
L(µ,Ω|Q,Y) ∝ |Ω|−n2 exp
{
−1
2
C∑
c=1
∑
i∈Fc
(yi − µc)TΩ−1(yi − µc)
}
where Fc is the set of all subjects fall into the cell c. And
L(µ,Ω|Q,Y) ∝ |Ω|−n2 exp
{
−1
2
trΩ−1YTY + trΩ−1µTUTY−1
2
trΩ−1µTUTUµ
}
,
so the likelihood is linear in the sufficient statistics S1 = Y
TY, S2 = U
TY, and S3 = U
TU.
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3.3.1.3 Prior Distributions It is also convenient to apply a Bayesian method to sim-
plify the problem of ML estimates. Then we need assumptions to independent prior distri-
butions for pi and (µ,Ω).
For the general location model, a Dirichlet prior, which is a conjugate prior for the
multinomial distribution, can be applied to the cell probabilities,
p(pi) ∝ D(α)
where α = {α1, . . . , αC} is a vector of hyperparameters that can be specified before estima-
tion.
Noninformative priors can be used for µ and Ω. If an uniform prior is applied to µ and
a standard noninformative prior to the covariance matrix Ω, then
P (µ,Ω) ∝ |Ω|− (w+1)2 .
Hence, the posterior distribution represents the product of independent multivariate normal
distributions for µ1, . . . ,µC given Ω and an inverted-Wishart distribution (W
−1) for Ω.
Moreover, a multivariate normal distribution for µ and an inverted-Wishart distribution for
covariance matrix Ω can be applied as informative priors as well. Further discussions about
prior information are shown in Schafer [18].
3.3.1.4 Multiple imputation for missing categorical and continuous covariates
When there are missing values in both categorical variables Q and continuous variables Y,
the predictive distribution of the missing data given the observed data should be considered.
Let qi,obs and qi,mis represent vectors of the values of observed and missing parts of categorical
variables for subject i, and yi,obs and yi,mis be vectors of the values of observed and missing
parts of continuous variables for subject i. Oi(q) denotes the subset corresponding to the
observed parts of the categorical covariates, and Mi(q) denotes the subset corresponding to
the missing parts of the categorical covariates.
The predictive probability of falling cell q given the observed data is
P (ui = Eq|qi,obs,yi,obs,θ) =
exp(ξ∗q,i)∑
Mi(q)
exp(ξ∗q,i)
(3.8)
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over the cells q that qi,obs ∈ Oi(q). It is also the posterior probability that subject i falls into
cell q given the observed continuous variables in yi,obs, and the subject is restricted to be in
one of the cells in the contingency table. ξ∗q,i is the linear discriminant function of yi,obs with
respect to µq,i,obs, which is
ξ∗q,i = −
1
2
µq,i,obs
TΩq,i,obs
−1µq,i,obs +
∑
j∈Oi(y)
µq,j,obsyij + log piq (3.9)
where µq,i,obs and Ωq,i,obs are the subvector of mean and submatrix of covariance in cell q of
the continuous variables yi,obs for subject i, µq,j,obs is the (q, j)
th element of µi,obs, and Oi(y)
is the subset of {1, . . . , q} corresponding to the variables in yi,obs.
The discriminant ξ∗q,i and the parameters of the multivariate regression of yi,mis on yi,obs
can be obtained by a single application of the sweep operator [32]. Let the parameters of
the general location model be arranged into a matrix,
θ =
 Ω µT
µ P
 ,
where P is a C ×C matrix with elements pq = 2 log piq on the diagonal and zeros elsewhere.
If we sweep this θ-matrix on the positions in Ω corresponding to yi,obs, then a transformed
version of the parameters can be written as
θobs =
 Ωobs µTobs
µobs Pobs
 .
Where pq,obs = −µTq,i,obsΩ−1q,i,obsµq,i,obs+2 log piq are the diagonal elements ofPobs corresponding
to cell q.
EM Algorithm : to compute maximum-likelihood estimates (MLE) for the parameters
of the general location model from missing mixed-type data, then the MLEs obtained from
EM-algorithm can be used as starting values of parameters for data augmentation.
Notice that the likelihood is a linear function of the sufficient statistics S1, S2, and S3,
so that the EM algorithm can be used to obtain the MLEs of the general location model.
The MLEs of parameters θ = (pi,µ,Ω) are given by
pˆi = n−1x (3.10)
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µˆ = S−13 S2 (3.11)
Ωˆ = n−1(S1 − ST2 S−13 S2) (3.12)
The E-step: Find the expectations of sufficient statistics given the observed components
of covariates zi,obs and the current values of θ
t = (pit,µt,Ωt) by sweeping on θt . Three steps
are conducted:
Step 1. Find the expectation of S3. Note that the expectations of ui are the predictive proba-
bilities in (3.8):
a. Sweep the parameter matrix θt on positions corresponding to yi,obs to get θ
t
obs.
b. Calculate the discriminant ξ∗q,i (3.9) for all cells q for which qi,obs ∈ Oi(q) given yi,obs
and θtobs.
c. Normalized the terms exp(ξ∗q,i) for these cells to obtain the predictive probabilities
piq,i,obs =
exp(ξ∗q,i)∑
Mi(q)
exp(ξ∗q,i)
(3.13)
Step 2. Obtain the expectation of S2 based on the predictive probabilities: set
E(uq,iyi|Zobs,θ) = piq,i,obsyq,i,obs (3.14)
if the unit i possibly belongs to cell q and 0 otherwise, where yq,i,obs is the predict mean
of yi given yi,obs and given that subject i falls into cell q. Then, for j, k = 1, . . . , w,
• if j ∈ Oi(y), then yq,ij,obs = yij ;
• if j ∈ Mi(y), then yq,ij,obs = E(yij|yi,obs,ui = Eq) = µq,j,obs +
∑
k∈Oi(y) σjk,obsyik are
the predicted values from the multivariate regression of yi,mis on yi,obs within cell q,
that is, yq,ij,obs is obtained from the regression of yij on variables in yi,obs in cell q.
σjk,obs is the (j, k)th element of Ωobs.
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Step 3. Find the expectation of S1:
E(yijyik|Zobs,θ) =
∑
Mi(q)
piq,i,obsE(yijyik|Zobs,θ, uq,i = 1), (3.15)
where the sum is taken over all cells q that qi,obs ∈ Oi(q), and j, k = 1, . . . , w, then
E(yijyik|Zobs,θ, uq,i = 1) =

yijyik if both yij and yik observed,
yijyq,ik,obs if yik is missing,
yq,ij,obsyq,ik,obs + σjk,obs if both are missing.
Moreover, the subjects i = 1, . . . , n in the dataset are cycled through in the E-step, and
sweeping θ on the positions corresponding to yi,obs and summing the contributions (3.13)-
(3.15) of subject i to the expectations of the sufficient statistics.
The M -step: After obtaining the expectations of the sufficient statistics given observed
component of variables and θt in E-step, the M -step preforms by using (3.10)-(3.12) to
compute updated estimate of θt+1.
Iterate these steps until convergence.
Data Augmentation : A Markov Chain Monte Carlo method for generating posterior
draws the parameters of a general location model, given a matrix of missing mixed-type
data. In the I-step, the subjects i = 1, . . . , n in the dataset are cycled through , θ is swept
to obtain the parameters of the predictive distribution of the missing variables given the
observed variables; then the values are drawn from the predictive distribution to impute
missing variables and compute complete-data sufficient statistics (S1,S2,S3). After getting
complete data, in P -step, a new value of θ is draw from its posterior distribution given
complete data from I-step.
The I-step, which includes two steps, is to draw missing data zt+1i,mis for subject i from
the predictive distribution of zi,mis given zi,obs and the current estimates of θ
t.
Step 1. Draw ut+1i from predictive distribution given qi,obs ∈ Oi(q), which is a multinomial
distribution with cell probabilities given by (3.8).
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Step 2. Draw yt+1i,mis given u
t+1
i and yi,obs based on the multivariate regression yi,mis regression
on yi,obs. The conditional distribution of yi,mis given yi,obs, ui and θ
t is the multivariate
normal with means
yq,ij,obs = µq,j,obs +
∑
k∈Oi(y)
σjk,obsyik,
The covariances can be simulated by Cholesky factorization discussed in Schafer [18].
Therefore, yq,ij,obs is the simulated draw of y
t+1
i,mis.
The P -step, which includes three steps, is to draw estimate θt+1 = (pit+1,Ωt+1,µt+1)
from their posterior distributions, given the complete versions of S1, S2 and S3 from the
I-step. Under a noninformative prior distribution
P (pi,µ,Ω) ∝
(∏
q
pi(αq−1)q
)
|Ω|(w+12 ) .
Therefore, the posterior distributions of parameters are
pi|Z ∝ D(α+ x),
Ω|pi,Z ∝ W−1(n− C, (εˆT εˆ)−1),
µq|pi,Ω,Z ∝ N(µˆq, x−1q Ω),
Step 1. Draw pit+1q for each cell q from the standard gamma distribution with shape parameters
xq+αq, where α = {αq} is an array of hyperparameters that can be specified beforehand;
xq is the q diagonal element of S3, and
∑
q piq = 1.
Step 2. Draw Ωt+1 from an inverted-Wishart distribution with parameters (n−C) and (εˆT εˆ)−1,
where εˆT εˆ = S1 − ST2 S−13 S2.
Step 3. Draw µt+1q from normal distribution with mean µˆq = S
−1
3 S2 and variance x
−1
q Ω.
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Iterate until convergence.
When sample size is relative small compared with the total number of cells, then the
Bayesian Iterative Proportional Fitting (BIPF) algorithm [18] for the general location model
can be used to reduce estimated parameters. In the mix library, data augmentation for the
general location model is indicated by da.mix, and BIPF algorithm for the restricted general
location model is indicated by dabipf.mix.
Imputations of missing covariates are created by the I–step of the data augmentation,
and the imputations substitute the missingness, then the dataset is complete. Multiple
imputations (imp.mix) are obtained by repeating data augmentation m times, so we have m
sets of complete data. MIX package for software R, which was originally designed by Schafer
[18], can be downloaded from CRAN.
3.4 INTRODUCTION TO MICE
The basic method of Multiple Imputation by Chained Equations (MICE) is called compound
imputation method [37]. The details of this method are outlined below.
3.4.1 Variable-by-variable Gibbs sampling algorithm
Let z = {z1, . . . , zk} be the variables in a Cox proportional hazards model, and let zmis =
{zj,mis} denote a l dimensional vector of variables that have missing values, and zobs =
{zj,obs} denote a p dimensional vector of variables that are fully observed. A variable-by-
variable version of the Gibbs sampling algorithm is applied to draw imputations for the
jth missing variable, zj,mis. “Variable-by-variable” means that the underlying statistical
model is specified by separated imputation models, each of which represents a statistical
relationship between an incomplete variable, zj,mis, and a set of predictor variables, zobs.
An advantage of the variable-by-variable Gibbs sampling algorithm is that only the relevant
predictor variables for the incomplete variable are included in the corresponding imputation
models, thus reducing the number of parameters.
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Let Z∗j,mis be the imputation of zj,mis, and θj denote unknown parameters in an imputa-
tion model. Therefore, at an iteration t, the Gibbs sampling algorithm for generating Ztmis
from Zt−1mis can be written as
θt1 ∼ P (θ1|[Zt−11 , . . . , Zt−1l , zobs])
Zt1,mis ∼ P (z1,mis|[Zt−11 , . . . , Zt−1l , zobs,θt1])
...
θtj ∼ P (θj|[Zt1, . . . , Ztj−1, Zt−1j , . . . , Zt−1l , zobs])
Ztj,mis ∼ P (zj,mis|[Zt1, . . . , Ztj−1, Zt−1j , . . . , Zt−1l , zobs,θtj])
...
θtl ∼ P (θl|[Zt1, . . . , Ztl−1, Zt−1l , zobs])
Ztl,mis ∼ P (zl,mis|[Zt1, . . . , Ztl−1, Zt−1l , zobs,θtl ]) (3.16)
3.4.2 Elementary imputation method
For Equation (3.16), the imputations, Ztj,mis, for zj,mis at an iteration t are generated ac-
cording to different imputation models. The model that generates imputations for the jth
variable zj,mis given fully observed variables zobs is called an elementary imputation method .
A compound imputation method can be defined as the imputation methods that generate
imputations for more than one incomplete variable.
The standard imputation method for a binary variable uses a logistic regression model.
Let Z∗j,mis be a binary imputation variable with pi = P (Z
∗
j,mis = 1|zobs), then logistic regres-
sion model is given by
ln
(
pi
1− pi
)
= θ0 + θ1z1,obs + . . .+ θpzp,obs,
where θ = (θ0, θ1, . . . , θp). An imputation Z
∗
j,mis can be formulated as follows:
• Step 1. Draw θ∗ = (θ∗0, θ∗1, . . . , θ∗p) from the approximate posterior distribution, which is
MVN(θˆ,Ω(θˆ));
• Step 2. Calculate pi∗j = 1/(1 + exp(−(θ∗zobs)));
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• Step 3. Impute a value, Z∗j,mis so that Z∗j,mis = 1 with probability pi∗j and Z∗j,mis = 0 with
probability 1− pi∗j , for j = 1, . . . , nmis.
The standard imputation method for a categorical variable uses the polytomous regres-
sion imputation. If most of the zobs are continuous variables, discriminant imputation is an
alternative method for logistic or polytomous regression imputations. For continuous zmis,
a linear regression imputation is used as a standard method, which is written as
zj,mis = θ0 + θ1z1,obs + . . .+ θpzp,obs + ,  ∼ N(0, σ2),
and the linear regression imputation can be adjusted for a non-linear relationship between
zmis and zobs by using transformations for one or more variables.
3.4.3 Selecting an imputation method
Two steps are proposed to find an imputation method that efficiently describes the rela-
tionship between variables and properly fits the data. Step 1 is to select relevant predictor
variables for each incomplete variable zj,mis, and step 2 is to select an elementary imputation
method for each zj,mis.
In the mice library [36] implemented in R, users can pick an elementary imputation
method for each incomplete variable. Built-in elementary imputation methods are available
in the mice library, such as logistic regression (impute.logreg) and polytomous logistic re-
gression (impute.polyreg) for categorical variables; predictive mean matching (impute.pmm),
Bayesian linear regression (impute.norm) and unconditional mean imputation (impute.mean)
for continuous variables. In addition, users are allowed to write their own elementary imputa-
tion functions from within the Gibbs sampling algorithm, which is flexible for carrying out the
complex analyses based on different missing data mechnisams. The mice library can be down-
loaded from CRAN directly or from the address http://www.multipleimputation.com.
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3.5 INFERENCE BASED ON MULTIPLE IMPUTATION
The inference associated with multiple imputation was outlined by Little and Rubin [4].
Suppose that we have m complete datasets (Zobs,Z
i
mis), i = 1, . . . ,m after missing values
have been filled in m times. Therefore, we can analyze each of them by fitting a specified
model as if there were no missing values. In our case, we use a Cox proportional hazards
model, which can be done using in standard software. Let θˆi and Vˆi denote a complete-data
estimate of θ and its associated estimated variance under a certain model, respectively, for
i = 1, . . . ,m. Then, the multiple imputation estimate of θ is given by
θ¯ =
1
m
m∑
i=1
θˆi , (3.17)
and the estimate of the variance is given by two components of variability: one is the average
within-imputation variance, which is
V¯ =
1
m
m∑
i=1
Vˆi ; (3.18)
and the other is the between-imputation variance, which is
Bv =
1
m− 1
m∑
i=1
(θˆi − θ¯)2 . (3.19)
Then, the total variance associated with θ¯ is given by
Σ = V¯ +
(
1 +
1
m
)
Bv , (3.20)
where (1 + 1
m
) is an adjustment for a finite m. Moreover, an estimate of the fraction of
information about θ missing due to nonresponse is defined as
γˆ = (1 + 1/m)Bv/Σ . (3.21)
In addition, for large sample size, the inference about θ is based on
(θ − θ¯)Σ1/2 ∼ tν , (3.22)
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with degrees of freedom
ν = (m− 1)
[
1 +
1
m+ 1
V¯
Bv
]2
.
The main feature of multiple imputation is that a very small value of m will suffice, for
example, m = 3 is often adequate, and usually 5 to 10 imputations are used in practice.
The reasons are twofold. First, multiple imputation depends on simulations to solve only
the missing-data problem. Thus, choosing a large m would result in an unimportant gain
in efficiency, and unless rates of missingness are very high, there tends to be no real benefit
in using more than 5 to 10 imputations. Secondly, the reason why valid inferences can be
obtained with very small m is that the rules for combining the m complete-data analyses
explicitly account for Monte Carlo errors. Both the point and variance estimates contain a
predictable amount of simulation errors because of the finite m, and the width of the interval
is accordingly adjusted to maintain the appropriate probability of convergence [18].
3.6 APPLICATION TO SURVIVAL ANALYSIS WITH MISSING
COVARIATES
For the simulations, we generated data using a Cox proportional hazards model given by
λ(t|z) = λ0(t) exp(β′z) = 1× exp(β1z1 + β2z2 + β3z3 + β4z4 + β5z5)
where the baseline failure times were generated from an exponential distribution with pa-
rameter, λ0(t) = 1, and the true coefficients were set to be zeros, that is,
β′ = (β1, β2, β3, β4, β5)′ = (0, 0, 0, 0, 0)′ .
Similar to the simulation strategy used by Herring and Ibrahim [10], we generate z1, z2 and
z3 to be continuous covariates, and z4 and z5 to be categorical covariates. The covariate z1 is
from a normal distribution with mean 0 and variance 0.5, z2 was from a normal distribution
with mean 3 and variance 0.5, and z3 is from a normal distribution with mean 1 and variance
0.5. Also, z4 is Bernoulli with success probability 0.6, and z5 is Bernoulli with success
probability exp(α0+α1z4)/(1 + exp(α0+α1z4)), where (α0, α1) = (1, 1). The survival times
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are randomly censored with probability 0.10. The covariates, z1 and z4, are fully observed for
each subject, and z2, z3, and z5 are missing for some subjects. Missing data are generated as
follows: for subject i, let (ri2, ri3, ri5) indicate whether (zi2, zi3, zi5) are missing, and rij = 1
if the jth covariate is observed for subject i and 0, otherwise. Therefore, the missing data
mechanisms of z2 and z3 are
Pr(ri2 = 0|xi(t), zi,obs,φ2) =
exp(φ20 + φ21xi(t) + φ22zi1)
1 + exp(φ20 + φ21xi(t) + φ22zi1)
,
P r(ri3 = 0|xi(t), zi,obs, zi2,φ3) =
(φ30 + φ31xi(t) + φ32zi1 + φ33zi2)
1 + (φ30 + φ31xi(t) + φ32zi1 + φ33zi2)
,
respectively, where φ2 = (−2.0, 0.0, 2.5) and φ3 = (−1.0, 0.0, 0.5, 0.5). The missing data
mechanism of z5 is
Pr(ri5 = 1|x∗i (t), zi,obs,φ5) =
exp(φ50 + φ51x
∗
i (t) + φ52zi4 + φ53zi4x
∗
i (t))
1 + exp(φ50 + φ51x∗i (t) + φ52zi4φ53zi4x
∗
i (t))
,
where φ5 = (0.12,−1.00, 0.20, 1.50), and x∗i (t) = (xi(t) − µxi(t))/σxi(t), X(t) is the observed
event times. Simulation studies were conducted to examine properties of parameter estimates
of multiple imputation with 1000 replications and sample sizes n = 1000 and n = 200,
respectively, in each replication.
3.6.1 Simulations under MAR
In the simulations, missing data mechanism was MAR, and the missing data pattern was
not monotonic. The percentage of at least one covariate missing ranges from 40% to 50%.
Table 3 summarizes simulation results for four types of estimates: “full data” that estimates
from the generated data before deletion of missing covariates, “complete cases” (CC) that
deletes all subject with missing values, the multiple imputation method by MICE, and the
multiple imputation method by MIX.
When the sample size is 1000, the means of coefficients estimated by MICE are slightly
closer to full data estimators than those by MIX. Standard errors from MICE are larger than
those from MIX except for z2 where the standard errors are slightly smaller. For the sample
size of 200, means of estimated coefficients by using MICE are closer to full data analysis than
those by using MIX. MIX on average has smaller standard errors than MICE in all variables.
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The performance of both MICE and MIX is better than that of CC. Histograms of coefficients
of full data analysis, MICE and MIX are displayed in Figures 1–2. From those displays, we
can see that MICE and MIX estimators are approximately normally distributed. Compared
with distributions of full data estimators, distributions of MICE and MIX estimators match
well for fully observed variables z1 and z4, and slights differences appear in filled–in variables
z2, z3 and z4.
Table 3: Means of Estimated Coefficients (and standard errors) under MAR
Effect Method n = 1000 n = 200
z1 Full Data 0.000455(0.06717) 0.001890(0.15675)
CC 0.001704(0.09566) -0.004998(0.24160)
MICE 0.000528(0.06742) 0.001850(0.16574)
MIX 0.000537(0.06737) 0.002625(0.15820)
z2 Full Data -0.000938(0.06720) -0.010640(0.15624)
CC 0.001266(0.09381) -0.016880(0.22374)
MICE 0.000002(0.07333) -0.010360(0.17245)
MIX 0.000051(0.07341) -0.009489(0.17120)
z3 Full Data 0.001616(0.06739) -0.004890(0.15608)
CC 0.000952(0.09297) -0.005880(0.22084)
MICE 0.001930(0.07810) -0.004284(0.18306)
MIX 0.002478(0.07798) -0.003370(0.18150)
z4 Full Data 0.002396(0.06986) 0.000745(0.16072)
CC 0.001982(0.09436) 0.001345(0.22188)
MICE 0.002405(0.07044) 0.000695(0.16288)
MIX 0.002443(0.06998) 0.000958(0.16210)
z5 Full Data 0.004892(0.08949) -0.004205(0.20698)
CC 0.002680(0.12079) -0.003137(0.28697)
MICE 0.004670(0.09817) -0.002753(0.22972)
MIX 0.005071(0.08962) -0.004704(0.20840)
The coverage by using two imputation methods are summarized in Table 4. The coverages
estimated by MICE and MIX are larger than 95% when sample size is 1000. On the other
hand, when the sample size is 200, the estimated coverages from MICE and MIX lie in the
interval 95%± 1.4% = 95%± 1.96
√
0.95(1−0.95)
1000
× 100%.
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Table 4: Comparisons of coverages between MICE and MIX under MAR
coverage
Method n=1000 n=200
MICE 96.9% 96.2%
MIX 97.2% 96.1%
3.6.2 Simulations under NMAR
The robustness of both methods under NMAR were also considered. To do this, assume that
the missingness of z3 depends not only on the observed elements of z2 but also on the missing
elements of z2. For both small and large sample sizes (200 and 1000), MICE and MIX have
less biased estimators and smaller standard errors than CC, and MIX have smaller standard
errors compared with MICE in most of cases. Means of coefficients from MICE and MIX
perform similarly for the large sample size (Table 5). However, the coefficient of z3 from
MIX has a different sign compared with that from full data analysis for small sample size.
When the sample size is 1000, MICE has overinflated coverages, and MIX’s coverage lies in
the interval 95% ± 1.4%. When sample size is 200, both MICE and MIX have reasonable
estimated coverages. The estimated coverages are presented in Table 6.
3.6.3 Simulations with missing non-normal continuous covariates under MAR
Another simulation was carried out to investigate the robustness of MICE and MIX under
MAR when missing continuous covariates are not from normal distributions. We assume
that all conditions are the same as the first simulation except that continuous variable
z2 is assumed from uniform distribution with parameters (0, 1), and z3 is assumed from
exponential distribution with hazard 1. The simulations are also repeated 1000 times, sample
sizes are 200 and 1000 respectively, and 10 imputations are conducted as well.
Estimators and standard errors displayed in Table 7 show that both MICE and MIX
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Figure 1: Histograms of Estimated Coefficients from Full data, MICE and MIX under MAR,
Sample size 1000.
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Figure 2: Histograms of Estimated Coefficients from Full data, MICE and MIX under MAR,
Sample size 200.
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Table 5: Means of Estimated Coefficients (and standard errors) under NMAR
Effect Method n = 1000 n = 200
z1 Full Data -0.00195(0.06733) 0.00151(0.15576)
CC 0.00127(0.09569) -0.00333(0.22790)
MICE -0.00193(0.06751) 0.00155(0.15783)
MIX -0.00195(0.06747) 0.00155(0.15740)
z2 Full Data 0.00296(0.06725) -0.00942(0.15633)
CC 0.00459(0.09399) 0.00072(0.22530)
MICE 0.00285(0.07340) -0.00422(0.17271)
MIX 0.00283(0.07340) -0.00399(0.17240)
z3 Full Data -0.00252(0.06725) 0.00244(0.15563)
CC -0.00222(0.09278) 0.00269(0.22161)
MICE -0.00142(0.07839) 0.00264(0.18526)
MIX -0.00119(0.07843) -0.00023(0.18330)
z4 Full Data 0.00040(0.06983) 0.00036(0.16084)
CC 0.00499(0.09429) -0.00219(0.22224)
MICE 0.00040(0.07020) -0.00111(0.16306)
MIX 0.00045(0.06995) -0.00046(0.16240)
z5 Full Data 0.00576(0.08947) 0.00778(0.20724)
CC 0.00851(0.12042) 0.02769(0.28782)
MICE 0.00539(0.09822) 0.01378(0.22976)
MIX 0.00554(0.08960) 0.00773(0.22976)
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Table 6: Comparisons of coverages between MICE and MIX under NMAR
coverage
Method n=1000 n=200
MICE 97.1% 96.7%
MIX 96.4% 96.6%
perform better than CC. When sample size is 1000, MIX estimators are less biased and
have smaller standard errors than MICE estimators. Coefficients of categorical variables z4
and z5 from MICE have different signs compared with those from full data analysis. When
the sample size is 200, MIX estimators are more efficient than MICE estimators except z1,
and they have less biased coefficients in z1, z2 and z5. Coverages of MIX and MICE are
slightly overestimated when sample size is 1000 (see Table 8). Figures 3 – 4 display that the
distributions of coefficients from both MICE and MIX are approximately normal.
3.6.4 NSABP breast cancer Data
As mentioned earlier in chapter 1, the NSABP protocol B-06 is a randomized clinical trial de-
signed to determine whether lumpectomy with or without radiation therapy was as effective
as total mastectomy for the treatment of invasive breast cancer [14][15]. By the December
31, 2001, 2,163 women were entered in the study. A subset of 1,137 lumpectomy patients
who had tumor free surgical margins were assessed. A Cox proportional hazards model was
used to perform a multivariate analysis of variables which were significantly related to time
to recurrence in the ipsilateral breast. As indicated in Table 9, two of the eight covariates
listed had no missing information, another five had moderate proportions of missing informa-
tion and one (Progesterone Receptor status) had a large proportion of missing information.
Altogether, 49.52% of the women in this analysis had at least one missing value in their
covariates. The missing data mechanism was assumed to be missing at random.
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Table 7: Means of Estimated Coefficients (and standard errors) under MAR when z2 and z3
from non-normal distributions
Effect Method n = 1000 n = 200
z1 Full Data 0.00116(0.06728) -0.00063(0.15652)
CC 0.00158(0.13149) 0.00881(0.31372)
MICE 0.00109(0.06762) -0.00109(0.15915)
MIX 0.00112(0.06745) -0.00010(0.16620)
z2 Full Data -0.00151(0.11632) 0.00873(0.26825)
CC 0.00332(0.17958) 0.01550(0.42860)
MICE -0.00051(0.12724) 0.00393(0.29634)
MIX -0.00121(0.12710) 0.00462(0.29540)
z3 Full Data 0.00042(0.03376) 0.00554(0.07912)
CC 0.00075(0.04819) 0.01140(0.11790)
MICE 0.00068(0.03734) 0.00403(0.08889)
MIX 0.00038(0.03723) 0.00341(0.08771)
z4 Full Data 0.00041(0.06986) 0.01242(0.16072)
CC -0.00033(0.09739) 0.01072(0.22980)
MICE -0.00014(0.07026) 0.01262(0.16270)
MIX 0.00043(0.06998) 0.01216(0.16180)
z5 Full Data -0.00038(0.08946) 0.00382(0.20722)
CC 0.00142(0.12454) -0.00154(0.29724)
MICE 0.00295(0.09818) 0.00221(0.22926)
MIX -0.00034(0.08954) 0.00419(0.20830)
Table 8: Comparisons of coverages between MICE and MIX when z2 and z3 are from non-
normal distributions under MAR
coverage
Method n=1000 n=200
MICE 96.8% 96.4%
MIX 96.5% 95.3%
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Figure 3: Histograms of Estimated Coefficients from Full data, MICE and MIX, Sample size
1000 for incomplete non-normal continuous covariates.
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Figure 4: Histograms of Estimated Coefficients from Full data, MICE and MIX, Sample
size 200 for incomplete non-normal continuous covariates.
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Table 9: Percentage of Missing Values in Covariates
Variable Percent Missing (%)
Age 0
Race 5.54
Tumor Type 14.16
Nodal Status 0
Nuclear Grade 11.43
Estrogen Receptor 25.24
Progesterone Receptor 36.06
Blood Vessel Invasion 14.95
At Least One Missing 49.52
Missing covariates in Cox models were treated by using three methods: the complete case
analysis, and the multiple imputation methods using MICE and MIX. Variables included
categorical variables race (0 = white, 1 = nonwhite), nodal statutes (0 = negative nodes,
1 = positive nodes), tumor type (0 = favorable, 1 = intermediate and 2 = unfavorable, so
we created two dummy variables: Intermediate Tumor Type (Tumortype I) and Unfavorable
Tumor Type (Tumortype II)), nuclear grade (0 = good, 1 = poor) and blood vessel invasion
(blood) (0 = yes, 1 = no); continuous variables age (we used centered age that is age −40 and
(age−40)2), estrogen receptor (ER) status and progesterone receptor (PR) status. However,
MIX could not run because the numbers of counts in some categories of (categorical) variables
race, nodal status and blood vessel invasion were sparse. For example, the counts of the
two race categories, white and nonwhite, were 1595 and 153, respectively, which resulted
in empty cells when these variables were considered in combination with other categorical
variables, and, hence, the program stopped running. Table 10 lists parameter estimates
and standard errors in two methods, CC and MICE. Estimated coefficients using CC had
different results from those using MICE. The CC method tended to have much higher values
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for the coefficients of race, tumor type, nuclear grade, (age−40)2 and PR, and lower values
of the other covariates. Moreover, MICE estimators had smaller standard errors than CC
estimators. Results from MICE indicated that race, nodal status, tumor type, nuclear grade
and (age−40)2 were significant at an α level of 0.05, but those from CC showed an additional
significant coefficient, i.e., the one associated with (age−40). The 95% confidence intervals
for the covariates are listed in Table 10.
3.7 DISCUSSION
According to a review by Burton and Altman [39], missing covariate data appeared in 81% of
articles published in seven cancer journals in 2002 that involved survival analysis to evaluate
potential prognostic factors. Most of the articles with missing covariate information used
complete case analyses to deal with missingness. There are many reasons to do so; one of
them is due to the convenience of computation. However, a complete case analysis may
introduce bias depending on the missing data mechanism and the proportion of missingness.
Even in cases where the covariate data are MCAR, when the bias is not an issue, the
complete case analysis is inefficient. The MICE and MIX multiple imputation methods
are implemented in easy-to-use software packages, which greatly simplify the computational
burden while also generating less bias and more efficient estimators.
However, there are some limitations in these two methods. MIX does not always work for
sparse data, that is, where many cell counts are zeros. In fact, it requires sufficient amounts
of cell counts in each category to avoid empty cells in the multiple imputation, which may
restrict the use of this package in practice. This is illustrated in the NSABP B-06 data.
For example, since the proportion of African–Amercians was quite small, MIX failed to run
due to empty cells during data augmentation. On the other hand, in theory, the restricted
general location model of MIX, that is, the BIPF algorithm, can be applied to generate
imputations for the sparse data or when the sample size is not large compared to the total
number of cells. However, it may not be convenient to define marginal and design matrices
during programming for categorical covariates with moderate numbers in each category. For
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Table 10: Estimates of Covariates (and standard errors) using Complete case model and
Multiple Imputation by MICE. (10 imputations were used)
Factors CC (n = 574) MICE (n = 1137) 95% CIMICE
Race 0.472(0.200) 0.390(0.147) (0.101, 0.679)
Nodal Status 0.462(0.123) 0.517(0.091) (0.338, 0.696)
Tumortype I 0.484(0.224) 0.400(0.164) (0.078, 0.723)
Tumortype II 0.721(0.233) 0.570(0.171) (0.236, 0.905)
Nuclear Grade 0.447(0.132) 0.357(0.101) (0.159, 0.555)
Age−40 -0.029(0.012) -0.012(0.0091) (-0.030, 0.006)
(Age−40)2 0.0021(0.0005) 0.0015(0.00036) (0.0008, 0.0023)
ER -0.000029(0.000046) -0.000024(0.00003) (-0.000084, 0.000036)
PR 0.000015(0.000020) 0.000011(0.000015) (-0.000019, 0.000042)
Blood -0.870(0.419) -0.557(0.315) (-1.176, 0.063)
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example, if a data set with n subjects has 4 categorical covariates with 4, 3, 2 and 3 categories
respectively, then the design matrix will have a dimension of n× (1+4×3×2×3) = n×73.
Also, we could not successfully implement the BIPF algorithm (daipf.mix) for the NSABP
data. In fact, MIX does not appear to run when a sample size is very small, even though
its BIPF algorithm is used. The smallest sample sizes that we were able to conveniently
program the package was 200 for da.mix, and 150 for daipf.mix.
MICE can be easily used in data with small sample sizes (less than 100). It generates
slightly less biased estimators with slightly higher standard errors than MIX when continu-
ous covariates are normally distributed. In addition, it allows advanced users to construct
their own imputation functions by additional programming. However, the random number
generation associated with MICE uses a fixed seed by default, which seems to create the
same imputed values over different replications. This finding is also mentioned in Horton
and Lipsitz [35]. Although typically, one chooses random seeds during programming, a non-
cautious user may overlook this potential problem with the default seed. Neither MICE
and MIX have built–in programs that support survival regression modeling, but MIX has
a function (im.inference) for pooling inference of multiple imputation for all models, which
is easier than MICE (whose function of pooling inference pool can be used only within its
built–in linear regression models and generalized linear models).
The results in our simulations suggest that in some cases, even when the missing data
mechanism is NMAR, both packages can perform reasonably well with respect to the pa-
rameter estimators, standard errors and coverage. However, this obviously is not true in all
cases. MIX is slightly more efficient and has more reasonable coverage than MICE. Still,
we find that overinflated coverages appear when using the packages under either MAR or
NMAR for large sample sizes. When missing continuous covariates are from non-normal
distributions, MIX appears to perform better than MICE.
We note that both packages have flexibility for implementing multiple imputation pro-
cedures, and generate reasonable results for survival data. In closing, we would agree with
the following cautionary note by Horton and Lipsitz [35]: “the existence of software that
facilitates its use requires the analyst to be careful about the verification of assumptions, the
robustness of imputation models, and the appropriateness of inferences”.
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4.0 LITERATURE REVIEW ON STEPWISE REGRESSION
PROCEDURES
It is often necessary to estimate a regression relation between an outcome variable and
a set of explanatory variables. However, the number of potential variables to be used in
a regression model is often too large and a more parsimonious model may be preferred.
Selection strategies, especially stepwise methods, are widely used. Stepwise methods have
been available for a long time, and basically there are three techniques: forward selection
(FS), stepwise selection (SS) and backward elimination (BE). Many methods for variable
selection and related issues have been developed for normally distributed outcomes and
investigated in an enormous literature in this area.
Clark, et al. [40] suggested that stepwise methods can be used as selection techniques to
choose important covariates in Cox proportional hazards models. One limitation of stepwise
methods is that either the backward elimination or forward selection procedures only evaluate
a small number of the set of possible models. On the other hand, backward elimination, which
starts with the full model, may be possibly the best of the stepwise selection strategies.
Harrell, et al. [41] assert that uncritical applications of modeling selection techniques may
result in poorly fitted models, or more likely, inaccurately predict outcomes on new data.
Steyerberg, et.al [42] studied the influence of stepwise selection methods on estimated logistic
regression coefficients in small samples. Standard errors were expressed as the precision
of the estimated regression coefficients, and the estimated standard errors for each of the
covariates were computed as the average of the estimated asymptotic standard errors in each
logistic regression model. Moreover, functions from the Design library in S-Plus for logistic
regression and stepwise selection were utilized during computations. Results showed that
regression coefficients in a stepwise selection model in small datasets may have a considerable
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bias. Wa¨hlby, et al. [43] evaluated the performances of stepwise model-building strategies in
population pharmacokinetics and pharmacodynamics data, and observed that the selection
bias can affect the results of a covariate analysis although it was small relative to the overall
variability in the estimates. Ambler, et al. [44] investigated the predictive accuracy when
various performance measures were applied during model selections under an assumption that
a true model was known. They proposed a stepdown strategy to select the “best” model
and compared with BE. A stepdown procedure (which is different from FS, SS, and BE) was
used to approximate a linear combination of the predictors in the model. A regression on
these predictors produces a perfect fit with an R2 (squared multiple correlation) of 1. The
R2 gets lower when variables are omitted from full models. The procedure continues until
R2 is lower than a prespecified level, such as 0.95. They fit models using different R2 values
in simulations of two data sets, and compared results with different significant levels of BE.
Results of their simulations suggested that the final selected models from stepdown and BE
performed nearly as well as, or may be even better, than full models.
Because of increasing computational power, a bootstrap resampling method was proposed
to improve selection strategy. Altman and Andersen [45] asserted that, “Bootstrapping is
an appealing method for evaluating a regression model, as it allows investigation of the
consistency of the inclusion of each variable in the regression model”. The bootstrap analysis
is often performed to help selection of a final model by (arbitrarily) entering those variables
selected by more than 50 percent of the analyses of bootstrap replications. Austin and Tu [46]
applied stepwise selection methods for logistic regression models to identify the predictors
of an outcome, and studied the reproducibility of logistic regression models developed using
stepwise selection methods. Backward elimination, forward selection and stepwise selection
were applied to select important variables from candidate variables, and these processes
were repeated using 1000 bootstrap samples. The variables which had been selected in each
model were recorded and the results across three variable selection methods were compared.
Their conclusion showed that the stepwise selection methods resulted in unstable and not
reproducible models, and the selected variables in each model were sensitive to random
fluctuations in the data.
Augustin, et al. [47] discussed two model selection strategies that account for model
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selection uncertainty in two survival data sets. One strategy was to apply an approximate
Bayesian Model Averaging (BMA) adapted from Bayesian model averaging method to Cox
proportional hazards model. The method first performed an initial screening of variables
based on each variable’s inclusion frequency in bootstrap samples to omit variables that
have little influence in the corresponding models, then averaged over a set of possible models
using weights estimated from bootstrap resampling. The other strategy employed either
an AIC or BIC to compute weights. The two strategies produced similar results and were
useful when the number of potential variables in data sets was high. In addition, the paper
suggested that bootstrap resampling method had the additional positive effect of reducing
the number of explanatory variables and dealing with correlated variables.
In addition, many authors studied the stability of a chosen regression model by using
bootstrap method in the Cox proportional hazards model framework. Chen and George
[48] investigated the validation of Cox’s proportional hazards model to characterize pedi-
atric acute lymphocytic leukemia data by using two stages of the bootstrap method, which
imitated the original population. One stage was to select important variables via a stepwise
regression procedure with 100 bootstrap samples; the other is to estimate the selected vari-
ables with 400 bootstrap samples. The bootstrap results indicated that a reasonable model
construction was employed and that parameter estimates compared well with the original
data set. In addition, the results of this paper showed that the bootstrap resampling tech-
nique provided an easy way to assess the whole process from selection of the best model
through to the validation of the model. However, the authors examined only binary vari-
ables, so further investigation of the method may be required. Altman and Andersen [45]
investigated the stability of stepwise selection methods in Cox proportional hazards model
from primary biliary cirrhosis clinical trial data. Model selection results of stepwise regres-
sion analysis of 100 bootstrap samples were compared with those of a stepwise selection
based on the original data, and they agreed well. Sauerbrei and Schumacher [19] developed
a bootstrap model selection strategy that combined the bootstrap method with stepwise
methods, which was an extension of Chen and George[48]. Stepwise selection methods were
applied in each bootstrap replication to identify significant variables. The number of times
that each variable included in each selected model at bootstrap replications was defined
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as bootstrap inclusion fractions, and prognostically important variables should have high
bootstrap inclusion fractions in B bootstrap replications. They verified the bootstrap in-
clusion fractions as the power of the test for βj = 0, and also accounted for the correlation
structure of the variables. Moreover, a choice of a cutpoint for the percentage inclusion
depended on if factors with strong relationship with the outcome (strong factors) were the
only interest in the study or if weak factors should be included as well. When weak factors
were considered for the next step of analysis, a low value of the cutpoint percentage would
be proper. Therefore, the authors proposed two strategies to find a compromise between
the percentage inclusion cutpoint and the selection level. In strategy A, the idea was that
weak factors should be selected to ensure accurate prediction. In the first step, all variables
which may be important can be included in the model if the bootstrap selection frequencies
exceed a low level, such as 30%. Some of remaining variables should be eliminated by vari-
ables pairwise investigations of interrelationships of inclusion frequencies. The underlying
principle of strategy B was for the case that only strong factors should be selected. That
is, a really strong factor should be selected into the model in nearly all cases, except when
there is another highly correlated covariate. In the latter situation, at least one of the two
correlated factors will be selected in nearly every bootstrap replication. Hence, in the first
step, all variables with a high selection frequency enter. Variables not included may enter
the model in a further step if bidimensional inclusion frequencies show that one factor from
a ‘correlated’ pair should enter the model. Furthermore, the authors suggested that “the
bootstrap inclusion frequencies may lead to a more careful interpretation of the importance
of a variable than does the usual standardized parameter estimate”. However, in this paper,
the choices of cutpoints for the percentage inclusion in a model and the choices of selection
levels were somewhat arbitrary, and a larger number (at least several hundred) of bootstrap
replications may be needed. Sauerbrei [49] investigated the problems of replication stability,
model complexity, selection bias and an over optimistic estimate of the predictive value of a
model based on the previously proposed strategies of Sauerbrei and Schumacher [19]. Back-
ward elimination with different selection levels, cross-validation and bootstrap resampling
method were used to choose a final model. Moreover, a cross-validation approach to estimate
(global) shrinkage factors was extended to parameterwise shrinkage factors (PWSFs). Vari-
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ables whose regression parameter estimates were not biased due to model selection should
have a PWSF of about 1. Using the bootstrap method, instability in the selected model can
be recognized, particularly when a complex model including several weak factors was chosen.
Furthermore, variables without influence on the outcome were selected with a probability
depending on the selection level. On the other hand, PWSFs suffered from the problem of
too many parameters to estimate. In addition, only parameter estimates for weak factors
may be biased in a predictive model.
Much previous work has shown that the results of stepwise selection procedures are usu-
ally obtained via a single model without any information about the model’s stability, and,
thus, may generate tremendous difference in the selection of variables. In contrast, resam-
pling methods—the bootstrap method— allow us to investigate the stability of procedures
and select variables. The bootstrap model selection strategy proposed by Sauerbrei and
Schumcher [19] combines bootstrap methods with stepwise procedures while considering the
degrees of relationship (strong and weak) between outcome and covariates at the same time.
Their bootstrap methods are only methods that allow one to see whether there are some
really ‘important’ variables which should be included in a model and allow one to evaluate
the importance of each of the other variables conditioned on the whole set of covariates.
However, their strategies had limitations, particularly the pairwise independence tests for
deciding which variables should remain in the model may discard the ‘important’ variables.
For example, in the NSABP data, clinical tumor size and nodal status are very strong factors
associated with survival. Nevertheless, the chi–square test for independence showed that the
two were dependent, so one of them had to be deleted from the model according to the
strategies. Hence, the results from the strategies are not reasonable and unsatisfied in some
situations.
Furthermore, all the methods or strategies proposed in previous work were based on
the complete–case analysis. Subjects with missing values were omitted before the model
selection procedures, which may be dangerous, because the complete–case analysis can give
a biased view of the relationship between the predictors and the outcome.
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5.0 INTRODUCTION TO A STEPWISE MODEL SELECTION STRATEGY
As Sauerber [49] and others have pointed out, adding a variable to a model may increase
goodness of fit, but the complexity of the model increases, and its predictive ability could
worsen. Thus, a model selection strategy is the one that not only concerns itself with which
variables should be in or out of the model, but is also concerned with the improvement of
the prediction accuracy after entering or deleting the variables. Moreover, when there are
missing values in the covariates, the strategy should account for missing information.
Concentrating on variable selections in the Cox model, we propose a model selection
strategy for data with missing covariates. The strategy has advantages of conducting model
selection and evaluating the predictive accuracy of the selected submodels at the same time
[53], while taking into account missing covariates. The strategy can be formulated using
three steps:
• Step 1: the imputation step:
use MICE to compute missing values, and get complete data sets;
• Step 2: the screening step for the model selection:
a. run the bootstrap stepwise procedure to select covariates, and calculate percentage
of inclusion(PI) for each covariate in bootstrap iterations;
b. covariates with greater than 30% PI consists of a variable pool for next step;
• Step 3: the weak factors selection:
a. fit Cox models with strong factors (PI > 70%) and combination of weak factors
(30% < PI ≤ 70%), then calculate the Weighted Brier Score for each model.
b. the model with the smallest Weighted Brier Score is the best model.
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Thus, we briefly introduce step 1 and step 2 in sections 5.1 and 5.2 of this chapter; step
3 is introduced in more detail in chapter 6, which includes the definitions of Weighted Brier
Score and weighted survival function. Simulation studies and application are conducted to
assess the strategy in chapter 7.
5.1 THE IMPUTATION STEP
Previously we compared two packages in R that implement multiple imputation methods:
MICE and MIX. The results show that MICE and MIX perform reasonably well with respect
to the estimation of parameters, their standard errors and coverage, even under some NMAR.
However, MIX is sensitive to sparse data. Hence, we will use MICE based imputation method
to fill–in the missing values of the covariates in the imputation step.
5.2 THE SCREENING STEP FOR THE MODEL SELECTION
The bootstrap method was originally proposed by Efron [50]. A Bootstrap resampling tech-
nique is used to improve the stepwise selection procedures. In the survival setting, the
bootstrap technique is as follows: Assume that original data are denoted by (T, δ, z1, . . . , zp);
and randomly take sample of size n with replacement from the original data to obtain a
bootstrap sample, repeat the procedure a large number, say B, times, to obtain our boot-
strap sample. The variability of estimated characteristics of the distribution can be assessed
by studying the variability of the estimate across the B bootstrap samples.
The basic idea of the bootstrap stepwise model selection method is that a stepwise
method (i.e. Forward Selection (FS), Stepwise Selection (SS) or Backward Elimination (BE))
is conducted to select the prognostically important variables at each bootstrap replication.
In this dissertation, we use SS with a selection level corresponding to the AIC criterion. The
AIC allows us to compare nonnested models and obtained parsimoninous models. Also, we
define percentage of inclusion (PI) as the number of times each covariate included in the
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model over total number of bootstrap replications, and record it for the model selection.
Variables with no or little prognostic influence will have low PI, since we assume that each
bootstrap replication is a random sample from the original patient distribution, and thus
should reflect the underlying structure of the data. Consequently, the PI in the model can
be viewed as a selection criterion for the prognostic importance of a variable. We select
only those variables with PI’s above a minimum value, say 30%. A variable with PI greater
than 70% is called a strong factor , and a variable with PI between 70% and 30% is called
a weak factor . If a variable with PI less than or equal to 30% indicates that the variable
has no relationship with the outcome. A discussion about PI cutoff points can be found in
Sauerbrei and Schumcher [19]. A Scheme of how the bootstrap stepwise procedure works is
given in Table 11. The variables with PI greater than 30% will consist of a covariate pool
for the next step of the model selection, the weak factors selection.
Table 11: Results of The Stepwise Selection at 10 Bootstrap Replications
Variables 1 2 3 4 5 6 7 8 9 10 PI%
z1
√ √ √
30
z2
√ √ √ √ √ √ √ √
80
z3
√ √ √ √ √ √
60
z4
√ √ √ √ √
50
z5 0
z6
√ √ √ √ √ √ √
70
z7
√ √ √ √ √ √ √ √ √ √
100
z8
√ √ √ √ √ √ √ √ √ √
100
z9
√ √ √ √ √ √ √ √ √
90
z10 0
√
indicates that the variable is included in the model selected by SS
55
6.0 WEAK FACTORS SELECTION AND WEIGHTED BRIER SCORE
6.1 INTRODUCTION
In model selection, a set of ‘best’ predictors is usually chosen from a collection of potential
predictors. Standard methods, such as Cp and adjusted R
2, are used in selecting submodels
and estimating predictive accuracy, but tend to be highly biased and usually result in poor
selection [52]. Some literature [53]–[56] investigated model selection methods using prediction
errors or similar quantities (e.g. discrepancy) as criteria. Breiman and Spector [53] proposed
a resampling method for model selection using the prediction error as a criterion in regression
models. For an outcome variable yi, a covariate vector ui and a parameter vector β, i =
1, . . . , n, a regression model is given by yi = β∗ui+εi, with Eεi = 0, Eεiεj = σ2δij. Then for
new data (y∗i ,ui), where the y
∗
i is from the distribution of yi, the prediction error is defined
as
PE = E‖y∗ − µ̂(u)‖2 ,
where µ̂(u) is a predictor for y regressed on u. Backwards deletion is used to give the
sequence of submodels at each bootstrap repetition. Note that, backward deletion was not
used as a selection criterion here, but rather for generating submodel candidates. Also, the
PE is computed for each submodel. The submodel with smallest PE is the best model.
The proposed method has fairly low bias and selects dimensionalities close to the optimal
selection based on true PE. However, the PE method has only been proposed in a linear
regression situation and assumes that the true PE is known.
When it comes to assess predictive accuracy in a survival analysis, there is some confusion
about what quantities should be predicted. Schumacher, et al [57] pointed out “ad–hoc
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approaches as P–values of the logrank test, the likelihood of a corresponding Cox regression
model or ROC methodology borrowed from the evaluation of diagnostic tests are commonly
used that do not fully capture the specific problems arising from survival or time–to–event
data and are thus of only limited value”. Graf, et al. [52] presented some approaches to
assess the accuracy of prediction in the survival framework. They investigated the mean
square error of prediction as a measure of accuracy, but the point predictions of event–free
times would lead to inaccurate and unsatisfactory results. A second proposed measure is the
expected misclassification rate that can be interpreted as ‘survival at time t∗’ or ‘failure at
time t∗’, or alternatively, ‘diseased’ or ‘not diseased’. However, in a prognostic framework,
it may not be adequate to label patients this way, because the future survival status at
t∗ cannot be determined at, say, time t = 0. The expected Brier score (BS), which was
originally developed for predicting accuracy of weather forecasts, is a measure of accuracy
based on the estimates of event–free probabilities. The expected BS has some advantages
over other predictive accuracy approaches. First, it is easily to interpreted as a mean square
error of the prediction of event status. Second, the estimated survival probabilities are used
to predict the event status at time t∗, which means that the BS may be preferred over the
misclassification rate. The reason is because the BS is used to measure average discrepancies
between true event status and estimated predictive values. A low BS indicates that the
prediction is very accurate for a given time period. Graf, et al. proposed a reweighting
scheme to cope with censoring. Also the quantities they used did not depend on the censoring
distribution asymptotically. Schumacher, et al [57] applied the BS method in a case study.
The application verified that the BS had shown a valuable way to evaluating the predictive
performance of prognostic classification schemes for survival data with censored observations.
The Brier score has a meaningful interpretation even if the model is wrong, which is
important since all prognostic models are bound to be misspecified to some extent [57].
Also, even when misspecifying a model, BS yields efficient estimators [58]. Moreover, BS
can assess a patient specific prognosis that depends on the patients covariates, which allows
comparison of different regression models by looking at their prediction error. In addition,
BS has a nice feature of allowing assessment of the influence of a covariate on survival.
Despite the advantages of a BS, previous literature has assumed that all variables were
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fully observed, and so, the definition of a BS with missing data was not specified. Moreover,
the BS has not been used as a part of the selection strategy to determine if, say, weak factors
should be in or out of the model selected by the stepwise procedure. Consequently, we define
a Weighted Brier Score (WBS) by using a weighted survival function so that the loss of
information due to missing values is accommodated. Also the WBS can be a criterion for
selecting weak factors.
6.2 DEFINITION OF THE WEIGHTED BRIER SCORE
6.2.1 The weighted survival function
As before, for subject i, i = 1, . . . , n; let Ti be the time on study for the ith subject, δi be the
event indicator with 1 if the event has occurred and 0 if the occurences of the event is right-
censored and zi(t) = (zi1(t), . . . , zip(t)) is a vector of covariates for the ith subject at time t
which may affect the survival distribution of the time to event X, where X(t) = min(T,C)
is the observed event time, and C is the censoring time. Also, let t1 < t2 < . . . < tD denote
the distinct event times, and R(tj) is a set of all subjects at risk just prior to tj, and define
W (tj;β) =
∑
i∈R(tj)
exp(
p∑
h=1
βhzih) .
The estimators of the baseline survival function are the product integral of the Breslow
estimator of the cumulative hazard rate [59], which in the case of no tie events, is given by
S0(t|0) =
∏
tj≤t
[
1− δj
W (tj|β)
]
.
Therefore, the estimator of the survival function for a subject with a covariate vector z is
S(t|z) = S0(t)exp(β′z) .
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When there are missing values in the covariates, we can partition the vector z as z =
(zobs, zmis). To account for the missing values in the original data set, we propose a Weighted
Survival Function (WSF) for subject i, which can be written as
Ŝ(t|z) = Ŝ0(t)

ri
pii

exp (β′zi,obs)+

1− ri
pii

E{exp[(β′zi,mis)]}
= Ŝ0(t)

ri
pii

exp (β′zi,obs)+

1− ri
pii

exp[(β′zi,imp)] . (6.1)
The weighted baseline survival function can be written as
Ŝ0(t) =
∏
tj≤t
[
1− δj
Ŵ (tj|β)
]
, (6.2)
where Ŵ (tj|β) =
∑
i∈R(tj)
[(
ri
pii
)
exp (β′zi,obs) +
(
1− ri
pii
)
E{exp(β′zi,mis)}
]
=
∑
i∈R(tj)
[(
ri
pii
)
exp (β′zi,obs) +
(
1− ri
pii
)
exp(β′zi,mip)
]
(6.3)
where ri = 1 if zi is fully observed, and 0 otherwise; pii is the probability of zi being
fully observed for subject i, and pˆii = Pr(ri = 1|Ti, δi, zi,obs) = exp(−v′mi)1+exp(−v′mi) , v is a vector of
unknown parameters andmi is some function of (ti, δi, z
′
i,obs)
′ [60]; and zi,imp is the imputation
values from MICE.
Qi, et al. [62] defined weights (the inverse of selection probability pi) similar with the one
that we proposed here. However, the differences are twofold. First, the goals are different.
Simple weighted estimators (SWE) and fully augmented weighted estimators (FAWE) in Qi,
et al. were proposed to estimate parameters of the partial likelihood function in the Cox
model, but our weights are used to define the WBS, which allow us to evaluate prediction
accuracy of a model. Secondly, Qi, et al. used weights in the score function, but we modified
these weights in the survival function to accommodate missing data.
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6.2.2 The Weighted Brier Score
For subject i, i = 1, . . . , n, let G(t) = P (C > t) be the censoring distribution. Ĝ(Ti) is the
Kaplan-Meier estimate of G(t), which can be denoted as the marginal probability of being
event-free up to time Ti. At a fixed time point t
∗, the weighted Brier score for no censored
data [52][57], can be defined as
BS(t∗) =
1
n
n∑
i=1
(I(Ti > t
∗)− Ŝ(t∗|zi))2 .
When there is censoring in the data, the WBS can be written as
BS(t∗) =
1
n
n∑
i=1
{
(0− Ŝ(t∗|zi))2I(Ti ≤ t∗, δi = 1) 1
Ĝ(Ti)
+ (1− Ŝ(t∗|zi))2I(Ti > t∗) 1
Ĝ(t∗)
}
,
where Ŝ(t∗|zi) is the survival probabilities from equation (6.1), and 1/Ĝ(t) is the weight to
compensate the loss caused by censoring. The WBS can be decomposited as three parts
according to Ti and δi:
I: an event occured at or before time t∗ (Ti ≤ t∗ and δi = 1). The contribution to the WBS
is (0− Ŝ(t∗|zi))2, and the weight 1/Ĝ(Ti) is based on the event time Ti.
II: no event was observed before time t∗ (Ti > t∗, and δi = 1 or δi = 0). The contribution
to the WBS is (1− Ŝ(t∗|zi))2, and the weight 1/Ĝ(t∗) is based on t∗.
III: a “censor” occured before t∗ (Ti ≤ t∗ and δi = 0). The contribution to the WBS is
unknown, and the weight is zero.
After the WBS is calculated for each potential model, the model with smallest WBS is the
best fit (final) model.
60
7.0 SIMULATION AND APPLICATIONS
7.1 MIXTURES OF CONTINUOUS AND CATEGORICAL COVARIATES
Similar to Herring and Ibrahim [10], we generated both continuous and discrete variables
related to outcome for our simulation studies. z1 is a continuous variable from normal
distribution N(0, 1), z2 is a continuous variable from normal distribution N(3, 25), and z3 is
a binary variable from binomial distribution with probability of 0.6. z1 is setup as a strong
factor by using z1 = t+ z1+ e, where e ∼ N(0, 1). z2 and z3 are setup as weak factors by the
strategies z2 = z2+ t+e2−3 and z3 = z3+ t3+2∗e3, where e2 ∼ N(2, 4) and e3 ∼ N(2, 100)
respectively. z1 has roughly 21% missing values, z2 has roughly 5% missing vales, and z3 has
20% missing values. Altogether, about 44% subjects has at least one missing value in their
covariates. The missing data mechanism is generated as MAR.
Missing values are filled in by using MICE. Ten multiple imputations are conducted in
bootstrap stepwise procedures with 100 bootstrap replications. z1 is forced in each of the
best model by design in order to avoid a program crash while using the “step” function in
R. Strong factors (PI > 70%) and weak factors (30% < PI ≤ 70%) are verified in the
procedures based on percentage of inclusions (PI). Cox models are fitted using strong factors
and the combination of weak factors. WBS’s are calculated, and the model with smallest
WBS is the best model. Traditional stepwise selection with fully observed data is conducted,
and the results are compared with those of the proposed strategy.
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7.1.1 No censoring in the outcomes
we assumed that there was no censoring in the data. Sample sizes were chosen to be 100
and 1000. 500 replications were performed for each sample size.
Sample Size 100 In the bootstrap stepwise procedures, the average PI of z2 was 51.6%,
and that of z3 was 51.8%. z2 was selected as a weak factor with 44.6% of the time and a
strong factor with 28.4% of the time. z3 was selected as a weak factor with 50.0% and a
strong factor with 25.8%. The comparison among three variables are listed in Table 16, where
‘PM’ indicates the percentage of missingness in each variable, ‘R’ indicates the relationship
with the outcome.
Table 12: A Comparison between Stepwise Selection for Fully Observed Data (F-SS) and
the Proposed Stepwise Selection Strategy (P-SS) for Incomplete Data. (No censoring, and
sample size 100 with 500 replications).
Variables PM(%) R PI(%) F-SS P-SS
z1 21 Strong 100 500 500
z2 5 Weak 51.6 245 183
z3 20 Weak 51.8 281 177
Sample Size 1000 The average PI of z2 and z3 were 97.0% and 98.3%, respectively. z2
was selected as a weak factor 7 out of 500 times (1.4%) and a strong factor 493 out of 500
(98.6%) times. z3 was selected as a weak factor 2 out of 500 times (0.4%)and a strong factor
498 out of 500 times (99.6%). The comparison among three variables are listed in Table 17.
7.1.2 Highly censored outcome data
We assumed 45% censoring in the event time. Sample sizes were chosen to be 100 and 1000
as well, and 500 replications were performed for each sample size.
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Table 13: A Comparison between Stepwise Selection for Fully Observed Data (F-SS) and
the Proposed Stepwise Selection Strategy (P-SS) for Incomplete Data. (No censoring, and
sample size 1000 with 500 replications).
Variables PM(%) R PI(%) F-SS P-SS
z1 21 Strong 100 500 500
z2 5 Weak 97.0 498 135
z3 20 Weak 98.3 499 176
Sample Size 100 In the bootstrap stepwise procedures, the average PI of z2 and z3 were
43.1% and 44.3%, respectively. z2 was selected as a weak factor 233 out of 500 times (46.7%)
and a strong factor 76 out of 500 (15.2%) times. z3 was selected as a weak factor 280 out of
500 times (56.0%) and a strong factor 68 out of 500 times (13.6%). The comparison among
three variables are listed in Table 18.
Table 14: A Comparison between Stepwise Selection for Fully Observed Data (F-SS) and
the Proposed Stepwise Selection Strategy (P-SS) for Incomplete Data. (45% censoring, and
sample size 100 with 500 replications).
Variables PM(%) R PI(%) F-SS P-SS
z1 21 Strong 100 498 500
z2 5 Weak 43.1 162 208
z3 20 Weak 44.3 261 226
Sample Size 1000 The average PI of z2 and z3 were 89.1% and 88.7%, respectively. z2
was selected as a weak factor 53 out of 500 times (10.6%) and a strong factor 445 out of
500 (89.0%) times. z3 was selected as a weak factor 47 out of 500 times (9.4%)and a strong
factor 450 out of 500 times (90.0%). The comparison among three variables are listed in
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Table 19.
Table 15: A Comparison between Stepwise Selection for Fully Observed Data (F-SS) and
the Proposed Stepwise Selection Strategy (P-SS) for Incomplete Data. (45% censoring, and
sample size 1000 with 500 replications).
Variables PM(%) R PI(%) F-SS P-SS
z1 21 Strong 100 500 500
z2 5 Weak 89.1 476 132
z3 20 Weak 88.7 491 168
7.2 ALL CONTINUOUS COVARIATES I
Different simulation studies were conducted by generating all three covariates from normal
distribtions. z1 and z2 were generated the same way with section 7.1. z3 is a continuous
variable from normal distribution N(2, 36) and set up as weak factors by the strategy z3 =
z3 + t
3 + 2 ∗ e3, where e3 ∼ N(2, 100).
7.2.1 No censoring in the outcomes
We assumed that there is no censoring in the data. Simulations are conducted for sample
sizes of 100 and 1000 with 500 replications.
Sample Size 100 In the bootstrap stepwise procedures, the average PI of z2 was 53.4%,
and that of z3 was 37.7%. z2 was selected as a weak factor 48.0% of the time and a strong
factor 29.4% of the time. z3 was selected as a weak factor 47.6% of the time and a strong
factor 7.0%. The comparisons among the three variables are listed in Table 16.
Sample Size 1000 The average PI of z2 and z3 were 97.7% and 60.0%, respectively. z2
was selected as a weak factor 7 out of 500 times (1.4%) and a strong factor 493 out of 500
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Table 16: A Comparison between Stepwise Selection for Fully Observed Data (F-SS) and
the Proposed Stepwise Selection Strategy (P-SS) for Incomplete Data. (No censoring, and
sample size 100 with 500 replications).
Variables PM(%) R PI(%) F-SS P-SS
z1 21 Strong 100 500 500
z2 5 Weak 53.4 242 163
z3 20 Weak 37.7 123 190
(98.6%) times. z3 was selected as a weak factor 2 out of 500 times (0.4%)and a strong factor
498 out of 500 times (99.6%). The comparison among three variables are listed in Table 17.
Table 17: A Comparison between Stepwise Selection for Fully Observed Data (F-SS) and
the Proposed Stepwise Selection Strategy (P-SS) for Incomplete Data. (No censoring, and
sample size 1000 with 500 replications).
Variables PM(%) R PI(%) F-SS P-SS
z1 21 Strong 100 500 500
z2 5 Weak 97.7 498 135
z3 20 Weak 98.3 499 176
7.2.2 Highly censored outcome data
We assumed 45% censoring in the event time. Sample sizes were chosen to be 100 and 1000
as well, and 500 replications were performed for each sample size.
Sample Size 100 In the bootstrap stepwise procedures, the average PI of z2 and z3 were
44.1% and 35.7%, respectively. z2 was selected as a weak factor 239 out of 500 times (47.8%)
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and a strong factor 83 out of 500 times (16.6%). z3 was selected as a weak factor 227 out of
500 times (45.4%) and a strong factor 31 out of 500 times (6.2%). The comparisons among
three variables are listed in Table 18.
Table 18: A Comparison between Stepwise Selection for Fully Observed Data (F-SS) and
the Proposed Stepwise Selection Strategy (P-SS) for Incomplete Data. (45% censoring, and
sample size 100 with 500 replications).
Variables PM(%) R PI(%) F-SS P-SS
z1 21 Strong 100 498 500
z2 5 Weak 44.1 174 202
z3 20 Weak 35.7 102 236
Sample Size 1000 The average PI of z2 and z3 were 89.1% and 88.7%, respectively. z2
was selected as a weak factor 53 out of 500 times (10.6%) and a strong factor 445 out of
500 (89.0%) times. z3 was selected as a weak factor 47 out of 500 times (9.4%) and a strong
factor 450 out of 500 times (90.0%). The comparison among three variables are listed in
Table 19.
Table 19: A Comparison between Stepwise Selection for Fully Observed Data (F-SS) and
the Proposed Stepwise Selection Strategy (P-SS) for Incomplete Data. (45% censoring, and
sample size 1000 with 500 replications).
Variables PM(%) R PI(%) T-SS P-SS
z1 21 Strong 100 500 500
z2 5 Weak 89.1 498 131
z3 20 Weak 88.7 358 191
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7.3 ALL CONTINUOUS COVARIATES II
We generated z1 the same way as in the last section. z2 and z3 were generated independently
from the same normal distribution, N(3, 25), and were set up as weak factors by the strategies
z2 = z2+t+e2−3 and z3 = z3+t+e3−3, where e2 ∼ N(2, 4) and e3 ∼ N(2, 4) respectively.
7.3.1 No censoring in the outcomes
We assumed that there is no censoring in the data. Sample sizes were chosen to be 100 and
1000, and 500 replications were performed for each sample size.
Sample Size 100 In the bootstrap stepwise procedures, the average PI of z2 was 49.7%,
and that of z3 was 48.1%. z2 was selected as a weak factor with 49.0% of the time and a
strong factor with 23.4% of the time. z3 was selected as a weak factor with 53.2% and a
strong factor with 19.4%. The comparisons among three variables are listed in Table 20,
Table 20: A Comparison between Stepwise Selection for Fully Observed Data (F-SS) and
the Proposed Stepwise Selection Strategy (P-SS) for Incomplete Data. (No censoring, and
sample size 100 with 500 replications).
Variables PM(%) R PI(%) F-SS P-SS
z1 21 Strong 100 500 500
z2 5 Weak 49.7 229 166
z3 20 Weak 48.1 234 166
Sample Size 1000 The average PI of z2 and z3 were 97.7% and 60.0%, respectively. z2
was selected as a weak factor 7 out of 500 times (1.4%) and a strong factor 493 out of 500
(98.6%) times. z3 was selected as a weak factor 2 out of 500 times (0.4%) and a strong factor
498 out of 500 times (99.6%). The comparisons are listed in Table 21.
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Table 21: A Comparison between Stepwise Selection for Fully Observed Data (F-SS) and
the Proposed Stepwise Selection Strategy (P-SS) for Incomplete Data. (No censoring, and
sample size 1000 with 500 replications).
Variables PM(%) R PI(%) F-SS P-SS
z1 21 Strong 100 500 500
z2 5 Weak 97.5 498 140
z3 20 Weak 92.4 499 133
7.3.2 Highly censored outcome data
We assumed 45.0% censoring in the event time. Sample sizes were chosen to be 100 and
1000 as well, and 500 replications were performed for each sample size.
Sample Size 100 In the bootstrap stepwise procedures, the average PI of z2 and z3
were 44.1% and 35.7%, respectively. z2 was selected as a weak factor 239 out of 500 times
(47.8%) and a strong factor 83 out of 500 (16.6%) times. z3 was selected as a weak factor
227 out of 500 times (45.4%) and a strong factor 31 out of 500 times (6.2%). Comparisons
among three variables are listed in Table 22.
Table 22: A Comparison between Stepwise Selection for Fully Observed Data (F-SS) and
the Proposed Stepwise Selection Strategy (P-SS) for Incomplete Data. (45.0% censoring,
and sample size 100 with 500 replications).
Variables PM(%) R PI(%) F-SS P-SS
z1 21 Strong 100 498 500
z2 5 Weak 43.6 164 205
z3 20 Weak 42.4 189 234
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Sample Size 1000 The average PI of z2 and z3 in the bootstrap stepwise procedures
were 89.2% and 81.5%, respectively. z2 was selected as a weak factor 45 out of 500 times
(8.6%) and a strong factor 455 out of 500 (91.0%) times. z3 was selected as a weak factor
100 out of 500 times (20.0%) and a strong factor 394 out of 500 times (78.8%). Comparisons
are listed in the Table. 23.
Table 23: A Comparison between Stepwise Selection for Fully Observed Data (F-SS) and
the Proposed Stepwise Selection Strategy (P-SS) for Incomplete Data. (45.0% censoring,
and sample size 1000 with 500 replications).
Variables PM(%) R PI(%) F-SS P-SS
z1 21 Strong 100 500 500
z2 5 Weak 89.2 479 126
z3 20 Weak 81.5 482 156
7.4 APPLICATION TO NSABP DATA
The NSABP data was described earlier in sections 1.2 and 3.6.4. As was stated earlier,
49.52% of the patients had at least one missing values in the covariates. We first conduct
10 multiple imputations to fill-in missing values in the imputation step. Then, we generated
B = 100 bootstrap samples of the same size [51] with the complete data sets. For the
NSABP data, the results of bootstrap stepwise selection are presented in Table 24. The
strong factors are age2, tumor type, nuclear grade, nodal status and race; the weak factors
are age, blood vessel invasion and ER. The PI of PR is only 27.3%, so it will be omitted from
the covariate pool that will be used for the weak factor selection step. A similar conclusion
can be made when using B = 500 bootstrap replications (Table 25). Since age and age2
are terms describing the relationship age at entry with survival, we would want both to be
included in models for weak factor selection.
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Table 24: The PI for each covariate in the bootstrap stepwise selections B = 100
Variables Age Age2 blood vessel invasion ER Tumor type1∗
PI (%) 50.5 99.6 62.6 47.8 87.9
Variables Tumor type2∗ Nuclear grade Nodal status PR Race
PI (%) 97.5 98.8 100.0 27.3 87.0
∗ indicates two dummy variables for the tumor type
Table 25: The PI for each covariate in the bootstrap stepwise selections B = 500
Variables Age Age2 blood vessel invasion ER Tumor type1∗
PI (%) 49.5 99.5 62.0 45.9 88.4
Variables Tumor type2∗ Nuclear grade Nodal status PR Race
PI (%) 97.8 98.7 100.0 26.9 86.5
∗ indicates two dummy variables for the tumor type
In the NSABP data, age and nodal status were fully observed, and the other variables
had at least one missing value. Therefore, the model for pii can be written as
pˆii = Pr(ri = 1|Ti, δi, zi,age, zi,age2 , zi,node) = exp(−v
′mi)
1 + exp(−v′mi) , (7.1)
and
v′mi = v0 + v1 ∗ ti + v2 ∗ δi + v3 ∗ zi,age + v4 ∗ zi,age2 + v5 ∗ zi,node . (7.2)
A logistic regression was used to model the function of pii as in (7.1). In order to avoid
misspecification of pii, we need to fit pii as well as possible. The variables whose significant
level less than and equal to 0.2 will stay in the model [60]. Therefore, age and age2 are
discarded from model. Hence, the model for pii is given by
pˆii = Pr(ri = 1|Ti, δi, zi,node) = exp[−(v0 + v1 ∗ ti + v2 ∗ δi + v3 ∗ zi,node)]
1 + exp[−(v0 + v1 ∗ ti + v2 ∗ δi + v3 ∗ zi,node)] . (7.3)
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Cox models were fitted by using strong factors and the combination of weak factors.
The WBS’s for models can be calculated based on the pˆii (Equation 7.3). In the bootstrap
stepwise procedure, strong factors were square of age, race, nodal status, nuclear grade and
tumor type, and weak factors were estrogen receptor and blood vessel invasion. Therefore,
four models are fitted according to the model selection strategy:
• model 1: COX= age+ age2 + race+ node+ nuclear.grade+ tumor.type+ blood+ er.
• model 2: COX= age+ age2 + race+ node+ nuclear.grade+ tumor.type+ blood.
• model 3: COX= age+ age2 + race+ node+ nuclear.grade+ tumor.type+ er.
• model 4: COX= age+ age2 + race+ node+ nuclear.grade+ tumor.type.
Table 26 lists the result of WBS in each model. Model 4’s WBS is the smallest one
(0.1727), which indicates that there is no gain in the predictive accuracy of model fitting
after weak factors are entering the model. Therefore, all the weak factors should be out.
The final model of the model selection is model 4.
Table 26: The weighted Brier Score for four models
Model 1 2 3 4
WBS 0.1880 0.1848 0.1751 0.1727
7.5 DISCUSSION
Our simulation results indicate that the amount of missing data does not affect strong factors
in model selections, but it does affect weak factors. We found that the more missing values
that are in the weak factors, the less chance that the factors are selected into the final model.
A possible reason is that the use of imputations increases the standard errors.
When a sample size is large, the proposed strategy using WBS tends to exclude weak
factors from the final models as indicated by the low numbers of times that weak factors
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are selected into the final models. We believe that there are two reasons for this. First, the
imputations for large sample sizes generate more noise (large standard errors), which are
sensitive to the evaluation of the predictive accuracy of potential models in the proposed
strategy. Second, the bounds for the inclusion criteria (30% < PI ≤ 70%) are arbitrary. The
upper bound appears to be reasonable as strong factors tend to be included frequently as we
would want. The lower bound of 30% PI for weak factors may result in a lower percentage
of weak factors ultimately being included in the final models.
If the desire is to have weak factors frequently included in the fianl model, then, perhaps,
adjusting the lower PI bound upwards, say to 50%, would accomplish this. In most tradi-
tional stepwise procedures, once the sample size is very large, all factors, strong or weak,
are guaranteed to be included in a final model. For weak factors, even a small effect would
result in the factor being included. Some authors (e.g., Kass and Raftery [61]) argue that in
some cases, evidence supports the null hypothesis, i.e., the exclusion of weak factors in our
case. It may be that our strategy builds in a method of exclusion of weak factors even when
a sample size is large.
A possible extension of this work is that pˆii in the WSF estimator can be smoothed using
a kernel smoother [62]. An example of such a smoother is the Nadaraya–Watson estimator
[63] which is represented as
pˆii(w) =
∑n
i=1 riKh(w −Wi)∑n
j=1Kh(w −Wj)
, (7.4)
whereW is defined as above, K is a dth order kernel function ofW satisfying
∫
K(u)du = 1,∫
umK(u)du = 0 for m = 1, . . . , (d − 1), ∫ udK(u)du 6= 0, and ∫ K(u)2du < ∞. Also,
Kh(·) = K(·/h), where h is the smoothing parameter or the bandwidth.
Variable selection and related issues have been investigated for years, but all of the avail-
able methods are based on fully observed data or complete cases analysis. However, when
there are missing values in the covariates, complete cases analysis would give unreasonable
model selection results. In this dissertation, the proposed three–step model selection strat-
egy takes into account information due to missing values by defining a WBS, which provides
an alternative to using p–values in the model selection process. In particular, our method
accommodates lost information due to unobserved data during the stepwise procedure, how
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to include or exclude weak factors in a final model, and can be used to determine whether
or not the amount of missing values or censoring affects the model selection results. Based
on our simulation studies, our present recommendations for a model selection strategy are
to only use bootstrap stepwise procedures to select covariates when a sample is large, and
to use the proposed model selection strategy when a sample is small.
On the other hand, there are some unresolved questions about the proposed three-step
strategy based on the simulation studies. For example, in highly censored outcome data,
the proposed strategy tends to include weak factors in final models when sample size is
100, which is a different result compared to other simulation results. Moreover, for large
sample sizes, weak factors were selected into final models lower number of times compared
with small sample sizes, which is odd, because it tends to select factors more times for large
sample sizes than small sample sizes. However, because our strategy involves the use of
predictive accuracy, it may be that “weak” factors are only included in a final model some
fixed proportion of the time. If that is the case, that proportion may not increase with an
increasing sample size. These questions are interesting and worthy for further reasearch.
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APPENDIX A
PROGRAM TO COMPARE MICE AND MIX
for (k in 1:NT){
z1<-rnorm(N,a1[1],a1[2]) #<--distribution of z1~N(a10,a11)
z2<-rnorm(N,a2[1],a2[3]) #<--distribution of z2~N(a21,a22)
z3<-rnorm(N,a3[3],a3[4])
z4<-rbinom(N,1,0.6)
p<-exp(aa[1]+aa[2]*z4)/(1+exp(aa[1]+aa[2]*z4))
z5<-rbinom(N,1,p)
#<-- z5 is from Bernoulli(p) and z5 can be missing for some subjects
z5[z5==0]<-2 #<-- the binary in mix should be 1 and 2, not 1 and 0.
z4[z4==0]<-2
thr <- exp(beta[1]*z1+beta[2]*z2+beta[3]*z3+beta[4]*z4+beta[5]*z5)
#<-- True exponential hazards
prop.cens<-0.1
cen<-rbinom(N,1,1-prop.cens) #<--censor indicator:10% censor in the case.
t<- rexp(N)/thr
#<-----------------------fully observed case----------------------
all<-data.frame(z4,z5,z1,z2,z3)
fit.model.all<- coxph(Surv(t,cen) ~ z4 + z5+z1+z2+z3,data=all)
out1[, k] <- c(fit.model.all$coef, diag(fit.model.all$var))
#<---------------------------------------------------------------------
#<-----------------------generate missing in the covariates------------
p.z2mis<-(exp(phi1[1]+phi1[2]*t+phi1[3]*z1))
/(1+exp(phi1[1]+phi1[2]*t+phi1[3]*z1))
p.z3mis<-((phi2[1]+phi2[2]*t+phi2[3]*z1+phi2[4]*z2))
/(1+(phi2[1]+phi2[2]*t+phi2[3]*z1+phi2[4]*z2))
#----------generate missings for z2 & z3
uu<-runif(N)
r2<-rep(0,N)
r3<-rep(0,N)
r2[uu<(1-p.z2mis)]<-1
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r3[uu<(1-p.z3mis)]<-1
z2[r2==0]<-NA
z3[r3==0]<-NA
z2.1<-rep(0,N)
z3.1<-rep(0,N)
z5.1<-rep(0,N)
z2.1<-z2
z3.1<-z3
z5.1<-z5
#----------generate missings for z5
u<-mean(t)/sqrt(var(t)) #<-- x* in the missing data mechaniam
pp<-exp(fai[1]+fai[2]*u+fai[3]*z4+fai[4]*z4*u)
/(1+ exp(fai[1]+fai[2]*u+fai[3]*z4+fai[4]*z4*u))
rrf<-rbinom(N,1,pp)
#<-- the distribution of rr(missing data mechaniam) is bernoulli
z5[rrf==0]<-NA
#<----------------cox model by using complete case---------------------
cc<-data.frame(z4,z5,z1,z2,z3)
fit.model.cc<-coxph(Surv(t,cen)~z4+z5+z1+z2+z3,na.action=na.exclude,data=cc)
out2[, k] <- c(fit.model.cc$coef, diag(fit.model.cc$var))
#------------make a matrix of covariates via mice-----------------------#
Y<-data.frame(z4,z5,z1,z2,z3) #<--Y has to be a matrix or dataframe
mm<-10 #<--number of imputation
imp<-mice(Y,m=10,seed=123456+k)
#imp<-mice(Y,m=10)
#mi<-matrix()
mi<-data.frame()
coef.mi<-matrix(ncol=mm,nrow=5) #<--rows are covariates and col are mi
coef.mi.var<-matrix(ncol=mm,nrow=5)
for (j in 1:mm){
mi<-(complete(imp,j)) #<--completed data sets after MI
fit.model.mi<-coxph(Surv(t,cen)~z4+z5+z1+z2+z3,data=mi)
coef.mi[,j]<-fit.model.mi$coef
coef.mi.var[,j]<-diag(fit.model.mi$var)
}
coef.mi.tot<-list(coef.mi[1,],coef.mi[2,],coef.mi[3,]
,coef.mi[4,],coef.mi[5,])
mi.coef<-sapply(coef.mi.tot,mean)
#<--means of coef of MI
mi.bv<-sapply(coef.mi.tot,var)
#<--between var
var.mi.tot<-list(coef.mi.var[1,],coef.mi.var[2,],
coef.mi.var[3,],coef.mi.var[4,],coef.mi.var[5,])
mi.v<-sapply(var.mi.tot,mean) #<--within var
mi.total<-mi.v+(1+(1/mm))*mi.bv #<--total var of MI
dfm<-(mm-1)*((1+1/(mm+1))*mi.v/mi.bv)^2
ci.low<-mi.coef- qt(.975, df = dfm)*sqrt(mi.total)
ci.up<-mi.coef+ qt(.975, df = dfm)*sqrt(mi.total)
hat.im[[k]]<-c(data.frame(mi.coef,mi.total,ci.low,ci.up))
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#------------make a matrix of covariates-----------------------#
Y1=cbind(z4,z5.1,z1,z2.1,z3.1) #<--Y has to be a matrix for mix
s1<-prelim.mix(Y1,2)
#----------------------------run MI via mix------------------------------#
MI<-vector("list",10) #<--vector of complete data after MI
fit.model.mi<-vector("list",10)
rngseed(1234567) #<-- set random number generator seed
for (i in 1:10){
cat("Doing imputation ",i,"\n")
thetahat <- em.mix(s1)
newtheta <- da.mix(s1, thetahat, steps=500, showits=TRUE)
MI[[i]] <- imp.mix(s1, newtheta)
}
M10<-coxph(Surv(t,cen)~MI[[10]][,1]+MI[[10]][,2]+MI[[10]][,3]
+MI[[10]][,4]+MI[[10]][,5])
M9<-coxph(Surv(t,cen)~MI[[9]][,1]+MI[[9]][,2]+MI[[9]][,3]+MI[[9]][,4]
+MI[[9]][,5])
M8<-coxph(Surv(t,cen)~MI[[8]][,1]+MI[[8]][,2]+MI[[8]][,3]+MI[[8]][,4]
+MI[[8]][,5])
M7<-coxph(Surv(t,cen)~MI[[7]][,1]+MI[[7]][,2]+MI[[7]][,3]+MI[[7]][,4]
+MI[[7]][,5])
M6<-coxph(Surv(t,cen)~MI[[6]][,1]+MI[[6]][,2]+MI[[6]][,3]+MI[[6]][,4]
+MI[[6]][,5])
M5<-coxph(Surv(t,cen)~MI[[5]][,1]+MI[[5]][,2]+MI[[5]][,3]+MI[[5]][,4]
+MI[[5]][,5])
M4<-coxph(Surv(t,cen)~MI[[4]][,1]+MI[[4]][,2]+MI[[4]][,3]+MI[[4]][,4]
+MI[[4]][,5])
M3<-coxph(Surv(t,cen)~MI[[3]][,1]+MI[[3]][,2]+MI[[3]][,3]+MI[[3]][,4]
+MI[[3]][,5])
M2<-coxph(Surv(t,cen)~MI[[2]][,1]+MI[[2]][,2]+MI[[2]][,3]+MI[[2]][,4]
+MI[[2]][,5])
M1<-coxph(Surv(t,cen)~MI[[1]][,1]+MI[[1]][,2]+MI[[1]][,3]+MI[[1]][,4]
+MI[[1]][,5])
est.coef<-list(M1$coef,M2$coef,M3$coef,M4$coef,M5$coef,
M6$coef,M7$coef,M8$coef,M9$coef,M10$coef)
est.st<-list(sqrt(diag(M1$var)),sqrt(diag(M2$var)),sqrt(diag(M3$var)),
sqrt(diag(M4$var)),sqrt(diag(M5$var)),sqrt(diag(M6$var)),
sqrt(diag(M7$var)),sqrt(diag(M8$var)),sqrt(diag(M9$var)),
sqrt(diag(M10$var)))
hat.im1[[k]]<-mi.inference(est.coef,est.st,confidence=0.95)
}
76
APPENDIX B
PROGRAM FOR THE PROPOSED MODEL SELECTION STRATEGY
#######################################################
# No censoring in the data
# z1-strong and large missing,
# z2-weak and small missing,
# z3-weak and large missing.
#######################################################
for (k in 1:NT){
z1<-rnorm(N,0,1)
z2<-rnorm(N,3,5)
z3<-rbinom(N,1,0.6)
t<- rexp(N)
cen<-rep(1,N)
#prop.cens<-0.45
#cen<-rbinom(N,1,1-prop.cens)
#t<- rexp(N)
e<-rnorm(N)
z1<-t+z1+e #<--z1 has strong relationship with outcome
e2<-rnorm(N,2,2)
z2<-z2+t+e2-3
e3<-rnorm(N,2,10)
z3<-z3+t^3+2*e3
z3[z3>0]<-1
z3[z3<=0]<-0
all.data<-data.frame(z1,z2,z3)
fit.model.all<- coxph(Surv(t,cen) ~z1+z2+z3,data=all.data)
#fit.model.all
reg.model.all<-step(fit.model.all)
select.v[[k]]<-reg.model.all$coef
#-----------------------Generate missing values----------------------#
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z1.m<-rbinom(N,1,0.79)
z1[z1.m==0]<-NA
z2.m<-rbinom(N,1,0.95)
z2[z2.m==0]<-NA
z3.m<-rbinom(N,1,0.8)
z3[z3.m==0]<-NA
#--------------------fix Cox model by CC----------------------------------#
cc<-data.frame(z1,z2,z3)
fit.model.cc<-coxph(Surv(t,cen)~z1+z2+z3,na.action=na.exclude,data=cc)
fit.model.cc
#------------make a matrix of covariates via mice-----------------------#
Y<-data.frame(z1,z2,z3) #<--Y has to be a matrix or dataframe
mm<-10 #<--number of imputation
imp<-mice(Y,m=10,seed=123456+k)
##---------------------------------------------------------------------##
##- conduct bootstrap-stepwise produres in each imputed data set; ##
##- there are 10 imputations, and each has B bootstrap samples; ##
##- stepwise procedures are carried out to select variables at each ##
##- bootstrap samples. Therefore if a variable were selected at every ##
##- bootstrap smaples, the counts of the variable included are 10*B. ##
##---------------------------------------------------------------------##
B<-100
reg.bs<-matrix(nrow=B,ncol=3) #<--nrow= # of bootstrap,ncol= # of z’col
reg.step<-list() #<--list of coef of chosen model in stepwise
chosen.vb<-list()
tot.vb<-list()
vb<-vector()
for (j in 1:mm){
for (b in 1:nrow(reg.bs)){ #<--bootstrap 10 times
mi<-data.frame(t,cen,complete(imp,j))#<--completed data sets after MI
in.star<-sample(1:N,N,replace=T) #<--to sample id with replace.
data.star<-mi[in.star,] #<--create a bootstrap sample
M<-coxph(Surv(data.star$t,data.star$cen)~
data.star$z1+data.star$z2+data.star$z3,data=data.star)
reg.model<-stepAIC(M,scope = list(lower = ~data.star$z1))
#<--carry out stepwise procedures
reg.step[[b]]<-c((reg.model$coef))
#<--variables are selected into final models at each bootstrap sample.
chosen.vb[[b]]<-names(reg.step[[b]])
#<--record names variables included in final models
}
tot.vb[[j]]<-c(unlist(chosen.vb))
}
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variables<-unlist(tot.vb) #<--change to a vector
poi<-table(variables)
out1[,k]<-c(poi) #<--perctage of inclusion
#######################################################################
# A model selection strategy #
#######################################################################
Y.variables<-data.frame(z1,z2,z3)#<--only include the variables with missing
indi<-apply(Y.variables,1,mean)
r<-rep(0,N)
r[!is.na(indi)]<-1 #<--r=0 if indi=NA. An indicator of missing covariates
#<------------------------to fit model for pi----------------
dpi<-data.frame(r,t,cen)
fit.pi<-glm(r~t+cen,data=dpi,family=binomial)
#<--only t and cen are fully obs
log.odds<-predict.glm(fit.pi,type = "response")
#<--the default predictions are of log-odds
#<--(probabilities on logit scale log(pi/(1-pi))
pi<-log.odds/(1+log.odds)
#-------------------to compute weighted baseline hazard-----
#-----------------------------------------------------------
#<--use complete data set mi in bootstrap stepwise iteration
#-----------------------------------------------------------
fit.model1<-coxph(Surv(mi$t,mi$cen)~mi$z1+mi$z2+mi$z3,data=mi)
bz.obs<-fit.model1$coef[2]*mi$z2+fit.model1$coef[1]*mi$z1
+fit.model1$coef[3]*mi$z3
bz.imp<-fit.model1$coef[1]*mi$z1+fit.model1$coef[2]*mi$z2
+fit.model1$coef[3]*mi$z3
wimp<-(1-r/pi)*exp(bz.imp)
wimp[wimp<0]<-0
#<--if the elements of z1, z3 are obs, then (1-r/pi)*exp(bz.imp)=0
#<--because obs contributed to (r/pi)*exp(bz.obs)
wi<-(r/pi)*exp(bz.obs)+wimp
#<--there should be a sum based on subjects still at risk on time t_j.
w.data<-data.frame(mi,r,pi,wi)
#<--r,pi and weight of each subject are added to new data.
i<-(order(w.data[,1]))
#<--i<-(order(w.data[,1]))ascending order
for.ss<-w.data[i,]
i<-rev(order(w.data[,1]))#<--i<-(order(w.data[,1]))ascending order
for.s<-w.data[i,]
#-----------------------compute w and s-----------------------------
ww<-cumsum(for.ss$wi)
wt<-cbind(for.ss$wi,ww)
ss<-(1-for.ss$cen/ww)
s0<-cumprod(abs(ss)) #<--baseline survival
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#----------------------------compute G(T) in the Breir score----------
G<-survfit(Surv(mi$t,mi$cen)~1,type=("kaplan-meier"),data=mi)
G.t<-summary(G) #<--n.risk=894
#-----------------------------compute s0 and s------------------------
nocen<-cbind(for.ss$t,for.ss$cen, for.ss$wi,s0)
event.table<-cbind(G.t$time,nocen[match(G.t$time,nocen[,1]),2],
nocen[match(G.t$time,nocen[,1]),3],nocen[match(G.t$time,nocen[,1]),4])
#<--censor and wi are matched with event time according to ff$time
#<--but this ’match’ deleted all duplicated event time.
#<-- the smaller event time is, the larger sum of w is and the larger s is.
s<-event.table[,4]^abs((event.table[,3]))
j<-rev(order(s[]))
s<-s[j]
life.table<-cbind(G.t$time,G.t$surv,s)
##----------------------------------------------------------------------
##--fit Cox models with strong factors and combination of weak factors
##----------------------------------------------------------------------
summary(t)
ins<-G.t$surv
G.t$surv[ins==0]<-0.00001
cat1<-cumsum(s^2*(1/G.t$surv))
#<--BS=>
#bs<-(cat1[49]+cat3[1])/N
bs1<-cat1[length(G.t$time)]/N
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