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Este trabalho consiste do estudo dos seguintes tópicos de probabilidade e álgebra lin-
ear: probabilidade invariante, jacobiano de uma probabilidade e entropia.
Um vetor p = (p1, ..., pn) é dito de probabilidade se p1 + ... + pn = 1 e pi ≥ 0
∀i ∈ {1, ..., n}. Uma matriz An×n = (aij) é dita coluna estocástica se todas suas colunas
são vetores de probabilidade. Neste caso, Ap é vetor de probabilidade. A é dita positiva
se aij > 0 ∀i, j ∈ {1, ..., n}. Mostra-se que se a matriz A é positiva, Anp converge para
um vetor estacionário p̄, que é único e independe de qual vetor de probabilidade inicial p
é escolhido.
Uma matriz πn×n = (πij) é uma probabilidade se
∑
i,j πij = 1 e πij ≥ 0 ∀i, j ∈
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k=1 πkj > 0
1/n se
∑n
k=1 πkj = 0
Dada uma matriz coluna-estocástica e positiva A = (aij) com vetor estacionário p̄ =
(pi), a probabilidade π = (πij), com πij = aijpj, é a autoprobabilidade de A.
Mostra-se que se Jπ é o jacobiano de π positiva, então π é a autoprobabilidade de Jπ.
Similarmente, se π é a autoprobabilidade de uma matriz coluna-estocástica e positiva A,
o jacobiano de π é a própria A.
A entropia de uma probabilidade invariante π = (πij) com jacobiano J






onde assume-se que log(Jπij)πij = 0 se J
π
ij = πij = 0.




log(bij)πij | B = (bij) é coluna-estocástica e positiva}
e que
0 ≤ H(π) ≤ log(n).
