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Abstract        
 
With the promotion of demand side responses (DSRs) and low carbon technologies 
(LCTs), there is a growing interest in visualising the demand information at individual 
consumer and low voltage (LV) network level, where demands are less aggregated 
and highly volatile. Yet, traditional load profiling techniques, which are carried out on 
small data, are struggling to meet the requirements on accuracy and granularity. This 
thesis contributes to this area by extending traditional load profiling to a big-data 
context, where refined load profiles (smart data) can be extracted by two novel load 
profiling techniques for LV networks and individual consumers. The refined load 
profiles aim to: i) economically visualise LV networks with limited smart-grid 
monitoring data; ii) transform the smart metering data into a high-detail granular 
representation of the customers’ daily demand.  
For the LV networks, this thesis develops a novel concept, LV network templates, 
which aim to visualise the LV networks in a cost-effective manner. A novel three-
stage load profiling method is proposed as: clustering, classification and scaling. By 
using statistical time-series analysis, three steps are undertaken: i) cluster a vast 
amount of load data according to their load shapes; ii) classify un-monitored 
substations to the most similar cluster without sample metering; iii) and also scale 
them to the right magnitude without sample metering. Through this method, limited 
representative monitoring data can be used to develop a library of typical load profiles 
for un-monitored networks, thus saving the cost of extensive monitoring for every 
single substation. In addition, it is the first load profiling method that can accurately 
express both load shapes and magnitudes for LV networks.   
Regarding the customer’s demand representation, the developed time-series analysis 
needs to be updated due to the volatile and uncertain nature of smart metering data, 
including inter-related factors such as overall load shapes, sudden spikes and 
magnitudes. Therefore, an innovative spectral load profiling is proposed to 
decompose these factors into different spectral levels, characterised by spectral 
features. By analysing the extracted features on each spectral level separately through 
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multi-resolution analysis, the interference among different factors can effectively be 
prevented. The proposed method, for the first time, is able to fully capture the energy 
characteristics at the household level.  
The developed LV network load templates provide an economical but straightforward 
way to quantify the available headroom of unmonitored substations over time, 
providing quantitative information for distribution network operators to integrate 
LTCs at the minimal costs. The spectral load profiling gives an insight into 
customer’s energy behaviours with high granularity and accuracy. It can support the 
customer-specified DSR, tariff design, smart metering validation and load forecasting.     
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T 
HIS chapter describes the background, motivations, objectives, 
challenges and contributions of this work. It also presents a 
structure of the thesis. 
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1.1 Overview  
1.1.1 Drivers: Climate Change and Low Carbon Techniques 
Climate change has recently become one of the most complicated challenges among 
all the environment related issues. Actually, the Earth’s surface has warmed by about 
0.8°C since 1900 [1]. The massive amount of carbon dioxide (CO2) emissions, levels 
of which in the atmosphere have increased by about 40% since the beginning of the 
industrial revolution, explain this warming through their enhancement of the natural 
greenhouse effect [2]. Most countries and governments have made agreements on 
reduction of the greenhouse gasses and work on achieving their own targets. The UK 
government is committed to cutting off greenhouse gas emissions by at least 80% by 
2050, relative to 1990 levels [1].  
Under this long term plan, low carbon technologies (LCTs) such as renewable 
generation and low-carbon appliances have seen a significant introduction throughout 
the UK. Renewable generations, such as solar energy, wind energy and bioenergy are 
encouraged by the policy to provide clean energy for the UK [3, 4]. In the past two 
years (2012-2013), renewable generation increased by 30% to 53.7 TWh, which 
contributes up to 14.9% of the total UK electricity generation [5]. There is also a 
corresponding interest in low-carbon appliances such as electric vehicles (EVs) and 
heat pumps (HPs) especially at the low voltage (LV, 415V) customer side. The 
number of EVs in the UK will reach 0.9 million by 2020 based on a conservative 
estimate [6]. 
The extensive integration of LCTs will potentially bring unprecedented challenges to 
the electricity network planning and operation. In the UK alone, the cost of 
integrating these technologies using the traditional approaches is estimated to be 
around £200 billion by 2020 [7]. New approaches for network planning and customer 
operation are therefore required in order to mitigate the network pressure and to 
further improve the power system efficiency. Two promising alternative solutions are 
the implementation of low carbon smart network (LCN) [8] and demand side response 
(DSR) [9]. The concepts are listed as follows. 
 The concept of low carbon network describes a system which can efficiently 
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integrate and manage LTCs meanwhile maintaining reliable and affordable grid 
service. An efficient LCN will take account the voltage and thermal headrooms of 
the network, and be able to make the full usage of these for operating and planning 
the system and the LCTs to minimise the integration costs. The Office of Gas and 
Electricity Markets (Ofgem) in the UK has established the LCN fund which 
supports a series of projects [10] to investigate alternative  technology, operation 
and commercial arrangements for improving the efficiency of the distribution 
networks.  
 DSR is a program that encourages LV-end power consumers to vary demand 
according to price or control signals in order to avoid periods of high energy price 
and high network demand [8]. It can be realised through the utilisation of either the 
customers’ time-movable electricity consumption or LCTs. DSR can lead to 
financial benefits by energy cost reduction and deferring network investment. In 
addition, DSR can increase the efficiency of networks and LCTs, which leads to a 
potential CO2 emission reduction.  
One of the key factors of realising the LCN and DSR is load visibility, i.e. to identify 
repeatable patterns of demand and their location in the system. Accurate knowledge of 
the LV networks’ conditions can help DNOs with efficient network operation and 
planning in the presence of significant LCTs, such as when and where to integrate 
certain type of LCTs without triggering network reinforcement. Also, the strategies 
development and incentives design of DSR are also based on understanding 
customers’ electricity energy behaviours. 
1.1.2 Practical Constraints: Limited Visibility 
However, the main obstacle for LCN and DSR now is the limited visibility of the 
power flow in LV networks and individual customers’ load profiles. 
 There are options to visualise the power flows in LV networks, but all of them face 
practical constraints: i) existing industrial methods follow an indirect bottom-up 
approach, which aggregate all connected end-users’ load to estimate the demand of 
LV networks. However, these methods cannot meet the requirements for LCN due 
to their inaccuracy [5]; ii) as the most direct approach, extensive installation of 
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monitoring devices on LV networks improves the accuracy, but can be 
prohibitively expensive. In the UK, there are more than 900,000 LV substations 
[11] and it would cost over £2 billion to install metering devices, not to mention 
the data acquisition equipment and daily data management.  
 Individual customer’s load profiles can be extremely volatile and uncertain. The 
uncertainty is shown by two main aspects: the load profile variance between 
different customers and the load profile variance of the same customer over 
different days. The understanding of customer energy usage behaviour is very 
limited and existing load profiling methods cannot express the load behaviours of 
mass customers in fine details because they were designed to express aggregated 
load shapes. Consequently, DSR strategies based on the traditional load profiles 
may not guide individual customers to effectively support energy and network 
needs. Worse, it could further aggravate energy or network problems.  
1.2 Load Profiling  
Load profiles have been traditionally used to increase the visibility of the LV 
networks and mass customers [12]. Due to the diversity of customer types and 
extensiveness of distribution networks, it is impractical to collect load information for 
every customer continuously over time. A typical load profile (TLP), which is a graph 
showing the load variation versus time [13], has been adopted to represent a group of 
similar customers.   
Load profiling is the process of developing load profiles. The common approach of 
load profiling is: i) for mass customers, to assemble similar customers into pre-
defined group, and to study the typical load variations within each group [14]; ii) for 
LV networks, it is a common practice to aggregate the customers load up to network 
level as an approximation [15].   
1.2.1 Load Profiling in Small Data Era 
In the UK, load profiles were originally created for electricity settlement when the 
electricity market first opened up in the 1990s [12]. The purpose was to avoid 
expensive cost of installing smart meters at every individual household. Customers 
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with maximum power demand below 100 kW were roughly divided into 8 classes and 
represented by TLPs [14]. The detailed eight profile classes and their characteristics 
will be introduced in Chapter II. 
Although the traditional load profiles have served the industry well for decades, they 
are unable to support either LCN or DSR in the new environment, which critically 
requires more accurate and granular load information. Traditional load profiling 
methods are challenged especially for the following limitations: 
i) LV networks: to visualise the LV networks, traditional load profiling methods 
usually follow the bottom-up approach, which aggregates customers’ load 
profiles up to the substation level. However, these indirect methods do not 
represent the diversity in customer and network characteristics. They may be 
easily distorted at any link in the chain: the inaccuracy of customer load 
profile itself, misclassification of customers, different network structures and 
variance in loading levels.  
ii) Individual customer: traditional load profiles were developed from small 
sample size, pre-defined classifications and applied to roughly approximate a 
group of customers over a season. Error arises due to a large variance within 
each customer class, and also between days. It is unable to express the volatile 
and uncertain load profiles of individual customers on individual days. Also, 
customers are classified according to some pre-knowledge, which does not 
necessarily indicate similar load profiles.  
1.2.2 Load Profiling in Big Data Era 
Network monitors and smart meters now provide new opportunity to enhance LV 
network visibility and to understand customer energy usage patterns. Smart meters are 
the next generation of gas and electricity meters. The Department of Energy & 
Climate Change (DECC) has aimed to install smart meters for all homes and small 
businesses by 2020 [16]. The transition will involve rolling out over 53 million smart 
meters [17].  
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In spite of the rich benefits from real-time load information, smart meters also bring 
unprecedented challenges of high cost and big data:  
i) In terms of the high cost, to cover nearly 1 million substations and 53 million 
mass customers in the UK [16], nearly 60 million smart meters or monitoring 
devices would be required. The smart meters roll-out will cost more than £13 
billion exclude the cost of data management.  
ii) Based on the IBM big data trial [18] with the top data algorithms and 
processor in the world, it is estimated that the data of 60 million smart meters 
can produce 7 TB over only one month, which can be compressed to 2.4 TB 
for storage. However, to load and decompress the data will take nearly 2 hours. 
As the data will be used for various precise applications including settlement, 
customer billing, DSR and tariff design, it would be essential to take up data 
validation, pre-processing, missing data estimation etc., which will cost extra 
time and resources. 
A blind search in big data might increase the burden of power system and curtail the 
efficiency instead. It is important to extract the meaningful load information, which is 
targeted as smart data in this thesis. New load profiling methods become essential 
with two main objectives of the research:  
i) Visualise LV networks in a cost-effective manner (without extensive 
monitoring) 
ii) Extract customers’ energy patterns from the big data to granular levels 
(individual customer/day)   
Due to the different characteristics of the load data from LV networks and individual 
customers, two different load profiling methods are developed respectively: 
 A time-series load profiling is developed directly for LV networks. Firstly, instead 
of summing up the energy usage from different classes of customers, the method 
will for the first time directly cluster and classify LV substations. Secondly, in 
order to improve the visibility of LV networks with limited metering (cost), a set of 
LV network templates should be developed from limited but representative 
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metering samples, which can be spread to represent the load profiles of LV 
systems that are not monitored.  
 A spectral load profiling method should be developed to process smart metering 
data based on their spectral features. As the individual load profiles are extremely 
volatile, uncertain and come with a massive amount of data, it is almost impossible 
to apply any techniques on time-series directly. It is promising to assess load 
profiling in the frequency domain, where the irregular load profiles can be 
characterised by the periodic spectral components, and big load data can be 
represented by a small number of spectral coefficients.  
1.3 Research Challenges and Objectives 
The state-of-art load profiling follows a two-stage clustering and classification 
process [19], which includes the following steps: i) cluster similar load shapes into 
groups. The TLP of each group will be determined by averaging load shape; ii) 
classifying an unknown customer into a proper customer group by recognising the 
customer’s load profile pattern. However, it is difficult to directly apply the two-stage 
process to LV networks or individual customers due to a range of limitations: 
1.3.1 Load Profiling for LV Networks 
In the development of LV network templates, besides the practical constraints in 
limited monitoring devices, the main technical challenges are listed below, each with 
a potential objective in italic: 
 Lack of pre-knowledge and massive trial data delimit the 
performance of clustering analysis  
Unlike customers who can be usually pre-classified or at least macro-classified (e.g. 
residential, commercial or industry) before clustering [20, 21], LV substations cannot 
be pre-classified due to lack of available information, leading to difficulties in 
clustering and classification. Also, the big data from trial networks could challenge 
traditional clustering analysis. One of the objectives would be to develop a method 
which can cluster data without any pre-knowledge or extra computational burden.         
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 Allocating an un-monitored substation into the right group 
(template) without any sample metering.  
In classification, customers are usually allocated to the most similar clusters by 
various pattern recognition techniques. It is difficult to implement on LV networks as 
no sampled data is available for un-monitored substations. Routinely the only 
available data is the fixed data, which are defined as network configuration and 
customer composition in this thesis. The ideal solution would be able to classify LV 
substations solely based on fixed data. 
 Reflecting both load magnitude and load shape of a LV substation  
In load profiling methods, load profiles are clustered based on their similarities on 
load shapes. Load data are normalised into per-unit load so that the developed clusters 
can reflect load shapes. However, the loading levels at LV substations, even of similar 
type, vary to a great extent [7]. It is inaccurate to represent their peaks by one average 
magnitude. Thus it is critical to represent both load shapes and magnitudes for LV 
substations.   
1.3.2 Load Profiling for Individual Customers 
In the investigation of load profiling for individual customers on individual days, the 
challenges brought up by smart metering data are:  
 Big Data on two dimensions 
Big data increases computational and storage burden. Two main drawbacks are 
identified in traditional feature selection techniques: i) they only reduce number of 
variables of each sample, but not the massive sample size on the other dimension;  ii) 
Also they discard some sample points, which cannot be recovered, thus causing 
detailed information loss. The objective is to develop a data compression method 
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Most of the previous researches only concentrate on average load profiles because 
daily load profiles are extremely volatile. A sudden spike or a tiny time shift 
(communication delay) may lead to completely different clustering results. Different 
factors, such as magnitudes, overall trends and spikes will interfere with each other 
during the clustering. A new clustering method is needed to cluster different factors 
without interferences.    
 Uncertainty among individual days 
The same customer may have very different load profiles between days. Most 
researches [20, 22] used the averaged load profile over a time span (e.g. monthly) to 
prevent uncertainties in customer classification. However, averaged load profiles can 
be very different from individual ones, which form the non-convex sets. The objective 
is to develop a load profiling method which can express the uncertainty between days 
in a probabilistic way.  
1.4 Research Contributions 
Two novel load profiling methods are developed in this thesis: i) a novel three-stage 
load profiling method is proposed to visualise LV networks without extensive 
monitoring; ii) a spectral load profiling method which can visualise individual 
customers on individual days. The practical contributions of this work are as follows: 
 Development of LV network templates, which significantly improves the visibility 
of LV networks without extensive monitoring cost. It reaches 87% accuracy in 
estimating the loading condition of un-monitored substation, which is validated by 
6 Distribution Network Operators (DNOs) in the UK with over 200 substations in 
different areas. 
 Development of spectral load profiling for smart metering analysis. It provides a 
promising solution to data compression, feature selection and customer 
classification. It can be efficiently used for DSR, load forecast, tariff design and 
settlement arrangements. 
In the process, this study contributes innovative technique breakthroughs and 
fundamental scientific findings: 
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 Design a hybrid K-means and hierarchical clustering method for big data analysis 
on time-series. K-means clustering is highly efficient so as to release the 
computation burden from hierarchical clustering, which is in turn adopted to 
overcome the initialization issues of K-means.  
 Classify un-monitored LV substations entirely based on routinely available fixed 
data. Multinomial Logistic Regression (MLR), a regression model aimed at 
predicting the outcome of a categorical dependent variable is adopted to classify 
highly mixed LV substations to distinguished clusters.  
 Propose a Clusterwise Weighted Constrained Regression (CWCR) approach for 
LV substation peak demand estimation based on fixed substation information. A 
contribution factor is firstly brought up to address the contribution from a 
particular customer to the peak of different type of LV substations, which 
considerably enhances the estimation accuracy. 
 Develop a two-dimension feature extraction method by spectral analysis. Big data 
are compressed on different dimensions: wavelets decomposition and 
reconstruction are used to reduce the number of coefficients (variables) describing 
each sample while a novel multi-resolution clustering (MRC) is proposed to work 
on the sample size reduction.  
 Assess the performance of feature extraction of two decomposition techniques: 
DFT and DWT. Assessments are performed on load profiles from granularity to 
aggregation, showing DWT is more coherent with volatile and granular load 
profiles while DFT is more suitable to decompose smooth and aggregated ones.  
 Develop a load profiling method for individual customers on individual days, 
MRC. It could effectively prevent inferences between different factors (e.g. 
magnitude, overall trend, spikes and etc.) by separating them to different resolution 
levels and clusters on each resolution independently. It also gives a probabilistic 
cluster membership instead of a deterministic one, addressing the uncertainty of 
cluster membership between days.  
 More fundamentally, the work provides key contributions to big data analysis. As 
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shown in Figure 1-1, there is always a trade-off between big-data modelling errors 
and number of features and clusters. For feature extraction, excess features will 
add noises and redundancy into data while insufficient features will lose key 
information. For classification, a single cluster will mix up everything while too 
many clusters will lead to misclassification. Instead of treating them as two 
separate problems, this work aims to find the joint optimal number of features and 
clusters as the blue area shown in Figure 1-1. 
.  
Figure 1-1 Sketch showing how anticipated modelling error varying with i) feature 
extraction; ii) classification   
In summary, the research is conducted in two main streams. Firstly, in order to 
support LCN, a time-series load profiling method is proposed to visualise LV 
networks with limited cost and monitoring data. Secondly, for more efficient DSR, a 
spectral load profiling method is developed to provide accurate and granular load 
profiles at customer level. To overcome the significant limitations of existing 
techniques, this thesis will propose several novel techniques to develop new load 
profiling for LV networks and individual customer. Figure 1-2 presents a clear 
overview of the research.   
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Figure 1-2 Overview of the research 
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1.5 Thesis Layout 
The rest of the thesis is organised as follows: 
Chapter two provides a comprehensive literature review of the load profiling 
methods in the UK and worldwide. The comparison will focus on two sections: 
engineering approach used by industry and reported approach in academia. For the 
development of new load profiling methods, techniques based on time-series analysis 
and spectral analysis are introduced and discussed with their own characteristics and 
applications. 
Chapter three adopts the power synthesis approach to testify and analyse the 
representativeness of the existing load profiles in the new power environment. They 
are further tested with the recorded data taken from Dowlishford substation in 
Southwest England and several LV substations from South Wales. The corresponding 
errors are identified and the causes are analysed. 
Chapter four proposes a novel three-stage network load profiling method. It 
uses real-time information monitored from selective representative areas to develop 
network templates. The three stages are: clustering, classification and scaling. This 
chapter will focus on the first two stages and chapter five will demonstrate the 
scaling. The method is demonstrated on a practical system in the UK under the 
umbrella of a smart grid trail project.  
Chapter five follows previous chapter to develop the scaling stage. It proposes a 
novel contribution factor approach to predict diversified daily peak load of LV 
substations. The contribution factor is determined by a novel method - Clusterwise 
Weighted Constrained Regression (CWCR). It takes into account the contribution 
from different customer classes to substation peaks, respecting the natural difference 
in time and magnitude between LV substation peaks and the variance within the 
templates.  
Chapter six assesses the performance of feature extraction of two decomposition 
techniques: discrete Fourier transforms (DFT) and discrete wavelet transforms 
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(DWT). The performance is evaluated by i) load characterisation: to decompose 
volatile load profiles consistently; ii) data compression: the trade-offs between the 
accuracy of the reconstructed profile and the degree of reduction in data sizes. 
Assessments are performed on load profiles from granularity to aggregation.    
Chapter seven aims to classify customers from the extracted features from 
chapter six. It proposes a novel MRC method, which separates different load 
characteristics to different resolution levels and clusters on each resolution 
independently. The proposed method will be implemented on over 6369 smart 
metered customers from Ireland, and compared with traditional K-means clustering. 
Chapter eight summarises the key findings from the research and the major 
contributions of the work.  
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HIS chapter summarises a range of load profiles exercised by 
the UK and other countries. It also reviews different load 
profiling methods in the literature.  
 T 
Review of Load Profiles  
 
Chapter 2  
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2.1 Introduction 
For different applications, load profiles are developed by different process and 
techniques. Also, they could vary along with several factors in different countries.  
This chapter reviews three aspects of load profiles: the development of load profiles, 
the overall process and methodology applied, and the techniques deployed.   
2.2 Development of Load Profiles 
2.2.1 Definition of Load Profiles 
In power system, the load varies with time and the supplier and network must respond 
to the customers’ power demand. Therefore, time series load information is essential 
in different parts of power system activities including tariff design, load forecast, 
system planning and DSR [23-28].  
Due to the diversity of customer type and extensiveness of distribution networks, it is 
impractical to collect load information of every customer continuously over time. The 
common approach is to assemble customers with similar load profiles into one group, 
and to study the typical load variations within each group at different time, day of 
week and seasons. For the LV networks, it is also a common practice to aggregate the 
customers load up to network level as an approximation.   
Fundamentally, a load profile is a graph of the variation in the electrical load versus 
time. It visualises the load information and provides an aid to the tasks stated above. 
A load profile will vary according to customer type and other factors.  
2.2.2 Factors of load profiles variation 
 Customer Type 
Load magnitudes and variation patterns of customers vary substantially. It is common 
to roughly divide customers into three groups: domestic, commercial and industry. 
They can be further classified into different sub-groups according to specific 
purposes. However, there are always variances within classes. It means even 
customers within the same group will still differ from each other, especially in terms 
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of peak and average consumption. It can be caused by internal factors including 
economic-social status and customer behaviours; as well as external factors such as 
weather [29].    
 Time and Climate 
Load varies all the time in a day naturally and it also changes through different days, 
seasons and years. Special days of year should also be considered separately. Load 
can be classified into four portions [30]: normal part, weather sensitive part, special 
event part and random part. Among them, weather including temperature, humidity, 
wind speed and sunset time, has the most significant influence on load variation due 
to the application of heating (cooling) and illumination.  
 Customer Composition and Network structures 
For LV networks, customer number and mix will strongly influence the load 
magnitude and shape. Although the load at LV substation is approximately the load 
aggregation of all customers served, different network structure could affect the 
accuracy by line and transformer losses. Network information including transformer 
type and rating, feeder number and length, load density and network structure are also 
able to indicate substation load to some extent.  
2.2.3 Applications of Load Profiles 
 Settlement and Tariff Design  
Load profiles have been widely used for electricity settlement since the electricity 
market firstly opened up. In the absence of smart meters, customers are charged 
according to their estimated electricity bills, which are checked with the 6-month 
readings afterwards. However, as the market settlements are on a half-hourly basis, 
suppliers use load profiles to allocate the total consumptions for estimations and 
checking. Consequently, load profiles are used to guide the tariff designs. Early in 
1990s, [31] raised a unit charging methodology in Finland based on load curve data. 
Several factors such as load factors, customer type and incomes are considered in 
tariff design with load profiles. [32] used load profiles to weight the contributions of 
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different customers to the system load and design tariffs according to the 
contributions. [33] raised two different approaches for price settlement based on load 
profiles: area model and category model.  [25] uses load profiles to estimate the 
headroom of substations and margins left to DNOs for fixing dedicated tariffs to each 
customer class. 
 Load forecast and Network Planning  
Load profiles were used as an alternative tool for small area load forecasting due to 
the lack of metering data [34, 35].  They can be generally divided into two categories 
by data required and analysis methods. The first group of method is trending, which 
uses the historical load profiles to develop the trend of load growth for the future [36]. 
The other group of methods is multivariate methods involving work with customer 
type, demographic, economic and network data. Techniques such as time series, 
regression and [37, 38] neural networks are used to formulate the relationship 
between load profiles and various factors [39, 40]. Load profiles are also widely used 
to estimate the loading level for network planning and assets capacity design.   
 Other Applications  
[23]  uses load profiles in DSR in order to let customers participate directly in the 
electricity market. Load profiles notify customers of the necessary demand scheduling 
and assist them in the way of demand response to demand curtailment period and 
prices. Load profiles are also used in many other fields, like network state estimation 
[41] and distribution transformer loss-of life evaluation [42]. 
2.2.4 Load Profiles across the World 
 The UK 
In the UK, the Electricity Association has studied loads in England and set about a 
program [43] of analyses in order to define the number and type of profiles to be used 
in settlement. Customers with power demand above 100 kW are equipped with half-
hourly meters. The rest of the customers are roughly divided into 8 classes and eight 
generic profile classes were developed which can represent large populations of 
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similar customers. The eight profile classes and their characteristics are given in Table 
2-1 [44]. 




Class 1 Domestic Unrestricted Customers 
Class 2 Domestic Economy 7 Customers 
Class 3 Non-Domestic Unrestricted Customers 
Class 4 Non-Domestic Economy 7 Customers 
Class 5 
Non-Domestic Maximum Demand (MD) Customers with a Peak Load 
Factor (LF) of less than 20% 
Class 6 
Non-Domestic Maximum Demand Customers with a Peak, Load Factor 
between 20% and 30% 
Class 7 
Non-Domestic Maximum Demand Customers with a Peak, Load Factor 
between 30% and 40% 
Class 8 
Non-Domestic Maximum Demand Customers with a Peak, Load Factor 
over 40% 
 
With the deviation of power demand in different days (weekday and weekend) and 
different seasons (spring, summer, high summer, autumn and winter), profiles within 
each class are sub-classified. Taking Winter Wednesday as an example, eight-class 
profiles for this season and day type are depicted in Figure 2-1 to 2-3.   
Class 1 and Class 2 describe domestic load profiles installed with normal and 
economy 7 types of electricity meters. In contrast, Class 3 and Class 4 represent non-
domestic load profiles with the same type of meters. Classes 5, 6, 7, and 8 are used to 
divide different non-domestic customers by maximum demand and peak load factor. 
Additionally, Class 00 represents large consumers installed with half-hourly metering. 
Large consumers indicate industrial users who are directly connected to 11kV.   
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Figure 2-3 Non-Domestic Maximum Demand profile classes for winter Wednesday 
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 Norway 
In 1994, Norwegian Water Resources and Energy Administration developed the 
standard load profiles for unmetered customers in order to encourage them participate 
in the power market [45]. The load profiles were generally developed under the area 
model, which treats all the unmetered customers in one area (served by same 
substation) as a whole. Total load profiles of these customers are derived by deducting 
metered large customers and losses from the total substation load.   
 Finland 
Finland has a long history of load research and has done vast studies in different 
aspects. In Finland, the category model is used to develop load profiles. Only 
customers with 3*63A main fuses or above are metered hourly, the rest of customers 
are divided into four classes: 1. Households without electric heating. 2. Households 
with electric heating. 3. Other customers above 3*35A fuses. 4. Other customers 
below 3*35A fuses. The classification is made beforehand based on fixed 
information. 
2.3 Load Profiling Methods  
2.3.1 Customer Classification and Load Shape Clustering 
The primary goal of load profiling is to arrange customers into groups according to 
their shared characteristics on load profiles. There are two common stages in this 
process: clustering and classification. The difference, in general, is that classification 
tries to allocate a new object into a set of pre-defined classes while clustering tries to 
group objects without pre-labels and to discover the relationship between objects. In 
the context of machine learning, classification is supervised learning and clustering is 
unsupervised learning. 
  One-stage Pre-classification  
This group of methods usually pre-classify customers based on their fixed data. The 
concept of fixed data is compared with that of metering data. Fixed data are those 
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barely vary with time, such as social-eco information of customers and configuration 
of networks. The feature of these methods is that they all start with developing a 
classification rule based on fixed data [46-49]. All customers are assigned into 
predefined classes according to fixed information like tariff types, certain appliances 
(e.g. electrical heating) or the nature of business. Samples will be usually selected 
from each of the classes and monitored through periods. The TLPs will be derived as 
the average within each group and within each pre-defined time period (e.g. 
seasonally). For new customers, as long as the fixed information is available, they can 
be easily classified according to the pre-defined classification rule. Figure 2-4 clearly 
demonstrates the process of this type of method. 
The advantage of these methods is that they provide clear and accurate classification 
rule, which can be easily applied to new customers. However, the disadvantages also 
exist:  i) customers within same classes may have very different load profiles. 
Customers having similar fixed data do not always share similar load profiles; ii) in 














Figure 2-4 Flow charts of classification methods by fixed data 
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 Two-stage clustering and classification 
As shown in Figure 2-5, the second groups of methods, on the other hand, does not 
predefine substation classification, but rely on un-supervised clustering analysis to 
find the underlying similarity between load profile shapes [50-53].  Various clustering 
methods have been used, including self-organised maps, K-means clustering, fuzzy C-
means, etc. to find substations with similar load shapes and group them into the same 
clusters [21, 41, 54]. The second stage is to classify new customers into proper group. 
A piece of sampled data would be usually required from the new customer. By pattern 

















Figure 2-5 Flow charts of classification methods by fixed data 
The obvious advantage of these methods is that they ensure the similarity within each 
group. But the disadvantages are: i) sampled data are sometimes unavailable, 
especially for LV networks; ii) customers (substations) with similar load profiles may 
have very different fixed information, which means that it can be difficult to define 
each group or to investigate the customer behaviour behind it. 
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2.3.2 Load Magnitude Scaling  
The units of the data used as input for the clustering to a large extent determine the 
nature of the clusters. As the magnitudes of different customers (substations) vary 
substantially, the direct use of the measurements in kW will produce clusters that only 
reflect the magnitude of loads but not their shapes. Therefore, normalization of the 
data is usually conducted to convert data into per unit load.  The clusters developed 
can reflect the load patterns/variations within a day; however, the magnitude 
information would be missing. A scaling is needed to reflect the magnitude of the 
normalised TLPs. For mass customers, previous studies usually take the average 
magnitude of the group. For LV networks, two main methods are reported to estimate 
the loading level of a LV substation. 
 Engineering P-Q method  
In the UK, the industry traditionally uses annual energy consumption to estimate peak 
load for LV network design [15, 55]. The basic idea is by using statistical methods to 
convert the annual consumption of LV substations to winter mean peak power 
demand. The targeted peak demand is calculated by adding a certain level of standard 
deviation onto the mean peak demand. This method is based on the following three 
assumptions: 
i) The mean demand of a LV substation is proportional to the annual consumption 
 CNL      (2-1) 
where, L is the mean demand of a class of similar consumers, N is the number of 
customers in the class, C is the mean annual consumption of each customer in the 
class, and  is the factor converting consumption (kWh) to mean demand (kW), 
known as Demand Estimation Coefficient (DEC) and varying for different classes of 
customers.  
ii) Because the power demand follows normal distribution so that the peak demand 
can be expressed as the mean demand added by certain standard deviation 
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  CNLLp    (2-2) 
where, Lp is the peak load of a class of similar consumers, is the standard deviation 
of L ,and   decides the number of  standard deviation added to the mean load [14].  
iii)  It assumes the peak load occurs in the coldest winter night of a year. 
 Conversion and Diversity Factor (C-D) Method  
Another method adopts kWh-to-peak-kW Conversion factors (C factor) and Diversity 
factors (D factor) to estimate LV substation peak load based on customer billing cycle 
kWh consumption. It is also known as C-D method [56].  
Considering the daily load profile as a discrete-time series over an interval [0, T] 
divided into n subintervals, the load profile of the mth LV substation is defined as: 
)](,),(),([ 21 nmmmm tLtLtLL   . The aggregated daily load of class i customers 
is )](,),(),([ 21 niiii tStStSS  . The daily peak of LV substations, )()max( qmm tLL  , can be 








































      (2-5) 
where, )( qm tL  is the estimated peak load of a substation with the total I classes of 
customers; )( pi tS  is the estimated aggregated peak load of class i customers; Ei is the 
total energy consumption of class i customers served by the substation; Din is the 
diversity factor within all n customers in class i; Pij is the peak load of an individual 
customer j in class i; Ci is the conversion factor for customer class i.  
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2.4 Chapter Summary 
The chapter gives an overview of the load profiles in terms of definition, 
characteristics and applications. It introduces the development of load profiles in the 
UK and other countries briefly. The existing load profiling methods are reviewed and 
summarised into two categories: i) one-stage classification, and ii) two stage 
clustering and classification. For the magnitude of load, existing P-Q and C-D 
methods are presented.    
The main limitations of existing load profiling methods are: i) absence of a direct way 
to visualise the LV networks; ii) lack of capability to reflect both load magnitude and 
shape; iii) the inaccuracy at granular level for individual customers.   
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HIS chapter conducts assessments of the load profiles currently 
used by the UK power industry. The tests are implemented on 
different voltage levels. The results show significant errors especially at 
more granular levels. T 
Evaluation of Engineering Load 
Profiles in the UK  
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3.1 Introduction 
As introduced in Chapter 2, 8 TLPs currently used by the UK electricity industry were 
developed in 1990s [12]. Considering the fast development in the power industry and 
LCTs during the last 20 years, the customers’ energy usage habits have probably 
changed to some extent where the current load profiles can no longer match them. 
Therefore, a test of the accuracy and representativeness of the current load profiles is 
necessary. For this thesis, two aspects of load profile accuracy are examined:  
i) representativeness of individual customers’ load profiles; 
ii) ability to reflect the aggregated energy for distribution networks   
This chapter will mainly focus on test ii) as it involves an indirect bottom-up approach 
to estimate substations’ load profile from the customers’. A power synthesis method 
is demonstrated in this chapter to examine the repetitiveness and relevance of the 
current eight load profiles. The work is conducted on a typical British High Voltage 
(HV Distribution -11kV and 6.6kV in the UK) power substation named Dowlishford 
taken from the Western Power Distribution (WPD) network in Southwest England 
and several LV substations in South Wales. For individual customers, the TLPs are 
also compared with the smart metering data from the Irish smart meter trial project 
[57]. There are 6369 customers with half-hourly demand recorded over one and a half 
years (2009-2011). The detailed assessment of individual customers will be 
demonstrated in Chapter 6.  
3.2  Power synthesis method for Load Profile Test 
Due to the limited monitoring devices on distribution networks, especially the LV 
networks, DNOs usually estimate their load profiles by indirect power synthesis, 
which aggregates the load profiles of all connected customers. This chapter firstly 
aims to assess the accuracy of this method by comparing their aggregation with 
metered network load profiles. The main idea is to evaluate whether the synthesised 
TLPs from customers can reflect the real loading condition of distribution networks.  
It includes the following steps: i) determine the customer size of the area served by 
the substation being tested; ii) classify the customers into one of the eight customer 
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profile classes; iii) aggregate the customer energy usage patterns within each class to 
obtain the class profiles; iv) aggregate all eight classes profiles to obtain the estimated 
substation network profile; and v) compare the estimated profile with the metered 
network profile from the substation to verify the accuracy and applicability of the 
currently used eight load profiles. The detailed implementation steps of the proposed 
approach are depicted in Figure 3-1. 
Step 7:  Analyze the error in Step 6
Step 1: Determine the number of corresponding 
customers covered by selected substation
Step 2: Allocate the customers into the 8 typical load 
profile classes.
Step 4: Derive the estimated 
load profiles of the substation by 
integrating all power profiles 
from Step 3
Step 5: Use the 
half-hourly metered 
data to form the 
real load profiles of 
the substation.
  Step 6: Compare the profiles in Step 4 and Step 5
Step 3: Derive the total load 
profiles of each profile class
 
Figure 3-1 Overall process of power synthesis method 
 
3.3  Customer Classification 
3.3.1 Customer size 
The work is firstly demonstrated on a typical British distribution power substation 
named Dowlishford The substation mainly serves the areas of Ilminster, Ilton, 
Shepton Beauchamp, Neroche, and Barrington. The number of households in year 
2001 of Ilminster and Neroche can be found in Neighbourhood Statistics [58]; 
however, the household number in Ilton, Shepton Beauchamp and Barrington is not 
available .  
For the number of households in Ilminster and Neroche : The number in 2011 is not 
promptly available, but could be obtained by assuming that the population growth 
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obeys exponential pattern, given as  
k
K RtNtN )1()() 0 （                            (3-1) 
Where,  ktN  is the number of households in the year tk,  0tN  is the number of 
households in an initial year t0, R represents compound annual growth rate of 
population, and K stands for the years between tk and t0.  
For the household number in Ilton, Shepton Beauchamp and Barrington: The numbers 
of households in these areas were estimated based on the number of population [59] 









                                         (3-2) 
where nh is the number of households in a certain area, Nh is the number of 
households in Southwest England, Np is the population in Southwest England and np 
is the population in a certain area. 
Table 3-1 Number of households served by dowlishford substation in 2011 
Town/village 
Number of households 
2001 2011 
Ilminster 2209 2488 
Ilton *** 450 
Barrington *** 226 
Shepton beauchamp *** 350 
Neroche 1002 1128 
Total *** 4642 
The average annual growth rate of population in the UK is approximately chosen as 
1.2% per year [60], and thus the number of households in each area 2011 can be 
determined, listed in Table 3-1. Once the household numbers in each area served by 
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the substation are obtained, every household needs to be clustered into one of the 
eight existing profile classes.  
3.3.2 Classify Customers into Eight Classes 
The numbers of domestic and non-domestic consumers in Southwest England are 
found from regional and national authority electricity consumption statistics and the 
ratio between domestic consumers and non-domestic consumers is around 10:1. Table 
3-1 indicates that there are 4642 domestic customers served by Dowlishford 
substation. It is calculated that the number of non-domestic consumers at this area is 
approximately 464 [61]. The number of non-domestic consumers is determined by  








                                   (3-3) 
Where, nnon is the number of non-domestic consumers in the study area; nd is the 
number of domestic consumers in the study area; Nnon is the number of non-domestic 
consumers in Southwest England; Nd is number of domestic consumers in Southwest 
England. As stated before, domestic customer classes include class 1 and class 2. 















1                 (3-4) 
Where, ndj is the number of customers per profile class j;  Cdi is the total annual power 
consumption of class i customers in Southwest England; Cdj is the total annual power 
consumption of class j customers in Southwest England; Tdj is the typical annual 
power consumption of a single class j customer; Tdi is the typical annual power 
consumption of a single class j customer; nd is the number of customers per profile 
class j; k is the total number of domestic profile classes. 
The numbers of non-domestic customers per rest profile classes are determined by the 
same method. The annual consumption for each customer group is obtained from the 
Common Distribution Charging Methodology for the Southwest area. The relative 
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ratio between the customer classes and retained the same ratio for this area is 
subsequently calculated [62]. The numbers of customers (households) within each of 
the eight typical customer classes are presented in Table 3-2. 
Table 3-2 Households numbers of eight typical load profiles 
Profile class Number of MPANs 
class 1 3,212 
class 2 1,430 
Total (Domestic) 4,642 
class 3 330 
class 4 88 
class 5 22 
class 6 12 
class 7 8 
class 8 4 
Total(Non-domestic) 464 
 
3.4  Estimation of Substation Profiles 
The basic idea used in this test is that the load profile at a distribution substation is 
equal to the aggregated profiles of all customers it supports, assuming that the losses 
on transformers and distribution lines can be neglected. An example describing the 
estimated substation profile for winter Wednesday is shown in Figure 3-2. 
 
Figure 3-2 Estimated substation profile for winter Wednesday 
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As can be seen from Figure 3-2, class 1 customers, who are unrestricted domestic 
customers, contribute most to the total power consumption from morning to midnight; 
on the other hand, class 2 customers, who are domestic economy 7 customers, 
dominate the power usage after midnight. This is explained by the fact that economy 
7 customers, who have 2 price rates, use some electrical appliances after midnight to 
take advantage of the lower rate. 
However, the non-domestic customers have relatively lower power consumption 
through a day. The reason might be the area served by this substation contains more 
domestic customers than non-domestic customers compared with metropolitan areas. 
3.5  Derivation of Metered Substation Profiles and 
Comparisons 
3.5.1 Substation power profiles 
To test the accuracy of estimation load profiles above, real power consumption 
patterns at Dowlishford substation are used as reference to be compared with. Real-
time voltage and current data have been recorded every half hour through a whole 
year. Figure 3-3 shows the configuration of Dowlishford substation. 
 
Figure 3-3 System map of Dowlishford substation 
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As can be seen from Figure 3-3, there are 2 main transformers T1 and T2 at 
Dowlishford substation, which are protected by two circuit breakers (CB), CB432 and 
CB434. Voltages and currents on both CBs are metered and recorded every half hour. 
The data of 2010 is available from WPD. The recorded voltages and currents are 
utilised to calculated the power flow on the two CBs with (3-5)  
IUP  3                                             (3-5) 
Where, P is the real power, U is the line voltage, and I is the line current. 
3.5.2 Comparisons 
The comparison between the estimated load profiles derived in Section V and the 
metered load profiles from Dowlishford substation calculated above is conducted 
here. Taking two extreme cases, the analysis only focuses on the comparison between 
the estimated and metered profiles of two typical Wednesdays in winter and summer 
scenarios, given in Figure 3-4 and 3-5.  
As seen, the shapes of the estimated profiles are very similar to those of metered data 
in both figures. This indicates that the current customer classes are generally 
reasonable and the eight benchmark profiles are basically able to reflect the energy 
usage patterns and habits of different classes of customers.  
 
Figure 3-4 Comparison between metered and estimated data for winter Wednesdays 
However, the magnitudes of the estimated data are smaller than the metered data in 
both seasons and it is noticeable that the differences between the estimated data and 
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the metered data are consistent through a day. To analyse this regular difference, it is 
calculated that the real metered electricity consumptions are overall 1.5 times higher 
than the estimated. The reason is probably that with the development of economy and 
the trend of electrification, the consumption of electricity has been increasing for 
decades [63]. Due to the increased use of electrical appliances and consumer 
electronics in the home, the domestic electricity consumption increased by 59% from 
1970-2009 [64]. This increasing rate is very close to the 50% difference in this study. 
Therefore the differences between the estimated data and the metered data probably 
come from annual electricity consumption increase. 
 
Figure 3-5 Comparison between metered and estimated data for summer Wednesdays 
Additionally, Figure 3-4 shows that the metered electricity consumption during winter 
midnight is substantially higher than estimated and the patterns differ to some extent. 
The metered consumption at winter midnight is approximately 2 times higher than 
estimated, which is higher than the overall 1.5 times. This might be caused by several 
reasons. Firstly, the wide use of electricity heating boosts the domestic power 
consumption in winter nights. Secondly, the changes of night rate of economy 7 
customers in recent years may stimulate the increase of class 2 (economy 7) 
customers and their electricity consumption during night. 
3.5.3 Other Potential Causes  
The patterns of estimated profiles conform well to those metered, but the magnitudes 
differ greatly throughout the studied year and the differences are quite similar. 
Although part B has summarised the main reasons, some other potential causes may 
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also slightly contribute to this difference: 
i) Class 00 customers: it was assumed that the profile class 00 customers contribute 
little to the substation profile. However, due to the lack of information on class 00 
customers, it is possible that they may influence the substation profile to some 
extent. As mentioned in VI B, the differences between the estimated data and the 
metered data are about 50%. On the other hand, the difference can be treated as a 
constant value and it is measured around 2000kW. It is possibly that class 00 
customers have an impact on the substation profile because the typical profile of 
class 00 customers is flat and constant.   
ii) Ratio between profile classes: based on the fact of high consumption during 
winter night and that class 2 and class 4 customers, who are economy 7 customers, 
contribute the largest portion of the electricity consumption during night, it is 
suspected that the number of profile class 2 and 4 customers in the town of 
Ilminster might be higher than the average in southwest. Thus the estimated 
numbers of class 2 and class 4 customers might be smaller than actual. 
iii) Losses on line: from the substation to the customers, electricity is transmitted via 
distribution lines and stepped down to standard voltage level trough service 
transformers. During this process, some of the electricity is lost on lines and 
transformers. Therefore the power metered at substation is actually the load plus 
the losses. 
3.5.4 Test on Low Voltage Level and Individual Customers 
As the test goes to less aggregated level, the results are quite different from higher 
voltage level because LV substations and individual customers have more volatile and 
irregular load profiles. 
Figure 3-6 shows the comparison between proxy profiles based on the typical eight 
load profiles and two LV substations in South Wales on 11th July. In the figure, two 
substations are represented by their substation number 531832 (black) and 521842 
(red). These two substations share very similar customer number, customer 
composition and network structure. Using the same method, a proxy profile based on 
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TLPs can be derived (green) to estimate the load profiles of the two substations.  It 
can be seen from the three load profiles, although two substations real load profiles 
are very similar, our estimated profile is actually different from them in terms of 
shape and magnitude.   
 
Figure 3-6 Comparison between similar LV substations on 11th July 
Compared with the results in Dowlishford substation, which is at 11kV, the results at 
LV substations are much less representative. The reason is mainly that the eight load 
profiles developed by Elexon are used to represent average customer load profile, 
which is naturally more accurate when using under a large number of populations. 
However, LV substations are less aggregated, which means there are less customers 
connected under a LV substation than a HV/MV substation.  The total over 30 million 
domestic households in the UK are now represented by only 2 types of load profiles 
(class 1 and 2). It leads to a huge variance within each class as expected. As the 
traditional TLPs are initially designed to indicate high-level aggregation, they are 
unable to pass any load information of individual customers. the  Figure 3-7 
demonstrates the comparison between the TLP (class 1) and real load profiles from 
smart meters. In the figure, the red line is the class 1 TLP in summer weekday 
scenario while the six grey lines are six random domestic customers on random 
summer weekdays. For any individual household, the load profiles are extremely 
volatile and irregular. Clearly, the traditional TLP cannot neither reflect the overall 
magnitude nor capture the spikes.    
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Figure 3-7 Comparison between similar LV substations on 11th July 
 
3.6 Chapter Summary 
It is found that the estimated profiles which are produced by integrating the existing 
eight profiles conform well in shape to the real load profile metered at HV level but 
differ in magnitude. For LV networks, it is found that the traditional load profiles are 
mostly unable to mimic the load profiles, which are less aggregated. Further, they 
cannot reflect any of the more volatile and irregular load profiles of individual 
customers.     
Based on these factors, it can be concluded that  
i) Traditional indirect bottom-up approach cannot accurately express the load 
profiles for LV networks; 
ii) the current eight classes of customers load profiles can no longer reflect the power 
consumption pattern of today’s customers 
It is therefore critical now to develop new load profiling methods to accurately 
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HIS chapter proposes a novel three-stage load profiling method for 
LV networks. It develops a set of LV network templates, which can 
directly visualise the LV networks without extensive monitoring.  T 
Time-series Load Profiling  
for LV Networks:  
Clustering and Classification  
 
Chapter 4  
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4.1 Introduction 
Chapter 3 has tested the traditional indirect load profiling method for LV networks, 
which aggregates the TLPs of all connected customers. However, the 
representativeness was compromised by i) the inaccuracy of customer load profiles; ii) 
limitations on information and iii) the neglect of network characteristics. In order to 
visualise the LV networks, the most direct way would be wide installation of monitors, 
which can provide real-time loading information. However, such approach can be 
prohibitively expensive. 
This chapter proposes a novel three-stage network load profiling method. It is the first 
attempt at load profiling LV substations directly. The basic idea is to use small but 
selective monitoring samples to develop a set of LV network templates, which can be 
used as benchmarks to represent the remaining unmonitored ones. The templates can 
significantly improve LV network visibility without extensive monitoring and 
integrate LCTs in a cost-effective manner. The three stages are: clustering, 
classification and scaling. In the clustering stage, hierarchical clustering and K-means 
are used to cluster substations into groups based on the variations over time of the 
monitored load profiles. The classification tool designed with MLR maps an 
unmonitored LV substation into the most probable templates by using routinely 
available fixed data. Finally, Clusterwise Weighted Constrained Regression is 
employed to estimate peak load for individual LV substations and the developed 
templates.  
The three-stage profiling is demonstrated on a practical system in the UK under the 
umbrella of a smart grid trial project. 10 LV templates are developed by using the 
metered data from 800 monitored LV substations. A series of industrial validation has 
indicated that the three-stage process can achieve superior accuracy than traditional 
methods. This chapter will firstly introduce clustering and classification. The scaling 
(peak estimation) process will be introduced in Chapter 5. 
4.2 Problem and Proposed Solution Statement 
A major change in distribution networks in the coming decades is the substantial 
increase in LCTs, driven by the governmental ambition in reducing greenhouse gas 
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emissions and improving supply  efficiency [1, 65]. These technologies, such as EVs, 
HPs, photovoltaic (PV), and other smart appliances [66, 67], will be largely connected 
to LV distribution networks. They thus will require DNOs to understand the 
capabilities of the existing LV networks so as to assess whether they can be 
accommodated.   
Unfortunately, DNOs currently have very limited visibility and knowledge of LV 
networks in terms of real-time network utilisation. They largely rely on fixed network 
information, such as customer number, type and electricity use behaviour, to estimate 
annual or daily peak demand of a LV substation by aggregating typical customer load 
profiles served by the substation [5, 15]. Although peak load estimation based on 
fixed information is very economical, it is highly inaccurate [2] particularly if DNOs 
are interested in daily loading conditions. The reason is that the load profiles at LV 
substations are volatile, irregular and noisy compared to those at HV substation level.  
One approach for visualising LV networks is to install monitoring devices at every 
single substation, but it is prohibitively expensive. In the UK, there are more than 
900,000 LV substations and it would cost over £2 billion to install metering and data 
acquisition equipment, and do daily data management. An economical alternative is 
network load profiling, which identifies TLPs from a limited samples/areas to 
represent the load profiles of LV systems that are not monitored.  
Load profiling has been widely used at household level for customer classifying and 
profiling. Most of the early work in [32, 47, 48, 68] pre-defines customers’ 
classification according to pre-knowledge, such as customer type and characteristics, 
and derives a TLP for each class based on sample metered data. The limitations of 
these methods are misclassification, potentially leading to dissimilarity of load 
profiles within a pre-defined customer class. In order to overcome the limitations, 
more recent studies in [20, 69, 70] tend to [21, 41, 71, 72] follow a two-stage 
clustering and classification process as proposed in [19]. It includes the following 
steps: i) clustering similar load shapes (normalised load profiles in [0, 1] range) into 
groups. The TLP of each group is determined by averaging load shape and weighted 
average magnitude within the group; ii) classifying an unknown customer into a 
proper customer group by recognising the customer’s load profile pattern. 
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At LV substation level, there is not yet an established technique for load profiling, 
particularly by using limited metered information. The direct application of the two-
stage clustering and classification process for LV networks has a number of 
limitations: i) unlike customers who can be usually pre-classified or at least macro-
classified (e.g. residential, commercial or industry) before clustering, LV substations 
cannot be pre-classified due to lack of available information, leading to difficulties in 
clustering and classification; ii) in classification, customers are usually allocated to 
the clusters with the most similar patterns. It is difficult to implement on LV networks 
as no sampled data is available for un-monitored substations. Routinely available data 
is only fixed data, such as network configuration and customer composition; iii) in 
load profiling methods, magnitude information has rarely been considered and they 
simply take weighted average magnitude within a customer group to estimate the 
peak. The loading levels at LV substations, even of similar type, vary to a great extent 
[7],  inaccurate to represent their peaks by one average magnitude.  
This study proposes a three-stage load profiling method for visualising LV substations 
by using limited but representative metered real-time load data at LV substations. The 
work consists of the following three steps:   
 Clustering: to group substations according to similarities in load shapes, where 
normalised TLPs are developed for each substation cluster, defined as normalised 
templates.  
 Classification: to characterise the relationship between templates and fixed data of 
substations so as to map unmonitored substations to an appropriate template. 
 Scaling: to estimate the daily peak load for individual substations in order to scale 
the magnitude of the normalised templates to the original loading levels. 
In this chapter, substation clustering and classification are introduced. 10 distinctive 
LV substation templates are developed by using the real-time data of 800 monitored 
substations metered at 10-minute interval over the course of one year (2012-2013). 
Then, a classification model is designed to assign unmonitored substations to an 
appropriate template with high statistical confidence. The work is part of a Smart grid 
demonstration project – LV Network Templates [73] jointly commissioned by WPD 
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in the UK and the UK’s regulator - Ofgem. The developed three-stage LV network 
load profiling is extensively demonstrated through the LV Network Templates 
project. This chapter introduces the first two stages and the scaling will be introduced 
in Chapter 5. 
The major contributions of the three-stage load profiling are:  
i) it is the first attempt to visualise LV distribution networks by directly clustering 
and classifying substations rather than aggregating the load profiles of end-users;  
ii) Compared to common pattern recognition techniques, the proposed MLR 
classification does not require any sampled data, which fits well the widely 
unmonitored LV substations;  
iii) The scaling is innovatively designed by cluster-wise regression for network load 
profiling. By using scaling, the load profiling method can provide not only shape 
estimation but also more accurate magnitude estimation. 
The rest of the chapter is organised as follows: Section 4.3 introduces the LV 
Network Templates project. Section 4.4 introduces the overall methodology. Section 
4.5 describes the clustering techniques and classification model. Section 4.6 discusses 
the implementation. Section 4.7 analyses clustering results. Conclusions are drawn in 
Section 4.8. 
4.3 LV Network Templates Project  
WPD has initiated the LV Network Templates Project in 2012 [73]. The overall aim 
of the project is to develop a number of common LV substation templates from 
monitored substations in trial areas, which are applicable to unmonitored LV 
substations nationwide. They can be used to visualise and understand the conditions 
of unmonitored LV substations, providing efficient network management with much 
lower cost.   
In order to collect network performance data, WPD deployed monitoring equipment 
at 800 HV/ LV substations and over 3,500 ends of LV feeders. A selected areas and 
networks were involved in the project, containing a good mix of geographical 
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characteristics, customer composition and network topologies. For example, Cardiff is 
selected as inner city with a larger number of commercial customers and load. Rural 
areas are represented by regions like Monmouthshire. The geographical area is 
depicted in Figure 4-1[74]. 
 
Figure 4-1 Geographical areas of LV Network Template project 
Two sets of data are received: fixed data and variable data. Fixed data includes: i) the 
information of selected LV substation - capacity, connected PV numbers, and the 
outgoing LV feeder numbers, served customer class and numbers, tariff types and 
loading levels; ii) LV feeders’ information -types, length, and upstream LV 
substations. The fixed data does not change during the period and it is used to classify 
LV substations into groups with different characteristics. Variable data includes three-
phase voltage, current and real power delivered at HV/LV substations, and three-
phase voltage at LV feeder ends, and they are collected at 10-minute interval 
throughout a whole year.  
The first step of the project involves sample size design, data collection and sense 
checking. 730 LV substations out of 824 have passed sense-checking and been used in 
this study. Details can be found in Appendix A. 
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4.4 Overall Flowchart of the Methodology   
 In this chapter, a combined clustering and classification method is proposed for 
template development. Firstly, substations are clustered into groups according to their 
load profile shapes without any pre-knowledge. Based on the clustering results, fixed 
data is utilised to represent their types and characteristics. MLR model is used to 
develop a classification tool, which can effectively link the fixed data with cluster 
memberships of substations. The overall flowchart is summarised in Figure 4-2, 
which has three major steps. 
                              Monitored Substations


















































Figure 4-2 Flow chart of the methodology  
 
 Step 1: clustering – Metered load profiles are firstly normalised to represent only 
shape information.  Substations are then grouped according to load profile shapes, 
producing substation clusters. A normalised template, i.e. averaged load shape 
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within group, is produced to represent the overall load shape of substations within 
each cluster (varying over seasons and days); 
 Step 2: classification – The relationship between these developed clusters and fixed 
data of substations is characterised. A classification tool is developed by using the 
MLR model. It can assign unmonitored substations to each cluster with a certain 
probability solely based on the fixed data. Thus it is transferable to areas and time 
periods, for which real-time monitored network condition data is not available; 
 Step 3: scaling – Finally, the magnitude of the normalised template needs to be 
scaled up in order to regain load magnitude information apart from shape 
information. For un-monitored substations, the scaling process is actually to 
estimate peak loads by only using fixed data. Scaling will be introduced in Chapter 
5. 
4.5 Clustering and Classification  
This part introduces clustering and classification techniques used for developing LV 
network templates. Hierarchical clustering is utilised to find the latent groups within 
metered load profiles of all LV substations. Cluster number is determined by K-means 
clustering combined with practical considerations. The MLR model is adopted to find 
classification rules from the fixed data of LV substations.  
4.5.1 Hierarchical Clustering for Load Profiles 
In cluster analysis, the data can be partitioned into meaningful subgroups, when the 
number of subgroups and other information about the composition is unknown [75]. 
With the goal of starting clustering with absolutely no pre-knowledge of the data and 
ending with a deterministic trace on how each object is clustered into a particular 
cluster, hierarchical clustering method is chosen for its advantage in achieving these 
targets.  
There are two potential approaches for hierarchical clustering, differentiated by 
whether building the clusters is performed using a top-down (divisive) or bottom-up 
(agglomerative) strategy [76]. In the former method, initially all objects are 
considered to be in a single cluster, and then it is split into smaller clusters iteratively 
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based on measures of dissimilarity until ultimately each object forms its own cluster. 
In the latter approach, the initial set-up treats each object being classified as its own 
cluster, and then different clusters are merged according to similarity measure until 
ultimately there is again a single cluster. For large dataset, it is often more 
computationally efficient to use agglomerative hierarchical clustering, where the 
number of possible merging stage is bounded by the number of observations.  
In this study, considering the daily load profiles of a substation (metered every 10 
minutes) as a set of 144-element vectors  14421 ,, xxxx   which need to be 





















    (4-1) 
 There are three steps in implementing Hierarchical Clustering, which are: 
i) The first step- distance calculation 
The first step is to obtain the distance matrix D by calculating dk,j the distance 
between rows xk and xj. The most popular choice is the Euclidian distance, which is 
used in this thesis: 




1, ijikijkjk xxxxd      (4-2) 
where, xk and xj is the daily load of substation k and j. 
A dissimilarity matrix is derived to compare the distances between the metered 
profiles, thus guiding the vectors grouping in the next step. It is a symmetric N×N 
matrix whose (i,j)th element provides a measure of the dissimilarity between the ith 
and the jth objects (i,j=1,…,n). The dissimilarity matrix can be written as:  
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    (4-3) 
Dissimilarity dij reflects the dissimilarity between substations i and j. It should satisfy 

















    (4-4)  
ii) The second step-grouping vectors 
The second step is to group the vectors x into hierarchical cluster tree by merging 
together those vectors with the smallest distances. After that a new distance is 
computed to all the other vectors or clusters. The process of forming new clusters is 
repeated until only one-cluster remains. In a set of N vectors N-1 merging operations 
are needed.  
In this study the Ward distance is used for calculating the distance between clusters. 
For two clusters A and B, their distances are defined as (4-5) 













1     (4-5) 
where, ax is the daily load of substation α from cluster A and similar bx  represents 
daily load of substation b from cluster B.  
Starting with M clusters, each cluster would contain a series of data from the 
monitored substations. When the dissimilarity measure has been calculated between 
all clusters, two clusters that are most similar (with the least distance) are merged, 
leaving M-1 clusters. This can be repeated until there is only one cluster left and the 
result is a binary tree of 2M-1 clusters. The above-described process forms the 
Hierarchical Cluster tree, which is stretched as a dendrogram as in Figure 4-3.  
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Figure 4-3 Example of a dendogram 
 
iii) The third step-division of clusters 
The last step of the clustering is to divide the cluster tree into coherent cluster groups. 
It can be achieved by cutting the hierarchical tree at an appropriate point, which can 
be determined by the number of clusters needed to be developed or the distance 
between clusters.   
4.5.2 K-Means Clustering for Cluster Number Determination 
It is essential to determine the optimum cluster number in clustering. As LV networks 
cannot be pre-classified into macro-categories (e.g. residential, commercial or 
industry), the clustering needs to handle a large volume of metered network data 
through the study year. K-means clustering is chosen here because it can accelerate 
the repeated assessments of different numbers of clusters [77]. It can provide a quick 
assessment of the range of possible optimum number of clusters. For daily load 
profiles of N substations described in (4-1), it proceeds by selecting k initial cluster 
centers )...( )1()1(1 kCC  and then iteratively refines them through: 
i) Each instance ix  is assigned to its closest cluster center to form k data set; 
}1:{
22)1( )1()1( kncxcxxS nijiij     
(4-6) 
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ii) Each cluster center Cj is updated to be the mean of its constituent instances. The 


















c     (4-7) 
Different cluster numbers are assessed in terms of the dissimilarity within each group. 
The dissimilarity within cluster is represented by the Sum of Squares of the Errors 
(SSE) between LV substation load profiles within groups. For example, when cluster 
number is k, the objective set is  kSSSS ,, 21  with the centre  kCCCC ,, 21 . The 













    (4-8) 
4.5.3 Multinomial Logistic Regression for Classification 
After creating a set of clusters, a classification tool is required to assign unmonitored 
LV substations to the developed cluster groups. It intends to assign them to the most 
similar clusters by only using their available fixed data.  
Logistic Regression is a regression model designed to predict the outcome of 
a categorical dependent variable [78]. It is used here to design classification tools. 
Given a set of independent variables (fixed data) z and the dependent variable 
(substation cluster) y, the regression coefficients are b0 and b1. The model is trained to 








    (4-9) 
The result in (4-9) is between 0 and 1, which is interpreted as the probability of 
dependent variable y belonging to 1. The probability for y belonging to 0 is 
)1(1)0(  yPyP  
For more than two categories (clusters), MLR is used to analyse the relationship 
between cluster membership and fixed data. For K clusters, the model composes of K-
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1 logistic regression equations, all of which use cluster K as the baseline. The 
probability of substation Yi belonging to cluster n can be determined by (4-10) and (4-










































     (4-11) 
where, 
)...( ,1, miii zzz  is the ith set of m independent variables (fixed data), 
)...( ,,0 kmkk bbb  is the regression coefficient for cluster k; and )( nYP i   is the 
probability that the ith substation belongs to cluster n. The parameters are estimated by 
maximum likelihood Estimation (MLE).  Detailed derivation and algorithm can be 
found in Appendix B.  
4.6 Implementation 
This section details load profile normalization, the determination of cluster number, 
and the development of classification tool.   
4.6.1  Normalization  
The units of the data used as input for the clustering to a large extent determine the 
nature of the clusters. As transformer ratings in LV substations vary substantially, the 
direct use of the measurements in active power (in kW) will produce clusters that only 
reflect the magnitudes of load but not their shapes. Therefore, normalization of the 
data is necessary in order that the developed clusters can reflect load 
patterns/variations within a day. Along with directly using measurements, two other 
normalization approaches are used:  
 Magnitude – the data on the original measurement scale is used; 
 Normalised I – the data is normalised according to the maximum value of real 
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power delivered at each substation over the entire period of study (annual peak); 
 Normalised II – the data is normalised according to the maximum value of real 
power delivered at each substation of each day (daily peak). 
All three types of inputs are tested for clustering and some important findings are 
observed. When the first approach is used, the developed clusters are dominated by 
the magnitude of load associated with each substation and therefore the profile 
patterns within days are not properly reflected. The second approach can to some 
extent overcome the disadvantage of the first approach, but it is affected by daily or 
seasonal changes in the maximum values, thus producing a set of clusters that largely 
reflect the overall effect of time.  
In the UK, winter demand usually dominates annual energy consumption due to 
electrical heating and lighting. Figure 4-4 shows the annual load of a metered 
substation normalised by the second method. It clearly shows that spring, summer and 
autumn have similar peaks but winter has a sharp peak. The difference of load 
magnitudes between seasons will dramatically affect the clustering accuracy. In this 
case, clustering of substations will be dominated by winter load 
 
Figure 4-4  Annual load of a selected substation by normalised I method  
The third approach is specifically designed in developing clusters in order to detect 
the patterns of demand within a calendar day. The clusters are constructed based on 
the difference in demand over a 24-hour period, which  are further refined by 
separating weekdays and weekends (Saturdays and Sundays treated separately) and 
seasons (Spring, Summer, High Summer, Autumn and Winter). Further, anomalous 
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days are more likely to have critical peaks/troughs as they can dominate/distort the 
whole year load profiles. The normalization II is on daily basis and therefore 
anomalous days will not influence other normal days. All days are clustered together 
and thus anomalous days with very different load shapes will be automatically 
clustered to other groups, or labelled as outliers. The normalised load vector of 












       (4-12) 
where, Pij is the metered load of substation i at time j of a day, and }{ ijPNorm is the 
normalised load.  
4.6.2 Determining Cluster Number 
Theoretically, there could be one cluster to represent all LV substations, but the 
precision would be extremely poor. At another extreme, there could be as many 
clusters as the number of all LV substations, i.e. each cluster represents only one LV 
substation. In this case, the precision is high but it is impractical due to high 
management burden. Here, the optimum cluster number is determined by considering 
a combination of clustering and classification accuracy, including: 
 The comparison of the variations ‘within’ versus ‘between’ clusters is achieved by 
K-means clustering as introduced in Section III. Figure 4-5 shows the Sum of 
Square Error (SSE) within groups against cluster number, showing decreasing 
benefits in terms of SSE drop obtained by increasing cluster number.  
 The classification mainly is the predictive accuracy of allocating unmonitored 
substations to clusters using the classification tool. A substation is allocated to the 
cluster with the highest probability obtained by MLR. The accuracy is assessed by 
comparing predicted cluster membership with actual membership in clustering. 
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Figure 4-5 Within-group sum of squares errors against number of clusters  
4.6.3 Classification Tool  
A classification tool is needed to link the developed templates with fixed data so that 
it can predict the cluster membership of unmonitored substations by only using fixed 
data. The selection of factors for the MLR model is made by using a combination of 
statistical significance - improved model fitness (likelihood) and the ability to 
accurately predict cluster membership. The model fitness can be improved by adding 
more parameters. However, it may cause over-fitting if too many low-related 
parameters are included, leading to inaccurate prediction performance. The trade-off 
is made by Bayesian Information Criterion (BIC), which introduces a penalty term 
with the number of parameters, shown in (4-13). The model with the lowest BIC is 
chosen. 
)ln(ln2 nkLBIC     (4-13) 
where, L is the maximum likelihood value which can be obtained from the assessed 
model; k is the number of parameters and n is the sample size.    
   The fixed data used as inputs for classification tool development is as follows: 
 Number of customers in each class 
 Estimated annual consumption 
 Transformer type 
 Percentage half hourly load 
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 Total feeder length 
 Transformer rating  
 Number of feeders  
 Percentage of overhead lines/underground cables 
The output of classification consists of a set of probabilities, each of which indicates 
the likelihood that a substation belongs to a particular cluster. The predictive accuracy 
of classification tool is calculated by comparing cluster memberships between 
clustering and classification predictions. The tested LV substations are mapped to 
clusters through the classification tool by only using their fixed data. The accuracy is 
calculated as the proportion of LV substations which can be mapped by the 
classification tool to the same cluster as the clustering does. 
4.7 Demonstration and Results 
The demonstration of the designed methodologies is conducted on the smart grid 
demonstration project – LV Network Templates commissioned by WPD and Ofgem. 
4.7.1 Number of clusters 
In clustering test, the “knee point” of SSE shown in Figure 4-5 indicates that the 
optimal cluster number should be between 5 and 15. Considering that bigger cluster 
number produces higher accuracy, the number is reduced to 7-15. 
In classification, using a single cluster will result in 100% accuracy, as every 
substation can be correctly allocated to the single cluster. The cluster number from 2-
20 is investigated in this study and the accuracy index introduced in Section V is 
calculated. Table 4-1 shows the predictive accuracy associated with different cluster 
numbers. It shows an increase accuracy from 75.5% when 7 clusters are developed to 
a maximum of 82.2% when 10 clusters are used. However, there is a ‘turning-point’, 
where the increasing number decreases the predictive accuracy, with a sharp decrease 
for 11 clusters (70.6%). The results in Table 4-1 indicate the optimal cluster number 
should be 10, which is actually used in the study. 
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Table 4-1 Predictive accuracy of classification with various cluster number 








4.7.2 Clusters and Normalised Templates  
After determining the cluster number, which is 10, agglomerative hierarchical 
clustering is used to cluster the training set of substation load profiles. After 
clustering, it is found that substations within each cluster have very similar 
characteristics in terms of customer mix and fixed data. A summary of fixed data of 
substations within each cluster is provided in Table 4-2. The percentage indicates the 
annual energy consumption of certain type of customers. The third column illustrates 
the number of substations used for clustering in each cluster, based on high summer 
weekday load profiles. 
Figure 4-6 gives a more detailed description of cluster 1 template (black line) and the 
individual load profiles of substations within cluster 1 that generate it. The average 
normalised load pattern of substations within each cluster, season and day type is 
defined as template. Clearly, template 1 to much extent can represent the variations 
within those load profiles, with daytime having relatively flat peak but night-time 
having trough demand. 
A calendar year is divided into 5 seasons (spring, summer, high summer, autumn and 
winter) and one week is divided into 3 typical days (weekday, Saturday and Sunday). 
It is consistent with the practice of the power industry and settlement market in the 
UK. For each day type in a season, 10 templates are divided, as listed in Table 4-2. 
Thus, there are 150 templates in total (5 seasons × 3day types × 10 templates = 150 
templates), representing a large variety of LV substations.  
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Table 4-2 Ten LV network templates 
Cluster Description of fixed data 
Substation  number (High 
Summer Weekday) 
1 High I&C Dominance 
62 
2 










High Domestic Dominance (~90%) 




High Domestic Dominance (~90%) (Low 
Customer Size ~70) 
 
66 
6 Very High I&C Dominance (~90%) 
44 
7 




8 Industrial Flat 27 
9 




10 Lighting 5 
The mix of substations in different typical days and seasons are handled in the 
following ways: i) for a day type in a season (e.g. winter weekday), load profiles of 
different substations and different days are clustered together. Substations with 
majority of days (over 80% of studied days) clustered into the same cluster are 
defined as typical substations and used in the templates. By contrast, substations with 
days evenly separated into different clusters are defined as outliers, thus not used in 
the templates. Detailed outlier analysis in terms of both load shape and scaling can be 
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found in Appendix D; ii) as the clustering is independent, a substation may be 
clustered into different clusters in different seasons and days. Therefore, the 
coefficients in the classification (also in scaling) step are all specified for each season 
and day type.      
 
Figure 4-6 LV substation template and within-cluster variability  
Due to limited space, this chapter only provides the developed templates representing 
load profiles in weekdays of high summer. The rest of the scenarios can be found in 
Appendix C. In Figures 4-7 to 4-11, the black lines are the normalised daily load 
templates for each cluster and the red dashed lines are the standard deviation of all 
substations’ load profiles within cluster. A standard deviation indicates the variations 
of LV substation load within the same cluster at different time of day. It is noted that 
most standard deviations are below 0.2 (relative to 1.0), showing small variations 
within profiles. The developed templates are able to represent load shapes of LV 
substations that have similar fixed data without compromising much precision.  
 
Figure 4-7 Templates and standard deviations for clusters 1 and 2 
 
Page 
Chapter 4          Time-series Load Profiling: Clustering and Classification 
 59 
Cluster 1 in Figure 4-7 is largely commercial dominated substations with a relatively 
high flat demand during daytime and lower demand overnight. The major 
composition of LV substations in this cluster is commercial customers, and their 
average peak is around 0.8 unit. Cluster 2 predominately comprises of substations 
dominated by those serving domestic customers and perhaps a certain proportion of 
commercial customers. The profile is relatively flat during daytime, but peaks at 
around 19:30pm. The analysis of the fixed data finds that most of the LV substations 
in cluster 2 are located in suburban areas.    
 
Figure 4-8 Templates and standard deviations for clusters 3 and 4 
Clusters 3 and 4 are depicted in Figure 4-8. Most LV substations in cluster 3 are 
located in urban areas, serving a mix of domestic and commercial customers. The 
shape of cluster 3 in daytime is similar to that of cluster 1, but has an increasing 
demand during night time due to a higher proportion of domestic customers. Its peak 
occurs at around 20:30pm with the value of around 0.9 unit. Cluster 4 comprises 
largely of domestically dominated substations. Compared to clusters 2 and 3, the 
profile of cluster 4 is relatively flat and low during daytime. 
 
Figure 4-9 Templates and standard deviations for clusters 5 and 6 
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Cluster 5 contains highly domestic dominated substations but with a small number of 
customer around 70. The shape is similar to that of cluster 4, but the daytime load is 
much lower and more flatten. The evening peak is also lower at about 0.8 unit. Cluster 
6 represents load profiles of commercially dominated substations, whose pattern is 
similar to that of cluster 1. The proportion of commercial customers in cluster 6 is 
much higher, which is reflected by higher peak and lower night load.   
 
Figure 4-10 Templates and standard deviations for clusters 7 and 8 
Cluster 7 largely contains a mix of domestic substations and small commercial 
substations in rural areas with low demand. There are two slight peaks, the first of 
which appears around 12:00 pm driven by commercial demand and the other occurs at 
approximately 20:00 pm triggered by domestic demand.  Cluster 8 comprises of 
substations heavily dominated by industrial customers, whose load shape shows 
consistently high loading through at day.  
 
Figure 4-11 Templates and standard deviations for clusters 9 and 10 
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Cluster 9 represents load profiles of substations with significant proportion of 
Economy 7 customers, who have a lower electricity rate during night and higher rate 
in daytime. There is a night peak at around 1:00 am and this night peak becomes as 
high as nearly 1.0 unit in winter time, when Economy 7 customers tend to use 
electricity heating. Cluster 10 exclusively comprises of substations serving motorway 
communication/ lighting pillars.  
4.7.3 Classification Tool 
In order to make the templates easier to use by other DNOs to understand the 
conditions of their unmonitored LV substations, an interface tool is developed to 
match LV substations to the most likely clusters only based on fixed data. By 
inputting its fixed characteristics including customer mix and network structures, etc. 
the probability of it belonging to each cluster is calculated by MLR. Initially, 
benchmark template of the highest probability cluster is given. The tool is tested by 
all substations in this project. The fixed data of all trial substations are used to predict 
cluster membership. With 10 clusters, 82.2% substations are predicted with the 
highest probability clusters, being the same as those derived from clustering.    
4.8 Chapter Summary  
This chapter proposes a three-stage network load profiling method to provide a direct 
but economical way to visualise LV networks. It consists of three major steps: 
clustering, classification and scaling, where the first two are introduced in this 
chapter. LV network templates are developed by using the metered real-time data 
from selective areas that are representative. By demonstrating on a practical trial UK 
smart grid project – LV Network Templates, 10 network load profile clusters with 
different load shapes are produced. A classification tool is developed to assign un-
monitored substations to the appropriate clusters by only using fixed data.  
The templates developed in this chapter only contain load shape information, but the 
magnitudes of load profiles need to be known. The load profile magnitude 
identification (scaling), validation, and discussion on the application of the developed 
LV templates will be covered in Chapter 5. 
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HIS chapter proposes an innovative method to improve the accuracy 
of peak estimation for LV networks. It aims to scale the templates to 
the real loading levels, reflecting both load shape and magnitude.  T 
Time-series Load Profiling  
for LV Networks:  
Peak Load Estimation  
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5.1 Introduction 
Chapter 4 has developed classification rules can allocate unmonitored substations into 
the most appropriate clusters and thus provide indicative templates. These normalised 
load templates only indicate the shape of substation electricity usage, but not actual 
loading level. In practice, the loading levels across LV substations vary to a great 
extent [7], making it impossible to study a large number of LV substations on the 
same scale, e.g. unified scale [0, 1]. Scaling is therefore needed to adjust the 
normalised templates back to the natural magnitude for each substation. Scaling the 
normalised templates allows a good range of loading levels to be covered by the 
templates, thus adding great flexibility to the use of the templates. 
This chapter proposes a novel contribution factor approach to predict diversified daily 
peak load of LV substations. The contribution factor for each LV template developed 
in Chapter 4 is determined by a novel method - Clusterwise Weighted Constrained 
Regression (CWCR). It takes into account the contribution from different customer 
classes to substation peaks, respecting the natural difference in time and magnitude 
between LV substation peaks and the variance within the templates. In CWCR, 
intercept and coefficients are constrained to ensure that the resultant coefficients do 
not lead to reverse load flow and can respect zero-load substations. Cross validation is 
developed to validate the stability of the proposed method and prevent over fitting. 
The proposed method shows significant improvement in the accuracy of peak 
estimation over the status quo across 800 substations of different mixes of domestic, 
industrial and commercial (I&C) customers. 
5.2 Problem and Proposed Solution Statement 
The templates in Chapter 4 are developed from the normalised load profiles where the 
original load profiles are normalised by their daily peaks. Thus scaling is used to 
estimate and recover substation daily peaks. The challenge in doing this is that the 
peak estimation has to solely rely on readily available fixed data so that it is 
applicable to unmonitored substations. In practice, the power industry typically adopts 
P-Q method [15] to estimate the annual peak of LV substations. This method only 
provides an annual estimation and its accuracy is highly compromised by using many 
statistical assumptions, such as a certain level of standard deviation added onto the 
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mean demand [15, 55]. In literature, other methods [37, 79] have been reported to 
estimate system or HV substation peak load. They largely depend on the sufficiency 
of historical load data, which is usually unavailable at LV substations.  
A well-known peak estimation method for LV substations is the kWh-to-peak-kW 
Conversion factors and Diversity factors (C-D) method [80]. It takes advantage of the 
information of customers’ bills to aggregate individual customer’s peak to substation 
peak. Based on this concept, recent work adopts advanced techniques including fuzzy 
regression [81], fuzzy inference [82] and artificial neural network (ANN) [58] to 
handle uncertainties, narrow confidence intervals and improve the accuracy. 
However, all these methods do not  consider the diversifications in customer 
composition and structures of LV substations. For different types of LV substations, 
customer’s peak has various coincidence degrees, in relation to substation peak and it 
is therefore fairly inaccurate to use one single model to estimate the peaks for all LV 
substations.  
This chapter proposes a Clusterwise Weighted Constrained Regression (CWCR) 
approach for LV substation peak demand estimation based on fixed substation 
information. It innovatively develops cluster-specified estimation model, which for 
the first time addresses the variances of customer peak load’s contributions to the 
peaks of different types of LV substations. Based on substation clustering and 
classification, peak estimation parameters are derived for each cluster by the 
clusterwise regression model. The method is weighted by variances within clusters 
and constrained with zero intercept and non-negative coefficients, considering 
practical constraints and statistical accuracy. Cross validation is then used to prevent 
over-fitting and validate the applicability of the proposed method. The predicted 
results are compared with those from the traditional industry P-Q, kWh-to-peak-kW 
conversion method and diversity factors (C-D) method. The comparison shows that 
the proposed method can achieve substantial improvement in accuracy in estimating 
peak demand for LV substations over other methods.  
The rest of the chapter is organised as follows: Section 5.3 introduces the concept of 
contribution factor. The CWCR approach is proposed in Section 5.4 and its 
implementation is discussed in Section 5.5. In Section 5.6, the proposed scaling 
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methods are demonstrated and cross validated. The use of scaled templates is 
discussed in Section 5.7. Conclusions are drawn in 5.8. 
5.3 Rationale of Contribution Factor 
This section introduces the diversity of LV substation as the latency classes 
underlying the datasets. A contribution factor is developed to mathematically describe 
the question and simulated examples are used to illustrate it.  
5.3.1 Latency in LV Substation Class 
The issue of latent LV substation classes in peak estimation has hardly been studied in 
previous research due to its complexity. One LV substation usually serves different 
type of customers, but not every customer’s peak load coincides with the aggregated 
substation peak. Customers contribute differently to LV substation peak. Moreover, 
even the same class of customers can contribute differently due to the diversification 
of LV substations. Taking the results in Chapter 4 as an example, Figure 5-1 plots the 
daily load profiles of a typical domestic customer, a sample domestic dominated 
cluster (cluster 5) and a sample I&C dominated cluster (cluster 6). As seen, the 
domestic customer’s peak coincides with that of cluster 5 but not cluster 6. As a result, 
a domestic customer contributes more to the peak of its substation if it is a domestic 
dominated substation, but less to the substation dominated by I&C customers.  
 
Figure 5-1. Load profiles of a typical domestic customer, cluster 5 and cluster 6  
This latency should be reflected in LV substation peak estimation. Otherwise, it is 
inappropriate to use one single set of factors or models with deterministic parameters 
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to estimate peaks for all LV substations. The peaks of various types of LV substations 
should be appropriately partitioned and separately estimated by different models and 
parameters.  
5.3.2 Contribution Factor 
This chapter for the first time proposes a contribution factor to address the 
contribution from a particular customer to the peak of different type of LV substations. 
A contribution factor is designed to describe the coincidence level between different 
type of customers and substations. It is defined as the ratio between aggregated peak 



















    (5-1) 
where, Fik is the contribution from class  i customers to the peak of cluster k;  pt  is the 
time when the aggregated peak occurs and qt   is the time when substation metered 
peak occurs; )](,),(),([ 21 niiii tStStSS   is the aggregated daily load of class i 
customers; the loading level of cluster k substations is 
)](,),(),([ 21 nkkkk tLtLtLL  ; ],,,[ 21 ntttt   is the time intervals of daily load 
profiles; .  
The contribution factor can provide cluster-specified peak estimation for LV 














    (5-2) 
5.3.3 Illustration of Contribution Factor 
Two groups of 100 domestic dominated substations and 100 I&C dominated 
substations are taken as examples to illustrate the impact of contribution factor. Each 
point in Figure 5-2 represents one LV substation. The X axis represents the 
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aggregated peak )( pi tS of all domestic customers and Y axis is the actual LV 
substation peak- )( qi tS . The slope of the solid red lines is contribution factor defined 
by (5-1). Clearly, two groups of LV substations exist: for domestic dominated 
substations, domestic customers contribute nearly 100% to their peak, which forms 
the upper group with a slope close to 1. By contrast, the lower group represents I&C 
LV substations. Less than 50% of domestic customers’ peak actually contributes to 
these substations’ peak. If the peaks of these 200 LV substations are estimated by the 
traditional C-D method, shown by the dash line in the centre, the accuracy is 
compromised.  
 
Figure 5-2.  Individual customer contribution to substation peak 
Figure 5-2 illustrates that it would be very inaccurate to estimate substation peak by 
using a single regression model. By contrast, the data should be partitioned by 
underlying classes and estimated separately. In this way, the 200 substations can be 
categorised into two categories, as highlighted by the two solid red lines. Thus, it is 
more appropriate and accurate to treat the two groups separately, justifying the need 
to develop two regression models for them. 
5.4 CWCR Based Scaling Method  
This section proposes a new method to estimate LV substation peak, which can 
identify the contribution from different customers and fundamentally increase the 
estimation accuracy. The contribution factor is included in the approach, which is 
obtained by CWCR. 
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Based on the 10 clusters developed in Chapter 4, substations with similar load shapes 
are clustered and their peak loads are expected to appear at similar time as well. 
Regression models can be developed for each cluster to interpret the relationship 
between fixed data and peak load. The basic idea is to transform the normalised 
templates developed in Chapter 4 into scaled templates for each type of LV 
substations. This process is implemented solely by using the available fixed data so 
that the developed templates and peak estimation methods can be widely applied to 
un-monitored LV substations, only whose fixed data is normally available. The 
proposed methodology consists of the following four steps.  
i) Step 1: Substations are split into 2 sets: training set and testing set. Training set is 
used to develop the model and it is then assessed by the testing set.  
ii) Step 2: Clustering is conducted by different seasons and day types, and the scaling 
follows the same routine. Starting with the LV substations in the training set, the 
relationship between substation peak and fixed data is developed by CWCR. 
Within LV substation templates developed in Chapter 4, weighted and constrained 
regression is combined into clusterwise regression, considering practical and 
statistical conditions. The detailed development process will be discussed in 
Section V. 
iii) Step 3: The proposed method is validated by the substations in the testing set. The 
estimated peaks are compared with real metered values, where the accuracy is 
quantified in terms of residuals and R-square errors. 
iv) Step 4: The whole data set is then re-split into new training and testing sets. The 
whole process is repeated until every substation is used in both training set and 
testing set. Cross validation is discussed in Sections V and VI. 
5.5 Mathematical Formulation 
Based on the proposed methodology, the average daily peaks of LV substations are 
estimated solely by using their fixed data, which are asessed with the data of 800 
monitored LV substations provided in Chapter 4. This section explains the 
implementation of CWCR and cross validation. The peaks from the designed method 
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are also compared with those estimated by the C-D and P-Q methods introduced in 
section II.  
5.5.1 Clusterwise Weighted Constrained Regression  
In order to properly separate data and conduct estimation by different models, 
clusterwise regression has widely been used [83, 84]. Constrained regression and 
weighted regression [85]  have also been developed to adjust practical situations. This 
chapter proposes CWCR by combining clusterwise, constrained and weighted 
regression. For J metered substations in cluster k, with a total of I customer classes, 
the peak can be estimated by (5-2), where max(Lk) and Ei are known.  C factors, D 








1    (5-3) 
where, j is substation index, i is the length of each independent variables, Ljk is the 
peak load for substation j from cluster k, Eji is the annual consumption of the i
th class 








in (5-2), n is the number of customers in class i and, ejk is the error for 
substation j.  
Usually, the coefficients bik can be estimated by Ordinary Least Squares (OLSs), but 
practical and statistical constraints need to be considered for CWCR.  
i) The intercept should be zero as there would be no load if customer number is 
zero;  
ii) Although customers with distributed generation may produce inverse power flow, 
they are not included in the total customer classes in (5-3). All customer classes 
are assumed to contribute positive load to the substation load and therefore the 
coefficient bik in (5-3) should be  non-negative;  
iii) Within each cluster, there are variances between the normalised templates and 
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substations’ load shapes. In order to design the peak estimation model for the 
normalised templates, a weight jkw to reflect the variances within clusters in (5-4) 







     (5-4) 
where, σjk is the variance between substation j to normalised template k. 
The regression model in (5-3) is then converted into a weighted non-negative least 
square problem, which can be solved as an optimization problem described in (5-5) 











    (5-5) 
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     (5-6) 
where, ],,,[ 21 ikkkk bbbb  denotes the vector of cluster specified scaling coefficients 
bik in (5-3):  
The objective function (5-5) can be further expanded into (5-7). The problem can be 
solved iteratively by using analytical approaches [86] and it has been shown that the 
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  (5-7) 
5.5.2 Cross Validation  
Over-fitting is a term referring to that the regression model requires more information 
than the data can actually provide in order to represent the true relationship in 
observations [87]. It can occur when a model is initially fit with the same data as was 
used to assess the fitness. Thus, it is essential to validate the applicability of the 
designed method to other LV substations.  
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Due to lack of data, cross validation is adopted here to assess the applicability of 
different models. It tends not to use the same set of LV substations in both building 
and validating. This cross validation randomly takes some LV substations as testing 
set before building the regression model. The substation set left, called training set, is 
used for regression model development. The coefficients derived from the training set 
are validated by the testing set. Cross validation repeats this process to assess the 
over-fitting problem. 
N-fold cross validation is adopted here, which randomly splits the whole substation 
set into N folds. Every time, one fold is taken out as testing set while the rest N-1 
folds are used as training set. The process repeats N times until every fold has been 
used as testing set. If the coefficients from the CWCR model are fit for all testing sets, 
they should be statistically applicable to other substations with similar fixed data.   
5.5.3 Tests of P-Q Method and C-D Method 
In the UK, the industry traditionally uses annual energy consumption to estimate peak 
load for network design [15, 55]. The basic idea is by using statistic methods to 
convert annual consumption of LV substations to winter mean peak demand. The 
targeted peak is calculated by adding a certain level of standard deviation onto the 
mean peak. C-D method [56] adopts kWh-to-peak-kW Conversion factors (C factor) 
and Diversity factors (D factor) to estimate LV substation peak based on customer 
billing cycle kWh consumption. The detailed reviews of these two methods were 
introduced in Chapter 2. 
The coefficients of the P-Q method can be derived from national public information 
like Common Distribution Charging Methodology (CDCM) [11]. It to a large extent 
represents the average estimation at national level. The variances are taken from 
typical values [15]. In (2-2), two standard deviations (β=2) are taken because usually 
peak load is slightly higher than two standard deviations above the mean demand. 
When designing LV networks, DNOs usually allow a probability level of around 10% 
overloading, exceeding the design capacity due to economic reasons. It equates to 
1.28 standard deviation above the mean demand (β =1.28). 
As for C-D method, the coefficients are derived by Ordinary Least Square (OLS) 
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regression by using the same training set for CWCR so that a more objective 
comparison can be achieved. The results of both CWCR and C-D methods will be 
compared by the same testing sets in the following section. 
5.6 Results 
5.6.1 Fitness Comparison 
The peaks of LV substations are estimated only by using their fixed data based on the 
proposed CWCR, which are also calculated by using P-Q and C-D methods 
introduced in Sections II and IV. Results obtained by these methods are compared 
with each other and with the real metered peaks in terms of goodness of fit.  
 
Figure 5-3 Ratio of metered and estimated peak by industry P-Q method 
 
Figure 5-4 Metered and estimated peaks by C-D method (coefficients from OLS 
regression) 
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The comparisons are implemented on all trial LV substations. Here only 50 are 
randomly selected for illustration purpose due to limited space. The estimated peaks 
from P-Q method and metered peaks are plotted in Figure 5-3. Each point along X 
axis represents a LV substation, and its estimated and real peaks are depicted by a red 
dash square and a blue solid point respectively. Figures 5-4 and 5-5 compare the 
estimation of peak demand for LV substations by OLS-based C-D method and CWCR. 
As seen, the estimations from P-Q and C-D methods generally follow the real peaks, 
but the errors can be still seen and sometimes they are rather obvious. In Figure 5-5, 
the CWCR estimations almost overlap with the real peaks, which clearly show the 
improvement of in accuracy. 
 
Figure 5-5 Metered and estimated peaks by CWCR 
 
 
Figure 5-6 Error comparison of different methods 
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P-Q 34.61 435.25 0.23 70.03 
C-D 29.86 387.02 0.06 76.77 
CWCR 14.73 179.09 0 28.63 
The absolute errors between real peaks and estimations by the three methods for 
sample substations are plotted in Figure 5-6. The P-Q and C-D estimations produce 
much larger errors consistently compared with CWCR. The overall errors for all 800 
substations are summarised in Table 5-1. The P-Q method produces the largest 
average and max errors, 34.61 kW and 435.25 kW respectively. C-D method shows 
slight improvement in terms of errors over P-Q method. The errors are reduced to 
29.86kW and 387.02 kW respectively. The CWCR approach substantially reduces the 
average error to 14.73kW and the max error to 179.09 kW. Moreover, a significant 
drop in the error standard deviation can be seen from CWCR estimations, from 70 kW 
down to 28 kW. It reflects that the proposed CWCR approach performs very well 
over the existing approaches, producing more accurate and stable peak estimation for 
LV substations. 
The results are also compared in terms of goodness to fit. R squared error defined in 
(5-8) is used to assess how a model fits the observations. The R squared error usually 

























    (5-8) 
where, Pjm is the metered peak of the j
th substation; Pje is the estimated peak of the j
th 
substation; mP is the mean value of all metered peaks.   
For CWCR method, the R squared error is calculated for each cluster as well as for all 
of them to assess its performance in terms of prediction accuracy. As P-Q and C-D 
methods are not cluster-specified, they are only assessed in terms of overall R squared 
error. Table 5-2 shows a comprehensive comparison between the three methods in 
terms of R squared errors. The improvement of CWCR is substantial in terms of both 
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overall and clustered R squared errors. Clusters 8, 9 and 10 show the best 
performance mainly because of their typical load types. However, they may need 
further validation due to that their sample sizes are small (less than 30 substations). 
The domestic dominated clusters (2, 3, 4, 7) generally show better performance than 
commercial dominated clusters (1, 6) as commercial customer loads are more diverse. 
Table 5-2 Goodness-of-fit Comparisons 
Cluster 
R Squared Error of 
CWCR 
R Squared Error of C-
D method 
























verall 0.88 0.59 0.49 
The overall R squared errors of CWCR method is 0.88 and those from C-D and P-Q 
methods are 0.59 and 0.49 respectively, clearly showing that CWCR has better fit 
over other two in estimating peak demand.  
As the same substation may be clustered into different clusters in different seasons 
and days, the scaling coefficients are thus season-day specified. The results above are 
based high-summer scenario. Table 5-3 lists the average prediction accuracy in terms 
Page 
Chapter 5                                  Time-series Load Profiling: Peak Estimation 
 76 
of R-squared error in different seasons. It can be seen that the scaling gives very 
stable performance in a year.    
Table 5-3 R Squared Error for all clusters and seasons 
cluster Spring Summer High Summer Autumn Winter 
1 0.99 0.93 0.84 0.87 0.83 
2 1.00 0.89 0.87 0.94 0.97 
3 0.96 0.97 0.94 1.00 0.84 
4 0.45 0.75 0.79 0.90 0.99 
5 0.99 0.98 0.94 1.00 0.99 
6 0.79 0.78 0.71 0.88 1.00 
7 0.80 0.98 0.93 0.76 0.88 
8 0.59 1.00 1.00 0.98 0.70 
9 0.96 0.99 0.99 1.00 0.94 
10 1.00 1.00 1.00 1.00 1.00 
Average 0.93 0.90 0.88 0.91 0.85 
 
5.6.2 Cross Validation  
N-fold cross validation is adopted to prevent over-fitting in peak estimation. The 
whole substation set is split into N folds of the same size and each fold is used as 
testing set in turn. Every time, CWCR, P-Q and C-D methods are used on the training 
set to develop peak estimation, validated by the testing set.  
 
 
Figure 5-7 Ratio of metered and estimated peaks by P-Q method 
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Figure 5-8 Ratio of metered and estimated peaks by cluster regression (cluster 4) 
Figures 5-7 and 5-8 show the results from an example of 10-fold cross validation. The 
substations are divided into 10 folds, and each one is used as testing set in turn. Each 
color in the figures represents one turn of the process. The X-axis is the predicted 
value and Y-axis represents the real metered peaks. Once the ratio between the two 
values is closer to 1, it means the peak estimation is more accurate. It is seen that the 
results in Figure 5-7 (P-Q method) are a bit far from the benchmark line (slope 1). By 
comparison, Figure 5-8 indicates that the coefficients derived by CWCR perform well 
and are more stable for all 10 testing sets than those from P-Q and C-D methods.   
Table 5-4 Comparison of Cross Validation on P-Q and CWCR 
 
MS of all data 
validation (kW) 
Average MS in cross 
validation (kW) 
P-Q method 2933 16281 
C-D method 2532 4751 
CWCR 
cluster   
1 2004 3671 
2 1836 2640 
3 490 825 
4 391 415 
5 92 316 
6 2529 4474 
7 36 184 
8 Insufficient samples Insufficient samples 
9 Insufficient samples Insufficient samples 
10 Insufficient samples Insufficient samples 
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Table 5-4 shows the mean squares of residuals (MS) of the methods across all data 
validation and cross validation. All data validation indicates the model is developed 
and tested by using the same set of data- all 800 LV substations. MS is used to 
represent the mean difference between estimated peaks and real metered peaks. If a 
method performs well on all the testing sets through cross validation, the MS of the 
cross validation should be close to the MS of all data validation itself.  
The P-Q method performs with a MS of 2933 in all data validation, while the average 
MS in 10-fold cross validation is 16281, which is considerably higher. In another 
word, the P-Q method produces significantly larger residuals when tested on some of 
the 10-fold data sets compared to testing on all sets. It indicates that the P-Q model 
gives unstable estimations when the training data set is different, and thus it is 
unlikely to be applicable to other LV substations (e.g. testing sets) or new LV 
substations. On the other hand, the cross validation MS of CWCR method is close to 
all data validation and it is very stable through all clusters. The reason is that similar 
types of substations are clustered together by the clustering and classification in 
Chapter 4, which requires a smaller sample size and provides a lower level of 
uncertainties. This indicates that CWCR model is less dependent on the training data 
and the estimation is thus more stable to be applicable to other LV substations. The 
10-fold cross validation is not suitable for clusters 8, 9 and 10 due to too small sample 
sizes.  
5.7 Discussion on the Use of Network Templates 
In this section, two distribution networks are used to assess the effectiveness of the 
designed prefixed and dynamic dispatch strategies, demonstrating the impacts on 
network conditions and quantifying the benefits of applying the jointly owned energy 
storage. The study is first conducted on a typical settlement day, which is then 
extended to a year. 
The developed normalised templates with the LV substation peak estimation are 
compiled into the classification rules introduced in Chapter 4. The combination of the 
work in the Chapter 4 and 5 is able to visualise the conditions of unmonitored LV 
substations by only using available fixed information. In order to make the templates 
easily used by other DNOs, an interface tool was developed to map unmonitored LV 
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substations only based on fixed data [74]. They are classified by their fixed 
information, such as customer mix and network structures, to the most similar clusters 
according to the probability of belonging. Benchmark load and voltage profiles from 
the developed templates of the highest probability are thus applicable to these 
substations to understand their conditions.      
The profiles of extensive LV networks are reduced to 10 manageable and 
representative templates. They can be widely used as an effective tool and platform 
for different analysis conducted by DNOs, such as network planning, operation, state 
estimation, and demand side management, etc.   
 
Figure 5-9 Load profile template of cluster 1 
 
Table 5-5 Low carbon capacity for LV substations in cluster 1 
Type Comment 
Workplace / retail EV 
charging 
Unsuitable time of day pattern as need is coincident 
with prevailing peak 
Overnight EV charging Very suitable 
Heat Pump 
Only if linked with insulation or heat storage to permit 
off peak operation 
PV 
Suitable - complementary to both power and voltage 
curves 
CHP, Hydro, Wind 
Since generation is not naturally limited to time of day, 
potential need for constraint for voltage reasons off 
peak 
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One example of using the developed templates is to understand the capabilities of 
unmonitored LV substations to accommodate LCTs. The templates provide a 
straightforward way to quantify the available thermal “headroom” of these substations 
over time. Taking the load profile of template 1 in Figure 5-9 as an example, its 
ability to absorb the different LCTs is detailed in Table 5-5. Template 1 mainly 
represents load profiles of substations dominated I&C customers. As analysed in 
Table 5-5, these substations are not suitable for daytime EV charging. EV charging 
normally appears during daytime and might be coincident with the existing substation 
peak, producing even higher peaks. By contrast, overnight EV charging is very 
suitable for substations in template 1 as the exiting demand valley occurs during this 
period, without creating new peaks.  
Table 5-6 Load factors for all clusters and seasons 
cluster Spring Summer High Summer Autumn Winter 
1 0.79 0.73 0.76 0.66 0.68 
2 0.96 0.86 0.85 0.74 0.82 
3 0.84 0.77 0.80 0.87 0.60 
4 0.72 0.72 0.71 0.61 0.76 
5 0.75 0.66 0.70 0.72 0.63 
6 0.65 0.64 0.65 0.69 0.91 
7 0.70 0.82 0.82 0.61 0.72 
8 0.66 0.98 0.98 0.74 0.63 
9 0.72 0.72 0.78 0.97 0.45 
10 0.42 0.35 0.41 0.53 0.63 
The derived templates can also be used to assess transformer loss and aging. Table 5-
6 lists the load factors for different clusters in different seasons, which are directly 
calculated from the normalised templates. These values can be used to calculate 
transformer loss based on its TLPs.  
5.8 Chapter Summary  
This chapter proposed an effective CWCR method to estimate the peak demand for 
LV substations only based on available fixed data. It develops a contribution factor to 
facilitate cluster-specified peak estimation. The extensive comparison demonstrates 
that the accuracy and stability of peak estimation has been substantially improved in 
terms of both R squared error and performance of cross validation. 
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HIS chapter moves to load profiling for individual customers. 
To overcome several challenges brought by smart metering data, 
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6.1 Introduction 
Chapter 4 and 5 have developed the LV network templates to visualise the LV 
networks without extensive monitoring. The proposed three-stage method 
successfully cluster, classify and scale load profiles on time-series, thus extracting the 
smart data (meaningful information) from representative monitored area.  
The recent smart meter roll-outs are providing new opportunities to understand energy 
patterns at a more granular level: individual household. However, the smart metering 
data challenges the time-series load profiling method due to their volumes, volatility, 
and high uncertainties. A promising alternative is to decompose time-series load data 
into spectral domain, where i) the irregular load profiles can be characterised by the 
underlying periodic spectral components, and ii) big load data can be represented by a 
small number of features extracted from spectral components. This chapter assesses 
the performance of feature extraction of two decomposition techniques: DFT and 
DWT. The performance is evaluated by i) load characterisation: to decompose volatile 
load profiles consistently; ii) data compression: the trade-offs between the accuracy of 
the reconstructed profile and the degree of reduction in data sizes. Assessments are 
performed on different granularity levels: from individual customer, averaged 
customer to LV substations. Results show that DWT significantly outperforms DFT 
for individual smart-metered customers in terms of capturing volatility with the least 
number of coefficients. Based on the “feature representation” in Chapter 6, Chapter 7 
will propose a novel MRC technique to create customer load profiling from smart 
metering data, enabling effective DSR from individual and/or aggregated customers.     
6.2 Problem and Proposed Solution Statement 
The increasing number of LCTs, e.g. EVs, PV and heat pumps, will bring pressures to 
distribution networks in terms of thermal and voltage constraints [12, 33]. One 
solution to mitigate these pressures is DSR, where customers vary demand to price 
signals to support DNOs in addressing network problems [88]. The realization of 
DSR is commonly based on the flexibility of customers’ electricity consumption, 
which requires characterisation of customers’ load. In order to characterise the diverse 
and massive end customers, load profiling is traditionally used to classify customers 
and create TLPs.  
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Current TLPs in both industry and academia are inadequate to reflect individual 
energy usages.  For the power industry in the UK, 8 TLPs developed in 1990s have 
been used to represent all end-customers [75], even though they have been proved to 
be inadequate and inaccurate [9]. In academia, due to the limited access to customer 
information, traditional load profiling researches are usually based on non-domestic 
customers, small sample sizes and averaged load profiles [22, 63, 89]. The created 
TLPs are used for general load research, tariff design and electricity settlements.  
 
Figure 6-1  Comparison between traditional TLPs and smart metered load profiles (Data 
from Irish Smart Metering Project) 
The characteristics of smart metered load data can be summarised as massive, volatile 
and uncertain. They give an insight into a more granular level of customers energy 
usage patterns (individual customer on individual day) while traditional TLPs are 
mostly developed to represent the aggregated level (average of customers or over 
time). The substantial differences between TLPs and smart metering data can be seen 
in Figure 6-1 [57]; the grey and black lines depict the smart metered load profiles of 2 
domestic customers over 10 different days. In traditional load profiling, all these load 
profiles would be represented by a single TLP as shown by the red line in the figure, 
which can either represent the volatility of load profiles and/or their uncertainties 
between days.  
Given the difference between individual smart metering data and TLPs, DSR 
strategies based on the TLP may not guide individual customers to effectively support 
energy and network needs [8, 74]. Worse, it could further aggravate energy or 
network problems. Smart meters now provide a new opportunity to address these 
issues, allowing more refined load profiles to be developed such that DSR strategies 
could reflect key characteristics of millions of individual customers.  
Page 
Chapter 6                                    Spectral Load Profiling: Feature Extraction 
 84 
However, directly applying conventional load profiling methods to smart metered 
data faces several challenges: i) big data require large storage space and place a heavy 
computation burden; ii) volatile load profiles (e.g. long-term low-demands and sudden 
spikes) hinder several load profiling processes including noise filtering, clustering and 
classification; iii) the stochastic characteristics of individual customer leads to large 
uncertainties in the results, e.g. the same customer belongs to different TLPs on 
different days.  
Chapter 6 and 7 for the first time propose a novel load profiling method through 
capturing key features in the spectral domain. It successfully addresses the conflicts 
between profiling accuracy and large, volatile, and uncertain smart-meter load. Big 
data are compressed on different dimensions. Chapter 6 aims to reduce the number of 
coefficients (variables) describing each sample while Chapter 7 works on the sample 
size reduction. Volatility and uncertainties are addressed by a novel MRC technique 
proposed in next chapter. In other words, Chapter 6 focuses on “feature 
representation” of time-series load data on spectral domain. Chapter 7 proposes a 
novel “code generation” method where dominant features will be converted as “code-
words” and further clustered into a “code-dictionary” for looking up.  
These two chapters propose novel load profiling methods under smart metering 
scenarios, but more fundamentally, they provide key contributions to big data analysis. 
As shown in Figure 1-1, there is always a trade-off between big-data modelling errors 
and the number of features and clusters. For feature extraction, excess features will 
add noises and redundancy into data while insufficient features will lose key 
information. For classification, s single cluster will mix up everything while too many 
clusters will lead to misclassification. Previous studies usually treat them as two 
separate problems. This research aims to find the joint optimal number of features and 
clusters as the blue area shown in Figure 1-2. Chapter 6 propose a new method to 
extract key features, which will be innovatively used for further classification in 
Chapter 7.      
This chapter assesses different spectral analysis techniques for smart metering data in 
terms of load characterisation and data compression.  It decomposes the uncertain 
load profiles on the time-domain into consistent and meaningful features in the 
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spectral domain. Original load profiles can be accurately re-constructed by 60% of the 
spectral components, which are considered as features carrying key information.  
The rest of the chapter is organised as follows: Section 6.2 reviews the spectral 
analysis techniques. Section 6.3 briefly introduces the data used in the assessment. 
Section 6.4 presents the decomposition and reconstruction approaches for both 
techniques.  Section 6.5 proposes assessment methods for load profile characterisation 
and data compression. Assessment results on smart metering data are demonstrated in 
Section 6.6 and results different aggregated levels are compared and discussed in 
Section 6.7. Chapter summary is in Section 6.8.  
6.3 Spectral Analysis and Data Description 
Spectral analysis has been applied in different fields in power system. In load forecast, 
spectral analysis decomposes load data into components on different frequency levels, 
which can be forecasted separately [90-93]. In load characterisation, DC component 
can largely resemble the load factor and selected AC components are used to describe 
the load shape [22, 94, 95]. In data communication, end-users’ load data is 
decomposed into different resolutions and encrypted separately in order to protect 
customers’ privacy, which can be found in the high resolution components [96, 97]. In 
this chapter, different spectral analysis techniques are assessed to compress and 
characterise smart metering data.  
1) DFT: The major steps for characterising load profiles by DFT are presented in [22]: 
i) evaluate the prerequisite conditions including sample rate and band-limitedness; ii) 
to adopt DFT to transform load profiles into the frequency domain; iii) to use inverse 
discrete Fourier transform (IDFT) to reconstruct load profiles as a sum of limited 
number of frequency components (harmonics). The results shows that average daily 
load profiles of customers can be precisely represented by a small set of frequency 
components.  
2) DWT: wavelet transform has mainly been studied for short-term load forecasting 
(STLF) at system level. [90] emphasises the advantage of wavelet transform over 
DFT in that wavelet is able to capture short-duration pulse (e.g. particular event) and 
non-stationary features (e.g. seasonality). [93] adopts wavelet in pre-process stage to 
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filter noise and redundant data. [91] decomposes both load data and weather variables 
into low-frequencies and high-frequencies components, where low-frequencies can be 
precisely predicted. [92] attempts to predict high-frequencies by similar-day based 
neural network.      
It can be seen that each technique has only been applied to a certain aggregated level 
as well as limited applications. With the upcoming big data from smart meters and 
smart grid, this chapter aims to assess the overall performance of the two techniques 
to feature and compress smart metering data.  
The evaluation is implemented at different aggregated levels including individual 
customer, averaged customer and LV substations. Two sets of data respectively from 
smart grid and smart meter projects are assessed in this chapter. The smart grid 
demonstration project, Low Voltage Network Templates Project [92] is jointly 
commissioned by WPD in the UK. The variable data collection is on a 10-minute 
interval over the course of one year (2012-2013), including three-phase voltage, 
current and real power delivered at HV/LV substations.  
The smart metering data are from the Irish smart meter trial project [57]. There are 
6369 customers with half-hourly demand recorded over one and a half year (2009-
2011). For LV substations, daily load profiles will be assessed. For individual 
customers, both monthly average and daily load profiles will be assessed.   
6.4 Decomposition and Reconstruction 
The decomposition process can be treated as a transformation from one function into 
a different set of basic functions. The basic functions of Fourier transform are 
sinusoids of various frequencies while wavelet transform adopts orthonormal 
wavelets [63, 98]. Reconstruction is basically the inverse transform; however, data 
can be compressed and characterised during this process.   
Consider the daily load profile as a time series ],,[ 110  Nsss s , where N is the 
daily sample size (N=144 for 10 minutes interval and N=48 for half-hourly).  In order 
to compare the load decomposition on different aggregation levels, all daily load 
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profiles are normalised to ],,[ 110  Nbbb b  according to its maximum daily load 









    (6-1)  
6.4.1  Discrete Fourier Transform 
Using DFT, b can be transformed from time domain to frequency domain. The 















            (6-2) 
Where Bk is the frequency spectrum with magnitude of k and phase angle k .   
 Using IDFT, the time series load profile b  can be reconstructed by summing up the 




















    (6-3) 
The complex coefficients can be merged in pair forming cosine functions with 
different frequencies and initial phase angles. However, a flaw was found at this point 
in previous research [22]. When N is an even number, the component of Nyquist 
frequency (k=N/2) was considered as part of DC. In fact, the Nyquist component, 
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The mistake was found to cause significant errors in our reconstruction and 
assessment. It is thus corrected and the reconstruction of time series b can be 
expressed by (6-5): 
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  (6-5) 
Figure 6-2 illustrate the decomposition by DFT. The volatile black line is the real load 
profile of a sample customer. The red line is its DC component representing the first 
part in (6-4). The rest colorful lines are the AC components with different 
frequencies. Summing up these components can get artificial time series that resemble 
the original load profile.  
   
 
Figure 6-2 Load profile decomposition by DFT 
6.4.2 Discrete Wavelet Transform 
As time information is lost in Fourier transform, it is inefficient to decompose non-
stationary signals, whose frequency components are varying over time. Fourier 
transform requires a large number of harmonics to express volatile load profiles 
characterised as spikes or needle peaks. 
Wavelet analysis corrects the deficiency by introducing a wavelet that decays in a 
limited time window. It enables each component to have different scales and shifts 
over time. The decomposition process can be illustrated by Figure 6-3. The load 
profile is decomposed by high-pass and low-pass filters. The coefficients of the filters 
are determined by the choice of mother wavelets. The down-sampling process breaks 
down original load profiles into lower resolution components. Higher level of 
decomposition process will generate lower resolution components. The large-scale 
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components are called “approximation” (A) while Small-scale components are called 











High-pass and low-pass filters
Input time series (load profile)
Downsampling by a factor 2 
Coefficients on level 1: Detail coefficient d1 
and smooth coefficient a1   
Level 2 decomposition
 
Figure 6-3 Multi-resolution analysis by DWT 
The reconstruction starts from the coefficients d1 and a1. Through up-sampling and 
reconstruction filters, approximation component A1 and detail component D1 can be 
obtained. By this way, the original load profile can be represented by multi-resolution 




j ADADDADX  
1
22111 
   (6-6) 
where X is the reconstructed load profile; Aj and Dj are the  approximation and detail 
components at level j, J is the total levels of decomposition.  
 
Figure 6-4 Load profile decomposition by DWT 
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This chapter chooses haar as the mother wavelet and a decomposition level of 3. 
Haar is likely to be coherent with the nature of individual customer’s load profile as 
the square wave can better portray the turn on-off of domestic appliances. Figure 6-4 
gives an example of using DWT to decompose individual customer’s load profile. 
Curves from top to bottom are original load profile, D1, D2, D3 and A3 respectively.    
6.5 Assessment Method 
DFT and DWT are compared as spectral representations of load profiles on time-
series. The assessment is focused on feature representation in terms of: i) load 
characterisation and ii) data compression.  
The assessment of DFT takes the following steps: i) Data Pre-process: un-structured 
data sets are firstly cleaned, sense-checked (Appendix A), and organised into the same 
structure. Daily load profiles are normalised to certain range; ii) using DFT to 
decompose daily load profiles into frequency coefficients: magnitudes and phase 
angles of all components; iii) load characterisation: evaluate the coefficients in terms 
of composition, correlation and consistency (variations of the daily coefficients of the 
same customer over time); iv) data compression: using a limited number of 
components, from one to all, to represent the original load profile. 
Table 6-1 DFT coefficients of a sampled load profile 
Frequency Amplitude Phase 
0 (DC) 0.72 NA 
1/48 0.173 1.82 
2/48 0.151 1.55 
3/48 0.027 -1.73 
,… …… …… 
23/48 0.003 0.24 
The data compression investigates the trade-off between profiling accuracy and data 
size reduction. It is noted that the low-frequency components, which depict the 
average loading level, usually dominate the magnitudes. Table 6-1 lists the DFT 
component of a sampled customer’s load profile. As the frequency increases, the 
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magnitude of component dramatically drops. Aggregation of the first few DFT 
components is expected to capture the original load profile with high accuracy while 
the data size can be significantly reduced.  
The representativeness of reconstructed load profiles are evaluated by the following 
indices: Peak Magnitude Error Index (PMEI), Maximum Magnitude Error (MME), 
Mean Absolute Percentage Error (MAPE), Peak Time Error (PTE). All metrics are 
defined in (6-7)-(6-10), where b and br are the original and reconstructed load profiles; 
tmax(a) is the time when peak load occurs in the profile b. This chapter follows the same 
criteria for reconstruction assessment as in [22]. A reconstructed load profile is 
considered satisfactory if the PMEI, MME and MAPE are all below 5% and PTE is 
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The assessment of DWT follows similar steps to those of DFT. However, the data 
reduction method for DWT is modified. Besides the use of a limited number of 
components, it is noted that DWT components, especially the small-scale ones, have 
very low magnitudes through most of the time windows. Thus, the additional method 
for DWT data reduction is to remove the low-demand periods of each component. 
Coefficients below a pre-defined threshold will be set as zeros. By this way, the 
number of non-zero coefficients can be significantly reduced.   
6.6 Results for Smart Metering Data  
This section introduces benefit quantification methods to measure the benefits that 
can be realised through applying the proposed operation schemes to energy storage.  
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6.6.1 Individual Customer 
The most unique characteristic of daily load profiles of individual customer is 
volatility. Figure 6-5 shows the daily load profiles of customer 1002 in July 2012. The 
significant volatility of daily load profiles (grey) makes it inaccurate to represent them 
by average (red). It is also difficult to use any random day to represent the month 
unless some meaningful information can be extracted from these irregular load 
profiles.       
 
Figure 6-5 Daily load profiles of customer 1002 in July 2012 
6.6.2 Load Characterisation 
Theoretically, it is suggested the volatile load profiles can be decomposed into more 
stable and meaningful components by DWT compared with DFT. The reason is that 
DFT is periodic and stationary. It requires many high-frequency components to 
resemble the volatility of original load profiles. The shift of “needle peaks” from 
original load profiles may result in large variation in the DFT coefficients (phase). On 
the other hand, DWT is dynamic on both frequency and time domain, which enables it 
to capture the sudden spikes and hold the underlying trend at the same time. 
In this assessment, DFT and DWT are both used to decompose the daily load profiles 
of 6369 customers through a year. It is found that DWT is better at load 
characterisation by two advantages: i) DWT decomposes the load to more meaningful 
components; ii) the DWT coefficients are more consistent within the same customer 
through days.  
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Figure 6-6 demonstrates the decomposition components from DWT. Each daily load 
profile in Figure 6-5 is decomposed by DWT into 4 components: A, d3, d2, d1, with 
scale from large to small. The observations are: 
i) The A components describe the underlying trend of daily load profiles. For the 
same customer, A components are generally consistent through different days. 
With further classification of seasons, months and day types, the similarity will 
increase. As in Figure 6-6, Customer 1002 shows a fundamental usage pattern of 
“double-peak” in July;  
ii) d3 and d2 components represent more random activities and short-interval usage 
(e.g. kettles). Figure 6-6 clearly sees the low-demand time from 1 a.m. to 8 a.m. 




Figure 6-6 Decomposition components from DWT customer 1002 
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iii) d1 component has the smallest scale. It contains random spikes which are possibly 
caused by the turn-on of some appliances. It is also noted that some of the d1 
components are quite periodical, likely to represent white goods such as 
refrigerators.  
In contrast, the periodical sinusoidal components from DFT reveal less information as 
shown in Figure 6-7.  
 
Figure 6-7 Periodical sinusoidal components from DFT 
6.6.3 Data Compression 
A reduced number of the transformed coefficients can be used to re-construct the 
original load profile with errors. Another assessment is to evaluate the trade-off 
between representativeness of the reconstructed load profile and data reduction. The 
idea is based on the assumption that the reconstruction is dominated by low-frequency 
components. Using the first few coefficients will adequately resemble the original 
load profiles as they preserve the majority of the spectral energy, which is calculated 
as the sum squares of coefficients’ magnitudes.  
The assumption is verified by test on all load profiles, reconstructing from low to high 
frequencies by both DFT and DWT. Figure 6-8 demonstrates the accumulated energy 
by keeping different number of coefficients from DFT and DWT. As shown in the 
figure, keeping all 48 coefficients, both methods will preserve 100% of the energy in 
original load profiles while the first coefficient alone contains 20% original energy. 
The observations are:  
i) The first coefficient of both methods has around 24% energy of the original load 
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profile, which is consistently close with the load factor (average/peak) of the 
original load profile. It is expected because the DC component usually stands the 
mean value of original signal, and in our case (normalised load profile with peak 
“1”) the load factor is exactly the mean;  
ii) the large-scale component of DWT contains more energy, with over 99% energy 
after first 6 coefficients. The energy spread more evenly on DFT coefficients, 
reaching only 90% after 24 coefficients. It shows that with the same data 
reduction, DWT reconstruction will preserve more energy of the original load 
profile.    
 
Figure 6-8 Accumulated energy by keeping different number of coefficients 
The data size of DWT can be further reduced by eliminating all “near-zero” 
coefficients. Especially the small-scale components of DWT, which are likely to see 
low-demand for long time and only several spikes over a day, contains many 
coefficients close to zero. Eliminating those coefficients will hardly affect the 
reconstruction accuracy meanwhile reducing the data size considerably.   
To further compare the data reduction ability of DFT and DWT, an extensive 
comparison is conducted between original load profiles and reconstructed load 
profiles. Four indices (PMEI, MME, MAPE and PTE) widely used in load profiling 
are adopted here.  
6369 customers’ daily load profiles are reconstructed with different sizes of reduced 
data. The test is to find the minimum data size required to meet the reconstruction 
accuracy. In other words, the aim is to find the possible maximum data reduction 
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while keeping the reconstruction error under the threshold. In this chapter, the error 
threshold is set to be 5% for PMEI, MME, MAPE and 2 hour for PTE. It follows the 
previous studies so that the results are comparable.    
 
Figure 6-9 Percentage of customers who can be reconstructed under the threshold 
error with different data size 
Figure 6-9 shows the percentage of customers who can be reconstructed under the 
threshold error with different data size. The x-axis is the data size (100%=48 
coefficients) used to reconstruct the load profiles. For example, using half of the DFT 
coefficients, only 0.8% of the total customers’ load profiles (about 46 customers) can 
be reconstructed with an error below threshold. However, using half of the DWT 
coefficients, 58% of the customers’ load profiles can be satisfactorily reconstructed. 
Other main findings are:    
i) The reconstruction can hardly meet the accuracy requirements with less than 20% 
of the coefficients for both techniques. The pass rate starts to increase when using 
more than 20% of DWT data. However, the DFT pass rate remains low until using 
more than 80% of its coefficients. For volatile load profiles, DFT needs relatively 
complete high-frequent component sets to resemble the sudden spikes while DWT 
can handle that with only a few small-scale coefficients.      
ii) even with all of the DFT coefficients below Nyquist frequency (47/48), still 2.8% 
(174 out of 6369) of the customers’ load profiles cannot be reconstructed below 
the threshold error. However, with 47 of the DWT coefficients, all load profiles 
can be successfully recovered. 
iii) the largest gap between the 2 techniques occurs at 75% of the data size. Using 
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75% of DWT coefficients can recover 96.7% of the original load profiles. 
However, only 4.2% of the original load profiles are recovered by 75% DFT 
coefficients. The difference is as high as 92.5%. The fundamental reason is that 
the natural shapes of smart metering load profiles are more coherent with Haar 
wavelet than sinusoidal waves. 
The benefits, in terms of savings in both network investment deferral and energy cost 
are considered.  
6.7 Assessment over Different Aggregation Levels  
Different applications of load profiles focus on different aggregation levels. Some 
tariff design is based on aggregation over time while network planning pays more 
attention to aggregation over customers. We roll out similar assessments as in 6.6, but 
on different aggregation levels. For aggregation over time, monthly average load 
profiles of 6369 smart metering customers are tested. For aggregation over customers, 
the daily load profiles from 800 LV substations are used.      
6.7.1 Monthly Averaged Load Profiles  
Figure 6-10 and 6-11 show the difference between monthly average and daily 
individual load profiles. The black line in Figure 6-10 is the daily load profile of 
customer ID 1000 on 1st July 2012. The red line is the reconstructed load profile by 
the first 3 DFT components (6 coefficients). The blue line is the reconstructed load 
profile by the largest 6 DWT coefficients. Clearly, with the same data size, 
reconstruction of DWT is much better than that of DFT.             
In Figure 6-11, the black line is the average load profile of customer ID 1000 in July. 
It is smoother than the daily load profile. Using the same reduced data size to 
reconstruct the average load profile, DFT shows a much better performance compared 
with that on daily load. Although DWT still resemble the original load profiles better 
than DFT, the gap is substantially narrowed.  This is also illustrated by Figure 6-12, 
which is a comparable plot to Figure 6-9. It is the successful reconstruction rate for 
monthly average load profiles with different data size. The performance of DWT is 
very similar with that of daily load profiles. However, DFT shows an overall 
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improvement. Using 80% of the DFT coefficients can recover 5.7% of the daily load 
profiles, but 48.5% of the monthly average load profiles.  
 
Figure 6-10 Daily individual load profile and reconstructions by reduced DFT and DWT 
coefficients 
 
Figure 6-11 Monthly average load profile and reconstructions by reduced DFT and DWT 
coefficients 
 
Figure 6-12 Percentage of customers who can be reconstructed under the threshold 
error with different data size (monthly) 
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6.7.2 LV Substation 
The daily load profiles at LV substation are representatives for aggregated load over 
customers. The assessment shows that when the load profiles are granular, DWT 
constantly performs better at data reduction; however, DFT improves significantly as 
the aggregation level increases.  
Substations are assessed by their customer sizes. In order to demonstrate a continuous 
change of customer size, some individual customers load profiles are added onto the 
substation artificially. Figure 6-13 shows the average minimum data required to 
reconstruct load profiles of different customer groups. As the customer size increases, 
load profiles are more aggregated and smooth. Naturally, the data required to 
reconstruct the load profiles decrease for both techniques. The interesting findings are: 
i) When the customer size is small, DWT is generally superior to DFT. However, 
when the customer size increases over 400, DFT requires fewer coefficients than 
DWT in terms of reconstruction.  
ii) Further, when the customer size is larger than 450, the DFT steadily requires only 
first 3 components (12% of the coefficients) to fulfil the reconstruction. This 
figure further becomes constant when over 700 customers.   
 
Figure 6-13 Average minimum data required to reconstruct load profiles from DFT and 
DWT coefficients for different customer groups (PMEI, MME, MAPE< 5% and PTE<2 
hours) 
iii) In contrast, DWT averagely requires 48% of the data to reconstruct small group of 
customers’ load profiles. For larger group, it averagely requires 17 (35%) of its 
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coefficients with some fluctuations.   
6.8 Chapter Summary  
The spectral analysis provides an opportunity to analyse load profiles in spectral 
domain. The direct advantage includes data reduction and load characterisation, 
especially for smart metering data, which are extremely volatile, irregular and 
massive.    
This chapter presents a comprehensive review and assessment on two spectral 
analysis techniques including two extreme cases. In DWT, Haar is chosen as the most 
compact wavelet while sinusoidal wave in DFT gives a global support. A new data 
reduction and load characterisation method based on DWT is proposed for load 
profiles of smart metering customers.  
Based on the result, DFT could be effective for load profiling at high-aggregated level 
while DWT is more promising at granular level. The assessment could be useful for 
various smart-meter related applications such as smart tariff design, DSR and 
customer classification. Chapter 6 extracts key features of smart metering on spectral 
domain. Based on these discriminated coefficients, nest chapter will propose a novel 
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HIS chapter evaluates domestic demand shifting in response to smart 
variable tariffs. The value of it is quantified as an equivalent storage 
capacity for the investigation of complementarity between technical 
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7.1 Introduction 
Chapter 6 has assessed different spectral techniques to extract the features of the load 
data. For smart metering data, the DWT coefficients can better represent the features 
than DFT given the same data reduction rate. It also decomposes smart metering load 
data into spectral domain, which enables a multi-resolution analysis of the original 
load profile. 
This chapter proposes a novel MRC aiming to classify customers from these extracted 
features. It addresses three main limitations when directly applying time-series load 
profiling to smart metering data: big data, volatility and uncertainty. For big data, 
although the coefficients of each sample are reduced in part I, on the other dimension, 
the large sample size remains a challenge for load profile clustering. For volatility, the 
interferences between different factors (e.g. magnitude, overall trend, spikes and etc.) 
need addressing in load profile clustering process. For uncertainties, the same 
customer may have very different load profiles between days, which make the 
classification difficult.  
The proposed MRC method can separates different load characteristics to different 
resolution levels and operates clustering analysis on each resolution level 
independently. The overall TLP is derived by aggregating sub-TLP on each resolution 
level. Thus, instead of one fixed TLP per cluster, different combinations of sub-TLPs 













 levels load profiling. Thus it 
addresses the three key limitations in load profiling: i) a two-stage clustering method 
is implemented in MRC with Gaussian mixture model (GMM) and X-means to 
further reduce the input size with minimum information loss; ii) it avoids the 
interferences from volatility by decompose the load characteristics; iii) as the GMM 
can give a probabilistic cluster membership instead of a deterministic one,  an additive 
classification model based on posterior probability is proposed to reflect the 
uncertainty between days. The method is implemented on over 6369 smart metered 
customers from Ireland, and compared with industry load profiling and traditional K-
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means clustering.  The results show great improvement in load profiling in terms of 
computation storage (speed), load profile accuracy and classification flexibility.  
7.2 Problem and Proposed Solution Statement 
 Load profiling has been widely used to efficiently represent various end customers, 
which includes group customers with similar load profiles into classes and identify 
their TLPs. The popularization of smart meters brings the opportunity for more 
accurate load profiling. It can provide supports for demand side responses (DSR), 
customer load forecast [8, 23, 74, 95], low carbon network planning [74, 92] and 
smart tariff design [88, 94]. 
In Chapter 6, Spectral analysis techniques have been assessed to successfully resolve 
the issues of load profile characterisations and data reductions on frequency domain. 
Based on the knowledge, this chapter focuses on the load profiling of individual 
customers. Fundamentally, it will cluster and classify the features extracted in Chapter 
6.     
The state-of-art for customer load profiling generally follows the two-stage 
“clustering and classification” process reviewed in Chapter 2.  Many different 
clustering techniques have been adopted in literature including: K-means [63], 
hierarchical [8, 19], fuzzy-c-means [71], SOM [72]. A comparative review and 
assessment of different techniques can be found in [89]. However, directly applying 
these clustering techniques on load data from smart meters has three major limitations.  
i) Big data: it increases computational and storage burden for clustering analysis. 
Although feature selection techniques including principal component analysis 
(PCA), Sammon map and curvilinear component analysis (CCA) has been 
assessed in [89] to reduce the size of input data to clustering process, there are two 
main drawbacks: i) they only reduce the number of variables of each sample, but 
not the massive sample size on the other dimension;  ii) Also they discard some 
sample points, which cannot be recovered, thus causing detailed information loss. 
For example, the common evening peak existing in most load profiles are likely to 
be removed by PCA, which cannot recover the original profiles.  
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ii) Volatility: Most of the previous researches only concentrate on non-residential 
customers or average load profiles because daily load profiles of residential 
customers are extremely volatile. A sudden spike or a tiny time shift 
(communication delay) may lead to completely different clustering results; for 
instance, two very similar (or identical) load profiles, which are both volatile but 
one with slight delay, will be clustered into different groups by time-series 
clustering. Due to the slight delay and significant volatility of two load profiles, 
the peak of one load profile keeps meeting the trough of the other one at each 
sample point, which dramatically increases the distance between two load profiles. 
Different factors, such as magnitudes, overall trends and spikes will interfere with 
each other during the clustering.   
iii) Uncertainty: the same customer may have very different load profiles between 
days. As a result, different days may have different cluster membership, which 
makes it difficult for customer classification. Most researches [22, 89] used the 
averaged load profile over a time span (e.g. monthly) to smooth individual daily 
load profiles and also to prevent uncertainties in customer classification. However, 
averaged load profiles can be very different from individual ones (non-convex 
sets) and some important details from smart meters (e.g. particular event, sudden 
spike and empty house) are lost by averaging load profiles. 
This chapter proposes a novel MRC method. By clustering load profiles in the 
spectral-domain instead of time-domain, it for the first time classifies electricity end-
customers directly from massive, volatile and uncertain smart metered load data. The 
method includes three main steps: 
i) Decomposition: wavelet analysis decomposes large volume of load data into 
compressed coefficients on spectral domain.   
ii) Clustering: GMM is adopted in the clustering process to reflect the uncertainties. 
Clustering on each resolution level not only breaks down the computation burden, 
but also isolates different load characteristics such as magnitudes, overall trends, 
and sudden spikes. On each resolution level, a sub-TLP is developed to represent 
common characteristics.  
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iii) Reconstruction: a classification technique is developed to allocate sampled load 
profile to the most-likely sub-TLP on each level.  Given the wavelets orthogonal, 
an additive model can be used to reconstruct overall TLP by aggregating the sub-
TLP on each resolution level.    
The rest of the chapter is constructed as follows. Section 7.3 briefly introduces the use 
of GMM and X-means techniques in this study. Section 7.4 proposes the MRC 
method and classification model. Section 7.5 implements the method on the Irish 
smart metered data. Results are demonstrated and compared with other clustering 
methods in Section 7.6. Conclusions are drawn in Section 7.7.  
7.3 Clustering Techniques 
This sector briefly introduces two clustering techniques that are used in the 
development of MRC. Only the related theoretical backgrounds are provided in this 
section. 
7.3.1 GMM 
Mixture model develops a mixture probability density function (PDF) for 
observations with latent classes. The mixture PDF is described as a weighted sum of 
finite known PDFs. In this chapter, Gaussian distribution is adopted with several 
practical constraints. It is chosen because it is widely used to represent load 
characteristics and its simplicity of modification.  Mixtures with non-normal 
components can also be implemented by this method [99].  
Suppose 
js is the j
th load profile of a sample customer, and (l)
js is its multi-resolution 
analysis (MRA) component at )(l level. The dimension of (l)js is N(l). 
);( (l)jsf denotes the PDF of dependent variable 
(l)s j . A K-component finite mixture 
PDF can be written as (7-1), assuming component densities );( kkf (l)js are specified to 










j ss        (7-1) 
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Where K is the number of mixture components, k  is the weight of the kth component.  
As the total probability of each component density as well as the mixture density 








k       (7-2) 
Vector  denotes all the unknown parameters in the mixture model including weights 
and parameters of component PDF, as Kkkk 1},{   .               
In GMM, k can be represented by:  ),2,1(),( Kkkkk    for multivariate case. 
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7.3.2 Parameter estimation by EM algorithm 
The parameters of k k k  can be estimated by Expectation Maximum (EM). For 












1 sss      (7-4) 
Parameters can be estimated by maximising equation (7-4) using EM algorithm. In 
the E stage, once the parameters are estimated, each observation can be assigned to 
each cluster k by Bayes rule. The posterior probability of observation j belonging to 
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 In the M stage, the parameters are derived by maximising (7-4) again under new 
posterior probabilities. The updated parameters are obtained by (7-6)-(7-8). The 














































    (7-8) 
The EM algorithm can maximise (7-4) by following iteration steps:  
1. Before the first iteration, s=0, initialising the number of clusters K (J/K>I), and a 
starting partition   0
jk
p . This can be achieved by random partition or clustering 
techniques.  
2. Given any s
jk
p , s=0, 1, 2 …, parameters 





3. Once parameters s  from s iteration are estimated, each observation can be re-
assigned to each cluster by new posterior probabilities 1s
jk
p . 
4. Repeat step 2 and 3 until converge: ss LL )max(ln)max(ln 1   is smaller than stopping 
criterion.  
7.3.3 X-means 
X-Means clustering is very similar to conventional K-means clustering. Instead of 
using a pre-defined number of clusters K, X-means will search in a range of different 
values of K, and determine the optimum K based on a model selection criterion such 
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as BIC. The detailed algorithm is introduced in [89]. The strategy is as follows: Firstly, 
to assess each K, the K-means clustering is applied to give deterministic centroids and 
its BIC value. Secondly, a new centroid is introduced by splitting some existing 
centroids into two. This is achieved by a local K-means (K=2) within the centroid 
subset. Whether the split is meaningful is determined by local BIC improvement. The 
process is iterated till K meets its upper bound. The selection of K is determined by 
their BIC scores. The BIC brings a penalty term for the number of parameters in the 
model in order to assess the trade-off between likelihood and number of clusters. It is 
expressed in (7-9) to find the optimum number of clusters [101].  






1 ssss    (7-9) 
Where )(* lNK  is the number of parameters, for K clusters and )(lN  is the dimension 
of (l)
js . J is the sample size.  
7.4 Multi-resolution Clustering  
This sector will firstly review the limitations of time-series clustering, based on which 
a novel MRC will be proposed on spectral domain.  
7.4.1 Time-series clustering 
The general steps of traditional load profiling are shown in Figure 7-1. The input data 
of various clustering techniques are usually time-series load profiles. It aims to group 
M load profiles into K clusters.  The partition is based on metrics between load 








K class of 




Figure 7-1 Conventional load profile clustering process 
The time-series clustering shows limitations in handling magnitude, volatility and 
uncertainty, which have been explained in the Introduction part. Figure 7-2 depicts an 
example of the magnitude difference within groups. They are from real load data 
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clustered by K-means.  As the input load data are normalised, clustering process is 
entirely based on the similarity of shape. Two load profiles in Figure 7-2 are clustered 
into the same group due to similar load shapes. However, there is a substantial 
difference between their original magnitudes. Therefore, the TLP of this clusters only 
represent load shape but not magnitudes.        
 
Figure 7-2 Problems with time-series clustering: magnitude difference within clusters 
Due to the nature of time-series metrics, volatility has a severe impact on clustering. 
For instance, two very similar load profiles are clustered into different groups by 
time-series clustering in Figure 7-3. Due to the slight delay and significant volatility 
of two load profiles, the peak of one load profile keep meeting the trough of the other 
one at each sample point, which dramatically increases the distance between two load 
profiles.   
 
Figure 7-3 Problems with time-series clustering: time difference in spikes 
As far as the literature reviewed, no research has really touched the load profiling of 
individual customers on individual days. One reason is the uncertainty of customer 
between days, which means the same customer may have very different load profiles 
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between days. Most studies are specified for a season or day types (e.g. weekday and 
weekend).    
 
Figure 7-4 Problems with time-series clustering: uncertainties between days 
However, if the daily load profiles are non-convex, the averaged load profiles will be 
out of the set, which will not only lose detailed information, but also cause mis-
classification. In Figure 7-4, the grey lines and black lines are load profiles of the 
same customer on different days. A clear difference can be seen between days. The 
averaged load profile (red) can express days neither in grey nor black, making the 
TLP of this cluster much less representative.     
7.4.2 MRC 
A novel MRC method is proposed to cluster daily load profile on spectral domain. 
Based on the analysis of Chapter 6, time-series load profiles from smart meters can be 
successfully decomposed into spectral components, each representing different load 
characteristics. Multi-resolution analysis based on wavelet transfer shows an 
outstanding performance on individual’s level in terms of capturing overall trend, 
isolating spikes and reducing data size. It decomposes volatile and irregular load 
profile into a smooth large scale component describing the underlying shape, and 
several small scale components describing volatilities.  
The methodology of MRC is illustrated by the flow chart in Figure 7-5. It consists of 
three main stages: spectral analysis, clustering and reconstruction. By spectral 
analysis, a load profile can be decomposed into several components including 
magnitude, approximation (A) component, details (from D1 to Di) components.  The 
basic idea of MRC is to implement clustering analysis on each of the component 
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separately, and develop a typical component (TC) for each cluster of each component 
level (e.g. A-1 indicates the cluster 1 on Approximation level). Accordingly, in 
classification process, a customer’s daily load profile will have a cluster membership 
on every component level. The TLP is developed by aggregating assigned TCs as 






    (7-10) 
Where the synthesis of TCs from MRA (A to Di levels) provides the shape of the load 


















































Figure 7-5 Overall methodology of multi-resolution clustering 
The obvious advantage is that each clustering will focus on one characteristic without 
interference between each other. Other improvements include: i) as assessed in part I, 
input data size is substantially reduced by the spectral analysis; ii) load magnitude and 
shape are separately clustered, but jointly integrated in TLPs; iii) The problem caused 
by volatility can be resolved as overall trends and spikes are separated; iv) provide 
Page 
Chapter 7                     Spectral Load Profiling: Multi-resolution Clustering 
 112 
flexibility for the number of clusters. In traditional clustering methods, due to the 
uncertainties, the load profiles between days can be very different, which requires a 
huge number of clusters to express. MRC provides an opportunity to have different 
cluster numbers on different levels. For example, a few clusters may be sufficient for 
A level as the overall trends of customers are likely to be similar and stable over days 
while detail levels may require more clusters to distinguish random spikes. 
Although the multi-resolution analysis (MRA) in part-I reduces the data size of each 
sample, another issue is the number of samples. For example, in our case, 6369 
customers daily load profiles over a year produces over 2.2 million observations, 
which requires a large memory to build up its distance matrix (for some methods, e.g. 
hierarchical clustering, nearest neighbour classifiers and multi-dimension scaling) . 
Even if the number observations can be reduced by separating season, month or day 
type, it is still either a heavy computation burden or a compromise on accuracy. In 
order to i) further express the uncertainty between days and ii) reduce the number of 
observations in clustering, a novel clustering method is proposed. The hybrid 
clustering stage shown in Figure 7-5 is expanded as the flow chart in Figure 7-6. It 
uses GMM to pre-cluster each customer through multiple days so that one customer’s 
daily profiles can be represented by several typical models. Then X-means clustering 
will be performed only on these models. By the two-stage clustering, massive inputs 
are reduced into a small number of PDFs while original information is maintained in 
the models.   
i) GMM pre-clustering: For level (l) of components (e.g. component s), instead 
of clustering all customers all days, a pre-clustering is conducted on each 
customer. For a customer with J days’ load profiles 
Jj 1, (l)js , GMM is 
used to cluster them into K models. Each model will be represented by a 
within-customer typical component (WTC), which is defined as the daily load 
profile with lowest uncertainty (highest posterior probability) in the cluster. 
The uncertainty is defined as 1 minus the max posterior probability. For the 
number of WTCs, i.e. number of clusters, starting with K =1, the aim is to find 
the least number of K while keeping the uncertainty of every day below 
threshold β. It ensures every daily component is sufficiently close to the model 
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centre. Thus, J daily components can be reduced and represented by K within-
customer WTCs as shown in (7-11) 
 
  




j    (7-11) 
Where WTCk is the WTC of cluster k, 
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Figure 7-6 Two-stage GMM and X-means clustering implemented in MRC 
Also, for each customer, the probability of every daily component 
belonging to each WTC is calculated for customer classification. A 
customer could be assigned with probabilistic classifications rather than a 
deterministic one.  The final updated weight calculated in (7-6) is taken as 
the classification weight of each WTC. 
ii) X-Means clustering: in the second stage, the WTCs of each customer are used 






1 WTCs are clustered by 
X-Means clustering. The outputs are the centers of each cluster, which are 
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regarded as typical components (TCs). At this stage, the input data have 
already been processed with data reduction, characteristics isolation and 
uncertainties identification; therefore, most clustering techniques could 
theoretically deliver decent clustering performance. However, as the number 
of observations can be still large especially for small-scale components, main 
considerations of choosing clustering techniques at this stage are: i) low 
computation complexity to process large sample size; ii) requiring no pre-
knowledge on the number of clusters as the range could be very large. X-
Means clustering, as an extended K-Means, is chosen because it inherits the 
simplicity of K-Means while automatically searching optimal number of 
clusters based on BIC. 
7.5 Classifications 
 The classification process is to determine the cluster membership of a customer. For 
new customers, sometimes it requires to classify customer entirely based on only their 
eco-social information (fixed data) due to the limited availability of metering data. In 
this chapter, under the smart meter scenario, classification is based on historical 
sampled load data.   
As the GMM pre-clustering stage group a customer’s load profiles over days into 
several Gaussian models (the centres are the WTCs), the second stage is actually to 
cluster these models. After second stage of X-means clustering, all these models are 
clustered into Q new clusters. Each cluster q (q=1…Q) can be treated as a new 
mixture model, made up of different Gaussian distributions (WTCs) from the first 
stage. The parameters of individual PDF will not change but the weight in the new 
mixture model requires a normalization to ensure the unity sum. For cluster q, 















    (7-12) 
Where k is the weight calculated in (7-6); 
q
k is the new weight of each component 
in cluster q.  
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As each cluster q is expressed as a mixture model now with new weight 
q
k  and a 
new class label q , the classification of sampled data 
(l)
js , can be classified based on 
its posterior probability. Assuming equal prior probabilities for each cluster, the 
likelihood function of 
(l)
js  belonging to cluster q is the weighted sum of the 
likelihoods of 
(l)

















    (7-13) 
Where 
)|( qkp (l)js is a Gaussian function as in (7-3). The posterior probability can be 



























   (7-14) 
 Where 
)|( (l)jsqP  is the posterior probability of sample 
(l)
js  belonging to cluster q.  
In summary, the sample load data of a customer will firstly be decomposed as the 
same procedure. Each daily component will be assessed by posterior probability of 

















js is the final classification of 
(l)
js .  
In our case, for multiple levels of (l), the classification would be on 5 levels, 



















If a customer’s is classified as 4-2-7-10-3 (60%), it indicates the magnitude is 
assigned to cluster 4 of magnitude TC, A component is assigned to cluster 2 of A TC 
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and so on. The probability 60% is calculated as the number of days belonging to 4-2-
7-10-3 over the total number of sample days. It indicates the degree of consistency of 
classification over days.  
7.6 Results 
This section will firstly demonstrate the load profiling results from MRC. Further, 
based on proposed classification method, it will be compared with industrial method 
and time-series clustering. The results show improvement in MRC, which are further 
explained in different cases.  
7.6.1 TCs 
All 6369 customers are firstly macro-classified into three groups: residential, small 
and medium enterprise (SME) and others by the data collections. The method is 
applied to each   group separately. For each group, there are 4 decomposition levels 
and several clusters as shown in table 7-1. 
Table 7-1 Number of clusters of each group and decomposition level 
 A D1 D2 D3 
Residential 20 11 8 10 
SME 19 8 13 8 
Other 15 11 8 9 
Figures 7-7 to 7-12 show some of the typical components (TCs) as examples. The 
TCs are from residential customers at the A level D2 level and D1 level. 
Figure 7-7 and Figure 7-8 are two clusters from the A level. Grey lines are some 
sampled daily components from member customers. The red line is the TC of the 
cluster, which is derived from the average within the cluster. It is seen that the TC in 
Figure 7-7 shows a typical working class household with low loading level in the day 
time and peak in the evening. The TC in Figure 7-8 is, however, has a high loading 
level consistently through a day. It is probably from a household with full-day 
occupied.  
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Figure 7-7 TC and members of cluster 1 on A level 
 
Figure 7-8 TC and members of cluster 2 on A level 
Figure 7-9 and Figure 7-10 are two clusters from the D2 level. The scale is getting 
smaller and there is more variation within the cluster. The components at this level are 
likely to represent more random activities and short-interval usage (e.g. kettles). 
Figure 7-9 sees the few activities from 1 a.m. to 8 a.m. (sleeping time) and frequent 
activities from 9 a.m. The cluster in Figure 7-10 has similar patterns while activities 
are more concentrated around 7-10 a.m. with a consistent peak.  
 
Figure 7-9 TC and members of cluster 1 on D2 level 
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Figure 7-10 TC and members of cluster 2 on D2 level 
Figure 7-11 and Figure 7-12 are two clusters from the D1 level, which has the 
smallest scale. They contain more un-predictable spikes which are possibly caused by 
the turn-on of some appliances. Cluster in Figure 7-11 has very consistent periodical 
spikes especially during night and noon, which are probably from stand-by white 
goods such as refrigerators. In the morning and evening peak times, with human 
activities, the periodical loads are mixed with other spikes, making the average flatter.  
Cluster in Figure 7-12 shows no periodical loads, but there are congested high peaks 
around 10 p.m. till midnight. The small peaks through other time of the day are well 
dispersed.  
 
Figure 7-11 TC and members of cluster 1 on D1 level 
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Figure 7-12 TC and members of cluster 2 on D1 level 
7.6.2 Comparisons 
The comparison is between three types of load profiles: MRC, time-series K-means 
clustering and TLPs used by the UK industry.  It is conducted by assessing the 
similarities between three load profiles and smart metering data on random days. 
In the UK, due to the absence of smart meters on every customer in the market, small 
customers (below 100 kW maximum demands) are pre-classified into 8 classes for 
electricity settlement. Each class of customers are represented by a TLP, which has 
been widely used by the UK industry for decades. The classification is generally 
based on the nature of customer, such as residential, commercial and industry. 
Residential and commercial customers are further classified by tariff types while 
industrial customers are further differentiated by load factors.  
The same smart metering data used in the proposed method are also processed by K-
means clustering on time domain. The clustering is based on individual load profiles. 
Each customer each day is assigned with a deterministic cluster and TLP.  
 
Figure 7-13 Posterior probability spectrum (A level) of customer 1609 over a month 
The classification of proposed method is based on a sampled data from sampled days 
of the investigated customer.  Figure 7-13, as an example, depicts the classification 
spectrum of customer 1609 over a month.  The A components of customer 1609 are 
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classified between cluster 7 and 11 with high probabilities, and thus Figure 7-13 only 
plots from 7 to 14. It is clearly seen that most (87%) of the days are classified into 
cluster 7.     
Based on the result, the customer is classified as table 7-2. In summary, customer 
1609 belongs to i) class 1 in the industry typical load profiling; ii) cluster 6 in time-
series K-means clustering (K=30); iii) 7-5-7-6 in MRC (Total number of clusters: 10-
5-8-7). We deliberately choose K=30 for K-means, which is the sum of total cluster 
number in MRC (10+5+8+7), to give a fair comparison between two methods. 
Because the industry TLPs are represented the average magnitude over millions of 
customers, and the K-means is based on normalised shape, it is difficult to compare 
different load profiling methods in terms of magnitudes. The comparison on this 
chapter is based on normalised load.      
Table 7-2 Classification of sampled customer by different load profiling methods 
Customer Date UK TLP K-means MRC (A-D1-D2-D3) 
1609 26/Aug/2009 1 6 7-5-6-7 
Still, taking customer 1609 as an example, Figure 7-14 shows the comparison 
between smart metering data and three load profiles. The black line is the real metered 
data of the customer on the day. The green line is the TLP class 1 from industry. It is 
unable to express the real daily load profile. The blue line is the cluster 6 in time-
series K-means clustering. Although following the base load well, it cannot capture 
the spike at noon. The proposed MRC, depict in red line, more closely express the 
daily energy usage in terms of both overall trend and spikes.    
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Figure 7-14 Comparison between smart metering data of customer 1609 on 26/08/2009 
(black) and three load profiling methods: UK TLP (green), K-means(blue), MRC (red) 
The load profiles used by the industry are based on seasonal average load profiles 
within a group of pre-defined customer class. It is only an approximation of group 
customers over long term. Moreover, there are only 2 classes describing residential 
customers, i.e. 2 clusters. For time-series analysis, due to the issues such as volatility 
and uncertainty, they are more feasible for analysing average load profile over time. 
The proposed MRC successfully address these issues by separating different load 
characteristics on different decomposition levels. 
An extensive assessment over the three load profiling methods is conducted over 2994 
smart-metering load profiles. The representativeness of three load profiling methods 
are evaluated by the following indices: Maximum Magnitude Error (MME), Mean 
Absolute Percentage Error (MAPE), Peak Time Error (PTE). The comparison in 
Table 7-3 shows clear improvements of MRC over the other two methods. PTE has a 
huge decrease to 2.8 hours. It shows the capability of MRC on capturing the 
volatilities. MME and MAPE also decrease compared to K-means with similar 
computations. The reason is that different permutations of sub-TLPs provide a more 






1 (30) levels of 






1 levels load profiling. ni is the 
number of TLPs on ith decomposition level.  
Table 7-3 Comparison between smart metering load profiles and three load profiling 
methods (sample size=2994) 
Load Profiling Methods MME (per unit) MAPE (per unit) PTE (hour) 
UK TLP 0.82 0.45 6.4 
K-means (K=30) 0.66 0.23 4.0 
MRC(10-5-8-7) 0.58 0.17 2.8    
Having an insight into problems with time-series clustering mentioned above, we 
investigate how the mis-classified load profiles are handled by MRC. Figure 7-15 
shows uncertainties between days are resolved by GMM at pre-clustering stage. The 
left figure shows the non-convex load profiles of the same customer on different days. 
In MRC, their A components are pre-clustered into two clusters. They are represented 
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by two WTCs, each as an independent distribution model with all parameters 
preserved. Also, in Figure 7-16, communication delay issue is resolved by MRC. The 
A components of two similar load profiles with time-delays are still very similar 
(right figure). It indicates the overall trend of these two load profiles are the same 
while small-scale components will probably differ from each other.  
 
Figure 7-15 Uncertainties between days are resolved by MRC onAlevel 
 
Figure 7-16 Time delay of spikes are resolved by MRC on A level 
 
7.7 Chapter Summary  
Based on assessment of spectral analysis techniques on smart metering data in part I, 
this chapter proposes a novel MRC method. It successfully develops a spectral-
domain load profiling for smart metering data.  It is specifically designed for smart 
metering data to overcome the problems caused on traditional time-series analysis.  
The result shows significant improvement over traditional time-series analysis, 
providing more accurate load profiling at more granular level. The proposed MRC 
offers a promising approach for using smart metering data to develop smart grid and 
enhance power system efficiency. They can be used for more accurate demand 
forecast, supporting efficient use of DSR and enhancing settlement (supplier) 
efficiency. 
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HIS chapter draws the conclusion to the thesis by outlining the major 
contributions and key findings based on the proposed methodology. T 
Conclusions 
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The load profiles currently used in the UK for power industry were developed in the 
1990s for the purpose of nation-wide electricity market settlement. However, they are 
unable to accurately reflect: i) the granular energy behaviours for individual customer 
on individual days; ii) the aggregated load conditions for the LV networks.  In order 
to serve the purpose of LCN and DSR, new load profiling methods are needed to 
visualise the LV networks and individual customers. 
In this thesis, new load profiling methods are developed to contribute to two key 
areas:  
i) For LCN, the traditional indirect load estimation proved to be inaccurate in 
magnitude at aggregated level and also in shape at more disaggregated level. 
Yet the direct way, which involves extensive monitoring, can be prohibitively 
expensive for DNOs. For an accurate but also economical way to visualise the 
LV networks loading condition, a direct load profiling method is for the first 
time proposed with three main stages: clustering, classification and scaling. By 
monitoring and clustering relatively small but representative samples, the 
common templates are extracted to represent wider areas. A classification tool 
is also designed to best match un-monitored LV networks to the most similar 
template without any metering information. In order to reflect both load shape 
and magnitude, the scaling stage proposes a new peak estimation method, 
which substantially improves the current estimation accuracy.   
ii) It is difficult to directly use smart metering data from individual households to 
support activities such as DSR, tariff design and load forecast because the data 
sets are extremely massive, volatile and irregular. Directly applying time-
series load profiling would see several limitations in computational burden, 
accuracy and flexibility.  This thesis has proposed another new load profiling 
method based on spectral analysis, which fundamentally aims to support the 
big-data analysis. The two main elements in modelling big data were shown to 
be the number of features and the number of clusters. For feature extraction, 
excess features will add noise and redundancy into data while insufficient 
features will lose key information. For classification, a single cluster will mix 
up everything while too many clusters will lead to misclassification. Instead of 
Page 
Chapter 8   Conclusions 
 125 
treating them as separate problems, this thesis showed how to find the joint 
optimal number of features and clusters. Implemented on smart metering data, 
the method firstly extracts their key features which enable an accurate 
reconstruction with reduced data size. An innovative MRC technique was 
proposed to further cluster and classify the extracted features on spectral 
domain. The proposed method overcomes several limitations with load 
profiling methods on time-series, and successfully reflects customers’ energy     
behaviours at a granular level.  
In summary, the work showed how to extract meaningful information for power 
system (smart data) from different sources of load information (big data). Due to the 
different characteristics of the data, two new load profiling methods are developed 
respectively on time and spectral domain. In detail, the work in this thesis was carried 
out from four perspectives. The values and limitations are summarised as follows.  
LV Substation Clustering and Classification  
In order to understand the operation conditions of unmonitored LV substations, LV 
network templates are developed by using the metered real-time data from selective 
areas that are representative. By demonstrating on a practical trial UK smart grid 
project – LV Network Templates, the following observations are reached: 
 10 network load profile clusters with different load shapes are produced by using 
the metered data. The variances of load shapes are below 0.2 standard deviations 
within clusters. The distinct characteristics, such as customer composition, 
geographical information, and customer electricity use behaviour, can be clearly 
observed in the developed clusters. 
 A classification tool is developed to assign un-monitored substations to the 
appropriate clusters by only using fixed data. The achieved accuracy is 82.2%, 
which statistically indicates the load shapes of more than 82.2% substations in the 
demonstration can be predicted with errors less than 0.2 unit standard deviation.    
It is the first attempt to visualise LV distribution networks by directly clustering and 
classifying LV substations. The metering data are massive compared to previous 
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studies and the classification is difficult as only fixed data are available. The 
contributions on techniques are: 
 Clustering: K-means clustering provides a quick assessment of the optimum 
number of clusters due to its computation simplicity. However, the results could 
change with different initial points in K-means. The issue is addressed by 
hierarchical clustering which provides a deterministic result for given number of 
clusters.   
 Classification: Compared to common pattern recognition techniques, our proposed 
MLR classification entirely rely on routinely available fixed data, such as customer 
numbers, feeder length, etc. It does not require any sampled data (metered real-
time data) to classify a given substation to a substation template. It is found that the 
highly mixed LV substations can be distinguished with high accuracy without 
wide-scale monitoring.    
LV Substation Peak Load Estimation  
Peak estimation is introduced at the stage of scaling, based on which the load 
profiling method can provide not only shape information but also accurate magnitude 
information. The challenge in doing this is that the peak estimation has to solely rely 
on readily available fixed data so that it is applicable to unmonitored substations. This 
work proposes an effective CWCR method to estimate the peak demand for LV 
substations only based on available fixed data. It develops a contribution factor to 
facilitate cluster-specified peak estimation. The extensive demonstration illustrates 
that:  
 Compared with traditional peak estimation methods, the accuracy and stability of 
peak estimation has been substantially improved in terms of both R squared error 
and performance of cross validation.  
 As the templates developed by clustering and classification can provide load shape 
information of LV substations, the peak estimation/scaling can inform their 
magnitudes. Rather than providing annual peaks, the proposed method is effective 
in estimating daily peaks. 
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 The LV templates have significantly reduced massive LV networks into 
representative models where all kinds of analysis can be efficiently conducted. The 
work can enhance the understanding of conditions of unmonitored LV substations. 
It is particularly useful into the future to understand their capabilities to 
accommodate the increasing penetration of LCTs. 
The contribution from developed techniques are summarised as contribution factor 
and CWCR: 
 A contribution factor is proposed to reflect the contribution from a particular 
customer to the peak of different types of LV substations. As a LV substation 
usually serves different type of customers, not every customer’s peak load 
coincides with the aggregated substation peak. Customers contribute differently to 
LV substation peak. Moreover, even the same customer can contribute differently 
to different types of LV substations. The contribution factor is firstly brought up to 
describe the diversifications of both customers and substations. 
 CWCR is developed to properly separate data and conduct estimation by 
considering practical situations: i) the intercept should be zero as there would be no 
load if customer number is zero; ii) all customer classes should contribute positive 
load to the substation load and therefore the coefficient should be non-negative; iii) 
a weight is assigned to reflect the variances within clusters. 
Assessment of Spectral Analysis Techniques on 
Feature Extraction and Data Compression 
The spectral analysis provides an opportunity to analyses load profiles in the spectral 
domain. The direct advantage includes data reduction and feature extraction. A 
comprehensive review and assessment on two spectral analysis techniques including 
two extreme cases have been presented. In DWT, Haar is chosen as the most compact 
wavelet while sinusoidal wave in DFT gives a global support. A new data reduction 
and load characterisation method based on DWT is proposed for load profiles of 
smart metering customers. The key findings are: 
 for smart meters, DWT decompose their daily load profiles into more meaningful 
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and consistent components compared with DFT; 
 for smart meters, DWT was found to be more effective and reliable for data 
reduction than DFT. DWT can reconstruct the original daily load profiles using 
less data while maintaining high representativeness;  
 for smart grid data, where the load profiles are aggregated over time or population, 
the performance of DFT can be substantially improved with the increase of 
aggregation level. However, customer size is less influential to DWT than DFT 
based on the assessment;  
 the performance of DFT was shown to become stable and superior to DWT when 
the aggregation level is sufficiently high.  
The contribution from developed techniques are summarised as data compression and 
feature extraction through DFT and DWT: 
 Formalise the major steps for compression and feature extraction of load profiles 
by DFT. As the frequency increases, the magnitude of component dramatically 
drops. Aggregation of the first few DFT components is expected to capture the 
original load profile with high accuracy while the data size can be significantly 
reduced. The work fixed a flaw found in previous research about the Nyquist 
frequency, which was considered as part of DC, but is actually a triangular wave. 
 Formalise the major steps for compression and feature extraction of load profiles 
by DWT. DWT coefficients, especially the small-scale ones, have very low 
magnitudes through most of the time windows. Thus, coefficients below a pre-
defined threshold will be set as zeros. By this way, the number of non-zero 
coefficients can be significantly reduced. 
Multi-resolution Clustering  
The time-series clustering shows limitations in handling big data, volatility and 
uncertainty. This thesis proposed a novel MRC method. It successfully developed a 
spectral-domain load profiling for smart metering data, which overcomes the 
problems caused on time-series analysis:  
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 Multi-resolution analysis based on wavelet analysis decomposes load into different 
characteristics and runs clustering analysis separately. It addressing the volatility in 
smart metering data.  
 A two-stage MRC technique is proposed to cope with uncertainty and reduce 
clustering input size.  
 Different permutations of sub-TLPs provide a more flexible load profiling with 
much less computation.  
The result shows significant improvement over traditional time-series analysis, 
providing more accurate load profiling at more granular level. The contribution from 
developed techniques are summarised as: 
 Multi-resolution analysis decomposes volatile and irregular load profile into a 
smooth large scale component describing the underlying shape, and several small 
scale components describing volatilities. Each clustering will focus on one 
characteristic without interference between each other. The input data size is also 
substantially reduced and it provides possibility for different number of clusters on 
different level. 
 GMM is used to pre-cluster each customer through multiple days so that one 
customer’s daily profiles are represented by several typical Gaussian models. Then 
X-means clustering is performed only on these typical models. By the two-stage 
clustering, massive inputs are reduced into a small number of PDFs while original 
information is maintained in the models.  
 As the GMM saves full information of each model, the new clusters after second-
stage are still PDFs with new parameters, which can be used to calculate the 
posterior probability of a new sample. It provides a probabilistic classification for 
new smart metering customers. 
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HIS chapter presents future work that can be done to improve the 
investigations of smart tariff designs and applications. 
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Applications of LV Network Templates 
The work has developed the LV network templates to visualise the LV network 
utilisation. Based on the classification of LV networks and the estimation of load 
profiles, they can be widely used as an effective tool and platform for different 
analysis in power system: 
i) To develop network specified DSR by commercial and technical solutions: LV 
networks have a large variety of customer mix, with very different load shapes 
and network stress points. Therefore, the same individual response will reflect 
different effects on different LV networks. For each template, we will evaluate 
the performance of different intervention combinations on addressing the 
network stresses. A unique commercial solution (e.g. tariff) should be 
developed for each type of networks. For technical solutions, such as network 
reconfiguration and interconnection, it is also critical to match the most 
complementary pair of substation types.      
ii)  To develop network specified Use-of-System (UoS) charge. The current 
network charges only consider the investment based on annual peak, but 
cannot reflect the real-time loading condition of the network. In order to guide 
customers to use the spare capacity in the trough time and reduce load during 
the peak, it is critical to develop variable UoS charges which reflect the typical 
loading condition of the network. Such network specified UoS will not only 
give locational signals for investment, but also temporal signals for operation.   
Customer classification based on behaviour modes 
and social-economic status  
By managing individual customer’s energy usage, the aggregated effects can 
significantly enhance the power system efficiencies and reduce the carbon emissions. 
However, the diversity of customers’ load profiles makes it difficult to identify their 
behavior modes and response potentials.  In fact, load profiles directly reflect 
customers’ energy behaviors (habits), which are potentially rooted in their social-
economic conditions. To better understand this chain and thus manage customers’ 
energy usage, future work will investigate the relationship between energy behavior 
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and social-eco status. The current researches are mainly separated between energy 
patterns, behaviours and socio-economic information.  
The rich data from smart meters are now providing an insight into the customers’ 
energy usage characteristics. However, recent studies mostly focus on decomposing 
load into different electricity appliances but not into different energy behaviours. Such 
detailed appliances decomposition can only provide retroactive records of customer’s 
energy usage while most customer energy management requires proactive signals and 
steps. For example, when new customer classifications are informed by samples of 
smart metering data, there is the need to i) allocate a customer to relevant class, ii) to 
forecast his energy usage,  iii) to identify his energy behaviour entirely based on 
customers’ social-economic characteristics. Thus three steps of work will be 
conducted in the future: 
i) Decompose load into different components, where each can be linked with 
certain customer behaviours with different confidence 
ii) Match the typical behaviours with customers’ social-economic status as they 
to some extent represent the lifestyle and social class of a household; 
iii) Develop an energy classification. Similar with social class, customers can be 
allocated to certain energy behaviour types based on their social-eco 
information.       
Whole system analysis  
In DSR, it is critical to consider the balance of benefits for the whole system. For 
power system in particular, the balance can be seen in two main streams: 
i) The balance between different voltage levels: the change of customers’ energy 
usage will simultaneously affect supplier, generation and networks at different 
voltage levels. However, the different parts of power system hardly share the 
same interest simultaneously. For example, the coincidence of a LV network 
to its upper stream HV network can be very low. Thus when a customer 
responds the HV network, he could possibly shift the load to the pressure point 
of the LV network.       
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ii) The balance between different signals: DSR can have multiple objectives such 
as reducing energy price, releasing network pressure, regulating reactive 
power and controlling frequency. Again, when customer responds to a 
particular signal, it could unintentionally exert a negative influence to another 
objective.     
Based on the customer and LV network classification above, I could conduct a whole 
system analysis, aiming to reduce massive combinations between customer mixes and 
network models down to a manageable number of typical models. Each model would 
share similar: network pressure (magnitude/time), customer mix, customer response, 
and thus management strategy. We will also investigate the conflicts between network 
pressure, energy price and customer behaviour. By cluster-specific business model 
and shared-control technical solution, an optimal strategy could be developed to 
reduce network pressure meanwhile ensuring customers’ benefits.             
Big Data analysis to interconnect different datasets  
With the development of LCT and smart meters, big data from other industry sectors 
will become available. More importantly, they will be increasingly linked with the 
energy section with the development of technologies such as EVs.  Therefore, the 
whole system analysis can be extended to different energy sectors, which essentially 
means to discover the underlying relationships between data sets from different 
sources.  
The socio-eco information can thus act as the core data which connect with data from 
all types of industries. Firstly, from the smart metering data, customer behavior can be 
inferred, which can be further used to extract the socio-eco information. Similarly, the 
socio-eco information can be extended to explain human’s behavior in other 
industries. It actually acts as a base station to interconnect different datasets.  
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Data Sense-Checking  
Before going through date clustering and interpretation, three main issues were 
detected with the data received: i) low resolution, low currents are represented only by 
a few limited readings, ii) there may be problems with these low current readings, iii) 
the power calculated from voltage and current readings and ‘real power delivered’ 
conform well at most high current substations, but there are still a number of 
substations where the two powers differ significantly; and iv) at some substations the 
majority of power readings are zero.  
There are some issues with current readings, particularly with current readings that 
are low.  Figures A-1 and A-2 show the occurrence frequency of different current 
readings at all substations with different ranges. Three main issues are observed.  
Poor resolution at lower currents. The readings are more discrete at low currents. 
As seen from Figure A-1, the readings of 8.763561A and 10.73313A appear 
approximately 200,000 and 100,000 times respectively while there are no other 
readings between the two values. This situation continues on readings as high as 20A. 
Different resolution levels throughout the metering range. It is demonstrated in 
Figure A-2 that as the current grows, the resolution increases as well. At the lower 
end, the resolution is around 2A, which decrease to 1A then 0.5A as the current 
increases. The resolution reaches its minimum of approximately 0.2A when the 
current is between 90A and 500A, but, it increase back to 0.4A again when the current 
is higher than 600A.   
Regular frequency peaks. It is also obvious in Figure A-2 that there are some current 
readings with much higher occurrence frequency compared with the adjacent 
readings. These high-occurrence currents are normally peaks, and the interval values 
between two peaks decreases as the current readings increase. Besides, between two 
peaks, there are some sub-peaks dominating a smaller time interval. This trend is 






Figure A-1. The Occurrence Frequency of Current Records from 0A to 20A 
 







Figure A-3. The Every 10 min Current Records for Substation 536787  
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Theoretically, the real power delivered is equal to the power calculated from 
measured voltages and currents multiplied by a power factor. The value of power 
factor ranges from 0 to1 but usually higher than 0.9, which means the metered real 
power delivered should be very close to the real power calculated. However, the 
comparison of the two power at all substations indicates diversifications. Roughly, all 
substations can be categorized into three groups according the difference between the 
real power calculated and delivered.  
 Conforming group 
 
Figure A-4. Power Comparison Scenario 1: conforming group 
 
 Low current and power group 
 
Figure A-5. Power Comparison Scenario 2: zero current group 
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Figure A-6. Power Comparison Scenario 2: discrete power 
 
Suspicious group  
 
Figure A-7. Power Comparison Scenario 3: one zero power readings 
 
 
Figure A-8. Power Comparison Scenario 3: Wrong Ratio 
 
The very low demand subs were supplying spurious readings as the current was so 
low that the CT ratio used was too large for the meter to accurately record usage. A 
current amplifier was designed by Haysys and fitted on 17 of the worst substations. 
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Appendix. B 
The parameters are estimated by maximum likelihood Estimation (MLE). The 
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where, )...( 1 Kbbb  is the matrix of coefficients to be estimated for all K clusters; )(bL  
is the likelihood function; I is the total number of observations (substations); )|( bYP i  











     (B-2) 
where, )( nYg i  is the indicator function which is equal to 1 if substation Yi belongs to 
cluster n, or 0 otherwise.  
In practice, it is more convenient to use log-likelihood in (B-3) derived from (B-2), 
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 with (4-10) and (4-11), the log-




















    (B-4) 
The objective is to find the coefficient b in (B-4), which maximises the log-likelihood 
function. The optimization problem can be solved by Newton methods which find the 
stationary point of the gradient of the log-likelihood. The detailed algorithm can be 
found in [103] and it is proved to have a guaranteed convergence for MLE [104].   
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In MLR, a linear predictor function is used to relate variables to logistic index Vik.  
immkikikkikik zbzbzbbzbV  ...22110     (B-5) 
where, 
)...( ,1, miii zzz  is the ith set of m independent variables; )...( ,,0 kmkk bbb  is the 
regression coefficient for cluster k; and Vik is the logistic index of observation i 
belonging to cluster k.  
Taking cluster K as reference (baseline) and ViK=0, )( nYP i   is the probability that the 
ith observation belongs to cluster n, then  
KneKYPnYP inVii ,...2,1,)()(       (B-6) 
Consider the fact that the probability of an observation i belonging to all K clusters 
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LV Network Templates in Summer and Autumn  
Template 1 
 
Figure C-1: Substation demand profiles for cluster 1 (summer): Panels show results for 
(a) all days, (b) weekdays, (c) Saturdays and (d) Sundays. 
 
Figure C-2: Substation demand profiles for cluster 1 (autumn): Panels show results for 
(a) all days, (b) weekdays, (c) Saturdays and (d) Sundays. 
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Figure C-3: Substation demand profiles for cluster 2 (summer): Panels show results for 
(a) all days, (b) weekdays, (c) Saturdays and (d) Sundays. 
 
Figure C-4: Substation demand profiles for cluster 2 (autumn): Panels show results for 











Figure C-5: Substation demand profiles for cluster 3 (summer): Panels show results for 
(a) all days, (b) weekdays, (c) Saturdays and (d) Sundays. 
 
Figure C-6: Substation demand profiles for cluster 3 (autumn): Panels show results for 






















Figure C-7: Substation demand profiles for cluster 4 (summer): Panels show results for 
(a) all days, (b) weekdays, (c) Saturdays and (d) Sundays. 
 
Figure C-8: Substation demand profiles for cluster 4 (autumn): Panels show results for 












Figure C-9: Substation demand profiles for cluster 5 (summer): Panels show results for 
(a) all days, (b) weekdays, (c) Saturdays and (d) Sundays. 
 
Figure C-10: Substation demand profiles for cluster 5 (autumn): Panels show results 














Figure C-11: Substation demand profiles for cluster 6 (summer): Panels show results 
for (a) all days, (b) weekdays, (c) Saturdays and (d) Sundays. 
 
Figure C-12: Substation demand profiles for cluster 6 (autumn): Panels show results 













Figure C-13: Substation demand profiles for cluster 7 (summer): Panels show results 
for (a) all days, (b) weekdays, (c) Saturdays and (d) Sundays. 
 
Figure C-14: Substation demand profiles for cluster 7 (autumn): Panels show results 













Figure C-15: Substation demand profiles for cluster 8 (summer): Panels show results 
for (a) all days, (b) weekdays, (c) Saturdays and (d) Sundays. 
 
Figure C-16: Substation demand profiles for cluster 8 (autumn): Panels show results 













Figure C-17: Substation demand profiles for cluster 9 (summer): Panels show results 
for (a) all days, (b) weekdays, (c) Saturdays and (d) Sundays. 
 
Figure C-18: Substation demand profiles for cluster 9 (autumn): Panels show results 












Figure C-19: Substation demand profiles for cluster 10 (summer): Panels show results 
for (a) all days, (b) weekdays, (c) Saturdays and (d) Sundays. 
 
Figure C-20: Substation demand profiles for cluster 10 (autumn): Panels show results 













The template errors can be caused by scaling factors and templates respectively. 
However, due to the significant variation in substation sizes, the same errors in 
templates are zoomed to different level. The error tends to be larger when the 
transformer rating increases. Another issue is that a hard threshold is required to 
clearly identify outliers. Outlier analysis aims to i) quantify the errors in terms of 
transformer rating of each substation; ii) to set threshold as maximum acceptable 
error, and to filter outliers based on the threshold.  
The peak-error profile of a substation could be obtained by comparing the substation’s 
real peak with the estimated value. And this fixed value has been used as peak-error 
quantitative index, which is then compared with the substation tolerance (maximum 
accepted error).To quantify the shape distortion, the maximum daily change of the 
shape-error profile has been assigned as the quantitative index.  
The detailed analysis process has been illustrated in Figure D-1 below. For a 
substation n in cluster i, the obtained shape-error index and peak-error index are 
compared with a percentage of the substation’s capacity, which is termed as 
maximum accepted error here. After going through this process for each substation in 
cluster i, the total numbers of substations that exceed peak-error tolerance and shape-
error tolerance could be identified.  
When designing LV networks, DNOs usually allow a probability level of 10% of 
exceeding the design load due to economic reasons. For templates assessment, it is 
reasonable to take 10% of transformer rating as threshold.   
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Real Peak × Estimated Shape – Real Load Profile
(Normalized Template)
Real Shape × Estimated Peak – Real Load Profile
(Scaling Factor)














Shape-Error Index > Maximum Accepted Error ? Peak-Error Index > Maximum Accepted Error ?
 




Figure. D-2. No. of substations exceeding different tolerance levels (cluster 4) 
 
In Figure D-2, cluster 4 is taken as an example. The x axis means the maximum 
accepted error, which is a percentage of substation normal rating, and the y axis 
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shows the number of substations, whose error index exceeds the maximum accepted 
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Appendix. E  
R-based Code of spectral decomposition 
Note: due to confidential reason, the detailed code of LV network templates and MRC 
cannot be provided, but a simplified R-based code for decomposition and 







# extract magnitudes and phases 
magn <- Mod(mean.fft)[1:25] # sqrt(Re(test)*Re(test)+Im(test)*Im(test)) 








for (m in 2:24){ 
est=y[[1]] 
for (i in 2:m){ 
est=est+y[[i]] 
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magnitude error index (PMEI) 
result.mean[m,2]=max(abs((est-mean.customer)))######Maximum Magnitude Error 
(MME)###### 
result.mean[m,3]=mean(abs((est-mean.customer)))######Mean absolute percentage Error 
(MME)###### 
result.mean[m,4]=min(abs(which(est==max(est))-
which(mean.customer==max(mean.customer))))###peak time error(PTE) HALF-HOURLY### 
} 
magn2 <- Mod(indivi.fft)[1:25] # sqrt(Re(test)*Re(test)+Im(test)*Im(test)) 




for (i in 2:24){ 
  y[[i]]=(magn2[i]/24)*cos((i-1)*x*pi/24+phase2[i]) 
} 
result.indivi=matrix(NA,ncol=4,nrow=24) 
for (m in 2:24){ 
  est=y[[1]] 
  for (i in 2:m){ 
    est=est+y[[i]] 
  } 
  result.indivi[m,1]=abs(max(est)-max(indivi))/max(indivi)######peak magnitude error index 
(PMEI) 
  result.indivi[m,2]=max(abs((est-indivi)))######Maximum Magnitude Error (MME)###### 
  result.indivi[m,3]=mean(abs((est-indivi)))######Mean absolute percentage Error 
(MAPE)###### 
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  result.indivi[m,4]=min(abs(which(est==max(est))-which(indivi==max(indivi))))###peak time 
error(PTE) HALF-HOURLY### 
} 
output=list(magn,phase,magn2,phase2, result.mean, result.indivi) 
return(output) 
} 
#rm(list= ls()[!(ls() %in% c('data','kresults','working.array.flat3b_nor_week'))]) 












   ma <- mra2(x, wf="haar",J=3, boundary="periodic",method="dwt") 
  x.wt <- dwt(x, "haar", 3, "periodic") 
  for (p in 1:4){ 
    x.wt[[p]][which(abs(x.wt[[p]])<0.1)]=0 
  } 
  est=apply(matrix(unlist(ma), nrow=48), 1, sum) 
   ###################asess### 
result.mean=matrix(NA,ncol=4,nrow=1) 
  result.mean[,1]=abs(max(est)-max(mean.customer))/max(mean.customer)######peak 
magnitude error index (PMEI) 
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  result.mean[,2]=max(abs((est-mean.customer)))######Maximum Magnitude Error 
(MME)###### 
  result.mean[,3]=mean(abs((est-mean.customer)))######Mean absolute percentage Error 
(MME)###### 
  result.mean[,4]=min(abs(which(est==max(est))-
which(mean.customer==max(mean.customer))))###peak time error(PTE) HALF-HOURLY### 
###### coefficients#######  
  size=nnzero(x.wt$s3)+nnzero(x.wt$d1)+ nnzero(x.wt$d2)+nnzero(x.wt$d3) 
###########################################################################
#######  
ma <- mra2(y, wf="haar",J=3, boundary="periodic",method="dwt") 
x.wt <- dwt(y, "haar", 3, "periodic") 
for (p in 1:4){ 
  x.wt[[p]][which(abs(x.wt[[p]])<0.1)]=0 
} 
est=apply(matrix(unlist(ma), nrow=48), 1, sum) 
###################asess### 
result.ind=matrix(NA,ncol=4,nrow=1) 
result.ind[,1]=abs(max(est)-max(y))/max(y)######peak magnitude error index (PMEI) 
result.ind[,2]=max(abs((est-y)))######Maximum Magnitude Error (MME)###### 
result.ind[,3]=mean(abs((est-y)))######Mean absolute percentage Error (MME)###### 
result.ind[,4]=min(abs(which(est==max(est))-which(y==max(y))))###peak time error(PTE) 
HALF-HOURLY### 




   output=list(result.mean,size,result.ind,size2) 
return(output) 
  # x.s[i,52]=sum(x[i,3:50] - apply(matrix(unlist(ma), nrow=48), 1, sum))^2 
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} 
#################aseess all wavelets reconstucted############## 
assess.wave=matrix(NA,nrow=length(unique(kresults[,1])),ncol=11) 
assess.wave[,1]=as.numeric(unique(kresults[,1])) 
for (i in 1:length(unique(kresults[,1]))){ 
  output=customer.average.wave(j=unique(kresults[,1])[i]) 
  assess.wave[i,2:5]=output[[1]] 
  assess.wave[i,6]=output[[2]] 
  assess.wave[i,7:10]=output[[3]] 
  assess.wave[i,11]=output[[4]] 
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