The $L^p$ boundedness of wave operators for Schr\"odinger operators with
  threshold singularities II. Even dimensional case by Finco, Domenico & Yajima, Kenji
ar
X
iv
:m
at
h-
ph
/0
60
50
36
v1
  1
0 
M
ay
 2
00
6 The L
p boundedness of wave operators for
Schro¨dinger operators with threshold
singularities II. Even dimensional case
Domenico Finco∗ and Kenji Yajima†
1 Introduction
Let H = −∆ + V (x) be a Schro¨dinger operator on Rm, m ≥ 1, with real
potential V (x) such that |V (x)| ≤ C〈x〉−δ, 〈x〉 = (1+ |x|2) 12 , for some δ > 2.
Then, H with domain D(H) = H2(Rm), the Sobolev space of order 2, is
selfadjoint in the Hilbert space H = L2(Rm) and C∞0 (Rm) is a core. The
spectrum σ(H) ofH consists of absolutely continuous part [0,∞) and a finite
number of non-positive eigenvalues {λj} of finite multiplicities. The singular
continuous spectrum and positive eigenvalues are absent from H . We denote
the point, the continuous and the absolutely continuous subspaces for H
by Hp, Hc and Hac respectively, and the orthogonal projections onto the
respective subspaces by Pp, Pc and Pac. We have Hac = Hc and Pac = Pc;
H0 = −∆ is the free Schro¨dinger operator.
The wave operators W± are defined by the following strong limits
W± = lim
t→±∞
eitHe−itH0
in H ≡ L2(Rm). It is well known that the limits exist and are complete in
the sense that Image W± = Hac. The wave operators satisfy the so called
intertwining property and the continuous part of H is unitarily equivalent to
H0 via W±: For any Borel functions on R, we have
f(H)Pac(H) =W±f(H0)W
∗
±. (1.1)
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It follows that the mapping properties of f(H)Pac(H) may be deduced from
those of f(H0) once corresponding properties ofW± are known. In this paper
we shall prove the following theorem. We say that H is of exceptional type
if there exist no non-trivial solutions of −∆φ + V (x)φ = 0 which satisfies
|φ(x)| ≤ C〈x〉2−m; H is of generic type otherwise (see Definition 3.3 for an
equivalent definition). We write F for the Fourier transform. Throughout
this paper, we assume that V satisfies the following condition:
F(〈x〉2σV ) ∈ Lm∗ for σ > 1
m∗
≡ m− 2
m− 1 . (1.2)
For integers k ≥ 0, W k,p(Rm) is the Sobolev space of order k.
Theorem 1.1. Let m ≥ 6 be even and V satisfy (1.2).
(1) Suppose, in addition, that |V (x)| ≤ C〈x〉−(m+2+ε) for some C > 0 and
ε > 0 and that H is of generic type. Then, for all 1 ≤ p ≤ ∞, W± extend to
bounded operators in Lp(Rm):
‖W±u‖Lp ≤ Cp‖u‖Lp, u ∈ Lp(Rm) ∩ L2(Rm). (1.3)
For 1 < p < ∞, W± actually are bounded in W k,p(Rm) for 0 ≤ k ≤ 2. If
derivatives ∂αV (x) are bounded for |α| ≤ ℓ in addition, then W± are bounded
in W k,p(Rm) for all 0 ≤ k ≤ ℓ + 2 and 1 < p < ∞. For p = 1,∞ the same
holds if ∂αV (x), |α| ≤ ℓ, satisfy (1.2) and |∂αV (x)| ≤ C〈x〉−(m+2+ε) for some
C > 0 and ε > 0.
(2) Suppose, in addition, that |V (x)| ≤ C〈x〉−(m+4+ε) if m = 6, and |V (x)| ≤
C〈x〉−(m+3+ε) if m ≥ 8 for some C > 0 and ε > 0, and that H is of excep-
tional type. Then, for m/(m− 2) < p < m/2 and 0 ≤ k ≤ 2, W± extend to
bounded operators in W k,p(Rm):
‖W±u‖W k,p ≤ Cp‖u‖W k,p, u ∈ W k,p(Rm) ∩ L2(Rm). (1.4)
If ∂αxV (x) are bounded for |α| ≤ ℓ in addition, then (1.4) holds for 0 ≤ k ≤
ℓ+ 2 and W± are bounded in W
k,p(Rm) for all 0 ≤ k ≤ ℓ+ 2.
Some remaks are in order.
Remark 1.2. Some condition like (1.2) is necessary for the theorem by
virtue of the counter example due to [10] to the dispersive estimates for the
corresponding time dependent Schro¨dinger equation, see below.
Remark 1.3. When m ≥ 3 is odd, it is proved in a recent paper [25] that
W± are bounded in L
p(Rm) for all 1 ≤ p ≤ ∞ if V satisfies (1.2) and
2
|V (x)| ≤ C〈x〉−(m+2+ε) and H is of generic type; for p between m
m−2 and
m
2
if V satisfies (1.2) and |V (x)| ≤ C〈x〉−(m+3+ε) and H is of exceptional
type. The argument in Section 7 below implies that this result extends to
the continuity of W± in W
k,p(Rm) as in Theorem 1.1. The paper [25] will be
referred to as [I] in what follows. In [4] an extension for some non-selfadjoint
cases in m = 3 and its application to nonlinear equations is presented. When
m = 1, it is recently shown ([6]) that W± are bounded in L
p for 1 < p < ∞
(but not for p = 1 or p = ∞) if ∫
R
〈x〉|V (x)|dx < ∞ and H is of generic
type, or if
∫
R
〈x〉2|V (x)|dx < ∞ and H is of exceptional type (see [20], [2]
for earlier results).
Remark 1.4. When m ≥ 4 is even, it is long known ([22]) that (1.3) is
satisfied for all 1 ≤ p ≤ ∞ if V satisfies
∑
|α|≤k+(m−2)/2
(∫
|x−y|≤1
|∂αy V (y)|p0dy
) 1
p0 ≤ C〈x〉−( 3m2 +1+ε) (1.5)
for some p0 >
m
2
and ε > 0 and if H is of generic type. If m ≥ 6, con-
dition (1.5) implies that ∂αV , |α| ≤ k, satisfy both (1.2) and |∂αxV (x)| ≤
C〈x〉−(m+2+ε) and Theorem 1.1 (1) improves the result of [22] for m ≥ 6.
When m = 2, it is known ([23], [12]) that W± is bounded in L
p(R2) for
1 < p <∞ if V satisfies |V (x)| ≤ C〈x〉−6−ε and if H is of generic type.
Remark 1.5. If m ≥ 4 and if H is of exceptional type, W± is not bounded
in Lp(Rm) when 1 ≤ p < m
m−2 because this would contradict Murata’s result
([16]) on the decay in time in weighted L2 spaces of solutions e−itHu of the
corresponding time dependent Schro¨dinger equation. We strongly believe the
same is true for m
2
< p ≤ ∞ though the proof is missing. Notice that when
m = 4, m
m−2
= m
2
= 2.
Remark 1.6. By interpolating (1.3) for different k′s by the real interpolation
method ([3]), estimates of Theorem 1.1 can be extended to the ones between
Besov spaces.
When f(λ) = e−itλ, (1.1) and (1.3) implies the so called Lp-Lq estimates
for the propagator of the corresponding time dependent Schro¨dinger equation
‖e−itHPcu‖p ≤ C|t|−m(
1
2
− 1
p)‖u‖q (1.6)
where p, q are dual exponents, viz. 1/p+ 1/q = 1, and 2 ≤ p ≤ ∞ if H is of
generic type and 2 ≤ p < m/2 if H is of generic case. When 1 ≤ m ≤ 3 and
if H is of generic type, the Lp-Lq estimate has been proven for 2 ≤ p ≤ ∞ for
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much wider class of potentials by more direct methods ([9], [17], [8]); when
m = 3 and H is of exceptional type it is proved that (1.6) holds for 2 ≤ p < 3
and
‖e−itHPcu‖L3,∞ ≤ Cpt− 12‖u‖L 32 ,1 (1.7)
replaces (1.6) at the end point where Lp,q are Lorentz spaces ([7], [24]). How-
ever, when m ≥ 4, the result obtained by using wave operators via Theorem
1.1 (1) or [22] gives the best estimates so far as far as the decay and smooth-
ness assumption on the potentials is concerned. We should also emphasize
that the Lp-Lq estimate (1.6) is proven for the first time when m ≥ 6 and H
is exceptional type.
The intertwing property and the boundedness results, (1.1) and (1.3),
may be applied for various other functions f(H)Pc and can provide useful
estimates. We refer the readers to [I] as well as [21] and [22] for some more
applications, and we shall be devoted to the proof of Theorem 1.1 in the rest
of the paper.
We prove Theorem 1.1 only forW−, which we denote byW for brevity. We
shall mainly discuss the Lp boundedness, as the extension to Sobolev spaces
is immediate as will be shown in Section 7. We write R(z) = (H − z)−1
and R0(z) = (H0 − z)−1 for resolvents. We parametrize z ∈ C \ [0,∞) by
z = λ2 by λ ∈ C+ = {z ∈ C : ℑz > 0} and define G(λ) = R(λ2) and
G0(λ) = R0(λ
2) for λ ∈ C+. They are B(H)-valued meromorphic functions
of λ ∈ C+ and the limiting absorption principle (LAP for short) asserts
that G(λ) and G0(λ) when considered as B(Hσ,H−σ)-valued functions have
continuous extentions to C
+
= {z : ℑz ≥ 0}, the closure of C+, where
Hγ = L2(Rm, 〈x〉2γdx) is the weighted L2 space and σ > 12 . Our theory is
based on the stationary representation of wave operators which expresses W
via boundary values of the resolvents (cf. [14], [15]):
Wu = u− 1
πi
∫ ∞
0
G(λ)V (G0(λ)−G0(−λ))uλdλ. (1.8)
As in odd dimensional cases, we decompose W into the high and the low
energy parts W = W> + W< ≡ WΨ(H0)2 + WΦ(H0)2, by using cut off
functions Φ(λ) and Ψ(λ) such that Φ(λ)2 +Ψ(λ)2 ≡ 1, Φ(λ) = 1 near λ = 0
and Φ(λ) = 0 for |λ| > λ20 for a small constant λ0 > 0 to be specified below.
The operators Φ(H) and Φ(H0) have continuous integral kernels bounded by
CN〈x − y〉−N for any N and they are are bounded in Lp(Rm) for any 1 ≤
p ≤ ∞. By virtue of the intertwining property we have W> = Ψ(H)WΨ(H0)
and W< = Φ(H)WΦ(H0) and, combining this with (1.8)
W< = Φ(H)Φ(H0)−
∫ ∞
0
Φ(H)G(λ)V (G0(λ)−G0(−λ))Φ(H0)λdλ
πi
, (1.9)
4
W> = Ψ(H)Ψ(H0)−
∫ ∞
0
Ψ(H)G(λ)V (G0(λ)−G0(−λ))Ψ(H0)λdλ
πi
.
(1.10)
We study the operators defined by the integrals in (1.9) and (1.10) separately.
We use the following terminology.
Definition 1.7. We say that the integral kernel K(x, y) is admissible if
sup
x
∫
Rm
|K(x, y)|dy + sup
y
∫
Rm
|K(x, y)|dx <∞. (1.11)
It is well known that integral operators with admissible integral kernels
are bounded in Lp for any 1 ≤ p ≤ ∞.
Definition 1.8. The operator valued function K(λ) of λ ∈ (−λ0, λ0) which
acts on functions on Rm is said to satisfy property (K)ρ, ρ > 0, if it satisfies
the following two conditions:
(1) For 0 ≤ γ ≤ m−2
2
, λ 7→ 〈x〉ρ−γK(λ)〈x〉ρ−γ ∈ B(H) is of class Cγ.
(2) For m
2
≤ γ ≤ m+2
2
, it is of class Cγ for λ 6= 0 and, for some C > 0 and
N > 0,
‖〈x〉ρ−m2 K(m2 )(λ)〈x〉ρ−m2 ‖B(H) ≤ C〈log λ〉N , (1.12)
‖〈x〉ρ−m+22 K(m+22 )(λ)〈x〉ρ−m+22 ‖B(H) ≤ C|λ|−1〈log λ〉N . (1.13)
The plan of the paper is as follows. Section 2 is preparatory in nature. In
subsection 2.1, we collect some results on the behavior of the free resolvent
G0(λ) on the reals, near the threshold λ = 0 in particular. When m is even,
G0(λ) is convolution operator with the kernel
G0(λ, x) =
Cme
iλ|x|
|x|m−2
∫ ∞
0
e−tt
m−3
2
(
t
2
− iλ|x|
)m−3
2
dt (1.14)
where Cm =
ie−i(2ν+1)π/4
2(2π)ν+1Γ(ν + 1
2
)
and G0(λ) contains a term whose (m− 2)-nd
derivative becomes logarithmically singular at λ = 0. We study mapping
properties of the derivatives of such operators in detail (see Proposition 2.6).
In subsection 2.2, we recall from [21] the result on the Lp boundedness of
Born approximations of wave operators. Using these results, we study the
behavior of (1 + G0(λ)V )
−1 in Section 3 and show that V (1 + G0(λ)V )
−1
satisfies the property (K)ρ for any ρ < δ − 1 if H is of generic type; and
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when H is of exceptional type that (1 + G0(λ)V )
−1 has the expansion near
λ = 0 of the following form
(1 +G0(λ)V )
−1 =
P0V
λ2
+
2∑
j=0
2∑
k=1
λj logk λDjk + I +Rr(λ), (1.15)
where P0 is the orthogonal projection onto the 0 eigenspace of H , V Djk are
finite rank operators from H−(δ−3−ε) to Hδ−3−ε for any ε > 0, and V Rr(λ)
satisfies the condition (K)ρ for any ρ < δ − 3 if m = 6 and ρ < δ − 2 if
m ≥ 8. When the dimension m becomes the larger the formula (1.15) for
(1 +G0(λ)V )
−1 becomes the less complex thanks to the fact that λm−2 log λ
becomes less singular as m increases.
We show in Section 4 and Section 5 that the low energy part W< is
bounded in Lp for all 1 ≤ p ≤ ∞ when H is of generic type, and for m−2
2
<
p < m
2
when H is of exceptional type, respectively. For proving this we
substitute G0(λ)V (1 + G0(λ)V )
−1 for G(λ)V on the right of (1.9). In view
of the fact that V (1 +G0(λ)V )
−1 in generic case and V Rr(λ) in exceptional
case satisfy property (K)ρ for some ρ > m+ 1, we show in Section 4 that, if
K(λ) satisfies this property, then the operator Ω defined by
Ω =
∫ ∞
0
Φ(H)G0(λ)K(λ)(G0(λ)−G0(−λ))Φ(H0)λΦ˜(λ)dλ (1.16)
with an additional cut-off function Φ˜ ∈ C∞0 (R) such that Φ˜(λ)Φ(λ) = Φ(λ) is
an integral operator with an admissible integral kernel (see Proposition 4.2).
The basic idea of the proof is similar to the one used for similar purpose in odd
dimensions, however, because of the more complex structure of G0(λ, x), the
argument becomes a bit more involved and a rather unexpected cancellation
between G0(λ) and G0(−λ) plays a crucial role.
For studying W< when H is of exceptional type, we substitue (1.15) for
(1+G0(λ)V )
−1. Then, the identity I produces the first Born approximation,
which is bounded in Lp for all 1 ≤ p ≤ ∞ (see Lemma 2.7); Proposition
4.2 implies that Rr(λ) produces an integral operator with admissible integral
kernel; and we study operators produced by the singular terms λ−2P0V +∑2
j=0
∑2
k=1 λ
j logk λDjk in Section 5. We shall deal with the one produced
by the most singular term λ−2P0V in Subsection 5.1. Here again the basic
idea is similar to the odd dimensional case: If P0 =
∑
φj ⊗ φj, the operator
under investigation
∫∞
0
G0(λ)V P0V (G0(λ) − G0(−λ))λ−1Φ(λ)dλ is a linear
combination of
Zju(x) =
∫
Rm
(V φj)(x)Fju(|x− y|)
|x− y|m−2 dy
6
where, with sperical average Mju(r) = |Σ|−1
∫
Σ
(V φj ∗ uˇ)(rω)dω, uˇ(x) =
u(−x) and Σ = Sm−1 being the unit sphere of Rm, Fju(ρ) is given by
Fju(ρ) =
∫ ∞
0
∫ ∞
0
e−(t+s)(ts)
m−3
2 dtds
×
{∫ ∞
0
e−iλρ(s+ 2iλρ)
m−3
2
(∫
R
eiλr(t− 2iλr)m−32 rMju(r)dr
)
dλ
}
.
Observing that Fju(ρ) and Mju(r) are one dimensional objects, we apply
some one dimensional harmonic analysis machinaries, the weighted inequal-
ity for the Hilbert transform H˜ and the Hardy-Littlewood maximal operator
M. However, as the comparison of formulae above with those in the odd di-
mensional case suggests, the analysis in even dimensions becomes much more
intricate. In Subsection 5.2 we shall indicate how to modify the argument in
subsection 5.1 for dealing with the operators produced by λj logk λDjk.
In Section 6, we prove that the high energy part W> is bounded in L
p
for any 1 ≤ p ≤ ∞. As the high energy part is insensitive to the low energy
singularities and as the argument used for the same purpose in [25] for odd
dimensions applies, we shall only very briefly sketch the proof. In Section 7,
we show the continuity of W in Sobolev spaces and complete the proof of
Theorem 1.1. For 1 < p < ∞, this follows from the intertwining property
W = (H − z)−jW (H0 − z)j and the well known mapping property of the
resolvent. For p = 1 and p = ∞, we may adopt the commutator argument
as in [21] and we omit the discussion.
We use the same notation and conventions as in [I]: For u ∈ H−γ and v ∈
Hγ 〈u, v〉 =
∫
Rn
u(x)v(x)dx is the standard coupling of functions; |u〉〈v| =
u⊗v will be interchangeably used to denote the rank 1 operator φ 7→ 〈v, φ〉u.
For Banach spaces X and Y , B(X, Y ) (resp. B∞(X, Y )) is the Banach space
of bounded (resp. compact) operators from X to Y , B(X) = B(X,X) (resp.
B∞(X) = B∞(X,X)). The identity operator is denoted by 1. The norm of
Lp-spaces, 1 ≤ p ≤ ∞, is denoted by ‖u‖p = ‖u‖Lp. We write S(Rm) for the
space of rapidly decreasing functions. The Fourier transform is defined by
uˆ(ξ) = Fu(ξ) = 1
(2π)m/2
∫
Rm
e−ixξu(x)dx
and F∗u(ξ) = Fu(−ξ) is the conjugate Fourier transform. For functions f
on the line f (j) is the j-th derivative of f , j = 1, 2, . . .. For a ∈ R, a+ or
a− is an arbitary number larger or smaller than a respectively; [a] is the
largest integer not larger than a. When I is an open or closed interval which
contains 0, Cs0∗(I) is the set of functions of order C
s on I which vanishes at
λ = 0 along with the derivatives upto the order [s]. We sometimes say that
u is of order Cs0∗ when u ∈ Cs0∗(I).
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2 Preliminaries
2.1 Free resolvent
Recall that Hγ = L2γ(Rm, 〈x〉2γdx) and Σ is the unit sphere of Rm. As is well
known the Fourier transform F is an isomorphism from Hγ to the Sobolev
space Hγ(Rm) and the mapping
Γ˜ : Hγ(Rm) ∋ u 7→ λm−12 u(λ·) ∈ Hγ0 ((0,∞), L2(Σ)) (2.1)
is bounded if 0 ≤ γ < m
2
. The upper bound for γ, however, is relevant
only at λ = 0 and, for any ε > 0, the map (2.1) is bounded for any 0 ≤ γ if
Hγ0 ((0,∞), L2(Σ)) is replaces by Hγ((ε,∞), L2(Σ)). It follows by the Sobolev
embedding theorem that the B(Hγ, L2(Σ))-valued function defined by
Γ(λ) : Hγ ∋ u 7→ λ(m−1)/2uˆ(λ·) ∈ L2(Σ),
is of class Cγ−
1
2 over [0,∞) and vanishes at λ = 0 along with the derivatives
up to the order [(γ− 1
2
)−] if
1
2
< γ < m
2
; and it is of class Cγ−
1
2 over (ε,∞) for
any 1
2
< γ and ε > 0. We shall use the following well known lemma on the
division in Sobolev spaces. The lemma is a result of repeated application of
Hardy’s inequality when s is an integer and from the complex interpolation
theory when s is not an integer.
Lemma 2.1. For any s > 0, the operator f(x) 7→ x−sf(x) is bounded from
Hγ0 (R
+, L2(Σ)) to Hγ−s0 (R
+, L2(Σ)).
We define operator valued function A(λ) for λ ∈ R by
A(λ)u(x) =
1
(2π)m
∫
Σ
∫
Rm
eiλω(x−y)u(y)dydω, x ∈ Rm. (2.2)
It is clear that A(λ) is even with respect to λ ∈ R and µm−1A(µ) =
Γ(µ)∗Γ(µ). We shall use the following expressions for G0(λ), λ ∈ C+.
G0(λ) =
1
2λ
(∫ ∞
0
Γ(µ)∗Γ(µ)
µ− λ dµ−
∫ ∞
0
Γ(µ)∗Γ(µ)
µ+ λ
dµ
)
(2.3)
=
∫ ∞
0
µm−1A(µ)
µ2 − λ2 dµ =
1
2
∫ ∞
−∞
µm−2signµ A(µ)
µ− λ dµ. (2.4)
It can be see from the last expression, G0(λ) become logarithmically singular
when it is differentiated by λ more than m− 3 times. The following lemmas
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are basic to the following analysis. We let D1, D2 and D3 be the closed
domains of the first quadrant of (k, ℓ) plane defined by
D1 = {(k, ℓ) : k, ℓ ≥ 0, k + ℓ ≤ m− 1, ℓ ≤ k},
D2 = {(k, ℓ) : k, ℓ ≥ 0, k ≤ m−12 , ℓ ≥ k},
D3 = {(k, ℓ) : k, ℓ ≥ 0, k + ℓ ≥ m− 1, m−12 ≤ k ≤ m− 1}.
They have disjoint interiors andD1∪D2∪D3 = {(k, ℓ) : 0 ≤ k ≤ m−1, 0 ≤ ℓ}.
Define the function σ0(k, ℓ) for 0 ≤ k ≤ m− 1 and 0 ≤ ℓ by
σ0(k, ℓ) =


k+ℓ+1
2
, (k, ℓ) ∈ D1
ℓ + 1
2
, (k, ℓ) ∈ D2,
k + ℓ− m−2
2
, (k, ℓ) ∈ D3.
(2.5)
The function σ0(k, ℓ) is continuous, separately increasing with resepect to k
and ℓ and, on lines k + ℓ = c with fixed c, decreases with k.
Lemma 2.2. Let ℓ ≥ 0 be an integer and let 0 ≤ k ≤ m − 1. Let σ0 =
σ0(k, ℓ) be as above and σ > σ0. Then, λ
m−1−kA(ℓ)(λ) is a B(Hσ,H−σ)
valued function of λ ∈ R of class Cσ−σ0.
Proof. Define ρ(λ)u(ω) = uˆ(λω) for λ ∈ R and ω ∈ Σ and write Γλ = Γ(λ)
and ρλ = ρ(λ) for shortening formulae. We also write Xσ ≡ B(Hσ, L2(Σ)).
We have (A(λ)u, v) = 〈ρλu, ρλv〉. By differentiation,
ρ
(k)
λ u(ω) =
1
(2π)
m
2
∫
Rm
(iωx)keiλωxu(x)dx =
∑
|α|=k
Cαω
αρλ(x
αu)(ω).
It follows by Leibniz’ rule that
(A(ℓ)(λ)u, v) =
∑
|α|+|β|=ℓ
Cαβ〈ωαρλ(xαu), ωβρλ(xβu)〉.
In terms of Γλ we may write this in the form
λm−1−k(A(ℓ)(λ)u, v) = λ−k
∑
|α|+|β|=ℓ
Cαβ〈ωαΓλ(xαu), ωβΓλ(xβu)〉
It is an elementary to check that σ0 = σ0(k, ℓ) is equal to
max
|α|+|β|=ℓ
min{max(a + |α|+ 1
2
, b+ |β|+ 1
2
) : 0 ≤ a, b ≤ m−1
2
, a+ b = k}.
It follows that, if σ > σ0 then for any α, β such that |α|+ |β| = ℓ we can find
0 ≤ a, b ≤ m−1
2
such that
a+ b = k, a < σ − |α| − 1
2
, and b < σ − |β| − 1
2
. (2.6)
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For these a, b, λ−aΓλ〈x〉|α| and λ−bΓλ〈x〉|β| are Xσ-valued continuous. Indeed,
if a = m−1
2
, then, λ−aΓλ〈x〉|α| = ρλ〈x〉|α| is a Xσ-valued function of class
Cσ−|α|−
m
2 by virtue of Sobolev embedding theorem because σ−|α| > m
2
; if a <
m−1
2
, then, Γλ〈x〉|α| is Xσ-valued function of class Cγ−, γ = min(m2 , σ−|α|− 12)
on λ ∈ [0,∞) which vanishes at λ = 0 along with the derivatives of order up
to [γ], and λ−aΓλ〈x〉|α| is of class Cγ−a as a Xσ-valued function. A similar
proof applies to λ−bΓλ〈x〉|β|. This and the identity
λ−k〈ωαΓλ(xαu), ωβΓλ(xβu)〉 = 〈ωαλ−aΓλ(xαu), ωβλ−bΓλ(xβu)〉
imply that λ 7→ λm−1−kA(ℓ)(λ) is B(Hσ,H−σ) valued continuous on R. To
conclude the proof, it suffices to show that it is of class C(σ−σ0)− when
0 ≤ σ − σ0 ≤ 1. However, if σ > σ0 + 1, a differentiation implies that
〈x〉−σλm−1−kA(ℓ)(λ) is of class C1. The lemma then follows by interpola-
tion.
Corollary 2.3. Let 0 ≤ a ≤ m−1 and b ≥ 0. Let j ≥ 0 and σ > σ0(a, b+j).
Then, λm−1−aA(b)(λ) is a B(Hσ,H−σ)-valued continuous function of λ ∈ R
of class Cj+(σ−σ0)− .
Proof. It suffices to show that λ 7→ λm−1−a−a′A(b+b′)(λ) ∈ B(Hσ,H−σ) are
continuous if a′ + b′ ≤ j and a + a′ ≤ m − 1. This follows from Lemma 2.2
since, on the segment {(k, ℓ) : k + ℓ = a + b + j′, 0 ≤ a ≤ k ≤ m − 1}, σ0
attains its maximum at (a, b+ j′) and σ0(a, b+ j
′) increases with 0 ≤ j′.
The following Lemma 2.4 is a slight improvement of Corollary 2.3 for
small σ. We omit the proof as it is identical with that of Lemma 2.1 of [I]
for the odd dimensional case.
Lemma 2.4. Let 1
2
< σ, τ < 3
2
be such that σ+τ > 2 and define ρ0 = τ+σ−2.
Then, as a B(Hσ,H−τ )-valued function, λm−2A(λ) is of class Cρ for any
ρ < ρ0 in R and of class C
min(σ− 1
2
,τ− 1
2
) in R \ {0}.
Lemma 2.5. (1) Let 1/2 < σ. Then, G0(λ) is a B∞(Hσ,H−σ) valued func-
tion of λ ∈ C+ \ {0} of class C(σ− 12 )−. For non-negative integers j < σ − 1
2
,
‖G(j)0 (λ)‖B(Hσ,H−σ) ≤ Cjσ|λ|−1, |λ| ≥ 1. (2.7)
(2) Let 1
2
< σ, τ < m− 3
2
satisfy σ+ τ > 2. Then, G0(λ) is a B∞(Hσ,H−τ)-
valued function of λ ∈ C+ of class Cρ∗−, ρ∗ = min(τ+σ−2, τ−1/2, σ−1/2).
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Proof. The first statement is well known and follows immediately from (2.3)
and the property of Γ(λ) stated at the beginning of this subsection. By virtue
of Corollary 2.3 and Lemma 2.4, signµ µm−2A(µ) is a B∞(Hσ,H−τ )-valued
function of µ ∈ R since ρ∗ < m − 2. We apply the Privaloff theorem to the
last expression of (2.4). The second statement follows.
The (m − 2)-th derivative of signµ µm−2A(µ) contains Heaviside type
singularity at µ = 0 and, for any large σ, λ 7→ 〈x〉−σG(m−2)0 (λ)〈x〉−σ ∈ B(H)
is not continuous at λ = 0. We now examine this singularity. Let
Jk(λ) =
1
λk
(
G0(λ)−G0(0)− · · · −G(k−1)0 (0)
λk−1
(k − 1)!
)
.
Proposition 2.6. Let m ≥ 4 be even. Then:
(1) Let k = 0, 1, . . . , m − 3 and 0 < ρ < m − 2 − k. Let σ > σ0(k + 1, ρ).
Then Jk(λ) is a B(Hσ,H−σ)-valued function of λ ∈ R of class Cρ.
(2) For 0 < ±λ < 1
8
, G0(λ) has the following expression:
m−4
2∑
j=0
λ2j(−∆)−j−1 + λm−2
(
± iπ
2
A(λ)− log |λ|A(λ)
)
+ λm−2F (λ),
where λ 7→ F (λ) is even and, for k = 0, . . . , m−1, λm−1−kF (λ) satisfies
the same smoothness property as λm−1−kA(λ) as stated in Corollary 2.3
and Lemma 2.4.
Remark that proof of Lemma 2.2 implies that for λ 7→ ∑m−42j=0 λ2j(−∆)−j−1
is a B(H(m−1
2
)+
,H−(m−1
2
)+
) valued polynominal and hence is analytic.
Proof. If k = 0, statement (1) is contained in Lemma 2.5 (2). Let k > 0.
Substituting
∑k−1
j=0 λ
jµ−j−1 + (µ − λ)−1λkµ−k for (µ − λ)−1 in the second
equation of (2.4), we have for λ ∈ C+ that
G0(λ) =
k−1∑
j=0
λj
2
∫ ∞
−∞
µm−j−3signµ A(µ)dµ+ λk
∫ ∞
−∞
µm−1signµ A(µ)udµ
2µk+1(µ− λ) .
Since A(µ) is even, the integrals in the sum vanish for odd j and for even j
1
2
∫ ∞
−∞
µm−j−3signµ A(µ)dµ =
∫ ∞
0
µm−1A(µ)
µj+2
dµ = (−∆)−( j+22 )λj .
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Thus, we have for λ ∈ C+
Jk(λ) =
1
2
∫ ∞
−∞
µm−2−ksignµ A(µ)
µ− λ dµ. (2.8)
If σ > σ0(k+1, ρ) and ρ < m−2−k, µ 7→ µm−2−ksignµ A(µ) ∈ B(Hσ,H−σ)
is of class Cρ by virtue of Corollary 2.3 and (1) follows by Privaloff’s theorem.
(2) We substitute µm−2 = (µ2 − λ2)(µm−4 + λ2µm−6 + · · ·+ λm−4) + λm−2 in
the first of (2.4). The result is:
G0(λ) =
m−4
2∑
j=0
λ2j(−∆)−j−1 + λm−2
∫ ∞
0
µA(µ)
µ2 − λ2dµ, λ ∈ C
+. (2.9)
Take an even function χ ∈ C∞0 (R) such that χ(µ) = 1 for |µ| ≤ 1/4 and
χ(µ) = 0 for |µ| ≥ 1/2, and split the last integral:∫ ∞
0
µA(µ)
µ2 − λ2dµ =
∫ ∞
0
µχ(µ)A(µ)
µ2 − λ2 dµ+
∫ ∞
0
µ(1− χ(µ))A(µ)
µ2 − λ2 dµ (2.10)
The second integral yields a B(H)–valued analytic function of λ in a neigh-
bourhood of the interval (−1
8
, 1
8
) and we include it in F (λ). We denote
B(µ) = χ(µ)A(µ), write the first integral in the form
1
2
(∫ ∞
0
B(µ)
µ+ λ
dµ+
∫ ∞
0
B(µ)
µ− λdµ
)
(2.11)
and take the boundary values at −1
8
< λ < 1
8
:
1
2
(∫ 1
0
B(µ)
µ+ |λ|dµ± iπB(λ) + p.v.
∫ ∞
0
B(µ)
µ− |λ|dµ
)
, 0 < ±λ < 1
8
. (2.12)
To fix the idea we let 0 < λ < 1
8
. We split the domain of integral of the
second integral [0,∞) = [0, 2λ)∪ [2λ,∞). The integral over [2λ,∞) is equal
to
∫ 1
λ
B(µ − λ)µ−1dµ, and we add it to the first integral which is equal to∫ 1
λ
B(λ+ µ)µ−1dµ. We write the sum in the form
(∫ 1
0
−
∫ λ
0
)
B(µ+ λ) +B(µ− λ)− 2B(λ)
2µ
dµ− (log λ)A(λ)
and add this to
p.v.
∫ 2λ
0
B(µ)
µ− λdµ =
∫ λ
0
(B(λ+ µ)−B(λ− µ))
2µ
dµ.
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We arrive at the desired expression with
F (λ) =
∫ ∞
0
µ(1− χ(µ))A(µ)
µ2 − λ2 dµ−
∫ λ
0
(B(λ− µ)− B(λ))
µ
dµ
+
∫ 1
0
B(µ+ λ) +B(µ− λ)− 2B(λ)
2µ
dµ. (2.13)
It is immediate to check that F (λ) = F (−λ). We prove that λm−1−kF (λ)
satisfies the desired smoothness properties on (−1
8
, 1
8
). The first integral
defines a B(H)-valued analytic as remark above and we ignore it. Let k =
m−1 first. We have σ(m−1, j) = j+ m
2
. Hence, if σ > m
2
and 0 ≤ t < σ− m
2
,
B(µ) is a B(Hσ,H−σ)valued function of class Ct and the last two integrals
satisfy the same property. Indeed, if 0 < t < 1. Then∥∥∥∥
∫ λ+h
λ
B(λ+ h− µ)− B(λ+ h)
µ
dµ
∥∥∥∥ ≤
∫ λ+h
λ
µt−1dµ ≤ Cht.
Since ‖(B(λ+ h− µ)−B(λ+ h))− (B(λ− µ)−B(λ))‖ ≤ Cmin(µt, ht),∥∥∥∥
∫ λ
0
((B(λ+ h− µ)− B(λ+ h))− (B(λ− µ)− B(λ)))dµ
µ
∥∥∥∥
≤
∫ h
0
Cµt−1dµ+ Cht
∫ λ
h
dµ
µ
≤ Cht(1 + | logh|)ht.
This prove that the first integral on the right of (2.13) is of class Ct− . When
t ≥ 1, we differentiate it and apply similar estimates. In this way we prove
that it is of class C(σ−
m
2
)− . The proof for the second integral is simplier. We
next let 0 ≤ k ≤ m− 2. Write m− 1− k = t,
λt
∫ λ
0
B(λ− µ)−B(λ)
µ
dµ =
∫ λ
0
(λ− µ)tB(λ− µ)− λtB(λ)
µ
dµ
+
t∑
ℓ=1
(
t
ℓ
)∫ λ
0
µℓ−1(λ− µ)t−ℓB(λ− µ)dµ (2.14)
The argument for the case k = 0 implies that the first integral on the right
satisfies the same smoothness property as λm−1−kA(λ) as stated in Corollary
2.3. We write the second integral in the form∫ λ
0
µt−ℓ(λ− µ)ℓ−1B(µ)dµ = (ℓ− 1)!
∫ λ
0
· · ·
∫ s2
0
∫ s1
0
µt−ℓB(µ)dµds1 . . . dsℓ−1
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Since σ(k, j) ≥ σ(k − ℓ, j − ℓ) for any k, ℓ ≥ 0, the operator valued function
defined by the right hand side enjoys the desired smoothness property. To
prove the same for the last integral in (2.13):∫ 1
0
B(µ+ λ)− B(λ)
2µ
dµ+
∫ 1
0
B(µ− λ)− B(λ)
2µ
dµ, (2.15)
we multiply it by λt, t = m − 1 − k and write the resulting function as in
(2.14). For the first integral, as previously, it suffices to show∫ 1
0
(λ+ µ)t−ℓB(λ + µ)µℓ−1dµ =
∫ λ+1
λ
µt−ℓB(µ)(µ− λ)ℓ−1dµ (2.16)
satisfies the desired property. However, the derivative of the right side is
(λ+ 1)t−ℓB(λ+ 1) + (ℓ− 1)
∫ λ+1
λ
µt−ℓB(µ)(µ− λ)ℓ−2dµ
and the first term is as smooth as λm−1A(λ) as 7
8
< 1+ λ when −1
8
< λ < 1
8
.
Thus, by induction, (2.16) satisfies the desired property. The same holds for
the second integral of (2.15). We omit the details.
2.2 Born Terms
If we formally expand the right of G(λ)V = (1+G0(λ)V )
−1G0(λ)V into the
series
∑∞
n=1(−1)n−1(G0(λ)V )n and substitute it for G(λ)V in the stationary
formula (1.8), then we have W = 1− Ω1 + Ω2 − · · · where
Ωnu =
1
πi
∫ ∞
0
(G0(λ)V )
n(G0(λ)−G0(−λ))uλdλ, n = 1, 2, . . . .
The sum I−Ω1+ · · ·+(−1)nΩn is called the n-th Born approximation ofW−
and individual Ωn is called the n-Born term. The following lemma is proved
in any dimension m ≥ 3 ([21]) and it will be used for studying both the low
and the high energy parts of W .
Lemma 2.7. Let σ > 1/m∗. Then there exists a constant C > 0 such that
‖Ω1u‖W k,p ≤ C
∑
|α|≤k
‖F〈x〉σ(∂αV )‖Lm∗ (Rm)‖u‖W k,p, (2.17)
‖Ωnu‖W k,p ≤ Cn
( ∑
|α|≤k
‖F〈x〉2σ(∂αV )‖Lm∗ (Rm)
)n
‖u‖W k,p, n = 2, . . .(2.18)
for any 1 ≤ p ≤ ∞.
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3 Threshold singularities
The resolvent G(λ) = (H − λ2)−1 of H = −∆ + V is a B(H)-valued mero-
morphic function of λ ∈ C+ with possible poles iκ1, . . . , iκn on iR+ such
that −κ21, . . . ,−κ2n are eigenvalues of H and outside the poles we have
G(λ) = (1 +G0(λ)V )
−1G0(λ), λ ∈ C+. (3.1)
For λ ∈ R, G0(λ)V ∈ B∞(H−γ) for all 12 < γ < δ − 12 and 1 + G0(λ)V ,
λ 6= 0, is invertible if and only if λ is an eigenvalue of H ([1]). Since positive
eigenvalues are absent from H ([13]), (3.1) is satisfied for all λ ∈ C+\{0} and
G(λ) considered as aB(Hγ,H−γ) valued function satisfies the same regularity
properties as G0(λ) as stated in Lemma 2.5 except possibly at λ = 0. We
omit the proof of the following well known lemma (see [1], [15]).
Lemma 3.1. Let 1
2
< γ < δ − 1
2
. Then, G(λ) is a B∞(Hγ ,H−γ) valued
function of λ ∈ C+ \ {0} of class C(γ− 12 )− . For 0 ≤ j < γ − 1
2
,
‖G(j)(λ)‖B(Hγ ,H−γ) ≤ Cjγ|λ|−1, |λ| ≥ 1. (3.2)
Following [11], with D0 = G0(0) as in Proposition 2.6 we define:
N = {φ ∈ H−γ : (1 +D0V )φ = 0} . (3.3)
It is well known ([11], [24]) that N is finite dimensional and it is independent
of 1/2 < γ < δ − 1/2; −(V u, u) defines an inner product of N ; and if
{φ1, . . . , φd} is an orthonormal basis of N , {−V φ1, . . . ,−V φd} is the dual
basis of the dual space N ∗ = {ψ ∈ Hγ : (1 + V G0(0))ψ = 0}. It follows that
the spectral projection Q in H−γ for the eigenvalue −1 of G0(0)V is given
by Q = −∑dj=1 φj ⊗ (V φj). We set Q = 1−Q.
Lemma 3.2. Let D2 be as in Proposition 2.6 and let φ ∈ N . Then:
V φ ∈ H(δ+m−42 )−; |(D2V φ)(x)| ≤ C〈x〉
4−m and D2V φ ∈ H(m−82 )−. (3.4)
Proof. The lemma follows since φ ∈ N satisfy |φ(x)| ≤ C〈x〉−(m−2) and D2
has the integral kernel C|x− y|4−m.
By virtue of (3.4), N coincides with the eigenspace E ofH with eigenvalue
0 if m ≥ 6 and the following defnition is consistent with the one given in the
introduction.
Definition 3.3. We say that the operator H is of generic type if N = {0}
and that H is of exceptional type if otherwise.
15
3.1 Generic Case
When H is of generic type, G(λ) as a B(Hγ,H−γ) valued function, 12 < γ <
δ − 1
2
, satisfies the same regularity properties as G0(λ) as stated in Lemma
2.5 on R. We write M(λ) = I +G0(λ)V in what follows.
Definition 3.4. For an integer ρ > 0 and a Cρ−1 function f(λ) defined on
an open interval I containing 0 we say f is of class Cρ∗ on I if f ∈ Cρ(I \{0})
and it satisfies ‖f (ρ)(λ)‖ ≤ C〈log λ〉N for constants C > 0 and N > 0, λ 6= 0.
Lemma 3.5. Let 1
2
< γ, τ < δ − 1
2
be such that γ + τ > 2. Let ρ0 =
min(γ− 1/2, δ− γ− 1/2) and ρ∗ = min(γ− 1/2, τ − 1/2, τ + γ− 2). Suppose
H is of generic type. Then:
(1) If ρ0 ≤ m−2, M−1(λ) is a B(H−γ) valued function of λ of class C(ρ0)−.
If ρ0 > m− 2, it is of class C(ρ0)− for λ 6= 0 and of class Cm−2∗ on R.
(2) For any λ ∈ R, M(λ)−1−1 may be extended to a bounded operator from
H−δ+γ to H−τ . If ρ∗ ≤ m−2, it is a B(H−δ+γ ,H−τ )-valued function of
class C(ρ∗)− . If ρ∗ > m− 2, it is of class C(ρ∗)− for λ 6= 0 and of class
Cm−2∗ on R. If m = 4 and ρ∗ > 3, λ(M(λ)
−1− 1) is of class C(ρ∗)− for
λ 6= 0 and of class C3∗ on R.
Proof. We prove the estimates ‖∂m−2λ M−1(λ)‖B(H−δ+γ ,H−τ ) ≤ C〈log λ〉 only,
assuming ρ∗ > m − 2, as the rest may be proved, by virtue of Lemma 2.5,
by an almost word by word repetition of the proof of Lemma 2.7 of [I]. By
using the identity ∂λM
−1(λ) = −M−1(λ)G′0(λ)VM−1(λ) we m − 2 times
formally differentiate M−1(λ)− I. This produces a linear combination over
j1 + · · · jk = m− 2, j1, . . . , jk ≥ 1 of
M−1(λ)G
(j1)
0 (λ)VM
−1(λ) · · ·M−1(λ)G(jk)0 (λ)VM−1(λ).
If k ≥ 2, this is bounded in B(H−δ+γ,H−τ ) near λ = 0 by the proof of Lemma
2.7 of [I]; and if k = 1, this is bounded by C〈log λ〉 by virtue of Proposition
2.6 (2) and of the estimate
‖∂m−2λ (λm−2 log λA(λ))‖B(Hγ ,H−τ ) ≤ C〈log λ〉, |λ| < 1
obtained via Corollary 2.3 and Lemma 2.2. The desired estimate follows.
3.2 Exceptional Case
In this subsection we assume H is of exceptional type. Then (1+G0(λ)V )
−1
is singular at λ = 0. When m is even, the logarithmic singularities appear in
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addition to those due to the 0 eigenspace of H and the analysis becomes more
complex than in odd dimensions. In this subsection we prove the following
expansion formulae for (1 + G0(λ)V )
−1. Recall that P0 is the orthogonal
projection onto the zero eigenspace of H .
Proposition 3.6. (1) Let m = 6 and |V (x)| ≤ C〈x〉−δ with δ > 10. Then,
with E(λ) such that V E(λ) satisfies the condition (K)ρ with ρ > m+ 1,
(1 +G0(λ)V )
−1 − 1 = P0V
λ2
+
m−2
2∑
j=0
2∑
k=1
Djkλ
j logk λ+ E(λ). (3.5)
Here Djk are finite rank operators of the form
Djk = P0V D
(1)
jk P0V +D
(2)
jk P0V + P0V D
(3)
jk , (3.6)
where D
(1)
jk ∈ B(N ), D(2)jk ∈ B(N ,H−3+), D(3)jk ∈ B(H−δ+3+ ,N )
(2) Let m ≥ 8 and |V (x)| ≤ C〈x〉−δ with δ > m+ 3. Then, with E(λ) such
that V E(λ) satisfies the condition (K)ρ with ρ > m+ 1,
(1 +G0(λ)V )
−1 − 1 = P0V
λ2
+ cmϕ⊗ (V ϕ)λm−6 log λ+ E(λ). (3.7)
Here ϕ = P0V with V being considered as a function. If m ≥ 12, then
cmϕ⊗ (V ϕ)λm−6 log λ may be included in E(λ).
The rest of this subsection is devoted to the proof of Proposition 3.6. We
use the following lemma as in the odd dimensional case.
Lemma 3.7. Let X = X0+˙X1 be a direct sum decomposition of a vector
space X . Suppose that a linear operator L in X is written in the form
L =
(
L00 L01
L10 L11
)
in this decomposition and that L−100 exists. Set C = L11 − L10L−100 L01. Then,
L−1 exists if and only if C−1 exists. In this case
L−1 =
(
L−100 + L
−1
00 L01C
−1L10L
−1
00 −L−100 L01C−1
−C−1L10L−100 C−1
)
. (3.8)
Using the spectral projections Q and Q = 1 − Q, we decompose H−γ =
QH−γ+˙N as a direct sum. With respect to this decomposition, we write
M(λ) =
(
QM(λ)Q QM(λ)Q
QM(λ)Q QM(λ)Q
)
≡
(
L00(λ) L01(λ)
L10(λ) L11(λ)
)
, (3.9)
17
where the right side is the definition. We begin by studying L−100 (λ). Since
L00(0) ∈ B(QH−γ) is invertible by the separation of spectrum theorem for
compact operators, L00(λ) is also invertible for small |λ| < λ0. We omit the
proof of the following lemma which is similar to that of Lemma 3.5.
Lemma 3.8. Let 1
2
< γ, τ < δ− 1
2
and γ+ τ > 2. Let ρ0 = min(γ− 1/2, δ−
γ − 1/2) and ρ∗ = min(γ − 1/2, τ − 1/2, τ + γ − 2). Then:
(1) If ρ0 ≤ m − 2, L−100 (λ) is a B(QH−γ) valued function of λ ∈ (−λ0, λ0)
of class C(ρ0)−. If ρ0 > m − 2, it is of class C(ρ0)− for λ 6= 0 and of
class Cm−2∗ on (−λ0, λ0).
(2) For any λ ∈ R, L−100 (λ) − Q may be extended to a bounded operator
from QH−δ+γ to QH−τ . If ρ∗ ≤ m − 2, it is of class C(ρ∗)− as a
B(QH−δ+γ , QH−τ )-valued function. If ρ∗ > m − 2, then it is of class
C(ρ∗)− for λ 6= 0 and of class Cm−2∗ on (−λ0, λ0).
Removing the singular part −λm−2 log λA(λ) from G0(λ), we define
G0reg(λ) = G0(λ) + λ
m−2 log λA(λ), N(λ) = Q(1 +G0reg(λ)V )Q.
If γ and ρ0 is as in Lemma 3.8, Proposition 2.6 implies that N(λ) is a
B(QH−γ) valued function of λ ∈ R of class C(ρ0)− and N(λ) is invertible
in QH−γ for λ ∈ (−λ0, λ0) if λ0 > 0 is chosen small enough. We write
L˜(λ) = L−100 (λ)−Q, X(λ) = N−1(λ), X˜(λ) = X(λ)−Q. (3.10)
We omit the proof of the following lemma which is also similar to that of
Lemma 3.5.
Lemma 3.9. Let γ, τ and ρ0, ρ∗ be as in Lemma 3.8. Then:
(1) X(λ) is a B(QH−γ) functions of λ ∈ (−λ0, λ0) of class C(ρ0)− .
(2) For λ ∈ (−λ0, λ0), X˜(λ) extends to a bounded operator from QH−δ+γ
to QH−τ and it is B(QH−δ+γ , QH−τ )-valued function of class C(ρ∗)−.
We define Y (λ) = L−100 (λ)−X(λ). In what follows we shall often use the
arguments similar to the ones which will be used in (i) to (iv) of the proof of
the following corollary. We use the following elementary lemma which follows
by a direct estimate:
Lemma 3.10. Suppose f(x) is of class Cs0∗(R), 0 < s ≤ 1, then log x f(x)
is of class C
s−
0∗ (R).
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Corollary 3.11. Let γ, τ and ρ∗ be as in Lemma 3.8 and j, k = 0, 1, . . ..
Then, Yjk(λ) ≡ λj(log λ)kY (λ), λ 6= 0, may be extended to a bounded operator
from QH−δ+γ to QH−τ . Define Yjk(0) = 0. If ρ∗ ≤ m − 2, then Yjk(λ) is
of class C(ρ∗)− as a B(QH−δ+γ , QH−τ )-valued function of λ ∈ (−λ0, λ0). If
ρ∗ > m−2, then it is of class C(ρ∗)− for λ 6= 0 and of class Cm−2∗ on (−λ0, λ0).
Proof. We insert L−100 (λ) = Q+ L˜(λ) and X(λ) = Q + X˜(λ) into
Y (λ) = L−100 (λ)(λ
m−2 log λQA(λ)V Q)X(λ) (3.11)
This produces four terms and the smoothness property of each operator out-
side λ = 0 is easy to check. We we treat them near λ = 0.
(i) λm−2 log λQA(λ)V Q enjoys the desired property by virtue of Lemma 2.4;
(ii) To see the same for L˜(λ)(λm−2 log λQA(λ)V Q), we compute the l-th
derivative via Leibniz’ formula. If l = a + b < ρ∗, we choose κ such that
b+ 1
2
< κ < δ − a− 1
2
, τ + (δ − κ) > 2 and κ+ γ > 2. This is possible since
δ − a − 1
2
> b + 1
2
, b + 1
2
< δ + τ − 2 and 2 − γ < δ − a − 1
2
. Then, as a
B(QH)-valued function,
〈x〉−τ L˜(a)(λ)〈x〉κ · 〈x〉−κ(λm−2 log λQA(λ)V Q)(b)〈x〉δ−γ
is continuous with respect to λ ∈ (−λ0, λ0) \ {0}. If b < m − 2, this is
continuous also at λ = 0, and is bounded by 〈log λ〉 if b = m− 2.
(iii) The argument which is entirely similar to the one used in (ii) proves that
Q(λm−2 log λA(λ))V QX˜(λ) satisfies the corollary.
(iv) In view of the result in (ii), we estimate for l = a+ b < ρ∗
〈x〉−τ{L˜(λ)λm−2 log λQA(λ)V Q}(a)〈x〉κ · 〈x〉−κX˜(b)〈x〉δ−γ
by choosing κ such that b+ 1
2
< κ < δ−a− 1
2
, τ+δ−κ > 2 and κ+γ > 2. Such
κ exists by the same reason as in (ii). Then, as a B(QH)-valued function,
this is continuous with respect to λ ∈ (−λ0, λ0) \ {0}. If a < m − 2 it is
continuous also at λ = 0, and is bounded by 〈log λ〉 if a = m − 2. Hence
L˜(λ)(λm−2 log λQA(λ)V Q)X˜(λ) has the desired property.
Since the logarithmic singularity appears in the form λm−2 log λ A(λ) in
G0(λ) as in Proposition 2.6 and λ
m−2 log λ is less singular in higher dimen-
sions, the proof of the proposition becomes easier as the spatial dimension
m increases. Thus, we study the case m = 6 first and then discuss the case
m ≥ 8 only briefly. In what follows we shall indiscrimately write E0(λ) for
B(N ) valued functions which satisfy the following property for some N ≥ 0:
E0(λ) is of class C
m+2
2 ((−λ0, λ0) \ {0}) and C m−22 (−λ0, λ0) and
‖E(
m
2
)
0 (λ)‖ ≤ C〈log λ〉N , ‖λE(
m+2
2
)
0 (λ)‖ ≤ C〈log λ〉N .
(3.12)
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Note that the function of class C
m+2
2
∗ on (−λ0, λ0) clearly satisfies the condi-
tion (3.12). We often omit the variable λ of operator valued functions. Note
that m− 2 ≥ m+2
2
when m ≥ 6 with strict inequality when m > 6.
3.2.1 Proof of Proposition 3.6 for m = 6
In view of Lemma 3.7, we first study C(λ) = L11 − L10L−100 L01. We have
G0(λ) = D0 + λ
2D2 − λ4(log λ)A(λ) + λ4F (λ)
by virtue of Proposition 2.6. Since (1 +D0V )Q = Q(1 + V D0) = 0,
L11(λ) = λ
2Q(D2 − λ2 log λA(λ) + λ2F (λ))V Q.
L01(λ) = λ
2Q(D2 − λ2 log λA(λ) + λ2F (λ))V Q.
L10(λ) = λ
2Q(D2 − λ2 log λA(λ) + λ2F (λ))V Q.
(3.13)
We know that QD2V Q is invertible in N and (QD2V Q)−1 = P0V , P0V Q =
P0V and V QP0 = V P0. Then, C(λ) may be written in the form
C(λ) = λ2(QD2V Q)(1− P0V E∗2(λ)), (3.14)
E∗2(λ) = λ
2F00 + λ
2 log λF01 + λ
4F20 + λ
4 log λF21 + λ
2E0(λ),
where F00(λ), F01(λ), F20(λ) and F21(λ) are defined by
F00(λ) = −Q(F (λ)−D2V QL−100 QD2)V Q, F01 = QA(λ)V Q,
F20(λ) = Q(F (λ)V QL
−1
00 QD2 +D2V QL
−1
00 QF (λ))V Q,
F21(λ) = −Q(A(λ)V QL−100 QD2 +D2V QL−100 QA(λ))V Q,
(3.15)
and E0(λ) = λ
4Q(log λA(λ)−F (λ))V QL−100 (λ)Q(log λA(λ)−F (λ))V Q is of
class C4∗ thanks to (3.4) (recall δ > 10). We write F˜jk(λ) for the operator
obtained from Fjk(λ) of (3.15) by replacing L
−1
00 (λ) by X(λ) = N
−1(λ).
Lemma 3.12. As B(N )-valued functions of λ ∈ (−λ0, λ0),
(1) F00(λ), F20(λ) and F21(λ) are of class C
4
∗ ;
(2) F˜00(λ), F01(λ), F˜20(λ) and F˜21(λ) are of class C
(δ−4)− ;
(3) QA(λ)V QL˜(λ)QF (λ)V Q is of class C4∗ ;
(4) QA(λ)V QX˜(λ)QF (λ)V Q is of class C(δ−4)− .
The same holds for the operators which are obtained by replacing one or both
of A(λ) and F (λ) by the other operator.
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Proof. We prove statements (2). The proof for others is similar.
(i) Proposition 2.6 and properties (3.4) of φ ∈ N imply that QF (λ)V Q is of
class C(δ−2)− ; and the operators QF (λ)V QD2V Q and QD2V QF (λ)V Q are
of class C(δ−4)− . The same holds when F (λ) is replaced by A(λ).
(ii) By virtue of Lemma 3.9 and (3.4), QD2V X(λ)D2V Q is of class C
(δ− 3
2
)− .
(iii) QF (λ)V X˜(λ)D2V Q is of class C
(δ− 7
2
)−. To see this we differentiate it
by λ by using Leibniz’ formula. Then, by virtue of Lemma 3.9 and (3.4), for
some ε > 0, 〈x〉−δ−1+εF (k1)(λ)V X˜(k2)(λ)〈x〉1+ε is B(H)-valued continuous as
long as
k1 + 3 + k2 +
1
2
< δ, k1 + 3 < δ + 1, k2 +
1
2
< δ − 1
and the latter inequalities trivially hold if k1+ k2 < δ− 72 . Similar argument
implies that the same holds for QD2V QX˜(λ)QF (λ)V Q and for the operators
obtained by replacing F (λ) by A(λ).
Combining (i), (ii) and (iii) we obtain statement (2).
Lemma 3.13. There exist λ0 > 0 such that for λ ∈ (−λ0, λ0) \ {0} C(λ) is
invertible in N and C(λ)−1 may be written in the form
λ−2P0V + P0V
(
log λD10 +
∑
1≤k≤j≤2
λj(log λ)kDjk + E0(λ)
)
P0V (3.16)
with Djk ∈ B(N ) and a B(N )-valued C4∗ function E0(λ).
Proof. By virtue of Lemma 3.12, ‖P0V E∗2(λ)‖ → 0 as λ→ 0. It follows that
C(λ) is invertible for small λ 6= 0 and
C−1(λ) = λ−2
∞∑
n=0
(P0V E
∗
2(λ))
nP0V
Here λ−2
∑∞
n=3(P0V E
∗
2(λ))
nP0V is of the form P0V E0(λ)P0V with a C
4
∗ func-
tion E0(λ) again by Lemma 3.12. We also put all terms into E0(λ) which is
produced by λ−2
∑2
n=1(P0V E
∗
2(λ))
nP0V and which do not contain any log λ
factors or contain factors λj with j ≥ 3. In this way we obtain
C−1(λ) = λ−2P0V + log λP0V F01P0V
+λ2 log λP0V (F21 + F00P0V F01 + F01P0V F00)P0V
+λ2 log2 λ(P0V F01)
2P0V + E0(λ).
(3.17)
The equation (3.17) remains valid if F00, F01 and F21 are replaced by F˜00, F˜01
and F˜21 respectively because the difference is of class C
4
∗ by virtue of Corollary
3.11. We then expand various operators in the resulting equation in powers
of λ by using Taylor’s formula. More specifically, we expand
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(a) P0V F01(λ)P0V = P0V A(λ)V P0V upto the order λ
2 with the remainder
λ3R1(λ), R1(λ) being a B(N )-valued function of class Cρ for any ρ < δ−5 by
virtue of the property (3.4) of eigenfunctions and of Lemma 2.2. It follows,
since δ − 5 > 4, that λ3 log λR1(λ) satisfies property (3.12) and it can be
absorbed into E0(λ);
(b) If we replace P0V (F21(λ) +F00(λ)P0V F01(λ) +F01(λ)P0V F00(λ))P0V by
the constant operator obtained by setting λ = 0, the difference is λ times
a B(N )-valued function R2(λ) of class Cρ for any ρ < δ − 5 by virtue of
Lemma 3.12, and λ3 log λR2(λ) may be put into E0(λ).
(c) If we replace A(λ) by A(0) in (P0V F01(λ))
2P0V = (P0V A(λ)V P0)
2V ,
then the difference is λ times a B(N )-valued function R3(λ) of class C4 and
λ3 log2 λR3(λ) may be absorbed into E0(λ).
Equation (3.17) and (a), (b) and (c) imply the lemma.
We denote Cr(λ) = C
−1 − λ−2P0V , the second member of (3.16).
Lemma 3.14. There exist λ0 > 0 such that for λ ∈ (−λ0, λ0) \ {0}
L−100 (λ)L01(λ)Cr(λ) = λ
2 log λD
(1)
21 P0V +R01(λ)P0V. (3.18)
Here D
(1)
21 ∈ B(N ,H(−1)−) and R01(λ) is such that as B(N ,H) valued func-
tions, 〈x〉−(σ+1)+R01(λ) is of class Cσ for 0 ≤ σ ≤ 2; for σ = 3 and 4,
〈x〉−(σ+ 12 )+R01(λ) is of class Cσ for λ 6= 0 and for some N > 0
‖〈x〉−( 72 )+R(3)01 (λ)‖B(N ,H) + ‖〈x〉−(
9
2
)+λR
(4)
01 (λ)‖B(N ,H) ≤ C〈log λ〉N . (3.19)
Proof. Since L01 = Q(1 + G0V )Q is a B(N ,H−(γ+ 1
2
)+
)-valued function of λ
of class Cγ for γ < 4 and of class C4∗ if γ ≥ 4, Lemma 3.8 implies that
L−100 L01(λ)E0(λ)P0V = (QL01(λ)E0(λ) + L˜(λ)L01(λ)E0(λ))P0V
satisfies the same property. We have only to consider λj(log λ)kL−100 L01Djk.
(In this proof we ignore the factor P0V for shortening formulas). As a
B(N ,H−(γ+ 1
2
)+
)-valued function λ4+j(log λ)kQ(log λA(λ) + F (λ))V Q is of
class Cγ if γ < 4 and of class C4∗ if γ ≥ 4 by virtue of Corollary 2.3, Lemma
2.4 and Proposition 2.6. It follows by writing again L−100 = Q + L˜(λ) and
applying Lemma 3.8 that
L−100 (λ)(λ
m−2+j(log λ)kQ(log λA(λ) + F (λ))V Q)Djk
shares this property. Writing L−100 = Q+ Y + X˜ , we are left with
λ2+j(log λ)kL−100 (λ)QD2V QDjk = λ
2+j(log λ)kQD2V QDjk
22
+λ2+j(log λ)kY (λ)QD2V QDjk + λ
2+j(log λ)kX˜(λ)QD2V QDjk (3.20)
Recalling that QD2V ∈ B(N ,H−1−ε) for any ε > 0, we put the first term
on the right to λ2 log λD
(1)
21 if j = 0 and into R01(λ) otherwise. Note that
if j = 0, we have only k = 1 term, see (3.16). Corollary 3.11 with γ =
δ − 1 − ε and τ = σ + 1 + ε implies that the second term may also be put
into R01(λ). To deal with the last term, we write X˜(λ) = X˜(0) + (X˜1(λ)−
X˜(0)). Remarking that X˜(0)QD2V Q ∈ B(N ,H− 1
2
−ε) for any ε > 0 we
put λ2+j(log λ)kX˜(0)QD2V QDjk into λ
2 log λD
(1)
21 if j = 0 and into R01(λ)
otherwise. Finally,
λ2+j(log λ)k(X˜(λ)− X˜(0))QD2V QDjk
may also be put into R01(λ). This can be seen by diffentiating via Leibniz’
rule and by applying Lemma 3.9. This completes the proof.
Recall σ0(3, σ) =
σ
2
+ 2 for σ ≤ 3. In the following two lemmas, we set
γ(σ) =
{
max(σ0(3, σ), 3), if σ < 2,
σ + 1, if 2 ≤ σ ≤ 4. (3.21)
We remark that the condition δ > 10 = m + 4 when m = 6 is originated
friom the fact that γ(0) = 3 and that, for V R02(λ)P0V and V P0V R30(λ) to
satisfy the property (K)ρ with ρ > m+ 1, we need δ − 3 > m+ 1.
Lemma 3.15. With D
(2)
2,1 ∈ B(N ,H(−3)−) and R02(λ), we have
L−100 (λ)L01(λ)C
−1(λ) = λ2 log λD
(2)
2,1P0V +R02(λ)P0V. (3.22)
where, as a B(N ,H) valued functions, 〈x〉−γ(σ)+R02(λ) is of class Cσ on
(−λ0, λ0) for 0 ≤ σ ≤ 2, for λ 6= 0 for σ = 3, 4 and
‖〈x〉−4+R(3)02 (λ)‖B(N ,H) + ‖〈x〉−5+λR(4)02 (λ)‖B(N ,H) ≤ C〈log λ〉. (3.23)
Proof. In view of Lemma 3.14 it suffices to prove the lemma with λ−2P0V in
place of C−1(λ). We multiply the following by L−100 (λ) from the left:
L01(λ)λ
−2P0V = QD2V P0V − λ2 log λQA(λ)V P0V + λ2QF (λ)V P0V.
(i) We may include L−100 (λ)QD2V P0V = (Q + L˜(λ))QD2V P0V into R02(λ)
by virtue of Lemma 3.8.
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(ii) In L−100 (λ)Qλ
2 log λA(λ)V P0V we substitute Y (λ) + X˜(λ) + Q for L
−1
00 .
We may put Y (λ)Qλ2 log λA(λ)V P0V = λ
2 log λ Y (λ) · QA(λ)V P0V into
R02(λ) by virtue of Corollary 3.11. We write in the form
λ2 log λX˜(λ)QA(λ)V = λ2 log λX˜(0)QA(0)V
+λ2 log λ(X˜(λ)− X˜(0))QA(0)V + λ2 log λX˜(λ)(A(λ)−A(0))V. (3.24)
Then, X˜(0)QA(0)V ∈ B(N ,H(− 1
2
)−
) and we put the first term on the right
into λ2 log λD
(2)
21 ; it is easy to check by using Lemma 3.9 (2) that the last
two terms satisfy the properties of R02(λ). We write Qλ
2 log λA(λ)V P0V as
Qλ2 log λA(0)V P0V +Qλ
2 log λ (A(λ)− A(0))V P0V.
Since QA(0)V P0V ∈ B(N ,H−3+), we put the first term into λ2 log λD(2)21 .
It can be checked that the second term satisfies the properties of R02 by
differentiating it by λ and by applying Lemma 2.2 and Corollary 2.3.
(iii) Since λ2F (λ)V is also is of class Cσ as a B(N ,H−γ(σ)+)-valued function
by virtue of Proposition 2.6, we may put L−100 (λ)Qλ
2F (λ)V P0V into R02(λ).
This completes the proof.
We omit the proof of the following lemma which goes entirely in parallel
with that of the previous Lemma 3.15.
Lemma 3.16. There exists an operator D
(3)
12 ∈ B(H(−δ+3)+ ,N ) and an op-
erator valued function R03(λ) which satisfies the property below such that
C−1L10(λ)L00(λ) = λ
2 log λP0V D
(3)
k + P0V R30(λ). (3.25)
Here, as a B(H,N ) valued function, R03(λ)〈x〉(δ−γ(σ))− is of class Cσ on
(−λ0, λ0) if 0 ≤ σ ≤ 2, for λ 6= 0 if σ = 3, 4, and with some N > 0
‖R(3)03 (λ)〈x〉(δ−γ(3))−‖B(H,N ) + ‖R(4)03 (λ)〈x〉(δ−γ(4))−λ‖B(H,N ) ≤ C〈log λ〉N .
Since V P0V E0(λ)P0V , V R01(λ)P0V , V R02(λ)P0V and V P0V R03(λ) sat-
isfy property (K)ρ with ρ > m+1, the following lemma completes the proof
of Proposition 3.6 for m = 6.
Lemma 3.17. The operator valued function V L−100 L01C
−1L10L
−1
00 satisfies
the condition (K)ρ with ρ > m+ 1.
Proof. We substitute λ−2P0V + Cr(λ) for C(λ) and write L01λ
−2P0V L10 in
the form
Q(λD2 − λ3 log λA(λ) + λ3F (λ))V P0V (λD2 − λ3 log λA(λ) + λ3F (λ))Q.
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It follows by virtue of Corollary 2.3 that this is a B(H−δ+σ0(2,j)+ ,H−σ0(2,j)+)-
valued function of class Cj on (−λ0, λ0) for 0 ≤ j ≤ 2, on (−λ0, λ0) \ {0} for
j = 3 and j = 4, and the thrid and fourth derivatives are bounded by C〈log λ〉
and C|λ|−1〈log λ〉 in respective norms. It follows, by writing L−100 (λ) = Q +
(L−100 − Q) as usual, that V L−100 L01(λ−2P0V )L10L−100 satisfies the condition
(K)ρ with ρ > m+ 1. It is then obvious that so does V L
−1
00 L01Cr(λ)L10L
−1
00 .
The lemma follows.
3.2.2 The case m ≥ 8 is even
Let now m ≥ 8. Define F0(λ), F1(λ) and F2(λ) by
F0(λ) = D0 + λ
2D2 + · · ·+ λm−4Dm−4 + λm−2F (λ)
F2(λ) = D2 + · · ·+ λm−6Dm−4 + λm−4F (λ),
F4(λ) = D4 + · · ·+ λm−8Dm−4 + λm−6F (λ)
so that G0(λ) = F0(λ) − λm−2 log λA(λ), F0 = D0 + λ2F2(λ) and F2(λ) =
D2 + λ
2F4(λ). Since (1 +D0V )Q = 0, we then have
L11(λ) = λ
2Q(D2 + λ
2F4(λ)− λm−4 log λA(λ))V Q; (3.26)
and L10(λ) and L01(λ) are obtained from (3.26) by replacing one of Q by Q as
in (3.13). Recall that (QD2V Q)
−1 = P0V , V QP0 = V P0 and P0V Q = P0V .
Lemma 3.18. Let ϕ = P0V where V is considered as a function. Then there
exists λ0 such that
C−1(λ) = λ−2P0V + cmλ
m−6 log λϕ⊗ (V ϕ) + P0V E0(λ)P0V, (3.27)
where cm = (2π)
−m
2 (m!!)−1 and E0(λ) is a B(N )-valued function of λ ∈
(−λ0, λ0) which satisfies the property (3.12).
Proof. In this proof the smoothness of operator valued functions will be ref-
erered to as B(N ) valued functions. By virtue of Proposition 2.6, E01(λ) ≡
QF2(λ)V Q is of class C
m+2
2 . Likewise Lemma 3.8, Proposition 2.6, property
(3.4) of φ ∈ N and that 2(m− 4) > m+2
2
imply that
E02(λ) ≡ λ2(m−4)(log λ)2QA(λ)V QL−100 (λ)QA(λ)V Q,
E03(λ) ≡ QF1V QL−100 (λ)QF1V Q,
F20(λ) = Q(F1V QL
−1
00 QA+ AV QL
−1
00 QF1)V Q
are all of class C
m+2
2 . With these definitions, we may write
L10(λ)L00(λ)
−1L01(λ) = λ
4(E02 + E03 − λm−4 log λF20(λ)), (3.28)
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Thus, defining
E˜0(λ) = P0V (E01(λ)−E02(λ)− E03(λ)),
F˜10(λ) = P0V A(λ)V Q, F˜20(λ) = P0V F20(λ),
subtracting (3.28) from (3.26) and factoring out λ2QD2V Q, we obtain
C(λ) = λ2QD2V Q(1− λm−4 log λ F˜10(λ) + λm−2 log λ F˜20(λ) + λ2E˜0(λ)).
It follows that C(λ) is invertible in N for 0 < |λ| < λ0 for small enough λ0
and
C−1(λ) = λ−2
∞∑
n=0
(λm−4 log λ F˜10(λ)− λm−2 log λF˜20(λ)− λ2E˜0(λ))nP0V.
It is easy to see by counting the powers of λ in front of powers of log λ that
the series over 2 ≤ n <∞ produces a function of class C m+22 . Thus, writing
E0(λ) for C
m+2
2 functions indiscriminately, we have
C−1(λ) = λ−2P0V + λ
m−6 log λ F˜10(λ)P0V − λm−4 log λ F˜20(λ)P0V + E0(λ).
Since F20(λ) is of class C
m+2
2 as mentioned above and m − 4 ≥ m
2
if m ≥ 8,
λm−4 log λ F˜20(λ)P0V satisfies the property (3.12). If we expand A(λ) =
A(0) + λA′(0) + A2(λ) with A2(λ) = A(λ)− A(0)− λA′(0) in
λm−6 log λ F˜10(λ)P0V = λ
m−6 log λP0V A(λ)V P0V,
then, λm−6 log λP0V A2(λ)V P0V satisfies the property (3.12). Since A(0) =
cm1⊗ 1 and A′(0) = 0, the lemma follows.
Lemma 3.18 and the following lemma complete the proof of Proposition
3.6 for m ≥ 8. We use the following short hand notation.
Rl(λ) = C
−1(λ)L10(λ)L
−1
00 (λ), Rr(λ) = L
−1
00 (λ)L01(λ)C
−1(λ)
Rc(λ) = L
−1
00 (λ)L01(λ)C
−1(λ)L10(λ)L
−1
00 (λ)
Lemma 3.19. For sufficiently small λ0 > 0 the following properties are
satisfied:
(1) For σ ≤ m−2
2
, Rl(λ) is a Xσ ≡ B(H(σ+2−δ)+ ,N )-valued function of class
Cσ on (−λ0, λ0); it is of class Cσ for λ 6= 0 for m2 ≤ σ ≤ m+22 and
‖R(
m
2
)
l (λ)‖Xm
2
+ |λ|‖R(
m+2
2
)
l (λ)‖Xm+2
2
≤ C〈log λ〉.
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(2) For σ ≤ m−2
2
, Rr(λ) is a Yσ ≡ B(N ,H−(σ+2)+)-valued function of class
Cσ; it is of class Cσ for λ 6= 0 for m
2
≤ σ ≤ m+2
2
and
‖R(
m
2
)
r (λ)‖Ym
2
+ |λ|‖R(
m+2
2
)
r (λ)‖Ym+2
2
≤ C〈log λ〉.
(3) For σ ≤ m−2
2
, Rc(λ) is a Zσ ≡ B(H(σ+2−δ)+ ,H−(σ+2)+)-valued function
of class Cσ. Moreover it is of class Cσ for λ 6= 0 for m
2
≤ σ ≤ m+2
2
and
‖R(
m
2
)
c (λ)‖Zm
2
+ |λ|‖R(
m+2
2
)
c (λ)‖Zm+2
2
≤ C〈log λ〉.
Proof. We have δ − m
2
> m+2
2
and
P0V L01(λ)V QL
−1
00 (λ) = λ
2P0V J2(λ)V Q(Q+ L˜(λ)).
Proposition 2.6 and Corollary 2.3 imply that T (λ) = P0V J2(λ)V Q satisfies
the property of Rl(λ) of the lemma (recall that J2(λ) contains λ
m−4 log λA(λ)
and m− 4 ≥ m
2
). Since
λ2C−1(λ) = P0V + cmλ
m−4 log λϕ⊗ V ϕ+ λ2P0V E0(λ)P0V
satisfies property (3.12), statement (1) follows. We likewise see that
T˜ (λ) = (Q+ L˜(λ))QJ2(λ)V Q
satisfies the property of Rr(λ) of the lemma. Then statement (2) follows
since λ2C−1(λ) satisfies the property (3.12). Statement (3) is obvious since
Cc(λ) = T˜ (λ)Cl(λ), Cl(λ) satisfies (1) and T˜ (λ) satisfies the property of
Rr(λ).
4 Low energy estimate I, generic case
In the following two sections, we study the low energy part W< of the wave
operator W−. We take and fix λ0 > 0 arbitrarily if H is generic type, oth-
erwise small enough so that Proposition 3.6 is satisfied. We take cut-off
functions Φ and Ψ as in the introduction and define W< as in (1.9):
W< = Φ(H)Φ(H0)−
∫ ∞
0
Φ(H)G(λ)V (G0(λ)−G0(−λ))Φ(H0)λdλ
πi
.
In this section we study W< in the case that H is of generic type and prove
the following proposition. We assume that V satisfies the condition
F(〈x〉2σV ) ∈ Lm∗(Rm) and |V (x)| ≤ C〈x〉−δ for some δ > m+ 2. (4.1)
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Proposition 4.1. Let m ≥ 6 be even and let V satisfy (4.1). Suppose that
H is of generic type. Then W< is bounded in L
p(Rm) for all 1 ≤ p ≤ ∞.
The integral kernels Φ0(x, y) and Φ(x, y) of Φ(H0) and Φ(H) respectively
are continuous and bounded by CN〈x− y〉−N for any N ([22]) and a fortiori
Φ(H) and Φ(H0) are bounded in L
p for all 1 ≤ p ≤ ∞. Hence, we have only
to discuss the operator defined by the integral∫ ∞
0
Φ(H)G(λ)V (G0(λ)−G0(−λ))λΦ(H0)dλ. (4.2)
By iterating the resolvent equation, we have, with L(λ) = (1+G0(λ)V )
−1−1
as in Lemma 3.5,
G(λ) = G0(λ)−G0(λ)V G0(λ)−G0(λ)V L(λ)G0(λ).
We substitute this for G(λ) in (4.2). The first two terms produce the Born
approximation Φ(H)(Ω1 − Ω2)Φ(H0), which is bounded in Lp(Rm) for all
1 ≤ p ≤ ∞ by virtue of Lemma 2.7. The last term produces∫ ∞
0
Φ(H)G0(λ)V L(λ)G0(λ)V (G0(λ)−G0(−λ))λΦ(H0)Φ˜(λ)dλ. (4.3)
where we have introduced another cut off function Φ˜(λ) ∈ C∞0 (R) which
satisfies
Φ˜(λ)Φ(λ2) = Φ(λ2), and Φ˜(λ) = 0 for |λ| ≥ λ20.
We prove that (4.3) is bounded in Lp(Rm) for all 1 ≤ p ≤ ∞ in the following
slightly more general setting for a later purpose. Note that, by virtue of
Lemma 3.5, V L(λ)G0(λ)V satisfies property the (K)ρ with ρ = δ− 1− ε for
any ε > 0 and, by choosing ε > 0 small enough, ρ can be taken larger than
m− 1 as δ > m+ 2.
Proposition 4.2. Let m ≥ 6. Suppose K(λ) satisfies property (K)ρ for
some ρ > m+ 1. Let Φ, Φ˜ ∈ C∞0 (R) be as above and Ω be defined by
Ω =
∫ ∞
0
Φ(H)G0(λ)K(λ)(G0(λ)−G0(−λ))Φ(H0)λΦ˜(λ)dλ. (4.4)
Then, Ω is an integral operator with admissible integral kernel.
We prove Proposition 4.2 by using a series of lemma. We first remark that
(4.4) may be considered as Riemann integral of B(Hγ,H−γ) valued continuos
function and that Ω may be extended to a bounded operator in H. Indeed,
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since the multiplication by 〈x〉−γ, γ > 1 is H0-smooth in the sense of Kato
([14]), we have
|〈Ωf, g〉| ≤ sup
λ∈R
‖Φ˜(λ)〈x〉γK(λ)〈x〉γ‖B(H)‖〈x〉−γG0(λ)Φ(H0)f‖L2(R;H,λdλ)
×‖〈x〉−γG0(λ)Φ(H)g‖L2(R;H,λdλ) ≤ C‖f‖‖g‖.
Define Ω(x, y) = Ω+(x, y)− Ω−(x, y), where
Ω±(x, y) =
∫ ∞
0
〈K(λ)G0(±λ)Φ0(·, y), G0(−λ)Φ(·, x)〉λΦ˜(λ)dλ. (4.5)
Lemma 4.3. The function Ω(x, y) is continuous and Ω is an integral operator
with the integral kernel Ω(x, y).
Proof. For γ > 1, x 7→ Φ(·, x) and y 7→ Φ0(·, y) are Hγ-valued continu-
ous, and Ω±(x, y) are continuous functions of (x, y). For f, g ∈ C∞0 (Rm),
Φ(H0)f(·) =
∫
Φ(·, y)f(y)dx and Φ(H)g(·) = ∫ Φ(·, x)g(x)dx converge as
Riemann integrals in Hγ. It follows by Fubini’s theorem that
〈Ωf, g〉 =
∑
±
±
∫
〈K(λ)G0(±λ)Φ(H0)f,G0(−λ)Φ(H)g〉Φ˜(λ)dλ
is equal to
∫
Ω(x, y)f(y)g(x)dydx. The lemma follows.
Introducing the notation
G0l(λ, ·, y) = e−iλ|y|G0(λ)Φ0(·, y), G0r(λ, ·, x) = e−iλ|x|G0(λ)Φ(·, x), (4.6)
F±(λ, x, y) = 〈K(λ)G0l(±λ, ·, y), G0r(λ, ·, x)〉Φ˜(λ), (4.7)
we write (4.5) in the form
Ω±(x, y) =
∫ ∞
0
eiλ(|x|±|y|)F±(λ, x, y)λdλ. (4.8)
Lemma 4.4. Let γ > 1
2
and β ≥ 0 be an integer and let x, y ∈ Rm. Then:
(1) As H valued functions of λ, 〈·〉−β−γG0l(λ, ·, y) and 〈·〉−β−γG0r(λ, ·, x) are
of class Cβ(R) for 0 ≤ β ≤ m+2
2
if m ≥ 8; they are of class Cβ(R) for β ≤ m
2
and of class Cβ∗ (R) for β =
m+2
2
if m = 6.
(2) For 0 ≤ β ≤ m+2
2
and ε > 0, we have
‖〈·〉−β−ε−m2 G(β)0l (λ, ·, y)‖ ≤ Cλmin(0,
m−3
2
−β)〈y〉−m−12 , 0 < |λ| < λ0. (4.9)
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(3) For 0 ≤ β ≤ m−2
2
, we have at λ = 0:
|G(β)0l (0, z, y)| ≤ C
∑
β1+β2=β
〈z〉β1
〈z − y〉m−2−β2 . (4.10)
(4) With obvious modifications G0r(λ, z, x) satisfies (4.9) and (4.10).
Proof. Statement (1) follows from the LAP, viz. from Lemma 2.5 and Propo-
sition 2.6. The following proof will be a bit more than necessary for the lemma
for a later purpose. By Leibniz’ rule G
(β)
0l (λ, z, y) is a linear combination of
Kβ1β2(λ, z, y) =
∫
Rm
(iψ(w, z, y))β1eiλψ(w,z,y)
|z − w|m−2−β2 Hβ2(λ|w − z|)Φ0(w, y)dw,
Hβ(s) =
∫ ∞
0
e−tt
m−3
2
(
s+
it
2
)m−3
2
−β
dt (4.11)
over the indices β1, β2 such that β1 + β2 = β. Here ψ(w, z, y) ≡ |w− z| − |y|
satisfies |ψ(w, z, y)| ≤ |w − y|+ |z|. It follows when β ≤ m−2
2
that
|Kβ1β2(0, z, y)| ≤ Cβ1β2N
∫
Rm
〈z〉β1〈w − y〉−N
|z − w|m−2−β2 dw ≤
Cβ1β2〈z〉β1
|z − y|m−2−β2
for any N and we obtain (4.10).
If β2 ≤ m−32 , we have
∣∣s+ it
2
∣∣m−32 −β2 ≤ C(sm−32 −β2 + |t|m−32 −β2) and
|Hβ2(s)| ≤ C(s+ 1)
m−3
2
−β2. It follows that
|Kβ1β2(λ, z, y)| ≤C
∫
Rm
|z|β1 + |w − y|β1
|z − w|m−2−β2 (λ|z − w|+ 1)
m−3
2
−β2|Φ0(w, y)|dw
≤C〈z〉β1〈z − y〉−m−12 for all |λ| ≤ λ0. (4.12)
Hence, if β ≤ m−3
2
, 〈·〉−β−γG0l(λ, ·, y) is H valued function of class Cβ and
the estimate (4.9) follows.
If m−2
2
≤ β2 ≤ m+22 , |s+ it2 |
m−3
2
−β2 ≤ Cmin{sm−32 −β2, |t|m−32 −β2} and
|Hβ2(s)| ≤ C
(
s
m−3
2
−β2
∫ s
0
e−tt
m−3
2 dt+
∫ ∞
s
e−ttm−3−β2dt
)
≤ C
{
min(s
m−3
2
−β2, | log(1/s)|), if β2 = m− 2,
min(s
m−3
2
−β2, 1), if otherwise.
The smoothness property of 〈·〉−β−γG0l(λ, ·, y) and 〈·〉−β−γG0r(λ, ·, x) for
m−2
2
≤ β ≤ m+2
2
follows from this estimate and Lebesgue’s dominated conve-
gence theorem. We have β2 = m−2 if and only if (m, β2) = (6, 4). It follows
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that, if (m, β2) = (6, 4),
|Kβ1β2(λ, z, y)| ≤ C〈z〉β1 min
(
λ
m−3
2
−β2
〈z − y〉m−12 , 〈log λ〉+ log〈z − y〉
)
(4.13)
and if otherwise
|Kβ1β2(λ, z, y)| ≤ C〈z〉β1 min
(
λ
m−3
2
−β2
〈z − y〉m−12 ,
1
〈z − y〉m−2−β2
)
. (4.14)
Estimate (4.9) follows from the first estimates of (4.13) and (4.14). (We shall
use the second estimates shortly.) The proof for G0r(λ, ·, x) is similar and we
omit it.
By virtue of Lemma 4.4, F±(λ, x, y) is of class C
m+2
2
∗ on R with respect
to λ for every fixed x, y ∈ R and it satisfies |Ω(x, y)| ≤ C〈x〉−m−12 〈y〉−m−12 .
It is then easy to check that
sup
x∈Rm
∫
||x|−|y||<1
|Ω(x, y)|dy + sup
y∈Rm
∫
||x|−|y||<1
|Ω(x, y)|dx <∞. (4.15)
Thus, we hereafter consider Ω(x, y) only on the domain ||x| − |y|| > 1. We
apply integration by parts k = (m+ 2)/2 times to
Ω±(x, y) =
1
(i(|x| ± |y|))k
∫ ∞
0
( ∂
∂λ
)k
eiλ(|x|±|y|) · F±(λ, x, y)λdλ. (4.16)
The result is that Ω(x, y) is the sum of
I1(x, y) =
∑
±
±im+22
(|x| ± |y|)m+22
∫ ∞
0
eiλ(|x|±|y|)F
(m+2
2
)
± (λ, x, y)λdλ, (4.17)
I2(x, y) =
∑
±
±(m+ 2)im+22
2(|x| ± |y|)m+22
∫ ∞
0
eiλ(|x|±|y|)F
(m
2
)
± (λ, x, y)dλ, (4.18)
and the boundary terms:
B(x, y) =
m−2
2∑
j=0
ij(j + 1)
(
F
(j)
+ (0, x, y)
(|x|+ |y|)j+2 −
F
(j)
− (0, x, y)
(|x| − |y|)j+2
)
. (4.19)
Lemma 4.5. The function B(x, y) of (4.19) is an admissible integral kernel.
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Proof. Derivatives F
(j)
± (0, x, y) are linear combinations over α+ β + γ = j of
(±1)β〈K(α)(0)G(β)0l (0, ·, y), G(γ)0r (0, ·, x)〉 (4.20)
with coefficients (−1)γj!/α!β!γ!. In (4.20), we have for arbitrarily small ε > 0
‖〈z〉1+j−m−ε−βG(β)0l (0, z, y)‖ ≤ C
{ 〈y〉j+2−m if β = j,
〈y〉j+1−m if otherwise.
‖〈z〉1+j−m−ε−γG(γ)0r (0, z, x)‖ ≤ C
{ 〈x〉j+2−m if γ = j,
〈x〉j+1−m if otherwise.
(4.21)
This can be seen as follows. By virtue of (4.10) we have∣∣∣∣∣ G
(β)
0l (0, z, y)
〈z〉m−j−1+β+ε
∣∣∣∣∣ ≤
β∑
β2=0
C
〈z〉m−β1−1+β2+ε〈z − y〉m−2−β2
and the like for G
(γ)
0r (0, ·, x). Since (m− j − 1 + β2 + ε) + (m− 2− β2) > m,
we have either m− j − 1 + β2 + ε > m2 or m− 2− β2 > m2 . Hence
‖〈z〉j+1−m−β2−ε〈z − y〉2+β2−m‖ ≤ C
{ 〈y〉2+j−m, if β = j
〈y〉1+j−m, if otherwise. (4.22)
Since ρ > m+ 1, we have for 0 < ε ≤ 1 that
max(m− 1− (j − β) + ε,m− 1− (j − γ) + ε) < ρ− α
and 〈·〉m−1−(j−γ)+εK(α)(0)〈·〉m−1−(j−β)+ε ∈ B(H) by property (K)ρ. Thus,
(4.20) is bounded in modulus by a constant times
Yαβγ(x, y) =


〈x〉1+j−m〈y〉1+j−m if β 6= 0, j,
〈x〉1+j−m〈y〉2+j−m if β = j,
〈x〉2+j−m〈y〉1+j−m if β = 0.
(4.23)
It follows that the j-th summand of (4.19) is bounded by
C
∑
α+β+γ=j
∣∣∣∣ 1(|x|+ |y|)j+2 − (−1)
β
(|x| − |y|)j+2
∣∣∣∣Yαβγ(x, y) (4.24)
and it is an easy exercise to prove that this is an admissible integral kernel.
(Indeed, summands with β 6= 0, j are admissible by virtue of Lemma 3.6 of
[I]; those with β = 0 or β = j are the same as (3.21) of [I] and the argument
in [I] following (3.21) applies also for β ≤ m−2
2
or γ ≤ m−2
2
if m ≥ 4. ) This
completes the proof.
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Lemma 4.6. The integral kernel I2(x, y) defined by (4.18) is admissible.
Proof. By Leibniz’ rule F
(m
2
)
± (λ, x, y) is a linear combination of
Xξ,±(λ, x, y) = (±1)β〈K(α)(λ)G(β)0l (±λ, ·, y), G(γ)0r (−λ, ·, x)〉Φ˜(η)(λ) (4.25)
with ± independent coefficients (−1)γ(m
2
)!/α!β!γ!η! over multi-indices ξ =
(α, β, γ, η) of length |ξ| = m
2
. Thus, if we define
Ω
(1)
ξ,±(x, y) =
∫ ∞
0
eiλ(|x|±|y|)Xξ,±(λ, x, y)dλ, (4.26)
then I2(x, y) is a linear combination over ξ = (α, β, γ, η) with |ξ| = m2 of
I2,ξ(x, y) =
(
Ω
(1)
ξ,+(x, y)
(|x|+ |y)m+22 −
Ω
(1)
ξ,−(x, y)
(|x| − |y)m+22
)
. (4.27)
We estimate I2,ξ(x, y) for various cases of ξ separately.
(1) The case ξ 6= (0, m
2
, 0, 0), (0, 0, m
2
, 0). In view of property (K)ρ, we
estimate
|Xξ±(λ, x, y)| ≤ C‖〈x〉ρ−αK(α)(λ)〈x〉ρ−α‖B(H)
×‖〈·〉−(ρ−α)G(β)0l (±λ, ·, y)‖‖〈·〉−(ρ−α)G(γ)0l (±λ, ·, x)‖. (4.28)
Since ρ > m+ 1 and α + β + γ ≤ m
2
, we have for 0 < ε < 1
max(β + m
2
+ ε, γ + m
2
+ ε) < ρ− α. (4.29)
Hence, by virtue of (4.9), we have that
|Xξ±(λ, x, y)| ≤ C
{
〈x〉−m−12 〈y〉−m−12 , if both β, γ ≤ m−3
2
,
λ−
1
2 〈x〉−m−12 〈y〉−m−12 , if one of β, γ = m−2
2
,
(4.30)
where we have to modify the first line on the right by multiplying by 〈log λ〉N
when ξ = (m
2
, 0, 0, 0). Thus after integrating with respect to λ we obtain for
||x| − |y|| > 1 that∣∣∣∣∣ Ω
(1)
ξ±(x, y)
〈|x| ± |y|〉m+22
∣∣∣∣∣ ≤ C〈|x| ± |y|〉m+22 〈x〉m−12 〈y〉m−12 . (4.31)
It follows that I2,ξ are admissible for these ξ’s.
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(2) The case ξ = (0, m
2
, 0, 0). Recall the definition (4.11) of Kβ1β2(λ, z, y).
We substitute
∑
β1+β2=
m
2
Cβ1β2Kβ1β2(λ, z, y) for G
(m
2
)
0l (λ, z, y) in
Xξ,±(λ, x, y) = (±1)m2 〈K(λ)G(
m
2
)
0l (±λ, ·, y), G0r(−λ, ·, x)〉Φ˜(λ).
If (β1, β2) 6= (0, m2 ), we have β2 ≤ m−22 and the first estimate of (4.14) implies
‖〈·〉−(β+m2 +ε)Kβ1β2(λ, ·, y)‖ ≤ Cλ−
1
2 〈y〉−m−12 . (4.32)
Since β + m
2
+ ε < ρ for 0 < ε ≤ 1, it follows via the argument similar to the
one used for (4.28) that, for (β1, β2) 6= (0, m2 ),
|〈K(λ)Kβ1β2(±λ, ·, y), G0r(−λ, ·, x)〉| ≤ Cλ−
1
2 〈x〉−m−12 〈y〉−m−12 .
This implies that all members under the summation sign of
∑
β1+β2=
m
2
(±1)m2 Cβ1β2
(|x| ± |y|)m+22
∫ ∞
0
eiλ(|x|±|y|)〈K(λ)Kβ1β2(±λ, ·, y), G0r(−λ, ·, x)〉dλ,
are admissible except those with (β1, β2) = (0,
m
2
). We are thus left with
I2r =
∑
±
±(±1)m2
(|x| ± |y|)m+22
∫ ∞
0
eiλ(|x|±|y|)〈K(λ)K0m
2
(±λ, ·, y), G0r(−λ, ·, x)〉dλ.
For proving that I2r(x, y) is admissible, we restore the factors e
iλ(|x|±|y|) to
the original position. Thus defining G˜0r(λ, ·, x) and Gm
2
(λ, z, y) by
G˜0r(λ, ·, x) = G0(λ)Φ(·, x) = e−iλ|x|G0r(λ, ·, x)
and Gm
2
(λ, z, y) = eiλ|y|K0m
2
(λ, z, y) respectively, we rewrite, ignoring the
unimportant constant, I2r in the form
∑
±
(±1)m+22
(|x| ± |y|)m+22
∫ ∞
0
〈K(λ)Gm
2
(±λ, ·, y), G˜0r(−λ, ·, x)〉Φ˜(λ)dλ. (4.33)
More explicitly Gm
2
(λ, z, y) is given by
∫
Rm
eiλ|z−w|
|z − w|m2 −2
(∫ ∞
0
e−tt
m−3
2
(
λ|z − w|+ it
2
)− 3
2
dt
)
Φ0(w, y)dw. (4.34)
34
Lemma 4.7. (1) There exists a constant C > 0 such that
|G˜0r(λ, z, x)− G˜0r(0, z, x)| ≤ C|λ|〈z − x〉−m−12 , (4.35)
|Gm
2
(λ, z, y)| ≤ Cmin
(
λ−
3
2 〈z − y〉−m−12 , 〈z − y〉−m−42
)
. (4.36)
(2) For a fixed (z, y), Gm
2
(λ, z, y) is continuous with respect to λ ∈ R; for
a fixed y and, for γ > 3
2
, Gm
2
(λ, ·, y) is H−γ valued integrable on R and
is continuous for λ 6= 0.
(3) The integrand of (4.34) is integrable with respect to (t, λ, w).
Proof. (1) Write the convolution kernel of G0(λ)−G0(0) in the form
Cme
iλ|x|
|x|m−2
∫ ∞
0
e−tt
m−3
2
{( t
2
− iλ|x|
)m−3
2 −
( t
2
)m−3
2
}
dt+
C ′m(e
iλ|x| − 1)
|x|m−2
and estimate it by C|λ|(|x|3−m〈x〉m−52 + |x|3−m) for |λ| ≤ λ0. This yields
(4.35) since m−1
2
≤ m− 3 for m ≥ 6. Estimate (4.36) is contained in (4.14).
(2) The continuity of λ 7→ Gm
2
(λ, z, y) is obvious by Lebesgue’s dominated
convergence theorem. Then the second statement follow from the estimate
(4.36) which also implies |Gm
2
(λ, z, y)| ≤ Cλ− 12 〈z − y〉−m−32 by interpolation.
(3) Integrating with respect to λ first, we have
∫
Rm
∫ ∞
0
∫
R
e−tt
m−3
2
|z − w|m2 −2(|λ||z − w|+ t) 32 |Φ0(w, y)|dwdtdλ
= C
∫
Rm
|Φ0(w, y)|
|z − w|m−22 dw ·
∫ ∞
0
e−tt
m−6
2 dt <∞.
We first show that it is sufficient to show that (4.33) is admissible if K(λ),
G˜0r(−λ, ·, x) and Φ˜(λ) are replaced by K(0), G˜0r(0, ·, x) and the constant
function 1 respectively.
(i) Let I
(1)
2r (x, y) be defined by (4.33) with K(0) in place ofK(λ). Via Taylor’s
formula, K(λ)−K(0) = λ ∫ 1
0
K ′(θλ)dθ and property (K)ρ implies that∥∥∥∥〈x〉ρ−1(
∫ 1
0
K ′(θλ)dθ
)
〈x〉ρ−1
∥∥∥∥
B(H)
≤ C.
Hence, using (4.9) for G˜0r(−λ, ·, x) and (4.36), we obtain
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|〈(K(λ)−K(0))Gm
2
(±λ, ·, y), G˜0r(−λ, ·, x)〉|
≤ C‖〈·〉−ρ+1λGm
2
(λ, ·, y)‖‖〈·〉−ρ+1G˜0r(λ, ·, x)‖ ≤ Cλ− 12 〈x〉−
m−1
2 〈y〉−m−12 .
It follows after integration with respect to λ that
|I2r(x, y)− I(1)2r (x, y)| ≤
C
〈x〉m−12 〈y〉m−12 〈|x| − |y|〉m+22
(4.37)
and I2r(x, y)− I(1)2r (x, y) is an admissible kernel.
(ii) We then let I
(2)
2r (x, y) be defined by (4.33) with K(0) and G˜0r(0, ·, x) in
places of K(λ) and G˜0r(λ, ·, x) respectively. Then, trading the factor λ of
(4.35) for estimating Gm
2
(λ, z, y) as above, we obtain
|I(1)2r (x, y)− I(2)2r (x, y)| ≤
C
〈x〉m−12 〈y〉m−12 〈|x| − |y|〉m+22
(4.38)
and I
(1)
2r (x, y)− I(2)2r (x, y) is also admissible.
(iii) In view of arguments in (i) and (ii), to see that we may further replace
Φ˜(λ) by Φ˜(0) = 1 it is sufficient to notice that |Gm
2
(±λ, z, y)| ≤ C〈λ〉− 32 〈z −
y〉−m−12 on the support of 1− Φ(λ), which is obvious from (4.36).
Thus the problem is reduced to proving that
I˜2(x, y) =
∑
±
(±1)m+22
(|x| ± |y|)m+22
∫ ∞
0
〈K(0)Gm
2
(±λ, ·, y), G˜0r(0, ·, x)〉dλ (4.39)
is an admissible kernel. Since Gm
2
(λ, ·, y) satisfies the continuity property of
Lemma 4.7, 〈x〉γK(0)〈x〉γ ∈ B(H) and G˜0r(0, ·, x) ∈ H−γ for some γ > 32 , we
may perform the integration in (4.39) before taking the inner product and
write the integral in the form〈
K(0)
∫ ∞
0
Gm
2
(±λ, ·, y)dλ, G˜0r(·, x)
〉
.
Here the integral on the right is the Riemann integral of an H−γ valued
function, however, Lemma 4.7 (2) implies that we may replace it by the
standard Riemann integral of the scalar continuous function Gm
2
(±λ, z, y).
Then, by virtue of Lemma 4.7 (3), we may integrate (4.34) with respect to λ
first via Fubini’s theorem. For a > 0 and t > 0 we have by residue theorem
that ∫ ∞
0
eiλa
(
λa+
it
2
)− 3
2
dλ = −
∫ ∞
0
e−iλa
(
− λa+ it
2
)− 3
2
dλ
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and both sides are bounded in modulus by Cat−
1
2 . It follows that∫ ∞
0
Gm
2
(λ, z, y)dλ = −
∫ ∞
0
Gm
2
(−λ, z, y)dλ ≡ J(z, y), (4.40)
and |J(z, y)| ≤
∫
Rm
C|Φ0(w, y)|
|z − w|m−22 dw ≤
C
〈z − y〉m−22 . (4.41)
Thus, we have |〈K(0)J(·, y), G00(·, x)〉| ≤ C〈x〉−(m−2)〈y〉−
m−2
2 and
|I˜2(x, y)| ≤ C
∣∣∣∣∣ 1(|x|+ |y|)m+22 −
1
(|y| − |x|)m+22
∣∣∣∣∣ 〈x〉−(m−2)〈y〉−m−22 . (4.42)
The right side is the same as the summand in (4.24) with j = β = m−2
2
and
α = γ = 0 and, hence, I˜2(x, y) is admissible.
(3) The case ξ = (0, 0, m
2
, 0) . Define G˜m
2
(λ, z, x) by (4.34) with Φ(w, x) in
place of Φ0(w, y) and
J˜(z, x) =
∫ ∞
0
G˜m
2
(−λ, z, x)dλ.
Proceeding virtually in the same way as in the case ξ = (0, m
2
, 0, 0), we see
that it suffices to show that
I3(x, y) =
(
1
(|x|+ |y|)m+22 −
1
(|x| − |y|)m+22
)
〈K(0)G˜0l(0, ·, y), J˜(·, x)〉
is admissible. It is obvious from the argument which lead to (4.41) that
|J˜(z, x)| ≤ C〈z − x〉−m−22 and have
|〈K(0)G˜0l(0, ·, y), J˜(·, x)〉| ≤ C〈x〉−
m−2
2 〈y〉−(m−2).
Thus, I3(x, y) is bounded by the right of (4.42) with x and y interchanged
and is therefore admissible. This completes the proof of Lemma 4.6.
Lemma 4.8. The integral kernel I4(x, y) defined by the integral (4.17):
I4(x, y) =
∑
±
±im+22
(|x| ± |y|)m+22
∫ ∞
0
eiλ(|x|±|y|)F
(m+2
2
)
± (λ, x, y)λdλ
is admissible.
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Proof. We proceed as in the proof of Lemma 4.6. Let as in (4.25):
Xξ,±(λ, x, y) = (±1)β〈K(α)(λ)G(β)0l (±λ, ·, y), G(γ)0r (−λ, ·, x)〉Φ˜(η)(λ)
for ξ = (α, β, γ, η) and define
Ω
(2)
ξ±(x, y) =
∫ ∞
0
eiλ(|x|±|y|)Xξ,±(λ, x, y)λdλ. (4.43)
By Leibniz’ formula we have
I4(x, y) =
∑
|ξ|=m+2
2
Cξ
(
Ω
(2)
ξ,+(x, y)
(|x|+ |y)m+22 −
Ω
(2)
ξ−(x, y)
(|x| − |y)m+22
)
. (4.44)
Let first ξ 6= (0, m+2
2
, 0, 0), (0, 0, m+2
2
, 0). Since α+max(β+m
2
, γ+m
2
) ≤ m+1
and ρ > m+ 1, there exists ε > 0 such that max(β + m
2
, γ + m
2
) + ε < ρ. By
virtue of (4.9) and the property (K)ρ, we have with this ε > 0 that
|λ||Xξ,±(λ, x, y)| ≤ |λ|‖〈x〉ρ−αK(α)(λ)〈x〉ρ−α‖‖〈x〉−(ρ−α)G(β)0l (λ, ·, y)‖H
×‖〈x〉−(ρ−α)G(γ)0r (λ, ·, x)‖H ≤ C|λ|−
1
2 〈log λ〉N〈y〉−(m−12 )〈x〉−(m−12 ). (4.45)
This implies that for the summands in (4.44) with these ξ we have∣∣∣∣∣ Ω
(2)
ξ,±(x, y)
(|x| ± |y)m+22
∣∣∣∣∣ ≤ C〈|x| ± |y|〉m+22 ·
1
〈y〉m−12 〈x〉m−12
(4.46)
and these are therefore admissible. We are left with those either with ξ =
(0, m+2
2
, 0, 0) or ξ = (0, 0, m+2
2
, 0) and we shall deal with the former case only
as the other case may be treated similarly. So let ξ = (0, 0, m+2
2
, 0) in what
follows. We subsitute
∑
β1+β2=
m+2
2
Cβ1β2Kβ1β2(λ, z, y) for G
(m+2
2
)
0l (λ, z, y) in
(4.25) and plug this into (4.43). This produces several functions indexed
by β1 and β2 in the obvious manner and, by virtue of (4.14) and estimates
corresponding to (4.45), they are all admissible except the one with index
(β1, β2) = (0,
m+2
2
) which is written in the form as follows as in (4.33) after
restoring the exponents eiλ(|x|±|y|) to the original position:
∑
±
±(±1)m+22
(|x| ± |y|)m+22
∫ ∞
0
〈K(λ)Gm+2
2
(±λ, ·, y), G˜0r(−λ, ·, x)〉Φ(λ)λdλ. (4.47)
The same argument as in the proof of Lemma 4.6 shows that it suffices
to show that (4.47) is admissible after replacing G˜0r(λ, z, x) by G0r(0, z, x),
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K(λ) by K(0) and Φ(λ) by the constant function 1. In this case the residue
theorem implies, for a > 0 and t > 0, that∫ ∞
0
eiλa
(
λa+
it
2
)− 5
2
λdλ =
∫ ∞
0
e−iλa
(
− λ+ it
2
)− 5
2
λdλ
and the both sides are bounded in modulus by Ca−2t−
1
2 . Thus, we have∫ ∞
0
Gm+2
2
(λ, ·, y)λdλ =
∫ ∞
0
Gm+2
2
(−λ, ·, y)λdλ (4.48)
and both sides are bounded in modulus by C〈z − y〉−m−22 . It follows that
(4.47) with this change is bounded in modulus by
C
∣∣∣∣∣ 1(|y| − |x|)m+22 −
1
(|y|+ |x|)m+22
∣∣∣∣∣ 1〈y〉m−22 〈x〉m−2
and is admissible. This completes the proof of Lemma 4.8 and therefore that
of Proposition 4.2.
5 Low energy estimate II, Exceptional case
In this section we discuss the low energy part W< in the case when H is of
exceptional type, assuming
|V (x)| ≤ C〈x〉−δ with δ > m+ 3 if m ≥ 8 and δ > 10 if m = 6. (5.1)
so that the results of Proposition 3.6 apply. We substitute (3.5) when m = 6
or (3.7) when m = 8 for L(λ) = (1 + G−0(λ)V )
−1 − I in formula (4.3).
As V E0(λ) satisfies property (K)ρ with ρ > m + 1, Proposition 4.2 im-
plies that E0(λ) produces an operator with admissible integral kernel. Thus,
we have only to discuss operators produced by singular parts λ−2P0V and∑
ab λ
a(log λ)bDab (note that we have changed indices j, k to a, b). In Sub-
section 5.1 we prove that the operator produced by λ−2P0V ,
Ws,m =
∫ ∞
0
G0(λ)V P0V (G0(λ)−G0(−λ))Φ˜(λ)λ−1dλ, (5.2)
is bounded in Lp for m
m−2 < p <
m
2
and in Subsection 5.2 we indicate
how the argument in Subsection 5.1 can be modified to prove the same for
Φ(H)Ws,abΦ(H0) where
Ws,ab =
∫ ∞
0
G0(λ)V Dab(G0(λ)−G0(−λ))Φ˜(λ)λa+1(log λ)b dλ. (5.3)
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5.1 Estimate for Ws,m
In this subsection, we prove the following proposition. We shall often write
ν = (m− 3)/2.
Proposition 5.1. Let V satisfy (5.1). Then, for any m
m−2
< p < m
2
, there
exists a constant Cp such that
‖Ws,mu‖p ≤ Cp‖u‖p, u ∈ C∞0 (Rm). (5.4)
We first state two lemmas which will be used in what follows for proving
the proposition. The first one can be found in [19].
Lemma 5.2. The function |r|a on R is a one dimensional (A)p weight if
and only if −1 < a < p − 1. The Hilbert transform H˜ and the Hardy-
Littlewood maximal operator M are bounded operators in Lp(R, w(r)dr) for
(A)p weights w(r).
For a function f on Rm, M(r, u) is the spherical average of f :
M(r, u) =
1
|Σ|
∫
Σ
u(rω)dω, r ∈ R.
Lemma 5.3. Let m ≥ 3. Let ψ ∈ L1(Rm) and u ∈ S(Rm). Then
Fψ,u(λ) = 〈ψ, (G0(λ)−G0(−λ))u〉
= Cm
∫ ∞
0
e−tt
m−3
2
(∫
R
e−iλr(t+ 2iλr)
m−3
2 rM(r, ψ ∗ uˇ)dr
)
dt (5.5)
where uˇ(x) = u(−x) and Cm = −|Σ|/(4π)m−22 Γ(m−22 ) = −2
m−4
2 /(m− 3)!.
Proof. Recall (1.14). By Fubini’s theorem and by using polar coordinates,
〈ψ,G0(λ)u〉 =
∫
Rm
G0(λ, y)(ψ ∗ uˇ)(y)dy
= −Cm
∫ ∞
0
e−ttν−
1
2
(∫ ∞
0
eiλr(t− 2iλr)ν− 12 rM(r, ψ ∗ uˇ)dr
)
dt.
Since M(r) = M(−r), It follows that −〈ψ,G0(−λ)u〉 is given by
Cm
∫ ∞
0
e−ttν−
1
2
(∫ ∞
0
e−iλr(t+ 2iλr)ν−
1
2 rM(r, ψ ∗ uˇ)dr
)
dt
= −Cm
∫ ∞
0
e−ttν−
1
2
(∫ 0
−∞
eiλr(t− 2iλr)ν− 12 rM(r, ψ ∗ uˇ)dr
)
dt.
Adding the two equations and changing r → −r, we obtain the lemma.
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For fixed f, g ∈ L1(Rm), we define the operator Z = Z(f ⊗ g) by
Z(f ⊗ g)u =
∫ ∞
0
G0(λ)(f ⊗ g) (G0(λ)−G0(−λ)) Φ˜(λ)λ−1dλ (5.6)
If we write P0 =
∑d
j=1 φj ⊗ φj in terms of an orthonormal basis of P0H, we
have Ws,m =
∑d
j=1Z((V φj)⊗ (V φj)).
Lemma 5.4. With suitable constants Cjk we have
Zu(x) =
m−4
2∑
j,k=0
Cjk
∫
Rm
f(y)Kjku(|x− y|)
|x− y|m−2 dy (5.7)
where with M(r, g ∗ uˇ) = M(r), Kjku(|x− y|), 0 ≤ j, k ≤ m−42 , are defined by
Kjku(ρ) = ρ
j
∫ ∞
0
eiλρλj+k−1Φ˜(λ)
{∫ ∞
0
∫ ∞
0
e−(t+s)×
t2ν−
3
2
−ks2ν−
3
2
−j(s− 2iλρ) 12
(∫
R
e−iλr(t+ 2iλr)
1
2 rk+1M(r)dr
)
dtds
}
dλ. (5.8)
Proof. We remark that, for u ∈ C∞0 (Rm), (5.8) is well defined for all j, k
because M(r) is smooth, 〈r〉m−1M (ℓ)(r) is integrable and ∫
R
rM(r)dr = 0
because M(r) is even. By virtue of (5.5), we have
Zu(x) =
∫ ∞
0
G0(λ)f(x) · Fg,u(λ)dλ
We substitute (5.5) for Fg,u(λ) and the expression
1
(4π)
m−3
2 Γ(m+2
2
)
∫
Rm
eiλ|x−y|f(y)
|x− y|m−2
(∫ ∞
0
e−ss
m−3
2 (s− 2iλ|x− y|)m−32 ds
)
dy
for G0(λ)f(x). We then change the order of integrations with respect to dλ
and dy and, using the binomial formula, write
(t+ 2iλr)
m−3
2 =
m−4
2∑
j=0
(
m−4
2
j
)
t
m−4
2
−j(2iλr)j(t+ 2iλr)
1
2
and similarly for (s− 2iλρ)m−32 . The lemma follows.
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In what follows we fix f, g which satisfy for some ε > 0 and C > 0
|f(x)| ≤ C〈x〉−m−ε, |g(x)| ≤ C〈x〉−m−ε (5.9)
and define operator Wjk for 0 ≤ j, k ≤ m−42 by
Wjku(x) =
∫
Rm
f(y)Kjku(|x− y|)
|x− y|m−2 dy (5.10)
so that Z =
∑
CjkWjk. We use the following lemma.
Lemma 5.5. Let M(r) =M(r, g ∗ u). Then, for m
m−2 < p <
m
2
, we have∫ ∞
0
〈r〉|M(r)|dr ≤ C‖u‖p.
Proof. Let q = p
p−1 be the conjugate exponent of p. We have∫
R
〈r〉|M(r)|dr ≤ C
∫
Rm
〈x〉|(g ∗ uˇ)(x)|
|x|m−1 dx
≤ C
∫
|x|<1
‖g ∗ uˇ‖∞
|x|m−1 dx+ C
(∫
|x|>1
‖g ∗ uˇ‖p
|x|q(m−2)dx
) 1
q
≤ C(‖g‖q + ‖g‖1)‖u‖p
since q(m− 2) > m for m
m−2 < p <
m
2
.
It is clear that V φj, j = 1, . . . , d, satisfy the condition (5.9) and Propo-
sition 5.1 follows from the following proposition.
Proposition 5.6. Let f, g satisfy (5.9). Then, Wjk, 0 ≤ j, k ≤ m−42 , are
bounded in Lp(Rm) for m
m−2
< p < m
2
.
We prove Proposition 5.6 for various cases of j, k separately. By inter-
polation, we have only to show Proposition 5.6 for p = m
m−2−ε
and p = m
2+ε
with arbitrary small ε > 0. We denote the Hilbert transform by H˜ and
H = (1 + H˜)/2. By lemma Lemma 5.2 |r|m−1−pθ is a one dimensional (A)p
weight if and only if 0 < m
p
− θ < 1, viz.
m− 3− ε < θ < m− 2− ε if p = m/(m− 2− ε),
1 + ε < θ < 2 + ε if p = m/(2 + ε).
(5.11)
(1) The case j, k ≥ 1. If 1 ≤ j, k ≤ m−4
2
the integrand of (5.8) is integrable
with respect to dtdsdrdλ and we are free to change the order of integration.
Thus, we may write
Kj,ku(ρ) =
∫
R
M(r)Tjk(ρ, r)dr, (5.12)
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Tjk(ρ, r) =
∫ ∞
0
∫ ∞
0
e−(t+s)t2ν−
3
2
−ks2ν−
3
2
−jJjk(s, t, ρ, r)dt ds, (5.13)
Jjk = ρ
jrk+1
∫ ∞
0
eiλ(ρ−r)λj+k−1Φ˜(λ)(s− 2iλρ) 12 (t+ 2iλr) 12dλ. (5.14)
Lemma 5.7. Let j, k ≥ 1. Then, with a constant C = Cjk, we have
|Tjk(ρ, r)| ≤ C
∣∣∣∣〈ρ〉j+1/2rk+1〈r〉1/2〈r − ρ〉j+k
∣∣∣∣ (5.15)
Estimate (5.15) holds when Φ˜ is replaced by any smooth function with compact
support and t2ν−
3
2
−k and/or s2ν−
3
2
−j by ta and/or sb with a, b ≥ 0.
Proof. Since (5.15) is obvious for |ρ− r| ≤ 1, we prove it only for |ρ− r| ≥ 1.
By integrating by parts j + k times with respect to λ, we have
Jjk(s, t, ρ, r) =
ij+k
√
stρjrk+1
(ρ− r)j+k (j + k − 1)!+
− i
j+kρjrk+1
(ρ− r)j+k
∫ ∞
0
eiλ(ρ−r)
{
λj+k−1Φ˜(λ)(s− 2iλρ)1/2(t+ 2iλr)1/2
}(j+k)
dλ.
We insert this into (5.13). The boundary term produces
Tjk,b(ρ, r) = C
ρjrk+1
(r − ρ)j+k , (5.16)
and this clearly satisfies (5.15). We compute the derivative via Leibniz’ rule:(
d
dλ
)j+k {
λj+k−1Φ˜(λ)(s− 2iλρ)1/2(t + 2iλr)1/2
}
=
∑
a+b+c=j+k
CabcΨa(λ)(s− 2iλρ)1/2−b(2iρ)b(t+ 2iλr)1/2−c(−2ir)c
where Ψa(λ) = {λj+k−1Φ˜(λ)}(a). Denoting summands on the right by Eabc =
Eabc(λ, s, t, ρ, r), we define
Jabc(s, t, ρ, r) ≡ i
j+kρjrk+1
(ρ− r)j+k
∫ ∞
0
eiλ(ρ−r)Eabc(λ, s, t, ρ, r)dλ, (5.17)
and Tabc(ρ, r) by the right of (5.13) with Jabc replacing Jjk. By using obvious
estimates |(s− 2iλρ)−1(2iλρ)| ≤ 1 and |(t+ 2iλr)−1(−2iλr)| ≤ 1, we obtain
|Eabc| ≤ C|Ψa(λ)| ×


(s
1
2 + |λρ| 12 )(t 12 + |λr| 12 ), if b = c = 0;
(ρr)
1
2 |λ|1−(b+c), if b, c 6= 0;
r
1
2 (s
1
2 + |λρ| 12 )|λ| 12−c, if b = 0, c 6= 0;
r
1
2 (t
1
2 + |λρ| 12 )|λ| 12−b, if b 6= 0, c = 0.
43
Note that λ1−(b+c)Ψa(λ), λ
1
2
−bΨa(λ) and λ
1
2
−cΨa(λ) are integrable functions
with compact supports in respective cases. It immediately follows that
|Tabc(ρ, r)| ≤ Cρ
j〈ρ〉 12 rk+1〈r〉 12
〈ρ− r〉j+k (5.18)
and, by summing up, we obtain (5.15). The only property of Φ˜ which is used
in the argument above is that it is smooth and compactly supported; all
estimate above go through if e−tt2ν−
3
2
−k or e−ss2ν−
3
2
−j are replaced by e−tta
or e−ssb, a, b ≥ 0, and the last statement of the lemma follows.
Lemma 5.8. Let j, k ≥ 1 and let Tjk(ρ, r) satisfy (5.15). Let Wjk be defined
by (5.10) with Kjk given by (5.12). Then Wjk satisfies Proposition 5.6.
Proof. By splitting the domain of integration, we estimate
|Wjku(x)| ≤
(∫
|x−y|<1
+
∫
|x−y|≥1
) |f(y)Kjk(|x− y|)|
|x− y|m−2 dy
≡ I1(x) + I2(x) (5.19)
By Young’s inequality, (5.15) and Lemma 5.5
‖I1‖p ≤ C‖f‖p
(∫
|x|≤1
|Kjk(x)|
|x|m−2 dx
)
≤ C sup
|ρ|<1
|Kjk(ρ)|
≤ C sup
0≤ρ≤1
∫
R
|r|k+1〈r〉 12
〈r − ρ〉j+k |M(r)|dr ≤ C
∫
R
|rM(r)|dr ≤ C‖u‖p.
Let p = m
2+ε
, 0 < ε < 1 and choose θ = 2, see (5.11). By Young’s inequality
we have by using polar coordinates that
‖I2‖p ≤ ‖f‖1
(∫ ∞
1
ρm−1
∣∣∣∣ 1ρm−2
∫
R
Tjk(ρ, r)M(r)dr
∣∣∣∣
p
dρ
) 1
p
≤ C
∫ ∞
1
ρm−1−pθ
(
ρj+
1
2
ρm−4
∫
R
dr
|r|k+1〈r〉 12
〈r − ρ〉j+k |M(r)|
)p
dρ. (5.20)
Since |r|k−1〈r〉 12 ≤ C〈r − ρ〉k− 12ρk− 12 (recall k ≥ 1) and m− 4 ≥ j + k,
ρj+
1
2 |r|k+1〈r〉 12
ρm−4〈r − ρ〉j+k ≤ C
ρj+k|r|2
ρm−4〈r − ρ〉j+ 12 ≤ C
|r|2
〈r − ρ〉j+ 12 , ρ > 1.
Hence, the right of (5.20) is bounded by
C
∫ ∞
1
ρm−1−pθM(|r|2M)(ρ)pdρ ≤ C
(∫ ∞
0
rm−1|M(r)|pdr
) 1
p
44
by virtue of the weighted inequality for the maximal functions. By Ho¨lder’s
inequality the right side is bounded by C‖g ∗ uˇ‖p ≤ C‖u‖p.
When p = m
m−2−ε , 0 < ε < 1, we choose θ = m− 3. Again by using Young’s
inequality and (5.15)
‖I2‖pp ≤ C
∫ ∞
1
ρm−1−pθ
(
ρj−
1
2
∫
R
|r|k+1〈r〉 12
〈r − ρ〉j+k |M(r)|dr
)p
dρ (5.21)
Since ρj−
1
2 ≤ 〈r〉j− 12 〈r − ρ〉j− 12 and m − 1 − pθ is an (A)p weight, the right
hand side is further estimated by
C
∫ ∞
1
ρm−1−pθ
(∫
R
|r|k+1〈r〉j
〈r − ρ〉k+ 12 |M(r)|dr
)p
dρ
≤ C
∫ ∞
1
ρm−1−pθM(|r|k+1〈r〉jM(r))(ρ)pdρ
≤ C
∫ ∞
0
rm−1−pθ(|r|k+1〈r〉jM(r))pdr
Since k+ j+1 ≤ m−3 = θ, the last integral is bounded by a constant times∫ 1
0
rm−1−p(θ−k−1)M(r)pdr +
∫ ∞
1
rm−1M(r)pdr
≤ C
∫
|x|<1
|(g ∗ uˇ)(x)|p
|x|p(θ−k−1) dx+ ‖g ∗ uˇ‖
p ≤ C(‖g‖q + ‖g‖1)p‖u‖pp,
where q is the conjugate exponent of p. This completes the proof.
(2) The case j = 0, k ≥ 1. We now prove Proposition 5.6 for j = 0 and
1 ≤ k ≤ ν − 1 = m−4
2
by induction on k, using also the already proven result
for the case j, k ≥ 1. For this and for the purpose for the next case (3) we
define as follows.
Definition 5.9. (1) We say J0k(s, t, ρ, r) is ℓ-admissible if operators W0k,ln,
0 ≤ l, n ≤ ν − ℓ, defined by (5.10) with K0k,ln(ρ) =
∫
T0k,ln(ρ, r)M(r)dr in
place of Kjk(ρ) are bounded in L
p(Rm) for m
m−2 < p <
m
2
where
T0k,ln(ρ, r) =
∫ ∞
0
∫ ∞
0
e−(t+s)t2ν−
3
2
−k+ns2ν−
3
2
−lJ0k(s, t, ρ, r)dt ds. (5.22)
(2) We say Jj0(s, t, ρ, r) is ℓ-admissible if operators Wj0,ln, 0 ≤ l, n ≤ ν − ℓ,
defined by (5.10) with Kj0,ln(ρ) =
∫
Tj0,ln(ρ, r)M(r)dr in place of Kjk(ρ) are
bounded in Lp(Rm) for m
m−2
< p < m
2
where
Tj0,ln(ρ, r) =
∫ ∞
0
∫ ∞
0
e−(t+s)t2ν−
3
2
−ns2ν−
3
2
−j+lJj0(s, t, ρ, r)dt ds. (5.23)
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Compare (5.22) or (5.23) with (5.13). Note that the exponents 2ν − 3
2
− k+
n, 2ν − 3
2
− l are not smaller than 1 for all relevant l, n. It suffices to prove
the following lemma.
Lemma 5.10. Let J0k(s, t, ρ, r), 1 ≤ k ≤ ν − 1, be defined by (5.14) with
Φ˜ ∈ C∞0 (R) which is a constant near λ = 0. Then, J0k(s, t, ρ, r) are k-
admissible.
Proof. We prove the lemma by induction on k. We begin with the case k = 1.
Lemma 5.11. For all 0 ≤ l, n ≤ ν − 1, T01,ln(ρ, r) satisfies the estimate
|T01,ln(ρ, r)| ≤ C |r|
2(〈ρ〉+ 〈r〉)
〈r − ρ〉2 (5.24)
Proof. This is obvious when |ρ− r| ≤ 1 and we assume |ρ− r| > 1 in what
follows. Integrating by parts twice with respect to λ, we have
J01(s, t, ρ, r) =
ir2
(ρ− r)
√
st+
ir2
(ρ− r)2 (ρ(t/s)
1
2 − r(s/t) 12 )
+
r2
(ρ− r)2
∫ ∞
0
eiλ(ρ−r)
( ∂
∂λ
)2(
Φ˜(λ)(s− 2iλρ)1/2(t+ 2iλr)1/2
)
dλ (5.25)
We substitute this for J01 in (5.22). Then the functions produced by the
boudary terms are bounded by
C
( r2
〈ρ− r〉 +
r2(|ρ|+ |r|+ 1)
〈ρ− r〉2
)
≤ C |r|
2(〈ρ〉+ 〈r〉)
〈ρ− r〉2 .
Denoting by ′ the deivative with respect to the variable λ, we compute:(
Φ˜(λ)(s− 2iλρ)1/2(t+ 2iλr)1/2
)′′
= Φ˜′′(λ)(s− 2iλρ)1/2(t+ 2iλr)1/2
+ 2Φ˜′(λ)
(
(s− 2iλρ)1/2(t+ 2iλr)1/2
)′
+ Φ˜(λ)
(
(s− 2iλρ)1/2(t+ 2iλr)1/2
)′′
.
Since Φ˜′(λ) = 0 near λ = 0 and |(s− 2iλρ)− 122ρ| ≤ C(ρ/s) 12 for |λ| ≥ C > 0,
this is bounded in modulus by a constant times
|Φ˜′′(λ)|(s 12 + |λρ| 12 )(t 12 + |λr| 12 ) + |Φ˜′(λ)|(ρ/s) 12 (t 12 + |λr| 12 )
+ |Φ˜′(λ)|(r/t) 12 (s 12 + |λρ| 12 ) + |Φ˜(λ)||tρ− sr|2(s+ |λr|)− 32 (t + |λρ|)− 32 .
Hence integrating by dtds first and using also elementary estimates∣∣∣∣
∫ ∞
0
e−ttadt
(t+ |λr|)b
∣∣∣∣ ≤ C〈λr〉−b 0 < b < a+ 1, (5.26)
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∣∣∣∣∣
∫ ∞
0
|Φ˜(λ)|
〈λr〉a〈λρ〉b
∣∣∣∣∣ ≤ C 1〈r〉+ 〈ρ〉 , a, b > 0, a+ b > 1, (5.27)
we obtain estimate (5.24).
Lemma 5.12. Let J01(s, t, ρ, r) be defined by (5.14) with Φ˜ ∈ C∞0 (R) which
is a constant near λ = 0. Then, J01(s, t, ρ, r) is 1-admissible.
Proof. We have
|r|2(〈ρ〉+ 〈r〉)
〈r − ρ〉2 ≤
2|r|2〈ρ〉
〈r − ρ〉2 +
|r|2
〈r − ρ〉 . The first term on the
right satisfies (5.15) with j = k = 1 and, by virtue of Lemma 5.8, it suffices
to show that W01 is bounded in L
p(Rm) for m
m−2
< p < m
2
if
|T01(ρ, r)| ≤ C |r|
2
〈r − ρ〉 ≤ C
(
|r|+ |r||ρ|〈ρ− r〉
)
. (5.28)
We estimate |W01u(x)| ≤ I1(x)+ I2(x) as in (5.19). For I1(x) we use the first
of (5.28) and proceed as in the proof of Lemma 5.8. We have
‖I1‖p ≤ C‖f‖p sup
|ρ|≤1
∫
R
|r|2|M(r)|dr
〈ρ− r〉 ≤ C‖f‖p
∫
R
|r||M(r)|dr ≤ C‖u‖p.
For I2(x) we use Young’s inequality and the second of (5.28) to obtain:
‖I2‖p ≤ ‖f‖1
(∫ ∞
1
ρm−1
∣∣∣∣ 1ρm−2
∫
R
|r||M(r)|dr
∣∣∣∣
p
dρ
) 1
p
+ ‖f‖1
(∫ ∞
1
ρm−1
∣∣∣∣ 1ρm−3
∫
R
|r||M(r)|
〈ρ− r〉 dr
∣∣∣∣
p
dρ
) 1
p
(5.29)
The first term is bounded by C
∫
R
|r||M(r)|dr ≤ C‖u‖p since p(m− 2) > m
for m
m−2
< p < m
2
. For estimating the second, take ε > 0 arbitraily small
and fix p ∈ ( m
m−2−ε ,
m
2+ε
). Take 0 < ε′ < ε and choose m
p
− 1 < θ < m
p
sufficiently close to m
p
− 1 so that m− 1 − pθ is an (A)p weight and so that
1 + ε′ < θ ≤ m − 3 − ε′. Then, using 〈ρ− r〉−1 ≤ Cε′〈ρ〉ε′〈r〉ε′〈ρ− r〉−(1+ε′),
we estimate the second integral by a constant times
(∫ ∞
1
ρm−1
(
1
ρm−3−ε′
∫
R
|r|〈r〉ε′|M(r)|
〈ρ− r〉1+ε′ dr
)p
dρ
) 1
p
≤ C
(∫ ∞
1
ρm−1−pθ
(∫
R
|r|〈r〉ε′|M(r)|
〈ρ− r〉1+ε′ dr
)p
dρ
) 1
p
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≤ C
(∫
R
rm−1−p(θ−1)〈r〉pε′|M(r)|pdr
) 1
p
≤ C
(∫
Rm
〈x〉pε′|g ∗ u(x)|
|x|p(θ−1) dx
) 1
p
.
Since pε′ < p(θ − 1) < m, the right hand side is bounded by C‖u‖p. This
proves that ‖I2‖p ≤ C‖u‖p. This completes the proof.
Completetion of the proof of Lemma 5.10. The lemma is satisfied when
k = 1 by virtue of Lemma 5.11. We let k ≥ 2 and assume that the lemma
is already proved for smaller values of k. We write rk+1 = rkρ − rk(ρ − r)
in the definition (5.14) for J0k(s, t, ρ, r) and apply integration by part to the
integral containing rk(ρ− r). We obtain
J0k(s, t, ρ, r) = J1(k−1)(s, t, ρ, r)
− irk
∫ ∞
0
eiλ(ρ−r)
( ∂
∂λ
)(
λk−1Φ˜(λ)(s− 2iλρ) 12 (t + 2iλr) 12
)
dλ. (5.30)
Thanks to results in case (1), J1(k−1)(s, t, ρ, r) is (k − 1)-admissible and it
may be ignored. We insert the following for the derivative in the integrand:
(k − 1)λk−2Φ˜(s− 2iλρ) 12 (t + 2iλr) 12 + λk−1Φ˜′(s− 2iλρ) 12 (t+ 2iλr) 12
− 2iρλk−1Φ˜
( ∂
∂s
)
(s− 2iλρ) 12 (t+ 2iλr) 12 + λk−1Φ˜(s− 2iλρ) 12 ir(t+ 2iλr)− 12
The first term produces (k−1)J0(k−1)(s, t, ρ, r), which is (k−1)-admissible by
induction hypothesis; the second does J0(k−1)(s, t, ρ, r) with λΦ˜
′(λ) replacing
Φ˜, which is also (k − 1)-admissible since λΦ˜′(λ) = 0 near λ = 0. Define
J0k(3) ≡ 2rkρ
∫ ∞
0
eiλ(r−ρ)λk−1Φ˜(λ)
( ∂
∂s
)
(s− 2iλρ) 12 · (t+ 2iλr) 12dλ
and substitute this for Jjk(s, t, ρ, r) in (5.22). This yields after integration
by parts with respect to the s-integral
−2T1(k−1),ln(ρ, r) + 2(2ν − 32 − l)T1(k−1),(l+1)n(ρ, r)
and the result of case (1) implies J0k(3)(s, t, ρ, r) is k-admissible. We rewrite
the last term λk−1Φ˜(s− 2iλρ) 12 ir(t+ 2iλr)− 12 in the form
1
2
λk−2Φ˜(λ)(s− 2iλρ) 12 (t + 2iλr) 12 − λk−2Φ˜(λ)(s− 2iλρ) 12 t
( ∂
∂t
)
(t + 2iλr)
1
2
The first term again produces 1
2
J0(k−1)(s, t, ρ, r). Define
J0k(4)(s, t, ρ, r) ≡ rkρ
∫ ∞
0
eiλ(r−ρ)λk−2Φ˜(λ)(s− 2iλρ) 12 ·
( ∂
∂t
)
(t+ 2iλr)
1
2dλ
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and substitute J0k(4)(s, t, ρ, r) for Jjk(s, t, ρ, r) in (5.22). This yields, after
integration by parts with trespect to the t-integral,
−T0(k−1),l(n+1)(ρ, r) + (2ν − 12 − k + n)T0(k−1),ln(ρ, r)
It follows by induction hypothesis that J0k(4)(s, t, ρ, r) is also k-admissible.
This completes the proof.
(3) The case j ≥ 1 and k = 0. We next prove Proposition 5.6 for j ≥ 1
and k = 0. It suffices to prove the following lemma.
Lemma 5.13. Let Jj0(s, t, ρ, r), j = 1, . . . , ν − 1, be defined by (5.14) with
Φ˜ ∈ C∞0 (R) which is a constant near λ = 0. Then, Jj0(s, t, ρ, r) are j-
admissible.
Proof. We prove the lemma by induction on j. Thus, we let j = 1 first.
Comparing definitions of J01 and J10 and (5.24), it is obvious that
|T10,(ln)(ρ, r)| ≤ C |r|ρ(〈ρ〉+ 〈r〉)〈ρ− r〉2
Since 〈ρ〉 + 〈r〉 ≤ 4(〈ρ − r〉 + |r|) and |r|2ρ〈ρ − r〉−2 satisfies (5.15) with
j = k = 1, it suffices to show that W10 has the desired property when
|T10(ρ, r)| ≤ C |r|ρ〈ρ− r〉 .
However, the right hand side is the same as the second term on the right of
(5.28) and the proof of Lemma 5.12 shows that Lemma 5.13 is satisfied when
j = 1. We then let j ≥ 2 and assume that the lemma is already proved for
smaller values of j. We write ρjr = ρj−1r2 + ρj−1r(ρ − r) in the definition
(5.14) of Jj0(s, t, ρ, r). The first term ρ
j−1r2 produces J(j−1)1(t, s, ρ, r) and
we may ignore it by virtue of results in case (1). We need study the operators
corresponding to Wjk produced by functions
ρj−1r
∫ ∞
0
eiλ(ρ−r)
( ∂
∂λ
)(
λk−1Φ˜(λ)(s− 2iλρ) 12 (t+ 2iλr) 12
)
dλ.
However, after this point the argument completely in paralell with that of
Lemma 5.10 after (5.30) and we omit the repetitious details.
(4) The case j = k = 0. Finally we prove Proposition 5.6 for j = k = 0.
Recall the definition (5.8) and (5.13). In (5.8) we substitute
(s− 2iλρ) 12 ((t+ 2iλr) 12 − t 12 ) + ((s− 2iλρ) 12 − s 12 )t 12 + s 12 t 12 .
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for (s− 2iλρ) 12 (t + 2iλr) 12 and denote by Kj the operator produced by j-th
summand, j = 1, 2, 3, so that K00 = K1+K2+K3. Define Wj by (5.10) with
Kj in place of Kjk so that W00 = W1 +W2 +W3. For j = 1 and j = 2, we
may change the order of integrations and write Kju(ρ) in the following form:
Kju(ρ) =
∫
R
Tj(ρ, r)rM(r)dr, j = 1, 2
where T1(ρ, r) and T2(ρ, r) are given by constants times
T1(ρ, r) = r
∫ ∞
0
∫ ∞
0
e−(t+s)t2ν−
3
2 s2ν−
3
2×
×
(∫ ∞
0
eiλ(ρ−r)Φ˜(λ)
{ 2ir(s− 2iλρ) 12
(t+ 2iλr)
1
2 + t
1
2
}
dλ
)
dsdt,
T2(ρ, r) = r
∫ ∞
0
e−ss2ν−
3
2
(∫ ∞
0
eiλ(ρ−r)Φ˜(λ)
{ 2iρ
(s− 2iλρ) 12 + s 12
}
dλ
)
ds.
Lemma 5.14. We have estimate
|T1(ρ, r)| ≤ C
(
|r|+ |r|ρ〈r − ρ〉 +
|r|〈ρ〉
〈r − ρ〉2 +
|r|2〈ρ〉 12
〈r − ρ〉2
)
, (5.31)
|T2(ρ, r)| ≤ C |r|〈ρ〉〈ρ− r〉 . (5.32)
Proof. The estimates are trivial for |r − ρ| ≤ 1 and we suppose |ρ− r| > 1.
We first prove (5.32). Integrating by parts, we estimate the inner intergral
by the boundary contribution ρ|ρ− r|−1s− 12 plus∣∣∣∣∣ 1ρ− r
(∫ ∞
0
( 2iρeiλ(r−ρ)Φ˜′(λ)
(s− 2iλρ) 12 + s 12 +
2iρeiλ(r−ρ)Φ˜(λ)(iρ)
((s− 2iλρ) 12 + s 12 )2(s− 2iλρ) 12
)
dλ
)∣∣∣∣∣
≤ Cρ〈r − ρ〉
(
1√
s
+
∫ ∞
0
ρ|Φ˜(λ)|
(|s|+ |λρ|) 32 dλ
)
.
The desired estimate follows since∫ ∞
0
(∫ ∞
0
e−ss2ν−
3
2
|Φ˜(λ)|ds
(|s|+ |λρ|) 32
)
dλ ≤
∫ ∞
0
Cdλ
〈λρ〉 32 ≤
C
ρ
. (5.33)
For proving (5.31) for T1(ρ, r) we apply integration by parts twice to the
inner integral. The result is
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2r
ρ− r
√
s
2t
− r
(ρ− r)2
(
ρ√
ts
+
√
sr
t
2
3
)
− ir
(ρ− r)2
∫ ∞
0
eiλ(ρ−r)
( ∂
∂λ
)2(
Φ˜(λ)
(s− 2iλρ) 12
(t + 2iλr)
1
2 + t
1
2
)
dλ. (5.34)
We estimate the second derivative by a constant times
|Φ˜′′(λ)|(s+ |λρ|) 12√
t
+
ρ|Φ˜′(λ)|√
st
+
|Φ˜′(λ)|r(s+ |λρ|) 12
(t + |λr|) 32
+
|Φ˜(λ)|ρ2√
t(s+ |λρ|) 32 +
|Φ˜(λ)|rρ√
s(t+ |λr|) 32 +
|Φ˜(λ)|r2(s+ |λρ|) 12
(t+ |λr|) 52
Desired estimate follows after integration via estimates similar to (5.33).
Lemma 5.15. For m
m−2
< p < m
2
, W1 and W2 are bounded in L
p(Rm)
Proof. T1(ρ, r) is bounded by the right of (5.15) with j = k = 1; T2(ρ, r) by
the right of (5.28). The lemma follows from Lemma 5.8 and Lemma 5.12.
Finally we deal withW3. Recall that K3u(ρ) is defined by (5.8) with (st)
1
2
replacing (s − 2iλρ) 12 (t + 2iλr) 12 . Then, the inner most integral becomes t
independent and we may integrate out the (t, s) integral. Result is
K3u(ρ) = C
∫ ∞
0
Φ˜(λ)e−iλρλ−1
(∫
R
eiλrrM(r)dr
)
dλ (5.35)
with a suitable constant C. Since M(r) is even, we may write
1
λ
∫
R
eiλrrM(r)dr =
∫
R
(eiλr − 1)
λ
rM(r)dr = i
∫
R
rM(r)
(∫ r
0
eiλvdv
)
dr.
Thus, if we define F (v) by
F (v) = ±v
∫ ±∞
v
rM(r)dr, for ± v > 0
and change the order of integration, we have
K3u(ρ) = C
∫ ∞
0
Φ˜(λ)e−iλρ
(∫
R
eiλvF (v)dv
)
dλ = C
[
H( ˇ˜Φ ∗ F )
]
(ρ).
(5.36)
We estimate |W3u(x)| ≤ I1(x) + I2(x) as in (5.19). Recall that for mm−2 <
p < m
2
and m
p
− 1 < θ < m
p
we have m − 2 − θ > 0. Let p = m
2+ε
and θ = 2
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first for an arbitrarily small ε > 0. Then, applying Lemma 5.2 twice, once
for H and once for M, we obtain
‖I2‖pp ≤ C‖f‖p1
∫ ∞
1
ρm−1
( |K3(ρ)|
ρm−2
)p
dρ
≤ C
∫ ∞
0
ρm−1−pθ|H(Φˇ ∗ F )(ρ)|pdρ ≤ C
∫ ∞
0
ρm−1−pθ|( ˇ˜Φ ∗ F )(ρ)|pdρ
≤ C
∫ ∞
0
ρm−1−pθ|M(F )(ρ)|pdρ ≤ C
∫ ∞
0
ρm−1−2p|F (ρ)|pdρ. (5.37)
We then apply Hardy’s then Ho¨lder’s inequalities and estimate the right by
C
∫ ∞
0
rm−1|M(r)|pdr ≤
∫
Rm
|(g ∗ uˇ)(x)|p ≤ C‖u‖pp. (5.38)
Let q = m
m−2−ε be the dual exponent of p =
m
2+ε
. By Ho¨lder’s inequality
|I1(x)| ≤ C
(∫
|y|<1
∣∣∣∣K3u(|y|)|y|2
∣∣∣∣
p
dy
) 1
p
(∫
|x−y|<1
∣∣∣∣ |f(y)||x− y|m−4
∣∣∣∣
q
dy
)1
q
.
The second factor on the right is an Lp function of x ∈ Rm since |f(x)| ≤
C〈x〉−m−ε. Then estimates (5.37) and (5.38) implies
‖I1‖pp ≤ C
∫
|y|<1
∣∣∣∣K3u(|y|)|y|2
∣∣∣∣
p
dy ≤ C
∫ 1
0
ρm−1−2p|H( ˇ˜Φ ∗ F )(ρ)|pdρ ≤ C‖u‖pp.
Let p = m
m−2−ε and θ = m− 3 next. Then, using Lemma 5.2 twice as in
(5.37), we obtain
‖I2‖p ≤ C‖f‖1
(∫ ∞
1
ρm−1
( |K3u(ρ)|
ρm−2
)p
dρ
) 1
p
≤ C
(∫ ∞
0
ρm−1−pθ|F (ρ)|pdρ
) 1
p
. (5.39)
Then, Hardy’s inequality implies that the right side is bounded by
C
(∫ ∞
0
ρm−1−p(θ−2)|M(ρ)|pdρ
) 1
p
≤ C
(∫
Rm
|(g ∗ u)(x)|p
|x|p(θ−2) dx
) 1
p
. (5.40)
Since p(θ−2) < m, the right side is bounded by C‖u‖p. For I1(x) we proceed
as previously. By Ho¨lder’s inequality
|I1(x)| ≤
(∫
|y|<1
∣∣∣∣K3u(|y|)|y|m−3
∣∣∣∣
p
dy
) 1
p
(∫
|x−y|<1
∣∣∣∣ f(y)|x− y|
∣∣∣∣
q
dy
)1
q
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The second factor on the right is an Lp function of x ∈ Rm as previously.
Then (5.39) and (5.40) imply that the right hand side of
‖I1‖p ≤ C
(∫
|y|<1
∣∣∣∣K3(|y|)|y|m−3
∣∣∣∣
p
dy
) 1
p
≤ C
(∫ 1
0
ρm−1−pθ|H( ˇ˜Φ ∗ F )(ρ)|pdρ
) 1
p
is bounded by C‖u‖p. This proves W3 is bounded in Lp for mm−2 < p < m2
and completes the proof of Proposition 5.1.
5.2 Estimate for Ws,ab
In this subsection, we indicate how the discussion in the previous subsection
may be modified for proving the following proposition.
Proposition 5.16. Let V satisfies (5.1) and let Wab be defined by (5.3).
Then, for any m
m−2
< p < m
2
,
‖Φ(H)Ws,abΦ(H0)u‖p ≤ Cp‖u‖p, u ∈ C∞0 (Rm). (5.41)
Proof. By virtue of Proposition 3.6, V Dab are finite rank operators from
H−(δ−3)− to H(δ−3)− . Hence, they are finite linear combinations of rank one
operators f ⊗ g with f, g ∈ Hm+ε for some ε > 0, and it suffices to prove
(5.41) for Φ(H)Z˜Φ(H0), where Z˜ is the operator defined by
Z˜ =
∫ ∞
0
G0(λ)(f ⊗ g) (G0(λ)−G0(−λ)) Φ˜(λ)λa+1 logb λdλ (5.42)
with such f, g, which is the same as (5.6) if λ−1 replaces λa+1 logb λ. Notice
that Z˜Φ(H0)u is given by the same formula (5.42) with Φ(H0)g in place
of g and |Φ(H0)g(x)| ≤ C〈x〉−m−ε. Thus, we may (and do) assume that g
satisfies the condition (5.9), |g(x)| ≤ C〈x〉−m−ε, and ignore Φ(H0). After
this, we proceed as in the previous section: Define Kabjku(ρ) by the right side
of (5.8) with λj+k+1+a(log λ)b in place of λj+k−1 and
W abjku(x) =
∫
Rm
f(y)Kabjku(|x− y|)
|x− y|m−2 dy (5.43)
so that Z˜ is a linear combination of Kabjk :
Z˜u(x) =
m−4
2∑
j,k=0
CjkW
ab
jku(x), (5.44)
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see Lemma 5.4. We then follow the argument in the proof of Proposition 5.6
for the case j, k ≥ 1. The function λj+k+1+a(log λ)b is certainly less singular
than λj+k−1 at λ = 0 and the proof of Lemma 5.7 implies, as previously,
Kabjku(ρ) =
∫
R
M(g ∗ u, r)T abjk (r)dr
with T abjk (r) which satisfies estimate (5.15):
∣∣T abjk (ρ, r)∣∣ ≤ C
∣∣∣∣〈ρ〉j+1/2rk+1〈r〉1/2〈r − ρ〉j+k
∣∣∣∣ .
We then want to apply the argument in the proof of Lemma 5.8. Here it
is important to observe that we may pretend that f satisfies (5.9) as well:
|f(x)| ≤ C〈x〉−m−ε. Indeed, we have
|Φ(H)W abjku(x)| =
∣∣∣∣∣
∫
Rm
(∫
Rm
Φ(x, z)f(z − y)dz
)
Kabjku(|y|)
|y|m−2 dy
∣∣∣∣∣
≤ C
∫
Rm
〈y〉−(m+ε)|Kabjku(|x− y|)|
|x− y|m−2 dy
since |Φ(x, z)| ≤ CN〈x−z〉−N . Then, the proof of Lemma 5.8 applies without
any change and we obtain ‖Φ(H)W abjku‖p ≤ C‖u‖p for any mm−2 < p < m2 .
6 High energy estimate
In this section we prove the following proposition. Recall that m∗ =
m−1
m−2 .
Proposition 6.1. Let V satisfy (1.2) and, in addition, |V (x)| ≤ C〈x〉−δ for
some δ > m+ 2. Let Ψ(λ) ∈ C∞(R) be such that Ψ(λ) = 0 for |λ| < λ0 for
some λ0. Then W> is bounded in L
p(Rm) for all 1 ≤ p ≤ ∞
Since the proof is entirely similar to the corresponding one in [I], we shall
only sketch it very briefly pointing out what modifications are necessary
for even dimensions. Iterating the resolvent equation, we have G(λ)V =∑2n
1 (−1)j−1(G0(λ)V )j +G0(λ)Nn(λ), where
Nn(λ) = (V G0(λ))
n−1V G(λ)V (G0(λ)V )
n.
If we substitute this for G(λ)V in the right of (1.10), we have
W> = Ψ(H0)
2 +
2n∑
j=1
(−1)jΩjΨ(H0)2 − Ω˜2n+1, (6.1)
54
Ω˜2n+1 =
1
iπ
∫ ∞
0
G0(λ)Nn(G0(λ)−G0(−λ))Ψ˜(λ)dλ, (6.2)
where Φ˜(λ) = λΨ(λ2)2. The operators Ψ(H0) and Ω1, . . . ,Ω2n are bounded
in Lp for any 1 ≤ p ≤ ∞ by virtue of Lemma 2.7. We show that, if n is large
enough, the integral kernel
Ω˜2n+1(x, y) =
∫ ∞
0
〈Nn(λ)(G0(λ)−G0(−λ))δy, G0(−λ)δx〉λΨ2(λ2)dλ,
of Ω˜2n+1 is admissible. We define G˜0(λ, z, x) = e
−iλ|x|G0(λ, x − z) and
ψ(z, x) = |x− z| − |x| as previously.
Lemma 6.2. Let j = 0, 1, 2, . . .. We have for |λ| ≥ 1 that∣∣∣∣∣
(
∂
∂λ
)j
G˜0(λ, z, x)
∣∣∣∣∣ ≤ Cj
(
〈z〉j
|x− z|m−2 +
λ
m−3
2 〈z〉j
|x− z|m−12
)
. (6.3)
Proof. Differentiate G˜
(j)
0 (λ, z, x) by using Leibniz’s formula. The result is a
linear combination over (α, β) such that α + β = j of
eiλψ(z,x)ψ(z, x)α
|x− z|m−2−β
∫ ∞
0
e−ttν−
1
2
(
t
2
− iλ|x− z|
)ν− 1
2
−β
dt.
Since |ψ(z, x)|α ≤ 〈z〉j for 0 ≤ α ≤ j and |z−x| ≤ | t
2
−iλ|z−x|| ≤ (t+λ|z−x|)
when |λ| ≥ 1, (6.3) follows.
Define T±(λ, x, y) = 〈Nn(λ)G˜0(±λ, ·, y), G˜0(−λ, ·, x)〉 so that
Ω˜2n+1(x, y) =
1
πi
∫ ∞
0
(
eiλ(|x|+|y|)T+(λ, x, y)− eiλ(|x|−|y|)T−(λ, x, y)
)
Ψ˜(λ)dλ.
The following lemma may be proved by repeating line by line the proof of
Lemma 3.14 of [I] by using (6.3) and Lemma 2.5.
Lemma 6.3. Let 0 ≤ s ≤ m+2
2
. For sufficiently large n, we have∣∣∣∣
(
∂
∂λ
)s
T±(λ, x, y)
∣∣∣∣ ≤ Cnsλ−3〈x〉−m−12 〈y〉−m−12 (6.4)
We then integrate by parts 0 ≤ s ≤ (m+ 2)/2 times to obtain∫ ∞
0
eiλ(|x|±|y|)T±(λ, x, y)Ψ˜(λ)dλ
=
1
(|x| ± |y|)s
∫ ∞
0
eiλ(|x|±|y|)
(
∂
∂λ
)s (
T±(λ, x, y)Ψ˜(λ)
)
dλ
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and estimate the right hand side by using (6.4). We obtain
|Ω˜n+1(x, y)| ≤ C
∑
±
〈|x| ± |y|〉−m+22 〈x〉−m−12 〈y〉−m−12
and Ω˜n+1(x, y) is admissible. Proposition 6.1 follows.
7 Completion of proof of Theorem
To complete the proof of Theorem 1.1 we have only to prove the continuity
of W in Sobolev spaces. We prove this for the case 1 < p < ∞ only. For
the cases p = 1 and p = ∞, we may apply without any change the proof
presented in Section 4 of [21] for odd dimensional cases where we estimated
the multiple commutators [pi1 , [pi2, [· · · , [piℓ ,W±] · · · ]]]. We use the following
two lemmas.
Lemma 7.1. Let 1 < p <∞ and |V (x)| ≤ C <∞. Then for large negative
λ, R(λ) ∈ B(Lp(Rm),W 2,p(Rm)) and R(λ) 12 ∈ B(Lp(Rm),W 1,p(Rm)).
Proof. We first remark that H is bounded from below and R(λ)
1
2 is well
defined bounded operator in H for large negative λ and R(λ) 12 ∈ B(Lp,W 1,p)
means that R(λ)
1
2 defined on L2 ∩ Lp can be extended to such an operator.
For λ < 0, we have ‖R0(λ)‖p,p ≤ C|λ|−1 and ‖∇R0(λ)‖p,p ≤ Cp|λ|− 12 . It
follows that, for large negative λ, 1+R0(λ)V is an isomorphism of L
p, R(λ) =
(1+R0(λ)V )
−1R0(λ) also in L
p and ‖R(λ)‖p,p ≤ C|λ|−1. Hence, the resolvent
equation is also valid in Lp,
R(λ) = R0(λ)− R0(λ)V R(λ), (7.1)
and this implies R(λ) ∈ B(Lp,W 2,p). It also follows that the integral in
∇R(λ) 12 = ∇R0(λ) 12 − C
∫ ∞
0
µ−
1
2∇R0(λ− µ)−1V R(λ− µ)dµ
converges in the norm of B(Lp) and ∇R(λ) 12 is bounded in Lp(Rm).
Lemma 7.2. Let 1 < p < ∞ and n = 1, 2, . . .. Then, for large negative λ
the following statements are satisfied:
(1) Let |∂αV (x)| ≤ Cα for |α| ≤ 2(n− 1). Then, R(λ)n ∈ B(Lp,W 2n,p).
(2) Let |∂αV (x)| ≤ Cα for |α| ≤ 2n− 1. Then, R(λ)n ∈ B(W 1,p,W 2n+1,p).
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Proof. We first prove (1) by induction on n. If n = 1, (1) is contained in
Lemma 7.1. Let n ≥ 2 and suppose that (1) is already proved for smaller
values of n. By virtue of (7.1),
R(λ)n = R0(λ)R(λ)
n−1 −R0(λ)V R(λ)n−1R(λ). (7.2)
By the assumption on V and the induction hypothesis R(λ)n−1, V R(λ)n−1 ∈
B(Lp,W 2n,p) and (1) follows since R0(λ) maps W
2n,p to W 2n+2,p boundedly.
We next prove (2). Let n = 1 first. Then, in (7.1), R0(λ) ∈ B(W 1,p,W 3,p)
and V R(λ) ∈ B(W 1,p) by (1) for n = 1 and the assumption on V . Hence (1)
holds for n = 1. Let n ≥ 2 and suppose that (2) is already proved for smaller
values of n. Then in (7.2), R(λ)n−1 ∈ B(W 1,p,W 2n−1,p) by the induction
hypothesis, and V R(λ)n−1R(λ) ∈ B(W 1,p,W 2n−1,p) also by the assumption
on V and Lemma 7.1. Since R0(λ) ∈ B(W 2n−1,p,W 2n+1,p), (2) follows.
By intertwing property we have for sufficient laerge negative λ
R(λ)nW± = W±R0(λ)
n, R(λ)n+
1
2W± =W±R0(λ)
n+ 1
2
¿From the first equation and Lemma 7.2 (1) we see that, if |∂αV (x)| ≤ Cα
for |α| ≤ 2(n − 1), W± ∈ B(W 2n,p,W 2n,p). Likewise from Lemma 7.1 and
Lemma 7.2 (2), we have W± ∈ B(W 2n+1,p,W 2n+1,p) if |∂αV (x)| ≤ Cα for
|α| ≤ 2n− 1. This completes the proof of Theorem 1.1.
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