The use of two to four magnetometers in airborne magnetic surveys is becoming more frequent, allowing for the observation of the total-field as well as its horizontal gradients (Redford, et al., 2006). There are advantages to these data types because of the increased and complementary information content in them. Yet little has been done to take full advantage of these data beyond simple enhancement of the total-field anomaly. As a first step, we have developed an equivalent source processing algorithm by making use of a well-known but little used relationship between the derivative of the total-field with the derivative of its source. Utilizing gradient and totalfield data allows for a constructed susceptibility model for total-field data, constrained by the observed gradients. In this paper, we discuss using gradients in order to construct a more representative dataset through equivalent source processing. The methodology of the joint equivalent source processing technique is presented and a synthetic example is shown.
Introduction
Airborne magnetic gradiometry data is becoming common in large scale exploration surveys (Redford, et. al., 2006) . In most applications, multiple total-field sensors are utilized and the gradient is observed by finite difference in the along-line and cross-line directions. The gradient itself provides advantages over the total-field such as enhanced signal-to-noise ratio obtained from common-mode noise rejection. The use of gradients has been used in the past to analyze two-dimensional bodies (Nelson, 1988) as well as enhancing the conventional total-field gridding techniques by correcting for diurnal-related leveling errors (e.g. Nelson, 1994; Hardwick, 1999; Redford, 2006) in both spatial and frequency domains. We use an equivalent source processing technique to jointly process both data types. We solve for a common susceptibility model and constrain the model variation by the gradient data. This enables us to obtain a more flexible representation of the observed magnetic field. To do this, we will start with the equations for the total-field and gradient, show their relationship through derivatives, introduce translation matrices in order to connect the two gradients with total susceptibility, and formulate a linear relationship that can be solved for through linear inversion techniques.
Relating the gradient and total-field
In order to effectively represent the total-field with a layer of equivalent sources, we need to incorporate the gradient, yet only solve one set of equations that takes into account total susceptibility. We start with the mathematical relationship between the derivative of the field and the derivative of the sources. The observed total-field
given by the linear relationship:
for small values of the magnetic susceptibility of the sources,κ r , and where G is sensitivity matrix, describing the geometry between the sources and the points of observation (Li and Oldenburg, 1999) . To calculate a sensitivity matrix for the total-field is trivial with the assumption that each cell has a constant susceptibility with an induced magnetization in the same direction as the inducing field. The horizontal gradient of the magnetic field is horizontally invariant and Nabighian (1972) showed that the derivative of the field becomes
In order to relate both the gradient and total-field, we introduce an example with two cells (Figure 1 ). The gradient can be described by the definition for a derivative as applied to the total-field, T ∆ at a location xC :
The combined effect of two semi-infinite slabs can be given by a single thin sheet at the boundary of the two slabs with the difference of susceptibility in the positive direction along the axis. This means given the two susceptibilities in the example, the magnetic anomaly generated by the thin sheet with a width of ∆x is the gradient as shown by: The anomaly calculated by Eq. (2) given by the thin sheet of a small width ∆x with a susceptibility of 2 , 1 κ ∆ yields a total field anomaly the same as the calculated gradient from the observed total field created by the two susceptibilities calculated by Eq. (1). This relationship can be shown mathematically via substitution of Eq. (4) to obtain:
where G x is the sensitivity matrix, . The gradient sensitivity matrix, G x , similar to the total-field sensitivity matrix, describes the geometry of the thin sheet and the observation. It is also important to note that the difference in susceptibilities as defined above is approximately the same as the negative gradient of the susceptibilities with respect to positive x and also the gradient of the total-field. This also is shown by its physical relationship in Figures 2 and 3. Figure 2 shows the gradient of the total-field generated by a 50m deep horizontal semi-infinite dike with a susceptibility of 0.5 S.I. units and a background of 0.0 S.I. units for simplicity. The total-field anomaly generated by the thin sheet and difference of susceptibilities (-0.5 S.I. units) is shown in Figure 3 . Both anomalies are the same magnitude and shape, illustrating the semi-infinite dike can be represented by a thin sheet that has the difference of the susceptibilities of the dike and surrounding medium.
The same methodology is applied for the y gradient and is described by:
where G y is the sensitivity matrix, 
The translation matrix
We have now set up the set of linear equations for the gradients and total-field problems. We can simply combine Equations (1), (5), and (6) to obtain the equation: 
We are not interested in solving for the difference of susceptibilities, but rather using the gradient to horizontally constrain the change of susceptibilities used to calculate the total-field. The question now arises how to relate κ r with G x and G y , respectively. In order do this, we introduce the translation matrices P x and P y . The two matrices are only dependent on the number of cells in the mesh. They are sparse and have only a -1 and 1 in each row. The matrices represent cell interactions to describe the derivative between the i th and (i+1) th susceptibilities and translate each respective κ r ∆ to κ r by the relationship of:
By substitution, Equations (6) and (7) now become
This now yields the linear set of equations:
These equations can be solved for the susceptibility,κ v , based on the normal and thin sheet cell configurations and the observed total-field and gradients.
Equivalent source construction
The constructed linear inverse problem can now be optimized in such a way that the model objective function is minimized within the constraints of Equation (13 φ , the optimal data misfit. To achieve this, the trade-off parameter, β, is chosen based on Tikhonov regularization. The data misfit is calculated by:
and d W is a weighting matrix that normalizes each data point its individual error. For the joint problem, the data vector contains the total-field and gradient observed data. This data vector is constructed as:
The model objective function gives weight to the structure of the model and is given by
for a calculated susceptibility, κ r . To minimize the global objective function Ф, we use the conjugate gradient method.
Synthetic Example
In order to test the algorithm, a synthetic example was created. The generated dikes are horizontal in dip with one striking 45° and one striking in the east direction. Flight lines were simulated at 30 meters of elevation, 100 meters apart. Four magnetometers were "flown" 6 meters apart for the in-line and cross-line directions recording every 10 meters. The total-field and both gradients were calculated. The inducing field was 52,000 nT in strength at an inclination of 65° and a declination of 25°. It is important to note that white Gaussian noise was added to each of the total-field data as well as separately added to the gradient. The response of the noisy data is shown in Figure 4 using minimum curvature as the plotting tool. On all of the figures, the white dots indicated where data was "observed" or calculated. The minimum curvature gridding has trouble with both linear features generated by the synthetic model. The diagonal feature is broken into two blocks and very little connection is made between the two anomalies, where large aliasing occurs. The dike striking in the east direction also lacks continuity and is apparent just north of the positive where the corresponding negative peak should be continuous.
An equivalent source layer was produced using both the noisy observed gradient and the total-field data. A forward model of the equivalent sources was then calculated at an even grid interval of 20 meters (just as with the model response). This data was gridded using minimum curvature and is shown in Figure 6 . The equivalent source layer was significantly more accurate for each dike. A continuous high and low associated with the east striking dike is apparent unlike the minimum curvature. The southeast striking dike has a much better response as well, with more continuity along the direction of strike than the minimum curvature. Though aliasing is still present, the effects are minimal compared to minimum curvature. To evaluate the algorithm, we have looked specifically at the north dike. There is much better constraint on structure using the gradients as shown in Figure 7 , with comparison to the minimum curvature gridding as shown in Figure 8 . For example, the negative anomalous zone in particular shows much more of a connection with the equivalent source than with the minimum curvature.
Conclusions
The joint equivalent source processing algorithm that has been developed is more effective than the traditional minimum curvature gridding of the data. The algorithm directly calculates equivalent susceptibilities by solving a linear inverse problem that includes information from the gradients as well as the total-field magnetic data. Though the result can still be aliased to some extent, this technique creates a more accurate gridding tool as compared to the industry standard of minimum curvature. The ability to constrain the susceptibilities laterally enables a more reliable approach to gridding. One advantage of solving the inverse problem is that multiple data sets data can be processed by a common equivalent source layer and the noise level in the data can be estimated and removed in the process.
