Introduction
Let G be a connected and simply connected nilpotent Lie group with Lie algebra g. It was pointed out by Kirillov that the unitary dual G of G is parametrized by g * /G, the set of coadjoint orbits. The bijection
is called the Kirillov correspondence (see [6] ). The important feature of this correspondence is the functoriality relative to inclusion K ⊂ G of closed connected subgroups. It means that if we start with unitary representations π ∈ G and τ ∈ K and if we denote by O G ⊂ g * and O K ⊂ k * their corresponding coadjoint orbits, then the multiplicity m(π, τ ) of τ in the direct integral decomposition of the restriction π K can be computed in terms of the space O G ∩ p −1 (O K )/K, where p : g * −→ k * denotes the natural projection. More precisely, Corwin and is known as the Corwin-Greenleaf multiplicity function.
Suppose now that G = K ⋉ R n , where K stands for a compact connected subgroup of the automorphism group Aut(R n ). As usual, R n can be equipped with an Euclidean scalar product which embeds the compact group K as a subgroup of orthogonal transformations. In the sequel, we shall simply assume that K is a closed connected subgroup of O(n). The multiplication law in G is given by (A, a) · (B, b) = (AB, a + Ab)
for (A, a), (B, b) ∈ G. As shown by Lipsman in [10] , each irreducible unitary representation of G can be constructed by holomorphic induction from an admissible linear functional of g. Furthermore, two irreducible representations in G are equivalent if and only if their respective linear functionals are in the same coadjoint orbit. Thus we can identify the dual space G with the lattice of admissible coadjoint orbits.
Let π ∈ G and τ ∈ K correspond to admissible coadjoint orbits O G and O K respectively, and let p : g * −→ k * be the restriction map. In the spirit of the orbit method for nilpotent Lie groups, one expects that the multiplicity of τ in π K is given by ♯ O G ∩ p −1 (O K ) /K . Unlike the nilpotent case, this fact is not in general valid for the semidirect product G = K ⋉ R n (see Theorem 3 below). Assuming that π K is multiplicity free as a representation of K, one can ask the following question:
Our interest for this question is motivated by recent multiplicity-free results in the orbit method obtained by Kobayashi and Nasrin [9] , [14] (see also [11] ). By Mackey's little group theory [12, 13] , the set G is given by the following procedure. Let u be a non-zero vector in R n . We denote by χ u the unitary character of R n given by χ u (v) = e iu t v for all v ∈ R n . The stabilizer of u in K, denoted by K u , is called the little group at u. For any σ ∈ K u , define
for A ∈ K u and a ∈ R n . The induced representation
is irreducible and every infinite-dimensional irreducible unitary representation of G is equivalent to some π (σ,χu) . Apart from these infinite-dimensional unitary representations π (σ,χu) , the finite-dimensional unitary representations of K also yield finite-dimensional unitary representations of G.
Let us fix a non-zero vector u in R n and assume that the group H := K u is connected. Let σ ν be an irreducible representation of H with highest weight ν. For simplicity, write π (ν,u) instead of π (σν ,χu) and denote by O G (ν,u) the corresponding admissible coadjoint orbit of G. Given an irreducible representation τ λ ∈ K with highest weight λ, we denote by O K λ the associated admissible coadjoint orbit of K. As above, the multiplicity of τ λ in the restriction of π (ν,u) to K is denoted by m(π (ν,u) , τ λ ). The main results of the present work are
Theorem B. Let (K, H) = (SO(n), SO(n − 1)) with n ≥ 3. Assume that ν and λ are strongly dominant weights of H and K, respectively. Then
2 Coadjoint orbits of K ⋉ R n Let K be a closed connected subgroup of O(n) with Lie algebra k. The group K acts naturally on R n by rotations, and then one can form the semidirect product G = K ⋉ R n . As set G = K × R n and the group multiplication is given by
The Lie algebra of this group is g = k ⊕ R n (as vector space) with Lie bracket
The vector dual space g * of g can be identified with k * ⊕ (R n ) * . The adjoint action of G on g is expressed by the relation
where (A, a) ∈ G and (U, u) ∈ g. Each linear functional F on g can be identified with an element (U, u) ∈ g via the natural scalar product
Given two vectors a and b in R n , there exists a unique matrix W a,b in k such that
where W u := {W a,u ; a ∈ R n }.
Irreducible unitary representations of K ⋉ R n
We keep the notation of Section 2. Let u be a non-zero vector in R n . We denote by χ u the unitary character of the vector Lie group R n given by χ u (v) = e iu t v for all v ∈ R n . We define the little group K u at u to be the stabilizer of u in K. Let σ be an irreducible unitary representation of K u on some (finite-dimensional!) Hilbert space H. The map
is a representation of the semidirect product K u ⋉ R n . Let L 2 (K, H) be the completion of the vector space of all continuous maps η : K −→ H with respect to the norm
where dA is a normalized Haar measure on K. Define L 2 (K, H) σ to be the subspace of L 2 (K, H) consisting of the maps ξ which satisfy the covariance condition
for B ∈ K u and A ∈ K. The induced representation
where (A, a) ∈ G, ξ ∈ L 2 (K, H) σ and B ∈ K. Mackey's theory tells us that the representation π (σ,χu) is irreducible and that every infinite-dimensional irreducible unitary representation of G is equivalent to some π (σ,χu) . Furthermore, two representations π (σ,χu) and π (σ ′ ,χ u ′ ) are equivalent if and only if u and u ′ lie in the same K-orbit and the representations σ and σ ′ are equivalent under the identification of the conjugate subgroups K u and K u ′ . In this way, we obtain all irreducible representations of G which are not trivial on the normal subgroup R n . On the other hand, every irreducible unitary representation τ of K extends trivially to an irreducible representation, also denoted by τ , of G by τ (A, a) := τ (A) for A ∈ K and a ∈ R n .
For Ω ∈ R n /K, let u be any element of Ω and define G(Ω) to be the set of all induced representations π (σ,χu) with σ ∈ K u . Then G is the disjoint union of the G(Ω), Ω in R n /K. Up to identification, we can write
where Λ is the set of non-trivial K-orbits in R n . Finally, notice that Ω∈Λ G(Ω) has full Plancherel measure in G (see [7] ).
4 Admissible coadjoint orbits of K ⋉ R n Let us fix a non-zero vector u in R n and assume that the little group K u is connected. Take T Ku and T K to be maximal tori respectively in K u and K such that T Ku ⊂ T K . Consider an irreducible unitary representation σ ν : K u −→ U (H ν ) with highest weight ν. Then
is an irreducible unitary representation of G. To simplify notation, we shall write π (ν,u) instead of π (σν ,χu) . We fix an irreducible unitary representation τ ν : K −→ U (H ′ ν ) with highest weight ν and we realize the representation space H ν of σ ν as the smallest K u -invariant subspace of H ′ ν that contains the ν-weight space of H ′ ν .
Choose a normalized highest weight vector w ν in H ′ ν and define a vector U ν ∈ k by the relation 1 2 tr(U ν U t ) = −i dτ ν (U )w ν , w ν for all U ∈ k. If we set ℓ ν,u := (U ν , u), then we can see that the stabilizer G(ℓ ν,u ) of ℓ ν,u in G is equal to G(ℓ ν,u ) = K(ℓ ν,u ) ⋉ R n (ℓ ν,u ). Hence, ℓ ν,u is aligned in the sense of Lipsman (see [10] ). A linear functional ℓ ∈ g * is called admissible, if there exists a unitary character χ of the connected component of G(ℓ), such that dχ = iℓ| g(ℓ) . Notice that the linear functional ℓ ν,u is admissible and so, according to Lipsman [10] , the representation of G obtained by holomorphic induction from ℓ ν,u is equivalent to the representation π (ν,u) . Now, for an irreducible unitary representation τ λ of K with highest weight λ, we take the linear functional ℓ λ := (U λ , 0) of g * which is clearly aligned and admissible. Hence, the representation of G obtained by holomorphic induction from the linear functional ℓ λ is equivalent to the representation τ λ .
We denote by O G λ the coadjoint orbit of ℓ λ and by O G (ν,u) the coadjoint orbit of ℓ ν,u . Let g ‡ ⊂ g * be the union of all the O G (ν,u) and of all the O G λ and denote by g ‡ /G the corresponding set in the orbit space. It follows now from [10] , that g ‡ is just the set of all admissible linear functionals of g. The result of Lipsman stated in the introduction gives us a bijection between the space g ‡ /G of admissible coadjoint orbits and the unitary dual G.
Main results
We continue to use the notation of the previous sections. Fix a non-zero vector u in R n and assume that the Lie subgroup H := K u is connected. The corresponding Lie algebra of H is denoted by h, i.e., h = {U ∈ k; U u = 0}. Let π (ν,u) ∈ G and τ λ ∈ K be as before. To these irreducible unitary representations, we attach respectively the coadjoint orbits O G (ν,u) and
If p : g * −→ k * denotes the canonical projection, then we can define the "mod K" number
e., the set
is non-empty. We define an equivalence relation in F by
The set of equivalence classes is denoted by F/H ν . Letting
for W ∈ F, one can easily prove that
we can deduce that
This completes the proof of the proposition.
Let us denote by q the canonical projection from k * to h * .
Proposition 2 The intersection
Proof. The result of the proposition immediately follows from the equivalence
Now we turn our attention to the multiplicity m(π (ν,u) , τ λ ) of τ λ in the restriction of π (ν,u) to K. We have
Proposition 3
The representation τ λ occurs in the restriction of π (ν,u) to K if and only if U ν ∈ q(O K λ ).
Proof. A proof of the if part can be found in [1] . The only if part is directly obtained by applying a result of Guillemin-Sternberg [3, 4] (compare [5] ) which relates the branching problem for compact connected Lie groups to the projection of coadjoint orbits.
From the above propositions, we immediately obtain
As illustrated by the following example, the multiplicities m(π (ν,u) , τ λ ) and n(O G (ν,u) , O K λ ) may coincide in certain cases. Let 1 K stand for the trivial representation of K. It is well known that the multiplicity of 1 K ∈ K in π (ν,u) K is 0 or 1. The coadjoint orbit corresponding to the representation 1 K is {0} and the formula for the multiplicity
In the remainder of this paper, we fix K = SO(n) with n ≥ 3. Then G = K ⋉ R n is the so-called Euclidean motion group. Without loss of generality, we can take u = (0, ..., 0, r) t ∈ R n with r ∈ R * + . In fact, if u and u ′ belong to the same sphere centered at zero and of radius r = u , then K u ′ = AK u A t for some A ∈ K and the representations π (ν,u) and π (ν,u ′ ) are equivalent. Notice that the little group at the vector u = (0, ..., 0, r) t ∈ R n is the subgroup H = SO(n − 1). In this case, H is a multiplicity free subgroup of K in the following sense: For any irreducible representation ρ of K, all the irreducible H-components of the restriction ρ H of ρ to H have multiplicity at most 1. The multiplicity free property for the restriction π (ν,u) K may predict that the Corwin-Greenleaf
. Next, we shall prove that this prediction turns out to be true when the weights ν and λ are strongly dominant.
Let us first recall a useful fact concerning the weight lattice of SO(n), n ≥ 3. Fix the Cartan subalgebra of so(n) consisting of the two-by-two diagonal blocks
starting from the upper left. Here, [ [8] ), then the dominant weights (resp. strongly dominant weights) λ for SO(n) are given by expressions
when n = 2d is even, and
when n = 2d + 1 is odd, where 2λ i and λ i − λ j are integers for all i, j.
Now, we are in position to prove
Theorem 2 Let (K, H) = (SO(n), SO(n − 1)) with n ≥ 3. Assume that ν and λ are strongly dominant weights of H and K, respectively. Then
Proof. We will prove the theorem only for the pair (K, H) = (SO(2d+1), SO(2d)). Analogous proof holds in the remaining case (K, H) = (SO(2d + 2), SO(2d + 1)).
Given the vector u = (0, ..., 0, r) t ∈ R n , r ∈ R * + , we have
Letting ν = (ν 1 , ..., ν d ) be a strongly dominant weight of H and
we associate to the representation π (ν,u) the linear functional ℓ ν,u = (U ν , u) in g * , where
We shall denote by H ν the stabilizer of U ν in H.
Let λ = (λ 1 , ..., λ d ) be a strongly dominant weight of K. We link the representation τ λ to the linear functional ℓ λ = (U λ , 0) in g * , where
Then there exists a skew-symmetric matrix
where P is the unitary polynomial of degree 2d given by
Let Q be the following unitary polynomial of degree 2d:
.
Applying the Lagrange's interpolation theorem, we have
, and so Q(±λ k ) = 0 for k = 1, ..., d. It follows that P = Q, and then
for all j = 1, ..., d.
Consider again the set F = W ∈ W u ; U ν + W ∈ O K λ . Since F is stable under the natural action of H ν on W u , the stabilizer H ν is necessarily included in the torus
. . .
Furthermore, it is clear that T H ⊆ H ν and then we have H ν = T H . By observing that the H ν -action on F is transitive, we deduce that
Concluding this section, let us prove the following result: 
