Interlayer grating-to-grating optical interconnect coupling efficiency is simulated and optimized using rigorous coupled-wave analysis (RCWA) for the case of binary rectangular-groove gratings. The "equivalent index slab (EIS)" concept is proposed to alleviate the numerical sensitivity problem inherent in the RCWA-leaky-wave approach, making the method applicable to any multilayer structure that has an arbitrary grating profile, large refractive-index differences, and a limited grating length. The method is easy to implement and computationally efficient and can provide optimal designs based on the system designer's need. To determine the viability of the RCWA-EIS approach, results are compared to those obtained using the finite-difference time-domain method, and an excellent agreement is found.
INTRODUCTION
Optical interconnects have demonstrated their indispensable role in monolithic integration with electrical interconnects to meet the ever growing needs of terabit per second data rates driven by modern computing systems. Compared to electrical links, optical interconnects, which have many practical benefits such as high bandwidth density, low energy dissipation, and low communication latency, offer a promising solution for large-scale integration. As more optical components are integrated, single-layer structures with an increasing number of waveguides would eventually suffer from unacceptable cross talk and loss. The development of multilayer platforms with out-of-plane interlayer optical connectors appears to be inevitable, as they provide rerouting capability to avoid high waveguide densities and waveguide crossings. Diffraction gratings, as compact optical connectors, play vital roles in determining the optical link scale. Designing high-efficiency grating-to-grating couplers and consequently extending the interconnect scale have become important research topics in the fields of interconnects and packaging.
A number of approaches are available to analyze the grating diffraction phenomenon, such as coupled-wave approaches [1, 2] , modal approaches [3] , perturbation methods [4, 5] , integral methods [6] , differential methods [7] , transmission line equivalent network approaches [5, 8] , amplitude transmittance approaches [9] [10] [11] , coupled-mode approaches [12, 13] , and rigorous coupled-wave analysis (RCWA) methods [14, 15] .
Among all of these methods, RCWA is accurate and computationally efficient. Previous work with RCWA has primarily focused on the diffraction analysis of grating structures with little emphasis on in-coupling into guided waves. The RCWAleaky-wave (RCWA-LW) approach [16] [17] [18] was proposed to analyze the out-diffraction of a guided wave via a grating, but its application is limited to grating structures with small refractive-index differences. Existing optimization efforts have mostly focused on fiber-to-grating coupling using advanced search algorithms [19, 20] . Only a limited number of papers have discussed grating-to-grating coupling. The first preferential-order optical couplers on different substrates were demonstrated in [21] , but this work utilized volume gratings, and no optimization process was provided. Compared with volume gratings, surface-relief gratings have reduced the thickness and improved process integration, thus becoming a popular solution in compact interconnect technology. Recent optimization work on interlayer surface-relief grating coupling used the finite-difference time-domain (FDTD) [22, 23] , COMSOL multiphysics [24] , or CAMFR simulation package [25] as the starting point to design the gratings, which can be a very time-consuming process. There are several papers using a grating design for a specific structure [26, 27] , but which do not include any optimization analysis or trends, providing little information on designing a distinctly different structure with differing materials. Sodagar et al. [28] used a MATLAB-implemented genetic algorithm to optimize interlayer gratings. They showed a fast convergence rate, but the optimization process was not disclosed. Furthermore, this method had limited applicability because it could only optimize two parameters of the rectangulargroove gratings, namely the grating period and fill factor, and the parameters had to be manually changed during optimization based on educated guesses and past experience.
The present work provides a flexible and comprehensive method to optimize the interlayer grating coupling efficiency. The method is easy to use, time efficient, and requires no educated choice of initial parameters. It could optimize a large parameter space given a particular grating profile, which is not limited to a rectangular groove. The interlayer grating coupling problem is schematically depicted in Fig. 1 (a general representation that is not to scale). The guided wave confined in the slab waveguide on the bottom (top) layer is diffracted out via the grating (out-diffraction) and coupled into another slab waveguide on the top (bottom) layer (in-coupling). By the reciprocal theorem [29, 30] , grating structures with maximized in-coupling efficiency subsequently experience maximum out-diffraction efficiency. Therefore, optimization of a single in-coupling process is sufficient to determine optimal grating designs if the top and bottom gratings are identical. The primary approach in this work is first to use the RCWA approach to represent the field distribution of the waveguide grating structure, then to optimize the input parameter space to get the maximized coupling efficiency, and finally to use FDTD simulation to verify the results. The RCWA approach solves the exact electromagnetic boundary-value problem in a straightforward formulation and gives rapidly converging results. It is assumed that a plane wave is incident from the cover to an infinitely long periodic grating. RCWA can approximate the in-coupling process even though the incident wave, which is the output wave of the outdiffraction process, is exponentially decreasing.
Grating diffraction analysis is a numerically sensitive problem. Previous optimizations of the parameter space were mostly governed by the out-diffraction process modeled by the RCWA-LW approach, which involves an intermediate step to determine a complex propagation constant such that the determinant of the boundary condition matrix is zero [7, 16, 17] . This intermediate calculation is based on the Muller method, which is very sensitive to initial guesses. Careful choice of the initial guesses is crucial for the Muller method to converge to meaningful results, which is especially difficult to achieve for material systems with large-index differences, thus making this method tedious and less practical. In the present analysis, optimization is done on the in-coupling process, and an "equivalent index slab" method is proposed to determine the radiation factor of the waveguide grating structure under investigation. In this way, solving the determinant of a largedimension matrix is circumvented, thus extending the applicability of the method to arbitrary material systems.
GRATING IN-COUPLING MODEL
As shown in Fig. 1 , each surface-relief grating consists of a general four-layer structure, namely consisting of the cover, the index modulation layer, the waveguide, and the substrate. In this analysis, a surface-relief grating with a given profile is deposited on a slab dielectric waveguide. This model is also capable of simulating gratings etched into the waveguide. In the following analysis, a TE polarization (y direction) wave propagating in the x direction is considered.
A. Theory and Formulation
The RCWA derivations are based on [14] . As shown in Fig. 2(a) , an electromagnetic plane wave with free-space wavelength λ 0 is obliquely incident upon the surface-relief grating at an angle θ. The grating layer is composed of a periodic distribution of grating ridges (with refractive index n rd ) and grating grooves (with refractive index n gr ), and the fraction of the grating ridge with respect to the whole period Λ is indicated by the fill factor f . For nonbinary grating profiles (arbitrary periodic shapes), the entire grating structure is horizontally sliced into sublayers, which can be approximated as a series of binary gratings with varying fill factors or ridge locations [31, 32] . For simplicity, the formulation introduced here will be focused on the binary grating. The relative permittivity of the binary grating can be expanded in a Fourier series along the x direction in the form
where ϵ g0 is the average grating permittivity, defined as ϵ g0 n 2 rd f n 2 gr 1 − f , and K is the grating vector magnitude (K 2π∕Λ). For the following analysis,ε h is defined as
The periodic structure perturbs the incident plane wave into multiple discrete directions indicated by the diffraction orders, and it produces both forward-diffracted waves (z direction) and backward-diffracted waves (−z direction). Since the incident wave is TE polarized, the electric field has only a y component, while magnetic field has both x and z components. The electric field in the cover is the sum of the incident and backward-diffracted waves. The normalized total electric field in the cover is expressed as E cy x; z exp−jk 0 n c sin θx cos θz X i R i exp−jk x;i x jk cz;i z;
and the normalized electric field in the substrate is expressed as
The electric field inside the slab waveguide is a superposition of forward-z-propagating waves and backward-z-propagating waves expressed as
where k 0 is the wavevector magnitude in free space (k 0 2π∕λ 0 ); the summation is from i −s − 1∕2 to s − 1∕2, where s is the total number of diffraction orders (an odd number for calculation convenience); R i and T i are the normalized ith backward-diffracted amplitude (reflected) and forward-diffracted amplitude (transmitted), respectively; t g and t w are the grating layer thickness and the waveguide thickness, respectively; k x;i is the ith propagation constant in the x direction, defined by the Floquet condition [ Fig. 2(b) ]
and k rz;i is the propagation constant in the z direction, defined as
r c; w; s:
According to Maxwell's equation H j ωμ ∇ × E, the tangential magnetic fields in the cover, substrate, and waveguide are expressed as
−jk 0 n c cos θ exp−jk 0 n c sin θx cos θz X i jk cz;i R i exp−jk x;i x jk cz;i z ; (9)
The electric field in the grating region (0 < z < t g ) is expressed by a Fourier expansion in spatial harmonics as
and the tangential magnetic field in the grating region is derived from Maxwell's equation as
where U gx;i
∂z . Equation (12) satisfies the wave equation for TE polarization in the grating region,
Equation (12) is substituted into Eq. (14) , and the following equation can be derived:
which can be written in a matrix h
where
is a diagonal matrix with the i; i element being k xi ∕k 0 , and E g is the matrix of the permittivity coefficientε h [Eqs. (2) and (3)], defined as
For a binary grating whose grating profile is symmetric, E g is a symmetric matrix (ε −h ε h ).
Equation (16) is a typical second-order homogeneous system of differential equations, and its solution can be expressed by the eigenvalues and eigenvectors of matrix A g . As a result, the space harmonic expansions of the tangential electric and magnetic fields in the grating are expressed as Research Article The coefficients
, and T i for the cover, grating, waveguide, and substrate can be determined by matching the tangential electric field E y [Eqs. (4), (12), (6), and (5)] and the tangential magnetic field H x [Eqs. (9), (13), (11), and (10)] at all boundaries. At z 0 (the boundary between the cover and the grating),
at z t g (the boundary between the grating and waveguide),
and at z t g t w (the boundary between the waveguide and the substrate),
where X g , X w , Y c , Y w , and Y s∕w are diagonal matrices with diagonal elements exp−k 0 q g p t g , exp−jk wz;i t w , k cz;i ∕k 0 , k wz;i ∕k 0 , and k sz;i ∕k wz;i , respectively.
The matrix equations can be merged into a nonhomogeneous system of equations represented by Mx b, and the field amplitudes x can be calculated by x invMb. The matrix inversion can be calculated by invM V1∕SU 0 , where U, S, and V are obtained from the singular value decomposition M USV 0 . The amplitudes can also be determined by a transfer matrix approach introduced in [31] .
B. "Equivalent Index Slab (EIS)" Approximation for Diffraction Efficiency Calculation
Since RCWA describes the response due to a plane wave incident upon a multilayer structure with infinite boundaries along the x direction, power conservation is only fulfilled in the z direction, which is perpendicular to the infinite boundaries, while power flow in the x direction is not involved in the power conservation. This poses a difficulty when determining the amount of power coupled into the guided mode in the x direction. As a result, we need to take advantage of the light reciprocity and use the out-diffraction process to calculate indirectly the in-coupling diffraction efficiency. As illustrated in Fig. 3(a) , the in-coupling efficiency to the 1 order in Fig. 3(a) is the same as the out-diffraction efficiency to 1 order in Fig. 3(b) .
Previous work [16] [17] [18] attempted to solve the out-diffraction efficiency by removing the incident light contribution [δ i0 in Eq. (20) ] and casting the problem into a homogeneous system of equations in the form of 2 6 6 6 6 6 6 4 
which can be represented by Mx 0. The problem becomes finding a complex propagation constantγ β − jα with an unknown positive real number β and α such that the determinant of the boundary condition matrix M is minimized (close to zero). As the complex propagation constant is involved in the calculation, Eq. (7) is modified tõ
and Eq. (8) becomes 
Then,Ỹ c ,Ỹ w , andỸ s∕w are defined ask cz;i ∕k 0 ,k wz;i ∕k 0 , and k sz;i ∕k wz;i , respectively. The application of this method is limited to grating structures with small-index modulations (Δn is on the order of 0.01-0.5); however, it is difficult for the algorithm to find aγ solution within reasonable boundaries when the index difference is large (Δn > 1), even though Δn is successively increased from small values to the desired value, and the converged results obtained from the Muller method are used as the initial guesses for the next steps. Here, we propose the "equivalent index slab (EIS)" method to circumvent the process of minimizing the determinant. In this analysis, the grating is designed to couple the i 1 order diffracted wave into the waveguide, which ensures the minimum number of propagating orders in the cover and the substrate and thus maximizes diffraction efficiencies, as shown in Fig. 3 . All fields in the structure, as well as the propagation constants, can be determined from the in-coupling process. By reciprocity, in-coupled light and out-diffracted light should have the same real propagation constant in the x direction, denoted as β. The problem becomes finding the radiation factor α that will be used to calculate the diffraction efficiencies. The grating layer, whose field expansion involves a sum of exponential terms, is replaced by L layers of uniform equivalent slabs with unknown refractive indices, and the electric field expansion in the z direction of the l th slab is
where t l t g ∕L, and L is an arbitrary positive integer (L ≥ 4). With only two diffraction orders (0 and 1) involved, the only requirement for definition of the equivalent slabs is matching the field amplitudes R 0 and R 1 at the cover-grating interface and C 1 at the grating-waveguide interface. As shown in Fig. 4 , the equivalent slabs generate the same fields outside grating region, even though the field distributions inside the grating region may vary. Retaining the field profiles in the cover and the waveguide is important because the radiation losses are mainly due to the radiation in the cover and the substrate. Similar to a "black box," the complicated field expansion inside of the "box" is replaced by simple expressions, while the outside fields remain unchanged. The EIS concept is similar to the method introduced in [33] , in which the grating layer is replaced by a homogeneous dielectric slab with a predefined index and then simulated by the transmission line approach. But here, the equivalent slab indices are varied based on the fields outside the gratings.
The RCWA-EIS approach works well when only two diffraction orders are considered. If more diffraction orders are involved, a larger boundary condition matrix, in the form of Eq. (23), has to be constructed, and the formulation is then no different from the RCWA-LW approach. In that case, there is no point in finding equivalent index slabs to replace the grating. In other words, the RCWA-EIS approach is a simplified version of the RCWA-LW approach relying on multiple equivalent index slabs to represent the grating, and it can only be efficiently used to treat a small number of diffraction orders.
Specifically, by imposing boundary conditions on the electric and magnetic fields, the following transfer matrix formulation can be obtained for the 0th order: 1 −k 0 n c cosθ 1 
where E l;0 exp−jk lz;0 t l , E w;0 exp−jk wz;0 t l , and k lz;0 is defined in the same way as in Eq. (8), except for replacing the refractive index with the unknown equivalent slab index n l . Equation (27) can be transformed into The problem then becomes finding L equivalent refractive indices such that Eqs. (28)- (31) are satisfied simultaneously. This can be done by using the MATLAB function fsolve and restricting function values to be less than 0.01. The algorithm used in fsolve is chosen to be the Levenberg-Marquardt method, which is based on the nonlinear least-squares algorithms and can be used if the system may not have a zero. The algorithm still returns a point where the residual is small. Normally, L 4 is enough to achieve the function tolerance. 
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After the number of equivalent slabs and their corresponding indices are determined, the radiation factor α is determined using a similar process as that discussed in [34] . But here, we will consider two out-diffracted orders with k x;0 β − jα and k x;1 K − β − jα as propagation constants in the x direction. The sign of the real part of k x;1 is not of consequence since k x;1 is only used to calculate k cz;1 , k sz;1 , and k wz;1 . The transfer matrix formulations for both orders are in the form of Eq. (27) (without incident light) with the replacement C w 0 C w− 0 E w;0∕1 1 −k wz;0 E w;0∕1kwz;0∕1
T 0∕1 (32) and can be written in a simplified form as
which results in R 0∕1 Q 0∕1;1 T 0∕1 , where 0∕1 indicates the 0 or 1 order. Therefore, we need to find an α such that R 0 − Q 0 T 0 and R 1 − Q 1 T 1 are simultaneously close to zero for the existence of an out-diffracted order/in-coupled order. Again, this can be achieved by the MATLAB function fsolve with the Levenberg-Marquardt method. Here, the field amplitudes inside the grating are assumed to be the same for the in-coupling and out-diffracted situations, similar to the assumption in the RCWA-LW approach [16] [17] [18] . After α is determined, the diffraction efficiency can be calculated by substituting the complex propagation constantγ β − jα into Eq. (23) and conducting the singular value decomposition of the matrix M, which is M USV T . The solution to the homogeneous system Mx 0 is the column vector of V corresponding to the smallest singular value. The values of R i and T i can be calculated correspondingly. The out-diffraction efficiency can be determined by first calculating the power flow in the z direction. The energy flux density is represented by the Poynting vector S Given a set of parameters, such as the incident wavelength, waveguide thickness, grating height, grating period, and grating fill factor (grating profile), the above analysis directly gives the electric field distribution of the four-layer structure. Note that the fields calculated by RCWA are plane-wave fields. RCWA is not accurate for the situation in which the field is gradually building up or decaying away. But, using the radiation factor α, we can approximate decaying behavior of the field due to the existence of the grating. Since the grating is designed to couple the i 1 order diffracted wave into the waveguide, k x;1 should be comparable to the fundamental propagation constant of the slab waveguide β 0 . In this analysis, k x;1 is restricted to be in the range jβ 0 − k x;1 j < k 0 n w − β 0 . β 0 can be found using the method described in [34] . Briefly, the propagation constants of all possible propagating modes in the slab waveguide β i are calculated by matching all tangential fields at the boundaries in a multilayer structure consisting of the cover, the waveguide, and the substrate. The propagation constant β i is a function of the material refractive indices (n c , n w , n s ) and the waveguide thickness (t w ). If it exists, the fundamental mode β 0 is the one farthest from the cutoff, and thus will be considered in the analysis. The present model is implemented in MATLAB and optimized using the function fmincon, available in the MATLAB optimization toolbox, which minimizes a function specified by a set of constraints. Specifically, inputs to the model are as follows: (1) the initial values of a set of undecided parameters [e.g., any combination of relative permittivity ϵ r , incident wavelength λ, incident angle (or coupling angle) θ, grating profile (fill factor f or ridge location), grating period Λ, grating thickness t g , and waveguide thickness t w ], (2) the lower and upper bounds of each parameter, (3) the function tolerance, and (4) the nonlinear constraint jβ 0 − k x;1 j < k 0 n w − β 0 . The model outputs the final values of those parameters that give the minimum value of 1 − DE c;1 , which corresponds to maximizing DE c;1 .
In terms of validation, the optimized parameters can be first checked by the following criterion. For the i 1 order to be coupled to the slab waveguide, k x;1 must be approximately equal to the fundamental mode propagation constant β 0 in the waveguide, as indicated in Fig. 3 . Then, the optimized structure can be validated by 2D FDTD simulation. The FDTD simulation program used here is MEEP, a free software package developed at Massachusetts Institute of Technology (MIT).
RESULTS AND DISCUSSION
This model is capable of optimizing any parameters in a given configuration. In the analysis described here, a binary grating deposited on top of the waveguide is considered. For demonstration purposes, three parameters, namely grating period (Λ), grating height (t g ), and coupling angle (θ), are the variables to be optimized, and the other parameters are set as follows: free space wavelength λ 1.55 μm, cover refractive index n c 1 (air), grating groove refractive index n gr 1 (air), grating ridge refractive index n rd 2.46 (Si 3 N 4 [35] ), waveguide refractive index n w 3.45 (Si [36, 37] ), substrate refractive index n s 1.45 (SiO 2 [35] ), grating fill factor f 0.5, waveguide thickness t w 0.22 μm. The fundamental mode propagation constant of the 0.22 μm thick waveguide is calculated to be β 0 11.3710 μm −1 . The total number of space harmonics is set to be n 7. To ensure maximum coupling efficiencies, the 1 diffracted order is considered. The number of periods is set to N 50. The optimization is carried out using the MATLAB function fmincon with the following constraints: (1) β 0 and k x;1 (propagation number of the 1 order in the x direction) should be numerically comparable, and thus we set the difference to be in the range jβ 0 − k x;1 j < k 0 n w − β 0 ; (2) the value of α should be restricted so it is positive; and (3) the upper bounds and lower bounds of the three variables [Λ, t g , θ] are set to be [1.55 μm, 0.4 μm, π∕4 rad45°] and [0.3 μm, 0.05 μm, 0.1 rad (5.73°)], respectively. Taking into account fabrication limits, the thickness of the Si 3 N 4 layer should be less than 0.4 μm [28] , and the minimum coupling angle should be set to 0.1 rad (5.73°) to reduce the possibility of coupling into the −1 diffraction order. Due to the existence of local minima, the optimization may converge to different final values based on the choice of initial values (Λ, t g , θ). It is recommended that several optimizations with different initial values should be chosen to ensure finding a global minimum. Please note the global minimum may vary depending on the constraints, which should be carefully evaluated according to specific needs. The optimization time depends on the choice of initial values as well as computer processor and memory. The computer used in this analysis has an Intel i5 CPU and 3.8 GB memory. All optimizations finished within 3 min.
Ten example optimized structures are summarized in Table 1 . Each optimization starts with a set of initial values. If the initial values are far from the ideal values corresponding to the optimized structure (relatively large diffraction efficiencies), e.g., Cases 7-10, the RCWA-EIS method will still find the final values that are close to the ideal values, even though the diffraction efficiencies may not be maximized or accurate.
Those final values can serve as rough estimates of the ideal values. If the initial values are in the vicinity of the ideal values, e.g., Case 1-5, the diffraction efficiencies found by the RCWA-EIS method are maximized and relatively accurate. Multiple optimizations should be carried out to ensure finding the global maximum diffraction efficiency, which is still computationally efficient due to the fast calculation of each optimization.
To give a better understanding of how the RCWA-EIS method works, the equivalent indices of Case 4 and Case 7 are summarized in Table 2 . Case 4 illustrates an example that only requires four layers (L 4) to achieve the function tolerance (<0.01). Case 7 is an example that requires five layers (L 5). The equivalent indices of each layer may be any complex numbers without any physical meaning. Generated by FDTD, Fig. 5 shows the grating-to-grating configuration using optimized designs. The distance between the gratings d is fixed at 1 μm. A waveguide mode at the frequency c∕λ 0 1.9355 × 10 8 Hz is launched from the left in the bottom waveguide. In order to calculate the interlayer grating coupling efficiency η, the input flux at the bottom waveguide and the output flux at the top waveguide need to be calculated. The single-grating diffraction efficiency DE c;1 To gain some insight into the effect of misalignment on interlayer grating coupling efficiencies, the top grating is shifted to the left with respect to the bottom grating by a distance corresponding to the coupling angle θ, and the FDTD simulation results of this shifted configuration are also shown in Figs. 7(a)-7(d) .
From Fig. 6(a) , it is observed that much of the power is lost at the end of the waveguide. This is due to the limited radiation associated with the short grating length. By increasing the grating length, most of the guided power is diffracted and coupled to the top waveguide, as indicated in Fig. 6(b) . From the FDTD results, it is observed that the optimized structures, e.g., Cases 6 and 7, have diffraction efficiencies at about 55% at N 50 or l ≈ 25 μm. As grating length increases, the diffraction efficiencies approach 60%, which is limited by the preferential coupling ratio PC c . The RCWA-EIS results demonstrate good agreement with FDTD results at large N , especially for Case 7, whose PC c is about 0.6. The curves corresponding to the FDTD results oscillate at small N . This may due to two reasons: (1) at small grating lengths, the fields in the structures have not yet reached steady state, and thus the contribution of scattering at the waveguide ends becomes much more significant; (2) there is a stability issue in the FDTD calculation when a transient source, e.g., a Gaussian source (the input source in this work), is used, but as time increases, the nonphysical transients will decay. On the other hand, neither the scattering effect nor the transient field is considered in the RCWA, and the RCWA-EIS method generates smooth curves as a result of the exponential mathematical model, Eq. (38). Compared with the perfectly aligned configuration, the shifted configuration gives rise to similar FDTD results, offering the conclusion that a slight horizontal shift (≈d tan θ) has little effect on the coupling efficiencies.
To better understand the effect of initial guesses on the final values, color maps of the single-grating diffraction efficiency are generated at fixed grating thicknesses t g 0.25 μm [a common initial guess, Fig. 8(a) ] and t g 0.2836 μm [the optimized grating thickness in Case 7, Fig. 8(b) ]. The diffraction efficiencies are calculated using the RCWA-EIS method at N 50 grating periods. The mesh is set as follows: a grating period Λ from 0.45 μm to 0.7 μm with an increment of 0.001 μm, and a coupling angle θ from 0.1 rad (5.73°) to 0.4 rad (22.92°) with an increment of 0.001 rad (0.057°). In both color maps, only limited regions give rise to high diffraction efficiencies, and those efficiency "peaks" are distributed among efficiency "trenches." As a result, it is relatively difficult to find a global maximum because of this complicated "morphology." It is also observed that grating period and grating thickness are more influential on the efficiency than the coupling angle. Compared with Fig. 8(a), Fig. 8(b) shows a relatively larger high-efficiency area, which means the grating thickness t g 0.2836 μm is a better choice. Based on the RCWA-EIS calculation, the highest diffraction efficiency of the color map at t g 0.2836 μm is 0.6876, which is located at mesh point Λ 0.5650 μm and θ 0.1110 rad6.34°. According to the color map Fig. 8(b) , this location is surrounded by many efficiency "trenches," making it difficult to reach.
Please note that the optimized structures are not restricted only to the cases demonstrated here. By varying initial guesses, multiple optimal parameter sets can be obtained. Due to the sensitive nature of the numerical problem, the RCWA-EIS method may obtain an extremely small or even negative α if the initial guesses are far from the ideal values. Even though those cases are avoided in the optimization process by setting constraints in the MATLAB fmincon function, the iteration may violate the constraints and gives erroneous results (extremely small or negative values). Again, this problem can be avoided by running multiple optimizations.
Finally, to further prove the validity of the RCWA-EIS method, its results for a small-index-difference system are compared with those generated by the RCWA-LW approach. The material system chosen is based on Papadopoulos and Glytsis [38] : λ 0 1 μm, n c n gr 1, n rd n w 1.7321, n s 1.5166, f 0.5, t w λ 0 ∕π, t g 0.2λ 0 , Λ 0.5λ 0 , and θ 0.4328 rad24.8°. The RCWA-EIS approach givesγ 9.9311-0.0212j μm −1 (α 0.0212 μm −1 ) and PC c;1 0.4422. As shown in Fig. 9 , the diffraction efficiency DE c;1 calculated by the RCWA-EIS approach is plotted with respect to the number of periods N and compared with those calculated by the RCWA-LW approach. The plot corresponding to the RCWA-LW approach is generated by extracting data points from Fig. 9 of Papadopoulos and Glytsis [38] . Exponential curve fitting of the extracted data points gives PC c;1 0.4930 and α 0.0196 μm −1 . The curves demonstrate good agreement at small N , while the relatively large offsets at larger N result from the difference in PC c;1 and α. Nevertheless, the offset is bounded by the difference in PC c;1 , which is about 5%. It can be concluded that the RCWA-EIS approach is also effective in simulating systems with small-index differences.
CONCLUSIONS
In this work, optimization of interlayer grating coupling efficiency is achieved by the RCWA-EIS method introduced here. By assuming identical top and bottom gratings, the coupling efficiency is estimated by the single-grating diffraction efficiency based on the in-coupling process. The "equivalent index slab" method is proposed to solve the numerical instability in material systems with large-index differences. The advantages of this optimization method are: an arbitrary choice of grating Research Article profile, fast calculation, wide parameter space search, easy implementation, and accurate results. The limitation of this method is that it can only optimize the 1 diffraction order due to the EIS approximation. The EIS method takes into account a limited number of the diffraction orders, whereas the RCWA-LW approach considers all of them. RCWA-EIS simplifies the evaluation of a large-dimension matrix in the RCWA-LW approach but reduces the capability to evaluate higher orders. Nevertheless, it is not necessary to optimize higher diffraction orders since the maximized diffraction efficiency is realized when the number diffracted orders is minimized. This method optimizes a given material system, but the coupling efficiency can be further improved by incorporating high-index coatings, reflective mirrors, overlays, etc., which are not considered here. In summary, the RCWA-EIS method is a useful tool for system designers to optimize the efficiency of interlayer grating structures.
