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Estudio en esta comunicación las motivaciones filosóficas y las características
técnicas del lenguaje ideal, IL, de Gustav Bergmann. Tras someter a crítica esa construcción,
paso a proponer una alternativa, aparentemente mejor ajustada que IL a algunas de las metas
de Gustav Bergmann y por lo menos igual de bien ajustada que otras. Viene articulada tal
alternativa, CL (lenguaje combinatorio), con la elaboración de un sistema axiomático, CD
(un cálculo de determinaciones), que presenta una serie de rasgos que vale la pena
considerar. Las ideas de Gustav Bergmann que examino en este trabajo están expuestas en
[B:1], [B:2] y [B:3].
Sección 1ª.— Características y motivaciones de IL
Veamos cuáles son las ideas filosóficas subyacentes a la construcción lingüística
de Gustav Bergmann. Gustav Bergmannes un filósofo tractariano: su propia filosofía está
en línea de continuidad con la del TLP de Wittgenstein y con el Russell del atomismo
lógico. Aunque se resiste a usar el vocablo «isomorfismo», de hecho es adepto de una
concepción (fuertemente) figurativa del lenguaje: un mensaje tendrá sentido ssi representa
un complejo cuyos componentes simples están significados por los constituyentes simples
del mensaje; y el vínculo o modo de combinación entre éstos hará las veces del vínculo o
modo de combinación entre aquéllos. Inicialmente —en la etapa anterior de su pensamiento
filosófico— había concebido Gustav Bergmann que los vínculos (ties) eran entidades
sincategoremáticas que ligaban en cada caso a dos entes categoremáticos, estando así
caracterizadas por su estar-entre. La crisis de tal concepción de los vínculos débese a que,
así visto, un vínculo entre a y b no sólo diferiría de un vínculo entre b y a sino también de
uno entre c y d, en efecto: si se dice que el vínculo es el mismo en ambos casos (entre c
y d, por un lado; entre a y b, por otro), entonces hay algo común a ambos complejos, y ese
algo es un elemento común, que en un caso está ligado con a y b, estándolo en el otro caso
con c y d. Hemos así desencadenado una viciosa regresión infinita (viciosa no porque el
número de elementos haya entonces forzosamente de ser infinito, sino porque no se podrá
nunca determinar qué liga a esos elementos, cómo lo hace, cómo se corresponde el ligamen
en la realidad con el ligamen en el lenguaje). Por todo ello, en su reciente teoría del
lenguaje, Gustav Bergmann reemplaza los vínculos por otro tipo de entes
sincategoremáticos, que son siempre monádicos, pero que sólo pueden adherirse a entes
complejos de determinadas índoles.
Algo que molesta a Gustav Bergmann en el lenguaje natural y también en los len-
guajes artificiales construidos hasta ahora es la linearidad, a la que nada correspondería en
la realidad. Justamente radica ahí un defecto de la postulación de vínculos: si es pertinente
el orden de a a b, en lugar de b a a, entonces hay dos vínculos, cuya naturaleza resulta
problemática por lo ya dicho (regresión infinita). De ahí que sea mejor prescindir
completamente de cualquier orden de componentes o constituyentes, tanto en los complejos
reales como en los complejos lingüísticos que los representan.
He aquí el modo de deslinearizar el lenguaje. Ante todo hay que decir que Gustav
Bergmann no propone modificar el lenguaje corriente sino construir un lenguaje, IL, que
sirva propósitos de clarificación filosófica. Tómase como punto de partida un lenguaje
estructurado según la teoría simplificada de tipos; habrá, pues, para cada tipo infinitos signos
denotativos de ese tipo. Sean «a», «b» signos denotativos de cualquier tipo: escribiéndolos
cerca el uno del otro y encerrándolos en un círculo se habrá representado la díada de a y
b, que —según Gustav Bergmann— no es otra cosa que el ser a diferente de b —y que por
«El lenguaje linearizadode Gustav Bergmann» por Lorenzo Peña 2
ello, inoficialmente, podemos también representar como «a b»—. (Si a resulta ser idéntico
a b, entonces la díada en cuestión será potencial; en caso contrario, será actual. Actualidad
y potencialidad son, para Gustav Bergmann, modos, entes sincategoremáticos. Nótese que
la potencialidad bergmanniana nada tiene que ver con la posibilidad: todo complejo
contradictorio es potencial —su ser contradictorio estriba en que sabemos que es potencial.)
Para obtener dúos ordenados (2-tuplos, como le gusta llamarlos a Gustav Bergmann), proce-
demos así: el 2-tuplo <a,b > será la díada formada por a y por la díada entre a y b. (Trátase,
claro, de una mera adaptación del procedimiento de Kuratowski.) El 3-tuplo <a,b,c> no será
sino el 2-tuplo <a,<b,c>> . Y así sucesivamente. Si «f» es un signo denotativo de nivel n
y «g» lo es de nivel n+l, el hecho de que f ejemplifique g será el adherirse la ejemplifica-
ción (ente sincategoremático —ya lo sabemos) a la díada formada por f y g: representámoslo
escribiendo el signo que significa a la ejemplificación, ‘∈’, p.ej., junto al círculo en el que
estén encerrados los signos «f» y «g» y luego encerrando todo en un nuevo círculo; este
círculo exterior no puede estar significando dualidad o diferencia entre sendos significados
de dos signos escritos dentro de él (a saber: ‘∈’, por un lado, y el círculo que contiene a «f»
y a «g», por otro), porque ‘∈’ no es un signo denotativo. Pero el círculo con lo que
contiene sí es un signo denotativo, el cual significa a un complejo, a saber: un hecho (el
hecho de que f ejemplifica a g: hecho o bien potencial si f no ejemplifica a g, o actual en
caso contrario). Sea «f» un predicado de tipo n+1 de los usualmente considerados m-ádicos,
siendo «g», «g’», …, «gm» signos denotativos de nivel n; entonces el que se dé entre g
,…,gm, tomados en ese orden, la relación f consistirá en que el m-tuplo <g’,…,gm>
ejemplifique f; y ya sabemos cómo se representa eso: con un círculo dentro del cual estén
encerrados ‘∈’ y un círculo dentro del cual estén encerrados «f» y un círculo que represente
el m-tuplo en cuestión. Sean ahora «p», «q» dos signos denotativos que signifiquen a sen-
dos complejos. Entonces encerrándolos juntos en un círculo hemos representado —ya lo
sabemos— la díada que forman (el ser p diverso de q); escribiendo junto a tal círculo el
signo de conyunción, ‘∧’, y encerrando todo ello en un círculo representamos un nuevo
complejo: la conyunción entre p y q —que tampoco es una díada porque ‘∧’ no es un signo
denotativo, ya que la conyunción, lo mismo que la ejemplificación, es un ente
sincategoremático. Similarmente para el condicional y los demás functores diádicos. Para
la negación basta con escribir el signo que la significa (aunque no la denota, pues también
ella es un ente sincategoremático) junto a un signo que denote un complejo y luego encerrar
ambos signos con un círculo. Por último los cuantificadores; bástanos con introducir uno de
los dos, p.ej., el universal: sea «p» un signo que denote un complejo y sea «a» un signo
denotativo de uno de los tipos russellianos con alguna ocurrencia libre en «p»; formemos
el signo que representa la díada entre a y p y luego escribamos junto a tal signo el signo
cuantificacional (que no es tampoco denotativo, puesto que la cuantificación universal es,
también ella, una entidad sincategoremática); encerrando luego en un círculo esos dos signos
juntos, hemos representado el hecho (un complejo) de que algo, llamémoslo ‘a’, es tal que
p. Aunque, por su concepción tractariana, Gustav Bergmann preferiría que nunca dos signos
significaran lo mismo, hace aquí una excepción: si «p» y «q» difieren sólo en que p
contiene ocurrencias libres de «a» únicamente dondequiera que q las contiene de «b»,
entonces el signo que se acaba de describir (el círculo que contenga estas dos cosas: 1ª) el
signo cuantificacional, 2ª) el círculo que representa a la diferencia entre a y p) representa
el mismo complejo que el que se forma a partir de él reemplazando, primero, «p» por «q»,
y luego, la ocurrencia que queda de a por una de «b».
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En este lenguaje no hay variables. Todo predicado es monádico. Pero hay
insalvables barreras categoriales: si «f» es un predicado de los usualmente considerados
diádicos de primer orden, sólo tiene sentido entonces predicarlo de un 2-tuplo que ordene
a dos individuos. Y así sucesivamente. No tiene sentido, pues, decir ‘Lucas ama’ o
‘Engracia regala un libro’; ni tampoco decir que el estudiar es interesante y que ese libro
de ahí también lo es. En este lenguaje, por último, los círculos cumplen dos papeles distintos
según que encierren dos signos denotativos o bien un signo denotativo que represente a un
complejo (y, por ende, consista a su vez en otro círculo con dos signos dentro) junto con
un signo sincategoremático, el cual estará significando a un ente sincategoremático.
Sección 2ª.— Desventajas e insuficiencias de IL
1ª) En ese sistema no vale la regla de extensionalidad para el cuantificador, a saber: p≡q
∀xp≡∀xq. («∀xp» —ya lo sabemos— es una variante notacional, esquemática, de
cualquier fórmula de IL que represente el adherirse esa entidad sincategoremática
que es el cuantificador universal a una díada «a p’»> donde p’ difiera de p sólo
por contener ocurrencias libres de «a» únicamente dondequiera que p las contenga
de «x».) Las reglas de formación de IL no permiten ni fórmulas abiertas ni
tampoco prefijar un cuantificador a una fórmula cerrada (carece de corrección
sintáctica en IL lo que representaríamos escribiendo la ‘∀’ del signo
cuantificacional junto a una díada «a r» si «a» no tiene ocurrencias libres en «r»).
Y naturalmente de que, p.ej., Ángel vaya al cine ssi Benigno es autoidéntico no se
sigue que haya un ente tal que todo individuo va al cine si ese ente es autoidéntico.
(La razón por la cual prohíbe Gustav Bergmann que se construyan oraciones del
tipo «∀xp» cuando (la constante cuyas veces haga ahí) x carezca de ocurrencias
libres en (la fórmula cuyas veces hace ahí) p es que Gustav Bergmann quiere respe-
tar un principio de (no) círculo-vicioso: un complejo no puede «construirse» a
partir de sí mismo, mientras que, si pudiera decirse «Todo ente es tal que Manila
es capital de Filipinas», lo así dicho sería lo mismo que dice la oración «Manila
es capital de las Filipinas». El argumento dista de ser concluyente, desde luego.)
2ª) Filosóficamente resulta dificilísimamente aceptable que el que a guarde con b la
relación f estribe en que la diferencia entre a y la diferencia entre a y b
ejemplifique a f. Apenas menos inadmisible resulta que el que a ejemplifique a g
estribe en que la ejemplificación se adhiera al ser a diverso de g. (Para el examen
crítico de muchas otras dificultades filosóficas del enfoque de Gustav Bergmann,
vide mi trabajo (P:3).)
3ª) La vigencia en IL de todas las barreras categoriales de los sistemas clásicos —con
excepción, no obstante, de la diferencia (puesto que en IL puede decirse que son
diversos entre sí dos entes de distinta categoría) da lugar a que reaparezcan en ese
sistema todas las consabidas dificultades que asedian a cualquier teoría
pluricategorial. De resultas de ello es inefable la propia teoría en que se exponen
la sintaxis y la semántica de IL. En efecto: para formular tales sintaxis y semántica
es menester decir cosas como que un ente de cierto nivel, n, ni posee ni deja de
poseer propiedades de un nivel que no sea el n+1; y todo eso sólo se dice violando
las barreras categoriales que han de estar en vigor según esa misma teoría. (Un
ejemplo. Diráse en la teoría semántica —inefable— esto: «Lo significado por ‘a’
ejemplifica lo significado por ‘f’ o no, pero no es ni verdadero ni falso que
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ejemplifique lo significado por ‘g’» —donde ‘g’ es un signo de nivel diverso al
resultante de añadir una unidad al nivel de ‘a’. Todo eso es indecible, si tienen
vigencia las barreras categoriales; hasta tendrá que estar malformado el
(pseudo)sintagma «lo significado por ‘f’».) Y por lo mismo no pueden en tal teoría,
explicarse los fenómenos de nominalización que en la lengua natural permiten decir
todo lo supuestamente indecible: que el estudiar no pasea, ni ama ni da, que el fue
y el será no tienen frío ni juegan a las cartas, etc.; enunciados verdaderos por más
comunicacionalmente improcedentes que sean en muchos contextos de elocución:
eso es asunto de pragmática, no de semántica.
4ª) Es sintomática la ambigüedad de los círculos en la sintaxis de IL; según en qué
contexto, el círculo significará una cosa u otra: cuando encierre dos signos
denotativos, la diferencia entre sendos significados de tales signos (si bien para
Gustav Bergmann la diferencia no es un «tertium quid», sino que la diferencia-
entre-a-y b son, simplemente, a y b estando ahí juntos y, eo ipso, actual o
potencialmente diversos, según que sean de hecho dos o de hecho un solo ente); en
caso contrario, el círculo significa la adhesión o adherencia (de lo significado por
aquel signo que se halle dentro del círculo y que sea sincategoremático a lo
significado por el signo categoremático que junto a él se halle dentro del círculo).
Aplicando los métodos de análisis sintáctico de Martinet (en [M:1], pp. 101 y ss.),
podríamos decir que lo que significa la adhesión o adherencia es, no el círculo por
sí solo, sino un signo discontinuo formado por ese supuesto signo sincategoremático
junto con el círculo —mientras que, en el caso de dos signos categoremáticos cerca-
dos, el cerco es signo por sí solo—; o bien, alternativamente, que se aplica aquí
alguna de las otras múltiples opciones analíticas disponibles. En cualquier caso, tan
natural como sea postular, en la semántica, un ente categoremático significado por
un signo categoremático, sea el que fuere, igual de natural es postular tanto la
categorematicidad de los entes y signos que según Gustav Bergmann son
sincategoremáticos como la existencia de otros entes (¿sincategoremáticos?)
significados por los círculos, o por la combinación de un círculo y otro
constituyente. En resumen: si el IL de Gustav Bergmann pretende representar
perspicuamente la realidad, olvídase de que un lenguaje por sí solo no zanja nada
en cuanto a su semántica, dependiendo todo al respecto de las hipótesis analíticas
que se apliquen. (No estoy defendiendo la tesis de la indeterminación de la
traducción, sino la menos fuerte de la subdeterminación tanto de la sintaxis como,
a mayor abundamiento, de la semántica.) Además, desde el momento en que se
consideran los círculos o como signos o como partes de signos (discontinuos), deja
de ser verdad que en la sintaxis de este lenguaje no cuenta para nada el orden de
colocación.
5ª) Asimismo —aplicando de nuevo los principios de la sintaxis de Martinet—, sabemos que
son equivalentes los dos procedimientos sintácticos consistentes:, el uno, en
encomendar a un signo un papel sintáctico asignándole una colocación determinada
(o una de entre varias) en el enunciado; el otro, en encomendarle ese papel
adjuntándole algún monema funcional, que puede ser segmental o suprasegmental
(suprasegmentales son los signos prosódicos). Así, p.ej., en un enunciado de IL al
que se traduzca ‘Cándido canta’, puédese decir que lo que asigna a ‘Cándido’ el
papel de sujeto y a ‘canta’. el de predicado —o como llamarse quieran tales
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papeles— es un signo suprasegmental gráfico (consistente en el tener ‘Cándido’ una
característica geométrica o gráfica en común con los demás signos de ese tipo, e.d.,
con las constantes individuales: no es preciso que se trate de una característica tan
simple como que sea una letra minúscula seguida de un número finito de acentos);
pero entonces saltará a la vista que el empleo de tal signo equivale: por un lado,
a fijar (linealmente) sendas colocaciones a los dos signos en cuestión; por otro lado,
al empleo de un signo (un monema funcional) que, en vez de ser suprasegmental,
sea segmental, y cuya posición esté (dentro acaso de cierto margen) fijada —p.ej.,
adjunto al sujeto, o al predicado, pudiéndose también postular sendos monemas
funcionales, uno para el sujeto y otro para el predicado, o también considerarse que
la ausencia del único monema funcional que se postula es un monema-cero. (Si
Gustav Bergmann replica que mi objeción todo lo más que demuestra es la
equivalencia entre IL y un lenguaje no deslinearizado, respondo que demuestra más
que eso: la relativa deslinearización de IL es asunto de hipótesis sintáctico-analíti-
cas; y si al deslinearizar quiérense abolir las sugerencias semánticas confundentes,
entonces hay que decir que ni siquiera las hipótesis sintáctico-analíticas imponen
sendas semánticas —y que incluso las sugerencias no son independientes de
presuposiciones adicionales que ni están expuestas ahí ni en lo visible de los
mensajes lingüísticos del lenguaje que se estudia, ni tampoco vienen
obligatoriamente conllevadas por el análisis sintáctico al que se acuda.)
6ª) Tampoco es verdad que dentro de los círculos se prescinde completamente de
linearidad. De hecho podemos perfectamente «ver» los dos signos encerrados en
un círculo de IL como dispuestos de derecha a izquierda y/o de arriba abajo
—despreciando como meras desviaciones sin importancia las disposiciones que se
salgan de esas ocho canónicas, al igual que despreciamos en un mensaje de nuestra
escritura usual el que una letra esté algo por encima o por debajo de la línea—.
Carece de importancia el que, dadas las otras reglas de formación de IL, sean
equivalentes entre sí esas ocho disposiciones de los dos signos involucrados, ya que
—como lo hemos visto en la observación crítica 5ª— se están empleando de hecho
monemas suprasegmentales adjuntados a uno de los dos signos o a ambos, el
prescindir de los cuales obligaría a que el orden (la colocación) dejara de ser indi-
ferente. En resumen, IL no es más deslinearizado que lo son diversas lenguas
naturales, como, p.ej., las llamadas configuracionales.
Sección 3ª.— Alternativa CL
He aquí las principales motivaciones y ventajas de la utilización de lenguajes y
cálculos combinatorios. La lengua natural, si bien —en su estructura superficial— tiene
diferencias categoriales (restricciones seleccionales), sábelas saltar mediante procedimientos
como la nominalización vale, pues, la pena tantear —sea como hipotéticamente postulada
«estructura profunda» o meramente como lenguaje artificial al que pueda traducirse la
lenguaje natural con provecho de perspicuidad mayor— una representación lingüística sin
barreras categoriales, particularmente porque así se evita la inefabilidad más arriba
comentada. Además, en muchas lenguas puédese proceder a un cercenamiento de
complementos sin desmedro de la corrección sintáctica: en castellano dícese ‘yo doy’;
suponer que hay ahí una elipsis cuya correspondiente catálisis restablecería un
sobreentendido ‘algo (a alguien)’ acarrearía privarse de comprender que ‘si doy, algo doy’
o ‘quien ama, a alguien ama’ no son meras tautologías de la forma «si p, entonces p»; en
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un lenguaje combinatorio toda expansión de un núcleo es siempre cercenable sin merma de
la corrección sintáctica, y el resultado tendrá algún valor semántico, sea el que fuere.
(Piénsese que, p.ej., Gustav Bergmann se siente atenazado entre la opción de postular
—como lo hace— sólo individuos momentáneos, sin duración (no momentánea), y la de
obligar a cada predicado usualmente considerado como m-ádico a ser (m+1)-ádico, donde
la ulterior plaza de argumento sería ocupada por un signo denotado de un momento
temporal. En un lenguaje combinatorio evítase esa alternativa.)
Con un lenguaje combinatorio puédese llevar a cabo el programa leibniziano de
reducir todo enunciado de más de un constituyente a uno de la forma sujeto-predicado. Con
ello, además, resuélvese, mejor que como lo hace Gustav Bergmann, el problema de evitar
la necesidad de introducir orden entre el referente (o primer extremo) y el relatado (o
segundo extremo) de una relación: resuélvese aquí el problema sin necesidad de hacer de
una relación una propiedad de n-tuplos, al identificar a cada relación con una poseída sólo
por todos los entes pertenecientes a su dominio; evítase identificar la relación de tener-
como-padre-a con la de tener-como-madre-a —aun suponiendo que quien tiene padre tiene
madre y viceversa— atenuándose el principio de extensionalidad; para que fueran
demostrablemente idénticas dos propiedades tendría que poder probarse para cualquier signo
«r» esto: «el que la primera propiedad abarque a r es idéntico a que lo abarque la segunda»;
y puede que no se consiga tal prueba por una de estas dos razones: o porque no se pruebe
eso sino para un ámbito de signos en lugar de «r» (p. ej., para los que denotan genuinos
entes, existentes en todos los aspectos, en lugar de denotar meros entoides que existan sólo
en algunos aspectos), o porque sólo se demuestre que la una propiedad abarca a algo ssi
también lo hace la otra (el signo de identidad es primitivo en este sistema).
Otra ventaja de un lenguaje combinatorio es que con él evítase el recurso a
definiciones en uso: todas las definiciones son explícitas. Puédese, pues, decir qué cosa es
significada por la conyunción ‘y’ o por cualquier otro signo —y no meramente dar una regla
para eliminarlo contextualmente.
Una última ventaja del empleo de un lenguaje combinatorio es que resulta el mejor
instrumento para reflejar la complejidad estructural de la lengua natural, que no puede
adecuadamente ser representada en un cálculo de predicados (corriente). En CL cualquier
oración puede ser sujeto o predicado de otra más compleja, y eso permite representar los
fenómenos de expansión sintáctica. En este lenguaje sólo hay dos papeles sintácticos, pues
toda oración es biterminal o uniterminal; los restantes papeles son reemplazados por
elementos categoremáticos. Así ‘Lida trabaja para Maite’ podrá representarse más o menos
de modo que del trabajar Lida (e.d., de lo significado por ‘Trabaja Lida’) se predique (el
ser) para Maite (o sea, lo significado por ‘para Maite’, que es a su vez una fórmula donde
el predicado es ‘para’: piénsese en lenguas en las que la preposición es un verbo; en este
caso sería el verbo ‘recibe’ o algo así).
Para cerrar esta Sección —y con ella este trabajo— voy a exponer muy sucintamente
las características técnicas de CL y del sistema axiomático, CD, que propongo aquí,y cuyo
lenguaje es precisamente CL.
Reglas de formación: 1ª) ‘↓’, ‘E’, ‘=’, ‘Σ’, ‘Λ’, ‘s’,‘t’ ‘t’’, ‘t ’,…, son signos. 2ª) Si ‘a’, ‘b’
son signos, también es un (solo y mismo) signo, en dos versiones, ‘(a/b)’ y (ba/)’.
Usaremos, además, letras esquemáticas ‘p’, ‘q’, ‘r’,… haciendo las veces de signos
cualesquiera.
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Abreviaciones: 1) ‘(a/b)’ se abrevia como ‘(ab)’. 2) Convenciones «a lo Church», con
asociación hacia la izquierda cuando no lo impiden paréntesis: ‘0’ abrevia
‘↓(↓↓↓)↓’; ‘N’ abr. ‘↓0’; ‘∆’ abr. ‘Σ(ΛΣ)Λ’; ‘∨’ abr. ‘∆(∆N)↓’; ‘1’ abr. ‘N0’; ‘Γ’
abrevia ‘Σ(∆∆Σ)(ΛΛ)’; ‘⊃’ abr. ‘∆(Γ∆N)∨’; ‘∧’ abr. ‘∆(Γ∆N)(∆↓N)’ (‘⊃qp’ se lee
‘q si p’, mientras que ‘N’ es la negación; ‘∨’, la disyunción; ‘∧’, la conyunción).
3) Abreviaciones ulteriores: (i) Si ‘q’ no figura en ‘p’, ‘λqp’ abr. ‘Λp’; (ii) si
‘p’=‘q’, ‘λqp’ abr. ‘1’; (iii) si ‘q’ figura en ‘pr’, ‘λq(pr)’ abr. ‘(Σλqp λqr)’. Por
último, introdúcense definitoriamente variables ligadas así: ‘λxp’ abr. ‘λcq’, donde
‘c’ es el primero de los signos ‘s’, ‘t’, ‘t’’,… que no figuren en ‘p’ y ‘q’ difiere de
‘p’ únicamente en tener ocurrencias libres de ‘c’ sólo dondequiera contenga ‘p’
sendas ocurrencias libres de ‘x’. ‘∃xp’ abr. ‘Eλxp’. Similarmente, y en orden
alfabético, se introducen definicionalmente las demás variables. Introdúcense, por
último, variables libres como letras esquemáticas.
Axiomas y reglas de inferencia: Cualquier base axiomática del cálculo cuantificacional
clásico de primer orden con identidad. El uso de variables libres ‘x’, ‘y’, ‘z’,…
como letras esquemáticas hácese empero de tal modo que no se autoriza en un
esquema teoremático ‘r’ el reemplazo de una variable ‘x’ por un signo ‘a’ más que
como la siguiente regla de inferencia: a —r’, donde r’ sólo difiere de r por contener
ocurrencias libres de ‘a’ únicamente donde r las contenga de ‘x’.
Adicionales esquemas axiomáticos: A1: = (1p)p; A2: una infinidad de axiomas, a saber: s,
t, t’, t
Ulteriores reglas de inferencia: Rinf1: Si =(pr)(qr) (para todo signo «r»), entonces =pq;
Rinf2: p’ =(q’)(λrqp), donde (i) q’ sólo difiere de q por contener ocurrencias libres
de p únicamente donde q las contenga de r; (ii) si p no contiene ninguna ocurrencia
no-canónica de ‘Λ’ ni de ‘Σ’, entonces p’=1, mientras que en caso contrario p’=p.
(Son ocurrencias canónicas de ‘Λ’ y ‘Σ’ únicamente las que forman parte de ristras
abreviadas como ‘∨’, ‘⊃’, o ‘∧’.)
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