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There has been a concerted effort to identify problems computable with quantum technology
which are intractable with classical technology or require far fewer resources to compute. Recently,
randomness processing in a Bernoulli factory has been identified as one such task. Here, we report
two quantum photonic implementations of a Bernoulli factory, one utilising quantum coherence and
single-qubit measurements and the other which uses quantum coherence and entangling measure-
ments of two qubits. We show that the former consumes three orders of magnitude fewer resources
than the best known classical method, while entanglement offers a further five-fold reduction. These
concepts may provide a means for quantum enhanced-performance in the simulation of stochastic
processes and sampling tasks.
INTRODUCTION
As the quantum information community contin-
ues its advance towards full-scale universal quantum
computing[1, 2], along the way, a number of scenarios
have been uncovered where quantum information pro-
cessing offers a clear advantage over classical means. Fur-
thermore, there exists certain tasks which are intractable
using a classical computer but are made possible with
quantum computing, supporting the notion of ‘quan-
tum supremacy’[3]. While there are examples where a
quantum advantage may exist, unequivocal experimen-
tal proof is often unattainable.
Recently, the task of processing randomness—to trans-
form probability distributions—has been identified by
Dale et al. as a basic primitive for which quantum
information processing offers advantages over classical
stochastic techniques[4]. Specifically, the quantum infor-
mation processing of randomness was shown to require
fewer resources whilst also expanding the range of sce-
narios where such processing is possible. The random-
ness processing task has widespread applicability across
science and is rooted in processes that are typically sim-
ulated by Markov chain Monte Carlo methods. Addi-
tionally, investigations in this area bear upon our fun-
damental understanding of quantum randomness[5]. In
particular, they offer a new avenue for understanding the
difference between epistemological classical randomness,
owing to noncontextual ignorance about the real state of
a system, and quantum randomness, for which no such
interpretation is possible.
Here, we present quantum photonic experiments where
polarisation qubits are used to encode sequences of ran-
dom variables whose algorithmic processing yields quan-
tum advantages in resource consumption. We show that
quantum coherence reduces the consumption by several
orders of magnitude compared to the best known classical
method, whilst entanglement offers even further improve-
ments.
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FIG. 1. (A) The concept of the Bernoulli factory. A se-
quence of iid coins, with an unknown bias p, are sampled and
processed producing a new coin of bias f(p). (B) The dou-
bling function f∧(p) = 2p, as per Eq. 2. The dashed blue plot
shows the ideal function which cannot be constructed classi-
cally. The workaround is to truncate the function by , shown
by the solid red line.
Before describing the details our work, we set the scene
with some simple examples.
Consider the scenario where a classical coin has an un-
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2known bias p, which is the probability of a heads out-
come from a coin toss. The challenge is then to simulate
the behaviour of a fair coin, f(p) = 12 . von Neumann’s
solution[6] to this was to toss the coin twice, and pro-
vided 0 < p < 1, if the outcomes are different output the
value of the second coin toss, and if they are the same,
then repeat. As a different example, suppose the task is
to simulate the function f(p) = p2 for p ∈ [0, 1]. This
can be achieved by tossing the coin twice and if each
toss results in a head, output a head, otherwise output
a tail. Indeed, some polynomials are well suited to this
type of construction. While it is obvious that the func-
tion f(p) = 2p(1 − p) may be simulated by tossing a
coin twice, the function f(p) = 3p(1 − p) requires not-
ing that 3p(1 − p) = 3p2(1 − p) + 3p(1 − p)2[7], and as
such, the coin must be tossed three times. In these ex-
amples, we have described the scenario of the so-called
‘Bernoulli factory’[7–15], illustrated in Fig. 1A. Here, one
can draw from a sequence of independent and identically
distributed (iid) Bernoulli random variables (coins flips),
i.e. P(X = 0 ≡ Heads) = p and P(X = 1 ≡ Tails) = 1−p
for an unknown p, process the samples, and then output a
new Bernoulli variable with success probability (or bias)
f(p) : (S ⊆ [0, 1]) → [0, 1]. These ideas were introduced
by Asmussen et al.[16] in relation to the exact sampling
of general regenerative processes, and later Keane and
O’Brien[8] derived the necessary and sufficient conditions
under which a Bernoulli factory exists for f . These con-
ditions are i) f must be continuous, ii) it must not ap-
proach 0 or 1 exponentially quickly, or reach 0 or 1 within
its domain. We then have
min (f(p), 1− f(p)) ≥ min (p, 1− p)k ,∀p ∈ S, (1)
where k > 1.
RESULTS
The quantum Bernoulli Factory for f(p) = 2p
Recently, it was shown by Dale et. al.[4] that replacing
the classical coin with a quantum coin or ‘quoin’ of the
form |p〉 = √p |0〉+√1− p |1〉, can yield some remarkable
advantages. The extension to quoins enables algorith-
mic processing of coherent superpositions and entangled
states, with a classical output. We will refer to this as
the quantum Bernoulli factory (QBF) and the classical
version as the CBF. One interesting feature of the QBF
is that an advantage can be gained with quantum coher-
ence alone. Furthermore, it was shown that the necessary
and sufficient conditions in the quantum setting are now
relaxed, allowing a larger class of functions to be con-
structed. In addition, functions constructable with both
the CBF and the QBF were shown to require far fewer
resources with the latter. Here, we report two photonic
implementations of the QBF for the same function, one
makes use of quantum coherence and entanglement while
the other relies on quantum coherence only. We show
that while both factories offer a quantum advantage, the
use of entanglement offers a further improvement in per-
formance over the best known CBF.
The function we choose to study, and perhaps the most
important, is the ‘Bernoulli doubling’ function
f∧(p) = 2p ≡
{
2p p ∈ [0, 1/2]
2(1− p) p ∈ (1/2, 1] , (2)
since it serves as a primitive for other factories[9].
That is, the ability to sample from this function al-
lows any other analytical function to be constructed
that is bounded at less than unity in (0, 1). Notice
that this function cannot be constructed classically since
f∧(0.5) = 1 violates condition ii). In the classical setting,
the workaround is to truncate the function by  such that
f∧(p) = 2p ∼= min (2p, 1− )[8, 9, 11–13], as shown in Fig.
1B. From ref. [4], the QBF for Eq. 2 can be realised by
first rewriting the function as f∧(p) = 1−
√
1− 4p(1− p)
and performing a series expansion,
f∧(p) =
kmax∑
k=1
(
2k
k
)
1
(2k − 1)22k (4p(1− p))
k
=
kmax∑
k=1
qkgk (3)
Here, k > 0, qk is independent of p, and gk =
(4p(1 − p))k. Typically, kmax = ∞ however in realis-
tic experimental scenarios, finite kmax values are con-
sidered. This representation allows us to reduce the
problem to finding a construction for gk, or k con-
secutive heads outcomes of tossing a g1-coin, where
a g1-coin is defined as a coin with a bias g1(p) =
4p(1 − p). The main task is thus to efficiently pro-
duce such a g1-coin. Performing a joint two-qubit mea-
surement on two p-quoins |p〉 ⊗ |p〉 in the Bell-basis,{|ψ±〉 = (|01〉 ± |10〉)/√2, |φ±〉 = (|00〉 ± |11〉)/√2}, we
find that
P
(
φ−|ψ+ ∪ φ−) = (2p− 1)2,
P
(
ψ+|ψ+ ∪ φ−) = 4p(1− p) = g1(p),
P
(
φ−|ψ+ ∪ φ−) + P (ψ+|ψ+ ∪ φ−) = 1. (4)
The algorithm runs by first generating an index k with
a probability qk. A joint measurement, in a restricted
Bell-basis, is then performed on two p-quoins. If k con-
secutive |ψ+〉 outcomes are obtained, then the toss of
an f∧(p)-coin is heads, otherwise if the outcome of the
measurement is |φ−〉, the output is tails.
Two-qubit experimental QBF
The required measurements are well suited to our lin-
ear optics implementation shown in Fig. 2. A 404 nm,
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FIG. 2. Experimental arrangement for the QBF using joint measurements of two p-quoins. A pair of H-polarised photons
are generated via type-I down-conversion in a non-linear BiBO crystal. They are sent to a Bell-state analyser arrangement
containing additional motorised half-wave plates (MHWP) which set the bias value of each p-quoin, and quarter-wave plates
(QWP), one at OA + 45◦ and one at OA− 45◦, which enables ∣∣ψ+〉 and ∣∣φ−〉 to be identified. The photons interfere on a 50:50
non-polarising beamsplitter (NPBS) while polarising beamsplitters (PBS) enable H and V-polarised photons to be separated
spatially before being detected using single-photon avalanche diodes (APDs). Detection events are time-tagged and analysed
using a computer.
vertically (V) polarised, continuous-wave laser beam
pumps a non-linear BiBO crystal generating a degenerate
pair of horizontally (H) polarised photons, |H〉1 ⊗ |H〉2.
The photons are spectrally filtered using long-pass fil-
ters, and 3 nm wide band-pass filters centred at 808 nm,
and are sent via single-mode fibre to a Bell-state anal-
yser. This particular arrangement contains additional
motorised half-wave plates (MHWP) which set the bias
value of each p-quoin. It is well known that the standard
linear optical Bell-state analyser[17, 18], relying on Hong-
Ou-Mandel interference, is capable of unambiguously dis-
criminating between the |ψ+〉 and |ψ−〉 Bell states. We
implement an Xpi
2
⊗ X−pi2 operation on the qubits be-
fore the measurement using quarter-wave plates (QWP)
at optic axes (OA) ±45◦ which allows the desired states,
|ψ+〉 and |φ−〉, to be identified. The photons interfere on
a 50:50 non-polarising beamsplitter (NPBS) while polar-
ising beamsplitters (PBS) enable H and V-polarised pho-
tons to be separated spatially before being detected using
single-photon avalanche diodes (APDs). The sequence of
detection events are time-tagged which allow us to iden-
tify the exact order in which a g1(p)-coin toss resulted in
a heads (|ψ+〉) or tails (|φ−〉). The data is post-processed
(see Methods for details) using a computer, and f∧(p) is
constructed. Fig. 3A-D shows experimental data (cir-
cles) taken for kmax ∈ {1, 10, 100, 2000}. We see that
the data agrees strongly with the ideal theoretical plots
(dotted lines). The red curves in each plot represent the
expected data based on a model which takes into account
the non-ideal splitting ratio of our NPBS, extinction ra-
tios of our polarisation optics, and any mode-mismatch in
our interferometer. The experimentally measured Hong-
Ou-Mandel two-photon interference visibility was found
to be
(
99.7+0.3−1.0
)
%. The experimental data shows an ex-
cellent agreement with our model. For lower values of k,
the data shows a more rounded peak near p = 0.5 which
becomes sharper for larger k. In our experimental run,
we were able to generate up to a single g2036(p) coin, i.e.
up to 2036 consecutive heads outcomes of the g1(p) coin.
Higher order gk(p) coins are more susceptible to small
experimental imperfections which may lead to erroneous
coincident detections. For more reliable statistics, and for
comparison later on, in Fig. 3D we restrict the expansion
to kmax = 2000 where we obtain f∧(0.5) = 0.935±0.003.
In Fig. 3E, we calculate the mean p-quoin consump-
tion for each f∧(p)-coin. Note that increasingly more
40.0 0.2 0.4 0.6 0.8 1.0
0
10
20
30
40
50
60
M
ea
n 
p-
qu
oi
n
co
ns
um
pt
io
n
p
0.0
0.2
0.4
0.6
0.8
1.0
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
1.0
0.0 0.2 0.4 0.6 0.8 1.0
 Ideal
 
Model
 Data
f(p
)
p
A B
C D
E
FIG. 3. Experimental data representing the construction of
f∧(p) = 2p, using joint measurements of two p-quoins for (A)
kmax = 1, (B) kmax = 10, (C) kmax = 100, (D) kmax = 2000.
The dotted blue lines are the ideal theoretical functions, and
the red lines represents a model taking experimental imper-
fections into consideration. Error bars were too small to be
included (see Methods). (E) Mean p-quoin consumption for
kmax = 2000.
quoins are required near p = 0.5, as we expect. We re-
quire an average (over p) of ≈ 11 quoins to construct
f∧(p) = 2p when utilising the quantum coherence and
entangling measurements of two p-quoins.
Single-qubit experimental QBF
We now show how f∧(p) can constructed using single-
qubit measurements where we exploit quantum coherence
alone. To do so, we employ the best known algorithm
for constructing g1(p) with single-qubit measurements,
which was recently demonstrated using superconducting
qubits[19]. The algorithm makes use of additional inter-
mediate quoins denoted by q, m, n, s, and t each with
a unique probability distribution. Fig. 4A illustrates
the procedure where red (blue) arrows indicate a heads
(tails) outcome. A more thorough description is provided
in the Supplementary Material. To begin with, two p-
quoins are produced, the second of which is measured in
the X-basis to produce a q-quoin (lower branch). In the
upper branch, a p-quoin is tossed twice, and if the out-
come is different each time an m-quoin is produced with
the outcome heads, otherwise tails is outputted. Simi-
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FIG. 4. Construction of f∧(p) = 2p, using single-qubit mea-
surements of p-quoins. (a) The algorithm we employ (see Sup-
plementary Material). The upper (lower) branch begins with
the measurement of the p-quoin in the Z-basis (X-basis). Red
(blue) arrows indicate a heads (tails) outcome of the quoin
toss. Failure to achieve the appropriate outcome requires the
protocol to be repeated until success. (b) Experimental ar-
rangement for the QBF using single-qubit measurements of
p-quoins. A single photon from the source (not shown) is
sent into the apparatus where it encounters a MHWP which
sets p. A HWP set to optic axis enables Z-basis measure-
ments to be performed for each p. The second photon, which
serves as a herald, is detected directly by an APD. Setting the
HWP to OA+22.5◦ results in an X-basis measurement. Two
sets of time-tag data are recorded allowing p and q-quoins to
be sampled.
larly, in the lower branch where a q-quoin is tossed twice
with different outcomes, an n-quoin with a heads out-
come results. The m and n-quoins are both tossed twice.
In each case, if the first toss results in tails a new quoin
is produced, s or t, with a tails outcome. If however,
the first toss gives heads and the second gives tails then
heads is outputted in each case. Otherwise, the proto-
col is repeated from the beginning and two p-quoins are
sampled again. Given the successful construction of an
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FIG. 5. Experimental data representing the construction of
f∧(p) = 2p, using single-qubit measurements of p-quoins for
(A) kmax = 1, (B) kmax = 10, (C) kmax = 100, (D) kmax =
2000. The dotted blue lines are the ideal theoretical functions.
Error bars were too small to be included (see Methods). (E)
Mean p-quoin consumption for kmax = 82.
s and t-quoin, if they have the value heads (tails) and
tails (heads) respectively, the outcome of g-coin toss is
heads (tails). If the outcome is the same each time, the
protocol is repeated. From the successful sampling of the
g1-coin, f∧(p) can be constructed as outlined earlier.
The experimental configuration is shown in Fig. 4B.
Using the same photon-pair source as before, one pho-
ton is used as a herald while the other is sent to an
arrangement of MHWP, HWP, and a PBS. Again, the
MHWP sets the bias p while the HWP set to OA (OA
+22.5◦) enables Z-basis (X-basis) measurements to be
performed for each p. Time-tags are recorded for each
measurement basis independently, the construction of
f∧(p) then follows by sampling from the two data sets.
Fig. 5A-D shows experimental data (circles) taken for
kmax ∈ {1, 10, 100, 2000}. The data shows excellent
agreement with theory under ideal conditions, albeit with
a slight skew in the data which we attribute mechan-
ical drift in the fibre coupling. As one might expect,
single-qubit measurements, which do not rely on non-
classical interference or multi-qubit coherence, can be
performed with higher fidelity than joint measurements
on two qubits. As such, in the case of kmax = 2000 we
obtain f∧(0.5) = 0.977± 0.006.
Of particular interest, is a comparison of resource con-
sumption between the two QBFs we have presented. For
a fair comparison with the two-qubit QBF, we choose to
restrict the series expansion of the single-qubit QBF to
k = 82 which results in f∧(0.5) = 0.935 ± 0.006. Fig.
3E, shows the mean p-quoin consumption for each f∧(p)-
coin. Averaging over all p, we require ≈ 52 quoins to
construct f∧(p) = 2p when utilising the quantum coher-
ence and single-qubit measurements of p-quoins, which
is approximately a five-fold increase in resources over the
two-qubit case.
The quantum advantage
Owing to small experimental imperfections we are un-
able to exactly achieve f∧(0.5) = 1, however, this does
provide an avenue for comparing the QBF to the CBF.
We can frame the situation as a refereed game played
between two parties, the quantum player who has a
QBF, and a classical player who has a CBF. The ref-
eree prepares p-quoins and sends them to the quantum
player who is tasked with constructing, or approximating
f∧(p) = 2p, as best as they can. The quantum player can
request a large, albeit, finite number of quoins. Their re-
sult is sent to the classical player who must reproduce it
using a fewer resources. In the game, the quantum player
achieves f∧(0.5) = 0.935. The classical player’s strategy
is as follows. First, they perform a least-squares fit of
the data using a positively weighted sum of Bernstein
polynomials
f˜(p) = D
N∑
j=0
Aj
D
(
N
j
)
pj(1− p)N−j = D.H(p) (5)
where D =
∑N
j=0Aj and D.H(p) ≤ 1 − . The pa-
rameters Aj ≥ 0 are fitting parameters (see Supplemen-
tary Material) and  = 1 − f∧(0.5). As with the pre-
viously mentioned examples, polynomials of the form
pj(1− p)N−j require N coins for exact sampling[14].
This approach takes into consideration the nuances of
the experimental data which deviates from the ideal trun-
cated function shown in Fig. 1B. It then follows from ref.
[14] that the mean coin consumption is
Nc ∼ 9.5DN

(6)
To determine the optimal N , the classical player per-
forms an optimisation routine where the R-squared value
is maximised for a range of N . For the data in Fig.3D
(see Supplementary Material), N = 27, D = 14.17, and
Nc ∼ 56126 coins on average which is three orders of
magnitude greater than the quantum player, who wins
the game. To the best of our knowledge, this is the opti-
mum strategy that the classical player can employ.
Finally, we remark on how the resource consumption
scales with . From ref. [14] it was shown that the clas-
sical coin consumption for the truncated function shown
6in Fig. 1B is given by Nc ∼ 19−1. Taking into con-
sideration the two-qubit QBF, we calculate the mean p-
quoin consumption for a range of . The two-qubit QBF
presented here shows an improvement where the mean
quoin consumption scales as Nq ∼ 2−0.5, which is in
broad agreement with the scaling derived from the ex-
perimental data, Nq ∼ 3−0.4. As expected, this further
supports the notion of a quantum advantage in resource
consumption over the best known classical algorithm.
DISCUSSION
The Bernoulli factory offers a fresh perspective from
which information processing can be enhanced by quan-
tum physics. Specifically, we have experimentally demon-
strated a quantum advantage in the processing of ran-
domness in a QBF under two different scenarios. Our
work confirms that quantum coherence can provide a
large reduction (three orders of magnitude) in resources
over the CBF, and that quantum entanglement provides
a further five-fold reduction. While our implementation
utilises bipartite entanglement, an interesting question
is how does this advantage scale when considering mul-
tipartite entangled systems? The QBF described here
takes iid quoins as its input and outputs a coin. Lifting
these restrictions, allowing quoins to be outputted rather
than just coins, is expected to give rise to other classes
of factories and constructible functions[21].
The QBF has also recently drawn comparisons to the
quantum transducer[22], which is a model of an input-
output process requiring a lesser amount of past knowl-
edge and complexity compared to its classical counter-
part to simulate the future state of the system. Fur-
ther investigation is required to determine whether the
QBF can offer additional insight in the study of processes
which have a causal dependence.
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MATERIALS AND METHODS
Data Processing
For each setting of p, ∼ 3×106 time-tags are recorded.
Since two photons are always created at the same time
during the down-conversion process, the data is filtered
such that only tags occurring within a window of 6.25 ns
remain. This process eliminates most of the spurious
events due to ambient light or detector dark counts. The
data is traversed and a tally is kept for the number
of coincidence detections corresponding to a heads out-
come for each of the gk(p) ≡ gk(p) coins as well as the
number of tails outcomes. gk(p), is then calculated as
#headsk/(#headsk + #tails). We also note that a tally
is kept of the total number p-quoins required to produce
an f∧(p) = 2p coin, which also includes cases where co-
incident detections correspond to neither a head nor a
tail g1(p)-coin. These events may occur due to imperfect
extinction of the polarisation optics or the finite polarisa-
tion dependence of the non-polarising optics. This total
is then weighted by qk allowing the mean p-quoin con-
sumption to be calculated.
Poissonian uncertainties arise because we count a large
number of gk-coins within a fixed data collection time
window. Errors quoted throughout the main text were
calculated assuming Poissonian counting statistics of
the coincidence detections which are integrated to give
#headsk and #tails. Errors in f∧(p) typically varied be-
tween ±2× 10−4 and ±3× 10−3.
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S1. Constructing g1(p) in the single-qubit QBF
Following the treatment in ref. (1), here we detail the construction of the g1(p)-quoin in the
single-qubit QBF, as illustrated in Fig. 4A in the main text. First, we begin with two p-quoins,
then second of can be measured in the X-basis produces a q-quoin with an outcome
Pq(Heads) = 1 + 2
√
p(1− p). (S1)
The p-quoin is tossed twice (upper branch) to generate a virtual m-quoin. Two different (iden-
tical) outcomes leads to a toss of the m-quoin with a value of heads (tails) with probability
Pm(Heads) = Pp(Heads)Pp(Tails)
+ Pp(Tails)Pp(Heads)
= 2p(1− p). (S2)
1
Similarly an n-quoin from two tosses of a q-quoin in the same manner giving
Pn(Heads) = Pq(Heads)Pq(Tails)
+ Pq(Tails)Pq(Heads)
= 1/2− 2p(1− p). (S3)
The next step is to toss the m-quoin (n-quoin) twice if the first toss results in tails a we produce
an s-quoin (t-quoin), with a tails outcome. If however, the first toss gives heads and the second
gives tails then heads is outputted
Ps(Heads) = Pm(Heads)Pm(Tails)
+ Pm(Heads)(1− Pm(Tails)Ps(Heads),
⇒ Ps(Heads) = m
(1 +m)
, and (S4)
Pt(Heads) =
n
(1 + n)
. (S5)
Otherwise, the protocol is repeated. An s and t-quoin are tossed, if the result is heads (tails) and
tails (heads), respectively, the outcome of g-quoin toss is heads (tails) with probability
g1(p) ≡ Pg(Heads) = Ps(Heads)Pt(Tails)
+ [1− Ps(Heads)Pt(Tails)
− Ps(Tails)Pt(Heads)]Pg(Heads)
= 4p(1− p). (S6)
else, the protocol is repeated.
2
S2. Bernstein polynomial fit of the data
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Fig. S1. Least squares fit of f∧(p) = 2p. For the k = 2000 of the two-qubit QBF, the
experimental data was fitted using a sum of Bernstein polynomials given by Eq. 5 in the main
text. The fit presented here for order N = 27 (and corresponding R-squared value of 0.999992)
was determined by maximising the R-squared value for a range of N . The fit was weighted by
the error bars shown, which were calculated assuming Poissonian statistics.
3
References
1. X. Yuan, et al., Phys. Rev. Lett. 117, 010502 (2016).
4
