Abstract. We study optimal quadrature formulas for convex functions in several variables. In particular, we answer the following two questions: Are adaptive methods better than nonadaptive ones? And: Are randomized (or Monte Carlo) methods better than deterministic methods?
Introduction and Results
We study optimal rates of convergence of quadrature formulas for convex functions in several variables. We mainly consider the classes but we will see that the lower bounds also hold for smaller classes (where we have a bound for the gradient of f) and the upper bounds also hold for larger classes (where we replace \convex" by \convex in each x i -direction"). We will prove that the error of optimal deterministic methods is of the order (1) n ?2=d :
This order can be obtained by nonadaptive methods, adaptive methods do not give a better order of convergence. If we allow randomized (or Monte Carlo) methods then the order of the optimal methods is (2) n ?2=d?1=2 ;
where we have to use a slightly di erent notion of the error than in the deterministic case. The upper bound is proved by an adaptive method and we believe that nonadaptive methods are worse. We construct nonadaptive Monte Carlo methods with an error of the order (3) n ?3=(2d)?1=2 and conjecture that this is optimal. We could not prove the respective lower bound, however.
The basic facts and, in particular, the statements (1{3) are known for the integration problem in one dimension, see Novak and Petras (1994) . We give some comments and begin with deterministic quadrature formulas.
For each quadrature formula, the error in the class of convex functions on, e.g., 0; 1] is not uniformly bounded. For the study of optimal quadrature formulas we therefore have to restrict the class of convex functions. The classes F uv = ff : 0; 1] ! R j f convex, f 0 + (0) u; f 0 ? (1) vg; where v > u, were studied by Glinkin (1984) , Zwick (1988) , and Novak (1993) . The following is known for these classes. Let n 2 N and t i = (2i ? 1)=(2n). Then the a ne and nonadaptive formula (4) Q n (f) = 1
is optimal even in the class of adaptive formulas of the form if n is even is optimal for F 1 in the class of all nonadaptive quadrature formulas. The maximal error of the optimal formula is given by (6) max (Q n ; F 1 ) = c n :
Though adaptive formulas might be slightly better than nonadaptive formulas for F 1 , it follows from the results for F uv that n ?2 is also the optimal order of convergence for adaptive formulas. The maximal error of the n-point Gaussian formula on the class F 1 is less than 2 3n 2 , see Petras (1993b) . Therefore the Gaussian formulas are \almost optimal" for F 1 . More of the known results concerning deterministic quadrature formulas in the one-dimensional case can be found in the survey of Petras (1993a) .
Some results are even known for d > 1. See, in particular, Sonnevend (1983) and Gruber (1993) . We want to point out, however, that we do not require smoothness, such as C 1 or even C 2 , for our upper bounds. We also do not know any previous work concerning error bounds for stochastic methods.
In the randomized setting we consider general (adaptive) stochastic rules of the form Q ! n (f) = ! (f(t ! 1 ); : : : ; f(t ! n )); i.e., the knots t ! i are random variables (which can be chosen nonadaptively or adaptively) and also the ! is randomly chosen. Then, as usual, the error of Q ! n is de ned in a`worst case stochastic sense',
It is known from Novak and Petras (1994) that in the case d = 1 nonadaptive stochastic methods are at most slightly better than (adaptive or nonadaptive) deterministic methods, the optimal order is n ?2 . We also proved that adaptive Monte Carlo methods are better and here the optimal order is n ?5=2 .
These results are quite di erent from known results for unit balls of H older or Sobolev spaces. It is known for all these classes that adaptive methods are not better than nonadaptive ones { for deterministic methods as well as for stochastic methods { while randomized methods are better than deterministic methods, see Novak (1988) and Traub, Wasilkowski, Wo zniakowski (1988). Classes of monotone functions were studied by Novak (1992) 
Proofs
We have to prove ve statements: a) the lower bounds (1) for adaptive deterministic methods; b) the upper bound (1) for nonadaptive deterministic methods; c) the lower bounds (2) From Q n (g) = Q n (f), we obtain the stated lower bound. b) Let Q n be a given quadrature formula and let Q d n be the corresponding product formula on C ? 0; 1] d involving n d nodes (cf. Davis and Rabinowitz (1984) If we choose Q n as in equation (5) where we adopt here and in the following the notation of part a). We rst want to estimate the expectation of the error of a deterministic (adaptive) method for the class F d . It is obvious that an additional function value at t i 2 G j only gives additional information if f(t i ) < h j (t i ) and if no further node is in G j . Therefore, we have 2 n distinct combinations of function values depending on whether the function value at t i is f(t i ) or h j (t i ), where i = 1; : : : ; n. For each of these combinations, the sum of all occurring errors is at least Fubini's theorem shows that this is also a lower bound for the worst-case expectation for the error of any adaptive stochastic formula. d) Let k 3 be an odd number and We also put
It is clear that
: By a computation that is similar to that in part b) one obtains
For the following we need a bound for each single We easily see that the same inequality holds for y i r > t i r . Finally, we obtain (8) It is easy to see that
and hence the Monte Carlo method
By induction one can prove
for each ! and f 2 F d . For the stochastic error of Q(f) we obtain by (7) and (8) E(j The G i;j are sets with symmetry center in (t i 1 ; : : : ; t i d ). We de ne iii) The stochastic step is as in part d) with the nonadaptive boxes G i replaced by the adaptive sets G i;j . The only di erence in the de nition of the quadrature formula for G i;j is that ! is randomly chosen in Remarks. a) Again we stress that we cannot prove that the upper bound (3) is optimal. This open problem seems to be related with di cult discrepancy problems that are studied in the book of Beck and Chen (1987) . A related open problem concerns the integration of multivariate monotone functions. Papageorgiou (1993) proved optimal rates for deterministic and for randomized methods but it is unclear whether (for d > 1) adaptive Monte Carlo methods are better than nonadaptive ones. b) In all proofs of upper bounds we did not really use that the functions are convex. It is enough to demand that f is convex in each x i -direction. So the upper bounds even hold for larger classes. c) Similarly, the lower bounds even hold (with di erent constants) for smaller classes where we demand, in addition, that the functions are C 1 with a Lipschitz constant 1.
d) The ratios of our upper and lower bounds are increasing exponentially with increasing dimension. It might be interesting to study the exact behaviour of the distinct constants with respect to the dimension in the di erent settings.
