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連続制御と確率インパルス制御を持つ混合確率制御問題に対する
数値計算アルゴリズム
NUMERICAL ALGORITHMS FOR MIXED STOCHASTIC CONTROL PROBLEMS WITH CONTINUOUS
CONTOROL AND STOCHASTIC IMPULSE CONTOROL
内藤瞭介
Ryosuke NAITO
指導教員　安田和弘
法政大学大学院理工学研究科システム理工学専攻修士課程
In this study, we propose three numerical algorithms to solve mixed stochastic control prob-
lems with continuous control and stochastic impulse control. In general, it is difficult to analyt-
ically solve mixed stochastic control problems. Here based on the algorithm, which is adaptable
for only stochastic impulse control problems, given in Feng and Muthraman (2010), we pro-
pose iterative algorithms which are applicable even if there is no boundary condition for the state
space. When continuous control is added to stochastic impulse control problems, a nonlinear
term appears in Hamilton-Jacobi-Bellman equation. In our two proposed algorithms, we replace
the nonlinear term by its piecewise linear approximation function or the previous associated cost
function obtained in the iteration scheme. Moreover we propose an improved algorithm, written
in Øksendal and Sulem (2006), to be able to apply the algorithm without boundary conditions for
the state space. Finally, we show some numerical results obtained by each algorithm and compare
those results.
Key Words : Mixed stochastic control problem, Continuous control, Stochastic impulse control, HJBQVI,
Policy iteration algorithm
1. はじめに
連続制御と確率インパルス制御という 2つの確率制御が混
合した制御問題を考える．[1]によると,ファイナンスにおい
て確率制御論は，デリバティブのヘッジ問題やポートフォリ
オ最適化などに用いられる数学的手法で，数理ファイナンス
分野において重要な役割を果たしている. しかしながら, 資
産の売買取引上生じる摩擦など,実際の適用にあたっては克
服すべき点が少なくない.こうした障害を解消する理論的枠
組みとして期待され,数理ファイナンス・金融工学への応用
に関する研究が活発に行われているのが確率インパルス制御
である. 本研究では，連続制御と確率インパルス制御という
2つの制御を持つ混合制御に対する数値計算アルゴリズムを
提案する．
　連続制御は間接的に制御過程の方向性に寄与し，確率イン
パルス制御は直接，制御過程に寄与する．連続制御に関して
はハミルトン-ヤコビ-べルマン方程式（HJB方程式）から，
確率インパルス制御に関しては Quasi Variational Inequality
（QVI）から特徴づけられる．後者は，微分方程式の自由境
界値問題と関係する．HJB方程式から，値関数の微分を用い
て最適な連続制御が得られる. QVIより，確率インパルス制
御に対して，行使するタイミング (τ)および行使幅 (ξ)を求
める．本研究では無限満期で,制御過程の係数が時間に一様
な場合を考えるため, 時間によって条件が変わらない. この
時,介入境界 (d,u),介入結果 (D, U)が時間によらない 4点で
得られると考えられる. このときインパルス制御の介入幅は,
下からの介入のとき D − d, 上からの介入のとき u − U で表
される.
　ファイナンスにおける連続制御と確率インパルス制御の混
合制御の応用例としては,中央銀行による為替レートの制御
などがある. 確率インパルス制御は，直接為替レートに影響
を与えることの出来る為替介入を意味し,中央銀行は介入す
るタイミング (τ)と介入幅 (ξ)を決める必要がある.また,連
続制御は，金利平価説に基づき,金利を制御することで,間接
的に為替レートの方向性に影響を与える. この理論的な研究
は,例えば [2]でされている. しかし [2]では，連続制御と確
率インパルス制御の混合制御問題の最適解は, 6 つの制約条
件の式を満たす必要があるのに対して,介入境界 (d,u),介入
結果 (D, U)の 4パラメータの自由度しかなく, [2]でもその
ような関数は具体的に与えられていない．そこで本研究では
逐次的に更新する数値計算アルゴリズムを提案する.
　今回提案する数値計算アルゴリズムは確率インパルス制御
のみの場合に [3] で提案されているものを, 連続制御と確率
インパルス制御の混合制御問題に拡張したものである. 確率
インパルス制御に連続制御を加えると,非線形微分方程式が
現れる. ここで現れる非線形微分方程式は,半線形微分方程式
と呼ばれる種類の方程式である. 非線形微分方程式が現れる
ことで, [3]のときに可能であった直接的な有限差分近似が適
用出来なくなり,自由境界を持つ非線形微分方程式の数値計
算方法を考えなければならない. そこで非線形微分方程式に
対して逐次的に数値解を得る方法を 2つ提案する．今回提案
する 2つのアルゴリズムは状態空間全体の境界で値関数に対
して境界条件を課さない特徴がある. 1つ目は,方程式の非線
形項を区分的に線形に近似し,有限差分近似を適用しやすい
式に変形したアルゴリズムを提案している．本研究では,近
似の際に現れる近似点によって,誤差が出ると考えられるの
で,近似点も逐次的な計算の中で更新するアルゴリズムを提
案する. 2つ目は,最適な連続制御は値関数の 1回微分を用い
て表すことが出来ることを用いて，連続制御に逐次計算で得
られている 1つ前のコスト関数を用いて数値計算を行うアル
ゴリズムを提案する. また [4] で述べられている混合制御に
対する数値計算アルゴリズムを，本研究の問題設定に適用で
きるように改良したアルゴリズムも提案する. これら計 3種
類のアルゴリズムを比較し，特徴などの考察をする.
2. 問題設定
[2], [3]を参考に問題設定をする.
　制御過程 Xt として次の確率過程を考える．介入がない時，
dXt = (µ + καt)dt + σdWt, (1)
介入がある時,
Xτi = Xτi− + ξi
とし, X0 = x とする．ただし，µ, κ は実数，σ は正の定数，
Wt はブラウン運動とする．為替レートの制御としてとらえ
ると，Xt は対数為替レート，τiは i番目の介入時刻, ξiは i番
目の介入幅（負の向きへの介入は ξi は負の値となる），, µ
は期待成長率，σはボラティリティ，xは初期対数為替レー
ト，αt = log( rtr )とし，r¯はターゲット金利，rt は実際の金利，
κ は金利による制御の度合いのパラメータである．rt（もし
くは αt）を連続的に制御することで対数為替レートの方向性
に寄与する．
定義 1 連続制御と確率インパルス制御の混合制御
　連続制御と確率インパルス制御の混合制御は連続制御と行
使境界と介入幅の 3つを決める必要がある.
(α,T, ξ) = (αt; τ0, τ1, · · · , τn, · · · ; ξ0, ξ1, · · · , ξn, · · · )
α は連続制御を表す. (T, ξ) は確率インパルス制御を表し，
τ0 = 0 < τ1 < τ2 < · · · < τn < · · · のように増加していく.
　本研究では,コストとしてランニングコストと介入コスト
を考える．I を定義関数とする．無限満期を考え，λを割引
レートとし，コスト関数はそれらを累積したものの期待値
J(x;α,T, ξ) = E
[ ∫ ∞
0
e−λt f (Xt, αt)dt
+
∞∑
n=1
e−λτnG(ξn)I｛τn<∞｝
]
　
と定義する. J(x;α,T, ξ) < ∞を満たすとする.
　ここでのランニングコストとは日々変動する為替が中央銀
行が定めるターゲットの為替レートからずれることによって,
生じるコストのことである. また連続制御もターゲットの金
利からのずれにより生じるコストである. 本論文では，ラン
ニングコストは,
f (x, α) = (x − ρ)2 + cα2
とする. ρは対数為替レートのターゲットレートを表し, cは
正の定数とする．
注意 1 ランニングコスト f (x, α)の第 1項目に (x − ρ)2 を用
いているが,ここで提案する数値計算アルゴリズムでは，よ
り一般的な関数（例えば，非負で下に凸な関数）でも適用で
きる可能性がある．
　介入コストとは介入する時にかかるコストのことである.
この介入コストは，介入するたびにかかる固定コストと，介
入の幅に比例する比例コストの 2つのコストを用いて定義す
る. K, L で固定コストを表し,介入の幅に応じて変わる比例
コストを k, lで表す.介入コスト関数は
G(ξ) =

K + kξ,　 (ξ > 0のとき)
min(K, L), (ξ = 0のとき）　
L − lξ,　 (ξ < 0のとき)
とする. この時, λ,K, L, k, l ∈ (0,∞), c ∈ [0,∞), ρを実数とす
る.
　 A(x)は admissible戦略 (α,T, ξ)の集合とすると，コスト
関数を用い値関数は次のように定義される．
V(x) = inf
（α,T,ξ)∈A(x)
J(x;α,T, ξ).
3. HJBQVI
混合制御問題の最適戦略と値関数の特徴付けとして，
HJBQVIを考える．HJB方程式で最適連続制御および連続領
域における値関数を特徴付け，QVIで最適確率インパルス制
御および介入領域の値関数を特徴付ける．QVIは準変分不等
式ともいわれている. [5]によると,確率制御問題を解くため
の基本的な考え方はベルマンの最適性原理を用いることとし
て知られている．[6] によると, ベルマンの最適性の原理は,
動的計画法により最適化問題の解を求める場合に基本となる
原理であり,”最適政策は最初の状態と最初の決定が何であっ
ても,残りの決定は最初の決定から生じた状態に関して最適
方策を構成しなければならない”というものである. そのも
とで,状態変数と制御変数に連続的な変化が想定される問題
の解の満たすべき必要条件が HJB方程式である. 最適な確率
的インパルス制御問題を求めるために QVIを考える. QVIは
確率インパルス制御問題を解くための一般的な関係で，介入
のないときに従う方程式と介入するときに従う方程式を与え
たものである．これらの方程式の解は，確率制御問題の解の
必要条件なので十分条件を与えなければならない. その十分
性は，Verification theoremによって与えられる．
(1) HJBQVIの定式化
HJBQVIとは,
Lαv(x) + f (x, α) ≥ 0,
Qv(x) − v(x) ≥ 0,
min {inf{Lαv(x) + f (x, α)},Qv(x) − v(x)} = 0, (2)
である. ただし，Lαv(x)，Qv(x)はそれぞれ,
Lαv(x) = 1
2
σ2v′′(x) + (µ + κα)v′(x) − λv(x),
Qv(x) = inf
ξ
{v(x + ξ) +G(ξ)}
と定義する. (2)式の,左側の式は介入のない場合を表し,右側
の式は介入する場合を表しており,常にどちらか一方だけが
0になる. これは介入がある時とない時の領域（連続領域と
介入領域）がはっきりと分かれていることを意味している.
(2) 連続制御の特徴づけ
介入がない場合について述べる. HJB方程式の左辺を αの
関数と考えると，infα{Lαv(x) + f (x, α)}を達成する最適な α
は,
α = − κ
2c
v′(x) (3)
と得られる．この時の HJB方程式は,
Lαv(x) + f (x, α) =1
2
σ2v′′(x) − κ
2
4c
v′(x)2
+ µv′(x) − λv(x) + (x − ρ)2 = 0 (4)
となる. 得られた微分方程式に κ24c v′(x)2 の項があることで非
線形微分方程式，特に半線形微分方程式となっている. 非線
形となり，また自由境界値問題であることで,一般に用いら
れる有限差分近似アルゴリズムを単純に用いることは出来
ない．非線形微分方程式 Lαv(x) + f (x, α) = 0 を簡単のため
L¯α = 0とする．
(3) 確率インパルス制御の特徴づけ
確率インパルス制御は介入時刻 τと介入幅 ξで特徴づけら
れる.本研究では無限満期で,制御過程の係数が時間に一様な
時を考えるため,時間によって条件が変わらない. この時，確
率インパルス制御の最適制御政策は,介入境界 (d,u),介入結
果 (D, U) が [2] と同様に時間によらない 4 点で表されると
想定する. ただし，d < D < U < uとする．この時，τは dも
しくは uに制御過程 Xt が達した時刻として与えられる．ま
た，ξ < 0の時の介入境界は uとなり,介入結果は U となる.
つまり，ξ = U − u となる．ξ > 0 の時の介入境界は d とな
り,介入結果は Dとなる. つまり，ξ = D − d となる．
(4) 値関数の特徴づけ
d, u を上下の介入境界, D, U はそれぞれ対応する結果と
した．このとき, 介入するかを決定するための条件を決め
るために, (2) 式の左辺の右側の式で, 介入のある場合の式
Qv(d) − v(d) = 0と ξ = D − d（同様に u, U も）より，
v(x)＝ v(D) + K ＋ k(D − x), ∀x ≤ d (5)
v(x)＝ v(U) + L＋ l(x − U), ∀x ≥ u (6)
が成り立ち,介入するかどうかを決定するための条件とする.
これによって得られる区間 (d, u)を連続領域といい，それ以
外の領域を介入領域という．また，これらの領域の境界はな
めらかに接続（smooth-fit）していると一般的に考えられてい
る．これらのことから，L¯v(x) = 0 (x ∈ (d, u))と (5), (6)を満
たし行使境界でなめらかに接続する関数として値関数が特徴
づけられる.
4. 数値計算アルゴリズム
本節で提案するアルゴリズムは，[3]で提案された確率イ
ンパルス制御のみの場合に適用可能なアルゴリズムに連続制
御を加えたアルゴリズムで，混合制御問題にも適応可能なよ
うに拡張したものである．
　 [3] の方法は, 介入領域の値関数の式を介入コストから特
徴づけを行っている. また連続領域と介入領域が smooth-fit
させることを用いて介入境界と介入結果の更新を行っている.
これにより状態空間に対する境界条件が必要なくなるという
特徴がある. これらのことを用いた Policy Iteration Algorithm
で,逐次的に値関数の数値解を得るアルゴリズムである.
(1) 数値計算アルゴリズム 1
1つ目のアルゴリズムとして非線形項を区分的に線形に近
似する方法を提案する. ここでは, (4)式の 2乗の項を図１の
ように三点 (x = ψ, 0, ω)で接線を考え,非線形項を区分的に
線形に近似する．
図 1二次関数の近似の様子
　非線形項を区分的に線形に近似した微分方程式を L˜v(x) = 0
とする．この時, 二次関数と三接線近似の際の接点の中で 0
以外の接点のうち,左側の接点の x 座標を ψとし,右側の接
点の x座標を ωとしたときの L˜v(x)は
L˜v(x) =

1
2σ
2v′′(x) − κ24c (2ψv′(x) − ψ2)
+µv′(x) − λv(x) + (x − ρ)2　
(v′(x) ≤ ψ2のとき)
1
2σ
2v′′(x)
+µv′(x) − λv(x) + (x − ρ)2　
( ψ2 < v
′(x) < ω2のとき)　
1
2σ
2v′′(x) − κ24c (2ωv′(x) − ω2)
+µv′(x) − λv(x) + (x − ρ)2　
(v′(x) ≥ ω2のとき)
(7)
である. L˜v(x) = 0の数値計算は，有限差分法を用いる.
　しかしながら下で与える逐次的なアルゴリズムでは,最初
に近似点（ψ, ω）を固定すると近似点（ψ, ω）の選び方によ
る誤差が大きくなることが後の数値実験（表 2）で（確かめ
られている. そこで近似点（ψ, ω）も逐次計算過程の対応す
るコスト関数を更新するたびに逐次的に更新する. その方法
は，x ∈ (d, 0)に対する v′(x)の像の中点となる時の大きい側
の xの値を ψとする. また x ∈ (0, u)に対する v′(x)の像の中
点となる時の小さい側の xの値を ωとする. 数値実験では三
点近似だけでなく近似点を増やしたものについても行い，考
察している. また (7)式の場合分けには，ここで与えるアル
ゴリズムが逐次的なものであるから 1ステップ前のコスト関
数を用いて場合分けを行う
[3]で提案されたアルゴリズムに連続制御を加え，上記の
近似をし拡張したアルゴリズムについて述べる．
1. 初期境界 d0 < D0 < U0 < u0 を設定する.
2. HJB 方程式から連続制御項をなくした 12σ2v′′(x) +
µv′(x)− λv(x)+ (x−ρ)2 = 0と (5)d0 , (6)u0 を解き v0(x)
を得る．ここで，式番号の右下の添え字はそれぞれ
d = d0，u = u0 とした各式を用いるという意味である．
n = 0とする.
3. 次のように dn+1, un+1 を得る．
dn+1 = inf {y ∈ [dn,Dn) : ∀r ∈ [dn, y), v′n(r) + k ≥ 0},
un+1 = sup {y ∈ (Un, un] : ∀r ∈ (y, un], v′n(r) − l ≤ 0}.
4. vn(x) を用いて非線形項を区分的に線形に近似するの
に使用する近似点（x = ψn+1, 0, ωn+1）を決定する.
5. dn+1 < Dn < Un < un+1 に対して，vn(x) を (7) 式の場
合分けに用いて, L˜v(x) = 0 (x ∈ (dn+1, un+1)), (5)dn+1 ,
(6)un+1 を解き v¯n(x)を得る．
6. 次のように Dn+1, Un+1 を得る．
Dn+1 = arg min
x∈(dn+1 ,un+1)
{v¯n(x) + kx} ,
Un+1 = arg min
x∈(dn+1 ,un+1)
{v¯n(x) − lx} .
7. v¯n(x) を用いて非線形項を区分的に線形に近似するの
に使用する近似点 (x = ψ¯n+1, 0, ω¯n+1)を決定する.
8. dn+1 < Dn+1 < Un+1 < un+1 に対して, v¯n(x) を (7) 式の
場合分けに用いて, L˜v(x) = 0 (x ∈ (dn+1, un+1)), (5)dn+1 ,
(6)un+1 を解き vn+1(x)を得る．
9. n = n + 1とし，3に戻る．
　特徴としては, [3]と同様に介入境界（d, u）が単調に更新
されることと，[3]とは異なり vn(x)は nに関して単調減少列
として収束しないことが数値実験を通じて確かめられている
ことである．
(2) 数値計算アルゴリズム 2
本問題の数値計算における問題点は,連続制御が加わるこ
とで, HJB方程式に非線形項が出てくることである．そのた
め，[3]のときに可能であった直接的な有限差分近似が適用
出来なくなり, [3]で提案されたアルゴリズムが適用できなく
なる. そこで 2 つ目のアルゴリズムでは, 逐次計算における
1つ前の対応するのコスト関数で求めた連続制御を用いるこ
とで非線形項に対処するアルゴリズムを提案する. 　
1. 初期境界 d0 < D0 < U0 < u0 を設定する.
2. HJB 方程式から連続制御項をなくした 12σ2v′′(x) +
µv′(x)− λv(x)+ (x−ρ)2 = 0と (5)d0 , (6)u0 を解き v0(x)
を得る．n = 0とする.
3. 次のように dn+1, un+1 を得る．
dn+1 = inf {y ∈ [dn,Dn) : ∀r ∈ [dn, y), v′n(r) + k ≥ 0},
un+1 = sup {y ∈ (Un, un] : ∀r ∈ (y, un], v′n(r) − l ≤ 0}.
4. dn+1 < Dn < Un < un+1 に対して，vn(x) を用いて αn+1
を求め, L¯αn+1v(x) = 0 (x ∈ (dn+1, un+1)), (5)dn+1 , (6)un+1 を
解き v¯n(x)を得る．
5. 次のように Dn+1, Un+1 を得る．
Dn+1 = arg min
x∈(dn+1 ,un+1)
{v¯n(x) + kx} ,
Un+1 = arg min
x∈(dn+1 ,un+1)
{v¯n(x) − lx} .
6. dn+1 < Dn+1 < Un+1 < un+1 に対して，v¯n(x) を用い
て α¯n+1 を求め, L¯α¯n+1v(x) = 0 (x ∈ (dn+1, un+1)), (5)dn+1 ,
(6)un+1 を解き vn+1(x)を得る．
7. n = n + 1とし，3に戻る．
　アルゴリズム 1 と同様に, 特徴としては, 介入境界（d, u）
が単調に更新されるが, vn(x)は nに関して単調減少列として
収束しないことが挙げれる.
(3) 数値計算アルゴリズム 3
[4]で述べられている混合制御問題に対するアルゴリズム
を [3]と組み合わせることで本問題に適用可能なように修正
したアルゴリズムを提案する. [4] では状態空間の境界で値
関数に対する境界条件を課しているが,本問題ではそのよう
な境界条件を課していない．したがって，[4]のアルゴリズ
ムは直接，本問題に適用できない．その点を [3]と組み合わ
せることで，本問題に適用可能なアルゴリズムに変形してい
る．また連続制御 αは (3)式を用いて更新する.
1. 初期境界 d0 < D0 < U0 < u0 を設定する.
2. HJB 方程式から連続制御項をなくした 12σ2v′′(x) +
µv′(x)− λv(x)+ (x−ρ)2 = 0と (5)d0 , (6)u0 を解き v0(x)
を得る．n = 0とする
3. 連続制御 αxn+1 を, (3)を基に
αxn+1 = −
κ
2c
v′n(x)
で更新する.
4. 介入幅 ξxn+1 を
ξxn+1 ∈ Argmin
ξ
{vn(x + ξ) +G(ξ)} (8)
で更新する．
5. 行使境界を
Tn+1 = {x ∈ R;Lαxn+1vn(x) + f (x, αxn+1)　
> vn(x + ξxn+1) +G(ξ
x
n+1)}
で更新する.
6. 得られた戦略（連続制御，介入幅，介入境界）を用いて，
OTn+1 ,αxn+1 ,ξxn+1vn+1(x) = 0
の解 vn+1(x)を得る．ただし，
OTn+1 ,αxn+1 ,ξxn+1vn+1(x)
=
{ Lαxn+1vn(x) + f (x, αxn+1) x ∈ R\Tn+1,
vn(x + ξxn+1) +G(ξ
x
n+1) x ∈ Tn+1
とする.
7. 　 n = n + 1として 3に戻る．
　特徴としては，アルゴリズム 1, 2とは異なり介入境界（d,
u）が単調に更新されないことと，アルゴリズム 1, 2と同様
に vn(x)は nに関して単調減少列として収束しないことが挙
げれる.
5. 数値計算結果と考察
[2]で用いられているパラメータを基に数値実験に用いる
パラメータの値を表 1ように定める.ただし，nに関しては
アルゴリズム 1, 2では連続領域の分割数を表し，アルゴリズ
ム 3では想定する状態空間全体の分割数を表す．
表 1数値実験に用いたパラメータの値
パラメータ 値
(d0,D0,U0, u0) (-0.5,-0.1, 0.1, 0.5)
λ（割引レート） 0.01
σ（ボラティリティ） 0.12
µ（成長率） -0.01
K, L（固定コスト） 0.01
k, l（比例コスト） 0.12
n（分割数） 200
κ -0.2
√
2
c 1
ρ 0.01
以下の値関数に関するグラフでは連続領域のみ描いている
が，理論的に連続領域の外側（行使領域）は連続領域となめ
らかに接続し，傾きが比例コストの一次関数になることが知
られているため，省略している．また本紀要には，主要な数
値実験結果のみ記載しているが，ここに記載されている以外
の数値実験結果や詳細は本論文に記載している．
(1) アルゴリズム 1の数値計算結果
アルゴリズム 1を用いて数値計算を行う. アルゴリズム 1
では,近似点を更新している時と固定した時の確率インパル
ス制御の比較や，近似点を増やした時の値関数や最適戦略へ
の影響に関する数値実験をし，その考察をする.
a) 近似点を固定したときと更新したときとの比較
HJB 方程式 (4) に現れる非線形項の近似点を, ψ = −0.01,
ω = 0.01で固定して実験を行った結果と，近似点を逐次計算
とともに更新していく方法で実験を行った．その時の最適な
確率インパルス制御（4点）に関する結果が表 2である．
表 2近似点を固定した時と更新した時の確率インパルス制御
に関する 4点の収束値
3点近似（固定） 3点近似（更新）
u 0.2261 0.2183
U 0.09725 0.07383
D −0.05482 −0.02847
d −0.1963 −0.1829
表 2の 3点近似（更新）より,アルゴリズム 1が収束する
アルゴリズムであることが確かめられる. 近似点を更新した
時と固定した時を比較した際,近似点を更新した時のほうが 4
点すべてで絶対値が小さくなった. これは更新した時は,その
時々に応じた適切な近似点を取っていたため値が小さくなっ
たと考えられる. 近似点を固定した時，ψ = −0.06 より小さ
い場合と, ω = 0.06 より大きい場合は, 表 2 の結果より介入
境界が離れた値をとった.
　以降のアルゴリズム 1の数値実験結果は，近似点を逐次計
算とともに更新するアルゴリズムを用いて行った結果である．
b) 近似点を増やした時との比較
アルゴリズム 1 では 3 点で近似する方法を紹介している
が, 3点では近似精度が不十分な可能性があるため, 5点近似
と 7点近似を同様に用いた結果の比較を行い，精度の検証を
行う.数値実験結果は,図 2で各値関数の比較，図 3で最適な
連続制御の比較，表 3で最適な確率インパルス制御の比較，
表 4で介入幅の比較を与えている．
図 2各値関数の比較（3点，5点，7点近似）
図 3各最適連続制御の比較（3点，5点，7点近似）
表 3各最適確率インパルス制御の比較（3点，5点，7点近似）
近似点 3点 5点 7点
u 0.2182 0.2168 0.2173
U 0.07383 0.07371 0.07411
D −0.02847 −0.02712 −0.02877
d −0.1829 −0.1864 −0.1860
表 4各最適な介入幅の比較（3点，5点，7点）
D − d u − U
3点近似 0.1545 0.1444
5点近似 0.1573 0.1432
7点近似 0.1572 0.1431
図 2,図 3,表 3,表 4より，近似点を更新した場合は値関数,
連続制御,確率インパルス制御，介入幅すべてでほとんど同
じ値になった.このことから近似点の個数は結果に大きく影
響を与えないことが分かる．計算時間の短い 3点近似で以降
の数値実験を行っていく．
(2) アルゴリズム 2の数値計算結果
アルゴリズム 2 ではひとつ前のコスト関数を用いて連続
制御を求める. 最初の連続制御は初期関数に依存してしまう.
そこで初期関数が確率インパルス制御だけ（[3]の方法）で
求めたコスト関数を用いた時と外生的に与えた x2 を用いた
時ではどのような違いが結果に表れるかを考察する. 本節の
(4)で述べるが，アルゴリズム 2がもっとも良い結果を与え
ると考えられるので，アルゴリズム 2のときの最適な確率イ
ンパルス制御の収束の様子も与える．
a) 初期関数を変化させた時との比較
初期関数を確率インパルス制御のみの場合，つまり [3]の
アルゴリズムで求めたコスト関数を用いる場合と，初期関数
を二次関数とした場合にどのような変化が各最適制御に生じ
るかを考察する. 初期の連続領域の中点 (u0 − d0)/2 に軸が
来るようにした二次関数に，スケールを変換するためのパラ
メータ υ2 をかけた二次関数 v0(x) = υ2(x − (u0 − d0)/2)2 を利
用する. ただし υ2 が初期の介入境界の差 u0 − d0 より大きく
なると,最初の更新が出来なくなるパラメータ，二次関数を
使用する際は初期の介入境界は広くとる必要がある. 数値実
験結果は,図 4で最適な連続制御の比較，表 5で最適な確率
インパルス制御の比較，表 6で介入幅の比較を与えている．
図 4初期関数を変化させた時の各最適連続制御の比較
表 5初期関数を変化させた時の各最適確率インパルス制御の
比較
初期関数 インパルス制御 υ=0.1 υ=0.01
u 0.2105 0.2093 0.2102
U 0.06805 0.06717 0.06705
D −0.03983 −0.04042 −0.04134
d −0.1966 −0.1967 −0.1988
表 6初期関数を変化させた時の各最適な介入幅の比較
D − d u − U
インパルス制御 0.1567 0.1425
二次関数 υ=0.1 0.1563 0.1421
二次関数 υ=0.01 0.1574 0.1432
図 4,表 5,表 6,より,初期関数によって連続制御，確率イ
ンパルス制御，介入幅に大きな違いはなかった. このことか
ら更新可能な関数であれば，求まる戦略等は初期関数に依存
しないことが分かる.
b) （d, D, U, u）の収束の様子
アルゴリズム 2を用いて数値実験を行った. 収束の様子を
表 5に示す.
図 5アルゴリズム 2を用いた時の（d,D,U,u）の更新の様子
　図 5より,今回用いたパラメータでは収束回数は 7回で
あった. 介入境界 (d, u) には単調性がみられる. しかし介入
結果 (D,U)には単調性がみられない. また先に介入境界が収
束してから介入結果が収束する結果となる. これは，介入結
果は介入境界に依存して決まるため，介入境界が収束してか
ら介入結果が収束するのが妥当な結果である．
(3) アルゴリズム 3の数値計算結果
アルゴリズム 1, 2では境界が更新される度に連続領域が変
わるので刻み幅もそれに応じて更新を行っていたが,アルゴ
リズム 3では,状態空間全体を分割する必要があるため，刻
み幅は更新されない. 刻む数により，値関数，連続制御，介
入境界や介入結果に影響が出る可能性が考えられるため，状
態領域の刻み数 nを変化させた時の数値実験を行う．また，
アルゴリズム 3では連続制御,介入幅,介入境界の順で更新し
ていたが,介入境界を決定してから介入幅を決定するアルゴ
リズムも可能である．したがって，アルゴリズム 3で更新の
順番を連続制御,介入境界,介入幅の順に更新した場合の数値
実験も行う．
a) nを変化させた時
n を 200 から 1000 まで変化させた時の数値実験結果は，
図 6で各値関数の比較，図 7で最適な連続制御の比較，表 7
で最適な確率インパルス制御の比較，表 8で介入幅の比較を
与えている．
図 6刻み数 nを変化させた時の各値関数の比較
図 7刻み数 nを変化させた時の各最適な連続制御の比較
表 7 nを変化させた時の各最適確率インパルス制御の比較
n 200 400 600 800 1000
u 0.280 0.285 0.290 0.294 0.295
U 0.0550 0.0675 0.0783 0.0863 0.0890
D 0.0450 0.0675 0.0675 0.0663 0.0750
d -0.225 -0.215 -0.213 -0.216 -0.212
表 8刻み数 nを変化させた時の各最適な介入幅の比較
n D − d u − U
200 0.2700 0.2250
400 0.2825 0.2175
600 0.2850 0.2117
800 0.2825 0.2075
1000 0.2870 0.2060
刻み数 n によって値関数（図 6），連続制御（図 7），確
率インパルス制御（表 7,表 8）などに大きな違いは見られな
い．しかし，当然のことではあるが, n を大きくした時は計
算時間がかかる. 図 7より,介入境界付近でアルゴリズム 1, 2
では,みられない特徴がみられる. アルゴリズム 1, 2 は値関
数が介入境界で smooth-fitすることを用いて単調に介入境界
を更新しているため,連続制御も介入境界付近で不規則な動
きは起きないが,アルゴリズム 3では,介入境界の更新方法が
アルゴリズム 1, 2と異なるため，介入境界でバラツキがみら
れる結果となっている．
b) 更新の順番を変化させた時
アルゴリズム 3では,連続制御,介入幅,介入境界の順で更
新していたが,連続制御,介入境界,介入幅の順に更新した場
合との比較を行う. 数値実験結果は，図 8で各値関数の比較，
図 9で最適な連続制御の比較，表 9で最適な確率インパルス
制御の比較，表 10で介入幅の比較を与えている．
図 8更新の順番を変えた時の各値関数の比較
図 9更新の順番を変えた時の各最適な連続制御の比較
表 9更新順番を変えた時の各最適確率インパルス制御の比較
アルゴリズム 3 アルゴリズム 3（順序変更）
u 0.28 0.28
U 0.055 0.055
D 0.045 0.015
d -0.23 -0.24
表 10更新の順番を変えた時の各最適な介入幅の比較
D − d u − U
アルゴリズム 3 0.270 0.225
アルゴリズム 3（順序変更） 0.255 0.225
全体的には大きく異ならないが，価関数（図 8）では順序
変更をしたアルゴリズムの方がやや小さい結果となった．ま
た，更新の順番を変化させた時は,本パラメータを用いた場
合,表 9より, d, Dにやや影響を与えていることが分かる．そ
れにともない，図 9の連続制御や表 10の介入幅でも，下側
の介入境界でやや違いが表れている．順序変更した方法では，
先に介入境界を更新するので介入幅が小さくなる傾向がある.
またアルゴリズム 3は µの影響を受けやすいため d, D側が
強く影響が与えられたと考える.
(4) 3つのアルゴリズムの比較
3つのアルゴリズムの値関数，連続制御，確率インパルス
制御等を比較する. 数値実験結果は，図 10 で各値関数の比
較，図 11で最適な連続制御の比較，表 11で最適な確率イン
パルス制御の比較，表 12で介入幅の比較を与えている．
図 10各アルゴリズムの値関数に関する比較
図 11各アルゴリズムの最適な連続制御の比較
表 11各アルゴリズムの最適な確率インパルス制御の比較
アルゴリズム 1 2 3
u 0.2183 0.2105 0.2800
U 0.07380 0.0681 0.05500
D -0.02850 -0.03982 0.04500
d -0.1829 -0.1966 -0.2250
表 12各アルゴリズムの最適な介入幅の比較
D − d u − U
アルゴリズム 1 0.1545 0.1444
アルゴリズム 2 0.1567 0.1425
アルゴリズム 3 0.2700 0.2745
図 10より,アルゴリズム 1, 2の結果は近いものの,アルゴ
リズム 2の値関数の結果が一番小さくなり,アルゴリズム 3
の結果は他 2つと比べやや大きくなった. アルゴリズム 1よ
りアルゴリズム 2の値関数が大きくなったのは 3点近似の近
似誤差による影響が 1ステップ前のコスト関数を用いるより
も大きいためと考えられる. またアルゴリズム 3の値関数が
大きくなったのは,更新しても刻み幅が変化しないことの影
響が出ていると考えられる.それに伴い連続制御（図 11）も
同様の違いがみられる．表 11,表 12により,アルゴリズム 1,
2 の境界と介入幅はほとんど同じ値になった. 本パラメータ
の場合, アルゴリズム 1, 2 よりもアルゴリズム 3 の方が, 介
入境界は広がり,介入幅も広がった.
6. まとめと今後の展開
本研究では,連続制御と確率インパルス制御の混合制御問
題に対するアルゴリズムの提案を行い,数値実験を通じて各
アルゴリズムの比較を行った. ここで提案するアルゴリズム
は，確率インパルス制御のみの場合に [3]で提案されたアル
ゴリズムの混合制御問題への拡張となっている．アルゴリズ
ム 1では HJB方程式に現れる非線形項を区分的に線形に近
似する方法を提案した.この時,近似点も更新することでより
良い精度の結果が得られた. アルゴリズム 2 では, 逐次計算
における 1つ前のコスト関数を用いて求めた連続制御を HJB
方程式に採用し，更新するアルゴリズムを提案した. 数値実
験を通じて，最も小さい値関数を与え，結果も初期関数等に
対して安定的であった．アルゴリズム 3では, [4]で述べられ
ている混合制御問題に対するアルゴリズムを [3]と組み合わ
せたアルゴリズムを提案した. アルゴリズム 1, 2では，比較
的近い結果が得られたが，アルゴリズム 3は少し異なる結果
となった．紀要には記載していないが，本論では σ, K, Lな
どのパラメータを変化させ結果も記載している.
　今後の課題としては，本研究では,ランニングコスト f (x, α)
に (x − ρ)2 を用いているが,一般的な関数でもここで提案し
たアルゴリズムが適切に解を与えるかを研究する．また，収
束に関する数理的な証明を与えることも研究していく必要が
ある．その他にも，本研究では [3]を参考に確率インパルス
制御部分を解いているため，状態空間に対する境界条件は与
えずに数値計算結果が得られる. しかし [3]の方法では，介
入領域における値関数の形状は一次関数に限定される．今後
の課題としては，介入領域における値関数の形状が他の関数
になる場合，つまり介入コスト関数が他の関数の場合のアル
ゴリズムの構築にも取り組みたい.
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