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ABSTRACT 
Though the likelihood is a useful tool for obtaining estimates of regression parameters, it 
is not readily available in the fit of hierarchical binary data models. The correlated 
observations negate the opportunity to have a joint likelihood when fitting hierarchical 
logistic regression models. Through conditional likelihood, inferences for the regression 
and covariance parameters as well as the intraclass correlation coefficients are usually 
obtained. In those cases, I have resorted to use of Laplace approximation and large sample 
theory approach for point and interval estimates such as Wald-type confidence intervals 
and profile likelihood confidence intervals. These methods rely on distributional 
assumptions and large sample theory. However, when dealing with small hierarchical 
datasets they often result in severe bias or non-convergence. I present a generalized quasi-
likelihood approach and a generalized method of moments approach; both do not rely on 
any distributional assumptions but only moments of response. As an alternative to the 
typical large sample theory approach, I present bootstrapping hierarchical logistic 
regression models which provides more accurate interval estimates for small binary 
hierarchical data. These models substitute computations as an alternative to the traditional 
Wald-type and profile likelihood confidence intervals. I use a latent variable approach with 
a new split bootstrap method for estimating intraclass correlation coefficients when 
analyzing binary data obtained from a three-level hierarchical structure. It is especially 
useful with small sample size and easily expanded to multilevel. Comparisons are made to 
existing approaches through both theoretical justification and simulation studies. Further, 
I demonstrate my findings through an analysis of three numerical examples, one based on 
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cancer in remission data, one related to the China’s antibiotic abuse study, and a third 
related to teacher effectiveness in schools from a state of southwest US. 
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Chapter 1: Introduction 
Though the likelihood is a useful tool for obtaining estimates of regression 
parameters it is not readily available in the fit of generalized linear mixed models (GLMM). 
This is due to the fact that the there is no closed form of actual likelihood, when we have 
correlated or clustered data. To obtain the inferences for the regression parameters and the 
intraclass correlation coefficients in the GLMM for binary hierarchical data, at times we 
have resorted to maximum likelihood approximation approach for point estimates of 
regression parameters such as Laplace approximation (LAP) and large sample theory 
approach for interval estimates of regression parameters such as Wald-type confidence 
intervals and profile likelihood confidence intervals as well as interval estimates of 
intraclass correlation coefficients such as delta method. However, to provide statistical 
inference, maximum likelihood approximation approach requires distributional 
assumptions which may not hold in some cases; large sample theory approach requires 
asymptotic results based on large sample sizes whereas the estimation based on small 
hierarchical datasets often results in severe bias or non-convergence. To overcome such 
limitation, we presented a generalized quasi-likelihood approach and a generalized method 
of moments approach which both do not rely on any distributional assumption as an 
alternative to the typical Laplace approximation method, bootstrapping hierarchical 
logistic regression models which substitute computation for asymptotic results as an 
alternative to the traditional Wald-type and profile likelihood confidence intervals and 
latent variable approach with split bootstrap methods of estimating intraclass correlation 
coefficients when analyzing binary data obtained from a three-level hierarchical structure 
especially with small sample size. Comparisons were made against existing approaches 
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through both theoretical justification and simulation studies. Last, we demonstrated our 
findings through the analysis of three numerical examples, one based on cancer in 
remission data, one related to the China’s antibiotic abuse study and the last one related to 
teacher effectiveness in Arizona schools. 
The research based on this dissertation will mainly consist of three closely related 
publishable papers with each paper focusing on one of the topics discussed above. The first 
paper which has been published on Journal of Applied Statistics, “Comparative GMM and 
GQL Logistic Regression Models on Hierarchical Data” examined and compared the fit of 
GQL and GMM approaches with multiple random effects to the LAP approach 
implemented by PROC GLIMMIX in SAS and to each other. The second paper which has 
been submitted to Statistics in Medicine, “Bootstrap Hierarchical Logistic Regression 
Models” obtained bootstrap confidence intervals and compared with both the Wald-type 
confidence intervals and profile likelihood confidence intervals for small hierarchical data. 
The last paper which has been submitted to Journal of Educational and Behavior Statistics, 
“Bootstrapping for ICC in Hierarchical binary data” applied and extended the bootstrap 
methods introduced by the second paper to develop confidence intervals for the intraclass 
correlation coefficients in the analysis of three-level binary data especially when sample 
size is small. Background of the research is reviewed in the remaining of this chapter. 
Starting at chapter 2, each chapter will introduce one paper with the last chapter 
summarizing results and implications.  
 
1.1 Generalized Linear Mixed models 
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Generalized linear mixed models are an extension of linear mixed models to allow 
outcome variables from different distributions other than normal distribution. For example, 
my research mainly focuses on binary response, such as whether this teacher is effective 
or not (1=effective, 0=not effective). On the other hand, generalized linear mixed models 
can be treated as an extension of generalized linear models to include both random and 
fixed effects. Instead of the fixed group effects from sample data, generalized linear mixed 
models emphasizes the random group effects from the underlying population, which 
commonly follows normal distribution. To be specific, we start with the general from of 
linear mixed models (in matrix notation): 
𝒚 = 𝑿𝜷 + 𝒁𝜸 + 𝜺 
Where y is a N*1 column vector, the outcome variable; X is a N*p matrix of the p 
predictor variables; β is a p*1 column vector of the fixed-effects regression coefficients; Z 
is the N*q design matrix for the q random effects (the random complement to the fixed X); 
γ is a q*1 vector of the random effects (the random complement to the fixed β); and ε is a 
N*1 column vector of the errors, that part of y that is not explained by the model, 𝑿𝜷 +
𝒁𝜸. If we estimate γ directly, then we treat γ as fixed effects as 𝛽. However, in linear 
mixed model, we assume that 𝜸~𝑵(𝟎, 𝑮) , and we are interested in G, the variance-
covariance matrix of the random effects originated from normal distributions. 
And what is different between linear mixed models and generalized linear mixed 
models is that the response can come from various distributions with the use of link 
function. Let the linear predictor 𝜼 = 𝑿𝜷 + 𝒁𝜸 and the link function g which relates the 
outcome y to the linear predictor such as 𝒈(𝑬(𝒚)) = 𝜼, where the linear predictor 𝜼 is 
expressed as the expectation of y through the link function g. For a correlated binary 
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outcome as the focus of this research, we use a logistic link function: 𝒈(. ) = 𝒍𝒐𝒈𝒆(
𝒑
𝟏−𝒑
) as 
well as random effects in the linear predictor. 
 
1.2 Maximum Likelihood Estimation Based on Adaptive Quadrature 
We often rely on the likelihood to obtain estimates of regression parameters but it 
is not readily available for generalized linear mixed models. The analysis of correlated or 
clustered data denies the opportunity to construct or use the actual likelihood. As such, at 
times we have resorted to the adaptive Gaussian quadrature, which can be used to 
approximate the marginal log likelihood. It is particularly well suited to numerically 
evaluate integrals of the following kind against probability measures:  
∫ 𝒆−𝒙
𝟐
𝒇(𝒙)𝒅𝒙
+∞
−∞
≈∑𝒘𝒊𝒇(𝒙𝒊)
𝒏
𝒊=𝟏
 
Where n is the number of sample points used, the 𝑤𝑖 are the quadrature wrights, 
and the 𝑥𝑖 are the abscissas. And Laplace approximation is one special case of adaptive 
Gaussian quadrature at n=1. Both Capanu and Kim already investigated and compared 
these likelihood-based methods and their simulation results suggested both methods 
perform well in terms of accuracy, precision, convergence rates and computing speed when 
addressing the analytical intractability of generalized linear mixed models. However, these 
approximation methods all rely on the distributional assumptions for the marginal log 
likelihood. On the other hand, the GMM and the GQL methods could be good alternatives 
when the distributional assumptions are not satisfied. I will compare both GMM and GQL 
methods with Laplace approximation method for further examination in my first paper.  
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1.3 Approximations for Confidence Intervals 
Point estimates of parameters are useless without confidence intervals, which can 
inform us how much we really know about the statistic. Wald tests and the corresponding 
Wald confidence intervals assume that the log-likelihood surface is quadratic. By allowing 
the estimators follow z or t distribution, we can easily compute and assess the parameter 
uncertainty. However, Both Brown and Cai showed that Wald confidence intervals can 
suffer from systematic bias in the coverage especially when sample size is small. On the 
other hand, profile confidence intervals use the actual shape of the log-likelihood surface 
rather than assume that it is quadratic. This can improve the accuracy of confidence 
intervals and p-values considerably over Wald confidence intervals. But likelihood-based 
comparisons still fail to account for the non-𝜒2 sampling distribution of the likelihood and 
could provide misleading confidence intervals when effective sample size is not large 
enough. Last, bootstrapping as a data-based simulation method simplifies computation 
leading towards statistical inferences, especially in situations where there is no closed form 
of the likelihood. Bootstrap method provides an indirect approach to statistical inference 
that substitutes computation for more traditional distributional assumptions and asymptotic 
results. I will examine all three methods in the second paper, and identify their accuracy as 
well as convergence rates for small binary correlated data.  
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Chapter 2: Comparative GMM and GQL Logistic Regression Models on 
Hierarchical Data 
 
Abstract 
Though the likelihood is a useful tool for obtaining estimates of regression parameters it is 
not readily available in the fit of generalized linear mixed models. Inferences for the 
regression parameters and the variance of the random effects in the generalized linear 
mixed models (GLMM) are key in the analysis of the data. In this paper, we presented a 
generalized quasi-likelihood (GQL) approach and a generalized method of moments 
(GMM) approach which both do not rely on any distributional assumption as an alternative 
to the typical maximum likelihood approximation approach in SAS such as Laplace 
approximation (LAP) method when analyzing binary data obtained from a three-level 
hierarchical structure. We examined and compared the performance of these approaches 
and the fit of GQL and GMM approaches with multiple random effects to the LAP 
approach implemented by PROC GLIMMIX in SAS and to each other. The GQL approach 
tends to produce unbiased estimates whereas the LAP approach can lead to highly biased 
estimates for some scenarios. The GQL approach also produces more accurate estimates 
on both the regression parameters and the parameters of the random effects with smaller 
standard errors compared to the GMM approach. We found that both GQL and GMM 
approaches are less likely to result in non-convergence as opposed to the LAP approach. 
A simulation study was conducted and a numerical example for the sake of illustration was 
presented. 
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2.1 Introduction 
The analysis of correlated or clustered data denies the opportunity to construct or 
use the actual likelihood (Capanu, Gönen, & Begg, 2013). As such, at times we have 
resorted to the adaptive Gaussian quadrature (AGQ), penalized quasi-likelihood (PQL) and 
the Laplace approximation (LAP) approaches to analyze such correlated data. Capanu, 
Gönen and Begg (2013) compared likelihood-based method such as PQL and LAP with 
Bayesian methods when addressing the analytical intractability of generalized linear mixed 
models. Their simulation results indicated that adaptive Gaussian quadrature and the 
Laplace approximation are very accurate for moderate to large numbers of observations 
per random effect with adaptive Gaussian quadrature preferable as the number of 
observations per random effect increases in the setting of GLMM with binary outcomes. 
In addition, Kim, Choi and Emery (2013) further investigated these methods’ 
performances, which involves two- and three-level logistic regression models with at least 
three correlated random effects. Their results suggested SAS GLIMMIX Laplace and 
SuperMix Gaussian quadrature perform well in terms of accuracy, precision, convergence 
rates and computing speed. On the other hand, a comparison of generalized quasi-
likelihood and hierarchical likelihood was made by Chowdhury and Sutradhar as it pertains 
to two-level count data (Chowdhury & Sutradhar, 2009). Their simulation study showed 
that HL and PQL appear to produce highly biased and hence inconsistent estimates for the 
regression parameters, especially when the variance of the random effects is large. 
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Chowdhury and Sutradhar found that the GQL approach appears to produce consistent 
estimates for all parameters of this model irrespective of the size of the cluster and the 
magnitude of the variance of the random effects. Furthermore, the generalized method of 
moments (GMM) approach (Hansen, 1982) has also been widely used to obtain consistent 
and efficient estimates from correlated data. Sutradhar, Rao and Pandit (2008) compared 
generalized method of moments (GMM) and generalized quasi-likelihood (GQL) for 
binary panel data with two levels of hierarchy. They found that the GQL approach appears 
to produce more efficient estimates for the regression parameters. Recent research has 
revealed that the GQL estimation has superior efficiency performance for panel count data 
(Sutradhar, Jowaheer, & Rao, 2014). Zhang, Yu, Feng, Gunzler, Wu and Tu (2012) 
explored two popular extensions of  the generalized estimating equations (GEE) and the 
generalized linear mixed effects model (GLMM) to longitudinal data analysis and extended 
the existing literature in terms of characterizing the relationship between the two models 
thoroughly. In like manner we extended on GQL and GMM in comparison of LAP. As 
such, we first focused on the applications of GQL approach and the GMM approach which 
only require the mean and variance form of the response to binary correlated data with 
three or more levels of nesting. Despite the suggestion given by Yang, Peng, Chen, Zhang, 
Zhu, Zhang, Xue and Qi (2013) that in their simulation study of statistical profiling 
methods with hierarchical logistic regression no single method would dominate others 
completely, we examined and compared both the GQL and GMM approaches along with 
the LAP approach through a simulation study and pointed out differences as well as 
illustrated through a numerical example. Our simulation results showed that GQL approach 
gives consistent estimates with smaller bias as opposed to the LAP approach and 
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outperforms GMM with smaller standard errors. Both GMM and GQL are also less likely 
not to converge compared to LAP. In Section 2, we review some of the properties of the 
GQL and GMM methods. In Section 3, we expand the use of GQL and GMM to three-
level hierarchical models and higher. A simulation study to compare the GQL and GMM 
with the LAP implemented by traditional SAS procedure PROC GLIMMIX for three-level 
hierarchical models in Section 4. A numerical example for the sake of illustration is given 
in Section 5. We make some conclusions in Section 6.  
 
2.2 Models for binary data 
The advent of super computers helped to facilitate the move from quasi-likelihood 
(Wedderburn, 1974) to generalized linear models (McCullagh & Nelder, 2001; Dobson 
2011), to generalized estimating equations (Liang & Zeger, 1986), to generalized linear 
mixed models (Breslow and Clayton, 1993) and to hierarchical linear models with joint 
modeling of mean and variance (Raudenbush & Bryk, 2002). However, when it comes to 
binary response with multiple levels of nesting, integrals over the random effects via 
maximum likelihood cannot be expressed in analytical form in general. Thus the full 
MLE’s are usually computed using one of three approximations: approximating the data 
(PQL); approximating the integrand (Laplace’s method); approximating the integral 
(AGQ) (Capanu et al., 2013). To approximate the data several new methods based on quasi-
likelihood, such as GQL are proposed recently to solve such problems by maximizing the 
normality-based loglikelihood without assuming the response is normally distributed. 
Chowdhury and Sutradhar (2009) made comparisons among the HL, PQL and GQL, and 
concluded that the GQL appears to perform best in terms of simulated relative bias 
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irrespective of the size of the cluster and the magnitude of the variance of the random 
effects. The GMM method is known to be consistent, asymptotically efficient in the class 
of linear dynamic dependence models and only require information contained in the 
moment conditions (Sutradhar et al., 2008). Rao, Sutradhar, and Pandit (2012) developed 
the GMM and GQL estimation approaches for the linear dynamic mixed models and 
demonstrate that the GQL approach is more efficient than the GMM approach, also under 
such linear models. They concluded that the GQL approach is uniformly more efficient 
than the GMM approach in estimating the parameters of both linear and nonlinear dynamic 
mixed models. Jowaheer and Sutradhar (Jowaheer & Sutradhar, 2009) developed a 
generalized method of moments (GMM) approach for the estimation of the parameters of 
dynamic mixed models. They obtained the relative efficiency of the GQL approach to the 
GMM approach by comparing the asymptotic variances of the GQL estimates of the 
parameters to the corresponding asymptotic variances of the GMM estimates. The GQL 
approach produced much more efficient estimates than the GMM approach for all main 
parameters of the model. Sutradhar, Rao and Pandit (2008) focused on both the GQL and 
GMM methods, which are our two methods of interest. They made comparisons between 
them for binary panel data with two-level correlated data, and concluded that the GQL is 
more efficient. However, we looked at three or more levels of hierarchy. For such 
correlated data we had added random effect parameters to address more than two levels of 
nesting. In this paper, we extended the GQL and GMM methods based on the moments of 
the response to data with higher levels of nesting. We presented and compared these two 
methods to the LAP method, which shows superior performance over the PQL and 
Bayesian methods (Capanu et al., 2013) and performs well especially when there are 
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multiple correlated random effects in GLMM (Kim, Choi, & Emery, 2013), through a 
simulation study. A numerical example, based on cancer in remission data, was illustrated 
using the methods developed. 
 
2.3 Methodology 
It is well-known that obtaining the maximum likelihood estimates in hierarchical 
model have their challenges and at times more often than not are complicated to obtain if 
not impossible (Capanu et al., 2013). We developed a GMM and a GQL methods for 
parameter estimates when fitting data to a three-level hierarchical data structure. We 
compared the two methods with existing Laplace approximation method as they pertain to 
binary correlated data and conducted a simulation as a means of comparison. 
 
2.3.1 Generalized Quasi Likelihood (GQL) Method 
Let 𝑌𝑖𝑗𝑘  denote the k
th unit (𝑘 = 1,… , 𝑛𝑖𝑗) within the j
th secondary cluster (𝑗 =
1, … , 𝑛𝑖) in the i
th primary cluster  (𝑖 = 1,… , 𝑛) . Consider fitting a logistic regression 
model based on the premise that 𝑌𝑖𝑗𝑘 is a binary random variable. Assume that the linear 
predictor for our model is   𝑥𝑖𝑗𝑘
′ 𝛽 + 𝜆𝑖 + 𝜆𝑖𝑗, where 𝑥𝑖𝑗𝑘
′  is the vector of covariates, 𝜆𝑖  is 
the random effect for the ith primary cluster and 𝜆𝑖𝑗 is the random effect for the j
th secondary 
cluster within the ith primary cluster. In addition, we assume 𝜆𝑖  is independently and 
identically distributed (i.i.d.) with distribution ℵ(0, 𝜎𝑖
2) ; 𝜆𝑖𝑗  is i.i.d. with distribution 
ℵ(0, 𝜎𝑖𝑗
2), 𝜆𝑖 and 𝜆𝑖𝑗 are independent. Let 𝑟𝑖 = 𝜆𝑖/𝜎𝑖, so 𝑟𝑖~ℵ(0,1); and 𝑟𝑖𝑗 = 𝜆𝑖𝑗/𝜎𝑖𝑗, so 
𝑟𝑖𝑗~ℵ(0,1). Hence the linear predictor becomes 𝑥𝑖𝑗𝑘
′ 𝛽 + 𝜎𝑖𝑟𝑖 + 𝜎𝑖𝑗𝑟𝑖𝑗. Denote the binary 
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variable 𝑌𝑖𝑗𝑘 conditioned on 𝑟𝑖 and 𝑟𝑖𝑗 by 𝑌𝑖𝑗𝑘|𝑟𝑖, 𝑟𝑖𝑗. We assume 𝑌𝑖𝑗𝑘|𝑟𝑖, 𝑟𝑖𝑗 for a given ij
th 
secondary cluster within the ith primary unit follows a Bernoulli distribution with 𝑝𝑖𝑗𝑘with 
the conditional mean and logit link as 
𝐸(𝑌𝑖𝑗𝑘|𝑟𝑖, 𝑟𝑖𝑗) =
𝑒𝑥𝑝 (𝑥𝑖𝑗𝑘
′ 𝛽 + 𝜎𝑖𝑟𝑖 + 𝜎𝑖𝑗𝑟𝑖𝑗)
1 + 𝑒𝑥𝑝 (𝑥𝑖𝑗𝑘
′ 𝛽 + 𝜎𝑖𝑟𝑖 + 𝜎𝑖𝑗𝑟𝑖𝑗)
≝ 𝜂𝑖𝑗𝑘
𝛽𝑟𝑖𝑟𝑖𝑗
 
through the logistic regression model. Let 𝒀𝑖𝑗 = (𝑌𝑖𝑗1, 𝑌𝑖𝑗2, 𝑌𝑖𝑗3, … , 𝑌𝑖𝑗𝑛𝑖𝑗)
′
have mean 
vector 𝝁𝑖𝑗 = 𝐸(𝒀𝑖𝑗) =  (𝜇𝑖𝑗1,𝜇𝑖𝑗2, 𝜇𝑖𝑗3, … , 𝜇𝑖𝑗𝑛𝑖𝑗)
′
. Define the mean of the random 
variable 𝑌𝑖𝑗𝑘 as 
𝐸(𝑌𝑖𝑗𝑘) = 𝜇𝑖𝑗𝑘 = 𝐸𝑟𝑖,𝑟𝑖𝑗 (𝐸(𝑌𝑖𝑗𝑘|𝑟𝑖, 𝑟𝑖𝑗)) 
The hierarchical form negates the possibility of the closed form of 𝐸(𝑌𝑖𝑗𝑘). 
Through the independent standard normal variates in 𝑟𝑖𝑗 and 𝑟𝑖 , (Jiang, 1998; Sutradhar, 
2004; Jiang & Zhang, 2001),  we present 
𝐸(𝑌𝑖𝑗𝑘) ≈
1
𝑀
∑ (
𝑒𝑥𝑝 (𝑥𝑖𝑗𝑘
′ 𝛽+𝜎𝑖𝑟𝑖𝑤+𝜎𝑖𝑗𝑟𝑖𝑗𝑤)
1+𝑒𝑥𝑝 (𝑥𝑖𝑗𝑘
′ 𝛽+𝜎𝑖𝑟𝑖𝑤+𝜎𝑖𝑗𝑟𝑖𝑗𝑤)
)𝑀𝑤=1 ≝
1
𝑀
∑ (𝜂𝑖𝑗𝑘
𝛽𝑟𝑖𝑤𝑟𝑖𝑗𝑤)𝑀𝑤=1                           (1) 
where  𝑟𝑖𝑤 𝑎𝑛𝑑 𝑟𝑖𝑗𝑤  are the w
th realized values of 𝑟𝑖  and 𝑟𝑖𝑗  respectively and generated 
from the independent standard normal random variables, where M are chosen to be 
sufficiently large enough for the approximation. Thus we are provided with the mean of 
the vector 𝒀𝑖𝑗, and its covariance with assumption on conditional independence of response 
variables given random effects. 
We use a similar approach to obtain the covariance matrix of 𝒀𝑖𝑗. Denote 𝛴𝑖𝑗 as the 
covariance matrix of 𝒀𝑖𝑗 = (𝑌𝑖𝑗1,𝑌𝑖𝑗2, 𝑌𝑖𝑗3, … , 𝑌𝑖𝑗𝑛𝑖𝑗)
′
 with the diagonal elements of 𝛴𝑖𝑗 as   
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𝑉𝑎𝑟(𝑌𝑖𝑗𝑘) = 𝐸(𝑌𝑖𝑗𝑘
2 ) − (𝐸(𝑌𝑖𝑗𝑘))
2
   = 𝐸𝑟𝑖,𝑟𝑖𝑗 (𝐸(𝑌𝑖𝑗𝑘
2 |𝑟𝑖, 𝑟𝑖𝑗)) − 𝜇𝑖𝑗𝑘
2   =
 𝐸𝑟𝑖,𝑟𝑖𝑗 (𝐸(𝑌𝑖𝑗𝑘|𝑟𝑖, 𝑟𝑖𝑗)) − 𝜇𝑖𝑗𝑘
2 = 𝜇𝑖𝑗𝑘 − 𝜇𝑖𝑗𝑘
2 , 
and the off-diagonal elements of 𝛴𝑖𝑗 as 
𝐶𝑜𝑣(𝑌𝑖𝑗𝑘 , 𝑌𝑖𝑗𝑘′) =  𝐸(𝑌𝑖𝑗𝑘𝑌𝑖𝑗𝑘′) −  𝐸(𝑌𝑖𝑗𝑘)𝐸(𝑌𝑖𝑗𝑘′)
= 𝐸𝑟𝑖,𝑟𝑖𝑗 (𝐸(𝑌𝑖𝑗𝑘𝑌𝑖𝑗𝑘′|𝑟𝑖, 𝑟𝑖𝑗)) − 𝜇𝑖𝑗𝑘𝜇𝑖𝑗𝑘′ 
which can be estimated with. 
𝐶𝑜𝑣(𝑌𝑖𝑗𝑘 , 𝑌𝑖𝑗𝑘′) =
1
𝑀
∑ (𝜂𝑖𝑗𝑘
𝛽𝑟𝑖𝑤𝑟𝑖𝑗𝑤𝜂
𝑖𝑗𝑘′
𝛽𝑟𝑖𝑤𝑟𝑖𝑗𝑤)
𝑀
𝑤=1
− 𝜇𝑖𝑗𝑘𝜇𝑖𝑗𝑘′ 
Thus, for given 𝜎𝑖
2 and 𝜎𝑖𝑗
2 , one may write the generalized quasi-likelihood (GQL) 
estimating equation for 𝛽, Sutradhar (2004), as 
∑ ∑
𝜕𝝁𝑖𝑗
′
𝜕𝛽
𝛴𝑖𝑗
−1𝑛𝑖
𝑗
𝑛
𝑖 (𝒚
𝑖𝑗 − 𝝁𝑖𝑗) = 0                                                                                   (2) 
where 
𝜕𝝁𝑖𝑗
′
𝜕𝛽
 is the derivative of the predicted 𝝁𝑖𝑗
′
= (𝜇𝑖𝑗1,𝜇𝑖𝑗2, 𝜇𝑖𝑗3, … , 𝜇𝑖𝑗𝑛𝑖𝑗) over 𝛽. We 
compute the derivative of 𝝁𝑖𝑗
′
 over 𝛽,  
𝜕𝝁𝑖𝑗
′
𝜕𝛽
= (
𝜕𝜇𝑖𝑗1
𝜕𝛽
,
𝜕𝜇𝑖𝑗2
𝜕𝛽
, … ,
𝜕𝜇𝑖𝑗𝑛𝑖𝑗
𝜕𝛽
), 
as 
𝜕𝜇𝑖𝑗𝑘
𝜕𝛽
= 𝑥𝑖𝑗𝑘
1
𝑀
∑ (𝜂𝑖𝑗𝑘
𝛽𝑟𝑖𝑤𝑟𝑖𝑗𝑤(1 − 𝜂𝑖𝑗𝑘
𝛽𝑟𝑖𝑤𝑟𝑖𝑗𝑤))
𝑀
𝑤=1
 
Solving (2), we obtain the residuals which are used to obtain a second order set of 
parameters to use the GQL estimating equation to obtain estimate 𝜎𝑖𝑗
2 . Consider a vector of 
the form, based on the variance-covariance matrix, 
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𝑮𝑖𝑗 = (𝑌𝑖𝑗1
2 , 𝑌𝑖𝑗2
2 , 𝑌𝑖𝑗3
2 , … , 𝑌𝑖𝑗𝑛𝑖𝑗
2 , 𝑌𝑖𝑗1𝑌𝑖𝑗2, 𝑌𝑖𝑗1𝑌𝑖𝑗3, … , 𝑌𝑖𝑗(𝑛𝑖𝑗−1)𝑌𝑖𝑗𝑛𝑖𝑗)
′ 
of dimension  (𝑛𝑖𝑗(𝑛𝑖𝑗 + 1)/2) of all distinct second order random variables for the j
th 
secondary cluster within the ith  primary cluster, and 𝒈𝑖𝑗 be the corresponding realizations. 
Let 𝜽𝑖𝑗 = 𝐸(𝑮𝑖𝑗), and 𝛺𝑖𝑗 = 𝐶𝑜𝑣(𝑮
𝑖𝑗) be the mean vector and covariance matrix of 𝑮𝑖𝑗 
respectively. So the 
𝜽𝑖𝑗
= (𝐸(𝑌𝑖𝑗1
2 ), 𝐸(𝑌𝑖𝑗2
2 ), 𝐸(𝑌𝑖𝑗3
2 ),… , 𝐸(𝑌𝑖𝑗𝑛𝑖𝑗
2 ), 𝐸(𝑌𝑖𝑗1𝑌𝑖𝑗2), 𝐸(𝑌𝑖𝑗1𝑌𝑖𝑗3), … , 𝐸(𝑌𝑖𝑗(𝑛𝑖𝑗−1)𝑌𝑖𝑗𝑛𝑖𝑗))
′ 
𝛺𝑖𝑗 = [
𝑉𝑎𝑟(𝑌𝑖𝑗1
2 ) ⋯ 𝐶𝑜𝑣(𝑌𝑖𝑗1
2 , 𝑌𝑖𝑗(𝑛𝑖𝑗−1)𝑌𝑖𝑗𝑛𝑖𝑗)
⋮ ⋱ ⋮
𝐶𝑜𝑣(𝑌𝑖𝑗(𝑛𝑖𝑗−1)𝑌𝑖𝑗𝑛𝑖𝑗 , 𝑌𝑖𝑗1
2 ) ⋯ 𝑉𝑎𝑟(𝑌𝑖𝑗(𝑛𝑖𝑗−1)𝑌𝑖𝑗𝑛𝑖𝑗)
] 
Then 𝜽𝑖𝑗  can be expressed as a function of linear predictor of 𝜎𝑖𝑗 . Thus, 𝜽
𝑖𝑗  can be 
approximated by a function of 𝜎𝑖𝑗𝑟𝑖𝑗𝑤, where 
𝐸(𝑌𝑖𝑗𝑘𝑌𝑖𝑗𝑘′) =
1
𝑀
∑ (𝜂𝑖𝑗𝑘
𝛽𝑟𝑖𝑤𝑟𝑖𝑗𝑤𝜂
𝑖𝑗𝑘′
𝛽𝑟𝑖𝑤𝑟𝑖𝑗𝑤)𝑀𝑤=1                                        (3) 
When 𝑘 = 𝑘′ the elements of the vector of 𝜽𝑖𝑗 are 
𝐸(𝑌𝑖𝑗𝑘
2 ) =  𝑃(𝑌𝑖𝑗𝑘 = 1) + 0[1 −  𝑃(𝑌𝑖𝑗𝑘 = 1)] =  𝜇𝑖𝑗𝑘 
Then, for given 𝛽  and 𝜎𝑖
2 , one may estimate 𝜎𝑖𝑗
2  using the second order GQL 
estimating equation as 
∑ ∑
𝜕𝜽𝑖𝑗
′
𝜕𝜎𝑖𝑗
𝛺𝑖𝑗
−1𝑛𝑖
𝑗
𝑛
𝑖 (𝒈
𝑖𝑗 − 𝜽𝑖𝑗) = 0                                              (4) 
This follows from the fact that 
𝐸(𝑌𝑖𝑗𝑘𝑌𝑖𝑗𝑘′) ≝ 𝜌𝑖𝑗𝑘𝑖𝑗𝑘′; 
 𝐸(𝑌𝑖𝑗𝑘𝑌𝑖𝑗𝑘′𝑌𝑖𝑗?̃?) ≈  
1
𝑀
∑ (𝜂𝑖𝑗𝑘
𝛽𝑟𝑖𝑤𝑟𝑖𝑗𝑤𝜂
𝑖𝑗𝑘′
𝛽𝑟𝑖𝑤𝑟𝑖𝑗𝑤𝜂
𝑖𝑗?̃?
𝛽𝑟𝑖𝑤𝑟𝑖𝑗𝑤)𝑀𝑤=1 ≝ 𝜌𝑖𝑗𝑘𝑖𝑗𝑘′𝑖𝑗?̃?; 
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𝐸(𝑌𝑖𝑗𝑘𝑌𝑖𝑗𝑘′𝑌𝑖𝑗?̃?𝑌𝑖𝑗?̃?′) ≈
1
𝑀
∑ (𝜂𝑖𝑗𝑘
𝛽𝑟𝑖𝑤𝑟𝑖𝑗𝑤𝜂
𝑖𝑗𝑘′
𝛽𝑟𝑖𝑤𝑟𝑖𝑗𝑤𝜂
𝑖𝑗?̃?
𝛽𝑟𝑖𝑤𝑟𝑖𝑗𝑤𝜂
𝑖𝑗?̃?′
𝛽𝑟𝑖𝑤𝑟𝑖𝑗𝑤)𝑀𝑤=1 ≝ 𝜌𝑖𝑗𝑘𝑖𝑗𝑘′𝑖𝑗?̃?𝑖𝑗?̃?′. 
Thus, we obtain the elements of mean vector 𝜽𝑖𝑗 and covariance matrix 𝛺𝑖𝑗 by using the 
conditioning and unconditioning techniques as it was the case for computing 𝛴𝑖𝑗 as  
𝐸(𝑌𝑖𝑗𝑘
2 ) =   𝜇𝑖𝑗𝑘;   𝐸(𝑌𝑖𝑗𝑘𝑌𝑖𝑗𝑘′) =  𝜌𝑖𝑗𝑘𝑖𝑗𝑘′;  𝑉𝑎𝑟(𝑌𝑖𝑗𝑘
2 ) = 𝐸(𝑌𝑖𝑗𝑘
4 ) − [𝐸(𝑌𝑖𝑗𝑘
2 )]2 = 𝜇𝑖𝑗𝑘 −
𝜇𝑖𝑗𝑘
2 ; 
𝑉𝑎𝑟(𝑌𝑖𝑗𝑘𝑌𝑖𝑗𝑘′) =  𝜌𝑖𝑗𝑘𝑖𝑗𝑘′−𝜌𝑖𝑗𝑘𝑖𝑗𝑘′
2 ;    𝐶𝑜𝑣(𝑌𝑖𝑗𝑘
2 , 𝑌𝑖𝑗𝑘′
2 ) =  𝜌𝑖𝑗𝑘𝑖𝑗𝑘′ − 𝜇𝑖𝑗𝑘𝜇𝑖𝑗𝑘′; 
𝐶𝑜𝑣(𝑌𝑖𝑗𝑘
2 , 𝑌𝑖𝑗𝑘𝑌𝑖𝑗𝑘′) =  𝜌𝑖𝑗𝑘𝑖𝑗𝑘′ − 𝜇𝑖𝑗𝑘𝜌𝑖𝑗𝑘𝑖𝑗𝑘′;     
𝐶𝑜𝑣(𝑌𝑖𝑗𝑘
2 , 𝑌𝑖𝑗𝑘′𝑌𝑖𝑗?̃?) =  𝜌𝑖𝑗𝑘𝑖𝑗𝑘′𝑖𝑗?̃? − 𝜇𝑖𝑗𝑘𝜌𝑖𝑗𝑘′𝑖𝑗?̃?; 
𝐶𝑜𝑣(𝑌𝑖𝑗𝑘𝑌𝑖𝑗𝑘′ , 𝑌𝑖𝑗𝑘′𝑌𝑖𝑗?̃?) =  𝜌𝑖𝑗𝑘𝑖𝑗𝑘′𝑖𝑗?̃? − 𝜌𝑖𝑗𝑘𝑖𝑗𝑘′𝜌𝑖𝑗𝑘′𝑖𝑗?̃?;  
 𝐶𝑜𝑣(𝑌𝑖𝑗𝑘𝑌𝑖𝑗𝑘′ , 𝑌𝑖𝑗?̃?𝑌𝑖𝑗?̃?′) =  𝜌𝑖𝑗𝑘𝑖𝑗𝑘′𝑖𝑗?̃?𝑖𝑗?̃?′ − 𝜌𝑖𝑗𝑘𝑖𝑗𝑘′𝜌𝑖𝑗?̃?𝑖𝑗?̃?′ . 
We note that  
𝜕𝜽𝑖𝑗
′
𝜕𝜎𝑖𝑗
= (
𝜕𝜇𝑖𝑗1
𝜕𝜎𝑖𝑗
,
𝜕𝜇𝑖𝑗2
𝜕𝜎𝑖𝑗
, … ,
𝜕𝜇𝑖𝑗𝑛𝑖𝑗
𝜕𝜎𝑖𝑗
,
𝜕𝜌𝑖𝑗1𝑖𝑗2
𝜕𝜎𝑖𝑗
, … ,
𝜕𝜌𝑖𝑗(𝑛𝑖𝑗−1)𝑖𝑗𝑛𝑖𝑗
𝜕𝜎𝑖𝑗
)  consists of two 
parts:     (
𝜕𝜇𝑖𝑗1
𝜕𝜎𝑖𝑗
,
𝜕𝜇𝑖𝑗2
𝜕𝜎𝑖𝑗
, … ,
𝜕𝜇𝑖𝑗𝑛𝑖𝑗
𝜕𝜎𝑖𝑗
),  where  
𝜕𝜇𝑖𝑗𝑘
𝜕𝜎𝑖𝑗
=
1
𝑀
∑ (𝑟𝑖𝑗𝑤𝜂𝑖𝑗𝑘
𝛽𝑟𝑖𝑤𝑟𝑖𝑗𝑤(1 − 𝜂𝑖𝑗𝑘
𝛽𝑟𝑖𝑤𝑟𝑖𝑗𝑤))𝑀𝑤=1  
and 
(
𝜕𝜌
𝑖𝑗𝑘𝑖𝑗𝑘′
𝜕𝜎𝑖𝑗
)           for all 𝑘 < 𝑘′, where 
𝜕𝜌𝑖𝑗𝑘𝑖𝑗𝑘′
𝜕𝜎𝑖𝑗
=
1
𝑀
∑(𝑟𝑖𝑗𝑤𝜂𝑖𝑗𝑘
𝛽𝑟𝑖𝑤𝑟𝑖𝑗𝑤 (1 − 𝜂𝑖𝑗𝑘
𝛽𝑟𝑖𝑤𝑟𝑖𝑗𝑤) 𝜂
𝑖𝑗𝑘′
𝛽𝑟𝑖𝑤𝑟𝑖𝑗𝑤
𝑀
𝑤=1
+ 𝑟𝑖𝑗𝑤𝜂𝑖𝑗𝑘′
𝛽𝑟𝑖𝑤𝑟𝑖𝑗𝑤 (1 − 𝜂
𝑖𝑗𝑘′
𝛽𝑟𝑖𝑤𝑟𝑖𝑗𝑤) 𝜂𝑖𝑗𝑘
𝛽𝑟𝑖𝑤𝑟𝑖𝑗𝑤) 
Thus, given 𝜎𝑖𝑗
2  and 𝛽, one may estimate 𝜎𝑖
2 based on a third GQL estimating set of 
equations. To obtain 𝜎𝑖
2, we define  
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𝐷𝑖𝑗 =∑𝑌𝑖𝑗𝑘/𝑛𝑖𝑗
𝑛𝑖𝑗
𝑘
≝ ?̅?𝑖𝑗. 
as the proportion of success in ijth cluster with corresponding realizations 𝑑𝑖𝑗. Define  
𝑫𝑖 = (𝐷𝑖1
2 , 𝐷𝑖2
2 , 𝐷𝑖3
2 , … , 𝐷𝑖𝑛𝑖
2 , 𝐷𝑖1𝐷𝑖2, 𝐷𝑖1𝐷𝑖3, … , 𝐷𝑖(𝑛𝑖−1)𝐷𝑖𝑛𝑖)
′ 
as the vector of proportions for ith cluster with corresponding realizations 𝒅𝒊.  
Thus we present the third set of equations for estimating the random effects parameter 𝜎𝑖
2. 
Let  𝜸𝑖 = 𝐸(𝑫𝑖) , 𝑉𝑖 = 𝐶𝑜𝑣(𝑫
𝑖)  be the mean vector and covariance matrix of 𝑫𝑖 
respectively. So the vector 
𝜸𝑖 = (𝐸(𝐷𝑖1
2 ), 𝐸(𝐷𝑖2
2 ), 𝐸(𝐷𝑖3
2 ),… , 𝐸(𝐷𝑖𝑛𝑖
2 ), 𝐸(𝐷𝑖1𝐷𝑖2), 𝐸(𝐷𝑖1𝐷𝑖3), … , 𝐸(𝐷𝑖(𝑛𝑖−1)𝐷𝑖𝑛𝑖))
′  
and 
𝑉𝑖 = [
𝑉𝑎𝑟(𝐷𝑖1
2 ) ⋯ 𝐶𝑜𝑣(𝐷𝑖1
2 , 𝐷𝑖(𝑛𝑖−1)𝐷𝑖𝑛𝑖)
⋮ ⋱ ⋮
𝐶𝑜𝑣(𝐷𝑖(𝑛𝑖−1)𝐷𝑖𝑛𝑖 , 𝐷𝑖1
2 ) ⋯ 𝑉𝑎𝑟(𝐷𝑖(𝑛𝑖−1)𝐷𝑖𝑛𝑖)
] 
Since 𝜸𝑖 can also be showed as a function of 𝜎𝑖𝑟𝑖𝑤, which is a linear predictor of 
𝜎𝑖. Then for given 𝛽 and 𝜎𝑖𝑗
2 , one may estimate 𝜎𝑖
2 using a third GQL estimating equation. 
∑
𝜕𝜸𝑖
′
𝜕𝜎𝑖
𝑉𝑖
−1(𝒅𝑖 − 𝜸𝑖)𝑛𝑖 = 0                              (5) 
and solve, similar to the process in (4), for 
𝜕𝜸𝑖
′
𝜕𝜎𝑖
=
(
𝜕𝐸(𝐷𝑖1
2 )
𝜕𝜎𝑖
, … ,
𝜕𝐸(𝐷𝑖1∗𝐷𝑖2)
𝜕𝜎𝑖
, … ,
𝜕𝐸(𝐷𝑖(𝑛𝑖−1)∗𝐷𝑖𝑛𝑖)
𝜕𝜎𝑖
)  and 𝜸𝑖 such that,  
𝐸(𝐷𝑖𝑗
2 ) = 𝐸((∑ 𝑌𝑖𝑗𝑘
𝑛𝑖𝑗
𝑘 )
2)/𝑛𝑖𝑗/𝑛𝑖𝑗 = 𝐸(∑ (𝑌𝑖𝑗𝑘
2 )
𝑛𝑖𝑗
𝑘 + 2∑ (𝑌𝑖𝑗𝑘𝑘<𝑘′ 𝑌𝑖𝑗𝑘′))/𝑛𝑖𝑗/𝑛𝑖𝑗 =
(∑ 𝐸(𝑌𝑖𝑗𝑘)
𝑛𝑖𝑗
𝑘 + 2∑ 𝐸(𝑌𝑖𝑗𝑘𝑘<𝑘′ 𝑌𝑖𝑗𝑘′))/𝑛𝑖𝑗/𝑛𝑖𝑗, 
where 𝐸(𝑌𝑖𝑗𝑘) and 𝐸(𝑌𝑖𝑗𝑘𝑌𝑖𝑗𝑘′) is given in (1) and (3). Similarly  
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𝐸(𝐷𝑖𝑗𝐷𝑖𝑗′) = 𝐸(∑ (𝑌𝑖𝑗𝑘
𝑎𝑙𝑙 𝑘,𝑘′
𝑌𝑖𝑗′𝑘′))/𝑛𝑖𝑗/𝑛𝑖𝑗′ = (∑ 𝐸(𝑌𝑖𝑗𝑘
𝑎𝑙𝑙 𝑘,𝑘′
𝑌𝑖𝑗′𝑘′))/𝑛𝑖𝑗/𝑛𝑖𝑗′  
where 
𝐸(𝑌𝑖𝑗𝑘𝑌𝑖𝑗′𝑘′) = 𝐸𝑟𝑖,𝑟𝑖𝑗,𝑟𝑖𝑗′ (𝐸(𝑌𝑖𝑗𝑘𝑌𝑖𝑗
′𝑘′|𝑟𝑖, 𝑟𝑖𝑗, 𝑟𝑖𝑗′))
= 𝐸𝑟𝑖,𝑟𝑖𝑗,𝑟𝑖𝑗′ (𝐸(𝑌𝑖𝑗𝑘|𝑟𝑖, 𝑟𝑖𝑗 , 𝑟𝑖𝑗
′)𝐸(𝑌𝑖𝑗′𝑘′|𝑟𝑖, 𝑟𝑖𝑗, 𝑟𝑖𝑗′))
= 𝐸𝑟𝑖,𝑟𝑖𝑗,𝑟𝑖𝑗′ (𝐸(𝑌𝑖𝑗𝑘|𝑟𝑖, 𝑟𝑖𝑗)𝐸(𝑌𝑖𝑗
′𝑘′|𝑟𝑖, 𝑟𝑖𝑗′))
=
1
𝑀
∑ (𝜂𝑖𝑗𝑘
𝛽𝑟𝑖𝑤𝑟𝑖𝑗𝑤𝜂
𝑖𝑗′𝑘′
𝛽𝑟𝑖𝑤𝑟𝑖𝑗′𝑤)
𝑀
𝑤=1
 
Similarly, the covariance matrix 𝛺𝑖𝑗   we have  𝐸(𝐷𝑖𝑗𝐷𝑖𝑗′𝐷𝑖?̃?𝐷𝑖?̃?′) , where the 
secondary clusters are all distinct, and  𝐸(𝐷𝑖𝑗𝐷𝑖𝑗𝐷𝑖𝑗𝐷𝑖𝑗) , 𝐸(𝐷𝑖𝑗𝐷𝑖𝑗𝐷𝑖𝑗′𝐷𝑖𝑗′) , 
𝐸(𝐷𝑖𝑗𝐷𝑖𝑗𝐷𝑖𝑗′𝐷𝑖?̃?) , 𝐸(𝐷𝑖𝑗𝐷𝑖𝑗𝐷𝑖𝑗𝐷𝑖𝑗′), where the secondary clusters are not all distinct. For 
example, to obtain 𝐸(𝐷𝑖𝑗𝐷𝑖𝑗𝐷𝑖𝑗′𝐷𝑖𝑗′) 
= 𝐸 (
∑ 𝑌𝑖𝑗𝑘
𝑛𝑖𝑗
𝑘
𝑛𝑖𝑗
∑ 𝑌𝑖𝑗𝑘
𝑛𝑖𝑗
𝑘
𝑛𝑖𝑗
∑ 𝑌𝑖𝑗′𝑘′
𝑛
𝑖𝑗′
𝑘′
𝑛𝑖𝑗′
∑ 𝑌𝑖𝑗′𝑘′
𝑛
𝑖𝑗′
𝑘′
𝑛𝑖𝑗′
) 
= 𝐸𝑟𝑖,𝑟𝑖𝑗,𝑟𝑖𝑗′ (𝐸 (
∑ 𝑌𝑖𝑗𝑘
𝑛𝑖𝑗
𝑘
𝑛𝑖𝑗
∑ 𝑌𝑖𝑗𝑘
𝑛𝑖𝑗
𝑘
𝑛𝑖𝑗
∑ 𝑌𝑖𝑗′𝑘′
𝑛
𝑖𝑗′
𝑘′
𝑛𝑖𝑗′
∑ 𝑌𝑖𝑗′𝑘′
𝑛
𝑖𝑗′
𝑘′
𝑛𝑖𝑗′
| 𝑟𝑖, 𝑟𝑖𝑗, 𝑟𝑖𝑗′)) 
= 𝐸𝑟𝑖,𝑟𝑖𝑗,𝑟𝑖𝑗′ (𝐸 (
∑ 𝑌𝑖𝑗𝑘
𝑛𝑖𝑗
𝑘
𝑛𝑖𝑗
∗
∑ 𝑌𝑖𝑗𝑘
𝑛𝑖𝑗
𝑘
𝑛𝑖𝑗
| 𝑟𝑖, 𝑟𝑖𝑗)𝐸 (
∑ 𝑌𝑖𝑗′𝑘′
𝑛
𝑖𝑗′
𝑘′
𝑛𝑖𝑗′
∑ 𝑌𝑖𝑗′𝑘′
𝑛
𝑖𝑗′
𝑘′
𝑛𝑖𝑗′
| 𝑟𝑖, 𝑟𝑖𝑗′)) 
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= 𝐸𝑟𝑖,𝑟𝑖𝑗,𝑟𝑖𝑗′ (
∑ 𝐸(𝑌𝑖𝑗𝑘|𝑟𝑖, 𝑟𝑖𝑗)
𝑛𝑖𝑗
𝑘 + 2∑ 𝐸(𝑌𝑖𝑗𝑘𝑘<𝑙 𝑌𝑖𝑗𝑙|𝑟𝑖, 𝑟𝑖𝑗)
𝑛𝑖𝑗𝑛𝑖𝑗
∗
∑ 𝐸(𝑌𝑖𝑗′𝑘′|𝑟𝑖, 𝑟𝑖𝑗′)
𝑛
𝑖𝑗′
𝑘′
+ 2∑ 𝐸(𝑌𝑖𝑗′𝑘′𝑘′<𝑙′ 𝑌𝑖𝑗′𝑙′|𝑟𝑖, 𝑟𝑖𝑗′)
𝑛𝑖𝑗′𝑛𝑖𝑗′
) 
=
1
𝑀
∑ (
∑ 𝜂𝑖𝑗𝑘
𝛽𝑟𝑖𝑤𝑟𝑖𝑗𝑤𝑛𝑖𝑗
𝑘 + 2∑ (𝜂𝑖𝑗𝑘
𝛽𝑟𝑖𝑤𝑟𝑖𝑗𝑤𝜂𝑖𝑗𝑙
𝛽𝑟𝑖𝑤𝑟𝑖𝑗𝑤)𝑘<𝑙
𝑛𝑖𝑗𝑛𝑖𝑗
𝑀
𝑤=1
∗
∑ 𝜂
𝑖𝑗′𝑘′
𝛽𝑟𝑖𝑤𝑟𝑖𝑗′𝑤𝑛𝑖𝑗′
𝑘′
+ 2∑ (𝜂
𝑖𝑗′𝑘′
𝛽𝑟𝑖𝑤𝑟𝑖𝑗′𝑤𝜂
𝑖𝑗′𝑙′
𝛽𝑟𝑖𝑤𝑟𝑖𝑗′𝑤)𝑘′<𝑙′
𝑛𝑖𝑗′𝑛𝑖𝑗′
) 
and  
  𝐸(𝐷𝑖𝑗𝐷𝑖𝑗𝐷𝑖𝑗𝐷𝑖𝑗) = 𝐸 (
∑ 𝑌𝑖𝑗𝑘
𝑛𝑖𝑗
𝑘
𝑛𝑖𝑗
  
∑ 𝑌𝑖𝑗𝑘
𝑛𝑖𝑗
𝑘
𝑛𝑖𝑗
 
∑ 𝑌𝑖𝑗𝑘
𝑛𝑖𝑗
𝑘
𝑛𝑖𝑗
 
∑ 𝑌𝑖𝑗𝑘
𝑛𝑖𝑗
𝑘
𝑛𝑖𝑗
)  
= 𝐸𝑟𝑖,𝑟𝑖𝑗 (𝐸 (
∑ 𝑌𝑖𝑗𝑘
𝑛𝑖𝑗
𝑘
𝑛𝑖𝑗
  
∑ 𝑌𝑖𝑗𝑘
𝑛𝑖𝑗
𝑘
𝑛𝑖𝑗
   
∑ 𝑌𝑖𝑗𝑘
𝑛𝑖𝑗
𝑘
𝑛𝑖𝑗
 
∑ 𝑌𝑖𝑗𝑘
𝑛𝑖𝑗
𝑘
𝑛𝑖𝑗
| 𝑟𝑖, 𝑟𝑖𝑗)) 
= 𝐸𝑟𝑖,𝑟𝑖𝑗 (
∑ 𝐸(𝑌𝑖𝑗𝑘|𝑟𝑖, 𝑟𝑖𝑗)
𝑛𝑖𝑗
𝑘 + 14∑ 𝐸(𝑌𝑖𝑗𝑘𝑘<𝑙 𝑌𝑖𝑗𝑙|𝑟𝑖, 𝑟𝑖𝑗)
𝑛𝑖𝑗𝑛𝑖𝑗𝑛𝑖𝑗𝑛𝑖𝑗
+
36∑ 𝐸(𝑌𝑖𝑗𝑘𝑘<𝑙<𝑚 𝑌𝑖𝑗𝑙𝑌𝑖𝑗𝑚|𝑟𝑖, 𝑟𝑖𝑗) + 24∑ 𝐸(𝑌𝑖𝑗𝑘𝑘<𝑙<𝑚<𝑞 𝑌𝑖𝑗𝑙𝑌𝑖𝑗𝑚𝑌𝑖𝑗𝑞|𝑟𝑖, 𝑟𝑖𝑗)
𝑛𝑖𝑗𝑛𝑖𝑗𝑛𝑖𝑗𝑛𝑖𝑗
) 
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=
1
𝑀
∑ (
∑ 𝜂𝑖𝑗𝑘
𝛽𝑟𝑖𝑤𝑟𝑖𝑗𝑤𝑛𝑖𝑗
𝑘 + 14∑ (𝜂𝑖𝑗𝑘
𝛽𝑟𝑖𝑤𝑟𝑖𝑗𝑤𝜂𝑖𝑗𝑙
𝛽𝑟𝑖𝑤𝑟𝑖𝑗𝑤)𝑘<𝑙
𝑛𝑖𝑗𝑛𝑖𝑗𝑛𝑖𝑗𝑛𝑖𝑗
𝑀
𝑤=1
+
36∑ (𝜂𝑖𝑗𝑘
𝛽𝑟𝑖𝑤𝑟𝑖𝑗𝑤𝜂𝑖𝑗𝑙
𝛽𝑟𝑖𝑤𝑟𝑖𝑗𝑤𝜂𝑖𝑗𝑚
𝛽𝑟𝑖𝑤𝑟𝑖𝑗𝑤)𝑘<𝑙<𝑚
𝑛𝑖𝑗𝑛𝑖𝑗𝑛𝑖𝑗𝑛𝑖𝑗
+
24∑ (𝜂𝑖𝑗𝑘
𝛽𝑟𝑖𝑤𝑟𝑖𝑗𝑤𝜂𝑖𝑗𝑙
𝛽𝑟𝑖𝑤𝑟𝑖𝑗𝑤𝜂𝑖𝑗𝑚
𝛽𝑟𝑖𝑤𝑟𝑖𝑗𝑤𝜂𝑖𝑗𝑞
𝛽𝑟𝑖𝑤𝑟𝑖𝑗𝑤)𝑘<𝑙<𝑚<𝑞
𝑛𝑖𝑗𝑛𝑖𝑗𝑛𝑖𝑗𝑛𝑖𝑗
) 
We may proceed as follows to obtain GQL estimates. We choose initial guesses for 
𝛽, 𝜎𝑖𝑗
2 , and 𝜎𝑖
2 first. Then we obtain an update estimate 𝛽 by solving (2), we obtain an 
update estimate 𝜎𝑖𝑗
2  by solving (4), and we obtain an update estimate 𝜎𝑖
2 by solving (5). 
Keep this procedure until the convergence criterion is met. Thus obtaining GQL estimates. 
In addition, we follow Sutradhar, Rao and Pandit (2008) to obtain asymptotic variances of 
GQL estimates, which are used for certain computations. 
 
2.3.2 Generalized Method of Moments (GMM) Method 
Xiao, Shao, and Palta (2010) extended the GMM for univariate covariate with 
measurement error to the case of multiple covariates having measurement error. We do not 
consider measurement error in our logistic regression models. Consider the moment 
conditions   
𝐸 (
𝜕𝝁𝑖𝑗
′
𝜕𝛽
(𝒚𝑖𝑗 − 𝝁𝑖𝑗)) = 0 ; 𝐸 (
𝜕𝜽𝑖𝑗
′
𝜕𝜎𝑖𝑗
(𝒈𝑖𝑗 − 𝜽𝑖𝑗)) = 0 ; and 𝐸 (
𝜕𝜸𝑖
′
𝜕𝜎𝑖
(𝒅𝑖 − 𝜸𝑖)) = 0 , 
based on an extension of Jiang [6] and Sutradhar [16]. Consider  
𝑆𝑦 = ∑ ∑ (
𝜕𝝁𝑖𝑗
′
𝜕𝛽
(𝒚𝑖𝑗 − 𝝁𝑖𝑗))
𝑛𝑖
𝑗
𝑛
𝑖 /𝑇𝑦;    𝑆𝑔 = ∑ ∑ (
𝜕𝜽𝑖𝑗
′
𝜕𝜎𝑖𝑗
(𝒈𝑖𝑗 − 𝜽𝑖𝑗))
𝑛𝑖
𝑗
𝑛
𝑖 /𝑇𝑔 
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and 𝑆𝑑 = ∑ (
𝜕𝜸𝑖
′
𝜕𝜎𝑖
(𝒅𝑖 − 𝜸𝑖))𝑛𝑖 /𝑇𝑑  where 𝑇𝑦 , 𝑇𝑔  and 𝑇𝑑  are according sample sizes of 
moment conditions as the sample counterpart of the moment conditions respectively. Thus 
estimators of 𝛽, 𝜎𝑖, 𝜎𝑖𝑗 were selected such that those sample averages become as close as 
possible to zero using a generalized method of moments. The closeness is measured in 
terms of a weighted sum of squared errors, resulting to minimizing criterion function  
𝑄 = 𝑔𝑇
′𝑊𝑔𝑇  
where 𝑔𝑇 is the corresponding sample moment conditions, and W is a suitable weighting 
matrix. Usually, an optimal weighting matrix is the inverse of  
𝑆 = 𝐸(𝑔𝑇𝑔𝑇
′)) 
For the first moment condition, the weighting matrix would be the inverse of  
𝐸(𝑆𝑦𝑆𝑦
′) =  𝐸((𝑆𝑦 − 𝐸(𝑆𝑦)) (𝑆𝑦 − 𝐸(𝑆𝑦))
′
)  = 𝑐𝑜𝑣(𝑆𝑦) 
= 𝑐𝑜𝑣(∑∑(
𝜕𝝁𝑖𝑗
′
𝜕𝛽
(𝒚𝑖𝑗 − 𝝁𝑖𝑗))
𝑛𝑖
𝑗
𝑛
𝑖
)/𝑇𝑦/𝑇𝑦 
Similarly, we can show that the weighting matrix for the second and the third moment 
conditions are respectively the inverse of 𝑐𝑜𝑣(∑ ∑ (
𝜕𝜽𝑖𝑗
′
𝜕𝜎𝑖𝑗
(𝒈𝑖𝑗 − 𝜽𝑖𝑗))
𝑛𝑖
𝑗
𝑛
𝑖 )/𝑇𝑔/𝑇𝑔  and 
𝑐𝑜𝑣(∑ (
𝜕𝜸𝑖
′
𝜕𝜎𝑖
(𝒅𝑖 − 𝜸𝑖))𝑛𝑖 )/𝑇𝑑/𝑇𝑑. Thus consider obtaining the GMM estimated parameters 
by 
𝑚𝑖𝑛
𝛽
(∑ ∑ (
𝜕𝝁𝑖𝑗
′
𝜕𝛽
(𝒚𝑖𝑗 − 𝝁𝑖𝑗)))
𝑛𝑖
𝑗
𝑛
𝑖
′
(𝑐𝑜𝑣(∑ ∑ (
𝜕𝝁𝑖𝑗
′
𝜕𝛽
(𝒚𝑖𝑗 − 𝝁𝑖𝑗))
𝑛𝑖
𝑗
𝑛
𝑖 ))
−1
(∑ ∑ (
𝜕𝝁𝑖𝑗
′
𝜕𝛽
(𝒚𝑖𝑗 −
𝑛𝑖
𝑗
𝑛
𝑖
𝝁𝑖𝑗)))  
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𝑚𝑖𝑛
𝜎𝑖𝑗
∑ ∑ (
𝜕𝜽𝑖𝑗
′
𝜕𝜎𝑖𝑗
(𝒈𝑖𝑗 − 𝜽𝑖𝑗))
𝑛𝑖
𝑗
𝑛
𝑖
′
  (𝑐𝑜𝑣(∑ ∑ (
𝜕𝜽𝑖𝑗
′
𝜕𝜎𝑖𝑗
(𝒈𝑖𝑗 − 𝜽𝑖𝑗))
𝑛𝑖
𝑗
𝑛
𝑖 ))
−1
∑ ∑ (
𝜕𝜽𝑖𝑗
′
𝜕𝜎𝑖𝑗
(𝒈𝑖𝑗 −
𝑛𝑖
𝑗
𝑛
𝑖
𝜽𝑖𝑗))  
𝑚𝑖𝑛
𝜎𝑖
∑ (
𝜕𝜸𝑖
′
𝜕𝜎𝑖
(𝒅𝑖 − 𝜸𝑖))𝑛𝑖
′
  (𝑐𝑜𝑣(∑ (
𝜕𝜸𝑖
′
𝜕𝜎𝑖
∗ (𝒅𝑖 − 𝜸𝑖))𝑛𝑖 ))
−1
∑ (
𝜕𝜸𝑖
′
𝜕𝜎𝑖
(𝒅𝑖 − 𝜸𝑖))𝑛𝑖   
where we use exactly the same numerical integration technique as we did for GQL to 
obtain the mean vectors 𝝁𝑖𝑗, 𝜽𝑖𝑗 and 𝜸𝑖 by simulating M normal random variates. 
Similarly, we choose initial guesses for 𝛽, 𝜎𝑖𝑗
2 , and 𝜎𝑖
2. Then we can keep updating one 
parameter each time until the convergence criterion is met. Thus obtaining GMM 
estimates. Furthermore, we follow Sutradhar, Rao and Pandit (2008) to obtain asymptotic 
variances of GMM estimates and we use these in our calculations. 
 
2.3.3 Increased Hierarchical Structure 
Our results are readily extended to higher levels of clustering. Consider having n 
levels of correlation with n-1 random effects one for each level from 2 to n then the linear 
predictor for this higher level of nesting is  
𝑥𝑖𝑗𝑘𝑙…
′ 𝛽 + 𝜆𝑖 + 𝜆𝑖𝑗 + 𝜆𝑖𝑗𝑘 +⋯+ 𝜆𝑖𝑗𝑘…𝑛 
Thus in the case of a four-level hierarchical data structure 
𝐸(𝑌𝑖𝑗𝑘𝑙) ≈
1
𝑀
∑ (
𝑒𝑥𝑝 (𝑥𝑖𝑗𝑘𝑙
′ 𝛽 + 𝜎𝑖𝑟𝑖𝑤 + 𝜎𝑖𝑗𝑟𝑖𝑗𝑤 + 𝜎𝑖𝑗𝑘𝑟𝑖𝑗𝑘𝑤)
1 + 𝑒𝑥𝑝 (𝑥𝑖𝑗𝑘𝑙
′ 𝛽 + 𝜎𝑖𝑟𝑖𝑤 + 𝜎𝑖𝑗𝑟𝑖𝑗𝑤 + 𝜎𝑖𝑗𝑘𝑟𝑖𝑗𝑘𝑤)
)
𝑀
𝑤=1
 
We will need GQL estimating equations to respectively estimate 𝛽, 𝜎𝑖𝑗𝑘
2 , 𝜎𝑖𝑗
2  and 
𝜎𝑖
2. Following (2), (4) and (5), we obtain similar estimating equations to estimate 𝛽, 𝜎𝑖𝑗𝑘
2 , 
𝜎𝑖𝑗
2 . However, we need an additional set of equations to estimate 𝜎𝑖
2. Similar to (5), we 
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define 𝐻𝑖𝑗 = ?̅?𝑖𝑗.  as the proportion of success in the ij
th cluster with corresponding 
realizations  ℎ𝑖𝑗 . Define 𝑯
𝑖 = (𝐻𝑖1
2 , 𝐻𝑖2
2 , 𝐻𝑖3
2 , … , 𝐻𝑖𝑛𝑖
2 , 𝐻𝑖1𝐻𝑖2, 𝐻𝑖1𝐻𝑖3, … , 𝐻𝑖(𝑛𝑖−1)𝐻𝑖𝑛𝑖)
′  as 
the vector of proportions for ith cluster with corresponding realizations 𝒉𝒊. Thus we present 
the fourth set of equations for estimating the random effects parameter  𝜎𝑖
2 . Let  𝝋𝑖 =
𝐸(𝑯𝑖), 𝑊𝑖 = 𝐶𝑜𝑣(𝑯
𝑖) be the mean vector and covariance matrix of 𝑯𝑖 respectively. Since 
𝝋𝑖 can also be showed as a function of 𝜎𝑖𝑟𝑖𝑤, which is a linear predictor of 𝜎𝑖. Then for 
given  𝛽 , 𝜎𝑖𝑗𝑘
2  and 𝜎𝑖𝑗
2 , one may estimate 𝜎𝑖
2  using a fourth GQL estimating equation 
∑
𝜕𝝋𝑖
′
𝜕𝜎𝑖
𝑊𝑖
−1(𝒉𝑖 −𝝋𝑖)𝑛𝑖 = 0. As such, we consider solving these four estimating equations 
to get GQL estimated parameters.  
It is clear from the last section the GQL method uses the true covariance structure 
as the weight matrix in the estimating equation, whereas the GMM method chooses the 
covariance matrix of moment conditions ignoring the underlying correlation structure. This 
also indicates the GQL method produces estimates of the parameters with smaller standard 
errors as compared to the GMM estimators. In the next section we conduct some simulation 
studies examining the small sample performances of the GQL and GMM methods in details.   
 
2.4 Simulation Study 
We conducted a simulation study to compare the performance of the GQL method 
and the GMM method for three-level hierarchical binary data as compared to the LAP 
method. We conducted 100 simulations for each of six cases. Following Sutradhar (2004), 
we chose the six cases as follows; cases 1, 2, and 3 consist of 100 primary clusters and 6 
secondary clusters with 6 observations within each secondary cluster nested within each 
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primary cluster, (n=100, 𝑛𝑖 = 6, 𝑛𝑖𝑗 = 6). These represented cases with small cluster sizes; 
while cases 4, 5, and 6 consist of 20 primary clusters and 10 secondary clusters with 15 
observations within each secondary cluster nested within each primary cluster, (n=20, 𝑛𝑖 =
10, 𝑛𝑖𝑗 = 15). These represented cases with large cluster size. For each simulation, we let 
𝑀 take on values of 2500 and the true values for fixed effects parameters 𝛽1 and 𝛽2 are 
both 1.00. We chose the sets of covariates (𝑥𝑖𝑗𝑘1, 𝑥𝑖𝑗𝑘2)
′ such that 
{
 
 
 
 
 
 𝑖𝑓  𝑗 ≤
𝑛𝑖
2
, 𝑘 ≤
𝑛𝑖𝑗
2
, (𝑥𝑖𝑗𝑘1, 𝑥𝑖𝑗𝑘2)
′
= (1, 0.5)′
𝑖𝑓  𝑗 ≤
𝑛𝑖
2
, 𝑘 >
𝑛𝑖𝑗
2
, (𝑥𝑖𝑗𝑘1, 𝑥𝑖𝑗𝑘2)
′
= (0,−0.5)′
𝑖𝑓 𝑗 >
𝑛𝑖
2
, 𝑘 ≤
𝑛𝑖𝑗
2
, (𝑥𝑖𝑗𝑘1, 𝑥𝑖𝑗𝑘2)
′
= (0,−1.5)′
𝑖𝑓  𝑗 >
𝑛𝑖
2
, 𝑘 >
𝑛𝑖𝑗
2
, (𝑥𝑖𝑗𝑘1, 𝑥𝑖𝑗𝑘2)
′
= (1,−1)′
 
We chose 𝜎𝑖 , 𝜎𝑖𝑗 as (0.6, 1), (0.8, 1.2) and (1, 1.4) representing small, moderate and large 
variability for cases 1 to 3 and cases 4 to 6 respectively. We generated the data 𝑦𝑖𝑗𝑘 (𝑖 =
1, … , 𝑛, 𝑗 = 1,… , 𝑛𝑖  , 𝑘 = 1,… , 𝑛𝑖𝑗  )  by using the Bernoulli distribution with 
𝑌𝑖𝑗𝑘~𝐵𝑒𝑟 (𝑝𝑖𝑗𝑘),  
where 𝑝𝑖𝑗𝑘 =
𝑒𝑥𝑝 (𝑥𝑖𝑗𝑘
′ 𝛽+𝜎𝑖𝑟𝑖+𝜎𝑖𝑗𝑟𝑖𝑗)
1+𝑒𝑥𝑝 (𝑥𝑖𝑗𝑘
′ 𝛽+𝜎𝑖𝑟𝑖+𝜎𝑖𝑗𝑟𝑖𝑗)
, 𝑟𝑖 i.i.d. follows N(0,1), 𝑟𝑖𝑗 i.i.d. follows N(0,1) and 𝑟𝑖 
and 𝑟𝑖𝑗  are independent. From the simulated data, we used both the GQL and GMM 
approaches to estimate 𝛽1,  𝛽2, 𝜎𝑖 , and 𝜎𝑖𝑗  with simulated means and variances, Table 1 
(cases 1 to 3) and Table 2 (cases 4 to 6). We investigated the performance of the GQL and 
GMM approaches as compared to the Laplace approximation approach, which is used as 
numerical integration technique to approximate the marginal log likelihood, implemented 
by PROC GLIMMIX in SAS, Tables 1 and 2. 
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Table 1 Parameter Estimates for Different Sets of random effects for Cases 1 to 3 
Methods Quantity Beta1 Beta2 Sigma1 Sigma2 
Case 1 (True value: 1, 1, 0.6, 1)      
GQL 
Mean 0.9961 1.0081 0.5963 1.0056 
Var 0.0071 0.0047 0.0096 0.0066 
GMM 
Mean 0.9880 0.9988 0.5717 0.9840 
Var 0.0108 0.0045 0.0250 0.0117 
LAP 
Mean 0.9973 1.0002 0.5913 0.9591 
Var 0.0065 0.0041 0.0092 0.0062 
Case 2 (True value: 1, 1, 0.8, 
1.2) 
     
GQL 
Mean 0.9994 1.0063 0.7987 1.2039 
Var 0.0087 0.0071 0.0123 0.0075 
GMM 
Mean 0.9898 0.9952 0.7698 1.1857 
Var 0.0154 0.0060 0.0238 0.0149 
LAP 
Mean 1.0019 0.9964 0.7910 1.1495 
Var 0.0073 0.0060 0.0119 0.0071 
Case 3 (True value: 1, 1, 1, 1.4)  
    
GQL 
Mean 0.9983 1.0097 0.9955 1.4091 
Var 0.0124 0.0091 0.0161 0.0077 
GMM 
Mean 0.9890 0.9980 0.9651 1.3941 
Var 0.0238 0.0070 0.0297 0.0159 
LAP 
Mean 1.0000 0.9990 0.9850 1.3430 
Var 0.0102 0.0071 0.0153 0.0070 
Note. This table compares our methods with the Laplace method under different true 
values of random effects for scenarios 1 to 3. 
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Table 2 Parameter Estimates for Different Sets of random effects for Case 4 to 6 
  
Tables 1 and 2 contain values for the GQL which shows favorable estimates for 
both the regression parameters and the variance of the random effects as opposed to the 
LAP estimates obtained through PROC GLIMMIX. In addition, the GQL tends to outperform 
the GMM in terms of simulated variances under all cases considered. As the true variances 
of random effects get larger, from (0.6, 1) to (1, 1.4), the estimates tend to have larger 
variances. As we increase the sample sizes the results converge to the parameters [True 
value: 1, 1, 0.8, 1.2], Table 3. 
 
Methods Quantity Beta1 Beta2 Sigma1 Sigma2 
Case 4 (True value: 1, 1, 0.6, 1)      
GQL 
Mean 0.9913 1.0118 0.5432 0.9986 
Var 0.0107 0.0132 0.0282 0.0070 
GMM 
Mean 0.9929 1.0072 0.5656 0.9678 
Var 0.0229 0.0117 0.0540 0.0209 
LAP 
Mean 0.9931 1.0121 0.5544 0.9839 
Var 0.0089 0.0098 0.0257 0.0061 
Case 5 (True value: 1, 1, 0.8, 1.2)      
GQL 
Mean 0.9839 1.0090 0.7407 1.2089 
Var 0.0162 0.0216 0.0371 0.0102 
GMM 
Mean 0.9935 1.0044 0.7503 1.1945 
Var 0.0410 0.0182 0.0880 0.0324 
LAP 
Mean 0.9818 1.0126 0.7491 1.1876 
Var 0.0121 0.0153 0.0372 0.0089 
Case 6 (True value: 1, 1, 1, 1.4)  
    
GQL 
Mean 0.9909 1.0112 0.9325 1.4068 
Var 0.0218 0.0307 0.0534 0.0148 
GMM 
Mean 1.0046 1.0048 0.9388 1.4012 
Var 0.0605 0.0231 0.1202 0.0450 
LAP 
Mean 0.9882 1.0145 0.9356 1.3757 
Var 0.0145 0.0184 0.0511 0.0133 
Note. This table compares our methods with the Laplace method under different true 
values of random effects for scenarios 4 to 6. 
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Table 3 Parameter Estimates for Different Sample Sizes 
Methods Quantity Beta1 Beta2 Sigma1 Sigma2 
Case 7 (Sample size: 100, 3, 3)      
GQL 
Mean 1.0166 1.0081 0.7874 1.2091 
Var 0.0227 0.0169 0.0313 0.0397 
GMM 
Mean 1.0080 1.0005 0.7708 1.1798 
Var 0.0268 0.0199 0.0565 0.0564 
Case 2 (Sample size: 100, 6, 6)  
    
GQL 
Mean 0.9994 1.0063 0.7987 1.2039 
Var 0.0087 0.0071 0.0123 0.0075 
GMM 
Mean 0.9898 0.9952 0.7698 1.1857 
Var 0.0154 0.0060 0.0238 0.0149 
Case 8 (Sample size: 50, 6, 6)  
    
GQL 
Mean 0.9908 1.0200 0.7880 1.1903 
Var 0.0145 0.0166 0.0245 0.0109 
GMM 
Mean 0.9943 1.0200 0.7757 1.1877 
Var 0.0303 0.0183 0.0634 0.0228 
Note. This table examines both methods with varying sample sizes. 
 
Table 3 contains results for both GQL and GMM methods. The results suggest that 
the methods perform better when estimating the regression parameters and the variance of 
random effects as sample size increases. Both methods tend to provide estimates with 
smaller simulated variances as either number of primary clusters or cluster size increases.  
Since we often find convergence problems with hierarchical model we wanted to compare 
convergence among the three methods. We examined the convergence performance of both 
GQL and GMM methods as compared to the LAP method fitted by the procedure PROC 
GLIMMIX in SAS. We explored different cases and summarized convergence results, Figure 
1. 
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Figure 1 Convergence Results for Different Sample Sizes 
 
Figure 1 provided convergence results for the GQL and GMM which appeared to 
be less likely not to converge on extreme cases with limited sample size (such as n=4, 𝑛𝑖 =
4, 𝑛𝑖𝑗 = 4) in contrast with the LAP estimates obtained using PROC GLIMMIX.  
Last we compared the simulated variances for each parameter to the asymptotic variances, 
Table 4. 
 
Table 4 Asymptotic Variances Versus Simulated Variances 
Methods Quantity Beta1 Beta2 Sigma1 Sigma2 
Case 2 (Sample size: 100, 6, 
6) 
     
GQL 
Simulated 0.0087 0.0071 0.0123 0.0075 
Asymptotic 0.0057 0.0047 0.0192 0.0068 
GMM 
Simulated 0.0154 0.0060 0.0238 0.0149 
Asymptotic 0.0061 0.0053 0.1202 0.0328 
Case 5 (Sample size: 20, 10, 
15) 
 
    
GQL 
Simulated 0.0162 0.0216 0.0371 0.0102 
Asymptotic 0.0097 0.0101 0.0327 0.0097 
GMM 
Simulated 0.0410 0.0182 0.0880 0.0324 
Asymptotic 0.0098 0.0113 0.4841 0.0832 
Note. This table comapres the asymptotic variance and simulated variance for both 
methods. 
4, 4, 4 5, 5, 5 6, 6, 6 7, 7, 7 8, 8, 8
GQL 66% 79% 86% 89% 95%
GMM 71% 78% 86% 92% 94%
LAP 47% 62% 79% 89% 95%
30%
40%
50%
60%
70%
80%
90%
100%
GQL GMM LAP
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The GQL method tends to perform well with the simulated variances very similar 
to the asymptotic variances when the cluster sizes are small. As cluster size increases, same 
situation still holds for the variances of random effects. On the other hand, the GMM 
method shows large differences between the simulated variances and the asymptotic 
variances. In addition, it is clear from the table that the asymptotic variances of the GQL 
approach are uniformly smaller than that of the GMM approach. This indicates GQL 
method is asymptotically more efficient as compared to the GMM method. 
 
2.5 Numerical Example 
We examined some simulated data pertaining to the impact of fixed effects (patient 
and doctor variables) as well as random effects (doctors and hospitals) on remission 
(Simulating the Hospital Doctor Patient Dataset. UCLA: Statistical Consulting Group, 
2016). The simulated data included 2310 patients treated by 231 doctors at 33 hospitals 
(n=33, 𝑛𝑖=7, 𝑛𝑖𝑗=10). These data were generated by first creating a vector of the true 
coefficients, which is pre-multiplied by the predictor matrix, and then the data were drawn 
from a normal distribution with the expectation from this true model, and then cut at the 
upper quartile. The outcome is whether a patient’s cancer is in remission (TRUE or 
FALSE). The data contained 26 percent patients, whose cancer is in remission. We wished 
to determine those potential factors which may have significant influence on the remission 
of cancer, however, there are unmeasurable factors that we believe make a difference. Our 
model consisted of fixed effects in a generalized linear mixed model (GLMM) with two 
random intercepts, one for hospital and one for doctor. The fixed effects consisted of 
patient’s age, family history, cancer stage, and doctor’s experience. The first three factors 
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were used to evaluate the patient, and the last one was used to measure the doctor. Family 
history is a binary variable where zero indicates that the patient doesn’t have family history 
of the disease, whereas 1 indicates that patient does have family history. Cancer stage, 
contemporary practice was to assign a number from 1-4, with 1 being an isolated cancer 
and 4 being a cancer which has spread to the lime of that the assessment measures. We 
fitted the GLMM with two random intercepts, one for hospital and one for doctor, by using 
Laplace approximation method. We obtained parameter estimates, Table 5.  
 
Table 5 Parameter Estimates with Two Random Intercepts by Laplace method 
Effect Estimate Standard Error 
Age -0.0270 0.0086 
FamilyHx -1.3170 0.1801 
CancerStage -0.4962 0.0746 
Experience 0.0792 0.0228 
Variance_H 0.0783 0.1922 
Variance_D 3.4727 0.5518 
Note. This table lists the estimates and standard errors by Laplace method. 
 
Table 5 reveals that the older the patient, the less likely that the cancer will go in 
remission; patient without family history on cancer will have greater chance to have 
remission; patients who are in cancer stage I or II or III are all more likely to have remission 
compared to patients who are in cancer stage IV. There appears that patients with 
experienced doctors have a greater chance to go into remission. There appears to be a 
differential effect across doctors since the random effects due to doctor level is significant 
[𝑍 =
3.4727
0.5518
]. 
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We then analyzed these data based on the GQL and the GMM methods which do 
not rely on any distribution1 . However, these methods rely on solving each of three 
estimating equations sequentially with one parameter updated each time conditioned on the 
values obtained for the others. We continued solving an equation until all parameters 
converge. We used the parameter estimates from the LAP approach as our starting values 
when applying the GQL and GMM methods. We obtained estimates and standard errors 
for both model parameters, Table 6.  
 
Table 6 Parameter Estimates by GQL and GMM 
Methods GQL GMM 
Effect Estimate Standard Error Estimate Standard Error 
Age -0.0271 0.0087 -0.0371 0.0108 
FamilyHx -1.3414 0.1813 -1.4737 0.2399 
CancerStage -0.4973 0.0749 -0.4803 0.0768 
Experience 0.0796 0.0230 0.1069 0.0293 
Variance_H 0.2688 0.5440 0.2753 0.6058 
Variance_D 3.4986 0.6079 3.7741 0.9574 
Note. This table compares the GQL and GMM methods in terms of the estimates and 
standard errors for all parameters. 
 
Both GQL and GMM methods provide similar results when obtaining regression 
parameters. Most of the regression parameter estimates from GQL and GMM methods are 
consistent with the results from the LAP method through SAS PROC GLIMMIX. This relies 
on the assumptions that the distribution of the data conditional on the random effects are 
known. While the GQL and GMM methods only require the mean and variance form of 
the response, and as such present larger values on the estimation of random effects of 
hospital level and doctor level.  
 
                                                          
1 Although the logistic distribution is a parametric model, the GQL and GMM methods are still useful in 
our context since it might be useful in detecting specification errors. 
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2.6 Conclusions 
We presented two models, GQL logistic regression model and GMM logistic 
regression model as means of modeling binary data when that data are obtained from a 
three-level or more hierarchical structure with three or higher levels of clustering. Unlike 
LAP method implemented through PROC GLIMMIX in SAS both the GQL and GMM 
methods are not based on distributional assumptions. The hospital doctor patient dataset 
from UCLA: Statistical Consulting Group was analyzed using the GQL, GMM and LAP. 
Both the GQL and GMM tended to produce larger estimations on the random effects 
compared to the LAP. In most cases when we cannot be assured of the fit of the distribution, 
both the GQL and GMM methods can be a better choice. Furthermore, for binary data a 
simulation study with three levels of clustering revealed that the GQL tended to outperform 
the LAP method with smaller bias, and the GQL method performed better than the GMM 
did on both the regression parameters and the random effects parameters with smaller 
simulated variances and asymptotic variances. Both GQL and GMM methods performed 
worse with larger standard errors as variance of the random effects increases, and 
performed better with smaller standard errors as sample size increases. Also the non-
convergence obtained with the LAP method is more frequent compared to the GQL and 
GMM methods.  
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Chapter 3: Bootstrap Hierarchical Logistic Regression Models 
 
Abstract 
The theoretical distribution of regression parameters in generalized linear mixed effects 
models is not readily available, as the likelihood is not easily computable for correlated or 
clustered data. While large sample theory provides the mechanism needed to construct 
confidence intervals and hypothesis tests, estimation algorithms often fail to converge 
when applied to small hierarchical binary datasets. This work evaluates various bootstrap 
methods and proposes a procedure that is superior to existing ones under weak 
assumptions. The new bootstrap method improves estimation accuracy with little reduction 
in precision, without having convergence issues in analyses that involve hierarchical binary 
data of small sample size. These advantages are justified theoretically and through a 
simulation study which evaluated bootstrap confidence intervals against both Wald-type 
and profile likelihood confidence intervals. The merit of the proposed method is also 
demonstrated through the analysis of a numerical example related to China’s antibiotic 
abuse data.  
Keywords: Generalized linear mixed models; resampling schemes; small sample 
sizes;  
 
3.1 Introduction 
Conventional statistical analyses of continuous data rely upon the normality 
assumption. In the case of binary data, asymptotic theory based on the normality of 
regression estimators is commonly applied. However, when these assumptions are not met, 
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asymptotic methods usually do not display satisfactory performance. Bootstrapping, a data-
based simulation method, simplifies computation leading towards statistical inference, 
especially in situations where there is no closed form for the likelihood (Brown, Cai, & 
Dasgupta, 2001). Bootstrap relies on resampling computations instead of distributional 
assumptions and asymptotic results. It produces accurate inferences when the hierarchical 
structure of the data is complex or when the sample size is modest. In addition, it is 
applicable even when the likelihood exists but is not readily available as in the case of 
complex sampling schemes (Cai, 2005).  
When analyzing correlated binary data, the estimation of the regression parameters 
in generalized linear mixed effects models has been primarily based on pseudo-likelihood 
and maximum likelihood. These methods are based on approximation, as the analysis of 
correlation among clusters is challenging. Difficulties in constructing the exact joint 
likelihood (Royston, 2007), often leads to non-convergence. Large sample theory provides 
the balanced half-sample method (Efron, 1979), Wald tests and profile likelihood tests, 
which approximate the joint likelihood for large sample sizes. However for hierarchical 
binary data of small sample size, computation of accurate interval estimates remains a 
challenge (Efron & Tibshirani, 1986). In such cases the bootstrap provides a 
straightforward alternative to obtain standard errors, confidence intervals and percentiles 
for proportions, odds ratios, and correlation coefficients for hierarchical binary data.  
 
3.1.1 Bootstrapping for Hierarchical Data 
In the analysis of hierarchical data, the covariance matrices of the responses and of 
their linear combinations at all levels are of paramount importance. Li and Wang (2008) 
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used smooth bootstrap to obtain covariance matrices; the resulting variance estimates 
reduce the bias of the sandwich estimator, and improve the coverage of confidence 
intervals. Skrondal and Rabe-Hesketh (2009) used a parametric bootstrap procedure to 
obtain standard errors for the variance of the distribution of random effects in multilevel 
generalized linear models. Field and Welsh (2007) presented three methods to draw 
bootstrap samples from clustered data: random-effect, residual and cluster bootstrap. They 
concluded that residual bootstrap samples are consistent under the transformation model, 
whereas cluster bootstrap samples provide consistent estimates under both the 
transformation and the random-effect model. In addition, Cheng, Yu and Huang (2013) 
presented a theoretical justification for using the cluster bootstrap for inferences on 
generalized estimating equations (GEE) for hierarchical data. They showed that the cluster 
bootstrap yields a consistent approximation of the distribution of the regression estimator, 
and a consistent approximation of the confidence sets under general exchangeable 
bootstrap weights. Ren, Yang and Lai (2006) concluded that non-parametric bootstrap is 
more robust in approximating the distribution of intra-class correlation coefficients, 
compared to parametric bootstrap.   
This paper focuses on bootstrap interval estimates for models that analyze 
hierarchical binary data, when sample sizes are small. The manuscript presents a new 
resampling procedure, which outperforms currently available bootstrap methods with 
regard to accuracy and precision. The corresponding intervals are evaluated against Wald-
type and profile likelihood confidence intervals. Simulation experiments indicate that the 
proposed resampling scheme provides satisfactory interval estimates without suffering 
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from convergence issues. On the other hand both Wald-type and profile likelihood methods 
may fail to converge. 
Section 2 presents three methods for constructing confidence intervals in 
hierarchical binary data settings: Wald, profile likelihood, and bootstrap. Section 3, 
introduces a three-level hierarchical model and evaluates alternative bootstrap procedures. 
For three-level data, it is shown that nonparametric bootstrap based on primary units should 
be preferred compared to bootstrap based on any other levels of units (or their 
combination). In addition, a new resampling scheme is introduced and compared to 
existing methods. In Section 4, the performance of bootstrap, Wald-type and profile 
likelihood confidence intervals is evaluated through a simulation study. A numerical 
example based on data from China’s antibiotic abuse study is also thoroughly discussed. 
 
3.2 Confidence Intervals 
3.2.1 Wald-type Confidence Intervals 
Wald-type confidence intervals are based on distributional assumptions for the 
unknown coefficients. In binary models, one typically assumes that the estimators follow 
a standard normal distribution. The resulting confidence intervals are referred to as Wald-
type confidence intervals, which are straightforward to compute and work best with large 
sample sizes. However, Wald-type intervals can be inaccurate when the sampling 
distribution of the estimate is non-normal (Venzon & Moolgavkar, 1988): Brown, Cai and 
Dasgupta (2001) showed poor performance, which is not solely related with small samples 
and Cai (2005) demonstrated that Wald-type confidence intervals suffer from systematic 
bias with regard to coverage.  
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3.2.2 Profile Likelihood Confidence Intervals 
The profile likelihood, which inverts a likelihood ratio test, can produce confidence 
intervals with better coverage than Wald-type intervals when the normality assumption is 
not met. Let λ̂(φ) denote the maximum likelihood estimate of λ for fixed φ. The profile 
likelihood of φ is defined as lprof(φ) = l (φ, λ̂(φ)): the maximum likelihood that can be 
achieved for each value of a focal parameter, by optimizing over all of the nuisance 
parameters. To construct confidence intervals using the likelihood ratio test, one derives 
the profile likelihood and then calculates the values of the focal parameter for which the 
profile likelihood is greater than the χ2-based cutoff. This approach has been particularly 
useful in nonlinear models (Venzon & Moolgavkar). However, the construction of profile 
likelihood confidence intervals depends on the asymptotic chi-square distribution of the 
likelihood ratio test statistic, which may not be reliable for small samples of hierarchical 
binary data.  
 
3.2.3 Bootstrap Confidence Intervals 
Bootstrap approximates the distributional properties of an estimator in complex 
situations, when asymptotic approximations may be unavailable or difficult to compute 
(Boos, 2003). Efron presented the bootstrap principle (Efron & Tibshirani, 1986) and 
showed, using the delta method, that the Quenouille-Tukey jackknife method provides a 
linear approximation to bootstrapping (Efron, 1979). Let X= (X1, … , Xn) denote a random 
sample taken from an unknown distribution 𝔇, and a statistic of interest, θ̂=s(X). For 
generalized linear mixed effects models, it is impossible to obtain the closed form of the 
sampling distribution of θ̂, and inaccurate or misleading to approximate it using asymptotic 
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arguments, when sample size is small. The bootstrap evaluates the sampling distribution of 
θ∗̂=s(X∗), where X∗=(X1
∗ ,…, Xn
∗ ) is constructed by random sampling of the original sample 
X with replacement. In fact B independent bootstrap samples X∗(1), … , X∗(B)are drawn with 
replacement, θ∗(b)̂ is calculated for each sample, and bootstrap confidence intervals are 
computed from θ∗(1)̂,…, θ∗(B)̂. 
 
3.3 Methodology 
The hierarchical structure of the data leads to several resampling alternatives. Each 
option relates to the level, or combination of levels for which cluster bootstrapping is 
performed. Ren, Yang and Lai (2006) concluded that sampling on the highest level is more 
effective than sampling on lower levels, when estimating intraclass correlation coefficients 
for hierarchical binary data. Ren, Lai, Aminzadeh, Hou and Lai (2010) proved that 
nonparametric bootstrapping on the highest level should be preferred relative to 
bootstrapping on lower levels when estimating regression parameters for hierarchical 
continuous data. To the best of our knowledge, no research has been devoted in 
determining which bootstrap method provides the most accurate interval estimates for 
generalized linear mixed-effects models when the sample size is small. This paper 
examines this research question and presents a new bootstrap method, which improves 
accuracy. A theoretical justification for the new resampling scheme is presented and 
verified through a simulation study.  
 
3.3.1 Three-level Hierarchical Binary Data 
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Let Yijk  denote the k
th observational unit (k = 1,… , nij) within the j
th secondary 
unit (j = 1,… , ni) in the i
th primary unit (i = 1,… , n). Assume that the linear predictor of 
a logistic regression model with binary responses Yijk is  xijk
′ β + λi + λij, where xijk
′  is the 
vector of covariates at the observational level, λi is the random effect for the i
th primary 
unit and λij is the random effect for the j
th secondary unit within the ith primary unit. We 
assume independent and identically distributed (i.i.d.) λi~ℵ(0, σi
2)  and i.i.d.  λij~ 
ℵ(0, σij
2) ; furthermore λi  and λij  are assumed independent (Wang & Wilson, 2017). 
Let ri = λi/σi, and rij = λij/σij, so that ri~ℵ(0,1) and rij~ℵ(0,1) and the linear predictor 
becomes xijk
′ β + σiri + σijrij. Assume that Yijk|ri, rij for the k
th unit in a given jth secondary 
unit within the ith primary unit follows a Bernoulli distribution with probability pijk and 
conditional mean  formulated as 
E(Yijk|ri, rij) =
exp (xijk
′ β+σiri+σijrij)
1+exp (xijk
′ β+σiri+σijrij)
≝ η
ijk
βririj
, 
which leads to the logistic regression model, 
logit(pijk) = xijk
′ β + σiri + σijrij 
 
3.3.2 Bootstrapping for Three-Level Binary Data 
There are seven resampling strategies when bootstrap is performed on three-level 
data. Namely, bootstrapping on primary units (P), on secondary units (S), on observational 
units (O), on both primary units and secondary units (PS), on both primary units and 
observational units (PO), on both secondary units and observational units (SO), and on all 
three levels (PSO). Bootstrapping on primary units relies on randomly selecting primary 
units with replacement. In bootstrapping on both primary and secondary units, the first 
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stage is to randomly sample primary units with replacement and the second stage is to 
randomly sample secondary units with replacement within each of the primary units 
selected at the first stage (Ren et al., 2010). Bootstrapping on secondary units relies on 
randomly selecting secondary units with replacement within each of the primary units. 
Bootstrapping on all three levels consists of three stages: the first is to randomly sample 
primary units with replacement. The second stage is to randomly sample secondary units 
with replacement within each of the primary units selected at the first stage. Finally, the 
third stage is to randomly sample units with replacement within each of the secondary units 
selected at the second stage. In what follows we aim to determine which nonparametric 
bootstrap method most closely mimics the variation properties of the original data (Ren et 
al., 2010). For that purpose one examines the expected variance and covariance of the 
resampled data relative to the original data (Field & Welsh, 2007; Davidson & Hinkley, 
1997).  
Let the random variable Yi∗j∗k∗ denote the k*
th observational unit (k∗ = 1,… , ni∗j∗) 
within the j*th secondary unit (j∗ = 1,… , ni∗) in the i*
th primary unit (i∗ = 1,… , n) of the 
resampled data. Yij.̅̅̅̅  represents the average value of all observational units within the j
th 
secondary unit in the ith primary unit of the original data, Y...̅̅ ̅ and Y…2̅̅ ̅ denote the average of 
the original and the average of squared observations respectively, and N indicates the total 
number of observations. To measure variation properties, let Var(Yi∗j∗k∗) represent the 
variance of the response derived from resampling; Cov(Yi∗j∗k∗ , Yi∗j∗l∗) (k
∗ ≠ l∗) denotes 
the covariance of the responses within same secondary unit and Cov(Yi∗j∗k∗ , Yi∗s∗t∗) (j
∗ ≠
s∗) represents the covariance of the responses within the same primary unit but different 
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secondary units. In what follows, we present the variation properties of the original data as 
well as possible scenarios involving bootstrapping at three-levels of the hierarchy. 
 
3.3.3 Original Data Properties 
As none of the levels is exposed to bootstrapping, permutation is used on all three 
levels to obtain the variation properties of original data. The permutation does not modify 
the hierarchical structure. It is used to calculate the average variance and covariance of the 
original data instead of specific variances and covariances, which would vary observation 
by observation (Ren et al., 2010). For similar reasons, permutation is also required for the 
bootstrap methods that follow, at all levels not involved in bootstrapping, in order to obtain 
the corresponding variation properties.      
Define the conditional expectation of Yi∗j∗k∗ given that the j
∗th secondary unit within the 
i∗th primary unit of resampled data is the j th secondary unit within the i th primary unit of 
the original data as, 
E(Yi∗j∗k∗|i
∗ = i, j∗ = j) = Yij.̅̅̅̅  
and the first moment of Yi∗j∗k∗ as, 
E(Yi∗j∗k∗) = Ei∗,j∗ (E(Yi∗j∗k∗|i
∗ = i, j∗ = j)) = ∑ ∑
nij
𝑁
1≤j≤ni
∗
1≤i≤n
Yij.̅̅̅̅ = Y...̅̅ ̅ 
where Ei∗,j∗ denotes the expectation with respect to random variables i
∗, j∗. Similarly,  
E(Yi∗j∗k∗Yi∗j∗l∗|i
∗ = i, j∗ = j) =
∑ YijkYijl1≤k≠l≤nij
nij(nij − 1)
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E(Yi∗j∗k∗Yi∗s∗t∗|i
∗ = i) =
∑ ∑ YijkYist1≤k≤nij,1≤t≤nis1≤j≠s≤ni
∑ ∑ 11≤k≤nij,1≤t≤nis1≤j≠s≤ni
≝
∑ ∑ YijkYist1≤k≤nij,1≤t≤nis1≤j≠s≤ni
N1≤j≠s≤ni
 
where N1≤j≠s≤ni represents the total count of YijkYist when 1 ≤ j ≠ s ≤ ni.  
We obtain the variation properties (1) for original data as follows. As Yijk is binary, Yijk
2  is 
also binary with Y…2̅̅ ̅ = Y...̅̅ ̅. Therefore the variance is formulated as 
Var(Yi∗j∗k∗) = E(Yi∗j∗k∗
2 ) − E(Yi∗j∗k∗) ∗ E(Yi∗j∗k∗) = Y…2̅̅ ̅ − Y...̅̅ ̅ ∗ Y...̅̅ ̅ = Y...̅̅ ̅ − Y...̅̅ ̅ ∗ Y...̅̅ ̅ 
and similarly the covariance, 
Cov(Yi∗j∗k∗ , Yi∗j∗l∗) =  E(Yi∗j∗k∗Yi∗j∗l∗) − E(Yi∗j∗k∗) ∗ E(Yi∗j∗l∗)
= Ei∗,j∗ (E(Yi∗j∗k∗Yi∗j∗l∗|i
∗ = i, j∗ = j)) − E(Yi∗j∗k∗) ∗ E(Yi∗j∗l∗)
= Ei∗,j∗ (
∑ YijkYijl1≤k≠l≤nij
nij(nij − 1)
) − Y...̅̅ ̅ ∗ Y...̅̅ ̅ 
Cov(Yi∗j∗k∗ , Yi∗s∗t∗) =  E(Yi∗j∗k∗Yi∗s∗t∗) − E(Yi∗j∗k∗) ∗ E(Yi∗s∗t∗)
= Ei∗ (E(Yi∗j∗k∗Yi∗s∗t∗|i
∗ = i)) − E(Yi∗j∗k∗) ∗ E(Yi∗s∗t∗)
= Ei∗ (
∑ ∑ YijkYist1≤k≤nij,1≤t≤nis1≤j≠s≤ni
N1≤j≠s≤ni
) − Y...̅̅ ̅ ∗ Y...̅̅ ̅                                 (𝟏) 
 
3.3.4 Bootstrapping on Primary Units (P) 
As bootstrapping on primary units does not modify the variation properties 
measured at secondary and observational levels, it can be shown that bootstrapping on 
primary units results in the same variance properties as the original data. This is consistent 
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with the desired variation properties (1). For bootstrapping on primary units, one obtains 
variation properties as follows: 
Var(Yi∗j∗k∗) = E(Yi∗j∗k∗
2 ) − E(Yi∗j∗k∗) ∗ E(Yi∗j∗k∗) = Y...̅̅ ̅ − Y...̅̅ ̅ ∗ Y...̅̅ ̅ 
Cov(Yi∗j∗k∗ , Yi∗j∗l∗) = Ei∗,j∗ (
∑ YijkYijl1≤k≠l≤nij
nij(nij − 1)
) − Y...̅̅ ̅ ∗ Y...̅̅ ̅ 
Cov(Yi∗j∗k∗ , Yi∗s∗t∗) = Ei∗ (
∑ ∑ YijkYist1≤k≤nij,1≤t≤nis1≤j≠s≤ni
N1≤j≠s≤ni
) − Y...̅̅ ̅ ∗ Y...̅̅ ̅  
 
3.3.5 Bootstrapping on Secondary Units (S) 
Cov(Yi∗j∗k∗ , Yi∗s∗t∗) is calculated differently when bootstrapping on secondary units 
as opposed to variation properties (1). To perform the necessary calculations we need the 
conditional expectation: 
E(Yi∗j∗k∗Yi∗s∗t∗|i
∗ = i) =
∑ ∑ YijkYist1≤k≤nij,1≤t≤nis1≤j,s≤ni
∑ ∑ 11≤k≤nij,1≤t≤nis1≤j,s≤ni
≝
∑ ∑ YijkYist1≤k≤nij,1≤t≤nis1≤j,s≤ni
N1≤j,s≤ni
 
with N1≤j,s≤ni  denoting the total count of YijkYist  when 1 ≤ j, s ≤ ni . Then 
Cov(Yi∗j∗k∗ , Yi∗s∗t∗) for bootstrapping on secondary units is derived as follows: 
Cov(Yi∗j∗k∗ , Yi∗s∗t∗) =  E(Yi∗j∗k∗Yi∗s∗t∗) − E(Yi∗j∗k∗) ∗ E(Yi∗s∗t∗)
= Ei∗ (
∑ ∑ YijkYist1≤k≤nij,1≤t≤nis1≤j,s≤ni
N1≤j,s≤ni
) − Y...̅̅ ̅ ∗ Y...̅̅ ̅                                    (𝟐) 
To compare variation properties (1) with variation properties (2), we need to 
juxtapose 𝐸(
∑ ∑ YijkYist1≤k≤nij,1≤t≤nis1≤j≠s≤ni
N1≤j≠s≤ni
) with 𝐸(
∑ ∑ YijkYist1≤k≤nij,1≤t≤nis1≤j=s≤ni
N1≤j=s≤ni
). 
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E(
∑ ∑ YijkYist1≤k≤nij,1≤t≤nis1≤j=s≤ni
N1≤j=s≤ni
) =
∑ ∑ E(YijkYist)1≤k≤nij,1≤t≤nis1≤j=s≤ni
N1≤j=s≤ni
 
=
∑ ∑ E(YijkYist)1≤k=t≤nij1≤j=s≤ni + ∑ ∑ E(YijkYist)1≤k≠t≤nij1≤j=s≤ni
N1≤j=s≤ni
 
=
∑ ∑ Eri,rij (ηijk
βririj)1≤k=t≤nij1≤j≤ni
N1≤j=s≤ni
+
∑ ∑ Eri,rij (ηijk
βririjηijt
βririj)1≤k≠t≤nij1≤j≤ni
N1≤j=s≤ni
 
>
∑ ∑ Eri,rij (ηijk
βririjηijt
βririj)1≤k=t≤nij1≤j≤ni
N1≤j=s≤ni
+
∑ ∑ Eri,rij (ηijk
βririjηijt
βririj)1≤k≠t≤nij1≤j≤ni
N1≤j=s≤ni
 
=
∑ ∑ Eri,rij (ηijk
βririjηijt
βririj)1≤k,t≤nij1≤j≤ni
N1≤j=s≤ni
=
∑ Eri,rij(∑ (ηijk
βririjηijt
βririj)1≤k,t≤nij1≤j≤ni )
N1≤j=s≤ni
 
By applying a first-order Taylor series expansion on η
ijk
βririj
 and ηijt
βririj
 as a function of the 
vector of covariates at xij.
′ , which is the average of xijk
′  for 1 ≤ k ≤ nij, the last part of the 
equality equals approximately 
≈
∑ Eri,rij (ηij.
βririjηij.
βririj) nij
2
1≤j≤ni
N1≤j=s≤ni
 
where ηij.
βririj
 uses xij.
′  as the vector of covariates. Now 
∑ Eri,rij (ηij.
βririjηij.
βririj) nij
2
1≤j≤ni
N1≤j=s≤ni
>
∑ Eri (Erij(ηij.
βririj)Erij(ηij.
βririj)) nij
2
1≤j≤ni
N1≤j=s≤ni
 
and using the Cauchy-Schwarz inequality, we obtain that  
∑ Eri (Erij(ηij.
βririj)Erij(ηij.
βririj)) nij
2
1≤j≤ni
N1≤j=s≤ni
>
∑ Eri (Erij (ηij.
βririj) Eris (ηis.
βriris)) nijnis1≤j≠s≤ni
N1≤j≠s≤ni
 
44 
 
≈
∑ ∑ Eri (Erij(ηijk
βririj)Eris(ηist
βriris))1≤k≤nij,1≤t≤nis1≤j≠s≤ni
N1≤j≠s≤ni
 
=
∑ ∑ E(YijkYist)1≤k≤nij,1≤t≤nis1≤j≠s≤ni
N1≤j≠s≤ni
= E (
∑ ∑ YijkYist1≤k≤nij,1≤t≤nis1≤j≠s≤ni
N1≤j≠s≤ni
). 
Thus, Cov(Yi∗j∗k∗ , Yi∗s∗t∗) in variation properties (2) will be larger than that of the original 
data, indicating that the covariance of the responses within the same primary unit but 
different secondary units has increased relative to variation properties (1). 
 
3.3.6 Bootstrapping on Observational Units (O) 
When bootstrapping is performed on observational units, Cov(Yi∗j∗k∗ , Yi∗j∗l∗) is also 
different from that in variation properties (1). Specifically, Cov(Yi∗j∗k∗ , Yi∗j∗l∗)  for 
bootstrapping on observational units is calculated as follows: 
   E(Yi∗j∗k∗Yi∗j∗l∗|i
∗ = i, j∗ = j) =
∑ YijkYijl1≤k,l≤nij
nij
2 , 
Hence 
Cov(Yi∗j∗k∗ , Yi∗j∗l∗) = E(Yi∗j∗k∗Yi∗j∗l∗) − E(Yi∗j∗k∗) ∗ E(Yi∗j∗l∗)  
= Ei∗,j∗ (
∑ YijkYijl1≤k,l≤nij
nij
2 ) − Y…
̅̅ ̅ ∗ Y…̅̅ ̅                                                          (𝟑) 
A comparison of (1) with (3) is based on evaluating 
 𝐸 (
∑ YijkYijl1≤k≠l≤nij
nij(nij−1)
) against 𝐸 (
∑ YijkYijl1≤k=l≤nij
nij
). The following relationship holds: 
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E (
∑ YijkYijl1≤k=l≤nij
nij
) =
∑ E(YijkYijl)1≤k=l≤nij
nij
=
∑ E(Yijk)1≤k≤nij
nij
=
∑ Eri,rij(E(Yijk|ri,rij))1≤k≤nij
nij
=
∑ Eri,rij(ηijk
βririj
)1≤k≤nij
nij
>
∑ Eri,rij(ηijk
βririj
η
ijl
βririj
)1≤k≠l≤nij
nij(nij−1)
=
∑ E(YijkYijl)1≤k≠l≤nij
nij(nij−1)
=
E(
∑ YijkYijl1≤k≠l≤nij
nij(nij−1)
). 
Thus Cov(Yi∗j∗k∗ , Yi∗j∗l∗) in variation properties (3) will be larger than that of the original 
data, indicating that the covariance of the responses within the same secondary unit has 
increased relative to variation properties (1). 
 
3.3.7 Bootstrapping on Multiple Levels (PS, SO, PO, PSO) 
The covariance of Yijk based on multi-level bootstrap will depend combinations of 
single-stage bootstrap procedures. For instance, bootstrapping on primary and secondary 
units will possess variation properties (2) since only bootstrapping on secondary units 
effectively changes the variance/covariance structure. Similarly bootstrapping on primary 
and observational units will possess variation properties (3) since only bootstrapping on 
observational units effectively changes the variance/covariance structure. What follows 
summarizes the variation properties of each bootstrap method if they differ from the 
variation properties of the original data. 
For bootstrapping procedures S and PS: 
Cov(Yi∗j∗k∗ , Yi∗s∗t∗) = Ei∗ (
∑ ∑ YijkYist1≤k≤nij,1≤t≤nis1≤j,s≤ni
N1≤j,s≤ni
) − Y...̅̅ ̅ ∗ Y...̅̅ ̅ 
For O and PO: 
Cov(Yi∗j∗k∗ , Yi∗j∗l∗) = Ei∗,j∗ (
∑ YijkYijl1≤k,l≤nij
nij
2 ) − Y...
̅̅ ̅ ∗ Y...̅̅ ̅ 
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whereas for SO and PSO: 
Cov(Yi∗j∗k∗ , Yi∗j∗l∗) = Ei∗,j∗ (
∑ YijkYijl1≤k,l≤nij
nij
2 ) − Y...
̅̅ ̅ ∗ Y...̅̅ ̅ 
Cov(Yi∗j∗k∗ , Yi∗s∗t∗) = Ei∗ (
∑ ∑ YijkYist1≤k≤nij,1≤t≤nis1≤j,s≤ni
N1≤j,s≤ni
) − Y...̅̅ ̅ ∗ Y...̅̅ ̅ 
 
The variation properties for all bootstrap methods are summarized in Table 7; an 
“X” indicates that a resampling scheme matches the corresponding variation property of 
the original data and a blank indicates that a bootstrap method results in larger expected 
variance or covariance compared to the original data. Only bootstrapping on primary units 
retains the variation properties of the original data with minimum variance/covariance 
structure; thus it should be the preferred strategy.  
 
Table 7 Variation Properties for All Bootstrap Methods 
Methods Match variation properties (1) 
 Var(Yi∗j∗k∗) Cov(Yi∗j∗k∗ , Yi∗j∗l∗) Cov(Yi∗j∗k∗ , Yi∗s∗t∗) 
P X X X 
S X X  
O X  X 
PS X X  
SO X   
PO X  X 
PSO X   
Note. This table compares different bootstrap methods in terms of matching the 
variation properties of original data. 
 
3.3.8 Bootstrapping for Higher-Level Data 
Using the same arguments as above, it can be shown that in more complex 
situations relative to a three-level hierarchy, bootstrapping on primary units maintains the 
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variation properties of the original data. The same statement holds for two-level data; 
bootstrapping on the highest level can preserve the natural hierarchy of the data, which is 
consistent with previous findings for continuous data. 
 
3.3.9 Bootstrapping on K-Split Primary Units (𝐏𝐤) 
Bootstrap methods require reasonable sample sizes in order to provide useful 
information for the whole population (Efron & Tibshirani, 1986). Bootstrapping on 
primary units can be problematic as it is common to find hierarchical data with insufficient 
primary units. For instance this is the case when data are collected from patients nested 
within doctors, which are nested within hospitals, or students nested within teachers, which 
are nested within schools. For such scenario we propose a new scheme which requires that 
prior to bootstrapping each primary unit is split into K smaller parts. Therefore, K new 
primary units are created based on associated secondary units randomly chosen and 
assigned to those new primary units. For example, instead of bootstrapping on five 
hospitals, we can perform bootstrapping on 10, 15, or 20 new hospitals.  
To examine the variation properties of this bootstrap method, let Cov(Yi∗j∗k∗ , Ym∗s∗t∗) (i
∗ ≠
m∗)  denote the covariance of the responses within primary units. We obtained 
Cov(Yi∗j∗k∗ , Ym∗s∗t∗) for bootstrapping on k-split primary units as well as bootstrapping on 
primary units as follows: 
Cov(Yi∗j∗k∗ , Ym∗s∗t∗) =  E(Yi∗j∗k∗Ym∗s∗t∗) − E(Yi∗j∗k∗) ∗ E(Ym∗s∗t∗)
=
∑ ∑ ∑ YijkYmst1≤k≤nij,1≤t≤nms1≤j≤ni,1≤s≤nm1≤i,m≤n
N ∗ N
− Y...̅̅ ̅ ∗ Y...̅̅ ̅ 
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Thus, this new scheme retains the same covariance of responses within different 
primary units as when bootstrapping on primary units. For both methods the expectation 
of Cov(Yi∗j∗k∗ , Ym∗s∗t∗)  will converge to zero as the number of primary units goes to 
infinity, which is consistent with the variation properties of the original data. However, as 
the new primary units will be correlated, it is recommended to use this procedure when the 
intra-class correlation at the primary unit level is weak. For example, Irimata and Wilson 
derived ANOVA type estimators of intra-class correlation, and their simulation results 
showed that in most cases correlation could be ignored when smaller than 0.15 (Irimata 
and Wilson, 2017).  
As no changes are made on the observational level, Var(Yi∗j∗k∗)  and 
Cov(Yi∗j∗k∗ , Yi∗j∗l∗) are the same as variation properties (1) when bootstrapping on k-split 
primary units. It can be verified that the expectation of Cov(Yi∗j∗k∗ , Yi∗s∗t∗) is the same as 
the one of the original data as all secondary units are randomly selected and assigned. To 
be specific, when we perform bootstrapping on K-split primary units, each primary unit is 
divided into K new sub primary units and the associated secondary units are randomly 
assigned to the K sub primary units. Therefore, the covariance of the responses within the 
same primary unit but different secondary units will differ from sample to sample due to 
the random assignment of secondary units. Hence the variance of Cov(Yi∗j∗k∗ , Yi∗s∗t∗) will 
increase compared to variation properties (1). However, as each secondary unit has the 
same probability of being assigned to a certain sub primary unit, the expectation of 
Cov(Yi∗j∗k∗ , Yi∗s∗t∗) will remain the same as the original data. By introducing more primary 
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units with little change on the hierarchical structure, the accuracy of interval estimation 
increases greatly as shown in our simulation studies, presented in Section 4. 
The simulation experiments that follow showed that the optimal number of primary 
unit splits is generally between two and five; such sizes suffice to achieve accurate 
bootstrap confidence intervals. However, the larger the K, the more substantial the 
difference of Cov(Yi∗j∗k∗ , Yi∗s∗t∗) from sample to sample and the larger the variance of 
Cov(Yi∗j∗k∗ , Yi∗s∗t∗). Thus for practical purposes, 2 splits on each primary unit are usually 
recommended as a starting value, especially for small datasets, as the number of primary 
units will double without much loss in precision. 
The number of splits K can also be determined using simulations. As our simulation 
indicated that the magnitude of the true parameters will not affect the selection of K, by 
exploring different values of K with simulated data generated by the original estimates, the 
one with the closest percentage of constructed confidence intervals containing the original 
estimates can be selected and re-applied to the original data to achieve the final interval 
estimates. For data with more than three-levels, bootstrapping on k-split primary units can 
also be used to provide more accurate interval estimation as an alternative to bootstrapping 
on primary units, especially when the sample size is limited, as it creates more primary 
units with little changes on the hierarchical structure. 
 
3.4 Simulation Study 
We conducted a simulation study to compare the performance of bootstrap 
procedures to Wald-type and profile likelihood confidence intervals. The comparison 
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emphasized on the analysis of three-level hierarchical binary data; in what follows four 
scenarios are examined, Sutradhar (2004) (Table 8).  
 
Table 8 Simulation Sizes for Primary, Secondary, and Observational Units 
Scenario Primary Secondary Observational 
1 8 15 30 
2 5 10 20 
3 100 6 6 
4 5 5 5 
Note. This table lists four scenarios of interest for the study. 
 
For instance, Scenario 1 consists of eight primary units, 15 secondary units in each 
primary unit with 30 observational units within each secondary unit. For each scenario, the 
fixed-effects parameters β1  and  β2  are both equal to 1.00. The random effects σi,  at 
primary level and σij at secondary level are set equal to 0.8 and 1.2 respectively. The sets 
of covariates (xijk1, xijk2)
′ are chosen as, Wang and Wilson (2017), 
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For each scenario, we simulated 500 datasets using the Bernoulli distribution with 
Yijk~Ber (pijk), where pijk =
exp (xijk
′ β+σiri+σijrij)
1+exp (xijk
′ β+σiri+σijrij)
, ri i.i.d. N(0,1), rij i.i.d. N(0,1) with ri 
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and rij  being independent, Wang, Reiser, Wilcox, and Gray (2015). The sampling 
distributions of regression parameters were calculated using 1000 bootstrap samples. For 
each bootstrap sample, both SAS GLIMMIX and the R package lme4 were employed to 
calculate regression estimates; 95% bootstrap confidence intervals were constructed based 
on the percentiles of the bootstrap sampling distribution. Our evaluation was based on the 
percentage of confidence intervals that contained the true parameter values. Results are 
presented in Tables 9, and 10. 
 
Table 9 Bootstrap Methods for Scenario 1 
(8,15,3
0) β1 β2 σij σi 
Converge
nce 
Metho
ds 
Covera
ge 
Wid
th 
Covera
ge 
Wid
th 
Covera
ge 
Wid
th 
Covera
ge 
Wid
th 
Rate 
P 88.2% 0.25 88.0% 0.45 87.4% 0.36 82.6% 0.78 98% 
S 92.8% 0.26 93.8% 0.46 83.4% 0.37 75.2% 0.50 100% 
O 89.6% 0.28 87.8% 0.43 43.4% 0.24 42.0% 0.25 100% 
PS 98.4% 0.38 98.6% 0.67 95.4% 0.52 95.6% 0.90 99% 
SO 98.6% 0.40 97.8% 0.65 89.6% 0.45 78.2% 0.59 100% 
PSO 99.0% 0.49 99.8% 0.84 98.0% 0.58 97.4% 1.00 99% 
P2 92.4% 0.27 91.2% 0.47 93.0% 0.41 84.0% 0.72 98% 
P3 93.0% 0.27 90.8% 0.46 95.8% 0.44 86.4% 0.72 97% 
P4 92.4% 0.27 89.8% 0.46 96.8% 0.47 91.6% 0.76 97% 
P5 91.8% 0.27 89.4% 0.46 97.6% 0.50 93.4% 0.77 96% 
Note. This table examines various bootstrap methods for scenario 1 when 
we have few primary clusters but many secondary cluster. 
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Table 10 Bootstrap Methods for Scenario 2 
(5,10,2
0) β1 β2 σij σi 
Converge
nce 
Metho
ds 
Covera
ge 
Wid
th 
Covera
ge 
Wid
th 
Rate Wid
th 
Covera
ge 
Wid
th 
Rate 
P 86.8% 0.46 89.2% 0.89 81.1% 0.56 76.8% 0.93 89% 
S 92.4% 0.47 93.6% 0.84 82.8% 0.63 83.8% 0.85 97% 
O 91.8% 0.52 89.0% 0.78 55.4% 0.48 49.6% 0.53 94% 
PS 98.2% 0.69 99.6% 1.30 93.0% 0.86 98.0% 1.25 94% 
SO 98.0% 0.72 98.2% 1.21 96.0% 0.80 87.2% 1.10 95% 
PSO 99.2% 0.92 100% 1.65 99.2% 0.99 98.8% 1.59 92% 
P2 92.2% 0.48 93.8% 0.87 92.8% 0.70 91.6% 1.01 89% 
P3 93.2% 0.49 92.2% 0.85 95.8% 0.78 95.4% 1.06 89% 
P4 93.8% 0.49 92.6% 0.85 95.8% 0.86 97.6% 1.14 88% 
P5 93.6% 0.49 91.2% 0.83 97.0% 0.95 98.8% 1.15 87% 
Note. This table is based on previous table, but with smaller sample size.  
 
Tables 9, and 10 suggest that bootstrapping on observational units can result in severe bias 
in terms of coverage. For Scenario 1, only 43.4% of the intervals cover the true values of 
σij  when bootstrapping is performed on observational units. On the other hand, 
bootstrapping on primary units, or a combination of the primary and secondary units, or a 
combination of all the three units, provided acceptable coverage. Bootstrapping on all the 
three units or on both primary and secondary units tends to perform worse than 
bootstrapping on primary units in terms of width of confidence intervals. For example, the 
confidence intervals for the PSO method are almost twice as wide as the confidence 
intervals for the P method resulting in too conservative interval estimation, because the 
PSO method tends to alter the hierarchical structure of original data introducing excessive 
variation to the resampling data. In contrast, bootstrapping on primary units only has 
around 85% coverage of confidence intervals. This is in part because the number of 
available primary units is insufficient to provide reliable bootstrap samples. In particular, 
further calculation can show that with only 5 primary units there are only 126 unique 
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bootstrap samples whereas it increases to 92378 unique bootstrap samples when there are 
10 primary units. On the other hand, for bootstrapping on K-split primary units, the 
coverage increases significantly. In particular, bootstrapping on K=3-split primary units 
for Scenario 2 provides coverage rates of 93.2%, 92.2%, 95.8% and 95.4% which are close 
to the desired 95%. Thus the use of K splits can be beneficial. On the other hand, the width 
of the confidence intervals increases and the convergence rate decreases with large K splits 
of the primary units. Reliable confidence intervals with good precision of interval 
estimation can be achieved if one performs resampling using K=2-splits.  
For scenario 3, there were 100 primary units with six secondary units nested within 
primary units and six observational units within each secondary unit. Hence the 
hierarchical data set has an abundance of primary units, which may not be the most 
common case in practice (Table 11). 
 
Table 11 Bootstrap Methods for Scenario 3 
(100,6,
6) β1 β2 σij σi 
Converge
nce 
Metho
ds 
Covera
ge 
Wid
th 
Covera
ge 
Wid
th 
Covera
ge 
Wid
th 
Covera
ge 
Wid
th 
Rate 
P 94.2% 0.26 94.8% 0.33 87.2% 0.31 92.4% 0.39 100% 
S 90.8% 0.24 90.6% 0.29 10.0% 0.28 15.6% 0.29 100% 
PS 99.6% 0.35 98.6% 0.45 30.8% 0.40 42.6% 0.43 100% 
P2 93.6% 0.26 94.6% 0.33 93.8% 0.37 98.4% 0.48 100% 
P3 93.4% 0.26 94.2% 0.32 97.6% 0.45 99.6% 0.62 99% 
P4 93.6% 0.26 94.0% 0.32 98.6% 0.49 100% 0.72 98% 
P5 92.8% 0.26 93.2% 0.31 99.8% 0.70 100% 1.07 93% 
Note. This table lists the results for scenario 3 when we have many 
primary clusters but few secondary cluster. 
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In this case, bootstrapping on secondary units or both primary and secondary units 
did not perform well. This finding is consistent with our earlier results which suggest that 
bootstrapping on primary units should be preferred if one wants to maintain the variance 
properties of the original data. Our simulations suggested that bootstrapping on K=2-split 
primary units provides slightly wider intervals for random effects and slightly narrower 
intervals for fixed effects compared to bootstrapping on primary units.  
We also investigated the performance of bootstrapping on 2-split primary units for 
different values of intra-class correlation at the primary unit level, by adjusting the 
magnitude of random effects in scenario 2. Each Cramer’s V squared (V2) was calculated 
as an approximation to the ANOVA type estimators of intra-class correlation based on 500 
bootstrap samples (Irimata and Wilson, 2017).  
 
Table 12 Bootstrap P2 Method with Different Intra-class Correlations 
σij, σi V
2 β1 β2 σij σi 
Value Value Coverage Coverage Coverage Coverage 
0.4, 1.6 0.22 93.8% 95% 95% 69% 
1.2, 0.8 0.09 92.2% 93.8% 92.8% 91.6% 
1.6, 0.4 0.05 94.8% 94% 90.8% 99.6% 
Note. This table examines the performance of bootstrap split methods when we have 
different levels of correlation on the primary level. 
 
𝑉2 is the mean square canonical correlation between the primary clusters and the 
binary response. It ranges between 0 and 1, with larger values of 𝑉2 indicating stronger 
correlation. The results, presented in Table 12, suggest that bootstrapping on 2-split 
primary units performs better when there is weak intra-class correlation at the primary unit 
level. The estimates can be unreliable (only 69% of confidence intervals cover the true 
value of 𝜎𝑖 with the first setting of σi, σij ) when V
2 is larger than 0.15 or 0.1 for more 
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conservative researchers, Irimate and Wilson (2017). Since strong correlation undermines 
the independence assumption for new primary units, it is not recommended to perform 
bootstrap K-split methods in the presence of strong correlation. On the other hand, since it 
is not uncommon to see hierarchical data with weak intra-class correlation on the higher 
levels, the split method is expected to work well when the intra-class correlation at the 
primary unit level, for example, is smaller than 0.15.   
Scenario 4 consisted of five observational units nested within five secondary units, 
which were nested within five primary units (Table 13). This scenario corresponds to small 
sample sizes observed throughout each level of the hierarchical data structure. Despite the 
small sample sizes, bootstrapping on K=2-split primary units remains a procedure with 
satisfactory performance. Again, wider intervals for random effects and narrower for fixed 
effects are observed, compared to bootstrapping on primary units.  
 
Table 13 Bootstrap Methods for Scenario 4 
(5,5,5) β1 β2 σij σi 
Converge
nce 
Metho
ds 
Covera
ge 
Wid
th 
Covera
ge 
Wid
th 
Covera
ge 
Wid
th 
Covera
ge 
Wid
th 
Rate 
P 83.5% 1.52 84.5% 2.33 80.7% 1.84 81.4% 1.81 66% 
S 89.0% 1.46 88.8% 2.08 81.5% 1.52 90.4% 2.00 77% 
PS 96.0% 2.42 97.2% 3.71 94.2% 2.57 99.4% 3.17 69% 
P2 91.6% 1.58 89.2% 2.14 92.2% 1.92 99.0% 2.10 66% 
P3 92.0% 1.63 89.8% 2.15 93.8% 1.99 99.4% 2.36 63% 
P4 90.4% 1.60 89.2% 2.05 95.4% 2.06 98.2% 2.27 61% 
P5 90.2% 1.57 85.6% 1.93 77.6% 0.86 95.2% 2.08 21% 
Note. This table examines various bootstrap methods for scenario 4 when 
we have limited sample size. 
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Our primary interest in the bootstrap method relates to its ability to handle small 
sample sizes while avoiding approximations stemming from large sample theory. The 
asymptotic distribution based methods for confidence intervals, namely Wald and profile 
likelihood, often lead to non-convergence or biased estimates. We compared the 
performance of our bootstrap methods with the aforementioned asymptotic methods. The 
Wald-type confidence intervals were not available in 38.4% of the simulated data (Table 
14), for which the standard error estimates were invalid. Wald-type confidence intervals 
provided meaningless random-effects estimates in 19.8% of the simulated cases. The 
profile likelihood method provided confidence intervals in 75.8% of the cases, whereas 
bootstrapping always provided acceptable interval estimates (Table 14). 
 
 
Table 14 Bootstrapping and Profile Likelihood Confidence Intervals for Extreme Cases 
(5,5,5) 
Availabi
lity 
β1 β2 σij σi 
Metho
ds 
Cover
age 
Widt
h 
Cover
age 
Widt
h 
Cover
age 
Widt
h 
Cover
age 
Widt
h 
P2 100% 91.6% 1.58 89.2% 2.14 92.2% 1.92 99.0% 2.10 
Profile 75.8% 94.7% 1.51 93.4% 2.07 94.2% 2.00 97.9% 2.42 
Wald 61.6% 94.8% 1.51 96.1% 2.05 95.1% >5 92.5% >5 
Note. This table compares all the three methods when sample size is limited in terms of 
availability, coverage and width of confidence intervals. 
 
We also considered intervals when bootstrapping is based on K=2-split primary 
units. Profile likelihood produced more accurate confidence intervals, but did not provide 
results for 24.2% of the cases. The lower bound of the random effects was usually equal to 
zero with an inaccurate p-value for 95% of profile likelihood confidence intervals. 
Bootstrap methods on the other hand provided meaningful interval estimates with narrower 
width for both random effects. 
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3.5 Numerical Example: Abuse of Antibiotics in China 
Acute respiratory tract infection (ARI) can lead to pneumonia and death if not 
properly treated. Although warranted in some cases of treating ARI, the inappropriate 
frequent use of antibiotics has led to widespread problems with antimicrobial and antibiotic 
resistance. The abuse of antibiotics was common in China in 1990’s, leading to drug 
resistance. This prompted the World Health Organization to introduce a program of case 
management of children under five with ARI. Yang (2001) presented and analyzed ARI-
related data using multinomial regression; the data consist of seven predictors on a three 
level hierarchical structure with 855 children. Specifically, 855 children had received 
treatment from a total of 134 doctors in 36 hospitals. Information regarding whether 
antibiotics were prescribed when there were no clinical indications is provided in Table 15.  
 
Table 15 Variable Description for Antibiotic Abuse Data 
Label Description 
Abuse Antibiotics prescribed without clinical indications (1:yes, 0:no) 
Age Age in years (0-4) 
Temp Body temperature, centered at 36℃ 
Paymed Pay for medication (1:yes, 0:no) 
Selfmed Self-medication (1:yes, 0:no) 
Wrdiag Failure to diagnose ARI early (1:yes, 0:no) 
DRed Doctor’s education (6 categories from self-taught to medical school) 
WHO Hospital in WHO program (1:yes, 0:no) 
Note. This table lists all the parameters for the study. 
 
Abuse of one or more antibiotics was observed in 69% of the patients, 73% did not provide 
an early diagnosis of ARI, 17% paid for their medication, while 26% were self-medicated 
prior to seeing the doctor. 10 out of 36 hospitals were included in the WHO program. To 
examine the effects of the predictors on antibiotic abuse, a hierarchical logistic regression 
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model with random effects at each of the two levels was employed. The model is 
formulated as: 
logit[pijk] = xijk
′ β + σiri + σijrij 
Wald-type and profile likelihood confidence intervals were computed for the 
regression parameters; both methods provided decent interval estimates for the regression 
parameters (Table 16). However, the Wald method produced very large upper bounds for 
the variance of the distribution of the random effects (hospitals) and the profile likelihood 
method resulted in inaccurate values of zero for both variances of random effects (doctors 
and hospitals).  
 
Table 16 Interval Estimation by Wald and Profile Likelihood Methods 
 Wald Profile likelihood 
Variable Lower bound Upper bound Lower bound Upper bound 
Age 0.0047 0.2812 0.0051 0.2820 
Temp -0.9155 -0.5124 -0.9212 -0.5185 
Paymed -0.2065 0.9506 -0.1938 0.9664 
Selfmed -1.0660 -0.2249 -1.0686 -0.2264 
Wrdiag 1.5673 2.3674 1.5778 2.3788 
DRed -0.3920 -0.0057 -0.3905 -0.0018 
WHO -1.8771 -0.6344 -1.8756 -0.5991 
𝜎ℎ𝑜𝑠𝑝𝑖𝑡𝑎𝑙 0.1486 21.6516 0 0.7892 
𝜎𝑑𝑜𝑐𝑡𝑜𝑟(ℎ𝑜𝑠𝑝𝑖𝑡𝑎𝑙) 0.2459 1.6655 0 0.7773 
Note. This table compares the Wald and profile likelihood methods using the whole 
dataset. 
 
As an alternative, bootstrapping was performed on primary units (Table 17). While 
the three methods produced consistent results for the fixed effects, bootstrap resulted in 
narrower intervals for the variance of random effects. We observed that the age of patients, 
body temperature, self-medication, failure to diagnose ARI early, doctor’s education and 
hospital participating in WHO program were all significant predictors in explaining the 
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abuse of antibiotics. The substantially different lengths of confidence intervals for the 
random effects are depicted in Figure 2.  
 
Table 17 Interval Estimation by Bootstrapping on Primary Units 
Variable Lower bound Upper bound 
Age 0.0099 0.2697 
Temp -0.9261 -0.4557 
Paymed -0.1208 0.8968 
Selfmed -0.9699 -0.3206 
Wrdiag 1.4313 2.4637 
DRed -0.3672 -0.0403 
WHO -1.9801 -0.5226 
𝜎ℎ𝑜𝑠𝑝𝑖𝑡𝑎𝑙 0.1098 0.7651 
𝜎𝑑𝑜𝑐𝑡𝑜𝑟(ℎ𝑜𝑠𝑝𝑖𝑡𝑎𝑙) 0.1010 0.6812 
Note. This table lists the interval estimation by using bootstrapping on primary units 
based on the whole dataset. 
 
Figure 2 Comparative Performance on Interval Estimation 
 
 
 
The next step of the analysis focused on factors that best explain the abuse of 
antibiotic for children treated in hospitals associated with WHO program. The resulting 
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subset of data consisted of 125 children treated by 34 doctors at 10 hospitals. The same 
modeling steps as before were performed to fit a generalized linear mixed effects model. 
Due to the small sample size, Wald-type method did not provide valid confidence intervals 
for the random effect at the hospital level. Given the small number of hospitals, we 
performed bootstrapping on K=2-split primary units. V2 at the hospital level was found 
equal to 0.13 indicating weak intra-class correlation. Each hospital was then split into two 
new hospitals by randomly assigning doctors to these new hospitals. We randomly sampled 
the new hospitals with replacement, to generate 1000 bootstrap samples. For each bootstrap 
sample, parameter estimation was performed using R package lme4. The results obtained 
for the confidence intervals based on the bootstrap P2 and the profile likelihood method, 
are illustrated in Table 18. 
 
Table 18 Interval Estimation by Bootstrap P2 and Profile Likelihood Methods 
Variable 
Bootstrap P2 Profile likelihood 
Lower bound Upper bound Lower bound Upper bound 
Age -0.0516 0.6568 -0.0776 0.6961 
Temp -1.2910 0.0456 -0.9748 -0.0079 
Paymed -0.9581 3.0070 -0.6376 3.0276 
Selfmed -3.1485 0.1233 -2.8828 0.2783 
Wrdiag 0.8763 3.9548 0.8721 3.4522 
DRed -0.9012 0.0461 -0.8915 0.0120 
𝜎ℎ𝑜𝑠𝑝𝑖𝑡𝑎𝑙 0.1058 1.3462 0.0000 1.1404 
𝜎𝑑𝑜𝑐𝑡𝑜𝑟(ℎ𝑜𝑠𝑝𝑖𝑡𝑎𝑙) 0.1035 1.4357 0.0000 1.6247 
Note. This table compares bootstrap P2 methods versus profile likelihood methods for 
children treated in hospitals associated with WHO program. 
 
Both methods provided valid estimates of the confidence limits. We found that 
Failure to diagnose ARI early is a significant predictor for the antibiotic abuse of children 
treated in hospitals participating in the WHO program. This reveals that patients who are 
not diagnosed with ARI early, are more likely to obtain antibiotics without clinical 
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indication. The two methods disagree on the effect of body temperature. Profile likelihood 
indicates that with lower body temperature, the abuse of antibiotics is more likely, whereas 
bootstrap suggests that the effect of body temperature is not significant.  
 
3.6 Conclusions 
The theoretical distribution of parameter estimates is not readily available for 
generalized linear mixed effects models, as the joint likelihood of the correlated 
observations has no closed form. While large sample theory provides a mechanism to 
construct confidence intervals for large datasets, obtaining interval estimates with small 
hierarchical datasets often fails. We propose resampling as an alternative. Bootstrap is a 
computationally intensive approach that allows us to assess the properties of the underlying 
unknown distribution of interest, even for relatively small sample sizes. 
Our assessment of the performance of various bootstrap methods was based both 
on theoretical findings and on simulation studies for three-level correlated binary data. 
Bootstrapping on primary units retains the variation properties of the original data with 
minimum variance/covariance structure among all bootstrap methods: hence it is the 
preferable strategy when there is sufficient sample size. Quite often though, in hierarchical 
data settings there will be few units at the highest level, which will result in unsatisfactory 
performance for the bootstrap. 
A new resampling scheme, based on splitting the primary units performed well even 
for small sizes. While maintaining the desired variation properties, this method 
outperformed previous bootstrap methods in terms of accuracy in interval estimation when 
the intra-class correlation at the primary unit level is weak (which is not uncommon in real 
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life situations). A simulation study illustrated that the proposed bootstrap method 
outperformed both Wald-type and profile likelihood confidence intervals in terms of 
robustness. The proposed bootstrap method provided reasonable interval estimates without 
having convergence issues for small hierarchical binary datasets. On the other hand, the 
Wald and profile likelihood methods sometimes were not available in our simulation 
experiments and the numerical examples. In practice two splits on each primary unit are 
recommended as a good starting value; this choice doubles the number of primary units 
without much loss in the precision of interval estimates. 
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Chapter 4: Bootstrapping for ICC in Hierarchical Binary Data 
Abstract 
Many educational data are of a nested multilevel structure, which requires the use of 
hierarchical models in statistical analysis. In hierarchical models, intraclass correlation 
(ICC) is a key index for quantifying how strongly units within a cluster resemble each 
other. However, the distribution of ICC in hierarchical models with binary responses is 
often elusive, as the dependent observations render the likelihood virtually impossible. 
While large sample approximation provides the mechanism needed to construct confidence 
intervals of ICC for large datasets, estimation algorithms often fail to provide accurate 
interval estimates when applied to small hierarchical binary datasets. In this paper, we 
applied two bootstrap procedures, cluster bootstrap and split bootstrap, to three types of 
estimators of ICC including the ANOVA approach, 𝑉2  approach, and latent variable 
approach to develop confidence intervals of ICC in the analysis of binary multilevel data. 
Our study examined 108 conditions to compare the performance of ICC estimators, 
bootstrap methods, sample size, and correlation levels. Results found that the latent 
variable approach outperformed other approaches in terms of coverage probability, and 
provided confidence intervals close to nominal coverage with the use of split bootstrap 
method when the ICC ratio (defined as the ratio of ICC on the primary cluster to ICC on 
the secondary cluster) is low. However, cluster bootstrap is preferred when sample size is 
large and the ICC ratio is high. These findings were also supported by theoretical proof. 
Finally, we demonstrated our findings through the analysis of a real data example in the 
setting of teacher effectiveness modeling. 
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Keywords: Generalized linear mixed model, small sample inference, resampling 
scheme 
 
4.1 Background and Literature Review 
Educational data often have a multilevel, hierarchical structure. For example, 
students are clustered within classes, classes are clustered within schools, and schools are 
clustered within districts. Each stage of clustering introduces some amount of correlation, 
which can in turn affect the data analysis (Liang & Zeger 1986; McMahon, Pouget, & 
Tortu, 2006). We quantify the clustering at any level using intraclass correlation (Irimata 
& Wilson, 2017). However, the analysis of binary correlated or clustered data denies the 
opportunity to construct confidence intervals of ICC using the actual likelihood (Capanu, 
Gönen, & Begg, 2013). As such, at times we have resorted to the large sample 
approximation such as delta method (Irimata & Wilson, 2017) to develop confidence 
intervals. However, this approach may not be appropriate with small sample sizes in binary 
data, as large sample methods could be inaccurate and misleading. This paper focused on 
examining the performance of bootstrap methods when constructing confidence intervals 
of the ICC for binary correlated data based on the generalized linear mixed model, 
especially with a small sample size. 
 
4.1.1 Multilevel Models for Binary Data 
Consider the generalized linear mixed model with three-levels for binary data 
(Breslow & Clayton, 1993). Consider a random binary variable, Yijk  based on the k
th 
observational unit (k = 1,… , nij) nested within the j
th secondary cluster (j = 1,… , bi), 
65 
 
which is further nested within the ith primary cluster (i = 1,… , a). The linear predictor of 
for a logistic regression model is given by  Xijk
′ β + λi + λij, where Xijk
′  denotes the vector 
of covariates at the observational level, λi denotes the random effect for the i
th primary 
cluster and λij denotes the random effect for the j
th secondary cluster within the ith primary 
cluster. We assume independent and identically distributed (i.i.d.) random effects 
λi~ℵ(0, σi
2) and i.i.d. λij~ℵ(0, σij
2); furthermore λi and λij are assumed independent with 
conditional independence of responses given these random effects. Let  ri = λi/σi , 
and  rij = λij/σij , so that ri~ℵ(0,1)  and  rij~ℵ(0,1)  and the linear predictor 
becomes Xijk
′ β + σiri + σijrij. Assume that Yijk|ri, rij follows a Bernoulli distribution with 
probability πijk and with conditional mean formulated as 
E(Yijk|ri, rij) =
exp (Xijk
′ β+σiri+σijrij)
1+exp (Xijk
′ β+σiri+σijrij)
, 
which leads to the random-intercept logistic regression model (1), 
logit(πijk) = Xijk
′ β + σiri + σijrij .                                             (1) 
 
4.1.2 Intraclass Correlation 
One method for measuring the amount of association among observations at a 
certain level of a hierarchical structure, or within a cluster of data, is the intraclass 
correlation coefficient (ICC). It is usually used to measure how strongly units within the 
same group (i.e., cluster) resemble each other. In the classical framework of the random 
effects model, 𝑍𝑖𝑗 = 𝜇 + 𝛼𝑖 + 𝜀𝑖𝑗, where 𝑍𝑖𝑗 is the j
th observation in the ith group, 𝜇 is the 
overall mean, αi i. i. d. ~ℵ(0, σα
2) is the random effect shared by all observations within the 
ith group, and εij i. i. d. ~ℵ(0, σε
2) is uncorrelated with αi, we can obtain the ICC value by 
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𝜎𝛼
2
𝜎𝛼
2+𝜎𝜀
2, the proportion of total variance that is explained “between groups”, where larger 
values of ICC indicate a stronger association.  
Several estimators of the ICC have been proposed by Donner (1986), who provided 
an overview of ICC estimation that is appropriate for continuous outcomes. Others have 
presented measures of ICC for binary outcomes, ANOVA type (Kleinman, 1973), kappa 
type (Fleiss, 1971; Mak, 1988), moment (Kleinman, 1973), or Pearson type (Mudelsee, 
2003). The asymptotic properties and empirical coverage probabilities of these estimators 
have been investigated based on two-level binary data (Zou & Donner, 2004). More 
computationally intense methods, such as point and interval estimators based on mixed 
models (O’Connell & McCoach, 2008), Bayesian hierarchical models (Tan, Qu, Mascha, 
& Schubert, 1999), or quasi-likelihood methods (Nelder & Pregibon, 1987), have also 
gained popularity in the analysis of two-level binary hierarchical data. While previous 
studies all focused on two-level data (i.e., one level of clustering), in this paper we move 
one step further to examine ICC estimators for hierarchical binary data with more than one 
levels of clustering. 
For data with more than one level of clustering, the ICC should be estimated at each 
level of the hierarchy, though this is comparatively more complicated. O’Connell and 
McCoach (2008) discussed a method based on the variance at each level of a generalized 
linear mixed model for approximating measures of correlation at each level. Their method 
is based on the assumption that a logistic distribution underlies the responses at the first 
level with an error variance of  
π2
3
= 3.29 (Snijders & Bosker, 2012). Irimata and Wilson 
(2017) introduced an ANOVA type estimator of the correlation at each stage of a 
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hierarchical structure. Their method does not require any assumptions on the error variance 
nor rely on asymptotic properties. They showed that a simple approximation of their result 
is obtained through Cramer’s V2.  
 
4.1.3 Interval Estimation of Intraclass Correlation 
Interval estimation (i.e., estimation of the confidence interval) of ICC is the focus 
of this paper. Several approaches have been proposed to develop confidence intervals for 
ICC when analyzing hierarchical data. Ukoumunne, Davison, Gulliford, and Chinn (2003) 
examined the performance of nonparametric bootstrap methods to develop confidence 
intervals for the ICC in the analysis of two-level continuous data. They found that intervals 
obtained when the bootstrap-t method was applied to the variance-stabilizing 
transformation of the ICC resulted in close to nominal coverage. Zou and Donner (2004) 
provided closed-from variance expression for an ANOVA estimator, the Fleiss-Cuzick 
estimator, and the Pearson estimator of ICC and examined their performance for settings 
involving a large number of small clusters. Their findings suggested the Fleiss-Cuzick 
estimator used with a modified Wald method generally performed well. Zhou, Muellerleile, 
Ingram, and Wong (2011) derived formulas for the point and interval estimates of the ICC 
for four different three-way mixed effects models when analyzing continuous hierarchical 
data. Their results showed that inappropriate application of models could lead to inaccurate 
inferences. Wu, Crespi, and Wong (2012) compared five traditional methods of estimating 
the ICC for two-level binary data including the ANOVA estimator, the Fleiss-Cuzick 
estimator, the Pearson estimator, an estimator based on generalized estimating equations 
and an estimator from a latent variable approach using three real data sets pertaining cancer 
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screening intervention trials. They concluded that ICC estimators based on different 
methods can vary substantially in some scenarios but generally overlap. Braschel, Svec, 
Darlington, and Donner (2016) further studied the performance of the ANOVA type 
estimator based on Smith’s large sample standard error (Smith, 1957), the Fleiss–Cuzick 
estimator based on an inverted modified Wald test and the transformed bootstrap-t 
approach when applied to a two-level binary data with a small number of large clusters. 
They proposed an ad hoc approach in which they applied Smith’s large sample 
approximation method to split clusters, and it performed well provided that the ICC is 
smaller than 0.05. 
However, while these methods provide good interval estimates of the ICC when 
dealing with hierarchical data, most rely on the asymptotic theory when constructing 
confidence intervals for ICC. When the sample size is small, asymptotic theory is no longer 
suitable, and thus alternative methods are needed for obtaining the confidence intervals for 
ICC. In this paper, we examine bootstrap methods.  
 
4.1.4 Bootstrapping 
Obtaining the standard error or confidence interval for estimators of ICC can 
present challenges when dealing with small sample data as the asymptotic methods are 
likely to present poor characterization properties of uncertainty and coverage. 
Bootstrapping provides a straightforward alternative to obtain standard errors, confidence 
intervals, and percentiles for proportions, odds ratios, and correlation coefficients for small 
hierarchical binary data as it relies on resampling computations instead of asymptotic 
assumptions (Efron & Tibshirani, 1986) and produces accurate inferences when the 
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likelihood exists but not available in closed forms. Such advantages of bootstrap methods 
have been confirmed by empirical studies. For example, Wang, Kamarianakis, and Wilson 
(2017) found that bootstrapping can provide more robust interval estimation of regression 
parameters in the analysis of small hierarchical binary data whereas large sample methods 
such as Wald-type confidence intervals and profile likelihood confidence intervals usually 
lead to non-convergence or inaccurate estimates. However, to the best of our knowledge, 
no research has been done to compare estimators of ICC and bootstrap methods for interval 
estimation of ICC when analyzing binary hierarchical data with small sample size.  
We applied bootstrap methods to the three ICC estimators to develop confidence 
intervals of ICC in multilevel data (i.e., data with more than one level of clustering). One 
complication, though, is that the multilevel nature of data renders the possibility of a variety 
of bootstrap resampling schemes. Ren, Yang, and Lai (2006) concluded that sampling on 
the highest level is more effective than sampling on lower levels when estimating the ICC 
for the multilevel logit model. Field and Welsh (2007) and Ren et al. (2010) proved that 
nonparametric bootstrap on the highest level is preferred relative to bootstrapping on lower 
levels in terms of variation properties when estimating regression parameters for 
hierarchical continuous data. Wang et al. (2017) evaluated the performance of various 
bootstrap methods when estimating regression parameters in generalized linear mixed 
models for binary hierarchical data through theoretical analysis and simulation studies. 
They concluded that sampling on the highest level could best retain the variation properties 
of the original data when there is a sufficient sample size. Further, they proposed a new 
resampling scheme for small hierarchical data with limited sample size at each nested level. 
This scheme is based on randomly splitting and sampling the clusters on the highest level. 
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They demonstrated through theoretical justification and a simulation study, that while this 
split bootstrap maintained the desired variation properties, it can further improve the 
estimation accuracy without convergence issues. This pertains to small hierarchical data 
when the intraclass correlation at the primary level is weak, which is common in many 
experimental and observational data. 
Since previous research has shown that both the split bootstrap, in which clusters 
are randomly divided into smaller sub-clusters prior to bootstrapping, and cluster bootstrap, 
in which bootstrapping are directly applied to primary clusters, can be effective approaches 
for small data, we utilized both methods to estimate confidence intervals of ICC for small 
data in this paper. For each bootstrap method, we focused on the use of three different 
estimators of ICC, the ANOVA type approach (Irimata & Wilson, 2017), the latent variable 
approach (O’Connell & McCoach, 2008), and the V2 approach (Irimata & Wilson, 2017; 
Cramer, 1999) for the analysis of binary hierarchical data. We present the details of the 
estimators of ICC and bootstrap methods in the next section. We examined these 
approaches under different scenarios with different levels of correlation (small / medium / 
strong) and different sample size (limited /small) through a simulation study. The merit of 
the comparative study is further demonstrated through the analysis of a real dataset of 
teacher effectiveness in schools from a state in the Southwest US. 
 
4.2 Bootstrapping of Intraclass Correlation 
4.2.1 Estimators of Intraclass Correlation 
ANOVA estimator. The ANOVA estimator of the ICC assumes that observations 
from different primary clusters are independent, while observations from different 
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secondary clusters are conditionally independent, given the primary level of clustering, 
which are both consistent with model (1). In addition, the ANOVA estimator assumes that 
observations within the same secondary cluster are correlated with common correlation 
ρB(A) = corr(Yijk, Yijk′) for k ≠ k′, while observations within the same primary cluster are 
correlated with common correlation ρA = corr(Yij., Yij′.)  for j ≠ j′ . Wang and Wilson 
(2017) showed in model (1) both corr(Yijk, Yijk′) for k ≠ k′ and corr(Yij., Yij′.) for j ≠ j′ 
depend on the values of associated covariates, which means both correlations tend to vary 
on a case-by-case basis, potentially violating the assumption of common correlation for 
ANOVA estimator. However, it can be shown that this exchangeability assumption 
remains valid in model (1) when all pairs of the covariates (Xijk
′ , Xijl
′ ) for k ≠ l follow the 
same joint distribution. We further examine this assumption in the simulation section when 
applying different estimators to model (1). 
Irimata and Wilson (2017) defined an overall estimator for the probability of 
success as π̂ =
∑ ∑ ∑ Yijk
nij
k=1
bi
j=1
a
i=1 
N
, where N = ∑ Ni
a
i=1 = ∑ ∑ nij
bi
j=1
a
i=1  is the total number of 
observations in the sample, and explored ANOVA type estimators in addressing intraclass 
correlation at the primary and secondary levels. 
Based on model (1), an ANOVA type estimator of the intraclass correlation at the 
secondary level of clustering within the primary level of clustering is  
ρ̂B(A) =
MSA + (
r3 − r2
r1
)MSB(A) + (
r2 − r1 − r3
r1
)MSE
MSA + (
r3 − r2
r1
)MSB(A) + (
r1r3 − r1 + r2 − r3
r1
)MSE
 
and an estimator of the intraclass correlation at the primary level of clustering is 
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ρ̂A =
MSA − (
r2
r1
)MSB(A) + (
r2 − r1
r1
)MSE
MSA + (
r3 − r2
r1
)MSB(A) + (
r1r3 − r1 + r2 − r3
r1
)MSE
 
where r1 =
N−∑
∑ nij
2bi
j=1
Ni
a
i=1
b−a
 , r2 =
∑
∑ nij
2bi
j=1
Ni
a
i=1 −
1
N
∑ ∑ nij
2bi
j=1
a
i=1
a−1
 and r3 =
N−
1
N
∑ Ni
2a
i=1
a−1
. Making use of 
the usual notation in ANOVA, we have 
MSA =
1
a − 1
[S2 −
1
N
S1
2] 
MSB(A) =
1
b − a
[S3 − S2] 
MSE =
1
N − b
[S1 − S3] 
where S1 = ∑ ∑ ∑ Yijk
nij
k=1
bi
j=1
a
i=1 , S2 = ∑
(∑ ∑ Yijk
nij
k=1
bi
j=1
)
2
Ni
a
i=1  and S3 = ∑ ∑
(∑ Yijk
nij
k=1
)
2
nij
bi
j=1
a
i=1 .   
Cramer’s 𝐕𝟐  estimator. Cicchetti (1994) compared the ICC with the product-
moment correlation and concluded that the product-moment correlation places an upper 
limit on the maximum value of ICC. In like manner, Irimata and Wilson (2017) presented 
Cramer’s V squared (V2) as a convenient way of calculating the ICC for binary hierarchical 
data. Their results showed generally that the ANOVA estimator and the V2 estimator agree 
with each other under similar assumptions, but the V2estimator tends to provide a generally 
more conservative approximation of the ICC at each stage of the hierarchy. 
The V2  estimator (Cramer, 1999; Liebetrau, 2003) is a popular measure for 
evaluating relationships between nominal variables, which is based on the chi-squared test 
of independence (Kirk, 2013). We obtain the V2 estimator for model (1), by first obtaining 
the value of the chi-squared test of independence in a two-dimensional table based on the 
number of clusters (a clusters at the primary level and  ∑ bi
a
i=1  clusters at the secondary 
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level) by the two-category response at each stage of the hierarchy, X̂A
2  and X̂B(A)
2  
respectively. Thus, we have the ratios  V̂A
2 = X̂A
2/N and V̂B(A)
2 = X̂B(A)
2 /N, where N is the 
sample size. The statistic V2  is seen as the mean square canonical correlation between each 
of the clusters and the binary response, ranging between zero and one, where larger values 
of V2 indicate a stronger association.  
The ease with which one can obtain the V2  estimator of the ICC for binary 
hierarchical data makes it attractive. However, it requires a sufficient sample size for chi-
squared test to perform well. We will examine its performance for small data in the 
simulation section. 
Latent variable approach. The random intercept logistic model (1) can be viewed 
as a latent response model below,  
Yijk
∗ = Xijk
′ β + σiri + σijrij + εijk ,                                            (2) 
where Yijk = 1 if Yijk
∗ > θ (threshold value θ needs to be specified first) and 0 otherwise, 
and εijk is assumed to have a logistic distribution with mean 0 and variance 
π2
3
= 3.29 
(O’Connell & McCoach, 2008). Thus, the dichotomous response Yijk  comes from an 
unobservable latent continuous variable Yijk
∗ , which can be expressed as the linear predictor 
Xijk
′ β + σiri + σijrij in model (1) plus the error term εijk. For linear mixed model (2), ICC 
is defined as the ratio of between-cluster variance to total variance, with the estimated ICC 
at primary level and secondary level as 
ρ̂A =
σ̂i
2
σ̂i
2 + σ̂ij
2 + 3.29
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ρ̂B(A) =
σ̂i
2 + σ̂ij
2
σ̂i
2 + σ̂ij
2 + 3.29
 
where σ̂i
2, σ̂ij
2  can be estimated from model (1) using asymptotic methods in Laplace 
approximation or moment-based methods such as generalized method of moments (Wang 
& Wilson, 2017). This approach is reasonable when the observed response Yijk is derived 
from a truncation of an unobserved underlying continuous response Yijk
∗  such as the 
effective/ineffective response based on dichotomizing evaluation scores in the real data 
example section. It would seem to have less justification when the response is truly discrete 
in nature. 
 
4.2.2 Bootstrap Schemes 
Wang et al. (2017) presented several bootstrap methods in terms of the level of the 
data for which cluster bootstrap is performed, and examined the variation properties of the 
resampled data relative to the original data for each bootstrap method (Field & Welsh, 2007; 
Davison & Hinkley, 1997). In particular, consider the random variable Yi∗j∗k∗ defining the 
k*th observational unit (k∗ = 1,… , ni∗j∗)  within the j*
th secondary cluster (j∗ =
1,… , bi∗) in the i*
th primary cluster  (i∗ = 1,… , a) of the resampled data. We measure 
variation properties, where we let Var(Yi∗j∗k∗)  represent the variance of the response 
derived from resampling; Cov(Yi∗j∗k∗ , Yi∗j∗l∗) (k
∗ ≠ l∗)  denotes the covariance of the 
responses within same secondary cluster and Cov(Yi∗j∗k∗ , Yi∗s∗t∗) (j
∗ ≠ s∗) represents the 
covariance of the responses within the same primary cluster but different secondary 
clusters. Wang et al (2017) found that only cluster bootstrap on primary clusters, that is 
randomly sampling the primary clusters with replacement, retains the variation properties 
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Var(Yi∗j∗k∗), Cov(Yi∗j∗k∗ , Yi∗j∗l∗) (k
∗ ≠ l∗)and Cov(Yi∗j∗k∗ , Yi∗s∗t∗) (j
∗ ≠ s∗) of the original 
data. As such, cluster bootstrap is the preferred strategy with decent sample size since other 
bootstrap methods tend to alter either some or all of the variation properties. However, 
when dealing with a hierarchical data structure, it is not uncommon to find few units at the 
highest level, which will result in unsatisfactory performance for the bootstrap. In such 
cases, we used the split bootstrap scheme based on model (1), that requires several splits 
instituted to each of the primary clusters creating K smaller parts for each primary cluster 
prior to bootstrapping. Therefore, new primary clusters are created based on associated 
secondary clusters randomly chosen and assigned to those new primary clusters. By 
randomly sampling the a×K new primary clusters with replacement, it can effectively 
improve the performance of bootstrapping.  
 
4.2.3 Bootstrapping for Intraclass Correlation 
We focus on the analysis of small and limited data, and as such, we explore both 
cluster bootstrap on primary clusters and split bootstrap for each of the three ICC estimators 
to develop bootstrap confidence intervals. All six approaches [three estimators with two 
bootstrap methods] are evaluated in terms of the coverage, the width and the convergence 
rate of confidence intervals. 
 Wang et al. (2017) and Braschel et al. (2016), found that sample size and the 
correlation levels could have a huge impact on the performance of the estimators. We 
conduct a comparative study involving all of our estimators of ICC, with our two bootstrap 
methods based on varying sample sizes and correlation levels in the next section. 
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4.3 Simulation Study 
4.3.1 Overall Settings 
We conducted a simulation study to compare the performance of bootstrap methods 
with estimators of the ICC. The comparison comprises of data obtained from three-level 
hierarchical binary data with small or limited sample size at different correlation levels 
(Table 19). 
 
Table 19 Levels of Factors Explored for Simulation Study  
Factor Levels 
Estimators of ICC ANOVA; V2; Latent variable 
Bootstrap method Cluster bootstrap on primary clusters; Split bootstrap 
Sample size Small (a = 10, bi = 10, nij = 10); Limited (a = 5, bi = 5, nij =
5) 
True ICC values Primary level (low, medium, high) × Secondary level (low, 
medium, high) 
Note. This table lists four factors which can affect the interval estimation of ICC. 
There are 3 × 2 × 2 × 9 = 108 different settings in total for exploration. 
 
The sample sizes represent the varying sizes of primary clusters, secondary clusters, 
and observational units. Thus, the “small” sample consists of 10 primary clusters, 10 
secondary clusters in each primary cluster, and 10 observational units within each 
secondary cluster. The correlation levels represent nine combinations based on (low, 
medium, and high) at both primary and secondary levels. This results in a total of 108 
conditions used to evaluate bootstrapping of ICC in hierarchical binary data. 
Each condition consists of the fixed-effects parameters β1 and β2 at value 1.00 with 
generated i.i.d. covariates Xijk1 and Xijk2 from the multivariate normal distribution with 
mean vector zero and identity covariance matrix. This setting results in the covariates 
following the identical joint distribution, thereby satisfying the assumptions for using 
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ANOVA and V2 estimators. In addition, we generated a response based on model (2) so 
that the use of the latent variable approach also is satisfied. We further adjusted the variance 
of the random effects σi  at the primary level and σij at the secondary level, and as such we 
obtained the true values of the ICC in Table 19. In short we generated a linear mixed model 
with responses Yijk
∗  through Xijk
′ β + σiri + σijrij + εijk , where εijk  follows logistic 
distribution with mean 0 and variance 
π2
3
= 3.29; ri i.i.d. N(0,1), rij i.i.d. N(0,1) with ri 
and rij being independent; and values of σi, σij are set so we can achieve desired values of 
the ICC.  The binary response Yijk = 1 if Yijk
∗ > 0 and 0 otherwise. 
Each condition resulted in 500 simulated datasets. The sampling distributions of 
the ICC estimators were calculated using 1000 bootstrap samples. We used generalized 
linear mixed model through the R package lme4 to calculate random effect estimates. We 
obtained 95% bootstrap confidence intervals based on the percentiles of the bootstrap 
samples. We identified the percentage of confidence intervals that contained the true 
parameter values as well as the width and convergence rate (Table 20). Level 2 represents 
the secondary cluster level and Level 3 represents the primary cluster level. Convergence 
rate is calculated as the ratio of the number of bootstrap samples for which converged 
estimates of random effects are obtained over the total number of bootstrap samples. 
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Table 20 Cluster Bootstrap Confidence Intervals for Limited Sample (5,5,5) 
Estimator 
for ICC 
True ICC  Percentage  Width 
Convergence 
Rate 
Level 
3 
Level 
2 
 Level 
3 
Level 
2 
 Level 
3 
Level 
2 
Latent 
Variable 
0.1 0.2  0.74 0.84  0.24 0.40 0.87 
0.1 0.4  0.78 0.84  0.28 0.46 0.93 
0.1 0.6  0.79 0.84  0.31 0.43 0.95 
0.2 0.3  0.75 0.82  0.35 0.46 0.91 
0.2 0.5  0.78 0.81  0.38 0.47 0.95 
0.2 0.7  0.79 0.81  0.41 0.38 0.97 
0.3 0.4  0.76 0.82  0.44 0.49 0.93 
0.3 0.6  0.78 0.83  0.47 0.46 0.96 
0.3 0.8  0.79 0.85  0.51 0.33 0.96 
V2 
0.1 0.2  0.53 0.82  0.12 0.20 1.00 
0.1 0.4  0.64 0.64  0.14 0.24 1.00 
0.1 0.6  0.74 0.33  0.18 0.27 1.00 
0.2 0.3  0.38 0.79  0.18 0.23 1.00 
0.2 0.5  0.48 0.46  0.21 0.26 1.00 
0.2 0.7  0.60 0.26  0.25 0.29 1.00 
0.3 0.4  0.34 0.59  0.24 0.27 1.00 
0.3 0.6  0.45 0.32  0.28 0.30 1.00 
0.3 0.8  0.57 0.21  0.33 0.32 1.00 
ANOVA 
0.1 0.2  0.45 0.58  0.11 0.21 0.89 
0.1 0.4  0.52 0.36  0.13 0.30 0.97 
0.1 0.6  0.58 0.24  0.16 0.35 1.00 
0.2 0.3  0.38 0.42  0.18 0.26 0.93 
0.2 0.5  0.45 0.27  0.21 0.33 0.98 
0.2 0.7  0.54 0.23  0.24 0.38 1.00 
0.3 0.4  0.38 0.35  0.26 0.31 0.95 
0.3 0.6  0.45 0.22  0.29 0.37 0.99 
0.3 0.8  0.53 0.23  0.33 0.41 1.00 
Note. This table lists the interval estimation results of ICC when applying cluster 
bootstrap to the three estimators. Level 2 represents the secondary cluster level and 
Level 3 represents the primary cluster level. 
 
 
4.3.2 Comparison on Estimators 
Table 20 provides the cluster bootstrap confidence intervals obtained using latent 
variable approach, V2, and the ANOVA estimator with true known values of the ICC at 
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each level. There are only five primary clusters on the highest level. As such, direct 
bootstrapping on primary clusters provides poor interval estimation due to insufficient 
sample size. The latent variable approach performs best with coverage probability of the 
true ICCs closest to 95%, while V2and ANOVA approaches can provide more informative 
estimation with narrower confidence intervals. In addition, as the true ICCs increased both 
V2and ANOVA estimators tend to produce wider confidence intervals, and both latent 
variable and ANOVA approaches result in less convergence issues whereas V2 approach 
can converge all the time irrespective of the values of the true ICCs. 
Table 21 provides results of split bootstrap confidence intervals. The bootstrapping 
on 10 split primary clusters substantially improves the performance of bootstrapping for 
all approaches as compared to cluster bootstrap. The latent variable approach provided 
confidence intervals including the true ICC on the primary cluster 96% of the time and the 
true ICC on the secondary cluster 90% of the time. Both V2 and the ANOVA approaches 
had trouble providing acceptable confidence levels for the ICC especially on the secondary 
level. In addition, by randomly splitting primary clusters it can increase the width of 
confidence intervals and slightly decrease the convergence rate as opposed to cluster 
bootstrap in Table 20. 
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Table 21 Split Bootstrap Confidence Intervals for Limited Sample (5,5,5) 
Estimator 
for ICC 
True ICC  Percentage  Width 
Convergence 
Rate 
Level 
3 
Level 
2 
 Level 
3 
Level 
2 
 Level 
3 
Level 
2 
Latent 
Variable 
0.1 0.2  0.98 0.92  0.36 0.45 0.84 
0.1 0.4  0.98 0.90  0.46 0.52 0.91 
0.1 0.6  0.99 0.93  0.55 0.49 0.95 
0.2 0.3  0.94 0.89  0.47 0.50 0.88 
0.2 0.5  0.97 0.90  0.55 0.52 0.93 
0.2 0.7  0.98 0.92  0.64 0.44 0.96 
0.3 0.4  0.89 0.86  0.53 0.52 0.89 
0.3 0.6  0.96 0.90  0.62 0.50 0.95 
0.3 0.8  0.98 0.92  0.71 0.36 0.95 
V2 
0.1 0.2  0.97 0.90  0.19 0.23 1.00 
0.1 0.4  0.97 0.79  0.25 0.28 1.00 
0.1 0.6  0.94 0.46  0.31 0.32 1.00 
0.2 0.3  0.76 0.86  0.23 0.25 1.00 
0.2 0.5  0.95 0.59  0.29 0.30 1.00 
0.2 0.7  0.98 0.40  0.36 0.34 1.00 
0.3 0.4  0.58 0.68  0.27 0.28 1.00 
0.3 0.6  0.79 0.45  0.34 0.33 1.00 
0.3 0.8  0.96 0.32  0.42 0.37 1.00 
ANOVA 
0.1 0.2  0.92 0.77  0.19 0.27 0.92 
0.1 0.4  0.98 0.57  0.24 0.37 0.98 
0.1 0.6  1.00 0.52  0.30 0.46 1.00 
0.2 0.3  0.62 0.57  0.24 0.30 0.95 
0.2 0.5  0.78 0.42  0.30 0.39 0.99 
0.2 0.7  0.93 0.45  0.38 0.47 1.00 
0.3 0.4  0.46 0.40  0.30 0.32 0.97 
0.3 0.6  0.66 0.29  0.37 0.41 1.00 
0.3 0.8  0.87 0.42  0.46 0.49 1.00 
Note. This table lists the interval estimation results of ICC when applying split 
bootstrap to the three estimators. Level 2 represents the secondary cluster level and 
Level 3 represents the primary cluster level. 
 
The latent variable approach outperformed the other approaches when estimating 
the ICC for small data. However, both V2 and ANOVA approaches provide meaningful 
interval estimation especially in situation where the assumptions of latent variable 
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approach are not met. This result lead to focusing further on the latent variable approach 
in regard to the effects of sample size and the correlation levels (Table 22).   
 
Table 22 Latent Variable Approach of Estimating the ICC for Limited Sample (5,5,5) 
Estimator 
for ICC 
True ICC  Percentage  Width 
Convergence 
Rate 
Level 
3 
Level 
2 
 Level 
3 
Level 
2 
 Level 
3 
Level 
2 
Split 
Bootstrap 
0.1 0.2  0.98 0.92  0.36 0.45 0.84 
0.1 0.4  0.98 0.90  0.46 0.52 0.91 
0.1 0.6  0.99 0.93  0.55 0.49 0.95 
0.2 0.3  0.94 0.89  0.47 0.50 0.88 
0.2 0.5  0.97 0.90  0.55 0.52 0.93 
0.2 0.7  0.98 0.92  0.64 0.44 0.96 
0.3 0.4  0.89 0.86  0.53 0.52 0.89 
0.3 0.6  0.96 0.90  0.62 0.50 0.95 
0.3 0.8  0.98 0.92  0.71 0.36 0.95 
Cluster 
Bootstrap 
0.1 0.2  0.74 0.84  0.24 0.40 0.87 
0.1 0.4  0.78 0.84  0.28 0.46 0.93 
0.1 0.6  0.79 0.84  0.31 0.43 0.95 
0.2 0.3  0.75 0.82  0.35 0.46 0.91 
0.2 0.5  0.78 0.81  0.38 0.47 0.95 
0.2 0.7  0.79 0.81  0.41 0.38 0.97 
0.3 0.4  0.76 0.82  0.44 0.49 0.93 
0.3 0.6  0.78 0.83  0.47 0.46 0.96 
0.3 0.8  0.79 0.85  0.51 0.33 0.96 
Note. This table lists the interval estimation results of ICC using latent variable 
approach when sample size is limited with various true ICC values at Level 3 and 
Level 2. Level 2 represents the secondary cluster level and Level 3 represents the 
primary cluster level. 
 
4.3.3 Comparison on Bootstrap Methods 
As Table 22 shows, when sample size is limited, the split bootstrap generally works 
better than cluster bootstrap regardless of the correlation levels. However, as the split 
method creates new but correlated primary clusters, which violates the independence 
assumption of bootstrapping, it can generate poor bootstrap confidence intervals. This is 
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particularly the case when the ICC ratio 𝜗,  (i.e., ratio of ICC on the primary cluster to the 
ICC on the secondary cluster] is high. In particular, for 𝜗  = [0.1/0.6], the coverage 
probabilities are very close to 95%. However, when the ICC ratio 𝜗  = [0.3/0.4], the 
coverage probabilities decrease to 89% and 86%. However, since cluster bootstrap works 
directly on the original independent primary clusters, 𝜗 does not affect the performance of 
bootstrapping. The coverage probability for cluster bootstrap is stable across all conditions, 
generally between 75% and 79% and between 81% and 84% for primary and secondary 
intraclass correlation coefficients respectively. Still, split bootstrap outperforms the cluster 
bootstrap irrespective of the values of ICC ratio. As the sample size increases, this 
preference is no longer realized (Table 23). 
Table 23 provides results for both bootstrap methods when we have somewhat 
larger sample sizes than in the prior scenario, (a = 10, bi = 10, nij = 10). The results 
obtained from using the split bootstrap depend on the ICC ratio. In particular, the coverage 
probabilities are closer to 95% when 𝜗 is 0.1/0.6, but decrease to 80% when the 𝜗 is 0.3/0.4. 
When 𝜗 is high, the new primary clusters are highly correlated as opposed to secondary 
clusters. Splits of primary clusters can severely violate the independence assumption of 
bootstrapping, which can contribute to unreliable estimates due to model misspecification 
resulting in huge bias as the sample size increases. However, larger sample size can 
improve the performance of cluster bootstrap, as its performance is not related to the ICC 
ratio, 𝜗 . Incidentally, as sample size increases to a certain point, cluster bootstrap 
outperforms split bootstrap especially when the 𝜗  is high. Table 23 shows that split 
bootstrap can only generate confidence intervals with coverage probabilities of 81% when 
the 𝜗  is 0.3/0.4 whereas cluster bootstrap provides confidence intervals with coverage 
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probabilities of close to 85%. As such, we recommend using split bootstrap when sample 
size is limited or when sample size is small but the ICC ratio is low. We recommend using 
cluster bootstrap when the sample size is large and the 𝜗 is high. 
 
Table 23 Latent Variable Approach of Estimating the ICC for Small Sample (10,10,10) 
Estimator 
for ICC 
True ICC  Percentage  Width 
Convergence 
Rate 
Level 
3 
Level 
2 
 Level 
3 
Level 
2 
 Level 
3 
Level 
2 
Split 
Bootstrap 
0.1 0.2  0.90 0.89  0.16 0.18 0.97 
0.1 0.4  0.96 0.88  0.20 0.21 0.79 
0.1 0.6  0.98 0.94  0.24 0.19 0.93 
0.2 0.3  0.83 0.84  0.22 0.22 0.94 
0.2 0.5  0.90 0.87  0.27 0.22 0.87 
0.2 0.7  0.94 0.90  0.33 0.18 0.98 
0.3 0.4  0.81 0.81  0.27 0.25 0.89 
0.3 0.6  0.88 0.88  0.32 0.22 0.95 
0.3 0.8  0.92 0.87  0.39 0.15 0.99 
Cluster 
Bootstrap 
0.1 0.2  0.85 0.89  0.16 0.19 0.98 
0.1 0.4  0.85 0.86  0.17 0.21 0.80 
0.1 0.6  0.87 0.89  0.19 0.19 0.95 
0.2 0.3  0.85 0.88  0.25 0.24 0.96 
0.2 0.5  0.85 0.89  0.27 0.23 0.87 
0.2 0.7  0.86 0.89  0.30 0.18 0.99 
0.3 0.4  0.85 0.87  0.32 0.29 0.92 
0.3 0.6  0.86 0.89  0.34 0.23 0.94 
0.3 0.8  0.87 0.85  0.37 0.15 0.99 
Note. This table lists the interval estimation results of ICC using latent variable 
approach when sample size is small with various true ICC values at Level 3 and Level 
2. Level 2 represents the secondary cluster level and Level 3 represents the primary 
cluster level. 
 
 
4.4 Real Educational Data Examples 
We applied our methods of estimating ICC confidence intervals to teacher 
effectiveness data collected in a state in Southwest US. The data contain 1,260 records 
from 58 low-income, historically low-performing schools within 10 school districts. In our 
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analysis, we focused on looking at whether certain teacher and school characteristics are 
associated with teacher effectiveness evaluation results. Our research questions were:  
(1) How does teacher effectiveness vary based on personal and professional 
characteristics?  
(2) How does teacher effectiveness correlate in the same school or in the same district?  
(3) What is an interval estimate for the intraclass correlation? 
 
4.4.1 Variables 
The teacher characteristics included gender, ethnicity, years of educational 
experience, grade, highly qualified educational certificates. The school characteristic 
includes the year the school participated in the grant (Table 24). Teacher effectiveness 
evaluation results include two key measures: (1) classroom observation, which includes 
skill, knowledge, and responsibility (SKR), with scores ranging between 0 and 5 (National 
Institute for Excellence in Teaching, 2011), and (2) the teacher value-added (TVA) scores 
based on the Colorado Growth Percentiles Model, which range from 0 to 5 (National Center 
for the Improvement of Educational Assessment, 2011). In this study, teachers are 
considered effective only if both their SKR and TVA scores are greater than or equal to 
three. As such, our dependent variable, teacher effectiveness, is a binary variable. 
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Table 24 Descriptions of Covariates 
Level Name Description 
School Wave The year when the school participated in the grant:  
Wave 1 (2011); Wave 2 (2012); Wave 3 (2013) 
Teacher Gender Gender of the teacher 
Ethnicity Ethnicity of the teacher 
Years_Experience Years of educational experience 
Grade The grades taught by the teacher: Elementary 
(Kindergarten, Grade 1~5); Middle (Grade 6~8); High 
(Grade 9~12) 
HQ Highly qualified educational certificates: 24 Semester 
Hours/Major; AEPA/NES; HOUSSE; HQT 
Reciprocity; Not Highly Qualified 
 
4.4.2 Sample Descriptive 
Eighty-one percent [81%] of the teachers in the dataset are female and 58% of the 
teachers are White. The years of experience range from 0 to 40 years with an average of 8 
years. Sixty-two percent [62%] of the teachers are at elementary school and 33% of the 
teachers are teaching in middle school. Sixty-seven percent [67%] of the teachers possess 
the AEPA/NES certificates. Fourteen percent [14%] of the schools participated in the 
grants in 2011 whereas 61% of the schools participated in the grants in 2012. Seventy-five 
[75%] of the teachers were deemed effective in teaching. Of those teachers who are not 
effective, 52% have less than 3 years of educational experience. Eighty-two percent [82%] 
of the teachers from wave 2 schools were deemed effective, whereas only 60% of the 
teachers from wave 3 schools were deemed effective. 
 
4.4.3 Modeling 
Because teachers from the same school or same district usually have similar school 
policies and social interactions, we used the generalized linear mixed model in analyzing 
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these hierarchical data. We obtained the regression parameters as well as the two random 
effects using PROC GLIIMIX in SAS (Table 25).  
 
Table 25 Generalized Linear Mixed Model Results 
Estimates of Fixed Effects 
Effect Num. DF Den. DF F Value Pr > F 
Gender 1 1188 0.09 0.7666 
Ethnicity 6 1188 1.51 0.1720 
Years of Experience 1 1188 20.49*** <.0001 
Wave 2 1188 3.54* 0.0294 
Grade 2 1188 0.41 0.6648 
HQ 4 1188 3.54** 0.0070 
Estimates of Random Effects 
Random Effect Estimate Standard Error 
District 0.3711 0.3973 
School(District) 1.7118*** 0.5174 
Note. This table lists the regression parameter estimates. *p<0.05, **p<0.01, 
***p<0.001. Significance test for random effects is based on one-sided Z test. 
 
Table 25 provides results where years of experience, wave, and HQ are significant. 
This suggests that their chances of being effective increase as years of teaching experience 
increase (odds ratio = 1.07 per year). Teachers from wave 2 schools have a substantially 
higher chance of being effective (odds ratio = 5.58) compared to teachers from wave 3 
schools. There is a significant divide between effective teachers and those who are not, 
based on having different highly qualified certificates. There is significant difference in 
effectiveness due to school at which the teacher resides but not the district in which that 
school belongs based on the estimates of random effects. 
The correlation among teachers within schools or schools within district can be 
calculated through the ICCs. We first used the methods presented and discussed in the 
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earlier sections to calculate the point estimates of ICCs. Since the binary response is based 
on dichotomizing SKR and TVA scores, we computed the intraclass correlations using the 
latent variable approach on the district level as0.37/(0.37 + 1.71 + 3.29) = 0.07; and on 
the school level as (0.37+1.71)/(0.37+1.71+3.29) = 0.39. The results suggest that 7% of 
the total variance in the response are accounted for by the primary level of clustering (i.e., 
districts), and 32% of the total variance in the response are accounted for by the secondary 
level of clustering (i.e., schools).  
We have 1,260 observations in this three-level hierarchical data structure. However, 
obtaining the asymptotic distribution of intraclass correlation based on latent variable 
approach would be unreliable and inaccurate if not impossible, due to relative small sample 
size (Mass & Hox, 2005). We applied our two bootstrap methods and created 1000 
bootstrap samples and obtained the 95% confidence intervals for the ICCs. In addition, 
since there are only 10 districts on the highest level, direct bootstrapping on them could 
provide confidence intervals with poor coverage. Given there is only weak intraclass 
correlation on the district level as opposed to moderate correlation on the school level 
(Cohen, 2013), we used both the split bootstrap which divides each district into two new 
districts followed by bootstrapping on these new districts as the preferred method and 
cluster bootstrap as the benchmark method. We obtained the bootstrap confidence intervals 
for the intraclass correlations using both methods (Table 26). 
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Table 26 95% Bootstrap Confidence Intervals for the ICC 
Method Levels of ICC Lower Bound Upper Bound 
Split Bootstrap District 0 0.24 
School 0.21 0.54 
Cluster Bootstrap District 0 0.22 
School 0.23 0.54 
 
Both split bootstrap and cluster bootstrap were able to obtain reasonable confidence 
intervals for the ICCs. The split bootstrap tended to provide more conservative interval 
estimation compared to cluster bootstrap. As suggested by our simulation results, we 
preferred the split bootstrap as the ICC ratio is low and the sample size is small. We 
concluded that the 95% confidence interval of ICC on the district level lies between zero 
and 0.24 and the 95% confidence interval of ICC on the school level is between 0.21 and 
0.54. 
 
4.5 Conclusions and Discussion 
This paper focused on examining the performance of bootstrap methods when 
constructing interval estimates of the ICC for generalized linear mixed effects models with 
small binary hierarchical data. We reviewed the assumptions and models for three 
estimators of the ICC in the analysis of three level data including ANOVA estimator, V2 
estimator, and latent variable approach. We examined two bootstrap methods, cluster 
bootstrap and split bootstrap for obtaining the confidence intervals for the ICC based on 
the three estimators when sample size is small or limited. We conducted a comprehensive 
simulation study involving 108 explorative scenarios to compare different estimators as 
well as bootstrap methods in terms of coverage probability of confidence intervals, width 
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of confidence intervals, and convergence rate. Results found that the latent variable 
approach outperformed other two approaches in terms of coverage probability but with 
more conservative interval estimates. As the true ICCs increase, both V2and ANOVA 
approaches produce wider confidence intervals, and both latent variable and ANOVA 
approaches result in less convergence issues whereas V2approach can perform properly 
without any convergence issues. We further studied the performance of bootstrap methods 
for the latent variable approach when the sample size and correlation levels change. When 
sample size is limited, split bootstrap tends to perform better with coverage probabilities 
closer to 95%. However, split bootstrap when there is a large ICC ratio can substantially 
violate the independence assumption of bootstrapping, resulting in poor interval estimation 
as sample size increases. On the other hand, cluster bootstrap, which relies on sampling of 
original primary clusters, performs more consistently compared to split bootstrap. We 
recommend using split bootstrap when sample size is very limited or when sample size is 
small but the ICC ratio is low and using cluster bootstrap when sample size is large and the 
ICC ratio is high. Our methods were applied through a real data example related to teacher 
effectiveness in a state in the Southwest US. We found that the split bootstrap performed 
well with decent interval estimates of the ICC on both district level and school level. 
The limitation of this paper mainly relies on the fact the thresholds on the ICC ratio 
and sample size remain uncertain when selecting bootstrap methods. For future work, the 
thresholds on the ICC ratio and sample size could be further investigated through a 
comprehensive study for the use of split bootstrap methods, as both factors can have huge 
impact on the performance of split bootstrap. Such study can provide further information 
for selecting appropriate bootstrap methods when developing confidence intervals for other 
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statistics of interest. And it would be useful to extend the work from generalized linear 
mixed model with binary correlated data to other types of models with different type of 
responses. 
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Chapter 5: Conclusion 
We presented three models, GQL logistic regression model, GMM logistic regression 
model and bootstrap hierarchical logistic regression model as means of modeling binary 
data when that data are obtained from a three-level or more hierarchical structure.  
Unlike LAP method implemented through Proc Glimmix in SAS both the GQL and GMM 
methods are not based on distributional assumptions. In most cases when we cannot be 
assured of the fit of the distribution, both the GQL and GMM methods can be a better 
choice. Furthermore, for binary data a simulation study with three levels of clustering 
revealed that the GQL tended to outperform the LAP method with smaller bias, and the 
GQL method performed better than the GMM did on both the regression parameters and 
the random effects parameters with smaller simulated variances and asymptotic variances. 
Both GQL and GMM methods performed worse with larger standard errors as variance of 
the random effects increases, and performed better with smaller standard errors as sample 
size increases. Also the non-convergence obtained with the LAP method is more frequent 
compared to the GQL and GMM methods.  
While large sample theory provides a mechanism to construct confidence intervals from 
large data, obtaining the interval estimates with small hierarchical datasets often fails. We 
present bootstrap methods as an alternative to traditional methods based on asymptotic 
distributions. Bootstrapping on primary units remains the variation properties of the 
original data with minimum variance/covariance structure among all bootstrap methods, 
and so is the preferable strategy when there is a sufficient sample size. A new bootstrap 
method with split on the primary units is designed for small data. While maintaining 
desired variation properties, this method outperformed previous bootstrap methods in 
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terms of accuracy in interval estimation with a small loss in the precision when the ICC on 
the primary level is weak. We found that the bootstrap method provides reasonable interval 
estimation without convergence problems in particular for small hierarchical binary data 
whereas the Wald and profile methods were not always accessible.  
Furthermore, we reviewed the assumptions and models for three estimators of the ICC in 
the analysis of three level data including ANOVA estimator, V^2 estimator and latent 
variable approach. Cluster bootstrap and split bootstrap were used to obtain confidence 
intervals for the ICC when sample size is small or limited. Our simulation results showed 
latent variable approach outperformed other two approaches in terms of coverage 
probability but with more conservative interval estimates. In addition, split bootstrap tends 
to perform better with coverage probabilities closer to 95% when sample size is limited. 
However, as sample size increases, split bootstrap with large ICC ratio can greatly violate 
the independence assumption of bootstrapping resulting in poor interval estimation. On the 
other hand, cluster bootstrap, which is based on sampling of original primary clusters, 
performs more stably compared to split bootstrap. Thus, we recommend using split 
bootstrap when sample size is very limited or when sample size is small but the ICC ratio 
is low and using cluster bootstrap when sample size is large and the ICC ratio is high.  
For future work, the thresholds on the ICC ratio and sample size could be further 
investigated in the use of split bootstrap methods, as both factors can have huge impact on 
the performance of split bootstrap. Also, it would be valuable to extend the model of these 
three papers to hierarchical model with more than three levels. My dissertation mainly 
focuses on point and interval estimates for regression parameters, it would be also useful 
to investigate bootstrap methods when developing confidence intervals for other statistics 
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of interest and extend the work from generalized linear mixed model with binary correlated 
data to other types of models with different type of responses. 
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