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Abstract 
The focus of this research paper is twofold: First, we discuss some of the critical issues and challenges currently inhibiting the 
realization of a cognitive radio network (CRN). Those problems include the utilization of jammers to prevent the spectrum 
sensing and communication. Primary User Emulation (PUE) still pose a significant mitigation challenge, as well as traffic 
injected attacks. Second, we discuss the possibility of combining the cognitive radios (CRs) within the cloud operating 
architecture. We present a comprehensive critical analysis of the existing research efforts to integrate these two diverge fields. 
We identify critical issues and challenges that need to be addressed to successfully integrate the CRs into cloud computing 
paradigm. In this paper, we also discuss the future scope and directions that need to be taken to maximize the benefits that the 
venture of these two fields could bring to the service users and providers.  
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1. Introduction 
In recent years, cognitive radio network (CRN) has become more prevalent due to the introduction of the IEEE 
802.22 standard which aims to promote the sharing of the unused spectrum among primary and secondary users [1]. 
Secondary users will be able to opportunistically operate on the unused radio frequency (RF) bands without causing 
harmful interference to another user. The main goal of a CRN is to increase the utilization of the spectrum since the 
unused bands prevent spectrum optimization. To perform this task without causing interference for the users, 
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cognitive radio (CR) is employed which has the ability to adapt to a dynamic environment. For instance, a cognitive 
radio is capable of changing its parameters to allow other users to access a communication channel [1], [2], [3]. 
Furthermore, a CR is an example of a software defined radio (SDR). SDR is a technology that generates radio 
functions such as transmission and tuning by implementing software to perform these functions [2].  
The conceptualization of this technology is due to the problems currently facing hardware-oriented wireless 
communication. One of these problems is the next generation hardware required whenever there is a change in 
network standards. For example, the change from 2G to 4G requires a user to purchase new equipment since the old 
equipment will not be compatible with the newer 4G network standard [4]. Therefore, unless the next generation 
network standards are interoperable, the only solution to this dilemma is the adoption of SDRs. Moreover, the 
migration from one network standard to another is not cost effective for the users. The geographical locations where 
the wireless communication is occurring impose several restrictions as a result of the interoperability challenges of 
different regions [4]. Many countries adhere to different national standards, which causes users who travel frequently 
to purchase additional equipment in order to operate in different geographical regions. This issue also affects the 
vendors since they should include customizable equipment for individuals that travel to other countries. These issues 
make SDR the most efficient choice for users that are trying to avoid high deployment costs and customization 
difficulties. However, there are several problems that prevent SDRs and CRNs from achieving their full potential. 
CRNs are unable to provide the expected benefits of a SDR without overcoming its data processing and memory 
constraints. Furthermore, the power consumption of a CR device is very high especially in mobile devices [5]. This 
requires the CR to have a long battery life which will not last for an extended duration if the processing demands of 
the device are high. Computation-intensive algorithms will drain the battery in a relatively short amount of time [5], 
[6]. In addition, there are several security threats such as primary user emulation (PUE) and spectrum sense data 
falsification (SSDF) which cause concern for many individuals [2]. These attacks are responsible for creating distrust 
which prevents the large-scale adoption of CRN. On the other hand, cloud computing has many advantages which 
could alleviate the problems facing CRNs. Cloud computing incorporates multi-tenancy and virtualization to 
promote resource sharing and allows for scalability on demand. We believe that the vast storage capacity and 
computational power of the cloud will augment CR and increase its overall efficiency. In this paper, we discuss the 
integration of cloud computing with CR to increase performance and mitigate the problems currently limiting CRN. 
2. Security challenges in CR networks 
A main limitation of CR alludes to the energy constraints [7]. When the CR is collecting information from the 
transmitters in a network, the CR is consuming resources in the form of electricity and processing power. In the 
context of mobile devices, battery power is a limited resource; therefore any additional burden on the battery life is 
less than ideal. Additionally, there are particular challenges for the CR to gain spectral-awareness, or the ability to 
detect changes in the environment. 
Although still in the conceptual stage, there are some speculative security flaws facing CR. In [8]-[11], the 
authors delve into the theoretic flaws. One of the threats facing the CR is a disruption of the radio signals the CR 
uses to communicate with the transfer nodes [8]. What that entails is simply: an attacker stops the CR from receiving 
the information that the CR needs to operate properly. For example, if a CR is running through a certain frequency, 
and then a primary user attempts to connect to that frequency, the attacker could block the information going back to 
the CR instructing it to find a different frequency. 
The simplest way to disrupt a Wireless Sensor Network (WSN) is with a jamming technique [11]. There are four 
rudimentary models of jamming techniques; Constant Jammer, Deceptive Jammer, Random Jammer, and a Reactive 
Jammer [12]. The jamming techniques may further be broken down into three different types; Broad Band attack, 
Partial Band attack, and a Narrow Band attack. A broad band attack attempts to disrupt the entire spectrum the target 
is or could be using, thus it uses the most energy. A partial band attack only disrupts a portion of the radio 
frequency’s channels the target is using. Finally, a narrow band attack only interrupts the specific frequency the 
target is using.  
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Fig. 1. Consistency checks to detect jamming attacks 
To mitigate the jamming effect at the physical layer there are a few options but, only one which has been proven 
to detect all types of jamming attack models as well as being able to reliably differentiate between an actual attack or 
network congestion. The Intrusion Detection System (IDS) of consistency checks provides the potential alleviant. 
Fig. 1 shows the IDS performing consistency checks to detect possible jamming attacks within the network. A signal 
strength consistency check and a location consistency check are what spearhead this IDS. The former measures the 
Packet Delivery Ratio (PDR) and the Received Signal Strength (RSS). By comparing the two, it could show whether 
the signal was jammed (low PDR and high RSS) or network failure (low PDR and low RSS) [12]. The latter 
involves the comparison of the PDR and the locations of nodes in the network.  Theoretically, the node is jammed 
when there is a low PDR and the distance is small. The node is falling victim to a network failure when there is a 
low PDR and the node distance is high [12].  
CR is also susceptible to primary user emulation attacks (PUE). The PUE attacks are considered selfish attacks 
because they prevent secondary users from using vacant bands and use them for themselves [13]. This is a type of 
DoS attack as the attacker is hindering the secondary user’s service. Furthermore, there are traffic-injected attacks. 
Traffic-injected attacks (TI) operate by the attacker transmitting an overpowering amount of traffic into the network 
to cause a deceleration of network speed [14]. 
3. Integration of cloud computing and cognitive radio (CR) 
There are many advantages that can be gained from integrating CR with cloud computing. Most of these 
advantages offer a CRN performance increase while not affecting the security in a positive manner. The security 
threats associated with cloud computing may be a necessary risk in order to facilitate CRNs at large-scale. In 
addition, the CRN can provide benefits that would improve the accessibility of a cloud platform. If the challenges of 
integration can be overcome, a cognitive radio cloud network (CRCN) may replace traditional methods of radio 
operation. Table 1 examines the CRCN by analyzing the integration of cloud computing and CR. 
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3.1. Significance of cloud computing 
Cloud computing is a combination of the internet, resources, information, software and hardware that are 
transparently shared [7]. In addition, the cloud has four main deployment models: public, private, community, and 
hybrid. The public cloud networks operate as a pay-as-you go architecture whereas the private cloud networks are 
the internal data center of an organization [15]. Community clouds are an example of collaboration between multiple 
organizations that share a common purpose. The main difference between public and community clouds is that there 
are less cloud service users for community clouds. Hybrid clouds are fabricated from the combination of public and 
private clouds to gain the advantages of both deployment models. There are three main advantages that cloud 
computing offers; scalability, ubiquitous availability, and maintenance costs [7]. The first is the ability of the servers 
to scale to the specifications a user needs. The second is having multiple avenues of access for the user. Thirdly, 
because a cloud is mainly virtual, human error is not as prevalent, resulting in lower maintenance costs as well as 
having lower up keep costs. 
Computation power and energy usage limit CR’s communications and computing capabilities and life length; 
therefore, there is a need to mitigate the negative effects [16]. Cloud computing offers a possible solution. The CR 
would perform the computing inside the cloud, outside its own energy supply. This could remedy the problems of 
heavy resource consumption by the CR. Another benefit provided from leveraging the cloud is resource pooling. 
Resource pooling is one of the main characteristics of cloud computing and it allows network resources to be pooled 
together and released to organizations based on demand. This solves the data redundancy problems of organizations 
that are unable or unwilling to purchase additional hardware or software in case of system failure. 
Since one of the main implementation issues of a CRN is channel uncertainty, the resource pooling of the cloud 
may provide the solution. Channel uncertainty is caused by shadowing or fading of the signal that is generated by 
the primary user [17]. This reduces the signal strength of the primary user and can influence a secondary user to 
operate on a seemingly free white space. In [17], the authors claim that using multiple CRs to make spectrum 
sensing decisions will mitigate the channel uncertainty issues. The cloud would be able to provide organizations 
with the additional CR devices which would promote the efficiency of a CRN while limiting the expenditure of the 
organization. Moreover, local installation of base stations or antenna sites would no longer be required since these 
resources would be shared among the radio operators [4]. 
Furthermore, the virtualization aspect of the cloud enables a user to perform parallel processing. The virtual 
machines (VMs) used in the cloud allow for the creation of virtual clusters that can perform advanced computations 
in a short amount of time. The digital signal processing algorithms used by CRNs demand intense computational 
power in order to meet the performance requirements. To avoid harmful interference, the spectrum sensing reports 
that allow a secondary user to operate on free bands must be sent to the database and updated in near real-time [4]. 
An updated database is a necessity for an efficient CRN since a secondary user chooses the bands for operation 
based on the database information. In the context of signal classification, the cyclo-stationary process requires 
multiple processors in order to perform the detections efficiently [5]. Thus, the parallel processing capabilities of the 
cloud would increase the data processing performance of a CRN. 
Table 1. Analyzing the integration of cloud computing and cognitive radio (CR) 
Platform Integration Advantages Beneficial 
Characteristics 
Integration Challenges Security Threats 
Cloud Computing Scalable on demand; cost 
effective; less antennas required; 
near real-time processing 
Parallelization; 
Resource pooling 
Near real-time resource 
allocation is required 
Side-channel attacks; 
DDoS attacks; 
steganography attacks 
Cognitive Radio 
Network 
Increases accessibility Dynamic connectivity Temperature changes; noise 
uncertainty 
PUE attacks, jamming 
attacks, traffic injection 
attacks 
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3.2. Challenges of integration and security threats 
When integrating CR with cloud computing, there are several challenges that need to be addressed before a CRN 
can become fully optimized. The allocation of network resources should be performed in near real-time and the 
resources should be shareable among primary and secondary users. Additionally, the external environment can 
present problems such as changes in temperature which can pose calibration issues [17]. One example is noise 
uncertainty which can make the differentiation between a primary user signal and noise very difficult for a 
secondary user depending on the spectrum detection method. 
The security threats associated with cloud computing are responsible for negatively influencing the decisions of 
many users who are looking to migrate to the cloud. These threats may become a challenge for a CRCN and prevent 
its adoption at large-scale. Denial of service (DoS) and distributed denial of service (DDoS) attacks are among the 
most damaging for a cloud infrastructure. These attacks are easier to perform against the cloud since the 
Representational State Transfer (REST) protocols used by many cloud service providers contain more vulnerabilities 
than traditional computer systems [18].  
Side-channel attacks using virtual machines are another threat facing the popular cloud service providers. The 
attacker can use a side-channel attack to infer important information such as the type of data being processed or the 
algorithms used to perform the computations. Moreover, the audio steganography attack targets the cloud storage in 
order to steal information from cloud service users. This attack hides malicious code inside audio files which is 
difficult to detect using standard cloud security mechanisms [18]. When the cloud security threats are combined with 
the aforementioned CR threats, it may become a deterrent for people who are considering about migrating their 
CRN to the cloud. 
3.3. Analysis of existing integration schemes 
The implementation of a CR device into cloud computing is discussed by various researchers in literature. Most 
of the opinions focus on the benefits that are provided by the cloud instead of the additional security threats. In this 
section, we present several works which allow us to analytically examine a cognitive radio cloud network (CRCN). 
In [19], the authors propose a novel CRCN model that exploits the flexibility and scalability benefits of the cloud. 
In addition, the authors present a cooperative spectrum sensing algorithm which is implemented on Microsoft’s 
Windows Azure Cloud. They also develop a MAC protocol which allows for more efficient spectrum sensing and 
operation on free TV white spaces (TVWS). The backbone of the CRCN architecture is the access points which are 
connected to the cloud. The spectrum sensing reports are based on information gathered from the access points. To 
determine if a white space is available, a sparse Bayesian learning (SBS) algorithm is used in combination with the 
sensing reports to formulate a radio power map (RPM). 
The RPM database is responsible for storing the sensing reports and allowing a user to access the selected 
communication channel upon request. In order for a secondary user to connect to the CRCN, the secondary user 
must be registered to the CRCN through a control channel. The communication channels that are being used by 
secondary users are continually checked to ensure that primary users do not receive any interference. 
In one scenario, a SU will request the location of the intended destination from the cloud that houses the 
information in a home agent. The cloud will reply indicating where the destination is located allowing for the 
connection of the two nodes to transmit data; one sending data, the other receiving data. See Fig. 2 for a simplified 
version from [19]. In a different scenario in [19], while still employing the same situation but when the SU must 
switch to another node while receiving data, the data will temporality be sent to a home agent; the home agent will 
store the data until the SU connects to a node that is able to receive the data.  
Chen-Hsien Ko et al. [6] propose a CRCN that utilizes a command and control center for managing the spectrum 
access and allocating the network resources. Unlike the CRCN in [19], this proposed architecture employs base 
stations (BSs) more frequently and uses them to gather the sensing reports. In similarity to [19], a SBL algorithm is 
used together with Microsoft’s Azure Cloud to determine and store information pertaining to the amount of primary 
users and the location of their connections. The authors claim that there are several advantages of using Microsoft’s 
Azure Cloud for the implementation. One of the benefits is that Azure supports multiple programming languages 
and applications. Furthermore, tmhe secondary user is tracked with a global positioning system (GPS) which also 
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Fig. 2. Secondary user request for spectrum band connection 
transmits the signal strength indication to the CRCN. As a result, the CRCN is able to map the locations of the 
secondary users and cross-reference their locations with the primary users whenever there is a user request. The 
simulation results presented in [6] demonstrate the effectiveness of the parallel processing capabilities of cloud 
computing.  
M.S. Dayananda and J. Priyanka [4] discuss a SDR cloud that fulfills the role of a traditional data center. It is 
responsible for signal transmissions and employs a series of distributed antennas. The SDR cloud exploits the 
resource pooling advantages of the cloud. The goal of this approach is to share a single tower among multiple radio 
operators which would make the SDR cloud a more effective solution than previous models. One of the main 
benefits provided by the SDR cloud is that the city skyline would experience a reduction in towers. The antennas 
would be connected to the data center and contain a centralized and finite amount of resources such as cooling, 
maintenance, and bandwidth resources. An entire metropolitan area with a large number of users would have access 
to wireless communications with a single SDR cloud.  
In [20], the authors propose the exploitation of cloud services to eliminate the scaling bottlenecks of CRNs while 
increasing the performance. The cloud is the central entity of the proposed approach which stores data about the 
communication channels and process user requests. The authors adopt a searching algorithm in order to map the user 
requests to a free band. It uses the geo-location of the users and unused spectrum bands to accomplish this task. 
Additionally, the searching algorithm begins by identifying the best available channels in the spectrum according to 
the data rate. The authors discuss their simulation in [20]. Specifically, they discuss the possibility of overlapping 
the communication channels and increasing the amount of nodes to improve the channel coverage. The nodes are 
responsible for becoming the destination and source of data that is transmitted during communication. This allows 
many possible routing choices for the transmitted data.  
Shie-Yuan Wang et al. [21] optimize a cloud platform in order to more efficiently support a CRCN. The authors 
employ the open source software Apache Hadoop to improve the performance of a spectrum sensing algorithm by 
using parallel processing in the cloud. Hadoop supports the map and reduce functions which allow for the 
partitioning of data. This decreases the computation time of the spectrum sensing algorithm. Since the spectrum 
sensing algorithm determines the speed of the database updates, the execution of the algorithm should occur very 
quickly. The main focus of their paper was to improve the Hadoop software which would decrease the time needed 
for the execution of the spectrum sensing algorithm. The authors in [21] conducted an experiment which 
demonstrated the positive effects of their modifications to the Hadoop platform. A private cloud and a public cloud 
were used to show the results of the execution time of the spectrum sensing algorithm. Amazon EC2 was chosen by 
the authors as the public cloud. The execution time of the algorithm was twenty-three seconds faster than usual on 
the private cloud. Moreover, the execution time was significantly reduced on the Amazon EC2 cloud as well. 
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4. Conclusion and future directions 
In this paper, we discussed several key points in the CR network. A more efficient method for resource 
management is still a foremost issue needing to be addressed. Jammers still remain a threat to the realization of a CR 
built on a WSN. Consistency checks have been shown to facilitate the mitigation of different jammer types; 
however, they fail to operate flawlessly. PUE attacks still pose a significant danger and too little research has delved 
into this security challenge. Integrating CR within cloud commuting proves difficult for many reasons. The 
problems arrive for securing the transmission of the huge amounts of data from the cloud. Furthermore, the near 
real-time processing requirements and external environment issues are some of the challenges of a CRCN. However, 
the scalability and flexibility characteristics of the cloud could mitigate the energy supply problems associated with 
a CRN. In addition, the resource pooling aspect of the cloud could provide the additional antennas and CR devices 
needed to efficiently increase the network performance. Therefore, the cloud could be the solution or one of the 
solutions to the logistic problems facing the realization of a true CRN. 
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