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Abstract
This thesis aims at developing an efficient image denoising method that
is adaptive to image contents. The basic idea is to learn a dictionary
from the given degraded image over which the image has the optimal
sparse approximation. The proposed approach is based on an iterative
scheme that alternatively refines the dictionary and corresponding s-
parse approximation of the true image. There are two steps in this
approach. One is the sparse coding part which finds the sparse approx-
imation of true image via the accelerated proximal gradient algorithm;
the other is the dictionary updating part which sequentially updates the
elements of the dictionary in a greedy manner. The proposed approach
is applied to image de-noising problems. The results from the proposed
approach are compared favorably against those from other methods.
Keywords: Image denoise, K-SVD, Dictionary updating.
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Image restoration (IR) tries to recover a better image x ∈ Rn from its corrupted
measurement y ∈ Rl. Image restoration is an ill-posed inverse problem and usually
modeled as
y = Ax+ η, (1.1.1)
where η is the image noise, x is the better image to be estimated, and A : Rn → Rm
is a linear operator. A is the identity in image de-noising problems; A is a blurring
operator in image de-blurring problems; and A is a projection operator in image
inpainting problems. The image restoration problem is an elementary problem
in image processing, and it has been widely studied in the past decades. In this
thesis, we focus on the image denoising problem.
1.2 Sparse Representation of Signals
In recent years, sparse representation of images has been an active research topic.
The sparse representation starts with a set of prototype signals di ∈ Rn, which
we can call atoms. A dictionary D ∈ Rn×K , each column of which is the atom di,
1
2could be used to represent a set of signals y ∈ Rn. A signal y can be represented
by a sparse linear combination of the atoms in the dictionary. Mathematically,
for a given set of signals Y , we can find a suitable dictionary D such that for any
signal yi in Y , yi ≈ Dxi, satisfying ‖yi − Dxi‖p ≤ , where xi is a sparse vector
which contains only a few non-zero coefficients.
If n < K, the signal decomposition over D is not unique, we need to define
what is the best approximation to the signal over the dictionary D in our problem
setting. Certain constraints on the approximation need to be enforced for the
benefit of the applications. In recent years, the sparsity constraint, i.e., the signal
is approximated by the linear combination of only a few elements in the dictio-
nary This has been one popular approach in many image restoration tasks. The
problem of sparse approximation can be formulated as an optimization problem
of estimating coefficients X(xi is the ith column of X), which satisfies
min
X
‖Y −DX‖2 subject to ‖X‖0 ≤ T, (1.2.2)
where ‖ · ‖0 is the l0 norm which counts the number of non-zero elements of the
vector and T is the threshold governing the sparseness of the coefficients.
The l0 minimization problem is an NP-hard combinatorial optimization prob-
lem. Thus, we usually try to find the approximate solutions by using some greedy
algorithms [1, 2]. The two representative greedy algorithms are the Matching
Pursuit(MP) [2] and the Orthogonal Matching Pursuit(OMP) algorithms [3–6].
However, the convergence of the above pursuit algorithms is not guaranteed.
Instead, we use the L1 norm as the convex relaxation of the L0 norm to facilitate
the computation complexity and stability. That is, we need to solve a l1 regularized
problem which could be modeled as:
min‖Ax− b‖2 s.t. ‖x‖1 ≤ τ, (1.2.3)
3A closely related optimization problem is:
min‖Ax− b‖22 + λ‖x‖1, (1.2.4)
where λ > 0 is a parameter.
Problems (1.2.3) and (1.2.4) are equivalent; that is, for appropriate choices of
τ, λ, the two problems share the same solution. Optimization problems like (1.2.3)
are usually referred to as Lasso Problems (LSτ ) [50],while (1.2.4) would be called
a penalized least squares (QPλ) [51].
In this thesis, we mainly try to solve a Penalized least squares problem. In
recent years, there has been great progress on fast numerical methods for solving
L1 norm related minimization problems. Beck and Teboulle developed a Fast Iter-
ative Shrinkage-Thresholding Algorithm to solve l1-regularized linear least squares
problems in [10]. The linearized Bregman iteration was proposed for solving the
l1-minimization problems in compressed sensing in [10–12]. In [26], the acceler-
ated proximal gradient(APG) algorithm was used to develop a fast algorithm for
the synthesis based approach to frame based image deblurring. In this thesis, the
APG algorithm is used to solve the sparse coding problem. All these methods will
be reviewed in section 3.
1.3 Dictionary Learning
In many sparse coding methods, the over-complete dictionary D is sometimes
predetermined or is updated in each iteration for better fitting the given set of
signals. The advantage of fixing the dictionary lies in its implementation simplicity
and computational efficiency. However, there does not exist an universal dictionary
which can optimally represent all signals in terms of the sparsity. If we choose an
optimal dictionary, we will get a more sparse representation in sparse coding and
describe the signals more precisely.
4The goal of dictionary learning is to find the dictionary which is most suitable
for the given signals. Such dictionaries can represent the signals more sparsely
and more accurately than the predetermined dictionaries.
1.4 Contribution and Structure
In this thesis, we have developed an efficient image denoising method that is
adaptive to image contents. The basic idea is to learn a dictionary from the giv-
en degraded image over which the image has the optimal sparse approximation.
The proposed approach is based on an iterative scheme that alternatively refines
the dictionary and the corresponding sparse approximation of true image. There
are two steps in the approach. One is the sparse coding part which finds the
sparse approximation of true image via accelerated proximal gradient algorith-
m(APG). This APG algorithm has an attractive iteration complexity of O(1/
√
)
for achieving a -optimality. The original sparse coding method is the Matching
Pursuit Method whose convergence is not always guaranteed. The other is the dic-
tionary updating part which sequentially updates the elements of the dictionary
in a greedy manner. The proposed approach is applied to solve image denoising
problems. The results from the proposed approach are compared favorably against
those from other methods.
The approach proposed in this thesis is essentially the same as the K-SVD
method first proposed in [41], which also takes an iterative scheme to alternatively
refine the learned dictionary and de-noise the image using the sparse approxima-
tion of the signal over the learned dictionary. The main difference between our
approach and the K-SVD method lies in the image de-noising part. In the K-SVD
method, the image de-noising is done via solving a L0 norm related minimization
problem. Since it is an NP-hard problem, the orthogonal matching pursuit is used
to find an approximate solution of the resulting L0 norm minimization problem.
5There is neither guarantee on its convergence nor estimation on approximation
error. On the contrary, we use a L1 norm as the sparsity prompting regularization
to find the sparse approximation and use the APG method as its solver. The algo-
rithm is convergent and fast. The experiments showed that our approach indeed
has modest improvements over the K-SVD method on various images.
The thesis is organized as follows. In Section 2, we provide a brief review of the
image denoising method. In Section 3, we introduce some l1-based regularization
for sparse approximation algorithm, especially focusing on the detailed steps of
the APG algorithm and analyzing its computation complexity. In Section 4, we
present some previous dictionary updating algorithms. In Section 5, we give the
detailed steps of the proposed algorithm. In Section 6, we show some numerical
results of the applications of image denoising. Finally, some conclusions are given
in Section 7.
Chapter 2
Review on the image denoising
problem
2.1 Linear Algorithms
A traditional way to remove noise from image data is to employ linear spatial
filters. Norbert Wiener proposed the Wiener filter which can solve the image
denoising problem in [43].
2.2 Regularization-Based Algorithms
The Tikhonov regularization illustrated by Andrey Tikhonov is the most popular
method for regularizing ill-posed problems. It can solve the image denoising prob-
lem effectively in [44]. The image denoising problem based on Total Variation(TV)
has become popular since it was introduced by Rudin, Osher, and Fatemi. TV-
based image restoration models have been developed in their innovative work [45].
Wavelet-based algorithm is also an important part of regularization-based algo-
rithms. The signal denoising via wavelet thresholding or shrinkage was presented
by Donoho et. al. [46–49]. Tracking or correlation of the wavelet maxima and
6
7minima across the different scales was proposed by Mallat [52].
2.3 Dictionary-Based Algorithms
Many works solve the image denoising problem by sparse approximation over an
adaptive dictionary. Maximum Likelihood (ML) Methods were proposed in [14–17]
to construct an over-completed dictionary D by probabilistic reasoning. Method of
Optimal Directions (MOD) was proposed by Engan et. al. in [18–20]. Engan et.al.
also proposed Maximum A-posteriori Probability (MAP) approach in [20–23]. In
[24] Lesage et.al. presented a method to compose a union of orthonormal bases
together as a dictionary. The union of orthonormal bases is efficient in dictionary
updating stage. Aharon and Elad proposed a simple and flexible method called
K-SVD Method in [42]. The proposed algorithm is a dictionary-based algorithm.
More information of the dictionary-based algorithms is presented in section 4.
Chapter 3
l1-based regularization for sparse
approximation
3.1 Linearized Bregman Iterations
Linearized Bregman iterations were reported in [7–9] to solve the compressed sens-
ing problems and the image denoising problems. This method aims to solve a basis
pursuit problem expressed the following:
min
x∈Rn
{J(x)|Ax = b}, (3.1.1)
where J(x) is a continuous convex function. Given x0 = y0 = 0, the linearized
Bregman iteration is generated by
 xk+1 = argminx∈Rn{µ(J(x)− J(xk)− 〈x− xk, yk〉) +
1
2δ
‖x− (xk − δAT (Axk − b))‖2},
yk+1 = yk − 1µδ (xk+1 − xk)− 1µAT (Axk − b),
(3.1.2)
where δ is a fixed step size, and µ is a weight parameter.
The convergence of (3.1.2) is proved under the assumptions that the convex
function J(x) is continuously differentiable and ∂J(x) is Lipshitz continuous [7],
8
9where ∂J(x) is the gradient of J(x). Therefore, the iteration in (3.1.2) converges





‖x‖2|Ax = b}. (3.1.3)
In particular, when J(x) = ‖x‖1, algorithm (3.1.2) can be written as yk+1 = yk − A
T (Axk − b),
xk+1 = Tµδ(δyk+1),
(3.1.4)
where x0 = y0 = 0, and
Tλ(ω) = [tλ(ω(1)), tλ(ω(2)), . . . , tλ(ω(n))]
T , (3.1.5)
where Tλ(ω) is the soft thresholding operator with
tλ(ξ) =
 0, if |ξ| ≤ λ,sgn(ξ)(|ξ| − λ), if |ξ| > λ. (3.1.6)
Osher et. al. [8] improved Linearized Bregman iterations by enabling the kicking
scheme to accelerate the algorithm.
3.2 Iterative Shrinkage-Thresholding Algorithm
Fast Iterative Shrinkage-Thresholding (FISTA) Algorithm is an improved version
of the class of Iterative Shrinkage-Thresholding (ISTA) algorithms proposed by
Beck and Teboulle in [10]. These ISTA methods can be viewed as extensions of
the classical gradient algorithms when they aim to solve linear inverse problems
arising in signal/image processing. The ISTA method is simple and is able to
10
solve large-scale problems. However, it may converge slowly. A fast version of
ISTA has been illustrated in [10]. The basic iteration of ISTA for solving the l1
regularization problem is
ISTA method
Input: L := 2λmax(A
TA), t = 1
L
.
Step 0. Take x0 ∈ Rn.
Step k. (k ≥ 1) Compute
xk = Tλt(xk−1 − 2tAT (Axk−1 − b)),
where t is an appropriate stepsize and Tα : Rn → Rn is the shrinkage operator
defined by
Tα(x)i = (|xi| − α)+sgn(xi).
11
In [11–13], the convergence analysis of ISTA has been widely studied for the
l1 regularization problem. However, ISTA has the worst-case complexity result
as show in [10]. Therefore, a new version of ISTA with an improved complexity
result is generated by
FISTA method
Input: L := 2λmax(A
TA), t = 1
L
.
Step 0. Take y1 = x0 ∈ Rn, t1 = 1.
Step k. (k ≥ 1) Compute











3.3 Accelerated Proximal Gradient Algorithm
The sparse coding stage of the proposed method is solved by the Accelerated
Proximal Gradient(APG) algorithm [26]. The detail of APG algorithm, which can
solve (1.2.4), and the analysis of its iteration complexity are showed as follows.
The APG algorithm is proposed to solve the balanced approach of the l1-





‖AW Tx− b‖2D +
κ
2
‖(I −WW T )x‖2 + λT |x|, (3.3.7)
where κ ≥ 0, W is a tight frame system operator, D is a given symmetric positive
12
definite matrix, and λ is a positive weight vector(|x| is L1 norm of vector x, and
|x| = (|x1|, ..., |xN |)).
The balanced approach of the l1-regularized linear least squares problem can
also be written as:
min
x∈RN




‖AW Tx− b‖2D +
κ
2
‖(I −WW T )x‖2. (3.3.9)
The gradient of f(x) is given by
∇f(x) = WATD(AW Tx− b) + κ(I −WW T )x. (3.3.10)
Applying the linear approximation of f at y to replace f (y is a random vector,
and y ∈ RN), we have:
lf (x; y) := f(y) + 〈∇f(y), x− y〉+ λT |x|. (3.3.11)
Equation (3.3.11) shows 1) ∇f is Lipschitz continuous on RN , it means:
‖∇f(x)−∇f(y)‖ ≤ L‖x− y‖, ∀x, y ∈ RN , for some L > 0 (3.3.12)
2) f is convex. With these two results, we can have:
f(x) + λT |x| − L
2
‖x− y‖2 ≤ lf (x; y) ≤ f(x) + λT |x| ∀x, y ∈ RN . (3.3.13)








If we can find the solutions to (3.3.14), then we can solve (3.3.7). Therefore, the
main focus is how to solve the subproblem (3.3.14). Since the objective function
13
of (3.3.14) is strongly convex, the solution to (3.3.14) is unique. Ignoring the





‖x− g‖2 + λT |x|, (3.3.15)
where g = y − ∇f(y)
L
. It is necessary to define a soft-thresholding map sν : RN →
RN :
sν(x) := sgn(x)max{|x| − ν, 0}, (3.3.16)
where sgn is the signum function which is defined as
sgn(t) :=

+1 if t > 0;
0 if t = 0;
−1 if t < 0,
(3.3.17)
and  means the component-wise product, for instance, (x y)i = xiyi.





‖x− g‖2 + λT |x|. (3.3.18)
is sλ/L(g) = sgn(g)max{|g| − λ/L, 0}
Proof. We denote gi as the ith element of the vector g, and λi as the ith element
of the weight λ. The problem posed in (3.3.15) can be decoupled to N distinct





‖xi − gi‖2 + λi|xi|, for i = 1, 2, ..., N.
Taking the derivative of the above objection function with respect to xi and letting
14
it equal to 0, we obtain
L(xi − gi) + λi∂|xi| = 0, ∀i. (3.3.19)
i) if xi > 0,
λi + L(xi − gi) = 0 ⇒ xi = gi − λi/L,
Since gi − λi/L = xi > 0 ⇒ gi > λi/L ≥ 0,
⇒ gi > 0 ⇒ sgn(gi) = 1 and max{|gi| − λi/L, 0} = gi − λi/L,
Thus xi = sgn(gi)max{|gi| − λi/L, 0} = sλi/L(gi).
ii) if xi < 0,
−λi + L(xi − gi) = 0 ⇒ xi = gi + λi/L,
Since gi + λi/L = xi < 0 ⇒ gi < lambdai/L ≤ 0,
⇒ gi < 0 ⇒ sgn(gi) = −1 and max{|gi| − λi/L, 0} = −gi − λi/L,
Thus xi = sgn(gi)max{|gi| − λi/L, 0} = sλi/L(gi).
iii) if xi = 0,
∂|xi| ∈ [−1, 1] ⇒ L|gi|/λi ∈ [−1, 1] ⇒ |gi| < λi/L,
Thus |gi| − λi/L < 0 and max{|gi| − λi/L, 0} = 0 ⇒ xi = sλi/L(gi).
The convexity of the objection function of (3.3.15) is obvious, because it is the
sum of two convex functions. Thus sλ/L(g) is the solution of the optimization
problem(3.3.15).
15
Therefore, the detailed description of the Accelerated Proximal Gradient algorithm
can be presented as:
APG algorithm:
For a given nonnegative vector λ, choose x0 = x−1 ∈ RN , t0 = t−1 = 1. For
k = 0, 1, 2, . . . , generate xk+1 from xk according to the following iteration:




Step 2. Set gk = yk −∇f(yk)/L,
Step 3. Set xk+1 = sλ/L(gk),











in every iteration. Since tk+1 must satisfy the
inequality t2k+1 − tk+1 ≤ t2k. As indicated in [53] (Proposition 1), it is better that
tk increase to infinity faster given the convergence speed. So with equality in the
above inequality, we can get the formula to derive tk+1. The reason for chosen
tk−1−1
tk
is a necessary condition that the objective is decreasing as also showed in
[53] (Proposition2).
With the fixed stepsize in the APG algorithm by tk = 1 for all k, it is the
Proximal Forward-Backward Splitting (PFBS) algorithm presented in [27–34] and
the Iterative Shrinkage/Thresholding (IST) algorithms [35–38].The advantage of
the these algorithms is the cheap computational cost. However, the sequence xk
generated by these algorithms may converge slowly. It was proved in [26] that the
APG algorithm gets an -optimal solution in ©(√L/) iterations, for any  > 0.
The following lemma shows that the optimal solution set of (3.3.7) is bounded.
And the theorem behind the lemma gives an upper bound on the number of
16
iterations for the APG algorithm in solving (3.3.15) to achieve -optimality. The
lemma and the theorem can be proved by using [26, Lemma 2.1] and [26, theorem
2.1]. The proof is included for completeness.
Lemma 3.3.1. For each positive vector λ, the optimal solution set χ∗ of (3.3.7)
is bounded. In addition, for any x∗ ∈ χ∗, we have






T |xLS|/λmin} if A is surjective;
‖b‖2D/(2λmin) otherwise:;
(3.3.21)
with λmin = mini=1,...,nλi and xLS = WA
T (AAT )−1b.
Proof. Considering the objective value of (3.3.7) at x = 0, we obtain that for any
x∗ ∈ χ∗,




‖x∗‖1 ≤ ‖b‖2D/(2λmin). (3.3.23)
On the other side, if A is surjective, then by considering the objective value of
(3.3.7) at x = xLS, xLS is the solution of
1
2





‖AW TWAT (AAT )−1b− b‖2D +
κ
2
‖(I −WW T )WAT (AAT )−1b‖2,
Since W TW = I,
‖AW TWAT (AAT )−1b− b‖2D = ‖AAT (AAT )−1b− b‖2D = ‖b− b‖2D = 0,
17
and
‖(I −WW T )WAT (AAT )−1b‖2 = ‖WAT (AAT )−1b−WW TWAT (AAT )−1b‖2
= ‖WAT (AAT )−1b−WAT (AAT )−1b‖2 = 0,
Thus f(xLS) = 0.
λmin‖x∗‖1 ≤ f(x∗) + λT |x∗| ≤ f(xLS) + λT |xLS| = λT |xLS|. ∀x∗ ∈ χ∗. (3.3.24)
Theorem 3.3.2. Let {xk}, {yk}, {tk}, be the sequences generated by APG. Then,
for any k ≥ 1, we have
f(xk) + λ
T |xk| − f(x∗)− λT |x∗| ≤ 2L‖x
∗ − x0‖2
(k + 1)2
, ∀x∗ ∈ χ∗. (3.3.25)
Hence
f(xk) +λ
T |xk|−f(x∗) +λT |x∗| ≤  whenever k ≥ 2L

(‖x0‖+χ)−1, (3.3.26)
where χ is defined as in Lemma 3.3.1.
Proof. Fix any k ∈ {0, 1, . . .} and any x∗ ∈ χ∗. Let sk = sλ/L(gk) and xˆ =
((tk − 1)xk + x∗)/tk. By the definition of sk and Fermat’s rule [39],we have
sk ∈ arg min
x
{lf (x : yk) + L〈sk − yk, x〉}. (3.3.27)
Hence
lf (sk; yk) + L〈sk − yk, sk〉 ≤ lf (xˆ; yk) + L(sk − yk, xˆ). (3.3.28)
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Since
〈sk − yk, xˆ〉+ 1
2
‖sk − yk‖2 − 〈sk − yk, sk〉 = 1
2





‖sk − yk‖2 − L〈sk − yk, sk〉 to both sides of the inequality (3.3.29) yields
lf (sk; yk) +
L
2
‖sk − yk‖2 ≤ lf (xˆ; yk) + L
2
‖xˆ− yk‖2 − L
2
‖xˆ− sk‖2. (3.3.30)
For notational convenience, let F (x) = f(x) + λT |x| and zk = (1 − tk−1)xk−1 +
tk−1xk. The inequality (3.3.30) with sk = xk+1 and the first inequality in (3.3.13)
imply that
F (xk+1) ≤ lf (xk+1; yk)+ L
2





≤ tk − 1
tk







‖(tk − 1)xk + x∗ − tkyk‖2
− L
2(tk)2











‖x∗ − zk‖2 − L
2(tk)2
‖x∗ − zk+1‖2








‖x∗ − zk‖2 − L
2(tk)2
‖x∗ − zk+1‖2. (3.3.31)
In the above, the last inequality applied (3.3.13). The second inequality used the
fact that tk ≥ 1 ∀k and the convexity of lf .










In (3.3.32),we used the fact that (tk−1)2 = tk(tk − 1). From (3.3.32), and t0 = 1,
19
z0 = x0, we get
(tk)
2(F (xk+1)− F (x∗)) ≤ L
2
‖x∗ − x0‖2. (3.3.33)
By [10, Lemma 4.3], tk ≥ k+12 ∀k ≥ 1, thus we obtain (3.3.25). On the other
hand, by using the inequality, ‖x∗−x0‖ ≤ ‖x∗‖+‖x0‖ ≤ ‖x∗‖1+‖x0‖ and Lemma
3.3.1, the required result in (3.3.26) can be obtained.
Chapter 4
Dictionary Learning
4.1 Maximum Likelihood Methods
Maximum Likelihood(ML) methods proposed in [14–17] constructed over-completed
dictionary D by probabilistic reasoning. The denoising model assumes that every
example y satisfies
y = Dx+ v, (4.1.1)
where x is a sparse representation and v is Gaussian white noise with variance σ2.
In order to find a better dictionary D, these works consider the likelihood function
P (Y |D) with a fixed set of examples Y = {yi}Ni=1 and search for the dictionary D
which can maximize the likelihood function.
Two additional assumptions have been made in order to proceed. One is




P (yi, x|D)dx =
∫
P (yi|x,D) · P (x)dx. (4.1.3)
20
21
Since the v in (4.1.1) is Gaussian, we have
P (yi|x,D) = Const · exp{ 1
2σ2
‖Dx− yi‖2}. (4.1.4)










Instead of caculating the difficult integration, the extremal value of P (yi, x|D) can





P (yi, xi|D) = argmin
xi
{‖Dxi − yi‖2 + λ‖xi‖1}. (4.1.6)
An iterative method can solve (4.1.6). Each iteration has two steps: the first is s-
parse coding stage by a simple gradient descent procedure; the second is dictionary
updating stage which is suggested in [16]:
D(n+1) = D(n) − ηΣNi=1(D(n)xi − yi)xTi . (4.1.7)
4.2 MOD Method
The Method of Optimal Directions (MOD) in [18–20] was proposed by Engan
et.al.. The sparse coding stage by OMP and the dictionary updating stage are
included in MOD. The main advantage of the MOD is its simplicity of dictionary
updating stage. After the representation of each example over dictionary D is
calculated, the mean square error(MSE) of the whole representation is defined as
‖E‖2F = ‖[y1−Dx1, y2−Dx2, y3−Dx3, . . . , yN −DxN ]‖2F = ‖Y −DX‖2F . (4.2.8)
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The notation ‖A‖F means Frobenius Norm defined as ‖A‖F =
√
ΣijA2ij.
Since X and Y are fixed, a better dictionary to minimize the above MSE can
be found. We take the derivative of (4.2.8) with respect to D.
‖Y −DX‖2F = Trace((Y −DX)T (Y −DX)),
dtr((Y T −XTDT )(Y −DX)) = dtr(Y TY −XTDTY − Y TDX +XTDTDX)
= 0− tr(Y XT (dD)T )− tr(XY T (dD)) + tr(d(XXTDT )D +XXTDT (dD))
= tr(−(dD)XY T ) + tr(−XY T (dD)) + tr((dD)XXTDT ) + tr(XXTDT (dD))
= tr(−XY T (dD)−XY T (dD) +XXTDT (dD) +XXTDT (dD))




= 2XXTDT − 2XY T .
we get
2XXTDT − 2XY T = 0,
⇒ (Y −DX)XT = 0.
D(n+1) = Y X(n)
T · (X(n)X(n)T )−1. (4.2.9)
Equation (4.2.9) could be applied to find a better dictionary.
4.3 Maximum A-posteriori Probability Approach
The Maximum A-posteriori Probability (MAP) approach in [20–23] has been de-
veloped by Engan et.al.. The MAP approach adopted a probabilistic point of view
and used the posterior P (D|Y ). By Bayes rule, P (D|Y ) ∝ P (Y |D)P (D) can be
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obtained.
The sparse coding stage is implemented by the Focal Under-determined Sys-
tem Solver (FOCUSS) .The dictionary updating stage in Maximum A-Posteriori
Probability Approach avoids a direct minimization with respect to D as in MOD,
because we need to calculate a prohibitive n × n matrix inversion. The itera-
tive gradient descent alternatively has been applied[20]. Therefore the dictionary
update formula with a prior that constrains D can be written as
D(n+1) = D(n) + ηEXT + η · tr(XETD(n))D(n). (4.3.10)
4.4 Unions of Orthonormal Bases
In [24] Lesage et.al. presented a method composed of a union of orthonormal bases
together as a dictionary
D = [D1, D2, . . . , DL], (4.4.11)
where Di ∈ Rn×n, j = 1, 2, . . . , L are orthonormal matrices. The dictionary of this
structure is more efficient in dictionary updating, although the requirement of the
dictionary structure is too restrictive [24].
The sparse coding stage applies the Block Coordinate Relaxation (BCR) algo-
rithm [25]. The main contribution of unions of orthogonal bases is the simplicity
of the sparse coding stage.
Assuming the sparse representations X is fixed, then X can be separated to L
pieces:
X = [X1, X2, . . . , XL]
T , (4.4.12)
where Xi is the matrix containing the coeffcients of the orthonormal dictionary
Di.
The dictionary updating stage has two steps: one is computing the residual
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matrix
Ej = [e1, e2, . . . , eN ] = Y − Σi 6=jDiXi. (4.4.13)




T , Dj = UV
T . (4.4.14)
The proposed method improves each matrix Dj sequentially, and the replacement
of Dj reduces the residual matrix Ej.
4.5 K-SVD method
The K-SVD method is used to train a suitable dictionary [42]. The K-SVD method
is applied in the dictionary updating stage of the proposed algorithm. The main
advantages of the K-SVD method are flexibility and simplicity. The flexibility
means the sparse coding stage of the K-SVD method is able to run with any
pursuit algorithm. The simplicity means the appeal of the proposed algorithm
should be similar to K-Means algorithm including the sparse coding stage and the
dictionary updating stage. Moreover, the K-SVD method is efficient, because it
has an effective sparse coding stage and a Gauss-Seidel-like accelerated dictionary
updating stage. In order to describe the K-SVD method more clearly, the K-Means
algorithm is first introduced.
4.5.1 K-Means algorithm
The K-Means algorithm is used for training Vector Quantization codebook. The
K codewords compose a codebook which is used to represent a wide set of signals
Y = {yi}Ni=1(N  K) by nearest neighbor assignment. Compression of signals
is an efficient application of K-Means method, as clusters in Rn surrounding the
chosen codewords. We denote the codebook by C = [c1, c2, . . . , cK ], each column
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of which is a codeword. Suppose C is fixed, then we represent each signal by its
nearest codeword in C(under l2-norm distance). The above description can be
written as
yi = Cxi, (4.5.15)
where xi = ei is a vector which has a one in the i-th position and all zero in other
positions. The index i is selected by
∀k 6=j‖yi − Cej‖22 ≤ ‖yi − Cek‖22. (4.5.16)
It can be considered as an extreme case of sparse coding if we only use one atom to
represent each signal and the coefficient is forced to be 1. All above is the sparse
coding stage of the K-Means algorithm. After the representation X of the signals
Y is obtained, X is formed by column stacking all vectors xi, and the codebook
can be updated. The purpose of the codebook updating is to minimize the overall
representation MSE which is defined as:
E = ΣKi=1e
2
i = ‖Y − CX‖2F , (4.5.17)
where e2i = ‖yi − Cxi‖22. Since all the columns of X are taken from the trivial
basis, the codebook updating stage can be rewritten as
min
C,X
{‖Y − CX‖2F} s.t.∀i, xi = ek for some k. (4.5.18)
The K-Means algorithm is an iterative method used for designing the optimal
codebook for Vector Quantization[40]. It updates the representation X and the
codebook C in each iteration. Obviously, either a reduction or no change in the
MSE is guaranteed at each iteration. Thus the algorithm ensures a monotonic
decrease of the MSE, it should converge to at least a local minimum solution.
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4.5.2 Dictionary selection part of K-SVD algorithm
Similar to the K-Means algorithm, the K-SVD algorithm has the sparse coding
stage and the dictionary updating stage. The detailed implementation of the K-
SVD algorithm and the convergence of the dictionary updating part of the K-SVD
algorithm are included as follows.
Generally, the overall sparse representation problem with dictionary updating
can be written as
min
D,X
‖Y −DX‖2F s.t. ‖xi‖0 < T ∀i, (4.5.19)
where Y means the whole set of signals, T is the predetermined number of nonzero
entries in xi, D is the dictionary and X is formed by column stacking all repre-
sentations xi over D.
To minimize the expression in (4.5.19) iteratively. Firstly, Orthogonal Match-
ing Pursuit(OMP) algorithm[3–6] is employed with an initial estimated dictionary
to find the best coefficient matrix X. Once all efficient representation vector is
found, the matrix X is fixed and the K-SVD algorithm can improve the dictio-
nary D from the fixed dictionary which is used in the previous sparse coding stage
together with the nonzero coefficients. As a result, the overall MSE is reduced.
The K-SVD algorithm updates only one atom in the dictionary at a time. Thus
when we update the kth atom of the dictionary D, all the atoms except dk of the
dictionary D and the matrix X are fixed. We denote the kth row of the matrix
X as xSk . The non-zero elements of x
S
k indicate the signals which use the dk atom
in the linear combination of the representation. The representation MSE can be
written as
‖Y −DX‖2F = ‖Y − ΣKj=1djxSj ‖2F
= ‖Y − Σj 6=kdjxSj − dkxSk‖2F
= ‖Ek − dkxSk‖2F .
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In the above equation, we separate the MSE into two terms: the error when the
atom dk is not taken into account, and the error reduction given by the flexible
atom dk. Thus the problem of minimizing the MSE concentrates on finding a
rank-1 matrix which best approximates the error matrix Ek.
It is known performing a Singular Value Decomposition(SVD) on Ek is an easy
way to complete this task. The SVD finds the closest rank-1 matrix (in Frobenius
norm) that approximates Ek, thus it effectively minimizes the MSE. However, this
solution may cause a mistake, since we update the kth row of X at the same time,
and new xSk may lose its sparsity which cannot be guaranteed in SVD.
In order to overcome the problem, an interesting remedy has been developed
in [41]. Instead of performing the SVD on the matrix Ek directly, the SVD is
applied on a smaller matrix which varies from Ek. Firstly, we define ωi as the set
of indices pointing to signals {yi} that use the atom dk. This can be written as
ωk = {i|1 ≤ i ≤ K, xSk (i) 6= 0}. (4.5.20)
Secondly, we define Ωk as a matrix of size N × |ωi|, where it has ones on the
(ωk(i), i)th entries and zeros elsewhere. The multiplication E
R
k = EkΩk creates a
matrix of size n× |ωk| which corresponds to examples that use the atom dk. The
multiplication xRk = x
S
kΩk is a new vector which is composed of all the nonzero
element of xSk . Therefore, if we only update dk and x
R
k , the sparsity of the repre-
sentation can be guaranteed and all the zeros in X will remain as zero. Thus the
representation MSE of the selected columns is given by:
‖EkΩk − dkxSkΩk‖2F = ‖ERk − dkxRk ‖2F . (4.5.21)




Then we define the new dk as the first column of U and the new nonzero part of
coefficient xRk as the first column of V multiplied by ∆(1, 1). A detailed descrip-
tion of K-SVD method is given below.




‖Y −DX‖2F s.t. ‖xi‖0 < T ∀i.
Initialization : Set the dictionary matrix D(0) ∈ Rn×K with l2 normalized columns.
Set J = 1.
Repeat until convergence (stopping rule):
• Sparse Coding Stage: Use OMP algorithm to compute the representation vectors
xi for each example yi, by solving
i = 1, 2, . . . , N, min
xi
‖yi −Dxi‖22 s.t.‖xi‖0 < T.
• Dictionary Update Stage: For each column k = 1, 2, . . . , K in DJ−1, update it
by
- Define the group of examples that use this atom, ωk = {i|1 ≤ i ≤ N, xSk (i) 6= 0}
- Compute the overall representation MSE matrix Ek, by
Ek = Y − Σj 6=kdjxSj .
- Restrict Ek by choosing only the columns corresponding to ωk, and obtain E
R
k .
- Apply SVD decomposition ERk = U∆V
T . Choose the updated dictionary column
d˜k to be the first column of U . Update the coefficient vector x
R
k to be the first
column of V multiplied by ∆(1, 1).
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• Set J = J + 1.
The convergence of K-SVD algorithm is discussed as follows. The convergence
of the algorithm is mainly dependent on the algorithm used in the sparse coding
stage. The convergence of the pursuit algorithm which is used in the sparse coding
stage of K-SVD algorithm can not be guaranteed. For the dictionary updating
stage, the overall representation MSE is minimized or remains the same in each
dictionary updating stage, while the sparsity of the representation is guaranteed.
Thus convergence to a local minimum is guaranteed. In summary, the convergence




In many sparse coding methods with a fixed dictionary, the whole image is consid-
ered directly. However, the dictionary is quite large for this typical strategy. For
instance, suppose the size of the image is 512×512 pixels, the size of over-complete
dictionary for it is 262144 ×K(K  262144) . Although we even do not update
the dictionary, the dictionary still requires large memory space.
In order to solve this problem, the patch-based strategy is applied. The big
image was separated into some overlapped small patches. Therefore the size of
the over-complete dictionary and the computation complexity of the dictionary
updating stage are reduced. Images used in this thesis are 512× 512 pixels. They
are separated as (512 − 8 + 1)2 small patches of 8 × 8 pixels, and the size of the
dictionary is 64× 256. It is easier to store and update.
After all the denoised version of the small patches are obtained, these small
patches need to be mixed together to generate a denoised version of the original
image. We define
yij = RijY, (5.1.1)
where Y is the noisy large image, and Rij is a matrix that extracts the ijth block
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from the image. yij means the vector which is from the ijth patch in the image.







where Yˆ is the denoised version of Y , and xˆij is the sparse representation of the
small patch yij.
5.2 The Proposed Algorithm
The proposed algorithm has two steps. Step One is the sparse coding stage with
the APG algorithm which aims to find the best sparse approximation of the vector
yij. Step Two is the dictionary updating stage including the dictionary selection
part of the K-SVD method which aims to find the best dictionary based on the
corrupted image itself. Initially, we fix the dictionary as the overcomplete Discrete
Cosine Transform(DCT) dictionary, then we will get all sparse representation xij
in the sparse coding stage. Secondly, we use these xij to update the dictionary.
We iterate Step One and Step Two several times. After iterations, a better over-
complete dictionary can be obtained. Finally, the APG algorithm is applied to
find all sparse representation xij over the better overcomplete dictionary. The
denoised image is given by the average function(5.1.2).
A full description of the proposed algorithm is given below.
Task: Denoise a given image Y form white and additive Gaussian white noise
Algorithm Parameters: n - block size, k - dictionary size, J - number of training
iterations, Rij - an matrix that extracts the ijth block from the image
min
D,X
{Σij‖RijY −Dxij‖22 + Σijλij‖xij‖1}.
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1. Initialization : Set D = overcomplete DCT dictionary, denote yij = RijY .
2. Repeating J times:
• Sparse Coding Stage: Use APG algorithm to compute the representation vectors
xij for each patch yij, by solving
min
xij
‖yij −Dxij‖22 + λij‖xij‖1, ∀ij
Given nonnegative vector λij, choose a0 = a−1 ∈ RN , t0 = t−1 = 1. For k =
0, 1, 2, . . . , generate ak+1 from ak according to the following iteration:




Step 2. Set gk = zk −DT (Dzk − yij)/L,
Step 3. Set ak+1 = sλij/L(gk),






Then we let xij = a
∗, where a∗ is the best sparse representation of the patch yij
by APG algorithm.
• Dictionary Update Stage: For each column l = 1, 2, . . . , K in D, update it by
- Find the set of patches that use this atom, ωl = {(i, j)|xij(l) 6= 0}
- For each index (i, j) ∈ ωl, compute its representation error
elij = yij − Σm 6=ldmxij(m).
- Set El as the matrix whose columns are {elij}(i,j)∈ωl .
- Apply SVD decomposition El = U∆V
T . Choose the updated dictionary column
d˜l to be the first column of U . Update the coefficient values {xij(l)}(i,j)∈ωl to be
the entries of V multiplied by ∆(1, 1).
3. Applying the APG method to compute all the representation vectors xˆij over
the better dictionary D











Numerical experiments have been performed by the proposed algorithm on image
denoise problems. The results of the numerical experiments indicating the perfor-
mance of the proposed algorithm on image denoise problems are as good as those
achieved by the original K-SVD algorithm.
Generally, the image denoise problem can be modeled as
Y = Yˆ + n, (6.0.1)
where Y is the observed image, Yˆ is the ideal image and n is the noise. The image
denoise problems could be solved by finding the sparse approximation of the noisy
image. The sparse approximation of Y can be written as:
Y = Dx, (6.0.2)
where D is a overcompleted dictionary, and x is the sparse representation of Y .
In order to find x, we need to solve an unconstraint optimization problem:
min
x
‖Dx− Y ‖2F + λ‖x‖1. (6.0.3)
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Table 6.1: PSNR results for barbara
σ=10 σ=15 σ=20 σ=25 σ=30
DCT-based 29.81dB 28.42dB 28.24dB 27.57dB 26.37dB
TV 26.54dB 26.29dB 25.76dB 24.99dB 23.95dB
K-SVD 34.26dB 32.17dB 30.6dB 29.45dB 28.47dB
our method 33.13dB 31.04dB 29.49dB 28.22dB 27.17dB
Table 6.2: PSNR results for lena
σ=10 σ=15 σ=20 σ=25 σ=30
DCT-based 32.32dB 32.15dB 30.82dB 28.54dB 26dB
TV 33.05dB 32.23dB 30.6dB 28.47dB 26.36dB
K-SVD 35.41dB 33.57dB 32.24dB 31.18dB 30.28dB
our method 34.45dB 32.82dB 31.6dB 30.48dB 28.88dB
We apply the proposed method on the images with different levels of noise(σ =
10, 15, 20, 25, 30), and get the pretty good results. The Lipschitz constant in the
APG algorithm is set as L = 20 in our experiments. The performance of our
method and that from DCT-based algorithm, wavelet-based algorithm and the
K-SVD method are compared by the data and the images as followed. The Peak
Signal-to-Noise Ratio(PSNR) is an engineering term for the ratio between the
maximum possible power of a signal and the power of corrupting noise that affects
the quality of its representation. It is commonly used as a measure of quality of









where x˜ij denote the data from the original clear image, and xij denote the data
from the denoised image.
As can be seen in Figure 6.1-6.3 and Table 6.1-6.3, the results from the proposed
approach are compared favorably against those from other methods.
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Table 6.3: PSNR results for pepper
σ=10 σ=15 σ=20 σ=25 σ=30
DCT-based 32.21dB 32dB 30.8dB 28.51dB 26.01dB
TV 33.37dB 32.41dB 30.68dB 28.52dB 26.35dB
K-SVD 34.62dB 33.14dB 32.09dB 31.26dB 30.42dB
our method 33.9dB 32.26dB 31dB 30.41dB 28.89dB
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Figure 6.1: Top-left - the original image, and Top-Right - the noisy image(PSNR
= 20.19dB). Middle-left - denoising by TV-based algorithm(PSNR = 24.99dB);
Middle-right - denoising by DCT-based algorithm(PSNR = 27.57dB); Bottom-left
- denoising by K-SVD method(PSNR = 29.38dB); Bottom-right - denoising by the
proposed method(PSNR = 28.22dB).
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Figure 6.2: Top-left - the original image, and Top-Right - the noisy image(PSNR
= 20.19dB). Middle-left - denoising by TV-based algorithm(PSNR = 28.52dB);
Middle-right - denoising by DCT-based algorithm(PSNR = 28.51dB); Bottom-left
- denoising by K-SVD method(PSNR = 31.26dB); Bottom-right - denoising by the
proposed method(PSNR = 30.41dB).
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Figure 6.3: Top-left - the original image, and Top-Right - the noisy image(PSNR
= 20.19dB). Middle-left - denoising by TV-based algorithm(PSNR = 28.47dB);
Middle-right - denoising by DCT-based algorithm(PSNR = 28.54dB); Bottom-left
- denoising by K-SVD method(PSNR = 31.18dB); Bottom-right - denoising by the




The advantage and limitation of the proposed method are discussed as follows.
The main advantage of the proposed method is the convergence is guaranteed.
The APG algorithm to alternate the pursuit methods is applied in the sparse
coding stage. The convergence of APG algorithm has been proved in section 3,
although the convergence of the pursuit methods is not guaranteed. In the dictio-
nary updating stage, the representation MSE is reduced or maintained the same
at each iteration. Thus the convergence of the whole method can be guaranteed.
However, the limitation in the proposed method still exists. The main task
of the dictionary update stage is to reduce the representation MSE. Sometimes,
the current atom is replaced by an atom similar to one previous atom. Although
MSE may be reduced, two same atoms in a dictionary are not efficient. In order
to overcome this problem, we could add one regularization term at the distance
between the updating atom and the previous atoms into the optimization problem.





An efficient image denoising method has been developed. The representation dic-
tionary could be adaptive to given degraded image. The proposed approach is
based on an iterative scheme that alternatively refines the dictionary and corre-
sponding sparse approximation of true image. Two steps are taken in the ap-
proach. One is the sparse coding part which finds the sparse approximation of
true image via accelerated proximal gradient algorithm; the other is the dictio-
nary updating part which sequentially updates the elements of the dictionary in
a greedy manner. The proposed approach is applied to solve the image denoising
problems. The results from the proposed approach are compared favorably against
those from other methods. The advantage of the proposed method is that the con-
vergence is guaranteed although a possible limitation still exists in the dictionary
update stage.
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