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Abstract: The master problem in Benders’s partitioning method 
is an integer program with a very large number of constraints, 
each of which is usually generated by solving the integer 
program with the constraints generated earlier. Computational 
experience shows that the subset B of those constraints of the 
master problem that are satisfied with equality at the linear 
programming optimum often play a crucial role in determining 
the integer optimum, in the sense that only a few of the 
remaining inequalities are needed. We characterize this subset 
B of inequalities. If an optimal basic solution to the linear 
program is nondegenerate in the continuous variables and hasp 
integer-constrained basic variables, then the corresponding set 
B contains at most 2P inequalities, none of which is implied by 
the others. We give an efficient procedure for generating an 
appropriate subset of the inequalities in B. which leads to a 
considerably improved version of Benders’s method. 
Keywords: Mixed integer programming, partitioning, decom- 
position. 
1. Introduction 
(P> 
Consider the mixed integer program 
min cx+gv, 
Axi- Dy=b, 
x2o,o<y<q, 
y E Q, 
and its linear programming relaxation (LP), ob- 
tained by removing the condition y E f2. Here A is 
m X r, D is m X n, and OC R” is an arbitrary 
finite set. 
Benders [l] has shown that (P) is equivalent to 
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(in the sense of having the same y-component for 
an optimal solution, as) 
min wO, 
w&g-d’D)y+u”b, kcS. 
0 > -vkDy + vkb, k E T, 
q>,y>,O,yEQ, 
(PI) 
where S and T are the index sets for the extreme 
points and extreme direction vectors, respectively, 
of 
U=(uERmIuA gc}. 
For any y E R”, consider the pair of dual linear 
programs 
min{cx I Ax = b - Dy, x a O} 
and 
(WYH 
max{u( b - DY) I d f c}. (WY)) 
The standard procedure (also due to Benders) 
for solving (P) by using the above equivalence is to 
consider a relaxation (P,) of (P,), which consists of 
minimizing wO subject to q>,y > 0, y E 3, and 
some of the constraints indexed by S and T. At the 
start, the only constraints of (P,) may be q a y a 0, 
y E 3. A sequence of the following two steps is 
then applied. 
1. Solve the current (P,). Let (w,“, yk) be the 
optimal solution obtained. Go to 2. 
2. Solve (LD(yk)). Let u’ be an optimal ex- 
treme point of U, if one exists; or else, let uk be an 
extreme point, and vk an extreme direction vector, 
such that 
uki-fXVkEU, tlx>o 
and 
v”(b - Dy”) a 0. 
In both cases, uk defines for (P,) a constraint of 
the type indexed by S, while in the second case, oh 
also defines a constraint of the type indexed by T. 
Add these constraints to (P,) and go to 1. 
At every iteration, the minimum w,” of the 
current (P,) provides a lower bound on the value 
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of an optimal solution 
u”(b - Dy”) +gvk 
obtained from solving 
to (P,), while 
(LD(y”)), provides an up- 
per bound. The lower bound w: is monotone 
increasing. The procedure stops when the upper 
and lower bounds become equal. 
The main difficulty with the above procedure is 
that in order to generate the subset of inequalities 
of (P,) required to identify an optimal y, one has 
to repeatedly solve problems of the form (Pi), a 
computationally difficult task. It is therefore of 
interest to find other ways of generating con- 
straints for (P,). In one such attempt, D. Mc- 
Daniel and M. Devine [2] have temporarily re- 
moved the constraint y E Q from (P,) in the above 
two-step procedure, i.e. have temporarily replaced 
(P,) by its linear programming relaxation. This 
change amounts to applying Benders’s procedure 
to (LP) instead of (P). In the process of solving 
(LP) by Benders’s procedure, a subset of the in- 
equalities of (P,) is generated. Furthermore, it was 
found that using these inequalities to define the 
initial problem (P,) in Benders’s procedure as ap- 
plied to (P), has often resulted in finding an opti- 
mal solution to (P) in just a few iterations [2]. 
This suggests that the set of those inequalities 
- - 
of (P,) that are tight for (WO, y), where (x, y) is an 
optimal solution to (LP) and &, = CX + 5, or some 
appropriate subset of this set, is a highly desirable 
starting point for Benders’s procedure. It should 
be mentioned in passing that U has no extreme 
ray uk such that 
u”( b - DJ) > 0, 
or else LP( 3) would be infeasible. Therefore none 
of the constraints indexed by T is binding at 7, i.e. 
JJ is uniquely defined by the set of those inequali- 
ties indexed by S that hold with equality for j. The 
index set for these inequalities will be denoted by 
S(v), i.e. we define 
S(_~)={&ESIU’~=(~-U~D)~+U’~}. 
In this paper we describe a new version of 
Benders’s procedure, which is a considerable im- 
provement over the original one. First, we char- 
acterize the subsystem of those inequalities of (P,) 
indexed by S(y), in terms of the simplex tableau 
associated with the optimal solution (X, J) to (LP). 
If (X, j) is nondegenerate in the components of X, 
the cardinality of S(j) is bounded by 2p, where p 
is the number of basic components of J. This is a 
best possible bound, which is attained quite fre- 
quently. Thus the optimal solution (&, j) to (LP,), 
the linear programming relaxation of (P,), is usu- 
ally highly degenerate (2P is usually considerably 
larger than n + 1, the number of inequalities that 
have to be satisfied with equality by any basic 
solution). Nevertheless, we show that none of the 
inequalities indexed by S(y) is implied by the 
remaining inequalities of S(J). Thus each of these 
inequalities may be needed to define an optimal 
solution to (P,), though only p + 1 inequalities are 
needed to define, together with the inequalities 
y, > 0 or y, < 4, for the nonbasic components of F, 
the optimal solution (ii&, j) to (LP,). We give a 
procedure which generates as many of the inequal- 
ities indexed by S(y) as desired, at the cost of one 
pivot for each inequality, except for the first one, 
which requires p pivots. The improved Benders 
algorithm then consists of first using the above 
procedure to generate an initial constraint set for 
(P,), namely an appropriate subset of the set 
indexed by S( jj), and then continuing as usual. 
2. The binding constraints of (LP,) 
- - 
An optimal basic solution (x, y) to (LP), with 
the basic and nonbasic components of x and y 
indexed by I,, J, and ly, Jy respectively, can.,be 
represented in simplex tableau format as 
L=U oo+ c %,(-x,) 
/E-f, 
+ c %,kY,L iEI.Y, (1) 
JEJ, 
Y, = a,, + c Q,.,FXj) 
/EJ, 
+ c a,,(-y,), iEJv. 
/EJj 
where u “, G 0, Vj E _I,, and where (X, J) is defined 
by 
E. Balas, C. Bergthaller / Benders’s method revisrted 
and 
I 
a 10, ‘EI,., 
y,= 0, iEJp,aO,=GO, 
4 I) iEJV,a,,>O. 
Here a, = CX + @, the value of the optimal 
solution (X, j) to (LP). 
Note that si is an optimal solution to (LP(y)), 
while (WO, y), where W0 = a,, is an optimal solu- 
tion to (LP, ), the linear programming relaxation of 
(P,) (i.e. the problem obtained from (P,) by re- 
moving the condition y E St). 
We will assume that A is of full row rank. 
Whenever this is not the case, unit vectors corre- 
sponding to artificial variables with appropriate 
costs can be introduced in order to make the 
assumption hold. 
Now consider X. As a (basic) optimal solution 
to (LP( y)), X is clearly degenerate, since substitut- 
ing jj for y in the right-hand side vector of (LP( y)) 
sets all the basic variables corresponding to the 
rows indexed by ZY in tableau (1) equal to zero. 
Thus there is more than one basis that can be 
associated with X. Actually, every basis obtained 
from (1) by a sequence of II,,1 pivots, each of which 
replaces some y,, i E Z?, with some x,, j E J,, pro- 
duces an optimal basic solution to (LP(J)). Not 
every such basis, however, corresponds to a feasi- 
ble solution to (LD(y)), i.e. to a point u E U. 
Those bases associated with 5 that correspond to 
feasible solutions uk to (LD(y)), i.e. to (extreme) 
points uk of U, define the inequalities of (P,) 
indexed by S(J). These are the inequalities that we 
wish to generate. 
Let R=(l)..., r} and N={l,..., n} be the in- 
dex sets associated with x and y respectively, and 
let 
N, ={jENI$=q,}. 
Consider a sequence of simplex tableaus and 
pivots defined by the following rule. Let the k th 
tableau be 
z=&+ c u&(-x,) 
/EJ: 
x,=40+ c 4,(-x,> 
/=J! 
+ c =f;,(-Y,), iEz;, 
JEJ: 
5 
(2) 
Y,=4+ c a,“,(-x,1 
/‘=J! 
+ C a;,(-~,), iEZf, 
JEJ: 
where the starting tableau, corresponding to k = 0, 
is obtained from (1) by setting 
u” =u 
I/ 'J' 
vi, J’, J’ * 0; 
Zp=Z, and .Zzo=.Zz forz=x,y; 
and 
u” =a IO IO + c =0/l,, 
JEN, 
iEZ*0UZyOU{O). 
The pivoting rule for the k th tableau is to 
choose i, E Z; and pivot either on (I,*~,, wherej, is 
defined by 
latj, I -= 
lal”.j,l 
or on =,eJ2, where jz is defined by 
latJ,l ldjl -= 
lak I 
min -. 
i.J2 J'++CO ldaJl 
(3) 
(4) 
Note that upper bounds don’t play any role in 
this rule: y,* is always pivoted out of the basis at 
its lower bound of 0, and when the pivoting occurs 
On a,.j2 -c 0, then xJ, enters the basis with a nega- 
tive value, i.e. is decreased rather than increased 
from its lower bound of 0. 
Theorem 1. For any sequence of k pivots following 
the rule defined by (3), (4), where 0 < k < IZ,?l, 
is a valid inequality for (P, ), which is satisfied with 
equality by ( KJ,, y). 
Proof. Let aj and d, denote thejth column of A 
and D respectively, and let y = (c, g). If B, de- 
notes the basis associated with the kth tableau (2) 
and yB, stands for the vector of basic components 
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of y, then in the starting tableau (k = 0) we have 
az,=yBoB;‘a,-c,<O, jEJ,“, 
and 
yB,B; ‘a, - c, = 0, j E I,“. 
Therefore u” = yB,B; ’ is a feasible solution to 
(LD(j)). 
Further, the pivoting rules defined by (3) and 
(4) preserve the signs of the coefficients 
atj=yBkB;‘a,-cj, J’EJ,“, 
and of course 
y,&B; ‘a, - c, = 0 
holds for all j E Z,” after each pivot. 
Hence each vector uk = yB,Z3;’ is a feasible 
solution to (LD( j)). 
Further, we have 
a$,=ukd.- 
J gJy 
VjEJF, 
and 
ukdJ - gJ = 0, Qj E Z:. 
On the other hand, for each k we have 
a&, = yBkB;‘b = ukb. 
Thus each inequality (5) can be restated as 
w,, > (g - ukD)y + ukb, 
where uk E U; hence each such inequality is valid 
for (P,). To show that it is satisfied with equality 
by (Go, y), we note that while each uk = ye Bk ’ is a 
feasible solution to (LD(y)), it also satisfies the 
complementary slackness condition 
(c-&)x=0 
for x = 2, which is a feasible (and optimal) solu- 
tion to (LP(J)). Hence each uk is an optimal 
solution to (LD( J)), and therefore 
u”( b - DJ) = cSZ 
and adding to both sides @J produces 
w0 = cx + gy 
= (g- ukD)jj+ukb. KI 
While each of the inequalities (5) is valid for 
(P,) and satisfied with equality by (iis,, J), these 
inequalities do not usually belong to the set index- 
ed by S(y) (or, for that matter, by S) except for 
the case when k = IJf/, i.e. when Z: = 0. The 
reason for this is that the vectors uk = ye,B;’ 
obtained by fewer than lZ,?l pivots are usually 
nonbasic feasible solutions to (LD(y)). To see this, 
note that, rewriting UA Q c as MA + t = c, each ( uh, 
t”) may have as many as m + ) J,” I positive compo- 
nents, whereas a basic (u”, tk) is restricted to at 
most r such components; but for k < [!,!I, I<:[ > 
r - m. On the other hand, as the next theorem 
shows, if the optimal solution (X. jr) is nondegen- 
erate in X, all the inequalities indexed by S(J) can 
be obtained from (1) by some sequence of lZ,?l 
pivots of the above type. 
Theorem 2. Assume up0 > 0, Vi E Z,“. Then the con- 
straints of (P, ) indexed by S(j) are precisely those 
inequalities (5) such that J,! = N, and each one of 
them can be obtained from the system (1) by some 
sequence of [<,:I pivots of the kind defined by (3), (4). 
Further, none of these inequalities is implied by the 
other ones. 
Proof. Since A is of full row rank, every basic 
component of y can be pivoted out of the basis in 
exchange for some component of x. When J,! = N, 
then Z: = 0, and all the columns of B, are col- 
umns of A, while ye, = cg,. Then uk = c,*B; ’ is a 
basic feasible solution to (LD(y)), i.e. an extreme 
point of U. Since the inequality (5) associated with 
each such uk was shown to hold with equality for 
(iGo, J), each such inequality belongs to the set 
indexed by S(J). Conversely, every inequality in- 
dexed by S(y) is defined by an optimal basic 
solution uk to (LD(y)), and if up0 > 0 for all 
i E I,“, then all such solutions can be obtained 
from the system (1) by replacing the components 
of y in the basis with components of x, while 
preserving dual feasibility. But the rules (3), (4) are 
easily seen to exhaust the class of pivots by which 
this can be done. 
To prove the last statement of the theorem by 
contradiction, suppose that for some h E S(J) the 
inequality 
W0-t C aby,>/a&, 
/‘=N 
which can also be written as 
w0 + ( uhD - g)y > uhb, (6) 
is implied by the other inequalities indexed by 
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S(J), together with 0 <y f q. Then 
uhb = min{w, + ( uhD - g)yl 
wo+(ukD-g)Y>u’b, 
k E S(F)\(h), 0 GY < q), 
and this minimum is attained for the same point 
(K&, 8) for which w, attains its minimum in (P,). 
Furthermore, the dual of the linear program in the 
brackets has an optimal solution A satisfying 
c h,=l, x>o; 
k=si(Y)-(h) 
c Ak(Ukdj-&) 
k=W.F)-(h) 
I 
<u ,--g, hd if y, = 0, 
= uhdj - g, if 0 ‘7, <q,, 
3uhdj-g, ify, = qJ. 
Denoting N+ = (j E N I 0 < Y, -C q,), from the 
above we have 
i 
c A,&- uh d,=O, jEN+. (7) 
k=s(.U-(h) 1 
On the other hand, each uk, k E S(y), is a basic 
optimal solution to LD(y). Though the bases of 
LP(p) associated with the various uk, k E S(y), 
differ among themselves, they all contain those 
columns ai of A which are basic in the optimal 
solution (X, jJ) to (LP). If Rt denotes the set of 
these columns, then JR+1 = m - (N+I, where m is 
the number of rows of A (and of 0). Thus, we 
have 
uka, = ci, iER+, 
for every k E S(J), and hence 
c Xkuk-uh (7’) 
kES(j)-(h) 
Denoting 
s= c X,Uk-Uh, 
k=S(.F)-(h) 
equations (7) and (7’) can be restated as 
Sd,=O, jEN+, 
Sai=O, iER+, 
(8) 
where [NC1 + (R+I = m, and where the m vectors 
d,, a, are linearly independent, since they are the 
columns of the basis associated with (2, y). 
Thus the unique solution of (8) is S = 0, and 
from (7) this implies that the vectors uk, k E S(v), 
are linearly dependent, contrary to the assumption 
that they are extreme points of U. 0 
Corollary 2.1. If up,, > 0, Vi E Z,“, then 
IS(U)1 =G zp, 
where p = I<,?I, and this is a best possible bound. 
Proof. Given the assumption, there are 2P possible 
sequences of pivots of the types defined by (3) and 
(4). It is trivial to construct examples in which 
both types of pivots are possible at each step, since 
this is the usual case. The numerical example at 
the end of the paper illustrates the point. •I 
The fact that Zp is a best bound on jS( j)l, 
which is attained more often than not, and yet 
none of the constraints indexed by S(j) is implied 
by the others, reveals an interesting feature of 
problem (P,). Since n -p inequalities of the form 
_Y,>O or y,<q,, corresponding to the nonbasic 
components of jr, are satisfied with equality by 
(Zr,, jr), only p + 1 inequalities of the set indexed 
by S(J) are needed to define the optimal solution 
(%&, jr) to (LP,). However, since none of the in- 
equalities of S(y) are implied by the others, they 
may all be needed to define an optimal solution to 
(P, ). While this is certainly a possibility, empirical 
evidence indicates that in most instances the size 
of the set needed to identify an optimal solution to 
(P,) is closer top + 1 than to 2p. Of course, some 
inequalities indexed by S\S( 9) may also be 
needed. 
So far we have assumed that (X, u) is nondegen- 
erate in X (i.e. that up, >O, Vi E 1,“). If we now 
remove this assumption and define 
I,* = {i E Z,“lu$ = 0}, 
we have: 
Corollary 2.2. 1f I,* * 0, eoery piuof in the pth 
tableau (where p = 1 I_:l) on an element a:,,, , with 
i * E I: and j, defined by 
4, A= a!, 
a:,. 
min - 
jcJ,Plal:,<O a:., 
(9) 
produces an inequality 
wo+ c 
P+l 
4,+ ‘Y, a a00 
,EJP” 
that belongs to the set S( 7). 
(10) 
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Proof. Since a$ = 0 for i E I,*, a pivot on a:*,* 
with i, E Z,* and j, as defined by (9) leaves the 
solution (X, J), hence the associated objective 
function value, unchanged. Therefore (F, J) satis- 
fies (10) with equality, i.e. (10) belongs to S(y). 
0 
Of course, when apo = 0 for some i E Z,“, it is 
not necessarily true that no inequality indexed by 
S(p) is implied by the others. On the other hand, 
in this case the extra pivots available offer an 
additional choice among inequalities of the set 
indexed by S(y). 
The rule defined by (3), (4) can be used to 
obtain all basic optimal solutions of (LD(y)), 
hence all the inequalities of (P,) indexed by S(y), 
by starting each time from tableau (1) and apply- 
ing lZy”I pivots. However, after the first sequence of 
p = lZ;l pivots, i.e. after obtaining the first basic 
optimal solution U’ and an associated tableau (2) 
with Z! = 0, there are better ways of finding 
additional optimal solutions, than by reverting to 
the starting tableau. A computationally cheaper 
procedure is as follows. 
Let the last tableau (2), with p = lZ,?l, be of the 
form 
z=a,P,+ c a&(-Q 
jGJe 
+ c a&(-Yj), (2') 
J'=J,!' 
x,=up,+ c a$(-x,) 
jEJf 
with J,” = N. This is the same as (2), since for 
p = IZ_il, one has Zp = Y 0. We recall that uij Q 0, 
Vj E J,“. Consider now a pivot on a,.,., where 
i* E Z,P\Z: is any row such that up’ j < 0 for at 
least one j E J,‘, and j, is defined by (9). 
Remark 1. Any pivot in a tableau of the form (2’) 
in a row i * E Z,P \ Z,” and a column j, given by (9) 
produces a tableau of the same form (with p 
replaced by p + l), such that (10) is one of those 
inequalities indexed by S(J). 
Proof. The pivoting rule (9) replaces a basis B, 
satisfying 
B,-‘(b-Djq>O, 
cB,Bp- 'A - c < 0, (11) 
with a basis BP+, also satisfying (11) (with p 
replaced by p + 1). Indeed, the choice of i, E Z,P\ 
Z,” guarantees the first inequality of (1 1), while the 
choice of j, by (9) guarantees the second one. 
Hence 
up+‘=c Bp+,B,zI 
is a basic optimal solution to (LD(J)). 0 
Note that, in order to obtain an inequality (10) 
from tableau (2’), one does not have to transform 
the whole tableau, but only the 0 row. In other 
words, a single tableau (2’) can serve for the 
computation of all the inequalities obtainable by 
exchanging any one of the basic variables x,, i E 
Z,“\Z,“, for the appropriate nonbasic variable xj, 
j E J,“. 
3. An improved version of Benders’s algorithm 
Theorem 1 and Remark 1 provide a way of 
generating the inequalities of (P, ) indexed by S( 7) 
at the cost of one pivot for each new inequality 
except for the first one, which requires IZ.y”l pivots. 
As mentioned above, though the maximum 
number of inequalities obtainable from (1) is 2p, 
the number actually needed to define a linear 
program whose set of optimal solutions is the same 
as that of (LP,), is p + 1. This does not imply that 
any set of p + 1 inequalities of S(f) defines such a 
linear program, only that such subsets of p + 1 
inequalities exist. One can use certain devices to 
choose the inequali!ies that one generates so as to 
make it very likely that they belong to such a 
subset, but these devices have a computational 
cost, and even if they produce the desired result, it 
does not follow that the set of inequalities thus 
obtained is an adequate representation of (P,) in 
the sense of having the same optimal solution 
(withy E a) as (P,). 
Therefore, in the algorithm described below, we 
chose the option of first generating t inequalities 
of S(y) in a relatively easy way, where t is some 
integer satisfying p + 1 G t G n + 1, and then 
checking whether any additional inequalities are 
needed to define a linear program that adequately 
represents (LP,). In case the test is negative, it also 
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delivers one of the additional inequalities that are 
needed. This is repeated, if necessary, until an 
adequate representation of (LP,) is obtained. At 
that point the problem (P,) defined by the current 
set of inequalities (and the constraint y E 52) is 
solved. The solution is then tested for optimality, 
and if the test fails, the procedure is continued as 
in the original Benders algorithm. 
To simplify the exposition, we assume that 
(LP(y)) is feasible for all y generated during the 
procedure, i.e. that T = 0 in (P,). The extension 
to the general case is obvious. 
Modified Benders Algorithm. 
Step 0. Solve (LP) by the simplex method for 
linear programs with bounded variables, and drive 
out of the basis every y, which is at its lower or 
upper bound. Let the optimal solution obtained be 
(x, jr), let Ed = c.Z + @, and let the associated 
simplex tableau be of the form (1). Make this into 
a tableau of the form (2) with k = 0, by replacing 
a,, with 
& = a,0 + C a,j4,, 
j=N, 
Set t to the desired value (p + 1 < t < n + l), set 
/!?= cc, and go to 1. 
Step 1. If 1; = 0, go to 2. Otherwise, choose 
i, E I)! and pivot either on a:*,, or on u:~~~, where 
j, and j, are defined by 
l'Aj,l la&l -= 
la,k.,,l 
min -, 
j=J:lo:,>a Id*,1 
and 
respectively. Then set k + k + 1, and go to 1. 
Step 2. Generate the inequality 
(3) 
(4 
for some j E J,“, pivot on a:*,* defined by 
l4,.l _ min p&J 
kJk I ‘.I. /4l4.,<0 l4.,l 
(12) 
and go to 2. 
Step 3. Let W be the index set for the inequalities 
generated so far. Solve the problem 
min 
i 
wolwo+ C aijy,>,a,k,, 
JEN 
ks W;O<y<q , 
) 
and let (w,“+‘, yk+’ ) be the optimal solution found. 
If wgk+’ < E&, go to 4. Otherwise (wgk+‘,yk+‘) is 
optimal for (LP,). Set k + k + 1 and go to 3a. 
Step 3a. This is Step 3 with the following changes: 
(a) y E 52 to be added to the constraints of the 
minimization problem, 
(b) ii;0 to be replaced by /3 = Z. 
(c) If WJf’ 2 /3, stop: (w,“+‘, y”+‘) is optimal 
for (PI). 
Step 4. Solve the linear program 
max(u(b - Dyk+‘)luA < c} 
(or its dual (LP(yk”)) and let uk+’ be the opti- 
mal solution found. Let 
p + min{p, Uk+‘(b - Dy’+‘) +gyk+‘}, 
k + k + 1, generate the inequality 
w. + C a&r, aa&, 
jGN 
and go to 3 (if Step 4 was entered from 3) or to 3a 
(if Step 4 was entered from 3a). 
Discussion. At every iteration of Step 1 a choice 
has to be made between the two types of pivots 
defined by (3) and (4). Since the strength of the 
cut obtained by a sequence of steps 1 grows with 
the size of the coefficients u&, and -a$,, j E N, it 
seems reasonable to choose the pivot which pro- 
duces the greatest increase (smallest decrease) in 
some weighted sum of these coefficients, i.e. in 
If the number of inequalities generated so far 
exceeds t, or I,” \ I,” = 0, or 
al,>O, VjEJ~,ViEI~\I~, 
go to 3. 
Otherwise, choose i * E I.,” \ I,” such that a:., < 0 
CXk = a& + c x,(-a:,). 
jCJ: 
As to the weights hi, one would like them to be 
proportional to the probability of v, being equal to 
qj in an optimal solution. However, such informa- 
tion is usually not available. On the other hand, 
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one may have some information on the number y 
of variables y, that have to be at their upper 
bounds in an optimal solution. If so, one can use 
x, =x = y/lNI, vj. 
In the absence of any information of this type, a 
reasonable rule seems to be to use h, = h = 4, Vj. 
To implement the above choice rule, one can 
introduce a column 
a$= C a,k, 
J’J: 
with components af;. Then the change in ak as a 
result of the pivot at step k (i.e. the amount 
A = (yk+’ - ak) is 
A(jd=(&--Aaf.J-A) (-':J.) a:.,. 
forj, =j, andj, = j,, and A can always be made 
nonnegative. To accomplish this, one chooses j* = 
j, (i.e. afej* > 0) if 
a:*, -X(a:*,+ 1)&O, 
and j, =j, (i.e. a,k,j, < 0) if 
a:*,-_(a$*,+ 1)cO. 
Similarly, in Step 2 one has to choose a row 
i E 1,” \ I,“. Again, a reasonable rule seems to be to 
maximize A = ak+’ - ak, which in this case can be 
expressed as a function of the index i (using the 
same column aJ” as above); 
(-a:, 1 
A(i)=(afb-haf;)L. 
a;, 
Here j, is the pivot column j, prescribed by (9) 
for row i. One then pivots in the row i for which 
A(i) attains its maximum over Z,“\1,“, subject to 
some condition defined so as to prevent the repeti- 
tion of bases (for instance, the condition may 
require all variables leaving the basis to remain 
nonbasic for a certain number of iterations). 
Tableau 1 
(P) 
1. Numerical example 
Consider the problem 
min x, + x2 + 3x, + 5x, + 2 y, - 4ys, 
x, -x* + xg 
-2x,+ys+2y,-ya= 1, 
x, - 2x, - 8x, 
+Cx,+y,-y,+ya= 17, 
x,20, j=l,..., 4; 
y,,y,=Oor 15; y,,y,=Oor5. 
Step 0. The optimal solution to (LP), the linear 
program obtained from (P) by replacing 
y,,y,=Oor 15, y,,y,=Oor5 
by 
O,<ys,_&9 15, OGY,,Y8<5, 
is 
.EJ=O, j= 1,...,4; 
j$=6, y6= 12, J,=O, jjs=55, 
with the associated simplex Tableau 1, where N, = 
(8) (the index set for the nonbasic components of y 
at their upper bound). 
We replace a,, by a:o = a,, + 5a,5 for i = 0, 5, 6, 
and form the column a’j = a: + a!. This produces 
Tableau 2. 
We havep=2, n=4; and we set t=4 (p+ 1 
<4<n+ 1). 
Step 1. We choose i, = 5. For choosing the pivot 
type, we use the rule discussed at the end of 
Section 3, with Xj = X = i, Vj. Since 
a&-+(a&+ l)=O, 
we choose j, = j,, defined by (3). Pivoting on 
a:, = 1 and updating a, ( b adding the new non- y 
basic column corresponding to ys) yields Tableau 
3. 
1 - XI - x2 - x3 - x4 - Y7 - Ye 
.? -20 -1 -1 -3 -5 -2 
4 i&)=cx+gv= -20 
YS 6 0 1 -1 1 -2 2 -1 
Y6 12 1 -2 -8 6 -1 
1 YE = 5 
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Tableau 2 
1 -x, -x2 -x3 -xq - Y7 - Y8 - .vJ 
z 0 -1 -1 -3 -5 -2 4 2 
ys 1 1 -1 
0 
1 -2 2 -1 1 
Yb 17 I -2 -8 6 -1 1 0 
Tableau 3 
1 - Ys -x2 -x, -x.$ - Y7 - YE - YJ 
* 1 1 -2 -2 -7 0 3 4 
XI 1 1 -1 1 -2 2 -1 2 
Y6 16 -1 -1 -9 8 -3 
0 
2 -2 
Here 
1,’ = (11, J,’ = (23, 4), 
I; = (6), J,! = (537, 8). 
Since!,1*0,wegotol. 
Step 1. We choose i, = 6 and, since 
&I - *( OL + l)=+t>O, 
we again choose j* = j,. Pivoting on u;, and up- 
dating aJ then yields Tableau 4. 
Since I,t = 0, we go to 2. 
Step 2. From Tableau 4 we generate the inequality 
wo+$ys+;y,-~y,+~y8> 15. 
We apply 3 more times Step 2 in order to 
Tableau 4 
Tableau 5 
Tableau 6 
1 -Ys -XI - x4 - Y6 - Y7 - Ye. 
.? -7 -$ -$ -7 -6 -2 ,” ‘W 
x2 -: 10 
a 
-!! cl 
-lo 1 -$ _$ 1 1” 
2 
x3 -; 10 
L 
10 
-1 _i_b f -+ 
Tableau 7 
obtain t = 4 cuts. The sequence of pivots is shown 
in Tableaus 4-7. The inequalities generated by the 
successive tableaus are respectively 
wo-~y5+~y6-lily,+~y,~5, 
w(J - +y, - $ys - 2y, + yy* > - 7, 
wo++ys-$yb+fy7+~y8~ -$. 
Since we now have t = 4 inequalities, we go to 
3. 
Step 3. We solve the linear program 
min iu,, 
we+$y,+iy&+y,+:y*>/ 15, 
wo+~y5+~y6-~y7+~y8>/~, 
w, - +ys - fy, - 2y, + Ty, 2 - 7, 
wo+$y,-$ys+gy,+~y8> -9, 
o<y,,_Y,< 15, OGY,,Yg=s5, 
and find that its optimal solution is 
(tie,);) = (-20; 6, 12,0, 5). 
Since Go 2 iGo = - 20, we go to 3a. 
Step 3a. We solve the discrete programming prob- 
lem obtained from the linear program of step 3 by 
requiring each component of y to be equal to one 
of its bounds, and find the optimal solution 
(G~,~) = (- 12; 0, 15, 0,5). 
We go to 4. 
Step 4. We solve (LP( 9)) rather than (LD( 9)) by 
setting 
y,=o, y*= 15, y,=o, y,=5 
in Tableau 4, and reoptimizing the resulting linear 
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Tableau 8 Tebleau 9 
- XI - x4 - x2 - x.4 
z -20 _x -7 z - 12 _ Ih ‘ 9 - ‘J 
1 
XI 
x3 
program, as shown in Tableaus 8, 9. References 
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