The task of synchronizing discrete information on received data packets in packet-switched networks and random multiple access to the transmission medium is actual. In such channels, an asynchronous method of information transmission is provided. Therefore, in telecommunication systems, there is a problem of developing new methods for exchanging information and forming an effective structure for organizing clock synchronization for incoming data packets.
INTRODUCTION
The problem of formation of the synchronization of digital information in data packets received is relevant. This problem occurs when connecting to the packet data source information through the channel, which is the transmission rate is not known. For such channels are channels oriented asynchronous method of transmitting information, as well as channels with a random multiple access.
Being inherently asynchronous packet communication network (Frame Relay, ATM, IP) is primarily characterized by high-efficiency transmission of short messages. Unlike circuit-switched networks, resources which are provided for all connection time, packet communication network resources are assigned only for the transmitted information, even though the greatest effect is achieved in the absence of the essential requirements for its delivery time. However, the trend has led to the construction of the need to provide added functionality to transfer heterogeneous information integrated services networks. In ATM networks, for this reason, channels are provided with a constant bit rate channels with variable bit rate (real-time and non-real embodiments) channels available and non-guaranteed bit rate [1] . Similarly, Increasing the quality of service, and the possibility of being implemented in IP networks.
The communication network -a set of components(switches, routers and hubs), connected by a group of data transmission channels. In order to eliminate slippage and loss of bits or blocks of data packets over the network channels of information transfer must be carried out in ways agreed the time.
For this example, all the nodes are synchronized generators frequency one suitably selected, the master oscillator. In the absence of such synchronization, each node is equipped with its highprecision oscillator, providing a valid value of slippage or loss of items of data transmitted. communication quality depending on the said loss depends not only on the method of network synchronization, but also on a number of other factors [1] of the amplitude and phase distortion in the channels of fluctuation phase of signals from the code errors and timing errors, buffer overflow, the intensity of the applications and the transmission control protocol. The fractal nature of the processes in communication networks, finding, inter alia, reflected in the long tails of probability distributions of the number of applications, will also affect the quality of transmission and limits the ability of traditional, based on the queuing theory [2] .
Also relevant are the issues of connecting devices to the ISDN subscriber-station via such digital channels with a random multiple access, as the development process of the formation of the clock signal from the clock station packet communication channel signal with a random multiple access requires further consideration and implementation of specific synchronization channels irrational. Therefore, in this paper, we consider the problem of forming the structure of the organization clocked by incoming data packets [3, 4] .
CHANNEL MODEL DIGITAL DATA TRANSMISSION
In accordance with the model channel digital data transmission shown in Fig. 1 , the information ( ) u t generated by the source is accumulated in the integrator and on reaching the threshold of comparator reset pulse to the channel element in the form of packets. packet repetition period is determined by the period of the accumulated information discretization pulse element. In general, the packet size may depend on the amount of accumulated information. However, without loss of generality assumed fixed packet size that matches the shape of the amplitude characteristic of the comparator, according to the channel model shown in Fig. 1 .
Source data packet arrives at the buffer Σ recipient with a delay τ, which is a random variable [5, 6, 7] . Information from the specified buffer is sent forth to the recipient with the speed v(t). This synchronization problem is to ensure the equality of conditions v(t) = u(t-τ 0 ), where τ0 -fixed value. Seen from Fig. 1 that the source buffer is present integrator, the output of which is calculated difference between the amount of information accumulated in the integrator in unit time, the data accumulated pulse number information element and discharged into the channel in the form of packets. At the same time to eliminate the source of buffer overflows, the amount of information in the data packet D must be greater than the amount of information
∫ generated by a source in a time equal to the average of the sampling T data accumulated pulse element. Thus, the condition D>W.
If speed packet data channel is significantly higher than the rate in the channel of the source, the output signal of the pulse element at the sampling point t k , is a sequence of samples as a function
Where x(t) function at the points t k , where it can be discontinuous, continuous left adopted, sgn a = 1, when а ≥ 0 or sgn a = -1, when a <0.
In accordance with (1) the amount of information dynamics of x stored in the source buffer in the
The integrated form of the equation (2) takes the form
If we introduce the notation
Then (3) the difference equation for the value of x k , determining the source of the buffer filling in the moments t k , as
Greatly simplifies the solution of equation (4) when the conditions W k = W = const: Right boundary phase portraits are shown in Fig. 2 and Fig. 3 corresponds to the filling of the buffer at the time immediately preceding the point of sampling pulse element of the comparator output signal and the left border -fill the buffer after the sample to reset the data packet if the buffer filling at the time of sampling exceeds the volume of prisoners in the data packet. Movement on the phase portrait of the curve in the direction from the left edge to the right corresponds to a smooth change in the buffer is full, due to the accumulation of source data. Movement in the reverse direction at an angle to the horizontal correspond to abrupt changes caused by dumping of data packets.
From the figures it follows that the required buffer capacity decreases with an increase in the output of the comparator and the sampling frequency does not exceed a value equal to 2 • D.
However, the analysis model of the dynamics of the buffer filling shows that to ensure the reliability of the findings, the model should take into account uneven sampling of the accumulated data, and should take into account the changing generally random, delay in the delivery of data packets to the recipient. Sampling characteristics unevenness and shipping delays, in turn, determined by the peculiarities packet communication network protocols, the transmission speed of its channels, the nature of network access, network load and packet length distribution and priorities. In this case, the increase in the transmission channels and reducing network load reduces the sampling rate and delay variation unevenness at respective protocols, which in turn leads to the possibility of increasing the quality of communications in general.
SERVICES OF SYNCHRONOUS TRAFFIC IN PACKET COMMUNICAT-ION NETWORKS
Group data channels connecting the respective pairs of packet communication network node can generally include information sources operating in different modes, such as synchronous and asynchronous modes (real-time and virtual). Naturally, all modes called group information channels comes in packet form. These sources operating in synchronous mode, while packed in packets with the expectation of their transmission network to a multicast channel. Driving group channel formation is shown in Fig. 4 . The amounts of the active, synchronous and asynchronous, subscriber access junctions, which are functions of time, marked, respectively, as S n (t) and A n ( t ) , the total number of joints - Without limiting the generality of the packet length in the group channel in bits can be taken as a fixed value P d , and the amount of information contained in it -I d . Moreover, if the transmission rate is equal to the channel group P v , while the maintenance of the package is given by P P P t =d /v , and the effective data transmission rate contained in the package, -expression
Similarly, the time of one packet data channel in a synchronous k − th subscriber channel access Thus, while the flow of data packets can be synchronous channels quite regular, the packet stream received by the asynchronous interface, naturally considered random. Formation synchronous packet channel is performed as shown in Fig. 4 , buffers subscriber's joints. After each filling buffer interface packet arrives at the node corresponding buffer queue.
Moments packages entering the queue buffer l τ form a point or a random thread (process) [8] . The parameters of this stream have a significant impact on the most important variables of network status -fill buffer queues of its nodes. Dynamics of changes in these variables taken a timing diagram similar to that shown in Fig. 5 diagram describing the operation of a network node -see Fig. 4 , (or service unit). This is a typical method used in queuing theory [9] . 5 shows an almost periodic order of receipt of applications for both synchronous and asynchronous interface, the total flow of orders and the order of service "first in -first out» (FIFO). Said service order, as is seen from the drawing, is characterized by irregular delivery of data packets to subscribers not only asynchronous but also synchronous interface, which, consequently, leads to a complication of the latter case synchronization problems. This problem is partly removed by fixing the synchronous channel for the packet data of predetermined positions, which, however, complicates the service control procedure.
The dynamics of filling the buffers is convenient to represent incomplete maintenance function [9] . Such a function can be constructed in accordance with the timing chart queuing - Fig. 5 .The moment l τ of receipt of the packet matches an abrupt increase in the filling stage buffer by the number of times the size of the package P d . The intervals between the packet arrival moments buffer filling decreases with the data rate in the channel group P v . Thus, each packet transmitted in the channel over time P t .
A distinctive feature of queuing systems such as packet communication system (Fig. 4) , is the nature of the input action, which is a random stream of short pulses within the δ − function. In the simplest case, this can be a Poisson process, in which a random length θ of the interval between pulses l 1 − τ and l τ , l 1, 2, 3, = K is described by the probability density function [10] ( )
Here, (t) λ − the flow rate (distribution parameter). In the case of a uniform flow when (t) t Λ = λ the density distribution of the length of interval between pulses
Uncompleted service feature that displays the dynamics of the group buffer channel line is the well-known sequence of moments of receipt of applications l τ , namely -described by the
Here, 0 0
x ( ) θ − the value of the initial filling of the buffer and l n − the number of applicants at the time of l τ application. The circuit model corresponding to equation (3) is shown in Fig. 6 . It follows from the above, the evaluation of the dynamics of the network buffers provided features of incomplete maintenance, still requires an adequate job of the total load and the time of receipt of applications. The total load must obviously be consistent with the channel capacity and packet arrival uneven -with the size of the buffers.
The dynamics of the filling channel of the group buffer, described by equation (3) is, strictly speaking, the only place with an infinite buffer size (in the absence of its overflow). At the end, the same amount of buffer P D filling dynamics can be represented by the equations
Data loss due to buffer overflow described in this case the expression
System model, which describes, in accordance with (4) and (5) the dynamics of filling the final size of the buffer and the resulting loss of data is an obvious generalization of the scheme shown in Fig. 6 .
RESTORATION OF THE CLOCK FREQUENCY OF THE SOURCE
One of the clock recovery problem by making the source data incoming packets may be based on a phase-locked loop shown in Fig. 7 .
In this case, the available information that can be used when recovering the clock source frequency, registration points % k t are received from the channel data and ( ) % x t packet receive buffer filling value. 
When using a linear feedback filter loop with finite impulse response [12] locked equation becomes:
Which can be considered as a regulation equation averaged.
To account for the above equations in the automatic frequency unevenness forming the source sequence of data packets, application of adaptive control methods reference model [13, [15] [16] [17] [18] [19] [20] [21] [22] , which can be used as the above model of formation of the source data packets. In this case, instead of the frequency divider shown in Fig. 7 , using a non-linear generator counts.
To further control as the characteristic which can be used in the correction period, applies in this case, the deviation of the buffer to fill the recipient ( ) % x t of the buffer fill model ( ) x t .
CONCLUSION
Thus, the design of discrete information transmission systems in accordance with the proposed structural model for the formation of data packets, the structure of the system model of the incomplete service function generator, the structural model for the phase-locked loop, constructed using adaptive control methods: -allows to increase the speed of information transfer;
-reduces the effect of uneven sampling;
-reduces the effect of delay variation with the corresponding protocols;
-increases the dynamics of filling the buffer of a finite size and reduces data loss;
-improves the quality of the uneven generation of a sequence of source data packets, which results in improving the quality of packet communication in comparison with systems constructed by known methods of channel design. Practical application of the issues addressed traffic synchronization in packet networks and the development of communication discussed the issue of forming the equation locked loop techniques of adaptive control is possible with the characteristics of the study and the protocol used by Packet communication channels within the framework of the present model. Also refer to the topic and issues developed in the theory of systems with random sampling period [4] , and c variable delay [5] , according to which the use of methods of stochastic systems requires information on the probability characteristics of the observed processes [4, 7, 11, 14] .
