






















of  diverse materials, whether  actual  or  possible. Devices  can  do  different  things,  for 
instance, manufacture relevant physical phenomena (such as X rays, superconductivity, 
catalytic  reactions, and sono‐luminescence), measure  relevant physical variables  (such 
as temperature, morphology, mass, electrical conductivity, chemical concentration, and 
wave‐length),  and  produce  materials  or  energy  (cf.  Boon,  2004).  Likewise, 
technologically  relevant  materials  exhibit  specific  properties,  for  instance, 
superconductive  materials,  piezoelectric  materials,  catalysts,  membranes,  dyes, 
medicines, and fertilizers.  
  Scientific  research  involves  conceiving of how  the device  functions  in  terms of 
particular  physical  phenomena  that  effect  a  proper  or  improper  functioning  thereof. 
Similarly,  different materials  are  conceived  by  scientists  in  terms  of  specific material 
properties  that  produce  the  proper  or  improper material  functions.  The  engineering 
sciences  aim  thus  at  developing  scientific  understanding  of  physical  phenomena  and 
material  properties  in  terms  of  relevant  physical  mechanisms  and/or  mathematical 
representations  that  allow  scientists  and  engineers  alike  to  reason  how  to  create, 
produce, improve, control, or design various devices and materials. Theories and models 
published  in  scientific  articles  represent  scientific  understanding  of  phenomena  that 
determine  the  functioning  of  devices  and materials.  Hence,  engineering  science  and 
‘basic’  laboratory sciences are similar  in their concern with understanding phenomena. 
In  this chapter,  the  term phenomena will  stand  for physical phenomena and material 






De  Regt  and  Dieks  (2005)  assume  that  scientific  understanding  is  one  of  the  key 
objectives of science. This idea seems trivial, but it is not. In most philosophy of science, 
“explaining a phenomenon” is taken as synonymous to “understanding a phenomenon”. 
Insofar  as  the  notion  of  understanding  aims  to  add  something  extra  to  explanation, 
most authors reject it as a notion of philosophical interest, because they assume that it 
is a mere psychological surplus of explaining. J.D. Trout (2002), for instance, has argued 
that  the  sense of understanding often  leads  scientists astray when  it acts as a  cue  in 
adopting an explanation as a good or correct one. Understanding has no epistemological 
value,  because  what  makes  an  explanation  good  (i.e.,  epistemically  reliable)  is  not 
determined by  this  sense, but  instead  “concerns  a property  that  the explanation has 
independent  of  the  psychology  of  the  explainers;  it  concerns  features  of  external 
objects, independent of particular minds” (2002, 217).  





in  a  scientific  practice.  Trout’s  argument  also  stands  in  a  tradition  that  takes  true 
theories  as  the  ultimate  aim  of  science.  An  important  drawback  of  the  latter 
presupposition is that it does not account for the results of current laboratory sciences. 
Scientific articles in the laboratory sciences present representations of new phenomena, 
and/or  theories  that  represent  scientific  explanations  of  phenomena  rather  than 
scientific  theories,  and  how  a  theory  was  justified  as  suggested  by  traditional 
philosophical  accounts  of  science.  This  implies  that  phenomena  are  at  the  center  of 
interest  in  the  laboratory  sciences,  instead of being mere  tools  for  justifying  theories. 
Thus, since  laboratory sciences certainly are  forms of science, we must reconsider the 
nature  of  science  in  light  of  this wider  range  of  activities  and  purposes.  Laboratory 
science  is  an  ongoing  practice  in  which  scientists  aim  at  discerning,  creating,  and 




knowledge when  (1) discerning phenomena  that are  relevant  (e.g.,  to a  technological 
application),  (2)  predicting  how  phenomena  can  be  created  or  manipulated  –  for 
instance  by  predicting  physical  conditions  at  which  a  desired  phenomenon  will  be 
produced,  and  (3)  developing  scientific  understanding  of  these  phenomena,  thus 
producing new scientific theories. On this account, theories do not represent the world. 
Instead  I will propose  that  theories  represent scientists’ scientific understanding of  the 
world. Additionally, the intellectual activities of scientists who are doing (1)‐(3), involve 
the ability to use theories, which means that they understand theories.2 Hence, scientific 


















producing  interpretative  structures.  I  propose  ‘interpretative  structure  of  P’  as  a 








De  Regt  and  Dieks  (2005)  have  proposed  a  method  for  explicating  the  role  of 
understanding  by  articulating  criteria  for  understanding  –  thereby  avoiding  a merely 
psychological interpretation. Their basic assumption is that understanding is acquired by 
scientific  explanation,  and  their  two  criteria,  CUP  and  CIT,  aim  to  provide  a  general 
account of what  that means. CUP  is  their  criterion  for understanding phenomena:  "A 
phenomenon P can be understood if a theory T of P exists that is intelligible ...", which is 
related  to  their  criterion  for  the  intelligibility of  a  theory  (CIT):  "A  scientific  theory  is 
intelligible  for scientists  (in context C)  if  they can  recognize qualitatively characteristic 






scientific  understanding.  In  further  explicating  these  skills,  they  put  emphasis  on  the 
qualitative  and  intuitive  dimensions  of  understanding.  For  instance,  "theories  may 
become  intelligible when we  get  accustomed  to  them  and develop  the  ability  to use 
them in an intuitive way" (2005, 158). From the perspective of the engineering sciences, 
their  emphasis  on  intuitive  aspects  is  problematic  for,  in  many  cases,  scientists  do 
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understand theories in terms of how and where to use them, whereas they often do not 
have  an  idea of  their qualitative  consequences,  i.e.,  the outcomes of explanations or 
predictions that make use of the theory. This is particularly the case when scientists, in 
developing  an  explanation  of  a  complex  phenomenon,  PC,  integrate  their  scientific 
understanding  of  physical  phenomena  P1,  ..,  Pi  for  which  respective  scientific 
explanations T1, .., Ti are available. 
  One example  stems  from  the way  scientists have developed an explanation of 
the  phenomenon  of  sono‐luminescence, which  is  the  emission  of  a  light  pulse  from 
imploding bubbles  in a  liquid when excited by sound. Brenner et.al.  (2002, 427)  state 
that  "an  enormous  variety  of  physical  processes  is  taking  place  inside  this  simple 
experiment [that produces the phenomenon of sono‐luminescence, MB], ranging from 
fluid dynamics, to acoustics, to heat and mass transfer, to chemical reactions, and finally 
to  the  light  emission  itself." What  scientists  usually  do  in  generating  predictions  and 
explanations  is  to  interpret  a  complex  phenomenon  PC  (e.g.,  the  emission  of  a  light 
pulse  from  an  imploding  gas  bubble),  in  terms  of  mutually  interacting,  physical 
phenomena P1, .., Pi. CUP and CIT are too limited to account for how an explanation of a 
phenomenon  PC  is  developed,  since  these  formulations  only  express  that  scientific 
understanding of a phenomenon P allows grasping how  (in concrete circumstances) P 
follows  from  the  explanation  of  P.  That  account  of  understanding  P1,  ..,  Pi  does  not 
explicate how scientists use this understanding  in developing an explanation of PC; nor 
does  it  explicate how  the  intelligibility of  scientific explanations of P1,  .., Pi does  the 
work in a scientist's understanding of PC. 
  Therefore, when suggesting  that understanding  the world  in  terms of scientific 
theories  is  important  for  generating predictions  and  explanations, De Regt  and Dieks 
(2005, 150)  seem  to have  something different  in mind  than  I have.  Their  focus  is on 
criteria  that determine whether  scientists understand phenomena, whereas  I wish  to 
put emphasis on the ability to use scientific explanations T1, .., Ti of phenomena P1, .., Pi 
in developing  scientific explanations and predictions of other phenomena PC.  In brief, 
our  difference  seems  to  lie  in  our  point  of  departure:  whereas  De  Regt  and  Dieks 
assume  that  explanations  provide  understanding,  my  assumption  is  that  using  an 
explanation requires understanding of that explanation. 
 
A  second  objective  of  De  Regt  and  Dieks  (2005)  is  to  accommodate  the  historical 
diversity of conceptions of understanding in actual scientific practices, and hence to do 
justice to the fact that, in the history of science, scientists have had different standards 
for  understanding.  They  argue  that  different  types  of  scientific  explanation  have 
understanding  as  an  aim, which  implies  that understanding  can  be  achieved  through 
different  types of  scientific explanation.  For  instance,  causal models  and mechanisms 
lead  to  scientific  understanding  because  they  allow  “scientists  to  grasp  how  the 
predictions of a theory come about, and to develop a feeling for the consequences the 
theory has in a particular situation” (De Regt, 2006, 144). Which theories conform to the 








different  types  of  theories  simultaneously.  Constructing  an  explanation  of  sono‐
luminescence,  for  instance,  involves  thermodynamics, which  is  a  theory  that  typically 
fits in the unification view, as well as theories on chemical reactions, which usually have 
the  character  of  causal‐mechanistic  explanations.  Accordingly,  developing  an 
explanation of sono‐luminescence involves understanding of at least two different types 
of  theories.  This  also  results  in  two  types  of  explanatory models  of  PC, which  are  a 
causal‐mechanistic  and  a  nomo‐mathematical model  of  PC  (cf. Boon,  2006).  The  first 
model‐type  allows  for  causal‐mechanistic  reasoning,  whereas  the  second  allows  for 
nomo‐mathematical  reasoning about  the phenomenon PC. Although  the  two  types of 
models are  related and explain different aspects of  the phenomenon,  they cannot be 
reduced  to  one  another.  Therefore,  in  current  scientific  practices,  different  types  of 
theories are combined in order to develop explanations and predictions of phenomena. 
Usually,  this  is  not  a  matter  of  preference,  but  related  to  the  intended  uses  of 
explanations  and  predictions  of  the  phenomenon,  e.g.,  models  that  predict  how  to 
create the phenomenon, models for calculating optimal conditions for the phenomenon 
to  occur,  models  used  in  the  process‐design,  and  models  that  represent  how  new 
properties of materials are generated. 
 
Hence,  De  Regt  and  Dieks’s  (2005)  two  criteria  of  understanding  cannot  sufficiently 
account for the engineering sciences. In particular, their proposals that understanding is 
acquired  by  scientific  explanation,  and  that  understanding  a  theory  consists  in 
recognizing  qualitatively  characteristic  consequences  of  T,  are  unsatisfactory  as  an 
answer to the question: “What  is  it about understanding a theory that allows for using 
it?” One problem of their account is that the proposed criteria do not explicate why and 
how  an  explanation  provides  understanding,  i.e.,  how  it  is  possible  that  a  scientist 
recognizes  the  qualitative  consequences  of  a  scientific  explanation  in  concrete 
conditions, and why does understanding of a scientific explanation allow for generating 











I propose that a scientific explanation of Pi  is  intelligible for scientists  in context C  if  it 
allows for reasoning about questions and problems relevant to C. This is a refinement of 
CIT.  Reasoning  about  questions  and  problems  involves  using  (parts  of)  causal‐
mechanistic models and/or (parts of) nomo‐mathematical models  in C. Such reasoning 
takes place whilst developing theoretical interpretations of observed phenomena, when 








models)  in  their  reasoning  about  questions  and  problems?  My  core  claim  is  that 
producing  intelligible explanations consists  in  'structuring and  interpreting' phenomena 
in terms of  relations between objects, thus producing  interpretative structures.3 These 
interpretative  structures  must  be  empirically  adequate  (cf.  Van  Fraassen,  1980), 
internally consistent, and coherent with other relevant interpretative structures.  
  The point of  replacing  the notion of  scientific explanations with  the notion of 
interpretative structures  incorporates an epistemological presupposition, which  is that 
our  knowledge  does  not  represent  pictures  of  the  world  (i.e.,  ‘state  of  affairs’  or 
‘matters of fact’), but rather how we have  ‘structured and  interpreted’ the world,  i.e., 
how we  have  drawn  relations. We  draw  relations when we  carve  the world  up  into 
phenomena, and when we ‘observe’ relations between them. This holds for knowledge 
of  the  ‘observable’  world  represented  in  judgments,  and  for  knowledge  of  the 




  Yet  we  can  articulate  how  it  is  possible  that  scientists  use  interpretative 
structures (i.e., theories or models)  in their scientific reasoning. Qualitative recognition 
of  characteristic  consequences  of  T  (cf.  CIT)  is  too  weak  an  account.  Instead,  using 
interpretative  structures  is  possible  because  scientists  make  use  of  the  relations 
represented by these structures for drawing inferences. This leads me to a rephrasing of 
De Regt and Dieks’ criteria, yielding CUP’:  "A phenomenon P can be understood  if an 
interpretative  structure  IS  of  P  exists  that  is  intelligible  (and meets  the  usual  logical, 
methodological and empirical  requirements)"; and CIT’: "An  interpretative  structure  is 
intelligible for scientists if they can use IS in developing explanations and predictions at 
new circumstances.” 
  CIT’  must  be  adapted  somewhat  further,  because  developing  scientific 










of  scientists’s  understanding  of  a  scientific  field  within  which  the  phenomenon  is 
relevant.  This  results  in  a  more  general  Criterion  for  Understanding  Scientific  Fields 
(CUSF): “Scientists understand a scientific  field  if  they have acquired  the ability  to use 
scientific  knowledge  of  the  field  (e.g.,  fundamental  and  general  theories,  and 
interpretative  structures  of  relevant  phenomena)  in  developing  explanations  and 
predictions of other phenomena  that are  relevant  to  the  field  (including  the ability  to 
meet the methodological criteria of the field).” 
  These new  criteria CUP’ and CUSF, as alternatives  to CUP and CIT,  still do not 
explicate why  scientists understand  interpretative  structures,  and what  it  is  about an 
interpretative  structure  that  allows  for  using  it  in  generating  explanations  and 




structures  represent  how  scientists  conceive  of  objects  and  relations  between  these 
objects.  In  general,  conceiving  of  relations  between  objects  allows  for  making 
inferences.  Hence,  the  specific  character  of  explanations  is  that  explanations  are 
interpretative  structures  that  represent  how  scientists  conceive  of  relations  between 
objects,  which  allows  for  using  explanations,  e.g.,  in  making  inferences  under  new 
conditions. 
  The  idea  that  understanding  T  consists  in  scientists’  ability  to  use  T  in  their 
reasoning  –  where  such  reasoning  is  possible  because  interpretative  structures 
represent relations  from which scientists can draw  inferences – also avoids  the rather 







‘Structuring  and  interpreting’  can  be  done  in  terms  of  different  interpretative 




structure  of  a  phenomenon  works,  and  why  an  interpretative  structure  allows  for 
understanding a phenomenon.  I also aim  to  clarify how understanding  the  field  (e.g., 
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Euclidean  geometry)  –  i.e.,  the  ability  of  using  the  fundamental  theories  of  the  field 
articulated  in  CUSF  –  is  involved  when  developing  an  interpretative  structure  that 
explains the phenomenon. Additionally, this case of the apprentice cabinetmaker aims 











which she projects  into a  two‐dimensional geometrical space. She also abstracts  from 







When  seeing  Figure  1a, most  of  us will  immediately  recognize  how  the  explanation 
works.  But  that  is  not  the  point  of  this  case. What  I  aim  to  show  are  several, more 
general points relevant to my argument. 
  How should we analyze  the  first step  in  the development of an explanation of 
the observed phenomenon, PO? It  is  important to recognize that this first step consists 
of  ‘structuring  and  interpreting’  PO within  the  interpretative  framework  of  Euclidean 
geometry,  thus producing an  interpretative structure of PO, which  I will call  ISO‐G. The 
formula  ISO‐G means: an  interpretative structure  IS, of an observed phenomenon (O of 
observed) in terms of an interpretative framework (G of geometry).5 A second and also 
important point is that the interpretative structure represented in Figure 1a (i.e., ISO‐G), 
represents geometrical  relations between objects  in  terms of which PO  (the observed 
concrete, material,  non‐fitting  door  hanging  on  the  hinges  of  the  cabinet)  has  been 
‘structured  and  interpreted'.  Hence,  ISO‐G  represents  PO  in  terms  of  geometrical 
relations between geometrical objects, which are  rectangles  (the geometrical objects) 
and the rotation of one of the rectangles relative to the others (a geometrical relation). 




or  similarity, or analogy  relation. Moreover, my conception  rejects a classical Lockean 
conception, which assumes  that  ISO‐G  represents  the primary properties of PO  for  this 
geometrical  structure  does  not  represent  primary  properties  either.  Instead,  it 
represents how PO  is  ‘interpreted and  structured’  in  terms of a  specific  interpretative 
e  cabinetmaker  conceives  of  PO  in  terms  of 
w to 
tructure and interpret’ the observed phenomenon PO within a geometrical space. 












(illustration on  left). My  former point also holds  for the semantic relation between PO 
and PG, which is that we must not conceive of PG as an objectively true representation 











Accordingly,  ‘structuring  and  interpreting’  PO  in  the  framework  of  geometry  has 
produced  PG.  In  the  second  step  of  developing  an  explanation  of  PO,  PG  can  be 








geometry;  in  the modern  language of  the  semantic conception of  theories, we would 
say  that  PG  ‘satisfies’  these  laws  (e.g.,  Suppe,  1989).  The  cabinetmaker  has  different 
possibilities  in developing  interpretative  structures  ISG‐G  to explain PG.  I will call  them 
ISG‐G(1) and ISG‐G(2). For instance, by applying Pythagoras' law, she shows that the width 
of  the  door,  D,  should  not  exceed  √(W2‐d2).  If  the  apprentice  understands  this 
explanation  ISG‐G(1) of PG, he  is able to  infer two consequences from  it (see Figure 1b, 
left‐hand side). First, as the thickness, d, of the rectangle ‘Door’ exceeds zero, the width 




consists of making predictions about  the effects of  interventions,  such as making  the 
rectangle ‘Door’ smaller by removing a slice with thickness a.  
  However,  the  cabinetmaker  has  a  specialty:  she  prefers  to  make  her  doors 




a  point,  a,  on  the  inside width‐line  of  the  door.  As  the  apprentice  understands  this 
explanation, and because he also understands geometry, he can  infer how to calculate 
point  a.  He  infers  that  point  a must  satisfy  the  formula  (W‐a)  =  √(W2‐d2).  Also  this 




that the distance  is equal  from the center of a circle to any point on the circle. This  is 
how a second interpretative structure ISG‐G(2) of PG is developed within the framework 
of geometry. He  constructs point a by drawing a  circle with  the dot  in  its  center and 
taking W as the  length of radius r. A rounded edge  is constructed by means of a circle 
with a radius of r=W. In order to make the ‘Door’ fit, he must then draw a straight line 
from point a  to  the outside  corner of  the door  in order  to mark  the  triangle  that he 
should cut away.  In this way, PG has been  ‘structured and  interpreted’  in terms of the 












to  the  case  at  hand?  Understanding  Euclidean  geometry  involves  the  ability  of  the 
cabinetmaker to ‘structure and interpret’ the phenomenon of the non‐closing door, PO, 
within  the  framework  of  Euclidean  geometry,  producing  PG.  Understanding  the 
interpretative  structure  of  PG,  ISG‐G,  guides  the  apprentice  and  the  cabinetmaker  in 
exploring  the  effects  of  possible  interventions with  the  door’s  geometrical  structure. 
The cognitive abilities of the apprentice and his master thus comprise their being able 





geometrical  space,  PG;  (5)  to  know which  laws  are  fitting  to  PG;  (6)  to  construct  an 
interpretative  structure  ISG‐G of PG, by  structuring PG  in  terms of  axioms  and  laws of 

















framework.  A  simplified  example  may  illustrate  how  simultaneous  ‘structuring  and 









“mathematical  relations  between  physical  variables”.  For  instance,  the  set  of  data‐
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points plotted  in a P‐V diagram, represents the nomo‐mathematical phenomenon PNM. 
Accordingly,  within  the  CM  framework,  the  relation  between  pressure  and  volume 
observed  in  this  experiment  is  conceived  as  a  causal‐mechanistic  relation,  whereas 
within the NM  framework, the relation between the measured values of pressure and 
volume is conceived as a mathematical relation between data‐points.6 
  Analogous  to  the  example  of  the  cabinetmaker,  the  next  step  consists  of 
developing  interpretative  structures  of  PCM  in  terms  of  CM  relations,  and  of  PNM  in 
terms  of NM  relations.  A  CM  interpretation  employs  (or  introduces  new)  theoretical 
entities,  such as gas molecules, and properties of  these entities,  such as  velocity and 
kinetic energy. An NM interpretation is developed similarly to the second step taken by 
the  cabinetmaker.  A  rather  simplistic  approach  is  to  ‘structure  and  interpret’  PNM  in 
terms of a mathematical equation  that merely  fits  the data‐points  (e.g., a polynomial 
function), which produces ISNM‐M.7 Examples are Hooke's law, Ohm’s law, and Balmer’s 
law, which are usually called phenomenological laws. Also in this case, the mathematical 
equation  thus  obtained  is  both  an  interpretative  structure  ISNM‐M  of  PNM  and  a 
phenomenon, which I will call PNM‐M. 
  In a next step, scientists will aim at  ‘structuring and  interpreting’ phenomenon 
PNM‐M  in  terms of  the axioms of a  fundamental  theory, which means,  ‘structuring and 
interpreting PNM‐M within the fundamental laws of a NM framework in order to develop 
a  more  general  interpretative  structure,  ISNM‐NM.8  9  An  example  of  ISNM‐NM  is  the 
Maxwell‐Boltzmann  equation,  which  is  central  to  the  kinetic  theory  of  gases.  The 
equations of this ISNM‐NM represent for  instance the (most probable) speed distribution 
of gas molecules, which  is derived  from  ‘structuring and  interpreting’  the behavior of 




fundamental  axioms  clearly  is  a  misrepresentation  of  what  actually  happens  in  the 
development of an ISNM‐NM. I claim that in the development of interpretative structures, 
different interpretative frameworks are complementary.10 What I mean is that scientists 
integrate  ‘structuring and  interpreting’  in different frameworks, producing  ISNM‐NM and 
ISCM‐CM simultaneously; these interpretative structures cannot be reduced to each other. 
For example,  in developing  ISNM‐NM  scientists will make use of PCM. They  first need  to 
‘structure and  interpret’ PCM  in  causal‐mechanistic  terms,  thus producing  ISCM‐CM.  For 
instance, PCM  is  ‘structured and  interpreted’  in terms of properties and  interactions of 
gas  molecules,  such  as,  “gas  molecules  have  constant  random  motion”,  “collisions 
between  gas  molecules  are  elastic”,  and  “gas  molecules  do  not  interact”.  These 
sentences  are  examples  of what  is meant  by  structuring  in  terms  of  how  scientists 
conceive  of  ‘things  and  relations  between  these  objects’.  Next,  ‘structuring  and 
interpreting’ within the NM framework makes use of the ISCM‐CM thus produced. In the 
next  step,  ISCM‐CM  is  considered as a phenomenon PCM‐CM.  In  that way, PCM‐CM will be 
‘structured  and  interpreted’  in  a  three‐dimensional  geometrical  space,  producing  a 
phenomenon,  PG,  which  consists  of  randomly  moving  balls  with  velocity  vectors 
attached  to  them.11  Only  then  can  PG  be  ‘structured  and  interpreted’  in  terms  of 
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fundamental  principles  such  as  the  Kolmogorov  axioms,  within  an  NM  framework, 
producing an ISNM‐NM, (e.g., the Maxwell‐Boltzmann equations).  
  Conclusions  inferred  from  ISNM‐NM  are  true  for  PG,  whereas  the  empirical 
adequacy of  ISNM‐NM must be  tested  for observed phenomena of  real gases. The  ideal 
gas  law,  for  instance,  is  only  empirically  adequate  for  ideal  gases.12  A  next  step  in 
scientific research is to explain deviations between conclusions inferred from ISCM‐CM, on 









Scientists  understand  interpretative  structures  because  these  represent  how  they 
conceive  of  objects  and  relations  between  objects.  This  understanding  allows  for 
inferring conclusions from these structures. For instance, understanding Hooke’s law as 
an interpretative structure for the behavior of a spring, allows for predicting the stretch 
of  a  spring  that  results  from  exerting  a  force.  Developing  interpretative  structures 
involves  an  understanding  of  relevant  scientific  fields,  which  in  turn  implies  the 
involvement of specific cognitive abilities. First, an observation or a measurement must 
be  represented  adequately  within  an  interpretative  framework,  such  as  a  causal‐
mechanistic  or  a  nomo‐mathematical  framework  in  order  to  produce  a  PCM  or  PNM, 
respectively.  Second,  scientists  must  decide  on  the  right  fundamental  principles  for 
'structuring and  interpreting' a PNM. Third, when  'structuring and  interpreting' within a 
causal‐mechanistic framework, scientists must envisage physical entities and properties 
relevant  to  PCM.  Fourth,  deductions  from  fundamental  laws must  be mathematically 
correct.  Often,  approximations  and  simplifications  are  needed  in  order  to make  the 








between  objects.  These  structures  represent  relations  in  a  similar  way  as  to  how 





dirtied  the mat”  represents  a  causal  relation  between  two  events;  “the  cat  sits  one 
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meter beside the mat” represents a mathematical relation – in this case, the length of a 
straight  line  between  two  points;  and  “this  is  the  path  that  the  cat  always  takes” 
represents a relation between locations on a geographical map. 
  The basic  idea of  these examples  is  that  in observing  the world, humans must 
‘structure and  interpret’  their  ‘immediate’ observations  in order  to arrive at even  the 
most elementary judgments, for instance, PG, PCM, or PNM. In doing so, they relate what 
they observe  in terms of  interpretative structures. As may be clear from the examples, 
different kinds of  interpretative structures are  involved, which result  in different types 
of relations, such as relations  in space and/or time, relations that  individuate (discern) 
objects  or  events,  relations  between  objects  and  properties,  causal  relations  or 
interactions,  mathematical,  and  logical  relations.  Instead  of  conceiving  our 
‘observations’  of  relations  as  of  something  that  exists  independent  of  us,  we  must 
conceive ‘observed’ relations as ways in which we have ‘structured and interpreted’ our 
observations.13 
  Knowledge  represented  in  theories  and  scientific  explanations  must  be 
understood  as  similar  in  form  to  knowledge  represented  in  judgments.  Accordingly, 
theories  and  scientific  explanations  also  represent  objects  and  relations  between 
objects,  such  as  logical,  geometrical,  causal‐mechanistic,  and/or  nomo‐mathematical 
objects and relations. These are not objects and relations that scientists could somehow 
observe  if  they  had  the  proper  means,  but  relations  in  terms  of  which  scientists 
‘structure and interpret’ what they observe. 
 
Why  do we  have  a  basic  interest  in  ‘structuring  and  interpreting’  the world?  Several 
reasons can be given. First,  ‘structuring and  interpreting’ the world  is a basic cognitive 
need, because without this activity the world would appear chaotic and arbitrary to us. 
Second,  interpretative structures often have an aesthetic value. Third,  ‘structuring and 
interpreting’  the world according  to ever‐higher epistemic  standards  is an  intellectual 
challenge. Fourth, we need  interpretative structures  in order  to  think  rationally about 
our acting in, and intervening with, the world. Again, knowledge of these relations is not 







on scientific understanding?  I propose  that by considering  the engineering sciences as 
science presents us with consequences on how to conceive of the laboratory sciences in 
general. 
  My  argument  started  from  the  assumption  that  there  is  a  strong  traditional 
normative  idea, which says  that  the ultimate aim of science  is  true  theories. This  idea 
implies  that  there  is  a  fundamental  distinction  between  basic  sciences, which  aim  at 
‘truth’,  and  applied  sciences  (such  as  the  engineering  sciences), which  aim  at  ‘use’. 
However,  from  the  perspective  of  the  engineering  sciences,  an  alternative  normative 
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idea can be formulated, which holds that science (as an intellectual enterprise) aims at 
discerning,  creating,  and  understanding  phenomena.  This  idea  accords  with  actual 
scientific practices, in which ‘basic’ laboratory sciences and the engineering sciences are 
highly similar  in their scientific approaches, which aim at creating and  intervening with 
phenomena,  and  at  developing  an  understanding  of  phenomena  in  terms  of  causal‐
mechanistic and/or nomo‐mathematical structures. 
  In  view  of  this  alternative  aim  of  science,  I  have  developed  an  alternative 
account  of  understanding  phenomena  and  theories.  Central  to  my  account  is  an 
epistemological  issue, which  is  that neither objects nor  relations between objects are 
simply  observed.  I  have  thus  proposed  a  philosophical  conception which  implies  that 
scientists  ‘structure  and  interpret’  a  phenomenon  P  in  terms  of  different  types  of 
interpretative  frameworks,  such as  logical,  statistical, geometrical,  causal‐mechanistic, 
or nomo‐mathematical. These interpretative frameworks determine the types of objects 
and the types of relations between these objects, in terms of which scientists 'structure 
and  interpret'  the world.  For  instance,  (1)  formal objects with properties,  and  logical 
relations between them,  in a  logical framework; (2) mathematical objects (e.g., points, 
lines,  shapes,  vectors),  and mathematical  relations between  them,  in  a mathematical 
framework; (3) physical objects with physical properties, and causal relations between 
them,  in  a  causal‐mechanistic  framework;  (4) nomo‐mathematical objects  (e.g., data‐
points  that  result  from  measurements),  and  nomo‐mathematical  relations  between 
them,  in  a  nomo‐mathematical  framework.  I  have  explicated  this  point  somewhat 
further  by  relating  it  to  the  character  of  judgments  (as  opposed  to  a  propositional 
conception of  language).  Judgments are central to our reasoning  in common  language 
and  serve  this  function  because  they  represent  how  we  conceive  of  objects  and 
relations between objects which can be of different types. 
  Accordingly,  scientists  gain  understanding  by  means  of  ‘structuring  and 
interpreting’ within particular  interpretative frameworks, thus producing  interpretative 
structures  IS.  They  understand  a  phenomenon  P  if  they  have  ‘structured  and 
interpreted’ P  in  terms of an  interpretative  structure  IS, whereas  they understand an 
explanation IS if they can draw inferences from it, and more generally speaking, if they 
can  use  IS  in  ‘structuring  and  interpreting’  other  phenomena  (e.g.,  complex 
phenomena).  However,  these  criteria  do  not  explain  why  scientists  understand  an 
interpretative  structure,  and  why  they  gain  understanding  by  'structuring  and 
interpreting'.  I  have  proposed  that  ‘structuring  and  interpreting’  produces 
understanding of a phenomenon because scientists develop a conception of P  in terms 
of  certain  types  of  objects  and  relations  between  these  objects.  Conceiving  of  a 
phenomenon  in  terms  of  an  interpretative  structure  that  represents  objects  and 
relations between objects that – metaphorically speaking – ‘underlie’ the phenomenon, 
provides understanding, not because an IS states what the world  is  like, but because  it 
allows  for  reasoning  about  the  phenomenon,  e.g.,  how  the  phenomena  result  from 
particular conditions, or how interventions will affect the phenomenon. 
  More  advanced  ‘structuring  and  interpreting’  in  science  makes  use  of 
fundamental  theories  of  different  types.  Examples  of  fundamental  theories  are  first‐
order  proposition  logic  within  the  logical  framework;  Euclidean  geometry  within  a 
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geometrical  framework;  chemistry  within  the  causal‐mechanistic  framework;  and 
Maxwell's equations within the nomo‐mathematical framework. Scientists understand a 
fundamental  theory,  T,  if  they  can  use  it  for  'structuring  and  interpreting'  a 
phenomenon. 
  An important issue with regard to the engineering sciences is how scientists gain 







as  proposed  by  De  Regt  and  Dieks  (2005).  Developing  interpretative  structures  (i.e., 
gaining understanding) of  (complex) phenomena  involves combining different types of 
'structuring and  interpreting'  (e.g.,  logical, geometrical, causal‐mechanistic, and nomo‐
mathematical). This is particularly obvious in the engineering sciences, but a closer look 
reveals that this  is also the case  in  'basic'  laboratory sciences. Therefore, I suggest that 
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7 The formula ISNM‐M means an interpretative structure IS of measured data‐points in a nomo‐
mathematical framework NM. Data‐points are related in terms of an arbitrary mathematical 
equation M (e.g., a polynomial function).  
8 My proposal that the axioms of fundamental theories present a theoretical framework within which 
scientists ‘structure and interpret’ phenomena agrees with the semantic view of theories of Van 
Fraassen (e.g., 1989, 224‐225), and Giere (1988, and 1999). From this perspective, Giere (1988, 90) 
argues against Cartwright (1983). According to Giere, “[Fundamental] laws cannot tell lies about 
the world, because they are not really statements about the world, ... They are, as Cartwright 
herself sometimes suggests, part of the characterization of theoretical models, which in turn may 
represent various real systems.” Opposite to this view stands structural realism. An overview of the 
constructive empiricist versus structural realism debate can be found in Psillos (2001). 
9 The engineering sciences involve at least five topics that are considered as general basic theory, 
necessary for taking a scientific approach to the development of technology, which are typical 
examples of how nomo‐mathematical structuring works. These subjects are mechanics, flow 
phenomena, electricity and magnetism, thermodynamics and statistical mechanics, and quantum 
mechanics. My basic assumption is that, like the axioms of Euclidean geometry, the axioms of 
fundamental theories are not true or empirically adequate, but fitting for ‘structuring and 
interpreting’ certain types of phenomena. For instance, Newton's three laws of motion and the law 
of gravity play a central role in mechanics. Conservation laws, such as conservation of mass, 
energy, momentum and chemical substance play a central role in flow‐phenomena. Electricity and 
magnetism draws on Maxwell's laws; thermodynamics on the basic laws of thermodynamics; 
statistical mechanics on the Boltzmann equation and the laws of probability theory, and quantum 
mechanics on the Schrödinger equation. 
10 With the complementarity of interpretative frameworks, I mean something different than Salmon’s 
([1990], 2002) complementarity thesis, which claims that explanations in terms of causal‐
mechanisms, and explanations in terms of derivations from fundamental laws are complementary. 
De Regt’s (2006) analysis of this claim shows that Salmon interprets his causal conception of 
scientific explanation as an ‘ontic’ claim: “in contrast to ‘epistemic’ conceptions which regard 
explanations as arguments, ontic conceptions assert that ‘events are explained by showing how 
they fit into the physical patterns found in the world’” (De Regt, 2006, 132). My conception of 
science as developing interpretive structures within interpretative frameworks, aims at avoiding 
ontic or metaphysical connotations. 
11 More correctly, the phenomenon is 'interpreted and structured' in analytic geometry. Scientific 
explanations of phenomena are often structured within a framework that integrates Euclidian 
geometry and analytic geometry that uses Cartesian (x.y, ..) coordinates for defining the space. As a 
result, the IS can be represented in mathematical spaces that are no longer strictly geometric, but 
constructed from combinations of x, y, z, t, and physical variables such as the velocity, v. 
Introduction of principles from analytic geometry allows for instance for the construction of 
differential equations. Another aspect that I will not explain in more detail is that the deduction of 
mathematical structures does not usually start from the fundamental principles, but from 
equations already deduced from them, such as the Maxwell‐Boltzman equation, or Navier‐Stokes 
equation. 
12 Clearly, ideal gases are defined in this way: a gas is ideal if it obeys the ideal gas law. Therefore, the 
belief that the ideal gas law is empirically adequate for ideal gases is problematic. 
13 On this matter I am deeply indebted to Kant’s criticism of Hume’s empiricism; cf. Kant, ([1787],1998), 
and Henry Allison's (2004) interpretation of Kant's work. Rather than using Kant's notion of 
categories, I propose the notion of interpretative frameworks. 
 
