Housing markets play a crucial role in economies and the collapse of a real-estate bubble usually destabilizes the financial system and causes economic recessions. Since the recent global financial tsunami and follow-up economic crisis triggered by the US subprime mortgage crisis, there is increasing interest in the investigation of the ripple effect and cross-sectional convergence of house prices of different regions. However, the complex evolving behavior of the housing market is still not well understood. We investigate the systemic risk and spatiotemporal dynamics of the US housing market (1975/Q1 to 2011/Q4) at the state level. We find that the largest eigenvalue λ1 of the correlation matrix which commonly reflects a common market effect has an upward trend roughly since 1993 and experienced additional boost around 2008 that is again in agreement with the bursting of the housing bubble and financial crisis of 2007-2010. We surprisingly find there are time periods during which the market effect of λ1 is weak and shows a partitioning ability, while other deviating eigenvalues exhibit a weak market effect. We also unveil that the component signs of the eigenvectors contain either geographical information or the extent of differences in house price growth rates or both. According to the information content embedded in the largest eigenvalues, we show that the US housing market experienced six regimes, which is consistent with the evolution of state clusters identified by performing the box clustering algorithm and the consensus clustering algorithm on the partial correlation matrices. In the early regimes, only a relative small number of states formed clusters, whose constituents vary remarkably. In the late regimes, the clusters were quite stable within each regime, and split and merged when the market transitioned from one regime to another. Our analysis uncovers that dramatic increases in the systemic risk are usually accompanied with regime shifts, which provides a means of early detection of housing bubbles.
Housing markets play a crucial role in economies and the collapse of a real-estate bubble usually destabilizes the financial system and causes economic recessions. Since the recent global financial tsunami and follow-up economic crisis triggered by the US subprime mortgage crisis, there is increasing interest in the investigation of the ripple effect and cross-sectional convergence of house prices of different regions. However, the complex evolving behavior of the housing market is still not well understood. We investigate the systemic risk and spatiotemporal dynamics of the US housing market (1975/Q1 to 2011/Q4) at the state level. We find that the largest eigenvalue λ1 of the correlation matrix which commonly reflects a common market effect has an upward trend roughly since 1993 and experienced additional boost around 2008 that is again in agreement with the bursting of the housing bubble and financial crisis of 2007-2010. We surprisingly find there are time periods during which the market effect of λ1 is weak and shows a partitioning ability, while other deviating eigenvalues exhibit a weak market effect. We also unveil that the component signs of the eigenvectors contain either geographical information or the extent of differences in house price growth rates or both. According to the information content embedded in the largest eigenvalues, we show that the US housing market experienced six regimes, which is consistent with the evolution of state clusters identified by performing the box clustering algorithm and the consensus clustering algorithm on the partial correlation matrices. In the early regimes, only a relative small number of states formed clusters, whose constituents vary remarkably. In the late regimes, the clusters were quite stable within each regime, and split and merged when the market transitioned from one regime to another. Our analysis uncovers that dramatic increases in the systemic risk are usually accompanied with regime shifts, which provides a means of early detection of housing bubbles.
Because houses and apartments are tradable and are commonly used in speculations, they are considered as a special kind of commodity. As time passes the house prices boom and bust. Because the housing market is closely related to the financial system and plays a crucial role in economies, a crash of the housing market usually has disastrous consequences, causing financial crisis and economic recession. Recent examples include the 1997-1998 Asian crisis [1] [2] [3] and the 2007-2012 global financial tsunami followed by the 2008-2012 global recession and the European sovereign-debt crisis, none of which has ended [4] . When the correlations among the constituents of a market become stronger and the ripple effect increases [5] , prices tend to converge [6] and the systemic risk increases. However, there is evidence showing that alternative measures based eigenvalues and eigenvectors of correlation matrix outperform the average correlation in quantifying systemic risks, characterizing market integration and constructing profitable investment portfolios [7] [8] [9] . Hence, it is extremely important to understand the spatiotemporal dynamics of housing markets through an investigation of the correlation matrix of price growth rates.
The correlation matrices of stock returns and indices have been widely studied in different markets [10] . The studies have employed variety of methods ranging from the minimal spanning trees [11] , the planar maximally filtered graph [12] based on distance matrices, to RMT [13, 14] . All methods can be used to identify constituent clusters in financial systems [10] . When RMT is applied to investigate the correlation structure of financial markets, the largest eigenvalue serves to explain the collective behavior of the market, and other eigenvalues are commonly used to explain clustering of stocks or indices into groups with specific traits.
The correlation matrices of housing markets are rarely studied, mainly due to the short length of house price indices, where the sampling frequency is usually either monthly or quarterly. In this work, within the RMT framework at the state level, we investigate the spatiotemporal dynamics of the US housing market. We analyze the All-Transactions Indexes of the 50 states including the District of Columbia, which are estimated with sales prices and appraisal data and published by the Federal Housing Finance Agency. The data are quarterly recorded beginning at 1975/Q1 and ending at 2011/Q4 giving in total 148 quarters.
We denote S i (t) the quarterly housing price index (HPI) of US state i at time t. The logarithmic return at time t is defined as
For each moving window [t−s+1, t] at time t of size s, we compute the correlation matrix C(t), whose element C ij is the Pearson correlation coefficient between the return time series of US states i and j,
where µ i and µ j are the sample means and σ i and σ j are the standard deviations of the two states i and j respectively. It is known that stock markets are characterized by both fast and slow dynamics [15, 16] .In order to estimate the empirical correlation matrix and minimize the unavoidable statistical uncertainty, we need to use a large window containing a large number of data points. On the other hand, large windows reduce our ability to investigate the fast dynamics in correlation studies. In addition, the correlation matrix is no longer invertible [8, 16] when s is smaller than the number of time series that is in our study 51 (the number of states), implying s min = 51. Here, we choose s = 60 quarters, which gives 89 moving windows for investigation.
Results
Correlation coefficient. In Fig. 1A , we show the average correlation coefficient of Eq. 2 calculated for each year during the last two decades. In recent years the average correlation coefficient has substantially increased implying that the US housing market has become strongly correlated. In prior years of the period studied, we find that only for a small number of states their housing indexes were correlated that is in contrast with the past decade where we find a sharp increase in housing market correlations, which implies a sharp increase in systemic market risk. Eigenvalues. For each t larger or equal to t = 1990/Q1, we calculate the correlation matrix C(t) and compute its 51 eigenvalues {λ n : n = 1, · · · , 51}. Then we sort the eigenvalues {λ n } in the descending order, and calculate the corresponding eigenvectors u n (t) = [u n,1 (t), · · · , u n,51 (t)]
T . If M is a T × N matrix with mean 0 and variance
In the limit N → ∞, T → ∞ where Q = T /N ≥ 1 is fixed, the probability density f RMT (λ) of eigenvalues λ of matrix C is f RMT (λ) = Q 2π (λ max − λ)(λ − λ min )/λ, where λ ∈ [λ min , λ max ] and λ min,max = 1+1/Q±2 1/Q [13, 17, 18] . If an eigenvalue λ is greater than λ max -so deviating from the prediction of the RMT-its eigenvector usually contains valuable information about the market dynamics. However, for real data, the limit conditions N → ∞ and T → ∞ are never fulfilled and some finite-size effect should be included in the RMT studies. To this end, in order to identify the deviating eigenvalues, we randomize the housing indexes time series to destroy any temporal correlations. Then we calculate a new correlation matrix C Rnd from the randomized return time series, and compute corresponding 51 eigenvalues. Repeating this procedure 1000 times we obtain in total 51,000 eigenvalues based on which we calculate the probability density of eigenvalues f Rnd (λ). Although the density functions f RMT (λ) and f Rnd (λ) overlap to a great degree, they exhibit some differences in the right tail. We find that f Rnd (λ) is not bounded by the maximum eigenvalue λ max predicted by the RMT (Fig. S2 ), which is due to the fact that the HPI returns have fat tails. The question of whether housing and generally financial bubbles can be identified in advance is one of the topics in economics theory. To this end, it is observed in Fig. 1B that the largest eigenvalue λ 1 of C(t) has an upward trend roughly since 1993. We note that λ 1 experienced additional boost around 2008 that is again in agreement with the bursting of the real estate bubble and the financial crisis of 2007-2010 around the world. Fig. 1B illustrates that the largest eigenvalue λ 1 of C(t) is larger than the maximum eigenvalue λ max predicted by the RMT and also larger than the critical value λ 5% of f Rnd (λ). For the second largest eigenvalue, we find λ 2 > λ max for all C(t) matrixes and λ 2 > λ 5% for most C(t) matrixes. We also find that the third largest eigen-value λ 3 is larger than λ max and λ 5% for most C(t) matrixes, and the fourth largest eigenvalue λ 4 is larger than λ max and λ 5% for part of the C(t) matrixes. In contrast, the fifth largest eigenvalue λ 5 falls well within the bulks of f RMT (λ) and f Rnd (λ) (Fig. S2) . Therefore, the eigenvalues λ 1 , λ 2 and λ 3 should contain information about nontrivial spatiotemporal properties of the US housing market dynamics. We also include λ 4 in our investigation.
A better measure of systemic risk is the absorption ratio E n = n i=1 λ i /N [7] [8] [9] , which is shown in Fig. 1C . It is observed that the systemic risk increases almost linearly, even after the recent housing bubble bust in 2007, which indicates that the US housing market becomes more instable continually and the market is very fragile at high value. Collective market effect and regime shifts. For each eigenvalue λ n , we can construct its eigenportfolio, whose returns are calculated by
where
T is a vector whose components are state-level HPI returns defined in Eq. 1. To evaluate the collective market effect embedded in λ n , we investigate the following linear regressive model between R n (t ′ ) and the return R(t ′ ) of the US HPI
where R n and R are normalized respectively to zero mean and unit variance [18] , and k n (t) is the correlation coefficient between R n and R in time t ′ . To estimate the value of k n , we perform an ordinary least-squares (OLS) linear regression together with a robust regression. Since the results and conclusions for both methods are qualitatively virtually the same, in the following we discuss the OLS results only. Before we proceed with the results for the housing market, we note that for stock markets, it is obtained that k 1 is significantly different from 0 and is usually close to 1, while k n ≈ 0 for n > 1 [18] . In other words, for the stock market the largest eigenvalue reflects the common behavior of the market, while the rest of the eigenvalues do not contain information about such a market effect.
In the following, we report that the RMT results obtained for the US housing market substantially differ from the results obtained for stock markets ( Fig. 2 and Fig. S3 ). For the housing market, we observe that the correlation coefficient k 1 between R(t ′ ) and R 1 (t ′ ) is large for the first four years, and then experience a sudden drop from 0.8354 (1993Q3) to 0.0655 (1993Q4). Then we find that λ 1 increase gradually to 0. . We surprisingly reveal that the two regime-shift points in Fig. 2 virtually overlap with the first two local minima in the time dependence of λ 1 in Fig. 1 . Therefore, in the regimes corresponding to the first and last time periods, the market effect quantified by the correlation coefficient k 1 is remarkable; In contrast, the market effect is much weaker in the second time period (Fig. S3 ). Within the second time period, we further identify a regime-shift point between 1997Q1 and 1997Q2, where k 1 drops from 0.6955 to 0.5879. For the second largest eigenvalue λ 2 , we identify three regime shifts: 1993Q3-1993Q4, 1997Q1-1997Q2, and 2002Q2-2002Q3 (Fig. 1B ) . Surprisingly, these regimeshift points are identical to those we found for λ 1 . For the third largest eigenvalue λ 3 , we identify two regime shifts: 1993Q3-1993Q4 and 1997Q1-1997Q2 that correspond to first and second regime shifts we found in eigenvalues λ 1 and λ 2 (Fig. 1C ) . Finally, for the fourth largest eigenvalue λ 4 , we identify three regime shifts: 1993Q3-1993Q4, 1999Q2-1999Q3, and 2002Q2-2002Q3 where first and third regime shifts correspond to those we found for the eigenvalues λ 1 and λ 2 (Fig. 1D ) . Based on four different regime shifts in Figs. 1A to D , we identify five regimes in the eigenvalues: We find that in regime R 1 , only for the largest eigen-value λ 1 the market effect-quantified by the correlation coefficient k 1 between R(t ′ ) and R 1 (t ′ )-is substantially large (Fig. S3) . In regime R 2 , the market effect for λ 1 becomes substantially weaker than in regime R 1 , and λ 3 exhibits a moderately stronger market effect only at some time t (Fig. S3) . In regime R 3 , λ 1 and λ 2 exhibit a substantially stronger market effect than λ 3 and λ 4 . In regime R 4 , λ 1 , λ 2 , and λ 4 exhibit a strong market effect. Finally, in regime R 5 , only λ 1 exhibits a strong market effect, while the rest of eigenvalues λ 2 −λ 4 do not. Therefore, we find that the largest eigenvalue λ 1 almost always exhibits a market effect, whereas the other eigenvalues exhibit a market effect only frequently especially when the market effect becomes weak in λ 1 . Information contented in the eigenvectors associated with the largest eigenvalues. For stock markets it was found that the components of the eigenvector of the largest eigenvalue are practically always positive where components exhibit small fluctuations over time, reflecting a market effect. The rest of the eigenvectors of other largest eigenvalues describe different clusters of stocks or industrial sectors [18] [19] [20] . For the US housing market, we find that the eigenvectors of the largest eigenvalues contain much richer information ( Fig. 3 and Fig. S4 ). The existence of five regimes R 1 to R 5 is vivid and the eigenvector components persist in each regime. Moreover, the graphical approach in Fig. 3 Starting with the first eigenvector u 1 , we study its components over time, precisely for different regimes. We find that in regime R 1 , almost all the components of u 1 are positive. In contrast, after 1993Q4 during the three regimes R 2 to R 4 , many components of the first eigenvector u 1 turn from positive to negative, as vividly seen in Fig. 3 . During the period from 1993Q4 to 2002Q2, positive components of u 1 mainly correspond to the states in the Eastern half of the US with exception of California and Arizona in the Western US. It means that the largest eigenvalue λ 1 partitions the US states into two groups. Since the states with positive components include predominantly the states with high HPI values, λ 1 still exhibits a modest market effect. As time passes transferring from regime R 4 to regime R 5 , states with initially negative components turn from negative to positive components.
For the eigenvector u 2 , in the first two regimes R 1 and R 2 we find a comparable number of negligible positive and negative components, and it is not completely clear what information is contained in the US states with positive and negative components. Around 1997Q2, the number of states with negative u 2 components become significantly lower, and so the large majority of states have positive components reflecting a market effect. The predomination of positive components over negative components persisted in R 3 and R 4 . Since late R 4 , the u 2 components of Washington and California turn from positive to negative, and then some Northeastern states do the same. In regime R 5 , the two clusters of states, one with positive and the other with negative u 2 components virtually correspond to states with low and high HPI growth rates, respectively, as identified by the super-exponential growth model [21] .
In the evolution of the eigenvector u 3 , we find two interesting features. First, the majority of states in regime R 2 have positive components, reflecting a modest market effect. Second, there is an evident subregime around 2007Q2, which surprisingly corresponds to the onset of the primary US mortgage crisis. The information contained in other regimes is ambiguous. Also, it is not easy to extract clear information from the evolution of the fourth eigenvector u 4 . Evolution of state clusters. To better understand the spatiotemporal dynamics of the US housing market at the state level, we partition the states into clusters for each time t. Because there is a strong market effect in the correlation matrices, the Pearson correlation coefficient between the return time series r i and r j of two US states i and j may not reflect their intrinsic relationship, but may be a reflection of a similar influence of the overall US HPI return r us on i and j [22, 23] . We thus utilize a clustering algorithm using the corresponding partial correlation matrices P(t) by removing the market effect. The partial correlation coefficient P ij between r i and r j with respect to r us can be calculated as follows [23, 24] :
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|i − j|P ij (t).
We then use a greedy algorithm to partition clusters of states and isolated states [25] . This procedure we repeat 200 times and we obtain 200 partitions. We construct an affinity matrix A ′ , whose element A ′ ij is the number of partitions in which i and j were assigned to the same cluster, divided by the number of partitions 200. Finally we apply the clustering method to the affinity matrix A ′ , resulting in a final partition A(t) [26] . For each t, we rearrange the order of states in P(t) and C(t) to be the same as in A(t).
The evolution of the three matrices is illustrated in Fig. S5 . In early years represented by regions R 1 and R 2 , we identify the clusters of states (Fig. 4A) , where the number of states forming clusters is relatively small (Fig. 4B ) and the constituent states of the clusters are unstable (Fig. S5 )-these properties are consistent with the fact that the average cross-correlation level among US states is very low, indicating that the housing markets of different US states are to some extent isolated. With the development of the US housing market during the period 1996Q4-2002Q1, more US states enter two different clusters of significantly different sizes (Fig. 4B ).
This period roughly corresponds to the two regimes R 3 and R 4 . During this period, we find that both clusters exhibit relative stability (Fig. 4B and Fig. S5 ). In regime R 5 , we find that the smaller cluster further splits into two smaller clusters whereas the cluster remain relatively stable. Around 2007Q2, the larger cluster splits into two clusters of comparable size, but shortly the two smaller clusters merged back into one cluster (Fig. S5) . Finally we find three stable clusters of similar size, forming the sixth regime R 6 .
For each window t, there are up to four clusters of states and the number of states in each cluster varies from one window to another. For each cluster, one of the four deviating eigenvalues has a dominant contribution (Fig. 4D ) . We find that in regimes R 2 and R 3 , the largest eigenvalue λ 1 participates in the cluster partitioning.
The spatiotemporal dynamics of the clusters of states is presented in Fig. 4E . Roughly speaking, the states in the red cluster have larger price fluctuations (especially greater price value), while the states in the green cluster have smaller HPI growth rate fluctuations (Fig. S6) . In earlier years (R 1 and R 2 ), the clusters are unstable with a large number of states shifting between clusters. During this period, the primary contribution to the green cluster comes from the third largest eigenvalue λ 3 . In contrast, there are more eigenvalues contributing to the red cluster. In 1997 we find that two large stable clusters are rapidly formed in which the green and red clusters are dominated by λ 2 and λ 1 , respectively. This phasetransition-like phenomenon in 1997 may have been a sign of a fast ripple effect within the US housing market. After 2005Q2, the red cluster splits into two smaller clusters for approximately two years and almost all of the clusters are dominated by λ 2 . We find that since 2007Q2, the green cluster has partitioned into two smaller clusters: the red and green clusters are still dominated by λ 2 and the new yellow cluster is dominated by λ 3 . The time period of these two transitions corresponds to the downturn in the US housing market. In a nutshell, Fig. 4E shows the extreme complexity of the spatiotemporal dynamics of the US housing market.
In order to have finer resolution in characterizing systemic risk, we divided the 51 time series into 6 clusters according to the clusters of states revealed in Fig. 4E . We form a sample with 6 return time series, each being randomly chosen from a cluster. The eigenvalues of the correlation matrices of the sample with moving window of size 8 quarters are determined. We repeat this procedure for 50 times and average the corresponding eigenvalues. We find that the systemic risk increased sharply in early 1990's and dropped to a relatively low level in late 1990's (Fig. S7) . The absorption ratio started to increase dramatically in 2003 and remains at historical high. Different from results of the analysis of 14 metropolitan housing markets in the United States [9] , our analysis shows that the systemic risk is still at its historical high after the housing bubble peaked.
Discussion
We have investigated the complex spatiotemporal dynamics of the US housing market at the state level from the perspective of random matrix theory. At a large timescale, evolution of the market can be separated into three time periods. During the first time period (1989Q4 to 1997Q1), the market exhibits low correlation and the largest eigenvalue reflects a market effect, while the next three largest eigenvalues contain partitioning information. During the second time period (1997Q2 to 2002Q2), the correlation among the states is still low and the market effect of the largest eigenvalue becomes weaker. We find that the largest eigenvalue contains partitioning information and that the deviating eigenvalues exhibit a weak market effect. During the last period, the largest eigenvalue exhibits a strong market effect and its partitioning function disappears, which corresponds to the fact that the market integration becomes much stronger and exhibits sharply increasing average correlations. During this period, the partitioning of the states is mainly caused by the second largest eigenvalue. After the subprime crisis, the third largest eigenvalue shows a partitioning function.
The unveiled regime shifts imply the abrupt increases in the systemic risk of the US housing market and imply that the housing bubble that burst in 2007 has accumulated as early as 1997. Our finding is consistent with and provides convincing evidence for the conclusion based on the evolution of the absorption ratio [9] .
We observe that there are both positive and negative components in the eigenvectors of the deviating eigenvalues for most time windows. When the components of an eigenvector has the same sign, it usually reflects a market effect. When an eigenvector has both positive and negative components, especially when their amounts are comparable, the eigenvector may reflect either geographical information or differences in house price growth rates or both. The information contained in the signs of the eigenvector components has recently been reported for stock markets [27] [28] [29] . However, the US housing market seems more complex than stock markets.
During the evolution of the US housing market, we observe that prices diffuse in significant and complex ways that do not require geographical bonds [30] . The splitting and merging of clusters indicate that there is no national convergence of house prices. Furthermore, the model in Ref. [6] in which there are several clusters within which the prices converge is too simple, although we have used a different approach for state clustering. It is rational to conjecture that there are different classifications for converging clusters in different time periods.
Methods
Determination of symbols in Fig. 5D . We determine the symbol of each cluster according to the contribution of the eigenvalues. Note that the correlation matrix C(t) can be decomposed as [31, 32] C(t) = 51 n=1 C λn (t) = 51 n=1 λ n (t)u n (t)u T n (t),
where C λn (t) = λ n (t)u n (t)u T n (t) is the matrix associated with λ n , and its element is C λn,ij (t) = λ n (t)u n,i (t)u n,j (t). We define the information ratio of λ n in a certain cluster C(t) as G(λ n , C(t)) = i,j∈C(t) C λn,ij (t)
i,j∈C(t) C ij (t) ,
which is the relative contribution of λ n to C(t), and the maximum information ratio G(λ n ) can be simply determined. Since almost all the components of u 1 are positive in regimes R 1 , R 5 , and R 6 (Fig. 4C ) , the partitioning function of λ 1 is weak. In these time periods, the modularity defined in Ref. [33, 34] is also relatively small. We thus exclude λ 1 from the determination of G(λ n ) in these three regimes. If λ n (t) makes the largest contribution to cluster C(t) (i.e. G(λ n , C(t)) is maximal), then an eigenvalue-specific symbol is assigned to C(t): circle (•) for λ 1 , square ( ) for λ 2 , diamond ( ) for λ 3 , and triangle ( ) for λ 4 .
Coloring the states in Fig. 5E . For a given time t, states belonging to the same cluster are marked with the same color and states belonging to different clusters are marked with different colors. For simplicity, we define for each t a color configuration vector Φ t , the elements of which correspond to the 51 states in a predetermined order. The elements of Φ t corresponding to each cluster are assigned a unique positive integer and the remaining elements not belonging to a cluster are assigned zeros. For two configurations Φ t and Φ t ′ , we define a measure of similarity J,
where δ x,y is the Kronecker delta function, which is equal to 1 if x = y, and 0 otherwise. The ultimate task of maximizing globally
t=t ′ +1 J(Φ t , Φ t ′ ) is impossible since the number of the parameters is too large (Fig. 4B ) .
To solve the coloring problem, we adopt a heuristic algorithm. We determine the colors of the clusters reversely from 2011Q4 to 1989Q4. We separate the time period into two intervals: I 1 = [1989Q4, 1996Q1] and I 2 = [1996Q2, 2011Q4]. For t = 2011Q4, there are three clusters of states colored yellow, green, and red, respectively. When we start to determine Φ t for a given t ∈ I 2 , all Φ t ′ with t ′ > t have already been determined. The configuration Φ t is determined by maximizing F 2 (Φ t ) = t ′ τ =1Q J(Φ t , Φ t+τ ), where t ′ = min{6Q, 2011Q4 − t}. When t ∈ I 1 , we maximize F 1 (Φ t ) = 1998Q3 t ′ =1997Q1 J(Φ t , Φ t ′ ). Note that slightly varying the choice of the reference future configuration does not affect the results.
