This paper investigates the use of perceptually-motivated subband temporal envelope (STE) features and time-delay neural network (TDNN) denoising autoencoder (DAE) to improve deep neural network (DNN)-based automatic speech recognition (ASR). STEs are estimated by full-wave rectification and low-pass filtering of band-passed speech using a Gammatone filter-bank. TDNNs are used either as DAE or acoustic models. ASR experiments are performed on Aurora-4 corpus. STE features provide 2.2% and 3.7% relative word error rate (WER) reduction compared to conventional log-mel filter-bank (FBANK) features when used in ASR systems using DNN and TDNN as acoustic models, respectively. Features enhanced by TDNN DAE are better recognized with ASR system using DNN acoustic models than using TDNN acoustic models. Improved ASR performance is obtained when features enhanced by TDNN DAE are used in ASR system using DNN acoustic models. In this scenario, using STE features provides 9.8% relative WER reduction compared to when using FBANK features.
Introduction
Feature extraction is an active research topic in automatic speech recognition (ASR) research. To date, log-mel filter-bank (FBANK) features [1] , which are created by skipping the discrete cosine transform (DCT) in the Mel frequency cepstral coefficients (MFCCs) [2] computation, are among the most popular features for deep neural network (DNN)-based ASR.
Energy peaks in frequency bands of speech signal reflect the resonant properties of the vocal tract and thus provide acoustic information on the production of speech sound [3] . Acoustic features for ASR, such as MFCCs or perceptual linear predictive (PLP) coefficients [4] , attempt to capture these resonant properties from speech signal in spectral domain. Similarly, these information can be extracted in the time domain from the subband temporal envelopes (STEs). STEs are temporal envelopes of subband signals resulting from band-pass filtering of the original speech signal. Time-domain feature extraction could be thus as effective as spectral domain feature extraction.
Temporal information has been included in acoustic features for ASR, for instant in TRAPS (TempoRAl Patterns) features [5] . These features carry subband temporal information and are extracted in the spectral domain. STEs of speech signal have been studied in speech intelligibility [6] or in speech signal processing for cochlear implants [7] . In addition, STEs have been studied in speech signal processing and acoustic feature extraction for ASR, based on hidden Markov models (HMMs) [8, 9, 10, 11] . In [10, 11] , acoustic features are computed from the power of the short-(25 ms) or medium-term (∼ 200 ms) amplitude modulations, and then, transform to cepstral domain using a discrete cosine transform (DCT).
In this paper, we investigate the use of STE features and time-delay neural network (TDNN) denoising autoencoder (DAE) to improve DNN-based ASR performance. STE features can be used in ASR systems using DNN or TDNN acoustic models (AMs) or as input to TDNN DAE for feature enhancement. Performance of ASR systems using STE features is compared with that of ASR systems using conventional FBANK features. Experimental results show that improved ASR performance is observed when features enhanced by TDNN DAE are used in ASR system using DNN AMs. Systems using STE features have better performance than when using FBANK features. The paper is organized as follows. Section 2 mentions relevant works. STE features are presented in section 3. TDNN DAE is presented in section 4. Section 5 presents ASR experimental results on Aurora-4 corpus [12] . Conclusions are presented in section 6.
Relation to prior work
Feature enhancement is one of the approaches for improving ASR performance. It aims at enhancing the acoustic features extracted from noisy input speech and use the enhanced features for recognition. Feature enhancement using neural networks has been investigated in the literature [13, 14, 15, 16] .
A neural network which attempts to estimate a cleaner version of its noisy input features is known in the literature as a DAE [17] . It is known that neural network architectures used for feature enhancement often take into account long temporal context. In [13] , recurrent neural network (RNN), and in [14, 18] , bidirectional long-short term memory (LSTM) neural networks have been used as DAE, respectively.
The common characteristic that makes RNN and BLSTM architecture relevant for DAE being their ability to model the temporal evolution of speech and noise over a longer period of time [13, 14] . TDNN was shown to be able to learn long-term temporal contexts from speech signal [19] . This ability suggests that TDNN could be effectively used as DAE.
STE features track energy peaks in perceptual frequency bands which reflect the resonant properties of the vocal tract. These are temporal information about transients that is not present in conventional features, such as MFCCs, PLP coefficients or FBANK features [20] . Temporal context information from speech could be thus better extracted by STE features. In addition, STE features in the present paper are extracted from slowly-varying temporal envelopes; this could help reducing redundancy more efficiently. These characteristics suggest that STE features could provide additional benefits when being used with DAE based on neural network architectures which learn long-term temporal contexts, for instance the TDNN DAE. This utilization will be investigated in this paper.
Subband temporal envelope features
Given a speech signal s(n), the M STE signals em(n), m = 1, . . . , M of s(n) are extracted as follows. The speech signal s(n) is first pre-emphasized by using a filter having a transfer function H(z) = 1 − 0.97z −1 . The pre-emphasized speech signal is then decomposed into M subband signals sm(n), k = 1, . . . , M using a filter-bank consisting of M Gammatone band-pass filters. In this work, Gammatone filters implementation from [21] is used. Each Gammatone band-pass filter in the filter-bank is implemented as a cascade of four separate second order IIR (infinite impulse response) filters. This implementation is done to avoid round-off errors [21] . The frequency responses of the Gammatone filters are shown in Fig. 1 . The center frequencies of the Gammatone filter are linearly spaced on the ERB (equivalent rectangular bandwidth) scale with the first one starts at 100 Hz. STEs em(n), m = 1, . . . , M of the subband signals sm(n), m = 1, . . . , M are then extracted by, first, full-wave rectifying the subband signals followed by low-pass filtering of the resulting signals. In this work, the low-pass filter for extracting STEs is a fourth-order elliptic low-pass filter with 2-dB of peak-to-peak ripple and a minimum stop-band attenuation of 50-dB. The cut-off frequency of this low-pass filter, which controls the bandwidth of STEs, is 50 Hz because this cut-off frequency ensures a reasonable STE bandwidth for human and machine speech recognition [3, 8, 9 ]. An example of STE, extracted by this method, is shown in Fig. 2 .
The STE feature extraction is shown in Fig. 3 . From STEs em(n), m = 1, . . . , M extracted from the whole utterance, short-term frames of 25 ms are extracted every 10 ms. The short-term frames are multiplied with Hamming windows to emphasize the samples in the middle of the analysis frames. At time instant k, assume thatê m,k (n), m = 1, . . . , M are the short-term STEs obtained after the Hamming windowing, a feature vector
T is extracted. A feature coefficient y m,k is computed as:
where N is number of samples in a frame and k is frame index. Finally, these feature coefficients are root compressed with 1/15 th root, according to a compression suggested in [11] . The way STE features are estimated in this paper has two major differences compared to previously proposed acoustic features based on temporal envelopes [10, 11] . First, STE features in this paper are proposed for DNN-based ASR. It is known that DNNs do not require uncorrelated data [1] as Gaussian mixture models (GMMs) do in acoustic modeling. Therefore, there is no decorrelation within the proposed STE feature extraction whereas DCT was used in [10, 11] to decorrelate feature coefficients. Second, STE feature extraction in this paper uses full-wave rectification and low-pass filtering [3, 8, 9 ] to extract STEs. In [10] , frequency domain linear prediction (FDLP) and in [11] , discrete energy separation algorithm (DESA) were used to extract temporal envelopes, respectively. By using fullwave rectification and low-pass filtering to extract STEs, bandwidth of STEs as well as their temporal resolution can be controlled by the cut-off frequency of the low-pass filter.
Time-delay neural network denoising autoencoder
TDNN architecture was introduced in [19] . This neural network architecture can represent relationships between events in time which could be spectral coefficients, but might also be the output of higher level feature detectors. In a TDNN architecture, the initial transforms are learned on narrower contexts and the deeper layers process the hidden activations from a wider temporal context. Hence the higher layers have the ability to learn wider temporal relationships [22] . In this architecture, the time delay of speech frames are explicitly modeled thanks to the delay units. Hence, temporal contexts are better modeled. Back-propagation learning algorithm [23] is used to train TDNN DAE given input features extracted from noisy training speech and output features extracted from clean training speech. The back-propagation algorithm adjusts the TDNN's link weights to realize the feature enhancement mapping. The cost function that is used by the back-propagation algorithm is a square error measure between referenced clean output features and the actual TDNN's output. The actual TDNN's output is computed from noisy input features using actual TDNN weights. On every presentation of learning samples, each weight is updated in an attempt to decrease this square error measure. Details of the TDNN training is presented in section 5.2.1.
ASR experiments

Acoustic feature extraction
Performance of ASR systems using STE features is compared with that of ASR systems using conventional FBANK features. In this work, the FBANK features are extracted in a conventional manner as follows: speech signal is first pre-emphasized by using a filter having a transfer function H(z) = 1−0.97z coefficients are obtained by taking logarithm of these sums. 40-channel Mel-scale filter-bank is used and 1 frame's total energy coefficient is appended, resulting in 41-dimensional static FBANK features. These FBANK features are extracted using HTK toolkit [24] .
STE features are extracted as in section 3. In STE feature extraction, 40 band-pass filters are used in the Gammatone filter-bank. The frame's total energy is used as an additional coefficient. The dimension of the static STE features is thus 41, same as the FBANK features. In this work, we use a cutoff frequency of 50 Hz to extract STEs. This cut-off frequency ensures a reasonable STE bandwidth for human and machine speech recognition [3, 8, 9] .
Speech recognition systems training
ASR systems are trained and evaluated using Aurora-4 corpus [12] . Aurora-4 is a medium vocabulary task based on the Wall Street Journal (WSJ0) corpus. There are two training sets: clean and multi-condition. Each set consists of 7137 utterances from 83 speakers. All the utterances in the clean training set were recorded by the primary Sennheiser microphone which is close-talking microphone. The multi-condition training set was created by keeping half of the clean training set and replacing other half by same speech utterances which are simultaneously recorded by one of a number of different secondary microphones. Seventy five percent of the utterances in each half were corrupted by six different noises (airport, babble, car, restaurant, street, and train) at 10-20 dB signal to noise ratio (SNR).
The evaluation set was derived from WSJ0 5K-word closed-vocabulary test set which consists of 330 utterances spoken by 8 speakers. This test set was recorded by the primary microphone and a secondary microphone. 14 test sets were created by corrupting these two sets by the same six noises used in the training set at 5-15 dB SNR. The types of noises are matched across training and test sets but the SNRs of the data are partially mismatched. These 14 test sets can be grouped into 4 subsets: clean, noisy, clean with channel distortion, noisy with channel distortion, which will be referred to as A, B, C, and D, respectively [25] . All the data used for the experiments in this paper are sampled at 16 kHz.
TDNN DAE training
Acoustic features are extracted from both clean and multicondition training data of Aurora-4 to train TDNN DAE. A summary of the TDNN DAE training is shown in Fig. 4(a) . The TDNN DAE training is done using back-propagation based on square error criterion. In [22] , a TDNN architecture was pro- Figure 4 : Training of TDNN DAE (Fig. 4(a) ), DNN and TDNN AMs (Figs. 4(b) and 4(c) ).
posed for acoustic modeling which allows flexible selection of input contexts of each layers required to compute an output activation, at one time step. A major difference between the architecture proposed in [22] and the original architecture proposed in [19] is the use of p-norm non-linearity which is a dimension reducing non-linearity [26] .
In the present paper, we use the TDNN architecture proposed in [22] for DAE. The TDNN architecture uses group size of 10, and 2-norm. In all hidden layers the p-norm input and output dimensions are 3000 and 300, respectively. The input contexts of each layer required to compute an output activation define the TDNN architecture. In this architecture, asymmetric input contexts, with more context to the left, seemed to work better. We thus apply a 4 hidden layers TDNN architecture with an input temporal context of [t-13, t+9] which was found to be optimal in [22] . In this configuration, the highest hidden layer covers a context of 13 frames on the left and 9 frames on the right of the current frame. The layer-wise context of this architecture are [-2,2], {-1,2}, {-3,4}, {-7,2}, {0}, the same as in the reported optimal architecture. For the sake of reference, we use similar notations as in [22] to describe layer-wise contexts. According to this, [-2,2] means 5 frames at offsets -2, -1, 0, 1, 2 compared to the current frame are spliced together for the computation of hidden activations in the first hidden layer. Assume that t1 and t2 are two positive integers, {-t1,t2} means two frames at offsets −t1 and t2 compared to the current frame are spliced to compute hidden activations in the corresponding hidden layer. {0} is a conventional, non-splicing hidden layer. This sub-sampling scheme was proposed in [22] to reduce training time and model size.
TDNN and DNN AMs training
The 4 hidden layers TDNN architecture in section 5.2.1 is also used to train TDNN AMs. The state alignments for TDNN AMs training are obtained from a speaker adaptive training (SAT) HMM-GMM system, trained on the multi-condition training data using MFCCs features. These are the state alignments used for training all AMs, including DNN AMs, in the present paper. TDNN AMs training are done using back-propagation based on cross-entropy criterion [22] . DNN AMs are trained according to the standard training recipe in [27] using Kaldi speech recognition toolkit [28] . TDNN and DNN AMs are trained by acoustic features extracted from multi-condition training data of Aurora-4. Features extracted from multi-condition training data can be enhanced by the TDNN DAE before being used for training TDNN or DNN AMs. These training are summarized in Fig. 4(b) and 4(c) . In the DNN AMs training, a conventional context window of 11 frames is used. In HMM-GMM, HMM-TDNN and HMM-DNN systems training, utterance-level mean normalization is performed on static features. First and secondorder delta features are then appended. The DNNs are initialized using layer-by-layer generative pre-training and then discriminatively trained using back-propagation based on crossentropy criterion.
In the present work, the DNNs consist of 7 hidden layers, each layer has 2048 nodes. This DNN architecture was found to be appropriate for Aurora-4 corpus [25] . The activation function is sigmoid. The softmax layer consists of 2298 nodes which are the number of tied context-dependent acoustic states. Decoding is performed with the task-standard WSJ0 bi-gram language model. ASR systems for experiments use either DNN or TDNN AMs. TDNN DAE is used to enhance features prior to recognition with these systems (see Fig. 5 ). Experimental results, in terms of word error rates (WERs), are shown in Tables 1 and  2 . Table 1 shows the performance of conventional FBANK and STE features in ASR systems using DNN or TDNN AMs. STE features provide 2.2% and 3.7% relative WER reduction compared to FBANK features when DNN and TDNN are used as AMs respectively. Lattices of ASR systems using FBANK and STE features are combined using minimum Bayes risk decoding [29] . In these combinations, equal weights are assigned to each system. When two individual systems use DNN AMs, a relative gain of 5.2% WER compared to baseline system using FBANK features is obtained with the combined system. The corresponding relative gain obtained when two individual systems used TDNN AMs is 5.9% WER. Table 2 shows performance of ASR systems in which TDNN DAE is used to enhance features prior to recognition using DNN or TDNN AMs. When TDNN DAE is used prior to systems using DNN AMs, improved performance is observed. Relative gains of 2.2% WER and 9.8% WER compared to system using only DNN AMs are obtained with TDNN DAE + DNN AM systems, when FBANK and STE features are used respectively (see Table 1 ). In this scenario, using STE features provides a relative gain of 9.8% WER compared to when using FBANK features. This result shows that TDNN DAE outputs better features for ASR when STE features are provided as input. The effectiveness of TDNN DAE when used with STE features could be made thanks to better context information extracted by STE features. In addition, STE features are extracted from slowly-varying temporal envelopes; this could help reducing redundancy more efficiently.
Experimental results
Combining two TDNN DAE + DNN AM systems which use FBANK and STE features provides a relative gain of 13.5% WER compared to baseline TDNN DAE + DNN AM system using FBANK features. However, when TDNN DAE is used prior to systems using TDNN AMs, no performance gain is observed even though system combination still provides improvement. Indeed, TDNN AMs which compute hidden activations from a limited number of nodes might not be able to exploit useful information from the output of TDNN DAE as efficiently as the fully-connected layers in DNN AMs do.
Conclusion
The paper investigated the use of STE features and TDNN DAE to improve DNN-based ASR. Features enhanced by TDNN DAE were better recognized with ASR systems using DNN AMs than using TDNN AMs. Improved ASR performance was observed when features enhanced by TDNN DAE were used in ASR system using DNN AMs. In this scenario, using STE features provided a relative gain of 9.8% WER compared to when using conventional FBANK features. System combination further improved the ASR performance.
