Abstract-This paper deals with implementing an efficient optimization technique for designing an Automatic
INTRODUCTION
The effect of additive noise in Automatic speaker recognition System (ASR) is well known to be a crucial task in real life applications. To improve the robustness of the ASR System, we need a robust acoustic feature for representation of speaker and an efficient modeling scheme to yield good recognition accuracy. . Most of the existing ASR systems use frequency domain features like LPC, MFCC, LSF which include much of complicated frequency domain analysis. We propose to use temporal feature (TESPAR) for classification which is relatively simple and efficient along with frequency domain MFCC features which are more robust compared to TESPAR. Then we will be presenting a comparative study of recognition accuracies of both features which are optimized using the proposed F-Ratio technique.
The application like ASR suffers from various factors such as speaker's illness (suffering from cold & cough), session variability, microphone impairments, and of course the different signal conditions due to various types of noise both in training and testing phase. Temporal features like TESPAR which are very much susceptible to noise [1] can degrade the system performance even at high SNRs. Generally 30 dimensional TESPAR Coefficients are used as an acoustic feature if the speech signal is sampled at 8kHz, out of which some features may be redundant. Similarly the frequency domain feature, MFCC is more robust to noise and is less redundant. If one uses modeling with redundant features then the size of the speaker model increases and also takes much time for processing. Eliminating these redundant features can reduce the size of the model. Fisher's-Ratio linear discriminant analysis (LDA) [9] provides the optimal data projection for achieving maximum such discrimination. Not surprisingly, LDA has been successful in a variety of classification tasks, such as image retrieval [10] , face recognition [11] , visualonly speaker identification [12] , and traditional automatic speech recognition [13] . In the context of speech reading, LDA has to date only been considered for a singlespeaker task [14] . In this paper the optimization in feature space is attempted by eliminating low performing features using this Fisher's F-Ratio [2, 23] score. This in turn reduces size of speaker model, which is computationally more efficient than the full model and also takes less time to operate. It is reported that [3, 23] 15 20% reduction in model size is achieved by this with no or very little degradation of recognition performance where training and testing environments are same.
The criticism against LDA F-Ratio based ranking system is that it does not necessarily select best set of features for a reduced model [3] but comes very close to the best set. An ASR application, working over a large range of SNRs that selects features for reduced model from F-Ratio score requires a detailed noise study regarding stability of F-Ratio based ranking at various noise levels. The work presented here addresses this. It is observed that the ranking of the features determined from the F-Ratio score is fairly stable at macro level i.e. the set of features which are high performing at training environments remain so at various SNRs. But it shows definite variation at micro level i.e. with addition of noise some of the feature ranking changes few positions. From this study we propose a new elimination criteria based on average F-Ratio score of a feature over all the noise levels. We show that such models work better than model developed on the basis of training environmental data. The study is done for a TextDependent ASR system with 20-speaker database. The new feature selection scheme outperforms the models developed from the F-Ratio based reduction technique at all noise levels. The organization of the rest of the paper is as follows. A brief description of F-Ratio and TESPAR and MFCC Features is given in section II. The proposed work is presented in section III. The system operation and results are discussed in the section IV and V respectively. Section VI presents principal conclusion.
II. BACKGROUND OF F-RATIO AND TESPAR

A.. Fishers-Ratio(F-Ratio)
F-Ratio [2] is a statistical measure in the analysis of variance where multi-cluster data are available. If there are k number of clusters, and if each cluster consists of n number of data points then [3] F-Ratio = Variance of means between the clusters Average Variance within the clusters (1) If x ij is an i th element of j th class then the mean of the j th class j can be expressed mathematically as,
The mean of all j s is called the global mean of the data and can be expressed as . Analytically one can write F-Ratio will increase if the clusters move away from each other or the clusters in their positions shrink. Speaker recognition is also a multi-cluster data analysis problem where data represent some parameter value of different individuals calculated by some feature method. Depending on these parameter values, F-Ratio is calculated per feature (coefficients) in a feature method.
B. TESPAR Feature Extraction
TESPAR coding is a method based on the approximations to the locations of the 2TW (where W is the signal bandwidth and T the signal length) real and complex zeros. derived from an analysis of a bandlimited signal under examination. Numerical descriptors of the signal waveform may be obtained via the classical 2TW samples ("Shanon numbers") derived from the analysis. The key features of the TESPAR coding in the speech-processing field are the following [8] There should be noticed that the infinite clipping data set represents an approximation to the original signal, which preserves the intelligibility of band-limited speech. The key in the interpretation of the TESPAR coding possibilities consists in the complex zeros concept. The band-limited signals generated by natural information sources include complex zeros that are not physically detectable. The real zeros of a function (represented the zero crossing) and some complex zeros can be detected by visual inspection, but the detection of all zeros (real and complex) is not a trivial problem. To locate all complex zeros involves the numerical factorization of a 2TW th -order polynomial. A signal waveform of bandwidth W and duration T, contains 2TW zeros; usually 2TW exceeds several thousands. The numerical factorization of a 2TW*-order polynomial is computationally infeasible for real time. This fact had represented a serious impediment in the exploitation of this model. The key to exceed this deterrent and use the formal zeros-based mathematical analysis is to introduce an approximation in the complex zeros location. Instead of detecting all zeros of the function the following procedure may be used • the waveform is segmented between successive real zeros and • this duration information is combined with simple approximations of the wave shape between these two locations These approximations detect only the complex zeros that can be identified directly from the waveform. In this transformation of signals, from time-domain in the zerodomain:
• the real zeros, in the time-domain, are identical to the locations of the real zeros in the zero-domain, and • the complex zeros occur in conjugate pairs and these are associated with features (minima, maxima, points of inflexion etc.) in the wave shape that appear between the real zeros [5] . In this way examining the features of the wave, shape between its successive real zeros may identify an important subset of complex zeros. In the simplest implementation of the TESPAR method 
in terms of its duration (D) -number of samples and the number of minima (S). that it contains.
The TESPAR coding process is used to generate an alphabet (symbol table) to map the Duration/Shape (D/S) attributes of each epoch to a single descriptor or symbol. The TESPAR symbols string may be converted into a variety of fixed-dimension matrices. For example, the Smatrix is a single dimension 1xN (N-number of symbols of the alphabet) vector, which contains the histogram of symbols that appear in the data stream (Nr. App). Another option is the A-matrix, which is a two dimensional N x N matrix that contains the number of times each pair of symbols appears in a lag of n symbols.
B.1TESPAR Alphabet Definition:
In order to define the TESPAR alphabets, 2 minutes of high quality speech record, sampled at 8 KHz with 16 bits resolution, was employed. The sampled speech is first converted to epochs based on its zero crossing and for each epoch detected the descriptors: duration (D-samples) and shape (S-minima) (D/S). These pairs of descriptors represent points in the DxS plan assigned to each epoch. They are the training data set for a Kohonen neural network. The results for the TESPAR alphabet issued by the Kohonen Neural Network.
This vector quantization process delivers the symbols table of the TESPAR alphabet (see table I ), which is used to map a TESPAR symbols for each signal waveform epoch, in the TESPAR coding process. The TESPAR coding process provides a symbol string that Table I TESPAR alphabet for 8 kHz sampling rate, filtered speech
may be ordered in a TESPAR matrix. These matrices are ideal to be used as fixed-sized training and testing vectors for the Modified RBF Neural-networks.
C. MFCC Feature Extraction
The psychophysical studies have shown that human perception of the frequency contents of sounds for speech signals does not follow a linear scale ( [15] - [16] ). Thus for each tone with an actual frequency, measured in, a subjective pitch is measured on a scale called the 'mel' scale. The mel frequency scale is a linear frequency spacing below 1kHz and a logarithmic spacing above 1kHz. As a reference point, the pitch of a 1 kHz tone, 40 dB above the perceptual hearing threshold is defined as 1000 mels. Therefore we can use the following approximate formula to compute the mels for a given frequency f in Hz: mel(f)= 2595-log 10 (l + f/700) (
One approach to simulate the subjective spectrum is to use a filter bank, spaced uniformly on the mel scale. That filter bank has a triangular band pass frequency response, and the spacing as well as the bandwidth is determined by a constant mel frequency interval. The modified spectrum of S( ) thus consists of the output power of these filters when S( ) is the input. The number of mel spectrum coefficients, K is typically chosen less than 20. Note that this filter bank is applied in the frequency domain, therefore it simply amounts to taking those triangle-shape windows (Fig.2) on the spectrum.
A useful way of thinking of this is to view each filter as an histogram bin(where bins have overlap) in the frequency domain. Finally the log mel spectrum is converted back to time. The result is called the mel frequency cepstrum coefficients(MFCC). The cepstral representation of the speech spectrum provides a good representation of the local spectral properties of the signal for the given frame analysis. Because the mel spectrum coefficients (and so their logarithm) are real numbers, we can convert them to the time domain using the Discrete Cosine Transform(DCT). Therefore if we denote those mel power spectrum coefficients that are the result of the last step are Sk, k = 1,2,..., K, we can calculate the MFCC's, n c , as
We have used first 18 MFCC coefficients discarding the d.c term to characterize speakers in the present work.
III. PROPOSED METHOD
A. Optimization using F-Ratio Obtained only from Training Environment
In this process, F-Ratio of all the features for the training data are calculated first. Next, features are given rank on the basis of these scores. (Tables II & V) . In a reduction procedure, the feature which has lowest FRatio score is eliminated first followed by other low performing features (without replacement of features). Note that this elimination is done for all the test feature vectors which are extracted from noise free as well as noisy speech signals corrupted by additive white gaussian noise at different dB level. Each elimination helps to reduce the ANN model where the required synaptic connections for the network are less enabling ANN to converge faster and also saving time in the training phase.
B. Optimization using Average F-Ratio Score
F-Ratio is a discriminative statistical measure which has been successfully used in the speaker recognition application but has some limitations. For example, when there is a question to analyze the effectiveness of acoustic features extracted from noisy speech signals, this F-Ratio score varies for a particular feature over different level of SNR. The variation thus proves the instability in feature set. By 'instability' we mean that a feature already eliminated from the test feature vector set in one environment (in one particular SNR) may be relatively better in other environments (Other SNR levels) and vice versa because ultimately one depends upon the F-Ratio score to rank the features. So, there is a need to reduce this instability in features where noise corrupts the speech signal at various SNR levels. Therefore, in order to achieve better stability in features, we propose an average F-Ratio score which is given by
where, k is the average F-Ratio score of k th feature, F ki is the F-Ratio score of k th feature in i th SNR level, F k0 is theF-Ratio score of the training data in noise free environment and N is the total no. of SNR levels (here N =3 ) from 20dB to 0dB in step size of 10dB. The average F-Ratio score (Eq.7) is therefore the arithmetic mean of the F-Ratios obtained by features in various SNR levels including training environment. The 'averaging' technique is used to smooth out this variation of the ranks over all the SNR and finally stabilize the rank of features. In the result section (Sec. V) we will see that this new averaging scheme change the order of the low performing features which in turn decide their order of elimination. The results show improvement in accuracy than the previous F-Ratio ranking scheme which is based on the training environment data only (See Tables III &IV; VI &VII) . We have done the Fratio, Average F-Ratio analysis for both TESPAR and MFCC features and the results show that the redundancy in features is more in TESPAR compared to MFCC features (See TablesIII, IV, VI, VII) .
IV. SYSTEM OPERATION
A. Database Used
Every speaker in the database was asked to utter a combinational phrase 'Anitha Sheela JNTU' 8 times out of which 4 of them were used for training while rest 4 were kept for testing. The recordings were conducted in a relatively low noise environment. Throughout the paper we call this low noise environment as training environment. The database is made up of the utterances from 20 individuals having age group between 18 to 55. All together 20 × 4 = 80 speech samples are used for training and another 80 for testing. Additive White Gaussian noise in different level were synthetically generated and added to each utterance such that fixed SNR staring from 20dB to 0dB was maintained.
B. Test Setup:
Matlab 7.1 Package and Neural Network Tool box are used for Simulation of Results.
C. Preprocessing & Feature Extraction
The continuous speech signal is first digitized with a sampling frequency of 8kHz. After removing the silence periods it is divided into frames of 256 sample size with 50% overlap. Each frame is multiplied with a Hamming window function to minimizes signal discontinuity at the edges and spectral distortion that arises from framing. MFCC Features are extracted from the preprocessed signal frame wise and averaged over all the frames of an utterance. Similarly TESPAR features are extracted by using procedure mentioned in section II-B.
D.RBF Neural Network based Recognition system
Before we talk about the radial basis function networks (RBFN), we need to introduce the term "separability of patterns". . The Cover's Theorem gives a detailed description of the separability of patterns [17] .The important point that comes forth from Cover's theorem on the separability of patterns is that, in solving a nonlinearly separable pattern classification problem, there is generally benefit in mapping the input space into a new space of sufficiently high dimension. Some examples of this type of separating surfaces are hyper planes (first order rational varieties), quadratics (second order rational varieties) and hyper spheres (quadratics with certain linear constraints on the coefficients). Fig.3 illustrates the examples for a configuration of five points in two dimensions. [18] Let us consider a feed forward network with an input layer, a single hidden layer, and an output layer having a single unit. The network can be designed to perform a nonlinear mapping from the input space to the hidden space, and a linear mapping from the hidden space to the output space. The network represents a map from p-dimensional input space to the single dimensional output space, expressed as The interpolating surface i.e. function F has to pass through all the training data points [19] .The radial basis function technique consists of choosing a function that has the following form given by Powell [20] . functions [20] .
If the interpolation conditions of equations (9) is inserted in (10), the following set of simultaneous linear equations can be obtained for the unknown coefficients x w (16) Light gives a remarkable property for a class of radial basis functions which obtains a positive definite interpolation matrix [21] .Because a positive definite matrix has always an inverse this specific class of radial basis functions will always solve the interpolation problem.
The Common examples of this specific class of radial basis functions are given as follows: (fig4)
2. Thin plate spline function.
An RBFN network is one where these radial basis functions are embedded into a two layer feed forward neural network. Such a network is characterized by a set of inputs and a set of outputs. In between the inputs and outputs there is a layer of processing units called hidden units. Each of them implements a radial basis function. In a pattern classification application the the number of nerons in the input layer is decided by the size of the feature vector and hence in this work it varies from 19 to 16 for MFCC and 30 to 25 for TEPSR. The number of neurons in the output layer is decided by the number of speakers and in this work it is taken as 20. The number of neurons in the hidden layer can not be decided by any empherical formula. Hence we have done it by trail and error. Starting with one hidden layer neuron we have calculated the % of correct classification by increasing the number of neurons in the hidden layer. Fig.5 gives the graph for % of correct classification vs No. of hidden layer neurons (N). From this graph we see that the % of correct classification need not essentially increase with number of hidden layer neurons. This is because the number of non linearly separable regions and the initial weight vector also decides the number of hidden layer neurons. From the fig.5 we see that maximum recognition accuracy is obtained when N is between 25 and 35.Hence 25 hidden layer neurons are used in this work which will give maximum accuracy with minimum number of hidden layer neurons.
Many pattern recognition experiments show that the RBFNs are superior over other neural network approaches in the following senses. First, the RBFNs are capable of approximating nonlinear mappings effectively [18] . Second, the training time of the RBFNs is quite low compared to that of other neural network approaches such as the multi-layer perceptron, because training of the two layers of the network is decoupled Third, the RBFNs produce classification accuracies from 5% to 10% higher than accuracies produced by the back propagation algorithm as described in the paper by M.Mak. et al [22] . Fourth, the RBFNs are quite successful for identifying regions of sample data not in any known class because it uses a no monotonic transfer function based on the Gaussian density function [18] . Finally, the work done by Zhong et al. indicates that the RBFNs perform better than the conventional kernel classifiers.In light of all these reasons, the RBFN has been selected to solve the problem of the classification of Speakers. 
A. Recognition Scores When Ranks of Features are calculated from the F-Ratio Scores.
In this exercise, the reduction in feature space is done on the basis of F-Ratio and average F-Ratio scores on training environmental data, presented in table II and III for TESPAR and MFCC features respectively. In these tables the features are arranged in decreasing order of their ranks based on the F-Ratio score. The ANN model is trained by the feature vectors extracted from the clean speech signals whereas tests are conducted with other set of clean as well as noisy speeches and results are presented in the tables III, VI. The first row of these tables presents the recognition scores when trained and tested with full feature set for all the SNR levels. Subsequent rows present the recognition scores when low performing feature(s) are sequentially eliminated. It is observed from the tables that the recognition performance degrades as SNR decreases in full as well as reduced models. Five such eliminations are performed from the full TESPAR feature set by deleting feature no. 24, 13, 2, 16, and 17 respectively(See tables III ). In training environment, the test results shows 100% accuracy even after removal of 3 features i.e. feature no. 24, 13 and 2 respectively. In case of 20dB 100% accuracy is seen after elimination of only 1 feature.
Similarly, for full MFCC feature set also the recognition accuracy didn't get affected much if we use 18 or 17 features instead of 19 features, which results in reduction in size of the Neural Network to be used. But, compared to TESPAR, we are not getting 100% accuracy if we delete even one least performing feature (i.e., 19) , even in no noise condition. (see table VI). This shows that the MFCC features are less redundant compared to TESPAR.
B. Recognition Scores when Ranks of Features are evaluated on the basis of average F-Ratio
The average F-Ratio score is obtained for each TESPAR feature and according to these scores features are ranked in descending order and shown in the table II .Note that, the same set of 6 features are identified as low performers however their rankings are changed. For example the feature no. 17's rank has increased while that of 29 has decreased. Finally, the elimination is done on the basis of this average F-Ratio score and recognition accuracy is reported in Tables IV and VII for both TESPAR AND MFCC features respectively. It is interesting to note that even when test is conducted on test data in training environment result is better. Improvement in result is seen in the first column (when no noise has been injected in the test speeches) of this VI. CONCLUSIONS &FUTURE SCOPE A detailed noise study for an ASR system using full as well as reduced speaker models is presented here. Optimization using F-Ratio scores is done in order to achieve reduced speaker models. The reduced speaker models using ANN converge faster thus revealing less usage of synaptic connection between neurons for which lesser time is required to converge. Limitation of FRatio in noise analysis context is also discussed here and an average F-Ratio score for acoustic features is proposed to overcome the instability of ranking over all noise levels. The improvements in terms of recognition accuracy using new ranking scheme is observed in application for all the noise levels. Also it has been noticed that more amount of redundancy in implicated in TESPAR Features compared to MFCC Features. For further work, we propose to explore the use of our method for optimization of 
