Abstract-In this paper, we propose an achievable rate region for discrete memoryless interference channels with conferencing at the transmitter side. We employ superposition block Markov encoding, combined with simultaneous superposition coding, dirty paper coding, and random binning to obtain the achievable rate region. We show that, under respective conditions, the proposed achievable region reduces to Han and Kobayashi's achievable region for interference channels, the capacity region for degraded relay channels, and the capacity region for the Gaussian vector broadcast channel. Numerical examples for the Gaussian case are given.
I. INTRODUCTION The capacity region of an interference channel (IC), where the information sources at the two transmitters are statistically independent, has been a long standing problem. Carleial was the first to use the superposition code idea [1] to obtain an inner bound for IC. This inner bound was later improved by Han and Kobayashi [2] who gave an achievable rate region that is the largest reported to this date. Recently, a simplified description of the Han-Kobayashi (HK) rate region for the general IC is derived by Chong-Motani-Garg in [3] .
A related and less well investigated problem is when the information sources at the two transmitters are correlated, i.e., interference channel with common information (ICCI) [4] , [5] . In [4] , an achievable rate region, an outer bound, and a limiting expression for the capacity region were obtained. Later, the capacity region of this channel under strong interference was found in [5] . Recently, improved achievable regions for general ICCI [6] , [7] and three new outer bounds for the capacity region of Gaussian ICCI [8] were proposed. However, all those results are based on the assumption that the common message is available noncausally.
In this work, we investigate the problem of user cooperation in interference channels for the causal case. Here, each user not only transmits his own message to the intended receiver, but also serves as a relay to help transmit part of the other user's message. We apply the superposition block Markov encoding, which was used previously for the relay channel [9] and for user cooperation in multiple access channels [10] . Our proposed achievable rate region is a generalized form of the HK region for IC [2] , the capacity region of degraded relay channels [9] , and the capacity region of the Gaussian vector broadcast channel (GVBC) [11] . This paper is organized as follows. In section II, we present the channel model and review some existing results. In section III, we propose an achievable region for general IC with transmitter conferencing. In section IV, numerical examples are used to compare the proposed region with the HK region and the capacity region of GVBC. We conclude in section V. The capacity region of ICC is the closure of all rate pairs (R1, R2) such that P(ni) > 0, P(n) -> 0 as codeword length n -> oc, where R, = log Ml and R£2 1 log M2.
B. Existing Results 1) Chong-Motani-Garg recently derived a simplified description of the HK region for IC [3] , as summarized below.
Proposition 1: Let P* be the set of probability distributions P1 ( ) that factor as P1 (q, ul, u2,Xl,X2) =p(q)p(xlul q)p(X2u2 q). (4) For a fixed P1 e 21, let 'RHK(P,1) be the set of (Rl, R2) satisfying (9)-(15) in Theorem 2 of [3] . Then Up*1* epHK (P1) is equivalent to the HK region.
2) The capacity of the degraded relay channel is given in proposition 2 [9] .
Proposition 2: A relay channel consists of an input x1, a relay output Yl, a channel output y, and a relay sender x2
(whose transmission is allowed to depend on the past symbols of y). If y is a degraded form of Yi [9] , then C= max min{I(Xl,X2;Y),I(Xl;Y1 X2)}.
p(Xi,X2)
3) The capacity region of GVBC is computed using a covariance matrix constraint on the inputs X = (X1,X2)T of the form E[XXT] < S. In order to mimic the individual power constraints Pi and P2 on the two users for the vector case, the input covariance matrix S is of the form S = ( P1 ), for some -PP2 < c < PP2. Then, the capacity region of GVBC is given below [11] . 
are achievable, where H1 = (1, a2l) and H2 = (al2, 1). The convex hull of the union of these pairs over all possible S, B and D matrices is the capacity region of GVBC.
III. MAIN RESULTS
We first give a brief outline of our encoding-decoding strategy. We split each user's message into two parts: M and W, where M is to be sent directly to the intended receiver, and W is the cooperative message to be sent to the receiver via the cooperation of the other user (relay). Our cooperation strategy is based on superposition block Markov encoding with the assumption that W can be perfectly decoded by the relay. The purpose of introducing M is to achieve a reasonable rate region (no less than IC without conferencing) even when the conferencing channel is poor. For the message M, we apply simultaneous superposition coding [2] and further split it into two parts: private message V and common message U. 
L13 -I(G1; S2 Q) (11) Lo-I(Hl; S2 Q) (12) I(YiNiHiU2; Ml Q) ( [3] instead of [2] . 2Random binning is used both for the superposition block Markov encoding (relay) part and for DPC. To distinguish, we use "cell" when referring to superposition block Markov encoding and "bin" when referring to DPC.
respectively. For the previously found (n1('1lb), hi(wlb)), encoder 1 looks into bin ilb for codeword ml((lb,'jlb,Wlb) such that (q, s2(12b), nl ('lb), hl (wlb), ml(&lb, 'jlb, Wlb)) are jointly typical. For the above bin searching, if there is more than one such codeword, pick the one with the smallest index; if there is no such codeword, declare an error. Then, user 1 sends xl generated according to Ht=1 P(X1) Tnl(lb, Tjlb, Wlb)(t)gl(blb)(t)s2(l2b)(t)q(t)) and user 2 sends x2 generated according to Ht lp(Xt) v2(i2b, J2b,12b)(t)w2(k2b)(t)hl((lb)(t)q(t)).
Decoding: User 2, as a relay to user 1, wants to correctly recover the new index klb sent in block b. Since it already knows hl(wlb) and S2(12b) during encoding, it looks for all the sequences g1(4l), such that {q, S2 (12b), h1 (wlb), g1 (4b), Ylb} C AC (QS2HlGJYi) ( For Y2, the decoding process is the same and we skip the details.
Analysis of error probability: We first consider p(n) and we still use the story in block b. Let Po denote the probability that there is no m in bin tlb, such that (q, S2(12b), ni('1lb), hP(wlb), ml(&l, 'jlb, Wlb)) are jointly typical. Then, Po < (1 -2-n(I(Ml;S2lNlHlQ)+3E))2-(Lll-II) (37) < -2-n(I(Ml; S2 1NHIQ)+3-L I+RI+ /n) (38) So, (9) guarantees Po -> 0 as n -> oc. Similarly, bounds (10)- (12) 
Therefore, P1 K e + 2 n(I(S2HiYi;CilQ) L13 4e) e can be arbitrarily small by letting n -> oc. Thus, bound (22) assures P1 -> 0 as n --> oc.
For the decoding of lb, jlb, Jlb and j2b by Y1, it is a direct application of the simultaneous superposition coding [2] . However, regarding our codebook generation scheme, particularly the construction of ml, we will get a somewhat simpler description, similar to that of Chong-Motani-Garg [3] . This leads to the bounds (13)- (20) 
= E E(I(kl, k))
Now, let P2 denote the probability of error for Y1 to decode kl,b 1. Denote the actually sent codeword gl (b1,b-1) in block 1254 b -1 as gl (kl,b_ , k*). Then,
< e + 2-n(I(YiMiNiHiU2;GCiQ)+Rlo-L13-4e) (50) Bound (21) guarantees P2 -> 0 as n -> oc. Thus, with bounds (9)- (22), it is guaranteed that Y1 will correctly decode tlb,jlbOllb,j2b and kl,b-l at the end of block b with a probability arbitrarily close to 1. Then, the information state of receiver Y1 propagates forward, yielding the total decoding error probability p(nl) -> 0 as n --> oc. Remarks: From the encoding-decoding strategy of the above theorem, the achievable region R* is actually a generalization of the HK region for IC, the capacity region of degraded relay channels, and the capacity region of GVBC. It reduces to those extreme cases under the conditions elaborated below.
1)When the conferencing channel between the two users is very poor, the bound in (22) and (32) can be very small. In this case, allocating power for cooperation will actually reduce the rates otherwise achievable via direct transmission. As a result, the encoders will not allocate any power to transmit W1 and W2, so W1 = W2 = Si = S2 = 0 and G1 = G2 = H1 = H2 = 0. Then, both TR* and 1R2 reduce to the region in Proposition 1, which equals to the HK region.
2)When the conferencing channel between the two users is good enough, it is not necessary to transmit messages directly to the receiver, because cooperative transmission with the other user will always yield a better rate. In this case, the encoders will let Vi = V2 = U1 = U2 = 0 and M1 = M2 = N1 = N2 = O. Now, if user 2 refrains from transmitting its own message and only serves as a relay to user 1 (i.e., W2 = S2 = G2 = H2 = 0), both TR* and 'R2 reduce to the capacity region of the degraded relay channel in Proposition 2. Similarly, if user 1 serves only as a relay to user 2, it also reduces to the capacity region of the degraded relay channel.
3)When the conferencing channel between the two users is ideal (i.e., the conferencing channel capacity is infinite), the bounds in (22) For the Gaussian case, the rate region (51)-(52) becomes (6) and (53)-(54) becomes (7) . So, in this case, ZR* reduces to the capacity region of GVBC.
4)During the review process of this paper, we became aware of [12] , which essentially tackles the same problem using a different approach. In [12] , user cooperation results in a common information (in the sense of [4] ) at the encoders and the decoder uses backward decoding (similar to that of [10] ) instead of the random partitioning (i.e., binning) we use in our approach. Except for some extreme cases, it appears no subset relation can be established. The obtained achievable region in [12] is simpler as it does not involve a large number of auxiliary variables; however, the scheme in [12] is strictly suboptimal for certain extreme cases (e.g., degraded relay channels, IC with degraded message sets with weak interference, and MIMO BC) whereas our achievable region can be easily shown to be optimal in each of these cases. we constrain all the inputs to be Gaussian distributed and set Q = X in order to compare our region with 9 in (5.9) of [2] and the capacity region of GVBC. We denote this modified region as R. Consider, that for certain ot Fig.2 . Remarks: 1) When there is no conferencing between the two users, the achievable region reduces to the HK region. When the quality of the conferencing channel improves, it increases our achievable region for ICC within the limit of the capacity of GVBC.
IV. NUMERICAL EXAMPLES
2) When the channel coefficient is K1 = K2 = 4, the region R is already very close to the upper bound; when K1 = K2 = 1, which is equal to the channel coefficient of the transmitter to the receiver, cooperation achieves a slightly better rate region than independent transmission.
3) For the channel coefficient K1 = K2 = 4, the corresponding relay channels (i.e., one of the users only serves as a relay) are degraded, thus the intercepts of the bound at both axes are the capacities of respective relay channels.
