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Abstract— The leader-following consensus problem of multi-
agent systems over finite fields Fp is considered in this paper.
Dynamics of each agent is governed by a linear equation
over Fp, where a distributed control protocol is utilized by
the followers. Sufficient and/or necessary conditions on system
matrices and graph weights in Fp are provided for the followers
to track the leader.
I. INTRODUCTION
The distributed control of multi-agent systems have at-
tracted intensive attentions these years. Various approaches
are proposed to handle different problems for agents with
different communication and dynamic constraints. In most
existing literature, the states of agents and the information
exchange between agents are defined as real numbers or
quantized values [1], [9], [13], [18]. Recently, a finite field
formalism was proposed to investigate multi-agent systems
where the states of each agent are considered elements of a
finite field [19], [24]. The states of each agent are updated
iteratively as a weighted sum of the states of its neighbors,
where the operations are performed as modular arithmetic in
that field. Such a system is not only interesting theoretically
but also has advantages such as smaller convergence time
and resilience to communication noises, with applications to
quantized control and distributed estimation.
Dynamical systems that take values from finite sets are
ubiquitous. Consensus or synchronization of such systems
were also widely investigated, such as quantized consensus,
logical consensus, synchronization of finite automata [4],
[7], [9], [28]. In fact, finite fields provide one convenient
approach to model some of these systems. In the com-
munication and circuits areas, linear systems over finite
fields have long been studied [3], [11], [12]. In the control
community, Kalman et al developed an algebraic theory
for linear systems over an arbitrary field in the 1960s, by
merging automata theory and module theory [8]. However,
to the best of our knowledge, there are few results on the
consensus/synchronization of linear multi-agent systems over
finite fields, especially in a distributed manner. It is very
interesting to consider how to achieve desired collective
behaviors through local information for such systems. In
[24], a first-principle approach was proposed to establish
a graph-theoretic characterization of the controllability and
observability problems for linear systems over finite fields.
These results were applied to state placement and infor-
mation dissemination of agents whose states are quantized
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values. In [19], some sufficient and necessary conditions on
network weights and topology were given for the consensus
of a group of agents on finite fields. It was shown that
analyzing tools for real valued multi-agent systems cannot
be applied straightforwardly to these systems in finite fields.
The objective of this paper is to study the leader-following
consensus problem of multi-agent systems over finite fields.
Dynamics of the leader and the followers are governed
by linear equations in a given finite field. For the leader,
the equation is autonomous; for each follower, it has local
information input that is a weighted sum of relative states
between itself and its neighbors, where the operations are
done as modular arithmetic. We first formulate the leader-
following consensus problem on finite fields. Then under
some assumptions, we provide sufficient and/or necessary
consensus conditions on system matrices and graph weights.
Compared with existing results on multi-agent systems over
finite fields [19], [24], agents considered here have higher or-
der dynamics and the interaction graphs are directed acyclic
and could possibly be time-varying.
The rest of the paper is organized as follows. In section 2,
some preliminaries on finite fields and linear systems over
finite fields are given. After the problem is formulated in
section 3, our main results are provided in section 4, along
with an illustrative example. In section 5 some conclusions
are presented finally.
II. PRELIMINARIES
In this section, preliminary knowledge on finite field,
linear system over finite fields and graph theory will be
presented for convenience.
A. Finite Field
Definition 2.1: A field is a commutative division ring.
Formally, a field F is a set of elements with addition (+) and
multiplication (·) operations such that the following axioms
hold:
• Closure under addition and multiplication.
∀a, b ∈ F, a+ b ∈ F, a · b ∈ F.
• Associativity of addition and multiplication.
∀a, b, c ∈ F, a+(b+c) = (a+b)+c, a·(b·c) = (a·b)·c.
• Commutativity of addition and multiplication.
∀a, b ∈ F, a+ b = b+ a, a · b = b · a.
• Existence of additive and multiplicative identity ele-
ments.
∃b, c ∈ F, ∀a ∈ F, a+ b = a, a · c = a.
• Existence of additive and multiplicative inverse ele-
ments.
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∀a ∈ F, ∃b ∈ F such that a + b = 0; ∀a ∈ F, a 6= 0,
∃c ∈ F such that a · c = 1.
• Distributivity of multiplication over addition.
∀a, b, c ∈ F, a · (b+ c) = (a · b) + (a · c).
The number of elements (or the order) of a finite field is
pn, where p is a prime number and n is a positive integer.
Therefore, a finite field is denoted as Fpn . If n = 1, Fp ∼=
Z/pZ = {0, 1, ..., p−1}, and the addition and multiplication
are done by the module p arithmetic. If n > 1, Fpn ∼=
Fp[x]/(f(x)), where f(x) is an irreducible polynomial in
Fp[x]. In this study, we consider finite fields Fp where p is
a prime number.
The finite field Fp is not algebraically closed, which means
that not every polynomial with coefficients in Fp has a root
in Fp. Therefore, not all N×N matrices have N eigenvalues
in Fp. This fact makes many eigenvalue-based results such
as the PBH test for controllability (observability) and the
consensus conditions in the real-valued dynamical systems
fail [19], [24].
In what follows, we denote zero matrix of dimension m1×
m2 in Fp by 0m1×m2 and omit the foot indices if clear from
context; denote zero vector of dimension m in Fp by 0m.
B. Linear System over Finite Field
Consider an autonomous dynamical system over Fp as
follows:
x(k + 1) = Ax(k) (1)
where A ∈ Fn×np , x(k) ∈ Fn×1p .
Suppose that Pλ(A) = det(λIn − A) is the character-
istic polynomial of A, which can be factorized in Fp as
Pλ(A) = λ
sQ(λ) with Q(0) 6= 0. Dynamics of the system
is completely determined by Pλ(A).
Lemma 2.2: [26] Dynamics of (1) is the product of a tree,
which corresponds to the nilpotent part λs, and the cycles,
which correspond to the bijective part Q(λ).
Consider a dynamical system with control over Fp as
follows:
x(k + 1) = Ax(k) +Bu(k) (2)
where A ∈ Fn×np and B ∈ Fn×mp .
The controllability indices ci(i = 1, ...,m) of (A,B) can
be defined exactly the same way as for real-valued systems
[20]. If
∑m
i=1 ci = n, then the matrix [B,AB, ..., A
n−1B] ∈
Fn×nmp has (full) rank n, and the system (A,B) is control-
lable. If n¯ :=
∑m
i=1 ci < n, (A,B) is uncontrollable and
can be partitioned into controllable and uncontrollable parts.
Lemma 2.3: [20] Consider control system (2) over Fp.
There is a transformation of state coordinate xc = Qx with
nonsingular matrix Q such that (2) can be transformed into
a system of the following form:
xc(k + 1) =
(
Ac Acc
0 Auc
)
xc(k) +
(
Bc
0
)
u(k) (3)
where
(
Ac Acc
0 Auc
)
= QAQ−1,
(
Bc
0
)
= QB, Ac ∈
Fn¯×n¯p , Bc ∈ Fn¯×mp ,(Ac, Bc) is controllable and in the
control companion form.
Definition 2.4: A nilpotent matrix over Fp is a square
matrix A ∈ Fm×mp such that Ak = 0 for a positive integer
k. The smallest k to satisfy Ak = 0 is called the nilpotent
degree of A.
Definition 2.5: The system (A,B) is called stabilizable if
the uncontrollable subsystem matrix Auc in (3) is nilpotent.
By Lemma 2.3, it is not hard to see that (A,B) is
stabilizable if and only if there is a matrix K ∈ Fm×np such
that A+BK is nilpotent.
C. Graph Theory
The information exchange between agents is described by
a graph G = {V, E}, where V = {1, ..., N} is the set of
vertices to represent N agents and E ⊂ V × V is the set of
edges to represent the information exchange between agents.
If (i, j) ∈ E , then agent j can receive information from
agent i. The set of neighbors of the i-th agent is denoted by
Ni = {j ∈ V|(j, i) ∈ E}. In this study the graph considered
is directed, that is, (i, j) ∈ E not necessarily implies (j, i) ∈
E . If there exists a sequence of nodes i1, i2, ..., it such that
(ij , ij+1) ∈ E for j = 1, ..., t−1, then the sequence is called
a path from node i1 to it and the node it is called reachable
from i1. If it = i1, then the path is called a cycle. The union
of a set of graphs {G1 = {V1, E1}, ...,Gm = {Vm, Em}} is
a directed graph with nodes given by ∪mi=1Vi and edge set
given by ∪mi=1Ei.
Given a finite field Fp, the weighted adjacency matrix of G
is denoted as A = (aij) ∈ FN×Np , where aij = 0 if (j, i) /∈
E . Here, “0” is the additive identity of Fp. The in-degree of
node i is defined as di =
∑N
j=1 aij and the Laplacian matrix
of G is defined as L = D −A where D = diag(d1, ..., dN )
is the degree matrix. A directed graph without cycles is
called a directed acyclic graph (DAG). Suppose that A is
the weighted adjacency matrix of a directed graph G. Then
G is DAG if and only if there is a permutation matrix P such
that PAP−1 is strictly upper triangular [17].
III. PROBLEM STATEMENT
Given a finite field Fp, let us consider a multi-agent system
consisting of one leader represented by 0 and N followers
represented by {1, ..., N}. The state of agent i is described
by a column vector of dimension n: xi = (x1i , ..., x
n
i )
T
with xsi ∈ Fp(i = 0, ..., N, s = 1, ..., n). The interaction
graph describing the information exchange among the N+1
agents is denoted by G = (V, E), while the subgraph
induced by the N followers is denoted by G¯. The weighted
adjacency matrix and degree matrix of the N + 1 agent
system are denoted by A = (aij) ∈ F(N+1)×(N+1)p , D ∈
F(N+1)×(N+1)p , respectively. Correspondingly, the induced
adjacency submatrix and degree submatrix corresponding to
G¯ are denoted by A¯ ∈ FN×Np and D¯ ∈ FN×Np , respectively.
Dynamics of the leader is described by a linear equation
over Fp as follows:
x0(t+ 1) = Ax0(t) (4)
where A ∈ Fn×np .
Dynamics of the i-th follower is described by a linear
control system over Fp as follows:
xi(t+ 1) = Axi(t) + bui(t) (5)
where b = (b1, ..., bn)T ∈ Fn×1p is a column vector and
ui(t) ∈ Fp is the input. Note that the addition and multipli-
cation in (4) and (5) are modular arithmetic in Fp.
In [19], consensus of agents over Fp was studied where
the state of each agent is represented by a scalar in Fp.
Consensus is said to be achieved if all the agents eventually
have the same value. Dynamics of the overall agent network
can be described by the autonomous equation (4). Unlike the
real-valued discrete-time consensus problem, it was shown
in [19] that G is strongly connected and matrix A is row-
stochastic can not guarantee consensus in Fp, and tools for
analyzing real valued multi-agent systems cannot be applied
straightforwardly to these systems in Fp. Necessary and
sufficient conditions were provided in [19] for consensus
and average consensus, which were much more restrictive
compared with the corresponding results for real-valued
systems.
In this paper, we consider high-order agents (4) and (5)
rather than the scalar agents discussed in [19]. Correspond-
ingly, the consensus problem of (4) and (5) is defined as
follows.
Definition 3.1: The followers (5) achieve (finite-time)
consensus with the leader (4) in Fp if for any initial state
x0(0), xi(0), i = 1, ..., N, there exists T ∈ Z+ such that for
any s = 1, ..., n and k ≥ T ,
xsi (k) = x
s
0(k) (6)
Remark 3.2: Actually, it is not hard to show that the finite-
time consensus defined in (6) is equivalent to the asymptotic
consensus defined as limk→∞ xsi (k) = x
s
0(k). Therefore, we
only say that (5) achieve consensus with (4).
Suppose that the input in (5) has the following form:
ui(k) = K
N∑
j=0
aij(xj(k)− xi(k)) (7)
where K ∈ F1×np is a constant matrix.
Consensus problem of real-valued discrete-time multi-
agent systems with control (7) has been intensively investi-
gated for both leadless and leader-following cases [6], [10],
[14], [15], [16], [23]. However, existing analyzing tools do
not apply straightforwardly to our problem.
In this study, we aim to find sufficient and/or necessary
conditions on system matrices (A, b) and weighted digraph
G to make (5) achieve consensus with (4) under control
protocol of the form (7).
IV. CONSENSUS CONDITIONS
In this section, we give our main results on consensus
conditions.
Consider equations (4) and (5). Let δi(k) = xi(k) −
x0(k) ∈ Fn×1p (i = 1, ..., N) and δ0(k) = 0n for simplicity.
Then consensus condition (6) is equivalent to the existence
of T ∈ Z+ such that, for any i = 1, ..., N and k ≥ T ,
δi(k) = 0n (8)
For any j, l ∈ {1, ..., N}, δj(k) − δl(k) = xj(k) − xl(k).
Then for any i = 1, ..., N ,
δi(k + 1) = Aδi(k) + bK
N∑
j=0
aij(xj(k)− xi(k))
= Aδi(k) + bK
N∑
j=0
aij(δj(k)− δi(k))
= Aδi(k) + bK[
N∑
j=1
aijδj(k)− diδi(k)]
Denote δ(k) = [δ1(k)T , ..., δN (k)T ]T . Then
δ(k + 1) = [IN ⊗A+ (A¯ − D¯)⊗ bK]δ(k) (9)
Clearly, condition (8) is equivalent to that 0nN is the only
equilibrium of (9). In other words, the matrix IN⊗A+(A¯−
D¯)⊗ bK is nilpotent in Fp.
In what follows, we assume that the induced subgraph G¯
is a directed acyclic graph (DAG), which was actually used
in many existing studies of multi-agent consensus [2], [21],
[25]. Note also that DAG is different from the graph topology
discussed in [24], where the topology was assumed to be a
spanning tree (or forest) with self-loops.
If G¯ is DAG, then there exists a permutation matrix P such
that P A¯P−1 is a strictly upper-triangular matrix, denoted
as Aˆ. Let D¯ = diag(d1, ..., dN ) and Dˆ = P D¯P−1 =
diag(dˆ1, ..., dˆN ). Then,
(P ⊗ In)[IN ⊗A+ (A¯ − D¯)⊗ bK](P ⊗ In)−1
= IN ⊗A+ (Aˆ − Dˆ)⊗ bK
Since Aˆ is strictly upper-triangular and Dˆ is diagonal,
IN ⊗A+ (Aˆ − Dˆ)⊗ bK has the following form:
A− dˆ1bK ∗ ∗ ∗
0 A− dˆ2bK ∗ ∗
...
...
. . . ∗
0 · · · 0 A− dˆNbK
 (10)
Lemma 4.1: If G¯ is DAG, then condition (8) holds if and
only if A− dˆibK (or equivalently, A− dibK) is nilpotent in
Fp for i = 1, ..., N .
Proof: Note that matrix M ∈ F`×`p is nilpotent if and
only if its characteristic polynomial satisfies det(λI−M) =
λ`. Because of the upper-triangular block form of 10,
det(λINn−(IN⊗A+(A¯−D¯)⊗BK)) = ΠNi=1det(λIn−(A−
dˆibK)). Then det(λINn−(IN⊗A+(A¯−D¯)⊗BK)) = λNn
if and only if det(λIn − (A − dˆibK)) = λn, which is
equivalent to that A− dˆibK (or A− dibK) is nilpotent for
i = 1, ..., N . 2
Apply Lemma 2.3 to (5). Then there exists an invertible
matrix Q ∈ Fn×np such that
QAQ−1 = AQ =
(
Ac Acc
0 Auc
)
, Qb = bQ =
(
bc
0
)
where
Ac =

0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
a1 a2 a3 · · · as
 , bc =

0
0
...
0
1

and s is the controllability index. Letting Kc = KQ−1, we
have equation (11), shown on the next page.
For simplicity, we assume that the matrix A is not nilpo-
tent. In fact, if A is nilpotent, then consensus can be easily
achieved by just letting K = 0 regardless of b and G.
A. Lemmas On Nilpotent Matrices
Two lemmas on nilpotent matrices are presented in this
subsection for later use.
Lemma 4.2: Suppose that matrix A ∈ F(n1+n2)×(n1+n2)p
has the following form
A =
(
A1 A2
0n2×n1 A3
)
where A1 ∈ Fn1×n1p , A3 ∈ Fn2×n2p are two nilpotent
matrices with nilpotent degrees k1 and k2, respectively. Then
A is also nilpotent with nilpotent degree upper bounded by
k1 + k2.
Proof:
Ak1+k2 = Ak1Ak2
=
(
Ak11 ∗
0n2×n1 A
k1
3
)(
Ak21 ∗
0n2×n1 A
k2
3
)
If k1 > k2, then
Ak1+k2 =
(
0n1×n1 ∗
0n2×n1 0n2×n2
)(
Ak21 ∗
0n2×n1 0n2×n2
)
= 0(n1+n2)×(n1+n2)
If k2 ≥ k1, then
Ak2+k1 =
(
0n1×n1 ∗
0n2×n1 A
k1
3
)(
0n1×n1 ∗
0n2×n1 0n2×n2
)
= 0(n1+n2)×(n1+n2)
The conclusion follows immediately. 2
Consider a finite set of matrices {A1, ..., Aq} over Fp.
Here Ai = (Aijk) ∈ Fns×nsp is a block matrix of the
following form
Ai =

Ai11 A
i
12 · · · Ai1s
0 Ai22 · · · Ai2s
...
...
. . .
...
0 · · · 0 Aiss
 (12)
where Aijk ∈ Fn×np and Aijj = Aj for some matrices Aj ,
i = 1, ..., q, j, k = 1, ..., s.
Lemma 4.3: Consider a finite set of matrices {A1, ..., Aq}
over Fp as shown in (12). Suppose that Aj(j = 1, ..., s) are
nilpotent matrices with respective nilpotent degree kj . Then
there exists an integer T =
∑s
j=1 τj > 0 such that, for any
t ≥ T and any sequence Ai1 , Ai2 , ..., we have
Ai1Ai2 ...Ait = 0ns×ns
where τ` = min{max{k1, ..., ks+1−`},max{k`, ..., ks}}
for ` = 1, 2, ..., s.
Proof: The proof is similar to that of Lemma 4.2. Denote
Pj = Π
τ1+...+τj
j=1 A
ij . Clearly, for any Ai1 , Ai2 , ..., Aiτ1 ,
P1 =

Aτ111 ∗ ∗ ∗ · · · ∗
0 Aτ122 ∗ ∗ · · · ∗
0 0 Aτ133 ∗ · · · ∗
...
...
...
. . .
...
...
0 · · · 0 0 Aτ1s−1s−1 ∗
0 · · · 0 0 0 Aτ1ss

(13)
=

0 ∗ ∗ ∗ · · · ∗
0 0 ∗ ∗ · · · ∗
0 0 0 ∗ · · · ∗
...
...
...
. . .
...
...
0 · · · 0 0 0 ∗
0 · · · 0 0 0 0

(14)
Denote the block matrix in the (i, i + 1) position of
P1 by Bi, i = 1, ..., s − 1. For any i = 1, ..., s − 1
and any Aiτ1+1 , Ai2 , ..., Aiτ1+τ2 , if max{k2, ..., ks}} <
max{k1, ..., ks−1}, then the block matrix in the (i, i + 1)
position of P2 is BiAτ2(i+1)(i+1), which equals to 0; if
max{k2, ..., ks}} ≥ max{k1, ..., ks−1}, then the block ma-
trix in the (i, i+1) position of P2 is Aτ2ii Bi, which equals to
0. Since the sequence is arbitrary, the change of index is irrel-
evant for the case of max{k2, ..., ks}} ≥ max{k1, ..., ks−1}
because we can consider Aiτ2+1 ...Aiτ1+τ2 first, which takes
the form of (14), and then consider Ai1Ai2 ...Aiτ1+τ2 . Be-
sides, it is clear that all the zero matrices in P1 remain
unchanged in P2. Therefore, for any Ai1 , ..., Aiτ1+τ2 , P2 has
the following form:
P2 =

0 0 ∗ ∗ ∗ · · · ∗
0 0 0 ∗ ∗ · · · ∗
0 0 0 0 ∗ · · · ∗
...
...
...
. . .
...
...
...
0 · · · 0 0 0 0 ∗
0 · · · 0 0 0 0 0
0 · · · 0 0 0 0 0

(15)
Following the same argument, we can prove that as j
increases, Pj has fewer nonzero block matrices in the upper-
right positions. Finally, for any sequence Ai1 , Ai2 , ..., AiT
where T =
∑s
j=1 τj , we have
Ai1Ai2 ...AiT = 0ns×ns
The lemma is thus proved. 2
Corollary 4.4: Suppose that a matrix A over Fp has the
form of (12), where Aj(j = 1, ..., s) are nilpotent matrices
with nilpotent degree n. Then A is nilpotent with degree
upper bounded by ns.
B. Theorems
The following theorem is the main result of this section.
Theorem 4.5: Suppose that G¯ is DAG and A is not
nilpotent. Then system (5) achieve consensus with (4) using
(IN ⊗Q)(P ⊗ In)[IN ⊗A+ (A¯ − D¯)⊗ bK](P ⊗ In)−1(IN ⊗Q)−1
= IN ⊗AQ + (Aˆ − Dˆ)⊗ bQKc
=

Ac − dˆ1bcKc ∗ ∗ ∗ ∗ ∗ ∗
0 Auc ∗ ∗ ∗ ∗ ∗
0 0 Ac − dˆ2bcKc ∗ ∗ ∗ ∗
0 0 0 Auc ∗ ∗ ∗
...
...
...
...
. . .
...
...
0 0 0 · · · 0 Ac − dˆNbcKc ∗
0 0 0 0 0 0 Auc

(11)
control (7) if and only if (i) (A, b) is stabilizable; (ii) there
is d ∈ {1, ..., p− 1} such that di ≡ d for any i = 1, ..., N .
Proof: Recall equation (11) and let K = (k1, ..., km),
Kc = KQ−1 = (k′1, ..., k
′
m).
Necessity: If (5) achieve consensus with (4) under control
(7), then Ac−dibcKc and Auc are all nilpotent matrices for
i = 1, ..., N , which means that condition (i) holds. Condition
(ii) will be proved by contradiction. Since Ac − dibcKc is
nilpotent, det(λIs−(Ac−dibcKc)) = λs+(dik′s−as)λs−1+
...+ (dik
′
2−a2)λ+ (dik′1−a1) = λs. That is, dik′l−al = 0
for i = 1, ..., N, l = 1, ..., s. If there exists ` ∈ {1, ..., N}
such that d` = 0, then al = 0 for l = 1, ...s. Then Ac is
itself nilpotent and A is therefore nilpotent, which contradicts
with the assumption. If there exist i1, i2 ∈ {1, ..., N} such
that di1 6= di2 , then (di1 − di2)k′l = 0 for any l = 1, ..., s.
Because Fp has no zero divisor that is not 0, k′l = 0 for
l = 1, ..., s. This also implies that al = 0 for l = 1, ...s,
which contradicts with the assumption. Thus, condition (ii)
holds and the necessity part is proved.
Sufficiency: Under conditions given in the theorem, we can
find a constant matrix K such that A − dibK is nilpotent
for any i = 1, ..., N . By Lemma 4.2 and Corollary 4.4, the
matrix IN ⊗ A+ (A¯ − D¯)⊗ bK is nilpotent and (8) holds.
Then system (5) achieve consensus with (4). 2
Remark 4.6: The necessity proof of Theorem 4.5 implies
that (Ac, dibc) have to be simultaneously stabilizable by a
matrix K for i = 1, ..., N . To achieve that, di must be
nonzero and equal to each other. Moreover, the leader must
be the neighbor of each follower representing the source node
of G¯, which means the leader must be globally reachable in
G.
Remark 4.7: To make (5) achieve consensus with (4), G¯
is not necessary to be DAG. Generally speaking, matrices K
and A¯ may be designed by solving a set of multi-variable
polynomial equations over Fp, which was proved to be NP-
hard [5].
Finally, let us consider that the interaction graphs are time-
varying. Let {Gp : p ∈ P} be the set of possible directed
graphs on node {0, 1, ..., N}, and {G¯p = (Vp, Ep) : p ∈ P}
be the set of induced subgraphs on node {1, ..., N}, where
P = {1, ..., q}. The dependence of the graphs upon time is
determined by a discrete-time switching signal σ : Z+ → P ,
and the underlying graph at instance k is Gσ(k)(G¯σ(k)). Let
dki be the in-degree of agent i under G¯σ(k).
Theorem 4.8: Suppose that A is not nilpotent and the
union of subgraphs ∪k≥1G¯σ(k) is DAG. If (A, b) is stabi-
lizable and there is d ∈ {1, ..., p − 1} such that dki ≡ d for
any i = 1, ..., N and any k, then, under arbitrary switching
signals, system (5) achieve consensus with (4) using control
(7).
Proof: Find a constant matrix K such that A − dibK
is nilpotent for any i = 1, ..., N . If ∪k≥1G¯σ(k) is DAG,
then matrices IN ⊗ A + (A¯σ(k) − D¯σ(k)) ⊗ bK can be
simultaneously transformed into upper triangle forms by the
same permutation matrix P . The conclusion can be proved
easily by Lemma 4.3. 2
Remark 4.9: In both static and time-varying graph cases,
the design for matrix K requires knowledge of the interaction
topology and the system pair (A, b). But after that, each agent
only needs to know the relative information (between itself
and its neighbors) and the edge weights (with its neighbors).
In this sense, (7) can be considered as “distributed”.
Remark 4.10: Suppose that the leader has an external
input
x0(t+ 1) = Ax0(t) + b¯v(t)
Then the leader is able to present some pre-specified dynam-
ical patterns in Fp via static state feedback v(t) = K¯x0(t)
[20]. Provided that (5) achieve consensus with (4), all the
agents will exhibit the same dynamics no matter what the
initial conditions are. This can be seen as a method to
achieve quantized consensus if the states of agents are coded
somehow in Fp.
C. Example
Consider finite field F3 and equation (5) with
A =

0 0 1 1 1
2 0 0 1 2
0 2 2 2 0
0 0 1 1 2
2 0 1 2 2
 , b =

1
1
2
2
1
 .
There is an invertible matrix Q such that QAQ−1, Qb are in
control companion forms where
Q =

0 1 0 1 0
2 0 1 2 1
2 2 1 2 2
2 2 2 0 2
1 2 0 1 1
 ,
Fig. 1. Interaction graphs G1 and G2
Fig. 2. Errors between follower i and the leader
QAQ−1 =

0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
2 1 0 2 2
0 0 0 0 0
 , Qb =

0
0
0
1
0
 .
Since PA(λ) = λ(λ4 + 2λ3 + λ+ 2) with λ4 + 2λ3 + λ+ 2
irreducible over F3, A is not nilpotent. It can be calculated
that system (4) has 4 cycles with length 1, 20, 20, 20 [26]. It
is also easy to check that (A, b) is stabilizable.
Suppose there are 5 agents and the possible weighted
interaction graphs G1,G2 are shown in Fig.1, with the
weights shown over edges. Because G¯1 ∪ G¯2 is DAG and
the in-degree for each agent is 1 (noting that 2 + 2 ≡
1(mod 3)), conditions of Theorem 4.8 are satisfied. Choose
K = [2, 1, 2, 0, 1] such that A − bK is nilpotent. Then
under control protocol (7) and arbitrary switching signals
σ(k) ∈ {1, 2}, the system will achieve consensus after finite
time. Define ei =
∑5
j=1 |xji − xj0|, i = 1, ..., 4, as the error
between xi and x0 where the arithmetics used are standard.
Given arbitrary initial conditions, typical evolutions of ei are
shown in Fig.2. We can find that ei approach 0 after a finite
time, which indicates that (5) achieve consensus with (4).
V. CONCLUSIONS
In this paper, we formulated a leader-following consensus
problem of multi-agent systems over finite fields. Then we
gave sufficient and/or necessary conditions for the agents to
achieve the leader-following consensus. More general cases
including general graph topology and multiple inputs for the
consensus in finite fields are under investigation.
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