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Abstract
In the search for novel magnetic materials, systems with strong spin-orbit cou-
pling are a focus. 5d Ir-oxides and 4d Ru-halide, in particular, are associated in
this context with a flurry of new theoretical concepts, models, and predictions,
and more recently to various exotic topological states. In this thesis, we use
computational quantum-chemistry methods to determine nearest-neighbor (NN)
magnetic interactions in such systems. We also explore different routes to tune
NN exchange couplings and provide guidelines for material design.
In the first chapter, an introduction to concepts of electron correlations,
spin-orbit coupling and magnetic interactions is provided. Many-body quantum-
chemistry methods used to determine electronic and magnetic properties of the
transition metal systems in this work are outlined in the second chapter.
In chapter 3, we determine multiplet-structure, magnetic g factors as well
as NN magnetic interaction for the edge-shared 4d5 honeycomb lattice-based
system, i.e., α-RuCl3. We find that the the magnetic anisotropy shows up
in the form of bond-dependent Kitaev couplings, which defines the largest
superexchange energy scale in this system. Magnetic couplings obtained by
mapping the ab initio data onto an effective spin Hamiltonian are then used in
the the subsequent exact diagonalization calculation to retrieve the magnetic
phase diagram as a function of second and third NN coupling.
Further, in chapter 4, we investigate the effects of uniform pressure and strain
on the magnetic interactions in honeycomb and related lattice-based systems.
We find that the Heisenberg and Kitaev terms are affected differently: for strain,
in particular, the Heisenberg component decreases more rapidly than the Kitaev
counterpart. This suggests a scenario where strain can stabilize a spin liquid
state in such materials. In chapter 5, we discuss another factor that allows to
modify magnetic couplings, i.e., the electrostatics between layered stackings
with different metallic species. We examine magnetic interactions between Ir
moments in H3LiIr2O6, a recently proposed Kitaev spin liquid candidate, and
viii
clarify the effect of interlayer electrostatics on the anisotropic Kitaev exchange .
We show that the precise position of H+ cations between magnetically active
[LiIr2O6]3− honeycomb-like layers has a strong impact on the magnitude of
Kitaev interactions.
In the last chapter, we examine Ir-oxides on the pyrochlore lattice. In these
corner-sharing systems the NN anisotropic exchange occurs in the form of anti-
symmetric exchange, also known as Dzyaloshinskii-Moriya (DM) coupling. Our
calculations predict that a highly unusual regime can be realized in such systems
due to the vanishing NN Heisenberg interaction, making the antisymmetric DM
exchange to be the dominant interaction in the oxides where the Ir-O-Ir links
show bond-angles less than 125◦. We also confirm the accuracy of the employed
quantum-chemistry methods by reproducing experimental data for Sm2Ir2O7.
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Chapter 1
Introduction
The search and exploration of novel materials is essential to the advancement of
condensed matter physics. Transition metal (TM) systems with partially filled
valence shell form an intriguing class of solid state materials. Various investiga-
tions have reported a wide range of novel electronic and magnetic properties
in these materials, such as multiferrocity, colossal magnetic resistance, high
temperature superconductivity and metal-insulator transitions [1–3]. With the
help of experimental as well as theoretical evidence, it has been established that
strong electron-electron interactions lie at the heart of these fascinating phe-
nomenons [4, 5]. Such interactions between electrons in a quantum system are
also referred as electronic correlations. Another ingredient for realizing novel
states of matter that came to the focus during the last decade is the interac-
tion between spin and the orbital angular momentum of electrons (spin-orbit
interaction). The latter is known to give rise to unconventional states such
as spin-liquid states. Technological applications ranging from memory storage
devices to recent advancements in the field of quantum computers [1, 6–9]
have been associated with this class of materials. Additionally, the structural
variety found in these TM systems make them an ideal platform to study the
interplay between geometry, electron correlation and spin-orbit interaction [1].
In sum, the open-shell TM systems form a rich and fruitful area of research,
promising a wide range of applications.
In particular, honeycomb lattice based 4d and 5d systems have generated a
lot of interest recently in the experimental condensed matter-community with
the promise of spin liquid states [10–14]. In this thesis, we focus on open-shell
4d, 5d TM systems, where spin-orbit coupling plays an important role. We use
ab initio quantum-chemistry methods to shed light on the electronic properties
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as well as magnetic exchange interactions in these systems and additionally
provide guidelines for material design. In this chapter, we introduce some of
the basic concepts that will be used in the discussion in the rest of thesis. We
start by discussing how electron correlation plays a vital role in determining
the electronic and magnetic properties of TM systems.
1.1 Electronic correlations
The TM compounds display plenty of remarkable features which can be under-
stood at the fundamental level from their electronic structure. Electronic band
structure theory was formulated to understand the electronic properties of a
system. The free electron approximation only accounts for the periodic po-
tential generated by the crystal lattice but not for the interaction of electrons
with each other. Another approach often used is the tight binding approxi-
mation which also accounts for hopping of electron from one atom (potential
well) to the next in the crystal [15, 16]. The conventional band theory has
been successful in describing the properties of simple metals and insulators,
where metals are classified as systems with partially filled bands. Insulators
then imply a system where the completely filled bands are separated from the
unoccupied bands by a energy gap [15, 16].
However, this very basic theory is not able to predict the insulating behavior
shown by many transition metal compounds. One such example is MnO, which
is a very good insulator with a band gap of ≈ 4eV in spite of having five
electrons in the d shell [17], which implies partially filled bands in this system.
Such compounds are classified in a different group, commonly referred to as
Mott insulators [18, 19]. They are different from conventional band insulators
due to the fact that the physical origin of their insulating state lies in electron-
electron interaction. The Mott insulating state can be understood by the use
of a simple Hubbard picture [20], where the electrons are described in terms
of a hopping matrix element (t) and on-site Coulomb repulsion (U):
H = −t
∑
⟨ij⟩
c†iscjs+U
∑
i
ni↑ni↓, (1.1)
where c†is (cjs) represents creation (annihilation) operators of electrons at site
i (j) with spin ’s’ and ni↑ denotes spin density operator for spin up at site i.
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Fig. 1.1 Schematic band diagram showing that large U (electronic interactions)
can open a band gap leading to a Mott insulating state.
In this model, the inter-site hoppings delocalize electrons and lead to band
formation, which in the case of t >>U implies a metallic state for one electron
per site. In this picture, the energy gain from hoppings is larger than the en-
ergy rise due to on-site repulsion. However, for the same filling (one electron
per site), if U becomes larger, such inter-site hoppings are unfavorable and
the electrons stay localized as the system tries to minimize energy by reducing
double occupation of a site. In this case, the system becomes insulating and
this state is known as a Mott insulating state. Such an insulator is different
from a conventional insulator, as the latter is obtained already in the one elec-
tron picture. The terminology of Hubbard subbands, constructed by analogy
to band insulators, is quite commonly used in relation to Mott insulators. This
is due to the fact that in the case of U = 0, half filling is obtained, while
if a larger value of U (U > Ucritical) is used, the Hubbard band splits into a
lower and upper subband, where the lower band will be occupied while the
upper band will remain unfilled (assuming one electron per site) [1]. In this
context, recently B. J. Kim et. al. have discussed that even with a smaller
U in 5d systems, a Mott like gap can be induced with the help of spin-orbit
interaction [21].
In addition to the band theory picture discussed above, another effective
theoretical approach used for the electronic structure calculations is the molec-
ular orbital (MO) theory approach [22, 23]. MO theory, proposed in the early
twentieth century, approximates molecular orbitals as linear combinations of
atomic orbitals. The one electron wavefunction can be written in a generalized
form as:
φ=
∑
i
ciχi (1.2)
4 Introduction
where, χi represents atomic orbitals. The atomic functions used in the above
equation form basis sets for the calculations performed to determine the co-
efficients (ci). The exact N-electron wavefunction of a molecule in Born-
Oppenheimer approximation is a function that depends on spatial and spin
coordinates of N electrons. This function is too complicated and therefore in
the first approximation is replaced by a product of N orthogonal one electron
wavefunctions:
Ψ(x1,y1, z1,σ1,x2,y2, z2,σ2......,xN ,yN , zN ,σN )
= φa(x1,y1, z1,σ1).φb(x2,y2, z2,σ2)....φ(ω)(xN ,yN , zN ,σN )
(1.3)
where xi, yi, zi are position coordinates and σi is the spin variable associated
with ith electron. This wavefunction is not antisymmetric under exchange
of any two electrons and therefore does not obey Pauli’s exclusion principle.
The transformation to the antisymmetric form is achieved by using a Slater
determinant [24], in the following way:
Ψ(1,2, ...N) = 1√
N !
∣∣∣∣∣∣∣∣∣∣∣∣
φa(1) φb(1) ... φ(ω)(1)
φa(2) φb(2) ... φ(ω)(2)
... ...
φa(N) φb(N) ... φ(ω)(N)
∣∣∣∣∣∣∣∣∣∣∣∣
,
where each φa is a linear combination of atomic orbitals as given in Eq. 1.2.
The simplest example describing the formation of a chemical bond is the H2
molecule, where the wavefunction of an electron moving between site a and b
is given by:
|φ±⟩ =
1√
2
χa±χb, (1.4)
where + and − signs refer to bonding and antibonding orbitals. The ground
state of the H2 molecule with two electrons in bonding orbital is
|ΨMO⟩ =
1
2(χa(r1)+χb(r1))(χa(r2)+χb(r2)).
1√
2
(1 ↑ 2 ↓ −1 ↓ 2 ↑). (1.5)
This state is referred to as MO state or Hund-Mulliken state and is analogous to
the elementary band picture in solid-state physics. The expression in Equation
1.5 consists of terms of type χa(r1)χb(r2), corresponding to the two electrons
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residing at different sites. It also contains terms of type χa(r1)χa(r2), where
both electrons are located at the same site. When extended to a large peri-
odic crystal, such MO states give rise to the band picture of non interacting
electrons.
The Mott insulating state with localized electron density corresponds to a
state where the product terms associated with both electrons located at one
site do not contribute. This state is also known as Heitler-London state [25]
and is given by
|ΨHL⟩ =
1√
2
(χa(r1) ↑ χb(r2) ↓ −χa(r1) ↓ χb(r2) ↑). (1.6)
If we start from non-interacting electrons and increase U, there occurs a
metal-insulator transition, also known as Mott transition [2, 26]. The localized
spin density in Mott insulators implies localized magnetic moments. Thus
most Mott insulators are magnetic. This shows that the electron-electron
interactions are essential to the nature of magnetism [1, 9]. Another factor
that is crucial to the magnetic ordering in these systems is the valence shell
orbital filling. One simple rule to determine orbital filling, is by following the
Hund’s first rule, i.e., for a half filled shell, electrons fill the degenerate levels
in a way that maximizes the total spin moment and minimizes the energy [27].
However, the degeneracy of the levels in a solid may be lifted due to interaction
with the surrounding ions. In the next section, we discuss crystal field effects
and how they influence the order of valence energy levels.
1.2 Crystal fields and d-level splitting
The spherical symmetry of a TM ion is destroyed, when placed in a crystal. The
coordination of the TM cation with the adjacent negatively charged ligands
leads to a lower symmetry, which depends on the ligand lattice positions. As
a result, TM d orbitals are affected differently, giving rise to non-degenerate
d levels. The splitting depends on the local symmetry attained by the TM
ion, for example: octahedral coordination of the TM ion (Oh point group
symmetry), splits the d shell into lower lying t2g and higher lying eg levels (dz2 ,
dx2−y2). The higher energy of the eg levels is due to the electrostatic repulsion
coming from the ligand electron densities, since the shape of eg orbitals is
such that their lobes are directed towards the ligands of the octahedron. The
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Fig. 1.2 (a) TM ion in a octahedral cage of ligands (b) Electron density associated
with d orbitals in a TM ion.
corresponding splitting is represented by ∆CF , quite often also referred to as
10Dq 1. The exact value of ∆CF depends on the type of anions and cations
and the distance between them.
The wavefunctions associated with the eg and t2g orbitals can be expressed
in the form of linear combinations of pure atomic type orbitals (|l,ml⟩, with
the orbital angular momentum l = 2 and the magnetic quantum number ml
taking values from −l to l) as shown below:
|eg⟩a ∼= |2,0⟩,
|eg⟩b = −
1√
2
(|2,2⟩+ |2,−2⟩)
(1.7)
|t02g⟩ = −
i√
2
(|2,2⟩− |2,−2⟩),
|t12g⟩ = −
1
i
√
2
(|1,1⟩+ |1,−1⟩),
|t−12g ⟩ = −
1
i
√
2
(|1,1⟩− |1,−1⟩)
(1.8)
1This notation, widely used especially in the chemistry literature, originated in Ref. [28]. In
this paper, D was used to specify the strength of the cubic crystal field and q denoted the ratio of
certain matrix elements used in calculating the crystal field splitting. But nowadays, “Dq” is
used as one symbol.
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Fig. 1.3 Splitting of electronic energy levels of the d shell into t2g and eg
sublevels in the presence of crystal field effects arising as a result of octahedral
ligand coordination.
The t2g levels remain degenerate as long as the crystal environment around
the TM ions is octahedral. Various distortions of the octahedron may arise
depending on the solid state structure. For such distorted cases, the degeneracy
of the t2g and eg is lifted and the d-level splittings become substantially more
complex. One example of such distortions is the trigonal distortion. It refers
to a compression or stretching of the TM oxygen bonds as shown in Fig. 1.4
(along the C3 symmetry axis for 3-fold rotation, termed as axis of trigonal
distortion).
In the presence of such a distortion, the t2g levels are split into a singlet
a1g and a doublet eπg . The wavefunctions associated with the non-degenerate
t2g levels can be expressed in the basis of atomic type orbitals in the following
way [29]:
|a1g⟩ =
1√
3
(|xy⟩+ |xz⟩+ |yz⟩)
|eπg±⟩ =
1√
3
(|xy⟩+ e±2πi/3|xz⟩+ e∓2πi/3|yz⟩)
(1.9)
One other crucial ingredient for 5d and 4d systems is the large spin-orbit
coupling. We discuss this in the next section.
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Fig. 1.4 Schematic diagram showing splitting of the t2g levels in the presence of
trigonal distortion of a octahedron. Stretching (compression) of the octahedron
along the trigonal axis lowers the energy of eπg (a1g) states.
1.3 Spin-orbit Coupling
The relativistic interaction of the orbital motion of an electron with its spin
gives rise to spin-orbit interaction. In other words, the magnetic field produced
by the electron’s motion in the electrostatic potential can couple with the spin
and the interaction energy corresponding to this interaction is obtained from
the Dirac’s equation [30]. It can be expressed in the form of the Hamiltonian:
Hso = λL.S (1.10)
where L, S are the total orbital and spin angular momentum, respectively and
λ is the coupling constant given by
λ= − e2m2erc2
dφ
dr
, (1.11)
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φ represents the electric potential, me denotes electron’s mass and c is the
velocity of light .
The spin-orbit coupling (SOC) splits the electronic energy levels into mul-
tiplets with different total angular momentum J (= L + S). Two different
approaches are used to study the effect of SOC. In the case of lighter atoms,
the spins interact with other spins to give a total S = ∑si, and similarly, a
total L = ∑ li is obtained. This kind of coupling between L and S is known as
Russell–Saunders coupling or LS coupling. In the case of heavier atoms (i.e.,
strong SOC), spin and orbital quantum numbers are not conserved anymore
and the Hamiltonian in Eq. 1.10 does not commute with L and S. Instead, JJ
coupling scheme is used since the total angular momentum J = ∑ ji, (where
ji = li+si) commutes with Hso and becomes a good quantum number [1, 31].
In JJ coupling scheme, the d levels split into J=3/2 and J=5/2 in the presence
of strong SOC, as shown in Fig 1.5.
SOC in 3d systems is small as compared to the crystal field and Coulomb
repulsion energy scales, and therefore does not have noticeable effect on elec-
tronic and magnetic properties. On the other hand, it becomes the dominant
energy scale in case of 4f and 5f systems, as the crystal field splittings become
relatively small. This is due to the fact that 4f electrons are shielded from
the ligands by the 5s and 5p shells. However, SOC is of the same order as the
energy scale of crystal field in 4d and 5d elements, which makes the systems
with 4d and 5d TM ions special. The competition between correlation, crys-
tal field and SOC makes them a perfect playground for novel unconventional
magnetism.
As discussed in Ref. [13, 21], consideration of both strong SOC and crystal
field effects, allows the mapping of the electronic levels in a 4d5 or 5d5 system
onto a lower lying completely filled jeff = 3/2 quartet and a half filled jeff = 1/2
doublet. These states can be expressed in the basis of d orbitals by using the
following equations [1]:
|12 ,±
1
2⟩ =
√
1
3(|yz,∓⟩± i|xz,∓⟩±|xy,±⟩) (1.12)
|32 ,±
3
2⟩ =
√
1
2(|yz,±⟩± i|xz,±⟩) (1.13)
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Fig. 1.5 Schematic diagram showing the splitting of 5d5/4d5 levels in the pres-
ence of large spin-orbit interaction, which gives rise to a half filled jeff ∼= 1/2
ground state. The charge density associated with this ground state is also shown.
|32 ,±
1
2⟩ =
√
1
6(|yz,∓⟩± i|xz,∓⟩− 2|xy,±⟩) (1.14)
The half filled jeff ∼=1/2 ground state in 5d5 iridates was recently verified
by resonant x-ray diffraction experiments [21]. In chapters 3-6, we discuss the
magnetic interaction between two jeff=1/2 moments at NN sites for iridium
oxides and ruthenium chloride.
1.4 Magnetic interactions
The interactions between the localized spin moments depend on various factors
such as the geometry of the material, availability of different possible exchange
pathways, and the specific orbital structure of particular ions [1, 27, 32]. Ex-
change interactions are a result of quantum mechanical effects arising from
the competition between the hopping of electrons, electron-electron Coulomb
interactions and Pauli’s exclusion principle. During the last 50 years, the focus
has been on understanding the magnetic orders commonly observed such as
ferromagnetic and antiferromagnetic ordering [33–36]. The most commonly
used theoretical formalism makes use of a simple effective spin model, such as
the Heisenberg model [37], to describe the spin interactions for these systems
with conventional magnetic orders. The Heisenberg model can be written as:
H = JS̃i.S̃j , (1.15)
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where J is a constant also known as Heisenberg coupling constant. If J is
negative, an arrangement with parallel spins on NN lattice sites is favored.
This results in ferromagnetic ordering in the materials with localized electron
density. If J is positive, the interactions favor antiparallel spin arrangement
giving rise to antiferromagnetic ordering.
In addition to these basic long-range magnetic orders, recent investigations
reveal systems where novel unconventional magnetism is realized [1, 8, 27].
The spin interactions in these systems go beyond the isotropic Heisenberg
model and a more comprehensive effective spin model is needed to describe
the magnetic exchange. Until the last decade, the anisotropic interactions
were considered as small perturbation to the large isotropic interactions. How-
ever, more recently it has been shown in certain materials that such terms can
even become dominant [13, 38, 39]. In addition to challenging the common no-
tions and existing phenomenological models of magnetic superexchange, such
anisotropic interactions are known to give rise to novel magnetic states. For
example, dominant anisotropic interactions appears in the form of Kitaev-like
symmetric anisotropies in honeycomb iridates and ruthenates [38, 40] and in
the form of Dzyaloshinskii-Moriya interaction (antisymmetric anisotropy) in
iridium oxides on pyrochlore lattice [39]. An extended model where all ex-
change terms allowed by the point group symmetry for a particular system
are included in the two-site magnetic Hamiltonian is used in this thesis for an
accurate description of these systems. The mapping of ab initio data onto
such extended model Hamiltonians are discussed in more detail in Chapter 3
and 6.
The exchange interaction between two sites with localized electron densities
can take place via different exchange mechanisms, such as direct interaction,
superexchange interaction and double exchange [1, 27, 32]. The important
factors that control the qualitative behavior and strength of the exchange
interactions include geometry (directly affects possible exchange routes) and
orbital occupation (determines the orbitals involved in the exchange process).
A direct exchange interaction occurs due to direct overlap between the local-
ized moments on the two sites. Since the insulating TM systems consists of
compact and localized d orbitals which are separated by bridging ligand(s),
direct exchange is generally small in such cases. In these systems, indirect
exchange occurring with the help of the bridging ligand often becomes the
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Fig. 1.6 Schematic diagram for the superexchange mechanism between two TM
d orbitals separated by a ligand p orbital.
dominant interaction, which then decides the magnetic ordering in these sys-
tems [1, 9, 27, 32].
In 1934, Kramers proposed a spin coupling between the two TM sites me-
diated by bridging non-magnetic atoms and referred it as the superexchange
interaction. In 1959, Anderson provided the physical basis responsible for this
effect by using the fact that the paired electrons gain energy by spreading
into the non-orthogonal overlapping orbitals, whereas this is not true for the
unpaired electrons [34, 35]. The model of Anderson had two magnetic ions
(both with one unpaired d electron) separated by a closed shell Cl or O lig-
and with three doubly occupied p valence orbitals. Due to the structural and
symmetry considerations only one of the p orbital plays a role in the inter-
action. The localized magnetic orbitals then have a optimum admixture of
the bridging ligand function. Thus the resulting hybrid electron density have
a non-vanishing magnitude at the intermediate ligands, contributing to the
superexchange interaction.
In the quantum chemistry, the Anderson model is generally associated with
the complete-active-space self-consistent-field (CASSCF) approach, in which
the active electrons are the valence electrons, and the active orbitals are opti-
mized with the ligand functions in the self-consistent procedure. This guaran-
tees that they contain the optimum amount of intermediate ligand character,
which accounts for superexchange [41].
For such a model of two TM ions separated by a ligand, MO theory predicts
the formation of three molecular orbitals. The bonding orbital with a larger p
character is lowest in energy and is completely filled with two electrons, while
the orbital with highest energy represents the anti-bonding state. Another
non-bonding orbital is present in between these two having lower contribution
from the p state. The remaining two electrons can either occupy the lower
level out of the two unfilled levels to give a singlet ground state (S=0) or can
occupy different levels giving a triplet ground state (S=1). The stabilization of
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the singlet state implies a AF coupling and a larger energy difference between
the molecular orbitals corresponds to greater energy difference between the
singlet and triplet and therefore larger exchange strength. On the other hand,
stabilization of the triplet state implies a FM coupling constant [42].
The Goodenough-Kanamori-Anderson (GKA) rules capture the basic fea-
tures of superexchange interactions for different geometries. They have proved
to be quite useful in estimating the qualitative nature of superexchange inter-
actions. To formulate them in simple terms: when the valence shell filling
and geometry is such that there is an overlap between two d orbitals at the
TM site via the same p orbital of the ligand, virtual hopping between these
sites is allowed only for anti parallel spins, and the exchange is antiferromag-
netic and strong. In case a singly occupied d orbital overlaps with an empty
orbital on the other site, the exchange becomes ferromagnetic and weaker. In
the case where TM-L-TM angle is 90◦ and the occupied orbitals of TM ions
overlap with different p orbitals of an anion, the resulting exchange is weak
and of ferromagnetic nature [1, 36, 43, 44]. The GKA rules presented above
give only general guidelines, but can be often used to get an estimate for the
superexchange interactions.
In chapters 3-6, we calculated magnetic interactions in various TM systems
consisting of two TM ions separated by bridging ligand(s) using quantum-
chemistry methods.
1.5 Conclusions
We discussed the basic concepts which are useful in understanding the elec-
tronic and magnetic properties of relevant iridium oxides and a ruthenium
chloride discussed in this work. We gave a brief introduction to the concepts
of electronic correlations, spin-orbit coupling and crystal field effects. The com-
petition between these three effects is quite important for 4d and 5d systems.
In the end, we reviewed the concepts essential in understanding superexchange
interactions in TM compounds.

Chapter 2
Quantum Chemistry Methods
In this chapter, we provide a brief summary of the theoretical framework used
in this thesis, i.e, the wavefunction-based quantum-chemistry methods. We
begin by introducing methods developed and used over time in the electronic
structure community. Subsequently, we justify and motivate the use of the ab
initio wavefunction-based methods, especially for the case of strongly corre-
lated systems. We then introduce the Hartree-Fock approach and discuss the
construction of many-body wavefunctions. The multireference conguration
interaction procedure to include dynamical correlation is also detailed. Further,
the embedded cluster based approach used in this work is discussed towards
the end.
2.1 Introduction
The primary objective in the field of quantum mechanics is the solution of
Schrödinger’s equation for atoms/molecules or solid state systems, in order to
get a peek into their electronic structure [45]. The solution of the Schrödinger
equation for a N-electron system becomes quite complicated and involved, as
the wavefunction represents the correlated movement of N interacting particles.
In fact, the exact solution to the Schrödinger equation can be found for only
simple one electron systems. For more complex systems, only approximate and
numerical solutions can be obtained [46, 47].
A simplification of the Schrödinger equation consists of separating the
wavefunction into a time-dependent component and space variation part (only
possible when the potential energy is independent of time). So, as long as
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we are interested in the spatial dependence of the wavefunction, the time-
independent Schrödinger equation can be used, as it reduces the complexity
of the problem to a great extent. The methods described in this chapter
focus on solving such a time-independent form of the electronic Schrödinger
equation, which can be expressed in the following form [45]:
H|ψ(r)⟩ = E(r)|ψ(r)⟩, (2.1)
where r represents the electronic coordinates and E denotes the electronic
energy.
Different computational techniques have been developed during the last
five decades to solve Eq. 2.1 for electrons in atoms or molecules. The two
main classes of computational schemes which are popular in the electronic
structure community includes wavefunction based quantum-chemistry meth-
ods and the density functional theory (DFT) approach. While describing both
these methods, ab initio is a common term used nowadays (means ’from the be-
ginning’ in Latin). However, it was initially used to refer to an approach solving
the Schrödinger equation by only using fundamental constants and the atomic
numbers of the nuclei as input. For this kind approach, a model is chosen for
the electronic wavefunction in Eq. 2.1 and no adjustable parameters are used.
The model selected for the wavefunction determines the accuracy and com-
plexity of the computations. In practice, such calculations are computationally
very expensive and approximations are crucial in reducing the complexity of the
electronic wavefunction and make the calculation possible. DFT, on the other
hand, is an efficient approach to calculate the properties determined by the
ground state electron density, but it makes use of exchange correlation func-
tionals that involve empirical parameters or/and fitting. Therefore, it should be
classified within the semi-empirical class of methods rather than in the ab initio
category. Further, different exchange correlation functionals are often used for
different systems in order to obtain a good agreement with the experiments
and there exists no general strategy to select one over the other [9, 46]. In
the next section we provide motivation for using quantum-chemistry methods
over DFT variant approaches.
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2.2 Motivation for using quantum chemical approach
Over the last few decades, DFT has emerged as a popular tool in the field of
electronic structure theory [48]. Hohenberg and Kohn laid the foundations of
DFT, by proposing the use of the electron density (represented here by ρ) as
the fundamental variable from which all ground state properties, in principle,
can be derived [49]. A universal energy functional E[ρ] with a minimum cor-
responding to the exact ground-state energy was shown to exist. This then
implies a simplification of the interacting many-body problem to a great extent
but unfortunately the exact nature of the functional E[ρ] is not known [46, 48].
In their follow up article, Kohn and Sham mapped the problem with N
interacting electrons in an external potential ve onto a set of N imaginary
non-interacting electrons placed in an effective potential vs [50]. The ground
state energy can be expressed in terms of the electron density (ρ) generated
by one-electron wavefunctions ψi in the following way:
EKS [ρ] = T [ρ]+Vee[ρ]+
∫
ρ(r)ve(r)dr +Exc[ρ], (2.2)
where T is the kinetic energy, expressed as
T [ρ] = −12
occ∑
i
⟨ψi|∇|ψi⟩, (2.3)
and Vee represents the electron-electron Coulombic interaction that can be
expanded in the following way:
Vee[ρ] =
1
2
∫ ρ(r1)ρ(r2)
|r1 − r2|
dr1dr2. (2.4)
Since, correlation effects are not captured by T and Vee, therefore the
exchange correlation functional Exc[ρ] is defined to include such effects [9, 51].
The next challenge is to estimate the correlation effects in the system and
then include them in the calculations in the form of a exchange-correlation
functional. A general form of this functional is not known and approximations
are generally made. The use of an approximate Exc can become a major source
of errors in DFT calculations, especially in the case of strongly correlated
systems. A general scheme to systematically improve the exchange functional
is not known and the search for more exact exchange functionals is an active
area of ongoing research [46].
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The commonly used class of Exc in condensed matter physics is based on
the local density approximation (LDA) and generalized gradient approximation
(GGA) [51]. LDA has a simpler structure and depends solely on the electron
density at each point in space. The popularity of LDA is due to the fact
that it follows sum rules for the exact exchange and correlation-holes [52–54]
and provides proper description of the on-top exchange correlation hole density
(related to the probability density for finding two electrons at the same point in
the system) [55]. On the other hand, GGA uses both the value of density and
its gradient at a point. While GGA shows recovery for the cohesive energies,
usually overestimated by LDA [51], it is not a systematic improvement on LDA
in the sense that it can sometimes give worse agreement with experiments.
Another source of error can be identified by looking into the case which
involves only one electron. In such a case, EKS in Eq. 2.2 should only consist
of kinetic energy and the electron’s potential energy in the electrostatic field of
the nucleus. This implies that Exc should cancel out Vee. However, the LDA
and GGA functionals do not show this cancellation [46, 51]. The contribution
that is left is know as self-interaction error and tends to be most influential
in the cases of strongly localized electrons such as in d and f systems, where
self-interaction errors can lead to artificial electron delocalization. This can
result in the prediction of a metallic ground state instead of the experimentally
observed insulating ground states. This motivated the development of other
hybrid functional schemes in order to deal with this particular problem, such
as LDA+U . But the latter approach leads to further parameterization of the
computations as an additional parameter Ueff (= U −J) is added to the total
energy functional to reproduce the effect of on-site Coulomb repulsion (U) and
exchange (J) between electrons. The U and J parameters are often obtained
empirically1 [46, 51].
The problems mentioned above can be avoided by using a wavefunction
based computational approach, developed on the theoretical chemistry side.
In this approach, one starts form HF calculations and systematically improves
the wavefunction to include electronic correlations. HF theory is a single-
configuration approach in which the real-space N-electron wavefunction is
comprised of the product of N single electron wavefunctions. It does not
account for electron correlations and thus fails to describe systems where elec-
tronic interactions are crucial [47]. In the next step, electron correlation effects
1a more rigorous approach is to derive these parameters using constrained DFT calculations.
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are included in the wavefunction by using post Hartree-Fock (HF) quantum-
chemistry methods such as coupled-cluster (CC) theory, complete-active-space
second order perturbation theory (CASPT2) and configuration interaction (CI).
These methods have been successfully employed for several decades in molec-
ular chemistry [47]. However, such calculations require a large amount of com-
puting power and therefore were restricted up to only few atoms. In recent
times only, the advancement in computational resources and developments of
algorithms have made it possible to study the properties of many solid state
systems [38, 40, 56–60, 63, 64]. At the present time, such schemes are not
only restricted to finite size clusters but can also be used in the case of periodic
solids for studying the electronic properties [60–62].
In the next section, we start with a brief overview of quantum-chemistry
methods. We first describe the HF approach and then build the discussion to-
wards the post HF methods, which are essential to capture static and dynamic
correlations.
2.3 The Hartree-Fock approach
The HF model is the most simplified wavefunction based model in ab initio
theory. It serves as starting point for other more accurate and sophisticated
wavefunction based models. The electron-electron interactions are treated in
an average way by considering the motion of an electron in the mean electro-
static field generated by the nuclei and the other electrons. The HF model
was first introduced by Hartree [65] and was further improved by Fock and
Slater [66].
Solving the full Schrödinger equation is a Herculean task. But the com-
plexity of the problem can be reduced by separating out the electronic and
nuclear parts of the Schrödinger equation. This is done by using the Born-
Oppenheimer approximation, which exploits the large mass difference between
electrons and nuclei, due to which the displacement of the nucleus instanta-
neously affects electrons. Therefore, the nuclei can be assumed to be fixed
and instead of solving the all-particle Schrödinger equation, it is preferable to
solve the Schrödinger equation for electrons moving in the static electrostatic
potential generated by the fixed nuclei arrangement [47]. The Hamiltonian
now in this fixed nuclei frame consists of the following terms:
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Htot = Te+Vee+Vext, (2.5)
where Te is the kinetic energy of the electrons, Vee is the electron-electron
interaction term, Vext represents the interaction between electrons and the
potential created by fixed nuclei.
In order to solve the problem of an electron moving in the effective electro-
static potential, the first step consists of calculating the potential generated
by nuclei and other electrons. The wavefunctions of all the other electrons
are required to estimate this effective potential, but we don’t have the exact
wavefunctions at this stage. The calculation therefore starts by approximating
the wavefunction of the electrons, for example by using Slater orbitals. The
second step consists of solving the Schrödinger equation for each electron,
which can be written in the form of Eq. 2.1 by using a Hamiltonian given by
Eq. 2.5, implying N such equations for N electrons. At the end of the second
step, wavefunction for all electrons are obtained as a solution of these equa-
tions. The effective potential is determined again, this time using the updated
wavefunctions and the second step is repeated, until the wavefunctions going
in and coming out do not differ significantly from each other. The wavefunc-
tions obtained in this way are self consistent and good approximations to start
true many-body calculations [47].
The explicit form of the Hamiltonian in Eq. 2.5 is given by:
H =
∑
i
hi+
1
2j0
∑
i ̸=j
1
rij
, (2.6)
where hi represents a one-electron Hamiltonian. Then the HF equation for a
electron is given by the following expression:h1 + ∑
r
(2Jr −Kr)
ψs = εsψs, (2.7)
where Jr refers to the Coulomb operator, which takes into account the Coulom-
bic repulsion between two electrons in the orbital ψs, and Kr is the exchange
operator which represents the adjustment in the energy due to spin correlation
effects. The expressions for these two operators can be written as:
Jrψs(1) = j0
∫ ψ∗r (2) 1r12ψr(2)dτ2
ψs(1), (2.8)
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Krψs(1) = j0
∫ ψ∗r (2) 1r12ψs(2)dτ2
ψr(1). (2.9)
The term in Eq. 2.7 on the left hand side is known as Fock operator (f1):
f1 = {h1 +
∑
r
(2Jr −Kr)}. (2.10)
The f1 operator denotes the mean potential energy of an electron in the
presence of the other N-1 electrons.
It is straight forward to implement the HF self-consistent field (SCF) proce-
dure for isolated atoms, but the solution is not so trivial for molecular systems
because of the reduced symmetry (which increases the computational com-
plexity). To deal with this problem, C. C. J. Roothaan proposed a slight
adjustment to the HF-SCF approach by expressing the molecular orbitals as a
linear combination of atomic orbitals.
The wavefunction of a electron then can be written using linear combination
of N different Slater (or Gaussian-type) orbitals χi centered on different atoms
of the molecule:
ψm =
N∑
i
cimχi, (2.11)
where cim stands for coefficients to be calculated. In this procedure, N linearly
independent wavefunctions are obtained using the N Slater orbitals. Now, the
main problem changes to estimation of these coefficients instead of calculating
the wavefunctions. By substituting the wavefunction in Eq. 2.11 in Eq. 2.7,
we obtain:
f1
N∑
i
cimχi = εm
N∑
i
cimχi. (2.12)
Multiplying this equation by the Slater orbital χ∗j and integration over the
space gives the following expression
N∑
i
cim
∫
χ∗jf1χidτ = εm
N∑
i
cim
∫
χ∗jχidτ. (2.13)
This equation can be simplified by using the following representation
Sij =
∫
χ∗jχidτ, (2.14)
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Fij =
∫
χ∗jf1χidτ, (2.15)
where Sij and Fij represent overlap matrix elements and Fock matrix elements,
respectively. Using this notation Eq. 2.13 can be written as:
N∑
i
Fijcim = εm
N∑
i
Sijcim, (2.16)
which is one set of the N simultaneous equations generally known as Roothaan
equations. A self-consistent approach as mentioned before is used to obtain a
new set of cim coefficients, which are used to construct the HF wavefunction.
2.4 Multiconfigurational approach
In quantum chemistry, a distinction is often made between static and dynamic
electron correlation. Dynamic correlation is associated with the instantaneous
correlation among electrons due to their mutual repulsion while static corre-
lation arises as a result of near-degeneracies among different electronic con-
figurations. Static correlation can be captured by using a multiconfiguration
approach. By construction, the HF approximation is a single configuration
theory and is incapable of capturing effects arising as a result of wavefunc-
tion contributions coming from more than one electronic configuration. Such
multiconfiguration contributions can sometimes become crucial and should be
accounted for an accurate description of the electronic wavefunction, especially
for strongly correlated systems. Various methods have been developed on the
theoretical chemistry side to recover correlation effects [9, 47]. Some of these
methods use single-reference wavefunctions, for example, first and second or-
der Møller-Pesset theory which include perturbational corrections to the single
configuration states (represented by the HF wavefunction). Another example
is CC theory, where the wavefunction is expressed as the exponential of an
operator applied to the HF determinant.
In addition to these single-reference methods, multireference methods such
as CASPT2 and MRCI approaches are most commonly used for incorporating
static and dynamical correlation. But the HF wavefunctions form a poor start-
ing point for these multireference methods, since the wavefunctions generated
in the field of one electronic configuration may not have any relevance in
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the multiconfigurational system. A clear solution to this problem is the use
of optimized multiconfigurational reference wavefunctions, such that no bias
is introduced towards one particular configuration. Such wavefunctions are
provided by multiconfiguration self-consistent field (MCSCF) methods, which
can themselves be used as an approximation for the electronic structure at
the qualitative level and also work as a starting point for other high quality
approximations like configuration interaction [47].
In the MCSCF approach, the wavefunction is written as a linear combina-
tion of Slater determinants or configuration state functions (CSFs) [47]:
|C⟩ =
∑
i
ci|i⟩, (2.17)
where the Slater determinants consist of a set of orthonormalized spin orbitals
(φ) and each CSF is a spin and symmetry adapted linear combination of Slater
determinants.
In the process of obtaining the MCSCF wavefunctions, the coefficients in
Eq. 2.17 are variationally optimized along with the orbitals. The modifications
in the coefficients and the orbitals correspond to rotations in an orthonor-
malized vector space and the transformed set of orbitals can be obtained by
applying a unitary transformation to the original orbitals. This unitary trans-
formation can be expressed in terms of anti-Hermitian matrix κ as
U = e−κ, κ† = −κ, (2.18)
where the negative sign in the power is conventional. The new MCSCF wave-
function can be obtained by applying a transformation on the original (initial)
wavefunction in the following way:
|C̃⟩ = e−κ|C⟩. (2.19)
The orbital rotations are performed using this exponential unitary operator
and the variations in the configuration space can be written using a config-
uration vector, added orthogonally to the reference state (current electronic
state):
|C⟩ = e−κ |0⟩+ P̂ |c⟩√
1+ ⟨c|P̂ |c⟩
, (2.20)
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where |0⟩ represents the reference state normalized to unity, given by
|0⟩ =
∑
i
C
(0)
i |i⟩. (2.21)
All the modifications in the MCSCF configurations are implemented relative
to this reference state. Eq. 2.20 represents a parameterization of the MCSCF
wavefunction, where state |c⟩ contains the free parameters (ci):
|c⟩ =
∑
i
ci|i⟩, (2.22)
and P̂ is the projection operator projecting out the component of the reference
state |0⟩ from |c⟩
P̂ = 1 −|0⟩⟨0|. (2.23)
The MCSCF wavefunction |C(c,κ)⟩ is retrieved by variationally optimizing
the expectation value of the energy:
E = minc,κ
⟨C|Ĥ|C⟩
⟨C|C⟩
. (2.24)
This form of parameterization in MCSCF (2.20) has an edge over simpler
parameterizations, as the redundant states becomes parallel to the reference
state |0⟩ and can be easily controlled. However, the implementation of op-
timization for orbitals and coefficients at the same time turns out to be a
non-linear problem, which then limits the length of MCSCF expansions. This
is the reason why MCSCF model is not ideal for the treatment of dynamical
correlation (for which long configuration expansions are essential). The param-
eterization model of wavefunction and energy can be described by κ and c,
which can be written as a vector to give a more generalized parameter point
λ and λ0 (represents the reference state) in each iteration:
λ=
c
κ
 , λ0 =
c0
κ0
 ,
where c and κ include the configuration and orbital parameters, respectively.
Every iteration in MCSCF starts by a transformation of the Hamiltonian and
the wavefunction constructed in the previous iteration. An optimized state can
be characterized by the implementation of second-order methods, where the
2.4 Multiconfigurational approach 25
MCSCF energy can be expanded to the second order in terms of the variational
parameter λ in the following form:
E(λ) = E(0) +E(1)
T
λ+ 12λ
TE(2)λ (2.25)
where E(0) is the MCSCF energy at the expansion point, while E(2) and E(2)
represent the electronic gradient vector and Hessian matrix, respectively, at
this point, given by the expression below:
E
(1)
i = (
∂E
∂λi
)|λ=0 and E
(2)
ij = (
∂2E
∂λi∂λj
)|λ=0 (2.26)
The solution to these equations is given by the stationary points on the
energy surface. The solution is then used as starting point in the next iteration.
Further detailed discussion of this approach can be found in Ref. [47].
Another important aspect while using the MCSCF procedure is the selec-
tion of configuration space. Configurations used in the MCSCF expansion are
termed as reference configurations and generally include only the dominant
configurations or the ones that are nearly degenerate to the dominant con-
figurations. The underlying idea of the selection here is the division of the
orbital space into subspaces, following certain restrictions with respect to the
occupations of the configurations entering the MCSCF wavefunction. In the
complete-active-space self-consistent field (CASSCF) procedure, which is one
of the most widely used MCSCF method, the total orbital space is divided into
inactive, active and virtual orbitals, where inactive orbitals are doubly occupied,
active orbitals have no restrictions and the virtual orbitals are unoccupied in
all configurations. Using the present computational power, a CASSCF cal-
culation with an active space of twenty orbitals can be easily performed. A
CASSCF wavefunction generates up to several million determinants for the
aforementioned active space [47].
The dynamic correlation can be included in the next step by calculating
multireference configuration interaction (MRCI) wavefunctions, which uses
CASSCF wavefunctions as the starting point and further adds configurations
generated by excitations out of the reference space. In the next subsection we
provide details related to MRCI approach.
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2.5 Multireference configuration interaction
The configuration interaction (CI) model is similar to the MCSCF model dis-
cussed above, the difference being the parameterization of MCSCF model. The
CI wavefunctions are expressed as linear combinations of Slater determinants
as in Eq. 2.17. The CI approach includes all excited determinants formed by
moving electrons from a occupied orbital to a unoccupied orbital. In principle,
more accuracy can only be attained by including more and more excited deter-
minants in the expansion. The simple structure of the CI wavefunction allowed
successful implementation in quantum chemistry and provides highly accurate
wavefunctions for small closed and open shell molecular systems. However,
the limitation of the approach comes from the fact that an elaborate descrip-
tion of the electron correlation makes it computationally very expensive for
large molecules, due to the exponential growth in the number of configura-
tions describing the correlation energy. To make the description of correlation
more compact by truncating (only selecting classes of configurations) the CI
expansion resulted in a wavefunction lacking in size-extentivity. The use of
such truncated CI wavefunctions is known as limited CI. Davidson correction
is sometimes helpful in reducing the lack of size-extentivity of the truncated
CI wavefunctions [47].
Matrix elements of the Hamiltonian between the (HF) wavefunction ψ0
and determinant ψi that includes more than double excitations are zero ac-
cording to the Slater-Condon rules. Also, the matrix elements between ψ0 and
all singly excited determinants are zero (Brillouin’s theorem). However, singly
excited determinants have non-zero matrix elements with doubly excited deter-
minants, which themselves mix with ψ0 [45]. Thus, a first reasonably accurate
approach is to limit the list of excited determinants to single and double exci-
tations, which is also known as SDCI. A SDCI approximation, where excited
determinants are constructed starting from a reference configuration wavefunc-
tion obtained at the MCSCF level is known as the MRCI(SD) approximation.
In this approach, most of the correlation energy can be recovered and the
size-extentivity error is significantly reduced as compared to single-reference
SDCI. In order to implement such an approach in the quantum-chemistry tools,
contraction schemes are needed to reduce the variational parameters of the
MRCI wavefunction. Such an internally contracted scheme was developed by
Werner et. al. and implemented in the MOLPRO package [67, 68]. This scheme
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was used for calculating the electronic and magnetic properties for correlated
electronic systems in this text.
The CI approach is completely general in the choice of configurations. Dis-
tributing k electrons among n orbitals, gives us Ckn number of Slater determi-
nants in the expansion. Such generalized expansions are called full CI (FCI)
expansions and it seemed nearly impossible to perform such expansions for
a reasonable system due to the requirement of an enormous computational
effort which grows exponentially with the system size. However, remarkable
progress has been made over the last decade in developing algorithms to imple-
ment the FCI. Recently, a quantum Monte Carlo (QMC) technique has been
implemented to carry out FCI calculations, also known as FCIQMC technique.
2.5.1 Recent developments towards performing FCI
A stochastic technique, also referred to as the FCIQMC method, was developed
recently in order to compute the ground-state energy and expectation values
of two particle operators for the ground state of excessively large many-body
Hamiltonians (associated with the full CI method). It was first introduced in
2009 in Ref. [69] and has been expanded to enhance the scope of the methodol-
ogy. For instance, the initiator method [70] enables much larger Hilbert space
to be accessed with a relatively small number of delta functions (termed as
walkers), even though the feature of systematically improvable bias is lost in
the process. Another approach known as semi-stochastic FCIQMC [71, 72]
was developed in 2012, which scales down the stochastic error bar at the
cost of a bit larger computer effort but makes the efficiency larger by at least
≈1000 times. Another such scheme known as the replica method introduced
in 2014 [73], can be used to retrieve reduced-density matrices and has boosted
the development of other methods such as stochastic CASSCF [74, 75] and
F12 corrections [76]. Moreover, the method was further extended to include
excited states [77, 78].
Recent investigations suggest that FCIQMC can efficiently describe quan-
tum chemical systems with large basis sets (i.e, large orbital to electron ratio).
In such systems the eigenvector obtained in FCI is very sparse compared to
the Hilbert space size. FCIQMC can effectively sample these sparse eigenvec-
tor without any prior information regarding the the wave function and shows
a manageable signal to noise ratio that does not decline as the computation
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progresses. However, with no sparsity in the wavefunction, the entire Hilbert
space becomes essential in the construction of the wavefunction and the com-
putational effort needed in a FCIQMC simulation turns out to be unavoidable
due to the fact that sampling of the full Hilbert space needs to be done. This
case is similar to the Hubbard model where the strength of U decides if the ex-
act solution is a sparse or dense matrix (the dense matrix is associated with the
large U/t ratio). In this scenario, the efficiency of FCIQMC becomes similar
to a typical exact diagonalization process.
However, the fundamental property which is responsible for the success of
the FCIQMC method is its inherent capability to find the critical fractions of
the wavefunction and entangle them properly. At the end of the simulation,
the desired linear combination of Slater determinants is obtained, without per-
forming any diagonalization explicitly. In more technical terms, some of the
essential steps (walker-annihilation) in this algorithm can be performed in a
local manner and scales linearly with the number of delta functions (walkers)
used, with no need of exploring the entire Hilbert space (walker population).
This further allows for the extensive parallelization of the technique. In con-
clusion, this technique indeed represents a very exciting future perspective.
2.6 Embedded cluster approach
The computational effort for the methods discussed above increases very quickly
with the system size. To keep the system size manageable, the solid can be
modeled using a collection of atoms at lattice positions of the system, referred
as cluster, embedded in a potential which accounts for the part of the crys-
tal that is not explicitly included in the cluster. This approach is known as
embedded cluster approach. The quantum-chemistry methods are then used
to approximate wavefunctions for the cluster. Such a localized approach can
be effectively used for the insulating solid state systems, since the electronic
correlations have short ranged nature [9]. Therefore this approach forms a re-
liable approximation and is known to capture essential correlation effects and
reproduce experimental findings with great accuracy [38, 58, 59, 79]. For an
ionic system, the long-range electrostatic interactions are important and are
usually included in the local model by adding the Madelung potential gener-
ated by all ions outside the cluster region to the cluster effective Hamiltonian.
This can be done by using different embedding schemes.
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Fig. 2.1 Schematic diagram of the embedded cluster in an array of point charges
fitted to reproduce the Madelung potential in the cluster region.
Several embedding approaches have been developed to facilitate the inclu-
sion of electrostatic interactions between the cluster region and surroundings in
the electronic structure calculations. A fully ionic model, where the remaining
part of the crystal is represented by an array of point charges is the simplest
approximation. We use one such embedding scheme developed by Klintenberg
et. al. [80]. In this point charge embedding approach, a central cluster region
is first selected from several thousands of lattice positions generated by the
repetition of the unit cell in all the 3 directions (user defined). In the next step,
point charges are placed at all the lattice sites (except the cluster sites). The
lattice sites are divided into three parts: region 1 includes the cluster while
region 2 consists of the immediate surroundings of the cluster (region 1) and
region 3 is assigned to all the other left-over point charges. The charges in
region 1 and 2 retain their formal charges, while the charges at the lattice
positions in region 3 were fitted such that it reproduces the Madelung poten-
tial due to the crystalline surroundings in the cluster region (and immediate
neighborhood) with an accuracy of <1µV [80]. for additional Such a point
charge embedding is already sophisticated enough and provides results in very
good agreement with the experiments [38, 58, 59, 79]. We use this scheme to
produce point charge embeddings, for the ab initio calculations performed in
this thesis. Other advanced embedding schemes are also available and used,
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where the crystal environment is modeled by effective potentials calculated
from Hartree-Fock [56, 81] or DFT calculations [82, 83].
2.7 Conclusions
In this chapter, an overview of the computational methods that are used in this
work was provided. We started by first justifying the use of such methods for
correlated systems and then introduced the basics of HF theory and discussed
how the approximated wavefunction is computed by the HF SCF procedure.
The HF wavefunction then forms a good starting point for multiconfiguration
procedures like MCSCF (CASSCF) which then further provides an multirefer-
ence wavefunction for higher levels of theory. The essential features of the
MCSCF and MRCI models were reviewed. Moreover, recent developments to-
wards FCI computations with the use of QMC techniques were also discussed.
In the end, we also discussed the embedded cluster approach used in this thesis.
Chapter 3
Anisotropic spin interactions in
α-RuCl3
In this chapter we investigate the electronic and magnetic properties of a
honeycomb-lattice-based 4d5 halide, i.e., α-RuCl3, a candidate for the real-
ization of the Kitaev model. It has been a subject of intense scrutiny within
the condensed matter community in recent years. The anisotropic magnetic
exchange in this halide has been claimed to support the unconventional mag-
netic ground states, such as the Kitaev spin liquids. The latter are known to
display remarkable properties such as protection of quantum information and
emergence of Majorana fermions. Using quantum-chemistry calculations, we
nd that the Kitaev interaction is ferromagnetic, as in 5d5 iridium honeycomb
oxides, and indeed denes the largest superexchange energy scale. While our
results address the prospect of realizing quantum spin liquids in d5 halides,
they also provide a unied picture on recent magnetic and spectroscopic mea-
surements on RuCl3.
3.1 Introduction
The realization of novel topological phases is being actively pursued and ex-
plored in the condensed matter physics community; one example is the quan-
tum spin liquid (SL), relevant in the eld of quantum information owing to
its exotic properties. SL states cannot be described by the broken symmetries
associated with conventional magnetic ground states [8]. Their typical charac-
Note: results presented in this chapter have been published in Sci. Rep. 6, 37925 (2016)
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teristics include spin uctuations even at very low temperatures, decaying spin
correlations and fractional excitations displaying Majorana statistics [84, 85].
The origin of the notion of spin liquids can be traced back to 1973, when Phil
Anderson for the rst time used it to describe spins on a triangular lattice
with antiferromagnetic (AFM) nearest-neighbor (NN) interactions, unable to
order at very low temperatures [86]. Further interest in the eld was generated
later in 1987, when Anderson proposed a theory describing high temperature
superconductivity with the help of a SL state [87]. However, attempts to re-
alize such a state in copper oxide superconductors did not provide signicant
results [88]. In 2005, SL states were proposed as the ground state in a pres-
surized organic compound [89], triggering further explorations of this exotic
concept in the physics community. The studies in the recent decade indicate
the presence of long range quantum entanglement and topological properties
in certain solid state compounds, in particular 4d and 5d systems on honey-
comb lattice, suggesting their use in quantum computing [8, 13]. SL states
are considered important in the eld of quantum information and quantum
computation as these states are known to be topologically protected from de-
coherence [6]. Also, particles obeying Majorana statistics could be used for
building quantum bits (qubits) [90, 91]. A rich variety of mathematical models
that exhibit SL behavior have been proposed, however, nding materials in
which a quantum SL state is realized is an intensely pursued goal in present
day experimental condensed matter physics [9294].
Of particular interest is the Kitaev model on a honeycomb lattice, proposed
in 2006 by Alexei Kitaev [84]. The model is mathematically well understood,
hosts quantum SL ground states and promises fractionalized Majorana-like
excitations. The rst step towards the physical realization of the Kitaev model
came in 2009, when Khaliullin and Jackeli pointed out that Kitaev interactions
might be the dominant spin interactions in certain transition metal oxides
on honeycomb lattices, especially iridates with strong spin-orbit coupling [13].
The search to realize the Kitaev model of eectively spin-1/2 particles on a
honeycomb lattice was centered until recently mainly on honeycomb iridate
materials [13, 95] of the type A2IrO3, where A is either Na or Li. In these
systems though, long-range magnetic order develops at low temperatures for all
known dierent crystallographic phases [96100]. The SL regime is most likely
preempted in the iridates due to the presence of signicant residual Heisenberg-
type couplings, longer-range spin interactions, or having crystallographically
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distinct Ir-Ir bonds with dominant J 's on some of those, if not a combination
of these factors [38, 101103].
Also of interest in this context is ruthenium trichloride, RuCl3, in its hon-
eycomb crystalline phase [104112]. Very recent neutron scattering mea-
surements suggest that this 4d5 honeycomb system is closer to the Kitaev
limit[108, 109]. However, this material also shows long range magnetic order
at low temperatures, similar to the 5d5 honeycomb iridium oxides [109]. Pre-
cisely how close this material is to the Kitaev model is a question that we
try to address here by determining the various superexchange energy scales.
Another interesting question is how the exchange processes change with the
inclusion of Cl 3p orbitals instead of O 2p orbitals.
In order to answer these questions, rst we explore the lowest Ru 4d-
shell excitations in RuCl3 and establish the nature of the Ru3+ 4d5 ground
state by carrying out ab initio many-body quantum-chemistry calculations.
In the following step, we determine the NN magnetic exchange interactions
between two NN Ru sites. With this in mind, the discussion in this chapter
is divided into two parts. The rst part deals with the exploration of its
electronic structure, i.e., d-d excitations obtained from calculations performed
on a [RuCl6]3− octahedron as the central region. The ab initio data from these
calculations provide a clear picture for the order of electronic levels on the Ru
site. The single-octahedron calculations are further used to compute the g-
tensor for this system. After discussing details of the electronic ground state,
we proceed in the second part with calculations on a two-octahedra cluster and
derive NN magnetic couplings. These NN magnetic couplings are essential
to obtain a precise picture of the magnetic ground states. Further, phase
diagrams based on the quantum chemistry NN spin couplings as functions of
variable second and third neighbor were obtained using exact diagonalization
(ED) calculations by our collaborators. The ED results suggest that system is
quite close to the spin-liquid regime and can be pushed towards it by applying
magnetic eld.
3.2 Spin-orbit ground state and excitations
The unusual properties of TM compounds such as multiferroicity, colossal
magnetoresistance, high-Tc superconductivity etc. [3, 113] have been a high-
light during the course of the last 2-3 decades. As a result, a lot of 3d TM
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compounds, in particular Cu, Ni, Co based systems have undergone compre-
hensive investigations [114117]. Electronic structure calculations formed an
essential component among these investigations, as they provide a detailed
description of the atomic levels in these systems which then helps to interpret
the experimentally observed properties. The interactions in 3d transition metal
complexes are controlled by U, since SOC is negligible for 3d orbitals as com-
pared to U. In this regard 4d and 5d metal systems provide further complicated
and uncharted novel territories, with spin-orbit coupling playing an important
role.
The recent interest in 4d and 5d TM oxides and halides arises due to the
intricate interplay between correlation, SOC and crystal eld splittings. One
such example, where SOC is an important player is Sr2IrO4, whose electronic
states are described by jeff ∼= 1/2 states originating from the spin-orbit splitting
of the t2g levels [21]. Recent studies related to the electronic structure of
iridium oxides, theoretical as well as experimental, suggest that the non-cubic
crystal-eld splitting is much smaller as compared to the strength of SOC,
which validates the jeff picture in Na2IrO3 and Li2IrO3. In comparison to
these iridates, the spin-orbit eects are much weaker for α-RuCl3 and even
the geometry is slightly dierent due to the absence of alkali metal ions in the
honeycomb plane and also in between two honeycomb planes.
In the next subsection, we provide details of the electronic structure of
Ru ions in α-RuCl3, showing a 3+ oxidation state in octahedral coordination
with Cl ligands, by using ab initio calculations. One essential requirement for
such calculations is the reliable determination of the three-dimensional crystal
structure of α-RuCl3. It is important because of the fact that the crystal-eld
splitting and consequently magnetic exchange interactions are quite sensitive to
the changes in the surrounding environment. So, we start the next subsection
by describing the details of the proposed α-RuCl3 crystal structure.
3.2.1 Structural details
A rst crystal structure for α-RuCl3 was rst proposed back in 1957 by Stroganov
et al. [118] using x-ray diraction. Earlier transport measurements have found
α-RuCl3 to be a conventional semiconductor, while spectroscopic studies in
1996 suggested that it is a Mott insulator. However, it did not attract much
attention or motivate any further studies at that time, until recently in 2014,
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when Plumb et. al. [104] performed an optical spectroscopy supplemented by
x-ray absorption spectroscopy. These measurements indicated an optical gap
of about 0.2 eV and discussed the signicant role of SOC in this compound.
This study conrmed that α-RuCl3 is a Mott-like insulator and suggested that
the bond-dependent Kitaev spin couplings are crucial to understanding the
magnetism of this compound.
The early x-ray diraction studies suggested that two dierent polytype
structures exist: the α polytype, where edge-shared RuCl6 octahedra form 2D
honeycomb layers which are stacked on top of each other and display long-range
magnetic order below ≈ 14 K [119] and the β polytype, where the face-shared
RuCl6 octahedra are arranged in chains, with no magnetic ordering measured
down to very low temperatures [120]. However, stacking faults were observed
in the α system. Based on ts obtained from X-ray data, a trigonal space
group P3112 [118], showing three-layer periodicity in stacking (with abcabc
pattern), was assigned to α-RuCl3. Fig 3.1 (b) shows the two-dimensional
honeycomb structure present in each layer.
However, the trigonal space group assigned to α-RuCl3 was questioned
by a couple of later studies [122, 123]. For example in Ref. [122], the authors
uncovered the structure for a related halide, i.e, IrBr3, and alloted a monoclinic
C2/m space group with stacking of the honeycomb layers similar to α-RuCl3
but lying on top of one another (no stacking pattern like α-RuCl3 was reported).
In 2015, a revised three-dimensional crystal structure was proposed for α-RuCl3
by R. D. Johnson et al. [121] using x-ray diraction studies. In contrast to the
three layer stacking periodicity seen in the above mentioned structure [118],
this study found a single-layer stacking periodicity with a monoclinic C2/m
space group, similar to the layered honeycomb structure of Na2IrO3, with
few odd stacking sequence faults. Fig 3.1 illustrates the crystal structure
proposed in Ref. [121]. One aspect to note here is that the hexagon forming the
honeycomb lattice is irregular, which leads to the occurrence of two dierent
Ru-Ru bond lengths in each of the two-dimensional layers.
Another renement of the α-RuCl3 crystal structure was reported by Cao
et al. in 2016 [124]. The x-ray diraction data suggested that the low-
temperature crystal structure is characterized by the C2/m space group, with
a nearly perfect honeycomb lattice exhibiting small (<0.2%) in-plane distortion
of the hexagon. The in-plane arrangement of Ru and Cl atoms on honeycomb
lattice are shown in Fig 3.1. The C2/m and P3112 space groups, belong both
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Fig. 3.1 Crystal structure of α-RuCl3 as reported in Ref. [121]: (a) stacking of 2D
honeycomb layers on top of one another (b) Ru ions connected in a honeycomb
fashion to form a 2D layer.
to the P31-type family of space groups having similar arrangement of atoms
in the honeycomb plane while diering in the stacking sequence in the out-of-
plane direction. The determined space group might depend upon the purity
of starting materials and conditions used for the crystal growth. In the study
reported in Ref. [124], it was found that the smaller crystals at all temperatures
were characterized by C2/m space group while the larger crystal at room tem-
perature manifests itself in P31 trigonal space group. The honeycomb layers
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in this compound are very weakly coupled and are only held together by weak
van der Waals forces, which makes it extremely easy for the system to form
stacking faults. The latter give rise to diused scattering in the x-ray dirac-
tion measurements and are responsible for the fact that three dierent crystal
structures were proposed for this material.
The Ru ions display an oxidation state of 3+ in this compound, which
implies ve electrons in the 4d shell of ruthenium. Each Ru ion is connected to
3 NN Ru ions and show octahedral Cl coordination, as shown in Fig 3.1. In an
ideal octahedral environment the 4d energy levels are split into three degenerate
t2g and two eg levels due to the ligand eld. However, the presence of trigonal
distortion breaks the degeneracy of the t2g levels. Spin-orbit coupling further
generates strongly spin-orbital entangled 1/2 pseudospins for moderate trigonal
distortion [40]. After discussing the structural aspects, we now move to the
details of the computational approach used.
3.2.2 Computational details
Embedded cluster and basis sets
In order to perform single-octahedron calculations for α-RuCl3 we chose a
material model consisting of an embedded cluster having as central region a
[RuCl6]3− octahedron. To describe the nite charge distribution in the imme-
diate neighborhood, the three adjacent RuCl6 octahedra were also explicitly
included in the quantum-chemistry computations while the remaining part of
the extended solid-state matrix was modeled as a nite array of ionic point
charges tted to reproduce the Madelung eld in the cluster region. The
cluster and the corresponding point charge embedding were obtained using
`Ewald' package [125]. Fig 3.2 shows the embedded cluster used for the single-
octahedron quantum-chemistry calculations. As shown in the gure, the z-axis
is aligned along the axis of trigonal distortion.
Energy-consistent relativistic core potentials were used for the central Ru
ion, along with valence basis sets of quadruple-zeta quality [126]. For the
Cl ligands of the central RuCl6 octahedron, we employed all-electron valence
triple-zeta basis sets [127]. For the central Ru ion, two additional f polarization
functions were also used. For straightforward and transparent analysis of the
on-site multiplet physics (see Table 3.2 and 3.3 in the next subsection), the
adjacent Ru3+ sites were described as closed-shell Rh3+ t62g ions, using eective
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Fig. 3.2 The four-octahedra embedded cluster used for calculations and a small
part of the PC embedding is shown. The cluster includes a reference RuCl6
octahedron and 3 NN octahedra connected to it.
core pseudopotentials and valence triple-zeta basis functions [126]. Results in
excellent agreement with the experiment were found by using such a procedure
in, e.g., Sr2IrO4 [59, 128] and CaIrO3 [129, 130]. Ligands of these adjacent
octahedra that are not shared with the central octahedron were modeled with
all-electron minimal atomic-natural-orbital basis sets [127].
All computations were performed with the MOLPRO quantum-chemistry
package [131]. Calculations were carried out for all three dierent crystal
structures mentioned in the last subsection. The details of the computational
procedure used for obtaining spin-orbit ground states and excitations are men-
tioned next.
Quantum Chemical calculations
To obtain the electronic ground state conguration and the on-site excitation
energies, in the rst step, a scalar relativistic closed-shell HF calculation was
carried out on the embedded cluster, which implies double occupation of all the
3.2 Spin-orbit ground state and excitations 39
orbitals including the t2g orbitals belonging to the central Ru atom. Localized
set of orbitals were obtained from the closed-shell HF calculations using the
Pipek-Mezey localization module [132] available in MOLPRO and were saved in
the molden format. Such les can be used to plot the orbitals with the help
of various user interfaces such as Jmol or Iboview. These orbitals were then
partitioned into three categories, i.e., frozen, inactive, active orbitals. The
doubly occupied orbitals that come from the NN RhCl6 octahedra and the
1s,2s,2p orbitals belonging to Cl ligands in the reference unit were considered
in the frozen group. 4s,4p orbitals of the central Ru site and 3s,3p orbitals
of the Cl ligands in the central unit were considered as inactive orbitals. The
active orbitals consisted of central Ru 4d orbitals: t2g and eg. In the second
step, multicongurational wave functions were obtained using CASSCF calcu-
lations for two dierent active spaces, CAS[5,3] (ve electrons in three t2g
orbitals) and CAS[5,5] (ve electrons in three t2g and two eg orbitals). For
the CAS[5,3] calculation, the variational optimization was performed for an
average over three 2T2g doublet states while the CAS[5,5] calculation was car-
ried out for an average of three doublets, six quartets and one sextet. In the
subsequent step, MRCI(SD) calculations were performed to correlate the Ru
t2g and Cl 3p electrons [67, 68]. The spin-orbit treatment was carried out for
both CASSCF and MRCI calculations as described in Ref. [133].
Computational scheme for g tensor
Ru3+ 4d5 g factors were computed following the procedure discussed by Bolvin [134]
and Vancoillie et. al. [135]. The Abragam-Bleaney tensor [136] G= ggT for a
Kramers doublet GS {ψ,ψ̄} can be written in the following form:
Gkl = 2
∑
u,v=ψ,ψ̄
⟨u|L̂k +geŜk|v⟩⟨v|L̂l+geŜl|u⟩
=
∑
m=x,y,z
(Λkm+geΣkm)(Λlm+geΣlm) ,
(3.1)
where
Λkx=2Re
[
⟨ψ̄|L̂k|ψ⟩
]
, Σkx=2Re
[
⟨ψ̄|Ŝk|ψ⟩
]
,
Λky=2Im
[
⟨ψ̄|L̂k|ψ⟩
]
, Σky=2Im
[
⟨ψ̄|Ŝk|ψ⟩
]
,
Λkz=2⟨ψ|L̂k|ψ⟩ , Σkz=2⟨ψ|Ŝk|ψ⟩ .
(3.2)
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The matrix elements associated with L̂k were provided by MOLPRO while
those of Ŝk were derived using the conventional expressions for generalized
Pauli matrices.
(Sz)MM ′ =MδMM ′ ,
(Sx)MM ′ =
1
2
√
(S+M)(S−M +1)δM−1,M ′
+ 12
√
(S−M)(S+M +1)δM+1,M ′ ,
(Sy)MM ′ = −
i
2
√
(S+M)(S−M +1)δM−1,M ′
+ i2
√
(S−M)(S+M +1)δM+1,M ′ ,
(3.3)
The G matrix was then diagonalized and g-factors were obtained from
positive square root of eigenvalues. The corresponding eigenvectors specify
a rotation matrix which can be used to rotate the cluster to the principal
magnetic frame. For the case of α-RuCl3, the magnetic axis is aligned along
the axis of trigonal distortion which is perpendicular to the honeycomb plane
formed by Ru ions, while x and y are degenerate and lie in the honeycomb plane.
The g factors provided in the next subsection were obtained by including
the 2T2 (t52g),
4T1 (t42ge
1
g),
4T2 (t42ge
1
g), and
6A1 (t32ge
2
g) states in the spin-orbit
treatment. The orbitals were optimized for an average of all these states. After
knowing all the computational details, we move next to discuss the results of
these calculations.
3.2.3 Results and Discussions
We start our discussion with the analysis of the Ru3+ 4d-shell electronic
structure. The magnetic moments in α-RuCl3 are associated with one hole
in the transition-metal t2g subshell, described by the eective L=1 angular-
momentum and S=1/2 spin quantum numbers. The strength of SOC is weaker
for 4d electrons, as compared to the Ir 5d orbitals, but it is still strong enough
to split the t52g states into a jeff=1/2 sector, where the hole resides, and
a jeff=3/2 manifold that is completely lled. These jeff=1/2 and jeff=3/2
components may display some degree of admixture in the case of noncubic
environment.
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Table 3.1 Ru3+ t52g wave functions (hole picture) and relative energies (meV);
CASSCF results sans and with SOC for the crystal structure of Ref. [124]. Only
the 4d t2g orbitals were active in CASSCF; by subsequent MRCI, the energies
change to 0, 66, 73 sans SOC and to 0, 162, 201 with SOC included. Only one
component of the Kramers doublet is shown for each CASSCF+SOC relative en-
ergy. |α⟩ corresponds to the a1g function while |β⟩, |γ⟩ are e′g components [137].
t52g states Relative Wave-function composition
(CASSCF) energies (normalized weights, %)
Sans SOC :
|φ1⟩ 0 99.75 |α⟩+0.25 |β⟩
|φ2⟩ 69 100 |γ⟩
|φ3⟩ 72 0.25 |α⟩+99.75 |β⟩
With SOC :
|ψ1⟩ 0 55 |φ1,↓⟩+23 |φ2,↑⟩+22 |φ3,↑⟩
|ψ2⟩ 157 45 |φ1,↑⟩+29 |φ2,↓⟩+26 |φ3,↓⟩
|ψ3⟩ 198 48 |φ2,↑⟩+52 |φ3,↑⟩
A nite amount of trigonal compression in RuCl6 octahedra is present for
each of the three dierent crystallographic structures [118, 121, 124] that have
been reported for α-RuCl3. To shed light on the nature of the 1/2-pseudospin
in α-RuCl3 we rst discuss in this section the results of ab initio many-body
calculations at the CASSCF and MRCI(SD) levels of theory [47].
The data listed in Table 3.1 shows that the degeneracy of the Ru t2g levels
is fully lifted, with CASSCF splittings of 69 and 72 meV. This data is obtained
by using the RuCl3 C2/m structure determined by Cao et al. [124], with a
minimal active orbital space of only three 4d orbitals and without taking SOC
into account. A trigonal orbital basis is used in this case to express the
t52g wave functions [137], while a similar data set for the Rh
4+ t52g states was
presented in Ref. [138] using the Cartesian orbital basis, which is better suited
for Li2RhO3 because of the additional distortions present in the ligand cages
of the rhodate giving rise to one set of longer ligand-metal-ligand links with
an angle of nearly 180◦.
The splitting shows only slight modications in the subsequent MRCI treat-
ment, quite smaller as compared to the 4d oxide Li2RhO3 [138]. This is due
to less metal-d  ligand-p covalency in the halide. In a fully ionic picture, the
smaller eective ionic charge associated with the ligand sites in the halide 
Cl− in RuCl3 vs O2− in Li2RhO3  additionally leads to a reduction of the
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transition-metal t2geg ligand-eld splitting in RuCl3. Using MRCI calculations
without taking SOC into account, but including all ve Ru 4d orbitals active in
the reference CASSCF, we nd that the lowest t42ge
1
g (t
3
2ge
2
g) states are at only
1.3 (1.5) eV above the low-lying t52g component (see Table 3.2). The signi-
cantly weaker t2geg splitting as compared to the 4d and 5d oxide honeycomb
systems  Li2RhO3, Li2IrO3, Na2IrO3, constitutes one of the important nd-
ings of our quantum-chemistry investigation. This becomes obvious by looking
at Table 3.2. Even more suggestive in this regard is the energy-level diagram
we compute for the P3112 crystalline structure of Ref. [118]. For the latter,
the sequence of Ru3+ tm2ge
n
g levels is shown in Table 3.3: it is seen that the
6A1
(t32ge
2
g) state is even lower in energy than
4T1 (t42ge
1
g). Such low-lying t
m
2ge
n
g
excited states may obviously play a more important role than in the oxides in
intersite superexchange.
The reduced eective ligand charge could also be one of the reasons for
obtaining such small t2g-shell splitting in the halide: ∼70 meV in RuCl3 (see
caption of Table 3.1 and Table 3.2) vs ∼90 meV in Li2RhO3 [138] at the MRCI
level, in spite of the presence of a similar degree of trigonal compression in
these two materials.
The split jeff=3/2-like states were computed at 195 and 234 meV by us-
ing spin-orbit MRCI calculations that involved all three t52g, t
4
2ge
1
g and t
3
2ge
2
g
congurations in the spin-orbit treatment (see Table 3.2). With regard to this,
clear excitations have been measured in this energy range in Raman scattering
experiments with crossed polarization geometries [108, 112] and also in the
optical response of α-RuCl3 [104, 112]. The peak observed at 140150 meV by
Raman scattering [112], in particular, may nd correspondence in the lowest
jeff=3/2-like component that we compute at 195 meV. It is interesting that in
Sr2IrO4 the situation seems reversed as there the Raman selection rules appear
to favor the higher-energy split-o 3/2 states [139], which are however shifted
to somewhat lower energy as compared to resonant inelastic x-ray scattering
(RIXS) [140]. One should note however that in Sr2IrO4 the crystal-eld physics
is rather subtle, as the local tetragonal distortion giving rise to elongated apical
bonds is counteracted by interlayer cation charge imbalance eects [59].
The imaginary part of the dielectric function shows a rather broad feature
at 310 meV, which has been assigned to Ru3+ t2g-to-eg transitions [112]. Our
ab initio data does not agree with this interpretation, since the lowest t2g → eg
excitations are computed at ≈1.3 eV, but instead suggests a scenario where the
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Table 3.2 Ru3+ tm2ge
n
g splittings (eV), with all five 4d orbitals active in CASSCF
(for the structure of Ref. [124]); Except lowest line, each spin-orbit relative-
energy entry implies a Kramers doublet. Just the lowest and highest components
are depicted for each group of t42ge
1
g spin-orbit states. Only the T and A states
shown in the table entered the spin-orbit calculations.
Ru3+ 4d5 CASSCF CASSCF MRCI MRCI
splittings +SOC +SOC
2T2 (t52g) 0 0 0 0
0.066 0.193 0.067 0.195
0.069 0.232 0.071 0.234
4T1 (t42ge
1
g) 1.08 1.25 1.28 1.33
1.12 | 1.30 |
1.13 1.37 1.31 1.48
4T2 (t42ge
1
g) 1.76 1.90 1.97 2.09
1.81 | 2.01 |
1.83 1.98 2.03 2.17
6A1 (t32ge
2
g) 1.01 1.09 (×6) 1.51 1.74 (×6)
310 meV peak corresponds to the upper 3/2-like component. The latter could
turn optically active through electron-phonon coupling. The rather large width
of that excitation has been indeed attributed to electron-phonon interactions
in Ref. [112].
Comparing our quantum-chemistry results with the optical spectra [104,
112] further shows that the experimental features at 1.2 and 2 eV, assigned in
Ref. [112] to intersite dd transitions, might very well imply on-site Ru 4d-shell
excitations. In particular, we nd spin-orbit states of essentially t42ge
1
g nature
at 1.31.5 eV and of both t42ge
1
g and t
3
2ge
2
g character at 1.72.2 eV relative
energy, see Table 3.2. Experimentally the situation can be claried by direct
RIXS measurements on α-RuCl3, for instance at the Ru M3 edge.
We have also calculated the magnetic g factors in this framework. Us-
ing spin-orbit MRCI calculations with all ve Ru 4d orbitals in the reference
CASSCF, we obtain for the C2/m structure of Ref. [124]: gxx=gyy=2.51 and
gzz =1.09. The z axis is here taken along the trigonal axis, perpendicular to
the honeycomb plane of Ru ions. On the experimental side, conicting results
are reported for gzz: while Majumder et al. [105] derive from magnetic suscep-
tibility data gzz∼2, Kubota et al. [106] estimate a value gzz=0.4. The latter
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Table 3.3 Ru3+ tm2ge
n
g splittings (eV) in the crystalline structure of Ref. [118];
Except the t32ge
2
g states, each spin-orbit relative-energy entry implies a Kramers
doublet. Just the lowest and highest components are depicted for each group of
t42ge
1
g spin-orbit states. Only the T and A states shown in the table entered the
spin-orbit calculations.
Ru3+ 4d5 CASSCF CASSCF MRCI MRCI
splittings +SOC +SOC
2T2 (t52g) 0 0 0 0
0.04 0.16 0.05 0.19
0.05 0.16 0.06 0.23
6A1 (t32ge
2
g) 0.07 0.21 (×6) 0.92 0.92 (×6)
4T1 (t42ge
1
g) 0.62 0.78 0.94 1.10
0.66 | 0.97 |
0.66 0.85 0.98 1.23
4T2 (t42ge
1
g) 1.27 1.42 1.52 1.65
1.33 | 1.56 |
1.38 1.55 1.63 1.77
gzz value implies a rather large t2g-shell splitting δ, with δ/λ>0.75 (see the
analysis in Ref. [106]). The quantum chemistry g factors are consistent with
a ratio δ/λ∼0.5, i.e., t2g splittings of ≈70 meV (see the data in Tables 3.1
and 3.2) for a 4d SOC in the range of 120150 meV [110, 137, 141]. Electron
spin resonance measurements of the g factors might provide more detailed
experimental information that can be directly compared to our calculations.
`
3.3 Intersite exchange interactions for j=1/2 mo-
ments
In an insulating solid, spin moments are essential to the microscopic theory of
magnetism. The latter is quite dierent for the localized electrons as compared
to the delocalized case. An accurate theoretical description of magnetic prop-
erties of an insulating system starts with nding an eective spin model to de-
scribe nite interactions between the localized spin moments. The Heisenberg
model is one of the most commonly used spin Hamiltonians, where quantities
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such as hopping parameters and Coulomb repulsion terms are mapped onto
the spin coupling constant, in order to describe interactions between spins at
two dierent sites. From a quantum mechanical point of view, it is just an
approximation, but it works surprisingly well for a broad range of materials.
The Heisenberg spin model has been successful in describing the magnetic
properties of various solid state compounds. This model includes only the
isotropic part of the full magnetic Hamiltonian. Only a handful of systems
discovered until two decades ago have shown signicant amount of anisotropic
interactions, which made the Heisenberg model quite useful. However, for Ir
oxides with a honeycomb lattice, an unconventional model has been proposed
by Jackeli and Khaliullin, known as Kitaev-Heisenberg model [13]. This model
includes the isotropic Heisenberg term and the symmetric anisotropic term
adopted from the Kitaev model. In his pioneering 2005 paper [142], Khaliullin
formulated the origin of these bond dependent interactions in d5 transition
metal systems and later rened the work in the context of Kitaev type inter-
actions in a shared article with Jackeli [13]. These papers have undoubtedly
played a pivotal role in shaping the fast growing experimental and theoretical
eld of Kitaev materials.
In the next subsection, we discuss the Kitaev-Heisenberg model and also
derive an eective spin Hamiltonian, allowed by symmetry for RuCl3. In the
subsequent subsections, we discuss the computational details of the intersite
quantum-chemistry calculations used in order to obtain the magnetic exchange
parameters in the spin Hamiltonian. Then we discuss the spin interactions in α-
RuCl3 as obtained by our ab initio calculations and the phase diagram obtained
by using the derived parameters.
3.3.1 Kitaev-Heisenberg model and symmetric anisotropies
The eective spin Hamiltonian is a powerful tool used to describe interactions
between spins localized at dierent sites. The simplest magnetic system is
comprised of spins at two dierent sites. The general expression for the inter-
actions between two spins at sites i, j can be given by the following equation:
Hi,jeff =
[
S̃x,i S̃y,i S̃z,i
]
·

Axx Axy Axz
Ayx Ayy Ayz
Azx Azy Azz
 ·

S̃x,j
S̃y,j
S̃z,j
 (3.4)
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Normally, the matrix elements in the above equation are divided into a
isotropic part, that does not depend on the spatial orientation of the spins
and a anisotropic part. The latter can be further divided into symmetric
anisotropy and antisymmetric anisotropy. The scalar parameter associated with
the isotropic term is commonly known as the Heisenberg exchange coupling
(J), while the symmetric anisotropic matrix is traceless and is referred in
this text as Γ tensor. The more commonly used term for the antisymmetric
anisotropy is Dzyaloshinskii-Moriya (DM) interaction (D), since it was rst
postulated by Dzyaloshinskii [143] while the constraint in its orientation due
to symmetry was rst noted by Moriya in his publication in 1960 [144]. The
Hamiltonian in Eq. 3.4 can be written in the following way after separating
the isotropic and anisotropic parts:
Hi,jeff = J
˜⃗
Si ·
˜⃗
Sj + D⃗ · S̃i× S̃j + ˜⃗Si · ¯̄Γ · ˜⃗Sj (3.5)
The exchange interaction between two NN pseudospin is comprised of two
essential components: one arising from direct exchange between the 4d Ru
orbitals and another arising from superexchange between the two Ru sites me-
diated by bridging chlorine ligands. In their 2009 PRL paper [13], Jackeli and
Khaliullin discussed two cases to illustrate that the geometric orientation of the
neighboring octahedra is very important in order to determine the microscopic
exchange between pseudospins on NN sites. The rst scenario consisted of a
corner-sharing pervoskite Sr2IrO4 as shown in Fig 3.3 (a), also referred to as
180◦ bond; such a case provides only one superexchange path via the single
bridging oxygen. The isotropic Heisenberg coupling is the dominant interac-
tion in this case despite the strong SOC of Ir 5d orbitals. On the other hand,
the edge-sharing systems like honeycomb iridates, provide two Ir-O-Ir superex-
change pathways through the two bridging oxygens, as shown in Fig 3.3 (b).
Jackeli and Khaliullin argued that if the Ir-O-Ir angle is 90◦, then the two alter-
native pathways result in a destructive interference of the isotropic Heisenberg
exchange. In this picture, the isotropic term vanishes and the dominant ef-
fect is the anisotropic interaction which stems out from the Hund's coupling
mediating the virtual hoppings from S = 1/2 into the excited S = 3/2 levels.
The directional nature of the couplings arises from the fact that the exchange
between a pair of d orbitals belonging to two NN octahedra depends on the
spatial orientation of these orbitals. For two NN sites i, j, if the bond con-
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necting them lies in a αβ plane, perpendicular to the γ(∈ [x,y,z]) axis, the
interaction can be summarized by the following Hamiltonian:
H(γ)ij =KijS̃
γ
i S̃
γ
j . (3.6)
These bond dependent interactions are similar to the spatially oriented
Ising-type couplings between two spin 1/2 moments and exactly resemble the
Kitaev model [84]. It is this exchange coupling which is anticipated to lead to
the realization of the Kitaev model in honeycomb iridium oxides and ruthenium
trichloride. The excitement in the eld is due to the promise of spin-liquid and
fractionalized excitations that the exactly solvable Kitaev model holds.
But the direct exchange between two d orbitals could also lead to isotropic
couplings of AF nature. The total exchange can then be simply written in
terms of a Kitaev-Heisenberg Hamiltonian of the following form:
H(γ)ij = J S̃i · S̃j +KijS̃
γ
i S̃
γ
j , (3.7)
where J is the Heisenberg like isotropic exchange and K is the Kitaev like
anisotropic exchange. However, most of the honeycomb compounds show trig-
onal distortion which leads to a deviation in the M-L-M angle away from 90◦.
But still, the Heisenberg coupling is suppressed as a result of destructive inter-
ference from two similar superexchange pathways and Kitaev coupling comes
out as the dominant interaction in these materials. Another important point
to note is the trigonal distortion found in the honeycomb lattice based solid-
state system, which brings into picture other anisotropic terms, for example
the o-diagonal matrix elements of Γ.
The generalized bilinear spin Hamiltonian for two spins on NN sites (i,
j) is given by Eq. 3.5. However, some of these terms might cancel out
due to symmetry restrictions. In the case of α-RuCl3, the embedded cluster
(also shown in Fig. 3.4) displays C2h point-group symmetry. Since an inversion
center is present, the antisymmetric DM term is not allowed. The Hamiltonian
with only the symmetry allowed components for C2h point group symmetry is:
Hi,jeff = J
′
S̃i · S̃j + ˜⃗Si ·

Γ′xx 0 0
0 Γ′yy Γ
′
yz
0 Γ′yz −Γ
′
xx−Γ
′
yy
 · ˜⃗Sj , (3.8)
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Fig. 3.3 Two different possible geometries and orbitals available for superex-
change; (a) the 180◦-bond for corner sharing octahedra (b) 90◦-bond for edge
sharing octahedra.1
where S̃i and S̃j are 1/2-pseudospin operators, J is the isotropic Heisenberg in-
teraction and Γ′αβ coecients are matrix elements of the symmetric anisotropic
exchange, with α,β∈{x,y,z}.
The orientation of the two-octahedra reference unit in our calculations is
such that the x-axis points along the line joining two NN Ru ions and the z
axis is perpendicular to the Ru2Cl2 plaquette. We refer to such a frame from
here onwards as the local frame of reference. However, going to the Kitaev-like
frame of reference from the local frame implies a rotation by 45◦ about the
z axis [38, 103, 138]. The Hamiltonian takes the following form after such a
transformation:
Hij = J S̃i · S̃j +KS̃zi S̃zj +
∑
α ̸=β
Γαβ(S̃αi S̃
β
j + S̃
β
i S̃
α
j ), (3.9)
where K is the Kitaev coupling and the Γαβ coecients are matrix elements
of the symmetric anisotropic exchange expressed in Kitaev frame, with α,β∈
{x,y,z}.
1the image has been adopted from Ref. [13]
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Fig. 3.4 The six-octahedra embedded cluster used for quantum-chemistry calcu-
lations and a small part of the PC embedding is shown. The cluster includes two
edge sharing octahedra ([Ru2Cl10]4−) as central region plus 4 NN octahedra.
3.3.2 Computational details
Embedded cluster and basis sets
The NN magnetic couplings were determined from the quantum-chemistry cal-
culations performed using a material model with two edge-sharing [RuCl6]3−
octahedra as reference unit. The four NN octahedra surrounding the [Ru2Cl10]4−
unit were also included in the cluster to provide a more accurate charge distribu-
tion in the immediate neighborhood of the reference unit while the solid-state
surroundings were modeled by large array of point charges tted to repro-
duce the ionic Madelung potential in the cluster region. A depiction of the
six-octahedra cluster embedded in point charges used for the calculations is
shown in Fig 3.4.
Energy-consistent relativistic pseudopotentials along with basis sets of quadruple-
zeta quality [126] were employed in order to describe the valence shells of the
Ru ions in the reference unit. All-electron basis sets of quintuple-zeta quality
were used for the bridging chlorine ligands, while triple-zeta basis functions
were used for the remaining chlorine ions of the reference octahedra [127]. We
further employed two f polarization functions [126] for the two Ru ions and four
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d polarization functions [127] for the two bridging Cl ligands in the reference
unit. The Ru ions in the NN octahedra were modeled as closed shell Rh3+,
following a similar strategy as in four-octahedra cluster calculations discussed
before. Relativistic pseudopotentials and valence triple-zeta basis functions
were employed for these NN closed shell Rh3+ ions. The Cl ligands coordinat-
ing with these adjacent Rh3+ ions and are not shared with the reference unit
are modeled with minimal all-electron atomic-natural-orbital basis sets [145].
Quantum chemistry calculations
NN magnetic coupling constants were derived from the CASSCF and MRCI
spin-orbit calculations performed using the MOLPRO quantum-chemistry pack-
age [131]. To obtain magnetic exchange interactions, we started with a closed-
shell HF calculation on the six-octahedra cluster shown in Fig. 3.4. Such a
calculation implies double lling of all occupied orbitals. At the end of the HF
calculation, localized orbitals were obtained using the Pipek-Mezey localiza-
tion module [132] available in MOLPRO. These orbitals then serve as starting
point for CASSCF calculations in the next step. But in order to dene the
active space in the CASSCF calculation, the localized HF orbitals were sorted
into three dierent groups. This reshuing was done with the help of plotting
tools such a Jmol, Gabedit, Iboview. The rst group consists of the six Ru
t2g orbitals (three from each Ru reference site), referred to as active orbitals,
since there is no restriction on the occupation of these orbitals. The second
group involves orbitals which are restricted to an occupation of two electrons,
but are optimized along with the active orbitals in the self-consistent proce-
dure. These orbitals are referred to as inactive orbitals and include the 4s,4p
orbitals belonging to the two Ru reference sites and 3s, 3p orbitals of the
Cl ligands coordinating these two reference sites. The orbitals that are not
included in these categories are termed as frozen-core orbitals. These orbitals
do not take part in the optimization of the wavefunction and remain doubly
occupied. After rearranging the orbitals, a CASSCF calculation is performed
with an active space of CAS[10,6] for an average of nine low-lying singlets and
triplets. All these states enter spin-orbit coupling scheme as implemented [133]
in MOLPRO.
A MRCI calculation is performed in the subsequent step using the localized
CASSCF orbitals as the starting point. The MRCI treatment also includes the
six 2p orbitals of the two bridging ligand in addition to the six t2g orbitals from
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the two central Ru sites. This implies that all possible single and double exci-
tations are allowed from these orbitals. The rest of the orbitals are considered
as frozen-core orbitals in MRCI.
Using such a computational scheme, results in good agreement with the
experimental data were obtained recently [38, 58]. The lowest nine singlets
and nine triplets enter spin-orbit coupling in both CASSCF and MRCI treat-
ment giving 36 spin-orbit coupled |jieff , j
j
eff⟩ eigenfunctions, i.e, four |
1
2 ,
1
2⟩,
eight |12 ,
3
2⟩, eight |
3
2 ,
1
2⟩ and sixteen |
3
2 ,
3
2⟩. In the case of α-RuCl3, the low-
est four |12 ,
1
2⟩ corresponds to either singlet or triplet coupling of the spin-orbit
jeff = 12 states and are separated from higher lying states by a gap of ' 0.15eV,
much larger than the strength of the inter-site exchange. In our scheme for
computing NN magnetic couplings, these lowest four spin-orbit coupled eigen-
states are mapped onto an eective spin Hamiltonian consisting of isotropic
and symmetric anisotropic term as in Eq. 3.9. Further details of the mapping
procedure, ab initio data to eective spin Hamiltonian, are provided next.
Mapping of ab initio data onto an effective spin model Hamiltonian
The mapping of the ab initio quantum-chemistry data onto the eective spin
model dened by (3.9) implies the lowest four spin-orbit states associated
with the dierent possible couplings of two NN 1/2 pseudospins. For C2h
point group symmetry associated with the [Ru2Cl10] unit [124], the eective
spin Hamiltonian in the local reference can be expressed by Eq. 3.8).
The eigenvalues and associated eigenvectors of this spin Hamiltonian can
then be simply obtained by diagonalizing it. The eigenvalues are given by
following expressions [38]:
E1 = −
3J0
4 , (3.10a)
E2 =
J0 −Γ′yy −Γ
′
zz +
√
(Γ′yy −Γ
′
zz)2 +4Γ
′2
yz
4 , (3.10b)
E3 =
J0 −Γ′yy −Γ
′
zz −
√
(Γ′yy −Γ
′
zz)2 +4Γ
′2
yz
4 , (3.10c)
E4 =
J0 −2(−Γ′yy −Γ
′
zz)
4 (3.10d)
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Table 3.4 Matrix elements of the ab initio model Hamiltonian (meV), as obtained
by spin-orbit MRCI; The two-site singlet and (split) triplet states are labeled |s⟩
and {|tx⟩, |t̃y⟩, |t̃z⟩}, respectively. |t̃y⟩ and |t̃z⟩ are admixtures of ‘pure’ |1,−1⟩
and |1,0⟩ spin functions.
Hklab initio |t̃y⟩ |tx⟩ |s⟩ |t̃z⟩
⟨t̃y | 0 0.804iµBHy + 2.720iµBHz 0 −1.826iµBHx
⟨tx| −0.804iµBHy − 2.720iµBHz 1.189 0 −0.1.130iµBHy − 0.280iµBHz
⟨s| 0 0 2.187 0
⟨t̃z | 1.826iµBHx 0.1.130iµBHy + 0.280iµBHz 0 3.475
Since we have only three splittings corresponding to the lowest four states,
we obtain three equations with four variables, which implies that the splittings
between the singlet and triplet states are not sucient to extract all coupling
parameters. Furthermore, we also need to identify the order of these singlet
and triplet states in our quantum-chemistry data. This problem of deriving
numerical values for all eective spin interactions allowed by symmetry in (3.8)
is solved by additionally considering the Zeeman coupling which appears in the
following form the quantum chemistry side:
ĤZi,j =
∑
q=i,j
µB(Lq +geSq) ·H , (3.11)
where Lq and Sq are angular-momentum and spin operators at a given Ru site
while ge and µB stand for the free-electron Landé factor and Bohr magneton,
respectively (see also Ref. [59]). The inclusion of the Zeeman term in the
Hamiltonian provides us with few extra equations, which then help us to derive
all the coupling constants.
The resulting matrix elements Hklab initio computed at the quantum chem-
istry level, see Table 3.4, is assimilated to the corresponding matrix element
Hkleff of the eective spin Hamiltonian, see Table 3.5. The calculations are
done in the local frame mentioned in the previous section, where the Ru-Ru
link is along the x-axis and the z-axis is perpendicular to the Ru2Cl2 plaquette.
The data in Table 3.5 and 3.4 are obtained in this frame. The one-to-one
correspondence between ab initio and eective-model matrix elements enable
an assessment of all coupling constants in (3.9).
The Kitaev-like reference frame within which the data in Table 3.6 are
expressed implies a rotation by 45◦ about the z axis [38, 103, 138]. The
connection between the parameters of Table 3.6, corresponding to the Kitaev-
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Table 3.5 Matrix form of the effective spin Hamiltonian in the basis of zero-field
eigenstates; Γ− stands for Γ′yy − Γ
′
zz ; expressions for the ∆ and Ω terms are
provided in text.
Hkleff |t̃y⟩ |tx⟩ |s⟩ |t̃z⟩
⟨t̃y | 0 iHy∆y + iHz∆z 0 igxxHx
⟨tx| −iHy∆y − iHz∆z 14 (3Γ
− +
√
4Γ′2yz + (Γ−)2 + 6Γ
′
zz) 0 iHyΩy + iHzΩz
⟨s| 0 0 14 (Γ
− +
√
4Γ′2yz + (Γ−)2 + 2Γ
′
zz − 4J
′ ) 0
⟨t̃z | −igxxHx −iHyΩy − iHzΩz 0 12
√
4Γ′2yz + (Γ−)2
like axes, and the prime quantities in Tables 6.1 and 6.2 is given by the
following relations [38, 138, 103] :
J = J
′
+
Γ′xx+Γ
′
yy
2 , K = −
3(Γ′xx+Γ
′
yy)
2
Γxy =
Γ′xx−Γ
′
yy
2 , Γzx = −Γyz = −
Γ′yz√
2
.
(3.12)
The terms ∆n and Ωn in Table 6.2 (where n∈{y,z}) stand for :
∆n =
2Γ′yzgyn +(−Γ
′
yy +Γ
′
zz −
√
4Γ′2yz +(Γ
′
yy −Γ
′
zz)2)gnz√
4Γ′2yz +(Γ
′
yy −Γ
′
zz +
√
4Γ′2yz +(Γ
′
yy −Γ
′
zz)2)2
, (3.13)
Ωn =
2Γ′yzgyn +(−Γ
′
yy +Γ
′
zz +
√
4Γ′2yz +(Γ
′
yy −Γ
′
zz)2)gnz√
4Γ′2yz +(Γ
′
yy −Γ
′
zz −
√
4Γ′2yz +(Γ
′
yy −Γ
′
zz)2)2
. (3.14)
3.3.3 Results and Discussion
Magnetic exchange couplings
We derive NN magnetic exchange interactions by mapping the MRCI spin-orbit
results onto the model spin Hamiltonian given by Eq. 3.9 shown in Table 3.6.
The ab initio data was obtained using two edge-sharing RuCl6 octahedra as the
active region. Results for all the three crystal structures reported in literature
are shown.
The derived magnetic parameters for all the three crystalline structures
reported in the recent literature (see Table III) show a FM Kitaev coupling K.
The strength of anisotropic Kitaev exchange is reduced as compared to the
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4d5 honeycomb oxide Li2RhO3 [138] and attains a maximum absolute value
of 5.6 meV for the C2/m structure proposed by Cao et al. [124]. The bond
lengths and bond angles for the C2/m conguration of Ref. [121] are similar
to the values derived by Cao et al. [124] and thus the anisotropic interactions
obtained from our calculations, i.e., both K and the o-diagonal couplings
Γαβ, are similar in size. The Heisenberg J , on the other hand, shows a change
in sign with the reduction of the Ru-Cl-Ru angle, but it remains smaller than
K in absolute value (explicitly given in Table 3.6) for the bond angles reported
in Refs. [118, 121, 124].
FM Kitaev interaction obtained from the MRCI spin-orbit calculations can
be compared with the results obtained from other theoretical investigations.In
fact, the analysis of eective superexchange models using hopping matrix ele-
ments and eective Hubbard-U interactions obtained from density-functional
(DF) electronic-structure calculations lead to contradictory results: an AF NN
Kitaev coupling has been earlier predicted by Kim et al. [110] while a FM K
has been reported by Winter et al. in a more recent study [146]. Our result
is qualitatively consistent with the latter. Relevant in this regard are further
the trends we observe for the eective K by running spin-orbit calculations
at dierent levels of approximation: restricted active space (rAS), CASSCF
and MRCI. The respective K values for the C2/m structure of Ref. [124] are
Table 3.6 MRCI NN magnetic couplings (meV) for three different crystal struc-
tures recently proposed for α-RuCl3. For the structure determined in Ref. [121],
the two crystallographically different NN Ru-Ru links are also different magnet-
ically.
Structure ∠Ru-Cl-Ru K J Γxy Γzx=–Γyz
C2/m [124] 94◦ −5.6 1.2 −1.2 −0.7
C2/m [121]
Link 1 (×2) 94◦ −5.3 1.2 −1.1 −0.7
Link 2 (×1) 93◦ −4.8 −0.3 −1.5 −0.7
P3112 [118] 89◦ −1.2 −0.5 −1.0 −0.4
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Fig. 3.5 Variation of the NN Heisenberg and Kitaev couplings with the Ru-Cl-Ru
angle in model C2/m-type structures; results of spin-orbit MRCI calculations.
The NN Ru-Ru distance is set to 3.44 Å and the Ru-Cl bond lengths are for a
given angle all the same. The variation of the Ru-Cl-Ru angle is the result of
gradual trigonal compression. Curves are drawn just as a guide for the eye.
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1.2, 2.5 and 5.6 meV. These values suggest that by taking intersite t2gt2g
hopping into account at the CASSCF level K changes the sign from AF to
FM and it is only pushed more towards the FM side by additionally accounting
for superexchange paths involving the bridging-ligand 3p and metal eg levels
in MRCI calculations with single and double excitations. Therefore, a sign ip
of K back to the AF values as obtained in rAS is highly unlikely by accounting
for additional excitations, triple etc.
Motivated by the trends inK and J apparent from Table 3.6, we performed
a more detailed investigation over a broader range of Ru-Cl-Ru exure. Sim-
ilar studies highlighting the strong dependence of K and J on bond angles
were reported in oxide honeycomb compounds [103, 138]. The outcome from
these additional calculations is summarized in Fig. 3.5. Contrary to the values
obtained in oxides, where |K| lies in the range of 1530 meV for TM-O-TM
angles of 98100◦, the Kitaev coupling in RuCl3 is never that large. |K| shows
a maximum of only ≈5 meV at 94◦ in Fig. 1 and its angle dependence is far
from the nearly linear behavior in 4d5 and 5d5 oxides [103, 138].
On the other hand, the Heisenberg J shows a sharp rise with increasing
angle, more pronounced as compared to the honeycomb oxides. In other words,
J dominates in RuCl3 for larger angles, in contrast to the results obtained for
4d5 and 5d5 honeycomb oxides in the absence of bridging-ligand displacements
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parallel to the metal-metal axis [103, 138]. These signicant dierences be-
tween the halide and the oxides suggest a somewhat dierent balance between
the various superexchange processes in the two types of systems.
Magnetic phase diagram
In order to illustrate the consistency of our set of ab initio NN eective cou-
plings with experimental observations, ED calculations were performed in our
group1 for the S̃=1/2 honeycomb model described by Eq. 3.9. An extended
model which additionally included the eect of second- and third-neighbor J2
and J3 isotropic exchange [40] was used to get a more reliable picture on the
expected magnetic ground state. Anisotropic longer-range interactions were
however neglected since recent phenomenological studies showed that these are
negligible as compared to the isotropic part [146]. The ED calculations were
performed for clusters consisting of 24 S̃=1/2 sites with periodic boundary con-
ditions (PBC's) as done in previous studies [38, 95]. The static spin-structure
factor S(Q)=∑ij⟨(S̃i−⟨S̃i⟩) · (S̃j−⟨S̃j⟩)⟩exp[iQ·(ri−rj)] was computed as
function of variable J2 and J3 parameters while xing the NN couplings to the
values obtained from spin-orbit MRCI calculations for the crystalline structure
of Ref. [124] and listed in Table 3.6.
The dominant order is evaluated by analyzing the propagation vector Q=
Qmax which provides a maximum value of S(Q) for a given set of J2 and J3
values. The phase diagram shown in Fig. 3.6 contains seven dierent phases:
four commensurate phases (FM, Néel, zigzag, stripy), three with incommen-
surate (IC) order (labeled as ICx1, ICx2, ICxy) and a SL phase. The ICx1
and ICx2 congurations show IC wave numbers along a while having the same
periodicities along the b direction as the stripy and zigzag states, respectively.
The ICxy phase contains IC propagation vectors along both a and b. The dif-
ferent IC phases seen in the phase diagram are dependent on the comparable
strength of the NN J and the o-diagonal NN couplings Γαβ. For example,
the system is in the ICxy state for J2 =J3 =0. The experimental observations
conclude that the low-temperature magnetic structure of α-RuCl3 is ab-plane
zigzag AF order [107, 121, 124]. Also, from our phase diagram, it is clear that
indeed the zigzag state is stabilized in a wide range of AF J2 and J3 values.
1by S. Nishimoto, IFW-Dresden [40]
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Fig. 3.6 Phase diagram for the effective spin model (3.9) supplemented by
second- and third-neighbor Heisenberg couplings J2 and J3; MRCI NN interac-
tions as listed on first entry in Table 3.6 were used: J=1.2, K=–5.6, Γxy=–1.2,
Γzx=−Γyz=–0.7 (meV). Schematic spin configurations for each particular phase
are also shown. No external field is applied in this set of calculations (H=0).
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Comparison with the experimental results
The strength of J2 and J3 in α-RuCl3 were estimated by performing a tting
of the experimental magnetization curves [121] by ED calculations. We nd
that dierent signs for J and K determine qualitatively dierent shapes for
the magnetization curves. The measured magnetization exhibits a very slow
saturation with increasing external eld and particular signs of J and K, i.e.,
J>0 andK<0 values are required to replicate the overall pattern. Additionally,
AF values for both J2 and J3 signicantly shift the saturation to higher eld
and therefore small longer-range couplings are essential (.1 meV) to reproduce
the experimental results. A comparison between the observed magnetization
curves and the ED results in shown in Fig. 3.7(a), for both H⊥c and H∥c.
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Fig. 3.7 Magnetization curves for α-RuCl3; (a) Comparison between experiment
[121] and the ED results using MRCI g factors and NN couplings plus J2 =J3 =
0.25 meV. The dashed lines show ED data with modified g factors, gxx=gyy=
2.30, gzz=0.83. (b) ED-based fit of the magnetization curves with no constraints
on the NN interactions. (c) Energies of the lowest two magnetic states (zigzag
and SL) around the level-crossing point H=10.8 T (H∥c). Static spin-structure
factors S(Q) are shown for (d) H=0, (e) H=10.4, (f) H=11.2 T.
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g factors and NN interactions obtained from spin-orbit MRCI calculations
were used with the set J2 =J3 =0.25 meV for the rst round of ED calcula-
tions. Some quantitative deviations are observed, but the overall shapes of the
experimental curves are reproduced in the calculations.
It is seen that the magnetization is in fact very sensitive to the g factors.
Quite reasonable ts can be then obtained by rather small modication of
these quantities, e. g., from the MRCI values gxx=gyy =2.51 and gzz =1.09
to gxx=gyy=2.30 and gzz=0.83. Even better agreement with the experiment
was nally achieved by removing any constraint on the NN eective exchange
couplings. A best t is found with J=2.0, K=−10.0, J2 =J3 =0.5, gxx=
gyy =2.4, and gzz =0.95 in the ED calculations for the extended J-K-J2-J3
model [see Fig. 3.7(b)]. The tted J and K NN interactions are on the
larger side but still comparable to those derived by MRCI. It is however not
possible to extract the values for the NN o-diagonal exchange terms by using
ts to the experimental data as the magnetization is not very sensitive to these
o-diagonal couplings.
By making a direct comparison of the theoretical results with the the exper-
imentally measured eld-dependent magnetization data, as done above, one
nds that only J >0 and K<0 are consistent with the measurements [121].
This nding is, however, in contradiction to the interpretation of recent inelas-
tic neutron scattering data on the magnetic excitation spectrum [109], which
suggests a K value of very similar magnitude to our nding but of AF nature.
A possible explanation for such an inconsistency is related to the modeling
of experimental magnetic excitation spectra in the zigzag ordered state in
terms of a pure Kitaev-Heisenberg Hamiltonian, while ignoring the longer-
range couplings. The zigzag phase can only occur in such a restricted model
when J < 0 and K> 0, i. e., using the zigzag ordered ground state as input
for the pure Kitaev-Heisenberg model xes K>0 from the beginning and a
description of the magnetic excitations on top of this ground state in terms
of linear spin-wave theory is necessarily conned to this boundary condition.
We nd however that α-RuCl3 is in a parameter regime where without longer-
range, second-neighbor and third-neighbor interactions, the ordering pattern
becomes an incommensurate AF state (see Fig. 2) which is close to the stripe-
like AF phase. This is the consequence of J > 0 and K < 0. A weak AF
third-neighbor exchange J3 is essential to stabilize the zigzag order that is
experimentally observed  this zigzag ground state is driven by the geometric
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magnetic frustration induced by J3 and consistent with K being dominant and
FM.
Further, in order to interpret the magnon features in the neutron spectrum,
linear spin-wave theory was employed while for the resolution of the signatures
corresponding to the fractionalized excitations  the actual ngerprint of the
system being proximate to a Kitaev SL state  Ref. [109] relies on a com-
parison to a Kitaev-only Hamiltonian. This should provide a full quantum
description of the relevant physics on energy scales larger than weak interlayer
magnetic couplings. The Kitaev point is particularly interesting because exact
statements can be made [84, 147, 148]. In the honeycomb Kitaev model the
excitations are exactly fractionalized into localized uxes and delocalized Majo-
rana modes. The inelastic neutron scattering response which is determined by
the associated dynamic spin-structure factor is dominated by a spin excitation
creating two uxes. The spin-structure factor becomes rather dispersionless
due to the localized nature of the uxes and only a weak momentum depen-
dence arises from screening of the uxes by gapless Majorana modes [147].
The sign of K sets the sign for the dispersion of these Majorana modes that
screen the uxes [84]. As a consequence the dynamic structure factor in the
Kitaev model strongly depends on the magnitude of |K| (which sets the energy
threshold for ux creation) but only very weakly on its sign  ts to the data
with |K| and −|K| then provide very similar results.
Magnetic field induced SL states
More interestingly, a level crossing is seen at H=10.8 T and H∥ c between
the two states that are lowest in energy (zigzag and SL). The static spin-
structure factors for three dierent cases, i.e. H=0, 10.4 and 11.2 T, are also
plotted in Fig. 3.7(d)-(f). An increasing H gradually weakens the zigzag AF
order, which is destroyed at H = 10.8 T, and instead a SL ground state is
found for H>10.8 T. A featureless static spin-structure factor conrms the
SL state. The origin of this SL state can be assigned to either relatively large
Kitaev interaction or the frustration induced by exchange interactions beyond
the Kitaev model. The calculated spin-spin correlation functions shows that
a Kitaev-like SL regime is indicated by the occurrence of large NN spin-spin
correlations atH=10.8−14.2 T. A commonly used criterion [95] to identify the
Kitaev SL which is based only on NN spin interactions is having |K|/J >7.8.
However, our MRCI spin-orbit calculations suggest |K|/J ratios in the range of
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35 for the C/2m structures (see Table 3.6). In this regard, further frustration
of magnetic interactions is relevant. These ndings can be rationalized in a
simple way by considering the fact that an external eld eectively weakens the
eect of the AF NN J due to partial spin polarization, which in turn can lead to
an enhanced eective |K|/J ratio. Another way of qualitatively appreciating
this point is that when one looks at the J2-J3 phase diagram in Fig. 3.6, the
main features of which are very similar to those [38] found for Na2IrO3, a
trajectory in the phase diagram from zigzag order (the low eld state) to a
saturated ferromagnet (the very high eld state) is likely to pass through the
SL phase. It is interesting to note that a similar eld-induced SL state due
to frustration was also predicted for the S=1/2 AF kagomé lattice [149]. In
agreement to our results, various studies reported signatures suggesting the
existence of SL states in the presence of magnetic eld for RuCl3 [150152].
In particular, Ref. [152] investigated α-RuCl3 in magnetic eld using neutron
diraction, magnetization, and heat capacity measurements which conrmed a
transition from zigzag AF order to a phase with gapped magnetic excitations.
3.4 Conclusions
To sum up, we nd a sizable trigonal splitting of the Ru 4d5 levels in α-RuCl3
from the quantum-chemistry calculations. As a consequence, splitting among
the spin-orbit excitation energies is present (which can be accurately measured
by e. g. resonant inelastic x-ray scattering) and admixing of the jeff=1/2 and
jeff=3/2 states. The magnetic g factors extracted from these computations
are highly anisotropic and are consistent with experimental observations [106].
We derive NN magnetic couplings by mapping our many-body quantum-
chemistry data onto a eective spin Hamiltonian. We nd a weak NN Heisen-
berg interaction J of antiferromagnetic nature from the ab initio computa-
tions while the Kitaev coupling K is 35 times larger in magnitude but is
ferromagnetic. These magnetic parameters are then used as the starting point
for eective-model exact-diagonalization calculations to retrieve the magnetic
phase diagram as a function of second and third NN couplings, J2 and J3. We
further conrm that it is only possible to reproduce the shape of the observed
magnetization curves using J > 0 and K < 0 values. A very slow saturation is
achieved in these curves with increasing the external eld. As residual longer-
range magnetic interactions signicantly shift the saturation to higher eld,
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these couplings should be small. At the same time, however, we nd the
longer-range couplings are essential in producing the experimentally observed
zigzag magnetic order in α-RuCl3.
Additionally, by using quantum-chemistry calculations, we gure out the
variations in the NN K and J interactions resulting from modication of the
angle dened by two adjacent metal sites and a bridging ligand. These results
together with similar curves we compute for the 213 honeycomb compounds
[138, 103]  Na2IrO3, Li2IrO3 and Li2RhO3  provide theoretical benchmarks
for strain and pressure experiments on 4d5/5d5 honeycomb halides and oxides.
At H=10 T, a level crossing between the lowest two states is seen for eld
along the c direction, i. e., a transition from zigzag order to a spin-liquid state.
Our calculations suggest that not only α-RuCl3 but also Na2IrO3 is a candi-
date material to observe such a transition, either at low-temperature ambient
conditions or under external pressure.
Chapter 4
Strain and pressure tuned magnetic
interactions in Kitaev materials
As discussed in the previous chapter, the Kitaev-to-Heisenberg coupling ratio is
crucial to establish the material's proximity to the Kitaev SL and can be tuned
by various factors including lattice distortions resulting from pressure or strain.
In this chapter, we explore how the magnetic coupling ratios depend on strain
and pressure, for a list of honeycomb systems (i.e., Na2IrO3, β-Li2IrO3, and
α-RuCl3). The strain and pressure for this set of calculations were modeled
by simply rescaling lattice constants of the known experimental structure. We
nd that the Heisenberg and Kitaev terms are aected dierently: for strain, in
particular, the Heisenberg component decreases more rapidly than the Kitaev
counterpart. These model calculations suggest a scenario where strain can
stabilize a SL state in such materials. Further, to provide a more realistic
picture, we carried out another investigation using the actual structural data
obtained by x-ray diraction measurements of pressurized α-RuCl3. In these
calculations, couplings show signicant renormalization, but pressure-induced
dimerization becomes the dominant feature and results in crystallization of
spin singlets to form a valence bond solid.
Note: results presented in this chapter have been published in Phys. Rev. B 98, 121107(R)
(2018) and Phys. Rev. B 97, 241108(R) (2018)
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4.1 Introduction
A range of 4d5 and 5d5 honeycomb lattice-based systems has been investi-
gated in the search for a topological Kitaev SL state. However, the pure
Kitaev SL state in these potential Kitaev materials is pushed away due to the
presence of sizable Heisenberg interactions and additional symmetry-allowed
exchange anisotropies in the magnetic Hamiltonian. In particular, the Kitaev-
to-Heisenberg coupling ratio is essential in this respect. An external stimulus,
for example, pressure or strain, in principle alters the structural parameters
resulting in modication of this ratio and thus aecting the magnetic ground
state.
Kitaev materials such as Na2IrO3, Li2IrO3, and α-RuCl3 have been exten-
sively studied experimentally in this context [9698, 100, 108, 109, 112, 121,
153156] as well as within the electronic-structure computational eld, by ei-
ther quantum-chemistry [38, 40, 103, 157] or density-functional-based [102,
146, 158160] methods. Although the TM ions form bipartite lattices in all of
these systems, none of them exhibits however the conventional Néel state. Var-
ious investigations have suggested that these materials are still located close
to the spin-liquid regime in the phase diagram [108, 109, 154156]. This has
then inspired rigorous experimental eort to test their properties under strain
or pressure [154, 161166]. In particular, there have been claims for nding the
evidences of spin-liquid states under applied pressure in β-Li2IrO3 [154, 161],
γ-Li2IrO3 [162], and α-RuCl3 [163]. It is worth noting that even more complex
strain experiments have been suggested [167, 168].
To test such a scenario, we explore the eects of strain and pressure on
the NN isotropic and anisotropic interactions by employing ab initio quantum-
chemistry methods. We nd that strain is more promising as compared to pres-
sure, in the sense that strong enhancement of the K/J ratio is obtained when
expanding the in-plane lattice constants. We also nd substantial changes
in the magnitude of the symmetric o-diagonal Γ couplings in the case of
hyperhoneycomb Li2IrO3: |Γxy| becomes signicantly larger under pressure
and might play an important role in shaping the magnetic properties of this
material, as discussed in Refs. [165, 169]. These trends provide insight into
the dierent competing processes coming into play for dierent compounds or
structures and provide guidelines or direction for further strain and pressure
related experimental investigations.
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Additionally, we also use quantum-chemistry methods to examine the ex-
perimental observation of the pressure induced nonmagnetic phase in RuCl3.
Detailed magnetization and x-ray diraction measurements [164] show that
hydrostatic pressure induces a phase transition changing a rather regular hon-
eycomb system to a pronounced nonmagnetic dimer phase having signicantly
large dierence between the longer and shorter Ru-Ru bond lengths (≈ 0.7
Å). Our calculations for the high pressure crystal structure suggest remarkably
large isotropic AF couplings on the short Ru-Ru bonds, in the range of hun-
dreds of meV. Due to such a drastic reduction in the bond length, the shorter
bond displays enhanced crystal eld splittings, which make the SOC energy
scale insignicant in comparison, thus modifying the jeff = 1/2 picture.
We start by analyzing the eects of lattice distortions as a result of uniform
pressure for the Kitaev-Heisenberg Hamiltonian on a qualitative level. In the
next step, we test the validity of this analysis by modeling pressure and strain
for Kitaev materials in our quantum-chemistry calculations. Towards the end
we turn to the more realistic situation witnessed in experiments for α-RuCl3
under pressure and explore the changes observed in magnetic properties.
4.2 Qualitative analysis: Kitaev-Heisenberg model
To obtain a qualitative behavior of the magnetic coupling constants K and J
under uniform pressure, we assume that all interatomic distances rescale in the
same way. Also, the leading contributions to the exchange interactions were
only considered. The Heisenberg term known to be predominantly related to
direct exchange and the Kitaev interaction which is mostly due to superex-
change processes along the Ir-O-Ir paths were estimated by a perturbative
analysis as J ∼ t
2
dd
U and K ∼ −
t4pd
∆2pd
JH
U2 [13, 95]. Here, tdd and tpd represents
the hybridization amplitudes between d-orbitals of neighboring Ir ions and be-
tween Ir d and O p states, respectively, and ∆pd is the charge-transfer energy.
The interaction parameters U and JH correspond to the on-site Coulomb re-
pulsion and the Hund coupling, respectively. In a very simplistic scenario, the
hybridization amplitudes scales with the interionic distance r as tdd ∼ r−5 and
tpd ∼ r−7/2 [170]. The change in TM-TM bond length from a0 to a under
uniform pressure or strain then suggests a rescaling of the coupling constants
as J = J0
(
a
a0
)−10
and K =K0
(
a
a0
)−14
.
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Fig. 4.1 (top) Ru-ion honeycomb lattice (blue) with Cl-ligand octahedral co-
ordination (green sites) in RuCl3. (bottom) Ir-ion hyperhoneycomb lattice in
β-Li2IrO3. The local environment of the Ir sites remains similar to the 2D
honeycomb network.
These estimates are rather rough in character, since only the dominant
subset of possible exchange processes were accounted for in their derivation.
They suggest that the strengths of the NN isotropic and anisotropic coupling
constants get dierently renormalized under uniform pressure. To test this
picture quantitatively, we performed quantum-chemistry calculations for vari-
able interionic distances within a family of potential Kitaev SL materials. The
trends found by ab initio quantum-chemistry calculations indicate in fact more
subtle physics as compared to the simplied eective superexchange model.
4.3 Quantitative analysis: ab initio results
The TM ions show octahedral ligand (L) coordination and frame a honeycomb
(Na2IrO3 and α-RuCl3) or hyperhoneycomb lattice (β-Li2IrO3) in the oxides
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and the chloride discussed here, as shown in Fig. 1. The key structural dif-
ference between the honeycomb and hyperhoneycomb structures is that the
Ir sites display a truly 2D network in the former while they form a slightly
more complicated 3D arrangement in the latter, with alternate rotation of two
adjacent B2 bonds around the B1 link [154] (see Fig 1).
Effective spin model details
A block of two NN octahedra in both Na2IrO3 and α-RuCl3 shows C2h point-
group symmetry 1, which then allows a generalized bilinear Hamiltonian of the
following form for a pair of pseudospins i and j:
H(γ)ij = J S̃i · S̃j +KS̃
γ
i S̃
γ
j +
∑
α ̸=β
Γαβ(S̃αi S̃
β
j + S̃
β
i S̃
α
j ), (4.1)
where the Γαβ coecients stand for o-diagonal components of the symmetric
anisotropic exchange matrix, with α,β ∈ {x,y,z}. Given the presence of in-
version center, an antisymmetric DM interaction is not allowed. On the other
hand, a block of two NN octahedra in the hyperhoneycomb structure may dis-
play two dierent types of point-group symmetry: the ab initio data is mapped
on the Hamiltonian (5.1) for the so called B2 bonds since the deviations from
C2h point-group symmetry are tiny, while B1 links show D2 point-group sym-
metry and allow DM antisymmetric anisotropic exchange in the eective spin
Hamiltonian [157, 165]. The latter can be then written for bond B1 as:
H̄(z)ij = J S̃i · S̃j +KS̃zi S̃zj +Γxy(S̃xi S̃
y
j + S̃
y
i S̃
x
j )+ D⃗ · S̃i× S̃j . (4.2)
A local Kitaev reference frame is used here, such that for each TM-TM link
the z-coordinate is perpendicular to the TM2L2 plaquette (D⃗=(D,D,0) in
this frame).
Modeling pressure and strain
Experimental lattice positions as reported for Na2IrO3, β-Li2IrO3, and α-RuCl3
in Refs. [98, 124, 154] were used as reference for the quantum-chemistry cal-
culations. Structural data corresponding to −1.5%, −3%, −5%, and +2%
modication of the bond lengths were additionally considered: for simplic-
1For both types of NN TM-TM links, B1 and B2
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Table 4.1 NN magnetic couplings (in meV) for bond B1 in Na2IrO3 for variable
Ir-Ir bond length a; the relative change is δa= a/a0 − 1. Results of spin-orbit
MRCI calculations are shown.
δa a (Å) K J Γxy Γzx=−Γyz |K/J |
+2% 3.20 –18.8 3.8 −0.2 1.8 4.94
Exp. 3.14 –20.8 5.2 −0.7 0.8 4.00
−1.5% 3.09 –24.6 5.9 −1.3 1.1 4.17
−3% 3.04 –28.9 6.8 −2.3 1.5 4.25
−5% 2.98 –34.7 7.7 −3.4 2.1 4.51
Table 4.2 MRCI NN magnetic couplings (meV) for bond B2 in Na2IrO3 for
variable Ir-Ir bond length a.
δa a (Å) K J Γxy Γzx=−Γyz |K/J |
+2% 3.19 –12.4 1.0 −0.3 −3.0 12.40
Exp. 3.13 –15.6 2.2 −1.1 −0.8 7.09
−1.5% 3.08 –18.2 3.1 −1.4 −0.9 5.87
−3% 3.04 –21.0 3.7 −1.8 −1.3 5.68
−5% 2.97 –25.6 4.8 −2.5 −1.7 5.33
ity, we assumed here that the unit-cell parameters and all inter-atomic dis-
tances rescale the same way, except the case of +2% change, implying tensile
strain. In order to realistically model strain, while stretching the in-plane lat-
tice parameters (a,b) we simultaneously reduced by the same percentage the
out-of-plane lattice constant (c). A similar approximation provides quantum-
chemistry data in good agreement with the experiment for the Heisenberg J
in strained cuprates [171].
Hydrostatic pressure corresponding to the considered bond-length reduc-
tions seems to be feasible. For RuCl3, a reduction of the Ru-Ru bond length
by 5% requires pressure of 4 GPa [164]. We further assumed that the required
pressure for Na2IrO3 will be similar as for α-Li2IrO3 (not considered in this
4.3 Quantitative analysis: ab initio results 69
paper), where 2.5 GPa was reported to yield 5% bond-length reduction [172].
For β-Li2IrO3, a somewhat slightly stronger pressure of 10.6 GPa is required
to obtain the desired reduction of the bond lengths [161].
4.3.1 Computational approach
The electronic structure calculations were carried out using MOLPRO quantum-
chemistry package, on embedded clusters having two edge-sharing octahedra
(Ir2O10/Ru2Cl10 units) as central region. The embedding scheme used here
is similar to the one described earlier in section 3.2.2. Energy-consistent rela-
tivistic pseudopotentials along with quadruple-zeta basis functions were used
for the Ir [173] or Ru [126] ions of the central units. All-electron basis sets
of quintuple-zeta quality were employed for the bridging O [174] or Cl [127]
ligands while all-electron basis sets of triple-zeta quality were used for the
remaining O [174] or Cl ions [127] within the two-octahedra central region.
Ir4+/Ru3+ sites belonging to octahedra adjacent to the reference unit were de-
scribed as closed-shell Pt4+/Rh3+ t62g ions, using relativistic pseudopotentials
and valence triple-zeta basis functions [126, 173]. Ligands of these adjacent
octahedra that are not shared with the central reference unit were modeled
with minimal all-electron atomic-natural-orbital basis sets [145].
CASSCF calculations [47] were carried out for an average of the lowest
nine singlet and nine triplet states, essentially of t52g t
5
2g character (by con-
struction [47], t62g t
4
2g conguration state functions enter as well the CASSCF
treatment), using an active space dened by ten electrons and six orbitals. Sin-
gle and double excitations from the TM d (t2g) and bridging-ligand p valence-
shells were accounted for in the subsequent MRCI computations [47]. The
low-lying nine singlet and nine triplet states were all considered in the spin-
orbit treatment, in both CASSCF and MRCI. In the next step, the ab initio
quantum-chemistry data were mapped onto eective spin Hamiltonians [either
4.1 or 4.2] that involve only the lowest four spin-orbit states, associated with
the dierent possible couplings of two NN 1/2 pseudospins. The other 32
spin-orbit levels arising from the t52g t
5
2g conguration involve jeff ≈ 3/2 to
jeff ≈ 1/2 excitations and lie at signicantly higher energy [38, 40, 157]. Addi-
tional details of mapping scheme were also described in section 3.3.2 (see also
Ref. [40]).
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4.3.2 Results and discussion
We begin our qualitative analysis with Na2IrO3. NN magnetic couplings ob-
tained from spin-orbit MRCI calculations [47] are listed in Table 4.1. In the
case of bond B1, K increases from −20.8 meV for the experimental crystal
structure at ambient pressure to −34.7 meV on 5% reduction of the Ir-Ir bond
length. J , on the other hand, displays a rather modest increase, from 5.2 to
7.7 meV. This then results in an enhancement of the |K/J | ratio from 4.0 to
4.5. A signicant amount of strength is also gained by Γxy and Γzx with rising
pressure but those still remain one order of magnitude smaller than K.
Signicantly dierent eective couplings are derived for the two structurally
distinct links (B1 and B2), as reported in earlier studies [38, 103, 175]. The
trigonal compression of the ligand cages constitutes one of the main distor-
tion present in honeycomb iridates and RuCl3. Additional types of (smaller)
distortions and atomic displacements are also present (the precise details are
material-dependent), for example, rotations of the ligand octahedra with re-
spect to each other, slight dimerization for part of the TM-TM links, dis-
placements of the bridging ligands along the corresponding TM-TM contacts
etc. Therefore, given the slightly dierent environment seen by ions within the
B1 and B2 links of two-octahedra units, the rescaling of lattice parameters
and interatomic distances by the same percentage might aect various matrix
elements in a dierent manner. Consequently, we nd for bond B2 a somewhat
dierent behavior as compared to B1: while the evolution of K remains similar
to bond B1, J becomes here twice for the shortest Ir-Ir bond length considered
as compared to the value at ambient pressure. This results in a decrease in
Table 4.3 MRCI NN magnetic couplings (meV) in RuCl3 for variable Ru-Ru
bond length a.
δa a (Å) K J Γxy Γzx = −Γyz |K/J |
+2% 3.52 –4.5 0.7 −1.0 −0.3 6.43
Exp. 3.45 –5.6 1.2 −1.2 −0.7 4.67
−1.5% 3.40 –7.1 1.8 −1.3 −0.9 3.94
−3% 3.35 –8.7 2.3 −1.6 −1.2 3.78
−5% 3.28 –11.4 2.8 −2.0 −1.8 4.07
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Table 4.4 MRCI NN magnetic couplings (meV) for bond B1 in β-Li2IrO3 for
variable Ir-Ir bond length a. D⃗=(D,D,0).
δa a (Å) K J D Γxy |K/J |
+2% 3.04 –12.21 0.20 0.27 −1.50 61.05
Exp. 2.98 –14.78 –0.26 0.35 −2.08 56.85
−3% 2.89 –17.01 –0.41 0.45 −3.48 41.49
−5% 2.83 –20.72 –0.60 0.56 −4.80 34.53
Table 4.5 MRCI NN magnetic couplings (meV) for bond B2 in β-Li2IrO3 for
variable Ir-Ir bond length a.
δa a (Å) K J Γxy Γzx = −Γyz |K/J |
+2% 3.03 –11.7 –0.8 −3.2 −0.7 14.63
Exp. 2.97 –12.2 –2.1 −4.1 −1.0 5.81
−1.5% 2.93 –14.1 –2.7 −4.9 −1.1 5.22
−3% 2.88 –15.6 –3.2 −6.1 −1.3 4.88
−5% 2.82 –17.7 –3.8 −8.1 −1.7 4.66
|K/J | ratio with interatomic distance reduction (see Table 4.2). However, the
|K/J | ratio jumps from 7 at ambient pressure to 12.4 for 2% elongation of
the Ir-Ir bond. Such increased bond lengths could be realized under tensile
strain. The steep rise of the |K/J | ratio is attributed to the rapid decrease of
the Heisenberg J towards 0. In fact, the decreasing trend in J suggests that it
would completely vanish with further slight elongation of the bonds, resulting
in a purely anisotropic Hamiltonian.
The variations of the NN magnetic couplings for α-RuCl3, as obtained by
spin-orbit MRCI calculations, are listed in Table 4.3: K remains ferromagnetic
and becomes as high as −11.4 meV on 5% reduction of the Ru-Ru distance,
as compared to the value of −5.6 meV at ambient pressure; J changes to
2.8 meV from a value of 1.2 meV at normal pressure. For this case, the
2% elongation of the Ru-Ru bond is again an interesting point showing the
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Fig. 4.2 NN couplings for variable TM-TM bond length, fitted with functions of
the type A= A0xn; plots for α-RuCl3.
reduction of J towards zero. Also in this material, the |K/J | ratio reaches
therefore the largest value for stretched bonds. Γxy and Γzx further display a
strong dependence on interatomic distances but these eective parameters are
never larger than 25% of K in RuCl3. In contrast, in β-Li2IrO3, Γxy becomes
as large as half the value of K and twice the value of J for the shortest Ir-Ir
distance considered for bond B2 (see Tables 4.4 and 4.5). This large Γxy
stands out while comparing trends with other honeycomb systems.
All NN magnetic exchange interactions computed for β-Li2IrO3 are listed
in Tables 4.4 and 4.5. For the case of bond B2 in β-Li2IrO3, K increases in
magnitude to −17.7 meV on 5% cutback in the Ir-Ir distance, an increment
of nearly 50% as compared to a value of −12.2 meV at ambient pressure. J ,
on the other hand, changes from −2.1 meV at ambient conditions to a value
of −3.8 meV. Similar to the other compounds, the |K/J | ratio is maximal for
positive bond-length increments. J even changes sign for 2% increase of the
Ir-Ir distance for bond B1, which suggests that applying a very modest amount
of tensile strain might also in this case bring the system close to the J=0 limit,
where only the anisotropic couplings are nite. Vanishing |J/K| ratios were
also predicted to occur in honeycomb iridates by adjusting the Ir-O-Ir bond
angles [103]; similarly, vanishing J/D ratios were predicted for particular bond
angles in pyrochlore iridates [39].
It is important to note that the negative Γ's derived here are consistent
with the positive Γ's obtained by other approaches [146, 176], since the frames
used to express these couplings dier by a rotation of 180◦ about the x axis. A
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dominant K for β-Li2IrO3 is also suggested by density functional calculations
but the latter provide somewhat larger values of Γxy [165], as compared to the
quantum-chemistry results.
The order of the exponential dependence of K as a function of change in
the TM-TM distance was established to make a comparison with the order
estimated during the qualitative analysis in section 4.2. The numbers shown
in the tables were tted to the function K =K0xn, where K0 stands for the
Kitaev exchange amplitude at ambient pressure and n refers to the exponent
of fractional change in the TM-TM distance, i.e., x = a/a0 = 1 + δa. The
plots shown in Fig. 4.3 display the variations of K, J , and Γxy in Na2IrO3
and α-RuCl3 (shown together with the corresponding ts). The exponents
obtained by such approximate ts over the whole δa range in α-RuCl3 are not
far from the values predicted by the qualitative superexchange model; looking
however at a smaller scale, it is seen (Table 4.3) that the K/J ratio has a more
subtle evolution. The smaller n values for Na2IrO3 and β-Li2IrO3 point again
to the changing nature of the exchange processes with slight modication of
the surroundings, such as having dierent bond angles and ligand charges.
Now, the important question to ask is whether these changes can stabilize
the Kitaev spin liquid. Even though K-J-Γ models have been extensively stud-
ied, only very few works have taken bond inequivalence into account [38, 175].
Nonetheless, to obtain an approximate answer we compared the changes of the
coupling constants with the phase diagram of Rau et al. [102] and checked how
the ground state of a model with only B1 (B2) links changes. Quite generally,
we nd that whenever |K/J | increases the ground state appears to be much
closer to the SL phase. For example, in the case of Na2IrO3, we actually nd
that B2 links under 2% strain might be even located within the SL phase and
B1 links very close to it.
A recent pressure investigation on α-RuCl3 showed that the system under-
goes a structural phase transition and begins to form Ru-Ru dimers at a critical
pressure, which then leads to the suppression of magnetic state [164, 177]. This
mechanism may also apply to other 4d and 5d metal halides and oxides such as
α-MoCl3 at ambient pressure [178, 179] and one of the iridium oxides, namely
α-Li2IrO3, at a critical pressure of 3.8 GPa [172]. The dimerization may be
a rather general feature of 4d and 5d honeycomb systems, due to a subtle
interplay between spin-orbit coupling, intermetallic bonding, and magnetism.
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Fig. 4.3 NN couplings for variable TM-TM bond length, fitted to functions of the
type A= A0xn with x= a/a0; plots for link B2 (top) and for link B1 (bottom)
in Na2IrO3.
We employed our ab initio methodology in order to clarify the experimental
ndings in Ref. [164] for α-RuCl3.
4.4 Experimental results for pressurized α-RuCl3
Magnetization and x-ray diraction experiments were reported recently for α-
RuCl3 crystals as a function of temperature and pressure in Ref. [164]. The
crystal structure at temperatures down to 30 K and pressure up to 11 GPa
was determined in addition to the magnetic susceptibility measurements as a
function of temperature for pressures up to about 2 GPa [164].
Magnetization results show a phase transition of rst order nature for hy-
drostatic pressure of 0.24 GPa at 140 K, accompanied by a reduction in the
magnetic susceptibility approximately by a factor of two. A similar phase tran-
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Fig. 4.4 Honeycomb layer of the α-RuCl3 structure at 300 K in the monoclinic
phase at ambient pressure (left) and in the triclinic phase at 4.60 GPa (right).
The ellipses represent the pressure-induced Ru-Ru dimers.
sition was also observed for higher temperatures, but only with higher values
of pressure, meanwhile showing a strong suppression of the magnetic suscep-
tibility below 140 K, and thus resulting in a nonmagnetic high pressure state.
Additionally, the monoclinic C2/m structure reported earlier [124] at ambi-
ent pressure and ambient temperature was also conrmed using high-resolution
x-ray diraction. The latter results for higher pressures supported the magne-
tization measurements and showed a structural transition into a triclinic P 1̄
phase with the formation of Ru-Ru dimers. This triclinic phase was stable up
to 11 GPa (the highest applied pressure) [164].
4.4.1 Pressure induced dimerization
The detailed structural changes at various pressures obtained from renements
of the x-ray diraction data were also summarized in Ref. [164]. In addition
to modications in the relative positions of neighboring honeycomb layers,
dramatic adjustments within the layers themselves are also observed. For
example, at ambient pressure a nearly hexagonal honeycomb lattice is observed
with only small dierences between the two Ru-Ru links, of about 0.003 Å(left
side of Fig. 4.4) [164]. The transformation into the triclinic phase as a result
of increasing pressure is accompanied by the formation of Ru-Ru dimers with
a large dierence between the short and the long Ru-Ru distances of about
0.7 Å. Such modications in Ru-Ru links observed in the triclinic high-pressure
phase are shown on the right side of Fig. 4.4. All Ru atoms are involved in
this remarkably strong dimerization, i.e., every Ru atom is part of a dimer. In
order to analyze the eect of this dimerization on magnetism, we carried out
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Fig. 4.5 Bonding (top) and antibonding (bottom) combinations of the Ru t2g
hole orbitals on the shorter Ru-Ru bonds of the crystal structure in the dimer
state, as obtained by embedded-cluster quantum-chemistry calculations.
embedded-cluster quantum-chemistry calculations using experimental crystal
structures determined at the room temperature for three dierent pressures
reported in Ref. [164]. Previous density-functional calculations predicted that
α-RuCl3 might also dimerize in the absence of spin-orbit coupling [180].
4.4.2 Ab initio calculations
The results obtained from our ab initio quantum-chemistry calculations show
that t2g crystal-eld splittings associated with the 4d-shell become very large in
the triclinic phase, up to 0.35 eV. As a consequence, the eect of SOC is greatly
suppressed. The jeff=1/2 picture is therefore signicantly modied and given
the peculiar character of the Ru t2g hole, an AF isotropic spin model turns
out to be a rather good approximation on the shortest Ru-Ru links, showing
impressively strong AF exchange. We nd that two of the 4d t2g levels are
nearly degenerate, lie at lower energy (electron picture), and that the t2g hole
is mainly associated with the high-energy orbital that provides a large direct d-
d overlap on the shortest Ru-Ru bonds, as illustrated in Fig. 4.5. Using MRCI
calculations [47] we obtain singlet-triplet separation energies as high as 440
and 550 meV for the shortest Ru-Ru bond lengths, experimentally determined
at 300 K for 4.6 and 10.6 GPa, respectively, with negligible splittings among
the triplet components.
We nd that energy dierences between the set of splittings obtained by
including spin- orbit interactions and without spin-orbit coupling are insigni-
cant. Also, singlet-triplet splittings of the order of hundreds meV are already
obtained at the CASSCF level. The strong orbital relaxation eects arising dur-
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ing the CASSCF optimization of the singlet wavefunction also emphasize the
tendency towards the formation of strongly bound Ru-Ru dimers. For example,
the singlet-triplet splitting for the 4.6 GPa structure, when both wavefunctions
are expressed in terms of orbitals optimized for the high-spin state is only 149
meV but increases to 290 meV if each state, singlet and triplet, is separately
optimized. Such a large energy change is the consequence of considerable
charge readjustment, with more charge in the bonding region for the singlet.
This implies sizable dipole matrix elements, i.e., the singlet-triplet excitation
on the dimerized bonds should be detectable in optical absorption experiments.
Despite the strong charge relaxation eects, mapping these data onto a pure
magnetic model where the singlet-triplet splitting is simply associated with an
AF Heisenberg J may still be useful for certain purposes.
Such large energy dierences between the singlet and triplet states asso-
ciated with two NN t52g ions imply that a nite magnetization can only be
achieved by very large magnetic elds, which is indeed observed in Ref.[164]
and also explain the large spin-excitation gap observed in a recent NMR study
of α-RuCl3 under pressure [177].
For the longer Ru-Ru links, an extended pseudospin-1/2 Hamiltonian with
both isotropic and anisotropic components [40] as described by Eq. 4.1 is still
the relevant eective model. The spin-orbit MRCI results for NN magnetic
couplings are listed in Table 4.6 for the structure at 0.96 GPa (where all bonds
are equal) and for the long Ru-Ru links of the dimerized structure at 4.6 GPa
and 10.6 GPa. The spin-orbit MRCI calculations were carried out using the
procedure and basis sets described in section 3.3.2. The mapping of the ab
initio quantum chemistry data onto the eective spin model (Eq.4.1) was
carried out as described in section 3.3.2 (see also Refs.[40, 59]).
One particularly interesting case is the structure at 0.96 GPa pressure,
where all Ru-Ru bonds are equal and the system is frustrated. The NN mag-
netic couplings for this case indicate that J is around ten times smaller than
K, which constitutes an optimal situation for realizing the spin-liquid phase.
The ab initio results for higher pressures, however, show a competition be-
tween spin-orbit coupling and covalency eects. While at ambient pressure
the spin-orbit coupling is signicantly larger than the crystal-eld splittings to
stabilize a Ru jeff w 1/2 state, with increasing pressure a phase dominated by
strong covalency appears [181183].
78 Strain and pressure tuned magnetic interactions in Kitaev materials
Table 4.6 NN magnetic couplings (meV) for high-pressure crystal structures as
determined at room temperature; results of spin-orbit MRCI calculations for the
longer Ru-Ru links, where the isotropic and anisotropic components still have
comparable strength.
Pressure (GPa) K J Γxy Γzx = −Γyz
0.96(×3) −1.62 0.18 −1.01 −0.04
4.60(×2) −3.15 3.32 −0.22 −0.95
10.60(×2) −1.75 0.81 0.80 −0.49
4.5 Conclusions
In this chapter, we employed quantum-chemistry methods to model the eects
of uniform pressure and strain on the exchange couplings in iridium and ruthe-
nium compounds with honeycomb and related lattices. The obtained results
show that the Kitaev, Heisenberg, symmetric o-diagonal, and antisymmet-
ric anisotropic magnetic interactions stemming from the dierent exchange
processes renormalize dierently under volume change. The introduction of
external pressure or strain in actual materials could therefore lead to an ex-
perimental exploration of the rich theoretical phase diagram composed of the
quantum-spin liquid, collinear, as well as noncollinear ordered states. We nd
that moderate values of strain are most promising for pushing the ground state
into the Kitaev spin-liquid region. We believe that these results will motivate
further strain experiments on Kitaev materials.
In addition to these model calculations, we also examine magnetic inter-
actions in experimentally determined pressurized structures for α-RuCl3. The
ab initio results support magnetization and x-ray diraction data for α-RuCl3
under pressure, which show a pressure-induced phase transition from the mon-
oclinic to a triclinic structure, assisted by Ru-Ru dimerization resulting in a
valence bond crystal. Our calculations also suggest that dimerization is charac-
terized by remarkably large AF isotropic couplings, stemming from an increased
direct overlap of the Ru 4d t2g orbitals. This then explains the reduction in
magnetic susceptibility that appears with dimerization, resulting in a pressure-
induced nonmagnetic state of α-RuCl3.
Chapter 5
Impact of inter-layer species on
in-plane magnetism in H3LiIr2O6
In addition to lattice distortions discussed in the last chapter, another factor
that allows to modify magnetic couplings is the electrostatics between lay-
ered stackings with dierent metallic species. In this chapter, we determine
magnetic interactions between Ir moments in H3LiIr2O6, a recently proposed
Kitaev spin liquid candidate, and clarify the eect of interlayer electrostatics
on the anisotropic Kitaev exchange . We show that the precise position of H+
cations between magnetically active [LiIr2O6]3− honeycomb-like layers has a
strong impact on the magnitude of Kitaev interactions. In particular, we nd
stacking with straight interlayer O-H-O links is detrimental to in-plane Kitaev
exchange, since coordination of the O ligand with a single H-ion implies an
axial Coulomb potential at the O site and unfavorable polarization of the O
2p orbitals mediating the Ir-Ir interactions. Our results also provide guidelines
for the rational design of Kitaev quantum magnets, indicating unprecedented
Kitaev interactions of ≈40 meV if linear interlayer linkage is removed.
5.1 Introduction
Very recently, a Kitaev SL state associated with pseudospin-1/2 moments in
the honeycomb iridate H3LiIr2O6 was reported. It was shown that this mate-
Note: results presented in this chapter have been published in Phys. Rev. Lett 21, 197203
(2018) and Chem. Sci., (2018)
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rial does not display magnetic ordering down to 0.05 K, in spite of magnetic
interaction energies in the range of 100 K [184]. As we discussed in the last
two chapters, the crucial component for the realization of a quantum SL state
on a honeycomb lattice is the Kitaev coupling between NN magnetic sites,
a bond-dependent Ising-like exchange [13, 84] that must be large enough as
compared to the more conventional NN Heisenberg J . K is known to attain
signicantly large values for d5 electron congurations, not only in iridium
honeycomb oxides such as Na2IrO3 [38, 185] but also in the ruthenium halide
RuCl3 [40, 146]. One interesting prediction on the computational side is an
enhancement of the Kitaev coupling K at large Ir-O-Ir bond angles [103]. The
Ir-O-Ir bond angles are 90◦ for cubic edge-sharing octahedra but in most honey-
comb compounds reach larger values due to trigonal compression of the oxygen
cages. The largest Ir-O-Ir bond angles so far have been reported for H3LiIr2O6,
nearly 100◦ [186]. Interestingly, Kitagawa et al. inferred a SL ground state for
this material [184].
In this chapter, we present results of quantum-chemistry calculations for the
NN magnetic interactions between Ir moments and compare these to other hon-
eycomb iridates. This is done using the crystal structure recently proposed on
the basis of x-ray diraction data [184] and also for atomic positions optimized
by density-functional calculations [187]. We nd that the Kitaev exchange K
is ∼10 meV, substantially smaller than in Na2IrO3 and earlier predictions for
100◦ Ir-O-Ir angles [103].
In order to reconcile the two dierent values of K from computational
results for large Ir-O-Ir bond angles, we address in detail the eect of having
a single adjacent H site for each O ion, i.e., `vertical' O-H-O paths for the
simplest stacking pattern [186]. We nd that the axial potential generated
through this kind of O-H links polarizes the bridging O 2p orbitals (that are
orthogonal to the Ir2O2 plaquette), which results in bending of these O 2p
orbitals towards the H cation (see Fig. 5.3). Such polarization eects are
absent in Li2IrO3 and Na2IrO3, for coordination with several inter-layer cations
of the O sites, but for ideal stacking in H3LiIr2O6 [186] disrupt Ir-O-Ir electron
hopping and consequently reduce the Kitaev exchange.
Numerical tests in which the two H ions next to a Ir2O2 plaquette are simply
removed yield impressively large ferromagnetic (FM) |K| values of 40 meV.
Given the experimental indications for a SL ground state in H3LiIr2O6 [184],
these computational ndings provide additional support for the existence of
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stacking faults [186] and H-ion disorder in this system, since larger K's should
in principle make the quantum SL more likely. Further, the presence of a
quantum SL state is also conrmed by ED calculations using the quantum
chemistry NN couplings along with longer-range Heisenberg interactions. This
SL state is however very susceptible to the formation of long-range order for
only weak longer-range exchange, a situation that is reminiscent of the A2IrO3
(hyper)honeycomb materials.
In this context, the presence of hydrogen vacancies and stacking faults is
very interesting, since removing H cations coordinating the bridging ligands
on a Ir2O2 plaquette increases the Kitaev exchange by more than a factor
of three for the corresponding Ir-Ir link. This suggests that the tendency
toward the formation of long-range magnetic order in H3LiIr2O6 is very strongly
counteracted by H-ion disorder. These results also provide valuable guidelines
for the rational design of Kitaev quantum magnets, indicating that electrostatic
eects involving the inter-layer species are very important and that the largest
K values come with a more isotropic distribution of inter-layer cations around
a given ligand.
5.2 Structural details
H3LiIr2O6 displays a layered structure in which IrO6 octahedra form a pla-
nar honeycomb-like network by sharing O-O edges (see Fig. 5.1). Within this
honeycomb lattice, one Li ion is present at the center of each hexagon. As
compared to the related iridate α-Li2IrO3, the Li ions sandwiched between two
honeycomb planes are replaced by H species in this recently discovered system.
For the stacking pattern proposed in Ref. [184], inter-layer connectivity is re-
alized through linear O-H-O links. Similar to the parent compound α-Li2IrO3,
two structurally dierent types of Ir-Ir links are present in this system [184],
which we denote as B1 and B2.
The octahedral ligand eld splits the Ir 5d levels into eg and t2g states,
with the latter lying at signicantly lower energy [188]. Given the large t2g
eg splitting, the leading ground-state conguration is Ir t52g, which yields an
eective picture of one hole in the t2g sector. In the presence of strong spin-
orbit coupling, this can be mapped onto a set of fully occupied jeff=3/2 and
magnetically active jeff=1/2 states [13, 21, 136].
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Fig. 5.1 Layered honeycomb network of IrO6 octahedra in H3LiIr2O6. For
the stacking pattern proposed in Ref. [184], interlayer connectivity is realized
through linear O-H-O links (top); the different types of magnetic couplings on a
given hexagonal ring are also shown (bottom).
5.3 Computational approach
Embedded cluster and basis sets
To derive magnetic exchange couplings between two NN Ir sites, quantum-
chemistry calculations were performed on embedded clusters having two edge-
sharing octahedra (Ir2O10 units) as central region. To describe the nite
charge distribution in the immediate neighborhood, the four NN IrO6 octahedra
along with ten NN H and two NN Li ions were also explicitly included in the
calculations, while the farther solid-state surroundings were modeled by large
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Table 5.1 Nearest-neighbor magnetic couplings (meV) for the two different
bonds B1 and B2 in H3LiIr2O6; results of spin-orbit MRCI calculations. The
structural data provided in Ref. [184] was used for this set of calculations.
Bond ∠Ir-O-Ir K J Γxy Γyz= −Γzx
B2 (3.10Å) 99.8◦ –12.0 1.8 −0.2 −3.2
B1 (3.05Å) 99.0◦ –12.6 1.5 −1.8 −0.7
arrays of point charges tted to reproduce the ionic Madelung potential in the
cluster region.
Energy-consistent relativistic pseudopotentials along with quadruple-zeta
basis functions [173] were used for the Ir ions of the central unit. All-electron
basis sets of quintuple-zeta quality [174] were employed for the bridging O lig-
ands while all-electron basis sets of triple-zeta quality [174] were used for the
remaining O anions in the two-octahedra central region. Ir4+ sites belong-
ing to octahedra adjacent to the reference unit were described as closed-shell
Pt4+ t62g ions, using relativistic pseudopotentials and valence triple-zeta ba-
sis functions [173]. Ligands of these adjacent octahedra that are not shared
with the central reference unit were modeled with minimal all-electron atomic-
natural-orbital basis sets [145]. For the Li NN's we employed total-ion eective
potentials with a single s valence basis function [189] while two s and one p
basis functions were used for the H NN's [190].
Effective spin model
For each Ir-Ir link, the unit of two NN octahedra displays C2h point-group
symmetry. As discussed in chapter 3, this implies a generalized bilinear Hamil-
tonian of the following form for a pair of pseudospins S̃i and S̃j :
H(γ)ij = J S̃i · S̃j +KS̃
γ
i S̃
γ
j +
∑
α ̸=β
Γαβ(S̃αi S̃
β
j + S̃
β
i S̃
α
j ) , (5.1)
where the Γαβ coecients refer to the o-diagonal components of the 3×3
symmetric-anisotropy exchange matrix, with α,β ∈ {x,y,z} [38]. A local Ki-
taev reference frame is used here, such that for each Ir-Ir link the z axis is
perpendicular to the Ir2O2 plaquette.
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Quantum chemistry calculations
In the rst step, a scalar relativistic closed-shell HF calculation was carried
out on the embedded cluster. The two Ir sites in the central region were
also considered to have the six doubly occupied t2g orbitals at the HF level.
Localized HF orbitals were obtained by using a Pipek-Mezey algorithm [132]
and were classied into frozen, inactive and active groups, which then serve as
the starting point for CASSCF computations [47]. The latter used an active
space of six t2g orbitals (belonging to two NN Ir sites) and ten electrons.
These calculations were carried out for an average of the lowest nine singlet
and nine triplet states, essentially of t52gt
5
2g character. By construction, t
4
2g
t62g conguration state functions describing intersite 5d5d hopping contribute
however with nite weight to the CASSCF wavefunctions. Localized orbitals
were obtained from the CASSCF calculations, and only 5d and 2p orbitals
on the Ir2O2 plaquette were selected for the MRCI treatment. Single and
double excitations from the Ir 5d (t2g) and bridging-ligand 2p valence shells
were accounted for in the subsequent multireference conguration-interaction
(MRCI) calculations [67, 68].
The spin-orbit computations were performed in terms of the low-lying nine
singlet and nine triplet states. The resulting lowest four ab initio spin-orbit
eigenstates were then mapped onto the eigenvectors of the eective spin Hamil-
tonian (5.1). The other 32 spin-orbit states in this manifold involve jeff ≈3/2
to jeff ≈1/2 excitations and lie at signicantly higher energy [38, 188]. The
mapping of the ab initio data onto the eective spin Hamiltonian is carried
out following the procedure described in section 3.3.2 [39, 40, 59]. All compu-
tations were performed using the quantum-chemistry package MOLPRO [131].
Table 5.2 Nearest-neighbor magnetic couplings (meV) for the two different
bonds B1 and B2 in H3LiIr2O6; results of spin-orbit MRCI calculations. The
structural data used for this set of calculations were obtained by DFT lattice
optimization.
Bond ∠Ir-O-Ir K J Γxy Γyz= −Γzx
B2 (3.10Å) 98.6◦ –8.8 0.8 −0.4 −2.7
B1 (3.05Å) 96.4◦ –6.6 0.9 −2.2 −0.9
5.4 Results and discussion 85
5.4 Results and discussion
5.4.1 Magnetic couplings
Eective magnetic couplings obtained for the experimental structural data
provided by Kitagawa et al. [184] by using ab initio procedure discussed in the
previous section are listed in Table 5.1. On both types of Ir-Ir links the Kitaev
K is ferromagnetic, with K≈ −12 meV. The bond `asymmetry' is only 5%
and residual Heisenberg interactions are weak; the ratio |K/J | is |K/J |>6,
which puts the system relatively close to the `pure' Kitaev limit. The additional
exchange anisotropies Γ can even exceed J in magnitude but being frustrating
they do not act towards long-range magnetic order.
Further, to estimate the eect that small variations of the atomic po-
sitions might have on the magnetic coupling constants, we also performed
quantum-chemistry calculations on the density-functional theory (DFT) opti-
mized structure (see Ref. [187] for details of the structural data). The latter
was obtained by using the Perdew-Burke-Ernzerho variant [191] of the gen-
eralized gradient approximation (GGA) with scalar relativistic corrections as
implemented in the FPLO code [192, 193], while the lattice parameters were
xed to the values derived from x-ray diraction measurements [184]. The
most signicant dierence between the two sets of atomic positions concerns
the location of the ligands relative to the Ir sites, which then aects somewhat
the Ir-O bond lengths and Ir-O-Ir angles. For this computationally optimized
geometry, slight deviations from linear arrangement for one of the O-H-O
links, consistent with the space group symmetry were found [184]. The Ir-Ir
distance changes only marginally, ≤0.3%. The quantum chemistry results for
the DFT optimized structure are shown in Table 5.2. The Kitaev interactions
are slightly smaller but are still dominant for the relaxed structure. Also in
this case |K/J |> 6 but the dierences between the two types of Ir-Ir links
are somewhat larger. Interestingly, in earlier quantum-chemistry calculations
for idealized lattice congurations of Li2IrO3 and Na2IrO3 where all distortions
beyond trigonal compression were neglected it has been found that J tends
to zero for Ir-O-Ir bond angles of approximately 98◦ [103]. Even if the Ir-O-Ir
bond angles are reduced from 99100◦ [184] to somewhat lower values in the
computationally optimized lattice, we still obtain nevertheless nite J values
by MRCI.
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The M-L-M angle is one of the key factors in tuning the magnitude of
the Kitaev and Heisenberg components: as pointed out in Refs. [103, 138],
larger angles lead to larger anisotropic interactions in honeycomb t52g oxides.
Since in comparison to the related iridates Na2IrO3 and α-Li2IrO3, the Ir-O-Ir
angles are on the larger side in H3LiIr2O6 (99100 ◦) [184, 186], one expects
Kitaev couplings of larger magnitude in this system. For the other iridates,
FM values in the range of 15−20 meV were found by MRCI [38, 103]; however,
for angles close to 100◦ and ideal stacking of successive honeycomb layers, we
here compute a FM K value close to 12 meV (see Table 5.1). This suggests
some subtle dierences between interactions in H3LiIr2O6 and in, for example,
Na2IrO3, which we further discuss in the later subsection of this chapter. But
rst, we examine the magnetic phase diagram obtained by ED calculations for
the NN magnetic couplings (Table 5.1).
5.4.2 Phase diagram and longer-range interactions
Given the values of NN magnetic interactions and small bond asymmetry,
H3LiIr2O6 appears to be closer to a pure Kitaev model than any other A2IrO3
iridate (A=Li,Na) considered so far. It is known, however, that in the A2IrO3
systems not the residual NN couplings cause at low temperatures the experi-
mentally observed zigzag ordered state, but the longer-range magnetic interac-
tions that are present as well, even if the latter can be weak and of the order
of 1 meV [38, 40, 98, 165]. To test the situation for H3LiIr2O6, we computed
a generic phase diagram by using the NN quantum chemistry coupling param-
eters from Table 5.1 plus farther-neighbor isotropic Heisenberg J 's, second-
neighbor (J2) and third-neighbor (J3). These calculations were performed as
ED for a 24-site cluster with periodic boundary conditions, in analogy to earlier
studies [38, 40, 95, 103]. The phase boundaries were obtained from the maxi-
mum positions in the second derivative of the ground-state energy. For a given
set of J2 and J3 parameters, the dominant order was determined according to
the wave number Q=Qmax providing a maximum value of the static structure
factor S(Q). The quantum SL state is characterized by a rapid decay of the
spin-spin correlations; a gapless excitation is found here. The resulting phase
diagram for variable J2 and J3 is shown in Fig. 5.2. Four ordered commensu-
rate (FM, Néel, stripy, zigzag) phases, an incommensurately ordered (IC), and
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Fig. 5.2 Phase diagram obtained by ED for the effective spin model (5.1). The
ab initio NN interactions listed in Table 5.1 and variable 2nd- and 3rd-neighbor
isotropic couplings J2 and J3 were used. Schematic spin configurations are also
shown. The ED calculations were performed by S. Nishimoto and results are
published in Ref. [187]
a quantum SL phase are identied. Representative spin congurations for the
ordered phases are also displayed in the gure.
We nd that the SL phase is quickly destabilized by farther-neighbor inter-
actions of Heisenberg type. If in H3LiIr2O6 the values for J2, J3 are similar
to the ones in the A2IrO3 family, long-range magnetic order of zigzag type is
expected for the NN eective couplings computed on the basis of the crystal
structure proposed by Kitagawa et al. [184]. A possibility for quantum SL
ground state remains only when J2 +J3.1.2 meV. If such is indeed realized
in H3LiIr2O6, the question arises why the farther-neighbor magnetic interac-
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tions in this material are so much smaller than estimates made for the A2IrO3
systems.
5.4.3 Position of H cations and effect on in-plane interactions
Earlier quantum-chemistry calculations for idealized honeycomb iridates sug-
gested an enhancement of the Kitaev interaction for large values of the Ir-O-Ir
bond angles [103]. However, given the earlier estimates for K for angles in
the range of 98100◦ [38, 103], the K values listed in Tables 5.1 and 5.2 look
surprisingly small. Comparing the presently known honeycomb iridate com-
pounds, one notable structural dierence concerns the precise position of the
inter-layer ionic species: in Na2IrO3 and α-Li2IrO3, for example, the stacking
of honeycomb layers is such that each inter-layer Na or Li site has six O near-
est neighbors; on the other hand, in the H-containing material the available
crystallographic data suggest linear inter-layer O-H-O paths with only two O
NN's for each H [184]. In a simple ionic picture of H3LiIr2O6, the positive H
ion next to a given O ligand generates an axial Coulomb potential that may in
principle aect the shape of the O 2p orbitals, inuencing this way the in-plane
Ir-Ir superexchange. Obviously, the latter involves the O 2p states.
To test this scenario, we carried out additional calculations in which two
H cations, in particular, those H nuclei directly coordinating the bridging O
ligands on a given Ir2O2 plaquette, were removed from the atomic fragment
treated by quantum-chemistry methods but their associated ionic charge was
redistributed within the embedding background. Remarkably, we nd in this
case an enhancement by a factor of ∼3 of the Kitaev interactions, up to
huge values of 40 meV, see Table 5.3. The other eective magnetic couplings
Table 5.3 NN magnetic couplings (meV) for bonds B1, B2 in H3LiIr2O6, using
structural data from Ref. [184]; results of spin-orbit MRCI calculations where
the two H ions next to the O ligands of a Ir2O2 plaquette were removed and their
formal ionic charge redistributed within the embedding.
Bond K J Γxy Γyz= −Γzx
B2 (3.10Å) –38.1 5.9 5.0 −11.1
B1 (3.05Å) –40.0 4.6 7.9 −14.0
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Table 5.4 Nearest-neighbor magnetic couplings (in meV) for bonds B1 and B2 in
H3LiIr2O6 using the structural data from ref. [184]; results of spin-orbit MRCI
calculations where the two H ions next to the bridging O ligands are represented
by simple formal point charges.
Bond K J Γxy Γyz= −Γzx
B2 (3.10Å) –12.1 2.07 −0.42 −2.75
B1 (3.05Å) –12.4 1.02 −1.35 −1.12
between NN Ir sites are also enhanced. The larger J values, in particular,
indicate that both direct exchange (5d5d) and O-mediated superexchange
processes contribute to the isotropic coupling constant. To additionally check
how appropriate an ionic representation of the symmetric linear O-H-O links is,
we also derived eective coupling parameters for embedded clusters in which
the H NN's of the bridging O sites (one H cation next to each of the bridging
ligands) were represented as 1+ point charges. The results obtained for this
material model (Table 5.4) show only minor dierences as compared to the
case in which basis functions are used for the H species (Table 5.1). This
shows that with regard to the in-plane magnetic couplings an ionic picture is
a rather good approximation for the inter-layer species.
The proximity of the positive H ions can be associated with two dierent
eects on the in-plane spin-spin interactions: (i) the `bare' eect of the H-
ion Coulomb potential on on-site orbital energies and intersite hopping matrix
elements and (ii) O 2p orbital polarization eects that can strongly aect the Ir-
O-Ir orbital overlaps and consequently, once again, the intersite hoppings. To
determine which is the dominant mechanism, we performed additional analysis
at the CASSCF level. NN CASSCF magnetic couplings obtained for a cluster
where each of the H ions next to a bridging ligand is removed and the associated
ionic charge is redistributed within the embedding are listed on the rst line
in Table 5.5. This K value, −27.4 meV, corresponds to the CASSCF states
used as reference in the conguration interaction calculations leading to the
MRCI result K=−40 meV. In a second step, we modeled those two H ions
as simple point charges (PC's) but did not allow relaxation of the cluster
orbitals. In other words, multicongurational computations were performed
without orbital reoptimization, which are also referred to as frozen-orbital,
90 Impact of inter-layer species on in-plane magnetism in H3LiIr2O6
Fig. 5.3 Ir2O2 plaquette and the O 2p orbitals mediating superexchange on that
plaquette. There are two 5d t2g components per Ir site (not shown) having
direct, π-type overlap with the O 2p orbitals depicted in the figure. Adjacent H’s
strongly affect the d–p overlap matrix elements, through unfavorable polarization
of the bridging ligand 2p functions.
CASFO calculations. The exchange interactions are somewhat suppressed due
to the presence of the nearby positive charge, see the second line in Table 5.5.
However, allowing the orbitals to fully relax, i.e., to react to the axial potential
generated by the adjacent unit PC's, results in a much more drastic reduction
of the NN magnetic couplings, see third row in Table 5.5. This step by step
analysis makes it clear that orbital polarization in response to the electrostatic
potential induced by the inter-layer H cations is the primary cause of the lower
NN interaction constants listed in Table 5.1.
In other words, the strong reduction of the in-plane eective couplings for
stacking implying linear O-H-O groups is mainly related with the destructive
eect of the H-cation Coulomb potential on the Ir-O-Ir superexchange. Such
anisotropic, axial elds are not present when the ligands have several inter-layer
adjacent sites as in α-Li2IrO3 and Na2IrO3.
A large amount of stacking faults were evidenced in H3LiIr2O6 [186], most
probably related to the rare situation in which H is bridging two adjacent O
sheets. Having the hydroxyl bond in mind, it has been pointed out that an alter-
native way of writing the chemical formula of this compound is LiIr2O3(OH)3
[186]. An idealized picture arising from this formula is then that of alternat-
ing [LiIr2O6]3− and [LiIr2(OH)6]3+ honeycomb-like layers (or slabs), the latter
with all bridging O's replaced by hydroxyl groups, as in the related material
Li2Pt(OH)6 [194]. The weak bonding between layers and the inherent stacking
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Table 5.5 Effect of inter-layer species on NN magnetic couplings (in meV).
The two H ions next to the bridging O ligands are first removed (first line) and
subsequently placed as point charges (lowest two lines).
K J Γxy Γyz= −Γzx
CASSCF, no H NN’s –27.4 −7.1 2.1 −4.0
CASFO, PC H NN’s –21.8 2.1 3.0 −2.9
CASSCF, PC H NN’s –6.9 0.8 0.5 −1.3
disorder is even better highlighted in such a representation, the frail hydrogen
bonds O-H· · ·O being more apparent. In this context [186, 194], our results
strongly suggest the existence of both `ideally stacked' [184] (i.e., weak, see
Table 5.1) and `fault-present' [186] (i.e., strong, see Table 5.3) exchange cou-
plings in this system, which then makes the modeling of the extended magnetic
lattice more complicated.
While the role of inter-layer ionic species is analyzed here for H3LiIr2O6,
ongoing work [195] yields similar results for the copper iridate Cu2IrO3 [196],
displaying similar O-M′-O interlayer contacts. These data nicely complement
earlier ndings concerning the sensitivity of various eective magnetic couplings
to the position and charge of secondary/tertiary cations in oxide compounds
[197, 59]. Quantities addressed in the earlier investigations were on-site param-
eters such as g factors [59] and zero-eld splittings [197]. Here it is explicitly
shown that also the intersite magnetic couplings can be adjusted by using
electrostatic eects involving ionic species beyond the crystalline region (i.e.,
`beyond' the bridging ligands) that is commonly assumed to be of relevance.
5.4.4 Angle dependence, the Kitaev limit
Looking at tuning structural parameters having to do with the honeycomb-like
[LiIr2O6]3− slab, we further determined the evolution of both K and J with
gradually modifying the Ir-O-Ir bond angles. We focused on atomic congura-
tions where the two H cations next to the bridging ligands are removed since
such arrangements are found to yield very large K's and are additionally likely
to occur in the actual material. To maintain overall neutrality, the formal
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ionic charge associated with the two H's was again redistributed within the
embedding; the Ir-Ir distance was xed to 3.08 Å while a variable Ir-O-Ir bond
angle was achieved through gradual trigonal compression of the IrO6 octahedra
(see Fig. 2). The resulting K's and J 's are shown in Fig. 5.4. The remark-
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Fig. 5.4 NN Kitaev and Heisenberg couplings for variable Ir-O-Ir angle in model
C2/m-type structures, spin-orbit MRCI results. The NN Ir-Ir distance is set
to 3.08 Å and the Ir-O bond lengths are for a given Ir-O-Ir angle all the same.
The variation of the Ir-O-Ir angle is the result of gradual trigonal compression.
Curves are drawn just as guides for the eye.
able feature is that for bond angles close to 98◦, J → 0. That is, a purely
anisotropic eective magnetic model can be realized according to our calcula-
tions for ≈98◦, with a FM Kitaev coupling constants as large as 31 meV. This
critical angle dening on the computational side the Kitaev `limit' is actually
not so far from the bond angles reported for H3LiIr2O6 [184]  according to
the quantum chemistry results, only small structural modications are required
for reaching the regime of vanishing J . It turns out that not only the M-L-M
angle constitutes here a turning knob but also the interatomic distances; espe-
cially in the vicinity of the critical value θc, J can be reduced towards zero by
also varying the bond lengths, via tensile strain for instance [198].
5.5 Conclusions
From the calculations and discussion above it is clear that the presence of hy-
drogen cations next to a Ir-Ir link strongly aects the magnetic interaction on
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that link. The linear interlayer linkage with oxygen and inter-layer cation sites
aligned in three-center bonds perpendicular to the magnetic planes reduces or-
bital overlap along Ir-O-Ir paths within the honeycomb-like LiIr2O6 layers and
the Kitaev couplings, through polarization and bending of the Kitaev-active
O 2p orbital towards the vertical O-H-O axis. Interestingly, due to the light
inter-layer cation, a large amount of stacking faults has been experimentally
evidenced [186]. Our computational ndings indicate that randomness in stack-
ing of the honeycomb layers and H-ion vacancies removes the axial cationic
potential at least for part of the O ligands, which yields unparalleled Kitaev
interaction strengths of −40 meV for Ir-O-Ir angles of ≈100◦, larger by factors
of 23 as compared to the honeycomb Kitaev-Heisenberg material Na2IrO3
[38] and 6 in comparison to RuCl3 [40].
Consequently, structural hydrogen disorder will introduce very strong mag-
netic bond disorder. Any form of hydrogen disorder thereby counteracts the
tendency to form long-range ordered states that are driven by longer-range
magnetic couplings. Experimental investigations into the role of hydrogen dis-
order on the formation of a SL state in this material would therefore be of prime
interest to disentangle the eects of NN Kitaev interactions, that drive the for-
mation of a topological SL state, and the eect of hydrogen disorder which
induces strong local spin disorder. In this respect an experimental study of
the magnetic and structural properties of H3LiIr2O6 as a function of hydrogen
concentration might provide valuable insights.
Our results additionally provide simple rules for achieving the Kitaev SL
ground state in other honeycomb iridates: large Ir-O-Ir bond angles in the
region of 98◦, since J→0 in that range, and coordination of the honeycomb-
plane ligands by more than one inter-layer cation. The two features, (i) the
nature and the position of ionic species next to the honeycomb sheets and (ii)
the size of the Ir-O-Ir bond angles, can be in principle more eectively tailored in
stacked heterostructures. First steps are being made in this direction [199, 200]
and it becomes apparent that this research area holds much potential for
engineering magnetic couplings in Kitaev-Heisenberg systems.

Chapter 6
Anisotropic spin interactions in
pyrochlore iridates
In this chapter, we derive nearest-neighbor spin interactions for iridium oxides
with pyrochlore lattice (R2Ir2O7) using quantum-chemistry methods. Our cal-
culations predict that a highly unusual regime can be realized in such systems
due to the vanishing nearest-neighbor Heisenberg interaction, making the an-
tisymmetric Dzyaloshinskii-Moriya exchange to be the dominant interaction
reaching values as large as 5 meV for Nd2Ir2O7, where the Ir-O-Ir links show
bond-angles less than 125◦. Such a result challenges existing phenomenological
models of magnetic superexchange. The accuracy of the employed methods
is conrmed by reproducing experimental data for Sm2Ir2O7.
6.1 Introduction
SOC is a crucial component in realizing topological states of matter and consti-
tutes a fascinating area of research in condensed matter community [201, 202].
Another component known to give rise to various exotic phenomena such as
Mott insulators, unconventional superconductivity etc [203] is strong electron-
electron interactions. Combination of both strong spin-orbit and electron-
electron interactions provide even more exciting possibilities such as fraction-
alized topological insulators [204, 205], interaction-induced topological insula-
tors [206, 207], and unconventional magnetic states [102, 208]. 5d TM oxides
Note: results presented in this chapter have been published in Phys. Rev. Materials 2,
074408 (2018)
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are an ideal place to observe such an interplay between these competing energy
scales. The pyrochlore lattice based iridium oxides are one such promising class
of compounds where the geometry allows antisymmetric anisotropic exchange
interactions between NN spins. Quantum chemistry computations suggest sig-
nicant antisymmetric anisotropic exchange interactions, which even become
dominant for two particular systems (Nd2Ir2O7, Tb2Ir2O7), rather than the
isotropic exchange interactions.
The importance of anisotropic exchange is already known in quantum mag-
netism, but such contributions were therefore most often regarded as small
perturbations to the dominant, isotropic Heisenberg component. However,
this view is now changing with the occurrence of both experimental and the-
oretical evidence for large or even prevailing anisotropic interactions in 5d
transition-metal compounds. In honeycomb lattice based 4d5 and 5d5 sys-
tems, for example, the intersite spin-coupling anisotropy shows up in the form
of a bond-dependent Kitaev interaction term [84]: this symmetric anisotropic
exchange denes the leading magnetic contribution to the eective spin Hamil-
tonian in these systems [13, 38, 185]. For NN IrO6 octahedra in Sr2IrO4, on
the other hand, the key anisotropy is the antisymmetric coupling, also referred
to as Dzyaloshinskii-Moriya (DM) component. It reaches impressively large
values of ∼15 meV [13, 59, 209, 210], orders of magnitude larger than in, e. g.,
the isostructural `214' cuprates [211213].
The sizable bending of the Ir-O-Ir links in Sr2IrO4, reduces the bond angles
to a value of 157◦. The deviation from straight Ir-O-Ir bonds is, however, even
more pronounced in the pyrochlore iridates, i.e., R2Ir2O7, where R stands for
a trivalent rare-earth ion. Ir-O-Ir bond angles as low as 119◦ have been deter-
mined in this family of iridium oxide compounds [214]. In the presence of such
geometrical constraints, the isotropic exchange is strongly suppressed as com-
pared to the case of Ba2IrO4, where two NN Ir sites are connected via linear O
links [210, 215] or attain relatively lower values as in Sr2IrO4 [13, 59, 209, 210].
For smaller angles, the magnitude of antisymmetric DM coupling is expected
to increase and become comparable to those in Sr2IrO4. An unique situa-
tion may arise where the DM interaction (D) even exceeds the Heisenberg
J . The important question then is: what kind of unconventional magnetic or-
ders and excitations could be driven by the dominant DM interaction in such a
case. With D/J ratios of ∼1 and ferromagnetic (FM) J 's, unusual skyrmionic
excitations were recently predicted for the kagomé-like (111) planes of the py-
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Fig. 6.1 (a) Network of corner sharing Ir tetrahedra in pyrochlore lattice; (b) two
tetrahedra of Ir ions shown with the coordinating O ligand and NN rare-earth
ions.1
rochlore lattice [216]. For particular regions in the parameter space those
skyrmionic states are stable even at room temperature, which has potential
for applications to logic devices or for data storage.
Few-layer (111) slab structures of 227 iridates are predicted to display in
the magnetically ordered all-in/all-out (AIAO) conguration anomalous Hall
eect [217], Chern insulator states [218], emergent domain-wall metallic states
[219], and topological magnon bands [220]. Experimental indications of AIAO
magnetic order have been recently reported for Nd2Ir2O7 [221223], Tb2Ir2O7
[224], Eu2Ir2O7 [225], and Sm2Ir2O7 [226]. However, little is known with
respect to the strength of the intersite magnetic couplings in 227 iridates. We
employ many-body quantum-chemistry methods to access this information,
which is essential for a thorough understanding of the 227 iridate pyrochlores.
6.2 Structural details
The pyrochlore iridates crystallize in a cubic unit cell with Fd3m space group
(no. 227). The unit cell consists of eight formula units of R2Ir2O7 and includes
four structurally nonequivalent atoms R, Ir, O, and O' (where R is the trivalent
rare-earth ion). The lattice constant (a) of the fcc unit cell varies in the range
1the image has been adopted from Ref. [227]
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of 11.05 nm for these compounds. In addition to the parameter a, one other
important structural detail is the fractional coordinate x of the O anion at
the 48f site [228], which determines the amount of trigonal distortion of the
O6 octahedral cage around each Ir cation: cubic, undistorted O octahedra are
realized only for x=xc=5/16. The x parameter is always larger than xc in the
227 iridates, which translates into trigonal squashing of the ligand cages and
Ir-O-Ir bond angles θ<θc=141.1◦. The strong bending of Ir-O-Ir links and the
angle θ are highlighted in Fig. 6.2. Also, Ir ions forming a network of corner-
sharing regular tetrahedra and its immediate surroundings in the pyrochlore
iridates are shown in Fig. 6.1.
6.3 Computational details
6.3.1 Embedded cluster and basis sets
As concerns the quantum-chemistry calculations, the material model consists
of two IrO6 octahedra sharing one ligand, with bond lengths and bond angles as
determined experimentally [214, 224, 228]. Overall charge neutrality is ensured
by placing appropriate positive charges at the adjacent eight Ir and ten rare-
earth-ion (R) sites. A similar material model has been used in earlier work to
establish the strengths of the Kitaev and Heisenberg eective couplings and
Fig. 6.2 Ir- and O-ion distribution within the R2Ir2O7 pyrochlore lattice. The
network of corner-sharing Ir4 tetrahedra (larger blue spheres) and the O ligands
around two NN Ir sites (smaller red spheres) are emphasized. Two adjacent
IrO6 octahedra share a single O ion. The choice of the local coordinate system
{x′,y′, z′} is discussed in the text.
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their dependence on bond angles for edge-sharing octahedra in honeycomb-
lattice iridates [38].
We applied energy-consistent relativistic pseudopotentials along with basis
sets of quadruple-zeta quality [173] for the two Ir sites of the reference octahe-
dra. All-electron basis sets of quintuple-zeta quality were used for the bridging
oxygen, while triple-zeta basis functions were used for the remaining oxygen
atoms of the reference octahedra [174]. We further employed two Ir f [173]
and four O d [174] polarization functions for the two central Ir ions and the
bridging Ob ligand, respectively.
6.3.2 Quantum chemistry calculations
In the initial step, a scalar relativistic closed-shell HF calculation and subse-
quent CASSCF calculations were carried out on the [Ir2O11] fragment using the
procedure detailed in section 3.2.2 and 5.3. The active space in the CASSCF
calculations consisted of six t2g orbitals (three at each Ir4+ site) with ten elec-
trons. Further, additional superexchange paths involving the Ir 5d eg or/and
the oxygen 2p orbitals show up in the subsequent MRCI computations [47].
We accounted for single and double excitations from the Ir t2g and bridging Ob
2p orbitals in the MRCI treatment [67, 68]. All calculations were performed
with the MOLPRO quantum-chemistry package [131].
The mapping of the ab initio quantum-chemistry data onto the eective
spin model implies however only the lowest four spin-orbit states, associated
with the dierent possible couplings of two 1/2 pseudospins. The other 32 spin-
orbit states in this manifold involve jeff ≈3/2 to jeff ≈1/2 charge excitation
and lie at &0.5 eV higher energy [13, 229].
6.3.3 Effective spin model Hamiltonian
A pair ⟨ij⟩ of NN jeff ≈ 1/2 sites is magnetically described by the following
bilinear eective spin Hamiltonian :
Hi,jeff = J
˜⃗
Si ·
˜⃗
Sj + D⃗ · S̃i× S̃j + ˜⃗Si · ¯̄Γ · ˜⃗Sj +µB
∑
k=i,j
h⃗ · ¯⃗̄gk ·
˜⃗
Sk , (6.1)
where ˜⃗Si, ˜⃗Sj are pseudospin-1/2 operators, J is the isotropic Heisenberg cou-
pling, D⃗ stands for the antisymmetric DM exchange, ¯̄Γ is a symmetric traceless
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second-rank tensor dening the symmetric anisotropic interaction, and the last
term describes the coupling to an external magnetic eld h⃗. The anisotropy
of the latter component is characterized by the ¯⃗̄g tensor.
Since a block of two NN IrO6 octahedra has C2v point-group symmetry
in 227 pyrochlore iridates, with two-fold rotational symmetry around the Ir-Ir
axis (see Fig. 6.2), a convenient reference system is for many purposes a local
frame having one of the coordinates along the line dened by those two Ir
sites. Such a coordinate system, {x′,y′, z′}, is used in Fig. 6.2 and form part
of the following discussion, with the x′ axis taken along the Ir-Ir link and z′
perpendicular to the triangular plaquette dened by the two Ir NN's and the
bridging ligand. In this frame, all o-diagonal elements Γαβ are 0 and we can
then write [38, 59] the ¯̄Γ tensor in the following form:
¯̄Γ =

Γx′x′ 0 0
0 Γy′y′ 0
0 0 −Γx′x′ −Γy′y′
 . (6.2)
The C2v symmetry further simplies the form of the DM vector, with D⃗=
(0,0,D). It is the eective spin model described by Eqs. 6.1 and 6.2 onto
which we map the ab initio quantum-chemistry data for the spin-orbit, two-
octahedra d5d5 states (also see Ref. [40, 59]).
The lowest four spin-orbit states obtained from the ab initio quantum-
chemistry calculations are mapped onto the respective eigenvectors of the
eective spin model dened by Eq. 6.1. To illustrate the way the mapping
procedure is carried out, relevant matrix elements are provided in Tables 6.1
and 6.2 for Sm2Ir2O7. Each of the matrix elements Hklab initio computed at the
quantum chemistry level, see Table 6.1, is assimilated to the corresponding
matrix element Hkleff of the eective spin Hamiltonian, see Table 6.2. This one-
to-one correspondence between ab initio and eective-model matrix elements
enables the evaluation of all coupling constants in Eq. 6.1.
In this framework, the ¯⃗̄g tensor describing the Zeeman interaction term in
Eq. (6.1) takes the following form at each Ir site k ∈ {i, j} [230, 231] :
¯⃗̄gk =

gx′x′ gx′y′ 0
gx′y′ gy′y′ 0
0 0 gz′z′
 . (6.3)
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Table 6.1 Ab initio Hamiltonian matrix elements (meV) for Sm2Ir2O7, as ob-
tained by spin-orbit MRCI. The two-site singlet and (split) triplet states are
labeled |s̃⟩ and {|tx⟩, |ty⟩, |t̃z⟩}, respectively. |s̃⟩ and |t̃z⟩ are admixtures of
‘pure’ |0,0⟩ and |1,0⟩ spin functions.
Hklab initio |s̃⟩ |t̃z⟩ |ty⟩ |tx⟩
⟨s̃| 0 0 −0.507iµBhx′ −0.296iµBhy′
⟨t̃z| 0 21.414 −1.294iµBhx′ −2.231iµBhy′
⟨ty| 0.507iµBhx′ 1.294iµBhx′ 22.773 1.896iµBhz′
⟨tx| 0.296iµBhy′ 2.231iµBhy′ −1.896iµBhz′ 23.512
The Zeeman coupling to an external magnetic eld can be also expressed
as Ĥi,jZ = µB(L + geS) · h , where all required matrix elements can be easily
obtained on the basis of the MOLPRO output data, i.e., the expectation values
of the total angular-momentum (L) and spin (S) operators (see also Refs. [40,
59]). ∆+ and ∆− stand in Table 6.2 for
∆± = 2J +Γx′x′ ±
√
4D2 +(2J +Γx′x′)2 . (6.4)
6.4 Results and Discussion
6.4.1 Magnetic couplings
Intersite magnetic couplings based on spin-orbit MRCI calculations using the
mapping scheme discussed above are provided in Table 6.3. In contrast to
usual plots in which various quantities are pictured as function of the R-ion
radius [232], we focus in Table 6.3 on overall trends when gradually reducing
the Ir-O-Ir bond angle. In addition to the lanthanide-based 227 iridates, we
also include in the table the Y-iridate, Y2Ir2O7.
From the MRCI results listed in Table 6.3 it is seen that the Γ coupling
parameters are never the largest interactions. The overall tendencies for the
other exchange couplings are obvious: from J and D values in the range J>20
and D>2 meV for the largest Ir-O-Ir bond angles, one arrives at J≈−1.5 and
D≈5 meV for bond angles of 119121◦ in Nd2Ir2O7 and Tb2Ir2O7. In other
words, the D/J ratio changes by a factor of ≈30 along the series, with the
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Table 6.2 Matrix form of the effective spin Hamiltonian in the basis of zero-field
eigenstates. Γ2z′±x′ stands for 2Γz′z′ ± Γx′x′ ; expressions for the ∆+ and ∆−
terms are provided in Eq. (6.4).
Hkleff |s̃⟩ |t̃z⟩ |ty⟩ |tx⟩
⟨s̃| 0 0 −
ihx′ (2Dgx′x′ +gx′y′ ∆+))√
4D2+∆2+
−
ihy′ (2Dgy′y′ −gx′y′ ∆+))√
4D2+∆2+
⟨t̃z | 0 12
√
4D2 + (2J + Γx′x′ )2 −
ihx′ (2Dgx′x′ +gx′y′ ∆−))√
4D2+∆2−
−
ihy′ (2Dgy′y′ −gx′y′ ∆−))√
4D2+∆2−
⟨ty |
ihx′ (2Dgx′x′ +gx′y′ ∆+))√
4D2+∆2+
ihx′ (2Dgx′x′ +gx′y′ ∆−))√
4D2+∆2−
1
4 (2J + Γ2z′+x′ +
√
4D2 + (2J + Γx′x′ )2) igz′z′ h′z
⟨tx|
ihy′ (2Dgy′y′ +gx′y′ ∆+))√
4D2+∆2+
ihy′ (2Dgy′y′ −gx′y′ ∆−))√
4D2+∆2−
−igz′z′ hz′ 14 (2J + Γ2z′−x′ +
√
4D2 + (2J + Γx′x′ )2)
highly unusual situation of having a DM interaction D a few times larger than
the Heisenberg J in Nd2Ir2O7 and Tb2Ir2O7. Equally interesting, J changes
sign for Ir-O-Ir angles of 121125◦. This suggests that even larger D/J ratios
are in principle attainable by using strain in thin lms of 227 iridates or pressure,
to reach angles in the 121125◦ interval for which J → 0. An experimental
realization of this conrms the curious scenario of having magnetic ordering in
the absence of Heisenberg exchange. Secondly, iridate pyrochlore lattices with
FM J 's and very large D/|J | ratios provide ideal playgrounds to investigate
skyrmionic states of the type anticipated in Ref. [216]. For AF J and large
D/J , on the other hand, topological magnon bands were recently predicted
[220].
Table 6.3 Intersite effective spin couplings (meV) as derived from spin-orbit
MRCI calculations in various 227 iridates. The form of the effective spin
Hamiltonian and the choice of the coordinate system are described in the text.
](Ir-O-Ir) J D Γx′x′ Γy′y′
Sm2Ir2O7 132 22.4 2.2 –1.7 –0.58
Eu2Ir2O7 131 19.3 2.4 –2.0 –0.49
Y2Ir2O7 130 18.8 2.6 –2.2 –0.46
Er2Ir2O7 129 13.5 3.1 –2.4 –0.35
Lu2Ir2O7 126 8.9 3.6 –2.9 0.31
Tb2Ir2O7 121 –1.5 4.7 –3.4 –0.06
Nd2Ir2O7 119 –1.6 5.1 –3.8 0.02
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Fig. 6.3 Adiabatic magnon spectrum of Sm2Ir2O7 (blue lines). The empty
squares indicate the experimental data of Ref. [226]. The four different branches
are related to the four inequivalent Ir sites in the unit cell.
6.4.2 Spin Dynamics
It is instructive to discuss these theoretical results in more detail and predict
the magnetic ground state using the spin coupling parameters obtained in Ta-
ble 6.3. But more importantly, it is useful to check the accuracy of these
quantum chemistry results, by comparing them to the experimental measure-
ments available for pyrochlore iridates. In particular, spin excitation spectra
have been recently measured for Sm2Ir2O7 [226] using resonant inelastic x-ray
scattering (RIXS). For comparison, the adiabatic magnon spectra of Sm2Ir2O7
as calculated for a noncollinear magnetic ground state, using linear spin wave
theory (LSWT) and the UppASD computer implementation is shown in Fig. 6.3.
The spectra were obtained on the basis of the eective coupling parameters
of Table 6.3 and a moment 0.75 µB at each Ir site. It is seen that the the-
oretical magnon spectrum agrees well with the experimental data reported in
Ref. [226]. The gap of the acoustical branch is due to having both large DM
and symmetric anisotropic couplings.
In related work, Donnerer et al. [226] found that a rather good t of the
experimental dispersion is obtained by LSWT and J=27, D=4.9 meV. Our
ab initio results for Sm2Ir2O7, J ≈ 22.5 and D= 2.2 meV (see Table 6.3),
are somewhat on the lower side, as compared to the outcome of the LSWT
ts in Ref. [226]. Further analysis of the quantum-chemistry data at dierent
levels of approximation  restricted active space (rAS) [47], CASSCF, and
MRCI (see Table 6.4)  shows that while the corrections brought by MRCI to
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Table 6.4 Intersite effective spin couplings (meV) at different levels of theory
for the smallest (Nd2Ir2O7) and largest (Sm2Ir2O7) Ir-O-Ir bond angles reported
in 227 iridates [228, 214].
227 system Method J D Γx′x′ Γy′y′
Sm2Ir2O7 MRCI 22.4 2.2 −1.7 −0.6
CASSCF 11.5 1.2 −0.9 0.2
rAS −1.2 0.3 −0.2 1.2
Nd2Ir2O7 MRCI −1.6 5.1 −3.8 0.02
CASSCF −1.8 4.6 −2.3 −0.3
rAS −0.4 0.4 −0.2 0.2
CASSCF are important for large Ir-O-Ir angles, they are minor for the lowest
bond angles, in the range of only tenths of a meV. This implies that our
prediction of small, FM J values for strongly bent Ir-O-Ir links in Nd2Ir2O7
and Tb2Ir2O7 is solid. MRCI results in good agreement with experimental data
were earlier reported using the same quantum chemistry approach for corner-
sharing IrO6 octahedra with Ir-O-Ir bond angles of 180◦ in Ba2IrO4 [215], 157◦
in Sr2IrO4 [59], and 140◦ in CaIrO3 [233]. Remarkably large variations of the
anisotropic interactions as function of bond angles were also computed for
edge-sharing octahedra in honeycomb iridates [103], with the Kitaev coupling
evolving between ≈0 meV at 90◦, an ab initio result which challenges present
superexchange models [13], to ≈25 meV for 100◦.
Adiabatic magnon spectra computed for the Nd and Tb pyrochlore iridates
of the 227 family are provided in Fig. 6.4.(a)-(b). The spectra of Sm227,
Eu227, Er227, Lu227, and Y227 display very similar features, see Figs. 6.3, as
all these compounds possess the same type of AIAO magnetic order. Nd227
and Tb227, on the other hand, exhibit an instability towards the formation of
emergent domain-wall states. Magnon spectra for the case of collinear FM
ground states are displayed for these two materials in Fig. 6.4. Interestingly,
both spectra feature very at (nearly degenerate) bands at intermediate en-
ergies along the L→ Γ direction [red ellipses in Figs. 6.4.(a)-(b)]. A nearly
vanishing magnon dispersion in the L→Γ sector brings the prospect of using
magnetic excitations which reverse the orientation of the magnetic moments
for storing magnetic information. Along this line of thinking, we show in
Fig. 6.4.(d) the Ir-site magnetic moments averaged over a simulation time of
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82 ps. The region in red color indicates an area where the Ir moments are
constant in time, pointing out of the kagomé (111) plane, while blue color
illustrates a strong magnetic perturbation that reverses the magnetization di-
rection. The evolution in time of the spin system was modeled according to
the Landau-Lifshitz-Gilbert (LLG) equation of motion, after the system was
thermalised at a very low temperature (10−3 K). A time-dependent external
magnetic eld with a frequency corresponding to the energy range in which
the Nd227 magnon spectra are at (32.34 meV) was applied in the simulation,
within a limited domain of 6×6×1 unit cells. Moreover, the external eld was
applied along the (1 1 1) direction, which corresponds to the direction L→Γ in
reciprocal space. As shown in Fig. 6.4.(d), the magnetic perturbation is not
able to propagate out of the excitation region. In other words, any perturba-
tion that reverses the orientation of the moments stay localized in this area,
without propagation or dissipation via spin-waves.
6.4.3 Magnetic ground state
Magnetic ground-state congurations for the series of 227 iridates were ob-
tained using the coupling parameters derived from the quantum-chemistry cal-
culations listed in Table 6.3. It was done using a two-stage approach. For
the rst step, a classical Monte Carlo simulated annealing [234] was used
to `thermalise' the system, at a temperature slightly above 0 (10−3K). A
subsequent data sampling was performed with the help of an atomistic spin
dynamics (ASD) method, as implemented in the UppASD code (see [235]).
In the resulting ground-state the atomic spin moments were found to have a
AIAO arrangement, see Fig. 6.5.(d).
For sites lying within a plane perpendicular to the (1 1 1) crystallographic
axis, we plot the projection of magnetic moments along the z direction, +z
and −z [228] in Figs. 6.5.(a)-(b) for both Tb2Ir2O7 and Nd2Ir2O7. There is
a net FM component arising from the moments at Ir sites in the (1 1 1) plane,
pointing along the z-axis in each of the blue (+z) and red (−z) sectors and
there is a transition region (shown in green color) where the z-projected mo-
ment rotate continuously from parallel orientation in blue to antiparallel in red,
giving rise to an emergent domain-wall state [219]. The arrangement of Ir sites
within a kagomé plane of the pyrochlore lattice is depicted in Fig. 6.5.(c). The
plots in Figs. 6.5.(a)-(b) correspond to such a plane. This domain-wall struc-
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ture and the associated degenerate magnetic ground state can be destroyed
by small magnetic elds applied along the (1 1 1) crystallographic direction.
One other point to note is that the R-ion magnetic sublattice is not taken
into account in our computations, which might have a role to play in the
realization of AIAO order in R2Ir2O7 pyrochlores [221224]. The prime mo-
Fig. 6.4 Adiabatic magnon spectra for (a) Nd227 and (b) Tb227. The region
with almost flat bands is indicated with a red ellipse. (c) Snapshot after applying
a time-dependent external magnetic field in Nd227. The external perturbation is
applied locally, within a region of approximately 6×6×1 unit cells; the sampled
volume is 40×40×3 unit cells. ‘Perturbed’ spins are indicated in green color. (d)
Time-averaged magnetic moments. Magnon activity is indicated in blue color.
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Fig. 6.5 Ground-state spin structures in 227 iridates. Computational results for
Tb227 and Nd227 are provided in (a) and (b), respectively, for planar atomic
configurations of 40×40 unit cells normal to the [1 1 1] crystallographic direction.
The blue and red sectors represent different orientations of the z components of
the Ir magnetic moments, parallel or antiparallel to the z axis. The transition
region between those sectors is highlighted in green. A kagomé Ir plane onto
which the magnetic moments in (a) and (b) are mapped is sketched in (c) while
(d) displays the AIAO spin arrangement found by ASD for the other iridates
studied here.
tivation behind excluding them is the weak exchange interaction between the
rare-earth species and any of the other atoms of this class of compounds. In
the calculations discussed here, the negligence of the rare-earth moments has
the eect that, for a given D/J ratio, our simulations somewhat overestimate
the tendency towards the formation of the domain-wall states shown in Figs.
6.5.(a)-(b). However, an experimental realization of the data in Figs. 6.5.(a)-
(b) is still realistic and according to our MRCI results, the most `responsive'
compounds should be the Tb227, Nd227, and Lu227 systems.
This assertion is further supported by complementary CMF calculations,
that also take into account the eect of quantum uctuations. For quantum
systems, the CMF approach involves much smaller nite-size eects as com-
pared to conventional mean-eld theory [236]. In the context of eective spin
Hamiltonians with large anisotropic couplings, the eciency of this approach
has been quantitatively conrmed for the case of the Kitaev-Heisenberg model
on the honeycomb lattice [237]. The Lanczos method was used here in order
to solve the self-consistent mean-eld equations, as detailed in Ref. [39]. The
Parameter regime with relatively small, FM Heisenberg J and large anisotropic
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Fig. 6.6 CMF results for FM NN Heisenberg exchange (J <0) of the pyrochlore
lattice. (a) Total spin normalized with respect to the maximum spin, S/Smax, as
a function of D/J . (b) Mean-field values ⟨Sαi ⟩ as functions of the ratio D/|J |,
with Γxx fixed to Γxx/|J |=−2. The following symbols were used in (b): circles
for ⟨Sx1 ⟩ = ⟨Sz1⟩ = −⟨Sx3 ⟩ = −⟨Sz3⟩, squares for ⟨Sx2 ⟩ = −⟨Sz2⟩ = −⟨Sx4 ⟩ = ⟨Sz4⟩,
crosses for ⟨Sy1 ⟩ = ⟨S
y
3 ⟩, and triangles for ⟨S
y
2 ⟩ = ⟨S
y
4 ⟩. The positions of the
four different Ir sites are shown in the inset of (a). (c) CMF ground-state
phase diagram for J < 0 as function of Γxx/|J | and D/|J |. Schematic spin
configurations for each particular phase are also provided.
couplings D and Γx′x′ were the main focus of these studies, which according to
the quantum chemistry results is relevant at strong bending of the Ir-O-Ir links
(i.e., for Tb2Ir2O7 and Nd2Ir2O7). Γy′y′ was not considered in the CMF cal-
culations because of the fact that the quantum chemistry MRCI data suggest
vanishing Γy′y′ for the lower values of Ir-O-Ir bond angle (see Table I). Self-
consistently converged results for the normalized total spin S/Smax and the
mean-eld solutions ⟨Sαi ⟩ are given in Fig. 6.6(a-b) as functions of the D/|J |
ratio for Γx′x′ xed to Γx′x′/|J | = −2. For compactness the prime symbols
were omitted in this gure and in the following discussion for compactness. For
the case of Γxx<0, all components of the NN exchange interactions are FM
in the absence of DM contributions, therefore a long-range-ordered (LRO) FM
state, characterized by S/Smax ∼ 1, is naively expected. On the other hand,
the AIAO state was stabilized by strong DM couplings. However, the nature
of the intermediate regime is not very clear, i.e., in between the LRO FM
and AIAO phases. As a result of competing FM J and DM interactions, we
nd here an unique state where the mean-eld solutions no longer imply FM
order, but the total spin still retains a high value. This implies that FM LRO
6.5 Conclusions 109
is destroyed but the FM uctuations are still very strong. It is, in other words,
a short-range-ordered (SRO) FM phase. This SRO FM state corresponds to
the domain-wall state found in the classical Monte Carlo simulations. D/|J |
is an essential parameter to control the size of the domain walls. Fig. 6.6
presents the summarized CMF phase diagram, where the `MRCI positions' of
Tb227 and Nd227 are also indicated. In the CMF calculations, the MRCI sets
of parameters for Tb227 and Nd227 fall within the AIAO domain, in agree-
ment with the interpretation of available experimental data [221224], but
are nevertheless very close to the SRO FM phase boundary. Our combined
quantum chemistry, Monte Carlo, and CMF results therefore suggest that the
domain-wall state could be reached by very little additional bending of the
Ir-O-Ir bonds, using for instance pressure or strain, or by small perturbations
in magnetic eld.
6.5 Conclusions
In the context of antisymmetric exchange anisotropy, also referred to as the
DM interaction, a large body of theoretical studies focused so far on extensions
of the Hubbard model and layered square-lattice materials such as La2CuO4
[211213] and Sr2IrO4 [13, 209, 210]. In general, D≪ J , with D values
three orders of magnitude smaller than J in cuprates [213]. More recently,
Dzyaloshinskii-Moriya interaction strengths of 2025% of the Heisenberg J
have been estimated in Sr2IrO4 [13, 59, 209, 210]. In this chapter, we used ab
initio quantum-chemistry techniques to reveal a singular situation in which the
DM coupling parameter D outstrips the isotropic Heisenberg interaction. This
is achieved according to our calculations in the pyrochlore iridates Nd2Ir2O7
and Tb2Ir2O7, displaying strongly bent Ir-O-Ir links with bond angles of less
than 125◦.
In particular, we nd that variation of the Ir-O-Ir bond angles, from >130◦
in Sm2Ir2O7 and Eu2Ir2O7 [228] to 119◦ in Nd2Ir2O7 [214], induces dramatic
modications of the D/J ratio, from D/J < 0.2 in Sm2Ir2O7 and Eu2Ir2O7
to D/|J |& 3 for bond angles around 120◦. The latter result, D/J > 3, is
outstanding and shows that, e.g., the topological magnon bands recently pre-
dicted for D/J>0.7 [220] can be indeed realized in pyrochlore-derived bilayer
nanostructures. These very large D/J values and the possibility of tuning the
sign of the Heisenberg coupling by changing the bond angles strongly suggests
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that the 227 iridates, either as bulk or thin lms, present an ideal playground
for the study of DM-driven quantum magnetism. This research area holds
promise both from the perspective of fundamental science [216220] and at
the level of device applications [216]. We further show that such a regime is
prone to the formation of emergent domain-wall states. In our computations
both Nd2Ir2O7 and Tb2Ir2O7 feature magnon dispersions that are almost zero
along specic directions. This points to the potential use of magnetic excita-
tions which reverse the orientation of the magnetic moments to store magnetic
information. Indeed, the calculated magnetization dynamics shows that these
excited magnetic modes are unable to propagate out of the excitation region.
Summary
The main aim of this thesis was to investigate as well as explore routes
to tune the anisotropic magnetic interactions among the spin-orbit entangled
pseudospin S = 1/2 moments in 4d5 and 5d5 honeycomb lattice-based systems
and pyrochlore iridates. Computational quantum-chemistry methods were em-
ployed to derive NN magnetic interactions by mapping the ab initio data onto
an eective spin Hamiltonian. We showed that quantum-chemistry techniques
can be successfully applied for quantitative studies of magnetic interactions in
these TM compounds.
We started with the electronic structure calculations for α-RuCl3 in chapter
3. We found a sizable trigonal splitting of the Ru 4d5 levels in α-RuCl3, which
contributed to the splitting among spin-orbit excitation energies. NN magnetic
couplings derived from the ab initio computations show a weak Heisenberg
interaction J of antiferromagnetic nature while the Kitaev coupling K is 35
times larger in magnitude but is ferromagnetic. These exchange parameters
were then used in the eective-model exact-diagonalization calculations to
retrieve the magnetic phase diagram as a function of second and third NN
couplings, J2 and J3. Also, a transition from zigzag order to a spin-liquid
state for a magnetic eld of 10 T along the c direction was found.
Moreover, in chapter 4, we investigated the eects of uniform pressure and
strain on the exchange couplings in iridium and ruthenium compounds with
honeycomb and related lattices. The results showed that magnetic interactions
stemming from dierent exchange processes renormalize dierently under vol-
ume change. This then suggests that external pressure or strain in actual
materials could therefore play a vital role in the experimental exploration of
the rich theoretical phase diagram.
In chapter 5, we examined NN magnetic interactions in a recently proposed
Kitaev SL candidate  H3LiIr2O6. The presence of hydrogen cations next to
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a Ir-Ir link strongly aects the spin interactions in this system. Our ndings
suggested that randomness in stacking of the honeycomb layers and H-ion
vacancies remove the axial cationic potential at least for part of the O ligands,
which yields unparalleled Kitaev interaction strengths of −40 meV for Ir-O-Ir
angles of ≈100◦, larger by factors of 23 as compared to the honeycomb Kitaev-
Heisenberg material Na2IrO3 and 6 in comparison to RuCl3. This suggests
that hydrogen disorder introduces very strong magnetic bond disorder and any
form of hydrogen disorder thereby counteracts the tendency to form long-range
ordered states that are driven by longer-range magnetic couplings.
In chapter 6, we addressed the nature of magnetic interactions in pyrochlore
iridates where we nd a unique feature, i.e., the DM coupling parameter D
outstrips the isotropic Heisenberg interaction. This is achieved for Nd2Ir2O7
and Tb2Ir2O7, displaying strongly bent Ir-O-Ir links with bond angles of less
than 125◦. In particular, we found that variation of the Ir-O-Ir bond angles,
from >130◦ in Sm2Ir2O7 and Eu2Ir2O7 to 119◦ in Nd2Ir2O7, induces dramatic
modications of the D/J ratio, from D/J < 0.2 in Sm2Ir2O7 and Eu2Ir2O7
to D/|J |&3 for bond angles around 120◦. These very large D/J values and
the possibility of tuning the sign of the Heisenberg coupling by changing the
bond angles strongly suggests that the 227 iridates, either as bulk or thin lms,
present an ideal playground for the study of DM-driven quantum magnetism.
Publications
1. R. Yadav, M. S. Eldeeb, R. Ray, S. Aswartham, M. I. Sturza ,S. Nishi-
moto, J. van den Brink and L. Hozoi Engineering Kitaev exchange in
stacked iridate layers: impact of inter-layer species on in-plane mag-
netism Chem. Sci., (2018)
2. R. Yadav, R. Ray, M. S. Eldeeb, S. Nishimoto, L. Hozoi and J. van
den Brink Strong eect of H order on magnetic Kitaev interactions in
H3LiIr2O6 Phys. Rev. Lett 21, 197203 (2018).
3. R. Yadav, S. Rachel, L. Hozoi, J. van den Brink and G. Jackeli Pressure-
tuned magnetic interactions in honeycomb Kitaev materials Phys. Rev.
B 98, 121107(R) (2018).
4. R. Yadav, M. Pereiro, N. A. Bogdanov, S. Nishimoto, A. Bergman, O.
Eriksson, J. van den Brink, and L. Hozoi, Heavy-mass magnetic modes
in pyrochlore iridates due to dominant Dzyaloshinskii-Moriya interac-
tion, Phys. Rev. Materials 2, 074408 (2018).
5. R. Yadav, N. A. Bogdanov, V. M. Katukuri, S. Nishimoto, J. van den
Brink, and L. Hozoi, Kitaev exchange and eld-induced quantum spin-
liquid states in honeycomb α-RuCl3, Sci. Rep. 6, 37925 (2016).
6. V. M. Katukuri, R. Yadav, L. Hozoi, S. Nishimoto, and J. van den Brink,
The vicinity of hyper-honeycomb β−Li2IrO3 to a three dimensional Ki-
taev spin liquid state, Sci. Rep. 6, 29585 (2016).
7. M. Valldor, R. Yadav, L. Hozoi, J van den Brink, A. Maljuk, J. Werner, F.
Scaravaggi, A. U. B. Wolter, B. Büchner Swedenborgite CaBa(Mn2Fe2)O7
with Spin Ordering on a Geometrically Frustrated, Polar, Noncentrosym-
metric S= 5/2 Lattice Z. Anorg. Allg. Chem. 643 (21), 1543-1550
(2017).
114 Anisotropic spin interactions in pyrochlore iridates
8. L. Xu, Z. Zangeneh, R. Yadav, S. Avdoshenko, J. v d Brink, A. Jesche,
L. Hozoi Spin-reversal energy barriers of 305 K for Fe2+ d6 ions with
linear ligand coordination Nanoscale 9 (30), 10596-10600 (2017).
9. G. Bastien, G. Garbarino, R. Yadav, F. J. Martinez-Casado, R. B. Ro-
dríguez, Q. Stahl, M. Kusch, S. P. Limandri, R. Ray, P. Lampen-Kelley, D.
G. Mandrus, S. E. Nagler, M. Roslova, A. Isaeva, T. Doert, L. Hozoi, A.
U. B. Wolter, B. Büchner, J. Geck, J. v d Brink Pressure-induced dimer-
ization and valence bond crystal formation in the Kitaev-Heisenberg mag-
net α-RuCl3 Phys. Rev. B 97, 241108(R) (2018).
10. J. P. Clancy, H. Gretarsson, J. A. Sears, Y. Singh, S. Desgreniers, K.
Mehlawat, S. Layek, G. Kh. Rozenberg, Y. Ding, M. H. Upton, D. Casa,
N. Chen, J. Im, Y. Lee, R. Yadav, L. Hozoi, D. Efremov, J. v d Brink,
Y-J. Kim Pressure-driven collapse of the relativistic electronic ground
state in a honeycomb iridate npj Quantum Materials 3, 35 (2018)
11. M. Majumder, R. S. Manna, G. Simutis, J. C. Orain, T. Dey, F. Freund,
A. Jesche, R. Khasanov, P. K. Biswas, E. Bykova, N. Dubrovinskaia,
L. S. Dubrovinsky, R. Yadav, L. Hozoi, S. Nishimoto, A.A. Tsirlin, P.
Gegenwart Breakdown of magnetic order in the pressurized Kitaev iri-
date β−Li2IrO3 Phys. Rev. Lett. 120, 237202 (2018)
Bibliography
[1] D. I. Khomskii, Transition Metal Compounds (Cambridge Univer-
sity Press, 2014).
[2] M. Imada, A. Fujimori, and Y. Tokura, "Metal-insulator transi-
tions", Rev. Mod. Phys. 70, 1039 (1998).
[3] Y. Tokura and N. Nagaosa, "Orbital physics in transition-metal
oxides", Science 288, 462 (2000).
[4] R. Schaer, E. K-H. Lee, B-J. Yang, and Y. B. Kim, "Recent
progress on correlated electron systems with strong spinorbit cou-
pling", Rep. Prog. Phys. 79, 9 (2016).
[5] W. Witczak-Krempa, G. Chen, Y. B. Kim, and L. Balents, "Corre-
lated quantum phenomena in the strong spin-orbit regime", Ann.
Rev. Cond. Matt. Phys. 5 57 (2014).
[6] S. M. Albrecht, A. P. Higginbotham, M. Madsen, F. Kuemmeth,
T. S. Jespersen, J. Nygård, P. Krogstrup, and C. M. Marcus, "Ex-
ponential protection of zero modes in Majorana islands", Nature
531, 206 (2016).
[7] K. L. Hur, A. Soret, and F. Yang, "Majorana spin liquids, super-
conductivity, topology and quantum computation", Phys. Rev. B
96, 205109 (2017).
[8] L. Balents, "Spin liquids in frustrated magnets", Nature 464, 199
(2010).
[9] P. Fulde, Correlated Electrons in Quantum Matter (World Scien-
tic, 2013).
[10] Y. K. Kim, O. Krupin, J. D. Denlinger, A. Bostwick, E. Rotenberg,
Q. Zhao, J. F. Mitchell, J. W. Allen, and B. J. Kim, "Fermi arcs
in a doped pseudospin-1/2 heisenberg antiferromagnet", Science
345, 187 (2014).
[11] E. Y. Ma, Y-T. Cui, K. Ueda, S. Tang, K. Chen, N. Tamura, P. M.
Wu, J. Fujioka, Y. Tokura, and Z.-X. Shen, "Mobile metallic
domain walls in an all-in-all-out magnetic insulator", Science 350,
538 (2015).
116 Bibliography
[12] A. Banerjee, J. Yan, J. Knolle, C. A. Bridges, M. B. Stone, M. D.
Lumsden, D. G. Mandrus, D. A. Tennant, R. Moessner, and S. E.
Nagler, "Neutron scattering in the proximate quantum spin liquid
α-RuCl3", Science 356, 1055 (2017).
[13] G. Jackeli and G. Khaliullin, "Mott Insulators in the Strong Spin-
Orbit Coupling Limit: From Heisenberg to a Quantum Compass
and Kitaev Models", Phys. Rev. Lett. 102, 017205 (2009).
[14] Jerey G. Rau, Eric Kin-Ho Lee, and Hae-Young Kee, "Spin-
orbit physics giving rise to novel phases in correlated systems: Iri-
dates and related materials", Ann. Rev. Cond. Matt. Phys. 7, 195
(2016).
[15] N.W. Ashcroft and N.D. Mermin, Solid State Physics (Saunders
College, Philadelphia, 1976).
[16] C. Kittel, Introduction to Solid State Physics (John Wiley & Sons,
Inc., New York, 8th edition, 2004).
[17] V. I. Anisimov, M. A. Korotin, and E. Z. Kurmaev, "Band-
structure description of Mott insulators (NiO, MnO, FeO, CoO)",
J Phys. Cond Matt. 2, 3973 (1990).
[18] N F Mott and R Peierls, "Discussion of the paper by de Boer and
Verwey", Proc. Phys. Soc. 49, 72 (1937).
[19] N F Mott, "The basis of the electron theory of metals, with special
reference to the transition metals", Proc. Phys. Soc. Sec. A 62,
416 (1949).
[20] J. Hubbard, "Electron correlations in narrow energy bands", Proc.
Royal Soc. Lond. A: Mathematical, Physical and Engineering Sci-
ences 276, 238 (1963).
[21] B. J. Kim, Hosub Jin, S. J. Moon, J.-Y. Kim, B.-G. Park, C. S.
Leem, Jaejun Yu, T. W. Noh, C. Kim, S.-J. Oh, J.-H. Park, V. Du-
rairaj, G. Cao, and E. Rotenberg, "Novel Jeff = 1/2 mott state
induced by relativistic spin-orbit coupling in Sr2IrO4", Phys. Rev.
Lett. 101, 076402 (2008).
[22] J. C. Slater, "Note on Hartree's method", Phys. Rev. 35, 210
(1930).
[23] F. Hund, "Zur deutung der molekelspektren", Z. Phys. 40, 742
(1927).
[24] J. C. Slater, "The theory of complex spectra", Phys. Rev. 34,
1293 (1929).
Bibliography 117
[25] W. Heitler and F. London, "Wechselwirkung neutraler atome und
homöopolare bindung nach der quantenmechanik", Z. Phys. 44,
455 (1927).
[26] M Cryot, "Theory of Mott transition", Solid State Commun. 8,
1255 (1970).
[27] P. Fazekas, Lecture Notes on Electron Correlation and Magnetism
(World Scientic, 1999).
[28] Robert Schlapp and William G. Penney, "Inuence of Crystalline
Fields on the Susceptibilities of Salts of Paramagnetic Ions. II. The
Iron Group, Especially Ni, Cr and Co", Phys. Rev. 42, 666 (1932).
[29] C. J. Ballhausen, Introduction to Ligand Field Theory (McGraw-
Hill, 1962).
[30] P. Dirac, "The quantum theory of the electron", Proc. R. Soc.
Lond. A 117, 610 (1928).
[31] A. Abragam and B. Bleaney, Electron Paramagnetic Resonance
of Transition Ions (Clarendon Press, Oxford, 1970).
[32] J. M. D. Coey, Magnetism and Magnetic Materials (Cambridge
University Press, 2010).
[33] H.A Kramers, "L'interaction entre les atomes magnétogènes dans
un cristal paramagnétique", Physica 1, 182 (1934).
[34] P. W. Anderson, "Antiferromagnetism: theory of superexchange
interaction", Phys. Rev., 79, 350 (1950).
[35] P. W. Anderson, "New approach to the theory of superexchange
interactions", Phys. Rev. 115, 2 (1959).
[36] J. B. Goodenough, "An interpretation of the magnetic properties
of the perovskite-type mixed crystals La1xSrxCoO3−λ", J. Phys.
Chem. Solids 6, 287 (1958).
[37] D. C. Mattis, The Theory of Magnetism I-II (Springer-Verlag,
1987).
[38] V. M. Katukuri, S. Nishimoto, V. Yushankhai, A. Stoyanova,
H. Kandpal, S. Choi, R. Coldea, I. Rousochatzakis, L. Hozoi,
and J. van den Brink. "Kitaev interactions between j = 1/2 mo-
ments in honeycomb Na2IrO3 are large and ferromagnetic: insights
from ab initio quantum chemistry calculations", New J. Phys. 16,
013056 (2014).
[39] R. Yadav, M. Pereiro, N. A. Bogdanov, S. Nishimoto, A. Bergman,
O. Eriksson, J. v d Brink, and L. Hozoi, "Heavy-mass mag-
netic modes in pyrochlore iridates due to dominant Dzyaloshinskii-
Moriya interaction", Phys. Rev. Materials 2, 074408 (2018).
118 Bibliography
[40] R. Yadav, N. A. Bogdanov, V. M. Katukuri, S. Nishimoto, J. van
den Brink, and L. Hozoi, "Kitaev exchange and eld-induced
quantum spin-liquid states in honeycomb α-RuCl3", Sci. Rep. 6,
37925 (2016).
[41] C. d. Graaf and R. Broer, Magnetic Interactions in Molecules and
Solids (Springer International Publishing, 2015).
[42] J. R. Gispert, Coordination Chemistry (Wiley-VCH, 2008).
[43] J. B. Goodenough and A. L. Loeb, "Theory of ionic ordering,
crystal distortion, and magnetic exchange due to covalent forces
in spinels", Phys. Rev. 98, 391 (1955).
[44] J. Kanamori, "Superexchange interaction and symmetry proper-
ties of electron orbitals", J Phys. Chem. Solids 10, 87 (1959).
[45] P. Atkins and R. Friedman, Molecular Quantum Mechanics (Ox-
ford university press, 07 2011).
[46] P. Huang and E. A. Carter, "Advances in correlated electronic
structure methods for solids, surfaces, and nanostructures", Ann.
Rev. Phys. Chem. 59, 261 (2008).
[47] T. Helgaker, P. Jørgensen, and J. Olsen, Molecular Electronic-
Structure Theory (Wiley, Chichester, 2000).
[48] R. O. Jones and O. Gunnarsson, "The density functional formal-
ism, its applications and prospects", Rev. Mod. Phys. 61, 689
(1989).
[49] P. Hohenberg and W. Kohn, "Inhomogeneous electron gas", Phys.
Rev. 136, B864 (1964).
[50] W. Kohn and L. J. Sham, "Self-consistent equations including
exchange and correlation eects", Phys. Rev. 140, A1133 (1965).
[51] U von Barth, "Basic density-functional theoryan overview",
Phys. Scr. 2004, T109 (2004).
[52] O. Gunnarsson and B. I. Lundqvist, "Erratum: Exchange and
correlation in atoms, molecules, and solids by the spin-density-
functional formalism", Phys. Rev. B 15, 6006 (1977).
[53] O. Gunnarsson, M. Jonson, and B.I. Lundqvist, "Exchange and
correlation in inhomogeneous electron systems", Solid State Com-
mun., 24, 765 (1977).
[54] O. Gunnarsson and B. I. Lundqvist, "Exchange and correlation in
atoms, molecules, and solids by the spin-density-functional formal-
ism", Phys. Rev. B 13, 4274 (1976).
Bibliography 119
[55] K. Burke, J. P. Perdew, and M. Ernzerhof, "Why semilocal func-
tionals work: Accuracy of the on-top pair density and importance
of system averaging", J. Chem. Phys. 109, 3760 (1998).
[56] L. Hozoi, U. Birkenheuer, P. Fulde, A. Mitrushchenkov, and
H. Stoll, "Ab initio wave function-based methods for excited states
in solids: Correlation corrections to the band structure of ionic ox-
ides", Phys. Rev. B 76, 085109 (2007).
[57] D. Muñoz, C. De Graaf, and F. Illas, "Putting error bars on
the ab initio theoretical estimates of the magnetic coupling con-
stants: The parent compounds of superconducting cuprates as a
case study", J. Comput. Chem. 25, 1234 (2004).
[58] N. A. Bogdanov, J. van den Brink, and L. Hozoi, "Ab initio
computation of d-d excitation energies in low-dimensional Ti and
V oxychlorides", Phys. Rev. B 84, 6 (2011).
[59] N. A. Bogdanov, V. M. Katukuri, J. Romhányi, V. Yushankhai,
V. Kataev, B. Büchner, J. van den Brink, and L. Hozoi, "Or-
bital reconstruction in nonpolar tetravalent transition-metal oxide
layers", Nat. Commun. 6, 7306 (2015).
[60] G. H. Booth, A. Grüneis, G. Kresse, and A. Alavi, "Towards
an exact description of electronic wavefunctions in real solids",
Nature 493, 365 (2012).
[61] H. Stoll and K. Doll, "Approaching the bulk limit with nite cluster
calculations using local increments: the case of LiH", J. Chem.
Phys. 136, 074106 (2012).
[62] C. Müller and B. Paulus, "Wavefunction-based electron correlation
methods for solids", Phys. Chem. Chem. Phys. 14, 7605 (2012).
[63] R. Maurice, C. de Graaf, and N. Guihéry, "Magnetic anisotropy
in binuclear complexes in the weak-exchange limit: From the mul-
tispin to the giant-spin Hamiltonian", Phys. Rev. B 81, 214427
(2010).
[64] R. Maurice, A.-M. Pradipto, C. de Graaf, and R. Broer, "Mag-
netic interactions in LiCu2O2: Single-chain versus double-chain
models", Phys. Rev. B 86, 024411 (2012).
[65] D. R. Hartree, "The wave mechanics of an atom with a non-
Coulomb central eld: Part I- theory and methods", Math. Proc.
Camb. Philos. Soc. 24, 89 (1928).
[66] V. Fock, "Näherungsmethode zur lösung des quantenmechanis-
chen mehrkörperproblems", Z. Phys. 61, 126 (1930).
120 Bibliography
[67] H.-J. Werner and P. J. Knowles, "An ecient internally contracted
multicongurationreference conguration interaction method", J.
Chem. Phys., 89 5803 (1988).
[68] P. J. Knowles and H.-J. Werner, "Internally contracted
multiconguration-reference conguration interaction calculations
for excited states", Theor. Chim. Acta 84, 95 (1992).
[69] George H. Booth, Alex J. W. Thom, and Ali Alavi, "Fermion
monte carlo without xed nodes: A game of life, death, and anni-
hilation in slater determinant space", J. Chem. Phys. 131, 054106
(2009).
[70] Deidre Cleland, George H. Booth, and Ali Alavi, "Communica-
tions: Survival of the ttest: Accelerating convergence in full
conguration-interaction quantum monte carlo", J. Chem. Phys.
132, 041103 (2010).
[71] F. R. Petruzielo, A. A. Holmes, Hitesh J. Changlani, M. P. Nightin-
gale, and C. J. Umrigar, "Semistochastic projector monte carlo
method", Phys. Rev. Lett. 109, 230201 (2012).
[72] N. S. Blunt, Simon D. Smart, J. A. F. Kersten, J. S. Spencer,
George H. Booth, and Ali Alavi, "Semi-stochastic full congura-
tion interaction quantum monte carlo: Developments and applica-
tion", J. Chem. Phys. 142, 184107 (2015).
[73] Catherine Overy, George H. Booth, N. S. Blunt, James J. Shep-
herd, Deidre Cleland, and Ali Alavi, "Unbiased reduced density
matrices and electronic properties from full conguration interac-
tion quantum monte carlo", J. Chem. Phys. 141, 244117 (2014).
[74] R. E. Thomas, G. H. Booth, and A. Alavi, "Accurate ab ini-
tio calculation of ionization potentials of the rst-row transition
metals with the conguration-interaction quantum monte carlo
technique", Phys. Rev. Lett. 114, 033001 (2015).
[75] G. Li Manni, S. D. Smart, and A. Alavi, "Combining the com-
plete active space self-consistent eld method and the full cong-
uration interaction quantum monte carlo within a super-CI frame-
work, with application to challenging metal-porphyrins", J. Chem.
Theor. Comput. 12, 1245 (2016).
[76] G. H. Booth, D. Cleland, A. Alavi, and D. P. Tew, "An explicitly
correlated approach to basis set incompleteness in full congu-
ration interaction quantum monte carlo", J Chem. Phys. 137,
164112 (2012).
[77] N. S. Blunt, Simon D. Smart, George H. Booth, and Ali Alavi,
"An excited-state approach within full conguration interaction
quantum monte carlo", J. Chem. Phys. 143, 134117 (2015).
Bibliography 121
[78] N. S. Blunt, Ali Alavi, and George H. Booth, "Krylov-projected
quantum monte carlo method", Phys. Rev. Lett. 115, 050603
(2015).
[79] A Lupascu, J P Clancy, H. Gretarsson, Z. Nie, J. Nichols, J. Terzic,
G. Cao, S. S. A. Seo, Z. Islam, M. H. Upton, J. Kim, A. H. Said,
D. Casa, T. Gog, V. M. Katukuri, H. Stoll, L. Hozoi, J. van den
Brink, and Y.-J. Kim, "Tuning magnetic coupling in Sr2IrO4 thin
lms with epitaxial strain", Phys. Rev. Lett. 112, 147201 (2014).
[80] M. Klintenberg, S.E. Derenzo, and M.J. Weber, "Accurate crystal
elds for embedded cluster calculations", Comp. Phys. Commun.
131, 120 (2000).
[81] M. P. de Lara-Castells and A. O. Mitrushchenkov, "A nite cluster
approach to an extended transition metal oxide: A wave function
based study", J. Phys. Chem. C 115, 17540 (2011).
[82] P. Huang and E. A. Carter, "Self-consistent embedding theory
for locally correlated conguration interaction wave functions in
condensed matter", J. Chem. Phys. 125, 084102 (2006).
[83] N. Govind, Y. A. Wang, and E. A. Carter, "Electronic-structure
calculations by rst-principles density-based embedding of explic-
itly correlated systems", J Chem. Phys. 110(16), 7677 (1999).
[84] A. Kitaev, "Anyons in an exactly solved model and beyond", Ann.
Phys. 321, 2 (2006).
[85] J. K. Pachos, Introduction to Topological Quantum Computation
(Cambridge University Press, Cambridge, 2012).
[86] P.W. Anderson, "Resonating valence bonds: A new kind of insu-
lator?", Mater. Res. Bull. 8, 153 (1973).
[87] P. W. Anderson, "The resonating valence bond state in La2CuO4
and superconductivity", Science 235, 1196 (1987).
[88] Patrick A. Lee, Naoto Nagaosa, and Xiao-Gang Wen. "Doping
a mott insulator: Physics of high-temperature superconductivity",
Rev. Mod. Phys. 78, 17 (2006).
[89] Y. Kurosaki, Y. Shimizu, K. Miyagawa, K. Kanoda, and G. Saito,
"Mott transition from a spin liquid to a fermi liquid in the spin-
frustrated organic conductor κ−(ET)2Cu2(CN)3", Phys. Rev.
Lett. 95, 177001 (2005).
[90] Yin-Chen He and Yan Chen, "Majorana fermions qubit states and
non-abelian braiding statistics in quenched inhomogeneous spin
ladders", Phys. Rev. B 88, 180402 (2013).
122 Bibliography
[91] J. Q. You, Z. D. Wang, Wenxian Zhang, and Franco Nori, "En-
coding a qubit with majorana modes in superconducting circuits",
Sci. Rep. 5535 (2014).
[92] Y. Shimizu, K. Miyagawa, K. Kanoda, M. Maesato, and G. Saito,
"Spin Liquid State in an Organic Mott Insulator with a Triangular
Lattice", Phys. Rev. Lett. 91, 107001 (2003).
[93] M. Yamashita, N. Nakata, Y. Senshu, M. Nagata, H. M. Ya-
mamoto, R. Kato, T. Shibauchi, and Y. Matsuda, "Highly Mo-
bile Gapless Excitations in a Two-Dimensional Candidate Quantum
Spin Liquid", Science 328, 1246 (2010).
[94] T.-H. Han, J. S. Helton, S. Chu, D. G. Nocera, J. A. Rodriguez-
Rivera, C. Broholm, and Y. S. Lee, "Fractionalized excitations in
the spin-liquid state of a kagome-lattice antiferromagnet", Nature
492, 406 (2012).
[95] J. Chaloupka, G. Jackeli, and G. Khaliullin, "Kitaev-Heisenberg
Model on a Honeycomb Lattice: Possible Exotic Phases in Iridium
Oxides A2IrO3", Phys. Rev. Lett. 105, 027204 (2010).
[96] Y. Singh and P. Gegenwart, "Antiferromagnetic Mott insulating
state in single crystals of the honeycomb lattice material Na2IrO3".
Phys. Rev. B 82, 064412 (2010).
[97] F. Ye, S. Chi, H. Cao, B. C. Chakoumakos, J. A. Fernandez-Baca,
R. Custelcean, T. F. Qi, O. B. Korneta, and G. Cao, "Direct
evidence of a zigzag spin-chain structure in the honeycomb lat-
tice: A neutron and x-ray diraction investigation of single-crystal
Na2IrO3", Phys. Rev. B 85, 180403 (2012).
[98] S. K. Choi, R. Coldea, A. N. Kolmogorov, T. Lancaster, I. I.
Mazin, S. J. Blundell, P. G. Radaelli, Yogesh Singh, P. Gegenwart,
K. R. Choi, S.-W. Cheong, P. J. Baker, C. Stock, and J. Taylor.
"Spin Waves and Revised Crystal Structure of Honeycomb Iridate
Na2IrO3", Phys. Rev. Lett. 108, 127204 (2012).
[99] T. Takayama, A. Kato, R. Dinnebier, J. Nuss, H. Kono, L.S.I.
Veiga, G. Fabbris, D. Haskel, and H. Takagi, "Hyperhoneycomb
Iridate β-Li2IrO3 as a Platform for Kitaev Magnetism", Phys. Rev.
Lett. 114, 077202 (2015).
[100] K. A. Modic, T. E. Smidt, I. Kimchi, N. P. Breznay, A. Bif-
n, S. Choi, R. D. Johnson, R. Coldea, P. Watkins-Curry, G. T.
McCandless, J. Y. Chan, F. Gandara, Z. Islam, A. Vishwanath,
A. Shekhter, R. D. McDonald, and J. G. Analytis, "Realization of
a three-dimensional spin-anisotropic harmonic honeycomb iridate",
Nat. Commun. 5, 4203 (2014).
Bibliography 123
[101] I. Kimchi and Y.-Z. You, "Kitaev-Heisenberg-J2-J3 model for the
iridates A2IrO3", Phys. Rev. B 84, 180407 (2011).
[102] J. G. Rau, Eric K.-H. Lee, and H.-Y. Kee, "Generic Spin Model
for the Honeycomb Iridates beyond the Kitaev Limit", Phys. Rev.
Lett. 112, 077204 (2014).
[103] S. Nishimoto, V. M. Katukuri, V. Yushankhai, H. Stoll, U. K.
Röÿler, L. Hozoi, I. Rousochatzakis, and J. van den Brink,
"Strongly frustrated triangular spin lattice emerging from triplet
dimer formation in honeycomb Li2IrO3", Nat. Commun. 7, 10273
(2016).
[104] K. W. Plumb, J. P. Clancy, L. J. Sandilands, V. V. Shankar, Y. F.
Hu, K. S. Burch, H.-Y. Kee, and Y.-J. Kim, "α-RuCl3: A spin-
orbit assisted Mott insulator on a honeycomb lattice", Phys. Rev.
B 90, 041112 (2014).
[105] M. Majumder, M. Schmidt, H. Rosner, A. A. Tsirlin, H. Yasuoka,
and M. Baenitz, "Anisotropic Ru3+ 4d5 magnetism in the α-
RuCl3 honeycomb system: Susceptibility, specic heat, and zero-
eld NMR", Phys. Rev. B 91, 180401 (2015).
[106] Y. Kubota, H. Tanaka, T. Ono, Y. Narumi, and K. Kindo, "Suc-
cessive magnetic phase transitions in α-RuCl3: XY-like frustrated
magnet on the honeycomb lattice", Phys. Rev. B 91, 094422
(2015).
[107] J. A. Sears, M. Songvilay, K. W. Plumb, J. P. Clancy, Y. Qiu,
Y. Zhao, D. Parshall, and Y.-J. Kim, "Magnetic order in α-RuCl3:
A honeycomb-lattice quantum magnet with strong spin-orbit cou-
pling", Phys. Rev. B 91, 144420 (2015).
[108] L. J. Sandilands, Y. Tian, K. W. Plumb, Y.-J. Kim, and K. S.
Burch, "Scattering Continuum and Possible Fractionalized Exci-
tations in α-RuCl3", Phys. Rev. Lett. 114, 147201 (2015).
[109] A. Banerjee, C. A. Bridges, J-Q. Yan, A. A. Aczel, L. Li, M. B.
Stone, G. E. Granroth, M. D. Lumsden, Y. Yiu, J. Knolle, S. Bhat-
tacharjee, D. L. Kovrizhin, R. Moessner, D. A. Tennant, D. G.
Mandrus, and S. E. Nagler, "Proximate Kitaev quantum spin liq-
uid behaviour in a honeycomb magnet", Nat. Mater. 4604 (2016).
[110] H.-S. Kim, V. Shankar, A. Catuneanu, and H.-Y. Kee, "Kitaev
magnetism in honeycomb RuCl3 with intermediate spin-orbit cou-
pling", Phys. Rev. B 91, 241110 (2015).
[111] I. Rousochatzakis, J. Reuther, R. Thomale, S. Rachel, and N. B.
Perkins, "Phase Diagram and Quantum Order by Disorder in the
Kitaev K1 −K2 Honeycomb Magnet", Phys. Rev. X 5, 041035
(2015).
124 Bibliography
[112] L. J. Sandilands, Y. Tian, Anjan A. Reijnders, Heung-Sik Kim,
K. W. Plumb, Young-June Kim, Hae-Young Kee, and Kenneth S.
Burch, "Spin-orbit excitations and electronic structure of the puta-
tive Kitaev magnet α−RuCl3", Phys. Rev. B 93, 075144 (2016).
[113] J. G. Bednorz and K. A. Müller, "Possible high Tc superconduc-
tivity in the BaLaCuO system", Z. Phys. B 64, 189 (1986).
[114] E. Pavarini, I. Dasgupta, T. Saha-Dasgupta, O. Jepsen, and O. K.
Andersen, "Band-structure trend in hole-doped cuprates and cor-
relation with tcmax", Phys. Rev. Lett. 87, 047003 (2001).
[115] P. Hansmann, A. Toschi, Xiaoping Yang, O. K. Andersen,
and K. Held, "Electronic structure of nickelates: From two-
dimensional heterostructures to three-dimensional bulk materials",
Phys. Rev. B 82, 235123 (2010).
[116] A. Frano, E. Schierle, M. W. Haverkort, Y. Lu, M. Wu, S. Blanco-
Canosa, U. Nwankwo, A. V. Boris, P. Wochner, G. Cristiani, H. U.
Habermeier, G. Logvenov, V. Hinkov, E. Benckiser, E. Weschke,
and B. Keimer, "Orbital control of noncollinear magnetic order
in nickel oxide heterostructures", Phys. Rev. Lett. 111, 106804
(2013).
[117] A. Blanca-Romero and R. Pentcheva, "Connement-induced
metal-to-insulator transition in strained LaNiO3/LaAlO3 superlat-
tices". Phys. Rev. B 84, 195450 (2011).
[118] E. V. Stroganov and K. V. Ovchinnikov, Ser. Fiz. i Khim. 12, 152
(1957).
[119] A. C. Fox J. M. Fletcher, W. E. Gardner and G. Topping, "X-ray,
infrared, and magnetic studies of α- and β-ruthenium trichloride",
Chem. Soc. A 1038 (1967).
[120] Y. Kobayashi, T. Okada, K. Asai, M. Katada, H. Sano, and
F. Ambe, "Moessbauer spectroscopy and magnetization studies
of α- and β-ruthenium trichloride", Inorg. Chem. 31(22), 4570
(1992).
[121] R. D. Johnson, S. C. Williams, A. A. Haghighirad, J. Singleton,
V. Zapf, P. Manuel, I. I. Mazin, Y. Li, H. O. Jeschke, R. Valentí,
and R. Coldea, "Monoclinic crystal structure of α-RuCl3 and the
zigzag antiferromagnetic ground state", Phys. Rev. B 92, 235119
(2015).
[122] K. Brodersen, G. Thiele, H. Ohnsorge, I. Recke, and F. Moers,
"Die struktur des IrBr3 und über die ursachen der fehlordnungser-
scheinungen bei den in schichtenstrukturen kristallisierenden edel-
metalltrihalogeniden", J. Less Common Metals 15, 347 (1968).
Bibliography 125
[123] H-J. Cantow, H. Hillebrecht, S. N. Magonov, H. W. Rotter, M,
Drechsler, and G. Thiele, "Atomic structure and superstructure
of α− RuCl3 by scanning tunneling microscopy", Angew. Chem.
29, 537 (1990).
[124] H. B. Cao, A. Banerjee, J.-Q. Yan, C. A. Bridges, M. D. Lumsden,
D. G. Mandrus, D. A. Tennant, B. C. Chakoumakos, and S. E.
Nagler, Low-temperature crystal and magnetic structure of α−
RuCl3, Phys. Rev. B 93, 134423 (2016).
[125] M. Klintenberg, S.E. Derenzo, and M.J. Weber "Accurate crystal
elds for embedded cluster calculations", Comput. Phys. Commun.
131, 120 (2000).
[126] K. A. Peterson, D. Figgen, M. Dolg, and H. Stoll, "Energy-
consistent relativistic pseudopotentials and correlation consistent
basis sets for the 4d elements Y − Pd", J. Chem. Phys. 126,
124101 (2007).
[127] D. E. Woon and T. H. Dunning, "Gaussian basis sets for use in
correlated molecular calculations. iii. the atoms aluminum through
argon", J. Chem. Phys. 98, 1358 (1993).
[128] S. Bahr, A. Alfonsov, G. Jackeli, G. Khaliullin, A. Matsumoto, T.
Takayama, H. Takagi, B. Büchner, and V. Kataev, "Low-energy
magnetic excitations in the spin-orbital Mott insulator Sr2IrO4",
Phys. Rev. B 89, 180401(R) (2014).
[129] N. A. Bogdanov, V. M. Katukuri, H. Stoll, J. van den Brink,
and L. Hozoi, "Post-perovskite CaIrO3: A j = 1/2 quasi-one-
dimensional antiferromagnet", Phys. Rev. B 85, 235147 (2012).
[130] K. Ohgushi, J. Yamaura, H. Ohsumi, K. Sugimoto, S. Takeshita,
A. Tokuda, H. Takagi, M. Takata, and T. Arima, "Resonant X-ray
diraction study of the strongly spin-orbit-coupled mott insulator
cairo3", Phys. Rev. Lett. 110, 217212 (2013).
[131] H. J. Werner, P. J. Knowles, G. Knizia, F. R. Manby, and
M. Schütz, "Molpro: a general-purpose quantum chemistry pro-
gram package", Wiley Rev: Comp. Mol. Sci. 2, 242 (2012).
[132] J. Pipek and P. G. Mezey, "A fast intrinsic localization proce-
dure applicable for abinitio and semiempirical linear combination of
atomic orbital wave functions", J. Chem. Phys. 90, 4916 (1989).
[133] A. Berning, M. Schweizer, H.-J. Werner, P. J. Knowles, and
P. Palmieri, "Spin-orbit matrix elements for internally contracted
multireference conguration interaction wavefunctions", Mol.
Phys. 98, 1823 (2000).
126 Bibliography
[134] H. Bolvin, "An alternative approach to the g-matrix: Theory and
applications", Chem. Phys. Chem. 7, 1575 (2006).
[135] S. Vancoillie, P. A. Malmqvist, and K. Pierloot, "Calculation of
EPR g tensors for transition-metal complexes based on multicon-
gurational perturbation theory (CASPT2)", Chem. Phys. Chem.
8, 1803 (2007).
[136] A. Abragam and B. Bleaney, Electron Paramagnetic Resonance
of Transition Ions (Clarendon Press, August 1970).
[137] I. A. Miller and E. L. Oenbacher, "Electron Spin Resonance of
Ru3+ in Yttrium Gallium Garnet and Yttrium Aluminum Garnet",
Phys. Rev. 166, 269 (1968).
[138] V. M. Katukuri, S. Nishimoto, I. Rousochatzakis, H. Stoll, J. van
den Brink, and L. Hozoi, "Strong magnetic frustration and anti-
site disorder causing spin-glass behavior in honeycomb Li2RhO3",
Sci. Rep. 5, 14718 (2015).
[139] J.-A. Yang, Y.-P. Huang, M. Hermele, T. Qi, G. Cao, and
D. Reznik, "High-energy electronic excitations in Sr2IrO4 ob-
served by raman scattering", Phys. Rev. B 91, 195140 (2015).
[140] J. Kim, M. Daghofer, A. H. Said, T. Gog, J. van den Brink,
G. Khaliullin, and B. J. Kim, "Excitonic quasiparticles in a spin-
orbit Mott insulator", Nat. Commun. 5, 4453 (2014).
[141] V. M. Katukuri, K. Roszeitis, V. Yushankhai, A. Mitrushchenkov,
H. Stoll, M. van Veenendaal, P. Fulde, J. van den Brink, and L. Ho-
zoi, "Electronic structure of low-dimensional 4d5 oxides: Interplay
of ligand distortions, overall lattice anisotropy, and spin−orbit in-
teractions", Inorg. Chem. 53, 4833 (2014).
[142] G. Khaliullin, "Orbital order and uctuations in Mott insulators",
Prog. Theor. Phys. Suppl. 160, 155 (2005).
[143] I. Dzyaloshinsky, "A thermodynamic theory of weak ferromag-
netism of antiferromagnetics", J Phys. Chem. Solids 4, 241
(1958).
[144] Tôru Moriya, "Anisotropic superexchange interaction and weak
ferromagnetism", Phys. Rev. 120, 91 (1960).
[145] K. Pierloot, B. Dumez, P.-O. Widmark, and B. O. Roos, "Den-
sity matrix averaged atomic natural orbital (ANO) basis sets for
correlated molecular wave functions", Theor. Chim. Acta 90, 87
(1995).
[146] S. M. Winter, Y. Li, H. O. Jeschke, and R. Valentí, "Challenges
in Design of Kitaev Materials: Magnetic Interactions from Com-
peting Energy Scales", Phys. Rev. B 93, 214431 (2016).
Bibliography 127
[147] J. Knolle, D. L. Kovrizhin, J. T. Chalker, and R. Moessner, "Dy-
namics of a Two-Dimensional Quantum Spin Liquid: Signatures
of Emergent Majorana Fermions and Fluxes", Phys. Rev. Lett.
112, 207203 (2014).
[148] Z. Nussinov and J. van den Brink, "Compass models: Theory and
physical motivations", Rev. Mod. Phys., 87, 1 (2015).
[149] S. Nishimoto, N. Shibata, and C. Hotta, "Controlling frustrated
liquids and solids with an applied eld in a kagome Heisenberg
antiferromagnet", Nat. Commun. 4, 2287 (2013).
[150] A. Banerjee, P. Lampen-Kelley, J. Knolle, C. Balz, A. A. Aczel,
B. Winn, Y. Liu, D. Pajerowski, J. Yan, C. A. Bridges, A. T. Savici,
B. C. Chakoumakos, M. D. Lumsden, D. A. Tennant, R. Moessner,
D. G. Mandrus, and S. E. Nagler, "Excitations in the eld-induced
quantum spin liquid state of α-RuCl3", npj Quant. Mater. 3, 8
(2018).
[151] S.-H. Baek, S.-H. Do, K.-Y. Choi, Y. S. Kwon, A. U. B. Wolter,
S. Nishimoto, Jeroen van den Brink, and B. Büchner, "Evidence
for a eld-induced quantum spin liquid in α-RuCl3", Phys. Rev.
Lett. 119, 037201 (2017).
[152] J. A. Sears, Y. Zhao, Z. Xu, J. W. Lynn, and Young-June Kim,
"Phase diagram of α−RuCl3 in an in-plane magnetic eld", Phys.
Rev. B 95, 180411 (2017).
[153] Y. Singh, S. Manni, J. Reuther, T. Berlijn, R. Thomale, W. Ku,
S. Trebst, and P. Gegenwart, "Relevance of the Heisenberg-Kitaev
Model for the Honeycomb Lattice Iridates A2IrO3", Phys. Rev.
Lett. 108, 127203 (2012).
[154] T. Takayama, A. Kato, R. Dinnebier, J. Nuss, H. Kono, L.S.I.
Veiga, G. Fabbris, D. Haskel, and H. Takagi, "Hyperhoneycomb
iridate β-Li2IrO3 as a platform for Kitaev magnetism", Phys. Rev.
Lett. 114, 077202 (2015).
[155] S. H. Chun, J.-W. Kim, J. Kim, H. Zheng, C. C. Stoumpos, C. D.
Malliakas, J. F. Mitchell, K. Mehlawat, Y. Singh, Y. Choi, T. Gog,
A. Al-Zein, M. M. Sala, M. Krisch, J. Chaloupka, G. Jackeli,
G. Khaliullin, and B. J. Kim, "Direct evidence for dominant bond-
directional interactions in a honeycomb lattice iridate Na2IrO3",
Nat. Phys. 11, 462 (2015).
[156] A. Banerjee, J. Yan, J. Knolle, C. A. Bridges, M. B. Stone, M. D.
Lumsden, D. G. Mandrus, D. A. Tennant, R. Moessner, and S. E.
Nagler, "Neutron scattering in the proximate quantum spin liquid
α−RuCl3", Science 356, 1055 (2017).
128 Bibliography
[157] V. M. Katukuri, R. Yadav, L. Hozoi, S. Nishimoto, and J. van
den Brink, "The vicinity of hyper-honeycomb β-Li2IrO3 to a three
dimensional Kitaev spin liquid state", Sci. Rep. 6, 29585 (2016).
[158] Y. Yamaji, Y. Nomura, M. Kurita, R. Arita, and M. Imada, "First-
Principles Study of the Honeycomb-Lattice Iridates Na2IrO3 in
the Presence of Strong Spin-Orbit Interaction and Electron Corre-
lations", Phys. Rev. Lett. 113, 107201 (2014).
[159] Heung-Sik Kim, Vijay Shankar V., Andrei Catuneanu, and Hae-
Young Kee, "Kitaev magnetism in honeycomb RuCl3 with inter-
mediate spin-orbit coupling", Phys. Rev. B 91, 241110 (2015).
[160] S. M. Winter, A. A. Tsirlin, M. Daghofer, J. van den Brink,
Y. Singh, P. Gegenwart, and R. Valenti, "Models and materi-
als for generalized Kitaev magnetism", J. Phys. Condens. Matter
29, 493002 (2017).
[161] L. S. I. Veiga and et.al., "Pressure-tuning of bond-directional ex-
change interactions and magnetic frustration in hyperhoneycomb
iridate", β-Li2IrO3", Phys. Rev. B 96, 140402(R) (2017).
[162] N. P. Breznay, A. Ruiz, A. Frano, W. Bi, R. J. Birgeneau,
D. Haskel, and J. G. Analytis, "Resonant x-ray scattering re-
veals possible disappearance of magnetic order under hydrostatic
pressure in the Kitaev candidate γ−Li2IrO3", Phys. Rev. B 96,
020402 (2017).
[163] Z. Wang, J. Guo, F. F. Tafti, A. Hegg, S. Sen, V. A. Sidorov,
L. Wang, S. Cai, W. Yi, Y. Zhou, H. Wang, S. Zhang, K. Yang,
A. Li, X. Li, Y. Li, J. Liu, Y. Shi, W. Ku, Q. Wu, R. J. Cava,
and L. Sun, "Pressure-induced melting of magnetic order and
emergence of a new quantum state in α−RuCl3", Phys. Rev. B
97, 245149 (2018).
[164] G. Bastien, G. Garbarino, R. Yadav, F. J. Martinez-Casado, R. Bel-
trán Rodríguez, Q. Stahl, M. Kusch, S. P. Limandri, R. Ray,
P. Lampen-Kelley, D. G. Mandrus, S. E. Nagler, M. Roslova,
A. Isaeva, T. Doert, L. Hozoi, A. U. B. Wolter, B. Büchner,
J. Geck, and J. van den Brink, "Pressure-induced dimerization
and valence bond crystal formation in the Kitaev-Heisenberg mag-
net α−RuCl3", Phys. Rev. B 97, 241108 (2018).
[165] M. Majumder, R. S. Manna, G. Simutis, J. C. Orain, T. Dey,
F. Freund, A. Jesche, R. Khasanov, P. K. Biswas, E. Bykova,
N. Dubrovinskaia, L. S. Dubrovinsky, R. Yadav, L. Hozoi, S. Nishi-
moto, A. A. Tsirlin, and P. Gegenwart, "Breakdown of magnetic
order in the pressurized kitaev iridate β−Li2IrO3", Phys. Rev.
Lett. 120, 237202 (2018).
Bibliography 129
[166] M. Jenderka, J. Barzola-Quiquia, Z. Zhang, H. Frenzel, M. Grund-
mann, and M. Lorenz, "Mott variable-range hopping and weak an-
tilocalization eect in heteroepitaxial Na2IrO3 thin lms", Phys.
Rev. B 88, 045111 (2013).
[167] S. Rachel, L. Fritz, and M. Vojta, "Landau levels of Majorana
fermions in a spin liquid", Phys. Rev. Lett. 116, 167201 (2016).
[168] B. Perreault, S. Rachel, F. J. Burnell, and J. Knolle, "Majorana
Landau-level Raman spectroscopy", Phys. Rev. B 95, 184429
(2017).
[169] I. Rousochatzakis and N. B. Perkins, "Classical spin liquid instabil-
ity driven by o-diagonal exchange in strong spin-orbit magnets",
Phys. Rev. Lett. 118, 147204 (2017).
[170] W. A. Harrison, Electronic Structure and the Properties of Solids:
The Physics of the Chemical Bond (Dover Publications, NY,
1989).
[171] M. Minola, L. Hozoi, D. Di Castro, R. Felici, M. Moretti Sala,
A. Tebano, G. Balestrino, G. Ghiringhelli, Jeroen van den Brink,
and L. Braicovich, "Measurement of the eect of lattice strain
on magnetic interactions and orbital splitting in CaCuO2 using
resonant inelastic X-ray scattering", Phys. Rev. B 87, 085124
(2013).
[172] V. Hermann, M. Altmeyer, J. Ebad-Allah, F. Freund, A. Jesche,
A. A. Tsirlin, M. Hanand, P. Gegenwart, I. I. Mazin, D. I. Khom-
skii, R. Valentí, and C. A. Kuntscher, "Competition between spin-
orbit coupling, magnetism, and dimerization in the honeycomb
iridates: α− Li2IrO3 under pressure", Phys. Rev. B 97, 020104
(2018).
[173] D. Figgen, K. A. Peterson, M. Dolg, and H. Stoll, "Energy-
consistent relativistic pseudopotentials and correlation consistent
basis sets for the 5d elements Hf − Pt", J. Chem. Phys. 130,
164108 (2009).
[174] T. H. Dunning, "Gaussian basis sets for use in correlated molecular
calculations. i. the atoms boron through neon and hydrogen", J.
Chem. Phys. 90, 1007 (1989).
[175] P. Lampen-Kelley, S. Rachel, J. Reuther, J.-Q. Yan, A. Baner-
jee, C.A. Bridges, H.B. Cao, S.E. Nagler, and D. Mandrus,
"Anisotropic susceptibilities in the honeycomb Kitaev system α-
RuCl3", arXiv:1803.04871 (2018).
[176] L. Janssen, E. C. Andrade, and M. Vojta, "Magnetization pro-
cesses of zigzag states on the honeycomb lattice: Identifying spin
models for α−RuCl3 and Na2IrO3", Phys. Rev. B 96, 064430
(2017).
130 Bibliography
[177] Y. Cui, J. Zheng, K. Ran, Jinsheng Wen, Zheng-Xin Liu, B. Liu,
Wenan Guo, and Weiqiang Yu, "High-pressure magnetization and
NMR studies of α−RuCl3", Phys. Rev. B 96, 205147 (2017).
[178] H. Schäfer, H.G. V. Schnering, J. Tillack, F. Kuhnen, H. Wöhrle,
and H. Baumann, "Neue Untersuchungen über die Chloride des
Molybdäns", Z. Anorg. Allg. Chem. 353, 81 (1967)
[179] M. A. McGuire, J. Yan, P. Lampen-Kelley, A. F. May, V. R.
Cooper, L. Lindsay, A. Puretzky, L. Liang, S. KC, E. Cakmak,
S. Calder, and B. C. Sales, "High-temperature magnetostructural
transition in van der waals-layered α−MoCl3", Phys. Rev. Mate-
rials 1, 064001 (2017).
[180] Heung-Sik Kim and Hae-Young Kee, "Crystal structure and mag-
netism in α−RuCl3: An ab initio study", Phys. Rev. B 93, 155143
(2016).
[181] G. Jackeli and D. A. Ivanov, "Dimer phases in quantum antifer-
romagnets with orbital degeneracy", Phys. Rev. B 76, 132407
(2007).
[182] G. Jackeli and D. I. Khomskii, "Classical dimers and dimerized
superstructure in an orbitally degenerate honeycomb antiferromag-
net", Phys. Rev. Lett. 100, 147203 (2008).
[183] Sergey V. Streltsov and Daniel I. Khomskii, "Covalent bonds
against magnetism in transition metal compounds", Proc. Natl.
Acad. Sci. U.S.A. 113, 10491 (2016).
[184] K. Kitagawa, T. Takayama, Y. Matsumoto, A. Kato, R. Takano,
Y. Kishimoto, S. Bette, R. Dinnebier, G. Jackeli, and H. Takagi,
"A spin-orbital-entangled quantum liquid on a honeycomb lattice",
Nature 554, 341 (2018).
[185] Y. Yamaji, Y. Nomura, M. Kurita, R. Arita, and M. Imada, "First-
Principles Study of the Honeycomb-Lattice Iridates Na2IrO3 in
the Presence of Strong Spin-Orbit Interaction and Electron Corre-
lations", Phys. Rev. Lett. 113, 107201 (2014).
[186] S. Bette, T. Takayama, K. Kitagawa, R. Takano, H. Takagi, and
E. Dinnebier, "Solution of the heavily stacking faulted crystal
structure of the honeycomb iridate H3LiIr2O6", Dalton Trans. 46,
15216 (2017).
[187] R. Yadav, R. Ray, M. S. Eldeeb, S. Nishimoto, L. Hozoi, and
J. van den Brink, "Strong eect of hydrogen order on magnetic
kitaev interactions in H3LiIr2O6", Phys. Rev. Lett. 121, 197203
(2018).
Bibliography 131
[188] H. Gretarsson, J. P. Clancy, X. Liu, J. P. Hill, Emil Bozin, Yogesh
Singh, S. Manni, P. Gegenwart, Jungho Kim, A. H. Said, D. Casa,
T. Gog, M. H. Upton, Heung-Sik Kim, J. Yu, Vamshi M. Katukuri,
L. Hozoi, Jeroen van den Brink, and Young-June Kim, "Crystal-
eld splitting and correlation eect on the electronic structure of
A2IrO3", Phys. Rev. Lett. 110, 076402 (2013).
[189] P. Fuentealba, H. Preuss, H. Stoll, and L. Szentpály, "A proper
account of core-polarization with pseudopotentials: single valence-
electron alkali compounds", Chem. Phys. Lett. 89, 418 (1982).
[190] A. Schäfer, H. Horn, and R. Ahlrichs, "Fully optimized contracted
Gaussian basis sets for atoms Li to Kr", J. Chem. Phys. 97, 2571
(1992).
[191] J. P. Perdew, K. Burke, and M. Ernzerhof, "Generalized gradient
approximation made simple", Phys. Rev. Lett. 77, 3865 (1996).
[192] K. Koepernik and H. Eschrig, "Full-potential nonorthogonal local-
orbital minimum-basis band-structure scheme", Phys. Rev. B 59,
1743 (1999).
[193] https://www.fplo.de.
[194] D. E. Bugaris, M. D. Smith, and H-C. zur Loye, "Hydroux crystal
growth of platinum group metal hydroxides: Sr6NaPd2(OH)17,
Li2Pt(OH)6, Na2Pt(OH)6, Sr2Pt(OH)8, and Ba2Pt(OH)8", Inorg.
Chem. 52, 3836 (2013).
[195] M. S. Eldeeb, R. Yadav, R. Ray, J. van den Brink, and L. Hozoi,
, (unpublished).
[196] M. Abramchuk, C. Ozsoy-Keskinbora, J. W. Krizan, K. R. Metz,
D. C. Bell, and F. Tafti, "Cu2IrO3: A new magnetically frustrated
honeycomb iridate", J. Am. Chem. Soc. 139, 15371 (2017).
[197] N. A. Bogdanov, R. Maurice, I. Rousochatzakis, J. van den Brink,
and L. Hozoi, "Magnetic state of pyrochlore Cd2Os2O7 Emerging
from strong competition of ligand distortions and longer-range
crystalline anisotropy", Phys. Rev. Lett. 110, 127206 (2013).
[198] R. Yadav, S. Rachel, L. Hozoi, J. van den Brink, and G. Jackeli,
"Strain- and pressure-tuned magnetic interactions in honeycomb
kitaev materials", Phys. Rev. B 98, 121107 (2018).
[199] M. Jenderka, R. Schmidt-Grund, M. Grundmann, and M. Lorenz,
"Electronic excitations and structure of Li2IrO3 thin lms grown
on ZrO2:Y (001) substrates", J App. Phys. 117, 025304 (2015).
132 Bibliography
[200] M. Jenderka, J. Barzola-Quiquia, Z. Zhang, H. Frenzel, M. Grund-
mann, and M. Lorenz, "Mott variable-range hopping and weak an-
tilocalization eect in heteroepitaxial Na2IrO3 thin lms", Phys.
Rev. B 88, 045111 (2013).
[201] Xiao-Liang Qi and Shou-Cheng Zhang, "Topological insulators
and superconductors", Rev. Mod. Phys. 83, 1057 (2011).
[202] M. Z. Hasan and C. L. Kane, "Colloquium: Topological insula-
tors", Rev. Mod. Phys. 82, 3045 (2010).
[203] P. A. Lee, N. Nagaosa, and X.-G. Wen, "Doping a mott insulator:
Physics of high-temperature superconductivity", Rev. Mod. Phys.
78, 17 (2006).
[204] M. W. Young, S.-S. Lee, and C. Kallin, "Fractionalized quantum
spin Hall eect", Phys. Rev. B, 78, 125316 (2008).
[205] M. Levin and A. Stern, "Fractional topological insulators", Phys.
Rev. Lett. 103, 196803 (2009).
[206] S. Raghu, X.-L. Qi, C. Honerkamp, and S.-C. Zhang, "Topological
mott insulators2", Phys. Rev. Lett. 100, 156401 (2008).
[207] Y. Wang, Z. Wang, Z. Fang, and X. Dai, "Interaction-induced
quantum anomalous hall phase in (111) bilayer of LaCoO3", Phys.
Rev. B 91, 125139 (2015).
[208] Mehdi Kargarian, Abdollah Langari, and Gregory A. Fiete, "Un-
usual magnetic phases in the strong interaction limit of two-
dimensional topological band insulators in transition metal oxides",
Phys. Rev. B 86, 205124 (2012).
[209] B. H. Kim, G. Khaliullin, and B. I. Min, "Magnetic Couplings
and Optical Spectra and Spin-Orbit Exciton in 5d Electron Mott
Insulator Sr2IrO4", Phys. Rev. Lett. 109, 167205 (2012).
[210] N. B. Perkins, Y. Sizyuk, and P. Wöle, "Interplay of many-body
and single-particle interactions in iridates and rhodates", Phys.
Rev. B 89, 035143 (2014).
[211] D. Coey, T. M. Rice, and F. C. Zhang, "Dzyaloshinskii-Moriya
interaction in the cuprates", Phys. Rev. B 44, 10112 (1991).
[212] L. Shekhtman, O. Entin Wohlman, and A. Aharony, "Moriya's
anisotropic superexchange interaction, frustration, and Dzyaloshin-
sky's weak ferromagnetism", Phys. Rev. Lett. 69, 836 (1992).
[213] T. Yildirim, A. B. Harris, A. Aharony, and O. Entin-Wohlman,
"Anisotropic spin Hamiltonians due to spin-orbit and Coulomb
exchange interactions", Phys. Rev. B, 52, 10239 (1995).
Bibliography 133
[214] S. Disseler, PhD thesis, Boston College, 2013.
[215] V. M. Katukuri, V. Yushankhai, L. Siurakshina, J. van den Brink,
L. Hozoi, and I. Rousochatzakis, "Mechanism of basal-plane an-
tiferromagnetism in the spin-orbit driven iridate Ba2IrO4", Phys.
Rev. X 4 021051 (2014).
[216] M. Pererio, D. Yudin, J. Chico, C. Etz, O. Eriksson, and A.
Bergman, "Topological excitations in a kagome magnet", Nat.
Commun. 5, 4815 (2014).
[217] B. J. Yang and N. Nagaosa, "Emergent Topological Phenomena in
Thin Films of Pyrochlore Iridates", Phys. Rev. Lett. 112, 246402
(2014).
[218] X. Hu, Z. Zhong, and G. A. Fiete, "First Principles Prediction
of Topological Phases in Thin Films of Pyrochlore Iridates", Sci.
Rep. 5, 11072 (2015).
[219] Y. Yamaji and M. Imada, "Metallic interface emerging at magnetic
domain wall of antiferromagnetic insulator: Fate of extinct Weyl
electrons", Phys. Rev. X 4, 021035 (2014).
[220] P. Laurell and G. A. Fiete, "Topological magnon bands and uncon-
ventional superconductivity in pyrochlore iridate thin lms", Phys.
Rev. Lett. 118, 177201 (2017).
[221] K. Tomiyasu, K. Matsuhira, K. Iwasa, M. Watahiki, S. Takagi,
M. Wakeshima, Y. Hinatsu, M. Yokoyama, K. Ohoyama, and
K. Yamada, "Emergence of Magnetic Long-range Order in Frus-
trated Pyrochlore Nd2Ir2O7 with Metal-Insulator Transition", J.
Phys. Soc. Jpn. 81, 034709 (2012).
[222] K. Ueda, J. Fujioka, B. J. Yang, J. Shiogai, A. Tsukazaki, S. Naka-
mura, S. Awaji, N. Nagaosa, and Y. Tokura, "Magnetic Field-
Induced Insulator-Semimetal Transition in a Pyrochlore Nd2Ir2O7",
Phys. Rev. Lett. 115, 056402 (2015).
[223] Z. Tian, Y. Kohama, T. Tomita, H. Ishizuka, T. H. Hsieh,
J. J. Ishikawa, K. Kindo, L. Balents, and S. Nakatsuji, "Field-
induced quantum metal-insulator transition in the pyrochlore iri-
date Nd2Ir2O7", Nat. Phys. 12, 3567 (2015).
[224] E. Lefrancois, V. Simonet, R. Ballou, E. Lhote, A. Hadj-Azzem,
S. Kodjikian, P. Lejay, P. Manuel, D. Khalyavin, and L. C. Chapon,
"Anisotropy-Tuned Magnetic Order in Pyrochlore Iridates", Phys.
Rev. Lett. 114, 247202 (2015).
[225] H. Sagayama, D. Uematsu, T. Arima, K. Sugimoto, J. J. Ishikawa,
E. O'Farrell, and S. Nakatsuji, "Determination of long-range all-in-
all-out ordering of Ir4+ moments in a pyrochlore iridate Eu2Ir2O7
by resonant X-ray diraction", Phys. Rev. B 87, 100403 (2013).
134 Bibliography
[226] C. Donnerer, M. C. Rahn, M. Moretti-Sala, J. G. Vale, D. Pincini,
J. Strempfer, M. Krisch, D. Prabhakaran, A. T. Boothroyd, and
D. F. McMorrow, "All-in-all-Out Magnetic Order and Propagating
Spin Waves in Sm2Ir2O7", Phys. Rev. Lett. 117, 037201 (2016).
[227] N. A. Bogdanov, R. Maurice, I. Rousochatzakis, J. van den Brink,
and L. Hozoi, "Magnetic state of pyrochlore Cd2Os2O7 emerging
from strong competition of ligand distortions and longer-range
crystalline anisotropy", Phys. Rev. Lett. 110, 127206 (2013).
[228] N. Taira, M. Wakeshima, and Y. Hinatsu, "Magnetic properties
of iridium pyrochlores R2Ir2O7 (R = Y, Sm, Eu and Lu)", J Phys.
: Cond. Mat. 13, 5527 (2001).
[229] L. Hozoi, H. Gretarsson, J. P. Clancy, B.-G. Jeon, B. Lee, K. H.
Kim, V. Yushankhai, P. Fulde, D. Casa, T. Gog, J Kim, A. H. Said,
M. H. Upton, Y. J. Kim, and J van den Brink, "Longer-range
lattice anisotropy strongly competing with spin-orbit interactions
in pyrochlore iridates", Phys. Rev. B 89, 6 (2014).
[230] N. J. Hill, "Electron paramagnetic resonance of osmium-doped
trichlorotris(diethylphenylphosphine) rhodium (III)", J. Chem.
Soc., Faraday Trans. 2 68, 427 (1972).
[231] M. Oshikawa and I. Aeck, "Field-induced gap in S = 1/2 anti-
ferromagnetic chains", Phys. Rev. Lett. 79, 2883 (1997).
[232] K. Matsuhira, M. Wakeshima, Y. Hinatsu, and S. Takagi, "Metal-
Insulator Transitions in Pyrochlores Oxides Ln2Ir2O7", J Phys.
Soc. Jpn. 80, 094701 (2011).
[233] N. A. Bogdanov, V. M. Katukuri, H. Stoll, J. van den Brink,
and L. Hozoi, "Post-perovskite CaIrO3: A j = 1/2 quasi-one-
dimensional antiferromagnet", Phys. Rev. B 85, 235147 (2012).
[234] S. Kirkpatrick, C. D. Gelatt, and Jr. M. P. Vecchi, "Optimization
by simulated annealing", Science 220, 671 (1983).
[235] B. Skubic, J. Hellsvik, L. Nordström, and O. Eriksson, "A method
for atomistic spin dynamics simulations: implementation and ex-
amples", J. Phys.: Condens. Matter 20, 315203 (2008).
[236] Y. Shibata, S. Nishimoto, and Y. Ohta, "Charge ordering in
the one-dimensional extended Hubbard model: Implication to the
TMTTF family of organic conductors", Phys. Rev. B 64, 235107
(2001).
[237] D. Gotfryd, J. Rusnacko, K. Wohlfeld, G. Jackeli, J. Chaloupka,
and A.M. Ole±, "Phase diagram and spin correlations of the Kitaev-
Heisenberg model: Importance of quantum eects", Phys. Rev.
B 95, 024426 (2017).
List of figures
1.1 Schematic band diagram showing that large U (electronic
interactions) can open a band gap leading to a Mott
insulating state. . . . . . . . . . . . . . . . . . . . . . 3
1.2 (a) TM ion in a octahedral cage of ligands (b) Electron
density associated with d orbitals in a TM ion. . . . . . 6
1.3 Splitting of electronic energy levels of the d shell into t2g
and eg sublevels in the presence of crystal eld eects
arising as a result of octahedral ligand coordination. . . 7
1.4 Schematic diagram showing splitting of the t2g levels
in the presence of trigonal distortion of a octahedron.
Stretching (compression) of the octahedron along the
trigonal axis lowers the energy of eπg (a1g) states. . . . . 8
1.5 Schematic diagram showing the splitting of 5d5/4d5 lev-
els in the presence of large spin-orbit interaction, which
gives rise to a half lled jeff ∼= 1/2 ground state. The
charge density associated with this ground state is also
shown. . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.6 Schematic diagram for the superexchange mechanism be-
tween two TM d orbitals separated by a ligand p orbital. 12
2.1 Schematic diagram of the embedded cluster in an array of
point charges tted to reproduce the Madelung potential
in the cluster region. . . . . . . . . . . . . . . . . . . . 29
136 List of figures
3.1 Crystal structure of α-RuCl3 as reported in Ref. [121]: (a)
stacking of 2D honeycomb layers on top of one another
(b) Ru ions connected in a honeycomb fashion to form a
2D layer. . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2 The four-octahedra embedded cluster used for calcula-
tions and a small part of the PC embedding is shown.
The cluster includes a reference RuCl6 octahedron and 3
NN octahedra connected to it. . . . . . . . . . . . . . . 38
3.3 Two dierent possible geometries and orbitals available
for superexchange; (a) the 180◦-bond for corner sharing
octahedra (b) 90◦-bond for edge sharing octahedra.1 . . 48
3.4 The six-octahedra embedded cluster used for quantum-
chemistry calculations and a small part of the PC em-
bedding is shown. The cluster includes two edge sharing
octahedra ([Ru2Cl10]4−) as central region plus 4 NN oc-
tahedra. . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.5 Variation of the NN Heisenberg and Kitaev couplings
with the Ru-Cl-Ru angle in model C2/m-type structures;
results of spin-orbit MRCI calculations. The NN Ru-Ru
distance is set to 3.44 Å and the Ru-Cl bond lengths are
for a given angle all the same. The variation of the Ru-
Cl-Ru angle is the result of gradual trigonal compression.
Curves are drawn just as a guide for the eye. . . . . . . 55
3.6 Phase diagram for the eective spin model (3.9) supple-
mented by second- and third-neighbor Heisenberg cou-
plings J2 and J3; MRCI NN interactions as listed on rst
entry in Table 3.6 were used: J=1.2,K=5.6, Γxy=1.2,
Γzx=−Γyz=0.7 (meV). Schematic spin congurations
for each particular phase are also shown. No external
eld is applied in this set of calculations (H=0). . . . 57
List of figures 137
3.7 Magnetization curves for α-RuCl3; (a) Comparison be-
tween experiment [121] and the ED results using MRCI
g factors and NN couplings plus J2 = J3 = 0.25 meV.
The dashed lines show ED data with modied g factors,
gxx=gyy=2.30, gzz=0.83. (b) ED-based t of the mag-
netization curves with no constraints on the NN interac-
tions. (c) Energies of the lowest two magnetic states
(zigzag and SL) around the level-crossing point H=10.8
T (H∥c). Static spin-structure factors S(Q) are shown
for (d) H=0, (e) H=10.4, (f) H=11.2 T. . . . . . . 58
4.1 (top) Ru-ion honeycomb lattice (blue) with Cl-ligand oc-
tahedral coordination (green sites) in RuCl3. (bottom)
Ir-ion hyperhoneycomb lattice in β-Li2IrO3. The local
environment of the Ir sites remains similar to the 2D
honeycomb network. . . . . . . . . . . . . . . . . . . . 66
4.2 NN couplings for variable TM-TM bond length, tted
with functions of the type A= A0xn; plots for α-RuCl3. 72
4.3 NN couplings for variable TM-TM bond length, tted to
functions of the type A=A0xn with x= a/a0; plots for
link B2 (top) and for link B1 (bottom) in Na2IrO3. . . 74
4.4 Honeycomb layer of the α-RuCl3 structure at 300 K in
the monoclinic phase at ambient pressure (left) and in the
triclinic phase at 4.60 GPa (right). The ellipses represent
the pressure-induced Ru-Ru dimers. . . . . . . . . . . . 75
4.5 Bonding (top) and antibonding (bottom) combinations
of the Ru t2g hole orbitals on the shorter Ru-Ru bonds
of the crystal structure in the dimer state, as obtained
by embedded-cluster quantum-chemistry calculations. . 76
5.1 Layered honeycomb network of IrO6 octahedra in H3LiIr2O6.
For the stacking pattern proposed in Ref. [184], inter-
layer connectivity is realized through linear O-H-O links
(top); the dierent types of magnetic couplings on a
given hexagonal ring are also shown (bottom). . . . . . 82
138 List of figures
5.2 Phase diagram obtained by ED for the eective spin
model (5.1). The ab initio NN interactions listed in
Table 5.1 and variable 2nd- and 3rd-neighbor isotropic
couplings J2 and J3 were used. Schematic spin con-
gurations are also shown. The ED calculations were
performed by S. Nishimoto and results are published in
Ref. [187] . . . . . . . . . . . . . . . . . . . . . . . . 87
5.3 Ir2O2 plaquette and the O 2p orbitals mediating superex-
change on that plaquette. There are two 5d t2g compo-
nents per Ir site (not shown) having direct, π-type over-
lap with the O 2p orbitals depicted in the gure. Adja-
cent H's strongly aect the dp overlap matrix elements,
through unfavorable polarization of the bridging ligand
2p functions. . . . . . . . . . . . . . . . . . . . . . . 90
5.4 NN Kitaev and Heisenberg couplings for variable Ir-O-Ir
angle in model C2/m-type structures, spin-orbit MRCI
results. The NN Ir-Ir distance is set to 3.08 Å and the
Ir-O bond lengths are for a given Ir-O-Ir angle all the
same. The variation of the Ir-O-Ir angle is the result of
gradual trigonal compression. Curves are drawn just as
guides for the eye. . . . . . . . . . . . . . . . . . . . 92
6.1 (a) Network of corner sharing Ir tetrahedra in pyrochlore
lattice; (b) two tetrahedra of Ir ions shown with the co-
ordinating O ligand and NN rare-earth ions.1 . . . . . . 97
6.2 Ir- and O-ion distribution within the R2Ir2O7 pyrochlore
lattice. The network of corner-sharing Ir4 tetrahedra
(larger blue spheres) and the O ligands around two NN Ir
sites (smaller red spheres) are emphasized. Two adjacent
IrO6 octahedra share a single O ion. The choice of the
local coordinate system {x′,y′, z′} is discussed in the text. 98
6.3 Adiabatic magnon spectrum of Sm2Ir2O7 (blue lines).
The empty squares indicate the experimental data of
Ref. [226]. The four dierent branches are related to
the four inequivalent Ir sites in the unit cell. . . . . . . 103
List of figures 139
6.4 Adiabatic magnon spectra for (a) Nd227 and (b) Tb227.
The region with almost at bands is indicated with a red
ellipse. (c) Snapshot after applying a time-dependent
external magnetic eld in Nd227. The external perturba-
tion is applied locally, within a region of approximately
6×6×1 unit cells; the sampled volume is 40×40×3 unit
cells. `Perturbed' spins are indicated in green color. (d)
Time-averaged magnetic moments. Magnon activity is
indicated in blue color. . . . . . . . . . . . . . . . . . 106
6.5 Ground-state spin structures in 227 iridates. Computa-
tional results for Tb227 and Nd227 are provided in (a)
and (b), respectively, for planar atomic congurations of
40×40 unit cells normal to the [1 1 1] crystallographic
direction. The blue and red sectors represent dierent
orientations of the z components of the Ir magnetic mo-
ments, parallel or antiparallel to the z axis. The transition
region between those sectors is highlighted in green. A
kagomé Ir plane onto which the magnetic moments in (a)
and (b) are mapped is sketched in (c) while (d) displays
the AIAO spin arrangement found by ASD for the other
iridates studied here. . . . . . . . . . . . . . . . . . . 107
6.6 CMF results for FM NN Heisenberg exchange (J <0) of
the pyrochlore lattice. (a) Total spin normalized with
respect to the maximum spin, S/Smax, as a function
of D/J . (b) Mean-eld values ⟨Sαi ⟩ as functions of
the ratio D/|J |, with Γxx xed to Γxx/|J | = −2. The
following symbols were used in (b): circles for ⟨Sx1 ⟩ =
⟨Sz1⟩ = −⟨Sx3 ⟩ = −⟨Sz3⟩, squares for ⟨Sx2 ⟩ = −⟨Sz2⟩ =
−⟨Sx4 ⟩ = ⟨Sz4⟩, crosses for ⟨S
y
1 ⟩ = ⟨S
y
3 ⟩, and triangles
for ⟨Sy2 ⟩ = ⟨S
y
4 ⟩. The positions of the four dierent Ir
sites are shown in the inset of (a). (c) CMF ground-
state phase diagram for J < 0 as function of Γxx/|J |
and D/|J |. Schematic spin congurations for each par-
ticular phase are also provided. . . . . . . . . . . . . . 108

List of tables
3.1 Ru3+ t52g wave functions (hole picture) and relative ener-
gies (meV); CASSCF results sans and with SOC for the
crystal structure of Ref. [124]. Only the 4d t2g orbitals
were active in CASSCF; by subsequent MRCI, the ener-
gies change to 0, 66, 73 sans SOC and to 0, 162, 201
with SOC included. Only one component of the Kramers
doublet is shown for each CASSCF+SOC relative energy.
|α⟩ corresponds to the a1g function while |β⟩, |γ⟩ are e′g
components [137]. . . . . . . . . . . . . . . . . . . . . 41
3.2 Ru3+ tm2ge
n
g splittings (eV), with all ve 4d orbitals ac-
tive in CASSCF (for the structure of Ref. [124]); Except
lowest line, each spin-orbit relative-energy entry implies
a Kramers doublet. Just the lowest and highest com-
ponents are depicted for each group of t42ge
1
g spin-orbit
states. Only the T and A states shown in the table en-
tered the spin-orbit calculations. . . . . . . . . . . . . 43
3.3 Ru3+ tm2ge
n
g splittings (eV) in the crystalline structure
of Ref. [118]; Except the t32ge
2
g states, each spin-orbit
relative-energy entry implies a Kramers doublet. Just
the lowest and highest components are depicted for each
group of t42ge
1
g spin-orbit states. Only the T and A states
shown in the table entered the spin-orbit calculations. . 44
142 List of tables
3.4 Matrix elements of the ab initiomodel Hamiltonian (meV),
as obtained by spin-orbit MRCI; The two-site singlet and
(split) triplet states are labeled |s⟩ and {|tx⟩, |t̃y⟩, |t̃z⟩},
respectively. |t̃y⟩ and |t̃z⟩ are admixtures of `pure' |1,−1⟩
and |1,0⟩ spin functions. . . . . . . . . . . . . . . . . 52
3.5 Matrix form of the eective spin Hamiltonian in the ba-
sis of zero-eld eigenstates; Γ− stands for Γ′yy − Γ
′
zz ;
expressions for the ∆ and Ω terms are provided in text. 53
3.6 MRCI NN magnetic couplings (meV) for three dierent
crystal structures recently proposed for α-RuCl3. For
the structure determined in Ref. [121], the two crystal-
lographically dierent NN Ru-Ru links are also dierent
magnetically. . . . . . . . . . . . . . . . . . . . . . . . 54
4.1 NN magnetic couplings (in meV) for bond B1 in Na2IrO3
for variable Ir-Ir bond length a; the relative change is
δa = a/a0 − 1. Results of spin-orbit MRCI calculations
are shown. . . . . . . . . . . . . . . . . . . . . . . . . 68
4.2 MRCI NN magnetic couplings (meV) for bond B2 in
Na2IrO3 for variable Ir-Ir bond length a. . . . . . . . . . 68
4.3 MRCI NN magnetic couplings (meV) in RuCl3 for variable
Ru-Ru bond length a. . . . . . . . . . . . . . . . . . . 70
4.4 MRCI NN magnetic couplings (meV) for bond B1 in β-
Li2IrO3 for variable Ir-Ir bond length a. D⃗=(D,D,0). . 71
4.5 MRCI NN magnetic couplings (meV) for bond B2 in β-
Li2IrO3 for variable Ir-Ir bond length a. . . . . . . . . . 71
4.6 NN magnetic couplings (meV) for high-pressure crystal
structures as determined at room temperature; results of
spin-orbit MRCI calculations for the longer Ru-Ru links,
where the isotropic and anisotropic components still have
comparable strength. . . . . . . . . . . . . . . . . . . 78
List of tables 143
5.1 Nearest-neighbor magnetic couplings (meV) for the two
dierent bonds B1 and B2 in H3LiIr2O6; results of spin-
orbit MRCI calculations. The structural data provided in
Ref. [184] was used for this set of calculations. . . . . . 83
5.2 Nearest-neighbor magnetic couplings (meV) for the two
dierent bonds B1 and B2 in H3LiIr2O6; results of spin-
orbit MRCI calculations. The structural data used for
this set of calculations were obtained by DFT lattice op-
timization. . . . . . . . . . . . . . . . . . . . . . . . . 84
5.3 NN magnetic couplings (meV) for bonds B1, B2 in H3LiIr2O6,
using structural data from Ref. [184]; results of spin-orbit
MRCI calculations where the two H ions next to the O lig-
ands of a Ir2O2 plaquette were removed and their formal
ionic charge redistributed within the embedding. . . . . 88
5.4 Nearest-neighbor magnetic couplings (in meV) for bonds
B1 and B2 in H3LiIr2O6 using the structural data from
ref. [184]; results of spin-orbit MRCI calculations where
the two H ions next to the bridging O ligands are repre-
sented by simple formal point charges. . . . . . . . . . 89
5.5 Eect of inter-layer species on NN magnetic couplings
(in meV). The two H ions next to the bridging O ligands
are rst removed (rst line) and subsequently placed as
point charges (lowest two lines). . . . . . . . . . . . . . 91
6.1 Ab initio Hamiltonian matrix elements (meV) for Sm2Ir2O7,
as obtained by spin-orbit MRCI. The two-site singlet and
(split) triplet states are labeled |s̃⟩ and {|tx⟩, |ty⟩, |t̃z⟩},
respectively. |s̃⟩ and |t̃z⟩ are admixtures of `pure' |0,0⟩
and |1,0⟩ spin functions. . . . . . . . . . . . . . . . . 101
6.2 Matrix form of the eective spin Hamiltonian in the ba-
sis of zero-eld eigenstates. Γ2z′±x′ stands for 2Γz′z′ ±
Γx′x′ ; expressions for the ∆+ and ∆− terms are provided
in Eq. (6.4). . . . . . . . . . . . . . . . . . . . . . . . 102
144 List of tables
6.3 Intersite eective spin couplings (meV) as derived from
spin-orbit MRCI calculations in various 227 iridates. The
form of the eective spin Hamiltonian and the choice of
the coordinate system are described in the text. . . . . 102
6.4 Intersite eective spin couplings (meV) at dierent lev-
els of theory for the smallest (Nd2Ir2O7) and largest
(Sm2Ir2O7) Ir-O-Ir bond angles reported in 227 iridates
[228, 214]. . . . . . . . . . . . . . . . . . . . . . . . 104
Declaration
Hiermit versichere ich, dass ich die vorliegende Arbeit ohne unzulässige
Hilfe Dritter und ohne Benutzung anderer als der angegebenen Hilfs-
mittel angefertigt habe; die aus fremden Quellen direkt oder indirekt
übernommenen Gedanken sind als solche kenntlich gemacht. Die Arbeit
wurde bisher weder im Inland noch im Ausland in gleicher oder ähnlicher
Form einer anderen Prüfungsbehörde vorgelegt.
Die Arbeit wurde angefertigt unter Betreuung von Prof. Dr. Jeroen van
den Brink am IFW Dresden.
Es haben betreend meiner Person keine früheren erfolglosen Promo-
tionsverfahren stattgefunden.
Weiter erkläre ich hiermit, dass ich die Promotionsordnung vom 23.02.2011
der Fakultät Mathematik und Naturwissenschaften der Technischen Uni-
versität Dresden anerkenne.
Ravi Yadav
February 2019
