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Abstract— When a mobile robot does not have perfect knowl-
edge of its position, conventional controllers can experience
failures such as collisions because the uncertainty of the position
is not considered in choosing control actions. In this paper,
we show how global planning and local feedback control
can be combined to generate control laws in the space of
distributions over position, that is, in information space. We
give a novel algorithm for computing “information-constrained”
linear quadratic Gaussian (icLQG) policies for controlling a
robot with imperfect state information. The icLQG algorithm
uses the belief roadmap algorithm to efficiently search for a
trajectory that approximates the globally-optimal motion plan
in information space, and then iteratively computes a feedback
control law to locally optimize the global approximation.
The icLQG algorithm is not only robust to imperfect state
information but also scalable to high-dimensional systems and
environments. In addition, icLQG is capable of answering mul-
tiple queries efficiently. We demonstrate performance results
for controlling a vehicle on the plane and a helicopter in three
dimensions.
I. INTRODUCTION
We consider the problem of controlling a robot from a
starting location to a specific destination in a world where
absolute position information such as GPS is unavailable,
also known as the partially observable stochastic shortest
path (POSSP) problem [1], [2], [3]. When the state of the
agent is not fully observable at all times, the most likely state
can often be inferred from the history of actions the agent
has taken and observations received from the environment.
However, in many reasonable situations, the trajectory of
the vehicle has an impact on what sensor measurements are
received, and a corresponding impact on how accurate the
localization process is. When the sensor measurements are
uninformative, the position distribution is uncertain and the
most likely position estimate is likely to be wrong, leading
to potential failures such as collisions. We can improve
robot control by incorporating the position uncertainty into
choosing control actions.
Existing work in controlling dynamic systems has focused
on generating controllers that are robust to the state un-
certainty that can result from imperfect or limited sensors.
However, when the sensor models are non-linear or discon-
tinuous, existing control algorithms cannot actively control
the state uncertainty. In contrast, planning algorithms that
do incorporate state uncertainty cannot easily be extended
to include continuous system dynamics due to limits of
computational scalability. As a result, the planner cannot use
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the inherent dynamics of the system in generating efficient
yet informative motion.
In this paper we show how global planning and local
feedback control can be combined to generate control laws
in information space, that is, the space of full probability
distributions over the state space. By computing a control in
information space, we can explicitly control the uncertainty
of the state distributions. We give a novel algorithm for com-
puting “information-constrained” linear-quadratic-Gaussian
(icLQG) policies in two phases. The icLQG algorithm oper-
ates by first constructing an approximate global plan using
the belief roadmap algorithm (BRM) [4] [5], which generates
a set of waypoints based on the utility of sensing at each
waypoint. The icLQG algorithm then uses iterative LQG
(iLQG) [6] to compute a feedback control law that satisfies
the sensor, or “information” constraints specified by the
BRM trajectory.
This paper provides two contributions. Firstly, we show
how the BRM approximation to the optimal trajectory can
be constructed using iLQG [6] [7] to produce a non-linear
trajectory that is globally “information-constrained” to pro-
vide required sensor information. Our second contribution is
to show how the BRM algorithm can make use of an iLQG
controller to efficiently estimate the cost function associated
with each edge in a belief graph. We first formulate the
mathematical model in Section II. Section III provides the
iLQG algorithm that allows us to solve for the control policy
of a non-linear system. The development of the icLQG
algorithm, including identifying information constraints in an
offline phase and an online optimization of the control policy
are described in Sections IV and V. The main experiments
and results follow in Section VI. Finally, related work and
conclusions are provided in Sections VII and VIII.
II. PROBLEM STATEMENT
We consider a stationary continuous-time non-linear
stochastic dynamic system governed by the following ordi-
nary differential equation: dx(t) = f(x, u)dt+dw(t), where
• x(t) ∈ X ⊆ Rnx is the state of the system,
• u(t) ∈ U ⊆ Rnu is the control input,
• w(t) ∈ Rnw is Brownian noise, where nx = nw,
• f : Rnx+nu 7→ Rnx is a non-linear function of the state
and control input.
In the above system, the state x(t) is an element of a space X
that represents state constraints. Similarly, the control u(t) is
an element of a space U that is a set of admissible controls.
When the system state is partially observable, we can
infer a probability distribution over the state space from
observations received according to y(t) = g(x)+ϑ(t), where
• y(t) ∈ Rny is the measurement output of the system,
• ϑ(t) ∈ Rnϑ is Brownian noise, where ny = nϑ,
• g : Rnx 7→ Rny is a non-linear function of the state.
Given the distribution over states, we would like to find a







the expected cost from the start time 0 to an unspecified final
























• the expectation is taken over the conditional distribution










is the instantaneous cost of control u(t) at
state x(t),




, with I(t) = {y(0..t), u(0..t−)},
• and Π is the set of admissible control laws: π ∈ Π.
The information I(t) stores all measurements up to and
including the current measurement as well as all past control
inputs. Using I(t), a feedback control law π chooses a
control at time t using u(t) = π(t, I(t)).
Discrete-Time Model
The continuous time formulation is extremely difficult to
optimize, especially for finite-horizon problems. As a result,
most algorithms approximate the solution using a discrete
time formulation. Let us discretize the time into intervals,
with each time step lasting ∆ seconds; thus the control
horizon is N = T∆ . The problem under consideration can












xk+1 = xk + f(xk, uk)∆ + wk
√
∆, (2)
yk = g(xk) + ϑk (3)







(k − 1)∆, xk, uk
)
∆ (5)
x0 ∼ N(x−0 ,Λ
−
0 ), I0 = y0, (6)
where k = 1, N − 1, and the discrete variables are samples
of continuous counterparts xk ∈ X ⊆ Rnx and uk ∈ U ⊆
Rnu , and (2) is the approximation of the Ito integral. This
formulation is open-loop as the specific uk do not depend
on the current history I(k).
To create a feedback policy, we define each control uk =
µ(Ik), such that







(k − 1)∆, xk, µk(Ik)
)
∆.
Rather than explicitly maintaining the complete informa-
tion vector Ik, we can maintain a mean x̂k = E[xk|Ik] and
covariance Λk = V ar[xk|Ik] using the extended Kalman
filter (EKF) [8] [9]. For a linear-Gaussian system, the Gaus-
sian distribution is a sufficient statistic over the information
history; for a non-linear system, the mean and covariance
produced by the local linearization of the EKF is (usually)
a good approximation to the information vector. We assume
that the wk are i.i.d according to wk∼N(0,Ωw); ϑks are i.i.d
according to ϑk∼N(0,Ωϑ); x0 has a Gaussian distribution
N(x−0 ,Λ
−
0 ), where x
−
0 is a mean value. Given the system
dynamics in (2) and (3), the EKF updates are:
Predictive step:
































In order to solve for a sequence of controls that mini-
mizes our expected cost for a non-linear system, the iLQG
algorithm [6] [7] linearizes the system dynamics and approx-
imates the cost function up to second order around a series
of nominal trajectories. The first nominal trajectory is cho-
sen arbitrarily, and iteratively improved until a convergence
criteria is met, leading to a second-order approximation of
the optimal trajectory.
Let us assume that a sequence of open-loop control inputs
ūk is given; we can then generate a nominal trajectory x̄k by
simulating the dynamics without noise using control inputs
ūk, such that x̄k+1 = f(x̄k, ūk). Given a nominal trajectory
x̄k, if function `k(xk, uk) is separable for variables xk and
uk, such that ∂
2`k
∂x∂u = 0, we can then approximate the system
dynamics for any sequence of states xk as:
δxk = xk − x̄k, δuk = uk − ūk, (7)














Additionally, we can approximate the terminal cost as
h(xN ) =δx′NQNδxN + q
′











, pN = h(x̄N ), (11)
and the instantaneous costs as



























, pk = `k(x̄k, ūk). (14)
The approximations of (7-14) result from expanding the
Taylor’s series of (2-6) up to the second order around
the nominal trajectory x̄k and nominal control inputs ūk.
Variables δxk and δuk represent the deviation from nominal
















Fig. 1. Example trajectories. In (a), the robot motion is relatively accurate
and so the robot position remains well-localized. In (b), the robot motion
is extremely noisy, and so the robot position becomes uncertain quickly.
The controller cannot model the non-linear range limit of its sensor and
therefore cannot adjust the trajectory to improve its sensing.
variables xk and uk. Notice that each cost term can be written
solely as a function of the deviation variables; therefore,
within a tube along a nominal trajectory, we solve a local
optimization problem in terms of the expected deviations
from the nominal.
Given the optimization problem described in (1) and the
second-order approximation described in (7-14), in one iter-
ation, we can generate a new control law around a nominal
trajectory using the following backward recursive equations
(a brief derivation is given in Section IV-C):














′, Pk = L′kHkLk +Gk
′Lk, (18)
Sk = Qk +A′kSk+1Ak + Pk, (19)
sk = (q′k + sk+1




x̂k = E[xk|Ik],Λk = V ar[xk|Ik]. (21)
Since Sk, sk, Gk and gk depend on Sk+1 and sk+1, we set
SN = QN , sN = qN . (22)
Then, the new candidate for the next nominal open-loop
control sequence can be computed by ūnewk = ρuk + (1 −
ρ)ūk, where ρ ∈ [0, 1]. The iterative process stops when a
nominal open-loop control sequence converges.
Note that lk is the refined open-loop component, and
Lk is the feedback gain matrix for the time index k. Fur-
thermore, the weight matrix Sk represents the effort which
the controller should spend to reach the destination, due
to the deviation from x̄k from the time index k to the
final time index N . Note also that the solution to µk(Ik)
may violate the constraints on uk, such that uk ∈ Uk, for
example actuator limits. The solution to the fully constrained
optimization is outside the scope of this paper, but roughly
speaking, the constraints can be incorporated using heuristics
to project the control into the admissible set.
Figure 1(a) shows an example trajectory. The iLQG al-
gorithm produces a trajectory for a planar car from the
green star to the red star. The sensor infers its position
from the known position of the features shown by the red
dots, and the dashed blue circles around the features are
the maximum range at which the features can be sensed.
There are three trajectories plotted in this figure: the nominal
trajectory in blue, the true trajectory in red, and the estimated
trajectory in green. The covariances of the position estimates
are shown by the ellipses around the estimated trajectory. The
covariances become larger over time if the car is not within
range of landmarks.
Unfortunately, while the iLQG algorithm can generate
non-linear trajectories, the solution to the control policy does
not depend on the covariance of the state estimate. As a
result, the policy can fail when the covariances become large.
Figure 1(b) depicts a trajectory with a motion model that
is substantially noisy. When the covariances are large, the
location of the car becomes highly uncertain. Because the
sensor is limited in range and extremely non-linear, iLQG is
unable to improve the trajectory by ensuring better sensing
and therefore better position estimation. As a result, iLQG
risks collisions with the obstacles represented by the solid
red circles. To mitigate this issue, we incorporate the belief
roadmap (BRM) [4] [5] to provide global guidance.
IV. INFORMATION CONSTRAINTS
The BRM algorithm is a stochastic sampling planning
algorithm, related to the probabilistic roadmap-based (PRM)
algorithms [10] but in information space. The BRM opti-
mizes a similar objective function as (1) under the assump-
tion of Gaussian state distributions, by sampling distributions
in the form b = N(x,Λ) in information space and searching
for a planned trajectory that leads to the minimum expected
cost at the goal.
There are three open questions in implementing the BRM
algorithm. Firstly, we must determine the sequence of con-
trols required to move from an initial distribution b0 =
N(x0,Λ0). We will use the iLQG algorithm described in
Section III to determine the control policy from bi to bj .
Secondly, we would like an efficient way of determining
the transfer function for computing the posterior covariance
given a control policy, which will be described in Section IV-
B following [4] [5]. Finally, we would like an efficient way
of determining the cost of the control policy along an edge:
this is the second major contribution of our paper and is
described in Section IV-C. By using the iLQG algorithm to
determine a control policy for an edge, we can also determine
a one-step cost update for the control policy, improving the
approximation quality of the solution.
The icLQG algorithm addresses these three questions in
the offline phase by using the BRM algorithm to determine
an approximation to the globally optimal control policy.
Since the BRM algorithm is a random sampling algorithm,
it only converges to the optimal policy in the limit of
infinite number of samples. Thus, the final online icLQG
algorithm will use the BRM waypoints as constraints in the
iLQG optimization (hence “information constrained” LQG),
leading to a final trajectory that will be a locally optimal
trajectory in information space.
A. Computing a local feedback control law for an edge
Let us begin by constructing the nodes of a graph G by
sampling mean positions from the free part of the world
configuration space. We add an edge between any two nodes
if we can obtain a collision-free local feedback control
law with a nominal velocity v0, to traverse the edge using
the iLQG algorithm. We do this by solving the following
subproblem: let bi = N(xsi ,Λ
s





vertices in a belief graph. The superscript s in this section
indicates sampled nodes in the graph. A local feedback
control law πij to traverse the edge connecting xsi and x
s
j is
obtained by running the iLQG algorithm with the following
parameters:







h(xN ) = (xN − xsj)′QN (xN − xsj), QN  0,
`k(xk, uk) = u′kRkuk, Rk  0, x0 ∼ N(xsi ,Λs0).
B. Constructing covariance transfer functions
Using a matrix inversion lemma [4] [5], we can fac-
tor the covariance matrix. If a conditional covariance Λk
is factored as Λk = BkC−1k , the predictive covariance,













































Theorem 4.1: (Covariance transfer function) Given a con-
trol law πij for N time steps in a reasonable environment
from xsi to x
s
j , there is a linear operator ξ
ij such that the final







ΛN = [Ψ1,1] [Ψ2,1]
−1.
Proof: Using the control law πij to simulate a tra-
jectory once, the controller provides a control consequence
{u0, u1, ..., uN−1}, and the robot receives a measurement
sequence {y1, y2, ..., yN−1, yN}. Let Λ0 = Λ0I−1, we can
construct matrices ξ−1 , ξ1, ξ
−
2 , ..., ξ
−
























, and Λsj = [Ψ1,1] [Ψ2,1]
−1
.
Each ξk contains Jacobians that are computed by linearizing
around the specific mean x̂k. However, under mild assump-
tions, we expect that generated control inputs and received
measurements would not be significantly different in several
queries, and the Jacobians can therefore be approximated as
constant. Thus, the matrix ξij , which is defined as a covari-
ance transfer function, is computed once using a simulation
of the control law πij . Given an initial series of computation
to construct ξij and a starting covariance Λ0 = Λsi as an
input parameter, repeated queries of the effect of a series of
controls and observations can be calculated efficiently. This
significantly improves the computational speed of the EKF
prediction.
C. Constructing cost transfer functions
Before providing a suitable format for cost transfer func-
tions, let us prove (15-22) in one iteration of the iLQG
algorithm.
Theorem 4.2: Given the approximation in (7-14), in a
typical iteration of the iLQG algorithm, a new control law
around a nominal trajectory can be computed recursively
backward using (15-22).
Proof: First, we will prove by backward induction that
sub-problem Jk(Ik) from the time index k to the time index
N has the approximated reduced form:





The term rk represents the expected effort the controller
should spend if there is no deviation at the time index k. This
effort also takes into account of future disturbances encoded
in Λk to ΛN . Indeed, we have for k = N :
JN (IN ) = ExN
[




and we set SN , sN according to (22), and and rN = pN . Us-






`k(xk, uk) + Jk+1(Ik+1)
∣∣Ik, uk].
Assuming Jk+1(Ik+1) has the corresponding proved format,
expanding all sub terms with δxk+1 = Akδxk + Bkδuk +










































Gk = (A′k(Sk+1 + Sk+1
′)Bk)′. (27)
Let us denote δx̂k = E[xk|Ik]−x̄k = x̂k−x̄k, and minimize
over δuk without constraints, we have:
(Hk +H
′
k)δuk + gk +Gkδx̂k = 0⇔ δuk = lk + Lkδx̂k, (28)
where lk = −(Hk +H ′k)−1gk, Lk = −(Hk +H ′k)−1Gk.
Expanding δuk in terms of lk, and Lk in δu′kHkδuk,
gk
′δuk, and δx′kGk
′δuk, we have Jk(Ik) =
Exk
[




Pk = L′kHkLk +Gk
′Lk,
Sk = S−k + Pk = Qk +A
′
kSk+1Ak + Pk,
sk = s−k + (l
′
kGk)




= (q′k + sk+1










= rk+1 + pk + tr(C ′kSk+1CkΩ
w
k ) + l
′
kHklk
+ gk′lk − tr(PkΛk).
















• We assume that Hk is invertible;
• We ignore the term rk, which involves future con-
ditional covariances in the term rk+1. Under the CE
assumption, we assume that future disturbances do not
affect the choice of a control input at the current time.
Thus, we have proved (23). Furthermore, during this proof,
from (28), δuk = lk + Lkδx̂k, we can infer that uk =
ūk + lk +Lk(x̂k− x̄k). Note that, we can show that Hk, Sx
matrices are symmetric in the next lemma, and thus, what
we need to prove follows.
Lemma 4.1: Assume that `ks produce Qk, Tk that are
symmetric positive definite matrices, Hk and Sk are sym-
metric positive definite matrices.
Proof: For k = N , SN = QN is a symmetric positive
definite matrix. Let us assume that Sk+1 is a symmetric
positive definite matrix. Indeed, Hk = Tk +B′kSk+1Bk is a
positive definite matrix as it is a sum of two positive definite






kHkGk, which is again a symmetric positive definite.
From the proof, (23) suggests that the objective function
value can be approximated as





≈ r̃0 + (s̃0)′δx̂0 + δx̂′0S̃0δx̂0 + tr(P̃Λ0) (30)
= r̃0 + tr(P̃Λ0). (31)
The first approximation is due to Ex0 [δx
′
0S0δx0|I0] =
δx̂′0S0δx̂0 + tr(S0Λ0), and r0 contains terms relating to
future covariances. Therefore, we approximate P̃ as a weight
matrix of uncertainty in the cost function. The last equality
is due to δx̂0 = x̂0 − x̄0 = x̄0 − x̄0 = 0.
Thus, after obtaining a control law πij from iLQG for the
edge bibj , we learn r̃0 and P̃ for that edge using stochastic
iterative algorithms [2] as follows.
Theorem 4.3: (Cost transfer function) Starting with arbi-
trary values of r̃0 and P̃ , the following iterative procedure
provides a numerical solution to the approximated values of
r̃0 and P̃ in J0(I0) ≈ J̃(Λ0) = r̃0 + tr(P̃Λ0):
• Initialize a random initial covariance Λ0,
• Compute the current approximated value of Jc0 = r̃0 +
tr(P̃Λ0),
• Simulate value Js0 of Jπij when following a fixed iLQG
control law πij ,
• Update r̃0 and P̃ as r̃new0 = r̃0 − γ(Jc0 − Js0 ), P̃new =
P̃ − γ(Jc0 − Js0 )Λ0.
We reduce γ to 0 as the number of iterative steps increases.
Proof: Given the current values of r̃0 and P̃ , finding
the next approximated values of these variables is equivalent
























(x0 − x̂0)′P̃ (x0 − x̂0)
∣∣I0]− Js0)2.
Using the gradient method, the next numerical solution is:
r̃new0 = r̃0 − γ∇r̃0L(r̃0, P̃ ) (32)
= r̃0 − γ(r̃0 + tr(P̃Λ0)− Js0 ) (33)
= r̃0 − γ(Jc0 − Js0 ), (34)
P̃new = P̃ − γ∇
P̃
L(r̃0, P̃ ) (35)
= P̃ − γ(Jc0 − Js0 )(E
[
(x0 − x̂0)(x0 − x̂0)′
∣∣I0]) (36)
= P̃ − γ(Jc0 − Js0 )Λ0. (37)
Algorithm 1 Offline phase of the icLQG
1: procedure OFFLINEPHASE(map)
2: G.V ← ∅, G.E ← ∅
3: for all feature m do
4: for i← 1, 2, ..., numberofsamples do
5: Sample xs ∈ Cfree
6: Add b = (xs,Λs = ∅) to set G.V
7: end for
8: end for
9: for all vertex bi do
10: for all vertex bj(i 6= j) do
11: if xsix
s
j ∈ Cfree then




16: for all edge bibj ∈ G.E do
17: N ← distance(xsi , xsj)/v0
18: h(xN ) = (xN −xsj)′QN (xN −xsj), `k(xk, uk) = u′kRkuk
19: πij = iLQG(f, g, h, `,N, xsi ,Λ
s
i )












To ensure convergence, the step size γ in the gradient
method should approach 0 as the number of iterations
increases [2]. The convergence criteria for this procedure is
when norms of the changes to r̃0 and P̃ are below some
thresholds.
Definition 4.1: The type-1 and type-2 cost transfer func-
tions of an edge approximate the cost-to-go of a control law














As waypoints are often transition points in a trajectory, we
are not concerned with the terminating cost at waypoints.
Thus, the type-1 cost to traverse an edge bibj using the
control law πij can be approximated from a transfer function
J̃ ij . The offline phase of the icLQG algorithm is summarized
in Algorithm 1.
V. ONLINE SEARCH
In this section, the constructed information in the offline
phase is used for multiple queries efficiently in the online
phase. The mission is to plan a trajectory from an initial
belief N(x−0 ,Λ
−
0 ) to a destination with the final state xG.
First, the initial starting location and the destination are
added into the belief graph. We construct two additional
nearest edges: a type-1 edge from the initial location and a
type-2 edge to the destination, as well as their corresponding
transfer functions. Moreover, we also construct a direct type-
2 edge together with transfer functions from the initial
location to the destination.
Second, from the initial belief, covariances at other ver-
tices can be computed efficiently by propagating Λ−0 using
covariance transfer functions. Then, the approximated cost
to traverse an edge is computed by plugging a covariance at
a departing vertex into the associated cost transfer function
of that edge. We consider these cost values as edge weights,
and therefore the Dijkstra’s search can be applied to find a
trajectory with the smallest cost-to-go. Thus, this Dijkstra’s
search provides us with a trade-off between keeping the
covariance of a robot state estimate small and keeping the
energy to find a destination small. This is well-known as the
trade-off between exploration and exploitation [11].
Suppose that the Dijkstra’s search provides a trajectory α
with ordered waypoints {bα1 , bα2 , ..., bαm}, and the corre-
sponding horizons to reach these vertices from its preceding
vertices are {Nα1 , ..., Nαm , Nαm+1}. In particular, there are
Nα1 time steps to traverse from the initial location to a vertex
bα1 , and there are Nαm+1 time steps to traverse from a vertex
bαm to the final destination. Let N be a total number of time
steps to follow the trajectory, and kj is the time index to visit
a vertex bαj . We have: N = Nα1 +Nα2 +...+Nαm +Nαm+1 ,
kj = Nα1 + ...+Nαj . The corresponding objective function
to go from the initial location to a destination location
via these waypoints in an induce optimization problem are
defined as
h(xN ) = (xN − xG)′QN (xN − xG), QN  0,
`k(xk, uk) = u′kRkuk, Rk  0, k /∈ {k1, k2, ..., km},
`kj (xkj , ukj ) = u
′
kj
Rkjukj + (xkj − xsαj )
′Qkj (xkj − xsαj ),
Rkj  0, Qkj  0.
Again, the above optimization can be solved sup-optimally
by the iLQG algorithm to obtain a local-feedback control
law π. The overall summary of the icLQG online phase is
presented in Algorithm 2.
VI. EXPERIMENTS AND RESULTS
We consider a planar car such that when applying a control
u(t) = [v ω]′t to a state x(t) = [x y θ]
′
t, the system follows
the following dynamics:




The car is equipped with sensors to work in the area with
landmarks locating at coordinates [mx my]
′. The car can
sense the distance and relative bearing to the landmark if
it is within the visibility region of the car. We assume that
when the car senses the landmark, it knows the landmark
coordinates. The measurement model is described by
if
√
(mx − x)2 + (my − y)2 ≤ Rm :
y(t,m) = g(x,m) + ϑ(t)
=
[ √
(mx − x)2 + (my − y)2
atan2(my − y,mx − x)− θ
]
+ ϑ(t),
where Rm is the range of visibility of the car for that
landmark.
A. Performance of the iLQG algorithm
We calculated ratios ‖ū
k+1−ū∗‖
‖ūk−ū∗‖1.3 where ū
∗ is the converged
nominal control sequence. The ratios were in the range
(0, 1) with a rate of convergence measured experimentally
at approximately 1.3 in this case. Note that when updating
a new nominal control sequence, the first step is a Newton-
like method, which has a quadratic rate of convergence. Then
the new control sequence is interpolated with the old control
sequence via the parameter ρ to avoid arbitrary diverged
Algorithm 2 Online phase of the icLQG
1: procedure ONLINEPHASE(G, N(x−0 ,Λ
−
0 ),xG)
2: Receive an initial measurement y0
3: Perform the EKF update to get N(x0,Λ0)
4: gz ← size(G.V )
5: Add vertex bgz+1 = (x0,Λ0) to G.V
6: Add vertex bgz+2 = (xG,ΛG = ∅) to G.V
7: Add nearest type-1 edge bgz+1bj1 , type-2 edge bj2bgz+2 to G.E
8: Add direct type-2 edge bgz+1bgz+2 to G.E
9: for all b ∈ G.V do
10: cost[b]←∞, prev[b]← −1
11: end for
12: cost[bgz+1]← 0, Queue← G.V
13: while !empty(Queue) do
14: b← popMin(Queue)
15: if b! = bgz+2 then break
16: end if






, Λ← [Ψ1,1] [Ψ2,1]−1
19: alt← cost[b] + bv.J̃(Λ)
20: if alt < cost[v] then




25: wp = {bα1 , ..., bαm} ← traceBack(prev)
26: N ← Nα1 + ...+Nαm+1
27: for j ← 1, ...,m do
28: kj ← Nα1 + ...+Nαj
29: end for
30: h(xN ) = (xN − xG)′QN (xN − xG)
31: `k(xk, uk) = u′kRkuk, k /∈ {k1, k2, ..., km}
32: `kj (xkj , ukj ) = u
′
kj
Rkjukj + (xkj − x
s
αj




33: π = iLQG(f, g, h, `,N, x0,Λ0)
34: Simulate the control law π to get a trajectory x
35: return x, π
36: end procedure
TABLE I

























Std. dev. (m) Unplanned cost Planned cost√
0.1 1.74 × 104 370√
0.2 2.03 × 104 394√
0.3 2.11 × 104 408√
0.4 2.22 × 104 434√
0.5 2.42 × 104 445
TABLE III
RUNNING TIMES.
Offline time (s) Online time (s)
600.43 1.32
simulated control sequences due to noise. Thus, the rate of
convergence is less than 2 as expected.
B. Performance of transfer functions
In the second experiment, we compared the estimated
covariances with the fully updated EKF covariances for final
state estimates at incoming vertices. Random covariance
matrices with standard deviations for the X,Y directions up
to 1 meter were given at a departing vertex. Corresponding
estimated covariances and fully updated EKF covariances
were recorded. Figure 3(a) depicts the traces of estimated
covariances versus the traces of fully updated covariances.
As we can see, different initial covariances yield different
final covariances, but the trace values of the final covariances
are closely matched by the two methods. This observation





























Fig. 2. Comparison of 2D trajectories.
the accuracy of predicted covariances.
Next, we evaluated the performance of cost transfer func-
tions for estimating the cost-to-go values for edges. Similar to
the covariance transfer functions, different initial covariances
were given and we recorded both the estimated cost values
and average simulated cost values over 600 samples. Figure 3
shows a comparison of these cost values. These plots show
that the proposed approximation structure r̃0 + tr(P̃Λ) is
able to preserve the shape and trend of objective values
with respect to initial covariances. The accuracy of estimated
values by the cost transfer functions depends on the specific
noise terms and the structure of the environment.
C. Planning and control
In the third experiment, we planned a mission to navigate
from a starting location to a destination. There were five
landmarks, and a belief graph with ten sampled vertices was
created in the offline phase. The online phase returned a
trajectory and a set of local feedback control laws to follow
this trajectory. Figures 2(a) and 2(b) show the advantages of
the icLQG algorithm in planning and controlling the car. On
the first hand, Figure 2(a) plots a trajectory between two
locations without going through any waypoints to reduce
covariances. Thus, although the estimated mean of the final
state is at the destination, the actual position of the car is far
away from the destination. On the second hand, the icLQG
algorithm provides the planned trajectory with three black
waypoints in visibility areas in Figure 2(b). Therefore, the
car is able to reach the destination with high accuracy despite
the long curved route.





























Fig. 3. Evaluation of accuracy of covariance and cost transfer functions.
of the two trajectories. As we can see, the planned trajectory
cost from the icLQG algorithm is significantly smaller than
the unplanned trajectory cost. Hence, this result infers that
more energy to traverse the longer trajectory benefits the car
tremendously. In addition, when the standard deviations in-
crease, the simulated cost of the planned trajectory increases
slightly, which indicates that the icLQG algorithm is robust
against initial state uncertainty.
Table III summarizes the running time in seconds to build
the belief graph in the offline phase, and the searching in
the online phase. As we can see, compared to the online
time, the offline time is almost 455 times slower, which is
substantially dominant in the icLQG algorithm. Thus, most
of the burden of computation is moved to the offline phase.
Moreover, Figure 2(c) shows how the icLQG algorithm,
which is a combination of local and global optimization,
navigates and avoids obstacles using three waypoints as
compared to Figure 1(b).
D. Scalability to high-dimensional systems
Finally, we verified that the algorithm is scalable to
planning and controlling the helicopter in 3D environments.
In this case, the problem has control constraints on the thrust
components of control inputs. We compared the effect of
trajectory planning and control using the iLQG algorithm
alone and using icLQG. In Figure 4(a), we present an
example of an unplanned trajectory, which is returned from
the iLQG algorithm. As we can see, the covariances, which
are represented by the dotted cloud around each estimated
mean, are enormous. Thus, the helicopter is uncertain about
reaching the desired destination. In contrast, in Figure 4(b),
a planned trajectory with two waypoints in black, which is
returned from the combination of the Dijkstra’s search in the
belief graph and the iLQG algorithm, is used. This trajectory
arrives at the destination with high accuracy by taking the
advantage of the necessary nearby features.
VII. RELATED WORK
Approaching from the local solution point of view, Li
and Todorov have recently proposed the iLQG algorithm
[12] [7] [6] to address the problem of control in partially
observable environments. The main idea of their iLQG
version is similar to what have been discussed here with
more complicated noise. However, with strongly non-linear














Fig. 4. Comparison of 3D trajectories.
a global optimum. Thus, icLQG provides high level global
guidance to the final iLQG run.
The idea of using landmarks to provide additional infor-
mation in motion planning with uncertainties was addressed
earlier in [13]. In this work, Lazanas et al. proposed a
sound and complete planner of polynomial complexity using
landmark information. Unlike icLQG, their algorithm uses
preimage planning approach with worst case analysis under
an assumption that uncertainties are bounded. Hence, their
algorithm concerns the likelihood of achieving a goal but
barely addresses the efficiency of the solution, which is the
main interest of icLQG.
Roy et al. [4] [5] [14] proposed the belief roadmap (BRM)
algorithm to use an available map to plan a set of waypoints
to a destination. The method can efficiently plan a trajectory
even in large-scale environments. However, they only con-
sider minimizing the final uncertainty at a destination but
not consumed energy. Furthermore, they do not provide a
corresponding control law to follow this trajectory.
VIII. CONCLUSION
In this research, we have addressed the problem of plan-
ning and controlling mobile robots in partially observable
stochastic environments. The icLQG algorithm is inspired
by the PRM and BRM algorithms [10] [5] [14]. The key
concept is to sample in the mean space and search in the
covariance space of robots’ belief states. To plan a trajectory
efficiently, each edge of the belief graph is associated with
a covariance transfer function and a cost transfer function.
These functions parameterize the set of different trajectories
based on covariances of initial beliefs. The icLQG algorithm
also provides an approximate control policy along a planned
trajectory using the iLQG algorithm [6]. The principle of
the iLQG algorithm is based on solving successive linear
quadratic Gaussian problems using dynamic programming.
Overall, the icLQG algorithm is a method to solve the
partially observable stochastic shortest path problem.
To the best of our knowledge, it is the first time that the
problem of planning and controlling a six-degree-of-freedom
helicopter with coastal navigation trajectories in continuous
spaces is reported. Finally, as we have been working so far
in simulation, the next step would be to verify the icLQG
algorithm on real hardware.
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