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ABSTRACT 
The theory of polynomial realisations of a rational matrix · 
can be used to study systems of ordinary, linear, constant coefficient 
differential equations which relate the behaviour of a set of internal 
system variables to that of the control inputs and observation outputs 
of the system. Strict system equivalence is an equivalence relation 
on the set of polynomial realisations of a rational matrix which 
preserves the structure of the finite frequency modes of the dynamical 
systems associated with the polynomial realisations and which also 
preserves their coupling to the system inputs and outputs. 
i~e introduce and study an equivalence relation on the set of 
polynomial realisations of a rational matrix, strong system equivalence~ 
which preserves the structure of not only the finite, but also the 
infinite frequency modes of the dynamical systems and their coupling 
to the system inputs and outputs. 
We show that every polynomial realisation is strongly system 
equivalent to a generalised state-space realisation and that two 
generalised state-space realisations are strongly system equivalent 
if and only if they are constant system equivalent . That is, we show 
that generalised state-space realisations and constant system 
equivalence play roles with respect to strong system equivalence 
analogous to those played by state-space realisations and similarity 
with respect to strict system equivalence. 
We also introduce the algebraic notion of the localisation of 
a ring at a prime ideal and study the local properties of realisations. 
We see how the global properties are constructed from the local 
information o This allows us to define equivalence relations on 
(v ) 
the set of polynomial realisations of a rational matrix which preserve 
the structure of the modes of the dynamical systems and their coupling 
to the system inputs and outputs at a specified set of frequencies, 
for example, the unstable frequencies, but not necessarily elsewhere. 
(Vi ) 
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INTRODUCTION 
The theory of polynomial realisations which Rosenbrock [17] 
developed for matrices of rational functions has been extended by 
Cappel [ 6] to matrices with elements from the field of fractions 
of an arbitrary principal ideal domain. The notion of strict sys tem 
equivalence and the results of Fuhrmann [10] , Pernebo [16] and 
Rosenbrock [18] have also been extended by Cappel [ 7 J . In the 
present work we give significant applications of this generalisation 
within systemstheory itself. 
In its original setting strict system equivalence is an 
equivalence relation on the set of polynomial realisations of a 
rational matrix which is weak enough to guarantee that every polynomial 
realisation is strictly system equivalent to a state-space realisation 
but which is sufficiently strong to guarantee that strictly system 
equivalent state-space realisations are similaro 
We can associate a dynamical system with any polynomial 
realisation. The definition of strict system equivalence is such as 
to guarantee that the structure of the finite frequency modes of the 
dynamical system, associated with the polynomial realisation, and 
their coupling to the system inputs and outputs is preserved. 
Verghese, Levy and Kail ath [23] have pointed out that if 
our dynamical system 1s formed as a result of switching caused by 
component failure 1n some other system, then it becomes important to 
consider not only the finite-frequency behaviour but also the 
impulsive solutions which may arise in response to the unconstrained 
2. 
nature of the inputs. 
Verghese [19] made an extensive study of the structure of 
dynamical systems which are capable of exhibiting infinite frequency 
behaviour and extended the system-theoretic concepts of controllability 
and observability to incorporate the infinite frequency structure of 
such systems. Partial accounts of this al so occur in [20 - 24] • 
Verghese [19] also used dynamical considerations to define 
'operations of strong equivalence' on generalised state-space 
realisations. These operations preserve both the finite and infinite 
frequency modes of the dynamical system and their coupling to the 
inputs and outputs. It was left as an open problem to define 
'operations of strong equivalence 1 for arbitrary polynomial 
realisations. This problem is solved in the present work. 
The language of valuation theory has already been introduced into 
systems theory by Forney [ 9] and used by Verghese [19] to treat 
the finite and infinite frequency poles and zeros of dynamical systems 
with equal emphasis. In Chapter I we introduce the related concept 
of the localisation of a principal ideal domain at a prime ideal. 
We believe that this concept, like the language of valuation theory, 
will prove useful in systems theory. In the present work we have used 
it to motivate the definition of local system equivalence given in 
Chapter III. 
In Chapter II we review the notion of strict system equivalence, 
while in Chapter III we use the algebraic concept of the localisation 
of a principal ideal domain at a prime ideal to study the local 
properties, as opposed to the global properties, of realisations ov er 
arbitrary principal ideal domains. This allows us to gain a new 
understanding of strict system equivalence. We show that two 
R-realisations of a K-matrix, where K is the field of fractions of 
the principal ideal domain R , are strictly system equivalent if and 
only if they are locally system equivalent at every prime ideal ·(p) 
of R • 
3. 
If R is the ring of polynomials with complex coefficients then 
the prime ideals of R are generated by the linear polynomials (s-a) , 
where a E [ • Local system equivalence at the prime ideal (s-a) 
is an equivalence relation on the set of polynomial realisations of a 
rational matrix which preserves the structure of the modes of the 
dynamical system and their coupling to the inputs and outputs at the 
single finite frequency s=a. 
It may often be the case that we are only interested in the 
behaviour of dynamical systems at finite frequencies in a region A 
of the complex plane. In Chapter IV, motivated by the results of 
Chapter III , we define an equivalence relation on the set of 
polynomial realisations of a rational matrix , A - system equivalence , 
which preserves the behaviour of the dynamical systems at all the 
finite frequencies in the region A but which does not attempt to 
preserve the behaviour of the dynamical systems at the other finite 
frequencies. In Chapter IV we see how global information about 
polynomial realisations can be constructed from the local information 
obtained in Chapter III • 
Motivated by the definition of local systen equivalence we define 
in Chapter Van equivalence relation, system equivalence at s = 00 , 
on the set of polynomial realisations of a rational matrix which 
preserves the infinite frequency behaviour described by Verghese [19] • 
4. 
In Chapter VI we define an equivalence relation on the set of 
polynomial realisations of a rational matrix, strong system equivalence , 
by saying that two polynomial realisations of a rational matrix are 
strongly system equivalent if and only if they are strictly system 
equivalent and system equivalent at s = co • If our polynomials 
have complex coefficients then this is the same as demanding local 
system equivalence at s = a , for every a E [ u {co} , and so we 
can see the equality of treatment which we bring to the finite and 
infinite frequency poles and zeros of dynamical systems. 
We reformulate Verghese's 'operations of strong equivalence' 
into an equivalence relation on the set of generalised state-space 
realisations of a rational matrix, cons tant system equivalence ., and 
show that generalised state-space realisations and constant system 
equivalence play roles with respect to strong system equivalence 
analogous to those played by state-space realisations and similarity 
with respect to strict system equivalence. 
The equivalence relations, system equivalence at s = co and 
strong system equivalence, have been studied in the Research Reports 
Anderson, Cappel and Cullen [ 1] and Cappel and Cullen [8]. The 
main results of the present work, Proposition VI .3.2, which shows 
that strong system equivalence is weak enough to guarantee that every 
polynomial realisation is strongly system equivalence to a generalised 
state-space realisation and Proposition VI . 3.1 , which shows that 
strong system equivalence is sufficiently strong to guarantee that 
two strongly system equivalent generalised state-space realisations 
are constant system equivalence, were first given in these Research 
Reports. The assistance given to me by my co-authors was invaluable. 
However, there the results were obtained via matrix calculations, while 
in the present work they are obtained via module theory. 
CHAPTER ONE 
VALUATIONS, LOCALISATIONS AND PROJECTIONS 
The language of valuation theory has already been introduced 
into systems theory by Forney [ 9] and used by Verghese [19] to 
treat the finite and infinite frequency poles and zeros of dynamical 
systems with equal emphasis. In this chapter we briefly review 
valuation theory and the structure of modules over principal ideal 
domains. We then introduce the concepts of the l ocalisation of rings ~ 
modules and homomorphisms at the prime ideals of a principal ideal 
domain. We believe that these concepts, like the language of valuation 
theory, will prove useful in systems theory. In the present work we 
have used them to motivate the definition of local system equivalence 
given in Chapter III. 
In this chapter we explore the relationship between valuations 
and localisations, and point out that when we restrict our attention 
to the ring of interest in dynamical systems (that is, the ring [[s] 
of polynomials in an indeterminate s with coefficients from the 
complex field [) there are certain useful projection operators which 
allow many of the results of systems theory to be stated in more 
concise and revealing forms. One of these projection operators has 
already been introduced into systems theory by Fuhrma nn [10] 
• 
The results given in this chapter are in principle well known. 
We have chosen to develop them in some detail for the sake of 
completeness and also to introduce valuation theory and the techniques 
of localisation to those who may not be completely fa miliar with them o 
We have also needed to introduce in detail the notation we intend to 
use. A fuller exposition of both valuation theory and the theory 
6. 
of the localisation of rings at prime ideals can be found in, for 
example, Zariski and Samuel [26], with a more straightforward account 
of the basic results in Atiyah and Macdonald [ 2 J . Bourbaki [ 3 J 
also contains an excellent treatment of both theories with especial 
emphasis on the lifting of local properties to global properties. 
Cohn [ 4] and Lang [14] both contain good expositions of the 
structure theory of modules over principal ideal domains. 
I.l Valuation Theory 
Let R be a principal ideal domain and let K be its field 
of fractions. We say that R 1s a (principal) valuation ring of K 
if, for each nonzero k EK, either k ER or k-lE R (or both). 
For example, the ring (C ( s) 
00 
of proper rational functions with complex 
coefficients, whose field of fractions is the field [(s) of all 
rational functions, is a valuation ring of its field of fractions. 
PROPOSITION I.1.1 If R is a valuation ring of its field 
A 
of fractions K, and R is a subring of K such that 
A 
RC RC K 
- -
A 
then R ~s a valuation ring of K o 
The proof of Proposition I ol.l is immediate from the definition 
of a valuation ring. Proposition I.1.2 will show the correspondence 
between valuation rings and the related concept of a (principal) 
valuation of a field K. But first we need to study valuation rings 
in more detail. 
7. 
We denote by R+ the set of all non-units of a valuation ring R. 
We note that R+ is an ideal of R ' since if a is a non-zero 
element of R+ then -1 a (p R and so, if rE R 
' 
(ra) E R+. For 
otherwise ( ra )-l E and so -1 -1 Also, if and R a = ( ra) r E R o al 
are non-zero elements of then we can assume, without loss of 
-1 generality, that a1a2 E R and so 
Indeed, R+ is the only maximal ideal of R o Since R is a 
principal ideal domain, is generated by some r E R • 
+ 
Moreover, 
a non - zero i deal of a pr i n c i pa 1 i de a 1 do ma i n i s a pr i me i deal i f and 
only if it is a maximal ideal and so 
prime ideal of Ro 
is the only non-zero 
It follows, from the Fundamental Theorem of Arithmetic (see, 
for example, Cohn [ 4 J Po278 or Lang [14 J p. 71) , that if r E R 
then r = u r: for a non-negative integer n and unit u of R • 
Since K is the field of fractions of R, if k is a non-zero 
element of K then n k = u r , where u + is a unit of R and 
n E "/1.. This decomposition is unique. 
We denote by Kx the multiplicative group of K and consider 
the map 
\) 
where u is a unit of R and n Ell.. This is a group homomorphism, 
since 
for all X k1, k2 E K and, by the definition of v , if r is a 
non-zero element of R then 
v(r) > 0 • 
Moreover, if 
since n k = u r 1 + and 
m k2 = v r+ , where u 
R and n,m E ll , and so 
and v are units of 
( m-n) = n + v u+ v r+ 
> n 
where we have assumed, without loss of generality, that m > n • 
We denote by ll the set ll u {00 } and assume the normal 
CX) 
additive structure and order on ll . In particular we note that if 
CX) 
n E "ll.. 00 then n + 00 = 00 and n < 00 • 
CX) 
1s a (principal) valuation We say that a mapping v K -+ ll 
of the field K if, for all k,k 1 ,k 2 EK , 
(i) v(k) = 00 if and only if k=O , 
(ii) v(k1k2) = v(k1) + v(k2) , and 
( i ii) v ( k 1 + k 2) : min { v ( k 1) , v ( k 2) }. 
PROPOSITI ON I.1.2 R is a valuation ring of a field K 
i f and only if there is a valuation of K , v : K -+ ll , such that 
CX) 
R = {k E K: v(k) > O} 
• 
8. 
9. 
Proof. From the discussion which preceeded the Proposition 
it is obvious that we can associate a valuation with any valuation 
ring o Conversely, if v: K-+ll 
00 
is a valuation, then we define 
a set R by 
R = {k EK v(k) > O} o 
The properties of a valuation ensure that the set R is a ring 
under the operations of addition and multiplication inherited from Ko 
Moreover, v(l) = 0 and there are no zero divisors in R , so that 
R i s an i n t eg r al do ma i n o 
We now consider a non-zero ideal a of R and suppose that 
am is a non-zero element of a such that 
for all a Ea. Certainly such an am exists and, for all a E a , 
( -1) v a am > 0 
so that a a;1 ER and hence a= (am) • That is, R is a principal 
ideal domain. 
We also have that for all k E Kx , 
and so either k E R or k - l E R • That is, R is a valuation 
ring of K. D 
and are valuations of a field K we say that 
and 
isomorphism 
are equivalent if there is an order preserving 
¢ :7l-+7l' 
00 00 
such that for all k E K , 
It is clear that this is an equivalence relation and also that 
equivalent valuations have the same valuation ring. Conversely, two 
valuations on a field K having the same valuation ring are obviously 
equivalent. 
We now consider an arbitrary principal ideal domain R and its 
field of fractions K. We recall from the Fundamental Theorem of 
Arithmetic, that if k E Kx 
where u is a unit of R, 
' 
then 
0 • • 
m 
p n 
n 
the p . 's are distinct primes of R 
i 
(that is, they generate different prime ideals) and m. E ll. \ { 0 } 
i 
for i = 1, 0 . 0 ,n • 
and the pri mes p. 
i 
The integers n and m. 
i 
are determined uniquely 
are determined up to unit factors, n may be zero. 
So, if p is a pri me of R and if k E Kx then 
where m is a unique integer, r 1 and r 2 are non-zero elements of 
R, and p divides neither nor We can now define a 
valuation on K, called the p- adic valuation , by 
and v (0) = oo . p 
X 
vp : K -+ 7l.. : k 1-+ m 
11. 
I.2 Valuations of the Field of Rational Functions 
If k is an arbitrary field and s is an indeterminate then we 
denote by k(s) the field of rational functions in the indeterminate 
s with coefficients from the field k. Similarly, we denote by k[s] 
the ring of polynomials in the indeterminate s with coefficients from 
the field k • The ring k[s] is a principal ideal domain and k(s) 
is its field of fractions. 
If f(s) is a non-zero polynomial then 
where n 
f(s) = 
n 
I 
i=O 
f.Si 
i 
is a non-negative integer, f. Ek for i = 0, ••• ,n 
i 
and f t O • We define the degree of the polynomial f(s), denoted 
n 
by deg(f(s)) , by 
deg(f(s)) = n • 
We extend this definition to the zero polynomial by setting 
deg ( 0) = -oo • 
We note that if f(s) and g(s) are polynomials, then 
( i) deg(f(s)g(s)) = deg(f(s)) + deg(g(s)) , and 
(ii) deg(f(s)+g(s)) ~ max{deg(f(s)),deg(g(s))} • 
We now consider the field k(s) • For any prime polynomial 
p(s) we have the p(s)-adic valuation defined as in the previous 
section. However, these are not the only valuations on k(s) • 
r(s) is a rational function then r(s) = f(s) g(s) where f(s) and 
If 
g(s) are polynomials and g(s) is non-zero. We defin e 
v (r(s)) = deg(g(s)) - deg(f(s)) 
00 
(where we are setting -(- 00 ) = 00 ) • This definition 1s independent 
of the choice of representatives of r(s) and v : k(s) ~ 7l 
00 00 
lS a 
valuation. We call this valuation the valuation at infinity of k(s) • 
We could also call this valuation the degree valuation of k(s) , but 
choose this nomenclature because when we restrict our attention to [(s), 
the field of primary interest in dynamical systems theory, this valuation 
helps us describe the infinite frequency behaviour of dynamical systems. 
The valuation ring of the valuation at infinity is denoted by 
k (s) and the elements of the ring k (s) are said to be proper 
00 00 
rational functions . 
r(s) = f(s) with g(s) 
The ring k (s) consists of all rational functions 
00 
deg(f(s)): deg(g(s)) • Following the notation of 
+ the previous section we denote by k (s) 
00 
-1 This ideal is generated by s and so 
the maxima 1 ideal of k (s) • 
00 
k+(s) consists of all rational 
00 
functions r(s) = f(s) with g(s) deg(f(s)) < deg(g(s)) . In this case we 
say that r(s) 1s a strictly proper rational function. 
The following proposition shows that we need only consider these 
valuations of k(s) • 
PROPOSITION I.2.1 If v is a non- trivial valuation on 
k(s) such fhat v(a) = 0 f or all a Ek , then v is equivalent 
to some p(s)-adic valuation or to the valuation at infinibJ . 
Proof. We suppose first that v( s) > 0. If f(s) E k[s] then 
v(f(s)) > 0 , since 
f ( s) = 
n 
E 
i=O 
1 f .s 
1 
where n = deg(f(s)), f. E k for i = 0 , .• o , n and 
l 
v(f(s)) > min {v(f.s 1)} 
. l O<l<n 
= min {i v(s)} 
O<i<n 
> 0 • 
-
13. 
Moreover, since v is a non-trivial valuation, there is a non-zero 
polynomial f(s) such that v(f(s)) > 0. We consider the subset a 
of k[s] given by 
a= {f(s)E k[s] : v(f(s)) > O}. 
C 1 ear 1 y a 1 s an i d ea 1 of k [ s J and i f f ( s ) , g ( s ) E k [ s J 
are such that f(s)g(s) E a , then 
v(f(s)g(s)) = v(f(s)) + v(g(s)) > 0 
and so either . f(s) E a or g(s) E a . That 1s, a 1s a non-zero 
prime ideal of k[s] • So a= (p(s)) for some prime p(s) of 
k[s] and v(p(s)) = n for some positive integer n • 
Now, if r(s) E kx(s) , then r(s) = ph(s):f ~j for some 
h Ell.. and f(s),g(s) E k[s] where p(s) divides neither f(s) 
nor g(s) • So v(f(s)) = 0 and v(g(s)) = 0 and thus v(r(s)) = hn • 
That is, v 1s equivalent to the p(s)-adic valuation o 
Now suppose, on the other hand, that v(s) < O . If f(s ) 1s a 
non-zero polynomial then again 
f(s) = 
n 
L 
i=O 
f.si 
i 
where n = deg(f(s)), fi E k for i = 0, •.• ,n and fn t- 0 • Now, 
Conversely, 
v(f(s)) > min {v(f.si)} = n v(s) • 
. i O<i<n 
n(v(s)) > min{v(f(s)) , v(f(s) - f sn)} 
n 
> min{v(f(s)) , (n-l)v(s)} . 
But clearly (n-1) v(s) > n v(s) and so v(f(s)) = deg(f(s)) v(s) • 
That is, v is equivalent to the valuation at infinity on k(s) • 
In a manner similar to the notation used in the case of the 
valuation at infinity we denote the valuation ring of k(s) 
associated with the p(s)-adic valuation by k (s) • We will say p 
D 
that an element of kp(s) is a p{s)-proper rational function. We 
denote the maximal ideal of kp(s) + by k (s) and say that an element p 
+ 
of k (s) is a strictly p(s)-proper rational function. p These 
definitions can also obviously be made in the case of an arbitrary 
principal ideal domain R, its field of fractions K and a 
valuation ring of K associated with a p-adic valuation of K, where 
p is a prime of R . 
If p(s) is a linear polynomial, that is, p(s) = s-a for 
some a Ek , then p(s) is a prime of k[s] and we denote the 
valuation ring of k[s] associated with the (s-a)-adic valuation 
by k ( s) 
a 
rather than We will call an element of 
k (s) an a-proper rational function. We again denote the maximal 
a 
ideal of k (s) 
a 
by 
a-proper rational function. 
and call an element of 
I.3 Modules over a principal ideal domain 
a strictly 
The structure theory of modules over a principal ideal domain is 
well known (see, for example, Cohn [ 4 J p.285 or Lang [14] p.390) 
and will be needed in what follows. We recall first that if p 1s 
a prime of a principal ideal domain R then a p-primary R-module 
is an R-module each of whose elements is annihilated by some power of 
p (although not necessarily the same power of p for each element). 
PROPOSITION I.3.1 Let M be a non-zero finitely generated 
torsion module over the principal ideal domain R. Then M can be 
expressed as a direct sum of p-primary R-modules Mp for the 
different primes p of R, 
and the p-primary modules Mp are determined uniquely up to 
R-isomorphism. Moreover, only finitely many of these terms will be 
different from zero. 
PROPOSITION I.3.2 Let M be a non- zero finitely generated 
torsion module over a principal ideal domain R. Then M can be 
expressed as a direct sum of cyclic modules , 
r. 
m 1 a. .. 
M =R- . ffi ffi R/ ( p . 1 J ) 
. 1 . 1 1 1 = J= 
where p. 
l 
i =l .,. o • .,m 
is a pr&me of R, 
and the integers r. 
l 
0 < a .l < a .2 < o e o < a . for 1 - 1 - - 1r . 
l 
and m are positiveo The pr&mes 
p. 
l 
are un&que up to unit f actors and the integers a .. , r. 
l J l 
and m 
We can use this structure theory for modules over principal 
ideal domains to study endomorphisms of vector spaces, and so 
naturally also matrices o 
16 . 
If we consider the vector space where k 1s an arbitrary 
field, then if A is an endomorphism of kn we can consider kn to 
be a k[s]-module, where the module action 1s given by 
p(s)-u = p(A)u 
for all p(s) E k[s] and u E kn . The k[s]-module kn 1s obviously 
finitely generated and is also torsion, since by the Cayley-Hamilton 
Theorem (see, for example, Cohn [ 4] p.294 or Lang [14] p.400) there 
1s a non-zero polynomial ¢(s) such that ¢(A)~ 0 and so 
¢(s)•u = ¢(A)u = O 
n for every u Ek o 
In particular, 
n x n matrix 
let A 
A = 
( )n-1 Then A - a I f O and 
n 
be the endomorphism represented by the 
a 1 0 0 0 0 0 0 
0 a 1 • 0 • 0 0 
0 • • 0 . 0 • 0 
0 0 0 0 0 • a 1 
0 0 0 • 0 0 0 a 
(A - a In)n = 0 . The finitely 
generated torsion k[s]-module kn 1s k[s]-isomorphic to the 
k[s]-module 
k[s]/((s-a)n) , 
since, for 2 < 1 < n , 
e. l = (s-a) oe. 1- 1 
and 
where the vectors e1, .•. ,en are the columns of the unit matrix o 
More generally, let p(s) be any monic prime of k[s] 
P(s) = sn - a sn-l_ -a 1 ... n- o 
and let 
0 1 0 • • • 0 
0 0 1 . • 0 0 
p = 
• • 0 0 • 0 0 
0 0 0 • 0 0 0 
ao al 0 0 0 0 a n-2 
be the companion matrix of p(s) • Then 
p(s) = det(sl - P) . 
n 
0 
0 
0 
1 
a 
n-1 
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Let N be the n x n matrix 
0 0 • 0 • 0 
0 0 • • • 0 
N = 0 • • • 0 
0 0 • 0 0 0 
1 0 . 0 • 0 
If A : kn i ~ kn i is represented by the (n i ) x (n i ) matrix 
p N 0 • 0 • 0 0 
0 p N • . • 0 0 
A = • • • • • 0 • 
0 0 0 • 0 • p N 
0 0 0 • . • 0 p 
then the k[s]-module, 
' 
with the module action p(s)-u = p( A)u , 
for every p(s) E k[s] , 1s k[s]-isomorphic to the k[s]-module 
These observations, together with the structure theory for modules 
over principal ideal domains, can be used to derive the Jordan 
canonical form of a matrix over an algebraically closed field, or the 
rational canonical form over an arbitrary field. 
Io4 The Localisation of Rings, Modules and Homomorphisms 
Associated with every pri me p of a princi pal ideal domain R 
we have a pri me ideal (p) of R . Let S = R\ (p) . We define a 
relation on R x S as follows 
if and only if rls2 = r2sl • This relation corresponds to the 
equality of rational numbers regarded as pairs of integers, and is 
cl early reflexive and symmetric. Since R lS a domain, and so has 
no zero divisors, the relation is also transitive. Thus - lS an --
equivalence relation. We denote the equivalence class of (r,s) by 
r and let R denote the set of equivalence classes. 
s p 
RP 1s a ring under the definitions of addition and multiplication 
corresponding to those for rational numbers and can be considered to 
be a subring of K, the field of fractions of R. We notice that R 
is a subring of each RP. The localisation of rings is well behaved. 
PROPOSITION I. 4 .1 If R 1,,:3 a principal ideal domain 
and (p) is a prime ideal of R , then RP is a principal ideal 
domain. Indeed, if K is the field of fractions of R then 
R is the valuation ring of K associated with the p-adi~ p 
valuation. 
We omit the proof because of its trivial nature a Proposition 
I.4.2 is another interesting and instructive result. If R is a 
principal ideal domain then we denote by PR the set of prime ideals 
of R. 
PROPOSITION I.4.2 
then 
R = 
If R is a principal ideal domain, 
n 
(p) E PR 
R • p 
Proof. 
ideal (p) 
We have already noted that R C R 
- p for every pri me 
of R , and so RC n 
- (p) E PR 
. . . 
R p • 
m 
p n 
n 
Now, if X k E K , then 
where u is a unit of R, the p. are distinct primes of R and m. 1 
1s non-zero for 1 < i < n • Units of R are units of R for each p 
prime ideal (p) and if k E R then \) ( k) p p 
the p-adic valuation. So, if kE n 
m. 
1 
are all positive and so 
(p) E PR 
k E R • 
We call the principal ideal domain 
at the prime ideal (p) • 
R p 
> 0 
' 
where \) lS 
-
p 
R , then the integers p 
D 
t he l oca l isation of R 
The construction of R can be carried through with an R-module p 
M in place of the ring R • 
follows 
if and only if there is some 
We notice that as before 
We define a relation on M x S as 
s ES such that s(s 1m2 - s2m1) = 0. 
1s an equivalence relation and when M 
1 
1s the principal ideal do main R this condition reduces to the previous 
one. m We let 5 denote the equivalence class of the pair (m,s) and 
denote the set of equivalence classes by M p M p can be made into 
an RP-module with the obvious definitions of addition and scalar 
multiplication. The localisation of modules is also well behaved. 
We shall assu me throughout this work that our modules are unitary. 
That is, l·m = m for every element m of the module. 
LEMMA I.4.1 If R is a principal ideal domain and M is 
an R-module then M = 0 i f and only if Mp= 0 for every prime ideal 
( p) of R • 
Proof. The necessity of the condition is obvious. To prove 
sufficiency we assume that M f O and that M = 0 for every pri me p 
ideal (p) of R. We suppose that m is a non-zero element of M 
and consider the ideal Ann(m) of all elements of R which annihilate 
m . Now Ann(m) ~ (q) for some prime ideal (q) since 1 (/::. Ann( m) 
d . m M an so, since TE q and M = 0 m must be annihilated by some q ' 
el eme n t of R \ ( q ) • But this is a contradiction. D 
We call the R -module M t he localisation of the R-module M p p 
at t he prime i dea l (p) • 
If f: M ~ N is an R-homomorphism between the two R- modules 
M ~ N M and N , then we can define an RP-homomorphism fp 
by 
p p 
m f( m) 
s~ s 
It is not hard to see that if g : L ~ M is an R-homomorphism between 
the two R-modules L and M, then (f f O g • p p 
LEMMA I.4.2 I f R ~s a principal ideal domain and 
f M ~ N ~s an R-homomorphism between the two R-module s M and 
N ' then f = 0 if and only if f = 0 f or every prime ideal (p) p 
of R • 
The proof of Le mma I.4.2 uses the same ideas as that of 
Lemma I. 4 .1 and so we omit it. We call the R -homomorphism p 
the localisation of the R-homomorphism f at the prime ideal 
f p 
( p) • 
The following proposition contains many properties of the 
localisation of modules and homomorphisms which we shall need later. 
PROPOSITION I.4.3 If R &Sa principal ideal domain, 
M, N and P R-moduZes and f and g R-homomorphisms, then the 
sequence 
(J.) M!NiP 
is exact at N if and only if the sequence 
(2) 
f g 
M f N f P p p p 
is exact at N for every prime ideal (p) of R . p 
Proof. Suppose first that the sequence ( 1 ) is exact 
So g 0 f = 0 and hence gp 0 f = p 0 for every prime ideal 
of R . That lS Im f c Ker p - gp ' for every prime ideal (p) 
Now, if n - E Ker 
s gp for some prime ideal (p) ' where ~EN s 
at 
(p) 
of 
p ' 
N 
then there is an element tER\(p) such that t g ( n) = 0 . That 
t n E Ker g and so t n = f (m) for some m E M 
n - f(m) = f (~) E Im f 
s st p st p 
and so the sequence (2) 1s exact at N 0 p 
Hence, 1 n Np 
To show the sufficiency of the condition 1n the Proposition we 
assume that for every prime ideal (p) the sequence (2) is exact 
at N p • Now gp o fp = O 
Lemma I.4.2, go f = 0 . 
for every prime ideal (p) and so, by 
We consider the exact sequence 
1 n 0 7 Im f 7 Ker g 7 Ker g/Im f 7 0 
22. 
• 
R . 
1 S, 
where 1 1s the inclusion map and n is the canonical homomorphism. 
By the part of the proposition we have already proven, the sequence 
ip np 
0 ~ (Im f) ~ (Ker g) ~ (Ker g/Im f) ~ O p p p 
is exact for every prime ideal (p) of R and so 
(Ker g/Im f) ~ Ker g /Im f , p R p p 
p 
since (Ker g)p = Ker gp and ( Im f) = Im f p p 
But, 
(Ker g )/(Im f) = 0 p p 
for every prime ideal (p) and so, by Lemma I.4.1, the sequence (1) 
is exact at N • D 
As immediate consequences of this proposition and the definitions 
we have the following interesting and useful results which we state 
without proof. 
COROLLARY I. 4 .1 If R is a pr1:ncipal ideal domain · and N 
and P are submodules of an R-module M, then 
( i ) 
(ii) 
COROLLARY I.4.2 
(N ~ P)p ~ 
( M/N) ~ p 
N ffi P , p p 
M /N . p p 
and 
If R is a principal ideal domain and if 
f: M ~ N is an R-homomorphism betuJeen the tuJo R-modules M and N, 
then f is injective (surjective ) if and only if the R -homomorphism p 
fp Mp ~ Np is injective (surjective) for every prime ideal (p) of 
R • 
As we mentioned earlier the principal ideal domain R 1s a 
subring of the principal ideal domain R for every prime ideal p 
24. 
(p) 
of R and so, if f: M ~ N is an R-homomorphism between the two 
R-modules M and N , then the RP-modules and N p can be 
considered as R-modules and the RP-homomorphism 
also be considered as an R-homomorphism. 
f p M ~ N can p p 
LEMMA I.4.3 Let R be a principal ideal domain and let (p) 
be a prime ideal of R. For any non-negative integer n 
Proof. Since 
R / nR is also an p p p 
R 1s a subring of 
R- mod u l e • Now , i f 
r = ~ + nR t p p 
R the R -module p p 
r ER /pnR , then p p 
where s,tE R, p does not divide t , and s and t are coprime. 
Hence, there exist u,v ER such that 
and so 
That l s ' 
1n R / n R p p p 0 
That ls' if rE 
pn U + t V = S 
S - t V 
~+ nR = t p p 
R / nR p p p then 
V 
r = - + 1 
n 
= p 
I+ 
1 
nR p p 
u • 
nR p p 
for some v E R , and conversely, if v E R , then 
~ + nR E R / nR 1 p p p p p . So, the R-homomorphism 
is an R-isomorphism. D 
We can now relate the localisation of an R-module M at a 
prime ideal (p) of R, M , p to an external direct sum decomposition 
of the R-module M. This decomposition will be useful to us later 
when we are considering the commutativi:ty of diagrams. 
PROPOSITION I.4.4 I f R ~s a pr incipal ideal domain and 
M is a finitely generated torsion R-module~ then 
n 
M ;; ffi Mp. 
R i=l 1 
where the non-negative integer n and t he prime i deal s 
. 
un~que . 
(p.) are 
1 
Proof. If we assume for convenience that M is not the zero 
module, then we know, from Proposition I.3.1 and Proposition I o3.2, 
that there is a positive integer n and distinct primes 
for i = l, ... ,n such that 
where 
n p. 
M- ffi M 1 
R i=l 
r . 
1 a .. p . 
M , = ffi 
j=l 
R/ p. 1 J R 
1 
p. 
1 
for some unique positive integers r. 
1 
and a . . • 
lJ 
The pri mes 
are determined uniquely up to unit factors o 
of R 
p. 
1 
Now, if Mq is a q-pr1 mary module and (p) is a pri me ideal 
of R distinct from the prime ideal (q), then 
For suppose m E (Mq) , then m E Mq and so 1s annihilated by 
s p 
.Q, 
a power of q, q say o Hence 
and since qi E R\(p) m 0 
' s - I · That 1 s, 
So, 
p. 
M R- (M ,) 
Pi p. Pi 
1 
r. 
1 a •• 
(Mq) = 0 • p 
/ lJ ffi R p. R 
R P1· 1 P1· j=l pi 
and we have our result. D 
r. 
1 a .. 
- ~ R/p. lJ R 
R j:;;:J: 1 
p. 
= M , 
As an i mmediate consequence of this decompos it ion we ha ve th e 
following interesting and useful result. 
COROLLARY I.4.3 If R ~s a principal ideal domain and 
M and N are R-modules, then M ~s R-isomorphic to N if and 
only i f the 
prime ideal 
R -modules M p p 
( P) of R • 
and N are p RP-isomorphic f or every 
26. 
I.5 Projections on the Field of Rational Functions 
We recall (see, for example, Cohn [4] p.134 or Lang [14] p.120) 
that if k 1s an arbitrary field, then the principal ideal domain 
k[s] is actually a Euclidean domain under the degree function o 
That is, if f(s) and g(s) are polynomials, with g(s) non-zero, 
then there are polynomials a(s) and b(s) such that 
f(s) = a(s)g(s) + b(s) 
and deg(b(s)) < deg(g(s)) . 
From the division algorithm, if r(s) 1s a rational function, 
then 
r(s) = p(s) + p(s) 
where p(s) E k[s] and + p(s) E k (s) . 
00 
Moreover, p(s) and p(s) 
are both uniquely determined. Thus 
k(s) 
and, by moving the constant term, we also have 
k(s) = k (s) ~ s k[s] • 
00 
An analogous result holds for any valuation ring of k(s) associated 
with a linear polynomial since, for all a Ek , 
So we have, for all a Ek , 
-1 +( ) k(s) = k[(s-a) J ffi ka s 
and also 
( ) -1 -1 k(s) = k s) ffi (s-a k[(s-a) J . 
a 
Fuhrmann [10] introduced into systems theory the projection 
operator 
IT : k(s) ~ k+(s) : p(s) + o(s)i-+ o(s) 
00 
where p(s) is a polynomial and g(s) 1s a strictly proper rational 
function. The ring of interest to Fuhrmann was k[s] and the 
projection operator rr is associated with the decomposition 
+ k(s) = k[s] ffi k (s) • 
00 
We notice that 
rr(p rrr) = rr(pr) 
for every rational function r and polynomial p , since 
n(p(I- rr )r) = o . 
28. 
This is not the only projection operator on the field of rational 
functions and in particular a projection operator can be associated 
with every valuation ring of k(s) associated with a linear prime, 
and also with the valuation ring at infinity. 
Associated with the decomposition 
k(s) = k (s) ffi s k[sJ 
00 
we have the projection 
IT 
00 
k(s) ~ s k[s] 
and we notice that 
rr (p rr r) = rr (pr) 
00 00 00 
for every p Ek (s) and r E k(s) . 
00 
We point out that 
-1 ) ITr = s ( I - rr s r 
00 
for every rational function r. 
Associated with the decomposition 
k(s) 
we have the projection 
and 
rr 
a 
-1 -1 k(s) ~ (s-a) k[(s-a) J 
n (p rr r)= rr (pr) a a a 
for every p E ka(s) and r E k(s) o 
The projection operators rr , rr and rr can all be extended 
oo a 
to vectors and matrices of rational functions by specifying that 
they act component-wise o 
29. 
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CHAPTER TWO 
STRICT SYSTEM EQUIVALENCE 
The theory of polynomial realisations which Rosenbrock [17] 
developed for matrices of rational functions has been extended by 
Cappel [ 6 J to matrices with elements from the field of fractions 
of an arbitrary principal ideal domain. The notion of strict system 
equivalence and the results of Fuhrmann [10] , Pernebo [16] and 
Rosenbrock [18] have also been extended by Cappel [ 7 J • 
Wyman and Sain [25] have associated a Zero module and a Pole 
module with a rational matrix G(s) . These modules describe the 
finite frequency pole and zero structure of G(s) . Conte and 
Perdon [ 5 J have associated modules with G(s) which describe the 
infinite frequency pole and zero structure of G(s) • 
In this chapter we first briefly review the notion of strict 
sys tem equival ence 1n its general setting, stating those results 
which we will need to refer to later in the present work o We then 
extend the ideas of Wyman and Sain [25] by associating with a 
K-matrix G , where K is the field of fractions of a principal 
ideal domain, a Zero module and a Pol e m~dule . 
II.l Strict System Equivalence 
Let R be a principal ideal domain and let K be its field of 
fractions. An R-realisation (of dimension n) of a matrix 
GE Ktxm is a representation 
(1) G = W + V T-l U 
where T E Rn xn is non-singular, and 
WE Rtxm 
• 
We associate with the 
U =Rm, the output module 
X = T-lRn/Rn. 
R-realisation (1) the input module 
Y = K£/R£ and the state module 
PROPOSITION II.1.1 X ~s a finitely generated torsion 
module over the principal ideal domain R if and only if X is 
R-isomorphic to the R-module T-lRn/Rn , f or some positive integer 
. . T E Rn xn n and non- s~ngular matr1.,X • 
We can also give a dynamical characterisation to the state 
module, when we take R = [[s] • 
PROPOSITION II.1.2 We consider the homogeneous system 
of linear di fferential equations 
( 2) 
d 
where V = -dt 
T(V) ~(t) = 0 
( nxn and Ts) E [ [ s] is non- singular. The Laplace 
transforms of the solutions ~(t) of (2) are precisely those 
A 
vectors of strictly proper rational functions ~( s) , for which 
T(s ) €(s ) is a polynomial vector. 
The two R-realisations 
(3) 1 ~ ~ ~-1 ~ G = W +VT- U = W +VT U 
31. 
of the matrix G E Ktxm are said to be strictly system equivalent 
..., ..., 
if there is an R-isomorphism f: X ~ X , where X and X are 
the state modules of the R-realisations (3) , such that the 
diagram in Figure II.1 . 1 commutes. 
Figure II.1.1 Strict System Equivalence 
PROPOSITION II.1.3 We consider t:wo R-realisations 
( 4) 1 ~ ~ ~-1 ~ G = W +VT- U = W +V T U 
of a matrix 
equivalent . 
0 The following three conditions are 
(i) The realisations (4) are strictly system equivalent. 
( i i ) -M' N E Rnxn , There are matrices 
Y E Rn xm such that 
[ MO l [ -TU ] = [-~~1 [NY l X I£ V W V W O Im 
and 
where [TM] has an R-right inverse and [Tt Nt]t has an R- left 
..., 
inverse. That 1.,s, T and M are left coprime and T and N are 
32. 
right coprime o 
( i i i ) There is an integer n > max(n,n) ' invertible matrices 
- - -
M,N E Rnxn and matrices X E R,Q,xn and Y E Rnxm such that 
I- 0 0 I- - 0 0 n-n n-n 
- -M 0 0 -T U 0 -TU N y 
= 
- -X Ii 0 V W 0 V W 0 I m 
When the notions of controllability and observability were 
extended from single-input, single-output (scalar) systems to 
multi-input, multi-output systems, matrix fraction descriptions of 
rational matrices, considered as the 'ratio' of relatively prime 
polynomial matrices, were of use and thus are of particular interest 
in dynamical systems theory. (See, for example, Kailath [13]). 
PROPOSITION II.1.4 
,Q,xm 
Two R-realisations of a matrix 
G E K of the form 
are strictly system equivalent if and only if T-l T 
invertible R-matrix. 
II.2 Controllability and Observabilii:Y 
An R-realisation 
(1) G = W + V T-l U 
. i.s an 
of a matrix GE Ktxm, with associated state module X = T-lRn/Rn , 
1s said to be controllable if the R-homomorphism 
1s surjective, and is said to be observable if the R-homomorphism 
n £ x + R ~ Vx + R 
is injective o 
The R-realisation (1) is said to be irreducible if it 1s both 
controllable and observable. 
PROPOSITION II.2.1 The R-realisation 
G = W + V T-l U 
of the matrix G is controllab l e i f and only if the matrix [-TU] 
has an R-right i nverse and i s observable i f and only if the matrix 
[-Tt Vt]t has an R-left inver se. 
If two R-realisations 
(2) 1 ~ """"-1....., G = W +VT- U = W +VT U 
txm 
of a matrix GE K are strictly system equivalent then the 
R-realisation W + V T-l U is controllable (observable) if and only 
A,J "" ""-1 ....., 
if the R-realisation W +VT : U is controllable (observable )o 
34. 
Moreover, we observe that if both the R-realisations ( 2) of the 
matrix G are irreducible then they are strictly system equivalent. 
PROPOSITION II.2.2 A controllable R-realisation 
G = W + V T-l U 
G E K.Q,xm • . l . l of the matrix ~s st~ct y system equ~va ent to an 
R-realisation of G of the f orm 
- - -1 G = V T . 
II.3 State-Space Realisations 
When strict system equivalence was defined for realisations with 
elements from an arbitrary principal ideal domain, many of the results 
of systems theory remained valid in this extended setting o Other 
results however made essential use of the fact that the realisations 
have elements from the ring of polynomials with coefficients from 
some arbitrary ground field. 
In this section we restrict our attention to the principal ideal 
domain k[s] , where k is an arbitrary ground field. We reviewed 
in Section I.5 the projection operator (I- IT ) : k(s) + k[s] , which 
Fuhrmann [10] introduced into systems theory. The definitions 
of strict system equivalence, controllability and observability 
can be expressed in terms of this projection operatoro 
Associated with the R-real isation ) /.ut.t_ I<.= J..t-"] ~I. K=- ft,t:J),, 
(1) G = W + V T-l U 
of the matrix , s the k-vector space 
which is called the state-space of the realisation (1) • X 1s a 
k[s]-module under the action 
p(s) oX = IT (p(s)x) 
where p(s) E k[s] and x EX. 
36. 
The state-space of the realisation (1) is clearly k[s]-isomorphic 
to the state module of the realisation (1) and two polynomial 
realisations 
(2) 1 ~ ~ ~-1 ~ G = W +VT- U = W +VT U 
of an ixm rational matrix G are strictly system equivalent if 
and only if there is a k[s]-isomorphism f: X + X , where 
-X and X are the state-spaces of the realisations (2) , such 
that the diagram in Figure II.3.1 commutes o 
X 
IT IT V 
f 
.... 
X 
Figure II.3.1 Strict System Equivalence 
The polynomial realisation 
G = W + V T-l U 
of the £xm rational matrix G , with associated state-space X, 
is controllable if and only if the map 
1s surjective, and is observable if and only if the map 
is injective. 
A polynomial realisation of an £xm rational matrix G of 
the special form 
G = D(s) + C(sI - A)-l B 
n 
37. 
where A, B and C are constant matrices is said to be a state- space 
r ealisation of G. We recall that every rational matrix can be 
represented by a state-space realisation. 
(3) 
Two state-space realisations 
G = D(s) + C(sI - A)-l B 
n 
~ ~ ~ 1 ~ 
= D(s) + C(sI - - A)- B 
n 
of an txm rational matrix G 
an invertible constant matrix 
are said to be similar if there 1s 
nx n R E k such that 
and D(s) = D(s) • 
That 1s, the two state-space realisa ti'ons (3) are similar if and 
only if we can pass from one to the other v,a a change of basis in 
the state-space. 
PROPOSITION II.3.1 Two state-space realisations 
) -1 G = D(s) + C(sI - A B 
n 
~ ~ ~ -1 ~ 
= D(s) + C(sin - A) B 
of an txm rational matrix G are strictly system equivalent if 
and only if they are similar. 
PROPOSITION II.3.2 Any polynomial realisation 
( 4) G = W + V T-l U 
of an txm rational matrix G ~s strictly system equivalent to 
a state- space realisation of G 
( ) ) -1 5 G = D(s)"+ C(sin - A B 
where n = deg(det T) • 
-If X and X are the state-spaces of the polynomial 
realisations (4) and (5) then, since they are strictly system 
"' equivalent, there is a k[s]-isomorphism f: X ~ X such that the 
diagram in Figure II.3.2 commutes. 
38. 
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X 
f 
X 
Figure II.3.2 Linea:risation 
There are several simple tests for the controllability and 
observability of state-space realisations. We will follow the 
nomenclature of Kailath [13] and call them the Popov-Belevitch-Hautus 
(PBH) eigenvector and rank tests. 
PROPOSITION II.3.3 The state-space r ealisation 
) -1 G = D + C(sI - A B 
n 
of the £xm rational matrix G is controllable if and only if 
there is no non-zero row eigenvector v of A such that v B = 0 
and is observable if and only if there is no non-zero column 
eigenvector v of A such that C v = 0 • 
PROPOSITION II.3.4 The state-space realisation 
G = D + C( sI - A)-l B 
n 
of the £xm rational matrix G ~s controllable if and only if the 
matrix 
rsI - A BJ 
- n 
"has full row rank for all s , and is observahle if and only if 
the matrix 
"has full colwrrn rank for all s • 
II.4 Zero and Pole Modules 
We again let R be an arbitrary principal ideal domain and let 
40. 
K be its field of fractions. Any matrix GE Kixm can be considered 
as a map 
and we can associate with it two R-modules 
and 
If R = k[s] then Z(G) and P(G) correspond to the Zero 
and Pole modules of Wyman and Sain [25] and so we will call Z(G) 
the Zero module of G (over the ring R) and P(G) the Pole 
module of G (over the r~ng R) • 
The infinite Zero module and the infinite Pole module which 
Conte and Perdon [ 5 J associate with a rational matrix are also special 
cases of this generalisation, where R = k (s) 
00 • 
While Wyman and Sain [25] express their results ,n terms of 
the ring of polynomials their ideas hold for an arbitrary principal 
ideal domain and so we omit the proofs of the propositions of this 
section. 
PROPOSITION II.4.1 If 
is an irreducible R-realisation of the matrix GE K£xm then 
and 
Z(G) - torsion submodule of R£/U Rm 
R 
PROPOSITION II.4.2 Let 
G = W + V T-l U 
be an irreducible R-realisation of the matrix GE K£xm and let 
-T U 
s = 
• 
V w 
Then 
Z(G) = Z(S) 
and 
41. 
s s 
Indeed~ i f G has the R-Smith-McMillan f orm { ljJ 1, ••• ' l/J r } 
1 r 
then T has the R-Smith f orm {I r' ~ ,. oo , l/; 1} n- r 
S has the R-Smith f orm {I , s 1 , •.• , s} . n r 
and 
42. 
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CHAPTER THREE 
LOCAL SYSTEM EQUIVALENCE 
We have seen in the previous chapter that the important concept 
of the strict system equivalence of polynomial realisations has been 
extended to realisations over an arbitrary principal ideal domain R. 
In this chapter we use the algebraic concept of the localisation of a 
ring at a prime ideal, which we reviewed in Section I.4, to study 
the local properties, as opposed to the global properties, of 
realisations over arbitrary principal ideal domains. This allows us 
to gain a new understanding of strict system equivalence. We show 
that two R-realisations of a K-matrix, where K is the field of 
fractions of the principal ideal domain R, are strictly system 
equivalent if and only if they are locally system equivalent at 
every prime ideal (p) of R . 
Much of the work in this chapter rests upon the simple observation 
that, since R is a subring of RP , an R-realisation can also be 
considered as an RP-realisation. However, we point out that we are 
doing something which is both new and useful. We are not simply 
considering the R -strict system equivalence of R -realisations p p 
as, for example, Pernebo [15] did in a special case of his 
A-generalised polynomials. We are using the ring RP to gain local 
infonnation about R-realisations. 
We believe that local system equivalence should prove useful 
1n linear systems theory, since it allows us to restrict our attention 
.. -----------------------------~ 
to those finite frequencies which are of particular interest in a 
specific dynamical system. The work in this chapter serves to motivate 
the definition of stable system equivalence given 1n the next chapter. 
In this chapter we first define, in Sections 1 and 2, local 
system equivalence and local controllability and observability at a 
prime ideal (p) of an arbitrary principal ideal domain R • We then 
establish in Section 3 our result relating the global property of strict 
system equivalence and the local property of local system equivalence 
at (p) , a prime ideal of R. In Section 4 we associate Local Zero 
and Pole Modules with a rational matrix G and relate them to the Zero 
and Pole Modules of G , which we introduced in Section II. 4 
• 
We also relate the Local Zero and Pole Modules of a rational matrix G 
with those associated with a locally irreducible R-realisation of G. 
We recall from Chapter II that when strict system equivalence was 
defined for realisations with elements from an arbitrary principal 
ideal domain many of the results of systems theory remained valid in 
this extended setting. Other results however made essential use of the 
fact that the realisations had elements from the ring of polynomials 
with coefficients from some arbitrary ground field k • The projection 
operator (I-TI) : k(s)-+ k[s] , which we reviewed in Section I.5, was 
of use in this restricted setting. 
We also saw in Section I.5 that if we restrict our attention to 
the principal ideal domain k[s] , where k is an arbitrary ground 
field, and to a prime ideal (p) of k[s] generated by a linear 
polynomial p(s) = (s-a) , where a E k , then there is a projection 
operator ( I-TI ) 
a In Section 5 we use this projection 
operator to give an alternative formulation of local system 
equivalence and local controllability and observability. This 
l.:._ 
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alternative formulation will be used to motivate the definition of 
system equivalence at infinity given 1n Chapter V, since there is also 
a projection operator (I-n ) : k(s) ~ k (s) . 
00 CX) 
In Section 6 we introduce local state-space realisations and show 
that every polynomial realisation can be associated with a local state-
space realisation and that this local state-space realisation is then 
determined up to similarity. Moreover, we show that two polynomial 
realisations of a rational matrix are locally system equivalent if and 
only if the local state-space realisations associated with the 
polynomial realisations are similar. These results hold independently 
of their global counterparts, and indeed, they can be used to obtain 
the global results. 
We complete our study of local properties in Section 7 by 
developing some simple tests for the local controllability and 
observability, of state-space realisations. 
III.1 Local System Equivalence 
We consider an arbitrary principal ideal domain R , its field 
of fractions K, and an arbitrary prime ideal (p) of R. We will 
associate with any R-realisation 
G = W + V T-l U 
of a matrix G E K.Q, x m , where T E Rn x n is nonsingular, three 
RP-modules : 
Y = K£/R £ p p ' 
a local input module u p =Rpm, a local output module 
and a local state module X p 
= T-lR n/R n p p 0 
We point out that: 
(i) the local input module is the localisation at (p) 
m of the input module U = R ; 
( i i ) the local output module is the localisation at (p) 
of the output module Y = K£/R ,Q, ; and 
( i i i ) the local state module lS the localisation at (p) 
of the state module X = T-lRn/Rn. 
From Proposition II.1.1 (see also Fuhrmann [10]) we know that 
every finitely generated torsion module over the principal ideal 
domain RP is RP-isomorphic to the RP-module r-1Rpn/Rpn , 
46 .. 
for some positive integer n and some non-singular matrix TE R n x n p • 
Since we are restricting the ring from which our realisations can come 
to R , it is interesting that the local state module can be 
characterised abstractly by the following result. 
PROPOSITION III.1.1 X is a finitely generated torsion 
module over the principal ideal domain R if and only if X is p 
R - isomorphic to the R -module T- 1R n/R n , f or some positive p p p p 
integer n a:nd some non-singular matrix T E Rn x n • 
Proof. 
can consider the R-matrix T as an RP-matrix and so, from 
Proposition II.1.1, we have that X is a finitely generated torsion 
R -module. p 
Conversely, if X is a finitely generated torsion R -module p 
then we recall from Proposition I.3.2 
the direct sum 
m 
R /(p 1) ffi ••• p 
that it is 
m 
ffi R /(p n) p 
R -isomorphic to p 
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for some non-negative integer n and positive integers 
ml: m2: o •• < m since is the only 
. 
of R Now, 
' 
p prime 
• 
- n p 
m1 m Rn x n T = diag{p ,. o.,P n} is non-singular and since pE R 
' 
TE 
• 
Moreover, 
D 
We now consider two R-realisations 
( 1) 
-
of a matrix GE Kixm. Let X and X be the local state modules p p 
of these two R-realisations. We will say that the two R-realisations 
(1) of G are locally sys tem equivalent at (p) if there is an 
-RP-isomorphism f: Xp 7 Xp such that the diagram in Figure III.1.1 
commutes. 
.U p 
X p 
f 
.... 
X p 
y. 
p 
Figure III.1.1 Local System Equivalence 
As we have pointed out, an R-realisation is also an 
RP-realisation. From the diagrams in Figure III.1.1 and Figure II.1.1 
we can see that two R-realisations are locally system equivalent 
at (p) if and only if they are RP-strictly system equivalent when 
we consider them as RP-realisations. 
While we do not need matrix characterisations of our results 
in the present work we can naturally obtain such characterisations 
simply by using the above observation and Proposition II.1.3. We 
give them here for the sake of completeness. 
PROPOSITION III.1.2 We consider -two R-realisations 
( 2) 
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f . G Ktxm o a matr~ E • The following three conditions are equivalent. 
( i ) The realisations (2) are locally system equivalent at 
"' ( i i ) There are matrices M, NE R nxn 
' 
X E R txn and 
"' 
p p 
y E R nxm such that p 
.... .... 
M 0 
-T u -T u N y 
= 
.... 
X I t V w V w 0 I m 
h [ T.... M] h · h · d [ T t N t] t has a were asap-proper r~g t ~nverse an 
p-proper left inverse. 
( i i i ) There is an integer n > max(n,n) ' invertible matrices 
- -
M 'N E R nxn . and matr~ces 
' p X E R .Q,x fi and p 
I- 0 0 
n-n I- -n-n 
M 0 0 
-T U = 0 
Lo 
-
YER nxm such that p 
0 0 
-
-T u N y 
.... 
V w 0 I 
m 
( p) 0 
III.2 Local Controllability and Observability 
As in the previous section we consider an arbitrary principal 
ideal domain R, its field of fractions K and an arbitrary prime 
ideal (p) of R • Local controllability at (p) and local 
observability at (p) can also be defined 1n the obvious module 
theoretic ways. 
We will say that an R-realisation 
( 1) 
Of a t . G E Ktxm ma r1x , with associated local state module 
X = T-lR n/R n is locally controllable at ( p) if the p p p ' 
RP-homomorphism 
T-lu . R m -+ X . u 1-+ T- 1uu + R n . p p . p 
49. 
is surjective, and locally observable at (p) if the R -homomorphism p 
: X + R n I-+ Vx + R Q, p p 
is injective. 
We will say that the R-realisation (1) is locally irreducible at 
(p) if it is both locally controllable at (p) and locally observable 
at (p) • 
We observe that an R-realisation is locally controllable 
(observable, irreducible) at (p) if and only if it is controllable 
(observable, irreducible) when considered as an R -realisation. p 
Many simple results follow from this observation and the analogous 
one of the previous section. For example, while we do not need matrix 
characterisations of our results in the present work we can naturally 
obtain such characterisations by using the above observation o We give 
them here simply for completeness. 
PROPOSITION III.2.1 The R-realisation 
of a matrix G E K£xm is locally controllable at (p) if and only if 
the matrix [-TU] has a p-proper right inverse and is locally 
observable at (p) if and only if the matrix [-Tt Vt]t has a 
p-proper left inverse. 
If two R-realisations 
of a matrix GE Ktxm are locally system equivalent at (p) then 
the R-realisation W + V T- 1u 1s locally controllable (observable, 
irreducible) at (p) if and only if the R-realisation W + V T- 1u 
1s locally controllable (observable, irreducible) at (p) o 
Moreover, we observe that if both the R-realisations (2) 
of the matrix G are locally irreducible at (p) then they are 
locally system equivalent at (p). 
As we pointed out in Section I I o 1 matrix fraction descriptions 
are of particular interest in systems theory o Local system equivalence 
can, as we have already observed, be thought of as RP-strict system 
equivalence of R-realisations. However, since we have restricted 
our attention to R-realisations, rather than RP-realisations, it is 
perhaps surprising that we have the following result. 
PROPOSITION III.2.2 A locally controllable at (p) 
R-realisation 
(3) 
of a matr ix GE Ktxm i s l ocal ly sys tem equival ent at (p) to an 
R-realisation of the f orm 
- --1 G = V T • 
Proof. We can consider the R-realisation (3) as an 
R -realisation and as such, by Proposition II.2.2, it is R -strictly p p 
system equivalent to an R -realisation of the form p 
(4) G = V T-l • 
Here, V and T are R -matrices o However, we p 
-R-matrix D such that V = VD and T = TD are 
We choose the diagonal element d. 
1 
of D to be the 
multiple of the denominators of the elements of the 
T and the .th column of V The matrix D is 1 
can find a diagonal 
both R-matrices. 
least common 
. th 
column of 1 
then an 
irreducible RP-matrix and so the RP-realisation (4) is RP-strictly 
system equivalent to the R -realisation p 
( 5) G = V i--1 . 
Since the R- realisations (3) and (5) are R -strictly sys t em p 
equivalent, they are al so 1 ocal ly system equival ent at ( p) 0 D 
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III.3 Strict System Equivalence 
As in the previous sections we let R be an arbitrary principal 
ideal domain and let K be its field of fractions. We can gain a 
new understanding of the global nature of strict system equivalence 
and controllability (observability, irreducibility) through the 
localisation theory which was introduced in Section I.4 and the 
new concepts of Sections 1 and 2. 
For example, we consider two R-realisations 
( 1 ) 
of a matrix GE Kixm. From Proposition II.1.4, since we can 
consider the R-realisations (1) as R -realisations, p 
R-realisations (1) are locally system equivalent at 
(p) of R if and only if T-l T is an invertible 
the two 
a prime ideal 
R -matrix. p 
So, the two R-realisations (1) are locally system equivalent at 
every prime ideal (p) of R if and only if T-l T is an invertible 
R-matrix. That is, the two R-realisations (1) are locally system 
equivalent at every prime ideal (p) of R if and only if they are 
R-strictly system equivalent. 
We show in Proposition III.3.1 that this result is true in 
general, but first we need the following module theoretic result. 
LEMMA III.3.1 Let M~ N~ N and P be finitely generated 
R-modules with N and N torsion modules and let f : M + N , 
-f : M + N , g : N + P and g : N + P be R-homomorphismso There 
is an R-isomorphism ¢ : N + N 
Figure III.3.1 corrorrutes , 
such that the diagr(JJ71 in 
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N 
f g 
M~ <P 
:::\ p 
f ~ "' g 
"' N 
Figure III.3.1 Global Diagram 
if and only if for each prime ideal (p) of R there is an 
RP-isomor phism ¢p : Np~ Np such that t he diagram in Figure III. 3. 2 
commutes . 
N 
fp 
p 
M <P p p p p 
"' 
- % N p 
Figure III.3.2 Local Diagram 
Proof. Simply localising the global diagram allows us to 
_ prove the necessity of the local diagrams. Sufficiency will be 
proved using an argument as old as the Chinese Remainder Theorem (see, 
for example, Lang [14] p.63 and al so Cohn [ 4] pp.285-286). 
We assume that for each prime ideal ( p) we have an 
¢p -RP-isomorphism . N ~ N such that the diagram in Figure III.3.2 . p p 
-commutes. Hence N and N are R-isomorphic R-modules (Corollary 
I.4.3) and so there is an integer n and prime ideals 
such that 
( p.) 
1 
of R 
N -
R 
n 
ffi N 
i=l pi 
and 
... n 
.... 
N _ ffi N 
R i=l pi 
Without loss of generality we can assume that 
n 
N = © N 
i=l pi 
... n 
and N = ffi N 
i=l pi 
where we are considering the R -module 
pi 
N 
P· 1 
as a p.-primary 
1 
R-module. So, we can find integers r. 
1 
for i=l, ..• ,n such that 
r. 
1 N = 0 p. • 1 p. 
1 
If we set 
n r. 
a . = n p. J 
1 j=l J ' 
jf i 
then, since p . and p. 
1 J 
are coprime for i jj 
' 
there are 
c.,d. ER for i=l, ••• ,n such that 
1 1 
r. 
1 + d. a . 1 C . p. = • 1 1 1 1 
r. 
Since p. 1 
1 
annihilates N and a. 
Pi 1 
annihilates N for jfi 
we can define n projection operators 
n. 
1 
N -+ N 
pi 
where s . = d.a. , for i=l, •.• ,n . 
1 1 1 
E .X 
1 X1-+-l 
p . 
J 
-
-We can make the same construction for N , but since N and N 
are R-isomorphic we see immediately that we have the same n 
projection operators 
54. 
... ... ... 
TI . N -+ N 
1 P; 
..., 
We define a map ¢ : N-+ N by 
n 
¢:X1-+- I: 
i=l 
E.X 
1 
X I-+ -1- ' 
The map is clearly well defined and is 1n fact an R-isomorphism. 
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E;f(X) 
Moreover, if x EM then f( E;x) = E;f(x) and 1 E NP; • Also 
p. E.X 
¢ 1 ( f (-,-) ) = p. 1 
1 
since the diagram in Figure III.3.2 
- E.X 
f (-,-) p. 1 
1 
commutes, and so 
n P. E.f(x) 
¢(f(x)) = I: ¢ 1 ( 1 1 ) i=l 
n 
= I: 
i=l 
n 
= I: 
i=l 
n 
= I: 
i=l 
n 
= I: 
i=l 
... 
= f(x) 
p. E .X 
¢ 1 ( f (-,-)) 
p. 1 
1 
... E.X 
f (-,-) p. J. 1 
-f( s .x) 1 
1 
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We can show similarly that if x E N then 
g( ¢(x)) = g(x) 
-
and since g of = g O f for every prime ideal (p) we have, p p p p 
from Lemma I.4.2, that go f = g O f and so the diagram in 
Figure III.3.1 commutes o D 
As an immediate corollary of this lemma we have a new 
characterisation of strict system equivalence. 
PROPOSITION III.3.1 Two R-realisations 
f · GE K£xm are o a matr~x R-strictly system equivalent if and 
only if they are locally system equivalent at (p) , f or every pr~me 
ideal (p) of R • 
We also have, as an immediate consequence of Corollary I.4.2, 
a new characterisation of controllability (observability, 
irreducibility) for R-realisations • 
PROPOSITION III.3.2 An R-realisation 
of a matrix GE K£xm ~s controllable (observable~ irreducible) 
i f and only if it is locally controllable (observable ~ irreducible) 
at (p) for every prime ideal (p) of R • 
III.4 Local Zero and Pole Modules 
We again consider an arbitrary principal ideal domain R , its 
field of fractions K and an arbitrary prime ideal (p) of R . 
A . G Kixm ny matrix E can be considered as a map 
and we can associate with it two R -modules p 
and 
P (G) = {G(R m) + R t}/R 2 p p p p • 
We call Z (G) the local Zero module at (p) of G and p 
P (G) the local Pole module at (p) of G . p 
Since K is also the field of fractions of R these two p 
R -modules are simple the Zero module of G and the Pole module p 
57. 
of G defined 1n Section II.4, where we take our ring to be RP. 
We recall that if 
is an irreducible R -realisation of G , then p 
Z (G) = torsion submodule of 
p R 
p 
and 
P (G) = R £/TR £ p R p p . 
p 
Proposition III.4 ol relates t hese local Zero and Pole modules 
with their global counterparts. 
PROPOSITION III.4.1 £xm ) Let G E K and let Z(G be the 
Zero modul e of G and P(G) the Pole module of G over the r ing 
R • If Z (G) is t he local Zer o module of G at (p) and p 
P (G) is t he l ocal Pole module of G at (p) , then p 
z CG) ~ ( z ( G) ) p 
p R 
p 
and 
P (G) ~ (P(G))p. 
p R 
p 
Proof. If 
is an irreducible R-realisation of the matrix G , then it 1s also 
an irreducible R -realisation of the matrix G. Here the first p 
irreducibility is as an R-realisation and the second is as an 
R -realisation. p 
So, 
Z (G) ~ torsion submodule of {R £/U R m} p R p p 
p 
- torsion submodule of {R £/ URm} 
R p 
p 
58 . 
and similarly 
- {torsion submodule of 
R p 
= (Z(G)) p 
59. 
D 
Proposition III.4.2 is concerned with the local behaviour of 
R-realisations. From Proposition I.4.4 we see that 
Z(G) ~ ffi (Z(G)) ~ ffi Z (G) 
R p R p 
and so it is possible to construct Proposition II.4.2, the global 
analogue of Proposition III.4.2, from the local information. 
PROPOSITION III.4.2 Let GE K£xm have the l ocally 
irreducible at (p) R-realisati on 
(1) G = W + V T-lu 
of dimension n, and le t 
Then, 
and 
s = 
-T U 
V W 
Z (G) ~ Z (S) 
p R p 
p 
• 
p ( G) ~ 
p R 
Indeed~ if G has the 
where 
• • • 
p 
R -Smith-McMillan form p 
<m <O<m 1 < s - s+ • • • 
m1 m { r } p ' .•. 'p 
< m ' r 
then 
-m -ms 
T has the R -Smith form {I ,p 1, .•• ,p } and S has p n-s 
. rnstl mr 
R -sm~th form {I+ ,p , •.• ,p } p n s the • 
Proof. The R-realisation (1) can be considered as an 
R -realisation and we have seen that Z (G) is simply the Zero p p 
module of G, where we have taken our ring to be R p 
Proposition II.4.2 , 
Z ( G) ~ Zp ( S) 
p R 
p 
and similarly 
p ( G) ~ 
p R 
p 
So, from 
The other result can also clearly be obtained from Propositon 
II.4.2. since (p) is the only prime ideal of RP • D 
Proposition III.4.2 provides a good example of what we are 
doing in this chapter. We have used the general results of the 
previous chapter to obtain global information about R-realisations 
by considering their local properties. In the proof of 
Proposition III.4.2 we have used the results of the previous 
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chapter, taking our ring to be R , and have obtained results p 
concerning the ring R. 
The Pole module P(T-1) of the R-realisation 
( 2) 
of a matrix GE K£xm is R-isomorphic to the state module, 
T-lRn/Rn , of the realisation (2) • Now, from Proposition 
II.1.1, we know that this is a finitely generated torsion R-module 
and so, from Proposition I.3.1, (P(T- 1)) is non-zero for only q 
finitely many distinct prime ideals (q) of R. Moreover, 
P ( T-l) ~ X , 
q R q 
q 
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where X is the local state module at (q) of the realisation (2) q 
C 1 ear 1 y , i f ( q ) 1s a prime ideal of R such that X q 1 s the 
trivial module, then the realisation (2) is trivially locally 
irreducible at (1) • So we see that two polynomial realisations 
(3) G = w + v r-1 u = w + v r-1 u 
of a matrix GE K£xm are strictly system equivalent if and only if 
they are locally system equivalent at (q) 
prime ideals (q) of R such that either 
for the finitely many 
P (T- 1) or P (T-1) q q 
is non-trivial. Obviously if the two 
are strictly system equivalent, then 
polynomial realisations (3) 
P (T-1) 1s the trivial module q . 
if and only if is the trivial module. 
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III.5 Local System Equivalence at linear primes 
We now restrict our attention to the principal ideal domain k[s] , 
where k is an arbitrary ground field, and to a prime ideal (p) of 
k[s] generated by a linear polynomial p(s) = (s-a) 
' 
where aE k. 
We recall from Section I.5 that any rational function r can be 
uniquely expressed in the form 
r = P + q 
where p is an a-proper rational function and q is a strictly proper 
rational function which is polynomial 1n (s-a)-l • We defined in 
Section I.5 a projection operator 
(I - IT ) :k(s) --rk (s): r1-+/' a a 
and this projection operator is such that 
IT p IT r = IT pr 
a a a 
for any p E k ( s) and r E k ( s) . 
a 
The quotient module k(s)/ka(s) can be identified with the 
ring IT k(s) 
a 
polynomial in 
of all strictly proper rational functions which are 
(s-a)-l • The k (s)-module action is given by 
a 
p.q = IT a pq 
We can use this identif i cat i on 
to give new formulations of local system equivalence at (s-a) and of 
local controllability (observability, irreducibility) at (s-a) . 
This new formulation will be used to motivate the definition of system 
equivalence at infinity which we give in Chapter V , since there is 
also a projection operator (I- rr ) : k(s) ~ k (s) . 
00 00 
We now consider a polynomial realisation of dimension n of 
an ixm rational matrix G , 
(1) G = W + V T-lu 
We call the k-vector space 
X = rr r- 1 (I- rr ) kn(s) 
a a a 
the (local) state-space at s=a of the polynomial realisation (1) 
and make Xa into a ka(s)-module by defining the module action 
p.X 
where p Ek (s) and x EX • 
a a 
= IT pX 
a 
The local state module at the prime ideal (s-a) of the 
realisation (1) can obviously be identified with the state-space 
at s=a of the realisation (1) . Rather than say that two 
polynomial realisations 
(2) 
of an i xm rational matrix G are locally system equivalent at the 
prime ideal (s-a) we will say that the two polynomial realisations (2) 
are system equivalent at s=a • 
... 
and X 
a are the state-spaces at s=a which are 
associated with the two polynomial realisations (2) then the two 
polynomial realisations (2) are system equivalent at s=a if and 
only if there is a ka(s)-isomorphism f : Xa ~ Xa such that the 
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diagram 1n Figure III.S ol commutes. 
-1 X II T u a a 
(I- rr )km(s} 
a f rr ak£(s ) 
...., 
--1 "' II T u a ~ ~ 
X 
a 
Figure III. 5 .1 System Equivalence at s=a 
If we consider a polynomial realisation 
(3) 
of an ixm rational matrix G then rather than say that the 
polynomial realisation (3) is locally controllable (observable, 
irreducible) at the prime ideal (s-a) we will say that the 
polynomial realisation (3) is controllable (observable ~ irreducible) 
at s=a • 
If X 1s the state-space at s=a of the polynomial realisation 
a 
(3) then the polynomial realisation (3) is controllable at s=a if 
and only if the map 
' 
is surjective, and 1s observabl e at s=a if and onl y if t he map 
i s i n j ec ti v e. 
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If we restrict our attention to the principal ideal domain [[s] 
and consider a polynomial realisation 
(4) 
of an ixm rational matrix G then we can give a dynamical 
interpretation of the local state-space at s=a of the polynomial 
realisation (4) • 
We consider the homogeneous system of linear differential 
equations 
( 5) T(V) ~(t) = 0 
d ( ) nxn where V = ·dt and T s E a: [ s] 1s non-singular. The Laplace 
transforms of the solutions ~(t) of (5) , of the form 
( 6) ~(t) = 
m 
I 
i=O 
where m is a non-negative integer and for 1 = o, ... ,m 
are precisely those strictly proper rational vectors €(s) 
polynomial in (s-a)-l , and are such that T(s) €(s) is 
which are 
a-proper. 
That is, the solutions of (5) of the special form (6) are in 
one-to-one correspondence with the elements of the state-space at 
s=a of the polynomial realisation (4) . 
III.6 Local State-Space Realisation~ 
We again restrict our attention to the principal ideal domain 
k[s] , where k is an arbitrary ground field, and to a pri me ideal 
generated by a linear polynomial p(s) = (s-a) , where a E k • 
In Section I I.3 we saw that any ixm rational matrix G of 
proper rational functions has a state-space realisation 
G = D + C(sI - A)-lB 
n 
where A, B, C and D are constant matrices. We recall that two 
state-space realisations, 
( 1) G = D + C ( s I - A )-lB 
n 
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of an ixm rational matrix G are said to be similar if there is an 
invertible constant matrix R E kn-xn such that 
RAR-l = A , RB = B , and D = D 
That is, the two state-space realisations (1) are similar if and only 
if we can pass from one to the other via a change of basis in the 
state-space. 
We will say that a state-space realisation 
G = D + C(sl - A)-lB 
n 
of an i xm proper rational matrix G 1s a (local) state- space 
r ealisation at s=a if (A- a In) is nilpotent. We point out that 
only rational matrices whose elements are polynomials in (s-a)-l 
can be realised by state-space realisations at s=a. Moreover, we 
note that any such proper rational matrix can be realised by a state-
space realisation at s=a , since we can find a k[s]-irreducible 
state-space realisation 
G = D + C(sl - A)-lB 
n 
of G and then, from Proposition II.4.2 , 
P(G) = P((sI - A)- 1) 
n 
so that, P ( ( s In A )-l) is an ( s-a )-primary module o That , s, 
(A- aI ) is nilpotent, from the discussion of Section I.3. 
n 
The results of this section for local state-space realisations 
at s=a hold independently of the results given in Section II.3 
for state-space realisations. An examination of the proofs of 
Fuhrmann [10] shows us that independent proofs can be given by 
following his line of argument and replacing the projection operator 
TI by the projection operator Tia. Since this is true we shall 
see in the next chapter that the global results can be reconstructed 
from the local results. However, we can see no benefit in simply 
repeating the arguments of Fuhrmann here, replacing the projection 
operator TI by the projection operator Tia , and so we give shorter 
proofs based upon a prior knowledge of th~ global results. 
Our first proposition shows the simplicity of system 
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equivalence at s=a when our polynomial realisations are taken to be 
state-space realisations at s=a. 
PROPOSITION III. 6 .1 Two state- space realisations at s=a 
(2) 
of an Q,xm 
. - 1 
1.,n ( s- a) 
are similar. 
· ( )-1 - -( -)-1-G = D + C sI - A B = D + C sI - - A B 
n n 
proper rational matrix G , hlhose elements are polynomials 
s=a if and only if they ., are system equivalent at 
Proof. We can consider the two state-space realisations at 
s=a (2) as state-space realisations and so if they are similar, then 
by Proposition II.3.1 , they are strictly system equivalent. So, by 
Proposition III.3.1 they are locally system equivalent at any prime 
ideal (p) of k[s] • In particular, they are system equivalent 
at s=a o 
Conversely, since the constant matrices (A - aln) and 
... 
(A are both nilpotent, if (p) is a prime ideal of k[s] 
distinct from the prime ideal (s-a) , then (sI - A) 
n 
and 
... (sI ... - A) 
n 
at ( p) 
are invertible R -matrices and so the two state-modules p 
(sin - A)-l Rn/Rn and p p (sI- - A)-l Rn/Rn n P p 
are both trivial. Hence the two state-space realisations at s=a (2) 
are locally system equivalent at every prime ideal (p) of R 
distinct from the prime ideal (s-a) and so, if they are also system 
equivalent at s=a then, by Proposition III.3.1 , they are strictly 
system equivalent. By Proposition II.3.1 , they are similar. D 
(3) 
We now consider a polynomial realisation 
• 
-1 
G = W + V T U 
of an t xm rational matrix G. Our second proposition shows that 
we can associate a unique, up to similarity, state-space realisation 
at s=a of Ti aG with the polynomial realisation (3) • Again the 
proof which we give makes use of the global result. An independent 
proof can be given by following the argument of Fuhrmann [10] , 
replacing the projection operator TI by the projection operator TI • 
a 
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PROPOSITION III.6.2 We consider a polynomial realisation 
(4) 
of an ixm rational matrix G. 
at s=a of H G such that 
There ~s a state-space realisation 
a 
(5) ""' ""' l""' = C(sI- - A)- B 
n 
where -n = v ( de t T) :, 
a 
v being the 
a 
(s-a)-adic valuation. 
-Moreover:, if X and X are the state-spaces at s=a associated 
a a 
with the realisations (4) a:nd (5) respectively:, then there is a 
-k (s)-isomorphism f: X ~ X such that the diagram in Figure III.6.1 
a a a 
corrrmu tes. 
- 1-II (sI--A)- B 
a n 
X 
a 
f 
... 
X 
a 
Figure I I I. 6. 1 Linearisation 
Proof. The polynomial realisation (4) 1s strictly system 
equivalent to a state-space realisation 
G = D(s) + C(sI - A)-lB 
n 
where now D(s) 1s a polynomial matrixo 
From the discussion of the structure theory of modules over 
principal ideal domains in Section I.3 we can see that there is an 
invertible constant matrix R such that 
where -(A - aI-) 
n 
we define 
is nilpotent and 
70. 
-
A 0 
/'\ 
0 A 
is non-singular. If 
then the polynomial realisation (4) 1s strictly system equivalent to · 
the state-space realisation 
(6) - /'\ G = D(s) +[CC] 
(sI- - A)-l 0 
n 
"')-1 0 ( sI~ - A 
n 
and so 
• 
Since (A - aI"') is non-singular, (sIA - A) is an invertible n n 
ka(s)-matrix and so 
(7) TI G = TI C(sI - - A)- 1s . a a n 
Moreover, since the polynomial realisation (4) and the state-space 
realisation (6) are strictly system equivalent they are system 
-equivalent at s=a , by Proposition III.3.1. So, if Xa and Xa 
are the state-spaces at s=a of the realisations (4) and (6) , there 
lS a -ka(s)-isomorphism f: X ~ X such that the diagram in a a 
Figure III.6 02 commutes. 
Figure III.6.2 
f 
-X 
a 
IT k£(s) 
a 
-Now, since ( s I·A -A ) 
n is an invertible k (s)-matrix, if X a a 
1s the state-space at s=a of the realisation (7) there is a 
- -ka(s)-isomorphism i : Xa 7 Xa, and this isomorphism is such that 
the diagram in Figure III.6.3 commutes. 
- l"' II (sI--A)- B 
a n 
Figure III.6.3 
i O f 
:;) -
.x 
a 
If v ,s the (s-a)-adic valuation, then 
a 
"' 
v (det (sI~-A)) = 0 a .,, 
V 
and so, since the realisations (4) and (6) are strictly system 
equivalent, 
-
v (det T) = v (det(sI -A))= v (det(sI--A)). 
a a n a n 
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.... 
Since (A - aI-) 
n 
1s nilpotent we see, from a consideration of 
Jordan canonical forms, that 
-
v (det T) = v (det(sI--A)) = n. 
a a n D 
As an immediate consequence of Proposition III.6.2 we have a 
new characterisation of the system equivalence at s=a of two 
polynomial realisations. 
COROLLARY III.6.1 Two polynomial realisations 
of an ixm rational matrix G are system equivalent at s=a if 
and only if the state-space realisations at s=a 
with them3 by Proposition III.6.23 are similar. 
of IT G associated 
a 
We also have new characterisations of controllability at s=a 
and observability at s=a • 
COROLLARY III.6.2 The polynomial realisation 
of an ixm rational matrix G is controllable (observable 3 
irreducible) at s=a if and only if the state-space realisation at 
s=a of IT G associated with it3 by Proposition III.602 3 is a 
controllable (observable 3 irreducible) at s=a. 
rrr. 7 Tests for Local Controllability and Observability 
We again restrict our attention to the principal ideal domain 
k[s] , where k is an arbitrary ground field, and to a prime ideal 
generated by a linear polynomial p(s) = (s-a) , where a Ek. 
We recall from Section II.3 that if we restrict our attention 
to state-space realisations then there are several simple conditions 
which are equivalent to the controllability and observability conditions. 
Tests analogous to the Popov-Belevitch-Hautus eigenvector and rank tests 
can be found for controllability and observability at s=a . 
PROPOSITION III.7.1 A state-space realisation 
( 1) 
of an 
G = D + C ( s I - A) -lB 
n 
ixm rational matrix G is 
(i) controllable at s-a if and only if there is no 
n 
non-zero row vector v E k such that 
v A - av and v B - 0 . ., and 
(ii) observable at s=a if and only if there is no 
non-zero column vector v E kn such that 
A v = a· v and C v = 0 • 
Proof. We recall that there 1s an invertible constant 
matrix R E knxn such that 
... 
where (A 
-l A 0 [- l RAR = O A , l(B = [ 1] 
aI-) 
n 
1s nilpotent and 
state-space realisation at s=a 
and CR-l = - A [C C] 
1s nonsingular. The 
(2) 
,,,,._ ..., 1-.,, 
= C(sI- - A)- B 
n 
is the state-space realisation at s=a of rr G associated with 
a 
the state-space realisation (1) by Proposition III.6.2 o 
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From Corollary III.6.2 we know that the state-space realisation 
(1) is controllable at s=a if and only if its associated state-space 
realisation at s=a (2) is controllable at s=a. 
-Similarly, we notice that if v 1s an eigenvector of A such 
-that vB = 0 , then 
(v O)R A = a(v O)R and (v O)R B = 0. 
Conversely, if v 1s an eigenvector of A such that vA = av and 
such that vB = 0, then, setting 
we have that 
(v v) -1 = vR 
( v V ) [ : ; l ; ( ii ii VA) ; a ( V V ) , 
But CA - ain} is nonsingular, and so V = 0 0 
That 1s, there 1s a row vector v E kn such that 
vA = av and vB = 0 , 
-
if and only if there 1s a row vector v E kn such that 
- -vA = av and vB = 0. 
.... 
We also notice that the state-space realisation (2) 1s 
trivially controllable at (p) for every prime ideal (p) distinct 
from the prime ideal (s-a) , since ... (sr ... -A) 
n 1s an invertible 
RP-matrix. Hence·, by Proposition III o3.2, the state-space 
realisation (2) is controllable if and only if it is controllable at 
s=a. Our result now follows trivially from Proposition II.3.3 
(the PBH eigenvector test for controllability). 
A similar proof can obviously be given for the observable 
at s=a case. o 
We can restate these results in a manner analogous to the PBH 
rank tests. A state-space realisation 
G = D + C(sI - A)-lB 
n 
of an ixm rational matrix 1s controllable at s=a if and only if 
the matrix 
[ain - A BJ 
has full row rank, and is observable at s=a if and only if the 
matrix 
has full column rank o 
CHAPTER FOUR 
I\. - SYSTEM EQUIVALENCE 
In Chapter III we introduced local system equivalence. In the 
case of the principal ideal domain [[s] , local system equivalence 
is an equivalence relation on the set of polynomial realisations of 
a rational matrix which allows us to restrict our attention to the 
behaviour of the dynamical systems, which are associated with the 
polynomial realisations, at a single frequency. We saw in Section II I .3 
that two polynomial realisations are strictly system equivalent if 
and only if they are locally system equivalent at every point of the 
complex plane, [ . It may often be the case that we are only 
interested in the behaviour of dynamical systems at finite frequencies 
in a region of the complex plane. For example, one normally says that 
a rational function is stable if it has no poles in the clos ed rig ht 
half plane. We believe that it will prove useful in linear systems 
theory to have an equivalence relation on the set of polynomial 
realisations of a rational matrix which ensures that the behaviour 
of the dynamical systems associated with the polynomial realisations 
is preserved at all the finite unstable frequencies but which does not 
attempt to preserve the behaviour of the dynamical systems at the 
finite stable frequencies. 
This equivalence relation, stable system equivalence, is a 
special case of the equivalence relation, /\. - system equivalence, 
which we study in this chapter. If /\. is a region of the complex 
plane then we say that two polynomial realisatons are A-system 
equivalent if they are (locally) system equivalent at every frequency 
in the region A. • If A = {a} , for some a E (I , then A -system 
equivalence is simply (local) system equivalence at s=a. From 
Section III.3 we see that strict system equivalence is also a special 
case of A -system equivalence, where we take A = (I • 
For the reasons we have outlined above we believe that the 
results of this chapter will prove useful in systems theory. They 
are easy to obtain because we are able to use the results we have 
already established for local system equivalence. In the previous 
chapter we obtained local information about polynomial realisations. 
In this chapter we see how global information about polynomial 
realisations can be constructed from this local information o 
IV .1 Subrings of a Field of Fractions 
We consider an arbitrary principal ideal domain R and its 
field of fractions K. We saw in Section I.4 that if (p) is a 
prime ideal of R , then 
R CR CK 
- p -
and, from Proposition I.1.1 , since R is a valuation ring of R , p 
A 
if R is a subring of K such that 
A 
R CR CK p -
A 
then R = R • p 
A 
We can characterise all the subrings R of K such that 
A 
R c R c K 
j 
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" but first we need to consider the pri mes of R 
" PROPOSITION IV.1.1 If R is a subring of K such that 
" R CR C K 
" 
" and p i s a pr ~me of R, then the pr ~me ideal ( "'µ) of R ~s 
generated by a pr ime p of R • 
"' Proof. If p : is a prime of R then , since r and s 
are coprime, we can find x,y E R such that 
rx + sy = 1 
1 "' 
and so - E R . 
s 
But sE RcR and so s is a unit of R. That 
is, the prime ideal (p) "' is also generated by the prime r of R. 
Since r E R CR 
' 
r must also be a prime of R • D 
Proposition IV.1.1 is a special case of the ring theoretic 
result: if f: R ~ S is a ring homomorphism then the set-theoretic 
inverse of a prime ideal is also a prime ideal. (See, for example, 
Atiyah and Macdonald [ 2 J p.9). 
We observe, from Proposition I.4.1 , since K is also the field 
fractions of R, that if p is a prime of R which generates a 
prime ideal of R , then 
"" R = R • p p 
A 
PROPOSITION IV.1.2 If R . a subring of K such that ~s 
"" R C R cK 
-
then 
where P"' R 
A 
R C R • [) 
Proof. 
A 
A 
R = R p 
denotes the set of prime ideals (p) of R f or which 
A 
If R c R then p is a prime of R , and p 
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R = R 0 Conversely, if p is a prime of R such that p is also p p 
A A A 
a prime of R th2n R c· R = R • The result follows from 
' p p 
Proposition I.4 o2, since PA R can also be considered to denote the 
A 
set of prime ideals of R. o 
Proposition IV.1.2 is a special case of the ring theoretic 
result: if R is a subring of a field K then the integral closure 
R of R in K is the intersection of all the valuation rings of 
K which contain R • (See, for example, Atiyah and Macdonald [ 2] 
p.66). 
We shall restrict our attention for the remainder of this 
chapter to the principal ideal domain [[s] , since this is the ring 
of interest in dynamical systems theory. The results are of course 
true in a more general setting and could be expressed in terms of 
subsets of the set of prime ideals of an arbitrary principal ideal 
domain. 
If J\ is a subset of [ then we can extend the definition of 
a-properness by saying that a rational function is !\ - proper if it 
is a-proper for every a E J\ • We denote the ring of J\ -proper 
rational functions by [J\ (s) , and note that 
[ (s) = n [ (s) o 
'A a EJ\ a 
Pernebo [ 15] has ca 11 ed [/\ ( s) the r1 ng of A -generalised 
polynomials. 
As an extension of this definition we can obviously set 
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where ¢ denotes the empty set. We al so note that if A = [ then 
\ (s) is the ring of polynomals and if /\ = {a} , where a E [ , 
then a:/\ (s) = O:a(s) • If A is the closed right half plane then 
O:A (s) is the ring of stable rational functions o 
Clearly, from Proposition I.4.2 and Proposition IV.1.2 , 
We recall from Section I.5 that 
a: ( s) 
and al so that [[s] c [ (s) , for every a E [ • We therefore 
a 
have the decomposition 
a: ( s) 
where 
Since, if r E [(s) then rE a:a(s) for some a E a: • 
We can define a projection operator by 
..L \ : a: ( s ) -+ a:A ( s ) 
and then 
.... 
11 ( p11 r) = 11 (pr) 
for every p E a:J\ ( s) and r E 0:( s) • 
IV. 2 A-System Equivalence 
Let A be an arbitrary subset of a: • We will say that two -
polynomial realisations 
1 - --1 -G = W +VT- U = W +VT U 
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of an Q,xm rational matrix G are A-sys tem equivalent if they are 
( 1 oc a 11 y ) system eq u i v a 1 en t at s = a , for every a E A • 
We can associate with every polynomial realisation 
( 1) G = W + V T-l U 
of an Q, xm rational matrix G the finitely generated torsion 
crA ( s )-module 
wh i ch we ca 11 th e J\ -state module . 
From Proposition I.4.4 
\ - ~ 
\ ( s) a E A 
X 
a 
where Xa 1s the local state-module at the prime ideal (s-a) of 
the realisation (1) and so the elements of the module a:A (s) are 
in one-to-one correspondence with the homogeneous solutions of the 
system of differential equations 
T( V) t,; ( t ) = 0 
where V = Jt , which are exponenti al polynomials with frequenci es 
1n the region A. · • 
From Proposition IV.1.1 , (p) 1s a prime ideal of a:A. (s) if 
and only if (p) = (s-a) , for some a EA , and moreover 
• 
So, we can obtain another module theoretic characterisation of 
A-system equivalence directly from Proposition III.3.1 . 
PROPOSITION IV.2.1 Two polynomial realisations 
G = W + V r-1 U = W + V r-1 U 
-of an 9.,xm rational matr ix G ., with A - state modules XA and X A. ., 
are A - system equivalent i f and only if there is a (IA ( s )-isomorphism 
f : XA _,,. XA such that the diagram in Figure IV. 2. 1 commutes . 
Figur e I V.2. 1 
X A 
f 
-X 
A 
A. - System Equivalence . 
£ £ [ ( s) /\ ( s) 
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Now, if A. = ¢ then, as we have already noted, 
and for any polynomial realisation of a rational matrix G the 
¢-state module is the zero module and so any two polynomial 
realisations of the rational matrix G will be trivially ¢-system 
equivalent. This is the equivalence relation on the set of polynomial 
realisations of a rational matrix, system equi valence~ which was 
introduced by Rosenbrock [17] • 
I f A. = 0: , th en 
and [-system equivalence is simply strict system equivalence. 
The diagrams in Figure IV.2.1 and Figure II.1.1 show us that 
two polynomial realisations 
G = W + V T-l U = W + V r-1 U 
of an £xm rational matrix G are A. -system equivalent if and only 
if they are strictly system equivalent when considered as O:A. (s)-
realisations. This observation, together with Proposition II.1.3 
immediately allows us to give matrix characterisations of 
A ..:.system equivalence. 
' 
PROPOSITION IV.2.2 We consider -two polynomial realisations 
(2) G = W + V T-l U = W + V r-1 U 
of an £xm rational matrix G • The following three conditions are 
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equivalento 
(i) The polynomial realisations ( 2) are A-system equivalento 
"' 
( ii) There are matrices M, N E [A nxn ( s) , X E a:A.Q,x n ( s) and 
M 0 -T U 
= 
L X I,Q, V W 
"' "' 
-T U 
V W 
N y 
0 I 
m 
where [T M] has a A-proper right inverse and [T t N t] t has a 
A -proper left inverse. 
(iii) There is an integer n ~ max(n,n) 'invertible matrices 
A A A A 
nxn ( ) . .Q,x n ( ) nxm( ) M, N E \ s and matri,ces. X E a:A s and Y E \ s , such that 
1n-n 0 0 I" -n-n 0 0 
- "' M 0 0 -T u = 0 -T u N y 
"' "' X I£ 0 V w 0 V w 0 I m 
,.. 
IV. 3 A-Controllability and Observability 
We again let A be an arbitrary subset of a: • We will say 
that a polynomial realisation 
G = W + V T-l U 
of an .Q,xm rational matrix G 1s A -controllable (observable~ 
irreducible) if it is (locally) controllable (observable, irreducible) 
at s=a , for every a EA • 
We can of course obtain another module theoretic formulation 
of A-controllability and A-observability by using Proposition 
III.3.2 and the observation that the only prime ideals of [A (s) 
are those generated by the 1 inear polynomials (s-a), where a E A • 
PROPOSITION IV.3.1 Let \ be the A ~state module of .the 
polynomial realisation 
( 1) G = W + V T-l U 
of the £xm rational rratrix G. The polynomial realisation (1) 
is A-controllable if and only if the map 
is surjective~ and is A -observable if and only if the map 
£ £ V : \ ~ [ ( s ) / [A ( s ) 
is injective . 
That is, a polynomial realisation 
G = W + V T-l U 
of an ixm rational matrix G is A-controllable (observable, 
irreducible) if and only if it 1s controllable (observable, 
irreducible) when considered as a \ (s)-realisation. 
We can immediately obtain matrix characteristations from 
Proposition 1I o2 .1 o 
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PROPOSITION IV.3.2. The polynomial r ealisation 
G = W + V T-l U 
of an 9.,xm rational matrix G is /\. - controllable if a:nd only if 
the matrix [-T U] has a fl. -proper right inverse and is 
/\. - observable if and only if the matr ix 
A -proper left inverse. 
IV. 4 A ..:..state-Space Realisations 
t t t [-T VJ has a 
We will say that a state-space realisation 
G = D + C(sl - A)-l B 
n 
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of an ixm proper ra ti ona l matrix G is a A -s tate-space realisation 
if (bl - A) is nonsingular for every b Ea: \ A • We point out that 
n 
.l 
only rational matrices whose elements are in (t ffi (CA (s) can be 
realised by A -state-space realisations, since 
Moreover, any such proper rational matrix can be realised by a 
A-state-space realisation, since we can find a [[s]-irreducible 
state-space realisation 
~ ~ ~ 1~ G = D + C(sl- - A)- B 
n 
of G , and then, by Proposition ll.4.2 , 
P(G) = P((sl- - A)- 1) 
n 
so that, (bl- - A) 
n 
is nonsingular for every b E (t\ A. 
• 
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The results of this section could be obtained 1n the same way as 
the analogous results of the previous chapter were obtained. That is, 
by assuming the global (polynomial) results. However, we recall that 
the local results were independent of the global results in that they 
could be obtained directly by consideration of the projection operator 
rra and the arguments of Fuhrmann [10] . Moreover, the global 
(polynomial) results are special cases of the results of this section. 
In this section we construct our proofs assuming only the local results. 
A consequence of this is that we show how global information can be 
constructed from local information. The results of this section could 
also be obtained independently of the local results by following 
the arguments of Fuhrmann [IO] and replacing the projection operator 
IT by the projection operator 1A o 
Our first proposition shows the simplicity of /\.-system-
equivalence when our polynomial realisations are taken to be 
. 
/\. .. state-space realisations. 
PROPOSITION IV.4.1 Two /\. ..:.state-space realisations 
(1) G = D + C(sl A)-l B = 5 + t(sl- - A)-18 
n n 
of an txm rational matrix G are /\. -sys tem equivalent if and only 
if they are similar. 
Proof. If the two /\. -state-space realisations (1) are 
similar then, from Proposition IV.2.2, (the matrix characterisation) 
they are A. ... system equivalent. 
Let A. A denote the set of frequencies a EA. for which 
(al - A) is singular and similarly let /\.- denote the set of 
n A 
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...., 
frequ en ci es a E A for which (a I-n A) 1s singular. Cl early both 
A A and A A are finite sets and if the two A -state-space realisations 
(1) are /\. -system equivalent then /\. A = /\. A • For (ain-A) 1s 
non-singular if and only if the (local) state-space at s=a of the 
realisation D + C(sI -A)-1B is the zero module and then the (local) 
n 
,.,., ~ *"<J -1"" 
state-space at s=a of the realisation D + C(sI--A) B , must also 
n 
be the zero module. 
We now suppose that the two A -state-space realisations ( 1) 
are /\.-system equivalent and let /\.A =/\.A= {al,. oo ,am} where m 
is a non-negative integer. 
There is a constant invertible matrix R, positive integers 
n. 
1 
and matrices 
n.xn. 
A. Ek 1 1 
1 
for i = 1, ••. ,m such that 
with (ai In.- Ai) nilpotent for i=l ; . ; .,m and similarly there is 
1 
...., 
a constant invertible matrix S , positive integers n. and matrices 
1 
n. xn. A. E k 1 1 
1 
for i = l, ••• ,m such that 
with (a. I- - A.) 
, n. , 
1 
nilpotent for i=l, ••• ,m. 
Let 
and 
From the part of the proposition we have already proved the two 
/\. -state-space realisation 
( 2) 
and 
(3) 
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are /\.-system equivalent, since the two /\.-state-space realisations (1) 
are /\.-system equivalento 
But for i=l, o•o,m the realisation 
(4) II G = C.(sI a. , n. 
1 1 
- A.)-l B. 
1 1 
is the state-space realisation at s=a. of II G associated with 
, a . 
1 
the realisation (2) by Proposition rr:.3 02 and similarly the 
realisation 
( 5) II G 
a. 
1 
,v -1 -
= C.(sL-- - A.) B. 
, n. , , 
1 
is the state-space realisation at s~a. of II G associated with 
, a. 
1 
the realisation (3) by Proposition III.6.2. So, from 
Corollary III.6.1 the state-space realisations at s=a. (4) and (5) 
1 
are similar and since this is true for i=l,. oo ,m the realisations 
(2) and (3) are similar. Hence the two /\. -state-space realisations 
(1) are similar. o 
Our second proposition shows us that we can associate a unique, 
up to similarity, /\.-state space realisation with any polynomial 
realisation. We note that just as in the case of local system 
equivalence and strict system equivalence we can use the 
projection operator ~ to si mplify our di ag rams. We call the 
a:A ( s )-modu 1 e 
the A ~state- space of the polynomial realisation 
G = W + V T-l U • 
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The A ..1.state module and the A-state-space of a polynomial realisation 
are clearly a:A (s) -i somorphic and so we have denoted both of them by 
\o 
PROPOSITION IV. 4. 2 We consider a polynomial realisation 
(6) G = W + V T-l U 
of an txm rational matrix G. 
realisation 
Then ~ G has a A - s rote- space 
(7) 
such triat "' I v ( det T) being the (s-a)-adic n = \) 
' aE A a a 
"' valuation. Moreover., i f \ and \ are the - tate - paces of the 
r ealisations (6) and (7) respectively~ then there is a 
"' 
a:A ( s) - isomorphism f : \ '.+ \ such that the diagram in Figure 
IVo4 . 1 commutes . 
... 
f 
Figure IV.4.1 Linearisation 
We omit the proof of Proposition IV.4.2 as it can also be 
constructed from the local results by taking the direct sum of the 
local state-space realisations and using the ideas of Proposition 
IV.4.1. An independent proof can also be given by following the 
argument of Fuhrmann [10] replacing the projection operator rr 
by the projection operator I1 , . 
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As an immediate consequence of Proposition IV.4.2 we have a 
new characterisation of the A-system equivalence of two polynomial 
realisations. 
COROLLARY IV.4.1 Two polynomial r ealisations 
G = W + V r-1 U = W + V r-1 U 
of an £xm rotional matrix G are A - system equivalent if and 
only i f the A - state- space realisations of ~ G associated with 
them~ by Proposition IV. 4 . 2~ are similar. 
We also have new characterisations of A-controllability and 
A-observability. 
COROLLARY IV. 4 .2 The polynomial realisation 
G = W + V T-l U 
of an £xm r ational matr ix G i s I\. - controllable ( observable~ 
irreduc ib l e ) if and onl y if the A-s t ate- space r ealisation of 
'G associated with it~ by Pr opos ition I V. 4 . 2~ is I\. - contr ollable 
(observable~ irreduc ib le). 
IV. 5 Tests for A -Controllability and Observability 
If A is a subset of the complex plane (t then we recall that 
a polynomial realisation 
G = W + V T-l U 
of an 9.,xm rational matrix G 1s said to be A-controllable 
(observable) if it is controllable (observable) at s=a for every 
a EA • We can obtain tests for A-controllability and 
A- observability analogous to the Popov-Belevitch-Hautus eigenvector 
and rank tests as immediate consequences of the local results of 
Section IIIo7. 
COROLLARY IV.5.1 A state- space realisation 
G = D + C(sI - A)-lB 
n 
of an 9.,xm rational matrix G ~s 
(i) /\. - controllable if and only if there is no non- zero 
r ow vector v E kn such that 
vA = av and vB = O 
for some a E A ; 
( ii) A ..:.observable if and only if there is no non- zero colwrrn 
vector v E kn such that 
Av= av and Cv = 0 
f or some a E A • 
We can restate these results in a manner analogous to the PBH 
rank tests. A state-space realisation 
G = D + C(sln - A)-l B 
of an ixm rational matrix 1s A-controllable if and only if the 
matrix 
[sI - A BJ 
n 
has full row rank for all s E A , and 1s A-observable if and 
only if the matrix 
has full column rank for all s E A • 
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CHAPTER FIVE 
SYSTEM EQUIVALENCE AT INFINITY 
One of our aims when we began our study of the equivalence 
of linear systems was to treat the finite and infinite frequency poles 
and zeros of dynamical systems with equal emphasis. In Chapter III 
we introduced (local) system equivalence at s = a , where a E (t , 
and saw that two polynomial realisations were strictly system 
equivalent if and only if they were system equivalent at s = a , for 
every a E (t • System equivalence at s = a is associated with 
the (s-a)-adic .valuation, since the localisation of the ring 
[[s] at the prime ideal (s-a) is the valuation ring o-F ~(s) 
associated with the (s-a)-adic valuation. We saw in Section I.2 , 
that the only valuations on the field [(s) were the (s-a)-adic 
valuations and the valuation at infinity. So, we need now only say 
what we mean by the system equivalence at infinity of two polynomial 
realisations. Since we wish to treat every point in the extended 
comp 1 ex p 1 an e , I = (t u { 00 } , eq u i v a 1 en t 1 y , we sh a 11 a rg u e by 
analogy with (local)system equivalence at s=a, where aE (t • 
Naturally, when we are going to argu_e by analogy we must find 
the appropriate concept to generalise. We consider the polynomial 
realisation 
( 1) G = l~ + V T-l U 
of the i xm rational matrix G 0 
a E (t , 
Since [[s] c (t (s) , for every 
- a 
and so we can form the quotient module Xa = T-l[n(s)/[n(s) , which 
a a 
we introduced in Section III.I and called the state-module at 
s=a o However, [[s] n [
00
(s) = [ , and so in general 
In Section III.5, when we restricted our attention to linear 
primes, we associated with the polynomial realisation (1) the 
state-space at s=a, 
This module can be generalised, since we can form the [
00
(s)-module 
The analogy which we shall take then is that between the projection 
opera tors rra and II • 
00 
However, the image of the map 
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is not necessarily contained in the [
00
(s)-module II
00 
T-1(I - II
00
) ([n(s) , 
since U is a polynomial matrix. We will therefore need to restrict 
our attention to normalised polynomial realisations of the rational 
matrix G . That is, to polynomial realisations of a rational matrix 
G of the form 
G = D + C Q-l B 
where B, C and D are constant matrices and Q 1s a non-singular 
·-
polynomial matrix. We will see in Section 7 that we can canonically 
associate a normalised polynomial realisation with any polynomial 
realisation and we will extend our results to polynomial realisations 
via this canonical association. Indeed, we will see that this 
associated normalised polynomial realisation is the natural 
realisation to consider, since it is with its matrices that many of 
the properties of the polynomial realisation are associated. 
We point out that all of the definitions and results of this 
chapter rely only upon the existence of the projection operator 
and so can be made and remain true for k[s]-realisations of 
k(s)-matrices, where k is an arbitrary ground field. 
II 
00 
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The relationship between finitely generated torsion modules and 
endomorphisms of a vector space was important 1n developing some of the 
results of strict system equivalance and also local system equivalence, 
especially the linearisation results. The same is true of system 
equivalance at infinity and so we begin this chapter by studying 
finitely generated torsion k (s)-modules. 
00 
We then give abstract 
defi ni ti ons of sys tem equivalence a t s = 00 and controllability and 
observabili ty at s =00 for normalised polynomial realisations using 
the projection operator II 
00 • 
In Section 5 we introduce s tate- space 
realisati ons at s = 00 and show that every normalised polynomial 
realisation of a rational matrix G can be associated with a state-
space realisation at s= 00 of the polynomial part of G. This 
state-space rea 1 i sa ti on at s = 00 is then determined up to constant 
system equivalence . Moreover, we show that two normalised polynomial 
realisations of a rational matrix are system equivalent at s =oo 
if and only if the state-space realisations at s =00 associated with 
them are constant system equivalence. 
• 
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System equivalence at s= 00 is defined originally as an 
equivalence relation on the set of normalised polynomial realisations 
of a rational matrix. In Section 7 we construct an equivalence 
relation on the set of polynomial realisations of a rational matrix 
by canonically associating a normalised polynomial realisation with 
a given polynomial realisation. We call this equivalence relation 
system equivalence at s =00 also, since it is an extension of our 
original definition. That is, two normalised polynomial realisations 
are system equivalent at s =00 when considered as polynomial 
realisations if and only if they are system equivalent at s =00 
when considered as normalised polynomial realisations. 
V. I Finitely Generated Torsion k ( s) - Modules. 
00 
In Section I.3 we saw that if A: kn~ kn is a vector space 
endomorphism then we can consider the vector space kn as a finitely 
generated torsion k[s]-module under the module action 
p(s) · u = p(A)u 
where p(s) E k[s] n and u E k . Moreover, every finitely generated 
torsion k[s]-module can be realised in this way o 
We can also consider the vector space as a k (s)-module. 
00 
If J: kn~ kn is a nilpotent endomorphism with only one linearly 
independent eigenvector, that is, with the associated matrix 
0 1 0 
• • • 0 0 
0 0 1 • • • 0 0 
J = • • • • • • • • l O O 0 • • • 0 1 
0 0 0 
• • • 0 OJ 
then Jn-l f O and Jn = 0. Now, if p(s) E k (s) 
p(s) 
n-1 . 
= I p.s1 + s-n p(s) 
. 0 1 1= 
00 
' 
then 
where p. Ek for i=O, •.. ,n-1 and p(s) Ek (s) • We denote 1 00 
by p(J) the vector space endomorphism 
p(J) n-1 · kn~ kn .. 11 : --,-- u ~ I!'J 
i=O 
u • 
The vector space kn 
under the action 
is a finitely generated torsion k (s)-module 
00 
p(s) · u = p(J)u 
where p(s) Ek (s) and u E kn. 
00 
Indeed, for i = 2, .•. , n 
and 
J e. = 
1 e. 1 1-
where e1, .•. ,en arethecolumnsofthe n x n unitmatrix. So, 
the k00(s)-module kn is k00(s)-isomorphic to the k00 (s)-module 
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k (s)/s-n k (s) . 
co co 
If J: kn+l ~ kn+l is a nilpotent endomorphism with only one 
n+l linearly independent eigenvector, then the vector space Jk is 
n-dimensional and can be considered as a finitely generated torsion 
k (s)-module under the action 
co 
p(s) • u = p(J)u 
where p(s) Ek (s) 
co 
and u E Jkn+l • The 
also k (s)-isomorphic to the module 
co 
k (s)/s-n k (s) • 
co co 
n+l k (s)-module Jk 
co is 
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From Proposition I.3.2, since -1 s is the only prime of k (s) , 
co 
if X is a finitely generated torsion k (s)-module then there is an co 
integer n and a nilpotent endomorphism J : kn~ kn such that X 
is kco(s)-isomorphic to the kco(s)-module Jkn , where the module 
action is given by 
p(s). u = p(J)u 
where p(s) Ek (s) and u E Jkn. 
00 The number of Jordan blocks 
of the matrix associated with the endomorphism J is the number of 
cyclic summands in the decomposition of X. 
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V. 2 System Equivalence at Infinity 
We consider a normalised polynomial realisation 
( 1) G = D + C Q-l B 
of an txm rational matrix G , where Q E knxn[s] is nonsingular. 
We will associate with the realisation (1) the k-vector sp~ce 
X = IT Q-l (I-IT) kn(s) 
00 00 00 • 
We ca 11 this k-vector space the state-space at s = oo of the 
normalised polynomial realisation (1). 
proper rational function p, we set 
For any x EX and any 
00 
p . x = IT ( px) • 
00 
Then X becomes a module over k (s) under this action, since the 
00 00 
product is obviously linear in both factors and for any proper 
rational function a 
Oo (p.X) = (IT a IT px) 
00 00 
= IT OpX 
00 
=( op )•x o 
The state-space at s = 00 is characterised abstractly in 
Proposition V.2.1, but first we need the following lemma. 
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LEMMA V.2.1 If J -is an ( n+ 1) x ( n+ 1) constant, nilpotent 
matr i x with only one linearly independent eigenvector, that is~ with 
only one Jordan block~ then the k (s)- module 
00 
i s k
00
(s)- isomor phic to the k (s)-module 
00 
k (s)/s-nk (s) a 
00 00 
Proof. The finitely generated torsion k (s)-module X 
00 
has the special form 
Since, for any non-negative integer h , 
= 
= 
= s ( s J - I ) -1 Jh + 1 
• 
The module action 1s given by 
p • X = p(J )x 
where PE k
00
(s) and XE X , p(J) 1s defined as 1n Section 1. 
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C 1 ear 1 y , X i s n+l k (s)-isomorphic to the k (s)-module JK , 
00 00 
where the module action on Jkn+l is given by 
for any p E k
00
(s) 
isomorphic to the 
p • u = p(J)u 
and u E Jkn+l. 
k (s)-module 
00 
From Section 1 , X 1s 
k (s)/s-n k (s) o 
00 00 
k (s)-
oo 
D 
PROPOSITION V.2.1 X is a finitely generated torsion 
k (s)-module if and only if it is k (s)-isomorphic to 
00 00 
for some positive integer n and non-singular polynomial matrix Q • 
Proof. Suppose X = IIOO 0- 1 (I-IIOO ) kn(s) , we have already 
seen that X 1s a k (s)-module. If x = II Q-l (I- II ) r 
00 00 00 
for some r E kn(s) then, by Cramer's rule, if we let p be the 
d -1 pro uct of the cofactors of Q , p is a proper rational function 
-J 
and p. x = 0 • Thus X 1s torsion and moreover X is finitely 
generated since 
1s a k (s)-free module of finite rank 0 
00 
Conversely, if X 1s a non-zero finitely generated torsion 
k (s)-module then it is k (s)-isomorphic to the direct sum 
00 00 
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n -m. 
ffi k (s)/s 1k (s) 
00 00 i=l 
where the integers n and m. , 
1 
for i = 1, ••• , n a re a 11 pas it iv e. 
From, Lemma V.2.1 we have that for i=l, •• o,n 
-m. 
k (s)/s 1 k (s) 1 m.+1( ) IT ( sJ . - I) - ( I - IT ) k 1 s 
00 00 k (s) 00 l 00 
00 
where J. 
1 
. 1s an (m.+1) x (m.+1) 
1 1 
constant, nilpotent matrix with 
only one linearly independent eigenvector and so 
isomorphic to the k
00
(s)-module 
-
IT (sJ-I)-l (I- IT )kn(s) 
00 00 
n 
-
- -
X is k (s)-
oo 
where 
matrix 
n = I (m.+1) and J 1s an 
1 
n x n constant, ni 1 potent 
i=O 
with the n Jordan blocks 
If we restrict our attention to the ring [[s] then we can 
al so give a dynamical interpretation to the state-space at s = 00 • 
We consider the homogeneous system of linear differential equations 
(2) Q(V) ~(t) = 0 
where! V = ddt and Q(s) is a non-singular n x n matrix of 
polynomials with complex coefficients. An examinat i on of t he 
discussion in Verghese [19,pp.93-95] shows that the Laplace transforms 
of the pure impulsive solutions ~ ( t) 
00 
of ( 2) are precisely those 
polynomial vectors €
00
(s) which are the polynomial parts of 
rational vectors r(s) for which Q(s)r(s) 1s a vector of 
strictly proper rational functions o 
Since, 
the pure impulsive solutions of (2) are clearly in one-to-one 
correspondence with the elements of the state-space at s = co of the 
normalised polynomial realisation 
G = D + C Q-l B 
of the £xm rational matrix G. 
Suppose now that, in the case of a general ground field k , 
we have two normalised polynomial realisations 
(3) G = D + C 0-1 B = D + C 5-1 B 
...., 
of the txm rational matrix G, and let X and X be the 
co co 
l QL1, o 
corresponding state-spaces at s=co. We say that the two normalised 
polynomial realisations (3) are system equivalent at s = 00 if 
-there is a k (s)-module isomorphism f : X ~ X such that the 
CX) CX) CX) CX) 
diagram in Figure V.2.1 commutes o 
X 
00 
(I-IT )km(s) 
00 
f 
00 
- -1 -IT Q B 
00 
-X 
00 
Figure V. 2. 1 System equivalence at s = 00 
We recall that when we studied local system equivalence we 
found that two R-realisations of a K-matrix, where K is the 
field of fractions of the principal ideal domain R , are locally 
system equivalent at a prime ideal (p) of R if and only if they 
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are RP-strictly system equivalent when considered as R -realisations. p 
This result relied upon the fact that R c R and was useful in p 
providing matrix characterisations of local system equivalence. 
Unfortunately, k[s] n k
00
(s) = k and so normalised polynomial 
realisations cannot be considered as k (s)-realisations o We cannot 
00 
therefore obtain matrix characterisations for system equivalence 
at s= 00 with the ease that we obtained similar results for local 
system equivalence. 
If an ixm rational matrix G has a normalised polynomial 
realisation 
( 4) G = D + C Q-l B 
and Q-l has an irreducible k (s)-realisation 
00 
( 5) 
then we say that the k
00
(s)-realisation of G 
( 6) G = · ( D + C WB ) + ( C V) T- l ( U B ) 
is the induced k (s)-realisation of G. 
00 
If 
1s another irreducible k (s)-realisation of Q-l then we notice 
00 
that the induced k (s)-realistion 
00 
G = (D + CWB) + (CV) y-l (UB) 
and the induced k
00
(s)-realisation (6) are k
00
(s)-strictly system 
equivalent. For the realisations ( 5) and (7) are both irreducible 
and so if 
-
X = IT T- 1(I- IT )kn(s) and X = IT =r-1(I- IT )kn(s) 
00 00 00 00 00 00 
then there 1s a k (s)-isomorphism f: X ~ X such that the 
00 00 00 
diagram in Figure V.2 o2 commutes. 
V 
A 
-:, CX) 
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V 
f 
_/v 
n C £ TI k (s) -+JI k (s) 
CX) CX) 
X 
CX) 
Figure V.2.2 
Proposition V.2.2 is the system equivalence at s = 00 analogue 
of the observation that the two polynomial realisations are system 
equival ent at s = a , where a E k , if and only if they are 
ka(s)-strictly system equivalent when considered as ka(s)-realisations. 
PROPOSITION V.2.2 Ti.Jo normalised polynomial realisations 
(8) G = D + C 0-1 B = D + C 0-1 B 
of an Q,xm rational matrix G are system equivalent at s = 00 if 
and only if t he corresponding induced 
k
00
(s)- strictly system equivalent. 
Proof. If 
k (s)-realisations are 
CX) 
1 1 - -1 - -1 -Q- = T- U and Q = T U 
are irreducible k (s)-realisations then, since 
CX) 
is surjective, 
and similarly 
-X = IT Q- 1(I-IT) kn(s) = IT r-l (I- IT )kn(s) o 
00 00 00 00 00 
Moreover, the induced 
polynomial realisations (8) 
k (s)-realisations of the normalised 
00 
are k (s)-strictly system equivalent 
00 
...., 
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if and only if there is a k (s)-isomorphism f: X 7 X such that 
00 00 00 
the diagram ,n Figure V.2.3 commutes. 
X 
00 
C 
f 
X 
00 
Figure V.2.3 
That is, if and only if the two normalised polynomial 
real i sati ans (8) are system equivalent at s = 00 0 o 
We can now use the Fuhrmann and Rosenbrock matrix 
characterisations of strict system equivalence to give matrix 
characterisations of system equivalance at s= oo . 
PROPOSITION V.2.3 Ti.Jo normalised polynomial realisations 
(9) G = D + C Q-l B = "' "' ......, - 1 "' D + C Q B 
ip f an ,Q,xm rational mat rix G ar e sys tem equivalent at s = 00 
if and only if ther e are proper matrices 
..., 
X E ki xn( s) and YE kn~m( s) such that 
00 00 
M 0 
( 10) 
-Q B 
C D 
= 
and 
"' "" 
-Q B 
"" "" C D 
where [M Q] t t t has a proper right bnver se and [N Q J has a 
proper left i nverse . 
The mat r i ces M , N , X and Y can be chosen so that the 
common value of both sides of equation (10) bS proper. 
Proof. Let 
Q-l = r-l U and 
be irreducible k00(s)-realisations. If the normalised polynomial 
realisations (9) are system equivalent as s = oo then their 
induced k00(s)-realisations are k00(s)-strictly system equivalent 
and so there are proper matrices M1, N1, x1 and v1 such that 
(11) 
UB l 
D 
:;; [-~ ~ l [ Nl CV D 0 
"" 
where M1 and T are left coprime and N1 and T are right 
copr,me. If we set 
-X = xl u and y = V YI' 
then (10) holds o Since T and U are left coprime, there are 
proper matrices F1 and G1 such that 
and so 
"' On the other hand, since M1 and T are left coprime, there are 
proper matrices F2 and G2 such that 
and so 
- .... M G1 F2 + Q (N F1 F2 + V G2) = I o 
Thus [M Q] has a proper right inverse and similarly [Nt Qt]t 
can be seen to have a proper left inverseo 
Conversely, suppose there are proper matrices M, N, X and Y 
with the properties in the statement of the Proposition. By 
hypothesis there are proper matrices F and G such that 
.... 
MF+QG= I o 
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,v ,v 
Thus Q G lS proper, and hence G = V G 1 for some proper matrix 
,v 
G 1 • It follows that M and T are left copri me. Similarly N 
,v 
and T are right coprime. But MQ = QN amd so 
V y -l M = N r- 1 U • 
Moreover both these k (s)-realisations are irreducible and 
co 
consequently they are k
00
(s)-strictly system equivalent. Thus there 
are proper matrices K, L, Wand Z such that 
In particular 
say, and 
Put 
K 0 
W I"' n 
"' 
-T U -T M 
= 
,..., 
N 0 V 0 
,..., 
W U = V Z = H , 
N - W T = V L . ' 
,..., 
M2 = M - QH , N2 = N - HQ 
,..., 
x2 = X +CH, Y2 = Y + HB o 
Then M2, N2, x2 and Y2 are proper , 
L Z 
0 I 
n 
• 
-Q B 
= 
C D 
- "' 
-Q B 
- -C D 0 I 
m 
and the common value of both sides is proper. Moreover, [M2 Q] 
has a proper right inverse, since 
(12) "' M2 F + Q (G +HF) = I , 
and similarly [N~ Qt]t has a proper left inverse. 
then 
If we define M1, N1, x1 and Y1 by 
(11) holds. Moreover, M1 = M2 u-l 
is proper and the k
00
(s)-realisation Q 
is proper, since 
-1 
= U T is irreducible. 
Similarly, x1, N1 and Y1 are proper o From equation (12), 
"" "' Q(G + HF) is proper and so (G + HF) = VG 2 for some proper G2 • 
Then 
"' 
and so M1 and T are left coprime o Similarly, N1 and Tare 
right coprime. Consequently the induced k
00
(s)-realisations of the 
normalised polynomial realisations (9) are k
00
(s)-strictly system 
equivalent and so the normalised polynomial realisations (9) are 
system equivalent at s = 00 • o 
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We can also characterise system equivalence at s= co in the 
manner of Rosenbrock's definition of strict system equivalence. 
PROPOSITION V.2.4 Two normalised polynomial realisations 
(13) G = D + C 0-1 B = D + C 0- 1 B 
of an .Q,xm rat i onal matrix G are system equivalent at s = co i f 
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and only if t her e is an integer n: max(n,n) ' proper non- singular 
~ A 
matrices M, NE k:xn(s) and pr oper mat r ices 
"' 
Y E k nxm( s) such that co 
( i ) 
( i i ) 
(ii i ) 
M 0 
X I £ 
rlr"' o] G n-n 
0 -Q 
IA - 0 
n-n 
-0 
-Q 
H 
I " -- 0 0 !A rv 0 0 n-n n-n 
-Q -0 -Q B = 0 B N y 
0 C 
rv rv 
D 0 C D 0 I 
m 
~s proper f or some pr oper G if and only if 
G = GM f or some proper G , and 
i s pr oper for some proper H if and only if 
H =NH for some proper H o 
Indeed~ there are proper matrices X and V so that 
X = X M and y = N y 0 
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Proof. Again let 
1 1 --1 ..., ~-1 Q- = T- U and Q =VT 
be irreducible k (s)-realisations. If the given normalised 
CX) 
polynomial realisations (13) are system equivalent at s = 00 then their 
induced k
00
(s)-realisations are k
00
(s)-strictly system equivalent and 
SO there lS an integer n: max(n,n) , invertible k
00
(s)-matrices 
M1 and N1 and k00 (s)-matrices x1 and Y1 such that 
(14) 
(15) 
IA 0 
n-n 
0 l Ml 0 -T 
xl I£ j 0 C 
If we set 
M = M 1 IA n-n 
0 
-1 X = x1 Ml M 
0 IA..., 
n-n 
UB = 0 
D j 0 
0 
' 
N = 
u 
' 
0 
..., 
-T 
"'"' CV 
0 
"' B 
"' D 
I A ..., 
n-n 
0 
f.\ yl 
0 I 
m 
then M, N, X and Y are proper, with M and N nonsingular and 
(i) holds o Moreover, 
~ Jl N 
-Q 
and 
are proper o Since the k (s)-realisation 
CXl 
IA 0 IA 
n-n n-n 
( 16) = 
0 -Q 0 
is i rredu c i b 1 e, 
G 
r IA l O n-n 
proper for some proper G implies 
for some proper G1 and hence 
0 
u 
01 
I 
uj 
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-1 
0 l I fi-n 
-T J 0 
is proper. This proves (ii), and the proof of (iii) is analogous. 
Conversely, suppose that there are proper matrices Al , N, X 
and Y with M and N non-singular such that (i)-(iii) hold. 
If we define Ml' Nl' xl and yl by (15) , then ( 14) holds. 
Furthermore, since the realisation ( 16) is i rredu c i b 1 e, ( i i ) 
implies that Ml is an invertible proper matrix. Similarly, ( i i i ) 
imp 1 i es that Nl lS an invertible proper matrix. Now from ( i ) 
' 
X O l 
-Q J 
= - [O CJ + [O CJ N 
and so, since the right hand side of this equation 1s proper, from 
(ii) we see that there is a proper x2 , such that 
X = X M 2 
and so x1 is proper. Similarly v1 1s proper and so (14) shows 
that the induced k (s)-realisations of the normalised polynomial 00 
realizations (13) are k (s)-strictly system equivalent. 00 That is, 
the normalised polynomial realisations (13) are system equivalent 
at s= 00 • D 
It is readily seen that if (i) holds, condition (ii) 1n the 
statement of Proposition V.2.4 is equivalent to requiring 
D I and Q 
-Q J 
to have the same zero structure at infinity, and condition (iii) 
1s equivalent to requiring 
..; 
f..J and Q 
.... 
0 -Q 
to have the same zero structure at infinity. Our original derivation 
of these results was in precisely the reverse order to that adopted 
here. By mapping the point at infinity to a finite point at which 
.... 
Q and Q were non-singular, and by imposing natural requirements 
for a definition of system equivalence at s = 00 , we were led to the 
conditions of Proposition V.2 o4 in the form just stated. 
We notice that the zero matrix has the normalised polynomial 
realisation 
( 17 ); 0 = 0 + 0 o (sI )-l o 0 
n 
for any positive integer n • Since the state-space at s = 00 
of the normalised polynomial realisation (17) 
IT (sI )-l (I- IT )kn(s) oo n oo 
1s the zero module, two normalised polynomial realisations (17), 
for different values of n , are trivially system equivalent at 
s = 00 This example illustrates the fact that although system 
equivalence at s = 00 preserves the zer o structure at infinity of 
Q it need not preserve the pole structure at infinity. 
V.3 Controllabili~y and Observability at Infinity 
Control lability at s= 00 and observability at s= oo can also 
be defined in the obvious module theoretic ways. 
We will say that the normalised polynomial realisation 
( 1) G = D + C Q-l B 
of the txm rational matrix G , with state space at s = oo 
1 s control lab le at s = 00 if the map 
is surjective, and 1s observable at s = 00 if the map 
117 . 
is injective. 
We will say that the normalised polynomial realisation (1) is 
irreducible at s = 00 
obs e rv ab 1 e at s = 00 
i f i t i s both con t ro 11 ab 1 e at s = 00 and 
• 
PROPOSITION V. 3 .1 A normalised polynomial realisation 
(2) G = D + C Q-l B 
of an txm rational matrix G is controllable (observable~ 
irreducible) at s = 00 if and only if its induced k (s)-realisation 
CX) 
is controllable (observable~ irreducible)o 
Proof. We have seen that two induced k (s)-realisations 
CX) 
of a normalised polynomial realisation are k
00
(s)-strictly system 
equivalent and so have the same k (s)-controllability and 
CX) 
observability properties. We can restrict our attention to an 
irreducible k (s)-realisation of the form 
CX) 
Q-1 -1 = T U 
Now, 
si nee the map 
n r-1 u 
CX) 
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is surjective, and so the map 
is surjective if and only if the map 
is surjectivea That is, the normalised polynomial realisation (2) 
is controllable at s = 00 if and only if its induced 
is controllable. 
k (s)-realisation 
CX) 
A similar proof can obviously be given 1n the observability 
at s= 00 case. D 
From the definitions it is obvious that if we consider two 
normalised polynomial realisations 
( 3) G = o + c 0- 1 s = o + c 5- 1 s 
of an £xm rational matrix G , which are system equivalent at 
s=oo' then the normalised polynomial realisation D + C Q-l B 
is controllable (observable, irreducible) at s =00 if and only if 
the normalised polynomial realisation D + C 5-l B is controllable 
(observable, irreducible) at s= oo . 
Moreover, from Proposition V.3.1 , Proposition V.2.2 and t he 
comments of Section II.2, we see that two irreducible at s= 00 no rmalised 
polynomial realisations of a rational matrix G are system 
equivalent at s= oo . 
PROPOSITION V. 3. 2 A normalised polynomial realisation 
(4) G = D + C Q-l B 
of an 9.,xm rational matrix G is controllable at s = 00 if and 
only if the polynomial matrix [-Q BJ has a proper right inverse 
and is observable at s = 00 if and only if the polynomial matrix 
[-Qt CtJt has a proper left inverse. 
Proof. If the normalised polynomial realisation (4) 1s 
controllable at s = 00 , then the map 
1s surjective, and so there is a proper matrix M such that 
n Q-l BM= IT Q-l I 
oo oo n • 
Thus there is a proper matrix N such that 
and so 
[-Q BJ 
This argument can obviously be reversed and a dual argument 
given in the observable at s = 00 case. D 
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We see, from Proposition V.3.2, that our definitions of 
controllability and observability at s = 00 agree with those of 
Verghese [19] . 
V.4 Zero and Pole Modules at Infinity 
Any txm rationa,l matrix G can be considered as a map 
and we can associate with it two k (s) - modules, 
00 
and 
We call Z (G) the Zer o Module at s= 00 of G and P (G) the 
00 00 
Pole Module at s= 00 of G. 
121. 
Conte and Perdon [ 5 J have recently defined these two k (s)-
oo 
modules. However, we point out that since k(s) is the field of 
fractions of k (s) these two k (s)-modules are simply the Zero 
00 00 
Module of G and the Pole Module of G defined in Section I I o 4 , 
where we take our ring to be k (s) . 
00 
We recall from Section II. 4, that if 
G = T-l U 
is an irreducible k (s)-realisation of G , then 
00 
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Z ( G) 
CX) k ( s) 
CX) 
torsion submodule of {k£ (s)/Ukm(s) } 
CX) CX) 
and 
p (G) 
CX) k (s) 
CX) 
PROPOSITION V.4.1 We consider an £xm rational matrix 
G with the irreducible at s= 00 normalised polynomial realisation 
( 1) G = D + C Q-l B 
of dimension n, and let 
Then., 
Z (G) - Z (S) 
00 k (s) 00 
CX) 
and 
p (G) ~ p (Q-1) 
00 k (s) 00 
CX) 
Proof. Let 
be an irreducible k (s)-realisation of Q-l . From Proposition 
CX) 
V.3.1 the induced k (s)-realisation 
CX) 
is irreducible, since the normalised polynomial realisation (1) 
is irreducible at s=00 • The k (s)-realisation 
00 
-Q B 
C D 
= 
is also irreducible, and so 
-1 U 0 
~ z ( s) 
k (s) 00 
00 
-1 U B 
C D 
from Proposition II.4. 2. Also, 
p ( G ) = P ( y-1 ) 
00 00 
D 
As a direct consequence of this proposition we have the 
following interesting result. 
COROLLARY V.4.1 A normalised polynomial realisation 
( 2) G = D + C Q-l B 
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of a proper rational matrix G ~s irreducible at s=00 if and only 
-1 if Q is proper. 
Proof. If the normalised polynomial realisation (2) is 
irreducible at s=00 then 
p (G) = p (Q-1) 
00 00 • 
But G 1s proper if and only if P (G) = 0 and so if G 1s 
00 
-1 proper, Q is also proper o 
-1 Conversely, if Q is proper then the state-space at s= 00 
of the normalised polynomial realisation (2) is the zero module 
and so the normalised polynomial realisation (2) is irreducible 
at s= 00 • D 
V.5 State-Space Realisations at Infinity 
We will say that a normalised polynomial realisation of an 
ixm rational matrix G of the special form 
( 1) G = D + C(sJ - I )-lB 
n 
where J, B, C and Dare constant matrices and J is nilpotent, 
is a state-space realisation at s=00 of G. We point out that 
only rational matrices whose elements are polynomial can be 
realised by state-space realisations at s=00 • Moreover, every 
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polynomial matrix, P(s), can be realised by a state-space 
realisation at s= 00 
' 
since -1 ( -1) s p s is a strictly proper 
rational matrix with all its poles at s = 0 and so has an irreducible 
state-space realisation 
-1 ( -1) s p s = 
where J, B and C are constant matrices. Moreover, J is 
nilpotent since the finite pole structure of (sJ-I )-l is the 
n 
-1 ( -1 same as the finite pole structure of s P s ) • Hence 
and so 
P(s) = - C(sJ-I )-lB 
n • 
Generalised state- space realisations have been studied in some 
detail by Verghese [IQ] among others. We will also study them 1n 
the next chapter. State-space realisations at s=00 are a special 
case of generalised state-space realisations. 
The state-space at s=00 of the state-space realisation at 
s=oo 
of the rational matrix G has the special form 
Since, for any non-negative integer h , 
= 
n-1 h 
II ( L J1 Si-) 
00 • 
,=O 
= 
n-1 i+h . 
L J S 1 
i=O 
The module action is given by 
p.X = p(J)x 
00 
, where p(J) 1s defined as ,n for any p E k (s) 
00 
and XE X 
Section 1 . Since J : kn~ kn is nilpotent, Jn = 0. 
Proposition V.5.1 below shows the simplicity of system equivalence 
at s=00 when our normalised polynomial realisations are taken to be 
state-space realisations at s= 00 0 
We will say that two state-space realisations at s= 00 
1 ~ ~ ~ 1~ G = D + C(sJ-I )- B = D + C(sJ-I - )- B 
n n 
of an ixm rational matrix G are constant system equivalent if 
there is an integer n > max(n,n) 
Y
0 
with R invertible, such that 
and constant matrices R, X and 
0 
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I"' 0 0 I"' ... 0 0 n-n n-n 
- § ( 2) R 0 0 I -sJ B = 0 r----sJ R y n n 0 • 
~ ... X I £ 0 C D 0 C D 0 I 
-
0 
m 
We will extend this definition in the next chapter to generalised 
state-space realisations and see that it corresponds to the definition 
of 'strong system equivalence' which Verghese [19] gave for 
generalised state-space realisations o 
PROPOSITION V.5.1 Two state-space realisations at s= 00 
(3) 
of an .Q,xm rational matrix G , whose elements are polynomial~ 
are system equivalent at s=00 if and only if they are constant 
system equivalent. 
Proof. We can assume, without loss of generality, that 
"' 
n > n and we notice that then the two state-space realisations 
at s= 00 
and 
"' G = D + [O 
,... ... #'V 1 #'V 
G = D + C(sJ-I - )- B 
n 
0 .., 
n-n 
0 
... 
CJ s 
"' 0 J 
- -1 
0 
I 
n 
"' B 
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are both system equivalent at s=00 and constant system equivalent. 
We can therefore restrict our attention to the case -n = n • 
-The two state-space realisations at s= 00 ( 3) , where now n = n , 
are system equivalent at s= 00 if and only if there is a 
-k (s)-isomorphism f: X ~ X , where X 
00 00 00 00 
-and X 
00 
are th e s ta te -
spaces at s=00 of the state-space realisations at s= 00 (3) , such 
that the diagram in Figure V.5.1 commutes. 
IT (sJ-I )-l B 
oo n 
f 11 k -~'-( S) 
00 
(I- rr )km(s) 
00 
"' 1 "' IT (sJ-I ,,.;.)- B 
oo n 
-X 
00 
Figure V.5.1 
If the two state-space realisations at s=00 (3) are constant 
system equivalent then there are constant matrices, 
with R invertible such that (2) holds o The map 
R, X and Y 
0 0 
-f : X ~ X : x 1---+ Rx 
00 00 
is clearly a k (s)-isomorphism and moreover 1s such that the 
00 
diagram in Figure V.5.1 commutes. Since, for example, 
If we assume that the two state-space realisations at s=oo , (3) , 
where -n = n , are system equivalent at s= 00 then, from our study 
of state-spaces at s= 00 in Lemma Vol ol and Proposition V~.l, 
- -
we can see that J and J must be similar, since X and X 
00 00 
are k (s)-isomorphic. Using the part of the proposition we have 
00 
already proved we can therefore restrict our attention to two 
state-space realisations at s= 00 of the form 
(4) G = D + C(sJ-I )- 1B = D + C(sJ-I )- 1B 0 
n n 
Let X be the state-space at s=00 of both the state-space 
00 
realisations at s=00 (4) , 
If f X + X is a k (s)-isomorphisM then the map 
00 00 00 
- n n -1( ) ( -1 f : J k + Ll k : u ~ s s J - I f s ( s J - I ) u ) 
n n 
1s also a k (s)-isomorphism, where we are considering J kn as a 
00 
-k ( s )-module as ·in Sec ti on 1 . The map f is a vector space 
isomorphism with the additional property that 
- -
J f( u) = f ( J u ) 
for every u E J kn • 
There are k-subspaces U and V of kn such that 
kn = ( Ker J) (9 U = J kn EB V 
• 
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We consider the decomposition 
n n 
and define a k-linear map F : k + k by 
( i ) if U EJkn -th en F ( u ) = f ( u ) , 
(ii) if u E(V n Ker J) then F(u) = u , and 
-(iii) if u E (V n U) then F(u) = v , where Jv = f(Ju) • 
We impose the condition v EU so that the map F is uniquely 
determined. 
The k-linear map F : kn+ kn has the additional property 
F(Ju) = J F(u) for every u E kn , since 
( i ) i f u E J kn then -JF(u) = J f(u) -= f(Ju) = F(Ju) 
' 
( ii ) if u E ( V n Ke rJ) th en J F ( u) = Ju = 0 = F ( 0) = F (Ju) , 
and 
-( i i i ) i f u E ( V n u ) th e n J F ( LI ) = f ( J u ) = F ( Ju ) • 
Moreover, F 1 S an isomorphism. Since kn is finite 
dimensional it is sufficient to show that F 1 S i nj ecti ve o Now, 
if U E kn such that F(u) = 0 then J F( u) = 0 and so 
- -f(Ju) = 0 . But f is an isomorphism and so U E Ker J Hence 
• 
u = u1 ffi u2 where u1 E J kn and u2 E (V n KerJ) • But, 
and so u2 = 0 and again sinc2 f 1s an isomorphism u1 = 0 • 
So, there 1s a constant invertible matrix R such that 
and R is such that 
R J = J R • 
Now f 1s the restriction of F to J kn and so the 
k (s)-module isomorphism f: X ~ X is given by f: X1-+- Rx • 
00 00 00 
If the left hand triangle of the diagram 1n Figure Vo5.l 
commutes 
TI (sJ-I )-lg 
oo n 
and so 
where Y is a proper matrix. But (sJ-I )-l 
n 
so Y = Y is a constant matrix and 
0 
RB= B + (I -sJ)Y • 
n o 
is polynomial and 
Similarly, there is a constant matrix X
0 
such that 
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X (I -sJ) + C =CR 
o n 
and so the two state space realisations at s=00 (4) are constant 
system equ i va 1 ent. D 
PROPOSITION V.5.2 We consider a normalised polynomial 
realisation 
(5) G = D + C Q~l B 
of an ixm rational matrix G. 
realisation at s=00 of IT G 
00 
There ~s a state-space 
( 6) IT G 
00 
-
#IW -.. l"" 
= D + C(sJ-I-)- B 
n 
such that, if X and X are the state-spaces at s=00 of the 
00 00 
realisations ( 5) and ( 6) respectively, then there ~s a 
module isomorphism f: X ~ X such that the diagram in 
00 00 
Figure V.5o2 comrrrutes. 
IT 
00 
IT (sJ-I-r1 
oo n 
Figure V.5.2 
I/ 
A 
00 
:;;\ -X 
f 
00 
Linearisation 
-C 
k (s)-
oo 
Proof. The state-space at s= 00 of the normalised 
polynomial realisation (5) is also a vector space over k 0 
We define three k-linear maps as follows 
J : X -+ X 
ro ro 
C : X -+ k l 
00 
. 
. 
. 
. 
. 
• 
and 
x 1-+ - ( Cx )1 , 
where (y) 1 , denotes the coefficient of s 1n the Laurent 
expansion of y. 
From Section 1 we can see that there is an integer n and a 
- -
nilpotent matrix JEkri x n such that the state-space at s= 00 X 
ro 
-
... n 
and the k (s)-module J k , with the module action 
ro 
for a 11 p E k ( s) 
ro 
and U E J kn , are k (s)-isomorphic o 
ro 
Let L be a k (s)-isomorphism 
ro 
... 
L : X -+ j kn • 
ro 
Then L ,s also a vector space isomorphism and 
j = LJ L-l 
• 
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.... 
Let B ~ km 7 kn be a vector space homomorphism such that 
.... 
and let C 3 kn 7 kt be a vector space homomorphism such that 
.. 
.... - -The domains and ranges of the three k-linear maps, J, B and C 
can be uniquely extended to vectors whose coordinates are rational 
functions by requiring that they commute with multiplication by any 
scalar rational function. 
If x E X
00 
then, for any non-negative integer 1 , 
Now, if then xEX 
00 
C J1 Lx = C J 1 x 
deg ( x) < n 
= - ( err 
00 
-1 
s 
= C(s -1 ) X 1 • 
since 
n-1 
- I: si+l C 31 
i=O 
and so 
Lx 
n-1 
= I: C si+l(s-i x) 1 i=O 
= C X • 
Taking x = IT Q-l Bu , for an arbitrary u E km 
00 , we have 
also 
Lx = L Bu = J Bu 
and therefore 
and hence 
(7) 
• 
"' The state-space at s=00 X
00 
of the state-space realisation 
at s=00 (7) has, as we have already seen, the special form 
-X = s(sJ - I- )-l 3 kn 
oo n 
with the module action 
p.x = p(J)x 
for a 11 -and X E X 
00 
...., 
We define a bijective map of X onto X by setting 
00 00 
for a 11 XE X 
00 • 
-f(x) = s(sJ ) -1 L., 
n Lx 
For any pE k (s) 
00 
we have 
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..., 
f( p.x) = s(sJ 
,v 
= s(sJ 
= s(sJ 
I .... )-l LIT ( px) 
n co 
I ..., )-l Lp(J)x 
n 
..., ..., -1 
= p(J)s(sJ - I ..., ) Lx 
n 
= p.f(x) 
and so f 1s a k (s)-isomorphism. 
co If u E km( s) then we can co 
write 
n-1 
U = I: 
i=O 
. 
-1 
u.s 
1 
-n -+ s u 
where u. E km and u E km (s). We recall that if x EX then 1 co co 
( -n - ) JI s ux = 0. 
co 
Now 
rr (s 3 - I..., )-l Bu 
co n 
n-1 
,v 1 - 1 ..., 
= I JI ( sJ - I ..., ) - J B u . 
. 0 co n 1 1= 
n-1 1 . 
= I s(s3 - I-) - 3i+l Bu. 
i=O n 1 
n-1 
= I f(L-l 3i+l Bu.) 
1 i=O 
n-1 
= I f(J 1 Bu.) 
1 i=O 
n-1 
= L f( IT (s- 1 Bu.)) 
CX) 1 i=O 
= f ( IT Q- l B u ) • 
CX) 
This shows that the left hand triangle of the diagram in 
Figure V.5.2 commutes. We have already shown that the right hand 
triangle commutes. D 
From Proposition Vo5.1 we see that the state-space realisation 
at s=00 which we construct in Proposition V.5.2 is determined 
up to constant system equivalence o The state-space realisation 
at s=00 (7) is a realisation of IT
00
G • The proof also shows that 
the state-space realisation at s=00 
(I- IT )G 
of the polynomial part of G is also canonically associated with 
the normalised polynomial realisation (5) • 
As an immediate consequence of Proposition V.5.1 we have 
a new characterisation of the system equivalence at s=00 of two 
normalised polynomial realisations. 
COROLLARY V.5.1 Two normalised polynomial realisations 
G = o + c 0-1 s = 5 + c 5-1 s 
of an £xm rational matrix G are system equivalent at S=<XJ if 
and only if the state-space realisations at S=<XJ of n G 00 
associated with them., by Proposition V.5a2., are constant system 
equivalent. 
We also have new characterisations of controllability at s=oo 
and observability at s=oo. 
COROLLARY V.5.2 The normalised polynomial realisation 
G = D + C Q-l B 
of an £xm rational matrix G is controllable (observable., 
irreducible) at S=<XJ if and only if the state-space realisation at 
s = 00 of TI
00
G associated with it., by Proposition V. 5 . 2 ., is controllable 
(observable., irreducible ) at s= 00 • 
V.6 Tests for Controllability a nd Obs e rvabil i ty at s=00 
Proposition V.3.2 shows us that our definitions of controllabi l ity 
and observability at s=00 are the same as those given by Verghese 
[19] • Verghese also gave some tests for determining if a generalised 
state-space realisation was controllable at s=00 or observable at 
s=00 • From our module formulation we can easily obtain some algebraic 
conditions which are equivalent to the controllability and 
observability at s=00 conditions. 
( 1) 
PROPOSITION V.6.1 The state- space realisation at s.=co 
G = D + C(sJ - I )-lB 
n 
of the £xm rational matrix G ~s controllable at s~ if and 
only if 
n k = Im B + I m J + Ker J 
and i s observable at S=<XJ i f and only if 
Ker C n I m J n Ker J = 0 0 
Proof. Let 
be the state-space at s=oo of the state-space realisation at 
s=oo(l) • The state-space realisation at s=00 (1) is controllable 
at s=oo if and only if the map 
1s surjective. That is, if and only if the map 
n-1 
Ur+ I Ji+l Bu. 
i=O 1 
1s surjective, where 
n-1 
u = I 
i=O 
-1 -n -
u. s + s u 
1 
So if e1, ... ,en are the columns of the nxn unit matrix 
there are vectors u .. E km such that lJ 
n-1 . 
Je. = I J 1+l Bu .. 
J i=O lJ 
and so there is a constant matrix X such that 
0 
J = [ J B 
There is therefore a matrix K such that J K = 
I = [B J B ••• Jn-l BJ X + K 
n o 
and so 
kn = Im B + I m J + Ker J o 
• 
0 and 
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Conversely, if 
kn = Im B + I m J + Ker J 
then there are matrices X
0 
and Y0 such that 
J=JBX +J 2 Y • 0 0 
But then 
J 2 = J 2 B X + J·3 y 
0 0 
and so 
J = J B X + J2 B X Y + J 3 Y Y • 
0 0 0 0 0 
Continuing . this way we see that 1n 
X 
0 
X y 
0 0 
J2B ••• Jn BJ 
. 
J = [J B • 
• 
X yn 
0 0 J 
and so the map 
1s surjective. That is, the state-space realisation at s=oo (1) 
1s controllable at s=00 • 
By ,taking transposes and then dual ising the controllability 
at s=00 condition we obtain the observability at s=00 condition. D 
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V.7 Polynomial Realisations 
System equivalence at s=00 as defined so far is an equivalence 
relation on the set of normalised polynomial realisations of a 
rational matrix. We now construct an equivalance relation on the 
set of polynomial realisations of a rational matrix by canonically 
associating a normalised polynomial realisation with a given 
polynomial realisation. 
Verghese [19, p.102] gives credit to Pernebo for the 
observation that we can canonically associate a normalised polynomia l 
realisation of a rational matrix G with any given polynomial 
realisation of G. If 
(1) G = W + V T-l U 
is any polynomial realisation of the ixm rational matrix G , 
then we shall call the polynomial matrix 
Q = 
T -U 0 
-V -W I £ 
the ex tended s ystem matrix of the polynomial realisation (1) • 
If we set 
B = ( 0 0 Im) t and C = ( O O ~~) 
then we see that 
( 2) G = C Q- l B • 
We will say that the normalised polynomial realisation (2) of G 
is as sociated with the polynomial realisation (1) of G o 
We now consider two polynomial realisations 
(3) 1 ~ ~ ~-1 ~ G = W +VT- U = W +VT U 
.... 
of the i xm rational matrix G o Let Q and Q be the extended 
system matrices of these two polynomial realisations o We will say 
that the two polynomial realisations (3) are system equivalent 
a t s=m if their associated normalised polynomial realisations 
are system equivalent at s=00 • 
Proposition V.7.1 shows that this definition is a consistent 
extension of our previous definition o 
PROPOSITION V. 7 .1 The polynomial realisation 
(4) G = W + V T-l U 
and its associated normalised polynomial realisation 
( 5) G = C Q-l B 
are system equivalent at s~ . 
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Proof. Let 
Q -B 0 
-Q = 
-C 0 I £ 
0 I 0 
m 
be the extended system matrix of the polynomial realisation (5) o 
The associated normalised polynomial realisation of the polynomial 
realisation (5) is 
( 6) "' "'V -1 "'V G = C Q B 
• 
-Let X and X be the state-spaces at s=oo of the 
co co 
normalised polynomial realisations (5) and (6) • 
Now 
5·-l = 
-and so, if XE X 
co 
' 
-1 Q 
0 0 I 
m 
G 
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Q-l( E:: l+B E:: 3) Q-1 ( E:: 1 +B E:: 3) l 
X = JI E:: 3 = JI 0 CX) CX) 
E:: 2 + CQ -1 ( E:: 1 +B E:: 3 ) G Q-l( E:: l+B E:: 3) 
where E:: 1 , E:: 2 and E:: 3 
isomorphism 
are proper vectors. So, there is 
I r l - JI Q- 1(I- JI )rf-+ JI o- 1(I- JI ) f X -+ X . 0 '• • CX) CX) CX) CX) CX) CX) l OJ 
a k (s) -
CX) 
Moreover, this k (s)-isomorphism 1s such that the diagram 
CX) 
in Figure Vo7.1 commutes. 
X 
~ CX) 
f 
-X 
CX) 
Figure V.7.1 
That is, the polynomial realisation (4) and its associated 
1~5 .. 
normalised polynomial realisation (5) are system equivalent at s = oo • o 
An i mm ediate consequence of Propositon Vo7.1 is that two 
normalised polynomial realisations are system equivalent at s=00 
when considered as polynomial realisations if and only if they are 
system equivalent at s=00 when considered as normalised polynomial 
realisations. 
An analogous argument to Proposition V.7.1 shows that a 
polynomial realisation and its associated normalised polynomial 
realisation are also strictly system equivalent. 
We will say that a polynomial realisation 
(7) G = W + V T-l U 
of an t xm rational matrix G is controllable (observable~ 
irreducible) at s=00 if its associated normalised polynomial 
realisation 
G = C Q-l B 
1s controllable (observable, irreducible) at s=00 • 
These definitions are a consistent extension of the 
definitions of Section 3 o That is, a normalised polynomial realisation 
of a rational matrix is controllable (observable, irreducible) at 
s=00 in the sense of Section 3 if and only if it is controllable 
(observable, irreducible) at s=00 1n the above sense. 
We note also that a polynomial realisation 
G = W + V T-l U 
of a rational matrix G is controllable (observable, irreducible) 
if and only if its associated normalised polynomial realisation 
G = C Q-l B 
is controllable (observable, irreducible). 
The associated normalised polynomial realisation 
G = C Q-l B 
of a polynomial realisation 
( 8) G = W + V T-l U 
1s actually the natural system to study when one is interested in 
the behaviour at infinity of the dynamical system associated with 
the polynomial realisation (8) o Proposition V.4.1 provides some 
justification of this. Clearly the k (s)-modules P (T- 1) 
00 00 
and 
are not always k (s)-isomorphic and so we see that the 
00 
extended system matrix Q carries within it information about the 
structure of the realisation not contained in the matrix T. 
We notice that because of the special form of Q , B and C 
z ( 
00 
LC 
Bl 
I 
0 J ) ~ zoo ( 
-T u 
) 
• 
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CHAPTER SIX 
STRONG SYSTEM EQUIVALENCE 
When we began our study of the equivalence of linear systems 
one of our aims was to treat the finite and infinite frequency 
poles and zeros of dynamical systems with equal emphasis. This point 
of view had already been pursued extensively by Verghese [19] among 
others. Verghese defined str ong controllability (observability) to 
mean controllability (observability) in the ordinary sense together 
with 11 controllability (observability) at infinity 11 and derived a 
number of basic properties. We have already seen that our module-
theoretic definitions of controllability (observability) at s=oo 
correspond to those of Verghese. Verghese also used dynamical 
considerations to define a concept of strong system equivalence for 
generalised state- space systems but left it as an open problem to 
define an appropriate concept of strong system equivalence for 
arbitrary polynomial realisations. It is this problem which we 
consider in this chapter. 
VI.l Strong System Equivalence 
In Chapter III we introduced local system equivalence and saw 
that, in the case of the ring [[s] , two polynomial realisations 
are strictly system equivalent if and only if they are locally 
system equivalent at every finite frequency. The definition of local 
system equivalence at a finite frequency was used to motivate the 
definition of system equivalence at s=00 given in Chapter V • We 
saw that these definitions treated every point in the extended complex 
plane, a: = a; u {00 } , equivalently. In Chapter IV we saw that we 
could define equivalence relations which preserve the structure of 
dynamical systems in a region of the complex plane o We now wish to 
consider an equivalence relation which preserves both the finite 
and infinite frequency structure of the dynamical systems associated 
with our polynomial realisations. 
We will say that the two polynomial realisations 
( 1) G = w + V r-1 u = w + V T-l 0 
of the t xm rational matrix G are strongly sys tem equival ent if 
they are both strictly system equivalent and system equivalent at 
s =oo • 
The polynomials here have coefficients from an arbitrary ground 
field k • From Proposition III.3.1 we know that the two polynomial 
realisations (1) are strictly system equivalent if and only if they 
are locally system equivalent at every prime ideal of k[s] • 
Hence, if k = [ , then the polynomial realisations (1) are 
strongly system equivalent if and only if they are (locally) system 
eq u i v a 1 en t at s = a , for every a E [ = a; u { 00 } • 
-If Q and Q are the extended system matrices of the polynomial 
realisations (1) and 
G = C 0- 1 B = C 5-1 B 
are the normalised polynomial realisations of G which are 
associated with the polynomial realisations (1) , then the two 
polynomial realisations (1) are strictly system equivalent if and 
only if there is a k[s]- isomorphism 
such that the diagram in Figure VI ol.1 commutes. 
Figure VI.1.1 Strict System Equivalence 
On the other hand, since 
rrr = s-1(I-rr )s r 
co 
for every r E k(s) , we see from the diagram in Figure V.2.1 
that the two polynomial realisations (1) are system equivalent at 
s=00 if and only if there is a k
00
(s)-isomorphism 
such that the diagram 1n Figure VI.1.2, commutes o 
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(I-II) Q-l IIk n(s) 
( I- II )Q-l B C 
II km(s) f !l ;;;,(I- II )k (s) 00 
(I- II )Q-l "' "' B C 
(I-II) Q-l II kn(s) 
Figure VI.1.2 System Equivalence at s=<X) 
It will be observed that the results for behaviour at infinity 
are obtained by simply interchanging the projection operators II 
and (I- II) • 
VI.2 Strong Controllability and Observability 
We will say that the polynomial realisation 
G = W + V T-l U 
of the flxm rational matrix G 1s strongly controllable (observable~ 
irreducible) if it is both controllable (observable, irreducible) 
and controllable (observable, irreducible) at s==. 
We now consider the two polynomial realisations 
(1) G = w + V r- 1 u = w + V r-1 0 
of the flxm rational matrix G. From the definitions it is 
immediately clear that if the two polynomial realisations (1) are 
strongly system equivalent then the polynomial realisation 
W + V T-l U 1s strongly controllable (observable, irreduc i ble) 
if and only if the polynomial realisation W + V T-l U is strongly 
controllable (observable, irreducible) o 
Conversely, if the two polynomial realisations (1) are both 
strongly irreducible then they are strongly system equivalent. 
We have already seen that our definitions of controllability 
at s=00 and observability at s=oo correspond to those of 
Verghese [19] and so our definitions of strong controllability 
and strong observability also correspond to those of Verghese. 
VI.3 Generalised State-Space Realisations 
A polynomial realisation of an £xm rational matrix G 
of the special form 
G = D + C(sE-A)-l B 
where A, B, C, D and E are constant matrices is said to be a 
general ised stat e-space r eal i sat ion of G. We notice that the 
state-space realisations of Section II.3 and the state-space 
realisations at s=oo of Section Vo5 are both generalised state-space 
realisations and so every rational matrix has a generalised state-
space realisation. 
Verghese [19] has made an extensive study of these realisations 
by means of the Kronecker form of a matrix pencil and introduced a 
class of equivalence transformations which preserve both the finite 
and infinite frequency structures of these realisations. 
We will say that two generalised state-space realisations 
of an ixm rational matrix G are constant system equivalent if 
there is an integer n: max{n1,n2} , invertible constant matrices 
M
0 
and N
0 
and constant matrices X0 and Y0 such that 
-I 0 0 I 0 0 
n-n1 n-n 2 
M 0 0 A1-sE1 Bl = 0 A2-sE 2 B2 No 
y 
0 0 
X 1£ 0 cl Dl 0 c2 D2 0 I 0 m 
Constant system equivalence is a convenient reformulation of the 
'operations of strong equivalence' introduced by Verghese [19] • 
If our two generalised state-space realisations are state-space 
realisations at s=00 then the two equivalence relations called 
constant system equivalence in this Section and Section V.5 are the 
same. 
• 
In this section we show that generalised state-space realisations 
and constant system equivalence play an analogous role with respect 
to strong system equivalence to that played by state-space 
realisations and similarity with respect to strict system equivalence. 
It is well known (see, for example, Gantmacher [11] po28) that 
for any non-singular pencil (sE -A) there are constant invertible 
matrices R and S such that 
l_ 
r sJ - J,.,. 0 n 
R(sE-A)S = 
0 sI .... 
- A 
n 
where J is nilpotent o So, every generalised state-space realisation 
G = D + C (sE-A)-l B 
of an i xm rational matrix G 1s constant system equivalent to a 
generalised state-space realisation of the form 
-1 A I""' - sJ 0 B n 
" -G = D + [C CJ 0 
- -0 sl- -n A B 
We shall write this generalised state-space realisation as 
G = D + e(r~ - sJ)-l B + C(sl- - A)-l B 
n n 
and say that it is decomposed. 
Our first proposition shows the simplicity of strong system 
equivalence when our polynomial realisations are taken to be generalised 
state-space realisations, but first we look at decomposed generalised 
state-space realisations in more detail. 
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LEMMA VI.3.1 The two generalised state- space realisations 
( 1) A 1 A ~ ~ -1 ~ G = D. + C. ( sJ . -L, )- tj • + C. ( s I.. .. - A.) B . 
1 1 1 n. 1 1 n. 1 1 
1 1 
f or i=l, 2 are s t r i c t l y system equivalent i f and only i f the two 
s t ate-space realisations of IT G , 
,.._, "' -1 "' ITG = C.(sI- - A.) B. 
1 n . 1 1 
1 
f or i = 1, 2 , are strictly system equivalent and are system equivalent 
at s=00 i f and only i f the two state- space realisations at s=oo of 
(I- IT )G , 
( I- IT )G = D. + C.(sJ.-I A )-l B. 
1 1 1 n. 1 
1 
f or i=l,2 are system equivalent at s=oo . 
Proof. 
inverses, if x1 
Since (sJ -IA) ~nd (sJ -IA) have polynomial 1 n1 2 n2 2 
and X are the state-spaces of the decomposed 
generalised state-space realisations (1) then, for i=l,2, 
( -1 sJ.-I A ) 
1 n. 0 
. 
X 1 = IT 
1 
0 ( - -1 sI - - A.) 
n. 1 
1 
0 
= 
"' 1 n. 
n(sr{':1-' .. A.)- (I- IT )k 1 (s) 
rl • 1 
1 
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and our result 1s immediate from the diagram 1n Figure II o3.l o 
An analogous proof can be given for the case of system 
equivalence at s=00 • D 
PROPOSITION VI.3.1 Two generalised state-space realisations 
of an £xm rational matrix G are strongly equivalent if and only 
if they are constant system equivalent. 
Proof. If the two generalised state-space realisations (2) 
are constant system equivalent then, from Proposition II.l o3 and 
Proposition V.2 o2 they are strongly system equivalent. 
We now suppose that the two generalised state-space realisations 
(2) are strongly system equivalent. From the comment which preceded 
Lemma VI.3.1 and the part of the proposition we have already proved 
we may restrict our attention to two decomposed generalised state-
space realisations 
(3) A A -1 A "" ~ 1 "V G = D. + C . ( sJ . - I"' ) B . + C . ( s I"' - A.) - B . 1 1 1 n. 1 1 n. 1 1 
1 1 
(i=l,2). So, from Lemma V.3.1 , the state-space realisations of 
TI G , 
.... - 1 -
n G = C.(sI .... - A.)- B. 1 n . 1 1 
1 
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(i = 1,2) are system equivalent, and hence si milar. The state-space 
realisations at s=00 of ( I- IT )G , 
( I- IT ) G "' -1 "' = D. + C.(sJ.-I ~ ) B. 
1 1 1 r r • 1 
1 
( i = 1,2) are system equivalent at s=00 , and hence constant system 
equivalent. Thus, the two generalised state-space realisations (3) 
are constant system equivalent. D 
PROPOSITION II. 3. 2 Any polynomial realisation 
(4) G = W + V T-l U 
of an txm rational matrix G ~s strongly system equivalent t o a 
generalised s t ate- space r ealisation. 
Proof. Proposition Vo5.l associates a state-space 
realisation at s=oo 
(I- n)G 
of the polynomial part of G , (I- n)G , with the polynomial 
realisation (4) • Pro position II .3 o2 associates a state-space 
realisation 
TI G = C(sI - - A)-l B 
n 
of the strictly proper part of G , IT G , with the polynomial 
realisation (4) . From the diagrams in Figure II.3.1 and 
Figure Vo5.2 we see that the decomposed generalised state-space 
realisation 
1s strongly system equivalent to the polynomial realisation (4) , 
since (sJ-L,) 
n 
1s an invertible polynomial matrix and 
has a strictly proper inverse. o 
~ (sI- - A) 
n 
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Verghese [19,p.209] gave a procedure for constructing a 
generalised state-space realisation from a given polynomial 
realisation ,nan attempt to extend his definition to polynomial 
realisations. He recognised that the generalised state-space 
realisation he constructed should be strongly system equivalent to 
the given polynomial realisation even though he lacked a general 
definition of strong system equivalence. The generalised state-space 
realisation he constructed is strongly system equivalent to the 
given polynomial realisation under our definitions. 
VI.4 Tests for Strong Controllability and Observability 
We consider a generalised state-space realisation 
( 1) G = D + C(sE-A)-l B 
of a rational matrix G . There are invertible constant matrices 
L and R such that 
L(sE-A)R = 
0 
where J is nilpotent. Let 
The generalised state-space realisation (1) is strongly 
system equivalent to the decomposed generalised state-space 
realisation. 
( 2) 
G = D + C (sJ - I") - l B + C ( s I- - A) - l B 
n n 
The state-space realisation 
"" --.,.. 1 #IV TIG = C(sI- -A)- B 
n 
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1s the state-space realisation of nG associated with the 
realisation (1) by Proposition II.3.2 and so the realisation (1) 
is controllable (observable) if and only if the state-space 
realisation (2) 1s controllable (observable). 
(3) 
Similarly the state-space realisation at s=co 
(I- )G = D + e(sJ - IA)-l B n 
is the state-space realisation at s=00 of (I- n)G associated 
with the realisation (1) by Proposition V.5.2 , and so the 
realisation (1) is controllable (observable ) at s=00 if and 
only if the state-space realisation at s=00 (3) 1s controllable 
(observable) at s=co. 
We can use these observations to extend the tests of Section I I .3 
and Section V.6 to generalised state-space realisations. 
PROPOSITION VI.4.1 The generalised state- space realisation 
(4) G = D + C(sE-A)-l B 
of the £xm rat ional ma,trix G i s control lable i f and only i f the 
mat rix 
[sE - A BJ 
has full r ow rank for ever y s Ek and bS obser vable if and only 
if t he mat rix 
has f ull column rank f or ever y s E k • 
Proof. The matrix 
[sE-A BJ 
has full row rank for every s Ek if and only if the matrix 
" 
sJ - I"" 0 n B 
-
.... 
0 sI--A 
n 
B 
has full row rank for every s E k , that 1s, if and only if the 
matrix 
[sI--A BJ n 
has full row rank for every s Ek. 
So the matrix 
[sE - A BJ 
has full row rank for every s Ek if and only if the state-space 
realisation 
TIG=C(sI -A)-lB 
n 
of TI G 1s controllable. That is, from the observations which 
preceeded this proposition, if and only if the generalised state-space 
realisation (1) is controllable. 
A similar proof can obviously be given 1n the observability 
case. o 
PROPOSITION VI.4.2 The generalised state- space 
realisation 
( 5) G = D + C(sE-A)-l B 
of the £xm rational matrix G ~s controllable at s=00 if and 
only if 
Im B + Im E + A(Ker E) = kn 
and is observahle at s=00 if and only if 
Ker C nA-1(ImE)n Ker E = {O} 
Proof. Now 
Im LB+ Im LER + LAR(Ker LER) 
A 1 Im B Im J IA 0 Ker J 
n 
- + + 
- -Im B Im I- 0 
n 
A Ker I-
nj 
"' Im B + Im J + Ker J 
= 
' 
Im B + k11 + {O} 
and so 
Im B + Im E + A ( Ker E) = kn 
if and only if 
A 
Im B + Im J + Ker J 
• 
So, 
Im B + Im E + A(Ker E) = kn 
if and only if the state-space realisation at s=00 
of (I- TI )G is controllable at s=00 , that 1s, if and only if the 
generalised state-space realisation (5) is controllable at s=00 0 
The observability at s=00 result is obtained by taking 
transposes and dualising the arguments. o 
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