Abstract. This paper proposes an improved hierarchical clustering method based on PCA-clusters merging for quasi-linear SVM. The quasi-linear SVM is an SVM with quasi-linear kernel. It considers a nonlinear separating boundary between class labels as an approximation of multiple local linear boundaries with interpolation and the quasi-linear kernel is composited based the information of local clusters along the boundary. In order to obtain the local clusters, the proposed clustering method, first detects the nonlinear boundary based on the changes of class labels; then obtains small partitions along the nonlinear separating boundary using a hierarchical clustering; and further merges the nearest neighboring clusters distributed in one local linear boundary into one cluster according clusters distributed in one local linear boundary according to PCA-based criterion. The quasi-linear kernel is composited based on the information of local clusters. Experimental results on benchmark datasets demonstrate that the proposed method improves the classification performance efficiently.
been discussed in Section 3, Section 4 implements the experiment and results and finally the conclusions in Section 5.
2.Quasi-linear SVM with a Composite Kernel
There are labeled training data points of N samples 1 1 ( , ),..., ( , ),..., ( , ) 
We further express Eq. (1) as ( ) ( ) T P f x x b =Θ Φ + (3) Considering the structural risk minimization principle into Eq. (3), the classification problem can be described as QP optimization problem as following:
The Lagrange function has been constructed, via introducing Lagrange multipliers ( k
with Lagrange multipliers: 0
The solution is given by the saddle point of the Lagrange function:
, , , max min ( , , ; , ).
The dual problem becomes as follow:
In the quadratic form, the kernel trick is applied.
The nonlinear separating boundary model ( ) P f x is reduced to a standard SVM based on a composite kernel (Eq. 8). Finally the nonlinear SVM classifier takes the form:
with k α positive real constants which are the solution to a QP problem.
The quasi-linear kernel ( , )
is the inner product of explicit nonlinear mapping. The quasi-linear SVM formulate the nonlinear separating boundary between classes labels is approximately as a combination of local linear boundaries with interpolation. We propose a hierarchical clustering method to obtain clusters with local linear characteristics.
In this paper we use a simple and stable clustering method which is called hierarchical clustering. The results of hierarchical clustering are usually presented in a dendrogram, the result of the method is uniform and symmetrical. The local properties of points depend on how similar they are to each other. This algorithm will traverse all the objects for finding the least dissimilar pair of objects and merging them into a single cluster. Principal Component Analysis (PCA) is introduced for analyzing the local property of each neighboring cluster and obtain multi-dimensional principal component.
Detect the Nonlinear Separating Boundary
The proposed partitioning approach consists of separating boundary detection and cluster merging technique is proposed to partition training samples in to clusters with local linear characteristics. A separating boundary detection method considering sample label changes in neighbor area is used to select samples which are near to the separating boundary firstly. The cluster merging technique is used to partition the selected separating boundary into local subsets for estimating parameters of SVM model.
We take an example on synthetic data for demonstrating the proposed guided partitioning approach. As shown in Fig. 2-1 , a two-class synthetic training samples have 339 samples in each class. By implementing unsupervised clustering method on training data may emerge mussy and unintended subsets. The partitioning demonstration of implementing hierarchical clustering (the number of cluster is set as 4 empirically) on synthetic data (678 samples) is shown in Fig. 2-2 , where different clusters are plotted in various colors. The clusters can't capture distribution information of local subsets properly. clustering results of applying hierarchical clustering In order to solve above problem, in the proposed partitioning method, a separating boundary detection technique is introduced to filter samples before implementing cluster merging. Samples around the boundary are selected by detecting changes of different class labels. The detecting procedure is described as follows. For a certain training sample P, seek the n nearest neighbor samples, if one of these neighbor samples has a different class label, this sample P is selected as a sample around the separating boundary to be reserved. The result of detecting process on training samples can produce a subset of samples that distribute around the separating boundary between class labels. This detection can filter out information which may be considered as less relevant, while conserving the important distribution properties near to the separating boundary.
Cluster Merging according to the PCA Analysis
Then, the main line trend of each cluster in high dimension can be approximately described by principal component of each cluster with adopting PCA method. The included angle between principal components is transformed into calculating multidimensional angles between the vectors. If the include angle between these two neighboring clusters is less than a threshold value, the merging operation will be implemented through the hierarchical clustering method among neighboring clusters. Then, repeat the merging process after all the neighboring clusters are identified. In this case, cluster can exactly cover the separating boundary on each segment. In addition, the merge of minority clusters also avoid the over-fitting problem on edge detection.
Training of Local SVMs
In simulation, the negative Euclidean distance is used to measure similarity as common cases. The shared value is set as the median of the input similarities. Then the centers have already In order to find the separating boundary in the training data set m D , the input data set is firstly transformed from a low-dimension space to a high-dimensional feature space by a nonlinear mapping function ( ) ϕ • [6] . By introducing a vector of Lagrange multipliers 1 ( ,..., ) N α α α = , the optimal separating boundary task is constructed as a QP optimization problem in the dual space [7] :
where ( , ) ( ) ( )
is the kernel function [8] .
Obtain the vector of Lagrange multipliersα . If 0 i α ≠ , sample-I is a SV [9] .
The local SVM decision function by using the m-th training data is obtained:
where mi x are samples from the training data and x is the test vector. The local SVMs are used as local separating boundary clusters with interpolation.
4.Experiment and Results
First, we present on the proposed method on the synthetic Gaussian data set at begin. Second, we carry out extensive experiments on 5 benchmark datasets. Fig. 3-1 Fig 
Synthetic Data Set

Simulation on Benchmark Data Set
In order to evaluate the performance of the method further, we compare different algorithms on 4 well-known benchmark problems. These data sets include 4 benchmark real-world data sets from the University of California at Irvine (UCI) Machine Learning Repository [10] . They are Pima: Pima Indians Diabetes dataset; Breast: Breast Cancer Wisconsin dataset; Heart: Heart Disease dataset and Yeast: Yeast dataset. A summary of datasets is presented in Table 1 . In our experiments, the LibSVM [11] is taken as a basis. In guided partitioning approach, we set neighbor parameter n=5 for separating boundary detection. About the parameters of AP clustering (defined in Ref. [12] ), the maximum number of iterations is set as 1000, and early terminate parameter is set as 100; the damping factor, which may be needed if oscillations occur, is set as 0.9; Euclidean distance is used for the similarity metric of samples. 
Conclusions
In this paper, we present a hierarchical clustering method of PCA-based cluster merging as a preprocessing with the quasi-linear SVMs. The proposed method which partitions the nonlinear separating boundary and merges the clusters in a local linear separating boundary by using improved hierarchical clustering method, is demonstrated effectively for approximately express the nonlinear separating boundary.
The experimental results demonstrate that the proposed method can solve the nonlinear classification tasks in biological functional classification problem, which conventional nonlinear kernel SVMs can not work efficiently. In the future, we will implement quasi-linear SVM in computer image and vision fields.
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