It will be shown that a solution exists for the parameters of a beta distribution given any combination of a lower quantile and upper quantile constraint. A numerical procedure is developed to solve for the parameters of the beta distribution given these quantile constraints.
This paper will address the topic of solving for the parameters of a beta distribution given two distinct quantiles. Solving for the parameters of a beta distribution using two distinct quantiles involves using the incomplete beta function given by In this paper, the flexibility of the beta distribution will be reconfirmed by proving that a solution exists for the parameters of a beta distribution for any combination of a lower quantile and upper quantile constraint. numerical procedure will be described which solves for Next, a parameters of a beta distribution given a lower quantile and upper quantile constraint. The numerical procedure can be easily adapted to the case of Weiler, 1965 , and improves the graphical method. In addition, the numerical procedure can be adapted to the case where the median and an additional quantile are specified as measures of central tendency and dispersion.
In the next section, some properties of the beta distribution will be derived that are used to prove the theoretical result and to design the numerical procedure.
SOME PROPERTIES OF THE BETA DISTRIBUTION
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Consider the two different classes of degenerate distributions presented in Figure 1 . From and follows that the degenerate distribution in Class 1 of Figure 1 is the limiting Ð%Ñ Ð&Ñ distribution obtained by letting . With follows that the moments of the limiting " Ä ∞ Ð$Ñ distribution by letting coincide with the moments of the degenerate distribution in Class 2 " AE ! in Figure 1 (i.e. a Bernoulli with a point mass of at ). As both and the degenerate α " \ distribution of Class 2 have a bounded support, it follows that the degenerate distribution in Class 2 is the limiting distribution by letting (see e.g. Harris, 1966, p. 103) . U " AE ! sing the notation of , that for Ð"Ñ ,  ! it has been shown (see e.g. Proschan and Singpurwalla, 1979 )
From and it may be derived that
THEORETICAL RESULT
Definition 1 below introduces the quantile constraint concept used in the remainder of this paper. . As previously stated, the motivation of this paper is derived from the following problem.. Solving problem involves the use of the incomplete beta function given by and c Ð"Ñ therefore has no closed form solution. Also, the quantile constraints in problem can be c considered a set of two nonlinear constraints in two unknowns, i.e. , and as such does not α " and necessarily have a feasible solution. To construct a numerical procedure with solves problem c in a finite number of iterations, it is necessary to prove that problem has a solution for any c combination of the two quantile constraints. This assertion will be proved in Theorem 1 through limiting arguments.
X 2/9</7 " À There exist a solution to problem Ð ß Ñ α " ‡ ‡ cÞ T <990 À The proof involves four steps. In the first step it will be proved, using the notation in Ð#Ñ  ÐB ß ;Ñß , that for a given 0 and a quantile constraint a unique exist such that " α
(1 satisfies that quantile constraint. In the second step it will be shown that for the parameter ( ). In the third step it will be shown that for
. Finally, in the fourth step, the statement of this theorem will be
utilized.
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(1 satisfies the quantile constraint given fixed 0 Before we proceed with Step 2, note that the solution depends on (cf. ) and (cf. ), , .
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From the structure of it has been shown that when , the distribution of converges to a Ð#Ñ AE ! \ " degenerate distribution of Class 2, indicated in Figure 1 . The limiting expectation of when \ " AE ! thus follows as the expectation of a Bernoulli random variable and from it follows that Ð"(Ñ P37 IÒ \l Ð ß Ó oe "  ; Ð")Ñ AE ! " Z " " ) .
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In other words, satisfies both quantile constraints and 
DESIGN OF A NUMERICAL PROCEDURE
As problem cannot be solved in closed form, a numerical procedure that finds a c solution to problem with a prescribed level of accuracy in a finite number of iterations, is c desirable. Below, such a numerical procedure will be described informally The numerical Þ method uses a procedure to solve for the -th quantile of a beta distribution with known ;
parameters. Such a procedure is described in the appendix. 
after which the probability mass is calculated. In case Ð; Ñ oe T <Ö\ Ÿ l ß × To establish a starting interval containing the following steps may be adopted Ò+ ß , Ó 
‰ Ñ is too high. Therefore, . In that case, set and "
repeat the above procedure. Vice Versa, in case ( ) the uncertainty in B B
; " 5 ;
" , and the starting interval has been established. Note that, in case multiple solutions exist to problem , the starting interval is chosen such that the selected solution to by c c the algorithm coincides with the solution with the lowest value for , and thus the highest level " ‡ of uncertainty.
The numerical procedure described in this section can be summarized by three different bisection methods See for example Press et al., 1989 ) and Ð FMWIGX "ß FMWIGX # FMWIGX $ and are described in the Appendix in Pseudo Pascal.
EXAMPLES
The authors implemented the bisection methods described in the previous section in a PC-based program BETA-CALCULATOR. The accuracy for in the bisection methods $ FMWIGX " FMWIGX # "! FMWIGX $ and was set to . The accuracy in the bisection method
was set to . Table I Table I provides the maximum number of iterations in each bisection method to yield the solutions with the above settings of error tolerances. Table I . It may be observed from the examples in Figure 4 that: (a) ) has LÐ ! " or 1 stationary points for and (b) if ) has a stationary point for 0 this point " " "  ! LÐ  coincides with a global maximum. The analysis in Figure 4 supports the conjecture in Section 3, i.e. that the solution of the parameters of a beta distribution subject to a lower quantile constraint and upper quantile constraint exists and is unique.
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