Abstract-Over the last decade, the number, size and complex ity of large-scale networked systems has been growing fast, and this trend is expected to accelerate. The best known example of a large-scale networked system is probably the Internet, while large datacenters for cloud services are the most recent ones. In such environments, a key challenge is to develop scalable and adaptive technologies for management functions. This thesis addresses the challenge by engineering several protocols for distributed monitoring and resource management that are suitable for large scale networked systems. The protocols are evaluated through theoretical analysis, simulation studies and testbed experimenta tion. The evaluation results show that the protocols achieve their respective design objectives with respect to quality, efficiency, scalability, controllability and adaptability.
result, there is an urgent need for new management solutions that scale with the size of the managed system.
We have identified three properties of a management system that is suitable for LNSs. The first property is architectural and suggests using a decentralized management architecture where basic monitoring and control functions are pushed into the managed system and thus enable scalable operation and short reaction times [5] . The research challenge here is the engineering of management protocols that can run in such a distributed setting. The second property relates to how the managed system is abstracted and calls for functions that can efficiently estimate the global state and how it evolves over time. The challenge here is to develop accurate and efficient protocols for the monitoring of global state variables that are computed from local state variables. The third property relates to how state variables are accessed for monitoring purposes and advocates a push approach, in contrast to the pull approach that is ubiquitous in traditional management systems.
It states that the managed system itself should identify and push updates and alerts to the management system, which allows it to quickly take appropriate actions.
The research presented in the thesis focuses on engineering a small set of management protocols that perform key func tions in a LNS and exhibit the three properties given above.
II. THE PROBLEM
The functions of a management system are often described in terms of the five functional areas -fault management, configuration management, accounting management, perfor mance management and security management -which are abbreviated as FCAPS [6] . A second categorization of manage ment functions is distinguishing between monitoring functions and control functions. In the thesis, we contribute towards monitoring, as this is a key building block for all FCAPS functions. Second, we contribute towards control, by studying resource allocation, which is an essential aspect of perfor mance management.
A. Monitoring in Large Cloud Environments
Monitoring is the process of acquiring state information from a managed system. In traditional network and systems management, monitoring is performed on a per-device basis, whereby a management station periodically polls devices in its domain for the values of local variables, such as device counters, performance parameters or identifiers of flow that currently traverse the device. These variables are then pro cessed on the management station to compute an estimate of a network-wide state, which is analyzed and acted upon by management programs. SNMP is probably the best known pro tocol that supports this type of monitoring, which follows the 978-1-4244-9221-31111$26.00 ©2011 IEEEpull approach [5] . An alternative to the pull approach, which is based on polling, is the push approach, whereby network elements send values of local variables to the management station whenever changes to those values occur. With the emergence of large and dynamic networked systems, the push approach is gaining importance, because this approach enables the management system to continuously follow the evolution of the network state.
We present the monitoring problem by modeling the man aged system as a dynamic set of nodes V (t) that represent the devices. Over time, nodes may join or leave the system, or they may fail. To each node i E V(t) is associated a local variable Xi (t) ?: O. Central to our work is the monitoring of a global variable A(t) = IIiEV(t)({Xi(t)}), which is computed from local variables Xi(t) using an aggregation function II. Ex amples of such aggregation functions include SUM, extremal functions, histogram, as well as statistical means and moments.
More generally, we consider in our work aggregation functions that are both commutative and associative.
In this setting, three classes of protocols can be studied and engineered.
1) Polling of aggregates:
The problem is to develop a protocol for computing a snapshot (or alternatively, estimating the value) of a global variable A(t) = IIiEV(t)({Xi(t)}) at a time t = to.
2) Continuous monitoring of aggregates:
The problem is to develop a protocol for continuously estimating A( t) = IIiEV(t)({Xi(t)}) (see Figure la) .
3) Monitoring threshold crossings of aggregates:
The problem is to develop a protocol that raises an alert when an aggregate A(t) = IIiEV(t)({Xi(t)}) crosses from below a given global threshold Tg+ and that clears the alert when the aggregate crosses a second, lower threshold Tg-from above (see Figure Ib) .
In order to effectively and efficiently execute in large, dynamic networked systems, the design goals for these three classes of protocols are set out as follows:
Efficiency: The protocol overhead, measured, e.g., as the number of messages per time unit that are exchanged among system components, must be as small as possible.
Quality:
The protocol must achieve a high quality in state estimation or event detection, for a given protocol over head. This means that the protocol must exhibit a small error in estimating an aggregate, or a small delay when detecting a threshold crossing. It must also exhibit a low probability of false positives and false negatives when detecting such a crossing.
Scalability: Both of the above metrics, efficiency and quality, must scale with the system size. Specifically, we require that the quality of the protocol, for a given overhead, de grades sub-linearly with increasing system size; similarly, the overhead must increase sub-linearly with the system size, for a given quality goal.
Robustness:
The protocol must dynamically adapt, in order to ensure continuous operation after failures or node addition and removal.
Controllability:
The protocol must allow for controlling the trade-off between the quality of the monitoring activity and the protocol overhead. This capability must be dynamic, in the sense that one must be able to turn at runtime the 'management knobs' that implement this trade-off.
The thesis addresses the problem of continuous monitoring of aggregates and the problem of monitoring threshold cross ings of aggregates for the design goals given above. It does not further investigate the problem of polling aggregates, as many solutions are available in the recent literature.
B. Resource Management in Large Cloud Environments
In the context of large-scale distributed computing, a key problem in resource management is that of mapping a set of applications onto a system of machines that execute those applications and, for each such machine, assigning local re sources for those applications that run on it. The quality of the allocation process is often measured through a utility function, which is an aggregation function computed from local state
variables. An optimal allocation maximizes such a system utility. The machine resources that are allocated to applications include CPU, memory, storage, network bandwidth, access to special hardware/software, etc. The resource demand of an application can change over time. In response to such changes, the resource allocation process needs to be repeated many times over; in other words, it has to be dynamic, in order to ensure that the system utility is maximized at all times.
Optimal resource allocation in the sense of utility maximiza tion is often computationally expensive. In the context of grid computing, for instance, the problem of scheduling jobs onto machines such that the total execution time is minimized can be formulated as the minimum makespan scheduling problem, which is known to be NP-hard [7] . Second, in the context of cloud computing, the problem of placing applications onto machines is often modeled as a variant of the knapsack problem, which is also known to be NP-hard [8] .
In the thesis, we model the managed system as a dynamic set of nodes that represents the machines of a cloud envi ronment. Over time, nodes may join or leave the system, or they may fail. Each node has a specific CPU capacity and a memory capacity. This system executes a number of applications, each of which is composed of a set of modules.
The external load on these applications (and, implicitly, on the modules themselves) varies over time. We solve the problem of finding a mapping of applications (or, more precisely, the modules) onto nodes and a local resource allocation policy, such that a given system utility is maximized at all times.
We are specifically interested in a system utility that achieves max-min fairness [9] , [10] for CPU resources under memory constraints. Max-min fairness maximizes the minimum utility of any application in the system. We identify the design goals for a protocol that effectively and efficiently performs resource allocation in large, dynamic systems as follows:
Efficiency: The protocol overhead, measured, e.g., as the number of messages per time unit that are processed by a node, must be as small as possible.
Quality:
The protocol must achieve, to the maximum extent possible, max-min fairness for computational resources
time (a) Continuous monitoring of aggregates. A(t) is the real value while A(t) is computed estimate. Adaptability: The resource allocation process must dynami cally and efficiently adapt to changes in external load and changes in system resources.
Scalability:
The resource allocation process must be scalable both in the number of nodes and the number of applica tions. This means that the resources consumed per node in order to achieve a given performance objective must increase sub linearly both with the number of nodes and with the number of applications.
Controllability:
The protocol must allow for controlling the trade-off between the quality of resource allocation and the protocol overhead. This capability must be dynamic, in the sense that one must be able to turn at runtime the 'management knobs' that implement this trade-off.
We study the problem of resource allocation in the context of a cloud service provider that owns and administrates the physical infrastructure of a datacenter. Using this infrastruc ture, the service provider offers application hosting services to its clients. The clients own these applications and use them to provide services to end users through the public Internet.
The thesis contributes towards a resource management ar chitecture for a cloud environment and it proposes a resource allocation protocol that supports the above design goals in the context of such an architecture.
III. THE ApPROACH

A. Design Principles
In the context of large-scale networked systems, the goals set out above for monitoring and resource allocation protocols are difficult, if not impossible, to achieve using traditional, cen tralized management architectures. In centralized management systems, the computational complexity of management tasks resides almost entirely in management stations, as opposed to in elements of the networked system. In order to estimate a global variable, for instance, a management station collects individual values from devices in the managed system and then performs the aggregation process. Since the load on the management station and the time needed to execute the management task increases (at least) linearly with the system size, the overhead and the delay associated with such a task can become prohibitively large when the system reaches a certain size.
To address the outlined problem of scalability, we rely on the use of distributed and adaptive protocols for monitoring and resource allocation. A first property that the protocols we propose in the thesis work share is that all elements involved in a specific management operation execute the same functions.
A second property is that each element only maintains partial knowledge of the networked system and thus interacts only with a (small) subset of all elements in the system. Figure 2 outlines the architectural framework we use for distributed monitoring (cf.
[11], [12] ). In this framework, we associate a management process that has access to the local variables with each device of the managed system. The management processes self-organize into a global management plane that provides the desired monitoring functionality to management applications. A protocol (such as [13] , [14] , [15] , [16] 
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Control tradeoff, Cloud Utility Set performance parameters The protocols considered in our work can be classified into either tree-based or gossip-based. Tree-based protocols create and maintain a spanning tree in the management plane whose nodes are the management processes. Computational tasks, such as incremental aggregation, are preformed using this tree.
Gossip protocols are round-based protocols where, in each round, a node selects a subset of other nodes to interact with.
Node selection is often probabilistic. As gossip protocols do not maintain a global data structure, such as a tree, they tend to be simpler than tree-based protocols. However, they tend to be less efficient in the sense that the overhead of a gossip protocol is often larger than that of a tree-based protocol for the same management task. An essential difference between the two classes of protocols is that tree-based protocols generally provide deterministic results while gossip protocols are often probabilistic, with their state variables converging towards increasingly accurate results over time.
The protocols proposed in the thesis are engineered from simpler protocols known from the literature. For the purpose of continuous monitoring of global aggregates and threshold detection, we rely on basic protocols for distributed aggrega tion. In the case of gossip-based aggregation, we use Push Synopses [ 17] and, in the case of tree-based aggregation, we use GAP [18] . For the purpose of distributed resource alloca tion, we build upon the gossip-based aggregation protocol by Jelasity et al. [ 19] .
B. Evaluation
Our evaluation methodology includes three complementary parts. The first part uses theoretical analysis of key protocol aspects, including correctness and convergence. While analysis provides general insight into fundamental properties of a protocol, simulation studies are needed to fully understand the protocol behavior in most realistic scenarios. Such studies en able us to assess the protocols for specific parameter ranges of interest, with respect to our design goals -efficiency, quality, scalability, robustness and controllability. Since simulation is a flexible and powerful too\, a large part of the evaluation for the thesis work is based on simulation results. As a downside, we need to develop our own simulation environment in order to exploit the full potential of simulation. The third method for protocol evaluation consists of implementation and experimentation on a testbed, which allows us to demonstrate the feasibility of realizing the intended management function with a specific technology.
IV. THE CONTRIBUTION
We believe our work makes significant contributions to wards engineering efficient and effective functions for mon itoring and resource management in large-scale networked systems.
A. Thesis Results
1) Continuous Monitoring of Global Aggregates:
We have developed a gossip-based protocol that we call G-GAP [20] , [21] for continuous monitoring of global aggregates in large scale network systems. G-GAP implements a novel approach to handling crash failures, which does not require restarting the protocol, as advocated in [19] . The protocol is robust against non-contiguous node failures, which are failures whereby neighboring nodes do not fail within two protocol rounds. We analytically prove the correctness G-GAP by showing that the protocol invariants are reinstated after non-contiguous failures.
Our extensive simulation studies show that G-GAP fulfills the design goals given in Section II, for the parameter ranges studied. Specifically, we show that (1) an estimation error of less than 5% is achieved for traces of local variables that are based on available traffic measurements; (2) the estimation accuracy of the protocol, for a given overhead, stays the same across the range of network sizes tested; (3) the tradeoff between estimation accuracy and the protocol overhead can be effectively controlled.
2) Monitoring of Threshold Crossings of Aggregates:
We developed two protocols for monitoring threshold crossings of aggregates: a tree-based protocol we call TCA-GAP and a gossip-based protocol we call TG-GAP [22] , [12] , [23] , [24] , [25] . The unique property of these protocols is that they exhibit low or no overhead when the monitored aggregate is far from the threshold.
Regarding TCA-GAP, we analytically prove correctness, i.e., correct detection of all threshold crossings, under the assumption that communication and processing delays can be neglected. The protocol is evaluated regarding the design goals through simulation studies using traces based on traffic measurements, and the results show that these goals are met.
Specifically, (1) the protocol is efficient in the sense that it exhibits no overhead when the aggregate is sufficiently far from the monitored threshold, and (2) the protocol is scalable in the sense that its overhead does not increase with growing system size, while the delay associated with detecting threshold crossings tends to grow with the logarithm of the system size. Finally, we have implemented TCA-GAP on our laboratory testbed and evaluated its performance for a flow monitoring application. The testbed measurements confirmed conclusions about the protocol behavior we have been drawing from the simulation studies.
With respect to TG-GAP, we give a proof of correctness under the assumption that the local variables do not change.
Through simulations, we show that TG-GAP fulfills our design goals given before. Key findings from simulations include that (1) TG-GAP is efficient in the sense that, within the parameter ranges studied, its overhead is often two orders of magnitude smaller than that of a naYve, straightforward approach to threshold detection (depending on the distance of the aggregate from the threshold), and (2) the protocol is scalable in the sense that its overhead and detection delay do not increase with the system size.
3) Resource Management for Cloud Environments:
We developed a gossip-based protocol for resource allocation in large-scale cloud environments. The protocol performs a key function within a distributed middleware architecture for large clouds [26] .
The protocol implements a distributed scheme that al locates cloud resources to a set of applications that have time-dependent CP U demands and time-independent memory demands, and it dynamically maximizes a global cloud utility function. We analytically prove that the protocol produces a distributed allocation that converges exponentially fast to an optimal allocation when memory constraints can be neglected.
As in the above cases, the protocol is shown to meet its de sign goals through simulation. Key findings of the simulations include that (1) the protocol produces an allocation close to optimal when the aggregated memory demand is sufficiently smaller than the memory available in the cloud, and (2) for a given overhead, the quality of the allocation does not change with the number of applications and the number of machines, for cases where the system size increases proportionally with the number of applications.
4) Performance Comparison of Tree-based vs. Gossip
based Protocols: An insight we gained through our work is that important functions in distributed management can be pro vided both through tree-based and gossip-based approaches.
We have shown this for the problem of real-time monitoring of global variables. (We believe that this fact extends to resource allocation as well.) Therefore, it is important to compare one approach against another with respect to the design goals we set out for distributed management operations (see Section II).
We have concluded that a theoretical comparison is beyond the scope of this work. However, we have conducted extensive simulation studies in which we compare quality metrics of representative protocols from both approaches for comparable overhead [21] , [25] . A key finding from this work is that tree based protocols are better suited than gossip-based protocols for monitoring in the types of scenarios we investigated. For example, regarding continuous monitoring of aggregates, we observe that the error in estimating an aggregate made by the gossip-based protocol is generally an order of magnitude larger than that made by the tree-based protocol. We made a similar finding with regards to threshold detection: for a comparable overhead, the detection delay for the tree-based protocol is clearly smaller than that for the gossip-based protocol, within the parameter ranges investigated.
B. P ublications
The results of this research have been documented in ten peer-reviewed publications. Three of them have been published in journals (IEEE TNSM and Computer Networks), one in a magazine (IEEE Communications) and six in conferences of the network management research community (IEEE 1M, IEEE DSOM, IEEE CNSM, IEEE E2EMON, LADIS). These publications are listed in the References section as [22] , [12] , [27] , [20] , [23] , [28] , [21] , [24] , [25] , [26] .
The thesis is available for download from [29] .
C. Impact on Engineering Practice
Many results of our work have been achieved through funding of and in collaboration with industry partners. Specd' ically, the work reported in [22] , [12] , [27] , [20] , [21] has involved collaboration with Alex Clemm at Cisco Systems, while the results in [26] are based on joint work with Mike Spreitzer at IBM Research. In both cases, our work has influenced the thinking of our collaborators regarding scalable management technologies. In addition, our work on scalable resource allocation [26] is being continued in extended form as part of SAIL, an FP 7 EU Integrated P roject with 24 partners, most of which from industry.
V. O PEN PROBLEMS FOR FUTURE RESEARCH
The research in the thesis has revealed a set of issues in distributed monitoring and resource management that merit further investigation.
First, a fundamental question that we did not address in our work is to which extent a given management task in a large-scale network system should be distributed. We have obtained scalability results for certain metrics, mostly using simulation. However, we believe that a thorough and complete investigation is needed that studies the conditions and the benefits, as well as cost, of centralized vs. decentralized management.
Second, an important question that we have not addressed in the thesis is the influence of the overlay topology on the performance of management protocols. Depending on our goals of investigation, we have used (1) overlay topologies matching the underlying physical topology [22] , (2) a grid topology [27] , (3) random networks with fixed degrees gener ated by GoCast [25] , [20] , [23] , and (4) dynamic random net works generated by Cyclon [26] . We believe that a systematic investigation is needed into how specific topological properties of the management overlay affect the performance, scalability, and robustness properties of management protocols.
Third, an in-depth investigation is needed in which tree based and gossip-based management protocols are compared. 
