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본 논문에서는 전기차를 대상으로 기계학습을 이용한 Aspect-Based Sentiment 
Analysis(ABSA) 기반 사용자 리뷰 분석을 통해, 차량의 주요 요소(Aspect)인 
부품(Components) 및 특징(Attributes)을 추출하고, 추출된 각 요소에 대한 사용자 감성 
예측 모델링 기반의 UX 분석 프레임워크(Framework)를 구현하여 기존의 인터뷰 및 
설문조사와 유사한 수준의 사용자 의견을 얻는 것을 주요 목표로 한다. 이 과정에서 
수반되는 데이터 불균형(Data Imbalance) 문제를 오버샘플링(Oversampling)을 통해 
극복하고, 사용자 리뷰 부족 문제 극복을 위해 레이블이 없는(Non-label) 데이터를 
활용하는 방법을 제안한다. 더불어 추출된 Aspect에 대한 차량 세부 스펙과 사용자 
감성 간의 관계성 확인을 통해 감성에 영향을 주는 요소(Contributing Factor)를 찾는다. 
연구 방법은 ABSA의 큰 틀을 활용하며, 크게 데이터 수집, 전처리 및 Feature 
생성, 요소 추출(Aspect Extraction) 및 감성 분석(Sentiment Analysis)을 위한 모델링, 
그리고 요소 별 사용자 감성 분석 순서로 진행하였다. 데이터 수집은 대표적인 
자동차 포럼에서 사용자 만족도가 5점 척도로 평가된 Label 데이터 총 5,065개를 
수집하였고, 데이터 부족 문제를 극복하고자 Youtube.com에서 Non-label 데이터를 약 
21만개 수집하였으며 이 중 User Experience 관련 어휘가 포함된 리뷰로 한정하여 총 
6,488개를 선별하였다. 이후 수집 데이터의 전처리 및 분산 표현(Distributed 
Representation)을 통한 효과적인 임베딩 과정을 거쳐 특징(Feature)을 생성하였다. 
분석은 크게 두 가지 줄기로써, 요소 추출(Aspect Extraction)과 감성 분석(Sentiment 
Analysis)로 나뉜다. 요소 탐지를 위해 비지도적 방법(Unsupervised Method)이자 추출적 
접근 방법(Extractive Approach)으로써, TextRank와 Naïve Method를 활용하였다. 그 다음 
지도학습(Supervised Learning) 기반의 문장 감성 분류 모델을 구현하고자, Label이 있는 
리뷰 텍스트 서두의 한 두문장으로 구성된 절단된 텍스트를 학습시킨 모델을 
 
 iii
구축하였고, 준지도학습을 통해 더 나은 성능의 모델을 구현하고자 하였다. 이를 
바탕으로 선정된 Aspect가 포함된 문장에 대한 감성 분석을 실시함으로써 요소별 
감성 분석을 진행하고, 더불어 사용자 감성에 영향력 있는 차량 세부 스펙을 찾아 
Contributing Factor를 발굴하고자 하였다. 
연구 결과로써, 요소 추출(Aspect Extraction)로는 총 16개 카테고리의 주요 
Aspects(8개의 주요 전기차 구성 요소와 8개의 주요 Human Factor 특성)가 
추출되었는데, 이 중 사용자는 “Acceleration / Room / Interior / Power / Safety / Ergonomics / 
Price / Power”에 대해 긍정적이며, “Seat / Battery / Charge / Noise / Winter / Ice”에 대해 다소 
부정적임을 확인하였다. 감성 분석(Sentiment Analysis)에서는 CNN 모델이 리뷰 단위 
감성 분류에 있어 가장 높은 성능을 보였다. 따라서 CNN을 활용한 준지도학습(Semi-
Supervised Learning)을 통해 Non-Label Data 중 80% 이상의 분류 확률이 높은 데이터 
위주로 Pseudo Label을 부여하였고, 이를 포함한 전체 데이터를 재학습을 거치는 
방법으로 모델의 성능 향상을 확인하였다. 또한 추출된 요소가 포함된 문장 단위 
감성 분류에 대하여, 기계학습 모델 기반으로 결과와 Lexicon 기반 감성 분류 결과 간 
17개 Aspect 중 14개가 예측 방향성이 일치함을 확인함으로써, 기계학습 기반 감성 
분류 모델의 타당성을 간접적으로 확인하였다. 마지막으로 샘플 검증을 통해 본 
연구에서 학습된 딥러닝 모델의 높은 분류 정확도를 확인하였는데, 딥러닝 모델이 
단어 의미 이상으로 문장 문맥을 파악하여 긍정/부정 분류하였음을 확인하였다. 
결론적으로 Aspect 기반의 문장단위 분석을 통해 보다 더 다양한 토픽과 
편향되지 않은 의견을 추출할 수 있음을 보였다. 더불어 리뷰 데이터를 Over-
sampling을 하여 Data Imbalance 문제를 접근함으로써 온라인 리뷰의 긍정 편향성을 
극복하고, Semi-Supervised Learning을 통한 Non-Label Data 활용 방법을 통해 사용자 
평가가 많이 부족한 제품에 대해 보다 효과적인 UX 분석 프레임워크를 제안하였다. 
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제 1 장 서론 
 
1.1 연구 배경 
사용자 중심 디자인(User Centered Design)을 위해 사용자를 이해하고 사용 
맥락(Context of User)을 파악하는 단계에서, 설문조사(User Survey), 사용자 
관찰(Observation), 카드 소팅(Card Sorting), 그리고 인터뷰(Focus Group Interview)는 
연구자의 목표에 직접적으로 부합하는 답변을 구체적으로 얻을 수 있는 장점이 
있어서 전통적으로 가장 많이 선호되고 있는 방법들이다. 다만 본 방법들은 많은 
실행 인력과 비용이 요구될 뿐만 아니라 직접 대면이 필요한 방법이므로, 최근 
COVID-19로 인하여 사회적으로 언택트(Untact)가 요구되는 시점에서는 사용자 
조사 및 실험 자체가 진행되기 어려울 수도 있다. 그리고 제품 수명 주기(Product 
Life Cycle) 상 성장 초기(Early Growth) 단계에 해당하는 제품의 경우, 제품을 
경험한 다수의 사용자들을 모집하는 데 큰 어려움이 발생한다. 따라서 
텍스트마이닝을 통한 분석이 보다 더 효과적일 수 있으며, Web, App, SNS 등의 
디지털 플랫폼 상에서 대량으로 실시간 발생하는 사용자 의견을 빠르게 파악하고 
대응할 수 있는 장점이 있기에, 본 연구는 텍스트 마이닝 기반의 효과적인 사용자 
경험(User Experience)을 분석 방법론을 정립하여 인터뷰 및 설문조사와 유사한 
수준의 사용자 의견을 얻을 수 있는 방법을 고안해보고자 한다. 
본 연구에서 사용자 경험 분석을 위해 활용한 기반 프레임워크는 Aspect-
Based Sentiment Analysis(ABSA)이다. ABSA의 목적은 사용자가 생성한 리뷰 텍스트 
내에서 제품 및 서비스의 세부 개체(Entity)와 특징(Attributes)에 대한 의견을 얻는 
것으로, 이는 사용자가 작성하는 평점(User Rating) 또는 일반적인 리뷰 단위 감성 
분석(Sentiment Analysis)로부터 얻을 수 없는 정보이다. 즉, ABSA는 제품에 대한 
대량의 사용자 리뷰 문서로부터 특정 구성 부품(Component) 및 개체(Entity)와 
사용자와 제품 간의 인터랙션 특성(Attribute)에 관한 정보력 있는 단어(Informative 
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Word)를 추출함으로써 제품 요소(Aspect)를 얻고, 각 요소에 대한 사용자 감성을 
파악할 수 있다. 
본 논문에서 제안하는 기계학습 기반의 Aspect-Based Sentiment Analysis 
방법론은 특히 사용자 리뷰가 매우 부족한 제품의 사용자 경험을 분석하여 주요 
요소(Aspect)와 요소 별 사용자 감성 및 Contributing Factor를 파악할 수 있기에, 
향후 수요가 급격히 증가할 수 있는 차세대 제품에 대해서도 사용자 인사이트를 
얻을 수 있다는 점에서 관련 분야에 공헌하고자 한다. 
본 연구에서는 제품 “전체” 보다는 제품의 각 “요소(Aspect)”에 대한 사용자의 
감성이 각각 어떠한 지 파악해야 다양한 토픽과 긍정/부정 한쪽으로 편향되지 
않은 사용자 의견을 얻을 수 있을 것이라고 가정했다. 그 이유는 온라인 상에는 
긍정적인 평점의 리뷰가 압도적으로 많다. 이는 일종의 편향 현상으로 긍정적인 
경험을 얻은 사용자만 긍정적인 의견을 남긴다는 사용자 행동 성향 때문이며, 
흔히 알파벳 J자 모양(J-shape) 형태로 리뷰가 분포하고, 이때 긍정 리뷰가 
다수이다 [1]. 하지만 사용자들이 전반적인 제품에 대한 긍정적인 리뷰를 
남기더라도, 제품의 모든 요소에 대해서 모두 긍정적이지 않을 것이다. 예를 들어 
사용자가 전기차를 구입한 경우, 전기차가 전반적으로 마음에 들어서 긍정적인 
리뷰 평점을 남겼을 지라도, 전기차의 차량 시트, 핸들과 같은 일부 구성 부품이나 
가속감, 승차감, 안전성과 같은 사용 특성에 대해서는 부정적일 수 있으며 이는 
사용자가 작성한 리뷰에 표현되어 있다. 따라서 텍스트 내에 내재된 제품 특정 
요소에 대한 사용자의 부정적인 감성을 추출해야 결국 사용자가 어느 부분의 
개선을 원하는 지 발굴할 수 있기에, 본 연구에서는 요소(Aspect)별 감성 분석에 
주안점을 두었다. 더불어 사용자의 감성에 영향력 있는 제품의 스펙을 발굴하고 
상관관계를 확인함으로써 사용자 중심 디자인을 위한 인사이트를 얻고자 한다. 
정리하자면, 제품의 주요 요소(Aspect)를 추출하여 각각에 대한 사용자의 긍정/부정 
감성을 확인하고, 제품 요소의 상세 스펙과 사용자가 느끼는 긍정/부정 감성 극성 
간의 상관관계를 분석할 수 있는 하나의 새로운 텍스트 마이닝 기반의 UX 평가 
 
 3 
Framework의 구축하고자 본 연구를 진행하게 되었다. 
 
 
Figure 1.1 연구 배경 및 핵심 이슈 
 
1.2 연구 대상 
본 연구에서는 대상 제품을 “전기차”로 선정하였다. 이는 최근 정부의 그린 
뉴딜과 같은 친환경 정책에 따라 향후 전기차 수요가 가파르게 증가할 것으로 
예상되는 만큼, 사용자 친화적인 제품 설계를 위하여 현재까지의 전기차에 대한 
사용자 니즈와 부정 요소 발굴을 통해 관련 부품, 디자인, 서비스 등의 개선이 
필요한 시점이기 때문이다.  
전기차는 배출 가스 규제 강화 및 친환경 정책과 맞물려 현재 기업들이 
전기차 중심으로 사업을 빠르게 재편하고 있기에 더욱 높은 시장성이 기대된다. 
먼저 국내 시장에서 전기차 보급이 점차 늘어날 것으로 예상되는데, 2013년 
산업수요 대비 비중이 0%였던 전기차는 올해 2.4%까지 비중을 늘릴 예정이고, 
“2030년 미래차 산업 발전전략”에 따르면 2030년에는 연간 신차판매 중 
전기·수소차 비중을 24.4%까지 늘릴 계획이라고 발표한 바 있다 [2]. 
이와 같이 전기차가 빠른 기간 내에 시장을 형성하고 규모를 키워 나갈 수 
있었던 원동력은 무엇보다도 국가 보조금 및 세제혜택 등 정책적 지원을 초기 
구매 비용 절감과 전기차의 저렴한 유지 비용에 따른 총 소유 비용(Total Cost of 
Ownership) 절감 측면에서 소비자의 구미를 당긴 요인이 크다. 정책적 지원은 점차 
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줄어들고 있지만, 2025년부터는 배터리 가격 하락으로 보조금 없이도 가격 
경쟁력을 확보, 내연기관차와의 경쟁에서 경량차는 2030년부터, 중형차는 2020년 
후반부터 전기차로의 전환이 가속될 것으로 보고 있다.  
전 세계적으로도 전기차의 빠른 확산이 예상되는데, 블룸버그 뉴에너지 
파이낸스(BNEF)에서 발간한 Electric Vehicle Outlook 2017 [3]의 Executive Summary에 
따르면, 2025년까지 상대적으로 낮은 전기자동차 판매량은 2025년에서 2030년 
사이에 급증하여 2040년 신차 판매량의 54%, 전 세계 자동차의 33%를 점유할 
것으로 전망하고 있다. 또한 국내 에너지연구원에 따르면 주요 선진국들은 
전기치를 국제 환경규제 대응 및 자국 자동차산업의 경쟁력 향상을 위한 핵심 
기술로 인식하여 전기차 보급정책을 강력히 추진하고 있다. 실제로 현재 
유럽연합이 추진 중인 배출가스 규제 강화 조치는 각 업체가 판매하는 차량의 
평균 이산화탄소(CO2) 배출량 기준을 ㎞당 130g에서 95g으로 강화하는 게 
핵심인데, 본 규제는 내년부터 적용된다.  EU는 파리기후변화협약에 따라 차량당 
이산화탄소 배출 허용량을 현 km당 130g에서 2050년까지 km당 10g으로 
단계적으로 줄여 나간다는 계획을 밝히고 전기차 시장 육성을 유도해왔고, 각국 
정부도 이에 따라 규제를 강화하는 추세이다. 따라서 유럽연합(EU)의 배출가스 
규제가 대폭 강화되는 내년을 기점으로 전기차 보급이 이전과는 다른 양상을 
보일 것이라고 전망한다. 각국의 환경 규제를 피하려는 완성차 업체들이 속속 
새로운 전기차 차종을 출시하면서 경쟁 구도가 형성되고 있고, 소비자의 선택권이 
더욱 확대됨에 따라 성장세가 더욱더 가팔라질 것으로 예상하기 때문이다. 
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제 2 장 연구 목표 
 
2.1 연구 목표 
본 연구의 주요 목표는 전기차와 같은 성장 초기(Early Growth) 단계의 향후 
수요가 폭발적인 증가가 예상되는 제품에 대하여 텍스트마이닝(Text-mining) 
기반의 사용자 경험 분석을 통해 제품의 주요 구성 요소(Component) 및 사용자-
차량 간 인터랙션(Human-Vehicle Interaction) 특성을 파악하여 전기차의 주요 
요소(Aspect)를 발굴하고, 각 요소(Aspect)에 대한 사용자가 느끼는 감성을 
파악하는 것이다. 이를 통해 각 요소에 대한 사용자 요구사항 및 니즈를 추출하고, 
해당 감성에 영향력 있는 요인(Contributing Factor)를 파악하면서 사용자 감성에 
영향을 미치는 주요 차량 스펙(Specification)을 확인한다. 이 과정에서 수반되는 
사용자 리뷰 부족문제를 극복하기 위해 Non-Label 데이터를 함께 활용하는 방법을 
도출하여 전기차와 같이 사용자 리뷰가 부족한 차세대 제품에 대한 더 다양한 
토픽을 얻고, 또한 데이터 불균형(Data Imbalance) 문제를 극복하여 보다 견고한 
감성 예측 모델을 만들고자 한다. 
기본적으로 텍스트마이닝을 통해 사용자가 작성한 리뷰에서 유의미한 정보를 
발굴하고자 하였다. 텍스트마이닝은 관계 테이블과 같이 정형화된 자료에서 어떤 
지식을 얻어내기보다는 자연어처리(Natural Language Processing) 기반으로 대량의 
비정형 텍스트 문서로부터 유용한 인사이트를 얻거나 글쓴이의 의도 또는 감성을 
추출하기 위한 일련의 과정이다. 텍스트마이닝 기반의 분석을 추구한 이유는 우선 
본 연구의 분석 대상인 “디지털 플랫폼 상 사용자들이 작성하는 리뷰 텍스트 및 
평가”를 대량으로 얻을 수 있어 분석 결과의 신뢰성을 더욱 높일 수 있을 뿐만 
아니라, 효과적이고 빠르게 분석하여 보다 더 빠른 피드백을 사용자에게 제공할 
수 있다는 장점이 있기 때문이다. 이를 기초로 감성분석(Sentiment Analysis) 기법을 
사용하여 사용자가 생성한 텍스트(User Generated Data) 속에 내포된 전기차에 대한 
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사용자의 감성을 식별하고자 하였는데, 더욱 세분화된 사용자 감성을 추출하고자 
Aspect-Based Sentiment Analysis(ABSA) 방법을 적용하였다. 
정리하자면, ABSA 방법론을 활용하여 수집된 전기차 사용자 리뷰 
데이터로부터 전기차의 주요 구성 요소(Component)와 사용자와 전기차 간 
인터랙션(User-EV Interaction)에 기초한 주요 특성(Attribute)를 추출하는 주요 요소 
추출(Aspect Extraction)과 요소 별 사용자 감성 분석(Sentiment Analysis)을 주요 
목표로 하며, 이 과정에서 수반되는 사용자 리뷰 부족 문제와 데이터 불균형(Data 
Imbalance) 문제를 극복하는 것을 하위 목표로 한다. 더불어 사용자 긍정/부정 
감성에 영향력 있는 차량 요소(스펙)가 무엇인지 확인할 수 있는 새로운 UX 분석 
프레임워크를 제안하고자 한다. Figure 2.1은 본 연구의 목표와 최종 산출물을 
도식화한 것이다. 이로써 사용자 관점에서 주요 전기차 구성 요소와 사용 특성, 
그리고 사용자 긍정/부정 감성에 영향력 있는 전기차의 스펙을 확인함으로써, 
기존의 인터뷰나 설문조사에 얻는 인사이트 수준의 아웃풋을 얻고자 한다. 
 
 
Figure 2.1   연구 주요 목표(1, 2)와 하위 목표(1-a, 1-b) 및 최종 산출물 
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2.2 선행 연구 
2.2.1 Aspect-Based Sentiment Analysis 
ABSA(Aspect-Based Sentiment Analysis)란 대상의 하위 요소 및 특성과 관련된 
용어를 고려하여, 각각에 대한 감정을 식별하는 기술이다. ABSA를 활용한 초기 
연구는 “주요 어휘가 자주 반복된다”고 전제하면서 명사 출현 빈도로 Aspect를 
추출하고 이에 대한 감성 극성을 계산하는 방법이었다 [4]. 한편 최근 가장 
주목받고 있는 ABSA 적용 방법은 3가지 Subtask를 통한 문제 해결 방법으로, 
이는 Aspect 추출(Aspect Extraction), Aspect의 카테고리 탐지(Aspect Category Detection), 
그리고 Aspect에 대한 감성 극성(Sentiment Polarity)을 추출하는 것이다 [5]. 이 때 
각 Aspect와 Aspect에 대한 감정을 추출하기 위해, 분석 텍스트로부터 얻은 전체 
말뭉치(Corpus)에서 Aspect 카테고리와 이에 해당하는 Aspect 용어, 그리고 정답 
감성 Label이 필요하다. 전형적인 감성 분석은 주어진 문장 또는 문장으로 
이루어진 단락(Paragraph)에 대한 감성을 긍정/부정으로 분류 또는 예측한다. 대개 
주어진 텍스트에 하나의 측면과 하나의 극성만 있다는 가정으로 진행되는 반면, 
더 일반적이고 복잡한 Task는 문장에서 언급된 양상과 각각의 Aspect에 관련된 
감성을 예측하는 것인데, 이를 Aspect-Based Sentiment Analysis (ABSA)라 한다 [4]. 
ABSA를 활용한 주요 과제는 문서 내 주요 Aspect를 발굴하고, 세분화된 
감성을 추출하는 것을 일컫는다. 주로 각 문장 단위 또는 문서 단위로 Aspect 
용어나 Aspect Category 레이블과 5점 척도의 사용자 감성 레이블이 함께 있는 
데이터셋을 대상으로 하며, 여기에 연구자가 설계한 기계학습 모델을 기반으로 
Aspect와 이에 대한 감성 극성(Sentiment Polarity)에 대해 예측 정확도를 높이고자 
하는 Multi-Classification 문제를 해결하고자 하는 것이다.  
데이터셋(Dataset)은 대부분 제품에 대한 웹 사이트의 사용자 리뷰이다. 초기 
ABSA를 활용한 연구는 특정 제품에 대한 리뷰 데이터셋을 사용하는 경향이 
있었으나, 최근에는 제품 리뷰 외에도 ABSA를 위한 차별화된 데이터 셋인 
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레스토랑, 영화, 호텔과 같은 서비스에 대한 리뷰도 사용되고 있다 [5, 6, 7, 8]. 
ABSA를 활용하는 과제는 매년 활발하게 진행되고 있는데, 대표적으로 
SemEval(International Workshop on Semantic Evaluation)에서 2014년부터 Shared Task로써 
참가자들 간 Contest 형식의 ABSA Workshop이 개최되고 있다. 여기서 Aspect와 
Sentiment 각각의 레이블이 있는 여러 도메인의 ABSA Dataset에 대해 각 참가자 
그룹의 방법론 기반으로 예측 정확도가 높은 순으로 평가한다. 그러나 실제 
산업에서 분석하고자 할 때, Aspect 레이블이 있는 데이터는 거의 없다. 이처럼 
Aspect 용어 레이블이 없을 경우에는, 비지도적 방법(Unsupervised Method)을 통해 
Aspect를 추출하고 이에 대한 감성 분석을 하는 방법으로 접근한다 [9]. 
ABSA를 통해 추출한 정보는 일반적인 사용자 평가 또는 감성 분석을 
적용하여 추출할 수 없기 때문에 상당히 가치 있는 정보이다. 일반적인 사용자 
평가 또는 감성 분석은 제품에 대한 사용자의 일반적인 관점이나 감성을 
제공하는데 ABSA는 특히 이 감정이 어떤 측면을 가리키는 지 파악하는 것을 
목표로 함으로써 기존 방법의 결점을 보완할 수 있다 [4]. 대부분의 문단 또는 
문서 단위 감성 분류는 일종의 사용자 감성의 Average out 효과를 나타나게 되는데, 
ABSA는 이처럼 일반적으로 Document 단위로 하나의 감정 분석 결과에서 
제공함으로써 불러일으킬 수 있는 오해를 최소화하고, 사용자 경험을 훨씬 
세분화되고 정확하게 분석하여 각 Aspect에 대한 사용자 경험 및 세부 피드백을 
대량의 비정형 텍스트로부터 얻을 수 있다.  
전통적인 감성 분석(Sentiment Analysis)은 문서 단위(Document Level)로 이루어 
졌으며, 각 제품 리뷰의 감성 극성(Sentiment Polarity)을 계산하는 것을 예로 들 수 
있다. 이처럼 리뷰 텍스트 전체의 감성 극성 추출에 중점을 두었으나 점차 
세분화된 감성 추출 방법이 요구됨에 따라, 연구자들은 주어진 제품 리뷰 
텍스트에서 주제(Topic)을 발굴하거나, 제품의 특성(Attribute) 또는 주요 부품 
요소(Part)를 추출하기 시작하였으며 [4,10], 이러한 주요 요소들에 대한 사용자 
감성을 파악하기 위해, 단락(Paragraph) 또는 문장(Sentence) 단위 감성 분석을 통해, 
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해당 문서 및 문장이 어떠한 감정을 나타내고 있는지 파악하였다. 이러한 
세분화된 접근 방식, 즉 Aspect-Based Sentiment Analysis (ABSA)는 감성 분석에서 
중요한 방법론이 되었다 [6]. 
주제 단위 감성 분석은 ABSA 외에도 다양한 접근 방법이 있는데 이중 LARA 
[11]가 대표적이다. LARA는 전체 리뷰의 평가 점수(User’s Rating)를 바탕으로 리뷰 
내 여러가지 Aspect에 대해 평가 점수를 산출하는 방법으로, 전체 리뷰 평점과 
Aspects간의 Weight를 Linear Regression 기반으로 산정하여 각 Aspects에 대한 
평점을 도출하였다. 반면 ABSA는 전체 Rating과는 무관하게 각 주제의 문장이나 
단락의 감성 극성을 Lexicon 또는 기계학습 기반으로 독립적으로 계산하는 
방법으로 접근한다는 점에서 차이가 있다. 
ABSA를 활용한 분석 과정은 연구자 뿐 만 아니라 잠재 고객과 제조 및 
서비스 업체 모두가 체계적으로 관련 피드백에 액세스 할 수 있도록, 사용자 리뷰 
마이닝 및 요약을 위한 워크 플로우가 존재한다 [12].  
ABSA는 크게 3가지 중요한 Subtask로 나뉘는데 이는 Pontiki et al. [5]에서 처음 
제안한 방법이다. 첫 번째는 Aspect Term을 추출하는 것이고, 두 번째는 주어진 
Aspect Term들을 서로 다른 카테고리로 묶는 것이다. 세 번째는 Aspect Term 별 
감성 극성을 추출하는 것인데, Aspect Term은 대개 한 문장 내에 위치하기 때문에 
해당 문장 내 Aspect Term에 대한 감성 극성을 판정하는 방법을 취한다. 초기에는 
감성 사전 기반의 Lexicon-based methods [6, 12]을 취하였으나, 기계학습 분야의 
발전에 따라 점차 기계학습 기반의 감성 분석을 진행하고 있다 [13]. 
 
2.2.2 요소 추출(Aspect Extraction) 
요소(Aspect)는 크게 구성 부품(Component)와 특성(Attribute)로 정의할 수 있다. 
구성 부품(Component)이란 제품 또는 서비스의 구성요소 및 부품을 의미하는데 
전기차로 예를 들면 배터리, 소프트웨어, 사운드 시스템(Sound System) 등이다. 
특성(Attribute)이란 사용자가 느끼는 차량의 특성을 뜻하고, 전기차로 예를 들면 
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가속감(Acceleration), 안전성(Safety), 사용 편의성(Ease of Use) 등이다.  
초기 연구에서의 요소 추출(Aspect Extraction) 접근 방법은 주요 토픽은 
반복해서 등장한다는 전제하에, 출현 빈도의 명사 또는 명사구를 추출하는 
방식이었다 [4]. 그 외에도 Rule-based Linguistic Pattern 기반으로 추출하는 연구가 
있었는데 이는 문법적인 관계를 활용하여 문장의 구조를 파악하고, 구문적 특성을 
활용하여 감성 어휘와 연관된 Aspect를 추출하는 방법이다 [14, 15]. 또한 
LDA(Latent Dirichlet Allocation) 기반의 토픽 모델링(Topic Modelling)을 통한 토픽 
추출 방법도 널리 활용되었다 [16, 17, 18]. 최근에는 딥러닝 기반으로 Aspect를 
추출하는 시도가 있는데, 다만 지도 학습 기반으로 Label이 있는 데이터 셋에 
한하여 적용되는 경우가 많다 [19, 20, 21]. 
지금까지 설명한 방법 외에, 사용자가 작성한 리뷰 텍스트로부터 주요 구성 
부품과 특성을 텍스트 요약(Text Summarization) 기법을 통해 주요 키워드(Keyword) 
또는 주제를 추출하는 방법으로 진행할 수 있는데, 이러한 텍스트 요약 기법은 
크게 두 가지 접근 방법이 있다. 첫 번째, 추상적 접근(Abstractive Approaches)는 
사람이 글을 읽고 짧게 요약하는 것처럼, 문서 집합 혹은 한 문서의 내용을 
기반으로 요약문을 생성하는 방법이다. 주로 기계학습 기반으로 진행하며 
대표적으로 Seq2Seq(Sequence to Sequence) 학습 모델이 있다 [22]. 최근에는 어텐션 
메커니즘(Attention Mechanism)과 함께 활용된 모델들을 통해 많은 진전이 있는 
분야이다. 다만 Seq2Seq 모델은 기본적으로 지도 학습(Supervised Learning)이기 
때문에 인공 신경망으로 훈련하기 위해서는 텍스트 원문과 함께 각 리뷰 텍스트 
별 요약 문장 또는 정답 키워드 레이블(Label)이 있어야 가능하다. 하지만 본 
연구에서 다루는 데이터는 텍스트 원문을 요약한 정보가 없기에 본 추상화 접근 
방법으로 접근할 수 없었다. 두 번째, 추출적 접근(Extractive Approaches)은 주어진 
문서 집합 내에서 이를 대표할 수 있는 단어들이나 문장들을 선택하는 방법으로, 
주어진 텍스트 내에서 실제 존재하는 단어와 문장 중 가장 정보력이 높은 
어구(Informative Phrase) 또는 문장을 선택한다. 따라서 실제 원문의 내용 및 맥락과 
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동떨어진 요약 결과를 낼 가능성은 낮지만, 원문 내 표현으로 제한된다는 한계가 
있다. 대표적인 추출적 접근 방법으로는 TextRank [23]가 있다. TextRank는 텍스트에 
Graph-based Ranking 알고리즘 기반의 PageRank를 활용한 것이다. PageRank는 웹 
상에 존재하는 하이퍼링크를 가진 웹 문서의 상대적 중요도에 따라 문서의 
가중치를 부여하는 방법으로, 서로 간의 인용과 참조로 연결된 임의의 묶음에 
적용해볼 수 있다. 즉, PageRank가 높은 웹페이지는 다른 웹 사이트로부터 링크를 
받거나 다른 사이트가 많이 참조한 것으로 이해할 수 있다. 이러한 PageRank를 
텍스트 문서 내에 적용하여 중요한 단어, 주요 어구(Key Phrase), 또는 문장의 
중요도에 따른 가중치를 부여하는 한 것이 TextRank이다. 핵심 단어 선택을 위한 
점수 산정을 위해, TextRank는 두 단어 간의 유사도를 정의하기 위해서는 두 
단어의 동시 출현 빈도(Co-occurrence)를 계산하는데, 여기서 Co-occurrence는 문장 
내에서 두 단어의 간격이 설정 값(window)인 횟수이다. TextRank를 통해 단어, 어구 
또는 문장의 순위를 계산하는 식은 다음과 같다. 
 
 
WS(Vi):  문장  또는  단어(Vi)에  대한  TextRank  값 
wij:  문장  또는  단어  i  와  j  사이의  가중치 
d: damping factor 
 
위와 같이 WS(Vi)를 계산한 뒤 높은 순으로 정렬한다. d는 damping factor로, 
PageRank에서 웹 서핑을 하는 사람이 해당 페이지를 만족하지 못하고 다른 
페이지로 이동하는 확률로써, TextRank에서도 그 값을 그대로 사용(0.85로 
설정)하였다. 이와 같이 각 그래프에 PageRank를 학습하여 각 Vertex (단어 혹은 
문장)의 랭킹을 계산하는 과정으로, 계산 후 높은 순으로 정렬하여, 랭킹이 가장 




2.2.3 감성 분석(Sentiment Analysis) 
텍스트 감성 분석은 컴퓨터 과학에서 활발하게 연구되고 있는 한 분야로써 
텍스트로부터 사용자의 의견을 추출하여 규명하고, 긍정/부정 감성을 분류하는 
것을 주요 목표로 한다. 이를 위해서는 텍스트로부터 단순히 감성 극성(Polarity)을 
계산하는 문제가 아닌 NLP Task의 문제로써, 보다 Human-like Performance를 위한 
통합적인 접근 방법이 필요하다 [24]. 
감성 분석(Sentiment Analysis)를 위한 접근 방법은 크게 3가지 카테고리로 
나뉘는데, 첫 번째는 지식(사전) 기반 감성 분석(Knowledge(Lexicon)-based 
Approaches), 두 번째는 기계학습 기반 감성 분석(Statistical & Machine Learning based 
Approaches), 그리고 Hybrid Approaches이다 [25]. 지식(사전) 기반 감성 분석은 감성 
어휘 또는 문법 기반의 분류로, Happy, Sad, Boring과 같은 분명한 감성 어휘들의 
존재에 따라 텍스트를 분류하거나 언어학적인 구조나 어휘간 문법적인 관계성을 
통해 분류하는 방법이다. 통계&기계학습 기반 감성 분석은 Naïve Bayes 나 Support 
Vector Machines과 같은 전통적인 기계학습 모델 및 Deep Learning 기법을 사용하여 
텍스트의 감성을 분류하는 방법이다. 마지막으로 Hybrid Approaches는 위의 
기계학습 기반의 방법과 지식 기반 접근 방법을 모두 활용하는 방법이다. 
ABSA에서 감성 분석은 주로 텍스트 특성들, 예를 들어 bag-of-words, linguistic 
features 등을 추출하여 이를 전통적인 기계학습 분류기를 통해 학습시키는 
모델링에 중점을 둔다. 다만 최근의 신경망 기반 딥러닝 모델의 빠른 발전으로 
ABSA Task에도 딥러닝 기반의 모델이 적용되기 시작했으며 [13], CNN, LSTM 
기반의 다양한 모델이 적용되었다. 특히 최근에는 Neural Attention Mechanism을 
활용하여 감성 예측을 위한 Representation에 대한 Aspect의 영향력을 강화하고자 
하였다 [26, 27]. ABSA Task에 적용된 Attention 기반 모델로는 IAN [28], MemNet [29], 
BILSTM-ATT-G [30], RAM [31]이 있었으며, 이후 MGAN(Multi-Grain Attention Network) 
[32]를 활용한 ABSA를 통해 가장 좋은 성능을 냈다. 
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2.2.3.1 기계학습 기반 감성 분석 
기계학습 기반 감성 분석(Statistical & Machine Learning Based Sentiment 
Analysis)이란 기계학습 기반 알고리즘으로 텍스트에서 추출한 특징을 학습시킨 
모델을 바탕으로 문장, 문단, 문서 단위의 감성 분류/예측하는 것이다. ABSA 
Task에서 주로 사용되는 기계학습 모델의 상세 구조 및 개념은 다음과 같다. 
첫 번째는 CNN(Convolutional Neural Network)으로 NLP Task에서 자주 
활용되는 딥러닝 모델이다. 이미지 또는 텍스트를 1차원 텐서인 벡터로 변환하고 
다층 퍼셉트론(Multi-Layer Perceptron)의 입력층으로 사용할 시, 변환 전에 가지고 
있던 공간적인 구조(Spatial Structure) 정보가 유실될 가능성이 있다. 여기서 
공간적인 구조 정보라는 것은 텍스트로 예를 들면, 연속적인 단어로 이루어진 
문장, 문서 내에서 단어 간 위치, 계층적인 구조와 같은 정보를 의미한다. 따라서 
결국 이미지 또는 텍스트의 공간적인 구조 정보를 보존하면서 학습할 수 있는 
방법이 필요한데, CNN이 해당 역할이 가능한 모델이다 [33].  
 
Figure 2.2   CNN for Sentence Classification [33] 
 
CNN의 가장 큰 장점은 텍스트 내에서 중요한 N-gram 특징을 추출하여, 정보력 
있는 의미 벡터(Informative Latent Semantic Representation Vector)를 생성하여 이를 
분류 문제(Classification Task)에 활용할 수 있다. 1 layer의 기본적인 컨셉을 소개한 
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Yoon Kim [33] 이후 ABSA Task에도 CNN을 적용한 많은 연구들이 있다 [19, 34, 35]. 
두 번째는 어탠션 기반 양방향 장단기 메모리 네트워크(Bidirectional-Long 
Shot Term Memory with Attention)이다. LSTM은 기존의 RNN에서 발생하는 데이터 
길이가 길고 층이 깊을 경우 과거의 정보가 손실되는 Vanishing Gradient 문제를 
cell state 도입을 통해 극복한 알고리즘이다. 한편 RNN이나 LSTM은 입력 순서를 
시간 순대로 입력하기 때문에 결과물이 직전 패턴을 기반으로 수렴하는 경향을 
보인다는 한계가 있다. 이 단점을 해결하는 목적으로 양방향 순환 신경망(Bi-
RNN)이 제안되었으며, Bi-RNN은 기존의 순방향에 역방향을 은닉층에 추가하여 
성능을 향상시켰다. 어탠션 기반 양방향 장단기 메모리 네트워크를 Classification 
Task에 적용한 이후[36], 이를 ABSA에 활용한 후속 연구들이 등장하였으며 좋은 
성능을 이끌어냈다 [37, 38].  
 
Figure 2.3 Attention-based bidirectional LSTM for classification [36] 
 
세 번째는 Hierarchical Attention Network(HAN)이다. Attention Network는 
디코더(Decoder)에서 출력 단어를 예측하는 매 시점(Time Step)마다, 인코더에서의 
전체 입력 문장을 다시 한 번 참고한다는 점이 특징이다. 단, 전체 입력 문장을 
전부 다 동일한 비율로 참고하는 것이 아니라, 해당 시점에서 예측할 단어와 
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연관이 있는 입력 단어 부분을 좀 더 집중해서 본다는 것이 Attention의 주요 
아이디어이다. 특히 본 모델은 Word, Sentence 각각 Attention Layer를 추가함으로써 
언어적 구조를 잘 반영한 모델이라고 볼 수 있다. 
 
 
Figure 2.4 Hierarchical Attention Network for Text Classification [39] 
 
기본적으로 하나의 문서는 단어 -> 문장 -> 문서 순으로 이어지는 Hierarchical 
structure를 갖고 있기 때문에 이러한 특징을 학습할 수 있는 네트워크가 문서를 
학습하고 분류하는 데 적합한 네트워크라고 볼 수 있는데, HAN [39]은 이에 아주 
부합하는 모델로 평가되고 있으며, 이를 ABSA Task에 활용한 연구에서도 좋은 
결과를 보여주었다 [40]. 
 
네 번째는 준지도학습(Semi-Supervised Learning)이다. 준지도학습은 
텍스트로부터 추출된 특징들을 학습하여 감성을 예측하는 직접적인 알고리즘은 
아니지만 앞서 언급한 모든 알고리즘에 Wrapper Method로써 적용이 가능하며, 
 
 16
성능을 개선시킬 수 있는 중요한 알고리즘이다. 머신 러닝(machine learning) 
방법론들 중 지도 학습(supervised learning) 모델들은 정답(Label)가 꼭 있어야만 
학습이 가능하다는 단점이 있는데, 이를 극복하기 위해 제안된 방법이 준지도 
학습(semi-supervised learning)이다. 이는 Figure 2.6의 설명과 같이, 정답 Label이 있는 
데이터로 학습된 분류 모델(Teacher Model)을 활용하여, Non-label 데이터를 Teacher 
Model에 입력 값으로 넣으면서 예측 값을 구하는데, 이 중 높은 확률 값이 나오는 
데이터 위주로 Pseudo Label을 부여하는 방법으로 Label 전파(Propagation)를 
진행한다. 이처럼 새롭게 부여된 Label의 데이터와 기존의 정답 Label이 있는 
데이터를 모두 사용하여 새로운 모델(Student Model)을 재학습(Re-training) 시키면서 
분류 성능을 향상시키는 방법을 셀프 트레이닝(Self-Training)이라고 하며, 이는 
Semi-Supervised Learning의 가장 간단한 모델이다. 와 같은 준지도학습(Semi 
Supervised Learning) 방법은 모든 알고리즘에 Wrapper Method로써 적용이 가능하다.  
 
 




2.2.3.2 Lexicon 기반 접근 방법 
사전에 정의된 긍정/부정 단어를 이용하여, 텍스트에 포함된 단어의 감성 
극성(Sentiment Polarity)을 일정한 규칙 기반으로 텍스트의 긍정과 부정을 판별하는 
일종의 Rule-based 방법이다. 즉, 문장 내에 있는 단어들의 감성 사전 내 점수 
기반으로 전체 문장의 감성 점수를 계산하는 방법으로, 사용자의 긍정/부정 
Label이 없어도 감성 어휘 사전(Dictionary)만 있다면 문장 또는 문단의 긍정/부정 
판별이 가능하다. Label이 없는 문장, 문서에도 쉽게 활용될 수 있어 기계학습 


















제 3 장 연구 방법 
 
Aspect-Based Sentiment Analysis라는 세분화된 기술을 사용하여 전기차 사용자 
리뷰 내에서 주요 Aspect 선정 및 해당 Aspect과 관련된 의견 식별 및 감성 극성 
추출하고자 한다. 아래 Figure 3.1와 같이, 주요 Aspect가 A라고 가정하면, A에 
포함된 모든 문장들(1, 3)을 불러와서 ML 모델 또는 Lexicon 기반으로 감성 극성을 
판별한다. 그리고 주요 Aspect의 상세 스펙과 Aspect 대한 사용자의 감성 간의 
상관관계를 확인해보고, 회귀분석을 통해 영향력 있는 변수가 무엇인지 탐색한다. 
예를 들어, 주요 Aspect가 차량의 Size라면, 차량 Size에 관련된 주요 변수(Wheel 
Base의 크기, 옆면 길이, 후면 길이, 차량 높이 등)들을 Crawling해서 변수와 차량 
Size에 대한 사용자의 긍정/부정 감성 간의 관계를 확인해보는 것이다. 
 
 
Figure 3.1 ABSA 기반 사용자 경험 분석 Framework 
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3.1 데이터 수집 
수집 데이터의 종류는 크게 정답 Label이 있는 Label Data와 정답 Label이 없는 
Non-Label Data 2가지로 분류되는데, 이는 각각 자동차 포럼 상의 리뷰 별로 사용자 
만족도 Label이 존재하는 리뷰 텍스트 Dataset과 Youtube.com의 사용자 만족도 
Label이 없는 Comment Dataset이다. 
 
3.1.1 Label 데이터 수집 
Label 데이터란 사용자의 만족도 Label이 존재하는 리뷰를 의미한다. 본 
연구에서는 자동차 포럼(Car Forums)에서 수집하였는데, 유명 자동차 포럼에 모두 
접속하여 가능한 많은 사용자 리뷰를 보유하고 있는 Website를 선별하였다. 그 
결과, 사용자 리뷰 수가 가장 많은 Edmunds.com과 Cars.com을 중심으로 
Cargurus.com, Carfax.com, Carbuyers.co.uk 까지 총 5개의 자동차 포럼에서 Data를 
수집하였다. 위 자동차 포럼 내에서 현재 확인 가능한 모든 전기차종을 대상 
차종으로 하였다. 데이터 수집은 Beautiful Soup이라는 파이썬 라이브러리를 
활용하였는데, 각 자동차 포럼 내 주요 정보를 추출하고 Query 시 효과적으로 
정보를 추출하기 위한 양식의 데이터 프레임을 별도 구축하여 이에 저장하였다. 
가능한 많은 데이터를 얻기 위한 노력의 결과, 152개 차종에 대하여 총 5,065 
건의 Label이 있는 사용자 리뷰를 수집하였다. 
 
3.1.2 Non-Label 데이터 수집 
Non-Label 데이터란 사용자의 만족도 Label이 존재하지 않는 리뷰로, 나름의 
정형화된 양식으로 작성해야 하는 자동차 포럼 상 리뷰가 아닌 SNS나 웹에서 
쉽게 접할 수 있는 텍스트 리뷰를 의미한다. 본 연구에서는 최근 가장 영향력 
있는 소셜 네트워크로 꼽히는 Youtube를 대상으로 하였다. 전문 차량 Reviewer가 
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실제 전기차에 대한 상세 후기를 영상으로 업로드하면, 이를 시청한 누리꾼들이 
남긴 코멘트(Comment)를 수집하였다. 대상 차종은 자동차 포럼에서 얻은 현존하는 
차량 List를 동일하게 적용하였다. 데이터 수집은 Selenium API를 활용하여 자동 
검색 및 Scroll Down하여 사용자 리뷰를 Crawling 하는 방법으로 진행하였다. 우선 
데이터를 얻고자 하는 대상의 전기차와 Plugged-in-Hybrid 차량의 "제조사 - 모델명 
– 생산 년도"를 모두 저장하고, Youtube.com 검색 키워드를 저장한 정보 내의 
"제조사명 + 모델명 + 생산 년도 + Review" 자동 조합(예를 들면 “Tesla + model-s + 
2018 + review”)으로 한다. 해당 검색어가 들어간 Car Reviewer 스트리밍의 User 
Comment들을 수집했다. 저장 Data Frame은 Label Data와 동일하며, Car Forum에서는 
얻을 수 있으나, Youtube.com에서 얻을 수 없는 정보들(i.e. 전문가 리뷰, 차량 상세 
스펙)은 공란(Null)으로 두었다. 다만 Youtube.com으로부터 얻는 Non-labeled 사용자 
의견들을 모두 사용할 수는 없고, 본 연구 목적에 맞게 UX 관련 내용의 
Comment만 선별할 필요가 있기 때문에 UX Keyword가 있는 Comment만 선별했다. 
UX Keyword는 “I bought", “I ordered", “I buy", "my experience", “I experienced", “I 
choose", “I chose", "ve chosen", "driven", “I drove", “I purchased", “I own", "ve own", “I 
am owner", “I use", "ve used", “I used", “I was satisfied", "ve been satisfied"이다. 전기차 
Model 명이 반드시 들어가는 리뷰만 선별하여 Comment에서 사용자 경험이 해당 
스트리밍 제목의 차종의 Model일 가능성을 높였다. 
획득한 Non-Label 데이터 중 유효한 데이터 수는 218,001개로, 가운데 
Filtering을 거쳐 총 6,488개를 선별하였다. 
 
3.1.3 데이터 분포 
아래 Figure 3.2는 획득한 데이터의 분포를 나타낸 그래프이다. Figure 3.2의 좌측 





Figure 3.2 수집된 데이터의 Lexicon 기반 감성 분포  
(좌 Label Data |우: Non Label) 
 
Lexicon 기반으로 감성 분포를 확인해본 결과, Label 데이터의 경우 (Figure 3.2 
좌측) 총 5,065개의 유효 데이터 중에서 부정 323건, 중립 96건, 긍정 4,637건으로, 
중립과 부정의견의 비율이 8.4%(총 428건)에 불과했다. 반면, Non-Label 데이터의 
경우(Figure 3.2 우측) 총 6,488개의 유효 데이터 중 부정 881건, 중립 566건 그리고 
긍정 5,041건으로, 중립과 부정의견의 비율이 22.4%(1,447건)이었다. 이는 SNS 상 
자유롭게 게재하는 의견이 자동차 포럼상의 사용자 경험보다 덜 편향된 
데이터임을 보여주는 사례로, SNS 상 사용자 의견을 함께 활용함으로써 긍정으로 
치우친 제품 리뷰의 편향성을 다소 완화할 수 있을 것으로 보인다. 단, Youtube 
Comment 절대적인 수치로는 긍정 편향되어 있기에, 데이터 불균형 문제를 반드시 
해결해야 보다 더 나은 분류모델을 구축할 수 있다. 
 
3.2 데이터 전처리 
수집된 텍스트들을 대상으로 삭제(Remove) 및 교체(Replace) 작업을 진행했다. 
이는 기본적으로 SNS상의 텍스트들이 갖고 있는 양식 및 고유 특성들을 고려하여, 
이를 텍스트 분석에 적합하도록 일부를 삭제(Remove) 또는 교체(Replace)하는 





 URLs(“https://”, User Mentions(@) and Hashtags(#) 




 Parenthesis, Apostrophe, Quotation Mark 
 Stopwords: # 불용어 사전 Source = https://www.ranks.nl/stopwords 
Replace 
 Replace Slang and Abbreviations: Twitter Slang 및 약어집 활용하였다. 
 Replace Contraction: i.e. {"ain't": "is not", "aren't": "are not", "'cause": "because“} 
 Replace Multi Exclamation Mark, Multi Question Mark, Multi Stop Mark 
 Replace Repetitions of Punctuation: string.punctuation내 문자가 반복 “…….” 
 Replace Negations with Antonyms 
 Replace Capitalized Words to Lowercase 
 Replace Elongated Words: i.e. “Helloooooooo~”, “goooooooood!!” 
 Spelling Correction: Spello [42]을 활용하여, 철자를 교정하였다. 
 
즉, 텍스트를 더욱 효율적으로 임베딩하여 학습 모델이 더 나은 성능이 도출될 수 
있도록, 필요 없는 어휘와 불용어를 삭제하고, 어휘를 표준화하는 작업이다.  
두 번째로, 텍스트를 단어 단위로 Split하는 토크나이징(Tokenizing)을 거쳐, 품사 
태깅(Part of Speech Tagging)을 Stanford Corenlp를 활용하여 진행하였다. 세 번째로, 
Token별 품사 정보를 바탕으로 표제어 추출(Lemmatization)을 진행하였다. 여기서 
Lemmatization이란 표제어(Lemma)추출을 의미하며, Lemma는 '기본 사전형 단어' 
또는 “형태소” 정도의 의미를 갖는다. 표제어 추출은 각 단어들의 표제어를 
찾아가는 과정이다. 본 연구에서는 주로 명사와 형용사가 중요한 
개체(Entity)이기에, 토큰화 된 텍스트는 lemmatization을 통해 주로 명사와 형용사로 





Figure 3.3   전처리 결과 I: Lemmatization 후 주요 단어 
 
Figure 3.3은 전처리 후 추출한 표제어(Lemma)들을 빈도수 순서대로 나열한 
그래프이다. 자동차 관련 리뷰인만큼 “Car”, “Drive”, “Mile”, “Charge”와 같은 
단어가 가장 많이 나왔다. 다만 “Car”를 비롯하여 쉽고 흔하게 등장하는 어휘나 
텍스트 분석에 크게 중요하지 않다고 판단되는 단어는 불용어(Stopwords) 목록에 
추가하였다. 그리고 본 연구는 자동차 모델 간 관련성 및 유사성을 파악하고자 
하는 곳이 아니므로, 자동차 제조사명 그리고 모델명 또한 불용어(Stopwords) 
목록에 포함시키는 것이 바람직하다. Labeled Data에 대해 전처리 전후 비교 결과는 
Figure 3.4와 같으며, 전처리 전후로 고유 단어의 수가 23,351개에서 14,390개로 
확연히 줄어든 점을 확인하였는데, 이는 상기 다양한 기술을 활용한 텍스트 
전처리를 통해 단어 Indexing이 효과적으로 이루어졌음을 보여준다. 
 




 총 문장의 개수: 78,732개 
 단어 집합(vocabulary)의 크기: 14,390 
 등장 빈도가 2번 이하인 희귀 단어의 수: 6,596 
 단어 집합에서 희귀 단어의 비율: 45.84% 
 전체 등장 빈도에서 희귀 단어 등장 빈도 비율: 2.4526459240775194 
 
등장 빈도가 2회 미만, 즉 1회 밖에 되지 않는 단어들은 단어 집합에서 약 
45.84%로 약 절반 정도의 비중을 차지함을 알 수 있다. 하지만, 실제로 훈련 
데이터에서 등장 빈도로 차지하는 비중은 상대적으로 적은 수치인 2.45%밖에 
되지 않는다. 등장 빈도가 지나치게 낮은 단어들은 자연어 처리에서 제외하고 
싶다면, 단어 집합의 크기를 제한할 수 있지만, 본 연구에서는 별도로 단어 집합의 
크기를 제한하진 않았다. 전체 단어 집합의 크기는 패딩을 위한 토큰인 0번 
단어를 고려하며 +1을 해서 저장해주었다. 
 
3.3 Aspect-Based Sentiment Analysis 수행 
전처리가 완료된 Dataset에 대해 ABSA 방법론 기반 분석을 진행한다. ABSA는 
크게 각 리뷰에서 내재된 모든 제품 Component와 Attribute를 찾는 Aspect Extraction 
과정과 Sentence 단위 감성 예측 모델을 위한 Sentiment Analysis 과정 두 가지로 
나뉜다.  
ABSA 수행 시 고려해야할 점은 어느 수준(Level)에서 감성 분석을 진행할 지 
결정하는 것이다. 텍스트는 언어학적으로 계층적 구조(Hierarchical Structure)로 
이루어져 있기에, 어떤 수준(level)에서 분석할지 고려해야한다. 기본적으로 
텍스트의 계층적 구조에 따라 문서 (Document), 문단 (Paragraph), 문장 (Sentence), 
그리고 단어 (Word) 수준으로 분석할 수 있으며, 여기서 ABSA는 측면(Aspect) 
단위로 사용자의 감성을 분류하는 방법이다. 다만, 데이터 셋에 따라 다르게 
진행할 수 있는데, 예를 들어 Aspect(Component/Attribute) Label이 문단 단위로 있는 
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데이터 셋의 경우 문단 레벨의 감성 분석을 진행하며, 문장 단위로 있는 데이터 
셋의 경우 문장 단위 감성 분석을 진행한다. 현재 다양한 주제 (예를 들어 
레스토랑, 노트북, 휴대폰 등) ABSA 용도의 오픈 데이터셋을 다방면의 연구 
목적으로 활용되고 있는데, 이러한 데이터 셋들은 각각 문장 또는 문서 단위로 
Aspect 정답 Label이 존재한다. 
 
3.3.1 요소 추출(Aspect Extraction) 
우선 Aspect 추출을 위해 크게 두 가지의 추출적 접근 방법(Extractive 
Approach)을 적용하였는데, 첫 번째는 TextRank이며, 두 번째는 Naïve Method이다. 
두 방법 모두 명사구(Noun Phrase)를 추출하기 위한 목적이나, TextRank는 N-grams 
및 Collocation을 얻기 위한 목적으로 활용했고, Naïve Method는 존재하는 모든 독립 
어휘(명사)를 추출하는 데 조금 더 주안점을 두었다.  
 
3.3.1.1 TextRank 
TextRank는 Word Graph (또는 Sentence Graph)를 구축한 뒤, Google 검색의 
핵심인 Graph Ranking Algorithm 기반의 PageRank를 텍스트에 적용하여 문서 내의 
키워드(또는 핵심 문장)을 Ranking 순으로 추출하는 방법이며, 본 모델을 구현하기 
위한 상세는 다음과 같다. 
첫 번째, TextRank는 그래프 기반 모델이므로 그래프를 만들어야 한다. 각 
어휘는 그래프의 Vertex 역할을 하며, 전체 어휘 목록 내의 어휘 Index가 Vertex들 
상에 표시된다. Weighted Edge Matrix는 모든 Vertex들 사이의 Edge 연결 정보를 모두 
포함하고 있다. 본 방법에서는 Weighted Undirected Edges를 활용하였고, 
Weighted_Edge [i][j]는 어휘 인덱스 i로 표현된 단어 Vertex과 어휘 j로 표현된 단어 
Vertex 사이의 연결 Edge의 Weight 값을 저장하고 있다. 즉, Weighted Edge [i][j]가 
0이면 인덱스 i와 j로 표현되는 단어 사이에 Edge 연결이 없음을 의미한다. 
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텍스트에서 지정된 'Window_Size'의 Window 내에서 단어가 공존하는 경우, 단어 
간에 (따라서 단어를 나타내는 i와 j간) 연결이 있다. Weighted edge[i][j] 내의 
Connection Edge 값은 텍스트 내에서 서로 다른 위치에서 동일한 단어 사이에서 
발견된 모든 연결에 대해 “1 / (단어를 나타내는 i와 j간 의 거리)” 만큼 증가한다. 
그리고 Covered_Co-occurrences 목록(해당 위치에서 co-occurrence가 이미 
확인된 단어의 문서 내에서의 pairs of absolute positions 목록)을 생성하여 관리함에 
따라, 한 번에 하나의 텍스트 단위로 Sliding Window시에 텍스트 내의 동일한 
위치에 있는 동일한 두 단어가 반복적으로 계산되지 않도록 하였다. 모든 Vertex 
상의 Score는 1로 초기화 시키고, 단, Self-connections 고려되지 않으므로 
Weighted_Edge [i][i]는 0이 된다. 그리고 Vertex와 연관된 모든 Undirected 
connection과 Edge들의 Weighted 합이 계산된다.  
두 번째 Vertex의 TextRank 점수를 매기고 Key phrases의 순위를 확인하는 
과정이다. Vertex i에 대해 연결되어 있는 Vertex j에 대한 Scoring은 앞서 2.2.2에서 
언급한 TextRank 공식으로 계산한다. 따라서  
𝑆𝑐𝑜𝑟𝑒 𝑖 1 𝑑 𝑑 𝑆𝑢𝑚 𝑗 ∗  
𝑊𝑒𝑖𝑔ℎ𝑡𝑒𝑑_𝑒𝑑𝑔𝑒 𝑖 𝑗
𝑖𝑛𝑜𝑢𝑡 𝑗
∗  𝑠𝑐𝑜𝑟𝑒 𝑗  
으로 정의할 수 있으며, 여기서 d는 damping factor이며 해당 Score가 수렴할 때까지 
iteration을 돌면서 업데이트 된다. 마지막으로 Scoring Key phrases 후보군들에 대해 
Scoring을 진행하고 내림 차순으로 정리한다. 가장 위에 있는 Keyword가 Key 
Phrase이다. 
 
3.3.1.2 Naïve Method 
두 번째 Naive Method는 형용사(Adject)와 명사(Noun)에 한하여 연속적으로 
등장하는 모든 단어 조합을 수집한 후, Redundancy Pruning을 거쳐 명사구(Noun 
Phrase)와 연어(Collocation)를 얻는 방법이다. 본 방법은 기본적으로 자주 등장하는 
명사 및 명사구를 찾는 방법과 유사한데, 이는 사용자들이 한 개체(Entity)의 서로 
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다른 측면에 대해 의견을 말할 때 일반적으로 사용되는 어휘가 수렴한다 [4]는 
가정을 전제로 하였다. 
연속적으로 등장하는 명사(명사구) 수집을 통해 전기차의 부품 용어나 
사용자들이 자주 사용하는 전기차 관련 용어를 얻고자 했으며, 형용사를 통해 
사용자가 전기차에 대해 느끼는 주요 감성 어휘를 얻을 수 있을 것으로 기대했다. 
또한 형용사 + 명사 조합의 연어(Collocation)를 얻을 수 있기에 추출 어휘를 
형용사와 명사로 제한하고 다른 품사는 모두 불용어(Stopwords)에 추가하였다. 
이와 같은 방법은 별 다른 의미론적으로나 또는 단어 위치 기반으로 Count하는 
것이 아니고 모든 명사(1개 이상 연속적으로 등장하는)를 고려하는 방법이기에 
Naive Method라고 명명하였다. 이로써 추출된 명사구 및 연어에 대하여, 
공통단어(Common Word)의 비중이 50%이상인 경우 Redundancy가 높다고 판단하여 
제거하였고, 공통단어의 기준은 해당 단어가 나타나는 빈도가 전체의 10%를 넘을 
경우로 정의하였다. 이러한 Redundancy Pruning 후, 일정 Threshold 이상 어휘만을 
선별하였는데 본 과정에서는 5번 이상 등장할 경우로 한하였다. 본 알고리즘의 
정확도를 높이기 위해 PMI 점수를 활용하는 방법 [43] 또한 있으나 본 연구에서는 
적용하지 않았다. 
 
3.3.2 감성 분석(Sentiment Analysis) 
본 논문에서 다루는 데이터셋은 문단 또는 문장 별 Aspect 정답 Label이 
존재하지 않는 데이터이기에, Aspect가 포함된 “문장(Sentence)” 레벨의 감성 
극성(Sentiment Polarity)를 파악하였다. Aspect-level 감성 분석을 위해, 기계학습 모델 
기반으로 Aspect가 포함된 문장 단위 긍정/부정 예측 모델링을 수행하고자 하였다. 
단 Label Data가 충분하지 않아 문장의 감성이 정확하게 분류되지 않을 수 있는 




3.3.2.1 기계학습 기반 감성 분석 
본 연구에서는 Review 단위로 사용자 만족도 Label이 있는 텍스트를 학습시킨 
기계학습 모델 기반으로 문장의 감성을 예측하였다. 중요한 점은, 리뷰의 첫 한 두 
문장 (약 150자 내)의 텍스트와 리뷰 단위 평점을 학습 데이터로 사용하고, 
Aspect가 포함된 문장에 대한 Inference를 진행하는 방향으로 진행했다는 점이다. 
이는 리뷰의 첫 한 두 문장만 봐도 문서 전체의 극성을 판단할 수 있다는 전제 
하에 진행하였으며, 실제로 문장의 길이가 1041 이하로 문장의 감성을 판단할 수 
있다고 한 문헌의 내용을 참조하였다 [44]. 이처럼 리뷰 단위로 사용자 
만족도(감성) Label이 있는 데이터를 대상으로, 텍스트를 단어 기반의 임베딩을 
통해 기계학습 모델에 학습시키는 과정을 거쳤으며, 상세 과정은 다음과 같다. 
첫 번째는 임베딩을 위한 전처리 과정이다. 먼저 전처리가 완료된 리뷰 
텍스트들의 평균 길이보다 약간 작게 문장의 길이를 제한하였다. 일종의 절단된 
리뷰(Truncated Review)로써, 본 실험에서는 문장 길이를 약 150 단어로 제한하여 
절단하였다. 단어 150개를 초과할 시 150개 이후의 텍스트는 모두 무시하고, 
리뷰의 길이가 이보다 짧으면 Zero Padding을 통해 길이를 모두 동일하게 맞추었다. 
두 번째는 문장 임베딩 과정이다. 단어를 집 벡터(Dense Vector)의 형태로 
표현하는 방법을 워드 임베딩(Word Embedding)이라고 하며, Word2Vec, FastText, Glove, 
Bert 등 여러가지 방법이 있는데, 기존의 임베딩 방법의 단점을 극복해가는 
방향으로 점차 발전해가고 있다. 본 연구에서는 총 세 가지 임베딩 방법을 
사용하였고, 각 모델 별로 가장 효율적인 임베딩 조합이 무엇인지 모색해봤다. 첫 
번째로 TF-IDF(Term Frequency-Inverse Document Frequency)는 말 그대로 단어의 
빈도(Term Frequency)와 역 문서 빈도(Inverse Document Frequency)를 사용하여 문서 
내의 각 단어들마다 중요한 정도를 가중치로 주는 방법이다. 단어의 의미를 집 
벡터 형태는 아니지만, TF-IDF를 통해 문서 내 존재하는 단어 별 중요도가 결국 
문서 분류에 중요한 영향력이 있다는 점과 긍정/부정 문서의 유사도 차이를 
바탕으로 분류할 수 있다는 점에 있어서 이를 선택했다. 우선 희소표현(Sparse 
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Representation)인 문서 단어 행렬(DTM)으로 만들고 이를 TF-IDF 가중치를 
부여하는 방법으로 사용할 수 있다. 두 번째로 Glove [45]를 사용하였는데, 사전 
학습된 어휘 벡터를 활용하여, 모든 단어가 100차원의 집 벡터 형태로 표현될 
수 있도록 하였다. GloVe를 선택하게 된 이유는 다음과 같다. Word2Vec(Skip-Gram) 
그리고 GloVe 모두 집 표현으로 임베딩 된 단어벡터 간의 유사도를 측정하기에 
의미적인 유사성 및 위치 정보를 활용할 수 있다는 장점이 있지만, 사용자가 
지정한 윈도우 내에서만 학습이 이뤄지기 때문에 말뭉치 전체의 동시 출현(co-
occurrence) 정보는 다소 반영되기 어려운 단점을 지닌다. 다만, 본 연구는 텍스트 
전체 말뭉치 내에서 동시 등장확률을 고려하고자 하는 컨셉으로써, 임베딩된 두 
단어벡터의 내적이 말뭉치 전체에서의 동시 등장확률의 Log scale값이 되도록 
목적함수를 정의한 GloVe를 선택하게 되었다. 또한 단어의 의미 기반으로 
긍정/부정을 분류하고자 하는 만큼, Character Level의 N-gram은 본 논문에서 고려할 
필요가 없었으며, User Generated Contents를 다루기에 Out of Vocabulary 문제는 크게 
발생하지 않을 것으로 보아 FastText와 같은 임베딩 방법을 고려하진 않았다. 사전 
학습된 어휘 표현은 Pre-trained Glove Twitter 27b 100d를 참조하였다. 마지막 임베딩 
방법은 Random Initialization으로 단어벡터의 초기값으로 무작위의 Index값을 
부여하는 방법이며, Index 값은 사용자가 지정한 단어벡터 차원의 수 중 하나가 될 
것이다. 단어의 중요도나 의미 유사성을 알기 어렵기에, Random하게 초기화하고 
Embedding층에서 다른 파라메터들처럼 학습 과정을 통해 텍스트 분류를 가장 
잘하는 방식으로 업데이트해서 사용하기 위함이다. 
세 번째는 Imbalanced Data 극복을 위한 Data Augmentation 과정이다. 데이터 
클래스 비율의 차이가 큰 경우를 데이터 불균형(Imbalanced Data)라고 하며, 이 
경우 단순히 우세한 클래스 쪽으로 예측이 쏠리는 현상이 발생하여 모형의 
정확도가 높을 수 있으나, 클래스 분류 성능이 좋아지지 않는 현상이 발생한다. 즉, 
이러한 비대칭 데이터셋에서는 정확도(accuracy)가 높아도 재현율(recall) 및 F1 
Score가 급격히 떨어지기에, 결국 성능이 좋지 않은 모델을 구축할 가능성이 높아 
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반드시 해결해야할 문제이다. 대표적인 해결 방법으로는 언더샘플링(Under 
sampling)과 오버샘플링(Over Sampling) 방법이 있다. 언더샘플링을 할 경우 Minority 
Class의 개수에 맞추기 위해 Majority Class에 있는 데이터의 일부를 샘플링하게 
되는데, 이 경우 전체 데이터 사이즈가 1,000개 이하로 지나치게 작아지기 때문에 
본 연구에서는 오버샘플링 방법을 선택하였다. 오버샘플링 방법 중, 무작위로 소수 
데이터를 복제하는 무작위 추출이나 사전에 기준을 정해서 소수 데이터만 
복제하는 방식이 있으나, 이는 과적합(Overfitting) 문제를 야기할 가능성이 높기에 
결국 합성 데이터를 생성하는 방식을 선택하였다. 이중에서 SMOTE(Synthetic 
Minority Oversampling TEchnique) [46] 알고리즘은 데이터의 개수가 적은 클래스의 
표본을 가져온 뒤 임의의 값을 추가하여 새로운 합성데이터를 생성하여 데이터에 
추가하는 방식으로, 가장 많이 사용되고 있는 모델 중 하나이다. 이는 합성 소수 
샘플링 기술로 다수 클래스를 샘플링하고 기존 소수 샘플을 보간(Interpolation)하여 
새로운 소수 인스턴스를 합성해낸다. 단, 본 연구에서는 이러한 SMOTE를 활용한 
Borderline-SMOTE 방법을 적용하였다 [47]. SMOTE 알고리즘이 단순히 minority 
class에서 랜덤하게 샘플링 했다면, Borderline-SMOTE는 Figure 3.5처럼 다른 
class와의 경계에 있는 샘플의 수를 증가시켜서 분류하기 어려운 부분에 집중했다. 
 
 
Figure 3.5   Borderline-SMOTE [47]. 
(a) The original distribution of Circle data set. (b) The borderline minority examples (solid 
squares). (c) The borderline synthetic minority examples (hollow squares) 
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네 번째는 기계학습 모델 선정이다. 우선 전통적인 기계학습 모델 중 Logistic 
Regression Classifier를 Baseline으로 두고, 추가로 텍스트 분류 시 많이 활용되는 
Support Vector Machine(SVM), Naive Bayes(NB) 그리고 Logistic Regression(LR)를 
사용하였다. 이러한 전통적인 기계학습 모델의 분류 성능과 인공 신경망 기반의 
딥러닝 모델과의 감성 예측 성능을 비교해보는 방법으로 진행하였다. 로지스틱 
회귀(Logistic Regression)을 Baseline Model로 선정하게 된 이유는, 본 연구의 감성 
분석은 결국 긍정(1)과 부정(0)으로 이진 분류(Binary Classification)하는 문제이기 
때문이다. 실제로 문서 분류에 로지스틱 회귀 모델을 많이 적용되는 모델은 
아니지만, 이진 분류 문제를 풀기 위한 대표적인 알고리즘으로 로지스틱 회귀를 
Baseline Model로 선택하였다. 그리고 총 4가지 모델을 적용하였는데, 첫 번째 
모델은 Support Vector Machine(SVM)이다. Support Vector Machine은 지도학습 모델의 
일종으로, 클래스 사이의 Margin을 최대화하는 초평면(Hyperplane)을 찾는 방법으로, 
해당 초평면에 걸쳐서 이를 지지하는 관측치 들을 Support Vector라고 하여 Support 
Vector Machine이라고 부른다. SVM은 커널트릭(kernel trick)을 사용하여 주어진 
데이터를 고차원 특징 공간(Feature Space)으로 사상(Projection)함으로써, Non-Linear 
문제를 Linear 문제로 변환하여 높은 차원의 공간의 데이터를 선형 분리할 수 
있다. SVM을 선택한 이유는 다음과 같다. 첫 번째, SVM의 대표적인 장점으로써 
고차원의 데이터를 다중공선성 문제(Multicollinearity Problem)를 회피하여 원활하게 
분류할 수 있기에, 텍스트와 같은 고차원 인풋에 효과적으로 작동할 수 있다는 
판단하였기 때문이다. 본 연구에서는 일반적으로 가장 많이 사용되는 RBF 
Kernel를 사용하였다. 두 번째 모델은 Naive Bayes(NB)로써, 텍스트 분류를 위해 
전통적으로 사용되는 분류기로써 SVM과 더불어 준수한 성능을 보여주는 
머신러닝의 주요 알고리즘이다. 지도학습의 일종으로써 베이즈 이론(Bayes 
theorem)의 확률 모델을 기반으로, 전체 Corpus내 각 단어의 빈도 수를 세어서 
위의 사전확률과 우도를 모두 구하는 방법으로 학습을 하고, 사전확률과 
우도(Likelihood)의 곱을 계산하는 방식으로 예측한다. 단, 모든 Feature가 서로 
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독립(independent)이어야 한다는 가정이 필요한데, 즉 단어 간 서로 독립이라는 
가정하에 등장확률을 계산한다. 또한 단어의 등장 순서를 무시하고 문서 내 
빈도수만을 따져서 문서를 표현하기에 단어 Bag-of-Words 기법과 잘 어울리는 
모델이기도 하다. 나이브 베이즈는 적은 계산량으로도 높은 성능을 보이는 장점이 
있어, 딥러닝 이전에 텍스트 분류 목적으로 가장 많이 활용되는 대표적인 
모델이기에 선택하게 되었다. 세 번째 모델은 Convolutional Neural 
Network(CNN)으로, 텍스트에 내재된 공간적인 구조 정보를 보존하면서 학습할 수 
있는 방법이 필요했으며, 특히 단어나 표현의 등장 순서가 전체적인 텍스트의 
의미를 이해하는 데 매우 중요한 정보인 만큼, CNN으로 학습하는 것이 텍스트를 
의미적으로 분류하는 데 적절할 것으로 판단했다. 본 논문에서는 각 단어가 
벡터로 변환된 문장 행렬을 입력으로 받는 1D CNN 모델을 설계하여 실험을 
진행했다. 네 번째는 양방향 LSTM과 어텐션 메커니즘(Bi-LSTM with Attention)이다. 
단뱡항 LSTM으로 텍스트 분류를 수행할 수도 있지만 때로는 양방향 LSTM을 
사용하는 것이 더 강력할 수 있으며 여기에 추가적으로 어텐션 메커니즘을 
사용할 경우 더욱 효과적인 분류가 가능할 수 있다. 따라서 본 연구에서도 양방향 
LSTM과 어텐션 메커니즘으로 문장 단위 감성 분류하기를 수행하였다. 마지막으로 
준 지도학습(Semi-Supervised Learning)을 적용하였으며, 준 지도학습의 가장 간단한 
방법인 셀프트레이닝(Self-Training)을 활용하였다. 위에서 언급한 기계학습 모델로 
Label Data를 학습시켜서 Teacher Model을 구축한다. 그리고 Non-Label 데이터에 
대해 Teacher Model로 감성을 예측하고, 이 중 확률이 높은 데이터 위주로 Pseudo-
Label을 부여한 뒤 이를 다시 재학습(Retraining)하면서 전체적인 모델의 성능을 
향상시키고자 하였다. 이때 확률의 Threshold는 85%로 지정하였는데, 이는 
분류기가 85% 이상의 확률로 확신하는 분류 결과만 Label를 부여하겠다는 
의미이며, 품질 높은 데이터만 선별하여 모델의 전체 성능을 더욱 높이고자 하였 
다. 이렇게 준지도학습을 적용하게 된 가장 큰 이유는, 상대적으로 긍정으로 덜 
편향된 Youtube Data(Non-label 데이터)도 함께 학습 데이터로 활용함으로써 자동차 
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포럼 상 사용자 리뷰 (Label 데이터) 데이터의 데이터 불균형(Data Imbalance) 
문제를 조금이나마 해소하고자 하였으며, 보다 더 많은 데이터를 학습시켜서 보다 
더 견고한 모델을 기대했기 때문이다.  
다섯 번째, 절단된 리뷰(Truncated Text)를 학습한 모델 간 성능을 비교하였고, 
가장 나은 모델에 대하여 준지도학습을 통해 분류 성능을 개선하였다. 
마지막으로, 지금까지 학습된 모델에 Aspect가 포함된 문장을 인풋으로 넣어 
감성을 예측하였다. 즉, 리뷰의 도입부(150개 단어) 부분을 학습한 모델에, 문장 
단위 텍스트를 입력하여 감성을 예측하는 것이다. 다만 학습 데이터가 충분하지 
않아 문장 단위 감성 분류가 제대로 되지 않을 경우를 대비하여, 감성 분류는 
아래 3.3.2.2와 같이 Lexicon Based 감성 분류도 병행하였다. 
 
3.3.2.2 Lexicon 기반 감성 분석 
본 연구의 Machine Learning Approach의 결과와 비교해보기 위해 Lexicon based 
기반 문장 감성 분류를 병행했으며, TextBlob API에서 제공하는 
모듈(Sentiment.Polarity)을 사용하여 각 Aspect-level Sentence의 감성 점수를 산출했다. 
Textblob은 NLTK를 기반으로 하여 텍스트 처리를 수월하게 할 수 있도록 다양한 
기능을 많이 포함하고 있다. "Simplified Text Processing"을 모토로 TextBlob 객체를 
생성시키면 주요 메서드를 통해서 텍스트 처리 작업이 굉장히 단순해진다. 
 
3.3.3 A Framework for UX Analysis 
이로써 본 연구에서 제안하는 사용자 경험 분석을 위한 ABSA 기반 
Framework는 다음과 같다. 먼저 요소 추출(Aspect Extraction)에서는 비지도적인 
추출적 접근 방법인 TextRank와 Naïve Method를 적용하여 명사구와 연어를 
추출하고, 이를 Human Factor 관점에서 카테고리화 한다. 그리고 감성 
분석(Sentiment Analysis)에서는 기계학습 기반의 감성분석과 Lexicon 기반 
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감성분석을 병렬적으로 진행하여 두 결과를 서로 비교한다. 기계학습 기반의 감성 
분석 단계에서는 먼저 Label이 있는 리뷰의 첫 한 두문장만을 잘라낸 Truncated 
Text를 모델이 학습하게끔 하며, 이때 모델은 텍스트 분류에서 적합한 SVM, NB 
및 신경망 모델을 사용한다. 그리고 학습된 모델을 활용하여 Non-Label 데이터에 
대해 Label을 부여하는데, 준지도학습의 한 형태인 Self-Training 방법을 사용한다. 
즉 Non-Label 데이터에 대해 높은 확률을 갖는 데이터에 대해서 Label을 부여하고, 
이를 N차 재학습하여 전체적인 모델의 성능이 높아지도록 한다. 그리고 위에서 
추출한 Aspect가 포함된 문장을 불러와 학습된 모델로 긍정/부정 감성을 예측하여 
Aspect 단위 감성 분석을 진행한다. Figure 3.6은 본 논문에서 제시하는 사용자 경험 
분석 Framework를 도식화한 그림이다 
 
 





제 4 장 연구 결과 
 
4.1 요소 추출(Aspect Extraction) 결과 




요소 추출(Aspect Extraction) 결과 다양한 전기차의 구성 부품 요소와 사용자 
특성 요소들이 추출되었음을 확인했다. 표 4.1은 추출된 전기차 주요 구성 
요소(Component)들을 항목 별로 카테고리화 하고, 특히 주요 특성(Attribute)들은 
효과성(Effectiveness), 효율성(Efficiency), 사용성(Usability) 등의 Human Factor적으로 
중요한 항목 중심으로 카테고리화하여 총 8개의 Component와 8개의 Attribute 
항목으로 재구성한 결과이다.  
본 연구는 대상 제품이 전기차이기 때문에 무엇보다도 전기차만의 특징이 잘 
추출될 수 있기를 기대하였는데, Table 4.1에서 볼 수 있듯이 “Charge”, “Battery”, 
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“Room”, “Room Front”, “Software”, “Motor”등 전기차만이 갖고 있는 제품 하위 
요소이거나 또는 차별성을 드러내는 구성 요소들이 추출되었음을 알 수 있다. 
또한 “Acceleration”, “Responsiveness”, “Quietness” 등 전기차 만의 갖는 특징인 
“반응성(Responsiveness)” 및 “조용함(Quietness/Silence)”과 같은 특성이 Attribute으로 
추출되었음을 확인할 수 있다. 또한 “Issue”, “Problem”, “Need”, “Trouble”, “Lack”, 
“Complain”등 사용자의 불만 사항 및 니즈를 직접적으로 추출할 수 있는 단어들도 
상당수 얻을 수 있었다. 마지막으로 전기차를 사용하는 환경(Environment) 또는 
사용 맥락(Context of Use) 관련 어휘들이 많이 추출되었는데, 이중 “Ice”, “Winter”, 
“Snow”, “Cold”와 같은 어휘의 빈도수가 높은 것으로 보아 사용자들이 추운 
날씨에 전기차 사용 관련 이슈 사항이 많이 있음을 확인할 수 있다. 
 
4.2 감성 분석(Sentiment Analysis)을 위한 모델링 결과 
4.2.1 기계학습 기반 감성 분류 결과에 대한 모델 별 성능 비교 
총 6개의 모델을 적용하였으며, 리뷰 단위로 긍정/부정 Label이 있는 데이터를 
학습한 감성 분류 모델링 결과는 Table 4.2와 같다. 모델간 성능을 비교하는 기준 
지표는 Macro average F1-Score를 선택하였으며 선택 사유는 다음과 같다. 본 연구는 
부정적 의견(Minority Class)에 대한 예측하는 성능을 높이는 것이 무엇보다 
중요하다. 사용자 리뷰처럼 긍정으로 상당히 편향된 Imbalanced Data를 그대로 
학습하는 경우, 모델의 예측 결과가 모두 긍정으로 분류해버릴 가능성이 높다. 이 
경우 정확도(Accuracy)는 높게 나오지만 재현율(Recall)이 급격하게 떨어지는 
현상이 발생할 수 있다. 단, Macro Average F1-Score의 경우 Precision과 Recall의 산술 
평균을 취하여 계산하므로 Minority Class의 재현율(Recall)에 가장 민감하게 
반응하는 지표이다. 즉, Macro average F1-Score가 높다는 것은 부정적 의견에 대한 
모델의 재현율(Recall)이 높다는 의미이다. 결국 본 연구에서는 Minority 
Class(Negative Sentiment)를 잘 분류해내는 것이 좋은 모델의 기준인 만큼, Weighted 
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Average가 아닌 산술평균으로써 Minority Class 분류 결과에 따라 가장 민감하게 
반응할 수 있는 Macro F1 Score가 성능 척도로 가장 적합하다고 판단하였다. 
결과적으로 CNN이 본 데이터셋에 대해 가장 좋은 성능을 나타내는 모델로 
확인되었다. 다른 Attention 기반의 두 모델인 양방향 LSTM(Bi-LSTM with 
Attention)과 계층적 네트워크(Hierarchical Attention Network)의 경우 예상보다 좋은 
결과를 나타내지 못했는데, 이는 데이터셋이 충분하지 못하여 모델이 단어 간의 
배열 순서 정보나 단어-문장으로 이어지는 계층 구조에 대한 학습을 충분히 하지 
못한 것이 원인으로 추정된다. 아래 Table 4.2는 모델 별 성능 비교 결과이다. 
 




4.2.2 준지도학습(Semi Supervised Learning) 실험 결과 
실험 결과, 아래와 같이 준지도학습(Semi Supervised Learning)을 통한 모델의 
성능 향상을 확인하였다. Figure 4.1은 표 4.3에서 분류 성능이 가장 좋은 CNN 
모델을 기반으로 Non-Label 데이터인 Youtube Comments를 활용한 준지도학습(Semi-
Supervised Learning) 실험 결과이다. Figure 4.1의 왼쪽(좌) Matrix는 준지도학습 전의 
Label 데이터를 학습한 CNN 모델의 테스트 결과이며, Figure 4.1의 오른쪽(우) 
Matrix는 준지도학습을 마친 CNN 모델의 테스트 결과이다. 준지도학습은 Label 
데이터를 학습한 모델이 Non-Label 데이터를 분류할 때, 분류 확률이 높은 데이터 
위주로 Pseudo Label을 부여하며, Pseudo Label가 부여된 데이터를 포함한 전체 
데이터셋을 재학습(Retraining)하면서 전체적인 모델의 성능을 개선시키는 Self-
Training 방법을 사용했다. 테스트 결과, Loss 값은 상승한 반면, Minority와 Majority 
모두 분류 성능이 개선됨으로써 F1 Score와 Accuracy가 모두 0.1씩 상승함을 
확인함으로써 준지도학습을 통한 성능 개선 효과를 입증하였다. 향후 더 많은 
양질의 Non-Label 데이터를 얻는다면 큰 폭의 성능 개선이 가능할 것으로 보인다. 
 
 
Figure 4.1   준지도학습 실험 결과 
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4.3 Aspect-Based Sentiment Analysis 결과 
4.3.1 기계학습 모델 기반 ABSA 결과 
Figure 4.2는 위 Table 4.1에 나타난 추출된 주요 요소(Aspect)들을 포함한 문장에 
대하여 chapter 4.2.2의 결과 모델로 문장 단위 감성 분석을 진행한 결과이다. Figure 
4.2에서 볼 수 있듯이, 각 Aspect별 출현 빈도를 확인할 수 있으며, 기계학습 
모델이 예측한 긍정/부정 클래스의 비율을 확인할 수 있다. 대체적으로 긍정적인 
의견이 많으나, 한 쪽으로 완전히 편향되지 않은 결과를 나타냈다. 부정 비율 
40%를 기준으로, 전기차 사용자들은 Acceleration(12%), Safety(14%), Visibility(18%), 
Room(27%), Interior(29%), Reliability(33%), Power(34%)에 대해 긍정적인 의견이 
다수인 반면, Noise(40%), Ice(41%), Price(44%), Winter(46%), Seat(52%), Battery(54%)에 
대해 다소 부정적인 의견이 많음을 확인할 수 있다. 또한 긍정 의견이 압도적인 
온라인 리뷰에 내재된 많은 수의 부정 의견을 발견할 수 있음을 확인할 수 있다. 
 
 
Figure 4.2   기계학습 모델(CNN) 기반 ABSA 결과 
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한편, 문장 별로 정답 Label이 없는 본 실험의 데이터셋에 대하여, 기계학습 
모델이 각 Aspect에 대한 감성 분류(Aspect를 포함한 문장의 긍정/부정 분류) 
정확도를 확인하기 위해서는, 직접 휴먼 라벨링(Labeling)을 통해서만 판단할 수 
있다. 따라서 본 실험에서는 Sample의 수가 상대적으로 적은 “Ergonomic”를 
대상으로 분류 성능을 확인해보았다. “Ergonomic”가 포함된 문장 총 51개에 대해, 
모델이 예측한 결과는 긍정 의견 38개, 부정 의견 13개이며(상세: Appendix I-1), 
그리고 Table 4.3은 휴먼 라벨링을 통해 모델의 분류 정확도를 평가한 결과이다. 
“Ergonomics”가 포함된 문장 Level 감성 분류 정확도은 약 92.1%으로 상당히 
높았다 (상세 Appendix I-2). 이는 리뷰의 도입부 한 두 문장을 학습한 기계학습 
모델로 Aspect-level의 문장 단위 감성 분류를 진행한 방법이 타당함을 보여준다. 
Table 4.3   딥러닝 모델의 문장 분류 성능 실험 
 
 
4.3.2 Lexicon 기반 ABSA 결과 
Figure 4.3는 위 Table 4.1에 나타난 주요 Aspect들이 포함된 문장을 Lexicon 
기반으로 문장 단위 감성 분류한 결과이다. 이 경우 문장 별 Negative(-1)와 
Positive(1) 사이의 감성 극성 점수 계산이 가능하다. Figure 4.3. Boxplot(上)을 
확인해보면, Aspect별 사용자의 긍정/부정 감성의 집도 및 편차를 확인할 수 있다. 
아래 Figure 4.3. Scatterplot(下)을 통해 Aspect별 감성 분포를 확인할 수 있는데, 
여기서 한 개의 점이 Aspect가 포함된 문장이며, 0을 기준으로 그 이하에 분포가 
높을 수록 사용자의 부정적인 의견이 상대적으로 많은 것을 의미한다. 사용자들의 
Room, Interior, Acceleration, Visibility, Safety에 대해서는 긍정적인 의견이 많은 반면, 
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Charge, Battery, Power, Ice, Noise에 대해서는 부정적 의견이 많음을 확인할 수 있다. 
 
 
Figure 4.3   Lexicon 기반 ABSA 결과 I: Boxplot(上) / Scatterplot(下) 
 
Figure 4.4는 Lexicon 기반의 분류 결과를 Figure 4.2와 비교하기 위해 동일한 
양식으로 시각화한 것이며, 두 분포를 비교한 결과는 Table 4.4와 같다. 
  
Figure 4.4   Lexicon 기반 ABSA 결과 II 
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결과적으로 총 17개 항목 중 3개 항목 (Noise, Winter, Ice)을 제외한 14개 
항목에서 긍정/부정 예측 방향성이 일치하였다. 여기서 예측 방향성이 일치한다는 
의미는 하나의 Aspect에 대한 긍정/부정 감성 분류 비율이 Lexicon 기반 모델과 
ML 기반 모델이 서로 유사한 것을 의미한다. (예를 들어 “Noise”의 경우 Lexicon은 
부정으로 예측한 반면, ML 기반 모델은 긍정으로 다수 예측하여 예측 방향성이 
불일치하였다.) 전반적으로 Lexicon 기반 모델과 ML 기반 모델이 서로 유사한 
분류를 하였기 때문에, 본 연구의 기계학습 기반의 모델이 비교적 안정적이라고 
할 수 있는 Lexicon 기반 감성 예측 방법과 비슷하게 안정적인 분류 성능을 갖고 
있는 점을 간접적으로 확인할 수 있다. 
 
Table 4.4   Lexicon Based 모델과 ML 모델간 문장 긍정/부정 분류 결과 비교 
 
 
4.4 사용자 긍/부정 경험에 영향을 미치는 Contributing Factor 
특정 Aspect에 대한 차량의 상세 Spec(X)과 사용자의 감성(y) 간의 관계를 
상관관계분석과 다중회귀분석을 통해 확인해보았다. Figure 4.5는 “Leg Room”이라는 
Aspect에 대한 상세 스펙인 “Front leg room“의 실제 치수(X)와 “Leg Room”에 대한 
Lexicon 기반 감성 점수(y) 간의 관계를 나타낸 그래프이다. “Front leg room“의 실제 
치수는 Edmunds.com에서 크롤링을 통해 얻었다. Figure 4.5에서 나타나듯이, 명확한 
양 또는 음의 상관성은 나타나지 않았으며, 다른 Aspect에도 비슷한 결과를 
얻었다. “leg room“과 같이 사용자의 신체와 직접적으로 관련된 요소의 경우, 
단편적인 상관관계 분석보다는 운전자의 키, 다리 길이와 같은 신체 정보를 함께 




Figure 4.5   Aspect의 차량 별 실제 치수와 사용자 감성 간 상관 관계 예시 
 
Table 4.5는 전기차의 “공간(Room)”에 대해 사용자의 긍정/부정 감성에 영향력 
있는 상세 스펙을 확인하기위해 다중선형회귀분석을 실시한 결과이다. “Room”과 
관련된 총 8개, “Front Head Room”, “Front Shoulder Room”, “Front Leg Room”, “Rear Head 
Room”, “Rear Leg Room”, “Rear Hip Room”, “Front Hip Room”에 대한 상세 스펙을 
얻었으며, 이는 Edmunds.com에서 크롤링을 통해 획득하였다. 
 
Table 4.5   “Room”에 대한 사용자 감성 극성과 상세 스펙간 회귀분석 결과 
 
 
𝑅 는 0.096으로 의미 있는 결과는 얻지 못하였으며, Room 이외의 다른 Aspect 
들에 대해서도 비슷한 결과를 얻었다.  
결과적으로 주요 Aspect에 대한 사용자 감성에 영향력 있는 변수 및 명확한 
(양/음) 상관성을 띄는 변수를 찾기 어려웠는데, 이는 현재 차종/데이터의 수가 
많지 않은 점이 원인이 될 수 있다. 또한 다른 외부 변수, 예를 들어 사용자의 
신체 정보를 얻을 경우 관계성을 찾아 더욱 의미 있는 해석이 가능할 수 있다.  
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제 5 장 결론 
 
5.1 결론(Conclusion) 
본 논문에서는 사용자 경험을 효과적으로 분석하기 위한 Aspect-Based 
Sentiment Analysis 기반의 새로운 사용자 경험(UX) 분석 Framework를 제안하였다. 
이를 통해 전기차를 대상으로 사용자 경험을 분석하면서 얻은 몇 가지 발견은 
다음과 같다. 첫 번째, 전기차의 사용자 리뷰로부터, 형용사와 명사 중심의 명사구 
추출을 통해 차량 요소를 추출한 결과, 전기차의 다양한 구성 요소(Component)들 
뿐만 아니라, Human Factor 특성(Attribute)를 추출할 수 있음을 확인하였다. 
 
Figure 5.1   Aspect-wise 분석과 Review-wise 분석 비교 
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두 번째, Aspect 단위의 감성분석을 통해 Review 단위 감성분석 대비 더욱 
다양한 의견을 얻을 수 있음을 확인하였다. Figure 5.1에서 확인할 수 있듯이, 
Review-wise 분석 시, 토픽 클러스터링의 분포가 굉장히 한쪽으로 뭉쳐져 있는데 
이는 긍정에 높은 의견을 반영하는 것으로 유추해볼 수 있다. 반면 Aspect-wise 
분석 시, 다양한 토픽 클러스터링의 분포를 확인할 수 있었다.  
세 번째, Minority Class에 대해 오버샘플링(Over-sampling)을 통해 데이터 
불균형(Data Imbalance) 문제를 극복할 수 있음을 확인하였다. (Appendix II)  
네 번째, 준지도학습(Semi Supervised Learning)을 통한 분류 성능 개선을 
확인함으로써 Label이 없는 데이터에 대한 활용 방법을 제시하였다. 
다섯 번째, 리뷰의 도입부 감성 극성이 전체 리뷰의 감성을 결정한다는 전제 
하에, 절단된 리뷰 학습을 통한 문장 분류가 효과적일 수 있음을 확인하였다. 특히 
딥러닝 모델을 통해 단어의 의미에 따른 긍/부정 분류 뿐만 아니라, 문맥적인 
의미 파악을 통한 감성 분류 또한 가능함을 확인하였다 (상세 Appendix I-2). 
마지막으로 기계학습을 이용한 Aspect-Based Sentiment Analysis 기반으로 UX를 
분석하여, 전기차의 긍정적 요소와 부정적 요소를 확인할 수 있었다. 특히 부정적 
요소의 경우 동시 출현(Co-occurrence) 빈도수 기반 연관 어휘와 함께 해석을 통해 
사용자의 니즈를 발굴할 수 있었다. 사용자는 Charge 효율성 문제, 좁은 
뒷자리(Back Seat), 추운 겨울 날씨에 배터리 기능 저하 문제, 그리고 조용한 
환경에 따른 외부 소음 문제에 대한 개선 니즈가 있음을 확인할 수 있었다. 
 
 
Figure 5.2   전기차 긍정/부정 요소 및 도출된 사용자 니즈 
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5.2 연구 기여(Contribution) 
제품의 주요 Aspect를 추출하고, 추출된 Aspect 별로 사용자 긍정/부정 감성 
분포를 통해 부정적인 의견(사용자 니즈)이 많은 Aspect를 한 눈에 쉽게 확인할 수 
있는 새로운 UX 분석 프레임워크를 개발하였다. 또한 Aspect에 대해 ML 또는 
Lexicon 기반 (긍정/부정) 감성 예측 결과를 지지하는 문장들을 모두 불러와, 문장 
별 감성 분석 및 사용 목적에 맞게 추가적인 분석을 진행할 수 있는 시스템을 
개발하여, 세분화된 사용자/고객 조사가 필요한 관련 분야에 기여하였다. 
 
5.3 한계점(Limitation) 
Supervised Learning 기반의 문장의 감성 예측 모델링을 구현하고자 하였으며, 
다만 문장 단위의 감성 Label이 없기 때문에, 사용자 리뷰 서두의 1~2문장을 
학습한 모델을 활용하여 문장단위 감성분석을 진행하였다. 본 방법이 데이터은 
리뷰의 개수가 상당히 많을 경우 예측 정확도가 더욱 높을 것으로 예상된다. 
따라서 본 연구의 전제 조건인 Label 데이터가 부족한 상황에서는 양질의 Non-
label 데이터의 수를 많이 얻을 수 있다면 더욱 좋은 성능의 모델을 구성할 수 
있을 것으로 보인다. 이러한 측면에서 Non-label 데이터 중 UX를 나타내는 
텍스트만 선별해내는 부분이 더욱 강화된다면, 더 나은 모델을 만들 수 있을 
것이다. 
또한 심화 연구(영향력 있는 차량 스펙 조사)의 경우, 사용자의 감성에 영향력 
있는 차량 세부 스펙 또는 양/음의 상관성을 갖는 차량 스펙이 무엇인지 찾기 
어려웠는데, 이는 얻을 수 있는 데이터의 변수가 제한적이기 때문이다. 외부 
변수로 사용자의 키와 몸무게, 팔다리 길이 등의 신체적 조건을 독립 변수로 활용 






Appendix I-1. “Ergonomics”에 대한 Aspect 별 Opinion Mining 
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In this study, we extract main components and attributes, which are the main aspects 
of Electric Vehicle by analyzing User Experience based on Aspect-Based Sentiment 
Analysis (ABSA) using machine learning, overcoming the problems accompanying in this 
process such as Data Imbalance and insufficient user reviews by making use of non-label 
data. In addition, we find the contributing factors affecting user’s sentiments by figuring out 
the relationship between user's sentiment to each aspect extracted and detailed specifications 
of Electric Vehicle with regression. 
Based on the ABSA method, and we perform data collection, data preprocessing, 
feature engineering, Aspect Extraction, modeling for sentiment analysis, and evaluating user 
sentiment to each aspect in sequence. For data collection, a total of 5,065 label data, which 
is evaluated with a 5-point scale by users, was collected from representative car forums. At 
the same time, in order to overcome the shortage of data and data imbalance, approximately 
210,000 items of non-label data are collected from Youtube.com, of which 6,488 items were 
selected by filtering with limited to the user experience related only. And then, feature 
engineering is performed with effective embedding methods of distributed representation 
after data pre-processing. The analysis phase is mainly divided into two processes: Aspect 
 
 56
Extraction and Sentiment Analysis. First of all, TextRank and Naïve methods were used as 
an unsupervised method and an extractive approach for Aspect Extraction. Then, in order to 
implement a sentiment classification model based on supervised learning with high 
performance, we built a machine learning model that trains the truncated text composed of 
one or two sentences at the beginning of a review text with a label and make it improved by 
means of semi-supervised learning. With the model trained, we are able to perform aspect-
wise sentiment analysis by conducting sentiment analysis on the sentence that including the 
selected aspect term. Further, we find detailed specifications of vehicle that have an 
influence on user sentiment as contributing factors that affects user’s sentiment. 
As a result, 16 categories of main aspects were extracted, eight key EV Components & 
eight key Human Factor Attributes, of which the users are likely to be positive to 
“Acceleration, Room, Interior, Power, Safety, Ergonomics, Price, Power” and negative to 
“Seat, Battery, Charge, Noise, Winter, Ice”. In sentiment analysis, the CNN model showed 
the highest performance in sentiment classification. Therefore, through semi-supervised 
learning using CNN, label propagation was performed among non-label data, giving the 
pseudo label to only the data with a high classification probability more that 80%, resulting 
in improvement in performance of the CNN model. Lastly, we confirmed the high 
classification accuracy of the deep learning model for predicting the user’s sentiment of the 
sentences. In addition, with regard to aspect-wise sentiment analysis, there was a tendency 
to predict the user’s sentiment similarly between machine learning based and lexicon-based, 
which showed machine learning based model is robust as much as lexicon-based. 
In conclusion, it was shown that more diverse topics and unbiased opinions could be 
extracted through aspect-wise analysis than review-wise. In addition, we verified that the 
imbalance problem could be overcome by over-sampling Finally, a more effective UX 
analysis framework for the products that have not sufficient user reviews was proposed by 
taking advantage of non-label data with semi-supervised learning. 
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