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Abstract
We propose a robust thickness estimation approach for 3D objects based on the Shape Diameter Function (SDF). Our method first
applies a modified strategy to estimate the local diameter with increased accuracy. We then compute a scale-dependent robust
thickness estimate from a point cloud, constructed using this local diameter estimation and a variant of a robust distance function.
The robustness of our method is benchmarked against several operations such as remeshing, geometric noise and artifacts common
in triangle soups. The experimental results show a more stable local thickness estimation than the original SDF, and consistent
segmentation results on defect-laden inputs.
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1. Introduction
Estimating the local thickness of complex 3D objects is
a multi-faceted problem with a variety of applications. In
computer graphics, algorithms such as mesh partitioning or
curve skeleton extraction can successfully rely on a local thick-
ness estimate such as the so-called Shape Diameter Function
(SDF) [1]. In these applications, the robustness of the local
thickness estimate is still a challenge. In this paper the notion
of robustness relates to the resilience of the thickness estimate
to both editing and processing operations applied to the shape,
as well as to defect-laden inputs.
1.1. Robustness against operations
A shape can be altered to meet the limited computational ca-
pabilities of heterogeneous computer hardware, by, e.g., match-
ing a target level of detail. Assuming an input shape provided
as a surface mesh, this goal commonly involves processing op-
erations such as mesh simplification [2]. In this context, any
thickness estimate should ideally be consistent for all levels of
detail. A shape can also be animated, involving complex dis-
tortions. We expect that articulated animations have only minor
effects on the thickness overall, as changes only occur at the
joints which are in general a small subset of a shape. In this
context, a local thickness estimate should ideally be consistent
across all poses of an animation.
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35576 Cesson-Sévigné, FRANCE - Phone: +33299273052
Email addresses: Xavier.Rolland-Neviere@technicolor.com
(Xavier Rolland-Nevière), Gwenael.Doerr@technicolor.com (Gwenael
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1.2. Robustness against artifacts
When digitizing, the original physical shape is only known
through sampling and approximation. A triangle mesh is an in-
stance of such piecewise-linear approximation of a surface. In
addition to the inherent uncertainty of any measurement device
and imperfections of the acquisition process, some imperfect
algorithms along the geometry processing pipeline may pro-
duce a range of artifacts such as gaps, holes, non-manifold parts
and triangle soups. While a thread of research has focused
on repairing defect-laden data or removing artifacts, there is
currently no definitive solution to such defects [3]. Moreover,
some applications gather data from heterogeneous inputs and
thus require converting between shape representations. These
conversions also lead to artifacts such as handles or discon-
nected components. Ideally, a thickness estimation would pro-
vide results that are both robust and consistent for all these
cases.
2. Related Work
One definition of the local thickness of a 3D shape is based
on its medial axis transform (MAT). The MAT was initially in-
troduced to represent 2D shapes through the loci of maximally
inscribed circles [4]. In 3D the medial axisM is defined as the
loci of centers of maximally inscribed spheres. The MAT of a
3D object is defined from the medial axis and the set of sphere
radii, which defines a scalar field onto M. On the boundary
of a smooth 3D object each point has a unique corresponding
point on the medial axis, which is the center of the maximally
inscribed sphere tangent to the boundary point. Through this
correspondence one can map the radii of the spheres centered
at the medial axis onto the surface, thus defining the local thick-
ness for each boundary point [5] (Figure 1). Extracting the me-
dial axis of a surface is complex [6] however, as it is very sen-
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sitive to small variations of the surface. This issue is critical
when dealing with defect-laden inputs as small irregularities on
a smooth surface may create large spikes on the medial axis. To
alleviate this issue some robust variants taking advantage of the
notion of scale have been proposed [7].
An approach to compute an intuitive and pose-invariant local
thickness from surface meshes was explored with the Shape Di-
ameter Function (SDF), based on statistics upon local diameter
estimates. Given a query boundary point q, a single local di-
ameter estimate is defined as the length of the segment joining
q and the first intersection between the input input mesh and a
ray shot from q and aligned to a vector located inside an inward
cone. The diameter does not rely on computing the medial axis
in order to alleviate the aforementioned issue. It is experimen-
tally shown that the SDF is stable with respect to articulated de-
formations and provides an effective means to consistently par-
tition surface meshes over multiple poses. Its robustness with
respect to noise and defect-laden inputs can however be im-
proved. The original SDF has also been improved in terms of
computational complexity by performing down-sampling fol-
lowed by efficient interpolation [8]. This procedure improves
the computational time of the original SDF, at the cost of a
lower robustness for segmentation.

Figure 1: Thickness on an ellipse. The medial axis is depicted in black. The
thickness (purple line) is defined as the radius of the maximal inscribed ball (red
dotted line) associated to a boundary point q. The diameter is depicted in green.
Notice that taking half the diameter value is different from the computing the
thickness, as it yields a larger value.
Contributions
Extending the SDF approach, we propose a robust method to
estimate the local thickness of a 3D object bounded by a sur-
face mesh. Inspired by ideas introduced for robust medial axis
extraction, we devise a scale-dependent estimation method. As
contributions we (i) improve the accuracy of the original SDF,
and (ii) provide several experimental evidences that illustrate
the robustness of the proposed approach. These results also
show benefits for robust shape segmentation. In the follow-
ing the term “thickness” relates to our robust scale-dependent
diameter-based thickness, while “mathematical thickness” re-
lates to the radius of the maximal inscribed sphere (MAT).
3. Algorithm
The input to our algorithm is a surface triangle mesh - de-
noted by S - bounding the input 3D object. S may contain
defects such as noise or holes. The algorithm for computing the
thickness of S comprises two main steps. First, we compute a
cloud D of half-diameter points di (Section 3.1). This step ex-
tends a curve skeleton extraction technique [1] originally pre-
sented as a direct extension of the SDF computation. Second,
we define a robust scale-dependent thickness function tk (de-
fined for arbitrary query points on S) using a noise- and outlier-
robust distance function between each query point qi, and the
half-diameter point cloud (Section 3.2).
Algorithm 1 provides a general overview of our method.
1: procedure Thickness(Input mesh S; sampling size n;
boundary point queries Q; scale parameter k)
2: Random sampling of S with n points
3: for all Sample points pi do
4: Probe mesh volume at sample pi
5: Compute a local estimation of the diameter
6: Create a half-diameter point di and add it toD.
7: end for
8: for all Query points qi in Q do
9: Search appropriate k nearest neighbors di inD.
10: Compute robust distance function
11: return scale-dependent thickness tk
12: end for
13: end procedure
Algorithm 1: Overview of our thickness estimation algorithm.
3.1. Half-Diameter Points
The procedure for generating half-diameter points is sum-
marized by Algorithm 2. The main input to the algorithm is a
surface triangle mesh S, which is first uniformly point sampled
in order to generate a set of boundary points P. Section 4.1.1
provides implementation details on this sampling step.
Given a boundary sample point pi, the original SDF is com-
puted by: (i) casting random rays inside an inward-oriented
cone along the normal and computing their intersection with the
input surface S, which defines a series of segments; (ii) mea-
suring statistics δ based on a weighted average and the variance
of the lengths of these segments; and (iii) smoothing the final
thickness function over a small neighborhood and normalizing
the output in log-space [1].
While this algorithm yields a sufficiently discriminative di-
ameter estimate for mesh segmentation, we introduce several
methodological differences to improve its accuracy and robust-
ness, starting from the random re-sampling of S.
3.1.1. SDF Ray-casting Strategy
Although effective when dealing with normal distributions
of lengths, the outlier-robust statistics δ computed in the SDF
often yields counter-intuitive estimations of the diameter. Con-
sider the following dummy example: with two (infinite) paral-
lel planes, the diameter can be estimated exactly and is equal to
(twice) the mathematical thickness. Most importantly, this con-
figuration does not involve scale-dependent quantities. There-
fore, any thickness computation algorithm should provide an
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estimate as close as possible to half the diameter value. How-
ever, averaging multiple lengths inside a cone systematically
overestimates the diameter. When dealing with mechanical
parts and piecewise flat surfaces, this situation is quite com-
mon and δ always over-estimates th expected value. A more
accurate value for δ would then be (half) the minimum length
of the rays cast inside the cone.
In the case of a tubular section with a circular cut, the math-
ematical thickness also coincides with half the length of a ray
cast along the normal. This value is however not given by the
minimum lengths of all possible random rays cast inside the
cone. At the bifurcation of a Y-shape, the larger the opening of
the cone, the more noise is added to the diameter estimation δ
when taking an average ray length. In this case, notice that the
outlier-robust strategy of the SDF, which is based on the me-
dian ray length, is inappropriate: the closest value to the mesh
diameter (and the mathematical thickness) is given by a single
minimal estimate among many noisy larger ones.
In all these examples, the larger the half-opening φ of the
cone, the more δ differs from the mathematical thickness or
from the mesh diameter. Nevertheless, a large opening angle
is necessary to capture more information on the shape and to
detect a masking feature such as protuberances or dents de-
picted by Figure 2(c). All possible configurations are not ad-
dressed when designing statistics to compute δ from the R ray
lengths. However, in cases where the notion of scale is not
needed, and when the mathematical thickness and the mesh di-
ameter are identical, the accuracy and relevance of δ can be
measured by its closeness to, e.g., the mathematical thickness
chosen as “ground-truth”.
3.1.2. Adaptive Ray Casting
To alleviate the dilemma between a large and a small open-
ing angle of the cone to probe the local volume, we adopt an
adaptive method when casting the rays inside the cone. Such
a method provides a more conservative estimation of the diam-
eter than the SDF. The aperture angle is initially set to a large
value φ, and R rays are cast inside this cone. Let lmin be the
minimum ray length. This ray casting procedure is iteratively
repeated while decreasing the opening angle by a step η, yield-
ing each time a new length lmin. At each step the stability of
lmin is estimated by computing its absolute growth rate r (see
Algorithm 2). If r is valued above a threshold τ, the process
ends and δ is set to the previous lmin. Otherwise, δ is set to a
final lmin after I iterations. In practice, we set φ = 25
◦, R = 5,
η = 2◦, τ = 0.8 and I = 10. Thus, the procedure either ends
with a variation of lmin larger than 80%, or when the aperture of
the cone reaches φ − Iη = 5◦.
The results of this procedure are illustrated by Figure 2. In
Figure 2(a), δ is eventually set to half the length given by the
ray cast along the normal. In Figure 2(b), the tubular section has
a circular cut and our procedure ensures that the half-opening
of the cone is very small when estimating the final lmin, thus
improving the accuracy of the estimate: with the previously de-
scribed parameter settings, r < τ holds true until φ reaches its
minimum value of 5◦. Figure 2(c) shows that the adaptive clos-
ing algorithm stops when a large variation in the minimum ray
length is detected. In this particular configuration, our proce-
dure ensures that δ does not get too large.
(a) Parallel planes (b) Torus (c) Dent
Figure 2: Adaptive cone opening. Illustrations of 3 specific configurations.
Rays cast inside the adaptive cones are shown with different colors. Blue rays
correspond to the first iterations (larger cones), green rays to the last iterations
(smaller cones). The (double) diameter estimation δ is depicted as a red seg-
ment along the normal. 2(a) and 2(b): the adaptive closing reaches a very small
opening angle, which improves the estimation of the diameter, as the average
length of the deep blue rays would not provide such an accurate estimate. 2(c):
the algorithm stops after the first iteration, as a large variation in the minimum
ray length is detected.
3.1.3. Half-Diameter Points Construction
We create the half-diameter cloud, a point set approximating
the middle of the shape using the diameter information δ (Fig-
ure 3). This step is similar to the one proposed for extracting
a curve skeleton [1]: the sample points are projected into the
shape using their normal direction at half δ, thus creating the
point set denoted byD.
(a) Table mesh (b) Adaptive cone (c) SDF
Figure 3: Half-diameter cloud. 3(a): half-diameter points for a mesh of a
table. 3(b): close-up on the points (purple), representing projections of sam-
ples at half their estimated δ value along the normal, using the adaptive-
opening cone algorithm. This configuration corresponds to the parallel planes
case. 3(c): same close-up, but points are the centers of facets projected at half
their SDF value. In this case, two distinct parallel planes of points are created,
due to the systematic overestimation of the actual diameter.
3.2. Robust Thickness Estimation tk
Another difference between the proposed thickness approx-
imation and the SDF is that none of its post-processing oper-
ations (the bilateral smoothing and the normalization) are per-
formed on δ. These operations were initially designed to coun-
terbalance the variations due to the pose. Instead, our approach
uses a variant of a robust distance function [9] to compute a
scale-dependent thickness tk from the point cloud D. Such an
approach addresses both the issue of robustness and the con-
straint of having a single and intuitive parameter.
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1: procedure Half-diameter points(Input mesh S; boundary
point queries Q; sampling size n; cone aperture φ; rays R;
iterations I; step η; variation threshold τ)
2: for all facets in S do
3: Generate (uniformly) a sampling set P
4: for all pi ∈ P do
5: r ← 0, j← 0
6: Cast R random rays from pi inside cone
(pi,npi , φ) ⊲ Cone defined by apex pi, direction as normal
at pi, aperture denoted by φ.
7: lB
min
←Compute minimum ray lengths
8: while j < I do
9: j← j + 1, φ← φ − η
10: Cast R rays from pi inside cone (pi,npi , φ)
11: lmin ←Compute minimum ray lengths





















22: return Set of half-diameter pointsD (|D| = n)
23: end procedure
Algorithm 2: Half-diameter points computation.
3.2.1. Defining the thickness tk
Let D be the set of half-diameter points, computed from the
input surface mesh S, and n = |D| (which equals the sampling
size). Q denotes the set of query points where the thickness
is estimated. Given k ∈ J1; nK, the thickness tk(q) (q ∈ Q) is
defined on the input surface as follows:








where di denotes the i
th closest point to q in D that verifies the
condition:
S ∩ [qdi] = {q} (2)
Equation (2) ensures that half-diameter points and boundary
query points are mutually visible. This is required to avoid the
issue depicted by Figure 4.
3.2.2. Computing tk
We compute tk(q) by iteratively retrieving the next closest
point di (di ∈ D) to q. If Equation (2) holds true for di, we
increment i and add ‖qdi‖
2 to tk(q). This procedures either ends
when i reaches k or when all points inD have been queried. In
Equation (1), 1
k
is replaced by 1
v(q)
, where v(q) is the number of
points inD which are visible from q.
The main issue to compute tk is related to the computational
efficiency: if k > v(q), computing the thickness involves useless
Figure 4: Visibility issue between a boundary point and the half-diameter
point cloud. This dummy shape (blue) is formed by two parallel tubes joined
by a circular connection. Notice that, at query point q, directly using the nearest
points in the point cloud (black) implies measuring the purple solid line, which
yields an irrelevant thickness estimation. Instead, the furthest visible points
(green dotted line) should be used to estimate tk .
queries to all points in D. Although there is no way to exactly
estimate v(q) without testing all half-diameter points, we intro-
duce two tests to speed up the computation: a preliminary check
and an upper-bound to the neighbor search.
Before performing any other computation, we check:
qdi · nq ≥ 0
where nq denotes the normal at q oriented inward. This con-
dition is always verified by points visible from q. Since this
test is substantially faster than a ray-shape intersection query, it
generally improves the efficiency of the process.
We also add an upper-bound dmax to the acceptable distance
‖qdi‖, thus limiting the neighbor search to a sphere of radius
dmax centered at q. When reaching a point di which does
not verify Equation (2), the computation of tk terminates if
‖qdi‖ ≥ dmax. Since the upper-bound is only applied when the
search returns unusable points, half-diameter points outside the
radius dmax may still be used in tk(q). This heuristic is automat-
ically dropped when the first point inD visible from q is farther
than dmax, so that tk remains well-defined.
Empirically, dmax is set to
1
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of the largest diagonal of the bound-
ing box. In practice, this heuristic roughly speeds up the com-
putation by one order of magnitude. Algorithm 3 details the
work flow of this algorithm, whose output tk is scale-dependent.
3.2.3. Properties of tk
For a given size of the sampling set n, the parameter k pro-
vides the user a means to trade robustness for discriminative
capability of the thickness estimate. Large values of k increase
the robustness through a lower sensitivity to outliers, but they
also mean a low influence of small scale features since they are
considered outliers compared to large scale features. In a nut-




Figure 5 illustrates this behavior for the Hippo model and a
fixed value of n. With a low k value, the importance of small
scale features is enhanced for the toes and ears. This is indi-
cated by the deep blue parts on the mesh (deep blue patches
correspond to small values of tk). With larger values of k, small
scale features become less significant, and larger parts, such as
the torso, become more important: deep blue parts on the mesh
4
1: procedure DiameterToThickness(Input mesh S; half-
diameter points D; boundary point query q, scale param-
eter k, upper-bound dmax)
2: tk ← 0, j← 0
3: while j < k ANDD , ∅ do
4: Pop next nearest neighbor di ∈ D from q
5: if nq · qdi ≥ 0 then ⊲ nq is the normal at q.
6: if S ∩ [qdi] = {q} then
7: j← j + 1; update tk







Algorithm 3: k-nn based thickness computation.
are no longer visible, as they have been replaced by a global red
patch (larger thickness values). Notice that, in some mesh parts,
tk does not change when increasing k because of the visibility
condition.
Since the thickness should be pose-invariant, very large val-
ues of k may also induce issues: the probability that half-
diameter points are not visible after a pose operation increases
with their distance. In addition, the computation times directly
depends on the parameters k and n.
Table 1 summarizes the main differences between our algo-
rithm and the original SDF algorithm.
Parameter SDF tk
Sampling Facet centers Random sampling
Cone Large Adaptive-opening
Diameter Outlier-robust average Minimum length
Postprocessing
Bilateral smoothing Robust distance
Normalization function
Table 1: Main stages of the thickness computation compared to the SDF.
4. Implementation Detail
This section provides details on our technical choices for im-
plementing the thickness estimation tk. Our algorithm is imple-
mented in C++ with components from the CGAL library [10].
The ray casting and intersection queries use an AABB tree data
structure. The robust distance function uses an incremental
neighbor search based on a kD-tree. Both processes are multi-
threaded through OpenMP. On most 3D objects of our database
(with a few thousands vertices), the algorithm takes around
30 seconds on a PC with two quad-core processors clocked at
2.93 GHz and 12 GB RAM.
4.1. Algorithmic Choices
4.1.1. Surface Sampling
We observed that when dealing with anisotropic meshes or
low-complexity meshes, using only the facet centers to estimate
the diameter produces biased or incorrect results with high de-
pendency to the input discretization. The first step of our thick-
ness estimation algorithm is thus a dense re-sampling of the
input surface mesh S to generate a set of n points samples de-
noted by P. A mesh-independent solution consists in generat-
ing boundary points by casting random rays inside the bound-
ing box of the object and computing intersection points with
its surface. However, for shapes with very fine levels of detail
this method requires a very dense sampling to avoid overlook-
ing parts of the object. Our default random sampling method is
thus based on uniform sampling of each triangular facet, with
a a number of samples proportional to the contribution of the
facet to the total area of the input surface mesh. In Section 5.2.1,
we detail how we set the value for n for benchmarking, as the
scale of the thickness estimation is controlled by the ratio k
n
.
Fixing n thus leads to a unique parameter for scale selection.
In addition, when the set of point queries Q is known before
thickness estimation, we add Q to P.
Note that such a choice departs from the recent down-
sampling approach [8] for computing SDF values. Our goal is
to improve both the robustness and accuracy of the thickness es-
timation, while the down-sampling strategy aims at decreasing
the computation time of the SDF. Still, our initial re-sampling
strategy could also be used to reduce the number of points at
which the diameter will be estimated, e.g. by setting n to a
lower value than the number of facets.
4.1.2. Cone sampling
In the original SDF approach, the diameter estimation δ is ob-
tained through an outlier-robust weighted average of the lengths
of rays cast inside a cone. The weights are designed to compen-
sate for the bias in the casting of random rays: uniformly gen-
erating angles in [0, φ], where φ denotes the half opening angle
of the cone, yields a non-uniform ray sampling of the cone.
In our implementation the random rays are uniformly gener-
ated inside the cone. Let p denote a point on the surface, np
the normal vector at p (unitary, pointing inward), (xp, yp) two
orthogonal unit vectors spanning the tangent plane to the sur-
face at p and r the direction vector for the random ray. The
cone is defined by its apex p, its direction np and its aperture
φ. Let rnd[a, b] denote a uniform random number generated
within [a, b]. r is then defined as follows:
r = np + λ(cos(θ)xp + sin(θ)yp) (3)
λ =
√
rnd[0, tan2 φ] θ = rnd[0, 2π[
In addition, we always cast a ray in the direction of np.
Notice that by requiring that (i) the query points inQ at which
tk is to be estimated are used in the sampling procedure, (ii)
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(a) k = 5 (b) k = 102 (c) k = 103 (d) k = 5 × 103 (e) k = 104
Figure 5: Influence of k
n
on tk . Variations in the local thickness tk for different values of k in the Hippo mesh for a fixed n = 10
5 value. The color map is the
same for all meshes. For k = 5, 5(a), small thickness values are relatively important with respect to others. These are located on the legs, the toes, and the ears.
Conversely, for k = 5× 103, 5(d), larger thickness values are more important, as small values have almost disappeared: the thickness estimated in the mid- and large
scale features (e.g. legs, torso) has increased, indicated by the change from blue to green and red. Nevertheless, the visibility condition between half-diameter points
and query points creates an upper-bound for tk, especially noticeable at the ears. In these parts, tk quickly becomes constant, and the model remains deep blue.
the ray casting procedure always include the normal, (iii) δ is
set to half the minimum ray length, and (iv) the projection of
the samples is along the normal, we ensure that there is always
at least one point di for which Equation (2) is matched. The
thickness tk(q) is thus defined for all points in Q. Moreover, if
S is a watertight surface mesh, all points in D are inside the
mesh.
4.2. Complexity
The complexity of the algorithms mainly depends on the
number of ray casting queries, which itself depends on the num-
ber of facets |S|. For the SDF, the complexity is O(R|S|), R rays
being cast at each facet center. For our method a worst case
scenario has a complexity of O(n(RI + |Q|)), where n denotes
the number of sampling points on the surface, and I is the max-
imum number of iterations of the adaptive ray casting proce-
dure. This corresponds to a configuration where: (i) the adap-
tive ray casting always reaches the smallest opening angles; (ii)
for each query point in Q, all the medial points in M have to
be checked against Equation (2). Conversely, the best case sce-
nario involves O(2nR+|Q|k) ray casting queries: (i) the adaptive
ray casting always ends after 1 iteration; (ii) Equation (2) holds
true for all query points in Q and their k nearest medial points.
In our experiments we observe that our implementation of the
original SDF approach runs between 2 and 5 times faster than
tk on most meshes. These results however greatly depend on
the input mesh and the number of visibility checks performed
(Section 3.2.2), and is a direct function of the parameter settings
described below.
5. Experiments
In the following, we denote by δSDF the thickness computed
using the original SDF method, with the following modifica-
tions: (i) we use the unbiased ray casting strategy described in
Section 4.1.2, and therefore do not use any weight-based com-
pensation mechanism; (ii) we do not perform the log-based nor-
malization, as we benchmark the accuracy of the estimate and
require the actual thickness measurements.
5.1. Setup
5.1.1. Database
The performance of δSDF and tk are benchmarked on a
database of 392 meshes. Most of them are watertight [11],
and the number of facets ranges from a few hundreds to around
100k. These meshes contain both articulated and non articu-
lated shapes, as well as mechanical parts, as partially shown by
Figure 6.
Figure 6: Subset of meshes in our database. Estimated thickness values are
depicted with a color ramp ranging from blue to red. Note that the colormap
has not been normalized between meshes.
When benchmarking against specific distortions such as, e.g.,
addition of noise, a smaller subset of the database is used, de-
scribed in Table 2. This subset contains 4 articulated meshes
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and 1 mechanical mesh, with large variance in the number of
facets and feature sizes.
Mesh # Facets # Vertices Properties
Elephant 5.5 × 103 2.8 × 102 Thin features
“U” 168 86 Mechanical part
Fish 15 × 103 7.5 × 102 Smooth surface
Giraffe 27 × 103 9.2 × 102 Anisotropic
Armadillo 30 × 103 15 × 103 Many small bumps
Table 2: Meshes used for benchmarking against distortions.
5.1.2. Performance Metrics
We benchmark the (i) instability, (ii) accuracy, and (iii) ro-
bustness of the estimation algorithms against distortions such
as noise addition, simplification, etc. The performances are al-
ways benchmarked both locally for a facet and globally for the
entire mesh.
Instability. The instability measures the intrinsic uncertainty of
a thickness estimate, as both δSDF and tk are based on a stochas-
tic approach. In the following, µq( f ) denotes the average thick-
ness estimated at the center of facet f over q runs of each algo-
rithm. For instance, denoting by δi
SDF
( f ) the estimated δSDF at






( f ). In addition, σq( f ) denotes the
standard deviation of the estimation.
1. The (intrinsic) local instability Iq( f ) is measured by the
coefficient of variation of an estimate at a facet center, as
follows:




2. The (intrinsic) global instability Iq is defined as the aver-






Iq( f ). (5)
Note that the instability is defined using several runs of an
algorithm on the same mesh. We set q = 4 in all experiments.
Accuracy. In general, the accuracy of a method is defined with
regard to a so-called “ground-truth”. Given a ground-truth de-
fined per facet, the following metrics are defined:
1. The local accuracy is measured for a given mesh facet by
computing the relative error between the averaged output
of an algorithm and the ground-truth at the facet center.
Denote by g( f ) the ground-truth at the center of facet f .
We define the local accuracy aq( f ) as:
aq( f ) =
|µq( f ) − g( f )|
g( f )
. (6)
2. The global accuracy on a mesh is then given by averaging






aq( f ). (7)
For the thickness computation, defining a ground-truth is a
complex task. In the following, the mathematical thickness,
which is defined at point p as the radius of the maximal ball
associated with p (see Section 2), is selected. This choice re-
quires computing the medial axis analytically, which is feasible
for canonical shapes such as spheres, torii and infinite cylin-
ders. However, for more complex shapes or noisy inputs, the
notion of scale comes into play, and the mathematical thickness
becomes an inappropriate ground-truth. Therefore, computing
the accuracy with regard to the mathematical thickness would
be irrelevant in most cases.
Robustness. The robustness of a method against distortions
which preserve the connectivity is evaluated through the aver-
age relative error. Denote by f a facet of mesh S and f ′ its
image in a distorted mesh S′. f ′ is well-defined, since the dis-
tortion induces a one-to-one mapping between S and S′.




( f ) =
|µq( f ′) − µq( f )|
µq( f )
. (8)












( f ). (9)
Notice that the larger Rq, the lower the robustness. In other
words, Rq can be seen as a measurement of the inconsistency of
an algorithm for a given distortion.
For modifications that do not preserve the mesh connectivity,
i.e., when the mapping between f and f ′ is lost through local
mesh operators, depicting the thickness using identical color
maps enables a visual comparison. A quantitative comparison
is made using Equation (8), where f ′ is chosen as the nearest







another evaluation metric consists in comparing the normalized
histograms of the thickness over S and S′.
5.2. Comparison with the Shape Diameter Function
For comparison we define two comparable baseline parame-
ter settings for δSDF and tk. We then benchmark (i) the accuracy,
(ii) the instability, and (iii) the robustness to pose for both al-
gorithms. These last two criteria are already mentioned in the
original SDF algorithm.
5.2.1. Parameters
Using a robust distance function instead of the bilateral
smoothing of the SDF presents the immediate advantage of re-
ducing the number of parameters for this part of the algorithm.
However, setting the parameter k for computing tk(p) and set-
ting the parameters of the bilateral filter are unrelated. Directly
comparing the benefits and drawbacks of increasing k or the
number of smoothing iterations is therefore not meaningful.
To compute δSDF, we start with a single diameter estimation
for every facet center, and then apply i iterations of bilateral
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smoothing with a window of size w. In a regular 4-1 subdivision
mesh, the size of the surface patch involved in this computation
is m = 6iw(iw+1), with m the number of facets. In practice, we
choose m = 72 by setting i = 3 and w = 1, i.e. 3 iterations of
a bilateral smoothing based on a 1-ring spatial neighborhood.
Since the trade-off between robustness and accuracy for the es-
timation of local quantities depends on m, the same value is
used for tk when comparing results between algorithms.
Sampling size. Regarding tk, we first set a normalized target
sampling size ñ = 105 in all experiments. For a given mesh
S, let A be the area of the surface, b the length of the space
diagonal of the bounding box and |S| the number of facets in S.
To ensures that the sampling size is scale-invariant, the actual





k-nn settings. Medial points being projections of uniformly
sampled points, the area a of the surface boundary that is re-
quired to create k medial points is defined as follows, where d






Equation (11) can then be rewritten using m, the average












As we use m = 72 and ñ = 105 for our experiments, Equa-
tion (10) and (12) show that k can be automatically set, its value
ensuring a meaningful comparison between δSDF and tk. In the
following, we simply denote tk as t.
Output. Finally, we set Q, the query points at which t is esti-
mated, as all the facet centers. Therefore, for both δSDF and t,
all parameters are automatically set, and a single value is even-
tually assigned to each facet.
Table 3 summarizes the baseline parameter settings.
Parameter δSDF t
Sampling - ñ = 105 (Eq. (10))





φ = 25◦, η = 2◦
τ = 0.8, I = 10
Postprocessing
Bilateral filter Robust distance
window w = 1
m = 72 (Eq. (12))
iteration i = 3
Output Single estimate per facet
Table 3: Baseline parameter setting to establish meaningful comparisons be-
tween the results of δSDF and t.
5.2.2. Accuracy
Sphere and Torus. We compare the accuracy of t and δSDF for
a sphere of radius 1.0 (1,740 facets), and a torus of minor ra-
dius 0.5 and major radius 2.0 (3,200 facets). Figure 7 depicts a
normalized distribution of the per-facet values. Averaging mul-
tiple ray lengths in the case of a sphere yields a substantial un-
derestimation of the actual radius: δSDF is around 0.65 all over
the sphere instead of the expected unitary value. Among all
rays cast inside a cone along the normal direction, only one
yields the correct value (the actual radius), while the others
yield smaller values. The global instability I4 (i.e., over 4 it-
erations of the algorithm) of δSDF is around 2.5%, while it is
about 1.6% for t.
For the torus, averaging ray lengths as in δSDF provides a
better estimation of the half-section than for the radius of the
sphere (theoretical value at 0.5), but leads to a slightly scattered
distribution of δSDF around 0.48. The global instability I
4 is in
this case around 3.0% against 0.03% for t. Finally, note that the
inaccuracy of the estimation process is also due to the sampling,
since both meshes are only approximations of the unit sphere
and torus.

















































(b) Torus (major radius 2.0, minor radius 0.5)
Figure 7: Accuracy for a sphere and a torus. Distribution of δSDF and t using
a mesh of the unit sphere 7(a) and a torus 7(b)). δSDF underestimates the radius
of the sphere and exhibits a scattered distribution in the case of the torus.
Ellipsoids. Both algorithms are evaluated on 81 ellipsoids (20k
facets each), parameterized by their eccentricity. Their cen-
ters are at the origin, with two semi-axis (λ, µ) ranging from
2 × 10−1 to 1 (step: 10−1) and the third semi-axis constantly set
to c = 1. For each ellipsoid, the thickness t and δSDF are exper-
8
imentally estimated as well as their local accuracy with regard
to the mathematical thickness computed in closed form.
Figure 8 depicts in gray-scale the global error between each
thickness estimation algorithm and the mathematical thickness.
All values are normalized in order to depict the results with the
same scale. On average, t is closer to the mathematical thick-
ness, which is visually verified as the diagram 8(a) is darker
than the diagram 8(b). However, when only looking at the di-
agonal from (λ, µ) = (1; 1) to (λ, µ) = (0.2; 0.2), δSDF presents
better results. These cases correspond to cigar-like ellipsoids,
with one axis set to 1.0, and a circular cut (λ = µ). In the upper-
right part of the diagram, when the ellipsoids are very close to
the unit sphere, t is more accurate than δSDF, which is consistent
with the results shown by Figure 7. Finally, when transforming
the unit sphere to a plate-like ellipsoid (λ or µ set to 1, i.e. only
considering the first row or the first column of the diagrams),
the accuracy of both algorithms drops abruptly, albeit less for t.

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Figure 8: Accuracy benchmark on ellipsoids. Global accuracy (average rela-
tive error) between the estimated thickness, i.e. δSDF and t, and the mathemat-
ical thickness for various ellipsoids with semi-axis (λ, µ, 1.0). The upper-right
part of the diagram corresponds to sphere-like ellipsoids. On the lower-left,
the ellipsoids have a cigar-like shape. On the upper-left and lower-right, the
ellipsoids are plate-like shaped. Since both λ and µ have the same range, both
diagrams are symmetrical.
5.2.3. Stability
We measure the global instability I4 of both thickness esti-
mation methods on the entire mesh database. For δSDF, the in-
stability is on average 3.4%. It is around 0.58% for t. Although
these results confirm the stability of our thickness estimate, our
computation time is about 3 times slower (around 30 seconds
for every mesh instead of 10 seconds for δSDF). Figure 9 sum-
marizes the results of the instability benchmark.
Figure 9(a) shows the global instability for every mesh in our
database (392 points). For δSDF, the values are more scattered
around the average 3.4% than for t, which only exhibits 3 out-
liers (above 2% global instability). These outliers correspond
to mechanical parts: the point close to the diagonal represents
the “U” shape, while the points in the upper-part of the diagram
stand for bowls or plates. All the articulated meshes are located
around the point (0.5; 3).
Figure 9(b) shows the local instability of both methods for
the Armadillo mesh. The average instability is around 0.5%
for t and 2.8% for δSDF. Both methods exhibit local outliers,
but their range are slightly different. For t, some facets have
an instability below 0.1%, and a single facet has an instability
above 10%. For δSDF, all values are above 0.1%, and many
above 10%. In other words, the local instability of t: (i) has a
lower upper-bound than δSDF, with very few unstable estimates;
(ii) is lower than the local instability of δSDF for most facets (the
point cloud is mostly above the diagonal); (iii) has a few highly
stable estimates.
5.2.4. Robustness to Pose
A series of poses of the Elephant mesh are used to benchmark
the robustness of δSDF and t. This mesh has 85k facets and
contains some self-intersections at the ears. Figure 10 shows
the local thickness estimates on the reference mesh and two
differently posed versions. This first experiment assesses the
visual consistency of both algorithms over different poses.
(a) t (reference) (b) t (pose 1) (c) t (pose 2)
(d) δSDF (reference) (e) δSDF (pose 1) (f) δSDF (pose 2)
Figure 10: Estimated thickness for 3 poses of an elephant. The same range
of colors is used for all poses. Both δSDF and t yield visually consistent re-
sults. Note that the estimated thickness values greatly differ between the two
algorithms.
A quantitative analysis of the robustness is depicted on Fig-
ure 11. Figure 11(a) first illustrates the global robustness of
δSDF and t using the global error R
4 and all the various poses
of the Elephant mesh. Note that the reference values in Equa-
tion (9) correspond to the ones computed on the reference pose
(depicted on Figure 10(a) and Figure 10(d)). The error is upper-
bounded by 16% for δSDF and by 11% for t. For almost all
poses, t is more consistent than δSDF (points above y = x). Fig-
ure 10(b) and Figure 10(e) show the local thickness for the sin-
gle pose where δSDF is more consistent than t.
Figure 11(b) illustrates the local robustness of both meth-
ods for one pose of the mesh. This pose corresponds to the
point with coordinates (10.73; 12.54) on the global error dia-
gram (Figure 11(a)), i.e. one of the worst result for both meth-
ods. The actual estimated thickness can be seen on Figure 10(c)
and Figure 10(f).
The local error for δSDF and t exhibits a large number of
outlier values, i.e. facets for which the estimated thickness is
highly modified, or conversely almost exactly identical between
poses. The few facets with a large error (above 103%) could
correspond to the joints of the model, at which the local thick-
ness greatly varies between poses. However, these facets are not
the same for δSDF and for t. Moreover, none of them are located
at the joints, but only on the ears of the elephant. Furthermore,
9










































(b) Local instability (%) for the Armadillo mesh.
Figure 9: Global instability and local instability of δSDF vs. t. Points above the diagonal line y = x represent facet centers for which δSDF is more unstable than
t. 9(a): for a small number of meshes, the global instability of δSDF gets very large (around 7%), while it always stays below 3% for t. 9(b) the logarithmic scale
denotes a large scattering, with the local instability ranging from 10−2% to 102%.
the largest local instability values (computed with Equation (6))
are located in the same regions. This indicates a correlation be-
tween large local errors, large instability of the estimates, and
the self-intersections of the mesh (which are located near the
ears).
5.3. Benchmarking vs. Distortions
This section presents the results on the robustness of t w.r.t.
a variety of synthetic distortions. Without a direct comparison
with δSDF, the parameter settings established in Section 5.2.1
is no longer needed. In particular, setting k as a function of
the number of facets |S| is ill-suited for benchmarking against
e.g. simplification. Similarly, making parameters dependent on
the surface decreases the robustness against e. g. noise, as the
parameters are altered over different noise magnitudes.
In the following, we simply change k so as to use a constant
k
n
value. In other words, the scale at which the estimations are
performed stays constant.
5.3.1. Affine transformations
The most basic affine transformations in R3 consists in rigid
transforms (rotations, translations), for which all the algorithms
are in theory invariant. For a scaling operation with ratio α, we







to α, using all the 392 meshes in our database. With α ranging
in [10−3; 103], the relative error between the estimation α̃ and
the ground-truth is always below 0.01%.
5.3.2. Uniform Geometric Noise
The local thickness is estimated for the 5 meshes in Table 2
after modifying the vertex coordinates by adding a uniform
noise vector along the normal. Denote by n the local unit nor-





n], with s the noise magnitude, corresponding to a ratio
of the longest diagonal length of the bounding box. Figure 12
summarizes the results of this benchmark.
Figure 12(a) shows the global error vs. noise levels. For
articulated meshes and s ≤ 0.1%, t yields on average consistent
results. Above s = 0.5%, the thickness estimation exhibits low
robustness, as the global error quickly increases. Conversely,
for the mechanical part, t shows a larger initial global error, but
a slower decrease in performance with larger values of s. For
s ≤ 0.1% (around 2%), this is due to the high (intrinsic) global
instability of the algorithm as shown in Section 5.2.3. For all the
articulated meshes, this global instability stays around 0.5%, for
all levels of noise.
Figure 12(b) presents the local error for the Giraffe mesh. It
shows that increasing s yields a global decrease in performance,
as the local error increases for 90% of the facets. In particular,
the large increase in the global error at s = 0.5% comes through
a drop in robustness for all facets, and not for some specific
parts of the mesh. Finally, Figure 12(c) illustrates the location
of the local error at s = 2% on the distorted mesh. Small error
values are located on large features (torso), while small fea-
tures, such as ears, exhibit the largest errors. This is explained
by the fact that the additive noise is generated without taking
into account the feature size: small features are relatively more
10





















































(b) Local error (%) for a single pose of an elephant mesh.
Figure 11: Robustness of t and δSDF w.r.t. pose. 11(a): global error in the thickness estimation on a series of poses of the Elephant mesh. Every point represents a
different pose, with its position w.r.t. the diagonal line indicating whether t or δSDF shows greater consistency. The local (per-facet) error of the pose represented by
the point (10.73; 12.54) is shown on Figure 11(b). Both algorithms present a similar behavior, with an average error around 10%, and large outliers: some values
are above 103%.
distorted than larger features. This phenomenon is magnified by
the size of the space diagonal of the bounding box w.r.t. most
of the mesh features.
5.3.3. Smoothing
The robustness of the thickness estimate is benchmarked
against a common mesh smoothing method [12] for the meshes
in Table 2 (Figure 13). We monitor the global error when in-
creasing the number of smoothing iterations (Figure 13(a)), and
provide a close-up on the distribution of local error for the Ar-
madillo (Figure 13(b)), as well as its location (Figure 13(c)).
For 3 out of 4 articulated models, t shows a large consis-
tency (Elephant, Armadillo and Giraffe curves in Figure 13(a))
over smoothing. For the U mesh, t conversely yields much
lower consistency, with a global error above 10% after a sin-
gle smoothing iteration. Finally, the results for the Fish mesh
are significantly better than all the others, with a global error
below 0.2% even after 20 smoothing iterations.
These results are closely correlated with the distortion intro-
duced by the smoothing iteration and estimated through the
Root Mean Square (from the distorted mesh to the original
mesh) metric (RMS) [13]. For the U mesh, the RMS after 1
smoothing iteration is estimated around 4×10−2, while it is only
in the order of 10−4 for the articulated meshes. This is caused
by the sharp features of the mechanical parts, which are heavily
distorted by the smoothing process. Similarly, the RMS for the
Fish mesh stays very low (4×10−5 after 1 iteration and 4×10−4
after 20 iterations), as the original mesh does not present any
sharp features.
Finally, the close-up on the distributions of the local error
and the actual mesh of the Armadillo (Figure 13(b) and Fig-
ure 13(c)) shows that t is not only robust against smoothing op-
erations at a global level, but also at a local level: the range
of the local error for 90% of the facets stays approximately
within two order of magnitude, i.e. between 0.1% and 10%.
The largest local error values are also correlated with the small
bumps on the mesh and the small extremities, e.g. the fingers,
which are heavily modified by the smoothing process.
5.3.4. Triangle soup
A triangle soup distortion is obtained by (i) disconnecting all
facets of the mesh, (ii) creating holes by shrinking the triangles
using a constant ratio r. Figure 14 reports the consistency re-
sults of t against this type of distortions. Figure 14(a) shows
the global error for the 5 benchmarked meshes. Notice that al-
though the connectivity has changed, an obvious 1 to 1 mapping
exists between facets in the original and in the modified mesh.
Computing the global error R4 with Equation (9) is therefore
still straightforward. The curve corresponding to the U mesh
clearly presents inconsistencies, as the error decreases with the
magnitude of the distortion. For all articulated meshes, t shows
consistency until r = 30%. An example for the Armadillo mesh
and r = 40% is given in Figure 14(b).
These figures show that t relies loosely on the mesh connec-
tivity, since all facets have been disconnected. This provides
robustness in the presence of small holes and cracks.
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5.3.5. Simplification
A practical thickness estimation has to provide consistent re-
sults for different levels of detail of the same mesh (Figure 15).
On Figure 15(a), t is computed on the benchmarked meshes
with levels of simplification ranging from 90% to 0.01% (in-
dicating the percent of remaining edges w.r.t. the original
mesh). For the U (resp. the elephant) mesh, with 252 (resp.
8,337) edges, this simplification process quickly reaches too
large a level of distortion for the model to be recognizable.
The estimation of the global error becomes then meaningless,
and the curves exhibit incoherences (decreased error with in-
creased simplification). Moreover, computing a mapping be-
tween facets in the distorted and the original mesh based on
their distance also create issues with the global error compu-
tation. For the Armadillo, the Fish and the Giraffe, t shows
robustness until a 5% simplification ratio.
Figure 15(b) and 15(c) display the actual thickness computed
on the original Fish mesh and a simplified version (5 × 10−2%
remaining edges), showing the consistency of t at a local level.
Figure 15(d) presents the local error between these two ver-
sions: the errors are mostly located on the small features which
are highly altered by the simplification process.
5.3.6. Remeshing
Finally, the robustness of t is benchmarked against a com-
plete re-meshing process. We first estimate the local thickness
on a watertight triangular mesh of a face with a hat. The mesh
is then re-tessellated with a regular quadrangle mesh [14], then
transformed back into a triangular mesh by splitting facets. t
is then estimated once more, and the local error is depicted on
Figure 16. The global error is about 0.23%, with a maximum





Figure 16: Robustness to remeshing operations. Local error (%) between t
originally estimated on a mesh (face with hat) and a remeshed version. The
local error stays below 2% all over the mesh.
5.4. Segmentation
One of the main potential application of a local thickness
estimation is to enable a robust and efficient mesh partitioning.
This was originally achieved by using a soft clustering of the
SDF values, followed by a graph-cut computation [1]. Note that
the segmentation method itself also improves the robustness of
the processing pipeline, as regrouping facets into patches has
an averaging effect.
The benefits of using t for segmentation purposes are first il-
lustrated by Figure 17. We applied the segmentation process on
an Elephant mesh (89k facets) with 3% noise (Figure 17(a)). As
a result, the segmentation based on δSDF (Figure 17(b)) is highly
modified and creates 44 small segments. The segmentation re-
lying on t (Figure 17(c)) provides a more intuitive partitioning
of the mesh.
Regarding the robustness of mesh segmentation, Figure 18
shows the median relative error in the number of segments for
the t-based and the δSDF-based segmentation when applying dif-
ferent types of distortions to the meshes in our database: (i) an
increasing number of smoothing iterations (Figure 18(a)); (ii)
an increasing number of edge simplifications (Figure 18(b)).
These results show that even after a large number of smooth-
ing iterations, e.g. 50, the number of segments created by the
t-based segmentation algorithm is still very close to the origi-
nal ones, around than 2% variation. In a similar manner, the
segmentation based on t shows a large consistency, even after
heavy simplification on the input meshes.
6. Conclusion
We have introduced a robust thickness estimation method
based on a shape diameter estimation. We modified the orig-
inal SDF algorithm [1] by (i) introducing an adaptive scheme
when sampling the local volume of a mesh; (ii) replacing the
bilateral smoothing by a robust distance function to a cloud
of half-diameter points, thus creating a scale-dependent robust
thickness estimate over the mesh surface.
The rationale for changing the initial methodology was to
increase (i) the accuracy with respect to a ground-truth de-
fined through an exact medial axis extraction (for canonical
shapes such as spheres or ellipsoids); (ii) the intrinsic stability
of the stochastic process; and (iii) the robustness of the esti-
mate against alterations of an original mesh. Our experiments
confirm the accuracy of our thickness estimation, illustrated on
some canonical examples for which an analytical ground-truth
(the mathematical thickness) is both well-defined and meaning-
ful. They also indicate a tangible improvement in the stability
of the estimation process: with comparable parameter settings,
the SDF-based thickness estimation shows on average an insta-
bility one order of magnitude larger than our method. We have
also benchmarked our method against a wide range of modifi-
cations such as pose, noise addition, triangle soup, simplifica-
tion and remeshing. The results show that for some distortions,
our method exhibits an increased robustness with respect to the
original strategy.
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Our method has room for improvement: its application is in
general limited to articulated shapes such as humanoids or ani-
mals. On mechanical parts, we have shown in Figure 3 that our
adaptive strategy could be improved. Some experiments also
indicate that the robustness of our method could be improved
by finding a more appropriate outlier-removal strategy. Finally,
improving the stability and the robustness of the thickness es-
timation makes it suitable to other applications such as robust
segmentation or robust watermarking.
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(a) Global error for increasing noise magnitudes.









































(b) Distribution of the local error for the giraffe mesh and different noise magnitudes. (c) Local error on the giraffe mesh with
2% noise.
Figure 12: Robustness of t w.r.t. uniform geometric noise. 12(a): global error between the thickness estimated on 5 series of reference meshes and their versions
with additive noise is displayed. On all articulated models and for levels of noise s ≤ 0.1% (s is defined w.r.t. the space diagonal of the bounding box), t yields
a constant global error around 0.5%, indicating a large robustness. For s > 0.1%, the global error increases rapidly, and t becomes less consistent. The U mesh
(mechanical part) shows very different results! the error is systematically larger for small levels of noise (around 2%), but the drop in robustness for larger noise
magnitudes is slower. 12(b): distribution of the local error for one of the articulated mesh (Giraffe) and different values of s. Note that the per-facet values are
sorted along the horizontal axis for each curve. All distributions are very similar: (i) for 80% of the facets (part of the curves between x = 10% and x = 90%), the
error stays within the same order of magnitude, e.g. between 1% and 10% for the largest noise magnitude; (ii) 10% of the facets exhibit outlier values (parts of the
curves below x = 5% and above x = 95%), with very low or very large errors. 12(c): local error for s = 2% depicted on the mesh. The upper-part of the local error
distribution (red facets) corresponds to the small features, such as the ears. Using a scale-independent additive noise on this models creates very large distortions, as
the giraffe exhibits a wide range of feature sizes (small for the tail, legs and ears, and large for torso), and the space diagonal of the bounding box is very large.
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(a) Global error against an increasing number of smoothing iterations



































(b) Distribution of the local error for the Armadillo and different number of smoothing iterations i (c) Local error on the Armadillo after 20
smoothing iterations
Figure 13: Robustness of t w.r.t. to smoothing. We apply i iterations of the Taubin filter with parameters (λ, µ) = (0.5,−0.53) on 5 meshes. 13(a): global error in t
for increasing values of i. For the Elephant, Giraffe and Armadillo mesh, the global error has the same evolution, ranging from 0.5% and reaching around 3% after
20 smoothing iterations. The Fish mesh presents a much smaller global error than all the others. Finally, the global error is much larger for the only mechanical part
in the benchmark database. 13(b): distribution of the local error for the Armadillo. The ratio of outliers is extremely low, but the part of the curves below x = 2%
(resp. above x = 98%), reaches significantly larger (resp. lower) values than the average, as highlighted by the logarithmic scale. On Figure 13(c), these values are
displayed in the case i = 20: large errors (pale blue, green and red) in the thickness estimation mainly lie in the extremities, e.g. toes and fingers, which are more


































(a) Global error against triangle soup distortion. (b) Local error for the Armadillo mesh with facets shrink 40%.
Figure 14: Robustness of t w.r.t. to triangle soup distortion. We benchmark t against triangle soup-like distortions for 5 meshes. 14(a): facets are disconnected,
then holes are created by shrinking edges with increasing ratios. Even with 30% shrink, the thickness estimate t only shows a 5% global error with regard to the
original mesh for all articulated models. The curve corresponding to the mechanical part (U mesh) is however inconsistent, though it indicates a larger sensitivity
towards cracks and holes. 14(b): estimated thickness on the original Armadillo (left), and on a triangle soup version (right) with r = 40%. No perceivable change






























(a) Global error depending on simplification level







(d) Local error with 5% remaining edges
Figure 15: Robustness of t w.r.t. to simplification. 15(a): global error for 5 series of meshes with increasing levels of simplification. For 3 models, t shows
consistency until reaching a 5% simplification ratio. For the 2 other meshes, the simplification quickly reaches a point where the estimation of the error becomes
meaningless, as the models are visually unrecognizable. 15(b) and 15(c): local consistency of t for the Fish model. 15(d): quantitative measure of this consistency,
as the local error is upper-bounded by 30%, mostly on the small features, which are heavily modified by the simplification process. On the other parts of the mesh,
the local error remains below 10%.
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(a) Elephant mesh with uniform geometric noise (b) δSDF-based segmentation (c) t-based segmentation
Figure 17: Segmentation using a mesh with uniform geometric noise - Segmentation using soft clustering and k-way graph-cut [1] for a distorted Elephant mesh
(Figure 17(a)) with 89K facets. We applied a random noise with 3% magnitude, as in Section 5.3.2. Figure 17(b) shows the results of the segmentation based on
δSDF (44 distinct partitions), while Figure 17(c) shows the segmentation based on the thickness estimation t (8 distinct partitions). The latter yields more natural
results. Notice that for t, the two tusks of the elephant are in the same segment as the trunk. In the original mesh, these parts are indeed merged together. The k-way
graph cut partitioning is then inefficient to separate these features, as it cannot distinguish them using a topological criterion.
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Figure 18: Variations in the number of segments - Figure 18(a) monitors the average variations in the number of segments (output by the segmentation algorithm)
over multiple large meshes in our database, when applying an increasing number of smoothing iterations. Figure 18(b) shows the average variation for consecutive
simplifications of the input meshes (ratio expressed in % of remaining edges). For this type of distortion, the performance of both methods are very close.
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