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ABSTRACT
Advancements for Three-Dimensional Remote Sensing of the Atmosphere
William George Kulesz Martin
Climate modeling efforts depend on remote sensing observations of clouds and aerosols
in the atmosphere. This dissertation presents a foundation for using three-dimensional
(3D) remote sensing techniques to retrieve cloud and aerosol properties in complex cloud
fields. The initial research was aimed at establishing a set of single-scattering properties
that could be used in subsequent 3D remote sensing applications. A theoretical stability
analysis was used to evaluate what information about the particulate scattering material
could be determined from in situ radiance and polarization measurements, and particle
size and refractive index were retrieved from synthetic measurements with noise levels
comparable to those of existing laboratory instruments. Subsequent research focused on
the techniques necessary to retrieve 3D atmosphere and surface properties from images
taken by an airborne or space-borne instrument. With the goal of using 3D retrieval
methods to extend monitoring capabilities to regions with broken cloud fields, we formu-
lated an efficient procedure for using codes that solve the 3D vector radiative transfer
equation (VRTE) to adjust atmosphere and surface properties to fit multi-angle/multi-
pixel polarimetric measurements of the atmosphere. Taken together, these two bodies
of work contribute to ongoing research which focuses on developing new methods for re-
trieving aerosols in complex 3D cloud fields, and may extend monitoring capabilities to
these currently unresolved scenes.
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The Fourth and Fifth Assessment Reports from the Intergovernmental Panel on Climate
Change list aerosols as the atmospheric constituent with the most uncertain impact on
global temperature change [1, 2], both through the direct radiative effects of the aerosols
themselves and through the indirect effects that result from the influence of aerosols on
clouds [3]. The impacts of aerosols on climate are predicted by computational models
that include the processes governing sources of aerosols at the Earth’s surface and the life
cycle of aerosols after they are lofted into the atmosphere [4, 5]. Modeling these processes
requires the guidance of accurate measurements of detailed particle microphysical proper-
ties in order to compute the correct radiative forcing [6]. The required measurements are a
key service provided by the US National Aeronautics and Space Administration, through
current satellite instruments and their commitment to monitoring the Earth from space.
Missions planned for the coming decade place emphasis on reducing the uncertainties in
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the effects of aerosols that are predicted by climate models. This includes reducing the
uncertainties in radiative forcings and feedbacks, through chages to clouds, aerosols and
other components of the Earth’s atmosphere and surface [7].
Proper understanding of these feedbacks requires continual global monitoring of the state
of Earth’s atmosphere and surface. In the atmosphere, this amounts to identifying vari-
ous types of aerosols with high confidence and quantifying their global impact on cloud
processes. The identification of various types of aerosols is done using multi-angle po-
larimetry, which has been shown to provide the information needed to retrieve aerosol
properties in cloud-free scenes [6, 8] and in scenes with aerosols above a strati-form cloud
[9]. However, the retrieval of aerosol and cloud properties together in broken cloud fields
with strong heterogeneity remains an open challenge that must be addressed to monitor
the indirect effect of aerosols on clouds, and subsequent changes to cloud brightness and
precipitation. Consider the case of fair-weather cumulus clouds as an example of broken
cloud cover. Small and short-lived individual clouds vary on spatial scales of hundreds
of meters and temporal scales of minutes, yet they comprise large fields which can ex-
tend for hundreds of kilometers, exerting significant influence over the radiation budget
[10]. Moreover, fair-weather cumulus follow the diurnal cycle — they develop in late-
morning and early-afternoon and in certain situations evolve into deep-convection and
cause precipitation [11]. Given the dependence of cloud formation on aerosols, through
their ability to act as cloud condensation nuclei (CCN), the retrieval of aerosols in fair-
weather cumulus cloud fields is highly relevant. Another recurrent type of heterogeneity
occurs along cloud edges, where enhanced backscattering and color ratio measurements
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from CALIPSO indicate that cloud-aerosol interactions may extend as far as 15km into
clear regions [12]. The ability of current technology to characterize aerosols is very limited
in these regions, which are some of the most important places where clouds and aerosols
mix and interact.
Issues related to retrieving cloud and aerosol properties near broken clouds arise for satel-
lite based observations taken by the Multi-angle Imaging Spectro-Radiometer (MISR).
At high spatial resolution (1km), only 17% of cloudy pixels are compatible with plane-
parallel calculations of reflectance [13]. While the fraction of compatible pixels improves
to 38% when data are averaged to a coarse spatial resolution of 18km, using plane-parallel
radiative transfer alone leaves many gaps in coverage for aerosol and cloud retrieval prod-
ucts. Furthermore, averaging measurements to coarse resolution leads to biased retrievals,
due to the non-linear dependence of measurements on cloud properties [11]. Another ap-
proach to increasing coverage is to fit data with weighted averages of calculations for
pure-cloud and pure-aerosol columns, analogous to the fine-mode fraction retrieved by
the Moderate Resolution Imaging Spectroradiometer (MODIS) [14]. However, this kind
of approach neglects the spatial proximity of clouds and aerosols and limits the potential
for simultaneous retrieval of structural properties like cloud height and horizontal extent.
Relative to these extensions of plane-parallel radiative transfer calculations, the use of
the 3D vector radiative transfer equation (VRTE) for aerosol retrievals in broken cloud
fields provides a more accurate account of the underlying radiative processes at work. As
shown by Evans et. al. [15], using 3D calculations to fit simulated MISR measurements
of fair-weather cumulus improves the fit with multi-angle measurements and provides
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more accurate estimates of cloud optical thickness. Another kind of 3D retrieval based
on stereoprogramming exploited motion-parallax effects in MISR’s multi-angle data to
determine cloud top height and thickness [16]. Intrisic benefits to using 3D retrievals
include the removal of biases caused by the horizontal illumination of aerosols near clouds
and by shadowing effects due to directional illumination of clouds. In addition, 3D
retrieval methods fit well with new LIDAR and RADAR instruments which will provide
cross-sectional or fully 3D constraints on atmospheric material. Two current examples
are the cross-sectional constraints on aerosol backscattering by HSRL [17] and the 3D
constraints on liquid-water volume concentration by microwave emission radiometry [18,
19]. These supplementary measurements effectively outline the spatial extent of clouds
and aerosols, and they will provide the most benefit to aerosol property retrievals when
used to impose 3D constraints on the distribution of particles in the atmosphere.
Compared with current technology, retrievals using the 3D VRTE do not impose de-
fault assumptions on spatial variability and provide the flexibility required to retrieve
cloud-structure parameters in 3D, as well as to retrieve ambient aerosols in and around
those clouds. The trade off is that many small-scale “independent-pixel” retrievals are
replaced by a single large-scale retrieval, and there are many more unknown parameters
and measurement constraints. Also, the numerical tools necessary for 3D retrievals are
less well developed than the corresponding tools used in plane-parallel retrievals. While
the developement of new retrieval algorithms goes beyond the scope of this dissertation,
the consideration of futuristic retrievals has led us to address important issues of scale.
In a recent paper we extend adjoint methods, which have been used in medical imaging
4
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[20], to the 3D VRTE as used in remote sensing applications [21]. This contributes to
the developement of 3D retrieval algorithms by showing how to use existing codes in
the adjustment of 3D atmosphere and surface properties to fit multi-angle/multi-pixel
polarimetric measurements.
The problem of retrieving clouds and aerosols from remote sensing measurements of the
atmosphere contains, as an implicit sub-problem, the retrieval of properties which define
the populations of airborne particles which make up clouds and aerosols. These proper-
ties must be infered from the way the particles scatter light, i.e. their single-scattering
properties. Part of the reason for parametrizing the single-scattering properties and in-
troducing an extra step is the following. While the scattering and absorption coefficients
of aerosols may be sufficient to constrain the direct effects of aerosol, interactions be-
tween aerosols and clouds have a complicated dependence on the physical properties of
aerosols. For example, the primary factor in determining cloud droplet number concen-
tration is the number concentration of available CCN, and this is determined primarily
by the number concentration and size distribution of aerosols [22, 23]. Another reason
for retrieving aerosol properties is that certain types of aerosols may make good regula-
tion targets. Regulating the emission of light-absorbing carbon (LAC) aerosols may help
mitigate global warming in the short term and improve air-quality and food production
[24]. Identifying LAC aerosols with high confidence would be needed to monitor compli-
ance. One final reason is that the aerosol properties parameterize the single-scattering
properties in terms of a limited number of physically meaningful unknowns.
This parameterization of aerosol and cloud properties was the focus of our initial research.
5
Chapter 1. Introduction
The single-scattering properties are used in the 3D VRTE and fully determine the radia-
tive effects of scattering material in the atmosphere, though there are additional complex-
ities due to multiple scattering and spatial variability. The single-scattering properties
therefore contain more information than can be measured in the atmosphere. Understand-
ing the limitations which are inherent to the retrieval of aerosols from measurements of
single scattering, lets us form realistic expectations for retrievals in the atmosphere [25].
Furthermore, the validation of 3D retrievals of clouds and aerosols in the atmosphere will
rely, to a large extent, on measurements of single-scattering properties taken in situ by
sampling atmospheric aerosols from an aircraft in flight. These measurements may be
valuable for validating the 3D retrievals of clouds and aerosols from the multisensor data
of future NASA missions, e.g. the Aerosol and Cloud Ecosystem mission which will be
discussed briefly in Chapter 5 as a topic of future work.
Research into the parameterization of the single-scattering properties of clouds and aerosols
is complementary to our research on using adjoint methods to adjust 3D cloud and aerosol
parameters in atmospheric remote sensing. Both are essential to our long-term goal of
developing 3D retrieval methods that can retrieve cloud and aerosol properties in broken
cloud fields. However, this is a highly challenging endevour, so we have selected interme-
diate objectives which will have immediate significance as well as contribute to our long
term plans. Firstly, we analyze the elementary problem of retrieving particle properties
from single-scattering measurements. The retrieval algorithms we developed are appli-
cable to sub-orbital instruments that will be used to validate satellite retrieval products,
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and they provide insight into the theoretical limitations which are inherent to the char-
acterization of particles using light-scattering measurements. Secondly, we derive adjoint
methods for the full 3D VRTE in order to provide the computational efficiency required
for adjusting 3D atmosphere and surface parameters to fit multi-angle polarimetric and
radiometric measurements.
This thesis presents background in Chapter 2 and novel research in Chapters 3 and
4. Chapter 2 gives an overview of some relevant and well-known results in the field of
atmospheric remote sensing and provides background and context for our own research
efforts. Chapter 3 contains the results of a systematic theoretical analysis of how much
particle information can be retrieved from measurements of scatterd light [25]. Chapter
4 derives adjoint methods and describes and efficient method for adjusting 3D cloud and
aerosol properties to fit radiometric and polarimetric measurements of scattered sunlight
[21]. A summary and brief description of plans for future work is presented in Chapter 5.
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Remote sensing of airborne particles
To relate our work to current remote sensing efforts, this chapter describes the components
that make up a system for observing airborne particles. These include measurements, a
forward model, and tools of statistical inference [26]. Each observation system is built
around measurements, and for the remote sensing of clouds and aerosols in the atmosphere
we are interested in radiometric or polarimetric measurements of scattered sunlight or
thermal emission. The observation system must then use these measurements to infer
the state of the atmosphere and surface. That is, to constrain unknown parameters such
as cloud droplet effective radius, cloud optical thickness, trace gas concentrations, tem-
perature profile, surface albedo, and so forth. The forward model relates these unknown
parameters to the observations, rigorously as a function with inputs for each unknown
parameter and outputs for each measurement. Statistical inference is then used to select
the state of the atmosphere and surface which agrees most closely with observations and
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prior information. Clouds and aerosols are composed of small airborne particles, and we
seek to quantify the abundance of these particles as well as their microphysical properties:
like their size distribution, shape, and complex refractive index. Measurements generally
couple scattering from the surface and atmosphere so as to require the retrieval of both
together. The objective is to process the radiometric and polarimetric measurements in
order to estimate the state of the atmosphere and surface to within reliable estimates of
uncertainty, and to provide these estimates as a data product for use by the scientific
community.
Our work concerns two distinct types of observations that we refer to as single-scattering
and multiple-scattering measurements. The first measurable quantities that we consider
are the single-scattering properties of aerosols. Measurements of these are made in con-
trolled laboratory settings [27, 28] and made in situ, both at surface observation sites
[29, 30] and inside aircrafts during field campaigns [31]. The single-scattering properties
provide a complete set of coefficients for the radiative transfer equation, which can then
be used to model measurements of the atmosphere. So in that sense, they completely
characterize how the airborne particles interact with radiation in small volumes of the
atmosphere. The second type of measurement is taken in the atmosphere where multiple
orders of scattering occur. These data present a much greater challenge to observation
systems since atmosphere and surface properties can vary in space, and this variabil-
ity must also be determined from the measurements. Moreover, the process of multiple
scattering has smoothing effects which wipe out information contained in angular fea-
tures, e.g. halos and rainbows, which might otherwise be useful in resolving the physical
9
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properties of clouds and aerosols.
The foundation for using the VRTE to model measurements of incoherent light dates
back to 1852, when George Gabriel Stokes derived a representation for keeping track
of the measurable radiative effects caused by light incident on a detector [32]. Four
parameters are needed and these are denoted by I, Q, U , and V . The intensity, I,
can be integrated over the crossection of a detector and solid angle of view to give the
total incident power. However, it is an incomplete characterization of incoherent light
due to the underlying transverse oscillations which are to be measured. All four Stokes
parameters are needed to compute the measurements of an ideal polarization analyzer (an
optical device made up of a polarizer, retarder and detector). As described by Mishchenko
et al. [33], radiation propagating in direction, v, consists of electromagnetic oscillations
in the transverse directions, denoted by θ with 0 = θ ·v and ϕ = v×θ. Suppose that we
place, in front of the detector, a polarizer with axis of transmission along the transverse
direction,
p = θ cos(η) +ϕ sin(η), (2.1)
and after this a retarder, which introduces a phase shift of +ζ/2 in waves along the θ
axis and a phase shift of −ζ/2 in waves along the ϕ axis. The specific intensity, ŷ, which




(I +Q cos(2η)− U sin(2η) cos(ζ)− V sin(2η) sin(η)). (2.2)
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The measured intensity scales linearly with each Stokes parameter and the full set is
required to compute accurate predictions for arbitrary measurement variables, η and ζ.
That is, all four Stokes parameters are needed to fully characterize the transverse oscilla-
tions which can be measured by a polarization analyzer and retarder. The observations
of interest are made of quasi-monochromatic light, in which case the Stokes parameters
satisfy the following inequality:
I2 ≥ Q2 + U2 + V 2. (2.3)
This dissertation assumes the use of the VRTE in solving for the Stokes parameters
and in analyzing measurements, but it is important to comment that this model is an
approximation to the macroscopic Maxwell’s equations, which more generally describe
the physics of electromagnetic waves in the Earth’s atmosphere. As an approximation,
there are limitations to the useful application of the VRTE.
This point is emphasized by a brief remark on the add-ability of Stokes parameters, a
property that is essential to the usage of the VRTE, for which the solution is a linear
function of light sources. As discussed by Mishchenko et al. [33], a quasi-monochromatic
beam of light can be thought of as an incoherent superposition of mono-chromatic plane
waves. The Stokes parameters are defined as time-averaged, quadratic combinations of the
amplitudes of transverse electromagnetic field oscillations. Given the “squaring” of these
amplitudes it may seem strange, at first, that the Stokes vectors are addable since the
amplitudes themselves must be addable in accordance with the super-position principle of
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Maxwell’s equations. Adding two coherent plane waves quadruples the measured intensity
when they are in phase, and results in a measured intensity of zero when they are out
of phase. The apparent issue is resolved for the addition of incoherent light sources,
that is, light sources which have random differences in their frequency or phase. In such
situations, the Stokes parameters for the combination of the two light sources is equal to
the sum of the Stokes vectors for the individual light sources. Therefore, the incoherence
of light sources is essential to the useful application of the VRTE.
Having introduced the four Stokes parameters and discussed their importance for com-
puting polarimetric measurements, we now discuss how the VRTE is used to connect
the properties of airborne particles to these measurements. Particles affect the Stokes
parameters through absorption, and scattering. Energy is absorbed in proportion to the
volume-absorption coefficient, σabs, and scattered in proportion to the volume-scattering
coefficient, σsca, and both of these processes affect all Stokes parameters equally
1. The
Stokes parameters are addable and scalable, and therefore naturally considered to be









1in the absence of dichroism which is negligible in the cases of interest
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Unlike the process of absorption where energy is lost, the process of scattering redirects
energy conservatively. In the redirection of this energy, the Stokes parameters are trans-
formed according to a 4 × 4 matrix operation. Collectively, the processes of absorption
and scattering are described in a volumetric region by the 3D VRTE:
v · ∇u+ σu−Z[u ]= f, (2.5)
where the volume-extinction coefficient, σ, is the sum of the volume-absorption and
volume-scattering coefficients, σ = σabs + σsca. Scattering is described by the linear
integral operator, Z[ · ]. The Stokes-vector solution, u, depends linearly on any inter-
nal sources, defined by the source vector f, and on incoming radiation which will be
described in Chapter 4.
The scattering operator, Z, is written explicitly as follows:




Z(x,v,v′)u(x,v′) dSv′ , (2.6)
where the Stokes vector at each outgoing direction, v, is computed by integrating over
all incoming directions, v′. In the cases of interest, which will include the scattering of
randomly oriented particles with a plane of mirror symmetry, the scattering kernel, Z, is
a 4× 4 matrix-valued function which has the simplified form [34]:
Z(x,v,v′) = L (α(v,v′))F (Θ(v,v′))L (α′(v,v′)) , (2.7)
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where the scattering matrix, F , depends only on the scattering angle, Θ = arccos(v · v′),









The rotation matrices, L(α′) and L(α), account for the transformation of Stokes vectors
from the standard basis to the plane of scattering, and then back to the standard ba-
sis. The rotation matrices correspond to the choice of standard spherical coordinates in




























The unit vector along the z-axis, ẑ, corresponds to the direction with polar coordinate
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equal to zero, θ = 0. Based on the Eqs. (2.5) - (2.11), we can see that the proper-
ties which govern these Stokes parameters, and therefore measurements, are the single-
scattering properties. For a certain light-source the Stokes vector is determined entirely
by the volume-absorption coefficient, σabs; the volume-scattering coefficient, σsca; and the
angularly-dependent elements of volume-scattering matrix, F (Θ).
In remote sensing applications, these single-scattering properties are derived for atmo-
spheric particle populations by solving Maxwell’s equations. The far field radiative effects
of individual particles are computed for an incident plane wave of radiation, and these are
averaged over all orientations and a distribution of many types of particles to compute the
single-scattering properties which enter into the VRTE. The parameters which define the
distribution of particles include the density or concentration of particles, their complex
refractive index, and the parameters which define the distribution of particle sizes and
shapes. These are the target parameters of the retrieval algorithms and the unknowns
which must be inferred from measurements
The single-scattering properties of an individual particle are determined by the elec-
tromagnetic field that is produced when it is illuminated with a plane wave of quasi-
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where r is particle radius and m = mr (λ) + imi (λ) is the complex refractive index at
wavelength λ, using Lorenz-Mie theory. They are written as σmono (ξ) and Fmono (θ; ξ).
Poly-disperse populations consisting of particles with different sizes and refractive indices
are represented by the measure dN (ξ) over the continuum of states ξ ∈ Ξ. This differen-
tial form is defined explicitly in Appendix A.2, as a function of unknown parameters. It
can be integrated over subsets of state space to obtain the number concentration of such





dN (ξ) , (2.13)
which has units of particles/cm3. The scattering of poly-disperse populations is computed
by solving macroscopic Maxwell’s equations for one particle at a time and evaluating the








Fmono (θ; ξ) dN (ξ) . (2.15)
These equations are strictly valid for the average scattering of infinitely many particles for
which measurements are made one particle at a time. However, under certain assumptions
which include the wide separation of individual particles, the use of Eqs. (2.14) and (2.15)
in computing single-scattering properties for the VRTE is justifiable as an approximation
for computing polarimetric observations [33].
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In Section 2.1 we discuss the single-scattering properties of spherical aerosols and describe
how scattering behavior changes with the wavelength of light and with particle properties
like size and complex refractive index. In Section 2.2 we discuss the use of the VRTE
modeling observations of the atmosphere. Lastly, in Section 2.3 we describe the methods
of statistical inference which are commonly used to develop iterative retrieval algorithms
and to provide uncertainty estimates for the retrieved parameters.
2.1 Single-scattering properties
This section aims to visualize the single-scattering properties which were introduced in the
previous section as coefficients of the 3D VRTE. Specifically, we will focus on the volume-
scattering coefficient, the volume-absorption coefficient, and the volume-scattering matrix
elements — looking at how these single-scattering properties change as functions of parti-
cle properties. The calculations shown are for spherical particles and were generated with
a Mie code developed by Mishchenko [35]. The output single-scattering properties are
averaged over a vary narrow distribution of sizes, approximately equal to the resolution
of the plots shown. This avoids sharp discontinuities in the figures which are sometimes
caused by the inadvertent sampling of micro-resonances if averaging is not used.
The first quantities considered are the volume-scattering and volume-absorption coeffi-
cients. They are computed from the volume-extinction coefficient and scattering matrix
17
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F11(Θ) sin(Θ) dΘ, (2.16)
σabs = σ − σsca, (2.17)
and they are functions of wavelength, λ, in addition to being functions of the particle
properties: r, mr, and mi. Instead of visualizing these directly, we look at the so-called
scattering and absorption efficiencies, which are obtained by normalizing by the geometric
cross-sectional area of the particles, or by their geometric volume. We also visualize the





The efficiencies are shown in Figure 2.1. To visualize the scattering of a particle, we show
the ratio of the particle’s scattering crossection to it’s geometric crossection:
Qsca(z,mr,mi) =
σsca(λ, zλ/(4π(mr − 1)), mr, mi)
πr2
, (2.19)
which is independent of wavelength, except through the implicit wavelength dependence of
the phase-shifted size parameter and complex refractive index. To visualize the absorption
of a particle, we show the ratio of the particle’s absorption crossection to its geometric
18
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volume:
Eabs(z, λ,mr,mi) =





noting that this quantity scales with the inverse of the wavelength of light.
Figure 2.1: Scattering and absorption efficiencies written as functions of the phase-
shifted size parameter, z = 4πr(mr− 1)/λ. upper: The ratio of the scattering crossec-
tion to the geometric crossection is plotted as a function of increasing size, and for
several values of complex refractive index. The gray region indicates the resonance
interval, 2 ≤ z ≤ 7. lower: The ratio of the absorption crossection to the geometric
volume is plotted as a function of increasing size.
By plotting the scattering efficiency as a function of the phase-shifted size parameter, the
crests and troughs are aligned for all values of the real-refractive index. This allows us to
define particles as resonating when their phase-shifted size parameter is on the following
19
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interval:
2 ≤ z = 4πr(mr − 1)
λ
≤ 7. (2.21)
Henceforth, we refer to particles in this interval as resonating at a certain wavelength of
light, λ. Such particles have maximal scattering crossection for their geometric crossection
— scattering up to four times more energy than their geometric crossection might indicate.
The interval of resonance is a helpful reference for interpreting, in Chapter 3, the loss of
information as particles become smaller than about one-quarter the measured wavelength
of light.
Particles which are smaller than the resonance size have volume-scattering coefficient








(Aerosol Mass Concentration) . (2.23)
Particles become invisible to detection by scattering very rapidly below the interval of
resonance. One implication is that clouds become non-scattering at longer wavelengths.
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Absorption behaves rather differently, with absorption depending on the total mass con-




(Aerosol Number Concentration) , (2.24)
∼ mi
λ
(Aerosol Mass Concentration) . (2.25)
The implication is that accurate measurements of absorption may add information about
the presence of particles which are too small to recover by scattering measurements alone.
The dependence on imaginary refractive index, mi, as seen in Figure 2.1 also suggests
the importance of absorption measurements in retrieving this parameter. One further
implication is that although the scattering of fine-mode aerosols is negligible at infra-red
wavelengths, their absorption can be significant if their imaginary refractive index is large
enough.
The other single-scattering properties are described by the angular profiles of scattering
matrix elements. These profiles are representative of the elements of the volume-scattering
matrix written in Eq. (2.15), and therefore describe how the process of scattering trans-
forms the angular distribution of the intensity and polarization of light. To remove the
dependence of scattering-matrix elements on the volume-scattering coefficient, we use the
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These normalized profiles depend on particle size through the standard size parameter,
x = 2πr/λ, more closely than on the phase-shifted size parameter in Eq. (2.18), so the
standard size parameter is used in visualizing them. The profiles are shown using the
contour plots in Figures 2.2 - 2.5, for each of the four elements of the scattering matrix.
The scattering angle is plotted along the horizontal axis, from forward scattering when
Θ = 0◦, to back scattering when Θ = 180◦. The size parameter is increased along the
vertical axis. Each figure contains several rows and columns of subplots, corresponding
to slightly different real and imaginary complex refractive indices — the real refractive
index is increased vertically from bottom to top, and the imaginary refractive index is
increased horizontally from left to right.
Calculations for various values of complex refractive index are shown to help us consider
how the angular-profiles of scattering matrix elements change with particle size and com-
plex refractive index. For very small particles all profiles are indistinguishable from the
Rayleigh scattering of molecules. The Rayleigh like behavior persists for the phase func-
tion until the size parameter increases above one half, and for the other four scattering
profiles until the size parameter increases above one or two. Below these size parameters
there is little change in the angular profiles, both as functions of small changes in size and
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Figure 2.2: Contour plots showing the angular distribution of scattering, log(P11(Θ)),
for particles near resonance. Computations in each subplot correspond to the complex
refractive index written in the lower-right corner of that subplot. In each subplot, the
scattering angle is plotted along the horizontal axis and the particle size parameter,
2πr
λ , is plotted along the vertical axis. Color coordinated to the wavelengths written
above the top row of subplots, each subplot shows a dotted line that corresponds to
particles with radius of, r = 0.1µm.
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Figure 2.3: Contour plots showing the ratio of scattering element, P33(Θ), to the
phase function element, P11(Θ). The horizontal axes show the scattering angle and
vertical axes show particle size parameter. Complex refractive index layout is identical
to that used in Figure 2.2.
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Figure 2.4: Contour plots showing the ratio of scattering element, P12(Θ), to the
phase function element, P11(Θ). The horizontal axes show the scattering angle and
vertical axes show particle size parameter. Complex refractive index layout is identical
to that used in Figure 2.2.
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Figure 2.5: Contour plots showing the ratio of scattering element, P34(Θ), to the
phase function element, P11(Θ). The horizontal axes show the scattering angle and
vertical axes show particle size parameter. Complex refractive index layout is identical
to that used in Figure 2.2.
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as functions of the complex refractive index. As such, we may rule out the use of scat-
tering matrix elements to resolve, for example, the complex refractive index very small
particles. Likewise, measurements of these profiles will be insensitive to slight variations
in the size distribution of very small particles.
Larger particles, with size parameters greater than two, exhibit scattering profiles that
are much different from the Rayleigh scattering of molecules. Furthermore, the profiles
change as real refractive index is increased from the bottom to top rows. By comparing
calculations for different values of real and imaginary refractive index, the angular profiles
appear to provide rich and informative scattering behavior. Subject to a more detailed
analysis in Chapter 3, the profiles show a dependence on particle size and complex re-
fractive index that may be used to constrain these properties of airborne particles. There
is also clear evidence in these figures that using shorter wavelengths of light will resolve
smaller particles. To visualize the benefits of measuring shorter wavelengths, we have
drawn dotted lines to indicate the size parameter of particles with radius, r = 100nm,
and have done so for several different wavelengths in the ultra-violet and visible regions of
the spectrum. While the ultra-violet regions look promising for retrieving small particles,
the benefits may be offset by increased scattering and absorption by molecules.
In summary of the single-scattering properties, we recall that they define a model for
how light energy interacts with material in the atmosphere and on the surface. By
showing Lorenz-Mie scattering calculations we have described the transition of scattering
properties out of the Rayleigh regime of small particles. Maximal scattering efficiency
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occurs for particles with size, r, and real refractive index, mr, on the resonance interval:
2 ≤ 4πr(mr − 1)
λ
≤ 7. (2.28)
This interval will be used to interpret results in Chapter 3 where smaller particles are
shown to be unconstrained by single-scattering measurements, but resonating particles
are constrained quite well by single-scattering measurements. A population of airborne
particles with sizes large enough to resonate with the measured wavelength of light will
contribute scattering signal in proportion to their geometric crossection. While small par-
ticles scatter much less efficiently than large particles, we noted that absorption remains
proportional to the total mass-concentration of particles. For the purpose of character-
izing populations of particles which are large enough to resonate, the angular profiles
of scattering matrix elements appear to exhibit strong dependence on particles size and
complex refractive index. As with the scattering efficiency, however, the angular profiles
of small particles appear to present less information than angular profiles of larger have.
All profiles converge to Rayleigh scattering. This leads us to expect that the properties
of small particles will be difficult or impossible to characterize, but motivates a careful
analysis of the information content of measurements of the single-scattering properties.
This is the objective of work presented in Chapter 3, where we seek to determine how
much information about the size and complex refractive index of a population of airborne
particles can be inferred from measurements of their single-scattering properties.
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2.2 Model for atmospheric remote sensing
The 3D VRTE is a tool for modeling polarimetric measurements of the atmosphere,
where the effects of multiple scattering can be significant. The atmosphere and surface
of the Earth are illuminated by sunlight and they absorb and scatter this incoming solar
energy. This process gives rise to measurable radiative effects that contain information
about the composition of the Earth’s surface and atmosphere. The forward model may
be defined, in general terms, as a function for computing a vector of measurements from
a vector of unknown parameters. Suppose we have M measurements stored in the vector,
ŷ = (ŷm) for 0 ≤ m < M , and that these each correspond to the polarimetric reading
of a single pixel on a ground, air, or space borne sensor. From these data, we seek to
determine N unknown parameters, stored in the vector, a = (an) for 0 ≤ n < N , where
these define a three-dimensional distribution of cloud, aerosol, and surface properties.
Using the parametrization of single-scattering properties in terms of particle properties,
from Section 2.1, the polarimetric measurements of atmospheric radiation are modeled
as functions of cloud, aerosol, and surface properties.
First, the values of the volume-extinction coefficient, σ (x;a) and the volume-scattering
matrix, Z (x,v,v′;a) are written explicitly as smooth functions of the vector of param-
eters, a. They must be smooth to guarantee the existence of derivatives, ∂σ/∂an and
∂Z/∂an. Second, the VRTE is used to solve for the multiple scattering of incoming so-
lar radiation and determine the Stokes vector solution, u(x,v;a). For any atmospheric
state, a, a solver for the VRTE can be represented as a linear operator, Ua, which acts
29
Chapter 2. Remote sensing of airborne particles
on the specified light source, f(x,v), and returns the Stokes vector solution, u(x,v):
u = Ua[f ]. (2.29)
In the third and last step, we write the measurable quantities which correspond to ele-
ments of the data vector, ŷ, as inner products of the solution, u(x,v), with a polarimetric-






for each measurement, 0 ≤ m < M . Given the clear apertures of typical Earth observing
instruments we note that the polarization analyzers will be effectively Dirac-delta distri-
butions in the location variable with angular integrations being determined by the field of
view of the given sensor or pixel. The forward model is therefore a composition of opera-
tions for computing the single-scattering properties of particles followed by operations for
computing the multiple-scattering measurements that correspond to the spatially vari-
able single-scattering properties. This procedure provides the forward model which links
observations to the 3D distribution of clouds and aerosols in the atmosphere.
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2.3 Inverse problem and statistical optimization
It is possible to measure either single-scattering or multiple-scattering properties, and
there are important applications of both techniques. In the case of single-scattering mea-
surements, the forward model is developed directly from the calculations introduced in
Section 2.1. Multiple-scattering measurements of the atmosphere require, in addition to
these single-scattering calculations, a radiative transfer solver as described using general
formula in Section 2.2. In either case, we model scattering measurements as a function of
the properties of airborne particles of interest, and the framework of statistical optimiza-
tion provides a means of estimating these properties and quantifying their uncertainty.
The physical relationship between the unknown parameter vector, a, and the mea-
surement vector, ŷ, is written using the notation, y(a), for both single-scattering and
multiple-scattering measurements. Statistical optimization is based on a measurement
model that includes a model for noise, and we will assume Gaussian random noise through-
out this thesis. The error in the measurement vector is modeled as a random variable
that follows a multi-variate Normal distribution, ε ∼ Normal (0,Sε), with mean zero and
covariance matrix, Sε. The measurement model is therefore written as follows:
ŷ = y (x) + ε. (2.31)
Non-linear least squares fitting is used to select the particle microphysical state that
agrees best with data in the sense that it maximizes the likelihood of measuring the
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observed data. This maximum likelihood estimate is equivalent to the minimization of




(ŷ − y (a))T S−1ε (ŷ − y(a)) . (2.32)
Additional constraints can be added by imposing pseudo-measurement constraints in a




h (a)T S−1h h (a) . (2.33)
This expression allows the values of functions acting on microphysical parameters to be
constrained using Gaussian priors with covariance matrix Sh. Such constraints include
positivity of loading, variability of refractive index, and smoothness and normalization
of size distribution. Within this framework, we carry out local uncertainty analysis,




This chapter focuses on the sensitivity of single-scattering measurements to aerosol mi-
crophysical properties, like size distribution and complex refractive index. We present a
theoretical study which analyzes several hypothetical sets of single-scattering measure-
ments at three visible wavelengths: 405, 532, and 780nm. Full data includes all angu-
larly dependent scattering-matrix elements and both the volume-scattering and volume-
absorption coefficients. Information content and microphysical parameter resolution is
computed for full data and for several incomplete data subsets. Comparing resolution for
these measurement sets allows us to quantify, for instance, the importance of polarization
for resolving the size-distribution and complex refractive index and the importance of
volume-coefficients for resolving concentration and complex refractive index. The follow-
ing results about the sensitivity of single-scattering measurements to aerosol properties
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will be discussed: (1) Although even the phase-function alone offers reasonable con-
straints on the size distribution for larger particles, all single-scattering measurements
fail to constrain the size distribution for very-small particles. (2) Uncertainty estimates
for particle number concentration are much worse than for other loading parameters, like
particle surface-area concentration and particle volume and mass concentration. (3) Po-
larimetric measurements improve retrieval uncertainty estimates in the size distribution
and complex refractive index for larger particles. (4) Measuring the absorption coefficient
becomes increasingly important for determining the complex refractive index of smaller
particles as their scattering behavior approaches the Rayleigh limit. While these results
apply to single-scattering measurements only, they may provide useful intuition about
satellite and aircraft retrievals of aerosols in the atmosphere.
3.1 Objectives
Existing remote sensing techniques can sample large regions of the atmosphere and en-
able monitoring on a global scale through the use of satellite, airborne, and ground based
sensors. A difficulty in interpreting such measurements is that they depend on scattering
in large volumes of the atmosphere, which contain airborne particle populations with
significant spatial variability. Another difficulty is that multiple scattering and radiative
smoothing reduce the amount of local information that is available for retrieving parti-
cle microphysical properties [32, 37, 38]. An alternative and complementary approach
involves the measurement of single-scattering properties using “local” techniques, which
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exchange the vast spatial coverage of remote sensing for increased optical information.
These instruments, called nephelometers, are designed to minimize multiple scattering
and spatial variation, thereby enabling the retrieval algorithm to focus entirely on re-
trieving the microphysical properties of the aerosols. This leads to many more indepen-
dent scattering measurements (per microphysical retrieval) than is possible using remote
sensing of the atmosphere [39].
Observation systems for estimating the microphysical properties of atmospheric aerosol
particles have been developed for various instruments since the 1970’s [29, 40–44], with
each of these instruments measuring some of the single-scattering properties of aerosols.
More recent nephelometers are capable of measuring any of the single-scattering proper-
ties of aerosol particles at multiple visible wavelengths [28, 31, 45–49]. Modern laboratory
instruments are capable of measuring (or estimating) all of the single-scattering properties
introduces in Chapter 2 at visible wavelengths [28, 46–48], and an airborne instrument
is being developed to measure a limited set of polarimetric single-scattering properties
and help validate aerosol retrievals based on remote sensing [31]. Taking appropriate
combinations of these instruments offers the potential for measurements of the theoret-
ical maximum of information contained in the single-scattering far field of visible light,
and this rich dataset provides a unique tool for studying the microphysical properties of
airborne particles in a population.
However, the theoretical models used to analyze these measurements were rather simplis-
tic, and discrepancies in instrumentation and modeling approaches have obscured notions
of which microphysical properties can be resolved by measurements and which cannot.
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A few examples of microphysical targets which are of great interest but need further
study include the number concentration of CCN, the spectral signature in the complex
refractive indices for bimodal aerosol populations (with coarse and fine modes), and the
mixing fractions of different types of similarly sized particles based on differences in their
refractive indices. If these targets can be resolved, then a careful analysis is needed to
determine which single-scattering measurements must be made as well as the required
accuracy of those measurements. This kind of information is very useful for guiding the
design and optimization of new instruments. Our work aims to address these questions
in a systematic way for the characterization of spherical aerosols using measurements of
single scattering in the visible spectrum.
We also seek to develop retrieval algorithms which are applicable to a general class of
observation systems that combine data from modern nephelometry instruments. These
optical measurements include the spectrally dependent volume-scattering and volume-
absorption coefficients, σsca and σabs, along with the angularly dependent elements of the
Stokes scattering matrix, which fully characterizes the radiative properties of a population
of aerosol particles in a small volume of the atmosphere [33, 38]. The specific microphys-
ical parameters used here include the concentration of particle geometric crossection, the
normalized size distribution, and the spectrally dependent complex refractive index. Al-
though similar to previous microphysical parametrizations in many regards, our strategy
of parameterizing particles by type facilitates the inclusion of prior constraints and per-
mits the modeling of more diverse populations of externally mixed spherical particles that
may have similar sizes but different compositions [8, 50, 51].
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In lieu of experimental data, we substitute synthetic data generated by known particle
populations with random measurement errors that are consistent with those found in
existing instruments. Given realistic assumptions about the measurement system and
prior assumptions on particle microphysics, we then discuss the certainty with which
microphysical targets of interest can be estimated. We consider six idealized measurement
sets, each of which is analogous to a combination of data taken by the following groups [28,
31, 46–48]. Each measurement set is subject to the same stability analysis to isolate the
effects of data set choice and permit an inter-comparison of the theoretical expectations
for the retrieval capabilities associated with each measurement set for a given type of
particle. The stability analysis is repeated for several common particle types. In each
we compare the information content and posterior uncertainties for all six measurement
sets, and present synthetic retrievals for the full single-scattering measurements. This
stability analysis draws on methods from previous work [8, 26, 50–53], with the goal of
determining realistic expectations for particle retrievals and the theoretical capabilities
(and limitations) inherent to spherical particle characterization by visible single scattering
measurements. See Appendix B for a complete description of computational details.
3.2 Aerosols, measurements and methods
Water droplets are abundant in the atmosphere and are composed of pure water in liquid
water clouds and of salt water in sea spray. In the case of sea spray, the particles are
generated at the surface of the ocean by wind and are often observed, for example, by
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the AERONET monitoring station in Lanai Hawaii [30]. Sea spray has a real refractive
index that is slightly larger than that of pure water, and both have negligible imaginary
refractive index. Populations of these aerosols have spherical particles with radii as large
ten microns or so. The particle microphysical parameters that define each type of particle
are shown in Figure 3.1 along with their corresponding single-scattering properties. The
prior size distribution is plotted as a normalized probability distribution of geometric







The set of basis functions, ϕjk, are smooth polynomial “bumps” and are plotted in Figures
3.1 and 3.2. For pure water and sea spray the size distribution is compactly supported on
the interval of particle radii between rmin = .01µm and rmax = 15µm. The particle types
differ in real refractive index, with sea spray having a slightly larger and more variable
real refractive index than liquid water clouds.
In addition to these populations, two kinds of smaller aerosols are considered: sulfate
and tarballs. Sulfate aerosols are found most often as a solute or precipitate in liquid
droplets and impact global climate with a relative cooling of −0.4 Wm−2 [1]. Most
sulfate in the atmosphere results from fossil fuel combustion (72%), but other signifi-
cant sources include marine phytoplankton (19%), volcanic eruptions (7%), and biomass
burning (2%)[1]. Sulfate is non-absorbing at visible wavelengths and has a negligable
imaginary refractive index. This is very different from tarballs which are generated by
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Liquid water clouds
Sea spray
Figure 3.1: The microphysical parameterization and single-scattering properties of
water droplets and sea spray. For each of these types of aerosols there are two rows of
plots, showing the following quantities from left to right. Rows 1&3: (1) The total
concentration of particles, (2) the size distribution as a function of particle radius, as
in Eq. 3.1 and the basis functions, ϕk functions plotted below, (3) real refractive index
as a function of wavelength, and (4) imaginary refractive index as a function of wave-
length. Error bars show the standard deviation of the prior distribution for each particle
property about its mean value. Rows 2&4: (1) The volume-scattering coefficient for
each wavelength, (2) the volume-absorption coefficient for each wavelength, and the
angular profiles of scattering matrix elements (3) F11(Θ)/F11(30
◦), (4) F33(Θ)/F11(Θ),
(5) F12(Θ)/F11(Θ), and (6) F34(Θ)/F11(Θ). Measurement error is visualized using er-
ror bars for the volume-scattering and volume-absorption coefficients and using shaded
regions around the angular profiles of scattering matrix elements.
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some forest fires and contain light-absorbing carbon [54, 55]. Tarballs are also called
brown carbon to distinguish them from soot, or black carbon which is also made in forest
fires. Compared with soot, which has a large imaginary refractive index at all wave-
lengths [56], tarballs absorb less efficiently at red wavelengths. They have large values
of imaginary refractive index at ultra-violet wavelengths which decrease toward longer
red wavelengths. This spectral behavior in imaginary refractive index was observed in
a laboratory setting for tarballs generated by burning moist plant material, e.g. tundra
moss [47]. The set of basis functions that we use to represent the size distribution of sul-
fate and tarballs are identical, and both are compactly supported on the interval between
rmin = .006µm and rmax = 1.75µm. The parametrizations of these two types of small
particles are shown in Fig. 3.2, along with their single scattering properties.
In addition to populations with only one type of particle, we consider mixtures of two
types of particles. This is done to test whether using different prior constraints on complex
refractive index allows the retrieval of the particle properties of both modes — to classify
both aerosols in the mixture. For example, we consider the retrieval of a mixture of
sulfate and tarballs together. The prior for individual modes of sulfate and tarballs
have identical size distributions and differ only in their complex refractive index. In this
regard our approach differs from two conventional approaches: one approach uses a single
spectrally dependent refractive index for all particles regarless of size [57], and another
approach uses two spectrally independent refractive indices, one for small particles and
one for large particles [58, 59]. Our approach uses mixtures of one or more types of
aerosol, with each type representing a class of particles with an approximatly-known size
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Sulfate
Tarballs
Figure 3.2: The microphysical parametrization of sulfate and tarballs and the single-
scattering properties corresponding to the mean prior state. The layout is the same as
in Fig. 3.1.
and complex refractive index. The approximate knownledge is defined by upper and lower
bounds on particle size and by a Gaussian distribution over complex refractive index. The
difference is subtle, but significant in that it permits retrievals and stability analyses for
mixtures of two kinds of particles which have similar sizes but differences in their complex
refractive index and composition.
One potential application for this increased flexibility would help understand how the var-
ious components of biomass burning smoke interact and evolve in the first twelve hours
after combustion [4, 54, 55]. Such smoke plumes are hypothesized to include external
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mixtures of sulfate, soot, and tarballs. All three types of particles are similarly sized
but have distinct refractive indices, and in the case of soot distinct shape. Tar balls
have been created in laboratory settings and characterized by approaches which combine
particle impactor determined size distribution and photo acoustic integrating nephelome-
ter measurements [46, 47]. By replacing the sparse sampling of size distribution by the
impactor, with continual measurements of the scattering matrix elements [48], our use
of a mode based parameterization may permit the retrieval of the particle microphyscis
of sulfate, tar balls, and soot as these components of the smoke evolve in time. Such a
time-dependent retrieval of particle properties could test a hypothesis made by [54, 55]:
that sulfate aerosols absorb enough water-vapor from the initially humid environment so
as to cause tarballs lose water and become smaller and more concentrated. Excluding
soot, which is not yet in the scope of our lookup tables, we consider a mixture of sul-
fate and tarballs to assess the extent to which their different refractive indices enable
simultaneous retrievals of both sets of microphysical parameters. The parameterization
for this mixture of sulfate and tarballs is shown in Figure 3.3 along with their combined
single-scattering properties.
The other application is motivated by retrievals biomass burning aerosol by AERONET
stations in Africa [30], which assumed that aerosols populations were present with only a
single complex refractive index (possibly spectrally dependent). The retreivals of African
savanna aerosol show two distinct size modes but only a single complex refractive index.
Hypothesizing that the large mode is an accumulation mode of mostly water and that the
small mode is an Atkins mode of LAC, the retrieved refractive index of (1.51 + i0.021)
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Mixture of sulfate and tarballs
Figure 3.3: An aerosol mixture of sulfate and tarballs that contains equals geomet-
ric crossections of each type. The layout of particle parameters and single-scattering
properties is the same as in Figure 3.1.
might be interpreted as an “effective” refractive index. Concern over the effects of such
assumptions motivates simultanious retrievals of sea spray and tarballs. Parameters for
externally mixed tarballs and sea spray are shown in Figure 3.4 along with their single-
scattering properties.
These particle populations are analyzed in Section 3.3 to determine the degree to which
single-scattering measurements can characterize them. This is done using a linear stability
analysis (based on Baysian inference) and a synthetic retrieval study, in which we retrieve
aerosol properties from artificial data with random noise. The details are presented in
Appendix B, but a brief overview of our approach will suffice for the interpretation of
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Mixture of Sea spray and tarballs
Figure 3.4: An aerosol mixture of sea spray and tarballs that contains equals geomet-
ric crossections of each type. The layout of particle parameters and single-scattering
properties is the same as in Figure 3.1.
results. We seek to quantify the information content of full measurements of the single-
scattering properties and of incomplete subsets of full measurements. Six sets of single-
scattering measurements are considered. Though the sets are theoretical constructs, they
are consistent with existing instruments [46–48]. There are three measurement subsets for
the angular profiles of the scattering-matrix elements. The most basic set of measurements
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This gives three subsets of full measurements of the single-scattering properties. Each
set includes three visible wavelengths and 51 scattering angles. Since we are interested
also in studying the information in the volume-scattering and volume-absorption coeffi-
cients, we repeat the linear stability analyses with and without these volume-coefficient
measurements. So, in total there are six subsets of measurements and six populations of
aerosols, and an analysis is done for each combination. We chose to use relative error for
both the volume-scattering coefficient (15%) and volume-absorption coefficient (5%) to
match the values given by the group which makes these measurements [46].
Each analysis begins by linearizing the forward model about the mean prior state to create
an approximate linear model which is amenable to Bayesian error estimation techniques.
Using the approximate linear forward model with assumptions of a Gaussian prior and a
Gaussian measurement error distribution, the posterior distribution is guaranteed to be
Gaussian as well [26, 60]. Computation of the prior and posterior uncertainty covariance
matrices is done using Eqs. (A.29) and (A.66). The model is linearized about the mean
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prior state xprior in order to analyze the information in posterior parameter covariance ma-
trix Spost(xprior), relative to the information in the prior covariance matrix Sprior(xprior).
These parameter uncertainty covariance matrices are computed for each of the measure-
ment sets and used to quantify the information content of noisy measurements. Following
the linear stability analysis of each type of aerosol, we show synthetic retrievals to support
the conclusions drawn from the linearization approach. These synthetic retrievals also
varify our retrieval methodology as presented in Appendix A.4 and show that retrievals
of many important aerosol properties are stable with respect to measurement noise.
3.3 Stability analysis results
This section presents results about how well various subsets of complete single-scattering
measurements can resolve the aerosol properties of the populations introduced in Section
3.2. In summary, visible light scattering measurements resolve the particle size distribu-
tion (geometric cross-section density function) for particles with radius larger than 100nm,
but are relatively insensitive to smaller particles. Polarimetric measurements reduce the
uncertainty in the size distribution relative to measurements of the phase function alone.
Measurement sets which include the volume-scattering and volume-absorption coefficients
can resolve certain measures of particle concentration but not others. The volume and
mass concentrations are resolved to 3-5% relative uncertainty, the geometric crossec-
tion and surface-area concentration are resolved to between 5-15% relative uncertainty,
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and the number concentration is resolved to between 22-26% relative uncertainty. Esti-
mates of cloud condensation nuclei are resolved to between 11-21% relative uncertainty.
In addition to enabling the retrieval of particle concentration, the measurements of the
volume-scattering and volume-absorption coefficients also improve resolution for the spec-
trally dependent complex refractive index. Lastly, we consider the retrieval of external
mixtures, including tarballs mixed with sulfate and tarballs mixed with sea spray, and
we show evidence that visible light scattering measurements may be capable of discrimi-
nating between similarly sized particle with different composition, i.e. complex refractive
index.
3.3.1 Pure water
The linear stability analysis of pure water is shown Tables 3.1 and 3.2 and in Figure
3.5 for all measurement sets, and synthetic retrievals are shown in Figure 3.6. Real and
imaginary refractive indices are constrained tighly to their well-known values in nature.
The Shannon information content and resolved degrees of fredom in Table 3.1 quantify
the magnitude of the constraints on microphysical properties resulting from each of the
measurement sets. There are about 6 bits of information on the concentration of water
droplets for measurement sets which include volume-absorption and volume-scattering
coefficients, and is independent of which set of scattering profiles are measured. How-
ever, information on the size distribution does increase with the addition of polarimetric
measurements. The phase-profile measurements provide 46 bits of information and this
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number increases to 51 bits for linear-profile measurements and 89 bits for full-profile
measurements. Information for real and imaginary refractive index is essentially zero,
since these properties are constrained by the prior to their known values.
Table 3.1: Stability analysis of pure water: degrees of freedom and bits of information
Information [bits]
dsignal dprior Total Concentration Size
Phase-profile data 10.0 18.0 46 0 46
Phase with coeficients 11.3 16.7 55 6 46
Linear-profile data 10.8 17.2 51 0 51
Linear with coeficients 12.1 15.9 60 6 51
Full-profile data 13.2 14.8 89 0 89
Full with coeficients 14.5 13.5 97 6 89
In stability analysis plots from Figure 3.5, the prior and posterior error bars can be
compared for all six measurements to see which parameters are resolved and how the
resolution changes with increasingly rich data. The geometric crossection concentration
is unconstrained without volume-coefficient measurements, and constrained equally well
will any scattering-profile measurement. The uncertainty in the size distribution of larger
particles is greatly reduced by all scattering-profile measurements, but particles which are
smaller than the reasonance interval are unconstrained. The error paterns show a similar
cutoff in resolution for the size distribution. The polarimetric constraints, in linear-profile
and full-profile measurement sets, improve posterior constraints on the size distribution
when compared with phase function only measurements.
Table 3.2 shows the relative uncertainties for several measures of particle concentration,
including number, area and volume concentrations. Also, The relative uncertainty in CCN
concnetration estimates are given which compute the uncertainty in number concentration
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Figure 3.5: Water droplet prior and posterior uncertainty shown by error bars. Thin
black error bars show prior uncertainty, purple error bars show posterior uncertainty
without volume-coefficient measurements and pick error bars show posterior uncer-
tainty with volume-coefficient measurements. Error patterns or principle components
are plotted below the size distribution in each plot. Rows from top to bottom show
increasing information. Row 1: Phase-profile measurements with and without volume
coefficients. Row 2: Linear-profile measurements with and without volume coeffi-
cients. Row 3: Full-profile measurements with and without volume coefficients. The
gray region shows resonating sizes at the shortest wavelength, λ = 405nm.
of particles larger then the specified radius. All concentrations for liquid water droplets
have prior relative uncertainty between 50-54%. Volume (or equivilantly mass) concen-
tration is resolved to 3% relative uncertainty, suface area concentration is resolved to 5%
relative uncertainty, and number concentration is resolved to 23% relative uncertainty.
Loading parameters were not resolved by measurement sets without volume-coefficient
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constraints so these are excluded from the table. Uncertainty reduction is independent
of which scattering-profile measurement set is used.
Table 3.2: Relative uncertainty in pure water concentration
Concentration CCN
% Uncertainty Number Area Volume r>31nm r>37nm r>43nm
Prior 54% 50% 52% 54% 54% 54%
Phase with coeficients 23% 5% 4% 22% 20% 18%
Linear with coeficients 23% 5% 4% 21% 19% 17%
Full with coeficients 23% 5% 3% 19% 16% 13%
The synthetic retrieval study for water droplets is shown in Figure 3.6 and uses the
full set of scattering matrix measurements along with volume-scattering and volume ab-
sorption coefficients to constrain particle concentration and size distribution. The true
microphysical state has a concentration that is slightly offset from the prior and a size
distribution that wiggles above and below the prior. Seven samples of noisy synthetic
data are generated for each true state and used according to the retrieval algorithm de-
scribed in Appendix B. The retrieved loading parameters match the true loading for all
samples of noise, and the retrieved size distributions match the true size distribution for
particles which are large enough to reasonate with the observed wavelengths of light.
The case of liquid water droplets is easiest due to the known refractive index and dominant
fraction of large particles. Measurements of the volume-scattering and volume-absorption
coefficients are needed to retrieve concentration when measured along with the phase
profile. Particle volume and surface area concentration are resolved well, but number
concentration remains poorly constrained due to uncertainty in size distribution of the
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Figure 3.6: Synthetic retrievals of water droplets obtained by fitting full single-
scattering measurements with random noise. Each row shows a randomly generated
true state, selected to differ significantly from the mean. The true concentration is
plotted as colored circles and the true size distribution is plotted as a colored line con-
necting colored circles. Retrievals are plotted with purple lines, and each corresponds
to one of seven random samples of measurement error.
smallest particles. The size distribution of larger particles is resolved well with phase-
profile measurements alone, and resolution improves when polarimetric constraints are
added. All measurement sets fail to constrain the size distribution of particles with radius
below the reasonance interval.
3.3.2 Sea spray
The linear stability analysis of sea spray is shown in Tables 3.3 and 3.4 and in Figure
3.7 for all measurement sets. A synthetic retrieval study is shown in Figure 3.8. The
51
Chapter 3. Particle characterization
prior distribution for the sea spray aerosol is the same as that for pure water with regards
to the concentration and size distribution. However, the prior distribution of sea spray
allows much more variability in real refractive index. The standard deviation is choosen
to be consistent with the real refractive index of hydrated salt droplets when they are
subjected to a range of relative humidities, 40-100% [61].
Table 3.3 shows the general results of the linear stability analysis in terms of the number
of degrees of freedom resolved by measurement and prior, and the information content for
various subsets of the unknown parameters. Measurements of the volume-scattering and
volume-absorption coefficients provide 6-7 bits of information for particle concentration
and also provide 7-9 bits of information for the imaginary refractive index. The scattering-
profile measurements provide 45-94 bits of information for the size distribution and 19-29
bits of information for the real refractive index, but they add little information for the
loading and imaginary refractive index.
Table 3.3: Stability analysis for sea spray: degrees of freedom and bits of information.
Information [bits]
dsignal dprior Total Concentration Size Real Imaginary
Phase-profile data 13.2 14.8 66.9 0.0 44.5 19.5 0.0
Phase with coef. 16.6 11.4 85.0 6.4 44.8 19.9 7.5
Linear-profile data 14.1 13.9 75.0 0.0 51.7 21.5 0.0
Linear with coef. 17.7 10.3 92.9 6.6 51.8 21.8 8.0
Full-profile data 16.7 11.3 123.2 0.0 94.0 28.5 0.0
Full with coef. 20.3 7.7 140.9 6.9 94.0 28.6 8.9
The stability analyses for sea spray is visualized in Figure 3.7. The concentration is un-
constrained without volume-coefficient measurements and constrained equally well by any
set of scattering-profile measurements. The size distribution of particles which are large
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enough to reasonate with the measured wavelengths of light show posterior uncertainty
estimates that are much smaller than those of the prior. Error paterns show a similar
cutoff in resolution for the size distribution. This suggests that measurements of the
phase function alone may be adiquate for retrieving the real refractive index of sea spray.
Still, there is noticable benefit to makeing measurements of polarization, as can be seen
by comparing uncertainties in the size distribution for phase-profile measurements with
those of the linear-profile and full-profile measurements. All measurement sets constrain
the posterior error bars for real refractive index.
Figure 3.7: Sea spray prior and posterior uncertainty for concentration, size distri-
bution and real refractive index. Descending rows have increasing measurements as in
Figure 3.5, with purple lines and error bars corresponding to cases without volume-
coefficient measurements and pink lines and error bars corresponding to cases with
volume-coefficient measurements. The gray region shows resonating sizes at the short-
est wavelength, λ = 405nm.
Shown in Table 3.4, the relative uncertainty in the concentration of sea spray has a
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baseline of 50-54%, which is the prior uncertainty in concentration. In the posterior
distributions, the volume concentration has 3-4% relative uncertainty, the suface area
concentration has 5% relative uncertainty, and number concentration has 22-23% rela-
tive uncertainty. Retrieving the volume and area concentrations seem possible with any
measurement set provided that it includes the volume-scattering and volume-absorption
coefficients. Relative uncertainty in the number concentration of CCN varies from 11-21%
and depends on the radius at which particles become large enough to act as CCN. Since
small particles are poorly constrained, the relative uncertainty in CCN concentration
improves for larger radii. Here, also, we see lower relative uncertainty for polarimet-
ric measurements, presumably because the linear-profile and full-profile measurements
reduce the uncertainty in the particle size distribution, as can be seen in Figure 3.7.
Table 3.4: Relative uncertainty in sea spray concentration
Concentration CCN
% Uncertainty Number Area Volume r>31nm r>37nm r>43nm
Prior 54% 50% 52% 54% 54% 54%
Phase with coeficients 23% 5% 4% 21% 19% 17%
Linear with coeficients 23% 5% 4% 21% 18% 16%
Full with coeficients 22% 5% 3% 19% 15% 12%
Synthetic retrievals for sea spray are made using the complete set of scattering data and
are shown in Figure 3.8. The true state was selected from random samples of the prior
so as to differ considerably from the mean. Therefore the true state presents a challange
to the retrieval algorithm, yet agrees with the prior constraints. For all seven samples of
measurement noise the retrieved microphysical states are seen to match the concentration
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and real refractive index quite well. The size distribution is retrieved for particles which
are large enough to reasonate but not for smaller particles.
Figure 3.8: Synthetic retrievals of sea spray aerosols from full single-scattering mea-
surements. The layout is similar to Figure 3.6 but including real refractive index, in
the right-most column.
The case of sea spray aerosols introduced the challenge of a variable real refractive index.
Measurements of the volume-scattering and volume-absorption coefficients are nessesary
to constrain particle volume and area concentrations, and measurements of the phase
profile are sufficient to make this possible. The measurements are only marginally sen-
sitive to number concentration and CCN concentration. Measurements of the phase
profile provide good constraints on reasonating portions of the size distribution and the
spectrally dependent values of the real refractive index. The addition of polarimetric
constraints reduces the uncertainty of both the size distribution and real refractive index.
All measurement sets fail to constrain the size distribution particles which are too small
to reasonate with the observed wavelengths of light. Synthetic retrievals are stable and
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accurate for all microphysical properties, with the exception of the size distribution for
small particles.
3.3.3 Sulfate
The linear stability analysis of sulfate aerosols is shown Tables 3.5 and 3.6 and in Figure
3.9, and synthetic retrievals are shown in Figure 3.10. Hydrated sulfate is a small, scatter-
ing aerosol and is modeled using a size distribution that is shifted toward smaller particles
with radii on the interval, 0.006-1.75µm. The prior distribution of refractive index is con-
sistent with the variability for ammonium sulfate in relative humidity 40-100% [61]. Real
refractive index is larger and more variable than for water. The small size of sulfate
aerosols leads to a substantial fraction of the geometric cross-section concentration com-
ing from unresolved particles. While this may be undesirable in opperational retrievals,
doing so in the stability analysis helps to provide insight into how the uncertainty in small
particles may affect resolved parameters.
Table 3.5 shows the general results of the linear stability analysis. Measurements of
the volume-scattering and volume-absorption coefficients profide 5-6 bits of information
for particle concentration but provide less than 1 bit of information for the remaining
unknown parameters. The profile measurements of the scattering matrix provide 45-94
bits of information for the size distribution and 19-29 bits of information for the real
refractive index. The imaginary refractive index is constrained very tightly by the prior.
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Table 3.5: Stability analysis for sulfate: degrees of freedom and bits of information
Information [bits]
dsignal dprior Total Concentration Size Real Imaginary
Phase-profile data 10.5 15.5 58.1 0.0 35.0 19.4 0.0
Phase with coef. 11.5 14.5 66.6 5.1 35.2 19.4 0.0
Linear-profile data 11.2 14.8 65.2 0.0 41.3 21.6 0.0
Linear with coef. 12.2 13.8 73.7 5.3 41.4 21.6 0.0
Full-profile data 12.7 13.3 101.7 0.0 71.4 28.9 0.0
Full with coef. 13.7 12.3 110.2 5.5 71.4 28.9 0.0
The stability analyses for sulfate aerosol is visualized in Figure 3.9. The concentra-
tion of sulfate particles is unconstrained without measurements of the volume-scattering
and volume-absorption coefficients, and constrained equally well by each of the sets of
scattering-profile measurements. The uncertainty in particle size distribution is well con-
strained for particles which are large enough to reasonate, but poorly constrained for
very small particles. Polarimetric measurements improve posterior constraints on the
size distribution when compared with phase function only measurements. All measure-
ment sets constrain the posterior error bars for real refractive index, suggesting that the
phase function may be sufficient for retrieving the real refractive index of sulfate aerosol.
Shown in Table 3.6, the relative uncertainty in various measures of sulfate concentration
have a baseline of 51-53% uncertainty, corresponding to that of the prior distribution.
In the posterior distributions, the volume concentration is resolved to 3% relative uncer-
tainty, the suface area concentration is resolved to 8-9% relative uncertainty, and number
concentration is resolved to 23-24% relative uncertainty. Loading parameters are un-
resolved in the absense of volume-coefficient measurements and resolved similarly well
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Figure 3.9: Sulfate prior and posterior uncertainty for concentration, size distribution,
and real refractive index. Layout is the same as in Figure 3.5. The gray region shows
resonating sizes at the shortest wavelength, λ = 405nm.
with or without polarimetric measurements. Relative uncertainty in the concentration of
active CCN is 11-21%, and improves with polarimetric measurements — likely, due to
decreased uncertainty in the size distribution. We note that the low uncertainty of 3% in
volume concentration may be missleading, caused in part by our use of relative measure-
ment error for the volume-absorption coefficient. A more realistic model for measurement
error would include a combination of relative and absolute error, to impose a limit on the
utility of absorption measurements for weakly absorbing aerosols like sulfate.
Figure 3.10 shows synthetic retrievals of the properties of sulfate aerosols, obtained by
fitting full measurements with noise. With the exeption of small particles, the properties
of sulfate are retrieved accurately and are stable with respect to measurement noise. As
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Table 3.6: Relative uncertainty in sulfate concentration
Concentration CCN
% Uncertainty Number Area Volume r>31nm r>37nm r>43nm
Prior 53% 50% 51% 53% 53% 53%
Phase with coeficients 24% 9% 3% 21% 19% 16%
Linear with coeficients 24% 8% 3% 20% 17% 14%
Full with coeficients 23% 8% 3% 18% 15% 11%
with sea spray, the concentration and real refractive index are constrained close to their
known true values. Variability in the size distribution for larger particles retrieved well,
but error is seen for smaller particles. The measurment residules for these retrievals were
well within noise levels.
Figure 3.10: Synthetic retrievals of sulfate aerosol from full single-scattering mea-
surements. The layout is the same as in Figure 3.8.
The case of sulfate aerosols included a much larger fraction of small particles than did the
cases of sea spray and pure water. About one half the geometric crossection came from
particles which were too small to reasonate with visible wavelengths of light. Still, certain
measures of concentration were resolved along with the real refractive index and the size
distribution of larger particles. Measurements of volume-coefficients were are nessesary
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for resolving the volume and area concentration, and measurements of volume-coefficients
and the phase profile where sufficient for this purpose. The number concentration was
not resolved, and full measurement showed only marginally sensitive to concentration of
active CCN. The real refractive index was resolved by all measurement sets. The benefit
of polarimetric constraints is seen mostly in the uncertainty reduction of the size distri-
bution, where linear-profile and full-profile measurements provide significant uncertainty
reduction beyond measurements of the phase profile alone. Synthetic retrievals are stable
and accurate for all sulfate properties, with the exception of the size distribution for small
particles.
3.3.4 Tarballs
The linear stability analysis of tarballs is shown Tables 3.7 and 3.8 and in Figure 3.11
for all measurement sets, and synthetic retrievals are shown in Figure 3.12. The prior
loading and size distribution for tarballs match those of the sulfate aerosol case, but the
spectrally dependant values of the complex refractive index are much larger and more
variable. Mean prior values for refractive index match those of laboratory retrievals [47].
The general results of the linear stability analysis are shown in Table 3.7. Measurements
of volume-scattering and volume-absorption provide 5-6 bits of information for the con-
centration and 2-4 bits of information for the imaginary refractive index. The scattering
matrix measurements provide 31-73 bits of information for the size distribution, 19-36 bits
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of information for the real refractive index, and 11-17 bits of information for the imag-
inary refractive index. For tarball aerosols it seems that both volume-coefficients and
scattering-profile measurements provide information for the imaginary refractive index.
Table 3.7: Stability analysis for tarballs: degrees of freedom and bits of information
Information [bits]
dsignal dprior Total Concentration Size Real Imaginary
Phase-profile data 12.3 13.7 71.6 0.0 31.0 19.6 11.2
Phase with coeficients 13.9 12.1 84.7 5.0 32.1 19.9 15.7
Linear-profile data 13.2 12.8 79.4 0.0 37.3 22.5 12.1
Linear with coefficients 14.7 11.3 92.0 5.3 38.4 22.6 16.2
Full-profile data 16.0 10.0 129.6 0.0 72.8 36.3 16.5
Full with coefficients 17.2 8.8 140.4 5.6 73.7 36.5 18.8
A more detailed view of the linear stability analysis for tarballs is shown in Figure 3.11.
Concentration is unconstrained without volume-coefficient measurements and constrained
similarly well for any set of scattering-profile measurements. Scattering matrix measure-
ments provide constraints on the size distribution of particles which are large enough to
resonate with visible light. Real refractive index is resolved well by all measurement sets,
but the imaginary refractive index seems to be a more challenging target. Both volume-
coefficients and scattering-profile measurements are needed to provide the strongest con-
straints, and this is especially noticable at the longest wavelength. This is likely due to
the longer wavelength corresponding to a smaller size parameter, as discussed in Chapter
2.
The relative uncertainty in the concentration of tarballs is shown in Table 3.8. The base-
line uncertainty for the concentration of tarballs is 51-53%, corresponding to that of the
prior. In the posterior distributions, the volume concentration is resolved to 3% relative
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Figure 3.11: Tarballs prior and posterior uncertainty for concentration, size distri-
bution, real refractive index and imaginary refractive index. The layout is similar to
Figure 3.5, except plots of uncertainty for the real and imaginary refractive index are
added in the two right-most columns. The gray region shows resonating sizes at the
shortest wavelength, λ = 405nm.
uncertainty, the suface area concentration is resolved to 7-9% relative uncertainty, and
the number concentration is resolved to 23-24% relative uncertainty. Loading parameters
are unresolved without measurements of the volume-coefficients and resolved similarly
with or without polarimetric measurements. The posterior relative uncertainty in CCN
concentration is 8-21%, and improves with polarimetric measurements.
Table 3.8: Relative uncertainty in tarballs concentration
Concentration CCN
% Uncertainty Number Area Volume r>31nm r>37nm r>43nm
Prior 53% 50% 51% 53% 53% 53%
Phase with coefficients 24% 9% 3% 21% 19% 17%
Linear with coefficients 24% 8% 3% 19% 16% 12%
Full with coefficients 23% 7% 3% 16% 12% 8%
Synthetic retrievals for tarballs are shown in Figure 3.12. This case promising results
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for the retrieval of spectrally dependent real and imaginary refractive index full measure-
ments of single scattering properties. Note that the true values of refractive index are
plotted with a colored circle and the retrievals are plotted with an astrix, so a filled circle
corresponts to low retrieval error. By comparing the true and retrieved refractive indices,
we see that, dispite significant deviation from their prior values, the real and imaginary
refractive indices are retrieved quite well.
Figure 3.12: Synthetic retrievals of tarballs from full single-scattering measurements
with noise. As in Figure 3.6, each row shows a different true state with seven random
samples of measurement error.
The stability analysis and synthetic retrieval studies for tarballs show promising results
for the characterization of this type of aerosol with measurements of the single-scattering
properties. With the exception of small particles, all parameters are estimated to better
than prior uncertainty and show low sensitivity to measurement errors. Refractive index
retrievals for excellent accuracy dispite being far from the assumed prior mean. The
dominante error pattern from the linear analysis is used to interpret the retrieval errors
present in the loading and normalized size distribution.
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3.3.5 Sulfate and tarballs
The linear stability analysis for the combined case of sulfate and tarballs is shown Tables
3.9 and 3.10 and in Figure 3.13 for all measurement sets, and synthetic retrievals are
shown in Figure 3.14. The combined case of sulfate and tarballs consists of a small scat-
tering mode (sulfate) which is externally mixed with a small absorping mode (tarballs).
This mixed particle population poses the greatest challenge of cases considered here due
to the apparent degeneracy in size distribution basis functions, which overlap perfectly for
the two modes. The apparent degeneracy averted through the assumptions on prior dis-
tributions of refractive are substantially different for the two modes. Without the strong
dependence of Mie single scattering properties on particle refractive index, the overlap-
ping size distribution basis funtions for sulfate and tarballs would be indestinguishable
from eachother.
Looking at the information content for this mixed population shows results that are
similar single mode population with certain exceptions. We note that concentration is
constrained by scattering-profile measurements alone, even without measurements of the
volume-absorption and volume-scattering coefficients — due to the sensitivity of these
data to changes in their mixing ratio. Measurements of the volume coefficients are still
needed to resolve concentration well, and they are still needed to provide the best con-
straints on imaginary refractive index. More so than in the cases with a single mode
of aerosol, the addition of polarization measurment seems to be required for resolving
significant fraction of the aerosol properties beyond prior uncertainty.
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Table 3.9: Stability analysis for the mixture of sulfate and tarballs
Information [bits]
dsignal dprior Total Concentration Size Real Imaginary
Phase-profile data 15.7 36.3 77.8 3.5 30.9 16.5 6.5
Phase with coefficients 18.2 33.8 93.0 8.2 33.6 17.6 13.8
Linear-profile data 18.7 33.3 93.8 3.9 39.7 24.7 7.8
Linear with coefficients 20.9 31.1 107.9 8.9 41.7 25.6 14.2
Full-profile data 26.1 25.9 178.3 4.4 94.5 45.6 13.2
Full with coefficients 27.5 24.5 189.7 9.6 96.3 46.3 17.1
The fact that uncertainty for overlaping portions of the size distribution is reduce for
both types of particles in figure 3.13 provides clear evidence for optical discrimination of
similarly sized aerosols based on different refractive indices.
Figure 3.13: Prior and posterior uncertainties in for a mixture of sulfate and tarballs.
The layout is similar to that of Figure 3.5.
The relative uncertainty in concentrations of tarballs and sulfate are shown in Table 3.10.
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Prior concentration has relative uncertainty of 51-53%. Posterior distributions resolve
the volume concentration to 3-5% relative uncertainty, the suface area concentration to
8-14% relative uncertainty, and the number concentration to 24-26% relative uncertainty.
Volume coefficients are required. The relative uncertainty in CCN concentration is 13-
27%, and improves with polarimetric measurements.
Table 3.10: Relative uncertainty in concentration for mixed sulfate and tarballs
Sulfate Concentration CCN
% Uncertainty Number Area Volume r>31nm r>37nm r>43nm
Prior 53% 50% 51% 53% 53% 53%
Phase with coefficients 26% 14% 6% 27% 27% 26%
Linear with coefficients 26% 12% 5% 26% 25% 24%
Full with coefficients 25% 11% 4% 25% 24% 23%
Tarballs Concentration CCN
% Uncertainty Number Area Volume r>31nm r>37nm r>43nm
Prior 53% 50% 51% 53% 53% 53%
Phase with coefficients 25% 11% 5% 23% 22% 20%
Linear with coefficients 24% 10% 4% 22% 20% 18%
Full with coefficients 24% 8% 3% 19% 16% 13%
The synthetic retrievals from full single-scattering measurements match true properties
quite well for the mixture of sulfate and tarballs. Both size distributions are resolved for
the larger-sized reasonating particles. The retrieved concentrations are clustered around
the true concentrations for both modes. A slight bias in sulfate concentration appears
to be balaced by an opposite bias in the retrieved size distribution, which is due to the
normalization of the size distribution. This is consistent with the leading error pattern
found by the linear stability analysis in figure 3.13. The retrieval of real and imaginary
refractive index is fit quite accurately, given the large deviation between true and prior
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values. Some sensitivity to measurement noise is observable but the sensitivity appears
to be consistent with the linear stability analysis.
Figure 3.14: Synthetic retrievals of the mixture of sulfate and tarballs from full single-
scattering measurements with random samples noise. The layout is similar to Figure
3.6.
The stability analysis for this observation system provides encouraging results. However,
it is important to coment on an observation that was made when the mixing ratio of sulfate
and tarballs was varried. These results are not shown, but we observed that the relative
signal from the non-dominant mode causes larger retrieval errors and greater sensitivity
to measurement noise. Likewise, the uncertainty for the dominant mode benefited and
uncertainty was seen to converge to match the results of the corresponding single-mode
analysis. It seemed that a ratio of one part in four was sufficient to provide substantial
reduction of uncertainty in both modes in a mixture. The results within that range of
mixing ratios are similar to equal mixture of sulfate and tarballs presented here. The
complex refractive index and size distribution of larger particles are constrainted by full-
profile measurements. And with the addition of volume-scattering and volume-absorption
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coefficients, the concentration and imaginary refractive index of the aerosols are also
constrained.
3.3.6 Sea spray and tarballs
The linear stability analysis of combined case of sea spray and tarballs is shown Tables
3.11 and 3.12 and in Figure 3.15 for all measurement sets. Following this, we show a
synthetic retrieval study in Figure 3.16. Results for tarballs mixed with sea spary are
slightly improved over those for the mixture with sulfate. We attribute this to the larger
particles which are present in sea spray. This eliminates some the “apparrent degeneracy”
caused by the complete overlap of the size distribution of sulfate and tarballs in Section
3.3.5. The size distribution for two modes in this mixture (sea spray and tarballs) do
overlap, but only partily.
The linear stability analysis is summarized by Table 3.11. Without full scattering-profile
measurements most of the information comes from the prior, and there is a large in-
crease in information content when full scattering-profile measurements are added. For
example, while the linear-profile measurements provide 47 bits of information for the
size distribution, the ammount of information increases by nearly 60 bits with the addi-
tional polarimetric constraints that are contained in the full-profile measurments. The
measurement sets which contain volume-coefficients provide 10-11 bits of information for
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concentration and 14-17 bits of information for the imaginary refractive index, and with-
out volume-coefficients the information content decreses to 4-5 bits for concentration and
6-13 bits for imaginary refractive index.
Table 3.11: Stability analysis for the mixture of sea spray and tarballs
Information [bits]
dsignal dprior Total Concentration Size Real Imaginary
Phase-profile data 18.9 35.1 88.2 4.4 36.3 22.2 6.1
Phase with coefficients 21.4 32.6 103.6 9.6 39.3 23.2 13.7
Linear-profile data 21.7 32.3 103.5 4.9 46.7 28.9 7.6
Linear with coefficients 23.7 30.3 117.7 10.4 48.8 29.5 14.2
Full-profile data 29.9 24.1 206.4 5.4 115.3 52.6 13.3
Full with coefficients 31.3 22.7 217.9 11.1 117.5 52.8 17.3
It seems that measurements of the volume coefficients and the full-scattering profile may
be required to constrain the size distribution and complex refractive index, and the un-
certainty reduction results, plotted in Figure 3.15, support these findings. Polarimetric
measurements improve the resolution for both the size distribution and complex refrac-
tive index. Also, there is a noticable wavelength dependence in the uncertainty reduction
in real and imaginary refractive index. The uncertainty in the imaginary refractive index
for tarballs depends less on volume-coefficient measurements at shorter wavelengths than
it does at larger wavelengths. This is consistent with the single-scattering calculations in
Chapter 2, which show scattering profiles that approach the Rayleigh limit for smaller
valumes of the particle size parameter, x = 2πr
λ
. This implies that measurements of the
volume-coefficients may become increasingly important for resolving the imaginary re-
fractive index, especially for longer wavelength measurements and smaller sized particles.
This is likely due to the information contained in the volume-absorption coefficient, based
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the dependence of absorption on particle volume concentration independent of size, as
seen in Chapter 2.
Figure 3.15: Prior and posterior uncertainties in for a mixture of sea spray and
tarballs. The layout is similar to that of Figure 3.5.
The relative uncertainty of several measures of concentration are shown in Table 3.12.
The baseline for relative uncertainty for each mode of particle in the mixture the relative
uncertainty in concentration of the prior and this is 50-54%. The posterior distributions
for the mixture of sea spray and tarballs have 3-7% relative uncertainty in volume con-
centration, 7-10% relative uncertainty in suface area concentration, and 23-25% relative
uncertainty in the number concentration. Measurement sets without constraints on the
volume coefficients provide some information, but only in the relative concentration of
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the two types of particles. The posterior relative uncertainty in CCN concentration is
11-27%, and improves with polarimetric measurements. Relative uncertainty decreases
for CCN concentration estimates that use a larger cutoff radius.
Table 3.12: Relative uncertainty in concentration for mixed sea spray and tarballs
Sea spray Concentration CCN
% Uncertainty Number Area Volume r>31nm r>37nm r>43nm
Prior 54% 50% 52% 54% 54% 54%
Phase with coefficients 25% 9% 7% 27% 27% 27%
Linear with coefficients 25% 8% 6% 26% 26% 25%
Full with coefficients 24% 7% 4% 25% 25% 24%
Tarballs Concentration CCN
% Uncertainty Number Area Volume r>31nm r>37nm r>43nm
Prior 53% 50% 51% 53% 53% 53%
Phase with coefficients 25% 10% 5% 24% 22% 21%
Linear with coefficients 24% 9% 4% 21% 18% 16%
Full with coefficients 23% 8% 3% 18% 15% 11%
The synthetic retrieval study of the mixed population of sea spray and tarballs is shown
in Figure 3.16. All microphysical parameters are retrieved with the exception of the size
distributions of small particles, and the retrievals are stabile with respect to measurement
noise. Retrievals of the imaginary refractive index of tarballs are somewhat sensitive to
noise, but the spread of values is comparable to the uncertainy seen in the linear stability
analysis. The relative uncertainty of dependes on the mixing ratio of particles, and we
noticed that retrievals of a mode degraded once the mixing ratio degraded below one part
in four. However, in the first row of Figure 3.16 the fraction of tarballs is about one part
in three, yet the retrieved concentration and complex refractive index values remain in
close agreement with the true values.
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Figure 3.16: Synthetic retrievals of the mixture of sea spray and tarballs from full
single-scattering measurements with random samples noise. The layout is similar to
Figure 3.6.
We are optimistic that dual mode retrievals of sea spray and tarballs may be possible
with full measurements of the scattering-matrix profiles together with measurements of
the volume-scattering and volume-absorption coefficients. The concentration, size dis-
tribution, and spectrally dependent real refractive index are well constrained for both
modes. This is seen in both the linear stability analysis and in the synthetic retrieval
study. The large number of unknown parameters does seem to require full measurements,
and in particular, the volume-coefficient measurements become increasingly important for
longer wavelengths. Similarly, we expect that measurements of the volume-absorption co-
efficient are important for retrieving the imaginary refractive index of tarball — especially
if the particles are smaller than those used in this study. As with the mixture of sulfate
and tarballs, the mixing ratio of particles determines the extent to which each type of
aerosol in the mixture is constrained. Mixing ratios down to one part in four seemed to
allow retrieval of the complex refractive indices of both modes.
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3.4 Concluding remarks
This chapter presented a theoretical analysis to determine what microphysical proper-
ties of airborne particles may be infered from noisy and incomplete measurements of
their single-scattering properties. Small particles are very difficult to characterize. The
uncertainty in the size distribution of small particles was unimproved, even with full mea-
surements of the single-scattering properties. One of the most unfortunate consiquences
is the poor estimates of particle number concintration — which plays an important role
in cloud formation and is therefore a desirable retrieval target. The results are much
more encouraging for particles which are large enough to reasonate with the measured
wavelengths of light. For these larger particles, the size-distribution is well constrained
even by incomplete measurements. We see this in both the linear stability analysis and
in synthetic retrievals. Using full measurements, we see significant reduction in the un-
certainty of size distribution and complex refractive index, even for bi-modal mixtures
of aerosols with overlapping size distributions when their complex refractive indecies are
separated by prior constraints. Incoroprating measurements of polarization has clear ben-
efits over measurements of the phase-function profile alone and it is shown to reduce the
uncertainty in the size distribution and complex refractive index. Measurements of the
volume-scattering and volume-absorption coefficients constrain the mass concentration
of aerosols quite well and also add information for the retrieval of imaginary refractive
index. Therefore, the retrieval of larger particles seems reasonable and we expect that
the size distribution and complex refractive index of one or two modes of aerosol may be
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infered from single-scattering measurements.
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Remote sensing in 3D
This chapter derives an efficient procedure for using the three-dimensional (3D) vector
radiative transfer equation (VRTE) to adjust atmosphere and surface properties and
improve their fit with multi-angle/multi-pixel radiometric and polarimetric measurements
of scattered sunlight. The proposed adjoint method uses the 3D VRTE to compute the
measurement misfit function and the adjoint 3D VRTE to compute its gradient with
respect to all unknown parameters.
In the remote sensing problems of interest, the scalar-valued misfit function quantifies
agreement with data as a function of atmosphere and surface properties, and its gradient
guides the search through this parameter space. Remote sensing of the atmosphere and
surface in a three-dimensional region may require thousands of unknown parameters and
millions of data points. Many approaches would require calls to the 3D VRTE solver in
proportion to the number of unknown parameters or measurements. To avoid this issue
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of scale, we focus on computing the gradient of the misfit function as an alternative to the
Jacobian of the measurement operator. The resulting adjoint method provides a way to
adjust 3D atmosphere and surface properties with only two calls to the 3D VRTE solver
for each spectral channel, regardless of the number of retrieval parameters, measurement
view angles or pixels.
This gives a procedure for adjusting atmosphere and surface parameters that will scale
to the large problems of 3D remote sensing. For certain types of multi-angle/multi-pixel
polarimetric measurements, this encourages the development of a new class of three-
dimensional retrieval algorithms with more flexible parameterizations of spatial hetero-
geneity, less reliance on data screening procedures, and improved coverage in terms of the
resolved physical processes in the Earth’s atmosphere.
4.1 Objectives
More accurate and complete monitoring of cloud and aerosol properties is needed to reduce
uncertainties in both the radiative forcing of climate and feedbacks between the radiative
forcing and changes in global temperature that are the result of changes to clouds and their
properties [7]. While multi-angle polarimetric measurements and plane parallel retrieval
methods provide the capabilities necessary for regions that are horizontally homogeneous
[6, 8, 9], the retrieval of aerosols in broken cloud fields and near cloud edges remains
an open challenge which limits the coverage and accuracy of retrievals [11–13]. Using
the three-dimensional (3D) vector radiative transfer equation (VRTE) can address this
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issue by explicitly accounting for the spatial distribution of solar illumination, scattering
material, and polarimetric measurements. In contrast to plane-parallel and spherical
models for radiative transfer, the 3D VRTE places no default restrictions on the spatial
variability of the atmosphere and surface [62]. Work to extend coverage with 3D methods
has shown promise for determining average cloud optical thickness [15] and cloud top
height [16]. However, as a side effect of the increased flexibility, the 3D VRTE leads to
retrieval problems with many more unknown parameters and multi-pixel measurement
constraints. A significant concern is therefore the extent to which a proposed algorithm
scales “gracefully” to large problems. The objective of this work is to formulate an
adjoint method for the 3D VRTE which maintains the scalability required for application
to atmospheric remote sensing problems.
Adjoint methods and other linearization procedures can reduce the number of radiative
transfer simulations needed over the course of an iterative procedure for fitting data
[63, 64]. During each iteration, the current estimate of the atmosphere and surface
properties is adjusted to improve its fit with measurements. Making the right adjustment
requires knowledge of how the fit will change when the adjustment is made. This in turn
entails solving the 3D VRTE for each wavelength to evaluate the misfit between model
and measurements and its gradient with respect to unknown parameters. It is worth
noting that, brute-force numerical differencing could be used to compute the gradient with
O(LN) radiative transfer computations, whereN is the number of parameters and L is the
number of wavelengths. Adjoint methods provide an alternative route to computing this
derivative, and analogous work in the field of medical imaging shows that the number of
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calls to the radiative transfer solver can be as low as two: one forward solve for evaluating
the misfit with data and one adjoint solve for computing the gradient with respect to
retrieval parameters [20, 65, 66]. Although this result was specific to angularly-averaged
measurements in the frequency domain with wavelength-independent parameters, it is an
example of a scalable adjoint method derived for an analogous scalar transport equation.
We define a retrieval adjustment procedure as scalable if it can be applied to problems with
arbitrarily many measurement constraints and unknown parameters without requiring
additional calls to a radiative transfer simulation. A scalable method can require O(L)
radiative transfer solutions at each step, but notO(LN) orO(M), where M is the number
of measurements (including all wavelengths, view angles and pixels).
Previous work on adjoint/linearization methods for remote sensing provides this kind of
improved efficiency for plane-parallel [67], spherical [68–70], and pseudo-spherical radia-
tive transfer models [71–73]. Also, adjoint techniques have been used to approximate
solutions to the 3D VRTE for atmospheric properties with small deviations from plane-
parallel symmetry [74, 75]. To our knowledge, the use of adjoint methods to develop a
scalable remote sensing methodology that relies on the 3D VRTE has not hitherto been
considered. This topic is of current interest due to the advancement of computational
techniques, which simulate 3D scalar and vector RT in the Earth’s atmosphere [76–80],
including the recently released vectorized Spherical Harmonic Discrete Ordinate Method
code by Evans [81]. So far, the primary application of these codes has been synthetic
studies which assess errors associated with plane-parallel retrievals [82, 83]. In our view
an equally important direction of research deals with how to incorporate simulations of
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the 3D VRTE directly into cloud and aerosol retrieval algorithms [15]: for example, using
multi-pixel methods to improve single-pixel retrievals by accounting for adjacency effects,
or perhaps, using a futuristic 3D parameterization of clouds and aerosols to retrieve their
spatial variability in complex scenes with broken cloud cover. The objective of this pa-
per is to provide the necessary theoretical foundation for such endeavors, by extending
adjoint methods to allow scalable computations of the misfit function and its gradient
using codes that solve the 3D VRTE.
To ensure that the adjoint method derived here meets the needs of the atmospheric
remote sensing community, the theoretical description of measurements is consistent with
ground-based, air-borne, and space-borne polarimeters, and the parameter-adjustment
methods are similar to those used in operational retrieval algorithms [51, 67]. The method
focuses on minimizing a misfit function for passive measurements of scattered sunlight,
but active measurements and measurements at other wavelengths may be included as
prior constraints on spatial variability: using high spectral resolution LIDAR to constrain
the aerosol scattering coefficient [17] or microwave cloud tomography to constrain cloud-
droplet volume concentration [18, 19]. Moreover, we formulate the adjoint framework
in a manner that is consistent with the complex microphysical parameterizations needed
to model single-scattering properties in the Earth’s atmosphere [33]. The procedure is
outlined using the standard integro-differential form of the 3D VRTE and derived using an
equivalent integral formulation, written using concise operator notation for the processes
of streaming, scattering and reflection. The integral formulation and associated operators
are related to existing numerical solutions, and we describe how to extend such codes to
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solve adjoint radiative transfer by using the reciprocity principle to write the adjoint
Stokes-vector solution in terms of a slight modification to the usual forward solution.
Preliminary definitions are given in Section 4.2 with the fundamental adjoint property
asserted but left temporarily unproven. The use of adjoint methods in developing a
scalable procedure for adjusting parameters as part of a remote sensing methodology is
described in Section 4.3. Then, the general framework for forward and adjoint 3D VRTE
is derived in Section 4.4 and the fundamental adjoint property is proven in Theorem 4.4.
Supplementary technical results are presented in B.1 and B.2.
4.2 Preliminaries
This section introduces the theoretical framework of the forward and adjoint 3D VRTE
as needed for large scale 3D remote sensing of the atmosphere and surface. We generalize
adjoint methods to arbitrary boundary conditions, and this entails a mild reformulation of
the forward 3D VRTE as a boundary value problem and proof of the fundamental adjoint
property for the corresponding boundary value problem of adjoint 3D VRTE. The logical
progression that we choose to follow is to define the forward and adjoint 3D VRTEs as
independent boundary value problems. Then, we prove the fundamental adjoint property
which relates them. The first task is to define the domain.
Definition 4.1 (Domain). The spatial region of interest is an open, connected, and
bounded set D ⊂ R3 with smooth boundary ∂D ⊂ R3 — smooth to guarantee that
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the bounding surface has a continuous outward-pointing normal vector. The region is





‖x− x′‖ for x ∈ (D ∪ ∂D)
inf
x′∈∂D
‖x− x′‖ for x ∈ R3\(D ∪ ∂D)
. (4.1)
The useful properties of h are that it is continuous on R3 and differentiable near the
boundary, with gradient ∇h(x) equal to the unit normal vector pointing out of the
domain for each x ∈ ∂D. The function value determines if a given point, x ∈ R3, is
inside the region of interest, h(x) < 0; on its boundary, h(x) = 0; or outside, h(x) > 0.
Taking the direction vector v to be always in the unit sphere, S2 ⊂ R3; we define the
three regions making up the domain of the 3D VRTE: the internal set,
D × S2 = { (x,v) : h(x) < 0 } , (4.2)
the outgoing set,
Γ+ = { (x,v+) : h(x) = 0 and v+ · ∇h(x) > 0 } , (4.3)
and the incoming set,
Γ− = { (x,v−) : h(x) = 0 and v− · ∇h(x) < 0 } . (4.4)
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Inner products of Stokes-vector and source-vector functions are defined for each domain:







dSv w(x,v) · u(x,v), (4.5)







dSv+ |v+·∇h(x)| q(x,v+) · u(x,v+), (4.6)








These elementary inner products appear so often in pairs that is helpful to write the











= 〈p,u〉D×S2 + 〈q,u〉Γ+ , (4.8)











= 〈w,f〉D×S2 + 〈w, g〉Γ− . (4.9)
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Each of the three inner products in Eqs. (4.5) - (4.7) defines a vector space of square-
integrable functions, for example the internal source vectors, f , such that,
‖f‖2D×S2 = 〈f ,f〉D×S2 <∞, (4.10)
or the incoming source vectors, g, such that,
‖g‖2Γ− = 〈g, g〉Γ− <∞. (4.11)
From the operator point of view, the square-integrable functions in Eqs. (4.10) and (4.11)
are vectors in a linear space, and linear operators will act in much the same way that
matrices do. To guarantee this, we give symbolic representation only to linear operators
that are bounded. By this convention, a linear operator with symbol, L, will act on
a square-integrable vector, f , and return another square-integrable vector, L [f ]. This
follows from the definition of a bounded operator: the linear operator, L, is bounded if
there exists a value, C, so that,
‖L [f ] ‖ ≤ C ‖f ‖ , (4.12)
for all square-integrable functions, f . The smallest such value, C, is called the operator
norm, ‖L ‖op, and it will be needed in Section 4.4.2 to state the constraints on scattering
and reflection that guarantee solve-ability of the 3D VRTE. The adjoint of an operator
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is defined in the usual sense, as the operator, L∗, which satisfies the adjoint property:
〈p, L [f ]〉 = 〈L∗ [p] , f〉 . (4.13)
The adjoint, L∗, gives the alternative rule for evaluating the inner product in Eq. (4.13),
so that numerical procedures may use whichever side is more efficient.
In summary, the three distinct subdomains for 3D vector radiative transfer are defined
through the utility function, h(x): the interior set, D × S2; outgoing set, Γ+; and the
incoming set, Γ−. Each subdomain has an inner product and set of square-integrable
functions. As a convention, we reserve operator notation for bounded linear operators to
ensure similarity to matrix algebra. Lastly, the adjoint of a linear operator was defined.
4.2.1 Forward and adjoint 3D VRTEs
The purpose of this paper is to formulate an efficient procedure for adjusting unknown
parameters as part of an abstract remote sensing problem. The atmosphere and surface
properties are described by an unknown parameter vector, a = (an) for 0 ≤ n < N , from
which physical single-scattering properties are derived: extinction, σ(x;a); scattering
kernel, Z(x,v,v′;a); and reflection kernel, R(x,v−,v+;a). For a given illumination
defined by incoming and internal light sources, the 3D VRTE provides a solution vector
u(x,v;a) to be used in modeling each polarimetric measurement as an inner product
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with measurement vector y = (ym) for 0 ≤ m < M . This motivates the boundary value
problem of the 3D VRTE which defines the Stokes vector solution, u, for incoming solar
energy.
Definition 4.2 (Forward 3D VRTE). For a fixed parameter vector, a, and correspond-
ing single-scattering properties, σ, Z, and R; the forward solution u(x,v;a) is defined
for square-integrable source vectors, f and g, as the unique solution to the integro-
differential equations of the forward 3D VRTE:





= g on Γ−. (4.17)
The integral operator for scattering is defined as,





′) · u(x,v′), (4.18)
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dSv+|v+·∇h(x)|R(x,v−,v+) · u(x,v+), (4.19)
for (x,v−) ∈ Γ−. Coupling with boundary conditions is imposed by spatial continuity







for (x,v+) ∈ Γ+ and (x,v−) ∈ Γ−.
Assuming existence and uniqueness for the moment, we define the solution operator for









The forward solution operator, Ua, is a 2 × 2 matrix of integral operators which is
parametrized by a and acts on internal and incoming source vectors, f and g, to
give the Stokes vector solution on the internal and outgoing sets, u|D×S2 and u|Γ+ . An
explicit formula for the forward solution operator is derived in Section 4.4.2.1 and given
by Eq. (4.112).
The solution operator, Ua, plays the role of a forward solver in the present discussion
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of an abstract remote sensing problem — one call to a forward solver is equivalent to
evaluating the solution operator, Ua, for one pair of source vectors, f and q. Using
this operator we write the model for polarimetric measurements in Eq. (4.15) as the inner
product of detector response functions, pm and q
m














This expression allows the computation of all measurements with one call to the solu-
tion operator, Ua, followed by relatively inexpensive integrations over the polarimetric
response function for each detector. Therefore, Eq. (4.23) is well suited to the task of
evaluating many different measurements for fixed internal and incoming source vectors.
However, in remote sensing applications where unknown atmosphere and surface parame-
ters, a, are adjusted to fit data, the computation also requires variation of source functions
for computing the components of the gradient of the misfit function, ∂Φ/∂an. We will















for fixed adjoint source vectors, ∆p and ∆q, and forward source vectors, ∆f
n
 and
∆gn, corresponding to derivatives with respect to each parameter, for 0 ≤ n < N .
Forward and adjoint source vectors appearing in Eq. (4.24) are defined explicitly by Eqs.
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(4.42), (4.43), (4.46), and (4.47). To avoid repeated calls to the solver, Ua, we seek the


























Notice that all solver operations now act on the fixed adjoint source vectors, ∆p and
∆q, so that the change in fit can be computed for any unknown parameter by inte-
gration. This motivates the definition of the boundary value problem for the adjoint 3D
VRTE.
Definition 4.3 (Adjoint 3D VRTE). For fixed parameter, a, and single-scattering prop-
erties, σ, Z, andR; we define the adjoint solution, w, for square-integrable adjoint source
vectors, p and q, as the unique solution to the adjoint 3D VRTE:





= q on Γ+. (4.27)
The adjoint-scattering operator is defined as,
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for (x,v+) ∈ Γ+. Coupling with boundary conditions is imposed by spatial continuity







for (x,v+) ∈ Γ+ and (x,v−) ∈ Γ−.
Assuming existence and uniqueness for the moment, we conclude by defining the adjoint
solution operator. For each parameter a, the adjoint solution operator, U∗a, maps adjoint









The explicit form of this 2 × 2 matrix of integral operators is derived in Section 4.4.2.2
and given by Eq. (4.119).
Since the boundary value problems for the forward and adjoint 3D VRTE are defined
independently, the adjoint property, (Ua)∗ = U∗a, requires proof, and this is done in
Theorem 4.4. In summary the forward 3D VRTE is stated in Definition 4.2 and can be
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used to evaluate M radiometric measurements with O(L) calls to the forward solution
operator, Ua. We asserted that the adjustment of atmosphere and surface properties
would require evaluation of the left hand side of Eq. (4.25), and noted that this would
require O(LN) calls to Ua. In section 4.3, we show how the left hand side of Eq. (4.25)
arises naturally as the required quantity in an iterative search, and how evaluating with
the adjoint alternative on the right-hand side of Eq. (4.25) leads to a scalable procedure
for adjusting unknown parameters as part of a remote sensing algorithm. That is, one
which requires only O(L) evaluations of the solution operators at each step, making the
number of calls independent of the size of the problem.
4.3 Application to remote sensing
In the context of remote sensing of the Earth’s 3D atmosphere and surface, the adjoint
method provides a means of adjusting arbitrarily many atmosphere and surface parame-
ters to improve their fit with arbitrarily many polarimetric measurements without chang-
ing the number of 3D VRTE simulations needed. To provide a concrete example of this,
consider the task of retrieving cloud, aerosol, and surface properties for Yellowstone Na-
tional Park which has a surface area of ten thousand km2. For measurements, suppose
we have access to a hundred satellite images of the park — taken with a single-spectral
channel, from different perspectives, and with 1km resolution. These data provide one
million constraints, M = 1 × 106. Suppose also that a discretization of the atmosphere
and surface is constructed with a total of one-thousand volume and surface elements, and
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that the volume single-scattering and surface reflection properties are represented by an
average of ten parameters per discrete element. These rough assumptions would result in
the use of ten thousand parameters to describe the cloud, aerosol, and surface properties,
N = 1× 104.
At each step in the retrieval algorithm we must adjust these ten thousand parameters to
decrease the collective misfit with one million measurements. We note that if one were to
linearize the measurement operator for this problem then the Jacobian matrix, consisting
of elements ∂ym/∂an, would have ten billion entries. One of the key strategies of the
method outlined here is to avoid the computation and storage of the Jacobian matrix,
working instead with the misfit function and its gradient. Since the misfit function is
scalar valued, its gradient in this case has only ten thousand elements. Even in this
extreme example, the adjoint method described here provides a procedure for adjusting
parameters to improve the collective fit with all data using only two calls to the 3D VRTE
solver. For multi-wavelength data the required number of calls is O(L).
Although this example describes the scalability of the adjoint method using a futuristic
application involving a full 3D reconstruction of cloud and aerosol properties, it is worth
noting that this fits within a hierarchy of methods that start with retrievals assuming
a plane-parallel atmosphere and with each pixel being an independent column [14, 59,
67]. This approach has been extended by Dubovik et al. [51] to include statistical
modeling of the co-variation of atmospheric and surface properties in different pixels
within the framework of a multi-pixel optimal estimation scheme. A natural addition
to their usage of a multi-pixel prior probability distribution would be the usage of a
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multi-pixel measurement operator, in which the 3D VRTE couples the radiative effects
of nearby columns and allows, in the context of clear sky observations, for the proper
account of adjacency effects. In this context, the adjoint method would provide a means
of adjusting plane-parallel retrievals to correct for 3D, or adjacency effects. Moreover, the
scalability result implies that the number of calls to the 3D VRTE solver is independent
of the number of columns or pixels so that adjustments can be made to many pixels at
once.
The remainder of Section 4.3 will summarize the methodology which makes this scalability
possible. Qualitatively the adjoint method accomplishes this by associating the residual
misfit between model and measurements with a single source distribution for the adjoint
3D VRTE. The residual for each individual image pixel is defined as the difference between
model and observation, and is specific to the location of the instrument, the field of view
of the pixel, and the sensitivity of the polarization analyzer. The weighted sum of these
localized and directed residuals over all image pixels gives a single distribution of adjoint
sources, and the adjoint 3D VRTE is solved to back-propagate this residual through all
orders of multiple scattering. Then, simple integrals can be evaluated to determine the
change in fit for all possible adjustments to the unknown parameters. This alternative way
of thinking provides a rule for computing the misfit gradient with the desired scalability.
The subsequent use of the misfit gradient in numerical optimization routines is discussed
in Section 4.3.3, where each iterative adjustment to cloud, aerosol, and surface properties
is written as a solution to an N ×N system of linear equations.
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4.3.1 Model for polarimetric measurements
The chosen setting for these results is the Earth’s 3D atmospheric shell bounded between
the Earth-atmosphere interface and an arbitrarily large radius out to space. The results
extend to any smooth connected sub-region of interest, provided that reasonable horizon-
tal boundary conditions are imposed. In the context of the radiative transfer model of
light propagation, incoming solar radiation is scattered in the atmosphere and reflected
by the surface, causing measurable radiative effects that vary with location, direction,
and polarization.
To setup an abstract remote sensing problem, let ŷ = (ŷm) for 0 ≤ m < M be a vector
of single-wavelength multi-angle/multi-pixel polarimetric data taken by a ground, air,
or space borne instrument. Let a = (an) for 0 ≤ n < N be a vector of N unknown
parameters which define a three-dimensional distribution of cloud, aerosol, and surface
properties. In practice there will be constraints on the parameter vector, a, to guarantee a
reasonable physical interpretation (e.g. non-negative particle concentrations). Enforcing
such constraints by finitely many linear equalities and convex inequalities is ideal, to
give a numerically convenient description of the convex set of all possible states of the
atmosphere and surface. We now describe in three steps, how the definitions of Section
4.2 lead to a useful model for polarimetric measurements of atmospheric radiation as they
depend on cloud, aerosol, and surface properties.
First, the values of the volume-extinction coefficient, σ (x;a); the volume-scattering ma-
trix, Z (x,v,v′;a); and the surface-reflection matrix, R (x,v−,v+;a), must be written
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explicitly as smooth functions of the vector of parameters, a. They must be smooth
to guarantee the existence of derivatives, ∂σ/∂an, ∂Z/∂an, and ∂R/∂an; and also to
guarantee that the integral operators defined in Eqs. (4.46) and (4.47) will return square-
integrable functions. Furthermore, for all feasible values of the parameter vector, the
single-scattering properties must satisfy a solve-ability criteria given in Section 4.4 by
Eq. (4.109). The parametrization of single-scattering properties incorporates both spa-
tial and micro-physical variability. Surface reflection at the Earth-atmosphere boundary
is characterized by several spatially dependent parameters. Volume-extinction and scat-
tering properties are modeled as a linear combination of contributions from molecular
scattering and various modes of airborne-particle. For each mode there are parame-
ters that define loading, size distribution, shape, and complex refractive index. For the
present discussion, we assume that there is a well-defined functional relationship between
parameters and single-scattering properties, that the functions are smooth with respect
to parameters, and that the single-scattering properties satisfy the solve-ability criteria.
Second, the 3D VRTE in Definition 4.2 is used to solve for the multiple scattering of
incoming solar radiation and determine the Stokes vector solution, u(x,v;a). For each
feasible parameter vector, a, the method requires a solver, Ua, that acts on forward
source vectors for solar illumination, f and g, and returns the Stokes vector solution
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The restrictions, u|D×S2 and u|Γ+ , of the full Stokes vector solution, u, provide all the
information that is necessary to model multi-angle polarimetric measurements.
The third step involves expressing the measurable quantities which correspond to elements
of the data vector, ŷ, as inner products of the solution with detector response functions.
Internal measurements are computed as the inner product of the internal Stokes vector,





D×S2 for 0 ≤ m < M1. (4.34)
Outgoing measurements are computed as the inner product of the outgoing Stokes vector,






for M1 ≤ m < M. (4.35)
Given the clear apertures of typical Earth observing instruments we note that the polar-
ization analyzers will be effectively Dirac-delta distributions in the location variable with
angular integrations being determined by the field of view of the given sensor or pixel.
While Dirac distributions are not square-integrable functions, they may be approximated
as such to within discretization error. Aircraft measurements taken inside the domain
result in a weight that is localized to a point in space:
pm (x,v) ∝ δ(xm − x). (4.36)
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For ground based instruments, e.g. AERONET [30], a natural route to computing mea-





Satellite measurements may be taken at a great distance away from the domain, so in this
case we suggest projecting the data to the outgoing boundary. This results in a weighting









Again, this singular distribution can be integrated over an actual instrument field of view
in practice, with a scaling by the reciprocal, |v+ ·∇h(x+)|−1, to counteract the weight that
appears in the inner product 〈·, ·〉Γ+ . Internal measurements require no such scaling. In
this way, the formalism used is shown to be consistent with common types of radiometric
and polarimetric measurements taken of the atmosphere.
To summarize the process of modeling polarimetric measurements the three steps are as
follows: (1) Single-scattering properties are written as smooth functions of N parameters
that describe cloud, aerosol, and surface properties. (2) The Stokes vector solving the
3D VRTE is computed as a model for the spatially and directionally dependent field of
radiative energy in the atmosphere. (3) Each individual polarimetric measurement is
represented as an inner product of the internal or outgoing solution with a polarimetric
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response function, defined on the same domain. This procedure provides the theoretical
connection between observations and the retrieval target of atmospheric composition.
4.3.2 Data misfit and gradient calculation
In the abstract remote sensing problem, we aim to use multi-angle polarimetric data stored
in the M -dimensional vector, ŷ, to adjust the 3D atmosphere and surface parameters
stored in the N -dimensional vector, a, and reduce the measurement residual, ŷ−y(a), to
within measurement error. Using the instrument’s measurement error covariance matrix,




(ŷ − y(a))T · S−1ε · (ŷ − y(a)) . (4.39)
To improve the fit we seek to adjust unknown parameters, a, to decrease the value of the
misfit function. The steepest decrease in Φ is obtained locally in the direction opposite








By differentiating Eqs. (4.34) and (4.35) with respect to parameter an and collecting
terms into integration kernels for the internal and outgoing data, we write Eq. (4.40) as
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The adjoint source vectors for differentiating the misfit function, ∆p and ∆q, are




























These adjoint source vectors, ∆p and ∆q, may be visualized as collections of many
“search lights” emanating from all measurement pixels at once, with the intensity of each
search light equal to a weighted sum of the measurement residuals.
The next key step is to evaluate the derivative of the Stokes vector, ∂u/∂an. Although
this could be accomplished numerically by finite-difference methods, a better way is to
solve the 3D VRTE with modified volume-source and incoming-Stokes vectors. To see
how this is possible, we differentiate Eqs. (4.16) and (4.17) with respect to parameter an
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and obtain the following 3D VRTE for ∂u/∂an:























with right-hand sides equal to forward source vectors, ∆fn and ∆g
n
. The internal
source vector, ∆fn(x,v) for (x,v) ∈ D × S2, accounts for the change in extinction and
scattering:
∆fn(x,v; a) = −
∂σ
∂an








(x,v,v′;a) · u(x,v′; a).
(4.46)










(x,v−,v+;a) · u(x,v+; a). (4.47)
Comparing with Definition 4.2, we see that the left-hand side of the 3D VRTE for the
gradient of the Stokes vector solution, ∂u/∂an, is identical to the left-hand side of the
3D VRTE of the solution itself, u. Therefore the same existence and uniqueness results
are applicable. If the forward source vectors for computing parameter derivatives are
square-integrable then the solution operator returns the derivative of the Stokes vector
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Substituting Eq. (4.48) into Eq. (4.41) we can express the equation for the gradient of















for each an with 0 ≤ n < N . As written in Eq. (4.49), computing all elements of the
gradient requires N solutions to a 3D VRTE solver at each step of a multi-step iterative
procedure.
However, the alternative rule for computing the gradient with the adjoint 3D VRTE
is analytically equivalent to Eq. (4.49), but requires only one additional call to a 3D
VRTE simulation, independent of how many parameters are used. The adjoint rule for

















Using the fundamental adjoint property, (Ua)∗ = U∗a, which is proven in Section 4.4.3 as
Theorem 4.4, along with Eq. (4.32); the gradient can be written in terms of the adjoint
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The significance of Eqs. (4.51) and (4.52) is that the adjoint solution, w, is independent
of which an appears in the differentiation. Therefore any component of the gradient can
be evaluated with the same adjoint solution, w, and without further calls to a radia-
tive transfer solver. The procedure involves the comparatively inexpensive operations of
weighting the adjoint solution with the source terms from Eqs. (4.46) and (4.47), and
integrating over the internal and incoming sets. The computation time of these integra-
tions is (at worst) comparable to a single order-of-scattering computation, and could be
much faster if one is careful to use a sparse basis for spatial and directional variability.
Using the adjoint method to compute the gradient of the misfit function shifts all the
multiple-scattering computations to the residual distribution which depends only on the
current atmospheric state and the misfit between observations and the polarized radiance
that is generated by the current atmospheric state. The number of solutions to the
3D VRTE required in evaluating Eqs. (4.51) and (4.52) is O(L) and independent of
the number of parameters, N . Therefore, rules for adjusting cloud, aerosol, and surface
parameters based on the adjoint calculation of the misfit gradient are scalable to retrieval
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problems with many measurements and unknown parameters.
4.3.3 Iterative parameter adjustment
To discuss how the adjoint computations of the gradient of the misfit function can be
incorporated into a scalable retrieval algorithm, we define a regularized misfit function,
Φreg:
Φreg(a) = Φ(a) + Φprior(a). (4.53)
Prior information is introduced by, Φprior, to give a new maximum-likelihood estimation
problem which is less sensitive to measurement noise and to provide a means of impos-
ing additional measurement constraints, for example those from a coordinated LIDAR
instrument [26, 60]. The retrieval starts with an initial guess, a0, and makes additive ad-
justments, bk, so that the updated parameter, ak+1 = ak + bk, converges to a minimizer
of the regularized misfit function, Φreg.
A common starting place for many optimization methods is the second order Taylor
approximation for, Φreg, about any feasible state, a:
Φ̃reg(a+ b) = Φreg(a) + ∇Φreg(a) · b +
1
2
bT · ∇∇Φreg(a) · b. (4.54)
With sufficient prior information the Hessian matrix, ∇∇Φreg(a), can be made positive
definite. In this case the minimum value of the Taylor approximation can be found by
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solving Newton’s equation for step, b:
(∇∇Φ(a) +∇∇Φprior(a)) · b = − (∇Φ(a) +∇Φprior(a)) . (4.55)
A common scenario in setting up Newton’s equations, is that the Hessian of the prior
function is easy to compute and the Hessian of the measurement misfit function is pro-
hibitively expensive. Quasi-Newton methods substitute an approximate Hessian.
In atmospheric remote sensing applications, methods such as Levenberg-Marquardt use
a linearized measurement model to approximate the Hessian in terms of the Jacobian





is computed at every step, to approximate the Hessian as follows:
∇∇Φ(a) ≈ J(a)T · J(a). (4.57)
The Jacobian matrix contains the derivatives of measurements with respect to unknown
parameters and is, in general, dense with O(MN) elements. Using the fundamental
adjoint property, the inner product for each element may be written in either of two
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In Eq. (4.58) the forward solution operator, Ua, must be evaluated for each different
parameter and wavelength and this results in O(LN) computations. If the number of
parameters is small or the computational solver provides the Green’s functions, then Eq.
(4.58) can be quite efficient, see for example [70, 73], but codes which currently solve
the 3D VRTE do not compute the Green’s functions. In the alternative rule given by
Eq. (4.59) the adjoint solution operator, U∗a, must be evaluated for each measurement
and this results in O(M) computations. However, it is worth mentioning that alternative
approaches use the single-scattering approximation to formulate an approximate, sparse
Jacobian matrix. This idea has shown promise for retrieving the volume-scattering co-
efficient, σ, using the scalar 3D radiative transfer equation with isotropic and weakly
scattering media [84].
To handle the large amount of multiple scattering in clouds, we considered another quasi-
Newton method which approximates the Hessian of the measurement misfit function
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using the gradient of the misfit function, ∇Φ, at previous iterations. These gradient-
based methods can take advantage of the scalability of the adjoint rule in Eq. (4.50).
The Hessian of the misfit function is approximated using previous parameter estimates,
ak, and previous gradients, ∇Φ(ak). The approximate Hessian, Hk, is updated and
improved upon at each step:
∇∇Φ(ak) ≈Hk (a0, · · · ,ak,∇Φ(a0), · · · ,∇Φ(ak)) . (4.60)
The rule usually guarantees symmetry and non-negative definiteness, and this is the case
for the Broyden-Fletcher-Goldfarb-and-Shanno method, which is used in the medical
imaging applications [20, 65, 66]. With a positive definite prior Hessian matrix ∇∇Φprior,
the approximate Newton’s equation uniquely defines a parameter adjustment, bk, with
the following linear system:
(Hk +∇∇Φprior(ak)) · b = − (∇Φ(ak) +∇Φprior(ak)) . (4.61)
Provided that the problem is well scaled and that the approximate Hessian, Hk, is cho-
sen appropriately, the step will result in an improved set of cloud, aerosol and surface
properties via the updated parameter ak+1 = ak + bk. Moreover, by using the gradient,
∇Φ, to set up the local problem, the method can leverage the scalability of the adjoint
computation to adjust atmosphere and surface properties with only O(L) calls to a 3D
VRTE solver at each step.
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4.3.4 Pseudo-forward problem
This section describes how to solve the adjoint 3D VRTE using a computer simulation
for solving the forward 3D VRTE. To do this we must define two actions, α and Q, which
transform vectors according to the following rules. Action by α changes the sign of the
direction argument:
αf(x,v) = f(x,−v). (4.62)
















These actions are their own inverses, Q2 = α2 = Identity.
For scattering media which obeys the principles of mirror-symmetry and reciprocity, the
kernel for the single-scattering operator satisfies the rule,
ZT (x,v′,v) = QZ(x,−v,−v′)Q, (4.64)
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and the kernel for the reflection operator satisfies the rule,
RT (x,v′,v) = QR(x,−v,−v′)Q. (4.65)
The adjoint scattering operator can be written in terms of the forward scattering operator,
Z∗[w] = αQZ[αQw], (4.66)
and the adjoint reflection operator can be written in terms of the forward reflection
operator,
R∗[w] = αQ R[αQw]. (4.67)
By plugging Eqs. (4.66) and (4.67) into the adjoint 3D VRTE defined by Eqs. (4.26) and
(4.27) and acting on both sides with αQ, it is easy to verify that the transformed adjoint
Stokes vector, αQw, solves the forward 3D VRTE with pseudo-forward source vectors,
αQp and αQq. Therefore, the adjoint solution operator, can be evaluated using the










This means that a computer code that solves the forward problem can be used to solve
the adjoint problem. Provided that it is sufficiently general to accept the transformed
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source vectors, αQp and αQq, it will output as a solution the transformed adjoint
Stokes vector, αQw. The only additional difficulties in solving for the adjoint solution,
w, arise in preparing the right-hand side and interpreting the solution.
4.4 Derivation of the fundamental adjoint property
This section defines mathematical tools for proving the fundamental adjoint property
with the proof given in Section 4.4.3. The first objective is to define a family of streaming
operators. These will enable the formulation of integral equations which are equivalent to
the integro-differential equations of 3D VRT, as given by Definitions 4.2 and 4.3 in Section
4.2. The integral equations are presented in Sections 4.4.2.1 and 4.4.2.2, along with series
expansions for the solution operators, Ua and U∗a. Lastly, in Section 4.4.3 we state and
prove the fundamental adjoint property as Theorem 4.4. This theorem shows that the
adjoint 3D VRTE given in Definition 4.3 is well defined, that (Ua)∗ = U∗a, and justifies
the use of this property in deriving a scalable procedure for adjusting 3D atmosphere and
surface parameters.
4.4.1 The streaming operators
Streaming refers to propagation of radiative information along special line segments called
chords1. Chords are defined to be the open-ended line segments in D whose endpoints
lie on the boundary, ∂D. The streaming operators propagate source vectors along these
1also called characteristics
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chords: forward streaming operators propagate sources in the positive direction, v, and
adjoint streaming operators propagate sources in the negative direction, −v. In contrast
to previous derivations of the ancillary integral equation for 3D radiative transfer, for
example that by Davis and Knyazikhin in Chapter 3 of [62], we split the streaming
process into four distinct linear operations. This splitting facilitates the treatment of
general boundary conditions in both the forward and adjoint 3D VRTE. Moreover, the
streaming operators for the adjoint 3D VRTE are, actually, the adjoint operators of the
forward streaming operators. A brief summary of the splitting of streaming operators
will suffice for readers wishing to move ahead to Section 4.4.2 and the definition of the
integral equations for 3D VRTE.
Each streaming operator acts on, and returns, a function which is defined on one of
the three subdomains of vector radiative transfer. For instance, the internal streaming
operator, T00, acts on an internal source vector, f , defined on the internal set, D × S2,
and it returns a Stokes vector restricted to the internal set, u|D×S2 . Boundary conditions
are managed by the other operators. The incoming-to-internal streaming operator, T−0,
acts on an incoming source vector, g, defined on the incoming set, Γ−, and it returns a
Stokes vector on the internal set, u|D×S2 . The other two forward streaming operators are
named according to their behavior in a similar way. The internal-to-outgoing streaming
operator, T0+, acts on an internal source vector, f , and returns an outgoing Stokes vector,
u|Γ+ ; and the incoming-to-outgoing streaming operator, T−+, acts on an incoming source
vector, g, and returns an outgoing Stokes vector, u|Γ+ .
The adjoints of these streaming operators act on adjoint source vectors and return adjoint
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Stokes vectors. For instance, the adjoint of the internal streaming operator, T ∗00, acts on
an internal adjoint source vector, p, defined on the internal set, D×S2, and it returns an
adjoint Stokes vector restricted to the internal set, w|D×S2 . However, the domains of input
and output functions are reversed: The adjoint of the incoming-to-internal streaming
operator, T ∗−0, acts on an internal-adjoint source vector, p, and returns an incoming-
adjoint Stokes vector, w|Γ− ; the adjoint of the internal-to-outgoing streaming operator,
T ∗0+, acts on an outgoing-adjoint source vector, q, and returns an internal-adjoint Stokes
vector, w|D×S2 ; and the adjoint of the incoming-to-outgoing streaming operator, T ∗−+,
acts on an outgoing adjoint source vector, q, and returns an incoming adjoint Stokes
vector, w|Γ− .






































The remainder of Section 4.4.1 is devoted to parameterizing chords for the purpose of
defining explicit rules for evaluating each of the forward and adjoint streaming operators.
Forward streaming operators are defined in Eqs. (4.89) - (4.92), and their adjoints in
Eqs. (4.93) - (4.96). In B.2 we prove the adjoint properties of the streaming operators.
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4.4.1.1 Chords and boundary points
Because streaming operators propagate information along chords, they are most easily
defined with a chord parametrization. The signed distance-to-boundary function, h(x),
is quite useful for this purpose and enables treatment of non-convex atmospheric regions
and surface topography. Using this function we define the unique chord for every internal,
incoming, and outgoing point.
For internal points, (x,v) ∈ D × S2, we define the chord parameters as follows:
t = x · v, (4.73)
x⊥ = x− tv. (4.74)
Extreme values of chord parameter, t, are found by looking along the directions, v and
−v, to the nearest boundary points:
t− = max
{





t+ ∈ R : t+ > t and h(x⊥ + t+v) = 0
}
. (4.76)
For outgoing points, (x,v+) ∈ Γ+, the chord parameters are defined as follows:
t+ = x · v+, (4.77)
x⊥ = x− t+v+. (4.78)
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The opposite extreme is found by looking along, −v+, to the nearest boundary point:
t− = max
{
t− ∈ R : t− < t+ and h(x⊥ + t−v+) = 0
}
. (4.79)
For incoming points, (x,v−) ∈ Γ−, the chord parameters are defined as follows:
t− = x · v−, (4.80)
x⊥ = x− t−v−. (4.81)
The opposite extreme is found by looking along, v−, to the nearest boundary point:
t+ = min
{
t+ ∈ R : t+ > t− and h(x⊥ + t+v−) = 0
}
. (4.82)
In each case, the position-direction pair can be associated with the unique non-empty
chord,
x′(t′;x⊥,v) = x⊥ + t′v for t− < t
′ < t+, (4.83)
through the interior, with h(x′(t′)) < 0. The endpoints of the chord correspond to
parameters, t− and t+,
x− = x
⊥ + t−v ∈ ∂D, (4.84)
x+ = x
⊥ + t+v ∈ ∂D, (4.85)
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and are on the boundary, since h(x−) = h(x+) = 0. This defines the chord representation
for all points in the domain of 3D VRTE and provides a useful alternative representations
of internal, outgoing, and incoming points:
(x,v) = (x⊥ + tv,v), (4.86)
(x,v+) = (x
⊥ + t+v+,v+), (4.87)
(x,v−) = (x
⊥ + t−v−,v−). (4.88)
Looking toward future work implementing numerical methods, it is worth noting that
this procedure can find chords through complex geometries by determining the zeros of
a real-valued, single-variable function: h(x′(·)).
There is an important caveat. Although the chord is uniquely defined for each case, the
endpoints, x− and x+, do not always correspond to elements in the incoming or outgoing
sets. The reason for this is that some chords will be tangent to the boundary at one
or both end points. This poses a challenge to defining boundary-streaming operators,
because there is not necessarily an incoming or outgoing point that corresponds to a
location at which we desire to know the value of the streaming operator. However, the set
of such points related to boundary-tangent chords will have measure zero in the integrals
of interest and can therefore be neglected. We now focus on defining the streaming
operators, noting that certain points that correspond to chords that are tangent to the
boundary may require alternate definitions.
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4.4.1.2 Rules for evaluating streaming operators
Streaming operators are defined by changing the argument of evaluation from standard
representation to chord representation, e.g. from (x,v) to (x⊥ + tv,v). This is done
to isolate the direction, v, along which source vectors are integrated. The four forward
streaming operators are defined as follows:
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The adjoints of these operators are given by the rules:


















































The streaming operators in Eqs. (4.89), (4.90), (4.93), and (4.95) act on internal source
vectors, f or p, and require integration over some or all of the chord associated with
the point of evaluation. Alternatively, the streaming operators in Eqs. (4.91), (4.92),
(4.94), and (4.96) act on incoming forward source vectors, g, or outgoing adjoint source
vectors, q. These involve only scaling by an attenuation factor. Note that the while
the operator T0+ in Eq. (4.90) integrates over a chord from t− to t+, the corresponding
adjoint-streaming operator T ∗0+ in Eq. (4.94) has no such integral. The integral over the
chord is subsumed in the inner product in Eq. (4.70).
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4.4.1.3 Properties of streaming operators
Streaming operators are defined to help solve the 3D VRTE and its adjoint by transfor-
mation to an equivalent system of integral equations. Under the action of the advective
derivative, the forward streaming operators behave as follows:
( v · ∇+ σ)[ T00[f ] ] = f , (4.97)
( v · ∇+ σ)[ T−0[ g ] ] = 0. (4.98)
Similar properties hold for the adjoint streaming operators:
(−v · ∇+ σ)[ T ∗00[p ] ] = p, (4.99)
(−v · ∇+ σ)
[
T ∗0+[ q ]
]
= 0. (4.100)
These are shown in B.1 as Theorem B.1, and they provide the connection between integral
and integro-differential forms of the 3D VRTE.
4.4.2 Integral equations for 3D VRTE
The integral operators for scattering and reflection, Z and R, act on Stokes vectors and
return source vectors. The integral operators for streaming, T00, T0+ , T−0 , and T−+,
act on source vectors and return Stokes vectors. In an approximate-numerical setting
the Stokes vectors and source vectors will be represented by a finite-dimensional vector
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of basis function coefficients. Furthermore, the integral operators will be approximated
by linear-matrix transformations acting on these coefficient vectors. With the discrete
analogue of matrix algebra in mind, we use a matrix operator notation to keep track of
integral operations. As with the solution operators, Ua and U∗a , curly brackets are used,
{::} and {:}. The objective is to organize the linear integral operations according to the










ZT00[f ]+ ZT−0[ g ]
RT0+[f ]+RT−+[ g ]
 . (4.101)
Normal array operations (such as associativity) behave as expected. For instance, the














Empty spaces are assumed to represent a null operator. The analogy with matrices








T ∗00 T ∗0+
T ∗−0 T ∗−+
 , (4.103)
where the adjoint of the 2 × 2 matrix-operator is defined using the joint inner products
from Definition 4.1. This matrix-operator presentation is preferred over the use of indices
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which are less easily readable.
4.4.2.1 Forward integral equations
We now present the integral formulation of the 3D VRTE and the so-called successive
order of scattering series expansion for its solution. As described in the context of scalar
radiative transfer by [76], the Stokes vector, u, can be written in terms of the solution
vectors, f and g, of the forward integral equations:
u|D×S2 = T00[f ]+ T−0[ g ], (4.104)
u|Γ+ = T0+[f ]+ T−+[ g ], (4.105)
u|Γ− = g. (4.106)
The vectors, f and g, are called solutions to the forward integral equations because they

















This differs from the ancillary integral equations (for diffuse radiation) as they are written
in Chapter 3 of [62], in that Eq. (4.107) treats the internal source vector, f, and incoming
source vector, g, as separate entities. This allows us to include direct radiation in the
solution, causing the source vectors, f and g, to be identical to those of Definition 4.2.
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In B.1, Theorem B.2 we show that the set of Eqs. (4.104) - (4.107) provide a solution to
the 3D VRTE that satisfies the integro-differential formulation in Definition 4.2.
Eq. (4.107) is in standard form for a Fredholm integral equations of the second kind.
To derive the series expansion for the solution operator, we use a fixed point iteration to
























noting that powers, {::}k, indicate repeated application of the integral operator. The
solve-ability condition on the 3D VRTE must provide that the first term on the right-
hand side of Eq. (4.108) will decay to zero. This occurs when σ, Z, and R are such that
the combined operations of streaming and scattering/reflection give an operator with
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If this condition is satisfied, we let K →∞ in Eq. (4.108) to obtain the successive order















One may provide a more formal justification, as in [85], using the completeness of the
space of square-integrable functions, as defined in Section 4.2.
The series in Eq. (4.110) converges as a square-integrable function and provides the
solution vectors, f and g, of the forward integral equations and by streaming them
according to Eqs. (4.104) and (4.105), they provide the Stokes vector solution to the
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4.4.2.2 Adjoint integral equations
The adjoint 3D VRTE has a completely analogous integral formulation to that of the
forward model. Using adjoint streaming operations, we write the adjoint Stokes vector,
w, in terms of the solution vectors, p and q, of the adjoint integral equations:
w|D×S2 = T ∗00[p ]+ T ∗0+[ q ], (4.113)
w|Γ− = T ∗−0[p ]+ T ∗−+[ q ], (4.114)
w|Γ+ = q. (4.115)
The vectors, p and q, are called solutions to the adjoint integral equations because they
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The proof that the adjoint Stokes vector, w, given by these equations satisfies the adjoint
3D VRTE is given in B.1 as Theorem B.3 .








Z∗T ∗00 Z∗T ∗0+






This expression provides the solution vectors, p and q, of the adjoint integral equations
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and by streaming them according to Eqs. (4.113) and (4.114), they provide the Stokes
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The solution operator for the adjoint 3D VRTE, introduced in Definition 4.3, can therefore
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4.4.3 Fundamental adjoint property for the 3D VRTE
For the solution operator of the adjoint problem in Definition 4.3, we wrote, “U∗a,” antici-
pating that it would be the adjoint of the solution operator for the forward VRTE, which
we denoted by “(Ua)∗”. The notation hints that the equation, (Ua)∗ = U∗a, holds; that
the adjoint of the solution operator for the forward 3D VRTE is the solution operator
for the adjoint 3D VRTE. In fact, this relation justifies the name adjoint 3D VRTE, and
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An equivalent form of this equation is written in terms of the solutions to the integral
equations of 3D VRT, and it is this statement that we prove.
Theorem 4.4 (Fundamental adjoint property). For any feasible parameter, a, and the
corresponding single-scattering properties, σ, Z, and R, satisfying the solve-ability con-

















T ∗00 T ∗0+













where the vectors, f and g, solve the forward integral equations with square-integrable
source vector, f and g; and the vectors, p and q, solve the adjoint integral equations
with square-integrable adjoint source vectors, p and q.
Proof. We begin by substituting the adjoint integral equation for p and q, given by
Eq. (4.116), into the left hand side of Eq. (4.121) and proceed through the following
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These three steps are justified as follows: Eq. (4.122) is obtained by substitution of the
integral equations of adjoint 3D VRT; Eq. (4.123) is obtained by using elementary adjoint
properties of streaming, scattering and reflection operators; and Eq. (4.124) is obtained
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by substitution of the integral equations of forward 3D VRT. The second step can be
verified by expanding to a sum of elementary inner products (that is 〈·, ·〉D×S2 , 〈·, ·〉Γ+ ,
and 〈·, ·〉Γ−), applying elementary adjoint properties, and collapsing back into the matrix
notation.
4.5 Concluding remarks
Adjoint methods can enable the use of 3D VRTE simulations for adjusting 3D atmospheric
properties to fit multi-angle, multi-pixel polarimetric measurements of the Earth’s atmo-
sphere. This is shown by focusing on computing the misfit function and its gradient,
and doing so with only two calls to a 3D VRTE solver for each wavelength. Scalable
methods such as the adjoint method presented here will allow the role of the 3D VRTE
to transition from a test bed for verifying plane-parallel retrievals to the core engine
for performing large-scale retrievals of atmospheric properties for scenes with strongly
heterogeneous cloud cover. The primary benefit is that the 3D spatial dependencies of
the sampling volume for remote sensing measurements will be explicitly modeled. The
lack of default assumptions on cloud horizontal variability will allow for a more flexi-
ble parameterization of cloud structure and a more realistic model for measurements of
broken cloud fields and the regions near cloud edges. As a near-term application of the
adjoint method, Section 4.3 discussed the use of a multi-pixel measurement operator to
correct plane-parallel retrievals that have errors caused by 3D effects, including adja-
cency effects. Other applications are more ambitious and will require future research into
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how to parameterize cloud and aerosol properties in 3D. The adjoint method provides
a way to adjust atmosphere and surface parameters that will scale to large problems
— a foundation for a new class of retrieval algorithm, which uses a three-dimensional
parametrization of atmosphere and surface properties to simultaneously reconstruct both




With the underlying goal of using 3D computations to extend cloud and aerosol retrieval
capabilities, we identified two projects which would further that goal and also make inde-
pendent contributions. Our work on the parametrization of single-scattering properties
in terms of cloud and aerosol particles is a necessary component of the 3D problem, and it
is a valuable tool for fitting the measurements of laboratory and airborne nephelometers.
After developing codes for this forward model, we analyzed the stability of the corre-
sponding inverse problem to determine which particle properties can be retrieved, and
which measurements provide the required constraints. Then, we considered the large-scale
problem of 3D remote sensing. Focusing on the question of how to use existing solvers
in the retrieval of clouds and aerosols, we identified the importance of scalability, and
derived an adjoint method that can adjust all unknown parameters with only two calls
to the 3D VRTE solver for each spectral channel, regardless of the number of retrieval
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parameters, measurement view angles or pixels. The scalability of this adjoint method
encourages its use in developing a new class of 3D retrieval algorithms with more flexi-
ble parameterizations of spatial heterogeneity and better retrievals of cloud and aerosol
properties in broken cloud fields. It is also worth noting that retrievals based on single-
scattering properties are applicable to the validation of future 3D retrievals, since they
will enable us to compare the 3D retrievals with independent retrievals derived from the
in situ measurements of an airborne nephelometer.
In summary, this thesis contributes a detailed analysis of the sensitivity of single-scattering
measurements to the properties of airborne particles, and it describes a solution to the
problem of scale that is inherent to doing 3D retrievals of clouds and aerosols in the
atmosphere. While these contributions make significant advances toward the long-term
goal of retrieving clouds and aerosols in broken cloud fields, there are a number of open
issues. The description of these issues provides useful insight into the highly challenging
nature of this topic of research and also into the value of the work which we have done.
The following two sections summarize the contributions included in this thesis as well as
present our general outlook toward future work: single scattering is discussed in Section
5.1, and multiple scattering is discussed in Section 5.2. In each case the results are con-
nected with the long-term goal of retrieving cloud and aerosol properties in broken cloud
fields — retrievals which would greatly improve the modeling of cloud-aerosol interactions
and the prediction of how these interactions impact weather and climate.
128
Chapter 5. Summary and outlook
5.1 Outlook for single-scattering
As mentioned in Chapter 3, the work of several groups has demonstrated the ability to
obtain laboratory measurements of nearly all single-scattering properties of airborne par-
ticles, and at wavelengths corresponding to the full spectrum of visible electro-magnetic
radiation. Efforts to extend these laboratory technologies to instruments capable of in situ
measurements of atmospheric aerosols are in progress [31], but face additional challenges
that make the determination of all single-scattering properties impractical or prohibitively
expensive. Chapter 3 focused on determining which single-scattering measurements are
most useful for resolving the aerosol properties that are of interest to atmospheric mod-
elers. The analysis reveals that a substantial amount of information, for the retrieval
of particle properties, is present in the angular profiles of scattering matrix elements,
provided that particles are large enough to resonate with the observed wavelengths of
visible light. Additional constraints on the volume-scattering and volume-absorption co-
efficients resolve the concentration of particle volume, mass, and surface area, but fail
to resolve the number concentration of particles due to the relatively low scattering effi-
ciency of very-small particles. Consistent with intuition from the Lorenz-Mie calculations
in Chapter 2, the scattering matrix elements provide less information on fine-mode par-
ticles as profiles of the scattering matrix elements transition toward the Rayleigh regime.
One observed consequence is that information on the volume-absorption coefficient is re-
quired to constrain estimates of the spectrally dependent imaginary refractive index for
fine-mode absorbing particles. By attributing information for specific airborne-particle
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properties to the required single-scattering measurements, these results provide a useful
guide for determining which types of single-scattering measurements will be most useful
for retrieving aerosol properties.
The calculations of Chapter 2 show the well-known results that absorption is proportional
to the volume and mass concentrations for particles of all sizes, and that scattering is
negligible for particles which are too small to resonate with the observed wavelength of
light. This resonance interval aligned with the stability analysis which was presented
in Chapter 3, where the size distribution of small particles was unresolved, even by full
measurements of all single-scattering properties. Unfortunately, the uncertainty in the
size distribution of small particles resulted in poor constraints on the concentration of
CCN, even when the minimum radius required for CCN activity is assumed to be an
overestimation relative to observations of aerosols in the atmosphere [22]. This leads
to the open question of how the concentration of CCN can be resolved, since accurate
estimates would be very useful in the study of cloud-aerosol interactions. One idea for
future work is to analyze the information content in single-scattering measurements at
shorter ultra-violet wavelengths. This study would determine if the extra information
from shorter wavelengths is sufficient to resolve the size distribution down to the smallest
active CCN.
Another open issue is related to our choice to consider only spherical aerosols in this first
study. Eventually, the development of atmospheric retrievals will require a few additional
types of aerosols which are non-spherical. These will include ice crystals, desert dust, and
soot; and each type of non-spherical aerosol will have parameters which describe their
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shape, or distribution of shapes. While there is evidence that it is not possible to constrain
shape, size and complex refractive index together [57], this conclusion was drawn based
on an incomplete set of scattering measurements. Therefore a stability analysis similar to
that of Chapter 3 would provide a more conclusive assessment of the parameters which
can be resolved by single-scattering measurements and the specific measurements needed
to do so. Such a study would also provide an opportunity to identify, in a more general
way, the particle-size-related limitations that are associated with visible light-scattering
measurements.
5.2 Outlook for 3D retrievals
As we mentioned in Chapter 1, the development of new retrieval algorithms goes beyond
the scope of this dissertation. In Chapter 4, the presentation of the adjoint method was
restricted to a discussion of the scale the atmospheric retrieval problem and to a precise
mathematical formulation for adjusting unknown parameters as efficiently as possible.
The benefits may be summarized by considering that at each iteration the 3D retrieval
algorithm must adjust thousands of unknown parameters to improve their fit with millions
of polarimetric measurements. Conventional approaches used in remote sensing of the
atmosphere are ill-suited to such large-scale problems: The finite-difference methods used
to compute the required derivatives would need ten-thousand calls to a solver, and the
most commonly used derivative would have ten-billion elements and require eighty-billion
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bytes of memory. In contrast, the adjoint method requires only two calls to a solver and
computes a derivative with only ten-thousand elements.
There are few recent studies which use 3D radiative transfer to prototype methods for
retrieving cloud properties [15, 16, 84], but our paper was the first to discuss adjoint
methods as a means of reducing the computational cost of adjusting unknowns with the
full 3D VRTE [21]. This is not too surprising given that a suitable computational solver
was developed only very recently by Evans [81]. The primary open issue regarding the use
of adjoint methods in 3D retrievals is that the computational tools are less well developed
than those for retrieving clouds and aerosols with plane-parallel or spherical symmetry.
Recognizing this, we have contacted Frank Evans, Adrian Doicu and other colleagues
who are actively developing tools for solving the 3D VRTE [80], and have begun making
plans to collaborate on the required extensions to their codes. Also, we are scheduled to
give a short talk on the adjoint method at the American Meteorological Society meeting
on atmospheric radiation, and hope to stimulate some additional interest in this line of
research.
Through the research presented in Chapter 4 and these collaborative efforts, we hope to
develop new tools that will take full advantage of the next generation of remote sensing
technology. In our view, the instrument platforms with the greatest potential will combine
passive and active techniques to constrain both the spatial and microphysical variability of
clouds and aerosols. For instance, NASA’s Aerosol and Cloud Ecosystem mission (ACE)
will combine passive polarimetric measurements with cloud RADAR and high spectral
resolution LIDAR (HSRL). The cloud RADAR penetrates clouds and will provide a
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structural outline of deep convection and precipitation, and a multi-beam cross-track
HSRL will provide a structural outline of smaller aerosol particles. The passive multi-
pixel polarimetric measurements considered in Chapter 4 add many more independent
constraints on the angular dependence of scattering and may permit the retrieval of
particle size and refractive index. With a rough outline of clouds and aerosols provided by
the active-sounding instruments, the passive-imaging instrument will fill in microphysical
details one iterative adjustment at a time to retrieve the full 3D distribution.
Following the development numerical tools for solving the 3D VRTE and computing
derivatives with the adjoint method, we will test the retrieval capabilities of various
sensors. Synthetic test cases of aerosol laden cloud fields will be created using large eddy
simulations as in [15]. Using an ideal set of simulated full measurements, we will retrieve
the profiles of cloud and aerosol properties as required by the ACE mission. These include
aerosol loading, size, shape, and complex refractive index; and cloud loading, size, and
phase. In addition to ideal measurements, we plan to investigate how the results of
retrievals degrade when only incomplete information is available. As in Chapter 3, our
strategy will be to analyze the information content in various subsets of complete data
and then to compare the performance of each design option for the purpose of retrieving
cloud and aerosol properties. The results may help guide the development of new sensors
and determine which combination of active and passive instruments will give the best
retrievals in broken cloud fields.
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[54] Mihály Pósfai, Renáta Simonics, Jia Li, Peter V. Hobbs, and Peter R. Buseck. In-
dividual aerosol particles from biomass burning in southern africa: 1. compositions
and size distributions of carbonaceous particles. Journal of Geophysical Research,
108:13 PP., March 2003. doi: 200310.1029/2002JD002291. URL http://www.agu.
org.ezproxy.cul.columbia.edu/pubs/crossref/2003/2002JD002291.shtml.
[55] M Posfai, A Gelencser, R Simonics, K Arato, J Li, PV Hobbs, and PR Buseck.
Atmospheric tar balls: Particles from biomass and biofuel burning. Journal of




[56] TC Bond and RW Bergstrom. Light absorption by carbonaceous particles: An
investigative review. Aerosol Science and Technology, 40(1):27–67, January 2006.
ISSN 0278-6826. doi: 10.1080/02786820500421521. WOS:000233906000001.
[57] Oleg Dubovik, Alexander Sinyuk, Tatyana Lapyonok, Brent N. Holben, Michael
Mishchenko, Ping Yang, Tom F. Eck, Hester Volten, Olga Muñoz, Ben Veihelmann,
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This Appendix develops the theoretical tools for characterizing spherical particles using
multi-spectral polarimetric single-scattering measurements. The methods presented here
permit the use of combined measurement sets and the retrieval of multiple modes of poly-
disperse and externally mixed spherical particles. Notwithstanding the significance of
non-spherical particles like soot aggregates [86–88] and desert dust [57], here we restrict
our attention to homogeneously mixed spherical particles — considering liquid water
droplets, sea spray, sulfate aerosols and tar-balls. We do allow for particles with complex
and wavelength dependent refractive indices, so long as the dependence is uniform over the
particle volume. The scattering properties of a single spherical particle are computed as
functions of the microphysical state variable, ξ = [r, a(λ), b(λ)], where r is particle radius
and m = a (λ) + ib (λ) is the complex refractive index at wavelength λ using Lorenz-Mie
theory. They are written as Cσ (λ; ξ) and Fmono (λ, θ; ξ) to separate particle variables
ξ from measurement variables λ and θ. The form of scattering matrix is simplified
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in Lorenz-Mie scattering and requires only four linearly independent functions of the
scattering angle θ [34],
Fmono (λ, θ; ξ) =

F11 (λ, θ; ξ) F12 (λ, θ; ξ)
F12 (λ, θ; ξ) F11 (λ, θ; ξ)
F33 (λ, θ; ξ) F34 (λ, θ; ξ)
−F34 (λ, θ; ξ) F33 (λ, θ; ξ)

. (A.1)
Poly-disperse populations consisting of particles with different sizes and refractive indices
are represented by a measure, dN (ξ), over the continuum of states, ξ ∈ Ξ. This differ-
ential form is defined explicitly in section A.2 and can be integrated over subsets of state
space to obtain the number concentration of such particles. In particular, integrating










The scattering of such poly-disperse populations is computed by solving macroscopic
Maxwell’s equations for one particle at a time and evaluating the integral over the mea-




σmono (λ; ξ) dN (ξ) , (A.3)
F (λ, θ) =
∫
Ξ
Fmono (λ, θ; ξ) dN (ξ) . (A.4)
These equations are strictly valid for the average scattering of infinitely many particles
for which measurements are made one particle at a time. However, single-scattering
measurements are taken of widely separated particles by necessity, and this condition
justifies the use of Eqs. (A.3) and (A.4) as valid approximations to what is observed by
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in situ nephelometers [33].






F11 (λ, θ) sin (θ) dθ, (A.5)
σabs (λ) = βσ (λ)− βsca (λ) , (A.6)
















The microphysical state density measure dN (ξ) is parametrized by the state vector
x ∈ RN , and a given subset of the single-scattering properties in Eqs. (A.5) - (A.7)
that constitute a measurement set are represented by the measurement vector y ∈ RM .
Accounting for additive Gaussian random noise ε ∼ Normal (0,Sε), the forward model
f : RN −→ RM is what defines the relationship between the state vector x and the
measurement vector y:
y = f (x) + ε (A.8)
The definitions of various measurement sets are covered in Section A.1, and the definition
of the state vector x is explained in Section A.2. The averaging of scattering properties
over poly-disperse ensembles of airborne particles and completion of the forward model
is contained in Section A.3. This includes the computation of the derivatives of measur-
able quantities with respect to particle parameters. The inversion methods and stability
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analysis tools introduced in Section A.4 complete the discussion of methods used in this
paper.
Notation. Scalar quantities will be written as upper or lowercase letters in non-bold font.
Bold typesetting is reserved for vectors (lowercase) and matrices (uppercase). Derivatives








— denoting scalar, vector, vector, and matrix quanti-
ties. Indices are used to denote one element in a set of scalars (non-bold), vectors (bold
lowercase), or matrices (bold uppercase).
A.1 Light scattering measurables
We consider observation systems based on two different types of instruments for measuring
polarized single scattering of visible light by airborne particles: photoacoustic-integrating
nephelometers measure the quantities in Eqs. (A.5) and (A.6), and polar-angle-scattering
nephelometers measure some, or all, of the quantities in Eq. (A.7). Photoacoustic-
integrating nephelometers provide absolute measurements of optical cross-sections and
will be denoted CS [39, 46, 47]. Polar-angle-scattering nephelometers provide relative
angular profiles of scattering matrix elements and will be denoted by SMphase, SMlinear, and
SMfull in order of increasing polarimetric completeness, or by SM in reference to all three
[28, 31, 48]. The measurements are assumed to be made at the visible wavelengths 405
nm, 532 nm, and 780 nm. The angular sampling for polar-angle-scattering measurements
(denoted SM in reference to all three) consists of 51 angles spanning the range 3◦ - 177◦
with 1◦ resolution in forward and backward scattering directions and 5◦ resolution in side
scattering directions. The angles are identical to those reported for the water droplet test
case in [48].
148
Appendix A. Single-scattering calculations
The measurement sets considered are outlined in Table A.1 showing the number of con-
straints imposed by each data set. For each, the measurement vector is a simple concate-
Table A.1: Measurement constraints for the six subsets of complete single-scattering
properties











SMphase 153 3λ × 51θ
+ CS 159 3λ 3λ 3λ × 51θ
SMlinear 306 3λ × 51θ 3λ × 51θ
+ CS 312 3λ 3λ 3λ × 51θ 3λ × 51θ
SMfull 612 3λ × 51θ 3λ × 51θ 3λ × 51θ 3λ × 51θ
+ CS 618 3λ 3λ 3λ × 51θ 3λ × 51θ 3λ × 51θ 3λ × 51θ
nation of light scattering data from one or more included subsets, indexed by i : 0 ≤ i < I
through the total number of subsets I,
y =
[
y0 y1 · · · yi · · · yI−1
]
. (A.9)
The measurement subset vector is denoted, yi = (y
m′
i ) for 0 ≤ m′ < Mi, and the complete
measurement vector is denoted, y = (ym) for 0 ≤ m < M .
The inter-comparison of instrument design capabilities requires realistic measurement
error covariance matrices for each measurement set. Error is modeled using a multivariate
Gaussian model. For the ith data subset, the error is modeled as εi ∼ Normal (0,Sεi).
The measurement error for combined data sets is ε ∼ Normal (0,Sε),
ε =
[
ε0 ε1 · · · εi · · · εI−1
]
. (A.10)
The relative measurement errors for optical cross sections CS are found in [46], and the
measurement errors for normalized scattering matrix elements SM are derived from the
results presented in [48]. Specifically, the diagonal measurement error covariance matrix
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elements for a water droplet test case were used to determine an empirical rule for error as
a function of signal. The off-diagonal elements of the corresponding covariance matrices
are therefore not considered in the current theoretical exercise since correlations between
measurements can either increase or decrease the information content of the measurement
set depending on the strength of the correlations [50, 58].
A.2 Particle microphysical parametrization
The population of particles within an observed scattering volume is assumed to result from
an external mixture of homogeneous spherical particles grouped into one or more modes,
according to the characteristic spectral signature of complex refractive index. Particles
with internally heterogeneous refractive index is not considered here. Nevertheless, the
treatment of external mixing permits us to retrieve microphysical properties for similarly
sized particle populations based on distinct signatures in spectrally dependent refractive
index. Previous treatments have assumed that only a single spectrally dependent refrac-
tive index is present [36, 57] or that particle refractive index is a function of size, and
make allowance for coarse and fine mode aerosols with distinct refractive indices [50, 58].
Table A.2: Microphysical parameterizations under consideration and prior informa-
tion. Spectral averages are shown for refractive index prior information.
Population N Nς Np Na Nb radius [nm] 〈a〉; 〈σa〉 〈b〉; 〈σb〉
Water 28 1 21 3 3 0.01-16 1.33; 1e-5 5e-8; 2e-9
Sea spray 28 1 21 3 3 0.01-16 1.41; 0.02 1e-7; 4e-8
Sulfate 26 1 19 3 3 0.006-1.75 1.44; 0.02 8e-8; 4e-11
Tar-balls 26 1 19 3 3 0.006-1.75 1.78; 0.1 0.005; 0.002
Tar-balls + sulfate 52 2 38 6 6
Tar-balls + sea spray 54 2 40 6 6
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External mixtures of more than one type of particle are stored in a single vector of N
unknowns, composed by the concatenation of mode parameter vectors xj for 0 ≤ j < J :
x =
[
x0 x1 · · · xj · · · xJ−1
]
. (A.11)
Microphysical parameters for each mode are stored in xj as the elements x
n
j for 0 ≤ n <
Nj and the entire set of microphysical parameters x has elements x
n for 0 ≤ n < N .
The number of unknown parameters for a given microphysical state space is N . Each







The loading of particles is described by the scalar ςj with units [µm
2cm−3]. The size
distribution is expanded in a basis of smooth compactly supported polynomials with










The refractive indices at various wavelengths are stored in the vector qj. Writing the real
and imaginary parts of the refractive index, m (λ) = a (λ) + ib (λ), these values are stored
in q at the wavelengths needed for all the measurements:
qj =
[
aj (λ0) bj (λ0) . . . aj (λ`) bj (λ`) . . . aj (λL−1) bj (λL−1)
]
. (A.14)
The whole purpose is to numerically represent the measure of particle state number
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density per unit volume, dN (ξ), which is constructed from the microphysical parameters




δ (a− aj(λ)) δ (b− bj(λ)) da db dNj (r) . (A.15)
The size distribution dNj (r) is expanded in a basis of cubic b-splines
1[89, 90] as,
dNj (r) = ςj
Kj−1∑
k=0
pkj ϕjk (r) dr, (A.16)









j , which means that the
particle geometric cross-section density is determined by the loading parameter ςj for




πr2dNj (r) . (A.18)
The stability analysis requires linearization about a mean prior state, and the defini-
tion of variability about the mean — against which the posterior variability is com-
pared. Smoothness and normalization are controlled by additional constraints that are
imposed by pseudo-measurement methods as described in [26, 36]. In addition, each
mode’s characteristic refractive index (mean and variance) is chosen to be representative
of a specific class of spherical particle in the atmosphere. Pseudo-measurement functions
1polynomials which are piecewise-smooth, compactly supported, and mostly non-overlapping.
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hl : RNj −→ RM̃l are non-linear functions of each mode’s microphysical parameters, whose





five such pseudo-measurements used in this study. The first pseudo-measurement enforces
positivity of loading parameters:
h0 (xj) = log (ςj) . (A.19)



































 12 , (A.22)
where the weighting Hjkk′ imposes prior constraints on the smoothness of the volume (or


















d log r . (A.23)
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The last pseudo-measurement constraint requires that the real refractive index is greater
than one and that the imaginary refractive index is positive:




1 0 1 0 · · · 1 0
] )
. (A.24)
Analogous to the treatment for true measurements, we define the prior objective function,








(hl (xj(x))− µ̃lj)T S̃−1lj (hl (xj(x))− µ̃lj) . (A.25)
This expression is simplified by concatenating the pseudo-measurement functions after














The covariance matrix, Sh, of this pseudo-measurement vector, h, is the block-diagonal




h(x)T S−1h h(x). (A.27)
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The prior state is selected by minimizing the objective function in Eq. (A.27),
xprior = arg min
x
( Φprior (x) ) , (A.28)










Beyond the assumptions that particles are spherical and have a smooth, compactly sup-
ported size distribution on the intervals specified in Table A.2, this mean microphysical
state and covariance matrix quantify all of the prior information that is used for a given
external mixture of particle modes.
A.3 Physics and forward modeling
This section describes the methods for computing the measurable quantities of scattered
light defined in Section A.1 from the microphysical parameterization of spherical particles
given in Section A.2. The following formalism is used to model the measurement vector y
using the forward model function f : RN −→ RM and the vector of particle microphysical
parameters x. We focus on evaluating the measurement operator f (x) and its derivative
∂f
∂x
(x) in order to retrieve particle properties and characterize uncertainty,
f (x) =
[
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The model for the specific measurement set yi is written as fi(g(x)) where g is an
intermediate representation of the single-scattering properties stored as the basis-function
coefficients of generalized spherical functions (GSF) [33]. The explicit dependence on the
intermediate representation increases flexibility, since it permits the computation of any
single-scattering measurement from the vector of coefficients, g.
The scattering behavior for the distribution of sizes is computed as the average of the
individual particles. The forward model uses Lorenz-Mie codes developed by Mishchenko
[91] in conjunction with the work of [92] to compute the scattering due to mono-disperse
spheres. The resulting output includes the extinction and scattering cross-sections Cσ (λ, r, a, b),
Csca (λ, r, a, b), and the GSF representation of the normalized scattering matrix. Us-
ing the notation of [92], these GSF coefficients are written αs
′
1 (λ, r, a, b), α
s′
2 (λ, r, a, b),
αs
′
3 (λ, r, a, b), α
s′
4 (λ, r, a, b), β
s′
1 (λ, r, a, b), and β
s′
2 (λ, r, a, b) for non-negligible orders 0 ≤
s′ < S ′. To scale the scattering output to units of cross-section per particle and facil-
itate the computation of average scattering we define the array of mono-disperse single
scattering properties as follows:
gmono (λ; r, a, b) = Csca (λ, r, a, b)

α01 · · · αs
′
1 · · · αS
′−1
1
0 0 α22 · · · αs
′
2 · · · αS
′−1
2
0 0 α23 · · · αs
′
3 · · · αS
′−1
3
α04 · · · αs
′
4 · · · αS
′−1
4
0 0 β21 · · · βs
′





0 β22 · · · βs
′





Although written as a matrix in Eq. (A.31) and discussed with elements conveniently
denoted gt
′s′
mono, the presentation of derivative calculations requires that gmono be the vector
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constructed by concatenating the rows of the matrix, and for this reason we use the
lowercase symbol g.
Averaging the mono-disperse scattering array gmono(λ; ξ) over the microphysical state
density measure dN (ξ) and tabulating on a grid of refractive indices generates a database
for interpolation with scattering stored in terms of the generalized spherical functions [33].
The scattering vector for an external mixture is written for each wavelength λ` using the
























































λ`; r, a(λ`), b(λ`)
)
ϕjk (r) dr. (A.35)
These scattering kernels are precomputed for each wavelength of light λ` : 0 ≤ ` < 3 and






λ`; r, a`(qj), b
`(qj)
)
ϕjk (r) dr . (A.36)
They are tabulated on a grid of refractive indices and correspond each mode, j for 0 ≤
j < J , and each polynomial b-spline basis function, k for 0 ≤ k < Kj. Concatenating all
wavelengths together allows us to write the scattering kernels as vector valued functions
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This permits the computation of the complete set of intermediate single-scattering prop-







pkj (x) gjk (qj(x)) . (A.38)
The mode-specific information in x is unwrapped by functions ςj(x), pkj (x) and qj(x);
the scattering kernels are approximated by interpolation on a grid of refractive indices,
gjk(qj); and these are weighted and summed to yield the single-scattering properties,
g(x). The elements of this vector of GSF coefficients will be written as g`t
′s′(x) for
the wavelength λ` specified by ` : 0 ≤ ` < 3, the type of GSF function specified by
t′ : 0 ≤ t′ < 6 and the order of GSF function specified by s′ : 0 ≤ s′ < S ′ − 1.
Thus, the first part of the forward model from Eq. (A.30) is defined by g (x) in Eq.
(A.38). The next task is to write single-scattering measurements as functions of the
coefficients of the GSF, g. The volume-scattering coefficient is,
σ`sca (x) = g
`00 (x) , (A.39)
and the volume-absorption coefficient is,
σ`abs (x) = g
`50 (x)− g`00 (x) . (A.40)
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Evaluating the scattering matrix elements at the angles of measurements requires cal-
culating the GSF at those angles, θ = (θs) for 0 ≤ s < S. The GSF values at these
angles are then used to construct an array that acts linearly on the coefficient vector, g,
to calculate the angularly-dependent scattering matrix elements. The required array is

























































where matrix multiplication implies summation over the indices t′′ and t′′′. These coeffi-
cients determine the weight of the (t′s′)th generalized spherical function coefficient when
summing to calculate the tth scattering matrix element (ordered 0 ≤ t < 6 for the elements
F11, F22,F33, F44,F12, and F34), evaluated at the s
th scattering angle. The measurables
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When a measurement set includes such measurements as those given by Eqs. (A.39) -
(A.45), the output arrays are shaped into the vector valued functions fi : g 7→ yi so
as to construct the forward model f : x 7→ y as in Eq. (A.30) with intermediate GSF


























pkj (x)gjk (qj(x)) . (A.47)
These equations are repeated to facilitate comparison with the derivative of the forward
model with respect to microphysical state, ∂f(x)
∂x
. This M ×N matrix specifies how small
perturbations in particle microphysics will affect the predicted measurements, and it is



































The symbol⊗ denotes the outer product of vectors and is defined as (a⊗b)ij = aibj. These
tools enable the computation of any type of optical measurement, and the derivatives of
those measurements with respect to the microphysical parameters.
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A.4 Inverse problem and numerical optimization
Numerical optimization routines are used to fit microphysical parameters to data by
minimizing the objective function. These routines require that the objective function be
properly scaled and that any constraints on parameters be explicitly defined [93–96]. The
objective function and its derivative are written out as follows:

















With the goal of scaling this forward model so that the numerical optimization is well-
conditioned, we choose a preconditioner which strikes a compromise between the Levenberg-
Marquardt preconditioning as described by Moré [95], and the pre-whitening type pre-
conditioning as described by Rodgers [26]. The effect is that steps that are small in
euclidean 2-norm will have reasonable prior probability and will result in measurement
perturbations that are comparable to measurement error. The prior mean state xprior is
used as the initial guess, and a preconditioner is derived from the posterior covariance
















Since a covariance matrix is always symmetric and positive semi-definite, it admits an
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eigen-decomposition with non-negative eigen-values and an orthonormal set of eigen-






The forward model is rescaled by replacing x with a new optimization parameter x̊
defined by the following relations:
x̊ = c B (x− xprior) , (A.56)















The scaled cost functional for passing to the numerical optimization routine is defined as
follows:
















Although prior constraints are already built in to this functional, some additional con-
straints help the numerical optimization routine to avoid non-physical steps and stay
within the bounds of our refractive index look-up tables. Inequality constraints ensure
positivity of the crossection density and basis function coefficients, and they also prevent
refractive indices from wandering outside of the look-up table. For each mode of particles
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0 ≤ j < J the following are constrained to hold during the optimization:



































Specifying the derivatives of these constraints enables faster convergence, and so these
quantities are provided also. Upon convergence, the optimization returns x̊post which is
used to compute the estimate xpost for particle microphysical properties:




The quantified sources of uncertainty result in a posterior covariance matrix defined via
















The arrays Spost(xprior) and Spost(xpost) are used to characterize error, specifically in cal-
culations of the standard deviation of retrieval parameters and the principle components
of uncertainty, and also in computing the information content of each measurement set
and the number of degrees of freedom resolved by measurements vs. that resolved by the
prior. They are also used to estimate the uncertainty in derived microphysical parame-
ters such as the total number concentration of particles and the number concentration
of active CCN (taken as particles with radius above a certain cutoff), and the effective
radius and effective variance of the size distribution.
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A.5 Uncertainty analysis and retrievals
Some microphysical properties are retrieved indirectly, including the CCN concentration,
volume concentration, and the effective radius and effective variance, which characterize
the size distribution. These derived parameters are written as functions of the micro-
physical parameters, x, in the form of a vector valued function, z(x). The covariance
matrix for the vector of derived parameters can be computed to first order using quadratic









Estimating the concentration of CCN requires assumptions about the activity of particles
in the population. For the purposes of this study, CCN activity is assumed to be a function
of size, and only particles with radius larger than a fixed cutoff are considered active CCN.
The cutoffs used are as follows:
r = 31nm, r = 37nm, and r = 43nm. (A.68)
They are computed from the measured cutoff diameters of four fine mode atmospheric
aerosols, taken at .4% supersaturation [22], as the sample mean plus-or-minus two stan-
dard deviations.
The goal in linear stability analysis is to draw useful information from the parameter
uncertainty covariance matricies: Sprior, Spost, Sz,prior, and Sz,post. Similar techniques
are applied to other observation systems for particle characterization [8, 50, 51, 53, 97],
and a general description of these methods can be found in the following books [26, 60].
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Rules for computing the plotted and tabulated results from prior, posterior, and derived
covariance matricies are enumerated here, as a reference for interpreting figures.
For reference in the interpretation of the results of Chapter 3, the following itemization
describes calculations of the plotted and tabulated values, such as the relative uncer-
tainty in concentration, the error patterns for each linear stability analysis, the degrees
of freedom resolved by measurements and prior, and the information content:
• The standard deviations for marginal distributions of individual parameters are
visualized as error bars. These are computed as square roots of diagonal covariance
matrix elements. Relative uncertainty in a scale parameter is computed as 100




• Error patterns are eigen-vectors of the posterior covariance matrix scaled by the
square root of the eigen-values. For a given Spost, the error patterns vn have the
property vTn S
−1
post vn′ = δnn′ . This guarantees that posterior distribution about the
mean state can be written as a linear combination of error patterns with independent
standard normal coefficients. That is, the sum over error patterns with random,
independent identically distributed coefficients Xn ∼ Normal(0, 1) is a sample of
the posterior distribution about the mean,




These error patterns {vn} can also be thought of as the semi-axes of the N dimen-
tional ellipse with length measuring one standard deviation away from the mean.
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• The number of degrees of freedom constrained by signal dsignal and prior dprior are
computed to show how many of the microphysical parameters are resolved beyond


















































By summing the two together one may varify that dsignal + dprior = N , where N is
the number of microphysical parameters for the given spherical particle of interest.
• Shannon information content is computed for the microphysical parameter space
as a whole, and separately for subspaces which include loading parameters, size
distribution parameters, real refractive indices, and imaginary refractive indices.
Given two covariance matrices S0 and S1 the extra information in S1 is defined in







Each unit of information coresponds to a reduction in the volume of the parallel-
piped defined by the column vectors of S1 relative to that defined by the column
vectors of S0. Smaller volumes imply more finely resolved parameters. Shannon
information content is specific to the parameter subspace for which it is computed.
Following the results of each linear stability analysis, we used a synthetic retrieval study
to demonstrate the procedure for numerical inversions. Also, this allowed us to check that
the spread of retrievals due to random noise in the data is comparable to the uncertainty
166
Appendix A. Single-scattering calculations
predicted by the linear stability analysis. The synthetic retrievals are performed according
to the following proceedure:
1. From the prior distribution, we draw a random realization and take this to be the
true microphysical state x:
x ∼ Normal (xprior,Sprior(xprior)) . (A.73)
2. Perfect measurements are computed using the foward model:
y = f(x). (A.74)
3. Several realizations of measurement error are sampled from the measurement error
distribution, to generate synthetic data ŷ:
ŷ ∼ Normal(y,Sε(y)). (A.75)
4. Each of these noisy data vectors is used to select a retrieval xpost, which agrees best
with the data and prior:
xpost = argmin
x
(Φdata(x) + Φprior(x)) . (A.76)
5. A prediction for true measurements is made by evaluating the forward model at the
retrieved microphysical state,
ypost = f(xpost) (A.77)
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6. Errors are defined for the microphysical state and for the measurement prediction
as ∆xpost and ∆ypost:
∆xpost = xpost − x, (A.78)
∆ypost = ypost − y. (A.79)
The retrievals of loading, size distribution, and spectrally dependent complex refractive
index are computed for visualization along with those of the true microphysical particle
population. The error in microphysical parameters is computed to enable comparison
with error patters assosiated with the linear stability analysis. Measurement prediction




Technical results for adjoint methods
This appendix contains several important theorems which were used throughout Chap-
ter 5. Section B.1 shows the equivalence of integral and integro-differential forms of
3D VRTE, and Section B.2 shows the elementary adjoint properties for the streaming
operators and the operators of scattering and reflection.
B.1 Equivalence of Integral and differential equations
of 3D VRT
Integral and differential forms of 3D VRT were used interchangeably in the main text
of the paper. This appendix justifies such use by showing that both the forward and
adjoint system of integral equations provide a solution to the corresponding differential
3D VRTE. The first theorem states and proves properties from Eqs. (4.97) - (4.100).
Then these properties will be used in the two theorems that follow: one for forward
equivalence and another for adjoint equivalence.
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Theorem B.1 (Streaming properties). The advective derivative acts on streaming oper-
ator output functions according to the following rules:
(v · ∇+ σ)[ T−0[g] ]= 0, (B.1)
(v · ∇+ σ)[ T00[f ] ]= f , (B.2)





(−v · ∇+ σ)[ T ∗00[p] ]= p. (B.4)
Proof. We begin with Eq. (B.1):











= −σ(x) T−0[ g ](x,v).
Next we show Eq. (B.2) using an extension of the Leibniz rule to non-constant limits of
integration [98]:

























= f(x,v)− σ(x) T00[f ](x,v).
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For Eq. (B.3) we have the following:











= −σ(x) T ∗0+[ q ](x,v).
Lastly, we show Eq. (B.4):

























= p(x,v)− σ(x) T ∗00[p ](x,v).
The four properties are thus verified.
Theorem B.2 (Forward 3D VRTE equivalence). The Stokes vector u given by the inte-
gral formulation of 3D VRT in Eqs. (4.104) - (4.107) solves the integro-differential 3D
VRTE from Definition 4.2.
Proof. First, we note that the functions u|Γ+ and u|Γ− agree with the limits of u|D×S2
along lines approaching the boundary. The boundary conditions are verified by substi-
tuting Eqs. (4.105) and (4.106) into the left hand side of Eq. (4.17) and applying Eq.
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= g −R[ T0+[f ] + T−+[g] ],
= g −RT0+[f ] +RT−+[g],
= g.
The solution on internal points is verified by substituting Eq. (4.104) into the left hand
side of Eq. (4.16) and applying Theorem B.1 and Eq. (4.107) to show equality with the
right-hand side:
v · ∇u+ σu−Z[u ]= (v · ∇+ σ)[ T00[f ] + T−0[g] ]−Z[ T00[f ] + T−0[g] ],
= f −ZT00[f ] + ZT−0[g],
= f.
Thus, the Stokes vector u constructed from solutions f and g of the integral equations
solves the differential 3D VRTE.
Theorem B.3 (Adjoint 3D VRTE equivalence). The adjoint Stokes vector, w, given by
the integral formulation of the adjoint 3D VRTE in Eqs. (4.113) - (4.116) solves the
integro-differential form of the adjoint 3D VRTE from Definition 4.3.
Proof. First, we note that functions w|Γ− and w|Γ+ agree with the limits of w|D×S2 along
lines approaching the boundary. The boundary conditions are verified by substituting
Eqs. (4.114) and (4.115) into the left hand side of Eq. (4.27) and applying Eq. (4.116)
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T ∗−0[p] + T ∗−+[q]
]
,
= q −R∗T ∗−0[p] +R∗T ∗−+[q],
= q.
The solution on internal points is verified by substituting Eq. (4.113) into the left hand
side of Eq. (4.26) and applying Theorem B.1 and Eq. (4.116) to show equality with the
right-hand side:
−v · ∇w + σw −Z∗[w ]= (−v · ∇+ σ)
[




T ∗00[p] + T ∗0+[q]
]
,
= p−Z∗T ∗00[p] + Z∗T ∗0+[q],
= p.
Thus, the adjoint Stokes vector w constructed from the solutions p and q of the integral
equations solves the differential 3D VRTE.
B.2 Elementary adjoint property results
Proof of the adjoint properties for streaming operators will require us to equate cer-
tain multi-variable integrals, and this is facilitated by changing co-ordinates to integrate
along chords. After summarizing these coordinate transformations, we will prove the
four elementary adjoint properties for streaming operators stated in Eqs. (4.69) - (4.72).
Following this, we will show the adjoint properties of scattering and reflection operators.
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The natural basis to use for streaming integration proofs depends on the direction v ∈ S2,
and without loss of generality we take the standard basis for v in terms of angles ϑ and
ϕ. This gives the following orthonormal basis for R3:
v =
[










− sinϕ cosϕ 0
]T
.
The coordinate transformation for the internal set D× S2 is given by the following rules:
t = v · x,
y1 = ϑ · x,
y2 = ϕ · x,
ϑ = ϑ,
ϕ = ϕ.
The rules change coordinates so that the chord parameter, t, controls the projection of x
along v, while variables y1 and y2 control location in the 2-dimensional plane orthogonal
to v. We note that the perpendicular component used in the body of the paper, x⊥, is
related to y1 and y2:
x⊥ = ϑy1 +ϕy2.
The associated surface element dy1dy2 is written more compactly as dSx⊥ . For evaluating
integrals over the internal set, there is no change in weight associated with the chord
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For position direction pairs on the outgoing and incoming sets, the change of weight
is exactly the cosine of the angle of incidence. For coordinate transformation from the
perpendicular component of a chord, x⊥, to the outgoing position, x+, we write,
dSvdSx⊥ = dSx+dSv+ |v+ · ∇h(x+)|, (B.6)
and for coordinate transformations to the incoming position, x−, we write,
dSvdSx⊥ = dSx−dSv−|v− · ∇h(x−)|. (B.7)
These transformations are helpful in proving the four elementary adjoint properties for
streaming operators.
Theorem B.4 (Internal streaming adjoint property). The internal streaming operators
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dSv T ∗00[p ](x,v)T · f(x,v).
This is the right-hand side of Eq. (B.8). We note two key steps. First, we rewrote the

























Then, changing back to the original coordinates completed the proof.
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Theorem B.5 (Internal source to outgoing Stokes vector streaming adjoint property).











































































dSv T ∗0+[ q ](x,v)T · f(x,v).
These steps show the equality. The key was writing each outgoing position x+ as the
endpoint x+ = x
⊥ + t+v of a chord through the domain. Recognizing the definition of
T ∗0+ and changing to standard coordinates completes the proof.
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Theorem B.6 (Incoming to internal Stokes vector streaming adjoint property). The
streaming operators T−0 and T ∗−0 defined by Eqs. (4.91) and (4.95) are adjoint:
〈









Proof. We begin with the definition of the left hand side of Eq. (B.10) and show the




























































dSv− |v− · ∇h(x−)| T ∗−0[p ](x−,v−)T · g(x−,v−).
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Theorem B.7 (Incoming to outgoing Stokes vector streaming adjoint property). The
streaming operators T−+ and T ∗−+ defined by Eqs. (4.92) and (4.96) are adjoint:
〈









Proof. We begin with the definition of the left hand side of Eq. (B.11) and show the

























































dSv− |v− · ∇h(x−)| T ∗−+[ q ](x−,v−)T · g(x−,v−).
Theorem B.8 (Scattering operator adjoint property). Scattering operations Z and Z∗
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Proof. The left hand side Eq. (B.12) is shown to equal the right-hand side by interchang-







































































Proof. The left hand side Eq. (B.13) is equated with the right-hand side by interchanging




































dSv− |v− · ∇h| R(x−,v−,v+)T ·w(x−,v−)
)T
· u(x−,v+),
]
=
〈
R∗
[
w|Γ−
]
,u|Γ+
〉
Γ+
.
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