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Public-Key-Kryptographie mit Halbgruppen-Aktionen und Halbringen
Jens Zumbra¨gel
Institut fu¨r Mathematik, Universita¨t Zu¨rich
Winterthurerstr. 190, CH - 8057 Zu¨rich
jzumbr@math.unizh.ch
Das klassische Diffie-Hellman-Protokoll zum Schlu¨sselaustausch kann im Kontext von Halbgruppen-
Aktionen verallgemeinert werden [MMR05]: O¨ffentlich gegeben sei hierzu eine Halbgruppen-Aktion,
d.h. eine (effizient berechenbare) Abbildung
G× S → S, (g, s) 7→ g.s
einer endlichen abelschen Halbgruppe (G, ·) auf eine endliche Menge S, so dass die Identita¨t
g.(h.s) = (g · h).s fu¨r alle g, h ∈ G und s ∈ S erfu¨llt ist. Desweiteren soll fu¨r s ∈ S die Bahnen-
Abbildung G → G.s ⊆ S, g 7→ g.s eine Einweg-Funktion sein, so dass also die Schwierigkeit des
folgenden Problems besteht:
gegeben s ∈ S und t ∈ G.s, finde ein g ∈ G mit t = g.s.
Wir haben dann die folgende Abwandlung des Diffie-Hellman-Protokolls:
Alice o¨ffentlich Bob
wa¨hle s ∈ S
wa¨hle a ∈ G a.s ∈ S
b.s ∈ S wa¨hle b ∈ G
berechne a.(b.s) berechne b.(a.s)
Alice und Bob besitzen somit den gemeinsamen Schlu¨ssel (a · b).s.
Besitzt S zusa¨tzlich die Struktur einer Gruppe, so ergibt sich außerdem eine Verallgemeinerung
des ElGamal-Protokolls zur Chiffrierung.
Im klassischen Fall haben wir hierbei als Aktion die Potenz-Abbildung Z×H → H, (n, a) 7→ an
der ganzen Zahlen (Z, ·) auf eine Gruppe (H, ·), wobei H z.B. die multiplikative Gruppe F∗ eines
endlichen Ko¨rpers F oder die Gruppe E(F) der F-rationalen Punkte einer elliptischen Kurve E ist.
Aus verschiedenen Gru¨nden ist es interessant, verallgemeinerte Halbgruppen-Aktionen zu kon-
struieren und zu analysieren. Als wichtige Bausteine fu¨r die Konstruktion von Halbgruppen-
Aktionen erweisen sich sogenannte Halbringe. Unter einem Halbring versteht man einen
”
ver-
allgemeinerten Ring“ in denen keine negativen Elemente zu existieren brauchen, d.h.
(R, +, ·) ist Halbring ⇔


(R, +) ist abelsche Halbgruppe,
(R, ·) ist Halbgruppe,
Distributivgesetze gelten.
Elemente 0, 1 ∈ R mit 0 + x = x, 0x = 0 = x0 bzw. 1x = x = x1 fu¨r alle x ∈ R werden Null bzw.
Eins genannt. Beispiele fu¨r Halbringe mit Null und Eins sind die natu¨rlichen Zahlen {0, 1, 2, . . . }
mit gewo¨hnlicher Addition und Multiplikation, sowie der boolesche Halbring (S, or, and), wobei
S := {0, 1} und or bzw. and die entsprechenden logischen Operationen sind.
Um eine Pohlig-Hellman-artige Reduktion auf kleinere Instanzen zu vermeiden, ist es außerdem
wichtig, dass der Halbring R im folgenden Sinne einfach bzw. kongruenz-frei ist: Jede A¨quivalenz-
relation ∼ auf R, die
a ∼ b, c ∼ d ⇒
{
a + c ∼ b + d
a · c ∼ b · d
fu¨r alle a, b, c, d ∈ R erfu¨llt, ist trivial, d.h. ∼= R×R oder ∼= idR. Sicherlich sind alle Halbringe
der Gro¨ße 2, wie der boolsche Halbring, einfach.
Die Klassifikation endlicher, kongruenz-freier Halbringe ist ein interessantes Problem, welches
weiterhin offen ist (siehe [Mo04] fu¨r eine Teilklassifikation). Jedoch la¨sst sich eine unendliche
Familie solcher Halbringe angeben, denn fu¨r jeden einfachen Halbring R mit Null und Eins ist der
Matrix-Halbring Matn×n(R) ebenfalls einfach.
Eine computer-unterstu¨tzte Suche meinerseits nach einfachen Halbringen brachte folgendes Er-
gebnis: Unter allen Halbringen R mit Null, die keine Ringe sind, und eine Gro¨ße #R ∈ {3, . . . , 12}
besitzen, gibt es bis auf Isomorphie nur einen einzigen einfachen Halbring. Dieser hat 6 Elemente
R = {0, 1, a, b, c, d} und die folgenden Operationstafeln:
+ 0 a b c 1 d
0 0 a b c 1 d
a a a b c 1 d
b b b b 1 1 d
c c c 1 c 1 d
1 1 1 1 1 1 d
d d d d d d d
· 0 a b c 1 d
0 0 0 0 0 0 0
a 0 0 0 a a b
b 0 a b a b b
c 0 0 0 c c d
1 0 a b c 1 d
d 0 c d c d d
Es gibt also Indizien dafu¨r, dass einfache Halbringe mit Null u¨beraus selten sind.
Hat man nun einen einfachen Halbring R und zusa¨tzlich einen R-Halbmodul M gegeben, so
ergibt sich eine Halbgruppen-Aktion aus der Matrix-Multiplikation
Matn×n(R)×M
n →Mn;
hierbei wird dann eine abelsche Unter-Halbgruppe G ⊆ Matn×n(R) gewa¨hlt. In diesem Kontext er-
gibt sich das klasssiche Diffie-Hellman-System als Spezialfall (n = 1). Ich werde Angriffsmo¨glichkei-
ten auf solche Systeme diskutieren, sowie eine weitere Halbgruppen-Aktion vorstellen, die Halbringe
verwendet.
Literatur
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A¨quivalente Schlu¨ssel in
Multivariate Quadratic Public Key Systemen — Aktueller Stand
Christopher Wolf
E´cole Normale Supe´rieure, De´partement d’Informatique
45 rue d’Ulm, F-75230 Paris Cedex 05, France
Christopher.Wolf@ens.fr or chris@Christopher-Wolf.de
1 Initial Considerations
In the last 20 years, several schemes based on the problem ofMultivariate Quadratic equations (or
MQ for short) have been proposed. The most important ones certainly are MIA / C∗ and Hidden
Field Equations (HFE) plus their variations MIA- / C∗−−, HFE-, HFEv, and HFEv-. Both classes
have been used to construct signature schemes for the European cryptography project NESSIE,
namely the MIA- variation in Sflash, the HFEv- variation in Quartz and the HFE- variation in the
tweaked version Quartz-7m. Unbalanced Oil and Vinegar schemes and Stepwise Triangular Schemes
are also important in practice. While the first is secure with the correct choice of parameters, the
second forms the basis of nested constructions like the enhanced TTM, Tractable Rational Maps,
or Rainbow. An overview of all these systems can be found in the taxonomy article [WPc].
In this talk, we give an overview on the question of equivalent keys of MQ-schemes. At first
glance, this question seems to be purely theoretical. But for practical applications, we need memory
and time efficient instances ofMultivariate Quadratic public key systems. One important point in
this context is the overall size of the private key: in restricted environments such as smart cards, we
want it as small as possible. Hence, if we can show that a given private key is only a representative
of a much larger class of equivalent private keys, it makes sense to compute (and store) only a
normal form of this key. Similar, we should construct new Multivariate Quadratic schemes such
that they do not have a large number of equivalent private keys but only a small number, preferably
only one per equivalence class. This way, we make optimal use of the randomness in the private
key space and neither waste computation time nor storage space without any security benefit.
All systems based on MQ-equations use a public key of the form






βi,jxj + αi ,
with n ∈ Z+ variables and m ∈ Z+ equations. Moreover, we have 1 ≤ i ≤ m; 1 ≤ j ≤ k ≤
n and αi, βi,j , γi,j,k ∈ F (constant, linear, and quadratic terms). We write the set of all such
systems of polynomials as MQ(Fn, Fm). Moreover, the private key consists of the triple (S,P ′, T )
where S ∈ Aff−1(Fn), T ∈ Aff−1(Fm) are bijective affine transformations. Moreover, we have
P ′ ∈ MQ(Fn, Fm) is a polynomial-vector P ′ := (p′1, . . . , p
′
m) with m components; each component
is a polynomial in n variables x′1, . . . , x
′
n. Throughout this paper, we will denote components of this
private vector P ′ by a prime ′. In contrast to the public polynomial vector P ∈ MQ(Fn, Fm), the
private polynomial vector P ′ does allow an efficient computation of x′1, . . . , x
′
n for given y
′
1, . . . , y
′
m.
Still, the goal of MQ-schemes is that this inversion should be hard if the public key P alone is
given. The main difference between MQ-schemes lies in their special construction of the central
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equations P ′ and consequently the trapdoor they embed into a specific class ofMQ-problems. An
introduction to Multivariate Quadratic public key systems is given in [WPc].
This talk is based on the two conference papers [WPa,WPb], which deal with the classes MIA,
HFE, and UOV. An extended version which also includes STS and shows that the reduction for
MIA/MIA for q 6= 2 is tight is [WPd].
2 Mathematical Considerations
Before discussing concrete schemes, we start with some general observations and definitions. Ob-
viously, the most important term in this article is “equivalent private keys”. We give a graphical
input x
?
x = (x1, . . . , xn)
?
private: S σ−1 ◦ S
x′
?
private: P ′ τ ◦ P ′ ◦ σ
y′
?
private: T T ◦ τ−1
output y ff
public:
(p1, . . . , pn)
Figure 1: Equivalent private keys using affine transformations σ, τ
representation of this idea in Figure 1. We can also express this idea in the following definition:
Definition 2.1 We call two private keys
(S,P ′, T ), (S˜, P˜ ′, T˜ ) ∈ Aff−1(Fn)×MQ(Fn, Fm)×Aff−1(Fm)
“equivalent” if they lead to the same public key, i.e., if we have
T ◦ P ′ ◦ S = P = T˜ ◦ P˜ ′ ◦ S˜ .
In the above definition, Aff−1(·) denotes the class of bijective affine transformations. In order to
find equivalent keys, we consider the following transformations:
Definition 2.2 Let (S,P ′, T ) ∈ Aff−1(Fn) × MQ(Fn, Fm) × Aff−1(Fm), and consider the four
transformations σ, σ−1 ∈ Aff−1(Fn) and τ, τ−1 ∈ Aff−1(Fm). Moreover, let
P = T ◦ τ−1 ◦ τ ◦ P ′ ◦ σ ◦ σ−1 ◦ S . (1)
We call the pair (σ, τ) ∈ Aff−1(Fn) × Aff−1(Fm) “sustaining transformations” for an MQ-system
if the “shape” of P ′ is invariant under the transformations σ and τ . For short, we write (σ, τ) •




We have several sustainers which can be used with different multivariate quadratic public key
systems.
Additive Sustainer: Add a constant A ∈ E or a ∈ Fn, b ∈ Fm.
Big Sustainer: Multiply with a non-zero constant B ∈ E∗.
Small Sustainer: Multiply with a diagonal matrix with non-zero coefficients b1, . . . , bn, b
′





Permutation Sustainer: Permute the input variables / the equations.
Gauss Sustainer: Perform Gauss operations.
Frobenius Sustainer: Perform the operation X → Xq
i
for 1 ≤ i ≤ n and i ∈ N.
Reduction Sustainer: Observe that the last r rows have no effect with r ∈ N being the number
of equations missing.
These sustainers can now be combined with different multivariate quadratic public key systems.
We summarise their effects in the next section.
4 Results
The sustainers outlined above can be applied to several basic classes, such as Hidden Field Equa-
tions (HFE), Matsumoto-Imai Scheme A (MIA), Unbalanced Oil and Vinegar schemes (UOV), and
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HFE nq2n(qn − 1)2





















Stepwise-Triangular Systems (STS). We have summarised our results in tables 1 and 2. The first
gives an overview on the formulae achieved while the latter features some numerical examples. The
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symbols used in Table 1 are defined as follows: n ∈ Z+ denotes the number of variables, m ∈ Z+ is
the number of equations, q := |F| is the number of elements in the ground field F, L the number of
layers for STS, and nl, ml for 1 ≤ l ≤ L the number of new variables and equations, respectively.
Table 2: Numerical examples for the reduction results of this article
Scheme Parameters Choices for S, T Reduction
(in log2) (in log2)
UOV q = 2, m = 64, n = 192 37,054 32,956
q = 2, m = 64, n = 256 65,790 57,596
STS q = 2, r = 4, L = 25, n = 100 20,096 11,315
q = 2, r = 5, L = 20, n = 100 20,096 11,630
HFE q = 2, n = 80 12,056 326
HFE- q = 2, r = 7, n = 107 23,108 2129
HFEv q = 2, v = 7, n = 107 21,652 1160
HFEv- q = 2, r = 3, v = 4, n = 107 22,261 1258
MIA q = 128, n = 67 63,784 469
MIA- q = 128, r = 11, n = 67 63,784 6180
We see applications of our results in different contexts. First, they can be used for memory
efficient implementations of the above schemes: instead of saving the whole private key, we can
only save a normal form. Second, they apply to cryptanalysis as they allow to concentrate on
special forms of the private key. Third, constructors of new schemes should keep these sustaining
transformations in mind: there is no point in having a large private key space — if it can be reduced
immediately by an attacker who can just apply some sustainers. Moreover, the results obtained
in this talk shine new light on cryptanalytic results, in particular key recovery attacks: as each
private key is only a representative of a larger class of equivalent private keys, each key recovery
attack can only recover it up to these equivalences as the public key P cannot contain information
about individual private keys but the equivalence class used to construct P.
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Stromchiffren sind grundlegende kryptografische Algorithmen, um die Vertraulichkeit der elektro-
nisch u¨bermittelten Daten zu gewa¨hrleisten. Verglichen mit anderen Verfahren sind Stromchiffren
sehr schnell, und eine Implementierung ist oft mit sehr wenig Hardware mo¨glich. Daher sind Strom-
chiffren besonders geeignet in einer Umgebung mit wenig Ressourcen, etwa in kabellosen mobilen
Netzwerken.
Wir betrachten eine Klasse von Stromchiffren, die auf einem linearen Schieberegister (LFSR)
und einer Boolschen Filterfunktion basieren. Solche Verfahren haben einen geheimen N -bit Zustand
xt zur Zeit t. Der Zustand wird mit einem geheimen Schlu¨ssel K initialisiert und mit einem LFSR
L aktualisiert entsprechend xt+1 = L(xt). Eine nichtlineare boolesche Filterfunktion f mit n
Variablen und algebraischem Grad k wird auf den Zustand angewendet, um ein Schlu¨sselstrom-bit
zt = f(xt) zu erzeugen. Ein Klartext-bit pt wird dann zum Chiffretext-bit ct = pt ⊕ zt.
2 Angriffe
Bei einem Angriff auf LFSR-basierte Stromchiffren wird angenommen, dass L und f bekannt sind,
dass der Angreifer viele Schlu¨sselstrom-bits zt kennt (Angriff mit bekanntem Klartext), und dass
sein Ziel ist die Rekonstruktion von xt (und damit K) ist.
Mit dem bekannten Algorithmus von Berlekamp und Massey kann der Schlu¨sselstrom syntheti-





. Inzwischen sind aber viele spezifische
Verfahren beweisbar resistent gegen diese Berlekamp-Massey-Synthese.
In einem anderen Ansatz kann der Angreifer ein multivariates, nichtlineares und u¨berbestimm-
tes Gleichungssystem zt = f(xt) fu¨r verschiedene Zeiten t aufstellen. Das System kann etwa
durch Linearisierung gelo¨st werden, wobei jeder nichtlineare Term durch eine neue Variable ersetzt
wird. Schließlich wird das lineare Gleichungssystem mit bekannten Methoden gelo¨st (etwa durch
Gauss’sche Elimination). Abha¨ngig vom algebraischen Grad der Gleichungen werden durch Lineari-
sierung viele zusa¨tzliche Variablen eingefu¨hrt. Dabei ist der Grad der Gleichungen durch den Grad





. Das ist natu¨rlich
nicht effizient, aber ein geschickter Angreifer kann Gleichungen mit reduziertem Grad aufstellen.
Solche leistungsfa¨higen Angriffe sind seit wenigen Jahren bekannt als algebraische Angriffe.
3 Algebraische Angriffe
Wie ist es mo¨glich, den Grad der Gleichungen zu reduzieren? Eine Idee ist es, eine geeignete
Funktion g von tiefem Grad d zu suchen, so dass f · g = 0 in GF(2). Eine solche Funktion g nennt
man Annihilator von f . Die Gleichung zt = f(xt) kann mit dem Annihilator g(xt) multipliziert
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werden, und man erha¨lt fu¨r zt = 1 die Gleichung g(xt) = 0 von Grad d. A¨hnliche Gleichungen
ko¨nnen mit einem Annihilator von f + 1 aufgestellt werden. Daher definiert man die algebraische
Immunita¨t einer Funktion f als minimalen Wert d, so dass f · g = 0 oder (f + 1) · g = 0 fu¨r eine
Funktion g vom Grad d. Es ist bekannt, dass die algebraische Immunita¨t einer Funktion f mit n
Variablen ho¨chstens dn/2e sein kann [CM03]. Mit bisherigen Algorithmen kann die algebraische






neuen Algorithmus, der auf multivariater Polynominterpolation beruht, ko¨nnen wir die algebraische
Immunita¨t in nur O(D2) bestimmen [ACGKMR06].
4 Schnelle Algebraische Angriffe
Als Reaktion auf diese Angriffe sind Klassen von Filterfunktionen konstruiert worden, die große
(oder sogar maximale) algebraische Immunita¨t aufweisen (sowie weitere kryptografisch wu¨nschens-
werten Eigenschaften). Allerdings haben sich auch die Angriffe weiter entwickelt und sind bekannt
als schnelle algebraische Angriffe [C03]. Dabei werden Funktionen g und h von tiefem Grad ge-
sucht, so dass gilt f · g = h. Mit einem Aufwand, der von d := deg h abha¨ngig ist, kann man Terme
von Grad gro¨ßer als e := deg g eliminieren, und Gleichungen von Grad e aufstellen. Dabei ist d
mindestens so groß wie die algebraische Immunita¨t von f , und e kann viel kleiner sein.
Es war eine offene Frage, ob Funktionen f mit guter (konventioneller) algebraischer Immunita¨t
auch gegenu¨ber diesen neuen Angriffen resistent sind. Bekannte Algorithmen ko¨nnen so ange-
passt werden, dass die Immunita¨t einer Funktion gegen schnelle algebraische Angriffe in O(D3) be-
stimmt werden kann. Wir haben einen neuen, effizienten (und theoretisch fundierten) Algorithmus






Der Algorithmus basiert darauf, dass Gleichungen fu¨r g und h separiert werden ko¨nnen. Dann
haben wir symmetrische Funktionen untersucht, da diese von speziellem Interesse fu¨r Hardware-
Implementierungen sind. Die symmetrische Struktur konnte in einem noch effizienteren Algorith-
mus ausgescho¨pft werden.
Nebst diesen allgemeinen Algorithmen zur effizienten Bestimmung der algebraischen Immunita¨t
einer Funktion haben wir auch spezifische Funktionen theoretisch und experimentell untersucht. Die
Resultate lassen uns schließen, dass viele Klassen von Funktionen sehr verwundbar sind gegenu¨ber
schnellen algebraischen Angriffen, und dies trotz ihrer optimalen (konventionellen) algebraischen
Immunita¨t [ACGKMR06]. Diese Arbeit wurde zusammen mit den Universita¨ten Mannheim und
Limoges und mit INRIA durchgefu¨hrt.
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Konstruktion von booleschen Funktionen
mit maximaler algebraischer Immunita¨t
Hellen Altendorf
Universita¨t Mannheim
Fakulta¨t fu¨r Mathematik und Informatik
Lehrstuhl fu¨r Theoretische Informatik
Das Ziel dieser Arbeit ist es boolesche Funktionen f : {0, 1}n → {0, 1}m zu konstruieren, deren
Graph gr(f) = {(x, f(x))|x ∈ {0, 1}n} ⊂ {0, 1}n+m maximale algebraische Immunita¨t besitzt.
Wir sagen die Funktion p : {0, 1}n → {0, 1} annuliert eine Teilmenge S ⊂ {0, 1}n (oder p ist
Annihilator der Menge S), falls gilt p(x) = 0 ∀x ∈ S. Die Algebraische Immunita¨t AI(S) einer
Menge S ist definiert als das kleinstes d ∈ N fu¨r das ein nichttrivialer Annihilator p vom Grad d
existiert.
Die konstruierten Funktionen maximaler Immunita¨t sollen als Grundbausteine fu¨r symmetri-
sche Blockchiffren dienen und so algebraische Angriffe auf das Kryptosystem erschweren.
Algebraische Angriffe auf Secret-Key Kryptosysteme bestehen daraus, nichttrivialen Annihil-
atoren von kleinem Grad fu¨r die Beziehung zwischen Input- und Outputbits zu finden und so ein
Gleichungssystem von mo¨glichst kleinem Grad aufzustellen und effizient zu lo¨sen.
Spa¨testens seit dem hypothetischen Angriff auf den Advanced Encryption Standard (AES) von
Courtois und Pieprzyk (2002) verlangt die Kryptographie nach besseren algebraischen Funktionen.
Dieser Angriff ist zuru¨ckzufu¨hren auf die geringe algebraischer Immunita¨t der S-Boxen. Die Glei-
chungen sind hier quadratisch, obwohl die Formate der S-Boxen ({0, 1}8 → {0, 1}8) eine Immunita¨t
von 3 gewa¨hren ko¨nnten.
Konkrete Angriffe wurden erstmals 2003 von Courtois und Meier fu¨r eine spezielle Klasse von
Schlu¨sselstromgeneratoren beschrieben. Dieser Angriff wurde von Armknecht und Krause (2003)
auf eine allgemeinere Klasse erweitert, welche den E0-Generator beinhaltet, der im Bluetooth Stan-
dard verwendet wird.
In dem Vortrag wird erla¨utert, wie man die maximale Immunita¨t einer Funktion f : {0, 1}n →
{0, 1}m bestimmt und wie man letztendlich mithilfe der Matroidtheorie Funktionen von maximaler
Immunita¨t findet.
Literatur
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Erste Erfahrungen zu meinem
”




Wie bei so vielen vor mir dra¨ngte sich im Laufe meiner Promotion die Frage auf, wie es danach
weitergehen sollte. Klar war nur, dass ich immer viel Spass am Forschen hatte und diesem auch
weiterhin nachgehen wollte. Dies impliziert normalerweise einen Berufsweg im akademischen Be-
reich, was auch lange Zeit meine Planung war. Dennoch bin ich schlussendlich in die Industrie
gegangen, und zwar zum Forschunglabor von NEC in Heidelberg.
In meinem Vortrag mo¨chte ich kurz darlegen, wie und warum ich meine Entscheidung gefa¨llt
habe, und wie meine bisherigen Eindru¨cke bezu¨glich Industrieforschung sind. Damit mo¨chte ich
allen Mut machen, auch alternative Berufswege in Betracht zu ziehen.
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Analyse der Entwicklung von Malware
Oliver Schmid
Technische Universita¨t Darmstadt
Als Fred Cohen im Jahr 1983 ein sich selbst reproduzierendes Programm namens VD vorstellte,
wurde zum ersten Mal von einem Computervirus gesprochen. In den ersten Jahren entwickelte
sich dieses Pha¨nomen noch recht langsam und wurde erst 1987 zu einem echten Problem fu¨r die
Computerwelt, als mit Lehigh der erste Virus gespeicherte Daten lo¨schte. In den kommenden Jahren
konnten die Programmierer mit nur wenigen innovativen Ideen aufwarten, und auch quantitativ
hielt sich das Problem in Grenzen, so waren 1991 lediglich 300 verschiedene Exemplare bekannt.
Makroviren, die sich wie Concept durch den Befall von Word-Dateien vermehrten, gewannen ab
1995 an Bedeutung, besonders als sie drei Jahre spa¨ter erstmals wie Tristate beliebige Office-
Dokumente infizieren konnten.
Das Internetzeitalter begann 1997, als sich die Schadprogramme erstmals u¨ber E-Mail, FTP
und IRC replizierten und sich dadurch erheblich schneller verbreiten konnten, als es bisher durch
die Infizierung von Disketten mo¨glich war. Die ersten Epidemien verursachten 1999 der Makrovirus
Melissa und im Folgejahr der VBS-Wurm LoveLetter. In den vergangenen Jahren haben sich Viren
und Wu¨rmer nun immer schneller entwickelt und zeichnen sich dabei durch immer neue Eigen-
schaften aus. So haben sie beispielsweise ihre Tarnung verbessert, indem sie ihre Prozessnamen
denen von Systemprogrammen und Antiviren-Software angleichen, außerdem sind sie in der Lage,
Antiviren-Programme und Personal Firewalls zu deaktivieren sowie den Zugriff auf Webseiten fu¨r
Sicherheitsupdates zu unterbinden.
Die Entwicklung des Pha¨nomens Malware wird nun in zwei Analysen einer na¨heren Betrachtung
unterzogen. Die Daten, welche den beiden Analysen zu Grunde liegen, wurden durch Auswertung
der Virendatenbanken zweier Hersteller von Antiviren-Software gewonnen [SoA][SyA]. Dabei wur-
den nur die Schadprogramme in den Datensatz aufgenommen, die in einem der Monate des Beob-
achtungszeitraumes seit Januar 1998 zu den Top-Ten der gemeldeten Malware geho¨rten [SoT][SyT].
Die unterschiedlichen Eigenschaften der Viren und Wu¨rmer, wie beispielsweise Verbreitungsweg,
Schadwirkung oder Methoden zur Tarnung, wurden dabei in 41 Variablen erfasst, ebenso wie die
relative Auftrittsha¨ufigkeit der erfassten Exemplare am Gesamtaufkommen an Malware.
Zuna¨chst wurde eine Clusteranalyse durchgefu¨hrt, um festzustellen, wie schnell sich die Ent-
wicklung der Malware vollzogen hat. Hierfu¨r wurden fu¨r jedes Jahr die Eigenschaften der Schad-
programme nach ihrer relativen Auftrittsha¨ufigkeit gewichtet und aufsummiert. Je kleiner nun der
Abstand zweier Jahre in der Distanzmatrix ist, desto a¨hnlicher sind sich die in diesen beiden Jahren
aufgetretenen Viren und Wu¨rmer.
Das Ergebnis zeigt, dass sich zwischen den Jahren 1998 und 1999, in denen Viren und Makro-
viren das Geschehen beherrschten, wenig vera¨nderte. Es gab nur wenige neue Entwicklungen, wie
beispielsweise den Makrovirus Melissa, der sich selbst u¨ber MS Outlook verschickte und damit eine
neue A¨ra der Verbreitung einla¨utete. In den folgenden Jahren wurden die Schadprogramme immer
vielseitiger, ihren gro¨ßten Entwicklungssprung erlebten sie im Jahr 2001, als die Makroviren in
die Bedeutungslosigkeit fielen und die E-Mail-Wu¨rmer gleich drei entscheidende Neuerungen vor-
weisen konnten: Erstmals fa¨lschten sie ihren Absender und verbreiteten sich mittels einer eigenen
SMTP-Engine an Adressen, welche sie auf der Festplatte ihres Opfers finden konnten.
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Auch setzten sich in diesem Jahr zwei Entwicklungen des Vorjahres erst richtig durch, und zwar
die A¨nderung von Registry-Eintra¨gen durch die Malware und die Einrichtung von so genannten
Backdoors, welche den Remote-Zugriff auf einen infizierten Rechner ermo¨glichen. Seit dem Jahr
2004 hingegen hat sich nicht mehr viel getan, zwar steigt die Zahl der Virendefinitionen weiterhin
unbeirrt auf inzwischen u¨ber 100.000, es gab jedoch seither keine wirklichen Innovationen.
Im Anschluss erfolgte eine Faktorenanalyse, um zusammenha¨ngende Variablen auf wenige Fak-
toren zu reduzieren, in diesem Fall konnten die 41 Variablen durch 7 Faktoren erkla¨rt werden. Der
Faktor mit dem gro¨ßten Erkla¨rungsgehalt fasst dabei die typischen Eigenschaften moderner E-Mail-
Wu¨rmer zusammen, welche sich mit einer eigenen SMTP-Engine an Adressen verbreiten, die sie auf
der Festplatte ihres Opfers finden und die Sprache ihres Mailtextes anhand des Domain-Ku¨rzels des
Empfa¨ngers auswa¨hlen. Diese Wu¨rmer zeichnen sich weiterhin dadurch aus, dass sie Eintra¨ge in
der Registry a¨ndern, eine Backdoor zum infizierten Rechner o¨ffnen, und in ihrer Auftrittsha¨ufigkeit
u¨ber die Zeit hinweg kontinuierlich zugenommen haben.
Der zweite Faktor bildet die Gruppe der Trojaner ab, die gezielt Sicherheitslu¨cken der Be-
triebssysteme von Microsoft ausnutzen, um auf den Rechner zu gelangen und Daten wie Kre-
ditkartennummern oder Passwo¨rter auszuspionieren. Schadprogramme, deren vornehmliches Ziel
die Manipulation von Daten ist, werden durch den dritten Faktor erkla¨rt, weitere Faktoren sind
beispielsweise die Hardwareorientierung a¨lterer Exemplare, die einen Interrupt im BIOS nutzen
und sich im MBR der Festplatte einnisten, oder die unauffa¨llige Verbreitung u¨ber Filesharing-
Verzeichnisse und durch doppelte Dateiendungen.
Aus den Analysen ergibt sich eine deutliche Verbindung zwischen dem zeitlichen Verlauf und
bestimmten Malware-Typen, so waren Viren und Makroviren bis 2000 stark vertreten, und wurden
in den folgenden zwei Jahren von den Wu¨rmern abgelo¨st, die seit 2002 das Geschehen dominieren.
Des Weiteren hat sich eine Entwicklung von der Vernichtung von Daten hin zu Datendiebstahl
und dem Missbrauch der befallenen PCs als so genannte Bots gezeigt. Unmittelbares Phishing
durch Malware ist jedoch entgegen verschiedener Pressemeldungen nicht verbreitet, vielmehr tritt
eine Verbindung zwischen Malware und Phishing meist im Zusammenhang mit Spambots auf, die
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Abstract
In this paper we introduce a new efficient method to jointly generate and share k random
secret keys for discrete log based cryptosystems in a fully distributed environment between a
group of parties P = {P1, . . . , Pn}. We call such a scheme a k joint random key generation
(k-JRKG) protocol.
Compared with the well-known technique of distributed key generation, where the shared
key is not known by any one party, the intention of a JRKG protocol is slightly different:
every random key is known and shared by only one party. Here, our protocol guarantees the
randomness of the keys under the DDH assumption. In particular, this applies to the keys of
the corrupted parties. Hence, they do not have a chance to bias their keys to a non-uniform
distribution.
Our protocol reduces the dominating factor for the communication complexity, the number
of reliable broadcasts, by a factor of n compared with other approaches to this problem.
The security of our protocol can be proven for less than ( n
2
)-corrupted parties under the
DL-assumption in the random oracle model.
1 Introduction
In the current literature, protocols for jointly generating random keys are frequently used as building
blocks in various protocols designed for a fully distributed environment like the internet [GJ04,
GJKR96]. In particular the well-analyzed technique of distributed key generation [GJKR99, Ped91]
has a wide area of application and allows often in the first place to formally prove the protocols’
security.
Unfortunately, most distributed key generation protocols do suffer from high communication
and computation complexity, hence limiting their useability in practice to small and static networks.
A first approach to overcome these drawbacks was presented by John Canny and Stephen Sorkin
in 2004 [CS04]. Their idea relies on the fragmentation of the set of parties P in a network to reduce
the size of the broadcast groups. However, this technique is only probabilistic, i.e., has a failure
probability, needs a dealer to build up and manage the broadcast groups and finally requires that
honest and corrupted parties are randomly distributed in P .
In our work we take a different stance. Rather than trying to develop an efficient generally
applicable solution for doing distributed key generation, we focus on specific variants of DKG to
reduce their communication complexity. Such a specific variant is presented in this paper by the
k-JRKG protocol as an efficient solution for the generation of k random secrets, where each secret
is known by only one party. This technique is applicable, for example, in the setup phase of the
protocols described by Golle and Juels in [GJ04]. In particular, it decreases their communication
costs compared to a trivial solution and altogether provides a more natural approach to fulfill the
needed requirements.
At first glance the generation of k  2 uniformly distributed secrets x1, . . . , xk and correspond-
ing public values yi = g
xi , where each xi is known by only one party, seems to be an application
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for common verifiable secret sharing (VSS) schemes. There, a dealer chooses a private key x and
shares it in a verifiable manner with the participants in P according to the mechanisms of a thresh-
old scheme. Although this method is very efficient, it cannot be used for our purposes, because
corrupted dealers can choose their private keys non-randomly, hence, contradicting the proof of
security in [GJ04]. Therefore the authors propose to use the DKG protocol of Gennaro et al.
(GJKR-DKG), which indeed guarantees that all keys are uniformly distributed, but unfortunately
decreases the efficiency.
In contrast to this, our protocol is more efficient in terms of communication complexity in that
it reduces the number of broadcasts by a factor of n, but still guarantees the randomness of the
keys. In particular, we are able to show that the randomness of all keys, including the keys of
corrupted parties, is guaranteed under the DDH assumption. Furthermore, we prove the security
of the protocol for less than (n2 )-corrupted parties under the DL-assumption in the random oracle
model.
2 The k-JRKG protocol
In general, the protocol is structured into two phases: An initial phase which is executed only once
at the beginning of the protocol and a key generation (KG) phase which has to be repeated for every
needed key. In particular, in the initial phase the parties P = {P1, . . . , Pn} perform two instances
of the GJKR-DKG scheme and use in the KG phase the ElGamal encryption and Feldman VSS.
In the following let p, q be two large, odd primes with p = 2q + 1. Let g ∈ Z∗p be an element
with order q and <g>= G ⊆ Z∗p denote the subgroup of quadratic residues in Z
∗
p generated by g
for which the DDH assumption holds. Finally, let F : Zq 7→ G be an efficiently invertible bijection.
I. Initialization (executed only once):
1. The parties in P execute an instance of the GJKR-DKG scheme to generate a secret key
X ∈ Zq and the corresponding public key Y = g
X mod p. This key pair will be used for
ElGamal threshold encryption.
2. The parties in P execute a second instance of the GJKR-DKG scheme to generate the
value h = Y
bX mod p.
II. KG phase (k-iterations):
1. Generate random x = f(0) for dealer PD:
(a) Each party Pi ∈ P chooses randomly ri ∈R Zq and broadcasts the commitment
commiti = g
rihri mod p.
If one party Pj doesn’t broadcast her commitment she is disqualified. We denote by
QUAL ⊆ P the set of non-disqualified parties.
(b) Pi ∈ QUAL chooses randomly zi ∈R Zq and computes the ElGamal encryption of
Fi = F (zi) ∈ G:
Ci = (Di, Ei) = (g
ri , Y ri · Fi). (2)
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We set: Hi =
commiti
Di
= hri . Besides, the following non-interactive zero-knowledge
proof is generated:
NIZKi = PoK{ri : Hi = h
ri ∧Di = g
ri}.
Pi broadcasts Ci and NIZKi in QUAL. Obviously each party can easily verify the
correctness of the zk-proof. Incorrect behavior leads to disqualification.
By using the multiplicative homomorphic property of the ElGamal encryption, each










Y rjF (zj)). (3)
(c) PD chooses a uniformly distributed value a˜0 ∈ Zq and broadcasts A˜0 = g
ea0 in QUAL.
(d) PD chooses a set T of t + 1 parties for publishing their decryption shares of C.
Hence, each party in P can decrypt the value C and finally knows the unique
value Fall = Decrypt(C). It follows that each party can easily compute the value
z˜ = F−1(Fall) by inverting Fall. Hence, Pi can calculate the unique verification
value:
A0 = A˜0 · g
ez mod p
= gea0+ez mod p
= ga0 mod p.
In particular, only PD knows a0 = z˜ + a˜0.
2. Generate a polynomial to share the secret (Feldman-VSS):
(a) PD creates a random polynomial f(z) over Zq with degree t:
f(z) = a1z + . . . + atz
t.
PD chooses the value a0 generated in II.1 as the constant coefficient. Hence, the
polynomial to compute the parties’ shares is composed of
f(z) = a0 + f(z) = a0 + a1z + . . . + atz
t.
PD broadcasts the following verification values in QUAL:
Ak = g
ak , with k = 1, . . . , t.
PD computes si = f(i) mod q and sends it securely to Pi.







If the check fails Pi broadcasts a complaint against PD.
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(c) PD can answer this accusal by publishing valid shares si, which satisfy equation 4.
(d) The dealer PD is disqualified by each honest party Pi ∈ QUAL, if either:
• Pi receives more than t complaints, or
• PD wasn’t able to answer with valid shares si in II.2c.
The k-JRKG scheme is called t-secure if in the presence of an attacker that corrupts at most t
parties, the following requirements for correctness and secrecy are satisfied:
Definition 2.1 The k-JRKG protocol is t-correct, if for all qualified dealers PD with shared
private key x and public key y = gx the following conditions hold:
(C1) All subsets of t + 1 shares provided by honest parties define the same unique secret x.
(C2) All honest parties can compute the dealer’s unique public key y = gx mod p.
(C3) x is uniformly distributed in Zq and hence y is uniformly distributed in the subgroup G.
(C4) Cheating leads to disqualification.
Theorem 2.1 For every polynomial-time bounded adversary which corrupts at most t < n/2 par-
ties the following holds:
If the DDH-assumption is true, then for each secret x distributed in the KG-phase the correctness
properties of definition 2.1 hold.
The following theorem states that k-JRKG is t-secure:
Theorem 2.2 For every polynomial-time bounded adversary which corrupts at most t < n2 parties
the following holds:
If the DL-assumption is true, then for each secret x distributed in the KG-phase by an honest
dealer PD no information on x can be learned by the adversary except for what is implied by the
publicly known value y = gx.
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Schlu¨sselaustauschprotokolle werden immer dann beno¨tigt, wenn zwei Partner A und B einen
geheimen Schlu¨ssel vereinbaren mo¨chten, aber nur einen o¨ffentlichen Kommunikationskanal zur
Verfu¨gung haben. Zur Konstruktion eines solchen Algorithmus kann man auf einen Effekt zuru¨ck-
greifen, der bei der Untersuchung neuronaler Netze gefunden wurde: zwei Tree Parity Machines
(TPMs), die voneinander lernen, synchronisieren schneller als ein drittes Netzwerk, das nur passiv
an der Kommunikation teilnimmt [1]. Ein erfolgreicher Angriff mit den bisher bekannten Methoden
erfordert deshalb einen erheblich ho¨heren Aufwand als der Schlu¨sselaustausch selbst.
Beide Partner verwenden fu¨r den neuronalen Schlu¨sselaustausch je eine aus K hidden units
mit jeweils N Eingabeneuronen bestehende TPM, deren Anfangszusta¨nde zufa¨llig und unabha¨ngig
voneinander gewa¨hlt werden. Jedes Netz definiert so eine Abbildung der KN bina¨ren Eingaben














die durch ganzzahlige Gewichte wij ∈ {−L,−L+1, . . . , L} parametrisiert ist. Die TPMs von A und
B erhalten in jedem Schritt einen zufa¨llig erzeugten Satz der xij und lernen die Ausgabe τ ihres Part-
ners. Dabei werden die Gewichte gema¨ß der Hebbschen Lernregel, w+ij = wij +τ xijΘ(σiτ)Θ(τ
AτB),
oder einer ihrer Varianten angepasst. Dies fu¨hrt nach tsync Schritten zu u¨bereinstimmenden Ge-
wichten (wAij = w
B
ij), die anschließend von den Partnern als gemeinsamer Schlu¨ssel eingesetzt wer-
den ko¨nnen. Wegen der stochastischen Natur dieses Prozesses ist tsync eine Zufallsvariable, deren
Mittelwert fu¨r K ≤ 3 proportional zu L2 log N anwa¨chst [2].
Sowohl bei der Synchronisation als auch beim Training einer weiteren TPM durch einen Angrei-
fer E ko¨nnen zwei Arten von Lernschritten auftreten: attraktive und repulsive. Wenn die Ausgaben
korrespondierender hidden units u¨bereinstimmen (σAi = σ
B
i ), dann bewirkt die Lernregel gleiche
A¨nderungen in beiden neuronalen Netzen. Wird dabei eines der Gewichte am Rand bei −L oder
+L reflektiert, so verringert sich der Abstand |wAij − w
B
ij | durch diesen attraktiven Schritt. Re-
pulsive Schritte treten dagegen bei abweichenden Ausgaben auf (σAi 6= σ
B
i ) und fu¨hren zu einer
Desynchronisation der TPMs, weil nur in einer der beiden hidden units die Gewichte angepasst
werden. Folglich bestimmen die Ha¨ufigkeiten attraktiver und repulsiver Schritte wesentlich die
Geschwindigkeit der Synchronisation.
Da als Gesamtausgabe τ die Parita¨t der σi verwendet wird, lassen sich repulsive Schritte an
τA 6= τB erkennen, wenn eine ungerade Anzahl von hidden units betroffen ist. Hier haben A und B
einen fu¨r die Sicherheit des neuronalen Schlu¨sselaustauschs entscheidenden Vorteil. Sie ko¨nnen sich
na¨mlich gegenseitig beeinflussen und u¨berspringen auf diese Weise einen Teil der repulsiven Schritte.
Der Angreifer dagegen hat diese Mo¨glichkeit nicht und kommt deshalb bei der Synchronisation im
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Mittel langsamer voran als die Partner. Auf Grund dieses Nachteils gelingt E nur mit geringer
Wahrscheinlichkeit PE eine Synchronisation mit A oder B, bevor diese einen gemeinsamen Schlu¨ssel
erzeugt haben und den Schlu¨sselaustausch beenden.
Die Erfolgswahrscheinlichkeit PE wurde fu¨r viele verschiedene Angriffsmethoden [3] in Abha¨ngig-
keit von der synaptischen Tiefe L der TPMs untersucht. Dabei zeigt sich praktisch immer das
gleiche Verhalten: PE fa¨llt exponentiell mit zunehmendem L ab, wa¨hrend tsync nur proportional
zu L2 ansteigt [4, 5]. Die synaptische Tiefe hat also eine a¨hnliche Einfluss auf die Sicherheit des
neuronalen Schlu¨sselaustauschs wie die La¨nge des Schlu¨ssels bei einem Verschlu¨sselungsalgorith-
mus. Mit zunehmendem L steigt die Komplexita¨t fu¨r einen erfolgreichen Angriff exponentiell an,
wa¨hrend der Aufwand fu¨r die Erzeugung des gemeinsamen Schlu¨ssels nur moderat wa¨chst. Folglich
kann man durch Erho¨hen der synaptischen Tiefe L prinzipiell jedes gewu¨nschte Sicherheitsniveau
einstellen.
Aufgrund der einfachen Arithmetik auf vergleichsweise kleinen ganzen Zahlen ko¨nnen TPMs
vorteilhaft in Hardware realisiert werden. Im Fachgebiet der sog. Embedded Security wird neben
der effizienten Realisierung etablierter kryptographischer Verfahren auch an alternativen kryptogra-
phischen Verfahren geforscht. Man versucht Sicherheitslo¨sungen auch fu¨r solche Systeme zu finden,
die zum Teil extreme Beschra¨nkungen hinsichtlich der zur Verfu¨gung stehenden Rechenleistung,
Stromverbrauch und oder Logik-Fla¨che aufweisen.
Im Rahmen des Projektes Tree Parity Machine Rekeying Architectures (TPMRA), an der TUHH
von 2002-2006, wurde die Anwendung von TPMs in verschiedenen Systemen zur Absicherung von
Kommunikation untersucht. Dabei wurden sowohl Software- als auch Hardware-Realisierungen [6]
betrachtet. Im Unterschied zu den theoretisch erzielbaren Sicherheitsniveaus durch Skalierung der
TPM-Parameter lag in diesem Projekt der Fokus auf mo¨glichst hoher Sicherheit bei vergleichsweise
kleinen Systemparametern, d.h. bei eher kleinen TPMs. Ein (bis dato) ausreichendes Sicherheits-
niveau kann bei kleinen Systemen nur mit dem authentifizierten TPM-Schlu¨sselaustausch erzielt
werden [8].
Neben der algorithmischen Variante mit Bit-Paket-Lernen wurden auch Varianten der Lernregel
sowie Strategien des wiederholten Auffrischen von Sitzungsschlu¨sseln (sog. Rekeying-Strategien)
mit dem Ziel der praktischen Anwendung untersucht. Aus dem Trajektorie-Modus der TPM wurde
eine Stromchiffre abgeleitet, die sowohl OFB als auch CFB ermo¨glicht [7]. Die Eigenschaften und
die Sicherheit der Chiffre befinden sich noch in Untersuchung.
Die voll-serielle (Hardware-)IP-Core-Realisierung einer TPMRA beno¨tigt etwa 2400 Gattera¨qui-
valente inklusive Speicher. Aufgrund dieser geringen Logik-Fla¨che eignet sie sich zum Einsatz auf
ressourcenbeschra¨nkten Gera¨ten, wie z.B. RFID-Tags [7]. Eine weitere Anwendung ist die Ein-
bettung der (semi-parallelen) TPMRA in Bus-Systeme. Hierbei kommt sowohl die geringe Fla¨che
(als kostengu¨nstige Hardware-Komponente) als auch die Multifunktionalita¨t des Verfahrens zugute.
Identifikation, Schlu¨sselaustausch und Verschlu¨sselung per Stromchiffre ko¨nnen aus einem Prinzip
abgeleitet werden [9]. Die Verwendung einer voll-parallelen TPMRA im Trajektorie-Modus erlaubte
es, in einem PCI-Bus-System fu¨r jeden PCI-Buszugriff einen neuen Schlu¨ssel bereitzustellen.
TPMs erlauben es zudem einen Mehrparteien-Schlu¨sselaustausch u¨ber denselben Synchronisa-
tionseffekt zu realisieren. Diese Variante wurde prototypisch in einem WLAN-AdHoc Netzwerk
zur Absicherung von Gruppenkommunikation auf Laptops implementiert. Hierbei ko¨nnen sowohl
parallele als auch sequentielle Synchronisationsprozesse genutzt werden.
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1 Einleitung
Die meisten der aktuellen E-Mail-Programme unterstu¨tzen sichere E-Mail mittels S/MIME oder
PGP. Allerdings setzen Benutzer diese Funktionen aufgrund der aus ihrer Sicht ungu¨nstigen Kosten-
Nutzen-Relation sehr selten in der Praxis ein [1].
Ein Grund dafu¨r ist die hohe technische Komplexita¨t sowie das fu¨r ein korrektes Funktionie-
ren der Sicherheitsmechanismen erforderliche Fachwissen. Insbesondere fu¨r Technik-Laien ist der
Aufwand fu¨r die Konfiguration eines E-Mail-Accounts mit Zertifikaten und fu¨r die Benutzung im
ta¨glichen Einsatz zu hoch.
In dieser Arbeit wird ein opportunistischer Ansatz vorgestellt, der durch neue Interaktionsmu-
ster und Heuristiken den Aufwand fu¨r den Benutzer senken, gleichzeitig aber ein mo¨glichst hohes
Maß an Sicherheit fu¨r E-Mails gewa¨hrleisten soll. Als Ziel wird ein sinnvoller und praxisnaher
Ausgleich zwischen Benutzbarkeit und Sicherheit angestrebt.
Im na¨chsten Abschnitt stellen wir unseren Ansatz von opportunistischer E-Mail-Sicherheit vor,
wie er bereits in Teilen prototypisch umgesetzt wurde (siehe Abschnitt 3). In Abschnitt 4 gehen
wir auf Erweiterungen ein, die eine Integration in das Nutzer-Interface von Mozilla Thunderbird
vorsehen.
2 Lo¨sungsansatz
Unser Lo¨sungsansatz la¨sst sich von folgenden Kriterien leiten:
• Sicherheitskritische Routine- und Management-Aufgaben werden – soweit wie mo¨glich – vom
E-Mail-Programm u¨bernommen.
• Fehlerfa¨lle oder mo¨gliche Angriffe und entsprechende Reaktionen werden bereits fru¨hzeitig
beim Systemdesign beru¨cksichtigt.
• Die notwendigen Vorkenntnisse werden als minimal angenommen, so dass auch Laien hinrei-
chend verla¨sslich sichere E-Mail verwenden ko¨nnen.
• Der Benutzer wird nicht mit technischen Details konfrontiert, sofern er dies nicht ausdru¨cklich
wu¨nscht.
Die ersten beiden Kriterien fu¨hren zu einer Reihe von Heuristiken fu¨r die Anwendung von Se-
curity Policies sowie die Behandlung von Fehlern und Signalisierung mo¨glicher Angriffe. Aufgrund
des dritten und vierten Kriteriums sehen wir ein Konzept verschiedener
”
User Levels“, d.h. Kennt-
nisstufen vor, die den Grad an jeweils vorhandener Transparenz und Automatisierung bestimmen
(vgl. [2]).
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Typischerweise erfordern heutige E-Mail-Programme ha¨ufige Benutzerinteraktionen fu¨r sicher-
heitsrelevante Einstellungen und Vorga¨nge. Demgegenu¨ber besteht die Idee opportunistischer Si-
cherheit in einem Best Effort-Prinzip, d.h. E-Mails werden immer automatisch und ohne Benut-
zerinteraktion verschlu¨sselt und signiert, sobald sich dazu eine Gelegenheit ergibt. Signiert werden
E-Mails, sofern bekannt ist, dass der Kommunikationspartner das System ebenfalls nutzt, was sich
aus vorherigen E-Mails schließen la¨sst. Verschlu¨sselt wird, sofern ein Schlu¨ssels des Kommunika-
tionspartners bekannt ist, ansonsten erfolgt der Versand unverschlu¨sselt. Eine weitere Eigenheit
opportunistischer Sicherheit betrifft die Gu¨ltigkeitspru¨fung von Zertifikaten. Im Gegensatz zu sonst
ga¨ngiger Praxis ist die Verifikation eine Option bzw. es wird ganz auf Zertifikate verzichtet. Die
genannten Prinzipien sind eine Verallgemeinerung des Konzepts der opportunistic encryption, wie
sie etwa auch schon fu¨r sichere E-Mail eingesetzt wird [3].
Weiter werden der Sicherheitsstatus der Kommunikationspartner u¨berwacht und Auffa¨lligkeiten
behandelt. Dazu geho¨rt zum Beispiel eine nicht signiert empfangene E-Mail, obwohl der Sender
dazu eigentlich technisch in der Lage sein sollte. Vera¨nderungen bei der Sicherheit des E-Mail-
Verkehrs oder Angaben zum Sicherheitsstatus einer E-Mail werden dem Nutzer deutlich gemacht.
3 Prototyp
Im Rahmen eines Praktikums an der TU Darmstadt wurde prototypisch ein
”
Opportunistic E-Mail
Security System“ (OESS) in Form eines eigensta¨ndigen POP3-/SMTP-Proxy entwickelt. Da hierbei
die Interaktion mit dem Benutzer u¨ber das E-Mail-Programm stark eingeschra¨nkt ist, soll das
System um eine graphische Benutzerschnittstelle erweitert werden, u¨ber die der Sicherheitsstatus
und eventuelle Probleme besser wiedergegeben werden ko¨nnen.
Der in Java geschriebene Prototyp u¨bernimmt die kryptographischen Operationen transparent
fu¨r den Benutzer und dessen E-Mail-Programm. Der Proxy erha¨lt die E-Mails vom Mail User Agent,
bearbeitet diese in der oben beschriebenen Weise und leitet sie, mit nur geringer Verzo¨gerung, an den
Mail Transfer Agent weiter. Das E-Mail-Programm ist dazu fu¨r jeden vom Proxy zu verwaltenden
Account einmalig so zu konfigurieren, dass der Datenverkehr u¨ber den Proxy geleitet wird.
Vom E-Mail-Programm wird eine Nachricht zum Versand vom Proxy in eine neue E-Mail ein-
gebettet, deren Header nur die Felder From, To und Subject umfasst. Die Authentizita¨t und
Integrita¨t dieser Header wird durch eine Signatur geschu¨tzt. Außerdem ist die Vertraulichkeit der
Betreffzeile dadurch gegeben, dass das Programm in der
”
a¨ußeren“ E-Mail nur einen Hinweis auf
die Verwendung von OESS entha¨lt und die urspru¨ngliche Betreffzeile mit der
”
inneren“ E-Mail
verschlu¨sselt u¨bertragen wird. Diese Sicherheitseigenschaften der E-Mail-Header bieten Ansa¨tzen
wie S/MIME und PGP nicht.
Der Prototyp nutzt derzeit ein proprieta¨res Datenformat, wobei jedoch noch gepru¨ft wird, ob
dieses nicht auch kompatibel zu S/MIME oder PGP gemacht werden kann (vgl. [4]). Eine Idee ist
dabei, die komplette gesicherte E-Mail in ein S/MIME-kompatibles Format zu verpacken und zu
verschicken.
Gema¨ß kryptographischer Best Practice wird zuerst signiert, anschließend gegebenenfalls ver-
schlu¨sselt. Zum Key Management haben wir einen Mechanismus entwickelt, der den Austausch
der Schlu¨ssel regelt, fu¨r Kontinuita¨t beim Key-Rollover sorgt und somit durchga¨ngige Sicherheit
leistet.
Bei ga¨ngigen E-Mail-Programmen kann eine E-Mail nur dann verschlu¨sselt an mehrere Empfa¨nger
verschickt werden, wenn fu¨r jeden dieser Empfa¨nger ein Zertifikat vorliegt. Andernfalls ist die Op-
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tion Verschlu¨sselung deaktiviert und die Nachricht wird an alle unverschlu¨sselt versendet. Dagegen
ist der Proxy in der Lage, eine E-Mail an verschiedene Empfa¨nger so zu splitten, dass Empfa¨nger,
die OESS-fa¨hig sind, ihre E-Mail geschu¨tzt und alle anderen eine ungeschu¨tzte Version erhalten.
Durch den Best Effort-Ansatz ist somit unter dem Strich ein ho¨herer Anteil an verschlu¨sselten
Nachrichten erreicht worden.
4 User Interface-Integration
Zwar la¨sst sich der Proxy auch stand-alone betreiben, jedoch entfa¨llt dabei die Mo¨glichkeit, dem
Benutzer Feedback u¨ber die Sicherheit seines E-Mail-Verkehrs zu geben. Außerdem lassen sich
keine qualitativen oder quantitativen Aussagen u¨ber den E-Mail-Verkehr mit einem Kommunika-
tionspartner machen, etwa in Bezug auf die bisherige Absicherung der E-Mails oder den Einsatz
anderer E-Mail-Verschlu¨sselungssoftware.
Ziel der Visualisierung ist es nun, dem Nutzer wichtige Informationen u¨ber die E-Mail darzustel-
len und gegebenenfalls Meldungen auszugeben oder Interaktionen zu ermo¨glichen. Der Nutzer muss
wissen, welche der mo¨glichen Aktionen potenziell gefa¨hrlich sind, wie sie zu vermeiden sind und wie
sein aktueller Sicherheitstatus insgesamt und der einer einzelnen E-Mail ist. Dafu¨r wird als Mach-
barkeitsstudie eine Extension fu¨r Mozilla Thunderbird [5] implementiert. Dieses Visualisierungs-
Plugin soll demonstrieren, wie entsprechende Informationen sinnvoll dargestellt werden ko¨nnen. Je
nach User Level werden mehr oder weniger Informationen angezeigt, bzw. finden mehr oder weniger
Interaktionen statt:
User Level
Visualisierung Anfa¨nger Fortgeschrittener Experte
Status der Mail (signiert, verschlu¨sselt) ja ja ja
OESS-fa¨hige Partner ja ja ja
Zeitliche Entwicklung des Sicherheitsstatus nein ja ja
Fehlermeldungen nein ja ja
Abfrage bei E-Mail an mehrere Empfa¨nger nein ja ja
Sender verwendet abgelaufene Schlu¨ssel nein nein ja
Die Evaluation des Systems soll unter mo¨glichst realita¨tsnahen Bedingungen stattfinden, wobei
zuna¨chst untersucht wird, welche Usability-Methoden sich dazu am besten eignen. Die Evalua-
tion selbst misst die Gro¨ßen Nutzer-Akzeptanz (durch Interviews oder Umfragen), Effektivita¨t der
Sicherheitsmechanismen (durch Angriffsszenarien und Erkennung des Angriffe) sowie den Zeitauf-
wand fu¨r die Installation und Bedienung.
5 Ausblick
Denkbar ist, das Prinzip opportunistischer Sicherheit auch auf andere Anwendungsbereiche von PKI
zu u¨bertragen. Wo und in wieweit dies mo¨glich ist, soll untersucht werden. Einsatzgebiete ko¨nnten
beispielsweise File Sharing- und Chat-Anwendungen oder die Absicherung von Datenverbindungen
u¨ber HTTPS sein. A¨hnliche Ansa¨tze werden etwa bereits bei SSH oder IPv6 [6] verfolgt.
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Das Konzept der zertifikatlosen Public-Key Kryptographie (PKC) wurde im Jahre 2003 auf der
AsiaCrypt erstmalig von Al-Riyami vorgestellt [AlR]. Einzuordnen ist sie zwischen der klassischen
zertifikatbasierten PKC und der identita¨tsbasierten PKC. Ziel war es, von den Vorteilen der iden-
tita¨tsbasierten PKC zu profitieren (bspw. keine Public-Key Infrastruktur no¨tig, komplexer kryp-
tographischer Workflow mo¨glich) ohne jedoch deren oftmals inakzeptable Nachteile (zwangsweise
Schlu¨sselhinterlegung) in Kauf nehmen zu mu¨ssen. Technisch basiert die zertifikatlose PKC jedoch
weiterhin auf einer vertrauenswu¨rdigen dritten Partei (genannt Key Generation Center, KGC).
Diese kann jedoch keine Chiffretexte entschlu¨sseln, wie dies im identita¨tsbasierten Fall mo¨glich ist.
Bei einem Sicherheitsbeweis muss hierbei von zwei mo¨glichen Angreifern ausgegangen werden: Ein
Angreifer (Typ-I) entspricht einem
”
normalen“ Angreifer einer beliebigen dritten Partei (a¨hnlich
dem eines Public-Key Schemas). Der zweite Angreifer (Typ-II) modelliert ein KGC, welches ver-
sucht Zugriff auf den Klartext einer verschlu¨sselten Nachricht zu bekommen. Dieses hat jedoch
Zusatzinformationen, u¨ber welche ein Typ-I Angreifer nicht verfu¨gt. Damit ein Schema sicher ist,
muss es sowohl sicher sein gegenu¨ber einem Angreifer vom Typ-I wie gegenu¨ber einem Angreifer
vom Typ-II.
Bis jetzt wurden nur zertifikatlose Schemata vorgestellt, welche entweder in einem eingeschra¨nk-
ten Angriffsmodell oder im Zufallsorakelmodell sicher sind. Als das zentrale Problem bei der
Beweisfu¨hrung im Standardmodell mit der u¨blichen (reduktionistischen) Vorgehensweise stellt sich
heraus, dass ein Schema, welches beweisbar sicher gegenu¨ber einem Typ-I Angreifer ist, zwangsla¨ufig
unsicher gegenu¨ber einem Typ-II Angreifer ist. Aufgrund dieses sehr harten Resultats gingen einige
Kryptographen davon aus, dass es prinzipiell nicht mo¨glich sein kann, die Sicherheit von zertifi-
katlosen Schemata im Standardmodell (ohne weitere Einschra¨nkungen vorzunehmen) zu beweisen.
Dass dies nicht zwangsla¨ufig daraus folgt, wird in [DK] genauer untersucht. Auch werden mo¨gliche
Lo¨sungsansa¨tze aufgezeigt.
Inhalt des Vortrages ist eine kurze Darstellung der zentralen Ideen der identita¨tsbasierten und
zertifikatlosen PKC. Dabei wird auch ein vereinfachtes Angriffsmodell auf diese Schemata vor-
gestellt, welches im Rahmen der Diplomarbeit entwickelt wurde. Daran anschließend wird die
Problematik der Beweisfu¨hrung im Standardmodell bei zertifikatlosen Schemata erla¨utert und auf
einige konkrete Lo¨sungsansa¨tze eingegangen.
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In den letzten Jahren wurden Schwa¨chen in den ga¨ngigen kryptographischen Hashfunktionen MD5
oder SHA-1 gefunden. Standardisierte Authentifikationsverfahren wie DSS/DSA oder HMAC ba-
sieren auf diesen Hashfunktionen. Dieser Umstand macht diese Verfahren unsicher, da sich aus un-
sicheren Bausteinen kein sicheres Authentifikationsverfahren konstruieren la¨sst. Mikle beschreibt
beispielsweise, wie Authentifikationsverfahren, die auf MD5 basieren, gebrochen werden ko¨nnen
[MIK04].
Authentifikationsverfahren wie der XOR-MAC, die auf Blockchiffren beruhen, sind sicher, wenn
die verwendete Blockchiffre sicher ist. Leider gibt es noch keinen Sicherheitsbeweis fu¨r moderne
Blockchiffren wie AES. Weiterhin sind solche Authentifikationsverfahren signifikant langsamer als
solche, die auf kryptographischen Hashfunktionen basieren. Dies liegt daran, dass kryptographische
Hashfunktionen in der Regel schneller als Blockchiffren sind.
Wegman und Carter haben 1981 gezeigt, dass sich (informationstheoretisch) sichere MACs auf Ba-
sis von Hashfunktionen, die paarweise kollisionsresistent sind, konstruieren lassen [CW81]. Diese
Hashfunktionen lassen sich nicht nur fu¨r die Kryptographie sondern auch fu¨r andere Bereiche der
Informatik (Datenbanken, Filesysteme,...) nutzen. Daher werden sie universelle Hashfunktionen
genannt. MACs, die darauf basieren, sind nicht nur beweisbar sicher sondern auch hoch perfor-
mant. Wie Performancemessungen zeigen, lassen sich auf Standardhardware damit Durchsatzraten
von unter einem cpb (clock cycle per byte) erreichen [KRO00].
Es spricht daher nichts dagegen, sich intensiver mit solchen universellen MACs zu bescha¨ftigen.
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Mobile devices add an additional dimension to context-based services: location. Bob, providing
a location-based service (LBS), uses the location of Alice to answer her request, e.g., to find the
next Italian restaurant. From a security standpoint the two main assets to be protected are Bob’s
database, and the location of Alice. Cryptographically this problem corresponds to an oblivious
transfer (OT) of Bob’s location specific data, where the index of the 1-out-of-n OT is the location
σ of Alice, 1 ≤ σ ≤ n. By the properties of the OT, Alice learns only the information of the single
map cell σ, while Bob is oblivious of Alice’s location.
In our work we investigate the specific needs of privacy friendly LBSs, and we design solutions
based on efficient OT that take them into considerations. For instance, service providers have an
interest in reducing the costs of the OT through economies of scale. Adaptive OT, where the same
database is queried with little additional cost, provides a natural starting point. Similarly, the
restricted capabilities of mobile users require a careful design of the system. In many of today’s
mobile networks there exists a dedicated party, the operator, that knows Alice’s location. We
investigate the role of this party to act as a proxy that inputs the user’s location to the protocol
and helps with doing the computation, but which otherwise remains oblivious of the protocols
result.
Finally we investigate the use of homomorphic encryption in order to support the access of
multiple LBSs by the same user. This can be seen as a split oblivious transfer involving up to
` location-based services simultaneously. Each LBS is handling a different database. Again the
privacy sensitive information, i.e., which services Alice subscribed to, remains hidden from everyone
else. Moreover the homomorphic property is utilized to facilitate the privacy preserving payment
of the services.
Privacy friendly LBS. Privacy is an enormous topic [12]. It is a sociological phenomenon which
has many legal and commercial implications. The different ways location is used by an LBS greatly
influences Alice’s privacy experience. Is she interacting only with the service or with other users of
the service? Is her location only used at the time of her request, or is she constantly tracked and
notified upon certain events? Rather than covering all of this topics, we focus on a very specific
sub-problem. Some of the techniques employed can however also be use for improving the privacy
properties of other types of LBS protocols as surveyed in [11].
We do not consider solutions involving anonymity or service-side location specific privacy poli-
cies. Moreover we consider only solutions where no information at all about Alice’s location is
revealed to the LBS. The goal is to base the security of the system only on information theory
and complexity theoretic assumptions. After the execution of the protocol a malicious LBS (even
if collaborating with the operator) cannot compute anything, he (they) could not have computed
before. It is easy to see that in this setting a notification service that contacts the user only upon
events is impossible. The knowledge that the event occurred would already reveal information






For i = 1 . . . n
Ci ← Enc(mi; H(i)
d)





mσ ← Dec(Cσ; H(σ)
d)
Figure 2: Adaptive OT based on Chaum blind signatures
Oblivious transfer. We model a privacy friendly LBS as a database that maps every location
i to some information mi. The number of different locations is restricted to n. A location can
for instance be the name of a region, or a cell of a certain size on a map. Now the provisioning
of a service corresponds to the retrieval of mσ for a hidden σ from a database m1, . . . , mn. We
call σ also the index into the database. The privacy requirements of the user imply the need for
private information retrieval (PIR) [5]. Symmetric PIR (SPIR) is required if the LBS wants to
avoid leakage of information about locations that have not been queried. It was shown that for the
case where there is only one copy of the database there exists a communication-efficient reduction
from any PIR protocol to a 1-out-of-n OT. Moreover for the single copy case SPIR corresponds to
1-out-of-n OT (OT1n) [7].
Oblivious transfer was first introduced by Rabin [18]. It captures the on first sight paradoxical
notion of a protocol by which a sender sends some information to the receiver, but remains oblivious
as to what is sent. The paradox is resolved by recognizing that it are the actions of the receiver
and the sender that determine the outcome of the protocol. Even [8] generalized it to 1-out-of-2
oblivious transfer (OT12). The receiver determines which message out of two possible messages she
is going to receive. In turn it was shown how to construct OT1n from n [2] and even log n [13]
applications of OT12. [15, 1, 10] provided direct constructions for OT
1
n based on the decisional
Diffie-Hellman and quadratic residuosity assumptions.
Adaptive OT For location-based services, we are not so much interested in single executions
of oblivious transfer, but want to query the same database multiple times at different indexes.
This can be achieved by letting the sender commit to the database and running OT1n multiple
times. However this is not the most efficient solution. Moreover the security requirements of
such a system differ from those of normal oblivious transfer, as the protocol keeps internal state
and queries can be chosen adaptively based on the results of previous queries. The first adaptive
oblivious transfer protocol was proposed in [14]. Recently more efficient schemes were proposed
by [16, 6]. [4] recognized that the last two schemes are based on a common principle to construct
adaptive oblivious transfer from unique blind signature schemes.
We briefly sketch the basic idea of the scheme using an example based on Chaum blind signatures
(cf. Fig. 2). First, all messages are symmetrically encrypted using the RSA signature of the index.
H(·) is a full domain cryptographic hash function. The encrypted database is transferred to Alice.
When Alice wants to obtain the information for location σ, she runs a Chaum blind signature
protocol with the sender to obtain the key.
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Dynamic OT For practicality reasons we are also interested in dynamic databases that can
shrink and grow during the execution of the adaptive oblivious transfer. This allows us to update
parts of the database. For an update a new message is added to the database. Instead of accessing
an old index, the user now has to access the new index. We require an additional table, that maps
locations to their current indices. This update procedure reveals information about the database
as Alice learns which entries have changed. It is an open research question whether we can do
updates which don’t reveal any information but are still substantially more efficient than running
the whole protocol with a new database.
Increasing the size of the database is straightforward. The sender just transfers a new cipher
text Cn+1 = Enc(mn+1; H(n + 1)
d) and transfers it to the sender. The sender can now also ask for
blind signatures on n + 1. And decrypt Cn+1.
Deletion is more complicated. Our approach is to let the receiver prove that the requested σ
is in the set of still valid indices V , e.g., by using a dynamic accumulator [3]. Together with every
Ci the sender now sends a witness wi = v
(p−1i ), with pi a prime. Before obtaining the signature the
receiver now needs to prove that she knows a valid witness that corresponds to the blind signature
request for index σ. For efficient protocols, it is now no longer possible to use a full domain hash
RSA signature.
Proxy OT and multi-database extensions For today’s mobile networks it is natural to assume
a third party, the operator, that knows Alice’s location and can help her in executing the OT despite
of limited device capabilities. This party executes most of the receiver’s part of the OT protocol,
but only Alice obtains the final result that allows her to decrypt Cσ. We call the third party a
proxy and the new protocol a proxy OT protocol.
In location-based services, not only Alice’s location, but also the type of service she is accessing
is privacy sensitive information, which we do not want to reveal to the operator, or even the service
himself. Thus a solution to this problem is of particular importance for LBS which use proxy OT,
but may be of individual interest as an independent primitive. The selection of up to k services
can be interpreted as an additional k-out-of-` OT, which is run independently but interleaving the
proxy OT. Only Alice knows which of the ` services she is accessing. Additional extensions are
needed to facilitate payment for such hidden service usage. Preliminary ideas for a comprehensive
solution are based on the use of homomorphic encryption in PIR [17], payment [1], and voting
schemes [9].
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Google hacking is a term to describe the search queries that find out security and privacy flaws.
Finding vulnerable servers and web applications, server fingerprinting, accessing to admin and user
login pages and revealing username-passwords are all possible in Google with a single click. Google
can also reveal secrets of cryptography applications, i.e., clear text and hashed passwords, secret and
private keys, encrypted messages, signed messages etc. In this paper, advanced search techniques
in Google and the search queries that reveal cryptographic secrets are explained with examples in
details.
1 Motivation
Having an index with over 25 billion entries, Google is the most popular web search engine. It
indexes any information from web servers thanks to its hardworking web crawlers. But many
sensitive data that should be kept secret and confidential are indexed by Google, too. Vulnerable
servers and web applications, username-passwords for login sites, admin interfaces of database
servers and online devices like web cameras without any access control, reports of security scanners
and many more private information are available to hackers via Google.
This paper focuses on the advanced search queries that enable users to search different cryp-
tographic values which are expected to stay private and safe. The paper is organized as follows:
Section 2 summarizes the useful parameters for the advanced search in Google. In Section 3, ex-
amples of search queries for each type of cryptographic secret are illustrated. Finally, Section 4
explains possible security measures against Google hacking.
2 Advanced Parameters
Google supports many parameters for the advanced search and filters its results according to the
parameters given by the user.
The [all]inurl parameter is used to filter out the results according to if the url contains a certain
keyword or not. If more keywords are needed, the allinurl parameter should be used. [all]intitle
filters the results according to the title of web pages. [all]intext searches keywords in the body of
web pages. With the parameter site you can do host-specific search. filetype and ext parameters
have the same functionality and are needed to filter out the results based on the file extensions like
html, php, asp etc. The minus sign (-) can be put before any advanced parameter and reverses its
behavior. As an example, a search containing the parameter -site:www.example.com will not list
the results from www.example.com. The sign "|" stands for the logical OR operation.
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3 Google Search for Cryptographic Values
From the cryptographic perspective, Google reveals also cryptographic secrets. Google can find out
hashed passwords, secret keys, public and private keys, encrypted and signed files. What you need
to do is only to enter the relevant search terms as explained in the following sections and click the
search button.
3.1 Hashed Passwords
Database structures and contents can be backed up in dump files. The following query searches
for SQL clauses that may contain usernames and passwords in cleartext or in hashed values within
dump files. Hash and encryption relevant keywords can also be searched within files.
"create table" "insert into""pass|passwd|password"(ext:sql | | ext:dump | ext:dmp)
intext:"password|pass|passwd" intext:"md5|sha1|crypt" (ext:sql | ext:dump | ext:dmp)
3.2 Secret Keys
Since the secret keys are generated mostly as session keys and destroyed after the session is closed,
they are not stored on disks permanently. But there are still some applications that need to store
secret keys , e.g., Kerberos [9] shares a secret key with each registered principal for authentication
purposes.
The following query lists the configuration files of a key distribution center (KDC) in Kerberos.
Within the configuration files, the path of principal databases which contain principal ids and their
secret keys is specified.
inurl:"kdc.conf" ext:conf
To find dumped Kerberos principal databases:
inurl:"slave datatrans" OR inurl:"from master"
Java provides a tool named keytool to create and manage secret keys in keystores. The exten-
sion of such keystores is ks. The following query searches for java keystores that may contain secret
keys. Note that keytool can also manage private keys and certificate chains.
keystore ext:ks
3.3 Public Keys
Public keys, as the name implies, are public information and not secret. But for the sake of com-
pleteness, the search queries that list public keys are also written in this section.
To list PGP public key files:
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"BEGIN PGP PUBLIC KEY BLOCK" (ext:txt | ext:asc | ext:key)
To list public keys in certificate files:
"Certificate:Data:Version" "BEGIN CERTIFICATE" (ext:crt | ext:asc | ext:txt)
3.4 Private Keys
Private keys should be kept secret for personal use but the following search queries show that people
do not care about it and make it publicly accessible.
"BEGIN (DSA|RSA)" ext:key
"BEGIN PGP PRIVATE KEY BLOCK" inurl:txt|asc
Gnupg [5] encodes the private key in secring.gpg. The following search reveals secring.gpg files:
"index of" "secring.gpg"
3.5 Encrypted Files
For confidentiality, cryptography provides encryption of data. By encrypting, one can store sensitive
files and emails securely on local storage devices. The following queries search for encrypted files
and emails. It is sure that you need to know the relevant keys to decrypt but as shown in the
previous examples, it is also possible to find secret keys and private keys. Besides, other crypto
analysis techniques can help to decrypt the encrypted files.
The files that are encrypted with Gnupg get the extension gpg for binary encoding and the
extension asc for ASCII encoding. The following first query searches files with gpg extension and
tries to eliminate signed and public key files from the results. The second query lists ASCII encoded
encrypted files. But note that signed files have also the same pattern and can be returned with the
second query:
-"public|pubring|pubkey|signature|pgp|and|or|release" ext:gpg
-"BEGIN PGP MESSAGE" ext:asc
Many encryption applications use the extension enc for the encrypted files. There are some ex-
ceptions like AxCrypt File Encryption Software [6] which uses the extension axx for encrypted files:
-intext:"and" (ext:enc | ext:axx)




Digital signatures provide integrity, authenticity and non-repudiation in cryptography. The follow-
ing searches list some signed messages, signed emails and file signatures.
To list pgp signed messages (emails excluded):
"BEGIN PGP SIGNED MESSAGE" -"From" (ext:txt | ext:asc | ext:xml)
To list signed emails:
"BEGIN PGP SIGNED MESSAGE" "From" "Date" "Subject" (ext:eml | ext:txt | ext:asc)
To list file signatures:
-"and|or" "BEGIN PGP SIGNATURE" ext:asc
4 Countermeasures
Google hacking can be very harmful and therefore the required security measures should be taken
against it. One method is using automatic scan tools [2, 3, 4] that search possible Google hacks
for a given host. You can use the tools to search for the available flaws and risks in your system.
The tools mostly use the hack database [1] when they do scan. Another solution is integration of
robots.txt (robots exclusion standard) [7] files in your system. Web crawlers (hopefully) respect
the directives specified in robots.txt. Providing this, you can prevent the crawlers from indexing
your sensitive files and directories. The last and the most advanced suggestion is installing and
managing Google honeypots [8] in your system and trying to figure out the behaviour of attackers
before they deal with your real system.
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Das Thema Trusted Computing wird meist sehr kontrovers diskutiert. Ha¨ufig sind Fakten, Vermu-
tungen und perso¨nliche Meinungen stark miteinander vermengt, so dass sich kaum eine neutrale
Sichtweise ausmachen la¨ßt. Trotz aller Bedenken, beispielsweise hinsichtlich einschra¨nkender Tech-
niken wie Digital Rights Management (DRM) o. a¨., gibt es mittlerweile im Open Source Bereich
einige interessante Projekte, welche oft von Industrie oder Wissenschaft (FP6) gefo¨rdert werden:
• TPMDD [Hal06]
Gera¨tetreiber fu¨r TPM-Hardware im Linux-Kern (IBM)
• TrouSerS [Yod06]
Softwareschnittstelle fu¨r Anwendungsprogramme (IBM)
• jTSS Wrapper [Win06]
Java-Schnittstelle fu¨r Anwendungsprogramme (TU Graz)
• Trusted GRUB [Stu¨06]
Sicheres Booten (Ruhr-Uni Bochum)
• TPM Emulator [Str06]
Softwarebasierter Emulator fu¨r TPM-Hardware (ETH Zu¨rich)
Der Vortrag soll einen groben U¨berblick zur Trusted Computing Initiative der TCG geben und etwas
genauer die Zielsetzung, den momentanen Status sowie weiterfu¨hrende Anwendungsmo¨glichkeiten
der oben genannten Open Source Projekte beschreiben. Zuerst werden wir die kryptographischen
Komponenten der TPM-Hardware kennenlernen und einige Anwendungsszenarien (z. B. Remote At-
testation) skizzieren. Danach schauen wir uns das Zusammenspiel von Hardware (TPM [TCGa]),
Software (TSS [TCGb], Applikation) und Benutzer (Owner/User) anhand einiger konkreter Bei-
spiele an. Weiterhin interessiert uns dabei, welche fortgeschrittenen kryptographischen Anwendun-
gen sich mithilfe von Trusted Computing realisieren lassen.
Zum Abschluß ist eine kurze Demonstration aktueller Software (TPM-Tools, TrouSerS, TPM-
Emulator) und eine Diskussion geplant.
Literatur
[TCGa] Trusted Computing Group. TPM Specification. Version 1.2rev94, 2006.
[TCGb] Trusted Computing Group. TSS Specification. Version 1.2, 2006.
[DW06] Wilhelm Dolle, Christoph Wegener. Trusted Computing fu¨r Linux: Stand der Dinge. Linux-Magazin
04/2006.
[Str06] Mario Strasser, et al. TPM-Emulator Project. Release 0.4, 2006.
http://tpm-emulator.berlios.de/
37
[Hal06] Kylene Hall, et al. Linux TPM Device Driver. Kernel 2.6.17, 2006.
http://tpmdd.sourceforge.net/
[Yod06] Kent Yoder, et al. TrouSerS Project. Release 0.2.6, 2006.
http://trousers.sourceforge.net/
[Win06] Thomas Winkler, et al. IAIK/OpenTC jTSS Wrapper. Release 0.2, 2006.
http://trustedjava.sourceforge.net/




Der Kryptotag ist eine zentrale Aktivita¨t der GI-Fachgruppe
”
Angewandte Kryptologie“. Er
ist eine wissenschaftliche Veranstaltung im Bereich der Kryptologie und von der organisatorischen
Arbeit der Fachgruppe getrennt. Grundgedanke des Kryptotages ist, dass er inklusive Anreise wirk-
lich nur einen Tag dauert und Nachwuchswissenschaftlern, etablierten Forschern und Praktikern
auf dem Gebiet der Kryptologie die Mo¨glichkeit bieten, Kontakte u¨ber die eigene Universita¨t hinaus
zu knu¨pfen.
Die Vortra¨ge ko¨nnen ein breites Spektrum abdecken, von noch laufenden Projekten, die ggf.
erstmals einem breiteren Publikum vorgestellt werden werden, bis zu abgeschlossenen Forschungs-
arbeiten, die zeitnah auch auf Konferenzen pra¨sentiert wurden bzw. werden sollen oder einen
Schwerpunkt der eigenen Diplomarbeit oder Dissertation bilden. Die eingereichten Abstracts wer-
den gesammelt und als technischer Bericht vero¨ffentlicht. Es handelt sich damit um eine zitierfa¨hige
Arbeit. Sie ko¨nnen von den Seiten der Fachgruppe herunter geladen werden.
Geplante Kryptotage
5. Kryptotag am 11. September 2006 (Einreichung: 11. August 2006, Anmeldung: 7. September
2006). Universita¨t Kassel, Arbeitsgruppe Theoretische Informatik. Kontakt: Heiko Stamer.
6. Kryptotag im Februar 2007. Universita¨t des Saarlandes, Information Security and Cryptogra-
phy Group und Sirrix AG. Kontakt: Michael Backes und Ammar Alkassar.
Bisherige Kryptotage
1. Kryptowochenende am 1.–2. Juli 2006 Tagungszentrum Kloster Bronnbach der Universita¨t
Mannheim. Kontakt: Frederik Armknecht und Dirk Stegemann. 14 Einreichungen und 21 angemel-
dete Teilnehmer.
4. Kryptotag am 11. Mai 2006. Ruhr Universita¨t Bochum, Horst-Go¨rtz Institut. Kontakt: Ulrich
Greveler. 10 Einreichungen und 32 angemeldete Teilnehmer.
3. Kryptotag am 15. September 2005. Technische Universita¨t Darmstadt, Theoretische Informa-
tik. Kontakt: Ralf-Philipp Weinmann. 13 Einreichungen und 35 angemeldeten Teilnehmer.
2. Kryptotag am 31. Ma¨rz 2005. Universita¨t Ulm, Abteilung fu¨r Theoretische Informatik. Kontakt:
Wolfgang Lindner und Christopher Wolf. 10 Einreichungen und 26 angemeldeten Teilnehmer.
1. Kryptotag am 1. Dezember 2004. Universita¨t Mannheim, Lehrstuhl fu¨r Theoretische Informa-
tik. Kontakt: Stefan Lucks und Christopher Wolf. 15 Einreichungen und 37 angemeldeten Teilneh-
mer.
Innerhalb der Fachgruppe fu¨r Angewandte Kryptologie sind Stefan Lucks (Universita¨t Mannheim)
und Christopher Wolf (E´cole Normale Supe´rieure, Paris) verantwortlich fu¨r die Organisation der
Kryptotage. Fu¨r evtl. Ru¨ckfragen bitte an sie wenden.
