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1 Introduction 
Since the beginning of the 21
st
 century, the miniaturization of electronic devices 
like mobile phones, tablet computers, and the development of even smaller wearable 
devices, e.g., smart watches or intelligent clothing, has become one of the major 
technological challenges. As the widely used SiO2 gate dielectric layers become too thin 
to prevent tunneling currents, new high κ materials like HfO2 attract a lot of interest [1]. 
This progression automatically leads to the rise of new manufacturing technologies like 
thin film systems, which play an increasing role in research and can nowadays be found 
in many products. For example, in antireflection coatings in optical applications or as 
electrodes for organic light emitting diodes [2]. Thin films are also commonly used in 
solar cells, thin film transistor monitors, and microelectronic chips [3-5]. If a thin film is 
synthesized, its structural properties can be partially modified by the structure of the 
underlying substrate. This substrate induced strain greatly influences the film’s properties, 
e.g., the electrical resistivity [6]. It can also enhance existing or even introduce new 
properties to the thin film that are not present in the bulk material, like electrical 
conductivity or piezoelectricity [7, 8]. These possibilities make the thin film technology 
an important key technology in the synthesis of new functional materials for technical 
applications. 
Another factor influencing the material properties are uncommon structural or 
chemical properties. While the structure of crystalline materials is very well understood 
and can be investigated with high precision through diffraction techniques, the knowledge 
about amorphous structures is still limited. This is partly due to the amorphous phases not 
being as easily accessible by many structural investigation methods. Nonetheless, the 
amorphous structures of some materials are attributed to very interesting and 
technologically applicable properties. For example, phase change materials can be 
crystallized in a controlled way and reverted back into the amorphous phase. This phase 
transformation is connected to a change in optical or electrical properties, which led to the 
establishment of such materials in data storage applications, e.g., in optical storage media 
(CD, DVD, BD) [9, 10]. Furthermore, amorphous oxides from the In-Ga-Zn-O system are 
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being investigated as semiconductor components for flexible thin film transistors in 
transparent and flexible display devices [11, 12]. 
Other promising materials are non-stoichiometric (berthollide) compounds, in 
which the non-stoichiometry induces structural and electronic defects. These defects can 
lead to interesting properties, e.g., ionic conductivity. Consequently this has led to the 
technological incorporation of such materials in gas sensors [13-15], membranes [16], 
and solid oxide fuel cells [17, 18], making them widely common in nowadays products. 
If a material exhibits an amorphous structure and is non-stoichiometric, new 
properties and phenomena can be observed. It was shown by Nagarajan et al. that in 
amorphous highly oxygen deficient gallium oxide thin films a thermally induced 
insulator-metal transition can be observed [19]. It is furthermore possible to vary the band 
gap in materials by a combined modification of structure and stoichiometry, making such 
materials interesting for semiconductor applications [7, 20, 21]. 
If an application requires a certain set of properties and if it is known which 
parameters lead to these properties, it would be possible to create a material with tailored 
properties for this given application. Due to the sheer possibilities to modify the thickness, 
structure, and stoichiometry of a material and the correlating changes in properties, it is 
important to investigate the influence of the changes of these parameters to the overall 
properties. 
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2 Aim of the Project 
The main purpose of this work is to study the correlations between structure, 
stoichiometry, and properties of hafnium oxide. For this, thin films of hafnium oxide are 
synthesized by means of Pulsed Laser Deposition (PLD) and direct-current Magnetron 
Sputtering (dcMS). In order to gain access to various levels of anionic deficiencies, 
different gas atmospheres are employed during the synthesis. To obtain amorphous films, 
the depositions are carried out at room temperature. Furthermore, the influence of the 
employed target is investigated in the films prepared by PLD. 
Subsequently it is analyzed how the different deposition techniques and 
parameters (PLD, dcMS, and gas atmospheres) influence the composition and the 
structural stability of the films. To determine the levels of oxygen content, Electron Probe 
Microanalysis (EPMA), X-ray Photoelectron Spectroscopy (XPS), and Extended X-ray 
Absorption Fine Structure (EXAFS) measurements are performed. X-ray Diffraction 
(XRD) data and Transmission Electron Microscopy (TEM) images are recorded to gain 
insight in the structure of the films before and after thermal treatment. In order to gather 
information about the short range order in the films EXAFS spectra are measured, while 
the crystallization kinetics and structural stability are characterized by Quick-scanning 
Extended X-ray Absorption Fine Structure (QEXAFS) measurements. Furthermore, the 
density of the samples is determined by means of X-ray Reflectivity (XRR) 
measurements. These characterizations provide information on how the composition can 
be influenced by the deposition parameters and how it influences the film’s structure. 
Besides the analysis of structure, stability, and composition, the optical and 
electrical properties of the prepared films are characterized. Spectra in the ultra-
violet/visible (UV/Vis) range of electromagnetic radiation are recorded to determine the 
optical absorption of the sample and thus gain insight in the band structure and electronic 
defects. Additionally, the electrical properties of the samples are analyzed by means of 
van der Pauw conductivity measurements. These measurements are performed at different 
temperatures to obtain potential activation energies of the electric conductivity. Hebb-
Wagner polarization experiments are performed to determine whether the electric 
conductivity is mainly composed of ionic or electronic contribution. These measurements 
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show if a correlation exists between structure and composition on the one side, and the 
optical and electrical properties on the other side. It is analyzed whether or how the 
amorphous structure and oxygen deficiency correlate with the optical and electrical 
properties. 
All these characterizations aim to advance the material scientific knowledge of 
hafnium oxide as a material that could possibly be used in technological applications, e.g., 
in microelectronics, optical coatings, or storage devices. 
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3 The Hafnium-Oxygen System 
3.1 Elemental Hafnium 
Hafnium is a transition metal element of the 5d elements ([Xe] 4f
 14
 5d
 2
 6s
 2
) with 
the atomic number 72 and the chemical symbol Hf. It is a shiny ductile metal that 
oxidizes in air. Hf powders are pyrophoric and can combust spontaneously in air [22]. Its 
existence was proven in 1923 using X-ray emission spectroscopy by Coster and von 
Hevesy, who identified six lines attributed to the element with the atomic number 72 
during their analysis of zirconium minerals. Coster and von Hevesy also showed that 
“pure zirconium oxide” (by standard of their time) contains 0.01% to 0.1% of hafnium. 
Furthermore, it was Coster and von Hevesy who proposed the name Hafnium which is 
derived from the name of Copenhagen (lat. Hafnia) [23]. 
Due to the chemical similarity to zirconium, it is very difficult to separate these 
materials [22]. In 1923 von Hevesy and Thal Jantzen reported their method of separating 
hafnium and zirconium through repeated fractionated crystallization of the double 
ammonium fluorides, which was extended by the results of van Arkel and de Boer in 
1924 [24]. In the same year van Arkel and de Boer reported their fractionated distillation 
experiments on ZrCl4, which also lead to a separation of zirconium and hafnium [25]. In 
1925 van Arkel and de Boer tried to obtain elemental zirconium through gas phase 
deposition on a tungsten filament. After some attempts with ZrCl4 as a precursor, which 
mainly yielded ZrN, ZrC, ZrO, or ZrO2 due to impurities, they used ZrI4 as a precursor 
and were able to obtain a small rod of pure metal. In an analogous procedure they were 
able to obtain pure elemental hafnium, titanium, and thorium [26]. 
On comparison with the easier accessible zirconium, which in many cases can 
replace hafnium because of their similar properties [27], Hf has some outstanding 
advantages. One application is the use in nuclear reactors as control rods [28] or neutron 
absorber [29], where the higher density (6.50 g∙cm−3 for Zr [30]; 13.31 g∙cm−3 for Hf [22]) 
and higher neutron-capture cross-section for thermal neutrons (0.18×10
−28
 m
2
 for Zr; 
102×10
−28
 m
2
 for Hf) [31] make hafnium a much more suitable material than zirconium. 
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Another application for elemental hafnium is in niobium, tantalum, or tungsten 
based alloys [22] that were used, for example, in the nozzle extension of the Apollo 
spacecraft engine, where the alloy C103, consisting of 89% Nb, 10% Hf, and 1% Ti was 
used [32]. Hafnium is furthermore used in flashcubes, giving a very high light yield [22]. 
In plasma cutting hafnium is used as an electrode material as it can shed electrons into air 
[33]. 
3.2 Hafnium Oxide 
Hafnium boride, hafnium carbide, and hafnium nitride have been known for the 
application as refractory compounds. The tetrachlorides and tetraiodines are important 
intermediate products in the purification process of pure hafnium. Furthermore, some 
organometallic compounds are known [22]. 
Of greater interest is the hafnium oxide (HfO2), which is a colorless solid with a 
melting point of 2812 °C and a density of 9.68 g∙cm−3 [22]. As hafnium is an element of 
the 2
nd
 group of transition metals, or the 4
th
 group following the IUPAC nomenclature, it 
usually takes a valence state of +4 in its compounds [22]. Although HfO2 is slightly more 
basic than ZrO2, it is similarly inert to acids and alkali basic solutions [34]. Hafnium 
oxide exhibits a comparably high dielectric constant of 22–25 [35] and a high band gap of 
5.55–5.7 eV [1, 36], rendering it an insulator. 
In the 1970’s and 1980’s hafnium oxide was investigated as possible candidate for 
optical coatings or in Dynamic Random Access Memory (DRAM) applications [1]. In 
more recent applications HfO2 is a promising candidate to replace the commonly used 
SiO2 as gate dielectric in Metal-Oxide-Semiconductors (MOS), utilizing the higher 
dielectric constant of hafnium oxide. As the downscaling of microelectronics progresses, 
the gate dielectric layer is becoming thinner giving rise to tunneling currents [1, 37]. 
Since the 45 nm generation of integrated circuits, announced in 2007, hafnium oxide-
based gate dielectrics have been implemented in commercially available chips [38-42]. 
Another application for HfO2 is in non-volatile memory devices, where non-
stoichiometric oxygen deficient HfO2−x is used. In these devices the HfO2−x layer is 
located between two electrodes and can be switched between a low-resistance and a high-
resistance state, rendering it possible to store binary data. Lee et al. reported of several 
methods to increase the oxygen deficiency, leading to an increase in performance of these 
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devices [43-46]. Because of its high melting point, hafnium oxide can also be used as 
insulating material in thermocouples designed for high temperature measurements up to 
2500 °C [47]. 
 
Figure 1: Phase diagram of the Hf-O system [48]. 
 
Figure 2: Crystal structure of monoclinic hafnium 
oxide. Crystal parameters from [49]. 
Table 1: Crystal structure parameters of 
monoclinic hafnium oxide [49]. 
Space Group P121/c1 (No.14) 
 
Lattice Parameters 
a / Å 5.1180(19) 
b / Å 5.1857(20) 
c / Å 5.2841(22) 
α 90° 
β 99.352(31)° 
γ 90° 
V / Å
3
 138.37 
 
Atom x y z Wyckoff 
Hf 0.2755 0.0397 0.208 4e 
O1 0.0742 0.3316 0.3467 4e 
O2 0.4487 0.7581 0.4801 4e 
     
 
The phase diagram of the Hf-O system is shown in Figure 1, which exhibits an 
HfO2 line compound at 66.67 at% oxygen content. Furthermore, the phase diagram shows 
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that hafnium oxide is polymorphic. At lower temperatures HfO2 crystallizes into a 
monoclinic crystal structure (α-phase), shown in Figure 2, with the crystal parameters 
given in Table 1. In this structure each hafnium ion is surrounded by seven oxide ions, 
five of which occupy the corners of a cube, while the remaining two oxide ions are 
located on two centers of the neighboring edges of the cube (Figure 3). Three oxide ions 
(O1 in Figure 4) are coordinated in a planar fashion by three hafnium ions, while the 
remaining four oxide ions (O2 in Figure 4) are surrounded in a tetrahedral coordination by 
four hafnium ions [50]. 
 
Figure 3: Left: Schematic coordination of oxygen around hafnium in the monoclinic phase (after [50]). 
Right: Detail coordination sphere of oxide ions around a hafnium ion in the α-HfO2 phase, taken from 
Figure 2. 
 
Figure 4: Left: Detail coordination sphere of hafnium around the O1 oxide ion in the α-HfO2 phase, taken 
from Figure 2. Right: Detail coordination sphere of hafnium around the O2 oxide ion in the α-HfO2 phase, 
taken from Figure 2. 
On heating α-HfO2 transforms to β-HfO2, as illustrated in Figure 1. The phase 
transformation temperature was reported inconsistently within the range of 1620–1800 °C 
by different groups. Sundqvist [51] reports a temperature of 1620–1680 °C, while 
Hollemann and Wiberg [50] report a temperature of 1790 °C. This value is in good 
agreement with the transition temperature shown in the phase diagram in Figure 1, where 
O
O
O
O
O
O
O
Hf
O2
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O2
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Okamoto [48] shows a transformation temperature around 1800 °C. The β-phase of HfO2 
has a tetragonal structure illustrated in Figure 5 and its crystallographic data summarized 
in Table 2. 
 
Figure 5: Crystal structure of tetragonal hafnium 
oxide. Crystal parameters from [52]. 
Table 2: Crystal structure parameters of tetragonal 
hafnium oxide [52]. 
Space Group P42/nmc (No. 137) 
 
Lattice Parameters 
a / Å 3.5775 
b / Å 3.5775 
c / Å 5.1996 
α 90° 
β 90° 
γ 90° 
V / Å
3
 66.55 
 
Atom x y z Wyckoff 
Hf 0 0 0 2b 
O 0 0.5 0.195 4d 
     
 
In the tetragonal β-phase the hafnium ion is surrounded by eight oxide ions in a 
distorted cubic coordination, while each oxide ion is surrounded by four hafnium ions in a 
slightly distorted tetrahedral coordination (see also Figure 6). 
 
Figure 6: Left: Detail coordination sphere of oxide ions around a hafnium ion in the β-HfO2 phase, taken 
from Figure 5. Right: Detail coordination sphere of hafnium ions around an oxide ion in the β-HfO2 phase, 
taken from Figure 5. 
Further heating to temperatures above 2700 °C leads to another phase 
transformation in HfO2 to its cubic γ-phase. Sundqvist [51] reports a temperature of 
2700 °C for this transformation, while Hollemann and Wiberg [50] report a temperature 
of 1900 °C. The phase diagram in Figure 1 shows a tetragonal-cubic transformation 
O
Hf
a
b
c
Hf
O
O
Hf
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temperature around 2500–2550 °C [48]. The crystal structure of the cubic γ-HfO2 is 
depicted in Figure 7, whereas the crystal parameters are given in Table 3. 
 
Figure 7: Crystal structure of cubic hafnium oxide. 
Crystal parameters from [53]. 
Table 3: Crystal structure parameters of cubic 
hafnium oxide [53]. 
Space Group Fm−3m (No. 225) 
 
Lattice Parameters 
a / Å 5.084(6) 
b / Å 5.084(6) 
c / Å 5.084(6) 
α 90° 
β 90° 
γ 90° 
V / Å
3
 131.41 
 
Atom x y z Wyckoff 
Hf 0 0 0 4a 
O 0.25 0.25 0.25 8c 
     
 
As depicted in Figure 8, in the cubic γ-phase each hafnium ion is coordinated by 
eight oxide ions in a cube, while each oxide ion is coordinated by four hafnium ions in a 
tetrahedron. 
 
Figure 8: Left: Detail coordination sphere of oxide ions around a hafnium ion in the γ-HfO2 phase, taken 
from Figure 7. Right: Detail coordination sphere of hafnium ions around an oxide ion in the γ-HfO2 phase, 
taken from Figure 7. 
Besides these three polymorphs, a high pressure modification of hafnium oxide 
was reported, which exhibits an orthorhombic crystal structure and has been extensively 
studied in literature [52, 54-59]. 
Various techniques for the synthesis of hafnium oxide thin films have been 
reported in the literature. For example, Esplandiu et al. reported a synthesis method in 
Hf
O
a
b
c
Hf
O
O
Hf
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which films were potentiodynamically grown from H2SO4 solutions [60]. In atomic layer 
deposition organometallic hafnium compounds are used to deposit HfO2 films, as 
reported by Jagannathan and Wang [61, 62]. Furthermore, Physical Vapor Deposition 
(PVD) techniques like molecular beam epitaxy [63], magnetron sputtering [43, 64], and 
pulsed laser deposition [65] have been reported. All of these techniques have their 
individual advantages and allow influencing the structure and stoichiometry of the 
synthesized films. 
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4 Methods 
4.1 Synthesis 
There are several ways to fabricate thin solid films from various starting materials. 
One method is the Chemical Vapor Deposition (CVD), for which volatile precursor 
materials come into contact with the substrate surface in a chamber. On the substrate the 
precursors react or decompose to become the desired material, while volatile by-products 
can be removed by gas flow through the reaction chamber. As numerous variants of the 
CVD method have been developed, it is widely applicable. For example, it can be 
performed in hot- or cold-walled reactors, in ultrahigh vacuum to above-atmospheric 
pressures, and with or without carrier gas. Furthermore, it can be enhanced by involving 
plasmas, ions, photons, lasers, or hot filaments to increase deposition rates or to lower 
deposition temperatures. A big advantage of CVD techniques is the possibility to create 
high purity materials based on the relatively easy removal of impurities from the gaseous 
precursors by means of distillation techniques [66]. A similar approach is the Chemical 
Bath Deposition (CBD), where the precursors are not delivered as vapor but in a solution. 
This method has been successfully applied to chalcogenide materials, which are used in 
thin film solar cells [67]. While CBD offers the advantages of relatively low cost and the 
possibility to cover large surface areas [68, 69] it has the drawbacks of low material yield 
and the production of toxic waste [69]. 
Another group of techniques to prepare thin solid films is the physical vapor 
deposition, during which physical excitation is used to vaporize material of a solid or 
liquid target in the form of atoms or molecules [70]. This physical excitation can be 
photonic excitation through lasers (pulsed laser deposition [71]), bombardment with ions 
(magnetron sputtering [72]) or electrons (electron beam PVD [73]), high-power electric 
arch discharge (cathodic arch deposition [74]), and thermal treatment (molecular beam 
epitaxy [75]). The vaporized material travels through a vacuum or low pressure gaseous 
environment to a substrate on which it condenses. Target materials can be elements as 
well as compounds like ceramics. Inert or reactive atmospheres can be applied according 
to the desired films during deposition. In the latter case the desired film material is 
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formed by reactions between the vaporized target material and the gas in the deposition 
chamber [70]. For example, with a partial pressure of oxygen in the reactive atmosphere 
thin films of indium tin oxide can be created [76]. It is also possible to create compounds 
by co-depositing different materials (e.g., titanium carbide). Furthermore, the thin film 
can be constructed in a layer-by-layer fashion to create a multilayer coating on the 
substrate. Film thicknesses of PVD made samples can vary in the range from a few 
nanometers to several micrometers [70]. 
4.1.1 Pulsed Laser Deposition 
Since the invention of lasers in the 1960’s, pulsed lasers have been used as a 
directed energy source for the creation of films by evaporation of matter. In contrast to 
the experimental simplicity, the processes of the laser-target interaction are physically 
very complex [77]. In the late 1980’s the pulsed laser deposition was proven to be a fast 
and reproducible PVD method to synthesize oxidic films [71]. It is advantageous in 
depositing high-temperature superconductors as such materials have special requirements 
like the stoichiometric transfer of different cations from target to the desired film. 
Additionally, it is simple to apply the necessary oxidizing atmosphere with PLD, making 
it a good method for the synthesis of thin oxidic films [71]. Further advantages of PLD lie 
in the conceptual and experimental simplicity, which is enhanced by the decoupling of 
vacuum hardware and evaporation power source. 
Figure 9 shows the schematic layout of a PLD deposition chamber, where the 
laser enters the chamber through a window and hits the target. The selected target should 
exhibit a high density and a smooth surface to improve film quality and homogeneity. 
The target material is vaporized by laser pulses and then forms the plasma plume. The 
vaporized material in the plume subsequently deposits on the substrate to form the desired 
film. To ensure that the vaporized material in the plasma plume is mainly composed of 
atoms or other species with a low mass, a laser with a UV-range wavelength and nano-
second scale pulse length is usually employed. Furthermore, the target volume hit by the 
laser is kept small to prevent excessive heat that melts the target material. As this ablation 
process is not necessarily in equilibrium, a stoichiometric transfer of cations from target 
to substrate can be achieved. Usually a defined gas atmosphere is used. This atmosphere 
serves two purposes: firstly, it is used to lower the kinetic energy of the particles in the 
plasma plume. Secondly, the gas can react with the particles in the plasma plume to form 
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molecular species, which are necessary for the formation of multi-cation phases [71], like 
the superconducting YBa2Cu3O7−δ phase [71, 78]. 
 
Figure 9: Schematic layout of a pulsed laser deposition system (after [79]). 
Usually wavelengths for PLD lasers are in the range of 200–400 nm, as most 
materials used for PLD synthesis exhibit a high absorption in this wavelength range. 
Furthermore, absorption coefficients tend to increase towards the short wavelength end of 
this range, while the penetration depth decreases. High absorption coefficients and 
shallow penetration depths are favorable, because they lead to the ablation of thinner 
layers of the target surface [77]. One problem with using shorter UV range lasers is the 
increased bulk damage in the target due to color center formation. More critically, 
molecular oxygen strongly absorbs light with wavelengths below 200 nm in the 
Schumann-Runge bands [77, 80], making it difficult to operate using this part of the 
spectrum under O2 atmospheres. 
In the desired range of 200–400 nm, few commercially available laser sources are 
capable of delivering the high-energy densities (> 1 J∙cm−2) in relatively large areas 
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(10 mm
2
) required for laser deposition work. Especially Nd
3+
:YAG and excimer lasers 
have been proven to be useful for such purposes [77]. 
Nd
3+
:YAG is a solid state system, where the neodymium ions are the active 
medium and are present as impurities in the Yttrium Aluminum Garnet (YAG) host 
lattice. These Nd
3+
 ions can be pumped optically into their upper states by flash lamps, 
while the combination of two YAG rods in an oscillator/amplifier configuration yields 
high output energies. The pulse repetition rate for such configurations is limited to 30 s
−1
. 
The fundamental emission of an Nd
3+
:YAG laser lies at 1064 nm. As this is well beyond 
the previously stated range of 200–400 nm, it is necessary to double the frequency of 
1064 nm output using a non-linear crystal, resulting in a 532 nm output at the expense of 
about 50% power conversion. In order to further decrease the wavelength into the UV 
range, the 532 nm output frequency is doubled again or the 532 nm output is first mixed 
with 1064 nm light and subsequently has its frequency doubled, resulting in light with 
wavelengths of 266 nm or 355 nm, with respective efficiencies of about 15% or 20% 
relative to the initial fundamental [77]. 
Unlike Nd
3+
:YAG lasers, excimer lasers that are based on gas phase systems emit 
radiation directly in the UV range. Furthermore, systems with high energy outputs are 
commercially available and can achieve pulse rates up to several hundred hertz while still 
maintaining energies of ~500 mJ per pulse. These properties make excimer lasers good 
choices for PLD work. The KrF excimer, emitting at 248 nm, is commonly used as 
excimer for PLD, as it has the highest gain among electrically discharge pumped excimer 
lasers. In excimer lasers the light output is derived from a molecular gain medium in 
which the laser emission takes place between a bound electronic upper state and a 
repulsive or a weakly bound electronic ground state. Because of this weak or repulsive 
ground state, the dissociation of the excimer molecule can take place very rapidly, with 
vibrational periods in the order of 10
−13
 s when emitting a photon. As the ratio of upper 
state lifetime to lower state lifetime is very high, the population inversion can be reached 
easily, thus making the excimer an almost perfect laser medium. The dissociated excimer 
molecules can be rebuilt from their component gases in a gaseous mixture. Through an 
avalanche electric discharge excitation energy is pumped into the gas mixture, generating 
ionic and electronically excited species that react to form the excimer molecules. 
Alternatively, electron-beam and microwave discharge excitation can be used as energy 
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pumps, but commercial laser systems delivering several hundred mJ/pulse are mostly 
equipped with the previously described electric discharge pumps [77]. 
From the complex chemical reactions of the KrF excimer formation, the essential 
equations are listed below, where 
*
 denotes electronically excited species and X denotes a 
third body (He, Ne) present in the gas mixture [77]. 
 eKr  → 

2
* Kr,Kr,Kr  
 eF2  → 
 FF  
X  FKr  → X*KrF  
  FKr2  → KrKrF
*   
2FKr   → FKrF
*   
   
Once the excimer is formed, spontaneous emission and collisional deactivation 
will lead to the decay of the excimer molecule, of which the lifetime is ~2.5 ns. To 
achieve output energies of several hundred mJ/pulse, an excimer population density in the 
order of 10
15
 cm
−3
 is required. Thus the formation rate of the ionic and excited precursors 
must achieve an excimer production rate in the order of 10
23
 cm
−3∙s−1 to allow for a stable 
laser operation. As mentioned earlier, the usual method of pumping the gas mixture in the 
excited state is to use a fast avalanche electric discharge. To fulfill the aforementioned 
characteristics, the discharge must meet certain requirements. As the excimer is stabilized 
by a third body, the fast kinetics during excimer formation requires total gas pressures of 
2–4 105 Pa within the discharge volume. Furthermore, electron densities in the order of 
10
15
 cm
−3
, current densities of 10
3
 A∙cm−2, and electron temperatures of approximately 
930 °C are required. Such requirements can be met with electric discharge field strengths 
in the range of 10–15 kV∙cm−1, effectively limiting electrode spacing to 2–3 cm with 
discharge voltages in the range of 20–45 kV. Larger electrode spacing could provide 
higher laser output energies. However, the necessary voltages would be significantly 
higher and would be troublesome to handle, as discharge instabilities become more 
problematic [77]. 
To ablate an atom from a solid surface by a laser pulse, the energy delivered to a 
single atom by the laser pulse must exceed the binding energy between that atom and its 
original lattice. A typical ablation threshold varies between 0.1–1 J∙cm−2 depending on 
the target material and the laser wavelength. The incident laser radiation penetrates the 
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target and induces oscillation of optical electrons, which gain energy from disruption of 
the oscillating field caused by random collisions with atoms. The electron oscillations are 
thus converted to electron excitations, which subsequently are transferred to the lattice by 
electron-phonon collisions or by electron heat conduction. The energy transfer through 
electron-phonon collision is characterized by the temperature equilibrium time (te-L), 
while the electron heat conduction is characterized by the time (tth). Depending on the 
laser pulse length, different kinds of ablation can be encountered [71]. 
If the pulse length is shorter than both of these relaxation times, short-pulse 
interaction takes place [71]. It was shown that for most materials such short pulses exceed 
the ionization threshold [81-83]. Thus the target material is already ionized even before 
one pulse of laser exposure completes, creating a high-density plasma. The free electrons 
in the plasma can absorb the laser energy via resonance absorption or inverse 
bremsstrahlung. The ions themselves remain cold during the short pulse, as there is not 
enough time to transfer energy from electrons to ions, which also makes conventional 
thermal ablation negligible. The electrons can, however, interact with the ions through an 
electrostatic field, which can appear due to the charge separation. If the absorbed energy 
exceeds a certain value, the electrostatic field becomes significant and enables energetic 
electrons to leave the target. Subsequently, these electrons can pull ions from the solid 
through the electrostatic field created by the charge separation [71]. This non-equilibrium 
process is known as electrostatic ablation [71, 84]. 
If the pulse length is longer than both relaxation time mentioned earlier, long-
pulse interaction can take place, leading to the system reaching thermal equilibrium 
during one laser pulse. To establish equilibrium in energy distribution among the ions of 
the solid, several processes must be taken into account. Firstly, the energy needs to be 
transferred from the electrons to the ions via electron-phonon interaction. Secondly, an 
equilibrium distribution among the ions must be established by ion-ion collisions, which 
requires a large number of collisions. Finally, the ion ablation velocity has to be lower 
than the thermal velocity of the ions. If the ablation velocity exceeds the thermal velocity, 
which is responsible for establishing the equilibrium by ion-ion collisions, the rate at 
which the solid evaporates is higher than the equilibrium rate. This means that the 
equilibrium has no time to be established before the evaporation takes place, resulting in 
ablation under non-equilibrium conditions. If, however, the equilibrium rate is higher than 
the ablation rate, the system reaches equilibrium before ablation takes place, allowing to 
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draw conclusions using conventional thermodynamics. This process is also known as 
thermal ablation [71]. 
A disadvantage of pulsed laser deposition is that the thickness of the deposited 
films is not always uniform. There are several causes for this behavior, e.g., the highly 
forward-directed nature [71], the narrow angular distribution [77] of the ablation plume, 
or plume induced compressive stress in the substrate material [71]. The causes of highly 
forward-directed plasma plumes and those with a narrow angular distribution can be at 
least partially circumvented by raster scanning of the laser beam over the target surface 
and rotational and translational movement of target and substrate [71, 77]. 
Another drawback of PLD is the so-called “splashing” effect, during which larger 
particulates are emitted from the target and deposited on the substrate, leading to a less 
homogeneous film [77]. Splashing is an intrinsic problem and is therefore difficult to 
overcome. One cause to splashing is subsurface boiling, which occurs when the time 
required to transfer the laser energy into heat is shorter than the time needed to evaporate 
a surface layer. As the subsurface layer is superheated before the surface layer has 
reached the vapor phase, this process can expel micron-sized molten globules from the 
target. According to Chrisey and Hubler [77], subsurface boiling is more likely to happen 
in the ablation from metal targets under high power radiation than in dielectric materials. 
This is due to the circumstance that the maximum power density a surface can absorb is 
inversely proportional to the electrical conductivity of the material [85]. Another effect 
causing splashing occurs when the recoil pressure exerted by the shock wave of the 
plasma plume causes expulsion of liquid droplets from the target. This effect is similar to 
subsurface boiling. But whereas in subsurface boiling the force causing the expulsion 
originates within the target, in this effect it is created above the target surface. As the 
droplets expelled by this second effect are also micron-sized, it is almost 
indistinguishable from subsurface boiling [77]. A third effect causing splashing was 
called “exfoliation” and reported by Kelly and coworkers in 1985 [86]. For most 
materials, especially sintered ceramics, the laser erodes the surface. Such erosion leads to 
the formation of long needle-like structures, which are a few micrometers in diameter. 
These structures are mechanically fragile and can easily break off during the thermal 
shock induced by the laser ablation. Subsequently, the material can be carried away by 
the expanding plume towards the substrate, where it condenses onto the film [77]. In 
order to maintain the film homogeneity, a lot of effort has been invested to minimize or 
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completely eliminate the splashing effects. These attempts include mechanical particle 
filters, which remove slow-moving particles from the plume, improvements to the target 
surface, or plume manipulations, where, for example, two plasma plumes are crossed. 
Other methods of plume manipulations include the use of a hot screen, where the heavier 
particles pass through, while the lighter particles are reflected through re-evaporation. 
Another approach is the use of a circular target disk at high angular velocity, while 
focusing the laser beam on the edge region of the target, which will result in the larger 
particles being removed from their normal trajectories by centrifugal force. Further 
methods and details on splashing reduction can be found in Pulsed Laser Deposition of 
Thin Films by Chrisey and Hubler [77]. 
4.1.2 Direct-current Magnetron Sputtering 
Another common PVD thin film technology is direct-current magnetron sputtering. 
This method has developed rapidly over the last decade and has been established as the 
process of choice for a wide range of materials in industry [72]. 
In a basic sputtering process, a target that can also function as a cathode (e.g., a 
metal) is bombarded with ions that are generated in glow discharge plasma located in 
front of the target. The bombardment process removes or “sputters” the target atoms, 
some of which then condense on a substrate to form a thin film [72, 87]. Additionally, 
secondary ions are emitted together with electrons created through ionization from the 
target surface during the sputtering. These electrons and ions play an important role in 
maintaining the plasma. However, this process has drawbacks such as low deposition 
rates, low ionization efficiencies in the plasma, and high substrate heating effects. A 
solution to these problems is to use magnetron sputtering, as a magnetic field configured 
parallel to the target surface can constrain electron motion to the vicinity of the target. 
Usually the magnets are positioned in a way so that one pole is located under the central 
axis of the target, while the second pole is formed by a ring of magnets around the outer 
edge of the target. Electrons trapped by the magnetic field lines to the area around the 
target significantly increase the probability of an ionizing electron-atom interaction 
occurring. This method increases ionization efficiency, thus giving dense plasma around 
the target, which in turn leads to an increased ion bombardment of the target, raising the 
sputtering rates and therefore the deposition rates. Another advantage of increasing the 
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ionization efficiency is the possibility to lower operating pressures and voltages compared 
to the basic sputtering mode [72]. 
 
Figure 10: Schematic layout of a magnetron sputter deposition chamber (after [88]). 
Figure 10 shows the schematic layout of a magnetron sputter deposition chamber, 
illustrating how the plasma is confined by the magnetic field to the vicinity of the target. 
Analogous to a PLD chamber (see Figure 9), gas atmospheres or vacuum can be applied 
in the chamber. Ceramic films, like oxides, nitrides, or carbides can be produced by 
sputtering a metallic target in the presence of an appropriate reactive gas [72]. 
Further modifications have been made to improve deposition rate and plasma 
stability of magnetron sputtering, and to avoid arc events that can eject droplets from the 
target leading to non-uniform films. Commonly known modifications include pulsed 
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magnetron sputtering, unbalanced magnetron sputtering, and closed-field unbalanced 
magnetron sputtering described in more detail in literature [72]. 
4.1.3 Film Nucleation and Growth 
As explained above (chapters 4.1.1 and 4.1.2), target material is ablated and 
transits into the gas phase during the deposition of thin films. In the gas phase the ablated 
film atoms (or ions) travel to the substrate while reacting with the background gas, if the 
experimental parameters (e.g., oxygen partial pressure, total chamber pressure, 
temperature) favor such reactions. Once the gaseous material reaches the substrate, it 
condenses on the substrate surface. When there is enough Gibbs free energy in the system, 
different processes leading to cluster nucleation and growth take place (see Figure 11). 
The film atoms arrive on either the bare substrate or already existing clusters with a rate 
dependent on the deposition parameters. These atoms can subsequently diffuse over the 
substrate or cluster surface, encounter other mobile atoms to form new clusters, attach to 
an existing cluster, detach from an existing cluster while remaining on the substrate 
surface, or be re-evaporated from the substrate or a cluster [77]. 
 
Figure 11: Schematic diagram of processes in the nucleation of three-dimensional clusters of a deposited 
film on a substrate surface (from [77]). 
Substrate
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The Gibbs free energy determines if a cluster will grow or dissolve, as the 
fundamental driving force is the minimization of the Gibbs free energy. If a cluster is 
large enough to be treated as a continuum solid, its Gibbs free energy can be written as 
equation (1) [77]: 
 vvscsvc GrarararaG  
3
3
2
2
2
2
2
1  (1) 
r is the cluster radius, Γ denotes an interface energy (with c, s and v denoting 
cluster, surface and vapor), vG  is the volume Gibbs free energy on condensation of the 
cluster, and a1–a3 denote different shape dependent constants of the nuclei [77]. If, for a 
cluster of a certain size, the derivative of ΔG with respect to the cluster radius is positive 
the cluster is not stable and will shrink, whereas it will be stable and grow if the 
derivative of ΔG is negative. As an approximation, vG  can be expressed as: 
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Where kB is the Boltzmann constant, T the thermodynamic temperature, Ω the 
atomic volume of the film atoms, p the pressure of the arriving film atoms, pe the 
equilibrium vapor pressure of the film atoms, and ζ is the super saturation. The general 
conclusion of this equation is that vG  will be negative for p > pe and will become more 
negative with increasing super saturation. The super saturation can be increased by 
enhancing the deposition rate or lowering the substrate temperature [77]. 
Dependent on the interface energy and lattice mismatch, three different nucleation 
and growth modes are known [77, 89]: 
i. Three-dimensional island growth (Volmer-Weber) 
ii. Two-dimensional full monolayer growth (Frank-van der Merwe) 
iii. Two-dimensional growth of full monolayers followed by nucleation and 
growth of three-dimensional islands (Stranski-Krastanov) 
These different growth modes are illustrated in Figure 12 for different levels of 
surface coverage. In the case of the Volmer-Weber growth mode the film starts to form 
three-dimensional clusters at surface coverage levels of less than one monolayer and 
continues to grow in these clusters if the surface coverage is increased; during the Frank-
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van der Merwe growth mode the film grows in monolayers on the substrate; and for the 
Stranski-Krastanov growth mode the film initially grows in a monolayer, but after the 
first 1–5 monolayers the film growth style switches to three-dimensional cluster [77]. 
 
Figure 12: Schematic diagram of different growth modes at different levels of surface coverage, ranging 
from less than one monolayer (ML) to more than two monolayers (after [90]). 
As the growth mode for a film is dependent on the interface energy and lattice 
mismatch between substrate and deposited film, the net interface energy will be positive 
if equation (3) is true [77]. 
 vscsvc aaa   221  (3) 
In this case it is energetically more favorable for a film to grow three-dimensional 
clusters and follow the Volmer-Weber growth mode. This means that only after a certain 
time the different clusters on the substrate will grow together and form a connected film. 
In the case of a negative volume Gibbs free energy vG  and positive net interface energy, 
the total Gibbs free energy for cluster formation will increase with atom addition for 
small cluster sizes until it reaches a maximum at the critical nucleus size and will 
decrease with atom addition to clusters larger than the critical size (compare Figure 13). 
That is to say that clusters below the critical radius r
*
 will lose atoms and therefore 
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decrease in radius in the steady state. The critical radius r
*
 can be determined by equation 
(4) [77]: 
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v
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aaa
r


 
3
221*
3
2
 (4) 
Taking the expression for r
*
 into equation (1), the Gibbs free energy barrier for 
nucleation *G  can be determined as [77]: 
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When equation (3) is untrue, 
thus rendering net interface energy 
negative, film growth will follow 
the Frank-van der Merwe growth 
mode. In this case it is 
energetically favorable for the film 
to form full monolayers over the 
nucleation of three-dimensional 
clusters. In the case of dissimilar 
film and substrate materials, the 
full monolayer growth can be 
promoted by strong film-substrate 
bonding, low film surface energy, 
and high substrate surface energy. This growth mode still involves the nucleation and 
growth of clusters, but they are only one monolayer thick and form a full monolayer 
before significant growth perpendicular to the substrate occurs [77]. 
The Stranski-Krastanov growth mode starts similarly to the Frank-van der Merwe 
growth mode by forming full monolayers of the film material on the substrate. But after 
1–5 monolayers the film starts to grow in three-dimensional clusters, as shown in Figure 
12 [77]. This growth mode occurs in strained systems, in which there is a large lattice 
mismatch between film and substrate but small interface energy, allowing the film to 
grow layer-by-layer. As thicker film have larger strain energy, isolated thick islands are 
often formed on consumption of the total Gibbs free energy in the system [89]. 
 
Figure 13: Total Gibbs free energy for a cluster with positive 
net interface energy and negative volume Gibbs free energy as 
a function of cluster radius (after [91]). 
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4.2 Analysis 
4.2.1 X-ray Radiation 
X-ray radiation was discovered in 1895 by Wilhelm Conrad Röntgen and is 
therefore also named after him in some languages (e.g., Röntgenstrahlung in German) 
[92]. It is classified as an electromagnetic radiation with a short wavelength between 10
−8
 
to 10
−12
 m corresponding to a frequency of 10
16
 to 10
20
 s
−1
. This frequency range puts X-
ray radiation in the electromagnetic spectrum between UV- and γ-radiations while the 
borders of these radiation classes are not strict [93]. Over time X-rays were developed 
into a very important tool in the analysis and structural investigation. For example, X-ray 
fluorescence spectroscopy enables qualitative and quantitative elemental analysis of 
samples. X-ray photoelectron spectroscopy can yield information about the electronic 
structure of a sample, whereas for crystalline materials X-ray diffraction has been 
established as valuable method to determine crystal structures. For amorphous materials, 
characterization via X-ray Absorption Spectroscopy (XAS) is a suitable technique [94]. 
4.2.1.1 Generation of X-rays 
The classical method to generate X-rays is to use an X-ray tube, in which 
electrons are accelerated in vacuum from a hot cathode to an anode. As cathode material, 
usually a coiled tungsten wire electrically heated to 1500–2300 °C is used. Within certain 
limits, the amount of emitted electrons can be influenced by variation of the heating of the 
tungsten wire. The emitted thermal electrons are then accelerated to the anode under a 
high voltage of ~50 kV. When the accelerated electrons hit the anode, they are strongly 
decelerated and create the bremsstrahlung, which is a continuous spectrum that is only 
dependent of the electron energy. Furthermore, electrons from atomic core level shells in 
anode atoms can be removed from the atom. The holes created by this process can be 
filled by electrons from energetically higher shells. A transition to fill the core level hole 
between the p
 3/2
 or the p
 1/2
 orbitals of the L shell and the K shell is called Kα1 or Kα2 
transition, while a transition from the M shell to the K shell hole is called Kβ transition. 
These transitions cause radiation emission in the X-ray spectrum which is specific to the 
anode element. Thus the two kinds of X-rays generated from an X-ray tube are i) the 
continuous bremsstrahlung and ii) the characteristic X-rays of the anode element, e.g., 
4 Methods 
 
37 
 
copper or molybdenum. The transitions and a schematic spectrum of an X-ray tube are 
shown in Figure 14. During the deceleration of fast electrons, only about 0.2% of the 
energy put into the tube is transformed into X-rays, while 99% are heat loss and have to 
be dispersed by a cooling system to protect the anode material [93]. 
 
Figure 14: Diagram of fluorescence transitions (left) and spectrum of an X-ray tube (right) (after [93]). 
A more powerful method of generating X-rays is to use particle accelerators. If a 
beam of charged particles is diverted and accelerated by a magnetic field perpendicular to 
its direction of movement, synchrotron radiation can be generated. This radiation is not 
monochromatic but contains a continuous spectrum that covers a broad range of the 
electromagnetic spectrum. In addition to this wide spectral range of available radiation, 
synchrotron radiation exhibits other desirable properties, like a very high spatial and 
spectral brightness, natural collimation, high polarization, and pulsed time structure [95]. 
The primary function of bending magnets allocated at a storage ring is to direct 
electrons into a closed orbit, thus maintaining a circulating beam. To improve efficiency 
of generating synchrotron radiation, undulators and wigglers have been developed, whose 
benefits are the production of synchrotron radiation with much higher brightness and a 
potential for more efficient use of radiated power. Furthermore, with the use of high-field 
wigglers the spectral range of the synchrotron radiation can be drastically enhanced for 
short-wavelength radiation. Both undulator and wiggler magnets deflect the electron in 
alternating directions, causing an angular excursion but at the same time cause no net 
deflection or displacement of the beam [95]. Schematic setups for undulator and wiggler 
are shown in Figure 15. 
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Figure 15: Setup of an undulator (left) and wiggler (right) (after [96]). 
In principle the setups of undulators and wigglers are identical, but still they differ 
in emitted radiation. An undulator has a magnetic structure composed of many periods, 
where the angular excursion of the electron beam is less than or of the order of the natural 
emission angle of synchrotron radiation. The intrinsic high brightness of synchrotron 
radiation is preserved in the plane of deflection. Still the radiation generated by 
undulators is subject to interference effects, resulting in peaks at certain wavelengths. 
These wavelengths are tunable and produce undulator radiation with high spatial and 
spectral brightness. A wiggler on the other hand is composed of fewer periods than an 
undulator but causes a considerably greater angular excursion of the electron beam, 
usually designed to use the maximum of the angular acceptance of the synchrotron light 
beam pipe. Furthermore, the peak magnetic field of a wiggler may be greater than the 
field in the bending magnet, extending the spectrum to higher photon energies. Unlike 
undulators, no interference effects take place in wigglers, causing the wiggler radiation to 
have a smooth and continuous spectral distribution [95]. 
4.2.1.2 Detection of X-rays 
In general all techniques able to detect ionizing radiation can also be used to detect 
X-rays. In the case of X-ray diffraction (see also chapter 4.2.2), the dose of radiation is so 
low that only a few detection techniques can serve this purpose [93]. 
The ability of X-rays to interact with photographic emulsions and therefore 
blacken a photographic film, was discovered very early, as it was already used by 
Röntgen in 1898 shortly after he discovered the X-ray radiation [92]. Today this is still an 
important and commonly used method to detect X-rays, as its advantage lies in the 
possibility to detect even weak radiation through long exposure times, which is due to the 
circumstance that intensities on photographic films sum up over time. The blackening of a 
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photographic film is subject to the Bunsen-Roscoe law of reciprocity, which states that 
within certain limits the film blackening is proportional to the product of intensity and 
exposure time. Films used for X-ray detection usually are covered on both sides with 
relatively thick photographic layers, as X-rays interact about 300 times stronger with 
photographic layers than visible light [93]. 
A counting tube as X-ray detector has the task to transform the X-ray photons into 
electrical signals that can be counted and integrated. In principle a counting tube consists 
of a metal tube, in which a thin wire is mounted axially and insulated. The tube is filled 
with a gas under reduced pressure, while at the tube wall a negative bias of 300–2000 V is 
applied against the grounded wire. On one side the counting tube has an entrance window 
with a low absorbance against X-rays. If an ionizing particle enters the counting tube it 
will ionize the gas and produce secondary electrons, which will cause an ionization 
cascade on their travel towards the wire. If voltages of 1000 V or more are applied to the 
counting tube, the registered impulses are mostly independent from the energy of the 
absorbed photons and mainly depend on the amount of the photons. This kind of counters 
is known as Geiger-Müller counter [97]. 
The properties of a counting tube are determined by three factors: sensitivity, 
linearity and proportionality. The sensitivity to the radiation to be detected should be 
100%, whereas the sensitivity to all other wavelengths or energies caused by 
bremsstrahlung or fluorescence radiation should be as low as possible. These 
requirements can be met within certain limitations, though the approach can differ for 
varying counting tubes. The sensitivity of a counting tube has to be chosen very carefully 
as it is wavelength dependent. For instance, most counting tubes are optimized to detect 
Cu-Kα radiation and lose sensitivity if used for other wavelengths. The linearity is 
dependent on the dead time of the counting tube. This time primarily denotes the time in 
which the counting tube cannot detect radiation during a discharge event. The dead time 
also attributes to other losses in the counting rates and causes that the amount of 
registered impulses is always lower than the amount of total impulses. This effect can be 
corrected as long as the amount of photons is proportional to the registered impulses 
(linearity). In the case of heavy interferences this linearity is lost and dead time losses 
occur. If the counting tube signals are directly proportional to the energy of the detected 
X-ray photons, the proportionality of the counting tube is given. A low background noise, 
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high energy resolution for different wavelengths, low dead time, and high quantum yield 
enable counting tubes to be widely employed in X-ray related techniques [93]. 
An enhancement of a counting tube is a Position Sensitive Detector (PSD), for 
which the entrance window is located on the side of the counting tube. This enables the 
PSD to not only detect the amount and energy of X-ray photons but also their impact 
point on the wire for which the runtime difference to both ends of the wire is used. Such 
devices are able to register and electronically process high impulse rates. By arranging 
several PSDs next to each other, an area detector can be obtained, which offer the 
advantage of registering many impulses in a very short time [93, 98]. 
In scintillation counters the transformation of X-ray photons into electrical signals 
is performed in a two-step process. In the first process the photons hit a crystal (e.g., 
Thallium activated NaI) where they cause flashes of light with a wavelength of ~410 nm. 
These newly emitted photons are diverted to a photocathode and generate photoelectrons 
in a second process, which can be enhanced by a photomultiplier and subsequently 
detected like the impulses in a counting tube. The energy resolution of scintillation 
counters is superior to those of counting tubes [93, 99]. 
The simplest form of a solid state detector would be a fluorescence screen, which 
consists of a piece of cardboard (or similar material) covered with substances that show 
fluorescence when irradiated with X-rays. Examples for fluorescence substances are 
cadmium-zinc sulfides or cadmium tungstates. Fluorescence screens are primarily used in 
calibration tasks to detect the primary X-ray beam. Si(Li) detectors are mainly used for 
energy dispersive measurements [93, 100], where a sample is irradiated under a constant 
angle with polychromatic X-rays and the diffracted radiation is analyzed with a multi-
channel analyzer. Also Si(Li) detectors are progressively used in X-ray diffraction, where 
the high sensitivity for relatively narrow wavelength areas is advantageous, as it keeps the 
background noise low and makes the detection of selected wavelengths possible. The 
main disadvantage of such detectors is the necessity to cool counter and amplifier with 
liquid nitrogen. Nevertheless, newer machines also use cooling devices based on the 
Peltier effect which could lead to a more widespread distribution [93, 101]. Additionally, 
other solid state detectors based, for example, on Ge(Li), Cd-Telluride, Hg-Iodide, or 
Gd2O2S can also be used at room temperature [93]. 
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4.2.1.3 Interaction with Matter 
As X-rays are waves and in many properties similar to visible light, one could 
expect that X-rays are also refracted when they travel from one material into another. But 
Röntgen, who already performed such experiments when he discovered the X-ray 
radiation, also reported that within his measuring inaccuracies the velocity of X-rays is 
independent of the material [92]. Only in 1924 it was possible for Larsson, Siegbahn, and 
Waller to show that X-rays can also be refracted and to determine refractive indices [102]. 
However, the refractive indices for all substances is very close to 1 (±1×10
−6
), therefore it 
is not possible to build lenses for X-rays [93]. 
In general the interaction of X-rays with matter is based on three fundamental 
processes. First of all, if the X-ray has enough energy to remove an electron form an 
atomic core level shell, the corresponding atom is excited into an energetically higher 
state. When the atom returns into the energetic ground state, the characteristic X-ray 
radiation is emitted (see also chapter 4.2.1.1). A second process occurs, when X-rays 
interact with electrons. If the collision changes energy and momentum of the electron and 
the X-ray photon, scattered radiation with a changed wavelength is created. This process 
is known as incoherent scattering and mainly occurs with X-rays at low energy levels and 
is only of minor importance. The third interaction, on the other hand, is of major 
importance. If an electron is irradiated by an X-ray, it can start to vibrate and will become 
a radiation source itself. This emitted radiation has the same wavelength as the initial X-
ray. This process is known as coherent scattering and is the requirement for diffraction of 
X-rays on crystals [93]. 
4.2.2 X-ray Diffraction 
X-ray diffraction is a non-destructive analysis method for structural investigation 
of crystalline substances that uses the diffraction of X-ray photons and the resulting 
interference. 
4.2.2.1 Diffraction on Crystals 
Are electrons of periodically arranged atoms in a crystal excited to vibrate through 
X-rays, a multitude of radiation sources with the same frequency and wavelength as the 
incident beam is generated. Every vibrating electron generates spherical waves, which 
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extend and superpose each other, leading to interference. If constructive interference is 
detected, the Bragg equation (6) allows conclusions about the structure of the crystal to be 
drawn [103]. Bragg considered that crystals are built from lattice layers that have a 
certain distance from each other, the lattice distance dl. If an X-ray beam hits one of the 
lattice layers, the diffraction can be seen as reflection. It should be noted that this kind of 
reflection is different from the reflection of visible light, as the X-ray beam usually 
penetrates several million of lattice layers until it is completely absorbed. On each lattice 
layer a part of the incident radiation is reflected, where in certain directions amplification 
and in others annihilation occurs, caused by the interference of spherical waves. This 
process is dependent on certain geometric requirements, which are illustrated in Figure 16 
[93]. 
 
Figure 16: Schematic figure of Bragg diffraction geometry [79]. 
If an X-ray beam hits the lattice layer under the angle θ, it will also be reflected 
under this angle. A second beam that is parallel to the first will be reflected under the 
same angle. However, if it is reflected on a deeper lattice layer, a way difference of 2δ 
will arise. If constructive interference can be observed, this way difference must be a 
multitude of the wavelength, in other words nB∙λ. As half of the way difference (δ) can be 
expressed as dl∙sin(θ) the Bragg equation (6) can be obtained [93]. 
   sin2  lB dn  (6) 
In this equation, nB is an order number, designating the order of reflection; λ is the 
wavelength of the incident beam, dl the lattice layer distance, and θ the incident angle. 
4.2.2.2 Monochromatization of X-rays 
As was mentioned in chapter 4.2.1.1, X-ray radiation can be created as continuous 
spectrum via bremsstrahlung or as characteristic radiation. But also the characteristic 
dl
θθ
2θ
δ δ
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radiation is not strictly monochromatic, as it always contains several lines of the 
according element and is superimposed on the continuous spectrum. Nevertheless, some 
applications require monochromatic X-rays. In X-ray diffraction, usually only one 
wavelength is used and the incident angle θ is varied to observe the interferences at 
different angles. This makes the use of a preferably monochromatic X-ray radiation 
source mandatory, as otherwise signals of other wavelength may also be detected, which 
could render the detected diffraction patterns useless. With appropriate monochromators a 
normal X-ray tube can be monochromatized well enough to make the detection of viable 
diffraction patterns possible. Usually Cu-Kα radiation is used in XRD, while systems 
with very good monochromators can be monochromatized to Cu-Kα1 radiation. Different 
techniques can be employed for monochromatization [93]. 
Probably the simplest way of 
monochromatizing X-rays is the use of 
filters, which usually consist of thin metal 
sheets or plates of sintered material, whose 
absorption edge lies between the wavelength 
of the Kα and Kβ lines of the X-ray 
radiation. In such a case the Kβ line is 
further diminished than the Kα line. 
Furthermore, the bremsstrahlung is mostly 
absorbed by a filter. It has to be noted, 
however, that this filtering does not reach a 
real monochromatization, as the Kα line 
itself consists of a doublet. With a second 
filter, whose absorption edge is at slightly 
longer wavelengths than the Kα2 line, the 
doublet can be separated. However, this 
kind of monochromatization has the 
drawback of significantly decreasing beam intensity. This is shown in Figure 17, where 
the spectrum of an X-ray tube with the absorption edges of two filters is shown. The first 
filter (red, solid) removes the Kβ line and most of the bremsstrahlung, while leaving the 
intensity of the Kα doublet mostly unaffected. The second filter (blue, dashed), while 
removing the Kα2 line also greatly diminishes the intensity of the Kα1 line. Additionally, 
 
[93]. 
Figure 17: Spectrum of an X-ray tube with the 
absorption edges of two filters 
Kα1
Kα2
Kβ
I
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a filter does not completely absorb a certain wavelength so the filter thickness is chosen 
to tune down the Kβ line to a chosen ratio of the Kα line [93]. 
A stricter monochromatization can be achieved by reflecting the X-rays on certain 
lattice layers of a crystal. After Bragg’s equation (6) only one wavelength λ can be 
reflected under the angle θ on a certain lattice layer. This makes a very strict 
monochromatization possible, but also brings severe loss of intensity. To compensate 
these intensity losses, focusing monochromators [104] that give higher intensities are 
used in many cases. Such monochromators are built from bent crystal sheets, which are 
created from single crystals. Often thin quartz lamellas that were cut parallel to the ( 1110 ) 
plane from quartz single crystals are used. These lamellas are honed cylindrically and 
subsequently bent elastically, giving a focusing effect that significantly increases the 
intensity compared to plane monochromators [93]. 
The use of strictly monochromatic X-rays has several advantages, as there are no 
spectral impurities and the bremsstrahlung is completely missing. This renders it possible 
to detect very weak interferences and to intensify them through long exposure times. The 
missing superposition of Kα1 and Kα2 lines simplifies the investigation of complicated 
systems [93]. 
4.2.2.3 Measurement of X-ray Diffraction Patterns 
If an X-ray sensitive detector (see also chapter 4.2.1.2) is moved around the 
sample over an angle area while stopping in periodic intervals to measure the radiation 
intensity, an X-ray diffraction pattern can be obtained. Since the discovery of X-ray 
radiation, many different methods of recording such X-ray diffraction patterns have been 
developed and discussed in literature, e.g., in Röntgenstrukturanalyse und 
Rietveldmethode: eine Einführung by H. Krischner [93]. Several advantages arise when 
diffraction patterns are not measured with photographic films but with counting tubes, as 
the position of the reflections can be determined with high precision and the intensities 
can be obtained directly. Furthermore, in some cases the exposure time can be reduced as 
only a few characteristic reflections can be recorded and no darkroom work is necessary. 
As the reflections are not recorded simultaneous, the radiation source must be able to 
produce a very stable and constant beam. These measurements are usually performed in 
the Bragg-Brentano geometry [105, 106], which can be performed in horizontal or 
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vertical orientation. The flat sample, consisting of powder or a thin film, is placed in the 
center of the measuring circle, while X-ray source and detector are moved on the circle 
circumference around the sample. In the usual θ/2θ geometry the counting tube is moved 
with a set velocity, while the sample is moved with half of the angular velocity of the 
detector, leading to the successive detection of the different reflections. In the θ/θ 
geometry the sample remains stationary, while X-ray tube and counting tube cover the 
angle area with the same angular velocity. In both geometries the focal points of the X-
ray tube, the sample, and the detector remain at all times at the circumference of the 
focusing circle, whose diameter decreases with increasing diffraction angle. The θ/2θ 
geometry is also illustrated in Figure 18, where the black, solid lines show the geometry 
before and the red, dashed lines after the movement to a higher diffraction angle. Soller 
slits are arrays of several thin sheets of metal, which are aligned parallel to each other and 
lower the beam divergence [93, 107]. 
 
Figure 18: Schematic layout of a Bragg-Brentano θ/2θ geometry [93]. 
4.2.3 X-ray Absorption Spectroscopy 
X-ray absorption spectroscopy is an analytical method using the photoelectric 
effect. If a sample is brought into an X-ray beam that exhibits a certain minimal energy, 
electrons of shells close to the atomic core (usually electrons of the K and L shells) can be 
excited into continuum via radiation absorption. By comparing the intensity of the X-ray 
beam before and after the sample, information about this sample can be obtained. As X-
ray source usually a synchrotron is used that provides X-ray radiation of high intensity 
and brightness over a wide range of wavelengths, as explained in chapter 4.2.1.1. This 
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wide range of available energies is crucial to XAS measurements, as an energy dependent 
spectrum of the sample’s absorption has to be recorded. 
4.2.3.1 Aperture Geometry 
A common approach to perform XAS measurements on thin film samples 
deposited on a substrate is to use the fluorescence geometry, of which the general layout 
is shown in Figure 19. This method is especially valuable for thin films, as the substrate is 
very thick compared to the actual film and therefore might absorb too much radiation to 
obtain a good signal-to-noise ratio in transmission geometry. Also for thick bulk samples 
this method is viable, as in such cases the sample itself might absorb the radiation, giving 
only a very weak signal in the second ionization chamber. 
 
Figure 19: Layout of a fluorescence XAS beamline. 
After generating the X-ray radiation by using undulators, wigglers, or bending 
magnets on synchrotron storage rings (see also chapter 4.2.1.1), the polychromatic white 
X-ray light is monochromatized with crystal monochromators to the desired wavelength, 
as explained in chapter 4.2.2.2. To minimize the higher harmonics, which also fulfill 
Bragg’s law (6) with a higher nB, a Monochromator Stabilization (MOSTAB) system can 
be used, which also keeps the radiation current at the sample constant. In a MOSTAB the 
two crystals of the monochromators are not exactly parallel but slightly tilted to each 
other. This tilt reduces the intensity of the radiation but diminishes the intensity of higher 
harmonics to almost 0%. In the case of D-MOSTAB (Digital Monochromator 
Stabilization) systems, a computer is employed to regulate the tilt [108]. As the 
monochromators are adjustable, the wavelength can be varied to make the recording of an 
energy spectrum possible. Usually the energy is varied in a certain step size, depending 
on the region of the spectrum and the necessary energy resolution. After each step a short 
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wait period can be implemented to let monochromator vibrations settle, which are caused 
by the movement. This procedure causes some dead-time and prolongs the measurement 
time significantly. Another approach is to use the so-called quick-scanning EXAFS, 
where the energy spectrum is recorded in one continuous scan with a certain sweep time 
[109]. This allows for much faster scans at the expense of signal-to-noise ratio, as the data 
collection time for each point is significantly lower than in the step-scan mode. With the 
monochromator the X-rays are directed through an ionization chamber Ionsyn, which 
works under the same principle as a counting tube explained in chapter 4.2.1.2. After this 
recording of incident beam intensity, the X-rays hit the sample, where X-ray fluorescence 
can be produced, depending on the beam energy. A fluorescence detector, e.g., a 
Passivated Implanted Planar Silicon (PIPS) detector is located at a 90° angle to the 
beamline, while the sample is tilted by 45° to the incident beam. Behind the sample a 
second ionization chamber Ionsam is installed to detect the beam intensity after sample 
absorption. If thin bulk samples or powders are being investigated, the fluorescence 
detector can be removed and the sample would be located with its surface perpendicular 
to the beam (transmission geometry), in which case the sample’s absorption is determined 
by the ratio of Ionsyn to Ionsam. After Ionsam, the X-ray beam is directed onto a reference 
that usually is a metal with an absorption edge close to that of the sample. The intensity of 
the reference is measured in a third ionization chamber Ionref. The reference spectrum is 
determined by the ratio of Ionsam to Ionref, which can be used for energy calibration for the 
sample spectrum. 
4.2.3.2 Absorption Edges 
XAS measurements are also absorption experiments. For such measurements the 
Lambert-Beer law (7) still applies, for which the relation between the intensity Is detected 
after the beam went through the sample, the intensity I0 before the sample, the absorption 
coefficient μ, and the sample thickness d is given in equation (7) [110]. 
 d
s eII
 0  (7) 
By plotting the absorption coefficient μ as a function of X-ray photon energy, an 
X-ray spectrum can be obtained. Figure 20 depicts the calculated X-ray spectrum for 
elemental hafnium. It shows that the absorption spectrum does not just consist of sharp 
peaks but rather of absorption edges. As the energetic position of the edges is 
characteristic for a certain element, XAS can be used for elemental analysis. Additionally, 
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the edge position depends on the oxidation state of the element, which is used in the X-
ray Absorption Near Edge Structure (XANES) to gather information about the electronic 
structure of solid materials. With higher oxidation states, the edge is shifted to higher 
energies [111]. 
 
Figure 20: Calculated spectrum of absorption coefficient μ versus energy for elemental Hf, showing 
absorption edges. The program used to calculate the spectrum is Hephaestus from the IFEFFIT package 
[112, 113]. 
As mentioned earlier, X-ray absorption spectroscopy uses the photoelectric effect, 
meaning a photon with energy above a certain minimal energy can be absorbed by an 
atom, where it transfers all of its energy to an electron of the K shell. Subsequently, the 
electron is excited into an unoccupied state or the continuum, depending on the energy of 
the incident photon. In solids the minimum energy is given by the Fermi energy EF, above 
which the unoccupied states are located. If the energy of the incident photon is far higher 
than the electron binding energy, the electrons are excited into continuum, leaving the 
atom and therefore ionizing it. The kinetic energy of the electrons is determined by the 
difference between the energy of the incident photon and the binding energy of the 
electron in the atom [114]. 
If the incident photon does not excite an electron from the K shell but from the L 
shell, the energy needed to excite the electron is significantly lower. As the L shell 
consists of the 2s and 2p orbitals, there are three possible ground states for the electrons 
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on the contrary to the K shell, where only the 1s orbital exists, resulting in only one 
ground state for the electrons (Figure 14, left). Excitation from the 2s orbital leads to the 
LI line, excitation from the 2p
 1/2
 orbital to the LII line, and excitation from the 2p
 3/2
 
orbital to the LIII line [114]. In each case, as the ground level energy increases, the 
necessary excitation energy decreases. This is shown in Figure 20, where the energy for 
each absorption edge rises in the order LIII < LII < LI << K. 
 
Figure 21: X-ray spectrum of an HfO2 sample, showing the pre-edge region, XANES region and EXAFS 
region on the Hf LIII edge. 
The X-ray spectrum of a sample can be divided into three regions, as displayed in 
Figure 21. The first region known as the pre-edge region contains no further physical 
information than the base absorption of the sample. The second region, ranging from 
about −20 eV to +50 eV around the edge is called the XANES region. In the XANES 
region electronic transitions into unoccupied but still bound states above EF take place. 
Thus information about the electronic structure of a material can be obtained from such 
measurements [114]. If an electron is excited further than the unoccupied but still bound 
states, it is excited into continuum. Beyond that point, roughly 50 eV above the 
absorption edge, the extended X-ray absorption fine structure region begins. 
If electrons of a free atom, for example, in a gas, are excited in this region, the 
absorption coefficient shows no oscillation and therefore no EXAFS, while in solids the 
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oscillations are prominent. These oscillations can also be seen in Figure 21, which 
illustrates the EXAFS above the Hf LIII edge of an HfO2 sample. 
4.2.3.3 Physical Origin of EXAFS Oscillations 
If the electron that is being excited 
into continuum is seen as an expanding 
spherical wave, the oscillation in the 
EXAFS region can be explained by the 
following considerations. In the case of a 
free atom, e.g., in a gas, the spherical wave 
expands unhindered into all spatial directions, giving no rise to 
any interference phenomena. Thus no oscillation can be 
observed. Figure 22 illustrates the case for an expanding 
spherical electron wave from a free atom. 
When such a spherical electron wave expands in a 
solid, it will hit the neighboring atoms of the absorbing atom, 
which initially absorbed the incident photon. The electron 
wave is then scattered by the neighboring atoms, creating new 
spherical waves as shown in Figure 23. The absorbing atom 
(upper left) is hit by an X-ray photon creating the initial 
spherical wave, which subsequently hits the nearest neighbor 
atoms (red), thus being scattered and generating new spherical 
waves. These newly created waves are also expanding in all 
directions of space, being scattered again at the neighboring 
atoms, giving rise to even more spherical waves. As all 
spherical waves can interfere constructive or destructive, 
depending on the incident photon energy, the oscillation in the 
EXAFS region is formed. This oscillation contains 
information about the local environment of the absorbing 
atoms such as coordination numbers, bond lengths, etc. The 
oscillation only gives information that is averaged over a large 
number of atoms, thus making it difficult to separate different 
surroundings of individual absorbing atoms. 
 
Figure 22: Spherical electron wave expanding from 
a free atom. 
 
Figure 23: Spherical electron 
wave expanding in a solid. 
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After excitation, the atom can relax back into an energetically lower state. One 
process for the electronically excited atom to relax is fluorescence emission. In this 
process the hole in the atomic core shell is filled by an electron from an energetically 
higher shell, while the excess energy of this transition is emitted as radiation. If an 
electron from the L shell fills a hole in the K shell, a hole in the L shell is created, which 
can subsequently be filled by an electron from the M shell (Figure 14). This series of 
transitions leads to fluorescence radiation that is not monochromatic and consists of 
different wavelengths. Another process is the emission of Auger electrons, where the 
electron filling the hole in the K shell transmits the excess energy to another electron that 
can subsequently leave the atom. Usually this electron is from the same shell as the 
electron filling the hole in the energetically lower shell [94, 115, 116]. 
4.2.3.4 EXAFS Equation 
As described in the last section, interferences between the electron waves emitted 
from the absorbing atom and those scattered from neighboring atoms lead to the EXAFS 
oscillations. Single scattering occurs, if the spherical electron wave is scattered on one 
neighboring atom and then falls back onto the absorbing atom; while multiple scattering 
occurs, when the electron wave is scattered on several atoms before it falls back onto the 
absorbing atom. Such scattering processes are sketched in Figure 24, where the absorbing 
atom is denoted by *. 
 
Figure 24: Single scattering (left) and multiple scattering (right) paths. 
For each scattering path s, the amplitude, the dampening, and the oscillation 
frequency can be determined. The sum of all scattering paths gives the total oscillation, 
which can be described by the EXAFS equation (8) [114]: 
** *
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In this equation, 2
0S  is the passive electron reduction factor, Ns the scattering path 
degeneracy thus the number of atoms in the s
th
 shell, Fs(k) is the scattering amplitude, k 
the inverse space dimension in Å−1, Ras the half-length of the scattering path, σas the 
Debye-Waller factor, λ(k) the mean free path of the photoelectron, and  kas  the phase 
shift. 
A structural model, such as a crystalline structure, can be described using the 
parameters explained above. To obtain structural information from the raw data, the 
parameters of the model are calculated to fit experimental EXAFS data. Once a 
satisfactory fitting to the data is obtained, a potential model can be further investigated to 
extract information about the occupancy of the neighboring atoms. 
4.2.4 X-ray Photoelectron Spectroscopy 
X-ray photoelectron spectroscopy is a non-destructive, surface sensitive technique 
that allows the determination of elemental composition and electronic states within a 
target material. It is applicable for elements across the entire periodic table, including 
light elements as carbon, oxygen, nitrogen, and even helium. For heavier atoms, even 
small quantities can be detected [117]. 
As was previously mentioned (chapter 4.2.3), electrons can be excited into 
continuum by electromagnetic radiation. If the energy of the incident photon is larger than 
the binding energy of the electron, the electron will leave the atom with a kinetic energy 
equal to the excess energy. This process is also the basis of X-ray photoelectron 
spectroscopy, where, in contrast to XAS, instead of the residual intensity of the radiation 
the kinetic energy of the photoelectron is observed. As monochromatic radiation is used, 
the energy of the incident photon is known. In addition, the kinetic energy of the 
photoelectron can be measured, allowing the binding energy of the electron to be 
determined. To remove electrons from the atomic core shell, radiation from the soft X-ray 
range can be used, for example, Al-Kα or Mg-Kα. The electrons can, after being emitted, 
travel to an electron energy analyzer, where their kinetic energy can be determined. 
Usually, in the detector a suppressor grid is used with varying negative biases to 
discriminate electrons against their energies. After the energy discrimination, the 
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electrons can be detected using a simple electrometer. In case of a non-spherical detector 
the amount of detected electrons might be too low, so the use of a photomultiplier, where 
the incident electrons remove secondary electrons from a metal plate (e.g., cesium), may 
be necessary. These secondary electrons are subsequently accelerated onto another metal 
plate and remove further secondary electrons. This amplification process is repeated 
several times to generate a detectable current [118]. From the peaks in the spectrum of 
electron counts per time versus energy, the elemental composition can be determined. 
Furthermore, electronic states can be determined by analyzing the peaks. 
4.2.5 X-ray Reflectivity 
X-ray reflectivity is a non-destructive analytical technique for investigating the 
density of thin films. It was first observed by Kiessig in 1931 [119] and further developed 
by Parrat in 1954 [120, 121]. It has been used to obtain information of thickness, 
roughness, and density for relatively smooth bulk surfaces, thin films, multilayers, and 
porous Si layers [120, 122]. 
As X-rays in total reflection from a mirror surface only penetrate very little into 
the mirror material, deviations in the reflected intensity can give information about the 
mirror surface [121]. For X-rays, the refractive index of materials is usually less than one 
resulting in total external reflection at low angles, which stops at a certain critical angle. 
This critical angle is directly associated to the density of the reflecting medium. Specular 
reflectivity scans, referring to Fresnel reflection, where the incident angle equals the 
reflection angle, are obtained by performing a θ/2θ scan at low angles. The observed 
oscillations in the specular reflectivity profile can be used to obtain information about 
layer thickness, while the slope of the profile and the decay of oscillations contain 
information on the surface roughness. To obtain the density of a thin film, the layers real 
(1−ε) and imaginary (ι) components of the refractive index n need to be known, with ε 
denoting the modulus slightly less than one in equation (9). 
   in )1(  (9) 
For a polished bulk material or surface deposited film, the proportionality from 
equation (10) yields the density ρ, while λ is the wavelengths of the radiation used: 
 2   (10) 
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From the Fresnel equations the real component of the refractive index is related to 
the critical angle θc after equation (11): 
     1cos 1c  (11) 
Sample misalignment may occur during experiment handling and may cause a 
deviation in the observed critical angle, which would introduce an error to the density. 
Plotting the densities for different energies nevertheless, can help with extrapolating the 
“zero energy density”, which should be the real density for the material [120]. 
4.2.6 Electron Probe Microanalysis 
Electron probe microanalysis is a destruction free tool to analyze the composition 
of a sample. It uses an electron beam generated by emission of electrons from a hot 
cathode and subsequent acceleration of the electrons to an anode (see also chapter 4.2.1.1). 
The beam is focused using an electron optical system, which can also focus the beam on 
various positions on the sample surface [123, 124]. The primary electron beam can induce 
different processes in the sample, like the emission of Auger electrons or X-ray radiation. 
As electrons from the primary beam can also be absorbed by the sample and lead to a 
negative charge build-up, dielectric samples are often coated with a thin layer of carbon 
or gold and grounded to allow the negative charge to be dissipated [125]. The emitted X-
rays contain characteristic elemental lines, which can be used for elemental analysis and 
quantitative determinations of the sample composition. In order to determine the 
composition, the X-ray intensity is calibrated with standards of known composition or 
pure elements and subsequent consideration of matrix effects. These effects include 
corrections in regards to diminishing or enhancing effects such as absorption, 
fluorescence, deceleration, backscattering, or ionization. Detection of the emitted X-rays 
can be wavelength or energy dispersive. In the first case a detector setup is used that 
utilizes the wavelength dependent diffraction on a crystal after Bragg’s law (6) to separate 
the spectrum. In energy dispersive analysis, solid state detectors like Si(Li) detectors are 
used (see also chapter 4.2.1.2) [126]. 
4.2.7 UV/Vis Spectroscopy 
Ultra-violet/visible spectroscopy is an absorption based spectroscopy method. In 
this technique a sample is irradiated with light from the ultra-violet and visible range of 
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the electromagnetic spectrum with wavelengths between 10
−8
 m to 10
−6
 m. During the 
irradiation of the sample, the absorption is measured, where the Lambert-Beer law (7) 
applies. Thus the light intensity behind the sample is dependent on the incident light 
intensity, the sample thickness, and the sample’s absorption coefficient. 
Several processes take place during absorption, where the photon transfers its 
energy and is annihilated. Some of these processes were already discussed for X-rays in 
chapter 4.2.1.3 and are also applicable for radiation from the UV/Vis range of the 
electromagnetic spectrum. Besides the ionizing processes induced by high energy 
radiation discussed earlier, radiation with lower energy and longer wavelength (e.g., 
infrared light to radio waves; 10
−6–105 m) can induce rotational transitions in the 
absorbing atom or molecule. Radiation from the lower energy UV/Vis range can 
additionally induce vibrational transitions, while the higher energy in the shorter 
wavelength UV/Vis range is powerful enough to induce rotational, vibrational, and 
electronic transitions in atoms or molecules. It should be noted that atoms lack the 
degrees of freedom for rotational or vibrational transitions due to their symmetry and thus 
can only perform electronic transitions. In solids on the other hand, transitions from the 
valence to the conducting band can be induced, allowing the UV/Vis spectroscopy to 
gather information about the band structure in solids [118]. 
 
Figure 25: Schematic layout of a dual beam absorption spectrometer (after [127]). 
The general layout of a dual beam spectrometer for UV/Vis spectroscopy is 
illustrated in Figure 25. The light source should produce a continuous spectrum of 
electromagnetic radiation over a wide range of wavelengths with an ideally constant 
Detector
Reference
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Mirror
Light Source
Beam 
Combiner
Refractive
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intensity. For the visible part of the spectrum a tungsten or tungsten iodine wire can be 
used, though these light sources suffer from low intensities. The near UV area can be 
generated with deuterium discharge lamps in quartz casings, as these have a higher 
intensity than hydrogen discharge lamps. Light sources suitable for both areas of the 
electromagnetic spectrum with high intensities are xenon lamps, in which xenon is stored 
in a quartz casing under high pressure and triggered with an electric arc. Such lamps can 
generate radiation with wavelength as short as 200 nm [118]. 
In a dual beam spectrometer the radiation is directed alternating through the 
sample and the reference. If the sample is liquid or gaseous, the windows of the 
absorption cell should be transparent in the UV/Vis region, while the length of the 
absorption cell should be long enough to allow the detection of significant absorption 
[118]. After the sample, respectively the reference, the light beam is directed to a 
refractive lattice, which separates the different wavelengths after Bragg’s law (6) to 
enable the detector to analyze the different wavelengths independently. Photomultiplier, 
photo diodes, and photographic films are used as detectors [118]. 
4.2.8 Electrical Measurements after Van der Pauw 
To measure the electrical resistivity of a sample it is often cut or polished into the 
form of a test bar. In some cases, for example, when analyzing thin films or a specific 
component of a device, it is not possible or not desirable to change the shape of the 
sample. In 1958 van der Pauw reported a method to determine the electrical resistivity of 
flat samples of arbitrary shape. However, there are certain requirements for van der 
Pauw’s method [128, 129]: 
a) The contacts must be on the circumference of the sample. 
b) The contacts must be sufficiently small compared to the sample area. 
c) The sample must be flat (width >> height) and homogeneous in thickness. 
d) The surface of the sample must be singly connected, i.e., the sample must 
not exhibit isolated holes. 
A flat sample of a conductive material of arbitrary shape with four contacts (A, B, 
C, and D) placed on arbitrary locations along the sample’s circumference fulfilling the 
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requirements a)–d) is considered and 
schematically shown in Figure 26. If a current 
IAB is applied to contact A and taken off at 
contact B and the potential difference UDC is 
measured between contacts C and D, it can be 
defined for the resistance R1 [128, 129]: 
 
AB
DC
I
U
R 1  (12) 
Analogously it can be define for a 
current IBC between contacts B and C and a 
potential difference UAD between contacts A 
and D: 
 
BC
AD
I
U
R 2  (13) 
Van der Pauw could show that for R1 and R2 the following relation exists [128, 
129]: 
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In this equation, d is the sample thickness and ρs the resistivity of the material. 
Thus, in order to determine the resistivity of a sample, it is sufficient to measure the two 
resistances R1 and R2 and determine the sample thickness d. The following equation (15) 
gives the relation between these values and ρs, where f is a function of only the ratio 
between R1 and R2, satisfying the relation stated in equation (16) [128, 129]. 
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If R1 and R2 are almost equal, f can be approximated by equation (17) [128]: 
 
Figure 26: A sample of arbitrary shape with four 
contacts along the circumference of the sample 
 [128]. 
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After determining the resistivity ρs, the conductivity σ can be calculated as the 
reciprocal resistivity. 
If the conductivity is determined as a function of temperature, an Arrhenius plot 
can be created to determine the activation energy for the electrical conductivity after 
equation (18): 
  0ln
1
ln  
Tk
E
B
A  (18) 
In this equation, EA is the activation energy, kB the Boltzmann constant, T the 
temperature (in K), and σ0 is the pre-exponential factor for the conductivity. 
4.2.9 Polarization Experiments after Hebb-Wagner 
The electronic and ionic partial conductivities σel and σion are two key parameters 
in the characterization of mixed ionic electronic conductors. The main method to 
determine these parameters is the Hebb-Wagner method, in which a blocking electrode is 
used to suppress the current of one type of charge carriers. Usually ion blocking 
electrodes are employed to measure σel. The method was later extended to measure σion 
directly by using electron blocking electrodes. In Figure 27 the schematic layout of such a 
measurement setup is illustrated. Using a voltage source, the external voltage Uext is 
applied with the blocking electrode as the anode. At the same time, the current I is 
measured with an ammeter. In the case of an ion blocking experiment, the applied voltage 
causes the electrons (e
−
) and ions, e.g., oxide ions (O
2−
) to move towards the anode, 
where the ions are blocked, while the electrons can move through the anode unhindered. 
In the beginning, both σel and σion contribute to the total conductivity, while over time the 
ionic partial conductivity will subside, leaving only the electronic partial conductivity σel 
as contribution to the conductivity [130]. 
If the total conductivity is only composed of the ionic partial conductivity σion, the 
measured current will become zero over time. In the opposite case of the electronic partial 
conductivity σel being the only contributor to the total conductivity, no decrease in the 
measured current will be observed over time. Thus it is possible to determine if and how 
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much electronic and ionic partial conductivity contribute to the total conductivity. If these 
partial conductivities are determined as functions of temperature, their respective 
activation energies can be obtained from Arrhenius plots after equation (18). 
 
Figure 27: Schematic layout of a Hebb-Wagner measurement. 
From the current caused by electronic conduction it is possible to calculate the 
electronic conductivity after equation (19), where Iel is the electronic current, g the 
distance between the electrodes, A the cross-section, and Uext the applied voltage: 
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With this electronic conductivity and the knowledge of the total conductivity, the 
ionic conductivity can be calculated with equation (20): 
 elion    (20) 
After Fick’s first law [127] the flux of ionic charge carriers is given by equation 
(21), where jion is the flux, Dion the diffusion coefficient, cion the ionic charge carrier 
concentration, and ∇ηion the electrochemical potential gradient: 
 ion
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Using the Nernst-Einstein equation [127], equation (21) can be transformed into 
equation (22), where σion is the ionic partial conductivity, zion the charge number of the 
ionic charge carrier, and F the Faraday constant: 
+-
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Analogous the flux of electronic charge carriers can be expressed as: 
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 (23) 
If the cathode is truly reversible, the equilibrium reaction in equation (24) is 
expected, which also applies for the chemical potentials and their gradients in equations 
(25) and (26): 
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 ionO   el2
2
1
2
 (26) 
If the sample is now polarized and reaches a stationary state, the oxide ion flux 
becomes zero, consequently reducing the electrochemical potential gradient ∇ηion to zero 
and allowing the deduction of the following relation from equation (26): 
 
24
1
Oel    (27) 
For a one-dimensional case, e.g., a thin film sample with an in-plane electric field, 
equation (27) can be simplified to: 
 
24
1
Oel    (28) 
As the driving force for electronic diffusion is the externally applied electric field, 
Δηel can be substituted by −F∙Uext. Furthermore, the one-dimensional chemical potential 
gradient of oxygen can be expressed as the difference of chemical potentials at the 
blocking (II) and reversible (I) electrode (compare Figure 27). Given that the electrode is 
reversible, the chemical potential at this electrode is fixed by the external oxygen partial 
pressure. These considerations lead to equation (29), where 
I
O2
  and IIO2  are the 
chemical potentials of oxygen at the reversible and the blocking electrode, respectively: 
  IOIIOextUF 224
1
   (29) 
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The relation from equation (27) can now be combined with equation (23), 
resulting in equation (30): 
 O
el
el
F
j 


24
 (30) 
With this, the current density in the stationary state i
stat
 can be calculated. As the 
ionic partial conductivity is blocked in the stationary state, only the electronic partial 
conductivity contributes to the current density: 
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As the current density has a divergence of zero in the stationary state, rendering it 
position independent, it is possible to integrate equation (31), with   being an arbitrary 
position and g being the distance between the electrodes: 
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This equation allows deriving information about the electronic partial conductivity 
σel from the current density. However, as the electronic partial conductivity is often 
dependent of the oxygen partial pressure, it is necessary to develop a model for this 
dependency in order to solve equation (34). 
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5 Experimental Details 
5.1 Synthesis 
The thin films investigated in this work were synthesized by pulsed laser 
deposition and direct-current magnetron sputtering. The respective experimental 
parameters are stated below. 
5.1.1 Pulsed Laser Deposition 
To synthesize thin films of hafnium oxide, a PLD system equipped with a 248 nm 
wavelength KrF excimer laser was employed. The maximum energy of the laser is 
750 mJ per pulse with a maximum repetition rate of 20 s
−1
. The energy fluence on the 
target can be varied using optical systems with different focal strengths. All films were 
deposited at room temperature on 10×10 mm
2
 big amorphous quartz substrates 
(Präzisions Glas & Optik GmbH). As targets, ceramic hafnium oxide and metallic 
hafnium were used. Both targets were rotated with 10 rounds per minute and toggled to 
ensure a uniform ablation during deposition. Before deposition, the deposition chamber 
was evacuated to at least 6.7×10
−5
 Pa. Chamber gases included oxygen (99.9999%, 
Westfalen AG), argon (99.9990%, Air Products GmbH), and hydrogen (99.9990%, 
Praxair). 
5.1.1.1 Ceramic Hafnium Oxide Target 
A ceramic target with a diameter of 20 mm was prepared from HfO2 powder 
(99.95%, Chempur) by uniaxially pressing the powder at 30 kN for 10 min and 
subsequently pressing the pellet isostatically at 90 kN for 30 min. After pressing, the 
target was sintered in air at 1550 °C for 3 d and for another 24 h at 900 °C. The heating 
and cooling ramps were set to 1.5 K∙min−1. 
For the deposition, three different gas atmospheres (oxygen, argon, and a mixture 
of argon and hydrogen (17:8)) were used inside the deposition chamber, leading to 
samples p_O2, p_Ar, and p_Ar/H2. In the cases of Ar and Ar/H2 gas atmospheres, the 
deposition chamber was flushed four times with argon before the deposition. During 
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deposition, a total pressure of 4.0 Pa was applied, while the distance between target and 
substrate was set to 50 mm. The laser energy was set to 200 mJ per pulse, leading to a 
fluence of 1.46 J∙cm−2 at the target surface due to the use of the optical system with the 
lower focal strength. A total number of 72,000 pulses were applied to the target. 
5.1.1.2 Metallic Hafnium Target 
In the case of metallic hafnium as target material, a commercial hafnium (99.9%, 
Zr < 0.5%, MaTeck) disk with a diameter of 25 mm was used. 
Before the synthesis the deposition chamber was evacuated to at least 6.7×10
−5
 Pa 
and subsequently flushed four times with argon, while the atmosphere during synthesis 
was composed of argon and hydrogen (17:8), leading to sample p_Hf. The chamber 
pressure during deposition was kept at 2.0 Pa, while the distance between target and 
substrate was 40 mm. Again the laser energy was set to 200 mJ, leading to a fluence of 
2.76 J∙cm−2 at the target surface due to the use of an optical system with higher focal 
strength. The total number of pulses applied to the target was 72,000. 
5.1.2 Direct-current Magnetron Sputtering 
Additional to the aforementioned PLD system, a direct-current magnetron 
sputtering system at the I. Institute of Physics (IA) (RWTH Aachen University) was 
employed to deposit hafnium oxide thin films and has been described in detail in 
literature [131]. Analogous to PLD, all films were deposited at room temperature on 
10×10 mm
2
 big amorphous quartz substrates (Präzisions Glas & Optik GmbH), while a 
disk of metallic hafnium (99.9%, Zr < 0.5%, MaTeck) with a diameter of 75 mm was 
used as a target. As gases, argon (99.998%, Westfalen AG) and oxygen (99.9995%, 
Praxair) were used. 
Before the deposition the chamber was evacuated to at least 3.0×10
−4
 Pa. During 
deposition a constant total pressure of 0.8 Pa of argon and oxygen was applied with a 
distance of 55 mm between target and substrate. The sputter current was kept constant at 
500 mA, while the oxygen partial pressure was varied between 9×10
−3
 Pa, 12×10
−3
 Pa, 
15×10
−3
 Pa and 20×10
−3
 Pa, leading to samples s_09, s_12, s_15 and s_20. Sputter times 
ranged from 500 s (s_20) to 800 s (s_15). 
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5.1.3 Synthesis Parameters 
The synthesis parameters mentioned above are also listed in Table 4 for pulsed 
laser deposition and Table 5 for direct-current magnetron sputtering. 
Table 4: Synthesis parameters for pulsed laser deposition. 
Sample Name p_O2 p_Ar p_Ar/H2 p_Hf 
Target Material HfO2 HfO2 HfO2 Hf 
Target-Substrate 
Distance / mm 
50 50 50 40 
Gas Atmosphere O2 Ar Ar/H2 (17:8) Ar/H2 (17:8) 
Pressure / Pa 4.0 4.0 4.0 2.0 
Laser Energy / mJ 200 200 200 200 
Fluence / J∙cm−2 1.46 1.46 1.46 2.76 
Number of Pulses 72,000 72,000 72,000 72,000 
     
 
Table 5: Synthesis parameters for direct-current magnetron sputtering. 
Sample Name s_20 s_15 s_12 s_09 
Target Material Hf Hf Hf Hf 
Target-Substrate 
Distance / mm 
55 55 55 55 
Gas Atmosphere Ar/O2 Ar/O2 Ar/O2 Ar/O2 
Total Pressure / Pa 0.8 0.8 0.8 0.8 
O2 Partial Pressure / Pa 20×10
−3
 15×10
−3
 12×10
−3
 9×10
−3
 
Sputter Current / mA 500 500 500 500 
Sputter Time / s 500 800 600 600 
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5.2 Surface Analysis 
5.2.1 Profilometry 
To determine thicknesses of the prepared films, a Veeco Dektak 150 Profilometer 
[132] was employed. In this profilometer a thin diamond tip is pressed onto the sample 
with a certain force and moved with a constant velocity over the sample’s surface. 
Deviations in the force, which occur when the tip is moved over elevations or indentions, 
are detected and give a height profile of the sample. If the tip starts and ends on the 
substrate while moving over the film, the film thickness can be determined. The force 
used to press the diamond tip onto the sample was equivalent to a weight of 10.00 mg. 
The tip has a diameter of 2.5 μm and can detect height differences in a range of 6.5 μm 
with a resolution of 0.1 nm. As one profile is about 9000 μm long and took 30 s to 
record, the velocity of the diamond tip is about 300 μm∙s−1. 
5.2.2 Interference Microscopy 
The surface roughness was analyzed using a Veeco NT 1100 interference 
microscope [133]. This device uses a tungsten halogen lamp with manual filter selection 
as a light source. It can be operated in the Vertical Scanning Interference (VSI) and Phase 
Shift Interference (PSI) mode. The vertical resolution of the VSI mode is about 5 nm, 
while it is about 0.5 nm for the PSI mode. Different objectives and lenses are available to 
determine the size of the field-of-view. 
5.3 Stoichiometry 
As the stoichiometry of the samples is an important aspect of this work, the levels 
of oxygen content in the samples were determined by electron probe microanalysis, X-ray 
photoelectron spectroscopy, and by fitting the first peak of the Fourier Transformed (FT) 
EXAFS spectra to allow comparisons between these independent methods. 
5.3.1 Electron Probe Microanalysis 
EPMA measurements were performed at the Central Facility for Electron 
Microscopy (RWTH Aachen University) using a Cameca CAMEBAX SX 50 electron 
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probe X-ray analyzer equipped with four wavelength dispersive spectrometers and a 
multilayer crystal to detect soft X-ray radiation [134]. In order to prevent an electrical 
charge from building up on the sample, a carbon coating was sputtered onto the sample 
surface. 
5.3.2 X-ray Photoelectron Spectroscopy 
XPS measurements were carried out at the Institute of Physical Chemistry (Justus-
Liebig-University Gießen) with a Physical Electronics PHI 5000 VersaProbe, using a 
monochromatic Al-Kα1 X-ray source (1486.6 eV, analytical spot size 100 μm). For all 
measurements the chamber pressure was kept below 5×10
−6
 Pa. First, the surface of each 
sample was analyzed by recording survey (analyzer pass energy: 117 eV) and detail 
spectra (analyzer pass energy: 23.5 eV) of the O 1s and Hf 4f lines. 
To investigate the bulk, depth profiles were recorded during sputter etching the 
sample with argon ions (0.5 keV, 1 min steps). It is well known that preferential 
sputtering effects may lead to a reduction of metal oxides [135]. Here the Hf 4f signals of 
all samples showed a new component at lower binding energies after sputtering, which 
can be attributed to reduced Hf states. In order to rule out the influence of the etching 
procedure, all samples were sputtered for 16 min. During this time the samples reached a 
stable state where no further reduction of Hf could be observed. Assuming the same 
matrix for all films, bulk spectra of the different samples can be compared, for which 
detail spectra were recorded with the parameters stated for the surface spectra above. As 
no carbon signal could be detected on the ion etched samples, the O 1s line at 530.3 eV 
was used as internal binding energy reference. 
5.3.3 Extended X-ray Absorption Fine Structure 
In addition to EPMA and XPS measurements, the stoichiometry of the samples 
was also analyzed using a first shell fit of EXAFS spectra measured on samples in the as-
prepared state. The recording of EXAFS spectra and the subsequent data analysis is 
explained in more detail in chapter 5.4.2. 
Using ARTEMIS [113] of the IFEFFIT [112] program package, the EXAFS 
equation (8) can be fitted to the first peak of a FT EXAFS spectrum corresponding to the 
first coordination shell. The scattering amplitude Fs(k), the phase shift ϕas(k) and the mean 
5 Experimental Details 
 
68 
 
free path length λ(k) were calculated with FEFF8 [136], using a crystalline monoclinic 
HfO2 structure model, for which the crystal parameters were taken from [49]. The values 
for the passive electron reduction factor 2
0S  (0.706738(32518)) and the squared Debye-
Waller factors 2
as  (O1: 0.002126(796); O2: 0.002323(925)) were taken from [79] and can 
be determined by fitting experimental data with a known structure, i.e., a crystalline 
monoclinic pellet of HfO2 with ARTEMIS [113]. The energy shift of the absorption edge 
ΔE0 was used as a fitting parameter for the crystalline reference, whereas it was not 
refined in the determination of Ns and Ras. In order to obtain values for Ns and Ras the 
EXAFS equation was fitted to the first peak of the FT EXAFS spectrum from 1.0–2.4 Å 
in R space. Seven scattering paths for the oxygen atoms surrounding the hafnium 
atom in the monoclinic structure (compare Figure 3) were used. For each of these 
seven paths the difference between Ras and the corresponding path in the crystalline 
structure was determined, yielding seven Hf-O distances in the amorphous sample. 
To obtain the coordination number Ns in the sample, each scattering path was given an 
occupation of Ns/7 atoms, as this is the coordination number in the crystalline monoclinic 
sample. Thus, the sum over all scattering paths yields the average total coordination 
number of the first shell. From these coordination numbers O/Hf ratios can be determined 
by dividing the coordination number by 3.5. This corresponds to the ratio of coordination 
number to O/Hf ratio in stoichiometric monoclinic HfO2, where the coordination number 
of oxygen around hafnium is seven. 
5.4 Structural Analysis 
To investigate the structure of the samples, X-ray diffraction, extended X-ray 
absorption fine structure, and transmission electron microscopy measurements were 
conducted. Samples were analyzed in their initial as-prepared state, as well as during and 
after thermal treatment to gain insight in the crystallization mechanisms. Furthermore, the 
density of the films was determined by X-ray reflectivity. 
5.4.1 X-ray Diffraction 
X-ray diffraction data was collected using a STOE & Cie GmbH θ/θ 
diffractometer with a scintillation counter on samples in the as-prepared state and after 
annealing (400 °C, 5 d, Ar atmosphere). The smallest step size and reproducible angular 
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accuracy are 0.001° Δθ, with a usable 2θ range of −10° to +168° and a scanning speed of 
0.05–6°∙s−1, while the measuring circle has a radius of 275 mm. As X-ray source a Cu X-
ray tube was used for all measurements, giving Kα1 (λ = 1.54060 nm) and Kα2 
(λ = 1.54443 nm) radiation with a balance point at λ = 1.5420 nm. Furthermore, Kβ 
radiation with λ = 1.39225 nm is generated but removed by a monochromator in front of 
the detector. The X-ray tube generator was set to a voltage of 40 kV and a current of 
40 mA for all measurements. Diffraction patterns were recorded in reflection geometry 
over a 2θ range of 15–70° with a step width of 0.05° and a measurement time of 20 s per 
step. The incident angle was kept constant at 10°. To improve measurement statistics, 
samples were rotated, if possible. The recording and evaluation of the diffraction patterns 
was handled with the STOE WinXPOW software [137]. 
5.4.2 Extended X-ray Absorption Fine Structure 
EXAFS measurements were performed in the Hamburger Synchrotronstrahlungs-
labor (HASYLAB) at the Deutsches Elektronen-Synchrotron (DESY) in Hamburg 
(Germany), as well as at the Berliner Elektronenspeicherring (BESSY II) of the 
Helmholtz-Zentrum in Berlin (Germany). At HASYLAB beamline C and at BESSY II 
beamline KMC-2 was used. 
5.4.2.1 Aperture Details of Beamline C (HASYLAB) 
HASYLAB beamline C is located at the synchrotron DORIS III (Doppel-Ring-
Speicher III), which is a positron storage ring with a circumference of 289.2 m. The 
positron energy is 4.45 GeV at five bunches of positrons in the ring. Synchrotron 
radiation is taken tangential to the storage ring and can be used for various experiments. 
The initial ring current is 140 mA at five bunches and is maintained by positron injections 
after a certain decay time. During injection, the interval between the single positron 
bunches is 192 ns. The radiation spectrum of DORIS III ranges from infrared to hard X-
ray radiation, while the X-ray range is especially intense. A total of 33 beamlines with 
about 40 experimental setups and different energies enable the performance of various 
experiments [138]. 
Beamline C is designed for high-energy XAS, in-situ XAS, and XRD. Its 
schematic layout is illustrated in Figure 28. The photon flux is 10
9
 photons∙s−1∙mm−2 with 
an energy range for monochromatic X-rays from 2.3–43.4 keV. The radiation is generated 
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with a bending magnet from the synchrotron and is limited by a slit system to a size of 
usually 1×10 mm
2
 (vertical/horizontal) behind the monochromator. As monochromators, 
two crystal couples are available. For the energy range from 2.3–22.3 keV a Si (111) 
crystal couple is available, while the energy range from 4.4–43.4 keV is accessible with a 
Si (311) crystal couple. Both monochromators can be exchanged remotely through 
horizontal translation. Furthermore, the beamline is equipped with a D-MOSTAB system 
to stabilize the radiation current and to eliminate higher harmonics. The monochromator 
is mounted on a goniometer, correlating the movements of the two crystals. While the 
first crystal is water-cooled, the second crystal is mounted on a piezo-driven micro-
goniometer, which acts as stabilizer for the monochromator. Another component of the 
monochromator is a high resolution Renishaw optical incremental encoder system, 
recording the tilting angle of the first crystal and thus giving an independent energy scale 
[139]. 
 
Figure 28: Layout of HASYLAB beamline C (top view). 
5.4.2.2 Aperture Details of Beamline KMC-2 (BESSY II) 
Beamline KMC-2 is located at the BESSY II storage ring, which is an electron 
storage ring with a circumference of 240 m, a total of 32 bending magnets, and an energy 
in the storage ring of 1.7 GeV. The BESSY II storage ring can be operated in the so-
called “Top-Up” mode where small injections of electrons are performed after short 
intervals (30–60 s) during operation of the synchrotron. This operation mode prevents the 
injection down time that is to be faced at synchrotrons with big injections after long decay 
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times, e.g., the DORIS III storage ring. The “Top-Up” mode is advantageous, albeit 
technically more complex, as measurements do not have to be interrupted because of 
storage ring refills and the ring current suffers no significant decay, leading to an overall 
more stable and continuous beam. For pre-injection acceleration a microtron is used. The 
radiation spectrum of BESSY II is similar to the spectrum of DORIS III, ranging from 
infrared to hard X-ray radiation, with a focus on soft X-rays. At a total of 50 experimental 
beamlines with different energies, various experiments can be performed [140]. 
 
Figure 29: Schematic layout of BESSY II beamline KMC-2 (top view). 
Beamline KMC-2 is designed and optimized for stability during energy scans in 
the X-ray regime; its schematic layout is illustrated in Figure 29. The photon exit flux is 
10
7–1010 photons∙s−1 at a ring current of 100 mA with monochromatic X-rays available in 
the range of 4–14 keV. The radiation is generated through a dipole and can be limited by 
a vertical and horizontal slit system between 0–10 mm in each direction. As 
monochromator, a Si (111) crystal couple with feedback stabilization (MOSTAB) is 
installed with the first crystal being water cooled [141, 142]. 
5.4.2.3 Experimental Details of Ex-situ EXAFS Measurements 
Ex-situ EXAFS measurements on samples prepared in O2, Ar, and Ar/H2, as well 
as on sintered HfO2 powder pellets, prepared as described in chapter 5.1.1.1, were 
performed at HASYLAB beamline C. The measurements were performed in fluorescence 
geometry, where the sample was tilted at an angle of 45° towards the incident beam. A 
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PIPS detector (75 mm diameter) was located perpendicular to the incident beam next to 
the sample. Measurements were performed at room temperature in air on the Hf LIII edge 
at 9561 eV in an energy range of 9311–10561 eV using the Si (111) monochromator 
crystal couple. The slit system was set to 1×6 mm
2
, while a Zn foil (K edge: 9659 eV) 
was used as reference for energy calibration. The first ionization chamber Isyn was filled 
with 66.0×10
3
 Pa N2 and 0.60×10
3
 Pa Ar, the second ionization chamber Isam was filled 
with 99.9×10
3
 Pa Ar, and the third ionization chamber Iref was filled with 99.9×10
3
 Pa Kr. 
As the measurements were performed using a fluorescence detector, the spectra were 
obtained by dividing the respective PIPS detector signal by the storage ring current to 
account for different beam intensities due to the storage ring current decay. 
Ex-situ EXAFS measurements on samples prepared by direct-current magnetron 
sputtering, as well as samples prepared from a metallic Hf target (p_Hf) by pulsed laser 
deposition were performed at BESSY II beamline KMC-2. Analogous to the 
measurements carried out at HASYLAB beamline C, the measurements were performed 
in fluorescence geometry with the sample tilted towards the incident beam at an angle of 
45°. A Si-PIN (Silicon Positive Intrinsic Negative) photodiode detector was located 
perpendicular to the incident beam. Measurements were performed at room temperature 
in air on the Hf LIII edge at 9561 eV in an energy range of 9411–10561 eV, while the slit 
system was set to 1×6 mm
2
. The monochromator was energy calibrated before each 
measurement in accordance to the internal calibration procedure of the beamline. As the 
storage ring was operated in the “Top-Up” mode, the ring current was constant, enabling 
the direct use of the Si-PIN photodiode’s signal. 
5.4.2.4 Experimental Details of In-situ QEXAFS Measurements 
To analyze the crystallization kinetics, in-situ quick-scanning extended X-ray 
absorption fine structure measurements were performed at HASYLAB beamline C. For 
these measurements the beamline setup was changed by removing the original sample 
holder and replacing it with a custom-build furnace on a horizontally and vertically 
adjustable table (Figure 30). Before the actual measurements, position scans of the 
adjustable table were performed to align the furnace to the synchrotron beam, so it could 
pass through unhindered. The measurements were performed continuously at elevated 
temperatures (p_O2: 370 °C; p_Ar: 430 °C; p_Ar/H2: 440 °C) under a He atmosphere. 
Below these temperatures no change in the FT EXAFS spectrum could be observed 
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within 2 h. Analogous to the ex-situ measurements at HASYLAB beamline C, the 
measurements were carried out in fluorescence geometry using a PIPS detector (75 mm 
diameter) for the sample signal and three ionization chambers for the detection of a 
reference signal (Isyn: 66.0×10
3
 Pa N2, 0.60×10
3
 Pa Ar; Isam: 99.9×10
3
 Pa Ar; Iref: 
99.9×10
3
 Pa Kr). 
 
Figure 30: Schematic layout of HASYLAB beamline C during in-situ measurements (top view). 
As the measurement time for a standard EXAFS spectrum at HASYLAB beamline 
C is too long for the analysis of crystallization kinetics, quick-scanning EXAFS was used. 
In standard EXAFS measurements a short wait time is implemented before each energy 
step to allow the mechanically induced monochromator vibrations to settle. As in the 
QEXAFS mode the spectrum is recorded in one continuous sweep, these wait times are 
not necessary, significantly reducing the measurement time. QEXAFS spectra were 
recorded on the Hf LIII edge at 9561 eV in the range from 9311–10561 eV with a step size 
of 0.5 eV and a total sweep time of 150 s. Again, the fluorescence detector signal was 
correlated with the storage ring current to obtain the spectra. To improve the data quality, 
five consecutive measurements were merged. 
5.4.2.5 Extraction of EXAFS Oscillations 
Data analysis of the recorded (Q)EXAFS spectra was performed with the IFEFFIT 
[112] program package, more specifically with the ATHENA and ARTEMIS [113] 
programs. After importing the data into ATHENA, the E0 value, marking the energy 
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necessary to excite an electron from the absorbing atom into continuum, was determined. 
Usually this value is determined from the inflection point of the absorption edge. After 
the determination of E0, it is possible to correct the energy alignment of the spectrum, e.g., 
using the absorption edge of a known reference. In the ATHENA program it is 
furthermore possible to remove glitches from the recorded data. After these optional steps, 
the spectrum is normalized by fitting a straight line to the pre-edge regime and a second 
order polynomial to the post-edge regime. The normalized absorption μ(E)norm can be 
calculated from equation (35), where μ(E) is the measured absorption, μ(E)pre the pre-
edge fit, and μ(E)post the post-edge fit: 
  
   
    prepost
pre
norm
EE
EE
E





  (35) 
 
Figure 31: Normalized EXAFS spectrum of sintered HfO2 powder. 
An example of a normalized EXAFS spectrum is depicted in Figure 31, where the 
pre- and post-edge fitting (pre-edge: 9311–9531 eV; post-edge: 9711–10366 eV) and 
subsequent normalization was performed on a sintered HfO2 powder sample. This sample 
was produced after the method stated in chapter 5.1.1.1. In the next step the background 
of the spectrum is described by a background function μ0(E), where the background can 
be seen as absorption in the same chemical environment but without interference 
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phenomena. This background is subtracted from the normalized spectrum after equation 
(36) to eliminate the edge rise and to obtain the pure EXAFS oscillation as a function of 
the synchrotron radiation’s energy [94]. Various functions can be used as background 
functions, as for instance, a cubic least-square spline or a cubic smoothing spline fit to the 
data [114]. 
  
   
 E
EE
E norm
0
0




  (36) 
Instead of expressing the EXAFS oscillation as a function of the energy, it is 
common to express it as a function of the electron wave vector k. Thus, the energy has to 
be transformed into k values in the unit Å−1 after equation (37): 
  
 
2
02

EEm
Ek e

  (37) 
In this equation, me is the electron mass, E the energy value, E0 the edge energy, 
and ℏ the reduced Planck constant. 
 
Figure 32: k
2
 weighted EXAFS oscillation of sintered HfO2 powder in k space. 
To counter the decay of EXAFS oscillations at higher wave vectors, the 
oscillation is usually k-weighted. In this process the original oscillation χ(k) is 
-1.20
-1.00
-0.80
-0.60
-0.40
-0.20
0.00
0.20
0.40
0.60
0.80
1.00
1.20
1.40
1.60
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
k
2
∙χ
(k
)
/ 
Å
−
2
k / Å−1
5 Experimental Details 
 
76 
 
multiplied with a function k, k2 or k3. Figure 32 shows the k2-weighted EXAFS 
oscillation of a sintered HfO2 powder sample in k space. If the EXAFS oscillation in k 
space is Fourier transformed, the FT EXAFS spectrum  R  in R space is obtained 
(k-range: 2–11 Å−1) (see Figure 33). The FT EXAFS spectra of other samples were 
obtained by the same procedure. However, in some cases the data quality at higher 
wave vectors was too low to perform a Fourier transform in the full range of 2–
11 Å−1. In these cases the highest k-value with visible oscillation was chosen as 
upper limit for Fourier transformation. 
 
Figure 33: FT EXAFS spectrum of sintered HfO2 powder. 
While the FT EXAFS spectrum of a sample offers a first glimpse of the absorbing 
atom’s surroundings, it does not pose a radial distribution function. To obtain the real 
distances between atoms, it is necessary to perform a phase correction on the different 
scattering paths with the phase shift  kas  (see also chapter 4.2.3.4). 
5.4.2.6 Data Processing and Evaluation 
After obtaining the EXAFS oscillations in k space or the FT EXAFS spectrum in 
R space, it is possible to gather more information from these data. As mentioned earlier 
and described in chapter 5.3.3, the coordination number, and thus information about the 
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level of oxygen content in the sample can be obtained from the first peak in the FT 
EXAFS spectrum by fitting a structure model to the experimental data using the 
ARTEMIS program [113] of the IFEFFIT program package [112]. 
Furthermore, it is possible to analyze the crystallization kinetics of samples 
measured by in-situ QEXAFS during thermal treatment. In order to determine the degree 
of crystallinity of a sample at a given time, an amorphous and a crystalline reference are 
necessary. As amorphous reference, the first EXAFS spectrum of the sample at the given 
crystallization temperature (p_O2: 370 °C; p_Ar: 430 °C; p_Ar/H2: 440 °C) in k space 
was used, while the last EXAFS spectrum at the given temperature was used as 
crystalline reference. The crystallinity of the crystalline reference was confirmed by 
comparing the FT EXAFS spectra with those of samples that were thermally treated at 
400 °C for 5 d and proven to be crystalline by X-ray diffraction. Only isothermally 
recorded data were used for evaluation. Using the two references, a Linear Combination 
Fit (LCF) was performed using the ATHENA program [113]. Fitting was performed in k 
space in the range of 3–8 Å−1 as the data quality at higher wave vectors was not 
sufficient to perform a reliable fit. The equation used for the LCF is stated in equation 
(38), where χ(k) is the EXAFS spectrum of the sample in k space, Ξ the crystalline phase 
fraction, and χcrys and χam are the EXAFS spectra in k space of the crystalline and 
amorphous reference, respectively. 
     amcrysk   1  (38) 
In order to acquire the crystallization kinetics, linear combination fits were 
performed for all time dependent measurements, giving the crystalline phase fraction Ξ as 
a function of time. This function was subsequently evaluated after the Avrami method 
[143-145] using the simplified form of the Kolmogorov-Johnson-Mehl-Avrami equation 
(39) [146]: 
     AvrnAvr tkt  exp1  (39) 
In this equation, Ξ(t) is the time dependent crystalline phase fraction, t the 
annealing time, and kAvr and nAvr are the rate constant and the Avrami exponent, 
respectively. This equation was implemented in the Origin 8.6G program and 
subsequently fitted to the experimental data to obtain values for kAvr and nAvr. 
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5.4.3 Transmission Electron Microscopy 
Transmission electron microscopy measurements were carried out at the Central 
Facility for Electron Microscopy of the RWTH Aachen University. Before the TEM 
analysis, lamellas of about 100 nm thickness were cut from the samples with the Focused 
Ion Beam (FIB) technique. These lamellas were analyzed using a FEI Tecnai F20 high-
resolution transmission electron microscope equipped with an EDX Si(Li) detector 
(Tracor TN 5502), PEELS (Gatan 666), and a slow-scan CCD camera (Gatan 690). In the 
analytical mode the point resolution is 0.28 nm with tilting angles of ±25°. In the high-
resolution mode the point resolution is 0.21 nm with tilting angles of ±12° [147]. While 
all other samples were prepared on amorphous SiO2 substrates, the technical requirements 
of the TEM aperture made the sample preparation on crystalline Si substrates (cut from a 
Si wafer, approximately 10×10 mm
2
 size) necessary. 
5.4.4 X-ray Reflectivity 
To determine the samples’ densities, X-ray reflectivity measurements were 
performed at the I. Institute of Physics (IA) (RWTH Aachen University) using a 
PANalytical X’pert PRO MRD diffractometer. The diffractometer uses an open Eulerian 
cradle that can be translated in three dimensions with a vertical minimum step size of 
1 μm, allowing rotation of the sample with high precision [148]. As X-ray source, a Cu 
X-ray tube was used, giving Kα1 (λ = 1.54060 nm) and Kα2 (λ = 1.54443 nm) radiation 
with a balance point at λ = 1.5420 nm. Kβ radiation with λ = 1.39225 nm is generated but 
removed by monochromators and filters in the diffractometer. For all measurements the 
X-ray tube generator was set to a voltage of 45 kV and a current of 40 mA while the 
measurements were performed in the θ/2θ geometry with an incident angle of 0–1.5°, 
giving a 2θ range of 0–3°. Data was collected with a step size of 0.004° and an integration 
time of 3.5 s per step. The collected data were evaluated and fitted with the Philips 
WinGIXA software to determine the samples’ densities. 
5.5 Optical and Electrical Properties 
In addition to investigations on stoichiometry and structure of the thin films, their 
optical and electrical properties were analyzed. 
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5.5.1 UV/Vis Spectroscopy 
Ultra-violet/visible spectroscopic analysis was carried out using a Jasco V-550 
UV/Vis dual-beam spectrophotometer. The available wavelengths range from 190–
900 nm, using a deuterium (190–350 nm) and a halogen lamp (330–900 nm). The 
wavelength accuracy is ±0.3 nm with a reproducibility of ±0.1 nm, which is also the 
wavelength display increment. As photometric modes, absorbance, transmittance, and 
reflectance can be detected. To analyze thin films, an uncovered glass substrate was used 
as reference while the spectral range was 200–800 nm with a step width of 0.5 nm [149]. 
5.5.2 Electrical Measurements after Van der Pauw 
The electrical properties of the samples and the temperature dependence of these 
properties were investigated after the van der Pauw method in a custom build furnace in 
an argon atmosphere. Before the measurements, the thin film samples were contacted in 
the four corners with conductive silver paste and 50 μm thick gold wires, illustrated in 
Figure 34 with the general furnace layout. 
 
Figure 34: Schematic layout of the furnace used for electrical conductivity measurements. 
The measurements were performed in a temperature range of 100–400 °C during 
heating and cooling with temperature steps of 10–20 °C. The temperature is measured 
using a thermocouple in combination with a Keithley 2701. The measuring aperture is 
operated with a LabVIEW script, enabling an automated temperature and measurement 
control. The smallest current range of the aperture is 1 nA, applied by a Keithley 2400 
source meter. The resistance of the sample is determined at ±1.0 nA, ±0.7 nA, ±0.3 nA, 
and 0 nA with a maximum voltage of 2.0 V. This maximum voltage is coded into the 
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LabVIEW script to prevent reaching the decomposition voltage of the sample. Before the 
conductivity measurement, the ohmic behavior of the current applying contacts on the 
sample is tested. At the same time, a range-check is performed to control, if the voltage 
necessary to apply the maxima of the current range (e.g., ±1 nA) is below ±0.2 V. Should 
this be the case, the current range is increased stepwise to a maximum range of 1 mA. 
Likewise, the current range can be decreased, if the necessary voltage exceeds ±1.8 V. 
After determining the correct current range, the conductivity measurement is performed. 
Initially, the current is applied at contacts A and B, while the voltage is measured 
between contacts C and D with a Keithley 6501 electrometer. After the current range for 
this setup is measured, the current will be applied at contacts B and C and the voltage is 
measured between contacts A and D. This contact switching is implemented through a 
relay. In accordance with van der Pauw’s theory described in chapter 4.2.8, the resulting 
resistances R1 and R2 can be used to determine the conductivity ρs of the sample. As the 
measurements were performed as a function of temperature, it is furthermore possible to 
determine the activation energy from an Arrhenius plot using equation (18). 
5.5.3 Polarization Experiments after Hebb-Wagner 
To determine, if the electric conductivity is caused mainly by electronic or ionic 
conduction, polarization experiments after Hebb-Wagner were performed in an argon 
atmosphere at elevated temperatures. The general layout of these experiments is shown in 
Figure 35. 
 
Figure 35: Layout of the Hebb-Wagner polarization setup. 
First, the sample was partially covered with a sputtered gold layer. Subsequently, 
50 µm thick gold wires were attached to the sputtered blocking electrode and to the 
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uncovered film material using conductive gold paste to form a reversible electrode. After 
contacting, the sample was placed inside the furnace and connected to a Keithley 2601 
source meter and a Keithley 6485 picoammeter, where the anode was connected to the 
blocking sputtered gold electrode. To investigate the influence of the external applied 
voltage (Uext), it was varied from 0.0–2.2 V with a step width of 0.1 V at a temperature of 
200 °C. As the current is recorded as a function of time, it allows drawing conclusions on 
the contribution of σel and σion to the total electrical conductivity. Furthermore, 
measurements were performed with Uext = 2.0 V in a temperature range of 100–350 °C to 
investigate the temperature dependence of σel. In all measurements the current was 
measured at intervals of 500 ms. 
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6 Results and Discussion 
6.1 Optical Appearance 
To the naked eye, all films appear smooth and homogeneous without pinholes. 
Films that were deposited by pulsed laser deposition from a ceramic hafnium oxide target 
in an oxygen atmosphere (p_O2) are colorless and transparent, while films deposited in an 
argon (p_Ar) or argon/hydrogen (p_Ar/H2) atmosphere are of a dark brown to black color 
and opaque. Films prepared by PLD from a metallic hafnium target in an argon/hydrogen 
atmosphere (p_Hf) are of a slightly greyish color and transparent. Of the films prepared 
by direct-current magnetron sputtering, those deposited with oxygen partial pressures of 
9×10
−3
 Pa (s_09) and 12×10
−3
 Pa (s_12) are of black color and opaque, while those 
deposited with oxygen partial pressures of 15×10
−3
 Pa (s_15) and 20×10
−3
 Pa (s_20) are 
colorless and transparent. These colors are illustrated in a photographic representation in 
Figure 36. 
 
Figure 36: Photographic color representation of the synthesized thin films. 
The films show no signs of visual change in air at room temperature, neither after 
thermal treatment during in-situ QEXAFS or van der Pauw measurements. Also 
annealing at elevated temperatures in argon for a prolonged time, intended to make 
crystalline X-ray diffraction patterns accessible, left the films optically unchanged. 
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6.2 Surface Analysis 
In order to correct the film thickness with respect to the quartz substrate curvature, 
a 2
nd
 order polynomial was fitted to the edge regions of the profile corresponding to the 
substrate. Subsequently, this fit was subtracted from the profile resulting in a corrected 
profile, shown in Figure 37 to Figure 40 for films prepared by different methods. The 
sharp peaks in the profiles are artifacts caused when the profilometer’s needle gets stuck 
and is suddenly released. Films deposited by PLD in O2 exhibit a film thickness around 
530 nm, while films deposited in Ar or Ar/H2 show a slightly lower thickness around 
320 nm and 350 nm, respectively. This can be explained with argon atoms diverting and 
slowing the particles in the plasma to a greater extent compared to oxygen molecules with 
a much lower mass. 
 
Figure 37: Height profiles of samples p_O2 and p_Ar, prepared by pulsed laser deposition. 
 
Figure 38: Height profiles of samples p_Ar/H2 and p_Hf, prepared by pulsed laser deposition. 
On comparison between films prepared in Ar and Ar/H2, the hydrogen content 
reduces the argon content and thus the average mass of the gas atmosphere, leading to 
slightly thicker films. Films prepared by PLD from a metallic hafnium target (p_Hf) 
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exhibit a thickness around 270 nm. Considering the higher fluence and lower pressure 
during the synthesis from the metallic target, it can be deduced that the ablation from this 
target is energetically less efficient than the ablation from a ceramic target. 
The sample prepared by direct-current magnetron sputtering using an oxygen 
partial pressure of 9×10
−3
 Pa shows a thickness around 590 nm, while the samples 
prepared with 12×10
−3
 Pa, 15×10
−3
 Pa and 20×10
−3
 Pa exhibit thicknesses around 760 nm, 
860 nm, and 540 nm, respectively. 
 
Figure 39: Height profiles of samples s_09 and s_12, prepared by direct-current magnetron sputtering. 
 
Figure 40: Height profiles of samples s_15 and s_20, prepared by direct-current magnetron sputtering. 
As the sputter current was kept constant for all samples, the only variable is the 
sputter time, leading to deposition rates of 0.983 nm∙s−1, 1.267 nm∙s−1, 1.075 nm∙s−1, and 
1.080 nm∙s−1 for the samples s_09, s_12, s_15, and s_20, respectively. These deposition 
rates are quite similar and no dependency of the oxygen partial pressure is evident. 
The results of the interference microscopy analysis are shown throughout Figure 
41 to Figure 48, where Figure 41, Figure 43, Figure 45, and Figure 47 show the images 
recorded by the interference microscope in a 0.8×0.8 mm
2
 area. In these images the 
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height deviation from the mean height is shown as a gray scale, where lighter colors 
represent higher areas and darker colors represent lower areas. 
 
Figure 41: Interference microscopic images of films p_O2 and p_Ar. 
 
Figure 42: Histograms of films p_O2 and p_Ar. 
 
Figure 43: Interference microscopic images of films p_Ar/H2 and p_Hf. 
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Figure 44: Histograms of films p_Ar/H2 and p_Hf. 
 
Figure 45: Interference microscopic images of films s_09 and s_12. 
 
Figure 46: Histograms of films s_09 ands_12. 
For sample p_O2 the IM image is free of holes and very uniform. This impression 
is confirmed in Figure 42, where the histogram is shown, representing the maximum and 
minimum height of the sample. For sample p_O2 the histogram gives a roughness of 
±2.2 nm. The film prepared in Ar shows a similar image and roughness (±2.3 nm), though 
exhibiting some minor pinholes. On comparison, the films prepared in Ar/H2 by PLD and 
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the samples prepared by dcMS (s_09, s_12, s_15, and s_20) exhibit minor pinholes at 
slightly higher roughnesses of ±3.0 nm, ±3.2 nm, ±3.8 nm, ±3.5 nm, and ±3.9 nm, 
respectively. The film prepared from a metallic hafnium target by PLD exhibits more 
pinholes and a higher roughness of ±4.4 nm. The results of the surface analysis are also 
given in Table 6 below. 
 
Figure 47: Interference microscopic images of films s_15 and s_20. 
 
Figure 48: Histograms of films s_15 and s_20. 
 
Table 6: Film thicknesses and surface roughnesses. 
Sample p_O2 p_Ar p_Ar/H2 p_Hf s_09 s_12 s_15 s_20 
Thickness / nm 530 320 350 270 590 760 860 540 
Roughness / nm ±2.2 ±2.3 ±3.0 ±4.4 ±3.2 ±3.8 ±3.5 ±3.9 
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6.3 Stoichiometry 
The O/Hf ratios of the films prepared by various methods determined by different 
techniques in the as-prepared state are listed in Table 7. The results from all employed 
methods match very well and show the same trends of decreasing levels of oxygen 
content in the order s_20 ≈ p_O2 ≈ p_Hf ≈ s_15 > p_Ar > p_Ar/H2 >> s_12 >s_09. Due to 
technical difficulties, it was not possible to obtain sample s_20 in the as-prepared state for 
EPMA and XPS analysis after the original samples were exposed to thermal treatment. 
Table 7: O/Hf ratios of films prepared by different methods. 
Sample 
XPS 
surface 
XPS 
bulk 
EPMA 
EXAFS 
1
st
 shell fit 
 
s_20 – – – 2.1(2) 
st
o
ic
h
io
m
et
ri
c
 
p_O2 2.0(1) 2.0 2.07(3) 2.0(1) 
p_Hf 3.1(1) 1.9(1) 2.13(5) 2.0(3) 
s_15 2.3(1) 1.9(1) 1.98(2) 2.1(2) 
p_Ar 2.0(1) 1.8(1) 1.83(2) 1.9(1) 
n
o
n
-s
to
ic
h
io
m
et
ri
c
 
p_Ar/H2 1.9(1) 1.7(1) 1.75(1) 1.8(1) 
s_12 2.2(1) 1.4(1) 1.30(1) 1.5(2) 
s_09 2.1(1) 1.3(1) 0.85(1) 1.3(1) 
     
In the EPMA results samples p_O2 and s_15 show a stoichiometric O/Hf ratio 
around 2, while the other samples show a decreasing ratio, corresponding to an increasing 
oxygen deficiency. Interestingly, the sample p_Hf shows an O/Hf ratio above 2, which 
can be explained by the low sample thickness leading to the detection of signals from 
oxygen in the substrate. Unfortunately, this detection of additional oxygen could not be 
corrected without significantly increasing the error of the O/Hf ratio. In accordance with 
the other employed methods it appears that this sample is indeed stoichiometric. This is 
surprising, as sample p_Hf was deposited from a metallic target in a strongly reducing 
argon/hydrogen atmosphere. A possible explanation for this phenomenon could be the re-
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oxidation of the sample, enhanced by the low sample thickness and high amount of 
pinholes that could be seen in Figure 43. As XPS and EXAFS both show sample s_09 to 
have an O/Hf ratio around 1.3, the EPMA result at 0.85(1) is not considered in further 
evaluation. 
 
Figure 49: XPS detail spectra of the Hf 4f line of different HfO2−x samples. 
O/Hf ratios were obtained by fitting different orbital intensities to XPS detail 
spectra of the Hf 4f line. These detail spectra are shown in Figure 49, where the dashed 
lines represent measurements on the surface of the sample, while the solid lines represent 
spectra recorded after argon sputter etching for 16 min. All spectra exhibit only one peak 
that is split due to spin-orbit coupling. The 4f
 7/2
 line at 17 eV can be attributed to Hf
 4+
 
confirming that the films are fully oxidized at their surface [150]. Figure 49 shows the 
spectra recorded on the surfaces of the different sample to be almost identical, 
corresponding well to the stoichiometric O/Hf ratios for all sample surfaces in Table 7. 
This can be explained by re-oxidation of the sample surface which cannot be detected by 
EPMA, as the excitation volume in this method is too large. Ratios above 2 could be 
explained by surface contamination where especially sample p_Hf seems to be affected. 
After sputtering, the peak shape of the Hf 4f signals of all samples changes and 
shows a new component at lower binding energies, which can be attributed to reduced Hf 
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states. This reduction is partially caused by the preferential removal of oxygen during 
sputtering [135] but also shows a strong dependence on the gas atmosphere during sample 
preparation, where a lower oxygen partial pressure or stronger reducing conditions lead to 
more pronounced intensities of reduced states. In order to correct the bulk O/Hf ratios the 
same (amorphous) matrix for all films was assumed and the preferential sputtering shift 
of sample p_O2 was determined. This sample was assumed to be fully stoichiometric in 
the bulk, in accordance with the results from EPMA measurements. In the cases of 
samples s_09 and s_12 metallic contributions can be seen on the lower binding energy 
side of the spectra. It can therefore be concluded that the samples s_09, s_12, p_Ar/H2, 
and p_Ar contain hafnium in oxidation states lower than Hf
 4+
, corresponding well to the 
trends shown in Table 7. Furthermore, the results are in good agreement with the binding 
energy values for Hf
 z+
Oy suboxides (15.41(97) eV) reported by Suzer et al. [151]. 
 
Figure 50: First peak detail of FT EXAFS spectra of samples in the as-prepared state. 
Figure 50 depicts the first peak details of FT EXAFS spectra of various samples in 
the as-prepared state that were used to obtain the O/Hf ratios from an EXAFS first shell 
fit as described in chapter 5.3.3. Figure 50 shows that the first peak is very similar for 
some samples, while a significant decrease in intensity can be seen for others, mainly 
samples s_09, s_12, and p_Ar/H2, which were previously confirmed to be oxygen 
deficient. As the first peak in the FT EXAFS spectrum corresponds to the first 
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coordination shell and thus Hf-O order, a decrease in the intensity of this peak can be 
seen as a sign of decreasing level of oxygen content. 
 
Figure 51: First shell coordination number fit of an amorphous HfO2 film deposited in O2 in R space (top) 
and q space (bottom). Both diagrams show the same fit, for which the reverse FT was carried out from 1.0 
to 2.4 Å. 
The first shell coordination number fit of a film deposited in an oxygen 
atmosphere by PLD in the amorphous as-prepared state is shown in Figure 51, where the 
top depicts the FT EXAFS spectrum and the fit in R space. On the bottom, the same fit in 
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q space after reverse Fourier transformation from 1.0–2.4 Å is shown. Both diagrams 
show a very good match of the fit to the data with a very low R-factor, which is 
stated with the fit results for the Coordination Number (CN) in Table 8. The coordination 
numbers were used to calculate the O/Hf ratios listed in Table 7. Furthermore, Table 8 
states the fit results for the scattering path half-lengths 
1O
R –
7O
R . 
Table 8: First shell coordination number fit results for samples prepared by different methods. 
Sample s_20 s_15 p_Hf p_O2 p_Ar p_Ar/H2 s_12 s_09 
CN 7.5(7) 7.2(6) 7.1(9) 7.0(4) 6.5(4) 6.3(4) 5.3(7) 4.7(4) 
1O
R  1.90(3) 1.95(3) 1.92(5) 1.94(2) 1.90(2) 1.97(3) 1.91(4) 1.92(2) 
2O
R  2.13(3) 2.06(3) 2.10(5) 2.06(2) 2.02(2) 2.10(3) 2.15(6) 2.00(3) 
3O
R  2.11(3) 2.12(4) 1.91(4) 2.05(2) 2.05(2) 2.05(3) 2.06(6) 2.10(3) 
4O
R  2.11(3) 2.14(4) 2.10(5) 2.08(2) 2.08(3) 2.06(3) 2.08(6) 2.15(3) 
5O
R  2.03(3) 2.14(4) 2.16(6) 2.11(2) 2.10(3) 2.12(3) 2.15(6) 2.21(3) 
6O
R  2.11(3) 2.11(4) 2.17(6) 2.15(2) 2.14(3) 2.15(3) 2.16(6) 2.19(4) 
7O
R  2.11(3) 2.01(3) 2.09(5) 2.19(2) 2.18(3) 2.19(3) 2.07(6) 2.11(3) 
R-
factor 
0.0242 0.0154 0.0358 0.0166 0.0187 0.0216 0.0677 0.0146 
         
Table 8 shows that the abovementioned decrease in intensity of the first peak of 
the FT EXAFS spectra does indeed correspond to lower levels of oxygen content in the 
samples, as it leads to a lower coordination number, ultimately yielding a lower O/Hf 
ratio. The same trends for the O/Hf ratios can thus be seen in the results for the 
coordination number fits, giving CNs around 7 for samples p_O2, p_Hf, s_15, and s_20, 
which is in good agreement of the CN of 7 oxide ions around the hafnium ion in 
stoichiometric monoclinic hafnium oxide (compare Figure 3). For the remaining samples 
a decreasing coordination number can be observed, corresponding well to the trends 
determined by EPMA and XPS, where the levels of oxygen content in the samples 
decrease in the order s_15 ≈ p_Hf ≈ p_O2 > p_Ar > p_Ar/H2 >> s_12 > s_09. As the 
results for the O/Hf ratios determined from the EXAFS first shell fit are in good 
agreement with the XPS bulk results, it can be assumed that the results regarding sample 
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s_20 are reliable and the sample is fully stoichiometric. In regards of the scattering path 
half-lengths, it should be noted that all paths are slightly shorter than the ones in the 
crystalline structure model but no dependencies of scattering path half-lengths from the 
level of oxygen content can be observed. 
6.4 Structural Analysis 
6.4.1 As-prepared State 
In Figure 52 the X-ray diffraction patterns of different samples in the as-prepared 
state are depicted. It shows that all samples except s_15 and s_20 are fully amorphous, as 
they show no diffraction peak. The samples s_15 and s_20 exhibit several small peaks 
and one intense peak at 28.3° 2θ, which can be attributed to the monoclinic hafnium 
oxide phase. This indicates that these samples are at least partially crystalline in their as-
prepared state. 
 
Figure 52: X-ray diffraction patterns of samples in the as-prepared state. The markers indicate the 
diffraction pattern of the monoclinic hafnium oxide phase [49]. 
A possible explanation could be that the energy and oxygen content in the 
atmosphere during dcMS synthesis for these samples were high enough to allow for 
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oxidation of the hafnium particles and subsequent movement on the substrate surface to 
form crystalline clusters. 
 
Figure 53: FT EXAFS spectra of samples in the as-prepared state. 
Figure 53 shows the FT EXAFS spectra of samples prepared by different methods 
in the as-prepared state. For comparison the FT EXAFS spectrum of a sintered HfO2 
powder pellet is shown. For films determined to be stoichiometric, the first peak, 
corresponding to Hf-O order, is very similar to the stoichiometric and crystalline powder 
pellet. As mentioned in chapter 6.3, a decrease in the intensity of the first peak can be 
observed for oxygen deficient samples (p_Ar/H2, s_12 and s_09). The second peak in the 
FT EXAFS spectra, corresponding to the second coordination shell and thus Hf-Hf order, 
can be regarded as an indicator for crystallinity. For the samples determined to be 
amorphous by XRD the second peak is greatly diminished, while samples s_15 and s_20, 
which were previously determined to be partially crystalline, also show a higher intensity 
in the second peak compared to the amorphous samples. Thus, the results from the FT 
EXAFS spectra are in good agreement with the results from X-ray diffraction. 
Transmission electron microscopy images recorded on a FIB lamella cut from 
sample p_O2 in the as-prepared state are depicted in Figure 54. Part a) shows a High 
Angle Annular Dark Field (HAADF) overview of the sample. On the bottom the Si 
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substrate can be seen while in the middle the film itself appears homogeneous. On top the 
protective coating applied during FIB cutting is visible. In part b) a High Resolution 
Transmission Electron Microscopy (HRTEM) image is shown, in which the sample 
appears amorphous. In the Fast Fourier Transform (FFT), shown in the upper right corner 
of part b), no diffraction can be observed, confirming the sample to be amorphous. In part 
c) the electron diffraction pattern is shown, in which the amorphous halo around the 
primary beam is predominant. However, some diffraction spots can be observed. 
 
Figure 54: TEM images of sample p_O2 in the as-prepared state. An HAADF sample overview is shown in 
part a), while an HRTEM image of the film with FFT diffraction pattern is depicted in part b). Part c) 
shows an electron diffraction pattern of the sample. 
 
Figure 55: TEM images of sample p_O2 in the as-prepared state, showing electron beam induced damage. 
A dark field overview of the sample is given in part a), where the damaged areas have been highlighted in 
red. HRTEM images and FFT diffraction pattern of the sample before (b) and after (c) extended beam 
exposure are shown. 
These spots can be understood if Figure 55 is taken into account. In part a) a dark 
field overview image is depicted, where the previously homogeneous film layer has been 
damaged (highlighted in red). This damage is assumed to have been induced by the high 
energy electron beam of the TEM instrument. Part b) depicts an HRTEM and FFT 
diffraction pattern of the sample in an area that has previously not been observed and 
therefore not been exposed to the electron beam. It is evident that the sample is fully 
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amorphous in this region. However, if the beam is kept at the same location for a short 
time, the beam causes the sample to crystallize, as shown in part c), where an HRTEM 
and FFT diffraction pattern after beam exposure are depicted, clearly showing an at least 
partially crystalline structure of the sample. It can thus be concluded that the sample was 
initially fully amorphous, which is in good agreement with the results from XRD but 
crystallizes under extended beam exposure. 
 
Figure 56: TEM images of sample p_Ar in the as-prepared state. An HAADF sample overview is shown in 
part a), while an HRTEM image of the film with FFT diffraction pattern is depicted in part b). Part c) 
shows an electron diffraction pattern of the sample. 
Figure 56 shows the TEM images of the sample p_Ar, where part a) depicts an 
HAADF overview illustrating that the sample is more heterogeneous than sample p_O2. 
Part b) shows an HRTEM image and the corresponding FFT diffraction pattern, revealing 
that this sample is not fully amorphous but exhibits crystalline regions. These findings are 
confirmed in part c), where the electron diffraction pattern is shown. Similar to the 
sample p_O2, the amorphous halo is predominant but a larger number of diffraction spots 
with an increased intensity can be observed. As for this sample the beam exposure time 
was minimized and in the HAADF mode no beam damage could be found, it is concluded 
that this sample was not fully amorphous in the as-prepared state. This result stands in 
contrast to the X-ray diffraction analysis, in which the sample p_Ar did not exhibit any 
diffraction peaks. A possible explanation is that the crystalline regions that can be 
observed with HRTEM are too small to be detected in X-ray diffraction. 
Analogous to the previous samples, the TEM images for sample p_Ar/H2 are 
presented in Figure 57. As can be seen in part a), the film is very homogeneous. Part b) 
shows the film to be fully amorphous in HRTEM and FFT diffraction, which is confirmed 
by the electron diffraction pattern in part c). For this sample only the amorphous halo can 
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be observed with no diffraction spots to be seen. These findings are in good agreement 
with the results from XRD, where sample p_Ar/H2 does not exhibit any diffraction peaks. 
 
Figure 57: TEM images of sample p_Ar/H2 in the as-prepared state. An HAADF sample overview is shown 
in part a), while an HRTEM image of the film with FFT diffraction pattern is depicted in part b). Part c) 
shows an electron diffraction pattern of the sample. 
In summary, it could be shown that in the as-prepared state samples p_O2 and 
p_Ar/H2 are fully amorphous in both XRD and TEM analysis. Sample p_Ar appeared 
amorphous in XRD but was shown to contain small crystalline regions by HRTEM. 
Furthermore, XRD analysis showed samples p_Hf, s_09, and s_12 to be amorphous in the 
as-prepared state, while samples s_15 and s_20 exhibit diffraction peaks of the 
monoclinic hafnium oxide phase. 
6.4.2 Annealed State 
After thermal treatment at 400 °C for five days, all samples except p_Hf show 
diffraction peaks of the monoclinic hafnium oxide phase in their diffraction patterns as 
depicted in Figure 58, where the markers indicate the diffraction pattern of the monoclinic 
hafnium oxide phase. The different intensities of certain peaks in the diffraction patterns 
can be explained by texturing effects in the samples. In the case of sample s_09, a peak at 
33° 2θ can be observed that does not appear in the monoclinic hafnium oxide phase. This 
peak can be attributed to metallic hafnium in the α-phase, indicating that this film is 
partially metallic. The peaks at 38.2° 2θ and 44.5° 2θ in the diffraction patterns of 
samples s_09 and s_15 can be attributed to the diffraction pattern of silver. This can be 
explained as the sample was annealed after being subject to electrical conductivity 
measurements during which the sample was contacted with silver paste. As these contacts 
could not be fully removed without destruction of the sample, they seem to have 
contributed to a small extent to the diffraction pattern. Interestingly, samples s_15 and 
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s_20, which were already partially crystalline in the monoclinic hafnium oxide phase in 
the as-prepared state exhibit a diffraction peak at 30.5° 2θ. This peak can be attributed to 
the tetragonal hafnium oxide phase, which is normally only stable at elevated 
temperatures above 1600–1800 °C (compare chapter 3.2). 
 
Figure 58: X-ray diffraction patterns of samples after thermal treatment at 400 °C for 5 d. The markers 
indicate the diffraction pattern of the monoclinic hafnium oxide phase [49]. 
 
Figure 59: TEM images of sample p_O2 after thermal treatment at 400 °C for 5 d. A bright field sample 
overview is shown in part a), while an HRTEM image of the film with FFT diffraction pattern is depicted in 
part b). Part c) shows an electron diffraction pattern of the sample. 
Figure 59 depicts TEM images of a FIB lamella cut from sample p_O2 after 
thermal treatment at 400 °C for 5 d. In part a) a bright field sample overview is shown, 
illustrating that the previously homogeneous sample now exhibits domains hinting at 
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regimes of varying crystallinity. In part b) the HRTEM image seems to shows that the 
sample is crystalline but contains grains with different orientations. The FFT diffraction 
pattern corresponding to the HRTEM image still shows a weak amorphous halo but also 
clearly distinguishable diffraction spots, suggesting that besides the crystalline domains a 
small fraction of amorphous matrix remains. The electron diffraction pattern in part c) 
shows no visible amorphous halo. Also, the diffraction spots are clearly separated, 
indicating the sample to be almost monocrystalline. The diffraction spots can be 
attributed to the monoclinic hafnium oxide phase. However, some diffuse scattering can 
be observed that can be explained by structural defects, some of which are known to 
occur in hafnium oxide [152]. 
 
Figure 60: TEM images of sample p_Ar after thermal treatment at 400 °C for 5 d. A bright field sample 
overview is shown in part a), while an HRTEM image of the film with FFT diffraction pattern is depicted in 
part b). Part c) shows an electron diffraction pattern of the sample. 
In Figure 60 the TEM images of sample p_Ar after thermal treatment are depicted. 
In part a) a bright field sample overview can be seen, showing a greatly increased 
heterogeneity compared to the already heterogeneous as-prepared state of this sample. 
The HRTEM image in part b) shows a large crystalline domain that can also be observed 
in the FFT diffraction pattern, displaying quite detailed diffraction spots. The electron 
diffraction pattern depicted in part c) shows the sample to be almost monocrystalline in 
the monoclinic hafnium oxide phase with minor traces of diffuse scattering, possibly 
caused by the oxygen deficiency or structural defects. These observations indicate that 
sample p_Ar is in a more crystalline state than sample p_O2 after the thermal treatment, 
possibly caused by the presence of crystalline nuclei in the as-prepared state of sample 
p_Ar, whereas sample p_O2 was shown to be fully amorphous. 
Analogous to the previous samples, Figure 61 shows the TEM images from 
sample p_Ar/H2. Part a) depicts a bright field sample overview, which is quite similar to 
Si
HfO2−x
Coatinga) b) c)
2 nm50 nm
6 Results and Discussion 
 
101 
 
that of sample p_Ar, showing a quite heterogeneous structure in the film. In the HRTEM 
image of part b) the sample exhibits crystalline domains of varying orientation, while the 
FFT diffraction pattern shows a similar image as sample p_Ar with detailed diffraction 
spots and no amorphous halo, also indicating high crystallinity in this sample. The 
electron diffraction pattern in part c) indicates the presence of polycrystalline and 
monocrystalline domains of the monoclinic hafnium oxide phase. 
 
Figure 61: TEM images of sample p_Ar/H2 after thermal treatment at 400 °C for 5 d. A bright field sample 
overview is shown in part a), while an HRTEM image of the film with FFT diffraction pattern is depicted in 
part b). Part c) shows an electron diffraction pattern of the sample. 
If the electron diffraction patterns of the samples are compared, it seems that the 
crystallinity has advanced furthest in samples p_Ar and p_O2, as these are almost 
monocrystalline, while sample p_Ar/H2 appears to contain polycrystalline domains. A 
possible explanation could be that the oxygen deficiency introduced during synthesis in 
samples p_Ar and p_Ar/H2 inhibits the crystallization process, while the crystalline nuclei 
in sample p_Ar in the as-prepared state help the sample to overcome this inhibition. 
6.4.3 Crystallization Kinetics 
In order to investigate the crystallization kinetics of the samples p_O2, p_Ar, and 
p_Ar/H2, in-situ quick-scanning EXAFS measurements were performed. The time 
dependent FT EXAFS spectra of these samples prepared by PLD are shown in Figure 62 
to Figure 64. In each figure the FT EXAFS spectrum of a stoichiometric sintered HfO2 
powder pellet is shown for comparison. The temperatures indicate the respective 
temperatures at which the crystallization was observed. 
For all samples the first peak of the FT EXAFS spectra is quite similar to that of 
the stoichiometric sintered HfO2 powder pellet. The slight deviations can be explained by 
Si
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the different levels of oxygen content. The second peak intensifies during thermal 
treatment for all samples, and in the cases of samples p_O2 and p_Ar almost reaches the 
shape and intensity of the sintered powder pellet. 
 
Figure 62: Time dependent FT EXAFS spectra of sample p_O2. 
 
Figure 63: Time dependent FT EXAFS spectra of sample p_Ar. 
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Figure 64: Time dependent FT EXAFS spectra of sample p_Ar/H2. 
In the case of sample p_Ar/H2, the second peak also intensifies but does not fully 
reach the intensity of the powder pellet. As mentioned previously, the second peak 
corresponds to Hf-Hf order and can be regarded as an indicator for crystallinity. These 
findings are in good agreement with the TEM results, in which it could be seen that the 
samples p_O2 and p_Ar reach an almost monocrystalline state, while sample p_Ar/H2 
exhibits a more polycrystalline structure. Because of this more polycrystalline character 
of the sample the Hf-Hf order might be lower than in the other samples. 
In order to determine the crystallinity of a sample at a given time, linear 
combination fits were performed after equation (38). As references, the first and the last 
spectrum at the specified temperature were used. In Figure 65 an exemplary linear 
combination fit for the sample p_O2 prepared by pulsed laser deposition in oxygen is 
shown. The black solid line on top shows the measured data for the sample after being 
thermally treated at 370 °C for 210 min, while the dashed black line shows the linear 
combination fit, which is in good agreement with the experimental data. The dotted black 
line below the experimental data shows the difference between fit and experimental data, 
confirming the good agreement of the fit with the measured data. The red and the blue 
line show the crystalline and amorphous reference spectra, weighted with the crystalline 
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phase fraction Ξ in accordance with equation (38). For this example a crystalline phase 
fraction of Ξ = 0.472(27) was determined.  
 
Figure 65: Exemplary linear combination fit of sample p_O2 annealed at T = 370 °C for t = 210 min 
(Ξ = 0.472(27)). 
If the crystalline phase fraction Ξ is determined for different times and plotted 
against t, the crystallization kinetics can be analyzed. The crystalline phase fractions of 
samples prepared by PLD under varying conditions are shown in Figure 66 as functions 
of time. Subsequently, the experimentally determined time dependent crystalline phase 
fractions can be fitted after the Avrami method using equation (39). The parameters 
(annealing temperature T, Avrami exponent nAvr and rate constant kAvr) of the fits are 
stated in Table 9 below. These fits are also shown in Figure 66, where the crystallinity of 
all samples reaches the value limit of 1, though the shape differs greatly. The sample 
prepared in O2 crystallizes much faster than those deposited under reducing conditions, 
although those were annealed at higher temperatures. This might be due to the different 
levels of oxygen content in the samples and the effect of oxygen deficiency on the 
inhibition of crystallization mentioned above. The difference between the crystallization 
kinetics of sample p_Ar and p_Ar/H2 might be due to the crystalline nuclei present in 
sample p_Ar in the as-prepared state observed in the TEM characterization. These 
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crystallites might affect the fit and lead to the less than optimal representation of the 
experimental data. 
Table 9: Resulting parameters from the Avrami fits. 
Sample p_O2 p_Ar p_Ar/H2 
T / °C 370 430 440 
nAvr 2.89(13) 2.03(10) 2.26(7) 
kAvr / 10
−3
 min
−1
 4.12(5) 2.18(4) 2.78(3) 
    
 
Figure 66: Crystallization kinetics of HfO2−x films deposited by PLD in varying gas atmospheres. 
The first requirement for the crystallization of a sample is the presence of nuclei to 
initiate the phase transformation. These nuclei can be present in the sample from the 
beginning or can form as part of the crystallization mechanism. In the second step the 
nuclei will have to grow, which can occur in a linear or parabolic way. For linear growth 
and a nucleation rate of zero, e.g., in a quenched sample with no further nucleation, the 
Avrami exponent nAvr directly indicates the growth dimension. An Avrami exponent of 1 
corresponds to linear needle-like growth, an exponent of 2 corresponds to two-
dimensional disk-like growth, while nAvr of 3 is found in three-dimensional polyhedral 
growth [145, 146]. If there is a constant nucleation rate, two-dimensional growth will 
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yield an Avrami exponent of 3, while three-dimensional growth will give an exponent of 
4. In the case of parabolic growth and a nucleation rate of 0, two- and three-dimensional 
growth will give Avrami exponents of 1 and 1.5, while a constant nucleation rate will 
yield an exponent of 2.5 for three-dimensional growth, respectively [146]. Table 10 gives 
an overview over the different Avrami exponents for the different growth modes 
discussed above. 
Table 10: Avrami exponents for different growth modes [146]. 
Growth 
Dimensions 
Linear Growth Parabolic Growth 
Nucleation Rate Nucleation Rate 
0 constant 0 constant 
1 1 – – – 
2 2 3 1 – 
3 3 4 1.5 1.5 
     
As was discussed by Ranganathan and Heimendahl [146], the Avrami exponent 
nAvr can be expressed as sum of a morphological index mAvr and a nucleation rate 
parameter aAvr. An overview over these parameters is given in Table 11: 
Table 11: Morphological index and nucleation rate parameter. 
mAvr Particle Growth aAvr Nucleation Rate 
1 One-dimensional 0 0 
2 Two-dimensional 1 constant 
3 Three-dimensional > 1 increasing 
  0 < aAvr < 1 decreasing 
    
It was reported that in the case of linear growth, the Avrami exponent can be 
expressed as equation (40) and in the case of parabolic growth as equation (41): 
 AvrAvrAvr amn   (40)  
2
Avr
AvrAvr
a
mn   (41) 
The Avrami exponent determined for sample p_O2 (2.89(13)) might indicate a 
two- or three-dimensional linear growth with a nucleation rate that is not constant, e.g., it 
would be possible that the particles grow in a two-dimensional fashion with a decreasing 
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nucleation rate. Another possibility would be three-dimensional growth with a nucleation 
rate of 0. The Avrami exponents for the samples prepared under reducing condition (p_Ar: 
2.03(10); p_Ar/H2: 2.26(7)) are quite similar and might indicate a one- or two-
dimensional linear growth with a non-constant nucleation rate. As the TEM images 
showed crystalline nuclei in the as-prepared state for sample p_Ar (compare Figure 56), it 
seems possible that this sample exhibits two-dimensional linear growth with a nucleation 
rate of 0. For sample p_Ar/H2 and p_O2 it seems possible that a two-dimensional linear 
growth with a decreasing nucleation rate is present, as no evidence for needle-like growth 
could be observed in the HRTEM images of the samples. Considering that the samples 
are thin films, it seems reasonable that the crystallization follows a two-dimensional 
growth pattern. 
6.4.4 Density 
The densities ρ of the samples determined by XRR are listed in Table 12. For 
comparison, the densities of stoichiometric crystalline HfO2 and elemental Hf are shown. 
Table 12: Sample densities determined by XRR. 
Sample Density ρ / g∙cm−3 
crystalline HfO2 [22] 9.68 
s_15 9.6(2) 
p_O2 9.7(2) 
p_Hf 9.8(2) 
p_Ar 10.1(2) 
p_Ar/H2 10.3(2) 
s_12 10.7(2) 
s_09 11.4(2) 
elemental Hf [22] 13.31 
  
Table 12 shows that all film densities are between the densities of elemental 
hafnium and stoichiometric crystalline hafnium oxide. It appears that the densities of 
some samples are in good agreement with the literature value of hafnium oxide, while the 
density increases for other samples. If the densities in Table 12 are compared to the O/Hf 
6 Results and Discussion 
 
108 
 
ratios in Table 7, it becomes apparent that samples with a density close to that of hafnium 
oxide are stoichiometric, while the increase in density correlates to an increased oxygen 
deficiency. This relation between stoichiometry and density is illustrated in Figure 67, 
where the densities are plotted against the O/Hf ratios determined by different methods. It 
shows that the density does not only increase when the level of oxygen content of the 
sample is decreased but also follows an almost linear trend between stoichiometric HfO2 
and elemental Hf, which is visible for all employed methods. These findings can be 
explained if it is considered that a sample with a lower level of oxygen content has a 
composition closer to elemental hafnium than a fully stoichiometric sample, therefore 
also exhibiting a density closer to that of elemental hafnium. 
 
Figure 67: Density as a function of O/Hf ratio of different samples. 
6.5 Properties 
6.5.1 Optical Properties 
To evaluate the optical band gap Eopt from the measured UV/Vis spectra in the 
range of 200–800 nm, the spectra were converted into Tauc plots [153], depicted in 
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normalized absorption, h the Planck constant, and ν the frequency of the light. Through 
extrapolation of the linear regime of the plot to the abscissa, the optical band gap Eopt can 
be determined. The visible part of the electromagnetic spectrum has been highlighted as 
an optical guideline. 
 
Figure 68: Tauc plots of HfO2−x films prepared by various methods. 
The Tauc plots show that for all samples considerable band tailing occurs, which 
was first found empirically by Urbach in 1953 [154]. A possible explanation for this 
phenomenon is the interaction of charge carriers with phonons [155]. The films prepared 
by PLD under reducing conditions (p_Ar, p_Ar/H2, and p_Hf) exhibit an increased base 
absorption prior to the linear regime (see inset in Figure 68). This increased base 
absorption, which is more pronounced and shifted to lower energies for sample p_Ar/H2 
than for samples p_Ar and p_Hf could explain the greyish to dark brown color of these 
films described in chapter 6.1. The low absorption of sample p_Ar in the spectral range of 
visible light may be caused by the low film thickness and transparency of the investigated 
film, leading to an almost colorless sample. As other films were too thick and opaque, 
only this film allowed the determination of absorption for sample p_Ar. Furthermore, 
samples p_Ar and p_Ar/H2 exhibit absorption shoulders in the range of about 2–5 eV for 
sample p_Ar/H2 and about 3.2–5 eV for sample p_Ar, which may be indicative of sub 
band gap defects. The samples p_O2, p_Hf, and s_20 on the other hand exhibit no 
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absorption shoulder. For the remaining samples prepared by dcMS, no evaluable spectra 
could be obtained as the available samples were too opaque or too thick to allow for 
transmission, thus rendering the absorption determination impossible. 
The optical band gaps determined for the investigated samples are given in Table 
13, where the band gap of crystalline stoichiometric hafnium oxide is listed for 
comparison. Table 13 shows that the band of the stoichiometric samples p_O2, p_Hf, and 
s_20 are in agreement with the values for the optical band gap of crystalline hafnium 
oxide (5.55–5.7 eV) found in literature [1, 36]. The samples determined to be oxygen 
deficient on the other hand show lower optical band gaps that may be due to the lower 
levels of oxygen content in these samples and the resulting increase in electron 
concentration. 
Table 13: Optical band gaps for samples prepared by different methods. 
Sample Eopt / eV 
p_Ar/H2 5.37(14) 
p_Ar 5.41(9) 
s_20 5.59(30) 
p_Hf 5.70(24) 
p_O2 5.89(25) 
crystalline HfO2 [1, 36] 5.55–5.7 
  
6.5.2 Electrical Properties of Stoichiometric Samples 
As explained in chapter 4.2.8, two resistances (R1 and R2) were measured to 
determine the resistivity ρs of a sample. Figure 69 depicts the measured resistances R1 and 
R2 for samples prepared by different techniques during heating as a function of 
temperature. Full symbols depict R1 and empty symbols depict R2. The measured 
resistances of an uncoated quartz substrate are shown for comparison. Figure 69 
illustrates that samples s_09, s_12, p_Ar/H2, and p_Ar exhibit significantly lower 
resistances than the quartz substrate. The other samples, which were previously 
determined to be stoichiometric, exhibit no significant difference in their resistance from 
the substrate. This indicates that the electrical conductivity of these samples is lower than 
or equal to the electrical conductivity of quartz. An explanation for this could be the high 
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band gap (5.55–5.7 eV [1, 36]) of stoichiometric hafnium oxide. As a consequence, the 
electrical conductivities and their temperature dependence are not suitable for further 
evaluation. Consequently, only the non-stoichiometric samples s_09, s_12, p_Ar/H2, and 
p_Ar are being considered in the following analysis of activation energies, temperature 
and stoichiometry dependence. 
 
Figure 69: Measured resistances of samples prepared by various methods during heating. Full symbols 
depict R1 and empty symbols depict R2. 
6.5.3 Electrical Properties of Non-stoichiometric Samples 
The electrical conductivity σ, determined after the van der Pauw method, is 
depicted as a function of temperature for the oxygen deficient films in Figure 70, where 
full symbols depict measurements during the heating of the sample, while empty symbols 
depict measurements performed during cooling. It is apparent that the two non-
stoichiometric films prepared by pulsed laser deposition (p_Ar and p_Ar/H2) exhibit 
semiconductor or ionic conductor behavior, meaning that their electrical conductivity 
increases with the temperature and with increasing oxygen deficiency 
(σ(p_Ar/H2) > σ(p_Ar)). For sample p_Ar/H2, electrical conductivities up to 1 S∙m
−1
 at 
340 °C could be measured. The difference between the electrical conductivities during 
heating and cooling of sample p_Ar may be due to partial oxidation. For samples s_09 
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and s_12, the electrical conductivities at 330 °C are 4–5 orders of magnitude higher than 
the electrical conductivity of sample p_Ar/H2. As furthermore no clear temperature 
dependency of the electrical conductivity can be observed for these samples, they are 
assumed to be partially metallic. This is supported by the previously described XPS 
results (chapter 6.3), where metallic contributions on the lower binding energy side of the 
recorded spectra could be observed for these samples. As this effect is more pronounced 
for sample s_09, it can be concluded that the metallic fraction in this sample is larger than 
in sample s_12, which is supported by the XRD patterns of the samples after thermal 
treatment, where only sample s_09 exhibits signals of a metallic Hf phase. These findings 
furthermore explain the higher electrical conductivity of sample s_09 compared to sample 
s_12. 
 
Figure 70: Electrical conductivity as a function of temperature for non-stoichiometric samples. 
If ln(σ) is plotted against T −1 after equation (18), an Arrhenius plot is obtained 
(not shown) from which the activation energy EA can be determined. The results of these 
Arrhenius plots are listed in Table 14. The activation energies for samples s_09 and s_12 
are around 0 eV, which can be explained by the previously discussed partially metallic 
character of the samples. As common for metals, the valence and conduction bands in 
these samples overlap, giving them great electrical conductivity with no activation energy. 
For metallic conduction behavior one would expect the conductivity to decrease as a 
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function of temperature, caused by increasing electron-phonon interactions. This might 
not be observable in these measurements, as the investigated temperatures were quite low 
and the temperature range quite small. 
Table 14: Activation energies for the electrical conductivity of non-stoichiometric films. 
Sample 
Activation Energy EA / eV 
heating cooling 
p_Ar 0.36(3) 0.70(6) 
p_Ar/H2 0.41(2) 0.44(3) 
s_12 −0.07(5) 0.09(1) 
s_09 −0.02(1) 0.02(1) 
   
For the films prepared by pulsed laser deposition, the activation energies are 
around 0.4–0.7 eV during heating and cooling. The deviation of the activation energy for 
sample p_Ar during cooling may be explained by oxidation of the sample, leading to an 
altered composition and therefore an altered conductivity behavior. 
There are two possible conductivity mechanisms, based on oxide ions and 
electrons as charge carriers. For ionic conductivity, the activation energies are in 
agreement with activation energies of 0.46–0.60 eV reported for oxygen diffusion in 
HfO2−x thin films by Zafar et al. in 2011 [156]. In a computational work Clima et al. 
reported simulated activation energies of 0.57–0.66 eV for the oxygen diffusion in HfO2−x 
[152]. The altered activation energy of 0.70(6) eV for sample p_Ar is still in agreement 
with the previously mentioned activation energies for oxygen diffusion. It is furthermore 
in good agreement with an activation energy of 0.69 eV for the migration of doubly 
positively charged oxygen vacancies predicted from first principle calculations by Capron 
et al. [157]. 
Another explanation for the activation energies could be the excitation of electrons 
over the energy gap between Fermi level and conduction band in the amorphous material 
of the films [158]. As described by Mott, it is generally assumed that the lowest states in a 
conduction band of a non-crystalline material are localized [159]. The highest energy at 
which the states are localized is called the mobility edge EM, which needs to be surpassed 
by an excited electron to become free and contribute to the electrical conductivity. Thus, 
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the activation energy for electronic conductivity resembles the energy difference between 
Fermi level EF and the mobility edge EM. This is in agreement with the results from 
theoretical calculations, predicting a localized state about 0.5 eV below the conduction 
band for an electron polaron in stoichiometric HfO2 [160]. 
6.5.4 Hebb-Wagner Polarization 
In order to determine whether the observed electrical conductivity is caused by 
ionic or electronic conductivity, Hebb-Wagner polarization experiments were performed 
on samples p_Ar and p_Ar/H2. As mentioned above, stoichiometric samples exhibit no 
conductivity surpassing that of the SiO2 substrate. Furthermore, samples s_09 and s_12 
exhibit purely metallic conductivity, thus rendering polarization experiments not 
applicable. As the furnace induced a significant background noise in the data, it was 
deactivated during measurements. To keep time dependent temperature changes to a 
minimum, the furnace was activated after each measurement. 
 
Figure 71: Polarization of sample p_Ar/H2 at T = 200 °C with Uext = 2.0 V. 
Figure 71 depicts the current as a function of time for a Hebb-Wagner polarization 
at 200 °C with an external voltage of 2.0 V on sample p_Ar/H2. It shows that the sample 
is in equilibrium and no current can be measured before Uext is applied. When Uext is 
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applied, a current I1 caused by ionic and electronic conduction can be measured. The 
current decreases over time until solely the stationary state current I2 can be observed. 
After Uext is switched off, the current drops to negative values that decrease over time 
until I2 reaches zero. Figure 71 also illustrates the reproducibility of the polarization as a 
second polarization could be performed after the sample regained its equilibrium state. 
The same phenomena and value for I2 can be observed in this second polarization. The 
difference in the initial current I1 between the two polarization measurements can be 
explained by the current measurement interval of 500 ms. It seems possible that this 
interval is too big to detect the maximum current of I1, thus making it impossible to 
determine the ionic current Iion exactly. Unfortunately, it is not possible to shorten the 
measurement interval due to data transfer limitations between the Keithley 6485 
picoammeter and the controlling computer. 
In general, the relaxation time of diffusion is proportional to Δg2∙D−1, where Δg is 
the diffusion length and D is the diffusion coefficient. By assuming that the diffusion 
length Δg is equal to the distance between the electrodes g and the knowledge of the 
relaxation time, a diffusion coefficient can be estimated. Figure 71 shows the relaxation 
time τ for the polarization in the order of 10 s at 200 °C, while the distance between the 
electrodes is in the range of millimeters. With these ranges for Δg and D, a physically 
unreasonable diffusion coefficient in the order of 10
−7
 m
2∙s−1 (T = 200 °C) is obtained. It 
therefore seems unreasonable to assume that the observed relaxation is solely caused by 
ionic diffusion over the distance between the electrodes and the subsequent decrease in 
ionic flux due to the blocking electrode. Furthermore, an enormous oxygen partial 
pressure is created at the anode by applying a potential difference of 2 V, which would 
cause the electrode to burst off or form pinholes. As these phenomena could not be 
observed, it is expected that another reason for the current relaxation during polarization 
must exist. 
A possible explanation for the fast current relaxation could be the exchange of 
oxygen between sample and surrounding gas atmosphere in a surface exchange reaction, 
as a large area of the sample was directly exposed to the gas atmosphere. However, XPS 
analysis shows the surface of all samples to be stoichiometric HfO2. As measurements 
were performed at temperatures between 100 °C and 350 °C, it seems possible that the 
surface exchange is inhibited, due to the stoichiometric layer and kinetic limitations, 
rendering this explanation less likely. 
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Another explanation for the short relaxation times might be the formation of a thin 
stoichiometric HfO2 layer due to the polarization and the resulting ionic flux towards the 
anode, illustrated in Figure 72. On the left-hand side of Figure 72 a cross-sectional view 
of the sample is shown, where the red line indicates the uniform oxide ion concentration 
in equilibrium before the external voltage is applied. On the right-hand side of Figure 72 
the polarized state is shown, where the blue line indicates the oxide ion concentration. On 
the right side of the sample, the oxide ion concentration is very high, resulting in the 
formation of stoichiometric HfO2, while the remaining sample shows an increased oxygen 
deficiency. Another source for the oxide ions required in the HfO2 formation may be the 
oxidized surface, as shown in XPS results. 
 
Figure 72: HfO2 barrier layer formation during polarization of HfO2−x. The left side depicts the unpolarized 
state, while the right side shows the polarized state. 
From Figure 72 it seems reasonable to describe the resistance of the sample in the 
polarized state as a combination of resistances from the HfO2−x and the HfO2 layer, as 
expressed in equation (42): 
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If the hafnium oxide layer is formed over the whole cross-sectional area A of the 
sample the resulting total resistance in the stationary state can be calculated after equation 
(43), where 
s  is the resistivity and l the layer thickness of the specified material: 
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As HfO2 is a material with a high dielectric constant κ and a high band gap 
(compare chapter 3.2), already a thin layer can have significant influence on the 
resistance of a system. In literature the resistivity ρs of stoichiometric HfO2 is stated in the 
order of 10
10–1012 Ω∙m at room temperature [63, 161]. Van der Pauw measurements on 
samples p_Ar and p_Ar/H2 yielded resistivities for HfO2−x in the order of 10
0–103 Ω∙m at 
400–100 °C. With these literature values and the knowledge of Rss, the thickness of the 
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HfO2 layer in the stationary state can be approximated after equation (44), derived from 
equation (43), where Uext is the externally applied voltage, A the cross-section, g the 
length of the initial HfO2−x layer, and I2 the current in the stationary state: 
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Figure 73: HfO2 barrier layer formation during polarization at different times with Uext > 0. 
Figure 73 illustrates the barrier layer formation as a function of time, where at 
t = 0, corresponding to the moment the external voltage is applied, no HfO2 layer exists. 
Due to the applied voltage, oxide ions move to the right side of the sample, where the 
HfO2 layer begins to form and grow (t1 and t2). At t∞, the HfO2 barrier layer has formed 
and only the residual current I2 is observed. 
For sample p_Ar/H2 the resulting HfO2 layer thickness at 200 °C is in the order of 
1–10 nm. As the corresponding relaxation time is known from Figure 71, a diffusion 
coefficient in non-stoichiometric hafnium oxide can be approximated by assuming the 
diffusion length Δg to be in the same range as the HfO2 layer thickness 
2HfO
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This diffusion coefficient in the order of 10
−17
 m
2∙s−1 at 200 °C seems physically 
reasonable and is in agreement with diffusion coefficients reported by Zafar et al. on 
nanometer scale hafnium oxide thin films at similar temperatures [156]. 
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After the Nernst-Einstein equation, the ionic conductivity σion can be calculated 
after equation (46), where Dion is the diffusion coefficient, cion the charge carrier 
concentration, and zion the charge number [127]. 
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The charge carrier concentration can be approximated after equation (47), where x 
is the oxygen deficiency, 
xHfO 2
  the density of the film, and M denotes the respective 
molar mass. 
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For sample p_Ar/H2, a charge carrier concentration of 9(3)∙10
21
 cm
−3
 can be 
calculated. In conjunction with equation (46), an ionic conductivity in the order of 
10
−6
 S∙m−1 can be approximated for this sample at a temperature of 200 °C. The total 
conductivities determined by van der Pauw measurements on sample p_Ar/H2 at the same 
temperature are in the order of 10
−2
 S∙m−1. This difference may indicate that the 
conductivity is mainly caused by electronic charge carriers. However, due to the fact that 
the diffusion coefficient can only be approximated and the charge carrier concentration is 
also compromised by a large error, these findings are not conclusive. Thus it is not 
possible to fully dismiss ionic contributions to the total conductivity. As the decreasing 
current during polarization is caused by the formation of an insulating hafnium oxide 
layer, it can be concluded that a certain ionic diffusion must occur. It can also be assumed 
that the current in the stationary state I2 is caused by a residual electronic conductivity, 
inhibited by the insulating HfO2 layer formed during polarization. However, if I2 is only a 
residual electronic conductivity, it is not possible to draw conclusions on the absolute 
values of the ionic and electronic partial conductivities from these experiments. 
Figure 74 and Figure 75 illustrate the dependence of I2 on the external voltage Uext 
for sample p_Ar/H2. It is shown that the stationary state current I2 increases linear with 
increasing external voltages. As mentioned above, it is assumed that the stationary state 
current I2 is caused by a residual electronic current through the conducting HfO2−x and the 
insulating HfO2 layer. 
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Figure 74: Voltage dependent polarization of sample p_Ar/H2 at T = 200 °C. 
 
Figure 75: Electronic current as function of externally applied voltage of sample p_Ar/H2 at T = 200 °C. 
As the HfO2 layer is assumed to exhibit very low oxygen mobility, only the 
oxygen deficient layer should show a significant change during polarization that might 
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influence the stationary state current. In this case the linear dependence might be 
explained by the following considerations. 
In equation (34) it was stated that a relation between electronic partial 
conductivity and oxygen chemical potential exists. Furthermore, equation (29) gives a 
direct relation between the difference in oxygen chemical potential at the two electrodes 
and the applied voltage. If it is now assumed that the electronic charge carrier 
concentration in the sample is very high due to the high oxygen deficiency in the film it 
can be approximated that the electronic charge carrier concentration will not alter 
significantly with the variation of 
2O
  caused by the polarization in the oxygen deficient 
hafnium oxide matrix. Thus the electronic partial conductivity σel can be assumed to be 
constant and therefore removed from the integration in equation (34): 
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As stated in equation (29), the difference in the oxygen chemical potential 
between the two electrodes is equal to 4∙F∙Uext, resulting in the simplified equation (50): 
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Using the definition of the current density, a direct relation between stationary 
state current I2 and applied voltage Uext is obtained under the assumption that the 
electronic conductivity is independent of the oxygen chemical potential in the oxygen 
deficient material, where A is the cross-section: 
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Given the high oxygen deficiency of sample p_Ar/H2, it seems reasonable to 
assume that this assumption is correct for small external voltages. As shown in Figure 75, 
the linear relation between I2 and Uext does not only exist for small voltages (Uext ≤ 0.4 V) 
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but is extended over the full voltage range investigated. Thus the initial assumption is 
seen to be justified. 
In order to investigate the temperature dependence of I2, polarization experiments 
were performed at different temperatures with a constant external voltage of Uext = 2.0 V. 
The resulting polarization curves for sample p_Ar/H2 are illustrated in Figure 76, where it 
shows that the temperature has a great influence on the residual electronic current. While 
at 100 °C almost no residual electronic current can be observed, it rises almost 
exponentially with temperature. As Figure 76 displays, the residual electronic current 
does not reach a stable state at higher temperatures (300 °C and 350 °C), making the 
correct determination of I2 difficult. This problem is caused by a time dependent 
temperature change in the furnace. As mentioned earlier, the furnace had to be 
deactivated during the measurements as it caused a high background noise in the data, 
rendering data collection impossible. Due to the furnace deactivation, the sample cooled 
down during the measurements, causing the decay in I2. In order to reflect this uncertainty, 
the error on I2 for these measurements was estimated to be 50% of Iel in the following 
evaluation. The polarization curves of sample p_Ar are similar and therefore not shown. 
 
Figure 76: Temperature dependent polarization of sample p_Ar/H2 at Uext = 2.0 V. 
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Figure 77 depicts the temperature dependent hafnium oxide layer thicknesses of 
samples p_Ar and p_Ar/H2. These layer thicknesses were calculated after equation (44) 
with the stationary state currents I2 at the specified temperatures. As the resistivity of 
stoichiometric HfO2 is only known at room temperature, these results should only be seen 
as an approximation. Similar to a semiconductor, ρs of HfO2 is likely to decrease with 
increasing temperature, resulting in an underestimation of layer thickness in Figure 77. 
Without detailed knowledge of the temperature dependence of ρs, it is not possible to 
analyze the HfO2 layer thickness as a function of temperature in detail. 
 
Figure 77: HfO2 layer thickness at different temperatures. 
In summary, Hebb-Wagner polarization experiments show that the samples are 
likely to exhibit certain ionic and electronic conductivities. It is believed that an insulating 
HfO2 layer forms during polarization, leaving the stationary state current I2 as an 
electronic residual current. As HfO2 is an insulator, it will partially block the electronic 
current, preventing the correct determination of the electronic partial conductivity. As 
furthermore the initial current I1 cannot be determined accurately due to technical 
difficulties, it is not possible to fully characterize the ionic and electronic contributions to 
the electrical conductivity. Nevertheless, these results may be a first step to understand 
the mechanisms involved in resistive switching of hafnium oxide materials reported in 
literature [43-46]. 
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6.5.5 Interpretation of Optical and Electrical Properties 
Van der Pauw measurements show that non-stoichiometric films prepared by PLD 
exhibit semiconductor or ionic conductor behavior with activation energies for the total 
conductivities around 0.4–0.7 eV. The increase in conductivity between sample p_Ar and 
p_Ar/H2 can be explained with the lower level of oxygen content in the latter sample. As 
a result, the oxygen vacancy and electron concentration is increased, leading to an 
increased conductivity. For stoichiometric samples (p_O2, p_Hf, s_15, and s_20), the 
electrical conductivity is equal to or lower than that of the quartz substrate. When 
compared to samples p_Ar or p_Ar/H2, the oxygen vacancy and free electron 
concentration in these films is very low, explaining the low electrical conductivity. For 
samples s_09 and s_12 the conductivity is very high and shows no temperature 
dependence. This behavior can be explained by the partial metallic character of these 
samples, which could be confirmed by XPS measurements. As the metallic character is 
more pronounced in sample s_09, it also explains the higher conductivity of this film in 
comparison to sample s_12.  
The short relaxation times in the Hebb-Wagner polarization experiments can be 
explained by the formation of an insulating HfO2 layer with a thickness in the order of 1–
10 nm at 200 °C. The diffusion coefficient required to form such a layer in times around 
10 s is estimated to be in the order of 10
−17
 m
2∙s−1 (T = 200 °C), which is in agreement 
with diffusion coefficients reported at similar temperatures for nanometer scale HfO2 
[156]. Further analysis of this diffusion coefficient indicates that the electrical 
conductivity may be mainly caused by electronic charge carriers. However, due to the 
large uncertainties on critical values in this analysis, the results are not conclusive. Thus, 
it is not possible to fully dismiss a major contribution of ionic charge carriers to the total 
conductivity. The stationary state current is seen as a residual electronic current 
diminished by the high resistance HfO2 layer. This implies that samples p_Ar and 
p_Ar/H2 exhibit certain ionic and electronic conductivities, giving two possible 
explanations for the activation energies of the electrical conductivities. In the case of a 
dominating ionic conductivity, the activation energies are in agreement with activation 
energies of 0.46–0.69 eV reported for oxygen diffusion in hafnium oxide [152, 156, 157]. 
For the other explanation, focusing on a dominating electronic conductivity, the 
activation energy can be seen as the energy required to excite an electron from the Fermi 
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level over the mobility edge in the conduction band [158, 159]. Within this explanation, 
the activation energies are in agreement with results from theoretical calculations, 
predicting a localized state about 0.5 eV below the conduction band for an electron 
polaron in stoichiometric HfO2 [160]. Deviations between this predicted value and the 
determined activation energies may be due to the high oxygen deficiency and amorphous 
structure of the samples.  
UV/Vis measurements show that the stoichiometric samples p_O2, p_Hf, and s_20 
exhibit an optical band gap in agreement with the literature value of crystalline hafnium 
oxide. The oxygen deficient samples p_Ar and p_Ar/H2 on the other hand exhibit not 
only a significantly smaller optical band gap but also show increased base absorption and 
an absorption shoulder prior to the linear regime in the respective Tauc plots. This 
indicates that in these films sub band gap defects are present. Because of these findings, 
an electronically dominated conductivity is assumed in the following considerations. 
 
Figure 78: Sketched band structure of different hafnium oxide modifications. 
Figure 78 illustrates sketched band structures of different hafnium oxide 
modifications. On the top the ideal band structure of crystalline stoichiometric hafnium 
oxide is shown, where the band edges are clearly defined and the 4f and 5d states are 
separated by the optical band gap Eopt. As Hf has the electron configuration of 
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[Xe] 4f
 14
 5d
 2
 6s
 2
 the fourfold positively charged Hf
 4+
 is expected to have the electron 
configuration of [Xe] 4f
 14
 5d
 0
 6s
 0
. It was shown by Garcia et al. through theoretical 
calculations that the highest occupied orbital in hafnium oxide is indeed the Hf 4f orbital, 
while the lowest unoccupied orbital is the Hf 5d orbital [162]. If an amorphous 
stoichiometric hafnium oxide system is considered, Urbach tailing occurs, leading to a 
broadening of the band edges. This band tailing could also be observed by means of 
UV/Vis spectroscopy. If an amorphous and oxygen deficient HfO2−x system, e.g., sample 
p_Ar/H2, is considered, the band tailing is more pronounced, possibly due to an increased 
number of charge carriers, leading to an overall smaller band gap (Eopt = 5.37(14) eV). 
At the same time a sub band gap defect composed of Hf 5d orbitals arises. If this 
defect is filled with electrons, it is possible to excite electrons from the defect over the 
mobility edge, requiring the activation energy determined from van der Pauw 
measurements (EA ≈ 0.4–0.7 eV). Lastly, the increased base absorption and the absorption 
shoulder seen in the Tauc plots of samples p_Ar and p_Ar/H2 in the range of 2–5 eV can 
be explained by transitions from the sub band gap defect into the conduction band. 
However, the lower orbitals of the conduction band are formed by unoccupied Hf 5d 
orbitals, rendering the transition is spectroscopically forbidden, as the selection rule of 
Δl = ±1 has to be satisfied. Thus the optical transition from the 5d defect state has to 
occur to energetically higher orbitals in the conduction band, e.g., the Hf 6s and Hf 5f 
states. 
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7 Summary 
In this work amorphous hafnium oxide (HfO2−x) films with varying oxygen 
deficiency (1.3 ≤ O/Hf ≤ 2.0) were successfully prepared by means of pulsed laser 
deposition and direct-current magnetron sputtering. Films deposited by PLD from a 
crystalline HfO2 target in an oxygen atmosphere (p_O2) are colorless and transparent, 
while films deposited from the same target in argon (p_Ar) or argon/hydrogen (p_Ar/H2) 
atmospheres are of a dark brown to black color and opaque. On the other hand, films 
prepared by PLD from a metallic hafnium target in an argon/hydrogen atmosphere (p_Hf) 
are slightly greyish and transparent. Direct-current magnetron sputtered films deposited 
with oxygen partial pressures of 9×10
−3
 Pa (s_09) and 12×10
−3
 Pa (s_12) are black and 
opaque, while those prepared with 15×10
−3
 Pa (s_15) and 20×10
−3
 Pa (s_20) oxygen 
partial pressure are colorless and transparent. No film shows signs of visual change in air 
at room temperature. Also the exposure to elevated temperatures for prolonged times in 
argon atmospheres left the films optically unchanged. Surface analysis shows that the 
films exhibit thicknesses between 270 nm and 860 nm with surface roughnesses of less 
than ±4.4 nm. Interference microscopy images show that most films are smooth and 
homogeneous, while sample p_Hf exhibits a slightly higher surface roughness and a 
greater number of pinholes. 
O/Hf ratios determined from electron probe microanalysis, X-ray photoelectron 
spectroscopy measurements, and EXAFS 1
st
 shell fits are in good agreement to each other 
and show that the samples p_O2, p_Hf, s_15, and s_20 are stoichiometric HfO2, while the 
remaining samples exhibit decreasing levels of oxygen content in the order 
s_20 ≈ s_15 ≈ p_Hf ≈ p_O2 > p_Ar > p_Ar/H2 >> s_12 > s_09. Furthermore, XPS results 
on the as-prepared samples reveal that all samples are stoichiometric on their respective 
surface, indicating the formation of a passivizing layer of HfO2. After argon sputter 
etching and correction for preferential removal of oxygen, XPS results show the 
previously mentioned trend of decreasing levels of oxygen content. These trends are 
represented by an increasing intensity on the lower binding energy side of the spectra, 
indicating that Hf in lower oxidation states than Hf
 4+
 is present in these samples. The 
binding energies for these Hf
 z+
 states are in good agreement with binding energies 
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reported for Hf
 z+
Oy suboxides in literature [151]. It could also be shown that samples 
s_09 and s_12 exhibit metallic contributions on the lower binding energy sides of their 
respective spectra, indicating a partially metallic character of these films. In the FT 
EXAFS spectra the various samples show an intensity decrease in the first peak that can 
be attributed to Hf-O order, representing the abovementioned trend of decreasing levels 
of oxygen content. 
In the as-prepared state samples s_15 and s_20 exhibit signals of the monoclinic 
hafnium oxide phase in their respective X-ray diffraction patterns, while all other samples 
are amorphous and show no diffraction peaks. These findings are also represented in the 
FT EXAFS spectra, where samples s_15 and s_20 show some intensity of the second 
peak that can be regarded as an indicator for crystallinity, as it can be attributed to Hf-Hf 
order. The remaining samples on the other hand exhibit only a greatly diminished 
intensity in the second peak, pronouncing their amorphous character. TEM images and 
electron diffraction patterns of sample p_O2 and p_Ar/H2 prove these samples to be fully 
amorphous, while sample p_Ar exhibits crystalline regions embedded in an amorphous 
matrix. It is assumed that these crystalline regions are too small to be detected by X-ray 
diffraction, causing the diffraction pattern to appear amorphous. Furthermore, it could be 
observed on sample p_O2 that the primary electron beam of the TEM instrument induces 
crystallization after a short exposure time. 
After thermal treatment at 400 °C for 5 d, the X-ray diffraction patterns of all 
samples but p_Hf exhibit diffraction peaks of the monoclinic hafnium oxide phase. In the 
case of sample s_09, signals of the α-Hf phase can be observed, while samples s_15 and 
s_20 exhibit additional diffraction peaks of the tetragonal hafnium oxide phase. TEM 
images and electron diffraction patterns of samples p_O2 and p_Ar after thermal 
treatment confirm the results from XRD and show the samples in almost monocrystalline 
states. However, some diffuse scattering can be observed that can be explained by 
structural defects, e.g., oxygen vacancies or oxygen interstitials. TEM results for sample 
p_Ar/H2 show the sample to contain polycrystalline and monocrystalline regions. A 
possible explanation for these differences in the crystallinity of the samples might be the 
inhibition of the crystallization process due to the oxygen deficiency in samples p_Ar and 
p_Ar/H2, while the crystalline nuclei in sample p_Ar in the as-prepared state help the 
sample to overcome this inhibition. 
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The crystallization kinetics of samples p_O2, p_Ar, and p_Ar/H2 were investigated 
with in-situ QEXAFS measurements during thermal treatment. For all samples the FT 
EXAFS spectra in the as-prepared state show greatly diminished intensities in the second 
peak, pronouncing their amorphous character. During thermal treatment at the respective 
temperature (p_O2: 370 °C; p_Ar: 430 °C; p_Ar/H2: 440 °C), the intensity of the second 
peak increases and reaches the shape and intensity of the crystalline references. Through 
linear combination fitting with the QEXAFS spectra of an amorphous and a crystalline 
reference, the crystalline phase fraction of the respective sample at each time step was 
determined. This crystalline phase fraction as a function of time was used to evaluate the 
crystallization kinetics after the Avrami method. The obtained rate constants indicate that 
sample p_O2 crystallizes much faster at lower temperatures than the oxygen deficient 
samples, which is in agreement with the observations from TEM measurements. 
Furthermore, the rate constant of sample p_Ar is slightly lower than that of sample 
p_Ar/H2, possibly due to the crystalline nuclei present in the as-prepared state that could 
be observed by TEM. The Avrami exponents suggest that sample p_O2 might exhibit a 
two-dimensional linear growth with a decreasing nucleation rate. Due to the exhibition of 
crystalline nuclei in the as-prepared state of sample p_Ar it seems possible that this 
sample shows two-dimensional linear growth with a nucleation rate of zero. In the case of 
sample p_Ar/H2 it seems possible that a two-dimensional linear growth with a decreasing 
nucleation rate is present. As the investigated samples are thin films, it seems reasonable 
that they exhibit two-dimensional growth. 
The densities determined by X-ray reflectivity show a clear correlation between 
density and oxygen deficiency. It could be shown that the sample’s density increases with 
increasing oxygen deficiency. Furthermore, it could be observed that this correlation 
appears to follow a linear trend between the densities of elemental hafnium and 
stoichiometric monoclinic hafnium oxide. These findings might be explained if it is 
considered that a sample with a higher oxygen deficiency exhibits a lower O/Hf ratio and 
thus has a higher hafnium content bringing it closer to the density of elemental hafnium. 
UV/Vis spectra of samples p_O2, p_Hf, and s_20 show these films to have an 
optical band gap around 5.7 eV, which is in agreement with values reported for crystalline 
HfO2 in literature [1, 36]. Samples p_Ar and p_Ar/H2 exhibit slightly smaller optical band 
gaps around 5.4 eV. For all samples considerable band tailing occurs. In the cases of 
samples p_Ar and p_Ar/H2 an increased base absorption is observed, which is more 
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pronounced and shifted to lower energies for sample p_Ar/H2 and can explain the dark 
brown to black color of these films described earlier. Furthermore, these samples exhibit 
an absorption shoulder prior to the linear regime of the Tauc plots that may be indicative 
for transitions from Hf 5d sub band gap defects to 6s or 5f conduction band orbitals. As 
the lowest conduction band orbital is the 5d orbital, transitions from the 5d defect state 
are spectroscopically forbidden. The absorption shoulder is more pronounced and shifted 
to lower energies for sample p_Ar/H2, suggesting a denser population of the sub band gap 
defect in sample p_Ar/H2 caused by the lower level of oxygen content and the resulting 
higher content of electrons in the system. This is supported by XPS results, where sample 
p_Ar/H2 exhibits a more intense signal for hafnium species in oxidation states lower than 
Hf
 4+
. 
Electrical conductivities determined from measurements after the van der Pauw 
method show that the electrical conductivity of samples p_O2, p_Hf, s_15, and s_20 is 
equal to or lower than that of the quartz substrate. For samples s_09 and s_12 
conductivities in the range of 10
4–105 S∙m−1 could be measured. Furthermore, no 
temperature dependency could be observed. These results may be explained by the 
partially metallic character of samples s_09 and s_12 that could also be observed in XRD 
and XPS measurements. For samples p_Ar and p_Ar/H2 semiconductor or ionic 
conductor behavior can be observed with conductivities up to 1 S∙m−1 (T = 610 K) for 
sample p_Ar/H2 and 0.1 S∙m
−1
 for sample p_Ar at the same temperature. The activation 
energy for the electrical conductivity of both films is around 0.4–0.7 eV, which is in good 
agreement with activation energies of 0.46–0.69 eV reported for oxygen diffusion in 
hafnium oxide [152, 156, 157]. Another possible explanation is an electronically 
dominated conductivity, where the activation energy resembles the energy required by an 
electron to transit from the Fermi level over the mobility edge. Within this explanation, 
the activation energies are in agreement with results from theoretical calculations, 
predicting a localized state about 0.5 eV below the conduction band for an electron 
polaron in stoichiometric HfO2 [160]. Deviations might be explained by the high oxygen 
deficiency and amorphous structure of the samples analyzed in this work. 
Hebb-Wagner polarization experiments on samples p_Ar and p_Ar/H2 indicate 
that oxygen deficient samples exhibit ionic and electronic contributions to the electrical 
conductivity. It is assumed that during the polarization a stoichiometric HfO2 layer with a 
high resistance forms through ionic diffusion. This high resistance layer then diminishes 
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the electronic current, resulting in a residual electronic current which can be observed as 
stationary state current in the polarization experiments. At 200 °C the HfO2 layer 
thickness could be approximated to be in the range of 1–10 nm for sample p_Ar/H2. To 
form a layer of this thickness, a diffusion coefficient in the order of 10
−17
 m
2∙s−1 is 
required. This value is in agreement with diffusion coefficients reported for similar 
temperatures in literature [156]. Further analysis of the diffusion coefficient yields an 
ionic conductivity in the order of 10
−6
 S∙m−1 at 200 °C for sample p_Ar/H2. Comparison 
with results from van der Pauw measurements, where conductivities in the order of 
10
−2
 S∙m−1 were measured at 200 °C for sample p_Ar/H2, may indicate an electronically 
dominated conductivity mechanism. However, as the diffusion coefficient could only be 
approximated and the charge carrier concentration is subject to severe uncertainties, these 
findings are not conclusive. It is thus not possible to dismiss the contribution of ionic 
charge carriers to the total conductivity. Additionally, as the stationary state current does 
not represent the full electronic conductivity and the total conductivity is unknown due to 
measurement limitations, no conclusions on the degree of ionic and electronic 
contribution to the electrical conductivity can be drawn. Nevertheless, the results of the 
Hebb-Wagner experiments may be a first step to understand the mechanisms involved in 
the resistive switching of hafnium oxide materials reported in literature [43-46]. 
It could be shown that the stoichiometry of hafnium oxide thin films has a 
significant influence on the structural, electrical, and optical properties of the films. While 
amorphous stoichiometric hafnium oxide is a good insulator with a wide band gap, the 
amorphous oxygen deficient samples show enhanced electrical conductivity up to a 
metallic level and exhibit sub band gap defects. The oxygen deficiency seems to inhibit 
the crystallization into the monoclinic phase, making amorphous non-stoichiometric 
samples more resistant against thermal stress. PLD deposited oxygen deficient samples 
exhibit an interesting relaxation behavior during polarization that could be useful for 
resistive switching applications. Stoichiometric hafnium oxide on the other hand can be 
of use as insulating layer in microelectronic technology. 
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8 Outlook 
In order to further investigate the correlation between stoichiometry, structure, and 
properties, samples with oxygen deficiencies between 1.4 < O/Hf < 1.7 could be 
synthesized, possibly by increasing the hydrogen content during PLD deposition in 
argon/hydrogen atmospheres or by adjusting the oxygen partial pressure between 
12×10
−3
 Pa and 15×10
−3
 Pa during dcMS synthesis. Also further investigations on the 
PLD synthesis from metallic targets could provide useful samples. Furthermore, TEM 
images of samples p_Hf, s_09, s_12, s_15, and s_20 could be recorded to analyze their 
structure and crystallization. Especially in the cases of s_09 and s_12 these measurements 
could provide valuable insight in the character of the metallic contribution observed in 
XPS and electrical conductivity measurements. TEM measurements after thermal 
annealing might provide insight on the missing diffraction peaks in XRD for sample p_Hf. 
The crystallization kinetics of these samples could be investigated by QEXAFS 
measurements, further advancing the knowledge of the hafnium-oxygen system. 
If thinner, more transparent films of samples s_09, s_12, and s_15 can be obtained, 
UV/Vis measurements could provide more insight in the evolution of band gaps and sub 
band gap defect states. Additionally, the combination of high electrical conductivity and 
optical transparency might make hafnium oxide an interesting material for transparent 
conducting oxide applications [163]. Especially very thin, highly oxygen deficient films 
seem promising candidates for the research of such applications. These films might be 
prepared by dcMS in the known oxygen partial pressure range with very short deposition 
times or in the previously mentioned 1.4 < O/Hf < 1.7 range. 
In order to characterize the electrical conductivity of stoichiometric samples, a 
more sensitive aperture with a current range below 1 nA would be needed. It could also 
be analyzed if other substrates can provide access to these conductivities. With the 
aforementioned samples with O/HF ratios between 1.4 and 1.7, it could be investigated if 
an insulator-metal transition like in gallium oxide [19] can be observed. An improved 
Hebb-Wagner setup could provide further insight in the contribution of electronic and 
ionic partial conductivity to the total electrical conductivity and allow for a more detailed 
8 Outlook 
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analysis of the diffusion in hafnium oxide thin films. Furthermore, the oxygen partial 
pressure dependency of the electrical conductivities could be investigated. 
Neutron diffraction or total scattering data could be recorded and combined with 
reverse Monte Carlo simulations to develop a structure model of the amorphous structure. 
Combined with theoretical calculations, these data could possibly bring great knowledge 
of the correlation between stoichiometry, structure, and properties. 
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10 Appendix 
10.1 List of Symbols 
a1, a2, a3 Cluster shape dependent constants 
a, b, c  Lattice parameters of the unit cell [Å] 
aAvr  Nucleation rate parameter 
A  Cross-sectional area [m
2
] 
Anorm  Normalized absorption 
cion  Ionic charge carrier concentration [mol∙m
−3
] 
d  Sample thickness [m] 
dl  Lattice layer distance [m] 
D  Diffusion coefficient [m
2∙s−1] 
D0  Pre-exponential factor [m
2∙s−1] 
Dion  Diffusion coefficient of ionic charge carriers [m
2∙s−1] 
E0  Experimental edge energy [eV] 
EA  Activation energy [eV] 
EF  Fermi energy [eV] 
EM  Mobility edge [eV] 
f  Correction factor 
F  Faraday constant [96485.3 C∙mol−1] [127] 
Fs(k)  Scattering amplitude [Å] 
g  Electrode distance [m] 
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h  Planck constant [6.62608×10−34 J∙s] [127] 
ℏ  Reduced Planck constant 





  sJ1005457.1
2
34

h
 [127] 
i
stat
  Current density in stationary state [A∙m−2] 
stat
eli   Electronic current density in stationary state [A∙m
−2
] 
Is  Light intensity after sample 
I  Electric current [A] 
I0  Light intensity before sample 
I1  Initial current [A] 
I2  Stationary state current [A] 
IAB  Applied electric current [A] 
IBC  Applied electric current [A] 
Iel  Electronic current [A] 
Iion  Ionic current [A] 
jel  Flux of electronic charge carriers [m
−2∙s−1] 
jion  Flux of ionic charge carriers [m
−2∙s−1] 
k  Inverse space dimension/Electron wave vector [Å−1] 
kAvr  Avrami rate constant [s
−1
] 
l  Layer thickness [m] 
   Arbitrary position between the electrodes 
kB  Boltzmann constant [1.38065×10
−23
 J∙K−1] [127] 
mAvr  Morphology index 
me  Electron mass [9.10938×10
−31
 kg] [127] 
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MHf  Molar mass of hafnium [178.49 g∙mol
−1
] 
MO  Molar mass of oxygen [15.999 g∙mol
−1
] 
n  Refractive index 
nAvr  Avrami exponent 
nB  Number of reflection order 
NA  Avogadro constant [6.02214×10
−23
 mol
−1
] [127] 
Ns  Scattering path degeneracy 
p  Pressure [Pa] 
pe  Equilibrium vapor pressure [Pa] 
q  Charge [C] 
r  Cluster radius [m] 
R1  Resistance [Ω] 
R2  Resistance [Ω] 
Ras  Half-length of the scattering path [Å] 
Rss  Stationary state resistance [Ω] 
r
*
  Cluster critical radius [m] 
s  Scattering path 
2
0S   Passive electron reduction factor 
t  Time [s] 
T  Temperature [°C; K] 
te-L  Temperature equilibrium time [s] 
tth  Electron heat conduction time [s] 
UAD  Potential difference [V] 
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UDC  Potential difference [V] 
Uext  External applied voltage [V] 
V  Volume of the unit cell [Å
3
] 
x  Oxygen deficiency 
zion  Charge number of ionic charge carriers 
α, β, γ  Angles of the unit cell [°] 
vc   Interface energy between cluster and vapor [J∙m
−2
] 
cs   Interface energy between substrate and cluster [J∙m
−2
] 
vs   Interface energy between substrate and vapor [J∙m
−2
] 
δ  Way difference in Bragg geometry 
ΔE0  Energy shift of absorption edge [eV] 
Δg  Diffusion length [m] 
ΔG  Gibbs free energy [J] 
vG   Volume Gibbs free energy [J∙m
−3
] 
*G   Nucleation Gibbs free energy barrier [J] 
Δl  Difference in azimuthal quantum number 
∇ηel  Electrochemical potential gradient of electronic charge carriers 
∇ηion  Electrochemical potential gradient of ionic charge carriers 
2O
   Oxygen chemical potential gradient 
ζ  Super saturation 
θ  Incident and reflection angle [°] 
θc  Critical reflection angle [°] 
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ι  Imaginary component of the refractive index for X-ray radiation 
λ  Wavelength [m] 
λ(k)  Mean free path length [Å] 
μ  Absorption coefficient [m−1] 
μ(E)norm Normalized absorption spectrum 
μ(E)post Absorption spectrum post-edge fit [m
−1
] 
μ(E)pre  Absorption spectrum pre-edge fit [m
−1
] 
μ0(E)  Absorption spectrum background [m
−1
] 
2O
   Oxygen chemical potential 
I
O2
   Oxygen chemical potential at reversible electrode 
II
O2
   Oxygen chemical potential at blocking electrode 
ν  Frequency [s−1] 
Ξ  Crystalline phase fraction 
ρ  Density [g∙cm−3] 
ρs  Resistivity [Ω∙m] 
σ  Conductivity [S∙m−1]  
σ0  Pre-exponential factor [S∙m
−1
] 
σas  Debye-Waller factor [Å2] 
σel  Electronic partial conductivity [S∙m
−1
] 
σion  Ionic partial conductivity [S∙m
−1
] 
τ  Relaxation time [s] 
 kas   Phase shift 
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χ(k)  EXAFS oscillation 
χam  EXAFS spectrum in k space of amorphous reference 
χcrys  EXAFS spectrum in k space of crystalline reference 
Ω  Atomic volume of film atoms 
1−ε  Real component of the refractive index for X-ray radiation 
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10.2 List of Abbreviations 
°  Degree 
°C  Degree Celsius [K−273.15] 
Å  Ångström [10
−10
 m] 
A  Ampere 
at%  Atom percent 
BD  Blu-ray Disk 
BESSY II Berliner Elektronenspeicherring 
CBD  Chemical Bath Deposition 
C  Coulomb [A∙s] 
CD  Compact Disk 
CN  Coordination Number 
CVD  Chemical Vapor Deposition 
d  Day [86,400 s] 
dcMS  Direct-current Magnetron Sputtering 
DESY  Deutsches Elektronen-Synchrotron 
D-MOSTAB Digital Monochromator Stabilization 
DVD  Digital Versatile Disk 
DRAM Dynamic Random Access Memory 
EPMA  Electron Probe Microanalysis  
eV  Electron Volt [1.60218×10
−19
 J] [127] 
EXAFS Extended X-ray Absorption Fine Structure 
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FFT  Fast Fourier Transform 
FIB  Focused Ion Beam 
FT  Fourier Transform 
g  Gram 
h  Hour [3,600 s] 
HAADF High Angle Annular Dark Field 
HASYLAB Hamburger Synchrotronstrahlungslabor 
HRTEM High Resolution Transmission Electron Microscopy 
Ionref  Ionization chamber after reference 
Ionsam  Ionization chamber after sample 
Ionsyn  Ionization chamber before sample 
J  Joule [kg∙m2∙s−2] 
K  Kelvin 
LCF  Linear Combination Fit 
m  Meter 
min  Minute [60 s] 
ML  Monolayer 
mol  Mole 
MOS  Metal-Oxide-Semiconductor 
MOSTAB Monochromator Stabilization 
N  Newton [kg∙m∙s−2] 
Pa  Pascal [kg∙m−1∙s−2] 
PIPS  Passivated Implanted Planar Silicon 
10 Appendix 
 
151 
 
PLD  Pulsed Laser Deposition 
PSD  Position Sensitive Detector 
PSI  Phase Shift Interference 
PVD  Physical Vapor Deposition 
QEXAFS Quick-scanning Extended X-ray Absorption Fine Structure 
s  Second 
S  Siemens [A
2∙s3∙kg−1∙m−2] 
SC  Surface Coverage 
Si-PIN  Silicon Positive Intrinsic Negative 
UV/Vis Ultra-violet/visible 
V   olt [kg∙m2∙A−1∙s−3] 
VSI  Vertical Shift Interference 
XANES X-ray Absorption Near Edge Structure 
XAS  X-ray Absorption Spectroscopy 
XPS  X-ray Photoelectron Spectroscopy 
XRD  X-ray Diffraction 
XRR  X-Ray Reflectivity 
YAG  Yttrium Aluminum Garnet 
Ω  Ohm [kg∙m2∙A−2∙s−3] 
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