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Abstract. The general ordinary quasi-differential expressionM of n-th or-
der with complex coefficients and its formal adjoint M+ are considered over
a regoin (a, b) on the real line, −∞ ≤ a < b ≤ ∞, on which the operator
may have a finite number of singular points. By considering M over various
subintervals on which singularities occur only at the ends, restrictions of the
maximal operator generated by M in L2
w
(a, b) which are regularly solvable
with respect to the minimal operators T0(M) and T0(M
+). In addition to
direct sums of regularly solvable operators defined on the separate subinter-
vals, there are other regularly solvable restrications of the maximal operator
which involve linking the various intervals together in interface like style.
1. Introductions. In [8] Everitt and Zettl considered the problem
of characterizing all self-adjoint differential operators generated by a countable
number of quasi-differential expressions on the real line, and in [2, 10] Evans and
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Ibrahim gave a characterisation of all regularly solvable operators and their ad-
joints generated by a general ordinary quasi-differential expressionM in L2w(a, b).
The domains of these operators are described in terms of boundary conditions
involving the L2w(a, b)−solutions of the equation M [u] = λwu and its adjoint
M+[v] = λwv. The results include those of Sun Jiong [11].
Our objective in this paper is to extend the results in [2], [8], [9] and
[10] for finitely many singular points or perhaps finitely many disjoint intervals
on which singularities occur only at the ends by using the ideas and results
from [7], [8], [10], [11], [12], [13] and [15]. Also, we discuss the possibility of
the regularly solvable operators which are not expressible as the direct sums of
regularly solvable operators defined in the separate intervals.
The minimal operators T0(M) and T0(M
+) are no longer symmetric,
but direct sums of those over finitely many disjoint intervals and form an ad-
joint pair of closed densely-defined operators in the underlying L2-space, that is
T0(M) ⊂ [T0(M
+)]∗, and the operators which fulfil the role that the self-ajoint
and maximal symmetric operators play in the symmetric case are those which
are regularly solvable with respect to T0(M) and T0(M
+): such an operator S
satisfies T0(M) ⊂ S ⊂ [T0(M
+)]∗ and for some λ ∈ C, (S − λI) is a Fredholm
operator of zero index. In order to characterize all the operators which are regu-
larly solvable with respect to T0(M) and T0(M
+) in L2w-solutions of M [u] = λwu
over various subintervals, we need the results in [10] for the case when the end-
points of the underlying interval are both singular. This is a result of special
interest and extends one proved in [15] by Zai-Jiu Shang for formally symmetric
and J-symmetric differential expressions.
2. Preliminaries. We begin with a brief survey of adjoint pairs of
operators and their associated regularly solvable operators; a full treatment may
be found in [1, Chapter III] and [3].
The domain and range of a linear operator T acting in a Hilbert space H
will be denoted by D(T ), R(T ) respectively and N(T ) will denote its null space.
The nullity of T , written nul(T ), is the dimension of N(T ) and the deficiency of T ,
def(T ), is the co-dimension of R(T ) in H; thus if T is densely-defined and R(T ) is
closed, then def(T ) = nul(T ∗). The Fredholm domain of T is (in the notation of
[1]) the open subset ∆3(T ) of C consisting of those values λ ∈ C which are such
that (T −λI) is a Fredholm operator, where I is the identity operator in H. Thus
λ ∈ ∆3(T ) if and only if (T−λI) has closed range and finite nullity and deficiency.
The index of (T − λI) is the number ind(T − λI) = nul(T − λI)− def(T − λI),
this being defined for λ ∈ ∆3(T ).
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Two closed densely-defined operators A, B in H are said to form an
adjoint pair if A ⊂ B∗ and consequently B ⊂ A∗; equivalently, (Ax, y) = (x,By),
for all x ∈ D(A) and y ∈ D(B), where (·, ·) denotes the inner product on H.
The joint field of reguiarity Π(A,B) of A and B is the set of λ ∈ C which
are such that λ ∈ Π(A), the field of regularity of A, λ ∈ Π(B) and def(A − λI)
and def(B − λI) are finite. An adjoint pair A, B is said to be compatible if
Π(A,B) 6= Ø. Recall that λ ∈ Π(A) if and only if there exists a positive constant
K(λ) such that,
‖(A− λI)x‖ ≥ K(λ)‖x‖ for all x ∈ D(A),
or equivalently, on using the closed-Graph Theorem, nul(A − λI) = 0 and
R(A− λI) is closed.
Definition 2.1. A closed operator S in H is said to be regularly solvable
with respect to the compatible adjoint pair A, B if A ⊂ S ⊂ B∗ and Π(A,B) ∩
∆4(S) 6= Ø, where
∆4(S) = {λ : λ ∈ ∆3(S), ind(S − λI) = 0}.
The terminology “regularly solvable” comes from Visik’s paper [16].
We now turn to the quasi-differential expressions defined in terms of a
Shin-Zettl matrices A on an interval I, where I denotes an interval with left-
end point a and the right-end point b (−∞ ≤ a < b ≤ ∞). The set Zn(I) of
Shin-Zettl matrices on I consists of (n×n)-matrices A = {ars} whose entries are
complex-valued functions on I which satisfy the following conditions:
(2.1)


ars ∈ L
1
loc(I) a.e. (1 ≤ r, s ≤ n, n ≥ 2),
ar,r+1 6= 0 a.e. on I (1 ≤ r ≤ n− 1),
ars = 0 a.e. on I (2 ≤ r + 1 < s ≤ n).
For A ∈ Zn(I), the quasi-derivatives associated with A are defined by,
(2.2)


y[0] := y
y[r] := (ar,r+1)
−1
{
(y[r−1])′ −
r∑
s=1
arsy
[s−1]
}
(1 ≤ r ≤ n− 1),
y[n] := (y[n−1])′ −
n∑
s−1
ansy
[s−1]
where the prime ′ denotes differentiation
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The quasi-differential expression M associated with A is given by:
(2.3) M [y] := iny[n],
this being defined on the set
(2.4) V (M) :=
{
y : y[r−1] ∈ ACloc(I), r = 1, . . . , n
}
,
where L1loc(I) and ACloc(I) denote respectively, the spaces of complex valued
Lebesgue measurable functions on I which are locally integrable and locally ab-
solutely continuous on all compact subintervals of I.
The formal adjoint M+ of M defined by the matrix A+ ∈ Zn(I) and is
given by
(2.5) M+[y] := inyn+ for all y in
(2.6) V (M+) :=
{
y : y
[r−1]
+ ∈ ACloc(I), r = 1, . . . , n
}
,
where y
[r−1]
+ , the quasi-derivatives associated with the matrix A
+. Note that,
(A+)+ = A and so (M+)+ = M . We refer to [5], [9], [10] and [17] for a full
account of the above and subsequent results on quasidifferential expressions.
For u ∈ V (M), v ∈ V (M+) and α, β ∈ I, we have Green’s formula,
(2.7)
∫ β
α
{
vM [u]−−uM+[v]
}
dx = [u, v](β) − [u, v](α),
where,
(2.8)
[u, v](x) = in
(
n−1∑
r=0
(−1)n+r+1u[r](x)v
[n−r−1]
+ (x)
)
= (−i)n
(
u(x), . . . , u[n−1](x)
)
Jn×n


v(x)
...
v
[n−1]
+ (x)

 ;
see [2] and [17, Corollary 1] for more details.
Let w be a function which satisfies,
(2.9) w > 0 a.e. on I, w ∈ L1loc(I).
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The equation
(2.10) M [y] = λwy (λ ∈ C)
on I is said to be regular at the left-end point a if it is finite and x ∈ (a, b),
(2.11) a ∈ R, w, ars ∈ L
1[a,X] (r, s = 1, . . . , n).
Otherwise, (2.10) is said to be singular at a. Similarly we define the terms regular
and singular at b. If (2.10) is regular at both end-points, then it is said to be
regular, in this case we have,
(2.12) a, b ∈ R, w, ars ∈ L
1[a, b] (r, s = 1, . . . , n).
Note that: An end-point of the interval I is regular (See [9] and [10])
for the equation (2.10) if and only if it is regular for the equation
(2.13) M+[y] = λwy (λ ∈ C).
Let H = L2w(a, b) denote, the usual weighted L
2-space with inner-product
(2.14) (f, g) :=
∫ b
a
f(x)g(x)w(x)dx,
and norm ‖f‖ := (f, f)1/2; this is a Hilbert space on identifying functions which
differ only on null sets.
We can without loss of generality assume that the interval (a, b) −∞ ≤
a < b ≤ ∞, in question is decomposed into four sets of subintervals:
(1) {Ii}
m
i=1. Considered on Ii, M is singular at both end-points.
(2) {Ji}
n
i=1. Considered on Ji, M is regular at the left end-point and singular
at the right end-point.
(3) {Ki}
p
i=1. Considered on Ki, M is singular at the left end-point and regular
at the right end-point.
(4) {Li}
q
i=1. Considered on Li, M is regular at both end-points.
Definition 2.2. We denote by D(M) the collection of those elements u
satisfying the following:
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(1) u ∈ V (Mi), i = 1, . . . ,m; u ∈ V (Mi), i = 1, . . . , n;
u ∈ V (Mi), i = 1, . . . , p ; u ∈ V (Mi), i = 1, . . . , q.
(2) u ∈ L2w(Ii), i = 1, . . . ,m; u ∈ L
2
w(Ji), i = 1, . . . , n;
u ∈ L2w(Ki), i = 1, . . . , p; u ∈ L
2
w(Li), i = 1, . . . , q.
(3) w−1Mi[u] ∈ L
2
w(Ii), i = 1, . . . ,m; w
−1Mi[u] ∈ L
2
w(Ji), i = 1, . . . , n;
w−1Mi[u] ∈ L
2
w(Ki), i = 1, . . . , p; w
−1Mi[u] ∈ L
2
w(Li), i = 1, . . . , q,
and by D(M+) the collection of those elements v satisfying, the following:
(1) v ∈ V (M+i ), i = 1, . . . ,m; v ∈ V (M
+
i ), i = 1, . . . , n;
v ∈ V (M+i ), i = 1, . . . , p; v ∈ V (M
+
i ), i = 1, . . . , q.
(2) v ∈ L2w(Ii), i = 1, . . . ,m; v ∈ L
2
w(Ji), i = 1, . . . , n;
v ∈ L2w(Ki), i = 1, . . . , p; v ∈ L
2
w(Li), i = 1, . . . , q.
(3) w−1M+i [v] ∈ L
2
w(Ii), i = 1, . . . ,m; w
−1M+i [v] ∈ L
2
w(Ji), i = 1, . . . , n;
w−1M+i [v] ∈ L
2
w(Ki), i = 1, . . . , p; w
−1M+i [v] ∈ L
2
w(Li), i = 1, . . . , q.
Definition 2.3. We define the maximal operators T (M) and T (M+)
by setting: T (M)u := w−1M [u] and T (M+)v := w−1M+[v], for all u ∈ D(M),
v ∈ D(M+).
The underlying Hilbert space is, of course,
H =
m∑
i=1
L2w(Ii)⊕
n∑
i=1
L2w(Ji)⊕
p∑
i=1
L2w(Ki)⊕
q∑
i=1
L2w(Li),
with the inner-product 〈·, ·〉 over H,
〈f, g〉 =
m∑
i−1
∫
Ii
f(x)g(x)w(x)dx +
n∑
i−1
∫
Ji
f(x)g(x)w(x)dx+
+
p∑
i−1
∫
Ki
f(x)g(x)w(x)dx +
q∑
i−1
∫
Li
f(x)g(x)w(x)dx.
Green’s formula over all of (a, b) is the sum of those over all subintervals
of (a, b) such that: for u ∈ V (M) and v ∈ V (M+), then
〈w−1M [u]v〉 − 〈u,w−1M+[v]〉 =
m∑
i=1
([u, v]i(βi)− [u, v]i(αi))+
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+
n∑
i=1
([u, v]i(βi)− [u, v]i(αi)) +
p∑
i=1
([u, v]i(βi)− [u, v]i(αi))+
+
q∑
i=1
([u, v]i(βi)− [u, v]i(αi)) .
For the regular problem, the minimal operators T0(Mi) and T0(M
+
i ) are
the restrications of w−1Mi[·] and w
−1M+i [·] to the subspaces,
(2.15)


D0(Mi) :=
{
u ∈ D(Mi) : u
[r−1](ai) = u
[r−1](bi) = 0, i = 1, . . . , q
}
D0(M
+
i ) :=
{
v ∈ D(M+i ) : v
[r−1]
+ (ai) = v
[r−1]
+ (bi) = 0, i = 1, . . . , q
}
(r = 1, . . . , n)
respectively. The subspacesD0(Mi) andD0(M
+
i ) are dense in L
2
w(Li) and T (Mi),
T (M+i ) are closed operators (see [17, Section 3]). In the singular problem we first
introduce the operators T ′0(Mi) and T
′
0(M
+
i ) being the restriction of w
−1Mi[·] to
(2.16) D′0(Mi) := {u : u ∈ D(Mi), suppu ⊂ (ai, bi) on Ji and Ki} ,
and with T ′0(M
+
i ) defined similarly. These operators are densely-defined and
closable in L2w(Ji), i = 1, . . . , n and L
2
w(Ki), i = 1, . . . , p.
We define the minimal operators T0(Mi), T0(M
+
i ) to be their respective
closures (cf. [17, Section 5]). We denote the domains of T0(Mi) and T0(M
+
i ), by
D0(Mi) and D0(M
+
i ) respectively. It can be shown that, (2.10) is regular at ai,
then
(2.17)
{
u ∈ D0(Mi) u
[r−1](ai) = 0 on Ji, i = 1, . . . , n
u ∈ D0(Mi) u
[r−1](ai) = 0 on Ki, i = 1, . . . , p
and similarly,
(2.18)


v ∈ D0(M
+
i ) ⇒ v
[r−1]
+ (ai) = 0 on Ji, i = 1, . . . , n
v ∈ D0(M
+
i ) ⇒ v
[r−1]
+ (ai) = 0 on Ki, i = 1, . . . , p
r = 1, . . . , n. Moreover, in both regular and singular problems we have,
(2.19) [T0(Mi)]
∗ = T (M+i ) and [T (Mi)]
∗ = T0(M
+
i ) on Ji and Ki;
see [17, Section 5] in the case when Mi = M
+
i and compare with the treatment
in [1, Section III.10.3] in the general case.
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In the case of two singular end-points, the problem on (ai, bi), i = 1, . . . ,m
is effectively reduced to the problems with one singular end-point on the intervals
(ai, ci] and [ci, bi), where ci ∈ (ai, bi). We denote by T (Mi; ai) and T0(Mi; bi)
the maximal operators with domains D(Mi; ai) and D(Mi; bi) and denote by
T0(Mi; ai) and T0(Mi; bi) the closures of the operators T
′
0(Mi; ai) and T
′
0(Mi; bi)
defined in (2.16) on the intervals (ai, ci] and [ci, bi) respectively.
Let T˜ ′0(Mi) be the orthogonal sum
T˜ ′0(Mi) = T
′
0(Mi; ai)⊕ T
′
0(Mi; bi) in
L2w(ai, bi) = L
2
w(ai, ci)⊕ L
2
w(ci, bi), i = 1, 2, . . . ,m;
T˜ ′0(Mi) is densely-defined and closable in L
2
w(ai, bi) and its closure is given by
T˜0(Mi) = T0(Mi; ai)⊕ T0(Mi; bi), i = 1, . . . ,m.
Also,
nul[T˜0(Mi)− λI] = nul[T0(Mi; ai)− λI] + nul[T0(Mi; bi)− λI],
def[T˜0(Mi)− λI] = def[T0(Mi; ai)− λI] + def[T0(Mi; bi)− λI],
and R[T˜0(Mi)−λI] is closed if, and only if, R[T0(Mi; ai)−λI] and R[T0(Mi; bi)−
λI] are both closed. These results imply in particular that,
Π[T˜0(Mi)] = Π[T0(Mi; ai)] ∩Π[T0(Mi; bi)], i = 1, . . . ,m.
We refer to [1, Section III.10.4], [3], [6] and [14] for more details.
Next, we state the following results; the proof is similar to that in [1,
Section III. 10.4].
Theorem 2.4. T˜0(Mi) ⊂ T0(Mi), T (Mi) ⊂ T (Mi; ai) ⊕ T (Mi; bi) and
dim{D[T0(Mi)]/D[T˜0(Mi)]} = n. If λ ∈ Π[T˜0(Mi) ∩∆3[T0(Mi)− λI], then
ind[T0(Mi)− λI] = n− def[T0(M ; ai)− λI]− def[T0(Mi; bi)− λI],
i = 1, . . . ,m, and in particular, if λ ∈ Π[T0(Mi)],
(2.20) def[T0(Mi)− λI] = def[T0(Mi; ai)− λI] + def[Ti(Mi; bi)− λI]− n,
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Remark. It can be shown for i = 1, . . . ,m that,
(2.21)


D[T˜0(Mi)] =
{
u : u ∈ D[T0(Mi)] and u
[r−1](ci) = 0, r = 1, . . . , n
}
D[T˜0(M
+
i )] =
{
v : v ∈ D[T0(M
+
i )] and v
[r−1]
+ (ci) = 0, r = 1, . . . , n
}
see [1, Section III.10.4].
We now establish by [1], [7], [8] and [13] some further notation:
(2.22)


D0(M) =
m∑
i=1
D0(Mi)⊕
n∑
i=1
D0(Mi) +
p∑
i=1
D0(Mi)⊕
q∑
i=1
D0(Mi)
D0(M
+) =
m∑
i=1
D0(M
+
i )⊕
n∑
i=1
D0(M
+
i ) +
p∑
i=1
D0(M
+
i )⊕
q∑
i=1
D0(M
+
i )
,
(2.23)


T0(M)f =
{
T0(M1)f, . . . , T0(Mm)f ;T0(M1)f, . . . , T0(Mn)f ;
T0(M1)f, . . . , T0(Mp)f ;T0(M1)f, . . . , T0(Mq)f
}
,
T0(M
+)g =
{
T0(M
+
1 )g, . . . , T0(M
+
m)g;T0(M
+
1 )g, . . . , T0(M
+
n )g;
T0(M
+
1 )g, . . . , T0(M
+
p )g;T0(M
+
1 )g, . . . , T0(M
+
q )g
}
,
f ∈ D0(Mi), g ∈ D0(M
+
i ); i = 1, . . . ,m;
f ∈ D0(Mi), g ∈ D0(M
+
i ); i = 1, . . . , n;
f ∈ D0(Mi), g ∈ D0(M
+
i ); i = 1, . . . , p;
f ∈ D0(Mi), g ∈ D0(M
+
i ); i = 1, . . . , q.
Also,
(2.24)


T (M)f =
{
T (M1)f, . . . , T (Mm)f ;T (M1)f, . . . , T (Mn)f ;
T (M1)f, . . . , T (Mp)f ;T (M1)f, . . . , T (Mq)f
}
,
T (M+)g =
{
T (M+1 )g, . . . , T (M
+
m)g;T (M
+
1 )g, . . . , T (M
+
n )g;
T (M+1 )g, . . . , T (M
+
p )g;T (M
+
1 )g, . . . , T (M
+
q )g
}
,
f ∈ D(Mi), g ∈ D(M
+
i ); i = 1, . . . ,m;
f ∈ D(Mi), g ∈ D(M
+
i ); i = 1, . . . , n;
f ∈ D(Mi), g ∈ D(M
+
i ); i = 1, . . . , p;
f ∈ D(Mi), g ∈ D(M
+
i ); i = 1, . . . , q
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and
[f, g] =
m∑
i=1
{
[f, g]i(bi)− [f, g]i(ai)
}
+
n∑
i=1
{
[f, g]i(bi)− [f, g]i(ai)
}
+
+
p∑
i=1
{
[f, g]i(bi)− [f, g]i(ai)
}
+
q∑
i=1
{
[f, g]i(bi)− [f, g]i(ai)
}
,
where [·, ·] is the bilinear form defined in (2.12).
Note that: T0(M) is a closed densely-defined operator in H.
We summarize a few additional properties of T0(M) in the form of a
lemma:
Lemma 2.5. We have,
(a) [T0(M)]
∗ =
m∑
i=1
[T (Mi)]
∗ ⊕
n∑
i=1
[T (Mi)]
∗ ⊕
p∑
i=1
[T (Mi)]
∗ ⊕
q∑
i=1
[T (Mi)]
∗,
[T0(M
+)]∗ =
m∑
i=1
[T (M+i )]
∗ ⊕
n∑
i=1
[T (M+i )]
∗ ⊕
p∑
i=1
[T (M+i )]
∗ ⊕
q∑
i=1
[T (M+i )]
∗,
In particular
D[T0(M)]
∗ = D[T (M+)]
=
m∑
i=1
D[T (M+i )]⊕
n∑
i=1
D[T (M+i )]⊕
p∑
i=1
D[T (M+i )]⊕
q∑
i=1
D[T (M+i )]
D[T0(M
+)]∗ = D[T (M)]
=
m∑
i=1
D[T (Mi)]⊕
n∑
i=1
D[T (Mi)]⊕
p∑
i=1
D[T (Mi)]⊕
q∑
i=1
D[T (Mi)]
(b) nul[T0(M)− λI] =
m∑
i=1
nul[T0(Mi)− λI] +
n∑
i=1
nul[T0(Mi)− λI]
+
p∑
i=1
nul[T0(Mi)− λI] +
q∑
i=1
nul[T0(Mi)− λI],
nul[T0(M
+)− λI] =
m∑
i=1
nul[T0(M
+
i )− λI] +
n∑
i=1
nul[T0(M
+
i )− λI]
+
p∑
i=1
nul[T0(M
+
i )− λI] +
q∑
i=1
nul[T0(M
+
i )− λI]
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(c) def[T0(M)− λI] =
m∑
i=1
def[T0(Mi)− λI] +
n∑
i=1
def[T0(Mi)− λI]
+
p∑
i=1
def[T0(Mi)− λI] +
q∑
i=1
def[T0(Mi)− λI],
def[T0(M
+)− λI] =
m∑
i=1
def[T0(M
+
i )− λI] +
n∑
i=1
def[T0(M
+
i )− λI]
+
p∑
i=1
def[T0(M
+
i )− λI] +
q∑
i=1
def[T0(M
+
i )− λI]
for all λ ∈ Π[T0(M)] and λ ∈ Π[T0(M
+)].
P r o o f. Part (a) follows immediately from the definition of T0(M) and
from the general definition of an adjoint operator. The other parts are either
direct consequences of part (a) or follows immediately from the definitions. 
Lemma 2.6. Let
T0(M) =
m∑
i=1
T0(Mi)⊕
n∑
i=1
T0(Mi)⊕
p∑
i=1
T0(Mi)⊕
q∑
i=1
T0(Mi)
be a closed densely-defined operator on H. Then,
(2.25) Π[T0(M)] =
m
∩
i=1
Π[T0(Mi)]
n
∩
i=1
Π[T0(Mi)]
p
∩
i=1
Π[T0(Mi)]
q
∩
i=1
Π[T0(Mi)].
P r o o f. The proof follows from Lemma 2.5 and since R[T0(M) − λI] is
closed if, and only if R[T0(M)− λI], i = 1, . . . ,m; R[T0(Mi)− λI), i = 1, . . . , n;
R[T0(Mi)− λI], i = 1, . . . , p and R[T0(Mi)− λI], i = 1, . . . , q are closed. 
Lemma 2.7. If Si are regularly solvable operators with respect to T0(Mi)
and T0(M
+
i ) on all subintervals Ii, Ji, Ki and Li respectively then,
S =
m∑
i=1
Si ⊕
n∑
i=1
Si ⊕
p∑
i=1
Si ⊕
q∑
i=1
Si
is regularly solvable with respect to T0(M) and T0(M
+).
P r o o f. The proof follows from Lemmas 2.5 and 2.6.
3. The regularly solvable operators with two singular end-points.
We see from (2.19) that T0(Mi) ⊂ T (Mi) = [T0(M
+
i )]
∗ and hence T0(Mi) and
T0(M
+
i ) form an adjoint pair of closed densely-defined operators in L
2
w(Ii), i =
1, . . . ,m.
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Lemma 3.1. For λ ∈ Π[T0(Mi), T0(M
+
i )],
def[T0(Mi)− λI] + def[T0(M
+
i )− λ] is constant and
(3.1) 0 ≤ def[T0(Mi)− λI] + def[T0(M
+
i )− λI] ≤ 2n, i = 1, . . . ,m.
In the problem with one singular end points, i.e., on Ji, and Ki,
n ≤ def[T0(Mi)− λI] + def[T0(M
+
i )− λI] ≤ 2n.
In the regular problem, i.e., on Li, i = 1, . . . , q,
def[T0(Mi)− λI] + def[T0(M
+
i )− λI] = 2n.
P r o o f. The proof is similar to that in [10] and therefore omitted. 
For λ ∈ Π[T0(Mi), T0(M
+
i )], i = 1, . . . ,m, we define ri, si and mi as
follows,
(3.2)


ri = ri(λ) : = def[T0(Mi)− λI]
= def[T0(Mi; ai)− λI] + def[T0(Mi; bi)− λI] − n
= r1i + r
2
i − n,
si = si(λ) : = def[T0(M
+
i )− λI]
= def[T0(M
+
i ; ai)− λI] + def[T0(M
+
i ; bi)− λI] − n
= s1i + s
2
i − n
and
mi : = ri + si.
Since,
ri = r
1
i + r
2
i − n, si = s
1
i + s
2
i − n, i = 1, . . . ,m,
then,
(3.3)


mi = ri + si
= (r1i + r
2
i − n) + (s
1
i + s
2
i − n)
= (r1i + s
1
i ) + (r
2
i + s
2
i )− 2n
= m1i +m
2
i − 2n, i = 1, . . . ,m.
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Also, since,
n ≤ mji ≤ 2n (j = 1, 2; i = 1, . . . ,m),
then by Lemma 3.1, we have that,
(3.4) 0 ≤ mi ≤ 2n, i = 1, . . . ,m.
For Π[T0(Mi), T0(M
+
i )] 6= Ø the operators which are regularly solvable
with respect to T0(Mi) and T0(M
+
i ) are characterized by the following theorem.
Theorem 3.2. For λ ∈ Π[T0(Mi), T0(M
+
i )], let ri and mi be defined by
(3.2) and let ψj,i, (j = 1, . . . , ri) and φk,i (k = ri + 1, . . . ,mi), i = 1, . . . ,m be
arbitrary functions satisfying:
(i) {ψj,i : j = 1, . . . , ri} ⊂ D(Mi) is linearly independed modulo D0(Mi)
and {φk,i : k = ri + 1, . . . ,mi} ⊂ D0(M
+
i ) is linearly independed modulo
D0(M
+
i ), i = 1, . . . ,m.
(ii) [ψj,i, φk,i]i(bi) − [ψj,i, φk,i]i(ai) = 0 (j = 1, . . . , ri, k = ri + 1, . . . ,m;
i = 1, . . . ,m).
Then the set,
(3.5)
{u : u ∈ D(Mi), [u, φk,i]i(bi)− [u, φk,i]i(ai) = 0,
(k = ri + 1, . . . ,mi; i = 1, . . . ,m)}
is the domain of an operator Si which is regularly solvable with respect to T0(Mi)
and T0(M
+
i ) and the set,
(3.6)
{v : v ∈ D(M+i ), [ψj,i, v]i(bi)− [ψj,i, v]i(ai) = 0,
(j = 1, . . . , ri; i = 1, . . . ,m)}
is the domain of S∗i ; moreover λ ∈ ∆4(Si), i = 1, . . . ,m.
Conversely, if Si is regularly solvable with respect to T0(Mi) and T0(M
+
i )
and λ ∈ Π[T0(Mi), T0(M
+
i )] ∩∆4(Si), then with ri and mi defined by (3.2) there
exists functions ψj,i (j = 1, . . . , ri), φk,i (k = ri + 1, . . . ,mi), i = 1, . . . ,m which
satisfy (i) and (ii) and are such that (3.5) and (3.6) are the domains of Si and
S∗i respectively.
Si is self-adjoint if and only if M
+
i = Mi, ri = si and φk,i = ψk−ri,i
(k = ri+1, . . . ,mi, i = 1, . . . ,m), Si is J-self-adjoint if and only if Mi = JM
+
i J
(J is a complex conjugate), ri = si and φk,i = ψk−ri,i, (k = ri + 1 . . . ,mi,
i = 1, . . . ,m).
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P r o o f. The proof is entirely similar to that in [2, 9] and therefore omit-
ted. 
For λ ∈ Π[T0(Mi), T0(M
+
i )], define ri, si and mi, i = 1, . . . ,m as in
(3.2) and (3.3). Let {ψaij,i, j = 1, . . . , s
1
i }, {φ
ai
k,i, k = s
1
i + 1, . . . ,m
1
i } be bases for
N [T (Mi; ai)−λI] and N [T (M
+
i ; ai)−λI] respectively, thus ψ
ai
j,i, φ
ai
k,i ∈ L
2
w(ai, ci)
(j = 1, . . . , s1i ; k = s
1
i + 1 . . . ,m
1
i ) and
(3.7) Mi[ψ
ai
j,i] = λwψ
ai
j,i, M
+
i [φ
ai
k,i] = λwφ
ai
k,i on [ai, ci), i = 1, . . . ,m.
Similarly, let {ψbij,i : j = 1, . . . , s
2
i }, {φ
bi
k,i : k = s
2
i + 1, . . . ,m
2
i } be bases for
N [T (Mi; bi)−λI] and N [T (M
+
i ; bi.)−λI] respectively; thus ψ
bi
j,i, φ
bi
k,i ∈ L
2
w(ci, bi)
and
(3.8) Mi[ψ
bi
j,i] = λwψ
bi
j,i, M
+
i [φ
bi
k,i] = λwφ
bi
k,i on [ci, bi), i = 1, . . . ,m.
Since, [T0(M
+
i ; ai) − λI] and [T0(M
+
i ; bi) − λI] have closed ranges, so do their
adjoints [T (Mi; ai)−λI] and [T (Mi; bi)−λI] and moreover R[T (Mi; ai)−λI]
⊥ =
N [T0(Mi; ai)− λI) = {0} and R[T (M
+
i ; bi)− λI]
⊥ = N [T0(M
+
i ; bi)− λI] = {0}.
Hence R[T (Mi; ai) − λI] = L
2
w(ai, ci) and R[T (M
+
i ; bi) − λI] = Lw(ci, bi), i =
1, . . . ,m. Similarly, R[T (Mi; ai) − λI] = L
2
w(ai, ci) and R[T (M
+
i ; bi) − λI] =
L2w(ci; bi), i = 1, . . . ,m. We can therefore define the following:
(3.9)


xaij,i := ψ
ai
j,i (j = 1, . . . , s
1
i ; i = 1, . . . ,m),
[T (Mi; ai)− λI]x
ai
j,i := φ
ai
j,i (j = s
1
i + 1, . . . ,m
1
i ),
[T (M+i ; ai)− λI]y
ai
j,i := ψ
ai
j,i (j = 1, . . . , s
1
i ),
yaij,i := φ
ai
j,i (j = s
1
i + 1, . . . ,m
1
i );
(3.10)


xbij,i := ψ
bi
j,i (j = 1, . . . , s
2
i ; i = 1, . . . ,m),
[T (Mi; bi)− λI]x
bi
j,i := φ
bi
j,i (j = s
2
i + 1, . . . ,m
2
i ),
[T (M+i ; bi)− λI]y
bi
j,i := ψ
bi
j,i (j = 1, . . . , s
2
i ),
ybij,i := φ
bi
j,i (j = s
2
i + 1, . . . ,m
2
i ).
Next we state the following results; the proofs are similar to those in [2,
Section 4], [9] and [10].
Lemma 3.3. The sets {xaij,i : j = 1, . . . ,m
1
i , i = 1, . . . ,m}, {x
bi
k,i :
k = 1, . . . ,m2i , i = 1, . . . ,m} are bases of N([T (M
+
i ; ai) − λI][T (Mi; ai) −
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λI]) and R([T (M+i ; bi) − λI][T (Mi; bi) − λI]) respectively, {y
ai
j,i : j = 1, . . . ,m
1
i ;
i = 1, . . . ,m} and {ybik,i : k = 1, . . . ,m
2
i ; i = 1, . . . ,m} are bases of N([T (Mi; ai)−
λI][T (M+i ; ai)− λI]) and N([T (Mi; bi)− λI][T (M
+
i ; bi)− λI]) respectively.
On applying [1, Theorem III.3.1] we obtain,
Corollary 3.4. Any zaii ∈ D(Mi; ai) and (z
ai
i )
+ ∈ D(M+i ; ai) have the
unique representations,
(3.11) zaii = z
ai
0i +
m1
i∑
j=1
αijix
ai
j,i (z
ai
0i ∈ D0(Mi; ai), α
i
ji ∈ C),
(3.12) (zaii )
+ = (zai0i )
+ +
m1i∑
j=1
βijiy
ai
j,i ((z
ai
0i )
+ ∈ D0(M
+
i ; ai), β
i
ji ∈ C).
Also, any zbii ∈ D(Mi; bi) and (z
bi
i )
+ ∈ D(Mi; bi) have the unique representations,
(3.13) zbii = z
bi
0i +
m2
i∑
k=1
γikix
bi
k,i (z
bi
0i ∈ D0(Mi; bi), γ
i
ki ∈ C),
(3.14) (zbii )
+ = (zbi0i)
+ +
m2i∑
k=1
δikiy
bi
k,i ((z
bi
0i)
+ ∈ D0(M
+
i ; bi), δ
i
ki ∈ C),
(i = 1, . . . ,m).
A central role in the algorithm is played by the matrices
Lemma 3.5. Let
(3.15) Em1
i
×m1
i
:=
(
[xaij,i, y
ai
k,i]i(ai)
)
1≤j≤m1
i
1≤k≤m1
i
, i = 1, . . . ,m,
(3.16) Em2
i
×m2
i
:=
(
[xbij,i, y
bi
k,i]i(bi)
)
1≤j≤m2i
1≤k≤m2
i
, i = 1, . . . ,m,
and
(3.17) E1,2
s1
i
×s1
i
:=
(
[xaij,i, y
ai
k,i]i(ai)
)
1≤j≤s1i
s1
i
+1≤k≤m1
i
, i = 1, . . . ,m,
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(3.18) E1,2
s2
i
×s2
i
:=
(
[xbij,i, y
bi
k,i]i(bi)
)
1≤j≤s2
i
s2
i
+1≤k≤m2
i
, i = 1, . . . ,m.
Then,
(3.19) RankE1,2
sj
i
×rj
i
= RankE
mj
i
×mj
i
= mji − n, (j = 1, 2; i = 1, . . . ,m).
In view of Lemma 3.5 and since rji , s
j
i ≥ m
j
i − n (j = 1, 2; i = 1, . . . ,m),
we may suppose, without loss of generality, that the matrices,
(3.20) E1,2
(m1
i
−n)×(m1
i
−n)
:=
(
[xaij,i, y
ai
k,i]i(ai)
)
1≤j≤m1
i
−n
n+1≤k≤m1
i
,
and
(3.21) E1,2
(m2
i
−n)×(m2
i
−n)
:=
(
[xbij,i, y
bi
k,i]i(bi)
)
1≤j≤m2
i
−n
n+1≤k≤m2
i
,
satisfy
(3.22) RankE1,2
(mj
i
−n)×(mj
i
−n)
= mji − n, (j = 1, 2; i = 1, . . . ,m).
If we partation E
mj
i
×mj
i
(j = 1, 2; i = 1, . . . ,m) as
(3.23) E
mj
i
×mj
i
=


E1,1
(mj
i
−n)×n
... E1,2
(mj
i
−n)×(mj
i
−n)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
E2,1n×n
... E2,2
n×(mj
i
−n)

 ,
and set
(3.24)


E1
(mj
i
−n)×(mj
i
−n)
= E1,1
(mj
i
−n)×n
⊕ E1,2
(mj
i
−n)×(mj
i
−n)
E2
n×mj
i
= E2,1n×n ⊕ E
2,2
n×(mj
i
−n)
,
(3.25)


F 1
mj
i
×n
= E1,1
(mj
i
−n)×n
⊕⊤ E2,1n×n
F 2
mj
i
×(mj
i
−n)
= E1,2
(mj
i
−n)×(mj
i
−n)
⊕⊤ E2,2
n×(mj
i
−n)
,
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then (3.22) yields the results,
(3.26)
RankE1
(mj
i
−n)×mj
i
= RankF 2
mj
i
×(mj
i
−n)
= mji − n,
(j = 1, 2; i = 1, . . . ,m).
Lemma 3.6. Let Di(Mi; ai), i = 1, . . . ,m be the linear span of {z
ai
j,i : j =
1, . . . , n; i = 1, . . . ,m} where zaij,i ∈ D(Mi; ai) satisfy the following conditions for
k = 1, . . . , n and some ci ∈ (ai; bi), i = 1, . . . ,m.
(3.27)
{
(zaij,i)
[k−1](ai) = δ
i
jk (z
ai
j,i)
[k−1](ci) = 0
zaij,i(t) = 0, for t ≥ ci, i = 1, . . . ,m,
and let D2(Mi; ai), i = 1, . . . ,m be the linear span of {x
ai
j,i : j = 1, . . . ,m
1
i −n, i =
1, . . . ,m} with (3.22) satisfied. Then,
D(Mi; ai) = D0(Mi; ai)+˙D1(Mi; ai)+˙D2(Mi; ai), i = 1, . . . ,m.
Similarly,
D(Mi; bi) = D0(Mi; bi)+˙D1(Mi; bi)+˙D2(Mi; bi), i = 1, . . . ,m.
If D1(M
+
i ; ai) and D2(M
+
i ; ai) are the linear spaces of {(z
ai
j,i)
+ : j = 1, . . . , n;
i = 1, . . . ,m} and {yaik,i, k = n+ 1, . . . ,m
1
i ; i = 1, . . . ,m} respectively, then
(3.28) D(M+i ; ai) = D0(M
+
i ; ai)+˙D1(M
+
i ; ai)+˙D2(M
+
i ; ai), i = 1, . . . ,m.
Similarly,
(3.29) D(M+i ; bi) = D0(M
+
i ; bi)+˙D1(M
+
i ; bi)+˙D2(M
+
i ; bi), i = 1, . . . ,m.
We shall now characterize all the operators which are regularly solvable
with respect to T0(Mi) and T0(M
+
i ) in terms of boundary conditions featuring
L2w(Ii)-solutions of the equations Mi[u] = λwu and M
+
i [v] = λwv (λ ∈ C),
i = 1, . . . ,m by the following two theorems with a brief sketch of the proof.
Theorem 3.7. Let λ ∈ Π[T0(Mi);T0(M
+
i )], let ri, si and mi, i =
1, . . . ,m deffined by (3.2) and let xaij,i, y
ai
j,i (j = 1, . . . ,m
1
i ; i = 1, . . . ,m) and
xbik,i, y
bi
k,i (k = 1, . . . ,m
2
i ; i = 1, . . . ,m) be defined by (3.9) and (3.10) respec-
tively and arranged to satisfy (3.22). Let M i
si×(m1i−n)
, N i
si×(m2i−n)
, Ki
ri×(m1i−n)
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and Li
ri×(m2i−n)
, i = 1, . . . ,m be numerical matrices which satisfy the following
conditions:
(i) Rank
{
M i
si×(m1i−n)
⊕N i
si×(m2i−n)
}
= si i = 1, . . . ,m,
Rank
{
Ki
ri×(m1i−n)
⊕ Li
ri×(m2i−n)
}
= ri i = 1, . . . ,m.
(ii)
{
Ki
ri×(m1i−n)
E1,2
(m1
i
−n)×(m1
i
−n)
(
M i
si×(m1i−n)
)⊤}
ri×si
=
{
Li
ri×(m2i−n)
E1,2
(m2
i
−n)×(m2
i
−n)
(
N i
si×(m2i−n)
)⊤}
ri×si
, i = 1, . . . ,m.
Then the set of all u ∈ D[T (Mi)] such that
(3.30)
Bi(u, Ii) =M
i
si×(m1i−n)


[u, yain+1,i]i(ai)
...
[u, yai
m1
i
,i
]
i
(ai)

−N isi×(m2i−n)


[u, ybin+1,i]i(bi)
...
[u, ybi
m2
i
,i
]
i
(bi)

=
= Osi×1, i = 1, . . . ,m,
is the domain of an operator Si, i = 1, . . . ,m which is regularly solvable with
respect to T0(Mi) and T0(M
+
i ) and D(S
∗
i ) is the set of all v ∈ D[T (M
+
i )] which
are such that
(3.31)
B∗i (v, Ii) = K
i
ri×(m1i−n)


[xai1,i, v]i(ai)
...
[xai
(m1
i
−n),i
, v]
i
(ai)

−Liri×(m2i−n)


[xbi1,i, v]i(bi)
...
[xbi
(m2
i
−n),i
, v]
i
(bi)

=
= Ori×1, i = 1, . . . ,m.
P r o o f. Let,
(3.32) M isi×(m1i−n)
=
(
αijk
)
ri+1≤j≤mi
n+1≤k≤m1
i
, N isi×(m2i−n)
=
(
βijk
)
ri+1≤j≤mi
n+1≤k≤m2
i
,
and set
(3.33) gaij,i =
m1i∑
k=n+1
αijky
ai
k,i g
bi
j,i =
mi∑
k=n+1
β
i
jky
ai
k,i, j = ri + 1, . . . ,mi.
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Then gj,i ∈ D[T (M
+
i )] where
gj,i =
{
gaij,i in (ai, ci],
gbij,i in [ci, bi), i = 1, . . . ,m.
By [17, Theorem 8], we may choose φj,i, (j = ri + 1, . . . ,mi) ∈ D[T (M
+
i )],
φj,i =
{
φaij,i in (ai, ci],
φbij,i in [ci, bi), i = 1, . . . ,m,
such that for a′i ∈ (ai, ci) and k = 1, . . . , n,
(3.34) (φaij,i)
[k−1]
+ (ci) = 0, (φ
ai
j,i)
[k−1]
+ (a
′
i) = (g
ai
j,i)
[k−1]
+ (a
′
i),
φaij,i = g
ai
j,i on (ai, a
′
i], j = ri + 1, . . . ,m; i = 1, . . . ,m,
and for b′i ∈ (ci, bi),
(3.35) (φbij,i)
[k−1]
+ (ci) = 0, (φ
bi
j,i)
[k−1]
+ (b
′
i) = (g
bi
j,i)
[k−1]
+ (b
′
i),
φaij,i = g
ai
j,i on [b
′
i, bi), j = ri + 1, . . . ,m; i = 1, . . . ,m.
This gives,
M isi×(m1i−n)


[u, yain+1,i]i(ai)
...
[u, yai
m1
i
,i
]
i
(ai)

 =


[
u,
m1
i∑
k=n+1
αiri+1,ky
ai
k,i
]
i
(ai)
...[
u,
m1
i∑
k=n+1
αimi,ky
ai
k,i
]
i
(ai)


=


[u, φairi+1,i]i(ai)
...
[u, φaimi,i]i(ai)

 .
Similarly,
N isi×(m2i−n)


[u, ybin+1,i]i(bi)
...
[u, yai
m2
i
,i
]
i
(bi)

 =


[u, φbiri+1,i]i(bi)
...
[u, φbimi,i]i(bi)

 .
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The boundary conditions (3.30) therefore coincides with that in (3.5). Similarly,
(3.31) coincides with (3.6) on making the following choices,
(3.36) Kiri×(m1i−n)
=
(
τ ijk
)
1≤j≤ri
1≤k≤m1
i
−n
, Lisi×(m2i−n)
=
(
ǫijk
)
1≤j≤ri
1≤k≤m2
i
−n
,
(3.37) haij,i =
m1
i
−n∑
k=1
τ ijkx
ai
k,i, h
bi
j,i =
m2
i
−n∑
k=1
ǫijlx
ai
k,i, i = 1, . . . ,m.
Then hj,i ∈ D[T (Mi)], where
hj,i =


haij,i in (ai, ci],
hbij,i in [ci, bi), j = 1, . . . , ri; i = 1, . . . ,m,
and ψj,i (j = 1, . . . , ri) ∈ D[T (Mi)],
ψj,i =


ψaij,i in (ai, ci]
ψbij,i in [ci, bi), i = 1, . . . ,m,
such that for a′i ∈ (ai, ci) and k = 1, . . . , n
(3.38) (ψaij,i)
[k−1](ci) = 0, (ψ
ai
j,i)
[k−1](a′i) = (h
ai
j,i)
[k−1](a′i),
ψaij,i = h
ai
j,i on (ai, a
′
i], j = 1, . . . , ri; i = 1, . . . ,m,
and for b′i ∈ (ci, bi),
(3.39) (ψbij,i)
[k−1](ci) = 0, (ψ
bi
j,i)
[k−1](b′i) = (h
bi
j,i)
[k−1](b′i),
ψaij,i = h
ai
j,i on (b
′
i, bi], j = 1, . . . , ri; i = 1, . . . ,m.
The functions φk,i, k = ri + 1, . . . ,mi and ψj,i, j = 1, . . . , ri, i = 1, . . . ,m
satisfy conditions (i) and (ii) in Theorem 3.2 and the last part of the theorem is
immediate, see [2, Theorem 5.1] and [10].
The converse of Theorem 3.7 is
Theorem 3.8. Let Si, i = 1, . . . ,m be regularly solvable with respect
to T (Mi) and T0(M
+
i ), let λ ∈ Π[T0(Mi), T0(M
+
i )] ∩ ∆4(Si), let ri, si and mi
be defined by (3.2) and (3.3) and suppose that (3.22) is satisfied. Then there
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exist numerical matrices Ki
ri×(m1i−n)
, Li
ri×(m2i−n)
, M i
si×(m1i−n)
and N i
si×(m2i−n)
,
i = 1, . . . ,m such that conditions (i) and (ii) in Theorem 3.7 are satisfied and
D(Si) is the set of u ∈ D(Mi) satisfying (3.30) while D(S
∗
i ) is the set of
v ∈ D(M+i ) satisfying (3.31).
P r o o f. Let {ψj,i, j = 1, . . . , ri} ⊂ D(Mi), {φk,i, k = ri + 1, . . . ,mi} ⊂
D(M+i ), i = 1, . . . ,m, and set
ψj,i =


ψaij,i in (ai, ci]
ψbij,i in [ci, bi)
and φj,i =


φaij,i in (ai, ci]
φbij,i in [ci, bi)
are satisfying the second part of Theorem 3.2. From (3.28) and (3.29) we have
that
(3.40) φaik,i = y
ai
0k,i +
n∑
j=1
ζikj(z
ai
j,i)
+ +
m1i∑
j=n+1
αikj(y
ai
j,i),
k = ri + 1, . . . ,mi; i = 1, . . . ,m for some y
ai
0k,i ∈ D[T0(M
+
i ; ai)] and complex
constants ζikj, α
i
kj and
(3.41) φbik,i = y
bi
0k,i +
n∑
j=1
ξikj(z
bi
j,i)
+ +
m2
i∑
j=n+1
βikj(y
bi
j,i),
k = ri + 1, . . . ,mi; i = 1, . . . ,m for some y
bi
0k,i ∈ D[T0(M
+
i ; bi)] and complex
constants ξikj, β
i
kj. Since y
ai
0k,i ∈ D[T0(M
+
i ; ai)] and y
bi
0k,i ∈ D[T0(M
+
i ; bi)] then
y0k,i ∈ D[T0(M
+
i )], where
y0k,i =


yai0k,i in (ai, ci],
ybi0k,i in [ci, bi).
Hence, for all u ∈ D[T (Mi)],
[u, yai0k,i]i
(ai) = [u, y
ai
0k,i]i
(ci) = 0 and
[u, ybi0k,i]i
(bi) = [u, y
bi
0k,i]i
(ci) i = 1, . . . ,m.
Also
[u, (zaii,j)
+]
i
(ai) = [u, (z
bi
i,j)
+]
i
(bi) = 0, j = 1, . . . , n; i = 1, . . . ,m.
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Let
(3.42) M isi×(m1i−n)
=
(
αijk
)
ri+1≤j≤mi
n+1≤k≤m1
i
, N isi×(m2i−n)
=
(
βijk
)
ri+1≤j≤mi
n+1≤k≤m2
i
.
Then from (3.40),


[u, φairi+1,i]i(ai)
...
[u, φaimi,i]i(ai)

 =


[
u,
m1
i∑
k=n+1
αiri+1,ky
ai
k,i
]
i
(ai)
...[
u,
m1
i∑
k=n+1
αimi,ky
ai
k,i
]
i
(ai)


=M isi×(m1i−n)


[u, yain+1,i]i(ai)
...
[u, yai
m1
i
,i
]
i
(ai)

 .
Similarly, from (3.41)


[u, φbiri+1,i]i(bi)
...
[u, φbimi,i]i(bi)

 = N isi×(m2i−n)


[u, ybin+1,i]i(bi)
...
[u, ybi
m2
i
,i
]
i
(bi)

 .
Therefore, we have shown that the boundary conditions (3.30) coincides with
those in (3.5); similarly (3.31) and the conditions in (3.6) can be shown to coincide
if we choose,
(3.43) Kiri×(m1i−n)
=
(
τ ijk
)
1≤j≤ri
1≤k≤m1
i
−n
, Lisi×(m2i−n)
=
(
ǫijk
)
1≤j≤ri
1≤k≤m2
i
−n
.
where the τ ijk and ǫ
i
jk are the constants uniquely determined by the decomposi-
tions,
(3.44)


ψaij,i = x
ai
j0,i +
n∑
k=1
ζijkz
ai
k,i +
m1
i
−n∑
k=1
τ ijkx
ai
k,i,
ψbij,i = x
bi
j0,i +
n∑
k=1
ξijkz
bi
k,i +
m1i−n∑
k=1
ǫijkx
bi
k,i,
j = 1, . . . , ri; i = 1, . . . ,m derived from Lemma 3.6.
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The conditions (i) and (ii) are consequences of conditions (i) and (ii) in
Theorem 3.2, see [2, Theorem 5.2] and [10].
Remark 3.9. Assume that Mi, i = 1, . . . ,m is formally J-symmetric,
that is M+i = JMiJ , i = 1, . . . ,m where J is complex conjugation. The opera-
tor T0(Mi) is then J-symmetric and T0(Mi) and T0(M
+
i ) = J [T0(Mi)]J form
an adjoint pair with Π[T0(Mi), T0(M
+
i )] = Π[T0(Mi)], i = 1, . . . ,m. Since
M+i [u] = λwu if and only if Mi[v] = λwv, it follows from (3.4) that for all
λ ∈ Π[T0(Mi)], def[T0(Mi) − λI] = def[T0(M
+
i ) − λI] is constant ℓi, say, and so
in (3.2), ri = si = ℓi with 0 ≤ ℓi ≤ n, i = 1, . . . ,m.
4. The General Theorem. In this section, the domains of regularly
solvable operators on the interval (a, b) are determined in terms of “boundary
conditions”. These conditions involve the expressions on the various subintervals
Ii, Ji, Ki and Li of (a, b). We denote by T0(M) and T0(M
+) the maximal and
minimal operators on (a, b). We see from (2.23) and Lemma 2.4 that, T0(M) ⊂
T (M) = [T0(M
+)]∗ and hence T0(M) and T
+
0 (M) form an adjoint pair of closed
densely-defined operators in L2w(a, b).
For λ ∈ Π[T0(M), T0(M
+)] we define r, s and m as follows:
(4.1)


r = r(λ) := def[T0(M)− λI] =
=
m∑
i=1
def[T0(Mi)− λI] +
n∑
i=1
def[T0(Mi)− λI] +
p∑
i=1
def[T0(Mi)− λI]+
+
q∑
i=1
def[T0(Mi)− λI] =
m∑
i=1
ri +
n∑
i=1
ri +
p∑
i=1
ri +
q∑
i=1
ri,
s = s(λ) := def[T0(M
+)− λI] =
=
m∑
i=1
def[T0(M
+
i )− λI] +
n∑
i=1
def[T0(M
+
i )− λI] +
p∑
i=1
def[T0(M
+
i )− λI]+
+
q∑
i=1
def[T0(M
+
i )− λI] =
m∑
i=1
si +
n∑
i=1
si +
p∑
i=1
si +
q∑
i=1
si,
and
m := r + s =
=
m∑
i=1
(ri + si) +
n∑
i=1
(ri + si) +
p∑
i=1
(ri + si) +
q∑
i=1
(ri + si) =
=
m∑
i=1
mi +
n∑
i=1
mi +
p∑
i=1
mi +
q∑
i=1
mi
= m1 +m2 +m3 +m4
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where,
0 ≤ m1 ≤ 2nm, on Ii, i = 1, . . . ,m,
n2 ≤ m2 ≤ 2n
2, on Ji, i = 1, . . . , n,
np ≤ m3 ≤ 2np, on Ki, i = 1, . . . , p,
m4 = 2qn, on Li, i = 1, . . . , q.
By Lemma 3.1, m is constant on Π[T0(M), T0(M
+)] and
(4.2) (n+ p)n ≤ m ≤ 2n(m+ n+ p+ q).
For Π[T0(M), T0(M
+)] 6= Ø the operators which are regularly solvable
with respect to T0(M) and T0(M
+) are characterized by the following theorem:
Theorem 4.1. For λ ∈ Π[T0(M), T0(M
+)], let r and m be defined by
(4.1) and let ψ
∼
j (j = 1, . . . r) and φ
∼
k (k = r + 1, . . . ,m) be arbitrary functions
satisfying:
(i) {ψ
∼
j : j = 1, . . . , r} ⊂ D(M) is linearly independent modulo D0(M) and
{φ
∼
k : k = r + 1, . . . ,m} ⊂ D(M
+) is linearly independent modulo D0(M
+);
(ii)
[
ψ
∼
j , φ
∼
k
]
=
m∑
i=1
{
[ψji, φki]i(bi)− [ψji, φki]i(ai)
}
+
+
n∑
i=1
{
[ψji, φki]i(bi)− [ψji, φki]i(ai)
}
+
+
p∑
i=1
{
[ψji, φki]i(bi)− [ψji, φki]i(ai)
}
+
+
q∑
i=1
{
[ψji, φki]i(bi)− [ψji, φki]i(ai)
}
where ψ
∼
j = {ψj1, . . . , ψjm;ψj1, . . . , ψjn;ψj1, . . . , ψjp;ψj1, . . . , ψjq} and
φ
∼
k = {φk1, . . . , φkm;φk1, . . . , φkn;φk1, . . . , φkp;φk1, . . . , φkq}, j = 1, . . . , r;
The general differential operators. . . 231
k = r + 1, . . . ,m. Then the set,
(4.3)
{
u : u ∈ D(M), [u, φ
∼
k] =
m∑
i=1
{[u, φki]i(bi)− [u, φki]i(ai)}+
+
n∑
i=1
{[u, φki]i(bi)− [u, φki]i(ai)}+
+
p∑
i=1
{[u, φki]i(bi)− [u, φki]i(ai)}+
+
q∑
i=1
{[u, φki]i(bi)− [u, φki]i(ai)} = 0
}
,
(k = r + 1, . . . ,m)
is the domain of an operator S which is regularly solvable with respect to T0(M)
and T0(M
+) and
(4.4)
{
v : v ∈ D(M+), [ψ
∼
j , v] =
m∑
i=1
{
[ψji, v]i(bi)− [ψji, v]i(ai)
}
+
+
n∑
i=1
{
[ψji, v]i(bi)− [ψji, v]i(ai)
}
+
+
p∑
i=1
{
[ψji, v]i(bi)− [ψji, v]i(ai)
}
+
+
q∑
i=1
{
[ψji, v]i(bi)− [ψji, v]i(ai)
}
= 0
}
,
(j = 1, . . . , r)
is the domain of S∗, moreover λ ∈ ∆4(S).
Conversely, if S is regularly solvable with respect to T0(M) and T0(M
+)
and λ ∈ Π[T0(M), T0(M
+)] ∩ ∆4(S), then with r and m defined by (4.1), there
exist functions ψ
∼
j, (j = 1, . . . , r), φ
∼
k, (k = r + 1, . . . ,m) which satisfy (i) and
(ii) and are such that (4.3) and (4.4) are the domains of S and S∗.
S is self-adjoint if and only if M = M+, r = s and φ
∼
k = ψ
∼
k−r, (k =
r+1, . . . ,m); S is J-self-adjoint if and only if M = JM+J , r = s and φ
∼
k = ψ
∼
k−r
(k = r + 1, . . . ,m).
P r o o f. The proof is entirely similar to that of Theorem 3.2 and [2,
Theorem 3.2] and therefore omitted. 
The regularly solvable operators are determined by boundary conditions
imposed at the end-points of various subintervals Ii, Ji, Ki and Li. The type of
these boundary conditions depends on the nature of the problem in the various
subintervals. We have the following cases:
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Case (i): Ii = (ai, bi), i = 1, . . . ,m, i.e., the case of two singular end-
points of Ii. The boundary conditions in this case on the functions v ∈ D(M
+
i )
and u ∈ D(Mi) are given by (3.30) and (3.31) respectively which determine the
domains of the regularly solvable with respect to T0(Mi) and T0(M
+
i ) for each i.
Case (ii): Ji = [ai, bi), i = 1, . . . , n, i.e., the case of the problem with
the left-hand end-point of Ji assumed to be regular and the right-hand end-point
is singular. For λ ∈ Π[T0(Mi), T0(M
+
i )], we define ri, si and mi as follows:
(4.5)


ri := ri(λ) = def[T0(Mi)− λI],
si := si(λ) = def[T0(M
+
i )− λI], i = 1, . . . , n,
and
mi := ri + si, i = 1, . . . , n,
where,
(4.6) n ≤ mi ≤ 2n, i = 1, . . . , n.
Let {ψj,i : j = 1, . . . , si; i = 1, . . . , n}, {φk,i : k = si + 1, . . . ,mi;
i = 1, . . . , n}, be basis for N [T0(Mi) − λI] and N [T0(M
+
i ) − λI] respectively.
Thus ψj,i, φk,i ∈ L
2
w(Ji), (j = 1, . . . , si; k = si + 1, . . . ,mi) and
Mi[ψj,i] = λwψj,i, M
+
i [φk,i] = λwφk,i, i = 1, . . . , n.
We can therefore define the following xj,i, yj,i, j = 1, . . . ,mi; i = 1, . . . , n,
(4.7)
{
xj,i := ψj,i (j = 1, . . . ,mi),
[T (Mi)− λI]xj,i := φj,i (j = si + 1, . . . ,mi),
(4.8)
{
[T (M+i )− λI]yj,i := ψj,i (j = 1, . . . , si),
yj,i := φj,i (j = si + 1, . . . ,mi),
and these functions are arranged to satisfy (3.22) for each i. Let
M isi×nJ
−1
n×n = −i
n
(
αijk
)
ri+1≤j≤mi
1≤k≤n
, N isi×(mi−n) =
(
βijk
)
ri+1≤j≤mi
n+1≤k≤mi
and set
gj,i :=
n∑
k=n+1
βijkyk,i, (j = ri + 1, . . . ,mi; i = 1, . . . , n).
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Then gj,i ∈ D(M
+
i ) and, by [17, Theorem 8] we may choose φj,i (j=ri+1, . . . ,mi) ∈
D(M+i ) such that for k = 1, . . . , n and some ci ∈ (ai, bi),
(φj,i)
[k−1]
+ (ai) = α
i
jk, (φj,i)
[k−1]
+ (ci) = (gj,i)
[k−1]
+ (ci),
φj,i = gj,i on [ci, bi), i = 1, . . . , n.
Similarly,
Kiri×nJ
−1
n×n = −i
n
(
τ ijk
)
1≤j≤ri
1≤k≤n
, Liri×(mi−n) =
(
ǫijk
)
1≤j≤ri
1≤k≤mi−n
hj,i :=
mi−n∑
k=1
ǫijkxk,i, (j = 1, . . . , ri; i = 1, . . . , n),
and ψj,i (j = 1, . . . , ri; i = 1, . . . , n) ∈ D(Mi) such that,
(ψj,i)
[k−1]
+ (ai) = τ
i
jk, ψ
[k−1]
j,i (ci) = h
[k−1]
j,i (ci),
ψj,i = hj,i on [ci, bi).
Then the boundary conditions in this case on the function u ∈ D(Mi) are,
(4.9) Bi(u, Ji) =M
i
si×n


u(ai)
...
u
[n−1]
i (ai)

−N isi×(mi−n)


[u, yn+1,i]i(bi)
...
[u, ymi,i]i(bi)

 = Osi×1,
and on the function v ∈ D(M+i ) are
(4.10) B∗i (v, Ji) = K
i
ri×n


v(ai)
...
(vi)
[n−1]
+ (ai)

−Liri×(mi−n)


[x1,i, v]i(bi)
...
[xmi−n,i, v]i(bi)

 = Ori×1,
which determine the domains of the operators which are regularly solvable with
respect to T0(Mi) and T0(M
+
i ) for each i, where M
i
si×n, N
i
si×(mi−n)
, Kiri×n and
Liri×(mi−n) are numerical matrices which satisfy the following conditions:
(4.11)
{
Rank{Kiri×n ⊕ L
i
ri×(mi−n)
} = ri,
Rank{M isi×n ⊕N
i
si×(mi−n)
} = si,
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(4.12)
{
Liri×(mi−n)E
1,2
(mi−n)×(mi−n)
(
N isi×(mi−n)
)⊤
+
+(−i)nKiri×nJn×n
(
M isi×n
)⊤}
= 0 (i = 1, . . . , n);
see [2, Theorems 5.1 and 5.2] and [10] for more details.
Case (iii): Ki = (ai, bi], i = 1, . . . , p, it is similar to case (ii) with the
right-hand end-point of Ki is assumed to be regular and the left-hand end-point
is singular. The boundary conditions in this case on the function u ∈ D(Mi) are
(4.13) Bi(u,Ki) =M
i
si×n


u(bi)
...
u
[n−1]
i (bi)

−N isi×(mi−n)


[u, xn+1,i]i(ai)
...
[u, xmi,i]i(ai)

 = Osi×1,
and on the function v ∈ D(M+i ) are
(4.14) B∗i (v,Ki)=K
i
ri×n


v(bi)
...
(vi)
[n−1]
+ (bi)

−Liri×(mi−n)


[x1,i, v]i(ai)
...
[xmi−n,i, v]i(ai)

=Ori×1,
which determine the domains of the operators which are regularly solvable with
respect to T0(Mi) and T0(M
+
i ) for each i, where M
i
si×n, N
i
si×(mi−n)
, Kiri×n and
Liri×(mi−n) are numerical matrices which satisfy (4.11) and (4.12) respectively.
Remark. All the boundary conditions in the above cases featur-
ing L2w(Ii), L
2
w(Ji) and L
2
w(Ki)-solutions of the equations Mi[u] = λwu and
M+i [v] = λwv respectively.
Case (iv): Li = [ai, bi], i = 1, . . . , q, i.e., the case of two regular end-
points. In this case, we put ri = si = n (i = 1, . . . , q) in (4.5) then for each i,
def[T0(Mi)− λI] + def[T0(M
+
i )− λI] = 2n, forλ ∈ Π[T0(Mi);T0(M
+
i )].
By (3.5) and (3.6), if we put,
αijk = −(φj,i)
[n−k]
+ (ai), β
i
jk = (φj,i)
[n−k]
+ (bi),
τ ijk = −(ψj,i)
[n−k](ai), δ
i
jk = (φj,i)
[n−k](bi),
(j, k = 1, . . . , n; i = 1, . . . , q). Then the boundary conditions in this case on the
function u ∈ D(Mi) are,
(4.15) Bi(u,Li) =M
i
n×n u
∼
(ai) +N
i
n×n u
∼
(bi) = 0, (i = 1, . . . , q),
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where,
M in×n =
(
(−1)kαijk
)
1≤j≤n
1≤k≤n
, N in×n =
(
(−1)kβijk
)
1≤j≤n
1≤k≤n
,
u
∼
(·) =
(
u(·), . . . , u[n−1](·)
)⊤
(⊤ for a transposed matrix), and on the function
v ∈ D(M+i ) are,
(4.16) B∗i (v, Li) = K
i
n×nv
∼
(ai) + L
i
n×nv
∼
(bi) = 0, (i = 1, . . . , q),
where
Kin×n =
(
(−1)n+1−kτ ijk
)
1≤j≤n
1≤k≤n
, Lin×n =
(
(−1)n+1−kδijk
)
1≤j≤n
1≤k≤n
,
v
∼
(·) =
(
v(·), . . . , v[n−1](·)
)⊤
, and αijk, β
i
jk, τ
i
jk, δ
i
jk (j, k = 1, . . . , n;
i = 1, . . . , q) are complex numbers satisfying
(4.17) M in×nJn×n
(
Kin×n
)⊤
= N in×nJn×n
(
Lin×n
)⊤
.
The above boundary conditions determine the domains of the operators which are
regularly solvable with respect to T0(Mi) and T0(M
+
i ) for each i; see [1, Theorem
III.10.6] and [9, Theorem II.2.12] for more details.
Next, the characterization of all operators which are regularly solvable
with respect to T0(M) and T0(M
+) in terms of boundary conditions featuring
L2w(ai, bi)-solutions of Mi[u] = λwu and M
+
i [v] = λwv for various subintervals
Ii, Ji, Ki and Li is covered by the following theorems.
Theorem 4.2. Let λ ∈ Π[T0(M), T0(M
+)] and let r, s and m be as in
(4.2). Then the set of all u ∈ D(M) such that,
(4.18)
m∑
i=1
Bi(u, Ii) +
n∑
i=1
Bi(u, Ji) +
p∑
i=1
Bi(u,Ki) +
q∑
i=1
Bi(u,Li) = 0
is the domain of an operator S which is regularly solvable with respect to T0(M)
and T0(M
+) and D(S∗) is the set of all v ∈ D(S∗) which are such that,
(4.19)
m∑
i=1
B∗i (v, Ii) +
n∑
i=1
B∗i (v, Ji) +
p∑
i=1
B∗i (v,Ki) +
q∑
i=1
B∗i (v, Li) = 0.
In (4.18) and (4.19), Bi(u, Ii) and B
∗
i (v, Ii), i = 1, . . . ,m are given by (3, 30)
and (3.31); Bi(u, Ji) and B
∗
i (v, Ji), i = 1, . . . , n are given by (4.9) and (4.10);
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Bi(u,Ki) and Bi(v,Ki), i = 1, . . . , p are given by (4.13) and (4.14); Bi(u,Li)
and B∗i (v, Li), i = 1, . . . , q are given by (4.15) and (4.16) respectively.
The converse of Theorem 4.2 is
Theorem 4.3. Let S be regularly solvable with respect to T0(M) and
T0(M
+), let λ ∈ Π[T0(M), T0(M
+)] ∩∆4(S) and D(S) is the set of u ∈ D(M)
satisfying (4.18) while D(S∗) is the set of v ∈ D(M+) satisfying (4.19).
Remark. Theorems 4.1 and 4.2 follows from the following results for
the case of a single interval: [10, Theorems 4.1 and 4.2] for the case when both
end-points are singular, [2, Theorems 5.1 and 5.2] for the case of one singular
point, [1, Theorem III.10.6] and [9, Theorem 2.2.12] for the regular problem.
5. Discussion. In this section we discuss the possibility of the regularly
solvable operators which are not expressible as the direct sums of regularly solv-
able operators defined in the separate intervals Ii = (ai, bi), i = 1, 2, 3, 4. We will
refer to these operators as “new regularly solvable operators”. If ai is a regular
end-point and bi, singular, then by [1, Theorem III.10.13] the sum
def[T0(Mi)− λI] + def[T0(M
+)− λI] = n for λ ∈ Π[T0(Mi), T0(M
+)]
(i = 1, 2, 3, 4) if, and only if, the term in (3.5) at the end-point bi is zero.
By Lemma 3.1, for λ ∈ Π[T0(Mi), T0(M
+)], we get in all cases,
(5.1) 0 ≤ def[T0(Mi)− λI] + def[T0(M
+)− λI] ≤ 8n
while
(5.2) 4n ≤ def[T0(Mi)− λI] + def[T0(M
+
i )− λI] ≤ 8n,
when each interval has at least one singular end-point, and
(5.3) def[T0(Mi)− λI] + def(T0(M
+
i )− λI] = 8n,
for the case when all end-pints are regulae. Let,
def[T0(M)− λI] + def[T0(M
+)− λI] = d
and
def[T0(Mi)− λI] + def[T0(M
+
i )− λI] = di, (i = 1, 2, 3, 4).
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Then by part (c) of Lemma 2.4, we have that,
d =
4∑
i=1
di.
We now consider some of the possibilities:
Example 1. d = 0. This is the minimal case in (5.1) and can only
occur when all eight end-points are singular. In this case T0(M) is itself regularly
solvable and has no proper regularly solvable extensions; see [1, Capter III] and
[3].
Example 2. d = n with one of d1, d2, d3 and d4 is equal to n and all
the others are equal to zero. We assume that d1 = n and d2 = d3 = d4 = 0. The
other possibilities are entirely similar. In this case we must have seven singular
end-points and one regular. There are no new regularly solvable extensions and
we have that S = S1⊕T0(M2)⊕T0(M3)⊕T0(M4), where S1 is regularly solvable
extension of T0(M1), i.e., all regularly solvahle extensions of T0(M) can be ob-
tained by forming sums of regularly solvable extensions of T0(Mi), i = 1, 2, 3, 4.
These are obtained as in the “one interval” case.
Example 3. Six singular end-points and d = 2n. We consider two
cases:
(i) One interval has two regular end-points, say, I1, and each one of the
others has two singular end-points. Then, S = S1 ⊕ T0(M2)⊕ T0(M3)⊕ T0(M4),
where S is regularly solvable extension of T0(Mi), generates all regularly solvable
extensions of T0(M).
(ii) There are two intervals, say, I1 and I2 each one has one regular and
one singular end-points and each one of the others has two singular end-paints.
In this case S = S1 ⊕ S2 ⊕ T0(M3)⊕ T0(M4), and S1 ⊕ S2 generates all regularly
solvable extensions of T0(M). The other possibilities in the cases (i) and (ii) are
entirely similar.
Example 4. Five singular end-points and d = 3n. We consider two
cases:
(i) There are two intervals, say, I1 and I2, such that I1 has two regular
end-points and I2 has one regular and one singular end-points and each one of
the others has two singular end-points. In this case d1 = 2n and d2 = n, then
S = S1 ⊕ S2 ⊕ T0(M3)⊕ T0(M4), which is similar to case (ii) in Example 3.
(ii) There are three intervals, say, I1, I2 and I3 each one has one regular
and one singular end-points, and the fourth has two singular end-points. In this
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case, d1 = d2 = d3 =n and d4 = 0, and S = S1 ⊕ S2 ⊕ S3 ⊕ T0(M4), then
S1 ⊕ S2 ⊕ S3 generates all regularly solvable extensions of T0(M). The other
possibilities are entirely similar.
Example 5. Four singular end-points and d = 4n. We consider three
cases:
(i) There are two intervals, say, I1 and I2 each one has two regular end-
points, and each one of the others has two singular end-points. In this case
d1 = d2 = 2n and d3 = d4 = 0, then S = S1 ⊕ S2 ⊕ T0(M3)⊕ T0(M4).
(ii) There are two intervals, say, I1 and I2 each one has one regular
and one singular end-points, and the others I3 and I4 has two regular and two
singular end-points respectively. In this case d1 = d2 = n, d3 = 2n and d4 = 0,
then S = S1 ⊕ S2 ⊕ S3 ⊕ T0(M4) as the case (ii) in Example 4.
(iii) Each interval has one regular and one singular end-points. In this
case di = n, i = 1, 2, 3, 4. Then “mixing’ can occur and we get new regularly
solvable extensions of T0(M). For the sake of definiteness assume that the end-
points a1, b2, a3 and b4 are singular end-points and b1, a2, b4 and a4 are regular
end-points. The other possibilities are entirely similar.
For u ∈ D(M), φ
∼
i ∈ D(M
+) with φ
∼
i = (φi1, φi2, φi3, φi4), condition (4.3)
reads,
(5.4) 0 =
[
u, φ
∼
i
]
=
4∑
j=1
{
[u, φij ]j(bj)− [u, φij ]j(aj), i = 1, . . . , n
}
.
Also, for v ∈ D(M+), ψ
∼
k ∈ D(M) with ψ
∼
k = (ψk1, ψk2, ψk3, ψk4), condition (5.4)
reads,
(5.5) 0 =
[
ψ
∼
k, v
]
=
4∑
j=1
{
[ψkj], vj(bj)− [ψkj , v]j(aj), i = 1, . . . , n
}
.
and condition (ii) in Theorem 4.1 reads,
(5.6) 0 =
[
ψ
∼
k, φ
∼
i
]
=
4∑
j=1
{
[ψkj], φij j(bj)− [ψkj , φij ]j(aj), i = 1, . . . , n
}
.
By [1, Theorem III.10.13], the terms involving the singular end-points a1 b2, a3
and a4 are zero, such that (5.4), (5.5) and (5.6) reduces to,
[u, φi2]2(b2)− [u, φi1]1(a1)− [u, φi3]3(a3)− [u, φi4]4(a4) = 0
[ψk2, v]2(b2)− [ψk1, v]1(a1)− [ψk3, v]3(a3)− [ψk4, v]4(a4) = 0
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and
[ψk2, φi2]2(b2)− [ψk1, φi1]1(a1)− [ψk3, φi3]3(a3)− [ψk4, φi4]4(a4) = 0,
i, k = 1, . . . , n respectively. Thus the boundary conditions are not separated for
the four intervals and hence the regularly solvable operator cannot be expressed
as a direct sum of regularly solvable operators defined in the separate intervals
Ii, i = 1, 2, 3, 4.
We refer to Everitt and Zettl’s papers [7] and [8] for more examples and
more details.
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