Starting from the uniqueness question for mixtures of distributions this review centers around the question under which formally weaker assumptions one can prove the existence of SPLIFs, in other words perfect statistics and tests. We mention a couple of positive and negative results which complement the basic contribution of David Blackwell in 1980. Typically the answers depend on the choice of the set theoretic axioms and on the particular concepts of measurability.
The following pages describe some of my personal experiences and motivations connected to the subject of David Blackwell's 1980 note 'There are no Borel SPLIFs ' 2] . I hope to show how this two page paper with a mysterious title (SPLIF stands for 'strong probability limit identi cation function') leads us directly to the foundations of the probabilistic formalism. The measure theoretic language of probability provided by S. Ulam and N. Kolmogorov is used by many without much attention. We all use English without being experts in grammar. But for every language there always are and always should be those who study meticulously the rules and the scope of what could be expressed using the framework given by these rules. In the case of the measure theoretic language this is part of what I always was interested in. Blackwell's paper touches in an extremely elegant way the bounds of this framework. Given this interest, why study measures on a space of measures? Of course a statistician trained in using Kolmogorov's framework rst thinks (with or without some distrust) of Thomas Bayes' dictum By chance I mean the same as probability ( 1] , p.376) , when he refers to the problem of nding 'the chance that a probability lies between two given bounds'. For me the motivation came from a slightly di erent angle, namely from the theorem of 1 de Finetti or rather from the e ort to understand this and similar extremal integral representation results from a more abstract point of view. Krickeberg 12] ). So we are (as I was) led to the question: What else is needed besides uniqueness in (1) in order to ensure the existence of a SPLIF? The direction of our search leads also to the concept of a PLIF, a 'probability limit identi cation function'. For the motivation let us start with an application of a SPLIF.
A remarkably general application of the existence of a SPLIF is given by one of the early successes of martingale theory: Doob where " # is the point mass in #. The intriguing fact is that for this consistency argument of Doob the probability identi cation (3) needs to work only for all # outside a ?nullset! Thus the function ' may be allowed to depend on : The existence of such a ' for each follows already from the existence of a PLIF, i.e. from asymptotic consistency in probability: Let d denote the metric on . Suppose that there is a PLIF, i.e. there is a sequence (' n ) of B n ?measurable function ' n : ?! such that for every " > 0
(6) for all #. Then given any prior on it is easy to extract a subsequence such that f# : p # f! : d(' n k (!); #) ?! 0g = 1g = 1 which implies the existence of a ' which satis es (4) . But as we mentioned in the known concrete situations one gets even more: a SPLIF which does not involve any prior. Let us summarize: Theorem 1 Let # 7 ! p # be a transition kernel. Each of the following statements implies the next:
( ) There is a Borel SPLIF, i.e. a Borel function ' which satis es (3) for all # 2 .
( ) There is a Borel PLIF, i.e. there is a sequence (' n ) which satis es (6) for all # 2 .
( ) For every prior there is a Borel function ' which satis es (3) for -almost all # 2 .
We are led to the Question 1: Is ( ) implied by ( ) or even by ( ) ?
In order to understand the question better let us look at condition ( ) a little more closely. It can be reformulated in the following alternative way which led us in 14] to say that the family fp # g is 'orthogonality preserving', whereas a kernel with ( ) was called 'completely orthogonal'. Here is a more precise reformulation of the consistency aspect of condition ( ). We mentioned that ( ) is implied by the existence of a sequence (' n ) which is consistent in probability in the sense of (6) . There is an interesting partial converse. David Preiss had the idea to use the concept of lters of countable type which I believe is due to Grimeisen 9] and Katetov 11] . Simply put, this class of lters can be characterized by being the smallest class of lters such that the liminf of a sequence of liminf -s along lters of countable type is again a liminf along a lter of countable type. Convergence along such lters shares with convergence of sequences many properties like the dominated convergence theorem. In 14] (Theorem 4.1) it was shown that ( ) is equivalent to ( c ) There is a family (' i ) i2IN of Borel maps from to and a lter F of countable type on IN such that for every # 2 lim F p # fd(' i (!); #) > "g = 0 :
(5') Note the fact that in ( c ) no prior on is involved ! So the assumption ( ) is fairly close to the existence of PLIFs; the di erence being that in ( c ) we take limits over a lter of countable type rather than the usual limit of a sequnce (which is the limit over the lter of co nite sets in IN). Now let us try to reshape the condition ( ), i.e. the existence of SPLIFs. A natural observation is that ( ) is equivalent to the following condition ( s ). The -algebra of sets with the property of Baire is very large. In fact S. Shelah 17] , improving a famous result of R. Solovay 18] , proved that it is consistent with Zermelo-Fraenkel set theory (of course without the axiom of choice) that every subset of a Polish space has the property of Baire! As was remarked already by Solovay in such a world many surprising things happen, like that the Banach space L 1 ( ) is re exive for every nite measure . Combining Blackwell's theorem with Mokobodzki's result we can add that no medial limits exist there. *********** Writing this review I experience once more the fascination by these questions which are simply put, relate easily to the most formal aspects of mathematics and at the same time help to clarify the way how to speak about statistical concepts. In the mean time I think it would be interesting to understand more clearly how these di erent versions of a 'perfect' experiment could be approximated by nite-dimensional or even nite experiments. I believe in particular that a Shannon theoretic approach will be helpful in this endeavour.
