Abstract. We treat an unbalanced shifted convolution sum of Fourier coefficients of cusp forms. As a consequence, we obtain an upper bound for correlation of three Hecke eigenvalues of holomorphic cusp forms ř Hďhď2H W`h H˘řXďnď2X λ 1 pn´hqλ 2 pnqλ 3 pn`hq, which is nontrivial provided that H ě X 2{3`ε . The result can be viewed as a cuspidal analogue of a recent result of Blomer [1] on triple correlations of divisor functions.
Introduction
Recently Blomer [1] established an asymptotic formula with power saving error term for certain types of triple correlations of divisor functions. Motivated by his work, we are going to prove a cuspidal analogue. While shifted convolutions of two Fourier coefficients have been an extensively studied topic, there seem to be few results available on the correlation of three Fourier coefficients, with power saving error term. For instance, one of the highly interesting and open problems in analytic number theory is to find an asymptotic formula for as X Ñ 8, for some positive constant c h . Browning [5] suggests that one should take
for an explicit multiplicative function f phq, and is able to prove that (2) is true on average, namely for H ě X 3{4`ε . Using spectral theory of automorphic forms, Blomer [1] improved the range of H substantially to H ě X 1{3`ε and produced a power saving error term. Furthermore, Blomer's approach seems to be flexible enough to be adapted to the study of more general correlation sums. Theorem 1.1 (Blomer [1] ). Let W be a smooth function with compact support in r1, 2s and Mellin transform x W . Let 1 ď H ď X{3 and r d pnq be the Ramanujan sum. Let apnq, for X ď n ď 2X, be any sequence of complex numbers. 
Here }a} 2 " p ř |a n | 2 q 1 2 is the ℓ 2 -norm. The first term in the O-term above comes from the smooth approximation of the sum on the left. The second one comes from the treatment of the "minus-case" after application of Voronoi summation of the divisor function. The last two terms come from spectral methods.
As a corollary, Blomer obtains Corollary 1.2 (Blomer [1] ). Let W be a smooth function with compact support in r1, 2s and Mellin
where τ k is the k-th fold divisor function, and Q k`1 is a degree k`1 polynomial.
The result is non-trivial for X 1 3`ε ď H ď X 1´ε , which in the case of k " 2, substantially improves Browning's result.
Note that since the divisor function can be viewed as the Fourier coefficient of Eisenstein series, one naturally would ask what will be the case if the divisor functions are replaced by Fourier coefficients of cusp forms. Blomer [1] remarked that if one uses Jutila's circle method and argues as in [4] , then one might obtain an analogous result. The purpose of this note is to carry this out in detail. It turns out that new difficulties arise, making it difficult to obtain a range for H as good as the divisor function case. Namely, we are not able to 'open' the Fourier coefficient as Blomer does with the divisor function. We obtain the following result. Theorem 1.3. Let 1 ď H ď X{3. Let W be a smooth function with compact support in r1, 2s, and apnq, X ď n ď 2X, be any sequence of complex numbers. Let λ 1 pnq, λ 2 pnq be Hecke eigenvalues of holomorphic Hecke eigencuspforms of weight κ 1 , κ 2 for SL 2 pZq respectively. Then
One should compare our result with the third and fourth terms of the O-term in Blomer's theorem, as both of them naturally come from the spectral theory of automorphic forms. The result is nontrivial as long as H ě X 2 3`ε .
As an immediate consequence, we have Corollary 1.4. Let 1 ď H ď X{3. Let W be a smooth function with compact support in r1, 2s. Let λ 1 pnq, λ 2 pnq, λ 3 pnq be Hecke eigenvalues of holomorphic Hecke eigencuspforms of weight κ 1 , κ 2 and κ 3 for SL 2 pZq respectively. Then
The result is nontrivial only for H ě X 2 3`ε . One can remove the smooth function W in the h-sum, as in [1] .
If on the other hand, one allows one of the Fourier coefficients to be non-cuspidal, then the advantage to open the divisor function enables us to enlarge the range of H to H ě X 1 3`ε . This feature of decomposable functions was pointed out by Meurman in [11] . For instance one has the following result which follows from the same line of proof of Blomer [1] , although it is not explicitly stated as such in that work. Corollary 1.5 (Blomer [1] ). Let 1 ď H ď X{3. Let W be a smooth function with compact support in r1, 2s, and apnq, X ď n ď 2X, be any sequence of complex numbers. Let λpnq be Hecke eigenvalues of a holomorphic Hecke eigencuspform of weight κ for SL 2 pZq. Then
Notation. x -X means X ď x ď 2X. We will use the ε-convention: ε ą 0 is arbitrarily small but not necessarily the same at each occurrence.
Preliminaries
In this section we collect some lemmas that will be used in our proof. First let us recall the Voronoi summation formula for holomorphic Hecke eigenvalues.
Lemma 2.1 ([10, Theorem A.4]). Assume pb, cq " 1. Let V be a smooth compactly supported function. Let N ą 0 and let λpnq denote Hecke eigenvalues of a holomorphic Hecke eigencuspform of weight κ for SL 2 pZq. Then
We will use the following variant of Jutila's circle method [8] , [9] .
Lemma 2.2. Let Q ě 1 and Q´2 ď δ ď Q´1 be two parameters. Let w be a nonnegative function supported in rQ, 2Qs and satisfies }w} 8 ď 1 and ř c wpcq ą 0. Let I S be the characteristic function of the set S. Define
where Λ " ř c wpcqφpcq. ThenĨpαq is a good approximation of I r0,1s in the sense that
The feature of the circle method in our application, as in [4] , is that the parameter Q turns out to be just a "catalyst", not entering into the final bound. This will become clear at the final stage of our argument.
In order to state Kuznetsov's trace formula and the large sieve inequalities, let us define the following integral transforms for a smooth function φ : r0, 8q Ñ C satisfying φp0q " φ 1 p0q " 0, φ pjq pxq ! p1`xq´3 for 0 ď j ď 3:
We use the notations in [3] and [1] . Let B k be an orthonormal basis of the space of holomorphic cusp forms of level 1 and weight k. Let B be a fixed orthonormal basis of Hecke-Maass eigenforms of level 1. For f P B k , we write its Fourier expansion at 8 as
For f P B with spectral parameter t, we write its Fourier expansion as
where W 0,it p4π|n|yq " py{πq 1{2 K it py{2q is a Whittaker function. Finally for the Eisenstein series Epz, sq, we write its Fourier expansion at s "
ρpn, tqW 0,it p4π|n|yqepnxq.
Then we have the following Kuznetsov's trace formula in the notation of [3] .
We will use the following spectral large sieve inequalities of Deshouillers and Iwaniec [6] .
, be a sequence of complex numbers, then all of the three quantities
are bounded by
We need the following lemma of Blomer-Milićević [4] for a certain type of Bessel transform, which provides the asymptotic behavior of the weight function.
Lemma 2.5. Let W be a fixed smooth function with support in r1, 2s satisfying W pjq pxq ! j 1 for all j. Let ν P C be a fixed number with ℜν ě 0. Define
Fix C ě 1 and A, ε ą 0. Then for z ě 4|w| ą 0 we have
for any i, j P N 0 . The implied constants depend on i, j and ν.
The lemma holds true for both positive and negative w, as long as z ě 4|w|. For a proof, see [4, Lemma 17 ] and the remark after that.
From Lemma 2.5, one has the following easy consequence. 
for t P R, k P N and any A ě 0.
Remark 2.8. From Lemma 2.7 we see that 9 φpkq is negligibly small as long as |k| ą Z, so that later one can truncate summation over k at Z, up to a negligible error. Moreover, in application, Z will usually be relatively larger than τ , so that the contribution fromφptq is always negligible. In particular, after the application of Kuznetsov's trace formula later, we only need to treat the contribution from the holomorphic spectrum, since the Maass forms and Eisenstein series parts will be negligible due to the rapid decay of the weight functionφptq.
Proof of the theorem
Let λ 1 pnq, λ 2 pnq be the Hecke eigenvalues of holomorphic Hecke eigencuspforms of weight κ 1 , κ 2 for SL 2 pZq. We change the order of summation of n and h, fix n -X, and first deal with the sum over h
(19)
Epnq :" ÿ h-H λ 1 pn`hq λ 2 pn´hq Wˆh H˙.
Let n`h " m 1 and n´h " m 2 , then m 1`m2 " 2n, and we can rewrite the summation above as
Here V is a redundant smooth function used to keep track of the support of m 2 , and H 1 is a parameter to be determined later, satisfying H ď H 1 ď X{3. Later we will see that in our case, H 1 " X{3 will give the best result. Here one can take, say, V " W . .7)]. In our case, we have localized both the variables m 1 and m 2 to vary in intervals around n. In Blomer and Milićević's case, one of the variables varies in an interval of length 2H around n, while the other variable varies, say, in rH{2, 2Hs. One should also note that for f a holomorphic cusp form, the sum ř m1`m2"X λ f pm 1 qλ f pm 2 q is just the X-th Fourier coefficient of the cusp form f 2 and thus one can apply Deligne's estimate. 
by the Cauchy-Schwarz inequality, Lemma 2.2 and the bound
Denote W η pxq " W pxqepηxq and V´ηpxq " V pxqep´ηxq. Then 
2 n c 2 ,
If one can establish a bound for ř n-X apnq r E η pnq, uniformly in η, then the same bound will hold true for ř n-X apnqEpnq, and we are done. By Lemma 2.5, we can write
for some W˘satisfying (16).
Similarly we have
for some V˘satisfying similar conditions. Note that from now on we will not display dependence on the parameter η anymore, since all of the estimations we obtain will be uniform in η, by our previous remark on the nice properties of W ηH and V´η H 1 . By the bound (16), we can restrict the lengths of the new sums over m 1 , m 2 to
H 12 , up to a negligible error. Now we further restrict the lengths of summations to dyadic segments. That is, we assume
where
Then r Epnq will be a sum of at most Opplog Cq 3 q terms, of the following form.
To prepare for the application of Kuznetsov's trace formula, we combine the weight functions above and write (30)
Note that the support of w 0 implies that we can restrict z to
We can attach a redundant smooth weight function w 2 p z Z q of compact support r1{100Z, 100Zs that is constantly 1 on r1{20Z, 20Zs, to Φpzq. Now we separate the variables. We do this by Mellin inversion to the functions w 0 , W˘and V˘(using Corollary 2.6). This can be done with almost no loss since these functions are non-oscillatory, similar to [4] 
are contributions from the holomorphic modular forms, Maass forms, and Eisenstein series respectively. Now we are ready to sum over apnq, X ď n ď 2X. Summing over n, we get
pnq`Mpnq`Epnq˙ds`OpC´1 0 q
:" HH`MM`EE`OpC´1 0 q,
with HH, MM, EE being contributions from holomorphic forms, Maass forms and Eisenstein series respectively.
Note that for the function Θpzq in (34), the imaginary part ℑps 1´2 s 2´2 s 3´2 s 4´2 s 5 q ! C ε , which is relatively small compared to Z. By Lemma 2.7 and the remark after it, it suffices to deal with the contribution from the holomorphic spectrum, since the contributions from the other two parts will be similar or even smaller. Also note that since we are considering the full modular group case, we do not have exceptional eigenvalues contribution in the Maass spectrum. Now we focus on the holomorphic contribution, which is HH " C ε HH We want to separate the k-variable from the argument of the J-Bessel function, so that one can apply the large sieve inequalities. By the integral representation J k´1 pxq " 
