The blow-up formula for Chow groups of smooth varieties is known; for smooth projective varieties there is a similar formula for motives. We generalize these and prove blow-up formulas for higher Chow groups and for mixed motives of smooth quasi-projective varieties.
We record some formulas involving f * , f * and C(α), recall the localization sequence from [Ha 2], and prove the projective bundle formula. All these are refinements of the known formulas for Chow groups. For example if f : X → Y is a map of smooth quasi-projective varieties and α ∈ CH r (Y ), we have f (r)[2r] . This reflects the identity f * (α · y) = f * (α) · f * (y) for y ∈ CH * (Y ). In §3, after recalling the definition of the additive category of relative pure motives CHM(S), where S is a variety, we show the projective bundle, the self-intersection and the blow-up formulas in the relative setting. A typical object of CHM(S) is of the form h(X/S)(r), where X is a smooth quasi-projective variety equipped with a projective map to S, and r ∈ Z. For the prototype of these results, see [Ma] where the blow-up of smooth projective varieties is studied. Our results and proofs in this section are analogous to those in [Ma] ; the identity principle and the split exact sequence principle play fundamental roles.
We also show that the association h(X/S)(r) → CH r+p (X, n) is a partial functor. Using this we show the formulas (1.1) and (1.2) for higher Chow groups follow from the formulas for relative motives.
We naturally expect analogous self-intersection and blow-up formulas to hold for mixed motives. In § §4 and 5 we prove them. In §4 we show the functor X → h(X) explained in §2 can be extended to a "partial" functor L from CHM(S) to D(k).
Thus to each object M of CHM(S) there corresponds an object L(M ) of D(k); if M = h(X/S)(r), then L(M ) = h(X)(r)[2r]. In addition, if (M, N ) is a pair of objects satisfying the condition of admissibility, and u ∈ Hom CHM(S) (M, N ), there is an induced map L(u) : L(M ) → L(N ).
As explained in §5, if we take, say, the blow-up formula for relative motives, and apply the partial functor L, we obtain the blow-up formula for mixed motives.
At the end of §5 we indicate an alternative proof of the formulas for mixed motives. It proceeds by repeating the proof of [SGA] , with Chow groups CH r (X) replaced with motives h(X) (r) . One must use the formulas proven in §2. Since the argument is lengthy and not along the main line of this paper, we only write it down for the self-intersection formula.
We would like to thank the referee who carefully read the manuscript, gave us useful suggestions, and asked for clarification in (3.6). §1. The blow-up formula for higher Chow groups.
In this paper we consider schemes over a field k. We refer to [Bl 1] and [Bl 2] for the details of the theory of higher Chow groups. The following is a list of their properties we will use in this paper.
(1) Let □ 1 = P 1 k − {1} and □ n = (□ 1 ) n with coordinates (x 1 , · · · , x n ). Faces of □ n are intersections of codimension one faces, and the latter are divisors of the form □ n−1 i,a = {x i = a} where a = 0 or ∞. A face of dimension m is canonically isomorphic to □ m . Let X be an equi-dimensional variety (or a scheme). Let Z r (X × □ n ) be the free abelian group on the set of codimension r irreducible subvarieties of X × □ n meeting each X × face properly. An element of Z r (X ×□ n ) is called an admissible cycle. The inclusions of codimension one faces δ i,a : □ n−1 i,a → □ n induce the map
, n be the projections, and
by the sum of the images of π * i . Thus an element of Z r (X, n) is represented uniquely by a cycle whose irreducible components are non-degenerate (not a pull-back by π i ). The map ∂ induces a map ∂ : Z r (X, n) → Z r (X, n − 1), and ∂ • ∂ = 0. The complex Z r (X, ·) thus defined is the cycle complex of X in codimension r. The higher Chow groups are the homology groups of this complex:
Note CH r (X, 0) = CH r (X), the Chow group of X. In this paper we would rather use the indexing by dimensions: for s ∈ Z, Z s (X, ·) = Z dim X−r (X, ·), and CH s (X, n) is the homology group.
(2) For a proper map f : X → Y of k-schemes, the push-forward f * :
If X is smooth quasi-projective and equi-dimensional, one has the intersection product
(5) Projection formula.
(6) Projective bundle formula.
(7) Localization sequence. If X is a quasi-projective variety and U is an open set, letting
For the basic notions of intersection theory, see [Fu] . For a locally free sheaf of O-modules of finite rank E on a scheme X, let g : P(E) = Proj Sym(E ∨ ) → X be the associated projective bundle. So there is a canonical surjection g * E ∨ → O(1).
We will show the self-intersection formula (1.1) and the blow-up formula (1.2) for higher Chow groups. For ordinary Chow groups, these are in [SGA] or [Fu, §6.7] .
More precisely, for ordinary Chow groups, [SGA, proves Theorem (1.1) and (a) of Theorem (1.2), and [loc. cit. 9.9] proves Theorem (1.2), (b), (c), (e) and (f). For higher Chow groups, reading CH * (X, n) for CH * (X) and changing nothing otherwise in [loc. cit. 9.1-9.8], one obtains the proof of Theorem (1.1) and Theorem (1.2), (a). (The argument is based only on the projection formula and the projective bundle formula.) The proof of the rest of Theorem (1.2) for n ≥ 0, given below, is not the same as [loc. cit. 9.9], and one needs to show (1.2), (d) using the localization theorem.
(1.1) Theorem (Self-intersection formula).
Let X be a smooth quasi-projective variety and Y ⊂ X a smooth closed subvariety of codimension d, i : Y → X the closed immersion, and N = N Y X the normal bundle. Then [SGA] , N denotes the conormal sheaf, which is dual to the normal bundle.) 
A left inverse of α is given by γ(x, y) = g * x .
Proof. (b) Obvious from the definition. (c) By the projective bundle formulã
Using this and the self-intersection formula for j,
.
(d) From the localization sequences of i : X → Y and j :X →Ỹ , one deduces the long exact sequence
By (c), the map a is injective. So the map b is surjective.
(e) Since f * (ỹ) = 0, by (d), there existsx such thatỹ = j * (x) and g * (x) = 0. Then
; hence the surjectivity of the map β. (a) implies β • α = 0. There remains the exactness in the middle. Suppose [Fu, Example 3.3.3] . We have
(1.3) Corollary. The map
is an isomorphism.
(1.4) Corollary. Let Z r (X) be the cycle complex of codimension r. The maps
and
In the above, more precisely one has to replace Z r (Y ) by a quasi-isomorphic subcomplex in order for f * to be defined. The same remark applies to the following statement, which is an important case where contravariant descent property for cycle complex holds. For further development, see [Ha 2].
(1.5) Theorem. Under the same hypothesis the map
is a quasi-isomorphism.
Proof. By the next lemma, the statement is equivalent to the map
is an isomorphism. The following square is commutative:
The upper horizontal arrow is an isomorphism. So is the lower horizontal arrow by the selfintersection formula and the projective bundle formula. Hence the assertion follows.
( Let X be a smooth quasi-projective variety. Let Y be another smooth quasi-projective variety and W = {W i } a finite set where
The inclusion of the subcomplex
generated by irreducible subvarieties z whose support |z| is proper over Y . As a consequence of the moving lemma, one has:
(
are all defined and (g • f ) * = g * f * . This can be generalized to the case of a finite sequence of composable correspondences. Let α ∈ CH r (X). Take a representativeα ∈ Z r (X, 0) of α, and consider
its homotopy class is independent of the choice of a representative. Let φ : X → Y be a map of smooth quasi-projective varieties.
(Y, X, 0), and induces the map
If φ is proper, taking the transpose one has a correspondence
We refer to [Ha 1] or [Ha 2, §4] for the details about the triangulated category of mixed motives D(k). In [Ha 1] we took the rational cycle complex and considered a Q-linear category, but if we take the integral cycle complex as in §1, we obtain a Z-linear category. (In this case, however, we do not have duals or internal Hom's.) For the purposes of this paper, we recall some definitions.
(1) A finite symbol K over k is a finite formal sum ⊕ α (X α , r α ), where X α is a smooth projective variety and r α an integer. One has the direct sum and the tensor product for finite symbols:
For finite symbols K, K ′ and K ′′ , there is a partially defined, associative composition map
(2) The category D(k) is a pseudo-abelian triangulated category with tensor product. It is the pseudo-abelianization of a slightly smaller triangulated tensor category D finite (k) which we now describe. An object of D finite (k) is of the form K = (K m ; f m,n ) where K m are finite symbols indexed by m ∈ Z, almost all of which being zero, and f m,n ∈ Hom(K m , K n ) −n+m+1 , m < n, are elements satisfying the condition
and the composition of morphisms induced from the above composition map by taking the 0-th cohomology.
It is a theorem that D finite (k) thus defined has the structure of a tensor triangulated category (see [Ha 1, II, §4] ).
We have the Tate object Z(r) defined as (pt, r) placed in degree 2r.
where r) ; f m,n ). In this paper we work in D finite (k), so write it simply D(k). (4) There is a natural functor from the category of smooth projective varieties
which takes X to (X, 0) placed in degree 0. There is a functor
We recall the definition of the functor of cohomological motives for smooth quasi-projective varieties. This is mostly taken from [Ha 2, §5]. For the rest of this paper we assume the characteristic of k is zero. Let (Smooth Q-Proj /k) denote the category of smooth quasi-projective varieties over k.
For a smooth projective variety T , t ∈ Z, X in (Smooth Q-Proj /k) and r ∈ Z define a complex
where the right hand side is the total complex of a collection of complexes, defined in [
• , the 0-th cohomology. When r = 0, we also write H(K, X) for H (K, (X, 0) ). We have a partially defined map (K ′ another object of Ob D(k))
It can be shown this map is defined on quasi-isomorphic subcomplexes by an argument similar to [Ha 2, II, §1]. Passing to cohomology one has
We have the following functoriality in v, both at the chain level and on cohomology:
For X, Y smooth quasi-projective, let
For T smooth projective and f ∈ Hom((X, r), (Y, s) ) ℓ , one has the map
here we take an appropriate distinguished subcomplex of H((T, t), (X, r) )
• denoted by the same notation. Thus for an object K ∈ D(k) we have
One has (∂f ) s) , (Z, t) ) m and g • f is defined, then the maps g * , (g • f ) * are also defined and one has the identity g * f * = (g • f ) * . Here one must take appropriate quasi-isomorphic subcomplexes of H(K, (X, r) )
• and H(K, (Y, s) )
• . The same for a composable sequence of correspondences.
If f ∈ Hom((X, r), (Y, s) ) 0 , then f * is a map of complexes, so there is an induced map on cohomology, denoted by the same f * :
The following associativity holds, both at the chain level and on cohomology:
is an isomorphism. A left resolution is unique up to unique isomorphism.
(2.2) Theorem. (1) For any object X of (Smooth Q-Proj /k) and r ∈ Z, its left resolution L((X, r)) exists. When r = 0, we write L(X) or h(X) for L((X, 0)). One has L((X, r)) = L(X)(r)[2r]. (2) For u ∈ H 0 Hom((X, r), (Y, s) ), there is a unique morphism L(u) : L((X, r)) → L((Y, s)) such that the diagram
Hom D(k) (K, L((X, r)) ∼ → H(K, (X, r) )   L(u)   u * Hom D(k) (K, L((Y, s)) ∼ → H(K, (Y, s) ) commutes. If elements u ∈ Hom((X, r), (Y, s) ) 0 and v ∈ Hom((Y, s), (Z, t) ) 0 are composable, then L(v • u) = L(v)L(u). (3) For α ∈ CH r (X) there
is the associated map C α : h(X) → h(X)(r)[2r]. For a proper map f : X → Y of smooth quasi-projective equi-dimensional varieties, there is the associated map f
such that the isomorphism
is covariantly functorial for proper maps in X. (2) induces the multiplication by α:
Proof.
(1) Let X ∈ (Smooth Q-Proj /k), irreducible, and take its smooth compactification, namely an open immersion j : X →X whereX is smooth projective and D =X − X is a divisor with normal crossings. Let D (i) be the i-fold intersection of the components of D so one has a strict simplicial variety augmented toX
Taking its associated diagram (take the alternating sum of the transposes of the graphs of the face maps) one obtains an object of D(k)
whereX in degree 0. It follows from the localization theorem that for any T smooth projective and any s, the restriction
if L(X) and α ∈ H(L(X), (X, 0) ) is a left resolution of X, then L(X)(r)[2r] and α ∈ H(L(X)(r)[2r], (X, r) ) is a left resolution of (X, r).
(2) is obvious from the definitions and the Yoneda lemma.
(3) follows from (2) applied to δ * (α), Γ f , and t Γ f .
We often write h(X)((r)) instead of h(X)(r)[2r]
. The morphism C α is also denoted by
(2) For a proper map f : X → Y and α ∈ CH r (X), one has 
Proof. In each case the proof is reduced to the equality of the cycles representing the two sides of the identity. We show (1) and (2) to illustrate the method.
For (1), take representativesα ∈ Z r (X, 0) andβ ∈ Z s (X, 0) for α, β, which meet properly in X. Then δ * (α) × X and X × δ * (β) meet properly in X × X × X, and δ * (β) • δ * (α) = δ * (α ·β). This shows (1).
On the other hand the composition δ Y * (α) • t Γ f is also defined, and also equal to 
Then there is a distinguished triangle of the form h(Z)((−d))
i *
− −− →h(X)
This follows from [Ha 2, Theorem (2.9)].
(2.5) Proposition. Let X be a smooth quasi-projective variety. For E a locally free sheaf of rank r + 1, one has p : P = P(E) → X the associated projective bundle, and
That it gives a left inverse follows from:
To show
* is an isomorphism we proceed by induction on dim X; using the preceding proposition reduce to the case of the trivial bundle P = X × P r . Then one can verify
in Z pr (P, P, 0), hence follows (2.5.1). §3. The blow-up formula for relative motives.
We will state and prove the projective bundle formula and the blow-up formula in the relative setting. It is then shown the association (X/S, r) → CH p+r (X, n) is a partial functor. From this we derive the projective bundle formula and the blow-up formula for higher Chow groups, reproving the results in §1.
Let S be a quasi-projective variety over k. There is the theory of Chow motives over S, generalizing Chow motives over Spec k as in [Ma] . For the details see [CH] . In this section we consider ordinary (integral) Chow groups as in [Fu] .
The category of Chow motives over S is denoted by CHM(S). It is a pseudo-abelian category. A typical object is of the form (X/S, r) where X is a smooth variety with a projective map to S and r is an integer. Morphisms between such objects are
where Y j are the components of Y . Composition of morphisms can be adequately defined, which we will not recall here. One must add images of projectors of objects as above to arrive at a pseudo-abelian category. We let h(X/S)(r) = (X/S, r).
For convenience write (Smooth Q-Proj ; proj/S) for the category of smooth quasi-projective varieties equipped with projective maps to S. If X and Y are in (Smooth Q-Proj ; proj/S) and f : X → Y is an S-morphism, there is an induced morphism
and if moreover X and Y are equi-dimensional there is a morphism
or just α, from h(X/S) to h(X/S)(r).
One states an identity principle (the proof is obvious).
be a morphism in CHM(S). It is zero if and only if the induced map under
is zero.
The following fact (3.2) is [Ma, Proposition in §5] .
be objects and morphisms in D such that ca = id Y and for any object T the sequence 
(3.3) Theorem. Let X be a smooth quasi-projective variety with a projective map to S, E a locally free sheaf of rank r + 1 on X, and P(E) the associated projective bundle.
Then there is a canonical isomorphism in CHM(S) h(P(E)/S) = h(X/S) ⊕ h(X/S)(−1) ⊕ · · · ⊕ h(X/S)(−r) .
Proof. Let P = P(E), π : P → X the projection, and
(X/S)(−j) → h(P/S) , and
ψ j : π * • C h r−j : h
(P/S) → h(X/S)(−j) .
One has the identities ψ j • φ j = id and
To verify this, by the identity principle, one reduces to the projective bundle formula for Chow groups for the projective bundle
mutually inverse isomorphisms between h(X/S) ⊕ · · · ⊕ h(X/S)(−r) and h(P/S).
To state the blow-up sequence, in the situation of Theorem (1.2), we further assume Y is equipped with a projective map to a quasi-projective variety S. Then the varieties Y , X,Ỹ andX may be viewed as relative motives h(Y /S), etc.
A left inverse of α is given by γ = g * .
coincides with the refined Gysin map f ! (see [Fu, §6] ). We leave the proof of this fact to the reader.
In order to prove the theorem, we have to note that the blow-up formula for ordinary Chow groups holds universally in the following sense. Let Y ′ → Y be a map from a not necessarily smooth variety Y ′ . By base change one obtains a Cartesian squarẽ
Then all the statements in Theorem (1.2) holds for the ordinary Chow groups (n = 0) if one
and f * by f ! (the refined Gysin map). In particular one has an exact sequence
with left inverse of α given by γ(x, y) = g ′ * x . The proof is the same as in [Fu, §6] .
is exact. The identity γ • α = id also is verified using the identity principle and reducing to the corresponding identity for Chow groups.
(3.5) Corollary. There is a canonical isomorphism in CHM(S)
This follows from (3.3) and (3.4). We also have the self-intersection formula in the relative setting; this is related to (1.1) for ordinary Chow groups.
To state the self-intersection formula, in the situation of (1.1) assume X is equipped with a projective map to S. The we have: (3.6) Theorem. We have the identity
This can be generalized to the case of more than three objects (X 1 /S, r 1 ), · · · , (X n /S, r n ) and u i ∈ Hom CHM(S) ((X i , r i ), (X i+1 , r i+1 ) ), i = 1, · · · , n − 1. One can further extend this by linearity to a sequence of objects M 1 , · · · , M n of CHM(S).
(3.8) We give an alternative proof of Theorem (1.2), (a) and (f). We take S = Y in (3.4), and get a split exact sequence in CHM(Y ) We show the left resolution X → L(X) can be extended to relative motives. Indeed we will construct a partial functor L : CHM(S) → D(k). First note that the definition of the complex H(K, X)
• and the notion of left resolution can be extended in an obvious way to the case of objects in CHM(S). For a smooth projective variety T , t ∈ Z and (X/S, r) in CHM(S), define
H((T, t), (X/S, r))
•
It is no different from H((T, t), (X, r))
• defined in §2. By linearity one has the function complex
• . Define a complex of abelian groups
and extend it by linearity to define Hom
Recall a pair (X, Y ) is said to be admissible if X × S Y is smooth. The notion of admissibility obviously extends to pairs of objects in CHM(S). Similarly for three or more varieties in (Smooth Q-Proj ; proj/S) (or objects of CHM(S)) we have the notion of admissibility.
Assume now (M, N, L) is an admissible triple in CHM(S). There is a partially defined map (defined on a quasi-isomorphic subcomplex)
On 0-th cohomology this induces the composition map in CHM(S).
There are compositions with H(K, M )
• from right and left. One has partially defined maps
Both are defined on quasi-isomorphic subcomplexes. We have associativity as follows at chain level and on 0-th cohomology:
The proof of the following theorem is parallel to that of (2.2).
such that the following square commutes.
where L ((X, r) ) is the left resolution of (X, r) defined in §2. 
(X/S)(dim X) → h(Y /S)(dim Y ), the induced L(f * ) : h(X)(dim X)[2 dim X] → h(Y )(dim Y )[2 dim Y ] coincides with the f * in §2.
For α ∈ CH r (X) and the corresponding morphism C α : h(X/S) → h(X/S)(r), the induced morphism L(C α ) : h(X) → h(X)(r) [2r] coincides with the C α in §2. §5. The blow-up formula for mixed motives.
We give analogues of the results in §2 in the category D(k).
(5.1) Theorem. Let X be a smooth quasi-projective variety, E a locally free sheaf of rank r + 1 on X, and P(E) the associated projective bundle. Then there is a canonical isomorphism in D(k)
h(P(E)) = h(X) ⊕ h(X)(−1)[−2] ⊕ · · · ⊕ h(X)(−r)[−2r] .
Proof. Consider the projective bundle formula (3.3) for the projective bundle P = P(E) over X, viewed as relative motives over X:
h(P(E)/X) = h(X/X) ⊕ h(X/X)(−1) ⊕ · · · ⊕ h(X/X)(−r) .
Recall the isomorphism is given by φ and ψ. Apply the left resolution L of §4 to the two sides. Since the pairs (P(E), X) and (X, P(E)) are admissible over X, one has the induced morphisms [−2r ]. The triples (P(E), X, P(E) ) and (X, P(E), X) are admissible, so the identities ψ • φ = id, φ • ψ = id imply the corresponding identities for L(φ) and L(ψ). [Ma] .
L(φ), L(ψ) between h(P(E)) and h(X) ⊕ h(X)(−1)[−2] ⊕ · · · ⊕ h(X)(−r)
See also [FV] and [Le] for the blow-up sequences similar to (5.3).
On the other hand, by (2.3.2) and ξ · c r (
For an alternative proof of the self-intersection formula (3.6.1) we need some preliminary constructions. Let u : X → Z = X × P Proof. We show the composition of the map with the isomorphism 
