which is to be minimized by selection of the control u(t, l ). Here x, a, and u are vectors of dimension n, m, and r, respectively. The prime denotes transpose. Q(E) is a symmetric, nonnegative definite matrix having the block form Ql(E) Q2(4 Q(4 = (Q,'(e) 1 Q&). (1.4 and E is a small positive parameter. We shall seek the asymptotic series expansion of the solution of the optimal control problem (l.l)-(1.4) as l + 0 by the matrix Riccati approach. Let us assume that the matrices ,4,, Bi, x(0, E), ~(0, c), and Qi all have asymptotic series expansions as E + 0.
The main results are contained in: Then the problem (1.1)-(1.4) h as a unique asymptotic solution for z sufficiently small such that for every integer N 3 0, the optimal control, the corresponding trajectories, and the optimal cost functional satisfy
The expansions are uniformly valid for t > 0 and the functions of t and it = t/e decay to zero as t and K tend to infinity respectively, Hypotheses (H-4) and (H-5) imply that the linear regulator problem (2.2) has a unique solution so that the reduced problem (2.1) also has a unique solution (cf. Kalman [6]).
We expect the optimal control for the full problem to be given by the control law u = -(B,' B,'l4 44 (;I;: j) (2.3)
where the matrix k(c) is a symmetric, nonnegative definite solution of the matrix algebraic equation
We shall proceed to obtain the asymptotic solution for k(c) as E -+ 0 and then use this result to obtain asymptotic solutions for the optimal control and the corresponding trajectories.
III. ASYMPTOTIC EXPRESSION FOR THE RICCATI GAIN
Because of the singular manner in which the parameter E enters (2.4), we shall seek a solution k(e) in the block form The limiting solution (Kr, , Kzo, Kao), then, satisfies the reduced system (1.11).
Using (H-3), the last equation of (1.11) has, as its only symmetric, positive semidefinite solution Go = T&i1 We must solve the linear system (4.2) subject to the initial conditions (1.2).
Since the differential order of (3.2) is less when E = 0 than when l > 0, we can anticipate nonuniform convergence at t = 0. Thus, we shall seek a solution to the initial value problem for (4.2) of the form Away from t = 0, the solution will be asymptotically given by the outer solution (X(t, E), Z(t, c)) which is assumed to have an asymptotic series expansion in E. Thus, the outer solution away from t = 0 must satisfy the system (4.2) and its leading term will satisfy the reduced system This is the closed-loop system for the linear state regulator problem (2.2).
(H-5) implies that the solution of (4.7) is stable, (tends to zero exponentially as t -co).
Higher order terms in the outer expansion will satisfy nonhomogeneous forms of (4.5) subject to the successively determined initial condition
The Fredholm alternative theorem and the solvability of the reduced problem for (X0, Z,,) imply that each (Xi, Zj) can be uniquely determined, in turn, up to specification of Xj(0). Each solution approaches zero exponentially as t tends to infinity.
The initial boundary layer correction (emI , ma) will satisfy the linear system where U and v have asymptotic series expressions in E with the terms of U and v tending to zero as t and K tend to infinity respectively. Substituting these expansions and those for the optimal trajectories into the cost (1.3) implies that the optimal cost J*(C) is of the form where the Li's have asymptotic series expansions with integral coefficients. Thus, J*( ) 1 h E a so as an asymptotic series expansion in E. To complete the proof of the theorem, it remains to show the boundedness of the corrections which is rather standard in the singular perturbation theory (cf. Harris [4] and O'Malley [8]).
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