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Tutkielmani esittelee kuvailevaa vaativuusteoriaa käyttämällä inﬂatorisen kiintopistelo-
giikan (IFP) ja polynomisen ajan vaativuusluokan (PTIME) yhteyttä havainnollistava-
na esimerkkinä. Kuvaileva vaativuusteoria on matemaattisen logiikan tutkimusala, jolla
tutkitaan matemaattisen logiikan hyödyntämistä yleensä tietojenkäsittelytieteen osaksi
laskettavassa vaativuusteoriassa. Yksinkertaisesti ilmaistuna vaativuusteoria tutkii, mikä
on algoritmisesti laskettavissa, ja kuvaileva vaativuusteoria etsii logiikoita, jotka vastaavat
ilmaisuvoimaltaan vaativuusteorian vaativuusluokkia. Vaativuusluokat ovat vaativuusteo-
rian käsite algoritmisesti ratkaistavien ongelmien luokitteluun, ja polynomisen ajan vaa-
tivuusluokka PTIME on joukko kaikille ongelmille, joiden ratkaisun kesto n-pituisella
syöteellä on aina lyhyempi kuin jonkin luvusta n riippumattoman yksimuuttujaisen ko-
konaislukukertoimisen polynomin arvo sijoituksella n. Osoittautuu, että inﬂatorinen kiin-
topistelogiikka äärellisillä järjestetyillä malleilla pystyy kuvailemaan juuri ne ongelmat,
jotka sisältyvät polynomisen ajan vaativuusluokkaan.
Inﬂatorinen kiintopistelogiikka on ensimmäisen kertaluvun logiikan laajennus, johon on
lisätty inﬂatorinen kiintopistekvantiﬁointi. Tutkielmassa käydään ensiksi läpi tarvittavat
ensimmäisen kertaluvun logiikan ominaisuudet ja merkinnät sekä äärellisten järjestettyjen
mallien määritelmät. Inﬂatorinen kvantiﬁointi, kiintopisteet ja inﬂatorinen kiintopistelo-
giikka esitellään perusteiden jälkeen.
Vaativuusluokkien, kuten PTIME, ja algoritmien määrittelyyn tarvitaan jokin hyvin
määritelty työkalu, ja Turingin koneet ovat tähän hyvin soveltuvia ja yleisesti käytettyjä.
Tutkielmani esittelee Turingin koneita siinä laajuudessa, jossa niitä tarvitaan PTIME:n
määrittelyssä ja liittyvien kuvailevan vaativuusteorian tuloksien todistamisessa.






Määritelmä 2.1. Olkoon k > 0 luonnollinen luku. Joukon X k-paikkainen relaatio R on
jokin hyvinmääritelty osajoukko R ⊆ Xk, missä Xk = {(x1, . . . , xk) | xi ∈ X)}.
Kaksipaikkaisilla relaatioilla on hyödyllisiä erityisominaisuuksia, joita tarvitaan jat-
kossa esimerkiksi alkioiden järjestyksien määrittelyssä.
Määritelmä 2.2. Olkoon X joukko ja R kaksipaikkainen relaatio R ⊆ X2. Tällöin
1. R on refleksiivinen, jos (x, x) ∈ R kaikilla x ∈ X, ja R on irrefleksiivinen, jos
(x, x) 6∈ R kaikilla x ∈ X.
2. R on symmetrinen, jos kaikilla (x, y) ∈ R pätee (y, x) ∈ R, ja R on antisymmetrinen,
jos kaikilla (x, y) ∈ R pätee (y, x) 6∈ R kun x 6= y.
3. R on transitiivinen, jos (x, z) ∈ R kaikilla x, z ∈ X, joille on olemassa y ∈ X siten,
että {(x, y), (y, z)} ⊆ R.
4. R on vertailullinen, jos joko (x, y) ∈ R tai (y, x) ∈ R kaikilla x, y ∈ X, x 6= y.
Aakkostot ovat äärellisiä monikkoja τ = 〈R0, . . . , Rn, c0, . . . , cm, f0, . . . , fl〉, jotka koos-
tuvat relaatio-, vakio- ja funktiosymboleista. Kullakin symbolilla s ∈ τ on paikkaluku
#(s) ∈ N. Relaatio- ja funktiosymbolien a paikkaluvuilta vaaditaan #(a) > 0, ja vakio-
symboleilla c on paikkaluku aina #(c) = 0. Aakkostoa, jossa on vain relaatiosymboleita,
kutsutaan relationaaliseksi.
Koska n-paikkaiset funktiot f voidaan tulkita (n+ 1)-paikkaisina relaatioina
Rf = {(x0, . . . , xn−1, xn) | f(x0, . . . , xn−1) = xn},
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rajoitamme jatkossa tarkastelumme aakkostoihin, joissa on vain relaatio- ja vakiosymbo-
leita.
Määritelmä 2.3. Olkoon τ = 〈R0, . . . , Rn, c0, . . . , cm〉 aakkosto. Tällöin τ -malli M on




0 , . . . , c
A
m〉, missä M on epätyhjä joukko, jokaiselle aakkoston
τ relaatiosymbolille Ri on tulkinta RAi ⊆M
#(Ri) ja jokaiselle aakkoston τ vakiosymbolille
cj on tulkinta cAj ∈M .
Mallin määritelmän joukkoa M kutsutaan mallin M universumiksi. Aakkoston relaa-
tiosymbolien tulkinnat ovat joukon M relaatioita, joiden paikkaluvut vastaavat symbo-
lien paikkalukuja, ja vakiosymbolien tulkinnat ovat joukon M alkioita. Malli liittää siis
aakkoston symboleille tulkinnan.
Malli M on äärellinen, jos sen universumi M on äärellinen joukko. Merkitään uni-
versumin A kokoa ||A||. Oletamme jatkossa kaikkien mallien olevan äärellisiä. Käytämme
aakkoston τ kaikille äärellisille malleille merkintää STRUCT(τ).
Jos aakkosto τ on relationaalinen, sanotaan τ -mallien olevan relationaalisia malleja.
Määritelmä 2.4. Olkoon τ = 〈E〉 aakkosto, missä E on kaksipaikkainen relaatiosymboli.
Tällöin τ -malleja G = 〈V,E〉, joille EG on irreﬂeksiivinen ja symmetrinen, kutsutaan
verkoiksi. Verkon universumin V alkioita v kutsutaan solmuiksi, ja relaation EG jäseniä
(v1, v2) kutsutaan särmiksi.
Verkot ovat tärkeitä rakenteita tietojenkäsittelytieteessä. Verkon G solmujen v0 ja vn
välillä sanotaan olevan polku, jos joko v0 = vn tai on olemassa jono solmuja (v0, v1, . . . , vn−1, vn)
siten, että (vi, vi+1) ∈ EG kaikilla i < n. Polku on edellämainitusta solmujen jonosta saa-
tujen särmien jono ((v0, v1), . . . , (vn−1, vn)). Jos v0 = vn, polku on tyhjä jono (). Polun
pituus on polun sisältämien särmien lukumäärä.
Määritelmä 2.5. Sanomme τ -mallien A ja B olevan isomorfisia, jos on olemassa bijektio
f : A→ B, jolle
• Jokaiselle relaatiosymbolille R ∈ τ ja alkioille x0, . . . xn ∈ A pätee (x0, . . . , xn) ∈ RA,
jos ja vain jos (f(x0), . . . , f(xn)) ∈ RB.
• Jokaiselle vakiosymbolille c ∈ τ pätee cB = f(cA).
Isomorﬁset mallit ovat logiikan kannalta vastaavia siinä mielessä, että kaikki loogiset
väittämät, jotka pätevät mallille M, pätevät myös kaikille mallin M kanssa isomorﬁsille
malleille. Täten on esimerkiksi mahdollista tarkastella mallinM sijaan isomorﬁsta mallia




Järjestetyt mallit ovat malleja, joille on määritelty erityiset ehdot täyttävä relaatio.
Määritelmä 2.6. Kaksipaikkainen relaatio ≤ on lineaarijärjestys, jos se on reﬂeksiivinen,
antisymmetrinen, transitiivinen ja vertailullinen.
Käytämme lyhenteitä a ≤ b ja b ≥ a merkinnälle (a, b) ∈≤. Käytämme myös lyhen-
nettä a < b, kun a ≤ b ja a 6= b.
Määritelmä 2.7. Olkoon τ aakkosto siten, että ≤∈ τ ja #(≤) = 2. Tällöin τ -malli M
on järjestetty malli, jos ≤M on lineaarijärjestys.
Käytämme merkintää O[τ ] kaikkien äärellisten järjestettyjen τ -mallien luokalle.
Esimerkki 2.8. Olkoon ≤ lineaarijärjestys, Y yksipaikkainen relaatio ja τ = 〈≤, Y 〉 aak-
kosto. Tällöin τ on binäärisanojen aakkosto. Olkoon B = 〈B,≤, Y 〉 τ -malli, missä univer-
sumi B = {0, 1, 2, 3, 4}, ykkösten paikkoja kuvaavan relaation tulkinta Y B = {0, 2, 3} ja
järjestyksen ≤ tulkinta on lukujen luonnollinen järjestys. Mallia B vastaava binäärisana
on 10110. Lineaarijärjestys ≤B on tarpeellinen binäärisanan ykkösten ja nollien paikkojen
valitsemisessa. Relaatio Y B kertoo vain, mitkä alkiot ovat ykkösiä, ja universumi B on
puhdas joukko, eikä siis määrää alkioidensa järjestystä.
Koska rajoitumme äärellisiin malleihin, on joukolla aina sekä pienin että suurin alkio
lineaaristen järjestysten suhteen ja on mahdollista puhua alkion x seuraajasta eli yksikä-
sitteisestä alkiosta, joka on lineaarisessa järjestyksessä suurempi kuin x, mutta pienempi
kuin mikään muu y ≥ x, y 6= x. Käytämme jatkossa järjestyksen pienimmälle alkiolle
merkintää min, suurimmalle max ja alkion x seuraajalle S(x). Käyttämissämme logii-
koissa min, max ja S(x) ovat ilmaistavissa käyttäen lineaarijärjestystä ≤, joten niiden
lisääminen aakkostoon erillisinä vakio- ja relaatiosymboleina ei ole tarpeen.
Myöhemmin tarvitsemme tavan järjestää järjestetyn mallin universumin M karteesis-
ten tulojen Mk alkioita (x0, . . . , xk−1). Käytämme tällöin erityistä lineaarista järjestystä,
joka järjestää karteesisen tulon alkiot mallin lineaarista järjestystä hyödyksi käyttäen.
Määritelmä 2.9. OlkoonM järjestetty malli, M sen universumi, ≤ sen lineaarijärjestys
ja (x0, . . . , xk−1), (y0, . . . , yk−1) ∈Mk. Sanakirjajärjestys ≤k on joukon Mk lineaarijärjes-
tys, jolle pätee (x0, . . . , xk−1) ≤k (y0, . . . , yk−1), jos ja vain jos jokin seuraavista toteutuu:
1. xi < yi , i ∈ {0, . . . , k − 1}, ja xj = yj kaikilla j < i
2. xi = yi kaikilla i ∈ {0, . . . , k − 1}
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Sanakirjajärjestys vertaa karteesisen tulon alkioita vertaamalla alkion jäseniä vasem-
malta oikealle, kunnes joko ehto 1. toteutuu tai kaikki jäsenet on käyty läpi ja ehto 2. to-
teutuu. Jos ajattelee suomen kielen kirjainten joukkoa mallin universumina ja kirjainten
aakkosjärjestystä mallin lineaarisena järjestyksenä, sanojen aakkosjärjestys on sanakirja-
järjestys.
2.3 Ensimmäisen kertaluvun logiikka
Seuraavat määritelmät ovat sidottuja käytettyyn aakkostoon. Valitaan jokin mielivaltai-
nen aakkosto τ .
Määritelmä 2.10. Termit ovat merkkijonoja, jotka määritellään seuraavasti:
• Aakkoston τ ulkopuoliset vakiosymbolit, muuttujat, x ovat termejä.
• Aakkoston τ vakiosymbolit c ovat termejä.
Määritelmä 2.11. Olkoot t1, . . . tn termejä ja R relaatio. Tällöin ensimmäisen kertaluvun
logiikan atomikaavat ovat merkkijonoja, jotka määritellään seuraavasti:
• t1 = t2 on atomikaava.
• Rt1 . . . tn on atomikaava.
Määritelmä 2.12. Ensimmäisen kertaluvun logiikan kaavat ovat merkkijonoja, jotka
määritellään induktiivisesti seuraavien sääntöjen perusteella.
• Atomikaavat ovat kaavoja.
• Jos φ on kaava, niin negaatio ¬φ on kaava.
• Jos φ ja ψ ovat kaavoja, niin disjunktio (φ ∨ ψ) on kaava.
• Jos φ on kaava, ja x on muuttuja, niin ∃xφ on kaava.
Kaikkien aakkoston τ ensimmäisen kertaluvun logiikan kaavojen joukkoa merkitään FO(τ).
Disjunktion duaalia ¬(¬ψ ∨ ¬φ) kutsutaan konjunktioksi ja merkitään (ψ ∧ φ), ja
eksistenssikvanttorin duaalia ¬∃x¬ψ kutsutaan universaalikvanttoriksi ja merkitään ∀xψ.
Voimme jättää disjunktion ja konjunktion sulut merkitsemättä, jos ne eivät ole tarpeellisia
operaatioiden oikean järjestyksen tulkitsemiselle.
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Esimerkki 2.13. Oletetaan ≤∈ τ . Esitellään ensimmäisen kertaluvun logiikan kaavoja
joillekin lyhennyksille, joita tulemme käyttämään:
x ≤ y := ≤ xy,
x < y := ¬(x = y) ∧ x ≤ y,
y = S(x) := x < y ∧ ∀z(¬(x < z ∧ z < y)),
x = min := ∀y(x ≤ y),
Rmax := ∀y(y ≤ x) ∧Rx.
Viimeisessä lyhennyksessä käytimme lisäoletuksia R ∈ τ ja #(R) = 1.
Merkkijonoja, jotka sisältyvät johonkin kaavaan ja ovat itsekin kaavoja, kutsutaan
alikaavoiksi.
Määrittelemme kaavan ϕ vapaiden muuttujien joukon Free(ϕ) induktiivisesti:
• Jos ϕ on atomikaava, niin Free(ϕ) on kaavan ϕ muuttujien joukko.
• Free(¬ϕ) = Free(ϕ).
• Free(ϕ ∨ ψ) = Free(ϕ) ∪ Free(ψ).
• Free(∃xϕ) = Free(ϕ) \ {x}.
Jos muuttuja ei ole vapaa, sanotaan sen olevan sidottu. Kaavoja, joilla ei ole vapaita
muuttujia, kutsutaan lauseiksi. Merkinnällä ϕ(x0, . . . , xn) tarkoitamme, että kaavan ϕ
muuttujat x0, . . . , xn ovat erillisiä ja Free(ϕ) ⊆ {x0, . . . , xn}.
OlkoonA τ -malli, A sen universumi ja ξ = {x0, . . . , xn} jokin äärellinen joukko aakkos-
ton τ muuttujia. Funktio s : ξ → A on mallin A sijoitus. Sijoitus antaa siis muuttujille ar-
von mallin universumista. Käytämme merkintää s(a/x) sijoitukselle, jolle s(a/x)(i) = s(i),
kun i 6= x, ja s(a/x)(i) = a, kun i = x.
Kaavat itsekseen ovat vain merkkijonoja. Määrittelemme seuraavaksi erityisen relaa-
tion, joka määrittelee kaavojen totuuden malleissa.
Määritelmä 2.14. Olkoon A malli ja s sijoitus, jonka määrittelyjoukko sisältää kaikki
käytetyissä kaavoissa esiintyvät muuttujat. Totuusrelaatio A |=s ϕ määritellään seuraa-
vasti:
• A |=s t1 = t2, jos ja vain jos s(t1) = s(t2).
• A |=s Rt1 . . . tn, jos ja vain jos (s(t1), . . . , s(tn)) ∈ RA.
• A |=s ¬ψ, jos ja vain jos A 6|=s ψ.
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• A |=s ψ ∨ φ, jos ja vain jos A |=s ψ tai A |=s φ.
• A |=s ∃xψ, jos ja vain jos on olemassa jokin a ∈ A siten, että A |=s(a/x) ψ.
Sijoitukset vaikuttavat vain vapaisiin muuttujiin, joten lauseiden totuudet eivät riipu
valitusta sijoituksesta. Täten, jos ψ on lause ja A |=s ψ millä tahansa sijoituksella s,
voidaan kirjoittaa A |= ψ ja sanoa, että A on lauseen ψ malli.
Jos jollain jonolla a¯ = (a0, . . . , an), sijoituksella s ja kaavalla ϕ(x0, . . . , xn) pätee
A |=s ϕ ja ai = s(xi) kaikilla i ≤ n, voimme ajatella sijoittavamme jonon a¯ alkiot kaa-
vaan järjestysnumeroltaan vastaaville jonon (x0, . . . , xn) muuttujille ja käyttää merkintää
A |= ϕ[a¯].
Totuusrelaatio kertoo, onko kaava totta mallissa, ja antaa samalla kaavoille merkityk-
sen. Täten kaavoilla pystyy ilmaisemaan mallien ominaisuuksia. Ensimmäisen kertaluvun
logiikan ilmaisuvoima on kuitenkin hyvin rajallinen. Kombinatorisia pelejä1 käyttäen on
esimerkiksi osoitettu, että ensimmäisen kertaluvun logiikka ei pysty ilmaisemaan, onko
mielivaltaisen järjestetyn mallin universumissa parillinen määrä alkioita.
Esimerkki 2.15. [4, s. 9] Olkoon G = 〈V,E〉 verkko. Tällöin kaavoille
ϕd(1)(x, y) := x = y ∨ Exy
ϕd(2)(x, y) := ∃z(ϕd(1)(x, z) ∧ ϕd(1)(z, y))
ϕd(3)(x, y) := ∃z(ϕd(2)(x, z) ∧ ϕd(1)(z, y))
...
ϕd(i)(x, y) := ∃z(ϕd(i−1)(x, z) ∧ ϕd(1)(z, y))
pätee G |= ϕd(j)[a, b] täsmälleen silloin, kun solmujen a ja b välillä on polku, jonka pituus
on korkeintaan j.
Verkko on yhtenäinen silloin, kun jokaisesta solmusta a on polku jokaiseen solmuun b.
Ensimmäisen kertaluvun logiikan lause
ϕy(i) := ∀x∀y(ϕd(i)(x, y))
ilmaisee, että verkon kaikkien solmujen x ja y välillä on polku, jonka pituus on korkeintaan
i. Olkoon G verkko ja i ∈ N. Jos G |= ϕy(i), tiedämme verkon G olevan yhtenäinen. Jos G 6|=
ϕy(i), emme lisätiedoitta pysty päättelemään, onko G epäyhtenäinen vai yhtenäinen siten,
että joidenkin solmujen välinen polku on pidempi kuin i. Jokaiselle j ∈ N on olemassa
yhtenäinen verkko G ′, jolla G ′ 6|= ϕy(j). Kombinatorisia pelejä käyttäen onkin osoitettu,
että ei ole olemassa ensimmäisen kertaluvun logiikan lausetta, jolla voisi ilmaista, onko
mielivaltainen verkko yhtenäinen.
1Kombinatorisista peleistä ja mainituista todistuksista voi lukea esimerkiksi Libkinin [2] kirjasta.
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2.4 Inflatorinen kiintopistelogiikka
Tässä luvussa esittelemme ensimmäisen kertaluvun logiikan laajennuksen, joka kykenee
määrittelemään relaatioita induktiivisesti. Tämä relaatioiden määrittely mahdollistetaan
uudella kaavanmuodostussäännöllä. Tavoitteenamme on ilmaista tietokoneiden toimintaa
logiikan keinoin, ja valitsemamme induktiivinen relaatioiden muodostus sopii hyvin itera-
tiivisten ja rekursiivisten toimenpiteiden kuvailuun [1].
Aloitamme määrittelemällä uudelle kaavanmuodostussäännöllemme tarpeellisia käsit-
teitä.
Määritelmä 2.16. Olkoon M joukko ja P(M) sen potenssijoukko. Funktio
f : P(M)→ P(M)
on inflatorinen, jos X ⊆ f(X) kaikilla X ∈ P(M).
Funktioita F : P(M)→ P(M) kutsutaan joukon M operaattoreiksi. Täten erityisesti
inﬂatoriset funktiot ovat inﬂatorisia operaattoreita.
Määritelmä 2.17. Olkoon M joukko ja F : P(M) → P(M) joukon M operaattori.
Joukko X ∈ P(M) on operaattorin F kiintopiste, jos F (X) = X.
Määritellään joukon M operaattorille F : P(M)→ P(M) merkintä F k seuraavasti
F 0 = ∅, F i+1 = F (F i).
Jos on olemassa n0 ∈ N, jolle F n0+1 = F n0 , eli F (F n0) = F n0 , merkitään F n0 = F∞ ja
sanotaan, että funktion F kiintopiste F∞ on olemassa. Jos kiintopiste F∞ ei ole olemassa,
merkitään F∞ := ∅. Koska rajoitamme tarkastelumme äärellisiin joukkoihin, inﬂatorisilla
operaattoreilla F on aina olemassa kiintopiste F∞. Tämä seuraa siitä, että äärellisessä
joukossa M on |M | alkiota, ja operaattorin inﬂatorisuuden myötä F 0 ⊆ F 1 ⊆ ... ⊆ M ,
joten F n+1 = F n viimeistään, kun n = |M |. Jokaiselle operaattorille G voidaan määritellä
inﬂatorinen operaattori Ginfl(X) = X ∪ G(X). Jos operaattori G on inﬂatorinen, niin
Ginfl = G.
Määritelmä 2.18. Olkoon M joukko ja F joukon M operaattori. Operaattorin F inﬂa-
torisen muunnoksen Finfl kiintopistettä F∞infl kutsutaan operaattorin F inflatoriseksi kiin-
topisteeksi ja merkitään ifp(F ).
Olkoon σ relationaalinen aakkosto, R 6∈ σ sen ulkopuolinen k-paikkainen relaatio-
symboli ja ϕ(R, x1, ..., xk) aakkoston σ ∪ {R} kaava. Kaavasta ϕ(R, x¯) saadaan jokaisella
A ∈ STRUCT(σ) operaattori Fϕ : P(Ak)→ P(Ak), jolle
Fϕ(X) = {a¯ | A |= ϕ(X/R, a¯)}.
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Aakkoston ulkopuolista relaatiota R kutsutaan toisen kertaluvun muuttujaksi.
Olemme nyt valmiit määrittelemään inﬂatorisen kiintopistelogiikan. Käytämme Lib-
kinin [2] esitystä määritelmälle.
Määritelmä 2.19. Inflatorinen kiintopistelogiikka IFP(τ) on ensimmäisen kertaluvun
logiikan FO(τ) laajennus, johon on lisätty seuraava kaavanmuodostussääntö:
Jos ϕ(R, x¯) on kaava, missä R on k-paikkainen relaatio, t¯ on jono termejä, ja
k = |x¯| = |t¯|, niin
[IFPR,x¯ϕ(R, x¯)](t¯)
on kaava, jonka vapaat muuttujat ovat Free(t¯) ∪ (Free(ϕ) \ {R, x¯}).
Uuden säännön, inflatorisen kiintopistekvantifioinnin, semantiikka määritellään seuraa-
vasti:
A |=s [IFPR,x¯ϕ(R, x¯)](t¯), jos ja vain jos s(t¯) = (s(t1), . . . , s(tn)) ∈ ifp(Fϕ).
Inﬂatorisen kiintopistekvantiﬁoinnin voi ajatella toimivan iteratiivisesti siten, että kaa-
van toisen asteen muuttuja R on aluksi tyhjä muokattava joukko, jota muokataan käy-
mällä kaava läpi muuttujan R sen hetkisessä tilassa ja lisäämällä kaikki kaavan silloin to-
teuttavat alkiot muuttujaan R, kunnes kaavan läpikäynnillä ei enää löydy uusia lisättäviä
alkioita. Tällöin R on saavuttanut kiintopisteen, ja voidaan tarkistaa päteekö Rt¯.
Esimerkki 2.20. Olkoon A = 〈{1, 2, 3}, S〉 malli, missä S on lukujen luonnollisen seu-
raajarelaation rajoittuma, ja X yksipaikkainen toisen kertaluvun muuttuja. Tällöin
A |=s [IFPX,x(¬∃y(Syx) ∨ ∃y∃z(Xy ∧ Syx ∧ Sxz))]t,
jos ja vain jos s(t) 6= 3. Inﬂatorinen kiintopistekvantiﬁointi määrittelee relaation X seu-
raavalla iteraatiolla:
1. X = ∅ : Kaavan ¬∃y(Syx) alikaava toteutuu ainoastaan luvuilla, joiden edeltäjä ei
ole mallin universumissa. Disjunktion oikeaa puolta ei toteuta mikään, koska ei ole
alkiota y, jolla Xy. Täten lisätään disjunktion vasemman puolen toteuttava 1 toisen
kertaluvun muuttujan tulkintaan.
2. X = {1} : Disjunktion vasen alikaava ei sisällä toisen kertaluvun muuttujaa X
ja ei siten muutu iteraatiossa.2 Xy toteutuu nyt vain, kun y = 1. Tällöin S1x
toteutuu vain, jos x = 2. Muuttujaan z sopii sijoitettavaksi 3. Täten lisätään 2
toisen kertaluvun muuttujan tulkintaan.
2Luku 1 toteuttaa kaavan tälläkin iteraatiolla, mutta X sisältää sen jo ja ei siten muutu luvun 1
lisäämisestä.
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3. X = {1, 2} : Kuten edellä, mutta nyt Xy toteutuu myös, kun y = 2. Täten Syx
toteutuisi, kun x = 3, mutta ei ole lukua z, jolle S3z. Täten yhä X = {1, 2}, ja X
on saavuttanut kiintopisteen.
Edellisen esimerkin kaava ei vielä ilmaissut mitään, mitä ensimmäisen kertaluvun lo-
giikka ei pystyisi ilmaisemaan. Vastaavan seuraajarelaatiosta riippuvan kaavan pystyy
muodostamaan ilman iteraatiotakin.
Ensimmäisen kertaluvun logiikalla yhden verkon yhtenäisyyden ilmaiseva lause ei vält-
tämättä kykene ilmaisemaan toisen verkon yhtenäisyyttä. Inﬂatorisella kiintopistelogiikal-
la yksi lause riittää kattamaan kaikki verkot.
Esimerkki 2.21. [1, s. 121] Olkoon G = (V,E) verkko ja
ψ(X, x, y) := (Exy ∨ ∃z(Xxz ∧ Ezy)).
Tällöin
G |= ∀x∀y(x = y ∨ [IFPX,x,yψ(X, x, y)]xy)
jos ja vain jos G on yhtenäinen.
Edellisestä esimerkistä näemme inﬂatorisen kiintopistekvantiﬁoinnin lisäämää ilmai-
suvoimaa verrattuna pelkkään ensimmäisen kertaluvun logiikkaan. Järjestetyillä malleil-
la inﬂatorinen kiintopistelogiikka on tarpeeksi voimakas ilmaisemaan mallin universumin
kokoon liittyviä ominaisuuksia.
Esimerkki 2.22. Jos rajoitamme tarkastelumme järjestettyihin malleihin, inﬂatorinen
kiintopistelogiikka pystyy määrittelemään mallin universumin parillisuuden seuraavalla
lauseella:
¬[IFPX,x(x = min ∨ ∃y(Xy ∧ ”x = y + 2”))]max,
missä ”x = y + 2” on
∃z(y < z ∧ z < x ∧ ∀v(¬(y < v ∧ v < z) ∧ ¬(z < v ∧ v < x))).
Inﬂatorinen kiintopistelogiikka ei kykene määrittelemään mallin universumin parillisuutta
mielivaltaiselle mallille3, joten järjestetyn mallin olettaminen on tarpeellista.




Vaativuusteoria on tietojenkäsittelytieteen osa-alue, jossa tutkitaan kysymystä:
"Mikä tekee jotkut ongelmat laskennallisesti vaikeiksi ja toiset helpoiksi?"[6]
Kuvaileva vaativuusteoria on matematiikan haara, jossa vaativuusteorian ongelmiin hae-
taan ratkaisuja käyttäen matemaattisen logiikan työkaluja. Tutkielman tarkoitus on esi-
tellä kuvailevaa vaativuusteoriaa esimerkillä vaativuusteorian ja matemaattisen logiikan
yhteyksistä. Tässä luvussa esittelemme vaativuusteorian määritelmiä ja menetelmiä, joita
tarvitaan tuloksen esittämiseen.
3.1 Kielet
Aloitamme määrittelemällä vaativuusteoriassa käytettävien symbolijonojen tarvittavat
ominaisuudet ja merkinnät.
Määritelmä 3.1. Olkoon Σ joukko symboleita eli merkistö. Merkistön Σ alkioista koos-
tuvia äärellisiä jonoja δ0δ1 . . . δm kutsutaan merkistön Σ sanoiksi. Kaikkien merkistön Σ
sanojen joukolle käytetään merkintää Σ∗.
Olkoon σ1 = δ0 . . . δn ja σ2 = η0 . . . ηm sanoja. Tällöin σ1 = σ2, jos ja vain jos n =
m ja δi = ηi kaikilla i ≤ m. Merkinnällä σ1σ2 tarkoitamme sanaa δ0 . . . δnη0 . . . ηm, ja
merkinnällä σR1 tarkoitamme sanaa δn . . . δ0.
Jokaisella merkistöllä on olemassa erityinen tyhjä sana ǫ, jonka pituus on nolla. Tyh-
jällä sanalla ǫ kuvataan siis oikeastaan sanan puutetta. Mille tahansa sanalle σ pätee siis
esimerkiksi σǫ = σ.
Määritelmä 3.2. Kieli L on jonkin merkistön Σ sanojen osajoukko L ⊆ Σ∗.
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Vaativuusteorian ongelmat liittyvät siihen, kuinka vaikeaa on ratkaista, kuuluuko jokin
sana σ kieleen L. Täten kielet ja ongelmat usein samaistetaan. Seuraavassa esimerkissä
esittelemme palindromien kielen.
Esimerkki 3.3. Merkistön Σ palindromi on sana σ ∈ Σ∗, jolle pätee σ = σR. Merkistön
Σ palindromien kieli Lpal on kaikkien Σ-palindromien joukko, eli
Lpal = {σ ∈ Σ
∗ | σ = σR}
= {σδσR | σ ∈ Σ∗ ja δ ∈ Σ ∪ {ǫ}}.
Olkoon merkistö Σ suomen kielen kirjainten joukko. Tällöin esimerkiksi sana saippuakauppias
kuuluu kieleen Lpal. On helppo nähdä, että sana jokirosvo ei ole palindromi, eikä siis kuu-
lu kieleen Lpal.
Kysymys σ ∈ Lpal on helppo ratkaista, kun sana σ on lyhyt. Palindromien kieli kui-
tenkin sisältää myös mielivaltaisen pitkiä sanoja. Esimerkiksi annetulle miljoona merkkiä
pitkälle sanalle σ kysymyksen σ ∈ Lpal ratkaiseminen ei välttämättä onnistu yhtä hel-
posti kuin edellisen esimerkin sanojen. Tutkittava kieli voi myös olla sellainen, että ly-
hyilläkin sanoilla on todella työlästä tarkistaa, kuuluuko sana kieleen. Intuition pettäessa
ja halutessamme toimivan teorian tarvitsemme hyvinmääritellyn työkalun näiden ongel-
mien tutkimiseen. Vaativuusteorian kiinnostus on erityisesti algoritmisissa ratkaisuissa.
Seuraavassa luvussa esittelemme Turingin koneen, jota käytämme algoritmisen laskennan
määritelmänä.
3.2 Turingin kone
Turingin kone on abstrakti ääretönmuistinen tietokone. Sen muistin ajatellaan olevan
vasemmalta suljettu, mutta oikealle loputon yksirivinen tekstinauha, jolta kone voi lukea
ja korvata merkkejä. Koneella on loputtoman nauhan lisäksi äärellinen joukko tiloja, joissa
se voi olla. Turingin kone käsittelee nauhan sisältöä lukupäällä, joka liikkuu nauhan päällä
ja lukee yhden merkin kerrallaan. Kussakin vaiheessa Turingin koneen toimintaa, lukupää
lukee merkin ja korvaa sen merkillä, joka riippuu luetusta merkistä ja tilasta, jossa kone
on. Korvattuaan merkin lukupää pysyy paikallaan tai siirtyy yhden merkin vasemmalle
tai oikealle, ja kone siirtyy tilaan, joka myöskin riippuu vaiheessa luetusta merkistä ja
koneen sen hetkisestä tilasta. Lukupää kulkee nauhaa pitkin lukien ja korvaten merkkejä,
kunnes kone siirtyy erityiseen hyväksymis- tai hylkäämistilaan.
Kutsumme lukupään mahdollisia sijainteja soluiksi. Nauhalla sijaitsevat solut nume-
roidaan luonnollisilla luvuilla siten, että nauhan vasemmanpuolisin solu on 0, ja solujen
numerot kasvavat luonnollisessa järjestyksessä oikealle edetessä. Helpottaaksemme nau-
han vasemman reunan löytämistä annamme lukupään liikkua nauhan vasemman reunan
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yli erityiseen soluun −1, johon ei voi kirjoittaa ja josta lukupää ei voi enää siirtyä va-
semmalle. Solu −1 sisältää aina erityissymbolin ⊲, jonka lukiessaan lukupää tunnistaa
ylittäneensä nauhan vasemman reunan.
Ennen laskennan alkua, jokaisella solulla on symboli ␣. Turingin koneelle annetaan
syötteenä sana, joka kirjoitetaan nauhalle merkki kerrallaan nauhan vasemmasta reunasta
alkaen. Turingin koneen käynnistyessä lukupää on syötteen ensimmäisen kirjaimen pääl-
lä, tai nauhan vasemmassa päässä, ja kone on erityisessä alkutilassa. Kone sitten toimii
sisältämiensä ohjeiden mukaisesti lukiessaan syötettä.
Määritelmä 3.4. (Deterministinen) Turingin kone on viisikko M = (K,Σ,Γ, δ, s0), mis-
sä
• K on äärellinen joukko tiloja,
• syöteaakkosto Σ on merkistö, joka ei sisällä erityissymboleita ␣, ⊲, ⊳,
• nauha-aakkosto Γ = Σ ∪ {␣, ⊲, ⊳},
• δ on tilasiirtymäfunktio, eli funktio δ : K × Γ → (K ∪ {s1, s−}) × Γ × {V,O, P},
joka toteuttaa seuraavat ehdot:
1. s1, s−, V, O, P 6∈ K ∪ Σ,
2. δ(sa, ⊲) 6= (sb, ⊲, V ) ja δ(sa, ⊲) 6= (sb, aj, S) kaikilla sa, sb ∈ K, aj ∈ Γ \ {⊲},
S ∈ {V,O, P}.
• s0 ∈ K on alkutila
Tilasiirtymäfunktion määritelmässä on joukko erityissymboleita, joilla on tärkeä mer-
kitys koneen toiminnan kannalta. Symboli s1 kuvastaa hyväksymis-, ja s− hylkäämistilaa.
Symbolit V , O ja P kertovat, kuinka lukupään tulee liikkua. Symboli V siirtää luku-
päätä solusta i vasemmalle soluun i − 1, O oikealle soluun i + 1 ja P samaan soluun i.
Hyväksymis- ja hylkäämistilat ovat tilasiirtymäfunktion määrittelyjoukon ulkopuolella ja
pysäyttävät koneen laskennan.
Tilasiirtymäfunktion toinen ehto varmistaa, että lukupää ei pysty liikkumaan symbolin
⊲ luettuaan vasemmalle– erityisesti lukupää ei pysty liikkumaan solusta −1 vasemmalle–
ja että lukupää ei pysty korvaamaan merkkiä ⊲ toisella merkillä.
Turingin koneen määrittelyyn riittää yleensä tilasiirtymäfunktion määrittely. Tilo-
jen joukon pystyy päättelemään tilasiirtymäfunktiosta, ja jos ei toisin mainita oletamme
nauha-aakkoston olevan pienin joukko, joka sisältää tilasiirtymäfunktiossa esiintyvät aak-
kostosymbolit ja nauha-aakkoston erityissymbolit. Otamme käyttöön uuden merkinnän
tilasiirtymäfunktioiden määrittelyyn. Olkoon δ tilasiirtymäfunktio. Käytämme merkintää
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sia→ sjbS, kun δ(si, a) = (sj, b, S). Merkintää sia→ sjbS kutsutaan Turingin koneen oh-
jeeksi, ja ohjeen alkupäätä sia ohjeen kannaksi. Jos tilasiirtymäfunktiota δ määriteltäessä
jätämme jollain tilalla sh ∈ K ja symbolilla c ∈ Γ merkitsemättä ohjetta shc→ skdS mil-
lään sk, d, S, tarkoittaa se shc→ s−cP . Erikseen määrittelemättömät ohjeet siis hylkäävät
syötteen.
Seuraavan esimerkin tarkoitus on esitellä tilasiirtymäfunktion ohjeiden käyttöä Turin-
gin koneiden määrittelyssä ja sitä, kuinka koneet toimivat annetuilla ohjeilla.
Esimerkki 3.5. Määritellään Turingin kone M tilasiirtymäfunktiolla:
s0␣→ s1␣V s01→ s2␣O
s21→ s01O
Tällöin M toimii seuraavasti:
• Kun M on tilassa s0 ja lukupää lukee merkin ␣, M korvaa lukemansa merkin ␣
merkillä ␣, eli ei muuta merkkiä, siirtää lukupäätä vasemmalle ja siirtyy hyväksyvään
tilaan s1 lopettaen laskennan.
• Kun M on tilassa s0, ja lukupää lukee merkin 1, M korvaa lukemansa merkin 1
merkillä ␣, siirtää lukupäätä oikealle ja siirtyy tilaan s2.
• Kun M on tilassa s2, ja lukupää lukee merkin 1, M korvaa lukemansa merkin 1
merkillä 1, siirtää lukupäätä oikealle ja siirtyy tilaan s0.
• Kun koneen M tilan ja lukupään lukeman merkin yhdistelmä on mikä tahansa
muu, esimerkiksi tila s2 ja luettu merkki ␣, M ei vaihda merkkiä, pitää lukupään
paikallaan ja siirtyy hylkäävään tilaan s− lopettaen laskennan.
Tilasiirtymäfunktion määritelmässä esiintyy tilat s0, s1 ja s2. Koneen M tilojen joukko
K sisältää vain tilat s0 ja s2, koska s1 on hyväksymistila. Ohjeissa esiintyy aakkostosym-
bolit ␣ ja 1. Täten oletamme syöteaakkoston Σ olevan {1}, koska ␣ on nauha-aakkoston
erityissymboli.
Turingin kone M on itseasiassa siis vain koneen toimintaohje. Koneen tila, nauhan
sisältö ja lukupään sijainti määritellään osana Turingin koneen laskentaa.
Määritelmä 3.6. Turingin koneen M = (K,Σ,Γ, δ, s0) laskennan tilanne on kolmikko
C = (s, T, h), missä s ∈ K on tila, T on funktio T : (N∪ {−1})→ Γ, joka kertoo nauhan
sisällön kuvaamalla solujen järjestysnumerot vastaavien solujen sisältämiksi symboleiksi,
ja h on koneen M lukupään sijainti.
Kun Turingin koneelle M = (K,Σ,Γ, δ, s0) annetaan syötteenä merkistön Σ sana σ =
a0 . . . am, ollaan laskennan alkutilanteessa C0 = (s0, T0, 0). Tällöin siis M on alkutilassa
s0, nauhan sisältö on sana σ,1 ja lukupää on solussa 0.
1Tarkemmin T0(i) = ai, kun i ∈ {0, . . . ,m}, T0(−1) = ⊲ ja T0(j) = ␣ kaikilla j > m.
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Olkoon Ci = (sb, Ti, j) koneenM laskennan tilanne. Sijoittamalla sb ja Ti(j) koneen ti-
lasiirtymäfunktioon saamme δ(sb, Ti(j)) = (sc, d, S) joillekin sc ∈ K, d ∈ Γ, S ∈ {V,O, P}.
Tällöin tilanteen Ci seuraaja on laskennan tilanne Ci+1 = (sc, Ti+1, j +X(S)), missä
Ti+1(x) =
{
Ti(x) jos x 6= j
d jos x = j
ja X(V ) = −1, X(O) = 1 ja X(P ) = 0. Laskennan tilanteen Ci seuraaja Ci+1 kuvaa
siis tilannetta, jossa kone M on kerran vaihtanut tilansa, muokannut nauhaa ja siirtänyt
lukupäätä ohjeidensa mukaisesti tilanteesta Ci.
Laskennan tilanne C = (s, T, x) on hyväksyvä, jos s on hyväksyvä tila s1. Vastaavasti
C on hylkäävä, jos s on hylkäävä tila s−. Hyväksyvä ja hylkäävä tila eivät ole sijoitet-
tavissa tilasiirtymäfunktioon, joten hyväksyvän ja hylkäävän tilanteen seuraajiksi määri-
tellään itsensä. Hyväksyvän tilanteen C seuraaja on siis C itse, ja vastaavasti hylkääville
tilanteille.
Turingin koneenM laskenta syötteellä σ on jono laskennan tilanteita (C0, . . . Cn), missä
C0 on alkutilanne syötteelle σ ja Ci+1 on tilanteen Ci seuraaja kaikilla i ∈ {0, . . . , n− 1}.
Turingin kone M hyväksyy syötteen σ, jos on olemassa laskenta syötteellä σ, joka sisältää
hyväksyvän tilanteen. Vastaavasti M hylkää syötteen, jos on olemassa laskenta syötteellä
σ, joka sisältää hylkäävän tilanteen. Jos M hyväksyy tai hylkää syötteen σ, sanomme
Turingin koneen M pysähtyvän syötteellä σ.
Määritelmä 3.7. Turingin kone M tunnistaa kielen L ⊆ Σ∗, jos seuraavat ehdot toteu-
tuvat.
1. M pysähtyy jokaisella syötteellä σ ∈ Σ∗,
2. M hyväksyy syötteen σ, jos ja vain jos σ ∈ L.
Seuraavaksi esittelemme Turingin koneen, joka tunnistaa esimerkissä 3.3 esitellyn pa-
lindromien kielen kaksimerkkiselle merkistölle.
Esimerkki 3.8. Määritellään Turingin kone M = (K,Σ,Γ, δ, s0), joka tunnistaa merkis-
tön Σ = {a, b} palindromien kielen Lpal, seuraavalla tilasiirtymäfunktiolla:
• Koko syöte luettu havaitsematta ongelmia, joten hyväksytään.
s0␣→ s1␣P
• Luetaan merkki a, muistetaan se siirtymällä tilaan s2, haetaan syötteen viimeinen
merkki ja katsotaan, onko a. Verrattavat merkit korvataan symbolilla ␣.
s0a→ s2␣O s2a→ s2aO s2b→ s2bO
s2␣→ s3␣V s3a→ s4␣V
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• Vastaavat ohjeet, kun luetaan merkki b.
s0b→ s5␣O s5a→ s5aO s5b→ s5bO
s5␣→ s6␣V s6b→ s4␣V
• Jos tilassa s3 tai s6 luetaan tyhjä merkki ␣, on syötteen pituus ollut pariton ja
keskimmäinen merkki oli viimeinen tarkistettu, joten voidaan hyväksyä.
s3␣→ s1␣P s6␣→ s1␣P
• Tila s4 siirtää lukupään vasemmalta ensimmäiseen merkkiin, jota ei vielä ole ver-
rattu, jos kaikkia ei ole vielä verrattu, ja aloittaa uuden kierroksen
s4a→ s4aV s4b→ s4bV s4␣→ s0␣O
Seuraavassa taulukossa on kuvailtu koneen M laskenta syötteellä aba esimerkkinä koneen
toiminnasta. Merkitsemme lukupään sijainnin viivalla luettavan merkin päällä nauhan
sisältö -sarakkeessa.
Laskennan tilanne | Tila | Nauhan sisältö | Käytettävä sääntö
C0 s0 aba␣ . . . s0a→ s2␣O
C1 s2 ␣ba␣ . . . s2b→ s2bO
C2 s2 ␣ba␣ . . . s2a→ s2aO
C3 s2 ␣ba␣ . . . s2␣→ s3␣V
C4 s3 ␣ba␣ . . . s3a→ s4␣V
C5 s4 ␣b␣␣ . . . s4b→ s4bV
C6 s4 ␣b␣␣ . . . s4␣→ s0␣O
C7 s0 ␣b␣␣ . . . s0b→ s5␣O
C8 s5 ␣␣␣␣ . . . s5␣→ s60V
C9 s6 ␣␣␣␣ . . . s6␣→ s1␣P
C10 s1 ␣␣␣␣ . . . Syöte hyväksytty.
KoneM hyväksyy syötteen aba. Toisaalta esimerkiksi syötteellä ab koneM päätyy lopulta
tilaan s3 siten, että lukupää lukee merkin b, jolloin kone siirtyy hylkäävään tilaan.
Turingin koneiden määritteleminen tilasiirtymäfunktion tarkalla määrittelyllä käy epä-
käytännölliseksi tarvittavien koneiden monimutkaistuessa. Kuvaillaksemme palindromien
kielen tunnistavan koneen esimerkiksi suomen kielen kirjainten joukon merkistölle joutui-
simme määrittelemään edellisen esimerkin ohjeita vastaavat ohjeet uusine tiloineen jokai-
selle merkistön merkille. Helpottaaksemme sekä määrittelyä että määrittelyjen tulkintaa,
kuvailemme joidenkin koneiden toimintaa sanallisesti.
Lause 3.9. Jokaiselle Turingin koneelle M on olemassa Turingin kone M ′, joka hyväksyy
täsmälleen ne syötteet, jotkaM hylkää, ja hylkää täsmälleen ne syötteet, jotkaM hyväksyy.
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Todistus. Olkoon M Turingin kone. Tällöin M ′ voidaan määritellän siten, että se on
muutoin kuten M , mutta s1 ja s− on vaihdettu keskenään.
3.3 Vaativuusluokat
Ongelmien vaativuutta mitataan resursseissa, joita niiden ratkaisemiseen tarvitaan Tu-
ringin koneella. Luonnollisimmat resurssit ovat tila ja aika. Keskitymme tutkielmassa ai-
kavaativuuteen, mutta käytämme aika ja tilavaativuuden välisiä ominaisuuksia hyväksi
todistuksissa. Määrittelemme, että Turingin koneella kestää jokaisen yksittäisen ohjeen
suorittamisessa vakioaika, joten aikavaativuus voidaan määritellä laskussa kuluneiden as-
kelien määrällä. Tilavaativuus määritellään laskussa tarvittavien erillisten solujen mää-
rällä. Laskun vaativuutta on luonnollista verrata syötteen pituuteen.
Käytämme kaikkien äärellisten luonnollislukukertoimisten polynomien p(X) luokalle
merkintää N(X).
Määritelmä 3.10. Olkoon L kieli.
• Sanomme kielen L ratkeavan polynomisessa ajassa, jos on olemassa polynomi p ∈ N(X)
ja Turingin kone M siten, että M ratkaisee kielen L ja pysähtyy jokaisella syötteellä
korkeintaan p(n) askeleessa, missä n on syötteen pituus. Vaativuusluokka PTIME
on kaikkien polynomisessa ajassa ratkeavien kielien luokka.
• Sanomme kielen L ratkeavan polynomisessa tilassa, jos on olemassa polynomi p ∈ N(X)
ja Turingin kone M siten, että M ratkaisee kielen L ja pysähtyy jokaisella syötteellä
käyttäen korkeintaan p(n) eriä solua nauhalla, missä n on syötteen pituus. Vaati-
vuusluokka PSPACE on kaikkien polynomisessa tilassa ratkeavien kielien luokka.
Esimerkki 3.11. Esimerkin 3.8 kone M päättää kielen L polynomisessa ajassa ja tilas-
sa. Olkoon n syötteen pituus. Jokaisella kierroksella M siirtää lukupäänsä syötteen va-
semmanpuolisimmasta yhä vertaamattomasta merkistä oikeanpuolisimpaan vertaamat-
tomaan ja takaisin. Päädystä toiseen kulkemiseen menee vaativimmassakin tilanteessa
korkeintaan 2n+ 1 askelta. Kierroksia tarvitaan korkeintaan n/2 + 1, koska syötettä ver-
rataan molemmista päistä. Kun kierroksia ei enää tarvita, hyväksymiseen menee askel.
Täten M pysähtyy alle n2 + 3n + 1 askeleessa. Lukupää lukee koko syötteen ja käy vain
yhdellä syötteen ulkopuolisella solulla, joten sen tilavaatimus on n + 1. Kieli L ratkeaa
täten polynomisessa ajassa ja tilassa.
Määritelmä 3.12. Epädeterministinen Turingin kone N = (K,Σ,Γ, δ, s0) on Turingin
koneen variaatio, jonka tilasiirtymäfunktio on muotoa
δ : K × Γ→ P((K ∪ {s1, s−})× Γ× {V,O, P})
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ja toteuttaa ehdot:
1. s1, s−, V, O, P 6∈ K ∪ Σ,
2. (sb, ⊲, V ) 6∈ δ(sa, ⊲) ja (sb, aj, S) 6∈ δ(sa, ⊲) kaikilla sa, sb ∈ K, aj ∈ Γ \ {⊲}, S ∈
{V,O, P}.
Merkintä sia → sjbS on ohje, kun (sj, b, S) ∈ δ(si, a). Epädeterministisellä Turingin
koneella voi olla useita ohjeita yhdelle kannalle. Epädeterministisen Turingin koneen las-
kennan tilanne määritellään kuten deterministisen. Koska kannoilla voi olla useita ohjei-
ta, epädeterministisen koneen laskennan tilanteella voi olla useita seuraajia, ja täten syöt-
teillä voi olla useita laskentoja. Syötteellä σ epädeterministinen kone suorittaa jokaisen
ohjeidensa määrittelemän deterministisen laskennan syötteellä σ yhtäaikaisesti. Epäde-
terministinen kone hyväksyy syötteen, jos ainakin yksi sen suorittamista deterministisistä
laskennoista hyväksyy, ja hylkää muutoin.
Deterministiset Turingin koneet vastaavat epädeterministisiä koneita, joissa kullakin
kannalla on vain yksi ohje. Epädeterministisen Turingin koneen N laskenta on mahdollis-
ta simuloida deterministisellä Turingin koneella kokeilemalla kutakin koneen N laskennan
haaraa yksi kerrallaan, kunnes joko löytyy hyväksyvä haara tai kaikki haarat on käyty
läpi [6, s. 178]. Epädeterministisen koneen laskennan haarojen määrä voi kasvaa ekspo-
nentiaalisesti syötteen pituuden suhteen, joten epädeterminististen koneiden simulointi
deterministisillä koneilla ei yleisesti pysähdy polynomisessa ajassa.
Polynomisessa ajassa ratkeavien ongelmien katsotaan olevan periaatteessa ratkaista-
vissa. On olemassa ongelmia, joiden ratkaisemiseen tällä hetkellä tunnetuilla menetel-
millä kuluu aikaa eksponentiaalisesti, mutta epädeterministisillä koneilla ratkaisu onnis-
tuisi polynomisessa ajassa. Epädeterministisillä Turingin koneilla polynomisessa ajassa
ratkeavien ongelmien luokkaa kutsutaan nimellä NPTIME (nondeterministic polyno-
mial time). Kysymyksen PTIME =? NPTIME vastaus on yhä tuntematon. Selvästi
PTIME ⊆ NPTIME. Toisen suunnan NPTIME ⊆? PTIME kysymys on yhä avoin.
Tunnetaan useita ongelmia, joiden tiedetään olevan luokassa NPTIME, mutta ei tiedetä
kuuluvatko ne luokkaan PTIME.
Esimerkki 3.13. Mahdollisesti kuuluisin ongelma, joka on luokassa NPTIME ja jonka
ei tiedetä olevan luokassa PTIME, tunnetaan nimellä kauppamatkustajan ongelma. On-
gelmassa on n kaupunkia, joista kunkin kaupunkiparin välinen etäisyys on tunnettu, ja
halutaan selvittää lyhin reitti, jolla käydään kaikissa kaupungeissa tasan kerran. Epäde-
terministinen kone laskee kaikki reitit yhtäaikaisesti, merkitsee kussakin laskennan haa-
rassa reitin pituuden muistiin ja aloittaa kasvattamaan nauhan vapaissa soluissa laskuria
verraten laskurin arvoa laskennan haaran reitin pituuteen jokaisen laskurin kasvattami-
sen yhteydessä. Kun laskurin arvo on suurempi tai yhtäsuuri kuin laskettu reitti jossain
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laskennan haarassa, kyseinen haara hyväksyy pysäyttäen laskennan. Lyhin reitti on mer-
kittynä hyväksyneen laskennan haaran nauhalle.
Polynomien luokka on suljettu yhteen- ja kertolaskun suhteen, mistä seuraa vastaava
ominaisuus polynomisen ajan ja tilan vaativuusluokille. Jos kielen A ∈ PTIME aika-
vaatimus on polynomi p(n) ja kielen B aikavaatimus on (p(n))x, missä x ∈ N, niin myös
B ∈ PTIME. Vastaava pätee myös polynomisessa tilassa ratkeaville kielille. Tämä omi-
naisuus on erittäin hyödyllinen. Erityisesti voimme käyttää sitä perusteluna aliohjelmien
käyttämiseen polynomisessa ajassa pysähtyviä Turingin koneita tarkasteltaessa
3.4 Moninauhaiset Turingin koneet
Esittelemme tässä luvussa moninauhaisen variaation Turingin koneista. Kuten yksinau-
haisessa Turingin koneessa, moninauhaisen Turingin koneen kaikki nauhat ovat vasem-
malta suljettuja ja oikealle äärettömiä. Jokaisella nauhalla on oma lukupäänsä, joka voi
liikkua itsenäisesti muista lukupäistä riippumatta. Määritelmällisesti ero on tilasiirtymä-
funktiossa, jonka tulee ottaa huomioon lukupäiden itsenäisyys.
Määritelmä 3.14. k-nauhainen Turingin kone (k-TM) on viisikko M = (K,Σ,Γ, δ, s0),
missä:
• K on äärellinen joukko tiloja,
• syöteaakkosto Σ on merkistö, joka ei sisällä erityissymboleita ␣, ⊲, ⊳,
• nauha-aakkosto Γ = Σ ∪ {␣, ⊲, ⊳},
• δ on k-tilasiirtymäfunktio, eli funktio δ : K×Γk → (K∪{s1, s−})×(Γ×{V,O, P})k,
joka toteuttaa seuraavat ehdot:
1. s1, s−, V, O, P 6∈ K ∪ Σ,
2. Kaikille jonoille ω = (sa, σ1, . . . , σk) ∈ K × Γk, jos σi = ⊲ jollain i ≤ k ja
δ(ω) = (sb, σ
′
1, S1, . . . , σ
′
k, Sk), niin σ
′
i = ⊲ ja Si 6= V .
2
• s0 ∈ K on alkutila
Tilasiirtymäfunktioon sijoitetaan siis koneen tila ja k kappaletta luettuja symboleita,
ja arvoksi saadaan koneen uusi tila ja kirjoitus- ja liikkumisohjeet jokaiselle lukupäälle.
2Mikään lukupäistä ei voi korvata merkkiä ⊲ toisella merkillä tai liikkua vasemmalle sen luettuaan.
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Käytämme k-nauhaisten Turingin koneiden määrittelyssä yksinauhaista vastaavaa, mutta
hiukan muokattua merkintää k-tilasiirtymäfunktioilla määrittelyä varten:
sia0 . . . ak−1 → sjb0X0 . . . bk−1Xk−1,
kun δ(si, a0, . . . , ak−1) = (sj, b0, X0, . . . , bk−1, Xk−1). Vastaavasti oletamme, että merkit-
semättömät tilasiirtymät menevät hylkäävään tilaan muokkaamatta nauhojen sisältöä ja
liikuttamatta lukupäitä.
Myös laskennan tilanteet täytyy muokata k-nauhaisille Turingin koneille sopivaksi.
Täten k-nauhaisen Turingin koneen M = (K,Σ,Γ, δ, s0) laskennan tilanne on monikko
C = (s, T0, h0, . . . , Tk−1, hk−1), missä, kaikilla i ∈ {0, . . . , k− 1}, Ti on funktio, joka kuvaa
nauhan i sisällön kuten yksinauhaisen koneen laskennan tilanteessa, ja hi kertoo nauhan
i lukupään sijainnin luettavan solun järjestysnumerona.
Moninauhaiset Turingin koneet saavat syötteenä sanan, joka kirjoitetaan ensimmäiselle
nauhalle ennen laskennan aloitusta. Täten kun k-TM M = (K,Σ,Γ, δ, s0) saa syötteenä
merkistön Σ sanan σ, on laskennan alkutilanne C0 = (s0, T0, h0, . . . , Tk−1, hk−1), missä T0
kuvaa sanan σ nauhalle kuten yksinauhaisen koneen tapauksessa, Ti(x) = ␣ kaikilla x ja
i 6= 0, ja hj = 0 kaikilla j.
Yksinauhaisten koneiden määritelmiä vastaavasti laskennan tilanteen seuraajat riippu-
vat k-tilasiirtymäfunktiosta ja se, onko laskennan tilanne hyväksyvä tai hylkäävä, koneen
tilasta. Moninauhaiselle Turingin koneelle M ja sanalle σ määritellään laskenta, syötteen
hyväksyntä, syötteen hylkääminen ja syötteellä pysähtyminen vastaavasti kuin yksinau-
haisille koneille.
Moninauhaisuus helpottaa ohjelmien hahmottamista. Esimerkissä 3.8 esittelimme yk-
sinauhaisen palindromeja päättävän Turingin koneen. Moninauhaisella Turingin koneella
saman ongelman saa yleensä ratkaistua huomattavasti pienemmällä määrällä askelia. Seu-
raavassa esimerkissä ratkaisemme saman ongelman moninauhaisella Turingin koneella.
Esimerkki 3.15. Määritellään 2-nauhainen Turingin kone M = (K,Σ,Γ, δ, s0), joka tun-
nistaa merkistön Σ = {a, b} palindromien kielen Lpal, seuraavalla tilasiirtymäfunktiolla:
• Aloitamme kopioimalla syötteen nauhalle 2.
s0a␣→ s0aOaO s0b␣→ s0bObO s0␣␣→ s2␣P␣V
• Siirretään nauhan 2 lukupää soluun 0 ja nauhan 1 lukupää syötteen viimeiselle
merkille.
s2␣a→ s2␣PaV s2␣b→ s2␣PbV s2␣⊲→ s3␣V ⊲ O
• Siirretään nauhan 1 lukupäätä vasemmalle ja nauhan 2 lukupäätä oikealle verraten
merkkejä. Jos merkit ovat samoja koko syötteen läpi tai syöte on tyhjä, hyväksytään.
s3aa→ s0aV aO s3bb→ s0bV bO s3 ⊲ ␣→ s1 ⊲ P␣P
s3␣␣→ s1␣P␣P
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Kone M hyväksyy täsmälleen samat syötteet kuin esimerkin 3.8 kone.
Joskus on hyödyllistä, esimerkiksi esityksen selvyyden kannalta, määritellä jonkin toi-
minnon suorittava Turingin kone M erikseen ja hyödyntää sen ohjeistoa muissa koneissa
M ′. Tämä tehdään lisäämällä koneeseenM ′ sopivasti uusia nauhoja, tiloja ja ohjeita simu-
loimaan koneenM toimintaa halutuilla nauhoilla. Kun simuloitava koneM yrittää siirtyä
hyväksyvään tilaansa, siirrytään takaisin koneelle tarkoituksenmukaiseen tilaan koneessa
M ′. Sanomme tällöin käyttävämme Turingin konetta M aliohjelmana.
Seuraavassa esimerkissä kaksinauhainen Turingin kone laskee syötteen alusta peräk-
käisten ykkösten jonon pituuden binääriesityksen nauhalle 2 ja hyväksyy syötteen. Käy-
tämme osia tämän koneen toiminnasta myöhemmin muiden koneiden aliohjelmana.
Esimerkki 3.16. Määritellään kaksinauhainen Turingin kone M = (K,Σ,Γ, δ, s0), missä
Σ = {0, 1}, seuraavalla tilasiirtymäfunktiolla:
• Aluksi järjestämme nauhan 2 sisällöksi nollan binääriesityksen. ⊲0⊳
s01␣→ s21P0O s00␣→ s20P0O s0␣␣→ s2␣P0O
s21␣→ s31P ⊳ V s20␣→ s30P ⊳ V s2␣␣→ s3␣P ⊳ V
• Jos s3 lukee nauhalta 1 tyhjän merkin tai nollan, tiedetään ykkösjonon loppuneen
ja nauhan 2 binääriesityksen olevan valmis.
s3␣0→ s1␣P0P s3␣1→ s1␣P1P s300→ s10P0P
s301→ s10P1P
Jos s3 lukee nauhalta 1 ykkösen, on binääriesitystä muutettava.
s310→ s81O1P s311→ s31P0V s31⊲→ s41P ⊲ O
• Tilan s4 tarkoitus on siirtää nauhan 2 lukupää merkin ⊳ oikealle puolelle.
s410→ s41P0O s411→ s41P1O s41⊳→ s51P0O
• Tilat s5 ja s6 siirtävät nollista ja lopetusmerkistä koostuvan binääriesityksen väli-
vaiheen yhden paikan oikealle. Tila s7 merkitsee ykkösen vasemmanpuolisimpaan
soluun, ja koska binääriesityksen luku on taas kasvanut yhdellä, lukunauhan 1 lu-
kupää siirtyy oikealle.
s51␣→ s61P ⊳ V
s610→ s61P0V s61⊲→ s71P ⊲ O
s710→ s81O1O
• Tila s8 tarkistaa aluksi, onko syötteen alun ykkösjono käyty läpi. Jos on, binääriesi-
tys on valmis ja siirrytään hyväksymistilaan. Muutoin s8 siirtää nauhan 2 lukupään
binääriesityksen oikeaan päähän ja aloittaa seuraavan kierroksen siirtymällä tilaan
s3.
s800→ s10P0P s8␣0→ s1␣P0P s810→ s81P0O
s811→ s81P1O s81⊳→ s31P ⊳ V
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Syötteellä 11111 koneen M tila hyväksyessä on kuten alla olevassa kuvassa.
↓
Nauha 1 ⊲ 1 1 1 1 1 ␣
−1 0 1 2 3 4 5
↓
Nauha 2 ⊲ 1 0 1 ⊳ ␣ ␣
−1 0 1 2 3 4 5
Kuvasta näemme, että nauhalla 2 on 101, joka on luvun 5 binääriesitys.
Näytetään vielä, ettäM suorittaa laskentansa polynomisessa ajassa. Olkoon n syötteen
pituus. Jokainen syöte alkaa nollan binääriesityksellä, johon menee 2 askelta. Jokaista
syötteen merkkiä kohti lisätään binääriesitykseen yksi, ja pahimmillaan tämä tarkoittaa
koko binääriesityksen siirtoa oikealle. Koska binääriesityksen pituus reunamerkkeineen
on pienempi tai yhtäsuuri kuin log2(n) + 2, sen oikealle siirtämisessä menee korkeintaan
2 ∗ log2(n) + 6 askelta. Syötteen loputtua hyväksymiseen menee askel. Täten voimme
asettaa laskun ylärajaksi n(2 ∗ log2(n) + 6)+ 3. Polynomi 2n
2 +6n+3 on aina suurempi,
joten M pysähtyy polynomisessa ajassa.
Edellisen esimerkin Turingin kone M hyväksyy jokaisen syötteen, joten sen määritte-
lemä kieli ei ole erityisen kiinnostava. On tilanteita, joissa ollaan kiinnostuneempia työ-
nauhojen sisällöstä kuin koneen määrittelemästä kielestä. Tämän tutkielman kannalta
työnauhojen sisältö on tarpeellista vain välivaiheille, joten asiaan ei perehdytä tämän
tarkemmin.
Seuraava lause todistuksineen on hiukan muokattu versio Papadimitrioun kirjasta löy-
tyvästä [5, s. 30].
Lause 3.17. Olkoon M mielivaltainen k − TM , joka toimii ajassa f(n). Tällöin on
olemassa yksinauhainen Turingin kone M ′, joka toimii ajassa α ∗ f(n)2 jollain α ∈ N, ja
tunnistaa saman kielen kuin M .
Todistus. Yksinauhaisen koneemme idea tulee olemaan simuloida koneen M moninau-
haista toimintaa koneen M ′ yhdellä nauhalla siten, että koneen M nauhat esitetään ka-
tenoituna sopivilla välimerkeillä ja koneelle M ′ lisätään simulointiin tarvittavaa muistia
erikoismerkeillä ja ylimääräisillä tiloilla.
OlkoonM = (K,Σ,Γ, δ, s0). Luomme yksinauhaisen koneemmeM ′ = (K ′,Σ′,Γ′, δ′, s0)
seuraavasti.
Esitellään ensimmäiseksi tarvittavat erikoismerkit. Tarvitsemme simuloitavien nauho-
jen reunamerkkien tilalle välimerkit, joiden yli lukupää voi kulkea ja myöhemmin yli-
määräisen oikean reunan merkin, {⊲′, ⊳′, ⊳∗}. Moninauhaisella Turingin koneella on useita
23
lukupäitä, ja tarvitsemme keinon muistaa niiden sijainnit simulaatiossa. Koska lukupäät
voivat olla minkä tahansa merkin päällä, tarvitsemme erikoismerkin jokaiselle merkil-
le merkistössä. Yksinkertaisuuden vuoksi oletamme, ettei merkistössä ole alleviivattuja
merkkejä, ja valitsemme jokaiselle merkistön merkille a vastaavaksi erikoismerkiksi alle-
viivatun version a. Merkitään Σ = {a | a ∈ Σ∪{⊲′, ⊳′, ⊳∗}}. Yksinauhaisen koneemme M ′
merkistöksi saadaan Σ′ = Σ ∪ {⊲′, ⊳′, ⊳∗} ∪ Σ.
Aivan ensimmäiseksiM ′ muokkaa nauhan simulaatiolle sopivaksi. Tätä vartenM ′ siir-
tää koko syötteen yhden solun verran oikealle ja korvaa vasemmalla "vapautuneen"solun
0 sisällön merkillä ⊲′. Seuraavaksi M ′ siirtää lukupäänsä oikealle ensimmäiselle tyhjän
merkin ␣ sisältävälle solulle ja kirjoittaa sanan ⊳′(⊲′⊳′)k−1⊳′, missä (⊲′⊳′)k−1 tarkoittaa
2k − 2 merkkiä pitkää merkkijonoa ⊲′ ⊳′ ⊲′ ⊳′ · · · ⊲′ ⊳′. Loppuun tulevan välimerkkijonon
kirjoittamisen pystyy toteuttamaan lisäämällä koneeseen M ′ 2k+2 tilaa sitä varten. Val-
misteluvaiheen lopuksi M ′ siirtää päänsä nauhan vasempaan reunaan.
Koneen M ′ täytyy muistaa simuloitujen lukupäiden sijainnit, minkä ratkaisemme lisä-
tyillä tiloilla. Lukupäiden sijaintien muistamiseen käytettäviä tiloja voi olla huomattavan
paljon, koska tilojen tulee koodata koneen M toiminta, simulaation vaihe, ja simulaa-
tion lukemat merkit. Pelkästään koodaukseen tiloja täytyy täten olla koneen M jokaisen
vaiheen ja aakkoston Σ symbolien k-monikon yhdistelmälle.
Kone M ′ simuloi koneen M laskennan askeleen käymällä nauhansa läpi vasemmalta
oikealle kahdesti. Ensimmäisellä kierroksella M ′ etsii jokaisen alleviivatun merkin ja siir-
tyy tilaan, joka muistaa kyseisen kierroksen tähän mennessä löydetyt alleviivatut merkit
ja koneen M tilan simulaatiossa. Poikkeuksena edellämainittuun on merkki ⊳′, jonka koh-
datessaan M ′ ei yritäkään muistaa sitä, vaan siirtyy suoraan nauhan oikeaan reunaan
merkkien ⊳′⊳′ oikeanpuoleiseen soluun, siirtää kaikki merkin ⊳′ oikealla puolella olevat
merkit yhden oikealle, kirjoittaa merkin ⊳′ vapautuneeseen soluun merkin ⊳′ oikealla puo-
lella, korvaa itse merkin ⊳′ merkillä ␣ siirtäen samalla lukupään yhden merkin vasemmalle
ja palaa poikkeusta edeltäneeseen tilaan jatkaakseen alleviivattujen etsintöjä. Tämä poik-
keustapaus laajentaa simuloitua nauhaa yhdellä merkillä.
Ensimmäisen kierroksen jälkeen M ′ on siis tilassa, joka koodaa jokaisen simuloidun
lukupään sijainnin ja koneen M tilan, ja täten sillä on kaikki tarvittava tieto koneen M
liikkeen simuloimiseen. Käydessään nauhaa läpi vasemmalta oikealle toisella kertaa M ′
muokkaa matkan varrella merkkejä alleviivattujen ympäriltä sopivasti siten, että allevii-
vatut vaihtuvat kuten koneen M nauhoilla ja alleviivaukset ovat simulaation kannalta
oikeiden merkkien alla.
Simulaatio päättyy, kun M pysähtyy. Koska M pysähtyy syötteellä x ajassa f(|x|),
kullakin sen nauhoista on käytetty korkeintaan f(|x|) ruutua. Täten koneen M ′ nauhalla
on käytössä korkeintaan k(f(|x|) + 1) + 1 merkkiä. Täten pahimmillaan yhden liikkeen
simulaation kaksi edestakaista matkaa kestää 4k(f(|x|) + 1) + 4 askelta, ja lisäksi kor-
keintaan 3k(f(|x|) + 1) + 3 askelta jokaista simuloitua nauhaa kohti. Yhteenlaskettuna
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liikkeen simulaatiossa menee siis korkeintaan 3k2(f(|x|) + 1) + k(4(f(|x|) + 1) + 3) + 4
askelta, ja koska simuloitavia laskennan askelia on korkeintaan f(|x|) kappaletta ja k on
vakio, saamme ylärajaksi α ∗ f(|x|)2 valitsemalla tarpeeksi suuren luvun α.
Erityisesti polynomisessa ajassa toimiville moninauhaisille Turingin koneille on ole-
massa vastaava polynomisessa ajassa toimiva yksinauhainen Turingin kone. Täten voim-




Olemme käyneet läpi tarvittavat logiikan ja vaativuusteorian perusteet. Tässä luvussa
määrittelemme aluksi menetelmiä tutkia logiikkaa vaativuusteorian keinoin ja vaativuus-
teoriaa logiikan keinoin. Osoitamme näillä menetelmillä tutkielman päätuloksen: inﬂato-
rinen kiintopistelogiikka äärellisillä järjestetyillä malleilla vastaa ilmaisuvoimaltaan deter-
ministisiä Turingin koneita, joiden tunnistamat kielet ovat polynomisen ajan vaativuus-
luokassa. Lopuksi tarkastelemme pinnallisesti kuvailevan vaativuusteorian kiinnostuksen
kohteena olevaa kysymystä siitä, onko järjestettyihin malleihin rajoittuminen tarpeen po-
lynomisen ajan vaativuusluokan karakterisoivan1 logiikan löytämiseksi.
Käytämme Ebbinghausin [1] menetelmiä ja todistuksia päätuloksen todistamiseen.
4.1 Turingin kone logiikan malleille
Käsitelläksemme logiikan malleja Turingin koneilla, tarvitsemme keinon koodata mallit
syötteiksi. Tähän tarkoitukseen otamme käyttöön uuden variaation moninauhaisista Tu-
ringin koneista. Voimme aina olettaa mallin universumin olevan {0, 1, . . . , n} sopivalla n
ja mallin järjestyksen olevan luonnollisten lukujen luonnollinen järjestys siirtymällä iso-
morﬁseen malliin. Jatkossa kaikki käyttämämme aakkostot τ sisältävät kaksipaikkaisen
relaatiosymbolin ≤, joka tulkitaan lineaarijärjestyksenä.
Määritelmä 4.1. [1, s. 134] Turingin kone M τ -malleille on (m+ k + l + 1)-nauhainen
Turingin kone, jossa on k + l + 1 syötenauhaa ja m työnauhaa, missä k on aakkoston τ
relaatiosymbolien ja l vakiosymbolien lukumäärä jam ≥ 1 riippuu koneesta. Syötenauhoi-
hin on koodattu syötteenä annetun mallin universumin koko ja relaatio- ja vakiosymbolien
tulkinnat, ja syötenauhojen sisältö ei muutu koneen ajon aikana. Koneen syöteaakkosto
sisältää vain symbolit 1 ja 0.
1Katso määritelmä 4.6
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Turingin koneilla τ -malleille on useita erityispiirteitä. Syötenauhoja on useita ja niillä
käytetään merkkiä ⊳ merkitsemään syötteen loppua.
Ensimmäistä syötenauhaa kutsutaan universuminauhaksi, ja se sisältää n = ||A|| kap-
paletta peräkkäisiä ykkösiä, missä A on mallin A universumi.
⊲ 1 1 1 . . . 1 ⊳
−1 0 1 2 n− 1 n
Syötenauhoilla 1 ≤ i ≤ k on mallin relaatioiden tulkintojen koodauksia. Olkoon R
aakkoston r-paikkainen relaatiosymboli ja RA ⊆ {0, . . . , n−1}r sen tulkinta. Järjestetään
joukon {0, . . . , n− 1}r alkiot käyttämällä sanakirjajärjestystä ja käytetään merkintää |j|r
monikolle (x0, . . . , xr−1) ∈ {0, . . . , n − 1}r, jonka järjestysnumero sanakirjajärjestyksessä
on j. Koodaamme relaatiot syötenauhoille siten, että relaatiota RA vastaavalla syötenau-
halla on solussa j < nr symboli 1, jos ja vain jos |j|r ∈ RA. Relaatiota RA vastaavan
syötenauhan sisältö on siis
⊲ b0 b1 b2 . . . bnr−1 ⊳
−1 0 1 2 nr − 1 nr
missä bi = 1, jos |i|r ∈ RA, ja bi = 0, jos |i|r 6∈ RA.
Lopuilla syötenauhoilla on aakkoston vakiosymbolien ci tulkintojen cAi binäärilukuesi-
tyksiä siten, että esityksen vasemmanpuolisin ykkönen on solussa 0.
Turingin koneen M sanotaan olevan aloitettu mallilla A, kun lukupäät ovat syöte- ja
työnauhojen 0-solujen päällä, työnauhojen kaikissa soluissa on merkki ␣ ja syötenauhat
sisältävät edelläkuvaillut mallin koodaukset. Turingin kone τ -malleille hyväksyy mallin
A, jos laskenta aloitettuna mallilla A on hyväksyvä.
Esimerkki 4.2. Olkoon B = 〈B,≤, Y 〉, missä B = {0, 1, 2} ja Y B = {0, 2} ja ≤B on
lukujen luonnollinen järjestys. Olkoon Turingin kone M aloitettu mallilla B. Tällöin ko-
neen M syötenauhat sisältävät mallin koodauksen. Relaatio Y on yksipaikkainen, joten
Y B ⊆ {0, 1, 2}, ja sanakirjajärjestys on joukon järjestys, joten nauhan solussa i on 1, jos
ja vain jos i ∈ Y B. KoneenM syötenauhojen sisältö on tällöin seuraavan kuvan mukainen:
B ⊲ 1 1 1 ⊳
−1 0 1 2 3
Y B ⊲ 1 0 1 ⊳
−1 0 1 2 3
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Olkoon 0 < d ∈ N. Sanomme Turingin koneen τ -malleille M olevan nd tilarajoitettu,
jos millä tahansa syötteellä σ yhdenkään koneen M työnauhan lukupää ei käy solussa nd,
missä n on syötteen σ pituus.
Seuraavaksi esittelemme joitain myöhemmin tarvittavia aliohjelmia.
Lemma 4.3. Seuraavien aliohjelmien sisällyttäminen Turingin koneeseen ei riko polyno-
misen ajan vaatimuksia. [1, s. 147]
(a) Annetun työnauhan W lukupää on mahdollista siirtää oikeanpuolisimpaan soluun,
jonka W on lukenut siihen mennessä, missä tahansa vaiheessa laskentaa käyttämällä
ylimääräistä työnauhaa W ′.
(b) Työnauhan W voi tyhjentää missä tahansa vaiheessa laskentaa. Erityisesti on mah-
dollista hyväksyttäviä syötteitä muuttamatta muokata ohjelmaa siten, että työnauhat
ovat tyhjiä ohjelman pysähtyessä.
(c) Työnauhan W sisältö voidaan kopioida tyhjälle työnauhalle W ∗.
(d) On mahdollista kirjoittaa syötemallin koon n binääriesitys työnauhalle. Tällöin sa-
nomme asettaneemme laskuriksi luvun n. On myös mahdollista asettaa laskuriksi
luku nd mille tahansa kiinteälle d ≥ 1.
Todistus. Oletamme aakkoston sisältävän merkin 1. Jos aakkostosta puuttuu merkki 1,
voi sen korvata millä tahansa aakkoston merkillä a.
(a) Olkoon W ′ työnauha, jonka lukupää erityisten siirtotilojen ulkopuolella liikkuu ai-
van kuten työnauhan W lukupää ja kirjoittaa aina merkin 1. Kun haluamme siirtyä nau-
han W oikeanpuolisimpaan tähän mennessä käsiteltyyn soluun, siirrymme siirtotiloihin.
Siirtotiloissa kumpikaan lukupäistä ei muuta solujen sisältöä. Siirron aluksi työnauhan
W ′ lukupää siirtyy yhden oikealle ja työnauhan W lukupää pysyy paikallaan. Itse siirto
tapahtuu siirtämällä molempia lukupäitä oikealle joka askeleella, kunnes työnauhan W ′
lukupää lukee merkin ␣. Työnauhan W lukupää on nyt siirretty haluttuun paikkaan, ja
siirto viimeistellään siirtämällä työnauhan W ′ lukupää yhden solun vasemmalle työnau-
han W lukupään pysyessä paikallaan. Lukupäät ovat taas järjestysnumeroiltaan samojen
solujen päällä, joten voidaan palata siirtotiloista menettämättä mahdollisuutta toistaa
siirtoa myöhemmin. Vaativimmassa tilanteessa siirtymä vie n+3 askelta. Työnauhan W ′
toiminta siirron ulkopuolella ei vaadi ylimääräisiä askelia, joten se ei vaikuta aikavaati-
vuuteen.
(b) Siirretään työnauhan W lukupää oikeanpuolisimpaan tähän mennessä käsiteltyyn
soluun kuten kohdassa (a). Työnauhan W ja siirrossa käytetyn työnauhan W ′ saa tyhjen-
nettyä siirtämällä lukupäät vasempaan reunaan kirjoittaen jokaiseen käsiteltyyn soluun
merkin ␣.
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(c) Siirretään aluksi työnauhojen W ja W ∗ lukupäät reunamerkin ⊲ oikeanpuoliseen
soluun ja sitten siirretään sekä työnauhanW että työnauhanW ∗ lukupäitä oikealle kunnes
saavutetaan oikeanpuolisin solu, jota W on käsitellyt tähän mennessä. Kopiointia varten
lukupäät siirretään vasempaan reunaan kirjoittaen työnauhan W ∗ soluihin merkit, jotka
työnauhan W lukupää lukee.
(d) Ensimmäinen osa, syötemallin koon n binääriesityksen kirjoittaminen, tehdään ku-
ten esimerkissä 3.16. Laskurin asettaminen luvuksi nd tarvitsee useampia vaiheita. Käyt-
tämämme algoritmin idea on seuraava. Koska kaikilla i ≥ 0
ni+1 = (ni)n = n+ · · ·+ n︸ ︷︷ ︸
ni kappaletta
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voimme laskea luvun nd lähtemällä luvusta n0 ja laskemalla kullekin i seuraavan luvun
ni+1 edellä esitettynä summana kunnes päädymme lukuun nd. Olkoon W0, W1 ja W2 työ-
nauhoja. Työnauha W0 sisältää d ykköstä, joiden kirjoittaminen onnistuu lisäämällä juuri
siihen tarkoitettuja tiloja, jotka muistavat jo kirjoitettujen ykkösten määrän ja lopettavat
saavutettuaan halutun määrän jättäen lukupään viimeisen ykkösen päälle. Työnauha W1
sisältää kunkin summauskierroksen i alussa luvun ni−1 binääriesityksen ja toimii laskurina
summaukselle. Työnauhalle W2 lasketaan kullakin kierroksella i summan ni binääriesitys.
Ennen ensimmäistä kierrosta nauhalle W1 kirjataan ykkösen binääriesitys reunamerkin ⊳
kanssa. Jokainen kierros aloitetaan nollaamalla nauha W2 nollan binääriesitykseksi ja siir-
tämällä nauhojen W1 ja W2 lukupäät binääriesityksiensä oikeaan reunaan. Kierroksen i
aikana toistetaan esimerkin 3.16 ”sisältö+n”-toimenpide nauhalleW2 käyttäen nauhaaW1
laskurina. Kun nauha W1 saavuttaa nollan, on nauhalla W2 kierroksella halutun summan
ni binääriesitys. Kierroksen lopuksi nauhan W2 sisältö kopioidaan nauhalle W1 valmiiksi
seuraavaa kierrosta varten, ja siirretään nauhan W0 lukupäätä yksi vasemmalle. Jos W0
lukee merkin ⊲, käytyjen kierroksien määrä on d ja täten W2 sisältää luvun nd.
4.2 Määriteltävyydestä
Olkoon K järjestettyjen τ -mallien luokka. Turingin kone τ -malleille M hyväksyy luokan
K, jos M hyväksyy täsmälleen ne järjestetyt τ -mallit, jotka ovat luokassa K. Luokka K
on polynomisen ajan vaativuusluokassa, K ∈ PTIME , jos on olemassa deterministinen
Turingin kone, joka hyväksyy luokan K polynomisessa ajassa.
Määritelmä 4.4. [1, s. 124] Olkoon K luokka τ -malleja ja L logiikka. K on määriteltä-
vissä logiikassa L, K ∈ L, jos on olemassa lause ϕ ∈ L(τ) siten, että K = {A | A |= ϕ}.
Erityisesti merkintä K ∈ IFP tarkoittaa, että K on määriteltävissä inﬂatorisessa
kiintopistelogiikassa.
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Lemma 4.5. [1, s. 124,133] Määriteltävyyttä tarkastellessa riittää tutkia sopivan suuria
malleja. Jos K on luokka τ -malleja, m > 0 ja L ∈ {FO(τ), IFP(τ)}, niin aliluokalle
Km = {A | A ∈ K, ||A|| ≥ m}
pätee
K ∈ L, jos ja vain jos Km ∈ L
ja
K ∈ PTIME, jos ja vain jos Km ∈ PTIME.
Määritelmä 4.6. [1, s.288] Logiikka L karakterisoi vaativuusluokan C, L ≡ C , jos ja
vain jos jokaiselle järjestettyjen mallien luokalle K pätee
K ∈ C, jos ja vain jos K on määriteltävissä logiikassa L.
4.3 Turingin koneet logiikassa
Jotta voisimme käsitellä Turingin konetta M logiikan keinoin, tarvitsemme tavan simu-
loida koneen M laskentaa. Esittelemme seuraavaksi Ebbinghausin [1, s. 134] käyttämän
tavan kuvailla sopivien Turingin koneiden τ -malleille toimintaa ensimmäisen kertaluvun
logiikan kaavojen avulla.
Olkoon Turingin kone τ -malleille M nd tilarajoitettu jollakin d ∈ N. Voimme olettaa,
että #(Rj) = rj ≤ d kullakin relaatiosymbolilla Rj ∈ τ . Lemman 4.5 perusteella voimme
rajoittaa tarkastelumme sopivan suuriin malleihin. Oletamme, että mallin A universumin
koko n = ||A|| on suurempi kuin työnauhojen ja relaatioiden syötenauhojen lukumäärän
summa m+ k ja myös suurempi kuin koneen M tilojen lukumäärä ||K||.
Olkoon C koneen M laskennan tilanne, jossa kullakin työnauhalla korkeintaan nd en-
simmäistä solua sisältää muun merkin kuin ␣, ja kunkin työnauhan lukupää on korkein-
taan solussa nd. Käytämme seuraavia relaatioita laskennan tilanteen C yksityiskohtien
kirjaamiseen.
• Yksipaikkainen relaatio Ctila = {s}, missä s on laskennan tilanteen C tila.




{0}, jos nauhan j lukupää lukee ⊲




• Jokaista syötenauhaa j, 0 ≤ j ≤ k, kohti rj-paikkainen relaatio
C lukuj = {|e|rj | 0 ≤ e, syötenauhan j lukupää on solun e päällä
ja ei lue merkkiä δ ∈ {⊲, ⊳}}
• Jokaista työnauhaa j, k + 1 ≤ j ≤ k +m, kohti d-paikkainen relaatio
C lukuj = {|e|d | 0 ≤ e, syötenauhan j lukupää on solun e päällä}
• Jokaista työnauhaa j, k + 1 ≤ j ≤ k +m, kohti d-paikkainen relaatio
Cyksij = {|e|d | 0 ≤ e < n
d ja työnauhan j solu e sisältää merkin 1}
Käytämme jatkossa merkintää a˜ tarkoittamaan merkkijonoa a...a, jossa merkki a tois-
tuu tilanteeseen sopivan monta kertaa. Esimerkiksi kirjoittamalla xyz = x′m˜in tarkoitam-
me xyz = x′minmin.
Koodaamme edellä esiteltyjä relaatiota käyttäen laskennan tilanteen C yhdeksi (d+2)-
paikkaiseksi relaatioksi Ctilanne.












{(3, j)} × Cyksij .
Jatkossa puhuessamme laskennan tilanteista logiikassa tarkoitamme relaatiota Ctilanne.
Seuraavaksi määrittelemme kaksi kaavaa, joilla kuvataan Turingin koneen toimintaa.
Lemma todistuksineen on Ebbinghausin kirjasta [1].
Lemma 4.7. [1, s. 136] Olkoon M xd -tilarajoitettu Turingin kone. Tällöin on olemassa
FO-kaavat ϕstart(x¯) ja ϕsucc(X, x¯), joille pätee tarpeeksi suurilla A ∈ O[τ ] ja a¯ ∈ A
d+2:
(a) "ϕstart(x¯) kuvailee alkutilanteen": Jos Turingin koneen M alkutilanne syöt-
teellä A on C0, niin
A |= ϕstart[a¯], jos ja vain jos a¯ ∈ C0.
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(b) "ϕsucc(X, x¯) kuvailee laskennan tilanteen X seuraajan X
′": Jos M on
deterministinen ja C on nd-rajoitettu laskennan tilanne koneelle M , missä
n = ||A||, niin:
A |= ϕsucc[C, a¯], jos ja vain jos laskennan tilanteella C
on nd-rajoitettu seuraaja C ′ ja a¯ ∈ C ′.
Todistus. Olkoon M xd -tilarajoitettu Turingin kone τ -malleille ja x¯ jono muuttujia
xyx1...xd.
Kohdan (a) kaavaksi käy
ϕstart(x¯) := x¯ = 0˜
∨ (x = 2 ∧ 0 ≤ y ≤ k +m ∧ x1...xd = 0˜),
missä 0 tarkoittaa järjestyksen pienintä alkiota. Kaava ϕstart(x¯) sanoo, että kone on al-
kutilassa s0 ja lukupäät lukevat nauhansa solua 0.
Kohdan (b) todistuksessa tarvitsemme ylimääräisiä merkintöjä. Ensinnäkin tarvitsem-
me kaavan ϕacc(X), joka ilmaisee nd -rajoitetun laskennan tilanteen X olevan hyväksyvä.
Merkitään koneen M ohjeiden joukkoa Instr(M). Tarvitsemme myös jokaiselle ohjeelle






kaavan ϕinstr(X, x¯), joka ilmaisee xd -rajoitetulle laskennan tilanteelle X:
"Laskennan tilanteen X kanta on sb¯c¯, ja jos ohjeen instr antama seuraajati-
lanne Y ei ole nd -rajoitettu, pätee {x¯ | A |= ϕinstr(X, x¯)} = ∅, mutta muutoin
Y = {x¯ | A |= ϕinstr(X, x¯)}".
Ensimmäiseksi mainitun kaavan ϕacc(X) voimme valita yksinkertaisesti
ϕacc(X) := X000˜s1.
Esitämme kaavan ϕsucc(X, x¯) muodossa
ϕsucc(X, x¯) := ϕs,b¯,c¯(X) ∧ ϕs′,c¯′,h¯(X, x¯),
missä, kun X on nd -rajoitettu laskennan tilanne, alikaava ϕs,b¯,c¯(X) ilmaisee "Laskennan
tilanteen X kanta on sb¯c¯ ", ja ϕs′,c¯′,h¯(X, x¯) vuorostaan ilmaisee osan "jos laskennan ti-
lanteen X seuraaja-asetus Y ei ole nd -rajoitettu, pätee {x¯ | ϕs′,c¯′,h¯(X, x¯)} = ∅, mutta
muutoin Y = {x¯ | ϕs′,c¯′,h¯(X, x¯)}". Esitämme seuraavaksi kaavat ϕs,b¯,c¯(X) ja ϕs′,c¯′,h¯(X, x¯),
usean rivin esityksinä, joissa järjestysnumeroltaan parittomilla riveillä on jokin ajatus-
kokonaisuuden sisältävä alikaava, ja parillisilla on alikaavojen yhdistämiseen tarvittavat
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konnektiivit ja sulkumerkit sekä sanallinen selitys viimeksi esitetylle alikaavalle. Lukies-
sa kaavoja on hyvä muistaa, että X on tämänhetkisen konﬁguraation relaatioesitys, ja
x¯ ∈ Y , missä Y on seuraava laskennan tilanne ohjeiden mukaisesti.
Aloitamme esittämällä alikaavan ϕs,b¯,c¯(X):
X000˜s






∧ "lukupäät nauhojen vasemmassa päässä"∧
bj=⊳
X1jmax
∧ "lukupäät syötenauhojen oikeassa päässä"∧
bj=1
∃x1...∃xrj(X2j0˜0˜x1...xrj ∧Rjx1...xrj)
∧ "syötenauhojen lukupäät, jotka lukevat merkin 1"∧
bj=0
∃x1...∃xrj(X2j0˜x1...xrj ∧ ¬Rjx1...xrj)
∧ "syötenauhojen lukupäät, jotka lukevat merkin 0"∧
cj=0
∃x1...∃xd(X2(k + j)x1...xd ∧ ¬X3(k + j)x1...xd)
∧ "työnauhojen lukupäät, jotka lukevat merkin 0"∧
cj=1
∃x1...∃xd(X2(k + j)x1...xd ∧X3(k + j)x1...xd)
"työnauhojen lukupäät, jotka lukevat merkin 1".
Kaava ϕs,b¯,c¯(X) on siis muotoa (ψ0 ∧ψ1 ∧ψ2 ∧ψ3 ∧ψ4 ∧ψ5 ∧ψ6), missä alikaavat ψi ovat
edellä esitetyt parittomien rivien kaavat.






∧( "työnauhojen lukupäät, jotka ovat liikkumassa oikealle, eivät ole
kohdassa (nd − 1)"
(x = y = 0 ∧ x1...xd−1 = 0˜ ∧ xd = s
′)
∨ "uusi tila on s′ "∨
k+1≤j≤k+m
(¬X2j0˜x1...xd ∧X3jx1...xd ∧ x = 3 ∧ y = j)




(X2j0˜x1...xd ∧ x = 3 ∧ y = k + j)
∨ "työnauhojen luetuilla paikoilla uutena sisältönä 1"∨
hj=1
(X1j0˜ ∧ x = 2 ∧ y = j ∧ x1 . . . xd = 0˜)
∨ "lukupäät, jotka lukivat merkin ⊲ ja liikkuivat oikealle, saapuivat
paikalle 0"∨
hj=0
(X1j0˜ ∧ x = 1 ∧ y = j ∧ x1 . . . xd = 0˜)
∨ "lukupäät, jotka lukivat merkin ⊲ ja pysyivät paikoillaan"∨
hj=−1
(X1j0˜max ∧ x = 2 ∧ y = j ∧ x1 . . . xd−rj = 0˜ ∧ xd−rj+1 . . . xd = m˜ax)
∨ "lukupäät, jotka lukivat merkin ⊳ ja liikkuivat vasemmalle, saapuivat
paikalle nrj − 1"∨
hj=0
(X1j0˜max ∧ x = 1 ∧ y = j ∧ x1 . . . xd−1 = 0˜ ∧ xd = max)
∨ "lukupäät, jotka lukivat merkin ⊳ ja pysyivät paikoillaan"∨
hj=−1
(X2j0˜ ∧ x = 1 ∧ y = j ∧ x1 . . . xd = 0˜)
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∨ "lukupäät, jotka lukevat merkin ⊲ uudella sijainnillaan"∨
j≤k
hj=1
(X2j0˜max . . . max︸ ︷︷ ︸
rj kpl
∧x = 1 ∧ y = j ∧ x1 . . . xd−1 = 0˜ ∧ xd = max)
∨ "syötenauhojen lukupäät, jotka lukevat merkin ⊳ uudella sijainnil-
laan"∨
j≤k+m
∃u1 . . . ∃ud(x1 . . . xd = u1 . . . ud + hj ∧X2j0˜u1 . . . ud ∧ x = 2 ∧ y = j)
) "uudet sijainnit lukupäille, jotka eivät ole reunoilla".
Kaava ϕs,b¯,c¯(X, x¯) on siis muotoa (ψ0 ∧ (ψ1 ∨ψ2 ∨ψ3 ∨ψ4 ∨ψ5 ∨ψ6 ∨ψ7 ∨ψ8 ∨ψ9 ∨ψ10)),
missä alikaavat ψi ovat edellä esitetyt parittomien rivien kaavat samassa järjestyksessä.
Nyt voimme viimein määritellä kaavan ϕsucc(X, x¯). Asetetaan




4.4 IFP ja PTIME
Olemme viimein valmiit osoittamaan inﬂatorisen kiintopistelogiikan ja polynomisen ajan
vaativuusluokan yhteyden.
Lause 4.8. [1, s. 138] Olkoon K ⊆ O[τ ] luokka järjestettyjä malleja. Jos K ⊆ PTIME,
niin K on määriteltävissä inflatorisessa kiintopistelogiikassa IFP.
Todistus. Olkoon M deterministinen Turingin kone, joka osoittaa K ∈ PTIME. Voimme
olettaa, ettäM on xd aikarajoitettu jollakin d. Asetamme muuttujille v¯ = v0...vd−1 kaavan
ϕ(Z, v¯, x¯) := (v0 = min ∧ ... ∧ vd−1 = min ∧ ϕstart(x¯)) ∨ ∃u¯(S
du¯v¯ ∧ ϕsucc(Zu¯,x¯)),
missä Sdu¯v¯ tarkoittaa "v¯ on muuttujajonon u¯ seuraaja sanakirjajärjestyksessä"ja ϕsucc(Zu¯,x¯)
saadaan kaavasta ϕsucc(X, x¯) korvaamalla alikaavat Xt¯ kaavalla Zu¯t¯. Tällöin, kun A ∈
O[τ ] ja n = ||A||:
A ∈ K, jos ja vain jos M hyväksyy mallin A,
jos ja vain jos koneen M järjestysnumeroltaan (nd − 1) konﬁguraatio
aloitettuna syötteellä A on määritelty ja tilaltaan s+,
jos ja vain jos A |= [IFPZ,v¯x¯ϕ]m˜ax min min m˜in s+.
Täten K on inﬂatorisen kiintopistelogiikan IFP lauseen järjestettyjen mallien luokka.
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Lause 4.9. [1, s. 149] Olkoon K ⊆ O[τ ] luokka järjestettyjä malleja. Jos K ∈ IFP, niin
K ∈ PTIME.
Todistus. Osoitamme induktiolla vastaaville kaavoille ϕ, että kaavojen ϕ järjestettyjen
mallien luokka sisältyy polynomisen ajan vaativuusluokkaan PTIME ja että on olemassa
ne polynomisessa ajassa tunnistava Turingin kone M ′.
Olkoon ϕ atomikaava. Tällöin joko ϕ = x = y tai ϕ = Rx¯.
Tapaus 1: ϕ = x = y :
{(A, i, j) | A ∈ O[τ ], i = j} ∈ PTIME.
Annetaan merkkien i ja j binääriesitykset omilla syötenauhoillaan. KoneM ′ vertaa merk-
kien i ja j syötenauhojen sisältöä ja hyväksyy, jos syötenauhojen sisältö on sama, ja hylkää
muuten.
Tapaus 2: ϕ = Rx¯ :
{(A, i¯) | A ∈ O[τ ], i¯ ∈ RA} ∈ PTIME.
Olkoon A = {0, 1, . . . , n−1}. Annetaan merkkijonon i¯ kunkin merkin binääriesitys omalla
syötenauhallaan. Käyttämämme koodauksen vuoksi tieto siitä, päteekö RAi¯ löytyy relaa-
tiota R vastaavalta syötenauhalta solusta (i0∗nk+ i1∗nk−1+ · · ·+ ik). KoneemmeM ′ etsii
merkkien ij binääriesityksien avulla oikean kohdan relaation R syötenauhalta ja hyväk-
syy, jos mainitussa kohdassa on merkki 1. Muuten M ′ hylkää syötteen. Kone M ′ toimii
polynomisessa ajassa.
ϕ = ¬ψ : Induktio-oletuksen perusteella on olemassa Turingin kone M, joka osoittaa
{A | A järjestetty malli ja A |= ψ} ∈ PTIME. Lauseen 3.9 perusteella on olemassa
Turingin kone M ′, joka hyväksyy tasan ne syötteet, jotka M hylkää, samassa ajassa.
ϕ(x1, ..., xk) = ψ ∨ θ : Induktio-oletuksen mukaan on olemassa Turingin koneet Mψ
kaavalle ψ(x1, ..., xk) ja Mθ kaavalle θ(x1, ..., xk). Määritellään Turingin kone M ′, joka
aluksi suorittaa koneenMψ laskennan ja sitten koneenMθ laskennan ja hyväksyy syötteen,
jos Mψ tai Mθ hyväksyi, ja muutoin M ′ hylkää syötteen.
ϕ(x1, ..., xk) = ∃xψ : Induktio-oletuksen perusteella on olemassa sopiva kone M0 kaa-
valle ψ(x1, ..., xk, x). Kun kone M ′ aloitetaan syötteenään järjestetty malli (A, a1, . . . , ak),
missä A = {0, . . . , n − 1}, se käy läpi jokaisen luvun i nollasta lukuun n − 1 kirjoitta-
malla luvun i binääriesityksen työnauhalle ja tarkistaa konetta M0 käyttämällä päteekö
A |= ψ[a1, . . . , ak, i]. Jos vastaus on kyllä edes kerran, M ′ hyväksyy ja muuten M ′ hylkää
syötteen.
ϕ = [IFPX,x¯ψ(X, x¯)]t¯ :, missä relaation X paikkaluku on k. OlkoonM0 Turingin kone,
joka osoittaa
{(A, R, a¯) | A ∈ O[τ ],A |= ψ[R, a¯]} ∈ PTIME.
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Etsimämme kone M ′ sisältää aliohjelman, joka käyttää työnauhoja W ja W ′. Aloitet-
tuna nr-pituisella sanalla työnauhalla W , paikkaluvun r relaation R koodilla ja tyhjällä
nauhalla W ′, alitoiminto kirjoittaa konetta M0 käyttäen relaation
R′ := {a¯ | A |= (Xx¯ ∨ ψ)[R, a¯]}
koodin nauhalle W ′ muuttamatta nauhan W sisältöä.
Kone M ′ toimii seuraavasti: Se asettaa R := ∅ ja käyttää edellämainittua alitoimintoa
laskeakseen relaation R′. Jos R = R′, se tarkistaa toteutuuko A |=s Rt¯, jolloin M ′ hyväk-
syy, vai A |=s ¬Rt¯, jolloin M ′ hylkää. Muutoin M ′ asettaa R := R′, tyhjentää työnauhan
W ′ ja toistaa alitoiminnon. Inﬂatorisuuden myötä yhtälö R = R′ toteutuu viimeistään nd
aliohjelman toiston jälkeen.
Edelliset lauseet osoittavat, että inﬂatorinen kiintopistelogiikka karakterisoi polynomi-
sen ajan vaativuusluokan.
4.5 Järjestyksen olettamisesta
Olemme osoittaneet tuloksen IFP ≡ PTIME järjestetyille äärellisille malleille. Järjes-
tyksen olettaminen on tälle tulokselle oleellista, sillä inﬂatorinen kiintopistelogiikka ilman
oletettua järjestystä ei ole tarpeeksi vahva vastatakseen polynomisen ajan vaativuusluo-
kan ilmaisuvoimaa. Ilman järjestyksen olettamista inﬂatorinen kiintopistelogiikka ei pys-
ty ilmaisemaan epätriviaaleja lukumääräominaisuuksia. Esimerkiksi mallin parillisuutta
ei voi ilmaista yleisesti inﬂatorisella kiintopistelogiikalla, vaikka parillisten mallien luokka
on polynomisen ajan vaativuusluokassa.
Puhuaksemme logiikoiden ja vaativuusluokkien yhteyksistä ilman järjestysoletusta tar-
vitsemme karakterisointia vahvemman yhteyden.
Määritelmä 4.10. [1, s. 290] Olkoon L logiikka ja C vaativuusluokka. Logiikka L karak-
terisoi vaativuusluokan C vahvasti ja tehokkaasti, jos
• kaikille äärellisten mallien luokille K pätee
{(A, <) | A ∈ K,< on universumin A lineaarijärjestys} ∈ C,
jos ja vain jos K on määriteltävissä logiikassa L;
• jokaiselle aakkostolle τ pätee seuraavat
– on olemassa Turingin kone, joka tunnistaa logiikan L kaikkien τ -lauseiden luo-
kan kieleksi koodattuna;
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– on olemassa tehokas menetelmä liittää jokaiseen logiikan L τ -lauseeseen ϕ pari
(M, f), missä M on Turingin kone, joka hyväksyy luokan
{(A, <) | A |= ϕ,< on universumin A lineaarijärjestys},
ja f on koodi funktiolle, joka osoittaa koneenM resurssien käytön olevan sopiva
vaativuusluokalle C.
Epädeterministisen polynomisen ajan vaativuusluokalle NPTIME on löydetty logiik-
ka, jolla on sama ilmaisuvoima ilman erikseen oletettua järjestystä.
Konjektuuri 4.11 (Gurevich). Ei ole olemassa logiikkaa, jonka ilmaisuvoima vastaa
vaativuusluokan PTIME ilmaisuvoimaa kaikkien äärellisten mallien luokassa. [2, s. 204]
Jos konjektuuri osoittautuu todeksi, saamme seurauksena tuloksenPTIME 6= NPTIME.
Konjektuurin kumoavaa logiikkaa on yritetty löytää muun muassa laajentamalla inﬂato-
rista kiintopistelogiikkaa lukumäärien laskemiseen sopivilla ominaisuuksilla, mutta kaikki
tähän astiset yritykset ovat epäonnistuneet.
Esittelemme seuraavaksi yhden logiikoista, joilla konjektuuri yritettiin kumota. Käyt-
tämämme määritelmä on Ebbinghausin kirjasta. [1, s. 208]
Kiintopistelogiikka laskennalla IFP(Cnt) on logiikka, jossa jokaiselle τ -mallille A lii-
tetään erillinen virtuaalinen numero-osa universumilla {0, 1, . . . , ||A||−1}, johon on mää-
ritelty luonnollinen järjestys <, seuraajarelaatio S ja vakiot min ja max pienimmälle ja
suurimmalle alkiolle siten, että τ ∩ {<, S,min,max} = ∅. Merkitsemme mallin A (ensim-
mäisen laadun) muuttujia merkeillä x, y, . . . ja numero-osan (toisen laadun) muuttujia
merkeillä µ, ν, . . . tulevissa kaavoissa. Logiikan IFP(Cnt) kaavat määritellään induktiivi-
sesti seuraavasti:
• Kaikki ensimmäisen kertaluvun logiikan τ -termit ovat ensimmäisen laadun termejä
ja kaikki ensimmäisen kertaluvun logiikan termit aakkostolla {<, S,min,max} ovat
toisen laadun termejä.
• Kaikki τ -kaavat ja atomiset {<, S,min,max}-kaavat ovat kaavoja.
• Jos X on toisen kertaluvun muuttuja laatujen paikkaluvuilla n1 ja n2, niin Xt¯ρ¯ on
kaava, kun t¯ on ensimmäisen laadun muuttujien jono pituudelta n1 ja ρ¯ on toisen
laadun muuttujien jono pituudelta n2.
• Jos ψ ja ϕ ovat kaavoja, niin ¬ψ ja (ψ ∨ ϕ) ovat kaavoja.
• Jos ψ on kaava, niin [IFPX,x¯,µ¯ψ]t¯ρ¯ on kaava (jonojen x¯, µ¯, t¯, ρ¯ pituuksien tulee olla
sopivia).
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• Jos ψ on kaava, niin #xψ on toisen laadun termi.
Muuttuja x ei esiinny vapaana termissä #xψ. Termi #xψ tulkitaan siten, että jos
ψ = ψ(x, y¯) ja a¯ ∈ A, niin #xψ(x, a¯)A = ||{a ∈ A | A |= ψ[a, a¯]}||.
Logiikan IFP(Cnt)(τ) semantiikka määritellään kuten logiikan IFP(τ) semantiikka
sillä erolla, että toisen laadun termit tulkitaan numero-osasta.
Esimerkki 4.12. [1, s. 209] Parillisen mahtavuuden mallien luokka EVEN on määritel-
tävissä logiikassa IFP(Cnt) seuraavalla lauseella:
¬[IFPX,µ(µ = min ∨ ∃ν(Xν ∧ ”µ = ν + 2”))]max,
missä ”µ = ν + 2” on ∃a(Sνa ∧ Saµ).
Logiikka IFP(Cnt) on siis ilmaisuvoimaltaan vahvempi kuin IFP. On olemassa poly-
nomisen ajan vaativuusluokan PTIME ominaisuuksia, joita ei voi määritellä logiikassa
IFP(Cnt), mutta tämän osoittava vastaesimerkki on erittäin monimutkainen. [2, s. 204]
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