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Abstract 
We propose a temporal sequence learning model in spiking neural networks consisting of Izhikevich spiking neurons. In our reward-based 
learning model, we train a network to associate two stimuli with temporal delay and a target response. Learning rule is dependent on 
reward signals that modulate the weight changes derived from spike-timing dependent plasticity (STDP) function. The dynamic properties 
of our model can be attributed to the sparse and recurrent connectivity, synaptic transmission delays, background activity and inter-
stimulus interval (ISI). We have tested the learning in visual recognition task, and temporal AND and XOR problems. The network can be 
trained to associate a stimulus pair with its target response and to discriminate the temporal sequence of the stimulus presentation.  
 
© 2012 The Authors. Published by Elsevier Ltd. Selection and/or peer-review under responsibility of the Centre of 
Humanoid Robots and Bio-Sensor (HuRoBs), Faculty of Mechanical Engineering, Universiti Teknologi MARA. 
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1. Introduction 
Stimuli can be associated through many ways including sharing of properties, semantic relevance, and sequence 
correlation. Following the causality law of the world, in which an event precedes an effect, many causal relationships are 
temporally related. This also relates for sensor-sensor, sensor-motor and motor-motor events [1]; yellow before green for 
traffic lights (sensor-sensor), a visual image triggers utterance (sensor-motor), and an action of grasping after arm movement 
(motor-motor). These events are temporally correlated. Furthermore, several findings from behavioural experiments (e.g. 
[2], [3]) have found the effect of priming in visual recognition that shows signs of influence of previous information on the 
perception of subsequent information [4]-[6]. The effect is a result of ‘spread activation’ mechanism in the brain in which a 
recently probed stimulus invokes its associated information, consequently facilitating the retrieval of information of a later 
proceeded stimulus when both are related. For this case, the prime stimulus acts as a cue for the later stimulus.  
On the other hand, understanding a cognitive process for its functional and structural behaviour is rather difficult as the 
brain is complex and there are times exhibiting chaotic patterns [7]. The consistency of findings between studies at the 
cellular level from the neuroscience field and psychological behaviour experiments still remains an intriguing subject to 
unearth. However, interesting progress has been made in artificial neural network research as a result of deeper 
understanding of the brain giving more meaningful biological interpretation to a model.  
The findings from neurophysiological experiments provide clues how information is encoded in the brain. Biological 
neurons use pulses or spikes to transmit information across brain regions. It is now well accepted that computational 
significance lies in the timing of those spikes [8], [9]. Therefore, with their biological counterparts in the use of spikes for 
neuron communication and computation, the niche of the recent generation neural network models is ascribed to their 
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spatio-temporal information encoding. Spatio-temporal neural networks are commonly known as spiking neural networks 
(SNNs). Nevertheless, the most challenging task in SNN models is neuronal activity encoding. How the activity dynamics 
could be efficiently analysed with respect to some noisy stimulus signals without losing the most of essential information 
[10]. 
From past studies of SNN, we have found that little work has been reported on its implementation in reinforcement 
learning paradigm. There are not many algorithms developed with explicit neural modelling. Only recently there seems to be 
increasing work on modelling of reinforcement learning in SNN, after neurophysiological data linking dopamine signals in 
the brain that is believed to play an important role in enhancement of synaptic changes [12], [13]. The dopamine signals are 
hypothesised to be responsible for the reward acquisition mechanism in the brain, thus giving us some clue on connection 
between synaptic plasticity at the microscopic level with behavioural changes in animals.  
In reinforcement learning, agents must update their internal parameters in order to maximise reward over time at a given 
task [1], [10], [11], [14]. This is implemented through a series of trial-and-error action-rewards in response to environmental 
stimuli. Unlike supervised and unsupervised approaches, where in most cases learning follows some specific rules with 
given initial state, in the reinforcement approach, agents explore and exploit their unknown identity states to establish a 
learning. In agreement with the findings relating the role of dopamine signals in the brain reward circuits where at the 
cellular level they consolidate synaptic plasticity process, this type of learning is more dynamic and natural. 
In this paper, we propose a stimulus-stimulus association learning scheme for spiking neural networks. In a stochastic 
spiking network with Izhikevich neurons [15], an agent is trained to associate delayed paired stimuli. We hypothesise that by 
priming the agent with a cue stimulus could facilitate the response to a later stimulus. The recurrent connectivity, properties 
of regular and fast spiking neurons, and synaptic transmission delays enforced in the proposed network, adapted from [16], 
provide richer dynamics to learning.  
 
2. Simulation Model 
The network model consists of excitatory neurons (80%) and inhibitory neurons (20%), the ratio of pyramidal cells (i.e. 
excitatory) to interneurons (i.e. inhibitory) in the cortical network [18], [19], with sparse and random connectivity (no self-
feedback). Each excitatory neuron is randomly connected to 100 neurons, and each inhibitory neuron is randomly connected 
to 100 excitatory neurons only, with synaptic transmission delays between 1 to 20 ms [16]. Neurons are divided into 
subpopulations of stimulus groups (S), response groups (R), non-selective neurons (NS) and inhibitory pool (IH). A stimulus 
group is composed of a number of excitatory neurons that are selective to a stimulus. Meanwhile a response group consists 
of both excitatory and inhibitory neurons. For lateral inhibition to competitor group(s), each excitatory neuron in the 
response group has random connections to neurons from its inhibitory pool. The inhibitory pool is connected randomly to its 
competitor’s excitatory neurons. Therefore, triggering a response group would invoke its inhibitory neurons which 
consequently to prevent activation of its competitors. Neurons from the NS group are not selective to any stimulus but their 
activity also contribute to learning dynamics, and IH consists of inhibitory neurons (ones that are not selected for lateral 












Fig. 1. Recurrent spiking network with subpopulations of stimulus groups (S), response groups (R), non-selective neurons (NS) and inhibitory pool (IH). 
Lines end with solid circle highlight inhibitory connections between response groups. (Please see the text above for details).   
 
The spiking dynamics for each neuron are based on Izhikevich spiking neuron model [15] as in 1-3.  
v' = 0.04v2 + 5v + 140 – u + I  (1) 
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u’ = a(bv – u)  (2) 
        if v t +30 mV, then u m u + d, v m  c   (3) 
 
where v is the membrane potential, u is the recovery variable and I is the input, while a-d are the model parameters. The 
parameters a and b affect the recovery variable u, respectively is the time scale of u and the sensitivity of u to the sub-
threshold fluctuations of v. The parameter c is the after-spike reset value of the membrane potential v, and d is the after-
spike reset of the recovery variable u.  If v reaches its peak at 30 mV, the membrane potential is reset to its resting state, c = 
-65 mV.  To simulate the properties of real cortical neurons, all excitatory neurons exhibit regular spiking type neurons and 
all inhibitory neurons are fast spiking neurons [16].  
 
3. Learning Implementation 
In every learning simulation, for the first 100 ms, we initiate a network with random activity. For this purpose, we 
stimulate an arbitrary neuron with 20-pA current for every ms. With the same random activity as the background, the 
network is given a set of pair-response mappings (Si,Sj)o Rk, with different pairing strategies depending on the task. For 
each learning trial, at time tn we present the first stimulus, i.e Si to the network by stimulating all neurons in Si with a strong 
current of 20 pA. After an inter-stimulus interval (ISI), we stimulate all neurons with the same amount of current to the 
second stimulus, i.e. Sj to be associated to Si. An optimal ISI is chosen from a range of 10 – 50 ms based on a preliminary 
experiment. Each learning runs for 20 minutes simulated time with random presentation of stimulus pairs.  
Within a 20-ms time window from the onset of the second stimulus, we count the number of activations in the response 
groups, i.e, Rk. The response group with the highest number of activations is considered to be the winner. To accelerate the 
learning, some bias current is supplied to the target winner. This is implemented via stimulation of 20-pA current to 
arbitrary neurons (with probability of neurons to be selected is between p=0.25 to 0.5, weak to strong potentiation) in the 
target response group. The next learning pair is presented after a 100-ms delay from the offset of each response interval. 
Synapse reinforcement is implemented based on a reward policy. The network is positively rewarded if a target response 
group is the winner of a learning trial, or otherwise negatively rewarded. The reward policy determines the amount of 
synapse potentiation (i.e. strong or weak potentiation) or depression.  
During the 20-ms response interval, for the first 10 ms, we reward the network based on the number of activations in the 
response inhibitory groups. This is a way to reinforce the synapses for connectivity between a stimulus and the target 
response inhibitory group for preventing the activation of response competitor groups. Then we reward the network for the 
number of activations in the response excitatory groups within the 20-ms response interval for synapse reinforcement from 
the stimulus group to the target response excitatory group. The bias current is supplied to both winners of the target 
response inhibitory and excitatory groups. An example of spike raster plot at the early phase of learning and after a number 
of trials is depicted in Fig. 2. 
 
 
Fig. 2.  Spike raster plot of a learning (top) at the early phase, and (bottom) after 500 seconds, within 1000 ms time window. Neurons in the response 
groups are marked with ‘+’ (neurons 501-600) and ‘^’ (neurons 601-700). 
stimulation 
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With the same network and stimulus presentation settings, we implement a series of probe trials (i.e. testing) to recall 
learned stimulus pairs (see Fig. 3). Furthermore, to see the recall performance with noisy stimuli, we also vary the number 
of neurons for random stimulation in learned groups with probability of less than 1.0. The testing result shows the averaged 
percentage of performance over a number of trials, i.e. performance = (number of correct recall/number of trials)*100. 
 
 
Fig. 3.  One of probe trials for (S0,S1)o RA within 200 ms time window. At random time t, between 100 to 120 ms, stimulus S0  (neurons 1-50) is intensified 
with super threshold current 20 pA followed by stimulus S1 (neurons 51-60) after an ISI. (top) Correct response recall of a trial where number of spikes 
from target response group RA (neurons 501-600) is greater than number of spikes in RB (neurons 601-700), within 20-ms response interval after the onset 
of S1. (bottom) The averaged percentage of number of correct recalls over a number of probe trials for (S0,S1)o  RA. 
 
 
In our model, synaptic plasticity is implemented on excitatory synapses only for every 10-ms time step. The synaptic 
efficacy is dependent on a reinforcement signal (i.e. reward signal), r(t), derived from a reward policy. The signal modulates 
the synaptic changes read from a spike-timing dependent plasticity (STDP) function (as in 4). 
 
        'wstdp = 4 {A+e-'t/W+, 't ≥ 0; Ae't/W-, 't  0}  (4) 
 
From 4, the synapse is potentiated if the difference in firing times ('t) between a postsynaptic neuron and its presynaptic 
neuron (i.e. tpost-tpre) is t 0, otherwise the synapse is depreciated. The magnitude of potentiatiaon (depression) is given by 
A+e-'t/W+ (Ae't/W-), where A represents the maximal change when the spike timing difference 't is approaching 0, and W is the 
time constant (in ms). For our STDP curve, W+ = W- = 20 ms, A+ = 0.1, and A- = 0.15 (following [17]).  
 
The reinforcement signal r(t) is obtained from a reward policy that is based on the number of neuron firings (F) of 






where Fi and Fj are the number of firings of a target response group, and non-target group, respectively. The reinforcement 
signal rate is computed based on the type of reward; strong positive, weak positive and negative reward. The signal 
determines the amount of modulation to the summation of 'wstdp. Therefore, the reward modulated STDP learning holds 
[14], [17]: 
 
'w(t) = [D + r(t)] z(t)  (6) 
r(t  1)  0.5 if   Fi  ≥ 2Fj 
if   Fj  Fi   2Fj 
if   Fi  Fj 
1  Fj Fi 
-0.1 
     r(t) = 
(strong +ve reward) 
(weak +ve reward) 
(-ve reward) (5) 
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where D is the activity-independent increase of synaptic weight, r(t) and z(t) are the reinforcement signal (5) and the 
eligibility trace, respectively. z(t) represents the summation of 'wstdp obtained from (4). Excitatory and inhibitory weights 
are initialised to 1.0 and -1.0, respectively. To avoid infinite saturation, weights are kept to be in the range between 0 and 4 
mV. 
 
4. Simulation Results 
We ran a series of learning simulations with different pairing strategies. We varied the temporal sequences in learning 
with both exclusive and non-exclusive stimulus pairs. For the former case, learning was implemented in a visual recognition 
task. The neural network was trained to associate two visual stimuli to a response. For this task, learning only involved non-
overlapping stimuli for different pairs. For learning with non-exclusive stimulus pairs, the neural network was trained to 
detect temporal sequences in tasks that simulated the AND and XOR problems.  
 
4.1. Visual recognition task 
For training with real visual association task, the network was rewarded for responses that pointed to correct match of 
paired visual images. Those visual images were preprocessed using Matlab Image Processing Toolbox. For simplicity and to 
reduce the amount of data required, each image was converted from RGB to grayscale and compressed to 20x20 pixels. 
There were 6 visual stimulus groups, i.e. IMG = {apple, book, orange, pen, sun, sunglasses}, consisting of exclusive 
excitatory neurons with 400 neurons each (i.e. 400 pixels = 400 neurons). From the Matlab preprocessed images, we further 
discretised their pixels (in the range of 0 to 1) into 0 and 1 with threshold of 0.5. For training purposes, pixels were 
represented by an array of 0s and 1s that each bit of 1 would invoke 20-pA 1-ms pulse current to a neuron. In our simulation, 
we designed a network consisting of 4000 spiking neurons with 3200 (80%) excitatory and 800 (20%) inhibitory neurons. 
Each excitatory neuron was randomly connected to 100 neurons, meanwhile each inhibitory neuron was connected to only 
100 excitatory neurons.  
The network was trained to associate a pair of images with a target response, RA or RB. A response group consisted of 400 
excitatory neurons. The learning pairs were as follows: {(apple, orange)  o RA, (book, pen)  o RB, (sun, sunglasses)  o 
RA}. Each learning simulation was run for 20 minutes, with approximately 2940 trials for each pair. The averaged learning 
performance was 89.46% and all image pairs were correctly discerned with 100% accuracy in probe trials. In addition, we 
also probed the network with distorted images. For distortion method, for each learned image pattern, a random pattern was 
created with probability of each neuron to be stimulated was 0.25. A distorted image pattern was derived from an XOR 
operation between the learned image pattern and the randomly generated pattern. For probe trials with distorted images 
(with 10 distorted versions for each image), the averaged correct response rate was achieved at 87.33% (see Table 1). An 





apple-orange book-pen  
Fig. 4.  Spike raster plot of network activity during learning after a number of trials. Each visual stimulus pair is reinforced to respond to a target group, i.e. 
RA (neurons 2401-2800) or RB (neurons 2801-3200). The number of spike counts in the response group within a 20-ms response interval determines the 
winning response. 
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Table 1. The recall results for training and testing for pair-response = {(apple, orange)  o RA, (book, pen)  o RB, (sun, sunglasses)  
o RA} 




(with learned stimuli) 
(%) 
Testing  
(with distorted stimuli) 
(%) 
RA RB RA=RB RA RB RA=RB RA RB RA=RB 
(apple, orange)   RA 95.78 2.99 1.24 100 - - 100 - - 
(book, pen)   RB 7.49 91.75 0.76 - 100 - 15.5 78.50 6 
(sun, sunglasses)   RA 80.86 16.92 2.22 100 - - 83.50 14.5 2 
* RA=RB indicates no answer, i.e. the number of activations in group A and B is equal; percentage of correct recalls is highlighted in bold 
 
4.2. Learning temporal logics: AND and XOR problems 
In the previous experiment, the connectivity between neurons in a trained network was sparse and random with p = 0.1. 
For learning with exclusive stimulus groups, with a simple network structure, the proposed rule achieved excellent 
performance as all stimulus pairs were stable. However, the simplicity of the structure has some limitations for learning with 
high competition. The stability of each stimulus pair is dependent on correlation of spike patterns between two learning 
pairs. Furthermore, the connectivity between output neurons might also cause undesired causal firings. For example, for 
learning with 2 competing target responses, RA and RB, in which strengthening of synaptic strength between Si o RA could 
also lead to activation of neurons in response group RB due to triggering of synapses RA o RB. In short, firings of 
postsynaptic neurons of RA in RB. Therefore, there is a need to apply an inhibition mechanism via some anatomical 
constraints. To improve the discrimination rate in a more competitive learning, we suggest a modified network topology 
with a lateral inhibition mechanism (as illustrated in Fig. 1). 
In the following experiment, lateral inhibition is applied for learning with non-exclusive stimulus groups. From Fig.1, in 
a network with 1000 neurons consisting of 800 excitatory and 200 inhibitory neurons, each excitatory neuron is connected 
to 100 neurons (excitatory and inhibitory), whilst each inhibitory neuron has connections to 100 excitatory neurons only. 
The number of excitatory neurons in each stimulus group is 50, and there are 150 neurons in a response group composed of 
100 excitatory and 50 inhibitory neurons. To reduce too high correlation in spike patterns, for the same stimulus that exists 
in more than one pairs, we allow some degree of non-overlapping neurons for the stimulus groups with the same label. 
The network with lateral inhibition was experimented in conditions with temporal logic problems, XOR and AND.  For 
this purpose, we defined 4 distinct stimulus groups, S0, S1, S2, and S3. Here S0 = TRUE for the first stimulus, and S2 = TRUE 
for the second stimulus, and, S1 and S3 represented the FALSE value of the first and second stimuli, respectively. 
Meanwhile, the response group RA represented a TRUE response and the response group RB was considered a FALSE 
response. Therefore, for the AND problem, the pair-response set was {(S0,S2)o RA, (S0,S3)o RB, (S1,S2)o RB, (S1,S3)o RB }, 
and for the XOR problem pair-response set was = {(S0,S2)o RB, (S0,S3)o RA, (S1,S2)o RA, (S1,S3)o RB },  
Simulation result indicated that a network with stochastic dynamics and minimal anatomical constraints can also learn 
temporal logic functions with good performances achieved at  85.95% in training and 85.85% in testing for AND problem, 
and for learning temporal XOR at 81.88% in training and 79.53% in testing. 
 
5. Conclusion 
We propose temporal sequence detection via reward-based learning in dynamic environment setting. Learning is 
implemented in a stochastic way in which the network with random activity does not have any prior knowledge regarding 
the identity of learning signals. Input stimulation is induced at certain time only through perturbation to the network activity. 
Unlike in other goal-directed learning approaches that require so called ‘teacher signals’, in our model, learning is only 
dependent on global reinforcement signal (inspired by work in [17]). The signal consolidates synaptic changes by STDP 
process. In our experiments, at the early phase of learning, in addition to the background activity, the activation of neurons 
was only due to coincident firings triggered by the stimulated groups. After a number of rewards given based on the 
activation rate of the response groups, the network response to the paired stimuli became reinforced. The synaptic 
connections from the paired stimuli were stronger compared from other non-reinforced stimulus groups. Hence, neurons in 
paired stimuli could strongly influence their postsynaptic targets.  
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The learning model has been successfully tested for temporal sequence learning with exclusive stimulus groups as well 
as in a setting with overlap of patterns between stimulus groups. For the latter case, the model performance has been 
verified in solving temporal AND and XOR problems. In learning with non-exclusive stimulus groups, greater influence 
from the first stimulus is required to facilitate discrimination of target responses due to correlation in spike patterns. The 
optimal ISI for such learning condition has been found at 10 ms. For learning stability, we run every simulation for 20 
minutes simulated time (1200 secs). However, we have observed that the learning gradient only deviates essentially from 0 
within the first 10 secs, approximately just after 74 trials with random presentation of learning pairs. 
Our work extends the reinforcement learning proposed in [17] by training a network to learn temporal sequences using 
lateral inhibition mechanism. With richer properties of network dynamics, we as well implement random input-output 
mappings, i.e. stimulus-pair o response. For the work in progress, we are extending the learning model to detect temporal 
sequence consisting of more than 2 stimuli. This could lead to some potential applications such as robot path tracking, 
linguistic processing and source localisation system. 
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