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Abstract
Quantile regression seeks to extend classical least square regression by modeling quantiles of the conditional distribution of the response given the observed covariates. The
attributes of quantile regression and its potential to handle different types of distributions,
makes it possible to get rid of relying on normality assumptions and to solve problems
in a more logical structure. It therefore provides crucial means to recognize effects that
would not be noticed in classical least square regression. This study investigates Bayesian
estimation of the 3-parameter generalized gamma distribution in the context of quantile
regression, by allowing dependence of the model parameters on a covariate. The quantiles
of the generalized gamma distribution are functions of the parameters, and in turn functions of the covariate. Our Bayesian estimation approach is compared to the maximum
likelihood approach. Our work is validated via simulations to study the performance of
the estimation methods. To demonstrate the use of the estimation methods, a data of corrosion is analyzed. Based on the Akaike Information Criterion (AIC) and/or Deviance
Information Criterion (DIC), we infer that the model with interaction effects better fits the
data.
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Chapter 1

Introduction
For a given set of positive data points from a distribution, there is the need to investigate
the shape or model that best describes the data and the limiting curves that define its
quantiles. The random error term that represents the unexplained variation in the data,
in linear regression is mostly considered to be normally distributed. In cases where the
unexplained variation is not normally distributed or not symmetric, distributions that can
control the skewness are required. The generalized gamma (GG) distribution is considered
in our case for positive data because it has 2 shape parameters that control skewness in
data. It includes the gamma, Weibull and exponential distributions as special cases and the
log-normal distribution as a limiting case. It can be applied to several practical situations
in terms of estimation, because of its flexibility.
Quantile regression is advantageous over mean regression in the sense that it offers
extensive understanding of the relationships between response and explanatory variables
outside of the mean of the data. Quantile regression is more robust to outliers and misspecification of the error distribution, as compared to conventional mean regression. The
classical approach to quantile regression has been extensively investigated and developed
since it was introduced by Koenker and Bassett (1978), where they introduced a generalization to linear models by making use of quantiles. Other papers worth mentioning include Bassett (1986), Koenker and Machado (1999) who presented goodness-of-fit process
for quantile regression and Kocherginsky et al (2005) who developed an effective method
of constructing confidence intervals in quantile regression. In the completely paramet1

Chapter 1

2

ric quantile regression approach, Noufaily and Jones (2013) introduced a fully parametric
approach to quantile regression based on the GG distribution via maximum likelihood estimates. However, not much research work has been done under the Bayesian framework.
We intend to study quantile regression by using the generalized gamma distribution to
model the variability in the data.
The asymmetric Laplace distribution (ALD) has been used to build Bayesian quantile
models for independent data (Yu and Moyeed, 2001). Kottas and Gelfand (2001) developed a Bayesian median regression by introducing two classes of distributions with median zero and the Dirichlet process prior. Reich et al. (2010) developed a flexible Bayesian
quantile regression model assuming that the error distribution is an infinite mixture of
Gaussian densities with the prior for the residual density, stochastically centered on the
ALD. Kozumi and Kobayashi developed straightforward and adequate Gibbs sampling
algorithm to fit the quantile regression model that is based on a location-scale structure
of the ALD. Alhamzani et al (2012) developed an extension to Bayesian lasso quantile regression by allowing distinct penalization parameters for distinct regression coefficients.
Feng et al (2015) also proposed a Bayesian quantile regression and the linearly interpolated density method which utilizes a linear interpolation of the quantiles to approximate
the likelihood. This paper presents the concept of Bayesian quantile regression by using
the 3-parameter generalized gamma (GG) distribution as the likelihood function. In this
paper, we pay attention to a particular industrial field, the auto-mobile industry, and recommend an alternative approach to statistical analysis of the corrosion index of vehicle
under-body parts, other than traditional mean regression. Since the corrosion index data
consists of non-negative values only, its distribution will not have a “symmetric” shape.
This renders mean regression ineffective. Unlike the classical approach, Bayesian inference produces the entire posterior distribution of the target parameter. It also takes in
consideration parameter uncertainty when making predictions.
The main software used for the implementation of our Bayesian estimation is JAGS
(Just Another Gibbs Sampler). We will run JAGS from R with the help of the ’rjags’ and
’R2jags’ packages. JAGS performs Bayesian inference with the use of a Markov chain
Monte Carlo (MCMC) algorithm called Gibbs sampling. Gibbs sampling intends to create posterior samples by brushing through each variable to sample from its conditional
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distribution whiles the values of the other variables remain unchanged. The simplicity of
obtaining parameter posterior distributions by using MCMC techniques makes Bayesian
QR perform better than classical quantile regression. Bayesian QR is traditionally based
on the ALD because of its adequate performance. Since the AL distribution has medium
tails, we may require a fat-tailed distribution when dealing with data that strongly deviates from the normal distribution assumption. We therefore propose Bayesian quantile
regression which relies on the GG distribution to cater for the fat tails.

1.1

The Generalized Gamma distribution and its properties

A random variable Y ∈ IR is said to follow the generalized gamma distribution, i.e., Y ∼
GG (θ, k, β), if its probability density function (pdf) is of the form:
β
f (y; θ, k, β) = kβ
ykβ−1 exp
θ Γ(k)

(

−

 y β

)
,

θ

y > 0,

θ, k, β > 0,

(1.1)

where θ is the scale parameter and β and k are shape parameters, that control both tails of
the distribution. Γ(·) is a gamma function, defined as

Γ(y) =

Z ∞

e−t ty−1 dt

0

This form of pdf (1.1) was introduced by Stacy and Mirham (1965). We now discuss
some properties of the GG distribution.
Let Y ∼ GG (θ, k, β), the mean and variance of Y are

E (Y ) = θ

Var (Y ) = θ 2



Γ k + β1
Γ(k)

,




2
Γ k + β2 Γ(k ) − Γ k + β1
Γ ( k )2

Chapter 1

4

In general, the sth moment of Y is

E (Y s ) = θ s



Γ k + βs
Γ(k)

,

s/β > −k

(1.2)

by Johnson et al (1994). The cumulative distribution function, F (y) of the GG distribution
as proposed by Johnson et al (1994) is given by

F (y) =
where w = (y/θ ) β and Γw (k ) =

Rw
0

Γw (k )
,
Γ(k)

(1.3)

e−t tk−1 dt, known as the incomplete gamma function.

The generalized gamma distribution includes other distributions as special cases based
on the values of the parameters. For instance (1.1) reduces to

1. the Exponential distribution when β = 1 and k = 1
2. the Gamma distribution when β = 1
3. the Weibull distribution when k = 1
4. the log-normal when k → ∞
Thus, it has considerable flexibility to capture the properties of a distribution that may
not be possible when using its special case. Figure 1.1 demonstrates the behaviour of the
GG density for different values of k and fixed values of θ and β. We consider θ = 2, β = 1.5
with k ∈ {1, 2, 3, 6, 10}. In this plot, we notice that the curve becomes bell-shaped as the
value of k increases.
In figure 1.2, we plot the GG density for θ = 2 and k = 5 with β ∈ {0.9, 1.2, 1.5, 2, 4.5}.
We observe that as β increases, the tails of the density curve flattens. This is evidence that
the shape parameter β is relevant in capturing the behaviour of the distribution tails.
Finally, figure 1.3 illustrates the variety of shapes of the GG density with β = 2, k = 4
and θ ∈ {0.5, 1, 1.5, 2.5, 4}. The pdf becomes more symmetric as the scale parameter increases. The GG distribution is a suitable model to fit several different positive real data
sets because of the different shapes and forms it can take.
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F IGURE 1.1: GG pdf plotted at different values of k for fixed values of θ and β.

F IGURE 1.2: GG pdf plotted at different values of β for fixed values of θ and k.

F IGURE 1.3: GG pdf plotted at different values of θ for fixed values of β and k.
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The rest of this major paper is organized as follows: in Chapter 2, we give an overview
of the quantile regression based on the GG distribution and highlight the MLE and the
Bayesian approaches of estimating the model parameters. In Chapter 3, we perform a
simualtion study to compare the MLE and the Bayesian estimation of the quantile as a
function of a continuous regression variable. In addition, we will apply the two methods
to a real data set on the corrosion of vehicles. Some conclusions and future directions will
be given in Chapter 4.

Chapter 2

Quantile Regression based on the
Generalized Gamma Distribution
2.1

Model Specification

We turn our attention to the quantile regression approach employed by Noufaily and Jones
(2013). Let { Xi , Yi }in=1 with Yi ≥ 0 be the data to be modelled. For illustration purposes, we
assume that the covariates, Xi , are scalars (univariate), while later on in our data application, we will deal with more than covariate. We model the data as follows:
Yi | Xi = xi ∼ f {y|θ ( xi ), β( xi ), k ( xi )},

i = 1, 2, . . . , n,

(2.1)

where the pdf f of Y | X is the pdf given at (1.1) and Y1 | X1 = x1 , Y2 | X2 = x2 . . . , Yn | Xn = xn
are independent. In this paper, we make use of the reformulated form of (1.1), as employed
by Lawless (1980) and Noufaily and Jones (2013). Let Zi = log(Yi ), i = 1, 2, . . . , n with z =
log(y). If f r represents the re-parametrized pdf, then
(
√
kk−1/2
f r (z; µ, σ, k ) =
exp
kw − k exp
σΓ(k )

w
√
k

!)
,

z ∈ IR

(2.2)

where w = σ−1 (z − µ) and µ ∈ IR is the location parameter, σ is the scale parameter and

7
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k > 0 is the shape parameter. Equations (2.3) and (2.4) show the relationships between the
parameters. k remains unchanged after the transformation.

√
σ = 1/( β k ),

µ = log(θ ) + log(k )/β,

√

θ = exp(µ)/kσ

k

,

(2.3)

√
β = 1/(σ k ).

(2.4)

This reformulation allows for easy computation and interpretation, hence the quantile regression model to be formulated in this paper is based on (2.2) and the data is modelled as

Zi | Xi = xi ∼ f {z|µ( xi ), σ( xi ), k ( xi )},

i = 1, 2, . . . , n,

(2.5)

where the pdf f of Z | X is the pdf given at (2.2) and Z1 | X1 = x1 , Z2 | X2 = x2 . . . , Zn | Xn = xn
are independent.
From (1.3), (2.3) and (2.4), it can be deduced that the cdf of Z is given by

F (z|µ, σ, k ) =
where u = k exp(

z−µ
√ ).
σ k

Γu (k )
,
Γ(k)

(2.6)

For 0 < q < 1, we denote the qth quantile of a gamma distribution

with shape parameter k by r (k, q). Then

r (k, q) = u = k exp

!
z−µ
√
,
σ k

and from (1.3) and (2.3), it can be deduced that the quantile function of Y in terms of µ, σ
and k is

Q(q|θ, β, k ) = Q(q|µ, σ, k ) = exp(µ)

r (k, q)
k

!σ√k
.

(2.7)

If we make the parameters in (2.7) dependent on the covariate, x, then Q becomes
conditional on x. This extends the model to quantile regression. Our aim is to estimate, in
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the regression context,

r ( k ( x ), q j )
Q(q j |µ( x ), σ( x ), k ( x )) = exp(µ( x ))
k( x)

!σ( x)

√

k( x)

(2.8)

for particular values of 0 < q j < 1. The dependence of the parameters of the GG distribution, on x are described by the following equations:
µ( x ) = a + bx,

σ( x ) = exp(c + dx ),

k( x ) = exp( f + gx ),

(2.9)

where a, b, c, d, f , g ∈ IR. This extends the generalized gamma based quantile regression
model to six parameters. A more complex model, including interaction terms is examined
in the next chapter.

2.2

Methods of Estimation

2.2.1

Maximum Likelihood Estimation

Given a random sample z1 , . . . , zn from the GG distribution with density (2.2), Lawless
(1980) sought to obtain ML estimates of the parameters µ, σ and k via the following equations:
The likelihood function of (2.2) is
(

)
n
√ n  zi − µ 
kn(k−1/2)
zi − µ
√
L(z1 , z2 , ..., zn ; µ, σ, k ) =
exp
k∑
− k ∑ exp
(σΓ(k))n
σ
σ k
i =1
i =1

(2.10)

Consequently, the log likelihood function is
l (z1 , z2 , ..., zn ; µ, σ, k ) = n(k − 1/2) log k − n log σ − n log Γ(k ) +

√

n

k∑

i =1



zi − µ
σ



n


zi − µ
√
− k ∑ exp
.
σ k
i =1
(2.11)


To maximize the log likelihood function, we find the derivatives of l in (2.11) with respect
to µ, σ and k to obtain their respective score equations. The maximum likelihood estimates of µ, σ and k are solutions of the score equations. It is a rather demanding task to
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obtain these maximum likelihood estimates separately. An efficient way is to obtain the
joint maximum likelihood estimates of two parameters whilst keeping the third parameter
constant.
In the case of regression modeling of the quantiles, we use the following modeling of
the original GG parameters: µ = a + bx, σ = exp(c + dx ) and k = exp( f + gx ). Once we
obtain the MLEs of a, b, c, d, f , g and hence, µ̂, σ̂ and k̂, we plug them back into the expression
for the quantile function in (2.8).

2.2.2

Bayesian Estimation

Bayesian approaches have possess many advantages as compared to classical statistical
methods. One advantage is that we can easily obtain both point and interval estimates
from the posterior samples drawn from the MCMC algorithm. The essential elements of
Bayesian analysis include the likelihood function and the prior distribution. The likelihood
function shows the relationship between model parameters and the data. The likelihood
function in our case is already stated in (2.10).

Prior Distribution
The prior distribution provides information about the parameters before data is observed.
Basically, there are two major methods for selecting the prior density of the target parameter. An informative prior specifies and defines the information about a parameter. Here,
the researcher constructs the prior density based on their knowledge about previous data.
Noninformative prior on the other hand provides little information relative to the experiment (Box and Tao, 1973). Bernardo and Smith (1994) also describe noninformative priors
as having minimal effect relative to the data, on the final inference. If a researcher decides
to choose noninformative priors, it means they assume that no knowledge about the parameters exists before observing the data. The construction of these types of prior densities
may cause problems such as producing a density function whose integral is infinity.
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Posterior Distribution
Based on the likelihood function and prior distribution, the overall knowledge about the
parameters after observing the data is represented by the posterior probability distribution, which can be outlined by the mean, mode, quantiles and credible intervals.
Let z = (z1 , . . . , zn ) be independent with distribution p(z) and let ω = (µ, σ, k ), be a
vector of parameters with likelihood function L(z; ω ) in (2.10). We obtain the posterior
distribution π (ω |z) by applying Bayes’ rule;

π (ω |z) =

L(z; ω )π (ω )
p(z)

where π (ω ) is a prior distribution. This implies that

π (ω |z) ∝ L(z; ω )π (ω )

The posterior distribution of ω = (µ, σ, k) is calculated by using numerical methods.
Among these numerical methods, we use sampling methods. Sampling methods are used
to draw samples from the posterior distribution. There are several sampling methods but
we consider the Markov Chain Monte Carlo (MCMC) method. In the regression context,
we make use of (2.9). Once the Bayesian estimates of a, b, c, d, f , g and hence, µ̂, σ̂ and k̂ are
obtained, we plug them back into the expression for the quantile function in (2.8).

Chapter 3

Simulation study and application to
data
3.1

Simulation study

We use the simulation method to test the performance of the Bayesian method applied in
our work to estimate the model parameters a, b, c, d, f , g and the quantile Q in (2.8). We then
compare it to the corresponding maximum likelihood estimates. The comparison criteria
we intend to use are:

1. The integrated mean square error (IMSE): This quantifies the spread of the estimate
from the true parameter. The IMSE of an estimate Q̂ of Q is
I MSE( Q̂) =

∑in=1 ( Q̂( xi ) − Q( xi ))2
n

2. The integrated mean absolute error (IMAE): It is the sum of absolute deviation of the
estimate from the true parameter. The IMAE of an estimate Q̂ of Q is
I MAE( Q̂) =

∑in=1 | Q̂( xi ) − Q( xi )|
,
n

where n is the sample size selected for the simulation scenario and Q̂( xi ) is point estimate
12

Chapter 3

13

of Q( xi ).
We follow these steps in the simulation study:
1. Set the values of the parameters ( a, b, c, d, f , g) = (4, 1.5, −1.5, 0.5, 2.5, 0.8).
2. Set n = 100.
3. Generate a random sample with size n from the GG (µ, σ, k ) distribution to represent
Y with x from U (0, 1).
4. Compute the point estimates of ( a, b, c, d, f , g) and further estimate Q, using both
maximum likelihood and Bayesian methods.
5. Calculate the I MSE and I MAE of both maximum likelihood and Bayesian estimates.
6. Repeat steps 2-5 for n = 150, 200, 300, 500, 800, 1000.

The estimates obtained in the simulation study are presented in Table 3.1. Figures 3.1
and 3.2 also show the I MSE and I MAE of the Bayesian and maximum likelihood estimates
of the 50% quantiles of the simulated data sets with different sample sizes. Generally
(except for n = 300), the IMSEs corresponding to the Bayesian estimates of the 50% quantile
are smaller than those corresponding to the ML estimates. We observe a similar case for
the IMAE corresponding to the estimates. We can therefore conclude that the processes
involved in our estimation methods are consistent. We can also conclude that the Bayesian
method provides a marginally better estimate, although we did not pay much attention to
the nature of the prior probability distributions that we considered for parameters. This
is an indication that better Bayesian estimates can be obtained if we have more and better
information about the prior distribution of the parameters.

3.2

Application to real data set

In this section, we apply the Bayesian method that has been developed in this paper and
compare the results to the maximum likelihood estimates. We apply our methods to the
corrosion data set. The data used in this analysis comes from an ongoing corrosion project
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TABLE 3.1: Maximum likelihood and Bayesian point estimates

Sample size (n)
100
150
200
300
500
800
1000
Sample size (n)
100
150
200
300
500
800
1000

MLE
4.031
4.072
4.028
3.994
4.017
4.019
4.001
MLE
0.305
0.563
0.443
0.537
0.629
0.533
0.449

a
Bayesian
4.038
4.078
4.031
3.998
4.017
4.011
3.994
d
Bayesian
0.202
0.497
0.396
0.507
0.611
0.520
0.437

MLE
1.427
1.351
1.423
1.544
1.430
1.464
1.551
MLE
1.805
1.923
1.531
1.631
2.011
1.836
1.764

b
Bayesian
1.454
1.364
1.449
1.559
1.445
1.478
1.553
f
Bayesian
1.385
1.637
1.355
1.480
1.937
2.193
2.074

MLE
−1.448
−1.572
−1.526
−1.560
−1.541
−1.526
−1.459
MLE
1.114
1.361
1.036
1.209
1.310
1.234
1.262

c
Bayesian
−1.382
−1.517
−1.499
−1.542
−1.529
−1.514
−1.446
g
Bayesian
0.411
0.909
0.395
0.755
0.805
0.764
1.200

F IGURE 3.1: Integrated mean square errors comparing Bayesian and ML estimates of 50%
quantile of simulated data with different sample sizes.

headed by Dr. Tam in the Faculty of Engineering. This data contains the surface area of
corrosion of under-body parts of 368 treated and untreated vehicles. After removing the
missing values, we ended up with corrosion recordings for 354 vehicles. We consider two
cases:
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F IGURE 3.2: Integrated mean absolute errors comparing Bayesian and ML estimates of
50% quantile of simulated data with different sample sizes.

1. Area of corrosion in front cross-members vs Age of vehicle.
2. Area of corrosion in front cross-members vs Age of vehicle and Treatment of vehicle,
with interaction terms.

3.2.1

Area of corrosion in masked front cross-members vs Age of vehicle.

Figure 3.3 shows the scatter plot of corrosion in masked front cross-members versus age of
vehicle. Generally, as expected, area of corrosion of the front cross-member is increasing
with age. For newer vehicles, data is relatively narrow and broadens as age increases. We
re-scale vehicle age to the interval (0, 1) and show another scatter plot with the re-scaled
values of vehicle age in Figure 3.4. We apply the Maximum likelihood and Bayesian methods to y = Area of corrosion in front cross-members and x = Age of vehicle. We assume
that the data follows the GG distribution and use the methods to estimate a, b, c, d, f , g and
hence the quantiles Q. In our study, it is assumed that a, b, c, d, f and g have normal prior
distributions. With the Bayesian estimation in JAGS, We performed 10,000 iterations. Table 3.2 gives Bayesian and ML point estimates for a, b, c, d, f and g and their respective 95%
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credible and confidence intervals. The maximum likelihood estimate of Q is

Q̂( x ) = exp(5.773 + 2.753x )

r (e1.545+0.915x , 0.5)

!−0.323+0.389x√e1.545+0.915x

e1.545+0.915x

Figure 3.5 presents a plot of the estimated 50% quantile of area of corrosion in masked
front cross-members vs vehicle age data using Bayesian estimation and credible bands.
Figure 3.6 presents a plot of the estimated 50% quantile of area of corrosion in masked
front cross-members vs vehicle age data using maximum likelihood estimation with 95%
confidence bands. These confidence bands are pointwise, calculated at every x. For the
Bayesian estimates of the quantile curve, we calculated the confidence bands by estimating
the quantile curves at each iteration step. We then selected the 2.5% and 97.5% quantiles of
these curves as the lower and upper bands respectively. For the maximum likelihood estimates of the quantile curve, we calculated the confidence bands by applying bootstrapping
and sampling 100 samples, with replacement from our original data. We then estimated
the quantile curves for all 100 samples and selected the 2.5% and 97.5% quantiles of these
curves as the lower and upper bands respectively. We followed the same procedures to
obtain the 95% confidence bands in the section (3.2.2).
We observe an increasing 50% quantile of area of corrosion and vehicle age, as we
expected. The Bayesian and ML estimates of the 50% quantiles almost coincide at the
region with large number of data points. The band widens as area of corrosion and age of
vehicle increases, because the data points are less dense in that region. A small number of
data points shows higher uncertainty, hence a wider credible or confidence interval.

MCMC Diagnostics
We access the convergence and performance of the MCMC algorithm used in our Bayesian
estimation by providing the density plots, trace plots and auto-correlation plots. Figure
3.7 shows posterior density plots for the parameters of interest. We observe that these
marginal densities are somewhat symmetric. The trace plots for the parameters in figure
3.8 shows that the MCMC sampler mixes well. A closer view shows that a never goes
beyond 6.2 and f never beyond 4. From figure 3.9, the auto-correlation plots indicates that
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F IGURE 3.3: Area of corrosion in masked front cross-members vs age of 354 vehicle.

F IGURE 3.4: Area of corrosion in front cross-members vs re-scaled age of 354 vehicle.
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TABLE 3.2: Point and interval estimates of parameters for area of corrosion in front crossmembers vs vehicle age data using Bayesian and MLE methods.

Method

Bayesian

MLE

Parameter
a
b
c
d
f
g
a
b
c
d
f
g

Point estimate
5.794
2.712
-0.290
0.298
1.547
0.226
5.773
2.753
-0.323
0.389
1.545
0.915

95% Confidence Interval
(5.590, 6.008)
(2.118, 3.282)
(-4.60, -0.120)
(-0.166, 0.772)
(0.623, 2.616)
(-1.697, 2.161)
(5.585, 5.961)
(2.435, 3.072)
(-0.472, -0.174)
(0.008, 0.772)
(0.467, 2.623)
(-5.618, 7.448)

F IGURE 3.5: 50% quantile of area of corrosion in front cross-members vs vehicle age data
using Bayesian estimation and 95% credible bands.
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F IGURE 3.6: 50% quantile of area of corrosion in front cross-members vs vehicle age data
using maximum likelihood estimation and 95% confidence bands.

the samples drawn in the chain are uncorrelated, which is a good sign.
The corrosion data also contains Treatment of vehicle corrosion as a factor variable
with two levels (Treated and Untreated). We introduce this variable as a covariate in our
model, as well as its interaction with age of vehicle, in the next section of our analysis.
The models with and without treatment and interaction terms are then compared based
on their deviance information criterion (DIC) and Akaike information criterion (AIC).

3.2.2

Area of corrosion in front cross-members vs Age of vehicle and Treatment, with interaction terms.

We suggest a more complex quantile regression model by introducing treatment of vehicles, a factor with 2 levels (treated and untreated), and adding interaction terms between
age and treatment. Such complex models exist in the real world, hence it is crucial that we
include interaction terms in our model. In this case, µ, σ and k in the regression context
become;
µ = a + bx + h ∗ t + jx ∗ t,
σ = exp(c + dx + l ∗ t + mx ∗ t),
k = exp( f + gx + p ∗ t + sx ∗ t),
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F IGURE 3.7: Marginal posterior density functions of the parameters (and deviance) using
sampled draws from the MCMC algorithm.

F IGURE 3.8: Trace plots of the parameters (and deviance) using sampled draws from the
MCMC algorithm.
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F IGURE 3.9: Auto-correlation plots of the parameters (and deviance) using sampled
draws from the MCMC algorithm.

where t = Treatment. Consequently, we end up with a 12-parameter model. The Bayesian
and maximum likelihood point and interval estimates of the parameters of the quantile
regression model are presented in Table 3.3. Figures 3.10 and 3.11 show respectively,
Bayesian and maximum likelihood estimates of 50% quantile of area of corrosion in front
cross-members vs vehicle age and treatment, with their confidence band. The data and
quantiles are split by treatment. The figures show red for treated and blue for untreated
vehicles. A large portion of the confidence bands for quantiles of the two treatment levels
overlap for the maximum likelihood estimates. We also observe narrower intervals for the
Bayesian estimates which means they are ”better” than the maximum likelihood estimates.
It is crucial to note that the 50% quantile of area of corrosion in front cross-members
increases sharply with age in untreated vehicles, as compared to treated vehicles. Based on
this, we can conclude that the area of corrosion of front cross-members of treated vehicles
would increase only slightly as the vehicles get older.

MCMC Diagnostics
The performance of the MCMC algorithm used in our Bayesian estimation is accessed
by the density plots, trace plots and auto-correlation plots. Figure 3.12 shows posterior
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TABLE 3.3: Point and interval estimates of parameters for area of corrosion in front crossmembers vs vehicle age data using Bayesian and MLE methods.

Method

Bayesian

MLE

Parameter
a
b
c
d
f
g
h
j
l
m
p
r
a
b
c
d
f
g
h
j
l
m
p
r

Point estimate
5.744
2.533
-0.234
0.030
-0.020
0.580
-0.505
0.507
-0.196
-0.861
0.217
-0.216
5.772
2.686
-0.300
0.078
-0.400
1.003
-0.454
0.544
0.141
-1.226
0.248
-0.183

Interval
(5.447, 6.050)
(1.706, 3.375)
(-0.510, 0.031)
(-0.716, 0.763)
(-0.845, 0.846)
(-1.050, 2.332)
(-0.954, -0.079)
(-0.520, 1.579)
(-1.993, 1.530)
(-1.956, 0.325)
(-0.131, 0.565)
(-1.214, 0.769)
(5.408, 6.136)
(1.435, 3.938)
(-0.738, 0.137)
(-1.317, 1.474)
(-1.975, 1.174)
(-5.228, 7.234)
(-1.092, 0.185)
(-2.220, 3.308)
(-10.087, 10.370)
(-3.301, 0.849)
(-0.303, 0.800)
(-1.955, 1.589)
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F IGURE 3.10: Bayesian estimates of 50% quantile of area of corrosion in front crossmembers vs vehicle age and treatment (T=Treated and UT=Untreated), with their credible
band.

F IGURE 3.11: Maximum likelihood estimates of 50% quantile of area of corrosion in front
cross-members vs vehicle age and treatment (T=Treated and UT=Untreated), with their
confidence band.
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density plots for the parameters of interest. We observe that these marginal densities are
somewhat symmetric. The trace plots for the parameters in figure 3.13 shows that the
MCMC sampler mixes well. One can observe that a never goes beyond 6.5 and s never
beyond 3. From figure 3.9, the auto-correlation plots show that the samples drawn in the
chain are uncorrelated, which is a good sign.

F IGURE 3.12: Marginal posterior density functions of the parameters (and deviance) using
sampled draws from the MCMC algorithm.

3.2.3

Model Selection

We have found Bayesian and maximum likelihood estimates of the 50% quantile of area
of corrosion of unmasked cross members of vehicles, without interaction terms in section (3.2.1) and with interaction terms in section (3.2.2). Here, we investigate whether the
addition of interaction terms to our models was relevant or the simpler model is ”good
enough”. To do this, we make use of statistical measures such as Akaike Information Criterion (AIC), for our MLE based models and Deviance Information Criterion (DIC), for our
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F IGURE 3.13: Trace plots of the parameters (and deviance) using sampled draws from the
MCMC algorithm.
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F IGURE 3.14: Auto-correlation plots of the parameters (and deviance) using sampled
draws from the MCMC algorithm.
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Bayesian based models. The AIC is defined as
AIC = −2 log( L̂) + 2p,
where L̂ = maximum value of the likelihood function of the model and p = number of
estimated parameters in the model. −2 log( L̂) is the deviance of the model. The DIC, a
generalization of AIC, is also defined as
DIC = Dbar + pD,
where Dbar = the posterior mean of the deviance and pD = the difference between the
posterior mean of the deviance and the deviance of the posterior means. Table 3.4 displays
the AIC and DIC for maximum likelihood and Bayesian estimates of quantile regression
models with and without interaction terms. The model with the smallest AIC/DIC is
considered to be better, hence the interaction terms are necessary and must be included in
the model.
TABLE 3.4: AIC and DIC for maximum likelihood and Bayesian estimates of 6 and 12parameter models

AIC
DIC

Model
6-Parameter 12-Parameter
5307.4
4861.1
5433.7
4864.3

Chapter 4

Conclusion
This paper considered Bayesian estimation method to estimate the parameters of a quantile
regression model based on a reformulated generalized gamma distribution. The relevance
of such models lies in their ability to model positive response data. We aimed to exceed the
drawbacks of mean regression by studying quantile regression that models every quantile
of the data and just not the mean. We have made use of Bayesian and maximum likelihood methods to estimate the parameters. We constructed the algorithm for the Bayesian
approach by assuming the normal prior distribution for the unknown parameters. For
the maximum likelihood approach, we considered the technique as proposed by Lawless
(1980).
To assess the performance of the two methods of estimation, we carried out a simulation study. We found that the integrated mean square error (IMSE) and integrated mean
absolute error (IMAE) of estimates are generally lower (except for n = 300) for the Bayesian
approach. Finally, we applied the two methods of estimation to the corrosion data that consists of the area of corrosion of front cross members and age of vehicles to fit two quantile
regression models, with and without interaction terms. As expected, the quantiles increase
as age of vehicle increase, sharper in untreated than treated vehicles. We conclude that the
area of corrosion of front cross-members of untreated vehicles would increase sharply as
the vehicles get older.
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Recommendations

In terms of Bayesian analysis, we may investigate and make use of more informative priors
that best describe or reflect the nature of the unknown parameters. This will be useful
for further study. Most real life problems require more complex models, and so as we
concentrated on a single covariate in our analysis, an extension to the multivariate setting
is also recommended.

Bibliography
[1] Alhamzawi, R. and Yu, K. and Benoit, D. (2012). Bayesian adaptive LASSO quantile
regression. Statistical Modelling. 12.
[2] Bassett, G. W. (1986). Strong consistency of regressian quantile and related empirical
processes. Econometric Theory, 2, 191-201.
[3] Bernardo, J. and Smith, A. (1994). Bayesian Theory.
[4] Box, G., and Tiao, G.C. (1973). Bayesian inference in statistical analysis. International
Statistical Review, 43, 242.
[5] DiCiccio, T. (1987). Approximate Inference for the Generalized Gamma Distribution.
Technometrics, 29(1), 33-40.
[6] Johnson, N. L., Kotz, S., and Balakrishnan, N. (1995). Continuous univariate distributions, volume 2 (Vol. 289). John wiley sons.
[7] Kiche, John and Ngesa, Oscar and Orwa, George. (2019). On Generalized Gamma Distribution and Its Application to Survival Data. International Journal of Statistics and
Probability. 8. 65.
[8] Kocherginsky, M., He, X., and Mu, Y. (2005). Partial confidence intervals for regression
quantiles. Journal of Computational and Graphical Statistics, 14,41-55.
[9] Koenker, R., and Bassett, G. (1978). Regression Quantiles. Econometrica, 46(1), 33-50.
[10] Koenker, R. and Machado, J. A. F. (1999). Goodness of fit and related inference processes for quantile regression. Journal of the American Statistical Association, 94, 12961310.
30

Bibliography

31

[11] Kottas, A., and Gelfand, A. (2001). Bayesian Semiparametric Median Regression Modeling. Journal of the American Statistical Association, 96(456), 1458-1468.
[12] Lawless, J. (1980). Inference in the Generalized Gamma and Log Gamma Distributions. Technometrics, 22(3), 409-419.
[13] Noufaily, Angela and Jones, M.. (2013). On maximization of the likelihood for the
generalized gamma distribution. Computational Statistics, 28 (2). pp. 505-517.
[14] Noufaily, Angela and Jones, M.. (2013). Parametric quantile regression based on the
generalized gamma distribution. Journal of the Royal Statistical Society: Series C (Applied Statistics). 62.
[15] Reich, B. and Bondell, H. and Wang, H. (2009). Flexible Bayesian quantile regression
for independent and clustered data. Biostatistics (Oxford, England). 11. 337-52.
[16] Reshi, Javaid. (2015). Bayesian analysis of generalized gamma distribution using R
software. Journal of Applied Probability and Statistics.
[17] Yu, Keming and Moyeed, Rana. (2001). Bayesian Quantile Regression. Statistics Probability Letters. 54. 437-447.

Vita Auctoris
Gabriel Afriyie was born in Kumasi, Ashanti Region, Ghana in June, 1990. He completed
his secondary school education locally at Anglican Secondary School, Kumasi, Ghana from
2005-2008. He then went to the Kwame Nkrumah University of Science and Technology
in Kumasi, Ghana and recieved his Bachelor of Science degree in Mathematics. He is currently a Master of Science candidate in Statistics at the University of Windsor, and is expected to graduate in Summer 2021.

32

