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EXPLICIT SENTENCES DISTINGUISHING MCDUFF’S II1 FACTORS
ISAAC GOLDBRING, BRADD HART, AND HENRY TOWSNER
ABSTRACT. Recently, Boutonnet, Chifan, and Ioana proved that McDuff’s ex-
amples of continuum many pairwise non-isomorphic separable II1 factors are in
fact pairwise non-elementarily equivalent. Their proof proceeded by showing
that any ultrapowers of any two distinct McDuff examples are not isomorphic.
In a paper by the first two authors of this paper, Ehrenfeucht-Fraïsse games were
used to find an upper bound on the quantifier complexity of sentences distin-
guishing the McDuff examples, leaving it as an open question to find concrete
sentences distinguishing the McDuff factors. In this paper, we answer this ques-
tion by providing such concrete sentences.
1. INTRODUCTION
The first examples of continuum many nonisomorphic separable II1 factors were
given by McDuff in [4]. These same examples were shown to be non-elementarily
equivalent (in the sense of continuous logic) by Boutonnet, Chifan, and Ioana in
[1]. The way they proved that the McDuff factors were not elementarily equivalent
was by showing, for any two distinct McDuff examples M and N and any two ul-
trafilters U and V on N, that the ultrapowers MU and N V were not isomorphic; by
standard model-theoretic results, it then follows thatM andN are not elementarily
equivalent.
In [3], the techniques in [1] were dissected in order to give some information
about the sentences distinguishing the McDuff examples. Indeed, if we enumerate
the McDuff examples by Mα for α ∈ 2ω and k ∈ ω is the least digit such that
α(k) 6= β(k), then it was shown that there must be a sentence θ with at most
5k + 3 alternations of quantifiers such that θMα 6= θMβ . The proof there used
Ehrenfeucht-Fraïsse games. The game-theoretic techniques also hinted at a possi-
ble strategy of providing concrete sentences distinguishing the McDuff examples
if concrete sentences distinguishing examples that differed at the first digit could
be obtained. In [3, Section 4.1], such sentences were obtained, but they lacked the
uniformity needed to carry out the strategy outlined there.
In this paper, an even finer analysis of the work in [1] is carried out in order
to obtain concrete sentences that distinguish McDuff examples that differ at the
first digit; this analysis appears in Section 3. In Section 4, the details of the plan
outlined in [3, Section 4.2] are given and the inductive construction of sentences
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distinguishing all of the McDuff examples is elucidated. We note that the con-
crete sentences given here that distinguish examples at “level” k also have 5k + 3
alternations of quantifiers, agreeing with the game-theoretic bounds predicted in
[3].
We list here some conventions used throughout the paper. First, we follow set
theoretic notation and view k ∈ ω as the set of natural numbers less than k: k =
{0, 1 . . . , k− 1}. In particular, 2k denotes the set of functions {0, 1, . . . , k− 1} →
{0, 1}. If α ∈ 2k, then we set αi := α(i) for i = 0, 1, . . . , k − 1 and we let
α# ∈ 2k−1 be such that α is the concatenation of (α0) and α#. If α ∈ 2ω , then
α|k denotes the restriction of α to {0, 1, . . . , k − 1}.
Whenever we write a tuple ~x, it will be understood that the length of the tuple is
countable (that is, finite or countably infinite).
We will use uppercase letters to denote variables in formulae while their lower-
case counterparts will be elements from algebras. We will use U ’s and V ’s (some-
times with subscripts) for variables ranging over the set of unitaries; since unitaries
are quantifier-free definable relative to the theory of C∗-algebras, this convention
is harmless. Of course, we will then use u’s and v’s for unitaries from specific
algebras.
Given a group Γ and a ∈ Γ, we let ua ∈ L(Γ) be the canonical unitary associ-
ated to a.
Fix a von Neumann algebra M. For x, y ∈ M, the commutator of x and y is the
element [x, y] := xy− yx. If A is a subalgebra of M, then the relative commutant
of A in M is the set
A′ ∩M := {x ∈ M | [x, a] = 0 for all a ∈ A}.
In particular, the center of M is Z(M) := M′ ∩ M. For a tuple ~a from M,
we write C(~a) to denote A′ ∩M, where A is the subalgebra of M generated by
the coordinates of ~a. Technically, this notation should also mention M, but the
ambient algebra will always be clear from context, whence we omit any mention
of it in the notation.
2. PRELIMINARIES
In this section, we gather most of the background material needed in the rest of
the paper. First, we recall McDuff’s examples. Let Γ be a countable group. For
i ≥ 1, let Γi denote an isomorphic copy of Γ and let Λi denote an isomorphic copy
of Z. Let Γ˜ :=
⊕
i≥1 Γi. If S∞ denotes the group of permutations of N with finite
support, then there is a natural action of S∞ on
⊕
i≥1 Γ (given by permutation of
indices), whence we may consider the semidirect product Γ˜ ⋊ S∞. Given these
conventions, we can now define two new groups:
T0(Γ) := 〈Γ˜, (Λi)i≥1 | [Γi,Λj ] = 0 for i ≥ j〉
and
T1(Γ) := 〈Γ˜⋊ S∞, (Λi)i≥1 | [Γi,Λj ] = 0 for i ≥ j〉.
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Note that if ∆ is a subgroup of Γ and α ∈ {0, 1}, then Tα(∆) is a subgroup of
Tα(Γ). Given a sequence α ∈ 2≤ω , we define a group Kα(Γ) as follows:
(1) Kα(Γ) := Γ if α = ∅;
(2) Kα(Γ) := (Tα0 ◦ Tα1 ◦ · · ·Tαn−1)(Γ) if α ∈ 2n;
(3) Kα is the inductive limit of (Kα|n)n if α ∈ 2ω.
We then setMα(Γ) := L(Tα(Γ)). When Γ = F2, we simply writeMα instead
of Mα(F2); these are the McDuff examples referred to the introduction.
Given n ≥ 1, we let Γ˜α,n denote the subgroup of Tα0(Kα#(Γ)) given by the
direct sum of the copies of Kα#(Γ) indexed by those i ≥ n and we let Pα,n :=
L(Γ˜α,n). When α has length 1, we simply refer to Γ˜∅,n as Γ˜n and P∅,n as Pn; if, in
addition, n = 1, then we simply refer to Γ˜1 as Γ˜. As introduced in [3], we define a
generalized McDuff ultraproduct corresponding to α and Γ to be an ultraproduct
of the form
∏
UMα(Γ)⊗ts , where (ts) is a sequence of natural numbers and U is
a nonprincipal ultrafilter on N.
The following definition, implicit in [1] and made explicitly in [3], is central to
our work in this paper.
Definition 2.1. We say that a pair of unitaries u, v in a II1 factor M are good
unitaries if, for all ζ ∈ M,
inf
η∈C(u,v)
‖ζ − η‖22 ≤ 100(‖[ζ, u]‖22 + ‖[ζ, v]‖22).
In the terminology of [1], this says that C(u, v) is a (2,100)-residual subalgebra
of M.
We will need the following key facts, whose proofs are outlined in [3, Facts 2.6].
Facts 2.2. Suppose that α ∈ 2<ω is nonempty, Γ is a countable group, and (ts) is
a sequence of natural numbers.
(1) Suppose that (ms) and (ns) are two sequences of natural numbers such
that ns < ms for all s. Further suppose that Γ is an ICC group. Then
(
∏
U P
⊗ts
α,ms)
′ ∩ (∏U P⊗tsα,ns) is a generalized McDuff ultraproduct corre-
sponding to α# and Γ.
(2) For any sequence (ns), there is a pair of good unitaries ~u from
∏
UMα(Γ)⊗ts
such that
∏
U P
⊗ts
α,ns
= C(~u).
(3) Given any separable subalgebra A of ∏UMα(Γ)⊗ts , there is a sequence
(ns) such that
∏
U P
⊗ts
α,ns ⊂ A′ ∩
∏
UMα(Γ)⊗ts .
3. DISTINGUISHING EXAMPLES AT LEVEL ONE
In this section, we will find sentences that distinguish L(T0(Γ)) and L(T1(Γ))
for nonamenable groups Γ. For the purposes of the next section, where the main
theorem of the paper is proved, we will actually need to prove a bit more.
In the rest of this paper, we set χ(X,U1, U2) := 100(‖[X,U1 ]‖22+ ‖[X,U2]‖22).
Lemma 3.1. Let Γ be a countable group and α ∈ {0, 1}. For any t, n ∈ N with
t ≥ 1, there are a, b ∈⊕t Tα(Γ) such that, for any ζ ∈ L(⊕t Tα(Γ)), we have
‖ζ − E
L(
⊕
t Γ˜n)
(ζ)‖22 ≤ χ(ζ, ua, ub)L(
⊕
t Tα(Γ)).
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Proof. This follows from [1, Lemmas 2.6-2.10]. 
Definition 3.2. We set ψm(Va, Vb) to be the formula
sup
~X,~Y
((inf
U
max
1≤i,j≤m
‖[UXiU∗, Yj ]‖2)−. 2 max
1≤i≤m
√
χ(Xi, Va, Vb))
and set τm := infVa,Vb ψm.
Proposition 3.3. Suppose that Γ is a countable group and that t ≥ 1. Then for
any m ≥ 1, we have
τ
L(
⊕
t T1(Γ))
m = 0.
Proof. Apply Lemma 3.1 with n = 1, obtaining a, b ∈ ⊕t T1(Γ). Let Va := ua
and Vb := ub. Fix m-tuples ~x, ~y ∈ L(
⊕
t T1(Γ)) and ǫ > 0. For each i =
1, . . . ,m, we have that
‖xi − EL(⊕t Γ˜)(xi)‖
2
2 ≤ χ(xi, ua, ub)L(
⊕
t T1(Γ)).
In particular, there is k > 0 such that
‖xi − EL(⊕t⊕j≤k Γj)(xi)‖2 ≤
√
χ(xi, ua, ub)L(
⊕
t T1(Γ)) + ǫ.
Set x+i := EL(⊕t
⊕
j≤k Γj)
(xi) and x−i := xi − x+i . Let Hp be the subgroup of
T1(Γ) generated by
⊕
j≤p Γi ⋊ Sp and Λ1, . . . ,Λp. For p > 0 sufficiently large,
setting y+i := EL(⊕tHp)(yi) and y
−
i := yi − y+i , we have ‖y−i ‖2 ≤ ǫ.
Choose σ ∈ S∞ with σ(j) > p for all j ≤ m. Let σ1 := (σ, σ, . . . , σ) ∈⊕
t L(T1(Γ)). Note that σ1(
⊕
t
⊕
j≤m Γj)σ
−1
1 commutes with L(
⊕
tHp). Let
u ∈ U(L(⊕t T1(Γ))) be the unitary corresponding to σ1. It follows, for 1 ≤
i, j ≤ m, that [ux+i u∗, yj+] = 0, so
‖uxiu∗, yj‖2 ≤ ‖[ux+i u∗, y−j ]‖2 + ‖[ux−i u∗, y+j ]‖2 + ‖[ux−i u∗, y−j ]‖2.
Now
‖[ux+i u∗, y−j ]‖2 ≤ ‖ux+i u∗y−j ‖2 + ‖y−j ux+i u∗‖2 ≤ 2‖y−j ‖2 ≤ 2ǫ.
Here we use that conditional expectation is a contractive map, so ‖x+i ‖ ≤ ‖xi‖ ≤
1. Since ‖x−i ‖ ≤ 2, one shows that ‖[ux−i u∗, y−j ]‖2 ≤ 4ǫ in a similar fashion.
Finally, we have
‖[ux−i u∗, y+j ]‖2 ≤ 2‖x−i ‖2 ≤ 2(
√
χ(xi, ua, ub)
L(
⊕
t T1(Γ)) + ǫ).
Letting ǫ go to 0, we get the desired result. 
The following is probably obvious and/or well-known, but in any event:
Lemma 3.4. There is a function υ : R∗ → R∗ such that, for every ǫ > 0 and an
inclusion N ⊆ M of II1 factors, if x ∈ N is such that d(x,U(M)) < υ(ǫ), then
d(x,U(N)) < ǫ.
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Proof. Let ψ(x) := max(d(x∗x, 1), d(xx∗, 1)). Then ψ is weakly stable, so there
is η > 0 such that if N is any II1 factor and ψ(x)N < η, then d(x,U(N)) < ǫ. Let
υ(ǫ) := ∆ψ(η), where ∆ψ is the modulus of uniform continuity for the formula ψ.
Now suppose that N ⊆ M are II1 factors and x ∈ N is such that d(x,U(M)) <
υ(ǫ). Then ψ(x)N = ψ(x)M < η, whence d(x,U(N)) < ǫ. 
The following result, which is Lemma 4.6 in [1], will be very important to us.
In what follows, πn : Γ→ Γ˜ is the canonical embedding with πn(Γ) = Γn.
Fact 3.5. Suppose that Γ is a countable non-amenable group and Q is a tracial von
Neumann algebra. Then there are g1, . . . , gm ∈ Γ and a constant C > 0 such that,
for any n ≥ 1, unitaries v1, . . . , vm ∈ U(L(Γ˜n+1 ⊗Q)), and ζ ∈ L(T0(Γ))⊗Q,
we have that
‖ζ‖2 ≤ C
m∑
k=1
‖uπn(gk)ζ − ζvk‖2.
Note that in the version of [1] currently available, the lemma only allows for
unitaries in L(Γ˜n+1) rather than L(Γ˜n+1 ⊗Q). However, the proof readily adapts
to this more general situation and, indeed, the lemma is used in this more general
form in the proof of [1, Lemma 4.4].
For a nonamenable group Γ, let C(Γ) and m(Γ) be as in Fact 3.5.
Proposition 3.6. Suppose that Γ is a nonamenable group. Let m = m(Γ), C =
C(Γ), and δ :=
√
1
200(30)2 υ(
1
2Cm ). Then whenever M is an intermediate subalge-
bra L(T0(Γ)) ⊆M ⊆ L(T0(Γ))⊗Q, it follows that τMm ≥ δ.
Proof. Suppose, towards a contradiction, that va, vb ∈ U(M) are such thatψm(va, vb)M <
δ. For each n, let ρn : Γ→ U(Pn) be given by ρn(g) := uπn(g). Since
⋃
n(P
′
n⊗Q)
is dense in L(T0(Γ))⊗Q, there is n sufficiently large so that
max(‖[ρn(g), va]‖2, ‖[ρn(g), vb]‖2) < δ
for all g ∈ Γ. Fix such an n and set ρ := ρn. It follows that χ(ρ(g), va, vb)M ≤
200δ2 for all g ∈ Γ.
By Lemma 3.1, we may find a′, b′ ∈ T0(Γ) such that, for all ζ ∈ L(T0(Γ)), we
have
‖ζ − E
L(Γ˜n+1)
(ζ)‖22 ≤ χ(ζ, ua′ , ub′)L(T0)(Γ).
For simplicity, write E instead of E
L(Γ˜n+1)⊗Q
. It then follows that, for all ζ ∈
L(T0(Γ))⊗Q, we have
‖ζ − E(ζ)‖22 ≤ χ(ζ, ua′ , ub′)L(T0(Γ))⊗Q.
Let g1, . . . , gm ∈ Γ be as in Fact 3.5. Since ψm(va, vb)M < δ, we may find
u ∈ U(M) such that, for all 1 ≤ k ≤ m, we have
max(‖[uρ(gk)u∗, ua′ ]‖2, ‖[uρ(gk)u∗, ub′ ]‖2) < 20
√
2δ + δ ≤ 30δ.
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Let vk := uρ(gk)u∗ ∈ U(L(T0(Γ)) ⊗ Q) and let v′k := E(vk). It follows that
‖vk − v′k‖22 ≤ χ(vk, ua′ , ub′)L(T0(Γ))⊗Q ≤ 200(30δ)2 . By the choice of δ, there is
v′′k ∈ U(L(Γ˜n+1)⊗Q) such that ‖v′k − v′′k‖2 < 12Cm . By Fact 3.5, we have that
‖u‖2 ≤ C
∑
k
‖ρ(gk)− uv′′k‖2 ≤ C
∑
k
‖uvk − uv′′k‖2 <
1
2
,
yielding the desired contradiction. 
4. THE INDUCTIVE CONSTRUCTION
In this section, we describe an inductive construction of sentences that allows us
to carry out the argument hinted at in [3, Section 4.2]. By [3, Section 4.2], we know
that centralizers of good unitaries and relative commutants between centralizers of
good unitaries are definable sets, whence we can quantify over them. We actually
need to know that we can do this in a uniform manner that does not depend on the
ambient II1 factor nor the good unitaries at hand. Such uniformity is the content of
the next lemma. Note that if M is a II1 factor, u1, u2 ∈ M are good unitaries and
x ∈ M, then:
• d(x,C(u1, u2)) ≤
√
χ(x, u1, u2)M
• if x ∈ C(u1, u2), then χ(x, u1, u2)M = 0.
Lemma 4.1 (Quantification Lemma).
(1) For every formula ψ(X, ~Y , ~U), there are formulae ψˆs(~Y , ~U ) and ψˆi(~Y , ~U)such
that, for any II1 factor M, any pair of good unitaries ~u ∈ M, and any tu-
ple ~y ∈ M, we have
ψˆs(~y, ~u)
M = sup{ψ(x, ~y, ~u)M : x ∈ C(~u)}
and
ψˆi(~y, ~u)
M = inf{ψ(x, ~y, ~u)M : x ∈ C(~u)}.
(2) For every formula ρ(X, ~Y , ~U1, ~U2), there are formulae ρs(~Y , ~U1, ~U2) and
ρi(~Y , ~U1, ~U2) such that, for any II1 factor M and any two pairs of good
unitaries ~u1, ~u2 ∈ M with C(~u2) ⊆ C(~u1) and any tuple ~y ∈ M, we
have
ρs(~y, ~u1, ~u2)
M = sup{ρ(x, ~y, ~u1, ~u2)M : x ∈ C(~u2)′ ∩ C(~u1))}
and
ρi(~y, ~u1, ~u2)
M = inf{ρ(x, ~y, ~u1, ~u2)M : x ∈ C(~u2)′ ∩ C(~u1))}.
Proof. We only prove the infimum statements. We first prove (1). Let α be a
continuous, nondecreasing function such that α(0) = 0 and
|ψ(x, ~y, ~u)− ψ(x′, ~y, ~u)| ≤ α(d(x, x′))
for all x, x′, ~y, ~u. We claim that
ψˆi(~Y ,U1, U2) := inf
X
(ψ(X, ~Y ,U1, U2) + α(
√
χ(X,U1, U2)))
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works. Fix a II1 factor M, a pair of good unitaries u1, u2 ∈ M, and a tuple
~y ∈ M. It is clear that
ψˆi(~y, u1, u2)
M ≤ inf{ψ(x, ~y, u1, u2)M : x ∈ C(u1, u2)}.
To see the other direction, fix x, x′ ∈ M and note that
ψ(x, ~y, u1, u2)
M ≤ ψ(x′, ~y, u1, u2)M + α(d(x, x′)),
whence, taking the infimum over x ∈ C(u1, u2), we have
inf{ψ(x, ~y, u1, u2)M : x ∈ C(u1, u2)} ≤ ψ(x′, ~y, u1, u2)M+α(
√
χ(x′, u1, u2)
M
),
whence the desired result follows from taking the infimum over x′.
The proof of part (2) proceeds in the same way once we find a formula ζ(X, ~U1, ~U2)
such that, for any II1 factor M, any two pairs of good unitaries ~u1, ~u2 ∈ M such
that C(u2) ⊆ C(u1), and any x ∈ M, we have that d(x,C(u2)′ ∩ C(u1)) ≤
ζ(x, ~u1, ~u2)
M
. Let
E :M→ C(~u2)′∩C(~u1), E1 : M → C(~u1), and E2 : C(~u1)→ C(~u2)′∩C(~u1)
be the usual conditional expecations, so E = E2 ◦E1 and d(x,C(~u2)′ ∩C(~u1)) =
‖x− E(x)‖2. Note that
‖x− E(x)‖2 ≤ ‖x− E1(x)‖2 + ‖E1(x)− E2(E1(x))‖2.
Now ‖x− E1(x)‖2 ≤
√
χ(x, u11, u12)M. As proved in [3, Section 4.2],
‖E1(x)− E2(E1(x))‖2 ≤
√
sup
y∈C(~u2)
‖[y,E1(x)]‖2.
Now notice that
‖[y,E1(x)]‖2 ≤ ‖E1(x)y − xy‖2 + ‖xy − yx‖2 + ‖yx− yE1(x)‖2.
Let ψ(X,Y, ~U2) := 2χ(X, ~U2) + ‖XY − Y X‖2. It follows that
sup
y∈C(~u2)
‖[y,E1(x)]‖2 ≤ ψˆs(x, ~u2)M.
Letting
ζ(X, ~U1, ~U2) :=
√
χ(X, ~U1) +
√
ψˆs(X, ~U2)
yields the desired formula. 
Repeatedly applying the Quantification Lemma yields:
Theorem 4.2 (Relativization Theorem). For any sentence θ in prenex normal form,
there is a formula θ˜(~U1, ~U2) such that, for any II1 factor M and any two pairs of
good unitaries ~u1, ~u2 ∈ M with C(~u2) ⊆ C(~u1), we have
θ˜(~u1, ~u2)
M = θC(~u2)
′∩C(~u1).
Moreover, θ˜ is also in prenex normal form and has the same number of alternations
of quantifiers as θ.
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We now introduce the formulae
ϕgood(U1, U2) := sup
X
inf
Y
max(max
i=1,2
‖[Y,Ui]‖2, d(X,Y )−.
√
χ(X,U1, U2)))
and
ϕn≤(
~Y ; ~U) := sup
X∈C(~U)
max
i=1,...,n
‖[X,Yi]‖2.
In the definition of ϕ≤, we are abusing notation and really mean the formula one
obtains from Lemma 4.1. In what follows, we will only need to consider ϕ3≤ and
denote this formula simply by ϕ≤.
Note that:
• If M is an ℵ1-saturated II1 factor, then ϕgood(u1, u2)M = 0 if and only if
u1, u2 is a pair of good unitaries.
• If M is any II1 factor, ~u ∈ M is a pair of good unitaries, and ~y ∈ Mn is
arbitrary, then ϕ≤(~y, ~u)M = 0 if and only if ~y ≤ ~u.
Definition 4.3. Given a sentence θ, we recursively define a sequence of sentences
θn as follows: Set θ1 := θ. Supposing that θn has been defined, we set θn+1 to be
the sentence
inf
~U1
max(ϕgood(~U1), sup
A
inf
~U2
max(ϕgood(~U2), ϕ≤(A, ~U1; ~U2), θ˜n(~U1, ~U2))).
When θ = τm, we write θm,n for (τm)n. Here is the main result of this paper:
Theorem 4.4. For each nonamenable group Γ, there is a sequence (rn(Γ)) of
positive real numbers such that, for any n, t ∈ N with t ≥ 1 and any α ∈ 2n, we
have:
θ
L(Tα(Γ))⊗t
m,n = 0 for all m ≥ 1 if α(n− 1) = 1;
θ
L(Tα(Γ))⊗t
m(Γ),n ≥ rn(Γ) if α(n− 1) = 0.
Proof. We prove the theorem by induction on n. When n = 1, the theorem holds
by Propositions 3.3 and 3.6.
Inductively suppose that the theorem is true for n. Fix a non-amenable group Γ.
First suppose that α ∈ 2n+1 is such that α(n) = 1. Fix also m, t ≥ 1. Let M be
the ultrapower of L(Tα(Γ))⊗t; by Łos’ theorem, it suffices to show that θMm,n+1 =
0. Fix a pair of good unitaries ~u1 > 1. Given a ∈ M, we can find a pair of good
unitaries ~u2 ∈ M such that ~u2 > {a, ~u1}. We then have that C(~u2)′ ∩ C(~u1)
is a generalized McDuff ultraproduct corresponding to α# and Γ, whence, by the
inductive hypothesis, we have that θ˜m,n(~u1, ~u2)M = θC(~u2)
′∩C(~u1) = 0. It follows
that θMm,n+1 = 0.
Now suppose, towards a contradiction, that there is no constant rn+1(Γ). Then
for each l > 1, there is αl ∈ 2n+1 and tl ∈ N with tl ≥ 1 such that θL(Tαl(Γ))
⊗tl
m(Γ),n+1 <
1
l
. Without loss of generality, each αl = α for some fixed α ∈ 2n+1. Let M :=∏
U L(Tα(Γ))
⊗tl , a generalized McDuff ultraproduct corresponding to α and Γ.
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We then have that θM
m(Γ),n+1 = 0. Let ~u1 be a pair of good unitaries witnessing the
infimum. Take any a > ~u1 and then take a pair of good unitaries ~u2 > awitnessing
the infimum for that a. We then have that C(~u2)′∩C(~u1) is a McDuff ultraproduct
corresponding to α# and Γ, whence θ˜m(Γ),n(~u1, ~u2)M = θ
C(~u2)′∩C(~u1)
n ≥ rn(Γ),
contradicting the fact that θ˜m(Γ),n(~u1, ~u2)M = 0. 
Remark 4.5. Note that each τm is equivalent to a formula in prenex normal form
that begins with an inf and has three alternations of quantifiers. By the construc-
tion, it is easy to check, by induction on n, that each θm,n is equivalent to a formula
in prenex normal form that begins with an inf and has 5n+3 alternations of quan-
tifiers. This agrees with the theoretical bounds given in [3].
Corollary 4.6. Suppose that Γ is any countable group and α,β ∈ 2ω are such
that α|n− 1 = β|n− 1, α(n) = 1, and β(n) = 0. Write β = (β|n+ 1)̂β∗. Set
m := m(Tβ∗(Γ)) and r := rn+1(Tβ∗(Γ)). Then θ
Mα(Γ)
m,n+1 = 0 and θ
Mβ(Γ)
m,n+1 ≥ r.
Remark 4.7. As pointed out in [1], the results there also show, for any count-
able group Γ and any distinct α,β ∈ 2ω , that C∗r(Tα(Γ)) and C∗r(Tβ(Γ)) are
not elementarily equivalent. Our results here do indeed yield concrete sentences
distinguishing these algebras. As mentioned in [1], the groups Tα(Γ) are increas-
ing unions of Powers groups, whence, by the proof of [2, Proposition 7.2.3], the
unique trace on C∗r(Γ) is definable, and uniformly so over all α ∈ 2ω. Conse-
quently, the θm,n’s can be construed as formulae in the language of C∗-algebras
with imaginary sorts added and, since the completion of C∗r(Tα(Γ)) with respect
to the GNS representation induced by the unique trace is Mα(Γ), we have that the
θm,n’s distinguish the C∗r(Tα(Γ))’s as well.
[1] also show that C∗r(Tα(Γ))⊗Z and C∗r(Tβ(Γ))⊗Z are also not elementarily
equivalent for distinct α,β ∈ 2ω , where Z is the Jiang-Su algebra. Since the
unique trace in a monotracial exact Z-stable algebra is definable (and uniformly
so) by [2, Section 3.5] and the closure of C∗r(Tα(Γ))⊗Z in its GNS representation
with respect to the unique trace is alsoM(Tα(Γ)), we also have concrete sentences
distinguishing the C∗r(Tα(Γ))⊗Z’s in the case that Γ is exact (e.g. when Γ = F2).
It would be interesting to know if the unique trace on C∗r(Tα(Γ))⊗Z is definable
in general, that is, for an arbitrary countable group Γ.
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