Finding a feasible solution of a given Mixed-Integer Programming (MIP) model is a very important (NP-complete) problem that can be extremely hard in practice. Very recently, Fischetti, Glover and Lodi proposed a heuristic scheme for finding a feasible solution to general MIPs, called Feasibility Pump (FP). According to the computational analysis reported by these authors, FP is indeed quite effective in finding feasible solutions of hard 0-1 MIPs. However, MIPs with generalinteger variables seem much more difficult to solve by using the FP approach.
Introduction
In this paper we address the problem of finding heuristic solutions of a generic MIP problem of the form
x j integer ∀j ∈ I
where A is an m × n matrix and I is the nonempty index-set of the integer variables. We assume without loss of generality that the MIP constraints Ax ≥ b include the variable bounds
(possibly l j = −∞ and/or u j = +∞ for some j), where N denotes the set of all (continuous and integer) variables. Finding any feasible MIP solution is an NP-complete problem that can be extremely hard in practice. As a matter of fact, state-of-the-art MIP solvers may spend a very large computational effort before initializing their incumbent solution. Therefore, heuristic methods aimed at finding (and then refining) any feasible solution for hard MIPs are very important in practice; see [4] , [5] , [13] , [14] , [15] , [16] , [17] , [19] , [20] , [22] , [11] , [9] , and [6] among others.
Very recently, Fischetti, Glover and Lodi [12] proposed a heuristic scheme for finding a feasible solution to general MIPs, called Feasibility Pump (FP) , that works as follows. Let P := {x : Ax ≥ b} denote the polyhedron associated with the LP relaxation of the given MIP. With a little abuse of notation, we say that a point x is integer if x j is integer ∀j ∈ I (no matter the value of the other components). Analogously, the roundingx of a given x is obtained by settingx j := [x j ] if j ∈ I andx j := x j otherwise, where [·] represents scalar rounding to the nearest integer. The (L 1 -norm) distance between a generic point x ∈ P and a given integerx is defined as ∆(x,x) = j∈I |x j −x j | Notice thatx is assumed to be integer; moreover, the continuous variables x j with j ∈ I, if any, do not contribute to the distance function ∆(x,x). For any given integerx, the distance function can be written as 1 
It then follows that the closest point x * ∈ P tox can easily be determined by solving the LP min{∆(x,x) : Ax ≥ b} (6) where Ax ≥ b is the original system Ax ≥ b possibly amended by constraints (5) . If ∆(x * ,x) = 0, then x * j (=x j ) is integer ∀j ∈ I, so x * is a feasible MIP solution. Conversely, given a point x * ∈ P , the integer pointx closest to x * is easily determined by just rounding x * . The FP heuristic works with a pair of points (x * ,x) with x * ∈ P andx integer, that are iteratively updated with the aim of reducing as much as possible their distance ∆(x * ,x). To be more specific, one starts with any x * ∈ P , and initializes a (typically infeasible) integerx as the rounding of x * . At each FP iteration, called pumping cycle, x is fixed and one finds through linear programming the point x * ∈ P which is as close as possible tox. If ∆(x * ,x) = 0, then x * is a MIP feasible solution, and the heuristic stops. Otherwise,x is replaced by the rounding of x * so as to further reduce ∆(x * ,x), and the process is iterated.
The FP scheme (as stated) tends to stop prematurely due to stalling issues. This happens whenever ∆(x * ,x) > 0 is not reduced when replacing x by the rounding of x * , meaning that all the integer-constrained components ofx would stay unchanged in this iteration. In this situation, a few componentsx j are heuristically chosen and modified, even if this operation increases the current value of ∆(x * ,x). The reader is referred to [12] for a detailed description of this (and related) anti-stalling mechanisms.
According to the computational analysis reported in [12] , FP is quite effective in finding feasible solutions of hard 0-1 MIPs. However, as observed in the conclusions of that paper, MIPs with general-integer variables are much more difficult to solve by using the FP approach. This can be explained by observing that, for a general integer variable, one has to decide not just the rounding direction (up or down), as for binary variables, but also the new value of the variable; e.g., if a variable x j is between 0 and 10 and takes value 6.7 (say) in the LP relaxation, the decision of "moving up" its value still leaves four values (7, 8, 9 , and 10) to choose from. The same difficulty arises in case of stalling: in the binary case, one only needs to choose the variables to flip (from 0 to 1 or viceversa), whereas for general integer variables one also has to decide their new value.
In this paper we build on the ideas presented in [12] for 0-1 MIPs and extend them in two main directions. The first one is to handle effectively MIP problems with both binary and general integer variables. The second is to exploit the information obtained from the feasibility pump to drive an enumeration stage.
The paper is organized as follows. In Section 2 we propose an FP extension to deal with MIPs with general-integer variables. Computational results are presented in Section 3, where we compare the FP performance with that of the commercial solvers Xpress Optimizer 16.01.05 and ILOG Cplex 9.1 on a set of hard general MIPs taken from MIPLIB 2003 library [3] and other sources. Section 4 considers the important issue of improving the quality of the first solution found by FP. Finally, we draw some conclusions in Section 5.
The Feasibility Pump for general-integer MIPs
The basic scheme of our FP implementation for general MIPs is illustrated in Figure 1 . As already stated, the method generates two (hopefully convergent) trajectories of points x * andx that satisfy feasibility in a complementary but partial way-one satisfies the linear constraints, the other the integer requirement. The current pair (x * ,x) is initialized at steps 1-2. The while-do loop at step 4 is executed until the distance ∆(x * ,x) becomes zero (in which case, x * is a feasible MIP solution), or the current iteration counter nIter reaches a given limit (maxIter). At each pumping cycle, at step 6 we fixx and re-define x * as the closest point in P , so as to hopefully reduce the current distance ∆(x * ,x). At step 7 we check whether ∆(x * ,x) = 0, in which case x * is feasible and we stop. Otherwise, at step 9 we replacẽ x by [x * ] (the rounding of x * ), and repeat. In case the components of the newx indexed by I would coincide with the previous ones, however, a more involved computation is needed to avoid entering a loop. We first compute, at step 11, a score σ j = |x * j −x j |, j ∈ I, giving the likelihood of component 
. Then, at step 12 we updatex by performing the TT (say) moves with largest score, where TT is generated as a uniformly-random integer in range (T/2, 3T/2), and T is a given parameter.
In order to avoid cycling, at step 13 we check whether one of the following situations occurs:
• the current pointx is equal (in its components indexed by I) to the one found in a previous iteration;
• distance ∆(x * ,x) did not decrease by at least 10% in the last KK (say) iterations.
If this is the case, we perform a restart operation (to be detailed later), consisting in a random perturbation of some entries ofx. As a further step to reduce the likelihood of cycling, we found it useful to also perturb the rounding function used at step 2 of Figure 1 . Indeed, the rounded components are typically computed as [x j ] := x j + τ with τ fixed at 0.5. However, in our tests we obtained better results by taking a random τ defined as follows:
where ω is a uniform random variable in [0, 1). Using the definition above, threshold τ can take any value between 0 and 1, but values close to 0.5 are more likely than those near 0 or 1; see Figure 2 for an illustration of the probability distribution and density for τ (ω). 
Binary and general-integer stages
Difficult MIPs often involve both binary and general-integer variables playing a quite different role in the model. A commonly-used rule in MIP solvers is to branch first on binary variables, then on general integers. This corresponds to the "smallest domain first" rule in constraint programming: branching on a variable with a large domain (e.g., a general integer variable) will not enforce as powerful constraints as branching on a variable with a small domain (e.g., a binary variable), therefore it is postponed to the bottom of the tree. Following this approach, we found useful to split the FP execution in two stages. At Stage 1 (binary stage), we concentrate on the binary variables x j with j ∈ B (say), defined as the integer variables x j with u j − l j = 1, and relax the integrality condition on all other x j , j ∈ I \ B. This produces an easier MIP, with a distance function ∆(x,x) that does not involve any additional variable d j . The purpose of the binary stage is to reach as soon as possible a solution that is feasible with respect to the binary variables, with the hope that the general-integer ones are also "almost integer" and only a few of them will require the introduction of the additional variables d j and of the associated constraints (5).
At Stage 2, instead, the integrality condition on all (binary and nonbinary) variables x j , j ∈ I, is restored, and the FP method continues by taking into account all the integrality requirements (this requires the introduction, at each iteration, of the additional variables d j needed to express the distance function with respect to the current pointx).
During Stage 1, the restart operation at step 13 is only performed in case of cycling (i.e., when the samex is found in different iterations), and consists in a random flip of the binary variables that did not change in the last iteration, with probability |x * j −[x * j ]|+ρ, where ρ = 0.03 is an hardwired parameter.
The algorithm exits Stage 1 and moves to Stage 2 when: (a) a "feasible" (with respect to the binary variables only) solution x * has been found, or (b) the incumbent minimum ∆(x * ,x) has not been updated in the last KK = 70 iterations, or (c) an iteration limit has been reached. The pointx that produced the smallest ∆(x * ,x) during Stage 1 is stored and passed to Stage 2 as the initialx.
Enumeration stage
For some difficult instances, FP (as stated) turns out to be unable to find a feasible solution within acceptable computing time. In this case, instead of insisting with the classical FP scheme one can think of resorting to a sort of "enumeration stage" based on the information provided by the previous FP execution. Following this idea, we have implemented the following simple scheme.
Let x B (B for best) be the LP point x * computed at step 6 of the algorithm of Figure 1 which is as close as possible to its roundingx. Even in case x B is not feasible, we typically have that the infeasibility measure ∆(x B ,x) is small. Therefore it seems reasonable to concentrate onx and use a (possibly heuristic) enumerative MIP method in the attempt of finding a feasible integer solution which is close tox. In our implementation, this is obtained by applying a general-purpose (truncated) MIP solver to the original problem (1), after having replaced the original objective function c T x by the distance function (4), wherex := [x B ] is the "almost feasible" solution available after Stage 2. The idea here is to exploit the full power of the MIP solver, but with an objective function that penalizes the solutions that are far from the available "almost feasible" FP solutionx.
As the enumeration phase above is applied at the end of Step 2, it will be referred to as the Stage 3 of the overall FP method.
Computational experiments
In this section we report computational results comparing the performance of the proposed FP method with that of the two state-of-the-art commercial solvers, namely, Xpress Optimizer 16.01.05 [8] and ILOG Cplex 9.1 [18] . Of course, the heuristic performance of a MIP solver depends heavily on the branching rule (as discussed, e.g., in [7] ), on the tree-exploration strategy [9] , and on the tuning of specific parameters of the MIP solver at hand. In our experiments, however, we decided to use as much as possible the default parameter values of the codes under comparison. To be specific, in our FP implementation we used the following parameters:
• iteration limit set to 10000 and 2000 for Stage 1 and 2, respectively;
• parameter TT set to 20;
• parameter KK set to 70 for stage 1 and 600 for Stage 2;
• in the perturbation phase of steps 11-12 of Figure 1 , we consider only variables with fractional value (defined as |x j −[x j ]|) greater than 0.02, and always leave the other variables unmodified.
In order to have a fair comparison, the LP/MIP functions used within FP are the same used by the method under comparison. To be more specific, we ran Xpress Optimizer against an FP implementation based on Xpress Optimizer procedures (called FP-xpress in the sequel), and ILOG Cplex against an FP implementation based on ILOG Cplex procedures (called FP-cplex in the sequel). Within our FP code, we used the ILOG Cplex function CPXoptimize and Xpress Optimizer function XPRSminim to solve the initial LP (thus leaving to the solver the choice of the actual LP algorithm to invoke), with the default parameter setting except for disabling the presolver. For the subsequent LPs with the modified objective function, we forced the use of the primal simplex algorithm. The reason for this choice is that, from iteration to iteration, the feasibility of the current basis is always preserved during stage 1 and, quite often, also during stage 2 (according to our computational tests, using the primal simplex yields to better computing times on 31 out of 35 instances and, on average, to a 25% performance improvement). Finally, within the enumeration Stage 3 we set the ILOG Cplex parameter MIP emphasis to 4 (i.e., Emphasize hidden feasible solutions, so as to activate the RINS heuristic [9] ), in order to bias the search towards feasibility rather than optimality. All other solver parameters were left at their default values.
The MIP solvers compared against FP have been run in their default settings (with presolver enabled), except the ILOG Cplex parameter MIP mphasis (set to 1, i.e., Emphasize integer feasibility) and the Xpress Optimizer parameter XPRScutstrategy (set to 3, i.e., Aggressive cut strategy). According to our computational experience, these settings gave the best average results, for the respective solvers, on the instances we considered.
Our testbed is made by general-integer MIP instances drawn from four sources: 4. the network design and multicommodity routing instances described in [9] .
Pure 0-1 instances from all sets have been excluded from the comparison, as they have been addressed in [12] . Table 1 reports the instance name, the corresponding number of variables (n), of 0-1 variables (|B|), of general-integer variables (|G| = |I| − |B|) and of constraints (m).
The results of our experiments are reported in Table 2 (Xpress Optimizer vs FP-xpress) and in Table 3 (ILOG Cplex vs FP-cplex). The focus was to evaluate the capability of the compared methods to converge to an initial feasible solution, hence all methods were stopped as soon as the first feasible solution was found. For the MIP solvers, the tables report the computing time to get the first feasible solution (time) and the corresponding number of branching nodes (nodes).
As to FP, we report the computing time to get the first feasible solution (time), the stage where this solution was found (stage), the overall number of FP iterations (iter ) and of restarts (restarts) in stages 1 and 2. The last column of the tables gives the computing time speedup of FP over the compared methods (a value greater than 1 meaning that FP was faster). Finally, the last rows of the tables report the total computing time needed to process the whole testbed, and the average speedup of FP over the compared method.
Computing times are expressed in CPU seconds, and refer to an Intel Pentium IV 2.4GHz personal computer with 512 Mbyte of main memory. A time limit of 1 hour of CPU time was imposed for all methods. Table 3 : Convergence to a first feasible solution using ILOG Cplex
According to the tables, FP compares favorably with both MIP solvers. Indeed, both FP-xpress and Xpress Optimizer found a feasible solution for all but 3 instances, but FP-xpress was 14% (in geometric mean) faster than Xpress Optimizer in finding its first solution. As to the ILOG Cplex implementation, FP-cplex found a feasible solution to all but one instance, thus solving one instance more than ILOG Cplex and was 2.00 times (geometric mean) faster than ILOG Cplex. Also to be noted is that 25 out of the 35 instances have been solved by FP-cplex either in Stage 1 or 2, i.e., without the enumeration of Stage 3.
To test the effectiveness of the binary stage, we also ran FP-cplex with its Stage 1 disabled. The results are reported in Table 4 and show that the binary stage has a really big impact on the overall performance: without Stage 1, 4 more instances could not be solved by FP-cplex, whose computing time was on average 9 times worse due to the increased number of iterations and of auxiliary variables (the latter reported in column aux var ) required. Table 5 reports the total time and percent time spent by FP-cplex in each individual stage.
Finally, in order to validate the effectiveness of our approach we compared these results with the performance of the original FP algorithm [12] . Since this method can only handle 0-1 MIPs, we converted each model in our testbed to a 0-1 problem by replacing each general-integer variable with a set of binary variables representing the binary encoding of the integer values. More precisely, we replaced each general-integer variable x i , where 0 ≤ x i ≤ u i , with n i := log 2 (u i + 1) binary variables x ik such that x i = n i −1 k=0 2 k x ik . The original FP applied to the resulting 0-1 MIPs turned out to be faster in reaching its first feasible solution on just 3 instances (namely, arki001, neos10, and rococoC11-011100), whereas, on all other instances, it took much longer or could not find any solution at all.
Improving feasible solutions
As already mentioned, in the previous experiments our main attention was on the computing time spent to find a first feasible solution. In this respect, the FP results were very satisfactory. However, the quality of the solution delivered by FP is often considerably worse than that computed (in a typically longer time) by ILOG Cplex or Xpress Optimizer. This can be explained by noting that the FP method uses the original objective function only at step 1, when the solution of the LP relaxation is used to initialize x * , while the original costs are completely disregarded during the next iterations. As Table 5 : Time spent in each stage a consequence, the quality of x * andx tends to deteriorate rapidly with the number of iterations and of restarts performed. This explains why the same behavior is much less pronounced in the binary case studied in [12] , where driving the pair (x * ,x) towards feasibility turns out to be much easier than in the general-integer case and requires a considerably smaller number of iterations and of restarts.
In this section we investigate three simple FP strategies aimed at improving the quality of the solutions found by the method.
The first strategy is based on the idea of adding an artificial upper bound constraint c T x ≤ U B to the LP solved at step 6, where U B is updated dynamically each time an improved feasible solution is found. To be more specific, right after step 1 we initialize z * LP = c T x * (= LP relaxation value) and U B = +∞. Each time an improved feasible MIP solution x * of value z H = c T x * is found at step 6, we update U B = αz * LP + (1 − α)z H for a certain α ∈ (0, 1), and continue the while-do loop. We observed that, due to the additional constraint c T x ≤ U B, it is often the case that the integer components ofx computed at step 9 define a feasible point of the original system Ax ≥ b, but not of the current one. In order to improve the chances of updating the incumbent solution, we therefore apply (right after step 9) a simple post-processing ofx consisting in solving the LP min{c T x : Ax ≥ b, x j =x j ∀j ∈ I} and comparing the corresponding solution x (if any) with the incumbent one-solution x being guaranteed to be feasible for the original problem, as all the integer-constrained variables have been fixed at their corresponding value inx.
In the other two strategies, we stop FP as soon as it finds a feasible solution, and pass this solution either to a Local Branching heuristic [11] , or to a MIP solver using RINS strategy [9] . Table 6 compares the quality of the best solution returned by ILOG Cplex with that of the solution found (within a 3600-second time limit) by FP-cplex and then improved by means of one of the three strategies above. In the table, the first four columns report the instance name (name), the value of the LP relaxation (LP relax ) and of best feasible solutions found within the 3600-second time limit by ILOG Cplex (Cplex ) with two different settings of its MIP emphasis parameter, namely "emp=1" for integer feasibility and "emp=4" for hidden feasible solutions (i.e., RINS heuristic). As to FP-cplex with the artificial upper bound, it was run with the same settings described earlier, by requiring a 20% (respectively, 30%) improvement at each main iteration (i.e., with α ∈ {0.2, 0.3}); see columns FP-XX%. Tests with α = 0.1 and α = 0.4 led to slightly worse solutions (with an average quality ratio of about 1.26) and are not shown in the Table 6 : Solution quality with respect to ILOG Cplex (emp=1); 3600-second time limit
Column FP-lb refers to the Local Branching implementation available in ILOG Cplex 9.1 by activating its local branching flag, whereas column FPrins refers to ILOG Cplex with MIP emphasis 4 (that activates the internal RINS improvement heuristics). For both FP-lb and FP-rins, the incumbent solution is initialized, via an MST file, by taking the first FP-cplex solution.
For all strategies, the table gives the solution ratio with respect to the best solution found by ILOG Cplex (emp=1). Ratios were computed as the value of the best solution found by the various methods over the value of the solution found by ILOG Cplex (emp=1); if the values were negative, the problem was viewed as a maximization one and the ratio was inverted, hence a ratio smaller than 1.0 always indicates an improvement over ILOG Cplex. In the last line of the table, the average ratio (geometric mean) is reported; the average does not take into account the instances where FP succeeded in finding a solution, while ILOG Cplex did not. For each instance, we marked with an asterisk the method that produced the best feasible solution.
According to the table, all the FP methods are able to improve significantly the quality of their incumbent solution. The most effective FP strategies seem to be FP-lb and FP-rins, that produced the best solutions in 8 and 13 cases, respectively.
ILOG Cplex (emp=1) ranked first 14 times. As to ILOG Cplex (emp=4), it produced the best solution in 18 cases but failed in 3 cases to find any solution within the 3600-second time limit. Moreover, pure ILOG Cplex methods seem to be particularly suited for exploiting the structure of rococo* instances-if these 11 instances were removed from the testbed, FPrins would have ranked first 13 times, thus outperforming both ILOG Cplex (emp=1, that ranked first 10 times) and ILOG Cplex (emp=4, first 11 times but with 3 failures).
Among the compared FP-XX% methods, the one requiring 30% improvement at each main iteration is the more effective one, though its performance is still inferior to the one of the LB/RINS local search methods.
Finally, Figures 3, 4 and 5 plot the value of the best feasible solution over time, for the three instances atlanta-ip, msc98-ip and icir97 tension.
Conclusions
In this paper we addressed the problem of finding a feasible solution of a given MIP model, which is a very important (NP-complete) problem that can be extremely hard in practice.
We elaborated the Feasibility Pump (FP) heuristic presented in [12] , and extended it in two main directions, namely (i) handling as effectively as possible MIP problems with both binary and general-integer variables, and (ii) exploiting the FP information to drive an effective enumeration phase.
We presented extensive computational results on large sets of test instances from the literature, showing the effectiveness of our improved FP scheme for finding feasible solutions to hard MIPs with general-integer variables.
As to the solution quality, it appears to be rather poor when the very first feasible solution is found, but it can be improved considerably by integrating FP with improvement tools such as Local Branching or RINS.
Future directions of work include extending the FP idea by using a nonlinear (quadratic) distance function, to be applied to linear and (even more interestingly) to nonlinear problems with integer variables. Also interesting is the incorporation of the original objective function (through an adaptive scaling multiplier) in the definition of the FP distance function; interesting results in this directions have been recently reported by Achterberg and Berthold [2] and used in the non-commercial MIP solver SCIP [1] . Finally, a topic to be investigated is the integration of FP within an overall enumerative solution scheme. In this context, the FP heuristic can of course be applied at the root node, so as to hopefully initialize the incumbent solution. But one can also think of running FP (possibly without its time-consuming stage 3) from the LP relaxation of different nodes in the branch-and-cut tree, thus increasing the chances of finding improved feasible solutions. 
