We analyze the impact of institutional quality on firm survival in 15 European emerging markets over the period of 2006-2015. Our dataset comprises 79,591 companies from 15 countries in Central and Eastern Europe (CEE). Firms included in our dataset had to satisfy two conditions: (i) they were in business at the end of 2006 (i.e., before the global financial crisis), and (ii) they provided information about their survival status at the end of 2015. In terms of regional distribution, we work with firms from: (a) Central EU countries (36,743 obs.) Institutional quality is usually measured through some index. As no index captures all aspects of the quality of institutions, we utilized quite a wide range of institutional variables to control for legal system, democracy, national governance, corruption, and banking and enterprise reforms. As an alternative, we perform a principal component analysis to create a comprehensive institutional quality index formed from our seven measures of institutional quality. Table 1 shows the baseline results of these institutional variables and their impact on firm survival. The estimated coefficients are less than 1, which means that the institutional variable contributes to increased survival probability of firms in the countries included in the research sample. The effect of all these institutional variables is statistically significant, the size of the coefficient describes the economic significance, that is, the magnitude of the effect. Moreover, our results show that institutional quality (IQ) is a significant preventive factor for firm survival, and it displays diminishing returns as its effect is largest for low-level IQ countries and smallest for high-level IQ countries.
Executive Summary
We analyze the impact of institutional quality on firm survival in 15 European emerging markets over the period of 2006-2015. Our dataset comprises 79,591 companies from 15 countries in Central and Eastern Europe (CEE). Firms included in our dataset had to satisfy two conditions: (i) they were in business at the end of 2006 (i.e., before the global financial crisis), and (ii) they provided information about their survival status at the end of 2015. In terms of regional distribution, we work with firms from: (a) Central EU countries (36, 743 Institutional quality is usually measured through some index. As no index captures all aspects of the quality of institutions, we utilized quite a wide range of institutional variables to control for legal system, democracy, national governance, corruption, and banking and enterprise reforms. As an alternative, we perform a principal component analysis to create a comprehensive institutional quality index formed from our seven measures of institutional quality. Table 1 shows the baseline results of these institutional variables and their impact on firm survival. The estimated coefficients are less than 1, which means that the institutional variable contributes to increased survival probability of firms in the countries included in the research sample. The effect of all these institutional variables is statistically significant, the size of the coefficient describes the economic significance, that is, the magnitude of the effect.
Moreover, our results show that institutional quality (IQ) is a significant preventive factor for firm survival, and it displays diminishing returns as its effect is largest for low-level IQ countries and smallest for high-level IQ countries.
In terms of specific indicators, the level of national governance and the extent of corruption control exhibit the key impacts. In terms of firm-specific controls, indicators of ownership structure and aggregate financial performance are the economically most significant factors associated with increased survival probability of firms in European emerging markets
Institutions and determinants of firm survival in
Introduction
The quality of institutions has been empirically shown to affect economic growth (Hall and Jones, 1999; Acemoglu et al., 2001; Eicher and García-Peñalosa, 2006; Fagerberg and Srholec, 2008; Hasan et al., 2009 ) and, on a corporate level, institutions have been identified as impacting firm performance (Porter, 1998; Yasar et al., 2011; Faruq and Weidner, 2018; Ghoul et al., 2017; Fidrmuc et al. 2017 ). Despite the above evidence, the role of institutions has been largely neglected with respect to firm survival (Che et al., 2017) . In this paper, we aim to bridge the gap in the empirical research in two ways. First, we contribute to the literature by analyzing how institutional quality affects firm survival probability while controlling for number of financial and other firm-specific characteristics. Second, we analyze firm survival in an underresearched region of European emerging markets where the varying level of institutions represents an important issue (Fan et al., 2011) . North (1993) argues that high-quality institutions are indispensable for economic growth as they facilitate efficient transactions among firms. Johnson et al. (2002) show that nature of property rights and availability of external finance represent distinct channels through which institutions affect firm economic outcomes. Desai et al. (2005) demonstrate that greater fairness and greater protection of property rights increase firm entry, reduce firm exit rates, and that these institutional factors are particularly important in lesser-developed markets. In this respect, Égert (2016) shows that better institutions positively affect firm productivity and that differences in productivity across countries can be explained, to a considerable extent, by cross-country variation in the overall quality of institutions. In terms of productivity, Dosi et al. (2017) show that productivity plays an important role in a firm's ability to survive. The above evidence provides a compelling background motivating our analysis of the nexus between institutions and firm survival.
We analyze firms in emerging European markets for two reasons. First, the impact of institutions on firm survival is likely to be even more important for firms in emerging markets,
where the institutional quality is lower than in developed economies (Acemoglu et al., 2005) .
Second, the economic reforms of the 1990s in Central and Eastern Europe (CEE) were aimed at creating competitive market economies and more efficient enterprises by firm restructuring, privatization, and reform of supporting institutions (Aussenegg and Jelic, 2007; Kočenda and Hanousek, 2012a) . Large numbers of new firms were entering the market at that time, and while firms' entry might be quite easy, their survival in the market was often difficult (McDermott, 2004) . This fact is particularly important for firms from the new member states of the European Union (EU) that first had to go through an uneasy transformation process before their EU accession (Estrin et al., 2009 ) and almost immediately had to cope with the global financial crisis (GFC) that, in general, negatively affected their performance (Hanousek et al., 2015) .
In our analysis, we adopted the following research strategy. To analyze the impact of institutions, we assemble a representative set of variables to capture institutional quality in countries under research. In doing so, we control for the extent of rule of law, degree of democracy, development of the civil society and national governance, level of corruption control, along with progress in banking and enterprise reforms; details on institution quality variables are provided in the Data section. With various measures of institutional quality, we can control for cross-country differences in country characteristics, as our sample of 15 CEE countries exhibits some heterogeneity in economic, social, and political features. As an alternative, we perform a principal component analysis to create a comprehensive institutional quality index formed from our seven measures of institutional quality. This step has two advantages: we can analyze the aggregate impact of institutions without omitting any particular institutional variable and avoid correlations existing among different institutional indices reported by Fidrmuc et al. (2017) .
In our assessment, we further control for firm-specific and industry-level factors to effectively account for their impact on firm survival. This approach follows Goddard et al. (2009) , who argue that firm-specific factors are most important in explaining variations in firm performance. Hence, we employ standard corporate finance variables to capture firm financial performance. We then employ a set of representative controls to account for legal form, ownership structure, corporate governance, and other firm-specific characteristics. The quantitative analysis is done based on the Cox proportional hazards model.
Due to the general lack of works linking institutions with firm survival, we have formulated our key hypotheses based on an analogy to the firm performance literature. 1 Since the quality of institutions is positively linked with productivity, which enhances firms' ability to survive, we expect that better institutions should enhance firms' survival chances. Further, based on the fundamental principle of decreasing marginal returns (Smith, 1950) , we also hypothesize that in countries with better institutional quality, the contribution of institutions to firm survival should be smaller than in countries with institutions of lower quality. Finally, we hypothesize potential effects of various firm-specific controls based on the relevant literature reviewed in Section 2.
In our contribution to the existing literature on firm survival we build and use an extensive database of 79,591 companies with their firm-level characteristics from 15 CEE countries. We assess the effect of institutions proxied by several relevant variables that reflect the quality of institutions in the CEE region; in addition, we control for financial performance and other relevant firm-specific factors. Apart from the baseline estimation of the Cox proportional hazards model, we have re-estimated our model on different country groups and different industries. We also account for legal origin, EU membership, differences in bankruptcy law and differences in accounting rules/standards. The main results show that institutional quality is an important factor positively affecting firm survival but that the effect exhibits decreasing marginal returns. Furthermore, we show that ownership structure and aggregate financial performance are key, economically significant factors that increase the probability of firm survival. These results are robust across indicators of institutional quality, country groups, industries, time periods, assumptions on survival distributions, and alternative estimators.
The remainder of the paper is organized as follows. In Section 2, we review the relevant literature and formulate our hypotheses. Section 3 describes the data and applied methodology.
In Section 4, we bring forth extensive and detailed results. Section 5 is the conclusion.
Literature review
In Section 2, we perform two tasks. We review studies relevant to our analysis and, on its basis, we formulate the hypotheses that we will later test. Scarpetta et al. (2002) note that firm-level analyses on survival do not generally follow a unified or rigorous model, and until now, there does not exist one. However, firm-level survival analyses share common theoretical elements (Manjón-Antolín and Arauzo-Carod, 2008). First, "creative destruction" is important in determining survival and growth. Second, the set of control variables used in regressions belongs to standard categories in the theory of firms and markets. We follow the above standard in the literature plus add the variables of institutions.
Institutions
We build the link between quality of institutions and firm survival on the following grounds. First, the idea of a country's institutional quality affecting the local business environment, competition, and firm profitability-and as a direct consequence, firm bankruptcy-is certainly not new. In one of his classic works, Porter (1998, p. 80) states:
"Businesses cannot operate efficiently under onerous regulatory red tape or under a court system that fails to resolve disputes quickly and fairly." Obviously, some aspects of the business environment (for example, the legal system) affect all industries. A closely related topic is corruption, which is widely believed to prevent poor countries from catching up to developed countries (De la Croix and Delavallade, 2009). Finally, economic freedom in general is a significant factor determining overall economic growth (Gwartney et al., 1999) .
Further motivation is grounded in empirical evidence. Johnson et al. (2002) show that the nature of property rights and availability of external finance represent distinct channels through which institutions affect firm economic outcomes. Égert (2016) empirically shows that the quality of institutions positively affects productivity of firms in the OECD countries. Moreproductive firms are intuitively better suited to stay on the market than are less productive firms. This intuition is empirically supported by Dosi et al. (2017) who, based on U.S. firm data, demonstrate that productivity plays a key role in firms' ability to survive and that their productivity is even more important than their profitability. Desai et al. (2005) demonstrate that greater fairness and greater protection of property rights increase firm entry and reduce firm exit rates and that these institutional factors are particularly important in lesserdeveloped markets. Che et al. (2017) and Zhang et al. (2017) provide direct evidence that level of property rights protection positively affects survival of Chinese firms, while severity of government corruption demonstrates negative impact (Che et al. , 2017) .
The above empirical links between institutions and firm survival can be further supplemented indirectly by evidence relevant specifically to the CEE countries under research. Hanousek and Kočenda (2014) show that geographical, cultural, and institutional factors affect trade in primary goods, parts and components, capital goods, and consumer goods among ten new EU members and old EU countries. Since their analysis was conducted on disaggregated data, the impact of institutional factors on firm performance, represented by their bilateral international trade, might be considered potentially impacting their ability to survive in the market as well. A similar analogy can be drawn from the empirical evidence presented in some other studies: Kafouros and Aliyev (2016) showed that domestic firms in 16 CEE economies benefit from improvements in institutional environments; Fidrmuc et al. (2017) showed that high institutional quality related to property rights and trade freedom reduces the share of assets tied up unproductively in the CEE firms; Kapounek (2017) showed that lending activity of private banks is increased by the level of globalization, freedom and openness in many countries, including those in the CEE region.
The above evidence forms the basis for our assessment of the quality of institutions as a determinant of firm survival. We will employ several comprehensive indices that capture
various aspects of what we refer to as the "quality of institutions" (although we use this term in a broader sense). Our main research hypothesis is as follows: The quality of institutions does not have a positive impact on firm survival.
Institutional quality is usually measured through some index. As no index captures all aspects of the quality of institutions, we utilized quite a wide range of institutional variables to control for legal system, democracy, national governance, corruption, and banking and enterprise reforms. Table 1 contains definitions and descriptive statistics of the variables used in our empirical analysis.
Institutions are the rules of the game in societies that induce economic growth (North, 1990 ); as such, the quality of institutions is different in specific countries, and its impact on firm survival might differ as well. Acemoglu et al. (2005) also argued that institutions play a vital role in explaining differences in economic growth among countries. Hence, following Fan et al.
(2011), we also focus on a possible unequal effect of institutional quality on firm survival in different countries based on differences in the existing levels of their institutional quality.
Firm-specific factors
In Table 1 , we further listed our firm-specific controls. Table 1 shows that the limited liability company is the most numerous legal form of firm in our sample. Further we examine the jointstock company, partnership and cooperative types; other corporate legal forms are less frequent and are grouped into one category. A firm's corporate legal form is quite likely to play a significant role in its survival, as confirmed by Harhoff et al. (1998) , who found that German firms with limited liability have (as opposed to their counterparts with full liability) higher growth but also higher insolvency rates.
Apart from institutional quality and corporate legal form, we are interested in firms' ownership structure and corporate governance, which are both often neglected in the survival literature. Several studies have addressed the impact of ownership concentration on firm performance. However, as shown in a meta-analysis of 42 studies (Wang and Shailer, 2015) , in emerging markets, the literature contains conflicting and inconclusive empirical results. In fact, there are two theoretical hypotheses that explain both a positive relationship between large shareholders and firm failure (the alignment hypothesis; see Shleifer and Vishny, 1986 ) and a negative relationship between large shareholders and firm failure (the expropriation hypothesis; see Claessens et al., 2000) .
Within the ownership structure, we introduce two controls on state and foreign ownership. First, in emerging European markets, the state retained some control even after privatization programs were largely completed (Kočenda and Hanousek, 2012b (Megginson, 2016) . Second, with respect to the ownership structure, it has been well-documented (since the 1980s in the literature on industrial organization) how foreign direct investments affect market dynamics. Generally speaking, two outcomes are possible: (i) foreign ownership increases overall sector efficiency, causing less efficient domestic firms to exit, or (ii) a spillover effect transmits higher productivity to domestic firms, allowing them to survive even with increased competition (Franco and Gelübcke, 2015) . Again, empirical findings are not that persuasive. For example, Taymaz and Özler (2007) found that foreign ownership does not significantly impact the survival of domestic firms. However, after the recent global financial crisis, Alfaro and Chen (2012) showed that foreign firms had better survival chances than their local counterfactuals with similar economic characteristics. However, this result does not hold in non-crisis periods. After the transition from central planning to market orientation, in economies such as those in our sample, we expect foreign ownership to increase the probability of firm survival.
Within the category of corporate governance, we will consider two main factors: the number of board directors and employment of an international audit firm. The composition of boards of directors has been studied extensively, since the agency theory explains why the separation of ownership and control can be an efficient form of economic organization (e.g., Fama, 1980) . Early on, the literature did not offer full consensus on the relationship of the number of board directors and firm performance. Daily and Dalton (1994) confirmed that there are differences in proportions of affiliated directors between bankrupted and non-bankrupted firms. The extensive meta-analysis of Dalton et al. (1998) also showed evidence for a positive relationship between board size and performance. However, later empirical findings tell us a different story. Results of Boone et al. (2007) indicate that board size varies across firms and has a changing nature over time due to specific characteristics of individual firms. Coles et al. (2008) challenged the idea that one board size could possibly fit all firms. For example, small and large firms have dramatically different board structures (Linck et al., 2008) .
The body of research on audit quality and its impact on firm performance increased significantly after the Enron-Andersen affair. Some indication that audit quality may have declined in the 1990s was provided by Francis (2004) . After the financial crisis, Aldamen et al. (2012) found in a sample of US listed firms that a smaller (more experienced) audit committee is more likely to be positively associated with firm performance. Recent findings of Bajra and Čadež (2018) suggested that the formal existence of an audit committee in large EU listed firms is a necessary but not a sufficient condition for enhancing the quality of financial reporting. As noted by Fan et al. (2011, p. 207) Most research in the bankruptcy and firm survival literature focuses on financial and business variables (Kumar and Ravi, 2007) . Although we are deviating from the mainstream literature by employing a wider set of possible firm survival determinants, we employ several standard financial control variables. Return on assets (ROA) and gross margin represent financial performance and are naturally key determinants with hypothesized positive effects on firm survival (Görg and Spaliara, 2014) . Even though the CEE countries have particular characteristics specific to emerging markets, solvency, measured as a ratio of shareholders'
funds to total assets, should be positively associated with firm survival (Guariglia et al., 2016) .
Linkage with capital market represents a firm's ability to access external funds and should have a positive impact on firm growth and survival (Musso and Schiavo, 2008) .
The last two variables included in our models are firm size and age. A large body of empirical studies challenged Gibrat's Law (Gibrat, 1931) , which assumed that firm growth is independent of its size. Geroski (1995) found that both firm size and age are positively related to firm survival, convincingly refuting Gibrat's Law. We may refer to this refutation as a "stylized result." However, Agarwal and Audretsch (2001) showed that this result contradicts the theory of strategic niches proposed by Porter (1979) . They suggested that both views are actually correct, but firm survival depends on industry life cycle and its technology intensity.
Therefore, even smaller firms could remain small and take advantage of their size in the mature phase of the life cycle and in high-tech industries. Results of Agarwal and Gort (2002) also indicated that small firms are positively related to hazard rates, as opposed to firm age. Finally, Klepper and Thompson (2006) state that larger and older firms fail less often, but they also argue that the impact of age and size on a firm's exit may emerge due to other important determinants that were not included in an empirical specification in the first place.
Our review of the related literature is far from exhaustive. 2 One of our main conclusions is that conflicting results are common in the governance literature and in the literature on firm survival and bankruptcy. In our analysis, we aimed to present results relevant to firms in emerging markets and to eliminate some discrepancies with our comprehensive assessment. in the analyzed period, along with the exit rate, is captured in Figure 1 with detailed counts for country groups, industries and years. We consider failed firms to be those with the explicit status of dormant/inactive, 3 in liquidation/bankruptcy, and/or dissolved. In addition, micro and small firms represent a minority in the dataset. Firms with 50 or more employees are represented by 51,302 observations, which is more than two-thirds of our sample. Firms with 25 or more employees are represented by 74,599 observations, which is approximately 94% of our sample. Hence, the effect of institutions is analyzed mainly on medium and large firms.
Data and methodology

Data coverage
[ Figure 1 here] Figure 1 . Number of failed firms and exit rate by region, industry, and year
The entire set of company-specific variables that can be considered firm survival determinants is extracted from the Bureau van Dijk's Orbis database; the main advantage of the 2 For further reading, please see relevant reviews, such as Santarelli and Vivarelli (2007) , and Manjón-Antolín and Arauzo-Carod (2008) . 3 Of the 19,635 failed firms, there are 1,574 dormant/inactive firms. These firms never re-emerged in the subsequent years and, thus, are not (i) "sleeping" and ready to be made firms or (ii) residual state firms that have been dissolved after privatization (and assigned bad loans and assets.) Hence, these dormant/inactive firms in the dataset can be truly regarded as non-survivors.
Orbis database is that it also retains data for inactive firms. Firm-specific variables cover various areas, from standard financial indicators to more subtle firm characteristics. They characterize firms from the perspective of their legal form (joint-stock company, limited liability company, partnership, or cooperative), ownership structure (number of large shareholders, foreign ownership, or state ownership), corporate governance (number of board directors, non-linear effect of number of board directors, and use of the international audit firm), firm financial performance (ROA, gross margin, and solvency ratio), linkage with capital market (listed company), firm size and age. 4 We account for the diversity of firms in terms of their size and country of origin by employing market-adjusted values of their financial performance (ROA, gross margin, and solvency ratio), size and age, in the spirit of Barber and Lyon (1996) . Adjustment is done in the form of the distance from industry median based on Eisenberg et al. (1998; p. 41) , as the Barber and Lyon (1996) approach is primarily applicable towards the ROA. The definitions and descriptive statistics of all firm-level variables are provided in Table 1 . Further, in Table A .7, we provide a correlation matrix to show that correlations between pairs of explanatory variables are low in general and that multicollinearity among explanatory variables does not hamper our results.
We further compile a set of several indices that capture various aspects of the institutional environment and institutional quality (IQ). The Rule of Law index published in the Worldwide Governance Indicators of the World Bank database captures perceptions of the extent to which agents have confidence in and abide by the rules of society, in particular, the quality of contract enforcement, property rights, the police, and the courts, and the likelihood of crime and violence (info.worldbank.org). The Rule of Law index provides a country's score on a scale of -2.5 to 2.5 and is commonly used to capture the degree of institutional quality across countries (Kočenda and Poghosyan, 2018) . We also use four ratings obtained from the Freedom House Economist about country-specific progress during transition.
All the above institutional quality variables are arbitrarily scaled-that is, they are ordinal measures. Since we work with three different scales, we normalize the indicators so that they provide comparable impact of the institutional quality independently of their original scale.
Due to potential multicollinearity problems, we estimate our models with each IQ variable separately. However, we also include in our estimation a first principal component extracted from seven individual IQ variables. We call this synthetic IQ variable a "Comprehensive IQ index." Additional details and descriptive statistics are presented in Table 1 . 5 Finally, in addition to the above covariates, we gathered data to account for several systemic impacts that we cover in more detail later in Section 4.5, where we perform and report results of robustness checks. 
Cox proportional hazards model
We estimate the effects of various factors on firm survival with the Cox proportional hazards model (Cox, 1972) . Its advantages are described following its formal introduction. The Cox proportional hazards model assumes that the hazard denoting the probability of an event (firm exiting the market) h0(t) depends on time t and a set of relevant covariates xin:
5 Other proxies capturing different aspects of institutional quality might be considered as well. The following studies employ, for example, the anti-self-dealing index (Djankov et al., 2008) ; the public enforcement indices (La Porta et al., 2006; Djankov et al., 2008) ; the insider trading rules index (Cumming et al., 2011; Cumming et al., 2015) ; the legal enforcement index (La Porta et al., 1998) ; and the disclosure index (La Porta et al., 1998) . However, most of these studies do not cover transformation economies and do not provide the data for them. To mitigate the lack of data, we assessed an alternative data source with widely available country coverage. (5), correlations among these proxies are high. This means that our comprehensive IQ variable is a good proxy for the overall institutional quality in our set of countries when compared to further relevant alternative measures of institutional quality. However, even the PRS data do not always cover all 15 CEE countries.
where β1, β2, …, and βn are the parameters to be estimated. Specification (1) 
then the so-called hazard ratios for these two observations are defined as follows (note that they are independent of time t):
In the Cox model, the baseline hazard h0(t) depends only on time t and, thus, can take any form, while covariates enter the model linearly; further, this survival model bypasses the necessity of proxies to capture a risk of a firm failure that might preclude accurate comparison.
For this reason, the Cox model is called a semi-parametric model. Compared to parametric models, the Cox model has an advantageous feature; regardless of how the survival time T is distributed, the results obtained from the estimation of the Cox model are robust (Iwasaki, 2014; p. 190) . In comparison to the standard logit models, survival models allow for the probability of firm failure to vary over time. The above features form the ground for which the Cox model is the most commonly used technique in empirical firm survival studies (Manjón-Antolín and Arauzo-Carod, 2008) and allow for an easy comparison of our results to those in other studies.
Estimates of parameters β from (2) and (3) are obtained from the maximum likelihood estimation of the logarithmic transformation of specification (1), which is represented by the following linear model:
Our estimation strategy follows examples of approaches adopted by Esteve-Pérez et al.
(2004), Taymaz and Özler (2007) , Iwasaki (2014 ), or Che et al. (2017 . In our results, we will present each parameter β in the form of a hazard ratio, due to its straightforward interpretation. A statistically significant hazard ratio indicates how the probability of a firm exiting the market is multiplied when a specific covariate x (e.g., a firm survival determinant in the form of an independent variable) changes by one unit. 6 If an estimate is over 1, we may consider a determinant (covariate x) to be a risk factor, increasing the probability of firm exit.
Similarly, if an estimate is below 1, such a determinant (covariate) is considered a preventive factor inhibiting a firm's exit from the market.
Statistically significant estimates below 1 are economically more significant preventive factors if they are further from 1; opposite applies to estimates larger than 1. A following example can serve as a useful illustration of the economic significance meaning. A statistically significant estimate of a hazard ratio denotes percent change in survival probability by a oneunit change of a covariate in question. If we have two estimates of hazard ratios (of two covariates) with values of 0.9 (covariate A) and 0.8 (covariate B), then a unit improvement in these covariates is linked to a 10% (covariate A) and 20% (covariate B) increase in probability of firm survival, respectively, because 1 -0.9 = 0.1 and 1 -0.8 = 0.2. Since covariate B is associated with higher survival probability, it is economically more significant than is covariate A.
We understand that an endogeneity issue may arise in the survival analysis under certain conditions (Liu, 2012) : if (i) an independent variable is a future variable, (ii) the estimation period is very short, or (iii) the dependent variable is continuous. Under these circumstances, an instrumental variable (IV) method or a two-stage residual inclusion method (2SRI) should be applied (Liu, 2012; Carlin and Solid, 2014) . However, as we showed earlier in this section, all independent variables in our analysis are predetermined, which rules out an endogeneity problem arising from simultaneity between dependent and independent variables (Iwasaki, 2014) . Further, the estimation period of nine years covers sufficiently long time-span. Finally, the dependent variable is a discrete (binary) variable observed on a yearly basis. On the basis of the above arguments, our survival analysis is not subject to any of the three conditions articulated by Liu (2012) . We also acknowledge that many variables that we use to measure 
Results
Effects of different measures of institutional quality
Our baseline model contains a full set of firm-specific variables (survival determinants) plus a variable to proxy for institutional quality (IQ); altogether, we have seven IQ proxies. In the first step, we estimate the identical baseline model with each IQ variable separately; the set of all firm-specific variables is also always included. In Table 2 , we present the estimated hazard ratios for individual IQ variables to show how different aspects of the institutional environment affect firm survival chances. We do not present estimates for firm-specific variables at this stage; their hazard ratios are consistently similar across different IQ variables.
Results in Table 2 show that the level of national governance and the extent of corruption control exhibit the strongest effect among the IQ proxies. Recall that a (statistically significant estimate of) hazard ratio denotes percentage change in survival probability by one unit change of a covariate in question. For example, the hazard ratio of national governance is 0.7. In other words, a unit improvement in the level of a country's national governance is linked to a 30% increase in firm survival probability (1 -0.70 = 0.30). Similarly, unit improvement in the extent of corruption control increases firm survival probability by approximately 23% (1 -0.77 = 0.23). The higher the percentage figure is, the greater the economic effect or economic significance of a specific variable.
The rest of the alternative IQ measures-rule of law, enterprise reform, level of democracy, civil society, and banking reform-are somewhat less economically significant but can also be decisively considered preventive factors lowering the probability of a firm's exit. In many studies, the level of legal protection of private property represents a key aspect of institutional quality (North, 1990; Acemoglu et al., 2001; Besley and Ghatak, 2009 ). In our case, the Rule of Law Index is an economically significant preventive factor for firm survival. The finding also correlates with the importance of property rights with respect to firm survival in China (Zhang et al., 2017) . We estimate our baseline model with the comprehensive IQ variable, along with all firmlevel controls, and present the results in Table 3 . At first, we discuss several outcomes related to IQ impact. In the next section, we discuss implications related to firm-specific variables. The estimated hazard ratio associated with the comprehensive IQ variable is 0.95 (column [2] in Table 3 ), which means that the aggregate effect of institutions decisively helps to lower a firm's exit probability. This aggregate result is consistent with a general argument that institutional quality is mirrored in the level of legal protection of private property (North, 1990; Acemoglu et al., 2001; Besley and Ghatak, 2009 ) and with specific results of Che et al. (2017) or Zhang et al. (2017) , who show a positive effect of property rights protection on firm survival in China.
We re-estimate the baseline model with country fixed effects (and without the IQ index);
results are reported in column [1] . When compared to the results reported in column [2] (with the IQ index), we see that the effect of firm-specific variables only slightly differs across both specifications. However, the coefficient associated with the IQ index shows that the level of aggregate institutional quality improves firm survival chances on top of the firm-specific determinants. In this respect, we conclude that the institutional quality measures contain more information than do country unobservables hidden in the fixed effects.
Further, we re-estimate the baseline model to account for the effect of EU membership.
Some of the sample countries are not EU members. However, the EU requires certain institutional reforms as entry criteria. Additionally, the EU prevents states intervening (i.e., subsidizing) on behalf of failed firms. It is therefore plausible that firms in some of the non-EU member countries could survive longer despite weaker institutional quality. An alternative argument could be that firms from EU member countries benefit from the EU membership economically (e.g., access to the EU market or receiving more (foreign) investment) and are therefore more likely to survive longer. The effect of the EU membership is reported in column
[3], and the EU membership alone can be seen as a preventive factor. However, when EU membership is controlled for, together with the institutional quality (column [4]), its effect becomes statistically insignificant, but the institutional quality is still linked to improved survival probability. The same estimation for non-EU members reveals that firms from outside the EU face a higher probability of exit (column [5] ). Finally, we perform additional check and assess the effect of an interaction term between the comprehensive IQ index and the EU dummy variable (IQ*EU). A significant hazard ratio (0.72208) indicates potential existence of a synergy effect between institutional quality and EU membership on firm survival.
Effects of firm-specific variables
The corporate legal form of a company appears to be an economically significant preventive factor. The effect should not be overstated, though. Each firm has to be established and function in a specific legal form. Hence, survival probability should be assessed primarily from the perspective of how each legal form enables to deal with profits and losses. In this respect, limited liability and cooperative forms are consequently associated with somewhat higher survival probability than joint-stock company form. This finding is consistent with previous research shown in Esteve-Pérez and Mañez-Castillejo (2008) .
With respect to ownership structure, large shareholders and foreign shareholders decrease the probability of firm failure by 9% (coefficient 0.91) and 40% (coefficient 0.60),
respectively. On the other hand, the effect of state ownership is statistically insignificant. First, the number of large shareholders characterizes the concentration of control in a firm. In Table   1 , we show that, on average, firms are controlled by more than two large shareholders or a pair of blockholders. It seems that less concentrated control improves firm survival probability (and not control in hands of a single dominant shareholder); the result correlates well with similar findings related to firm efficiency and shown in Hanousek et al (2015) . Second, the results might imply that foreign ownership increases overall sector efficiency, as suggested by Franco and Gelübcke (2015) , because survival probability of foreign owned firms increases. 7 These results are in line with the findings of Alfaro and Chen (2012) but contradict those of Taymaz and Özler (2007) .
In terms of corporate governance, larger boards of directors exhibit positive effect, albeit the economic impact is low. The effect is not straightforward, though. Since the squared term of the number of board directors is slightly over 1, the relationship between this variable and probability of firm survival appears to have an inverted U-shaped pattern. As a result, the probability of exit for firms with larger boards is low, but it increases to reach a peak and eventually prompts an increase in the probability of failure as the board grows larger. The findings are robust with respect to board size as the Orbis database reports the board size even 7 Although, it should be noted, that the same factors affecting firm survival may affect foreign investors' choice to invest in the firms. The self-selection makes determination of causation between survival and foreign investment more difficult: do firms survive longer because of foreign investors or do foreign investors choose firms with higher probability of the survival? In our empirical setting we are not able to rule out this self-selection bias. However, we believe the former is the case, as Hanousek et al. (2015) show that foreign majority owners improve firm efficiency; and more efficient firms are likely to have better survival chances.
for micro and small firms (including zero directors); thus, all observations with missing information on board size were excluded from our analysis.
Further, from a corporate governance perspective, using an international audit firm increases the probability of the firm's exit. This result might come as a surprise at first glance because international auditors are often associated with superior services. However, the international auditors' market in most of the 15 CEE countries is monopolized by the Big Four auditing firms. 8 Recent empirical evidence suggests that Big Four auditors do not necessarily provide higher quality audits, as these audits depend to a large extent on client characteristics (Lawrence et al., 2011) . However, the negative impact has a more down-to-earth explanation that is grounded in current auditing standards and practices. International auditors are used to perform audits of the financial statements in firms according to the International Financial
Reporting Standards (IFRS), which are dominated by a sense of caution and discretion; the IFRS are issued by the IFRS Foundation and the International Accounting Standards Board (IASB).
Based on the set of the International Standards on Auditing (ISA), the auditors accentuate that accounting units (firms) include all risks in their financial statements (according to ISA 315 and ISA 330) that could affect the ability of a firm to continue its operation (i.e., going concern basis according to ISA 560). 9 In doing so, the auditors press the firms to create reserves and provisions without regard to whether they are tax-deductible. Such reserves and provisions are substantially higher than firms considered needed in the past. Thus, the auditors require presentation of the financial statements in a fair and truthful manner that is not affected by external factors. In effect, application of the accounting estimates, including fair value accounting estimates, and related disclosures in an audit of financial statements (according to the ISA 540) lead to the requirement not to overvalue the assets and not to undervalue the liabilities. Ultimately, strict application of the standards leads to a decrease in the financial performance of firms, and such financial performance is even lower in firms that are in a worse economic position in the first place. We acknowledge that there might also be other factors at work. However, we believe that a legitimate application of the IFRS by international audit firms might effectively result in lowering the survival chances of the (internationally audited) firms.
Three financial performance indicators (ROA, gross margin, and solvency ratio) are consistently linked to improved probability of firm survival. Moreover, when we assess coefficients associated with these determinants jointly, then such aggregate financial performance exhibits larger impact than does that of corporate governance. Individually, solvency ratio is linked to a 6% improvement in survival probability, which is higher than ROA (4%) and profit margin (3%). The result is intuitively correct since higher solvency ratio indicates higher ability of self-financing. Hence, a firm's lower dependence on debt and its financial stability in the long run are likely more important factors with respect to firm survival than is strictly profit-making strategy (indicated via profit-linked indicators). These results are consistent with previous evidence brought, for example, by Görg and Spaliara (2014), Musso and Schiavo (2008), and Guariglia et al. (2016) .
Whether a firm is listed on a stock exchange is shown to be an indicator lowering survival probability. The fact that being listed is a risk factor might be due to some specific conditions in the countries under research. During the transformation process from centrally planned to market-oriented economies, national stock exchanges ended up with excessively large numbers of listed firms as a result of mass privatization schemes. Thus, emerging stock markets in the CEE region contain firms that are not necessarily the most efficient and profitable ones.
In the worst case, firms might even be subject to asset stripping, documented previously by Johnson et al. (2000) , when firm managers, investment funds as owners, and other majority shareholders expropriate resources of the companies at the expense of other (minority) shareholders. Moreover, as Iwasaki (2014) noted, the recent global financial crisis caused severe damage to listed and bond-issuing companies through a significant capital crunch and/or unrealized losses on assets. Clearly, none of the above conditions promotes firm survival.
Firm size is a risk factor for firm survival, although with a negligible economic effect (a hazard ratio only slightly over the threshold of 1). Firm size is usually considered a preventive factor (e.g., Geroski, 1995 Geroski, , 2010 . This observation is intuitively straightforward, as it is expected that larger firms have lower hazard rates of exiting than do smaller firms (Klepper and Thomson, 2006) . Nevertheless, markets in the CEE region are still quite distinct from those of developed countries. The obtained result might well resonate with such specifics, since our finding is indirectly supported by Hanousek et al. (2015) , who show that larger EU firms can be associated with less efficiency in general. In addition, Kosová and Lafontaine (2010) show that survival of franchised chains decreases with the chain size. Although their result is not directly comparable with ours, it demonstrates that a negative effect of size on firm survival is not entirely implausible.
Finally, firm age can be associated with improved survival probability. The effect is consistent with earlier findings (Geroski, 1995; Klepper and Thompson, 2006) , and its magnitude is in a similar range as that of corporate finance indicators. 
Differences in institutional quality and firm survival
The group of 15 CEE countries in our sample exhibits some degree of heterogeneity in terms of their economic and political development. The differences among countries also apply to the institutional environment. In Table A .2, we present the values of employed IQ variables that illustrate the institutional quality differences among countries. These differences are summarized by the values of the comprehensive IQ index introduced in Section 4.1.
Based on the comprehensive IQ index, we divided 15 CEE countries into three country groups according to their comprehensive IQ index levels: high (Czech Republic, Estonia, Hungary, Latvia, and Slovakia), mid-level (Bulgaria, Croatia, Lithuania, Poland, and Romania), and low (Bosnia, Macedonia, Moldova, Montenegro, and Serbia). Grouping the countries based on institutional quality indirectly accounts for potential differences in internal factors (tax system, etc.) among countries, as those with a similar level of institutional quality are expected to exhibit a similar level of development of various internal factors. We then re-estimate the Cox model for each country group and present our results in Table 4 . Again, we see that the quality of the institutional environment is a factor that is associated with improving a firm's chances of survival. Hence, evidence presented in Tables 3 and 4 enables us to reject our key hypothesis, as the institutions are shown to be a contributing factor to firm survival.
We can go even further in our inferences based on the values of the coefficients associated with the comprehensive IQ indicator. It is evident that the economic significance of institutions is highest in countries with a low quality of institutions, where a marginal increase in IQ has a strong impact on firm survival. In contrast, in countries with a high IQ, a marginal increase in IQ causes a much smaller effect. Thus, estimation results indicate the presence of diminishing returns from improvement in country-level IQ. The result carries a strong implication: since the effect of institutions on firm survival visibly changes with the level of institutional quality, the effort to refine institutions brings more fruit to developing economies than to developed ones.
Finally, when we compare the results presented in Table 3 , the effect of firm-specific control variables remains, in principle, the same. Ownership structure plays a vital role in strengthening the probability of firm survival. Foreign ownership significantly helps firms to survive in all three country groups, although the effect is larger for low-and middle-IQ countries; the impact of state ownership is, again, statistically insignificant. Other statistically significant preventive factors that remained unchanged from our baseline estimation are the number of board directors (its squared term is still slightly higher than 1), ROA, gross margin, solvency ratio, and firm age. Firm size is still a risk factor, but its economic significance is less than negligible. Exceptions, where the effect of control variables differs across groups of countries and with respect to Table 3 , are covariates: joint-stock companies, cooperatives, international audit firms, and listed companies. However, these few exceptions are not materially important. 
Breakdown of firm survival by industry
As argued by Audretsch and Mahmood (1995) , business survival rates may vary across industries. For this reason, we estimate our baseline model irrespective of the country in which a firm operates but instead for different industries. According to NACE Rev. 2 classification we form four groups: agriculture, forestry, and fishing (Section A); mining and manufacturing (Sections B-E); construction (Section F); and services (Sections G-S). Estimation results are available in Table 5 .
First, our comprehensive IQ index is statistically significant for all industries except services. In agricultural industries, it became an even much more economically significant preventive factor, as opposed to our previous results.
All other results remained practically the same, although some variables are now not statistically significant, preventing us from drawing some general conclusions. This point is true even for industries that are well-represented in our sample, i.e., with more than 30,000 observations (Sections B-E and Sections G-S). Ownership structure and corporate governance factors still appear to lower the probability of firm exit. The same holds for the ROA, gross margin, and solvency ratio. As in the previous results, firm size or whether a firm is listed does not improve survival probability. 
Robustness checks
To verify the validity of our results, we performed various robustness checks. Some can be drawn from previous subsections, while others are based on new estimations. In Table 2 showed that the beneficial impact of institutions is robust with respect to the level of the institutional environment in different country groups (Table 4 ) and across different industries (Table 5 ). The country grouping is robust with respect to individual IQ variables because the comprehensive IQ indicator is highly correlated with individual IQ variables, and country ranking remains stable irrespective of differences in individual IQ variables. More details are provided in Table A .2.
In Table 2 , we further show that the impact of firm survival determinants is robust across both EU and non-EU members. On the other hand, EU membership improves firm survival probability, while non-EU membership decreases it. However, when EU membership is controlled for together with institutional quality, its effect becomes statistically insignificant.
Apart from the EU membership, there are other country-specific factors for which we control. One is potential differences in accounting rules/standards. The differences in the accounting systems exist because accounting practices tend to reflect the particular legal and cultural environment in which they are developed (Alexander et al., 2007) . Differences in the emerging European markets can be traced along the geopolitical lines that form the groups of the Central European, Balkan, and Baltic countries. With the economic and integration process, the countries in our sample gradually adopted reporting practices in accord with the international financial reporting standards (IFRS). As of now the IRFS are used for large companies in all countries in our sample and are even adhered to by large numbers of small companies. Nevertheless, we account in two ways for potential differences in accounting rules/standards that were still present around the financial crisis when our sample begins.
First, the differences are to an extent captured by country fixed effects (Table 2) . Second, we form three additional country groups as discussed above. In Table A .
(columns [1]-[3]), we
report that the impact of institutional quality differs slightly depending on the country grouping. The key observation is that in Balkan countries, institutional quality helps to improve survival probability more than in Central Europe or Baltic groups where accounting rules at the beginning of our research period were closer to the standards in continental Europe. However, potential differences in accounting rules/standards do not affect the impact of covariates, as the results for firm-specific controls remain the same.
Other factor reported to be important in the finance and law literature (La Porta et al., 1998; Beck et al., 2003; Djankov et al., 2008 ) is a legal origin (German, French, and Scandinavian civil law). Our sample contains post-transition countries that after recovery from the wreckage of socialist law reverted to the legal system in place before 1945. Similarly to Aussenegg et al.
(2018), we follow the La Porta et al. (1998) We also account for differences in the bankruptcy laws. The bankruptcy or insolvency laws were passed in the early 1990s, and they were often soon amended as demanded by economic development during the transformation process. No specific bankruptcy models were suggested for CEE nations, though. Rather, countries created varying bankruptcy codes with respect to the type of privatization schemes adopted (Gerlach, 1998) . Because of the strong ties of the bankruptcy law to privatization, the bankruptcy law has been instrumental for the development of legal structures needed for the support of market economies in the CEE countries (Bufford, 1996) . Currently, the EU insolvency regime is binding on all EU member states, but national legislation concerning insolvency proceedings remains different across the EU members (Lastra, 2011) . Therefore, we control for existing differences in bankruptcy laws based on the time-varying data on "time to resolve insolvency" (in years) from the World Bank's Doing Business project (http://www.doingbusiness.org/). Differences in design and enforcement of the bankruptcy laws might potentially affect survival of firms in different countries, but in Table A .3 (column [6] ), we show that, in our case, such an effect is statistically insignificant.
Further, many variables that we use to measure institutional quality might be correlated with aggregate macroeconomic conditions or stage of a business cycle. To control for the economic development over time, we re-estimated the Cox proportional hazards model for different periods, for which we also adjusted the number of analyzed (failed and survived) firms. We opted for this direct approach, instead of using an additional control (e.g., GDP p.c.), (i) to keep our model parsimonious and (ii) to provide direct results on the effect of institutions over time. Although in the crisis period, our comprehensive IQ index was not statistically significant, our results show that the effect of the institutions does not importantly vary with period analyzed (Table A .4) . The effect of the firm-specific controls is largely also timeinvariant.
As another robustness check, we explore whether institutions affect firms differently by age and size and estimate the Cox model by firm size (larger versus smaller) and by firm age (older versus younger). The results are reported in Table A .5 and show that our findings are robust against differences in firm size and age. These results also imply that smaller and younger firms are not more exposed to the detrimental effects of weak institutions. With respect to other determinants, employing an international audit firm and firm size are still risk factors, although only for larger and/or older firms.
In terms of methodology, we also re-estimated the key version of the baseline model by employing the Accelerated Failure Time (AFT) and Competing Risk (CR) models, as these models recently penetrated the finance literature (see, e.g., Giot and Schwienbacher, 2007; Hammer et al., 2017) . In our study, right censoring occurs when the firm's failure is not observable within the sample period. The above models control for this (using weights) and allow censored observations to enter the regression. We report results in Table A .5. The coefficients from the Cox hazard model and those from the AFT and CR models are not directly comparable. However, based on the coefficient values and signs, we report that all three models deliver qualitatively similar results.
We also re-estimated the Cox hazards model with different assumptions on survival distribution, including the exponential, Weibull, and Gompertz distributions. The results are presented in Table A .6 and show that the effect of the institutions is invariant with respect to assumptions of survival distribution. This point is also largely true in terms of firm-specific controls.
Finally, we have in our dataset 3,129 observations of the firms in financial services (sector K), which is less than 4% of the sample. These firms usually have links to a differently structured balance sheet. As a robustness check, we eliminated these firms from our empirical analysis, but there were no material changes in the estimation results.
Concluding remarks
We analyzed the effects of institutional quality on firm survival. We employed the Cox proportional hazards model on a large sample of 79,591 companies from 15 countries in Central and Eastern Europe (CEE) during 2006-2015. Furthermore, we employed an extensive set of firm-specific characteristics as controls, accounted for country-specific differences, and performed a number of robustness checks. Overall, our results are robust with respect to institutional quality indicators, country groups, industries, time periods, assumptions on survival distributions, and alternative estimators.
Assessment of the firm-specific controls brings interesting outcomes. Foreign ownership and ownership structure with several shareholders (i.e. less concentrated control) are the factors with the most significant economic impact on survival probability. Standard corporate finance indicators (ROA, gross margin, and solvency ratio) exhibit also positive and weighty joint impact of their aggregate financial performance, which is in line with earlier evidence.
While older firms exhibit higher survival probability, their size appears to be a risk factor, although its economic effect is less than negligible. The corporate legal form and whether the firm is listed provide mixed results, depending on the country group and individual industries.
In sum, we show that indicators of ownership structure and aggregate financial performance are the economically most significant factors that are linked to increased survival probability of firms in European emerging markets.
Further, we bring evidence that institutions and their quality play an important role as a preventive factor helping firms improve their probability of survival. In terms of specific indicators, the level of national governance and the extent of corruption control represent the key institutional impacts on firm survival. Other measures-rule of law, enterprise and banking reforms, civil society, and democracy-also decisively affect firm survival, but their impact is smaller.
In addition, we created a synthetic comprehensive indicator of institutional quality based on the principal component analysis of individual institutional measures and assessed the effect of institutions on groups of countries with different levels of institutional quality. We show that the economic significance of institutions is highest in countries with the lowest quality of institutions. Estimation results clearly indicate that returns from improving institutions diminish as the quality of institutions increases. Consequently, the greatest benefits can be expected for firms in those emerging European markets that lag the most in terms of their institutions' development.
A hypothetical question emerges: what happens to firm survival if the institutions in an
emerging European market become close to those in a mature European economy? To answer such economic question, we would need to collect new data after some time elapses and institutional quality across Europe converges. Based on discovered existence of diminishing returns we might conjecture that the role of institutions should still be positive. However, as their quality improves other economic, financial, legal and governance factors should be expected to lead the way. Eisenberg et al. (1998) 2007-2008 2007-2010 2007-2013 2009-2010 2011-2013 2014-2015 
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