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ABSTRACT
Outdoor videos sometimes contain unexpected rain streaks
due to the rainy weather, which bring negative effects on
subsequent computer vision applications, e.g., video surveil-
lance, object recognition and tracking, etc. In this paper, we
propose a directional regularized tensor-based video derain-
ing model by taking into consideration the arbitrary direction
of rain streaks. In particular, the sparsity of rain streaks in spa-
tial and derivative domains, the spatiotemporal sparsity and
low-rank property of video background are incorporated into
the proposed method. Different from many previous methods
under the assumption of vertically falling rain streaks, we
consider a more realistic assumption that all the rain streaks
in a video fall in an approximately similar arbitrary direc-
tion. The resulting complicated optimization problem will be
effectively solved through an alternating direction method.
Comprehensive experiments on both synthetic and realistic
datasets have demonstrated the superiority of the proposed
deraining method.
Index Terms— Video restoration, rain removal, tensor
modeling, directional total variation, ADMM
1. INTRODUCTION
The existence of undesirable rain streaks in images or videos
has a significant negative impact on outdoor visual system,
such as object detection [1, 2], event detection [3], object
recognition [4] and tracking [5]. Rain streaks removal from
videos or images is thus an important issue and has been in-
vestigated extensively in computer vision research.
Inspired by the pioneering deraining research [6], a large
amount of rain streaks removal methods have been proposed
to enhance imaging performance. The current methods can
be divided into two categories: single-image-based methods
and video-based methods. For single-image rain removal,
Kang et al. [7] decomposed an input hazy image into low-
and high-frequency components, and proposed to separate the
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rain streaks from the high-frequency component using sparse
coding. Luo et al. [8] removed rain streaks from a single
image via highly discriminative sparse coding. Li et al. [9]
utilized patch-based Gaussian mixture model (GMM) prior
to restore a rain-free image from its rainy version. The re-
stored images, however, often suffer from loss of fine details.
For video rain streaks removal, Garg et al. [6] developed a
comprehensive rain detection method based on photometric
and dynamic models related to rain streaks. Kim et al. [10]
first estimated an initial rain map using temporal correlation,
and then restored the rain-free video by low-rank matrix com-
pletion. Jiang et al. [11] presented a tensor-based video rain
streaks removal model by considering the discriminatively in-
trinsic characteristics of video background and rain streaks.
Wei et al. [12] proposed to improve deraining results by in-
tegrating with the spatiotemporal smoothness of moving ob-
jects and low-rank structure of video background. Please refer
to Ref. [13] for a survey work on rain streaks removal.
More recently, effective deep learning architectures [14,
15, 16, 17, 18] have achieved impressive results for both
single-image and video deraining. It should be pointed out
that the deraining results are strongly depended on the volume
and diversity of training datasets. To make deraining more
flexible, mainly inspired by the work of [11], we will propose
a directional regularized tensor-based video rain streaks re-
moval model based on the assumption of arbitrary direction
of rain streaks. Its satisfactory deraining performance benefits
from the directional regularizer and tensor modeling.
2. PROBLEM FORMULATION
The rainy video O ∈ Rm×n×t can be modeled as a linear
superimposition of the desired unknown video background
B ∈ Rm×n×t and the rain streaksR ∈ Rm×n×t, i.e.,
O = B +R. (1)
The goal of deraining is to decompose the desired video
background B and rain streaks R from the input rainy video
O. This decomposition process is an ill-posed inverse prob-
lem. The (statistical) priors on both B and R should be con-
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sidered to regularize the decomposition process. By introduc-
ing priors on both B andR, Ref. [11] proposed a tensor-based
variational model for video rain streaks removal, i.e.,
min
B,R
α1‖∇yR‖1 + α2‖R‖1 + α3‖∇xB‖1 + α4‖∇tB‖1 + rank(B)
s.t. O = B +R, B,R ≥ 0, (2)
where ∇x,∇y,∇t denote three unidirectional TV operators
with respects of vertical, horizontal and temporal directions.
The tensor-based variational model (2) is based on the as-
sumption of vertical direction of falling raindrops. It is infre-
quent in realistic scenarios due to the influence of wind and
other factors. Meanwhile, this variational model (2) only con-
siders the sparsity of vertical derivatives of rain streaks and
uses the traditional TV regularizer ‖∇yR‖1. The L1-norm
regularizer ‖R‖1 is related to the assumption that the mag-
nitudes of rain streaks are commonly sparse. Since the hor-
izontal and temporal derivatives of video background are as-
sumed to be sparse, TV regularizers ‖∇xB‖1 and ‖∇tB‖1 are
used to regularize the deraining process. By using the spatio-
temporal coherences of video data, tensor modeling rank(B)
is introduced to further enhance imaging performance.
3. DIRECTIONAL REGULARIZED TENSOR
MODELING
3.1. DTV Regularized Tensor Decomposition Model
The falling directions of raindrops are essentially spatially
variant in realistic videos. For the sake of simplicity, we as-
sume that all rain streaks fall in an approximately identical
direction. We propose to develop a directional regularized
tensor modeling for removing video rain streaks as follows
min
B,R
α1‖∇dR‖1 + α2‖R‖1 + α3‖∇xB‖1
+ α4‖∇yB‖1 + α5‖∇tB‖1 + rank(B)
s.t. O = B +R, B,R ≥ 0, (3)
where d denotes the falling direction of rain streaks,∇d is the
directional total variation (DTV) operator. We will detailedly
discuss the potential reasons why introducing different regu-
larization terms in Eq. (3).
Sparsity of Rain Streaks in Spatial and Derivative Do-
mains In the case of light rain, rain streaks can be sparsely
represented in both spatial and derivative domains. As the
rainfall intensity becomes higher, it is better to consider the
sparsity of rain streaks in derivative domain. The image
derivatives are calculated along the falling (not vertical) di-
rection of rain streaks. In contrast, Jiang et al. [11] only
considers the vertical direction which is an invalid assump-
tion in practice. The L1-norm regularizer ‖R‖1 and DTV
regularizer ‖∇dR‖1 are adopted to model the sparsity of rain
streaks in spatial and derivative domains, respectively.
Sparsity of Video Intensities in Spatial and Temporal
Domains Both vertical and horizontal derivatives in outdoor
images can be well distributed as the Laplacian distribution1.
TV regularizer is essentially related to the assumption of
Laplacian prior [19]. There commonly exists high similarity
between consecutive frames within one video. The distribu-
tion of differences between any two consecutive frames (i.e.,
along temporal direction) can also be modeled by a Lapla-
cian prior. Therefore, TV regularizers ‖∇xB‖1, ‖∇yB‖1 and
‖∇tB‖1 are used to model the sparsity of video intensities in
vertical, horizontal and temporal directions, respectively.
Tensor Structures in Video Intensities Spatial self-
similarities within each frame and temporal similarities be-
tween any two consecutive frames can be visually observed,
especially for video generated by static camera or with static
background. Recently, low-rank [10, 20, 21] and tensor [11]
modeling have significantly improved the deraining perfor-
mance. By exploiting the tensor structures in video intensities
[11], our model (3) also minimizes the rank of B to promote
the decomposition of video background and rain streaks.
3.2. Numerical Optimization
The alternating direction method of multipliers (ADMM)
framework [22] will be used to effectively solve the compli-
cated unconstrained optimization problem (3). By introduc-
ing several intermediate variables, we can reformulate (3) as
the following equivalent constrained version
min
R,D,S,X ,Y,T ,L
α1‖∇dD‖1 + α2‖S‖1 + α3‖X‖1
+ α4‖Y‖1 + α5‖T ‖1 + ‖L‖∗
s.t. D = R, S = R, X = ∇x(O −R),
Y = ∇y(O −R), T = ∇t(O −R),
L = O −R, O ≥ R ≥ 0 (4)
whose augmented Lagrangian function LA is given by
LA = α1‖∇dD‖1 + α2‖S‖1 + α3‖X‖1 + α4‖Y‖1 + α5‖T ‖1
+ ‖L‖∗ + β1
2
∥∥∥D −R− Λ1
β1
∥∥∥2
F
+
β2
2
∥∥∥S −R− Λ2
β2
∥∥∥2
F
+
β3
2
∥∥∥X −∇x(O −R)− Λ3
β3
∥∥∥2
F
+
β4
2
∥∥∥Y −∇y(O −R)− Λ4
β4
∥∥∥2
F
+
β5
2
∥∥∥T −∇t(O −R)− Λ5
β5
∥∥∥2
F
+
β6
2
∥∥∥L − (O −R)− Λ6
β6
∥∥∥2
F
where Λ = [Λ1,Λ2, · · · ,Λ6] are Lagrangian multipliers and
β = [β1, β2, · · · , β6] are positive parameters. Within our op-
timization framework, ADMM minimizes LA over R, D, S ,
X , Y , T and L leading to subproblems whose solutions could
be efficiently obtained using simple numerical methods.
D-subproblem: Within the ADMM framework, the D-
subproblem can be formulated as follows
min
D
α1‖∇dD‖1 + β1
2
‖R −D + Λ1
β1
‖2F . (5)
1From a statistical point of view, magnitudes of most derivatives tend to
zero and few have large values for both vertical and horizontal directions.
The falling direction d of rain streaks is pre-estimated di-
rectly using the Fourier transform method [23]. The general-
ized proximal operator introduced in [24] is adopted to effec-
tively handle the nonsmooth optimization problem (5).
(S,X ,Y, T )-subproblems: For S-subproblem, the min-
imization problem can be formulated as follows
min
S
α2‖S‖1 + β2
2
‖R − S + Λ2
β2
‖2F , (6)
which has a closed-form solution through the following soft-
thresholding operator
S(t+1) = Softα2/β2
(
R(t) + Λ(t)2 /β2
)
, (7)
with Softα/β(·) being defined as Softα/β (x) = sign(x) ◦
max(|x| − α/β, 0). Analogous to the S-subproblem (6), the
solutions X ,Y, T can be updated as follows
X (t+1) = Softα3/β3
(
∇x(O −R(t)) + Λ(t)3 /β3
)
, (8)
Y(t+1) = Softα4/β4
(
∇y(O −R(t)) + Λ(t)4 /β4
)
, (9)
T (t+1) = Softα5/β5
(
∇t(O −R(t)) + Λ(t)5 /β5
)
. (10)
L-subproblem: The L-subproblem is given by
min
L
‖L‖∗ + β6
2
‖O −R− L+ Λ6
β6
‖2F , (11)
where the tensor nuclear norm is defined as ‖X‖∗ =
∑n
i=1 ‖Xi‖∗
withXi = unfoldi(X ). The solution L of (11) is given by
L(t+1) =
∑3
i=1
1
3
Foldi
(
L
(t+1)
(i)
)
, (12)
where L(t+1)(i) = Q 1β6
(
B
(t)
(i) + Λ
(t)
(i)/β6
)
and Q 1
β6
(X) de-
notes the soft-thresholding to the singular values ofX.
R-subproblem: Finally, theR-subproblem is given by
min
R
β1
2
‖R −D‖2F + β2
2
‖R − S‖2F (13)
+
β3
2
∥∥∥X −∇x(O −R)− Λ3
β3
∥∥∥2
F
+
β4
2
∥∥∥Y −∇y(O −R)− Λ4
β4
∥∥∥2
F
+
β5
2
∥∥∥T −∇t(O −R)− Λ5
β5
∥∥∥2
F
+
β6
2
∥∥∥L − (O −R)− Λ6
β6
∥∥∥2
F
,
which has the following closed-form solution
R(t+1) = F−1 (F(K1)/F(K2)) , (14)
where F and F−1 denote the fast Fourier transform (FFT)
and its inverse, K1 = β1D(t+1) − Λt1 + β2S(t+1) − Λ(t)2 +
∇Tx (β3∇xO−β3X (t+1)+Λ(t)3 )+∇Ty (β4∇yO−β4Y(t+1)+
Λ
(t)
4 )+∇Tt (β5∇tO−β5T (t+1)+Λ(t)5 )+β6(O−L(t+1))+Λ(t)6
andK2 = (1+β1+β2)I+β3∇Tx∇x+β4∇Ty∇y+β5∇Tt ∇t.
Λ update: During each iteration, the Lagrangian multipli-
ers Λ are updated using Λ(t+1)1 = Λ
(t)
1 +β1(R(t+1)−D(t+1)),
Fig. 1. Comparisons of deraining results on one frame ex-
tracted from the synthetic “Girl” video under different rainy
conditions. From left to right: (a) rainy images, (b) original
rain-free images, restored images generated by (c) Luo et al.
[8], (d) Li et al. [9], (e) Jiang et al. [11] and (f) ours.
Fig. 2. Comparisons of deraining results on one frame ex-
tracted from the synthetic “Truck” video under different rainy
conditions. From left to right: (a) rainy images, (b) original
rain-free images, restored images generated by (c) Luo et al.
[8], (d) Li et al. [9], (e) Jiang et al. [11] and (f) ours.
Λ
(t+1)
2 = Λ
(t)
2 + β2(R(t+1) − S(t+1)), Λ(t+1)3 = Λ(t)3 +
β3(∇x(O−R(t+1))−X (t+1)), Λ(t+1)4 = Λ(t)4 +β4(∇y(O−
R(t+1)) − Y(t+1)), Λ(t+1)5 = Λ(t)5 + β5(∇t(O −R(t+1)) −
T (t+1)) and Λ(t+1)6 = Λ(t)6 + β6(O −R(t+1) − L(t+1)).
4. EXPERIMENTAL RESULTS AND DISCUSSION
To verify the effectiveness of the proposed method, we com-
pare our method with several advanced deraining methods,
including sparse coding method Luo et al. [8], layer priors-
based method Li et al. [9], and tensor-based method Jiang
et al. [11]. For synthetic experiments, the falling direc-
tions of rain streaks were randomly selected between [40 50]
or [55 65]. In numerical experiments, the regularization
parameters {α1, α2, · · · , α5} were manually selected from
{101, 102, 103} and {β1, β2, · · · , β6} were set to be 50. The
effectiveness of these manually selected parameters has been
illustrated through comprehensive deraining experiments.
Our Matlab source code is available at https://github.
Table 1. Quantitative comparisons of rain streaks removal on five different synthetic videos.
Rain Types Heavy Light45 Degrees 60 Degrees 45 Degrees 60 Degrees
PSNR(B) SSIM(B) SSIM(R) RES(B) PSNR(B) SSIM(B) SSIM(R) RES(B) PSNR(B) SSIM(B) SSIM(R) RES(B) PSNR(B) SSIM(B) SSIM(R) RES(B)
Fo
re
m
an
Rainy 27.519 0.719 - 33.211 27.537 0.721 - 33.150 36.279 0.828 - 12.126 36.632 0.832 - 11.650
Luo et al. [8] 29.693 0.721 0.685 25.858 30.006 0.728 0.631 24.959 35.115 0.822 0.251 13.868 34.996 0.827 0.273 14.058
Li et al. [9] 31.773 0.771 0.382 20.361 31.827 0.771 0.377 20.237 34.914 0.838 0.230 14.187 34.911 0.836 0.238 14.190
Jiang et al. [11] 30.008 0.788 0.316 24.996 30.57 0.813 0.383 23.408 38.009 0.876 0.438 10.355 38.970 0.903 0.533 9.460
Ours 31.853 0.852 0.536 20.226 31.841 0.852 0.531 20.269 39.401 0.947 0.669 9.399 39.388 0.941 0.645 9.426
G
ir
l
Rainy 28.596 0.732 - 48.881 28.588 0.731 - 48.920 37.348 0.867 - 17.859 38.141 0.867 - 19.965
Luoet al. [8] 30.631 0.745 0.821 38.670 30.534 0.743 0.831 39.119 37.154 0.865 0.116 18.265 37.088 0.867 0.013 18.397
Li et al. [9] 32.411 0.719 0.309 31.507 32.474 0.722 0.301 31.278 34.468 0.775 0.229 24.854 34.479 0.777 0.230 24.829
Jiang et al. [11] 31.392 0.834 0.346 35.828 32.018 0.852 0.418 33.445 38.809 0.936 0.636 17.082 41.094 0.940 0.718 16.504
Ours 33.083 0.882 0.559 29.936 32.906 0.881 0.560 30.522 38.601 0.976 0.823 18.137 38.016 0.975 0.817 19.140
H
ig
hw
ay
Rainy 28.178 0.530 - 30.790 28.154 0.527 - 30.883 36.946 0.712 - 11.245 36.813 0.708 - 11.406
Luo et al. [8] 30.564 0.549 0.735 23.404 31.06 0.559 0.638 22.109 37.589 0.712 0.246 10.435 37.541 0.714 0.106 10.482
Li et al. [9] 30.755 0.543 0.390 22.883 30.741 0.543 0.390 22.926 32.926 0.674 0.108 17.815 32.998 0.677 0.107 17.670
Jiang et al. [11] 30.839 0.647 0.325 22.711 31.362 0.673 0.390 21.394 40.154 0.797 0.540 8.096 41.292 0.828 0.632 7.204
Ours 33.047 0.723 0.544 17.638 33.486 0.720 0.615 16.868 44.999 0.901 0.788 5.057 44.711 0.893 0.772 5.204
Tr
uc
k
Rainy 27.329 0.686 - 56.552 27.345 0.687 - 56.452 36.303 0.824 - 20.151 36.204 0.821 - 20.361
Luo et al. [8] 30.882 0.700 0.529 37.582 31.962 0.720 0.327 33.216 33.332 0.813 0.338 28.465 32.644 0.814 0.409 30.701
Li et al. [9] 30.842 0.704 0.297 37.739 30.866 0.706 0.303 37.639 31.831 0.784 0.136 33.674 31.821 0.784 0.137 33.715
Jiang et al. [11] 28.919 0.749 0.174 47.213 29.470 0.775 0.245 44.338 38.656 0.876 0.398 15.711 39.852 0.899 0.548 13.816
Ours 30.138 0.840 0.620 41.164 30.514 0.852 0.628 39.438 45.141 0.968 0.832 8.194 44.141 0.959 0.807 9.003
W
at
er
fa
ll Rainy 27.688 0.804 - 32.577 27.709 0.804 - 32.503 36.445 0.914 - 11.910 36.783 0.920 - 11.451Luo et al. [8] 30.649 0.796 0.349 23.172 30.848 0.798 0.283 22.653 30.454 0.893 0.527 21.986 31.114 0.900 0.524 21.986
Li et al. [9] 31.149 0.689 0.188 21.862 31.134 0.691 0.194 21.898 31.085 0.737 0.127 22.030 30.991 0.736 0.124 22.264
Jiang et al. [11] 29.346 0.858 0.181 26.959 29.848 0.877 0.241 25.448 38.332 0.938 0.347 9.783 39.458 0.952 0.459 8.689
Ours 32.510 0.919 0.581 18.766 32.568 0.920 0.581 18.643 41.531 0.975 0.699 6.960 41.456 0.974 0.670 7.020
com/Snowfallingplum/rain-streaks-removal.
4.1. Synthetic Experiments
The rain streaks with different types are manually generated
and incorporated into the original video backgrounds. Ob-
jective image quality metrics, i.e., PSNR, SSIM and residual
error (RES), are selected to quantitatively evaluate the derain-
ing results. Table 1 detailedly depicts the quantitative results
for five synthetic datasets. It is shown that our method gen-
erates the best evaluation results under consideration in most
of the cases. Its superior performance is further confirmed in
Figs. 1 and 2. The degrees 45◦ and 60◦ are the average falling
directions of rain streaks. The restored images generated by
Luo et al. [8] still suffer from rain streaks remaining leading
to visual quality degradation. Li et al. [9] could effectively
reduce rain effects but tend to oversmooth fine details. Com-
pared with Jiang et al. [11], our method is able to effectively
remove more rain streaks while preserving fine details.
4.2. Realistic Experiments
In the realistic experiments, it is impossible to accurately ob-
tain the video backgrounds for quantitative evaluation. In the-
ory, deraining methods should preserve fine details while suf-
ficiently removing rain streaks. Fig. 3 illustrates the deraining
results on three different frames extracted from the realistic
“The Grandmaster” video. Due to the nonvertical direction
of falling raindrops, other three competing methods fail to ef-
fectively remove the undesirable rain streaks. In contrast, the
proposed method fits this realistic scene well and removes al-
most all rain streaks. Its superior performance benefits from
Fig. 3. Comparisons of deraining results on three frames ex-
tracted from the realistic “The Grandmaster” video. From left
to right: (a) rainy images, restored images yielded by (b) Luo
et al. [8], (c) Li et al. [9], (d) Jiang et al. [11] and (e) ours.
the DTV regularizer and tensor modeling.
5. CONCLUSION
We proposed a directional regularized tensor modeling for
video rain streaks removal in this work. The main contri-
bution is the assumption that all rain streaks fall in an ap-
proximately similar arbitrary direction. Experiments show
that the proposed method can effectively remove rain streaks
while preserving fine details. It is worth pointing out that our
method suffers mainly from two limitations: (1) high compu-
tational complexity; (2) difficultly handling extremely heavy
rain streaks. These issues are the focuses of our future work.
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