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1 Introduction
The starting point of real algebraic geometry is probably the observation, that a (real)
polynomial σ, which is a sum of squares of other polynomials, is positive as a function
from Rn to R. This observation naturally prompts the question, whether the converse
also holds. Following conventions from real algebraic geometry, we will, by a slight
abuse of notation, call σ positive if σ ≥ 0 and strictly positive if σ > 0. It is not hard
to prove, that a polynomial in a single variable, is positive if and only if it is a sum
of squares. For polynomials in more than one variable, this is no longer true as was
shown first abstractly by Hilbert [13] and (a surprisingly long time) later by Motzkin
[19] with an astonishingly easy example. Thus in the polynomial algebra of more than
one variable, the cone of sums of squares is strictly smaller than the cone of positive
polynomials. The next natural question is, whether there is another way to characterise
the latter cone algebraically. Hilbert took a first step in this direction, when he proved
that a positive polynomial in two variables is a sum of squares of rational functions [12].
The question whether this also holds in higher dimensions, was sufficiently interesting
– and resilient – for Hilbert to formulate it as the 17th problem in his famous list of
open problems from 1900.
The question was finally settled by Artin [2], who gave an affirmative answer.
Theorem 1.0.1 (Artin’s theorem). A real polynomial is positive if and only if it is a
sum of squares of rational functions.
Artin’s result was later generalized to Positivstellensätzen for polynomials that are
positive on some semialgebraic set by Krivine [17] and Stengle [29]. For an overview
of real algebraic geometry see [18, 20] and for recent results the survey by Scheiderer
[22].
More recently, some first steps were taken towards interpreting Hilbert’s 17th prob-
lem in a non-commutative setting. In this case the algebra of polynomials is replaced by
some non-commutative ∗-algebra. Then an element is called a sum of squares, if it can
be written as a sum of elements of the form x∗x. For a general ∗-algebra, evaluating ele-
ments on a point is no longer possible. In order to define positivity, we need to consider
∗-representations of the algebra, i.e. mappings associating operators in a (pre-)Hilbert
space to algebra elements. For a symmetric operator positivity is a well-defined concept,
so we may call x positive, if its image pi(x) is a positive operator for pi in some a priori
specified class Θ of well-behaved representations (actually equivalence classes of repre-
sentations). Note, that the evaluation in a point is a one-dimensional representations of
the ∗-algebra of complex polynomials. Thus the class Θ replacing the set of points is
indeed a generalization of the notion of positivity to the non-commutative case. With
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these preparations we may ask again, whether there is an algebraic characterisation for
the cone of positive elements.
If Θ is chosen to be the class of all representations, then in many interesting cases
(including the commutative one), every positive element is a sum of squares (c.f. [26]).
Thus in order to arrive at non-commutative equivalents of Artin’s theorem, it is nec-
essary to consider a true subset Θ of all ∗-representations. For an arbitrary ∗-algebra,
there is no consensus on how to obtain a suitable class Θ. Most likely the “right choice”
of Θ will only become apparent, from the perspective of which Positivstellensätze can
be proved for the respective set. Nonetheless, for some algebras there are distinguished
classes of well-behaved representations (for reasons mostly unrelated to positivity) that
might serve as a starting point. Note that the class Θ might contain only a single element
(this will be the case in this work).
A complication when trying to prove or even state non-commutative versions of
Artin’s theorem arises from the need for denominators. First of all, the concept of
a rational function does not carry over to general ∗-algebras A. We might of course add
denominators from some set S to A by brute force but there is no guarantee, that A
embeds into the resulting ∗-algebra AS or that the latter algebra is even non-trivial.
Even in the case where A can be embedded into a larger algebra B allowing for
appropriate denominators, we run into another problem. In the commutative case,
a rational function cannot be evaluated for every irreducible representation (for every
point in Rn). Nonetheless, the “if” part of Theorem 1.0.1 is easy to prove, since the set of
points at which the rational function can be evaluated is still sufficient to assure positivity
everywhere (it is Zariski dense in Rn). But in the non-commutative case there is no
guarantee that a sufficiently large part of the representations of Θ can be extended to
representations of B to even prove that elements of A, that are sums of squares in B, are
positive. Non-commutative Positivstellensätze in the sense described above have been
proved by Helton and his co-workers for the free ∗-algebras [10, 11] and by Schmüdgen
for the Weyl algebra [24] and enveloping algebras of Lie algebras [23]. There are also
non-commutative Nichtnegativstellensätze by Cimprič [3] and Klep–Schweighofer
[16].
Most non-commutative Positivstellensätze known to the author follow the same gen-
eral proof layout which we will also use in this work. Below we give a short sketch of
this technique liberally skipping some of the more involved details.
Assume some positive element x is not contained in the (convex) cone of sums of
squares. Then use a separation theorem to find a non-trivial linear functional θ that
separates x from the cone of sums of squares. Represent θ as a state of some repre-
sentation pi obtained via the Gelfand–Naimark–Segal (GNS) construction. Finally,
prove that pi is composed of representations from Θ and hence pi(x) must be positive.
Then this is a contradiction to θ being a separating functional so x must be a sum of
squares. The main task within this approach is to show that the sums of squares cone
fulfils the assumptions of some separation theorem and that the representation obtained
via the GNS construction is actually related to representations from Θ.
The separating functional θ can be obtained by the Hahn–Banach separation the-
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topology. This is the route taken by Helton for the free algebra. For the Weyl
algebra W (the ∗-algebra generated by two symmetric generators p and q and the rela-
tion pq − qp = −i), the class Θ is chosen to contain only a single representation – the
Schrödinger representation. In this case there are too many degenerate representa-
tions (i.e. representations not in Θ) so it is not clear how to prove that an arbitrary
separating functional leads to a representation related to the Schrödinger representa-
tion. One can now try to embed the Weyl algebra into a larger algebra (actually the
localization with respect to some subset) thus reducing the choice of representations.
This can be done, but now it is not clear how to prove the closedness of the cone of sums
of squares anymore. Thus another method of separation is needed.
Schmüdgen uses this method in [24]. He chooses a particular Weyl algebra element
N and explicitly demonstrates that it fulfils an Ore condition such that the Weyl al-
gebra can be embedded in the localization WN . By passing to a subalgebra of the latter
algebra which is algebraically bounded, he obtains a sum of squares cone that has an
internal point. The existence of an internal point allows to obtain the separating func-
tional by using Eidelheit’s separation theorem, which does not assume any topological
properties.
In the present work we will expand on these results by allowing for other denominators
N , which enables us to deal with a wider array of positive elements. We continue by
presenting the structure of the present work. The major part of it is directed towards the
proof of Theorem 3.6.10 which is a strict Positivstellensatz for Weyl algebra elements.
We give an overview of the structure of the proof to Theorem 3.6.10 in Section 3.1 that
is intended to facilitate the understanding of where the numerous intermediate results
are used.
We start by collecting preliminaries from algebra (Section 2.1) and functional analysis
(Section 2.2) and recalling some well-known facts about the Weyl algebra (Section 2.3).
In Section 3.2 we define the concepts of Weyl polytope and corona. Heuristically, these
characterise the asymptotic behaviour of a Weyl algebra element, using a lattice poly-
tope and a collection of (commutative) polynomials. To get a more precise idea of what
the asymptotic behaviour of aWeyl algebra element is and how it is linked to the corona
of said element the reader may be referred for example to Theorem 3.3.10 and the proof
of Proposition 3.6.1. It then makes sense to defineWeyl algebra elements, whose corona
is (strictly) positive or a (strict) sum of squares. As the notation suggests, if the corona
of an element is a (strict) sum of squares, then it is also positive (Proposition 3.2.34).
The converse is not true, but in Theorem 3.6.9 we obtain a Positivstellensatz for the
corona of a Weyl algebra element.
In Section 3.3 we obtain Theorem 3.3.10 as an important intermediate result. It states
that an element, whose corona is a strict sum of squares, becomes a strict sum of squares,
if we add a sufficiently large constant (assuming an additional technical condition is
satisfied). The denominators N we consider are introduced in Section 3.4. In general,
they are too complicated to explicitly calculate commutation relations for them (for
example in order to obtain an Ore set containing N). Nonetheless, we can define an
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(abstract) localization WN and a subalgebra therein (Definition 3.4.10). Since we want
to apply Eidelheit’s separation theorem in that subalgebra, we prove that each of its
elements is algebraically bounded in Proposition 3.4.11. We also investigate some of its
algebraic properties in Theorem 3.4.13, which we utilise in Section 3.5 to characterise
its representations and their relationship to representations of W. As an intermediate
result that may be of some independent interest, we prove that for good denominators
N , the operator pi(N) is essentially self-adjoint in the Schrödinger representation.
With these preparations, we then obtain several Positivstellensätze. The main result
of this work is Theorem 3.6.10, a strict Positivstellensatz forWeyl algebra elements. We
show that a strictly positive Weyl algebra element (i.e. pi(x) ≥  in the Schrödinger
representation for some  > 0) can be written as a sum of squares of “rational Weyl
algebra elements” provided it fulfils an additional assumption for the corona. This
additional assumption can be interpreted as requiring strict positivity “at infinity”. A
more detailed discussion of the result can be found at the end of Section 3.1. We also
obtain Theorem 3.6.4 which states that a homogeneous Weyl algebra element (see
Remark 2.3.4 for the grading) is positive in the Schrödinger representation if and
only if it is a sum of squares. Theorem 3.6.11 is another Positivstellensatz assuming a
weaker form of strict positivity of x (pi(x) > 0 in the Schrödinger representation in
addition to strict positivity “at infinity”) but this result is no longer “if and only if”.
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2.1 Algebraic Preliminaries
Throughout this work, an algebra will always be over the field of real or complex numbers.
Definition 2.1.1. A ∗-algebra is an algebra A together with an involutive, anti-linear
map ∗ : A → A fulfilling (xy)∗ = y∗x∗. An element x fulfilling x∗ = x is called
symmetric.
We will call an element x of a ∗-algebra A a sum of squares, if there are x1, . . . , xk ∈ A
such that
x =
k∑
i=1
x∗ixi.
We will call x a strict sum of squares, if there is  > 0 such that x −  is a sum of
squares.
The natural morphisms in the category of ∗-algebras are ∗-homomorphisms, i.e. alge-
bra homomorphisms preserving the ∗-structure. It is immediate from the definition, that
the set of sums of squares is a cone, i.e. it is closed under addition and taking positive
scalar multiples. In particular, that cone is convex. Moreover, if y is a sum of squares,
then so is x∗yx for every x ∈ A.
Definition 2.1.2. Let A be a ∗-algebra. An element x ∈ A is called algebraically
bounded, if there is  > 0 such that 1 − x∗x is a sum of squares. The set of all
algebraically bounded elements is called the Archimedean part of the algebra A. The
algebra A is called Archimedean, if all its elements are algebraically bounded.
For the convenience of the reader, we rephrase the proofs from [24] for the following
two propositions about Archimedean algebras.
Proposition 2.1.3. An element x ∈ A is algebraically bounded if and only if there is
 > 0 such that 1± (x+ x∗) and 1± i(x− x∗) are sums of squares.
Proof. Define x1 := x+ x∗ and x2 := −i(x− x∗), so that x = x1 + ix2. To show the “if”
part, assume there is  > 0 such that 1± x1 and 1± x2 are sums of squares. Since then
(α+ x∗)(1− x1)(α+ x∗)∗ + (α− x∗)(1 + x1)(α− x∗)∗
+(iα+ x∗)(1 + x2)(iα+ x∗)∗ + (iα− x∗)(1− x2)(iα− x∗)∗
= 4 |α|2 + (4− 2α− 2α)x∗x
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is a sum of squares, setting α = 2 shows that x is algebraically bounded.
To prove the “only if” part, assume that x is algebraically bounded, i.e. there is  > 0
such that 1− 2x∗x is a sum of squares. Then
1 + |α|2 − (αx∗ + αx) = 1− 2x∗x+ (α+ x)∗(α+ x)
is a sum of squares. Then the conclusion follows by substituting 1, −1, i and −i for
α.
Proposition 2.1.4. The Archimedean part of an algebra A is a ∗-subalgebra.
Proof. Suppose x and y are algebraically bounded elements of A. Then there are  > 0
and δ > 0 such that 1− x∗x and 1− δy∗y are sums of squares Then
1− δ(xy)∗(xy) = 1− δ(y∗y) + δy∗(1− x∗x)y
is a sum of squares. Hence, the Archimedean part of A is closed under multiplication
(in particular scalar multiplication since every scalar is algebraically bounded).
From the alternative characterisation of algebraic boundedness in Proposition 2.1.3,
it is apparent that x is algebraically bounded if and only if x∗ is, so the Archimedean
part is invariant under the ∗-operation.
So, for algebraically bounded x, y ∈ A, x∗y is algebraically bounded as well. Then
there are  > 0, δ > 0 and κ > 0 such that 1− x∗x, 1− δy∗y and 1− κ(x∗y + y∗x) are
sums of squares (the last one due to Proposition 2.1.3). Then(
1 +

δ
+

κ
)
− (x+ y)∗(x+ y) = (1− x∗x) + 
δ
(1− δy∗y) + 
κ
(1− κ(x∗y + y∗x))
is a sum of squares, so x+ y is algebraically bounded. Thus the Archimedean part of
A is indeed a subalgebra.
The Weyl algebra, which we will mostly be concerned with, has no algebraically
bounded elements besides the constants. Thus in order to get more interesting Archi-
medean algebras, we will need to enlarge it to accommodate multiplicative inverses to
certain elements. For non-commutative algebras, there are different ways to achieve this
two of which we will describe below.
In the first version, the set of potential denominators needs to fulfil the Ore condition.
Definition 2.1.5. A subset S ⊂ A is called an right Ore set, if for every x ∈ A and
s ∈ S there are y ∈ A and t ∈ S such that xt = sy.
IfA is a non-commutative domain, i.e. it has no zero-divisors, and S ⊂ A is a rightOre
set, then we can construct the right algebra fractions (or Ore localization) AS−1 as the
set of (formal) expressions xs−1 for x ∈ A and s ∈ S analogous to the commutative case.
For the details on this construction and further information about Ore localizations see
[9, Chapter 10]. For our purpose the most important information is that there is
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a canonical embedding of A in AS−1. We will in general not explicitly mention that
embedding map and identify A with its image in AS−1. For finite sets of denominators,
i.e. elements of S we can find universal denominators as the following proposition shows
[9, Lemma 4.21].
Proposition 2.1.6. Let A be an algebra, S ⊂ A a right Ore set and {s1, . . . , sk} ⊂ S.
Then there are t1, . . . , tk ∈ S such that t := s1t1 = s2t2 = · · · = sktk. This implies in
particular that s−1i t ∈ A for every i ∈ {1, · · · , k}.
In the cases we are considering, the algebra A carries the additional structure of a
∗-algebra which can be extended to the Ore localization.
Proposition 2.1.7. Let A be a ∗-algebra and S ⊂ A a ∗-invariant, right Ore set.
Then there is a unique extension of the ∗-map on A to AS−1 such that the latter algebra
becomes a ∗-algebra.
The Ore condition is not always easy to verify but maximal Ore localizations always
exist for Noetherian algebras [8].
Proposition 2.1.8. If A is a Noetherian domain, then A\{0} fulfils the Ore condi-
tion.
The Ore localization adds denominators in a concrete way. The downside is that the
set of denominators needs to fulfil theOre condition. This is generally not easy to verify.
Moreover, sometimes it might be preferable to have denominators from a set that does
not fulfil the condition. The following is a more general but also more abstract version
of localization. We formulate the universal property characterising it in the ∗-algebra
version right away since this is the case we are interested in.
Definition 2.1.9. Let A be an ∗-algebra and S a subset of A\{0}. A ∗-algebra AS and a
∗-homomorphism  : A → AS are called a localization of A on S if any ∗-homomorphism
pi from A into another ∗-algebra B such that pi(s) is a unit in B for every s ∈ S factors
uniquely through AS .
By the usual category theory arguments, a localization in this sense always exists
and it is unique up to a unique ∗-isomorphism. Hence we will mostly talk about “the”
localization. The more interesting (and far more difficult) question is, whether  is an
embedding, or whether AS is even non-trivial. In the case we will need this type of local-
ization for, the algebra A can be embedded into a division algebra. Then, the embedding
can be uniquely extended to AS implying in particular that  is an embedding. So for
our use of the localization, there is no need to explicitly mention the ∗-homomorphism .
We will instead identify an element with its image in AS . We will also write Ax instead
of A{x} for x ∈ A.
Lemma 2.1.10. Let A be a ∗-algebra and I a left ideal in A. Denote by I+ the smallest
left ideal containing I and such that x ∈ I whenever x∗x is in I. If the right ideal
generated by I is contained in I+, then I+ is a (two-sided) ∗-ideal in A.
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Proof. We will first give a representation of I+ that is somewhat more tangible. Define
I0 = I and let In+1 be defined recursively as the left ideal generated by
{x ∈ A | x∗x ∈ In} .
We will show that
I+ =
∞⋃
n=0
In. (2.1)
First note that the left ideals In form an increasing sequence: if x ∈ In then x∗x ∈ In
and thus x ∈ In+1. This implies in particular, that the right hand side of equation (2.1)
is a left ideal.
By definition, I0 is contained in I+. Suppose In ⊂ I+ for some n ∈ N, let x be in
A and x∗x ∈ In ⊂ I+. By the definition of I+, this implies that x ∈ I+. Hence I+
contains the set of generators {x ∈ A | x∗x ∈ In} of In+1 and since it is also a left ideal,
we must have In+1 ⊂ I+. It follows inductively, that In ⊂ I+ for every n. Hence we
have proved that the right hand side of equation (2.1) is contained in I+.
Now suppose we have x ∈ A such that x∗x is an element of the right hand side of
equation (2.1). Then x∗x ∈ In for some n ∈ N and thus x ∈ In+1. So the right hand
side of equation (2.1) is a left ideal containing I with the property that it contains x
whenever it contains x∗x. As I+ is the smallest such ideal, equation (2.1) follows.
Now let y be any element of A. By assumption, I0y = Iy ⊂ I+. Suppose we have
Iny ⊂ I+ for some n ∈ N. If x is in In+1, then by the definition of that ideal there are
xi, yi ∈ A, i ∈ {1, · · · , k}, such that
x =
k∑
i=1
yixi
and x∗ixi ∈ In for every i ∈ {1, · · · , k}. We obtain
(xiy)
∗ (xiy) = y∗x∗ixiy ∈ y∗Iny ⊂ Iny ⊂ I+
which implies xiy ∈ I+ for every i ∈ {1, · · · , k} and
xy =
k∑
i=1
yixiy ∈ I+
since I+ is a left ideal. We have proved by induction, that Iny ⊂ I+ for every n ∈ N
which due to the representation (2.1) implies I+y ⊂ I+. Thus I+ is indeed a right ideal.
Finally if x ∈ I+, then since I+ is a right ideal xx∗ = (x∗)∗ x∗ ∈ I+ which implies
x∗ ∈ I+. Thus I+ is a ∗-ideal.
12
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2.2 Functional Analytic Preliminaries
Definition 2.2.1. Let A be a ∗-algebra. A linear functional θ : A → C is called positive,
if θ(x∗x) ≥ 0 for every x ∈ A. If θ(1) = 1, θ is called a state.
The following is a separation theorem due to Eidelheit with purely algebraic as-
sumptions. For a proof see for example [14, §4].
Proposition 2.2.2. Let V be a real vector space, O ⊂ V a convex set with an algebraic
interior point. A point x ∈ O is an algebraic interior point if for every y ∈ V , there is
 > 0 such that x + y is in O. Let z ∈ V be a point outside of O. Then, there is a
non-zero linear functional θ : V 7→ R and α ∈ R such that θ(O) ⊂ [α,∞) and θ(z) ≤ α.
Corollary 2.2.3. Let A be an Archimedean ∗-algebra, and x ∈ A symmetric which
is not a sum of squares. Then there is a non-zero positive linear functional θ such that
θ(x) ≤ 0.
Proof. Let V be the subspace of symmetric elements of A. The fact that A is Archi-
medean implies that for any symmetric y ∈ V , there is  > 0 such that 1± y is a sum
of squares by Proposition 2.1.3. Hence, the unit element is an algebraic interior point of
the cone of sums of squares O ⊂ V . Thus by the separation theorem above, there is a
non-zero, R-linear functional θ and α ∈ R such that θ(O) ⊂ [α,∞) and θ(z) ≤ α. Since
0 ∈ O, we must have 0 = θ(0) ∈ [α,∞) and therefore α ≤ 0. Since A is the direct sum
of V and iV , we can extend θ to a C-linear positive functional on A.
Below, we shortly summarize the Gelfand-Naimark-Segal (GNS) construction.
A more detailed discussion can be found in [27, Section 8.6].
Let A be a unital ∗-algebra and θ a non-zero positive linear functional on A. For a
symmetric element x ∈ A we have
4θ(x) = θ((x+ 1)2)− θ((x− 1)2)
so θ(x) must be real. This also implies that for arbitrary x ∈ A, θ(x∗) = θ(x). Thus we
can define a sesquilinear form on A by
〈x, y〉 := θ (y∗x) .
Let x, y ∈ A such that θ (x∗x) = 0. Then using the Cauchy-Schwarz inequality we
obtain
|〈x, y〉|2 ≤ 〈x, x〉 〈y, y〉 = 0
|〈yx, yx〉|2 = |θ (x∗y∗yx)| = |〈x, y∗yx〉| ≤ 〈x, x〉 〈y∗yx, y∗yx〉 = 0
〈x+ y, x+ y〉 = 〈x, x〉+ 〈x, y〉+ 〈y, x〉+ 〈y, y〉 = 〈y, y〉 .
Therefore the set
I := {x ∈ A | 〈x, x〉 = 0}
13
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is a left ideal in A. In particular θ(1) = θ (1∗1) 6= 0 since θ is non-trivial and positive.
Hence we may normalize θ to a state. Now, let H denote the completion of the pre-
Hilbert space (A/I, 〈·, ·〉).
The dense subset A/I allows for a canonic representation of A defined by
pi(a)(x+ I) := ax+ I
for a, x ∈ A. Finally
〈pi(a)(x+ I), y + I〉 = 〈ax, y〉 = θ(y∗ax) = 〈x, a∗y〉 = 〈x+ I, pi (a∗) (y + I)〉
shows that (H ,A/I, 〈·, ·〉) is a ∗-representation of A. By definition, 1 + I is a cyclic
vector for pi, i.e. the set
pi(A)(1 + I) = A/I
is dense in H and pi fulfils the equation
〈pi(x)(1 + I), 1 + I〉 = θ(x). (2.2)
In the following, we will deal with (possibly unbounded) operators in a Hilbert space.
We assume familiarity with the concepts of spectrum, resolvent, closure, core and adjoint
of an operator, as well as closed, self-adjoint and essentially self-adjoint operators.
Below we will give a very short sketch of some results from the spectral theory of
self-adjoint operators. For the omitted proofs, see for example [28].
Definition 2.2.4. Let Σ be a σ-algebra in some set Ω and H a Hilbert space. A
spectral measure is a map E from Σ to the space of projections in H such that E(Ω)
is the identity on H and E is σ-additive, i.e. for any pairwise disjoint Mn ∈ Σ, n ∈ N
we have
E
(⋃
n∈N
Mn
)
=
∑
n∈N
E(Mn). (2.3)
Here, the sum on the right hand side converges in the strong operator topology.
A spectral measure fulfils E(M ∩ M ′) = E(M)E(M ′). Moreover, if (Mn)n∈N is a
monotonously increasing sequence in Σ such that
⋃
n∈NMn = M , then E(Mn) converges
towards E(M) in the strong operator topology. Given some spectral measure E we
can then develop an operator valued theory of integration. For any ϕ ∈ H , M 7→
〈E(M)ϕ,ϕ〉 defines an ordinary probability measure. One can also show, that for some
measurable function f : Ω → C we may define∫
Ω
f(t) dE(t)
on the domain {
ϕ ∈H
∣∣∣∣ ∫
Ω
|f(t)|2 d〈E(t)ϕ,ϕ〉 <∞
}
.
Again, the convergence of the integral is strong convergence on the above domain. The
main result is then the spectral theorem, that we give for self-adjoint operators here.
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Theorem 2.2.5. Let A be a self-adjoint operator on a Hilbert space H . Then there
is a unique spectral measure E on the σ-algebra of Borel sets of R such that
A =
∫
R
t dE(t).
The measure E commutes with A.
Actually the support of the measure E is contained in the spectrum σ(A) of A. If λ is
an atom of E, i.e. E({λ}) 6= 0, then E({λ})H is the eigenspace of A to the eigenvalue
λ. We can then continue to define a functional calculus of A through
f(A) =
∫
σ(A)
f(t) dE(t).
This functional calculus is compatible with “functions” of A that are already defined, in
particular for any polynomial κ(t) =
∑k
i=1 αit
i
κ(A) =
k∑
i=1
αiA
i
and for any ρ in the resolvent set of A and the function f(t) = (ρ − t)−1, f(A) is
the resolvent of A at the point ρ. It is also compatible with the continuous functional
calculus in the case where A is bounded. We have the equation ([28, Proposition 4.15])
〈f(A)ϕ, g(A)ϕ〉 =
∫
σ(A)
f(t)g(t) d〈E(t)ϕ,ϕ〉
for ϕ ∈ D(f(A))∩D(g(A)). If f is a bounded, measurable function, then the domain of
f(A) is the entire H space. On bounded functions, the functional calculus f 7→ f(A) is
actually an algebra homomorphism from the measurable, bounded functions L∞(R) to
the bounded operators in H . Moreover it fulfils the following continuity property.
Proposition 2.2.6. Let A be a self-adjoint operator and (fn)n∈N a sequence of measur-
able functions such that supn∈N ‖fn‖∞ < C for some C ∈ R. If the fn converge pointwise
E-almost everywhere to a function f then fn(A) converges to f(A) in the strong operator
topology.
Proof. We have
‖f(A)ϕ− fn(A)ϕ‖2 = 〈(f − fn)(A)ϕ, (f − fn)(A)ϕ〉 =
∫
σ(A)
|f − fn|2 (t) d〈E(t)ϕ,ϕ〉
(2.4)
and by assumption the integrand of the last expression converges pointwise E-almost
everywhere (and hence 〈E(·)ϕ,ϕ〉-almost everywhere) to zero. Moreover∥∥∥|f − fn|2∥∥∥∞ ≤ (‖f‖∞ + ‖fn‖2∞ ≤ (‖f‖∞ + C)2 (2.5)
holds for all n ∈ N. So since the measure 〈E(·)ϕ,ϕ〉 is finite, the sequence in the
integrand is integrably bounded. Then by Lebesgue’s theorem (2.4) converges to zero
so fn(A)ϕ converges to f(A)ϕ.
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We collect several properties we will need later in the following proposition.
Proposition 2.2.7. Let A be a self-adjoint operator on some Hilbert space H . Then
D∞(A) :=
∞⋂
k=0
D
(
Ak
)
is a core for A.
The domain D∞(A) is invariant under the resolvent of A. If A is non-negative, then
D∞(A) is also invariant under
√
A.
Proof. Let E be the spectral measure of A. We have⋃
m∈N
E([−m,m])H ⊂ D∞(A). (2.6)
To see this, assume ϕ ∈H , E([−m,m])ϕ = ϕ for some m ∈ N. Then for every n ∈ N∫
R
t2n d〈E(t)ϕ,ϕ〉 =
∫
R
t2n d〈E(t)E([−m,m])ϕ,E([−m,m]ϕ〉
=
∫
R
t2n d〈E([−m,m])E(t)ϕ,ϕ〉 .
(2.7)
The measure M 7→ 〈E([−m,m])E(M)ϕ,ϕ〉 = 〈E([−m,m] ∩M)ϕ,ϕ〉 has support in the
set [−m,m] and on that set the integrand is bounded. Hence (2.7) is finite which implies
that ϕ ∈ D(An). Since that is true for every n ∈ N we find ϕ ∈ D∞(A).
Now let ϕ ∈ D(A), and define ϕn = E([−n, n])ϕ. Then ϕn converges to ϕ and
Aϕn = E([−n, n])Aϕ converges to Aϕ. This shows, that even the left hand side of (2.6)
is a core for A.
One easily verifies, that the resolvent of A maps D(Am) to D(Am+1) and thus it leaves
D∞(A) invariant. Now let A be positive and ϕ ∈ D∞(A). In particular we have∫
[0,∞)
√
t
2
d〈E(t)ϕ,ϕ〉 ≤
∫
[0,∞)
(t2 + 1) d〈E(t)ϕ,ϕ〉 <∞
where the second integral converges since ϕ ∈ D(A). This implies ϕ ∈ D(√A). Denote
the function t 7→ tm by f . Then we find∫
[0,∞)
t2m
〈
E(t)
√
Aϕ,
√
Aϕ
〉
=
∫
[0,∞)
t2m d〈E(t)ϕ,Aϕ〉
= 〈f(A)ϕ,Aϕ〉 =
∫
[0,∞)
tm+1 d〈E(t)ϕ,ϕ〉 .
Here we have used that the measure E commutes with
√
A. Since the last expression is
finite,
√
Aϕ is in D(Am) and since this holds for any m ∈ N it is in D∞(A).
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Proposition 2.2.8. Let A be a bounded, self-adjoint operator with KerA = {0}. Then
RanA is dense and A−1 defined on RanA is self-adjoint.
We will also need the spectral mapping theorem. For a proof see [28, Proposition
5.25].
Proposition 2.2.9. Let A be a self-adjoint operator. Then we have σ(f(A)) = f(σ(A)).
The Kato–Rellich theorem gives conditions under which a perturbation of a self-
adjoint operator is still self-adjoint. We give here the case of relative bound 1 which is
the one we will need later. For a proof see [28, Proposition 8.6].
Proposition 2.2.10. Let A be an essentially self-adjoint operator on a domain D , B
symmetric and D ⊂ D(B). If there is a constant β > 0 such that
‖Bϕ‖ ≤ ‖Aϕ‖+ β ‖ϕ‖ (2.8)
for any ϕ ∈ D , then A+B is essentially self-adjoint on D .
Note that (2.8) is equivalent to
‖Bϕ‖2 ≤ ‖Aϕ‖2 + 2β ‖ϕ‖ ‖Aϕ‖+ β2 ‖ϕ‖
so if ‖Bϕ‖2 ≤ ‖Aϕ‖2 + γ ‖ϕ‖2 for some γ > 0 then (2.8) is fulfilled.
Corollary 2.2.11. Let A be a self-adjoint operator, B a symmetric operator and D a
core for A fulfilling the following conditions:
1.
D ⊂ D(A2) ∩D(B2) ∩D(AB) ∩D(BA)
2. There are constants α, β ∈ [0,∞) such that
T1 := A
2 −B2 + 2αA+ β2
is positive on D .
3. There are constants γ, δ ∈ [0,∞) such that
T2 := AB +BA+ 2γA+ δ
2
is positive on D .
Then B is essentially self-adjoint on D .
Proof. Since T1 is positive, T1 + α2 is as well and we have
B2 ≤ (A+ α)2 + β2 (2.9)
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and for ϕ ∈ D using the symmetry of A and B
‖Bϕ‖2 ≤ ‖(A+ α)ϕ‖2 + β2 ‖ϕ‖2 . (2.10)
Thus B is (A+α)-bounded with bound 1 and by the Kato-Rellich theorem, A+α+B
is essentially self-adjoint on D as is A+B.
Moreover we have
(A+ γ +B)2 −A2 + δ2 = AB +BA+ 2γA+ (B + γ)2 + δ2 = T2 + (B + γ)2 ≥ 0
(2.11)
and thus for ϕ ∈ D
‖Aϕ‖2 ≤ ‖(A+ γ +B)ϕ‖2 + δ2 ‖ϕ‖2 . (2.12)
We see, that −A is (A+γ+B)-bounded which implies that B+γ is essentially self-adjoint
on D .
For the definition of the index and the criterion for essential self-adjointness used in
the proof of the following lemma see [28, Proposition 3.8].
Lemma 2.2.12. Let A be a symmetric operator on some dense domain D(A). If A2 is
essentially self-adjoint on D
(
A2
)
, then so is A.
Proof. Suppose we have ϕ ∈ D(A∗) such that (A± i)∗ϕ = 0. Then we have
0 = (A∓ i)∗(A± i)∗ϕ =
(
(A∗)2 + 1
)
ϕ =
(
A2 + 1
)∗
ϕ = A2 + 1ϕ
where we have used (A∗)2 ⊂ (A2)∗ in the second and the essential self-adjointness of A2
in the last equality. Since A2 is a positive operator, its closure is as well which implies
that A2 + 1 is strictly positive. Hence we must have ϕ = 0 which shows that both indices
of A are zero, i.e. A is essentially self-adjoint.
We will now continue with some results about ∗-representations.
Definition 2.2.13. Let D ⊂H be a dense subset in a Hilbert space.
L +(D) := {A : D →H | A linear, AD ⊂ D , D ⊂ D(A∗) and A∗D ⊂ D} .
A ∗-representation (H ,D , pi) of a ∗-algebra A is a ∗-algebra homomorphism from A to
L +(D).
In order for the second part of the definition to make sense we need the following
proposition (see [27, Proposition 2.1.8]).
Proposition 2.2.14. The set L +(D) is a ∗-algebra for any dense domain D in a
Hilbert space H .
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In other words a ∗-representation is a map from A to operators defined on D such
that pi(xy) = pi(x)pi(y), pi(x + αy) = pi(x) + αpi(y) and 〈pi(x∗)ϕ,ψ〉 = 〈ϕ, pi(x)ψ〉 for
every x,y ∈ A, α ∈ C and ϕ,ψ ∈ D . By taking closures of the operators pi(x) we can
extend a ∗-representation pi.
Proposition 2.2.15. Let (H , pi,D) be a ∗-representation of a ∗-algebra A. Then pi
defined by pi(x) = pi(x) on
D(pi) :=
⋂
x∈A
D(pi(x))
is a ∗-representation called the closure of pi. We call pi closed, if pi = pi.
For a proof see [27, Proposition 8.1.12]. In the case of an Archimedean algebra,
matters are simpler since we don not have to care for the domain anymore.
Proposition 2.2.16. Let A be an Archimedean algebra. Then every representation
(H ,D , pi) of A is bounded, i.e. pi(x) is bounded for every x ∈ A. The closure pi is defined
on the entire Hilbert space H .
Proof. If A is an Archimedean ∗-algebra and x ∈ A, then there is  > 0 and x1, . . . , xk
such that
1− x∗x =
k∑
i=0
x∗ixi.
Using the properties of ∗-representations we get
1−  ‖pi(x)ϕ‖2 =
k∑
i=0
‖pi(xi)ϕ‖ ≥ 0
for every ϕ ∈ D , i.e. ‖pi(x)‖ ≤ 1√

. So pi(x) is bounded on D and hence its closure is a
bounded operator on the entire Hilbert space. Since that is true for every x ∈ A, the
closure of the representation pi is indeed a bounded representation on H .
Since for Archimedean algebras all ∗-representations can be extended to the en-
tire Hilbert space we will in this case omit the domain and write (H , pi) for the
∗-representation. Bounded ∗-representations are a lot easier to deal with than unbounded
ones. One example of this fact is the following proposition.
Proposition 2.2.17. Let A be a ∗-algebra and (H , pi) a bounded ∗-representation de-
fined on the entire Hilbert space. Let H0 ⊂ H be a pi-invariant subspace, then the
orthogonal complement H ⊥0 is pi-invariant as well. The representation pi is the orthog-
onal sum of pi0 and pi⊥, where pi0 and pi⊥ are the restrictions of pi to H0 and H ⊥0 .
Proof. Let ϕ ∈H ⊥0 , then for every x ∈ A
〈pi(x)ϕ,ψ〉 = 〈ϕ, pi(x∗)ψ〉 = 0
for every ψ ∈ H0, i.e. pi(x)ψ ∈ H ⊥0 . Since this is true for every x ∈ A, H ⊥0 is indeed
invariant under pi.
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So in the case of bounded representations, if we have an invariant subspace H0, than
we can write the ∗-representation pi as an orthogonal sum of the restrictions pi0 and pi⊥
of pi to the subspaces H0 and H ⊥0 .
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2.3 The Weyl Algebra and the Schrödinger representation
Unless mentioned otherwise, any algebra is considered over the base field of the complex
numbers. By Fi we will denote the free algebra on i generators over the complex numbers.
We will be mostly concerned with F2 in which case we will usually denote it’s generators
by P and Q. Since we are interested in ∗-algebras, we also introduce a ∗-structure on
F2 by defining P ∗ = P and Q∗ = Q.
Definition 2.3.1. Let S ∈ F2 be a non-commutative monomial in the generators P and
Q. The exponent e(S) of the monomial S is defined recursively through e(1) := (0,0)
and e(PS) := e(SP ) := (0,1) + e(S), e(QS) := e(SQ) := (1,0) + e(S). We define the
degree of a monomial S, degS, as the difference of the second and the first component
of the exponent of S.
Definition 2.3.2. The Weyl algebraW is the quotient of F2 and the ∗-ideal generated
by
PQ−QP + i.
It is finitely generated and we will denote the images of P and Q under the canonical
projection by p and q. Throughout this work, h will denote the Weyl algebra element
1
2 (pq + qp).
From the defining relation of the Weyl algebra, it is immediately apparent that every
element has a representative that is a linear combination of monomials of the form PmQl,
m, l ∈ N. The representative is actually unique [4, Chapter 1, Proposition 2.1].
Lemma 2.3.3. The set
{
pmql ∈ W ∣∣ m, l ∈ N} is a basis for W.
Remark 2.3.4. Applying the ∗-operation to PQ − QP + i changes its sign, so the ideal
generated by the element is ∗-invariant. Thus the Weyl algebra inherits a unique
∗-structure from F2.
The exponents above define a Z2-grading on F2 and the degree defines a Z-grading. In
particular the exponent fulfils e(ST ) = e(S) + e(T ) for monomials S, T . However, since
the element PQ − QP + i contains monomials of different exponents, the Z2 grading
only descends to a filtration on the Weyl algebra. On the other hand, PQ − QP + i
is homogeneous of degree 0 with respect to deg so we get a Z-grading on the Weyl
algebra. Any reference to the degree or homogeneous components of an element x ∈ W
refers to this grading. It will sometimes be convenient to talk about the degree of a
point (a,b) ∈ N2 that is not an exponent of a monomial. In this case the degree is simply
defined as b− a in accordance with the case of exponents.
In the following lemma, we collect some formulae that we are going to use throughout
this work.
Lemma 2.3.5. Let x be a homogeneous Weyl algebra element of degree d. We have
the commutation relations
ph = (h− i)p and qh = (h+ i)q. (2.13)
21
2 Preparatory Part
There is a polynomial σ ∈ C [X] such that
x =
{
pdσ(h) d ≥ 0
σ(h)q−d d < 0
If d = 2n is even, there is a polynomial ρ such that
x =
{
pnρ(h)pn d ≥ 0
q−nρ(h)q−n d < 0
If d = 2n is even and x is symmetric, ρ can be chosen to be real.
Proof. The commutation relation is a direct consequence of the defining relation of the
Weyl algebra. We will prove the other assertions for the case d ≥ 0, since the proof for
the other case is very similar. Every Weyl algebra element can be written as a linear
combination of monomials pkql. In our case x is homogeneous of non-negative degree
hence our monomials are of the form pd+kqk. From the defining relation of the Weyl
algebra and the definition of h we get pq = h− i2 and
pkqk = pk−1
(
h− i
2
)
qk−1 =
(
h− (2k − 1)i
2
)
pk−1qk−1,
where we have used (2.13) repeatedly. Iterating the last equation yields
pkqk =
k∏
l=1
(
h− (2l − 1)i
2
)
(2.14)
showing that pkqk is a polynomial in h which proves the first presentation of x.
Similarly the second presentation of x follows easily from the first by repeated appli-
cation of (2.13).
If d = 2n and x = pnρ(h)pn is symmetric, then we have x = x∗ = pnρ(h)pn since p
and h are symmetric and hence
x =
1
2
(x+ x∗) = pn
(
1
2
(ρ+ ρ)
)
(h)pn.
Remark 2.3.6. The polynomial σ and ρ are actually uniquely defined as we will see in
Corollary 3.2.7. So the symmetrisation in the last step does not change ρ.
Corollary 2.3.7. Let k, l, k′, l′ ≥ 0 and σ, ρ (strictly) positive polynomials. Then
pk
′
qlσ(h)qlpk
′ is equal to pk′−lσ′(h)pk′−l for k′ ≥ l and to ql−k′ρ′(h)ql−k′ for k′ < l
where σ′ and ρ′ are (strictly) positive polynomials. Moreover ql′pkσ(h)pkql′ is equal to
pk−l′σ′′(h)pk−l′ for k ≥ l′ and to ql′−kρ′′(h)ql′−k for k < l′ where σ′′ and ρ′′ are (strictly)
positive polynomials.
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Proof. Define m = min {k′, l} and
κ(x) :=
m∏
l=1
(
x− (2l − 1)i
2
)
.
Suppose first, that k′ ≥ l, then by (2.14) we have
pk
′
qlσ(h)qlpk
′
= pk
′−lκ(h)σ(h)κ(h)pk
′−l = pk
′−l |κ|2 (h)σ(h)pk′−l.
If σ is positive, then |κ|2 σ is positive as well. If σ is strictly positive, then it has no real
zeros. By the definition of κ it does not have real zeros either so in that case |κ|2 σ has
no real zeros, i.e. it is strictly positive.
Suppose now, that k′ < l. Again by (2.14) we obtain
pk
′
qlσ(h)qlpk
′
= κ(h)ql−k
′
σ(h)ql−k
′
κ(h) = ql−k
′
κ(h− (l − k′)i)σ(h)κ(h+ (l − k′)i)ql−k′
= ql−k
′ ∣∣κ′∣∣2 (h)σ(h)ql−k′ ,
where κ′(x) = κ(x− (l − k′)i). If σ is positive, then |κ′|2 σ is positive. Again κ′ has no
real zeros (it has the zeros of κ, which are half integer multiples of i, offset by an integer
multiple of i). So if σ is strictly positive then |κ′|2 σ is as well.
One could do a similar proof for the other assertion of the theorem. Alternatively one
can apply the automorphism F from Definition 2.3.13 to the results we just proved.
The Weyl algebra admits a plethora of representations, but there is a canonical
well-behaved ∗-representation.
Definition 2.3.8. Let S be the space of Schwartz functions over R, i.e. smooth func-
tions f such that x 7→ xnf (m)(x) is bounded for every m,n ∈ N. Define operators
P,Q : S → S by
(Pf)(x) = −if ′(x) and (Qf)(x) = xf(x).
Then P and Q are symmetric (with respect to the L2 scalar product) operators fulfilling
the defining relation of the Weyl algebra. The Schrödinger representation is the
∗-representation on the Hilbert space L2(R) of square integrable functions, defined on
the dense subspace S by p 7→ P and q 7→ Q.
Below are some nice properties of the Schrödinger representation. See [27, Example
2.5.2] for a more in depth discussion.
Proposition 2.3.9. The Schrödinger representation pi is faithful. For x ∈ W the
operator pi(x) is symmetric if and only if x is symmetric. In particular if pi(x) is positive
on S, then x is symmetric.
Proposition 2.3.10. Let (H ,S, pi) be the Schrödinger representation and N = p2 +
q2 + 1. Then the elements pi(p), pi(q) and pi(Nn) are essentially self-adjoint for any
n ∈ N and
S =
⋂
n∈N
D
(
pi(N)
n
)
.
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The representation pi is closed.
Let λ be a complex number with non-zero imaginary part. The Schwartz space is
invariant under (pi(p) +λ)−1, (pi(q) +λ)−1 and pi(N)−1. In particular pi can be extended
to a representation of the localizations Wp+λ, Wq+λ and WN+λ by the universal property
of the localizations.
We will need to determine at some point, whether some given representation is the
Schrödinger representation in disguise. The followings proposition due to Dixmier
gives a sufficient condition for that to be the case [5].
Proposition 2.3.11. Let pi be a ∗-representation of the Weyl algebra on some dense
domain D in a separable Hilbert spaceH . If pi(p2+q2) is essentially self-adjoint on D ,
then there is an at most countable index set I, subspaces Hi, dense domains Di ⊂ Hi
and ∗-representations pii on Di for each i ∈ I such that H =
⊕
i∈IHi,
⊕
i∈I pii is
an extension of pi and each ∗-representation (Hi,Di, pii) is unitarily equivalent to the
Schrödinger representation.
For an extensive collection of results about when a representation of theWeyl algebra
is equivalent to the Schrödinger representation see [21, Chapter IV].
Due to the presentations given in Lemma 2.3.5 the element h ∈ W will be of special
importance. Below we investigate its spectrum.
Proposition 2.3.12. Let pi be the Schrödinger representation. The operator pi(h) is
essentially self-adjoint and its spectrum is the entire real line.
Proof. By the definition of the Schrödinger representation, pi(h) is the differential
operator
(pi(h)ϕ)(x) =
1
2i
d
dx
(xϕ(x)) +
1
2i
x
d
dx
ϕ(x) =
1
i
x
d
dx
ϕ(x)− i
2
ϕ(x) =
1
i
d
dx
(xϕ(x)) +
i
2
ϕ(x)
for Schwartz functions ϕ. We define
D :=
{
ϕ ∈ L2(R)
∣∣∣∣ ∃ψ ∈ L2(R) such that xϕ(x) = ∫ x
0
ψ(y) dy for all x ∈ R
}
Tϕ :=
1
i
ψ +
i
2
ϕ
Note that by above definition x 7→ xϕ(x) is locally absolutely continuous and so is
ϕ for any point except the origin. In particular ϕ is differentiable almost everywhere
and we have ψ(x) = (xϕ(x))′ wherever the derivative exists. So ψ is actually uniquely
determined by ϕ and the operator T is well defined.
We will show, that T on D is the adjoint of pi(h). Any Schwartz function ϕ is in
D (choose ψ(x) = (xϕ(x))′) hence T is an extension of pi(h). Suppose |xϕ(x)η(x)| > 
on [R,∞) for some R ∈ [0,∞). Then |ϕ(x)η(x)| > |x| on [R,∞) is not integrable, so at
least one of the functions ϕ, η cannot be square integrable. In other words for ϕ, η ∈ D
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(in particular square integrable) we must have lim infx→∞ xϕ(x)η(x) = 0. An analogous
argument shows that
lim inf
x→−∞ xϕ(x)η(x) = lim infx→+0
xϕ(x)η(x) = lim inf
x→−0
xϕ(x)η(x) = 0.
Let ϕ, η be in the domain D . Then by the definition of D , there are square integrable
functions ψ and ξ such that (xϕ(x))′ = ψ(x) and (xη(x))′ = ξ(x) almost everywhere.
By the product rule, the equality
(xϕ(x))′η(x) + ϕ(x)(xη(x))′ = (xϕ(x)η(x))′ + ϕ(x)η(x)
holds wherever the derivatives involved exist, i.e. almost everywhere. Integrating over
M := [−A,−a] ∪ [b, B] for 0 < a < A and 0 < b < B and using the fact that xϕ(x)η(x)
is locally absolutely continuous on R\{0} we obtain∫
M
(xϕ(x))′η(x) dx+
∫
M
ϕ(x)(xη(x))′ dx
= xϕ(x)η(x)|−a−A + xϕ(x)η(x)|Bb +
∫
M
ϕ(x)η(x) dx.
The three integrands are by definition of D products of square integrable functions, hence
they are integrable on the entire real line. Thus the integral terms converge against some
fixed values in each of the limits A→∞, B →∞, a→ +0 and b→ +0. So the boundary
term must converge in each of these limits as well. But we already know that the limit
inferior is zero in all four cases. Hence we must have∫
R
ψ(x)η(x) dx+
∫
R
ϕ(x)ξ(x) dx =
∫
R
ϕ(x)η(x) dx i.e.
〈ψ, η〉+ 〈ϕ, ξ〉 = 〈ϕ, η〉 .
Now we see, that T is a symmetric operator
〈Tϕ, η〉 = 1
i
〈ψ, η〉+ i
2
〈ϕ, η〉
= −1
i
〈ϕ, ξ〉 − i
2
〈ϕ, η〉
= 〈ϕ, Tη〉 .
This is true in particular for any η ∈ S and ϕ ∈ D . Then we have Tη = pi(h)η and
above equation shows, that T ⊂ pi(h)∗.
On the other hand, suppose ϕ ∈ D (pi(h)∗). Then we have for η ∈ S the relation
〈pi(h)∗ϕ, η〉 = 〈ϕ, pi(h)η〉, which can be written as
− 1
i
∫
R
xϕ(x)η′(x) dx =
∫
R
(
pi(h)∗ϕ− i
2
ϕ
)
(x)η(x) dx. (2.15)
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The function pi(h)∗ϕ− i2ϕ is square integrable and thus in particular locally integrable.
Hence we may define a function
ρ(x) :=
∫ x
0
(
pi(h)∗ϕ− i
2
ϕ
)
(y) dy.
Since the integrand is square integrable, the Cauchy-Schwarz inequality yields an
estimate for ρ(x):
|ρ(x)| ≤
〈
χ[0,x],
∣∣∣∣pi(h)∗ϕ− i2ϕ
∣∣∣∣〉 ≤ ∥∥χ[0,x]∥∥∥∥∥∥pi(h)∗ϕ− i2ϕ
∥∥∥∥ = |x|∥∥∥∥pi(h)∗ϕ− i2ϕ
∥∥∥∥ .
So ρ is linearly bounded.
Using integration by parts on the right hand side of (2.15) yields
−1
i
∫
R
xϕ(x)η′(x) =
∫
R
ρ′(x)η(x) dx = −
∫
R
ρ(x)η′(x) dx.
The boundary term vanishes, since ρ grows at most linearly and η is a Schwartz
function. This holds true for arbitrary Schwartz functions η, i.e. the derivative of
1
i xϕ(x) − ρ(x) in the sense of tempered distributions vanishes. Then 1i xϕ(x) − ρ(x) is
constant ([15, Theorem 3.1.14]), showing that ϕ is indeed in D . So we have shown, that
that D(pi(h)∗) ⊂ D , i.e. T = pi(h)∗.
Since we have also shown that T is symmetric, from pi(h)∗ = T ⊂ T ∗ = pi(h)∗∗ = pi(h)
it follows, that pi(h) is essentially self-adjoint, which we will see again with a more
abstract proof in Theorem 3.5.3.
Now let λ ∈ R and define for each 12 >  > 0 the function
ϕ(x) :=
{
e(iλ−
1
2
−) ln|x| |x| ≥ 1
e(iλ−
1
2
+) ln|x| |x| < 1
.
It is easily seen that the functions ϕ are square integrable. The function x 7→ xϕ(x)
are differentiable almost everywhere with
(xϕ(x))
′ =

(
iλ+
1
2
− 
)
e(iλ−
1
2
−) ln|x| |x| ≥ 1(
iλ+
1
2
+ 
)
e(iλ−
1
2
+) ln|x| |x| < 1
,
which is again square integrable. Now consider some x > 0. For any x > δ > 0, the
function x 7→ xϕ(x) is Lipschitz continuous on the interval [δ, x] since it is continuous,
differentiable up to possibly a single point and its derivative is bounded where it exists.
Hence we may apply the fundamental theorem to find xϕ(x) = δϕ(δ)+
∫ x
δ (yϕ(y))
′ dy.
If we let δ go to zero, δϕ(δ) converges to zero. Since y 7→ (yϕ(y))′ is square integrable,
it is in particular locally integrable, which implies that the integral
∫ x
δ (yϕ(y))
′ dy con-
verges against
∫ x
0 (yϕ(y))
′ dy for δ → 0. A similar argument can be made for x < 0 and
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we have proved that xϕ(x) =
∫ x
0 (yϕ(y))
′ dy for x ∈ R. This shows, that ϕ is in D .
We can then calculate
(
pi(h)− λ
)
ϕ = (T − λ)ϕ
((T − λ)ϕ) (x) = 1
i
(xϕ(x))
′ +
(
i
2
− λ
)
ϕ =
{
−e(iλ− 12−) ln|x| |x| ≥ 1
e(iλ−
1
2
+) ln|x| |x| < 1
.
So |((T − λ)ϕ) (x)|2 = 2 |ϕ(x)|2 and hence
∥∥∥(pi(h)− λ)ϕ∥∥∥ =  ‖ϕ‖. This shows,
that pi(h)− λ cannot have a bounded inverse, i. e. λ is in the spectrum of pi(h).
Following below, we will describe some automorphisms of the Weyl algebra. For our
work the simple automorphisms below will be sufficient but the automorphisms of the
Weyl algebra have actually been completely classified by Dixmier [6].
Definition 2.3.13. Let a,b,c ∈ R, c 6= 0. Define maps F,U(a,b), V (c) from W →W on
the generators as follows
F (p) = −q F (q) = p
U(a,b)(p) = p+ a U(a,b)(q) = q + b
V (c)(p) = cp V (c)(q) =
1
c
q.
One easily verifies, that above definitions preserve the defining relation of the Weyl
algebra and can thus be uniquely extended to Weyl algebra homomorphisms. It is
equally easy to verify, that −F 2 = I, U(a,b)U(−a,− b) = I and V (c)V (c−1) = I so the
maps are indeed automorphisms. These automorphisms can be implemented as unitary
transformations in the Schrödinger representation. Arnal proved, that this is true
for any automorphism of the Weyl algebra [1], but we will not need this general result.
Proposition 2.3.14. Let (H ,S, pi) be the Schrödinger representation of the Weyl
algebra. For a,b,c ∈ R, c 6= 0 there are unitary maps F,U(a,b), V (c) : H →H preserv-
ing the Schwartz space implementing the automorphisms of the previous definition,
i.e.
F ∗pi(x)F = pi(F (x))
U(a,b)∗pi(x)U(a,b) = pi(U(a,b)(x))
V (c)∗pi(x)V (c) = pi(V (c)(x))
hold for x ∈ W.
Proof. All the equations we want to prove are linear, multiplicative and ∗-invariant in
x, hence it is sufficient to verify their validity on the generators of W.
The map F is given by the Fourier transform, i.e.
(Ff)(x) =
1√
2pi
∫
R
f(y)e−ixy dy
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for Schwartz functions f . It is one of the main facts of Fourier analysis, that F is
an isometric isomorphism on S that can be extended to a unitary map of L2(R) ([15,
Theorems 7.1.5 and 7.1.11]) and that fulfils ([15, lemma 7.1.3])
pi(q)F = Fpi(p) and pi(p)F = −Fpi(q).
We define U(0,b) for b in R to be the translation
(U(0,b)f)(x) := f(x− b)
for f ∈ L2(R). One easily checks, that this is a unitary map preserving S and fulfilling
pi(q)U(0,b) = U(0,b)pi(q + b) and pi(p)U(0,b) = U(0,b)pi(p)
on the Schwartz space. Using the Fourier transform, we can also define
U(a,0) := F ∗U(0,− a)F
fulfilling the following equations on the generators:
pi(p)U(a,0) = U(a,0)pi(p+ a) and pi(q)U(a,0) = U(a,0)pi(q).
Finally we can combine these definitions to U(a,b) := U(a,0)U(0,b) which then fulfils
the desired equation.
We define V (c) for c ∈ R\ {0} as follows:
(V (c)f)(x) :=
√
cf(cx)
for f ∈ L2(R). It is again easy to verify that V (c) is a unitary map preserving S and
fulfilling the equations
pi(q)V (c) = V (c)pi
(q
c
)
and pi(p)V (c) = V (c)pi(cp).
Note that the unitary maps defined above are not uniquely determined by the cor-
responding ∗-algebra automorphisms. In particular we could have chosen U ′(a,b) =
U(0,b)U(a,0) or U ′′(a,b) = U(a2 ,0)U(0,
b
2)U(
a
2 ,0)U(0,
b
2) and many more.
Definition 2.3.15. Let σ be a polynomial (in possibly several variables). We call σ
(strictly) positive if it is (strictly) positive as a function from Rn to R (or C). Let x
be a Weyl algebra element and (H ,S, pi) the Schrödinger representation. We call
x positive if 〈pi(x)ϕ,ϕ〉 > 0 for any ϕ ∈ S. We call x strictly positive, if there is  > 0
such that x−  is positive.
Remark 2.3.16. Any polynomial σ or Weyl algebra element x that is a (strict) sum
of squares is strictly positive. The converse is false with the exception of the following
special case that we will extensively use throughout this work. If σ is a polynomial in
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one variable, then it is a (strict) sum of squares if and only if it is strictly positive. To
see this let σ be a positive polynomial and decompose σ into linear factors (over C)
σ(z) = a
n∏
i=1
(z − zi).
Since σ is positive, it must be in particular real so if z0 ∈ C\R is among its roots then so
is z0. Moreover, σ can only be positive if a ≥ 0 and n is even. Any real root of σ must
be of even degree otherwise σ would be negative on one side of the root. Hence σ is a
product of terms (z − (a+ ib))(z − (a− ib)) = (z − a)2 + b2 or (z − c)2 which are sums
of squares.
The result carries over to homogeneous polynomials in two variables. If σ is ho-
mogeneous of degree d in two variables and positive, then so is its dehomogenization
σˇ(x) = σ(x, 1). This implies in particular, that the degree d must be even. As we have
shown above, there are polynomials σˇ1, . . . , σˇk such that
σˇ =
k∑
i=1
σˇ2i .
Since σˇ has degree d, the polynomials σˇi must have degree ≤ d2 . Thus we can homogenize
again to find
σ(x, y) = σˇ
(
x
y
, 1
)
yd =
k∑
i=1
(
σˇi
(
x
y
)
y
d
2
)2
.
Where the expressions in parentheses are indeed homogeneous polynomials of degree d2 .
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3.1 A Guided Tour to the Main Theorem
The rest of this work is mainly dedicated to the development of the tools needed to state
and then prove our main result Theorem 3.6.10. Unfortunately most of the intermediate
steps are of a rather technical nature and thus not particularly appealing as standalone
results. In the hope of not loosing the reader in a labyrinth of interrelated, technical
lemmata, we will give a summary of the most important definitions and propositions
below. Some of them will be restated in full text but without proofs. These can be
found at their original position in the text.
Let us first fix some conventions we will use throughout this work. Positivity of poly-
nomials is defined in the usual way, i.e. σ ≥ 0 means that σ(a) ≥ 0 for every a ∈ Rn. The
positivity of Weyl algebra elements always refers to the Schrödinger representation,
i.e. x ≥ 0 means pi(x) ≥ 0 as an operator on Schwarz functions. Slightly abusing the
notation we will often speak of positive polynomials or Weyl algebra elements when
we mean in fact ≥ 0. Strict positivity of a polynomial σ or a Weyl algebra element
x always means that there is  > 0 such that σ −  or x −  is positive. We will also
sometimes speak of divisibility and remainders of elements of Z2 by division through
k ∈ Z. This is defined component-wise, so an exponent e ∈ N2 is even if and only if both
its coordinates are even.
Our first task is to find a characterization for the asymptotic behaviour of Weyl
algebra elements. For polynomials to each exponent e ∈ N2 corresponds a unique co-
efficient of the monomial with exponent e. We can then define the Newton polytope
of a polynomial σ as the convex hull of the exponents with non-zero coefficients. The
asymptotic behaviour of σ is then characterized by the coefficients corresponding to ex-
ponents on the boundary of the Newton polytope. For a Weyl algebra element x the
coefficients are no longer uniquely defined. For example the coefficient of the monomial
with exponent (0,0) of pq = qp − i = 12(pq + qp) − i2 depends on the representative.
However we can also see in this little example, that the coefficient corresponding to
the exponent (1,1) is 1 independent of the representative. More generally by applying
the defining relation pq − qp = −i to monomials with exponent (k, l) (i.e. plqk) we can
change the coefficients of monomials with exponents (k− 1, l− 1), (k− 2, l− 2), . . . but
the coefficient corresponding to the “highest” exponent remains unchanged. Note that
all the additional monomials generated by applying the relation have the same degree
as the original monomial. Thus it proves useful to compare exponents “along the main
diagonal through them”.
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Definition 3.2.1. On R2 we define the following partial order: e ≥ e′ if and only if
there is α ∈ [0,∞) such that e = e′ + α(1, 1).
Then the coefficients of exponents maximal to that ordering are uniquely defined.
We formalize the notion of such essential exponents in Definition 3.2.2 and of their
uniquely defined coefficients in Definition 3.2.4. We then introduce the Weyl polytope
PW(x) of an element x ∈ W in Definition 3.2.8 as a non-commutative analogue of the
Newton polytope. Some examples of Weyl algebra elements and their corresponding
Weyl polytopes can be found in Fig. 3.1. The following proposition states the most
important properties of Weyl polytopes. It is safe to ignore the statements about
reduced representatives for now.
Proposition 3.2.16. Let x, y ∈ W.
(i) The Weyl polytopes of x and x∗ are the same. If X is a reduced representative
of x, then X∗ is a reduced representative of x∗.
(ii) We have PW(x+ y) ⊂ PW(PW(x) ∪ PW(y)).
(iii) We have PW(xy) = PW(x) + PW(y). If X and Y are reduced representatives of x
and y respectively, then XY is a reduced representative of xy.
The proposition shows that the Weyl polytopes introduce a filtration on W where
the subspaces are indexed by lattice polytopes. Here we give the set of lattice polytopes
a monoid structure by Minkowsi addition and an order structure by inclusion.
As in the case of polynomials and their Newton polytopes, the asymptotic behaviour
of a Weyl algebra element x is linked to the coefficients corresponding to exponents
on the boundary of PW(x). In Definition 3.2.24 we associate a homogeneous polyno-
mial in two variables to each edge L of PW(x) which we call the corona polynomial
corresponding to L. This is a convenient way to unify the information contained in the
coefficients corresponding to exponents on L. Moreover we introduce an equivalence
relation comparing elements only on the boundary of some Weyl polytope.
Definition 3.2.22. For x, y,N ∈ W, define
• x y if and only if the Weyl polytope of x is contained in the interior of PW(y),
• x ≈N y if there is z  N such that x = y + z.
Although the definition is rather technical, the corona polynomials of a given Weyl
algebra element can be easily determined from an appropriate representative. Figure 3.1
shows some Weyl algebra elements along with their Weyl polytopes and corona.
Conceptually the importance of the corona is that it consists of commutative polyno-
mials. So although the Weyl algebra is non-commutative, the asymptotic behaviour of
its elements (described by the corona) still exhibits many properties of the commutative
case. Now that we have defined the corona, we can also define elements whose corona is
positive, or even a sum of squares.
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FG
H
L
This is the Weyl polytope of the element
x = p4 + 2q8.
The single corona polynomial is
σL(a, b) = a
4 + b4.
JK
L
L1
L2
L3
Here the element is
x = p6 + 2p8q3 + p6q7 + 3p5q9 + p2q8 + q9.
The corona polynomials are
σL1(a,b) = a+ 2b
σL2(a,b) = 2a
3 + ab2 + 3b3
σL3(a,b) = 3a
5 + b5.
IJ
K
L1
L2
The element is
x = p3(h4 + 2h2) + p(h2 + 1)p+ q8.
No corona polynomial is associated with L1. In its
stead the homogeneous component of highest degree
p3(h4 +2h2) is part of the corona. The remaining corona
polynomial is
σL2(a,b) = a+ b.
H
I
L3
L2
L1
The element is
x = p4q4p4 + p3q4p3.
With L1 and L3 are associated the homogeneous com-
ponents of highest and lowest degree respectively. The
corona polynomial associated with L2 is
σL2(a,b) = a
2 + b2.
Figure 3.1: Some examples of Weyl algebra elements x, their Weyl polytopes and
their corona. The essential exponents are marked by circular dots. Repre-
sentatives were chosen in such a way that the Weyl polytope and corona
can be easily inferred from them.
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Definition 3.2.30. Let x be a Weyl algebra element. We say that x has (strictly)
positive corona, if all its corona polynomials are (strictly) positive and its homogeneous
components of maximal and minimal degree are of the form pkρ(h)pk or qlσ(h)ql for
some k, l ∈ N and some (strictly) positive polynomials ρ and σ.
We say that the corona of x is a sum of squares if x ≈x y for a sum of squares y.
We say that the corona of x is a strict sum of squares if for every symmetric z ∈ W
with PW(z) ⊂ PW(x) there is  > 0 and a sum of squares y such that x+ z ≈x y.
From the definition it is not obvious whether there is a relation between the corona
being a (strict) sum of squares and it being positive. However the notation is consistent in
so far, that if the corona is a sum of squares, then it is also positive (Proposition 3.2.34).
The following asymptotic Positivstellensatz is another indication that the corona is
an adequate characterization of the asymptotic behaviour of Weyl algebra elements.
Theorem 3.3.10. Let x ∈ W be a symmetric element whose corona is a strict sum
of squares and suppose at least three exponents that are maximal in PW(x) have even
coordinates. Then there is K ∈ R such that x+K is a sum of squares.
Above theorem is the cornerstone for proving that the auxiliary algebra we will shortly
introduce is Archimedean. We are now prepared to define the elements that will serve
as denominators for our main result.
Definition 3.4.1. Let N ∈ W be a strict sum of squares whose corona is a strict sum of
squares. Suppose the homogeneous component of highest degree of N is a scalar multiple
of p2k for some natural number k > 0, the homogeneous components of lowest degree of
N is a scalar multiple of q2l for some natural number l > 0. Then N is called a good
denominator. For c > 0 we also consider N = c to be a good denominator.
In the commutative case, a product xy is positive if x and y are positive and it is
a sum of squares if x and y are sums of squares. In the non-commutative case, this
is no longer true. In fact xy is in general not even symmetric any more but even the
symmetrisation xy+yx will in general not be positive. However, good denominators are
compatible with taking products in the following sense.
Proposition 3.4.7. Let N and N ′ be good denominators. Then Nn is a good denomina-
tor for every n ∈ N\{0}. Moreover there is a constant K ∈ R such that NN ′+N ′N +K
is a good denominator.
Here the almost commutative character of the corona again becomes apparent. Al-
though N and N ′ are sums of squares NN ′+N ′N is not necessarily. On the other hand
the corona of N and N ′ is also a sum of squares, and this does imply that the corona of
NN ′+N ′N is a sum of squares as well. This proposition is central for the classification
of the representations of WN .
We now fix a good denominator and consider the following subalgebra of the localiza-
tion WN .
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Definition 3.4.10. By B (N) we will denote the ∗-subalgebra of WN generated by
elements xN−k, where k is in N and x ∈ W fulfils PW(x) ⊂ PW
(
Nk
)
.
With the help of Theorem 3.3.10 it can be proved that this algebra is Archimedean
which we need for our method of separation. By multiplying with some sufficiently high
power of N−1, any element of the Weyl algebra can be brought into B (N). On the
other hand, B (N) still contains all the information about the Weyl algebra. More
precisely if we localize again with respect to N−1 we recover WN (Theorem 3.4.14).
If x ∈ B (N) is not a sum of squares, we can use Eidelheit’s separation theorem
(Corollary 2.2.3) to find a positive linear functional θ on B (N) with θ(x) ≤ 0. Now
we need to investigate the representation pi (of B (N)) obtained from θ via the GNS
construction. Since B (N) is Archimedean, that representation is bounded and we can
first split of the part where N−1 is not invertible.
Theorem 3.5.4. Let N be a good denominator and (H ,pi) a ∗-representation of B (N)
defined on the entire Hilbert space H . Then H0 := Ker(pi(N−1)) is a closed subspace
that is invariant under pi. Define a representation pi0 by restricting pi to the Hilbert
space H0. We have
J ⊂ Kerpi0.
In particular pi0 is a commutative representation of B (N).
The crucial ingredient for the proof of that theorem are the algebraic properties of
the ideal J (Theorem 3.4.13) which is defined in Definition 3.4.12. On the orthogo-
nal complement of H0 (which is also pi-invariant according to Proposition 2.2.17), the
representation pi can be extended to a representation pi↑ of WN ⊃ B (N). The latter
representation is just the Schrödinger representation in disguise.
Theorem 3.5.8. Let pi be a torsion free ∗-representation of B (N). Then pi↑ is equivalent
to a direct sum of Schrödinger representations.
We prove then a Positivstellensatz for the corona of a Weyl algebra element.
Theorem 3.6.9. Let x be a Weyl algebra element with (strictly) positive corona. Then
there is N ∈ W, N a good denominator, such that the corona of NxN is a (strict) sum
of squares.
Now we finally get to our main result.
Theorem 3.6.10. Let x be a Weyl algebra element with strictly positive corona. Sup-
pose the homogeneous components of highest and lowest degree of x are pure powers of
p or q and (0,0) is in the Weyl polytope of x. Then x is strictly positive if and only if
there is a good denominator N and K ∈ R such that NxN + K is a good denominator
and NxN (NxN +K)−1 is a strict sum of squares in WNxN+K .
As is usual for Positivstellensätze, the “only if” part is the most interesting one. First
note that NxN +K being a good denominator implies in particular that it is a sum of
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squares in W and so (NxN + K)−1 is a sum of squares in WNxN+K . So we do indeed
have a Positivstellensatz: if x is strictly positive, we can multiply it by a sum of squares
to obtain a sum of squares.
Now take a closer look at the additional assumptions of the theorem (again we are
interested in the “only if” part). If x is strictly positive, then by Corollary 3.6.8 (0,0) is
always contained in the Weyl polytope. Also x being positive implies that its corona is
positive (Theorem 3.6.6). It does not however imply the strict positivity of the corona,
so that is truly an additional condition about the asymptotic behaviour or x. We also
want to emphasise that the corona is (in principle) easy to calculate so the theorems
additional assumptions can be effectively verified.
Finally we want to draw the readers attention to two special cases. First suppose
we have PW(x) = PW({(2k,0), (0, 2k)}) for some k ∈ N. Then the corona of x consists
of a single polynomial which must be strictly positive for x to fulfil the conditions of
the theorem. Then the theorems assumptions are equivalent to the conditions of [24,
Theorem 1.1]. If we have PW(x) = PW({(2k,0), (2k, 2l), (0, 2l)}) for some k, l ∈ N, then
the corona of x consists of two polynomials. In this special case these are just the
(homogenizations) of the highest coefficients in the particular representatives
x =
2l∑
i=0
σi(q)p
i and x =
2k∑
j=0
ρj(p)q
j .
Again for x to fulfil the theorems assumptions both polynomials must be strictly positive.
This is the same situation as in [25, Theorem 5]. Hence we get the two previously known
Positivstellensätze for the Weyl algebra as special cases, but we are able to deal with
many more shapes of Weyl polytopes.
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3.2 The Weyl Polytope and the Corona
For a polynomial (or non-commutative polynomial) the Newton polytope is the convex
hull of the exponents appearing in the polynomial. Studying the Newton polytope
of a polynomial can help to understand the “long range” behaviour of a polynomial,
i.e. the behaviour outside of a sufficiently large ball around the origin. For the Weyl
algebra this is complicated by the fact, that different representatives of the same element
may lead to different polytopes. In this section we will develop Weyl polytopes as a
geometrically suggestive tool to understand the “long range” behaviour of Weyl algebra
elements.
Definition 3.2.1. On R2 we define the following partial order: e ≥ e′ if and only if
there is α ∈ [0,∞) such that e = e′ + α(1, 1).
Elements of R2 are comparable with respect to this order if and only if they have the
same degree. When restricted to elements of fixed degree, the order becomes total.
Definition 3.2.2. An exponent e ∈ N2 is called essential for x ∈ W if there is a
representative X of x such that e is maximal among the exponents appearing in X
and every representative of x contains a monomial with exponent f ≥ e (and non zero
coefficient).
The element 0 has no monomials with non-zero coefficient and thus no essential expo-
nents. Suppose x ∈ W is homogeneous of degree d, then the homogeneous component
of degree d of any representative is a representative as well. So any essential exponent
must have degree d. Let e and e′ be essential exponents of x. By the above consider-
ations both must have degree d. Since the order on exponents is total when restricted
to degree d we may assume without loss of generality that e ≤ e′. Since e is essential,
there is a representative X such that e is maximal among the exponents of X, i.e. no
exponent of X is greater than e. In particular e′ can only be essential if it is equal to
e. So non-zero homogeneous elements have a unique essential exponent. Then e is an
essential exponent of an arbitrary element x if and only if it is the essential exponent of
one of its homogeneous components.
Lemma 3.2.3. Let x be a non-trivial Weyl algebra element, e ∈ N2 and X = ∑i αiSi
and X ′ =
∑
j βjTj be representatives of x for αi, βj ∈ C and Si, Tj non-commutative
monomials. Suppose e is maximal for the set of exponents appearing in X or X ′, i.e.
e (Si) 6> e and e (Tj) 6> e for all i, j, then∑
{i | e(Si)=e}
αi =
∑
{j | e(Tj)=e}
βj . (3.1)
The exponent e is essential for x if and only if∑
{i | e(Si)=e}
αi 6= 0. (3.2)
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Proof. Consider a monomial of the form SQPT for monomials S and T appearing in
either X or X ′. We may rewrite it using the defining relation of the Weyl algebra
SQPT = SPQT + iST . We have e(ST ) 6= e for otherwise e(SQPT ) = e + (1,1) which
is impossible since e is maximal among the exponents of X and X ′. Thus the additional
term generated by the replacement, can never contribute to one of the sums in (3.1).
Thus we may iteratively swap the order of P and Q in X and X ′ without changing the
sums on either side of equation (3.1), until we obtain a representative X ′′ =
∑
l γlRl
containing only monomials of the form PnQm. By Lemma 2.3.3 this representative is
unique for any Weyl algebra element. So we have∑
{i | e(Si)=e}
αi =
∑
{l | e(Rl)=e}
γl =
∑
{j | e(Tj)=e}
βj
which proves the first assertion.
Note that the representative X ′′ does not contain any monomial of exponent > e.
Since X ′′ contains only a single monomial of any given exponent, if∑
{l | e(Rl)=e}
γl = 0
then X ′′ does not contain a monomial of exponent ≥ e at all, i.e. e is not essential for
x. This proves the “only if” part of the second assertion.
To prove the “if” part, assume that e is not essential, i.e. there is a representative X ′
of x such that no exponent appearing in X ′ is ≥ e. The representative X ′ fulfils the
assumptions of the first part of the lemma and the right hand side of (3.1) is zero and
so the left hand side must be as well.
The previous lemma motivates the following definition.
Definition 3.2.4. Let e be an essential exponent of x and
X =
∑
i
αiSi
a representative such that e is maximal among the exponents of X. Then∑
{i | e(Si)=e}
αi
is called the essential coefficient of x corresponding to e.
Remark 3.2.5. In general a representative of a homogeneous Weyl algebra element
can contain several monomials with essential exponent. The exponent is fixed, but the
order of P and Q can differ. From Lemma 3.2.3 we see, that we can easily determine
the essential exponents of a Weyl algebra element by using the commutation relation
to write the element in some canonical form X where each exponent appears exactly
once (write x for example as a linear combination of monomials pkql). Then e is an
essential exponent if and only if it is maximal among the exponents of X with respect
to the partial order introduced in Definition 3.2.1 and the essential coefficient of e is the
coefficient of the unique monomial with exponent e.
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Corollary 3.2.6. Let x ∈ W and e ∈ N2. The exponent e is essential for x if and only
if it is essential for x∗.
If α is the essential coefficient of x corresponding to e, then α is the essential coef-
ficient of x∗ corresponding to e. In particular, symmetric elements have real essential
coefficients.
Proof. Since x∗∗ = x, it is sufficient to show that any essential coefficient of x is essential
for x∗. So suppose e is essential for x and letX be a representative fulfilling the conditions
of Lemma 3.2.3. Using the notation of the lemma, we have∑
{i | e(Si)=e}
αi 6= 0.
The sum of the coefficients of monomials with exponents e in X∗ is then∑
{i | e(Si)=e}
αi 6= 0
and X∗ is a representative of x∗ that also fulfils the conditions of Lemma 3.2.3. Thus e is
essential for x∗ and its essential exponent is the complex conjugate of the corresponding
essential exponent of x.
Corollary 3.2.7. If σ is some non zero polynomial, then the essential exponents of
pkσ(h), σ(h)qk, pkσ(h)pk and qkσ(h)qk are (n, n+k), (n+k, n), (n, n+2k) and (n+2k, n)
where n is the degree of σ. The corresponding essential coefficients are the coefficients
of the monomial of highest degree in σ. If pkσ(h) = 0, σ(h)qk = 0, pkσ(h)pk = 0 or
qkσ(h)qk = 0 for some polynomial σ and some k ∈ N, then σ = 0.
Proof. We will only prove one of the very similar assertions. Let x equal pkσ(h) and
consider the representative X = P kσ
(
1
2(PQ+QP )
)
. Let n be the degree of σ and α 6= 0
the coefficient of the monomial of highest degree in σ. Then X = αP k
(
1
2(PQ+QP )
)n
+
X ′ where no exponent appearing in X ′ is larger or equal to (n, n + k). Expanding the
first term, we see that there are 2n monomials of degree (n, n+k) and that they have all
the same coefficient α2n . Hence the sum on the left hand side of (3.2) for e = (n, n+ k)
is equal to α 6= 0 which implies that (n, n + k) is essential for x and the corresponding
essential coefficient is α.
In particular for σ 6= 0, x has an essential coefficient, hence it cannot vanish.
Definition 3.2.8. Let A,M be subsets of R2.
• We call AWeyl convex if it is convex and for every (x,y) ∈ A and for every λ ≥ 0,
(x,y)− (λ, λ) is in A.
• We call the smallest Weyl convex subset containing M its Weyl convex hull
denoted by PW(M).
• We call a Weyl convex set A compactly generated if there is a compact set M
such that A = PW(M).
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Let x ∈ W. The Weyl polytope PW(x) is the Weyl convex hull of the essential
exponents of x.
Note that the Weyl polytope of the zero element is the empty set.
Remark 3.2.9. By definition, the Weyl polytope of x is always compactly generated.
It will be convenient to talk about Weyl polytopes of representatives as well. Thus
if X ∈ F2, then the Weyl polytope of X is the Weyl convex hull of the exponents
appearing in X. If X is any representative of the Weyl algebra element x and e
is essential for x, then X contains a monomial of exponent e or larger, hence PW(X)
contains e. Thus we always have PW(x) ⊂ PW(X).
Every compact, convex set is the convex hull of its extreme points. Sets that are
Weyl convex are no longer compact but nonetheless we have the following lemma.
Lemma 3.2.10. Let M be a subset of R2. Denote by P (M) the convex hull of M and
by PW(M) the Weyl convex hull of M . Then we have the following assertions:
(i) The set PW(M) can be expressed as
PW(M) = P (M)− {(λ, λ) | λ ∈ [0,∞)} . (3.3)
(ii) An element of PW(M) is maximal in PW(M) if and only if it is maximal in P (M).
Here the maximality refers to the ordering of Definition 3.2.1.
(iii) If e ∈ PW(M) is maximal and a convex combination of the elements e1 · · · ek ∈
PW(M), i.e.
e =
k∑
i=1
siei and
k∑
i=1
si = 1 for si ∈ [0, 1] , (3.4)
then si > 0 implies ei maximal in PW(M).
(iv) Every extreme point of PW(M) is maximal. An extreme point of P (M) is an
extreme point of PW(M) if it is maximal.
(v) A compactly generated Weyl convex set A is the Weyl convex hull of its extreme
points.
Proof.
(i) The right hand side of (3.3) is by definition Weyl convex and contains M which
shows the inclusion ⊂. Of course P (M) ⊂ PW(M) and by the definition of PW(M),
we have
PW(M) ⊃ PW(M)− {(λ, λ) | λ ∈ [0,∞)} ⊃ P (M)− {(λ, λ) | λ ∈ [0,∞)} .
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(ii) For the “only if” part we need to show that maximal elements of PW(M) lie in
P (M) since the maximality then follows from P (M) ⊂ PW(M). Let e ∈ PW(M)
be maximal, then by (i) there is λ ≥ 0 such that e+ (λ, λ) ∈ P (M) ⊂ PW(M) and
since e is maximal, we have λ = 0 and e ∈ P (M).
For the “if” part let e be maximal in P (M), λ ≥ 0 and e+ (λ, λ) ∈ PW(M). Then
by (i) there is κ ≥ 0 such that e + (λ, λ) + (κ, κ) ∈ P (M). Since e is maximal in
P (M) this implies λ = κ = 0 which proves the maximality of e in PW(M).
(iii) Suppose s1 > 0, λ ≥ 0, e1 + (λ, λ) ∈ PW(M) then
e+ (s1λ, s1λ) = s1 (e1 + (λ, λ)) +
k∑
i=2
siei ∈ PW(M)
since PW(M) is convex. But since e is maximal, this implies λ = 0 which proves
the maximality of e1. By changing the order of the ei we get the assertion for every
i.
(iv) Let e be an extreme point of PW(M) and λ ≥ 0. If e + (λ, λ) ∈ PW(M), then
e− (λ, λ) ∈ PW(M) since PW(M) is Weyl convex. Since
e =
1
2
(e+ (λ, λ)) +
1
2
(e− (λ, λ))
and e is extreme for PW(M), λ must vanish which shows that e is maximal in
PW(M).
Conversely let e be an extreme point of P (M) that is also maximal and suppose
there is s ∈ (0, 1) and e1, e2 ∈ PW(M) such that e = se1 + (1− s)e2. Then by (iii)
e1 and e2 are maximal as well and by (ii) they lie in P (M). Since e is extreme in
P (M) this implies e = e1 = e2.
(v) Let M be a compact generator for the set A, i. e. A = PW(M). Let M ′ be the set
of extreme points of A. By (iv) every extreme point of PW(M) is maximal and by
(iii) it is in P (M). Hence we have P (M ′) ⊂ P (M) and by (i) PW(M ′) ⊂ PW(M).
For every e ∈ PW(M), there is λ ≥ 0 such that e + (λ, λ) ∈ P (M). Since M
and hence P (M) is compact, we may choose λ such that e + (λ, λ) is maximal.
Then by the finite dimensional version of the Krein-Milman theorem due to
Minkowski ([7, Proposition 3.1.4]), e+ (λ, λ) is a convex combination of extreme
points of P (M). By (iii) it is then a convex combination of maximal extreme
points of P (M). By (iv) every maximal extreme point of P (M) is an extreme
point of PW(M) which shows that e + (λ, λ) is in P (M ′) which in turn implies
e ∈ PW(M ′).
Remark 3.2.11. Above lemma shows that PW(x) as a Weyl convex set is generated by
the essential exponents of x that are also extreme points for PW(x).
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Now let X be a representative of x such that each exponent appears at most once in
X. If e is an extreme point of PW(X), then it must be in particular maximal in PW(X)
hence it is an exponent maximal among the exponents of X. Then by Remark 3.2.5, e
is essential for x and hence in PW(x). Then by (v) we have PW(X) ⊂ PW(x) and since
the other inclusion is true for any representative we have PW(X) = PW(x).
Definition 3.2.12. A representative X of x ∈ W is called a reduced representative if
PW(x) = PW(X).
The previous remark then shows that each x ∈ W has a reduced representative. Also
by Lemma 3.2.3 we know that given a reduced representative X of x and an exponent
e maximal in PW(x) we can determine whether e is an essential exponents (and if it
is the corresponding essential coefficient) by summing the coefficients of monomials of
exponent e appearing in X.
The existence of reduced representatives leads to the following alternative characteri-
sation of Weyl polytopes:
PW(x) =
⋂
X representative of x
PW(X) .
As we will see, the points where the boundary of PW(x) intersects the positive coor-
dinate axes often play an important role.
Definition 3.2.13. Let x ∈ W and e ∈ N2. The exponent e is called a generalized
extreme point of PW(x) if it is either an extreme point of the set or it is the intersection
of the boundary of PW(x) with either [0,∞)× {0} or {0} × [0,∞).
The generalized extreme points that are not extreme points are the triangular dots in
Fig. 3.1 (page 33).
The following lemma is in analogy to similar results for convex sets.
Lemma 3.2.14. Let M,M ′ ⊂ R2. The following assertions hold:
(i) PW(M +M ′) = PW(M) + PW(M ′) and
(ii) if e is extreme for PW(M) +PW(M ′), then there are unique e1 extreme in PW(M)
and e2 extreme in PW(M ′) such that e = e1 + e2.
Proof. We will use the notation of Lemma 3.2.10.
(i) We have M + M ′ ⊂ PW(M) + PW(M ′) and since the right hand side is Weyl
convex also PW(M +M ′) ⊂ PW(M) + PW(M ′). Conversely for e1 ∈ PW(M),
e2 ∈ PW(M ′), there are λ, λ′ ≥ 0 such that e1+(λ, λ) ∈ P (M), e2+(λ′, λ′) ∈ P (M ′)
and thus e1+e2 ∈ PW(P (M) + P (M ′)) = PW(P (M +M ′)) = PW(M +M ′) where
we have used Lemma 3.2.10 (i) twice.
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(ii) There are e1 ∈ PW(M), e2 ∈ PW(M ′) such that e = e1 + e2. If s ∈ (0, 1),
f1, g1 ∈ PW(M) with e1 = sf1 + (1 − s)g1 then e = s(f1 + e2) + (1 − s)(g1 + e2)
and since e is extreme, e = f1 + e2 = g1 + e2 which implies f1 = g1. This proves
that e1 is extreme in PW(M) and by exchanging M and M ′ we get the assertion
for e2.
To prove the uniqueness, suppose that there are f1 ∈ PW(M), f2 ∈ PW(M ′) such
that e = f1 + f2. Then
e =
1
2
e+
1
2
e =
1
2
(e1 + e2) +
1
2
(f1 + f2) =
1
2
(e1 + f2) +
1
2
(f1 + e2)
and since e is extreme we get e = e1 + f2 = f1 + e2 which together with e =
e1 + e2 = f1 + f2 implies e1 = f1 and e2 = f2.
Corollary 3.2.15. Using the notation of the above lemma, if M,M ′ are compact, then
PW(M) + PW(M ′) is compactly generated.
Proof. This follows immediately from (i).
Proposition 3.2.16. Let x, y ∈ W.
(i) The Weyl polytopes of x and x∗ are the same. If X is a reduced representative
of x, then X∗ is a reduced representative of x∗.
(ii) We have PW(x+ y) ⊂ PW(PW(x) ∪ PW(y)).
(iii) We have PW(xy) = PW(x) + PW(y). If X and Y are reduced representatives of x
and y respectively, then XY is a reduced representative of xy.
Proof. Let X and Y be representatives of x and y such that every exponent appears at
most once in each (so X and Y are in particular reduced).
(i) We have seen in Corollary 3.2.6, that x and x∗ have the same essential exponents
which implies in particular, that their Weyl polytopes coincide. For an arbitrary
reduced representative X we have PW(X∗) = PW(X) = PW(x) = PW(x∗).
(ii) Let e be any exponent appearing in X + Y . Then e must appear in either X or Y
which implies
PW(x+ y) ⊂ PW(X + Y ) ⊂ PW(PW(X) ∪ PW(Y )) .
(iii) Every exponent appearing in the representative XY of xy lies in PW(x) + PW(y)
which together with Remark 3.2.9 and the observation that PW(x) + PW(y) is
Weyl convex implies PW(xy) ⊂ PW(XY ) ⊂ PW(x) + PW(y).
To prove the other inclusion, we may assume that x 6= 0 and y 6= 0 for otherwise
both sides of the equality are just the empty set. First note that by Corollary 3.2.15
43
3 Main Part
PW(x)+PW(y) is compactly generated. We are going to show, that every extreme
point of PW(x)+PW(y) is contained in PW(xy), then apply Lemma 3.2.10 (v). Let
e be an extreme point of PW(x) + PW(y). By Lemma 3.2.14 (ii) there are unique
exponents e1 ∈ PW(x) and e2 ∈ PW(y) that are extreme in their respective set such
that e = e1 + e2. Thus there is a unique monomial in X and a unique monomial
in Y with non zero coefficients whose product has exponent e. No cancellation
of coefficients can take place, hence XY has a unique monomial of exponent e
with non zero coefficient. Since e is extreme for PW(x) +PW(y), it is in particular
maximal by Lemma 3.2.10 (iv) and since PW(XY ) ⊂ PW(x)+PW(y), e is maximal
among the exponents appearing in XY . Thus by Lemma 3.2.3, e is an essential
exponent of xy and hence in PW(xy).
Now suppose X and Y are arbitrary reduced representatives of x and y, then we
have
PW(XY ) ⊂ PW(X) + PW(Y ) = PW(x) + PW(y) = PW(xy)
so XY is a reduced representative.
Remark 3.2.17. From (iii) it follows in particular, thatW has no zero divisors. Moreover
theWeyl algebra is alsoNoetherian [9, Chapter 2]. So in view of Proposition 2.1.8,W
can be embedded in the division algebraWS−1, where S =W\{0}. This implies in par-
ticular, thatW embeds canonically into the localizationWT for any set of denominators
T .
Corollary 3.2.18. Let x1, . . . , xn be Weyl algebra elements and
y =
n∑
i=1
x∗ixi.
Then PW(xi) is contained in 12PW(x) for every i ∈ {1, · · · , n}. If X1, . . . , Xn are reduced
representatives of x1, . . . , xn, then
Y =
n∑
i=1
X∗iXi
is a reduced representative of y.
Proof. Let e be an extreme point of
PW(PW(x1) ∪ · · · ∪ PW(xn)) .
Then e must be an extreme point of PW(xi) whenever it is contained in this set and ac-
cordingly 2e is an extreme point for every set PW(x∗ixi) = PW(x∗i ) +PW(xi) = 2PW(xi)
it is contained in. Let X1, . . . , Xn be representatives of x1, . . . , xn such that each expo-
nent appears at most once in each Xi. If e ∈ PW(xi), then e is extreme for that set and
hence in particular essential for xi. Thus Xi contains a unique monomial of exponent e
with non zero coefficient α. Since 2e is extreme for PW(x∗ixi), e + e is the unique way
44
3.2 The Weyl Polytope and the Corona
to write it as a sum of elements from PW(xi) according to (iii), i.e. the representative
X∗iXi contains a unique monomial of exponent 2e whose coefficient is αα, so it is in
particular strictly positive. Now the representative
n∑
i=1
X∗iXi
of y does not contain any exponent larger than 2e (otherwise 2e could not be extreme
for some PW(x∗ixi)) and all the coefficients of monomials with exponent 2e are posi-
tive. Then 2e is an essential exponent of x by Lemma 3.2.3 and hence 2e ∈ PW(y).
Lemma 3.2.10 (v) implies
PW(PW(x1) ∪ · · · ∪ PW(xn)) ⊂ 1
2
PW(x) ,
since the set on the left hand side is compactly generated and 12PW(x) contains all of its
extreme points. In particular we have PW(xi) ⊂ 12PW(x) for every i ∈ {1, · · · , n}.
Let now X1, . . . , Xn be arbitrary reduced representatives of x1, . . . , xn. Then by
Proposition 3.2.16 we have
PW(Y ) ⊂ PW
(
n⋃
i=1
PW(X∗iXi)
)
= PW
(
n⋃
i=1
PW(x∗ixi)
)
= PW
(
n⋃
i=1
2PW(xi)
)
⊂ PW
(
n⋃
i=1
PW(y)
)
= PW(y)
for every i ∈ {1, · · · , n}, where we used thatX∗iXi is a reduced representative of x∗ixi.
Lemma 3.2.19. Let x be a Weyl algebra element and X a representative of x in the free
algebra. Denote by C the canonical algebra homomorphism, that maps non-commutative
polynomials – i.e. elements of the free algebra – to the commutative polynomial they
represent. If e is maximal in PW(X) and e is not an exponent in C(X), then e is not
essential for x.
Proof. Suppose e is maximal in PW(X). Let S1, . . . Sk be the non-commutative mono-
mials of exponent e and α1, . . . , αk their coefficients in X. Since e is not an exponent
in C(X), the αj must cancel:
k∑
j=1
αj = 0.
Then Lemma 3.2.3 implies, that e is not essential for x.
Corollary 3.2.20. Let x, y and x1, . . . xk be Weyl algebra elements. No essential
exponent of PW(xy − yx) is maximal in PW(xy). No essential exponent of
x (x∗1x1 + · · · + x∗kxk)− x∗1xx1 − · · · − x∗kxxk or
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(x∗1x1 + · · · + x∗kxk)x− x∗1xx1 − · · · − x∗kxxk
is maximal in PW(x (x∗1x1 + · · · + x∗kxk)). No essential exponent of
x∗ (x∗1x1 + · · · + x∗kxk)x− (x∗1x∗xx1 + · · · + x∗kx∗xxk)
is maximal in PW(x∗ (x∗1x1 + · · · + x∗kxk)x).
Proof. Let X, Y and X1, . . . , Xk be reduced representatives of the corresponding Weyl
algebra elements. Let C be the homomorphism of the previous lemma. We already
know, that PW(xy) = PW(x) + PW(y). Let e be an exponent maximal in PW(xy). If e
is not in PW(XY − Y X), then XY − Y X is a representative of xy − yx that does not
contain any exponent larger or equal to e, hence e is not essential for xy − yx. If e is in
PW(XY − Y X), then it must be maximal in the set since PW(XY − Y X) ⊂ PW(XY ) =
PW(xy) (remember that by Proposition 3.2.16 XY is a reduced representative of xy).
Moreover C(XY −Y X) = 0, hence e does not appear as an exponent in this commutative
polynomial. Then we can conclude from the lemma, that e is not an essential exponent
of xy − yx.
The proof for the other assertions is similar. Define
z := (x∗1x1 + · · · + x∗kxk)x− x∗1xx1 − · · · − x∗kxxk
Z := (X∗1X1 + · · · +X∗kXk)X −X∗1XX1 − · · · −X∗kXXk.
Note that for any i ∈ {1, · · · , k}
PW(X∗iXXi) ⊂ PW(X) + 2PW(Xi) = PW(x) + 2PW(xi)
⊂ PW(x) + PW(x∗1x1 + · · · + x∗kxk) = PW(x (x∗1x1 + · · · + x∗kxk)) .
Here we used Corollary 3.2.18 and Proposition 3.2.16 (iii). In particular we have
PW(Z) ⊂ PW(x (x∗1x1 + · · · + x∗kxk)) .
Let e be maximal in PW(x (x∗1x1 + · · · + x∗kxk)). If e is not contained in PW(Z), then
it cannot be essential for z since Z is a representative of z. If e is contained in PW(Z),
then it must be maximal in this set. Since C(Z) = 0, we can again apply the previous
lemma to see that e is not essential for z.
Since
z = (x (x∗1x1 + · · · + x∗kxk)− x∗1xx1 − · · · − x∗kxxk)∗
and adjoint elements have the same essential exponents, e is not essential for
x (x∗1x1 + · · · + x∗kxk)− x∗1xx1 − · · · − x∗kxxk
either.
For the final claim, define
u := x∗ (x∗1x1 + · · · + x∗kxk)x− (x∗1x∗xx1 + · · · + x∗kx∗xxk)
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U := X∗ (X∗1X1 + · · · +X∗kXk)X − (X∗1X∗XX1 + · · · +X∗kX∗XXk) .
We have
PW(X∗iX
∗XXi) = 2PW(X) + 2PW(Xi) = 2PW(x) + 2PW(xi)
⊂ 2PW(x) + PW(x∗1x1 + · · · + x∗kxk) = PW(x∗(x∗1x1 + · · · + x∗kxk)x) ,
and so we have PW(U) ⊂ PW(x∗(x∗1x1 + · · · + x∗kxk)x). Let e be maximal in the set
PW(x∗(x∗1x1 + · · · + x∗kxk)x). If e is not contained in PW(U), then it is not essential for
u. If e is in PW(U), then it must be maximal in that set. Again we have C(U) = 0 so e
is not essential for u.
Corollary 3.2.21. For x and y in W, we have PW(xy + yx) = PW(xy) = PW(yx).
Proof. The inclusion PW(xy + yx) ⊂ PW(xy) = PW(yx) follows immediately from
Proposition 3.2.16. To prove the other inclusion, let e be an extreme point of PW(xy) =
PW(x) + PW(y). Choose reduced representatives Z+ and Z− for xy + yx and xy − yx.
The extreme point e is in particular maximal in PW(xy) thus by Corollary 3.2.20 it is not
an essential exponent of xy−yx, i.e. it does not appear in Z−. No exponent larger than e
appears in Z+ since such an exponent would be outside of PW(xy + yx) ⊂ PW(xy). If the
coefficient corresponding to e in Z+ is zero as well, then e does not appear in the repre-
sentative Z+ +Z− of xy which is a contradiction, hence the coefficient corresponding to e
in Z+ is non-zero and by Lemma 3.2.3 e is essential for xy+yx. So PW(xy + yx) contains
the extreme points of PW(xy) which implies PW(xy + yx) = PW(xy) by Lemma 3.2.10
(v).
We will use the following to simplify the notation.
Definition 3.2.22. For x, y,N ∈ W, define
• x y if and only if the Weyl polytope of x is contained in the interior of PW(y),
• x ≈N y if there is z  N such that x = y + z.
Remark 3.2.23. Let x, y, u, v,N and M be Weyl algebra elements.
If u y and v  y, then αu+ βv  y for every α, β ∈ C for any exponent appearing
in a reduced representative U of u or V of v must be in the interior of PW(y). So αU+βV
is a representative of αu + βv all of whose exponents are contained in the interior of
PW(y).
If x  y and u  v, then xu  yv. This is an immediate consequence of Proposi-
tion 3.2.16 (iii).
However in general x y and u v does not imply x+ u y + v.
The relation ≈N is an equivalence relation for every N ∈ W whose Weyl polytope
has non-trivial interior. Symmetry and reflexivity are immediate. To prove transitivity,
suppose that x ≈N y and y ≈N z, i.e. there are xr  N and yr  N such that x = y+xr
and y = z+yr. Then we have x = z+xr+yr and since xr+yr  N this implies x ≈N z.
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If x ≈N y and u ≈N v, i.e. there are xr  N and ur  N such that x = y + xr and
u = v+ur, then αx+βu = αy+βv+αxr+βur for any α, β ∈ C. Since αxr+βur  N ,
this implies αx+ βu ≈N αy + βv.
Note that the relation ≈N actually only depends on the Weyl polytope of N . So if
PW(N) ⊂ PW(M), x ≈N y implies x ≈M y. In particular if PW(N) = PW(M), we have
x ≈N y ⇐⇒ x ≈M y. (3.5)
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Figure 3.2: Illustration of the definition of corona polynomials using the example x =
p10 + 2p4h2p4 − qh6q + q3h4q3 + 2q6h2q6 + q14. The essential exponents are
the circular dots. We have k = 4 and the resulting corona polynomial is
σ(a, b) = 2a4 − a2b2 + ab3 + 2b4.
The following definition is illustrated in Fig. 3.2.
Definition 3.2.24. Let x be a Weyl algebra element and L a supporting line of PW(x)
that is not parallel to the main diagonal. Of the (at most) two vertices of PW(x) on
L let e be the one with higher degree. Let g ∈ Z2 and k ∈ N be such that L ∩ N2 ∩
PW(x) = {e, e+ g, e+ 2g, . . . , e+ kg} are the exponents contained in the facet of the
Weyl polytope contained in L. In the case where L ∩ N2 ∩ PW(x) is a single point, we
choose k = 0 and g = 0. Let αj be the coefficient corresponding to the exponent e+ jg
in x. The corona polynomial σ of x corresponding to L is the homogeneous polynomial
σ(a,b) :=
k∑
j=0
αja
jbk−j . (3.6)
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Remark 3.2.25. Note that in the above definition the coefficients αj are well-defined by
Lemma 3.2.3. More precisely αj is the essential coefficient corresponding to e+ jg if the
exponent is essential for x and 0 otherwise.
If L is any line in R2, not parallel to the main diagonal, then there is exactly one sup-
porting line L′ of PW(x) parallel to L. We will sometimes refer to the corona polynomial
corresponding to L′ as the corona polynomial corresponding to L.
If L is parallel to an edge, then the coordinates of g must be coprime, for if n divides
g, then e+ gn ∈ L ∩ N2 ∩ PW(x) contrarily to our definition of g.
Note that an element x has only finitely many different corona polynomials (one for
each facet of the Weyl polytope) and that the corona polynomials corresponding to
lines that are not parallel to an edge of PW(x) are scalars.
Any line L partitions R2 into two half-planes. If L is not parallel to the main diagonal,
we may refer to these half-planes as below and above L with respect to the semi-ordering
we defined on R2.
Proposition 3.2.26. Let x and y be Weyl algebra elements and L a line in R2 not
parallel to the main diagonal. The corona polynomial of xy corresponding to L is the
product of the corona polynomials of x and y corresponding to L.
Proof. Let Lx and Ly be the supporting lines parallel to L of PW(x) and PW(y) re-
spectively. We already know that PW(xy) = PW(x) + PW(y), hence Lx + Ly is the
supporting line of PW(xy) parallel to L. Let ex ∈ N2 be the vertex of PW(x) on L
with maximal degree. Let g ∈ Z2 and kx ∈ N be such that Lx ∩ N2 ∩ PW(x) =
{ex, ex + g, ex + 2g, . . . , ex + kxg} and similarly for ey, g and ky. Note that g is the
same for x and y since it only depends on the direction of the line L. We have
then (Lx + Ly) ∩ N2 ∩ PW(xy) = {ex + ey, ex + ey + g, . . . , ex + ey + (kx + ky)g}. Let
α1, . . . , αkx be the coefficients in x corresponding to the exponents ex, . . . , ex + kxg and
β1, . . . , βky the coefficients in y corresponding to the exponents ey, . . . , ey + kyg. We
choose representatives X and Y of x and y such that each exponent appears at most
once in each representative. Then we may write
X = α0S0 + · · · + αkxSkx +Xr
Y = β0T0 + · · · + βkyTky + Yr
where S0, . . . , Skx are non-commutative monomials with exponents ex, . . . , ex + kxg,
T0, . . . , Tkx are non-commutative monomials with exponents ey, . . . , ey + kyg and Xr
and Yr contain only monomials with exponents below Lx and Ly respectively. Then we
have
XY = (α0S0 + · · · + αkxSkx)
(
β0T0 + · · · + βkyTky
)
+XYr +XrY. (3.7)
The last two terms only contain monomials with exponents below Lx + Ly and thus do
not contribute to the corona polynomial of xy. For j ∈ {1, · · · , kx + ky}, the representa-
tive given in (3.7) contains precisely the monomials SjT0, Sj−1T1, . . . , S0Tj of exponent
ex + ey + jg and no monomial of larger exponent. Since X and Y are in particular
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reduced representatives, so is XY by Proposition 3.2.16 (iii). Thus the coefficient of xy
corresponding to the exponent ex + ey + jg can be read of from the representative XY :
αjβ0 + αj−1β1 + · · · + α0βj . (3.8)
But this is also the coefficient of the monomial ajbkx+ky−j in the product of the corona
polynomials of x and y.
The following lemma is a first step towards a Positivstellensatz for the corona of a
Weyl algebra element.
Lemma 3.2.27. Let x be a Weyl algebra element, e, f ∈ N2 with deg e > deg f such
that PW(x) = PW({e, f}), L the edge connecting e and f and σ the corona polynomial of
x corresponding to L. If e and f are even and σ is positive, then there is a sum of squares
y such that PW(y) = PW({e, f}) and the corona polynomials of x and y corresponding to
L coincide. The assertion remains true for the degenerate case e = f and any supporting
line intersecting PW(x) in the single point e.
Proof. Let e, e + g, . . . , f = e + kg be the exponents on the edge L (in the degenerate
case we chose k = 0 and g = 0) and α0, . . . , αk the coefficients corresponding to the
exponents e, e+ g, . . . e+ kg. We know that the coordinates of g are coprime and since
e and f are even, this implies that k is even as well. Denote by r the component-wise
remainder of f by division through k and define f2 := 1k (f−r) (in the degenerate case we
choose r = e and f2 = 0). Define f1 := f2 +g. Then we have e+ng = r+nf1 +(k−n)f2
for n ∈ {0, · · · , k} (this is true also in the degenerate case). Note that by definition, r, f1
and f2 are actually exponents, i.e. they have entire, non-negative coordinates. Moreover
r = e + kf1 is even. We choose a non-commutative representative of σ such that each
exponent appears exactly once and non-commutative monomials U, S, T with exponents
r
2 , f1, f2. Then σ(S, T ) is a well defined non-commutative polynomial and we define Y ′ :=
U∗σ(S, T )U and y′ the Weyl algebra element Y ′ represents. Consider two monomials
of σ with exponents (n, k−n) and (m, k−m). Since sigma has only a single monomial of
a given exponent, in the representative Y ′ this leads to single monomials with exponents
r+nf1 +(k−n)f2 = e+ng and r+mf1 +(k−m)f2 = e+mg. These exponents are equal
if and only if n = m hence each exponent appears at most once in the representative Y ′,
i.e. Y ′ is a reduced representative of y′. Thus we can read of the essential coefficients of
the weyl algebra element y′ from this representative. The coefficient corresponding to
e+ng = r+nf1+(k−n)f2 is the coefficient of the monomial of σ with exponent (n, k−n)
which is αn by definition of the corona polynomial for n ∈ {0, · · · , k}. In particular we
have PW(y′) = PW(Y ) = PW({e,f}) and the corona polynomial of y′ (corresponding do
L) is σ as well.
The polynomial σ is a positive, homogeneous polynomial in two variables, so there are
homogeneous real polynomials σi, i ∈ {1, · · · , l} such that
σ =
l∑
i=1
σ2i .
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We fix again a non-commutative representative for every σi such that each exponent
appears at most once. Let Z be the representative
U∗σ(S, T )U − U∗
(
l∑
i=1
σi(S, T )
∗σi(S, T )
)
U
and z the Weyl algebra element it represents. All the exponents appearing in Z are
on the line segment L, hence PW(Z) ⊂ PW({e, f}). By definition, Z is zero as a
commutative polynomial. For every n ∈ {0, · · · , k}, e+ng is maximal in PW({e, f}), so
it is either not in PW(Z) at all or it is maximal in the latter set. If it is not in PW(Z),
then it cannot be an essential exponent of z since no exponent larger than e+ng appears
in Z either. If e+ng is maximal in PW(Z), it cannot be an essential exponent of z either
by Lemma 3.2.19 (Z is trivial as a commutative polynomial). So no essential exponent
of z is on or above the line segment L. By Lemma 3.2.3 this implies that the coefficients
of monomials with exponent e′ ∈ L in Y ′ sum up to the same value as the exponents of
monomials with exponent e′ in
Y := U∗
(
l∑
i=1
σi(S, T )
∗σi(S, T )
)
U
so (again by Lemma 3.2.3) the essential coefficients of e′ in y and y′ must be equal. Thus
y, y′ and x have the same corona polynomial (corresponding to L) and y is a sum of
squares.
If L is the main diagonal, then there is no well defined corona polynomial of x corre-
sponding to L. Indeed this is the only case, where there are two supporting lines of the
Weyl polytope parallel to L. Nonetheless the coefficients of monomials with exponents
on these lines contribute to the asymptotic behaviour.
Definition 3.2.28. The corona of a Weyl algebra element is its Weyl polytope to-
gether with the map associating the corresponding corona polynomials to its edges. Here
we associate the homogeneous components of highest and lowest degree with the edges
parallel to the main diagonal.
Note that by Lemma 2.3.5 and Corollary 3.2.7, the homogeneous components of high-
est and lowest degree can be actually uniquely characterised by a polynomial in a single
variable, so the corona associates to each Weyl algebra element a collection of commu-
tative polynomials.
Lemma 3.2.29. Let x, y and N be Weyl algebra elements fulfilling PW(x) ⊂ PW(N)
and x ≈N y. Let k and l be the highest and lowest degree of N , xk, yk the homogeneous
components of degree k of x and y, xl, yl the homogeneous components of degree l of
x and y and e some maximal exponent in PW(N). Then PW(y) ⊂ PW(N), xk = yk,
xl = yl and the coefficients corresponding to e in x and y coincide. In particular, if
x ≈x y, then x and y have the same corona and the same Weyl polytope.
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Proof. By assumption, there is an element xr  N such that x = y+xr. Choose reduced
representatives Y and Xr of y and xr and let X be the representative Y +Xr of x. We
must have
PW(y) = PW(x− xr) ⊂ PW(x) ∪ PW(xr) ⊂ PW(x) ∪ PW(N) ⊂ PW(N) .
Let e be some maximal exponent in PW(N). The element Xr does not contain the
exponent e since PW(Xr) = PW(xr) is in the interior of PW(N) and e on its boundary.
So the sum of coefficients of monomials with exponent e is the same in X and Y . Since
neither X nor Y contain exponents larger than e, by Lemma 3.2.3 this implies that e
is essential for x if and only if it is essential for y and that the coefficients of x and y
corresponding to e coincide.
Let k be the highest degree of N . The homogeneous components of xr = x − y
with degree ≥ k must vanish, because otherwise xr = x − y would have a non-zero
homogeneous component and hence an essential exponent of degree ≥ k which would be
outside or on the boundary of PW(N) contrarily to the assumption. The homogeneous
components of x with degree greater k vanish for the same reason. In other words, the
homogeneous components of y of degree greater k vanish and x and y have the same
homogeneous component of degree k. The proof for the homogeneous component of
degree l is analogous.
Now apply what we just proved to the case N = x. Then we have PW(y) ⊂ PW(x).
Each extreme point of PW(x) is in particular maximal in that set and essential for x.
Then it is also essential for y, so we must have PW(y) = PW(x). Since the coefficients
corresponding to e in x and y coincide for any e maximal in PW(x), the corona poly-
nomials corresponding to the same edge of PW(x) of the two elements coincide as well.
As we have seen above, the homogeneous components of highest and lowest degree of x
and y also coincide.
Definition 3.2.30. Let x be a Weyl algebra element. We say that x has (strictly)
positive corona, if all its corona polynomials are (strictly) positive and its homogeneous
components of maximal and minimal degree are of the form pkρ(h)pk or qlσ(h)ql for
some k, l ∈ N and some (strictly) positive polynomials ρ and σ.
We say that the corona of x is a sum of squares if x ≈x y for a sum of squares y.
We say that the corona of x is a strict sum of squares if for every symmetric z ∈ W
with PW(z) ⊂ PW(x) there is  > 0 and a sum of squares y such that x+ z ≈x y.
The corona of a sum of squares is always a sum of squares. However, there are strict
sums of squares, whose corona is not a strict sum of squares, for example (p+ q)2 + 1.
Remark 3.2.31. Let x ∈ W have positive corona. Then the homogeneous component of
maximal degree has the form pkρ(h)pk or qlσ(h)ql with non-negative polynomials ρ or σ.
This implies in particular, that ρ or σ has even degree and hence the essential exponent
e of maximal degree in x has even coordinates (deg ρ,deg ρ+ 2k) or (deg σ + 2l,deg σ).
Now consider the other edge of PW(x) through e. The corona polynomial corresponding
to this edge must be positive so it has in particular even degree. Looking at the definition
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given in (3.6) this implies that k is even and α0 and αk are strictly positive. Thus the
other endpoint of the edge e + kg has even coordinates as well. We can continue this
argument for the other edges of PW(x) and find that all extreme points of the Weyl
polytope of an element with positive corona have even coordinates and the corresponding
coefficients are strictly positive.
If x has positive corona, its component of highest degree is of the form pkρ(h)pk for
a positive polynomial ρ (we assume positive highest degree here but the argument for
negative highest degree is similar). Since ρ is a positive polynomial in one variable, it is
a sum of squares. Thus the homogeneous component of highest and lowest degree of an
element with positive corona are of the form pkρ(h)pk or qlσ(h)ql for sums of squares
ρ or σ. In particular these homogeneous components are sums of squares. Similarly,
if the corona of x is positive, then its corona polynomials are positive, homogeneous
polynomials in two variables by definition, i.e. they are sums of squares.
Lemma 3.2.32. Let x1, x2 be Weyl algebra elements fulfilling PW(x2) ⊂ PW(x1). If
the corona of x1 is a strict sum of squares and the corona of x2 is a sum of squares, then
the corona of x1 + x2 is a strict sum of squares.
Proof. The Weyl polytope of x1 + x2 is contained in PW(x1). We want to show, that
they are actually the same. So let e be an extreme point of PW(x1). Let X1 and X2 be
reduced representative of x1 and x2. By Remark 3.2.31, the coefficient corresponding
to e in X1 is strictly positive. Since PW(X2) = PW(x2) ⊂ PW(x1), the coefficient
corresponding to e in X2 is either zero if e is not essential for x2 or strictly positive
(by Remark 3.2.31 again) otherwise. Thus the representative X1 +X2 of x1 + x2 has a
strictly positive coefficient corresponding to e and no exponents larger than e appear.
By Lemma 3.2.3 this implies that e is essential for x1 + x2. So PW(x1 + x2) contains all
the extreme points of PW(x1), which implies PW(x1) ⊂ PW(x1 + x2).
Now let z ∈ W fulfil PW(z) ⊂ PW(x1 + x2) = PW(x1). By assumption on the coronas
of x1 and x2, there is  > 0 and sums of squares y1, y2 such that x1 + z ≈x1 y1 and
x2 ≈x2 y2. Since PW(x2) ⊂ PW(x1) this implies x2 ≈x1 y2 and adding the equivalences
yields x1 + x2 + z ≈x1 y1 + y2. Using PW(x1 + x2) = PW(x1) again, we obtain x1 +
x2 + z ≈x1+x2 y1 + y2 and the proof is finished.
Proposition 3.2.33. Let x ∈ W be a sum of squares. The corona polynomials of x are
sums of squares. The homogeneous components of highest and lowest degree of x are
of the form pkρ(h)pk or qlσ(h)ql where k, l ∈ N and the polynomials ρ, σ are sums of
squares.
Proof. Let x be a sum of squares, i.e.
x = x∗1x1 + · · · + x∗kxk
for some x1, . . . , xk ∈ W. We know, that PW(xi) ⊂ 12PW(x) for any i ∈ {1, · · · , k} from
Corollary 3.2.18. Let L be some supporting line of 12PW(x) that is not parallel to the
main diagonal. Let e ∈ N2 be the exponent of highest degree in 12PW(x)∩L, g ∈ Z2 and
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l ∈ N such that {e, e+ g, · · · , e+ lg} = L ∩ N2 ∩ 12PW(x). For each exponent fix some
non-commutative monomial and let X1, . . . , Xk be the representatives of x1, . . . , xk that
contain only these monomials. (Choose for example the unique representatives consisting
of monomials from Lemma 2.3.3.) Then the Xi are reduced representatives and we have
Xi :=
l∑
j=0
αi,jSj +X
′
i
for non-commutative monomials S0, S1, . . . , Sj of exponents e, e + g, . . . , e + lg (inde-
pendent of i) and X ′i ∈ F2 fulfilling PW(X ′i) ⊂ PW(Xi) ⊂ 12PW(x) and containing only
exponents below L. Then
X := X∗1X1 + · · ·X∗kXk
is a reduced representative of x by Corollary 3.2.18. Hence we can read of the essential
coefficients by looking at the coefficients of X. Let β0, . . . β2l be the coefficients of X
corresponding to the exponents 2e, 2e + g, . . . 2e + 2lg. None of the monomials of the
mixed products (X ′i)
∗X ′i or S∗jX ′i contribute, since their exponents are strictly below
2L. The coefficient of 2e+mg in X∗iXi for some m ∈ {1, · · · , 2l} is
αi,0αi,m + αi,1αi,m−1 + · · · + αi,mαi,0 =
m∑
j=0
αi,jαi,m−j
where we define αi,j = 0 for j > l hence
βm =
k∑
i=1
m∑
j=0
αi,jαi,m−j .
Using the Cauchy product formula, we obtain
k∑
i=1
 l∑
j=0
αi,jajbl−j
( l∑
n=0
αi,na
nbl−n
)
=
k∑
i=1
l∑
j,n=0
αi,jαi,na
j+nb2l−(j+n)
=
k∑
i=1
2l∑
m=0
m∑
j=0
αi,jαi,m−jamb2l−m
=
2l∑
m=0
βma
mb2l−m.
The last expression is the corona polynomial of x corresponding to L which we have thus
seen to be a sum of squares.
Now let 2n be the highest degree of x. Then the highest degrees of xi is at most n
for every i ∈ {1, · · · , k} since otherwise there would be an essential exponent of degree
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larger n which is impossible since PW(xi) ⊂ 12PW(x). Then the homogeneous component
of highest degree of x is
k∑
i=1
y∗i yi,
where yi is the homogeneous component of degree n of xi (which can be zero). According
to Lemma 2.3.5, there are polynomials ρi or σi such that yi can be written as ρi(h)pn
if n is non-negative or σi(h)q−n if n is negative which yields the desired form of the
homogeneous component of highest degree of x. The argument for the component of
lowest degree is analogous.
Proposition 3.2.34. Let x be a Weyl algebra element. If the corona of x is a (strict)
sum of squares, then x has (strictly) positive corona.
Proof. If x ≈x y for some sum of squares y, then the corona of x and y coincide by
Lemma 3.2.29. By Proposition 3.2.33 this implies, that the corona polynomials of x are
sums of squares and hence positive. The homogeneous components of highest and lowest
degree of x are of the form pkρ(h)pk or qlσ(h)ql for some k, l ∈ N and sums of squares
ρ and σ again by Proposition 3.2.33. Thus ρ and σ are in particular positive.
Now suppose the corona of x is a strict sum of squares. Then the corona of x is in
particular a sum of squares and thus positive as we have just proved. Consider first the
homogeneous component of highest degree (we assume positive degree, but the proof
for negative degree is analogous). It is of the form pkρ(h)pk for some k ∈ N and some
non-negative polynomial ρ. Let σ(h) := 1 + hl where l is the degree of ρ, which we
already know to be even since the corona of x is positive. Then the Weyl polytope of
pkσ(h)pk is contained in PW(x), hence by assumption there is  > 0, a sum of squares
y and xr  x, such that x − pkσ(h)pk = y + xr. The homogeneous component of
degree 2k of the element on the left hand side is pk (ρ(h)− σ(h)) pk. If ρ − σ is zero,
ρ = σ is a strict sum of squares. If ρ − σ does not vanish, then pk (ρ(h)− σ(h)) pk
is equal to the component of highest degree of y (since xr cannot have a homogeneous
component of degree 2k), in which case it is a sum of squares and in particular positive.
But this is only possible if ρ is a strictly positive polynomial. Again the argument for
the homogeneous component of lowest degree is analogous.
Now let L be some edge of PW(x) that is not parallel to the main diagonal, ξ the
corresponding corona polynomial of x and l its degree. Again l is even since the corona
of x is positive. Let e, f be the end points of L and s, t monomials with exponent e
and f . By assumption, there is  > 0, a sum of squares y and xr  x such that
x − (s + s∗ + t + t∗) = y + xr. If the coefficients corresponding to exponents on L of
the left hand side are all zero, we have ξ(a,b) = 2(al + bl) so ξ is strictly positive. If at
least one of these exponents is non-zero, then the corona polynomial of the right hand
side corresponding to L is equal to the corona polynomial of y (xr does not contribute,
since any essential exponent on L would be on the boundary of PW(x)). Then the corona
polynomial, which is ξ(a, b)−2 (al + bl), must be non-negative and that is only possible
if ξ is strictly positive.
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Lemma 3.2.35. Let x be a Weyl algebra element whose corona is a strict sum of
squares. Then for every symmetric z fulfilling PW(z) ⊂ PW(x), there is  > 0 such that
PW(x+ z) = PW(x) and the corona of x+ z is still a strict sum of squares.
Proof. By assumption, there is 1 > 0, such that x + 1z ≈x y. Let 2 be less than the
minimum of the essential coefficients of x corresponding to extreme points of PW(x) (all
these are strictly positive since x has positive corona). Then we have PW(x+ z) =
PW(x) for any 0 ≤  ≤ 2. Choose 0 <  < min {1, 2}, then the corona of x + z is
a strict sum of squares. To see this let z′ be a symmetric Weyl algebra element such
that PW(z′) ⊂ PW(x+ z) = PW(x). Then there is κ > 0 and a sum of squares y′ such
that x+ κz′ ≈x y′ since the corona of x is a strict sum of squares. Then we have
x+ z +
(
1− 
1
)
κz′ =

1
(x+ 1z) +
(
1− 
1
)
(x+ κz′) ≈x 
1
y +
(
1− 
1
)
y′
where the last expression is a sum of squares and since PW(x) = PW(x+ z) also
x+ z + (1− 
1
)κz′ ≈x+z 
1
y +
(
1− 
1
)
y′.
Lemma 3.2.36. Let N be a Weyl algebra element, k and l the maximal and minimal
degree of N . Then the corona of N is a strict sum of squares if and only if the following
two conditions are fulfilled.
(i) For every maximal exponent of PW(N), there are  > 0, some symmetric homo-
geneous element x with essential exponent e and sums of squares y1, y2 such that
N − x ≈N y1 and N + x ≈N y2.
(ii) For any symmetric homogeneous element x of degree k or l fulfilling PW(x) ⊂
PW(N), there is  > 0 and a sum of squares y such that N + x ≈N y.
If the homogeneous component of highest and lowest degree of N are pure powers of p
or q, then the second condition follows from the first.
Proof. The “only if” part of the statement is clear. We prove the “if” part. Let e be
an essential exponent of N . By assumption (i) there is some symmetric homogeneous
element x with essential exponent e and sums of squares y1, y2 such that N + x ≈N y1
and N − x ≈N y2. If 0 ≤ ′ < , we have
N + ′x =
1
2
(
1 +
′

)
(N + x) +
1
2
(
1− 
′

)
(N − x)
≈N 1
2
(
1 +
′

)
y1 +
1
2
(
1− 
′

)
y2
N − ′x = 1
2
(
1− 
′

)
(N + x) +
1
2
(
1 +
′

)
(N − x)
≈N 1
2
(
1− 
′

)
y1 +
1
2
(
1 +
′

)
y2.
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In particular (′ = 0), the corona of N is a sum of squares.
Now let x be any symmetric homogeneous elements whose essential exponent e is in
PW(N). We will show, that there are  > 0 and a sum of squares y such thatN+x ≈N y.
If the degree of e is the highest or lowest degree of N , this is guaranteed by the condition
(ii). If e is in the interior of PW(N), then x N and N+x ≈N N and there is nothing
to show since the corona of N is a sum of squares. If e is on the boundary of PW(N),
and the degree of e is neither the highest nor the lowest degree of N , then by condition
(i), there is a homogeneous element x′ with essential exponent e,  > 0 and sums of
squares y1, y2 such that N − x′ ≈N y1 and N + x′ ≈N y2. Let α and α′ be the essential
coefficients of x and x′ respectively. Then the essential exponent of αx′ − α′x is smaller
than e since the coefficients of monomials with exponent e cancel and so e is contained
in the interior of PW(N). Thus αx′ − α′x N . Then the elements
N − α
′
α
x = N − x′ + 
α
(αx′ − α′x) ≈N y1
N +
α′
α
x = N + x′ − 
α
(αx′ − α′x) ≈N y2
have Weyl polytopes contained in the interior of PW(N). Hence we can use the first
equation to get the desired result if α′α is negative and the second equation if it is positive.
Now let x be an arbitrary symmetric Weyl algebra element with PW(x) ⊂ PW(N).
The element x can be written as a sum of homogeneous components whose essential
exponents are contained in PW(N):
x =
k∑
j=1
xj .
Now there exist i > 0 and sums of squares y1, . . . , yk such that N + ixi ≈N yi for every
i ∈ {1, · · · , k}. We have seen in the beginning of the proof, that we can always choose
smaller i so we may assume without loss of generality that 0 <  := 1 = 2 = · · · = k.
We have then
N +

k
x =
1
k
k∑
j=1
(N + xi) ≈N 1
k
k∑
j=1
yj .
Hence the corona of N is indeed a strict sum of squares.
Finally suppose that the homogeneous component of highest degree of N is of the
form pk for some k ∈ N. Then (k, 0) is an essential exponent of N and by the first
condition, there is a homogeneous element x with essential exponent (k, 0),  > 0 and
sums of squares y1, y2 such that N− x ≈N y1 and N+ x ≈N y2. But any homogeneous
element of degree k whose Weyl polytope is contained in PW(N) is a scalar multiple of
pk and thus a scalar multiple of x. So the first condition does indeed imply the second
one in this special case.
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Example 3.2.37. Let e1, . . . , el ∈ N2 be such that any generalized extreme point of
PW({e1, . . . , el}) is among the e1, · · · , el. Let s1, . . . , sl be non-commutative monomials
of exponents e1, . . . , el. Then the corona of the element
N :=
l∑
i=1
s∗i si
is a strict sum of squares.
Proof. Suppose e1, . . . , ek, k ≤ l are the generalized extreme points of PW({e1, . . . , el}).
Consider
N :=
k∑
i=1
s∗i si +
l∑
i=k+1
s∗i si.
The Weyl polytope of the second sum is contained in the Weyl polytope of the first
sum, so if we can show that the corona of the first sum is a strict sum of squares,
the corona of N is a strict sum of squares by Lemma 3.2.32. Thus we may assume
without loss of generality, that e1, . . . , el are precisely the generalized extreme points of
PW({e1, . . . , el}).
We will use Lemma 3.2.36 to prove the assertion. Let 2k be the highest degree of N
and si a monomial of degree k (there are at most two such monomials). Suppose for
the moment that k is positive. Then by Lemma 2.3.5 there is a polynomial σi such that
si = σi(h)p
k. Hence the homogeneous component of highest degree of N is of the form
pkσ(h)pk
where σ is a sum of squares. Since each generalized extreme point of PW(N) =
PW({e1, . . . , el}) is among the exponents e1, · · · , el, one of the si is of the form pk
and hence σ must be a strict sum of squares. A similar argument can be made for the
component of lowest degree and also in the case where the degrees are negative. We
will assume for the rest of this proof that the highest degree is positive and the lowest
degree negative. The other cases can be dealt with similarly. Thus we have seen above,
that there are strict sums of squares σ and ρ and k, l ∈ N such that the homogeneous
components of highest and lowest degree of N are of the form
pkσ(h)pk and qlρ(h)ql,
respectively.
In particular, if x is a symmetric, homogeneous Weyl algebra element of degree k
with PW(x) ⊂ PW(N), then it can be written as pkκ(h)pk for some real polynomial κ.
We must have deg κ ≤ deg σ due to Corollary 3.2.7. Since σ is strictly positive, there is
 > 0 such that σ + κ is positive and hence a sum of squares. Then
N + x =
∑
i∈{1,···,l},deg ei 6=k
s∗i si + p
k(σ + κ)(h)pk
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is a sum of squares. An analogous argument can be made if x is homogeneous of degree
l, which proves condition (ii) of Lemma 3.2.36.
To prove condition (i) of the lemma, let e be an exponent maximal in PW(N) and t a
monomial with exponent e. The exponent e lies on some edge L of PW(N) (choose one
at random if more than one edge is possible) connecting two extreme points 2ei and 2ej .
The corona polynomial corresponding to L of the element s∗i si + s∗jsj ± (t+ t∗) is a2n +
b2n± 2akb2n−k. Thus we can choose  > 0 such that this corona polynomial is positive.
By Lemma 3.2.27 there is a sum of squares y that has the same corona polynomial and
fulfils PW(y) = PW({2ei, 2ej}) = PW
(
s∗i si + s
∗
jsj ± (t+ t∗)
)
. Decompose s∗i si + s∗jsj ±
(t + t∗) − y into its homogeneous components. Denote the homogeneous components
of degree k and l by xM and xm respectively and the sum of the other homogeneous
components by xr thus we have
s∗i si + s
∗
jsj ± (t+ t∗)− y = xM + xm + xr. (3.9)
The Weyl polytope of xr is contained in PW({2ei, 2ej}) ⊂ PW(N). By definition, it
does not have a homogeneous component of degree k or l. Any essential exponent e of xr
is an essential exponent of s∗i si+s∗jsj±(t+t∗)−y since xM and xm have different degree
from e by definition. Since the corona polynomials of s∗i si+s∗jsj±(t+t∗) and y coincide,
so do their essential exponents. So no essential exponent of s∗i si+s∗jsj± (t+ t∗)−y and
hence of xr lies on the line eiej . Putting these two observations together, we see that no
essential exponent of xr is on the boundary of PW(N), i.e. xr  N . Thus we have
N ± (t+ t∗) =
∑
n∈{1,···,l}\{i,j}
s∗nsn + y + xr + xm + xM .
If xm = xM = 0 the equation already proves condition (i) of Lemma 3.2.36. Otherwise
we have seen above, that we may choose 0 < δ < 13 such that
1
3N + δxm = y1 and
1
3N + δxM = y2 for sums of squares y1 and y2. Then we have
N ± δ(t+ t∗) = (1− δ)N + δ(N ± (t+ t∗))
=
(
1
3
N + δxm
)
+
(
1
3
N + δxM
)
+
(
1
3
− δ
)
N + δ
 ∑
n∈{1,···,l}\{i,j}
s∗nsn + y + xr
 .
Everything in the last expression is a sum of squares except for δxr which fulfils δxr  N .
This proves condition (i) of Lemma 3.2.36 which finishes the proof.
The following lemma is a simpler criterion for the corona of an element to be a strict
sum of squares. It shows that instead of investigating x + z for arbitrary symmetric
element z with PW(z) ⊂ PW(x), it is sufficient to consider a few select z.
Proposition 3.2.38. Let x be a Weyl algebra element. Let e1, . . . , el be the generalized
extreme points of PW(x). The following are equivalent:
(i) The corona of x is a strict sum of squares.
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(ii) There is an element y whose corona is a strict sum of squares such that x ≈x y.
(iii) For each i ∈ {1, · · · , l}, ei is even and there is some non-commutative monomial
si with exponent ei2 ,  > 0 and a sum of squares y such that x− s∗i si ≈x y.
Proof. The implication from (i) to (iii) is immediate, since PW(s∗i si) ⊂ PW(x) for each
i ∈ {1, · · · , l}.
To prove the implication from (iii) to (ii), let si be non-commutative monomials
of exponent ei2 , i > 0 and yi a sum of squares such that x − is∗i si ≈x yi. If  =
min {i | i ∈ {1, · · · , l}} we have x− s∗i si ≈x yi + (i − )s∗i si. Since the right hand side
is still a sum of squares, we may assume without loss of generality, that all the i are
equal to , i.e.
x− s∗i si ≈x yi
for every i ∈ {1, · · · , l}. Define
N :=
l∑
i=1
s∗i si.
By construction we have PW(N) = PW(x) and by Example 3.2.37, the corona of N
is a strict sum of squares. For every i ∈ {1, · · · , l} we have PW(yi) ⊂ PW(x) by
Lemma 3.2.29. Then the corona of the right hand side of
x =
1
l
l∑
i=1
x ≈x 
l
l∑
i=1
s∗i si +
l∑
i=1
yi
is a strict sum of squares by Lemma 3.2.32 which proves (ii).
Now assume (ii) and let y be an element whose corona is a strict sum of squares such
that x ≈x y. Then the Weyl polytopes of x and y must coincide by Lemma 3.2.29. Let
z ∈ W be any element with PW(z) ⊂ PW(x) = PW(y). Then since the corona of y is
a strict sum of squares, there is  > 0 and a sum of squares w such that y + z ≈y w
which implies y+ z ≈x w since x and y have the same Weyl polytope. Then x+ z ≈x
y + z ≈x w which proves that the corona of x is a strict sum of squares.
In Lemma 3.2.27 we obtained a “Positivstellensatz” for a single corona polynomial.
Now one could try to decompose an arbitrary Weyl algebra element into a sum of
such elements and then apply that lemma to the individual components. In general,
this approach does not work. If e is an extreme point of the Weyl polytope, then
the coefficient corresponding to e contributes to two corona polynomials. We can now
individually represent these polynomials as sums of squares but in general not simultane-
ously. The result below deals with the cases, in which the approach works nevertheless.
An illustration accompanying the lemma and its proof can be found in Fig. 3.3.
Lemma 3.2.39. Let x be a Weyl algebra element with positive corona. Call a polyno-
mial simple if all its exponents are even and its coefficients positive. Let LM and Lm be
the edges of PW(x) not parallel to the main diagonal containing the essential exponent of
maximal and minimal degree. Suppose the corona polynomials corresponding to LM and
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x0
LM
L1
L2
Lm
x3
β
α
γ
γ
Q
U
z1
V W
z2
Z
x1
A1
x2
B1
xr
C1
xr
Figure 3.3: Illustration of the proof of Lemma 3.2.39. The circular dots represent the
essential coefficients of the Weyl algebra element. The simple edges of the
Weyl polytope are the dotted lines. The various parts of theWeyl polytope
have been labelled by the components of x they contribute to in (3.10). Note
that the conditions of the lemma allow for the coefficient corresponding to
the exponent labelled by α to be negative as long as the corona polynomial
corresponding to L1 remains positive. The coefficient of the exponent labelled
β on the other hand must be non-negative since it is situated on a simple
edge. Coefficients in the interior (labelled γ) do not contribute to the corona
and can hence be arbitrary.
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Lm are simple. Suppose further, that for any two adjacent edges of PW(x) (i.e. edges
sharing a vertex), at least one of the corresponding corona polynomials is simple. Then
the corona of x is a sum of squares.
Proof. First consider the case where x is homogeneous and has positive corona. Then
there are no edges of PW(x) that are not parallel to the main diagonal, in particular
LM and Lm are not well defined. But in this case x is equal to its component of highest
degree hence it is even a sum of squares by Remark 3.2.31.
Now let x be an element with positive corona that is not homogeneous. We will call an
edge of PW(x) simple if the corresponding corona polynomial is simple. Let L1, . . . , Lk be
the edges of PW(x) that are not simple and not parallel to the main diagonal. Decompose
x into its homogeneous components. Let x0, . . . , xl be the homogeneous components
whose essential coefficient is not on one of the edges L1, . . . , Lk. By assumption, the
essential exponent of highest and lowest degree are not on any of the edges L1, . . . , Lk,
hence we may choose x0 and xl to be the homogeneous components of highest and lowest
degree of x respectively. For i ∈ {1, · · · , k}, let zi be the sum of homogeneous components
whose essential exponent is on Li. Let xr be the sum of homogeneous components, whose
essential exponent is in the interior of PW(x) (which implies xr  x). By assumption,
no two of the edges L1, . . . , Lk are adjacent, so no essential exponent can be on two
of these edges. So each homogeneous component of x contributes to exactly one of the
elements x0, . . . , xl, z1, . . . , zk, xr, i.e.
x =
l∑
i=0
xi +
k∑
j=0
zj + xr ≈x
l∑
i=0
xi +
k∑
j=0
zj .
Since x has positive corona, x0 and xl are sums of squares by Remark 3.2.31. For
i ∈ {1, · · · , l − 1}, the essential exponent e of xi is an essential exponent of x on a simple
edge. The essential coefficients corresponding to e in xi and x coincide (since xi is a
homogeneous component of x). Since e is on a simple edge, it must be even and the
coefficient positive by assumption. This is precisely the degenerate case of Lemma 3.2.27
so there are sums of squares yi, i ∈ {1, · · · , l − 1} such that the Weyl polytopes and
corona polynomials of xi and yi coincide. In our case this is equivalent to saying that the
essential coefficients of xi and yi are the same, hence the essential coefficient of xi − yi
is smaller than e. Since the degree of xi (and hence yi) is neither the maximal nor the
minimal degree of x, this essential coefficient must be in the interior of PW(x). In other
words xi ≈x yi.
For j ∈ {1, · · · , k}, the corona polynomial of zj corresponding to Lj is equal to the
corona polynomial of x corresponding to Lj (since zj consist of all the homogeneous
components of x that can contribute to this corona polynomial) which is positive by
assumption. By Lemma 3.2.27, there is a sum of squares wj with the same corona
polynomial and PW(zj) = PW(wj). Any essential exponent e of zj − wj must be below
the line Lj (otherwise the corona polynomials could not be the same) and in PW(zj) ⊂
PW(x). Since no homogeneous component of zj (and thus wj) has the maximal or
minimal degree of x, e cannot have such a degree either and so it must be contained in
the interior of PW(x). Again this is equivalent to saying that zj ≈x wj .
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Combining the above results, we get
x ≈x
l∑
i=0
xi +
k∑
j=0
zj ≈x x0 + xl +
l−1∑
i=1
yi +
k∑
j=0
wj (3.10)
where the right hand side is a sum of squares.
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3.3 Asymptotic Sums of Squares
We start by proving a couple of lattice geometric lemmata, that will be helpful later on.
Lemma 3.3.1. Let ABCD be a quadrilateral with vertices in 2N2. Suppose AB is
parallel to the y-axis and the slope of CD is an integer. Let EFGH be the quadrilateral
defined by the midpoints of the sides BC and AD and the diagonals AC and BD. Then
EFGH is a parallelogram and for any lattice point e in EFGH there are lattice points
f,g ∈ N2, such that 2f is on AB, 2g is on CD and e = f + g.
Proof. Fix E = 12(A + C), F =
1
2(B + C), G =
1
2(B + D) and H =
1
2(A + D) Since
F − E = G−H, we see that EFGH is a parallelogram. The points E,F,G and H are
on the lattice N2. Define v := F −E = 12(B−A) and w := H −E = 12(D−C) and note
that both elements are lattice points in Z2.
Since e is in the parallelogram EFGH, there are s,t ∈ [0, 1] such that e = E+sv+ tw.
Since e and E are lattice points, and the x-coordinate of v vanishes by assumption, the
x-coordinate of tw must be an integer. Since the slope of w is an integer, the y-coordinate
of tw is an integer as well, i.e. tw is on the lattice N2. Set
2g := C + 2tw = C + 2t(H − E) = C + t(D − C) = (1− t)C + tD.
The point g is on CD. Moreover 2g is indeed even since C and 2tw are. Now define
2f := 2e− 2g which due to
2f = 2E + 2sv − C = A+ s(B −A) = (1− s)A+ sB
lies on AB. We then have e = f + g and since e and g are lattice points, f must be as
well.
Corollary 3.3.2. Let ABD be a triangle with vertices in 2N2. Suppose AB is parallel
to the y-axis and the slope of AD is an integer. Let EFGH be the quadrilateral defined
by A and the midpoints of AB, AD and BD. Then EFGH is a parallelogram and for
any lattice point e in EFGH there are f, g ∈ N2 such that 2f is on AB, 2g is on AD
and e = f + g.
Proof. We can copy the proof of Lemma 3.3.1 verbatim setting A = C.
See Fig. 3.4 for an illustration of the following lemma.
Lemma 3.3.3. Let e1, e2 ∈ 2N2 be two different points. Denote the line through e1 and
e2 by L and define the ray D = {(λ, λ) | λ ∈ [0,∞)}. Denote PW(e1, e2) ∩ [0,∞)2 by Q
and define
δQ = ((e1 −D) ∪ (e2 −D) ∪ {(x, 0) | x ∈ R} ∪ {(0, y) | y ∈ R}) ∩Q.
For every e ∈ N2 in the interior of Q, there are g, f ∈ N2 such that 2g, 2f ∈ Q and
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Q4
Q3
Q2
Q1
Q5
Figure 3.4: Illustration Lemma 3.3.3
• 2f ∈ δQ,
• 2g is either in δQ or d(2g, L) > d(e, L) (where d(e, L) is the distance of a point e
to the line L),
• e = f + g,
• deg 2f 6= deg e and deg 2h 6= deg e.
Proof. Depending on e1 and e2, Q can be a line segment, a triangle, a quadrilateral or a
pentagon. In the first case (deg e2 = deg e1), the assertion of the lemma follows trivially,
since the interior of Q is empty.
We assume without loss of generality that deg e2 > deg e1. We will first deal with the
case where Q is a pentagon which is in some sense the most general one. This happens
if deg e2 > 0 > deg e1 and neither e1 nor e2 is on one of the coordinate axes. Thus
suppose that Q is the (convex) pentagon e1e2e3e4e5, where e3 is the intersection of the
y-axis and e2−D, e4 is the origin and e5 the intersection of the x-axis and e1−D. Then
e1, . . . , e5 are even.
Denote the midpoints of the sides e3e4, e4e5, e5e1, e1e2 and e2e3 by m1, m2, m3, m4
and m5 and the midpoints of the diagonals e2e4, e1e4, e3e5, e1e3 and e2e5 by d1, d2, d3,
d4 and d5. This partitions Q into five quadrilaterals Q1 = e3m1d1m5, Q2 = m1d3d5d1,
Q3 = d3m2d2d4, Q4 = m2e5m3d2 and Q5 = e4m2d3m1 as well as two pentagons P1 =
e1m4d4d2m3 and P2 = e2m5d1d5m4. The pentagon Pi arises by scaling down P by the
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factor 12 based on the point ei, i.e.
P1 =
{
e1 +
1
2
x
∣∣∣∣ e1 + x ∈ Q} = {e | 2x− e1 ∈ Q}
P2 =
{
e2 +
1
2
x
∣∣∣∣ e2 + x ∈ Q} = {e | 2x− e2 ∈ Q} . (3.11)
Now let e ∈ N2 be in the interior of Q. If e is in Q1 we can apply Corollary 3.3.2 to
the triangle e3e4e2 and we will find 2f on e3e4 and 2g on e4e2 such that e = f + g. If
e is in Q3 we can apply Lemma 3.3.1 to the quadrilateral e3e4e5e1 to find 2f on e3e4
and 2g on e5e1 such that e = f + g. For e ∈ Q4 we get f and g applying Corollary 3.3.2
to the triangle e5e4e1 after exchanging the x- and y-coordinates (note that this leaves
invariant the slope of e5e1). Similarly we can deal with e ∈ Q2 by applying Lemma 3.3.1
to the quadrilateral e5e4e3e2 after exchanging x- and y-coordinates. Finally for e ∈ Q5
we apply Corollary 3.3.2 to the triangle e4e3e5 to get 2f on e4e3 and 2g on e3e5 such
that e = f + g. In all these cases, 2f and 2g are in δQ.
If e is in P1, we can set 2f = e1 and 2g = 2e− e1. Then f and g are even since e1 is.
Since e is in the interior of M , it has positive distance to L. By the intercept theorem,
g has double this distance to L, hence the distance has increased. Since e in P1, by
equation (3.11) 2g = 2e − e1 is still in Q. A similar argument shows that for g in P2,
2f = e2 and 2g = 2e− e2 fulfil the conditions.
It remains to show that e and f fulfil the last point. Now due to e = f + g we have
deg e = deg 2f if and only if deg e = deg 2g. Suppose we have deg e = deg 2f = deg 2g.
The point e is in the interior of Q, so we must have deg e2 > deg e > deg e1. Then
2f is in δQ and deg e2 > deg 2f > deg e1, which is only possible if 2f is on one of the
coordinate axes. If 2g was in δQ, it would be on one of the coordinate axes as well which
would imply 2f = 2g = e due to the degrees being the same. This is impossible since e
is in the interior of Q. Hence we must have d(2g,L) > d(e,L). By the intercept theorem,
d(2f + (λ, λ), L) = d(2f,L)−αλ for some α > 0. Since e is in the interior of Q, we have
e = 2f+(λe, λe) for some positive λe. By e = f+g we have 2g = 2e−2f = 2f+2(λe, λe)
and hence d(2g,L) = d(2f, L)−2αλe < d(2f, L)−αλe = d(e, L) which is a contradiction.
So we must have deg e 6= deg 2f and deg e 6= deg 2g.
This finishes the proof for the case where Q is a pentagon.
We will now deal with the other possible configurations by using translations, mirror
images with respect to the main diagonal and identifying vertices of Q. To simplify the
notation, let X be the x-axis, Y the y-axis and Z = X ∪ Y .
1. deg e2 > 0 > deg e1, e1, e2 /∈ Z
This is the case dealt with above.
2. 0 = deg e2 > deg e1, e1, e2 /∈ Z
Identify e3 and e4 in case 1. The subpolytopes Q1, Q3 and Q5 degenerate to line
segments and P1 and P2 are quadrilaterals but otherwise the prove above remains
valid.
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3. 0 = deg e2 > deg e1, e1 ∈ X, e2 /∈ Z
Identify e1 and e5 in case 2. Now Q1, Q3, Q4 and Q5 degenerate and P1 and P2
are triangles, but otherwise the proof remains valid.
4. 0 = deg e2 > deg e1, e1 /∈ Z, e2 ∈ X
Identify e2 and e3 in case 2 Now Q1, Q2, Q3 and Q5 degenerate and P1 and P2 are
triangles, but otherwise the proof remains valid.
5. 0 = deg e2 > deg e1, e1 ∈ X, e2 ∈ X
This is trivial since the interior of Q is empty.
6. 0 > deg e2 > deg e1
We did not use that e4 is the origin, only that it is even. So use a translation
by an even number along the x-axis to bring e4 into the origin which reduces the
problem to one of the cases 2 – 5.
7. deg e2 > deg e1 ≥ 0
Exchanging the x- and y-axis does not affect the assumptions or the conclusion of
the theorem, but changes the sign of the degree of an element. So the exchange
reduces the problem to one of the cases 2 – 6.
8. deg e2 > 0 > deg e1, e2 /∈ Z, e1 ∈ X
Identify e1 and e5 in case 1. The subpolytopes Q3 and Q4 degenerate and P1 and
P2 are quadrilaterals, but otherwise the proof remains valid.
9. deg e2 > 0 > deg e1, e2 ∈ Y , e1 /∈ Z
Exchange the x- and y-axis to reduce to the case 8.
10. deg e2 > 0 > deg e1, e2 ∈ Y , e1 ∈ X
Identify e2 and e3 in case 9. The subpolytopes Q1, Q2, Q3 and Q4 degenerate and
P1 and P2 become triangles, but otherwise the proof remains valid.
The decomposition e = f + g in the lemma will usually not be unique. We will mostly
only need the existence of such a decomposition with the exception of the following
corollary.
Corollary 3.3.4. We are using the notation of the previous lemma and its proof. If e
is on m4d5, then we may choose 2f = e1 or 2f = e2 to get the decomposition e = f + g.
Proof. This follows immediately from the proof of the lemma since m4d5 is precisely the
set P1 ∩ P2.
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Lemma 3.3.5. Let e1, e2 ∈ N2 be points spanning a non-singular triangle with the
origin. Let α, β ≥ 0, α + β < 1 and e = 4αe1 + 4βe2 a lattice point. Then there are
α′, β′, γ, δ ≥ 0 fulfilling α′ + β′ ≤ 1 and γ + δ < k such that the elements
f := 2α′e1 + 2β′e2 and g := 2γe1 + 2δe2
are on the lattice N2 and we have the decomposition e = f + g.
4e1
4e2
k = 1
2e1
2e2
e
k = 1
2
k = 3
4
f
g
g
Figure 3.5: Illustration Lemma 3.3.5
Proof. We will choose α′, β′, γ, δ depending on the value of k. We may assume without
loss of generality, that α ≥ β, exchanging e1 and e2 if necessary.
(i) k ≤ 12
In this case, we may choose α′ = α, β′ = β and γ = δ = 0, i.e. f = e and g = 0.
(ii) 12 < k ≤ 34
Since α+β = k > 12 , we must have α >
1
4 . We choose α′ = 2α− 12 , β′ = 2β, γ = 12
and δ = 0. Then f = e − e1 and g = e1 are indeed lattice points. Moreover we
have
α′ + β′ = 2α− 1
2
+ 2β = 2k − 1
2
≤ 1 and 1
2
< k.
(iii) 34 < k < 1
We must have α > 38 . For α ≥ 12 we choose α′ = 1, β′ = 0, γ = 2α− 1 and δ = 2β.
Then g = e− 2e1, f = 2e1 are lattice points and γ + δ = 2k − 1 < 2k − k = k.
If 12 > α >
3
8 , then we must have β ≥ 14 . We choose α′ = β′ = 12 , γ = 2α − 12
and δ = 2β − 12 . Then g = e − e1 − e2, f = e1 + e2 are lattice points and
γ + δ = 2k − 1 < 2k − k = k.
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We will also be interested in the case where k = 1.
Corollary 3.3.6. Using the notation of the previous lemma, if k = α + β = 1 then we
find α′, β′, γ and δ as above, except that now γ + δ = 1.
Proof. Choose α′, β′, γ, δ as in the case (iii).
Proposition 3.3.7. Let x ∈ W be a symmetric element. Denote the homogeneous parts
of highest and lowest degree by xM and xm and their degrees by 2k and 2l. Suppose x
fulfils the following conditions:
(i) Every essential exponent is in 2N2.
(ii) Every essential coefficient is positive.
(iii) If k is positive, then there is a strictly positive polynomial σM such that xM =
pkσM (h)p
k. If l is negative, then there is a strictly positive polynomial σm such
that xm = q−lσm(h)q−l.
Then there is a constant K ∈ R such that x+K is a sum of squares.
Remark 3.3.8. By condition (i) we know that the essential exponent of xM is even and
hence xM is of even degree. Of course the same holds true for xm. Thus the highest and
lowest degree are indeed even numbers as was implied by denoting them by 2k and 2l.
If k is positive, then by Lemma 2.3.5 we know that there is a polynomial σ such that
xM = p
kσ(h)pk. Condition (iii) then requires σ to be positive.
We will see in Corollary 3.6.5 that condition (iii) is equivalent to xM being strictly
positive. If x is homogeneous of degree 0, condition (iii) is void.
Proof of Proposition 3.3.7. Throughout the proof we will assume, that the highest de-
gree appearing in x is positive and the lowest degree is negative, i.e. m < 0 < M . The
proof for the other cases is almost identical.
We will first consider the homogeneous case. Let y be symmetric and homogeneous
of even degree 2n such that its essential coefficient is positive, then there is K ∈ R such
that y + Kp2n if n ≥ 0 and y + Kq−2n if n < 0 is a sum of squares. We prove the
case n ≥ 0. By Lemma 2.3.5 we have y = pnσ(h)pn for some real polynomial σ. By
assumption, the essential coefficient of y is positive which in our case is equivalent to
the assertion that the highest coefficient of σ is positive according to Corollary 3.2.7.
Thus there is K ∈ R such that σ + K is positive and hence a sum of squares. Then
y + Kp2n = pn (σ +K) (h)pn is a sum of squares as well. In particular we have proved
the theorem for homogeneous elements of degree zero.
If xd is a homogeneous component of x with degree d, then it has a unique essential
exponent which by assumption is even, hence d is even as well. This is true in particular
for the highest and lowest degrees M = 2k and m = 2l. Thus there are homogeneous
elements x2j of degree 2j, j ∈ {l, · · · , k} such that
x =
k∑
j=l
x2j .
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By assumption (iii) there is  > 0 such that σM − ≥ 0 and σm− ≥ 0 and hence σM −
and σm−  are sums of squares. This implies that xM − p2k and xm− q−2l are sums of
squares. Moreover we have seen above, that there are Kj ∈ R, j ∈ {l, · · · , k} such that
x2j +Kjq
−2j is a sum of squares for negative j and x2j +Kjp2j is a sum of squares for
non-negative j. Since  > 0, there is K ∈ R such that
p2k −
k−1∑
j=0
Kjp
2j +K ≥ 0
q−2l −
−1∑
j=l+1
Kjq
−2j +K ≥ 0
(3.12)
and since these are polynomials of a single variable, it implies that the left hand side of
both inequalities is a sum of squares. Putting it all together we obtain
x+ 2K =
(
xM − p2k
)
+
(
xm − q−2l
)
+
−1∑
j=l+1
(
x2j +Kjq
−2j)+ k−1∑
j=0
(
x2j +Kjp
2j
)
+
p2k − k−1∑
j=0
Kjp
2j +K
+
q−2l − −1∑
j=l+1
Kjp
−2j +K
 .
Since every element in parentheses above is a sum of squares, so is x+ 2K.
Corollary 3.3.9. Let x be a Weyl algebra element. Suppose x fulfils condition (iii) of
Proposition 3.3.7 and each essential exponent of x is either even with positive coefficients,
or in the interior of PW(x) and on one of the coordinate axes. Then there is K ∈ R
such that x+K is a sum of squares.
Proof. We will use the notation of Proposition 3.3.7 and its proof. If y is a homogeneous
component of x whose essential exponent e is not even or whose essential coefficient is
not positive, then e must be in the interior of PW(x), which implies in particular that
2k > deg e > 2l, and it must be on one of the coordinate axes, which implies that y
is a pure power of either p or q. So we may split of the homogeneous parts with the
offending exponents and write
x = x′ + ρ(p) + κ(q)
where x′ fulfils the conditions of Proposition 3.3.7 and ρ and κ are polynomials of degree
< 2k and < −2l respectively. In the proof above, applied to x′, we can include ρ and
κ in the expressions in equation (3.12). Since we are not changing the terms of highest
degree, there still is K such that
p2k −
k−1∑
j=0
Kjp
2j + ρ(p) +K ≥ 0
q−2l −
−1∑
j=l+1
Kjq
−2j + κ(q) +K ≥ 0
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and the rest of the proof can be done as above.
Theorem 3.3.10. Let x ∈ W be a symmetric element whose corona is a strict sum
of squares and suppose at least three exponents that are maximal in PW(x) have even
coordinates. Then there is K ∈ R such that x+K is a sum of squares.
Remark 3.3.11. Before we start the proof, let us show the rather simple idea it is based
on. Of course we can make the commutative polynomial x4−x2 into a sum of squares by
adding a sufficiently large constant: x4−x2 = (x2 − 12)2− 14 . By adding a larger constant,
we can even preserve the term with highest coefficient: x4 − x2 = 34x4 +
(
1
2x
2 − 1)2 − 1.
Now consider a polynomial in two variables x4y2 + x4 − x3y. Again we want to add
a sufficiently large constant to obtain a sum of squares. So let us first get rid of the
offending term −x3y
x4y2 + x4 − x3y = 3
4
x4y2 +
(
1
2
x2y − x
)2
+ x4 − x2.
We did generate a new term −x2, but we already know how to deal with that
3
4
x4y2 + (
1
2
x2y − x)2 + x4 − x2 = 3
4
x4y2 +
(
1
2
x2y − x
)2
+
3
4
x4 +
(
1
2
x2 − 1
)2
− 1.
Note that even if the term x3y had some large coefficient −c, the trick would still work
x4y2 + x4 − cx3y = 3
4
x4y2 +
(
1
2
x2y − cx
)2
+
3
4
x4 +
(
1
2
x2 − c2
)2
− c4.
Further note that no matter what the value of c, in the final expression the monomials
x4y2 and x4 still have positive coefficients, so we could use the same trick again if there
were other unwanted monomials (for example x2y). These observations suggest that we
might try to iteratively eliminate monomials until something remains that is a sum of
squares.
That this can actually be done is not obvious even in the commutative case. In the case
of the Weyl algebra, we have the additional complication that the non-commutativity
generates additional, unwanted monomials and we need to assure that we do not rein-
troduce terms we have already dealt with. The proof below shows that such an iteration
is possible even for the Weyl algebra.
Proof of Theorem 3.3.10. First note, that by replacing x by x + 1, we may assume
that the origin is in PW(x) without loss of generality. In this case we have PW(x) =
PW(x+ 1).
Let f1, . . . , fk ∈ N2 be the generalized extreme points of PW(x). Since the corona of
x is a sum of squares, these exponents are even. In the case where PW(x) has only two
extreme points, by assumption there is at least one more even exponent that is maximal
in PW(x). In this case we add that exponent to the collection f1, . . . , fk although it
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is not a generalized extreme point of PW(x). Thus among the f1, . . . , fk there is at
least one exponent whose degree is neither maximal nor minimal. Let s1, . . . , sk be
non-commutative monomials with exponents f12 , . . . ,
fk
2 and define
x′ =
k∑
j=0
s∗jsj .
By definition of x′, we have PW(x′) = PW(x). Since the corona of x is a strict sum of
squares, there is  > 0, a sum of squares y and xr  x such that x− x′ = y + xr. We
will show below, that for any z  x (which is the case if and only if z  x′), there is
K ∈ R such that x′ + z + K is a sum of squares. In particular, there is K such that
x′ + 1xr +K is a sum of squares. But then
x+ K = y + 
(
x′ +
1

xr +K
)
is a sum of squares proving the claim of the theorem.
So let x′ be the element defined above. Let D be the ray {(λ, λ) | λ ∈ [0,∞)}. Let A
be the set of exponents that are either on one of the coordinate axes, or on the ray fi−D
for some i ∈ {1, · · · , l}. Let B be the set of exponents in the interior of PW(x′) that
are not in A. We partition PW(x′) ∩ [0,∞)2 into smaller polytopes by the rays fj −D
for j ∈ {1, · · · , k − 1}. Since at least one of the fj has neither maximal nor minimal
degree, we get at least two subpolytopes. Let e be in B. By the definition of B, e is not
on the line fj −D for any j ∈ {1, · · · , k − 1}, not on the boundary of PW(x′) and not
on one of the coordinate axes. Thus e is in the interior of a unique of the subpolytopes
which we will denote by Q(e). By definition Q(e) contains exactly two of the exponents
f1, . . . fl that are maximal in PW(x′). We will denote them by fˆ (e) and fˇ (e). Then we
have Q(e) = PW
({
fˇ (e), fˆ (e)
})∩ [0,∞)2. By d(e) we denote the distance of e to the line
through fˇ (e) and fˆ (e). If e was on that line, then e would be either on the boundary or
outside of PW(x) which is impossible since e ∈ B. Hence d(e) is always strictly positive.
Let e1, . . . , eN ∈ B be a sequence of the elements of B ordered in such a way that
(d(ei)) is a monotonously decreasing sequence. For every n ∈ {0, . . . , N}, let Vn ⊂ W
be the subset of symmetric elements z ∈ W such that z  x′ and ei is not an essential
exponent of z for N ≥ i > n. One easily verifies that Vn is an increasing sequence of
finite dimensional subspaces of W and that VN is the subspace of all elements z  x′.
We will now prove by induction that for every z ∈ VN there is K in R such that
x+ z +K is a sum of squares. Suppose we have z ∈ V0. By Lemma 3.2.29 the elements
x′ + z and x′ have the same corona. Let e be an essential exponent of x′ + z and d its
degree. If x′ has an essential exponent of degree d (i.e. its homogeneous component of
degree d is non-zero), then it must be e since x′ and x′ + z have the same corona. This
also implies that e is even and the essential coefficient of x′ + z corresponding to e is
positive. If x′ has no homogeneous component of degree d, then e must be an essential
exponent of z, which due to z ∈ V0 implies e ∈ A. On the other hand it cannot be
on fj − D for any j ∈ {1, · · · , l}, hence e must be in the interiour of PW(x′) and on
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fˆ (en) = 2f
fˇ (en)
HI
J
K
L
en
Q(en)
d(en)
2g
d(2g)
Figure 3.6: Sketch for the proof of Theorem 3.3.10. The solid lines represent the set A.
one of the coordinate axes. We want to apply Corollary 3.3.9 so we still need to check
condition (iii) of Proposition 3.3.7. This follows from the fact that x′ + z and x′ have
the same corona and the corona of x′ is a strict sum of squares by Example 3.2.37. Thus
by Corollary 3.3.9 there is K ∈ R such that x′ + z +K is a sum of squares.
Now make the induction assumption, that for every z ∈ Vn−1 there is K ∈ R such
that x′ + z + K is a sum of squares. See Fig. 3.6 for a graphical representation of the
induction step and some of the preparations. Let z be in Vn\Vn−1, i.e. en is an essential
exponent of z and ei is not essential for z for i > n. By definition en is a point in the
interior of Q(en).
Now we apply Lemma 3.3.3 to en and Q(en) = PW
({
fˆ (en), fˇ (en)
})
. So there are
f, g ∈ N2 such that
(i) en = f + g
(ii) 2f is in Q(en) ∩A
(iii) 2g is in Q(en) and either 2g ∈ A or d(2g) > d(en)
(iv) deg en 6= deg 2f and deg en 6= deg 2g.
Suppose 2g is on the boundary of PW(x′). Assume 2g is not in A. Since it is in Q(en),
it must be on the boundary of Q(en) ⊂ PW(x′) and hence on the line through fˆ (en) and
fˇ (en) since that is the only part of the boundary of Q(en) that is not in A. But then
we would have 0 = d(2g) < d(en) violating (iii). So if 2g is on the boundary of PW(x′),
then it must be in A.
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Let S,T be non-commutative monomials with exponents f and g and s, t the Weyl
algebra elements they represent. Then the exponent of S∗T and T ∗S is en, the exponent
of S∗S is 2f and the exponent of T ∗T is 2g. Since z is symmetric, the essential coefficient
α corresponding to en is real according to Corollary 3.2.6. Choose a representative Z of
z, such that each exponent appears at most once in Z. This implies in particular that
the coefficient corresponding to en in Z is α.
Consider the element
x′ + z −
(
s+
α
2
t
)∗ (
s+
α
2
t
)
= x′ + z − 2s∗s− α
2
s∗t− α
2
t∗s− α
2
42
t∗t. (3.13)
The coefficient corresponding to en in
Z − 2S∗S − α
2
S∗T − α
2
T ∗S − α
2
42
T ∗T
vanishes and no exponent larger than en appears (S∗S and T ∗T cannot contribute since
they have the wrong degree by (iv)). By Lemma 3.2.3 this implies that en is not essential
for
z − 2s∗s− α
2
s∗t− α
2
t∗s− α
2
42
t∗t
and by a similar argument for
z − α
2
s∗t− α
2
t∗s− α
2
42
t∗t.
Consider the following cases:
1. The set {2g, 2f} is contained in the interior of PW(x).
Then z′ := z−2s∗s− α2 s∗t− α2 t∗s− α
2
42
t∗t x′ since z  x′ and the exponents en,
2f and 2g of the other terms are in the interior of PW(x′). As we have seen above,
en is not essential for z′ but we may of course have introduced 2f and 2g as new
essential exponents. But by (ii), 2f is in A and 2g is either in A or d(2g) > d(en).
Thus ei is not an essential exponent of z′ for i ≥ n, i.e. the element is in Vn−1. By
the induction assumption, there is K such that
x′ + z −
(
s+
α
2
t
)∗ (
s+
α
2
t
)
+K
is a sum of squares.
2. Exactly one of {2g, 2f} is contained in the interior of PW(x′).
If 2g is the exponent on the boundary of PW(x′), we have seen above that 2g must
be in A. Then we may exchange g and f since the only asymmetry is between (ii)
and (iii), but it disappears in this special case.
So assume without loss of generality, that 2f is the exponent on the boundary
of PW(x). One easily verifies, that x′ (and hence 12x′) fulfils the assumptions of
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Proposition 3.3.7. We are going to show that we can choose  such that 12x′−2s∗s
fulfils these assumptions as well. Since s∗s is homogeneous, the addition of the
term 2s∗s affects but a single homogeneous component. Suppose first, that the
degree of 2f is neither the minimal, nor the maximal degree of x′. Since 2f is on
the boundary of PW(x′) and in Q(en) ∩ A, it must be equal to fˆ (en) or fˇ (en).
In particular 2f is an essential exponent of x′ and the corresponding essential
coefficient of x′ is strictly positive. Thus we may indeed choose  such that the
essential coefficient of 12x′−2s∗s is still strictly positive. Since we affect only a sin-
gle homogeneous component, the other essential coefficient and the homogeneous
component of highest and lowest degree are unchanged. So 12x′ − 2s∗s fulfils the
assumptions of Proposition 3.3.7.
Suppose next, that the degree of 2f is the maximal degree in PW(x′) (we assume
positive degree 2k but the case of negative degree is similar). Since the corona
of x′ is a strict sum of squares (c.f. Example 3.2.37), there is some strictly posi-
tive polynomial σ such that the homogeneous component of 12x′ of highest degree
has the form pkσ(h)pk. Since s∗s is homogeneous of degree 2k as well, there is
a polynomial κ such that s∗s = pkκ(h)pk. We must have deg κ ≤ deg σ for oth-
erwise the essential exponent 2f of s∗s would not be in PW(x′) and hence not
in Q(en). Since σ is strictly positive, we can choose  > 0 such that σ − 2κ is
still strictly positive and has still the same degree of σ. Then the homogeneous
component of highest degree pk(σ − 2κ)(h)pk of 12x′ − 2s∗s fulfils condition (iii)
of Proposition 3.3.7. Also the highest coefficient of σ − 2κ, which is the essential
coefficient of pk(σ − 2κ)(h)pk, is strictly positive. Again no other homogeneous
component is affected so 12x′ − 2s∗s fulfils the assumptions of Proposition 3.3.7.
We can deal with the case where the degree of 2f is the minimal degree in PW(x′)
in an analogous way.
Now choose  such that 12x′ − 2s∗s fulfils the assumptions of Proposition 3.3.7.
Then there is some K1 ∈ R such that 12x′ − s∗s + K1 is a sum of squares. Since
z  x′ and en and 2g are in the interior of PW(x′), we have z′ := z− α2 s∗t− α2 t∗s−
α2
42
t∗t  x. As above, en is not an essential exponent of z′ and the only newly
introduced exponent 2g is either on the boundary of Q(en) ∩ [0,∞)2 (and hence
not in B), or d(2g) > d(en). Thus z′ is in Vn−1 and by the induction assumption,
there is K2 such that x′+ 2z′+K2 is a sum of squares. Now we can conclude, that
x′ + z −
(
s+
α
2
t
)∗ (
s+
α
2
t
)
+K1 +
1
2
K2
=
1
2
(
x′ + 2z′ +K2
)
+
(
1
2
x′ − 2s∗s+K1
)
is a sum of squares.
3. The set {2g, 2f} is contained in the boundary of PW(x′).
We have seen above, that this entails 2g, 2f ∈ A. If 2f or 2g was in A but not on one
of the lines fj−D, it would be in the interior of PW(x′) and since 2f, 2g ∈ Q(en) we
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must have deg 2f, deg 2g ∈ {deg fˆ (en), deg fˇ (en)}. By (iv), 2f and 2g cannot have
the same degree so one is on the ray fˆ (en)−D and the other on fˇ (en)−D. If fj−D
is not of the highest or lowest degree in PW(x′), then its only intersection with the
boundary of PW(x′) is the point fj . So if neither fˆ (en) nor fˇ (en) was of highest
or lowest degree in PW(x′), we would have {2f, 2g} =
{
fˆ (en), fˇ (en)
}
. But this is
impossible since then en = f + g would be on the boundary of PW(x′). On the
other hand it is also impossible that both fˆ (en) and fˇ (en) are of highest or lowest
degree for then we would have Q(en) = PW(x′) but we made sure to partition
PW(x′) into at least two proper subsets. Denote the element of
{
fˆ (en), fˇ (en)
}
that is of highest or lowest degree in PW(x′) by fa and the other element by fb.
Then one of {2g, 2f} is equal to fb.
Assume without loss of generality that 2f = fb (exchanging f and g if necessary).
Then 2g ∈ (fa−D)∩Q(en). But this is the special case dealt with in Corollary 3.3.4,
so there is an alternative choice of points f ′, g′ ∈ Q(en) such that e = f ′ + g′,
2f ′ = fa and 2g′ ∈ (fb − D) ∩ Q(en). Now again 2g′ 6= fb for otherwise e would
be on the boundary of PW(x′), but since fb is the only intersection of fb −D with
the boundary of PW(x′), 2g′ must be in the interior of PW(x′).
So we can restart with the alternative exponents 2f ′ and 2g′ and we will be in case
2.
Putting it all together, we have proved that we can choose monomials S, T , and
,K > 0 such that
x′ + z −
(
s+
α
2
t
)∗ (
s+
α
2
t
)
+K
is a sum of squares. So x′ + z +K is a sum of squares as well, which finishes the proof
of the induction step.
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3.4 Good Denominators and the Auxiliary Algebra
We will now introduce the Weyl algebra elements that will later serve as denominators
in our Positivstellensätzen and investigate some of their properties.
Definition 3.4.1. Let N ∈ W be a strict sum of squares whose corona is a strict sum of
squares. Suppose the homogeneous component of highest degree of N is a scalar multiple
of p2k for some natural number k > 0, the homogeneous components of lowest degree of
N is a scalar multiple of q2l for some natural number l > 0. Then N is called a good
denominator. For c > 0 we also consider N = c to be a good denominator.
Remark 3.4.2. It is a bit unfortunate, that we have to make a special case for positive
constants. However all the properties we will prove for good denominators, are trivially
fulfilled for positive constants. We will thus in general not mention the special case.
Example 3.4.3. Let k, l ∈ N be positive, e1 = (2k, 0), e2, . . . , en−1, en = (0, 2l) ∈ 2N2 such
that 2l > deg ei > −2k for any i ∈ {2, · · · , n− 1}. Let s1, . . . , sn be non-commutative
monomials with exponents e12 , . . . ,
en
2 . Then the element
N :=
n∑
i=1
s∗i si + 1.
is a good denominator. In particular N0 = p2 + q2 + 1 is a good denominator.
Proof. By construction, the components of highest and lowest degree of N are p2l and
q2k. The Weyl polytope of
x :=
n∑
i=1
s∗i si
contains PW({(2k, 0), (0, 2l)}) so (0, 0) is in its interior, i.e. 1 
∑n
i=0 s
∗
i si. Now x and
N have the same corona by Lemma 3.2.29 and by Example 3.2.37 the corona of x is a
strict sum of squares. Since N is a strict sum of squares, it is a good denominator.
Remark 3.4.4. By the definition of good denominators, the extreme points of theirWeyl
polytopes are even (since the corona is a strict sum of squares) and the essential expo-
nents of highest and lowest degree (which are always extreme points) must be (0, 2l)
and (2k, 0) respectively for some positive k,l ∈ N. Together with the previous example
we find that a Weyl convex set is the Weyl polytope of a good denominator, if and
only if its extreme points are even, the extreme point of highest degree is on the y-axis
and the extreme point of lowest degree is on the x-axis. In particular, the set of Weyl
convex sets that are the Weyl polytope of a good denominator is closed under taking
Minkowski sums.
Lemma 3.4.5. Let N be a good denominator. Then PW(N) contains a neighbourhood of
0. If x is a Weyl algebra element fulfilling PW(x) ⊂ PW(N) and no essential exponent
of x is maximal in PW(N), then x N .
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Proof. By the definition of good denominators, there are natural numbers k, l > 0 such
that p2l and q2k are the homogeneous components of highest and lowest degree of N .
Hence PW(N) contains at least the set PW({(2k, 0), (0, 2l)}) and this contains a neigh-
bourhood of zero.
To prove the second assertion, suppose that e is an essential exponent of x that is
on the boundary of PW(N). Then e is in particular in PW(N) and by Lemma 3.2.10
(i) there is λ > 0 such that e + (λ, λ) is maximal in PW(N). By assumption e is not
maximal in this set and hence λ is strictly positive. Since PW(x) ⊂ PW(N), we must
have −2k ≤ deg(e) ≤ 2l. If deg(e) was strictly between −2k and 2l, then the interior of
PW({(2k,0), e+ (λ, λ), (0, 2l)}) would be a neighbourhood containing e that is contained
in PW(N). Since e is on the boundary of PW(N), we must have deg(e) = −2k or
deg(e) = 2l. But since e is in PW(N) we must have e ≤ (2k, 0) in the former case and
e ≤ (0, 2l) in the latter. Since e is an exponent and has thus non-negative coordinates,
this implies e = (0, 2l) or e = (2k, 0). In both cases, e would be maximal for N (since
both points are essential exponents of N by assumption) which is a contradiction.
Lemma 3.4.6. Let N and N ′ be non-homogeneous elements with positive corona, let
n ∈ N be greater one. Then PW(NN ′) and PW(Nn) contain at least three even, maximal
points. This holds in particular for N and N ′ good denominators.
Proof. We prove the case of PW(NN ′) first. TheWeyl polytope of NN ′ has at least two
extreme points, since N and N ′ are not homogeneous. The extreme points of PW(N) and
PW(N ′) are even by Remark 3.2.31. Any extreme point of PW(NN ′) = PW(N)+PW(N ′)
can be written as the sum of an extreme point of PW(N) and an extreme point of PW(N ′)
by Lemma 3.2.14 (ii) so those must be even as well. Thus if PW(NN ′) has at least three
extreme points, there is nothing to show, since extreme points are in particular maximal.
Assume PW(NN ′) has exactly the two extreme points e and f and assume without loss
of generality deg e > deg f , thus we have PW(NN ′) = PW({e, f}). Let L be the line
defined by e and f . Then there are extreme points e1, f1 ∈ PW(N) and e2, f2 ∈ PW(N ′)
such that e = e1 + e2 and f = f1 + f2 and e1, e2, f1 and f2 must be even. Suppose
e1 was equal to f1, then there would be another extreme point g 6= e1 in PW(N) since
N is not homogeneous. Since no two different extreme points of a Weyl polytope can
have the same degree, this entails deg g > deg e1 or deg g < deg e1. In the first case
g + e2 ∈ PW(NN ′) would have higher degree than e, in the second case g + f2 would
have lower degree than f . Since both cases contradict PW(NN ′) = PW({e, f}), we must
have e1 6= f1. Similarly e2 and f2 must be different.
The points e′ = e1 + f2 and f ′ = e2 + f1 are in PW(NN ′) so in particular below or on
the line L. If one of these points was strictly below L, then so would be the point
1
2
e′ +
1
2
f ′ =
1
2
e+
1
2
f. (3.14)
Since that is impossible, both points must be on L, i.e. they are maximal in PW(NN ′).
If e′ = f ′ = e or e′ = f ′ = f , (3.14) implies the contradiction e = f . If e′ = e and f ′ = f
(or e′ = f and f ′ = e) we would have e2 = f2 (or e1 = f1). Since this is a contradiction
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as well, at least one of e′, f ′ cannot be in {e, f} so it is an additional maximal, even
exponent in PW(NN ′).
Now consider PW(Nn) = nPW(N). Again PW(N) has at least two extreme points, and
if it has more than two extreme points, then so has PW(Nn) and there is nothing to prove.
So let e, f be the only two extreme points of PW(N), i.e. PW(N) = PW({e,f}). Then
me+ (n−m)f is even and maximal in PW(Nn) for any natural number 0 < m < n.
Proposition 3.4.7. Let N and N ′ be good denominators. Then Nn is a good denomina-
tor for every n ∈ N\{0}. Moreover there is a constant K ∈ R such that NN ′+N ′N +K
is a good denominator.
Proof. The homogeneous components of highest degree of N and N ′ are even, positive
powers of p. In particular these homogeneous components commute so the homogeneous
component of highest degree of NN ′ + N ′N is an even, positive power of p as well.
Similarly the homogeneous component of lowest degree of NN ′+N ′N is an even, positive
power of q.
We are going to use Proposition 3.2.16 liberally throughout the rest of the proof. We
will use (iii) from Proposition 3.2.38 to prove that the corona of NN ′ +N ′N is a strict
sum of squares. Note that the generalized extreme points of NN ′ + N ′N are just its
extreme points (since the homogeneous components of highest and lowest degree are
pure powers of p and q). Let e be an extreme point of PW(N) +PW(N ′) = PW(NN ′) =
PW(N ′N). Then there are f ∈ PW(N) and g ∈ PW(N ′) such that e = f + g by
Lemma 3.2.14 (ii). Let s and t be non-commutative monomials with exponents g2 and
f
2 . The good denominator N is in particular a sum of squares, so there are x1, . . . , xk
such that
N =
k∑
i=1
x∗ixi,
and by Corollary 3.2.18 we have PW(xi) ⊂ 12PW(N). We can choose , δ > 0 and
sums of squares y1, y2 such that N − δt∗t ≈N y1 and N ′ − s∗s ≈N ′ y2. The second of
these equivalences states that PW(N ′ − s∗s− y2) is contained in the interior of PW(N ′).
But then PW(x∗i (N ′ − s∗s− y2)xi) is contained in the interior of PW(NN ′) hence we
also have x∗i (N ′ − s∗s)xi ≈NN ′ x∗i y2xi for every i ∈ {1, · · · , k}. Similarly we get
s∗(N − δt∗t)s ≈NN ′ s∗y1s.
By Corollary 3.2.20, no essential exponent of
NN ′ +N ′N − 2
k∑
i=1
x∗iN
′xi
is maximal in PW(NN ′) = PW(N ′N). Due to N and N ′ being good denominators, every
point on the boundary of PW(NN ′) would have to be maximal in that set, so this implies
NN ′+N ′N ≈NN ′ 2
∑k
i=1 x
∗
iN
′xi. For i ∈ {1, · · · , k}, we have, by Corollary 3.2.20 again,
that no essential exponent of
k∑
i=1
x∗i s
∗sxi − s∗Ns
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is maximal in PW(s∗Ns) ⊂ PW(NN ′). Again due to the special shape of PW(NN ′),
this implies that the Weyl polytope of
k∑
i=1
x∗i s
∗sxi − s∗Ns
is contained in the interior of PW(NN ′), i.e.
k∑
i=1
x∗i s
∗sxi ≈NN ′ s∗Ns.
Putting it all together we obtain
NN ′ +N ′N − 2δs∗t∗ts ≈NN ′ 2
k∑
i=1
x∗iN
′xi − 2δs∗t∗ts
= 2
k∑
i=1
x∗i
(
N ′ − s∗s)xi + 2 k∑
i=1
x∗i s
∗sxi − 2δs∗t∗ts
≈NN ′ 2
k∑
i=1
x∗i y2xi + 2
k∑
i=1
s∗x∗ixis− 2δs∗t∗ts
= 2
k∑
i=1
x∗i y2xi + 2s
∗ (N − δt∗t) s,
i.e.
NN ′ +N ′N − 2δs∗t∗ts ≈NN ′ 2
k∑
i=1
x∗i y2xi + 2s
∗y1s∗. (3.15)
The last expression is a sum of squares.
By Corollary 3.2.21 the Weyl polytopes of NN ′ + N ′N and NN ′ coincide so the
equivalences ≈NN ′ and ≈NN ′+N ′N are the same (Remark 3.2.23). Thus equation (3.15)
proves Proposition 3.2.38 (iii) and we see that the corona of NN ′ + N ′N is indeed a
strict sum of squares. By Lemma 3.4.6 PW(NN ′ +N ′N) = PW(NN ′) contains at least
three even, maximal points, so we can choose K such that NN ′ + N ′N + K is a strict
sum of squares and hence a good denominator.
It remains to show that, for the special case of powers of N , we do not need this
additional constant. So let  be a positive number such that N −  is a sum of squares.
We show by induction that Nn − n is a sum of squares. By assumption this is true for
n = 1 and the equation
N2 − 2 = (N − )2 + 2(N − )
shows that it holds for n = 2 as well. Then we can use
Nn+2 − n+2 = N (Nn − n)N + n(N2 − 2)
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to prove it for any n ∈ N. Thus we have proved, that Nn is a good denominator for
every positive, natural n.
The corona of NN ′ +N ′N will in general not be a strict sum of squares, if only N is
a good denominator and the corona of N ′ is a sum of squares. However we do have the
following result if N ′ is homogeneous of degree zero.
Proposition 3.4.8. Let N be a good denominator fulfilling the conditions of Theo-
rem 3.3.10 and N ′ a homogeneous Weyl algebra element of degree zero with even
essential exponent and positive essential coefficient. Then there is K ≥ 0 such that
NN ′ +N ′N +KN fulfils the conditions of Theorem 3.3.10.
Proof. Let 2k be the highest and −2l the lowest degree of N and hence of NN ′. Since N
is a good denominator, k, l are strictly positive, entire numbers. The essential exponent
of N ′ is of degree zero and even by assumption, so it is (2n, 2n) for some n ∈ N. For
n = 0, the conclusion of the theorem follows trivially, so assume n > 0.
Since N ′ is homogeneous of degree zero, we have 0 ∈ PW(N ′) and thus PW(N) ⊂
PW(N) + PW(N ′) = PW(NN ′), which entails
PW
(
NN ′ +N ′N +KN
) ⊂ PW(PW(NN ′) ∪ PW(N ′N) ∪ PW(N)) ⊂ PW(NN ′)
for every K ∈ R. By Corollary 3.2.21 we have PW(NN ′ +N ′N) = PW(NN ′) =
PW(N) + PW(N ′) = PW(N) + (2n, 2n). If e is extreme for PW(NN ′), then it is
in particular maximal in that set and so it must be outside of PW(N), i.e. its co-
efficient in N vanishes. On the other hand, its coefficient in NN ′ + N ′N does not
vanish since e is essential for NN ′ + N ′N . So the coefficient in NN ′ + N ′N + KN
cannot vanish, i.e. e is essential for NN ′ + N ′N + KN . By Lemma 3.2.10 (v) this
implies PW(NN ′ +N ′N +KN) = PW(NN ′) for every K ∈ R. Since N fulfils the
conditions of Theorem 3.3.10 by assumption, there are at least three even, maximal
exponents in PW(N). Then there are also at least three even, maximal exponents in
PW(NN ′) = PW(N) + (2n, 2n). So it remains to prove that we can choose K such that
the corona of NN ′ +N ′N +KN is a strict sum of squares.
Let s be a non-commutative monomial with exponent (n, n). Then s∗s is homogeneous
of degree zero and so there is a polynomial κ such that s∗s = κ(h). By Corollary 3.2.7, κ
has degree 2n. The element N ′ is homogeneous of degree zero, so there is a polynomial
ρ, such that N ′ = ρ(h). By the additional assumptions on N ′, ρ is of degree 2n and has
positive leading coefficient. Choose ,K1,K2 > 0 such that the polynomials ρ− κ+K1
and 2ρ+K2 are positive and hence sums of squares. Then
N ′ − s∗s+K1 = (ρ− κ+K1) (h),
2N ′ +K2 = (2ρ+K2) (h)
are sums of squares as well. We may also (possibly making  smaller) find a sum of
squares y1 such that
1
2
N − (p2k + q2l) ≈N y1
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since N is a good denominator. This equivalence entails PW(y1) ⊂ PW(N) and
1
2
N − (p2k + q2l) ≈NN ′ y1.
Moreover we also get
N ′
(
1
2
N − (p2k + q2l)
)
≈NN ′ N ′y1 and
(
1
2
N − (p2k + q2l)
)
N ′ ≈NN ′ y1N ′,
i.e.
1
2
(NN ′ +N ′N) ≈NN ′ N ′
(
y1 + (p
2k + q2l)
)
+
(
y1 + (p
2k + q2l)
)
N ′.
There is K3 > 0 and a sum of squares y2 such that K3N −K2y1 ≈N y2 again due to the
fact that the corona of N is a strict sum of squares. This also implies K3N−K2y1 ≈NN ′
y2 since PW(N) ⊂ PW(NN ′).
We write
N =
I∑
i=0
x∗ixi and y1 =
J∑
j=0
z∗j zj
and note that PW(xi) ⊂ 12PW(N) for i ∈ {1, · · · , i} and PW(zj) ⊂ 12PW(y) ⊂ 12PW(N).
By Corollary 3.2.20 no essential exponent of
1
2
(NN ′ +N ′N)−
I∑
i=0
x∗iN
′xi
is maximal in PW(NN ′) and no essential exponent of
y1N
′ +N ′y1 − 2
J∑
j=0
z∗jN
′zj
is maximal in PW(y1N ′) ⊂ PW(NN ′). We also get that no essential exponent of
I∑
i=1
x∗i s
∗sxi − s∗Ns
is maximal in PW(s∗Ns∗) ⊂ PW(NN ′). By these considerations, the essential exponents
of
x :=
1
2
(NN ′+N ′N)+y1N ′+N ′y1−
I∑
i=0
x∗iN
′x∗i −2
J∑
j=0
z∗jN
′zj+
(
I∑
i=1
x∗i s
∗sxi − s∗Ns
)
cannot be maximal in PW(NN ′). One easily verifies, that PW(x) is contained in
PW(NN ′) but probably not in its interior since it may have non-zero homogeneous
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components of degree 2k and −2l. Let xˆ and xˇ be the homogeneous components of x of
highest (2k) and lowest (−2l) degree. Then we have
1
2
(NN ′ +N ′N) + y1N ′ +N ′y1 − s∗Ns
≈NN ′
I∑
i=0
x∗iN
′xi + 2
J∑
j=0
z∗jN
′zj − 
I∑
i=1
x∗i s
∗sxi + xˆ+ xˇ.
There are polynomials σˆ and σˇ, such that xˆ = pkσˆ(h)pk and xˇ = qlσˇ(h)ql. The poly-
nomial σˆ must have degree less than 2n, because otherwise (2n, 2n + 2k) would be the
essential exponent of xˆ and hence an essential exponent of x, which it is not since no
essential exponent of x is maximal in PW(NN ′). Similarly the degree of σˇ must be less
than 2n.
The polynomial ρ has degree 2n and positive highest coefficient. Then the polynomials
η(h) := ρ(h− ki) + ρ(h+ ki) and ξ(h) := ρ(h− li) + ρ(h+ li) are real polynomials with
degree 2n and positive highest coefficient as well. Thus we may choose K4 such that
η + σˆ +K4 and ξ + σˇ +K4
are positive polynomials and hence sums of squares. Then the elements
(p2kN ′ +N ′p2k) + xˆ+K4p2k = pk (η + σˆ +K4) (h)pk and
(q2lN ′ +N ′q2l) + xˇ+K4q2k = ql (ξ + σˇ +K4) ql
are sums of squares, where we have used the commutation relations from Lemma 2.3.5.
There is K5 > 0 and a sum of squares y3, such that K5N −K4(p2k + q2l) ≈N y3.
Then the corona of NN ′+N ′N+KN is a sum of squares forK = K1+K3+K5. To see
this, let e be an extreme point of PW(NN ′ +N ′N +KN) = PW(NN ′). Then there is
an extreme point f in PW(N) such that e = (2n, 2n)+f by Lemma 3.2.10 (v) (note that
(2n, 2n) is the only extreme point of PW(N ′)). Since N is a good denominator, f must be
even. If t is a non-commutative monomial with exponent f2 , then there is a sum of squares
y4 and δ > 0 such that N − δt∗t ≈N y4, which also implies s∗ (N − δt∗t) s ≈NN ′ s∗y4s.
We then have
NN ′ +N ′N +KN − δs∗t∗ts = NN ′ +N ′N − s∗Ns+ s∗(N − δt∗t)s+KN
≈NN ′ 1
2
(NN ′ +N ′N) +N ′
(
y1 + (p
2k + q2l)
)
+
(
y1 + (p
2k + q2l)
)
N ′
− s∗Ns+ s∗y4s+KN
≈NN ′
I∑
i=0
x∗iN
′xi + 2
J∑
j=0
z∗jN
′zj − 
I∑
i=1
x∗i s
∗sxi + xˆ+ xˇ
+ N ′(p2k + q2l) + (p2k + q2l)N ′ + s∗y4s+KN
=
I∑
i=1
x∗i (N
′ − s∗s+K1)xi +
J∑
j=1
z∗j (2N
′ +K2)zj + (K3N −K2y1)
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+
(
(p2kN ′ +N ′p2k) + xˆ+K4p2k
)
+
(
(q2lN ′ +N ′q2l) + xˇ+K4q2l
)
+ (K5N −K4(p2k + q2l)) + s∗y4s
≈NN ′
I∑
i=1
x∗i (N
′ − s∗s+K1)xi +
J∑
j=1
z∗j (2N
′ +K2)zj + y2 + y3 + s∗y4s
+
(
(p2kN ′ +N ′p2k) + xˆ+K4p2k
)
+
(
(q2lN ′ +N ′q2l) + xˇ+K4q2l
)
and the last expression is a sum of squares. Since the relations ≈NN ′ and ≈NN ′+N ′N+KN
coincide (the elements have the same Weyl polytope), this proves (iii) of Proposi-
tion 3.2.38 for the extreme points of PW(NN ′). Moreover we see (since there is at least
one extreme point e of NN ′) that the corona of NN ′+N ′N +KN is a sum of squares.
In order to apply Proposition 3.2.38, we still need to show (iii) for the generalized
extreme points of PW(NN ′) that are not extreme points, i.e. for (0, 2k) and (2l, 0). But
that is easily done since we have
NN ′ +N ′N +
(
K +
1
2
)
N − p2k ≈NN ′ NN ′ +N ′N +KN + y1 + q2l and
NN ′ +N ′N +
(
K +
1
2
)
N − q2l ≈NN ′ NN ′ +N ′N +KN + y1 + p2k,
where the corona of the right hand sides is a sum of squares by Lemma 3.2.32.
Lemma 3.4.9. Let N be a good denominator, x a Weyl algebra element. Then there
is k ∈ N such that x N l for every l ≥ k. If x is symmetric, then for every l ≥ k there
is Kl ∈ R, such that N l + x+Kl is a sum of squares.
Proof. SinceN is a good denominator, PW(N) contains a neighbourhood U of 0. Assume
without loss of generality that U is an open ball. Let M be the finite set of essential
exponents of x, then there is 2 ≤ k ∈ N such that M ⊂ kU and thus for any l ≥ k
PW(x) = PW(M) ⊂ PW(kU) ⊂ PW(lU) = lPW(U) ⊂ lPW(N) = PW
(
N l
)
.
In particular we have M ⊂ kU ⊂ PW
(
N l
)
and since kU is open, none of the essential
exponents of x can lie on the boundary of PW
(
N l
)
. Thus x N l and so N l and N l +x
have the same corona. But the corona of N l is a strict sum of squares since it is a good
denominator. Thus the corona of N l + x is a strict sum of squares and since l ≥ k ≥ 2,
there are at least three even, maximal points in PW
(
N l + x
)
= PW
(
N l
)
by Lemma 3.4.6.
If x is symmetric, then by Theorem 3.3.10 there is Kl such that N l + x+Kl is a sum of
squares.
From now on, let N be some fixed good denominator. We recall Remark 3.2.17, where
we found that we can localize with respect to N and W is canonically embedded into
the localization WN . We will now continue by studying a particular subalgebra of WN .
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Definition 3.4.10. By B (N) we will denote the ∗-subalgebra of WN generated by
elements xN−k, where k is in N and x ∈ W fulfils PW(x) ⊂ PW
(
Nk
)
.
Proposition 3.4.11. The algebra B (N) is Archimedean.
Proof. Since the Archimedean part of a ∗-algebra is a ∗-subalgebra (Proposition 2.1.4),
it is sufficient to show that the generators are algebraically bounded. We will first show,
that N−1 is algebraically bounded. Since N and hence N2 is a good denominator, there
is  > 0 such that
N2 −  =
n∑
l=1
z∗l zl.
By Corollary 3.2.18, we have PW(zl) ⊂ 12PW
(
N2 − ) = PW(N), so zlN−1 ⊂ B (N).
Then multiplying the last equation by N−1 on both sides shows that N is algebraically
bounded.
Let xN−k be a generator of B (N), i.e. k ∈ N and PW(x) ⊂ PW
(
Nk
)
= kPW(N). If
k = 0, then x must be a constant and thus trivially algebraically bounded. So assume
k > 0. By Proposition 3.2.16 we have PW(x∗x) = PW(x∗) + PW(x) = 2PW(x) ⊂
2PW
(
Nk
)
= PW
(
N2k
)
. Since N is a good denominator, so is N2k. In particular, the
corona of N2k is a strict sum of squares and by Lemma 3.2.35 there is  > 0 such that the
corona of N2k − x∗x is still a strict sum of squares and PW
(
N2k − x∗x) = PW(N2k).
By Lemma 3.4.6, PW
(
N2k
)
contains at least three even, maximal points. Hence by
Theorem 3.3.10 there is K ∈ R such that
N2k − x∗x+K =
n∑
l=1
z∗l zl
for some zl ∈ W. The Weyl polytope of the left hand side is contained in PW
(
N2k
)
hence PW(zl) ⊂ PW
(
Nk
)
for every l ∈ {1, · · · , n} by Corollary 3.2.18. Multiplication
with N−k shows that
1− 
(
xN−k
)∗ (
xN−k
)
+KN−2k
is a sum of squares in B (N).
We already know, that N−1 and hence N−k is algebraically bounded, i.e. there is
L > 0 such that L−N−2k is a sum of squares (in B (N)). Then the right hand side of
KL+ 1− 
(
xN−k
)∗ (
xN−k
)
=
(
1− 
(
xN−k
)∗ (
xN−k
)
+KN−2k
)
+K
(
L−N−2k
)
is a sum of squares.
Definition 3.4.12. By J we will denote the smallest left ideal of B (N) containing N−1
and fulfilling the property
x∗x ∈ J =⇒ x ∈ J .
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Note that N−1 is a unit in WN but not in B (N) so J may be a proper ideal.
Theorem 3.4.13. The ideal J has the following properties:
(i) If x ∈ W and x Nn for some n ∈ N, then xN−n is in J .
(ii) If z ∈ W and z  N2n for some n ∈ N, then N−nzN−n is in J . If we have only
PW(z) ⊂ PW
(
N2n
)
, then we have at least N−nzN−n ∈ B (N).
(iii) The left ideal B (N)N−1 and the right ideal N−1B (N) generated by N−1 are iden-
tical. In particular B (N)N−1 is a two-sided ideal.
(iv) The ideal J is a two-sided ∗-ideal.
(v) The quotient B (N) /J is a finitely generated commutative ∗-algebra.
Proof. Fix n ∈ N . For 0 < λ ≤ 1, define the following subsets:
Aλ := {x ∈ W | PW(x) ⊂ λPW(Nn)}
Bλ := {x ∈ W | PW(x) ⊂ 2λPW(Nn)}
and A0 = B0 = C. It is easy to see, that the Aλ and Bλ are subspaces for every λ and that
they are increasing, i.e. Aλ ⊂ Aλ′ and Bλ ⊂ Bλ′ for λ ≤ λ′. Since the Weyl polytopes
are lattice polytopes, there are actually only finitely many different sets Aλ and Bλ.
Thus we can choose a monotonously increasing sequence 0 = λ0, λ1, . . . , λk, λk+1 = 1,
such that if λi ≤ λ < λi+1, then Aλi = Aλ for i ∈ {0, · · · , k}.
Choose now a fixed i ∈ {1, · · · , k}. We will prove that Bλi ⊂ spanA1Aλi−1 . See
Fig. 3.7 for a graphical representation. Although we chose the λi in such a way that
λi ≤ λ < λi+1 assures Aλi = Aλ, it can still happen that Bλi 6= Bλ. Thus choose a
monotonously increasing sequence 0 = ρ0, ρ1, . . . , ρl−1, ρl = λi, such that if ρj ≤ λ <
ρj+1 then Bλ = Bλj for j ∈ {0, · · · , l − 1}. We have Bρ0 = B0 = C ⊂ spanA1Aλi−1
to start the induction. Now suppose we have Bρj ⊂ spanA1Aλi−1 for some j < l. Let
x ∈ Bρj+1 . We can write x as a linear combination of non-commutative monomials with
exponents in PW(x) ⊂ 2ρj+1PW(Nn) (for example by choosing a reduced representative)
hence it is sufficient to consider the case where x is a non-commutative monomial with
exponent e ∈ 2ρj+1PW(Nn). Moreover, if e is in the interior of 2ρj+1PW(Nn), then it is
in Bλ for some λ < ρj+1 which implies x ∈ Bρj . In this case we know by the induction
assumption, that x ∈ spanA1Aλi−1 . So assume e on the boundary of 2ρj+1PW(Nn).
Since Nn is a good denominator, itsWeyl polytope contains 0. We may now partition
the set PW(Nn) ∩ [0,∞)2 into triangles by connecting its extreme points to the origin.
This partition has the property, that rescaling PW(Nn) and the triangles with some
constant factor preserves the partition. Since Nn is a good denominator, the extreme
points of PW(Nn) have even coordinates and accordingly the coordinates of extreme
points of 2PW(Nn) are divisible by four. The exponent e is in 2ρj+1PW(Nn). Using the
partition defined above, we find e1, e2 ∈ N2, such that 4e1 and 4e2 are extreme points
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4e1
4e2
2
GH
I
2e1
1
2e2
N
O
e
2ρj+1λi 2λi
D1
E1
F1
G1 H1 I1
f
g
g
Figure 3.7: Representation of the induction step in Theorem 3.4.13. The units marked
on the x-axis are the scaling factors with respect to the original Weyl
polytope.
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of 2PW(Nn) and that e is contained in the (non-singular) triangle spanned by 4ρj+1e1,
4ρj+1e2 and the origin. In other words there are α, β such that
e = 4αe1 + 4βe2
α+ β ≤ ρj+1 ≤ λi < 1. (3.16)
Thus we are in the situation of Lemma 3.3.5 and we get f, g ∈ N2,
f = 2α′e1 + 2β′e2 and g = 2γe1 + 2δe2
such that α′ + β′ ≤ 1 and λ := γ + δ < α + β ≤ ρj+1 ≤ λi and e = f + g. Then f is in
the triangle spanned by 2e1, 2e2 and the origin and g in the triangle spanned by 2λe1,
2λe2 and the origin. Choose s and t monomials with exponents f and g. Remembering
that 2e1 and 2e2 are extreme points of PW(Nn), this implies that s ∈ A1 and t ∈ Aλ.
Since λ is strictly less than λi, we must have t ∈ Aλi−1 .
Let C be the algebra homomorphism of Lemma 3.2.19. Since x and st are monomials
with the same exponents, we have C(x) = C(st) (since we are talking about monomials,
we use one symbol for the representative and the Weyl algebra element it represents).
Thus Lemma 3.2.19 implies that the unique (since the element is homogeneous) essential
exponent e′ of x− st is smaller than the essential exponent e of x. In particular e and e′
are of the same degree. Since no part of the boundary of the set 2ρj+1PW(Nn)∩ [0,∞)2
is parallel to the main diagonal (since Nn is a good denominator), only one of {e, e′} can
be on the boundary of that set. Since e is on the boundary by assumption, e′ must be
in the interior of 2ρj+1PW(Nn). But then PW(x− st) is in the interior of 2ρj+1PW(Nn)
and there is ρ < ρj+1 such that x − st ∈ Bρ. Then x − st ∈ Bρj (since there is no
Bρ strictly in between Bρj and Bρj+1) and by the induction assumption x − st is in
spanA1Aλi−1 . Since s ∈ A1 and t ∈ Aλi−1 we see that x = st + x − st ∈ spanA1Aλi−1.
This finishes the induction and we have proved, that Bλi ⊂ spanA1Aλi−1 .
Now consider the above induction proof for i = k+ 1. Then α+ β = 1 might happen.
However from (3.16) we see, that we still have α + β < 1 as long as ρj+1 < 1. So we
can still do the induction almost all the way to get Bρl−1 ⊂ spanA1Aλk . Hence for any
ρ < 1 = λk+1 = ρl, Bρ ⊂ Bρl−1 implies Bρ ⊂ spanA1Aλk .
Finally if i = k + 1 and j + 1 = l, i.e. λi = ρj+1 = 1, we can use the weaker
Corollary 3.3.6 instead of Lemma 3.3.5. Then the monomial t will only fulfil t ∈ A1 but
the rest of the proof still holds and we find B1 ⊂ spanA1A1.
We are now prepared to prove the theorem.
(i) If x ∈ W fulfils x  Nn, then x ∈ Aλk . We will now prove by induction that
AλiN
−n ⊂ J for each i ∈ {0, · · · , k}. Since Aλ0 = A0 = C, the start of the
induction is clear. Suppose AλiN−n ⊂ J for some i ∈ {0, · · · , k − 1}. Let x ∈
Aλi+1 . We have PW(x∗x) = PW(x∗) + PW(x) = 2PW(x) ⊂ 2λi+1PW(Nn), i.e.
x∗x ∈ Bλi+1 ⊂ spanA1Aλi .
So x∗x can be written as a linear combination of elements of the form yx′, where
y ∈ A1 and x′ ∈ Aλi . For each such element, y ∈ A1 means PW(y) = PW(y∗) ⊂
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PW(Nn). Thus y∗N−n is in B (N) – it is even a generator – as isN−ny = (y∗N−n)∗.
By the induction assumption, x′N−n is in J which is a left ideal of B (N) and we
have N−nyx′N−n ∈ J .
Hence (xN−n)∗ (xN−n) = N−nx∗xN−n is in J which implies that xN−n ∈ J .
Thus AλiN−n is a subset of J for each i ∈ {0, · · · , k}.
(ii) If z fulfils the assumption of the second assertion, then z is in Bρ for some ρ < 1.
We have seen above, that this implies that z is in spanA1Aλk . Then the element
N−nzN−n is a sum of terms N−nyxN−n where N−ny ∈ B (N) and xN−n ∈ J
thus it is contained in J .
If we have only PW(z) ⊂ 2PW(Nn), i. e. z ∈ B1 ⊂ spanA1A1, then xN−n might
not be in J anymore but it will still be in B (N) showing that N−1zN−1 ∈ B (N).
(iii) We will show B (N)N−1 ⊂ N−1B (N). Let x be a Weyl algebra element. We
have
N−kx− xN−k = N−k
(
xNk −Nkx
)
N−k (3.17)
for every k ∈ N . The algebra B (N) is generated (as an algebra, without the
∗-operation) by elements of the form xN−n and N−ny, x and y Weyl algebra
elements fulfilling PW(x) , PW(y) ⊂ PW(Nn) for some n ≥ 1. Using Eq. (3.17) we
get
xN−nN−1 = xN−1N−n = N−1xN−n −N−1 (xN −Nx)N−(n+1)
= N−1
(
xN−n + (xN −Nx)N−(n+1)
)
N−nyN−1 = N−1
(
N−(n−1)yNn−2N−(n−1)
)
.
Since
PW(xN −Nx) ⊂ PW(xN) = PW(x) + PW(N) ⊂ PW
(
Nn+1
)
and
PW
(
yNn−2
)
= PW(y) + PW
(
Nn−2
) ⊂ PW(N2(n−1)) ,
xN−nN−1 is indeed in N−1B (N) as is N−nyN−1 due to (ii).
So we have shown, that the set{
x ∈ B (N) ∣∣ xN−1 ∈ N−1B (N)}
contains the generators of B (N). One easily checks that this set is an algebra,
hence we have proved B (N)N−1 ⊂ N−1B (N). Since B (N) is ∗-invariant and
N−1 is symmetric, applying the ∗-operation yields the other inclusion.
(iv) We will use Lemma 2.1.10 and its notation for the case I = B (N)N−1. Then we
have J ⊂ I+ since I+ is a left ideal containing N−1 and if x∗x ∈ I+ then x ∈ I+.
On the other hand, J contains I like any left ideal containing N−1. Since I+ is
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the smallest left ideal containing I and fulfilling that x ∈ I+ whenever x∗x ∈ I+
and J has the latter property, we must also have I+ ⊂ J .
We have seen in (iii), that I is actually a two-sided ideal. In particular, the right
ideal generated by I is I which is contained in I+. Thus by Lemma 2.1.10 I+ is
a two-sided ∗-ideal.
(v) Let x and y be Weyl algebra elements with PW(x) ⊂ PW
(
Nk
)
, PW(y) ⊂ PW
(
N l
)
for some k, l ∈ N and k + l ≤ 2n. Then PW(xy), PW(yx) and PW(xy − yx) are
contained in 2PW(Nn). No essential exponent of xy−yx is maximal in PW
(
N2n
)
=
2PW(Nn) since otherwise it would be maximal in the smaller set PW(xy) which is
impossible by Corollary 3.2.20. But then Lemma 3.4.5 implies that xy−yx N2n
and by (ii) we find
N−n (xy − yx)N−n ∈ J . (3.18)
Above equation holds in particular if k = l = n and we obtain N−nx− xN−n ∈ J
as a special case for y = Nn. Thus in B (N) /J we have[
xN−n
] [
N−ny
]
=
[
xN−n
] [
yN−n
]
=
[
N−nx
] [
yN−n
]
=
[
N−nxyN−n
]
=[
N−nyxN−n
]
=
[
N−ny
] [
xN−n
]
=
[
yN−n
] [
xN−n
]
=
[
yN−n
] [
N−nx
]
.
(3.19)
Now take two arbitrary generators of B (N). They are of the form xN−n or N−nx
and yN−k or N−ky with PW(x) ⊂ nPW(N) and PW(y) ⊂ kPW(N). We may
assume without loss of generality that k = n for if k < n we may write N−ky =
N−n
(
Nn−ky
)
or yN−k =
(
yNn−k
)
N−n where PW
(
Nn−ky
)
= PW
(
yNn−k
)
=
PW(y) + PW
(
Nn−k
) ⊂ nPW(N). But then equation (3.19) shows that the gener-
ators commute in any case up to some element in J . Thus B (N) /J is generated
by commuting elements and is thus commutative.
It remains to show, that it is finitely generated. Define the following set of expo-
nents:
EM :=
{
e ∈ N2 ∣∣ e is maximal in PW(N)} .
Above set is finite. For each e ∈ EM choose a non-commutative monomial t(e) of
exponent e. We will show, that B (N) /J is generated by the elements[
t(e)N−1
]
for e ∈ EM . (3.20)
To begin with, let s1 and s2 be non-commutative monomials of exponent f ∈
PW(Nn) for some n ∈ N. By Lemma 3.2.19 none of the essential exponents of
s1− s2 is maximal in PW(s1) ⊂ PW(Nn) and hence by Lemma 3.4.5 s1− s2  Nn
and thus s1N−n − s2N−n is in J . This implies in particular, that the generator[
t(e)N−1
]
does indeed not depend on the non-commutative monomial t(e) but
only on the exponent e.
The algebra B (N) /J is generated by elements of the form [xN−n] for some n ∈ N
and PW(x) ⊂ PW(Nn) (it is indeed sufficient to consider generators of that form
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since we have already seen above, that N−nx and xN−n are equal in B (N) /J ).
We want to show, that [xN−n] can be generated by the elements of (3.20). As we
have done before, we may write xN−n = xNmN−(n+m) and we can thus assume
without loss of generality, that n = 2k for some k ∈ N. We now return to the
notation of the beginning of the proof. Since we consider different exponents of
the denominator here, it will be beneficial to make those explicit in the notation:
A(λ,d) :=
{
x ∈ W
∣∣∣ PW(x) ⊂ λPW(Nd)}
B(λ,d) :=
{
x ∈ W
∣∣∣ PW(x) ⊂ 2λPW(Nd)} .
We have shown above, that B(1,d) ⊂ spanA(1,d)A(1,d) for every d ∈ N . Since
PW
(
Nd
)
= dPW(N) for any d ∈ N, the definition shows that B(2−1,2l) = A(1,2l)
and B(2−l,2k) = B(1,2k−l) for 0 ≤ l ≤ k. Thus we have
A(1,2k) = B(2−1,2k) = B(1,2k−1) ⊂ spanA(1,2k−1)A(1,2k−1)
and by induction
A(1,2k) = span
2k∏
i=1
A(1,1).
By assumption, x is in A(1,2k) and thus we have shown, that it is a sum of products
of x1, . . . , x2k such that PW(xi) ⊂ PW(N). It is thus sufficient to consider the case
where x = x1 · · ·x2k .
Now let y, z ∈ W such that PW(y) ⊂ PW(N) and PW(z) ⊂ PW(Nm) for some
m ∈ N. Then we have PW(Nmyz) ⊂ PW
(
N2m+1
)
and we obtain
[
yN−1
] [
zN−m
]
=
[
N−1yzN−m
]
=
[
N−(m+1)NmyzNN−(m+1)
]
=
[
N−(m+1)NNmyzN−(m+1)
]
=
[
yzN−(m+1)
]
where we used (3.18) to exchange the order of N and Nmyz. In particular we find
- again by induction -[
x1N
−1] · · · [x2kN−1] = [x1 · · ·x2kN−2k] = [xN−n] .
We have shown, that B (N) /J is generated by elements of the form [xN−1] with
PW(x) ⊂ PW(N). Since any x with PW(x) ⊂ PW(N) can be written as a linear
combination of monomials with exponents in PW(N) and we already know that[
sN−1
]
vanishes if the exponent of s is in the interior of PW(N). Thus the elements
of (3.20) are indeed a finite generating set.
Theorem 3.4.14. The localization of B (N) with respect to N−1 is isomorphic to WN .
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Proof. We need to show, that WN together with the inclusion map from W → WN
fulfils the universal property of the localization B (N)N−1 . So let A be a ∗-algebra and
φ : B (N) → A a ∗-homomorphism such that φ(N−1) is invertible in A. Note that the
symmetry of N−1 implies the symmetry of φ(N−1) and φ(N−1)−1.
Define a map θ on the generators of the free ∗-algebra F2 by
θ(P ) = φ(pN−1)φ(N−1)−1 θ(Q) = φ(qN−1)φ(N−1)−1
Note that since N is a good denominator, pN−1 and qN−1 are indeed elements of
B (N) and so φ can be applied to them. We have then
θ(P ) = φ(pN−1)φ(N−1)−1 = φ(N−1)−1φ(N−1)φ(pN−1)φ(N−1)−1
= φ(N−1)−1φ(N−1pN−1)φ(N−1)−1
which shows, that θ(p) is symmetric. Replacing p by q above, θ(q) must be symmetric
as well. Hence θ can be extended to a unique ∗-homomorphism of F2.
Denote the canonical projection from F2 to W = F2/(PQ − QP + i) by pi. Now
suppose X is a non-commutative polynomial, k ∈ N such that pi(X)N−1 ∈ B (N). Then
pi(X)N−(k+l) = pi(X)N−kN−l ∈ B (N) and
φ(pi(X)N−(k+l))φ(N−(k+l))−1 = φ(pi(X)N−k)φ(N−l)φ(N−l)−1φ(N−k)−1
= φ(pi(X)N−k)φ(N−k)−1
holds for every l ∈ N. Consider the following set:
B := {X ∈ F2 ∣∣ ∃n ∈ N;pi(X)N−n ∈ B (N) and θ(X) = φ(pi(X)N−n)φ(N−n)−1} .
By definition, P and Q are in B. We will show, that B is a subalgebra. So suppose
X and Y are in B and λ ∈ C. Then there are natural numbers k and l such that
pi(X)N−k, pi(Y )N−l ∈ B (N) and
θ(X) = φ(pi(X)N−k)φ(N−k)−1,
θ(Y ) = φ(pi(Y )N−k)φ(N−k)−1.
We have seen above, that these conditions remain valid for any k′ ≥ k and l′ ≥ l hence
we may assume without loss of generality that k = l. Then we have
θ(X + λY ) = θ(X) + λθ(Y ) = φ(pi(X)N−k)φ(N−k)−1 + λφ(pi(Y )N−k)pi(N−k)−1
=
(
φ(pi(X)N−k) + λφ(pi(Y )N−k)
)
φ(N−k)−1 = φ
(
(pi(X + λY ))N−k
)
pi(N−k)−1
which shows that X + λY is in B.
We also have PW(pi(XY )) = PW(pi(X))+PW(pi(Y )) ⊂ PW
(
N2k
)
and PW
(
Nkpi(Y )
) ⊂
PW
(
N2k
)
which implies that pi(XY )N−2k and Nkpi(Y )N−2k are in B (N). Then the
equation
θ(XY ) = θ(X)θ(Y ) = φ(pi(X)N−k)φ(N−k)−1φ(pi(Y )N−2k)φ(N−2k)−1
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= φ(pi(X)N−k)φ(N−k)−1φ(N−kNkpi(Y )N−2k)φ(N−2k)−1
= φ(pi(X)N−k)φ(N−k)−1φ(N−k)φ(Nkpi(Y )N−2k)φ(N−2k)−1
= φ(pi(X)N−k)φ(Nkpi(Y )N−2k)φ(N−2k)−1)
= φ(pi(XY )N−2k)φ(N−2k)−1
shows that XY is in B. Hence B is indeed a subalgebra containing P and Q, i.e. B = F2.
In particular the non-commutative polynomial PQ − QP + i is in B. Hence there is
k ∈ N such that pi(PQ−QP+i)N−k is in B (N). By by definition of pi, pi(PQ−QP+i) = 0
so θ(PQ − QP + i) = 0. Since θ is a ∗-homomorphism, this implies that the ideal
(PQ−QP + i) is contained in Ker θ hence θ uniquely defines a ∗-homomorphism from
W to A, which we will also denote by θ. For any x ∈ W, there is k ∈ N such that
xN−k ∈ B (N). Choose some representative X of x. Then we have
θ(x) = θ(X) = φ(pi(X)N−k)φ(N−k)−1 = φ(xN−k)φ(N−k)−1.
For x = N and k = 1, this yields
θ(N) = φ(NN−1)φ(N−1)−1 = φ(N−1)−1. (3.21)
So θ :W → A is a ∗-homomorphism such that θ(N) is a unit in A. By the universal
property of WN , there is a unique extension of θ to a ∗-homomorphism from WN → A.
For this map we must have θ(N−1) = θ(N)−1 = φ(N−1). Now let x ∈ W, k ∈ N and
PW(x) ⊂ PW
(
Nk
)
. We have then
θ(xN−k) = θ(x)θ(N−k) = φ(xN−k)φ(N−k)−1φ(N−k) = φ(xN−k).
So θ and φ coincide on the generators of B (N). Since both maps are ∗-homomorphisms,
θ and φ must coincide on B (N) so θ is indeed an extension of φ.
It remains to show that the extension is unique. So let θ′ be another extension of φ to
WN . To show that θ = θ′ it is sufficient, that the equality holds on the generators p, q
and N−1 of WN . Since N−1 is in B (N) we have θ′(N−1) = φ(N−1) = θ(N−1). We also
find
θ′(p) = θ′(pN−1)θ′(N−1)−1 = φ(pN−1)φ(N−1)−1 = θ(p)
and replacing p by q shows θ′(q) = θ(q).
So we have shown, that φ has the unique extension θ to WN . Since this is true for
every ∗-homomorphism φ, WN is the localization of B (N) with respect to N−1.
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3.5 Representations
In this section we will investigate representations of the localization WN and its subal-
gebra B (N). We will also be interested in their relation to the Schrödinger represen-
tation.
Theorem 3.5.1. Let N0, N be good denominators. Let H be a Hilbert space, D ⊂H
a dense domain and pi a ∗-representation of W on D . If pi(Nn0 ) is essentially self-adjoint
for every n ∈ N, then pi(Nn) is essentially self-adjoint for every n ∈ N and pi(N) is
continuously invertible. Moreover the closure pi of pi can be extended to a representation
of WN , the localization of W on the element N .
Proof. We prove first, that pi(N) is essentially self-adjoint for any good denominator
N . Since we already know that powers of good denominators are good denominators
again (Proposition 3.4.7), pi(Nn) is essentially self-adjoint for every n ∈ N. Since N20
is a good denominator, Lemma 3.4.9 tells us, that there are k ∈ N and K ∈ R such
that N2k0 −N2 + K is a sum of squares and according to lemma 3.4.7 there is another
constant L such that Nk0N + NNk0 + L is a sum of squares. In particular this implies
that
pi
(
Nk0
)2 − pi(N)2 +K and pi(Nk0 )pi(N) + pi(N)pi(Nk0 ) + L
are positive on D . Application of Corollary 2.2.11 then shows that pi(N) is essentially
self-adjoint since pi
(
Nk0
)
is essentially self-adjoint. Since there is  such that N −  is a
sum of squares, pi(N)−  is positive on D as is its self-adjoint closure pi(N)− . So the
spectrum of pi(N) is contained in [,∞), 0 is in the resolvent set of pi(N) and pi(N)−1
is a bounded operator. Since pi(Nn) is essentially self-adjoint for every n ∈ N and self-
adjoint operators have no proper self-adjoint extensions, we have pi(Nn) = pi(N)n for
every n ∈ N.
Next we are going to prove
D(pi) =
⋂
x∈W
D
(
pi(x)
)
=
∞⋂
n=0
D
(
pi (Nn)
)
=
∞⋂
n=0
D
(
pi (N)
n
)
. (3.22)
Here the last equality follows immediately from pi(Nn) = pi(N)n for every n ∈ N and
“⊂” of the second equality is clear. We show the other inclusion. Let
ϕ ∈
∞⋂
n=0
D
(
pi (Nn)
)
and x ∈ W. By Lemma 3.4.9 there are k ∈ N and K ∈ R such that N2k − x∗x+K is a
sum of squares. Then we have
pi
(
N2k
)
+K ≥ pi (x∗x)
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on D and hence ∥∥∥pi (Nk)ϕ∥∥∥2 +K ‖ϕ‖2 ≥ ‖pi(x)ϕ‖2 (3.23)
on D . The vector ϕ is in particular in D
(
pi (Nk)
)
and so there is a sequence (ϕn) ⊂
D convergent to ϕ, such that pi
(
Nk
)
ϕ converges. In particular, both sequences are
Cauchy. By (3.23) we have∥∥∥pi (Nk) (ϕn − ϕm)∥∥∥2 +K ‖ϕn − ϕm‖2 ≥ ‖pi(x)(ϕn − ϕm)‖2 ,
which converges to zero for k, l → ∞. So pi(x)ϕ is a Cauchy sequence, which implies
its convergence. Hence ϕ is in the domain of pi(x). Since this is true for every x, we
have proved the other inclusion.
By Proposition 2.2.7 and equation (3.22), D(pi) is invariant under pi(N)−1. In other
words pi(N)−1 ∈ L +(D(pi)). So pi is a ∗-homomorphism from W to L +(D(pi)) (i.e. it
is a ∗-representation on D(pi)) such that pi(N) is a unit in L +(D(pi)). Then due to the
universal property of the localization, pi uniquely extends to a ∗-homomorphism from
WN to L +(D(pi)), i.e. to a ∗-representation of WN .
Corollary 3.5.2. Let N be a good denominator. Let (H ,S, pi) be the Schrödinger
representation. Then pi(Nn) is essentially self-adjoint for every n ∈ N and pi can be
uniquely extended to a ∗-representation of WN . We have
D∞(pi(N)) =
⋂
n∈N
D
(
pi(Nn)
)
= S. (3.24)
Proof. In the previous lemma, choose N0 = p2 + q2 + 1, which is a good denominator as
seen in Example 3.4.3. By Proposition 2.3.10 Nn0 is essentially self-adjoint for any n ∈ N
and pi is closed. Then (3.24) follows from (3.22).
Theorem 3.5.3. Let N be a good denominator and (H ,D , pi) a ∗-representation of W
such that pi(Nk) is essentially self-adjoint for any k ∈ N , then pi(ρ(h)) is essentially
self-adjoint for any real polynomial ρ. In particular, pi(ρ(h)) is essentially self-adjoint
in the Schrödinger representation.
Proof. The theorem’s assertion is trivial if ρ is a constant, so assume that ρ has positive
degree. We consider first the case where this degree is an even number 2n. We may
assume without loss of generality, that the leading coefficient of ρ is positive.
Since N2 is a good denominator, by Lemma 3.4.9 there are k ∈ N and K ∈ R such that
N2k−ρ(h)2+K is a sum of squares. We may assume without loss of generality that k ≥ 2,
so that PW
(
Nk
)
has at least three even, maximal points by Lemma 3.4.6. The element
Nk is a good denominator as well so by Proposition 3.4.8 there is a constant L ∈ R such
that the corona of Nkρ(h) +ρ(h)Nk +LNk fulfills the conditions of Theorem 3.3.10 and
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we can thus choose K > 0 such that Nkρ(h) + ρ(h)Nk + LNk +K is a sum of squares.
So we have
pi(Nk)2 − pi(ρ(h))2 +K ≥ 0 and
pi(Nk)pi(ρ(h)) + pi(ρ(h))pi(Nk) + Lpi(Nk) +K ≥ 0
on D and the conditions of Corollary 2.2.11 are fulfilled which proves that pi(ρ(h)) is
essentially self-adjoint.
So in particular, pi(h2k) is essentially self-adjoint for any k ∈ N which by Lemma 2.2.12
implies that pi(hk) is essentially self-adjoint. Now let ρ be any real polynomial of uneven
degree k. We assume ρ to be normalized to leading coefficient 12 without loss of generality.
Then the polynomials h2k − ρ(h)2 and 2hkρ(h) are of even degree with positive leading
coefficient. Hence there are constantsK,L ∈ R such that h2k−ρ(h)2+K and 2hkρ(h)+L
are positive and hence sums of squares (as polynomials). But then the elements are
positive as operators as well and we can again use Corollary 2.2.11 to prove that ρ(h) is
essentially self-adjoint.
We will now go on to investigate the representations of B (N). Note that the inverse
of N−1 ∈ B (N) is not in that algebra. Hence even in a non-trivial representation pi, the
kernel of pi(N−1) can be a non-trivial subspace.
Theorem 3.5.4. Let N be a good denominator and (H ,pi) a ∗-representation of B (N)
defined on the entire Hilbert space H . Then H0 := Ker(pi(N−1)) is a closed subspace
that is invariant under pi. Define a representation pi0 by restricting pi to the Hilbert
space H0. We have
J ⊂ Kerpi0.
In particular pi0 is a commutative representation of B (N).
Proof. Since B (N) is Archimedean, the representation pi is bounded.
Set H0 := Ker(pi(N−1)) and let ϕ ∈ H0. If x is an element of B (N), then by
Theorem 3.4.13 (iii) there is an element y ∈ B (N) such that N−1x = yN−1 and hence
pi(N−1)pi(x)ϕ = pi(y)pi(N−1)ϕ = 0.
Thus pi(x)ϕ ∈H0 for every x ∈ B (N) and every ϕ ∈H0, i.e. H0 is pi-invariant.
Denote by pi0 the restriction of pi to H0. Let I ⊂ B (N) be the kernel of pi0 : B (N)→
B(H ). Then I is a left ideal. It contains N−1 by the definition of H0 and if x∗x ∈ I
for some x ∈ B (N), then we have
0 = 〈pi(x∗x)ϕ,ϕ〉 = ‖pi(x)ϕ‖2 for every ϕ ∈H0
which implies x ∈ I. Since the ideal J from Definition 3.4.12 is the smallest left ideal
with this property, we must have J ⊂ I. This implies in particular, that pi0(x + J ) :=
pi0(x) defines a unique representation of B (N) /J and since xy − yx ∈ J , we have
pi0(x)pi0(y)− pi0(y)pi0(x) = 0 for all x, y ∈ B (N).
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Using Proposition 2.2.17, the previous theorem implies, that every representation of
B (N) on some Hilbert spaceH can be decomposed in the commutative representation
pi0 on H0 and a non-commutative representation on the orthogonal complement where
zero is not an eigenvalue of pi(N−1).
Definition 3.5.5. We will call a representation pi of B (N) on some Hilbert space H
torsion free, if Kerpi(N−1) = {0}.
Theorem 3.5.6. Let (H , pi) be a torsion free representation of B (N). Then there is a
unique extension of pi to a representation pi↑ of WN on the dense domain
D :=
⋂
n∈N
Ranpi(N−1)n.
The operator pi↑(Nk) is essentially self-adjoint on D for every k ∈ N. If ρ is any
representation of WN on some dense domain D ′ ⊂ H such that ρ(x)ϕ = pi(x)ϕ for
every x in B (N) and every ϕ ∈ D ′, then ρ is a restriction of pi↑.
Remark 3.5.7. Remember that B (N) is algebraically bounded, so there are indeed rep-
resentations that are defined on the entire Hilbert space H . The theorem states, that
there is a unique extension of pi to a representation of WN with maximal domain.
Proof of Theorem 3.5.6. The operator T := pi(N−1) is a bounded, self-adjoint operator
with trivial kernel (since pi is torsion free). By Proposition 2.2.8 D(T−1) := RanT is
dense and T−1 defined on D(T−1) self-adjoint.
Then
D =
⋂
n∈N
RanTn =
⋂
n∈N
D
(
T−n
)
is a core for T−1 by Proposition 2.2.7, in particular it is dense in H . The domain D is
invariant under T−1 so we have T−1 ∈ L +(D).
Let x be an element of B (N). Applying Theorem 3.4.13 (iii) iteratively, we find that
for every k ∈ N, there is y ∈ B (N) such that xN−k = N−ky. Thus for ϕ ∈H we have
pi(x)pi(N−k)ϕ = pi(xN−k)ϕ = pi(N−k)pi(y)ϕ
and accordingly
pi(x) RanT k ⊂ RanT k for every k ∈ N.
This shows, that D is a pi-invariant subspace. So for every x ∈ B (N), we have pi(x)D ⊂
D , D ⊂H = D(pi(x)∗) and pi(x)∗D = pi(x∗)D ⊂ D , i.e. pi(x) ∈ L +(D).
Thus pi is a ∗-homomorphism from B (N) to L +(D) and pi(N−1) = T is invertible in
L +(D). Then by the universal property of the localization, we can uniquely extend pi
to a ∗-homomorphism from B (N)N−1 to L +(D) which we will denote by pi↑. But by
Theorem 3.4.14, B (N)N−1 =WN so pi↑ is a representation of WN .
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Finally suppose that ρ is another ∗-representation of WN , on some other domain
D ′ ⊂ H , that coincides with pi on B (N) and let ϕ ∈ D ′. Then ρ(Nn)ϕ is in D ′ for
every n ∈ N and
ϕ = ρ(N−1)nρ(Nn)ϕ = pi(N−1)nρ(Nn)ϕ
shows that ϕ is in Ranpi(N−1)n for all n. We have proved that D ′ ⊂ D .
Moreover we have
pi(N−1)ρ(N)ϕ = ρ(N−1)ρ(N)ϕ = ϕ = pi↑(N−1)pi↑(N)ϕ = pi(N−1)pi↑(N)ϕ
and multiplication by pi(N−1)−1 yields ρ(N)ϕ = pi↑(N)ϕ. Then it also follows, that
ρ(p)ϕ = ρ(pN−1)ρ(N)ϕ = pi(pN−1)pi↑(N)ϕ = pi↑(pN−1)pi↑(N)ϕ = pi↑(p)ϕ
and exchanging p for q we also find ρ(q)ϕ = pi↑(q)ϕ. All in all we have proved, that
D ′ ⊂ D and ρ and pi↑ coincide on D ′ for the generators of WN . Since both maps are
∗-homomorphisms, they coincide on D ′ for arbitrary elements of WN .
Theorem 3.5.8. Let pi be a torsion free ∗-representation of B (N). Then pi↑ is equivalent
to a direct sum of Schrödinger representations.
Proof. By the previous theorem, pi↑(Nk) is essentially self-adjointon D for every k ∈ N.
The element N0 := p2 + q2 + 1 is a good denominator according to Example 3.4.3. From
Theorem 3.5.1 (with the roles of N and N0 exchanged), we know that Nk0 is essentially
self-adjoint for every k ∈ N. In particular N0 is essentially self-adjoint and the assertion
of the theorem follows from Proposition 2.3.11.
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Up to now, x ∈ W having positive corona is a purely algebraic property (c.f. Re-
mark 3.2.31). We will now link that property to the positivity of x as an operator in the
Schrödinger representation. We deal first with the corona polynomials.
Proposition 3.6.1. A positive Weyl algebra element x has positive corona polynomials
and its Weyl polytope has even extreme points.
Proof. For this proof we will use the automorphisms from Definition 2.3.13 and their
unitary implementations in the Schrödinger representation from Proposition 2.3.14.
Let L be some supporting line of PW(x), that is not parallel to the main diagonal and
let n = (n1,n2) be a vector normal to L (chosen to point in the outward direction from
PW(x) which assures that either n1 or n2 is positive). Let e be the exponent of highest
degree in PW(x) ∩ L. Let g ∈ Z2 and k ∈ N be such that {e, e+ g, . . . , e+ kg} is the
set of exponents in PW(x) and on the line L. If L intersects PW(x) in a single point,
we choose g = 0 and k = 0. If k 6= 0, this implies in particular that the coordinates of
g are coprime (otherwise there would be additional exponents in PW(x) ∩ L). Denote
the essential coefficients of x corresponding to the exponents e, e + g, . . . , e + kg by
α0, . . . , αk and the corona polynomial associated with L by σ. Let r be the component-
wise remainder of e by division through k and define f2 := 1k (e− r). In the case where
k = 0 we set r = e and f2 = 0. Set f1 = f2 +g. Then we have e+ ig = r+ if1 + (k− i)f2
for i ∈ {0, · · · , k} (even in the degenerate case).
Let s be some non-commutative monomial of exponent η = (η1, η2). We consider the
following cases:
(i) Both n1 and n2 are positive. We consider the scalar products
u(a, b, t, ϕ) := 〈pi(x)U(atn1 ,btn2)ϕ,U(atn1 ,btn2)ϕ〉 .
From Proposition 2.3.14, U(atn1 ,btn2)(s) is a product of η1 factors p+ atn1 and η2
factors q + btn2 . The term with the highest power of t appearing in this product
is aη1bη2tη1n1+η2n2 .
(ii) Only n1 is positive while n2 is not. We must have |n1| > |n2| since otherwise L
would be parallel to the main diagonal or not a supporting line of PW(x) at all.
Choose some c fulfilling |n1| > c > |n2| and consider the scalar products
u(a, b, t, ϕ) := 〈pi(x)V (tc)U(atn1 ,btn2)ϕ, V (tc)U(atn1 ,btn2)ϕ〉 .
In this case V (tc)U(atn1 ,btn2)(s) is a product of η1 factors tcp+atn1 and η2 factors
t−cq + btn2 . Again the term with the highest power of t is aη1bη2tη1n1+η2n2 .
(iii) Only n2 is positive while n1 is not. We must have |n2| > |n1| since otherwise L
would be parallel to the main diagonal or not a supporting line of PW(x) at all.
Choose some c fulfilling |n2| > −c > |n1| and consider the scalar products
u(a, b, t, ϕ) := 〈pi(x)V (tc)U(atn1 ,btn2)ϕ, V (tc)U(atn1 ,btn2)ϕ〉 .
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In this case V (tc)U(atn1 ,btn2)(s) is a product of η1 factors tcp+atn1 and η2 factors
t−cq + btn2 . Again the term with the highest power of t is aη1bη2tη1n1+η2n2 .
By assumption, u(a, b, t, ϕ) must be positive for any a, b, t ∈ R and ϕ ∈ S regardless
of the case we are in. The element x can be written as a linear combination of non-
commutative monomials with exponents in PW(x), hence the expression u(a, b, t, ϕ) is
again a linear combination of powers of t (actually we could have chosen L and n such
that it would be a polynomial in t but it is not necessary for the sake of this argument).
We have seen above the highest powers of t that is generated by a single non-commutative
monomial. Note that the coefficients of these highest powers are scalars (depending on
a and b) and not Weyl algebra elements any more. The highest powers of t appearing
in u(a, b, t, ϕ) are from non-commutative monomials such that η1n1 + η2n2 = 〈η, n〉 is
maximal among the exponents η appearing in PW(x). This is the case precisely for the
exponents lying on the line L, i.e. for e, e + g, . . . , e + kg. The highest coefficient in
u(a, b, t, ϕ) is then〈
k∑
i=0
αi(a,b)
e+igϕ,ϕ
〉
= (a,b)r
k∑
i=0
αi(a,b)
if1(a,b)(k−i)f2 ‖ϕ‖2
= (a,b)rσ((a,b)f1 , (a,b)f2) ‖ϕ‖2
where we use multi index notation and inserted the definition of the corona polyno-
mial (c.f. Definition 3.2.24). Since u(a, b, t, ϕ) must be positive for every t, this highest
coefficient must be positive for any values of (a, b) and ϕ.
Consider first the case where L intersects PW(x) in a single point (which is then an
extreme point of the Weyl polytope). Then σ is a constant and the highest coefficient
is a multiple of (a,b)r = (a,b)e. Since that must be positive for any (a,b) ∈ R2, both
coordinates of e must be even. Thus we have shown, that the extreme points of PW(x)
are even.
If L intersects PW(x) in at least two points, then e and e+kg must be even since they
are extreme points of PW(x). We did note above, that the coordinates of g are coprime
which implies that k must be even. The polynomial σ is homogeneous of even degree k.
Looking at the highest coefficient again, this implies that
(a,b)rσ((a,b)f1 , (a,b)f2) = (a,b)r+kf2σ((a,b)f1−f2 , 1) = (a, b)eσ((a,b)g, 1)
must be non-negative and, since e is even, σ((a,b)g, 1) ≥ 0 if a 6= 0 and b 6= 0. On the
other hand g is not even (its coordinates are coprime) so (a,b)g attains any non-zero
value and σ(t, 1) must be positive for any t 6= 0. Then the homogeneity of even degree
implies that σ(x, y) = ykσ
(
x
y , 1
)
must be positive for any x 6= 0 and y 6= 0. But since
σ is a polynomial and hence continuous, this implies that σ is positive everywhere.
Lemma 3.6.2. Let x = κ(h) be a homogeneous Weyl algebra element of degree zero.
Then x is positive (in the Schrödinger representation) if and only if it is a sum of
squares.
100
3.6 Positivstellensätze
Proof. The “if” part of the theorem is always true. We prove the “only if” part. Let pi
be the Schrödinger representation. By Proposition 2.3.9, x must be symmetric which
implies κ real by Lemma 2.3.5. By Theorem 3.5.3, we know that pi(h) and pi(κ(h)) are
essentially self-adjoint in the Schrödinger representation. The operator κ(pi(h)) is a
self-adjoint extension of pi(x), and since the latter is essentially self-adjoint, it must be
pi(x). Thus by the spectral mapping theorem, Proposition 2.2.9, the spectrum of pi(x) is
κ(R) since the spectrum of pi(h) is the entire real line (Proposition 2.3.12). On the other
hand, pi(x) is positive by assumption, hence pi(x) is positive as well. So its spectrum
κ(R) must be contained in [0,∞). This implies that κ is non-negative as a polynomial
and hence a sum of squares, which finishes the proof.
Lemma 3.6.3. Denote by N the element
N := (q + i)
−1
of Wq+i. Let κ and ρ be univariate polynomials. Then the following equation holds,
κ(h)ρ(N) = ρ(0)κ(h) +
m∑
i=1
ηi(N)ξi(h),
where ξi, ηi are polynomials independent of  for i ∈ {1, · · · , k} and ηi(0) = 0 for every
i ∈ {1, · · · ,m}.
Proof. By substituting ρ′ = ρ − ρ(0), we may assume that ρ has trivial constant term.
The commutation relation (2.13) can be written as
(q + i)h = (h+ i)(q + i) + .
Multiplying by (q + i)−1 on both sides and by  yields
hN = N(h+ i)−N2 . (3.25)
The lemma’s assertion is trivial if κ is a constant. Together with (3.25) we see, that
the assertion of the lemma holds if κ and ρ have at most degree one.
Using this fact, we can start an induction to prove, that the lemma’s assertion holds
for linear polynomials κ. Suppose the assertion holds for linear κ and ρ of degree at
most k ≥ 1. Then by (3.25) we have
hNk+1 = N(h+ i)N
k
 −Nk+2
and by the induction assumption there are polynomials ηi and ξi independent of ,
ηi(0) = 0 for every i ∈ {1, · · · ,m} such that
(h+ i)Nk =
m∑
i=1
ηi(N)ξi(h).
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So the lemma’s assertion holds for hNk+1 . Using linearity this concludes the first induc-
tion proof.
Now we use this result as the start of a new induction. Assuming the lemma’s assertion
holds for κ of degree l ≥ 1. Then there are polynomials ηi and ξi independent of ,
ηi(0) = 0 for every i ∈ {1, · · · ,m}, such that
hlρ(N) =
m∑
i=1
ηi(N)ξi(h).
For each ηi, i ∈ {1, · · · ,m}, by the induction assumption there are polynomials χij , ζij ,
ζij(0) = 0 for j ∈ {1, · · · ,mi}, such that
hηi(N) =
mi∑
j=1
ζij(N)χij(h).
Hence
hl+1ρ(N) =
m∑
i=1
hηi(N)ξi(h)
=
m∑
i=1
mi∑
j=1
ζij(N)χij(h)ξi(h)
shows that the assertion of the lemma holds for hl+1ρ(N). Again we may use linearity
and the induction assumption, to finish the second induction proof.
Theorem 3.6.4. Let x be a homogeneous Weyl algebra element. Then x is positive if
and only if it is a sum of squares.
Proof. Again the “if” part is clear, so we prove the “only if” part. Consider first the
case where the degree of x is negative. Since x is positive, the extreme points of its
Weyl polytope are even by Proposition 3.6.1 so the essential exponent of x (the single
extreme point of PW(x)) is even and hence x must have even degree −2k. As a positive
element, x must also be symmetric so by Lemma 2.3.5, there is a real polynomial κ such
that x = qkκ(h)qk. We are going to show, that κ(h) is positive in the Schrödinger
representation.
Suppose there is a Schwartz function ϕ such that 〈pi(κ(h))ϕ,ϕ〉 < 0. We know that
pi(q) is essentially self-adjoint and we can extend the Schrödinger representation to
the localization Wq+i for any  > 0 (Proposition 2.3.10). In particular the elements
ϕ := pi((q + i)
−k)ϕ are in S for every  > 0. In Wq+i we have
qk(q + i)−k =
(
1− i(q + i)−1)k = ρ(N)
where ρ is the polynomial x 7→ (1− ix)k and N = (q+i)−1. Define T = (pi(q)+i)−1,
then we must have pi(N) = pi((q + i)−1) ⊂ T.
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Denote the spectral measure of pi(q) by E. Since the operator pi(q) has no eigenvalues,
E has no atoms. For  → 0, the functions x 7→ (x + i)−1 converge pointwise to zero
on R\{0}, i.e. they converge pointwise to zero E-almost everywhere. They are also
bounded by 1. Hence by Proposition 2.2.6, the operators T = (pi(q) + i)−1 converge
to zero in the strong operator topology. Similarly for any polynomial ζ, the functions
x 7→ ζ ((x+ i)−1) converge pointwise to ζ(0) E-almost everywhere. They are also
bounded, since
∣∣(x+ i)−1∣∣ ≤ 1 independent of x and  and ζ is continuous. So again
from Proposition 2.2.6 we know that ζ(T) converges to ζ(0) in the strong operator
topology. In particular
pi(qk)ϕ = pi(q
k)pi((q + i)−k)ϕ = pi(ρ(N))ϕ = ρ(pi(N))ϕ = ρ(T)ϕ→ ρ(0)ϕ = ϕ
for → 0.
From the previous lemma, there are polynomials ηi, ξi independent of , ηi(0) = 0 for
i ∈ {1, · · · ,m}, such that
κ(h)ρ(N) = κ(h) +
m∑
i=1
ηi(N)ξi(h).
By the above considerations, the operators pi(ηi(N)) ⊂ ηi(T) converge strongly to zero
for every i ∈ {1, · · · ,m} hence pi (κ(h)ρ(N))ϕ converges to pi(κ(h))ϕ. Thus in the
expression
〈pi(x)ϕ, ϕ〉 = 〈pi (κ(h)ρ(N))ϕ, ρ(N)ϕ〉 ,
the scalar product on the right hand side converges to 〈pi(κ(h))ϕ,ϕ〉 < 0. In particular,
there must be some  such that 〈pi(x)ϕ, ϕ〉 < 0, which contradicts the positivity of x.
Hence we have seen, that κ(h) is a positiveWeyl algebra element and by Lemma 3.6.2
it is a sum of squares. But then x = qkκ(h)qk is a sum of squares as well.
There is an analogous proof for positive degree of x but we can also use the Fourier
transform here. So suppose x has positive degree. Denote by F the Weyl algebra
automorphism from Definition 2.3.13. By Proposition 2.3.14, there is a unitary im-
plementation of F on the Hilbert space of the Schrödinger representation (the
Fourier transform), which we will also denote by F . Then F (x) must be positive,
since pi(F (x)) = F ∗pi(x)F is a unitary transformation of the positive operator pi(x).
Since F exchanges p and q, F (x) is a homogeneous element of negative degree and we
have already seen that it must be a sum of squares. Since F is an algebra automorphism,
x is a sum of squares as well.
Finally, the case of degree zero has been dealt with in Lemma 3.6.2.
We have actually proved something more:
Corollary 3.6.5. If x is a positive, homogeneous Weyl algebra element, then x is of
the form pkσ(h)pk or qlρ(h)ql for some k or l in N and sums of squares σ or ρ.
Theorem 3.6.6. A positive Weyl algebra element has positive corona.
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Proof. Suppose x is positive. We did already show, that the corona polynomials of x
are positive (Proposition 3.6.1) so it remains to deal with the homogeneous component
of highest and lowest degree. We use again the notation introduced in Definition 2.3.13.
Then 〈pi(x)V (t)ϕ, V (t)ϕ〉 is positive for any t ∈ R\{0} and ϕ ∈ S. If s is any non-
commutative monomial of exponent (e1, e2), then from Definition 2.3.13 we see, that
V (t)(s) = te2−e1s. Note that the degree in t of the latter expression is the degree of s as
a Weyl algebra element. Since x can be written as a linear combination of monomials,
〈V (t)∗pi(x)V (t)ϕ,ϕ〉 is a Laurent polynomial in t for every ϕ ∈ S and the highest
coefficient is 〈pi (xM )ϕ,ϕ〉, where xM is the component of highest degree of x. Since
the Laurent polynomial 〈V (t)∗pi(x)V (t)ϕ,ϕ〉 must be positive for any non-zero value
of t and any Schwartz function ϕ, this highest coefficient must be positive for any
ϕ, which is precisely the statement that xM is a positive Weyl algebra element. By
considering the lowest coefficient of the Laurent polynomial, we similarly get that the
homogeneous part of lowest degree xm must be positive as well. Now by Corollary 3.6.5,
xm and xM are of the form pkσ(h)pk or qlρ(h)ql for some k, l ∈ N and some positive
polynomial σ or ρ.
Remark 3.6.7. Unfortunately, above proposition is false if one replaces “positive” with
“strictly positive”. This is illustrated by the example (p + q)2 + 1 that has appeared
before.
Corollary 3.6.8. If pi(x) ≥ , then the origin is contained in the Weyl polytope of x.
Proof. We use the notation of Theorem 3.6.6 and its proof. Suppose (0,0) is not con-
tained in PW(x). Then all the homogeneous components of x must have either strictly
positive, or strictly negative degree. This implies that either all the exponents in the
Laurent polynomial 〈V (t)∗pi(x)V (t)ϕ,ϕ〉 are strictly positive, or they are all strictly
negative. In the first case this implies that 〈V (t)∗pi(x)V (t)ϕ,ϕ〉 converges to zero for
t → 0, in the second case it converges to zero for t → ∞. But this is a contradiction
since we have
〈pi(x)V (t)ϕ, V (t)ϕ〉 ≥  〈V (t)ϕ, V (t)ϕ〉 =  ‖ϕ‖2
since V (t) is unitary.
We did already see in Lemma 3.2.39 that if the corona of an element x is positive and
sufficiently many of its edges are simple (which means that the corresponding corona
polynomial is well behaved), then the corona is actually a sum of squares. If x does not
meet these conditions, we might try to “insert” additional simple edges into its Weyl
polytope by multiplying with appropriate denominators. An illustration of the proofs
idea can be found in Fig. 3.8. The following is a Positivstellensatz for the corona of a
Weyl algebra element.
Theorem 3.6.9. Let x be a Weyl algebra element with (strictly) positive corona. Then
there is N ∈ W, N a good denominator, such that the corona of NxN is a (strict) sum
of squares.
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Figure 3.8: Illustration accompanying the proof of Theorem 3.6.9. The top left picture
shows the Weyl polytope of some element x, the top right picture a set
that is separating for L1 and L2. The picture in the bottom shows the
Minkowski sum of both sets in which L is “inserted” between L1 and L2.
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Proof. If the corona of x is already a sum of squares, then there is nothing to prove.
In particular if x is homogeneous and has positive corona, then it is already a sum of
squares by Remark 3.2.31 hence in this case we may choose N = 1.
If x = pkσ(h)pk (we assume positive degree, the negative degree case can be dealt
with similarly) is homogeneous with strictly positive corona, then σ is a strict sum of
squares. If z ∈ W is symmetric and fulfils PW(z) ⊂ PW(x), then z is homogeneous of
degree 2k and there is a real polynomial κ, deg κ ≤ deg σ such that z = pkκ(h)pk. Then
there is  > 0 such that σ + κ is positive and hence a sum of squares. Then x+ z is a
sum of squares as well. So the choice N = 1 also assures that the corona of NxN is a
strict sum of squares.
Thus for the rest of the proof, assume that x is not homogeneous.
Let L1 and L2 be edges of PW(x) (for once we also consider the edges parallel to the
main diagonal). We will call a Weyl convex set M separating for L1 and L2 if it is the
Weyl polytope of a good denominator, no edge of M is parallel to any edge of PW(x)
(except for edges parallel to the main diagonal) and the edges parallel to L1 and L2 in
PW(x) + M are not adjacent. We mentioned when a Weyl convex set is the Weyl
polytope of a good denominator in Remark 3.4.4. We are going to prove that separating
sets exist for any adjacent edges L1 and L2. Let e be the shared vertex of L1 and L2, e1
and e2 the other vertices of L1 and L2. If L1 (L2) is parallel to the main diagonal, it has
only the vertex e. Take e − (2, 2) as a replacement for e1 (e2 in that case). Note that
e, e1, e2 are generalized extreme points of PW(x) (except when L1 or L2 is parallel to
the main diagonal) so they have even coordinates (this is true even in the special case).
We choose M depending on the slope m of the line L through e1 and e2. Note L cannot
have slope 1 since L1 and L2 are parts of the boundary of a Weyl convex set.
1. m < 0 Translate the line segment defined by e1 and e2 such that one of the
translated points is on the positive x- and the other on the positive y-axis. Since
e1 and e2 are even, we translate by an even vector, so the translated points are
even again. Let f1, f2 be the translated points and define M = PW({f1, f2}).
2. 0 ≤ m < 1 Translate the line segment defined by e1 and e2 in x-direction until one
of the points is on the y-axis and the other in the first quadrant. If the point on
the y-axis is (0,0), translate again by (0, 2). Again the translated points f1 and
f2 have even coordinates. Assume without loss of generality, that deg f1 > deg f2.
Choose an even point f3 fulfilling deg f2 > deg f3 on the x-axis, such that the line
through f2 and f3 is not parallel to any of the edges of PW(x). Since there are
infinitely many points to choose from, but only finitely many edges of PW(x), there
is at least one such point. Then define M = PW({f1, f2, f3}).
3. 1 < m ≤ ∞ Translate the line segment defined by e1 and e2 in y-direction until
one of the points is on the x-axis and the other in the first quadrant. If the point
on the x-axis is (0,0), translate again by (2, 0). Again the translated points f1 and
f2 have even coordinates. Assume without loss of generality, that deg f1 < deg f2.
Choose an even point f3 fulfilling deg f2 < deg f3 on the y-axis, such that the line
through f2 and f3 is not parallel to any of the edges of PW(x). Since there are
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infinitely many points to choose from, but only finitely many edges of PW(x), there
is at least one such point. Then define M = PW({f1, f2, f3}).
One easily checks, that theM obtained in all three cases is the Weyl polytope of a good
denominator. By construction, one of its edges is parallel to L whose slope is strictly
between those of L1 and L2. This implies that this edge cannot be parallel to any edge
of PW(x) since that set is Weyl convex. It also implies that PW(x) + M has an edge
parallel to L which must be between the edges parallel to L1 and L2 again since the
set is Weyl convex. Moreover M has at most one additional edge that was explicitly
constructed in such a way, that it is not parallel to any edge of PW(x). Hence M is
indeed separating for L1 and L2.
Let I be the set of extreme points of PW(x). For i ∈ I there are exactly two edges
L1(i), L2(i) containing i. Choose a Weyl convex set Mi that separates L1(i) and L2(i)
and define the Minkowski sum
M :=
∑
i∈I
Mi.
Now M is the Weyl polytope of a good denominator. More precisely let e1, . . . , ek
be the extreme points of M and s1, . . . , sk non-commutative monomials with exponents
e1
2 , . . . ,
ek
2 , then
N :=
k∑
j=1
s∗i si + 1
is a good denominator with PW(N) = M (c.f. Example 3.4.3). Note that by construc-
tion, any edge of M is parallel to an edge of Mi for some i ∈ I and hence not parallel
to any edge of PW(x). If L1 and L2 are adjacent edges of PW(x), then by construction,
there is an i ∈ I such that Mi separates L1 and L2, in particular the edges parallel to
L1 and L2 are not adjacent in PW(x) +Mi. So the edges parallel to L1 and L2 are not
adjacent in PW(x) + M or PW(x) + 2M either. Heuristically speaking, we separated
adjacent edges of PW(x) by inserting (at least) one additional edge at every extreme
point.
As in Lemma 3.2.39, we will call a polynomial simple if all its exponents are even and
its coefficients positive. We will call an edge of PW(x) simple, if the corresponding corona
polynomial is simple. By construction, all the corona polynomials of N are simple (this
is immediate from the reduced representative we used to define N).
Now suppose x has positive corona. We will show that the corona of NxN is positive.
The corona polynomials of NxN are products of corona polynomials of N and x by
Proposition 3.2.26 so they are positive. Consider now the homogeneous component of
highest degree. The homogeneous component of highest degree of N is p2k′ for some
positive k′ ∈ N. If the homogeneous component of highest degree of x is of the form
pkσ(h)pk or qlρ(h)ql for σ or ρ positive. Then the homogeneous component of highest
degree of NxN , i.e. pk+2k′σ(h)pk+2k′ or p2kqlσ(h)qlp2k is of the form required for positive
corona either immediately or by Corollary 2.3.7. The same is true for the homogeneous
component of lowest degree. So NxN has positive corona. Let L be any line not parallel
to the main diagonal. If L is parallel to an edge of PW(N) = M , then it is not parallel
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to an edge of PW(x) so the corona polynomial of x corresponding to L is a positive
multiple of 1, in particular it is simple. The corona polynomial of N corresponding to
L is simple as well. The product of simple polynomials is a simple polynomial so the
corona polynomial of NxN corresponding to L is simple. Thus we have proved, that
any edge of PW(NxN) that is parallel to an edge of PW(N) is simple. Any edge of
PW(NxN) = 2PW(N) + PW(x) is either parallel to an edge of PW(N) or to an edge of
PW(x). But by the construction of M , no two edges parallel to edges of PW(x) can be
adjacent in PW(NxN) = PW(x) + 2M , so of two adjacent edges (of PW(NxN)) at least
one is simple. So we see that NxN fulfils the conditions of Lemma 3.2.39 (the additional
conditions involving Lm and LM are also fulfilled since we “inserted” additional edges
at the extreme points of maximal and minimal degree as well), i.e. its corona is a sum
of squares.
Next suppose that x has strictly positive corona. Then NxN has strictly positive
corona where we can copy the argument from above verbatim. Let e be a generalized
extreme point of PW(NxN) that has neither maximal nor minimal degree, t a non-
commutative monomial with exponent e2 . Let L be any edge of PW(NxN) that is not
parallel to the main diagonal and contains e. Let σ be the corresponding corona polyno-
mial of NxN and n its degree. Since e is an end point of L, the corona polynomial κ of
NxN − t∗t is σ(a, b)− a2n or σ(a,b)− b2n. The polynomial σ is strictly positive, so we
can choose  such that κ is still strictly positive. This implies in particular, that the coef-
ficient of a2n and b2n is strictly positive. Since that is the only coefficient that changed, κ
will be a simple polynomial if σ was simple. The term −t∗t can affect at most two corona
polynomials, so we can choose  such that all the corona polynomials of NxN − t∗t are
still strictly positive and the simple edges of PW(NxN − t∗t) are precisely the simple
edges of PW(NxN). In particular for such , we have PW(NxN − t∗t) = PW(NxN).
It remains to consider the case where e is of maximal or minimal degree in PW(NxN).
So let e be of maximal degree 2m in PW(NxN) (we assume positive degree, but the case
of negative degree is similar). Then there is a strictly positive polynomial ρ such that the
homogeneous component of highest degree of NxN is of the form pmρ(h)pm and there
is a polynomial ξ such that t∗t = pmξ(h)pm. Since PW(t∗t) = PW({e}) ⊂ PW(NxN),
the degree of ξ is less or equal to the degree of ρ. Then we can choose  > 0 such that
ρ − ξ has the same degree as ρ and is still strictly positive. Note that this implies in
particular, that the only essential exponent we changed by subtracting t∗t remains an
essential exponent and its coefficient positive. Summarising the above we have found that
we can choose  > 0 such that NxN − t∗t still fulfils the assumptions of Lemma 3.2.39
and PW(NxN − t∗t) = PW(NxN). Then the corona of NxN−t∗t is a sum of squares,
i.e. there is a sum of squares y such that NxN − t∗t ≈NxN−t∗t y, which also implies
NxN−t∗t ≈NxN y. Since this is true for any generalized extreme point e of PW(NxN),
the corona of NxN is a strict sum of squares by Proposition 3.2.38.
No effort has been made in the proof to obtain the easiest possible denominator N .
Actually we chose our separating set M in such a way, that multiplication by N inserts
(at least one) additional edge between any pair of adjacent edges of PW(x), while it
would have been sufficient to separate the edges that are not simple.
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Theorem 3.6.10. Let x be a Weyl algebra element with strictly positive corona. Sup-
pose the homogeneous components of highest and lowest degree of x are pure powers of
p or q and (0,0) is in the Weyl polytope of x. Then x is strictly positive if and only if
there is a good denominator N and K ∈ R such that NxN + K is a good denominator
and NxN (NxN +K)−1 is a strict sum of squares in WNxN+K .
Proof. We first prove the “if” part. Let (H ,S, pi) be the Schrödinger representation.
Let N be a good denominator and K ∈ R, such that M := NxN + K is a good
denominator and NxNM−1 is a strict sum of squares in WM . We know, that the
Schrödinger representation of W can be uniquely extended to a representation of
WM (Corollary 3.5.2). The element NxNM−1 is a strict sum of squares in WM so it is
strictly positive.
To maintain readability, below we will not always explicitly distinguish between an
operator A and its closure A. By Corollary 3.5.2, S = D∞(pi(M)) = D∞(pi(N))
which implies that S is invariant under pi(N)−1 and √pi(M) (Proposition 2.2.7). Since
pi
(
NxNM−1
)
is strictly positive, there is some 1 >  > 0 such that
0 ≤ pi(N)−1
√
pi(M)
(
pi
(
NxNM−1
)− )√pi(M)pi(N)−1
on S. Inserting NxNM−1 = 1−KM−1 (which holds inWM ) into that inequality yields
0 ≤ (1− )pi(N)−1pi(M)pi(N)−1 −Kpi(N)−2 = (1− )pi(x)− Kpi(N)−2,
i.e.
pi(x) ≥ 
1− Kpi(N)
−2
on S.
On the other hand, since the origin is in PW(x), we have PW
(
N2
)
= 2PW(N) ⊂
2PW(N) + PW(x) = PW(NxN). Since NxN +K is a good denominator, the corona of
NxN is a strict sum of squares. So by Lemma 3.2.35 there is κ such that the corona of
NxN − κN2 is still a strict sum of squares and PW(NxN) = PW
(
NxN − κN2). More-
over since PW
(
N2
)
contains at least three even maximal points, so does PW(NxN) =
PW
(
NxN − κN2) and by Theorem 3.3.10 there is L ∈ R such that NxN − κN2 + L
is a sum of squares. In particular the latter element is positive, i.e. pi(N)pi(x)pi(N) −
κpi(N)2 + L ≥ 0 on S. Using the invariance of S under pi(N)−1 we get
pi(x) + Lpi(N)−2 ≥ κ.
Then (
1 +
L (1− )
K
)
pi(x) ≥ pi(x) + Lpi(N)−2 ≥ κ.
shows that x is indeed strictly positive on S.
To prove the “only if” part, suppose that x is strictly positive. By Theorem 3.6.9,
there is a good denominator N such that the corona of NxN is a strict sum of squares.
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By Theorem 3.3.10, there is K ∈ R such that NxN + K is a sum of squares. By
choosing a possibly larger K, we may assume that it is even a strict sum of squares. The
homogeneous component of highest degree of x is a pure power of p by assumption and
the power must be even by Proposition 3.6.1. The homogeneous component of highest
degree of N is a pure, even, strictly positive power of p since it is a good denominator.
Thus the homogeneous component of highest degree of NxN + K is of the form p2k
for some positive k ∈ N . Similarly the homogeneous component of lowest degree of
NxN +K is of the form q2l for some positive l ∈ N . Hence M := NxN +K is a good
denominator.
Since x is strictly positive, there is  > 0 such that x−  is still positive. Since N and
thus N2 is a good denominator, there is δ > 0 such that N2 − δ is a sum of squares, so
it is in particular positive. Then NxN − δ = N(x − )N + (N2 − δ) is positive, i.e.
NxN is strictly positive. Since NxN is strictly positive, we may choose 12 >  > 0 such
that NxN − 21−2K is positive. This is equivalent to (1− 2)pi(M) ≥ K on S. Using the
invariance of S under pi(M)−1 we get (1− 2) ≥ Kpi(M−1) so
1−KM−1 − 2 = M−1NxN − 2
is positive.
Note that M−1NxN is in B (M) and suppose that M−1NxN −  is not a sum of
squares in B (M). Then by Corollary 2.2.3, there is a non-zero, positive linear functional
on B (M) such that θ (M−1NxN − ) ≤ 0. We assume without loss of generality, that θ
is normalized to θ(1) = 1. Using the GNS-construction, we obtain a ∗-representation ν
on some Hilbert space H ′ and a cyclic vector ϕ ∈H ′ such that θ = 〈ν(·)ϕ,ϕ〉. Since
B (M) isArchimedean, the representation ν is bounded and by going over to the closure
of ν we may assume that the representation is defined on the entire space H ′ (Propo-
sition 2.2.16). In particular we have
〈
ν
(
M−1NxN − )ϕ,ϕ〉 = θ (M−1NxN − ) ≤ 0.
By Proposition 2.2.17 and Theorem 3.5.4, (H ′, ν) is the direct sum of (H ′0 , ν0) and
(H ′s , νs) where ν0 and νs are the restrictions of ν to the subspaces H ′0 := Ker ν(M−1)
and H ′s = (H ′0 )
⊥. We have by definition ν0
(
M−1
)
= 0 hence
ν0
(
M−1NxN − ) = ν0 (1−KM−1 − ) = 1−  > .
The representation νs is by definition torsion free. Thus by Theorem 3.5.6, there is a
dense, νs-invariant domain D ⊂H ′s such that the restriction of νs to D can be uniquely
extended to a representation ofWM on D (which we will also denote by νs) and such that
νs(M
k) is essentially self-adjoint on D for every k ∈ N. Since M is a good denominator,
Theorem 3.5.1 implies in particular, that the good denominator p2 + q2 + 1 is essentially
self-adjoint on D . Looking at the GNS-construction, we see that H ′ and hence H ′s is
separable (the equivalence classes of Weyl algebra elements with rational coefficients are
a countable dense set). Now Proposition 2.3.11 shows that νs can be extended to a direct
sum of Schrödinger representations. We chose  such thatM−1NxN−2 is positive in
the Schrödinger representation, we must have νs
(
M−1NxN − ) ≥  on D . Since the
operator νs
(
M−1NxN − ) is bounded (since M−1NxN −  ∈ B (M)) and D is dense
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in H ′s , νs
(
M−1NxN − ) ≥  holds on all of H ′s . Putting ν0 and νs together, we get
ν(M−1NxN − ) ≥  on H ′, which is a contradiction to 〈ν (M−1NxN − )ϕ,ϕ〉 ≤ 0.
HenceM−1NxN− is a sum of squares in B (M) ⊂ WN , which finishes the proof.
The following is a slightly modified version of the Positivstellensatz. The assumptions
are somewhat weaker but it is not “if and only if” anymore.
Theorem 3.6.11. Let x be a Weyl algebra element with strictly positive corona. Sup-
pose the homogeneous components of highest and lowest degree of x are pure powers of p
or q. Suppose pi(x) is positive and has trivial kernel for the Schrödinger representa-
tion pi. Then there is a good denominator N and K ∈ R such that NxN +K is a good
denominator and NxN (NxN +K)−1 is a sum of squares in WNxN+K .
Proof. The proof is very similar to the one above. We choose the same N and K as
before. Let (H ,S, pi) be the Schrödinger representation and ψ ∈ H . Again the
positivity of pi(x) implies
pi(M−1NxN) = 1−Kpi(M−1) =
√
pi(M)
−1
(pi(M)−K)
√
pi(M)
−1
=
√
pi(M)
−1
pi(N)pi(x)pi(N)
√
pi(M)
−1 ≥ 0
on S and since that set is dense and pi(M−1NxN) bounded the operator is positive on
H . Moreover if 0 = pi(M−1NxN)ψ = (1 − Kpi(M−1))ψ, then ψ is an eigenvector of
pi(M−1) which implies (Corollary 3.5.2)
ψ ∈ D∞(pi(M)) = S.
We have then 0 = (pi(M) − K)ψ = pi(NxN)ψ. Since pi(N) is invertible, this implies
pi(x)pi(N)ψ = 0 and since pi(x) has trivial kernel by assumption pi(N)ψ = 0. Again due
to the invertibility of pi(N), ψ must be zero. Thus we have shown, that the (bounded)
operator pi(M−1NxN) has trivial kernel.
Assume M−1NxN is not a sum of squares in B (M), choose a non-trivial positive
functional θ with θ(M−1NxN) ≤ 0 and use the GNS construction as before to construct
a cyclic representation (H ′,D , ν) with a cyclic vector ϕ such that 0 ≥ θ(M−1NxN) =〈
ν(M−1NxN)ϕ,ϕ
〉
. As before, decompose the representation in ν0 (on Kerpi(M−1))
and νs (on the orthogonal complement) and further decompose νs into representations
νi, i ∈ I that are unitarily equivalent to the Schrödinger representation. Let ϕ0 and
ϕi be the projections of ϕ onto the subspaces H ′0 and H ′i of these subrepresentations.
The operator ν0(M−1NxN) is the identity on H ′0 hence it is in particular positive. As
we saw above, the operators νi(M−1NxN) are positive for every i ∈ I since the νi are
unitarily equivalent to Schrödinger representations. Now the left hand side of〈
ν(M−1NxN)ϕ,ϕ
〉
=
〈
ν0(M
−1NxN)ϕ0, ϕ0
〉
+
∑
i∈I
〈
νi(M
−1NxN)ϕi, ϕi
〉
is non-positive, while the right hand side is a sum of non-negative expressions. Hence
the summands must vanish individually. Since ν0(M−1NxN) is the identity, this implies
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ϕ0 = 0. For every i ∈ I, νi is unitarily equivalent to the Schrödinger representation
so as we have shown above, νi(M−1NxN) has trivial kernel. Since this is true for every
i ∈ I, we have
ϕ = ϕ0 +
∑
i∈I
ϕi = 0.
But then θ(1) = 〈ϕ,ϕ〉 = 0 is a contradiction since θ was assumed to be a non-trivial
functional. Hence M−1NxN must be a sum of squares in B (M).
Corollary 3.6.12. Let x ∈ W be an element with strictly positive corona. Then there
is a good denominator N , a constant K ∈ R and y ∈ W such that NxN +K is a good
denominator and y∗(NxN)(NxN +K)y is a sum of squares in W.
Proof. By Theorem 3.6.11 there is a good denominator N and K ∈ R such that M :=
NxN + K is a good denominator and M−1NxN is a sum of squares in WM . Then
NxNM is a sum of squares in WM as well, i.e. there are x1, . . . , xk ∈ WM such that
NxNM =
k∑
i=1
x∗ixi. (3.26)
The set S = W\{0} is a (right) Ore set of W (Remark 3.2.17). Consider WS−1
together with the unique ∗-algebra structure inherited from W (Proposition 2.1.7). By
the universal property of the localization WN , the canonical embedding  :W →WS−1
factors uniquely through WN . Applying this map to (3.26) and using the fact that it is
an embedding at least on W, we get a1, . . . , ak ∈ W and y1, . . . , yk ∈ S such that
NxNM =
k∑
i=1
(
aiy
−1
i
)∗ (
aiy
−1
i
)
in WS−1. Now choose a universal denominator y (Proposition 2.1.6) for {y1, . . . , yk},
i.e. y ∈ S such that y−1i y ∈ W for any i ∈ {1, · · · , k}. Then
y∗NxNMy =
k∑
i=1
(
ai(y
−1
i y)
)∗ (
ai(y
−1
i y)
)
is a sum of squares in W, which finishes the proof.
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