The Bayes filters, such as Kalman and particle filters, have been used in sensor fusion to 9 integrate two sources of information and obtain the best estimate of the unknowns. Efficient
estimated and removed from IMU observations when GNSS positioning is available. Therefore, these 48 error sources should be modelled. The true nature of these errors is very complicated and it depends 49 on many unobserved parameters, such as temperature.
recurrent neural network to model face landmark localization in videos. Krishnan et al. (2015) The unknown vector, which is estimated in the Kalman filter, is called state vector and it is represented by , where t indicates to the state vector at time t. It also depends on the observation vectors, , where , and the initial state of the system . The probability of state 98 vector at the current time is . Therefore, the current state vector is estimated using
(1) The probability of current state vector depends on the previous state vectors, such that 101 (2) The denominator in Equation (2) is a normalization constant and it does not contribute in 102 maximization of likelihood in Equation (2) , such that: 103 (3) The state vector at current time directly depends on the previous state vectors. Therefore, the 104 marginalization of previous state vectors is applied, such that:
105
(4) Based on Markovian assumption, the state vector at the current time only depends on the state vector 106 at the previous time, such that: 107 (5) where is the posterior probability estimation of the current state vector. The state vector best 108 estimate in the previous time is . Therefore, equation (5) is 109 reformulated as: 110 (6) where is the prior probability estimation. It predicts the 111 current state vector based on the system model and the posterior estimation of state vector in the 112 previous time.
113
In the Kalman filter, the state vector is related to the state vector at the previous times, 
119
The system model is rewritten, such that: 120 (9) and similarly, the observation model is rewritten, such that:
121
(10) Noise of system and observation models have Normal distribution in the Kalman filter, such that:
122
(11) (12) where and are the covariance matrices of system and observation models.
123
The Kalman filter is designed in the two-stage optimization. In the first stage, the current state 124 vector is predicted based on the state vector in the previous time, such that: 
125

147
Another shortcoming of the Bayes filters is their Markovian assumption. In Bayes filter, it is 148 assumed that the current state vector only depends on the previous state vector and it is independent 149 from older state vectors. Although, this property significantly simplifies the system model and it 150 makes these filters very efficient, it makes the Bayes filter insensitive to system behavior with longer 151 correlation time. In other words, complicated error models with long correlation time cannot be 152 modelled in Bayes filters.
153
Here, we provide our discussion with an example on our case study, IMU error modelling. The
154
IMU models have different error sources depending the technology, which is applied in their 155 accelerometers and gyroscopes. One IMU manufacturer can calibrate the IMU error sources different 156 from another manufacturer. Moreover, the error sources of MEMS sensors can significantly differ In this paper, we add system modelling to the Kalman filter and we call it deep Kalman filter. In other words, deep Kalman filter is able to estimate the system model and it is useful in many variables are not observed and they are invisible in the state vector, but the state vector depends on subscription t stands for the latent vector in the current time.
. Therefore, the current state vector indirectly depends on previous state vectors, , and
175
Markovian assumption does not hold anymore. We design our modelling step in the way that the 176 current state vector depends on the current latent vector and current latent vector depends on 177 previous state vectors and previous latent vectors. This is one of many different architectures of 178 possible networks, but it significantly simplifies our network.
179
Let's assume there is a function that relates the current latent vector to the previous latent 180 vectors and previous state vectors, such that:
181
(18) and the current state vector is directly related to the current latent vector by a function, , such that: When the posterior estimation of state vector is available, , it can be replaced with in 194 equation (21) and the latent vector and the coefficient matrix, , are estimated. In order to estimate the latent vector, we use maximum likelihood estimation. In other words, we maximize the likelihood coefficient matrices, and consequently model our system.
202
In the expectation maximization, we first assume there is an initial guess for our coefficient 203 matrix . Based on the initial guess of coefficient matrix, the latent vector, , is estimated, such 204 that:
205
(24)
where superscript numbers with parenthesis indicate to iterations.
206
The new coefficient matrix of is estimated by maximizing the probability of coefficient 
210
After the system model is estimated, the state vector can be predicted using the modelled system in 211 equations (20) and (21). Figure 3 shows the scheme of deep Kalman filter. 
213
Recurrent Neural Network
214
The expectation maximization will lead to global maximum in the convex functions. However,
215
it is most likely it converges to local maximum, since modelling is not convex for complicated models.
216
One of the challenges is finding an approach to maximize the equations (24) and (25). This 217 maximization is equivalent to minimization of model prediction and the current state vector.
218
Therefore, we can utilize gradient descent to minimize the error in prediction using our model. In 219 order to minimize the prediction error, we define an energy function, , and minimize it, such that: 
Therefore, the gradient of coefficient matrix, , is calculated, such that:
222
(28) 
254
When GNSS signals are available the posterior estimation of state vectors, , is calculated. Since 255 we use Real-Time Kinematic (RTK) technique for GNSS observation, our posterior estimation will be 256 very accurate and it can be used as ground truth for our IMU error modelling. Let's call the predicted 257 posterior estimation of IMU errors using our modelling approach as . We try to predict as 258 close as possible to and therefore, we get the best estimate of modelled IMU errors. In other Figure 5 : The trajectory of KITTI dataset, #34. It is the longest KITTI dataset where the vehicle travels more than 1.7 kilometers.
Results
299
In order to evaluate the results, we divide the trajectory into two parts, one for training and 
306
In the testing part, we estimate the IMU errors using GNSS observations and correct the IMU 
313
In the first experiment, we used simple RNN to predict the IMU errors and remove them from 314 the IMU positioning. In this experiment, we study the performance of extended Kalman filter and 315 deep extended Kalman filter using different sequence lengths. In other words, the sequences of IMU 316 errors, utilized to predict the IMU errors in the RNN have different lengths. We have plotted the 317 RNN in Figure 6 for the sequence length of 10, 20, and 50. 
