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Abstract. Model transformation is a prime technique in modern, model-driven
software design. One of the most challenging issues is to show that the semantics
of the models is not affected by the transformation. So far, there is hardly any
research into this issue, in particular in those cases where the source and target
languages are different.
In this paper, we are using two different state-of-the-art proof techniques (ex-
plicit bisimulation construction versus borrowed contexts) to show bisimilarity
preservation of a given model transformation between two simple (self-defined)
languages, both of which are equipped with a graph transformation-based op-
erational semantics. The contrast between these proof techniques is interesting
because they are based on different model transformation strategies: triple graph
grammars versus in situ transformation. We proceed to compare the proofs and
discuss scalability to a more realistic setting.
1 Background
One of today’s most promising approaches for building complex software systems is
the Object Management Group’s Model Driven Architecture (MDA). The core idea of
MDA is to first model the target system in an abstract, platform-independent way, and
then to refine that model step by step, finally producing platform-specific, executable
code. The refinement steps are to be performed automatically using so-called model
transformations; the knowledge needed for each refinement step is contained in the
respective transformation.
As a consequence, in addition to the source model’s correctness, the correctness of
the model transformations is crucial for MDA; if they contain errors, the target system
might be seriously flawed. But how to ensure the correctness of a model transforma-
tion? In this paper, we take a formal approach: We prove that the presented model
transformation is semantics preserving, i.e., we prove that the behaviour of source and
generated target model is equivalent (in a very strict sense, discussed below) for every
source model we potentially start with.
As an example of a realistically sized case for which behavioural preservation is de-
sirable, in [5] we have presented a model transformation from UML Activity Diagrams
[20] (called AD below) to TAAL [12], a Java-like textual language. The choice of this
case is motivated by two reasons:
– It involves a transformation from an abstract visual language into a more concrete
textual one, and hence it perfectly fits into the MDA philosophy.
– The semantics of both the source and target language (AD and TAAL) have been
formally specified by means of graph transformation systems ([8] and [12], resp.).
The latter means that every ADmodel and every TAAL program give rise to a transition
systemmodelling its execution. This in turn allows the application of standard concepts
from concurrency theory in order to compare the executions and to decide whether they
are indeed equivalent or not. Our aim is eventually to show weak bisimilarity between
the transition system of any Activity Diagram and that of the TAAL program resulting
from its transformation. We call this full semantic preservation because weak bisimilar-
ity is one of the most discriminating notions of behavioural equivalence.
Unfortunately, the size and complexity of the above problem are such that we have
decided to first develop proof strategies for the intended result on a much more simpli-
fied version of the languages. In the current paper, we therefore apply the same question
to two toy languages, inspired by AD and TAAL. Then, we solve the problem using two
contrasting proof strategies. The contribution of this paper lies in developing these gen-
eral strategies, carrying out the proofs for our example and afterwards comparing the
strategies. Although simple, our example exhibits general characteristics of complex
model-to-model transformations: different source- and target languages, different lev-
els of granularity of operational steps in the semantics and different labellings of steps.
Our two proof strategies present general approaches to proving semantics preservation
of such model transformations.
The first strategy relies on a triple graph grammar-based definition of the model
transformation (see [13,27]). Based on the resulting (static) triple graphs, we define an
explicit bisimulation relation between the dynamic, run-time state graphs.
The second strategy relies instead on an in-situ definition of the model transforma-
tion and an extension of the operational semantics to the intermediate (hybrid) models.
Using the theory of borrowed contexts (see [4]), we show that each individual model
transformation step preserves the semantics.
The rest of the paper is structured as follows: Section 2 sets up a formal basis for the
paper. Additionally, the source and target language and their respective semantics are
introduced. Sect. 3 introduces the model transformation, in both versions mentioned
above (triple graph grammar-based and in-situ). The actual proofs are worked out in
Sections 4 and 5, respectively. Finally, Sect. 6 discusses and evaluates the results. De-
tailed proofs and additional information are contained in the extended version of this
paper [10].
2 Definitions
2.1 Graphs and Morphisms
Definition 1 (Graph). A graph is a tuple G = 〈V,E, src, tgt , lab〉, where V is a finite
set of nodes, E a finite set of edges, src, tgt : E → V are source and target functions
associating nodes with every edge, and lab : E→ Lab is an edge labelling function. We
always assume V ∩ E = ∅.
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For a given graph G, we use VG, EG etc. to denote its components. Note that there is
a straightforward (component-wise) definition of union and intersection over graphs,
with the caveat that these operators may be undefined if the source, target or labelling
functions are inconsistent.
In example graphs, we use the convention that self-edges may be displayed through
node labels. That is, every node label in a figure actually represents an edge from that
node to itself, with the given label. We now define morphisms as structure-preserving
maps between graphs.
Definition 2 (Morphism). Given two graphs G,H , a morphism f : G→ H is a pair
of functions (fV : VG→ VH , fE : EG→ EH) from the nodes and edges of G to those
of H , respectively, which are consistent with respect to the source and target functions
of G and H in the sense that
srcH ◦ fE = fV ◦ srcG tgtH ◦ fE = fV ◦ tgtG labH ◦ fE = labG .
If both fV and fE are injective (bijective), we call f injective (bijective).
A bijective morphism is often called an isomorphism: if there exists an isomorphism
from G to H , we call them isomorphic.
A frequently used notion of graph structuring is obtained by typing graphs over a
fixed type graph.
Definition 3 (Typing). Given two graphs G,T , the graph G is said to be typable over
T if there exists a typing morphism t : G→ T . A typed graph is a graph G together
with such a typing morphism, say tG. Given two graphs G,H typed over the same type
graph (using typing morphisms tG and tH ), a typed graph morphism f : G→ H is a
morphism that preserves the typing, i.e., such that tG = tH ◦ f .
Besides imposing some structural constraints over graphs, typing also provides an easy
way to restrict to subgraphs:
Definition 4 (Type restriction). Let T,U be graphs such that U ⊆ T , and let G be an
arbitrary graph typed over T via t : G→ T . The restriction ofG to U , denoted piU (G),
is defined as the graph H such that
– VH = {v ∈ VG | t(v) ∈ VU}, EH = {e ∈ EG | t(e) ∈ EU},
– srcH = srcG EH , tgtH = tgtG EH and labH = labG EH .
The set of graphs with the associated morphisms form a category, which we will denote
by Graph.
2.2 Graph Languages
In this paper we consider model transformation between two languages. In particular,
we consider graph languages, i.e. sets of graphs; the models are the graphs themselves.
We concentrate on a running example where there are two distinct, very simple graph
languages denoted A and B. Fig. 1 shows type graphs for the languages, denoted T stA









Fig. 1. Static (st) and run-time(rt) type graphs for graph languages A and B.
Fig. 2. Example graphs of languages A (left) and B (right).
We will sometimes also call these the (static) metamodels of the two languages. The
figure also shows the corresponding extended run-time type graphs, which will be dis-
cussed below (Section 2.4).
The type graphs themselves impose only weak structure: not all graphs that can be
typed over theA- and B-type graphs are considered to be part of the languages. Instead,
we impose the following further constraints on the static structure:
LanguageA consists of next-connected S-labelled nodes (statements). There should
be a single S-node with a start-edge to itself, from which all other nodes are reachable
(via paths of next-edges). Furthermore no next-loops are allowed.
Language B consists of bipartite graphs of A- (action) and C-labelled (connector)
nodes. Every C-node has exactly one incoming conn-edge and exactly one outgoing
act-edge; the opposite nodes of those edges must be distinct. Like A-graphs, B-graphs
have exactly one node with a start-self-edge, from which all other nodes are reachable
(via paths of conn- and act-edges).
Small example graphs are shown in Fig. 2. We use GstA (GstB ) to denote the set of all
well-formed (static) A-graphs (B-graphs).
2.3 Rules and Rule Systems
To specify the semantics of our languages, we have to formally describe changes on
our graphs. This is done by means of graph transformation rules. A rule describes the
change of (parts of) a graph by means of a before and after template (the left-hand and
right-hand hand side of a rule); the interface fixes the part on which left and right hand
side have to agree.
Definition 5 (Transformation rule). A graph transformation rule is a tuple
r = 〈L, I,R,N〉, consisting of a left hand side (LHS) graph L, an interface graph
I , a right hand side (RHS) graph R, and a set N ⊆ Graph of negative application
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conditions (NAC’s), which are such that L ⊆ N for all N ∈ N . The interface I is the
intersection of L and R (I = L ∩R).
We let Rule denote the set of rules. A rule (without a NAC) is basically a pair of injective
morphisms in Graph: L← I → R. The diagram for a rule with NACs is this basic span
together with the injective morphisms from L to the elements of N . For a single NAC
N , a rule has the following form: N ← L ← I → R. There are other definitions of
graph-transformation rules in the literature, the one used here is the one for double-
pushout rewriting (DPO-rewriting).
A transformation rule r = 〈L, I,R,N〉 is applicable to a graph G (called the host
graph) if there exists an injectivematchm : L→G such that for noN ∈ N there exists a
match n : N→G withm = n L (i.e., all negative application conditions are satisfied),
and moreover, the dangling edge condition holds: for all e ∈ EG, src(e) ∈ m(VL \VI)
or tgt(e) ∈ m(VL \ VI) implies e ∈ m(EL \ VI). This condition can be understood by
realising that the elements of G that are in m(L), but not in m(I), are scheduled to be
deleted by the rule, whereas the elements inm(I) are preserved (see below). Hence we
can not delete a node without explicitly deleting all adjacent edges.
Given such a match m, the application of r to G is defined by extending m to
L∪R, by choosing distinct “fresh” nodes and edges (outside VG and EG, respectively)
as images for VR \ VL and ER \ EL and adding those to G. This extension results in a
morphism m¯ : (L ∪R)→ C for some extended graph C ⊇ G. Now let H be given by
VH = VC \m(VL \ VR), EH = EC \m(EL \ ER)
together with the obvious restriction of srcC , tgtC and labC to EH . H is called the
target of the rule application; we write G −r,m−→ H to denote that m is a valid match
on host graph G, giving rise to target graph H , and G −r→ H to denote that there is a
matchm such that G −r,m−→ H . Note that H is not uniquely defined, due to the freedom
in choosing the fresh images for VR \ VL and ER \ EL; however, it is well-defined up
to isomorphism.
Definition 6 (Rule system). A rule system is a partial mapping R : Sym ⇀ Rule.
Here, Sym is a universe of rule names.
2.4 Language Semantics
In the context of the two languages defined in Section 2.2, we can use graph transfor-
mation rules for two separate purposes: to give a grammar that precisely and formally
defines the languages or to specify the operational language semantics. In the latter
case, the transformation rules describe patterns of state changes.
We will demonstrate the second usage here, by giving operational rules for A-
graphs and B-graphs. This means that the graphs will represent run-time states. As
we will see, this will involve auxiliary node and edge types that do not occur in the
language type graphs. Fig. 1 shows extended type graphs T rtA and T
rt
B that include these
run-time types. For A, a T-node (of which there can be at most one) models a thread,
through a single program counter (pc-labelled edge). For B, we use token- and offer-







NAC← ← → ← →
Fig. 3. Operational rules forA (initA andmovePC) and B (initB, createO andmoveT).
part, we use GrtA (GrtB) to denote the set of well-formed (run-time) A-graphs (B-graphs).
The semantics of A- and B-models are defined in Fig. 3. Note that the figure shows the
rules in DPO style, i.e. the middle part gives the interface I , and the sides are L and R,
given as L← I → R.
We let dom(RA) = {initA,movePC} and dom(RB) = {initB, createO,moveT}
be the names in the rule systems for theA- and B-models, the mapping to rules follows
Fig. 3. Intuitively, the init-rules perform an initialisation of the run-time system, setting
the program counter to the start statement (in A) or putting a token onto a start action
(in B). RulemovePC simply moves the program counter to the next statement, createO
moves an offer to a C-node and moveT moves the token. The semantics of A- and
B-graphs is completely fixed by these rules, giving rise to a labelled transition system
summarizing all these executions.
Definition 7 (Labelled transition system). An L-labelled transition system (LTS) is a
structure S = 〈Q,−→, ι〉, where Q is a set of states and −→ ⊆ Q × L × Q is a set of
transitions labelled over some set of labels L. Furthermore ι ∈ Q is the start state.
In our case, the states are graphs and the transitions are rule applications. That is, given
a rule system R and a start graph G, we obtain a dom(R)-labelled transition system
by recursively applying all rules to all graphs. We will denote this transition system by
S(G) (leaving the rule system R implicit). For instance, the LTS of an A-graph G is
S(G) = (GrtA,−→A, G), where −→A is defined by the rules inRA.
Semantic equivalence comes down to equivalence of the LTSs generated by two
different graphs. There are several notions of equivalence over LTSs; see, e.g., [28]. In
this paper, we use weak bisimulation. Weak bisimulation requires two states to mutually
simulate each other, where a simulation may however involve internal (unobservable)
steps. As usual, we use the special transition label τ to denote such internal steps.
For states q, q′ ∈ Q and a label α, we write q =α⇒ q′ if q −τ→∗−α→−τ→∗ q′ and use =ε⇒
to stand for−τ→∗. Furthermore, we define for (visible or invisible) labels α the following
function :̂ τ̂ =  and α̂ = α if α 6= τ .
6
Definition 8 (Weak bisimilarity). Weak bisimilarity between two labelled transition
systems S1, S2 is a relation ≈ ⊆ Q1 ×Q2 such that whenever q1 ≈ q2
– If q1 −α→ q′1, then q2 =bα⇒ q′2 such that q′1 ≈ q′2;
– If q2 −α→ q′2, then q1 =bα⇒ q′1 such that q′1 ≈ q′2.
We call S1 and S2 as a whole weakly bisimilar, denoted S1 ≈ S2, if there exists a weak
bisimilarity relation between S1 and S2 such that ι1 ≈ ι2.
2.5 Semantics-preserving Model Transformation
Our objective is to compare the LTSs of graphs of languages A and B. In Section 3 we
will define a (relational) model transformation MT ⊆ GstA × GstB translating A-graphs
to B-graphs. We aim at proving this model transformation to be semantics preserving,
in the sense that the LTSs of source and target models are always weakly bisimilar.
However, there is an obvious problem: the LTSs ofA- and B-graphs do not have the
same labels, in fact dom(RA) ∩ dom(RB) = ∅. Nevertheless, there is a clear intuition
which rules correspond to each other: on the one hand the two initialisation rules, and
on the other hand the rules movePC and createO. The reason for taking the latter two
as corresponding is that both rules decide on where control is moving. The rule moveT
has no matching counterpart in the A-language, it can be seen as an internal step of the
B-language, completing a step initiated by createO.
These observations give rise to the following approach: we rename the labels of the
LTSs to be compared (i.e., the rule names) to a common set of names.
mapA : initA 7→ init, movePC 7→ move
mapB : initB 7→ init, createO 7→ move, moveT 7→ τ
Definition 9 (Preservation of semantics). Given two (graph) languages GstA ,GstB , a
model transformation MT ⊆ GstA × GstB is semantics-preserving if there are mapping
functions mapA,mapB : Sym → Sym such that for all GA ∈ GstA , GB ∈ GstB with
MT (GA, GB)
mapA(S(GA)) ≈ mapB(S(GB)) .
3 Model Transformation
Our model transformation needs to translateA-models into B-models. We will actually
present two definitions of the transformation, both tailored towards the specific proof
technique used for showing semantics preservation.
3.1 Triple graph grammars
Our first transformation uses triple graph grammars (TGGs) which are well-suited for
defining model transformations. TGG rules [27,13] typically describe the transforma-
tion between models of different types. The main idea is that the graphs used therein
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Fig. 5. TGG transformation rules
can be separated into three subgraphs, each being typed over its own type graph. Two of
these subgraphs evolve simultaneously while the third keeps correspondences between
them. For our example, we have the two type graphs T rtA and T
rt
B which - for forming
a type graph for TGGs - are conjoined and augmented with one new correspondence
G-node (the glue) (see Fig. 4). This combined type graph is denoted T rtAB.
Normally, for a transformation, the source model is given in the beginning and
is then gradually transformed. TGG rules however build two models simultaneously,
matching each part of the source model to the target one. This allows to keep corre-
spondences between transformed elements and to prove certain properties of the corre-
sponding graphs. The TGG rules for the A to B transformation are given in Fig. 5.
These rules incrementally build combined A and B-graphs. Initially, only the up-
per rule in Fig. 5 can be applied and its application constructs a graph with one S- and
one A-node connected via one correspondence node. The middle rule allows to cre-
ate further S, A and C-nodes together with their correspondences, and the lower rule
simultaneously generates new next-edges between S-nodes and connections between
A-nodes via C nodes, however only for corresponding S- and A-nodes. We let GrtAB
denote the set of graphs obtained by applying the three TGG rules on an empty start
graph. To obtain the translation at the end, we need to project the final graph onto the
type graphs of A and B. Using the definition of type restriction as given in Section 2,
the model transformation MT thus works as follows: Given an A-graph GA and a B-
graph GB , we have MT (GA, GB) exactly if there is some GAB ∈ GrtAB such that
GA = piT stA(GAB) and GB = piT stB (GAB).
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3.2 In-situ Transformation
Instead of building two models simultaneously, in-situ transformations destroy the
source model while building the target model. They have the disadvantage of lead-
ing to “mixed” states which incorporate components of both the source and the target
model. This necessitates additional operational rules (see Section 5). On the other hand,
an in-situ transformation describes a clear evolution process. Hence we currently find it
better suited as a basis for our proof strategy 2 which relies on a congruence result for
bisimilarity, which we use to show that replacing a part of the model does not modify
behavioural equivalence for the entire model.
We will now present the in-situ transformation rules, which are shown in Fig. 6.
The first rule relabels nodes by replacing the label S by the label A4. The second rule
replaces a next-edge by a connection via a C-node. The third rule replaces the program
counter by a token and allows the transformation of run-time models. We have reached
a model in language B as soon as no further rule applications are possible. We define
thatMT (GA, GB) iff GA is transformed into GB via the rules in Fig. 6.
← →
← → ← →
Fig. 6. In-situ transformation rules from language A to language B.
3.3 Comparison
In this section we argue that both strategies define the same model transformation. As-
sume that a graph GA is transformed into a graph GB via the TGG transformation of
Section 3.1. This means that GA and GB are constructed simultaneously by the TGG
grammar and arise as projections of a graph GAB . Then we can apply the in-situ rules
of Fig. 6 to GA, obtaining the corresponding items of GB .
The other direction is slightly more complicated. Assume that we are given a graph
GA of languageA. Then, with the TGG rules, we generate a graphGAB which projects
(via piT stA ) to GA. We can then show, by induction on the length of this generating
sequence and by using the fact that the transformation rules are confluent, that the graph
piT stB (GAB) obtained in this way coincides with GB , the graph generated by applying
the in-situ transformation rules as long as possible.
4 Proof Strategy 1
In this section, we present our first approach to proving semantic preservation of the
model transformation on all source models (more details are given in Appendix A).
4 Remember that labels are represented by loops on an unlabelled node.
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This proof strategy uses the correspondences generated by the TGG rules, despite the
fact that the semantic rules are applied on the individual models, based on the following
two observations.
First observation Both for A and B-models, the operational rules keep the syntactic,
static structure of a model, except for start-edges: all S-nodes and next-edges, and
all A,C-nodes and conn, act-edges stay the same.
To formulate structural correspondences, we introduce the following notation. For an
S-node vS and an A-node vA, we write corr(vS , vA) if there is a G-node vG and a
left-edge from vS to vG and a right-edge from vG to vA. For an edge e labelled label
going from a node v to v′, we simply write label(v, v′). We also use these as predicates.
The first result shows that correspondences between S and A-nodes are unique. Here,
∃! stands for “there exists exactly one”.
Proposition 10. LetG ∈ GrtAB , vS an S-node and vA an A-node inG. Then the follow-
ing two properties hold: (A) ∃!v of type A such that corr(vS , v), and (B) ∃!v of type S
such that corr(v, vA).
A number of further results show that (1) corresponding nodes either both or none have
start-edges, and (2) next-edges between S-nodes will generate connections via C-nodes
between corresponding A-nodes and vice versa.
Second observation Correspondences between nodes in A-models and B-models are
kept during application of semantic rules. Predicate corr as well as Prop. 10 and
properties (1) and (2) can thus also be applied to separate A and B-graphs.
These two observations are crucial parts of our proof of semantic preservation.
Theorem 11. Let G0A, G0B be an A- and a B-graph such thatMT (G0A, G0B). Then
mapA(S(G0A)) ≈ mapB(S(G0B))
For the proof, we need to construct a weak bisimulation relationR (defining≈) between
the states of the first and the second LTS:
R = {(GA, GB) ∈ GrtA × GrtB | ∃GAB ∈ GrtAB
(1) piTstA\start(GA) = piTstA\start(GAB) ∧ piTstB\start(GB) = piTstB\start(GAB),
(2) ∀ S-nodes vS in GA, A-nodes vA in GB s.t. corr(vS , vA):
start(vS) iff start(vA),
(3) ∀ S-nodes vS in GA, A-nodes vA in GB s.t. corr(vS , vA): ∃vT with pc(vT , vS) iff
(i) token(vA) ∧ ∀vC s.t. conn(vA, vC) : ¬offer(vC) or
(ii) ¬token(vA) ∧ ∃vC , v′A : token(v′A) ∧ offer(vC) ∧
conn(v′A, vc) ∧ act(vC , vA),
10
Fig. 7. Illustration of condition (3): Left (i), right (ii).
(4) ∃vT , vS : pc(vT , vS) ⇐⇒ ¬∃v′S : start(v′S) ∧
∃vA : token(vA) ⇐⇒ ¬∃v′A : start(v′A) ∧
¬∃vA : start(vA) =⇒ ∃!v′A : token(v′A) ∧
∀vC : offer(vC) =⇒ ∃vA : token(vA) ∧ conn(vA, vC) ∧
¬∃vS : start(vS) =⇒ ∃!v′S s.t. ∃vT : pc(vT , v′S) }
It contains all pairs of A and B-graphs which (1) in their static structure (except for
start) still follow the structure generated by the TGG rules, (2) have start-edges only
on corresponding nodes, (3) exhibit run-time properties only on corresponding nodes,
and (4) obey certain well-formedness criteria for run-time elements.
Fig. 7 further illustrates condition (3). We have two possibilites for run-time ele-
ments in matching states: either the pc-edge is on an S-node and the token is on the
corresponding A-node and no further offers exist (left), or the pc-edge is on a node for
which the corresponding A-node has no token yet, but an offer has already been created
and is ready to move the token to the A-node by means of the invisible step moveT
(right). We show that the relation R is a weak bisimulation by proving that the states
of transition systems can mimic each others moves. Due to space limitations we cannot
give the full proof here, which can instead be found in the extended version [10].
5 Proof Strategy 2
5.1 The Borrowed Context Technique
In the following we will describe a different proof strategy, based on the borrowed
context technique [4,23], which refines a labelled transition system (or even unlabelled
reaction rules) in such a way that the resulting bisimilarity is a congruence (see also
[15]). Weak bisimilarity as in Def. 8 is usually not a congruence. By a congruence we
mean a relation over graphs that is preserved by contextualization, i.e., by gluing with
a given environment graph over a specified interface. This is a mild generalization of
standard graph rewriting in that we consider “open” graphs, equipped with a suitable
interface.
The basic idea behind the borrowed context technique is to describe the possible
interactions with the environment. In addition to existing labels, we add the following
information to a transition: what is the (minimal) context that a graph with interface
needs to evolve? More concretely we have transitions of the form
(J → G) α,(J→F←K),N−→ (K → H)
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MixSem1 MixSem13
NAC← ← → NAC← ← →
Fig. 8. Some rules of the operational semantics of mixed models
where the components have the following meaning: (J → G) is the original graph with
interface J (given by an injective morphism from J to G) which evolves into a graph
H with interface K. The label is now composed of three entities: the original label
α = map(r) stemming from the operational rule r (as detailed in Section 2.5) and
furthermore two injective morphisms (J → F ← K) detailing what is borrowed from
the environment. The graph F represents the additional graph structure, whereas J,K
are its inner and the outer interface. Finally we provide a set N of negative borrowed
contexts, describing negative constraints on the environment (see also [23]). We are
using a saturated and weak version of bisimulation (see Appendix B).
5.2 Using the Borrowed Context Technique for the Verification of Model
Transformations
For in-situ model transformation within the same language, applications of the bor-
rowed context technique are straightforward: show for every transformation rule that
the left-hand and right-hand sides L,R with interface I are bisimilar with respect to the
operational rules. Then the source model must be bisimilar to the target model by the
congruence result. This idea has been exploited in [24] for showing behaviour preser-
vation of refactorings.
However, in order to apply the idea above in our situation it is necessary to have an
operational semantics also for “mixed” (or hybrid) models which incorporate compo-
nents of both the source and the target model. Hence below we introduce such a mixed
operational semantics, which has to satisfy the following conditions: (i) the mixed rules
are not applicable to a pure source or target model; (ii) it is possible to show bisimilarity
of left-hand and right-hand sides of all transformation rules. Finally, observe that our
final aim is to show bisimilarity of closed graphs, i.e., of graphs with empty interface. It
can be shown that if all left-hand sides are connected, the notion of bisimilarity induced
by borrowed contexts coincides with the standard one.
5.3 Rules of the Mixed Semantics
There are sixteen additional rules for the mixed semantics. Seven of them handle the
behaviour of pc-edges at A-nodes, seven the semantic of the token-edge at an S-node





NAC← ← → ← →
Fig. 9.Modified operational rules for the source and target languages
examples of mixed rules, the rest are provided in Appendix B. Here we work with a
single function map (see Section 2.5), both rules in Fig. 8 are mapped to move.
Furthermore, we modify some of the operational rules of Fig. 3: first, we equip
several rules, also of the source semantics (language A) with NACs (without changing
the operational behaviour). Second, we restrict to a minimal interface by deleting and
recreating the connections (see Fig. 9). Due to the layout of the graphs, this does not
modify the semantics. Both modifications are needed to make the proof work and the
latter modification is also very convenient since it allows us to derive fewer labels.
5.4 The In-situ Transformation Preserves Weak Bisimilarity
Theorem 12. The left-hand sides and right-hand sides of the three in-situ transforma-
tion rules in Fig. 6 are weakly bisimular, with respect to the borrowed contexts tech-
nique, under the rules of the mixed semantics.
Since weak bisimilarity is a congruence (see Appendix B) and borrowed context
bisimilarity coincides with standard bisimilarity (see Def. 8) on source and target mod-
els, this implies that map(S(GA)) ≈ map(S(GB)) wheneverMT (GA, GB).
We give some intuition on the label derivation process by discussing one example,
which needs the handling of weak moves and NACs (see Fig. 10).
In the labelled transition system, the graph consisting only of an S-node makes a
move (with ruleMixSem13) with the label shown in the (big) dashed box, i.e., it borrows
a token, a C-node and an A-node. Spelling out the transition labels more concretely we
have α = move, F is the graph in the dashed box on the left (where the grey node
represents both interfaces J,K) and the only NAC in N is given on the right. The
corresponding graph (the A-node) can answer this step with the same label, by making a
step with rule newCreateO plus a weak step (τ ) with rule newMoveT. After this second
step, using an up-to-context proof technique, the same context (see dotted boxes) can
be removed from both graphs, leaving the original pair of graphs already in the relation.
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Fig. 10. Example of a label derivation using the borrowed context technique
On the other hand, the answer to the newCreateO-step is with rule MixSem13. So
the pair of graphs reached after one step has to be in the bisimulation as well and we
have to check that they can mimic each others moves.
The entire bisimulation relation only contains five pairs, three are the in-situ trans-
formation rules of Fig. 6 and two additional ones are needed. However, it is necessary
to derive a large number of labels to prove that it is a bisimulation.
6 Discussion and Evaluation
We will now discuss the advantages and disadvantages of the two strategies and try to
draw a conclusion about the state of the art in the field.
TGG approach. The direct bisimulation proof based on triple graph grammars uses
little additional theory and can be carried out by resorting to standard proof method-
ology. Because of that it is more flexible than the borrowed context technique and can
deal with the rules of the operational semantics without modification. On the other hand
the setting is fairly abstract: there are no concrete graphs to work with and some creativ-
ity is required to define the bisimulation relation. Mechanization seems more difficult,
but could be achievable using a theorem prover or a prover specializing in nested graph
conditions [21].
Borrowed contexts. The borrowed context technique seems to be easier to mecha-
nize: the label derivation process can be done fully automatically and, at least in the
case where a finite bisimulation up-to context exists, there is some hope to find it via an
algorithm as suggested in [3,9]. On the other hand it was necessary to adapt the opera-
tional rules in order to be able to apply the technique and we had to find an appropriate
mixed semantics. We have some initial ideas for automatically generating the mixed
semantics (by applying the transformation rules to the left-hand sides of the operational
rules), but this is still an open problem. Furthermore we currently have to prove be-
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havioural equivalence under all, also nonsensical, contexts. Restricting the number of
contexts is also work in progress.
Summary. Although we were able to make both proofs work with a reasonable ef-
fort, it not clear whether the approaches scale. We conclude that additional techniques,
in particular mechanisation, will be needed to address realistic languages such as the
ones in [5]. Furthermore, both approaches required an a priori idea of how the corre-
spondence between the models works. In both cases we found (weak) bisimilarity to be
a suitable behavioural equivalence: it might be finer than other equivalences, but is easy
to handle in proofs and it implies trace and failures equivalence.
In the future it will also be interesting to study refactoring cases. They promise
to be easier since no transformation between distinct languages is performed. On the
other hand, since refactorings often introduce optimization, it is less certain whether
there will be a clear correspondence between source and target models such as the one
exploited in our proofs.
Related work. The work closest to ours in its objective of showing semantic preser-
vation for a transformation between models of different types is [6]. They present a
mechanised proof of semantics preservation (wrt. some version of bisimilarity — the
paper does not contain an explicit definition) for a transformation of automata to PLC-
code, based on TGG rules. This proof faced some problems since it was not trivial to
present graph transformation within Isabelle/HOL.
There are many papers which encode one specific formalism into another and then
show full abstraction (with respect to some behavioural equivalence). In a sense, our
work follows this tradition, but our idea was to choose a deliberately simple case study
for which the arising problems can be studied in detail.
As opposed to general model transformation, there has been more work on showing
correctness of refactorings. The methods presented in [29,22,18,7] address behaviour
preservation in model refactoring, but are in general limited to checking a certain num-
ber of models. The employment of a congruence result is also proposed in [1] which
uses the process algebra CSP as a semantic domain. The techniques used in [16,25]
mainly treat state-based models, using set theory and predicate logic to show equiva-
lences. A number of approaches also focus on preserving specific aspects instead of the
full semantics (see [17]).
Instead of generally proving correctness of a transformation, a number of ap-
proaches, also in the area of compiler validation, instead carry out run-time checks
of equivalence between given source and generated target model [18,19,14].
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A Details for Proof Strategy 1
This appendix gives a more complete picture of the proof sketched in Section 4. We
start with a formalisation of our first observation that the static structure of graphs stays
the same (except for start edges) when semantic rules are applied.
Proposition 13. Let GA ∈ GrA be an A-graph. If GA −r→ G′A for some r ∈ RA then
piTsA\start(GA) = piTsA\start(G
′
A), where T \ start is the type T without the start-edge.
A corresponding property holds for B.
This means that the correspondence structure ofA and B-graphs is kept. The following
propositions illustrate some correspondences which can be shown by induction on the
application of TGG-rules. The first concerns start-edges:
Proposition 14. Let G ∈ GAB , vS an S-node, vA an A-node and let corr(vS , vA).
Then
vS has a start-edge iff vA has a start-edge.
Moverover, there is exactly one start-edge on the A- and one on the B-side. The next
correspondence properties hold between next-edges and connections via C-nodes.
Proposition 15. Let G ∈ GAB , vS an S-node, vA an A-node and let corr(vS , vA).
– If there is a C-node vC , such that conn(vA, vC), then there is an S-node v′S and an
A-node v′A such that next(vS , v
′







– If there is an S-node v′S such that next(vS , v′S), then there is a C-node vC and an





Together with the uniqueness of predicate corr (Prop. 10, exactly one S-node related to
one A-node), these propositions are essential for showing that the relation R given in
Section 4 indeed defines a weak bisimulation.
Proof. of Theorem 11. Taking the relation R, we need to show the property of mutual
simulation. We start with the requirement of initial states being in the relation. The
initial states of the LTSs areG0A andG
0
B and they satisfy the conditions ofR since they
are directly generated by projection from the combined graph (condition (1)), Prop. 14
guarantees (2) and they have no run-time elements such as tokens, offers or program
counters, so condition (3) is trivially satisfied, and (4) follows from the TGG rules.
Now assume (GA, GB) ∈ R and GA −r1→ G′A. As we are looking at the LTSs
with labels renamed according to mapA and mapB , r1 (the label of the transition) in
principle is either init, move or τ . We need to show that there is some G′B such that
GB =
br1=⇒ G′B with (G′A, G′B) ∈ R. However, as we are interested in the particular
semantic rule applied during the step, we will instead directly look at the original LTSs
and show thatmapA andmapB map rule names to the same label.
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r1 = initA: Let 〈L1, I1, R1,N1〉 be the rule for initA in Fig. 3. If r1 is applicable in
GA, we have a matchm1 : L1 → GA, i.e., a node vS such that start(vS). From this
we construct a matchm2 : L2 → GB for the rule r2 = initB (both being mapped to
init by mapA and mapB) being defined as 〈L2, I2, R2,N2〉. The match m2 maps
the A-node in L2 to the due to Prop. 10 uniquely existing A-node vA in GB such
that corr(vS , vA). By condition (2) ofR we get start(vA). Thus r2 is applicable in
GB . Once the rules are applied, we have a graphG′A with one new T-node vT with
pc(vT , vS) minus the (only) start-edge start(vS), and a similar construction for
GB . The pair (G′A, G
′
B) is in R since (1) the static structure without start edges is
kept (Prop. 13); the pair (vS , vA) satisfies (2) since both start-edges are deleted, all
other pairs satisfy (2) since they are unchanged; (3) is met because we have ∃vT :
pc(vT , vS)∧ token(vA) and no offers are created, and since by (4) we know that no
offers have been existing before; and (4) is met since the two start-edges have been
deleted and for them exactly one pc- and one token-edge has been created (and no
offers).
r1 = movePC: Since r1 is applicable in GA, we have nodes vS , v′S , vT in GA s.t.
pc(vT , vS) ∧ next(vS , v′S). By (1) and Prop. 10 there are unique nodes vA, v′A in
GB s.t. corr(vS , vA) and corr(v′S , v
′
A). By (1) and Prop. 15 there exists vC s.t.
conn(vA, vC) ∧ act(vC , v′A). By (3) there are now two possible cases:
1. token(vA) ∧ ∀vC s.t. conn(vA, vc) : ¬offer(vC).
Thus rule r2 = createOmatches on vA and vC (and both r1 and r2 are mapped
tomove). In the resulting graphG′A the pc-edge from vT to vS has been deleted
and one from vT to v′S created.G
′





since (1) static structure is kept, (2) no start edges are touched, (3) both pairs
(vS , vA) and (v′S , v
′
A) satisfy the condition, the others are unchanged, and (4)
since no start edges are created and the new offers sits on a node following
node possessing a token.
2. ¬token(vA)∧∃vC , v′A : token(v′A)∧offer(vC)∧ conn(v′A, vC)∧act(vC , vA).
Then the invisible rulemoveT (being mapped to τ ) is applicable inGB leading
to a graphG′′B in which token(vA) holds. Moreover, by (4) and rulemoveT we
know that for all v′C s.t. conn(vA, v
′
C) we have ¬offer(v′C). Now we reached
the first case again and proceed like that. In summary, we get in the renamed
LTS
GB −τ→ G′′B −move−−→ G′B , i.e. GB =m̂ove==⇒ G′B
and furthermore (G′A, G
′
B) ∈ R.
Reverse direction: assume GB −r2→ G′B . We need to show that there is some G′A such
that GA =
br2=⇒ G′A and (G′A, G′B) ∈ R. Again, we argue on the level of LTSs before
renaming.
r2 = initB: Similar to initA.
r2 = createO: Since r2 is applicable in GB there are nodes vA, vC : token(vA) ∧
conn(vA, vC) ∧ ∀v′C s.t. conn(vA, v′C) : ¬offer(vC). By (1) and Prop. 10 there
is a unique node vS s.t. corr(vS , vA). By (3) ∃vT : pc(vT , vS). By (1) and
Prop. 15 ∃v′A, v′S s.t. next(vS , v′S) ∧ act(vC , v′A) ∧ corr(v′S , v′A). Hence rule
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movePC (mapped tomove like createO) is applicable inGA. The rest follows from
a reasoning similar to case movePC.
r2 = moveT: In this case, we have an invisible step on the B-side. If r2 is applicable
inGB , then ∃vA, vC , v′A : token(vA)∧offer(vc)∧conn(vA, vC)∧act(vC , v′A). By
(1) and Prop. 10 ∃vS , v′S : corr(vS , vA) ∧ corr(v′S , v′A). By Prop. 10 and Prop. 15
we get next(vS , v′S). By (4) we get ¬token(v′A). By (3) we have ∃vT : pc(vT , v′S)
and thus by (4) ¬∃vT : pc(vT , vS). Applying rule r2 leads to a graph G′B in which
token(v′A) and ¬offer(vC) ∧ ¬token(vA) holds. Because of (4) (the only possi-
ble offer was on v′C) we know that ∀v′C s.t. conn(v′A, v′C) : ¬offer(v′C). The pair
(GA, G′B) is thus inR and furthermore GA =bτ⇒ GA which completes the proof.
2
B Details for Proof Strategy 2
B.1 Summary of the Borrowed Context Technique
We will first discuss the main issues for the borrowed context technique underlying
proof strategy 2. Afterwards we will give the formal definitions and prove the congru-
ence theorem. A similar proof was already given in [23], but it has to be redone, since
we are working in a different setting, including weak and saturated moves. For label
derivation techniques and weak bisimilarity see also [11].
– DPO rules: we use rules as described in Definition Def. 5, but represent them as
pairs of morphisms L ← I → R, which describe the embedding of the interface
into the left-hand and right-hand side. Furthermore negative application conditions
are given by a morphism L → N (or alternatively I → N if we omit the parts of
N that are already contained in L). Rule application is then performed by doing a
categorical double-pushout construction.
– Negative application conditions: since the rules used in the case study feature neg-
ative application conditions, we have to incorporate negative borrowed contexts.
This has already been studied in [23]. For this paper this means that we do not only
consider positive borrowed contexts J → F ← K, but additionally negative bor-
rowed contexts of the form K → N ← N that detail what must not be present in
order to perform the step.
– Saturated bisimilarity: most bisimulation games are played in such a way that la-
bels have to match exactly. However, it turns out that requiring that the minimal
borrowed contexts are the same in both cases does not give us the coarsest possible
congruence. Hence bisimulation is defined in the following way: every move with
a minimal context, i.e., everything that is borrowed is necessary to complete the
left-hand side, can be answered by borrowing more than what is actually needed.
Similarly the negative borrowed context of the answering move might be more per-
missive.
– Weak bisimilarity: the ideas behind saturated bisimilarity then simplify to a certain
extent the integration of weak transitions (see also Section 2.5). A strong transition,
borrowing a (minimal) context J → F ← K can be answered by borrowing the
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same context and using this context for completing the left-hand sides of several
consecutive transitions, leading to a weak transition. Negative borrowed contexts
are then derived with respect to the part of F that is still left.
We will in the following prove that if the bisimulation game is played according
to the restrictions explained above, then bisimilarity is a congruence. That is, if we
determine that two graphs with interfaces (J → G), (J → G′) are bisimilar, then they
are also bisimilar if we extend them with a context J → E ← K and view them as
extended graphs with a new interfaceK.
≈ ⇒ ≈
Fig. 11. Schematic representation of the congruence result
B.2 Theoretical Background
We will now show the relevant congruence theorem for proof strategy 2, i.e., for label
derivation via borrowed context. The proof is an extension of a proof from [23] to the
saturated and weak case. We will work in a categorical setting and specifically we need
the notions of pushout and pullback.
We first introduce the notion of DPO rewriting, working in the categoryGraph. Note
that for the purposes of this paper we consider only injective morphisms for rules and
matches.
Definition 16 (DPO rewriting). A DPO rule is of the form r = 〈L `← I r→ R,N〉
where N is a set of negative application conditions of the form ni : L → Ni. All mor-
phisms `, r, ni must be injective.
An injective match m : L → G satisfies a negative application condition ni : L →
Ni on L if and only if there is no injective morphism q : N → G with q ◦ n = m. (See
diagram below on the left.)
Ni

















G Coo // H
If the negative application condition is satisfied, the application of r to G for a
match m : L → G is performed via the diagram consisting of two pushouts above on
the right (where all morphisms are injective) and results in the graph H .
The notion of rewriting introduced here is the categorical counterpart to the more
concrete set-based notion defined in Section 2.3.
We will now review the notion of contexts, also called cospans.
20
Definition 17 (context, cospan). A context (also called cospan) consists of two injec-
tive graph morphisms J → F ← K. The composition of a two cospans is performed

















In order to define label derivation via borrowed contexts we need the notion of IPO-
like squares. Formally they are groupoidal idem pushouts in the bicategory of cospans
[26]. For the purposes of this paper and the congruence proof which will follow, it is
unnecessary to delve into this complex theory. We will only define the notion of IPO-
like squares and state some of its properties.
Definition 18 (IPO-like square). An IPO-like square is a commuting diagram in the
category of cospans which has the form shown on the left below. Note that “j.e.” signifies


























We will in the following work in the category of cospans, which means that we draw
the diagram as a commuting diagram in the category of cospans as shown on the right
above.
Proposition 19 (Properties of IPO-like squares). IPO-like squares enjoy the follow-
ing properties:































• // • // •
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Proof. This is a corollary of related results in [26].
In order to change the whole presentation to cospans, which gives us a more abstract
setting which is easier to handle, we also have to define DPO rewriting via cospans.
In order to do this we consider every rule span L `← I r→ R as a pair of cospans
[`] : ∅ → L `← I , [r] : ∅ → R r← I .
Now view two graphs G,H as cospans [G] = ∅ → G ← ∅, [H] = ∅ → H ← ∅.
Then we can give an alternative definition of DPO rewriting, stating that G rewrites to




















Note that the diagram on the right above, if spelled out in the base category, looks




















In the following we will also regard negative application conditions or negative bor-
rowed contexts as cospans. Every negative application condition L n→ N is converted
into a cospan m : I → N ′ id← N ′ by taking a pushout complement as follows. (Note










A cospan d satisfies a cospanm seen as a negative application condition (in symbols













For a DPO rewriting step we derive from N (the set of negative application condi-
tions) all cospansm as described above, obtaining a setM of cospans. Then we check
whether the cospan c in the (rewriting) diagram above satisfies all negative application
conditions in M (in symbols c |= M). This is equivalent to the condition given in
Def. 16.
We say that a cospanm implies another cospanm′ (m |= m′) if for every cospan c,
c |= m implies c |= m′. Analogously we defineM |=M′ for sets of cospans.
Now strong and weak transitions are derived as follows.
Definition 20 (strong/weak transitions). Let a : ∅ → J be a graph with interface, let
`, r : ∅ → I be a rule, called p, and letM be a set of negative application conditions
of the form ni : I → Ni (all arrows are cospans).
Now let F, c be cospans such that the square below on the left is an IPO-like square




























Now let a′ = r; c be constructed as shown above. Then there exists a strong transition
from a to a′ with labels map(p), F,N and we write
a
map(p),F,N−→ a′
Let again a : ∅ → J be a graph with interface, let `k, rk : ∅ → Ik be rules, called
pk with 1 ≤ k ≤ s, and let Nk be the corresponding sets of negative application




























































andN consists of all arrowsNi that form an IPO-like square with ck and some cospan








Furthermore there is at most one visible rule pk and we set α = map(pk). If there is
no transition or no visible transition we have α = .
Hence in the weak move we borrow a context F that is large enough to complete all
left-hand sides `k and which might even contain elements that are not required in order
to reduce. That is we follow the ideas of saturated semantics [2].
Definition 21 (weak bisimulation). Assume a given set of rewriting rules with negative
application conditions. Aweak bisimulationR is a symmetric relation on cospans of the
form ∅ → J where two cospans a, bwith aR b have the same target object. Furthermore
for every strong transition
a
α,F,N−→ a′
there exist weak transitions
b
αˆ,F,Ni=⇒ b′i
for 1 ≤ i ≤ t such that
– a′Rb′i for all 1 ≤ i ≤ t
– N |= N1 ∨ · · · ∨ Nt (this means that for every cospan c with c |= N there exists
an index i ∈ {1, . . . , t} with c |= Ni)
Weak bisimilarity (denoted by ≈) is the largest weak bisimulation.
In the case study treated in this paper it will always be the case that b can answer
with a single move.
Now we prove the main theorem which is crucial to show behaviour preservation
of the model transformation rules: weak bisimilarity is a congruence. First we need the
following lemma:
Lemma 22. LetM,M1, . . . ,Mt be sets of negative application conditions of the form
I → • for a fixed object I . Furthermore assume a given cospan d : I → J and
construct the set N (respectively N1, . . . ,Nt) which consists of all arrows N which
are obtained by deriving IPO-like squares with arrows d and M ∈ M (respectively










ThenM |=M1 ∨ · · · ∨Mt implies N |= N1 ∨ · · · ∨ Nt.
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Proof. Assume, by contradiction, thatM |=M1 ∨ · · · ∨Mt butN 6|= N1 ∨ · · · ∨Nt.
Hence there exists a cospan cwith c |= N and c 6|= Ni for all 1 ≤ i ≤ t. This implies the
existence of negative conditions Ni ∈ Ni and cospans qi such that the diagrams below
on the left all commute. Each Ni was derived from some Mi by taking an IPO-like
square with d′. Hence we can attach those squares and obtain the commuting diagrams
































This implies that d′; c 6|= Mi for some Mi ∈ Mi. Therefore d′; c 6|=Mi. To obtain a
contradiction it is now sufficient to show d′; c |= M. Assume that d′; c 6|= M. Then
there would exist an M ∈ M and a cospan q such that the diagram below on the left
commutes. Then, due to Property (C) of Proposition 19 we can find an IPO-like square































However N ∈ N which implies c 6|= N , which is a contradiction. uunionsq
Theorem 23 (Weak bisimilarity is a congruence). Assume a given set of rewriting
rules with negative application conditions. Let a, b : ∅ → J be two cospans such that
a ≈ b (with respect to the given rules). Then for any cospan d : J → K it holds that
a; d ≈ b; d.
Proof. We assume a given weak bisimulation R and define
Rˆ = {(a; d, b; d) | aR b, d arbitrary}.




with a rule p consisting of `, r where map(p) = α. Hence, by Definition Def. 20 we
have the following situation where N consists of all negative contexts N that can be
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Now by Property (B) of Proposition 19 we know that the IPO-like squares split (possibly






























For the left square we choose one such split and for the right square we take all possible
splits, obtaining a set M˜ of negative contextsM . Now we have that
a
α,G,M−→ a′
for a′ = r; c′ (and so a′; d′ = r; c′; d′ = r; c = a′′). Furthermore M˜ ⊆ M and the
M ∈ M\M˜ are exactly the negative conditions inM that do not have an IPO-like
square with d′ (otherwise they would be contained in M˜). Hence N can be obtained
fromM by deriving all IPO-like squares with d′.




for 1 ≤ i ≤ t such that a′Rb′i for all 1 ≤ i ≤ t andM |=M1 ∨ · · · ∨Mt.
Hence there are rules p1, . . . , pk (1 ≤ k ≤ s) consisting of cospans `k, rk and

























































FurthermoreMi is obtained by taking all arrowsMk that form an IPO-like square with








Now extend the IPO-like square consisting of b,G, `1, c1 with the IPO-like square con-
sisting of d, F,G, d′ and obtain the commuting square shown below on the left. Fur-















































































In addition let Nk be the set of negative borrowed contexts Nk that are obtained by
forming an IPO-like square of ck; d and a negative application nk condition of the k-the
rule (see diagram on the left below). By taking all possible splits of this diagram we
obtain diagrams of the form shown on the right. Hence note thatNk can be obtained by

























We can now infer that
b′
αˆ,F,Ni=⇒ b′′i
where b′′i = bi; d
′. Since a′′ = a′; d′ we can infer that a′′ Rˆ b′′i .
It is left to show thatN |= N1 ∨ · · · ∨Nt. We have thatM |=M1 ∨ · · · ∨Mt and
that N (N1, . . . ,Nt) can be obtained fromM (M1, . . . ,Mt) by taking all IPO-like
squares with d′. Hence we apply Lemma 22 and get the desired result. uunionsq
Note also that, by an easy modification of the proof, the up-to-context technique
described in [4] works also in this setting.
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B.3 The Complete Mixed Semantics
In this section we present the modified rules of the operational semantics (originally
given in Fig. 3) and the entire set of rules of the mixed semantics (explained and in-
troduced in Section 5.3). Since our proof technique guarantees bisimulation in every
context, not only in the ones that can be created via the given transformation, there are
rules that seem to be useless, but are needed for the proof.
Modified operational rules. As explained in Section 5.3 we modify the rules movePC,
createO and moveT of Fig. 3, which become newMovePC, newCreateO, newMoveT.
Note that the rules initA and initB remain unchanged.
We apply the following two changes: we add NACs and we minimize the interface
towards the environment by deleting and recreating connections. This mean also that
rule newMoveT now contains two A-nodes (instead of just one for the case of moveT).
These new rules do not change the semantics for the following reasons: the nega-
tive application condition for the (source) rule newMovePC is uncritical since it only
refers to elements of the target language. Second, the other NAC of rule createO is
automatically enforced for newCreateO because of the dangling condition. Finally, the





NAC← ← → ← →
Type graph of the mixed models. The in-situ rules allow no strict separation of source
and target models. Therefore, the type graph of the mixed models (see Fig. 12) is a
mixture of both original type graphs. Keep in mind that the labels within the nodes are
hidden loops (see Section 2.1).
Movement of the pc-edge (reachable graphs). The following four rules show the move-
ment of the pc-ege in mixed models, which are reachable via the in-situ transformation
rules (although the NACs might never apply).
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Fig. 12. Typegraph for the in-situ transformation
MixSem1 MixSem2
NAC← ← → NAC← ← →
MixSem3 MixSem4
NAC← ← → NAC← ← →
Movement of the token-loop (reachable graphs). The following four rules similarly
describe the movement of the token-loop in mixed models, which are again reachable
during model transformation.
MixSem5 MixSem6
NAC← ← → NAC← ← →
MixSem7 MixSem8
NAC← ← → NAC← ← →
Movement of the pc-edge (unreachable graphs). The next three rules describe the
movement of the pc-edge in mixed models, that are not reachable by the transformation
rules, but which are needed to prove bisimilarity.
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MixSem9 MixSem10
NAC← ← → NAC← ← →
MixSem11
NAC← ← →
Movement of the token-loop (unreachable graphs). The following three rules show the
movement of the token-loop in mixed models which are not reachable by the in-situ
transformation rules, but again needed to prove bisimilarity.
MixSem12 MixSem13
NAC← ← → NAC← ← →
MixSem14
NAC← ← →
Initialization rules. Finally, the last two rules are needed as a counterpart to the initial-
ization rules.
MixSem15 MixSem16← → ← →
We still need to give the mapping from the rule-names to the observable labels (see
Section 2.5). The in-situ approach needs just one mapping and we use the following:
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There are no mixed counterparts to the rule newMoveT for the following reasons:
– The C-nodes are never in the interface, and therefore it is impossible to borrow
something on an C-node (such as an single offer-edge). The borrowed context al-
ways provides the complete C-node, including all incident edges.
– The “offering behaviour” is not carried over into the mixed semantics. The mixed
rules only allow direct movement of the token from the upper to the lower node. For
this reason we know that after a newCreateO-step, the next stepmust be newMoveT
(as answering move), which is invisible to the enviroment.
B.4 The Complete Bisimulation Relation and Excerpts from the Proof
The five pairs of graphs, given in Fig. 13, consitute the entire bisimulation relation,
needed to show (weak) bisimilarity of the left-hand and right-hand sides of the in-situ
transformation rules of Fig. 6 with respect to the rules of the mixed semantics (see
Section B.3).
The lower row contains two new pairs, which are necessary to obtain a bisimula-
tion. The left pair is added, since starting with the pair consisting of a single S-node
and a single A-node, the A-node can perform an newCreateO-step, and the S-node
has to answer (using rule MixSem13). This step is depicted in Fig. 10 (ignoring the
weak newMoveT-step). The pair below on the left appears due to the moves depicted
in Fig. 14.
Note that in most cases we do not obtain new pairs due to heavy use of the up-to-
context technique. For instance, Fig. 15 shows an example where the application of two
corresponding rules leads to a pair of graphs corresponding to the pair of graphs we
started with (plus additional context, in this case a T-node and a pc-edge). The up-to-
context proof technique says that in these cases we can stop if the pair is in the relation
after removal of the additional context.
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← →
← → ← →
← →
← →
Fig. 13. The five pairs of graphs in the bisimulation relation
Fig. 14. Label derivation for the second in-situ transformation rule, resulting in a new
pair of the bisimulation.
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Fig. 15. Label derivation for the first in-situ transformation rule, resulting in a pair of
graphs already in the bisimulation relation.
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