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Abstract
Some recent results showed that renormalization group can be considered as a promising framework
to address open issues in data analysis. In this work, we focus on one of these aspects, closely related
to principal component analysis for the case of large dimensional data sets with covariance having a
nearly continuous spectrum. In this case, the distinction between noise-like” and non-noise” modes
becomes arbitrary and an open challenge for standard methods. Observing that both renormaliza-
tion group and principal component analysis search for simplification for systems involving many
degrees of freedom, we aim to use the renormalization group argument to clarify the turning point
between noise and information modes. The analogy between coarse-graining renormalization and
principal component analysis have been investigated in [Journal of Statistical Physics, 167, Issue
34, pp 462475, (2017)], from a perturbative framework, and the implementation with real sets of
data by the same authors showed that the procedure may reflect more than a simple formal analogy.
In particular, the separation of sampling noise modes may be controlled by a non-Gaussian fixed
point, reminiscent of the behaviour of critical systems. In our analysis, we go beyond the pertur-
bative framework using nonperturbative techniques to investigate non-Gaussian fixed points and
propose a deeper formalism allowing going beyond power law assumptions for explicit computations.
Key words : nonperturbative renormalization, field theory, big data, principal component analysis.
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I. INTRODUCTION
The physical description of systems involving a very
large number of interacting degree of freedom remains
a difficult task since the discovery of microscopic
structures at the beginning of the 20th century. Since
the last decade, the big data revolution has provided
a new example of such a large dimensional system,
the number of degrees of freedom involved in some
data sets can easily be of the same order of magnitude
as large dimensional physical systems. Note that the
difficulty does not come especially from the size of the
system, but the complex relations between degrees of
freedoms. Indeed, there is no difficulty to describe a
very large number of independent and identical systems,
the complexity reduces to the description of a single
one of these subsystems [1]-[18] and references therein.
However, such a reduction breakdown for a system
having some complex relations between subsystems; it
is, for instance, impossible to reduce the hard complex
relations between human cells as the behavior of an
isolated cell. More than an impossibility, such a reduc-
tion should be a profound misconception. The same
thing occurs for data sets, where strong correlations may
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happen between a vast set of high dimensional data.
The principal component analysis (PCA) is based on
a systematic dimensional reduction over a finite (and
not so big) dimensional space corresponding to the
relevant vectors, in the full configuration space, for a
given covariance matrix describing correlations between
degrees of freedom [19]-[24]. To be more concrete, a set
of data generally takes the form of a big p × n matrix
X = {Xia}, for i = 1, · · · , p and a = 1, · · · , n. Generally,
p and n are both assumed to be large, in such a way that
the ratio p/n remains fixed. The integer p corresponds
to the size of the data, whereas n denotes the size of the
set. Then, the covariance matrix C between data is a p×p
matrix defined as the average of XTX. Orthodox PCA
works well when a relatively small number of discrete
eigenvalues distinguish from the rest of them, allowing
to project linearly onto a reduced dimensional subspace.
However, it is not generally the case, as pointed out
in [24]-[32], especially for a system with a very large
number of degrees of freedom, for which the spectra
tend to be continuously distributed. In such a case, the
separation between relevant and irrelevant eigenvalues
becomes arbitrary. This is this arbitrariness which
motivates the renormalization group (RG) analysis.
The RG is a systematic procedure allowing to describe
how a physical system changes at different scales. Orig-
inally appeared in field theory as a consequence of the
renormalization procedure introduced to solve the prob-
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lem of ultraviolet” divergences, the RG has been essen-
tially developed in the context of critical phenomena.
Rapidly, the RG has become a general framework to de-
scribe physical systems having a large number of interact-
ing degrees of freedom, and have been used as a powerful
investigation tool in a large variety of physical contexts.
In particular, in the context of critical phenomena, RG
has been proved to be very appropriate to discuss the
question of universality. For some critical system, and
for sufficiently large scale, the flow becomes dragged to-
ward a finite-dimensional subspace corresponding to the
marginal and relevant operator, providing an efficient
projection into a finite-dimensional subspace. Such phe-
nomena, called large river effect involve generally a non-
Gaussian fixed-point, toward which the mainstream goes
from the Gaussian fixed point [33]-[46]. Such a picture
provides a qualitative illustration why how RG work so
well to describe macroscopic properties of large systems;
the dimensional reduction provides an efficient descrip-
tion involving a few sets of parameters, so far from the
original complexity of the system. In the physical words,
macroscopic physics becomes insensitive to the detailed
microscopic structure of the interactions. This is the link
that the authors in [19] have explored to meet PCA and
RG, in the context where PCA introduce an arbitrariness
for the choice of the cut-off between relevant and irrel-
evant parts of the covariance spectrum. More precisely,
the authors argued that RG can be used to distinguish
between a large number of degrees of freedom those which
are sensitive to a change of scale and those that are in-
sensitive; and they propose a field theoretical model to
implement this idea.
The proposed framework was essentially focused on per-
turbation theory through a partial integration strategy
of modes with small variance, essentially inspired from
Wilson-Kadanoff point of view on RG. In this way,
the authors essentially focused on dimensional effects,
their fixed being very reminiscent to the well known
Wilson-Fisher fixed point for critical systems. As a
consequence, they pointed out that the presence and the
relevance of the fixed point depend on the shape of the
eigenvalue distribution ρ(λ) for the covariance matrix,
and that it may disappear for a power law ρ(λ) ∝ λα
with α = 1. The reason for this limitation was the
authors were essentially interested in distributions not
so far from the Gaussian case. However, the existence
of a non-Gaussian attractive fixed point shows that this
initial distribution can be unstable; and then open the
way toward nonperturbative aspects.
This paper is written voluntary in a pedagogical style, to
serve of introduction for a series of incoming works for
an interdisciplinary community. We propose a nonper-
turbative framework based on the Wetterich-Morris for-
malism, allowing to keep nonperturbative aspects, and
fixed points beyond purely dimensional effects. The out-
line is the following: In section (II) we give the useful
ingredients and definitions allowing to compute the FRG
equation. Particularly we provide the method used to
analyse the scaling behaviour previously given in [19].
In section (III) we study the nonperturbative behaviour
of the model through the Wetterich equation. We also
give the rigorous way to generate the canonical dimen-
sion allows deriving the scale variation of the coupling
and wave function. In section (IV) the flow equation is
solved in the local potential approximation. The numer-
ical investigation and the flow diagrams are also given.
Section (VI) is devoted to the numerical data analysis
which helps to understand the relevance of our method
compared with the reference [19]. In the same section,
we provide our conclusion and remarks.
II. PRELIMINARIES
In this section, we provide some technical aspects use-
ful for the reader in the final steps of the paper. We
remain voluntary close to the vocabulary used in the ref-
erenced paper [19], to make contact more easily with the
result of the authors.
A. Renormalization group for PCA
Let us consider a physical system involving a large set
Φ of N random variables Φ = {φ1, · · · , φN}, described
by a certain probability distribution :
p[Φ] =
1
Z
e−H[Φ] (1)
where, in accordance to physical nomenclature we call
Hamiltonian the functional H[Φ] and partition function
the normalization Z:
Z =
∫
dΦ e−H[Φ] , (2)
where dΦ ≡ dφ1dφ2 · · · dφN . It is then useful to define
the generating functional as follow:
Z[J ] =
∫
dΦ e−H[Φ]+
∑
i jiφi , (3)
which is such a way that the connected correlation func-
tions 〈φiφj · · ·φk〉 are obtained from W[J ] := lnZ[J ] by
simple derivative with respect to the source J = {ji}:
〈φiφj · · ·φk〉 = ∂∂· · ·∂
∂j1∂j2 · · · ∂jk W[J ]
∣∣∣∣
J=0
. (4)
Note that Z[J ] is usually interpreted as a sourced ver-
sion of the partition function Z, J being interpreted for
instance as an external field, bounced the system toward
a preferred configuration. As recalled in the introduc-
tion, the RG is a formalism allowing to deal with the
change of a physical system when the scale changes. In
other words, RG supposes a definition of what is micro-
scopic and what is macroscopic. Such a distinction is
2
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FIG. 1: The canonical definition of UV and IR scales from
the integration point of view. In the UV scale, no degree of
freedom is integrated, whereas they are all integrated out in
the IR scale. RG provides then a path through scales, from
UV to IR.
generally easy for a physical system, like a block of mat-
ter; the microscopic scale is identified as the atomic scale
and the macroscopic scale to the scale of the magnet it-
self, involving a large number of microscopic degrees of
freedom. For some categories of data, we can eventually
define the corresponding notions. For the sets of images,
for instance, the microscopic degrees of freedom can be
identified with pixels, whereas the macroscopic structures
become “planes, cats, cars’’ and so on. However, the sit-
uation is not always adequate; and for more abstract sets
of data, it may be difficult to identify what is microscopic.
Regarding financial markets data, for instance, it may be
difficult to identify a microscopic level in this way. In a
more abstract level, it is tempting to associate the mi-
croscopic level with noise; i.e. with the region of small
eigenvalues of the covariance matrix spectrum. The RG
framework that we discuss in this paper moreover pro-
vides a canonical notion of what is microscopic and what
is macroscopic.
Indeed from the RG point of view, at the microscopic
level, that we usually name as ultraviolet (UV) scale
in physics, no fluctuations are took into account, and
the distribution p[Φ] is essentially dominated by classi-
cal configurations Φuv ≡ {φi,uv}, corresponding to the
minima of the hamiltonian functional:
∂H
∂φi,uv
= 0 ∀i . (5)
In contrast, in the macroscopic level, referred to as an
infrared (IR) scale, all the degrees of freedom are inte-
grated out. The effective distribution is then described
in terms of the effective hamiltonian Γ[M ], defined as the
Legendre transform of the generating functional W[J ]:
Γ[M ] =
∑
i
jimi −W[J ] , (6)
assuming convexity of W[J ]. The effective classical field
M = {mi} being defined as:
mi :=
∂W[J ]
∂ji
. (7)
The RG transformations provide a path between these
two extreme scales, build as a chain of partial integrations
of microscopic fluctuations. More precisely, the Wilson-
Kadanoff perspective supposes the existence of slicing in
the configuration space of elementary degrees of freedom;
such that for each step along the chain, the integration
over elementary degrees of freedom into a given slice pro-
vide a new effective distribution and a new definition of
the UV scale. To be more technical, they assume the
existence of finite partitions νI [Φ] defining a slicing such
that νI ∩ νJ = ∅1. for I 6= J and that ∀i there exist one
and only one I such that φi ∈ νI [Φ]; and Φ =
∑
I νI [Φ].
From these partitions, effective distributions p1, p2, · · ·
may be obtained from integration over each slice:
pI [ΦI ] =
e−HI [ΦI ]
ZI
, pI+1[ΦI+1] ∝
∫
dνI [Φ] e
−HI [ΦI ] ,
where dνI [Φ] :=
∏
i|φi∈νI [Φ] dφi and ΦI :=
∑
J≥I νJ [Φ].
In terms of hamiltonians, the RG procedure builds a
chain of effective hamiltonian HI :
H ⇒ H1 ⇒ H2 ⇒ · · · . (8)
This is along this chain that relevance of some operator
becomes of crude importance; for a sufficiently number
of steps, only relevant operators survive, and the micro-
scopic irrelevant details are erased. However, even if we
dispose of canonical notions for UV and IR, it does not
necessarily exist a preferred path to join UV and IR, and
the results may depend on the path that we consider, i.e.
on the arbitrary ordering of the elementary fluctuations
in the partial integration chain. As explain before, the
UV scales have to correspond with degrees of freedom
associated with small eigenvalues of the covariance ma-
trix spectrum; and this intuition is recovered in the field
theoretical embedding proposed in [19]. The idea is to
interpret the variance matrix K := C−1 as the kinetic ker-
nel for the N variables φi for p[Φ]. With this respect, the
simpler distribution we can think about is the Gaussian
one:
H[Φ] = 1
2
∑
i,j
φiKijφj , (9)
the matrix K being symmetric by construction. The co-
variance matrix is interpreted as the second order cumu-
lant of the Gaussian distribution2.
Finally, the RG can be constructed as for any field the-
ory, starting by integrating out the degrees of freedom
with higher variance. In other words, the spectrum of
the matrix K gives a canonical size for the fluctuations
and provides a canonical path to join UV and IR scales
toward less noisy degrees of freedom. Obviously, for a
1 To be more precise, in concrete example, the partitions νI turn
to be distributions over a finite range of wavelength, and may
have non-vanishing but small covering between them
2 The vacuum” 2-point function in the theoretical physics lan-
guage.
3
purely Gaussian distribution, such a procedure is with-
out interest, the Gaussian distribution is a fixed point
of the RG. More interestingly is to evaluate the behav-
ior of perturbations to pure Gaussian distributions, and
this is the point we discuss in this paper. To be more
concrete, and following [19], we denote as u
(µ)
i the set of
normalized eigenvectors of K, with eigenvalues λµ,∑
j
Kiju(µ)j = λµu(µ)i ,
∑
i
u
(µ)
i u
(µ′)
i = δµµ′ , (10)
we straightforwardly deduce that the Gaussian part
HG[Φ] reduces to HG[Φ] = 12
∑
µ λµ ψµψµ, with ψµ :=∑
i φiu
(µ)
i ; and each elementary fluctuations have size:
〈ψµψµ〉 ∼ 1
λµ
. (11)
Then, in the most general case, for a non purely Gaus-
sian distribution, the fluctuations can be integrated out
following their proper size given by the non trivial spec-
trum of the matrix K. We denote as λ0 the smallest
eigenvalue λµ ≥ λ03. Anticipating on the next section,
and in accordance with the field theoretical language, we
define the square momenta p2µ as p
2
µ := λµ−λ0. The no-
tation reflect the fact that, the matrix K being positive
definite by construction; all the eigenvalues have to be
positives λµ ≥ 0 ∀µ and p2µ ≥ 0. The isolated eigenvalue
λ0 play the role of a mass; and the Gaussian part of the
hamiltonian takes the form:
HG = 1
2
∑
µ
ψµ(p
2
µ + λ0)ψµ . (12)
For reader familiar with quantum and statistical field
theory, the previous relation is very reminiscent to the
standard kinetic action for scalar field theory, with
(square) mass equal to λ0.
B. The model
The integration procedure reducing progressively the
degrees of freedom of the system, we show that this for-
malism make contact with the intuition that arbitrari-
ness of the cut-off between noise and information should
be connected with a partial integrating process over some
microscopic degrees of freedom; in such a way that only
a few numbers of parameter survive after some steps.
The fact that RG concern non-Gaussian distributions are
clear by constructions. Gaussian distributions are stable
for each step of the RG map. In technical words, the
Gaussian fixed point corresponds to a fixed point of the
3 Which is the larger eigenvalue of C.
theory, and the distribution remains self-similar at each
intermediate scales. Then, the first question is: Is the
Gaussian distribution stable? In other words, assuming
a little deviation from the Gaussian fixed point, this per-
turbation must it decrease or increase along the RG flow?
From the previous section, this question clearly depends
on the spectral distribution ρ(λ). In particular, from a
purely noisy signal, we expect that Gaussian fixed point
have to be stable, i.e. that non Gaussian perturbations
have to become small in the IR. This intuition comes
from similarity with behavior of disordered systems, like
Ising models under Curie temperature. In the disordered
phase, there are no macroscopic magnetization, and no
large scale order. In this phase, the Gaussian model work
well, and the distribution is entirely fixed by the knowl-
edge of the 2-point function. In contrast, below the Curie
temperature, a large scale order may appears, and at the
transition points, the correlation length diverge, and the
Gaussian distribution becomes unstable: Higher correla-
tions functions are needed, and the theory becomes inter-
acting. One expect that this scenario reflect qualitatively
what happens for data. For pure noise, of if the signal re-
mains under some critical level, the Gaussian fixed point
remains stable. In contrast, for signal with sufficiently
large magnitude, the eigenvalue distribution have to en-
sure relevance of non-Gaussian perturbation, reflecting
the existence of a macrosopic order. In other words, one
expect that signal have to be characterized by an inter-
active theory, with corresponding distribution requiring
more than 2-point functions.
To summarize, the reader have to keep in mind the follow-
ing picture. For continuous spectra, separation between
information and noise remains more and less arbitrary.
This separation, in the RG point of view play the role
a cut-off over degrees of freedom, and with this respect,
RG can describe what happens when this cut-off move
toward UV (noisy) degrees of freedom. From this vari-
ations, deviations from Gaussian point can increase or
decrease; and we assume from the previous discussion
that relevant degrees of freedom have to do the Gaussian
distribution unstable.
In [19], the authors especially focused on the following
truncation into the theory space:
H[Φ] := 1
2
∑
i,j
φiKijφj + g1
4!
∑
i
φ4i , (13)
and showed that, following the choice of the distribution
ρ(λ) for the eigenvalues of K; the interaction part may
increase with the number of RG steps. The origin of this
behaviour can be traced from the scaling itself. The in-
termediate scales between deep UV and deep IR are fixed
by the size of the eigenvalues λµ. In other words, they
provide a scaling, and g1 may acquire a specific dimension
concerning this scaling. This dimension dictates how the
coupling constant g1 is sensitive to the change of scale.
In the RG process, this change of scale, in practice, have
to correspond to a change of the cut-off Λ corresponding
to the upper bound of the spectrum λµ ≤ Λ. Then, the
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natural unit along the increasing scales is the one of Λ,
and the canonical dimension d1(Λ) of g1 is defined as its
proper dependence under a dilatation of Λ; so that, at
first order, we must-have for the dimensionless coupling
g˜1:
dg˜1
d ln Λ
= −d1g˜1 +O(g˜21) . (14)
The terms of order g˜21 include the effects of the fluc-
tuations, which are progressively integrated out in the
RG procedure. To summarize, integrating fluctuations to
each step change the fundamental scale Λ→ Λ′ as well as
the hamiltonian, and therefore the couplings constants,
whose a part of the global modification comes from their
proper dimension (providing by the term −d1g˜1 in equa-
tion (14)). We will return on the exact computation of
d1 in the next section, in which we will present a nonper-
turbative formalism allowing to compute non-Gaussian
fixed points far from the Gaussian region. A practical
limitation of the truncation (13) comes from the choice of
the representation. It is easier to do computations in the
momentum space; however, translating the interaction in
momentum space without knowledge of the eigenvectors
leads to the mysterious quartic coupling:
g1
4!
∑
i
φ4i =
g1
4!
∑
{µj}
∑
i
4∏
j=1
u
(µj)
i
 4∏
j=1
ψµj . (15)
A naive way to circumvent the difficulty is to note that,
after all, the initial interaction is not fundamental. There
are no experimental data to justify this interaction, and
we may construct an approximation directly in momen-
tum space. The original interaction is reminiscent to the
familiar φ4 interaction
∫
φ4(x)dx, restricted to the posi-
tive (or negative) region. Heuristically, if we discard the
boundary problems, the fields can be decomposed over
sin” or cos” functions instead of ordinary Fourier trans-
form; which are together eigenfunction for the ordinary
Laplacian function. The coupling tensor in the bracket
in the equation (15) then behaves like:∫
cos(k1x) cos(k2x) cos(k3x) cos(k4x)dx , (16)
which is essentially a sum of deltas of the form δ(k1 +
2k2 + 3k3 + 4k4), with i = ±1. The symmetry of the
delta function leads to two distinct couplings, following
we have one or two positives i. By direct inspiration, we
choose the following combination of Kronecker deltas:
δ1H ∼
∑
{µi}
(
g˜1δ0,p21+p22−p23−p24 + g˜2δ0,p21+p22+p23−p24
) 4∏
j=1
ψµj .
(17)
We expect that this Hamiltonian must have the same
physical content than the original one (13). In partic-
ular, and even if it is a little bit caricatural, we expect
that ensuring momentum conservation at the vertex level
provides a well representation of the original local inter-
action
∑
i φ
4
i . Unfortunately, the Hamiltonian (17) intro-
duces a spurious singular behaviors at the origin for some
one loop corrections. From a direct inspection, the prob-
lem come from the positivity of the momenta. A simple
way to circumvent this difficulty is the following. Instead
of positive eigenvalues, we consider the momentum p as
a relative integer p ∈ Z√Λ−λ0 ; so that p2 remains dis-
tributed following ρ(λ), with λ = p2 + λ0. Moreover,
we introduce a new field ψ(p), to distinguish them from
ψµ considered above. Then, we chose for ψ(p) the new
Hamiltonian:
H[Ψ] = 1
2
∑
p
ψ(−p)(p2 + λ0)ψ(p)
+
g˜
4!
∑
{pi}
δ0,p1+p2+p3+p4
4∏
j=1
ψ(pj) , (18)
To summarize, from the Hamiltonian (13), we kept es-
sentially three elements:
1. Without interaction, the correlation functions are
essentially given by the eigenvalues of the covari-
ance matrix C.
2. The square of the momenta p2 are distributed fol-
lowing the distribution ρ(λ).
3. The interactions are essentially locals in the usual
sense.
We expect that for our investigations about the stabil-
ity of the Gaussian distribution, only these three points
are really relevant; and we only consider the Hamiltonian
(18) for explicit computations using nonperturbative for-
malism in section III and IV. However, we will continue
to use the Hamiltonian (13) as well for some discussion,
to make contact with the reference [19]. Note to conclude
that, in contrast to the coupling g in (13), the coupling
g˜ involved in (18) have to be of order 1/N in order to
ensure extensivity of the model. This can be checked as
follow. In the words of physicists, let us consider a one
loop correction” to the 2-point function (i.e. a correction
of order g):
〈φiφj〉 ∼ Ciiδij , (19)
then; setting i = j and summing over i:∑
i
〈φiφi〉 ∼ Tr(C) =
∑
`
λ−1` . (20)
In contrast, let us consider the same kind of correction
for the Hamiltonian (18),
〈ψµψµ′〉 ∼ δpµ,pµ′
∑
`
λ−1` , (21)
so, setting pµ = pµ′ and summing over pµ, we get:∑
µ
〈ψµψµ〉 ∼
(∑
µ
1
)∑
`
λ−1` = N
∑
`
λ−1` . (22)
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Therefore, to ensure extensivity, the coupling with tide
have to be of order 1/N , as expected. To make this
dependence explicit, we keep the following expression,
without tilde:
H[Ψ] = 1
2
∑
p
ψ(−p)(p2 + λ0)ψ(p)
+
g
4!N
∑
{pi}
δ0,p1+p2+p3+p4
4∏
j=1
ψ(pj) . (23)
We will return on this scaling at the moment of the
derivation of the flow equations, in section IV below.
III. A NONPERTURBATIVE FRAMEWORK
A. The exact RG equation
One expect that the accuracy of the results obtained
in [19] may be improved taking into account higher cou-
plings and loop effects, motivating a nonperturbative
analysis. The most powerful formalism to keep nonper-
turbative effect of the RG is the functional renormal-
ization group (FRG) formalism, essentially based on the
Wetterich-Morris equation [36]-[38]. In this section, we
propose to construct a version of this formalism adapted
to the PCA investigations. As we recalled, the Wilson-
Kadanoff procedure requires a splitting into modes, be-
tween UV scales (no fluctuations are integrated out) and
IR scales (all the fluctuations are integrated out) dictat-
ing how the small distance fluctuations are integrated
out. In the FRG formalism, this progressive integra-
tion of UV modes work thinks to a momentum-dependent
mass term ∆Hk[Φ] added to the microscopic hamiltonian
H[Φ]. In momentum representation:
∆Hk[Ψ] = 1
2
∑
p
ψ(−p) rk(p2)ψ(p) , (24)
where k play the role of a referent momentum scale. The
regulator function rk(p
2) have to satisfy some elementary
requirements, in such a way that:
1. Small distance fluctuations (p2 > k2) are unaf-
fected by the presence of ∆Hk[Ψ] and integrated
out.
2. Long distance fluctuations (p2 < k2) acquire a large
mass and are frozen out.
In this way, the momentum-dependent mass rk(p
2) must
be satisfy the elementary requirements:
1. rk(p
2) has to have a non-vanishing infrared limit,
p2/k2 → 0 ,
2. rk(p
2)→ 0 in the ultraviolet limit, for p2/k2  1 ,
3. rk(p
2) has to vanish in the limit k → 0, allowing to
recover the original partition function when all the
degrees of freedom are integrated out ,
4. rk(p
2) has to be of order Λ for k2 → Λ, Λ referring
to the larger eigenvalue of K.
Introducing this mass term into the microscopic hamilto-
nian, we replace the global description given by the initial
generating functional Z[J ] := ∫ dΨe−H[Ψ]+∑p j(p)ψ(p), by
a one-parameter set of models indexed by k, {Zk[J ]} de-
fined as:
Zk[J ] :=
∫
dΨ e−H[Ψ]−∆Hk[Ψ]+
∑
p j(p)ψ(p) , (25)
When the scale k decrease, more and more degrees of
freedom are integrated out. The infinitesimal transcrip-
tion of this goes through a first order differential equation
[36]-[38]:
Γ˙k =
1
2
∑
µ
r˙k(p
2
µ)
(
Γ
(2)
k + rk
)−1
µ,−µ
= N
∫
p≥0
dp ρ˜(p2)pr˙k(p
2)
(
Γ
(2)
k + rk
)−1
(p,−p) ,
(26)
where to write the last line we introduced the momentum
density ρ˜(p2), related to the eigenvalues density ρ(λ) as:
ρ˜(p2) := ρ(p2 + λ0) :=
1
N
∑
µ
δ(λ− λµ) . (27)
Note that the normalization have to be chosen such that
the number of degree of freedom remain equal to N :
N
∫
p≥0
ρ˜(p2)pdp =
N
2
∫
dλρ(λ) =
N
2
. (28)
Equation (26) indicates how the average effective hamil-
tonian Γk change in the windows of scale [k−dk, k] – the
dot meaning derivative with respect to the RG param-
eter t := ln k: X˙ = k ddkX. We recall that the average
effective action is defined as slightly modified Legendre
transform of the free energy Wk := lnZk :
Γk[M ] + ∆Hk[M ] =
∑
p
j(p)m(p)−Wk[J ] , (29)
with M := {m(p)}. Moreover, note that Γ(2)k in equation
(26) denotes the second derivative of the average effective
action : [
Γ
(2)
k
]
µµ′
:=
∂2Γk
∂m(pµ)∂m(pµ′)
, (30)
where m(pµ) is defined as: m(p) = ∂Wk[J ]/∂j(p).
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B. Canonical dimension
The canonical dimension is defined as the intrinsic de-
pendence of a quantity on the cut-off coming from its di-
mension. In standard quantum field theory for instance,
the dimensions of the couplings are closely related to
renormalizability. In this case, the dimensions are in-
herited from the referent background space-time where
the field are described. The difficulty here comes from
that we do not have any background space-time in (25)
to fix the dimensions. However, it may be instructive to
return on the standard field theory case. Let us for in-
stance consider a free scalar field ϕ(x) defined over Rd;
with hamiltonian:
H =
∫
dxϕ(x)(−4)ϕ(x) . (31)
Here, the role of the matrix K is played by the Laplacian
4, whose spectrum fix the size of the fluctuations and
discriminate between IR and UV scales. The eigenvalues
will be denoted as p2, referring to their positivity, and
we must have [p] = −[x]; [X] denoting the dimension
of the quantity X. We fix the definition of the bracket
such that [p] = 1. The dimension of the fields ϕ(x) can
be read directly from the previous expression from the
requirement that H have to be dimensionless, we get:
[ϕ] =
d− 2
2
. (32)
Now, let us consider the 2-point function 〈ϕ(x)ϕ(x)〉,
〈ϕ(x)ϕ(x)〉 ∼ 1
p2
, (33)
so that: ∫
dx 〈ϕ(x)ϕ(x)〉 ∼
∫ Λ dp
p2
∝ Λd−2 (34)
for some UV cut-off Λ. The dependence on Λ reflect
the dimension of the field given by (32); and suggest a
way to define dimension without referent background. It
must be fixed by the rescaling ϕ→ ϕ¯ = Λ−[ϕ]ϕ such that∫
dx 〈ϕ¯(x)ϕ¯(x)〉 becomes essentially independent of Λ for
sufficiently large Λ:
d
dΛ
∫
dx 〈ϕ¯(x)ϕ¯(x)〉 ≈ 0 . (35)
By direct inspiration, we fix the rescaling zΛ of the vari-
ables φi, φi → φ˜i := zΛφi such that
∑
i〈φ˜2i 〉 becomes
Λ-independent:
d
dΛ
∑
i
〈(zΛφi)2〉 = 0→ d ln zΛ
d ln Λ
= −1
2
ρ(Λ)∫
dλρ(λ)λ
. (36)
The dimension of the coupling constant must be fixed
following the same strategy. The field dimension d1 =
− ln zΛ being fixed, the dimension of the quartic coupling
g must be fixed from the extensivity argument used in
[19]. The authors argue that the average of the hamil-
tonian (which is essentially the energy in physics) must
be an extensive quantity; and therefore proportional to
the number of effective degrees of freedom. This require-
ment in particular ensure that the entropy is an extensive
quantity as well. For some cut-off Λ, the number of ef-
fective degrees of freedom Neff is nothing but the number
of eigenvalues λµ, then we must have:
Neff := N
∫ Λ
dλ ρ(λ) . (37)
Therefore, one expect that the rescaling allowing to pass
from g1 to the dimensionless coupling g¯1 must be such
that:
Ng1
1
N
∑
i
φ4i = Neff g¯1
∑
i
1
N
(zΛφi)
4 , (38)
which fix the rescaling of the coupling constant as:
d ln g¯1
d ln Λ
= ρ(Λ)
[
2∫
dλρ(λ)λ
− Λ∫
dλρ(λ)
]
. (39)
The formula can be easily generalized for an interaction
involving p fields;
δH ∝ gp
∑
i1,··· ,ip
Vi1,··· ,ip
2p∏
a=1
φia ≡ gpV[φ2p] , (40)
where the symbol Vi1,··· ,ip must be a product of Kro-
necker delta, identifying indices pairwise. Let us denote
as n(V) the number of Kronecker delta. Therefore, equa-
tion (38) have to be replaced by:
Ngp
1
Np−n(V)
V[φ2p] = Neff z2pΛ g¯p
1
Np−n(V)
V[φ2p] (41)
leading to:
d ln g¯p
d ln Λ
= ρ(Λ)
[
p∫
dλρ(λ)λ
− Λ∫
dλρ(λ)
]
. (42)
The canonical dimension that we discussed here corre-
sponds to the one discussed in [19]. However, for FRG
applications, we must have to find the scaling with re-
spect to the running scale k, not with respect to the fun-
damental cut-off Λ. Once again, the question is trivial
for standard quantum field theory, the dimension being
the same that we use Λ of k as referent scale. But here,
this is not trivial, because the definition of the canon-
ical dimension seems to introduce a Λ dependence for
some distribution ρ(λ). In contrast, the distribution r˙k
ensures that only a windows of momenta around pµ = k
contribute significantly to the integral in the right hand
side of (26). This is why it more natural to define the
canonical scaling with respect to the running scale, and
fix the dimensions with respect to this parameter, rather
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than with respect to Λ, which introduce a spurious ref-
erence to the microscopic physics. This difficulty may be
solved following the same way as we defined the canoni-
cal dimension for fields. Returning on the free scalar field
ϕ(x), for some regulator rk(p
2) in Fourier space, we must
have:∫
dxdy 〈ϕ(x)r˙k(x− y)ϕ(y)〉 ∼
∫ Λ dp
p2
r˙(p2) ∝ kd−2+[rk] .
Therefore it must be possible to use this relation to define
the dimension; as the rescaling of the fields such that the
right hand side scale as k[rk]. Moving on to our field
theory for φi, it is clear from definition of rk that [rk]
must be equal to 1. Then, one expect that there exist a
rescaling zk of the fields, such that:
d
dk
∑
i,j
〈(zkφi)(r˙kr−1k )ij(zkφj)〉 ≈ 0 , (43)
for sufficiently large k. The two very definitions, for zΛ
and zk seems to be different. However, a moment of re-
flection show that they have to coincide at least in the
deep UV4, for k and Λ very larges. In fact, it is easy
to cheek that for power-law distributions ρ(λ) ∝ λα, the
right hand sides of equations (38) and (42) becomes pure
numbers depending only on α; which is a general fea-
ture of homogeneous distributions ρ˜(ap) = aβ ρ˜(p). For
all cases, it is easy to cheek that the dimensions are the
same using the momentum cut-off Λ and the distribution
r˙k, for sufficiently large k. In the next sections, we will
compare the flow obtained from spectra with signal and
purely noisy signals. The Marchenko-Pastur (MP) dis-
tribution usually provides a well efficient description of
noisy signal; and it corresponds to the asymptotic spec-
trum of purely i.i.d random matrices Xai, with arbitrary
larges p and n, but p/n kept constant [56]-[57]. Explic-
itly, the eigenvalue distribution µ(x) is the following
µ(x) =
1
2piσ2
√
(a+ − x)(x− a−)
kx
, (44)
where :
• k = p/n is the fixed ratio between the size indices
of the random matrix Xai with i.i.d entries, with 0
means and variance σ <∞.
4 Note that the dimensions may be fixed from a purely RG point
of view, from the behavior of the RG flow in the vicinity of
the Gaussian fixed point. More precisely, requiring that the
first leading order perturbative corrections have the same scaling
as the corresponding couplings provides a notion of dimension,
which reduce to the previous one especially for power-law distri-
butions ρ(λ) ∝ λα; provided that α > −1. For instance, assum-
ing that λ0 has dimension 1 in Λ, we find that the first leading
order quantum correction to mass scales as Λα, and therefore re-
quires that the corresponding coupling scale as Λ1−α in order to
get a global scaling identical to the first term. Which is nothing
but that we get explicitly from equation (42). We will return on
this approach in the next section.
0.5 1.0 1.5 2.0 2.5 3.0
k2
0.05
0.10
0.15
0.20
0.25
0.30
ρ
FIG. 2: The MP momentum representation of the MP dis-
tribution in the deep UV. The dashed curve is for σ2 = 1.2,
the solid curve for σ2 = 1 and the dashed-dotted curve for
σ2 = 0.7.
• a± = σ2(1±
√
k)2.
Now, let us consider the behavior of the distribution for
large x, i.e. for x close to a+ (the maximal eigenvalue);
and expand it in power of t = x − b. At leading order,
we get straightforwardly in the UV regime 1/a−  1/λ:
ρ˜(p2) ≈ 1 +
√
k
2piσk
(p2)1/2
(p2 +m2)2
, (45)
where m2 := 1/a+. The corresponding distribution is
plotted on Figure (2). Note that the distribution (44) is
for the inverse of the kinetic kernel K = C−1; in contrast
with the law (45), as the notations suggest. The relation
between µ and ρ could be easily deduced from the fact the
number of eigenvalues is the same for K and C, leading
to:
ρ(x) = µ(x−1)
1
x2
. (46)
IV. SOLVING RG USING LOCAL POTENTIAL
APPROXIMATION
Solving the exact nonperturbative RG flow equation
(26) is a difficult task, even in very special cases. There-
fore, extracting some information about this equation re-
quires approximations. The difficulty to solve the exact
RG equation (26) may be pointed out as follow. Taking
the second derivative of (26) with respect to the classi-
cal field mµ; ∂
2/∂mµ∂mµ′ , we get an equation for Γ˙
(2)
k .
Assuming that odd functions Γ
(2n+1)
k vanish identically,
we get that the right hand side involve Γ
(4)
k and the ef-
fective propagator Gk := (Γ
(2)
k + rk)
−1. Deriving once
again two times concerning the classical field, we get an
equation for Γ˙
(4)
k , involving Gk, Γ
(4)
k and Γ
(6)
k , and so on.
Taking successive derivatives, we then generate an infi-
nite tower of coupled equations. All the approximation
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schemes used to solve the RG equations have to aim to
close this hierarchy. In this paper we focus on the crude
truncation approximation, imposing:
Γ
(2n)
k ≈ 0 , (47)
until a certain n. The restriction to even functions, i.e.
Γ
(2n+1)
k = 0 reflect the φ→ −φ symmetry of the original
microscopic action, and corresponds to expands the trun-
cated action Γk around vanishing classical field mµ = 0,
∀µ. We call symmetric phase the portion of the phase
space parametrized like that; and in this introductory
paper, we only focus on this approximation. Focusing on
this approximation, we consider the following truncation
around n = 3:
Γk[M ] =
1
2
∑
p
m(−p)(p2 + u2(k))m(p)
+
∑
{pi}
(
g(k)
4!N
δ0,
∑
i pi
) 4∏
j=1
m(pj) . (48)
Such a truncation define a parametrization of the theory
space, i.e. the space of allowed actions, and is called local
potential approximation (LPA) [42]-[46]; the momentum
dependence on the effective vertex being completely dis-
carded. One expects that such an approximation work
well for this kind of theories [42]. The dependence on
k for the coupling constant g(k) and for effective mass
u2(k) reflect the integration of UV degrees of freedom
when k varies on equation (26). Starting calculations
still requires two ingredients: the momentum distribu-
tion and the regulator function rk. For the last one, we
choose the standard Litim regulator [39]-[40], allowing to
do analytic computations:
rk(p
2) = (k2 − p2)θ(k2 − p2) , (49)
the θ(x) being the Heaviside step function, equal to 1 for
x ≥ 1 and to 0 otherwise. Note that physical solutions of
the exact RG flow equation (26), in principle, do not de-
pend on rk. However, the approximation used to solve it
generally introduce a dependence on the regulator, which
have to be investigated. The regulator (49) has been in-
vestigated to be optimal for such dependence for some
models, see [41], which is another practical advantage to
do this choice. The remaining ingredient is the momen-
tum distribution. In principle, this distribution has to
come from a data set and has not analytic form as for
the MP law. To keep contact with the reference paper
[19]; we will firstly consider the example of a power lay
distribution ρ˜(p2) ∝ p2α. Such an approximation cannot
be considered better than a caricature. For instance, for
p 1, the MP law (45) is such that ρ˜(p2) ∝ (p2)1/2; but
remains true only in the deep IR sector. Then, it may be
instructive to investigate the behavior of the RG flow in
this region, without taking too seriously the conclusions.
Moreover, not that such a power-law behavior is exactly
the case of ordinary quantum field theory, the relation
between space-dimension D and α being α = D/2 − 1.
Therefore, our investigations are nothing but investigat-
ing the RG behavior of a scalar field theory varying space
dimension. For this reason, we will skip many details in
this section. The main difficulty with this approach is
that realistic spectra do not behave like a power low,
even in the vicinity of the origin, in a very short range
of momenta. For this reason, in the next section, we in-
troduce a novel formalism allowing to deal with general
spectra. Finally, in the last section, we compare our con-
clusions arising from RG arguments with artificial data
sets.
A. Power law distribution
The flow equations for g˙, and u˙2 can be deduced by pro-
jection of the exact flow equation (26) along the reduced
portion of the full phase space parametrized by the trun-
cation (48). To implement this, let us consider the deriva-
tive of (26) with respect to m(p) and m(p′). Because
Γ
(3)
k = 0; we get:
Γ˙
(2)
k,µ1µ2
= −1
2
∑
µ
r˙k(p
2
µ)Gk,µµ′Γ
(4)
k,µ′µ′′µ1µ2Gk,µ′′µ . (50)
Setting µ1 = µ2, from the truncation (48), it follows that:
Γ˙
(2)
k,µ1µ1
= u˙2 . (51)
Moreover, the derivative of rk(pµ) can be easily com-
puted: r˙k(p
2) = 2k2θ(k2−p2). Finally, in the symmetric
phase, Γ
(2)
k must be easily computed:
Γ
(2)
k,µ1µ2
= δpµ1 ,−pµ2
(
p2µ1 + u2(k)
)
, (52)
and (50) reduces to:
u˙2 = −1
2
2k2
(k2 + u2)2
∑
µ
θ(k2−p2µ)Γ(4)k,µµµ1µ1
∣∣∣∣
pµ1=0
. (53)
The last sum involves sums over different permutations
of external momenta, arising from derivations. However,
for large k, all these terms do not provide a significant
contribution. Let us consider the contribution arising
from the coupling g, we have:
g
4!N
∑
pi
δ0,ppi(1)+ppi(2)+ppi(3)+ppi(4) , (54)
the sum running over the set of permutation of the four
external momenta. Because all the momenta play the
same role, all the permutations contribute to the right
hand side of the equation (53), the typical contribution
writing as:
1
N
∑
µ
θ(k2 − p2µ)
g
4!
δ0,p1+p2 ∼ k2α+2 . (55)
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Therefore, keeping into account the scaling of the
coupling constant, we get a global k dependence as
k2α+2k2k−4k2−2α = k2, which is nothing but what
we expect for the proper scaling of u2. Note that, as
explained in the footnote 4 at the end of section III, the
scaling may be deduced directly from these equations.
Indeed, assuming that g scales as kd1 , we get that
contributions as (55) scales as kd1−2+2(α+1). Moreover,
the scaling of u2 which is essentially the lower eigenvalue
of the spectrum of the kinetic kernel – must scale as Λ,
and therefore as5 k2. Then, we must have d1 = 2(1−α).
We are now in position to derive the flow equations. It
is not hard to count the number of contractions in (53)
leading to a contribution scaling like (55). Let us count
the number of ways to build the effective loop. There are
4 different ways to chose the first contracted momentum,
3 to choose the second one, and finally 2 remaining per-
mutations for the external edges. This leads to a global
factor 4!; and then:
u˙2 = − g
1 + α
k4+2α
(k2 + u2)2
. (56)
This equation involves couplings having dimensions. To
obtain an autonomous equation without explicit depen-
dence on k, we introduce the dimensionless parameters:
u2 =: k
2u¯2 , g =: k
2(1−α)g¯ , (57)
leading to (β2 := ˙¯u2):
β2 = −2u¯2 − g¯
1 + α
1
(1 + u¯2)2
. (58)
To find the equation for g˙, we proceed exactly on the
same way. We take the fourth derivative of the flow
equation (26), applying ∂4/∂mµ1∂mµ2∂mµ3∂mµ4 , and
setting all the external momenta to be equals,
Γ˙
(4)
k,µ1µ1µ1µ1
= 3
∑
µ,µ′,µ′′,µ′′′,µ′′′′
r˙k(µ)Gµµ′Γ
(4)
k,µ′µ′′µ1µ1
×Gµ′′µ′′′Γ(4)k,µ′′′µ′′′′µ1µ1Gµ′′′′µ .
From the truncation, it follow that:
Γ˙
(4)
k,0,0,0,0 = g˙ . (59)
Moreover, repeating the same analysis as for the flow of
u2, it is easy to check that there are (4!)
2 different ways
to build the effective loop, therefore:
g˙ =
1
2
(4!)2
1 + α
( g
4!
)2 6k4+2α
(k2 + u2)3
, (60)
5 All the eigenvalues must have to be homogeneous to the upper
eigenvalue, ensuring that under a global dilatation the shape of
the spectrum remains unchanged.
then, in terms of the dimensionless couplings (βg := ˙¯g):
βg = −2(1− α)g¯ + 3
1 + α
g¯2
(1 + u¯2)3
. (61)
The flow equations (58) and (61) exhibit fixed points,
which can be easily found solving the system β2 = β4 =
0. In addition to the Gaussian fixed point, with g¯ = u¯2 =
0, we get the non-Gaussian fixed point:
p = (u¯∗2, g¯
∗) =
(
−1− 3
α− 4 , 18
α2 − 1
(α− 4)3
)
, (62)
To learn more about this fixed point, we compute the
eigenvalues of the stability matrix β′:
β′ :=
(
∂u¯2β2 ∂u¯2β4
∂g¯β2 ∂g¯β4
)
, (63)
with eigenvalues θ1(α) and θ2(α). Eigenvalues are plot-
ted on the Figure 3 below6. In the vicinity of the value
α = 1, the picture is quite familiar of what happens in
standard field theory near the critical dimension. For
α < 1, a fixed point reminiscent of the standard Wilson-
Fisher (WF) fixed point appears; with one attractive and
one repulsive direction7. Under the critical line, given
as the integral curve of the the relevant directions, the
flow is essentially governed by the canonical dimension,
and reach the Gaussian fixed point. Above the critical
line however, the flow is repelled from the non Gaussian
fixed point, toward non-prturbative regimes. As famil-
iar for critical theory, we show that the critical behavior
in completely determined bu the WF fixed point. The
main difference with the ordinary scenario is that we fo-
cus on the trajectories toward UV scales rather than IR
scales. For α > 1 however, the behavior of the RG flow
is governed by the Gaussian fixed point, which become
unstable. The behavior of the RG flow is summarized on
Figures 4 and 5 below.
The existence of fixed point and of a critical dimen-
sion was the main motivation in [19] to use the RG to
build the frontier between noise and information. Their
investigation method was to study the behavior of the
normalized 4-point function 〈φ4i 〉/〈φ2i 〉2 by gradually in-
tegrating out degrees of freedom. They observed that the
behavior of the normalized 4-point function is drastically
modified when some percents of the higher eigenvalues of
their spectra are suppressed. Suppressing more than ten
per cent, the effective 4 point function reach the Gaus-
sian fixed point, when it is repelled from it with the full
6 Technically these eigenvalues are the opposite of the so-called
critical exponents.
7 We recall the standard vocabulary in physics: In the vicinity of
a fixed point, a direction is relevant (toward the UV scales) if the
eigenvalue is positive, irrelevant if it is negative, and marginal if
it is zero. Moreover, for the Gaussian fixed point, the eigenvalues
are nothing but the canonical dimensions.
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FIG. 3: Numerical plot of the eigenvalues θ1(α) and θ2(α)
(upstairs), and of the effective mass and coupling at the fixed
point (downstairs). For α > −1, we show that the first
eigenvalue (pictured by the solid line) is negative everywhere,
whereas the second eigenvalue is negative only for α > 1. In
the same time, the effective mass (pictured by the solid line)
is negative in the interval [−1, 1] and positive α > 1. The
sign of the coupling is exactly the opposite on each interval.
For α < −1 finally, the two couplings are negative, and the
eigenvalues exchange their roles.
spectrum. Such a behavior is in qualitative agreement
with our original assumptions that separation between
noise and information have to reflect the instability of
the Gaussian measure. In section V we will consider this
RG behavior as criteria to recover some part of a signal
merged into a noise. Rather than reals data sets, we will
consider artificial sets, for which the size of the signal is
known, and allowing to compare it with the estimated
signal from RG arguments. However, even to do this,
we will introduce in the next section a formalism keeping
into account all the spectra rather than a short momenta
approximation.
B. Flow equations without power law
approximation
As a first observation, the flow equations involve loop
integrals of type:
L :=
∫ k
0
ρ(p2)pdp , (64)
which, for large k, and ρ˜(p2) ∝ (p2)α behaves like k2α+2,
as computed in the previous section. Therefore:
lnL = (2α+ 2) ln(k) + C , (65)
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FIG. 4: From left to right, numerical RG flow for α = −0.7
and α = 0.5. In both cases the red and green points cor-
respond respectively to Gaussian and non-Gaussian fixed
points, and the arrows are oriented toward UV scales (from
small to big k). In both cases, we show that the RG flow is
attractive in the vicinity of the Gaussian fixed point.
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FIG. 5: From left to right, numerical RG flow for α = 0.8 and
α = 1.5. Once again, the red and green points are respectively
the Gaussian and non-Gaussian fixed points. For α = 0.8,
the picture is reminiscent to the previous situation, the only
difference is the position of the Gaussian fixed point which
gets closer to the Gaussian fixed point. For α = 1.5 however,
the picture is quite different, the Gaussian fixed point being
completely repulsive toward nonperturbative regions.
For C being a numerical constant depending on α, and
ln(k) = t, the scale parameter along the RG flow called
abusively time. Therefore, for a power law distribution,
τ := lnL and t are related by an affine transforma-
tion; dτ and dt being proportional. The two times are,
with this respect, essentially physically equivalents. Ob-
viously, such a relation break down for arbitrary distri-
butions. However, flow equations simplify using τ rather
than t. Let us consider the flow of u2:
u˙2 = − 2gk
2
(k2 + u2)2
∫ k
0
ρ˜(p2)pdp . (66)
Computing the derivative:
dτ
dt
= k2ρ(k2)
1∫ k
0
ρ˜(p2)pdp
, (67)
we get:
u˙2 = − g
(1 + u¯2)2
ρ˜(k2)
dt
dτ
, (68)
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where we used the fact that dt/dτ = (dτ/dt)−1. Multi-
plying term by term with dt/dτ , we then get:
du¯2
dτ
= −2 dt
dτ
u¯2 − g
(1 + u¯2)2
ρ˜(k2)
k2
(
dt
dτ
)2
. (69)
Therefore, defining the dimensionless coupling g¯ as:
g
ρ˜(k2)
k2
(
dt
dτ
)2
=: g¯ , (70)
we obtain finally:
du¯2
dτ
= −2 dt
dτ
u¯2 − g¯
(1 + u¯2)2
. (71)
In the same way, for the coupling, we get:
dg
dτ
=
6g2
(1 + u¯2)3
ρ˜(k2)
k2
(
dt
dτ
)2
. (72)
We have to write the equation for the dimensionless cou-
pling g¯, therefore, we need to compute the derivative of
the dimensionless coupling given by (70):
g¯′ = g′
ρ(k2)
k2
(
dt
dτ
)2
+ 2g¯
(
t′′
t′
+ t′
(
1
2
d ln ρ˜
dt
− 1
))
.
(73)
Therefore:
dg¯
dτ
= 2g¯
(
t′′
t′
+ t′
(
1
2
d ln ρ˜
dt
− 1
))
+
6g¯2
(1 + u¯2)3
, (74)
where:
X ′ :=
dX
dτ
. (75)
The role played bu the canonical dimension is now played
by a more complicated function, defining scale by scale:
− dim(g) := 2
(
t′′
t′
+ t′
(
1
2
d ln ρ˜
dt
− 1
))
, (76)
which is pictured on Figure 6 for the MP distribution.
The dimension is positive everywhere, meaning, as ex-
pected that the Gaussian fixed point will be stable plac-
ing the cut-off at arbitrary scale. This scale invariance
may be viewed as another characterization of noise; and
the MP law provide the common analytic representation
of noisy signals. The question is now, what happens
when the MP law is disturbed by a macroscopic signal?
One expect that, for a sufficiently big signal, the canoni-
cal dimension will become negative from a certain scale,
breaking the scale invariance. As we will see in the next
section, this is precisely what happens.
V. NUMERICAL INVESTIGATION
In this section, as announced, we investigate data sets
from an RG point of view. We focus on artificial sets,
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k2
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{ρ, -dim g}
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1
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{μ, -dim g}
FIG. 6: Upstairs: Canonical dimension (solid line) versus the
inverse MP distribution (the dashed line). Downstairs: The
canonical distribution (solid line) versus the MP distrubution
(dashed line).
FIG. 7: Red Histogram: data set with i.i.d random entries
for p = 1000, N = 2000. Blue histogram: perturbation of the
random distribution with a matrix of rank k = 50 (defining
the size of the signal) and ratio x = 300.
build as a constant matrix disturbed by a random signal,
playing the role of the noise. Figure 7 provide a typical
spectrum, for purely random entries (the red histogram)
and when a non random signal is added (the blue his-
togram). In this simple case, the standard PCA could be
applied, the largest eigenvalues being far from the bulk,
which tends toward the MP distribution for large p and
N . The distinction between signal and noise is therefore
clear for this example. This is however not the case for
the spectrum given on Figure 8 below. On this Figure
there is no clear separation between what is information
and what is noise, the interesting part of the signal being
merged onto the noise. Figure 9 provides the canonical
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FIG. 8: Eigenvalue distribution for p = 1500, N = 2000;
and the eigenvalues of the matrix playing the role of the sig-
nal distributed with different weights. For this case, there
is no clean separation between noisy and relevant degrees of
freedom. The green curve corresponds to a numerical inter-
polation of the discrete distribution.
dimension with and without signal. For the case without
signal, we recover the same curve as for the MP law, see
Figure 6, up to some irrelevant irregularities due to the
numerical interpolation. Indeed, the computation of the
canonical dimension requires first and second derivative,
which are very sensitive to the sharp variations of the in-
terpolation. Adding the signal, we show that the canon-
ical dimension is changed, and increase significantly in
the region of large eigenvalues, to become positive from
a certain scale. The interpretation of the phenomena is
clear from the analysis of section IV A. For very small
eigenvalues, the canonical dimension is essentially unaf-
fected by the signal, and the curve is the same as the one
without signal. Moving toward the large eigenvalue re-
gion however, the deformation increase and the canonical
dimension becomes larger, meaning, in the point of view
of the RG that system reaches the critical region. Fi-
nally, the canonical dimension becomes positive, and the
Gaussian fixed point becomes unstable. Interestingly, the
canonical dimension becomes positive around 2.2, well
before the theoretical end of the MP distribution. At
this stage, the signal prevails over the noise. However,
the competition between them starts before this point.
From the point where the signal goes out, the estimated
size for the signal is 52, which have to be compared to
the number 65 of eigenvalues for the input signal. Then,
in this example, the method allows to recover 80 percents
of the original signal.
VI. CONCLUSION AND PERSPECTIVES
In this paper, we continue the idea developed in [19] of
a connection between RG and PCA. The fact that both
PCA and RG search for simplifying systems involving a
large degree of freedom was an indication that RG tech-
nique could be applied in the PCA context when stan-
dard methods break down. This is especially the case for
FIG. 9: The canonical dimension version the eigenvalue dis-
tribution. Without signal (upstairs) and with signal (down-
stairs).
continuous spectra, where RG is expected able to clarify
the separation between data and noise. The separation,
in the RG language, plays the role of a cut-off over de-
grees of freedom and varying it, we expect that noisy and
relevant degrees of freedom distinguish from their influ-
ence on the RG behavior.
In this paper, we introduced a nonperturbative frame-
work, and discuss arbitrary spectra from a criterion in-
volving a generalization of the so-called canonical dimen-
sion. This canonical dimension is positive for MP distri-
bution, but as we have seen considering artificial data
sets, it may be strongly influenced and can become pos-
itive when a signal is added to the noise. These results
added to the ones of [19]-[21] show that RG may be fruit-
fully used as a promising tool in the PCA context for
challenging problems.
Surely, some questions remain open and have to be clar-
ified in the future. First of all, the criteria providing by
the dimension requires to compute the first and second
derivative, which are not easy to estimate from discrete
spectra. In the analysis of section V, we used numeri-
cal tools to improve the analyticity of the interpolation
curve, discarding the most singular points. Finer nu-
merical technique has to be used to improve this point.
Secondly, our approximations are limited to the simpler
truncation, and deeper investigations of the theory space
could provide finer arguments to clarify the cut-off be-
tween noisy and relevant degrees of freedom. For in-
stance, one can imagine that higher truncations could
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reveal finer details over data, breaking scale invariance at
higher scales. Another aspect concern the role of phase
transitions, where a very large number of microscopic de-
grees of freedom behave collectively to generate macro-
scopic effects. This is a common feature in physical sys-
tems involving many degrees of freedom, and our analysis
seems to indicate that approaching the separation point
between information and noise the behavior of the RG
flow is very reminiscent of a system near criticality. One
may expect that such an effective description allows im-
proving the criteria, reasoning over the efficient dimen-
sions near the non Gaussian fixed point rather than the
canonical dimensions, only valid in the Gaussian region.
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