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Abstract: Developing diagnostic scores for prediction of clinical outcomes uses medical 
knowledge regarding which variables are most important and empirical/statistical learning 
to ﬁ  nd the functional form of these covariates that provides the most accurate prediction (eg, 
highest speciﬁ  city and sensitivity). Given the variables chosen by the clinician as most relevant 
or available due to limited resources, the job is a purely statistical one: which model, among 
competitors, provides the most accurate prediction of clinical outcomes, where accuracy is rela-
tive to some loss function. An optimal algorithm for choosing a model follows: (1) provides a 
ﬂ  exible, sequence of models, which can “twist and bend” to ﬁ  t the data and (2) use of a validation 
procedure that optimally balances bias/variance by choosing models of the right size (complex-
ity). We propose a solution to creating diagnostic scores that, given the available variables, 
will appropriately trade-off model complexity with variability of estimation; the algorithm uses 
a combination of machine learning, logistic regression (POLYCLASS) and cross-validation. 
For example, we apply the procedure to data collected from stroke victims in a rural clinic in 
India, where the outcome of interest is death within 30 days. A quick and accurate diagnosis 
of stroke is important for immediate resuscitation. Equally important is giving patients and 
their families an indication of the prognosis. Accurate predictions of clinical outcomes made 
soon after the onset of stroke can also help choose appropriate supporting treatment decisions. 
Severity scores have been created in developed nations (for instance, Guy’s Prognostic Score, 
Canadian Neurological Score, and the National Institute of Health Stroke Scale). However, we 
propose a method for developing scores appropriate to local settings in possibly very different 
medical circumstances. Speciﬁ  cally, we used a freely available and easy to use exploratory 
regression technique (POLYCLASS) to predict 30-day mortality following stroke in a rural 
Indian population and compared the accuracy of the technique with these existing stroke scales, 
resulting in more accurate prediction than the existing scores (POLYCLASS sensitivity and 
speciﬁ  city of 90% and 76%, respectively). This method can easily be extrapolated to different 
clinical settings and for different disease outcomes. In addition, the software and algorithms 
used are open-source (free) and we provide the code in the appendix.
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Introduction
The general problem of creating diagnostic scores for prediction of clinical outcomes 
can be divided into two parts: (1) choosing the most medically relevant set of variables 
regarding the outcome of interest (clinical expertise) and (2) combining these variables 
in a functional form (model) that provides the most accurate future prediction of the 
outcome (statistical expertise). This paper proposes a general solution to (2), which Therapeutics and Clinical Risk Management 2007:3(3) 476
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can be applied to any setting and any outcome. For general 
purposes of illustrating the power of the method, we use 
prediction of 30-day mortality following stroke in a rural 
Indian population as an example.
Strokes account for 5.54 million deaths worldwide 
(WHO 2004), being the second commonest cause of mor-
tality. Recent data suggest that two-thirds of these deaths 
occur in less developed countries (WHO 1989). Risk factors 
for poor outcome following stroke include age, severity of 
stroke, impaired consciousness on admission (measured by 
Glasgow Coma Scale [GCS]; Teasdale and Jennett 1974), 
atrial ﬁ  brillation, previous stroke, hyperglycemia (Weir 
et al 1997), fever (Reith et al 1996; Kammersgaard et al 
2002), and urine incontinence (Barer 1989). GCS score, 
developed to predict outcomes after head injury, has also 
been used to predict mortality in stroke. The scale is simple 
and can be used both for management as well as prognosis 
(Weir et al 2003). 
A quick and accurate diagnosis of stroke is important 
for immediate resuscitation. Equally important is giving 
patients or their families an indication of the prognosis. 
Accurate predictions of outcome made soon after the onset 
of  stroke can also help choose appropriate supporting treat-
ment decisions. To be clinically meaningful, a model used 
to predict outcome following stroke needs to be simple, 
accurate, and reliable, and been validated in diverse clini-
cal settings. Because the proﬁ  le of stroke in the developed 
and developing world is different, it is important to have 
a model which predicts mortality accurately in developing 
countries (Wang et al 2001). In this paper, we present a 
black-box statistical method for stroke prediction in a rural 
hospital in Sevagram, India. 
Black-box means there is a ﬁ  xed algorithm applied to 
data where the data is fed and both the diagnostic score 
function and its estimated precision are returned. In this 
case, the outcome is binary (yes/no) so we use a previ-
ously published logistic regression model selection tool, 
POLYCLASS, which searches through a sequence of 
models to ﬁ  nd the best among that sequence. POLYCLASS 
(Kooperberg et al 1997) is an exploratory, data-adaptive 
regression technique that can be used to predict categorical 
(including binary) outcomes. This technique has been used 
recently to predict treatment failure in malaria (Dorsey et al 
2004). By using a forward addition and backward deletion 
approach, it searches through a series of models deﬁ  ned by 
main effects, splines, and cross-products to create a logistic 
regression model. The procedure uses cross-validation to 
choose the complexity (number of basis functions for the 
model), implicitly balancing the variance versus bias of 
the classiﬁ  cation error. We used this technique to predict 
30-day mortality following stroke in a rural Indian popula-
tion and compared the accuracy of the technique with three 
stroke scales (Guy’s prognostic score [GHS], Canadian 
Neurological Score [CNS], and the National Institute of 
Health Stroke Scale [NIHSS]). 
Data
Setting and study design
The Mahatma Gandhi Institute of Medical Sciences 
(MGIMS), Sevagram, India is a 648-bed teaching 
institution. The institution is a rural center with 300,000 
patient visits per year, and about 5500 patient admissions 
to medicine wards per year. Residents, supervised by the 
internal medicine faculty, evaluate all stroke patients. We 
prospectively recruited consecutive patients with suspected 
stroke admitted to the MGIMS hospital between December 
1999 and March 2001. Stroke was deﬁ  ned according to 
the World Health Organization (WHO) deﬁ  nition as the 
clinical syndrome of rapid onset of focal (or global, as in 
subarachnoid hemorrhage) cerebral deﬁ  cit, lasting more 
than 24 hours or leading to death, with no apparent cause 
other than a vascular one (WHO 1989). We excluded 
patients presenting 24 hours after the onset of stroke, those 
who have had a past stroke, those whose complete data were 
not available, those whose residence precluded follow-
up, and those who either died before complete data could 
be collected or had an alternate diagnosis on computed 
tomography (CT) brain scan. 
Deﬁ  nitions and baseline measures
We prospectively collected the following data at the time of 
admission: age at the time of stroke, sex, axillary temperature, 
GCS, systolic blood pressure (SBP), diastolic blood pressure 
(DBP), pattern of breathing (rate and rhythm were measured 
and rate between 10 to 14, and absence of abnormal pattern 
was classiﬁ  ed as normal), admission blood sugar level, and 
urine incontinence. All variables except GCS, temperature, 
SBP, and DBP were dichotomized. The pattern of breathing 
was categorized as normal or abnormal. Hyperglycemia was 
deﬁ  ned as admission blood sugar of   >180 mg/dL. Urine 
incontinence was deﬁ  ned as any episode of incontinence 
during the ﬁ  rst 48 hours after stroke—patients with a urinary 
catheter or penile sheath were classiﬁ  ed as incontinent. The 
presence of following comorbid conditions was assessed: 
history of hypertension, diabetes, rheumatic heart disease, 
atrial ﬁ  brillation, and coronary artery disease. Therapeutics and Clinical Risk Management 2007:3(3) 477
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Computation of stroke scores
We assessed the extent of neurologic deﬁ  cit by using the 
GCS (Teasdale and Jennett 1974) and three stroke scales 
(NIHSS, GHS, and CNS). Two investigators (VS and PB) 
prospectively collected the clinical data required for the 
three standard stroke scores. The assessment was done 
within 24 hours after the event. The NIHSS has scores 
ranging from 0 to 42 (0 indicates no neurologic deﬁ  cit and 
42 indicates coma and quadriplegia). A score greater than 
25 indicates very severe impairment, between 15 and 25 
severe impairment, between 5 and 15 mild to moderately 
severe impairment, and less than 5 mild impairment. The 
CNS evaluates six clinical signs: a score of <4.5 will iden-
tify patients with poor outcome. The GHS uses 10 variables 
and categorizes patients on admission into groups with a 
good, intermediate, or poor chance of recovery: a score 
of –2.5 implies an even chance of recovery, and scores of 
–15 and +10 suggest a 95% likelihood of poor and good 
outcome, respectively.
Outcome assessment
The primary outcome was 30-day mortality categorized as 
alive or dead. We assessed the outcome during the 30-day 
follow-up visits of the patients to the hospital; we visited 
within a week after day 30 those who could not come to 
the hospital.
Method
To evaluate the risk factors associated with 30-day mortality, 
we used POLYCLASS regression analysis. This data-
adaptive logistic regression technique combines stepwise 
(hierarchical) addition and deletion of variables and ﬁ  nds 
a linear combination of variables that provides a better pre-
dictor of outcome event (Appendix A). The ﬁ  nal result is a 
logistic regression model where the relevant information for 
creating a prediction model is (1) the basis functions chosen 
(eg, main effects, interactions, etc) and (2) the associated 
coefﬁ  cients. Given the resulting model, a set of predictors 
for a new subject can be converted to a single score based 
on this model, corresponding to the estimated probability 
of mortality. 
To compare the predictive accuracy of the final 
POLYCLASS model with that of three stroke scoring scales 
(NIHSS, GHS, and CNS), we plotted receiver operating 
characteristic (ROC) curves. We deﬁ  ned sensitivity and 
speciﬁ  city for the cut point on a stroke scoring system, as 
the respective proportion of survivors and deaths that were 
correctly predicted. We deﬁ  ned the positive predictive value 
as the proportion of patients predicted to die who actually 
died and negative predictive value as proportion of patients 
who were predicted to survive and actually survived. The 
area under the curve and its standard error was calculated to 
measure the prognostic information provided by each of the 
scores (DeLong et al 1988).
We assessed the accuracy of the ﬁ  nal POLYCLASS 
model by using V-fold cross-validation method (van der Laan 
and Dudoit 2003) (Appendix B). The performance measures 
of interest were the sensitivity and speciﬁ  city as applied to 
the validation sets for each of the candidate scores (NIHSS, 
GHS, CNS, and POLYCLASS).   
Cross-validation is a technique that has been used to 
determine the best ﬁ  t model given a particular dataset. This 
method is used to select among various models, otherwise 
known as estimators, in the statistical framework. van der 
Laan and Dudoit (2003) proposed a uniﬁ  ed cross-validation 
methodology for the selection among estimators. These 
authors propose a speciﬁ  c framework known as the estima-
tion road map. The road map will be discussed below. 
Estimation road map
Initially, the observed data will be deﬁ  ned as O = (Y, X), 
where Y corresponds to the outcome variable and X = X1,..., 
Xp are the covariates of interest. The initial step of this road 
map involves deﬁ  ning the parameter of interest in terms of 
a loss function, which measures the performance of the para-
meter. In the case of regression, the parameter of interest can 
be deﬁ  ned as ψ(X) = E(Y | X), and corresponds to a regres-
sion model. The loss function in a regression model could 
be deﬁ  ned as the squared error loss function L(Y, X, ψ) = 
(Y − ψ(X ))2.
The second step of the methodology constructs candidate 
estimators based on the deﬁ  ned loss function. Therefore, a 
set of candidate estimators are constructed for a parameter 
of interest. Black box algorithms, such as POLYCLASS 
(Kooperburg et al 1997), MARS (Friedman 1991), or the 
D/S/A algorithm (Sinisi and van der Laan 2004) are examples 
of data adaptive methods which can be implemented to 
determine a candidate estimator. 
The third step of the road map involves cross-validation 
estimator selection. This method will use the cross-
validation methodology to assess the performance of each 
estimator based on a loss function of the observed data. 
This is performed by initially deﬁ  ning the training and 
validation sets of the observed data. In the case of 5-fold 
cross-validation, the sample will be broken into ﬁ  fths. The 
training set will consist of 4/5 of the data and the validation Therapeutics and Clinical Risk Management 2007:3(3) 478
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set will correspond to 1/5 of the data. Over all combina-
tions, there exist 5 validation sets and 5 corresponding 
training sets. A model will be built on the training set (4/5 
of the data), and this model will subsequently be applied 
on the corresponding validation set and the respective loss 
function will be evaluated on this latter set. The method 
will be repeated over the ﬁ  ve combinations of training and 
validation sets and the ﬁ  nal cross-validated loss function 
will be the average of these 5 individual loss functions. 
The estimator with the smallest cross-validated risk will 
be chosen as the optimal model. 
Optimality properties
van der Laan and Dudoit (2003) have also proven asymptotic 
optimality of the cross-validated selector under general 
conditions. This optimality principle states that this cross-
validated selector asymptotically performs as well as the 
estimator that would have been chosen if the true data 
generating distribution was known (the so-called oracle 
estimator). This methodology is easily adapted to a variety 
of applied situations, eg, varying models, and can be easily 
adapted to machine learning algorithms to determine the 
optimal model. 
We used two steps to find a specific cut-off to predict 
scores. First, we constructed the score. This was done for 
the NIHSS, GHS, CNS scores and the predicted probabili-
ties of mortality from resulting logistic regression model 
were used for the POLYCLASS alternative. Second, 
we chose a cutpoint that will allow us to discriminate 
between survival and death for our future patients. To 
compare the scores, we decided that the cut-off value 
chosen from each score type would be one for which the 
smallest value resulted in at least 90% estimated sensitiv-
ity on the training data set. This cut-off value was then 
applied to the remaining validation fifth of the data and 
the number in each cell of a 2 × 2 table corresponding to 
the predicted (the rows) and the observed (the columns) 
mortality of subjects in the validation set were recorded. 
This was repeated for all possible 5 configurations of 
training and validation sets and each time the 2 × 2 table 
for each score was updated by adding to the appropriate 
cells (Appendix B regarding the construction of a train-
ing and validation set). We then calculated the sensitivity 
and specificity of the competing scores in these summary 
tables. The statistical analyses were performed using 
R 2.01 (R Foundation for Statistical Computing, Vienna, 
Austria). The detailed code of the implementation for this 
specific data is included in Appendix B.
Results
Baseline characteristics and stroke 
outcome
Between December 1999 and January 2001, a total of 206 
stroke patients were admitted to the hospital, of them 31 were 
excluded from the study (11 had a previous stroke, 9 died 
before complete data could be collected, 4 had an alternate 
diagnosis on CT brain scan, 7 could not be followed up). The 
remaining 175 patients meeting the study criteria consisted 
of 67 women and ranged in age from 18 and 90 years of age 
(mean [SD] age 59.3 [13.4] years). Most patients (81%) were 
from rural areas. All except 16 were followed up at home. 
CT scan conﬁ  rmation was obtained for 52% of them. The 
CT scan showed intracerebral hemorrhage in 58 patients 
(33.1%; 95% CI: 26.2, 40.6) and infarction in 117 (66.8%; 
95% CI: 59.3, 73.7). There was no signiﬁ  cant age difference 
between those patients who underwent a scan and those who 
did not. Also, the mean GCS scores did not differ much 
between those who underwent a CT scan and those who did 
not (11.8 vs 11.6, respectively). 
The ﬁ  nal model chosen by POLYCLASS included four 
predictors (GCS score, temperature, abnormal respiration, 
and incontinence) and one interaction term. The GCS score 
and the temperature were continuous variables; we created 
dummy variables (yes = 1, no = 0) for abnormal respiration 
and incontinence, and a multiplicative interaction term: 
incontinence * temperature. The model had the following 
form: 
  logit (P (Stroke|Predictors)) 
=   – 4781.08 – 0.312(gcs) + 126.56(temperature) 
+ 22.34(abnormal respiration) 
+ 4748.094(incontinence) 
– 125.62(incontinence) × (temperature)
Table 1 shows the area under the curve (AUC) for the three 
scores and the POLYCLASS technique. The POLYCLASS 
model had the largest empirical AUC (0.93) as compared 
with the other 3 scoring techniques. Because AUC for POLY-
CLASS does not take into account that the data were used to 
ﬁ  t the model, we also compared the predictive accuracy of 
the models using the cross-validation method. Table 2 com-
pares the sensitivity and speciﬁ  city of the scores with that of 
POLYCLASS technique. All scores had similar sensitivity 
(around 90%), but compared with the speciﬁ  city of the three 
stroke scale scores that ranged between 43.6% and 64.6%, 
POLYCLASS technique was more speciﬁ  c (75.8%).Therapeutics and Clinical Risk Management 2007:3(3) 479
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Discussion
The ﬁ  nal model chosen by the POLYCLASS technique sug-
gests that GCS, admission temperature, abnormal breathing 
pattern, and urine incontinence are key predictors of 30-
day stroke mortality among patients in this data. Previous 
statistical models that predicted 30-day mortality for stroke 
patients have been developed in the Western world, but these 
measures may not be appropriate in the developing countries. 
Patients in developing the countries tend to be younger, often 
report late to the hospital and may have signiﬁ  cant co-morbid 
diseases. Also, patients reporting to the hospital in central 
India are more likely to have haemorrhagic stroke compared 
to the western patients (Badam et al 2003). Therefore the 
scoring techniques developed in Western countries may 
not always accurately predict short term mortality in stroke 
patients from developing countries, such as India. We have 
proposed an existing powerful and ﬂ  exible regression tech-
nique, POLYCLASS, which predicts stroke by including both 
nonlinear dose-response terms (splines) and multiplicative 
interactions. In addition, the procedure uses cross-validation 
to choose the optimal predictive model. 
As further validation of the technique, beyond its rela-
tive accuracy at prediction, is that the risk factors chosen by 
POLYCLASS have been noted before as predictors of death. 
For instance, fever has been previous associated with higher 
stroke mortality; among 260 patients with acute stroke, mortal-
ity at 3 months was 1% in normothermic patients compared 
with 16% in patients with fever (>37·5 °C) in the ﬁ  rst 72 hours 
(Castillo et al 1998). In addition, in a meta-analysis of nine 
studies with a total of 3790 patients with stroke, Hajat and 
colleagues (2000) concluded that fever after stroke onset is 
associated with a substantial increase in stroke morbidity and 
stroke mortality (relative risk 1·19). The GCS, widely used to 
assess consciousness after stroke, has been shown to be a good 
predictor of short-term mortality. For instance, Weir and col-
leagues (2003), showed that the total GCS score had positive 
and negative predictive value 73% and 70% respectively for 
predicting 3-month mortality in stroke (area under the curve 
0.74). Urine incontinence, a strong marker of stroke severity, 
has previously been reported as a strong predictor of mortality 
(Khan et al 1981; Wade and Hewer 1985; Ween et al 1996; 
Brittain et al 1998; Wang et al 2001; Walker et al 2003). 
Several studies have developed multivariate models to 
predict death following stroke. (Oxbury et al 1975; Allen 
1984; Henon et al 1995; Brittain et al 1998; Adams et al 
1999; Szczudiik et al 2000; Wang et al 2001, 2003; Engstad 
et al 2003, Weir et al 2003, Bhatia et al 2004). Wang and 
colleagues (2001), for example, used regression to create 
Table 1 Estimated area under the ROC and inference for the four scoring methods. The standard error was estimated using method 
proposed by DeLong and colleagues (1988)
Scoring system  Area under  Standard error  95% Conﬁ  dence 
 ROC    interval
POLYCLASS 0.93  0.01  0.90,  0.97
NIHSS Score  0.89  0.02  0.84, 0.94
CNS Score  0.69  0.04  0.61, 0.77
GHS Score  0.84  0.03  0.78, 0.90
Abbreviations: CNS, Canadian Neurological Score; GHS, Guy’s Prognostic Score; NIHSS, National Institute of Health Stroke Scale; ROC, receiver operating 
characteristic curve.
Table 2 Results from cross-validation showing the speciﬁ  city for ﬁ  xed sensitivities that are at least 90% on the training data sets for 
the 3 scores and POLYCLASS. The resulting sensitivities and speciﬁ  cities are shown for the validation data sets (those data not used 
for determining the cut-offs)
Method  Mortality status   Predicted dead  Predicted alive  Type of accuracy  Performance(%)
  at 30 days
POLYCLASS Dead  46  5  Sensitivity  90.2
 Alive  30  94 Speciﬁ  city  75.8
NIHSS Score  Dead  47  4  Sensitivity  92.2
 Alive  44  80 Speciﬁ  city  64.6
CNS Score  Dead  45  6  Sensitivity  88.2
 Alive  70  54 Speciﬁ  city  43.6
GHS Score  Dead  47  4  Sensitivity  92.2
 Alive  57  67 Speciﬁ  city  54.0
Abbreviations: CNS, Canadian Neurological Score; GHS, Guy’s Prognostic Score; NIHSS, National Institute of Health Stroke Scale.Therapeutics and Clinical Risk Management 2007:3(3) 480
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a prognostic index by assigning points to the variables 
in a Cox model. The index included impaired conscious-
ness (5 points), dysphagia (3 points), urinary incontinence 
(4 points), admission body temperature >36.5 °C (2 points), 
and hyperglycemia without a clinical history of diabetes 
(2 points). A score of 11 or more deﬁ  ned a high-risk group. 
The index achieved a sensitivity, speciﬁ  city, and positive 
predictive value of 68%, 98%, and 75%, respectively, in the 
derivation sample and 57%, 97%, and 68%, respectively, in 
the validation sample. Another study (Counsell et al 2002) 
showed that six simple predictors (age, living alone, indepen-
dence on activities of daily living before stroke, the verbal 
component of the GCS, arm power, and ability to walk) could 
predict death rates just as accurately as the studies that used 
more and complex variables. In another study (Oxbury et al 
1969) any combination of impaired consciousness, hemiple-
gia, and conjugate gaze palsy nearly doubled the odds of 
death during the ﬁ  rst three weeks after stroke (positive LR 
= 1.8, 95% CI, 1.2–2.8), while the absence of any of these 
features decreased the odds by one third (negative LR = 0.36, 
95% CI, 0.13–1.0).
Our approach differs in that we used a data-adaptive 
procedure that chooses among a wide variety of models 
to ﬁ  nd the model that minimizes classiﬁ  cation error. We 
also illustrate an approach using existing machine learning 
techniques that are freely available and can be used easily to 
compute new diagnostic scores applicable to local settings. 
Our approach concurs with an earlier suggestion (Counsell 
et al 2002) that mortality from stroke could be accurately 
predicted by only a few easy-to-collect risk variables. Our 
model uses only four risk factors: GCS, fever, urine incon-
tinence, and abnormal breathing. These variables can be 
easily captured by a healthcare worker, require no training 
and have proven reproducibility. Our method is simple, easy 
to use and can be applied in those clinical settings where 
physicians may not have access to sophisticated technology 
Figure 1 Receiver operating characteristic (ROC) curves on the full data for the 4 scores. 
Abbreviations: CNS, Canadian Neurological Score; NIH, National Institute of Health.Therapeutics and Clinical Risk Management 2007:3(3) 481
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such as magnetic resonance imaging, used recently (Baird 
et al 2001) to predict mortality after stroke. More prospec-
tive studies are needed to assess validity of our technique in 
diverse clinical settings.
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Appendix A
POLYCLASS technique
For the addition steps, proposed new predictors are either (1) main effects not already in the model, (2) knots to existing 
main effects creating linear spline terms, or (3) any product of terms already in the model. For the deletion step, terms are 
removed hierarchically (eg, a main effect term is not removed before its corresponding spline term). Among all the mod-
els ﬁ  t (during both the addition and deletion stages of model building), the ﬁ  nal (best) model is chosen by using Akakie 
Information Criterion.
Appendix B
V-fold cross-validation method
The V-fold cross validation method is based on dividing the available data set into V sets. For each iteration, one chooses 
V-1 to comprise “the training set” and the remaining data is called the “validation set”. Observations in the training set are 
used to compute, and therefore train, the estimators and the validation set is used to assess the performance of, and therefore 
validate, the estimators. This is done for each of the V possible validation sets (ie, each of the partitions is chosen once as 
a validation set). The performance is assessed by examining the average performance among the V validation sets. In this 
case, the data set was randomly divided into mutually exclusive and exhaustive ﬁ  fths, with one-ﬁ  fth being the validation 
set and four-ﬁ  fths being the training set. 
R-code for cross-validation and POLYCLASS
#1. Fit the Polyclass model:
library(polspline)
Y=#vector of outcome measure
X=#matrix of covariates
model= polyclass(Y, X)
#2. Split data in order to perform cross-validation:
#dataset:
D<-cbind(Y,X)
#indices of dataset:
n=1:length(Y)
#number of splits (5-fold in this case)
v<-5
Sn<-split(sample(1:length(n)),1:v)
#Splits data in 5 sections:
data1=D[as.matrix(Sn$”1”),]
data2=D[as.matrix(Sn$”2”),]
data3=D[as.matrix(Sn$”3”),]
data4=D[as.matrix(Sn$”4”),]Therapeutics and Clinical Risk Management 2007:3(3) 483
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data5=D[as.matrix(Sn$”5”),]
split1=rbind(data1,data2, data3,data4)
split2=rbind(data5,data2, data3,data4)
split3=rbind(data1,data2, data3,data5)
split4=rbind(data1,data2, data4,data5)
split5=rbind(data1,data4, data3,data5)
  #3. With 4/5 of data (place in model) pick the predicted probability which gives 
90% sensitivity.
pp1=ppolyclass(split1[,1], split1[,-1], model)
pp2=ppolyclass(split2[,1], split2[,-1], model)
pp3=ppolyclass(split3[,1], split3[,-1], model)
pp4=ppolyclass(split4[,1], split4[,-1], model)
pp5=ppolyclass(split5[,1], split5[,-1], model)
  #4. On 1/5 of data apply this cut-off (those above the score are predicted dead) 
and determine speciﬁ   city and sensitivity:
test1=ppolyclass(data5[,1], data5[,-1], model)
test2=ppolyclass(data1[,1], data1[,-1], model)
test3=ppolyclass(data4[,1], data4[,-1], model)
test4=ppolyclass(data3[,1], data3[,-1], model)
test5=ppolyclass(data2[,1], data2[,-1], model)
#sensitivity: predicted dead/total dead
#speciﬁ   city: predicted alive/total alive
#5. Repeat 3 and 4 ﬁ   ve times and average of the sensitivity and speciﬁ   city.  