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Abstrat
A Timoshenko type elastoplasti beam equation is derived by dimensional redu-
tion from a general 3D system with von Mises plastiity law. It onsists of two seond-
order hyperboli equations with an anisotropi vetorial PrandtlIshlinskii hysteresis
operator. Existene and uniqueness of a strong solution for an initial-boundary value
problem is proven via standard energy and monotoniity methods.
1 Introdution
We ontinue in this paper the study of dimensional redution in osillating thin elastoplasti
strutures that we have begun in [4,7,8℄. In these papers, elastoplasti ounterparts of the
EulerBernoulli beam equation and the Kirhho plate equation have been derived using
the saling tehnique of [1,3℄, where the thikness plays the role of the smallness parameter,
provided that only terms up to seond order are kept and terms of order three and higher are
negleted. We show here that the same idea leads to the Timoshenko model if additionally
third-order terms are taken into aount.
As in the above ases, we onsider the standard von Mises single-yield plastiity model,
and show that after redution of the spae dimension, the onstitutive relation between
the projeted strain and projeted stress an be written in terms of a multi-yield Prandtl
Ishlinskii operator. It is no longer isotropi as in the former ases, but its properties still
enable us to prove the existene and uniqueness of solutions to the resulting system with
appropriate boundary and initial onditions, using a spae disretization and a monotoniity
argument.
2 Derivation of the Model
We restrit ourselves to retangular beams, that is, to sets Ω ⊂ R3 of the form Ω =
(0, L) × ω , where L > 0 is the length of the beam, and where, with some h > 0 and
b > 0 , the set ω = (−b, b) × (−h, h) represents its (retangular) ross setion. We denote
by x ∈ (0, L) the longitudinal oordinate, by (y, z) ∈ ω the transversal oordinates, and
by t ∈ [0, T ] the time, where T > 0 is given.
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In order to ompare the resulting equations, we start with the linear elasti isotropi
ase (Subsetion 2.1), and then pass to the elastoplasti model under further simplifying
assumptions (Subsetion 2.2). We follow the saling tehnique of [1, Part A℄ and [3, Se-
tion 5.4℄ in terms of a small parameter α > 0 with the intention to keep only the neessary
lowest-order terms in α in the resulting equations. In partiular, we assume that
h, b = O(α), L = O(1).
Let us onsider smooth displaements u : Ω × (0, T )→ R3 , deomposed into
u =


u1
u2
u3

 =


uL1
uL2
uL3

 +


uH1
uH2
uH3

 = uL + uH ,
where the supersripts L and H stand for low-order (seond order at most) and high-order
omponents with respet to α , respetively. We neglet longitudinal displaements, and
make the following assumptions.
(A1) The low-order displaement of the midsurfae C = {(x, y) ∈ R2; (x, y, 0) ∈ Ω} is
independent of y , that is,
uL(x, y, 0, t) =

 00
w(x, t)

 , ∀ (x, y) ∈ C , ∀ t ∈ (0, T ) ,
with w : (0, L)× (0, T )→ R .
(A2) The low-order deformation
FL(x, y, z, t) =


x
y
z

 + uL(x, y, z, t),
leaves the ross setions {x} × ω perpendiular to the midsurfae, and their defor-
mation is proportional to their distane to it. Namely,
FL(x, y, z, t) = FL(x, y, 0, t) + z n(x, y, t) ∀ (x, y, z, t) ∈ Ω × (0, T ) ,
where n(x, y, t) is the unit upward normal to the deformed midsurfae C(t) =
C + FL(C, 0, t) at time t .
(A3) wxx = O(α) .
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Under the hypothesis (A3), we an linearize the problem by replaing
n(x, y, t) =
1√
1 + w2x(x, t)


−wx(x, t)
0
1


with its approximation
n˜(x, y, t) :=


−wx(x, t)
0
1

 . (2.1)
This is justied, sine an elementary omputation yields that (f. [4, 7℄)
| n˜(x, y, t)− n(x, y, t)| < 1
2
|wx(x, t)|2 .
This enables us to write for every (x, y, z, t) ∈ Ω × (0, T ) the low-order displaement
uL(x, y, z, t) as
uL(x, y, z, t) =


−z wx(x, t)
0
w(x, t)

 . (2.2)
The smallness assumptions ensure in partiular that the deformation
F(x, y, z, t) =


x
y
z

+ u(x, y, z, t)
is a loal homeomorphism. We further ompute
∇uL(x, y, z, t) =


−z wxx(x, t) 0 −wx(x, t)
0 0 0
wx(x, t) 0 0

 ,
and the low-order strain tensor εL = (∇uL + (∇uL)T )/2 beomes
εL(x, y, z, t) =


−z wxx(x, t) 0 0
0 0 0
0 0 0

 . (2.3)
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2.1 Small elasti deformations
We denote by  :  the anonial salar produt in the spae T
3×3
sym of symmetri (3 × 3) -
tensors, i. e.,
ξ : η =
3∑
i,j=1
ξij ηij , ∀ ξ = (ξij) , η = (ηij) , i, j = 1, 2, 3 .
Moreover, we dene for any given ξ ∈ T3×3sym its (trae-free) deviator d(ξ) by
d(ξ) = ξ − 1
3
(ξ : δ) δ , (2.4)
where δ = (δij) denotes the Kroneker tensor.
To motivate the elastoplasti ase treated below, we rst study the ase of linear isotropi
elastiity, in whih the strain tensor ε and the stress tensor σ are related to eah other
through the formula
σ = 2µ ε+ λ (ε : δ) δ , (2.5)
where µ, λ are the Lamé onstants.
The main issue is to hoose a proper saling of σ . The omponent σ11 is of the lowest
order, whih is O(α2) due to (2.3) and (2.5). Assuming that the motion is suiently slow
and no volume fores at on the body, we may for saling purposes refer to the elastostati
equilibrium onditions
divσ = 0,
whih aording to the natural saling of the variables y, z = O(α) , x = O(1) , and due to
the symmetry of σ , justify the saling hypothesis
(A4) σ12, σ13 = O(α3) , σ22, σ33, σ23 = O(α4) .
From (2.5) we obtain
σ : δ = (2µ+ 3λ) (ε : δ) , (2.6)
hene
ε =
1
2µ
σ− λ
2µ(2µ+ 3λ)
(σ : δ) δ . (2.7)
Let σ¯ , ε¯ denote the stress and strain omponents of the order O(α3) at most. We assume
in addition to (A4) that the shear stresses in the xy -plane are negligible in terms of the
α -saling, that is,
(A5) σ¯12 = 0 .
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Then we have
σ¯ : δ = σ11.
Thus, (2.7) yields 

ε¯11 =
1
E
σ11 ,
ε¯22 = ε¯33 = − νEσ11 ,
ε¯13 =
1
2µ
σ13 .
(2.8)
where E = µ(2µ+3λ)/(µ+ λ) is the Young modulus and ν = λ/(2(µ+ λ)) is the Poisson
ratio. Namely,
ε¯ =


1
E
σ11 0
1
2µ
σ13
0 − ν
E
σ11 0
1
2µ
σ13 0 − νEσ11

 .
Comparing (2.8) with (2.3), we see that the O(α2) omponents of ε¯22, ε¯33 neessarily
originate from the high-order omponent of the displaement uH . Taking into aount the
relations ε¯12 = ε¯23 = 0 , we have
(u¯H1 )y + (u¯
H
2 )x = 0 , (u¯
H
3 )y + (u¯
H
2 )z = 0.
As a onsequene of Hypotheses (A4), (A5), we onlude that there exists a funtion Ψ
suh that
u¯H =


−Ψx
Ψy
−Ψz

 , ε¯ =


−z wxx −Ψxx 0 −Ψxz
0 Ψyy 0
−Ψxz 0 −Ψzz

 . (2.9)
We have by (2.8) that ε¯22 = ε¯33 , hene Ψyy + Ψzz = 0 . The saling u¯
H
2 , u¯
H
3 = O(α3)
suggests to onsider in the Taylor expansion of Ψ with respet to y and z only the terms
up to order three. Besides, assuming the symmetry ondition
(A6) Ψ(x,−y, z, t) = Ψ(x, y, z, t) = −Ψ(x, y,−z, t)
also for higher-order displaements, we nally onsider Ψ in the form
Ψ(x, y, z, t) = (3zy2 − z3) ξ(x, t) + z η(x, t) , (2.10)
with funtions ξ, η that are to be identied. From (2.8), it follows for the terms up to the
order three that
6ξ(x, t) = ν
[
w(x, t) + η(x, t) + (3y2 − z2)ξ(x, t)]
xx
, (2.11)
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whih an only be onsistent if multiples of ξ by powers in y and z are negligible with
respet to the other terms independent of y and z , sine the left-hand side of (2.11) is
independent of y, z . This leads to the following representation formula:
u¯ =


−z(w + η)x
0
w − η

 , ε¯ =


−z (w + η)xx 0 −ηx
0 6zξ 0
−ηx 0 6zξ

 , σ¯ =


Eε¯11 0 2µε¯13
0 0 0
2µε¯13 0 0

 ,
(2.12)
where, by (2.8),
ξ =
ν
6
(w + η)xx.
We now introdue the new variables
v = w − η, ϕ = (w + η)x.
Then (2.12) an be rewritten as
u¯ =


−zϕ
0
v

, ε¯ =


−z ϕx 0 12(vx − ϕ)
0 z ν ϕx 0
1
2
(vx − ϕ) 0 z ν ϕx

, σ¯ =


−Ez ϕx 0 µ(vx − ϕ)
0 0 0
µ(vx − ϕ) 0 0

.
(2.13)
On the upper boundary, we presribe the boundary ondition
σ¯(x, y, h, t) · ν3 = f(x, t), t ∈ [0, T ],
where ν3 = (0, 0, 1)
T
is the upward normal vetor, and f = (f1, 0, f3)
T
is a given external
surfae load. In omponent form, this boundary ondition reads σ¯13 = f1 , σ¯23 = 0 ,
σ¯33 = f3 . In agreement with the saling hypothesis (A4), we require that f1 = O(α3), f3 =
O(α4) . On the left boundary {0} × ω , we assume the lamped boundary ondition
v(0, t) = ϕ(0, t) = 0, t ∈ [0, T ].
On the right boundary {L}×ω , we assume the vanishing normal stress boundary onditions
σ¯ · ν1 = 0 , where ν1 = (1, 0, 0)T is the unit rightward normal vetor. This means, in
partiular, that
ϕx(L, t) = 0 , (vx − ϕ)(L, t) = 0 t ∈ [0, T ].
Finally, we suppose that the initial onditions
ϕ(x, 0) = ϕ0(x) , ϕt(x, 0) = ϕ
1(x), v(x, 0) = v0(x) , vt(x, 0) = v
1(x),
are given.
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As in [9℄, we write the momentum balane equation in the variational form∫
Ω
ρ u¯tt · uˆ dx dy dz +
∫
Ω
σ¯ : εˆ dx dy dz =
∫
∂Ω
(σ¯ · ν) · uˆ ds , (2.14)
with the unknown vetor u¯ and tensor σ¯ , for all admissible displaements uˆ and strains
εˆ of the form (2.13), i. e., we have
uˆ =


−zϕˆ
0
vˆ

, εˆ =


−z ϕˆx 0 12(vˆx − ϕˆ)
0 z ν ϕˆx 0
1
2
(vˆx − ϕˆ) 0 z ν ϕˆx

, (2.15)
where (ϕˆ, vˆ) varies over the spae
V =
{
(ϕˆ, vˆ) ∈ H1(0, L)×H1(0, L); ϕˆ(0) = vˆ(0) = 0} .
It follows from the hoie of the boundary onditions that∫
∂Ω
(σ¯ · ν) · uˆ ds = 2b
∫ L
0
(−hf1 ϕˆ+ f3 vˆ) dx
The left-hand side of (2.14) reads∫
Ω
[
ρ (z2ϕtt ϕˆ+ vtt vˆ) + Ez
2 ϕx ϕˆx + µ(vx − ϕ)(vˆx − ϕˆ)
]
dx dy dz . (2.16)
The test funtions ϕˆ, vˆ are independent of eah other, and a straightforward alulation
shows that (2.14) deouples into the system∫ L
0
ρ vtt(x, t) vˆ(x) dx+
∫ L
0
µ(vx − ϕ)(x, t) vˆx(x) dx = 1
2h
∫ L
0
f3(x, t) vˆ(x) dx , (2.17)
∫ L
0
(
ρh2
3
ϕtt(x, t)− µ(vx − ϕ)
)
ϕˆ(x) dx +
Eh2
3
∫ L
0
ϕx(x, t) ϕˆx(x) dx
= −1
2
∫ L
0
f1(x, t) ϕˆ(x) dx . (2.18)
The variational system (2.17)(2.18) leads formally to the partial dierential equations
ρ vtt − µ (vx − ϕ)x = 1
2h
f3 , (2.19)
ρh2
3
ϕtt − Eh
2
3
ϕxx − µ(vx − ϕ) = −1
2
f1 , (2.20)
subjet to the boundary onditions
ϕ(0, t) = v(0, t) = 0, (2.21)
ϕx(L, t) = (vx − ϕ)(L, t) = 0 . (2.22)
System (2.19)(2.22) represents the lassial Timoshenko beam equation; see, for instane,
[11℄.
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2.2 Elastoplasti osillations
In this subsetion we turn our interest to elastoplastiity. We still onsider u¯ as in (2.13).
We make the following hypotheses.
(B1) The strain tensor
ε¯ =


−z ϕx 0 12(vx − ϕ)
0 ε¯22 0
1
2
(vx − ϕ) 0 ε¯33

 (2.23)
is deomposed into elasti and plasti omponents ε¯ = εe + εp .
The stress tensor
σ¯ =


σ¯11 0 σ¯13
0 0 0
σ¯13 0 0

 (2.24)
is deomposed into elastoplasti and kinemati hardening omponents σ¯ = σep+σhr .
(B2) The elasti onstitutive law is as in (2.5), i.e.,
σep = 2µ εe + λ (εe : δ) δ. (2.25)
(B3) The hardening law is assumed in the form
σhr =


σhr11 0 σ
hr
13
0 0 0
σhr13 0 0

 =


−zH1 ϕx 0 H22 (vx − ϕ)
0 0 0
H2
2
(vx − ϕ) 0 0

 (2.26)
with positive onstants H1, H2 .
(B4) The plasti deformations are volume preserving in the sense that
εp : δ = 0.
The von Mises plasti yield ondition is stated in terms of the stress deviator
d(σep) = σep − 1
3
(σep : δ) δ ,
(B5) d(σep) : d(σep) ≤ 2
3
R2 , or equivalently
(σep11)
2 + 3(σep13)
2 ≤ R2, (2.27)
where R > 0 is a given yield limit.
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(B6) For the plasti strain, we presribe the normality ow rule
ε
p
t : (σ
ep − θ) ≥ 0, ∀θ ∈ T3×3sym : dθ :dθ ≤
2
3
R2,
where the subsript t denotes the time derivative.
Remark 2.1. Introduing the set
K =
{
θ ∈ T3×3sym; dθ : dθ ≤
2
3
R2
}
of admissible stresses, and using the onvex analysis formalism, we an write the assump-
tions (B5)+(B6) in subdierential form as
ε
p
t ∈ ∂IK(σep), (2.28)
where IK is the indiator funtion of K and ∂IK its subdierential.
Similar to the statements in [4,7℄, we reall other equivalent formulations of the von Mises
riterion (f. [10℄):
Proposition 2.2. Eah of the following two onditions is equivalent to (B5)+(B6).
(i) (Multiplier formulation) Condition (B5) holds, and there exists a multiplier lt ≥ 0
suh that lt = 0 if d(σ
ep) : d(σep) < 2
3
R2 , and
ε
p
t = ltd(σ
ep).
(ii) (Dissipation formulation) Let
Ψ(ξ) =
{ √
2
3
R
√
ξ : ξ if ξ : δ = 0,
+∞ if ξ : δ 6= 0,
be the pseudopotential of dissipation. Then we have
σep ∈ ∂Ψ(εpt ), (2.29)
that is,
σep : (εpt − ξ) ≥ Ψ(εpt )−Ψ(ξ), ∀ ξ ∈ T3×3sym. (2.30)
Remark 2.3. We may refer to [4, Setion 2.2℄ for a sketh of the proof of Proposition 2.2.
Note that both (2.28) and (2.29) an be viewed as a maximal dissipation priniple. On
the one hand, in (2.28), for a given stress σep , the strain rate ε
p
t is required to maximize
the dissipation rate σep : ε
p
t among all stress values θ ∈ K . On the other hand, in (2.30)
(or (2.29)), for a given strain rate ε
p
t , the stress σ
ep
is hosen to maximize the redued
dissipation rate σep : ε
p
t − Ψ(εpt ) over the set of all possible values ξ of the strain rate
(f. [4℄).
9
Now we have
εe =


εe11 0 ε
e
13
0 −νεe11 0
εe13 0 −νεe11

 , σep =


Eεe11 0 2µε
e
13
0 0 0
2µεe13 0 0

 . (2.31)
Assume that εp13 = ε
p
23 = 0 at time t = 0 . It follows from (B4) and Proposition 2.2 that
εp =


εp11 0 ε
p
13
0 −1
2
εp11 0
εp13 0 −12εp11

 . (2.32)
We notie that there are two salar parameters in eah of the tensors σep,σhr, εe and
εp . It would be onvenient to onsider them as vetors with two omponents (f. [4℄). For
this purpose, we introdue the following notations:
σep∗ =
(
σep11
σep13
)
, σhr∗ =
(
σhr11
σhr13
)
, εe∗ =
(
εe11
εe13
)
, εp∗ =
(
εp11
εp13
)
, ε¯∗ =
(
−zϕx
1
2
(vx − ϕ)
)
.
(2.33)
Hypothesis (B1) implies that
ε¯∗ = ε
e
∗ + ε
p
∗,
and ε¯22, ε¯33 in ε¯ an be determined by ε¯∗ . Moreover, let C be the following positive
denite matrix
C =
(
E 0
0 2µ
)
.
Then we have (f., e.g., (2.12))
σep∗ = Cε
e
∗. (2.34)
Next, we restate the assumptions (B5) and (B6). Let
D =
(
1 0
0 3
)
, J =
(
1 0
0 2
)
.
Then, in view of (2.27), (B5) an be written as
σep∗ ·Dσep∗ ≤ R2,
while ondition (B6) reads
J(εp∗)t · (σep∗ − θ∗) ≥ 0, ∀θ∗ ∈ K∗,
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where the set K∗ is dened as
K∗ = {θ∗ ∈ R2; θ∗ ·Dθ∗ ≤ R2}.
We an also write the variational inequality in terms of εe∗ . Namely, we have ε
e
∗ ∈
C−1(K∗) , and
JC(ε¯∗ − εe∗)t · (εe∗ − η∗) ≥ 0, ∀η∗ ∈ C−1(K∗). (2.35)
Sine JC = CJ is a symmetri positive denite matrix, we an hoose in R2 the salar
produt
〈ξ∗,η∗〉 = JCξ∗ · η∗. (2.36)
Then we an presribe the anonial initial ondition
εe∗(0) = PC−1(K∗)(ε¯(0)), (2.37)
where PC−1(K∗) is the orthogonal projetion onto the set C
−1(K∗) with respet to the
salar produt dened above.
As in [4℄, for every ε¯∗ ∈ W 1,1(0, T ;R2) , problem (2.35)(2.37) admits a unique solution
εe∗ in the metri spae
W 1,1(0, T ;C−1(K∗)) := {ξ∗ ∈W 1,1(0, T ;R2); ξ∗(t) ∈ C−1(K∗), ∀t ∈ [0, T ]}.
The solution mapping
SC−1(K∗) : W 1,1(0, T ;R2) → W 1,1(0, T ;C−1(K∗)); ε¯∗ 7→ εe∗, (2.38)
is alled the stop with harateristi C−1(K∗) (f. [6℄), whose properties are listed in Setion
3. For the sake of simpliity, we denote in the following
K = C−1(K∗).
Then we an write
εe∗ = SK[ε¯∗],
and, by (2.34),
σep∗ = CSK[ε¯∗]. (2.39)
Remark 2.4. Obviously, K ⊂ R2 is the ellipsoid {η∗ ∈ R2; η∗ ·CDCη∗ ≤ R2} , whih is a
uniformly stritly onvex bounded losed set with nonempty interior and smooth boundary.
As a onsequene, all the properties listed in Proposition 3.1 and Proposition 3.3 below are
valid.
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For c ∈ R , we put
Ic =
(
sgn c 0
0 1
)
, Bc =
(
c 0
0 1
2
)
,
where  sgn  denotes the standard sign funtion
sgn x =


1 : x > 0,
0 : x = 0,
−1 : x < 0.
By denition of SK and the symmetry of K , we easily verify that the operator SK ommutes
with Ic for c 6= 0 , i.e.,
SK[Icξ∗] = IcSK[ξ∗] for all ξ∗ ∈ W 1,1(0, T ;R2) and c 6= 0 .
Using the simple fat that (
−zϕx
1
2
(vx − ϕ)
)
= I−zB|z|
(
ϕx
vx − ϕ
)
, (2.40)
we dedue from (B3), (2.33), (2.39)(2.40), that
σep∗ = CSK
[(
−zϕx
1
2
(vx − ϕ)
)]
= CI−zSK
[
B|z|
(
ϕx
vx − ϕ
)]
(2.41)
for all admissible arguments, and
σhr∗ = H∗
(
−zϕx
1
2
(vx − ϕ)
)
= H∗I−zB|z|
(
ϕx
vx − ϕ
)
, (2.42)
where H∗ is a onstant positive denite diagonal matrix.
Next, we proeed to derive an elastoplasti ounterpart of the system (2.19)(2.20) from
the momentum balane equation (2.14). We take the same test funtions as in (2.15), whih
means, in the 2D representation, that
εˆ∗ =
(
−zϕˆx
1
2
(vˆx − ϕˆ)
)
= I−zB|z|
(
ϕˆx
vˆx − ϕˆ
)
. (2.43)
For the sake of simpliity, we put
u =
(
ϕx
vx − ϕ
)
, uˆ =
(
ϕˆx
vˆx − ϕˆ
)
. (2.44)
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Now we take a look at the seond term in (2.14). From (2.40)(2.44), we obtain that∫
Ω
σ¯ : εˆ dx dy dz =
∫
Ω
J(σep∗ + σ
hr
∗ ) · εˆ∗ dx dy dz
= 2b
∫ h
0
∫ L
0
J (CI−1SK [Bzu] + H∗ (I−1Bzu)) · (I−1Bzuˆ) dx dz
+2b
∫ 0
−h
∫ L
0
J
(
CSK
[
B|z|u
]
+ H∗
(
B|z|u
)) · (B|z|uˆ)dxdz
= 4b
∫ L
0
[∫ h
0
(JCBqSK [Bqu] + Hqu) dq
]
· uˆdx, (2.45)
where Hq = JBqH∗Bq is a diagonal matrix, whih is positive denite for q > 0 . We now
set
F [u] :=
∫ h
0
BqSK [Bqu] dq , H∗ :=
∫ h
0
Hq dq . (2.46)
Then H∗ is a positive denite diagonal matrix, and F is an anisotropi version of the
vetorial PrandtlIshlinskii operator; see Setion 3.
Finally, we an write the whole equation for the elastoplasti Timoshenko beam in the
following variational form∫ L
0
ρ
(
2
3
h3ϕtt ϕˆ+ 2hvtt vˆ
)
dx
+2
∫ L
0
(
JCF
[(
ϕx
vx − ϕ
)]
+ H∗
(
ϕx
vx − ϕ
))
·
(
ϕˆx
vˆx − ϕˆ
)
dx
=
∫ L
0
(−hf1 ϕˆ+ f3 vˆ) dx . (2.47)
3 PrandtlIshlinskii Operators
We onsider a real separable Hilbert spae X endowed with a salar produt 〈·, ·〉 and
norm | · | =√〈·, ·〉 . In our present ase, we onsider X = R2 with inner produt (2.36).
Assume that a onvex losed set Z ⊂ X ontaining the origin is given. For any u ∈
W 1,1(0, T ; X) , we dene χ ∈ W 1,1(0, T ;X) as the unique solution to the variational in-
equality
χ(t) ∈ Z, ∀ t ∈ [0, T ], (3.1)
χ(0) = PZ(v(0)), (3.2)
〈vt(t)− χt(t), χ(t)− y(t)〉 ≥ 0, a.e. in (0, T ), ∀ y ∈ Z, (3.3)
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where PZ : X→ Z is the orthogonal projetion onto Z . The solution mapping
SZ : W 1,1(0, T ; X)→ W 1,1(0, T ; X); v 7→ χ,
is alled the stop with harateristi Z . We reall some analyti properties of SZ (f. [2,
Chapter 2℄).
Proposition 3.1. The mapping SZ dened by (3.1)(3.3) has the following properties.
(1) SZ is ontinuous in the strong topology of W 1,1(0, T ;X) , and depends ontinuously
on Z in the sense of Hausdor distane;
(2) If the boundary of Z is of lass W 2,∞ (that is, if the outward normal mapping is
Lipshitz ontinuous), then SZ is loally Lipshitz ontinuous in W 1,1(0, T ; X) ;
(3) If Z has a nonempty interior, then SZ an be extended to a ontinuous mapping
C([0, T ]; X)→ C([0, T ]; X) ;
(4) If Z is uniformly stritly onvex, then SZ : C([0, T ]; X) → C([0, T ]; X) is Hölder
ontinuous with exponent
1
2
;
(5) The mapping is monotone in the sense that
〈SZ[u1](t)− SZ[u2](t), u1t(t)− u2t(t)〉 ≥ 1
2
d
dt
|SZ[u1](t)− SZ[u2](t)|2 a.e. in (0, T ),
for every u1, u2 ∈ W 1,1(0, T ; X) ;
(6) The mapping SZ is loally monotone, i.e.,〈
d
dt
SZ[u](t), ut(t)
〉
=
∣∣∣∣ ddtSZ[u](t)
∣∣∣∣
2
≤ |ut(t)|2 a.e. in (0, T ),
for every u ∈W 1,1(0, T ; X) ;
(7) The seond-order energy inequality〈
d
dt
SZ[u](t), utt(t)
〉
≥ 1
2
d
dt
〈
d
dt
SZ[u](t), ut(t)
〉
holds in the sense of distributions for every u ∈W 1,1(0, T ; X) .
Let Lin(X) denote the spae of all bounded linear mappings X→ X . Given a parameter
set Q endowed with a measure ν , a mapping A : Q → Lin(X) , and a family {Zq; q ∈ Q}
of nonempty onvex losed subsets of X , we dene the PrandtlIshlinskii operator F˜ :
W 1,1(0, T ; X)→W 1,1(0, T ; X) by the formula
F˜[u](t) =
∫
Q
A∗(q)SZq [A(q)u] (t) dν(q) , (3.4)
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where A∗(q) is the dual mapping to A(q) . In the ase of (2.46), we have
Q = [0, h], Zq = K ⊂ X = R2, A(q) = A∗(q) = Bq.
Now we onsider the operator F dened in (2.46),
F[u](t) =
∫ h
0
BqSK [Bqu] (t) dq . (3.5)
Remark 3.2. One an see that our PrandtlIshlinskii operator (3.5) has a dierent form
from those introdued in [4, 7, 8℄. It is no longer isotropi (f. the denition of Bq ).
As a diret onsequene of Proposition 3.1, we an easily dedue the following result.
Proposition 3.3. The mapping F dened by (3.5) has the following properties.
(i) The mapping F : W 1,1(0, T ;R2) → W 1,1(0, T ;R2) is loally Lipshitz ontinuous,
and F : C([0, T ];R2) → C([0, T ];R2) is bounded and ontinuous in the respetive strong
topologies.
(ii) The mapping F is monotone in the sense that
〈F[u1](t)− F[u2](t),u1t(t)− u2t(t)〉 ≥ 1
2
d
dt
∫ h
0
|SK [Bqu1] (t)− SK [Bqu2] (t)|2 dq,
a.e. in (0, T ) , for every u1,u2 ∈W 1,1(0, T ;R2) .
(iii) The mapping F is loally monotone in the sense that〈
d
dt
F[u](t),ut(t)
〉
=
∫ h
0
∣∣∣∣ ddtSK[Bqu](t)
∣∣∣∣
2
dq,
min
{
3
h3
,
4
h
} ∣∣∣∣ ddtF[u](t)
∣∣∣∣
2
≤
〈
d
dt
F[u](t),ut(t)
〉
≤ max
{
h3
3
,
h
4
}
|ut(t)|2,
a.e. in (0, T ) , for every u ∈W 1,1(0, T ;R2) .
(iv) The seond-order energy inequality〈
d
dt
F[u](t),utt(t)
〉
≥ 1
2
d
dt
〈
d
dt
F[u](t),ut(t)
〉
(3.6)
holds in the sense of distributions for every for every u ∈W 2,1(0, T ;R2) .
Remark 3.4. As in [4, Setion 3℄, we an evaluate F[u](t) at t = 0 :
F[u](0) =
∫ h
0
BqPK[Bqu(0)]dq. (3.7)
The initial value mapping
AF(ξ) : R
2 → R2; ξ 7→
∫ h
0
BqPK[Bqξ]dq,
is Lipshitz ontinuous in R
2
, and AF(0) = 0 .
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4 Existene and Uniqueness of Solutions
For the sake of simpliity, we study our problem in QT := (0, 1)× (0, T ) and set all positive
onstants that have no inuene on the existene and uniqueness result to unity. We also
put JC = H∗ = I1 (the identity matrix). We now restate the equation of the elastoplasti
Timoshenko beam (2.47) as∫ 1
0
(
ϕtt
vtt
)
·
(
ϕˆ
vˆ
)
dx+
∫ 1
0
(
F
[(
ϕx
vx − ϕ
)]
+
(
ϕx
vx − ϕ
))
·
(
ϕˆx
vˆx − ϕˆ
)
dx
=
∫ 1
0
g ·
(
ϕˆ
vˆ
)
dx, (4.1)
where g = (g1, g2)T is a given vetor. Equation (4.1) is subjet to the boundary onditions
ϕ(0, t) = v(0, t) = 0,
(
F
[(
ϕx
vx − ϕ
)]
+
(
ϕx
vx − ϕ
))
(1, t) = 0, t ∈ [0, T ], (4.2)
and to the initial onditions
ϕ(x, 0) = ϕ0(x) , ϕt(x, 0) = ϕ
1(x), v(x, 0) = v0(x) , vt(x, 0) = v
1(x). (4.3)
In order to prove the existene and uniqueness of a solution to problem (4.1)(4.3), we
transform the vetor equation (4.1) into a rst-order system by introduing the new vari-
ables (
p
q
)
=
(
ϕt
vt
)
,
(
w
z
)
=
(
ϕx
vx − ϕ
)
,
(
r
s
)
= F
[(
w
z
)]
+
(
w
z
)
. (4.4)
As a onsequene, equation (4.1) an then be rewritten in the form
pt = rx + s+ g
1,
qt = sx + g
2,
wt = px,
zt = qx − p,


(4.5)
with the boundary onditions
p(0, t) = q(0, t) = r(1, t) = s(1, t) = 0, t ∈ [0, T ], (4.6)
and the initial onditions(
p(x, 0)
q(x, 0)
)
=
(
p0(x)
q0(x)
)
:=
(
ϕ1(x)
v1(x)
)
,
(
w(x, 0)
z(x, 0)
)
=
(
w0(x)
z0(x)
)
:=
(
ϕ0x(x)
v0x(x)− ϕ0(x)
)
(4.7)
for x ∈ [0, 1] .
We make the following assumptions:
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(H1) g, gt ∈ L2(QT ;R2) .
(H2) v0, ϕ0 ∈ H2(0, 1) , v1, ϕ1 ∈ H1(0, 1) satisfy the ompatibility onditions
vi(0) = ϕi(0) = 0, ϕix(1) = 0, ϕ
i(1) = vix(1), i = 0, 1. (4.8)
(H3) F has the form as in (3.5) (f. also (2.44) and (2.46)).
Remark 4.1. It follows from (H2) and from the Proposition 3.3 (ii) with u1 = 0 that the
boundary onditions (4.6) an be written equivalently as
p(0, t) = q(0, t) = w(1, t) = z(1, t) = 0 . (4.9)
In terms of the new unknowns p, q, w, z , Hypothesis (H2) then reads
(H2)' p0, q0, w0, z0 ∈ H1(0, 1) satisfy the ompatibility onditions
p0(0) = q0(0) = 0, w0(1) = z0(1) = 0 . (4.10)
We now state the main result on existene and uniqueness.
Theorem 4.2. Suppose that the hypotheses (H1), (H2)', and (H3) are satised. Then,
for any T > 0 , problem (4.5)(4.7) admits a unique solution (p, q, w, z) suh that
p, q, r, s ∈W 1,∞(0, T ;L2(0, 1)) ∩ L∞(0, T ;H1(0, 1)), w, z ∈W 1,∞(0, T ;L2(0, 1)). (4.11)
Putting
ϕ(x, t) = ϕ0(x) +
∫ t
0
p(x, τ) dτ, v(x, t) = v0(x) +
∫ t
0
q(x, τ) dτ,
we easily obtain the following onsequene:
Corollary 4.3. Suppose that the hypotheses (H1), (H2), and (H3) are satised. Then,
for any T > 0 , problem (4.1)(4.3) admits a unique solution (ϕ, v) suh that
ϕ, v ∈W 2,∞(0, T ;L2(0, 1)) ∩W 1,∞(0, T ;H1(0, 1)). (4.12)
The rest of the paper is devoted to the proof of Theorem 4.2. It is divided into the
subsetions 4.14.3.
17
4.1 Spae disretization
We x some n ∈ N . For a generi vetor u = (u0, ..., un)T , we introdue the notation
dku = n(uk − uk−1), k = 1, ..., n.
A spae-disrete ounterpart of (4.5)(4.7) is onsidered in the following form:
p˙k(t) = dk+1r(t) + sk(t) + g
1
k(t), (4.13)
q˙k(t) = dk+1s(t) + g
2
k(t), (4.14)
w˙k(t) = dkp(t), (4.15)
z˙k(t) = dkq(t)− pk(t), (4.16)
for k = 1, . . . , n− 1 , with the boundary onditions (f. (4.9))
p0(t) = q0(t) = rn(t) = sn(t) = 0, t ∈ (0, T ], (4.17)
and the initial onditions
pk(0) = p
0(k/n) , qk(0) = q
0(k/n) , wk(0) = w
0(k/n) , zk(0) = z
0(k/n) . (4.18)
It follows from (4.10) that relations (4.17) hold also for t = 0 . In (4.13) and (4.14), we let
gik(t) = n
∫ (k+1)/n
k/n
gi(x, t) dx, i = 1, 2 , k = 0, 1, . . . , n− 1 , (4.19)
and (
rk
sk
)
= F
[(
wk
zk
)]
+
(
wk
zk
)
. (4.20)
Remark 4.4. From (4.13)(4.20) and Remark 4.1, we ompute the missing values on the
disrete boundary k = 0 and k = n , that is,
wn(t) = zn(t) = 0 , n(qn(t)− qn−1(t)) = pn(t) = pn−1(t) ,
n(r0(t)− r1(t)) = s0(t) + g10(t) , n(s0(t)− s1(t)) = g20(t) ,
}
(4.21)
for all t ∈ [0, T ] .
Problem (4.13)(4.20) is a system of 4(n−1) ODEs with a right-hand side that is loally
Lipshitz ontinuous in W 1,1(0, T ;R4(n−1)) . By the ontration mapping priniple, it is
standard to prove that (4.13)(4.20) admits a unique loal solution. Hene, we omit the
details here.
In what follows, we derive some uniform estimates that will enable us to fulll two
purposes: (1) extend the loal solution of problem (4.13)(4.20) to [0, T ] for arbitrary
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T > 0 ; (2) pass to the limit as n→∞ . In the subsequent proof, we shall denote by C any
onstant that possibly depends on the data and T , but not on the disretization parameter
n . Below, we simply denote by ‖ · ‖ the norm in L2(0, 1) , and by Hm(0, 1) the Sobolev
spaes Wm,2(0, 1) with norm ‖ · ‖Hm , m ∈ N .
First Estimate. Testing (4.13) by pk(t) , (4.14) by qk(t) , (4.15) by rk(t) , (4.16) by sk(t) ,
and using summation by parts together with (4.17), (4.20), we obtain, for a.e. t ∈ (0, T ) ,
n−1∑
k=1
(p˙kpk + q˙kqk + w˙kwk + z˙kzk) = −
n−1∑
k=1
F
[(
wk
zk
)]
·
(
w˙k
z˙k
)
+
n−1∑
k=1
(
g1k
g2k
)
·
(
pk
qk
)
. (4.22)
It follows from Proposition 3.3(ii) (with u2 = 0 ) that
n−1∑
k=1
F
[(
wk
zk
)]
·
(
w˙k
z˙k
)
≥ 1
2
d
dt
n−1∑
k=1
∫ h
0
∣∣∣∣∣SK
[
Bq
(
wk
zk
)]∣∣∣∣∣
2
dq. (4.23)
Dene
V1(t) =
1
n
n−1∑
k=1
(p2k(t) + q
2
k(t) + w
2
k(t) + z
2
k(t)) +
1
n
n−1∑
k=1
∫ h
0
∣∣∣∣∣SK
[
Bq
(
wk(t)
zk(t)
)]∣∣∣∣∣
2
dq
−2
∫ t
0
1
n
n−1∑
k=1
(
g1k(τ)
g2k(τ)
)
·
(
pk(τ)
qk(τ)
)
dτ.
The funtion V1 is absolutely ontinuous. We infer from (4.22) and (4.23) that it is de-
reasing in time. Hene,
V1(t) ≤ V1(0) for t ∈ [0, T ]. (4.24)
From (4.18) and Remark 3.4, we have
V1(0) ≤ C(‖p0‖2L∞ + ‖q0‖2L∞ + ‖w0‖2L∞ + ‖z0‖2L∞). (4.25)
Furthermore, (4.19) implies that
∫ t
0
1
n
n−1∑
k=1
[(g1k(τ))
2 + (g2k(τ))
2]dτ ≤ C
∫ t
0
‖g(τ)‖2dτ. (4.26)
From (4.24)(4.26), (H1), (H2)', and Gronwall's inequality, we dedue the estimate
1
n
n−1∑
k=1
(p2k(t) + q
2
k(t) + w
2
k(t) + z
2
k(t)) ≤ C, ∀ t ∈ [0, T ]. (4.27)
Besides, we infer from Proposition 3.3, (4.20), and (4.27), that
1
n
n−1∑
k=1
(r2k(t) + s
2
k(t)) ≤ C, ∀ t ∈ [0, T ]. (4.28)
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Seond Estimate. We dierentiate (4.13)(4.16) by t , and test by p˙k, q˙k, r˙k, s˙k , respe-
tively. Using summation by parts, and (4.17), (4.20), we obtain that
n−1∑
k=1
(p¨kp˙k+ q¨k q˙k+ w¨kw˙k+ z¨k z˙k) = −
n−1∑
k=1
d
dt
F
[(
wk
zk
)]
·
(
w¨k
z¨k
)
+
n−1∑
k=1
(
g˙1k
g˙2k
)
·
(
p˙k
q˙k
)
. (4.29)
It follows from Proposition 3.3(iv) (namely, the seond-order energy inequality (3.6)) that
−
n−1∑
k=1
d
dt
F
[(
wk
zk
)]
·
(
w¨k
z¨k
)
≤ −1
2
n−1∑
k=1
d
dt
{
d
dt
F
[(
wk
zk
)]
·
(
w˙k
z˙k
)}
(4.30)
in the sense of distributions.
We now dene
V2(t) =
1
n
n−1∑
k=1
(p˙2k(t) + q˙
2
k(t) + w˙
2
k(t) + z˙
2
k(t)) +
1
n
n−1∑
k=1
d
dt
F
[(
wk(t)
zk(t)
)]
·
(
w˙k(t)
z˙k(t)
)
+2
∫ t
0
1
n
n−1∑
k=1
(
g˙1k(τ)
g˙2k(τ)
)
·
(
p˙k(τ)
q˙k(τ)
)
dτ.
We an infer from (4.29) and (4.30) that V2(t) is dereasing in time, similarly to V1(t) .
However, V2(t) is no longer neessarily ontinuous. We thus introdue the ontinuous
funtions
V 2(t) =
1
n
n−1∑
k=1
(p˙2k(t) + q˙
2
k(t) + w˙
2
k(t) + z˙
2
k(t))
−
∫ t
0
1
n
n−1∑
k=1
[(g˙1k(τ))
2 + (g˙2k(τ))
2 + p˙2k(t) + q˙
2
k(t)]dτ,
V 2(t) =
1
n
n−1∑
k=1
(p˙2k(t) + q˙
2
k(t) + Cw˙
2
k(t) + Cz˙
2
k(t))
+
∫ t
0
1
n
n−1∑
k=1
[(g˙1k(τ))
2 + (g˙2k(τ))
2 + p˙2k(t) + q˙
2
k(t)]dτ,
with a suitably hosen onstant C > 0 . It follows from the loal monotoniity of F (f.
Proposition 3.3 (iii)) that for t ∈ [0, T ] and C suiently large we obtain the inequalities
V 2(t) ≤ V2(t) ≤ V 2(t).
Hene, for a.e. 0 ≤ s ≤ t ≤ T , we have
V 2(t) ≤ V2(t) ≤ V2(s) ≤ V 2(s).
20
In partiular, it holds
V 2(t) ≤ V 2(0), t ∈ [0, T ]. (4.31)
We estimate the initial value V 2(0) using the equations (4.13)(4.16). Note that by
Remark 3.4, we an estimate |dk+1r(0)|2 + |dk+1s(0)|2 from above by C(|dk+1w(0)|2 +
|dk+1z(0)|2) .
For a generi funtion f ∈ H1(0, 1) , we have
n
n−1∑
k=0
∣∣∣∣f
(
k + 1
n
)
− f
(
k
n
)∣∣∣∣
2
= n
n−1∑
k=0
∣∣∣∣∣
∫ (k+1)/n
k/n
f ′(x) dx
∣∣∣∣∣
2
≤ ‖f ′‖2 .
Applying this formula suessively to f = p0, q0, w0, z0 , and using (4.25), we eventually
obtain the estimate
V 2(0) ≤ C(‖p0‖2H1 + ‖q0‖2H1 + ‖w0‖2H1 + ‖z0‖2H1 + ‖g(x, 0)‖2). (4.32)
Sine ∫ t
0
1
n
n−1∑
k=1
[(g˙1k(τ))
2 + (g˙2k(τ))
2]dτ ≤ C
∫ t
0
‖gt(τ)‖2dτ, (4.33)
it follows from (4.31), (4.32), (4.33), and from Gronwall's inequality, that
1
n
n−1∑
k=1
(p˙2k(t) + q˙
2
k(t) + w˙
2
k(t) + z˙
2
k(t)) ≤ C, ∀ t ∈ [0, T ]. (4.34)
Owing to (4.15), (4.16), and (4.27), the above estimate implies
1
n
n−1∑
k=1
[(dkp)
2(t) + (dkq)
2(t)] ≤ C, ∀ t ∈ [0, T ]. (4.35)
Besides, (4.20), (4.34) and Proposition 3.3 yield that
1
n
n−1∑
k=1
(r˙2k(t) + s˙
2
k(t)) ≤ C, ∀ t ∈ [0, T ]. (4.36)
Moreover, (4.13), (4.14), (4.28), (4.34), and (H1) imply that
1
n
n−1∑
k=1
[(dk+1r)
2(t) + (dk+1s)
2(t)] ≤ C, ∀ t ∈ [0, T ]. (4.37)
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4.2 Passage to the limit as n→∞
First, we introdue the approximations of p, q, r, s, w, z . For k = 1, ..., n , i = 1, 2 , t ∈
[0, T ] , x ∈ ((k − 1)/n, k/n] , we dene
p¯(n)(x, t) = pk(t), p
(n)(x, t) = pk−1(t), q
(n)(x, t) = qk−1(t),
w¯(n)(x, t) = wk(t), z¯
(n)(x, t) = zk(t), g
(n)i(x, t) = gik−1(t),
r¯(n)(x, t) = rk(t), s¯
(n)(x, t) = sk(t), s
(n)(x, t) = sk−1(t),
as well as the interpolates
p(n)(x, t) = pk(t) +
(
x− k
n
)
dkp(t), q
(n)(x, t) = qk(t) +
(
x− k
n
)
dkq(t),
r(n)(x, t) = rk(t) +
(
x− k
n
)
dkr(t), s
(n)(x, t) = sk(t) +
(
x− k
n
)
dks(t),
and extend the above funtions ontinuously to x = 0 . We note that, in view of Remark
4.4, the denitions are meaningful.
For a.e. (x, t) ∈ QT , we have that
p(n)
t
(t) = r(n)x (t) + s
(n)(t) + g(n)1(t), (4.38)
q(n)
t
(t) = s(n)x (t) + g
(n)2(t), (4.39)
w¯
(n)
t (t) = p
(n)
x (t), (4.40)
z¯
(n)
t (t) = q
(n)
x (t)− p¯(n)(t), (4.41)
and (
r¯(n)
s¯(n)
)
= F
[(
w¯(n)
z¯(n)
)]
+
(
w¯(n)
z¯(n)
)
. (4.42)
Using the estimates (4.27)(4.28) and (4.34)(4.37), we now derive bounds for p(n) , q(n) ,
r(n) , s(n) , w¯(n) , z¯(n) independent of n , whih will enable us to pass to the limit as n→∞ .
Taking into aount the identities (4.21), we have
‖p(n)‖2 =
n−1∑
k=1
∫ k/n
(k−1)/n
|pk + (nx− k)(pk − pk−1)|2 dx+ 1
n
p2n−1 ≤
4
n
n−1∑
k=1
p2k ,
‖q(n)‖2 =
n−1∑
k=1
∫ k/n
(k−1)/n
|qk + (nx− k)(qk − qk−1)|2 dx
+
∫ 1
(n−1)/n
∣∣∣∣qn−1 +
(
x− n− 1
n
)
pn−1
∣∣∣∣
2
dx
≤ 4
n
n−1∑
k=1
q2k +
2
n3
p2n−1 ,
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‖s(n)‖2 =
n∑
k=2
∫ k/n
(k−1)/n
|sk + (nx− k)(sk − sk−1)|2 dx+
∫ 1/n
0
∣∣∣∣s1 − (x− 1n
)
g20
∣∣∣∣
2
dx
≤ 4
n
n−1∑
k=1
s2k +
2
n3
(g20)
2 ,
‖r(n)‖2 =
n∑
k=2
∫ k/n
(k−1)/n
|rk + (nx− k)(rk − rk−1)|2 dx
+
∫ 1/n
0
∣∣∣∣r1 − (1n − x
)(
s1 +
1
n
g20 + g
1
0
)∣∣∣∣
2
dx
≤ 4
n
n−1∑
k=1
r2k +
3
n3
(g10)
2 +
3
n5
(g20)
2 +
3
n3
s21.
Hene,
max
0≤t≤T
(‖p(n)(t)‖2 + ‖q(n)(t)‖2 + ‖r(n)(t)‖2 + ‖s(n)(t)‖2) ≤ C . (4.43)
Besides, we easily dedue from (4.27) that
max
0≤t≤T
(‖w¯(n)(t)‖2 + ‖z¯(n)(t)‖2) ≤ C . (4.44)
In the same way, we an prove that
max
0≤t≤T
(
‖p(n)t (t)‖2 + ‖q(n)t (t)‖2 + ‖r(n)t (t)‖2 + ‖s(n)t (t)‖2 + ‖w¯(n)t (t)‖2 + ‖z¯(n)t (t)‖2
)
≤ C .
(4.45)
We easily evaluate the norms
‖p(n)x ‖2 =
n∑
k=1
∫ k/n
(k−1)/n
|dkp|2dx = 1
n
n−1∑
k=1
|dkp|2 ,
‖q(n)x ‖2 =
n∑
k=1
∫ k/n
(k−1)/n
|dkq|2dx = 1
n
n−1∑
k=1
|dkq|2 + 1
n
p2n−1 ,
‖s(n)x ‖2 =
n∑
k=1
∫ k/n
(k−1)/n
|dks|2dx = 1
n
n−1∑
k=1
|dk+1s|2 + 1
n
|g20|2 ,
‖r(n)x ‖2 =
n∑
k=1
∫ k/n
(k−1)/n
|dkr|2dx = 1
n
n−1∑
k=1
|dk+1r|2 + 1
n
∣∣∣∣ 1ng20 + g10 + s1
∣∣∣∣
2
,
whih, together with (4.35), (4.37) and Remark 4.4, yield that
max
0≤t≤T
(‖p(n)x (t)‖2 + ‖q(n)x (t) + ‖r(n)x (t)‖2 + ‖s(n)x (t)‖2) ≤ C. (4.46)
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By denition, for x ∈ ((k − 1)/n, k/n) , k = 1, ..., n , we have
|p(n)(x, t)− p(n)(x, t)| ≤ 1
n
|dkp(t)|.
Hene, by the above argument,
sup
(x,t)∈QT
|p(n)(x, t)− p(n)(x, t)|2 ≤ 1
n2
n∑
k=1
|dkp(t)|2 ≤ C
n
. (4.47)
Therefore, p(n) and p(n) have the same limit as n→∞ , provided that the limit exists. By
the same argument, we have similar results for p¯(n)−p(n) , q(n)−q(n) , r¯(n)−r(n) , s¯(n)−s(n) ,
and s(n) − s(n) .
Combining the above estimates, and seleting a suitable subsequene of n→∞ , we see
that there exist funtions p, q, w, z, r, s in appropriate Sobolev spaes (f. (4.11), (4.12))
suh that
p
(n)
x → px, q(n)x → qx, p(n)t → pt, q(n)t → qt,
w¯(n) → w, z¯(n) → z, w¯(n)t → wt, z¯(n)t → zt,
r
(n)
t → rt, s(n)t → st, r(n)x → rx, s(n)x → sx,
p(n)
t
→ pt, q(n)t → qt, r¯
(n)
t → rt, s¯(n)t → st,


weakly-star in L∞(0, T ;L2(0, 1)).
(4.48)
Then, by ompat embedding and (4.47), we have
p(n) → p, q(n) → q, p(n) → p, p¯(n) → p, q(n) → q,
r(n) → r, s(n) → s, r¯(n) → r, s¯(n) → s, s(n) → s,
}
strongly in L∞(QT ). (4.49)
The boundary onditions are preserved in the limit, and the onvergene of the initial
onditions as n→ ∞ easily follows from (4.49). From the denition of g(n) and (H1), it
is easy to see that g(n) → g strongly in C([0, T ];L2(0, 1;R2)) . Hene, we may pass to the
limit in (4.38)(4.41) to obtain (4.5).
To nish the existene proof, it remains to verify that(
r
s
)
= F
[(
w
z
)]
+
(
w
z
)
:= G
[(
w
z
)]
. (4.50)
The proof follows from Minty's trik as, e.g., in [8℄, based on the monotoniity of the
PrandtlIshlinskii operator F (f. Proposition 3.3(ii)). To this end, we take an arbitrary
vetor funtion ξ ∈ C(QT ;R2) and dene ξ˜(x, t) =
∫ t
0
ξ(x, τ) dτ . For all δ > 0 and n ∈ N ,
we dedue∫ T
0
∫ 1
0
{
G
[(
w¯(n)
z¯(n)
)]
−G
[(
w
z
)
+ δξ˜
]}
·
[(
w¯(n)
z¯(n)
)
t
−
(
w
z
)
t
− δξ
]
dx dt
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≥ −1
2
∫ 1
0
∫ h
0
∣∣∣∣∣SK
[
Bq
(
w¯(n)
z¯(n)
)]
− SK
[
Bq
(
w
z
)
+ δBqξ˜
]∣∣∣∣∣
2
(x, 0) dq dx
−1
2
∥∥∥∥∥
(
w¯(n)
z¯(n)
)
(x, 0)−
(
w
z
)
(x, 0)
∥∥∥∥∥
2
≥ −C
∥∥∥∥∥
(
w¯(n)
z¯(n)
)
(x, 0)−
(
w
z
)
(x, 0)
∥∥∥∥∥
2
, (4.51)
where we have used the fat that the initial value map (3.2) of SK is Lipshitz ontinuous.
Passing to the limit as n→∞ in (4.51), we infer from (4.48) and (4.49) that
∫ T
0
∫ 1
0
{(
r
s
)
−G
[(
w
z
)
+ δξ˜
]}
· ξ dx dt ≤ 0, ∀ ξ ∈ C(QT ;R2). (4.52)
Besides, owing to Proposition 3.3(i), the mapping G is ontinuous in C(QT ;R
2) . Hene,
lim
δ→0
G
[(
w
z
)
+ δξ˜
]
= G
[(
w
z
)]
. (4.53)
Sine ξ ∈ C(QT ;R2) in (4.52) is arbitrary, we obtain that (4.50) holds.
The proof for existene is omplete.
4.3 Proof of uniqueness
The uniqueness of the solution to our problem is a onsequene of the monotoniity of F (f.
Proposition 3.3(ii)) and of the energy estimate. Consider two solutions (pi, qi, wi, zi)
T , i =
1, 2 , to problem (4.5)(4.7). Then p1 − p2 and q1 − q2 satisfy
(p1 − p2)t = (r1 − r2)x + (s1 − s2),
(q1 − q2)t = (s1 − s2)x,
(w1 − w2)t = (p1 − p2)x,
(z1 − z2)t = (q1 − q2)x − (p1 − p2),


(4.54)
with the boundary onditions
(p1 − p2)(0, t) = (q1 − q2)(0, t) = (w1 − w2)(1, t) = (z1 − z2)(1, t) = 0 . (4.55)
Testing the rst equation by p1− p2 , and the seond equation by q1 − q2 , integrating over
(0, 1) , and using (4.55), we obtain
1
2
d
dt
(‖p1 − p2‖2 + ‖q1 − q2‖2 + ‖w1 − w2‖2 + ‖z1 − z2‖2)
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= −
∫ 1
0
F
[(
w1 − w2
z1 − z2
)]
· d
dt
(
w1 − w2
z1 − z2
)
dx
≥ −1
2
d
dt
∫ 1
0
∫ h
0
∣∣∣∣∣SK
[
Bq
(
w1 − w2
z1 − z2
)]∣∣∣∣∣
2
dqdx.
If the initial data of (pi, qi, wi, zi)
T , i = 1, 2 , are the same, then we are able to onlude
that (pi, qi, wi, zi)
T , i = 1, 2 , oinide for t ∈ [0, T ] . The uniqueness of solution to problem
(4.5)(4.7) is proved.
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