Specular-mode spectroscopic scatterometry is currently being used as an in-line metrology tool for wafer-to-wafer process monitoring and control in lithography and etch processes. Experimental real-time, in situ demonstrations of critical dimension monitoring and control have been made for reactive ion etching. There have been no similar demonstrations of real-time control in the critical step of resist development. In this paper, we will show the results of a simulation study on the use of scatterometry in an immersion mode both to improve resolution and to act as a real-time monitor for photoresist topography evolution during development. We have performed realistic simulations of the experimental performance by using Prolith™ to generate developing resist profiles vs. time and a rigorous couple wave algorithm (RCWA) simulator (modified to include the immersion ambient) to generate simulated scatterometry data. We have examined several modes of operation of the proposed measurement including specular and 1 st order scattered modes using spectroscopic ellipsometry and reflectometry. For our simulations, we have used pure water to approximate the developer refractive index. We have created realistic simulation data by adding appropriate amounts of random noise to perfect simulations, and then used regression analysis to extract profiles from these data. Water immersion increases feature shape resolution for small period gratings by increasing the scattering into real diffracted modes.
Introduction
Specular-mode spectroscopic ellipsometry (SE) or reflectometry (SR) measurements from periodic gratings ("scatterometry", or optical critical dimension metrology-OCD) have been successfully demonstrated as accurate methods for extracting detailed topography of integrated circuit structures and this method is rapidly becoming established as a important in-line metrology tool for manufacturing control. 1, 2, 3, 4, 5, 6, 7 Integrated metrology variations have been demonstrated for wafer-to-wafer feedfoward and feedback control of photolithography and reactive ion etch steps. 8, 9, 10 University research demonstrations have used both SR 5, 11 and SE 12 for both ex situ, detailed topography extraction and in a real-time, in situ mode to monitor the evolution of topography in reactive ion etch systems during oxygen-plasma trim-back of photoresist lines, the evolution of shallow trenches in crystalline Si, and the etching of poly-Si gate test structures.
These prior efforts all used either air or vacuum as the ambient. In this paper, we report on a simulation study of immersion mode scatterometry for both in-line and in situ applications. We find that just as in the case of immersion lithography, immersion scatterometry has the strong potential to improve the resolution limitations of air-ambient scatterometry. Also, water immersion would allow the measurement beam to be focused into a smaller spot, and thus would aid in reducing the required scatterometry test area size.
For in situ applications, the use of a very high speed array detector-based instrumentation scheme (either in spectroscopic ellipsometry or spectroscopic reflectometry modes) could allow the real-time monitoring of photoresist profile evolution during development. The practicality of this for real-time process control is not completely obvious; however, specialized development test cells would allow very accurate real-time monitoring of the development process. This would enable the more rapid creation of accurate develop-curve models. We will refer to this notion as high speed acquisition of resist profiles (HARP). 
Modeling
Our immersion mode scatterometry modeling codes were written in MatLab™ and made use of the wellknown methods of Moharam, et al. 13 with the convergence-aiding corrections for the TM case by Li. 14 The formulation of Moharam easily allows modeling of the immersion mode case by including the refractive index behavior of the ambient (the incident media or ambient term n I in equation 3 of reference 13). While n I =1 for air or vacuum mode scatterometry, it takes on larger values for liquid immersion cases. For all of the simulations in this paper, we assumed that the immersion ambient was pure H 2 O. 15 This ambient currently seems the best for immersion scatterometry for exactly the same reasons it is attractive for immersion lithography -relatively high refractive index and good UV transmission. For our photolithography development simulations, it would have been desirable to use the refractive index functions of the actual developers; however, these are not currently available so water was used as an approximation to these aqueous solutions. We will make comments later in this paper about possible measurement solutions to this problem and on the possible limitations on in situ development monitoring.
Prolith™ (version 8.12) grating simulations for ~100nm linewidth grating structures were derived from an AZ/Clariant AX1020P 193nm chemically amplified resist (CAR) system that was originally calibrated for 130nm lines (325nm pitch). Fine structure in the development contours is realized by under-developing the resist profile and extracting the development contours with a time step < .25 seconds. The following A variety of different size features were examined in the course of this study, but in this paper we will concentrate on simulations ~100nm lines and on scaled reductions from these simulations to examine features down to ~30nm. The refractive index of the simulated resist is shown in Figure 1 .
Resolution Improvements with Immersion Scatterometry
Scatterometry is capable of some level of critical dimension and feature shape extraction even in cases of extremely small linewidth/short period grating structures, but resolution of fine detail is reduced at smaller dimensions. 16 This situation can be somewhat improved by water immersion. It is our hypothesis that coupling energy into real diffracted modes will increase the sensitivity of specular mode scatterometry since the efficiency and phase of this scattering will be sensitive to the feature shape.
Significant benefits can be obtained in cases of short period gratings. When the grating period becomes sufficiently small compared to the minimum free space wavelengths used in the measurement, then it is easily shown that the only real diffracted mode (for reflection) which occurs is the . We will use this condition for the simulations in this paper. To illustrate the strong effects of water immersion on scatterometry data, we simulated a ~40nm photoresist line structure in a grating of with Λ=90nm. We assumed a photoresist directly on a Si substrate. The lineshape is a 3x scaled reduction of the Prolith simulation discussed later and is shown in Figure 2 below. In air, the 1 st real diffracted modes occur for λ o <176.9nm. This range would be accessible for purged or vacuum UV ellipsometers, but not for conventional systems. In water immersion, at UV wavelengths n I~1 .39, yielding a similar requirement of λ o <273.2nm (well within the conventional air accessible UV range). Ideal simulations of air mode and immersion mode spectroscopic ellipsometry and spectroscopic reflectometry measurements are shown in Figure 3 and Figure 4 . These simulations show much stronger structure in both the ellipsometry and reflectometry data in the water immersion cases in the region were this m=-1 diffraction mode becomes possible. This increase in diffraction-related structure in the data improves the sensitivity of the measurement to feature shape. To quantitatively illustrate this, we took both ideal simulations (air & H 2 O immersion) and added Gaussian random noise to the data (both the α & β parameters) with a standard deviation σ=0.02. Then we used these data sets as data for regression extraction of the feature shape (just as we would attempt to do in a physically real experiment). Since we know the standard deviation of the noise and know that it is purely random (no systematic errors), we can use the well known reduced chi-squared error formulation to represent the mean square error. 17 The application of this error formulation has been applied extensively to spectroscopic ellipsometry data modeling by Jellison. 18 When χ~1, we can say that the model well-represents the data and that little additional information can be obtained (we have fit the result to within the noise limits). If χ>>1, then there is more information in the data than is being extracted by the model and there is danger of poor conclusions due to the bad model. If χ<1, then we have over-fit the data and some or all of our extracted parameters may have no physical significance. While these are not prefect statistical tests, they are much better than arbitrary goodness of fit parameters.
Using this simulated data, we fit a curved trapezoid model (a quadratic sidewall shape) and included the possibility of blanket undeveloped bottom resist layer. For each fitted curved trapezoid segment j, the width of segment at a given point y measured down from the top of the segment is given by:
where the m's are the sidewall polynomial shape parameters and h j is the segment total height. The approach can be obviously generalized to higher order polynomials. The results of this fit are shown in Figure 5 for both the air and water immersion cases. The fitted parameters are summarized in Table 2 .
Remarkably, these results show that air-mode scatterometry is not too bad for feature shape extraction even at these small dimensions. However, some obvious errors can been seen readily in the overlay of the air-fit topography result with the actual lineshape. In particular, the height of the main resist line was underestimated, while the blanket undeveloped resist layer (which should have been zero) was significantly overestimated. Furthermore, the low χ value suggests that significant further information cannot be extracted from this data. For the water immersion case, we can see that the visual quality of the fitted shape vs. actual lineshape is better. Further, from the table we can see that the confidence limits of the fitted parameters are significantly better. We also examined the cross-correlation matrices for these fits (not shown due to space limitations), and the immersion case shows less heavily correlated terms. All of this is consistent with the additional structure in the data of the immersion case due to the diffraction mode. We expect that this trend would become even more pronounced if the noise in the data were larger. Table 2 Fit parameters for both the air and water immersion results of Figure 5 . The actual simulated structure height (segment 1 height) was 133.33 nm and the actual bottom resist height (segment 2 height) was 0.
Simulations of 100nm Line Developing
To simulate real-time monitoring of resist profile evolution, we use the Prolith™ simulations of the ~100nm lines described earlier. In our conference presentation, high accuracy animations (films) of the development process will be presented and will be posted on one of the author's websites following the conference. 19 For all the simulations shown in this section, we used a Λ=270nm grating structure, a resist thickness of 400nm, and a final resist line dimension of ~100nm. Development times out to 20s were simulated on a 0.1s interval. Contour curves were fit to the Prolith™ results to automatically create the RCWA slice structure. Depending on the complexity of the resist line shape between ~150-390 slices were used in the scatterometry simulations of the ideal data. As stated earlier, we assumed that the refractive indices of the developer were the same as H 2 O. In this paper, we will present the results of fits to the data from two times during the development process. For the regression fit simulations, random noise (σ=0.02) was added to the data in the same manner as described earlier for the small line simulations. Figure 6 Simulated photoresist structure with 299 slices. SE scatterometry data simulated at 75° AOI with random noise of 0.02 added to both α and β (dashed curves). The regression fitted structure (trapezoid+curvature) had 20 slices. The reduced χ error ~4.47 indicates that while the fit is good, there is more information available from the data by improving the physical model. For this structure, including extra parameters to better describe the top curvature will improve the χ without over-fitting. Figure 7 The same data as Figure 6 is fit with a 3 region model (top trapezoid+curvature, bottom trapezoid+curvature, bottom uniform resist layer). The fit χ is reduce to ~0.944 and all the fitted parameters are statistically significant (based on 68.3% confidence limits) except for the segment 2 slope (which is essentially 0). The cross correlation matrix does show strong coupling between the heights of the 2 curved trapezoid segments, but the correlated parameters trade-off to yield an overall accurate total height. Figure 6 shows a resist profile and spectroscopic ellipsometry data curve at an intermediate point in the development process. The profile is not fully evolved and there is ~200nm of completely undeveloped resist remaining. An initial regression fit using a curved trapezoid on blanket resist model yields the results shown in this figure and accompanying table. The χ~4.47 suggests that more can be obtained from this data. Increasing the number of slices for the fit (from 20 as shown) does not appreciably change the error, indicating that it is an overall shape error rather than discretization error that is being detected by χ. Increasing the model complexity to a curved-trapezoid on a curvedtrapezoid on blanket resist model yield the results shown in Figure 7 and a χ~0.944. As can be seen visually, the more complex curvature of the actual structure is better captured by this model and the χ and confidence terms indicate that this fit statistically valid.
As the feature evolves towards the fully developed case, the wall shape becomes more vertical and we return to the simpler curved-trapezoid on rectangle model. This is illustrated in Figure 8 . Increasing the number of slices in the RCWA model from 20 (as shown in this figure) to 200 does not significantly change the χ error. The finer scale of the 200 slice fit does very slightly reduce the bottom CD error (by ~1nm) vs. the 20 slice model. Even with water immersion, it appears that even data with small but still realistic values of noise would not allow unambiguous extraction of very fine shape detail such as the standing wave ripples in this data.
These results suggest that immersion mode scatterometry should be capable of yielding very valuable data for the rapid construction of resist development models. Two issues that will likely complicate the situation in actual implementation are: (1) the need for accurate information on the refractive indices of the developer solution; and . (2) the possibility that the developer solution will be absorbing in the UV region. The first problem may require a procedure for extraction of the refractive index behavior at the time of the specific experiment since there may be solution concentration variation effects. One possible method to address this would be the use of a standard blanket oxide wafer in the test cell prior to the resist development experiment. With an accurately known reference, extraction of the real part of the ambient solution index should be possible. If the absolute value of the reflectance was also measured, the imaginary part of the media index could also be extracted (assuming proper care is taken for window effects, reflection losses, etc.) If the imaginary part of the immersion media refractive index is too large, essentially all of the light will be absorbed and no data will be collected in that spectral region. Absorption in the developer would limit the viable wavelength range of the scatterometry measurements. We attempted to simulate for this possibility by taking the data of Figure 8 and fitting the same model to the data over the more limited range of 400-800 nm ( Figure 9 ). In this case, the χ drops a bit below 1 (0.9854), indicating that we have over-fit the data (here that our curvature parameter is probably no longer valid even though the confidence limit is showing an acceptable value). As is clear in the figure, even with this wavelength limitation there is sufficient information in the data to do useful extraction of critical dimensions and sidewall slopes. In this case, part of this sensitivity comes directly from the real diffraction mode (m= -1 again) effects on the specular data in the ~700 nm range. For air mode measurements, these effects would be shifted up to ~500 nm. Figure 9 The data of Figure 8 is fit to the same curved-trapezoid/rectangle model but over a more limited wavelength range. The χ ∴ was ~0.868 for this fit.
Instrumentation and Measurement Modes
For all of the simulation cases reported above, we assumed specular reflection spectroscopic ellipsometry measurements were used. These could relatively easily be accomplished with windowed test cells as illustrated schematically below. This same configuration could be used for spectroscopic reflectometry measurements. We also performed simulation investigations of parameter extraction experiments in the reflectometry mode. While spectroscopic ellipsometry is, in general, more sensitive and accurate, reflectometry measurements still yield very good accuracy in these applications and have the potential of higher speed at similar signal to noise ratios. For this application, the simultaneous measurement of both p-and s-mode reflectance using instrumentation such as that discussed in reference 5 would be particular useful. With modern, high speed CCD-cameras, this type of measurement could be made to be very fast.
We also numerically investigated the use of diffracted light information in a sort of darkfield approach. This is an immersion version of the previously proposed MOXIE approach. 20 As is the case with darkfield microscopy, the scattered signal should be sensitive only to the pattern and not uniform films. For the cases simulated in this work, we found very good theoretical sensitivity for this measurement mode. Test cells with immersion lenses could be designed along the lines illustrated in Figure 11 and a useful range of scattered wavelengths could be collected. However, the magnitudes of the -1 st order diffraction efficiencies for the photoresist grating structures in this study were very low (of order of a few percent at best). Addition of noise to this data to this data would have rendered it unusable for feature shape extraction. We believe these low diffraction efficiencies were the result of the relatively small diffractive index difference between the photoresist and the H 2 O medium. Thus, there is a trade-off in immersion mode scatterometrythe reduction of the effective measurement wavelengths allows coupling to real diffracted modes for shorter period gratings, but the reduction of the refractive index difference between the line and the ambient (in the spacer region) reduces the effective scattering strength of the line. Of course, if the ambient refractive index exactly matches the index of the grating lines, there would be no scattering at all and the grating would effectively disappear to that measurement. This trick was exploited for thin film ellipsometry to investigate effects at SiO 2 -Si interfaces. 
Conclusions
We have numerically investigated the use of immersion-mode scatterometry for nano-scale feature extraction. For very short period gratings, enhanced resolution of feature shapes should be offered by the immersion environment. Also, a significant secondary benefit of a smaller focused measurement spot size should be realized. For real-time resist profile measurements, the optical behavior of the developer may pose practical limitations, but preliminary simulations suggest that even a reduced measurement wavelength window will be useful for development model building. Existing spectroscopic ellipsometry and reflectometry hardware can be combined with immersion cells to implement this approach. Some hardware development would be required for the realization of high-speed immersion scatterometry measurement systems, but these efforts could borrow heavily from the work already done on immersion lithography steppers. Obviously, the stage requirements would not be as stringent as those of the steppers. Recent developments in high-speed CCD camera could enable very rapid data acquisition.
