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2ABSTRACT
Interfacial reactions between Cu and Si with different Ta-based diffusion barriers are
investigated by means of the combined thermodynamic-kinetic and microstructural
analysis. The reaction mechanisms and the related microstructures in the Si/Ta/Cu,
Si/TaC/Cu and Si/Ta2N/Cu metallization systems are studied experimentally and
theoretically by utilizing the ternary Si-Ta-Cu, Si-Ta-C, Si-Ta-N, Ta-C-Cu, and Ta-N-Cu
phase diagrams as well as the activity diagrams calculated at different temperatures. The
effects of oxygen on the reactions in the Si/Ta/Cu and Si/TaC/Cu metallization systems
are investigated by employing also the evaluated Ta-O and Ta-C-O phase diagrams. The
experimental investigations are carried out with the help of sheet resistance
measurements, x-ray diffraction (XRD), Rutherford backscattering spectroscopy (RBS),
scanning electron microscopy (SEM), secondary ion mass spectroscopy (SIMS) and
transmission electron microscopy (TEM). It is shown that by using the combined
thermodynamic-kinetic approach a better understanding about the reactions taking place
in the Si/Cu diffusion couples with different Ta-based diffusion barriers can be achieved.
The diffusion barrier solutions using Ta are good candidates for practical applications.
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5NOTATION
ai activity of component i
Agb cross-section of grain boundaries per unit area
Al cross-sections of grains per unit area
ci concentration of component i
c number of components
C capacitance
d average grain diameter
~
D interdiffusion coefficient
Di intrinsic diffusion coefficient of component i
*
iD tracer diffusion coefficient of component i
Do pre-exponential factor
Dgb grain boundary diffusion coefficient
Dtot total effective diffusion coefficient
Dvol volume diffusion coefficient
mT
D self-diffusion coefficient at the melting point
f degrees of freedom
G Gibbs free energy
DGm Gibbs free energy of mixing
DrG Gibbs free energy of reaction
DrGo standard Gibbs free energy of reaction
H entalphy
DHm entalphy of mixing
Ji flux of component i
Kp equilibrium constant
l distance
Li phenomenological coefficient of component i
M(t) number of atoms transported per unit area and unit time
ni number of moles of component i
6p pressure or number of phases
Q activation energy
R gas constant or resistance
S entropy
DSm entropy of mixing
t time
T temperature (K)
Tm melting point
U internal energy
vK/M velocity of the Kirkendall-plane respect to the Matano-plane
V volume
Vi partial molar volume of component i
Vm molar volume
xi mole fraction of component i
d conventional thickness for grain boundaries
gi activity coefficient of component i
mi chemical potential of component i
o
im chemical potential of component i in its standard state
7List of Publications
Appendix I T. Laurila, K. Zeng, J. Molarius, I. Suni, and J.K. Kivilahti,
"Chemical Stability of Tantalum Diffusion Barrier Between Cu
and Si", Thin Solid Films, 373, (2000), pp.64-67.
Appendix II T. Laurila, K. Zeng, J. Molarius, I. Suni, and J.K. Kivilahti,         
"Failure Mechanism of Ta Diffusion Barrier Between Cu and Si",
Journal of Applied Physics, 88,  (2000), pp.3377-3384.
Appendix III T. Laurila, K. Zeng, J. Molarius, I. Suni, and J.K. Kivilahti,"Effect
of Oxygen on the Reactions in the Si/Ta/Cu Metallization System",
Journal of Materials Research, 16, (2001), pp.2939-2946.
Appendix IV T. Laurila, K. Zeng, J. Molarius, T. Riekkinen, I. Suni, and J.K.
Kivilahti, "Tantalum Carbide and Nitride Diffusion Barriers for Cu
Metallisation", Microelectronics Engineering, 60, (2001), pp. 71-
80.
Appendix V T. Laurila, K. Zeng, J. Molarius, I. Suni, and J.K. Kivilahti,
"Stability of TaC Diffusion Barrier Between Si and Cu", HUT
Internal Report, HUT-EPT-7, ISBN 951-22-5777-7, (2001). This
report is composed of two manuscripts: “TaC as a Diffusion
Barrier Between Si and Cu" (submitted to Journal of Applied
Physics) and "Amorphous Layer Formation at the TaC/Cu
Interface in the Si/TaC/Cu Metallization System" (submitted to
Applied Physics Letters).
8The research program has been planned by the author together with the co-authors J.K.
Kivilahti and J. Molarius. The thermodynamic evaluations needed in this work were
carried out jointly by the author and the co-author K. Zeng. The author also participated
into all aspects of the experimental and the analytical work executed during the
investigations. The theoretical considerations as they appear in the manuscripts were
produced by the author in collaboration with the co-authors. The author wrote the
manuscripts, which have been discussed in detail with the co-authors.
91. Introduction
The current trend of scaling down the dimensions of integrated circuits in order to
achieve better electrical performance places serious demands for materials used in silicon
based devices. In particular, thin film interconnections are becoming the limiting factor in
determining performance and reliability of integrated circuits. The interconnection delay,
usually defined as the RC-delay, where R is the resistance of the interconnection and C is
the associated total capacitance, is one of the most important factors determining the
device/circuit performance [1]. Reducing the RC-delay to lower than or to equal to the
device delay has become both a material and an interconnection design/architecture
challenge. Aluminum has been the most widely used material for metallization in very-
large-scale integration (VLSI) and ultralarge-scale integration (ULSI) circuits during the
past decades. However, as critical dimensions of devices have approached submicron
dimensions, reliability requirements has ruled out the possibility of using pure aluminum.
In order to improve reliability, alloys with several additives such as Si, Cu, Ti, Pd, Cr,
Mg and Mn, have been tested [2]. The improvement in the electromigration performance
thus achieved remains to date limited and is offset by the corresponding increase in
interconnection resistivity [2].
Hence, emphasis and burden have been placed on materials e.g., switching from
Al/W based metallisations to Cu based interconnections. Unfortunately, the interaction
between Si and Cu is rapid and detrimental to the electrical performance of Si even at
temperatures below 473 K [3-6]. Mobility of copper is also relatively fast in SiO2 and
many polymers used as dielectric layers [7,8]. Moreover, copper corrodes easily upon
exposure to moisture or oxygen and a technique to passivate the copper surface is
essential for multilevel copper interconnection [9]. Therefore, owing to these multiple
material problems (see Fig. 1), it is necessary to implement a barrier layer into the Cu
metallization scheme and to encapsulate copper conductors from all sides. In this respect,
diffusion barriers in Cu metallizations differ from the ones used in Al metallizations,
where a diffusion barrier is generally used only at one interface (Fig. 2). The need to
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encapsulate Cu conductor imposes also boundary conditions for diffusion barrier
thickness.
Figure 1. Schematic presentation of the problems related to Cu metallizations [7].
40 nm
Diffusion barrier (e.g.TaC)
Cu conductor
50 nm
Al conductor
Diffusion barrier (e.g.TaC)
50 nm
Figure 2. Schematic presentation of the difference in diffusion barrier implementation
between Cu and Al conductors.
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The diffusion barrier layer reduces the cross-sectional area of Cu conductor and thereby
increases the effective resistance of the interconnection. Therefore, in order to have the
maximum advantage from switching to Cu interconnections, the barrier layer thickness
should be less than 10 nm [10].
In addition to the problems mentioned above there are also processing difficulties
related to copper. For example, patterning of Cu by reactive ion etching (RIE) is a
difficult task because of high temperatures needed and narrow processing window
allowed [11]. Therefore, processes like chemical mechanical polishing (CMP) have to be
utilized instead [12-14].
2. Diffusion Barriers in Cu Metallization
The harmful interaction between Si and Cu, as mentioned in the previous chapter,
imposes the use of diffusion barriers in order to reliably fabricate copper metallised IC's.
The most important barrier properties are considered in this chapter. First the concept of a
diffusion barrier is introduced and then thermodynamic and kinetic as well as
microstructural properties are reviewed. Finally, several diffusion barrier solutions as
found from the literature are summarized.
2.1 The concept of a diffusion barrier
The concept of the use of barrier layers in metallization systems is simple: two
materials that have unfavorable chemical interaction are kept separate by an intermediate
layer. Such a barrier should posses several features, which include [15,16]:
(1) If the barrier layer X separates materials A and B, the barrier should be
thermodynamically stable when in contact with both A and B.
(2) X should prevent harmful interdiffusion between A and B. Thus, diffusivity of both
materials A and B in barrier layer should be as low as possible. The most preferred
structure would be single-crystalline, but this solution lies generally beyond the
12
capabilities of current technology. A practical second choice is the amorphous
structure (this is, however, in contradiction with the requirement for the
thermodynamic stability).
(3) The barrier layer should form low resistance contacts with both materials A and B
and be at least a reasonable thermal conductor. The resistivity of the barrier layer
itself is usually not too significant up to a certain point (< 2500 mWcm) [17] because
of its small thickness compared to that of the materials A and B.
(4)  X should adhere well to all materials used in the metallization scheme. Thus, some
      reactivity is required in order to establish good adhesion between the barrier and the
      surrounding materials.
(5) The material X should not have an electrochemical potential very different from that
of A and B in order to avoid the formation of galvanic corrosion cells with the
metallization layers.
(6) Stresses of around GPa are expected to exert significant effects upon thin-film
      diffusion processes [18]. Therefore, stresses in the barrier material should not
      be too high.
As can be seen from the list of requirements, compromises are often needed and some
contradictions cannot be avoided. In addition to the physicochemical demands also
process conditions related to step coverage, capability of selective patterning, reasonable
rate and ease of deposition and so on, must be fulfilled in order to have a satisfactory
diffusion barrier.
Practical diffusion barriers are generally divided into (i) sacrificial barriers, (ii)
stuffed barriers, and (iii) amorphous diffusion barriers [16]. The idea of sacrificial barrier
is that the intermediate layer X reacts either with one or both of the materials A and B in
a laterally uniform manner with characterized reaction rates. The effectiveness of the
barrier is determined by the reaction rate. As long as the intermediate layer is not
completely consumed in the reactions, the separation between the materials A and B is
still effective. Therefore, reaction rate between X and A or/and B should not be too high
in order to have effective barrier layer. This definite lifetime is also the major limitation
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of sacrificial barriers. For a more permanent protection the barrier layer X should be
thermodynamically stable against A and B. This means that there are no driving forces
for reactions at the interfaces A/X and X/B. This is necessary but not sufficient condition
for a stable diffusion barrier. It is also necessary to stop or reduce diffusion of A and B
across X via short-circuit paths, since there is still a driving force for A to diffuse into B
and vica versa. This can be achieved either by (1) eliminating the short-circuit paths or
(2) fill the easy paths with appropriate atoms/molecules and thereby prevent the short-
circuit diffusion of A and B [16]. The second approach leads to the concept of stuffed
barrier. When atoms of A and B cannot use the short-circuit paths (they are now occupied
by the atoms or molecules introduced there on purpose) diffusion is slowed down
generally by several orders of magnitude. The elimination of short-circuit paths can also
be achieved by removing the easy paths (i.e. grain boundaries) by making the structure of
the barrier amorphous. It is emphasized that amorphous layers are metastable and will
eventually crystallize. When crystallization takes place, grain boundaries are again
present in the barrier. Thus, crystallization temperature of amorphous layer is of critical
importance. The fabrication of amorphous layers and other related issues are further
discussed in Ch. 2.4.
A
B
Annealing
A
B
X
AX
BX
Sacrificial barrier
A
B
X
A
B
X
A
B
X
Stuffed barrier
Amorphous barrier
Fig 3. Schematic illustration of the three classes of diffusion barriers.
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2.2 Thermodynamic properties
Metallization structures used in microelectronics are composed of many
dissimilar materials. In order to be able to predict the feasibility of the interconnection
structures, the stability of the interfaces between different materials should be known as
thoroughly as possible. When two solids (A and B) are in contact an interphase is formed
between them. The total Gibbs free energy of the system (A/interphase/B) can decrease
by different processes such as: enrichment of the components in the interphase with
respect to one or both of the components or via chemical reaction of components
followed by the formation of additional phase(s). When the pressure and the temperature
of the system are constant and the interfaces between different phases are
macroscopically planar, the change in the Gibbs free energy of the system can be used as
criteria for possible reaction products that can form at the interface. In the
thermodynamic treatment of multicomponent mixtures or solutions the activities of each
component are needed (Ch. 2.2.2). The phase rule, which provides the basis for the
presentation of phase equilibria, like the equilibrium phase diagrams, is also important
when determining the degrees of freedom of the equilibrium system. These
thermodynamic properties are introduced and discussed in the following section.
2.2.1 Gibbs free energy and thermodynamic equilibrium
The function by means of which the combined statement of the first and second
laws of thermodynamics can be stated in terms of temperature (T) and pressure (p) is the
Gibbs free energy. The Gibbs free energy of a closed system is defined by the relation:
TSHTSpVUG -=-+º , (1)
where U, V, H, and S are the internal energy, the volume, the enthalpy and the entropy of
the system, respectively. Given that G = G(T,P,n1, n2,...) in an open system, with ni being
the number of moles of component i, the derivative of Eq. (1) yields:
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i
i
i dnVdpSdTdG å++-= m (2)
where mi is the chemical potential of component i. At a constant value of the independent
variables P, T and nj (j¹i) the chemical potential equals the partial molar Gibbs free
energy, (¶G/¶ni)P,T,j¹i. With the help of the Gibbs free energy function the equilibrium
state of the system can be investigated.
Three stable equilibrium states to be considered are (i) complete thermodynamic
equilibrium, (ii) local thermodynamic equilibrium and (iii) partial thermodynamic
equilibrium. When the system is at complete equilibrium its Gibbs free energy (G)
function has reached its minimum value, dG = 0 or 0... ==== fba mmm iii , (i =
A,B,C,...) and then the system is in mechanical, thermal and chemical equilibrium with its
surroundings. Thus, there are no gradients inside the individual phases.
On the other hand, local equilibrium is defined in such a way that the equilibrium
exists only at the interfaces between different phases present in the system. This implies
that the thermodynamic functions are continuous across the interface and the
compositions right at the interface are very close to those indicated by the equilibrium
phase diagram. Since the complete thermodynamic equilibrium is seldom achieved in
thin film systems, the concept of the local equilibrium is central for this thesis. The local
equilibrium is generally treated with the help of the chemical potential, which is further
discussed in Ch. 2.2.2.
Partial equilibrium means that the system is in equilibrium only with respect to
certain components. It is generally found that some processes taking place in the system
can be rapid while others are relatively slow. If the rapid ones occur fast enough to fulfil
the requirements for complete equilibrium (within the limit of error) and the slow ones
slow enough that they can be ignored, then it is quite proper to treat the system as being
in equilibrium with respect to the rapid processes alone [19].
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As the classical thermodynamics does not include time as a variable, the lowest
possible energy state of the system (e.g. global minimum) may not be reached in
reasonable time, and some other local minimum is attained. In such case one is dealing
with metastable equilibrium. In fact, a principle commonly known as Ostwald's rule
states that, when a system undergoing reaction proceeds from a less stable state, the most
stable state is not formed directly but rather the next more stable state is formed, and so
on, step by step until (if ever) the most stable is formed [19]. It is a fact that most
materials used in everyday life have not been able to reach their absolute minimum
energy state and are therefore in metastable equilibrium. It should be noted that a system
at metastable equilibrium has as exactly determined thermodynamic properties as a
system at stable equilibrium.
Finally, it must be emphasized that when the Gibbs free energy function
corresponding to the equilibrium state (either stable or metastable) of the system is
defined, all other equilibrium properties of the system are also fixed. This enables the
extrapolation of great amount of thermodynamic data, such as activities of the
components, chemical potentials of the components, heat capacities, enthalpy, entropy
and so on, from the Gibbs free energy function. These data in turn provides lots of
information that can be used to describe the system thermodynamically in the form of
phase diagrams, stability diagrams, etc., as will be seen later on.
2.2.2 The chemical potential and activity in a binary solid solution
It is common knowledge that most substances in nature consist of several phases,
and that the phases are seldom pure substances. In fact, a pure substance exists only in
our minds and represents a limiting state, which we may asymptotically approach but
never actually obtain. Thus, the thermodynamic description of multicomponent systems
is of great importance from the theoretical as well as from the practical point of view. In
the treatment of multicomponent open systems, the most common process considered in
defining the thermodynamic functions for a solution is called the mixing process. The
mixing process is the change in state experienced by the system when appropriate
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amounts of the "pure" components in their reference states are mixed together forming a
homogeneous solution brought to the same temperature and pressure as the initial state
[20]. The molar Gibbs free energy of mixing, or the molar Gibbs free energy of formation
of solution, can be expressed as follows:
mmm STHG D-D=D (3)
It is to be noted that although mixing process is strongly influenced by interaction forces
between atoms and molecules (i.e. DHm) , the fundamental cause behind mixing is
entropy (DSm).
For any heterogeneous system at equilibrium, the chemical potential of a
component i has the same value in all phases of the system. An example of a binary phase
diagram with limited mutual solubility of the components is presented in Fig. 4 (a).
Between the homogeneous terminal phases a and b there is a two phase region, where a
and b coexist. The corresponding Gibbs free energy diagram is shown in Fig. 4 (b).  It
should be noted that both phases a and b have their individual molar Gibbs free energy
curves and thus the components have different crystal structures.
L
a b
a + b
a + L b + L
xBa (sat) xBb (sat)A BxB
T
T1
xBb (sat)xBa (sat)
xB
a
b
mo,bA
mo,aB
mo,aA mo,bB
A B
ma,satA m
b,sat
A=
mb,satB m
a,sat
B=
G
a) b)
Figure 4: a) Binary phase diagram with limited mutual solubility of components A and B,
b) the Gibbs energy diagram at temperature T1.
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A general problem of dealing with solutions thermodynamically can be regarded
as one of properly determining the chemical potentials of the components. Usually the
treatment utilizes the activity function introduced by Lewis [21], to aid this general
problem. Its value lies in close relation to composition; with appropriate choice of
reference state the activity approaches the mole fraction as the mole fraction approaches
unity. Most commonly it is not the activity which is used but the activity coefficient,
which is defined as the ratio of the activity ai to the mole fraction xi:
i
i
i x
a
=g (4)
In terms of the chemical potential the activity can be expressed:
j
i
j
i
j
i
o
i
j
i RTxRTaRT gmm lnlnln +==- (5)
where oim  is the chemical potential of pure i in the reference or standard state, 
j
im  the
chemical potential of i in phase j, jia  the activity of component i in phase j, R is the gas
constant, T the temperature, and (i = A,B,...; j = a,b,...). In the limiting case of ideal
solutions, where the entalphy (DHm = 0) and volume change (DVm = 0) of mixing are
zero and the only contribution to Gibbs free energy of mixing arises from the
configuration entropy term:
å ==D
K
Ai iim
xxS ln (6)
the activity coefficient in Eq. (4) is unity and the activity of the component equals its
mole fraction (i.e. Raoultian behavior). Thus, the activity coefficient represents deviation
from ideal behavior.
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The values of chemical potentials jAm  and 
j
Bm  are graphically found at the end-
points of the tangents of the curves a and b in the Gibbs free energy plot (Fig. 4(b)).
Inside the two phase field the values of the chemical potentials are constant (at
equilibrium) and can be found from the tangential points of the common tangent drawn in
Fig. 4(b). From the Gibbs free energy diagram at temperature T1 one can see that when
)( sat
BB xx
a< , the a-phase is stable since it has the lowest Gibbs free energy and it follows
the a-curve up to point )( satBx
a . When the composition is )()( satBB
sat
B xxx
ba << , the two
phase structure a + b is stable since it has the lowest Gibbs free energy, which now
follows the common tangent drawn in Fig. 4 (b) between the points )( satBx
a  and )( satBx
b .
Finally, when the composition is B
sat
B xx <
)(b , the b-phase is stable. In a ternary system,
the phase equilibria are obtained by the common tangent-plane construction, where the
intersections with the three corners of the diagram represent the chemical potentials.
Further details can be found for example from ref. [22].
As only relative values of thermodynamic functions can be determined, an agreed
reference state has to be established for each element or species in order to make
thermodynamic treatment quantitative. In principle, the choice of the reference state is
arbitrary as long as the chosen state is used consequently throughout the analysis. The
chosen state is then defined to be zero (in Fig. 4 (b) am ,oA  and 
bm ,oB ) and all other possible
states of the element are compared against the reference state to obtain their relative
stabilities. It should be noted that there are some uncertainties related to the usage of
reference states in the literature.
2.2.3 Gibbs free energy change and chemical reaction
If the change in the Gibbs free energy of reaction is negative, the reaction can
proceed spontaneously unless there are kinetic barriers that hinder the reaction. The
following treatment of the subject follows that of presented in the literature [23]. If one
considers a chemical reaction taking place at constant temperature and pressure:
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aA + bB + ... « cC + dD + ... (7)
where A, B, C, etc. are species in the reaction and a, b, c, etc. are the moles of the species
in question. The Gibbs free energy change (DrG) of the reaction is given by the difference
in the chemical potentials of the reactants and the products and is defined as:
...)(...)( ++-++=D BADCr badcG mmmm (8)
It is usual to give the Gibbs free energies with respect to the standard states of the
species. The standard state of the species taking part in the reaction is the Gibbs free
energy of the species in its stable form (DrGo) [24]. If this is the case equation (8) can be
rewritten as:
...)(...)( ++-++=D-D BADC
o
rr badcGG mmmm  (9)
where DrGo is the change in the standard Gibbs free energy of reaction and ...,,, DCBAm  are
the chemical potentials of the species A, B, C, D.... Substituting from Eq. (5) for GrD
gives:
...)lnln(...)lnln( ++-++=D-D BADC
o
rr abRTaaRTadRTacRTGG (10)
where R is the gas constant, T is temperature and the activities (ai) are not equal to one.
This can be written as:
ú
û
ù
ê
ë
é
=D-D
...
...
ln b
B
a
A
d
D
c
Co
rr aa
aa
RTGG (11)
In the equilibrium state the reactants and products are in equilibrium with each other (i.e.
DrG = 0) and the activity product given in the brackets is the equilibrium constant Kp:
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p
o
r KRTG ln-=D (12)
This equation signifies that when the reactants in their standard states are transformed
into the products in their standard states, the accompanying change in the standard Gibbs
free energy, DrG°, is equal to -RTlnKp, where Kp is related to the activities at the
equilibrium concentrations. If all the reactants and the products are gaseous, then Kp is a
function of temperature only, because the corresponding DrG° is a function of
temperature alone. However, if one or more of the reactants or the products are
condensed phases, Kp and  DrG°  are dependent on pressure as well as temperature
according to the definition of standard states. In general, the effect of a few bars of
pressure on condensed phases and on their Gi° is negligibly and thus Kp is frequently
considered to be independent of pressure. It should be noted that the change in the Gibbs
free energy is also related to the corresponding changes in the enthalpy and the entropy
according Eq. (1). The DrG for a reaction is found usually by adding the Gibbs free
energies of formation (from pure stable elements), orGD , of the products and subtracting
that of the reactants according to the Hess' principle [25]. The thermodynamic data for
the calculations can be found for example from ref. [26].
2.2.4 The phase rule and phase diagrams
The phase rule defines the condition of equilibrium in a heterogeneous system by
the relation between the number of co-existing phases p, number of components c and the
number of degrees of freedom f as follows:
2+=+ cfp  (13)
The number 2 in Eq. (13) represents pressure and temperature. The number of degrees of
freedom of the equilibrium state is the number of conditions (variables) that must be
fixed in order to define the corresponding state. It is assumed that temperature, pressure
and composition are the only variables that can influence the phase equilibria. For
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example the effect of surface-tension forces at the boundaries between phases, of
gravitational fields, magnetic fields, stresses etc. is considered to be of negligible
importance. In many cases the pressure is assumed to be fixed and the phase rule reduces
to:
 1+=+ cfp (14)
Phase diagrams are graphical representations of the domains of stability of the
various classes of structures (one phase, two phase, three phase etc.) that may exist in a
system at equilibrium. Phase diagrams are most commonly presented in the temperature -
pressure-composition space. In the context of this thesis, only systems where the pressure
variables can be neglected are considered (as the binary A-B phase diagram in Fig. 4 (a)).
Many other coordinate systems, for example activity of one component versus mole ratio
of the others, are also possible [27].
To represent the phase equilibria in ternary system at constant pressure, a three-
dimensional construction is required. However, as many practical processes are carried
out at constant temperature, the most quantitative ternary phase diagrams are presented as
isothermal sections at certain temperatures. The most common method for plotting
composition in a ternary system uses an equilateral triangle, sometimes referred as the
Gibbs triangle. As an example, the ternary Si-Ta-Cu phase diagram from the Publications
I and II used to study phase relations in the Si/Ta/Cu metallization system is shown in
Fig. 5. At the corners are the pure elements Ta, Si and Cu and the three edges represent
the Cu-Si, Ta-Si and Cu-Ta binary systems. There are no ternary phases in this system.
Triangles in the diagram, bounded by three straight lines, represent three phase
equilibrium, such as Cu+TaSi2+Ta5Si3 in Fig. 5. Two tie-lines can not cross each other,
since at the point of intersection there would be four phases in equilibrium and this would
violate the Gibbs phase rule (at a chosen temperature: f = c(=3) – p(=4) = -1).
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Fig. 5. Isothermal section at 973 K from the evaluated ternary Si-Ta-Cu phase diagram.
2.2.5 Calculation of phase diagrams
Phase diagrams are often regarded as something that can only be determined
experimentally. However, as phase diagram is the manifestation of the state of
equilibrium, it is possible to construct any kind of phase diagram if the equilibrium state
of the system has been calculated. This in turn requires the evaluation of the
thermodynamic properties of the corresponding system by assessing all the available
experimental information in thermodynamic terms. Generally one is interested in
equilibria under constant pressure and therefore the Gibbs free energy is the expedient
thermodynamic function. Analytical expressions for the free energy functions of all
phases must be derived first. The thermodynamic models used in the description of the
Gibbs free energy of different phases are important, since successful and reliable
calculation relies on the appropriate choice of model for each phase appearing in the
system. Then by summing up all the Gibbs free energies of individual phases, the phase
equilibria can be computed by minimizing the total Gibbs free energy of the system. The
matemathical expressions for the Gibbs free energy of the individual phases contain
parameters which have to be optimized to give the best fit to all the experimental
information available. A major difficulty arises from the fact that the value of a parameter
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(which is used in the description of a simple system) will affect the evaluation of all the
related higher systems. Thus, one should use as much information as possible from
different sources in each optimisation process. The preceding approach is known as the
CALculation of PHAse Diagrams (CALPHAD) method [24,28].
The CALPHAD method is based on the axiom that complete Gibbs free energy
versus composition curves can be constructed for all structures exhibited by the elements
right across the whole alloy system. This involves the extrapolation of (G,x)-curves of
many phases into regions where they are metastable (see Fig. 4 (b)) and, in particular the
relative Gibbs free energies for various crystal structures of the elements of the system
must therefore be established. These are called as lattice stabilities and the Gibbs free
energy differences between all the various potential crystal structures in which an
element can exist need to be characterized as a function of temperature, pressure and
volume [24,28].
CALPHAD method is commonly used for evaluating and assessing phase
diagrams. The power of the method is clearly manifested in its capability to extrapolate
higher order systems from lower order systems, which have been critically assessed, thus
reducing the number of experiments required to establish the phase diagram. The
determination of binary equilibrium diagrams usually involves the characterization of
only a few phases, and experimental thermodynamic data on each of the phases is
generally available in various thermodynamic data banks as well as in the literature.
However, when handling multicomponent systems or/and metastable conditions there is a
need to evaluate the Gibbs free energies of many phases, some of which may be
metastable over much of the composition space. Readers interested in the actual
thermodynamic modelling procedures and issues and problems associated with them are
referred to vast amount of available literature, for example review articles and books [24,
28-30]. In this thesis the CALPHAD method has been applied in the extrapolation of
ternary phase diagrams from the assessed binary thermodynamic data. It should,
however, be emphasized that it is not possible to determine ternary phase diagram solely
based on the data on binary phase diagrams, since the binary data do not yield
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information about ternary interaction parameters. Therefore, experimental work is always
required in the critical assessment of phase diagrams as discussed above.
Phase diagrams are useful for concisely presenting the equilibrium relationships
in alloy systems. However, since phase diagrams are equilibrium diagrams they do not
provide any information on reaction rates, on the effect of defects or on the phase
distribution and morphology. Nevertheless, because the equilibrium diagrams are directly
related to free energy versus composition diagrams, information about the driving forces
of different reactions in the system can be obtained from the (G,x)-diagrams. It is also
possible to describe metastable phases with the help of (G,x)-diagrams and establish
relative stabilities of the phases.
In order to take into account reaction rates etc. one needs to bring kinetics into the
analysis. Therefore, thermodynamic data of the system must be combined with the
available kinetic data to provide information about time dependence and reaction
sequences during phase transformations. Even so, it is to be noted that thermodynamics
provides the basis for the diffusion kinetics as well.
2.3 Kinetic properties
Thermodynamics provides the basis for analyzing reactions between different
materials. However, one cannot predict  the time frame of the reactions on the basis of the
phase diagrams. Therefore, diffusion kinetics must be brought into the analysis. In this
section the basics and some of the related nomenclature of solid state diffusion are
introduced. For a thorough treatment of  the theory of diffusion reader is referred to
excellent treatises on the subject [31-33]. Relations between different diffusion
coefficients as well as experimental techniques to obtain numerical values for the
diffusion coefficients are presented in refs. [34-39].
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2.3.1 Atom movements
Reactions in and between solids involve diffusion in the solids or across the
interfaces. The movement of atoms necessarily requires a driving force, which can be
thermal, chemical, electrical or mechanical in origin. The chemical diffusion in materials
is most commonly described with the help of  the Fick's I and II laws, where the driving
force is provided by the concentration gradient [31-33]. Solid state diffusion phenomena
are divided into two major categories: volume or bulk diffusion and short-circuit
diffusion. Volume diffusion is further divided into two categories: interstitial diffusion
and substitutional diffusion mediated by vacancies. An atom is said to diffuse
interstitially when it passes from one interstitial site to one of its nearest-neighbor
interstitial sites without permanently displacing any of the matrix atoms. Small atoms,
such as H, C, O, and N, can diffuse by this mechanism. At high temperatures, the volume
diffusion is usually predominant in metals. However, at relatively low temperatures with
respect to melting points of the corresponding materials (with metals 0.3-0.5 Tm [40])
short-circuit diffusion (5 to 6 orders of magnitude faster than the volume diffusion at 0.5
Tm) is important mechanism [41] (Fig. 6).
In order to be able to analyze correctly the available diffusion data it is important
to recall some additional criteria concerning the values of diffusion coefficients in pure
metals [40]:
(1) The (self) diffusion coefficient at the melting temperature 
mT
D is order of 10-8 cm2/s
      (0.5´10-8 for face centered cubic (fcc) and 3´10-8 for body centered cubic (bcc))
(2) The activation energy (Q) scales with the melting temperature (Tm): Q/RTm » 17
(3) The pre-exponential term (D0) is close to 1 cm2/s (0.3 in fcc and 1.6 in bcc)
(4) The ratio of activation energies for short-circuit and volume diffusion (Qgb/Qv) ranges
      between 0.5 – 0.7 at 0.5 Tm
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The significance of the magnitude of the diffusion coefficient lies in the quantity Dt ,
characterized as the "diffusion length". This quantity describes a mean diffusion distance
in terms of diffusion time [32]. It is to be noted that diffusion coefficients in solids have a
strong exponential dependence on temperature (i.e. according to the Arrhenius law).
Further, it should be emphasized that diffusion coefficients in metals are usually
anisotropic and are dependent on the crystal direction. Moreover, when considering
ordered compounds, like silicides, one should recognize that ordering always renders
diffusion more difficult. The basic reason behind this behavior is the progressive creation
of two (or more) distinct sub-lattices for unlike atoms, which makes random motion of a
vacancy more difficult [41].
Dgb
Dvol
lo
g 
D
1/T
Temperature decreases
Dtot
Figure 6. Contribution of grain boundary diffusion coefficient Dgb and the volume
diffusion coefficient Dvol to the total effective diffusion coefficient Dtot as a function of
temperature.
2.3.2 Interdiffusion and intrinsic diffusion coefficient
By assuming a local equilibrium situation and that there are no nucleation
problems, the number and composition of phases that will grow in a binary diffusion
couple can be predicted from the phase diagram. Since the motion of different atoms in
crystal lattice is relative, the chemical diffusion in solids has to be fixed to a certain frame
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of reference. The frame of reference, which is chosen for the description of the
interdiffusion process, determines the definition of the evaluated diffusion coefficients.
Most commonly the interdiffusion flux equations, related to the Matano frame of
reference fixed to the ends of the sample, are used. In the case of a constant total volume
the interdiffusion coefficient )(~ *icD  at a certain concentration can be determined from
the penetration plot of ci versus l by using the Matano-Boltzmann equation [32-35]:
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where l is the distance, ci is the concentration of component i and t is the time. From the
same concentration profile the position of the Matano plane can be graphically
determined [34,35]. The determination of the Matano plane from the penetration profile
of a binary diffusion couple is shown schematically in Fig. 7. The Matano reference plane
lo = 0 is defined in such a way that the hatched areas in Fig. 7 are equal.
C
C
0
0
0.2
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0.6
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1.0
 = 0- +l l0 l
Original (Matano)
interface
Tangent
Fig. 7. Determination of the Matano interface from the concentration profile.
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The thicknesses of the phases formed in the diffusion couple are directly related
to the interdiffusion coefficients in the phases. If the coefficients and the composition
limits are known, the layer thicknesses of the phases in the diffusion zone between two
solids A and B can, in principle, be calculated. The necessary conditions for the analysis
are that the local equilibrium is established (this is further discussed in Chapter 2.3.4) and
consequently that diffusion through the layers is the rate limiting step. When diffusion is
the rate-determining step, one is operating in the parabolic growth regime. On the other
hand, if interfacial reactions are the rate-controlling step, the corresponding growth
regime is linear. Further discussion about different regimes of growth and related issues
such as the critical thickness of a growing phase, can be found for example from refs.
[42-49].
The interdiffusion coefficient D~  can be seen as a measure of mixing rate during
the interdiffusion in a couple and it usually depends on the concentration. The same
interdiffusion coefficient D~  can be used for the description of the diffusion behavior of
both species. It does not give any information about the individual mobilities of the
diffusing species. If the real - or intrinsic - diffusivities (Di) of both components have to
be investigated, the diffusion fluxes relative to some lattice plane in a phase have to be
known. The origin of this so-called Kirkendall frame of reference can be found in a single
phase diffusion couples by using inert markers situated at the original contact interface at
t = 0. The unequal diffusion fluxes of the components with respect to the lattice planes in
a phase is compensated by a flux of vacancies in the same direction as the flux of the
slower component. The intrinsic diffusion flux is usually given with respect to the above-
defined Kirkendall frame of reference as [34]:
dl
dx
V
D
J i
m
iK
i -= (16)
where the superscript K refers to the Kirkendall frame of reference, Di is the intrinsic
diffusion coefficient of the component i, Vm is the molar volume, xi the mole fraction of
30
the component i and l the distance. The sum of the intrinsic fluxes of all the components
equals zero:
0=++ KV
K
B
K
A JJJ (17)
As diffusion proceeds the Kirkendall plane moves with respect to the Matano plane with
certain velocity vK/M. This velocity can be defined for each lattice plane in the diffusion
zone, but can only be measured "easily" at the lattice plane corresponding to the original
interface at t = 0 by the relation:
t
l
v MK
2
/ D= (18)
where Dl is the marker displacement, i.e. the distance between the Kirkendall plane lK and
the Matano plane lo = 0. The intrinsic diffusion coefficients Di are related to vK/M and the
interdiffusion coefficient D~  by the relations:
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where ci is the concentration of a component i and Vi is the partial molar volume of a
component i.
2.3.3 Thermodynamic factor in diffusion coefficients
Fick's first and second laws for the material transport have limited validity from a
fundamental point of view. Deviations from the Fick's laws have been observed in
several ternary systems, for example "up-hill" diffusion of a component against its own
concentration gradient [50-53]. Onsager postulated the phenomenological equations for
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all transport processes stating that each thermodynamic flux is linearly related to every
thermodynamic force [32,33]. Diffusion of matter takes place in a system on account of
the striving for the state of minimal energy. Therefore, the actual driving force behind the
chemical diffusion process is the gradient of the chemical potential. In the absence of any
other driving forces, the flux of A atoms in a binary system AB can be written as:
l
LJ AAA ¶
¶
-=
m
(21)
where the LA is the phenomenological coefficient related to the intrinsic diffusion
coefficient DA. As the chemical potential is related to the activity through Eq. (5) and the
activity is related to the atomic fraction xi through Eq. (4) it can be shown that [35]:
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In the case of autodiffusion of tracer A* in A, it is reasonable to assume an ideal solution
behavior, since isotopic effects are negligible. This means that the thermodynamic term
in brackets in Eq. (22) is 1 and the equation becomes:
A
A
A c
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D =* (23)
Combining Eqs. (22) and (23) one obtains the relation between the tracer and the intrinsic
diffusion coefficient:
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2.3.4 Multiphase diffusion and reaction kinetics
Generally, in a binary system the interaction between components and the
resulting reaction products can be predicted by using the relevant phase diagram. After
annealing at certain temperature for sufficiently long time, all the thermodynamically
stable phases of the system at that particular temperature (and only them), will exist as
layers between the end members. According to the phase rule only single phase
homogeneous regions can be formed, the interfaces between various phases must be
macroscopically planar, and the concentrations at the interfaces of various phases can be
read from the phase diagram. What has been stated above requires necessarily that there
are no nucleation problems associated with the phase formation and the diffusion is the
rate-limiting step. This will ultimately lead to the phase sequence determined by the
corresponding phase diagram. In principle, in a specific binary system one can also say
something about the temporal evolution of the system, if the interdiffusion coefficients in
all the appearing phases are known. However, when one is dealing with higher order
systems the prediction of the reaction layers becomes much more difficult. In a ternary
system the additional degree of freedom enables also the formation of two phase regions
and curved interfaces. This means that theoretically many different phase sequences are
possible and the final structure cannot be, in general, interpreted directly from the phase
diagram. In addition, the concentration and activity gradients are not necessarily always
into the same direction as in the binary systems, thus enabling for example the above
mentioned "up-hill" diffusion.
Phase transformation will be diffusion controlled when the mass transport through
the bulk is the rate-limiting step. Then the boundary conditions governing the rate of
diffusion can be evaluated by assuming that whenever two phases meet at the interface,
their compositions right at the interface are very close to those required by the
equilibrium, and the thermodynamic potentials are continuous across the interface. This
is called the local equilibrium approximation [30]. If the local equilibrium can be
assumed in the system, it is often possible to use phase diagrams coupled with few rules
to predict possible or at least to rule out impossible reaction sequences in ternary systems.
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The first rule is concerned with the principle of mass-balance, which requires that
material can not be created or destroyed during reaction. This requires that the diffusion
path, which is a line in the ternary isotherm, representing the locus of the average
compositions parallel to the original interface through the diffusion zone [54-56], crosses
the straight line connecting the end members of the diffusion couple at least once. During
the reaction, the system will follow only one unique, reproducible diffusion path.
Kirkaldy et.al. have presented number of rules which the diffusion path must obey [54-
56].
The concept of diffusion path can be comprehended with the help of Fig. 8, which
shows the hypothetical A-B-C phase diagram with two binary compounds X and Z and
the ternary compound T [34]. In Figure 8 four diffusion paths are given with the
corresponding morphologies of the diffusion zone, for the diffusion couple C versus X.
They all fulfill the mass-balance requirement. This also gives constraints about the
relative thicknesses of the various diffusion layers like T and Z in Fig. 8 (b). The Z-phase
has to be much thinner than the T-phase in order to comply with the mass-balance. This
is because the Z-phase is much further from the contact-line (e.g. average composition)
than the T-phase. Not only the relative thicknesses, but also the total thickness of the
diffusion layer is related to the diffusion path. If e.g. in the Z-phase the diffusion is very
slow and in the T-phase fast, then the total layer width for Figs. 8 (b) or (c) will be
smaller than in the case of Fig. 8 (d). In the first examples, the continuous Z-layer acts as
a kind of diffusion barrier, whereas in the latter case the total layer thickness is governed
by the faster diffusion in the T-phase, which is probably only little hindered by the
discontinuous Z-particles. One must realize that diffusion path corresponds only to a
topological distribution of phases in space.
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Figure 8. Examples of possible morphologies for the reaction layer in a diffusion couple
X/C. The corresponding diffusion paths are plotted on the isotherms [34].
It is difficult to predict the diffusion path or to exclude impossible ones with the
help of the mass-balance requirement alone. Thus, van Loo et.al. [34] have introduced
another rule, which is based on the thermodynamic driving force behind the diffusion
phenomenon. The  rule states that no element can diffuse intrinsically against its own
activity gradient. If this would take place, it would mean that atom should diffuse from
low chemical potential area to high chemical potential area - a process that does not
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spontaneously occur in nature. By calculating the chemical activities of components as
the function of the relative atomic fractions of the elements, and taking into account the
above mentioned mass-balance considerations, the sequence of compounds formed
during reaction can often be predicted as can be seen from the following examples.
An example from the literature is shown in Fig. 9, which is redrawn from ref.
[57]. It shows the isothermal section from the Cr-Si-C system at 1273 K. The
experimentally determined diffusion path is superimposed into the isothermal section and
into the activity diagram. The activity diagram shown in the right-hand side of Fig. 9 is
one form of many different types of stability diagrams. In such a diagram the
thermodynamic potential (or activity ai) of one of the components is plotted as a function
of relative atomic fractions of the other two components. The activity values needed can
be calculated from the assessed thermodynamic data. When calculating the activities of
the components, the activities of the stoichiometric compounds at equilibrium are
regarded to be one. It should be noted that the precision of the calculations is very much
dependent on the accuracy and consistence of the thermodynamic data used. Therefore,
great care should be exercised when using data from different sources.
In activity diagrams the stoichiometric single phase regions are represented as
vertical lines, two phase regions as areas and three phase fields as horizontal lines. The
vertical left and right hand axes represent the binary edge systems. From Fig. 9 it is
evident that Cr moves along its decreasing activity in the experimentally observed
reaction sequence SiC/t/Cr3Si/Cr3Si+Cr7C3/Cr7C3/Cr23C6/Cr. The phase sequence
SiC/Cr3C2/t/CrSi/Cr5Si3/Cr3Si/Cr, another example of a diffusion path that fulfills the
mass-balance requirement, is impossible from the thermodynamic point of view, since Cr
would have to diffuse against its own activity gradient inside the ternary phase t to get
from CrSi to Cr3C2.
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Figure 9. Experimentally determined isothermal section and the calculated activity
diagram at 1273 K. The contact line (C.L.) and the diffusion path are also superimposed
onto both diagrams. t is the ternary phase.
Another example is from the Si-Ta-C system that was used in this thesis to
investigate reaction between the TaC layer and the Si substrate (Figs. 10 and 11). In Fig.
10 the isothermal section from the Si-Ta-Cu ternary phase diagram is presented. The
initial situation Si/TaC is presented as the contact line (C.L.) in Fig. 10. The TaC/Si
interface is not stable and therefore mass transport starts to take place in the system
during the annealings. With the help of the calculated activity diagrams for Si and Ta, it
can be seen that for example the sequence Si/SiC/TaSi2/TaC is possible according to the
activity diagrams and the phase diagram (Figs. 10 and 11). Both elements, Ta and Si, can
move along their lowering activity gradients in this reaction sequence and diffusion of
both elements in the reaction is therefore allowed on the thermodynamic grounds.
Despite the fact that there exists a TaC + TaSi2 two phase region in the phase diagram
(Fig. 10), SiC must be formed to incorporate the carbon released after the formation of
TaSi2, because of the mass-balance requirement. The sequence predicted above was
experimentally verified to form after the annealings [58].
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Figure 10. Isothermal section from the evaluated ternary Si-Ta-C phase diagram at 1073
K. The hypothetical diffusion path is also superimposed into the isothermal section.
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Figure 11: a) Potential diagram (log10aSi vs. xC/xTa+xC) and b) (log10aTa vs. xC/xSi+xC) for
Si-Ta-C system at 1073 K with the superimposed diffusion path.
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It should be noted that in thin film samples (as when working with very thin
diffusion barriers) the assumption of local equilibrium, which is necessary for the above
treatment, is not self-evident. The assumption of local equilibrium requires that reactions
at the interfaces are fast enough so that all the atoms arriving in the reaction region are
used immediately and the rate-determining step is diffusion, as discussed above.
However, with very thin layers this requirement may not be fulfilled. The reasons for this
originate mainly from special conditions prevailing during thin film reactions: (a)
relatively low reaction temperatures, (b) small dimensions, (c) high density of short-
circuit diffusion paths, (d) relatively large stresses incorporated in thin films, (e)
relatively high concentration of impurities, (f) metastable structures, (g) large gradients,
and so on. These conditions mean that the complete thermodynamic equilibrium is hardly
ever met in thin film systems. However, the local equilibrium is generally attained at
interfaces quite rapidly. Therefore, the procedure presented above provides a feasible
analysis method also for studying thin film reactions.
2.3.5 The role of grain boundaries
Thin films possess usually high density of grain boundaries (Fig. 12), which can
have effect on the growth kinetics. This is because of the enhanced atom transport via the
short-circuit paths. A simple situation readily occurs in thin film experiments: columnar
grains, with their long axis along the direction of the diffusion flux. This situation can be
modeled by dividing the film into two different parts: one with diffusion coefficient Dvol
(lattice) and the other with diffusion coefficient Dgb (grain boundary). The number of
atoms transported per unit area and unit time is given by:
dx
dc
DADAJAJAtM gbgbvollgbgbll )()()( +=+=    (25)
where Al and Agb are the cross-sections of the grains and the grain boundaries per unit
area.
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Figure 12. Cross-sectional SEM-micrographs of as-deposited (a) TaN on SiO2/Si, (b)
TaN on silicon c) Ta2N on SiO2/Si and d) Ta2N on silicon showing columnar
microstructure. Micrographs are in the same scale and scale bar length is 100 nm.
With conventional thickness d of grain boundaries, Al » 1 and Agb » 2d/d, where d is the
average grain diameter [59]. Instead of the lattice diffusion constant Dvol, the effective
diffusivity Dtot must now be considered:
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Thus, the value of the diffusion "coefficient" has increased. This may also influence the
regime of layer growth, in particular if the thickness of the film is small. Short-circuit
diffusion may enhance the atom transport to such an extent that the reaction(s) at the
a) b)
c) d)
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interfaces become rate-limiting. More thorough treatment of short-circuit diffusion may
be found for example in reference [60].
2.3.6 Role of impurities
Impurities have important effects on the formation of phases in thin film and bulk
couples. Presence of some impurity may enhance the formation of a particular phase at
the expense of another. Impurities may increase or decrease reaction temperatures or
influence the kinetics of a phase transformation. Impurities are also frequently
responsible for the absence of phases in diffusion couples as compared to the
corresponding phase diagram. One example of the increased reaction temperature is the
formation of TaSi2, in the reaction between thin Ta film and Si substrate, which occurs at
923 K [61]. However, if there is oxygen at the Si/Ta interface the temperature of
formation will rise well above 1023 K [62]. Another example of bulk samples is the
catalyzing effect of phosphorous on the formation of Cu3Si in the reaction between bulk
copper foil and Si substrate [63]. The effect of impurities on diffusional transport should
also be considered. Impurities may segregate preferably to grain boundaries and
interfaces. When they segregate to grain boundaries they may reduce the effect of the
short-circuit diffusion paths, thus affecting the mass transport in the system.
2.4 Microstructural properties
For a new phase to form, at least two factors are required: the thermodynamic
driving force and the mobility of atoms. The latter is strongly depended on the
microstructures of the materials taking part in the reaction. As has been mentioned, thin
film structures typically possess very high density of grain boundaries. These more or
less disordered regions offer high diffusivity paths for the atoms. This is clearly denoted
when thin film metallisations have columnar structures, which are often observed after
physical vapor deposition (PVD). Thus, it would be beneficial to somehow eliminate
these short-circuit diffusion paths. This can be achieved for example by blocking the
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grain boundaries with impurity atoms/compounds or by producing an amorphous
structure.
The driving force for the equilibrium segregation of solute or impurity atoms to
grain boundaries is systems tendency to lower its total free energy. In addition to kinetic
constraints the extent of intergranular segregation depends on impurities influence on the
grain boundary energy as well as on the factors controlling their solubility, i.e. size factor
and chemical interactions between dissimilar atoms. Since both the kinetics and the
solubility depend on temperature, the segregation of impurities decreases with increasing
temperature. By gathering large amounts of experimental data on grain boundary
segregation Hondros and Seah [64] showed that the smaller the solubility of an impurity
in the solvent the higher is its segregation potential. This “rule of thumb” is frequently
used when considering the segregation tendency of a given impurity.
Because of the analogies between intergranular segregation and adsorption at free
surfaces, classical free surface adsorption models have often been used for evaluating
grain boundary segregation [65]. This approach is valid if it takes into account the
specific features, which differentiate the grain interface from surfaces. Thus, even the
most dilute grain boundary can be regarded as a two dimensional phase with the same
components as in the bulk [66]. It is to be noted that the equilibrium condition, i.e. that
the chemical potential of a component i has the same value in all phases of the system, is
valid also for grain boundaries and surfaces. Several treatments of intergranular
segregation have been published during the past decades. Extensive reviews of the
models can be found from refs. [64, 65].
Elimination of high diffusivity paths can also be achieved by amorphisation of the
crystal structure [67-70]. It is generally thought that absence of grain boundaries slows
down diffusion of all elements through barrier layer. However, since structure is not
ordered there should be more free space in amorphous materials for atoms to squeeze
between others than in crystal. Thus, “volume” diffusion in amorphous materials is
generally much faster than in crystalline media. Nevertheless, in thin film samples grain
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boundary density is usually so high that elimination of grain boundaries is anticipated to
be advantageous. It is to be noted that the detailed mechanisms of diffusion in amorphous
alloys are not presently well understood [8,71].
In thin film technology there has recently been considerable advances in
producing metastable and amorphous films resulting from the development of the
physical vapor deposition (PVD) techniques, especially magnetron sputtering. During
sputter-deposition, the atoms condensing in an intermixed state try to find a stable
configuration [72]. Structural order in a coating is produced largely by the mobility of the
adatoms. Low mobility does not allow the formation of equilibrium phases and
metastable and/or amorphous phase formation is likely. Therefore phase formation and
crystalline state is mainly influenced by substrate temperature together with surface and
bulk diffusion [73]. It should also be noted that it is easier to form amorphous structures
with mixtures/compounds than with pure elements.
Amorphous films are, however, always metastable. For an amorphous material of
given composition, there always exists a crystalline phase or mixture of several
crystalline phases which are thermodynamically more stable than the amorphous phase.
In other words, amorphous phases exist only because nucleation or/and growth of
equilibrium phases is prevented. Thus, there is generally a considerable large driving
force for the crystallization of the film. Nevertheless, it is known that transition metals
can be stabilized in their amorphous forms by adding metalloids (e.g. B, C, N, Si, and P)
[74]. This concept has been used for example in the case of TaSiN films. The addition of
Si into TaN film resulted into an amorphous structure, which did not crystallize easily
[67-70].
The crystallization temperature of the amorphous film is perhaps the most
important parameter, which determines the effectiveness of the barrier layer. It has been
experimentally found that the presence of copper overlayer enhances the crystallization
of some underlying amorphous films [67]. As amorphous films are commonly treated as
undercooled liquids, one may think that copper, which diffuses into the amorphous layer,
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offers heterogeneous nucleation sites for the crystallites to form, thus reducing the critical
nucleus size, which is required for the formation of a stable crystal.
2.5 Diffusion barriers in literature
The most frequently proposed diffusion barriers for copper metallization are
based on refractory metals, such as Ti and Ta, as well as their binary nitrides and
carbides, and ternary TaSiN and TiSiN compounds. The binary compounds rely on their
excellent stability. The ternary films can also be classified in the same category, but their
unique property is the amorphous structure, which is produced in order to slow down the
diffusion processes in these barriers. There are naturally also numerous other suggestions;
some of them are summarized in Table 1.
Table 1. Summary of the studies involving the Si/barrier/Cu structures based on ref. [75].
The list has been expanded to contain also some interesting results about Ta-based
diffusion barriers published after 1993.
Sample configuration (nm) Annealing ambient Barrier effective at
(min/K)
Phase formation
(min/K)
Si/Ti55N45(95)/Cu(175) N2 0.5/973 Cu3Si 0.5/973
Si/Ti45N55(120)/Cu(175) N2 0.5/1173 Cu3Si 0.5/1173
Si/TiN0.95(50)/Cu(65-200) Vacuum 60/873 At higher temperature,
the degradation
Si/TiN1.3O0.75(50)/Cu(65-
200)
Vacuum 60/873 earlier for Si/TiN/Cu
than for Si/TiN(O)/Cu
Si/Ti52N48(55,Sputtered)/Cu
(250)
Vacuum 30/973 Small Cu-Si nodules at
973
Si/TiN(60, CVD)/Cu(250) Vacuum 30/823 Small Cu-Si nodules at
           873
Si/TiN(40-60,CVD)/
Cu(250)
Vacuum 30/ <773 Cu-Si compounds at
798
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Sample configuration (nm) Annealing ambient Barrier effective at
(min/K)
Phase formation
(min/K)
Si/W76N24
(120,amorphous)/Cu(620)
Vacuum 30/1023 30/1073 W5Si3
Si/W46N54(120,
polycrystalline/Cu(620)
Vacuum 30/973 30/1023 W5Si3
Si/Ti/Cu Vacuum … Reaction at 40/773
Si/Ti(220)/TiN(100)/
Cu(160)
Vacuum 30/973 Reaction at 40/773
Si/TiN(100)/Cu(160) Vacuum 30/973 Reaction at 40/773
Si/W2N(150)/Cu(50-100) He 30/773
Si/Ta(50)/Cu(100) He 3 0C/min to 933 Ta out-diffuses to Cu
surface before any
interaction at 1023
Si/Ta(20)/Cu(150) Ti purified He 593 by diffusion of Cu
through Ta
Si/Pd(100)/Cu(200) N2:H2 =9:1 30/473 Reaction at 30/573
Si/W(100)/Cu(200) Vacuum … Cu diffuses through W
gb's at 30/450
Si/Cr(20)/Cu(200) Vacuum … Limited Cu diffusion in
Si at 30/723
Si/W(500)/Ta(80)/ Cu(200) Vacuum 30/723
Si/W(50)/Cu … …/773 Reaction at  873
Si/Ta(180)/Cu(260) Vacuum 30/873 TaSi2 and Cu3Si 30/923
Si/a-Ta74Si26(100)/ Cu(360) Vacuum 30/873 30/923 by Cu induced
crystallization of
Ta74Si26 film
Si/a-Ta36Si14N50(120)/
Cu(280)
Vacuum 30/1173 30/1223  Ta36Si14N50
crystallizes
Si/a-TiPN2(80)/Cu(250) Vacuum 30/873 Fail structurally and
electrically at 30/923
Si/TiSi2(40)/a-TiPN2(80)/
Cu(250)
Vacuum 30/973 Fail both structurally
and electrically at
30/823
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Sample configuration (nm) Annealing ambient Barrier effective at
(min/K)
Phase formation
(min/K)
Si/a-W72Si18(2000)/ Cu(105) Vacuum 60/973 Crystallizes at 60/1073
Si/a-Ni60Nb40(500)/
Cu(100)
6.6´10-5 atm  60/873
Si/Ni57Nb42/Cu … … Cu diffuses in NiNb,
replacing  Nb at 60/923
Si/W85Si15/Cu … 60/873 Barrier crystallizes at
973
Si/Ni60Mo40/Cu … … 60/773
Si/a-Ir45Ta55(30)/ Cu(50)/a-
Ir45Ta55(30)
Vacuum 30/973 Cu diffuses in Si at
30/1023
Si/PtSi/Ta(100)/
Cu(200)
N2:H2 = 9:1 30/473 Reaction at 30/573
Si/Ta(100)/Cu(200) N2:H2 = 9:1 30/573 Reaction at 30/673
Si/PtSi/Cr(100)/ Cu(200) N2:H2 = 9:1 30/473 Reaction at 30/573
Si/PtSi/Ti(100)/Cu(200) N2:H2 = 9:1 30/473 Reaction at 30/573
Si/PtSi/W(100)/Cu(200) N2:H2 = 9:1 30/473 Reaction at 30/573
Si/PtSi/a-C(100)/ Cu(200) N2:H2 = 9:1 30/473 Reaction at 30/573
Si/TiSi2/Ta(20)/Cu(200)/Ta(
30)
N2:H2 = 9:1 … Reaction at 30/673
Si/TiSi2/W(200)/Cu/ Ta(30) N2:H2 = 9:1 … Reaction at 30/573
Si/TiSi2/Ti(25)/TiN(25)/Cu/
Ta(30)
N2:H2 = 9:1 30/673 Reaction at 30/500
Si/TiSi2/Ti/TiN/W/Ta/
Cu/Ta
N2:H2 = 9:1 30/873 Reaction at 30/973
Si/CoSi2/TiNx(50)/Cu Vacuum 30/873
Si/CrSi2/TiNx(50)/Cu Vacuum 30/873
Si/TiSi2/TiNx(50)/ Cu(50) Vacuum 30/873
Si/Ta53C47(25)/Cu(100)
a 5%H2/N2 30/1023 TaSi2 and copper
silicides at 1073
Si/Ta53C47(5)/Cu(100)
a 5%H2/N2 30/873
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Sample configuration (nm) Annealing ambient Barrier effective at
(min/K)
Phase formation
(min/K)
Si/Ta40C60(25)/Cu(100)
a 5%H2/N2 30/973 TaSi2 and Cu3Si at
30/923
Si/Ta20C80(25)/Cu(100)
a 5%H2/N2 30/773 Cu3Si at 30/873
Si/Ta54N46(25)/Cu(100)
b 5%H2/N2 30/1073
Si/Ta(12,5)/Zr(5)/Ta(12,5)/
Cu(100)c
Vacuum 30/1048 Cu3Si  at 30/1073
Si/Ta43Si4N53(30)/Cu(100)
d Ar-H2 (10%) 60/1073 Cu3Si and TaSi2 at
60/1123
a Not included in the original table, from ref. [76].
b Not included in the original table, from ref. [77].
c Not included in the original table, from ref. [78].
d Not included in the original table, from ref. [79].
There is also a possibility to use intermetallic compounds, which are in
equilibrium with both the silicide used as transistor contact and copper. For example,
titanium forms  several silicides and intermetallic compounds with copper. There could
exist compounds, which are in thermodynamic equilibrium with both a titanium silicide
and copper.  In order to investigate if such an equilibrium exists, one needs to calculate
the ternary phase diagram or at least the copper rich part of it.
In modern semiconductor manufacturing, the temperatures after the contact metal
deposition do not rise above 973 K. Thus, this could be set as an upper limit for the
stability of metallization system and the metallization scheme should be stable for 30-60
min at this  temperature [80].
In summary, the possible diffusion barrier structures can be listed also from the
materials point of view (see also Ch.2.1):
1. Structures which are based on the elements e.g. Ta, Ti, W
2. Solid solutions e.g. Ti-W solid solution
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3. Intermetallic compounds (i.e. TiCux)
4. Chemically stable compounds e.g. silicides, nitrides, carbides (TaC, Ta2N etc.)
5. Metastable structures e.g. amorphous ternary films (TaSiN etc.).
In this thesis Ta and Ta-based barrier layers were chosen to be studied. Tantalum
has many good properties from the diffusion barrier point of view. It has a high melting
point (3293 K) and therefore expected to have high activation energy for both lattice and
grain boundary diffusion. It does not form intermetallic compounds with copper and thus
provides a stable interface between copper and tantalum. The reaction between silicon
and tantalum is also known to require quite high temperatures (923 K) [61], in that way
providing a reasonably stable Si/Ta interface. In addition tantalum forms a stable oxide
(Ta2O5), which provides a protective layer against copper corrosion and improves
adhesion to SiO2. It has been experimentally verified that tantalum protects the
underlying copper from oxidation until the tantalum layer has been completely
transformed into Ta2O5 [81]. The binary TaC and Ta-nitride compounds rely on their
excellent thermal stability as well. TaC and Ta2N barrier layers, which were also studied
in this thesis, are interstitial compounds, which are generally thermally very stable (both
have melting points over 3273 K.). They are also chemically quite inert with respect to
many metals and Si. The onset of reactions generally requires high temperatures. Thus,
the stability of the Si/barrier interface can be expected to increase in comparison to Ta-
barriers. Ta [78,82-90] and TaC [76,91] as well as Ta-nitrides [77,92-103]  have been
frequently suggested to be used as diffusion barriers. Despite the relatively large amount
of publications on Ta-based diffusion barriers, reaction mechanisms, phase formation
sequence etc. have not been unambiguously solved. Hence, there was a need for more
detailed studies.
3. Summary of the thesis
The object of the present work was to obtain a better understanding of the failure
mechanisms, resulting microstructures and stabilities of the Ta-based barrier layers. The
combined thermodynamic-kinetic approach, which has not been previously used in the
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investigation of thin film diffusion barriers, was utilized for explaining the
experimentally observed reaction sequences. It has been shown that this approach
provides a better understanding about the reactions taking place during the annealings in
the metallization structures.
The results show that Ta-based barriers offer a very feasible solution to the
diffusion barrier problem. The failure mechanisms of the different barrier layers (e.g. Ta,
TaC and Ta2N) have many similarities. Especially, TaC and Ta2N behave almost
identically, as observed in Publication IV. With the help of thermodynamic evaluation of
the corresponding ternary phase diagrams, we demonstrated that the reason behind this
similarity was the almost identical phase relationships found in both metallization
systems. In the case of elemental Ta diffusion barriers, we were also able to demonstrate
that the failure mechanism was thickness dependent. Using this information, it was
possible to explain many contradictions with respect to first phase formation during the
annealings in the Si/Ta/Cu metallization system, as reported in the literature. Finally, the
crucial effect of oxygen on the reactions in all the metallization schemes with different
Ta-based diffusion barriers was shown and the thermodynamic basis for understanding
the origins of this behavior was provided.
This thesis consists of five publications. The main results of each publication are
summarized as follows:
In Publication I entitled, "Chemical Stability of Tantalum Diffusion Barrier
Between Cu and Si",  the first attempt was established to use the combined
thermodynamic-kinetic approach for the diffusion barrier problem. The phases formed
during the annealing were identified with XRD and SEM investigations. The ternary Ta-
Si-Cu phase diagram was also evaluated in this study. Although the phase formation
sequence was wrongly interpreted due to the lack of detailed experimental information,
the use of combined thermodynamic-kinetic approach proved to be very helpful.
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Publication II entitled, "Failure Mechanism of Ta Diffusion Barrier Between Cu
and Si", is concentrated on the detailed reaction mechanism and sequence behind the
failure in the Si/Ta/Cu metallization system. With careful TEM analyses combined with
XRD results, we were able to show the thickness dependence of the phase formation
sequence during the annealings. We demonstrated that, if the Ta barrier layer was about
100 nm thick the first phase to form was TaSi2, which was followed by the formation of
Cu3Si. However, if the Ta thickness was in the order of 10-50 nm Cu3Si formation took
place first. With the help of this observation, we were able to explain many results found
in the literature, which seemed to be in contradiction. Moreover, in this publication, we
observed that oxygen plays an essential role in the reactions.
In publication III entitled, "Effect of Oxygen on the Reaction in the Si/Ta/Cu
Metallization System", we explain - on a thermodynamic basis - the effect of oxygen on
the reactions, which was first discovered in Publication II. We show that the formation of
the metastable TaOx took place at the Cu/Ta interface during the sputter-deposition, thus
providing an additional barrier for Cu diffusion. By employing the assessed binary phase
stability information we were also able to explain the following oxide dissolution. The
presence of Ta-O type layer at the interface was experimentally verified with secondary
ion mass spectrometry (SIMS) measurements.
Publication IV is entitled, "Tantalum Carbide and Nitride Diffusion Barriers for
Cu Metallisation". In this publication, we observed that the behavior of the TaC and Ta2N
barrier layers was almost identical. We were able to reveal the reason behind these
similarities. With the help of the Si-Ta-C, Si-Ta-N, Ta-C-Cu and Ta-N-Cu ternary phase
diagrams, we could demonstrate that the phase relationships in the different systems were
almost the same. This was the underlying reason for the nearly identical behavior. In this
publication the strong effect of oxygen on reactions in both metallization systems was
also observed.
In publication V entitled, "Stability of TaC Diffusion Barrier Between Si and Cu",
results from the experimental and the thermodynamic-kinetic studies concerning the
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failure mechanism of the TaC diffusion barrier were presented. The aim was to obtain
better understanding about the reactions taking place in the system. We were able to
show that despite the good "overall" stability of the TaC barrier layer the effect of oxygen
on the reactions was again of utmost importance. With the help of high resolution
electron microscopy we could detect an amorphous Ta[O,C]x layer at the TaC/Cu
interface at 873 K, when the complete failure occurred only at 1023 K. The reaction
sequence at the Si/TaC interface leading to the observed reaction structure was explained
with the help of ternary phase diagrams and calculated activity diagrams. The publication
also provides the thermodynamic basis to understand the formation of amorphous layer at
the TaC/Cu interface. The formation of metastable Ta[O,C]x layer at the TaC/Cu
interface at the expense of TaC layer resulted from the entrapped oxygen in the TaC films
incorporated there during the sputter-deposition. We show that according to the
metastable ternary Ta-C-O phase diagram evaluated at 873 K, in the presence of oxygen
the excess carbon in the TaC films (as detected with RBS) can lead to the formation of
Ta-oxide and graphite, thus providing the thermodynamic explanation for the observed
amorphous phase formation.
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