This paper presents new Gaussian approximations for the cumulative distribution function P(A λ ≤ s) of a Poisson random variable A λ with mean λ. Using an integral transformation, we first bring the Poisson distribution into quasiGaussian form, which permits evaluation in terms of the normal distribution function Φ. The quasi-Gaussian form contains an implicitly defined function y, which is closely related to the Lambert W function. A detailed analysis of y leads to a powerful asymptotic expansion and sharp bounds on P(A λ ≤ s).
Introduction
Arguably the most famous result in stochastic network theory is the Erlang B formula, derived by A.K. Erlang in 1917. The Erlang B formula gives the steady-state blocking probability in the Erlang loss model (the M/G/s/s queue). This model has s homogeneous servers working in parallel and no extra waiting space. Customers that find all s servers busy upon arrival are blocked (lost). Customers are assumed to arrive according to a Poisson process with rate η and require service times that are independent and generally distributed with mean 1/µ. Following convention, we define the offered load as λ = η/µ, and the server utilization as ρ = λ/s. The Erlang B formula then reads
with A λ a Poisson random variable with mean λ.
With β ∈ R a constant such that s = λ + β √ λ, Erlang (see [5] ) observed that, for large values of s (and λ), the blocking probability can be very well approximated by
where Φ(x) and φ(x) denote the standard normal cumulative distribution function (cdf) and density, respectively. This result follows almost immediately from the central limit theorem for Poisson laws. Since Erlang did not provide a proof, Brockmeyer gave a deduction of this limiting result in [5] . The Erlang B formula has found numerous applications, which makes that a scaling result like (1.2) is not only important for historical reasons. In their seminal paper [12] , Halfin & Whitt suggested a similar scaling procedure for queues with many servers and infinite waiting room. The regime where a many-server queue is both in heavy traffic and critically loaded is known as the Halfin-Whitt regime or the Quality and Efficiency Driven (QED) regime and has been the subject of an extensive recent research effort, motivated by agent staffing problems in customer contact centers, see for example [2, 6, 11, 23] and references therein. The staffing rule s = λ + β √ λ is known as square-root staffing. The present paper is concerned with the derivation of bounds and asymptotic expansions that have the same leading behavior as (1.2), but that are also sharp for small and moderately large values of s. Our results therefore complement the above-mentioned works, that are all of asymptotic nature.
When λ is a positive integer, A λ is the sum of λ Poisson random variables with mean one. The central limit theorem and the Berry-Esséen bound imply
as λ → ∞. To obtain better estimates for the error and to improve on this result one can derive asymptotic expansions. There are various general theorems that yield asymptotic expansions for P(A λ ≤ s) in ascending positive powers of λ −1/2 , see, for instance, [3, 4, 9, 14, 19, 22] . One example would be the Edgeworth expansion, which for the Poisson distribution yields (see [3] , Eq. (4.18) on p. 96)
We shall derive an alternative asymptotic expansion for P(A λ ≤ s) in ascending positive powers of s −1/2 . In contrast to classical expansions related to the central limit theorem, like Edgeworth expansions or saddle point approximations, the leading term in our expansion is not Φ(β). Instead, it is Φ(α), where α is a function of s, cf. (2.5) , that converges to β as s → ∞ (assuming β to be fixed).
We will demonstrate that this switch from β to α is very convenient. The first few terms of the expansion serve as sharp approximations to P(A λ ≤ s), even for small and moderate values of s. Our expansion is intimately related with the expansion derived by Temme [25] for the incomplete gamma function, although the coefficients in the expansion are, except for the leading term, not the same. In his by now classical treatment of the Erlang B formula, Jagerman [17] provides several alternative asymptotic expansions, see Section 5. The main difference between our results and those in [17, 25] is perhaps the fact that truncated versions of the expansion can be converted into bounds, as explained below. Another difference is that our expansion for Erlang's B is also accurate in the large deviations regime, where the ratio of s and λ is fixed.
In passing from the Poisson distribution to its normal approximation, we first bring P(A λ ≤ s) into what we call quasi-Gaussian form, cf. (2.6), which permits evaluation in terms of the normal distribution function Φ. The quasi-Gaussian form contains an implicitly defined function y, related to the Lambert W function, which permits a power series representation. This leads to the asymptotic expansion for P(A λ ≤ s).
The idea of bringing P(A λ ≤ s) into quasi-Gaussian form has been introduced by the authors in their recent paper [15] on corrected asymptotics in the Halfin-Whitt regime for the delay probability in the M/D/s queue. In [15] a detailed analysis of y was presented for the case λ < s. The present setting requires additional analysis for the case λ ≥ s. Moreover, in the present paper we fully exploit the fact that the quasi-Gaussian form permits us to derive bounds on P(A λ ≤ s) by deriving bounds on y and its derivative y ′ . The bounds on P(A λ ≤ s) are of the Berry-Esséen type except that we again express our approximation in terms of α instead of β. Using the Berry-Esséen Theorem, Michel [21] proved that
Our bounds will turn out to be much sharper. The results for P(A λ ≤ s) lead to corresponding results for Erlang's B. The asymptotic expansion for Erlang's B is shown to give rise to accurate approximations and the bounds seem to be the sharpest obtained in the literature thus far. The following result is among the most appealing ones obtained in this paper. Theorem 1. For λ > 0 and s ∈ N the reciprocal of Erlang's B is bounded by
with α defined as in (2.5).
Let us compare these bounds to Erlang's approximation (1.2). Since α ↑ β and λ ↑ s as s → ∞, we conclude that the bounds in Theorem 1 have the same leading term as in (1.2). However, changing β into α turns out to increase precision for moderately large values of s. The accuracy of the bounds is improved further by the first-order correction term 2 3 . One attractive feature of the bounds is that they are expressed in just one parameter α, which is a simple function of λ and s. Hence, every pair (λ, s) is replaced by one parameter α, which makes the bounds as simple as (1.2) but much more effective.
While visual inspection of the bounds in Theorem 1 already suggests good accuracy, we present a framework within which even sharper bounds can be obtained. These bounds, again just in terms of the parameter α, involve higher-order correction terms. As an aside, we shall indicate how our framework may lead to a proof and sharpening of a conjecture of Ramanujan on the exponential function.
We structure the paper as follows. In Section 2 we present the quasi-Gaussian form for the cdf of the Poisson distribution and derive an expansion for P(A λ ≤ s) in terms of Gaussian integrals. In Section 3 we derive bounds on P(A λ ≤ s) valid for all λ and s. In Section 4 we derive sharper bounds on P(A λ ≤ s), separately for λ ≥ s and λ < s. In Section 5 all results for Erlang's B are presented and in Section 6 with provide a discussion on Ramanujan's conjecture. Some concluding remarks are made in Section 7. The appendix describes various ways to evaluate the crucial function y.
Quasi-Gaussian form for the Poisson distribution
From the relation between the Poisson distribution and the incomplete gamma function we get
with ρ = λ/s and
Then consider the equation
3) with x ∈ C from which y is to be solved. We note that
whence there is an analytic solution y(x) around x = 0 that satisfies y(x) = x+O(x 2 ) as x → 0. We choose for x ∈ R the function y(x) to be the root of (2.3) with the same sign as x. Clearly, by separate consideration of x ∈ (−∞, 0) and x ∈ (0, ∞),
we have that y increases in x ∈ R, from −∞ at x = −∞ to 1 at x = ∞, see Figure  1 . Hence, for any x ∈ R there is a unique solution y(x) = y of (2.3). Let
Then, using s(1 − ρ + ln ρ) = − 1 2 α 2 , we arrive from (2.1) at the following result for the Poisson distribution. Lemma 1. For λ > 0 and s ∈ N the cdf of the Poisson distribution can be represented as
In [15] we have proved that y admits the power series representation
with a 1 = 1 and the a n 's recursively defined as
The first five coefficients a n are given by
Combining the quasi-Gaussian form and the power series representation gives an asymptotic expansion for the Poisson distribution.
Theorem 2. For s = λ + β √ λ with β some fixed real number there exists as s → ∞ a representation of the form
where
α as in (2.5) and a n as in (2.8).
The ∼ in (2.10) is the commonly used symbol for asymptotic equivalence: for any
In the present case it can be shown by elementary (but lengthy) computations, that O holds for s ≥ |α|/πa 2 and that the constant implied by the O can be bounded by 5
(2.12) Here a is any number in the interval (0, 2).
Note that with our conventions
The expansion in (2.10) starts as 14) and is fully described in terms of α and Gaussian integrals. In fact, the first six values of χ n (suppressing the α) are
General bounds
From the quasi-Gaussian form (2.6) we can conclude that bounds on y ′ lead to bounds on 3] . In this section we shall derive bounds on y ′ that hold for all x ∈ R and will lead to bounds on P(A λ ≤ s) that hold for every pair (λ, s). As shown by Theorem 4, the accuracy of some of these bounds is closely related to shifting the mean in estimating the Poisson distribution by a Gaussian distribution. We first provide two lemmas that are useful in proving bounds on y and y ′ .
Lemma 2. Let I be an interval of the form
, where
Assume that F is smooth on I and that Then
Proof. Consider the case that I = [0, x 2 ) with x 2 > 0. Then, for u ∈ I we have, see Figure 1 ,
Since y(0) = F (0) = 0, the right member of (3.3) holds true for u ∈ I when
From this (3.1) follows and (3.2) follows similarly. Next consider the case that I = (−x 1 , 0] with x 1 > 0. Then for v ∈ I we have, see Figure 1 ,
Since y(0) = F (0) = 0, the right member of (3.5) holds true for v ∈ I when
From this (3.1) follows and (3.2) follows similarly.
Assume that f is smooth on I and that
Proof. Consider the case that I = [0, x 2 ) with x 2 > 0. From (2.3) we get by differentiation with respect to x and some rewriting the equation
For u ∈ I the inequality y ′ (u) ≤ f (u) then becomes
By our assumptions we have that s(u) ∈ (0, 1), hence by monotonicity of t ∈ (0, 1) → −t − ln(1 − t) the inequality (3.10) is equivalent with
Since s(0) = y(0) = 0, the inequality (3.11) holds true for u ∈ I when Warning: When the condition F (x) < 1 in Lemma 2 or the conditions f (x)+x > 0, f (x) > 0 in Lemma 3 hold in a disconnected set, the corresponding inequality for y or y ′ may fail to hold in the components not containing zero.
With the aid of Lemma 2 one easily shows that, for instance,
For y ′ we find the following useful bounds.
x , x ∈ R. (3.14)
Proof. In Lemma 3 choose f (x) = e x . This f satisfies f (x) > 0, x + f (x) > 0 and f (0) = 1. We compute
We want to verify that (3.15) is ≤ 1. To that end we can assume that 1 +
and it follows that 1 +
as required. The inequality 1 − 2 3 x ≤ y ′ (x) was proved in [15] for x ≥ 0. To prove it for x ∈ R we choose f (x) = 1 − 2 3 x in Lemma 3. We compute
which is to be considered for those x for which f (x) > 0 and x + f (x) > 0, i.e., for x ∈ (−3, 3/2). This is sufficient since
Therefore, the maximum of (3.19) on x ∈ (−3, 3/2) equals 1 (assumed at x = 0). Thus,
By Lemma 3 this completes the proof.
Theorem 3. For λ > 0 and s ∈ N the cdf of the Poisson distribution is bounded by
Proof. Plugging the lower bound in (3.14) into the quasi-Gaussian form (2.6) leads to
which equals (3.22) . The upper bound (3.21) follows from the identity
which, again using 1 − 
x in (3.14) together with (2.6) result in x and (3.24) give (3.26). Table 1 displays some results for the above bounds for s = 10. While all bounds are sharp for the case λ ≤ s, they tend to be less accurate for the case λ > s. This is resolved in Section 4. Proof. The bounds (3.25) and (3.26) immediately yield 
More specific bounds
In this section we shall derive sharper bounds on P(A λ ≤ s). In order to do so, we derive bounds on y ′ that only hold for x ≤ 0 and that will lead to bounds on P(A λ ≤ s), separately for λ ≥ s and λ < s.
Lemma 5. The function y is increasing and concave and its derivative y ′ is positive, decreasing and convex.
Proof. We first prove that y ′′ < 0. From (2.7), (2.9) we see that y ′′ (0) = − 
Clearly, 1/y − 1 > 0 when x ∈ (0, ∞) (i.e., y ∈ (0, 1)) and 1/y − 1 < 0 when x ∈ (−∞, 0) (i.e., y ∈ (−∞, 0)). Therefore, y ′′ < 0 is equivalent with y(x) < x and this is one of the bounds noted in (3.13) for y.
We shall now prove that y ′′′ > 0. Again, by (2.7), (2.9) we see that y ′′′ (0) = 1 6 > 0, so we assume x = 0. From (4.1) and y ′ = x/y − x we compute
Noting that the factor − 3x y 4 ( 1 y − 1) is negative, it remains to show that
Again we distinguish between x > 0 and x < 0. For x > 0 we have y > 0, and we should show that y < − 1 3
We have, see Figure 1 ,
With v = x 2 > 0 the latter inequality can be formulated as
We only need to consider (4.6) for 0 < v < 3 since r(x) ≥ 1 when x 2 = v ≥ 3. There is equality at v = 0 so it is enough to check that the derivative of the left-hand side of (4.6) is ≥ 1/2, which after some manipulation, can be shown to be equivalent with 1
This is indeed true. For the case x < 0, we must check (since y < 0) that
A sufficient condition for this to hold can be found in a similar fashion as above and reads 1 9
with v = 1 2 x 2 > 0. The latter inequality indeed holds which completes the proof.
Proof. Since y ′ is convex, the first inequality holds for all x ∈ R. As to the second inequality in (4.10), we first take α < 0. Now
The inequality in (4.11) follows from
where we used concavity of y and y(0) = 0. Note that α < 0 so that y(α) ≥ Substituting the bounds in (4.10) into the quasi-Gaussian form (2.6) leads to the following theorem.
Theorem 5. For λ ≥ s ∈ N, and hence α ≤ 0, the cdf of the Poisson distribution is bounded by
13)
14)
The difference between the two bounds is given by
Using the tail estimate for the Gaussian distribution 16) this difference can be bounded by
The factor 1 + y ′′ (α) at the right-hand side of (4.17) can furthermore be bounded as follows. We have 0 ≤ 1 + y ′′ (α) ≤ 1/3, α ≤ 0, and
, and from (4.1) and the inequalities in (3.13) for y we get y ′′ (−∞) = −1 and 1 + y ′′ (α) = O(1/α 2 ). From (2.7) it follows that y ′ has the power series representation
from which we see that (4.10) for α = 0 leads to
We now use the coefficients of the power series in (4.18) to guess and prove bounds on y ′ in terms of polynomials of larger degrees.
Proof. We apply Lemma 3 with f (x) = 1 − 2 3 x + 1 12 x 2 . We have f (x) + x > 0, f (x) ≥ 0 for x ≤ 0. The inequality to be shown becomes
An elementary computation shows that the left-hand side of (4.21) equals
where the expression in brackets has its minimum value, , at x = −2. This completes the proof. 
Evidently, (iii) follows from w ′′′ (x) = 
The left-hand side of (4.24) can be written as 
This completes the proof.
We arrive at another theorem on the Poisson distribution by substituting (4.20) and (4.23) into the quasi-Gaussian form (2.6).
Theorem 6. For λ ≥ s ∈ N the cdf of the Poisson distribution is bounded by
For the case n = λ = s, we have that α = 0 and
From Theorem 6 we get
In case λ < s, we have that α > 0 and
The second integral in (4.34) can thus be bounded using (3.14) and
Combination of (4.32)-(4.36) gives the following result.
Theorem 7. For λ < s the cdf of the Poisson distribution is bounded by
The Erlang B formula
We now utilize the results on P(A λ ≤ s) to derive similar results for the Erlang B formula. From (1.1) we see that the probability P(A λ = s) needs to be written in a different form. That is,
Expansions for Erlang's B
Combining (1.1), (5.1) and the expansion for P(A λ ≤ s) yields the following result.
Theorem 8. For s = λ + β √ λ with β some fixed real number there is as s → ∞ the representation
Jagerman [17] derived a related expansion:
3)
There are some marked differences between our expansion and that of Jagerman. First, Jagerman sets the arrival rate λ according to λ = s + γ √ s whereas we set the number of servers according to s = λ + β √ λ. The constants β and γ are very much related, though, since 5) so that γ ↓ −β as ρ tends to one. Perhaps a more important difference is that we change our constant β into α. Since 2)-1 is not only sharp in the QED regime, but also in the regime where the system load stays fixed, which is also known as the quality driven regime [6] . This is another reason why using α is preferable over β or −γ. 
The next result follows immediately from Theorem 6 and sharpens Theorem 1 for λ ≥ s.
Theorem 11. For λ ≥ s ∈ N the reciprocal of Erlang's B is bounded by
Likewise, for λ < s, a sharper version of Theorem 1 can be obtained from Theorem 7. Table 3 presents some results for increasing values of s = λ + β √ λ with β = 1. In this regime, all bounds are sharp, even for smaller values of s. As expected, Erlang's approximation (1.2) requires s to be large. The precision of the bounds is partly due to changing β into α. Moreover, the bounds (1.6), (1.7) include the first-order correction term In Table 4 we present some results for B(s, λ) and s = 10. The bounds (1.6), (1.7) perform well, although in the case λ ≥ s, the bounds (5.9), (5.10) are much sharper. Hence, in this regime it seems beneficial to include the second-order correction term.
A conjecture of Ramanujan
We now indicate how our framework for obtaining bounds on P(A λ ≤ s) may deal with a conjecture of Ramanujan. In 1911 Ramanujan set the problem of showing that 
This was finally proved by Flajolet et al. [10] in 1995 using singularity analysis. The connection with our framework is easily seen from
Hence, in order to prove (6.2) we need to bound 1/p(n) − 1 and B(n, n) −1 . The former causes no problems, because sufficiently sharp bounds can be obtained from truncating the Stirling series for ln(1/p(n)). For B(n, n) −1 we have from (4.32) and (4.33) the bounds B(n, n) obtained in [15] . We next discuss two methods that can be used to evaluate y for x ≤ 0.
Newton iteration
We have y(x) = − . For the case that x = −1 we find y 4 = −1.357676674 to be correct in 9 decimal places. For the case x = −10 we find y 2 = −54.00746898 to be correct in 9 decimal places. It is shown in [18] that Ψ ν (x) has an expansion hence the theory in [18] can be used to compute y(x) for exp( 1 2 ex 2 ) > exp(2e), i.e., for x < −2. In fact, we have been able to sharpen the convergence results in [18] . In particular, for the case α = −e that we have here, we can show that (A.8) converges exponentially if and only if w > exp( Table 5 displays some of the coefficients and Figure 3 shows some numerical results of (A.10) for several truncation levels n = N . 
