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The Hilbert spectrum via wavelet
projections
By S. Olhede and A.T. Walden
Department of Mathematics, Imperial College of Science, Technology and
Medicine, 180 Queen’s Gate, London SW7 2BZ, UK.
Non-stationary signals are increasingly analysed in the time-frequency domain to
determine the variation of frequency components with time. It was recently pro-
posed in this journal that such signals could be analysed by projections onto the
time-frequency plane giving a set of monocomponent signals. These could then be
converted to ‘analytic’ signals using the Hilbert transform and their instantaneous
frequency calculated, which when weighted by the energy yields the ‘Hilbert energy
spectrum’ for that projection. Agglomeration over projections yields the complete
Hilbert spectrum. We show that superior results can be obtained using wavelet-
based projections. The maximal-overlap (undecimated/stationary/translation in-
variant) discrete wavelet transform and wavelet packet transforms are used, with
the Feje´r-Korovkin class of wavelet ﬁlters. These transforms produce decomposi-
tions which are conducive to statistical analysis, in particular enabling noise reduc-
tion methodology to be developed and easily and successfully applied.
Keywords: denoising; empirical mode decomposition; Hilbert spectrum;
instantaneous frequency; wavelet packets; wavelet transform
1. Introduction
Most naturally occurring or man-made signals display non-stationary behaviour,
i.e., some structural aspect such as their spectrum, statistical correlation or transfer
function vary with time. Classical analysis techniques which assume stationarity are
unsuitable, and investigators are drawn to using ‘time-frequency’ methods (e.g.,
Cohen, 1995) to analyse such signals.
Consider a generally complex-valued signal z(t) which can be written in terms
of a time-domain amplitude A(t) and phase φ(t) as z(t) = A(t)eiφ(t). Suppose its
energy is highly concentrated along some trajectory in the time-frequency plane.
A general representation would then be in terms of a a curve deﬁned by the av-
erage frequency at each time — the so-called ‘instantaneous frequency.’ Boashash
(1992a) remarks that for monocomponent signals which obey certain conditions the
instantaneous frequency will have a clear physical meaning.
However, multicomponent signals are frequently encountered. Loughlin and Tacer
(1997) consider the two-component signal z(t) = A1ei2πf1t + A2ei2πf2t, where A1
and A2 are real constants. The instantaneous frequency of the signal is
ν(t) =
φ′(t)
2π
=
(f1 + f2)
2
+
(f2 − f1)(A22 −A21)
2{A22 + A21 + 2A1A2 cos[2π(f2 − f1)t]}
. (1.1)
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This is not bounded by f1 or f2 unless |A1| = |A2|, in which case the instan-
taneous frequency is consistent with the interpretation as the ‘average frequency
at each time’ of this multicomponent signal. They also consider more general two-
component signals and ﬁnd in general that the instantaneous frequency of the signal
exhibits large ﬂuctuations and extends beyond the band deﬁned by the instanta-
neous frequency of the components. Instantaneous frequency is generally a poor
measure for multicomponent signals.
For this reason the analysis of such multicomponent signals is best done using
projections onto the time-frequency plane corresponding to monocomponent signals
which individually exhibit coherent frequency behaviour at any one time.
Recently in this journal a time-frequency energy spectrum estimator was pro-
posed by Huang et al (1998) which projects the signal in the time-frequency plane
(using the ‘empirical mode decomposition (EMD)’) and then calculates the in-
stantaneous frequency for each projection. Each projection is intended to ensure
coherent frequency behaviour at any time, or a monocomponent signal, so that
the instantaneous frequency is well-behaved. Finally for each projection the ap-
propriate energy is associated with the instantaneous frequency at each time, and
amalgamation over projections gives the overall ‘Hilbert energy spectrum.’ The
EMD projections are data-dependent and ad-hoc constructions, which vary with
each signal — this is potentially a strength (adaptivity) and a weakness (resistance
to statistical analysis).
The approach of Huang et al (1998) is aimed at analysis of both non-stationary
and non-linear proceses. Our interest is directed at the analysis of non-stationary
processes for which we ﬁnd the EMD method produces oscillatory or poorly-deﬁned
Hilbert spectra, often with evidence of notable mode mixing. We show that superior
results can be obtained by replacing the EMD projections by wavelet-based ones.
In particular we utilise the maximal-overlap (undecimated/stationary/translation
invariant) discrete wavelet transform and wavelet packet transforms, denoted by
MODWT and MODWPT, respectively. These non-adaptive transforms produce
decompositions which are conducive to statistical analysis, enabling noise reduction
methodology to be developed and utilised.
In §2 and §3 we give a brief summary of the EMD, and the Hilbert spectrum,
respectively. The background to wavelet-based time-frequency projections via so-
called MODWT ‘detail’ coeﬃcients is described in §4 along with the computation of
the Hilbert spectrum. Projections via the wavelet packet transform (MODWPT),
a generalization of the MODWT, are developed in §5, where details are given on
choosing a suitable set of wavelet packets. The importance of low time-frequency
leakage for the projections is also addressed in §5, where it is shown that the Feje´r-
Korovkin class of wavelet ﬁlters are particularly appropriate. Examples showing
that the wavelet-based approach gives excellent results, and outperforms EMD, are
given in §6. Sums of intermittent and complete sinusoids are analysed, as well as
a bat echolocation pulse. The theory behind Hilbert spectrum estimation in the
presence of noise, via thresholding of wavelet details, is given in §7, followed by an
example showing its eﬃcacy.
Throughout the paper a t in parentheses indicates continuous time, and a sub-
script t indicates discrete time.
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2. The Empirical Mode Decomposition
(a) Projections in time-frequency: continuous time
Given a real-valued continuous-time signal x(t), consider a series of projection
operators PRj which project x(t) into a time-frequency region Rj . These operators
need not be orthogonal but we assume that
∑J0+1
j=1 (PRjx)(t) = x(t) for some J0.
For j = 1, . . . , J0 deﬁne dj(t) = (PRjx)(t) and sJ0(t) = (PRJ0+1x)(t). Then
x(t) =
J0∑
j=1
dj(t) + sJ0(t). (2.1)
Such an additive decomposition of x(t) is achieved by the empirical mode decom-
position method.
(b) The EMD algorithm
Huang et al (1998, 1999) deﬁne an empirical mode decomposition (EMD) of a
signal into intrinsic mode functions (IMFs). An IMF has the same number of zero
crossings and extrema, and symmetric envelopes deﬁned by the local maxima and
minima. Each such IMF should give rise to a well-deﬁned instantaneous frequency.
The EMD of x(t) proceeds as follows. Upper, u1(t), and lower, l1(t), envelopes of
x(t) are found by interpolation between extrema. The local mean function is deﬁned
as m1(t) = 12 [u1(t) + l1(t)]. Ideally h1,1(t) = x(t) −m1(t), should be an IMF, but
invariably a sifting reﬁnement is required: h1,1(t) replaces x(t) and the above step
is repeated to give m2(t) and h1,2(t). After k − 1 such repeats h1,k(t) is obtained
and a stopping criterion equates it to the ﬁrst IMF, d1(t) say.
Various stopping criteria exist. Huang et al (1998, p. 920) test whether the
accumulated relative squared diﬀerences between h1,k(t) and h1,k−1(t) is less than
0.3; see also Magrin-Chagnolleau and Baraniuk (1999). Huang et al (1999, p. 425)
look for an equal number of extrema and zero crossings. A more detailed combined
criterion is used by Rilling et al (2003) and this is the scheme used in this paper;
for details see also www.ens-lyon.fr/~ flandrin/software.html. We have also
repeated our analyses using the other stopping criteria, and the basic conclusions
of the paper are unchanged.
Denoting the sum of the mean functions by mtot (t) we note that d1(t) = x(t)−
mtot(t). The second IMF is found by performing the above procedure on the residual
s1(t) = x(t) − d1(t), and so on, until sJ0(t) satisﬁes a criterion indicating that no
more IMFs can be extracted (no more than one extrema). sJ0(t) will be a trend or
constant. Then (2.1) is obtained.
Locally, each IMF contains lower frequency oscillations than that previously
extracted. The EMD gives an adaptive frequency subband decomposition of the
signal. If the time-frequency plane has been ‘tiled’ ideally, each projection will
contain at most one monocomponent signal.
3. The Hilbert spectrum and instantaneous frequency
Given a real-valued x(t), and hence real-valued dj(t), we can create the ana-
lytic signal daj (t) = dj(t) + iH{dj(t)} = dj(t) + id(H)j (t), where H{·} denotes
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the Hilbert transform. Then the phase is φj(t) = tan−1({dj(t)}
/{dj(t)}) =
tan−1(d(H)j (t)/dj(t)), and the amplitude is Aj(t) = |daj (t)| =
√{d2j (t) + [d(H)j (t)]2}.
The corresponding instantaneous frequency is νj(t) = φ′j(t)/(2π). The Hilbert en-
ergy spectrum of dj(t) is given by
Sj(t, f) = A2j (t)δ(f − νj(t)),
where δ(·) is the Dirac delta function. The overall Hilbert energy spectrum for x(t)
is deﬁned (Huang et al 1998) as the amalgamation of the spectra of each of the
dj(t)’s. We can also deﬁne a time-varying mean frequency for the entire signal,
ν (t) =
∑J0
j=1 A
2
j (t) νj (t)∑J0
j=1 A
2
j (t)
,
a useful ‘summary’ curve.
4. Discrete time wavelet decompositions
(a) Wavelet projections
Analogous to section 2(a) we consider projections of a real-valued signal which
attempt to produce monocomponent separation, only here we use discrete-time
methods. Assume we have sampled a continuous-time signal at intervals ∆t = 1
to get a vector of observations X = [X0, . . . , XN−1]T . Assume also we have a
series of projection matrices PRj , which project a vector X into a particular time-
frequency region Rj . These operators need not be orthogonal but we shall assume∑J0+1
j=1 PRjX = X for some particular J0. For j = 1, . . . , J0 deﬁne D˜j = PRjX
and S˜J0 = PRJ0+1X. Then
X =
J0∑
j=1
D˜j + S˜J0 . (4.1)
Decomposition (4.1) is the discrete equivalent of (2.1). So we can decompose the
sampled signal into a linear combination of the contribution of X in projected
spaces. If the time-frequency plane has been ‘tiled’ ideally, each projection will
contain at most one monocomponent signal for which the concept of instantaneous
frequency is well deﬁned.
The maximal overlap discrete wavelet transform (MODWT) is a version of the
discrete wavelet transform which does away with the downsampling step, thus en-
suring the important property of circular shift equivariance. Transforms that are
essentially the same include the undecimated discrete wavelet transform (Shensa,
1992) and translation invariant discrete wavelet transform (Liang and Parks, 1996).
Full details of the MODWT may be found in Percival and Walden (2000, chap-
ter 5); we adopt their notation here. For t = 0, . . . , N − 1 the jth level wavelet
and scaling coeﬃcients are given by W˜j,t =
∑Lj−1
l=0 h˜j,lX(t−l) mod N and V˜j,t =∑Lj−1
l=0 g˜j,lX(t−l) mod N , where {h˜j,l} and {g˜j,l} are level-j ﬁlters of length Lj =
(2j − 1)(L − 1) + 1 derived from the basic DWT wavelet and scaling ﬁlters {hl}
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and {gl} of length L. (Note the tilde notation is used for MODWT ﬁlters and co-
eﬃcients to distinguish them from the DWT equivalents). In matrix form we can
write W˜j = W˜jX and V˜j = V˜jX, where W˜j and V˜j are N -length column vec-
tors, and W˜j and V˜j are N × N matrices composed of elements from {h˜j,l} and
{g˜j,l} respectively, and zeros. Furthermore, the signal can be recovered as in (4.1),
where D˜j = W˜Tj W˜jX and S˜j = V˜Tj V˜jX (Percival and Walden 2000, p. 173). The
corresponding projection matrices are PRj = W˜Tj W˜j and PRJ0+1 = V˜TJ0 V˜J0 , where
PRj is approximately the identity matrix on time-frequency region Rj , and zero
elsewhere, where
Rj =
{
[0, (N − 1)]× {− [ 12j , 12j+1 ) ∪ ( 12j+1 , 12j ]} if 1 ≤ j ≤ J0
[0, (N − 1)]× {[− 1
2J0+1
, 1
2J0+1
]} if j = J0 + 1.
This is then an example of a set of projection operators as described above.
S˜j represents the over-all time-varying mean trend, while the D˜j represent local
time-frequency information. The MODWT of course tiles the time-frequency plane
in octave bands.
The elements of S˜j and D˜j are called jth level smooth and detail coeﬃcients.
We can write (Percival and Walden 2000, p. 199)
D˜j,t =
Lj−1∑
l=−(Lj−1)
h˜j  h˜j,lX(t−l) mod N ,
where h˜j  h˜j,l denotes the cross-correlation of {h˜j,l} with itself, i.e., the autocor-
relation of {h˜j,l}. The eﬀective ﬁlter is symmetric, zero-phase, and considerably
smoother than {h˜j,l} itself. Analogous results hold for S˜j . So while the utility of
wavelet methods in eﬃciently representing discontinuities is well-known, in fact our
projections are well-suited to represent smooth, possibly sinusoidal, sequences.
(b) The Hilbert spectrum via wavelets
The MODWT detail coeﬃcients for level j, {D˜j,t, t = 0, . . . , N−1}, will be real
for any real-valued wavelet ﬁlters. We can create analytic wavelet details via
D˜j,t + i(D˜j ∗ q)t = D˜j,t + iD˜(H)j,t , (4.2)
where {ql} is the Hilbert transform ﬁlter and D˜(H)j,t denotes the discrete Hilbert
transformed version of D˜j,t.
The amplitude and phase sequences are given by
Aj,t =
√{D˜2j,t + [D˜(H)j,t ]2}; φj,t = tan−1(D˜(H)j,t /D˜j,t). (4.3)
We compute the derivative of the phase at discrete time t via a fourth-order gen-
eralized phase diﬀerence estimator (Boashash, 1992b, p. 542),
φ′j,t =
1
12
(φj,t−2 − 8φj,t−1 + 8φj,t+1 − φj,t+2). (4.4)
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Figure 1. First three levels of the MODWPT of X. All coeﬃcient vectors together form a
(maximal overlap) wavelet packet table.
This formula is skew-symmetric about time t. At the end-points we cannot use this
centred ﬁve-point formula but use instead
φ′j,t = ±
1
12
(−25φj,t + 48φj,t±1 − 36φj,t±2 + 16φj,t±3 − 3φj,t±4). (4.5)
Both formulae can be found in Burden and Faires (1993, p. 161). The instantaneous
frequency is then computed from νj,t = φ′j,t/(2π).
Now, for a large M, deﬁne M frequencies fl = l∆f, l = 0, . . . ,M − 1, where
∆f = 1/[2(M−1)], covering the interval [0, 1/2]. Then the Hilbert energy spectrum
of {D˜j,t} may be deﬁned as
Sj;t,fl = A
2
j,tδl,〈νj,t/∆f〉, t = 0, . . . , N − 1; fl = 0, . . . , 1/2, (4.6)
where δl,m is the Kronecker delta, and 〈x〉 denotes the integer closest to x; we used
M = 512. The overall Hilbert energy spectrum is the amalgamation of the Sj;t,fl ’s
over the j. The time-varying mean frequency for the entire signal follows as
νt =
∑J0
j=1 A
2
j,tνj,t∑J0
j=1 A
2
j,t
. (4.7)
5. Discrete time wavelet packet decompositions
(a) Wavelet packet projections
The MODWT has the disadvantage of imposing a ﬁxed octave band tiling
on the time-frequency plane. The maximal overlap discrete wavelet packet trans-
form (MODWPT) (Walden & Contreras Crista´n, 1998) is a generalization of the
MODWT which at level j of the transform partitions the frequency axis into 2j
equal width frequency bands, often labelled n = 0, . . . , 2j−1. This gives better fre-
quency resolution. Let G˜(f) =
∑L−1
l=0 g˜le
−i2πfl be the transfer function of {g˜l} where
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Figure 2. The shaded segments determine a possible disjoint dyadic decomposition — a
partitioning of the frequency interval [0, 1/2] — which may be derived from the WPT of
Fig. 1.
g˜l = gl/
√
2, and let the transfer function corresponding to {h˜l} with h˜l = hl/√2,
be deﬁned similarly. At the ﬁrst level of the transform X is circularly ﬁltered by the
low-pass ﬁlter {g˜l}, with corresponding transfer function G˜(f), to give an N -length
vector of ﬁrst level coeﬃcients W˜1,0 and X is also circularly ﬁltered by the high-pass
ﬁlter {h˜l}, with transfer function H˜(f), to give the vector W˜1,1. For subsequent
levels j of the transform we insert 2j−1 − 1 zeros, j ≥ 1, between the elements of
{g˜l}; the resulting ﬁlter has a transfer function given by G˜(2j−1f). We can do like-
wise for {h˜l} to obtain H˜(2j−1f). The jth level coeﬃcients are obtained by ﬁltering
the level j − 1 coeﬃcients with the circular ﬁlter having discrete Fourier transform
{H˜(2j−1 kN )} or {G˜(2j−1 kN )}, as appropriate. The ﬁltering steps up to level j = 3
are shown in Fig. 1 and the collection of MODWPT coeﬃcients is called a (max-
imal overlap) wavelet packet table (WPT). If, as here, the ordering of the ﬁlters
means that at level j, band n is associated with frequencies Ij,n =
[− 12j+1 , 12j+1 ] ,
for n = 0, and Ij,n = −
[
n+1
2j+1 ,
n
2j+1
)∪ ( n2j+1 , n+12j+1 ] , for n > 0, then the transform is
said to be ‘sequency ordered.’
At level j and frequency band n the wavelet packet coeﬃcients for t = 0, . . . , N−
1 can be written as W˜j,n,t =
∑Lj−1
l=0 u˜j,n,lX(t−l) mod N where {u˜j,n,l} is a jth level
and nth band MODWPT wavelet packet ﬁlter of length Lj = (2j−1)(L−1)+1 with
a transfer function which may be derived from the ﬁltering steps shown in Fig. 1;
for example for j = 3, n = 3 this transfer function is given by G˜(f)H˜(2f)G˜(4f).
In matrix form we can write W˜j,n = W˜j,nX where W˜j,n is a N -length column
vector, and W˜j,n is a N×N matrix composed of elements from {u˜j,n,l} and zeros. If
we let D˜j,n = W˜Tj,nW˜j,nX then the signal can be recovered via X =
∑2j−1
n=0 D˜j,n. For
n > 0 the set {D˜j,n,t, t = 0, . . . , N − 1} are level j, frequency band n, MODWPT
detail coeﬃcients.
However, the decomposition in (4.1) makes use of diﬀerent levels of the trans-
form, and the same can be done for the MODWPT. The doublets (j, n) that form
the indices for the MODWPT coeﬃcient vectors W˜j,n can be collected together
to form a set N ≡ {(j, n) : j = 0, . . . , J0; n = 0, . . . , 2j − 1}. Each (j, n) ∈ N
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is associated with the frequency interval Ij,n. The WPT can be used to form a
large collection of diﬀerent transforms known as disjoint dyadic decompositions. By
deﬁnition, each such decomposition is associated with a subset, say C, of doublets
from N that satisﬁes two properties. First, the union of all the frequency intervals
Ij,n for each (j, n) ∈ C is exactly the interval [0, 1/2], and, second, if (j, n) and
(j′, n′) are any two distinct elements of C, then Ij,n and Ij′,n′ have no frequencies
in common. One such decomposition is shown by the grey shading in Fig. 2; here
C = {(2, 1), (2, 3), (3, 0), (3, 1), (3, 4), (3, 5)}). Fundamentally, for any such decom-
position C we have
X =
∑
(j,n>0∈C)
D˜j,n + D˜j′,0,
for some j′ ≤ J0. The last term covers low frequencies and trends.
The projection matrices are PRj,n = W˜Tj,nW˜j,n where PRj,n is approximately
the identity matrix on time-frequency region Rj,n, and zero elsewhere, where
Rj,n = [0, (N − 1)]× Ij,n.
This is another example of a set of projection operators.
When utilising the wavelet packet transform we must decide on some method of
choosing a suitable disjoint dyadic decomposition C which has the eﬀect of produc-
ing a time-frequency tiling commensurate with separating the original signal into
a set of monocomponent signals.
(b) Choosing the disjoint dyadic decomposition
Consider an algorithm starting at level j = J0. If the lowest frequency feature
of interest in the signal occurs at a frequency higher than fL say, we need to choose
J0 so that 12J0+1 < fL. (This is because the Hilbert spectrum discards the lowest
frequency components to avoid the zero frequency or inﬁnite scale). Consequently,
D˜J0,0 and D˜J0,1 are always preserved in any decomposition.
Now consider a measure of the bandwidth of the details D˜j,n,t, t = 0, . . . , N −1
at level j, band n > 0. The discrete Fourier transform (DFT) of the details at
frequencies fk = k/N is
ξj,n,k =
N−1∑
t=0
D˜j,n,te−i2πtk/N , k = 0, . . . , N − 1,
and the normalised modulus squared, which sums to unity, takes the form
Υj,n,k = |ξj,n,k|2
/ N/2∑
k=0
|ξj,n,k|2 , k = 0, . . . , N/2,
where x denotes the greatest integer ≤ x. We denote the bandwidth by Bj,n with
B2j,n =
N/2∑
k=0
(fk − 〈f〉j,n)2 Υj,n,k where 〈f〉j,n =
N/2∑
k=0
fk Υj,n,k.
The fundamental idea behind the decomposition algorithm is illustrated in
Fig. 3. Consider whether a frequency band Ij,n should be split into two subbands
Ij+1,2n and Ij+1,2n+1; we note
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Figure 3. Illustration of points (i) (left) and (ii) (right) of the decomposition algorithm.
Left: one chirp signal extending from f = 0.125 to f = 0.25 (diagonal line) The band-
width (long vertical line) is 0.0625. If split into two, we obtain two chirps extending from
f = 0.125 to 0.1875 and one from 0.1875 to 0.25 The separate chirps both have a band-
width (short vertical lines) of 0.03125 which is half that of the entire signal. Right: two
separate chirps, each with bandwidths of about 0.0166. If they are regarded as one signal,
then this has a bandwidth of about 0.04628 > 0.0166 + 0.0166.
(i) if Ij,n contains a monocomponent signal then if it is split, the sum of the
ensuing bandwidths is equal to that of the entire signal (Fig. 3, left), while
(ii) if the subbands each contain separate monocomponent signals then the sum
of their bandwidths will be less than the bandwidth obtained if they are
regarded as one signal (Fig. 3, right).
The algorithm starts at level j = J0 − 1 and moves up the tree. If
Bj,n > α(Bj+1,2n + Bj+1,2n+1) (5.1)
we keep D˜j+1,2n and D˜j+1,2n+1 (i.e., use subbands Ij+1,2n and Ij+1,2n+1) and in
order to ensure that the split remains as we move up the tree we set Bj,n = 0. Here
α is a constant chosen to avoid splitting the band due simply to random variation.
It is more important to avoid not splitting a band when we should, rather than
splitting when not required, as we seek monocomponent signals in each band — if
we do not split a band when we should, then a meaningless instantaneous frequency
will result. A value α = 1.2 is suitable for this requirement.
A slight problem arises when dealing with time-frequency tiles which are empty
of signal, so that the bandwidth is ill-deﬁned. It is advisable to factor in the actual
energy of the details at level j and band n and modify the bracketed term in (5.1)
to read
Bj+1,2n
∑N−1
t=0 A
2
j+1,2n,t + Bj+1,2n+1
∑N−1
t=0 A
2
j+1,2n+1,t∑N−1
t=0 A
2
j+1,2n,t +
∑N−1
t=0 A
2
j+1,2n+1,t
(5.2)
where Aj,n,t, t = 0, . . . , N−1 are the amplitudes of the analytic MODWPT details,
deﬁned next.
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(c) The Hilbert spectrum via wavelet packets
We can create analytic MODWPT details for level j and band n > 0 using
D˜aj,n,t = D˜j,n,t + i(D˜j,n ∗ q)t = D˜j,n,t + iD˜(H)j,n,t. (5.3)
Given the analytic details (5.3), the corresponding amplitude, Aj,n,t, phase, φj,n,t
and instantaneous frequency, νj,n,t, are computed as in section 4(b), (an additional
subscript ‘n’ being required throughout).
The Hilbert energy spectrum of {D˜j,n,t} is given by
Sj,n;t,fl = A
2
j,n,tδl,〈νj,n,t/∆f〉, t = 0, . . . , N − 1; fl = 0, . . . , 1/2, (5.4)
and the time-varying mean frequency for the entire signal follows as
νt =
∑
(j,n>0∈C) A
2
j,n,tνj,n,t∑
(j,n>0∈C) A
2
j,n,t
. (5.5)
(d) Leakage of time-frequency projections
A major problem with any projection is the unavoidable leakage caused by
the fact that no projection can create a signal which is simultaneously time and
frequency limited. Using ﬁnite-length ﬁlters, wavelet packets lose some of their
frequency resolution at high frequencies (e.g., Hess-Nielsen & Wickerhauser, 1996).
Nielsen (2001) derived classes of half-band low-pass DWT ﬁlters {gl, l = 0, . . . , L−
1} such that the Lp norm of the diﬀerence between the power transfer function
|G(f)|2, (where G(f) is the Fourier transform of {gl}), and the power transfer
function of the ideal half-band ﬁlter — rectangular on [−1/4, 1/4] — is O(1/L) for
p ∈ [1, 2]. One class of such optimal asymptotic frequency resolution ﬁlters are the
Feje´r-Korovkin ﬁlters.
Fig. 4 gives the power transfer functions of level j = 3 wavelet packet ﬁlters
{u˜j,n,l} generated from the L = 18 point Feje´r-Korovkin ﬁlter {gl} — abbreviated
to FK(18) — and L = 20 point Daubechies least asymmetric ﬁlter {gl} — ab-
breviated to LA(20). Even though it is shorter by two points than the frequently
used Daubechies least asymmetric ﬁlter, the Feje´r-Korovkin ﬁlter gives rise to the
better concentrated wavelet packets, the power transfer functions being in partic-
ular more rectangular over their pass-bands Ij,n. The minimally short two point
Haar wavelet ﬁlter generates wavelet packet ﬁlters with much poorer concentration
than the LA(20). The eﬃcacy of the FK(18), LA(20) and Haar wavelet ﬁlters for
Hilbert spectrum or time-varying mean frequency calculation is demonstrated in
the examples which follow.
6. Examples
In this section we will compare plots of the Hilbert energy spectrum and the time-
varying mean frequency made using the MODWT and EMD approaches. For the
EMD approach the same computational scheme is used as set out in Section 4b
except that the wavelet detail coeﬃcients are replaced by the IMF sequences; in
particular the same phase derivative method is used — see (4.4) and (4.5).
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Figure 4. Power transfer functions of level j = 3 wavelet ﬁlters {u˜j,n,l} for (from top to
bottom) frequency bands n = 0, . . . , 7, generated from the 18-point Feje´r-Korovkin ﬁlter
(solid lines) or 20-point Daubechies least asymmetric ﬁlter (dashed lines).
(a) Sum of sinusoids
Consider a signal which is the sum of two equal-amplitude sine waves:
x1(t) = sin(2πf1t) + sin(2πf2t), (6.1)
where f1 = 0.08 and f2 = 0.16; the theoretical mean frequency is 0.12.
Figs. 5(a)–(c) show the Hilbert energy spectrum and the time-varying mean fre-
quency calculated using the MODWT with J0 = 5 when this signal is sampled with
a unit sample interval, N = 512 times starting at t = 0. The half-band low-pass ﬁlter
{gl, l = 0, . . . , L− 1} used in the MODWT was (a) Haar, (b) Daubechies LA(20),
and (c) Feje´r-Korovkin FK(18). Leakage-generated oscillations in the Hilbert spec-
trum are present in all three cases. Leakage of the projections means that in a
particular frequency band not only is the appropriate sinusoid present, but also
sinusoidal contributions from neighbouring bands, with all the resulting complica-
tions such as (1.1). These oscillations decrease to almost nothing as the concen-
tration of the ﬁlters improves; the FK(18) result is strikingly good. Fig. 6 gives
the MODWT detail sequences for j = 1, . . . , 5 for the case of the Feje´r-Korovkin
FK(18) ﬁlter. The ﬁve sequences are ordered (top to bottom) according to the top
ﬁve frequency bands delineated by dotted lines in Figs. 5(c); it is clear that leakage
between bands is very small. The representation of the sinusoids is excellent as
predicted in the discussion at the end of §4a.
Fig. 7 gives the ﬁve IMFs produced by EMD. The diﬀerences between the com-
ponents determined by the MODWT in Fig. 6 and EMD in Fig. 7 do not seem sig-
niﬁcant, yet they are; this can be seen from the Hilbert spectrum given in Fig. 5(d)
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Figure 5. Sum of sines example. f1 = 0.08 and f2 = 0.16 and theoretical mean fre-
quency is 0.12 (a) Left: the Hilbert spectrum using the MODWT, Haar wavelet ﬁlter,
and J0 = 5. Right: corresponding time-varying mean frequency. (b) Left: the Hilbert
spectrum using the MODWT, Daubechies LA(20) wavelet ﬁlter, and J0 = 5. Right: corre-
sponding time-varying mean frequency. (c) Left: the Hilbert spectrum using the MODWT,
Feje´r-Korovkin FK(18) wavelet ﬁlter, and J0 = 5. Right: corresponding time-varying mean
frequency. The horizontal dotted lines delineate the MODWT octave bands. (d) Left: the
Hilbert spectrum using EMD and ﬁve IMFs. Right: corresponding time-varying mean
frequency.
using the ﬁve IMFs where relatively poor frequency resolution is achieved and the
result is inferior to all but the Haar MODWT. This is somewhat surprising since
we would expect the EMD method to produce good representations of sinusoids
since theoretically sinusoidal components are IMFs.
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Figure 6. The ﬁve MODWT detail sequences (FK(18) ﬁlter) for sum of sines.
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Figure 7. Five IMFs for sum of sines.
(b) Intermittent and complete sinusoids
Here we consider a signal made up from four sinusoids:
x2(t) = 1.2 sin(2πf1t)IT1(t) + sin(2πf2t)IT2(t) + 1.2 sin(2πf3t) + sin(2πf4t),
(6.2)
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Figure 8. Intermittent and complete sines example. f1 = 0.0938, f2 = 0.1875, f3 = 0.3125
and f4 = 0.4375. (a) Left: the Hilbert spectrum using the MODWPT, Feje´r-Korovkin
FK(18) wavelet ﬁlter, and J0 = 4. The horizontal dotted lines delineate the MODWPT
frequency bands. Additional short tick marks indicating the frequencies f1, . . . , f4 are
not visible under the estimated frequencies. Right: corresponding time-varying mean fre-
quency on a magniﬁed scale, with the theoretical mean frequency (dotted) overlain. (b)
Left: the Hilbert spectrum using EMD and nine IMFs. The additional short tick marks
indicating the frequencies f1, . . . , f4 are now visible. Right: corresponding time-varying
mean frequency.
where f1 = 0.0938, f2 = 0.1875, f3 = 0.3125, f4 = 0.4375, IT (t) = 1 if t ∈ T
and zero otherwise, T1 = [0, 0.297] ∪ [0.402,∞) and T2 = [0, 0.597] ∪ [0.748,∞).
The ﬁrst two sinusoids are intermittent. This signal is sampled with a unit sample
interval, N = 1024 times starting at t = 0. The two higher frequency sinusoids
have frequencies both falling in the band (1/4, 1/2] and so cannot be separated by
the MODWT. The more general MODWPT is thus required, and we can allow the
algorithm in section 5(b) to select an appropriate disjoint dyadic decomposition —
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the results are shown in Fig. 8(a). The MODWPT method gives a very good and
accurate description of the signals, with a few oscillations near the discontinuities
in the signal. The corresponding results using EMD are given in Fig. 8(b). This
used the nine IMFs found by the algorithm. (Use of only the the ﬁrst four IMFs
— there are four monocomponent signals present — produced an indistinguishable
result.) Huge oscillations are found with the EMD algorithm, and there are also
problems with mode-mixing.
(c) Application to real data
We now analyse the digitized echolocation pulse — shown in Fig. 9(a) — emitted
by the Large Brown Bat, Eptesicus Fuscus. The sample interval is 7µs. Fig. 9(b)
shows the MODWPT results, while the corresponding results for EMD are shown in
Fig. 9(c). For EMD the seven IMFs found by the algorithm are used, but taking only
the ﬁrst four caused no appreciable diﬀerence. The MODWPT clearly outperforms
the EMD approach in resolving the hyperbolic chirps present in this signal. Notice
that the algorithm of section 5b for choosing the disjoint dyadic decomposition for
the MODWPT has worked successfully: at any time the diﬀerent frequency chirps
have been separated into diﬀerent frequency subbands.
7. Denoising
(a) Theory
Since we are in general dealing with signals contaminated by noise, it makes
sense to denoise the signal where possible. We assume x(t) = b(t) + (t), where b(t)
is deterministic signal and (t) is real-valued noise such that discretization at unit
sample interval gives the N -length vector
X = b + , (7.1)
where {t, t = 0, . . . , N − 1} is a white Gaussian noise sequence with mean zero
and variance σ2 . Coifman and Donoho (1995) introduced the technique of ‘cy-
cle spinning’ for denoising of X in a translation invariant way; this is equiva-
lent (Percival and Walden, 2000, p. 429) to applying standard thresholding to the
MODWT wavelet coeﬃcients. Here our denoising scheme will determine which an-
alytic wavelet detail magnitudes Aj,t should be used in the Hilbert energy spectrum
of (4.6) and time-varying mean frequency given by (4.7). The MODWT details vec-
tor is given by D˜j = W˜Tj W˜jX so that the additive noise vector is transformed to the
noise details vector E˜j = W˜Tj W˜j. But the covariance of the (Gaussian) elements
of E˜j is given by (Appendix A)
cov{E˜j,t, E˜j,t′} ≈
{
σ2 /2
j , t = t′,
σ2
{sin[π(t−t′)/2j−1]−sin[π(t−t′)/2j ]}
[π(t−t′)] , t = t′.
(7.2)
Now suppose {ηt} is a stationary process with cov{ηt, ηt′} = st−t′ , say, and
deﬁne the analytic process by
η
(a)
t = ηt + i(η ∗ q)t = ηt + iη(H)t ,
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Figure 9. (a) Bat signal. (b) Left: the Hilbert spectrum using the MODWPT,
Feje´r-Korovkin FK(18) wavelet, and J0 = 3. Right: corresponding time-varying mean fre-
quency. (c) Left: the Hilbert spectrum using EMD and seven IMFs. Right: corresponding
time-varying mean frequency.
where, {ql} is the Hilbert transform ﬁlter. Then, since the Hilbert transform is an
all-pass ﬁlter, it does not aﬀect the covariance structure of {ηt} so that cov{η(H)t , η(H)t′ } =
st−t′ , also. Moreover,
E{ηtη(H)t′ } = E{ηt
∑
l
qlηt′−l} =
∑
τ
st−t′+l ql,
so that if t = t′ we get cov{ηt, η(H)t } =
∑
l slql = 0, since {sl} is even and {ql} is
odd. Hence at any time point t, the random variables ηt and η
(H)
t are uncorrelated;
however this does not mean the processes {ηt} and {η(H)t } are uncorrelated, let alone
independent. However, if {ηt} is Gaussian, then the processes {ηt} and {η(H)t } are
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Figure 10. (a) Noisy data. (b) Left: the Hilbert spectrum using the MODWT,
Feje´r-Korovkin FK(18) wavelet, and J0 = 4, with thresholding of wavelet details. Right:
corresponding time-varying mean frequency. (c) As in (b) but with no thresholding. (d)
Left: the Hilbert spectrum using EMD and six IMFs. Right: corresponding time-varying
mean frequency.
jointly (dependent) Gaussian (Papoulis, 1972, p. 475) and so the random variables
ηt and η
(H)
t are independent and identically distributed for any speciﬁed t.
Since from (7.2) cov{E˜j,t, E˜j,t′} depends only on |t− t′| we let E˜j,t play the role
of the stationary process ηt and conclude that, up to inaccuracies introduced by
ﬁltering end-eﬀects, the random variables E˜j,t and E˜(H)j,t can be treated as indepen-
dent and identically distributed for each t = 0, . . . , N − 1. In particular E˜j,t and
E˜(H)j,t have the same variance given by σ2E˜,j = σ2 /2j ; see (7.2). To estimate the noise
standard deviation σ we use the MODWT-based MAD estimator (Percival and
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Walden, 2000, p. 429),
σˆ =
21/2median{|W˜1,0|, |W˜1,1|, . . . , |W˜1,N−1|}
0.6745
, (7.3)
which gives an estimate of σˆ2E˜,j = σˆ
2
 /2
j .
The independence and Gaussianity of E˜j,t and E˜(H)j,t means that(
E˜j,t
σE˜,j
)2
+
(
E˜(H)j,t
σE˜,j
)2
=
(
|E˜(a)j,t |
σE˜,j
)2
∼ χ22
where ‘∼ χ22’ means ‘is distributed as a chi-square random variable with two degrees
of freedom,’ and |E˜(a)j,t | =
√{E˜2j,t + [E˜(H)j,t ]2}. We thus have a sequence of dependent
chi-square random variables (|E˜(a)j,t |/σE˜,j)2, t = 0, . . . , N − 1.
Thresholding proceeds under the hypothesis of no deterministic signal being
present; in this case D˜j = W˜Tj W˜jX = E˜j = W˜Tj W˜j and hence Aj,t ≡ |E˜(a)j,t |.
A suitable threshold level for N independent chi-square random variables was
developed in Sardy (2000), and for our case of N dependent chi-square random
variables we can show (Olhede and Walden, 2003) that the threshold level of Sardy
(2000) provides a conservative threshold level. Under the hypothesis of no deter-
ministic signal present we use the hard-thresholding rule, combined with Sardy’s
threshold level of
√
[2 log(N logN)],
A
(ht)
j,t =
{
Aj,t, if Aj,t > σˆE˜,j
√
[2 log(N logN)]
0, otherwise.
for levels j = 1, . . . , J0. The Hilbert energy spectrum and time-varying mean fre-
quency calculations then proceed as in (4.6) and (4.7) with A(ht)j,t replacing Aj,t
Notice that our strategy is to threshold the amplitudes only, leaving the phases
unchanged, since only when the amplitude is low do we wish to eliminate the
contribution to X. Thresholding the real and imaginary parts of D˜j,t separately
would change the phase of the analytic signal and hence is avoided.
(b) Example
Here we consider a linear chirp, b(t) = sin(πt
2
4N ), plus noise. This signal has in-
stantaneous frequency given by t/(4N), i.e., a straight line with frequency changing
from 0 to 0.25 as time goes from 0 to N . We use a discretization of the signal at
512 unit sample intervals, plus a white Gaussian noise {t, t = 0, . . . , 511} with
σ = 0.25. A realization is shown in Fig. 10(a). The MODWT-based Hilbert spec-
trum and corresponding time-varying mean frequency following the thresholding
scheme are given in Fig. 10(b), while the MODWT results omitting thresholding
are shown in Fig. 10(c). The EMD results are shown in Fig. 10(d) where the num-
ber of IMFs used was six, as found by the algorithm; a reduction to the ﬁrst three
IMFs produced worse results.
Our denoising method, with thresholding of the amplitudes only, works very
well. With regard to the Hilbert spectrum, the standard MODWT-based approach
again performs better than the EMD, but the omission of thresholding signiﬁcantly
worsens the results.
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8. Conclusions
The analysis of a possibly multicomponent non-stationary signal via projections
onto the time-frequency plane followed by computation of the Hilbert spectrum is
an appealing way to determine the time-variation of frequency components. How-
ever, the EMD method seems a problematic step, and we have shown that superior
results can be obtained with wavelet-based (MODWT or MODWPT) projections
utilising the Feje´r-Korovkin class of wavelet ﬁlters. These transforms produce de-
compositions which are conducive to statistical analysis, with the important result
that a denoising step can easily be incorporated into this approach.
In the bat data analysis of Fig. 9, we note that although, as required in Hilbert
spectrum multicomponent analysis, at any time the diﬀerent frequency chirps have
been successfully separated into diﬀerent frequency subbands, each component
spans at least two subbands and is noticeably aﬀected by the band-edge imper-
fections. A paper covering work on increasing the ﬂexibility of our approach to deal
with such drawbacks and cope better with highly non-linear chirps, via suitable
pre- and post-processing, is nearing completion.
Soﬁa Olhede was Beit Scientiﬁc Research Fellow, recipient of an EPSRC (UK)
grant, and beneﬁciary of the Helge Ax:son Johnsons Stiftelse. The authors wish
to thank Curtis Condon, Ken White and Al Feng of the Beckman Center at the
University of Illinois for the bat data and for permission to use it in this paper.
The authors thank the referees for many helpful comments leading to an improved
exposition.
Appendix A.
Here we shall prove result (7.2). From Percival and Walden (2000, p. 172),
E˜j,t = 1
N
N−1∑
k=0
∣∣∣H˜j( kN )∣∣∣2 Ξkei2πtk/N ,
where H˜j
(
k
N
)
=
∑Lj−1
l=0 h˜j,le
−i2πlk/N and Ξk =
∑N−1
t=0 te
−i2πtk/N . Then,
E{E˜j,tE˜∗j,t′} = E
{
1
N2
N−1∑
k=0
N−1∑
l=0
∣∣∣H˜j( kN )∣∣∣2 ∣∣∣H˜j( lN )∣∣∣2 ΞkΞ∗l ei2π(tk−t′l)/N
}
.
But
E{ΞkΞ∗l } =
N−1∑
u=0
N−1∑
v=0
E {u∗v} e−i2π(uk−vl)/N
= σ2
N−1∑
u=0
e−i2πu(k−l)/N =
{
Nσ2 , if k = l,
0, otherwise.
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Hence,
E{E˜j,tE˜∗j,t′} =
σ2
N
N−1∑
k=0
N−1∑
l=0
∣∣∣H˜j( kN )∣∣∣2 ∣∣∣H˜j( lN )∣∣∣2 δk,lei2π(tk−t′l)/N
=
σ2
N
N−1∑
k=0
∣∣∣H˜j( kN )∣∣∣4 ei2πk(t−t′)/N ≈ σ2 ∫ 1/2−1/2 |H˜j(f)|4ei2πf(t−t′)df.
However,
|H˜j(f)|2 ≈
{
1, if f ∈ {− [ 12j , 12j+1 ) ∪ ( 12j+1 , 12j ]}
0, otherwise,
so that
σ2
∫ 1/2
−1/2
|H˜j(f)|4ei2πf(t−t′)df ≈ σ
2

i2π(t− t′)
[
ei2πf(t−t
′)
∣∣∣−1/2j+1
−1/2j
+ ei2πf(t−t
′)
∣∣∣1/2j
1/2j+1
]
=
{
σ2 /2
j , t = t′,
σ2
{sin[π(t−t′)/2j−1]−sin[π(t−t′)/2j ]}
[π(t−t′)] , t = t′.
and since E{E˜j,t} = 0, we have cov{E˜j,t, E˜j,t′} = E{E˜j,tE˜∗j,t′}, and the result is
proven.
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