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Zusammenfassung
Elektro- und magnetorheologische Effekte (ER/MR) sind in vielen physikalischen Systemen zu be-
obachten, unter anderem in Kolloiden und komplexen Plasmen. Der elektro- und magnetorheo-
logische Effekt bietet die Mo¨glichkeit, die strukturellen Eigenschaften durch a¨ußere Einflu¨sse zu
justieren. Dies ermo¨glicht den Einsatz in zahlreichen technologischen Anwendungen, etwa in der
Photonik, in der Regelung von hydraulischen Schaltungen oder in der Medizintechnik. Die speziel-
len Eigenschaften finden ihren Ursprung in der anisotropen Wechselwirkung zwischen den Teilchen
auf mikroskopischer Ebene, denn durch das a¨ußere Feld werden parallel ausgerichtete, dipolartige
Momente der Teilchen hervorgerufen. Die dipolartigen Wechselwirkungen ko¨nnen dabei der gewo¨hn-
lichen Dipol-Dipol-Wechselwirkung entsprechen oder denen einer negativ-dipolartigen Wechselwir-
kung. Unabha¨ngig von der Ursache dieser Wechselwirkung wird ein gemeinsames mathematisches
Modell verwendet. Bei der Untersuchung des Phasenverhaltens wurde das Augenmerk auf drei cha-
rakteristische Bereiche gerichtet, na¨mlich den Phasengrenzen zwischen festen Phasen, flu¨ssige Pha-
sen mit schwacher Anisotropie und schließlich flu¨ssige Phasen mit langreichweitiger Ordnung.
U¨berga¨nge zwischen festen Phasen wurden anhand eines variationstheoretischen Ansatzes, basie-
rend auf der Bogoliubov-Ungleichung, bestimmt. Hierbei konnte das aus Simulationen und Experi-
menten bereits bekannte Verhalten qualitativ und teilweise quantitativ reproduziert werden. Zudem
wurden drei Regime gefunden, die gema¨ß der Ha¨rte des spha¨risch symmetrischen Anteils der Wech-
selwirkung als weiches, mittleres und hartes Regime zu klassifizieren sind; das mittlere Regime ist
den bisher bekannten Bereich zuzuordnen, aufgrund des Ansatzes war es zudem mo¨glich die Pha-
senu¨berga¨nge auf kritische Pha¨nomene zu untersuchen, sodass ein Kandidat fu¨r eine Lambda-Linie
zwischen bco- und bct-Strukturen gefunden wurde. Erga¨nzend wurde das Phasendiagramm der
Systeme mit negativ-dipolartigen Wechselwirkungen bestimmt. Dieses ermo¨glicht die Erzeugung
kristalliner separierter Schichten.
Zur Untersuchung der flu¨ssigen Phasen wurde auf die Methode der Ornstein-Zernike-Integral-
gleichung (OZ) zuru¨ckgegriffen und durch Monte-Carlo-Simulationen (MC) erga¨nzt. Sowohl fu¨r
gewo¨hnlich- als auch fu¨r negativ-dipolartige Systeme wurden schwach anisotrope Phasen vorgefun-
den. Es zeigt sich dabei, dass bereits schwach anisotrope Wechselwirkungen in der Nahordnung der
Flu¨ssigkeit Niederschlag finden. Ferner sind aus Experimenten fu¨r ER/MR-Systeme langreichweitig
geordnete Strukturen bekannt, na¨mlich String-Flu¨ssigkeiten. Der Fokus der theoretischen Arbeiten
lag bisher auf der Kondensation der Strings selbst, sodass hier vor allem der U¨bergang zwischen der
schwach-anisotropen Phase und der Phase der String-Flu¨ssigkeiten selbst untersucht wurde. Dabei
zeigten MC-Simulation und OZ-Methode u¨bereinstimmend eine Bifurkation der Korrelationsla¨ngen,
welche als Fingerabdruck dieses U¨bergangs dient.
Mit diesen Methoden wurde auch erstmalig das Verhalten negativ-dipolarer Systeme in der flu¨ssi-
gen Phase beobachtet. Auch hier findet ein U¨bergang zwischen kurz- und langreichweitiger Ordnung
statt. Letztere sind separierte (Mono-)Lagen, die senkrecht sich senkrecht zum angelegten Feld aus-
breiten. Jede Lage ist als quasi-zweidimensionale Flu¨ssigkeit zu betrachten, anhand der attraktiven
Wechselwirkung innerhalb der Lagen ist ein Flu¨ssig-Gas-U¨bergang zu erwarten. Dieser kann auch in
Simulationen beobachtet und mittels Virialentwicklung und OZ-Methode nachvollzogen werden.
ix
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1. Einfu¨hrung
Letzten Endes beruht jede Technologie auf den Eigenschaften der zur Verfu¨gung stehen-
den Materialien. Im Idealfall befindet sich ein zur gewu¨nschten Anwendung passendes Ma-
terial im Fundus der bereits bekannten Werkstoffe. In der Realita¨t bestreitet die Materi-
alforschung zunehmend den umgekehrten Weg. Man versucht zur jeweiligen Anwendung
maßgeschneiderte Materialien bereitzustellen, die unter den gegebenen Bedingungen die
geforderten Eigenschaften erreichen. Das Prinzip kann auf naheliegende Weise fortgefu¨hrt
werden, denn jedes Material reagiert bekanntlich auf seine ganz eigene Art und Weise auf
Umwelteinflu¨sse. Daher ist es mo¨glich das Material nicht nur passend zur Anwendung ist,
sondern auch auf die jeweilige Situation maßgeschneidert reagiert; diese Methoden wer-
den auch unter den Schlagworten “intelligente Werkstoffe” oder auch “Smart Materials”
zusammengefasst. Diese Schlagworte sind hierbei eher als Konzept zu verstehen, jedoch
kaum als scharf definierte wissenschaftliche Methode.
Versucht man intelligenten Werkstoffen systematisch zu erfassen, so ist eine Unter-
suchung von Systemen weicher Materie empfehlenswert. Dieser Begriff wurde von Pierre-
Gilles de Gennes gepra¨gt [34, 4] und umfasst solche Systeme, deren charakteristische Ener-
gieskala ungefa¨hr der thermischen Energie bei Raumtemperatur entspricht; die ra¨umliche
Struktur der weichen Materie weist typischerweise eine mesoskopische oder makroskopische
La¨ngenskala auf. Als Beispiele dienen klassische Kolloide oder auch komplexe Plasmen, die
jeweils in den folgenden Abschnitten na¨her vorgestellt werden.
1.1. Komplexe Systeme und Kolloide
Kolloide stellen eine besondere Form der Mischung zweier Materialien dar. Anders als im
Fall der gewo¨hnlichen chemischen Lo¨sung sind hier Teilchen in einem anderen Material,
dem Dispersionsmedium, fein verteilt und nicht vollsta¨ndig dissoziiert. Auch das einzelne
Teilchen selbst wird dabei als Kolloid bezeichnet und hat je nach System eine Gro¨ße von
wenigen Nanometern bis hin zu einigen Mikrometern. Das Dispersionsmedium, wie auch die
Kolloidteilchen ko¨nnen in den verschiedenen Zusta¨nden fest, flu¨ssig und gasfo¨rmig vorliegen.
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Je nach Kombination spricht man daher auch von Aerosolen, Kolloidsuspension, Scha¨umen
oder Emulsionen. Komplexen Plasmen – diese werden erst im folgenden Abschnitt na¨her
vorgestellt – sind in diesem Sinne ein Spezialfall der Kolloide: Es handelt sich na¨mlich
um mikroskopische Teilchen, die im Dispersionsmedium Plasma eingebettet sind. Dennoch
ist es sinnvoll, aufgrund ihrer besonderen Eigenschaften, komplexe Plasmen hier nur zu
erwa¨hnen und im folgenden Abschnitt ausfu¨hrlicher zu beschreiben.
Obwohl gerade kolloide Systeme in der allta¨glichen Natur in mannigfaltiger Form zu fin-
den sind, man denke hierbei nur an die biologischen Kolloide Milch oder Blut, sind derartige
Systeme erst spa¨t in den Fokus systematischer Untersuchungen gelangt [60]. In Labor-
experimenten wurden bislang u¨berwiegend Kolloidsuspensionen untersucht; hierbei handelt
es sich also um mikroskopische Teilchen, die in niedermolekularen Flu¨ssigkeiten eingebet-
tet sind. Die mo¨glichen Wechselwirkungen dieser kleinen Teilchen untereinander sind dabei
denkbar vielfa¨ltig. So u¨ben formstabile kugelfo¨rmige Teilchen auf der mesoskopischen Ska-
la meist eine anziehende Wechselwirkung aufeinander aus, beispielsweise verursacht durch
Depletions- oder Van-der-Waals-Kra¨fte [7, 25]. Ein rein anziehendes bina¨res Potenzial fu¨hrt
zu instabilen Kolloiden; das System flockt dann aus oder bildet durch Koagulation gelar-
tige Strukturen. Zur Stabilisierung des Kolloids wird demnach noch eine repulsive Wech-
selwirkung beno¨tigt. Glu¨cklicherweise ist die Wechselwirkung in Kolloiden keineswegs fest
vorgegeben – also im Unterschied zu vielen Wechselwirkungen auf der atomaren Skala. Fu¨r
das jeweilige Medium existieren zumeist verschiedene Mechanismen, die eine zielgerichtete
Manipulation eines repulsiven Potenzials erlauben. Hier werden exemplarisch nur zwei der-
artige Mechanismen erwa¨hnt: Die sterische Stabilisierung einer Kolloidsuspension basiert
auf einer von der Entropie getriebenen Wechselwirkung kurzer Reichweite. Dazu werden die
Kolloidteilchen mit einem “Mantel” aus Polymerbu¨rsten u¨berzogen (siehe Abb. 1.1). Sta¨rke
und Reichweite des so erzeugten repulsiven und kurzreichweitigen Potenzials sind von der
Dichte und dem Volumen dieses fellartigen Mantels abha¨ngig, ebenso von Eigenschaften
des Dispersionsmediums [6]. Im Gegensatz dazu entsteht die elektrostatische Stabilisierung
aufgrund von langreichweitigen Wechselwirkungen, als Dispersionsmedium dient hierbei ein
Elektrolyt. Die Ladung des einzelnen Kolloidteilchens betra¨gt von einigen wenigen bis hin
zu Tausenden Elementarladungen. Verursacht durch die nicht verschwindenden Gesamt-
ladung entsteht eine diffuse Schicht aus Gegenionen um das Kolloidteilchen. Statt einer
reinen Coulomb-Wechselwirkung zwischen den Teilchen ist hiermit auch der Beitrag die-
ser abschirmenden Ionen zu beru¨cksichtigen. Die resultierende Wechselwirkung wird durch
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Abbildung 1.1.: Sterische (links) und elektrostatische Stabilisation (rechts) als Mechanis-
men zur Manipulation der bina¨ren Teilchen-Teilchen Wechselwirkungen in
Kolloiden. Im ersten Fall wird mithilfe eines Mantels aus Polymerbu¨rsten
aufgrund von entropischen Effekten eine repulsive Wechselwirkung erzielt,
im zweiten Fall verursacht die Oberfla¨chenladung der Kolloidteilchen einen
Doppelschichten-Effekt.
ein Debye-Hu¨ckel-Potenzial beschrieben [60]. Eine umfassendere mathematische Erkla¨rung
des Verhaltens von Kolloidteilchen wird durch die DLVO-Theorie1 geliefert. Diese Theorie
beschreibt die Wechselwirkung der Kolloidteilchen als das Zusammenspiel zweier Mechanis-
men, na¨mlich der attraktiven Van-der-Waals-Wechselwirkung einerseits und der repulsiven
elektrostatischen Wechselwirkung andererseits. Die resultierende Wechselwirkung ist nach
der DLVO-Theorie [144] durch ein Potenzial gegeben, welches im Gegensatz zum einfachen
Debye-Hu¨ckel-Potenzial, auch ein prima¨res und sekunda¨res Minimum aufweisen kann. Die
effektive Reichweite und die Sta¨rke des Potenzials werden zumeist mithilfe des Elektrolyten
variiert, ha¨ngt doch dessen elektrochemisches Verhalten von der leicht zu manipulierenden
Salzkonzentration und der elektrischen Suszeptibilita¨t des Mediums ab. Selbstversta¨ndli-
cherweise sind auch Kombinationen der beiden genannten Methoden mo¨glich. Eine solche
kombinierte Methode ist beispielsweise die elektrosterische Stabilisation [146].
Man ist man im Falle kolloider Systeme auch keineswegs auf spha¨risch symmetrische
Teilchen beschra¨nkt. Beispielsweise wurden Kolloide aus zylinderfo¨rmigen Viren, wie den
rund 300 nm langen und 18 nm dicken Tabakmosaikviren (TMV) [79], hergestellt. Durch die
zylindrische Form der “Kolloidteilchen” werden so hochgradig anisotrope Systeme erzeugt,
darunter auch kristalline TMV-Gitter [150].
In Summe bleibt fu¨r Kolloide festzuhalten, dass eine Vielzahl mo¨glicher Wechselwirkun-
gen zwischen den Kollidteilchen existiert. Diese Wechselwirkungen ko¨nnen, natu¨rlich in den
1benannt nach ihren Urhebern B. V. Derjaguin, L. D. Landau, E. J .W. Verwey und J. T. Overbeek
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von der Natur gegebenen Grenzen, variiert werden. Dies fu¨hrt wiederum zu steuerbaren
Materialeigenschaften. Die Kolloide sind daher nicht nur im Rahmen mo¨glicher technischer
Anwendungen interessante Untersuchungsobjekte, sondern sind auch ihrerseits Modellsys-
teme fu¨r kondensierte Materie.
1.2. Komplexe Plasmen
Im Allgemeinen versteht man unter komplexen Plasmen solche Gasplasmen, die zusa¨tzlich
zu den u¨blichen Bestandteilen – na¨mlich Neutralgas, den Ionen dieser Gasteilchen und Elek-
tronen – auch mikroskopische Teilchen enthalten. Diese Teilchen werden angesichts ihrer
Gro¨ße auch als Staub bezeichnet, die komplexen Plasmen entsprechend auch als staubige
Plasmen [95].
Die Staubteilchen in komplexen Plasmen tragen u¨blicherweise eine elektrische Ladung.
Der Prozess der Aufladung wird durch verschiedene Teilprozesse hervorgerufen; die Effi-
zienz der einzelnen Teilprozesse ha¨ngt wiederum von der jeweiligen Ladung des Staubteil-
chens ab. Daher befinden sich die Ladungsstro¨me, die zum und weg vom Staubteilchen
fließen, nach einiger Zeit in einem fließenden Gleichgewicht. Die Ladung des Teilchens im
Gleichgewichtszustand kann dabei sowohl negativ als auch positiv sein – je nachdem welche
Teilprozesse dominieren. Die ha¨ufigsten Teilprozesse werden im Folgenden aufgelistet 2:
• Fu¨r gewo¨hnlich werden Teilchen des Hintergrund-Plasmas bei Sto¨ßen mit Staubteil-
chen von diesen schlichtweg absorbiert [5]. Da das Hintergrund-Plasma sowohl Elek-
tronen als auch Ionen entha¨lt, kann dieses Pha¨nomen sowohl zu positiven als auch
negativen Gesamtladungen der Teilchen fu¨hren. Jedoch ist die Temperatur der Elek-
tronen unter den u¨blichen Laborbedingungen – und damit deren Mobilita¨t – deutlich
ho¨her als die der Ionen; dieser Ladungsstrom ist daher im zeitlichen Mittel negativ.
• Die photoelektrische Emission von Elektronen aus der Oberfla¨che tra¨gt wiederum
zur positiven Aufladung der Teilchen bei [95, 30]. Dieser Teilprozess kann nur dann
dominant werden, falls das Oberfla¨chenmaterial der Staubteilchen einen niedrigen
Wert fu¨r die Austrittsarbeit aufweist und die Staubteilchen zudem einer UV-Strahlung
hoher Luminosita¨t ausgesetzt sind – unter Laborbedingungen ist dieser Prozess daher
vernachla¨ssigbar.
2In diesem Abschnitt werden unter Laborbedingungen exemplarisch die des PK-3 Plus Experiments ver-
standen.
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• Schließlich existieren ebenso Effekte ho¨herer Ordnung. Hierzu za¨hlen die Emission se-
kunda¨rer Elektronen (zumeist hervorgerufen durch hochenergetische Elektronen und
metastabile Neutralgasteilchen) [147] und die thermionische Emission [63]. Unter
Laborbedingungen sind diese Effekte aber ebenfalls zu vernachla¨ssigen.
Die soeben vorgestellten Komponenten des komplexen Plasmas sind in der Natur weit ver-
breitet und daher in zahlreichen Systemen zu finden. Zum Beispiel existieren natu¨rliche kom-
plexe Plasmen in den ho¨heren Schichten der Atmospha¨re, vornehmlich in der Mesospha¨re.
In dieser Schicht treten verschiedene Pha¨nomene auf, die ihrerseits aktuelle Forschungs-
gegensta¨nde sind, wie die leuchtenden Nachtwolken (NLC) und das polare mesospha¨rische
Sommerecho (PMSE). Unter Letzterem versteht man sehr ausgepra¨gte Radar-Echos im
UKW-Band, die in der polaren Mesopause (typischerweise in einer Ho¨he zwischen 80 km
und 90 km) [113] in den Sommermonaten auftauchen. Zur genaueren Untersuchung dieser
Schicht der mittleren Erdatmospha¨re werden In-situ-Messungen mit Ho¨henforschungsrake-
ten durchgefu¨hrt. Diese zeigen, dass in jener Ho¨he gleichermaßen positiv und negativ gela-
dene Staubteilchen anzutreffen sind [43]. Die Vermutung, es bestehe ein Zusammenhang
zwischen diesen Teilchen und den Pha¨nomenen in der Mesospha¨re, ist berechtigt [113]:
Bereits seit La¨ngerem ist bekannt, dass leuchtende Nachtwolken vorwiegend aus geladenen
Eisteilchen (mit typischen Radien zwischen 5 nm und 50 nm [43]) bestehen. Es werden aber
auch Hunten-Teilchen erwartet; dies sind staubige U¨berbleibsel von Meteoriten, die beim
Eintritt in die Erdatmospha¨re vollsta¨ndig verglu¨hen. Werden so Eisteilchen mit Metallen
kontaminiert, dann sind Ladungen bis zu hundert Elementarladungen pro Teilchen mo¨glich,
aber u¨blicherweise findet man Teilchen, die nur einige Elementarladungen tragen [71].
Man begegnet komplexen Plasmen auch auf weitaus gro¨ßeren Skalen: Die planetaren
Ringe bestehen aus geladenen Staubteilchen, die von einem sehr du¨nnen Plasma einge-
schlossen sind [59]; Gleiches gilt auch fu¨r den interplanetaren Staub. Zudem sind komplexe
Plasmen ein integraler Bestandteil der interstellaren Materie (ISM) [27]. Und schließlich
findet man derartige Plasmen ebenfalls in protoplanetaren Scheiben, also zirkumstellare
Scheiben, die einen jungen Stern umgeben. Die wesentlichen Bestandteile dieser Scheiben
sind Gas, metallischer Staub und Eis; in Spuren wurden auch organische Verbindungen
nachgewiesen [23]. Die Aufladung der Teilchen wird durch die Strahlung des jungen Sterns
angeregt. Es ist dabei sehr wahrscheinlich, dass Koagulation und Akkretion der Staubteil-
chen, die die Bildung der Planetesimalen erst ermo¨glicht, ihrerseits durch Ladungseffekte
begu¨nstigt wird [136].
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Nach diesem Ausblick in kosmische Spha¨ren sollen schließlich einige komplexe Plasmen
erwa¨hnt werden, die in technologischen Anwendungen auftreten – auch wenn diese dort
nicht immer erwu¨nscht sind. In Plasmen, die zur Herstellung von kleinen Strukturen auf
Wafern nach dem Trockena¨tzen-Verfahren3 verwendet werden, fu¨hren Staubteilchen und
die Bildung von Teilchen-Agglomeraten nicht selten zu Bescha¨digungen am Werkstu¨ck
[20, 47]. Gleichermaßen unerwu¨nscht sind die im Fusionsplasma von Tokamak-Reaktoren
enthalten Staubteilchen, diese erreichen Geschwindigkeiten bis zu einigen Tausend Me-
tern pro Sekunde [17]. Nach inelastischen Kollisionen der Teilchen an der Reaktorwand
werden durch die Auswurfmaterialien aus dem Einschlagkrater neue Staubteilchen in die
Reaktorkammer eingebracht. Ist die Massenbilanz dieser Impakte positiv, so sind Beein-
tra¨chtigungen des Reaktorbetriebs mo¨glich [87]. Auch die im Rahmen der Medizintechnik
eingesetzen kalten Plasmen [78] sind im weiteren Sinne als komplexe Plasmen aufzufassen
[135]. Diese Plasmen sind bereits bei Raumtemperatur bakterizid und werden mithin bereits
zur Desinfektion von offenen Wundfla¨chen eingesetzt [96]. Die keimto¨tende Wirkung des
Plasmas ist dabei eindeutig emergent – zwar zeigen viele Komponenten, wie zum Beispiel
das freigesetzte Ozon oder die erzeugte UV-Strahlung, bereits ihrerseits desinfizierende Ei-
genschaften, diese reichen nichtsdestotrotz kaum zur Erkla¨rung der beobachteten Wirkung
aus [110]. Ebenso ist eine Segregation von großen biologischen Moleku¨len in komplexen
Plasmen durchfu¨hrbar [51].
Seit den fru¨hen 1990er Jahren [139, 140, 50, 21] untersucht man komplexe Plasmen
nun auch in Laborexperimenten. Zurzeit werden vorwiegend zwei Typen von Experimenten
fu¨r komplexe Plasmen verwendet: Dies sind zum einen Aufbauten, bei denen das Plasma
durch Hochfrequenz-Entladungen (RF-Discharge) erzeugt wird, zum anderen Experimente,
die kontinuierliche Entladungen benutzen (DC-Discharge).
Schematisch lassen sich Experimente, die RF-Entladungen benutzen, wie folgt beschrei-
ben (siehe hierzu Abb. 1.2): In einer Vakuumkammer befinden sich zwei gegenu¨berliegende,
zumeist zylindrische Elektroden, die wiederum mit einem RF-Generator verbunden sind.
Die zuvor evakuierte Kammer wird mit einem Edelgas, typischerweise Argon oder Neon,
bei hinreichend niedrigen Dru¨cken befu¨llt. Der durch das Edelgas hervorgerufene Druck
betra¨gt so einige Pascal; zwischen den RF-Elektroden liegt eine Spannung von bis zu 500
V an. Unter diesen Bedingungen ist nur ein geringer Bruchteil4 des Edelgases ionisiert. Ein
3U¨blicherweise als Dry-Etching-Process (DEP) bezeichnet, wird aber je nach Prozesstyp auch Reactive-
Ion-Etching (RIE) genannt.
4Die Ionendichte betra¨gt im PK-3 Plus Aufbau bis zu 1.5 · 10−9cm−3 (Argon) bzw. 6 · 10−8cm−3 (Neon),
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CCD
RF
Sichtfenster
Glas
GND
Isolation
RF GNDDispensor
Abbildung 1.2.: Schema eines Experimentes mit RF-Plasmaerzeugung: Die Blickrichtung
der CCD-Kamera ist senkrecht zur Ebene des aufgefa¨cherten Lasers. Die
Elektroden sind gegenu¨ber den Wa¨nden der Kammer isoliert und mit einem
RF-Generator verbunden. Die Kammer wird vor der Benutzung evakuiert
und anschließend mit Edelgas befu¨llt. Ein Dispensor bringt Mikroteilchen
in die Kammer ein.
Dispensorsystem bringt nun Mikroteilchen, in der Regel von monodisperser Gro¨ße, in die
Kammer ein. Ein Lasersystem beleuchtet die Teilchen, die sich in einer du¨nnen Teilebe-
ne des Systems befinden. Eben diese reflektierenden Teilchen werden direkt mittels einer
CCD-Kamera beobachtet. Daher kann die Teilchengro¨ße nicht zu klein gewa¨hlt werden,
wenn eine individuelle Beobachtung der Teilchen mo¨glich sein soll.
Im Wesentlichen unterliegen die Staubteilchen in derartigen Experimenten fu¨nf Kra¨ften,
na¨mlich der bina¨ren Wechselwirkung der Teilchen untereinander, der Schwerkraft (oder
durch Beschleunigung hervorgerufene Scheinkra¨fte bei Parabelflu¨gen), der Wechselwirkung
mit dem Neutralgas, der thermophoretischen Kraft sowie dem Ionen-Drag. In Laborexperi-
menten werden die Teilchen auch durch elektrische Ladungen, die sich auf den Elektroden
oder anderen Bauteilen der Plasmakammer befinden, deutlich beeinflusst; oft sind es diese
elektrostatischen Kra¨fte in Plasmakammern, die ein Schweben der Teilchen erst ermo¨gli-
chen (nicht zuletzt im “Plasma-Sheath”). Offensichtlich ist es dabei fu¨r die Hierarchie
der Kra¨fte insbesondere entscheidend, ob die Experimente unter dem Einfluss der Schwer-
kraft oder unter Mikrograviation stattfinden – oder, ob durch starke Temperaturgradienten
innerhalb der Kammer thermophoretische Kra¨fte nicht mehr zu vernachla¨ssigen sind.
Daher werden praktisch seit Beginn der Laboruntersuchung von komplexen Plasmen
siehe hierzu [141].
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CCD
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Elektrode
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Laser
Abbildung 1.3.: Schema eines Experimentes mit DC-Plasmaerzeugung. Durch einen Glas-
zylinder fließt Edelgas, die Polarita¨t der Elektroden kann mit niedriger Fre-
quenz vertauscht werden. Auch hier steht die CCD-Kamera senkrecht zur
Laserebene.
auch Experimente unter Mikrogravitation durchgefu¨hrt, beispielsweise auf Parabelflu¨gen.
Experimente auf der Internationalen Raumstation (ISS), wie das 2001 installierte deutsch-
russische Experiment PKE-Nefedov [100] und das 2005 gestartete nachfolgende Experi-
ment PK-3 Plus [141] ermo¨glichen die Untersuchung von komplexen Plasmen u¨ber la¨ngere
Zeitra¨ume hinweg.
Wie bereits erwa¨hnt, werden auch Experimente in DC-Entladungen durchgefu¨hrt. Die-
ser Typ wird beispielsweise im PK-4 Aufbau [30, 93, 94], einem Nachfolgeexperiment zu
PK-3 Plus, verwendet. Die DC-Entladung wird zwischen zwei Elektroden (Abb. 1.3) her-
gestellt, die wiederum einen u-fo¨rmigen Glaszylinder begrenzen. Der Strom der Entladung
betra¨gt einige Milliampere. Die Polarita¨t der Entladung kann mit einer Frequenz (typisch
1 kHz), die deutlich ho¨her ist als die Plasma-Frequenz der Staubteilchen (siehe unten),
umgeschaltet werden. Dadurch ist es mo¨glich, die bereits angesprochenen Kra¨fte, wie dem
Ionen-Drag, im zeitlichen Mittel und in longitudinaler Richtung ausgeglichen. Fu¨r das PK-
4 Experiment sind verschiedene Einrichtungen zur Manipulation der Teilchen vorgesehen:
Ein hochenergetischer Laser kann einzelne Teilchen verschieben; Heizspulen, die außerhalb
der Glasro¨hre angebracht sind, dienen der Justierung der thermophoretischen Kraft und
schließlich ko¨nnen auch RF-Emitter an das Experiment angebracht werden [94].
Natu¨rlich bestehen zwischen beiden Typen zahlreiche physikalische Gemeinsamkeiten,
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denn unter den in diesen Experimenten herrschenden Bedingungen sind der Photoeffekt
und Effekte ho¨herer Ordnung, wie zum Beispiel die thermionische Emission von unterge-
ordneter Bedeutung, die Teilchen werden vorwiegend durch Kollisionen mit den Elektronen
aufgeladen. Stellt sich ein Gleichgewicht ein, so ist das komplexe Plasma quasi-neutral. Man
kann sich nun in Gedanken vorstellen, eine der Komponenten (Teilchen, Ionen, Elektronen)
wu¨rde gegenu¨ber den anderen Komponenten ein infinitesimales Stu¨ck verschoben. Dann
wu¨rde nun eine Kraft auf die ausgelenkten Teilchen, Ionen oder Elektronen wirken, bis die
Quasi-Neutralita¨t wieder hergestellt wird. Offensichtlich entspricht dies gerade einem klas-
sischen Oszillator. Jedem dieser Oszillatoren wird somit eine Plasmafrequenz zugeordnet,
also ωp,e den Elektronen, ωp,I den Ionen und ωp,D den Staubteilchen. Diese Frequenzen
ha¨ngen von der Ladung und der Masse der Teilchenspezies ab, sodass ωp,e > ωp,I > ωp,D
gilt. Diese drei Frequenzen sind charakteristische Kennzahlen des komplexen Plasmas und
demgema¨ß unabha¨ngig vom Typ des jeweiligen Experiments [128].
Schließlich ist noch die Frage zu kla¨ren, welche Wechselwirkungen zwischen den ein-
zelnen Staubteilchen in komplexen Plasmen bestehen. Zuna¨chst werden dabei eventuelle
Kollisionen der Teilchen untereinander vernachla¨ssigt; zudem sei das System rein isotrop.
In diesem Fall wird die Ladung des Teilchens – wie schon hinsichtlich der elektrostatisch
stabilisierten Kolloidsuspensionen – durch umgebende Ladungstra¨ger abgeschirmt; diese
sind hier die Teilchen des Hintergrund-Plasmas. Die paarweise Wechselwirkung der Staub-
teilchen wird daher wieder durch ein Debye-Hu¨ckel (oder auch Yukawa-Potenzial), [142]
φDH(r) =
Q
r exp(−r/λD), beschreiben. Dabei ist Q die effektive Ladung eines Staubteil-
chens und λD die Debye-La¨nge. Hierbei ist jedoch zu beachten, dass die Abschirmung
nicht wie bei Kolloiden nur durch Ionen, sondern auch durch Elektronen, die als weitere
Teilchenspezies im Hintergrund-Plasma vorhanden sind, hervorgerufen wird. Die effektive
Debye-La¨nge ist daher durch
1
λ2D
=
1
λ2D,e
+
1
λ2D,I
gegeben [128]. Hierbei ist λD,e die Debye-La¨nge der Elektronen und λD,I die der Ionen, also
λD,{e,I} =
√
T{e,I}
4πn{e,I}e2
.
In Laborexperimenten gilt fast ausnahmslos TI ≪ Te, und dies bei vergleichbaren Teil-
chendichten fu¨r Ionen und Elektronen, sodass die Debye-La¨nge (wie im Fall der Kolloide)
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vorwiegend durch die Gegenionen λD ≈ λD,I bestimmt wird. Die Beschreibung der Wech-
selwirkung durch Yukawa-Potenziale kann auch verwendet werden, wenn die endliche Aus-
dehnung der Teilchen oder die Ladungsfluktuation der Staubteilchen beru¨cksichtigt wird
[134]. Zudem kann die Na¨herung durch Yukawa-Potenziale fu¨r viele Systeme experimentell
gerechtfertigt [74] werden.
Jedoch sind die hier gemachten Annahmen – also zum einen das Plasma sei um die
Teilchen isotrop und zum anderen Kollisionen seien vernachla¨ssigbar – durchaus restriktiv.
Modelle fu¨r Plasmen mit hohen Kollisionsdichten wurden ju¨ngst entwickelt [65, 64, 18]
und zeigen, dass in diesen Fall das asymptotische Wechselwirkungspotenzial auch durch
Effekte der Absorption bestimmt wird. Daneben existiert eine Reihe von Ursachen, welche
Anisotropien in Hintergrund-Plasmen bewirken. Exemplarisch hierfu¨r sind beispielsweise die
Geometrie der Plasmakammer sowie die Aufladung der nicht-geerdeten Elektroden. Es wur-
de bereits angesprochen, dass das “Schweben” der Teilchen unter normalen Einfluss der
Schwerkraft erst durch die elektrostatische Wechselwirkung zwischen dem Feld und der
(somit unteren) geladenen Elektrode ermo¨glicht wird. Folglich kompensiert die elektrosta-
tische Abstoßung gerade die Schwerkraft, die auf die negativ geladenen Teilchen wirkt.
Jedoch hat dieses Feld noch eine weitere Wirkung: Es verursacht ein Strom von positiven
Ionen (genannt “Ionen-Drift”) hin zur negativ geladenen Elektrode. Selbstversta¨ndlich be-
einflusst die Ionen-Drift auch die ra¨umliche Verteilung der Elektronen und Ionen, die die
Staubteilchen umgeben. Es bildet sich ein Nachlauffeld (vergleichbar mit dem Kielwasser
eines Bootes, auch als “Wake” bezeichnet) auf der stromabgewandten Seite des Teilchens,
also eine oszillierende Sto¨rung im Strom der Ionen [145, 72, 52]. Im zeitlichen Mittel wirkt
diese Sto¨rung wie eine positive Raumladung im Bereich des Wakes. Da auch die benachbar-
ten Teilchen von Wakes umgeben sind, kann sich eine attraktive Wechselwirkung zwischen
den Teilchen ergeben – dies ist also ein “klassisches Analogon” zu den Ursachen der-
jenigen Wechselwirkung, die zur Bildung von Cooperpaaren in supraleitenden Festko¨pern
fu¨hrt. Die Raumladung des Wakes, welche selbst wie ein “geladener Ko¨rper” erscheint,
vera¨ndert zwangsla¨ufig auch die zwischen den Staubteilchen wirkenden Kra¨fte. Daher ist
die Wechselwirkung zwischen Staubteilchen in komplexen Plasmen im Allgemeinen nicht
notwendigerweise reziprok; in diesem Falle ist das gesamte System dann auch nicht mehr
hamiltonisch [157, 91, 53].
Von anderen mehrkomponentigen Plasmen, beispielsweise Plasmen mit verschiedenen
Ionenspezies, unterscheiden sich komplexe Plasmen durch das Auftreten neuer, kollektiver
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Pha¨nomene und Phasenu¨berga¨nge. Dazu za¨hlen unter Anderen die Dust-Acoustic-Waves
(DAW) [112], die Dust-Ion-Acoustic-Waves (DIAW) [85], die Bildung von Blasen und Trop-
fen in Experimenten mit starken thermophoretischen Kra¨ften [126], die Beobachtung von
Machkegeln, Coulomb-Clustern und schließlich strukturelle Phasenu¨berga¨nge [98].
Zum Abschluss dieser Einfu¨hrung soll auf diese soeben genannten Phasenu¨berga¨nge
na¨her eingegangen werden. Stark gekoppelte komplexe Plasmen liegen vor, wenn im Verha¨lt-
nis die potenzielle Energie benachbarter Teilchen die kinetische Energie der Teilchen u¨ber-
steigt, also falls
Γpl ≡
Q2e2
∆Td
& 1
im Debye-Hu¨ckel Modell gilt. Hierbei ist ∆ = n
−1/3
D der mittlere Teilchen-Teilchen-Abstand,
κpl =
∆
λD
die effektive Reichweite des Yukawa-Potenzials im komplexen Plasma. Bereits
1986 sagte Ikezi [50] eine Kondensation des komplexen Plasmas zu Plasmakristallen voraus,
falls hinreichend große Werte von Γpl erreicht wu¨rden.
In den verwendeten Modellen wird die Wechselwirkung ebenso durch ein repulsives Yukawa-
Potenzial beschreiben. Mithilfe verschiedener Methoden, beispielsweise der Monte-Carlo-
oder der molekulardynamischen Simulation, wird die Schmelzkurve [29, 114] berechnet.
Diese Kurve la¨sst sich nach Vaulina und Khrapak [143] durch die Gleichung
Γpl = 106
eκpl
1 + κpl +
1
2κ
2
pl
beschreiben – aus dieser wird also zugleich der minimaler Kopplungsparameter Γpl,min = 106
bestimmt, der gerade noch eine Kondensation ermo¨glicht. Die Kinetik des Schmelzens und
Rekondensierens von Plasmakristallen wurde in zahlreichen Experimenten [44, 140, 97] un-
tersucht. Das Schmelzen eines bestehenden Plasmakristalls kann dabei auf zwei Wegen
herbeigefu¨hrt werden: zum einen durch die Reduktion des Drucks in der Kammer, zum
anderen durch eine Erho¨hung der eingespeisten Leistung der Plasma-Entladung. In beiden
Fa¨llen wird der Kopplungsparameter Γpl reduziert. In einem verbreiteten Verfahren zur ex-
perimentellen Untersuchung wird ein bestehender Plasmakristall, zum Beispiel durch einen
Impuls in der Entladungsleistung, gesto¨rt und die anschließende Rekondensation beobach-
tet. Die wesentlichen Prozesse sind dabei, ebenso wie in der Kristallisation von Halbleitern,
die Kondensation durch Keimbildung [100] und das Kristallwachstum entlang der Kristalli-
sationsschichten [120]. In Plasmakristallen beobachtet man, neben den erwarteten festen
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Phasen mit kubisch-fla¨chenzentrierter (fcc) und kubisch-raumzentrierten (bcc) Strukturen,
auch Kristallstrukturen mit hexagonal dichtester Kugelpackung (hcp). Diese sind zwar dem
Modell nach metastabil, ko¨nnen jedoch aufgrund von Nichtgleichgewichtsbedingungen und
Unterku¨hlung des Systems auftreten; ebenso rufen auch schwach anisotrope Wechselwir-
kungen hcp-Strukturen hervor (siehe hierzu Abschnitt 2.3.3.2ff.).
Die aufgeza¨hlten Pha¨nomene ko¨nnen mit den u¨blichen Experimenten auf dem kinetischen
Level beobachtet werden. Da ein komplexes Plasma eine im Vergleich zu gewo¨hnlichen
Kolloiden kurze Relaxionszeit und eine geringe Da¨mpfung aufweist, sind diese daru¨ber hinaus
geeignete Modell- und Referenzsysteme fu¨r kondensierte Materie.
1.3. Elektro- und magnetorheologische Systeme
In den bisherigen Betrachtungen wurde stets davon ausgegangen, dass sowohl die bina¨re
Wechselwirkung der Teilchen spha¨risch-symmetrisch und damit auch isotrop ist; und es
wurde auch angenommen, das System sei insgesamt isotrop. Offensichtlich ist dies in der
Natur nicht immer der Fall – nicht selten ist daher die Annahme, die Wechselwirkun-
gen sei spha¨risch symmetrisch, schlicht eine erforderliche Vereinfachung, die es ermo¨glicht
u¨berhaupt Modelle mit analytischen Lo¨sungen zu entwickeln. Solche Vereinfachungen sind
jedoch nicht immer zula¨ssig. Beispielsweise wird die bina¨re Wechselwirkung von Teilchen
in polaren Flu¨ssigkeiten ψpolar(r) nicht nur durch den Abstand der Teilchen, sondern auch
durch die Orientierung der Teilchen zueinander bestimmt.
ψpolar(r,m1,m2) = ψI(r)−
3(m1 · r)(m2 · r)− (m1 ·m2)r2
r5
Dadurch ist das Phasenverhalten der polaren Flu¨ssigkeiten vielfa¨ltiger als das gewo¨hnli-
cher Flu¨ssigkeiten, ferner treten sogenannte Anomalien auf, beispielsweise die prominente
Dichteanomalie des Wassers.
Die gesamte bina¨re Wechselwirkung der Teilchen kann dabei in einen isotropen Anteil
und einen Anteil, der von permanenten magnetischen oder elektrostatischen Dipolen hervor-
gerufen wird, aufgespalten werden. In einigen Fa¨llen (zum Beispiel bei isotroper Lennard-
Jones-Wechselwirkung) spricht man auch von Stockmayer-Flu¨ssigkeiten. Die Sta¨rke der
permanenten Dipole ist dabei fest vorgegeben. Analog zu ferroelektrischen und ferromagne-
tischen Materialien sind auch hier Effekte der Selbstorganisation zu beobachten [121, 115];
es bilden sich jedoch keine Doma¨nen aus, sondern charakteristische Mesophasen.
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Abbildung 1.4.: Systematischer Unterschied zwischen dipolaren Flu¨ssigkeiten (beispielswei-
se Stockmayer-Flu¨ssigkeiten) und ER/MR-Systemen. Erstere (oben darge-
stellt) bestehen aus permanenten Dipolen, ER/MR-Systeme besitzen statt-
dessen induzierte Dipolmomente (unten dargestellt).
Im Gegensatz dazu werden Dipole in elektro- und magnetorheologischen Systemen durch
angelegte Felder induziert (siehe Abb. 1.4). Die Wechselwirkung kann wiederum entspre-
chend in einen isotropen und einen anisotropen Anteil,
ψpolar(r) = ψI(r)− ψA(r)P2(cos θ)
zerlegt werden; hierbei ist P2 das zweite Legendrepolynom, ψA(r) eine nur vom Abstand
r abha¨ngige Funktion und θ der Winkel zwischen dem Abstandsvektor und der Achse des
externen Feldes. Fu¨r ideale induzierte Dipole ist natu¨rlich ψA(r) ∝ r−3, aber auch wei-
tere anisotrope Potenziale sind denkbar. Infolge der Induzierung (durch externe Felder)
sind die Dipolmomente zum einerseits stets entlang der Feldlinien der Felder ausgerichtet
und andererseits ist das Moment der Dipole durch die Sta¨rke des externen Feldes pra¨zise
kontrollierbar.
Die ersten Untersuchungen zu elektrorheologischen Flu¨ssigkeiten gehen bis in die Mitte
der 1940er Jahre zuru¨ck. Winslow [151] untersuchte Kolloide mit O¨len niedriger Viskosita¨t
als Dispersionsmedium; als eingebettete Teilchen wurden Silica-Teilchen mit hohen dielek-
trischen Konstanten in der Gro¨ße eines Mikrometers verwendet. Durch die Messung der
13
1. Einfu¨hrung
Viskosita¨t unter der Vorgabe konstanter Schergeschwindigkeit stelle Winslow die Existenz
eines induzierten Beitrags zum Scherwiderstand des Kolloids fest; er vermutete zwischen
der angelegten Spannung und dem Scherwiderstand bestehe eine quadratische Abha¨ngig-
keit.
Auch war es Winslow, der vorschlug, diesen Effekt fu¨r hydraulische Schaltungen zu nut-
zen. Denn gerade diese, durch externe elektrische bzw. magnetische Felder kontrollierbare,
Viskosita¨t ermo¨glicht verschiedene technologische Anwendungen: beginnend mit kontinu-
ierlich justierbaren Stoßda¨mpfern [132] (siehe Abb. 1.5), hydraulische Bru¨ckenschaltungen
[19], bis hin zu hydraulischen Proportionalventilen [154]. Fu¨r derartige technische Anwen-
dungen ist die Schaltzeit zwischen der leicht-flu¨ssigen isotropen Phase und der schwerga¨ngi-
gen (oder sperrenden) anisotropen Phase von großer Bedeutung. In Experimenten mit
Silica-O¨len wurden minimale Schaltzeiten von 10 ms erreicht [155]. Auch in der Medizin-
technik finden magnetorheologische Systeme Anwendung [109]. Dazu werden pharmazeu-
tische Wirkstoffe mithilfe eines sogenannten Trigger-Moleku¨ls an ein “Vehikel” (dies ist ein
Kolloidteilchen) chemisch gebunden. Das Vehikelteilchen erha¨lt durch externe Magnetfel-
der induziertes Dipolmoment. So ist es mo¨glich, die Vehikel gezielt von Außen im Gewebe
zu platzieren beziehungsweise zu manipulieren. Soll der Wirkstoff anschließend freigegeben
werden, so wird das Trigger-Moleku¨l durch Zugabe eines weiteren Wirkstoffs zersto¨rt – der
Wirkstoff ist nicht mehr an das Vehikel gebunden und dringt in das Gewebe ein.
Neben einer gewo¨hnlichen isotropen flu¨ssigen Phase wurde fu¨r sta¨rkere externe Felder
auch die Bildung von anisotropen Strukturen, genannt String-Flu¨ssigkeiten, beobachtet
[69, 45]. Diese sind somit die mikroskopische Erkla¨rung fu¨r die stark zunehmende Visko-
sita¨t der ER/MR-Flu¨ssigkeiten. Veranlasst durch analytische Rechnungen [137] vermutete
Tao, dass eine tetragonal-raumzentrierte Gitterstruktur (bct) in dichtester Kugelpackung
der mo¨gliche Grundzustand von ER/MR-Systeme sei. In Experimenten und Simulationen
wurde ferner ein bemerkenswert vielseitiges Phasenverhalten elektro- und magnetorheo-
logischer Systeme festgestellt. In Monte-Carlo-Simulationen [48, 49] und Experimenten
[152, 153] beobachtete man mit zunehmender Sta¨rke des angelegten Feldes eine Sequenz
aus Phasen bestehend aus kubisch-fla¨chenzentrierten Gitterstrukturen (ohne angelegtes
a¨ußeres Feld) sowie hexagonal-dichteste Kugelpackungen (hcp, bei schwachen Feldern),
gefolgt von orthorhomisch-raumzentrierten Strukturen (bco) und schließlich bct-Gitter.
In diesen Simulationen wurde der isotrope Anteil der Wechselwirkung in der Form eines
Yukawa-Potenzials mit Hardcore-Anteil modelliert [48], die Sta¨rke und Reichweite des Po-
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Abbildung 1.5.: Konzept eines magnetorheologisch regelbaren Stoßda¨mpfers: Der Kolben
des Stoßda¨mpfers wird druch die o¨lige MR-Suspension gedru¨ckt, das O¨l
stro¨mt dabei in Kana¨len durch den Kolben. Die Viskosita¨t des MR-O¨ls
wird innerhalb des Kanals durch magnetische Felder justiert. [132]
tenzials an die experimentellen Werte angepasst.
1.4. Elektrorheologische Plasmen
In den beiden vorangegangenen Abschnitten wurden bereits die Bausteine, aus denen die
elektrorheologischen Plasmen bestehen, vorgestellt. Elektro- und magnetorheologische Sys-
teme zeichnen sich durch Wechselwirkungen mit anisotropen Anteilen aus; hingegen sind
bina¨re Potenziale in komplexen Plasmen unter den u¨blichen Annahmen isotrop. Dennoch
ko¨nnen in komplexen Plasmen Potenziale erzeugt werden, die den bina¨ren Wechselwirkun-
gen in ER/MR-Systemen entsprechen. Im Kern beruht das Prinzip der designbaren Po-
tenziale auf zwei ga¨nzlich verschiedenen Zeitskalen, die in komplexen Plasmen auftreten:
na¨mlich erstens die Zeitskala, auf welcher die physikalischen Prozesse des Hintergrundplas-
mas ablaufen, und zweitens die Zeitskala der wesentlich langsamer verlaufenden kinetischen
Pha¨nomene der Mikroteilchen. In diesem Fall ist es mo¨glich die mikroskopische Sicht zu
vernachla¨ssigen, und nur noch effektive Wechselwirkungen der Staubteilchen zu beru¨ck-
sichtigen – die Effekte des Plasmas werden also nicht vernachla¨ssigt, sondern gehen als
“ausintegrierte” Gro¨ßen in die effektive Theorie ein.
15
1. Einfu¨hrung
Abbildung 1.6.: ”Designer potentials” in komplexen Plasmen: Die negative Ladung des
Staubteilchens wird durch umgebende Ionen abgeschirmt. Bildlich kann die-
se Abschirmung als eine polarisierbare Wolke, die das Teilchen umgibt dar-
gestellt werden (Debye-Spha¨re). Ohne externe Einflu¨sse durch elektrische
Felder ist diese Wolke kugelsymmetrisch (a). Liegt ein externes Feld vor
(b), verursacht die Drift der Ionen ein Nachlauffeld (Ionen-Wake) und das
Zentrum der Wolke wird mit dieser Stro¨mung verschoben. Diese Ladungs-
konstellation fu¨hrt im Allgemeinen zu nicht-reziproken Wechselwirkungen.
Die hamiltonische (und daher reziproke Wechselwirkung) kann jedoch durch
wechselnde Felder (uniaxial) wieder hergestellt werden (c).
1.4.1. Designbare Potenziale
Die Abschirmung der geladenen Staubteilchen erfolgt durch eine vera¨nderte Verteilung
der Elektronen und Ionen - dies ist gerade der Inhalt der Debye-Hu¨ckel-Theorie. Da in
Experimenten das Staubteilchen in der Regel eine negative Ladung tra¨gt, kann man sich
diese Ladungsverteilung als positiv geladene Wolke vorstellen (Abb. 1.6a).
Werden die Ionen einem elektrischen Feld ausgesetzt, so bildet sich ein Strom aus Ionen.
Die Ladungswolke, die das Teilchen umgibt, wird deformiert. Auf der Schattenseite des
Ionenstroms bildet sich der Ionen-Wake, der wiederum eine positive Raumladung darstellt
(Abb. 1.6b).
Wie bereits angedeutet la¨sst sich der springende Punkt, auf welchen die designbaren Po-
tenziale beruhen, in den folgenden Schritten wiedergeben [73]: Ein alternierendes uniaxiales
elektrisches Feld, dessen Frequenz zwar wesentlich geringer als eventuelle Oszillationen der
Teilchen, aber auch deutlich geringer als die Plasma-Frequenz der Ionen ωp,I ist, wird ange-
legt. In diesem Fall kann man annehmen, dass die Ionen quasi-instantan auf das angelegte
Feld reagieren, die Staubteilchen diesen A¨nderungen jedoch nicht folgen ko¨nnen. Fu¨r die
tra¨gen Staubteilchen ist somit nur das effektive Potenzial relevant. Zwischen den Staub-
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teilchen bildet sich so im zeitlichen Mittel eine effektive und hamiltonische Wechselwirkung
(Abb. 1.6c).
Die mathematische Beschreibung dieser Methode geht auf Kompaneets et al. [72, 73, 54]
zuru¨ck. Dazu geht man von folgenden Annahmen aus: das Teilchen der Ladung Q befinde
sich in schwach ionisiertem Plasma, Ionen und Neutralgasteilchen haben die Masse m, der
Ionen-Strom sei durch ein konstantes elektrischen Feld E0 hervorgerufen und die Elektronen
ko¨nnen als homogener Hintergrund der Dichte n0 betrachtet werden. Die Wechselwirkung
zwischen Ionen und Neutralgasteilchen wird durch die Bhatanager-Gross-Krock-Theorie
[11] anhand eines Kollisions-Integrals approximiert, eventuelle Absorption von Ionen durch
das Staubteilchen werden vernachla¨ssigt. Andererseits ko¨nnen die Ionen sehr wohl mit den
Neutralgasteilchen wechselwirken, es wird dabei von einer konstanten Kollisions-Frequenz
ν ausgegangen.
Wie bereits mehrfach erwa¨hnt, unterliegen die Ionen einer Drift-Stro¨mung, die Neutral-
gasteilchen hingegen nicht. Daher liegen die Geschwindigkeiten der Neutralgasteilchen in
einer Maxwell-Verteilung vor,
ΦM(v) =
1
(2πv2th)
3
2
exp(− v
2
2v2th
),
wie u¨blich ist vth =
√
T/m die thermische Geschwindigkeit zur Temperatur T . Die Ge-
schwindigkeitsverteilung f (v, r) der Ionen ist, unter Beru¨cksichtigung der Drift-Stro¨mung,
aber noch ohne Sto¨rungen durch das Teilchen durch
f (v, r) = n0
∫ ∞
0
dtΦM(v− tu)e−t
gegeben (u = eE0/(mν)). Die Ionen-Dichte ist folglich
n(r) =
∫
dvf (r, v).
Die Abschirmung des Teilchens ist unter diesen Annahmen durch eine Poisson-Gleichung,
erweitert um eine kinetische Komponente,
∆φ = 4π [Qδ(r) + (n − n0)]
v
∂f
∂r
+
e
m
(
E0 − ∂φ
∂r
)
· ∂f
∂v
= −ν(f − nΦM),
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vorgegeben. Die Randbedingung ist – wie u¨blich so zu wa¨hlen – dass physikalische Effekte
im Unendlichen verschwinden, d.h. ∂rf |r→∞ = 0.
Wird nun das zuvor beschriebene alternierende elektrische Feld angelegt, so ist die re-
sultierende Wechselwirkung zwischen zwei Teilchen das Mittel W (r) = Q 〈φ(r)〉 u¨ber die
Oszillationen des Feldes E0. Hier betrachtet man nun recht allgemein Polarisierungen der
Form
u(t) = u0 (mx cosω1t +my cosω2t +mz cosω2t) ,
wobei die Frequenzen, ωi (i = x, y , z), zueinander inkommensurabel sind; m sei der Ein-
heitsvektor mit den Komponenten mi und u0 demgema¨ß die Amplitude. Fu¨r die Na¨herung
r ≫ λ erha¨lt man den Ausdruck 5
W (r) =
Q2
r
exp(− r
λ
) +
(Qλu0)
2
v2thr
3
(1− π
4
)
[
1− 3
∑
i
m2i n
2
i
]
,
welcher das gemittelte Potenzial beschreibt und wobei n = r/r wiederum Einheitsvektor
ist. Wa¨hlt man ein uniaxiales Feld in z-Richtung, (mx = my = 0, mz = 1), werden positiv
und negativ-dipolare Wechselwirkungen erzeugt, na¨mlich vom Typ ±(1−3n2z ). Es ist ferner
naheliegend, dass auf diese Weise auch biaxiale oder triaxiale anisotrope Wechselwirkungen
mo¨glich sind, je nach Wahl der Parameter.
Das Prinzip durch alternierende Felder spezielle Wechselwirkungen zu designen ist kei-
neswegs auf komplexe Plasmen beschra¨nkt. So zeigen Martin et al. [88] anhand von MD-
Simulationen, dass derartige Wechselwirkungen auch in magnetischen Kolloiden mo¨glich
sind; dies schließt auch negativ-dipolare Wechselwirkungen ein [90]. In Experimenten von
Martin [89] et al., Osterman et al., [107] und Douglas [24] wurden erste Eigenschaften
untersucht, auch die von negativ-dipolartigen Systemen- Die Experimente wurden fu¨r ver-
schiedene Konfigurationen von uni-, bi- und triaxial Wechselfeldern sowie fu¨r verschiedene
Materialien durchgefu¨hrt; die biaxiale Beschaltung ruft negativ-dipolartige Wechselwirkun-
gen hervor. Die beobachteten Strukturen reichten von flu¨ssigen Phasen, u¨ber klar separierte
Lagen (fu¨r biaxiale Syteme, von Douglas [24] als “magische Membranen” bezeichnet) bis
hin zu wabenartigen Strukturen (fu¨r triaxiale Systeme). Martin untersuchte den thermi-
schen Fluss derartiger Strukturen [89]. Dabei zeigte sich eine außergewo¨hnliche Effizienz
der Wa¨rmeleitung, gegenu¨ber den von der Maxwell-Eucken-Theorie (fu¨r einfache Flu¨ssig-
5eine detaillierte Herleitung ist in [73] zu finden
18
1.4. Elektrorheologische Plasmen
keiten) war mithilfe bi- und triaxialer Wechselwirkungen eine sechsfache Versta¨rkung in
Nickel-Komposita-Kolloiden zu erreichen.
1.4.2. Elektrorheologische Plasmen in Experimenten
Abbildung 1.7.: U¨bergang von isotropen Flu¨ssigkeiten zu String-Flu¨ssigkeiten in PK-3
Plus (Melamin-Formaldehyd-Teilchen, Durchmesser 6.8 µm) (siehe [54]):
Fu¨r ho¨here Spannungen sind die Teilchen in fadenfo¨rmige Strukturen
(als “Strings” bezeichnet) angeordnet. Eine hierzu abgestimmte MD-
Simulation wurde fu¨r verschiedene thermische Machzahlen durchgefu¨hrt
(untere Reihe). Die Ergebnisse dieser Simulation werden den entsprechen-
den experimentellen Beobachtungen in der oberen Reihe gegenu¨bergestellt.
Es wurden bereits Experimente zu elektrorheologischen Plasmen durchgefu¨hrt. Dazu
wurde der PK-3 Plus Aufbau an Bord der internationalen Raumstation ISS verwendet
[141]. Mikroteilchen mit einem Durchmesser von 1.55 µm, 6.8 µm und 14.9 µm wurden
dazu in ein Argon-Plasma bei Dru¨cken zwischen 8 Pa und 15 Pa eingebracht; zudem wurde
die Teilchendichte variiert. Auf den RF-Elektroden lag ein sinusfo¨rmiges Spannungssignal
an (Spannungsdifferenz “Peak-to-Peak” zwischen 26.6 V und 65.6 V, mit einer Frequenz
von 100 Hz) [54], welches außer Phase zum eigentlichen RF-Signal war.
Mit dem zuvor beschriebenen Modell fu¨r “designbare‘” Potenziale ergibt sich im einach-
sigen Fall aus Gl. (1.4.1) ein zeitgemitteltes Teilchen-Teilchen Potenzial der Form
V (r, θ) = Q2
[
e−r/λD
r
− 0.86M
2
Tλ
2
r3
P2(cos θ)
]
, (1.1)
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hierbei ist θ durch den Winkel zwischen dem externen Feld E und r gegeben; MT =
u0
vth
∝
E ist die thermische Machzahl. Diese Wechselwirkung ist ein eindeutiges Analogon zu
ER/MR-Flu¨ssigkeiten (siehe 1.3) – durch einfaches Ablesen aus der obigen Gleichung erha¨lt
man das effektive Dipolmoment den Wert meff ≈ 0.43MTQλ.
In jedem Experiment wurde das alternierende Feld zuna¨chst in kleinen Schritten gestei-
gert, anschließend wurde in ebenso kleinen Schritten die Feldsta¨rke auf den Ausgangswert
zuru¨ckgefu¨hrt. Bei schwachen Feldern, bzw. niedrigen Spannungen konnte kein Unterschied
zu gewo¨hnlichen isotropen Flu¨ssigkeiten beobachtet werden. Ein ga¨nzlich anderes Bild er-
gab sich, falls hingegen ein gewisser Schwellenwert u¨berschritten wurde; nun erschien die
Flu¨ssigkeit zunehmend anisotrop geordnet. Die Teilchen ordneten sich bei einer weiteren
Erho¨hung der Spannung in Strings an (Abb. 1.7). Dieser U¨bergang zwischen isotropen und
anisotropen Strukturen war vollkommen reversibel.
Diese experimentellen Daten ko¨nnen mit den Ergebnissen von molekulardynamischen
Simulationen (MD-Simulationen) verglichen werden. Diese Simulationen basieren auf der
direkten Simulation von Staubteilchen in komplexen Plasmen[61]. Da der Response-Effekt
des Plasmas linear ist, ergibt sich das resultierende Potenzial aus der U¨berlagerung der
einzelnen Wake-Potenziale. Die Effekte des oszillierenden externen Feldes wurden hierbei
beru¨cksichtigt, indem das Potenzial u¨ber eine volle Periode gemittelt wurde. Insgesamt
wurden 45000 Teilchen simuliert [54], die gegenseitigen Effekte weit entfernter Teilchen
wurden jedoch nur im Mittel u¨ber gemittelte Zellen beru¨cksichtigt. Zur Diskussion der
Simulationsdaten wurde der “anisotrope Skalierungsindex”[119] verwendet. Dieser wird fu¨r
einen Satz von Teilchenpositionen {ri}(i = 1, . . . , N) berechnet; fu¨r jeden Punkt ist dabei
ρS(ri , R) =
∑N
j=1 e
−(di j/R)2 , di j =
∥∥ri − rj∥∥. Der Skalierungsindex α(ri , R) wird dabei durch
den folgenden Ausdruck gegeben:
α(ri , R) ≡
∂ ln ρS
∂R
=
∑N
j=1 2(di j/R)
2e−(di j/R)
2∑N
j=1 e
−(di j/R)2
.
In diesen Ausdruck wird die Sensitivita¨t in eine bestimmte Richtung durch die Wahl eines
Eigenvektors in der Abstandsmessung
di j =
[
q2x (xi − xj)2 + q2y (yi − yj)2 + q2z (zi − zj)2
]1/2
,
bestimmt. Somit gibt der Index α(q) die lokale Anisotropie fu¨r jeden Punkt wieder. Fu¨r
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jedes q fu¨hrt so der Skalierungsindex zu einer Wahrscheinlichkeitsverteilung Pα(α)dα =
P {α ∈ [α,α+ dα[ }. Fu¨r die Untersuchung der Simulationsdaten und der experimentellen
Daten wurden hierzu drei Eigenvektoren, na¨mlich q = (5, 1, 1) fu¨r αx (zugleich α{x,y}
entsprechend), gewa¨hlt. Die numerischen Werte dieser Eigenvektoren geschieht empirisch
und wird an die Geometrie der Strings angepasst.
In der vorliegenden Situation hat das System eine einachsige Symmetrie (das externe
Feld sei parallel zur z-Achse ausgerichtet), d. h. Px(α) und Py (α) sind im statistischen
Mittel gleich. Daher genu¨gt es, longitudinale und transversale Anteile zu vergleichen, hier
definiert als P‖(α) ≡ Pz(α) und P⊥(α) = 12 [Px(α)+PY (α)]. Im Falle niedriger Amplituden
des externen Feldes sind die beiden Verteilungen P⊥ und P‖ praktisch gleich und zeigen
einen Peak bei α ≈ 1.9. Dies deutet auf eine quasi-isotrope Verteilung der Teilchen hin. Im
Gegensatz dazu wird die longitudinale Verteilung bei sta¨rkeren externen Feldern deutlich
zu kleineren α-Werten verschoben. Die transversale Verteilung bleibt dabei unvera¨ndert.
Mithilfe der Verteilungen P‖(α) und P⊥(α) kann aber auch ein einfacher skalarer Index
gebildet werden, der das vollsta¨ndige Ensemble beru¨cksichtigt, gebildet werden, na¨mlich
∆α =
∫
dααP⊥ −
∫
dααP‖. Fu¨r die Ergebnisse der MD-Simulationen wurden dazu die
berechneten Werte ∆α in Bezug zum Parameter MT durch eine Potenzfunktion gefittet
(Abb. 1.8, links). Diese Ergebnisse legen nahe, dass es sich hier um einen U¨bergang zweiter
oder schwacher erster Ordnung handelt [54].
Der Methode der Skalierungsindizes wird eine weitere Methode zur Messung der Aniso-
tropie im rechten Graphen von Abb. 1.8 dargestellt, dies ist die Methode der Steinhardt-
Indizes. Dargestellt ist der Index
π˜2 =
〈
cos2 θ − 1
3
〉
=
1
Nnn
Nnn∑
j=1
cos2 θj −
1
3
, (1.2)
ein gewichtetes Mittel der Winkel. θj ist der Winkel zwischen der z-Achse und dem Ver-
bindungsvektor zum j-ten von insgesamt Nnn na¨chsten Nachbarteilchen (genau genommen
wird hier der Index p˜2 in einem anderen Konventionssystem verwendet, siehe hierzu auch
Unterabschnitt 3.3.2.2). Bei perfekter Isotropie gilt π˜2 = 0, ansonsten ist der Index po-
sitiv. Dieser Index bringt also ein Maß fu¨r die lokale Anisotropie in der Umgebung eines
Teilchens zum Ausdruck, also ganz im Gegensatz zu den Skalierungsindizes, die mittel-
und langreichweitige Strukturen hervorheben. Es ist zu erkennen, dass bereits fu¨r beliebig
kleine Werte von MT dieser Index nicht verschwindet – folglich ist das System auf kurzer
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Abbildung 1.8.: Ordnungsparameter ∆α in Bezug zum Parameter MT berechnet fu¨r Er-
gebnisse aus MD-Simulationen fu¨r zwei verschiedene, schwach gekoppel-
te komplexe Plasmen, na¨mlich Γpl = 133 (blau) und Γpl = 530 (oran-
ge). In beiden Fa¨llen ist κpl = 7.7. Ein Fit in den zwei Parametern,
∆α ∝ (MT − McrT )ν fu¨r MT > McrT und ∆α = 0 fu¨r MT ≤ McrT ergibt
McrT = 0.22 sowie ν = 2.3 (orange) und M
cr
T = 0.33, ν = 1.7 (blau). Das
Inset zeigt longitudinale (rot-orange) und transversale Wahrscheinlichkeits-
verteilungen des anisotropen Skalierungsindex fu¨r Γpl = 530,MT = 1.3.
Die Fehlerbalken wurden fu¨r die Standardabweichung berechnet. Die linke
Abbildung wurde aus [54], die rechte aus [51, 118] entnommen.
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Reichweite anisotrop. Der Vergleich beider Indizes gibt einen Hinweis auf die Entwicklung
des Systems. Fu¨r kleine Werte von MT liegt eine kurzreichweitige Anisotropie vor, nach
dem U¨bergang zu String-Flu¨ssigkeiten ist eine mittel- oder langreichweitige Anisotropie zu
beobachten.
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2.1. Wahl des Modells
Das Modell, welches fu¨r die nachfolgenden Rechnungen zu wa¨hlen ist, hat verschiedene
Anforderungen zu erfu¨llen. Dieses Modell soll gleichermaßen fu¨r die Beschreibung der kol-
loidalen elektro- und magnetorheologischen Systeme geeignet sein und ebenso angemessen
fu¨r die Untersuchung elektrorheologischen Plasmen. Andererseits sind auch etliche mo¨gli-
che anisotrope Beitra¨ge zur gesamten bina¨ren Wechselwirkung zu erfassen. Denn es ist
in den folgenden Rechnungen mehrfach notwendig, den anisotropen Anteil der Wechsel-
wirkung nicht ausschließlich durch (idealisierte) dipolare Wechselwirkungen zu modellieren.
Vielmehr werden auch geeignete Approximationen beno¨tigt, beispielsweise das Modell mit
gaußschen Kernen (GCM).
Ohnedies ist es sinnvoll die Ausrichtung des externen Feldes, welches die elektro- bzw.
magnetorheologischen Effekte hervorruft, per Konvention festzulegen – na¨mlich stets par-
allel zur z-Achse. Somit sind auch die durch dieses Feld induzierten Dipole parallel zur
z-Achse ausgerichtet. Offensichtlich wird durch diese Festlegung nur das Bezugssystem
festgelegt, die Allgemeinheit des Problems bleibt erhalten.
Es ist plausibel in einem ersten Schritt die gesamte bina¨re Wechselwirkung in einen
isotropen und einen anisotropen Anteil aufzuspalten, uns zwar in
V (r) ≡ ǫ [φI(r)− ξφA(r)P2(cos θ)] . (2.1)
In diesem Ausdruck ist θ der Winkel zwischen r und der z-Richtung (siehe Abb. 2.1), ǫ
gibt die Energie-Skala der Wechselwirkung an, und der Parameter ξ legt die relative Sta¨rke
der Anisotropie fest. Die Richtungsabha¨ngigkeit der Wechselwirkung wird durch das zweite
Legendrepolynom P2(cos θ) =
3
2 cos
2 θ − 12 vorgegeben.
In Kolloidsuspensionen und elektrorheologischen Plasmen wird der isotrope, spha¨risch-
symmetrische Anteil vorwiegend in der Form eines Yukawa-Potenzials
φI(r) =
σ
r
exp
[
−κ( r
σ
− 1)
]
, (2.2)
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Abbildung 2.1.: Bina¨re Wechselwirkung V (r) ≡ ǫ [φI(r)− ξφA(r)P2(cos θ)] zwischen Teil-
chen in elektro- und magnetorheologischen Systemen: Die geometrische
Komponente dieser Wechselwirkung wird durch das Legendre-Polynom
P2(cos θ) bestimmt. Ist ξ ≥ 0 liegt das gewo¨hnliche dipolare Verhalten vor
(blaue Markierungen). Ist die Verbindungslinie zwischen Teilchen parallel
zur z-Achse wirkt eine attraktive Kraft, steht die Verbindungslinie senk-
recht zur z-Achse wirkt eine repulsive Kraft. Die gegenteilige Situation ist
bei negativ-dipolaren Systemen zu finden (rote Markierungen, ξ ≤ 0, siehe
auch 2.3.4).
gewa¨hlt. Die “Ha¨rte” des spha¨risch symmetrischen Kerns wird dabei durch den Parameter κ
bestimmt; sehr große Werte von κ fu¨hren das Yukawa-Potenzial in ein Hardsphere-Potenzial
u¨ber. Somit wird die effektive durch κ die Gro¨ße der Teilchen σ in Bezug zur Reichweite
des Yukawa-Potenzials gesetzt.
Ungleich schwieriger gestaltet sich die Modellierung des anisotropen Terms, φA(r) in
Gl. (2.1). Dieses Potenzial entspricht in idealen ER/MR-Systemen der Dipol-Dipol-Wech-
selwirkung, also φA(r) ∝ r−3. Jedoch fu¨hrt ein solcher Term im weiteren Verlauf der
analytischen Berechnungen der freien Energie unweigerlich zu Divergenzen. In realen phy-
sikalischen Systemen ist es ferner nicht mo¨glich, dass derartige Divergenzen auftreten. Die
Divergenzen werden dort beispielsweise durch Hardsphere-Wechselwirkungen ausgeblendet.
In Simulationen wurde ohnedies gezeigt, dass die exakte Form des anisotropen Anteils zur
Wechselwirkung eine eher untergeordnete Bedeutung fu¨r das Phasenverhalten des Systems
hat. Zum Beispiel approximierten Goyal et al. [37] das bina¨re Potenzial durch Stufenfunktio-
nen, weitere Beispiele fu¨r derartige Approximationen sind im Bereich der Polymerflu¨ssigkei-
ten zu finden [82, 83]. Daher wird im anschließenden Abschnitten φA(r) durch verschiedene
26
2.2. Variationsrechnung und Bogoliubov-Methode
andere Potenziale approximiert, beispielsweise durch das gaußsche Modell (GCM),
φGCM(x) = exp
(
− x
2
R2
)
= exp
(
−x
2
τ
)
. (2.3)
Der Parameter R (bzw. τ), der die effektive Reichweite des gaußschen Kerns beschreibt,
wird mithilfe der Methode der kleinsten Quadrate bestimmt. Die Abweichung bezu¨glich
der dipolaren Wechselwirkung soll dabei im betrachteten Bereich σc ≤ x ≤ ∞ minimiert
werden, ∫ ∞
σc
dx
[
x−3 − exp(−x2/R2)]2 → min . (2.4)
Somit spielt σc die Rolle eines weichen Cutoff-Parameters. Wird dieser Cutoff σc zu “nahe”
an Null gewa¨hlt, verursacht die r−3-Divergenz des dipolaren Potenzials unphysikalische Er-
gebnisse. Andererseits sollte der Cutoff auch wesentlich kleiner als der typische Abstand der
Teilchen zueinander sein; dieser betra¨gt im betrachteten Bereich (ρ¯ ≤ 1.5) in dimensions-
losen Einheiten mindestens 0.8. Der Fehler des Funktionals (Gl. 2.4) nimmt mit geringeren
σc monoton zu; wird σc >
3
4 gewa¨hlt, so ist der aufintegrierte Fehler jedoch gering (d.
h. ≪ 1). Fu¨r σc =
3
4 wird der Fehler bei R
2 = 2.74 minimal, in dem Bereich des ty-
pischen Teilchen-Teilchen-Abstandes findet man nur geringe Abweichungen zwischen dem
dipolarem Potenzial und der gaußschen Approximation. Je nach betrachteten Problem kann
durchaus ein anderer Wert fu¨r die anisotrope Reichweite benutzt werden, so ergibt sich fu¨r
σc = 1 die bestmo¨gliche Approximation fu¨r R
2 = 2.2.
2.2. Variationsrechnung und Bogoliubov-Methode
Die freie Energie F eines Systems mit dem Hamiltonian H ist im kanonischen Ensemble
durch das Integral
F ≡ − 1
β
ln
∫
Γph
dΓph exp (−βH) , (2.5)
definiert, wobei die Integration u¨ber den gesamten Phasenraum Γph des Systems erfolgt.
Wie herko¨mmlich ist β = 1kBT die reziproke Temperatur des Systems.
Leider gelingt es nur fu¨r wenige Systeme, die freie Energie F direkt zu berechnen. Die
Bogoliubov-Ungleichung gibt jedoch eine obere Schranke fu¨r die freie Energie eines Systems
an. Sei dazu H0 der Hamiltionian eines bekannten Referenzsystems. Fu¨r dieses System soll
es zudem mo¨glich sein, die freie Energie F0 analytisch geschlossener Form zu berechnen.
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Dementsprechend ist die Bogoliubov-Ungleichung [14] durch
F ≤ F˜ ≡ F0 + 〈H −H0〉0 (2.6)
gegeben; die Mittelung 〈· · · 〉0 wird im kanonischen Ensemble fu¨r H0 ausgefu¨hrt. Somit kann
F , anstatt direkt berechnet zu werden, durch eine Variation in allen relevanten Parametern
bestimmt werden. Dann ist das Optimum dieser Variation zugleich die beste Approximation
von F , die bezu¨glich dieses Referenzsystems bestimmt werden kann.
Es ist also entscheidend, ein passendes Referenzsystem zu finden. Fu¨r klassische Festko¨r-
per, d.h. ohne Beru¨cksichtigung von Quanteneffekten, ist das Einstein-Modell ein solches
System. Ein Festko¨rper aus N Teilchen wird hier durch den Hamiltonian
H0 =
N∑
i=1
[
p2i
2m
+
1
2
mΩ2(ri − r0i )2
]
(2.7)
mit der Einstein-Frequenz Ω beschrieben. Mit der thermischen de-Broglie-Wellenla¨nge Λ =
(2π~2/mkbT )
1/2 und der dimensionslosen Kopplungskonstanten
α =
mΩ2σ2
2kBT
(2.8)
ist die freie Energie des Einstein-Festko¨rpers gleich
F0 =
3N
β
ln
(
Λ
σ
√
α
π
)
. (2.9)
Der Hamiltonian des zu berechnenden Systems hat typischerweise die Form
H =
N∑
i=1
p2i
2m
+
1
2
ǫ
N∑
i 6=j
φ(ri , rj), (2.10)
wobei das Potenzial φ(ri , rj) die bina¨re Wechselwirkung zweier Teilchen beschreibt. An
dieses Teilchen-Teilchen-Potenzial wird bislang nur die Forderung gestellt, dass dieses Ha-
miltonisch sein soll. Vor allem folgt daraus, dass die Wechselwirkung zwischen den Teilchen
reziprok ist. U¨ber die genaue Form, beispielsweise ob die Wechselwirkung isotrop oder ani-
sotrop ist, werden keinerlei Annahmen aufgestellt. Bevor dieser Hamiltonian und derjenige
des Referenzsystems in die Bogoliubov-Ungleichung (Gl. (2.6)) eingesetzt werden, bietet es
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sich an zuvor einige Gro¨ßen zu berechnen und geeignet umzuformen. Die Zustandssumme
des Referenzsystems ist Z0 = (σ/Λ
√
π/α)3N ; hiermit erha¨lt man fu¨r das Ensemble-Mittel
〈H −H0〉0 die Zerlegung
〈H −H0〉0 =
1
Z0
tr((H −H0)e−βH0)
=
1
Z0Λ3N

 ǫ
2
∫
dr(1, . . . , N)
N∑
i 6=j
φ(ri , rj) exp
(
−β
N∑
k=1
[
mΩ2
2
(rk − r0k)2
])
−
∫
dr(1, . . . , N)
N∑
i=1
mΩ2
2
(ri − r0i )2 exp
(
−β
N∑
k=1
[
mΩ2
2
(rk − r0k)2
])]
. (2.11)
Das im zweiten Summanden auftretende Integral kann vereinfacht werden zu
∫
dr(1, . . . , N)
N∑
i=1
mΩ2
2
(ri − r0i )2 exp
(
−β
N∑
k=1
[
mΩ2
2
(rk − r0k)2
])
=
3
2
Nβ(
√
π
α
σ)3N . (2.12)
Im Integral-Ausdruck des ersten Summanden verbirgt sich nun das eigentliche Ziel der
Umformungen:
ǫ
2
∫
dr(1, . . . , N)
N∑
i 6=j
φ(ri , rj) exp(−β
∑
k
mΩ2
2
(rk − r0k)2) =
=
ǫ
2
(
√
π
α
σ)3N
N∑
i 6=j
∫
dridrj
( α
πσ
)3/2
e−
α
piσ2
(ri−r0i )2︸ ︷︷ ︸
(A)
φ(ri , rj)
( α
πσ
)3/2
e−
α
piσ2
(rj−r0j )2︸ ︷︷ ︸
(B)
(2.13)
Die hervorgehobenen Ausdru¨cke, (A) und (B), ko¨nnen als das thermisch verursachte
“Ausschmieren” der Teilchen um ihren Gitterplatz verstanden werden. Das Teilchen ist
also nicht am Ort xi zu finden, sondern wird durch eine gaußsche Verteilung um diesen
Gitterplatz beschrieben. An diesen Punkt bietet es sich an, die dimensionslosen Einheiten
xi = σ
−1ri einzufu¨hren. So kann dieses thermische Profil in ku¨rzeren Form
ϕα(xi) =
(α
π
)3/2
e−α(xi−x
0
i )
2
(2.14)
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notiert werden. Die einzelnen Teilergebnisse werden dem entsprechend, na¨mlich bezu¨glich
Gl. (2.9) und Gl. (2.13), in die Bogoliubov-Ungleichung eingesetzt; man erha¨lt fu¨r die
variationelle freie Energie die Gleichung
F˜ = F0 +
1
2
ǫ
N∑
i 6=j
W (x0i j)−
3
2
NkBT, (2.15)
wobei xi j der Abstand zwischen den Gitterpositionen i und j , sowie
W (x0i j) =
∫
dxidxj ϕα(xi)φ(xi j)ϕα(xj),
dasjenige Funktional der Wechselwirkung ist, welches die thermischen Effekte beru¨cksich-
tigt. Fu¨r die eigentliche Variation ist es angemessen, die freie variationelle Energie pro
Teilchen, f˜ = F˜ /N, zu verwenden. Erst an dieser Stelle ist es unumga¨nglich, die Annahme
eines homogenen Systems zu benutzen. Dies fu¨hrt zu
f˜ = f˜0 +
1
2
ǫ
∑
i 6=0
W˜ (xi)−
3
2
kBT, (2.16)
wobei das Funktional der Wechselwirkungen nochmals zu
W˜ (xi) =
( α
2π
)3/2
exp(−12αx2i )
∫
dx φ(x) exp(−12αx2 + αx · xi) (2.17)
vereinfacht werden kann. Man kann sich nun eine direkte Verallgemeinerung des Einstein-
Modells fu¨r anisotrope vorstellen: In diesem Fall ist dann die Einstein-Frequenz Ω selbst
eine Funktion der Verschiebungsrichtung. Auf den ersten Blick erscheint ein solches Modell
wie ein besserer Kandidat eines Referenzsystems (in der Bogoliubov-Ungleichung), also als
Referenzsystem, welches auch genauere Ergebnisse verspricht. Unerfreulicherweise fu¨hrt
dieser Ansatz zu nicht analytisch integrierbaren Termen in W (x0i j) – und dies tritt selbst
fu¨r einfache Potenziale wie dem spha¨risch symmetrischen Yukawa-Potenzial auf. Nimmt
man jedoch an, die Vera¨nderung von Ω in verschiedene Richtungen sei “gering”, dann kann
den in der Variation verwendeten Kopplungsparameter α als effektive Gro¨ße ansehen; so
wie dies bereits in der bisherigen Rechnung angenommen wurde. Die Verwendung des ein-
facheren Modells wird daher im folgenden a-posteriori gerechtfertigt; in den untersuchten
Bereichen der Phasendiagramme ist α (bzw. Ω) praktisch isotrop (siehe hierzu Unterab-
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schnitt 2.3.3.4).
Das verwendete Modell setzt die Teilchen-Teilchen Wechselwirkung aus einem isotro-
pen “Kern” sowie einem anisotropen Beitrag (Gl. (2.1)) zusammen. Entsprechend ist es
nachzuvollziehen, auch das Funktional der Wechselwirkungen aufzuteilen, d. h. die Zerle-
gung W˜ (xi) = W˜I(xi) + ξW˜A(xi) zu verwenden. Setzt man fu¨r den isotropen “Kern” das
Yukawa-Potenzial aus Gl. (2.1) ein, so betra¨gt der isotrope Anteil
W˜I(xi) =
1
2xi
exp(κ+
κ2
2α
)
[
e−κxi erfc
(
κ− αxi√
2α
)
− eκxi erfc
(
κ+ αxi√
2α
)]
. (2.18)
Der anisotrope Beitrag zum Wechselwirkungs-Funktional ru¨hrt entsprechend vom Ausdruck
φA(r)P2(cos θ) her. Das zugeho¨rige Funktional kann durch einen Wechsel des Bezugssys-
tems berechnet werden,
∫
dxφAP2(cos θ)(x) exp(−12αx2 + αx · xi) =
4pi
α2
(
1
xi
∂xiG[φA]− 3x2i G[φA] +
3
x3i
∫
dxiG[φA]
)
P2(cos θ) . (2.19)
Das Integral in den Klammern ist dabei als Stammfunktion des Funktionals G[φA] zu ver-
stehen, welches wiederum definiert ist als
G[φA] =
∫ ∞
0
dx φA(x) exp(−
1
2
αx2) cosh(αxxi). (2.20)
Dieses Ergebnis gilt recht allgemein und kann daher auch auf andere Potenziale dieser Form
angewendet werden, sofern das zugeho¨rige Funktional G[φA] sowie die erste Ableitung und
die Stammfunktion endlich sind.
Die induzierte Dipol-Dipol-Wechselwirkung (φA ∝ r−3) erfu¨llt diese Anforderungen je-
doch nicht. Im vorhergehenden Abschnitt wurde gleichwohl gezeigt, dass eine Reihe von
Approximationen der induzierten Dipol-Dipol-Wechselwirkung die aufgestellten Kriterien
erfu¨llen, beispielsweise das Doppel-Yukawa-Potenzial oder das Potenzial mit gaußschem
Kern (GCM, Gl. 2.3). Fu¨hrt man die Hilfsgro¨ße Q = ( R
2
2+αR2
)1/2 ein, so erha¨lt man schließ-
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Abbildung 2.2.: Variationsparameter fu¨r anisotrope Gitterstrukturen. Die Gro¨ße einer Ein-
heitszelle orthogonaler Bravais-Gitter (links) ist VC = aza
2
b, die Grundfla¨che
ist a2b. Eine Variation u¨ber diesen Gittertyp mittels bco-Strukturen schließt
die Spezialfa¨lle fcc, bcc und bct mit ein. Eine entsprechende Variation u¨ber
hcp-Strukturen (rechts) beno¨tigt nur einen Parameter, beispielsweise die
hexagonale Basis ahex oder den Abstand zweier Gitterebenen ald.
lich fu¨r den anisotropen Beitrag zum Funktional der Wechselwirkung,
W˜A(xi) = (αQ
2)3/2
[(
1− 3
α2Q2x2i
)
exp
(
− αx
2
i
2 + αR2
)
+√
π
2
3
α3Q3x3i
erfi
(
αQxi√
2
)
exp
(
−αx
2
i
2
)]
P2(cos θ). (2.21)
Im Grenzfall niedriger Temperaturen, also fu¨r T → 0 (beziehungsweise α → ∞), ver-
schwinden die thermischen Auslenkungen. Die Teilchen sind an ihren Gitterpla¨tzen lokali-
siert und das gaußsche Profil aus Gl. (2.14) geht in eine Delta-Distribution u¨ber. In glei-
cher Weise verschwinden die thermischen Effekte in den Wechselwirkungen; folglich gehen
WI(xi) wieder in das ungesto¨rte Potenzial φI(xi) u¨ber, u¨bereinstimmend geht auch WA(xi)
in φA(xi)P2(cos θ) u¨ber.
Es stellt sich nun die entscheidende Frage, welche Variationsparameter zu beru¨cksichti-
gen sind. Bereits durch die Konstruktion der Methode ist α einer dieser Parameter, auch
wenn die Einstein-Frequenz auch direkt berechnet werden ko¨nnte. Natu¨rlich ist außerdem
u¨ber verschiedene Gitterstrukturen zu variieren. Da die bina¨re Wechselwirkung anisotrop
ist, muss sich diese Variation u¨ber verschiedene mo¨gliche Gitter, auch einschließlich der ani-
sotropen Gitter, erstrecken. Hierfu¨r werden entsprechende Parameter beno¨tigt, die diese
Anisotropie erfassen. Um nun eine mo¨glichst umfassende Klasse von orthogonalen Bravais-
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Gittern abzubilden, betrachtet man Einheitszellen mit dem Volumen VC = a
2
baz . Daher ist
das Volumen der Zelle von der Dichte ρ = NC/VC abha¨ngig; NC ist die Zahl der Teilchen
pro Einheitszelle (siehe Abb. 2.2). Fu¨r eine Variation von ax,y ,z bei konstanten Volumen
genu¨gt es, bereits zwei Parameter einzufu¨hren:
Y =
√
ay
ax
≥ 1, Z =
√
axay
az
(2.22)
In dieser Klasse von orthorhombisch-raumzentrierten Gittern (Nc = 2) ist das kubisch-
raumzentrierte Gitter (bcc) durch Y = Z = 1 charakterisiert, wa¨hrend fu¨r allgemeine
tetragonal-raumzentrierte Gitter (bct) Z 6= 1 gilt. Hierbei ist die bct-Struktur, welche
man fu¨r Z =
√
3
2 erha¨lt, von besonderem Interesse; denn bereits Tao und Sun [137]
vermuteten, diese Struktur in dichtester Kugelpackung sei ein mo¨glicher Grundzustand
elektrorheologischer Systeme.
Es werden aber auch weitere Strukturen in dichtester Packung betrachtet. Die kubisch
fla¨chenzentrierte Struktur (fcc) entspricht dem Fall Y = 1 und Z = 1√
2
(mit einer Drehung
von pi4 um die Hauptachsen). Die hexagonal dichteste Kugelpackung (hcp) geho¨rt nicht zur
betrachteten Bravais-Symmetrieklasse; daher wurde fu¨r diese Gitterstruktur eine eigene
Variation verwendet, die nur einen einzigen Parameter beno¨tigt (Abb. 2.2, rechts). Die
zuletzt genannte Variation ist daher nicht nur auf perfekte hcp-Gitter beschra¨nkt, sondern
schließt auch deformierte Strukturen mit ein.
Die variationelle freie Energie aus Gl. (2.15) bildet nun mit den Variationsparametern
(α,Y,Z), oder auch (α, ahex) ein numerisch lo¨sbares Minimierungsproblem. Obwohl es
hierfu¨r zahlreiche effiziente Lo¨sungsalgorithmen gibt, die allerdings entweder auf der Be-
stimmung der lokalen Ableitung beruhen oder lineare Funktionen voraussetzen, muss man
in diesem Fall auf die Klasse der gradientenfreien, nichtlinearen Algorithmen ausweichen.
Hierfu¨r wurde nun der sogenannte “Downhill-Simplex-Algorithmus” [101, 123] kombiniert
mit einer quadratischen Minimierung verwendet: Die Lage des Minimums der Zielfunktion
wird durch den Downhill-Simplex-Algorithmus eingegrenzt. Da f˜ glatt und in einer Um-
gebung des Minimums konvex ist, kann nun das Minimum pra¨zise durch die quadratische
Minimierung bestimmt werden.
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2.3. Ergebnisse
Neben den Variationsparametern, die im obigen Abschnitt eingefu¨hrt wurden, ha¨ngt das
Modell von den exogenen Parametern, also von der Ha¨rte des isotropen “Kerns” κ und der
Anisotropie der Wechselwirkung ξ ab, ebenso von der Dichte ρ, der Energieskala ǫ und der
Temperatur T . Leider ist es daher kaum mo¨glich, den gesamten Parameterraum zu unter-
suchen. Deshalb werden im Folgenden nur einige, aber dennoch charakteristische Regime
diskutiert. Es ist nu¨tzlich an dieser Stelle die u¨blicherweise verwendeten dimensionslosen
Einheiten einzufu¨hren,
ρ¯ = σ3ρ, ǫ¯ = βǫ
Diese Einheiten setzen die Teilchenzahl-Dichte ρ in Beziehung zum effektiven Radius der
Teilchen σ und die Energieskala ǫ zur inversen Temperatur β. Daher ist in diesem System
die Packungsdichte η = pi6 ρ¯. Die Temperaturabha¨ngigkeit kann durch eine Normalisierung
von β erreicht werden,
βf˜ =
3
2
lnα+
1
2
ǫ¯

∑
i 6=0
W˜I(xi) + ξ
∑
i 6=0
W˜A(xi)

 . (2.23)
Die Minimierung von Gl. (2.23) liefert also die “reduzierte” freie Energie. Konstante Terme,
die in der Minimierung keine Rolle spielen, wurden vernachla¨ssigt, entsprechend wurde auch
der Term 3 ln(Λσ ) ausgelassen, da dieser in sa¨mtlichen festen, wie auch flu¨ssigen Phasen
pra¨sent ist.
Bevor nun eine detailliertere Untersuchung des Phasenverhaltens erfolgt, sollte an die-
ser Stelle kurz auf die mo¨glichen Regime und Effekte anhand eines vereinfachten Modells
eingegangen werden. Im Gegensatz zu den Rechnungen in den folgenden Abschnitten wird
hier Y (wie auch exogene Parameter) festgehalten und f˜ wird bezu¨glich α minimiert. So
erha¨lt man ein Ho¨henprofil der freien Energie (in Abha¨ngigkeit von Z). Dieses Profil ist fu¨r
ein weiches, spha¨risch symmetrisches Potenzial in Abb. 2.3(a) gezeigt; hierbei ist κ = 1,
die anderen Parameter sind ǫ¯ = 2 und ρ¯ = 1. Ein lokales Minimum, welches praktisch un-
abha¨ngig von ξ ist, befindet sich bei Z = 1√
2
. Dieses metastabile Minimum entspricht einer
fcc-Struktur. Das globale Minimum ist jedoch fu¨r ξ = 0 bei Z = 1 zu finden. Diesem Grund-
zustand entspricht gerade die bcc-Struktur. Mit wachsendem ξ, und dies entspricht gerade
dem Anlegen sta¨rkerer externer Felder an das elektro- oder magnetorheologische System,
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wird das Profil sanft verschoben. Das globale Minimum befindet sich nun bei Werten mit
Z ≥ 1, und somit kann man diese Strukturen als bct-Gitter identifizieren.
Eine ga¨nzlich andere Situation ergibt sich fu¨r κ = 5 – die anderen Parameter bleiben
abermals unvera¨ndert. Das zugeho¨rige Profil ist in Abb. 2.3(b) dargestellt. Hier befindet
sich der Grundzustand zuna¨chst fu¨r ξ = 0 bei Z = 1√
2
, also liegt eine fcc-Struktur vor. Mit
zunehmenden Werten von ξ bildet sich nun fu¨r βf˜ ein ausgepra¨gtes Doppeltal-Potenzial,
das Minimum auf der rechten Seite bleibt jedoch zuna¨chst metastabil, sofern ξ ≤ 2.51. Wird
dieser kritische Wert u¨berschritten, so wird nun der Zustand der fcc-Struktur metastabil
und der neue Grundzustand ist der einer bct-Struktur. Das zugeho¨rige Minimum des bct-
Grundzustands entwickelt sich (mit weiter wachsendem ξ) hin zu gro¨ßeren Werten von Z.
Im Folgenden soll dieses Verhalten als “mittleres” Regime bezeichnet werden.
Der U¨bergang zwischen dem weichen und dem mittleren Regime kann eindeutig mit dem
wohlbekannten fcc-bcc-U¨bergang, der in Systemen mit repulsiver Yukawa-Wechselwirkung
zu finden ist, identifiziert werden. Dieses Pha¨nomen wurde ausfu¨hrlich im Zusammenhang
mit Kolloiden und komplexen Plasmen diskutiert [40, 116, 29]. Folglich ist auch dieser
U¨bergang im vorliegenden Modell fu¨r ξ = 0 enthalten. Die Ergebnisse stimmen mit den
Ergebnissen, die mit den Methoden des Dichtefunktionals bestimmt wurden, u¨berein [114].
Schließlich wird auch noch das harte Wechselwirkungs-Regime dargestellt (κ = 35,
Abb. 2.3c). Ist κ hinreichend groß, so ist die spha¨risch-symmetrische Yukawa-Wechselwir-
kung weitgehend a¨quivalent zur Hardcore-Wechselwirkung (mit dem Radius σ). In diesem
Fall ist eine ausgepra¨gte fcc-Phase fu¨r ξ = 0 zu erwarten. Auf der anderen Seite existiert
fu¨r hinreichend große Werte von ξ eine bct-Phase. In diesem Fall sind jedoch die Defor-
mationen, die durch die Anisotropie hervorgerufen werden, beschra¨nkt. Der Grenzwert ist
augenscheinlich Z =
√
3
2 . Dies passt genau zu derjenigen Struktur, welche von Tao und
Sun [137] vorhergesagt wurde. Dieses Ergebnis ha¨tte man auch durch einfache U¨berlegun-
gen erhalten ko¨nnen: Zum einen sollten die (harten) Kugeln in einer Struktur dichtester
Packung vorliegen, zum anderen muss man die gegenseitige Ausrichtung der Teilchen durch
dipolare Kra¨fte beru¨cksichtigen. Im Gegensatz zur Grenze zwischen dem weichen und mitt-
leren Regime, die eindeutig bestimmbar ist, ist der U¨bergang zwischen dem Verhalten des
mittleren Regimes und dem zuletzt diskutierten harten Regime eher fließend. Dennoch sind
beide Regime klar unterscheidbar.
In diesem Abschnitt wurde stets Y auf Eins fixiert. Solange nur fcc, bcc, bct und Struk-
turen, die nicht von Y abha¨ngen (wie hcp), beru¨cksichtigt werden, wa¨re hiermit die Cha-
35
2. Feste Phasen
Abbildung 2.3.: Reduzierte freie Energie als Funktion des anisotropen Parameters Z bei fes-
ten Y = 1 und ρ¯ = 1, ǫ¯ = 2, die anisotrope Reichweite betra¨gt τ = 2.74.
Gezeigt werden das weiche, das mittlere und das harte Regime der Wech-
selwirkung bei κ = 1(a), κ = 5(b) und κ = 35(c). Die schwarz-gestrichelte
Linie zeigt den Fall einer isotropen Wechselwirkung (ξ = 0). Im Fall des wei-
chen Regimes bleibt bct die Struktur des Grundzustands, wa¨hrend fu¨r das
mittlere Regime ein U¨bergang von fcc-Strukuren (Minimum auf “linken”
Seite), zu einem bct-Grundzustand bei ξ ≈ 2.51 erfolgt. Mit zunehmen-
den κ, aber bei festen ξ na¨hert sich das Minimum auf der “rechten Seite”
asymptotisch Z =
√
3
2 an.36
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rakterisierung der Phasen bereits vollsta¨ndig. Da jedoch auch bco-Strukturen vermutet
werden, ist ebenso eine Variation in Y erforderlich. Glu¨cklicherweise lassen sich die obige
Klassifikation der Regime eins-zu-eins auf dieses komplexere Problem u¨bertragen.
2.3.1. Anmerkungen zur Bezeichnung
In U¨bereinstimmung mit den Abscha¨tzungen und Schlussfolgerungen des vorherigen Ab-
schnitts sollte es mindestens drei verschiedene typische Phasendiagramme geben, entspre-
chend der drei Wechselwirkungs-Regime weich, mittel und hart. Dabei ist es sinnvoll, diese
Diagramme im (ρ¯, ξ)-Parameterraum darzustellen. Nur geringfu¨gig deformierte Strukturen
werden nachfolgend mit einem Stern hervorgehoben; beispielsweise werden deformierte hcp
und fcc-Strukturen als hcp* bzw. fcc* gekennzeichnet. Zwischen diesen beiden Strukturen
besteht ein hervorzuhebender Unterschied:
• Formal gesehen ist eine, auch nur schwach, deformierte fcc Gitterstruktur der bct-
Symmetrieklasse zuzuordnen. Sind jedoch die auftretenden Deformationen so gering,
dass diese im experimentellen Sinne nicht nachweisbar oder zu vernachla¨ssigen sind,
so ist diese Notation durchaus gerechtfertigt.
• Im Vergleich hierzu stellen hcp*-Strukturen keine eigene Symmetrieklasse dar. Es wird
lediglich der Abstand zwischen den hexagonalen Schichten variiert; jede Schicht liegt
stets als hexagonales Gitter vor, nur mit vera¨nderter hexagonaler Gitterkonstante.
2.3.2. Approximation der fest-flu¨ssig Phasengrenze
In den anschließenden Beschreibungen und Darstellungen der verschiedenen Phasendia-
gramme werden auch Abscha¨tzungen der Phasengrenze zwischen festen und flu¨ssigen Pha-
sen angegeben. Diese Linie des Phasendiagramms wird dabei mit Methoden berechnet, die
erst in den spa¨teren Kapiteln (Kap. 3ff.) dieser Arbeit na¨her vorgestellt werden. Anderer-
seits wa¨re eine Diskussion von Phasendiagrammen ohne Angabe einer Fest-Flu¨ssig-Linie
keineswegs vollsta¨ndig, sodass dieser Einschub hier erlaubt sei.
Das Abweichen von der freien Energie einer idealen Flu¨ssigkeit wird durch den Exzess-
Anteil f˜ex beschrieben. D. h. es wird, wie auch bei den festen Phasen, der stets auftre-
tende Term 3 ln(Λσ ) vernachla¨ssigt. Somit ist ein Vergleich dieser Werte mit den aus der
Bogoliubov-Variation stammenden Werten erreichbar.
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Die freie Exzess-Energie kann fu¨r isotrope Flu¨ssigkeiten, deren Teilchen spha¨risch-sym-
metrischen Wechselwirkungen unterliegen, durch Integration der Paarkorrelationsfunktion
bestimmt werden [8],
βf˜ex =
2π
3
ǫ¯
∫ ρ¯
0
dρ¯′
∫ ∞
0
dx x3g(x ; ρ¯′)∂φI/∂x,
jedoch muss hierfu¨r die Paarkorrelation g(x, ρ¯′) fu¨r sa¨mtliche Dichten 0 ≤ ρ¯′ ≤ ρ¯ bekannt
sein. Diese Funktion ist unter Zuhilfenahme der Ornstein-Zernike-Integralgleichung direkt
berechenbar. Wie bereits erwa¨hnt, wird dies allerdings erst im folgenden dritten Kapitel
ausfu¨hrlich gezeigt.
Hierbei wird der anisotrope Anteil der Wechselwirkung, also V (r) = ǫ[φI(r) + ξφA(r)] ≈
ǫφI(r) auf der Seite der flu¨ssigen Phase vernachla¨ssigt, hingegen fu¨r die auftretenden festen
Phasen beru¨cksichtigt. Auch diese zuna¨chst recht grobe und scheinbar inkonsistente Na¨he-
rung wird leider erst in den folgenden Abschnitten gerechtfertigt (siehe Abschnitt 3.2): Es
stellt sich dabei heraus, dass der Einfluss anisotroper Potenziale auf effektive Paarkorrela-
tionsfunktionen stets hinreichend gering ist, falls die Flu¨ssigkeit selbst schwach anisotrop
ist. Ist also ξ klein, so kann durchaus die hier eingefu¨hrte Na¨herung zur Bestimmung der
Fest-Flu¨ssig-Grenze Verwendung finden.
2.3.3. Systeme mit gewo¨hnlich-dipolartiger Wechselwirkung
Nach diesem kurzen Einschub ist es sinnvoll, nochmals einige Eigenschaften zu rekapitu-
lieren: Bei gewo¨hnlichen induzierten Dipolen ziehen sich Teilchen an, die auf einer gemein-
samen Geraden parallel zur z-Achse liegen. Mit zunehmenden Winkel θ - dieser wird durch
die Verbindungslinie der Teilchen und die z-Achse eingeschlossen, geht diese attraktive
Wechselwirkung in einen repulsiven Beitrag u¨ber. Dieser Fall wird in den hier verwende-
ten Modellen durch ξ ≥ 0 beschrieben. Ein solcher Typ einer anisotroper Wechselwirkung
schla¨gt sich natu¨rlich auch in den Phasendiagrammen nieder. Die Diagramme wurden mit
den beiden zuvor beschriebenen Methoden, na¨mlich der Bogoliubov-Variation und der Ap-
proximation der Fest-Flu¨ssig-Grenze, bestimmt [14].
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Abbildung 2.4.: Darstellung des Phasendiagramm fu¨r das Regime weicher Wechselwirkun-
gen in der (ρ¯, ξ)-Darstellung (berechnet fu¨r κ = 1, ǫ¯ = 25, τ = 2.74).
Die gepunktete Linie gibt den erwarteten Fest-Flu¨ssig-U¨bergang an, die
Schattierungen dienen lediglich als Orientierungshilfen.
2.3.3.1. Weiches Regime
Das Phasendiagramm fu¨r das Regime weicher Wechselwirkungen weist die bei Weitem
einfachste Topologie auf (Abb. 2.4). Der Grundzustand (ξ = 0) ist durch eine bcc-
Gitterstruktur gekennzeichnet. Dies ist wenig u¨berraschend, da diese Grundstruktur fu¨r
weiche, repulsive Yukawa bereits mehrfach vorhergesagt wurde [114, 40]. Nun fu¨hren be-
reits selbst schwache externe Felder – hier repra¨sentiert durch den Anisotropie-Parameter ξ
– dazu, dass die bcc-Struktur stetig zu bct-Strukturen mit zunehmender Anisotropie defor-
miert wird. Fu¨r ho¨here Werte von ξ – also in Anbetracht von sta¨rkeren externen Feldern –
ist eine bco-Struktur zu beobachten. Zwischen der bct- und der bco-Phase findet ein Pha-
senu¨bergang erster Ordnung statt. Diese beiden festen Phasen werden zu geringeren Dich-
ten hin durch eine flu¨ssige Phase begrenzt; es existiert somit ein bct-bco-flu¨ssig-Tripelpunkt.
Weitere Strukturen, zum Beispiel hcp-Gitter, sind nicht zu finden.
Insbesondere wa¨hrend der bco-Phase erfolgt die Deformation der Gitterstruktur (in
Abha¨ngigkeit von ξ) sehr sanft und erwartungsgema¨ß innerhalb der Phasen stetig. Diese
Entwicklung ist in Abb. 2.5 fu¨r ρ¯ = 0.7 dargestellt. Sowohl Y als auch Z sind am bct-bco-
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Abbildung 2.5.: Die Variationsparameter Y und Z fu¨r das weiche Wechselwirkungs-Regime
(κ = 1, ǫ¯ = 25, τ = 2.74, siehe Abb. 2.4), hier bei ρ¯ = 0.7. In der bct-
Phase ist Y = 1. In der bco Phase entwickeln sich sowohl Y als auch Z sanft
und stetig. Das Inset zeigt die bct-Region im vergro¨ßertem Maßstab (0 ≤
ξ ≤ 0.05). In der Na¨he des bct-bco-U¨bergangs betra¨gt die Deformation
rund 2.2 %.
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U¨bergang unstetig. Dieser Phasenu¨bergang erfolgt bereits bei ξ = 6.4 × 10−2. Kurz nach
diesem U¨bergang liegt eine fcc*-Struktur vor, diese ist jedoch im mathematischen Sinne
aber eine bco-Struktur. Mit zunehmendem ξ wird ein großer Wertebereich von Y und Z
erreicht. Eine derartige “Fa¨higkeit” zur Deformation ist bei keinem weiteren Regime der
Wechselwirkung zu finden.
2.3.3.2. Mittleres Regime
Das Phasendiagramm des mittleren Wechselwirkungs-Regimes unterscheidet sich wesent-
lich vom weichen Regime. Berechnet wurde das Diagramm fu¨r κ = 7 und ǫ¯ = 25 (sie-
he Abb. 2.6). Wie zu erwarten, wird bei ξ = 0 die fcc-Gitterstruktur bevorzugt. In der
Bogoliubov-Variation entspricht dieser Struktur entweder ein Minimum bei (Y,Z) = (1,√2)
oder bei (Y,Z) = (1,√2). Jedes Paar (Y,Z) repra¨sentiert eine Gitterstruktur mit bct-
Symmetrie, die wiederum isomorph (unter Rotationen) zu einer fcc-Struktur ist. Tatsa¨chlich
spielen beide Minima in der folgenden Diskussion eine entscheidende Rolle.
Phasenu¨berga¨nge erster Ordnung
Fu¨r schwache bis mittlere Werte von ξ ist eine ausgepra¨gte hcp-Phase vorhanden; diese be-
grenzt die fcc*-Phase. Betrachtet man die Symmetrie der fcc-Phase und der hcp-Phase, so
liegt hier offensichtlich ein Phasenu¨bergang erster Ordnung vor. Beide Strukturen werden
geringfu¨gig deformiert, jedoch sind diese Deformationen im praktischen Sinne, also bei-
spielsweise im Kontext experimenteller Beobachtungen, vernachla¨ssigbar klein (≤ 1.8% fu¨r
fcc* und ≤ 4.3% fu¨r hcp*). Das Auftreten einer fcc*-Phase bei kleinem ξ und von aniso-
tropen bco/bct-Phasen bei gro¨ßeren Werten von ξ kann somit alleine durch Betrachtungen
der freien Energie erkla¨rt werden. Etwas vereinfachend wiedergegeben ist die fcc*-Phase
mit dem einen Minimum unseres vergro¨bernden Modells aus Abschnitt 2.3 (siehe auch
Abb. 2.3) zu identifizieren, und bco/bct ist daher als das andere Minimum betrachten.
Zwischen beiden Minima findet ein U¨bergang (in Abha¨ngigkeit von ξ) statt. Jedoch ent-
spricht keine der beiden Strukturen am U¨bergang zwischen den Minima dem tatsa¨chlichen
Minimum der freien Energie des Systems, welches dort eine hcp-Struktur einnimmt. Die
hcp*-Struktur spricht jedoch deutlich schlechter auf die zunehmende Anisotropie (gege-
ben durch zunehmende Werte von ξ) der Wechselwirkung an, sodass fu¨r nochmals gro¨ßere
Werte von ξ tatsa¨chlich wieder bco/bct-Phasen zum Vorschein kommen. Der U¨bergang
zwischen fcc und bco/bct ist durch die hcp*-Phase regelrecht maskiert worden. Dies be-
41
2. Feste Phasen
Abbildung 2.6.: Phasendiagramm in der (ρ¯, ξ)-Darstellung fu¨r das mittlere Regime (bei
κ = 7, ǫ¯ = 25, τ = 2.74). Die anisotrope Reichweite ist Dieses Regime ist
durch eine Sequenz von Phasen gekennzeichnet, einschließlich einer fcc*-
Phase, einer ausgepra¨gten hcp*-Phase sowie bco- und bct-Phasen. Zwi-
schen den beiden zuletzt genannten wird ein Phasenu¨bergang zweiter Ord-
nung erwartet. Mindestens zwei Fest-Fest-Flu¨ssig-Tripelpunkte sind fest-
zustellen, na¨mlich bei (ρ¯, ξ) ≈ (0.43, 1.6) und (ρ¯, ξ) ≈ (0.55, 1.0). Das
Inset zeigt die Abha¨ngigkeit des Ordnungsparameters (Y − 1) von ξ in der
Na¨he des bco-bct-U¨bergangs.
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deutet, in anderen Worten ausgedru¨ckt, dass der U¨bergang zwischen fcc und bco/bct durch
die hcp-Phase vermittelt wird.
Fu¨r geringere Dichten liegt wiederum eine flu¨ssige Phase vor. Daher sind zumindest zwei
Fest-Fest-Flu¨ssig-Tripelpunkte zu finden. Ein fcc-hcp-Flu¨ssig-Tripelpunkt ergibt sich zwar
rechnerisch, ist im experimentellen Sinne ist dieser kaum nachweisbar (Abb. 2.6).
Kritische Phasenu¨berga¨nge
Die bisher betrachteten Phasenu¨berga¨nge des mittleren Regimes ko¨nnen bereits durch Be-
trachtung der Symmetrie als U¨berga¨nge erster Ordnung identifiziert werden. Der U¨bergang
zwischen bco und bct erlaubt hingegen auch einen Phasenu¨bergang zweiter Ordnung. Da
der Parameter Y in der bct-Phase stets gleich eins ist und obendrein Y > 1 in der bco-
Phase gilt, bietet es sich an den Ausdruck Y − 1 als Ordnungsparameter einzufu¨hren.
Ein typischer Verlauf dieses Ordnungsparmeters ist im Inset von Abb. 2.6 dargestellt. Das
Verha¨ltnis τ = 1− ξ/ξcr spielt dabei die Rolle einer reduzierten “Temperatur”. Hierbei ist
die kritische “Temperatur” ξcr bereits durch die bco-bct-Phasengrenze festgelegt.
Da der hier verwendete Ansatz einer einfachen “Mean-Field”-Theorie entspricht, erwar-
tet man fu¨r die Ordnungsparameter, die sich fu¨r τ > 0 aus der spezifischen Wa¨rme und
den Skalengesetzen
C(τ) = −ξ ∂
2f˜
∂ξ2
∣∣∣∣∣
ξ→ξcr
∝ ταcr , Y − 1 ∝ τβcr . (2.24)
ergeben die Werte αcr = 0 sowie βcr =
1
2 . Die numerische Auswertung dieser Werte lie-
fert gerade die Vorhersagen der “Mean-Field”-Theorie; die Werte wurden fu¨r verschiedene
Punkte der bco-bct-Linie bestimmt und besta¨tigt. Dennoch sollte man hierzu anmerken,
dass eine derartige Untersuchung weder besta¨tigen kann, dass tatsa¨chlich ein kritischer
Phasenu¨bergang vorliegt, noch ist es mo¨glich, die Universalita¨tsklasse des U¨bergangs vor-
herzusagen. Dennoch ist der bco-bct-U¨bergang ein aussichtsreicher Kandidat fu¨r eine ex-
perimentell beobachtbare Lambda-Linie.
2.3.3.3. Hartes Regime
Das Phasendiagramm des harten Regimes wurde fu¨r κ = 15 und κ = 35 bestimmt (wie
zuvor wurde ǫ¯ = 25 gewa¨hlt, siehe Abb. 2.7). Das harte Regime la¨sst sich am einfachs-
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ten im direkten Vergleich zum mittleren Regime charakterisieren. Denn im Vergleich zum
mittleren Regime verschwindet die fcc*-Phase beinahe und kann nur noch fu¨r kleine Werte
des anisotropen Parameters ξ vorgefunden werden (beispielsweise fu¨r ξ . 4 × 10−3 bei
κ = 35).
In der gleichen Weise ist eine deutlich geschrumpfte bco-Phase charakteristisch fu¨r das
Regime harter Wechselwirkungen. Insbesondere ist die bco-Phase, oder genauer, ihr Vor-
kommen im Phasendiagramm, abha¨ngig von der Ha¨rte des spha¨risch-symmetrischen Kerns.
Ist dieser ha¨rter, so schrumpft die bco-Phase deutlich. Die Topologie des Diagramms bleibt
dabei zuna¨chst unvera¨ndert. Fu¨r extrem hohe Werte von κ (beispielsweise κ = 35) – hier
wird also ein Hardcore-Potenzial mithilfe des Yukawa-Potenzials approximiert – schrumpft
die bco-Phase schließlich zu einer Linse zusammen. Der bct-bco-U¨bergang wird dabei teil-
weise durch die hcp*-Phase u¨berlagert. Dies fu¨hrt wiederum zu einem neuen Tripelpunkt,
der ausschließlich von den festen Phasen hcp, bco und bct gebildet wird (fu¨r κ = 35
(Abb. 2.7 b) liegt dieser bei (ρ¯, ξ) = (1.06, 9.82)).
Es ist anzunehmen, dass fu¨r nochmals ha¨rtere Potenziale (oder auch echte Hardcore-
Potenziale) diese “bco-Linse” ga¨nzlich eliminiert wird. Diese Region von κ-Werten ist fu¨r
Berechnungen basierend auf Bogoliubov-Methode jedoch nicht zuga¨nglich, denn es treten
numerische Schwierigkeiten auf.
2.3.3.4. Direkte Bestimmung der Einstein-Frequenzen
Die Bestimmung der Phasendiagramme basierte auf der Annahme, die Einstein-Frequen-
zen seien weitgehend isotrop, auch wenn die Wechselwirkung selbst anisotrop ist - unter
dieser Voraussetzung wurde hierzu die Bogoliubov-Variation fu¨r anisotrope Systeme ent-
wickelt. Nun sind die Gitterstrukturen, welche aus diesem Ansatz resultieren, bekannt und
es ist daher mo¨glich, a-posteriori diese Vermutung zu u¨berpru¨fen. Denn bei vorgegebe-
ner Gitterstruktur ist es durchaus praktikabel die Einstein-Frequenzen direkt mit Hilfe von
Gittersummen zu berechnen [70, 67].
Die potenzielle Energie W (t) eines (Probe-)Teilchens als Funktion der Auslenkung t
(vom Gitterplatz) ist
W (t) = ǫ
∑
i 6=0
φ(|xi − t|), (2.25)
|xi − t|2 = x2i + t2 − 2xi t cosχi .
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Abbildung 2.7.: Phasendiagramm des Regimes harter Wechselwirkungen, berechnet fu¨r
κ = 15 (a) und κ = 35 (b) (weitere Parameter τ = 2.74, ǫ¯ = 25).
Die fcc*-Phase (dargestellt durch die violetten Punkte auf der linken Sei-
te) verschwindet im Vergleich zum mittleren Regime beinahe vollsta¨ndig.
Zudem wird die bco-Phase zunehmend durch die hcp* und bct-Phasen ein-
geengt, so dass diese in (b) zu einer kleinen Linse schrumpft - ein neuer
Tripelpunkt ist hier bei (ρ¯, ξ) = (1.06, 9.82) zu finden.
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Die Summe erstreckt sich dabei u¨ber alle Gitterpla¨tze mit Ausnahme der Position des Test-
teilchens selbst; cosχi = cos θ cos θi + sin θ sin θi cos(ϕ − ϕi) ist der Winkel, welcher von
der Auslenkung t = {t, θ, ϕ} und dem Ortsvektor der Gitterposition xi = {xi , θi , ϕi} einge-
schlossen wird (Angabe in Polarkoordinaten). So ist die Einstein-Frequenz fu¨r eine beliebige
Richtung durch zweite Ableitung der Gittersumme u¨ber die potenziellen Energien festge-
legt, mΩ2 = d
2W
dt2
∣∣∣
t→0
. In Analogie zur Zerlegung des bina¨ren Potenzials ist es mo¨glich,
isotrope und anisotrope Beitra¨ge zur Einstein-Frequenz zu trennen, mΩ2 = ǫ(ω2I + ξω
2
A);
die jeweiligen Beitra¨ge sind
ω2I (θ, ϕ) = 2
∑
i 6=0
eκ(1−xi )
x3i
[
1
2
x2i κ
2 cos2 χi + (1 + xiκ)P2(cosχi)
]
,
ω2A(θ, ϕ) =
2
R2
∑
i 6=0
e−x
2
i /R
2
(
2
x2i
R2
cos2 χi − 1
)
P2(cosχi). (2.26)
Die winkelabha¨ngige Dispersion von Ω2 ist definiert als
SΩ2 =
√
〈Ω4〉θ,ϕ
〈Ω2〉2θ,ϕ
− 1, (2.27)
wobei 〈. . .〉θ,ϕ eine Mittelung dieses Ausdrucks u¨ber die Winkel anzeigt. Fu¨r einige exempla-
rische Dichten wird diese Gro¨ße in Abb. 2.8 gezeigt, die relative Abweichung betra¨gt dabei
ho¨chstens ≈ 4%. Bedenkt man nun, dass die freie Energie in der Umgebung des globalen
Minimums nur wenig durch A¨nderungen in α ∝ Ω2 beeinflusst wird (eine A¨nderung von
4% in α vera¨ndert f˜ in der Regel um weniger als 1%), so kann man die Annahme isotoper
Einstein-Frequenzen im Variationsansatz als gerechtfertigt ansehen.
2.3.3.5. Vergleiche mit MC-Simulationen
Monte-Carlo-Simulationen sind eine bewa¨hrte Methode, die ha¨ufig zur Bestimmung des
Phasendiagramms eines Systems herangezogen wird. Phasendiagramme von elektrorheolo-
gischen Systemen wurden so beispielsweise von Hynninen und Dijkstra [48, 49] bestimmt.
Ihre Simulationen (MC-Simulation mit Ewald-Summation u¨ber 256 Teilchen, periodische
Randbedingungen, NVT-Ensemble) umfassten die Regime der mittleren und harten Wech-
selwirkungen. Der isotrope Anteil wurde dabei durch ein repulsives Hardcore-Yukawa Po-
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Abbildung 2.8.: Winkelabha¨ngige Dispersion SΩ2 wie in Gl. (2.27) definiert. Diese wurden
fu¨r drei verschiedene Dichten (mittleres Regime, die “Ha¨rte” des isotropen
Kerns betra¨gt κ = 7, ǫ¯ = 25, τ = 2.74) berechnet.
tenzial, also
φI(x) =


1
x e
−κ(x−1), x ≥ 1;
∞, x < 1,
vorgegeben, die Parameter lauteten κ = 10 und ǫ¯ = 12.5. Fu¨r dieses Potenzial, welches
charakteristisch fu¨r Kolloid-Systeme (DLVO) ist, erwartet man ein hybrides Verhalten: Fu¨r
niedrige und mittlere Dichten sollte das Phasendiagramm dem mittleren Regime entspre-
chen. Hingegen ist der Hardcore-Anteil des Potenzials bei ho¨heren Dichten nicht mehr
zu vernachla¨ssigen, sodass dieser Teil des Phasendiagramms dem Regime harter Wechsel-
wirkungen gleichen sollte. Genau dieses Verhalten wurde in den Simulationen beobachtet
(siehe [49], Abb. 3); oberhalb von ρ¯ = 0.9 wird das fu¨r ein System aus Hardcore-Teilchen
typische Verhalten dominant und ruft markante Pha¨nomene wie die “bco-Linse” und eine
ausgepra¨gte hcp-Phase hervor.
Fu¨r mittlere Dichten stimmen die Ergebnisse der Simulation und des Variationsansatzes
u¨berein, und dies sowohl in der Topologie des Diagramms als auch in der qualitativen
Form. Quantitative Unterschiede lassen sich durch die GCM-Approximation und geringe
Unterschiede in der Wahl der Parameter erkla¨ren.
Die Simulationen wurden auch fu¨r harte dipolare ER-Systeme von Hynninen und Dijkstra
durchgefu¨hrt. Diese entsprechen dem Grenzfall κ→∞. Auch diese Ergebnisse stimmen in
47
2. Feste Phasen
Topologie und Form u¨berein, mit denen des Variationsansatzes fu¨r sehr harte Kerne (z. B.
κ = 35) u¨berein, sofern man die winzige bco-Linse vernachla¨ssigt.
2.3.4. Systeme mit negativ-dipolartiger Wechselwirkung
Die bisherigen Diskussionen bescha¨ftigten sich mit Systemen, deren Eigenschaften auf der
gewo¨hnlichen dipolaren Wechselwirkung beruhen. Dieser Abschnitt bescha¨ftigt sich hin-
gegen mit Systemen, deren bina¨re Wechselwirkung durch einen negativ-dipolaren Anteil
gegeben ist – somit tauschen hier repulsive und attraktive Richtungen gerade die Pla¨tze.
Dies ist letztlich eine Erweiterung der bisherigen Phasendiagramme um negative Werte
von ξ. An dieser Stelle ist es zweckma¨ßig nochmals auf die Mo¨glichkeit hinzuweisen, dass
die Mo¨glichkeit besteht, derartige Potenziale in elektrorheologischen Plasmen zu erzeugen
(dies wird durch Kompaneets et al. [73] beschrieben).
Die Bestimmung der Fest-Fest-Phasenu¨berga¨nge mittels Bogoliubov-Variation kann un-
vera¨ndert auf den Fall positive dipolare Wechselwirkungen u¨bertragen werden. Ebenso
wird die Fest-Flu¨ssig-Grenze anhand einer spha¨risch-symmetrischen Variante der Ornstein-
Zernike-Gleichung bestimmt (siehe 2.3.2).
Im Unterschied zu gewo¨hnlichen dipolaren Wechselwirkungen sind hier nur zwei, aber
zweifelsohne klar zu unterscheidende Regime zu finden. In Analogie zu den bisherigen Rech-
nungen liegt es nahe, auch diese als weiches und mittleres Regime zu bezeichnen.
2.3.4.1. Weiches Regime
Das weiche Regime wird in Abb. 2.9(a) (κ = 1, ǫ¯ = 25) dargestellt. Bereits die Topologie
dieses Diagramms zeigt, dass es sich tatsa¨chlich um eine natu¨rliche Erweiterung des Phasen-
diagramms gewo¨hnlicher ER/MR-Systeme (zum Vergleich siehe Abb. 2.4) hin zu negativen
Werten von ξ handelt: Die bcc-bct-Phase wird wie erwartet fortgesetzt, die Ausdehnung der
Phase ist beinahe symmetrisch zu ξ = 0. Fu¨r gro¨ßere Werte des anisotropen Parameters
ist eine hcp*-Phase zu finden, der U¨bergang zwischen beiden Phasen ist erster Ordnung.
Die festen Phasen werden wiederum durch eine flu¨ssige Phase nach unten (hin zu niedri-
geren Dichten) begrenzt, ein hcp*-bct-flu¨ssig-Tripelpunkt ist bei (ξ, ρ¯) ≈ (−0.06, 0.63) zu
finden.
Die hcp*-Gitterstruktur (siehe auch Abb. 2.2) ist eine Schichtung von ebenen hexago-
nalen Gittern gema¨ß dem ABAB. . . -Muster, das heißt, die zweidimensionalen hexagonalen
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Abbildung 2.9.: Phasendiagramme des Regimes weicher Wechselwirkungen (κ = 1) und
mittlerer Wechselwirkungen (κ = 7, τ = 2.74, ǫ¯ = 25) von positive
dipolaren ER/MR- Systemen. Die Diagramme sind eine Erweiterung der
gewo¨hnlichen ER/MR-Phasendiagramme hin zu negativen Werten von ξ.
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Abbildung 2.10.: Deformationszahlen A(ξ) der hcp*-Strukturen berechnet fu¨r κ = 1, ǫ¯ =
25,τ = 2.74, (obere Grafik) und κ = 7 (unten). Fu¨r kleine Werte von ξ
sind einige dieser Strukturen nicht zuga¨nglich, da sich diese jenseits des
fcc-hcp-U¨bergangs befinden.
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Gitter treten zueinander versetzt im festen Abstand ald und alternierenden Muster auf. Die
Schichten der hcp*-Struktur sind hochgradig sensitiv auf den externen Parameter ξ. Jedoch
sind – im Gegensatz zur gewo¨hnlichen hcp-Struktur – verschiedene Absta¨nde ald zwischen
den Gitterebenen mo¨glich, die Gro¨ße der hexagonalen Basis ahex ist bei gegebener Dichte
ρ¯ entsprechend anzupassen.
Die Bogoliubov-Variation bestimmt nicht nur die vorliegenden Phasen, sondern gibt auch
die Deformation der Phase an. Anstatt die zwei abha¨ngigen Parameter ald bzw. ahex zu
verwenden, ist es einga¨ngiger, die Kennzahl
A(ξ) =
ald(ξ)
ahex(ξ)
ahex(0)
ald(0)
− 1 =
√
2
3
ald(ξ)
ahex(ξ)
− 1 (2.28)
einzufu¨hren. Diese Kennzahl gibt das Verha¨ltnis des Abstands der Gitterebenen zur Basis
der hexagonalen Basis an. Daher kann diese Kennzahl auch zwischen verschiedenen Dichten
verglichen werden. Die Werte von A fu¨r verschiedene Dichten sind in Abb. 2.10 dargestellt.
Wie erwartet sind Strukturen geringer Dichte deutlich leichter zu deformieren, fu¨r ho¨here
Werte von ξ sind die hexagonalen Gitterebenen deutlich voneinander getrennt.
2.3.4.2. Mittleres Regime
Die Diskussion des mittleren Regimes erfolgt analog zum weichen Regime. Auch dieses
Phasendiagramm (Abb. 2.9) ist eine natu¨rliche Fortsetzung hin zu negativen Werten von
ξ, die fcc*-Phase wird um ξ = 0 fortgesetzt. Neben der fcc*-Struktur existiert nur noch
eine weitere feste Phase, na¨mlich hcp*, die fu¨r ho¨here Werte von ξ vorzufinden ist. Diese
wird wiederum durch eine flu¨ssige Phase begrenzt.
Die Berechnung der Kennzahl A(ξ) wird in gleicher Weise zum weichen Regime durch-
gefu¨hrt (Abb. 2.10, untere Darstellung). Im Wesentlichen ist hier eine zum weichen Regime
sehr a¨hnliche Abha¨ngigkeit der Kennzahl A von ξ und ρ¯ erkennbar, gleichwohl ist die Defor-
mierbarkeit insgesamt weniger ausgepra¨gt. Die Sensitivita¨t gegenu¨ber A¨nderungen in der
Dichte ρ¯ ist hingegen im mittleren Regime deutlicher zu sehen.
2.3.5. Ausblick auf mo¨gliche technologische Anwendungen
Zum Abschluss dieses Abschnitts seien einige Spekulationen u¨ber mo¨gliche technische An-
wendungen erlaubt. Von den fu¨nf exemplarisch vorgestellten Regimen der Wechselwirkung
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haben drei Regime eine Phase mit bemerkenswert deformierbaren Kristallstrukturen: Im
Falle gewo¨hnlicher dipolarer Wechselwirkungen ist dies die bco-Phase des weichen Wechsel-
wirkungsregimes; im Fall negativ-dipolarer Systeme verfu¨gen beide Regime gleichermaßen
u¨ber eine deformierbare hcp*-Phase. Im ersten Fall kann also durch ein externes Feld eine
bestimme bco-Struktur vorgegeben werden. Die Idee derartige Strukturen auch fu¨r pho-
tonische Kristalle zu nutzen, ist dabei keineswegs neu [138], jedoch wurden hierfu¨r bisher
empirisch-heuristische Zuga¨nge benutzt. Ganz anders im zweiten Fall, denn so wird durch
das externe Feld der Abstand zwischen parallelen und quasi-zweidimensionalen hexagonalen
Gittern vorgegeben. Derartige Strukturen sollten zum einen interessante optische Eigen-
schaften aufweisen, zum Beispiel richtungsabha¨ngige Reflexionen. Zudem ist die Erzeugung
von quasi-zweidimensionalen Strukturen auch in zahlreichen Experimenten gefragt, nicht
zuletzt in Kolloiden aus Quantum-Dots [99] oder zur Untersuchung von Plasmon-Surface-
Kolloiden [86].
2.3.6. Adaption fu¨r elektrorheologische Plasmen
Die Ergebnisse in diesen Abschnitt wurden in einem Einheitensystem angegeben, welches
stark abstrahierend ist und sich daher gleichermaßen fu¨r Kolloidsuspensionen und elek-
trorheologische Plasmen eignet. Anstelle der Parameter ǫ¯ und κ werden fu¨r komplexe
Plasmen u¨blicherweise Parameter verwendet, die die Kopplung der Teilchen Γpl und die
Abschirmungsparameter κpl in Bezug zum Wigner-Seitz-Radius ∆ = (3/4πρ)
1/3 setzen.
Diese Parameter sind ihrerseits durch typische physikalische Gro¨ßen des komplexen Plas-
mas, na¨mlich der mittleren Ladung der Staubteilen Q, und der Debye-Abschirmla¨nge λD
festgelegt, im Einzelnen Γpl = Q
2/T∆ bzw. κpl = ∆/λD. Die Abbildung
κpl =
(
3
4πρ¯
)1/3
κ,
Γpl = ǫ¯
(
3
4πρ¯
)−1/3
eκ
definiert den U¨bergang zwischen beiden Einheitensystemen.
In Experimenten mit komplexen Plasmen werden typischerweise Bedingungen vorgefun-
den, die Wechselwirkungen zwischen 1 . κpl . 6 zulassen. Diese stimmen mit den Wer-
ten des Regimes weicher und mittlerer Wechselwirkungen u¨berein. Insofern ist der Schluss
zula¨ssig, dass zumindest die beiden charakteristischen Phasendiagramme dieser Regime in
52
2.3. Ergebnisse
Experimenten beobachtbar sind.
Das Phasendiagramm von Plasma-Kristallen mit isotroper Debye-Hu¨ckel-Wechselwir-
kung wurde mehrfach mithilfe der Molekulardynamik und Monte Carlo-Simulationen unter-
sucht [116, 26, 40, 114]. Jedes dieser Diagramme entha¨lt einen Schmelzpunkt fu¨r ξ = 0.
Somit sind diese Schmelzpunkte ein Anhaltspunkt die Genauigkeit der hier durchgefu¨hrten
Rechnungen zu u¨berpru¨fen. Im festen Zustand ist fu¨r isotrope repulsive Yukawa-Systeme
nur ein Phasenu¨bergang bekannt, na¨mlich der U¨bergang von bcc- zu fcc-Gitterstrukturen.
Die Abweichung zwischen diesen Simulationen und den hier durchgefu¨hrten Berechnun-
gen betra¨gt bezu¨glich des zuletzt genannten bcc-fcc-U¨bergangs weniger als . 6%. Die
Genauigkeit der Schmelzlinie ist von Regime zu Regime verschieden: Fu¨r das Regime der
weichen Wechselwirkung (vgl. Abb. 2.4, dies entspricht Γpl = 93 und κpl = 0.7) stimmen
die Vorhersagen auf rund ≈ 1% u¨berein. Indessen sind Abweichungen von bis zu ≈ 13%
fu¨r das mittlere Wechselwirkungs-Regime festzustellen (vgl. Abb. 2.6, Γpl = 3.7× 104 und
κpl = 5.14). Die Schmelzkurve des harten Regimes kann noch nicht direkt mit Simulationen
verglichen werden, da jenseits von κpl keine Simulations-Ergebnisse vorliegen. Nichtsdesto-
weniger ist ein Vergleich mit der analytischen Extrapolation [29] mo¨glich und ergibt eine
Abweichung von rund ≈ 10%.
Hieraus kann man schließen, dass die Genauigkeit von direkten Computer-Simulationen
durch den hier verwendeten Variationsansatz nicht erreicht werden kann. Die erreichte
quantitative Qualita¨t stellt (insbesondere fu¨r Fest-Fest-Phasenu¨berga¨nge) dennoch eine
ausreichende Basis fu¨r die Einordnung experimenteller Ergebnisse dar.
Fu¨r das Regime schwacher Wechselwirkungen (Abb. 2.4, κpl = 0.7) wird ein bcc-
Grundzustand erwartet, der stetig in eine bct-Struktur fu¨r schwache ξ deformiert wird.
Hierbei sollte man anmerken, dass diese bct-Struktur experimentell kaum von bcc-Struktu-
ren zu unterscheiden ist (der Ordnungsparameter Z liegt hierbei im Bereich einiger weniger
Prozent). Im mittleren Regime verursachen bereits kleine Werte von ξ den U¨bergang vom
fcc(*)-Grundzustand in eine ausgepra¨gte hcp-Phase, eine solche Phase wird auch in Expe-
rimenten mit komplexen Plasmen beobachtet [158].
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Bereits der Begriff der “Elektrorheologie” weist auf die Bedeutung der flu¨ssigen Phasen fu¨r
elektro- und magnetorheologische Systeme hin. In der Einfu¨hrung wurden bereits einige der
Eigenschaften der flu¨ssigen Phasen solcher Systeme erwa¨hnt. In einem vereinfachten Sinne
kann von der Existenz zweier verschiedenartiger flu¨ssiger Phasen gesprochen werden. Die
erste Phase gleicht im Verhalten den einfachen Flu¨ssigkeiten. Indessen ist fu¨r hinreichend
Starke externe Felder eine zweite Phase zu beobachten, die einige Eigenschaften einer
Flu¨ssigkeit zeigt, jedoch durch eine langreichweitige anisotrope Ordnung der Teilchen in
der Ausrichtung zueinander gekennzeichnet ist.
3.1. Zwei-Teilchen-Korrelationsfunktionen
Korrelationsfunktionen sind nicht nur ein Bindeglied zwischen Experiment, Simulation und
Theorie; vielmehr sind Korrelationsfunktionen selbst ein entscheidender Baustein in der
Entwicklung von theoretischen Modellen. Natu¨rlich bildet auch hier die Ensemble-Theorie
einen Auftakt zur Entwicklung der weiteren Begriﬄichkeiten und Zusammenha¨nge. Fu¨r
zahlreiche Gase und Flu¨ssigkeiten la¨sst sich die Wechselwirkung in Form eines Hamiltonians1
H(p, q) =
N∑
i=1
p2i
2m
+ VN(1, . . . , N) (3.1)
VN(1, . . . , N) =
1
2
N∑
i ,j=1
V (i , j) =
∑
i<j
V (i , j)
beschreiben. Hierbei verwendet man die Annahme, die Wechselwirkung ko¨nne alleine durch
bina¨re Potenziale beschrieben werden. Dessen ungeachtet existieren gleichwohl auch Syste-
me, in denen beispielsweise auch Dreiko¨rper-Potenziale eine Rolle spielen – eine mathema-
tische Beschreibung solcher Systeme ist jedoch a¨ußerst mu¨hsam und fu¨r die nachfolgenden
1In der hier verwendeten Notation wird der Ortsvektor ri des i-ten Teilchens durch dessen Index angegeben
(siehe Anhang).
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Rechnungen nicht notwendig. Werden die Impulsvariablen in der Spur u¨ber das kanonische
Ensemble fu¨r den Hamiltonian aus Gl. (3.1) ausintegriert [38, 127]
Z =
1
N!h3N
∫
dpdqe−βH
=
1
N!Λ3N
∫
dqe−βVN ≡ 1
N!Λ3N
Q,
so vereinfacht sich hierdurch auch das Ensemble-Mittel einer statistischen Observablen O,
〈O〉 = 1
Z
tr(O)
=
1
Q
∫
dqe−βVN(q). (3.2)
Einfache und nichtsdestoweniger nu¨tzliche Observablen sind die N-Teilchen-Korrelationen
[41]. Hierzu geho¨rt die Observable der Zwei-Teilchen-Korrelation
G2(r1, r2, r
′, r′′) ≡ V2δ(r1 − r′)δ(r2 − r′′), (3.3)
sowie das zugeho¨rige Ensemble-Mittel
g2(r
′, r′′) = V2 〈δ(r1 − r′)δ(r2 − r′′)〉 = V2
Q
∫
dr(3, . . . , N)e−βVN(r
′,r′′,3,...,N). (3.4)
Diese Funktion bildet diejenige Wahrscheinlichkeitsdichte ab, ein Teilchen bei r′ und gleich-
zeitig ein zweites Teilchen bei r′′ vorzufinden. In dem u¨blicherweise verwendeten Konven-
tionssystem wird die Korrelationsfunktion in Bezug zum Integrationsvolumen V normiert.
Verschwindet die Wechselwirkung zwischen den Teilchen (V ≡ 0, d. h. die Teilchen sind
vollsta¨ndig unkorreliert), so gilt in dieser Konvention gerade g2(r
′, r′′) = 1. Ist das System
außerdem homogen, und ist daher g2 eine Funktion des Abstands der Teilchen 1 und 2, so
spricht man oft nur von der Paarkorrelation g(r).
Die ho¨heren Korrelationsfunktionen erha¨lt man durch analoge Definitionen, die n-Teil-
chen-Korrelation ist daher durch
gn(r
(1), . . . , r(n)) = Vn
〈
n∏
i=1
δ(r(i) − ri)
〉
(3.5)
gegeben. Zwischen den verschiedenen n-Teilchen Korrelationsfunktionen besteht eine hier-
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archische Beziehung, na¨mlich die BBGKY-Hierarchie (Bogoliubov-Born-Green-Kirkwood-
Yvon) [66, 41]. Im Speziellen kann die Beziehung zwischen der Drei- und der Zwei-Teilchen-
Korrelation dabei geradewegs aus den Definitionen der beiden Funktionen hergeleitet wer-
den: Differenziert man die Zwei-Teilchen-Korrelation (aus Gl. (3.4)) nach der Position des
ersten Teilchens, so erha¨lt man
∂1g2(1, 2) = −βV
2
Q
∫
dr(3, . . . , N)(∂1VN)e
−βVN (3.6)
= −βV
2
Q
[∂1V (1, 2)]
∫
dr(3, . . . , N)e−βVN
−βV
2
Q
N∑
j=3
∫
dr(3, . . . , N)∂1V (1, j)e
−βVN
= −βg2(1, 2)(∂1V (1, 2))− βN − 2V
∫
d(3)g3(1, 2, 3)∂1V (1, 3), (3.7)
wobei die Ableitung ∂1VN = ∂1V (1, 2) +
∑N
j=3 ∂1V (1, j) im ersten Zwischenschritt ein-
gesetzt wurde. Es ist offensichtlich mo¨glich diese Gleichung auch als Kra¨fte-Gleichung zu
interpretiert: Im Limes N →∞ und nach Division durch βg2(1, 2) erha¨lt man
1
β
∂1 ln g2(1, 2) = −∂1V (1, 2)− ρ
∫
d(3)
g3(1, 2, 3)
g2(1, 2)
∂1V (1, 3). (3.8)
Offenkundigerweise sind die Ausdru¨cke, welche auf der rechten Seite der Gleichung stehen
der Gradient beziehungsweise der gemittelte Gradient des bina¨ren Potenzials. Entspre-
chend ist die linke Seite dieser Gleichung auch als Kraft zu interpretieren, na¨mlich ebenfalls
gema¨ß der Definitionsgleichung F¯1 = −∂1V¯ . Der so definierte Ausdruck V¯ = 1β ln g2(1, 2)
hat demnach in dieser Gleichung die Funktion eines effektiven Potenzials. Insofern ist die
effektive Kraft, die zwischen zwei beliebigen Teilchen eines Vielteilchensystems wirkt aus
zwei Komponenten aufgebaut. Dies ist zum einen die aus der direkte Kraft zwischen den
Teilchen und zusa¨tzlich ein indirekter Anteil, welcher durch die Wechselwirkung mit einem
beliebigen dritten Teilchen vermittelt wird. Dieses Konzept – also die Unterteilung zwi-
schen direkter und vermittelter Beeinflussung – wird im anschließenden Abschnitt auch die
Ornstein-Zernike-Gleichung motivieren.
Eine thermodynamische Gro¨ße, beispielsweise die innere Energie U, die freie Energie oder
der Druck eines Systems kann direkt aus den Korrelationsfunktionen berechnet werden.
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Hierbei ist man u¨blicherweise an den sogenannten Exzess-Anteilen dieser Gro¨ßen interes-
siert; also dem Anteil, welcher die Abweichung vom idealen System ohne Wechselwirkung
widerspiegelt. Beispielsweise erha¨lt man fu¨r die innere Energie U = Uideal + Uex [104, 38]:
Uex = tr(
∑
i<j
V (i , j))
=
1
Q
∑
i<j
∫
d(1, . . . , N)V (i , j)e−βVN
=
1
Q
N(N − 1)
2
∫
d(1, 2) d(3, . . . , N)e−βVN︸ ︷︷ ︸
Qg2(1,2)
V (1, 2)
=
N(N − 1)
2
∫
d(1, 2)V (1, 2)g2(1, 2). (3.9)
Hierbei wurde benutzt, dass sich die Summe
∑
i<j V (i , j) u¨ber
N(N−1)
2 gleichartige Paarpo-
tenziale erstreckt. Das entsprechende Analogon fu¨r die freie Exzess-Energie wurde bereits
zur Berechnung der Fest-Flu¨ssig-Phasenu¨berga¨nge verwendet. Ausgehend von der Virial-
formel
p = − ∂F
∂V
∣∣∣∣
T,N
=
1
β
∂ lnQ
∂V
∣∣∣∣
T,N
(3.10)
und unter Benutzung der in isotropen Systemen mit spha¨risch-symmetrischen Potenzialen
V (i , j) geltenden Identita¨t [104, 41]
∂VN
∂V =
1
3V
∑
i<j
∂V (ri j)
∂ri j
ri j (3.11)
erha¨lt man hier:
∂ lnQ
∂V =
V
N
− β
3VQ
∫
d(1, . . . , N)
∑
i<j
∂V (ri j)
∂ri j
ri je
−βVN (3.12)
Auch hier erstreckt sich die Summe u¨ber N(N−1)2 gleichartige Terme; daher erha¨lt man fu¨r
den Druck und im Limes N →∞:
p = pideal + pex
= ρ/β − 1
6V ρ
2
∫
d(1, 2)g2(1, 2)r12
∂V
∂r12
(3.13)
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Diese Gleichung wird auch als viriale Zustandsgleichung bezeichnet. Mit der gleichen Her-
angehensweise im großkanonischen Ensemble la¨sst sich eine, auf der thermischen Kompres-
sibilita¨t κT = ρ
−1(∂ρ/∂p)|T beruhenden, Zustandsgleichung
β−1
∂ρ
∂p
∣∣∣∣
T
= 1 + ρ
∫
dr [g(r)− 1] (3.14)
fu¨r isotrope Systeme abgleiten [149].
3.2. Ornstein-Zernike-Gleichung
3.2.1. Grundlagen
Die Idee, welche sich hinter der BBGKY-Hierarchie verbirgt, kann auch zur Berechnung
der Paarkorrelationsfunktion herangezogen werden: Denn gema¨ß Gl. (3.8) kann die Wech-
selwirkung zwischen zwei Teilchen in einen direkten und einen indirekten Anteil zerlegt
werden, sodass dies auch fu¨r die Korrelationsfunktion selbst gelten muss. Um unno¨tige
Komplikationen bei konkreten Berechnungen zu vermeiden, sollte der Grenzwert des to-
talen Anteils der Korrelation im Unendlichen verschwinden; d. h., statt g(1, 2) wird die
totale Korrelationsfunktion h(1, 2) = g(1, 2) − 1 eingefu¨hrt. Die aus Gl. (3.8) motivierte
Ornstein-Zernike-Integralgleichung lautet demnach [106]
h(1, 2) = c(1, 2) + ρ
∫
d(3)c(1, 3)h(3, 2), (3.15)
mit einer noch zu bestimmenden direkten Korrelationsfunktion c(1, 2). Die Bedeutung der
verschiedenen Korrelationsfunktionen kann aus der BBGKY-Gleichung abgelesen werden:
Setzt man folgende Entwicklung nach der Dichte [41, 9, 103],
g2(1, 2) = exp(−βV (1, 2))
∞∑
k=0
Akρ
k ,
g3(1, 2, 3) = exp[−β(V (1, 2) + V (1, 3) + V (2, 3))]
∞∑
k=0
Bkρ
k , (3.16)
in Gl. (3.7) ein, so erha¨lt man fu¨r jede Potenz in der Dichte ρ eine Integralgleichung zur
Bestimmung der Koeffizienten Ak und Bk . Jede der Gleichungen definiert so einen Schritt
in der mayerschen Clusterentwicklung [38]. Fu¨r ρ0 ist die Lo¨sung trivial, fu¨r ρ1 lautet die
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Gleichung
∂1A1 = −β
∫
d(3)(∂1V (1, 3)) exp[−β(V (1, 3) + V (1, 2))]. (3.17)
Diese wird durch A1 =
∫
d(3)f (1, 3)f (3, 2) gelo¨st, dabei ist f (i , j) = exp[−βV (i , j)] − 1
ist die Mayer-Funktion [103] des bina¨ren Potenzials V . Es hat sich zudem bewa¨hrt, die
Cluster-Entwicklung durch ungerichtete Graphen darzustellen. Auszuintegrierende Koordi-
naten werden durch schwarze Knoten, feste Koordinaten durch weiße Knoten und Mayer-
Funktionen durch eine Kante des Graphen notiert [38, 41]. Somit ist die totale Korrelation
nach Gl. (3.16) und mit obigem A1 durch die Graphen
h(1, 2) = + ρ

 +

+O(ρ2) (3.18)
gegeben. In dieser Entwicklung treten Graphen auf, die eine Faltungsstruktur aufweisen
– also jene Graphen, die einen irreduziblen Knoten 2 besitzen – und folglich der Faltung
in der Ornstein-Zernike-Gleichung zuzuordnen sind; alle anderen Graphen sind der direk-
ten Korrelationsfunktion zuzurechnen. Ein Abgleich der Cluster-Entwicklung nach diesem
Muster wu¨rde im Prinzip die Lo¨sung der Ornstein-Zernike ergeben. Tatsa¨chlich scheitert
ein solches Programm bereits fu¨r einfache Wechselwirkungsmodelle. Statt dessen muss ein
Schema gefunden werden, welches vernachla¨ssigbare Kanten auswa¨hlt und die Ornstein-
Zernike-Integralgleichung in eine geschlossene Form u¨berfu¨hrt.
3.2.2. Abschlussrelationen
Dieses Schema schla¨gt sich in der Abschlussrelation nieder, in der generischen Form lautet
diese
g(1, 2) = exp [−βV (1, 2) + c(1, 2)− h(1, 2) + B(1, 2)] ; (3.19)
die Funktion B(1, 2) ist durch sa¨mtliche Graphen in der Entwicklung Gl. (3.18) gegeben,
die die Struktur eines Bru¨ckengraphen enthalten. Jedoch tritt ein solcher Graph erst in
quadratischer Ordnung (O(ρ2)) auf, sodass die Na¨herung B(1, 2) ≈ 0 naheliegend ist.
Dies fu¨hrt zur HNC-Approximation [103]
g(1, 2) = exp [−βV (1, 2) + c(1, 2)− h(1, 2)] . (3.20)
2Also ein innerer und trennender Knoten, dem genau zwei Kanten zugeordnet sind.
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Aus der HNC-Abschlussrelation selbst lassen sich weitere Abschlussrelationen durch einfa-
che Na¨herungen gewinnen, dazu za¨hlt die Percus-Yevick-Approximation [108],
g(1, 2) = exp [−βV (1, 2)] (1 + h(1, 2)− c(1, 2)) fu¨r |h − c | ≪ 1, (3.21)
sowie die “Random-Phase-Approximation” (RPA), welche durch die lineare Na¨herung
g(1, 2) = 1− βV (1, 2) + h(1, 2)− c(1, 2) (3.22)
festgelegt wird. Man sollte hierbei erwa¨hnen, dass durch die Verwendung von Approximatio-
nen die thermodynamische Konsistenz gebrochen [41, 103] wird. Dies bedeutet, dass die aus
der Paarkorrelation u¨ber verschiedene Routen vorhergesagten Eigenschaften geringfu¨gige
Abweichungen aufweisen ko¨nnen. Durch spezielle und meist aufwendigere Abschlussrelatio-
nen (unter anderem Rogers-Young-Relation [81] oder selbstkonsistente Methoden [125])
kann dieses Problem umschifft werden – in den folgenden Rechnungen wird auf die ther-
modynamische Konsistenz zugunsten besserer Berechenbarkeit verzichtet.
3.2.3. Mehrkomponentige Ornstein-Zernike-Gleichungen
Fu¨r homogene Systeme vereinfacht sich die Ornstein-Zernike-Gleichung (OZ) zu einer In-
tegralgleichung in einer unabha¨ngigen Variablen, also zu
h(r) = c(r) + ρ
∫
dr′c(r′)h(r− r′). (3.23)
Wie so ha¨ufig, so kann auch hier die Faltung durch eine Fourier-Transformation in Pro-
duktform gebracht werden,
hˆ(k)− cˆ(k) = ρcˆ(k)hˆ(k). (3.24)
Bisher wurde hierzu weder angenommen, das System sei isotrop, noch wurden die wa¨hlbaren
Potenziale der bina¨ren Wechselwirkung eingeschra¨nkt.
In einer richtungweisenden Arbeit von Blum und Torruella [12], die im weiteren Verlauf
von Fries und Patey [32] erweitert wurde, wird nun eine allgemeine Methode vorgestellt, wie
die OZ-Gleichung auch fu¨r Systeme mit nicht spha¨risch-symmetrischen Potenzialen gelo¨st
werden kann. Jedoch wird weiterhin davon ausgegangen, das Gesamtsystem sei homogen
und isotrop. Diese Methode, welche auf der Zerlegung aller auftretenden Funktionen und
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Gleichungen in Wigner-Invarianten basiert, beschreibt erfolgreich das Verhalten gewo¨hnli-
cher dipolarer Flu¨ssigkeiten (beispielsweise von Stockmayer-Flu¨ssigkeiten), scheitert jedoch
versta¨ndlicherweise an der Beschreibung von anisotropen Strukturen, wie den experimentell
bereits beobachteten String-Flu¨ssigkeiten.
Daher wird hier, im Gegensatz zu Blum und Torruella, auf die Annahme eines isotropen
Systems verzichtet. Fu¨r die bina¨re Wechselwirkung der Form V (r) =
∑
l φl(r)Pl(cos θ) ist
es naheliegend auch sa¨mtliche Korrelationsfunktionen in Legendrepolynome zu entwickeln,
g(r) =
∑
l
gl(r)Pl(cos θ), (3.25)
c(r) =
∑
l
cl(r)Pl(cos θ), h(r) =
∑
l
hl(r)Pl(cos θ). (3.26)
Eine direkte Lo¨sung von Gl. (3.23) gestaltet sich mit den Korrelationsfunktionen aus
Gl. (3.26) denkbar schwierig; hingegen ist die Lo¨sung der fouriertransformierten Gleichung
ein gangbarer Weg, fu¨r welchen aber die Fourier-Hankel-Transformation (siehe Anhang
A.1) notwendig ist. Dabei wird eine Funktion der Form f (r) = f (r)Pl(cos θ) gema¨ß der
Gleichung ∫
dre−ikrf (r)Pl(cos θ) = 4πi l fˆ (k)Pl(cosα). (3.27)
transformiert. Hierbei ist fˆ (k) die soeben erwa¨hnte Fourier-Hankel-Transformierte von f (r)
und α derjenige Winkel, welcher von k und der z-Achse eingeschlossen wird.
Bekanntlich sind Legendrepolynome orthogonale Funktionen; hierdurch ergibt sich die
Mo¨glichkeit die OZ-Gleichung im Fourierraum als einfaches, aber unendliches, lineares Glei-
chungssystem aufzufassen. Es ist logisch die rechte Seite von Gl. (3.24) im Form einer
Reihe
hˆ(k)− cˆ(k) = (4π)2ρ
∑
n
dn(k)Pn(cosα). (3.28)
zu notieren. Die Koeffizienten dieser Reihe bestimmt man mit der gauntschen Formel
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(Hilfsvariablen x = cosα),
dn(k) =
2n + 1
2
∫ 1
−1
dxPn(x)
∑
l ,l ′
i l+l
′
hˆl(k)cˆl ′(k)Pl(x)Pl ′(x)
≡ (2n + 1)
∑
l ,l ′
(
l l ′ n
0 0 0
)2
i l+l
′
hˆl(k)cˆl ′(k). (3.29)
Die Summe auf der rechten Seite der Gleichung benutzt die wignerschen 3j-Symbole und
beinhaltet nur jene Terme, die der Auswahlregel |l − l ′| ≤ n ≤ l + l ′ genu¨gen. In dieser
Entwicklung in Legendrepolynome werden nun ausschließlich gerade Terme bis einschließ-
lich vierter Ordnung beru¨cksichtigt. Dieses Abschneiden der Summe kann am einfachsten
durch die “Random-Phase-Approximation” motiviert werden: Denn nach dieser Relation gilt
c(r) = −βV (r), womit Potenziale des Typs aus Gl. (2.1) nur Komponenten k-ter Ordnung
beeinflussen, bei welchen in der Entwicklung Vˆ (r) =
∑
l φˆk(r)Pk ein nicht verschwindender
Term φˆk existiert. Fu¨r umfassendere Abschlussrelationen gilt dies im Allgemeinen nicht
mehr, daher haben die folgenden Rechnungen approximativen Charakter. Aus den Termen
mit l = 0, 2, 4 baut sich das Gleichungssystem
hˆ0 − cˆ0 = 4πρ
[
hˆ0cˆ0 +
1
5
hˆ2cˆ2 +
1
9
hˆ4cˆ4
]
,
hˆ2 − cˆ2 = 4πρ
[
hˆ2cˆ0 + hˆ0cˆ2 − 2
7
hˆ2cˆ2 +
2
7
(hˆ4cˆ2 + hˆ2cˆ4)− 100
693
hˆ4cˆ4
]
, (3.30)
hˆ4 − cˆ4 = 4πρ
[
hˆ4cˆ0 + hˆ0cˆ4 +
18
35
hˆ2cˆ2 − 20
77
(hˆ4cˆ2 + hˆ2cˆ4) +
162
1001
hˆ4cˆ4
]
auf, wobei das Argument k aller Funktionen zwecks einer bessere Lesbarkeit fallen gelassen
wurde. Dieses Gleichungssystem kann nun als dreikomponentige Erweiterung des wohlbe-
kannten OZ-Kernels angesehen werden.
3.2.4. HNC-Abschlussrelation
Im vorangegangenen Abschnitt wurde zwar die OZ-Gleichung in eine Form gebracht, die
zur Lo¨sung von anisotropen Problemen geeignet ist. Dabei wurde die korrespondierende
Anpassung der Abschlussrelation ausgelassen. Dies wird nun nachgeholt, denn fu¨r die Be-
rechnung der Korrelationsfunktionen wird stets eine passende Abschlussrelation beno¨tigt.
Auch weiterhin kann davon ausgegangen werden, dass das Gesamtsystem homogen ist.
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Folglich kann die Abschlussrelation die allgemeine Form
g(r) = exp[−βV (r) + h(r)− c(r) + B(r)].
Die Wahl der HNC-Abschlussrelation – dies kommt B(r) ≡ 0 gleich – ist fu¨r Yukawa-
Systeme naheliegend. Fu¨r die hier verwendete anisotrope Variante der OZ-Gleichung mit
drei Komponenten gilt somit
g(r) =
∑
l=0,2,4
gl(r)Pl(cos θ) (3.31)
= exp
{∑
l
[−βφl(r) + γl(r)]Pl(cos θ)
}
,
wobei zur weiteren Vereinfachung γl = hl − cl eingefu¨hrt wurde. Eine direkte Anwendung
von Gl. (3.31) ist nicht angebracht, denn der Beitrag von ∝ γ4 im Exponenten fu¨hrt nach
der Integration u¨ber θ zu nicht weiter ausfu¨hrbaren Ausdru¨cken. Insofern ist es sinnvoll, die
Abschlussrelation bezu¨glich γ4 zu linearisieren. Mit der Einfu¨hrung von Wl(r) ≡ −βφl(r)+
γl(r) lautet dieser linearisierte Ausdruck
g = (1 + γ4P4)e
W0P0+W2P2 , (3.32)
und beru¨cksichtigt man, dass gl = δl0 + cl + γl gilt, so erha¨lt man aus Gl. (3.31)
cl(r) =
2l + 1
2
∫ 1
−1
dxPl(x)[1 + γ4(r)P4(x)]× (3.33)
exp[W0(r) +W2(r)P2(x)]− γl(r)− δl0.
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Eine analytische Berechnung dieser Integrale resultiert in
c0 =
1
144
eW0−
1
2
W2
W
5/2
2
{
30W
1/2
2 e
3
2
W2(W2 − 7)γ4 +
√
6π
[
(24 + 9γ4)W
2
2 + 30γ4W2 + 35γ4
]
erfi
√
3
2W2
}
− γ0 − 1,
c2 =
5
288
eW0−
1
2
W2
W
7/2
2
{
6W
1/2
2 e
3
2
W2
[
(24 + 14γ4)W
2
2 − 50γ4W2 + 175γ4
]
−
√
6π
[
(24 + 9γ4)W
3
2 + (24 + 39γ4)W
2
2 + 125γ4W2 + 175γ4
]
erfi
√
3
2W2
}
− γ2,
c4 =
9
10368
eW0−
1
2
W2
W
9/2
2
{
30W
1/2
2 e
3
2
W2
[
(72 + 99γ4)W
3
2 − (504 + 843γ4)W 22
+2275W2 − 8575] +
√
6π
[
(648 + 243γ4)W
4
2 + (2160 + 1620γ4)W
3
2+
(2520 + 9990γ4)W
2
2 + 315000γ4W2 + 42875γ4
]
erfi
√
3
2W2
}
− γ4. (3.34)
Offensichtlich tritt in diesen Abschlussrelationen jeweils eine hebbare Singularita¨t fu¨r W2 =
0 auf. Erfreulicherweise gilt fu¨r W2 → 0
c0(r) = e
W0 − γ0 − 1 +O(W 22 ),
c2(r) = e
W0(1 + 27γ4)W2 − γ2 +O(W 22 ),
c4(r) = e
W0(1 + 2077W2)γ4 − γ4 +O(W 22 ),
sodass diese Singularita¨ten keine physikalische Relevanz haben.
Die Linearisierung der Abschlussrelation in γ4 hat in der Tat eine gewisse A¨hnlichkeit
mit der Linearisierung, die u¨blicherweise zur Herleitung der Percus-Yevick-Abschlussrela-
tion aus der HNC fu¨r gewo¨hnliche isotrope Flu¨ssigkeiten benutzt wird. Jedoch wird hier nur
die untergeordnete vierte Komponente entwickelt. Numerisch kann gezeigt werden, dass
fu¨r die gewa¨hlten Potenziale und Parameterbereiche der nachfolgenden Rechnungen stets
max|γ4(r)| ≤ 0.2 gilt. Aus dieser Abweichung erha¨lt man fu¨r den relativen Fehler dieser
Approximation eine obere Schranke von ungefa¨hr 1.8%.
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3.2.5. Numerische Lo¨sungsmethoden
Bis zu diesem Punkt wurde das physikalische Problem nur als Gleichungssystem formuliert,
eine konkrete Lo¨sung desselben steht aber noch aus. Ein weitverbreiteter Lo¨sungsalgo-
rithmus zur Lo¨sung der “einkomponentigen” Variante der OZ-Gleichung mit vorgegebener
Abschlussrelation basiert auf den Picard-Iterationen. Die Picard-Iteration wird u¨blicher-
weise in der Form einer direkten Iteration implementiert. Dazu wird die kontinuierliche
Fouriertransformation durch eine diskrete Sinustransformation (DST) auf einer endlichen
Punktmenge ersetzt [148]. Leider beno¨tigt diese Methode eine vergleichsweise pra¨zise In-
itialisierung von γl(r); u¨berdies treten numerische Instabilita¨ten auf. Zahlreiche Vero¨ffent-
lichungen bescha¨ftigen sich mit Weiterentwicklung dieser Methode [102, 46, 62], jedoch
ist keine dieser Erweiterungen in geeigneter Weise anzuwenden, sofern ein erweitertes OZ-
Gleichungssystem in der Form von Gl. (3.30) vorliegt. Daher wird hier eine etwas aufwen-
digere Methode, die auf Gillan [35] und Lab´ık, et al. [75] zuru¨ckgeht, verwendet, die die
numerischen Instabilita¨ten unterdru¨ckt.
Einige der numerischen Klippen ko¨nnen durch eine Reskalierung der auftretenden Kor-
relationsfunktionen umschifft werden. Die reskalierten Funktionen werden hierbei durch
Großbuchstaben gekennzeichnet, zum Beispiel Γα(r) = rγα(r) oder auch Cα(r) = rcα(r).
Weitere Ausdru¨cke ko¨nnen in gleichartiger Weise gebildet werden.
Unabha¨ngig von der Ausgestaltung des jeweiligen Algorithmus, geht der numerischen
Lo¨sung stets die Diskretisierung der Korrelationsfunktionen voraus. Dazu wird der betrach-
tete endliche Ausschnitt der Definitionsmenge einer Korrelationsfunktion in gleichgroße
Zellen unterteilt. Im vorliegenden Fall haben die Zellen die Gro¨ße ∆r im Ortsraum und ∆k
im Fourierraum. Jedem dieser Abschnitte ordnet man des Weiteren ein Element eines endli-
chen Vektors {fi} zu. Wie in der Numerik u¨blich, so soll dieser endliche Vektor auch hier als
“Mesh” bezeichnet werden. Natu¨rlicherweise existieren verschiedene mo¨gliche Abbildungen
zwischen einer Funktion f (r) und der zugeho¨rigen Darstellung als Mesh fi . Im Folgenden
wird jedoch ausschließlich die Approximation am Mittelpunkt der Zelle verwendet,
fj = f (∆r(j +
1
2
)), j ∈ N.
Selbstversta¨ndlicherweise genu¨gt es nicht, nur die Korrelationsfunktionen zu diskretisie-
ren. Ebenso sind in einem zweiten Schritt auch die Fouriertransformationen (siehe hierzu
Anhang A.1) zu diskretisieren. Die diskretisierte Sinus- bzw. Cosinustransformation ist im
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verwendeten Diskretisierungsschema durch
DST [{Fi}]j =
n−1∑
i=0
Fi sin
π(i + 12)(j +
1
2)
n
≡
n−1∑
i=0
FiWi j ,
DCT [{Fi}]j =
n−1∑
i=0
Fi cos
π(i + 12)(j +
1
2)
n
≡
n−1∑
i=0
FiVi j ,
gegeben. Fu¨r die Implementierung dieser Transformationen (u¨blicherweise bezeichnet als
“DST-IV/DCT-IV”) kann auf optimierte Algorithmen zuru¨ckgegriffen werden [33, 58, 105].
Die beschriebene Prozedur ermo¨glicht folglich auch eine Diskretisierung der Hankel-
Fourier-Transformationen. Beispielsweise wird die Transformation der Komponente in null-
ter Ordnung durch den Ausdruck
Fˆ0i = ∆r
n−1∑
j=0
Wi jF0j
beschrieben. Der analoge Ausdruck fu¨r die Komponente zweiter Ordnung lautet
Fˆ2i =
3
(i + 12)
2∆2k
∆rDST
[
{ F2j
(j + 12)
2∆2r
}
]
i
− 3
(i + 12)∆k
∆rDCT
[
{ F2j
(j + 12)∆r
}
]
i
− ∆rDST
[{F2j}]i
= ∆r
n−1∑
j=0
Qi jF2j ,
wobei auch das Nyquist-Theorem, ∆r∆k =
pi
n , verwendet wurde. Gleichzeitig wurde die
Transformationsmatrix,
Qi j =
3n2Wi j
π2(i + 12)
2(j + 12)
2
− 3nVi j
π(i + 12)(j +
1
2)
−Wi j (3.35)
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eingefu¨hrt. Fu¨r die vierte Komponente gelangt man zu
Fˆ4i = ∆r
n−1∑
j=0
Ui jF4j ,
Ui j =
105n4Wi j
π4(i + 12)
4(j + 12)
4
− 105n
3Vi j
π3(i + 12)
3(j + 12)
3
− 45n
2Wi j
π2(i + 12)
2(j + 12)
2
+
10nVi j
π(i + 12)(j +
1
2)
.
In den nachfolgenden Schritten wird vorwiegend die inverse Hankel-Fourier-Transformation
verwendet. Diese erha¨lt man geradewegs aus den direkten, soeben abgeleiteten Transfor-
mationen, in dem man ∆r durch
2
pi∆k in den finalen Ausdru¨cken ersetzt.
Schließlich kann von nun an stets davon ausgegangen werden, dass sa¨mtliche Funktionen
und Gro¨ßen bereits diskretisiert und reskalisert wurden. Die bereits eingefu¨hrte Notation,
nach welcher reskalierte Ausdru¨cke durch Großbuchstaben gekennzeichnet werden, ist auch
auf diskrete Gro¨ßen zu u¨bertragen; d. h. im folgenden repra¨sentiert Γ0 = {Γ0i} den zu γ0
entsprechenden und reskalierten Mesh.
Eine grundlegende Methode zur numerischen Lo¨sung von Integralgleichungen ist, wie be-
reits zu Beginn dieses Abschnitts erwa¨hnt, die Picarditeration. Zwecks der Anschaulichkeit
wird diese Methode hier nur am Beispiel der einkomponentigen OZ-Gleichung vorgefu¨hrt.
Die geradlinige Erweiterung dieser Methode auf Gleichungen mit mehreren Komponenten
ist mo¨glich, geht jedoch mit einem Verlust der numerischen Stabilita¨t einher. Die Picar-
diteration kann in fu¨nf wesentliche Teilschritte zerlegt werden: Im ersten Teilschritt wird
Γ0 der bisher beste bekannte Wert zugewiesen. Dies kann das Ergebnis einer analytische
Na¨herungslo¨sung oder eines benachbarten thermodynamischen Zustandes, aber auch das
Ergebnis der zuletzt durchgefu¨hrten Iteration sein. Im zweiten Teilschritt wird die Ab-
schlussrelation C0 = F [Γ0] fu¨r das vorgegebene Potenzial ausgewertet; als Ergebnis erha¨lt
man die reskalierte direkte und diskretisierte Korrelationsfunktion C0. Diese wird im dritten
Schritt mithilfe einer Hankel-Fourier-Transformation in den Fourierraum u¨berfu¨hrt,
Cˆ0i = ∆r
n−1∑
j=1
Wi jC0j .
Die Auswertung des reskalierten OZ-Kernels (k − 4πρCˆ0)Γˆ0 = 4πρCˆ20 fu¨r jedes Element
68
3.2. Ornstein-Zernike-Gleichung
von Cˆ0 stellt den vierten Schritt dar, d. h., man erha¨lt Γˆ0 durch
Γˆ0i =
4πρCˆ20i
(i + 12)∆k − 4πρCˆ0i
.
Im fu¨nften und letzten Schritt wird Γˆ0 zuru¨ck in den direkten Raum transformiert.
Γnext =
2
π
∆k
n−1∑
j=1
Wi j Γˆ0j (3.36)
Damit ist Γnext das Ergebnis eines Iterationsschritts. Mit einem geeigneten Abbruchkrite-
rium wird herko¨mmlicherweise an dieser Stelle gepru¨ft, ob eine weitere Iteration durch-
zufu¨hren ist. Dieses Abbruchkriterium wird beispielsweise durch eine Fehlerschranke
∥∥Γ0 − Γnext0 ∥∥ < ǫtotal
implementiert.
3.2.5.1. Grundlagen der Methode von Gillan und Lab´ık
Diese Methode setzt am Schwachpunkt der Picarditerationen an. Der Einfachheit halber
wird das Prinzip der Methode zuna¨chst am Beispiel der einkomponentigen OZ-Gleichung
vorgestellt und erst im folgenden Abschnitt auf mehrere Komponenten erweitert. Im Ge-
gensatz zu den in [75, 35] vero¨ffentlichten Methoden werden hier bereits die Konventionen
und Bezeichnungen dieser Arbeit verwendet. Der Grundgedanke, welcher hinter dieser Me-
thode steht, la¨sst sich wie folgt beschreiben: Bei der Picard-Iteration verursachen vorran-
gig grobe und großra¨umig ausgedehnte Sto¨rungen die numerischen Instabilita¨ten. Kleine
und daher lokalisierte Sto¨rungen der Korrelationsfunktionen tragen hingegen in merklich
geringeren Umfang zu den Instabilita¨ten bei. Es ist daher angebracht, die feinen, und da-
her hochfrequenten, Sto¨rungen auch weiterhin mit der einfachen und numerisch schnellen
Picard-Iteration zu behandeln. Abgesehen davon ist es sinnvoll, die groben niederfrequenten
Sto¨rungen mit einem numerisch stabileren Verfahren zu behandeln.
Die Aufteilung eines beliebigen Meshes F = {Fi} in grobe und feine Anteile der Sto¨rungen
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ist im Fourierraum offensichtlich durch
F0i =
2∆k
π


Mcut−1∑
j=0
Fˆ0jWi j
︸ ︷︷ ︸
“grob”
+
n−1∑
j=Mcut
Fˆ0jWi j
︸ ︷︷ ︸
“fein”

 (3.37)
gegeben. Der optimale Abschneideparameter Mcut ist dabei abha¨ngig von der Wahl des
verendeten Meshes, aber auch vom Potenzial und der verwendeten Abschlussrelation sowie
den exogenen Parametern.
Wie im Fall der Picarditeration, so wird auch hier Γ = {Γ0} anhand einer bekannten
Na¨herung der Lo¨sung initialisiert. Etwas vereinfachend dargestellt spaltet der Lab´ık-Gillan
Algorithmus die Picarditeration in zwei verschachtelte Iterationen auf. Die a¨ußere Iterati-
on arbeitet auf der gesamten Korrelationsfunktion, die innere Schleife liefert verbesserte
Approximationen fu¨r die groben Anteile der Korrelationsfunktionen durch eine Newton-
Raphson-Iteration. Die Newton-Raphson-Iteration (NR) ist eine weitverbreitete Methode,
die eine sukzessive Anna¨herung an Nullstellen von nicht-linearen Funktionen liefert. In die-
sem Sinne sucht man eine Funktion R, dessen Nullstelle (also R(Γ) = 0) gerade die Lo¨sung
des OZ-Kernels liefert. Somit kann dann diese Nullstelle durch wiederholte Anwendung der
NR-Iteration numerisch bestimmt werden. Ein solcher Schritt ist allgemein durch
J(Γ)∆Γ = −R(Γ)
Γnext = Γ + ∆Γ.
Hier ist J die Jacobi-Matrix von R ausgewertet an der Stelle Γ. Soll die Newton-Raphson-
Iteration mit der Methode von Picard verbunden werden, dann ist es leider nicht mo¨glich
die Berechnung der Jacobi-Matrix im direkten Raum durchzufu¨hren – vielmehr beno¨tigt der
Algorithmus J und R in einer Form, die ausschließlich auf transformierten Gro¨ßen (k-Raum)
basiert.
3.2.5.2. Erweiterung auf mehrere Komponenten
Fu¨r eine kompakte Darstellung ist es dienlich, einen dreikomponentigen Vektor aus Matrizen
einzufu¨hren. Die Matrix-Komponenten sind Zα sind Transformationsmatrizen der Hankel-
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Fourier-Transformationen der nullten, zweiten und vierten Ordnung, d. h.
Z0i j = Wi j , Z2i j = Qi j , Z4i j = Ui j ,
wodurch es mo¨glich ist, die diskretisierten Hankel-Fourier-Transformationen der Ordnung
α ihrerseits in der ku¨rzeren Form
α = 0, 2, 4 : Fˆαi = ∆r
n−1∑
j=0
ZαijFαj (3.38)
zu notieren.
Des Weiteren wird ein Cutoff-Parameter Mcut eingefu¨hrt, der die Trennung zwischen
groben und feinen Komponenten festlegt,
Fαi =
2∆k
π


Mcut−1∑
j=0
Zαij Fˆαj
︸ ︷︷ ︸
“grob′′
+
n−1∑
j=Mcut
Zαij Fˆαj
︸ ︷︷ ︸
“fein′′

 . (3.39)
Der optimale Wert von Mcut ha¨ngt von den gewa¨hlten Mesh, dem Potenzial und der jewei-
ligen Abschlussrelation ab (hier wird Mcut zwischen 5 und 30 gewa¨hlt). Sinngema¨ß fasst
man auch die reskalierten Korrelationsfunktionen, Γα(r) = rγα(r) bzw. Cα(r) = rcα(r),
zu dreikomponentigen Vektoren zusammen, also
α = 0, 2, 4 : Γ = {Γα}, C = {Cα},
und in gleicher Weise fu¨r die korrespondierenden Fourier-Transformierten.
Der Gillan-Lab´ık-Algorithmus wird durch die beste bisher bekannte Na¨herung der Lo¨sung
Γ initialisiert, beispielsweise aus einer Lo¨sung der OZ-Gleichung fu¨r einen benachbarten
thermodynamischen Zustand. Der Algorithmus selbst besteht aus zwei Iterationsschleifen
(siehe auch Abb. 3.1): Die a¨ußere Schleife steuert den Gesamtalgorithmus zur Berechnung
von Γ, die innere Schleife berechnet die groben Anteile anhand des NR-Algorithmus. Auch
hier ist die (vektorwertige) Zielfunktion Γ so zu konstruieren (siehe hierzu Gl. 3.30), dass
die Nullstellen der Zielfunktion R(Γ) = 0 mit reskalierten Nullstellen des OZ-Kernels u¨ber-
71
3. Flu¨ssige Phasen
einstimmen. Jede Iteration resultiert in einer A¨nderung ∆Γ, die aus der (linearen) Gleichung
J(Γ)∆Γ = −R(Γ), (3.40)
bestimmt wird. Dabei ist J = ∂R/∂Γ die Jacobi-Matrix von R ausgewertet bei Γ. Demzu-
folge wird die nachfolgende Iteration nun an der Stelle Γ + ∆Γ wiederholt. Leider ist es,
wie im einkomponentigen Fall, nicht mo¨glich J auf direktem Wege zu berechnen, falls die
Picard- und NR-Iterationen miteinander zu kombinieren sind. Statt dessen ist es notwendig,
J und R in fouriertransformierten Gro¨ßen auszudru¨cken.
Zu diesem Zweck ist es zuna¨chst angebracht, eine Taylor-Entwicklung der Abschluss-
relation (HNC, siehe Gl. 3.34) durchzufu¨hren. Dru¨ckt man die reskalierten Komponenten
durch Cα = Fα(Γ, r) aus, so erha¨lt man
Cα(r) = C
(0)
α (r) +
∑
β
∂Fα(Γ, r)
∂Γβ
(
Γβ − Γ(0)β
)
. (3.41)
Selbstversta¨ndlicherweise wird hierbei um die aus der letzten Iteration bestimmte Referenz,
C
(0)
α , entwickelt. Auch diese Ausdru¨cke ko¨nnen gema¨ß dem verwendeten Schema diskreti-
siert werden,
Cαi = C
(0)
αi +
∑
β
Φαβi
(
Γβi − Γ(0)βi
)
. (3.42)
Hieraus, sofern man die verallgemeinerte Form der Hankel-Fourier-Transformation aus
Gl. (3.38) verwendet, leitet man den folgenden Ausdruck ab:
Cˆαi =∆r
n−1∑
j=1
ZαijCαj
=Cˆ
(0)
αi +
2
n
∑
β
n−1∑
j=0
Φαβj
n−1∑
k=0
ZαijZβjk
(
Γˆβk − Γˆ(0)βk
)
=Cˆ
(0)
αi +
∑
β
n−1∑
j=0
Gαβij
(
Γˆβj − Γˆ(0)βj
)
, (3.43)
Dabei wurde zugleich ein neunkomponentiger Vektor bestehend aus Matrizen eingefu¨hrt,
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na¨mlich
α, β = 0, 2, 4 : Gαβij =
2
n
n−1∑
k=0
ΦαβkZαikZβkj . (3.44)
Zur Herleitung dieser Ausdru¨cke in Gl. (3.43) wurde Γαi durch die inverse Fourier-Hankel-
Transformierte ersetzt.
Damit sind alle Bausteine, die fu¨r die Durchfu¨hrung der NR-Iteration notwendig sind,
vorhanden. Um die Zielfunktion R zu bestimmen, wird der OZ-Kernel aus Gl. (3.30) nach γα
aufgelo¨st und in die reskalierte Form, Γˆ = 4πρS(Cˆ), gebracht. Dabei sind die Komponenten
von S Polynome in Cα. Der 3n-komponentige Vektor der (diskretisierten) Zielfunktion ist
α = 0, 2, 4; i = 0, . . . n − 1 : R = {Rαi} , (3.45)
seine Komponenten sind durch Rαi = Γˆαi − 4πρSα(Cˆi) gegeben. Hieraus ergeben sich die
Elemente der Jacobi-Matrix J,
∂Rαi
∂Γˆβj
= δαβδi j − 4πρ
∑
γ
∂Sα
∂Cˆγi
Gγβij , (3.46)
mit dem Summationsindex γ.
Zusammenfassend ergeben sich hieraus folgende Teilschritte des Gillan-Lab´ık-Algorith-
mus (siehe Abb. 3.1):
• Anfangs wird die a¨ußere Schleife durch die bislang beste bekannte Na¨herungslo¨sung
des Vektors Γ initialisiert.
• Aus diesen (aktualisierten oder initalisierten) Wert fu¨r Γ werden nun die Vektorkom-
ponenten der direkten Korrelationsfunktionen C (siehe Gl. (3.42)) und der neunkom-
ponentige Vektor aus Matrizen G [Eq. (3.44)] neu berechnet.
• Anschließend wird eine diskrete Hankel-Fourier-Transformation u¨ber sa¨mtliche Kor-
relationsfunktionen durchgefu¨hrt.
• Im folgenden Schritt werden die groben und feinen Anteile gema¨ß Gl. (3.39) aufge-
spalten: Die feinen Anteile werden nun mit gewo¨hnlichen Picard-Iterationen berech-
net, die groben Anteile durchlaufen in der inneren Schleife NR-Iterationen.
• Im ersten Schritt der inneren Schleife wird Cˆ entsprechend zu Gl. (3.43) entwickelt.
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Abbildung 3.1.: Vereinfachtes Ablaufdiagramm des Gillan-Lab´ık-Algorithmus. Ein Pfeil ’←’
kennzeichnet die Auswertung eines Ausdrucks; entsprechend ist ’→’ eine
Zuweisung. Die Abku¨rzung “HFT” steht fu¨r eine komponentenweise durch-
gefu¨hrte Hankel-Fourier-Transformation.
74
3.3. Monte-Carlo-Simulationen als alternativer Zugang
• Nun wird die Zielfunktion R [Eq. (3.45)] und die Jacobi-Matrix J (siehe Gl. (3.46))
aktualisiert.
• Darauf hin wird die eigentliche NR-Iteration bewa¨ltigt, d. h., ∆Γˆ wird aus Gl. (3.40)
ermittelt.
• Im finalen Schritt der inneren Schleife wird Γ aktualisiert, Γˆ← Γˆ+ ∆Γˆ.
• Falls ‖∆Γˆ‖ < ǫNR gilt, so wird die Ausfu¨hrung der a¨ußeren Schleife fortgesetzt.
Ansonsten wird die innere Schleife wiederholt.
• Die groben und feinen Anteile werden zur Fortfu¨hrung der a¨ußeren Schleife wieder
kombiniert, ebenso werden nun sa¨mtliche Komponenten zuru¨ck in den direkten Raum
transformiert.
• Im letzten Schritt der a¨ußeren Schleife wird die neue Approximation mit den letzten
Ergebnis verglichen; gilt ‖Γ − Γprev‖ < ǫtotal, so kann die Prozedur beendet werden.
Andernfalls ist die a¨ußere Schleife zu wiederholen.
Offensichtlich ist der Algorithmus in dieser Form kaum zur tatsa¨chlichen Benutzung ge-
eignet. Unter anderem fehlen in dieser vereinfachten Darstellung Mechanismen zur Fehler-
behandlung, insbesondere fu¨r den Fall einer mangelnder Konvergenz. Zudem ist die Frage,
welche Werte fu¨r die Fehlerschranken ǫtotal und ǫNR zu wa¨hlen sind, noch nicht gekla¨rt.
Typischerweise sollte ǫNR ∼ 110ǫtotal gewa¨hlt werden, hingegen ist die optimale Wahl von
ǫtotal abha¨ngig von den verwendeten Potenzialen sowie der Gro¨ße des Meshes (in dieser
Arbeit wurde stets ǫtotal = 10
−10 gesetzt).
3.3. Monte-Carlo-Simulationen als alternativer Zugang
Durch Monte-Carlo-Simulationen erha¨lt man einen Zugang zu physikalisch relevanten Gro¨ßen,
der unabha¨ngig von der verwendeten theoretischen Beschreibung ist. Andererseits kann
die bina¨re Wechselwirkung zwischen den simulierten Teilchen vorgegeben werden und im
Gegensatz zu tatsa¨chlich durchgefu¨hrten Experimenten liegen alle grundlegenden Daten,
beispielsweise Teilchenpositionen, uneingeschra¨nkt und ohne messtechnisch bedingte Fehler
vor. Folglich stellt die Monte-Carlo-Simulation (MC) eine einfache Gegenprobe zu theore-
tischen Rechnungen dar.
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3.3.1. Grundlagen der MC-Simulation
Das grundlegende Ziel einer MC-Simulation besteht in der effizienten Bestimmung des
Mittels einer Observablen O,
〈O〉 = 1
Z
∑
σi
O(σi)e
−βH(σi ),
u¨ber alle mo¨glichen Ensemble-Zusta¨nde σi . Eine effiziente Mittelung wird hierbei erreicht,
in dem nicht u¨ber alle Zusta¨nde gemittelt wird, sondern nur u¨ber solche, deren Boltzmann-
Wahrscheinlichkeit
P eq(σi) ≡
1
Z
e−βH(σi ) (3.47)
relevante Beitra¨ge zum Ensemble-Mittel liefern kann. In einer MC-Simulation wird dies
mithilfe einer Markov-Kette erreicht. Zu Beginn der Simulation wird ein Zustand “aus-
gewu¨rfelt”. Ausgehend von diesem Zustand werden weitere Zusta¨nde des Ensembles abge-
schritten, jeder Wechsel des Zustands erfolgt mit einer gewissen Wahrscheinlichkeit [56]:
· · · W→ σi W→ σ′i W→ · · ·
Durch die Verwendung einer Markov-Kette wird erreicht, dass ausschließlich der aktuelle
Zustand einen Einfluss auf die Wahrscheinlichkeit W (σi) hat. An die U¨bergangswahrschein-
lichkeit werden drei Bedingungen gestellt:
1. W (σi → σ′i) ≥ 0 ∀σi , σ′i
2.
∑
σ′i
W (σi → σ′i) = 1
3. Die Boltzmann-Distribution ist Fixpunkt der Kette
Eine solche Markov-Kette wird durch den Metropolis-Algorithmus [92] definiert:
W (σi → σ′i) =

1 E
′
i < Ei
e−β(E
′
i−Ei ) E′i ≥ Ei
(3.48)
Hierbei ist Ei die Energie des gesamten Systems im Zustand σi (analog E
′
i ). Die Wahr-
scheinlichkeit, dass ein neuer Zustand angenommen wird, ist durch W (σi → σ′i) festlegt.
Jeder, auch versuchte, Zustandswechsel wird als “Sweep” bezeichnet. Das Mittel einer
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Observablen ist durch
〈O〉 =
∑
σi
O(σi)P
eq(σi) ≈
1
N
N∑
j=1
Oj
gegeben, wobei N die Zahl derjenigen Sweeps ist, bei denen die Observable O mit dem
“Messwert” Oj bestimmt wurde. Hierzu muss man sicherstellen, dass die Messungen nicht
korreliert sind. Dies kann jedoch mit einer einfachen Binning-Analyse [56, 36] nachgepru¨ft
werden.
Fu¨r die folgenden Analysen wurden Simulationen im kanonischen Ensemble (NVT) durch-
gefu¨hrt. Jede Simulation erstreckte sich, sofern nicht anders vermerkt, stets u¨ber 2000
Teilchen. Ferner war der simulierte Raum stets kubisch; die Begrenzungen wurden durch
periodische Randbedingungen (PBC) implementiert. Jeder Durchgang wurde mit 5 × 106
Sweeps zuna¨chst in das Gleichgewicht gebracht, anschließend folgten nochmals 5 × 106
Sweeps, beziehungsweise 2 × 104 Arbeitsschritte mit Datenanalyse. Durch die bereits
erwa¨hnte Binning-Analyse konnte in allen Fa¨llen eine versehentlich herbeigefu¨hrte Korrela-
tion der Zusta¨nde, die durch die Verwendung des Metropolis-Algorithmus ha¨tte entstehen
ko¨nnen [31], ausgeschlossen werden.
3.3.2. Datenauswertung und Visualisierung
3.3.2.1. Legendre-Zerlegung
Die bina¨re Wechselwirkung in den eingefu¨hrten Modellen ist invariant unter Drehungen um
die z-Achse. Daher ist zu erwarten, dass diese Invarianz ebenfalls in der Paarkorrelations-
funktion g(r) zu finden ist. Es ist ferner naheliegend die Paarkorrelation, wie schon im Fall
der OZ-Gleichung (siehe Gl. (3.26)), in Legendrepolynome zu entwickeln,
g(r) =
m∑
l=0
gl(r)Pl(cos θ). (3.49)
In dieser Entwicklung werden somit nur Legendrepolynome bis zur m-ten Ordnung beru¨ck-
sichtigt. Leider wurde eine solche Entwicklung bisher weder in Experimenten noch in Simu-
lationen verwendet.
Deshalb werden die statistischen Daten aus den Simulationen werden fortlaufend ge-
ma¨ß Gl. (3.49) zerlegt und gespeichert. Es ist hierfu¨r zweckma¨ßig sowohl fu¨r den radialen
als auch fu¨r den polaren Anteil der Paarkorrelationsfunktionen unabha¨ngige Binnings zu
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verwenden. Anschließend werden durch Anwendung der Methode der kleinsten Quadrate
diese Daten an Funktionen der Form
∑m
l=0 flPl(cosθ) gefittet. Mit dieser Zerlegung ist es
nun mo¨glich die Vorhersagen der OZ-Methode mit Ergebnissen aus einer MC-Simulationen
zu direkt vergleichen.
3.3.2.2. Steinhardt-Indizies
Zusa¨tzlich bietet sich die Einfu¨hrung eines lokalen Ordnungsparameters an, der insbeson-
dere einer besseren Visualisierung der Daten dienen soll (ein Beispiel findet sich hierzu in
Abb. 3.2; diese Illustration stellt einen exemplarischen strukturellen Phasenu¨bergang von
schwach-anisotropen Flu¨ssigkeiten hin zu String-Flu¨ssigkeiten dar – beide Phasen werden
in den nachfolgenden Abschnitten na¨her betrachtet). Zu diesem Zweck wird eine leicht
modifizierte Variante der Steinhardt-Indizes eingefu¨hrt [133, 94]: Diese Indizes werden fu¨r
jedes Teilchen i unter Beru¨cksichtigung der Nnn(i) na¨chsten Nachbarn berechnet,
p˜n(i) =
2π
(2n + 1)Nnn(i)
Nnn(i)∑
j=1
Pn(cos θi j), (3.50)
wobei θi j derjenige Winkel ist, der von der z-Achse und dem Verbindungsvektor zum j-ten
Teilchen eingeschlossen wird. Der Vorfaktor wird hier zwecks einer besseren Vergleichbarkeit
mit den u¨blicherweise verwendeten Steinhardt-Parametern verwendet [133].
3.4. Ergebnisse
Zur weiteren Untersuchung der flu¨ssigen Phase bietet sich eine Erweiterung des bisherigen
Wechselwirkungsmodells auf drei verschiedene, jeweils charakteristische Modelle an. Die
Grundform der Wechselwirkung soll unvera¨ndert bleiben, d. h., es soll auch weiterhin
V (r) ≡ ǫ [φI(r)− ξφA(r)P2(cos θ)]
gelten (siehe auch Abschnitt 2.1; Gl. (2.1)ff. sowie Abb. 2.1).
Fu¨r φI und φA existieren zahlreiche “natu¨rliche” Wahlmo¨glichkeiten. Aus der obigen
Diskussion der festen Phasen kann auch hier fu¨r φI die Form des Debye-Hu¨ckel-Profils
(Yukawa),
φDH =
σ
r
exp
[
−κ
( r
σ
− 1
)]
, (3.51)
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Abbildung 3.2.: Veranschaulichungen von Teilchenkonfigurationen aus MC-Simulationen.
Gezeigt werden jeweils die Seitenansicht und die Draufsicht (unteres bzw.
oberes Panel), jeweils fu¨r Modell A (siehe Gl. 3.51) berechnet (1000 Teil-
chen, κ = 1, ρ¯ = 0.1, ǫ¯ = 12.5, τ = 6). Die Farbwerte geben die Lage
in z-Richtung in der Draufsicht an; in der Seitenansicht wird der lokale
Ordnungsparameter p˜4 verwendet (berechnet fu¨r vier na¨chste Nachbarteil-
chen, siehe auch Gl. (3.50)). Die schwach-anisotrope Flu¨ssigkeit (ξ = 0.7)
wird durch Teilchen dominiert, die niedrige Werte von p˜4 aufweisen (rot
bis gelb) Teilchen in String-Flu¨ssigkeiten sind hingegen durch hohe Werte
von p˜4 gekennzeichnet (gru¨n bis blau).
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u¨bernommen werden. Bezu¨glich des anisotropen Anteils, der ja bekanntlich die Wechselwir-
kung zweier induzierter Dipole darstellt, sind verschiedene Lo¨sungen zu erwa¨gen: Es kann
einerseits das Profil einer “echten” dipolaren Wechselwirkung, φA =
(
σ
r
)3
gewa¨hlt werden
oder man approximiert abermals durch das “Gaussian Core Model” (GCM),
φGCM(r) = exp
(
− r
2
τσ2
)
. (3.52)
Die Motivation zu dieser Na¨herung kann aus Abschnitt 2.1 eins-zu-eins auf flu¨ssige Phasen
u¨bertragen werden. Insgesamt ergeben sich somit drei grundlegende Modelle:
• Modell A: Der isotrope Anteil hat die Form einer “punktfo¨rmigen” Yukawa-Wechsel-
wirkung aus Gl. (3.51); der anisotrope Anteil hat fu¨r beliebige r die Form des Profils
des GCM aus Gl. (3.52).
• Modell B: Der isotrope Anteil hat die Form der Hardsphere-Wechselwirkung fu¨r r ≤
σ, kombiniert mit Gl. (3.51) fu¨r r > σ; das GCM-Profil Gl. (3.52) wird fu¨r den
anisotropen Anteil verwendet.
• Model C : Der isotrope Anteil wird wie in Modell B gewa¨hlt; der anisotrope Anteil hat
nun jedoch die Form eines “echten” dipolaren Profils, φA(r) = (σ/r)
3.
Die vierte denkbare Kombination, eine punktfo¨rmige Yukawa-Wechselwirkung kombiniert
mit einem “echten’ dipolaren Profil, scheiden aus; dieses Modell ha¨tte aufgrund einer Di-
vergenz bei r → 0 keine physikalische Relevanz.
3.4.1. Systeme mit gewo¨hnlich-dipolarem Charakter
Hinsichtlich ihrer besonderen Eigenschaften wurden ER/MR-Systeme mit gewo¨hnlichem
dipolarem Charakter auf vielfa¨ltige Weise untersucht (siehe 1.3). Bislang lag der Fokus
der theoretischen Analysen vorwiegend auf den Flu¨ssig-Gas-U¨berga¨ngen und der Bildung
von Mesophasen und Gelen [37, 80, 68, 16, 13]. Jedoch zeigt van Roij [117] dass unter
zunehmender Anisotropie der Wechselwirkungen die Flu¨ssig-Gas-Koexistenzlinie metastabil
wird. Ebenso wurde die Kondensation “idealer” Strings diskutiert [68, 16]. Dennoch ist
relativ wenig u¨ber die Mechanismen, die zur Bildung von Strings fu¨hren bekannt. In diesem
Abschnitt werden die bereits vorgestellten Methoden (OZ und MC) verwendet sich diesem
Problem anzuna¨hern. Die Ergebnisse legen die Existenz eines Flu¨ssig-flu¨ssig-U¨bergangs
zwischen schwach-anisotropen und String-Flu¨ssigkeiten nahe.
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3.4.1.1. Schwach-anisotrope Flu¨ssigkeiten
Der Begriff der schwach-anisotropen Flu¨ssigkeit impliziert bereits, dass diese flu¨ssige Phase
durch geringe A¨nderungen der strukturellen Eigenschaften zu charakterisieren ist. In naiver
Betrachtung fa¨llt es daher schwer Unterschiede zur Struktur gewo¨hnlicher Flu¨ssigkeiten
auszumachen (siehe auch Abb. 3.2, ξ = 0.7). Dennoch fu¨hren anisotrope bina¨re Wech-
selwirkungen immer zu anisotropen Korrelationsfunktionen, und dies bereits fu¨r erdenklich
kleine Werte von ξ. Dieses Verhalten ist bei allen hier diskutierten Modellen gleichermaßen
zu finden, fu¨r Modell A wird der Sachverhalt in Abb. 3.3 dargestellt. Im Wesentlichen wirkt
sich der Einfluss der anisotropen Wechselwirkung auf die zweite Komponente der Paarkorre-
lationsfunktion, g2(r) - diese Komponente wa¨chst linear mit ξ an. Im Gegensatz hierzu fa¨llt
die Beeinflussung von g0(r) wesentlich geringer aus. Dieses Verhalten kann dadurch erkla¨rt
werden, dass die Verschra¨nkung der verschiedenen Komponenten der Paarkorrelationsfunk-
tion, die neben der OZ-Gleichung, auch durch die nichtlineare Abschlussrelation vermittelt
wird (siehe Gl. (3.34)). Offensichtlich sind c0 und daher auch g0 nicht in fu¨hrender Ord-
nung gekoppelt. Dies hat direkte Konsequenzen fu¨r die Bewertung von Ergebnissen, die
aus Simulationen und Experimenten stammen. Dort werden Korrelationen zumeist durch
effektive Korrelationsfunktionen,
geff(r) =
1
4π
∫
dΩ
∑
l
gl(r)Pl(cos θ) ≡ g0(r), (3.53)
analysiert. Liegt also eine schwach-anisotrope Flu¨ssigkeit vor, so ist geff kaum sensitiv auf
die Sta¨rke des externen Feldes. Diese Insensitivita¨t ist allerdings nur innerhalb der schwach-
anisotropen Phase vorhanden.
Weitere Aspekte ergeben sich durch die Dichteabha¨ngigkeit der Paarkorrelation von der
Dichte ρ¯. Wie bereits zuvor fu¨r die Struktur der festen Phasen gezeigt wurde, so wird
das Verhalten des Systems nicht nur von der Wahl von ξ, sondern auch von der Ha¨rte
des spha¨risch-symmetrischen Kerns bestimmt (d. h. vom Wert von κ). Es ist also nicht
u¨berraschend, das ein analoges Verhalten auch fu¨r flu¨ssige Phasen existiert. Die Kompo-
nenten der Paarkorrelation werden zum einen fu¨r den Fall eines weichen Kerns (κ = 1) in
Abb. 3.4, zum anderen fu¨r einen mittleren/harten Kern (κ = 5) in Abb. 3.5 dargestellt.
Hierbei u¨berrascht – fu¨r weiche Kerne – die geringe Abha¨ngigkeit der Amplitude von g2 von
der Dichte ρ¯: Die Amplitude wird um lediglich 30% reduziert, obwohl die Dichte u¨ber drei
Gro¨ßenordnungen hinweg variiert wird. Der Kontrast zu diesem Verhalten ist fu¨r mittlere
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Abbildung 3.3.: Komponenten der Paarkorrelationsfunktion gl(r) im Falle des weichen
Wechselwirkungsregimes (κ = 1, ǫ¯ = 12.5, τ = 6). Gezeigt werden Be-
rechnungen fu¨r Modell A mit einer Dichte von ρ¯ = 0.1 und verschiedenen
Werten des anisotropen Parameters ξ. Fu¨r hinreichend kleine anisotrope
Feldsta¨rken ist g0 praktisch nicht sensitiv auf ξ, hingegen ist die Amplitude
von g2 weitgehend linear abha¨ngig.
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und auch harte Kerne zu finden. Wird dort die Dichte u¨ber den gleichen Bereich variiert, so
reduziert sich die Amplitude auf weiniger als ein Viertel des urspru¨nglichen Wertes. Dieses
Unterscheidungsmerkmal kann auch in g4 gefunden werden, wenn auch bei Weitem nicht
so ausgepra¨gt. Natu¨rlich verschiebt sich auch das fu¨hrende Maximum der Verteilung mit
zunehmenden Dichten hin zu kleineren r . Fu¨r mittlere und harte Kerne fa¨llt jedoch diese
Verschiebung deutlich geringer aus, als dies fu¨r weichere Kerne der Fall ist. Zusammenfas-
send la¨sst sich somit sagen, dass weiche Kerne einerseits und mittlere bzw. harte Kerne
andererseits sich durch klar unterscheidbares physikalisches Verhalten unterscheiden lassen.
Jedoch la¨sst sich, im Unterschied zu festen Phasen, kein markanter U¨bergang zwischen den
Regimen ausmachen.
Zum Abschluss dieses Abschnitts sollen noch einige Gemeinsamkeiten zwischen weichen
und mittleren/harten Kernen diskutiert werden. Fu¨r niedrige Dichten kann stets ein U¨ber-
gang von monoton abfallenden Paarkorrelationsfunktionen hin zu oszillatorischen Verhalten
beobachtet werden. Dieser U¨bergang kann fu¨r ξ = 0.2 (Modell A) bei ρ¯ = 6×10−3 fu¨r eine
weiche Wechselwirkung (κ = 1) und fu¨r einen mittleren Kern (κ = 5) bei ρ¯ = 8 × 10−3
gefunden werden. Wie zuvor erwa¨hnt, ist wird Komponente g0(r) bei schwach-anisotropen
Systemen kaum durch den anisotropen Parameter ξ zu beeinflussen. Die hier durchgefu¨hrten
Rechnungen, welche alle drei Wechselwirkungsmodelle einschließen, geben einen eindeuti-
gen Hinweis darauf, dass dieses Verhalten generisch ist. Die beschriebenen Effekte treten
im U¨brigen unabha¨ngig vom verwendeten Modell auf.
Die Ergebnisse der OZ-Methode wurden unter Zuhilfenahme der Legendre-Zerlegung
(siehe auch Gl. (3.49)) mit den MC-Simulationen schwach-anisotroper Flu¨ssigkeiten ver-
glichen. Fu¨r alle Modelle war, sofern eine schwach-anisotrope Flu¨ssigkeit vorlag, stets eine
gute U¨bereinstimmung der beiden Methoden festzustellen. Dies ist zum Beispiel fu¨r Model
A bei gleichbleibender Dichte (ρ¯ = 0.1), aber verschiedenen Werten von ξ in Abb. 3.6
(oben und mittig) gezeigt. Insbesondere im typisch schwach-isotropen Wertebereich (z. B.
ξ = 0.4) ko¨nnen nur geringe Abweichungen in g2(r) gefunden werden. Fu¨r gro¨ßere Werte,
also na¨her am erwarteten Phasenu¨bergang, werden g2(r) und g4(r) geringfu¨gig zu gering
vorhergesagt.
3.4.1.2. String-Flu¨ssigkeiten
Bereits in der Einfu¨hrung zu diesem Thema wurde darauf hingewiesen, dass String-Flu¨ssig-
keiten durch das Auftreten einer langreichweitigen Ordnung von gewo¨hnlichen Flu¨ssigkeiten
83
3. Flu¨ssige Phasen
Abbildung 3.4.: Komponenten der Paarkorrelationsfunktion gl(r) fu¨r das weiche Wechsel-
wirkungsregime (κ = 1, ǫ¯ = 12.5). Gezeigt werden Berechnungen, die
fu¨r Modell A mit einem anisotropen Parameter ξ = 0.2, der anisotropen
Reichweite τ = 6 und verschiedene Dichten ρ¯ durchgefu¨hrt wurden. Diese
Parameter entsprechen einem schwach-anisotropen System.
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Abbildung 3.5.: Gleicher Sachverhalt wie in Abb. 3.4, jedoch nun fu¨r das mittlere Wech-
selwirkungsregime (κ = 5, ǫ¯ = 12.5). Die relative Sta¨rke der Anisotrope
betra¨gt ξ = 0.2 , die anisotrope Reichweite τ = 6.
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Abbildung 3.6.: Vergleich der Ergebnisse der OZ-Methode mit denen der MC-Simulation.
Durchgezogene Linien zeigen die Komponenten der Paarkorrelationsfunk-
tion gl(r), so wie diese von der OZ-Methode vorhergesagt werden.
Gestrichelt-gepunktete Linien sind aus Simulationen gewonnene Daten. Die
Berechnungen wurden fu¨r Modell A (κ = 1, ǫ¯ = 12.5, ρ¯ = 0.1, und τ = 6)
durchgefu¨hrt, ξ ist jeweils nahe zum erwarteten U¨bergang zu String-Fluiden
gewa¨hlt (erwartet bei ξcr = 0.86). Jenseits des U¨bergangs sagen zwar
Theorie und Simulation eine a¨hnliche Entwicklung fu¨r gl(r) voraus, jedoch
werden die Betra¨ge durch die OZ-Methode zu gering wiedergegeben; dieser
Zugang versagt zudem bei ξ & 0.9.
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unterscheidbar sind. In dieser langreichweitigen Ordnung sind sozusagen die Teilchen ent-
lang der Feldlinien des externen Feldes ausgerichtet. Bevor die Eigenschaften dieser Phase
genauer untersucht werden, ist es erforderlich ein formales Kriterium an der Hand zu haben,
welches den U¨bergang zwischen der schwach-anisotropen Phase und der Phase der String-
Flu¨ssigkeit kennzeichnet. In diesem Fall beruht dieses auf der OZ-Methode. Betrachtet man
das Verhalten der Korrelationsfunktionen in der Umgebung des U¨bergangs, so zeigt sich,
dass dieser U¨bergang stets durch eine Bifurkation der Korrelationsla¨ngen begleitet wird.
3.4.1.2.1. Phasenu¨bergang
Durch den Formalismus der OZ-Methode wird ein geeignetes Werkzeug zur Identifizie-
rung von Phasenu¨berga¨ngen bereitgestellt, welches auf einer einfachen Stabilita¨tsanalyse
der Lo¨sungen beruht [28]: Der Phasenu¨bergang wird in diesem Fall mit der fu¨hrenden Pol-
stelle des Strukturfaktors S(k) assoziiert, der die reelle Achse (Im k = 0) beru¨hrt. Im
vorliegenden Fall werden diese Polstellen durch die Gleichung
1− 4πρ [cˆ0(k) + cˆ2(k)P2(cosα) + cˆ4(k)P4(cosα)] = 0 (3.54)
bestimmt. Lo¨sungen von Gl. (3.54) sind numerisch einfach zu quantifizieren. Die erste
instabile Stelle (Nullstelle von Gl. 3.54) ist stets fu¨r transversale k (d. h. fu¨r α = pi2 ) zu
finden. Hieraus liest man zugleich den kritischen anisotropen Parameter ξcr ab, denn dieser
ist fu¨r gegebene Werte von ρ¯, κ und τ durch 4πρ[cˆ0(k)− 12 cˆ2(k)+ 38 cˆ4(k)] = 1 festgelegt.
Die Ergebnisse dieser Rechnungen werden in Tabelle zusammengefasst. Dabei ist bemerken,
dass kleiner Werte von τ augenscheinlich auch zu kleineren Werten von Re k der instabilen
Stelle fu¨hren.
Fu¨r einige Bereiche des Parameterraums bricht die numerische Lo¨sung der OZ-Glei-
chung in der Na¨he des erwarteten Phasenu¨bergangs zusammen. Dieses Zusammenbrechen
ist ausschlaggebend den numerischen Instabilita¨ten zuzuschreiben. Glu¨cklicherweise ist eine
Abschwa¨chung dieser numerischen Probleme mo¨glich, falls gro¨ßere Werte von τ gewa¨hlt
werden. So ist normalerweise fu¨r τ ≥ 4 (fu¨r das Arbeitsmodell A) auch eine numerische
Lo¨sung nach dem durch Gl. (3.54) vorhergesagten U¨bergang mo¨glich. Neben diesem Bei-
spiel ist jedoch auch zu erwa¨hnen, dass ausgerechnet im Fall der besten Approximation
an das “echte” dipolare Potenzial durch GCM – diese wird fu¨r τ = 2.74 erreicht – keine
Konvergenz wa¨hrend des U¨bergangs zu erreichen ist.
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Modell A Modell B
Reichweite τ Dichte ρ¯ ξcr (κ = 1) ξcr (κ = 2) ξcr (κ = 3) ξcr (κ = 1) ξcr (κ = 2) ξcr (κ = 3)
4 0.05 1.02 [1.04] 0.82 [0.84] 0.69 [0.70] 1.05 [1.06] 0.84 [0.85] 0.69 [0.70]
0.10 1.08 [1.08] 0.88 [0.89] 0.69 [0.69] 1.11 [1.11] 0.89 [0.89] 0.69 [0.69]
0.15 1.13 [1.15] 0.96 [0.99] n.c.a [0.97] n.c. [1.14] 0.97 [0.98] n.c. [0.97]
6 0.05 0.81 [0.84] 0.72 [0.73] 0.57 [0.58] 0.85 [0.86] 0.73 [0.74] 0.57 [0.58]
0.10 0.86 [0.87] 0.74 [0.74] 0.55 [0.55] 0.88 [0.88] 0.75 [0.75] 0.55 [0.55]
0.15 0.92 [0.92] 0.81 [0.81] 0.59 [0.59] 0.93 [0.94] 0.82 [0.83] 0.59 [0.59]
0.20 0.98 [0.99] 0.88 [0.90] 0.66 [0.67] 0.99 [1.00] 0.88 [0.90] n.c. [0.66]
0.25 1.02 [1.03] 0.95 [0.96] n.c. [0.75] 1.05 [1.06] 0.96 [0.98] n.c. [0.75]
8 0.05 0.70 [0.71] 0.51 [0.53] 0.37 [0.39] 0.71 [0.72] 0.51 [0.52] 0.37 [0.38]
0.10 0.74 [0.74] 0.53 [0.54] 0.37 [0.38] 0.75 [0.75] 0.53 [0.54] 0.37 [0.38]
0.15 0.79 [0.80] 0.59 [0.60] 0.40 [0.42] 0.80 [0.80] 0.59 [0.60] 0.40 [0.41]
0.20 0.84 [0.85] 0.64 [0.66] 0.45 [0.47] 0.85 [0.86] 0.64 [0.67] 0.45 [0.47]
0.25 0.87 [0.88] 0.69 [0.71] 0.51 [0.53] 0.89 [0.90] 0.70 [0.73] n.c. [0.53]
Tabelle 3.1.: Kritischer Parameter ξcr des U¨bergangs zur String-Flu¨ssigkeit. Die berechneten Werte entstammen der OZ-
Gleichung [Gl. (3.54)] und wurden fu¨r Modell A und Modell B jeweils fu¨r verschiedene Werte der Reichweite
τ und der Dichte ρ¯ bestimmt. Die Ergebnisse in Klammern geben die Werte an, die man im Falle einer
Entwicklung bis zur zweiten Ordnung in Gl. (3.26) erha¨lt, d. h. nur l = 0, 2 werden beru¨cksichtigt.
akeine Konvergenz, iterative OZ-Methode
8
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3.4.1.2.2. Unterschiede zwischen schwach-anisotropen und String-Flu¨ssigkeiten
Ist nun ein Kriterium, welches die Lage des U¨bergangs beschreibt, gefunden, so kann nun
ein na¨herer Blick auf die Paarkorrelationen gl(r) geworfen werden. Dabei zeigt Abb. 3.6,
dass sich der Verlauf von g2(r) in der Umgebung des U¨bergangs nur wenig a¨ndert; hingegen
durchla¨uft g2(r) eine klare Entwicklung: Im schwach-anisotropen Regime weist g4(r) nur
ein ausgepra¨gtes Maximum auf und dieses ist deutlich kleiner als jenes von g2(r). Erst in
der Umgebung des erwarteten U¨bergangs tritt nun ein zweites, eindeutig unterscheidbares,
Minimum auf. Zudem, insbesondere wenn ξ sehr nahe zu ξcr liegt, so stimmen die Gro¨ßen
der ersten Peaks von g2(r) und g4(r) beinahe u¨berein. Dieses Verhalten ist einsichtig, falls
man sich die Struktur eines idealen Strings vor Augen fu¨hrt: Die Teilchen sind periodisch
entlang der z-Achse angeordnet – die ersten Peaks von g2 und g4 tragen hierzu bei. Zu-
dem neigen Strings zu einer transversalen kurzreichweitigen Ordnung – dies wird durch die
zweiten Maxima von g2 bzw. g4 wiedergegeben. Auf diese Weise kann man beispielsweise
aus dem untersten Teil von Abb. 3.6 einen typischen Teilchen-Teilchen-Abstand von 1.3
innerhalb des Strings sowie einen Abstand von rund 2.6 zwischen den Strings ablesen.
Die Untersuchung von g0(r) gibt hingegen Einblicke in die Entwicklung der physikali-
schen Skalen wa¨hrend des U¨bergangs. Wie in Abschnitt 3.4.1.1 gezeigt wurde, ist g0(r)
praktisch unempfindlich gegenu¨ber der anisotropen Wechselwirkung. Dies bedeutet, dass
die maßgebliche Korrelationsla¨nge – und diese wird gerade durch das erste Maximum in
g0 bestimmt – eben nicht beeinflusst wird. Die Situation a¨ndert sich in der Umgebung
des durch die OZ-Theorie vorhergesagten U¨bergangs; dies wird in Abb. 3.7 dargestellt:
Man kann klar erkennen, wie deutlich der erste Peak in g0 graduell mit ξ abnimmt, so-
dass es in der unmittelbaren Umgebung von ξcr schwerfa¨llt, klare Maxima oder Minima
auszumachen. Folglich zeigt der Peak, der die “isotropische” wiedergibt, die Tendenz zu
verschwinden. Anstelle dessen durchla¨uft der erste Peak bei zunehmenden Werten von ξ
eine Bifurkation in zwei verschiedene Maxima. Beide entsprechen neuen Korrelationsla¨ngen
des Systems; eine Zuordnung zur Korrelationsla¨nge des schwach-anisotropen Systems ist
daher ausgeschlossen. Vielmehr charakterisieren diese Korrelationsla¨ngen die longitudinale
und transversale Ordnung in String-Flu¨ssigkeiten. Diese Bifurkation trat fu¨r jede Dichte ρ¯
in den untersuchten Bereichen des Parameterraums auf. Daher ist anzunehmen, dass dieses
Verhalten als Fingerabdruck des Phasenu¨bergangs zu betrachten ist.
Na¨hert sich ξ zunehmend an ξcr an, so verla¨uft die von der OZ-Methode vorhergesagte
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Abbildung 3.7.: Entwicklung der Komponente nullter Ordnung der Korrelationsfunktion,
g0(r), in der Umgebung des U¨bergangs zur String-Flu¨ssigkeit. Die linken
Ha¨lften der Abbildungen zeigen die Ergebnisse von MC-Simulationen, die
rechten die Ergebnisse der OZ-Methode. Die Berechnungen wurden fu¨r
Modell A (τ = 6, ǫ¯ = 12.5) fu¨r κ = 1 und zwei verschiedene Dichten
ρ¯ durchgefu¨hrt: Fu¨r ρ¯ = 0.1 wird der U¨bergang der OZ-Theorie zufolge
[Gl. 3.30] bei ξcr = 0.86 erwartet (siehe Tabelle 3.1); die Bifurkation des
ersten Peaks von g0 in zwei unterscheidbare Maxima wird in MC-Simulation
zwischen 0.825 < ξ < 0.85 beobachtet, die OZ-Methode ergibt ξ ∼ 0.84.
Fu¨r ρ¯ = 0.2 sagt die OZ-Methode fu¨r ξcr = 0.98; die Bifurkation des ersten
Peaks wird in MC-Simulationen im Intervall 0.96 < ξ < 0.975 gefunden
(die Lo¨sung der OZ-Methode bricht zusammen, noch bevor die erwartete
Bifurkation beobachtet werden kann).
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Entwicklung von g0 “etwas verzo¨gert” im Vergleich zur MC-Simulation ab. Dennoch ist
eine gute quantitative U¨bereinstimmung der beiden Methoden (siehe Abb. 3.6) bis hin zum
Punkt des U¨bergangs ξcr – dieser kann im U¨brigen sehr pra¨zise definiert werden: Berechnet
man den Wert von ξ an welchen die Bifurkation in g0 auftritt sowohl mit der OZ-Methode
als auch mittels MC-Simulation, so betra¨gt die relative Abweichung gerade 2%. Umgekehrt
betra¨gt die relative Abweichung zwischen den Bifurkationspunkt nach MC und ξcr (wie von
der OZ-Methode vorhergesagt, Gl. (3.54)), so betra¨gt diese weniger als 3%. Fu¨r Werte
jenseits von ξcr nehmen die Abweichungen zwischen MC- und OZ-Berechnungen rapide
zu, bis schließlich eine iterative Lo¨sung der OZ-Gleichung scheitert. Physikalisch ist dies
durch die zunehmende langreichweitige Ordnung entlang der z-Achse zu begru¨nden; diese
ist nicht mehr durch eine einfache Entwicklung in Form von Gl. (3.25) darstellbar.
Allerdings erlaubt diese einfache MC-Simulation im kanonischen Ensemble, so wie sie hier
verwendet wurde, keinerlei Schlussfolgerungen daru¨ber, von welcher Ordnung der U¨bergang
zu String-Flu¨ssigkeiten ist. Hierzu wa¨ren beispielsweise sorgfa¨ltig durchgefu¨hrte Simulatio-
nen im großkanonischen Ensemble erforderlich, das Verhalten des Ordnungsparameters bei
konstantem Druck wiedergeben [31].
3.4.1.2.3. Vergleiche zwischen Modellen verschiedener Wechselwirkungen
In der Diskussion des Phasenu¨bergangs hin zu String-Flu¨ssigkeiten wurde vorwiegend die
Wechselwirkung wie vonModell A beschrieben – also punktfo¨rmige Yukawa Wechselwirkung
fu¨r isotrope und GCM fu¨r anisotrope Anteile – verwendet. Hier manifestiert sich der U¨ber-
gang durch eine Bifurkation in g0(r) respektive eine neue charakteristische La¨ngenskala,
die – wie im vorherigen Abschnitt beschrieben – mit dem Auftreten der Strings verbunden
ist. Es stellt sich daher die Frage, wie allgemeingu¨ltig dieser “Fingerabdruck” ist.
Hierfu¨r wa¨re zuna¨chst zu pru¨fen, welche Vera¨nderungen durch das Einfu¨hren eines Hard-
sphere-Cutoffs auftreten. Bereits Tabelle 3.1 zeigt, dass nur gerinne Unterschiede zwischen
den Werten von ξcr bestehen, die fu¨r Modell A (ohne Cutoff) bzw. Modell B (mit Cutoff)
berechnet wurden. Hieraus kann man schließen, dass der Einfluss des Hardsphere (dies ist
gerade das Unterscheidungsmerkmal von Modell B) auf den U¨bergang zu String-Flu¨ssig-
keiten als eher schwach einzustufen ist. Die gro¨ßte Abweichung ist fu¨r weiche Kerne zu
beobachten (d. h. fu¨r kleinere κ): Denn fu¨r κ = 1 sind Abweichungen von bis zu 3%
mo¨glich, fu¨r κ = 3 nur von 1 %. Hingegen ist der Einfluss des Hardsphere-Kerns auf die
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Paarkorrelationsfunktionen etwas augenfa¨lliger: Fu¨r Modell A ist der erste Peak von g2 und
g4 immerzu merklich ho¨her als fu¨r Modell B, zudem wird der Verlauf aller Komponenten
in geringem Maße deformiert. Beide Effekte ko¨nnen dem ausgeschlossenen Volumen – dies
ist gerade die Definition der Hardsphere-Wechselwirkung – zugeordnet werden.
In einem zweiten Schritt ist nun zu pru¨fen, welche Abweichungen durch die Verwendung
des approximativen Modells Modell B (und damit auch durch Modell A) verglichen mit
“echten” dipolaren Wechselwirkungen (φA(r) = r
−3) hervorgerufen wird. Dieser Vergleich
ist in Abb. 3.8 dargestellt, und zeigt, dass die Bifurkation im GCM etwas fru¨her (0.9 . ξ .
1.1) als im dipolaren Modell (1.1 . ξ . 1.3) stattfindet. Diese Abweichung kann jedoch
leicht durch die unterschiedlichen anisotropen Wechselwirkungen in der Na¨he des Cuttoffs
begru¨ndet werden. Dennoch zeigt der Vergleich, dass sa¨mtliche Charakteristika bezu¨glich
g0(r) vor und wa¨hrend des U¨bergangs in sa¨mtlichen Modellen zu finden ist.
Abbildung 3.8.: MC Simulation fu¨r Verschiedene Modelle der anisotropen Wechselwirkung.
gezeigt werden die Ergebnisse fu¨r GCM (links) und dipolare Wechselwi-
krung (rechts), jeweils fu¨r κ = 3, ǫ¯ = 12.5, ρ¯ = 0.1 und einen Hardsphere-
Cutoff von r = 1. Die Reichweite der anisotropen Wechselwirkung des
GCM ist τ = 2.2 (dies entspricht gema¨ß der Methode der kleinsten Qua-
drate einen Fit fu¨r den Bereich r ≥ 1).
3.4.1.2.4. Phase der String-Flu¨ssigkeiten
Auch innerhalb der Phase der String-Flu¨ssigkeiten treten strukturelle Vera¨nderungen auf.
Nach dem U¨bergang zu Strings liegen diese einzeln vor. Wu¨rde man einen Blick aus der
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Abbildung 3.9.: Projektionen der Paarkorrelationsfunktion parallel (g‖) und senkrecht (g⊥)
zum externen Feld, Modell A (κ = 1, ǫ¯ = 12.5, ρ¯ = 0.1). Der U¨bergang
zur Phase der String-Flu¨ssigkeit wird fu¨r ξcr = 0.86 erwartet (siehe Tabelle
3.1). Die anisotrope Reichweite wurde zu τ = 6 gewa¨hlt.
Richtung des Feldes auf die String-Flu¨ssigkeit werfen, so erschiene diese als zweidimensio-
nale Flu¨ssigkeit – wobei jeder Punkt aus einem ganzen String besteht.
Es ist aufschlussreich fu¨r ein derart anisotropes System durch die Projektionen der Paar-
korrelationsfunktionen, also
g⊥(r) ≡ g(r)|θ= pi
2
, g‖(r) ≡ g(r)|θ=0 , (3.55)
zu verwenden. Ein exemplarischer Verlauf ist in Abb. 3.9 fu¨r Modell A (κ = 1, ρ¯ = 0.1, τ =
6) gezeigt. Der U¨bergang zur String-Flu¨ssigkeit wird fu¨r ξcr = 0.86 erwartet, in der Ab-
bildung werden also Konfigurationen deutlich sta¨rkeren Feldern gezeigt. Fu¨r ξ = 1.0 gibt
die Abbildung das typische Verhalten einer String-Flu¨ssigkeit wieder: g‖(r) gibt die Korre-
lationen innerhalb des Strings zuru¨ck, der ausgepra¨gte Peak bei r ≈ 1.2 entspricht dem
Teilchen-Teilchen-Abstand innerhalb der Kette. Die Breite des Peaks wird durch unver-
meidbare Fehler in nicht-idealen Strings (beispielsweise geringe Versetzungen, auch in der
Horizontalen) hervorgerufen. Andererseits schla¨gt sich der Abstand zweier Strings im ein-
zigen Maximum von g⊥ nieder, welches bei ≈ 3.4 liegt.
Fu¨r nochmals sta¨rkere Felder, ξ & 1.2, ist eine einsetzende Kondensation der Strings zu
beobachten. Theoretisch wurde dieser U¨bergang, welcher auf der attraktiven Wechselwir-
kung zwischen String beruht, bereits fu¨r ideale Strings beschrieben [16, 68], sodass man
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Abbildung 3.10.: Kondensation von Strings: Dargestellt wird ein kleiner Ausschnitt aus ei-
ner MC-Simulation (Modell A, κ = 1, ǫ¯ = 12.5, ρ¯ = 0.1, ξ = 1.4, τ = 6)
in Seitenansicht (links) und Draufsicht (rechts). Der String (A) liegt in
der typischen Form vor, wa¨hrend im Fall (B) zwei Strings durch String-
String-Wechselwirkung gekoppelt sind. Farben dienen lediglich zur besse-
ren Erkennbarkeit.
sich auf die Ergebnisse der MC-Simulation beschra¨nken kann: In g‖ sind keine substanziel-
len A¨nderungen zu bemerken. Zwar wird der fu¨hrende Peak mit zunehmender Anisotropie
ausgepra¨gter, dies ist jedoch der sta¨rken Anziehung zwischen den Teilchen zuzuschreiben.
Die Kondensation dru¨ckt sich in g⊥ aus, na¨mlich in Form eines neuen Maximums. Dies ent-
spricht gerade den gekoppelten Strings, deren horizontaler Abstand somit etwa 1.3 betra¨gt
(siehe auch Abb. 3.10).
Jenseits der Kondensation der Strings konnten keine weiteren U¨berga¨nge in den MC-Si-
mulationen beobachtet werden, auch nicht die Bildung von Mesophasen, oder separierter
Teilstu¨cke der Strings. Dies mag der Approximation in Modell A oder auch Modell B durch
GCM geschuldet sein. Die in Experimenten beobachteten filigranen, netzwerkartigen Struk-
turen aus Lagen, Schichten und Strings [152, 153] konnten jedenfalls nicht reproduziert
werden.
3.4.1.2.5. Anmerkungen
Insoweit wurden zur Untersuchung von anisotropen Flu¨ssigkeiten mit feldinduzierter di-
polartiger Wechselwirkung die Ergebnisse zweier Methoden gegenu¨bergestellt, na¨mlich die
der MC-Simulation und die einer (auf mehrere Komponenten) erweiterten OZ-Methode.
Hierdurch konnten zwei grundverschiedene flu¨ssige Phasen identifiziert werden.
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Hierzu sollte nochmals angemerkt werden, dass kein unterer Schwellenwert existiert, der
die Bildung anisotroper Strukturen erst ermo¨glichen wu¨rde. Auch denkbar schwache exter-
ne Felder induzieren also anisotrope Strukturen, auch wenn diese nur von kurzreichweitiger
Ordnung ist, und den Verlauf der Paarkorrelationen nicht signifikant a¨ndert. Dem ist die
Phase der String-Flu¨ssigkeit gegenu¨berzustellen, denn diese ist durch ihre langreichweitige
anisotrope Ordnung charakterisiert. Dies manifestiert sich in der Bifurkation der Korrelati-
onsla¨ngen wa¨hrend des U¨bergangs und in der Divergenz des Strukturfaktors S(k).
Und obwohl die Bildung von String-Flu¨ssigkeiten in denkbar verschiedenen Systemen,
beginnend mit kolloidalen Suspensionen [39, 152] bis hin zu ER-Plasmen [53, 95] beob-
achtet wurden, steht eine genauere Untersuchung des U¨bergangs zu String-Flu¨ssigkeiten
noch aus. Insbesondere sollte untersucht werden, ob die vorhergesagte Bifurkation auch
in Experimenten zu beobachten ist. Eine nicht minderinteressante Frage ist die nach der
Ordnung des beobachteten U¨bergangs. Beide Fragen sind eng mit dem Versta¨ndnis der
strukturellen Eigenschaften und der Kinetik von String-Flu¨ssigkeiten verbunden, die wie-
derum ausschlaggebend fu¨r weitere technologische Anwendungen sind [131, 138].
3.4.2. Systeme mit negativ-dipolaren Wechselwirkungen
Die Untersuchung der festen Phasen wurde bereits auf Systeme mit negativ-dipolarem
Charakter (siehe Abschnitt 2.3.4), also ξ < 0 ausgedehnt. Fu¨r flu¨ssige Systeme steht die-
se Erweiterung noch aus. Intuitiv erwartet man eine Fortsetzung der schwach-anisotropen
Phase in der Umgebung von ξ = 0. Des Weiteren ist aus der Untersuchung der festen Pha-
sen bereits die Neigung der Systeme mit negativ-dipolarem Charakter bekannt, kristalline
Schichten auszubilden. Wie sich in den folgenden Abschnitten zeigt, ist auch hierfu¨r eine
Entsprechung in flu¨ssigen Phasen zu finden.
3.4.2.1. Schwach-anisotrope Flu¨ssigkeiten
Diese Phase ist das erwartete Analogon zu den schwach-anisotropen Flu¨ssigkeiten aus Ab-
schnitt 3.4.1.1, denn auch diese Phase zeigt keine substanziellen Vera¨nderungen verglichen
mit isotropen Flu¨ssigkeiten. Dies schla¨gt sich insbesondere in den Korrelationsla¨ngen nie-
der, die kaum beeinflusst werden. Die Korrelation der Teilchen ist also wieder von kurzer
Reichweite.
Jedoch fu¨hren – wie im Falle der gewo¨hnlichen ER/MR-Systeme – bereits schwach-
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anisotrope Wechselwirkungen zu anisotropen Paarkorrelationsfunktionen (siehe hierzu Abb.
3.11): Erwartungsgema¨ß zeigt der erste Peak von g2(r) ins negative; der Einfluss auf g2(r)
ist dabei beinahe linear, wa¨hrend der Einfluss auf g4(r) nichtlinear und wesentlich geringer
ist. Wie vermutet wird g0(r) in der schwach-anisotropen Phase nur im geringen Maße
durch die Anisotropie beeinflusst, sodass auch hier die Analogie zu gewo¨hnlichen ER/MR
Systemen kaum zu verleugnen ist.
Die von der OZ-Methode vorhergesagten Paarkorrelationen gk(r) sind in guter U¨berein-
stimmung mit den Ergebnissen der MC-Simulationen (Abb. 3.11). Dies kann im U¨brigen
fu¨r alle drei Modelle festgestellt werden.
3.4.2.2. Bildung von separierten Lagen
Aufgrund der guten U¨bereinstimmung von MC-Simulation und OZ-Methode im Bereich der
schwach-anisotropen Flu¨ssigkeiten ist es versta¨ndlich diese Methoden auch zur Suche nach
weiten (flu¨ssigen) Phasen zu verwenden. Insbesondere steht die Vermutung im Raum, es
ga¨be Strukturen mit langreichweitigen Korrelationen – analog zu den String-Flu¨ssigkeiten
der gewo¨hnlichen ER/MR-Systeme. Tatsa¨chlich sind auch in diesem Fall solche Strukturen
zu finden, na¨mlich separierte Lagen. Abbildung 3.12 (mittig, unten) gibt die typischen
Eigenschaften derartiger Lagen wieder:
• Die Teilchen befinden sich in Ebenen, die senkrecht zum externen Feld (hier zur z-
Achse) orientiert sind. Die Ebenen sind durchga¨ngig und erstrecken sich u¨ber den
ganzen (simulierten) Raum. Fu¨r weite Bereiche des Parameterraums sind die Lagen
nicht nur separiert, sondern treten zudem in der Form von echten Monolagen auf.
• Die separierten Lagen sind gleichma¨ßig und a¨quidistant u¨ber den Raum verteilt.
• Innerhalb einer jeden Lage sind, im Kontrast zu den in Abschnitt 2.3.4 vorgestellten
hexagonalen Gittern, keine langreichweitigen Korrelationen zu beobachten. In diesem
Sinne kann man jede der Lagen als quasi-zweidimensionale Flu¨ssigkeit auffassen.
Der Formalismus der OZ-Methode zur Charakterisierung der Phasengrenze ist unvera¨ndert
u¨bertragbar. Auch hier stellen Polstellen von S(k) bzw. Nullstellen von Gl. (3.54) geeigne-
te Kandidaten des Phasenu¨bergangs von schwach-anisotropen Flu¨ssigkeiten zu separierten
Lagen dar; die Bestimmung der Nullstellen ist wiederum numerisch mo¨glich. Die Ergebnis-
se sind in Tabelle 3.2 fu¨r Modell A und verschiedene Kerne zusammengefasst. Leider ist
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Abbildung 3.11.: Komponenten der Paarkorrelationsfunktion gk(r) fu¨r schwach-anisotrope
Systeme (bei κ = 1, ǫ¯ = 12.5, ρ = 0.2, τ = 6, Modell A). Durch-
gezogene Linien sind Vorhersagen der OZ-Methode, gepunktete die von
MC-Simulationen.
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Abbildung 3.12.: Schnappschu¨sse aus MC-Simulationen fu¨r ER/MR-Systeme mit negativ-
dipolaren Charakter (2000 Teilchen, PBC, ρ¯ = 0.2, ǫ¯ = 12.5, κ = 1, τ =
6). Der U¨bergang von schwach-anisotropen Flu¨ssigkeiten zu separierten
Lagen wird fu¨r ξ = −0.47 erwartet. Farben geben die lokale Ordnung der
Teilchen (p˜4 fu¨r 12 na¨chste Nachbarteilchen) wieder. Hierbei ist zu be-
achten, dass scheinbar “isolierte” Teilchen wegen der periodischen Rand-
bedingungen anderen Lagen zuzuordnen sind.
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Dichte ρ¯ ξcr(κ = 1) ξcr(κ = 2) ξcr(κ = 3) ξcr(κ = 4) ξcr(κ = 5)
0.05 0.41 0.33 0.25 0.21 0.18
0.10 0.41 0.34 0.25 0.19 0.16
0.15 0.44 0.38 0.28 0.21 0.17
0.20 0.47 0.43 0.32 0.24 0.19
0.25 0.50 0.46 0.36 0.28 0.22
0.30 0.52 0.49 0.39 0.31 0.26
Tabelle 3.2.: Lage des U¨bergangs von schwach-anisotropen Flu¨ssigkeiten zu separierten
Lagen, berechnet fu¨r Modell A (anisotrope reichweite τ = 6). Gegeben ist
jeweils der Betrag von ξcr.
auch in diesem Fall der Konvergenzradius der iterativen OZ-Methode merklich verringert
sobald man sich das “echte” dipolare Potenzial (also ∝ r−3) verwendet oder mo¨glichst
exakt durch GCM anna¨hert. Dennoch ist das Schließen von Modell A (τ = 6) auf andere
Modelle und Parameter – wie schon fu¨r String-Flu¨ssigkeiten (Abschnitt 2.3) – zula¨ssig.
Diese Schlussfolgerungen werden ferner durch die gute U¨bereinstimmung mit MC-Si-
mulationen (siehe hierzu Abb. 3.12) gerechtfertigt. Wa¨hrend im Falle schwach-anisotroper
Flu¨ssigkeiten der lokale Ordnungsparameter p˜4 (Gl. (3.50)) beinahe verschwindet, so steigt
dieser wa¨hrend des U¨bergangs merklich an, zeitgleich bilden sich separierte Lagen. Bemer-
kenswert ist dabei die perfekte Ausrichtung der Teilchen innerhalb der einzelnen Lagen: In
MC-Simulationen werden, selbstversta¨ndlich bei gu¨nstiger Wahl der Dichte, keine Teilchen
beobachtetet, die sich außerhalb der Lagen befinden. Der Abstand der Lagen wa¨chst mit
zunehmendem Betrag von ξ.
Dies sind nicht die einzigen Parallelen die sich im Vergleich mit String-Flu¨ssigkeiten fest-
zustellen sind: Genauso wie in diesem Fall findet eine Bifurkation der Korrelationsla¨ngen
statt. In der schwach-anisotropen Phase (im Beispiel bei ξ = −0.4) herrscht im System
nur eine wesentliche Korrelationsla¨nge vor; diese zeigt nur schwache Richtungsabha¨ngig-
keit. Jenseits des U¨bergangs schlagen sich die qualitativ unterschiedlichen Korrelationen
innerhalb der Lagen und zwischen den separierten Lagen auch g0(r), vor allem in g⊥ und
g‖ nieder (siehe Abb. 3.14). Die Bifurkation in g0(r) wird in Abb. 3.13 wiedergegeben. Die-
se Darstellung stellt zwar die Analogie zur Bildung von String-Flu¨ssigkeiten her, denn auch
hier wurde die Bifurkation als “Fingerabdruck” des U¨bergangs erkannt, jedoch liefert g0(r)
kein genaues Bild der ra¨umlichen Struktur. Diese ist hingegen aus den zuletzt genannten
99
3. Flu¨ssige Phasen
0 1 2 3 4
0
0.5
1
1.5
2
2.5
ξ = -0.4
g (r)
r
0
ξ = -0.5
ξ = -0.55
ξ = -0.6
Abbildung 3.13.: Bifurkation in g0(r): Die Ergebnisse stammen aus MC-Simulationen fu¨r
ρ¯ = 0.2, κ = 1, ǫ¯ = 12.5, τ = 6, berechnet fu¨r 2500 Teilchen. Nach
OZ-Methode ist der U¨bergang fu¨r ξcr = −0.47 zu erwarten.
Verteilungen (g⊥, g‖) zu erkennen – aus den Positionen der scharfen und konzentrierten
Peaks in g‖(r) (der erste tritt innerhalb des bei MC-Simulationen erfassten Bereichs auf)
kann schließlich der Abstand der Lagen zueinander bestimmt werden (hier r ≈ 4.3). Inner-
halb einer jeden Lage zeigt die Paarkorrelation g⊥ fu¨r flu¨ssige Systeme (fu¨hrender Peak bei
r ≈ 1.1).
Leider ist die Situation jenseits dieses idealtypischen Beispiels komplizierter – vornehmlich
im Vergleich mit den quasi-eindimensionalen String-Flu¨ssigkeiten. Denn es u¨berlagern sich
folgende Effekte:
• Ist die Dichte des Systems zu gering oder zu hoch, so ko¨nnen sich offensichtlich
keine separierten Lagen bilden. In der zuerst genannten Situation sind schlicht nicht
genu¨gend Teilchen vorhanden, um die Lagen “aufzufu¨llen”, in der zweiten liegen die
Lagen schließlich so dicht, dass keine Unterschiede zu schwach-anisotropen Systemen
bestehen. Hierbei gelingt es nicht mit den hier benutzen Methoden ein eindeutiges
Kriterium aufzustellen.
• Desto weicher der Yukawa-Kern ist, desto gro¨ßer ist die effektive Distanz der bina¨ren
Wechselwirkung. So hilft ein weicher Kern, die Lagen zu stabilisieren: Denn wu¨rde
sich nun ein Teilchen in der Na¨he einer Monolage (aber nicht in diesem) befinden,
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Abbildung 3.14.: Entwicklung der Projektionen der Paarkorrelationen parallel g‖(r) und
senkrecht g⊥(r) zur z-Achse in der Umgebung des U¨bergangs (MC-
Simulation, ρ¯ = 0.2, κ = 1, siehe auch Abb. 3.12, die anisotrope Reich-
weite betra¨gt τ = 6). Der U¨bergang wird durch die OZ-Methode fu¨r
ξ = −0.47 vorhergesagt. Das ausgepra¨gte Maximum in g‖ kann als Ab-
stand zweier Lagen zueinander identifiziert werden, die Korrelation inner-
halb einer Lage fu¨hren zu g⊥.
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so wu¨rde das Teilchen aufgrund der (repulsiven und kumulierten) Wechselwirkung
weggedru¨ckt. Ha¨rtere Potenziale (d. h. gro¨ßere κ) gleichen hingegen eher einem
Hardsphere-Potenzial, sodass dieser Effekt gemindert wird; unter dieser Bedingung
ko¨nnen die Lagen durchaus separat vorliegen, jedoch nicht mehr als Monolage. In
MC-Simulationen sind Lagen bis zu einer Dichte von rund zwei Teilchenabsta¨nden
fu¨r κ = 5 und ρ¯ = 0.2 zu beobachten.
• Jede Monolage stellt selbst eine quasi-zweidimensionale Flu¨ssigkeit dar. Das zweidi-
mensionale Potenzial, welches die Wechselwirkung der Teilchen innerhalb einer Lage
beschreibt, besitzt je nach Sta¨rke der Anisotropie einen attraktiven Bereich. Folglich
kann ein Flu¨ssig-Gas-U¨bergang existieren, der zum Zerfall der Lagen fu¨hrt (dies wird
im nachfolgenden Abschnitt diskutiert).
3.4.2.3. Zerfall der separierten Lagen
3.4.2.3.1. Simulation
Der zuletzt erwa¨hnte Punkt, na¨mlich der Flu¨ssig-Gas-U¨bergang, wird durch das a¨ußere
Feld determiniert. Der anisotrope Parameter u¨bernimmt hierbei die Funktion einer zweiten
Energieskala des Systems. Ist ξ dem Betrage nach schließlich groß genug, so wird die Lage
regelrecht “verdampfen”.
Abbildung 3.15 gibt die typische Entwicklung wieder, welche zum Zerfall der Lagen
fu¨hrt. Mit zunehmendem Betrag von ξ sind zuna¨chst zweidimensionale “Blasen” innerhalb
der Lage zu finden; der Abstand der separierten Lagen zueinander bleibt unvera¨ndert (im
gewa¨hlten Beispiel r ≈ 4.3). Selbst beim Auftreten der Blasen zeichnen sich die Lagen
weiterhin durch eine planare, nahezu ideale, Struktur aus (in der Abbildung ist dies in der
Seitenansicht fu¨r ξ = −1.7 klar zu erkennen).
Erreichen die “Blasen” ein solches ra¨umliches Ausmaß, dass die Teilgebiete einer Mo-
nolage nur noch von wenigen Teilchen zusammengehalten werden, so ist schließlich das
Zerfallen der Lage nicht mehr aufzuhalten: Die einzelnen Bruchstu¨cke der Lage formen
kleine Scheiben (“Discs”) oder – in geringeren Maße – elliptische Strukturen. Die Wechsel-
wirkung zwischen diesen Bruchstu¨cken ist offenkundig so schwach, dass diese zufa¨llig u¨ber
den Raum verteilt auftreten.
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ξ =  - 1.2 ξ =  - 1.3 ξ =  - 1.4 ξ =  - 1.5
ξ =  - 1.7 ξ =  - 2.0
Abbildung 3.15.: Zerfall der separierten Lagen: Gezeigt werden Schnappschu¨sse des jeweils
obersten Lage einer MC-Simualtion fu¨r verschiedene Werte von ξ; dabei
wird das Beispiel von Abb. 3.12 fortgesetzt (ρ¯ = 0.2, ǫ¯ = 12.5, κ = 1, τ =
6). Die OZ-Methode (Gl. 3.70) erwartet die Instabilita¨t fu¨r ξmcr = −1.27;
die Fla¨chendichte der Lage ist n¯ ≈ 0.85. In der Seitenansicht geben Farben
die Lage zur z-Achse wieder.
3.4.2.3.2. Abscha¨tzungen des U¨bergangs durch Virialentwicklung
Wie gezeigt wurde, liegen die separierten Lagen ha¨ufig in der Form einer Monolage vor.
Befindet sich ein Teilchen in einer solchen Lage, dann ist seine Position in z-Richtung fixiert
und jede Lage stellt fu¨r sich ein zweidimensionales System dar. Folglich ist die Wechselwir-
kung der Teilchen dort durch das Potenzial
V⊥(r) ≡ V (r)|θ= pi
2
= ǫ
[
φI(r) +
ξ
2
φA(r)
]
(3.56)
gegeben. Hierbei ist nochmals anzumerken, dass der Parameter ǫ¯ im Folgenden als fest
vorgegeben betrachtet wird (hier: ǫ¯ = 12.5). Der eigentlich interessante Parameter ist die
anisotrope Sta¨rke ξ, die in den weiteren Rechnungen in die Rolle einer effektiven Tempe-
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ratur schlu¨pft; schließlich ist dies auch derjenige Parameter, welcher durch externe Felder
einzustellen ist.
Auch im Zweidimensionalen erlaubt die Virialentwicklung eine grobe Abscha¨tzung, unter
welchen Bedingungen ein solches System instabil wird [77]. Der U¨bergang zum Zweidi-
mensionalen ist fu¨r die Virialentwicklung [38] ohne wesentliche A¨nderungen mo¨glich: Als
Ausgangspunkt dient – wie u¨blich – eine Reihenentwicklung des großkanonischen Zustand-
sintegrals,
Ξ(T,V, µ) =
∑
N
Z(T,V, N)eβµN . (3.57)
In diesen Summen treten die u¨blichen kanonischen Zustandsintegrale (siehe Gl. 3.1),
Z(T,V, N) = 1
N!
1
h2N
(
N∏
i=1
∫
dp exp
[
−β p
2
i
2m
])∫
dr exp(−βV⊥,N) =
1
N!
Q
λ2N
, (3.58)
auf. Die Zustandssumme Ξ legt zugleich das großkanonische Potenzial Φg = −pV =
−β−1 ln(Ξ) fest. Fu¨r viele Systeme kann das Zustandsintegral Ξ jedoch nicht in geschlossen-
analytischer Form angegeben werden, statt dessen ist eine Entwicklung des Logarithmus
ln(Ξ) nach den Potenzen von eβµ mo¨glich. In diesen Fa¨llen ist dann
lnΞ =eβµ(Z(T,V, 1) + Z(T,V, 2)eβµ + . . . )− 1
2
e2βµZ(T,V, 1) + . . . (3.59)
=Z(1)eβµ + [Z(2)− 1
2
Z2(1)]e2βµ, (3.60)
wobei die Entwicklung zum quadratischen Term abgebrochen wurde. Im Folgenden bezeich-
net n stets die zweidimensionale Teilchendichte. Die Zustandsgleichung ist also einerseits
durch die hier eingefu¨hrte Entwicklung gema¨ß p = kBT/V ln Ξ gegeben; andererseits ist es
mo¨glich die Zustandsgleichung selbst nach der Dichte n zu entwickeln,
βp = n(1 + B2(ξ)n + B3(ξ)n
2 + . . . ), (3.61)
sofern die Dichte nur niedrig genug ist [127]. Ein einfacher Vergleich beider Entwicklungen
liefert die Virialkoeffizienten Bi(T, ξ); insbesondere gilt daher
B2(ξ) = −V 1
Z2(1)
[
Z(2)− 1
2
Z(1)2
]
. (3.62)
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Wird hierzu Z(1) = V/λ2 und
Z(2) =
1
2λ4
∫
dr exp(−βV⊥(r)) (3.63)
in B2(ξ) eingesetzt, so erha¨lt man
B2(ξ) = −1
2
∫
drf (r), (3.64)
wobei f (r) = exp[−βV⊥(r)]− 1 die wohlbekannte Mayer-Funktion [38, 127] ist.
Die bisherigen Rechnungen wurden u¨berwiegend imModell A (Yukawa plus GCM) durch-
gefu¨hrt 3. Das korrespondierende zweidimensionale Potenzial lautet also
V⊥(r) = ǫ
[
σ
r
exp
[
−κ( r
σ
− 1)
]
+
ξ
2
exp
[
− r
2
τσ2
]]
. (3.65)
In recht grober Na¨herung ist bei der Berechnung des zweiten Virialkoeffizienten dieses
Potenzial (bis zum Radius d) durch ein Hardcore-Potenzial zu vereinfachen, u¨berdies liefert
die Linearisierung der Mayer-Funktion exp[−βV⊥(r)]−1 ≈ −βV⊥(r) folgenden analytischen
Ausdruck fu¨r den zweiten Virialkoeffizienten:
B2(ξ) =− π
∫ d
0
dr(−r)− π
∫ ∞
d
drr [exp(−βV⊥(r))− 1] (3.66)
=π
d2
2
+ πβǫ
[
1
κ
exp
[
−κ(d
σ
− 1)
]
+
ξ
4
τ exp
[
− d
2
τσ2
]]
(3.67)
Natu¨rlich stellt sich hierbei die Frage, welcher Wert fu¨r den Abschneideparameter d zu
wa¨hlen ist. In “Daumenpeilung” kann die Gro¨ße des harten Kerns durch d ≈ σ nach oben
abgescha¨tzt werden; dann reduziert sich der obige Ausdruck zu
B2(ξ) = πσ
2
[
1
2
+ βǫ(
1
κ
+
ξτ
4
exp[−1/τ ])
]
. (3.68)
Die thermodynamische Stabilita¨t des Systems ist nicht mehr gegeben, wenn ∂p/∂V > 0
gilt. Setzt man fu¨r p die Zustandsgleichung (3.61) ein und vernachla¨ssigt Terme O(n3),
so ist dies gleichbedeutend mit 2nB2(T, ξ) ≥ −1 [77]. Durch Einfu¨hren der dimensions-
losen Gro¨ßen n¯ = nσ2 und ǫ¯ = βǫ (siehe auch Abschnitt 2.1) ergibt sich schließlich die
3Schlussfolgerungen fu¨r Systeme mit dipolaren Potentialen (r−3) werden im na¨chsten Abschnitt diskutiert.
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Abscha¨tzung
ξmcr . −2e
1/τ
τ
(
1
ǫ¯n¯π
+
2
κ
+
1
ǫ¯
)
(3.69)
fu¨r denjenigen (kritischen) Parameter, der den instabilen Bereich nach oben begrenzt.
Die Parameter τ, ǫ¯ und κ sind exogenen; lediglich die zweidimensionale Dichte ist aus den
Ergebnissen der vorherigen Rechnungen (siehe Abschnitt 3.4.2.2ff.) gema¨ß n¯ = ρ¯(dL/σ)
zu u¨bertragen. Dabei ist dL der vertikale Abstand zweier Monolagen und ρ¯ bezeichnet die
dreidimensionale Teilchendichte. Fu¨r das ha¨ufig verwendete Referenzsystem (Modell A,
ǫ¯ = 12.5, ρ¯ = 0.1 und τ = 6) erha¨lt man die Abscha¨tzung ξmcr ≈ −0.61 (fu¨r κ = 1),
ξmcr ≈ −0.36 (fu¨r κ = 2) und ξmcr ≈ −0.33 (fu¨r κ = 3).
Verzichtet man auf die explizite analytische Darstellung der Ergebnisse, so ist der Ab-
schneideparameter d auch in Abha¨ngigkeit von ξ na¨mlich aus der Bedingung |βV⊥(r)| < 1
zu bestimmen4. Diese Approximation ist fu¨r niedrige Werte von ξ akzeptabel, Ergebnisse
werden in Abb. 3.16 (oben) wiedergegeben.
Nach dieser groben Skizzierung ist eine genauere Untersuchung der Zerfallsprozesse der
separierten Lagen wu¨nschenswert. Dabei sind genauere Ergebnisse zu erreichen, sofern
die Virialkoeffizienten numerisch berechnet werden, beispielsweise mittels Monte-Carlo-
Integration (MCI) [111]. Jedoch a¨ndert dies nicht daran, dass die Virialentwicklung nur
fu¨r niedrige Dichten zufriedenstellende Ergebnisse liefert. Statt dessen kann fu¨r mittlere
Dichten abermals auf die OZ-Methode zuru¨ckgegriffen werden.
3.4.2.3.3. Thermodynamische Koexisitenzbereiche
3.4.2.3.4. OZ-Methode
Selbstversta¨ndlich ist der Formalismus der OZ-Methode auch auf den zweidimensionalen
Fall u¨bertragbar. Diese U¨bertragung ist aber mit einigen Fallstricken verbunden: Zwar ist
die OZ-Gleichung (siehe Gl. (3.23) und (3.24)) in beliebigen Dimensionen gu¨ltig und daher
ist der Lo¨sungskernel eines spha¨risch-symmetrischen auch weiterhin durch
γˆ(k) =
ncˆ2(k)
1− ncˆ(k)
4Diese Wahl entspricht einer maximalen Abweichung von 37 %.
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gegeben. Jedoch lautet die Hankel-Fourier-Transformation einer Funktion f (r) nun
fˆ (k) = 2π
∫ ∞
0
drr f (r)J0(kr), (3.70)
wobei J0(x) die nullte Bessel-Funktion erster Art ist. Im Gegensatz zu ihrem Pendant in drei
Dimensionen, den spha¨rischen Besselfunktionen jl(x), sind diese Bessel-Funktionen nicht
als Kombination einfacher Sinus- oder Cosinustransformationen darstellbar. Ohne weitere
mathematische Hilfsmittel stehen nur numerische Lo¨sungen fu¨r niedrige Dichten [42, 10]
oder semi-analytische Methoden fu¨r einige spezielle Potenziale [76] zur Verfu¨gung. Ande-
rerseits zeigte Siegman [129], dass die Fourier-Hankel-Transformation durch eine gewo¨hn-
liche Fourier-Transformation zu ersetzen ist, falls eine Gardner-Transformation [124] vor-
geschaltet wird (zu Details siehe Anhang A.2). Daher kann abermals der Strukturfaktor
S(k) = 1/(1− ncˆ(k)), genauer dessen Polstellen, zur Stabilita¨tsanalyse verwendet werden
(siehe Abschnitt 2.3ff.).
Die Ergebnisse der OZ-Methode werden den aus dem zweiten Virialkoeffizienten B¯2
gewonnen Abscha¨tzungen in Abb. 3.4.1.2(a) gegenu¨bergestellt. Bedenkt man, dass die
Virialentwicklung (Gl. (3.61)) nur fu¨r niedrige Dichten zula¨ssig ist, so verwundert die signi-
fikanten Abweichungen zwischen Virialentwicklung und OZ-Methode kaum; fu¨r n¯ . 0.1 ist
eine gute U¨bereinstimmung festzustellen.
Es ist also davon auszugehen, dass der Zerfall der separierten Lagen durch einen Flu¨ssig-
Gas-U¨bergang forciert wird. Mit den soeben vorgestellten Methoden lassen sich weitere
Eigenschaften dieses U¨bergangs, etwa Koexistenzbereiche, abscha¨tzen. Eine grobe Einord-
nung hierfu¨r liefert eine erweiterte Virialentwicklung (um den dritten Virialkoeffizienten B3).
In der Regel ist es hierzu sinnvoll nicht nur die exogenen Parameter (ǫ¯, n¯,. . . ) in dimensions-
losen Gro¨ßen auszudru¨cken, sondern auch den Druck p¯ = βσ2p sowie die Virialkoeffizienten
selbst,
Bi(ξ) ≡ (σ2)(i−1)B¯i(ξ). (3.71)
Die MCI ist erfahrungsgema¨ß eine praktikable Methode zur Berechnung des dritten Virial-
koeffizienten B3,
B3(ξ) = −1
3
∫
d(1, 2)f (0, 1)f (1, 2)f (0, 2), (3.72)
beziehungsweise seines dimensionslosen Analogons B¯3. Die Ergebnisse der numerischen
Auswertung von B¯3 (und B¯2) sind in Abb. 3.16 zusammengefasst.
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Das System ist bekanntlich instabil [77, 38] falls ∂p/∂V > 0, also ∂p¯/∂n¯ < 0 gilt. Die
entsprechenden Bereiche ergeben sich anhand der virialen Zustandsgleichung
p¯ = n¯ + B¯2(ξ)n¯
2 + B¯3(ξ)n¯
3 (3.73)
aus der quadratischen Ungleichung
∂p¯
∂n¯
= 1 + 2B¯2(T, ξ)n¯ + 3B¯3(T, ξ)n¯
2 < 0. (3.74)
Fu¨r ein vorgegebenes n¯ la¨sst sich die Stabilita¨tsgrenze fu¨r ξ – wie schon in Abschnitt
3.4.2.3.2 – bestimmen, wobei nun fu¨r niedrige Dichten (n¯ . 0.1) nun eine gute U¨berein-
stimmung mit den Resultaten der OZ-Methode zu erkennen ist (siehe Abb. 3.17).
Ebenso ergeben sich die aus dieser Ungleichung die instabilen Bereiche im (p¯, n¯)-Diagramm
und schließlich kann der Koexistenzbereich bestimmt werden, na¨mlich aus einer simplen
Maxwell-Konstruktion [38]: Da die innere Energie ein thermodynamisches Potenzial ist und
entlang der Koexistenzlinie sicherlich fu¨r das chemische Potenzial die Bedingung δµ = 0
gilt [77], muss fu¨r jeden Integrationspfad zwischen nF und nG, jeweils zum Dampfdruck
pFG dieselbe A¨nderung auftreten. Wa¨hlt man zum einen den direkten Pfad zwischen den
gedachten Randpunkten des Koexistenzbereichs und fu¨r den Pfad entlang einer Isoquan-
ten zu konstantem ξ – also im weitesten Sinne einer “Isotherme” oder “Iso-Anisotrope” –
ergibt sich hieraus folgende Bedingung:
0 = p¯FG
∫ n¯G
n¯F
1
n¯2
dn¯ −
∫ n¯G
n¯F
p¯(n¯)
n¯2
dn¯.
Aus eben dieser obigen Bedingung kann nun direkt (und numerisch) der Rand des Koexis-
tenzbereichs – also die Binodale – ermittelt werden. Dabei bieten sich zwei Wege an,
die Abha¨ngigkeit des Drucks p¯(n¯) zu berechnen, na¨mlich mittels der Virialentwicklung
(Gl. (3.73)) oder mittels der OZ-Methode. Jedoch ist zu vermuten, dass die Virialent-
wicklung (Gl. (3.61)) fu¨r ho¨here Dichten n¯ zunehmend inakzeptable Werte liefert – und
tatsa¨chlich zeigt sich eine zunehmende Diskrepanz zwischen Binodale und Spinodale im
Bereich n¯ & 0.1. Eine genauere Einscha¨tzung liefert also ein erneuter Ru¨ckgriff auf die OZ-
Methode, nach welcher der Druck aus der Integration u¨ber die Paarkorrelation g gewonnen
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werden kann (siehe Abschnitt 3.1, Gl. (3.13)), d. h.,
p¯ = n¯ − π
3
n¯2
∫ ∞
0
drx2g(x, n¯)
∂V⊥
∂x
. (3.75)
Die resultierenden Binodalen und Spinodalen sind in Abb. 3.18 dargestellt. Der Koexistenz-
bereich wird des Weiteren durch einen kritischen Punkt (ξcrp, p¯rp, n¯crp) begrenzt. Die Werte
fu¨r Modell A finden lauten:
ξcrp p¯crp n¯crp
κ = 1 -0.85 2.8× 10−2 0.08
κ = 2 -0.45 3.2× 10−2 0.09
κ = 3 -0.21 3.4× 10−2 0.09
Hier schließen sich nun zwei Fragen an: (i) Na¨mlich die, ob es nicht ebenso mo¨glich
wa¨re, den kritischen Punkt auch anhand des zweiten Virialkoeffizienten zu bestimmen.
(ii) Und ebenso die Frage, welche Schlussfolgerungen fu¨r Systeme mit “echten” dipolaren
Wechselwirkungen zu ziehen sind. Zu der letzteren Frage muss man anmerken, dass eine
Lo¨sung der OZ-Gleichung fu¨r “echt” dipolare Wechselwirkungen mit den oben vorgestellten
Methoden nicht zu erreichen ist. Jedoch weist Abb. 3.17(b) bereits auf die A¨hnlichkeit der
Systeme hin. Die thermodynamisch instabilen Bereiche – berechnet anhand des zweiten und
dritten Virialkoeffizienten – werden durch Kurven beschrieben, die denen des anisotropen
GCM-Potenzials qualitativ gleichen. Zusammen mit der guten Konvergenz zwischen OZ-
Methode und Virialentwicklung fu¨r niedrige Dichten kann so durchaus auf eine Analogie
zwischen den Modellen geschlossen werden.
Die zweite Frage befasste sich mit der Bestimmung des kritischen Punktes aus dem
zweiten Virialkoeffizienten: Dieser kann gema¨ß Gl. (3.67) bezu¨glich ξ linearisiert werden,
d.h., B¯2(ξ) ≈ a + bξ. Man kann daher auch a als Koeffizient des Volumens beziehungs-
weise b als thermischen Koeffizienten eines van-der-Waals (vdW) Gases betrachten. Fu¨r
ein derartiges System wa¨re der kritische Punkt bei ξcrp = 27b/(8a), n¯crp = (3b)
−1 und
p¯crp = a/(27b
2) zu finden. Aus der Entwicklung von in Gl. (3.67) erha¨lt man daher fu¨r
anisotrope GCM-Potenziale
a = π
(
d2
2
+
ǫ¯
k
exp [−κ(d − 1)]
)
, b = π
ǫ¯
4
exp
[
−d
2
τ
]
.
Der Parameter d wird durch den minimalen Radius bestimmt, fu¨r welchen gerade noch
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|βV (x)| < 1 fu¨r alle x > d gilt. Hierbei zeigt sich, dass diese Linearisierung nicht zula¨ssig
ist; denn B¯2(ξ) ist zwar von ξ abha¨ngig, jedoch nicht linear. Dies erkennt man auch aus
Abb. 3.16, dort sind gerade fu¨r ξ . 0.5 deutliche Abweichung zwischen der Linearisierung
und der exakten numerischen Berechnung von B¯2(ξ) festzustellen. Dem entsprechend wei-
chen auch die Werte des kritischen Punktes ab (beispielsweise fu¨r κ = 1 und den obig
betrachteten Fall bei ξcrp ≈ 0.2, p¯crp ≈ 4 × 10−3, n¯crp ≈ 0.06), die sich aus der vdW-
Approximation ergeben. Fu¨r eine Abscha¨tzung des kritischen Punktes genu¨gt die vdW-
Approximation also nicht, sodass auf die obigen Methoden zuru¨ckzugreifen ist.
3.4.2.4. Anmerkungen
In komplexen Plasmen werden jedoch zweidimensionale Systeme untersucht, deren Wech-
selwirkung vergleichbar zum hier verwendeten Modell ist [42, 22]. Es sollte daher mo¨glich
sein, den durch den zweidimensionalen Flu¨ssig-Gas-U¨bergang getriebenen Zerfallsprozess
auch isoliert zu betrachten – auch ohne die separierten Lagen einzubeziehen. Jedoch fu¨hren
die hier vorgestellten separierten Lagen in einer recht natu¨rlichen Weise zu zweidimen-
sionalen Systemen. Werden einfache (molekulare) Flu¨ssigkeiten zur Untersuchung dieser
Pha¨nomene herangezogen, so wird in der Regel die Zweidimensionalita¨t durch du¨nne Spal-
ten [130] oder durch Applikation der Flu¨ssigkeiten auf Substraten erzwungen [57]. Hier-
bei ist insbesondere der Cross-Over [122] von drei- hin zu zweidimensionalen Systemen
zu beru¨cksichtigen. Die Randbedingungen eines harten Walls beeinflussen also den Pha-
senu¨bergang [122, 156]. Die hier beschriebenen separierten Lagen (oder “magic membra-
nes” [24]) ko¨nnen einen alternativen Zugang zu diesen Problemen liefern.
Die Entwicklung nach Virialkoeffizienten liefert nur fu¨r recht niedrige Dichten quantitativ
zutreffende Vorhersagen, fu¨r mittlere Dichten ist die OZ-Methode erforderlich. So sind
die quasi-zweidimensionalen Flu¨ssigkeiten, die in die separierten Lagen auftreten eher von
mittleren und ho¨heren Dichten gepra¨gt.
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Abbildung 3.16.: Virialkoeffizienten B¯2 und B¯3 in Abha¨ngigkeit vom Parameter der Ani-
sotropie ξ (die anisotrope Reichweite betra¨gt τ = 6, ǫ¯ = 12.5). Die
Berechnungen mittels MC-Integration werden durch durchgezogene Li-
nien wiedergegeben, die lineare Approximation [siehe Gl. (3.67)] – unter
Beru¨cksichtigung der ξ-Abha¨ngigkeit des Abschneideparameters d – wird
durch gestrichelt-gepunktete Linien gezeigt.
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Abbildung 3.17.: Instabilita¨t der separierten Lagen, berechnet fu¨r κ = 1, κ = 2 und
κ = 3 (jeweils fu¨r τ = 6, ǫ¯ = 12.5) nach der OZ-Methode, so-
wie der Abscha¨tzung aus dem zweiten und dritten Virialkoeffizienten
(B¯2(T ), B¯3(T )) in logarithmischer Darstellung wieder. Zudem werden die
Ergebnisse fu¨r das Modell mit (a) anisotropen GCM-Potenzial und (b)
dipolarer Wechselwirkung (Cutoff r = 1) verglichen. Obig ist die gute
Konvergenz der Virialentwicklung hin zu den Resultaten der OZ-Methode
zu erkennen.
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Abbildung 3.18.: Thermodynamisch instabile Bereiche (Spinodale und Binodale aus den
Abscha¨tzung durch Gl. (3.75)). Aus dieser Gleichung ergeben sich
Abscha¨tzung dreier exemplarischer kritischer Punkte, na¨mlich (ξcrp ≈
−0.85, p¯crp ≈ 0.028, n¯crp ≈ 0.08) fu¨r κ = 1, (ξcrp ≈ −0.45, p¯crp ≈
0.032, n¯crp ≈ 0.09) fu¨r κ = 2 und schließlich (ξcrp ≈ −0.21, p¯crp ≈
0.034, n¯crp ≈ 0.09) fu¨r κ = 3. Die Abbildung zeigt die korrespondierenden
Binodalen (durchgezogene Linien) und Spinodalen (gestrichelte Linien).
Es gilt τ = 6, ǫ¯ = 12.5.
113
3. Flu¨ssige Phasen
114
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Kolloide und komplexe Plasmen zeichnen sich gleichermaßen durch ein großes Spektrum
mo¨glicher Wechselwirkungen und Pha¨nomene aus. Wa¨hrend Kolloide auch in allta¨glichen
biologischen Systemen und zunehmend in technologischen Anwendungen zu finden sind,
treten komplexe Plasmen auf verschiedenen physikalischen Skalen auf. Fu¨r beide Typen
pha¨nomenologischer Systeme wurden in Experimenten anisotrope Wechselwirkungen des
ER/MR-Typs nachgewiesen. Abstrahiert man von den Ursachen der Wechselwirkung und
betrachtet ausschließlich bina¨re Wechselwirkungen, so ist es angebracht, diese Systeme in
einem gemeinsamen mathematischen Modell zu beschreiben.
Das Phasendiagramm von ER/MR-Systemen ist sehr facettenreich. Daher werden in
dieser Arbeit nur Querschnitte des Diagramms diskutiert. Im ersten Schritt wurden die fes-
ten Phasen gewo¨hnlich-dipolartiger ER/MR-Systeme anhand einer Bogoliubov-Variation
untersucht; dabei konnte einerseits das in Experimenten und Simulationen beobachtete
Diagramm nachvollzogen werden. Zudem wurden drei Wechselwirkungsregime eingegrenzt,
die durch die Ha¨rte des spha¨risch-symmetrischen Kerns zu charakterisieren sind. Das Re-
gime der weichen Wechselwirkungen fu¨hrt zum einfachsten Phasendiagramm, bestehend
aus bco- und bct-Phasen; jedoch ist die Anisotropie der bco-Phase pra¨zise durch das a¨ußere
Feld zu regeln. Vielfa¨ltigerer sind die Diagramme des mittleren und harten Regimes, denn
diese weisen zudem Phasen mit fcc- und hcp-Gitterstrukturen auf – ohne a¨ußeren Ein-
fluss liegt eine fcc Struktur vor, geringe Anisotropien rufen hcp-Strukturen hervor und im
Fall sta¨rkerer Beeinflussung sind bco- und bct-Strukturen vorzufinden. Zwischen der bco-
und der bct-Phase ist ferner ein mo¨glicher Kandidat eines Lambda-U¨bergangs auszuma-
chen. Fu¨r einige Parameterkombinationen des harten Regimes ist die bco-Phase zu einer
du¨nnen Linse reduziert. Die Untersuchung wurde anschließend durch die Erweiterung auf
negativ-dipolartige Wechselwirkungen komplementiert. Die zugeho¨rigen Diagramme sind
jedoch einfacher: Das weiche Regime beginnt mit einer bct-Phase, das mittlere und harte
Regime setzt die fcc-Phase fort; in beiden Fa¨llen begrenzt ein U¨bergang erster Ordnung
zu hcp(*)-Phasen – also zu kristallinen Monolagen – fu¨r zunehmende Sta¨rke des externen
Feldes.
115
4. Zusammenfassung
Die festen Phasen werden fu¨r niedrige Dichten durch einen Fest-flu¨ssig-U¨bergang ab-
geschlossen. Daher sind zahlreiche Tripelpunkte in den Phasendiagrammen zu finden. Die
Lage der U¨bergangslinie wurde durch eine einfache Approximation der freien Energie aus der
Integration u¨ber die Zustandsgleichung der viriale Route u¨ber Paarkorrelation – bestimmt
mithilfe der OZ-Methode – abgescha¨tzt.
Die flu¨ssigen Phasen der ER/MR-Systeme wurden durch zwei einander erga¨nzende Me-
thoden untersucht. Die OZ-Methode liefert durch die Stabilita¨tsanalyse eine Eingrenzung
jener Bereiche, in denen ein U¨bergang von schwach-anisotropen Systemen hin zu Systemen
mit langreichweitiger Ordnung erfolgt. Diese langreichweitige Ordnung zeigt sich im Fall der
gewo¨hnlichen dipolartigen Wechselwirkung als String-Flu¨ssigkeit und fu¨r negativ-dipolartige
Wechselwirkung als separierte Monolagen. Auch diese Phasen sind begrenzt: Fu¨r sehr starke
externe Felder ist eine Kondensation der Strings zu beobachten beziehungsweise ein Zerfall
der (Mono-)Lagen zu Scheiben und elliptischen Strukturen. Einer der Effekte, welcher zum
Zerfallen der separierten Lagen fu¨hrt, ist ein Flu¨ssig-Gas-U¨bergang. Mit einfachen Metho-
den, wie der Virialentwicklung und einer zweidimensionalen Variante der OZ-Methode kann
dieser U¨bergang charakterisiert und eingegrenzt werden.
isotrope Flüssigkeit
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Abbildung 4.1.: Schema der mo¨glichen Phasen in ER/MR-Flu¨ssigkeiten
Es ist bemerkenswert, dass alle diese Phasen (siehe Abb. 4.1) alleinig durch die Variation
des externen Feldes, welches die Anisotrope der Wechselwirkung festlegt, bestimmt wird.
Da viele der Effekte im direkten Zusammenhang zu technologischen Anwendungen stehen,
sind weitere Untersuchungen hierzu wu¨nschenswert.
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Dieses Kapitel ist als Ausblick im ganz urspru¨nglichen Sinne zu verstehen, na¨mlich als Ideen-
sammlung. Zu keinem der hier angesprochenen Punkte ko¨nnen konkrete Lo¨sungen oder gar
Ergebnisse pra¨sentiert werden, es ist vorzugsweise eine Liste mo¨glicher Anknu¨pfungspunkte.
Einige Fragen dra¨ngen sich durch die hier verwendete Modellierung der Systeme auf, denn
elektro- und magnetorheologische Systeme erscheinen in derart vielfa¨ltiger Form (ER/MR-
Kolloide, ER-Plasmen,. . . ), sodass die Frage nach dem tatsa¨chlichen bina¨ren Wechselwir-
kungspotenzial abwegig ist. Neben der Debye-Hu¨ckel- oder auch Yukawa-Form sind auch
Wechselwirkungen mit und ohne Hardcore-Anteil sind weitaus komplizierte Potenziale denk-
bar (beispielsweise DLVO-Potenziale). Zwar ist ein a¨hnliches Verhalten wie bei den unter-
suchten Potenzialen zu erwarten, falls die durch den spha¨risch-symmetrischen Kern her-
vorgerufene Wechselwirkung repulsiv ist – sind hingegen attraktive Bereiche vorhanden,
du¨rfte sich ein interessantes Wechselspiel zwischen den ER/MR-Effekten und dem Trend
zu Kondensation einstellen.
5.1. Anisotrope Mixturen
Die Erweiterung des Prinzips der Elektro- und Magnetorheologie auf Systeme mit ver-
schiedenen Teilchenspezies ist ebenso denkbar. Es ist zu erwarten, dass die Zahl mo¨glicher
Phasen in solchen ER/MR-Mixturen nochmals vielfa¨ltiger ist — denn sowohl das vielfa¨ltige
Phasendiagramm der ER/MR-Systeme als auch das der Yukawa-Mixturen [55, 125] sind
Grenzfa¨lle dieses erweiterten Systems.
5.1.1. Bina¨re Mixturen
Ein besonders einfaches Modellsystem fu¨r anisotrope Mixturen, welche aus nur zwei Spezies
A und B bestehen, kann durch geringfu¨gige Aba¨nderung des bereits verwendeten generi-
schen Modells (Abschnitt 2.1, Gl. (2.1)ff.) gewonnen werden: Die bina¨ren Potenziale lauten
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dann
VAA(r) = VBB(r) = ǫ [φI(r)− ξφA(r)]
VAB(r) = ǫ [φI(r)− δξφA]
Zudem sei die Mischung symmetrisch, es gelte also ρA = ρB =
1
2ρ. Durch dieses Modell
wurde also nur ein einiger weiterer Parameter eingefu¨hrt, na¨mlich die relative Sta¨rke δ der
anisotropen Kopplung zwischen den Spezies.
Obwohl diese Erweiterung eher als Sandkasten-Modell einzustufen ist, kann eine sol-
che Wechselwirkung in realen ER/MR-Systemen durchaus verwirklicht werden. Man denke
beispielsweise an ein System, in dem eine der beiden Spezies (beispielsweise A) nur ein
magnetisch induzierbares Dipolmoment besitzt, hingegen Spezies B zusa¨tzlich ein elektro-
statisches induzierbares Dipolmoment aufweist. Nachdem die Wechselwirkung zischen zwei
Teilchen i und j mit je elektrischen (ǫi bzw. ǫj) und magnetisch induzierbaren Moment (µi
bzw. µj) durch
Wi j = −2(µjµj + ǫiǫj)
1
r3
P2(cos θ)
beschrieben wird, genu¨gt es die Induzierbarkeit bezu¨glich der externen Felder so zu justieren,
dass fu¨r Spezies A
ǫ1 =
√
ξ
2
√
1− δ2 µ1 =
√
ξ
2
δ (5.1)
und µ2 =
√
ξ
2 und ǫ2 = 0 fu¨r Spezies B gilt.
5.1.2. Simulation anisotroper Mixturen
Die MC-Simulationen ko¨nnen ohne nennenswerte A¨nderungen auch fu¨r das obige erweiterte
Modell verwendet werden. Fu¨r δ = 1 ist dieses Modell nicht von dem eines gewo¨hnlichen
ER/MR-Systems mit nur einer Spezies zu unterscheiden. Abbildung 5.1 zeigt die Situation
fu¨r ξ = 1 – dies entspricht der Phase der String-Flu¨ssigkeit (siehe Tabelle 3.1): Die Strings
bestehen hier aus Teilchen beider Spezies. Fu¨r δ = 0.2 ist das System markant vera¨ndert,
denn jeder String besteht nur noch aus Teilchen einer einzigen Spezies. Zwischen beiden
Zusta¨nden findet augenscheinlich eine Entmischung der Teilchen statt. Fu¨r δ = 1.5 wirkt
die sta¨rkere Wechselwirkung zwischen Teilchen verschiedener Spezies als Kitt, welcher die
String-Struktur versta¨rkt.
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δ = 0.2 δ = 1.0 δ = 1.5 
Abbildung 5.1.: MC-Simulation (PBC, 1000 Teilchen, NVT) einer bina¨re symmetrische Mi-
schung (ρ¯A = ρ¯B = 0.05, ǫ¯ = 12.5, κ = 1, ξ = 1.0, anisotrope Reichweite
τ = 6) berechnet fu¨r verschiedene Werte des Parameters δ. Die Farben
gru¨n und blau geben die jeweilige Teilchenspezies wieder.
δ = 0.5 δ = 1.0
Abbildung 5.2.: Entmischung der separierten Lagen in obigen Modell (MC-Simulation, nun
durchgefu¨hrt fu¨r ρ¯A = ρ¯B = 0.1, ǫ¯ = 12.5, κ = 1, ξ = −1.0, τ = 6)
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Abermals ist das entsprechende Analogon auch fu¨r Systeme mit negativ-dipolartiger
Wechselwirkung zu finden; fu¨r δ = 1 sind die separierten Lagen aus beiden Teilchenspezies
gleichermaßen zusammengesetzt. Andererseits sind fu¨r δ = 0.5 die einzelnen separierten
Lagen nur aus Teilchen einer Spezies zusammengesetzt. Es deutet sich daher ebenso fu¨r
separierte Lagen ein U¨bergang an, der zur Entmischung fu¨hrt.
5.1.3. Erweiterung der Ornstein-Zernike-Gleichung
Der Ausdehnung der OZ-Methode auf Mixturen ist formal nur ein kleiner Schritt [41, 55];
es genu¨gt fu¨r jede auftretende Spezies einen Index einzufu¨hren. Fu¨r die Potenziale wurde
dies im vorherigen Abschnitt schon getan (VAA, VAB, . . . ...). Ebenso ist die Paarkorrelati-
onsfunktion g(r) – gleiches gilt auch fu¨r die korrespondierende totale Korrelation h(r) bzw.
direkte Korrelation c(r) – zu erweitern. Es sind also die Funktionen gAA(r), gAB(r) und
gBB(r) zu bestimmen. Folglich ist die OZ-Gleichung
hIJ(r) = cIJ(r) +
∑
K
ρK
∫
dr′cIK(r− r′)hKJ(r′)
zu lo¨sen 1. Offensichtlich gilt hIJ(r) = hJI(r), sodass sich fu¨r zwei Spezies hieraus drei
Gleichungen ergeben. Ferner werden frei Abschlussrelationen beno¨tigt.
Sind zudem anisotrope Wechselwirkungen des ER/MR-Typs zu beru¨cksichtigen, dann
erfordert dies eine Entwicklung jeder Korrelationsfunktion nach Gl. (3.29). Ein derartiges
Gleichungssystem du¨rfte zu numerischen Herausforderungen fu¨hren.
Bereits dieses einfache Sandkasten-Modell kann also die Probleme – und Mo¨glichkeiten
– aufzeigen, welche noch in ER/MR-Systemen schlummern. Leider bleibt an dieser Stelle
nur den Vorhang zu schließen und viele Fragen offen zulassen.
1Indizes mit lateinischen Großbuchstaben laufen u¨ber die Spezies, d.h I, J,K ∈ {A,B}
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A. Konventionen und Notationen
A.1. Fourier-Hankel-Transformationen
Fu¨r eine Funktion der Form f (r) = f (r)Pl(cos θ) ist die Fouriertransformierte durch∫
dre−ikrf (r)Pl(nr · nz) (A.1)
gegeben, wobei nr und nz die Einheitsvektoren in Richtung von r beziehungsweise in z-
Richtung bezeichnen. Hier ist es nun sinnvoll das Bezugssystem zu wechseln, sodass die
Orientierung von nr und nz in Bezug von k durch die spha¨rischen Koordinaten (θ, φ) und
(α, β) gekennzeichnet werden. Anhand der Identita¨t∫ 2pi
0
dφPl(nr · nz) = 2πPl(cos θ)Pl(cosα), (A.2)
kann nun die Fouriertransformation mithilfe einer Hankel-Fourier-Transformation ausge-
dru¨ckt werden, ∫
dre−ikrf (r)Pl(cos θ) = 4πi l fˆ (k)Pl(cosα), (A.3)
φˆl(k) =
∫ ∞
0
drr2φl(r)jl(kr). (A.4)
Hierbei wurde auf die spha¨rische Bessel-Funktion der ersten Art und l-ter Ordnung zuru¨ck-
gegriffen, diese ist definiert als
jl(x) = (−x)l
(
d
xdx
)l sin x
x
. (A.5)
Bekanntlich ko¨nnen Funktionen, die gema¨ß dem u¨blichen Schema (siehe Gl. (3.25)) in
Legendrepolynome entwickelt wurden,
∑
fl(r)Pl(cos θ), komponentenweise transformiert
werden. Fu¨r konkrete Rechnungen bietet es sich an, die Komponenten gema¨ß Fl(r) = r fl(r)
und Fˆl(k) = kfˆl(k) zu reskalieren. Somit kann die Hankel-Fourier-Transformation als
Fˆl(k) =
∫ ∞
0
dr [(kr)jl(kr)]Fl(r) (A.6)
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geschrieben werden. In diesen Zusammenhang bietet es sich, insbesondere im Hinblick
auf die numerische Behandlung der Probleme, an, die Fourier-Sinus- und Fourier-Cosinus-
Transformationen zu verwenden [1]:
FS [f (r)](k) ≡
∫ ∞
0
dr f (r) sin kr,
FC [f (r)](k) ≡
∫ ∞
0
dr f (r) cos kr.
Zum Beispiel kann so eine Komponente nullter Ordnung einfach durch
Fˆ0(k) = FS [F0(r)](k) (A.7)
ausgedru¨ckt werden. Nach diesem Schema ist es natu¨rlich auch mo¨glich Hankel-Fourier-
Transformationen ho¨herer Ordnungen zu zerlegen, zum Beispiel
Fˆ2(k) =
∫ ∞
0
drkr j2(kr)F2(r)
=
∫ ∞
0
drkr
(
3 sin(kr)
k3r3
− 3 cos(kr)
k2r2
− sin(kr)
kr
)
F2(r)
=
3
k2
∫ ∞
0
dr sin(kr)
F2(r)
r2
− 3
k
∫ ∞
0
dr cos(kr)
F2(r)
r
−
∫ ∞
0
dr sin(kr)F2(r)
=
3
k2
FS
[
F2(r)
r2
]
− FS [F2(r)]− 3
k
FC
[
Fˆ2(r)
r
]
.
Vo¨llig entsprechend erha¨lt man auch fu¨r die Transformation der vierten Ordnung die Dar-
stellung
Fˆ4(k) =
105
k4
FS
[
F4(r)
r4
]
− 105
k3
FC
[
F4(r)
r3
]
−45
k2
FS
[
F4(r)
r2
]
+
10
k
FC
[
F4(r)
r
]
+ FS [F4(r)].
A.2. “Quasi-Fast”-Hankel-Transformation
Die “Quasi-Fast”-Hankel-Transformation [129] ermo¨glicht die schnelle numerische Auswer-
tung von Integralen des Typs
gˆ(k) = 2π
∫ ∞
0
drr f (r)J0(kr). (A.8)
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A.3. Vereinfachende Notation fu¨r Vielteilchensysteme
Durch eine Gardner-Transformation [124] u¨ber die Variablen r = r0e
αx und k = k0e
αy
(r0, k0 und α sind beliebige positive Parameter) ist dieses Integral in eine gewo¨hnliche
Faltung zu u¨berfu¨hren, na¨mlich
g˜(y) =
∫
dx f˜ (x )˜j(x + y), (A.9)
wobei f˜ (x) = r f (r) bzw. g˜(y) = kg(k) einzusetzen sind, und der Kern der Faltung durch
j˜(z) = 2παr0k0e
αzJ0(r0k0e
αz) (A.10)
gegeben ist. Numerisch ist die Gardner-Transformation zu bewerkstelligen, in dem die
Ursprungs- und die Zielfunktionen nicht u¨ber a¨quidistante Abschnitte, sondern an exponen-
tiell zunehmenden Gitterpunkten (also rn = r0e
αn und km = k0e
αm) ausgewertet werden
[129]. Die zu Gl. (A.10) korrespondierende diskrete Faltung lautet
fn = rnf (rn) gm = kmg(km)
jn+m = 2παrnkmJ0(rnkm)
gm =
∑
n
fnjm+n. (A.11)
Eine solche Faltung ist durch FFT-Operationen schnell und mit geringem numerischen
Fehler berechenbar, also anhand von
gm = FFT
[{
FFT(fn)FFT(jn)
}]
m
. (A.12)
Jedoch schleicht sich auf diese Weise ein Fehler ein, denn das Intervall [0, r0] bleibt in
der Integration (Gl. A.8) unberu¨cksichtigt. Im Fall der OZ-Methode ist dieser Fehler nicht
vernachla¨ssigbar. Stattdessen ist eine geeignete Approximation [3] fu¨r
LEC0(k) = 2π
∫ r0
0
dr r f (r)J0(kr) (A.13)
zu finden. In den hier vorgestellten Rechnungen wurde auf die Korrekturen von Agnesi [2]
und Magni et al. [84] zuru¨ckgegriffen.
A.3. Vereinfachende Notation fu¨r Vielteilchensysteme
Die folgende Notation dient zur Vereinfachung von Integralen und Summen in Vielteilchen-
systemen. Treten in einem Ausdruck verschiedene Ortskoordinaten auf, beispielsweise in
der Form
I =
∫
dr1dr2dr3f (r1, r2, r3),
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so kann man gleichzeitig die Koordinaten hervorheben und die Notation vereinfachen, in
dem statt der Koordinate ri schlicht der Index i notiert wird [38, 41].
Gleichzeitig fasst man von Ortskoordinaten Produkte zu Tupeln (beispielsweise dr1dr2
zu d(1, 2)) zusammen. Demnach vereinfacht sich der Ausdruck des Beispiel zu
I =
∫
d(1, 2, 3)f (1, 2, 3). (A.14)
Ferner ist es mo¨glich Ortskoordianten von einem Tupel auszuschließen, d. h.
d(1, . . . , /i , . . . , n) ≡
n∏
k=1
k 6=i
drk
zu benu¨tzen. Besteht die Gefahr einer Zweideutigkeit (etwa mit Tupeln aus Zahlen), so
wird diese Notation versta¨ndlicherweise nicht verwendet.
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