Abstract. An accurate and comprehensive characterization of surface air temperature (SAT) variability is important for numerous purposes: studies on climate and climate change, the evaluation of climate model outputs, research on the impacts of changes in variability, etc. In this paper, SAT variability is considered from two different points of view: a measure of dispersion referring to the values in the time series, but ignoring their temporal sequence (the standard deviation); and a measure of persistence, for which the succession of the values in the time series is important (the exponent H established with Haar wavelet analysis). This paper uses daily minimum and maximum temperature records from Canadian stations in the Atlantic region and finds that: (i) SAT pattern variability can be assessed with the help of distinct methods applied together, in ways that might not be possible with any of the applied methods used separately; (ii) SAT pattern variability changes significantly over time; (iii) oscillations on scales from years to decades in both standard deviation S and the H exponent take place; (iv) the temporal change in SAT variability is reflected differently by the two applied methods: general statements concerning increases or decreases in variability should not be made without specifying the applied measure of variability.
Introduction
Characterizing surface air temperature (SAT) variability in relevant ways is particularly important for multiple purposes, from verifying properties of climate model outputs to assessing the different aspects and impacts of climate change (Rohr and Raffel, 2010; Wheeler et al., 2000) . Assessing variability in a comprehensive way is, however, problematic. No single method seems to exhaustively address the richness of such natural patterns. The conclusions of studies dedicated to this subject are often inconsistent (Walsh et al., 2011) . Finding a quantitative confirmation of the reported human perception of increasing variability in weather patterns (Nakashima et al., 2012) has been challenging. Multiple discrepancies between statistical variability estimators and human perception of change have been identified (Walsh et al., 2005 (Walsh et al., , 2011 . Variability in time series can take many different forms. In numerous studies, variability is evaluated by using variance or standard deviation (Boer, 2010; Esau et al., 2012) . On the other hand, variability can also be assessed in other ways.
While measures of dispersion do not refer to the succession of the data in the time series, the "smoothness" of time series depends on the sequence in which the various values are ordered. The resulting degree of "persistence" (Bunde and Havlin, 2002) in such patterns is also related to variability, but in a way that is different from those captured by statistical moments (Hsu et al., 2011; Rybski et al., 2008) . Unlike the latter, persistence critically depends on the actual succession of the time series values on different timescales. Higher persistence involves a "smoother" signal, with less abrupt change on the scale range over which such persistence is established.
In other words, we can have, for instance, one and the same time series characterized by "strong" variability due to a high value of the measure of dispersion, and by "weak" variability due to signal smoothness, as reflected in its high degree of persistence due to the ordering of the values in the times series; of course, the reverse situation (lower dispersion of signal values but a less smooth signal due to decreased persistence) is also possible. In this paper we define persistence by the presence of long-range correlations (details are provided in Sect. 3). Long-range correlations have been extensively investigated in relation to atmospheric processes (Efstathiou and Varotsos, 2010; Fraedrich et al., 2009; Kiralyi et al., 2006; Varotsos et al., 2009 ). Studies concerning long-range correlations applied to SAT data from Arctic stations have shown that pattern persistence varies on yearly to multi-decadal scales, and regions characterized by common temporal change in pattern persistence can be established (Suteanu and Mandea, 2012) . In this study we address the problem of SAT variability in a comparative framework, by applying two distinct approaches to SAT records and confronting their results concerning pattern change. Our main objectives are to assess the change in pattern variability occurring over time, and to evaluate the extent to which the different approaches agree with each other with respect to temporal change in pattern characteristics. For this purpose, the following questions will be addressed in the paper: a. Does variability change over time to a significant extent?
b. Do the two applied methods identify similar changes in variability occurring over time?
c. Has a consistent increase in SAT variability taken place over the last century?
d. Are the answers to these questions station-specific, or independent of the analyzed station?
The paper is organized as follows: Sect. 2 presents the data sources and their location, Sect. 3 describes the methods applied in this study, results are presented in Sect. 4, and the last section is dedicated to conclusions.
Analyzed data
We analyze minimum and maximum daily SAT records from meteorological stations in the Maritime Provinces of Canada (Fig. 1 ). This region is interesting from the point of view of Table 1 for more details).
SAT pattern variability, since it is subject to a wide spectrum of processes operating on different spatial and temporal scales such as the dominant westerly wind belt (which also carries slow-as well as fast-moving disturbances), blocking highs affecting westerly disturbances for days to weeks, continental cyclones arriving through central and eastern Canada from the south, Atlantic coast systems from the south and southeast, warm humid air penetrating through the Mississippi Valley and central Canada, and cold air flowing from the Arctic, as well as the Atlantic Ocean, with its moderating effect (which is reduced in the presence of sea ice) and its warm and cold currents exerting a temporally variable impact on SAT (a discussion on sources of SAT variability in this region can be found in Suteanu, 2011) .
To address the objective of assessing pattern change over time, we choose long-term records (> 100 yr; Table 1 ) from the available homogenized station records (Vincent et al., 2002) . Data homogeneization was performed by Vincent et al. (2002) for 210 stations; they found that 60 % of the initial data sets included up to four steps, caused mainly by changes in station location (e.g., stations moved to an airport site, which happened mainly in the 1940s), modifications in observation procedures, and the joining of different record sets (e.g., changes from human to automated observations occurred mainly in the last decade of the 20th century). They found that the applied homogeneization procedures had a significant impact on the mean values of the distributions, while the standard deviation suffered minimal changes; on the other hand, temperature trends decreased in many cases. Overall, the authors concluded that changes in daily variability can be more reliably assessed on homogenized data.
All the studied data sets start in 1895. The record length of the available data spans 113 yr for all stations except Charlottetown and Miramichi (which have lengths of 107 and 110 yr, respectively).
Methods
In the context presented in Sect. 1, to assess changes in variability occurring over time we choose two different paths for the evaluation of pattern variability.
One path simply addresses a measure of dispersion that does not take in consideration the succession of the data in the time series: standard deviation, a statistic often applied to this type of data (Boer, 2010; Esau et al., 2012; Przybylak and Vizi, 2005; Walsh et al., 2005) . The other path depends on the actual sequence of the time series values, and assesses signal persistence: in some way, one may illustrate persistence by the degree to which there is a tendency for a signal to keep increasing its values when it has been rising (or decreasing its values when it has been falling), rather than changing its direction of change. Most importantly, in many natural time series, this tendency is expressed on a wide range of scales. One can thus identify and evaluate long-range correlations, i.e., the fact that the autocorrelation function decays slowly, not according to an exponential, but to a power law. It is thus important to underline that persistence is assessed on a wide interval of timescales -in this case, from weeks to years and decades.
The results obtained with the two different methodological approaches are then compared to each other, in order to check to what extent they lead to convergent conclusions with respect to changes in pattern variability.
Signal persistence is quantified here with the help of Haar wavelet analysis (Lovejoy and Schertzer, 2012) . Wavelet analysis has been found particularly effective in geophysics, where its capability of addressing non-stationary signals and localized structures is important (Mallat and Hwang, 1992) . For time series like the ones analyzed here, singularities may be significant, but they are invariant with respect to translation, and we are not interested in localized features: it is thus advantageous to consider averages over different time intervals in order to strengthen the statistical relevance (Lovejoy and Schertzer, 2012) . Compared to other wavelets (Bacry et al., 1989; Holschneider, 1995) , Haar wavelets are simple and easy to apply. They prove to represent a useful tool for the analysis of atmospheric variables on timescales, which are labeled "macroweather" by Lovejoy and Schertzer (2013, p. 350-356) .
The methodology is applied to daily minimum and maximum temperature time series and involves the following steps. The time series t(i) is first subject to an operation by which the yearly variation is removed by subtracting the average temperature of every day of the year from each day's value:
An example is shown in Fig. 2a . Unlike other methods dedicated to the assessment of signal persistence, such as detrended fluctuations analysis, this analysis method can be applied directly to the time series p(i), and not only to its integral. However, analyzing the signal integral leads to narrower confidence intervals for the established exponent than addressing the time series p(i). Therefore, we produce the normalized time series w(i) by subtracting the average of p(i) from the values of the p(i) time series, and divide them by the standard deviation of the time series, and then we build the 138 C. Suteanu: Characterizing change in the variability of surface air temperature records cumulative sum q(i) (Fig. 2b) :
To apply this wavelet approach to the time series, one evaluates the way the size of the fluctuation F is scaling with the timescale or "lag" s; for this purpose, it is possible to choose from a variety of "mother" wavelets. Lovejoy and Schertzer (2012) show that the Haar wavelet, proposed as early as 1910 (Haar, 1910) , is both easy to implement and to interpret, and leads to accurate results; it is defined by
This leads to a simple analysis procedure, according to which one divides the time series in sections of size s, with s spanning a range of timescale values. This is followed by finding the fluctuation size F, based on the computation -for each lag s and for each section of size s -of the mean square difference between values in (x + s/2) and (x − s/2). The exponent H is then determined from the power law obtained for the relation between the lag s and the fluctuation size F:
For the temporal scales analyzed here, we have −1 < H < 0 for time series p(i): they reflect the way in which deviations decrease when data are averaged over increasingly wide timescales (Fig. 2a) . On the other hand, we have 0 < H < 1 for time series q(i): they show the fact that deviations get larger when wider scales are taken into consideration (Fig. 2b) 
. While the theoretical relation H[p(i)] + 1 = H[q(i)]
determined with Haar wavelets holds for the analyzed time series, we apply the analysis to the integral q(i) rather than the signal p(i), due to its robustness over a wide scale range and its narrow confidence intervals. An example for the F(s) relationship is shown in Fig. 3 ; the linear relationship in loglog space is strong and extends over more than three orders of magnitude for both minimum and maximum temperature time series. As it is often the case, minimum temperature records are characterized by higher persistence than maximum temperature records (Kiraly et al., 2006; Suteanu, 2011; Suteanu and Mandea, 2012) . The methods described above are applied to successive windows of different lengths (from 3 to 7 yr). The window size does not have a major influence on the outcomes of the analysis, which is in agreement with other studies (Walsh et al., 2005; Suteanu and Mandea, 2012) . The change in persistence over time is compared to the uncertainty affecting exponent values. This is accomplished by representing the 95 % confidence intervals in the determination of the exponent H (Chatterjee and Hadi, 1986 ). An example is presented in Fig. 4 : the size of the confidence intervals is low compared to the amplitude of the exponent variation.
In order to compare the outcomes of the two approaches regarding changes in pattern variability, we also consider the cross-correlation between the temporal variation in H and in S .
Results
Minimum and maximum daily temperature data from the stations specified in Sect. 1 are analyzed based on the two approaches described above. For all data sets, H and S vary over time, showing fluctuations on scales of years to decades (examples are presented in Fig. 5) . Similarities between the variation patterns corresponding to the different stations are visible for both H and S .
A small size of confidence intervals compared to the amplitude of H (as shown in Fig. 4 ) is found in all cases. To improve graph readability, symbols for confidence intervals are thus not included in the other graphs shown in Fig. 5 . In spite of the differences among the stations, strong maxima and well-pronounced minima in terms of persistence are found for the analyzed stations over the same or similar time intervals (Fig. 5a, c, e, g ). S graphs also emphasize oscillations occurring on time periods that are comparable among the different stations (Fig. 5b, d, f, h) .
A detailed comparison of the variations in H and S yields striking similarities over certain periods -for instance, maxima during the middle of the first decade of the 20th century, in the beginning of the 1920s, and the beginning to the mid1930s. However, the noticeable decrease in S occurring in the mid-1950s has no correspondent in H graphs, which is also the case for other minima and maxima of S during later time periods. The H and S graph pairs for the analyzed stations indicate the possibility that they might be indeed correlated, but the correlation seems to change over time. Therefore, to better compare these temporal variations, we also consider the cross-correlation among their successive segments. The time length L chosen for the sliding windows used in crosscorrelation does not play a determinant role with respect to the identified relation between H and S , for which the temporal resolution is one year (Fig. 5) ; however, longer intervals yield fewer points for correlation results, decreasing the temporal resolution of the study. We choose L to be an odd number, in order to assign the value of each window-by-window correlation to the middle sample of each window. Here we show results obtained for L = 19 yr. The correlation graphs C H,S obtained in this way are shown in Fig. 6 . Two groups of stations can be identified based on C H,S results. The first group includes five stations: Miramichi, Charlottetown, Sydney, Moncton, and Fredericton (Fig. 6a) . Remarkably, while their H and S variations considered separately emphasize strong changes in time (including pronounced minima and maxima) on timescales of years to decades, the C H,S graph offers a different picture. One can distinguish two broad domains: one is characterized by strong positive correlation, with small fluctuations around 0.7 to 0.8, extending from the beginning of the records to the 1940s; the second regime, extending from that interval onwards, is dominated by negative correlation, around −0.7 to −0.8. A significant peak towards less negative correlation can be noticed around 1960.
The stations in the second group (Sable Island, Yarmouth, Saint John) are presented in Fig. 6b . They also have many elements in common. The most different among them is Sable Island, which shows high amplitude oscillations during the several first decades of the century, when the other stations have a more stable and strong positive correlation between H and S . If we compare the two groups of stations, we can notice in group 1 that Sydney, although it is similar to the other group 1 time series, shares the oscillatory behavior of group 2 stations before the 1940s, and thus seems to represent a transition between the two groups. The spatial relationships between the stations in the two groups can be seen on the map in Fig. 1 (group 2 stations occupy the southernmost positions).
The temporal change in the relationships among H and S highlights the extent to which they grasp different aspects of the temperature pattern variability. The two distinct regimes -characterized by positive and negative H vs. S correlation, respectively, cannot be identified from the separate analyses performed with the two methods. It is by looking through the "lens" of two distinct methodologies together that new aspects of pattern change can be uncovered.
Conclusions
Based on this comparative approach, the questions in Sect. 1 with respect to the temporal change in SAT variability can be answered as follows:
a. SAT pattern variability can be assessed with the help of distinct methods applied together, in ways that might not be possible with any of the applied methods used in separation. b. SAT pattern variability is subject to change. Whether assessed with the help of statistical moments such as standard deviation, or by evaluating long-range correlations using Haar wavelet analysis, SAT pattern variability changes over time.
c. The temporal change in SAT variability is not the same for the two approaches. Strong positive correlation between the variation for S and H is followed, at some point in time, by strong negative correlation. General statements concerning increases or decreases in variability should therefore not be made, unless the applied measure of variability is specified.
d. Oscillations in both standard deviation S and the H exponent take place on scales from years to decades. This study does not find a consistent, simple trend of increasing SAT pattern variability in the analyzed stations.
Human perception of growing variability may rely on other variables than temperature, or on the occurrence of storms and other extreme events (Walsh et al., 2005 (Walsh et al., , 2011 ; even a combination of meteorological factors (such as precipitation, wind, cloud cover, etc.) and possibly other aspects of the environment, which may not be documented by historical weather records, may be the source of the perceived increasing variability.
e. All the answers provided to the questions above are valid for every station included in this study. While variability patterns are station-specific, groups of stations have important elements in common.
The lack of consensus concerning pattern variability and its temporal change can be partially explained by the fact that, like many natural patterns, SAT records cannot be fully characterized by one specific analysis method. Each method only captures some aspects of the patterns. Variability is expressed in SAT time series in many ways and on many timescales. Therefore, the often asked question about variability increasing over the last several decades cannot receive a simple answer; given the nature of variability, this situation is not expected to change, even if new, more powerful analysis tools will reveal novel and interesting aspects of pattern change. This investigation showed that considering together the two approaches presented here can lead to the identification of regimes of pattern variability, which are not detectable with the individual methods themselves. Properly combining selected analysis methods may lead to more helpful methodologies for pattern characterization.
