The aim of the Microdensitometer Project was to investigate the agreement between intensity measurements performed by different laboratories. Each of fifteen participants was provided with four precession films prepared from two different crystals of sodium tartrate dihydrate: two films (A and B) of different exposure times from a small crystal and two similar films (C and D) from a larger crystal. A total of 33000 measured intensities and, in addition, 17000 scaled intensities were submitted for analysis.
Introduction
In 1969 the International Union of Crystallography's Commission on Crystallographic Apparatus presented the results of the Single Crystal Intensity Measurement Project (Abrahams, Hamilton & Mathieson, 1970) whose goal had been to obtain a comprehensive picture of the accuracy of intensity measurements using diffractometers and diffractometer systems. During the 10th International Crystallographic Congress in Amsterdam in 1975, a similar project was suggested for microdensitometers, the results to be presented at the 1 lth Congress in Warsaw, 1978. During September 1976 about 80 laboratories were invited to participate in the project. The 34 who expressed a willingness to contribute data to the project using their normal routine procedures were sent a questionnaire, two multiple precession films (A, B) and an intensity scale. Subsequently, they received a second film set (C, D), previously measured in a different laboratory. Each particip-ant was requested to submit a data set from each film, containing the Miller indices, hkl, the integrated intensity, I, the position of the reflection (x, y) in film coordinates along a* and b*, respectively, and the standard deviation, a(I), based on the measured distribution of optical density. The submission of film coordinates, (x, y), and a(I) was optional• In addition, scaled data sets (E from films A and B, and F from films C and D), resulting from the user's normal scaling procedure, and, if possible, standard deviations for the averaged intensities were requested. After having received the first set, 18 laboratories reported that either the software (10) or the hardware (8) was not working satisfactorily• 15 laboratories submitted measurements from all films and completed the questionnaires• Data from all participants were received by the end of March 1977. A preliminary analysis of the mutual and internal consistencies was performed and presented at an Open Commission Meeting during the Fourth European Crystallographic Meeting in Oxford, August 1977 (ECM-4) , at which time the Commission on Crystallographic Apparatus invited other laboratories to participate• However, no other laboratories expressed any interest. The participants in the project are listed alphabetically in Table 1 , but this list is not correlated in any way with the data in the subsequent tables of the report• So that as many as possible could participate in the project, precession geometry was chosen. In order to obtain good quality films, the crystal had to be stable during exposure• For consistency analysis mm symmetry is desirable in the plane of the film. Furthermore, the axes in the plane of the film must be long enough to give a sufficient number of reflections in each quadrant for statistical treatment• Absorption and other diffraction effects should be small and the specimen shape selected so as not to disturb the symmetry relations• The substance finally chosen for the project was sodium tartrate dihydrate, C4H4Na206.2H/O, which crystallizes in P21212] with a = 11.460 (5), b = 14•670 (5) and c = 4.959 (3) A (Ambady & Kartha, 1968) • In the production of the films, the c axis was chosen as the precession axis, thus giving hkO films.
Graphite-monochromated Mo Ka radiation, a crystal-tofilm distance of 60 mm and a precession angle of 24" gave a total of about 800 reflections per film. Film A (9 h exposure) and film B (3 h exposure) were obtained from a crystal of Table• Table 2 . Print-out from a microdensitometer of a weak, medium 0.6 x 0.8 x 0.4 mm was used for the production of films C (1½ h and strong reflection exposure) and D (½ h exposure) (cf Fig. 1 ). The reflection tr is calculated according to the formula used by participant no. 6 (cf profiles are shown in Table 2 . In addition, an intensity scale The amount ofshielding on films A and C can be seen in Fig. 1 Table 4 .
Estimation of the background comprises use of rectangles, frames, strips or boxes positioned outside the integration area. However, in most cases, the areas selected for background measurement lie as strips on two opposite sides of the reflection. In many systems the positioning and size of the area for background estimation can be selected via input instructions making the system flexible for different types of reciprocal lattice. The reflection positions were submitted by ten laboratories (cf Table 4 ). This calculation is not normally included in the users' routine systems but was requested in order to detect errors due to the orientation matrix. However, the available (x, y) values were found to differ too much to be useful for statistical analyses in this project.
Preliminary treatment of the data
The data were submitted on punched cards or, in a few cases, on magnetic tape. All calculatioiis within the project were performed on a DEC 10 computer. After storage of the submitted data on disc, the material was edited, and a few values with obvious errors were eliminated.
About 33000 individually measured intensities and, in addition, 17000 scaled intensities were stored as 86 data sets, in general six for each participant, as specified in Table 5 . Table 6 shows the number of reflections contributed to the project by each part'~ipant. The B data set of participant No. 12 was damaged in transit and had to be totally rejected. Participant No. 10 submitted intensities only from films C and D.
As the user indications of supersaturated reflections or insignificant reflections varied from case to case and the absolute intensity scale also differed considerably between the experiments, a prescaling and editing program was written. The scale factors obtained between the different experiments varied from 0.24 to 2980.* One unit of intensity corresponds to about 250 photons, assuming that OD = 1 is the blackening obtained by 0.5 photon/pm 2 (Morimoto & Uyeda, 1963) using Ilford Industrial G film and Mo Kc¢ radiation.
The number of reflections submitted varies considerably (of Table 6 ), e.g. from 426 to 783 for the A film. This variation is due to different ways of defining a significance level. Some of the participants only submitted reflections which they considered significant, while others included all measurements. In a few cases it appeared that certain reflections had been rejected by the participants after inspection of their data sets.
For data sets which did not include standard deviations, a(I) values were estimated by comparison with the results from other laboratories after the data sets had been placed on a common scale. In the subsequent statistical analyses, only reflections with I > 3o"(1) were considered significant. Due to the different ways in which a(l) was defined, the number of reflections used (Table 5 , colums ii) varies from case to case. When comparing the precision of the different experiments in the following sections, these variations should be borne in mind.
Internal consistency
For each film the agreement between symmetry-related reflections was defined as 
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~ tr~ X X X~ X X X X X X X X X X internal consistency. The variation of Rsy m with the intensity has been investigated using the intensity intervals listed in Table 7 . Tables 8 and 9 show the results from the A and C data sets respectively. Figs. 2-5 illustrate the /~:m distributions for all experiments. The number of reflections in each interval is also indicated. It is apparent that the films with smaller spots resulted in worse agreement between symmetry-related reflections. The statistical spread for the weak reflections is generally quite high. Some of the experiments show a slight increase in R for the strongest intensities (cf . while in other experiments the R values fall off and converge towards a limiting value. The tendency to increase indicates systematic errors to be discussed later.
The user-scaled data sets (E and F) were also analysed in order to investigate differences in the /~.,m distribution. The internal consistency of data sets E and F (Figs. 6 and 7) is closely related to that of data sets A and C (Figs. 2 and 4) . By using Hamilton, Rollett & Sparks's (1965) scaling procedure (program SCALE), the A and B, and C and D data sets, respectively, have been scaled together to obtain film-factor values for each experiment. By using a/~ value defined as
hk hk where k is the film factor and 11 and 12 are intensities from the two successive films, an analysis of the consistency between the stronger and weaker data sets may be performed. The results obtained when scaling B to A and D to C are given in Tables 10 and 11 , respectively. R~ym values were calculated for symmetry-related reflections from the average intensity files, i.e. the E and F files, and the f'des corresponding to data sets E and F but created in our scaling procedure. For experiments 11 to 15 which use the parabolic scaling method, it has not been possible to calculate film factors, k, or R~ values, since the A-D intensities are not corrected for non-linearity. The Rsym values were thus only obtained from the original data sets E and F. The film factor between the B and A films varied from 2.58 to 3.20 except in two extreme cases (experiments 5 and 8 which had values of 2.13 and 1.08). For the D to C data sets the variation was 2.60 to 3.21. If the film factor for experiments 5 and 8 for scaling of B to A were excluded, average values of 2.90 and 3.00 for scaling of B to A and D to C, respectively, were obtained. The scale factors for films A and B with the smaller spots are thus systematically too low, indicating inaccuracies in the non-linearity corrections and the Wooster (1964) effect.
Mutual consistency
One measure of mutual inter-laboratory consistency for two experiments (i) and (j) is
hk hk
where Ii and I t are on the same scale, a mutual scale factor being refined for each Rm,, value. .. (Table 13) show that experiments 5, 8 and 15 differ slightly from the others. Another way of assessing the mutual consistency is to analyse each experiment against an average value intensity file. All experiments were therefore scaled together using Hamilton, Rollett & Sparks's (1965) scaling procedure to establish two average files, one from the E and one from the F sets.
The individual intensity weights in the scaling procedure were based on a(I) (estimated as described previously if not given) in combination with the intensity according to
where c is a constant. In order to obtain proper weights, c was varied to give the best value for the parameter 'goodness of fit' in the program SCALE (cf Hamilton, Rollett & Sparks, 1965) . The value c = 0.023 was used in the final averaging procedure and the corresponding weight analyses are given in Tables 14 and 15. In the preparation of the final average intensity file from the E data sets, experiments 5 and 8 were rejected. The average file created from the F data sets was prepared from data from all 15 laboratories. These two average files were analysed for internal consistency, and the results are shown in Tables 16  and 17 
Analysis of variance
The analysis of variance was performed with the program HANOVA (Hamilton, 1964; Abrahams, Alexander, Furnas, Hamilton, Ladell, Okaya, Young & Zalkin, 1967; Abrahams, Hamilton & Mathieson, 1970) . The parameters chosen for the analysis were the experiment number n with effect E(n), the intensity range I with effect I(I), the angular range 20 with effect A(20) and the symmetry related quadrants Q with effect Q(q). The latter effect was included in order to locate errors in the positioning of the microdensitometers.'Thus, the model for the analysis of variance used is
where I h is the average intensity with index hkO, lhi is the intensity of reflection hk0 for the ith participant, Whi is a weight defined in (10) and (11), p is the overall mean (approximately zero), M is the sum of the main effects, E, I, A and Q, EI is an experiment -intensity interaction effect, EA is an experiment -angular interaction effect, EQ is an experiment -quadrant interaction effect, and e is a normally distributed random error. The F distribution is the basis for most of the multivariate hypothesis tests and is the distribution of the ratio of two estimates of the same variance. One may assume that the weighted deviations from the average intensity,
has a normal random distribution for each experiment, i.e. that El, EA and EQ are zero. To investigate this assumption, the F ratio may be calculated: F,,x.,,2=[~.n,(X;-X") Larson, 1975 
where ame,,h, is defined by (4). The use of either (10) or (11) resulted only in slightly different values of the calculated F ratio and did not affect the conclusions concerning the experiments. Weights according to (11) were used in the following calculations.
In the execution of the HANO VA program, the E data sets 5 and 8 were excluded, since a preliminary execution showed large El and EQ effects for these two experiments. As the E data set 10 was not submitted, there are only 12 E data sets included in ( Fvx,v2 ratio exceeds the tabulated Fvl,v2,o.oo 5 value, the hypothesis that there are no systematic differences between the experiments may be rejected. The probability of rejecting a true hypothesis is then less than 0.5 ~. The tabulated values for the two sets of data, E and F, are F47.,,719.o.oo5=1.67 and F59,637o,ooo5=1.65, respectively. We now assume that all data sets are identical and formulate the following hypotheses" Hypothesis 1. The experiment-intensity interaction effects, El, are zero, i.e. the error distributions are the same within the four intensity levels for all experiments. The calculation gave F47.4719 = 4.81 for the E data sets and F57,63vo = 3.08 for the F data sets. Thus, the above hypothesis may be strongly rejected for both sets of data. The rejection of this hypothesis means that there are systematic errors in one or more of the experiments, as was also indicated by the Rmu, and Ra, values.
Hypothesis 2. The experiment-angular effects, EA, are zero, i.e. there are no systematic differences between the experiments depending on the 20 angle. The observed F47.4719 and F59,637 o values are 1.17 and 0.98 for the E and F data sets, respectively. Thus, the above hypothesis cannot be rejected either lor the E sets nor for the F sets.
In the third test it was investigated whether or not there was F.
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any interaction between the experiment number and the symmetry quadrants on the films.
Hypothesis 3. Experiment-quadrant interaction effects, EQ, are zero, i.e. the error distributions are identical in the four quadrants for all experiments. The calculation gave F47,4719 =3.53 for the E data sets and F57,637o=0.94 for the F data sets. The hypothesis cannot be rejected for the F sets as F57,6370,o.005 = 1.67 but can be rejected for the E data sets with a high degree of confidence. One or more experiments in the E set thus have systematic errors due to the scanner positioning.
The estimates of the four levels for each of the three variables El, EA and EQ have been plotted explicity in Figs. 11 and 12 for each of the data sets.
Discussion
In the previous sections, the quality of each measurement has been investigated. Different R values, defined according to formulae (1), (2), (3) and (6), have been used to analyse the spread in the intensity measurements. Furthermore, each data set has been investigated in different intervals of intensity and angular distribution in order to examine the internal consistency of each densitometer system. These interval R values have been plotted against the magnitude of intensity for the different data sets A, B, C and D (in Figs. 2-5 ). The shapes of the curves differ from laboratory to laboratory but are often similar for the A and B data sets on one hand and for the C and D sets on the other. The data from the average intensity value files show high internal consistency, giving a good idea of the accuracy attainable with microdensitometer systems. Data from most of the participants are also homogeneous even if there are some differences in the individual results which will be commented on in this section.
General effects due to spot size
It is clearly demonstrated that the statistical spread of the intensities measured on films with small spots (A, B) is greater than that obtained from films with large spots (C, D). Due to the logarithmic relationship between optical density, D, and the ratio of the incident to the transmitted microdensitometer light beam,
it is impossible to obtain an accurate value of D when the blackening of the illuminated area is not uniform. This effect was pointed out by Wooster (1964) 'If the density variation across the field of view is small then the average intensity of the transmitted light will be nearly given by the average density.
For a large variation of density much inaccuracy is introduced'. Fig. 13(a) and (b) shows the distribution of R values in different intensity intervals obtained when comparing the individual E and F data sets with the corresponding average-value files. The significant increasing trend in R values for strong intensities for the E data set (cf . Table 14) is not generally seen when testing the individual data sets with respect to symmetry-related reflections (Fig. 6 ). This effect is due to the different ways in which non-linearity corrections have been performed, together with errors due to Wooster effects. The corresponding effect for the F data sets is much smaller but still present ( Fig. 13b and Table 15 ).
Differences between experiments: set E
The overall F ratios show that there are systematic differences between the data sets, regardless of whether the analysis is carried out with respect to the intensity (EI), angular 20 (EA), or symmetry-quadrant {EQ) distribution. The partial F distributions in each level investigated are plotted and described in Fig. 11 and those experiments which Fig. 11 . Interaction effects derived by analysis of variance for the E data sets. There were four levels for each factor, as indicated in Table 18 . Error bars 2u in length, where tr is the estimated standard deviation of the corresponding effect as derived from th analysis of variance least-squares program, are given at the foot of the figure. Interaction effects derived by analysis of variance for the F data sets. There were four levels for each factor, as indicated in Table 18 . Error bars 2a in length, where a is the estimated standard deviation of the corresponding effect as derived from the analysis of variance least-squares program, are given at the foot of the figure. have systematic errors on the 0.005 significance level are listed in Table 19 . An individual F ratio for each of the experiments is shown in Fig. 14 . It is apparent that experiments 5 and 8 suffer from errors which are much larger than for the other experiments in the E data set. This is also evident from the inter-experimental agreement factors (R .... Table 12 ) and the agreement with the average values (Ra , Table 14 ). When inspecting the intensity data from experiment 5 it is apparent that the weak reflections are too strong and the strong reflections too weak. It has not been possible to determine the reason for this from information available.
Experiment 8 also shows poor agreement with the other experiments. When inspecting the intensity data, reflections which should be systematically absent or very weak were found to have relatively high values, sometimes greatly exceeding 3a(l). The overestimate was not constant, but varied considerably. It is therefore reasonable to assume that significant reflections are also biased with a varying, positive value. This is verified by a comparison with the other experiments. The error may arise from an underestimate of the background value.
Experiment 9 has been rejected with respect to EI effects in Table 19 since there were no reflections in the first intensity interval (cf Fig. 2) . The standard deviations provided by this laboratory were generally two to three times higher than the others and the weakest reflections from the first intensity interval were therefore excluded by our 3~/I) significant test.
Experiments 11, 12 and 15 contribute most to the increasing trend of the R value for the strongest reflections (Fig. 13) . This is also apparent from Table 14 in which the results from interval analysis of each experiment are compared with the average-value file.
It is important to note that the lower limit of transmission (i.e. the upper limit of measured optical density) for a relevant estimate of the optical density is dependent on the size of the reflection. Thus, an upper limit of optical density which has proved useful for large reflections may be too high for small reflections.
The high experiment-quadrant interaction shown by experiment 1 is probably accidental and due to a positioning error in the least-squares procedure for calculating the transformation matrix, since the analysis of variance test on the C, D and F data sets did not show the same effect.
Experiment 8 also had too high an EQ interaction term. This could be due to an accidental mistake in the manual determination of the orientation of the film pattern.
Differences between experiments: set F
The analysis of variance tests for the F data sets is generally better than for the E sets. Fig. 12 shows plots of the four levels of the factors El, EA and EQ. Experiments with significant deviations at the 0.005 level are indicated in Table 19 . Again, experiments 5 and 8 are seen to differ from the average intensity file for the same reasons as in the E set. For experiment 15 it can be seen from Fig. 10 and Table 15 that/~, for the first and especially for the second intensity intervals have unexpectedly high values. Similar deviations, although not as pronounced, are found for the E set (of. Table 14) . This is probably due to a software error.
Comparison between on-line and off-line systems
From the internal and mutual consistency tests a comparison can be made between on-line and off-line systems. Experiments 5 and 8 have been rejected from the E set. Average R values for each of the on-line and off-line groups from the internal and mutual consistency tests are presented in Table 20 . The total distribution of R values (Riot.a,) for the F data sets. The average values of Rsym, Rmu t and R,v for the off-line systems are all somewhat lower than those for the on-line systems. This may indicate that off-line systems yield more reliable data, since they can often utilize greater core memory and thus make use of more extensive program systems. However, if experiments 1 and 15 (both on-line systems) are excluded, since they were rejected by the program HANO VA, the R values for the on-line group become almost identical with those of the off-line group. Assuming that the discrepancy for experiments 1 and 15 is accidental, one may then conclude that on-line and off-line systems are equally accurate. On the other hand, experiments 1 and 15 may indeed reflect the difficulties inherent in obtaining a reliable on-line software package, especially when only a small core memory is available.
Comparison between different scaling procedures
Average R values were also calculated for the groups of participants using parabolic scaling or numerical correction of each density value (cf Table 21 ) in order to correct for nonlinearity effects, followed by linear scaling. The R values indicate that the systems which use numerical correction for each optical density are generally in better agreement than those which use the parabolic scaling procedure. The average values for Rsym and Rm., are not as useful as R,~ in this case. R~:m is based on symmetry-related reflections in the four quadrants, and is not affected by errors in the correction for non-linearity. Neither are the average values of R .... as given in Tables 12 and 13 , useful. A new set of Rmo, values was calculated separately for the two groups; parabolic or numerical, respectively. Then it became evident, as can be seen in Table 22 , that the accuracy is better for users of numerical non-linear correction followed by linear scaling of the two films. The parabolic scaling procedure should not be used on films with different spot sizes (e.g. Weissenberg films and oscillation f'flms). If, however, f'flms with constant spot sizes are scanned, the parabolic scaling procedure, properly weighted, may have advantages in minimizing Wooster effects.
The average microdensitometer data
In the analysis of the individual E and F data sets, we have found a concordant group of experiments with a relatively good internal homogeneity. By using this data, average intensity files have been created.
As stated previously, only experiments 5 and 8 were rejected from the E data set, even though the analysis of variance indicated that other experiments from both sets were affected by systematic errors. On the other hand, an F ratio calculation on the 0-005 significance level is a very sensitive test and deletion of more experiments could lead to successive rejections. The two average-value files from each data set E and F have been analysed as being separate experiments. The results from the internal consistency test on the two files is shown in Tables 12 and 13 and Fig. 9 . The R~vm values obtained from the two files (0.057 and 0.050 for E and F, respectively) appear to be satisfactory. Both crystals used in this project gave /~:,m values of 0-050 for corresponding hkO reflections measured with a Syntex P21 diffractometer. Further comparison with diffractometer data will be given in Report II.
The agreement between the weak reflections is generally better for the average files than for any of the individual experiments, which is to be expected if the errors are mainly randomly distributed.
Size of light beam
It has been seen that films with small spot sizes give worse agreement than those with large spot sizes, due to the Wooster effect (cf Tables 10 and 11 ). Normally, all films were measured with a light-beam size of 100 x 100/~m, but two participants, 6 and 7, used a raster size of 50 x 50 pm for the A/B film set. The results in Table 14 may indicate an improvement when the raster size is lowered to 50/~m for the small spots. However, the F data sets 6 and 7 are also of good quality (Table 15 ) and it is not therefore possible to draw any definite conclusions.
Choice of radiation and film
The principal difference between film and diffractometer methods is that films suffer from unfavourable build-up of background during data collection (Arndt, 1968) . For this reason, it is advisable to use monochromatized radiation in order to reduce the background as much as possible.
The choice of film is also of great importance. In this project Ilford Industrial G film, which was recommended by Morimoto & Uyeda (1963) , has been used. Unfortunately, this film is no longer manufactured. However, since the film quality is not one of the parameters of this project, it has no bearing on the present results. Another IUCr Commission on Crystallographic Apparatus project is investigating characteristics of X-ray films now available.
Choice of microdensitometer and computer systems
As the main group of participants (12) in this project use an Optronics drum microdensitometer it is not possible to compare different types of scanners. There would seem to be no distinct difference in quality between on-line and off-line systems, and the choice between one or the other may therefore be dictated by the local situation.
Evaluation of standard deviations
There are many different ways of evaluating the standard deviations, but two procedures dominate within this project,
i.e. a quantum statistical expression tcf experiments 3, 9, 14) and a scanner optics expression (of experiments 2, 6, 7). However, none of the estimates of a standard deviation of an intensity measurement, based on either of these two procedures reproduce the variation in intensity found in practice. We have calculated the statistical standard deviation, defined as 
i where ]-is the average intensity, Ii is the scaled intensity value for the ith participant and n is the number of participants contributing to the average intensity value. The values of ¢s,at/I have been estimated and averaged in different intensity intervals (cf Fig. 15 ). Neither the quantum-statistics-related nor the scanneroptics-related standard-deviation expressions describe the curves found in Fig. 15 , and especially the rising trend for the E data sets cannot be achieved. A reasonable calculation of a(I) values may instead be based on a combination of the two different procedures, since they describe two independent effects. In addition, a third empirical term should be included to compensate for systematic errors such as Wooster effects.
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