Abstract. We consider the two dimensional gravity water wave equation in the regime that includes free surfaces with angled crests. We assume that the fluid is inviscid, incompressible and irrotational, the air density is zero, and we neglect the surface tension. In [21] it was shown that in this regime, only a degenerate Taylor inequality − ∂P ∂n ≥ 0 holds, with degeneracy at the singularities; an energy functional E was constructed and an aprori estimate was proved. In this paper we show that a (generalized) solution of the water wave equation with smooth data will remain smooth so long as E(t) remains finite; and for any data satisfying E(0) < ∞, the equation is solvable locally in time, for a period depending only on E(0).
Introduction
A class of water wave problems concerns the motion of the interface separating an inviscid, incompressible, irrotational fluid, under the influence of gravity, from a region of zero density (i.e. air) in n-dimensional space. It is assumed that the fluid region is below the air region. Assume that the density of the fluid is 1, the gravitational field is −k, where k is the unit vector pointing in the upward vertical direction, and at time t ≥ 0, the free interface is Σ(t), and the fluid occupies region Ω(t). When surface tension is zero, the motion of the fluid is described by          v t + v · ∇v = −k − ∇P on Ω(t), t ≥ 0, div v = 0, curl v = 0, on Ω(t), t ≥ 0, P = 0, on Σ(t) (1, v) is tangent to the free surface (t, Σ(t)), (1.1) where v is the fluid velocity, P is the fluid pressure. There is an important condition for these problems:
point-wise on the interface, where n is the outward unit normal to the interface Σ(t) [29] . It is well known that when surface tension is neglected and the Taylor sign condition (1.2) fails, the water wave motion can be subject to the Taylor instability [29, 6, 5] . In [30, 31] , we showed that for dimensions n ≥ 2, the strong Taylor stability criterion
always holds for the infinite depth water wave problem (1.1), as long as the interface is non-self-intersecting and smooth; and the initial value problem of the water wave system (1.1) is uniquely solvable locally in time in Sobolev spaces H s , s ≥ 4 for arbitrary given data. Earlier work include Nalimov [25] , Yosihara [36] and Craig [12] on local existence and uniqueness for small and smooth data for the 2d water wave equation (1.1). There have been much work recently, local wellposedness for water waves with additional effects such as surface tension, bottom and vorticity have been proved, c.f. [4, 8, 9, 17, 22, 24, 26, 27, 37] ; local wellposedness of (1.1) in low regularity Sobolev spaces where the interfaces are in C 3/2 has been obtained, c.f. [1, 2] . In all of these work, the strong Taylor stability criterion (1.3) is assumed. 1 In addition, in the last few years, almost global and global wellposedness for the water wave equation (1.1) in both two and three dimensional spaces for small, smooth and localized initial data have been proved, c.f. [32, 33, 14, 18, 3] .
In [21] , we studied the 2d water wave equation (1.1) in the regime that includes free interfaces with angled crests. We constructed an energy functional E(t) in this framework and proved an a priori estimate. In this paper we introduce a notion of generalized solutions of (1.1) -a generalized solution is classical provided the interface is non-self-intersecting; 2 we prove a blow-up criteria that states that for smooth initial data, a unique generalized solution of the 2d water wave equation exists and remains smooth so long as E(t) remains finite; and we show that for data satisfying E(0) < ∞, a generalized solution of the 2d water wave equation (1.1) exists for a time period depending only on E(0); if in addition the initial interface is chord-arc, 3 there is a T > 0, depending only on E(0) and the chord-arc constant, so that the interface remains chord-arc and a classical solution of the 2d water wave equation (1.1) exists for time t ∈ [0, T ]. The (generalized) solution is constructed by mollifying the initial data and by showing that the sequence of (generalized) solutions for the mollified data converges to a (generalized) solution for the given data.
The rest of the paper is organized as follows: in section 2, we state and refine the earlier results this paper is built upon, this includes the local wellposedness result for Sobolev data in [30] , and the energy functional E constructed and the a priori estimate proved in [21] , in the context of generalized solutions; the notion of generalized solutions will be introduced in §2.2 and §2.3. In section 3 we present the main results: a blow-up criteria via the energy functional E and the local existence of water waves with angled crests. We prove the blow-up criteria in sections 4 and the local existence in section 5. The majority of the notation are introduced in §2.1, with the rest throughout the paper. Some basic preparatory results in analysis are given in Appendix A; various identities that are useful for the paper are derived in Appendix B. Finally in Appendix C, we list the quantities which have been shown in [21] are controlled by E.
Preliminaries
2.1. Notation and convention. We consider solutions of the water wave equation (1.1) in the setting where the fluid domain Ω(t) is simply connected, with the free interface Σ(t) := ∂Ω(t) a Jordan curve, 4 v(z, t) → 0, as |z| → ∞ and the interface Σ(t) tending to horizontal lines at infinity. 5 We use the following notations and conventions: [A, B] := AB − BA is the commutator of operators A and B. H s (R) is the Sobolev space with norm f H s := ( (1 + |ξ| 2 ) s |f (ξ)| 2 dξ) 1/2 ,Ḣ 1/2 is the Sobolev space with norm f Ḣ1/2 := ( |ξ||f (ξ)
is the L p space with f L p := ( |f (x)| p dx) 1/p for 1 ≤ p < ∞ and f L ∞ := ess sup |f (x)|. We write f (t) := f (·, t), with f (t) H s being the Sobolev norm, f (t) L p being the L p norm of f (t) in the spatial variable. When not specified, all the H s and L p norms are in terms of the spatial variables. Compositions are always in terms of the spatial variables and we write for f = f (·, t), g = g(·, t), f (g(·, t), t) := f • g(·, t) := U g f (·, t). We
Observe that v•Φ −1 : P − → C is holomorphic in the lower half plane P − with v•Φ −1 (α ′ , t) = Z t (α ′ , t). Precomposing (2.3) with h −1 and applying Proposition A.1 to v • Φ −1 on P − gives the free surface equation in the Riemann mapping variable:
where A • h = ah α and H is the Hilbert transform associated with the lower half plane P − :
From the chain rule, we know for f = f (·, t), U −1
so Z tt = (∂ t + b∂ α ′ )Z t = (∂ t + b∂ α ′ ) 2 Z. Let A 1 := A|Z ,α ′ | 2 . Multiply Z ,α ′ to the first equation of (2.9) yields Z ,α ′ (Z tt + i) = iA 1 . (2.10)
On the left hand side of (2.13), Ψ z ′ F t − Ψ t F z ′ − iΨ z ′ is holomorphic on P − , while F F z ′ = ∂ z ′ (F F ); we recall from complex analysis, ∂ z ′ = 1 2 (∂ x ′ − i∂ y ′ ). So there is a real valued function P : P − → R, such that
on P − (2.14)
moreover by (2.13), because iA 1 is purely imaginary,
We note that by applying ∂ x ′ + i∂ y ′ to both sides of (2.14), P satisfies let Ω(t) be the domain bounded by Z = Z(·, t) from the above, then Z = Z(α ′ , t), α ′ ∈ R winds the boundary of Ω(t) exactly once. By the argument principle, Ψ : P − → Ω(t) is one-to-one and onto, Ψ −1 : Ω(t) → P − exists and is a holomorphic function. In this case, it is easy to check by the chain rule that equation (2.14) is equivalent to
This is the Euler equation, i.e. the first equation of (1.1) in complex form.
is a solution of the water wave equation (1.1), with Σ(t) : Z = Z(·, t) the boundary of the fluid domain Ω(t).
In what follows we give the local wellposedness result of [30] and the a priori estimate of [21] for solutions of (2.9)-(2.8).
2.4.
Local wellposedness in Sobolev spaces. In [30] we derived a quasi-linearization of (2.9)-(2.8), the system (4.6)-(4.7) of [30] by taking one derivative to t to equation (2.3) and analyzed the quantities b and A 1 ;
9 and via A 1 , we showed that the strong Taylor inequality (1.3) always holds for smooth nonself-intersecting interfaces. In addition, we proved that the Cauchy problem of the system (4.6)-(4.7) of [30] is locally well-posed in Sobolev spaces. Proposition 2.1 (Lemma 3.1 and (4.7) of [30] , Proposition 2.2 and (2.18) of [35] ). We have 1.
2.
in particular if the interface Σ(t) ∈ C 1,γ for some γ > 0, then the strong Taylor sign condition (1.3) holds.
Remark 2.2. By (2.20), the Taylor sign condition (1.2) always holds. Assume Σ(t) is non-self-intersecting with angled crests, assume the interior angle at a crest is ν. Around the crest, we know the Riemann mapping Φ −1 (we move the singular point to the origin) behaves like
with ν = rπ 9 [35] has a slightly different and shorter derivation. [21] has the derivation in a periodic setting. The reader may want to consult [21, 35] for the derivations. The identities in Appendix B.1 provide yet another derivation of the quasi-linearization and (2.18), (2.19) from (2.9)-(2.8), without assuming Z = Z(·, t) being non-self-intersecting. We note that (2.20) only makes sense for non-self-intersecting interfaces.
so Z ,α ′ ≈ (α ′ ) r−1 . From (2.10) and the fact A 1 ≥ 1, the interior angle at the crest must be ≤ π if the acceleration |Z tt | = ∞, and − ∂P ∂n = 0 at the singularities where the interior angles are < π, 10 cf. [21] , §3.
Let h(α, 0) = α for α ∈ R; let the initial interface Z(·, 0) := Z(0), the initial velocity Z t (·, 0) := Z t (0) be given such that Z(0) satisfy (2.8) and Z t (0) satisfy Z t (0) = HZ t (0); let A 1 be given by (2.19) , the initial acceleration Z tt (0) satisfy (2.10), and a 0 = A1(·,0)
By Theorem 5.11 of [30] and a refinement of the argument in §6 of [30] , the following local existence result holds. Proposition 2.3 (local existence in Sobolev spaces, cf. Theorem 5.11, §6 of [30] 
Proof. Notice that the system (4.6)-(4.7) of [30] is a system for the horizontal velocity w = Re Z t and horizontal acceleration u = Re Z tt , the interface doesn't appear explicitly; it is well-defined even if the interface Z = Z(·, t) is self-intersecting. The first part of Proposition 2.3 follows from Theorem 5.11, and the argument from the second half of page 70 to the first half of page 71 of §6 of [30] . Now assume T * < ∞, and
We want to show that the solution Z of the system (2.9)-(2.8)-(2.18)-(2.19) can be extended beyond T * by a time T ′ > 0 that depends only on M 0 , c 0 , Z t (0) H s and Z tt (0) H s , contradicting with the maximality of T * . Let T < T * be arbitrary chosen. Let a = a(·, t), b = b(·, t) be given by (4.7) of [30] , and let h = h(·, t) satisfy
(2.23) By Theorem 5.11 of [30] and the argument in §6 of [30] , we know
where
and
12 T depends only on c 0 , Zt(0) H s+1/2 and Ztt(0) H s .
By (2.10),
so it suffices to show that there is a constant c(M 0 , c 0 ), such that
c0 . Applying the Hardy's inequality Proposion A.3 and Cauchy-Schwarz on (2.19) yields
We calculate Z ,α ′ (t) L ∞ by the fundamental theorem of calculus. Differentiating (2.23) gives
and by Sobolev embedding,
By the chain rule
for some constant C(M 0 , c 0 ) depending on M 0 , c 0 and T * , and 
So by the first part of Proposition 2.3, the solution Z can be extended onto [T, T + T ′ ], for some T ′ > 0 depending only on M 0 , c 0 and
. This contradicts with the definition of T * , so either T * = ∞ or (2.21) holds. (2.8) and the basic fact that product of holomorphic functions is holomorphic, if g is the boundary value of a holomorphic function on P − , then D α ′ g is also the boundary value of a holomorphic function on P − . Notice that for any function f , 
29) Notice that we replaced the third term |z tt (α 0 , t) − i| in the energy of [21] by
In §10 of [21] , we showed that the regime E < ∞ includes interfaces with angled crests with interior angles < π 2 , in particular, the self-similar solutions constructed in [34] has finite energy E.
We only need to show how to handle the term Z tt (t) − i L ∞ . The argument in §4.4.3 of [21] shows that for each given α ∈ R,
Notice from the estimate for at a L ∞ in [21] and Sobolev embedding that in fact
where c is a polynomial with nonnegative universal coefficients. Therefore
c(e(τ )) dτ .
Now let
c(e(τ )) dτ 13 T (e) is decreasing with respect to e, and C(e) is increasing with respect to e. so E(t) ≤ E 1 (t), and E(0) = E 1 (0). By the whole line counterpart of Theorem 2 of [21] , d dt e(t) ≤ p(E(t)) for some polynomial p with nonnegative universal coefficients, therefore
Applying Gronwall again yields the conclusion of Theorem 2.4.
As was shown in §10 of [21] , we have the following characterization of the energy E.
Proposition 2.5 (A characterization of E via E, cf. §10 of [21] ). There are polynomials C 1 and C 2 , with nonnegative universal coefficients, such that for solutions Z of (2.9)-(2.8),
2.6. A description of the class E < ∞ in the fluid domain. We give here an equivalent description of the class E < ∞ for solutions Z of (2.9)-(2.8) in the "fluid domain". Let 1 < p ≤ ∞, and
be the Poisson kernel. We know for any holomorphic function
. In this case,
for all x ∈ R. Let Z = Z(·, t) be a solution of (2.9)-(2.8), let Ψ, F be holomorphic functions on P − , continuous on P − , such that
Notice that all the quantities in (2.33) are boundary values of some holomorphic functions on
(2.36) 14 It is clear E(t) = E 1 (t) for smooth Z = Z(·, t). Otherwise this equivalence is understood at a formal level, and is made rigorous according to the circumstances.
The main results
We are now ready to state the main results of the paper. For simplicity we present and prove the results in the whole line setting. The same results hold for the symmetric periodic setting as studied in [21] and the proofs are similar, except for some minor modifications.
Let h(α, 0) = α for α ∈ R; let the initial interface Z(·, 0) := Z(0), the initial velocity Z t (·, 0) := Z t (0) be given such that Z(0) satisfy (2.8) and Z t (0) satisfy Z t (0) = HZ t (0); let A 1 be given by (2.19) , the initial acceleration Z tt (0) satisfy (2.10).
We note that by the definition A : 
3.1. The initial data. 15 Let Ω(0) be the initial fluid domain, with the interface Σ(0) := ∂Ω(0) being a Jordan curve that tends to horizontal lines at infinity, and let Φ(·, 0) : Ω(0) → P − be the Riemann Mapping such that lim z→∞ Φ z (z, 0) = 1. We know Φ(·, 0) :
3) 15 We only need to assume that F (·, 0), Ψ(·, 0) are holomorphic on P − and continuous on P − , satisfying (2.36) at t = 0 and (3.3). We give the initial data as is to put it in the context of the water waves (1.1). 16 Let Ztt(0) be given by (2.10). Under the assumption (2.36) at t = 0, this is equivalent to assuming
Theorem 3.4 (Local existence in the E < ∞ regime). 1. There exists T 0 > 0, depending only on E 1 (0), such that on [0, T 0 ], the initial value problem of the water wave equation (1.1) has a generalized solution (F, Ψ, P) in the sense of (2.14)-(2.15), with the properties that
and P is continuous differentiable with respect to the spatial variables on P − ×[0, T 0 ]; during this time, E 1 (t) < ∞ and sup
The generalized solution gives rise to a solution (v,
Then there is
, the initial value problem of the water wave equation (1.1) has a solution, satisfying E 1 (t) < ∞ and (3.4), and the interface Z = Z(·, t) is chord-arc.
The proof of Theorem 3.1
We only need to prove the second part, the blow-up criteria of Theorem 3.1. We assume T * < ∞, for otherwise we are done. Let Z = Z(·, t), t ∈ [0, T * ) be a solution of (2.9)-(2.8):
with constraint
. Precompose (4.1) with h gives
where ah α := A • h. Differentiating (4.3) with respect to t yields
Precompose (4.4) with h −1 . This gives the corresponding equation in the Riemann mapping variable:
The analysis in Appendix B.1 shows that b and A 1 := A|Z ,α ′ | 2 are as given in (2.18), (2.19) , and
where 17 However in the regime that includes interfaces with angled crests, since A and − ∂P ∂n equal to zero at the crests where the interior angles are < π, the left hand side of (4.5) (or (4.4)) is degenerate hyperbolic.
We have the following basic energy inequality.
Lemma 4.1 (Basic energy inequality). Assume θ = θ(α, t), α ∈ R, t ∈ [0, T ) is smooth, decays fast at the spatial infinity and satisfies (I − H)(θ • h −1 ) = 0 and
Remark 4.2. Since A • h := ah α , upon changing to the Riemann mapping variable,
Proof. We have
Here in the second step we used integration by parts on the third term. (4.8), CauchySchwarz and the fact that i ∂ α θθ dα ≥ 0 gives (4.10).
(4.14)
We prove Theorem 3.1 via the following two Propositions.
Proposition 4.3.
There exists a polynomial p 1 = p 1 (x) with universal coefficients such that
17 (4.5) is equivalent to the quasi-linear system (4.6)-(4.7) of [30] . The only difference is that (4.5) is in terms of Zt and Ztt and (4.6)-(4.7) of [30] is in terms of the real components Re Zt and Re Ztt. 18 Some variants of the proof have been given in [32] and [21] . We prove (4.10) nevertheless.
Proposition 4.4. There exist polynomials p 2 = p 2 (x, y) and p 3 = p 3 (x, y) with universal coefficients such that 
p1(E(s)) ds ; and 
) and the initial data.
The proof of Proposition 4.3.
Proof. We prove Proposition 4.3 by applying the basic energy inequality, Lemma 4.1 to
16) (B.15) and (B.22), we expand the right hand side of (4.12):
We can control at a L ∞ by a polynomial of E, see Appendix C. What remains to be shown is that 19) for some polynomial C(E). Changing to the Riemann mapping variables and using
So it suffices to show that
Step 1: Quantities controlled by E 2 and a polynomial of E. By the definition of E 2 , and the fact that
We commute Z ,α ′ with U −1 h ∂ t U h in the second quantity of (4.28)
By (B.26) and Appendix C,
Step 2. Controlling G 2,1 . By (4.25), Appendix C and (4.28),
Step 3. Controlling G 2,2 . We expand further the terms in
Step 3.1. The quantity
where (I − H)Ξ(·, t) = 0. Differentiating with respect to α ′ yields
and move 2 Re
to the left, we obtain
differentiating (4.36) with respect to α ′ and using the fact
Apply (I − H) to both sides of (4.37) and (4.38), then take the real parts. Rewrite the last two terms on the right hand sides as commutators via the fact that (
19 We get
and 
Step 3.2. The estimates for the quantities involving Z t . Commuting ∂ α ′ with U −1 h ∂ t U h and using (B.18) gives
so by (4.28), (4.31) and Appendix C,
We estimate Z t,α L ∞ by (A.3), Appendix C and (4.28),
where by (4.41), (4.28), (4.44) and Appendix C,
(4.46) Therefore (4.45), (4.46), (4.31), (4.28) and Appendix C gives that
As a consequence of (A.3), (4.47) and Appendix C,
(4.48), (4.44) and Appendix C imply that
Step 3. 
and from (4.47),
(4.52) From (4.41), (4.28), (4.44), (4.48) and Appendix C,
(4.53)
additionally from (4.49),
(4.54)
Step 3.4. The terms involving ∂
(4.55)
we know
We compute the last two terms on the RHS of (4.55) by (B.25),
(4.57) and
(4.58)
Now by the product rule,
h ∂ t U h with ∂ α ′ and using (B.18) gives
(4.60) Applying Appendix C yields
and from (4.55), by (4.56), (4.57), (4.58), (4.61) and (A.18), (A.17) and Appendix C,
h ∂ t U h and using (B.18) gives
We compute the second term on the RHS of (4.63) via (4.40): 
(4.66)
we use product rule to expand further the terms on the RHS of (4.66). By (4.50), (4.61), (4.44), Appendix C and (A.11),
We use (B.25) to compute the last two terms on the RHS of (4.64), then use (A.11), (A.12) and (4.61), (4.50), (4.44), (4.48) and Appendix C to do the estimates, we get
We now conclude the estimates for the two terms involving U −1 
by (4.62) and (4.28),
Finally we estimate the L 2 norms of the two terms on the RHS of the second equation in (4.34).
Step 3.5. The L 2 norm of ∂ α ′ (A α ′ Z t,α ′ ). We begin with the first equation of (2.9) A := Ztt+i iZ ,α ′
. Differentiating with respect to α ′ gives
We now consider the term (
Applying (I − H) then taking the imaginary parts gives
we rewrite the first term on the right by commuting out
= 0 we rewrite the third term on the right of (4.76) as a commutator
We apply (A.11), (A.12) and Hölder. This gives
By (4.28), (4.44), (4.48) and Appendix C,
This completes the proof for
Step 4. Controlling
where we estimate the L 2 norm of ∂ α ′ ( at a • h −1 ) by (4.6), (A.8), (A.11), (A.12) and (A.9)
so by Appendix C, (4.28) and (4.44), (4.48),
What remains is the term |∂
We begin with (4.12), together with (4.18) and (4.21), (4.22), (4.23):
Precomposing with h −1 then multiply Z ,α ′ gives, using z tt − i = −iaz α (4.3), 
(4.91)
We want to use the "almost holomorphicity" of the LHS of (4.90) and the fact that ∂
We first show that the error term e is well behaved. By (B.29),
2 , therefore by Appendix C, (4.28), (4.31) and (4.62),
The estimates (4.93), (4.86), (4.82) and (4.32) give that
Now we apply (I − H) to both sides of (4.90), then rewrite (I − H)(∂
Since H is purely imaginary, |∂ 
In what follows we will show that
and complete the proof for Proposition 4.3.
Step 4.1.
We introduce the following notations. We write f 1 ≡ f 2 , if (I − H)(f 1 − f 2 ) = 0. We define P H := (I+H) 2 and P A := (I−H) 2 , so P H + P A = I, and P H − P A = H. By Proposition A.1, P H is the projection onto the space of holomorphic functions in the lower half plane P − , and P A is the projection onto the space of anti-holomorphic functions in P − .
We want to derive an estimate of (I − H)(U What we will do first is to use (4.99) to rewrite (I − H)(U −1 h (∂ 2 t + ia∂ α )U • h into a favorable form so that desired estimate will follow.
We expand on the RHS of (4.99) the term
by the product rule, and decompose
). We have, because
(4.100)
We expand further the factor
on the RHS by the product rule. After cancelation we obtain
(4.101)
and by straightforward expansion,
and We further rewrite
Apply (I − H) to both sides of (4.102), and rewrite terms of the form (I − H)(g 1 g 2 ) with g 2 = Hg 2 as [g 1 , H]g 2 . We obtain
We further use the identity
to rewrite the sum of second part of the first and the third terms on the right:
(4.104)
We are now ready to give the estimate for (I − H)U
We have, by (A.11), (A.15) and Hölder's inequality,
(4.105)
Now by (A.19),
and because
We can conclude now by Appendix C that for any U satisfying U = HU ,
As a consequence of (4.106) and (4.28), (4.31),
Sum up (4.82), (4.32), (4.86) and (4.108),
This finishes the proof of Proposition 4.3.
The proof of Proposition 4.4.
Proof. We prove Proposition 4.4 by applying Lemma 4.1 to (4.12) for k = 3, notice that
, the right hand side of (4.12) is
Similar to the proof for Proposition 4.3, we only need to show that
16), (B.15), (B.22). We have
(4.115)
Step 1. Quantities controlled by E 3 and a polynomial of E and E 2 . By the definition of E 3 , and the fact that A 1 L ∞ ≤ C(E) (cf. Appendix C),
We commute Z ,α ′ with U −1 h ∂ t U h of the second quantity in (4.116):
By (B.26) and Appendix C, we have
By (B.18),
As a consequence of (A.3), (4.28), (4.116), (4.31) and (4.120),
By (B.18) again, 
and consequently by (A.3) and (4.43),
Step 2. Controlling G 3,1 . By (4.113), Appendix C and (4.116),
Step 4. Controlling G 3,3 . Expanding G 3,3 in (4.115) by the product rule, we find that the additional types of terms that have not already appeared in (4.114) and controlled in the previous step are
Step 4.
so by (A.18), Appendix C and (4.28),
Differentiating again with respect to α ′ then apply (A.11), (A.13) and (A.3) gives
we begin with (2.10):
Taking two derivatives with respect to α ′ gives
and consequently by (A.3),
We are now ready to give the estimates for
Rewriting the first term on the right of (4.40) as a commutator then differentiating yields,
(4.132)
Expanding the right hand side of (4.132) by the product rule. By (A.11), (A.12),
we differentiate (4.45) with respect to α ′ :
therefore by (4.41), (4.116), (4.120), (4.121),
and as a consequence of (A.3),
Step 4.2. Controlling ∂ 3 α ′ A. We differentiate (4.79) with respect to α ′ and use the product rule to expand. We have,
(4.137)
we differentiate (4.132) and use the product rule and (B.25) to expand the derivatives,
we then use (A.11), (A.12), (A.13), (A.16) and Hölder's inequality to do the estimates. We have
(4.141)
Now by (B.18), (B.16),
(4.144)
we further expand
Step 4.4. Conclusion for G 3,3 . We expand G 3,3 by product rules. Sum up the estimates in Steps 4.1-4.3, we have
Step 5. Controlling G 3,0 . We estimate Z ,α ′ U −1 h G 3,0 L 2 using similar ideas as that in Step 4 for Proposition 4.3. By (4.112), we must control
First by (4.135) and Appendix C, (
By (4.85) and (A.3),
By (4.6),
Now similar to (4.92) and (4.93), we compute 
Now we begining with (4.12) for k = 3. After expansion, commuting and precomposing with h −1 , and using the above estimates, we arrive at
Going through similar calculations as in (4.95) to (4.98), then applying (4.106
This finishes the proof for Proposition 4.4.
4.3.
Completing the proof for Theorem 3.1.
Proof. Let s ≥ 4. Let the initial interface Z(·, 0) = Z(0), the initial velocity Z t (·, 0) = Z t (0) be given and satisfy (2.8) and Z t (0) = HZ t (0); let A 1 (0) satisfy (2.19) and the initial acceleration Z tt (0) satisfy (2.10). Assume
, and
, and T * is the maximum existence time as defined in Theorem 3.1. Assume T * < ∞, for otherwise we are done; and assume sup t∈[0,T * ) E(t) := M < ∞. We want to show
Step 1. Controlling Z tt (t) L 2 and Z t (t) L 2 by E and the initial data. We start with Z tt (t) L 2 . By a change of the variables,
we estimate
Switching back to the Riemann mapping variable and using (4.5) gives
In II we estimate 
Sum up the above estimates and apply Appendix C, we arrive at
(4.163)
Changing to the Lagrangian coordinate, we have
Using Cauchy-Schwarz and changing back to the Riemann mapping variable,
by Appendix C. Consequently by Gronwall's inequality and (4.163),
Step 2. Controlling Z ,α ′ L ∞ . We know
Now by (A.6),
We know by (4.116) and Appendix C,
so using (4.168) we have
Combine with (4.167), we have
By Proposition 2.3 this brings us a contradiction. This finishes the proof for Theorem 3.1.
The proof of Theorem 3.4
We prove Theorem 3.4 by mollifying the initial data by the Poisson Kernel and approximating. We denote z ′ = x ′ + iy ′ , where x ′ , y ′ ∈ R. f * g is the convolution in the spatial variable.
5.1. The initial data. Let F (z ′ , 0) be the initial fluid velocity in the Riemann mapping coordinate, Ψ(z ′ , 0) : P − → Ω(0) be the Riemann mapping as given in §3.1 with Z(α ′ , 0) = Ψ(α ′ , 0) the initial interface. We note that by the assumption
) for s > 4, and
Moreover by (2.10), (4.163) and (4.167),
so there is a constant C 0 := C(c 0 ,
5.3. Uniformly bounded quantities. We would like to apply some compactness results to pass to the limits of the various quantities for the water waves. It is necessary to understand the boundedness properties of these quantities.
Let
Now by (2.18), (B.24), with an application of (A.18) and (A.17),
and U −1
Let M (E 1 (0)), c(c 0 , E 1 (0)), C 0 be the bounds in (5.2), (5.3) and (5.4). By Proposition 2.5, Sobolev embedding, Appendix C and (5.11), the following quantities are uniformly bounded with bounds depending only on M (E 1 (0) ), c(c 0 , E 1 (0)), C 0 :
and with a change of the variables and (5.9), (5.13) and Appendix C,
Furthermore, by the estimates in (5.5)-(5.12), using (5.3) (5.14) and Appendix C, the following quantities are uniformly bounded:
In particular, by (5.9) and Appendix C, there are c 1 , c 2 > 0, depending only on c 0 and E 1 (0), such that
5.4. Some useful compactness results. Here we give two compactness results that we will use to pass to the limits.
Lemma 5.1. Let {f n } be a sequence of smooth functions on
Assume that there is a constant C, independent of n, such that
Then there is a function f , continuous and bounded on R × [0, T ], and a subsequence {f nj }, such that f nj → f uniformly on compact subsets of R × [0, T ].
Lemma 5.1 is an easy consequence of Arzela-Ascoli Theorem, we omit the proof.
Lemma 5.2. Assume that f n → f uniformly on compact subsets of R × [0, T ], and assume there is a constant C,
The proof follows easily by considering the convolution on two sets |x ′ | < N , and |x ′ | ≥ N . We omit the proof.
if f n converge uniformly to f on compact subsets of E.
Passing to the limit. Notice that
By Lemma 5.1, there is a subsequence ǫ j → 0, which we still write as ǫ instead of ǫ j , and functions b, h − α, w, u, q := w t , continuous and bounded on R × [0, T 0 ], such that
as ǫ = ǫ j → 0. Moreover by (5.17),
hence h(·, t) : R → R is a homeomorphism, and
This gives
as ǫ = ǫ j → 0. Now
, and by (5.21), (5.20) and
as ǫ = ǫ j → 0 and by (5.14), (5.16),
Therefore F is continuously differentiable with respect to t, with sup
Step 4. Conclusion. We now sum up Steps 1-3. We have shown that there are functions Ψ(·, t) and F (·, t), holomorphic on P − for each fixed t ∈ [0, T 0 ], continuous on P − × [0, T 0 ], and continuous differentiable on
We have also shown there is P, continuous on { sup
23 the domain Ω(t) bounded above by Σ(t) is winded by Σ(t) exactly once. By the argument principle, Ψ(·, t) : P − → Ω(t) is one-to-one and onto, Ψ −1 (·, t) : Ω(t) → P − exists and is holomorphic. By the chain rule, it is easy to check (5.48) is equivalent to
hence for all α < β and 0 ≤ t ≤ min{T 0 ,
Then there exists C > 0 independent of f such that for any x ∈ R, We have the following result onḢ 1/2 functions.
Proposition A.4. Let f, g ∈ C 1 (R). Then
The proof is straightforward from the definition ofḢ 1/2 and the Hardy's inequality. We omit the details.
Let A i ∈ C 1 (R), i = 1, . . . m. Define Proposition A.5. There exist constants c 1 > 0, c 2 > 0, such that
(A.9) (A.8) is a result of Coifman, McIntosh and Meyer [10] . (A.9) is a consequence of the Tb Theorem, a proof is given in [32] .
Let A i satisfies the same assumptions as in (A.7). Define
We have the following inequalities.
Proposition A.6. There exist constants c 3 , c 4 and c 5 , such that
Using integration by parts, the operator C 2 (A, f ) can be easily converted into a sum of operators of the form C 1 (A, f ). (A.11) and (A.12) follow from (A.8) and (A.9). To get (A.13), we rewrite C 2 (A, f ) as the difference of the two terms A 1 C 1 (A 2 , . . . , A m , f ′ ) and C 1 (A 2 , . . . , A m , A 1 f ′ ) and apply (A.8) to each term.
Proposition A.7. There exists a constant C > 0 such that for any f, g ∈ C 1 (R) with and (A.14).
Recall [f, g; h] as given in (2.1).
Proposition A.8. There exists a constant C > 0 such that for any f, g ∈ C 1 (R) with
(A.17) (A.16) follows directly from Cauchy-Schwarz, Hardy's inequality and Fubini Theorem; (A.17) follows from Cauchy-Schwarz, Hardy's inequality and the mean value Theorem.
Proposition A.9. There exists a constant C > 0 such that for any f ∈ C 1 (R) with f
(A.18) (A.18) is straightforward from Cauchy-Schwarz and Hardy's inequality.
Proposition A.10. There exists a constant C > 0 such that for any f, g ∈ C 1 (R) with f ′ , g ′ ∈ L 2 , and h ∈ L 2 , In what follows we use the following notations. We write U 1 ≡ U 2 , if (I −H)(U 1 −U 2 ) = 0; that is if U 1 − U 2 is the boundary value of a holomorphic function on P − that tends to zero at infinity.
Assume Z satisfies the second and third equations of (B.1) and h satisfies (2.18), so (B.5) holds.
Proposition B.1. Let U (·, t) : R → C be sufficiently regular, and u = U • h. Assume U ≡ 0. We have 1.
Proof. Applying the chain rule to u = U • h and precompose with h −1 gives
Observe that U ≡ 0 gives ∂ t U ≡ 0 and ∂ α ′ U ≡ 0. (B.6) follows from (B.5) and the fact that product of holomorphic functions is holomorphic. Now we apply (B.6) to u t • h −1 − Z t D α ′ U . This gives
Expanding the left hand side by the product rule, and observe that For the periodic case studied in [21] , the same computations above and Proposition B.1 hold, and the corresponding equations for (2.18), (2.19), (B.10) can be derived without with an application of (B.18) yields
In addition from (179), (186) of [21] ,
. 26 The same proof for the symmetric periodic setting in [21] applies to the whole line setting. We leave it to the reader to check the details.
