The cerebellum evolved in association with the electric sense and vestibular sense of the earliest vertebrates. Accurate information provided by these sensory systems would have been essential for precise control of orienting behavior in predation. A simple model shows that individual spikes in electrosensory primary afferent neurons can be interpreted as measurements of prey location. Using this result, I construct a computational neural model in which the spatial distribution of spikes in a secondary electrosensory map forms a Monte Carlo approximation to the Bayesian posterior distribution of prey locations given the sense data. The neural circuit that emerges naturally to perform this task resembles the cerebellar-like hindbrain electrosensory filtering circuitry of sharks and other electrosensory vertebrates. The optimal filtering mechanism can be extended to handle dynamical targets observed from a dynamical platform; that is, to construct an optimal dynamical state estimator using spiking neurons. This may provide a generic model of cerebellar computation. Vertebrate motion-sensing neurons have specific fractional-order dynamical characteristics that allow Bayesian state estimators to be implemented elegantly and efficiently, using simple operations with asynchronous pulses, i.e. spikes. The computational neural models described in this paper represent a novel kind of particle filter, using spikes as particles. The models are specific and make testable predictions about computational mechanisms in cerebellar circuitry, while providing a plausible explanation of cerebellar contributions to aspects of motor control, perception and cognition.
Introduction
It has long been recognized that the cerebellum is essential for fast, accurate and efficient movements, and contributes to motor skill acquisition [1] [2] [3] . In recent years it has become clear that the cerebellum is also involved in perceiving self motion, predicting target trajectories, perceiving time intervals and some aspects of cognition [4] [5] [6] [7] [8] [9] [10] [11] [12] . Cerebellar involvement in disparate perceptual, motor and cognitive tasks can be elegantly explained by the hypothesis that the cerebellum is primarily involved in dynamical state estimation or trajectory prediction [9, [12] [13] [14] [15] . Because agile movement control depends critically on accurate information about the state of the musculoskeletal system and movement goals, loss of motor agility is the most obvious aspect of cerebellar dysfunction. The state estimator hypothesis, and similar ideas suggesting that the cerebellum has a direct role in analyzing movementrelated sense data, have overturned the mid-twentieth century consensus that the cerebellum is a motor control device per se [11, [16] [17] [18] [19] .
There are approximately 50 000 extant species of vertebrates. They have a variety of mechanical designs and sensory systems, with a variety of lifestyles in a variety of habitats. Despite this, they all have a cerebellum with circuitry almost identical in every species. Such differences as do appear can be accounted for largely, if not entirely, in terms of scaling effects [9, 20, 21] . The remarkable conservation of cerebellar design among vertebrates implies that, while the cerebellum is undoubtedly important for agile multi-limb dynamical movement control and aspects of human cognition, its specific role and the general principles by which it operates 1741-2560/05/030219+16$30.00 © 2005 IOP Publishing Ltd Printed in the UK S219 may be more readily understood by considering simpler tasks in simpler organisms.
In this paper, I describe a computer-assisted thought experiment in cerebellar evolution.
Modern molecular evidence supports earlier suggestions that the common ancestor of vertebrates was a small metazoan in the Ediacaran era, which preceded the Cambrian explosion about 550 million years ago [22] . I assume that this ancestor was a freeswimming predator, facing selection pressure to improve its ability to find prey and strike at it. In general terms, this view of early vertebrate evolution is widely accepted [22, 23] , but whether the specific evolutionary scenario presented in this paper is true or not is secondary to the main point. The argument could be repeated using a different scenario, for example, one in which the ancestors of vertebrates were benthic slugs that initially evolved to move slowly over the substrate seeking prey.
The aim of this paper is to introduce a new computational neural modeling approach to the cerebellum. According to my argument the cerebellum arose as a product of available mechanisms and selection pressure caused by the introduction of metazoan-versus-metazoan predation around the time of the origin of the vertebrates. The cerebellum evolved to extract certain information from sense data that was necessary for agile pursuit and evasion. These behaviors would have been under very strong selection pressure because coming second in predator-prey interactions means slow starvation or sudden death. Under this scenario, selection for agility is so strong that neural filtering circuits should evolve to provide the organism with information about target locations etc as accurately as possible, given the available sense data. Bayesian estimators are optimal in this situation. I will show that it is easy to implement Bayesian estimators using spiking neurons.
The computational neural models which arise naturally in this context are a novel kind of particle filter. Particle filters, sometimes called condensation filters, sequential Monte Carlo or Markov chain-Monte Carlo (MCMC) estimators, are a new, computationally intensive approach to recursive dynamical state estimation [24, 25] . Because MCMC estimation is a new area of active research in statistics and signal processing, it is probably unfamiliar to most neurobiologists and many computational neural modelers at the present time. On one hand, it is remarkably easy to implement simple neural particle filters using spiking neuron models; this reinforces the suggestion that neural particle filters could easily have evolved. On the other hand, understanding why they work entails understanding some subtleties of Bayesian statistics, Monte Carlo estimation and an esoteric-for the time beingbranch of analysis called fractional-order calculus. These ideas are not inherently difficult, but they may be novel for many readers. In this paper, I have tried to motivate the technicalities and tie them together by discussing how and why the cerebellum may have first evolved.
The origin of vertebrates and the cerebellum
The cerebellum evolved as an elaboration of central processing regions for the electric sense, mechanosensory lateral line sense and vestibular sense in ancestral vertebrates [26, 27] . It retains a close developmental, anatomical and functional association with these sensory systems in sharks and other aquatic vertebrates. The first central processing region of the electrosensory system in sharks, the dorsal octavolateral nucleus (DON), has a cerebellar-like architecture with parallel fibers overlying an array of secondary electrosensory neurons that resemble mammalian cerebellar Purkinje cells. The DON contributes to sharks' remarkable ability to detect and strike at prey guided by the tiny bioelectric fields emitted by the prey [28, 29] .
The common ancestor of the vertebrates is assumed to be a small, motile metazoan with ciliated epithelial cells. Initially, these ciliated cells would have had both sensory and motor functions, as they do in choanoflagellates, the closest extant moneran relatives of metazoans [30] . Early in chordate evolution, these cells formed specialized subgroups for detecting weak electric fields and water motion [31] [32] [33] .
Shared neuronal biophysics and shared central nervous system patterning genes among chordates indicate that their common ancestor already had a spatially organized central nervous system made up of neurons nearly indistinguishable from the ones currently attempting to make sense of this sentence [34] . These ancestors may have lived as much as half a billion years before the first vertebrates appeared in the fossil record [35] .
The movements of very small marine organisms are dominated by viscous drag, and nutrient uptake rates are diffusion limited. There is no value in identifying or pursuing individual prey, but motile organisms might move into more nutrient-rich regions guided by various sensory cues [36] . At some point, motile metazoans became large enough to prey on other metazoans, and the benefits of eating smaller cousins began to exceed the costs of pursuing them. There is good evidence that this occurred at the end of the Ediacaran era (∼620-540 MYA), when the dominant metazoan clade was wiped out 'overnight' at the start of the Cambrian era. The relatively sudden radiation in metazoan body plans at that time is accompanied by a variety of direct and indirect evidence for metazoan-on-metazoan predation. For example, we find hard body parts including teeth, claws and shells, and we find evidence for burrowing. We also find the first evidence, from fossil tracks in the ancient sea floor, of animals moving systematically in a goal-directed way rather than on 'drunkards walks' [22] .
Consider the problem faced by ancestors of the vertebrates in orienting and moving toward prey. As Braitenberg explained in the brilliant Vehicles, all you need in order to generate orienting behaviors is to connect anterior sensors to posterior motors in a spatially organized way [37] . For example, excitatory-crossed connections from a pair of anterior target detectors to a pair of posterior force generators will cause a vehicle to approach a target ( figure 1(a) ). Metazoans evidently had the neural-developmental machinery necessary to implement spatially organized neural networks like this long before the first vertebrates evolved [34, 38] .
The 'vehicle' in figure 1(a) is designed so that each actuator generates both a forward thrust and a torque. This is intended as a highly simplified schematic illustrating a principle, not as a literal design for the hypothetical ancestor. The mechanism could be tuned for speed and efficiency, but the qualitative behavior is robust as long as the organism is mechanically over-damped. For the time being I will assume that this is the case; it is an issue to be revisited in section 6. This organism will automatically pursue any local electric field source that comes near. When predators are novel and relatively rare, such sources are almost certainly something good to eat. These early predators would thrive.
Sensory spikes as measurements of prey location
Animals in seawater are surrounded by weak electric fields, generated mainly by ion flow over gut and gill epithelia. The mouth, gills, spiracles and anus provide relatively low resistance paths between the interior and exterior of the animal, and seawater allows electrical current to flow between these points [29] . At distances beyond about a body length, animals are surrounded by a weak, dipole-like field. Because an animal can stop moving, but cannot turn off transepithelial ion flows, a local electric field source in seawater has been a reliable biological beacon indicating the location of a living metazoan. Sharks and some other aquatic vertebrates have an exquisitely sensitive electric field sense that can detect fields generated by small animals at distances of tens of centimeters, where the field gradients are in the order of a few nanovolts per centimeter [39] . Comparative evidence indicates that electroreception is a primitive vertebrate characteristic [40] . The earliest vertebrates had an electric sense, and those vertebrates whose evolutionary history has been restricted to the marine environment, including sharks, have retained it. Electroreception probably operated in concert with other sensory modalities from the beginning [31, 33] . However, at least some sharks rely predominantly on their passive electric sense to guide their final strike at prey [39] . To simplify the initial analysis and models, I consider the electric sense alone as a source of information for guiding attack behavior.
The receptor cells of the shark electric sense are modified hair cells. These cells are arranged in sensory epithelia in swellings called ampullae, at the base of long, thin canals that penetrate the shark's skin. The canal walls have very high electrical resistance, while the lumen contains an electrically conductive gel [41, 42] . Ampullae occur in a small number of clusters with canals radiating out to pores distributed across the head. This arrangement allows each cluster to measure the electrical potential at an array of points on the body surface relative to a common reference point in the interior of the body [39] .
In a hypothetical passive-electrosensory ancestral pursuit predator shown in figure 1(a) , I have shown two electroreceptors with excitatory neural connections to motor hair cells on the opposite sides of the body. In this simple model, the sensory neuron whose receptor is closer to the prey will fire at a higher rate and cause the corresponding actuator to generate a larger thrust. This causes the organism to move forward and rotate toward the prey. A field gradient-climbing strategy like this is effective for finding local electrical current sources regardless of the geometry of the field. Sharks appear to employ such a strategy to guide their strikes at prey [43] .
Individual spikes in an electrosensory afferent neuron can be understood as assertions that there is prey in some region near the receptor pore. Because of the geometry of the field surrounding prey, and noise in the environment and sensing system, these assertions are necessarily rather vague. The dotted lines labeled RF (receptive field) and PF (prey field) in figure 1(a) are intended to illustrate conceptually that, even without noise, the prey could be anywhere in a large area when the prey field overlaps the receptive field of a sensor. In fact these fields do not have distinct boundaries. Instead, the sensory neuron has an increasing firing intensity-i.e. an increasing probability that it will fire in any small time interval-as the electrical potential increases at the receptor pore. Figure 1 (b) illustrates how the information provided by a single spike can be quantified statistically. For illustrative purposes, I consider a one-dimensional model in which the prey appears along a line at a fixed distance from an electroreceptor array. The figure shows the RF of a sensory neuron (S) leading from a sensor in the array. This receptive field is, by definition, the firing intensity of the neuron as a function of the location of the prey. The vertical scale is arbitrary, depending on the sensitivity of the neuron. I have drawn the receptive field as a Gaussian simply because this is a convenient function with the right qualitative features. Using Gaussian receptive fields will make it easier to compare neural measurements with conventional measurements, in which, other things being equal, measurement errors are assumed to be Gaussian. However, the analysis and models presented in this paper do not depend on the specific geometry of the receptive fields used.
I have simulated the sensory neuron's responses as the prey moves or appears randomly along the line. Beneath the sensory neuron, I have drawn the histogram of prey locations at S221 firing times of this neuron. The histogram is of the same shape as the RF. This result seems trivial; indeed, it appears that we have simply mapped the receptive field. But the histogram and the RF represent different kinds of object, and it is important to appreciate this difference. The RF is, by definition, the sensory neuron's firing intensity as a function of prey location. The histogram is, by construction, an estimate of the conditional distribution of prey locations at firing times of the neuron. In other words, the histogram quantifies what can be deducedinstantly-about the location of the prey when the neuron fires. Figure 1(b) shows that a single spike is analogous to a conventional measurement. It is an assertion that the prey is in a particular location, and there is an error associated with that assertion. From a Bayesian perspective, the histogram in this figure is a Monte Carlo estimate of the posterior distribution of target locations given a single spike in the sensory neuron. I call this distribution the spike measurement distribution or Spike measurement distribution (SMD).
By considering Bayes' rule,
it becomes transparent that the shape of the SMD is the same as the receptive field in this example because the prior distribution is uniform. In this formula, x is the target location during a small time interval and s is a sensory neuron spike in that interval. The factor p(s|x) is the probability that a spike will occur when the target is at a given location. The factor p(x) is the prior density of target locations, usually called simply the prior. When the prior is uniform, p(x) = const, equation (1) reduces to p(x|s) = λp(s|x). This means that, when the organism has no prior knowledge of the prey location, the posterior distribution of prey locations given a single spike in a sensory neuron is the neuron's receptive field normalized by its overall firing intensity. Note that a uniform prior over the sensor array is well defined in this case because the sensor array is finite. In general, the RF and the SMD will not be of the same shape. The RF depends on the measurement system but the SMD depends also on the statistical behavior of the target. Inserting a non-uniform prior into equation (1) gives a posterior distribution whose shape differs from the shape of the RF. In general, the prior is the overall distribution of prey locations, i.e. where the prey is likely to be at some arbitrary time when we have no measurement of its actual location. For example, a predator moving forward is more likely to encounter prey ahead than approaching from the side or behind. This bias in the distribution of prey locations is presumably the reason why vertebrate prey-detecting sensory systems have evolved in clusters at the front of the organism.
From Bayes' rule it can be seen that if a sensory neuron has a spatial receptive field and the prey has some prior distribution of locations in space, then there is a posterior distribution of prey locations at the neuron's spike times. These assumptions are so general that they might be regarded as axioms. It follows that there is a well-defined, statistically quantifiable relationship between the occurrence of single spikes in electrosensory neurons and the location of prey. As illustrated in figure 1(b) , this relationship, quantified by the posterior distribution or SMD for the neuron, can be estimated empirically by observing prey locations at spike times.
SMD construction has been illustrated in the simplest possible context, locating a target along a line using an array of sensors laid out along a parallel line. However, Bayes' theorem applies in spaces of arbitrary dimension, and this result generalizes. It is not necessary for the 'space' mapped by a sensory neuron to be real physical space. In section 8, I will show how SMDs can be computed in spaces, whose axes are kinematic variables of the target observed by motion-sensing neurons. Arbitrary stimulus attributes could be encoded by sensory neurons in a similar manner. An SMD can be defined for any spiking neuron, anywhere in the nervous system, for any stimulus modality. If a neuron carries no information about stimulus location in a given space, i.e., its firing pattern is random with respect to the chosen stimulus attributes, then the SMD equals the prior. This means that observing a spike does not alter the observer's knowledge of the stimulus.
Bayes' theorem is introduced to clarify how information can be transmitted by single spikes, and to clarify the relationship between receptive fields and SMDs. It is not necessary for the organism to know, in any sense, the receptive field or the prior target distribution in order to determine a sensory neuron's SMD. SMDs could be estimated using an unsupervised learning procedure. It is a nontrivial problem to build a specific model of this and I have not done so. However, any theory of sensory coding and neural computation must grapple with the issue of how organisms learn the relationship between sensory neuron activity and world states, so this is not specifically a problem for the present approach. The Bayesian-SMD model precisely and unambiguously quantifies how sense data may be encoded in spikes. Because this is novel it may lead to new, testable theories about learning mechanisms that induce central neural representations from sense data, but this is beyond the scope of the present paper.
My aim in this paper is not to enquire into the mechanisms that neural systems employ to learn to use the information in single spikes, but to use Bayesian estimation theory to reverseengineer and interpret the networks that ought to result from such learning. This reverse-engineering approach is justified by the assumption that the lifestyle adopted by the ancestor(s) of the vertebrates, pursuit predation, entailed being Bayesian or being dead.
Projecting sense data into central maps: spikes as particles
Statistical distributions of target locations are implicit in sensory spikes, but this information does not seem to be in a form amenable to neural computation. In this section, I explain how to extract target location information from sensory spikes, and represent that information explicitly in a central map.
A probability density function can be represented by a random sample from that density. This is called a Monte Carlo approximation to the density. The larger the sample size, the better the approximation. In statistical applications where Monte Carlo approximations are used to represent distributions of dynamical quantities it has become standard to refer to the sample points as particles, and to estimators based on them as particle filters [24, 25, [44] [45] [46] .
A one-dimensional probability density can be represented by randomly placing particles along a line, such that the probability that there is a particle in a small interval is proportional to the average density over the interval. Note that this corresponds to how the SMD was estimated in figure 1(b), except that in that case particles were accumulated into bins to form a histogram.
There is an obvious way to use neurons to implement a particle approximation to a probability density. As illustrated in figure 1(b), lay out an array of secondary neurons such that each secondary neuron corresponds to a particular target location. Then make the probability that a secondary neuron fires when a primary neuron fires proportional to the value of the primary neuron's SMD at the location mapped by the secondary neuron. It follows that when the primary sensory neuron fires, the distribution of spikes in the secondary map is a random sample from the posterior distribution of prey locations given the sensory spike. It is a Monte Carlo estimate of the SMD. In this way, prey location information contained implicitly in sensory neuron spikes can be extracted and mapped explicitly, elegantly and intuitively into a central neural map.
Using the proposed Bayesian-SMD sensory coding and Monte Carlo central representation, the information contained in a single sensory spike can be extracted instantly (given secondary neuron activation latencies, in less than a millisecond) and mapped into the CNS at the time that the spike arrives. Milliseconds count in predator-prey interactions [47, 48] , and this model has a distinct advantage over models according to which information is encoded by firing rates, inter-spike intervals or temporal patterns. These codes entail latencies of at least several milliseconds to decode information in sensory spike trains.
Bayesian estimation in electroreception
Single spikes in an electrosensory neuron contain implicit measurements of the location of prey, quantified in terms of a statistical distribution of prey locations at the spike time. Each spike can be projected into a secondary neural map to form an explicit Monte Carlo approximation to the posterior distribution of prey location given the spike. Single spikes represent very noisy measurements, but there is an array of sensory neurons sending a barrage of spikes into the map, and collectively they carry a lot of information about target location.
Bayesian estimation theory makes it clear (as if it were not obvious) that the secondary map should not be merely a 'projection screen' for the sense data. As spikes arrive, the information that they carry should be combined with the information already in the central map. Optimally, the distribution of particles in the central map at any time should be the posterior distribution of target locations, given all sensory spikes received up to that time. This distribution can be obtained not by simply accumulating spikes generated according to the decoding rule described in the previous section, but by applying Bayes' rule to fuse the SMD for each incoming spike with the existing posterior obtained from previous spikes. The result is a simple version of a particle filter, that can be implemented easily using neuronlike computations.
To illustrate this, I have simulated the elasmobranch DON, using MATLAB (figure 2). The DON is the secondary nucleus of the elasmobranch electrosensory system. Primary electrosensory afferent inputs to the DON are strongly affected by background electrical noise and sensory reafference, i.e. electrical noise generated by the shark itself. Afferent neurons project onto a layer of secondary neurons, which are called ascending efferent neurons (AENs) because they project out of the DON to midbrain structures involved in guiding orienting behavior. AENs are insensitive to the sensory reafference but are exquisitely sensitive to local electrical sources resembling prey [29, [49] [50] [51] . The AEN array in the model is interpreted as a central map of local electrical sources over the sensor array. The model shows how vague, noisy sensory measurements can be transformed into an explicit representation of the posterior distribution of target location over the sensor array, for forwarding to midbrain-orienting mechanisms. As in the previous section, I use a simplified one-dimensional model in which the electric field strength at a receptor pore is interpreted directly as evidence for a target at that location. This in effect treats the prey unrealistically as a monopole source, but it allows the computational principles to be illustrated in a simple way.
The upper trace in figure 2(a) shows a slowly timevarying electrical signal representing background noise and electrosensory reafference. The spatial distribution of this signal is uniform over the sensor array. It would be more realistic to have some spatial variation in this signal. It is clear that there are learning mechanisms in the DON that can recognize and adjust for spatial variations in reafferent signals [28, 50] . However, the assumption of spatial uniformity simplifies the noise rejection task, without detracting from the computational principles that the model is intended to illustrate.
The lower trace in figure 2(a) shows a pulsed signal representing a prey transiently entering the receptive field. This signal is localized over the central afferent. There is no significance in the time-course of these signals. I have simply chosen a slow sinusoid and a square-wave pulse sequence to provide two qualitatively different signals, for illustrating the signal-processing characteristics of the neural model.
The model has 81 electrosensory afferent neurons and 81 AENs, organized so that the map location represented by the kth AEN corresponds to the center of the receptive field of the kth sensory afferent. neuron, which is directly under the target. The instantaneous firing rate of this neuron, calculated by Gaussian convolution [52, 53] , is displayed above the spike train. Note that I regard firing rate as meaningless in neural computation. This firing rate plot is provided simply to help the reader to visualize the firing pattern of the sensory neuron that is most strongly affected by the target signal, in the familiar way that most neuroscientists use to present spike train data. The method used to construct the firing rate estimate is unrelated to the computational neural model.
Signal and noise have been chosen so that the response to the signal is just visible to the eye in the raster plot of primary afferent responses. The response to the signal is clear at one point in the cycle, when the background noise level drops, but otherwise barely discernable. Similarly, by looking at the target pulses in figure 2(a), it is possible to see in the firing rate plot that the central sensory neuron is responding to the target. However, without the target signal as a guide it is difficult to distinguish the neuron's responses to the target from fluctuations in the background noise.
Noise in the elasmobranch electrosensory system is largely due to spatially uniform environmental potentials and low spatial frequency reafference [29] . Temporal variations in the noise are therefore spatially correlated across the sensor array, in contrast to the target signals which are spatially localized. Therefore, although signal and noise may have similar temporal frequency characteristics and may be difficult to separate by temporal bandpass filtering, they may be easily separated by spatial bandpass filtering. Spatial bandpass filtering, known to biologists as center-surround receptive field organization or lateral inhibition, is a ubiquitous feature of sensory arrays in metazoans, including in the elasmobranch electrosensory system [54, 55] .
In the model, the probability that a secondary neuron will fire in a given 1-ms interval is proportional to the sum of the SMDs at the corresponding location for all sensory neurons that are active in that interval, minus a constant times the total number of active sensory neurons. The firing probability is zero if this value is negative. The following formulas describe this computation:
These expressions refer to values in a 1-ms interval ( t). r(i) is the firing intensity of the ith secondary neuron in spikes per second. SMD is the spike measurement distribution, indexed to emphasize that its value depends on the map distance between the jth sensor and the ith secondary neuron. The sum is taken over sensory neurons, with δ j = 1 if the jth neuron is active and zero if it is not. INH(i − j) is the strength of lateral inhibition from the jth sensory neuron to the ith secondary neuron. This term is indexed to emphasize that in general its value depends on the map distance between the neurons, although in the particular model simulated here the inhibition is independent of j for a given i. The second equation shows how particles are created or not in each time step. The ith secondary neuron is activated with probability equal to its firing intensity multiplied by the simulation step duration, using the rejection method drawing from the uniform distribution over (0, 1). Lateral inhibition is adjusted so that the expected input to the secondary neuron is zero for a spatially uniform stimulus, i.e. when the target is not present. Figure 2 (c) is a raster plot of secondary neurons responding to primary afferent input, with lateral inhibition as described in the preceding paragraph. The pattern is similar to the responses in figure 2(b), except that background noise has been suppressed and responses to all of the target pulses are now clearly visible. Lateral inhibition has made the target pulses clearly visible in the spike train of the central secondary neuron, as shown below the raster plot.
Lateral inhibition attenuates electrosensory noise, but figure 2(c) shows simply a projection of spatially filtered sense data onto a secondary array. In this raster plot, activity in the central map at any time reflects activity in the sensory afferent array at that time, but does not take prior activity into account.
According to Bayes' rule (equation (1)), the posterior probability that the target is at a given location when a sensory neuron fires is proportional to the prior probability that the target is at that location multiplied by the probability that the neuron will fire if the target is at that location. The simple rule, then, is that secondary neurons should be primed to be more sensitive to sensory input in proportion to the prior probability of receiving that input.
At any instant, corresponding to a 1 ms time interval in the model, the prior probability that the target is at a specified location is represented by the spatial density of spikes at the corresponding location in the map. An optimal estimate of this probability can be formed by spatial integration, forming a weighted sum of spiking activity in the map in the neighbourhood of the required point. The weight of the contribution from any neuron to the estimate for a specified point in the map should be proportional to the probability that the target is at the corresponding location when that neuron fires. The spatial distribution of weights therefore should match the SMD of the neuron at the specified location. In the present model, these are all the same, and proportional to the sensory neuron receptive fields.
To implement Bayes' rule, we need to multiply probabilities. This can be done probabilistically using spikes. If the probability that neuron A fires in a given interval is P A , and the independent probability that neuron B fires is P B , then the probability that they both fire in the interval is P A&B = P A P B . So, we obtain a Monte Carlo estimate of the product of the firing probabilities of two independent inputs to a neuron by simply adjusting the neuron's firing threshold so that it fires if and only if both inputs are active at the same time. Note that this is not the only plausibly realistic method that neurons might use to multiply inputs arriving at different pathways, merely the simplest and most obvious way to do it without introducing any new machinery. A simple 'kluge' like this could provide a foundation that might subsequently evolve into a more reliable, less stochastic, multiplicative priming mechanism.
This product rule could be implemented in the current model using projections within the secondary map with a 1-ms delay. However, it is conceptually and computationally simpler to use two map layers, one holding the prior and the other used to fuse the prior with the sense data to form the posterior for the current time step. [49, 50, 55, 56] . This result emerges robustly from basic theoretical assumptions. No parameter fitting or tuning is required to obtain this realistic behavior from the model.
There are some free parameters, but as long as these make sense the qualitative behavior of the model AENs is insensitive to the values of these parameters. For example, the number of neurons in each layer should be a positive integer. There is a trade-off between increasing the spatial density of neurons to increase the accuracy of the particle estimate, and the consequent increase in the time it takes to run the simulation. I found that using one central neuron with 40 neurons on each side gives good results for visualizing the filter in operation (which is the aim of this model), while running in reasonable time on a desktop PC. The parameter σ of the excitatory Gaussian receptive fields is ten times the spacing between neurons. It is useful for sensory neurons to have some spontaneous activity, and for their sensitivity to be adjusted so that most of the time they stay inside their dynamic range without zero firing rate or saturation. I used a spontaneous rate of 25 s −1 . It is necessary for AENs to have some spontaneous firing rate, because Bayes' rule always asserts zero posterior probability for an event with zero prior probability. The AEN spontaneous rate only needs to be large enough so that at any time step each AEN is likely to have another active AEN within its excitatory receptive field. My AENs have a spontaneous rate of 0.01 s −1 . Sensory neuron and AEN sensitivities should be large enough so that some spikes are generated when the target appears, but not so large that either layer comes close to saturation at any time.
Changes in the values of the free parameters affect the quality of the Monte Carlo estimate, by altering the resolution of the map and the number of particles used to approximate the relevant probability densities. Altering these parameters, within reason, does not affect the basic result. This robustness is significant because it implies that it would have been relatively easy for a network implementing these statistical-computational principles to evolve. It seems likely that by specifying construction and running costs (e.g. costper-neuron, cost-per-spike etc), and a penalty for suboptimal performance, it may be possible to completely eliminate free parameters in a model of this kind. Figure 3 illustrates the anatomy of the cerebellar-like electrosensory DON in elasmobranches, and a schematic showing the similar structure of the spiking neuron Bayesian estimator model that was used to generate figure 2. In the model, prior information is passed from the AEN layer to an overlying predictor layer, then projected back again with a single time-step latency.
In the model, it has been assumed that prior information about target location comes only from the electrosensory system. In reality, the earliest vertebrates already had an assemblage of prey-detecting sensory systems working in concert [57, 58] . Therefore, we might expect some higherlevel map(s) to contain target location posteriors estimated using multiple sensory modalities, with prior information from various sources, including these maps transmitted to the DON. This is consistent with the anatomy and physiology of inputs to the granule cell-parallel fiber system in the elasmobranch DON. This system appears to gather central electrosensory signals and a wide variety of other information and project it over the AEN array [50, 51] .
Dynamics and the evolution of agility
In developing the DON model, it was assumed that the prey is in effect stationary in the predator's (sensor array) reference frame. This assumption justifies using the posterior at time t k as the prior at time t k+1 . This is a limiting case, justified on one hand because it simplifies the model, and on the other hand because of the assumption that the organisms in which these networks first evolved, and their prey, were so sluggish that they could afford to ignore dynamics during pursuit.
The general equation of motion for a 'vehicle' is
Movements of very small objects in water are dominated by viscous drag [36, 59] , and so we can write
where F EXT is net external force and λẋ is the drag force. If the ratio of viscosity to inertia, R = λ/m, is large then this reduces to
which means that a small object in water will move in the direction of net external force, at a speed proportional to the magnitude of the force. Single-celled aquatic organisms, for example, stop within 1% of their body length when they stop actively generating external forces [36] . The ratio of viscous to inertial forces acting on an organism is quantified by a dimensionless number called Reynolds number, Re [59] . The earliest metazoans probably had Reynolds numbers much less than 1, comparable to those of modern colonial ciliates, which are in the range 0.01-0.1 [59] . For such organisms, a 'static' prey location estimator like that developed in section 5, and the 'Braitenberg vehicle' strategy of simply pushing in the general direction of the estimated prey location would have been effective.
In modern ecosystems, and presumably also in the preCambrian oceans, introducing predation creates selection pressure for increased size and speed [60] . Increased size and speed means increased Re. In the large Re regime, as can be seen from equation (3), an object may glide and spin in the absence of net external force, and in general may move in an arbitrary direction with respect to the direction of external forces acting on it. Thus, the earliest metazoan predators and their metazoan prey would have found themselves in a situation where the effectiveness of their neural mechanisms for tracking and controlling movements began to force them into the large Reynolds regime where those mechanisms fail.
Sharks have large Reynolds numbers (Re > 10 5 ) and some species catch highly maneuverable prey with similarly large Reynolds numbers. To account for this, we need to extend the neural particle filter model to deal with observations of moving targets made by sensors on a moving platform. I will do this by considering sensory coding in the semicircular canals of the vestibular system, which evolved to observe rotation during movement.
SMDs for kinematic variables
Spike measurement distributions (SMDs) were introduced in section 3 using a simple special case, in which the SMD arises in an apparently trivial fashion from considering the receptive field of a sensory neuron. In this section, I will show that the concept of SMD extends to more general situations in which sensory neurons do not have receptive fields. In particular, I will show how to construct and interpret SMDs for neurons that respond to kinematic quantities such as the velocity and acceleration of a target.
Lateral-line mechanosensors for detecting water motion are an ancestral vertebrate character [31] [32] [33] 57] . Firing rates of afferent neurons from free neuromasts increase in proportion to water velocity over the sense organ [61] . Early metazoans could have detected rotation by comparing measurements of water velocity on each side of the body. During forward motion the pattern of inputs from each side would be symmetrical, whereas during rotation the pattern would be asymmetrical ( figure 4(a) ). In extant vertebrates, rotations are sensed by the semicircular canals, an analogous system of sensors encased in fluid-filled chambers within the head.
When the ancestors first moved into the large Reynolds number regime (Re > 1), they would have encountered for the first time a tendency to glide and spin even while not actively generating external forces. This would have seriously compromised their pursuit behavior. As part of the solution to this problem they would need to accurately estimate their angular velocity. At first sight it seems that they could employ the same filtering mechanism as the electrosensory system, to optimally represent angular velocity in a central map. But rotational velocity information does not seem to be spatially encoded in the way that positional information is encoded in the electrosensory system.
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Electroreceptor afferents have localized spatial receptive fields or 'preferred locations' in stimulus space. They respond maximally when the observed quantity (target position) is in the neighbourhood of a particular value. In contrast, velocity-sensitive afferent neurons, in both free neuromast and semicircular canal systems, do not have spatially localized receptive fields. They increase their firing rates as velocity increases. Thus, the receptive field of a rotational velocitysensitive semicircular canal afferent neuron is not localized in rotational velocity space (or, alternatively, we could say that their preferred location is at infinity). It would seem that we cannot use the computational mechanisms developed earlier to process rotational velocity information.
However, while rotational velocity-sensitive neurons do not have localized receptive fields, they do have localized SMDs in rotational velocity space. The fundamental reason for this is that the prior distribution of rotational velocities must be localized: very rapid rotations are very unlikely. If the prior goes to zero faster than the firing intensity of a rotationsensitive neuron goes to infinity with increasing rotational velocity, then the posterior will vanish for large velocities. This is a weak constraint that certainly holds. Figure 4 (b) shows how a spatial map of rotational velocity can be constructed using rotational velocity-sensitive neurons, by showing the SMDs for two such neurons. The firing rate of the model rotation-sensitive neurons changes monotonically with changes in rotational velocity, but that they have differing spontaneous rates and sensitivities. Such differences exist among rotation-sensitive neurons in the vertebrate vestibular nerve, and it has long been speculated that these differences may reflect some kind of coding specificity [62, 63] . The simplest general model of this is
where r 0 is the spontaneous firing rate, λ is a sensitivity or gain parameter and ω(t) is the angular velocity. Note that a positive spontaneous rate r 0 corresponds to a negative threshold and vice versa. The straight line r(ω) in the upper part of figure 4(b) shows the response properties of a linear, rotation-sensitive neuron that has a high spontaneous rate and is not very sensitive. The corresponding line in the lower part of this figure represents another neuron that is spontaneously silent but is very sensitive to rotation above a threshold velocity. I simulated responses of these neurons to random rotations generated by a first-order differential equation,ω
where u(t) is Gaussian white noise. There is no particular biological significance in the choice of this differential equation. It is just the simplest choice for generating some kind of dynamical behavior in one dimension. The only constraint is that the parameter λ must be positive so that the solution is stable. It does not matter how this equation is approximated or calculated numerically; the outcome illustrated in figure 4 is very robust. I used an Euler approximation obtained by replacingω = dω dt in equation (7) by a finite difference approximation, ω t , and replacing the white noise, u(t), by a sequence of Gaussian random numbers.
Sensitivities of model neurons have been adjusted so that all neurons have the same average activity levels during the stimulus. This is a prima facie plausible constraint on neural map design that distributes average energy costs evenly among neurons in the map. The constraint causes neurons with higher spontaneous rates to have lower sensitivities to angular velocity, an effect that is seen in real semicircular canal afferent neurons [64] . However, while the constraint may be relevant to understanding the specifics of coding by vestibular neurons, it does not affect the computational principle of the present model. I have applied the constraint here because it makes the illustrations simpler and clearer.
The overall distribution of rotational velocity, ω(t), during rotation is labeled as the prior in figure 4(b) . This Gaussian distribution is the Bayesian prior for measuring the angular velocity because it quantifies what can be deduced about the angular velocity at any time without actually measuring it at that time.
SMD estimates for each neuron in figure 4 (b) were obtained by solving equation (7) numerically to obtain velocities for each time step and using equation (6) to determine the probability that the neuron will fire in each time interval. Whether the neuron actually fires is determined by Monte Carlo sampling, and when it does a count is added to the histogram in the bin corresponding to the velocity at that time. The theoretical posterior (SMD) can be computed by simply multiplying the prior by the firing intensity function at each point. This is shown as a smooth curve drawn over the histogram in each case. This result shows that SMDs for sensory neurons that encode kinematic variables can be constructed and interpreted in exactly the same way as for sensory neurons that have spatially localized receptive fields. Single spikes in velocity-sensitive sensory neurons can be understood and precisely quantified as probabilistic assertions about velocity.
SMDs in state space
Vestibular semicircular canal afferent neurons have specific dynamical characteristics which generalize the onedimensional mapping scheme illustrated in figure 4(b) to higher dimensional state spaces. There is a fractional-order dynamical relationship between head angular velocity and the firing rate of these neurons [65] . Fractional-order calculus is an old subject currently undergoing something of a renaissance [66, 67] . In brief, the fractional calculus extends conventional calculus by allowing derivatives and integrals of order q, where q can be an arbitrary real number, not necessarily an integer as in standard calculus. Differentiation by order −q is equivalent to integration by order q and vice versa, so the fractional calculus unifies differentiation and integration operators into a single 'differintegration' operator. Experimental evidence [65] shows that responses of bullfrog semicircular canal afferent neurons can be described accurately by fractionalorder dynamical models of the form
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where r(t) is the firing rate and ω(t) is the head angular velocity.
If we put q = 0 into this equation it reduces to equation (6) . As in that case, threshold and sensitivity of a model neuron can be adjusted using the parameters r 0 and λ. The additional dynamic parameter q alters the phase of the response with respect to the stimulus. Because of the unique frequency independence of phase shifts generated by the fractional-order operator, d q dt q , the output r(t) at any time t 0 is a linear function of the input u(t) and all of its derivatives and integrals at that time. Thus, equation (8) generalizes equation (6) for generating SMDs in spaces whose axes are kinematic variables. Figure 4(c) shows examples of SMDs computed using the fractional-order model (8) in a twodimensional space whose axes are angular velocity and angular acceleration. Note that if we look at the SMD for q = 0 in figure 4(c) along the θ-axis, it resembles the one-dimensional SMDs in figure 4(b) .
Two-dimensional SMDs of this kind have been demonstrated in bullfrog semicircular canal afferent neuron responses to broad-band rotational stimulation [65, 68] . Responses of these neurons are very accurately described by models of the form (8) . Two examples of bullfrog semicircular canal afferent neuron SMDs are shown in figure 4(d) .
Thus, it would appear that single sensory neuron spikes can transmit information about spatial and kinematic variables required for dynamical tracking and control, using SMDs in a uniform manner. An elegant mechanism for achieving this, involving fractional-order dynamics, appears to be implemented at least in the bullfrog vestibular system. There is evidence that fractional-order dynamical characteristics may be widespread in vertebrate motion sensing systems [69] .
The dynamic prior
In the DON model (section 5), the posterior at each time step was used as the prior for the next. This corresponds to assuming that the target does not move relative to the observer between observations. This was justified by assuming that mechanisms for prey tracking first evolved in the low Reynolds number limit, where dynamics can be ignored. Note that the importance of the low-Re model does not depend on the veracity of the evolutionary scenario used to provide a concrete foundation for it. The model can be regarded as an epistemological stepping stone without assuming that it corresponds to the actual history of brain evolution. In this section, I will show how the neural particle filter can be extended to take account of dynamics.
When the target moves unpredictably the posterior distribution shifts and spreads correspondingly. In a particle filter, particles drift and disperse, individually following possible trajectories of the target. At any time the distribution of particles is a Monte Carlo estimate of the dynamic posterior, the posterior distribution given by previous observations. It is also an estimate of the dynamic prior, the prior distribution for new observations.
In a particle filter, the dynamic prior for an observation at time t k+1 is estimated by drawing a random sample from the posterior at t k , then using the target model to simulate a trajectory for each sample point up to t k+1 . For example, suppose equation (7) is the equation of motion of a target. This model has a one-dimensional state space with state variable ω(t). In this case, we would draw N points from the posterior distribution at the kth sample time, ω j (t k ), j = 1, . . . , N, and solve equation (7) up to the (k + 1)th sample time starting from each of these points. The distribution of particles at the (k + 1)th sample time is a Monte Carlo estimate of the prior for the next measurement.
In a neural particle filter, each neuron in the map effectively has to solve the inverse problem. Because of the target's inertia, information about whether the target is currently in a particular location is contained in spiking activity distributed over other parts of the map at previous times. This information can be transmitted to the required location in the map using axonal projections. For a particular target model, it is possible to use simulation to find out how the required information is spatially and temporally distributed in the map. Figure 5 (a) shows the prior distribution of velocities for a target whose equation of motion is (7) (cf figure 4(b) ), and the SMD of an arbitrary central map neuron. Particles have been drawn from the prior at random and their trajectories S229 have been simulated using the target model for fixed time intervals. At the end of the simulation period, particles are selected with probability equal to the value of the specified SMD at their final velocity. This is used to build up a histogram of initial velocities of particles whose final velocities are distributed according to the SMD after a certain delay. The figure shows these distributions for delays of 2, 4 and 8 ms. These histograms represent the (weighted) pattern of axons that should converge to the neuron, to provide it with the dynamic prior for the current time step.
In general, going further back in time corresponds to gathering information from further away in the map. This is convenient for neural computation, because longer axons naturally provide longer latencies. Dynamic priors are a more difficult concept than static priors considered earlier, and in conventional Kalman-filter-based state estimation they are relatively difficult to calculate. But it is relatively straightforward for a map neuron in a neural particle filter to compute a dynamic prior. The neuron simply needs to connect to passing axons whose activity is correlated with its own, with connection strength depending on the correlation. The neuron does not need to know or care where the information came from or how old it is. From a learning point of view, computing a dynamic prior is no different from the static case considered earlier. In the development of neural maps, we would expect to see initially broad distributions of axonal projections whittled down to more specific connection patterns as the map begins to operate. This is precisely what does happen in development of neural maps in various parts of the vertebrate central nervous system [70] [71] [72] [73] [74] [75] .
Neural particle filters in n dimensions
Tracking and controlling complex mechanical systems with many degrees of freedom, like vertebrate bodies, entails state estimation in high-dimensional state spaces. For example, if the vertebrate head is regarded as a rigid body-ignoring the large number of relevant state variables associated with the remainder of the musculoskeletal system-then it has six mechanical degrees of freedom and a 12-dimensional state space. Neural networks can form maps of spaces with any number of dimensions [65] , and the principles of neural particle filtering outlined in previous sections extend in a simple, natural way to high-dimensional spaces. Because some readers may have difficulty in visualizing 12-dimensional maps and the relationship between map points and the kinematics of objects in three-dimensional space, I have chosen to illustrate the n-dimensional situation using a simple mechanical system with a two-dimensional state space.
The model is an undamped, frictionless simple planar pendulum. Its (nonlinear) equation of motion is
where u(t) is the Gaussian noise torque that perturbs the pendulum motion. There is no particular biological significance to this dynamic model, although a pendulum could be regarded as a simple model of head-neck dynamics, and in general animals tend to have periodic locomotor patterns arising in part from pendulum-like and spring-like mechanical characteristics of their bodies [76, 77] . The model has been chosen because it has a simple two-dimensional state space with simple trajectories, that will nicely illustrate the concept that spikes in a neural map can be interpreted as sample points in a Monte Carlo estimator, and that axonal divergence and convergence patterns can be interpreted in terms of dynamic posteriors and dynamic priors respectively. Figure 5(b) shows the pendulum's state space, with axes θ (angle) andθ (angular velocity). The circles are lines of constant total energy, corresponding to unforced trajectories of the pendulum, u(t) = 0. These curves are the expected trajectories when the motion is perturbed by zeromean random disturbances. Figure 5(b) shows how perturbed trajectories vary stochastically around the expected trajectory. A set of 16 trajectories has been simulated for 1 s, starting from a single point in the state space.
There is no known method for computing the exact distribution of states at t = 1, even for such a simple dynamical model as this.
The distribution could be estimated approximately using an extended Kalman filter, or by linearizing equation (4) and using the standard Kalman filter [78] . However, simulations indicate that particle filters out-perform Kalman-filter-based methods for mildly nonlinear state estimation problems with quite modest particle population sizes [24] . Figure 5 (c) shows a portion of a neural network 'grown' using a simulation analogous to that illustrated by figure 5(a) . Neuron cell bodies were scattered uniform-randomly over the state space, then 32 trajectories were simulated from each neuron location by numerically solving equation (9) . Each trajectory was terminated when it contacted another neuron, or when a fixed time limit was exceeded without contacting another neuron. Axons have been drawn showing destinations of particles from each neuron in the map. They are rendered with branch diameter proportional to the square root of the number of particles on the corresponding path (so that axon cross-section in 3D would be proportional to the relative probability that the system will follow that path). The full network of 625 neurons in this simulation completely covers the map if they are all rendered, so figure 5(c) shows only a small subset of neurons to illustrate axonal arborization and connectivity patterns. This figure has been redrawn from a MATLAB figure window.
The axon tree of a given neuron represents the dynamic posterior for that neuron.
It reflects how information about target state spreads across the state space over time. Conversely, sources of axons converging to a given neuron represent the dynamic prior for that neuron. By tracing incoming axons from a given neuron backward, toward their sources, we see how recent activity in other parts of the map provides information about whether the target is currently at that point.
Discussion
In previous papers, I have discussed a variety of evidence indicating that the cerebellum is a neural analogue of a dynamical state estimator [9, 10] . That argument is extended in this paper by showing explicitly how the cerebellum might represent and compute state variables. The argument can be summarized as follows: (1) Vertebrates appear to have emerged as successful marine pursuit predators in the lower Cambrian era, and to do this effectively they must have evolved neural mechanisms for dynamical state estimation. (2) Markov Chain-Monte Carlo simulation, a.k. a. particle filtering, is a general solution for this problem, possibly the only general solution. (3) Spiking neurons provide natural computational elements for implementing particle filters. (4) Cerebellarlike architecture emerges naturally when particle filters are implemented using spiking neurons.
This argument and the models are incomplete, but the particle filtering approach brings together a variety of otherwise apparently disparate evidence about the cerebellum. It leads to specific, testable computational models and provides a clear direction for future research. One of the main shortcomings of the current models is that they use 1-ms discrete time steps between updates, so that all neurons in all layers are updated synchronously. A second shortcoming arises from the fact that neural particle filters are a 'random grid' MCMC computation in which particles can only be created at grid points and are constrained to move along predefined trajectories. Because targets are not similarly constrained, it is necessary to have relatively large numbers of neurons (grid points) and spikes (particles) to permit accurate posterior estimates of target states. Realistic neural particle filter models, with large numbers of asynchronously active neurons computing accurate posterior estimates, are computationally prohibitive with the present generation of desktop computers. On the other hand, it is easy to construct rough estimates using small networks, and so it may be only a matter of time-as it was for our ancestors in the preCambrian oceans-before it is possible to extend these to high performance, biologically realistic neural particle filter models.
Although the approach was developed by considering how to solve a simple motor control problem, the suggestion is that the cerebellum is not a motor control device per se but a device for optimizing sensory information about movements. In some respects this theory resembles Bower's unconventional view that the cerebellum is a device for optimizing the quality of sensory information gathered during movements [4, 16, 18, 79, 80] . However, it is both more specific in the sense that it asserts that the cerebellum focuses on gathering dynamical state information, and more general in the sense that it asserts that an animal's cerebellum is interested not only in systems in the environment but also in observing states of the animal itself, including state variables of its musculoskeletal system.
The approach presented here provides a unified view of the cerebellum and the various 'cerebellar-like' circuits in the vertebrate brain [27] . It resembles the well-known 'adaptive filter' model of the shark DON [28, 50, 51, 81] in the sense that it suggests that cerebellar (-like) computation involves combining ascending sense data with descending predictions. However, it makes the qualitatively different and testable prediction that the descending signal adjusts the sensitivity of AEN responses to the ascending signal, rather than subtracting away the predictable component of that signal. In general terms, the assumption behind the adaptive filter model is that sharks want to extract a temporal signal from noise. In contrast, the new model assumes that sharks care little about the signal, but they want to locate the source. This is consistent with the apparently indiscriminate attack behavior of sharks on cables, metal objects and other weak field sources introduced to the marine environment by humans. Sharks will attack a weak electric dipole even when there is fresh (but dead) food nearby [82] .
The specificity of the hypothesis that the cerebellum is a dynamical state estimator, and the specificity of the new computational models based on that hypothesis, may lead to the mistaken inference that the hypothesis and models are relevant only to specific aspects of cerebellar function. In contrast, the implication both from an engineeringsignal processing point of view and from an evolutionarycomparative point of view is that the state estimator hypothesis and neural particle filter models provide a unifying approach that can explain otherwise apparently disparate functions of the cerebellum. State estimation is useful for dynamical control, including but not restricted to movement control, and also useful for trajectory tracking and trajectory prediction. So the state estimator hypothesis elegantly accounts for cerebellar involvement in perceiving and controlling movements [83] . The problem of predicting whether and when to raise shields to deflect an incoming projectile contains a state estimation problem, and so the state estimator hypothesis predicts that the cerebellum should have a crucial role in determining the timing of eye blink responses to sensory stimuli that predict an impact on the eye, as it does [84, 85] . A variety of problems can be solved by dynamical simulation, and it seems plausible that some aspects of cognition involve explicit or implicit neural simulation of dynamical systems, whether or not directly coupled to sense data. The cerebellum's ability to predict dynamical system behavior is likely to be valuable in such cognitive tasks.
The evolutionary argument presented in this paper is supported by an interesting apparent exception to the rule that the cerebellum is a unique vertebrate character. It has been reported that cephalopod mollusks have a cerebellum [86] [87] [88] [89] . This is interesting because cephalopods-squid and octopusare the only invertebrates that occupy a 'vertebrate' niche as large, externally soft-bodied agile pursuit predators in the open ocean. It is consistent with the suggestion that cerebellarlike architecture emerges naturally within the constraints of metazoan nervous system design when evolutionary pressure is applied to track and control inertial swimming movements. Unfortunately, it is not entirely clear from the published literature in what sense and how closely the cephalopod cerebellum resembles the vertebrate cerebellum, so this question needs to be followed up.
The transition-to-large-Re argument for cerebellar evolution suggests that some other invertebrates, notably flying insects, also ought to have neural structures that function as dynamical state estimators. Arthropods and chordates appear to be more closely related to each other than either is to mollusks. Therefore, if mollusks found the vertebrate solution, it would seem likely that insects might stumble upon it too. Among vertebrates there is a clear trend toward increasing regularity of cerebellar anatomical organization as the cerebellum gets relatively larger [26] , and so 'cerebellarlike' structures may be difficult to recognize in the much smaller brains of insects. The theory and models described in this paper may help to identify such structures. If a neural particle filter state estimator does exist in insects, then it should be relatively easy to simulate using biologically realistic particle population sizes etc.
The MATLAB simulations described in this paper have none of the detailed complexity of real nervous systems, and relatively few free parameters. On one hand, the approach implies that some aspects of the complexity of real nervous systems are driven by algorithmic requirements. In particular, neural particle filters inherently require large numbers of neurons, with broad, complex connectivity patterns corresponding to learned statistical distributions. On the other hand, certain aspects of the detailed complexity of real neural networks may reflect constraints in materials and evolutionary design. Neurons were hacked from the bodies of moneran ancestors, themselves hacked a couple of billion years earlier from an unlikely coalition of molecules. Operations that are mathematically simple and easy to implement in MATLAB might be very difficult to implement using leaky little bags of proteins, ions and miscellaneous other stuff. In other words, molecular biophysical mechanisms underpinning neural computation might be massively complicated because of evolutionary pressure to whittle functionally simple devices from materials not designed for the job. This does not mean that the details are irrelevant, only that the devil is in the details, and without a system-level theoretical framework at least vaguely analogous to that proposed here it is probably impossible to determine what we need to know about neurons in order to understand how brains work.
Particle filtering theory makes it possible to analyze and design networks of spiking neurons within a theoretical framework that is analogous to the matrix-vector-based mathematical state space theory, that has been invaluable for analyzing and designing artificial state estimators and control systems since the mid-twentieth century (see [90] , p 66). As far as I am aware, this is the first large-scale approach to neural modeling that offers to combine a high level of mathematical abstraction with a direct correspondence between the mathematical operands and operators, and the real operands and operators of neural computation, i.e. spikes and neurons, respectively. While it has long been assumed by theoretical and experimental neuroscientists alike that neural circuit architecture, especially in the cerebellum, relates directly to the algorithms of neural computation [91, 92] , particle filters provide a more transparent connection between mathematical operations and neuronal operations than other kinds of models. This does not mean that the models I have presented are true, or would be true if certain unrealistic constraints (notably synchronous spike pattern updates) were removed. It should, however, make it relatively easy to build, interpret and rigorously test models of this kind. Distributed adaptive spiking neuron particle filters may have useful applications even if they turn out not to be realistic models of anything in the vertebrate nervous system.
A key concept underpinning the new approach is that although spikes seem to be events, they are not. This is an illusion caused by the fact that spikes are observed using microelectrodes. Neuroscientists observe and record events that occur when action potentials pass near the tip of an electrode. But action potentials are localized traveling waves, rather more like, say, particles moving around in space than events occurring at particular places and times. In this way, particle filters are intrinsically neuron-like, and are natural candidates for models of neural computation.
I have argued that an ancestral central neural map, that initially translated a map of sense data on one part of the body surface into a map of motor output on another part of the body surface, evolved to form maps of dynamical state space and became the cerebellum in the earliest vertebrates. A similar evolutionary-ecological framework, in concert with particle filtering theory or some generalization of it, may turn out to be useful for analyzing and modeling other central nervous system structures. Map-based computing seems to be widespread, if not ubiquitous in vertebrate central nervous systems. There also appears to be a general principle of vertebrate brain evolution that increasing size leads to fragmentation, duplication and differential specialization of existing structures [21] . This suggests that it may ultimately be possible to make functional sense of the tangled bank of brain anatomy by examining and simulating the ecological demands placed on vertebrates as they increased in size and morphological complexity, and moved into different environments. In particular, as soon as prey animals determine how to predict a predator's movements, while the predator is predicting theirs, both predator and prey will come under selection pressure to predict the other's predictions of their own behavior. This original need for pursuit predators to embed a model of self and similar agents into a model of the world may represent the first step in an ongoing recursion, leading to increasingly sophisticated neural computers ultimately capable of asking themselves how they work.
