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Lakes and freshwater reservoirs often serve as the primary drinking and irrigation water 
sources for surrounding communities. They provide recreational and tourism opportunities, 
thereby promoting the prosperity of neighboring communities. Reliable estimates of water quality 
in lakes and reservoirs can improve management practices to protect water resources.  
Seasonal water temperature and solar shortwave radiation variations, and their subsequent 
interactions with water column aquatic life, combined with seasonal variations of mixing intensity 
throughout the water column, result in variations of water quality constituents with depth during 
the annual cycle. The complexity of these variations entails the use of advanced water quality 
modeling approaches to evaluate the trends of water quality variations over time. 
The current study presents two different modeling approaches for water quality modeling in 
lakes and reservoirs. 
In the first approach, a three-dimensional process-based model (AEM3D, HydroNumerics Pty 
Ltd.) was used for hydrodynamic modeling of Lake Arrowhead, California. The model was 
calibrated based on in-situ measured meteorological and water quality data. The calibrated 
process-based model was able to simulate water temperature and salinity profiles in the lake at 
different depths from May 2018 to April 2019, with mean relative errors of less than 6.1% and 
4.2%, respectively. The model was also used to evaluate the mixing intensities at different depths 
during the study period. 
 The second approach employed two separate data-driven models incorporating wavelet 
transform and artificial neural networks for water quality modeling of Boulder Basin, Lake Mead. 
The first data-driven model proposed a cost-effective method for estimating water quality profiles 




temperature, dissolved oxygen, and electrical conductivity profiles from May 2011 to January 
2015 with mean relative errors of 0.52%, 0.62%, and 0.22%, respectively. 
The second data-driven model was designed to forecast future water quality variations at 
different depths in Boulder Basin, Lake Mead. This model used a time step of 6 hours based on 
the availability of water quality data, and forecasted up to 960 step-ahead (240 days) water quality 
profiles in the basin. The data-driven model was able to successfully forecast 180-day ahead water 
temperature, dissolved oxygen, and electrical conductivity profiles in the basin with relative errors 
of less than 7.5%, 15.5%, and 4.7%, respectively. 
Results of this study can benefit water management practices to evaluate different water quality 
modeling approaches and select appropriate methods based on their needs and budget to simulate 
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Chapter 1    
  Introduction 
1. Research summary 
Lakes and reservoirs are primary drinking water resources in many parts of the world. Reliable 
estimates of water quality variations, particularly in lakes or reservoirs supplying drinking water 
to large communities, are essential for sustainable water management. 
For warm monomictic lakes and reservoirs, thermal stratification during summer months 
usually limits vertical mixing to the top epilimnetic water layers, while winter turnover typically 
induces vertical mixing throughout the water column and affects the distribution of water 
constituents (Fischer et al., 1979). Seasonal water temperature and solar shortwave radiation 
variations, and their subsequent interactions with water column aquatic life, combined with 
seasonal variations of mixing intensity throughout the water column, result in complex variations 
of water quality parameters with depth during the annual cycle (Boehrer and Schultze, 2008; 
Rucinski et al., 2010).  
Because of these variations, the water quality of many lakes and reservoirs is regularly 
monitored using multiparameter sensors, automatic samplers, and profilers (Karakaya et al., 2013) 
to determine quality of water at or approaching drinking water intakes. 
The purpose of this study is to evaluate both process-based (e.g. computational hydrodynamic) 
and data-driven (e.g. artificial neural network) models to accurately simulate water quality in 
freshwater reservoirs. The first part of this study investigates the methods to increase the accuracy 
of three-dimensional hydrodynamic simulations by improving current model configuration and 




water quality parameters in lakes and reservoirs which later can be used to calibrate the 
hydrodynamic model. This part uses Lake Arrowhead as a case study. The second part of this study 
presents a data-driven framework to estimate the water quality profiles of the entire water column 
based on environmental data measured at the water surface. In addition, a separate framework for 
forecasting the future values of target water quality constituents at different depths is presented. 
As training, validation, and testing of data-driven systems require a rich data history, this part of 
study uses meteorological and water quality data including water temperature, dissolved oxygen 
(DO), and electrical conductivity measured during the 2011-2016 time period by the Southern 
Nevada Water Authority and the U.S. Geological Survey in Boulder Basin, Lake Mead. By 
comparing the simulated water quality with the in-situ measured water quality data, the main 
factors required to be considered in the modeling systems, as well as factors introducing simulation 
errors, are identified, and methods to improve the accuracy of water quality simulations are 
investigated.  
Results of this study can benefit water management practices to more accurately 
predict/simulate water quality variations of their lakes and reservoirs.  
2.  Background and Motivation  
2.1. Process-based water quality modeling 
Various factors, including water-atmosphere interactions, bathymetry, inflow and outflow 
rates, and water density affect mixing and solute transport within lakes and freshwater reservoirs. 
These factors combined with physicochemical and biological mechanisms in aquatic environments 
result in complex and time-varying fluctuations of water quality constituents in lakes and 




A large number of studies have undertaken to simplify the mixing and physicochemical 
processes mechanisms in lakes and estimate water quality based on simulations using well-mixed 
or partially mixed reactor models (Ji, 2017), which are often adequate for well-mixed water bodies 
with short residence times, such as shallow non-stratified lakes. However, since most 
impoundments are density-stratified (i.e., varying water densities at different depths that limit 
vertical mixing), simple reactor models cannot simulate the water quality variations at different 
depths. More advanced methods employ numerical computations to either a) estimate water quality 
variations along the direction of interest in the water body [1-dimensional (1D) models] or b) along 
the length and width of the lake [two-dimensional (2D) models] to estimate changes in lake water 
quality with time and location (Chapra, 1997). However, incomplete mixing of water in a particular 
dimension can substantially influence the mixing processes in other dimensions. Hence, the 
simplifications made in these models, particularly for 1-D models, cannot successfully integrate 
mixing and solute transport processes in different directions, and thus can fail to generate accurate 
water quality simulations over time (French and Imberger, 1984).  
Recent advances in the areas of computational fluid dynamics and water quality modeling have 
led to development of three-dimensional (3D) hydrodynamic-water quality models that consider 
mixing and transport processes in all three directions. Therefore, these models are not restricted to 
a specific part of a lake, and can generate more accurate water quality simulations compared to 
other approaches (Ji, 2017).  However, since 3D hydrodynamic models are more computationally 
complex than modeling approaches that use well-mixed reactors, 1-D or 2-D models, 3D models 
require additional input parameters such as, accurate bathymetry of impoundment, all inflows and 
outflows to the water body, diffusion coefficients in three dimensions for different locations, 




different locations, and many more parameters. These input parameters also vary with time and 
can be very different in different lakes (Ji, 2017; Marti et al., 2011). Hence, a 3D hydrodynamic 
model developed for a specific lake cannot be used to simulate the water quality in other lakes 
(Chung et al., 2009; Ji, 2017; Marti et al., 2011). In fact, water quality simulation for each water 
body requires a substantial model calibration process to render accurate simulations. Failing to 
establish accurate ranges for each simulation parameter results in propagation of errors after each 
iteration, which can lead to substantial errors in long-term simulations (Ji, 2017). 
In general, the vertical extent of most surface water resources is much smaller than their length 
or width (Imberger and Patterson, 1989). This means that mixing and solute transport processes in 
the horizontal scale are several orders of magnitude greater than the vertical processes (Imberger 
and Patterson, 1989). However, compared to riverine and estuarine systems in which mixing 
processes are dominated by horizontal currents (advective solute transport), horizontal currents in 
many lakes and reservoirs are of much smaller scales. Hence, unlike the riverine and shallow 
estuarine systems that can be modeled as simple flow-through reactors, lakes and reservoirs should 
be considered as semi-closed vertically incomplete mix reactors.  
In other words, despite their small scales, vertical mixing processes in lakes and reservoirs 
have greater effects on distributions of water quality constituents throughout the water column 
than in rivers and shallow estuaries. Therefore, in addition to accurate simulation of horizontal 
solute transport processes, incorporating the different processes that can contribute to vertical 
mixing in lakes and reservoirs, and including both diurnal and seasonal variations of these 
processes in simulations, would benefit a numerical model to more accurately reproduce both 
vertical and horizontal transport phenomena, and thus more accurately represent the evolution of 




Hence, the model calibration method should incorporate the parameters and coefficients used 
in processes contributing to vertical solute transport in the lake, and carefully evaluate their effects 
on water quality. Therefore, in addition to field experiments and measurements that evaluate and 
calibrate horizontal distribution of water quality constituents in a lake, additional measurements 
and experiments need to be conducted to calibrate vertical mixing simulations. 
This study investigates the methods to increase the accuracy of 3D hydrodynamic simulations 
by improving current model calibration methods and conducting field experiments to determine 
the main solute transport parameters in lakes and reservoirs using Lake Arrowhead, California, as 
a case study. 
2.2. Data-driven modeling  
Cost limitations and the extensive fieldwork needed for data collection, particularly for in-
situ measurements of water quality parameters, combined with data losses and data rejections 
due to fieldwork interruptions, inevitable poor weather conditions, and instrument failure, can 
restrict the long-term availability of high-quality data to accurately monitor water quality of 
lakes (Karakaya et al., 2013; Kizza et al., 2012; Pareeth et al., 2016; Xing et al., 2008). 
Artificial neural networks (ANNs) consisting of layers of parallel processing nodes (known as 
neurons), are capable of identifying complex non-linear relationships between input and output 
data (Du and Swamy, 2013).  
A number of studies have predicted specific water quality constituents in lakes and 
impoundments based on other simultaneously accruing water quality constituents (Ay and Kisi, 
2012; Karakaya et al., 2013; Ranković et al., 2012). However, since estimating a specific water 
quality constituent based on a group of other measured water quality constituents imposes 




in a lake without using other water quality constituents as model inputs would be beneficial for 
resource managers. 
Variations of water quality constituents in lakes are function of mixing and solute transport 
phenomena as well as and physicochemical processes. As ANNs are able to learn complex 
interactions among variables, training the ANN system using both available raw data and 
computed parameters, such as heat fluxes, that indirectly affect mixing and physicochemical 
processes would enable the ANN system to reproduce the variations of water quality parameters. 
Therefore, introducing lake-atmosphere heat exchanges, wind speeds and directions, and effective 
cut-off times for wind-induced mixing could boost the ANN model’s ability to accurately estimate 
water quality fluctuations. 
Additionally, coupling the ANN systems with advanced signal processing tools would enable 
the modeling system to more efficiently capture the processes occurring at different frequencies. 
Wavelet transform (WT) is a mathematical tool that decomposes a signal in both the frequency 
and time domains and, thus, overcomes the limitations of Fourier Transform for the analysis of 
non-stationary time series (Sundararajan, 2016). Therefore, coupling WT and ANN model would 
enable the modeling system to distinguish both periodic seasonal variations and stochastic and 
random fluctuations water quality in time series data and more accurately reproduce variation of 
water quality parameters.  
Hence, a WT-ANN system trained based on parameters measured at the water surface that are 
known to affect mixing and physicochemical processes can both estimate/forecast a target water 
quality constituent without having measurements of a group of water quality constituents, and can 




This study develops a method to estimate the water quality profiles of the entire water column 
based on WT-decomposed environmental data measured at the water surface. Additionally, 
methods for forecasting water quality profiles in lakes are developed.  
3. Organization of dissertation  
This dissertation consists of six main chapters. The first chapter (current chapter) serves as an 
introduction and presents the motivations and objectives of this study.  
The second chapter presents the effects of seasonal variations, heat flux, and wind stress on 
vertical mixing of lakes and reservoirs. This chapter of dissertation uses Boulder Basin of Lake 
Mead, NV, as a case study and calculates the variations of vertical diffusion coefficient in the 
entire water column during 3.5 years. Results of this chapter were published as a paper by Saber 
et al., (2018) in Advances in Water Resources.  
The third chapter presents the results of a field study on Lake Arrowhead, California, and 
shows the influence of large water level fluctuations due to drought and extreme precipitation on 
hydrodynamics and water quality of the lake. In this part of study, a 3D hydrodynamic model was 
generated and calibrated based on in-situ measured data and subsequently was used to evaluate 
vertical mixing intensity and its effects on resuspension of sediments and water quality in Lake 
Arrowhead. From the results of this part of the study a manuscript has been submitted by Saber et 
al., (2019a) to Science of the Total Environment. 
The fourth chapter presents a data-driven framework using artificial neural networks coupled 
with wavelet transform for estimation of water quality profiles in deep lakes, using Boulder Basin 
of Lake Mead as a case study. The data-driven framework uses meteorological data and a single 




profiles in the entire water column. A paper from this part of the study was published by Saber et 
al., (2019b) in Science of the Total Environment. 
The fifth chapter presents the results of a data-driven modeling study using artificial neural 
networks coupled with wavelet transform for forecasting future water quality variations in lakes. 
This part of study also used Boulder Basin of Lake Mead as the study site and forecasted up to 8-
month ahead values of water temperature, electrical conductivity, and dissolved oxygen in the 
basin. From the results of this part of the study a manuscript has been published by Saber et al., 
(2019c) in Limnology and Oceanography. 
The sixth chapter of this dissertation summarizes the conclusions obtained from different 
chapters and briefly compares the advantages and disadvantages of process-based hydrodynamic 
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Abstract 
Accurate vertical diffusivity estimates at different stratification conditions are essential to 
correctly model vertical mixing of discharges into lakes. This study presents calculated variations 
in vertical mixing at different depths in Boulder Basin, Lake Mead, a deep reservoir over a four-
year period using hourly weather data and 6-hourly measured temperature, conductivity, and DO 
profiles. Turbulent Kinetic Energy (TKE) and mixing intensities within Boulder Basin, calculated 
based on surface heat flux and wind speed were compared to water column stability and diffusivity 
over the study period. 
Analysis of surface heat fluxes showed that evaporation and longwave radiation were the main 
heat loss mechanisms in summer and winter, respectively. The lake showed strong summer 
stratification with stability numbers N2 > 10-4 s-2, followed by increased water column instability 
during fall and eventually winter overturn, resulting in gradient Richardson numbers < 0.25 in the 
water column’s top 50 m. The average calculated Wedderburn number was 45 during summer 
stratification, indicating that local winds were not sufficiently strong to generate upwelling. Burger 




over the entire annual cycle. Diffusivities seasonally varied by 1 to 1.5 orders of magnitude 
(typically 5×10-5 to 10-3 m2 s-1) in the upper water column, and typically varied by about 1.5 orders 
of magnitude (typically 3×10-6 to 10-4 m2 s-1) in the deeper layers. Increases in winter diffusivities 
caused deep water dissolved oxygen (DO) concentrations to increase from 6.0 to 8.5 mg L-1. 
Analysis of DO profiles and chloride and sulfate concentrations in the epilimnion and deep 
hypolimnion showed marked differences between epilimnetic and hypolimnetic concentrations 
during stratification. Similar epilimnetic and hypolimnetic concentrations during January and 
February confirm increased vertical mixing during these months. Use of hourly-based computed 
TKEs, and water column vertical diffusivity estimates in stratified and unstratified conditions over 
the entire annual cycle can help modelers to more accurately predict vertical mixing in large lakes. 
Keywords: Thermal stratification; Turbulent Kinetic Energy; Lake Mead; Surface water 
quality; Surface Mixed layer; Internal waves 
Student’s contribution: Ali Saber’s contribution in this manuscript: Conceptualization, Data 
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1. Introduction 
Lakes and reservoirs are primary drinking water resources in many parts of the world. Unlike 
estuaries, horizontal currents in lakes and reservoirs are of smaller scales; therefore, effects of 
vertical mixing on temperature profiles and chemical constituents in water column can be more 
appreciable (Elçi, 2008). Vertical mixing variations due to diurnally and seasonally varying 
weather conditions can potentially affect mixing of both natural and intentionally discharged 
inflows to lakes and reservoirs which in turn affects distributions of discharged chemical 




Monomictic lacustrine systems are water bodies that experience single periods of thermal 
stratification and mixing during each annual cycle. Stratification period is usually more 
pronounced in mid-summer when shortwave radiation significantly increases. Such conditions 
lead to a sharp and stable thermocline and minimal mixing between epilimnion and hypolimnion 
waters. Vertical stability of the water column can be evaluated using the stability number, (N2), 





                                                                                                                        (1) 
where g is gravity acceleration (m s-2), ρo is average density of water column (kg m-3), and ρ is 
water density at depth z (kg m-3). The water column zone with the highest N2 value (greatest 
stability) denotes the thermocline. A number of studies on deep lakes have reported N2 > 10-4 s-2  
at thermocline depth (Bouffard and Lemmin, 2013; Vidal et al., 2007). 
Wind and surface heat flux are usually the two main sources of Turbulent Kinetic Energy 
(TKE) in lakes (Imberger, 2012). In stratified water bodies, wind-driven turbulence during warm 
summer months is mostly limited to top epilimnetic layers, and buoyancy forces due to density 
stratification are strong enough to resist mixing in deeper layers. In some cases, wind-induced drag 
forces can be strong enough to tilt the thermocline and result in upwelling. The dimensionless 
Wedderburn Number (We) quantifies the importance of wind-induced shear relative to buoyancy 











where Δρ is the difference between densities of the upper mixed layer and lower layers, h is the 
thickness of the upper mixed layer, ∗ is wind-induced surface shear velocity, and Le is the basin’s 
fetch length.  
Patterson et al., (1984) classified four regimes of wind-induced mixing. We > 10 indicates 
strong stratification and shear velocity effects are limited to upper epilimnetic layer. 3 < We < 10 
shows increasing effects of shear production. 1 < We < 3 indicates that thermocline is close to the 
surface at the upwind end of the lake and a high degree of vertical mixing occurs. We < 1 indicates 
wind-driven stress is sufficiently greater than buoyancy that upwelling is likely to occur. When 
steady winds subside, potential energy stored in a tilted interface converts to TKE, restoring 
imbalanced isotherms back to their equilibrium conditions. This can propagate basin-scale internal 
waves (Imberger, 2012; Martin and McCutcheon, 1999).     
Surface layer temperatures generally follow the trend of air temperature. Nighttime 
temperature drops in surface layers can result in density instability and convective motions in 
epilimnion. As air temperatures gradually decrease with the onset of fall, convection-driven 
turbulence within the surface mixed layer increases, and combined with wind-induced turbulence, 
results in deepening of the mixed layer (Fischer et al., 1979). Surface heat loss during cold fall and 
winter months gradually erodes density stratification and decreases resistance against entrainment 
of deeper waters by the mixed layer (Ji, 2017).  
In large lakes, the earth’s rotation also can affect frequency of internal waves, particularly in 
cold winter months when resistance by stratification is minimal (Valerio et al., 2012). Variations 
in heat flux between the surface and sediment layers, wind-driven shear, and shortwave radiation 
intensity during the annual cycle result in vertical and temporal variations in vertical diffusivities 




Accurate vertical diffusivity values are required to correctly predict lake or reservoir mixing. 
In many studies, the vertical diffusion coefficient (Kz) of the water column, typically in stratified 
conditions, has been estimated based on values of the stability number, average dissipation rate of 
TKE in water column, wind-induced shear velocity, gradient Richardson number, or combinations 
of these terms (Bouffard and Boegman, 2013; Chowdhury et al., 2016; Preusse et al., 2010; Tucker 






             (3) 
where U is the horizontal velocity (m s-1).  
A number of studies (Benoit and Hemond, 1996; Hondzo et al., 1991; Jassby and Powell, 1975; 
von Rohden et al., 2007; Yang et al., 2015) have estimated the vertical diffusion coefficient (Kz) 
of the water column, mainly in stratified conditions using the heat flux method which incorporates 
variations of temperature profiles, shortwave radiation intensities, and surface and sediment heat 
fluxes, and then reapproximated the calculated Kz values using N2 or Rig numbers. However, 
vertical diffusivities in the water column that occur in unstratified conditions could be significantly 
different compared to values estimated during a stratified period. Only a few studies Benoit and 
Hemond, (1996), Patterson et al., (1984), and von Rohden et al., (2007) have investigated the 
effects of seasonal climatic variations on water column vertical diffusivities in shallow lakes.    
Based on six-hourly measured temperature, conductivity, and dissolved oxygen (DO) profiles 
of the entire water column during May-2011 through January-2015, the current study for the first 
time calculates year-round vertical diffusivity variations at all depths in Boulder Basin, Lake 
Mead, a deep subtropical reservoir. Hourly measured wind speeds and meteorological data were 




mixing intensities. Depths of wind-driven and convection-driven mixing regions were compared 
to the water column’s vertical diffusivity and the gradient Richardson number during the study 
period. Thermocline tilting due to wind stress, and earth rotation effects on mixing were evaluated 
using the Wedderburn and Burger numbers, respectively. Effects of vertical diffusivity variations 
on DO profile, depth of thermocline, and epilimnetic and deep hypolimnetic chloride and sulfate 
concentrations were also investigated.  
2. Materials and methods 
2.1. Study site and data collection 
Lake Mead, located on southeastern and northwestern borders of Nevada and Arizona, was 
formed in 1935 by constructing the Hoover Dam on the Colorado River. It is the largest reservoir 
in the United States by volume (36.7×109 m3), providing water for nearly 25 million people in 
Nevada, Arizona, and California. The Colorado River provides 97% of inflow to Lake Mead. The 
remaining 3% is contributed by the Las Vegas Wash, Virgin River and Muddy River (Fig. 1) 














Fig. 1. Map of Boulder Basin (study site) (left) the most downstream basin of Lake Mead (right). 
Red dots CR346.4, BB3, and CR350.0SE0.55 designate the stations used for biweekly to monthly 
water quality monitoring. The yellow dot, Sentinel Island platform, indicates the station used for 
hourly measurement of meteorological data and six-hourly water quality monitoring. 
 
 
Lake Mead is a deep subtropical reservoir located in a hot semi-arid climate consisting of four 
deep basins (up to 140 m) connected by narrow canyons. Boulder Basin is the largest and furthest 
downstream basin, with an average width of about 15 km.  
Water temperature, conductivity, Photosynthetically Active Radiation (PAR) intensity, and 
DO profiles, as well as chloride and sulfate concentrations at depths of 5 m (epilimnion) and about 
100 m (deep hypolimnion) were measured at three deep-water stations, CR346.4 (36º03´43.8ʺ N, 
114º44´27.6ʺ W), BB3 (36º04´17.4ʺ N, 114º46´59.4ʺ W), and CR350.0SE0.55 (36º05´54.62ʺ N, 
114º43´32.4ʺ W), in Boulder Basin (Fig. 1) by the Southern Nevada Water Authority (SNWA)  at 




McCarran Airport located 30 km from Boulder Basin were obtained through the National Solar 
Radiation Data Base (NSRDB) (NSRDB, 2018). Meteorological data, including hourly 
measurements of air temperature, dew point, relative humidity, wind speed, and surface water 
temperature were recorded at the Sentinel Island platform (36°02'46" N, 114°44'30" W) 
maintained by the United States Geological Survey (USGS). Vertical profiles of water 
temperature, conductivity, and DO were also collected from this station every six hours by the 
USGS. Details regarding data collection and instruments used for measurement can be found in 
Veley and Moran (2012) and supplementary Table S1. 
2.2. Calculation of density profiles 
Temperature and conductivity profiles at CR346.4, BB3, and CR350.0SE0.55 were measured 
every 1 m from surface to the depth of 10 m, every 2 m from the depth of 10 m to depth of 30 m, 
and every 5 m from the depth of 30 m until the bottom of the lake. Profiles at the Sentinel Island 
platform were measured every 5 m from surface to the bottom of the lake (typically 105 m -110 m 
during the study period). Temperature and conductivity measurements farther than 1 m apart were 
interpolated at 1 m intervals to support the grid used in this study. Density profiles were calculated 
based upon water temperature and conductivity profiles using methods described in Imboden and 
Wüest (1995) and Hutter et al., (2010). 
Comparison of water temperature and density profiles from the three SNWA stations to 
profiles recorded at the Sentinel Island platform showed negligible differences. This is consistent 
with studies by Anderson and Pritchard (1951) and Moreo et al., (2013) reporting small differences 
between temperature profiles measured at different locations throughout Lake Mead and that a 




Thus, measured water temperature profiles at the Sentinel Island platform were considered 
representative of the entire basin, and were used for this study’s computations.  
2.3. Thermal energy flux 
The net surface energy flux, Hnet (W m-2), can be expressed as: 
, ,net short long i long r latent sensibleH H H H H H                                   (4) 
where Hshort is net shortwave radiation absorbed by the water column, Hlong,i is incoming longwave 
radiation from atmospheric constituents, Hlong,r is reflected longwave radiation from the water 
surface,  Hlatent is latent heat flux due to evaporation, and Hsensible is the net sensible heat flux. 
Intensity of shortwave radiation at the surface, Hshort (W m-2), was calculated according to: 
,(1 )short short iH H                                           (5) 
where γ is albedo at the water surface and Hshort,i is incoming shortwave radiation intensity 
measured at the water surface (W m-2). 
The water surface albedo can be calculated as (Briegleb et al., 1986):   
1.7
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            (6) 
where μ is the cosine of the shortwave radiation’s zenith angle. 
About 55% of shortwave radiation is absorbed within the top 1-m of the water column. The 
remainder, mainly PAR, penetrates into deeper layers (Henderson‐Sellers, 1986; Moon, 1940). 
Using monthly PAR profiles at the three SNWA monitoring stations, shortwave radiation intensity 
at water depths greater than 1 m was estimated as: 
,( ) (1 )(1 0.55) e
k z




where ke is light extinction coefficient of water (m-1). Small seasonal variations in the light 
extinction coefficient were observed in Boulder Basin (ke = 0.22 ± 0.03 m-1). Calculated light 
extinction coefficients from monthly measured PAR profiles were used for all computations within 
a given month. 
Incoming longwave radiation, Hlong,i (W m-2), was calculated according to the Stefan-
Boltzmann law for air emissivity (Martin and McCutcheon, 1999): 
4
, ( 273.15)long i a aH T          (8) 
where εa is air emissivity, σ is the Stefan-Boltzman constant (5.67×10-8 W m-2 ºK-4), Ta is air 
temperature (ºC). Air emissivity was calculated based on fraction of clouds in the sky, C: 
5 20.937 10 (1 0.17 )( 273.15)a aC T        (9) 
The reflected longwave back radiation from the water surface, Hlong,i (W m-2), was calculated 
as (Martin and McCutcheon, 1999): 
4
, ( 273.15)long r w sH T          (10) 
where εw is the emissivity of water (approximately 0.97), and Ts is water temperature at the surface 
(ºC). 
The latent heat flux due to evaporation, Hlatent (W m-2), was calculated using the bulk 
aerodynamic approach (Ji, 2017): 
latent a L w s s a a
kH C Lu ( e (T ) e (T ))
P
        (11) 
where ρa is air density (kg m-3), CL the latent heat transfer coefficient (1.3×10-3 ), L is the latent 
heat of water vaporization (approximately 2.543×106 J kg-1), uw is wind speed (m s-1), k is the 




atmospheric pressure (mbar), es is the saturated vapor pressure at the water surface (mbar), and ea 












R ee             (13) 
where Rh is relative humidity of the air (%).  
The sensible heat flux, Hsensible (W m-2), was calculated based on differences between air and 
surface water temperatures as (Ji, 2017): 
, ( )sensible s a p a w a sH C C u T T          (14) 
where Cs (1.3×10-3) is the bulk aerodynamic coefficient of sensible heat transfer, and Cp,a  is the 
specific heat capacity of air (approximately 1005 J kg-1 °C-1).  
The free fall velocity of vertical thermals in the water column due to surface heat loss were 








          (15) 
where α is the thermal coefficient for the expansion of water (ºC-1), Cp,w is the specific heat of 
water (J kg-1 ºC-1), ρ is the water density in the mixed layer (kg m-3).  
The stored thermal energy per unit area of water column Qabs was estimated using (W m-2): 
1 1
, 1 1
n nt t t t
p w i i i i i ii i
abs
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t
            (16) 
where Tit and ρit are water temperature (ºC) and density (kg m-3) of layer i, Δzi is thickness of layer 




2.4. TKE in the mixed layer 
TKE can be estimated based on in-situ measurement of turbulence and velocity in water bodies. 
Autonomous current meters placed at anchored surface of submerged buoys, Lagrangean drifters, 
and acoustic current can be used to monitor currents in lakes and reservoirs with small scale 
velocities. Among these, Acoustic Doppler Current Profilers (ADCPs) are the most commonly 
used devices for field studies that measure the velocity profile based on phase shift due to the 
Doppler effects between a base sinusoidal signal and a signal that passed through the water column. 
More information can be found in (Hutter et al., 2014).  
In this study TKE was estimated based surface heat loss and wind-driven shear as the main 
sources of kinetic energy for mixing. The rate of change of TKE over time in the upper mixed layer 
of the lake can be expressed as (Imberger, 2012):  
3 3 23
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      (17) 
where Es is the TKE per unit mass, h is depth of surface mixed layer, Δρ is density difference across 
the mixing interface, ρo is average water density, CN (1.33) an empirical coefficient related to wind 
energy utilization for turbulent mixing, us is the velocity produced by shear at the base of mixed 
layer, and ε is the TKE dissipation rate. Surface heat loss and wind-driven shear are the main 
sources of kinetic energy for mixing. The average TKE introduced by convective heat transfer per 
unit area, TKEconv (J m-2), and the average TKE introduced by wind per unit area, TKEwind (J m-2), 
were calculated as (Imberger, 1985; Imberger and Patterson, 1981):  
31
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Dividing the TKE terms in Equations (18) and (19) by Δt, generates units of W m-2. The sum 
of TKEconv and TKEwind is the total TKE input.  
Wind-induced surface shear velocity (u*) at water surface was estimated as (Imberger and 
Patterson, 1989): 
*
su               (20) 
where τs (kg m-1 s-2) is shear stress at water surface. Shear stress at water surface can be estimated 
as: 
2
10s a DC u            (21) 
where CD is drag coefficient and u10 is wind speed at elevation of 10 m. An iterative method was 
used for calculating τs and CD. First, assuming a roughness length of zo = 0.0002 m for water surface 
(Masters, 2013), u10 was estimated based on wind speed measured at an elevation of z = 2.4 m (Lin 
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 Estimated u10 then was used to estimate drag coefficient (Rogers et al., 2012): 
5 2
10 1010 ( 0.16 9.67 80.58)DC u u          (23) 
The estimated drag coefficient was then used to re-estimate the roughness length (zo) according 
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 where υa is kinematic viscosity of air (approximately 1.4×10-5 m2 s-1), αc is the Charnock constant 
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where k is the von Karman constant (approximately 0.41). Finally, the corrected CD was used to 
estimate u* according to Equation (20). 
A major portion of TKE input is consumed for mixing the upper water layer. Spigel et al., 
(1986) and Yeates and Imberger (2003) suggest that about 30.2 w t of TKEconv and about 
3
*0.4 u t  of TKEwind are transferred to the base of the mixed layer (shear layer) and provide energy 
to potentially deepen the mixed layer. A portion the energy transferred to the shear layer penetrates 
below the thermocline and increases the diffusivity of these lower layers. This enhances the 
entrainment speed of the shear layer (Denton and Wood, 1981; Imberger and Patterson, 1989). 
Hence, the portion of TKE input consumed and dissipated in the mixed layer was estimated by 
subtracting the energy transferred to the shear layer from the total TKE input. Shear produced by 
the Reynold’s stress due to velocity differences between the mixed layer and lower layers can also 
contribute to TKE available at the base of the mixed layer and boost the deepening of mixed layer 
(Imberger, 2012; Imberger and Patterson, 1981; Yeates and Imberger, 2003).  
Contributions of both surface cooling and wind in turbulence production and mixing of 
epilimnetic waters vary with weather conditions and winds. The Monin–Obukhov length scale 




this depth, velocity fluctuations are dominated by buoyancy fluxes. The Monin–Obukhov length 









          (27) 
2.5. Effects of TKE on thermocline  
Wind stress produces turbulence in upper water layers due to surface shear which, in turn, 
disturbs the lower layers. Convective heat transfer motions also penetrate the epilimnetic waters 
until they reach the stable thermocline (Fischer et al., 1979; Imberger and Patterson, 1989). 
Therefore, the epilimnion depth was considered to represent the lower boundary of the actively 
mixed region, below which in thermocline, mixing mostly results from shear. The thermocline is 
usually the most stable segment of the water column (Valerio et al., 2012). Hence, the depth of 
greatest stability (depth of maximum N2 value) in the water column was considered as the middle 
of metalimnion. Due to considerable temperature gradients in the thermocline, the sign of d2T/dz2 
will change from negative (upper boundary) to positive (lower boundary) across the extent of 
thermocline (Bade, 2005). The thermocline’s upper boundary was estimated by locating the 
minimum d2T/dz2 value in each temperature profile (see supplementary Fig. S1). The upper 
thermocline depth in each temperature profile was shallower than the depth of the highest stability, 
confirming that it was above the middle of thermocline. The thermocline depth time series was 
smoothed using a Savitzky-Golay filter with a window size of 7 data points to remove a limited 




2.6. Vertical diffusion coefficient 
The following method was used to estimate temporal and vertical variations in Kz over the 
study period. Considering incoming shortwave radiation and sediment layer heat flux as the heat 
sources, and assuming net vertical velocity in the water column to be small, the vertical diffusion 
coefficient can be estimated as: 
max
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where Hsed (W m-2) is the heat exchange rate between the water and sediment layers. 
Seasonal water temperature variations in the hypolimnion can affect the temperature of the 
underlaying sediment layer. A one-dimensional heat conduction equation was used to compute 
sediment temperature profiles (Benoit and Hemond, 1996; Hondzo et al., 1991): 
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         (29) 
where Tsed is temperature of sediment layer, zsed is depth of sediment layer, and Ks is vertical 
thermal diffusivity of sediments (m2 s-1). Based upon values reported by Benoit and Hemond 
(1996), Hondzo et al., (1991), and von Rohden et al., (2007), a thermal diffusivity of 3×10-7 m2 s-
1 was adopted for the sediment layer.  
Temperature variations in deep sediment layers are very small and can be assumed to be close 
the mean annual temperature of overlying hypolimnion water (Benoit and Hemond, 1996; von 
Rohden et al., 2007). Hondzo et al., (1991) and Benoit and Hemond (1996) reported negligible 
temperature variations for sediments at depths greater than 6 m and 2 m, respectively. Therefore, 
negligible temperature variations at sediment depths > 10 m were assumed in this study. Assuming 




the upper sediment boundary to be equal to the temperature of overlying water, unsteady heat 
transfer rates were computed (Equation 29) using an implicit central difference in space, forward 
in time (unconditionally stable) numerical scheme. A vertical grid size of 1 cm and a time step of 
1 s were used in the computations. 
The estimated temperature profiles in the sediment layer from Equation (29), then were 
substituted in Equation (30) to estimate the heat flux between the reservoir and sediment layer Hsed 
(W m-2) (Hondzo et al., 1991): 
maxz
sed sed p ,sed sed sed
0
H C T ( z ,t )dz         (30)  
where ρsed is the density of sediment layer, and Cp,sed  is the specific heat of the sediments (J kg-1 
ºC-1).  
In Equation (30), a water (ρw = 1000 kg m-3, Cp,w = 4190 J kg-1 ºC-1) to dry sediment (ρsed,dry = 
2500 kg m-3, Cp,sed,dry = 837 J kg-1 ºC-1) ratio of 5.6:4.4 (Benoit and Hemond, 1996) was assumed 
for the sediment layer, resulting in a bulk density of ρsed of 1450 kg m-3 and Cp,sed of 3184 J kg-1 
ºC-1 for combined sediment and water. 
 Weekly-averaged values of Hshort and Hsed were calculated and substituted in Equation (28) to 
compute Kz. The derivatives and integrals in Equations (28) and (30) were evaluated using central-
difference and trapezoidal approximations, respectively. 
2.7. Dimensional analyses 
Dimensionless parameters can be used to evaluate the influence of different forces on mixing 
in lakes. The gradient Richardson number (Rig), Equation (3), is a measure of stratification stability 




Equation (3), were calculated based on the daily-averaged wind-induced surface shear velocities 
(u*) according to (Thorpe, 2007): 
*udU
dz kz
            (31) 
The critical value of the gradient Richardson number is Rig,c= 0.25, below which turbulence 
can result in instability of water column.  
The relative strength of the wind stress compared to buoyancy to tilt the thermocline was 
evaluated using the Wedderburn number (Equation 2).  
The relative influence of Coriolis force on internal waves in Boulder Basin was evaluated using 




            (32) 
where c is the phase speed of internal waves (m s-1), f is the Coriolis frequency (s-1), and Le is a 
length scale (m) characterizing the basin width which can be considered the half length of basin’s 
major axis.  
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where h1 is the upper layer’s thickness and h2 is the bottom layer’s thickness. The Coriolis 
parameter was calculated using Equation (34): 
2 sin( )f           (34) 
where Ω is the earth’s angular velocity (approximately 7.29×10-5 rad s-1), and λ is the latitude of 




Large Burger numbers (S > 1) indicate that the gravity dominates the Coriolis force and internal 
waves can freely respond to wind-driven stress. Burger numbers less than unity (S < 1) show that 
earth’s rotation affects the dynamics of internal waves.  
The rate of dissipation of TKE is a good indication of turbulence and mixing in water bodies. 
Relative mixing intensities in Boulder Basin during different seasons were evaluated using the 
dimensionless mixing intensity number (I) (Shih et al., 2005; Yang et al., 2015): 
2I N
            (35) 
where ε is rate of dissipated TKE per unit mass of water (W kg-1), and υ is kinematic viscosity of 
water (m2 s-1).  
Daily-averaged values of ε in W kg-1 were calculated using depth, water density, and hourly 
rates of TKE dissipated in the mixed layer. Values of υ were based on the average temperature and 
conductivity of the mixed layer. Daily averages of ε, υ, and N2 of the mixed layer were then 
substituted into Equation (35).  
Shih et al. (2005) (Shih et al., 2005) proposed three turbulence regimes based on mixing 
intensity number. According to Shih et al. (2005) (Shih et al., 2005), I < 7 indicates a diffusive 
regime in which turbulence gradually decays and diffusivity tends to reach molecular ranges, 7 < 
I < 100 indicates an intermediate regime in which turbulence is in equilibrium and does not 
propagate or decay, and I > 100 identifies an energetic regime in which turbulence tends to grow, 
particularly in weakly stratified waters. I > 200 commonly occurs in very weakly stratified waters 




3. Results and discussion 
3.1. Thermal energy balance 
Fig. 2a shows seasonal variations in air and surface water temperatures. Wind speed does not 
exhibit a noticeable periodic cycle. However, wind speeds between mid-December and February 




Fig. 2. (a) Daily and weekly-averaged wind speeds at elevation of 2.4 m, (b) daily and weekly-averaged air 
temperature and surface water temperature, and (c) distributions of wind speeds and their directions during 






As seen from the wind rose in Fig. 2c, prevailing winds in Boulder Basin were mostly 
southeasterly and northwesterly. As prevailing winds were southeasterly and northwesterly and 
intensity of winds in other directions were significantly lower, considering a fetch length along 
southeast to northwest direction could be acceptable. This length is nearly equal to half length of 
basin’s major axis which was considered as the length scale characterizing the basin dimension for 
effects of Coriolis force on internal waves. 
While temperatures of surface water layers generally follow air temperature trends, due to the 
great depth of Boulder Basin, temperature fluctuation patterns in deep waters were different 
(Supplementary Fig. S2). Deep layer temperatures showed an increasing trend from April until 
January, and then dropped from mid-January to March, possibly due to turnover.  
Intense shortwave radiation during the summer increased the thermal energy of water column 
(Fig. 3a), particularly the upper layers, and resulted in thermal stratification (Fig. 3b).  Although 
thermal energy absorption rates peaked in June, positive thermal energy accumulation continued 
until late-August, increasing the temperature of upper water layers. After this period, surface water 
temperatures were typically greater than air temperature (Fig. 2b) and the lake began to lose 












Fig. 3. (a) Daily and weekly-averaged absorbed thermal energy per unit area of water column, and (b) water 
column temperature (°C) at different depths. 
 
 
Increasing metalimnetic heat content during the summer enhanced the buoyancy of these 
layers. As a result, high values of the square of buoyancy frequency (stability number) of (N2 > 
5×10-4 s-2) were observed between depths of 12 to 35 m during the summer (Fig. 4). However, 
because the thermocline hinders heat transfer to deeper layers, the stability of the water column at 








Fig. 4. Water column stability at different depth over time. The contour shows Log10 of daily-averaged 
square of buoyancy frequency (Log10N2), where N2 values are in s−2. The dashed-line shows variation of 
daily-averaged depth of thermocline's top boundary. The dashed-line shows variation of daily-averaged 
depth of thermocline's top boundary (depth of mixed layer) over time. 
  
 
Figs. 5a and 5b show typical diurnal variations of heat fluxes during summer and winter, 
respectively. Surface water layer temperatures reached 29 ºC in hot summer days, yet considerable 













Fig. 5. Typical diurnal variations of heat fluxes during (a) summer, July-01-2014 to July-05-2014, and (b) 
winter, December-15-2013 to December-19-2013. 
 
 
Latent heat flux (evaporation) was the main heat loss mechanism during the summer, varying 
primarily with wind speed and water column heat content. Fig. 6 shows evaporative heat loss 
increased due to increases in shortwave radiation. On summer days, latent heat loss began 
increasing by sunrise and typically peaked in the evenings, resulting in strong diurnal fluctuations 
of surface heat flux (Fig. 5a). Evaporative heat loss significantly decreased during winter and 




temperatures were also colder than surface water temperatures (Fig. 2), resulting in positive 





Fig. 6. (a) Daily and weekly-averaged fluxes of net shortwave radiation, net longwave radiation, latent heat 






3.2. TKE fluctuations  
Fig. 3a shows that the thermal energy absorption rate significantly decreased, and water 
column temperatures became nearly homogeneous from November to February. The relatively 
low heat content of the water column during this period also resulted in reduced net surface heat 
flux (Fig. 6b). The reduced surface heat flux led to decreased TKEconv (Fig. 7a). However, reduced 
buoyancy and reduced stability of water column (N2 < 10-5 s-2) allowed available TKE to extend 




Fig. 7. (a) Daily and weekly-averaged TKE due to convective heat transfer (TKEconv) and due to wind 
(TKEwind) and ratio of TKEconv/total TKE input, (b) Daily and weekly-averaged values of the total TKE input, 
and (c) hourly and daily-averaged values of the total TKE input, and (c) hourly and daily-averaged values 






Fig. 7a shows about 72% of total TKE input was contributed by TKEconv. From March to mid-
April, surface heat losses were typically minimal, and sporadic positive net surface fluxes were 
observed (Fig. 6b). This led to a noticeable decrease of TKEconv in this period, and the ratio of 
TKEconv to the total TKE input decreased to less than 50%.  
The Monin–Obukhov length scale (LM) in Fig. 7c shows that, from May to November, the 
effects of turbulent mixing by wind were generally limited to about the top 8 m of the water 
column. However, decreasing surface heat loss from November until late-January resulted in 
relatively higher LM values. In addition, as during this time period the water column was also least 
stable, wind-induced TKE could more effectively disturb deeper water layers and thus its 
contribution in mixing of deeper water layers was more noticeable (Fig. 7c). 
Negative hourly-averaged LM values in Fig. 7c correspond to positive surface heat fluxes (Fig. 
6b). These mostly occurred from February to May. The combined effects of decreased TKE input 
(Fig. 7b) and increased shortwave radiation (Figs. 3a and 6) on buoyancy increases in the upper 
water layers during March and April, significantly decreased the epilimnion depth. During this 
period, the epilimnion depth decreased from about 60 m to less than 10 m (Fig. 4). Despite the 
relatively high TKE input from June to September (Fig. 7), strong stratification and high water 
column stability prevented the mixed layer from penetrating to deeper layers (Fig. 4). 
3.3. Vertical diffusivity of water column 
 Fig. 8 shows temporal and vertical variations of the water column vertical diffusion 
coefficient. Diffusivities seasonally varied by 1 to 1.5 orders of magnitude (typically 5×10-5 to 10-




3×10-6 to 10-4 m2 s-1) in the deeper layers. Diffusivities as high as 3×10-4 m2 s-1 occasionally 





Fig. 8. Vertical diffusivity of water column over time. The contour shows Log10 of vertical diffusion 
coefficient (Log10Kz), where Kz values are in m2 s−1. 
 
 
The significant increase in vertical diffusivity during December through February is consistent 
with the lower stability of the water column (Fig. 4) and deeper mixed layer. In this period, the 
average vertical diffusivity increased from 5.1×10-5 m2 s-1 to about 9.3×10-4 m2 s-1 in the top 60 m. 
Intense stratification during the summer reduced water column vertical diffusivities. 
 As values of LM (Fig. 7c) indicate, the synergistic effects of TKEwind and TKEconv were more 




depths (Fig. 8). The average vertical diffusion coefficient in the top 8 m during the summer was 
about 1.2×10-4 m2 s-1 compared to 3.1×10-5 m2 s-1 for depths between 30-100 m. Yang et al. 2015 
reported average vertical diffusivities of 2.4×10-4 and 3.6×10-6 m2 s-1 in Kranji Reservoir, 
Singapore (average depth of 5 m) on 29 September and 5 October, respectively. In a deeper lake, 
Imboden et al., (1983) (Imboden et al., 1983), found vertical diffusivities of Lake Baldegg, 
Switzerland (maximum depth of 66 m) during the summer ranged between 10-6 to 10-4 m2 s-1. 
Orlob and Selna (1970) (Orlob and Selna, 1970),  reported average vertical diffusivities between 
1.0×10-5 to 1.7×10-4 m2 s-1 during the summer for deep California lakes with maximum depths 
ranging between 104 to 490 m. Summer vertical diffusivities found in this study in Boulder Basin, 
with a typical depth of 120 meters, are within the range reported by Orlob and Selna (1970) (Orlob 
and Selna, 1970). 
Due to the great depth of Boulder Basin, effects of sediment heat flux on vertical diffusivity of 
the water column were of small scales. These effects were typically in orders of 10-8 m2 s-1 to 10-7 
m2 s-1 and somewhat higher during the turnover period (up to 5×10-7 m2 s-1) which could slightly 
influence deep water layers. 
3.4. Analysis of representative dimensionless numbers 
3.4.1 Gradient Richardson number 
In addition to molecular scale diffusion, turbulence due to velocity gradients can also lead to 
vertical transport in the water column. Fig. 9 depicts the computed gradient Richardson number 









Fig. 9. The contour shows Log10 of the gradient Richardson number (Log10Rig) at different depths over 
time, considering wind stress as the only driving force responsible for horizontal velocity gradients. Dotted-
line shows depth of critical Rig,c = 0.25 over time. 
 
 
The dotted line in Fig. 9 represents Rig,c = 0.25. Water layers above the dotted line maintain 
the necessary conditions for a turbulent regime and, thus, could be dynamically unstable (Grachev 
et al., 2013). During the summer, the depth of Rig,c remained in the top epilimnetic layers. 
However, the depth of Rig = 0.25 reached more than 45 m because of gradual heat loss and decrease 
in stability of water column during the cold winter days. The upper metalimnion depth depicted in 
Fig. 4 indicates the depth above which TKEconv promotes vertical mixing in the water column; Rig 
in these layers was up to about 1.0. In contrast, the depth of instability (Rig < 0.25) in Fig. 9 
corresponds to the depth where both TKEwind and TKEconv could synergistically disturb the water 
layers. This critical depth typically increased to values of about 50 m during winter unstratified 
conditions (Fig. 9). Good agreement was also observed between LM values in Fig. 7 and the depth 




metalimnion layers, indicates the transition from an unstable turbulent regime to a stable laminar 
regime (Grachev et al., 2013). 
3.4.2. Wedderburn number 
Wedderburn (We) numbers in Fig. 10a show that wind shear was not sufficiently strong to 
result in upwelling. Generally, the average weekly We in stratified conditions was more than 10 
(dashed blue line Fig. 10a), indicating that due to strong stratification, wind stress could not 




Fig. 10. (a) Daily and weekly-averaged Wedderburn number (We), (b) daily and weekly-averaged mixing 







Decreases of We number below 3.0 (dashed green line Fig. 10a) during mid-winter to mid-
spring, and even below 1.0 (dashed red line Fig. 10a) between February to April 2012, indicate 
strong winds effects (wind speed > 6 m s-1) during a period of instability. However, these events 
mostly occurred during unstratified conditions. During the summer when water quality in 
epilimnion and hypolimnion could be different, the average We was about 45, indicating buoyancy 
dominated over wind-induced stress. 
3.4.3 Mixing intensity 
Fig. 10b shows the mixing intensity (I) in the epilimnion was typically about 100 during the 
summer (green line in Fig. 10b), fluctuating between the intermediate and energetic regimes. 
During the late-fall and winter, the upper metalimnion depth significantly increased and TKE input 
was distributed to a greater volume of water. Due to the decrease in water column stability, the 
TKE input could more effectively mix these layers and therefore, mixing intensity increased to the 
energetic region (I >100) (Shih et al., 2005). From mid-fall to winter, I reached intensities greater 
than 200 (red line in Fig. 10b) suggesting isotropic turbulent motion in the mixed layer (Thorpe, 
2007). Increasing shortwave radiation and subsequent increases in buoyance during the spring 
decreased the mixing intensity to about 100. 
3.4.4 Burger number 
Fig. 10c shows the Burger number (S) was commonly less than the critical value of 1.0 (dashed 
red line in Fig. 10c). The Burger number sporadically exceeded 1.0 during the summer and early 




to affect the dynamics of basin-scale internal waves. The Burger number increased with intensity 
of stratification with maximum S occurring during late-June and early-July when the shortwave 
intensity was maximum. Decreased water column stability in the winter allowed the Coriolis force 
to overpower gravity forces and the Burger number decreased to less than 0.25.   
3.5. Concentration variations of water constituents during annual cycles 
Differences between the epilimnetic and hypolimnetic constituent concentrations are 
indicative of the degree of vertical mixing. Fig. 11 compares chloride and sulfate concentrations 




Fig. 11. Variations of (a) chloride and (b) sulfate concentrations at depths of 5 m (epilimnion) and 100 m 






Fig. 11 shows that epilimnetic chloride and sulfate concentrations were higher than 
hypolimnnetic concentrations except for a few short periods (after turnovers) where they were 
similar. 
The Las Vegas Wash consists mostly of treated wastewater and discharges into Las Vegas Bay. 
Dissolved ion mass loadings from the Wash’s discharge are usually sufficient to affect Boulder 
Basin’s water quality. Average Wash chloride and sulfate concentrations were calculated to be 296 
± 31 mg L-1 and 529 ± 56 mg L-1, respectively over the study period, roughly 2.5 times higher than 
values found in Boulder Basin. Vertical diffusion eventually spreads and dilutes the Wash plume 
as it moves from Las Vegas Bay into Boulder Basin. The plume typically tends to mix and disperse 
in the epilimnetic and metalimnetic layers of the water column when the lake is stratified. As 
vertical diffusion increased during fall and winter cooling (Fig. 8), distribution of chloride and 
sulfate in water column became more homogeneous and, thus, difference between epilimnetic and 
hypolimnetic concentrations decreased (Fig. 11). 
Depth of the well-oxygenated zone is also an indicator of active mixing depth and can be used 
to approximate the epilimnion depth (Antonopoulos and Gianniou, 2003; Çalişkan and Elçi, 2009; 
Stefan et al., 1995). As seen in Fig. 12, the depth of well-oxygenated waters (depth of minimum 
d2DO/dz2 profile), the blue line in Fig. 12, and the epilimnion depth, the red line in Fig. 12, 
followed similar trends, but did not coincide. The highest level of agreement between fluctuation 
patterns was observed during the noticeable drop in DO concentrations at depths of 30 to 60 m 
during October through December. Low vertical diffusivities between the depths of 30 and 60 m 









Fig. 12. Concentration of dissolved oxygen (DO) in mg L−1 at different depths over time. The red dashed-
line shows the depth of top metalimnion (depth of min d2T/dz2 in temperature profile) and the blue dashed-
line shows the depth of well-oxygenated zone (depth of min d2DO/dz2 in DO profile).  
 
 
Fig. 12. Concentration of dissolved oxygen (DO) in mg L−1 at different depths over time. The 
red dashed-line shows the depth of top metalimnion (depth of min d2T/dz2 in temperature profile) 
and the blue dashed-line shows the depth of well-oxygenated zone (depth of min d2DO/dz2 in DO 
profile).  
During January and February, vertical diffusivity of the entire water column significantly 
increased. Oxygen from top layers could reach deeper layers and the depth of the well-oxygenated 
zone increased to more than 60 m. DO concentrations in deep waters increased from 6.0 mg L-1 to 
about 8.5 mg L-1 at this time of year. After this period diffusivities of deep layers decreased, but 
DO of deep waters remained above 7.5 mg L-1 until summer. The slow change in DO could be due 




From late-February to September, the well-oxygenated zone depth was noticeably higher than 
the epilimnion depth, indicating different patterns of temperature and DO profiles after turnover. 
A typical minimum of well-oxygenated depth in June and then an increase in August indicated 
some variability in well-oxygenated depth during summer months. 
4. Conclusions 
The hot, semi-arid climate of the southern Nevada/northern Arizona desert region leads to 
evaporation causing most surface heat loss during the annual cycle. . In worm and dry climates 
where the difference between the saturated vapor pressure and air vaper pressure could be 
significant, local winds can increase the evaporative heat loss, and thus both TKEwind and TKEconv 
could be influenced by the intensity of local winds. In this study, more than 68% of the total TKE 
input was contributed by TKEconv; thus, the relative contribution of TKEconv should be considered 
when modeling lakes located in warm and dry climates. However, in intemperate climate 
conditions, relatively smaller differences between the saturated vapor pressure and air vaper 
pressure would limit the wind effects on the evaporative heat flux and thus TKEconv. 
Seasonal climate variations significantly influenced the stability of top 60 m of water column 
in this deep lake. This influence was more intense during the January-February turnover period, 
reflected by an 18-fold increase of vertical diffusivity. Despite the increased mixed layer depth 
and the greater volume of water to be mixed from late-November to late-February compared to 
spring and summer, the intensity of mixing during this period was also considerably higher.  
Epilimnetic and hypolimnetic chloride and sulfate concentrations reflect the degree of vertical 
mixing in water column. Epilimnion depth and the depth of well-oxygenated zone showed similar 
decreasing trends during October and December. However, due to creation of an oxygen depleted 




and the depth of well-oxygenated zone were different. After this period, the two depths followed 
an increasing trend, but the increase in DO content of deep layers due to winter overturn and 
considerable fluctuations in the depth of the well-oxygenated zone during the summer and early-
fall increased the deviation over time. Fetch length is an important factor that can affect internal 
waves produced by wind-driven mixing and the Coriolis force, therefore results reported in this 
study cannot be generalized to other parts of Lake Mead. 
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Abstract 
Climate change during the last several decades has magnified the water level fluctuations in 
lakes and freshwater reservoirs. This study investigates the effects of seasonal variations combined 
with 3.5 m water level fluctuation due to a continued drought followed by a season of intense 
storms on water quality and hydrodynamics of Lake Arrowhead, California, an oligotrophic alpine 
lake. In-situ measured metrological data and water quality profiles in five different bays were used 
to develop and calibrate a three-dimensional lake hydrodynamic model.  The mean relative errors 
between simulated and measured temperature and salinity profiles were, 6.1% and 4.2%, 
respectively. Root mean square errors between the measured and simulated water temperatures 
were slightly larger during the stratified period. However, no specific pattern was observed in error 
analysis of salinity simulations.   
Strong water column stratification during summer and early-fall resulted in hypoxic 
hypolimnetic waters with dissolved oxygen (DO) concentrations of < 1 mg L-1. Turbulent kinetic 




typically more than two times greater than the wind-induced mixing energy during the 
stratification period. The lake experienced an energetic turbulent mixing regime with TKE fluxes 
> 1.5 m-3 s-3, and Lake numbers < 0.1 during the winter cooling period, resulting in a complete 
water column turnover and resuspension of bottom sediments. Entrainment of the hypoxic 
hypolimnion layers and resuspension of sediments resulted in decreased DO and pH in the water 
column for a 6-week period. Comparisons of Wedderburn number and Lake number during 
different stratification conditions indicated the same trends in the strong stratification period 
(square of buoyancy frequency > 10-4 s-2), during which the lake could be considered a two-layer 
impoundment. However, in other conditions, the Lake number considering the lake bathymetry 
and density profile could better reflect the vertical mixing conditions. 
Keywords: Climate change; Water level fluctuation; Sediment resuspension; Hypoxia; Light 
extinction coefficient; Water quality 
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1. Introduction 
Lakes and freshwater reservoirs often serve as the primary potable and irrigation water sources 
for surrounding communities. They also provide recreational and tourism opportunities thereby 
promoting the prosperity of neighboring communities. However, declines in water quality in 
lacustrine systems around the globe due to water balance alterations resulting from climate change 
and increased anthropogenic activates have become more frequent in the past several years (Liu et 




level fluctuations (WLFs) in lakes and freshwater reservoirs, are expected to be more pronounced 
in the future (Jeppesen et al., 2015). Prolonged dry periods can increase the salinity of lakes, 
promote cyanobacteria blooms, stress salt-sensitive taxa, and disturb the survival of flora and fauna 
in lentic ecosystems (Carmignani and Roy, 2017; Jiang et al., 2018). Intense ephemeral inflows 
from storm runoff can increase water column turbidity and in turn hinder photosynthetic activity 
and also disturb aquatic ecosystems (Jeppesen et al., 2015). 
Although adverse effects of WLFs influenced by climatic fluctuations are more evident in 
shallow lakes (Liu et al., 2017; López et al., 2016; Lu et al., 2018), recent studies indicate the 
detrimental effects of large water level fluctuations on water quality of deep lakes and reservoirs 
(Li et al., 2018; Valdespino-Castillo et al., 2014; Westrelin et al., 2018; Zohary and Ostrovsky, 
2011). While responses of aquatic ecosystems in shallow lakes due to climate change and altered 
water cycles have been investigated in recent years, effects of WLF on limnological characteristics 
and mixing in lakes and freshwater reservoirs have not yet been studied. Recent studies have been 
mostly focused on cyanoprokaryota blooms, release of cyanotoxins in reservoirs, and effects of 
ionic imbalance and osmotic stress on salt-sensitive taxa due to WLF, particularly in shallow 
eutrophic lakes and floodplain water bodies (Brauns et al., 2008; Jeppesen et al., 2015, 2007; Merel 
et al., 2013; Willén et al., 2011). There is a need for information regarding effects of climate change 
and water balance alterations on limnological characteristics including residence time, lake-
atmosphere heat exchange, water column stability, mixing intensity, and thermal structure patterns 
in lakes and freshwater reservoirs. As freshwater reservoirs are typically the primary source of 
drinking water local communities, understanding the influence of WLF on the reservoir water 




Complex interactions between climatic factors and mixing and circulation process and water 
quality in lakes entail the use of advanced hydrologic and hydrodynamic modeling techniques 
(Chapra, 1997; Imberger and Patterson, 1989; Romero et al., 2004). Coupled three-dimensional 
(3D) hydrodynamic-water quality models are capable of simulating variations of water quality in 
lakes and reservoirs due to climatic and hydrological forces (Hodges et al., 2000; Nakhaei et al., 
2019). In order to accurately simulate mixing processes in lakes, 3D hydrodynamic models require 
significant quantities of input data and hydrologic parameters including meteorological and water 
quality data, inflow and outflow rates, and bathymetry, surrounding topography, and 
physicochemical reaction rate constants (Preston et al., 2014). Reliable estimates of inflows and 
outflows to a lake play a crucial role in the inaccuracy of the hydrodynamic model (Marti et al., 
2011). This highlights a challenge for hydrodynamic modeling of lakes subjected to flood events. 
While gauged inflow data of the perennial streams to lakes are typically used for hydrodynamic 
modeling, measurement of runoff from all ephemeral streams during storm or snowmelt events is 
difficult; researchers usually must resort to hydrologic modeling estimates for these data.  
Water levels in alpine lakes with steep, snow-covered watersheds are vulnerable to climate 
change (Carroll et al., 2019; Penna et al., 2015). Storm runoff combined with snowmelt from the 
surrounding catchment can result in significant flooding, considerably affecting lake water levels 
during a short period of time (Brooks et al., 2016; Guastini et al., 2019). Hence, advanced methods 
need to be employed to accurately estimate runoff from surrounding catchments. However, studies 
investigating flooding effects on limnological characteristics in alpine lakes are scarce.   
The current study investigates the effects of WLF on mixing processes and water quality of 
Lake Arrowhead, CA, an oligotrophic alpine lake. Climate change in recent years has resulted in 




during one annual cycle. A 3D hydrodynamic model is generated and calibrated with in-situ 
measured data. Effects of climate change and WLF on water quality and limnological 
characteristics including, mixing, lake-atmosphere heat exchange, and water column stability are 
discussed and required considerations for calibration of 3D hydrodynamic models for alpine lakes 
susceptible to WLF are presented. 
2.  Materials and methods 
2.1. Study site and data collection 
Lake Arrowhead is an alpine, monomictic reservoir with a surface area of 3.16 km2 and a total 
volume of 58.4×106 m3 (full pool), located in the San Bernardino National Forest, California (Fig. 
1). The lake, with more than 2,200 seasonal boat slips, is used for recreational purposes and serves 
as a water supply for neighboring communities. The average lake water depth when full is about 
18.4 m; however, depth increases eastwardly to a maximum depth of 44 m in the vicinity of the 
dam. There are two primary ephemeral inflows to the lake (inflows 1 and 8, Fig. 1c), but depending 
on the intensity of storm events, runoffs from seven other creeks could potentially enter to the lake 













Fig. 1. (a) Location of Lake Arrowhead, (b) digital elevation model for Lake Arrowhead watershed, and 
(c) bathymetry map for Lake Arrowhead, including locations of monitoring stations (Sta 1 through 6), 
potential inflows to the lake, drinking water intake, and lake spillway. The lake is surrounded by nine creeks 
including Little Bear Creek (Inflow 1), Burnt Mill Creek (Inflow 2), Fleming Creek (Inflow 3), Orchard 
Creek (Inflow 4), Emerald Creek (Inflow 5), Winter harbor Creek (Inflow 6), North Creek (Inflow 7), Grass 
Valley tunnel (Inflow 8), and Rainbow Creek (Inflow 9), from which surface runoffs during the storm 






There are two drinking water intakes in the lake (Fig. 1c), operated by Lake Arrowhead 
Community Services District (LACSD) withdrawing water to supply potable water to surrounding 
communities. Drinking water intake flowrates and hours of operation were obtained from LACSD. 
There is no outflow from the lake’s dam; however, there is a spillway, operated by Arrowhead 
Lake Association (ALA) in the northern shore of the lake (Fig. 1c) at Willow Creek. Overflow of 
water from the spillway occurs when the lake water level reaches its nominal full capacity at a 
water elevation of 1556.52 m (1917 ALA datum). The spillway is also equipped with two slide 
gates at lower elevations to control flooding in emergency situations.  
Along with Secchi depths, water quality profiles including water temperature, conductivity, 
dissolved oxygen (DO), pH, chlorophyll-a (chl-a), and photosynthetic active radiation (PAR) were 
measured at five monitoring locations every week using a Manta+30 multiparameter probe 
(Eureka, USA). Water quality profiles at Station 6 were measured during/after the storm events. 
Additional Secchi depth measurements were also conducted in the vicinity of the dam.  
Meteorological data including with measurement frequencies of every 1 min to every 1 hr were 
obtained from three meteorological stations in the vicinity of the lake (Fig. 1b).  Solar radiation 
and air temperature data measured at the three stations were almost identical. Relative humidity 
data were only measured at meteorological Stations 1 and 2, showing negligible differences. 
Precipitation data were recorded at 1-hour intervals Station 3. Wind speeds and wind directions 
were measured at three stations and showed an overall similar wind patterns. Considering the 
optimal location of Station 3 with minimal obstructions compared to Stations 1 and 2 which were 
partially sheltered from southerly and northeasterly winds, respectively, this study used wind 
speeds and directions recorded at Station3 at 1-minute intervals for hydrodynamic modeling of the 




2.2. Estimation of runoff 
Lake Arrowhead’s watershed is relatively small compared to the lake surface area. 
Additionally, the watershed is steep (16.2% average slope) and highly developed (45.4% 
impervious) particularly in areas near the lake, resulting in a decreased runoff infiltration and 
concentration time (Fig. 1b). Due to the drought, the inflows to the lake during mid-May 2018 
through mid-November 2018 were negligible. However, precipitation events between December 
2018 and March 2019 resulted in surface runoff inflows to the lake. Daily runoff data from inflow 
8 (Fig. 1c) were obtained from a flow gauge (site number 10260470) operated by the United States 
Geological Survey (USGS). The inflow rates from the other inflows were determined based on the 
precipitation data and water balance. Approximate rates of total inflow to the lake during different 
periods were determined based on a water balance that incorporated measured precipitation, lake 
water volume changes (computed from based on every few hours to daily lake level measurements 
obtained at the ALA stilling well), measured outflows from the drinking water intakes, and 
outflows estimated from the lake spillway head-discharge curve, and estimated evaporation rates 
during the study period. 
 In order to improve inflow estimates, a data-driven method using artificial neural networks 
(ANN) coupled with stationary wavelet transform was employed to estimate the inflow rates based 
on precipitation data. The USGS Little Bear Creek gauge (site number 10260470) measured the 
daily runoff inflow data during the period of 2008 to 2011. Precipitation data and runoff flow rates 
during this period were used to train and test the data-driven system. Then, the measured 
precipitation data during the study period (May 2018 through April 2019) were introduced to the 




subwatersheds. More details regarding coupled wavelet-ANN data-driven system can be found in 
Supplementary material 1. 
More information regarding the use of wavelet-ANN data-driven systems for estimating 
surface runoffs can be found in Nanda et al., (2016), Nourani et al., (2014), and Nourani et al., 
(2011). 
2.3. Light extinction coefficient 
Photosynthetically Active Radiation (PAR) was measured using a LI-COR LI-192 underwater 
quantum sensor (LI-COR, USA) mounted on the Manta 30+ probe. The light extinction coefficient 









           (1) 
where, IPAR,z is PAR intensity at depth z (m), IPAR,o is PAR intensity at the water surface, and kPAR 
(m-1) is the light extinction coefficient. Calculation of KPAR was based on PAR measurements from 
the water surface down to a depth at which PAR was 1% of PAR incident at the water surface.   
PAR covers the wavelength ranging between 400 nm and 700 nm (Stefan et al., 1983). Other 
than PAR, extinction coefficients for ultraviolet-B (UV-B), ultraviolet-A (UV-A), and near-
infrared (NIR) also need to be taken into account in energy balances for hydrodynamic simulations 
(Airs et al., 2014). Extinction coefficients for other wavebands were estimated based on literature 
ratios of UV-B, UV-A, and NIR to PAR extinction. This study used James and Birge's (1938) light 
absorption experiments at different wavelengths on pure water and lake water as the basis for 
estimating NIR extinction coefficient. By fitting a spline to James and Birge's (1938) experimental 




NIR to PAR extinction coefficients was found to be 8.96. Solar radiation energy data in different 
wavelengths were obtained from Mecherikunnel and Richmond (1980). Similarly, Bachmann and 
Goldman's (1965) experimental results on Castle Lake water indicated that extinction coefficient 
for UV-A waveband is 2.39 times greater than PAR extinction coefficients. Similar to Tranmer et 
al., (2018) and Woodward et al., (2017), the ratio of UV-B to PAR light extinction coefficients 
were assumed to be 10. It should be noted that UV-B spectrum of solar radiation has negligible 
effects on temperature of the water column. 
2.4. Three-dimensional hydrodynamic model  
This study used three-dimensional Aquatic Ecosystem Model (AEM3D, HydroNumerics Pty 
Ltd.) as a coupled three-dimensional (3D) hydrodynamic-water quality model (Hodges and 
Dallimore, 2016). This model can solve unsteady 3D Reynolds-averaged Navier-Stokes equations 
based on Boussinesq approximations with non-hydrostatic pressure terms. AEM3D uses the 
ULTIMATE-QUICKEST numerical scheme for the advection of scalars (temperature, salinity, 
and etc.), a 3rd order Euler-Lagrangian numerical scheme for convective terms, and a semi-implicit 
method for simulating the evolution free surface (Hodges and Dallimore, 2016). 
The U.S. Bureau of Reclamation conducted a bathymetric survey of Lake Arrowhead in 2008 
(USBR, 2009) that was used as the basis for generating 30 m (north-south) × 30 m (east-north) × 
0.5 m (vertical) grid cells for the 3D hydrodynamic model. To ensure the stability of numerical 
scheme, a time step of 25 s was used, resulting in an average Courant–Friedrichs–Lewy stability 
number of < 0.08 during the simulations. Table 1 summarizes the main parameters used in 







Table 1. List of parameters used in 3D hydrodynamic simulations. 
Mean albedo for short-wave radiation 0.08 (Woodward et al., 2017) 
Mean albedo for long-wave radiation 0.03 (Woodward et al., 2017) 
Extinction coefficient for PAR waveband, kPAR (m-1) 0.21 – 0.61 See section 2.3 
Extinction coefficient for UV-A waveband (m-1) 2.39 × kPAR  See section 2.3 
Extinction coefficient for UV-B waveband (m-1) 10 × kPAR See section 2.3 
Extinction coefficient for NIR waveband (m-1) 8.96 × kPAR See section 2.3 
Extinction coefficient for the reflected short-wave 
radiation from the bottom (m-1) 
2.5 (Woodward et al., 2017) 
Sediments reflectivity for shortwave radiation at the 
bottom 
0.9 (Woodward et al., 2017) 
Bulk aerodynamic surface heat transfer coefficient  0.0013 
(Imberger and Patterson, 
1989) 
Mixing coefficient for wind stirring 1.33 (Spigel et al., 1986) 
Mixing coefficient generation of TKE at bottom 2.2 (Sherman et al., 1978) 
Mixing coefficient for Shear generation of TKE 0.15 (Spigel et al., 1986) 
Mixing coefficient for energy generated from 
convective overturn 
0.2 (Spigel et al., 1986) 
Coefficient for dissipation of excess energy 1.15 (Spigel et al., 1986) 
Bottom drag coefficient 0.001 – 0.004 





The errors between the hydrodynamic model simulations and measured water quality 
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        (2) 
where xi,m and xi,s are the ith measured and simulated values, in the dataset respectively, and n is 
the number of data points in the dataset.  
Since the variation range of water quality constituents could differ during different seasons, 
mean relative error (MRE) was used as another index for model performance assessment. MRE 
was calculated as: 
, ,
,
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  2.5. Characterization of mixing and water column stability 
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where N2 (s-2) is the square of buoyancy frequency, g (m s-2) is gravitational acceleration,  (kg m-
3) is water density at depth z (m). Density and salinity were calculated from measured  conductivity 
and temperature data based on methods described in Chen and Millero (1986). 
Convective heat transport due to heat gain or loss at the water surface and wind stress are the 
main turbulent kinetic energy sources in regions away from the influence zones of the inflows and 
outflows of the lake. The total turbulent kinetic energy flux (FTKE) produced at the lake surface 
due to wind shear stress (u*) and turbulent velocity induced by heat loss (w*) at the lake surface 








F w C u          (5)  
where CN (1.33) is an empirical coefficient related to the efficiency of wind-driven mixing. More 
information regarding the calculation of u* and w* can be found in Supplementary material 2. 
The work required to mix the entire water column of a density-stratified water body to obtain 
a uniform density throughout the water column can be estimated using the Schmidt stability index 
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where SSI (J m-2) is the Schmidt stability index, Ao (m2) is the surface area of the lake, zmax (m) is 
the maximum depth, Az (m2) is the area at depth z, z (m) is the depth of the volumetric mean 
density, ρz (kg m-3) is the density at depth z, and (kg m-3) is the volumetric mean density which 
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The surface heat loss is a function of water temperature and meteorological conditions and 
typically exhibits seasonal behavior. Whereas wind-driven mixing depends on the intensity of local 
winds, buoyancy forces resulting from seasonal and diurnal density stratifications resist wind-
driven mixing and limit the depth of the surface mixed layer. Strong winds can tilt a water body’s 




strength of stratification compared to wind stress can be evaluated using the dimensionless 






          (9) 
where Δρ is the density difference between epilimnion and hypolimnion, h (m) is the depth of the 
top mixed layer, ρo (kg m-3) is density of the surface mixed layer, and L (m) is the effective fetch 
length.  
W < 1 indicates strong wind stress force compared to buoyancy which results in upwelling of 
thermocline to the surface. However, W >10 indicates the domination of stratification over wind 
stress with limited wind-driven mixing in the upper epilimnion. 
The dimensionless Lake number (LN) is the integral representation of the dynamic stability of 
the water column evaluating the relative strength of buoyancy for a water body with a given 
bathymetry and density profile compared to wind stress. Lake number (LN) can be calculated as 
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When LN reaches 1, the wind stress is sufficient to tilt the seasonal thermocline and result in 
upwelling. LN < 1 indicates strong wind stress compared to stratification, promoting turbulent 
mixing due to internal shear in hypolimnion. Wind stresses producing 1< LN < 3 can still tilt the 
thermocline and may result in partial upwelling. LN > 10 indicates the domination of wind energy 
over the surface wind stress (Imberger and Patterson, 1989).  
 The introduced TKE due to surface heat loss and wind stress tend to entrain the stratified 
layers and penetrate through the entire water column. In monomictic lakes, the water column is 




penetrate through deep water layers and result in mixing a major part of the water column. The 
intensity of mixing at different depths can be evaluated using the dimensionless buoyancy 
Reynolds number (Reb) (Bouffard and Boegman, 2013): 
2Reb N
          (11) 
where  is the dissipated TKE (m2 s-3) estimated by the hydrodynamic model, and  is kinematic 
viscosity of water (m2 s-1) as a function of water temperature and salinity. Based on the buoyancy 
Reynolds number the mixing intensity in the water column can be can be classified into three 
regimes of (i) diffusive (7 < Reb) with diffusivity values around molecular ranges, (ii) intermediate 
(7 < Reb < 100) with turbulence in equilibrium conditions with no tendency to propagation or 
decay, and (iii) energetic (Reb > 100) with a propagating turbulence (Shih et al., 2005). Mixing 
intensity values of Reb > 200 in weakly stratified waters can result in isotropic conditions (Thorpe, 
2007). 
3. Results 
3.1. Model inputs and water balance 
Fig. 2 shows the measured meteorological data that were used in the 3D hydrodynamic model. 
Air temperatures (Fig. 2a) and solar shortwave radiations (Fig. 2b) followed a seasonal pattern 
with lower values during the late fall of 2018 and winter of 2018-2019. Wind speeds (Fig. 2c) were 
generally more intense during winter and spring 2019 compared to summer 2018. The lake 
experienced winds from different directions (Fig. 2d); however, prevailing winds were south to 
southwesterly. Precipitation events (Fig. 2d) during the period of summer and fall 2018 were 




winter and spring 2019 were intense and frequent, resulting in a significant lake water level rise. 
Relative humidity (Fig. 2f) was influenced by the precipitation trend; hence, higher relative 




Fig. 2. Measured values of (a) air temperature, (b) solar shortwave radiation, (c) wind speed, (d), wind 




Fig. 3 shows the measured and simulated water level fluctuations, a typical inflow to the lake 
(inflow 9, Fig. 1c), and outflow from the lake spillway. In general, the major water loss during the 




drinking water intakes (DW2, Fig. 2c) also withdrew water for drinking purposes (see 
Supplementary material 3), evaporation resulted in a 1.15 m water level decrease from May 2018 
through November 2018. The estimated evaporative water mass flux during the study period can 
be found in Supplementary material 4. In general, due to the ongoing drought that began in 2000, 
Lake Arrowhead experienced a prolonged dry period during the year 2018, with very low 
ephemeral inflows to the lake.  
Fig. 3 also shows negligible estimated inflow rates from Inflow 8, as a typical inflow to the 
lake the dry period of May through November 2018. The combination intense evaporation and 
negligible precipitation and inflow to the lake resulted in a water level decrease of 1.24 m during 
a 6.5-month period. However, the intense winter and spring storms during winter and spring 2019 
(Fig. 2e) significantly increased the discharged surface runoff flow rates to the lake, resulting in 
















Fig. 3. Measured and simulated water level fluctuations, measured inflow rate from inflow 9 (see Fig. 1c), 
and overflow rate from the lake’s spillway during the study period. 
 
 
As observed from Fig. 3, the lake water level was below the spillway crest during the May 
2018 through February 2019 period; hence, no overflow occurred during this period. In fact, long-
term records of lake level indicated prolonged a dry period since April 2012, resulting in lowered 
lake levels (below the spillway crest). However, as a consequence of an extremely wet winter 
season, substantial runoff volumes during winter and spring 2019 resulted a rapid filling of the 
lake to a level over the spillway crest. Spillway gates needed to be opened to prevent flood damage 
to lakeshore property. The Arrowhead Lake Association opened the spillway’s gates four times 




peaks in the lake’s outflow in Fig. 3. The Inflow 8 was also closed on March, 6 2019, to decrease 
the lake’s inflows. However, all other lake inflows were not gated to control their inflows.   
In general, alpine lakes are more vulnerable to large water level fluctuations compared to other 
lakes. This is because steep watersheds with typically high soil moisture content levels in alpine 
regions can only retain a small fraction of surface runoff. Hence, precipitation events can result in 
surface runoff. Flooding could be more severe in early spring as snowmelt during the storm events 
(called rain-on-snow events) can increase surface runoff. Hence, for hydrodynamic modeling of 
alpine lakes, considering contributions from ephemeral inflows from the surrounding catchments 
in addition to perennial inflows would substantially improve the accuracy of modeled lake water 
balance. While ephemeral inflows might not be a major concern in hydrodynamic modeling of 
large water bodies, ephemeral runoff during the precipitation events in alpine lakes, particularly 
those with large steep catchments compared to their volume, can have considerable effects on a 
lake’s water balance. 
In this study, outflows and inflows to the lake during the summer and fall 2018 were negligible. 
The use of every-minute measured meteorological data enabled the hydrodynamic model to 
reproduce the effects of evaporation on water level. Using the ANN-estimated ephemeral inflows 
also enabled the hydrodynamic model to reproduce the rapid water level fluctuations that occurred 
during mid-January through mid-March 2019.  
3.2. Effects of seasonal variations on water level, mixing intensity, and water quality  
Surface runoff, particularly when occurring after a long dry period, typically may contain 
colloidal and settable solids, thereby increasing the water turbidity near the inflow confluence 
during and after storm events. Fig. 4 depicts changes in measured Secchi depth and light extinction 







Fig. 4. Average Secchi depths and light extinction coefficients (measured at the lake center) in Lake 
Arrowhead during the study period. Whiskers in Secchi depth measurements indicate standard deviation of 




Fig. 4 shows that Secchi depths, as a surrogate for water turbidity, noticeably decreased during 
winter and spring 2019 simultaneously with increases in light extinction coefficients. The 
increased light extinction coefficient would result in an increase in the shortwave radiative heat 
gain in the top water layers, and a decrease in heat gain of the lower layers. These variations in 
turn affect the water column heat contents and photosynthetic rates at different depths, and thus 
need to be considered in the hydrodynamic-water quality model. 
Figs. 5 and 6 compare the measured water column temperatures and salinities, respectively, 
versus simulated profiles at monthly intervals during the study period. For temperature, RMSE 
values ranged from 0.1 to 0.9 °C with an average of 0.6 + 0.2°C. MRE values ranged from 2.1.% 




kg-1 with an average value of 0.009 + 0.003 g kg-1, and MRE values ranged from 0.9% to 7.6% 
with an average of 4.2 + 1.6%.  
Higher RMSE values computed for measured and simulated water temperatures occurred for 
stratified profiles (i.e., May through October 2018, and April 2019). In contrast, higher MRE 
percentages occurred in well-mixed conditions. Since water temperatures throughout the water 
column were lower during the cold months, slight temperature discrepancies between the measured 
and simulated values could produce relatively larger error percentages. Introducing weekly 
variations of water column light extinction coefficient improved water temperature simulations in 
the epilimnion and enabled the hydrodynamic model to simulate the transition of water 
temperatures profiles from stratified (summer 2018) to rather homogenous (fall 2018 and winter 
2019) with RMSE values < 0.9 °C.  
In contrast to temperature results, RMSE and MRE values for salinity profiles did not exhibit a 
specific seasonal pattern. The largest discrepancies between measured and simulated salinities 
occurred for mid-August profile (Fig. 6). Nevertheless, both RMSE and MRE values for modeled 
salinity profiles were smaller than values computed for modeled water temperatures. This occurred 
because, compared to water temperatures, salinities varied within a narrower range during the 
study period. Hence, the model could easily simulate the small salinity variations and thus 











Fig. 5. Comparisons of the measured (red) and simulated (blue) water column temperature profiles at 










Fig. 6. Comparisons of the measured (red) and simulated (blue) water column salinity profiles at station 1 






Average MRE values of 6.1% and 4.2% for temperature salinity, respectively, indicated that 
the hydrodynamic model could well reproduce the variations in water temperature and salinity 
during the study period. 
Figs. 7a and 7b show the variations of the square of buoyancy frequency (N2) calculated based 
on the measured data (left panel), buoyancy Reynolds number (Reb) at different depths, indicating 
mixing intensity in the water column (middle panel), and contributions of wind stress and 
convective motions due to surface cooling to the surface TKE flux consumed for mixing of the 








Fig. 7a. Variations in N2 (left panel), average Reb (middle panel), and average contributions of TKE fluxes 
(right panel) introduced by convective heat transport due to surface heat loss (1/2 w*3) and wind stress (1/2 
CN3u*3) to the mixing of the water column during different time periods from mid-May 2018 through mid-
October 2018. The dashed magenta line (N2 =10-4 s-2) in the left panel indicates stratification conditions. 
The dashed blue and solid red lines in the middle panel respectively indicate the thresholds for transition of 
the turbulence regime from diffusive (molecular scale) to intermediate, and from intermediate to energetic 







Fig. 7b. Variations in N2 (left panel), average Reb (middle panel), and average contributions of TKE fluxes 
(right panel) introduced by convective heat transport due to surface heat loss (1/2 w*3) and wind stress (1/2 
CN3u*3) to the mixing of the water of the water column during different time periods from mid-October 
2018 through mid-April 2019. The dashed magenta line (N2 =10-4 s-2) in the left panel indicates stratification 
conditions. The dashed blue and solid red lines in the middle panel respectively indicate the thresholds for 
transition of the turbulence regime from diffusive (molecular scale) to intermediate, and from intermediate 






During summer 2018 through winter 2018, the lake had no outflow from the spillway and 
inflows to the lake were also negligible; hence, the lake functioned as a closed water body. Rather 
high air temperatures combined with intense shortwave radiation inputs during May through 
August 2018 (Fig. 2a and 2b) resulted in a strong stratification of the water column (Fig. 5). The 
epilimnion depth starting at 5 m in late-May 2018 gradually increased to about 10 m in mid-Aug 
2018, increasing the epilimnion water temperature from about 18 °C to 24 °C, respectively (Fig. 
5). 
Vidal et al., (2007) and Bouffard and Lemmin (2013) reported square of buoyancy frequency 
numbers (N2) greater than 10-4 s-2 (dashed magenta line in the left panels of Figs. 7a and 7b) in 
stable stratified epilimnetic waters. As observed in Fig. 7a, N2 values in metalimnion increased 
from 10-3.5 s-2 in May 2018 to 10-3 s-2 in August 2018, and the thickness of the water layer with N2 
> 10-4 s-2 also increased. During this period the top 8 m to 10 m of the water column experienced 
an energetic turbulent mixing regime (Reb > 102, middle panel), manifested as rather homogeneous 
water temperatures and salinities at these depths (Figs. 5 and 6). However, the metalimnion and 
hypolimnion experienced a diffusive turbulence regime (Reb < 10-1 middle panel), minimizing the 
vertical mixing in the water column at these depths.  
Turbulence induced by surface cooling was the main source of surface TKE flux for vertical 
mixing of the water column during summer 2018 (Fig. 7a, right panel). Despite sporadic wind 
events in May 2018, low wind speeds of typically < 4 m s-1 during summer 2018 (Fig. 2c) resulted 




The consequences of limited vertical mixing in the metalimnion and hypolimnion can be 
observed in Fig. 8. The decreased interactions between deep water layers and upper layers resulted 
in a gradual depletion of measured DO in the hypolimnion during summer 2018. Measured Chl-a 
concentration, which is an indirect measure of phytoplankton, tended to be higher around the 
thermocline (Fig. 8b). Due to photosynthetic activities, algae consumed a portion of aqueous CO2 
in water and produced oxygen, slightly increasing pH (Fig. 8c) and DO (Fig. 8a) at the thermocline. 
However, due to the low mixing intensities in metalimnetic and hypolimnetic layers (Fig. 7a 
middle panel), the waters with high DO and pH could not mix with the lower layers during the 









Fig. 8. Variations of measured (a) dissolved oxygen (DO), (b) chlorophyll-a (chl-a), and (c) pH at different 
depths during the study period. Contour plots are generated based on a linear interpolation. 
 
 
After mid-August 2018, the lake water started to lose its heat content (Fig. 5) and thus the 
water column stability gradually degraded. As Fig. 7a and 7b show, the peak N2 (at the 
thermocline) starting with a value of  10-3 s-2 at 10 m depth in mid-August gradually decreased to 




mid-December (surface water temperature decreased from about 24 °C to < 10 °C) noticeably 
enhanced the convection-induced TKE (Figs. 7a and 7b, right panel). As observed in Figs. 7a and 
7b right panel, a major portion of surface TKE flux was due to convection in this period. Strong 
wind events during mid-September to mid-October (Fig. 2c) increased the surface TKE flux to 
more than 10-6 m3 s-3 (Fig. 7a, right panel), deepening the energetic turbulent mixing zone (Fig. 
7a, middle panel). The reduced water column stability combined with increased TKE flux allowed 
the turbulent mixing regime to penetrate down to a depth of 30 m by mid-December 2018.  
The deepened water column turbulence in turn increased the DO content of deeper layers (Fig. 
8a). The increased vertical diffusivity of the water column also distributed algae in a wider depth 
range (Fig. 8b). As observed in Fig. 4, the light extinction coefficient slightly increased during fall 
2018. This can be due to increased vertical mixing which combined with a water level drop of 
about 0.7 m during August through mid-November 2018, resulted in resuspension of sediments in 
shallow parts. The pH in top mixed layers slightly decreased during fall 2018, yet pH of mixed 
layers remained noticeably higher than the pH of deeper waters. Analysis of monthly water 
samples obtained from drinking water intakes located at depths ranging between 18 m and 20 m 
showed an average alkalinity of 73 ± 10 mg L-1 as CaCO3. This rather low alkalinity indicates low 
buffering capacity Lake Arrowhead water against the produced CO2 from respiration of organics 
in hypolimnetic waters.  
An unstable water column (N2 ~ 10-5.5 s-2), combined with increased TKE (Fig. 7b, right panel) 
during the winter (mid-December 2018 through mid-March 2019), allowed the lake to experience 
a complete water column turnover. During mid-December through mid-January, the mean water 
column temperature decreased by 2.1 °C (Fig. 5), generating an average TKE flux of about 10-6 




air temperatures (Fig. 2a) in during mid-January through mid-March, the rate of heat loss 
decreased and in turn reduced the generation of convective-driven TKE (Fig. 7b). However, strong 
wind events (some sustained periods of > 15 m s-1 during winter storms) during this period (Fig. 
2c) maintained the energetic turbulence regime at all depths. Lake turnover and intense vertical 
mixing increased DO to > 9 mg L-1 throughout the water column (Fig. 8a).  
The mixing of deep waters with low pH values with upper layers during the turnover decreased 
the overall pH of the water column (Fig. 8c). Cold water temperatures during the turnover period 
hindered phytoplankton growth rates, reducing chl-a concentrations (Fig. 8b).  
Turbulence in deep layers also resulted in resuspension of the sediments, manifested as 
significant increases in light extinction coefficient and decreased Secchi depths (Fig. 4) during the 
January to March 2019 period. Although a portion of increased turbidity could be attributed to the 
surface runoff, PAR profiles and Secchi depth measurements away from the inflows in deep waters 
at the lake center and near the dam implied the influence of bottom sediment resuspension on the 
increased water turbidity.  
After mid-March 2019, lake water temperature started to increase, resulting in a weak 
stratification in early April with (Fig. 7b left panel). Reduced surface heat loss combined with 
decreased wind speeds produced significantly lower TKE for mixing the water column than during 
the turnover period. Despite that the average mixing intensity during mid-March through mid-
April was one fifth the average value during the turnover period (Fig. 7b, middle panel), the 
instability of water column still allowed an energetic turbulence regime to penetrate throughout 
the entire water column. By April 2019, some values of N2 again began to exceed 10-4 and Reb 
values in mid water began to decrease below their winter maxima, indicating initial re-




Decreased mixing intensities combined with increased solar radiation and an increase of 
nutrients released to water, probably due to sediment resuspension, promoted the gradual growth 
of phytoplankton and an increase of chl-a concentration in weakly stratified water (Figure 8b, 
values of 7 - 9 mg L-1 at a depth of 10 meters (1,547 m elevation). Photosynthetic activities due to 
the increased chl-a concentration in early April 2019 resulted in increased DO (Fig. 8a) and pH 
values (Fig. 8c) in the vicinity of the newly developing thermocline, again at a depth of about 10 
meters. 
4. Discussion 
Fig. 9 shows variations of computed daily averaged Schmidt stability index (SSI), Wedderburn, 
and Lake numbers during the study period. SSI data in Fig. 9a show the required energy for mixing 
of the water column peaked between mid-June and mid-August 2018 and dropped to its minimum 
during mid-December 2018 and mid-March 2019, and then increased afterwards. The Wedderburn 
number (Fig. 9b) tended to be higher than Lake number (Fig. 9c) when the thermocline was 
shallow and the lake was moderately (mid-May to mid-June 2018) to weakly (mid-march to mid-
April 2019) stratified. Generally, values of W < LN indicate wind stress effects only on the upper 
layers of metalimnion (Robertson and Imberger, 1994), which typically occur when the surface 
mixed layer is shallow.  
Wedderburn and Lake numbers had somewhat similar trends during the strong stratification 
period (mid-June to mid-September 2018). This is because in strong stratification conditions the 
upper mixed waters and lower calm waters are separated by a sharp and compressed thermocline. 




stratification conditions, the water column functions similarly to a three-layer water body which 




Fig. 9. Variations of (a) daily averaged Schmidt stability index (SSI), (b) hourly and daily averaged 
Wedderburn numbers (W), and (c) hourly and daily averaged Lake numbers (LN) during the study period. 
 
 
During mid-October through mid-March, the deepened surface mixed layer produced higher 
Wedderburn numbers than Lake numbers. MacIntyre et al., (1999) also obtained Wedderburn 
numbers of between 0.5 to 1 orders of magnitude greater than Lake numbers during October in 




does not consider a lake’s bathymetry and density profile, the increased mixed layer depth in deep 
lakes (> 30 m) can produce large Wedderburn numbers. The surface area of the portion of Lake 
Arrowhead with depths greater than 25 m, mostly located in the central and eastern regions of the 
lake near the dam represents about 34% of the total surface area of the lake (Fig. 1c). This 
proportion decreases the energy required for mixing and upwelling of deep waters. Therefore, a 
relatively smaller amount of energy (Fig. 9a) was required to increase the mixed layer depth from 
about 22 m mid-November 2018 to about 40 m in January 2019 (Fig. 7b). As Fig. 9b shows, the 
Lake number was typically less than 10 between mid-December and mid-March, and Lake number 
values frequently dropped below 1 during this period, indicating water column turnover and 
upwelling of the hypolimnion. However, Wedderburn number values were much larger and did 
not reach 1. This difference demonstrates the superiority of the Lake number over the Wedderburn 
number for evaluating the potential for upwelling, particularly in water bodies with relatively 
smaller surface areas in their deeper parts. 
Imberger (1989) and MacIntyre et al., (2009) reported that increasing values of LN from 0 to 1 
corresponded to two orders-of-magnitude decrease in the intensity of vertical diffusivity. 
Decreased vertical diffusivities during summer 2018 in Lake Arrowhead resulted in DO 
concentrations < 3 mg L-1 in the bottom 10 m of the water column, in some cases dropping to about 
1 mg L-1. A hypoxic hypolimnion stimulates the anaerobic reactions in sediments and subsequent 
release of redox controlled species at the sediment-water interface.  
For a relatively old recreational lake such as lake Arrowhead with numerous boat slips and 
heavy boat traffic, sediments might contain a variety of contaminants (Dang et al., 2020; Gao et 
al., 2019; McGoldrick et al., 2018; Vane et al., 2007). Di Leo et al., (2016), Egardt et al., (2018), 




organic contaminants in sediments of recreational lakes and impoundments with heavy boat traffic. 
Mixing of deep hypoxic waters and resuspension of sediments could increase the concentrations 
of contaminants and reduce the DO content of upper waters. As observed in Fig. 8a, during 
December 2018 in which the turbulence regime entrained the hypoxic waters and reached the 
sediments, DO concentrations in the bottom 30 m were affected. However, a continuous intense 
mixing phase re-oxygenated the water column after a few weeks. Increased water turbidity during 
the winter followed by a rapid increase in chl-a concentration in early April 2019 indicated 
potential mobilization of nutrients from bottom sediments during this period. In this regard, the 
3.2 m increase in lake water level due to the fall and winter storms damped a portion of available 
TKE during turnover period and limited the resuspension of sediments. Hence, as a managerial 
practice for Lake Arrowhead and similar recreational lakes, maintaining a high water level would 
benefit the lake water quality.  
5. Conclusions and recommendations 
Accentuated climate change during the last several years has resulted in extreme water level 
fluctuations lakes and reservoirs. This study investigated Lake Arrowhead, an alpine recreational 
in southern California. The lake experienced a prolonged dry period from April 2012 through 
January 2019, resulting in more than a 3.2 m water level drop. However, intense winter storms 
during the winter of 2018-2019 resulted in a rapid lake level rise. Including estimated ephemeral 
runoff sources into the lake improved the water balance for the hydrodynamic model. Analysis of 
turbulent kinetic energy fluxes indicated that convective motions due to the surface heat loss 
produced more energy than wind-driven mixing. Limited vertical mixing during the summer 
stratification period contributed to pronounced hypoxia (dissolved oxygen < 1 mg L-1) in deep 




Comparisons of dimensionless Wedderburn number and Lake number showed that the Lake 
number, considering the lake bathymetry and density profile, could better explain the vertical 
mixing conditions. Analysis of buoyancy Reynolds number indicated an energetic turbulent 
regime during the mid-December 2018 through mid-March 2019 period, leading to water column 
turnover, re-oxygenation of the water column, and resuspension of bottom sediments. Sediment 
resuspension significantly increased the light extinction coefficient in the water column and 
combined with cold water temperatures, may have hindered algal growth, manifested as decreased 
chl-a concentrations.  
Subsequent microbial decay of algal production accelerates the degradation of water quality in 
freshwater reservoirs which can be quite detrimental to designated beneficial uses of lakes and 
reservoirs and also imposes higher treatment costs on water treatment plants obtaining water from 
the reservoir.  
As a managerial practice, maintaining a high water level in the lake increases the required 
energy for resuspension of sediments and therefore improves the overall water quality of the lake. 
However, considering effects of prolonged drought leading to lowered water levels in lakes and 
freshwater reservoirs, management practices need to undertake adaptive strategies to improve 
impoundments’ drought resilience. Given the recent advanced in wastewater treatment and 
reclamation technologies, use of recycled water obtained from the ever-increasing population to 
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Abstract 
This study proposes a novel framework to accurately estimate water quality profiles in deep 
lakes based on parameters measured at the water surface, considering Boulder Basin of Lake Mead 
as a case study. Hourly-measured meteorological data were used to compute heat exchange 
between lake and atmosphere. Heat fluxes combined with every 6-hour measured water 
temperature, conductivity, and dissolved oxygen (DO) profiles, from the water surface to a depth 
of 100 m over a 48-month period, were used to train seven different artificial neural network-based 
methods for estimating water quality profiles. Effects of different factors influencing lake water 
quality, including lake-atmosphere interactions, wind-induced mixing, thermocline depth, winter 
turnover, oxygen depletion and other factors were investigated in different methods. A method 
employing stationary wavelet transform with a depth-progressive estimation of temperature, 




respectively in the water column over a 48-month period. Abrupt changes in temperature, 
conductivity, and DO profiles due to thermal stratification, winter turnover, and oxygen hypoxia 
increased estimation errors. The largest errors occurred near the interface between the epilimnion 
and metalimnion, where vertical mixing intensity significantly decreased.  
Keywords: Water quality modeling; Physical limnology; Thermal stratification; Dissolved 
oxygen; Electrical conductivity; Artificial Intelligence (AI) 
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1. Introduction 
Water temperature and dissolved oxygen (DO) profiles, two primary indicators of vertical 
mixing and metabolic status of aquatic ecosystems, are essential to evaluate water quality of 
lacustrine systems (Boehrer and Schultze, 2008; Vegas-Vilarrúbia et al., 2018). Thermal 
stratification during summer usually limits the vertical mixing to top epilimnetic water layers, 
while winter turnover induces vertical mixing throughout the water column and affects the 
distribution of water constituents (Boehrer and Schultze, 2008; Liu et al., 2019). Seasonal water 
temperature variations, shortwave radiation intensity and its penetration depth, and their 
subsequent interactions with aquatic life in the water column, combined with seasonal variations 
in vertical diffusivity, result in complex DO fluctuations in the water column during the annual 
cycle (Boehrer and Schultze, 2008; Longyang, 2019). Hence, water quality of many lakes and 
reservoirs is regularly monitored using multiparameter sensors and automatic samplers and 




Recent advances in remote sensors and satellite observations have enabled access to detailed 
meteorological data. Even with recent advances and extensive monitoring efforts, the spatial and 
temporal extent of water quality data obtained based on common standard measurement techniques 
are limited (Read et al., 2017). Hydrodynamic models use meteorological and water quality data 
and simulate physicochemical, biological, and mixing processes in aquatic environments to 
estimate water quality in lakes and reservoirs (Ji, 2017). Although hydrodynamic models can 
successfully simulate water quality, these models require extensive calibration to accurately 
simulate water quality of a particular water body, and must be recalibrated for each lake and 
impoundment based on in-situ measured water quality data (Ji, 2017).  
Cost and the extensive fieldwork required for data collection, particularly for in-situ water 
quality profiling in deep lakes, may restrict the long-term availability of water quality data 
(Dabrowski and Berry, 2009; Kizza et al., 2012; Pareeth et al., 2016). Additionally, long-term and 
countrywide water quality monitoring of freshwater reservoirs could be difficult in many countries 
(Deutsch et al., 2018; Strobl and Robillard, 2008). Low-cost and reliable methods for estimating 
water quality parameters and filling the gaps between the monitoring periods could substantially 
benefit water management practices (Karakaya et al., 2013; Strobl and Robillard, 2008). 
Various data-driven approaches, including the use of data averaging functions, linear and non-
linear regressions, and artificial neural networks (ANNs) have been used to estimate water quality 
in lakes and reservoirs (Basant et al., 2010; Chen & Liu, 2014; Karakaya et al., 2013; Nourani et 
al. 2009a). Ay and Kisi (2012), Basant et al. (2010), Karakaya et al. (2013), and Chen and Liu 
(2014) reported that ANNs are superior to regression models for estimating water temperature and 




accurate than ANNs when complex nonlinear relationships between inputs and outputs result in 
irregularities in the target response (Basant et al., 2010; Chen and Liu, 2014). 
Due to large fluctuations of temperature, DO, and conductivity in lakes over annual cycles, 
prior studies have considered different temporal input variables to be able to estimate abrupt 
variations in target responses (Ay and Kisi, 2012; Karakaya et al., 2013). Karakaya et al. (2013) 
used a multi-layer-perceptron (MLP) ANN to estimated DO concentration at a constant depth of 
1.5 m in Lake Abant. They considered water temperature, chlorophyll-a, conductivity, pH, and 
temporal variables including minute, hour, day, and month of the year as input variables and 
obtained an average R2 of 0.96 and RMSE of 0.04 mg L-1 between measured and estimated DO 
concentrations. Ay and Kisi (2012) compared MLP, radial-basis-neural-network (RBNN), and 
multiple-linear regression (MLR) methods to estimate DO concentrations in Foundation Creek, 
Colorado. They used pH, water temperature, conductivity, and flow rate as inputs in all three 
methods and obtained R² values of 0.84, 0.85, and 0.81 for estimated DO concentrations using 
MLP, RBNN, and MLR methods, respectively. Ranković et al. (2010) estimated DO in the Gruža 
reservoir (average 6 m depth) based on pH, nitrite, nitrates, ammonia, Cl-, conductivity, Fe, Mn, 
total P, and temperature using a feedforward neural network. Liu and Chen (2012) and 
Samadianfard et al. (2016) used ANNs to estimate the water temperature at three depths of 1, 2, 
and 3 m in Yuan-Yang Lake (with a maximum depth of 4.5 m), based on solar radiation, air 
pressure, relative humidity, lake sediments temperature, air temperature, wind speed, and wind 
direction.  
Water temperature in well-mixed shallow lakes investigated in previous studies generally 
follows the trend of seasonal air temperature variations. However, in deep lakes that typically 




hypolimnetic waters are quite different than the surface water layers. Entrainment of stratified 
waters by the surface mixed layer (SML) can produce large temperature and DO fluctuations 
(Boehrer & Schultze, 2008; Imberger & Patterson, 1989). These fluctuations are more intense 
during the incidence of strong winds, resulting in significant shear stress at the bottom of the SML 
(Imberger and Patterson, 1989).  
In addition, estimating a water quality constituent such as DO concentration based on measured 
concentrations of other water quality constituents such as chlorophyll, pH, conductivity, or a group 
of cations or anions can be expensive for deep water bodies. Optimal training data for a data-driven 
method estimating water quality of a lake should be affordable and easily obtainable.  
 To the best knowledge of the authors, prior data-driven studies on water quality of lakes 
focused on estimating simultaneously-occurring water quality constituents at a constant depth 
(mostly in shallow lakes), based on other water quality constituents, rather than estimating a target 
water quality constituent at other depths.  
The current study proposes a new ANN-based framework that uses meteorological data and 
values of water temperature, conductivity, and DO at the water surface as inputs, and estimates 
water temperature, conductivity, and DO profiles through the entire water column of a lake. This 
study uses Boulder Basin of Lake Mead with a depth of about 100 m as a case study, and 
investigates the effects of different meteorological and limnological parameters on water quality 
of the lake and evaluates their effects on the accuracy of estimated water quality profiles. Results 
of this study could benefit lake management practices to reduce the data collection and fieldwork 





2.1. Study area 
This study focuses on Boulder Basin of Lake Mead, located along the Nevada-Arizona border 
(Fig. 1). Lake Mead is fed primarily (about 97%) by the Colorado River; the remaining 3% is 
provided by the Virgin and Muddy Rivers and the Las Vegas Wash (Moreo et al., 2013). Lake 
Mead consists of four deep basins. Boulder Basin is the furthest downstream with depths up to 140 











2.2. Water quality and meteorological data  
Vertical water temperature, conductivity, and DO concentration profiles obtained at the 
Sentinel Island platform (36°02'46" N, 114°44'30" W) in Boulder Basin from May 2011 through 
January 2015 were used as the basis of computations in this study. The United States Geological 
Survey (USGS) measures these parameters every six hours at 5 m vertical intervals from the 
surface to a depth of 100 m at the Sentinel Island platform. Water temperature, conductivity, and 
DO profiles were also obtained from three other stations operated by the Southern Nevada Water 
Authority to evaluate horizontal differences of water quality profiles across the Boulder Basin. 
These stations were CR346.6 (36º03´43.8ʺ N, 114º44´27.6ʺ W), BB3 (36º04´17.4ʺ N, 
114º46´59.4ʺ W) and CR350.0SE0.55 (36º05´54.62ʺ N, 114º43´32.4ʺ W). Data from these three 
stations were collected biweekly to monthly during the study period at 1 m intervals in the top 10 
m of the water column, at 2 m intervals between 10 m and 30 m, and at 5 m intervals at depths 
greater than 30 m to the bottom of the basin (approximately 110 m). Consistent with Saber et al. 
(2018) and Moreo et al., (2013), differences between temperature profiles obtained at different 
stations in Boulder Basin were negligible. Differences between DO and conductivity profiles 
across the basin were also small. Therefore, water quality profiles measured at the Sentinel Island 
Platform could be representative of the entire Boulder Basin. 
Hourly meteorological data including wind speed, air pressure, relative humidity, and air 
temperature were also measured during the study period at Sentinel Island platform. The National 
Solar Radiation Database (NSRDB, 2018) yielded solar shortwave radiation and associated zenith 
angle observations at the Las Vegas McCarran airport station located 30 km from the study area. 




instruments used for data collection. More details regarding measurement methods can be found 
in Veley and Moran (2012). 
2.3. Vertical mixing mechanisms 
Surface heat loss and wind-driven shear are the main sources of turbulent kinetic energy for 
mixing in lakes. Surface heat loss can be computed from energy fluxes due to shortwave radiation, 
longwave radiation, sensible heat, and latent heat. The net heat flux due to shortwave radiation at 
the water surface SWnet (W m-2) can be calculated as: 
 (1- )net iSW SW                        (1) 
where α is albedo, and SWi (W m-2) is the incident shortwave radiation (W m-2) at the water surface. 
Albedo can be estimated as (Briegleb et al., 1986): 
1.7
0.026( ) 0.15( - 0.1)( - 0.5)( -1.0)
( 0.065)
              (2) 
where θ is the cosine of the shortwave radiation zenith angle.  
Net longwave radiation LWnet (W m-2) can be calculated as (Martin and McCutcheon, 1999): 
5 2 6 4[0.937 10 (1 0.17 )( 273.15) ( 273.15) ]net a w sLW C T T       (3) 
where σ (5.67 × 10-8 W m-2 K-4) is the Stefan-Boltzmann constant, C cloud cover, Ta (ºC) is air 
temperature, εw water emissivity (0.97), and Ts (ºC) is water temperature at the surface. 
The sensible heat flux, Hs (W m-2), was estimated as (Ji, 2017): 
, ( )s s air p air w a sH C C u T T           (4)  
where Cs is dimensionless bulk aerodynamic sensible heat transfer coefficient (approximately 
1.3×10-3), ρair (kg m-3) is air density, Cp,air (approximately 1005 J kg-1 °C-1) is the specific heat 




The latent heat flux (evaporation), Hl (W m-2), can be estimated as (Ji, 2017): 
[ ( ) ( )]latent a l w s s a a
kH C Lu e T e T
P
        (5) 
where Cl (approximately 1.3 × 10-3) is the coefficient of evaporative heat transfer, L 
(approximately 2.543 × 106 J kg-1) is the latent heat of vaporization of water, P (mbar) is the 
atmospheric pressure, k (approximately 0.622) is the water to air molecular weight ratio, es and ea 
are the saturated vapor pressure and the actual vapor pressure at the water surface (mbar), 












Ree                 (7) 
where R (%) is relative humidity of the air. 
A major portion of turbulent kinetic energy is consumed to mix the SML (Fischer et al., 1979). 
When energy is sufficient, turbulent motions at the bottom of SML gradually erode the 
stratification by entraining the lower layers. Significant velocity gradients at the interface of SML 
and lower stratified layers during the incident of strong winds can generate considerable shear 
stress and promote entrainment of lower layers leading to deepening of the SML (Fischer et al., 
1979). 
Intense wind stress tilts the thermocline and raises the water level leeward causing internal 
waves at the base of the SML to initially travel opposite the wind direction (Spigel and Imberger, 
1980). Internal waves travel from one side of the reservoir to the center during a quarter of their 
fundamental oscillation period (Ti/4), resulting in the maximum shear generation. Internal waves 




(Ti/2), after which the shear produced will be significantly dissipated (Spigel and Imberger, 1980). 





            (8) 
where l (m) is the basin width and c (m s-1) is the phase speed of internal waves in a non-rotational 
water body. For a two-layer reservoir the phase speed of internal waves at an intense density 





           (9) 
where is h1 (m) is the thickness of SML, and h2 (m) is the thickness of bottom layer, Δρ (kg m-3) 
is the difference between the densities of SML and bottom layer, g (m s-2) is gravitational 
acceleration, and ρo (kg m-3) is the average density of water column.  
Imberger and Patterson (1981) suggest an effective time of 1.59Ti/4 for shear production above 
the thermocline, after which the produced shear starts to dissipate. Considering the oscillation 
period of internal waves in Boulder Basin, the effective time for shear production in Boulder Basin 
is about 6 hr. Hence, wind speeds with 6 hr lag could affect mixing in the basin and need to be 
considered in calculations. More details regarding thermocline depth and vertical mixing in 
Boulder Basin can be found in Saber et al., (2018).  
2.4. Wavelet decomposition 
The wavelet transform is a mathematical technique to decompose time-series data using an 
arbitrary function (called the mother wavelet function) in both frequency and time domains. 
Wavelet transforms separate high and low-frequency components of a time-series and overcomes 




As most observations and data collections in water resources engineering are recorded in forms of 
discrete measurement events, use of a discrete wavelet transform (DWT) is particularly suited for 
analysis of measured data in these areas (Nourani et al., 2009b). DWT is performed by passing the 
time series signal through low-pass and high-pass filters, followed by decreasing the sampling rate 
(downsampling) to obtain low frequency (approximation) and high frequency (detail) components, 
respectively. The approximation shows the overall trend of the original signal, whereas the detail 
component reflects rapid local variations in time series (Sundararajan, 2015). Signal 
downsampling in DWT results in a reduced number of data points (number of measured events) 
in the decomposed components (filtered signals).  
The stationary wavelet transform (SWT) is designed to resolve the translation variance (i.e., 
downsampling of filtered signals) issue in DWT by upsampling filtered components. In fact, SWT 
functions similarly to DWT but with no downsampling of filtered components (Sundararajan, 
2015).  
The appropriate type of mother wavelet function is usually determined based on the 
characteristics of the input signal, the preferred number of vanishing moments, and localization of 
wavelet function (Barzegar et al., 2016). The dmey wavelet function, defined as “discrete 
approximation of Meyer wavelet,” is promising for analyzing water resources data (Alizadeh and 
Kavianpour, 2015; Nourani et al., 2009a). In this study, SWT using a dmey wavelet function was 
employed to decompose the input variables into their approximation and detail components. 
2.5. Artificial Neural Networks 
Artificial neural networks (ANNs) consist of interconnected neurons and can be used for 
modeling of complex nonlinear phenomena with unclear correlations between inputs and targets 




engineering, is the multilayer perceptron (MLP), typically consisting of an input layer, one or more 
hidden layers, and an output layer (Du and Swamy, 2013). In an MLP, the inputs are first 
introduced to the neurons in the input layer. Then, the sum of weighted inputs and a bias term for 
each neuron are introduced to a typically non-linear activation function. Outputs of activation 
functions of different neurons in each layer are then introduced to the neurons of the subsequent 
layer (Du and Swamy, 2013). The optimal number of layers and the number of neurons in each 
layer depend on the type of data, complexity of the problem, correlations between input and output, 
and desired accuracy of model simulations, which are typically determined by trial and error 
(Barzegar et al., 2016; Du and Swamy, 2013). Assigned weights to each neuron input denote the 
influence of preceding neurons and are determined during the learning process. The Levenberg–
Marquardt (LM) algorithm is a fast and reliable second-order nonlinear optimization technique, 
extensively used for training of MLPs (Du and Swamy, 2013).  
This study employed an MLP ANN for estimating water quality constituents and trained the 
network based on the LM algorithm. Three steps of supervised training, validation, and testing 
were performed to develop and tune the ANNs. Supervised training with the LM algorithm used 
65% of the available input data to determine weights and biases of neurons in each layer. 
Validation was performed using 15% of data to tune the system and minimize overfitting. The 
remaining 20% of data were used to test the ANNs. Results from a range of ANN configurations 
and multiple runs showed that an MLP containing 10 and 16 neurons in the first and second hidden 
layers, respectively, best estimated the water quality profiles. A hyperbolic tangent-sigmoid 
(tansig) transfer function was used for all neurons, except for the neuron in the output layer in 




2.6. Pre-processing in input data 
Computations in this study were based on the USGS six-hour vertical water quality profiles 
measured over 5 m intervals at the Sentinel Island platform (Fig. 1). To be consistent with these 
profiles, six-hourly averaged meteorological data and six-hourly averaged heat fluxes were 
computed. Time series data for all individual model inputs were normalized between -1 and 1, 







            (10) 
where xn,i is the normalized ith value, xi is the original value, and xmin and xmax are the minimum 
and maximum values of the time series, respectively. 
A piecewise-cubic-Hermite-interpolating-polynomial (PCHIP) was used to interpolate the 
water temperature, conductivity, and DO profile data measured at the Sentinel Island platform with 
5 m vertical intervals to generate profiles with 2.5 m and 1 m intervals. This interpolation 
polynomial preserves the shape of the profiles and maintains monotonicity, and does not produce 
local extrema between the original points (Moler, 2004). Therefore, this interpolation technique 
significantly reduces the errors between the approximation and the original data, particularly 
around the thermocline where typically a noticeable change in mixing and consequently a change 
in the shape of vertical profiles are observed. 
2.7. Input selection and estimation methods 
Seven different methods were used to estimate temperature, conductivity, and DO profiles. 




relative humidity, air temperature, and wind speed to the ANN, and estimated the target responses 
(i.e., temperature, conductivity, and DO profiles) at 5 m intervals from the surface to 100 m depth.  
Method 2 introduced normalized data of net shortwave radiation, net longwave radiation, 
sensible heat, evaporation, six-hourly averaged wind speed, and six-hourly averaged wind speed 
with one step delay (six-hourly averaged wind speed at t – 6 hours) to the ANN, and estimated 
target profiles at 5 m interval from the surface to 100 m depth. 
Method 3 was similar to Method 2, but and also incorporated values of water temperature, 
conductivity, and DO at the water surface as additional inputs to the ANN and estimated 
temperature, conductivity and DO profiles at 5 m intervals, respectively.  
Method 4 used Method 3 data inputs, but before introducing the inputs to the ANN, all input 
data were subjected to four successive levels of SWT decomposition to extract effective SWT 
components (i.e., the fourth-level approximation, and the first, the second, the third, and the fourth 
level detail components) from each input data (Fig. 2a). Extraction and reconstruction of effective 
components were performed by introducing approximation and detail coefficients obtained from 
the SWT decomposition to an inverse SWT function while substituting zero instead of detail or 
approximation coefficients to obtain effective approximation or detail components, respectively. 
The effective SWT components then were normalized and introduced to the ANN to estimate the 









Fig. 2. (a) Four successive levels of SWT decomposition to extract the effective approximation and detail 
components used in Methods 4, 5, 6, 7 and (b) algorithm used to estimate targets (water temperature, 
conductivity, and dissolved oxygen profiles) in Methods 5, 6, and 7. 
 
 
Method 5 estimated target profiles in a progressive depth approach with a depth interval Δz = 
5 (Fig. 2b). In the first step, Method 5 used the same inputs used in Method 4 at the water surface 
(depth z = 0) and estimated the targets at a depth of z + Δz, where Δz = 5 m.  In the next step, 
Method 5 performed four successive levels of SWT decomposition and extracted the effective 
SWT components of the estimated targets (Fig. 2a). The effective SWT components of the 




of net shortwave radiation, net longwave radiation, sensible heat, evaporation, wind speed, and 
wind speed with a six-hour lag, were re-introduced to the ANN to estimate the target values at a 
depth of z + 2 Δz. Method 5 repeated the progressive estimation of targets with a depth increment 
of Δz = 5 m until it completed the estimation of target profiles with 5 m intervals for the entire 
water column. Figure 2b shows the data processing flowchart for this method. 
Methods 6 and 7 were identical to Method 5, but with Δz’s of 2.5 m and 1 m, respectively (Fig. 
2b). Methods 6 and 7 used a PCHIP interpolation to generate profiles with depth intervals of 2.5 
m and 1 m, respectively, for training the ANN.  
2.8. Method performance assessment 
Performance of each method for estimating water quality profiles was evaluated using 
coefficient determination (R2), root mean square error (RMSE) and relative error (RE). 
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where and yi,m and yi,e are measured and estimated values, respectively, n is the number of data, 
and e and m are mean values of yi,e and yi,m, respectively. Due to the large number of data points 
(5,264) in the temperature, conductivity, and DO data sets at each depth, all computed R2 values 
were statistically significant (by Student’s t-test) to very small probability values with the largest  
p-value << 0.001 and with very narrow 95% confidence limits on the values of R2 after using 
Fisher’s z-transformation. 
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           (12) 
Ranges of variations for temperature, conductivity, and DO were different. In addition, each 
water quality constituent might have different variation ranges at different depths. Hence, this 
study also used percent relative error, RE (%) to evaluate the performance of each method for 






          (13) 
where, ym and ye are measured and estimated values, respectively. 
3. Results and discussion 
 3.1. Interactions between water body and atmosphere 
Figs. 3a, 3b, 3c, and 3d, show different surface heat fluxes, and Fig. 3e shows wind speeds 
during the study period. Heat gain by solar shortwave radiation (Fig. 3a) is manifested as positive 
heat fluxes, with the largest and smallest intensities during the summer and winter, respectively. 
Heat flux via longwave radiation (Fig. 3b) was typically negative, with some sporadic positive 
fluxes during hot summer days. During the winter, when air temperature was noticeably colder 
than the water temperature, longwave radiation was the main heat loss mechanism. Sensible heat 
(Fig. 3c) fluctuated between positive and negative values with the greatest and least fluxes during 
the winter and summer, respectively. The latent heat flux (evaporation) was generally a heat loss 
mechanism with greater losses during summer nights, promoting mixing in the SML due to diurnal 




The average annual wind speed was 4 m s-1 and the highest wind speeds typically observed during 
the spring.  
Fig. 3f shows the reconstructed 4th level approximation of six-hourly averaged net shortwave 
radiation (Fig. 3a). Similar to other heat fluxes, shortwave radiation intensity demonstrates diurnal 
and seasonal variations, as well as abrupt changes due to meteorological conditions, resulting in 
large fluctuations. For example, diurnal fluctuations can result in a rapid change in the intensity of 
six-hourly averaged shortwave radiation from 600 W m-2 during the daytime to zero during the 
nighttime (see Fig. S1 in Supporting Information). Decomposing the shortwave radiation data to 
its effective SWT components reveals its response to different environmental factors. The 4th level 
approximation (Fig. 3f) shows the general trend, whereas the 1st (Fig. 3g) and 2nd (Fig. 3h) level 
details each show combinations of diurnal and seasonal fluctuations. The 3rd and 4th levels of detail 
(Fig. 3i and 3j) reflect the abrupt changes in the shortwave radiation intensity, possibly resulting 








Fig. 3. Six hourly-averaged fluxes of (a) net shortwave radiation (SWnet), (b) net longwave radiation (LWnet), 
(c) sensible heat (Hs), (d) latent heat (HL), and (e) wind speed. Figs. (f) through (j) in the dashed red square 
show the effective SWT components of six-hourly averaged net shortwave radiation flux including (f) 4th 







Fig. 3. Six hourly-averaged fluxes of (a) net shortwave radiation (SWnet), (b) net longwave 
radiation (LWnet), (c) sensible heat (Hs), (d) latent heat (HL), and (e) wind speed. Figs. (f) through 
(j) in the dashed red square show the effective SWT components of six-hourly averaged net 
shortwave radiation flux including (f) 4th level approximation, (g) 1st level detail, (h) 2nd level 
detail, (i) 3rd level detail, and (j) 4th level detail.   
 3.2. Performance of different methods 
Figure 4 compares the performance of the Methods 1 through Method 7, plotting the accuracy 
of the estimations for 44 months, as either RMSE (Fig. 4a, 4c, and 4e) for each estimated 
constituent vs. depth, or as R2 vs. depth (Fig. 4b, 4d, and 4f). RMSE progressively declined, and 
the R2 progressively increased from Method 1 through Method 7 for the temperature, conductivity, 
and DO estimations (Fig. 4). Methods 5, 6 and 7 generally generated much smaller RMSE and 
greater R2 values than Methods 1 through 4. 
Since thermal energy gains and losses in water bodies are functions of heat fluxes (Martin & 
McCutcheon, 1999), use of heat fluxes as inputs (Method 2) instead of unprocessed data such as 
air pressure, relative humidity, and air temperature (Method 1) improved the accuracy of Method 
2 estimates for all three target parameters, particularly in the top 60 m of the water column (Fig. 
4). Water density affects the mixing within the lake, and density also varies with water temperature. 
Hence, temperature and DO profiles are more sensitive to wind-driven and heat convection-driven 
mixing. Therefore, R2 between estimated and measured temperature and DO values in the upper 




2 RMSE of these target parameter estimates also significantly decreased in the upper 40 m of the 










Fig. 4. Performance evaluation of seven different methods using RMSE and R2 for estimating water 
temperature (a, b), conductivity (c, d), and DO (e, f) at different depths. Figure insets in a, b, c, d, and f 







Method 3 which used temperature, conductivity, and DO at the water surface as additional 
inputs to Method 2, improved the estimations of all three targets. Using the effective SWT 
decomposed components in Method 4 to train the ANN instead of the raw heat fluxes and wind 
speeds used in Method 3, resulted in significant improvements in estimation of all three targets, 
particularly water temperature and DO. These improvements were more conspicuous in deep water 
layers.  
Methods 1, 2, 3, and 4 showed increasing error with depth for temperature and DO (Fig. 4b 
and 4f). The R2 values decreased considerably with depth for Methods 1, 2, and 3, and decreased 
moderately for Method 4 (Fig. 4d).  
Figs. 5, 6, and 7 compare the differences among temperature, conductivity, and DO 
fluctuations at 10 m and 80 m depths for Methods 4, 5, 6 and 7. As Methods 1, 2, 3, and 4 estimated 
the temperature, conductivity, and DO values at all depths based on the input values obtained at 
the water surface, these methods could not accurately estimate the target values in deep water 
layers. Considering Method 4 as the best modeling approach among Methods 1, 2, 3, 4, this method 
was able to satisfactorily estimate the values of temperature (Fig. 5a), conductivity (Fig. 6a), and 
DO (Fig. 7a) at 10 m depth. The reason is that the fluctuations for all three targets at 10 m depth 
were similar to fluctuations at the water surface, thus Method 4 could produce accurate 
temperature, conductivity and DO estimates with high R2 values at 10 m depth (Figs. 5b, 6b, and 
7b). However, because fluctuation patterns at 80 m are different from fluctuations at the water 
surface, Model 4 estimation accuracy noticeably decreased at 80 m (Figs. 5f and 5g, 6f and 6g, 




In contrast, Methods 5, 6, and 7 used a progressive depth approach to reduce estimation errors 
at deeper waters. These models used known values of water temperature, conductivity, and DO at 
the surface to estimate values of those constituents at the first depth interval (Δz) below the water 
surface. They then used the estimated values at Δz as “known” values to estimate the values at a 
depth of 2Δz. This progressive depth approach continued to the bottom of the water column. 
Methods 5, 6, and 7 used Δz steps of 5 m, 2.5 m, and 1 m, respectively. The progressive depth 
approach allowed Methods 5, 6, and 7 to capture gradual water quality variations through the water 
column and, thus, generate significantly more accurate results for depths > 40 m (insets in Fig. 4).  
As seen from Figs. 5, 6, and 7, Methods 5, 6, and 7, particularly Method 7 with small Δz values, 
could capture even small temperature, conductivity, and DO fluctuations at 80 m depth. This 
performance improvement is reflected in high R2 values obtained by Methods 5, 6, and 7 in deep 







Fig. 5. Comparisons of measured and estimated temperatures at depths of (a) 10 m and (f) 80 m, R2 at 10 
m depth among measured and estimated temperatures using Methods 4 (b), 5 (c), 6 (d), and 7 (e),  and R2 







Fig. 6. Comparisons of measured and estimated conductivities at depths of (a) 10 m and (f) 80 m, R2 at 10 
m depth among measured and estimated conductivities using Methods 4 (b), 5 (c), 6 (d), and 7 (e), and R2 












Fig. 7. Comparisons of measured and estimated dissolved oxygen (DO) concentrations at depths of (a) 10 
m and (f) 80 m, R2 at 10 m depth among measured and estimated DO concentrations using Methods 4 (b), 
5 (c), 6 (d), and 7 (e), and R2 at 80 m depth among measured and estimated DO concentrations using 
Methods 4 (g), 5 (h), 6 (i), and 7 (j). 
 
 
Table 1 compares the water column average RMSE, R2, and RE (%) obtained for each method. 
Use of fluxes (Method 2) instead of unprocessed meteorological data (Method 1) significantly 
improved temperature and DO estimations, while no significant improvement was observed for 
conductivity. However, using water conductivity at the surface as an additional input in Method 3 







Table 1. Performance comparison of different methodsa. 
Method 














1 1.04 0.453 5.10 29.91 0.108 2.69 0.61 0.460 6.00 
2 0.71 0.589 3.56 29.50 0.115 2.59 0.46 0.742 4.52 
3 0.43 0.700 2.15 12.41 0.822 0.97 0.37 0.790 3.51 
4 0.24 0.887 1.17 7.30 0.934 0.55 0.20 0.938 1.90 
5 0.17 0.970 0.76 4.43 0.976 0.38 0.12 0.979 1.02 
6 0.15 0.981 0.71 3.96 0.980 0.30 0.09 0.987 0.85 
7 0.12 0.988 0.52 2.86 0.990 0.22 0.07 0.992 0.62 
aReported values are averages over the entire water column during the study period. 
 
 
Incorporation of SWT decomposition (Method 4) and progressive depth correction algorithms 
(Methods 5, 6, and 7) enhanced the accuracy of estimates for all three water quality constituents. 
Relative errors of conductivity estimates were generally smaller compared to water temperature 
and DO estimates. The reason could be due to the higher sensitivities of water temperature and 
DO concentration in response to mixing and interaction with the atmosphere. 
 3.3. Analysis of Errors 
Comparison of Fig. 5a with 5f, 6a with 6f, and 7a with 7f shows that the ranges of six-hourly 
variations of temperature, conductivity, and DO in deep water (80 m) were smaller than near the 




°C and 28.5 °C, while the temperature range at 80 m was between 11.2 °C and 12.9 °C. Hence, 
use of a normalized measure errors such as RE (%) could better evaluate model performance at 
different depths. As shown in Section 3.2, Method 7 exhibited the best performance (smallest RE) 
in estimating temperature, conductivity, and DO. Therefore, Method 7’s results were used to 
analyze errors at different depths.  
Figs. 8a, 8c, and 8e show typical measured and Method 7 estimated winter and summer 
temperature, conductivity, and DO depth profiles. Figs. 8b, 8d, and 8f show the corresponding 







Fig. 8. Measured values, Method 7 estimated values, and associated relative errors for water temperature 
(a, b), conductivity (c, d) and dissolved oxygen (DO) (e, f), respectively, for typical winter (January 15, 








Fig. 8 shows that Method 7 relative errors were typically small (< 0.5%) for the summer 
temperature profile in epilimnetic waters (top 12 m). Summer relative errors were largest (up to 
3.3%) in metalimnetic waters (15-60 m) with large temperature gradients. Summer relative errors 
were the smallest (< 0.5%) in deep hypolimnetic waters (depth > 65 m).  
A similar pattern occurred for relative errors for the winter temperature profiles. Relative 
errors were small (< 0.5% ) in the deepened epilimnion (top 50 m of the water column, Saber et 
al., 2018). Relative errors increased to about 0.75% in the metalimnion (50-65 m), and were 
small (no more than 0.25%) in the more quiescent hypolimnion layers.  
Overall, changes in the depths of epilimnion, metalimnion, and hypolimnion over Lake Mead’s 
annual cycle affected the magnitude and distribution of relative errors. Fig. 9 shows daily averaged 
water temperatures over 44 months (Fig. 9a) as well as Method 7 estimates (Fig. 9b), and the 







Fig. 9. Daily averaged (a) measured water temperatures, (b) estimated water temperatures by Method 7, 
and (c) relative error of Method 7 estimates at different depths during May 2011 to January 2014. 
 
 
As seen in Fig. 9(b), Method 7 water column temperature estimates closely tracked measured 
temperature variations (Figure 9a) over the 44-month period. The average RE of the water 
temperature estimates during May 2011 to January 2014 was 0.52% (Table 1). Daily averaged 
relative errors were generally small, with the greatest values (0.6-1.0%) occurring in mid-water 
between depths of 20 m and 60 m. When seasonal SML deepening occurred as the lake turned 





Fig. 10 shows daily averaged measured conductivities over 44 months (Fig. 10a), Method 7 
estimates (Fig. 10b), and the distribution of RE (%) (Fig. 10c) in the water column. Estimated 
conductivities (Fig. 10b) closely tracked measured values. Conductivity values in epilimnetic and 
metalimnetic waters tended to be larger when the lake was stratified (Figs. 8c and 10a) likely due 
to the influence of more conductive Las Vegas Wash discharge into Lake Mead (LaBounty and 
Burns, 2005). Changes in mixing mode from well-mixed in the epilimnion to hindered conditions 
in the metalimnion and then to quiescent conditions in the hypolimnion produced different 




Fig. 10. Daily averaged (a) measured conductivities, (b) estimated conductivities by Method 7, and (c) 







Although Method 7 used target conductivity values at a depth of z to estimate the conductivity 
at a depth of z + Δz, this method could not capture all abrupt changes in the measured data. Thus, 
greater relative errors of 0.4% to 0.7% occurred near the epilimnion-metalimnion and 
metalimnion-hypolimnion boundaries (Fig. 8d). This fact is also reflected in Fig. 10c where RE 
(%)  (yellow zones) generally followed the trend of thermocline depth [see Saber et al., (2018) for 
more details]. Effects of SML deepening and winter turnover increased the depth of occurrence of 
the larger relative errors.  
Fig. 11 shows effects of seasonal variations on measured and estimated DO. Various factors, 
including wind shear, mixing associated with winter overturn, biological activity, and water 
temperature affect the solubility of oxygen in water and thus can influence DO profiles. Hence, as 
Figs. 8e and 11a show, DO exhibited greater variations over the annual cycle than did either water 







Fig. 11. Daily averaged (a) measured dissolved oxygen (DO) concentrations, (b) estimated DO 
concentrations by Method 7, and (c) relative error of Method 7 estimates at different depths during May 
2011 to January 2014. 
 
 
The 8.7 mg L-1 DO above the thermocline in the summer DO profile (Fig. 8e), likely due to 
turbulent mixing and algal photosynthesis, followed by a sudden drop in DO concentration in 
metalimnion due to density stratification, and hindered transfer of oxygen to lower water layers 
resulted in large relative error of daily averaged estimates in metalimnion (up to 1.4%) for summer 
DO concentration estimates (Fig. 8f). Sudden DO increases in the metalimnion at the start of winter 
turnover (transition from blue to yellow in Fig. 11a), also contributed to large relative errors at 





30 m and 50 m during September and November also generated large relative error zones (light 
green zones) in Fig. 11c.  
Fig. 11c also shows that the depths of the largest daily averaged relative errors (typically 0.8-
1.2%) for Method 7 DO estimates varied seasonally, being generally shallow in May to September 
(20-45 m) and deeper (60-100 m) in January to February. Nevertheless, Figs. 11b and 11c show 
that Method 7 successfully captured overall DO fluctuations over the study period.   
4. Conclusions and recommendations 
This study demonstrates a new ANN-based method conjugated with SWT to estimate water 
temperature, conductivity, and DO profiles based on environmental data measured at the water 
surface. Results showed that incorporating parameters affecting vertical mixing in water bodies as 
part of the computational process can increase the accuracy of estimates over the entire water 
column. Specifying heat fluxes as model inputs (Method 2) instead of air pressure, air temperature, 
and relative humidity (Method 1) improved accuracy of estimates, particularly in the upper 40 m 
of the water column. Using surface-measured values of water temperature, conductivity, and DO 
as model inputs (Method 3), and incorporating SWT to extract the effective wavelet components 
from the input data (Method 4) considerably improved the accuracy of estimates. Due to 
stratification effects on the vertical mixing of the water column, and changes in fluctuations of 
water quality constituents in deep waters compared to the surface layers, R2 decreased with 
increasing depth for Methods 1, 2, 3, and 4. Using values of estimated water quality constituents 
at a specific depth to estimate the values water quality constituents in deeper layers in Methods 5, 
6, 7, increased the accuracy of estimates throughout the water column. 
Higher sensitivities of water temperature and DO in response to interactions with the 




temperature and DO compared to conductivity. Abrupt changes in mixing intensity of the water 
column, such as significant decreases from the epilimnion to metalimnion and, on a smaller scale 
from metalimnion to hypolimnion, resulted in relatively larger errors in these zones compared to 
other parts of the water column. 
The purpose of this study was to estimate water temperature, conductivity, and DO profiles 
using simultaneously occurring environmental data measured at the water surface. Additional data-
driven studies on forecasting water quality profiles in the future, for example forecasting water 
quality profiles during the next annual cycle, could also substantially benefit management 
professionals to help them forecast the quality of their lakes. 
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Abstract 
Forecasting water quality in inland waters can improve management practices to protect water 
resources. This study proposes a novel data-driven framework to forecast water quality profiles 
over long time periods in Boulder Basin of Lake Mead, a deep monomictic subtropical lake. 
Hourly meteorological data were used to estimate lake-atmosphere heat exchange. Heat fluxes 
combined with 6-hourly measured water quality profiles up to 106 m depth were used to train six 
different artificial neural networks to forecast water temperature, dissolved oxygen, and 
conductivity profiles up to 240 days ahead. A model incorporating heat fluxes, winds, and 
stationary wavelet decomposition generated correlation coefficients > 0.88 and relative errors < 
4% throughout the water column for up to 240-day ahead forecasts. Internal wave motions at the 
thermocline resulted in larger relative errors of forecasts in the metalimnion compared to other 




larger forecast errors compared to conductivity. An auto-covariance method successfully 
determined appropriate forecasting lead times at different depths, improving forecast accuracies. 
Keywords: Water quality forecast; Data-driven modeling; Lake Mead; Artificial intelligence; 
Auto-covariance; Partial auto-correlation; Surface heat flux; Wind-driven mixing; Machine 
learning 
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1. Introduction 
Variations in dissolved oxygen (DO) concentration and water temperature substantially 
influence microorganisms and aquatic life in lacustrine systems (Kirf et al., 2015). Atmospheric 
interactions influence water column vertical diffusivities that consequently affect DO 
concentrations and water temperatures at different depths (MacIntyre et al., 1999). 
Thermal stratification occurs in many water bodies during summer months. Vertical mixing is 
typically limited to the top warm epilimnetic layers during stratification when the water column is 
most stable (Bouffard et al., 2014). Heat loss during cold fall and winter months gradually degrades 
water column stability, and combined with wind-driven mixing, increases vertical diffusivities in 
the water column (Kreling et al., 2014; Pernica et al., 2014). Increased vertical diffusivities during 
winter turnover result in homogeneous distributions of water quality constituents within the water 





Regular water quality monitoring is required to identify water quality trends in lakes and 
freshwater reservoirs to avoid unexpected conditions (Costelloe et al., 2009; Lee et al., 2012). 
Reliable forecasts of water quality fluctuations in lakes and reservoirs are essential for sustainable 
water management. 
Process-based hydrodynamic models approximate different physical and chemical processes 
in water bodies in order to simulate water quality parameters over time (Razmi et al., 2013; 
Sadeghian et al., 2018). These models require various inputs such as wind speed, solar radiation, 
precipitation, bathymetry, inflow and outflow rates, and need extensive calibration and model 
adjustments to render accurate results for a specific water body (Hodges et al., 2000; Marti et al., 
2011; Razmi et al., 2014). Statistical and data-driven models are viable alternatives that can predict 
non-linear behavior of water quality parameters (Maier and Dandy, 2000). These models use 
mathematical and statistical methods to develop a relationship between the model inputs and 
outputs (Maier and Dandy, 2000). Hence, data-driven models are able to forecast the future values 
of water quality constituents in a water body based on a history of water quality data (Palani et al., 
2008), but without using bathymetry, precipitation, inflow rates, outflow rates, and other 
parameters typically required in process-based hydrodynamic water quality models.  
In recent years, a number of data-driven studies based on various approaches, including partial 
least squares (PLS), multilinear regression (MLR), support vector regression (SVR), artificial 
neural networks (ANNs), and neuro-fuzzy systems have been used to estimate different water 
quality parameters in lakes and reservoirs (Li et al., 2014; Maier et al., 2010; Nourani and 
Partoviyan, 2018). Liu and Chen (2012) used solar radiation, air pressure, relative humidity, soil 
temperature, air temperature, wind speed, and wind direction as model inputs in four different 




which has a maximum depth of 4.5 m. They reported increasing prediction errors with increasing 
depth. Samadianfard et al. (2016) used the same model inputs to estimate water temperature at 
depths of 0, 1, 2, and 3 m in the same lake (Yuan-Yang Lake, Taiwan) using adaptive neuro-fuzzy 
inference system (ANFIS), ANN, and gene expression programming (GEP) models. Their results 
showed that GEP and ANN models yielded more accurate results than the ANFIS model. Ranković 
et al. (2010) used a feed-forward neural network (FNN) system to estimate simultaneously-
occurring DO concentrations in Gruza Reservoir, Serbia, based on pH, water temperature, 
chloride, total phosphate, nitrites, nitrates, ammonia, iron, manganese, and electrical conductivity 
as model inputs. Chen and Liu (2014) employed two ANN models as well as neuro-fuzzy and 
MLR models to estimate DO concentrations in Feitsui Reservoir, Taiwan, based on water 
temperature, pH, conductivity, COD, turbidity, suspended solids, total hardness, total alkalinity, 
chlorophyll-a (chl-a), total phosphorus, ammonia-nitrogen, and nitrate-nitrogen as model inputs. 
Karakaya et al. (2013) considered water temperature, conductivity, DO, and chl-a obtained from a 
depth of 1.5 m, and temporal variables including, minute, hour, day, and month as model inputs in 
a combined multiple nonlinear regression and ANN model to estimate chl-a, and DO in Lake 
Abant, Turkey.  
 Lee et al. (2003) used ten model inputs (solar radiation, total inorganic nitrogen, lagged 
values of chl-a, PO43-, DO, Secchi depth, water temperature, precipitation, wind speed, and tidal 
range) for a 7-day ahead forecast of chl-a in Hong Kong’s coastal waters. Their best modeling 
approach resulted in a correlation coefficient of R ≈ 1. Chan et al. (2007) considered 
physicochemical inputs including water temperature, Secchi depth, precipitation, pH, DO, NO3-
/PO43- ratio, NO3-, PO43-, chl-a, and biological data including concentrations of Microcystis spp. 




evolutionary algorithm systems, and forecasted 3-day ahead microcystin concentrations (R2 = 
0.74) in Lake Suwa, a shallow hypertrophic lake in Japan. Palani et al. (2008) forecasted 1-week 
and 2-week ahead (1-step and 2-step ahead, respectively) temperature, salinity, DO, and chl-a 
based on weekly measured data at the entrance to the East Johor Strait, Singapore. Xiao et al. 
(2017) used an ANN and a combined wavelet analysis and ANN system (WANN) to forecast up 
to 3-day ahead cyanobacterial cell densities based on historical measurements in Siling Reservoir, 
China, and Lake Winnebago, Wisconsin, United States. They obtained more accurate results using 
the WANN than the ANN system.  
 Except for the studies by Samadianfard et al. (2016) and Liu and Chen (2012) that 
estimated water temperatures at 1 - 3 m depths in a shallow lake, no other data-driven-based studies 
have to date been identified in the literature that evaluate the accuracy of water quality predictions 
across a large depth range in deep lakes. Mixing processes at different depths in lacustrine systems, 
particularly deep lakes, are significantly different from those in shallow lakes. During 
stratification, turbulent kinetic energy (TKE) generated from surface heat loss and wind stress can 
produce noticeably greater vertical diffusivities in the top 10 to 15 m of the water column of deep 
lakes compared to deeper metalimnetic and hypolimnetic layers. Available TKE during cold winter 
days can result in vertical diffusivities of 1.5 orders of magnitude greater than summer values in 
the top 60 - 70 m of the water column (Saber et al., 2018).    
To the best knowledge of the authors, this is the first study that attempts to forecast both short-
term and long-term water quality variations at different depths in a deep water body using a data-
driven model. The current study proposes a novel framework to forecast (up to 960 steps ahead) 
water temperature, DO, and conductivity values at different depths (up to 101 m) in Boulder Basin, 




data are used to compute the surface heat fluxes, and combined with water quality profiles 
measured every 6 hours over a 5.5-year period, are used to train six different ANN-based modeling 
systems. Effects of limnological parameters influencing the mixing of water quality profiles at 
different depths are separately investigated using the different ANN modeling systems. A method 
for determining the appropriate step-ahead forecasting lead times for water quality constituents is 
also presented. The data-driven framework used in this study uses the parameters affecting vertical 
mixing in the water body and measurement history of water quality constituents as input data for 
forecasting the long-term variations of water quality constituents. As this framework does not 
consider the interactions between nutrients and biogeochemical processes, large DO variations due 
to unexpected events significantly affecting the trophic state of the lake, may not be accurately 
forecasted by the current framework. 
2. Methodology 
2.1. Study area and data collection 
This study focuses on water quality within Boulder Basin, the most downstream basin of Lake 
Mead, with depths up to 140 m (Fig. 1). The longest fetch length in this basin is about 15.5 km. 
Lake Mead is located in a hot and semi-arid climate with an average air temperature of 22.7 °C 
during the 5.5-year study period (May 2011 – October 2016). Lake Mead is a monomictic 
subtropical lake with water temperatures, DO concentrations, and conductivities typically ranging 
between 11 °C - 30 °C, 3.2 mg L-1 - 11.2 mg L-1, and 850 μS cm-1 - 1150 μS cm-1, respectively, in 







Fig. 1. Aerial photo of the study area, Boulder Basin, the most downstream basin of Lake Mead and location 
of monitoring stations CR346.6 (36º03′43.8″ N, 114º44′ 27.6″ W), BB3 (36º04′17.4″ N, 114º46′59.4″ W), 
CR350 (36º05′54.62″ N, 114º43′32.4″ W), and Sentinel Island Platform (36°02′46″ N, 114°44′30″ W). 
 
 
The United States Geological Survey (USGS) operated a meteorological station at the Sentinel 
Island Platform (36°02′46″ N, 114°44′30″ W) during the study period measuring hourly values of 
wind speed, relative humidity, air temperature, and air pressure. The USGS also measured water 
temperature, DO, and electrical conductivity profiles using from the water surface to the lake 
bottom (106 - 116 m, depending on lake’s water level) at 5 m intervals every 6 hours during the 
study period. The water quality measurements were conducted using a multiparameter profiler 
(YSI, USA) equipped with an automated winch. 
Meteorological and water quality data measured at the Sentinel Island Platform were used as 
the basis of computations in this study. Hourly solar shortwave radiation and associated solar 
zenith angle data were obtained from McCarran Airport weather station, located in Las Vegas 30 




Water temperature, DO, and conductivity profiles were also measured in Boulder Basin biweekly 
to monthly by the Southern Nevada Water Authority (SNWA) during the study period at three 
other stations: CR346.6 (36º03′43.8″ N, 114º44′ 27.6″ W), BB3 (36º04′17.4″ N, 114º46′59.4″ W) 
and CR350 (36º05′54.62″ N, 114º43′32.4″ W). Analysis of water quality measurements at the three 
SNWA’s stations indicated that horizontal differences in water quality profiles throughout Boulder 
Basin were typically less than 9%. Thus, we assumed that profiles measured at the Sentinel Island 
Platform were representative of the entire basin. Table S1 in supplementary information 
summarizes the list of sensors used for data collection. Veley and Moran (2012) provide more 
details regarding data collection methods and the equipment used at the Sentinel Island Platform. 
2.2. General modeling approach 
This work uses a data-driven model comprising stationary wavelet transform (SWT) and 
artificial neural network (ANN) for forecasting water temperature, DO, and conductivity profiles. 
As vertical mixing processes in a water body can significantly affect the water quality profiles, we 
first briefly introduce these processes and explain the related parameters that need to be used as 
model inputs in the data-driven systems. Next, SWT and ANN are introduced, and effective lags 
in the time series of water quality constituents that could benefit the forecasting systems are 
explained. In the next step, different modeling approaches including ANN models and coupled 
SWT-ANN models used for forecasting water quality profiles are introduced, and at the end, 
performance evaluation of different models are explained. Due to the greater importance of water 
temperature and DO compared to conductivity, this manuscript focuses on these two water quality 





2.3. Vertical mixing in deep water bodies 
Wind stress and surface heat loss are usually the primary external energy sources for vertical 
mixing in lakes and reservoirs. Heat exchanges at the water surface stem from both radiative heat 
fluxes, consisting of solar shortwave radiation, atmospheric longwave radiation, and reflected 
longwave radiation from the lake, and non-radiative heat fluxes comprised of sensible heat (Hs) 
and evaporation or latent heat (Hl) (Fischer et al., 1979). Net shortwave radiation (SWn) was 
computed by subtracting the reflected shortwave radiation at the water surface from the total 
incident radiation. Net longwave radiation (LWn) was computed by subtracting the lake water’s 
longwave back radiation from the atmospheric longwave radiation. Methods used to calculate heat 
fluxes are summarized in Table S2 in Supplementary Information. Details regarding diurnal and 
seasonal variations of heat fluxes in Boulder Basin can be found in Saber et al. (2018). The TKE 
introduced by wind and surface cooling results in the formation of a surface mixed layer (SML) in 
epilimnetic waters. A portion of TKE in the SML leaks to the layer below the SML and, combined 
with internally produced shear stress, results in turbulence in lower quiescent layers and SML 
deepening (Fischer et al., 1979).  
Strong wind shear stress can tilt the thermocline, causing surface waters to move in the wind 
direction and an internal response in the form of low-frequency seiches. Generally, it takes half of 
the fundamental oscillation period (Ti/2) for the first horizontal mode (H1) seiche to travel the 









where L (m) is the fetch length and c (m s-1) is the celerity of the first horizontal mode seiche. The 
horizontal celerity of V1H1 seiche at the thermocline’s density discontinuity for a simplified two-





           (2) 
where g (m s-2) is gravitational acceleration, h1 and h2 (m) are depths of the top and bottom layers 
respectively, Δρ (kg m-3) is the density difference between the two layers, and ρ (kg m-3) is the 
average density of the water column.  
Maximum shear generation for V1H1 seiche occurs at 1/4 of the oscillation period (Ti/4). A 
substantial decay occurs when the internal waves reach the other side of the lake (Ti/2). Therefore, 
the shear induced by internal waves increases turbulence across the thermocline. This process 
contributes the wind-induced TKE over a longer time than the wind itself (Bouffard et al., 2014, 
2012; Valipour et al., 2015). 
Imberger and Patterson (1981) suggested an effective cutoff time of 1.59Ti/4 for shear 
production. For Boulder Basin, this value resulted in an average cutoff time of about 6 hr during 
the study period. This result shows that wind speeds recorded the previous 6 hr need to be 
considered in the modeling system to accurately forecast water quality profiles in Boulder Basin.  
 A rapid temperature decrease across the thermocline would result in a sign change for 
d2T/dz2 within the profile from negative below the SML to positive above the hypolimnion. The 
SML depth in each temperature profile was estimated by locating the depth at which the minimum 
value of d2T/dz2 occurred. Details regarding quantification of turbulence in the water column, 





2.4. Wavelet decomposition 
Wavelet transform (WT) is a mathematical tool that decomposes a signal in both the frequency 
and time domains and, thus, overcomes the limitations of Fourier Transform for analysis of non-
stationary time series (Sundararajan, 2016). WT is not limited to trigonometric functions and is 
flexible to use an arbitrary function (known as mother wavelet functions) that best matches the 
characteristics of the investigated time period. A continuous wavelet transform (CWT) of time 
series x(t) can be expressed as (Nourani and Partoviyan, 2018): 
*1{ ( ); , } ( )t bCWT x t a b x t dt
aa
            (3) 
where, a is the dilation factor, b is a variable that controls the temporal translation of the mother 
wavelet function Ψ(t), and “*” sign denotes the complex conjugate of Ψ(t). 
As both water quality and meteorological data in this study were in forms of discrete 
measurements over time, a discrete wavelet decomposition was used to decompose heat fluxes, 
wind speed, and lagged temperature, DO, and conductivity time series. Similarly, a discrete 











DWT i n x                (4) 
where m and n are positive integers that respectively control the dilation and translation of a 
discrete mother wavelet function. DWT is usually based on dyadic (powers of 2) scales and 
positions. DWT is performed by passing the signal through low-pass and high-pass filters, 
followed by downsampling by a factor of two to obtain low frequency (approximation) and high 




original signal, whereas the detail component reflects rapid local variations in time series 
(Sundararajan, 2016). Signal downsampling in DWT results in reduced lengths of time series after 
each decomposition step.  
 A stationary wavelet transform (SWT) can resolve the downsampling issue in DWT 
(Sundararajan, 2016). SWT is identical to the DWT with the same high- and low-pass filters, but 
without downsampling. In fact, SWT is an inherently redundant scheme, in which upsampling is 
performed by inserting zeros between filter taps before the filter convolutions (Sundararajan, 
2016). Hence, SWT approximation and detail components have the same lengths as the original 
time series. Preliminary experiments using Lake Mead data with different wavelet functions 
showed that SWT using the dmey (discrete approximation of Meyer wavelet) function could 
successfully separate approximation and detail components. Shoaib et al., (2015) and Nourani et 
al. (2009a) also obtained successful decomposition time series using the dmey wavelet function.  
Input time series signals were subjected to four consecutive levels of wavelet decompositions. 
The 4th level approximation component along with the 1st, 2nd, 3rd, and 4th decomposition level 
details were considered as effective decomposition components (see Fig. S1 in Supplementary 
Information). While the 4th level approximation component revealed the overall low-frequency 
trend of the time series, the 1st and 2nd detail decomposition levels reflected combined diurnal and 
seasonal fluctuations. The 3rd and 4th detail decomposition levels showed abrupt changes in the 
behavior of the original time series which could possibly stem from extreme meteorological 
conditions.  
 To separate effective components, after each SWT decomposition stage, coefficients of 




function. To obtain the reconstructed approximation or detail components, zero matrices of the 
same size were substituted instead of detail or approximation coefficients, respectively. 
2.5. Model development using artificial neural networks 
Inspired by biological nervous systems, artificial neural networks (ANNs) consisting of layers 
of parallel processing nodes (known as neurons) are capable of identifying complex non-linear 
relationships between input and output data (Du and Swamy, 2013). The most widely used ANN 
is the multilayer perceptron (MLP) which typically consists of an input layer, one or more hidden 
layers, and an output layer. Each neuron is connected to the neurons of its contiguous layers. The 
input data are first introduced to the neurons of the input layer. In each neuron, the sum of weighted 
inputs along with a bias term are then introduced to an activation function. The outputs of 
activation functions from the neurons in each layer are then fed to the neurons of their subsequent 
layer (Du and Swamy, 2013). 
This study used MLP neural networks for modeling purposes. Each MLP ANN system 
consisted of an input layer, one or two hidden layers depending on the number of inputs, and an 
output layer forecasting a target response (temperature, DO, or conductivity) at a specific depth. 
The optimum number of neurons in each layer was determined based on a trial-and-error 
procedure. For each ANN system, the number of neurons in the hidden layer was gradually 
increased until no noticeable improvement was observed in the performance of the model. Similar 
methods have been used in other ANN studies (Danandeh Mehr et al., 2015; Nourani et al., 2009b; 
Nourani and Partoviyan, 2018). 
For modeling approaches with a large number of inputs, ANN systems with two hidden layers 
were employed. To maintain a fast computation speed in the two-hidden-layer ANNs, fewer 




hidden layer. Sigmoidal transfer functions in hidden layers and linear transfer functions in the 
output layer are recommended for extrapolating or forecasting purposes (Maier and Dandy, 2000; 
Tongal and Berndtsson, 2017). Hence, hyperbolic tangent sigmoid (tansig) and linear (purlin) 
transfer functions were used in hidden and output layers, respectively.  
This study used the Levenberg-Marquardt (LM) back-propagation algorithm considering mean 
squared error (MSE) between the forecasted and observed targets as the network performance 
function. The LM algorithm is a fast and reliable second-order optimization technique, but requires 
more memory compared to other back-propagation methods (Ham and Kostanic, 2001). To 
minimize overfitting, 70% of the randomly divided data were used for training, and the 30% 
remaining was equally divided for validation (15%) and testing (15%). 
2.6. Identification of effective lags  
Time series of water temperature, DO, and conductivity measured every 6 hours at different 
depths were subjected to autocorrelation and partial autocorrelation analyses. Autocorrelation 
functions (ACFs) and partial autocorrelation functions (PACFs) were used to determine the 
effective delays in the time series of water quality constituents that could benefit the model to 
forecast the future values more accurately (Reisen et al., 2014).  Fig. 2 shows autocorrelation and 
partial autocorrelation results for water temperature and DO for up to 15 6-hour lags. Fig. S2 in 









Fig. 2. Auto-correlation (a and b) and partial auto-correlation (c and d) respectively for the first 15 lags of 
water temperature and dissolved oxygen signals at different depths. 
 
 
Autocorrelation coefficients in all 15 lags for all the three targets at all depths were above 0.95 
(Figs 2a, 2b, S2a). However, increasing the lag number (delay) decreased autocorrelation 
coefficients for all three targets at all depths. Partial autocorrelations significantly decreased after 
lags 0 and 1 (zero and 6 hr delays; Figs. 2c, 2d, S2b). All three targets (water temperature, DO, 
and conductivity) showed a high negative partial autocorrelation with their second lags (12 hr 
delay) at all depths, indicating the suitability of the second lags as inputs for the forecasting 
systems. After lags 1 and 2, the highest partial autocorrelations for water temperature time series 
occurred in lag 6 (36 hr delay), while the highest partial autocorrelations occurred in lag 4 (24 hr 
delay) for DO and conductivity. After these lags, the partial autocorrelations for temperature, DO, 




decreased partial autocorrelations for all three targets. Considering both autocorrelation and partial 
autocorrelation values, four lags of 0, 1, 2, 6 for water temperature and 0, 1, 2, 4 for DO and 
conductivity were selected as suitable model inputs for the forecasting systems. The 5.5-year data 
sets measured at Sentinel Island platform were trimmed at the back end (2016) depending on the 
selected lags and modeled lead times.  
2.7. Normalization of input data 
All hourly measured meteorological data including wind speeds and computed heat fluxes 
were first converted to 6-hourly averaged time series and combined with 6-hourly measured water 
temperatures, DO concentrations, and conductivities were used for modeling purposes.  
Prior to introducing the inputs to the ANN systems, all 6-hourly time series data including 







            (5) 
where xi,n is the ith normalized time series value, xi is the original time series value, and xmin and 
xmax are respectively the minimum and maximum values of the time series. 
2.8. Structure of different forecasting models 
Six different ANN models were used to forecast water temperature, DO, and conductivity at 
different depths. Data sets of measured values at 5 m vertical intervals (22 different depths) were 
considered as separate time series. Each forecasting model was used to forecast water temperature, 
DO, and conductivity values at each of the 22 different depths.  
A 6 hr time step was used between all modeling inputs and outputs. Each ANN model 




lead times. The lead times were: 4 steps ahead (1 day), 28 steps ahead (1 week), 60 steps ahead 
(15 days), 120 steps ahead (30 days), 240 steps ahead (60 days), 360 steps ahead (90 days), 480 
steps ahead (120 days), 600 steps ahead (150 days), 720 steps ahead (180 days), 840 steps ahead 
(210 days), and 960 steps ahead (240 days). 
Table 1 summarizes the neural structure of different ANN models and inputs used in each 
model for forecasting water temperature and DO. Table S3 in Supplementary material summarizes 
the structure of different ANN models used for forecasting conductivity. 
In the first model (Model 1), the normalized signals of 6-hourly measured targets with 0 and 6 
hr lags (i.e. t - 0 and t -1) were used to forecast targets at different depths in the eleven different 
lead times discussed above. In Model 2, in addition to Model 1 inputs, 12 hr lagged (i.e. t - 2) and 
36 hr lagged (i.e. t - 6) temperature values were also used as inputs to forecast temperature. 
However, for forecasting DO and conductivity, 12 hr lagged (i.e. t - 2) and 24 hr lagged (i.e. t - 4) 

















Table 1. Structure of different artificial neural network (ANN) models, their inputs, and outputs computed 















1 Temp(t, z), Temp(t - 1, z) 2-4-1 
Temp(t + 4, z),  
Temp(t + 28, z),  
Temp(t + 60, z),  
Temp(t + 120, z),  
Temp(t + 240, z),  
Temp(t + 360, z),  
Temp(t + 480, z),  
Temp(t + 600, z),  
Temp(t + 720, z),  
Temp(t + 840, z),  
Temp(t + 960, z) 
2 Temp(t, z), Temp(t - 1, z), Temp(t - 2, z), Temp(t - 6, z) 4-5-1 
3 
Temp(t, z), Temp(t - 1, z), Temp(t - 2, z), Temp(t - 6, z), 
SWn(t), LWn(t), Hs(t), Hl(t) 
8-7-1 
4 
Temp(t, z), Temp(t - 1, z), Temp(t - 2, z), Temp(t - 6, z), 
SWn(t), LWn(t), Hs(t), Hl(t), Wind(t), Wind(t - 1) 
10-9-1 
5 
Temp(t, z), Temp(t - 1, z), Temp(t - 2, z), Temp(t - 6, z), 
SWn(t), LWn(t), Hs(t), Hl(t), Wind(t), Wind(t - 1), Temp(t, 
z + 5), Temp(t, z + 5) 
12-10-1 
6 
Effective SWT decomposed sub-signals of {Temp(t, z), 
Temp(t-1, z), Temp(t - 2, z), Temp(t - 6, z), SWn(t), 
LWn(t), Hs(t), Hl(t), Wind(t), Wind(t - 1), Temp(t, z + 5), 














1 DO(t, z), DO(t - 1, z) 2-4-1 
DO(t + 4, z),  
DO(t + 28, z),  
DO(t + 60, z),  
DO(t + 120, z),  
DO(t + 240, z),  
DO(t + 360, z),  
DO(t + 480, z),  
DO(t + 600, z),  
DO(t + 720, z),  
DO(t + 840, z),  
DO(t + 960, z) 
2 DO(t, z), DO(t - 1, z), DO(t - 2, z), DO(t - 4, z) 4-5-1 
3 
DO(t, z), DO(t - 1, z), DO(t - 2, z), DO(t - 4, z), SWn(t), 
LWn(t), Hs(t), Hl(t) 
8-7-1 
4 
DO(t, z), DO(t - 1, z), DO(t - 2, z), DO(t - 4, z), SWn(t), 
LWn(t), Hs(t), Hl(t), Wind(t), Wind(t - 1) 
10-9-1 
5 
DO(t, z), DO(t - 1, z), DO(t - 2, z), DO(t - 4, z), SWn(t), 
LWn(t), Hs(t), Hl(t), Wind(t), Wind(t - 1), DO(t, z + 5), 
DO(t, z + 5) 
12-10-1 
6 
Effective SWT decomposed sub-signals of {DO(t, z), 
DO(t - 1, z), DO(t - 2, z), DO(t - 4, z), SWn(t), LWn(t), 
Hs(t), Hl(t), Wind(t), Wind(t - 1), DO(t, z + 5), DO(t, z + 
5)} 
60-6-8-1 
1 Since the time step in all modeling systems was 6 hr, then X(t - 1) means water quality indicator X at 6 hr ago, 







In Model 3, in addition to Model 2 inputs, 0 hr lagged heat fluxes, including net shortwave 
radiation, SWn(t), net longwave radiation, LWn(t), sensible heat, Hs(t), and latent heat, Hl(t), were 
also considered as model inputs.  
In Model 4, in addition to Model 3 inputs, 0 hr and 6 hr lagged values of wind speed, i.e. 
Wind(t - 0) and Wind(t - 1) were also used as model inputs.  
In Model 5, in addition to Model 4 inputs, 0 hr lagged target values at depths 5 m above and 
below the modeled layer depth z, i.e., target (t = 0, z ± 5) were also used as model inputs to forecast 
the target values at depth z. As target values at z + 5 and z – 5 water depths, respectively, for the 
very top layer (1 m) and very bottom layer (106 m) were not available, Model 5 was limited to 
forecast the targets at depths between 6 and 101 m.  
In Model 6, all input signals in Model 5 were first subjected to four successive SWT 
decomposition levels, and then their effective components, i.e., the 1st level detail, the 2nd level 
detail, the 3rd level detail, the 4th level detail, and the 4th level approximation, were normalized and 
introduced to the ANN system to forecast the targets at different lead times.  
Computational experiments showed that introducing lagged signals of heat fluxes as additional 
inputs to Models 3, 4, 5, and 6, as well as introducing lagged values of water quality constituents 
at 5 m above and below water layers as additional inputs to Models 5 and 6 did not improve the 
accuracy of forecasts. Hence, these inputs were not used in calculations. Cross-covariance between 
heat fluxes and target signals also showed decreasing trends with increasing lags for all three 
targets at all depths, confirming the greater influence of zero-lagged heat fluxes on targets 




2.9. Effects of increasing lead time on forecast accuracy 
Strong periodicity in a signal usually enhances the similarity of the signal’s future value with 
its current value, thereby increasing the forecast accuracy for the signal. Similarities of target 
signals with themselves at different lead times were evaluated using the autocovariance function 
which is similar to auto-correlation of zero-meaned signals (Larsen, 2009). All autocovariance 
sequences were normalized to compare the autocovariance sequences for different targets at 
different depths by setting the autocovariance to unity at zero lag. 
2.10. Performance evaluation of different models 
Root mean square error (RMSE) was used to evaluate differences between the measured and 
forecasted values. RMSE was calculated as: 
2
, ,1
( )n i m i fi y yRMSE
n
           (6) 
where yi,m and yi,f  are the ith measured and forecasted target values in the time series, respectively, 
and n is the number of data points in the time series. 
Since the fluctuation ranges of targets at different depths could be different, percent relative 
error, RE(%), was used to evaluate the forecast accuracies for a specific target parameter at 









          (7) 
The correlation coefficient, R, was also used to measure the collinearity strength between the 
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where m and f are the mean values of yi,f and yi,m, in the measured and forecasted time series, 
respectively. Because each Sentinel Island Platform data set had over 7,400 data points for the 
study period, all computed R values were statistically significant to very small probability values 
with p << 1.0 × 10-10 for all cases.  
3. Results and discussion 
3.1. Effects of different model inputs on forecast accuracy 
Fig. 3 shows example RMSE and R values for measured and 60-day ahead (240-step ahead) 
water temperature and DO forecasts by different models at different depths. Fig. S3 in 
Supplementary Information shows the RMSE and R values for 60-day ahead conductivity 
forecasts. Forecast accuracies for all three targets progressively improved (higher R, and lower 
RMSE) as the computational simulations moved from Model 1 to Model 6. The lowest values of 
R occurred between the 41 m and 71 m depth range for temperature (Fig. 3a) and in the top 61 m 
for DO (Fig 3c). The largest variations with depth occurred for Models 1 through 4. Model 6 
showed the smallest variations with depth for all three targets.    
Forecast RMSE for temperature decreased progressively with depth for all models, dropping 
below 1.0 °C for depths greater than 60 m, indicating generally lower temperature variability in 








Fig. 3. Example outputs: Correlation coefficient (R) and root mean square error (RMSE) vs depth for 60-




Temperature RMSE also decreased progressively from Model 1 to Model 6. For Model 6, 
RMSE was 1°C or less throughout the water column.  
Forecasted DO RMSE showed local maxima in the 10 to 50 m depth range, and local minima 




forecast DO RMSE and the lowest variability throughout the water column, with RMSE values of 
0.3 mg L-1 or less.  
Comparing Models 1 and 2 shows that the use of additional signal lags (2-step and 6-step lags 
for temperature and 2-step and 4-step lags for DO) as model inputs resulted in better forecasts for 
temperature (Figs. 3a and 3b) and DO (Figs. 3c and 3d) compared to conductivity (Figs. S3a and 
S3b). While temperature forecast improvements were mostly limited to the top 56 m of the water 
column, additional lags (for example, Model 2 compared to Model 1) improved DO forecasts 
throughout the entire water column. Adding heat fluxes as inputs (Model 3) significantly enhanced 
forecast accuracies for all three targets compared to Model 2, particularly for temperature and DO 
in the top 61 m of the water column.  
Adding wind speed as an input in Model 4 (cyan color) compared to Model 3 (magenta) 
improved temperature (Figs. 3a and 3b) and DO (Figs. 3c and 3d) forecasts at all depths. These 
improvements were more pronounced at metalimnetic depths where wind-driven shear deepened 
the SML and ultimately resulted in water column turnover during winter months. Forecast 
improvements for conductivity were smaller (Fig. S3), indicating the lower susceptibility of 
conductivity to wind-induced mixing and lake-atmosphere interactions. However, as convective-
heat-induced and wind-induced mixing mechanisms could influence water temperature and DO, 
incorporating heat fluxes and wind speeds as model inputs (Models 3 and 4, respectively) 
significantly increased forecast accuracies for these two targets. 
 Saber et al. (2018) estimated the average annual water column vertical diffusivities of about 
5×10-5 m2 s-1 in Boulder Basin during nearly the same time period as this study. Fischer and Smith 
(1983) reported internal waves with an amplitude of 6 m in Las Vegas Bay (depth of 25 m). This 




affect the target values at that depth. Hence, considering the target values at 5 m above and below 
of each depth as additional model inputs in Model 5 could further improve forecast accuracies in 
the entire water column. 
 Using SWT decomposed components in Model 6 instead of unprocessed signals resulted 
in substantial forecast improvements for all the three targets at all depths. Applying five SWT 
decomposed components instead of each raw input signal was more computationally intensive and 
required a two-layer ANN structure. However, use of the SWT decomposed components, each 
reflecting a specific characteristic of the original signal, i.e. overall trend, diurnal and seasonal 
fluctuations, and abrupt changes (Fig. S4 in Supplementary Information), helped the ANN to 
unravel the complex behavior of the signals and, thus, significantly improved the Model 6 forecasts 
compared to Model 5. 
Fig. 3 shows relatively higher RMSE and lower R values at specific depths. Decreased forecast 
accuracies, indicated by higher RMSE and lower R values, primarily occurred between 6 m and 16 
m and from 41 m to 56 m. This could stem from changes in the mixing intensity of the water 
column. Saber et al. (2018) reported SML depths between 8 and 10 m in Boulder Basin during the 
stratification period; however, the SML could increase to about 50 to 60 m during the cold winter 
days. Thermal stratification, particularly in deep lakes, limits the interactions between well-mixed 
and stratified zones, resulting in different fluctuation patterns of targets in these layers. 
Figs. 4, 5, and S5 respectively show the measured water temperature, DO, and conductivity 
time series, at depths of 11 m (Figs. 4a, 5a, S5a), 56 m (Figs. 4b, 5b, S5b), and 91 m (Figs. 4c, 5c, 
S5c) overlaid by plots of the different models’ 60-day ahead forecasted. Individual comparisons 
of Model 1 through Model 6 forecasts with measured values at different depths are presented in 




Due to more extensive interactions of shallow water layers with the atmosphere, larger 
amplitude, higher-frequency fluctuations generally occurred at the 11 m depths compared to 56 m 
and 91 m depths. Strong seasonal variations were measured for temperature and DO at this depth 
(Figs. 4a and 5a).  
High frequency variations in temperature and DO gradually declined by increasing depth, with 
the largest periodic amplitudes at 11 m (Figs. 4a, 5a, supplementary Figs S6, and S9), moderate 
amplitudes at 56 m (Figs 4b, 5b, supplementary Figs. S7, and S10), and the lowest amplitudes at 
91 m (Figs 4c, 5c, supplementary Figs. S8, and S11). Similar variations were observed for 
conductivity (see Figs. S5, S12, S13, and S14 in the Supplementary Information). 
Seasonal variations of temperature and DO, combined with their stochastic fluctuations due to 
variations in the depth of SML, reflected as complex behaviors for these two targets at 56 m (Figs. 
4b, and 5b, and Supplementary Figs. S7 and S10), resulting in reduced correlation coefficients 
compared to other depths (Figs. 4b1 through 4b6 and 5b1 through 5b6). 
Examination of the correlation coefficient plots (Figs. 4, 5, S5 - plots a1 through a6, b1 through 
b6, and c1 through c6) shows a noticeable forecast improvement from Model 2 to Model 3, when 
heat fluxes were incorporated, then another improvement to Model 4 in which the added heat 
fluxes and wind speeds enabled the models to better capture diurnal and seasonal mixing events 
influencing the target values. The final improvement was from Model 5 to Model 6 when SWT 
decomposed inputs, separating stochastic and seasonal events in both meteorological and water 







Fig. 4. Comparisons of measured and 60-day (240 step) ahead water temperature forecasts using Models 1, 
2, 3, 4, 5, and 6 at depths (a) 11 m, (b) 56 m, and (c) 91 m; and correlation coefficients (R) at each depth 
using (1) Model 1, (2) Model 2, (3) Model 3, (4) Model 4, (5) Model 5, (6) Model 6. Individual comparisons 
of measured and forecasted values by each model at 11 m, 56 m, and 91 m depths can be found in 







Fig. 5. Comparisons of measured and 60-day (240 step) ahead dissolved oxygen (DO) forecasts using 
Models 1, 2, 3, 4, 5, and 6 at depths (a) 11 m, (b) 56 m, and (c) 91 m; and correlation coefficients (R) at 
each depth using (1) Model 1, (2) Model 2, (3) ), Model 3, (4) Model 4, (5) Model 5, (6) Model 6. Individual 
comparisons of measured and forecasted values by each model at 11 m, 56 m, and 91 m depths can be found 







3.2. Effects of lead time on the accuracy of forecasts 
Figs 6 and 7 show percent relative error, RE (%), and correlation coefficient, R, for forecasted 
water temperatures and DO concentrations, respectively, at different depths and lead times for 
Models 1 through 6. Fig. S15 in Supplementary Information shows the RE (%) and R values 
associated with the conductivity forecasts. As a general trend, RE (%) values steadily decreased 
from Model 1 (Figs. 6a and 7a, top left) to Model 6 (Figs. 6f and 7f, bottom right), and R values 
steadily increased for all depths and forecast lead times as the data plots progressed from Model 1 








Fig. 6. Percent relative error (RE) and correlation coefficient (R) between measured temperature values and 
1-day, 7-day, 15-day, 30-day, 60-day, 90-day, 120-day, 150-day, 180-day, 210-day, and 240-day ahead 
forecasts, respectively, using (a, g) Model 1, (b, h) Model 2, (c, i) Model 3, (d, j) Model 4, (e, k) Model 5, 







Fig. 7. Percent relative error (RE) and correlation coefficient (R) between measured dissolved oxygen 
concentrations and 1-day, 7-day, 15-day, 30-day, 60-day, 90-day, 120-day, 150-day, 180-day, 210-day, and 
240-day ahead forecasts, respectively, using (a, g) Model 1, (b, h) Model 2, (c, i) Model 3, (d, j) Model 4, 








All models could accurately forecast the behavior of the three targets for lead times less than 
30 days. However, specific high/low RE (%) or low/high R spots can be observed in Figs. 6, and 
7 for greater forecast lead times. As seen in Figs. 6a through 6f, high RE values occurred for 
temperature forecasts in the top 16 m for 30-day to 120-day lead times. However, RE significantly 
decreased for temperature forecasts at these depths for a 180-day lead time. Similarly, high RE 
spots occurred for DO at depths greater than 91 m for forecasts with more than 120-day lead times 
(Figs. 7a through 7f). This can be explained by the varying degrees of similarity between target 
signals and their shifted sequences at different lead times as shown in Fig. 8. Generally, all 
forecasting systems, including ANNs, can generate accurate forecasts when there are high levels 
of either positive or negative similarities (correlation) between their inputs and target signals. 
However, when the similarities between the inputs and target decrease, the ability of the 
forecasting system to reproduce the target fluctuations will also decrease, and forecasting errors 
will increase.  
Fig. 8a shows the fluctuations of auto-covariance, as an index of similarity, for water 
temperature signals at different depths. High auto-covariance sequences occurred at all depths for 
forecasting lead times less than 30 days. This is reflected as high correlation coefficients between 
real and forecasted signals at these lead times (Figs. 6g through 6l) and low RE values (Fig. 6a 
through 6f). However, the auto-covariance for depths greater than 36 m noticeably decreased to 
near zero for 80 to 100-day lead times (Fig. 8a inset). This corresponds to the low correlation 
coefficients and high RE values in Fig. 6. The auto-covariance sequences for these depths increased 




times, which are manifested as high R and low RE spots in Fig. 6. Low auto-correlations for 66 m 
(green line in Fig. 8a inset) for greater than 120-day lead times and at depths greater than 66 m for 
greater than 210-day lead times are also reflected as low R spots in Fig 6.  
Auto-covariance sequences for DO at different depths had nearly similar trends but with lower 
amplitudes for deeper waters (Fig. 8b). Significant auto-covariance decreases for DO in the top 36 
m (Fig. 8b inset) at the 90-day lead time are reflected as lower R values in Figs. 7g through 7l. 
Lower R spots are more obvious for Models 1 and 2 (Figs. 7g and 7h) whose inputs were only 
delayed DO signals. This shows how other inputs such as heat fluxes and wind speeds in Models 
3 and 4 enabled the ANN system to better forecast the targets’ fluctuations at these depths. Low 
auto-covariances for depths greater than 51 m and for greater than 120-day lead times (Fig. 8b 
inset) also correspond to low R spots in Figs. 7g through 7l. 
In general, lower auto-covariance fluctuations were observed for conductivity due to the less 
influence of diurnal and seasonal mixing events on conductivity (see Fig. S16 in Supplementary 
Information).  
As seen in Figs 6 and 7, the correspondence of higher values of relative error (RE) with lower 
correlation coefficient (R) values in forecasts was more noticeable in the top water layers compared 
to the water layers at the bottom of the lake. This could stem from the higher intensity of diurnal 
and seasonal fluctuations in the top water layers, where a decrease in correlation between real and 
forecasted values could produce higher errors. However, as deep-water layers experience less 
intense diurnal and seasonal fluctuations (Figs. 4b, 4c, 5b, and 5c compared to Figs. 4a and 5a), 
the forecasts with lower R values in deep layers still could follow the average trend of the targets 







Fig. 8. Auto-covariance sequences for (a) water temperature and (b) dissolved oxygen at the depths of 6 m, 
21 m, 36 m, 51 m, 66 m, 81 m, and 96 m, at different lead times. Figure insets show the auto-covariance 






3.3. Analysis of forecasting errors 
Figs. 3 through 7 show that Model 6 exhibits the best performance for all three targets at all 
depths due to the use of wavelet decomposition to unravel complex time series fluctuations. This 
section focuses on results obtained from Model 6 as the best forecasting system to evaluate errors 
at different depths during the annual cycle.  
Figs. 9 and 10 show typical Model 6 forecasted temperature and DO profiles, respectively, in 
winter and summer at 1-day, 30-day, 90-day, 180-day, and 240-day lead times. Fig. S17 in 
Supplementary Information shows Model 6 forecasted conductivities at these lead times.  
The dashed horizontal brown lines in these figures divide the water column into three regions 
of top well-mixed layer (above the top dashed brown line), middle transition layer (between the 
two dashed brown lines) and bottom quiescent layer (below the bottom dashed brown line). The 
depths of dashed brown lines were determined based on the change in the sign of the d2T/dz2 







Fig. 9. Typical measured water temperature profiles and 1-day, 30-day, 90-day, 180-day, and 240-day 
ahead Model 6 temperature forecast profiles in (a) winter (December 2014) and (c) summer (August 2015), 
and associated relative error (RE) values for (b) winter and (d) summer forecasts. The upper and lower 








Fig. 10. Typical measured dissolved oxygen (DO) profiles and 1-day, 30-day, 90-day, 180-day, and 
240-day ahead Model 6 DO forecast profiles in (a) winter (December 2014) and (c) summer (August 2015), 
and associated relative error (RE) values for (b) winter and (d) summer forecasts. The upper and lower 




As seen for all lead times, the highest forecast errors typically occurred in metalimnion. This 




shear stresses produced by velocity differences between the top well-mixed and quiescent bottom 
layers, leading to an increased erratic behavior of signals in metalimnion. 
 RE values for greater than 1-day lead time forecasts significantly increased for all three 
targets. Higher RE values for temperature and DO forecasts in the upper water layers for 90-day 
and 240-day lead times compared to 180-day lead time in Figs. 6f and 7f can also be observed in 
Figs. 9 and 10, respectively.  
 Figs. 11 and 12 show the measured target values at different depths during five annual 
cycles, Model 6 forecasts with a 180-day lead time, and associated relative errors (RE), for 
temperature and DO, respectively. Magenta lines in these figures show the estimated depth of the 
SML (depth of the minimum value in d2T/dz2 profile) based on the 6-hourly measured temperature 







Fig. 11. (a) Measured water temperature, (b) 180-day ahead Model 6 water temperature forecasts, and (c) 
relative error (RE) of forecasted values. The magenta line depicts the estimated mixed layer depth variations 










Fig. 12. (a) Measured dissolved oxygen (DO), (b) 180-day ahead Model 6 DO forecasts, and (c) relative 
error (RE) of forecasted values. The magenta line depicts the estimated mixed layer depth variations based 
on measured temperature profiles. 
 
 
Model 6 forecasted 180-day ahead water temperature and DO profiles with relative errors of 
less than 7.5% and 15.5%, respectively. High RE spots for temperature (Fig 11c) typically occurred 
in the mixed layer (above the magenta line) which experienced more intense diurnal and seasonal 
mixing events. Variations in water temperature affecting DO solubility combined with varying 




resulted in higher DO fluctuations (Figs 12a, 12b) and higher DO RE values (Fig 12c) compared 
to temperature. Comparison of Figs. 12a with 12b shows that the 180-day Model 6 forecasts 
generally captured DO fluctuations. Forecasting errors, particularly during warm summer days 
(stratified period) and cold winter days (turnover period), typically occurred around the magenta 
line (Figs. 12c). Increased vertical mixing, resulting in SML deepening (magenta line) during the 
period of September through November, combined with DO depletion at depths between 20 m and 
40 m (Fig. 12a), resulted in higher DO forecasting errors (Fig. 12c). A rapid increase of DO in 
water layers greater than 60 m due to winter turnover, typically during January (Fig. 12a), also 
resulted in relatively high error at these depths. Similarly, relatively higher errors occurred for the 
conductivity forecasts during the turnover period (see Fig. S18 in Supplemental Information).  
 In general, similar RE patterns occurred for the 240-day ahead water temperature, DO, and 
conductivity forecasts. However, as discussed above, the magnitudes of errors for the 240-day 
ahead forecasts were slightly greater than the 180-day ahead forecasts (see Figs. S19, S20, and 
S21 in Supplementary Information). 
In general, Model 6 used the meteorological data in addition to the history of target water 
quality constituents as inputs for forecasting the targets at different lead times. As meteorological 
data can be measured at the water surface or could be obtained from a station in the vicinity of the 
lake, this model is relatively less expensive compared to data-driven models that use a group of 
measured water quality constituents for forecasting a target constituent. Nevertheless, the 
capability of a neural network system greatly depends on the dataset by which the data-driven 
system has been trained. In general, a data-driven model can only forecast the variation patterns 
introduced to the model during the training process and cannot accurately forecast events that stem 




process. Hence, Model 6 cannot forecast large DO variations due to a significant change in 
concentration of nutrients or biogeochemical processes (Schwefel et al., 2018, 2016). Such 
conditions might occur due to strong storm events introducing substantial volumes of nutrient-rich 
surface runoff to the water body, influencing the trophic state of the lake, and affecting DO 
concentrations. In such cases, considering additional water quality constituents such as nutrients 
or chlorophyll concentration as model inputs during the training process can benefit the data-driven 
system to reproduce these variations. Ranković et al. (2010), Chen and Liu (2014), and Karakaya 
et al. (2013) used nutrients and chlorophyll as inputs in data-driven models for predicting DO in 
different lakes. 
4. Conclusions 
This study used 6-hourly measured data as model inputs for ANN-based systems to forecast 
up to 960 steps ahead (240 days) profiles of water temperature, DO, and conductivity in a deep 
monomictic subtropical lake. Use of lake surface heat fluxes as model inputs significantly 
increased forecast accuracies in epilimnetic layers. Use of wind speeds combined with heat fluxes 
further improved the forecast accuracies, particularly in the metalimnetic layers. Model 6, which 
employed four consecutive SWT decompositions to decompose the complex water quality, heat 
flux, and wind signals into separate signals reflecting the overall trend, diurnal and seasonal 
fluctuations, and abrupt changes in raw signals, substantially improved the water quality forecasts 
in the entire water column. Model 6 correlation coefficients exceeded 0.85 throughout the water 
column for all forecast lead times, with the majority of correlation coefficients exceeding 0.9. Use 
of auto-covariance as a measure of similarity between a water quality signal and its shifted signal 




water temperature and DO with the atmosphere, particularly in epilimnetic waters, resulted in 
higher auto-covariance fluctuations compared to conductivity.  
This study showed that using heat fluxes, SWT decompositions, and selecting an appropriate 
forecasting lead time based on computed auto-covariance values, could considerably improve the 
water quality forecasts. 
As a limitation of data-driven models, since Model 6 does not consider the biogeochemical 
processes underlying the water quality variation in the lake, this model cannot reliably reproduce 
large DO variations due to a marked change in concentration of nutrients and chlorophyll. 
Nevertheless, compared to process-based water quality models, the framework introduced in this 
study requires much less input data, and thus can be considered as a potentially less expensive 
method for water quality modeling. 
This study was limited to water temperature, DO, and conductivity forecasts. Additional 
studies could be conducted to forecast other relevant water quality parameters such as chlorophyll-
a and nutrients.    
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Chapter 6    
Conclusions and recommendations 
1. Conclusions 
This study presented water quality modeling using both a process-based 3D hydrodynamic 
model (AEM3D, HydroNumerics Pty Ltd) and data-driven models using artificial neural networks 
coupled with wavelet transform.  
In general, water quality modeling using a process-based hydrodynamic model is more 
expensive, as this modeling approach requires a variety of environmental data as model inputs 
including meteorological data, inflow and outflow rates, bathymetry, and water quality profiles at 
different parts of the water body. In comparison, a data-driven model mostly requires a history of 
measurements of the water quality constituent that is being modeled. Although introducing other 
environmental data such as meteorological data can improve the accuracy of modeling results, the 
variety of required input data sources for a data-driven system is much more limited than for 
process-based models.  
On the other hand, a data-driven model requires a long data history as model input to be able 
to reproduce the variations of the target water quality constituents. For instance, in order for a data-
driven model to be able to reproduce the seasonal variations of a particular water quality 
constituent during the annual cycle, a history of measurement would be needed for the training 
stage, to enable the data-driven model to reproduce the seasonal variations with the same frequency 
of data introduced to the model. As shown in Chapter 5, a data-driven system can be used to 




quality without having meteorological data, inflow and  outflow rates, and thus these models 
cannot independently be used for water quality forecast purposes. 
The accuracy of a data-driven model depends on the complexity of water quality variations, 
frequency, and quality of the training dataset. The use of pre-processing techniques such as 
separation of high-frequency and low-frequency components of input data can improve the 
performance of data-driven systems. In comparison, the accuracy of a process-based model can be 
improved by decreasing the spatial grid size and decreasing the simulation time step while 
preserving model stability conditions. In addition, introducing accurate physicochemical 
parameters reflecting the characteristics of mixing and transport phenomena in the water body (i.e., 
diffusion coefficients, velocities, reaction rates, surface and bottom drag coefficients, and a variety 
of other parameters) can further improve the performance of process-based models. Nevertheless, 
determination of these parameters requires in-situ field experiments and measurements that  
impose additional costs on the monitoring program. 
It should be noted that, since data-driven models do not consider the processes underlying the 
water quality variations, simulations in these models are limited to the variation patterns 
introduced to them during the training process. Therefore, these models cannot accurately forecast 
irregular fluctuations in water quality that stem from factors that were not present in the 
combinations of input data used for the training process. 
2. Recommendations 
One of the limitations of this study was that the data-driven and process-based water quality 
modeling approaches were conducted on two different lakes with different water quality 




be necessary to develop data-driven and process-based models for the same water body and same 
time period, then compare both models’ computed results to field measurements.  
The data-driven models presented in Chapters 4 and 5 could benefit water management 
prectices to reduce the cost of water quality monitoring in their lakes and reservoirs. However, 
these two chapters mainly focuesed on the model development techniques, rather than determining 
the optimal frequceny of water quality measurments to required for training of data-driven models 
while considering the cost of water quality monitoring. Furthure data-driven studies need to be 
conducted to evaluate the required length and frequency of water quality murements required for 
the training of data-driven models.   
Calibration of the process-based model in this dissertation was based on weekly measured 
water quality profile data. Information obtained from other field measurements and experiments 
such as Acoustic Doppler Profilers, Lagrangian drifters, and tracer studies can also improve the 
calibtration of process-based hydrodynamic models by providing more specific information about 
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Table S1. Instruments used for data collection. 
Constituent Measuring station(s) Measurement instrument 
Water 
temperature 
Sentinel Island platform, 
CR346.6, BB3, CR350.0SE0.55 
YSI 6600 water quality sonde at the 
Sentinel Island platform, and Eureka2 
Multiprobe in CR346.6, BB3, 
CR350.0SE0.55 stations 
Conductivity Sentinel Island platform, 
CR346.6, BB3, CR350.0SE0.55 
YSI 6600 water quality sonde at the 
Sentinel Island platform, and Eureka2 
Multiprobe in CR346.6, BB3, 
CR350.0SE0.55 stations 
DO Sentinel Island platform, 
CR346.6, BB3, CR350.0SE0.55 
YSI 6600 water quality sonde at the 
Sentinel Island platform, and Eureka2 
Multiprobe in CR346.6, BB3, 
CR350.0SE0.55 stations 
PAR CR346.6, BB3, CR350.0SE0.55 Eureka2 Multiprobe 
Sulfate CR346.6, BB3, CR350.0SE0.55 Dionex ICS-3000 ion chromatography 
system 
Chloride CR346.6, BB3, CR350.0SE0.55 Dionex ICS-3000 ion chromatography 
system 
Air temperature Sentinel Island platform Vaisala HMP45C probe 
humidity Sentinel Island platform Vaisala HMP45C probe 
Wind speed  Sentinel Island platform RM Young 05106-5 anemometer 




Appendix 3: Supplementary material for Chapter 3 
Supplementary material 1: Estimation of flow rates based on precipitation data using 
artificial neural networks coupled with wavelet transform  
The United States Geological Survey (USGS) Little Bear Creek station (site number 
10260470) yielded the daily measured runoff inflow rates during the period of October 2008 to 
October 2011. Precipitation data and runoff flow rates during this period were used to train and 
test a coupled wavelet transform-artificial neural network (wavelet-ANN) data-driven system.  
In the next step, the measured precipitation data during the study period (May 2018 through 
April 2019) from meteorological Station 1 were introduced to the trained data-driven system to 
estimate daily runoff flow rates.  
Analysis of cross-correlation between inflow rates and lags of precipitation data showed a 
decreasing trend of correlation coefficient from 0.774 for zero lag (precipitation at the same date) 
to 0.091 for 6-day lag (precipitation in 6 days ago). This indicated that precipitations up to 6 days 
ago could influence the surface runoff inflow to Lake Arrowhead. Hence, precipitation data up to 
six days ago were used to train the data-driven system to estimate the runoff flow rates. Analysis 
of cross-correlation showed correlation coefficients of less than 0.080 between flow rate and 
precipitations with more than 6-day lag; therefore, further precipitation lags were not introduced 
to the data-driven system. Similar approaches for selecting the effective lags have been frequently 
used in prior studies (Nourani et al., 2019; Sharghi et al., 2018; Shoaib et al., 2018b) 
Prior to introducing the precipitation data to the neural network system, all precipitation data 
were subjected to two successive levels of stationary wavelet transforms to separate low frequency 
(second level approximation) and high frequency (first and second level details) components of 




fluctuations of a time series, thereby significantly improving the performance and predictability of 
artificial neural network systems (Nourani et al., 2011; Saber et al., 2019; Shoaib et al., 2018a). It 
should be noted that in order to improve the performance of the data-driven system, all wavelet 
decomposed precipitation data were first normalized between -1 and 1 then introduced to the ANN 
system. 
In order to introduce the seasonality of precipitation data to the neural network system, the day 
of the year was also considered as an additional input data in the neural network system. Therefore, 
the first level approximation, and the first and the second level details of precipitation time series 
up to six days ago, along with the day of the year were considered as input parameters for the ANN 
system. A Bayesian algorithm was employed to train the ANN which is suitable for difficult and 
noisy datasets. The neural network system consisted of two hidden layers with 22 and 6 neurons 
in the first and second layers, respectively. In order to minimize overfitting and testing the data-
driven system, supervised training used 70% of input data to determine weights and biases of 
neurons in each layer, 15% for validation and tuning the system, and 15% of data to test the trained 
system. This study used MATLAB (R2017a) and Neural Network Toolbox (version 10.0) for data-
driven modeling. 
Precipitation data and USGS inflow rate data from inflow 1 (Little Bear Creek, Fig. 1c) during 
the period of 2008-2011 were used to train and test the wavelet ANN system. The trained model 
and precipitation data during 2018-2019 from meteorological Station 1 were then used to estimate 
the flow rates during the period of 2018-2019. Runoffs from the other inflows were determined 
based on their catchment areas as delineated by ArcMap (ArcGIS 10.6.1, ESRI Inc.). The 
correlation coefficients values between measured and estimated flow rates were the 0.98, 0.97, and 




Similar wavelet-ANN systems have been successfully used in prior studies for estimating the 
runoff flow rate based on precipitation data (Nanda et al., 2016; Nourani et al., 2014, 2011; Shoaib 
et al., 2018a, 2018b). 
Supplementary material 2: Estimation of the convective velocity of vertical thermals and 
wind-driven shear velocity at the water surface 
The convective velocity of vertical thermals due to surface heat loss (w*) could be estimated 







         (S1) 
where  (°C-1) is the thermal expansion coefficient of water for the, g (m s-2) is gravitational 
acceleration, Hnet (W m-2) is the net surface heat flux, hSML (m) is depth of the surface mixed layer, 
Cw (J kg-1 °C-1) is the specific heat of water, SML (kg m-3) is the water density in the mixed layer.  
The net surface heat flux (Hnet ) at the water surface can be estimated as: 
, ,net shortwave net longwave net sensible latentH H H H H       (S2) 
Hshortwave,net is the net shortwave radiation absorbed by the water column, Hlongwave,net is the net 
longwave radiation absorbed by the water column, Hsensible is the sensible heat flux, Hlatent is the 
latent heat flux. More information regarding calculation of heat fluxes can be found in Chapra 
(1997). 
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where ρa (kg m-3) is air density, Cd is drag coefficient, u10 (m s-1) is wind speed at an elevation of 
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Fig. S1. Outflow rates from the drinking water intakes (DWI) during the study period. Data were obtained 
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Fig. S1. Typical diurnal variations of shortwave radiation during (a) winter, December-15-2013 to 













Fig. S2. Sentinel Island Platform used for water-quality and meteorological data collection in Boulder Basin 
Lake Mead. Lake Mead water levels have fluctuated between 1,072 feet (326.7 meters) and 1,090 feet 
(332.2 meters) over the past 3 years, approximately 131 to 149 feet below full pool of 1,221.4 feet (372.3 























































Air temperature Sentinel Island platform Half hourly Vaisala HMP45C 
Air humidity Sentinel Island platform Half hourly Vaisala HMP45C 
Wind speed  Sentinel Island platform Half hourly 
RM Young 05106-5 
anemometer 












Fig. S1. Schematic diagram of four consecutive stationary wavelet transforms used to obtain effective 






Fig. S2. Variations of (a) auto-correlation and (b) partial auto-correlation for the first 15 lags of conductivity 











Fig. S3. (a) Correlation coefficient (R) and (b) root mean square error (RMSE) vs depth for 60-day ahead 

















Fig. S4. Sample reconstructed SWT decomposition sub-signals for 6-hourly averaged net longwave 
radiation, including 4th level approximation, 1st level detail, 2nd level detail, 3rd level detail, and 4th level 
detail. Similar decompositions were performed for other inputs and subsequently used as inputs for the 














Fig. S5. Comparisons of measured and 60-day (240 step) ahead conductivity forecasts using Models 1, 2, 
3, 4, 5, and 6 at depths (a) 11 m, (b) 56 m, and (c) 91 m; and correlation coefficients (R) at each depth using 
(1) Model 1, (2) Model 2, (3), Model 3, (4) Model 4, (5) Model 5, (6) Model 6. Individual comparisons of 
measured and forecasted values by each model at 11 m, 56 m, and 91 m depths can be found in 








Fig. S6. Individual comparisons of measured and 60-day lead time temperature forecasts using (a) Model 
1, (b) Model 2, (c) Model 3, (d) Model 4, (e) Model 5, and (f) Model 6 at 11 m depth. These plots represent 








Fig. S7.  Individual comparisons of measured and 60-day lead time temperature forecasts using (a) Model 
1, (b) Model 2, (c) Model 3, (d) Model 4, (e) Model 5, and (f) Model 6 at 56 m depth. These plots represent 








Fig. S8. Individual comparisons of measured and 60-day lead time temperature forecasts using (a) Model 
1, (b) Model 2, (c) Model 3, (d) Model 4, (e) Model 5, and (f) Model 6 at 91 m depth. These plots represent 








Fig. S9. Individual comparisons of measured and 60-day lead time DO forecasts using (a) Model 1, (b) 
Model 2, (c) Model 3, (d) Model 4, (e) Model 5, and (f) Model 6 at 11 m depth. These plots represent the 








Fig. S10. Individual comparisons of measured and 60-day lead time DO forecasts using (a) Model 1, (b) 
Model 2, (c) Model 3, (d) Model 4, (e) Model 5, and (f) Model 6 at 56 m depth. These plots represent the 







Fig. S11. Individual comparisons of measured and 60-day lead time DO forecasts using (a) Model 1, (b) 
Model 2, (c) Model 3, (d) Model 4, (e) Model 5, and (f) Model 6 at 91 m depth. These plots represent the 
















Fig. S12. Individual comparisons of measured and 60-day lead time conductivity forecasts using (a) Model 
1, (b) Model 2, (c) Model 3, (d) Model 4, (e) Model 5, and (f) Model 6 at 11 m depth. These plots represent 











Fig. S13. Individual comparisons of measured and 60-day lead time conductivity forecasts using (a) Model 
1, (b) Model 2, (c) Model 3, (d) Model 4, (e) Model 5, and (f) Model 6 at 56 m depth. These plots represent 








Fig. S14. Individual comparisons of measured and 60-day lead time conductivity forecasts using (a) Model 
1, (b) Model 2, (c) Model 3, (d) Model 4, (e) Model 5, and (f) Model 6 at 91 m depth. These plots represent 







Fig. S15. Percent relative error (RE) and correlation coefficient (R) between measured conductivity values 
and 1-day, 7-day, 15-day, 30-day, 60-day, 90-day, 120-day, 150-day, 180-day, 210-day, and 240-day ahead 
forecasts, respectively, using (a, g) Model 1, (b, h) Model 2, (c, i) Model 3, (d, j) Model 4, (e, k) Model 5, 









Fig. S16. Auto-covariance sequences for conductivity at depths 6 m, 21 m, 36 m, 51 m, 66 m, 81 m, and 
96 m, at different lead times. Figure insets show the auto-covariance sequences in the first 240-day (960 














Fig. S17. Typical measured conductivity profiles and 1-day, 30-day, 90-day, 180-day, and 240-day ahead 
Model 6 conductivity forecast profiles in (a) winter (December 2014) and (c) summer (August 2015), and 
associated relative (RE) values for (b) winter and (d) summer forecasts. The upper and lower dashed brown 








Fig. S18. Measured conductivity, (b) 180-day ahead Model 6 conductivity forecasts, and (c) relative error 
(RE) of forecasted values. The magenta line depicts the estimated mixed layer depth variations based on 







Fig. S19. Measured water temperature, (b) 240-day ahead Model 6 water temperature forecasts, and (c) 
relative error (RE) of forecasted values. The magenta line depicts the estimated mixed layer depth variations 







Fig. S20. Measured dissolved oxygen (DO), (b) 240-day ahead Model 6 DO forecasts, and (c) relative error 
(RE) of forecasted values. The magenta line depicts the estimated mixed layer depth variations based on 







Fig. S21. Measured conductivity, (b) 240-day ahead Model 6 conductivity forecasts, and (c) relative error 
(RE) of forecasted values. The magenta line depicts the estimated mixed layer depth variations based on 












Table S1.  Instruments used for data collection at different stations. 













Wind speed RM Young 05106-5 anemometer 
Air pressure Vaisala PTB101B barometer 
CR346.6 
Water temperature 
Eureka2 multiprobe 14-30 days Conductivity 
DO 
CR350 Water temperature 















 Table S2. Methods used to calculate different heat fluxes at water surface. 
Net shortwave radiation SWn (W m-2) 
(1 )n iSW SW  
α: Albedo at water surface 
SWi (W m-2): Shortwave radiation incident at water surface 
Net longwave radiation LWn (W m-2) 
-5 2 6
4
[0.937 10 (1 0.17 )( 273.15)






σ: Stefan-Boltzman constant (5.67×10-8 W m-2 ºK-4) 
C: Cloud fraction 
Ta: Air temperature (ºC) 
εw: Water emissivity (assumed 0.97) 
Ts: Water temperature at surface (ºC) 
Sensible heat flux Hs (W m-2) 
, ( )s s air p air w a sH C C u T T  
Cs: Coefficient of bulk aerodynamic sensible heat (1.3×10-
3) 
ρair: Air density (kg m-3) 
Cp,air: Air’s specific heat capacity (1005 J kg-1 °C-1 ) 
uw: Wind speed (m s-1) 
Latent heat flux (evaporation) Hl (W m-2) 
( ) ( )][l a l w s s a a
k
H C Lu e T e T
P
 
Cl: Evaporative heat transfer coefficient (1.3×10-3) 
L: Latent heat of vaporization of water (2.543×106 J kg-1) 
P: Atmospheric pressure (mbar) 
k: Water to air molecular weight ratio (0.622) 

























Table S3. Structure of different artificial neural network (ANN) models, their inputs, and outputs 
computed by each model. 
Target Mode
l # 










1 Cond(t, z), Cond(t - 1, z) 2-4-1 Cond(t + 4, z), 
Cond(t + 28, z),  
Cond(t + 60, z), 
Cond(t + 120, z), 
Cond(t + 240, z),  
Cond(t + 360, z),  
Cond(t + 480, z), 
Cond(t + 600, z),  
Cond(t + 720, z),  
Cond(t + 840, z),  
Cond(t + 960, z) 
2 Cond(t, z), Cond(t - 1, z), Cond(t - 2, z), Cond(t - 4, z) 4-5-1 
3 Cond(t, z), Cond(t - 1, z), Cond(t - 2, z), Cond(t - 4, z), 
SWn(t), LWn(t), Hs(t), Hl(t) 
8-7-1 
4 Cond(t, z), Cond(t - 1, z), Cond(t - 2, z), Cond(t - 4, z), 
SWn(t), LWn(t), Hs(t), Hl(t), Wind(t), Wind(t - 1) 
10-9-1 
5 Cond(t, z), Cond(t - 1, z), Cond(t - 2, z), Cond(t - 4, z), 
SWn(t), LWn(t), Hs(t), Hl(t), Wind(t), Wind(t - 1), Cond(t, 
z + 5), Cond(t, z + 5) 
12-10-1 
6 Effective SWT decomposed sub-signals of {Cond(t, z), 
Cond(t - 1, z), Cond(t - 2, z), Cond(t - 4, z), SWn(t), 
LWn(t), Hs(t), Hl(t), Wind(t), Wind(t-1), Cond(t, z + 5), 
Cond(t, z + 5)} 
60-6-8-1 
1 Since the time step in all modeling systems was 6 hr, then X(t - 1) means water quality indicator X at 6 hr 
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