Abstract-We introduce the continuous time asynchronous channel as a model for time jitter in a communication system with no common clock between the transmitter and the receiver. We have obtained a simple characterization for an optimal zero-error self-synchronizable code for the asynchronous channel. The capacity of this channel is determined by both a combinatorial approach and a probabilistic approach. Our results unveil the somewhat surprising fact that it is not necessary for the receiver clock to resynchronize with the transmitter clock within a fixed maximum time in order to achieve reliable communication. This means that no upper limit should be imposed on the run lengths of the self-synchronization code as in the case of run-length limited (RLL) codes which are commonly used in magnetic recording.
of " 's" of the run may be counted incorrectly. As a result, the information stored on the tape is reproduced incorrectly.
An information storage system can be modeled as a communication system, with the storage medium being the communication channel. The recording process is regarded as transmitting a signal at the input of the channel and the playback process is regarded as receiving a signal at the output of the channel. Motivated by the tracking problem in an information storage system, we will introduce in this paper the asynchronous channel.
Consider any continuous time communication system 1 where there is no common clock between the transmitter and the receiver. The fundamental problem in such systems is that it is impossible for the transmitter clock and the receiver clock to advance synchronously with respect to each other at all time, and consequently the receiver may not interpret the received signal correctly. The usual way to tackle this problem is to imbed synchronization cues 2 in the input signal at possibly irregular intervals, hoping that the fluctuation between the two clocks is not excessively large so that the two clocks can always be re-synchronized at the cues.
Time jitter is a serious issue which has been addressed and discussed in several previous works in the context of magnetic recording. In the discrete memoryless jitter channel described in [1] , a symbol " " written into time slot on the tape may be shifted to time slot with probability , where , with and being finite integers. The shifts are assumed to occur in an independent and identically distributed (i.i.d.) fashion. In [1] , lower and upper bounds on the channel capacity are obtained. By considering special cases of the model, stronger lower and upper bounds have been obtained in [2] (which precedes [1] ) and [3] .
The discrete-time models studied in [1] [2] [3] suffer from the drawback that the model itself does not prevent a symbol " " to "overtake" another symbol " " previously written on the tape, which is physically impossible. In order to make the model meaningful, a minimum separation between two successive " 's" written on the tape is imposed. Such a constraint in the channel input inevitably degrades the performance of the system.
In this paper, instead of a discrete-time model, we capture the effect of time jitter at the physical level by using a continuous-time model. The asynchronous channel we will introduce in the next section is a model not only for the tracking problem arising in information storage systems, but also for any continuous-time communication system with no common clock be- 1 All physical communication systems ultimately are continuous time. 2 A synchronization marker and the end of a run length are examples of a synchronization cue.
0018-9448/$25.00 © 2009 IEEE tween the transmitter and the receiver. A main contribution of this work is to show that, at least in the absence of noise, it is actually not necessary to impose an upper bound on the time to resynchronize the transmitter and the receiver clocks in order to achieve reliable communication. This seemingly counter-intuitive result is established in Section III. Based on an optimal code discussed in Section III, we determine the capacity of the asynchronous channel in Sections IV and V by a combinatorial approach and a probabilistic approach, respectively. In Section IV, we also obtain an upper bound on the rate loss when we impose the constraint that the transmitter and receiver clocks cannot be out-of-sync for a fixed maximum time. Sections VI to VIII contain proofs of theorems. Concluding remarks are in Section IX.
II. THE ASYNCHRONOUS CHANNEL
In this section, we introduce the asynchronous channel as a model for a continuous-time asynchronous communication system. The asynchronous channel can be used as a model for information storage systems such as magnetic recording systems and CD players, or communication systems in which the transmitter and the receiver have no common clock.
Let be the time index, and let and be the input signal and the output signal of the channel, respectively, which are related by , where
and is a strictly positive function of . Accordingly, , i.e., the transmitter clock and the receiver clock are synchronized to start with. In this case, we say that the asynchronous channel is noiseless because it only compresses or stretches the input signal in the time domain without changing its values.
In the context of a magnetic recording system, may be regarded as the motor speed of the tape drive at time during playback. Here, the assumption that is strictly positive means that while the motor speed can vary, the motor is at any moment rotating in the forward direction and can never stop. If for all , we have , and we say that the system is synchronous. More generally, we say that the system is synchronous if is equal to some known constant , for then can be fully recovered from as . When is not equal to a known constant, we say that the system is asynchronous, and we refer to this phenomenon as time jitter.
In the context of a communication system with no common clock, the function can be regarded as the reading of the receiver clock when the reading of the transmitter clock is . Here, the assumption that is strictly positive means that the reading of the receiver clock is at any moment advancing with respect to the reading of the transmitter clock.
In our model, we assume that is a step function which takes values from a finite input alphabet , where it is assumed that to avoid triviality. An interval on which takes a constant value is called a run, and the lengths of runs are called run lengths.
III. THE CHANNEL AND AN OPTIMAL CODE
In this section, we consider a class of asynchronous channels called the channel, where is a set of positive real numbers, and is a real number at least equal to . For a technical reason to be explained, we assume that is a closed set with the minimum element denoted by . In a communication session with finite duration, the channel takes as its inputs step functions whose run lengths are elements of the set , called the run-length set. The parameter , called the jitter ratio, will be explained in the next paragraph. We will characterize optimal self-synchronizable codes for the channel at the end of the section.
Consider an asynchronous channel with the assumption that can take arbitrary values in the interval , where . This is a reasonable physical assumption, and as we will see, it also makes the problem mathematically tractable. Then a run of length in the input is reproduced in the output as a run of length between and . It is a basic observation that a run of length and a run of length , where , are always distinguishable in the output if and only if for any , or equivalently,
. Therefore, we are motivated to define the important parameter , called the jitter ratio, so that becomes . The run-length set can be specified according to the physical requirement of the system including the power constraint at the transmitter and the bandwidth constraints at both the transmitter and receiver. For example, can be the set of all integers greater than or equal to some integer , which corresponds to the constraint that all the run lengths must be integer values at least .
We have assumed that the run-length set is closed. We point out that with this assumption, the set cannot contain arbitrarily small real numbers, because otherwise it also contains the value (since is closed), a contradiction to the assumption that it only contains positive real numbers. Let , where may be infinity, be the duration of a communication session. Let be the smallest element in and consider step functions defined on the interval satisfying the following properties:
L1. The duration is at most . L2. The runs take values in the input alphabet .
L3. The lengths of the runs take values in the run-length set .
A set of step functions satisfying the above conditions is called a code, and the step functions are called codewords of the code. The class of all such codes is denoted by .
We assume that the receiver can always recognize the end of the communication session from the output signal. As an example, in a magnetic recording system, if the communication session spans the length of the tape, then its end can automatically be detected when the tape is finished during playback.
The assumption L1 implies that the duration of the communication session can be less than . In the context of a magnetic tape, it means that it is possible to use only part of the tape. We will show in Lemma 1 in the next section that this flexibility in the duration of the communication session (instead of requiring the duration to be exactly equal to ) does not increase the capacity of the system.
Let Note that a code in is zero-error if and only if the code satisfies Constraint .
We refer to an asynchronous channel with run-length set and jitter ratio as the channel, and refer to a zero-error code in as an self-synchronizable code, or simply an code. In this section, we give a characterization of optimal codes. In the next two sections, we determine the capacity of the channel. We point out that in the definition of an code, though called a self-synchronizable code, has no explicit notion of synchronization except at the end of the communication session. More specifically, when using this code, the transmitter clock and the receiver clock may have no resynchronization with each other after a long period of time instead of resynchronizing from time to time with each other as in the usual approach. This novel approach to synchronization is a main contribution of the current work.
An optimal code in is a zero-error code which contains the largest number of codewords. To obtain an optimal code, we first construct a list of run lengths by "Construction " below recursively.
Construction :
Step 1 Let be the smallest element of the set .
Step Having taken , take to be the smallest element of the closed set .
Note that whether the list so constructed is finite or countably infinite depends on whether the procedure stops in a finite number of steps.
Theorem 1:
The set of all distinct codewords such that all the run lengths in the codeword are in is an optimal code in .
Remarks: i) As mentioned before, when an code is used, the transmitter and receiver clocks do not resynchronize with each other from time to time. In the extreme case, the communication session consists of only one run length, so that resynchronization occurs only at the end of the session.
ii) Since an code is zero-error, at the end of the communication session, the receiver is able to determine correctly the transmitted codeword, and hence the length of each run in the codeword. In general, this cannot be done before the end of the session. However, for an optimal code as constructed, since the run lengths are chosen from a set in which all the run lengths are distinguishable after passing through the channel, the receiver in fact can determine the length of each run (as transmitted) as soon as the transition at the end of that run is detected in the received signal. This means that at this point in time the transmitter and receiver clocks can resynchronize with each other. It is somewhat unexpected that this desirable property, which also is possessed by run-length limited (RLL) codes [5] commonly used in magnetic recording and optical communications, can be retained without sacrificing optimality. We note that an RLL code, which imposes an upper limit on the run lengths, is not optimal in general. See the discussion in Example 2.
Example 1: For

Example 2: For
, where is a positive integer, the members of the list are given recursively by Let , and let the logarithms be in the base so that the capacities are expressed in bits per unit time i) Let and . Consider achieving zero-error communication by an RLL code. Such a code is characterized by two parameters and , which are the minimum and maximum run lengths, respectively. Here, an RLL code attaining the maximum rate is the code, which is explained as follows. First, for , the maximum that can be taken is because , which means that if the run length is used, then the run length cannot be used. Thus, for , we should let and in order to maximize the run-length set. For , since , the run length cannot be used and therefore must be equal to . In other words, only the run length can be used, and such a code is obviously inferior to the code, which in turn is inferior to the code. Hence, the code, with run-length set , is the optimal RLL code that can be employed for zero-error communication.
Alternatively, an code with run-length set can be used. The RLL code discussed above cannot be optimal because its run-length set is a proper subset of . We denote the rate of a RLL code by , and we have and ( [5, p. 62] ). The rate of the code as prescribed should be somewhere in between and it is found to be by the results in the next section. When is large, an optimal code can perform much better than an RLL code, as to be shown next.
ii) Consider and . Then we see that the RLL code is the best possible RLL code for zero-error communication. The rate of this code is equal to because there are only two codewords. Alternatively, an code with can be used, and the rate is .
In this example, the gain from not imposing an upper limit on the run lengths is infinite!
Proof of Theorem 1:
Consider any code such that the run lengths of all the codewords are not necessarily in . Then it suffices for us to show that there exists an code such that the lengths of all the runs in the codewords are in and that has at least the same number of codewords as .
For any positive real number in , let be the largest element in which is less than or equal to . To construct the codewords in , we consider each codeword in
. If the lengths of all the runs are in , then we leave the codeword unchanged. Otherwise, we change each run length in the codeword to . Obviously, the duration of the resulting step function is shorter than the original codeword and the run lengths of all these step functions are in . This forms the code .
We 
IV. THE COMBINATORIAL CAPACITY
The combinatorial capacity of discrete noiseless channels has been studied in Shannon's original paper [4] where only integer cases are considered. This subject is treated extensively in [6] and the proofs for the non-integer cases can be found in [7] [8] [9] [10] . The combinational capacity of the channel will be found via the modification of some well-known results. Let be the smallest element in and consider the set of step functions on the interval satisfying the following:
E1. The duration is equal to .
E2. The runs take values in the input alphabet .
E3. The lengths of the runs, except for possibly the last run, take values in .
E4
. If the length of the last run is not in , then it is less than .
If the length of the last run is not in , then it is referred to as the incomplete run. Again, we call a set of step functions satisfying the above conditions a code, and call the step functions codewords of the code. The class of all such codes is denoted by . Note that is different from the class of codes we have defined in the last section on which an self-synchronizable code is defined, specifically because of the requirement for the duration of the step functions (E1) and the possible occurrence of the incomplete run (E3 and E4).
For a class of codes, we refer to an optimal code as a code in the class which satisfies Constraint and contains the largest number of codewords. When Constraint is applied, the incomplete runs in the codewords (if exist) are ignored. In the following, we will show that an optimal code in and an optimal code in have the same asymptotic rate as . For this reason, we can analyze the asymptotic rate of an optimal code in instead of . In the rest of the section, we will use to denote a code and to denote an optimal code in a specified class of codes. Let be an optimal code in . Let be an optimal code in the subclass of codes of such that the codewords satisfy E1 to E4 with replaced by (note that and have the same smallest element). Similarly, let be an optimal code in the subclass of codes of such that the codewords satisfy L1 to L3 with replaced by . By Theorem 1, is also an optimal code in . We denote the number of codewords in by , etc. Note that and are functions of the length of the communication session. In the discussion that follows, we will temporarily assume the existence of all the limits which will be justified in Theorem 2.
Lemma 1:
Proof: We first construct a set temporarily denoted by through the following procedure. For each codeword in , include the codeword in by first removing the incomplete run if it exists. Note that , and if satisfies Constraint , then continues to satisfies Constraint . It follows that is a zero-error code in . Let be the set of run lengths in and henceforth write as . Let be an optimal code in the subclass of codes of such that all the run lengths in a codeword are in . Therefore, , and
Let (5) where denotes the smallest element in . Then a codeword in contains at least one and at most runs. Thus, we can partition into subsets for such that a codeword in with runs belongs to . Assume contains the largest number of codewords. Then we can construct a set with size by appending any valid suffix to each codeword in to make the duration of each codeword equal . Denote this set of codewords by
, and we will show that satisfies Constraint . For any pair of codewords in , the pair of codewords in from which they are derived cannot satisfy G1 because the numbers of run lengths for both are equal to , and hence they must satisfy either G2 or G3. Then it is readily seen that if the pair of codewords in does not satisfy G1, then they must satisfy either G2 or G3 (because they can be distinguished from each other by their first runs). This shows that the set of codewords satisfies Constraint . Therefore (6) By (5), we have Therefore, (6) becomes (7) Combining it with (4), we obtain (8) Similarly, we can show that (9) By Theorem 1 and the definition of an optimal code in , we have (10) From the definitions of and , we have
Therefore where the equalities and inequalities follow from (9), (10), (8) , and (11), respectively. The lemma is proved.
From the above lemma, we see that the combinatorial capacity of the channel, given as by Theorem 1, is equal to . In the rest of the section, we will determine this capacity through the determination of the latter limit.
Let be a countable set of positive real numbers such that its members are labeled in increasing order, i.e., (12) and for a positive real number , let the th segment of be (13) In general, is a set of symbol cost which can be time, energy, or some special constraints related to the system. We, however, focus on being a list of run lengths. The results we will developed in the rest of the section apply to general run-length sets instead of only to specific run-length sets . The "partition function" technique [9] cannot be applied to obtain the capacity of the channel because the definition of a codeword therein is different. More fundamentally, this technique is somewhat restrictive because it requires a condition on the set to be satisfied before it can be applied. Let there exists at least one step function with duration and all the run lengths are in The partition technique can be applied provided that the set is not too dense, in the sense that for any integer for some constant . This condition, however, is difficult to verify when is countably infinite.
Some related results can be found in [7] but the definitions of capacity in [7] are somewhat different from ours. The simplest way to obtain the capacity of the channel is to modify the Proof of Proposition 1.1 in [8] . Let denote the number of step functions in defined on the interval , i.e., (for a general instead of ), where . For . For satisfies with for by convention, and
The above recursive relation for can be written more compactly as (14) by further letting and for . Note that with our convention for , the summand in the above summation is equal to whenever . This is justified because when constraint is applied, an incomplete run in the codeword is ignored.
For a list , let if it exists. All the logarithms in this paper are in the same base.
Definition 1:
The capacity of a channel with run-length set is defined as if it exists. Now, we modify the proof given in [8] (20) to obtain the capacity of the channel.
Corollary 2:
If is a subset of integers, converges on for all and .
Theorem 2 also provides an easy way to determine when has a closed form.
Example 3: Consider binary codes whose run lengths are multiples of . Then and for . Therefore, , and bit per unit time.
The following example illustrates the scenario in Theorem 2 Part i). In general, may not have a closed form so that is difficult to compute. In this case, we may need to approximate by for a sufficiently large , where is the unique positive root of and is defined in (13) . Thus, the convergence rate of is of practical interest.
Theorem 3 (The Convergence Rate):
For any with and (22) where and .
The Proof of Theorem 3 is deferred to Section VII. In addition to the convergence rate, this theorem has the following physical interpretation. Recall from Remark ii) following Theorem 1 that for a code, the transmitter and receiver clocks can always resynchronize with each other at the end of a run length. This means that when the set of run lengths is , the transmitter and receiver clocks can always resynchronize with each other within a horizon of length . Thus, if we impose the constraint that the transmitter and receiver clocks cannot be out-of-sync for more than time units, the rate loss incurred is at most which by (22) is upper-bounded by where denotes the right-hand side (RHS) of (22) and we have invoked the monotonicity of the logarithmic function. Consider a channel with run-length set . In this section, we seek a Maxentropic Theorem for stochastic processes with the run lengths in the set . This theorem i) gives the maximum entropy rate of such a process, called the probabilistic capacity of the channel; and ii) specifies the statistics of the process achieving the probabilistic capacity. The Maxentropic Theorem for RLL sequences was obtained in [12] and [13] (see also [5] for a detailed discussion and further references).
For our problem, when the list of run lengths is an infinite set, the process in question has infinite memory and therefore is not Markovian. So the approach for proving the Maxentropic Theorem via transition matrices does not work. In this section, the theorem will be obtained by way of the characteristic function . The Maxentropic Theorem we prove not only asserts that the probabilistic capacity and the combinatorial capacity are the same for being an infinite set of run lengths, but also provides insight into the asymptotic behavior of an optimal code. In fact, this insight has led to the construction of an optimal code recently reported in [14] .
In the following, we are only interested in those with a positive radius of convergence, i.e., and . This means is finite and , from which the existence of , the unique positive real root of , is guaranteed. Note always satisfy the above requirements which has been shown in the Proof of Corollary 1.
Definition 2:
For a given list of run lengths and an alphabet with cardinality , let be the set of step functions on taking values in whose run lengths are in , be the set of stochastic processes on taking values almost surely (a.s.) in be the th segment of stochastic process , and and be the distributions of and , respectively. Then the entropy rate of is defined by (24) and the maxentropy of is defined by (25) In order for the maxentropy to be well defined, we have to show that the maximum in (25) is achievable. Under a reasonable condition, this will be done in the proof of the next theorem. Specifically, we will show that the stochastic process defined below achieves the maxentropy. Any step function can be uniquely determined by a pair of sequences, and , where and are, respectively, the th run length and the value taken by the th run of . We will write and . Similarly, a stochastic process is uniquely determined by a pair of stochastic sequences and . Finally, by letting and in (49), we obtain , completing the proof.
IX. CONCLUSION
In this paper, we have explored a new approach to tackle time jitter in a communication system with no common clock between the transmitter and the receiver. To start with, we only make the assumption the transmitter and receiver clocks can synchronize with each other explicitly at the beginning and the end of a communication session. Unlike the traditional approach, we do not impose the constraint that the transmitter and receiver clocks have to resynchronize with each other from time to time, in particular, within a fixed maximum time.
To capture the effect of time jitter at the physical level of a communication system, we have introduced the asynchronous channel. Unlike previous models in the literature, our channel model is in continuous time. We have obtained a simple characterization of an optimal zero-error self-synchronizable code for the asynchronous channel. We also have proved the Maxentropic Theorem which implies the equivalence between the combinatorial capacity and the probabilistic capacity of the channel. With the insight provided by this theorem, a construction of an optimal code has recently been given in [14] .
Our characterization of an optimal code for the noiseless asynchronous channel reveals that in designing efficient codes for the purpose of synchronization, no upper limit should be imposed on the run lengths as in run-length limited (RLL) codes which are commonly used in magnetic recording. We have shown this somewhat surprising fact when the channel is noiseless; whether this remains to be true when the channel is noisy is unknown. After all, how to incorporate both time jitter and noise into the same model while keeping the model analytically tractable is perhaps the biggest challenge for future research in this direction.
