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COHOMOLOGIES AND DEFORMATIONS OF
RIGHT-SYMMETRIC ALGEBRAS
ASKAR DZHUMADIL’DAEV
Dedicated to A.I. Kostrikin on the occasion of his 70-th birthday
Abstract. An algebra A with identity (a ◦ b) ◦ c− a ◦ (b ◦ c) =
(a ◦ c) ◦ b − a ◦ (c ◦ b), is called right-symmetric. Cohomology
and deformation theory for right-symmetric algebras are devel-
oped. Cohomologies of gln and half-Witt algebras W
rsym
n
, p =
0, W rsym
n
(m), p > 0, are calculated. In particular, one right-
symmetric central extension of W rsym
1
is constructed.
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1. Introduction.
An algebra A over a field K of characteristic p ≥ 0 is called right-
symmetric [19], [14], if for any a, b, c ∈ A, the following condition takes
place
a ◦ (b ◦ c)− (a ◦ b) ◦ c = a ◦ (c ◦ b)− (a ◦ c) ◦ b.
Any associative algebra is right-symmetric. For example, gln under
usual multiplication of matrices is right-symmetric. An algebra of vec-
tor fields K[[x±1, . . . , x±1n ]] under multiplication u∂i ◦ v∂j = v∂j(u)∂i
gives us a less trivial example of right-symmetric algebras. It is not
associative. Since its Lie algebra is isomorphic to Witt algebra Wn,
we call it a half-Witt algebra and denote it as W rsymn . If n = 1, this
algebra satisfies one more identity
a ◦ (b ◦ c) = b ◦ (a ◦ c).
Such algebras are called Novikov [1], [15]. The generalisation of Novikov
structure for the case n > 1 is possible, if we consider half-Witt
algebra not with one, but with two multiplications. If we endow
K[[x±1, . . . , x±1]] with a second multiplication u∂i ∗ v∂j = ∂i(u)v∂j,
then we obtain algebra with the following identities
a ◦ (b ◦ c)− (a ◦ b) ◦ c− a ◦ (c ◦ b) + (a ◦ c) ◦ b = 0,
a ∗ (b ∗ c)− b ∗ (a ∗ c) = 0,
a ◦ (b ∗ c)− b ∗ (a ◦ c) = 0,
(a ∗ b− b ∗ a− a ◦ b+ b ◦ a) ∗ c = 0,
(a ◦ b− b ◦ a) ∗ c+ a ∗ (c ◦ b)− (a ∗ c) ◦ b− b ∗ (c ◦ a) + (b ∗ c) ◦ a = 0.
These two multiplications are useful in the construction of right-symmetric,
Chevalley-Eilenberg and Leibniz cocycles of such algebras.
We develop cohomology theory for right-symmetric algebras. We en-
dow right-symmetric cochain complex C∗rsym(A,M) = ⊕kC
k
rsym(A,M),
where Ck+1rsym(A,M) = Hom(A⊗∧
k(A),M), k ≥ 0, by a pre-simplicial
structure. Corresponding cohomologies can be ”almost” obtained by
derived functor formalism. The exact meaning of the word ”almost”
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can be found in section 2.5. Roughly speaking, this means that one
should be more careful in considerating small degree cohomologies.
If we take C0rsym(A,M) as M, then we should consider the opera-
tor drsym with cubic condition d
3
rsym = 0. [12]. We prefer taking
C0rsym(A,M) as a Ker d
2
rsym on M, i.e., C
0
rsym(A,M) := M
l.ass :=
{m ∈ M : (m, a, b) = 0, ∀a, b ∈ A}. Then for any m ∈ M, we
can correspond 2-right-symmetric cocycles, ∇(m) : (a, b) 7→ (m, a, b).
We call such cocycles as standard. If m ∈ M l.ass, then ∇(m) = 0.
If m ∈ M, then the cohomological class [∇(m)] = 0, because of
∇(m) = dω, where ω(a) = [a,m]. Moreover it is true, if M is a
submodule of some right-symmetric A−module M˜, and m ∈ M˜,
such that [a,m] = a ◦ m − m ◦ a ∈ M, ∀a ∈ M. If m˜ ∈ M˜, such
that drsymm˜(a) 6∈ M, then ∇(m˜) can give a nontrivial class of 2-
right-symmetric cocycles in H2rsym(A,M). For example, Osborn 2-
right-symmetric cocycles for A = W rsym1 (m), p > 0, that appear in
constructing simple Novikov algebras,
(u∂, v∂) 7→ xp
m−1uv∂,
(u∂, v∂) 7→ xp
m−2uv∂,
are ∇(xp
m+1∂), and ∇(xp
m
∂), correspondingly.
If k > 0, right-symmetric cohomologies Hk+1rsym(A,M) are isomor-
phic to Chevalley-Eilenberg cohomologies Hklie(A,C
1(A,M)), where
Alie−module structure on C1(A,M) is given by a special way: [a, f ](b) =
−drsymf(b, a). We endow also right-symmetric universal enveloping al-
gebra by a Hopf algebraic structure. It allows us to consider cup prod-
ucts, that are very useful in cocycle constructions.
Second cohomology space H2rsym(A,A) is interpreted as a space
of right-symmetric deformations. We calculate right-symmetric coho-
mologies of matrix algebra gln, p = 0. We prove that, in the category
of irreducible antisymmetric glrsymn −modules, nontrivial cohomologies
appear only in the case of M = (gln)anti. Moreover, right-symmetric
cohomology of glrsymn in (gln)anti can be reduced to Chevalley-Eilenberg
cohomology of Lie algebra gln with coefficients in trivial module:
Hk+1rsym(gln, (gln)anti)
∼= Hklie(gln,K), k > 0.
In particular, Hk+1rsym(gln,K) = 0, k ≥ 0. We calculate also right-
symmetric cohomologies of gln with coefficients in regular module.
These results show that gln has (n
2−1)− parametrical nontrivial right-
symmetric deformations. Any formal right-symmetric deformation of
gln is equivalent to the deformations given by the rule
(a, b) 7→ a ◦ b+ t tr b [X, a], X ∈ sl2.
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One can choose the prolongation in another way:
(a, b) 7→ a ◦ b+ tX ◦ ((tr a)b− tr (a ◦ b) + (tr b)a)
+t2{tr a tr b−(tr a◦b)2X2−(tr a tr(X ◦b))X−(tr (a◦X)tr b)X}+ · · · .
We prove that right-symmetric cohomologies of A = W rsymn with
coefficients in antisymmetric modules can also be reduced to Chevalley-
Eilenberg cohomologies of the Lie algebra Wn. As it turned out, H
2
rsym(A,A)
for A = Wn, p = 0, or A = Wn(m), p > 0, is too large and this hap-
pens mainly because of largeness of a space of right-symmetric deriva-
tions. There is an imbedding
Z1rsym(A,A)⊗H
1
lie(A,U)→ H
2
rsym(A,A).
We prove that Z1rsym(A,A) has a basis consisting of two types of right-
symmetric derivations: ∂i, i = 1, . . . , n, if p > 0, one should con-
sider also derivations ∂p
ki
i , 0 ≤ ki < mi; and xi∂j , i, j = 1, . . . , n.
So, any right-symmetric derivation of A has a form
∑n
i=1 ui∂i + δ(p >
0)
∑n
i=1
∑mi−1
ki=0
λi,ki∂
pki
i , such that ∂i∂j(us) = 0, i, j, s = 1, . . . , n, λi,ki ∈
K. We formulate a result about local deformations of Wn, p = 0, or
Wn(m), p > 3. The space H
2
rsym(Wn,Wn), p = 0, is generated by
classes of cocycles of four types. In the case of p > 3 Steenrod Squares
also appears. We prove that W rsym1 has exactly one right-symmetric
central extension. It can be given by cocycle
(ei, ej) 7→ (j + 1)jδi+j,−1, p = 0,
(ei, ej) 7→ (−1)
iδi+j,pm−1, p > 0.
For n > 1, H2rsym(Wn,K) = 0.
For right-symmetric algebras, Novikov algebras and some cohomol-
ogy calculations see also [9], [13], [16], [17], [2], [3], [18].
2. Right-symmetric algebras and (co)modules.
2.1. Right-symmetric algebras. An algebra A over a field K with
multiplication (a, b) 7→ a ◦ b, is called Lie-admissible, if the vector
space A under commutator [a, b] = a ◦ b− b ◦ a can be endowed by a
structure of Lie algebra. An algebra A is right-symmetric, if it satisfies
the following identity :
(a ◦ b) ◦ c− a ◦ (b ◦ c) = (a ◦ c) ◦ b− a ◦ (c ◦ b), ∀a, b, c ∈ A.
Let (a, b, c) = a ◦ (b ◦ c) − (a ◦ b) ◦ c be the asssociator of elements
a, b, c ∈ A. In terms of associators the right-symmetric identity is
(a, b, c) = (a, c, b), ∀a, b, c ∈ A.
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Right-symmetric algebra A is Lie-admissible. Similarly, one can define
left-symmetric algebra by identity
(a, b, c) = (b, a, c), ∀a, b, c ∈ A.
Categories of left-symmetric algebras and right-symmetric algebras are
equivalent. Any left(right)-symmetric algebra will be right(left)-symmetric
under new multiplication (a, b) 7→ b ◦ a.
An element e of right-symmetric algebra is called left unit, if e ◦
a = a, for any a ∈ A. Denote by Ql(A) a space of left units. Let
Zl(A) = {z ∈ A : z ◦ a = 0, ∀a ∈ A} be left center of A. Call a space
Nl(A) = Zl(A)⊕Ql(A) as a semi-senter of A. Then [Nl(A), Nl(A)] ⊆
Zl(A). An algebra A is called (left) unital, if it has nontrivial left
units.
Any associative algebra is a right-symmetric algebra. In such cases,
we will use notations like Aass, if we consider A as associative algebra
and Arsym, if we consider A as right-symmetric algebra. Similarly,
for right-symmetric algebra A notation Arsym means that we use only
right-symmetric structure on A and Alie stands for a Lie algebra struc-
ture under commutator (a, b) 7→ [a, b].
Matrix algebras gln gives us examples of unital right-symmetric al-
gebras.
Less trivial examples appear in the consideration of Witt algebras.
The algebra Wn, p = 0, and Wn(m) defined below has not only right-
symmetric mutiplication (a, b) 7→ a ◦ b, but also one more multiplica-
tion (a, b) 7→ a ∗ b, that satsifies the following identities
a ◦ (b ◦ c)− (a ◦ b) ◦ c− a ◦ (c ◦ b) + (a ◦ c) ◦ b = 0,
a ∗ (b ∗ c)− b ∗ (a ∗ c) = 0,
a ◦ (b ∗ c)− b ∗ (a ◦ c) = 0,
(a ∗ b− b ∗ a− a ◦ b+ b ◦ a) ∗ c = 0,
(a ◦ b− b ◦ a) ∗ c+ a ∗ (c ◦ b)− (a ∗ c) ◦ b− b ∗ (c ◦ a) + (b ∗ c) ◦ a = 0.
Let
U = k[[x±11 , . . . , x
±1
n ]] = {x
α =
k∏
i=1
xαii : α = (α1, . . . , αn), αi ∈ Z, i = 1, . . . , n}
be an algebra of Laurent power series, if the main field k has charac-
teristic 0 and
U = On(m) = {x
(α) =
∏
i
x
(αi)
i : α = (α1, . . . , αn), 0 ≤ αi < p
mi , i = 1, . . . , n}
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be a divided power algebra if char k = p > 0. Recall that On(m) is
pm -dimensional and the muliplication is given by
x(α)x(β) =
(
α + β
α
)
x(α+β),
where m =
∑
imi, and(
α + β
α
)
=
∏
i
(
αi + βi
αi
)
,
(
n
l
)
=
n!
l!(n− l)!
, n, l ∈ Z+.
Let ǫi = (0, . . . , 1
i
, . . . , 0). Define ∂i as a derivation of U,
∂i(x
α) = αix
α−ǫi , p = 0,
∂i(x
(α)) = x(α−ǫi), p > 0.
Endow a space of derivations Der U = {
∑
i ui∂i : ui ∈ U} by multipli-
cations:
u∂i ◦ v∂j = v∂j(u)∂i,
u∂i ∗ v∂j = ∂i(u)v∂j.
Denote obtained algebra as W rsymn (m). If p = 0, this denotion will be
reduced until W rsymn . If n 6≡ 0(mod p), then an element e =
∑
i x1∂i/n
is a left unit of W rsymn (m). If n = 1, then a◦b = a∗b. Thus the algebra
A = W rsym1 (m) in addition to right-symmetry condition satisfies the
following identity
a ◦ (b ◦ c) = b ◦ (a ◦ c), ∀a, b, c ∈ A.
Such algebras are called Novikov algebras [1]. Notice that Novikov
algebra W1(m) is unital. If right-symmetric algebra A is Novikov
algebra, we will use denotion Anov.
2.2. Right-symmetric modules and comodules. A vector space
M is said to bemodule over right-symmetric algebra A, if it is endowed
by right action
M × A→M, (m, a) 7→ m ◦ a
and left action
A×M → M, (a,m) 7→ a ◦m,
such that
m ◦ [a, b]− (m ◦ a) ◦ b+ (m ◦ b) ◦ a = 0,
(a ◦m) ◦ b− a ◦ (m ◦ b)− (a ◦ b) ◦m+ a ◦ (b ◦m) = 0,
for any a, b ∈ A,m ∈ M. We will say, that M is antisymmetric
A−module, if the left action of A is trivial, i.e., a ◦ m = 0, for
any a ∈ A,m ∈ M. For module M over right-symetric algebra A,
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denote by Manti its antisymmetric A−module: Manti =M, (m, a) 7→
m ◦ a, (a,m) 7→ 0, for all m ∈Manti, a ∈ A.
A right-symmetric A−module M is said to be special, if the right
action satisfies the following condition
m ◦ (a ◦ b)− (m ◦ a) ◦ b = 0, ∀a, b ∈ A, ∀m ∈M.
A special module is antisymmetric, if a ◦m = 0, for all a ∈ A.
Example. For right-symmetric algebra A its vector space A can be
endowed by a natural structure of A−module, (a,m) 7→ a◦m, (m, a) 7→
m ◦ a, a,m ∈ A. In such cases we say that M = A is regular
A−module. If A is associative algebra, then regular module is special.
The functor
Alie-module→ right Alie-module→ Antisymmetric A-module
gives us an equivalence of the category of antisymmetric A−modules
to the category of (right) Alie−modules. Antisymmetric A -module
corresponding to right Alie -module M will be denoted by Manti.
Assume that A is an associative algebra A with multiplication
(a, b) 7→ a · b. In the last case of Arsym right-symmetric multiplica-
tions can be defined in two ways: by (a, b) 7→ a · b or by (a, b) 7→ b · a.
For definiteness we endow Arsym by multiplication (a, b) 7→ a · b. For
associative algebra A the functor
Right Aass-module→ Antisymmetric special Arsym-module
gives us an equivalence of the categories of antisymmetric special Arsym -
modules and right Aass -modules.
Right-symmetric A -module M can be endowed by a structure of
module over Lie algebra Alie by action [a,m] = a ◦m − m ◦ a. The
obtained module is denoted by M lie.
So, for defining module structure on a vector space M over a right-
symmetric algebra A one should define on M right module structure
over the Lie algebra Alie and endow it by a left action that satisfies
condition (AAM). As we mentioned before the last can be done by a
trivial way by setting a ◦m = 0, ∀a ∈ A, ∀m ∈M.
For a module M over right-symmetric algebra A the subspace
M l.ass = {m :∈M : (m, a, b) = 0, ∀a, b ∈ A}
is called a left associative invariant subspace of M, and
M l.inv = {m ∈M : m ◦ a = 0, ∀a ∈ A}
is called a left invariant subspace of M. If M = A is regular module,
then Al.ass is called a left associative center. Notice that, Al.inv coin-
cides with the left center of A. Notice that, M l.inv is close under right
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action of A and
M l.inv ⊆M l.ass.
Module M of (left) unital right-symmetric algebra is called (left)
unital, if
e ◦m = m, ∀e ∈ Ql(A), ∀m ∈M.
and (left) central, if
z ◦m = 0, , ∀z ∈ Zl(A), ∀m ∈M.
Regular module of unital right-symmetric algebra is unital and cen-
tral.
A vector space M is called comodule over right-symmetric algebra
A, if there are given right action
M × A→ M, (m, a) 7→ m ◦ a,
and left action
A×M → M, (a,m) 7→ a ◦m,
such that
[a, b] ◦m− a ◦ (b ◦m) + b ◦ (a ◦m) = 0,
−b ◦ (m ◦ a) + (b ◦m) ◦ a−m ◦ (a ◦ b) + (m ◦ a) ◦ b = 0,
for any a, b ∈ A,m ∈ M. A comodule M is special, if it satisfies the
identity
(a ◦ b) ◦m = a ◦ (b ◦m), ∀a, b ∈ A, ∀m ∈M.
A (special) comodule M is called antisymmetric, if m◦a = 0, for any
a ∈ A.
Example. Let A be right-symmetric algebra, M be A−module
and M ′ = {f : M → K} be a space of linear functions on M. Set
(a ◦ f)(m) = f(m ◦ a), (f ◦ a)(m) = f(a ◦m).
Then M ′ under actions (a, f) 7→ a◦f, (f, a) 7→ f ◦a, can be endowed
by a structure of A− comodule. Check it.
{[a, b]f − a ◦ (b ◦ f) + b ◦ (a ◦ f)}(m) =
f(m ◦ [a, b]− (m ◦ a) ◦ b+ (m ◦ b) ◦ a) = 0,
{−b ◦ (f ◦ a) + (b ◦ f) ◦ a− f ◦ (a ◦ b) + (f ◦ a) ◦ b}(m) =
f(−a ◦ (m ◦ b) + (a ◦m) ◦ b− (a ◦ b) ◦m+ a ◦ (b ◦m)) = 0.
The A− comodule A′ for regular module A is called coregular comod-
ule of A. If A is associative, then A′ is special comodule.
For A− comodule M let
M r.ass = {m ∈M : (a, b,m) = 0, ∀a, b ∈ A}
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be a right associative invariant subspace of M and
M r.inv = {m ∈M : a ◦m = 0, ∀a ∈ A}
be a right invariant subspace of M. Notice that M r.inv is close under
left action of A. An inclusion takes place
M r.inv ⊆M r.ass.
2.3. Antisymmetric module C1right(A,M) .
Proposition 2.1. The space of linear maps C1rsym(A,M) := C
1(A,M) =
{f : A→ M} can be endowed by a structure of antisymmetric A−module,
where the right action is given by
(f ◦ a)(b) = f(b) ◦ a− f(a ◦ b) + b ◦ f(a), a, b ∈ A.
Proof. For f ∈ C1(A,M), a, b, c ∈ A, we have
(f ◦ [b, c])(a)− ((f ◦ b) ◦ c)(a) + ((f ◦ c) ◦ b)(a) =
drsymf(a, [b, c])− drsym([f, b])(a, c) + drsym([f, c])(a, b) =
a ◦ f([b, c])− f(a ◦ [b, c]) + f(a) ◦ [b, c]−
−a ◦ [f, b](c) + [f, b](a ◦ c)− [f, b](a) ◦ c+
+a ◦ [f, c](b)− [f, c](a ◦ b) + [f, c](a) ◦ b =
a ◦ f([b, c])− f(a ◦ [b, c]) + f(a) ◦ [b, c]
−a ◦ drsymf(c, b) + drsymf(a ◦ c, b)− drsymf(a, b) ◦ c+
+a ◦ drsymf(b, c)− drsymf(a ◦ b, c) + drsymf(a, c) ◦ b =
a ◦ f([b, c])
−−−−−−
− f(a ◦ [b, c])
======
+ f(a) ◦ [b, c]
≡≡≡≡≡≡
− a ◦ (c ◦ f(b))
∼∼∼∼∼∼
+ a ◦ f(c ◦ b)
−−−−−−
− a ◦ (f(c) ◦ b)
≃≃≃≃≃≃
+ (a ◦ c) ◦ f(b)
∼∼∼∼∼∼
− f((a ◦ c) ◦ b)
======
+ f(a ◦ c) ◦ b
≍≍≍≍≍≍
− a ◦ f(b) ◦ c
∼∼∼∼∼∼
+ f(a ◦ b) ◦ c
∼=∼=∼=∼=∼=∼=
− (f(a) ◦ b) ◦ c
≡≡≡≡≡≡
+
+ a ◦ (b ◦ f(c))
≃≃≃≃≃≃
− a ◦ f(b ◦ c)
−−−−−−
+ a ◦ (f(b) ◦ c)
∼∼∼∼∼∼
− (a ◦ b) ◦ f(c)
≃≃≃≃≃≃
+ f((a ◦ b) ◦ c)
======
− f(a ◦ b) ◦ c
∼=∼=∼=∼=∼=∼=
+
(a ◦ f(c)) ◦ b
≃≃≃≃≃≃
− f(a ◦ c) ◦ b
≍≍≍≍≍≍
+ (f(a) ◦ c) ◦ b
≡≡≡≡≡≡
=
= 0.
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So, C1(A,M) is a right Alie -module. •
2.4. Universal enveloping algebras of right-symmetric alge-
bras. Consider two copies of A, denote them by Ar, Al, and the
tensor algebra T (Ar ⊕ Al). Algebras Ar, Al supposed to be free as
K−module and the tensor algebra T (Ar ⊕Al) is associative and uni-
tal. Elements of Ar and Al corresponding to a ∈ A denote as ra
and la. Let U(A) be a factor-algebra of T (A
r ⊕ Al over an ideal J
generated by r[a,b]−rarb+ rbra, [rb, la]− lbla+ la◦b. This algebra can be
considered as a universal enveloping algebra of right-symmetric algebra
A. Denote by U˘(A) the factor-algebra of T (Ar ⊕Al) over an ideal J˘
generated by {ra◦b− rarb, [rb, la]− lbla+ la◦b}. This algebra is called a
special universal enveloping algebra of A. Notice that, J ⊂ J˘ , since
r[a,b] − [ra, rb] = {ra◦b − rarb} − {rb◦a + rbra} ∈ J˘ .
So, the following exact sequences of algebras take place
0→ J → T (Ar ⊕Al)→ U(A)→ 0,
0→ J˘ → T (Ar ⊕Al)→ U˘(A)→ 0,
and
0→ J˘/J → U(A)→ U˘(A)→ 0.
In particular, we can consider U˘(A) as right U(A)−module:
u˘v¯ = u˘v˘,
where u˘ and u¯ are elements of U˘(A) and U(A) corresponding to
u ∈ T (Ar ⊕Al).
Theorem 2.2. Let A be a right-symmetric algebra.
i) There exists an equivalence of the categories of A−modules and
right U(A)−modules. The same is true for A− comodules and left
U(A)−modules.
ii) The category of special A−modules is equivalent to the category
of right U˘(A)−modules. The same is true for special A− comodules
and left U˘(A)−modules.
Proof. i) Let (r, l) : A → EndM be a representation of right-
symmetric algebra A corresponding to A -module M, i.e.,
r : A→ EndM, a 7→ ra, mra = m ◦ a,
l : A→ EndM, a 7→ la, mla = a ◦m,
linear operators, such that for any a, b ∈ A,
r[a,b] − rarb + rbra = 0, (MAA)
[rb, la]− lbla + la◦b = 0. (AAM)
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So, any A−module is a right U(A)−module and, converse, any right
U(A)−module can be considered as an A−module.
A corepresentation (rco, lco) : A→ EndM, corresponding to A-comodule
M,
rco : A→ EndM, a 7→ ra, r
co
a m = a ◦m,
lco : A→ EndM, a 7→ la, l
co
a m = m ◦ a,
satisfies conditions (MAA), (AAM) for rcoa , l
co
a . So, any A− comodule
is a left U(A)−module. Any left U(A)−module can be considered as
a A− comodule.
ii) Let M be a special A−module. Then by the rule
mra = m ◦ a,mla = m ◦ a,
we obtain a right U˘(A)−module:
m ◦ (a ◦ b)− (m ◦ a) ◦ b = 0→ ra◦b = rarb.
Converse, for a right U˘(A)−module N , one can correspond special
A−module N, by n ◦ a := nra, a ◦ n = nla.
For a special A− comodule M notice that
(a ◦ b) ◦m− a ◦ (b ◦m) = 0⇒ rcoa◦b = r
co
a r
co
b ,
if rcoa m = a ◦m, l
co
a m = m ◦ a. So, any special A− comodule is a left
Uspec(A)−module. A converse statement is also evident. •
2.5. Right-symmetric cohomologies as a derived functor . Re-
call that factor-images of the element u ∈ T (Ar ⊕ Al) in U(A) and
U˘(A) are denoted by u¯ and u˘. Consider A˘ = A⊕ < 1 > as a right
U(A)−module:
1 ◦ r¯a = ra ◦ 1 = a, 1 ◦ l¯a = la ◦ 1 = a, a ◦ r¯b = a ◦ b, a ◦ l¯b = b ◦ a,
for all a ∈ A. Endow U˘(A) by a structure of U(A)−module as in
the subsection 2.4. Consider A ⊗ ∧k(A) ⊗ U(A), k ≥ 0, as a right
U(A)−module. Then A⊗∧kA⊗U(A) is a free U(A)−module. Denote
its generators by < a0, a1, . . . , ak >, where a0 ∈ A, a1∧· · ·∧ak ∈ ∧
kA.
Construct homomorphisms
∂ : A⊗ ∧kA⊗ U(A)→ A⊗ ∧k−1A⊗ U(A), k > 0,
∂ : A⊗ U(A)→ U˘(A)
ǫ : U˘(a)→ A˘,
as below
∂ < a0, a1, . . . , ak >=
k∑
i=1
{(−1)i+1 < ai, a1, . . . , aˆi, . . . , ak > l¯a0
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+(−1)i < a0 ◦ ai, a1, . . . , aˆi, . . . , ak >
+(−1)i+1 < a0, a1, . . . , aˆi, . . . , ak > r¯ai}
+
∑
i<j
(−1)i+1 < a0, a1, . . . , aˆi, . . . , aj−1, [ai, aj ], . . . , ak >,
∂(a0) =< 1˘ > l¯a0− < 1˘ > r¯a0 ,
ǫ1˘ = 1˘, ǫr˘a = a, ǫl˘a = −a.
Then the following sequence
· · ·
∂
→ A⊗∧2A⊗U(A)
∂
→ A⊗A⊗U(A)
∂
→ A⊗U(A)
∂
→ U˘(A)
ǫ
→ A˘→ 0
is almost a free resolution of the right U(A)−module A˘. Here the
words ”almost free” mean that all members of the resolution except
U˘(A) is are free right U(A)−modules.
Notice that
HomU(A)(A⊗ ∧
kA⊗ U(A),M) ∼= A⊗ ∧kA, k ≥ 0,
and HomU(A)(U˘(A),M) consists of g : U˘(A)→M, such that
g(1˘)(r¯ar¯b − r¯a◦b) = g(1˘(r¯ar¯b − r¯a◦b)) =
g( ˘rarb − ˘ra◦b) = g(r˘ar˘b − ˘ra◦b) =
0,
for any a, b ∈ A. So,
HomU(A)(U˘(A),M) ∼= {m ∈M : (m, a, b) = 0}.
Therefore, as a right-symmetric cochain complex we can take
C∗rsym(A,M) = ⊕kC
k
rsym(A,M),
C0rsym(A,M) = {m ∈M : (m, a, b) = 0, ∀a, b ∈ A},
Ck+1rsym(A,M) = A⊗ ∧
kA, k ≥ 0.
These statements will follow from our results on right-symmetric coho-
mologies in the next sections. Our approach is slightly different from
Koszul’s approach. We will argue in cohomological terms and prove
that right-symmetric cochain complex has a pre-simplicial structure.
Let us mention these results relating homologies. Let M be comod-
ule over right-symmetric algebra A. Endow M ⊗ A by a structure of
antisymmetric A− comodule with a left action
b ◦ (m⊗ a) = m ◦ a⊗ b−m⊗ a ◦ b+ b ◦m⊗ a.
Set
Crsym0 (A,M) :=M
r.ass := {m ∈M : (a, b,m) = 0, ∀a, b ∈ A},
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Crsymk+1 (A,M) =M ⊗ A⊗ ∧
k(A), k ≥ 0.
Crsym∗ (A,M) = ⊕kC
rsym
k (A,M).
Then Crsym∗ (A,M) is chain complex under the boundary operator
∂ : Crsymk+1 (A,M)→ C
rsym
k (A,M),
∂(m⊗ a0 ⊗ a1 ∧ · · · ∧ ak) =
k∑
i=1
(−1)i+1{m ◦ a0 ⊗ ai ⊗ a1 ∧ · · · aˆi · · · ∧ ak
−m⊗ a0 ◦ ai ⊗ a1 ∧ aˆi · · · ∧ ak
+ai ◦m⊗ a0 ⊗ a1 ∧ · · · aˆi · · · ∧ ak}
+
∑
i<j
(−1)i+1m⊗ a0 ⊗ a1 ∧ · · · aˆi · · · ∧ aj−1 ∧ [ai, aj] ∧ · · · ak.
Moreover, Crsym∗ (A,M) has antisymmetric A− comodule structure
with left action
ρrsymco (x) : C
rsym
k+1 (A,M)→ C
rsym
k+1 (A,M),
ρrsymco (x)(m⊗ a0 ⊗ a1 ∧ · · · ∧ ak) =
k∑
i=1
(−1)i(m ◦ a0 ⊗ ai ⊗ a1 ∧ · · · aˆi · · · ∧ ak
−m⊗ a0 ◦ ai ⊗ a1 ∧ · · · aˆi · · · ∧ ak
+ai ◦m⊗ a0 ⊗ a1 ∧ · · · aˆi · · · ∧ ak}
+
∑
i<j
(−1)i+1m⊗ a0 ⊗ a1 ∧ · · · ∧ ai−1 ∧ [x, ai] ∧ · · · ∧ ak,
and an isomorphism of A− comodules takes place
Crsymk+1 (A,M)
∼= C liek (A,M ⊗A).
that induces an isomorphism of homology spaces
Hrsymk+1 (A,M)
∼= H liek (A,M ⊗A), k > 0.
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2.6. Comultiplication of universal enveloping algebra. Let U(A)
be the universal enveloping algebra of a right-symmetric algebra A. As
we noticed in section 2, it can be generated by the elements ra, la, a ∈
A, such that
r[a,b] − [ra, rb] = 0, [la, rb]− la◦b + lbla = 0, a, b ∈ A.
Define homomorphism
∆ : U(A)→ U(A)⊗ U(A),
by
∆(1) = 1⊗ 1,
∆(ra) = ra ⊗ 1 + 1⊗ (ra − la),
∆(la) = la ⊗ 1.
Since, according to right-symmetry identities,
∆([ra, rb]) =
∆(ra)∆(rb)−∆(rb)∆(ra) =
rarb ⊗ 1 + 1⊗ (ra − la)(rb − lb)− rbra ⊗ 1 + 1⊗ (rb − lb)(ra − la) =
r[a,b] ⊗ 1 + 1⊗ (r[a,b] − l[a,b] =
∆(r[a,b]),
∆([la, rb]− la◦b + lbla) =
(la⊗1)(rb⊗1+1⊗(rb−lb))−(rb⊗1+1⊗(rb−lb))(la⊗1)−la◦b⊗1+lbla⊗1 =
([la, rb]− la◦b + lbla)⊗ 1 =
0.
this definition is correct.
Theorem 2.3. For a right-symmetric algebra A and its universal en-
veloping algebra U(A) the following diagram is commutative
U(A)
∆
→ U(A)⊗ U(A)
↓ ∆ ↓ ∆⊗ 1
U(A)⊗ U(A)
1⊗∆
→ U(A)⊗ U(A)⊗ U(A)
Proof.We must check that
(1⊗∆)∆(u) = (∆⊗ 1)∆(u), ∀u ∈ U(A).
We have
(1⊗∆)∆(ra) =
(ra ⊗ 1⊗ 1 + 1⊗ ra ⊗ 1 + 1⊗ 1⊗ (ra − la))− 1⊗ la ⊗ 1 =
(ra ⊗ 1⊗ 1 + 1⊗ ra ⊗ 1− 1⊗ la ⊗ 1) + 1⊗ 1⊗ (ra − la) =
∆(ra)⊗ 1 + 1⊗ (ra − la) =
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(∆⊗ 1)⊗∆(ra),
(1⊗∆)∆(la) = la ⊗ 1⊗ 1 = (∆⊗ 1)∆(la). •
Similarly, homomorphism ∆1 defined below is also comultiplication,
∆1 : U(A)→ U(A)⊗ U(A),
∆1(1) = 1⊗ 1,
∆1(ra) = (ra − la)⊗ 1 + 1⊗ ra,
∆1(la) = 1⊗ la
So, we can construct for given A−modules M and N their tensor
products M⊗N with a module structure unduced by comultiplication
∆ :
(m⊗ n) ◦ a = m ◦ a⊗ n+m⊗ [n, a],
a ◦ (m⊗ n) = a ◦m⊗ n.
Moreover, it is possible for right-symmetric A−module M and for
Alie−module N. These module structures on tensor products are as-
sociative: if M,N, S are modules over right symmetric algebra A,
then
(M ⊗N)⊗ S ∼= M ⊗ (N ⊗ S).
Definition. For given modules M,N over right-symmetric algebra
A, a homomorphism of A−modules M ⊗ N → S is called a cup
product of M and N.
Denote the image of m⊗ n in S by m ∪ n. Thus, a bilinear map
M ×N → S, (m,n) 7→ m ∪ n,
is said to be the cup product (pairing) of M and N to S, if
(m ∪ n) ◦ a = m ◦ a ∪ n+m ∪ [n, a],
a ◦ (m ∪ n) = a ◦m ∪ n,
for any a ∈ A,m, n ∈M.
Let
C1(A,M) = Homk(A,M), C
k
lie(A,M) = Homk(∧
kA,M), k ≥ 0,
Ck+1rsym(A,M) = Homk(A⊗ ∧
k(A),M), k ≥ 0.
16 ASKAR DZHUMADIL’DAEV
Proposition 2.4. Ck+1rsym(A,M) has an antisymmetric A−module struc-
ture, where the right action
(Ck+1rsym(A,M)× A→ C
k+1
rsym(A,M), (ψ, x) 7→ ψ ◦ x,
is defined by
(ψ ◦ x)(a0, a1, . . . , ak) =
a0 ◦ ψ(x, a1, . . . , ak)− ψ(a0 ◦ x, a1, . . . , ak)
+ψ(a0, a1, . . . , ak) ◦ x+
k∑
i=1
ψ(a0, a1, . . . , ai−1, [x, ai], . . . , ak),
for ψ ∈ Ck+1rsym(A,M), k ≥ 0.
Proof. Since,
C1rsym(A,M) = C
1(A,M),
an isomorphism of linear spaces takes place
G : C1rsym(A,M)⊗ C
k
lie(A, k)→ C
k+1
right(A,M), k ≥ 0,
(G(f ⊗ ψ))(a0, a1, . . . , ak) = f(a0)ψ(a1, . . . , ak).
In section 2.3 we have constructed an antisymmetric right-module struc-
ture on C1right(A,M). Lie module structure on C
k
lie(A, k) over A
lie is
well known. So, for an antisymmetric A−module structure
C1rsym(A,M)⊗ C
k
lie(A, k) = {f ⊗ φ : f ∈ C
1
right(A,M), φ ∈ C
k
lie(A, k)}
we have
((f ⊗ φ) ◦ x)(a0 ⊗ (a1, . . . , ak)) =
((f ◦ x)⊗ ψ)(a0 ⊗ (a1, . . . , ak)) + (f ⊗ [ψ, x])(a0 ⊗ (a1, . . . , ak)) =
(f(a0) ◦ x− f(a0 ◦ x) + a0 ◦ f(x))⊗ ψ(a1, . . . , ak)
+f(a0)⊗
k∑
i=1
ψ(a1, . . . , [x, ai], . . . , ak) =
We see that
G{(f ⊗ ψ) ◦ x} = {G(f ⊗ ψ)} ◦ x.
Therefore, (ψ, x) 7→ ψ ◦ x gives us a right representation. •
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2.7. Right-symmetric modules for W rsymn . Let
Γn = {α = (α1, . . . , αn), αi ∈ Z, i = 1, . . . , n}
Γ+n = {α ∈ Γn : αi ≥ 0, i = 1, . . . , n}.
and
Γn(m) = {α ∈ Γ
+
n : αi < p
mi , i = 1, . . . , n},
if p > 0,m = (m1, . . . , mn).
Let
U = K[[x±1, . . . , x±1n ]] = {x
α : α ∈ Γn},
U+ = K[[x1, . . . , x1n]] = {x
α : α ∈ Γ+n },
if p = 0, and
U = On(m) = {x
(α) : α ∈ Γn(m)},
if p > 0.
For p = 0, let A = W rsymn , if U = K[[x
±1, . . . , x±1n ]], and A
+ =
W+rsymn , if U
+ = K[[x1, . . . , xn]]. Let A be W
rsym
n (m), if U =
On(m), p > 0. Algebras A,A
+ are right-symmetric and U is as-
sociative commutative.
Notice that U has a structure of antisymmetric graded A−module.
The right action is given by u ◦ a∂i = a∂i(u). The gradings are given
by
|xα| =
∑
i
αi, α ∈ Γn (or Γn(m) if p > 0),
U = ⊕kUk, Uk = {u ∈ U : |u| = k},
A = ⊕kAk, Ak = {a∂i : |a| = k + 1, i = 1, . . . , n}, Ak ◦ Al ⊆ Ak+l,
U ◦ Ul ⊆ Uk+l, Uk ◦ Al ⊆ Uk+l, k, l ∈ Z.
Notice that A0 ∼= gl
rsym
n .
Let A0 = ⊕kAk, and A
+
0 = ⊕k > 0A
+
k , if p = 0. Let M be
A0−module, if p > 0, and A
+
0 −module if p = 0. Define antisymmet-
ric A−module structure on U ⊗M0 by (see [6])
(u⊗m) ◦ a∂i = a∂i(u)⊗m+
∑
β∈Γn
u∂β(a)⊗ [m, x(β)∂i], p > 0,
(u⊗m) ◦ a∂i = a∂i(u)⊗m+
∑
β∈Γ+n
(1/β!)u∂β(a)⊗ [m, xβ∂i], p = 0.
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3. Cohomologies of right-symmetric algebras
3.1. Pre-simplicial structures on C∗+1rsym(A,M) . For a right-symmetric
algebra A and its module M we introduce a structure of pre-simplicial
cochain complex on C∗+1rsym(A,M) = ⊕k≥0C
k+1
rsym(A,M), where
Ck+1rsym(A,M) = Hom(A⊗ ∧
kA,M), k ≥ 0.
Define linear operators Di : C
∗+1
rsym(A,M)→ C
∗+1
rsym(A,M), i = 1, 2, . . . ,
by the rules
Di : C
k
rsym(A,M)→ C
k+1
rsym(A,M),
Diψ(a0, a1, . . . , ak) =
a0 ◦ ψ(ai, a1, . . . , aˆi, . . . , ak)− ψ(a0 ◦ ai, a1, . . . , aˆi, . . . , ak)
+ψ(a0, a1, . . . , aˆi, . . . , ak)◦ai+
∑
i<j
ψ(a0, a1, . . . , aˆi, . . . , aj−1, [ai, aj], . . . , ak),
0 ≤ k, i ≤ k,
Diψ = 0, i > k.
Here aˆ means that the element a is omitted.
In the next section we will endow C∗rsym(A,M) = ⊕kC
k
rsym(A,M)
by a structure of cochain complex, where
Ckrsym(A,M) = 0, k < 0,
C0rsym(A,M) = {m ∈M : (ma)b = m(ab), ∀a, b ∈ A}.
Theorem 3.1. The set of endomorphisms Di, i = 1, 2, . . . endows C
∗+1
rsym(A,M) =
⊕k>0C
k
rsym(A,M) by a pre-simplicial structure:
DjDi = DiDj−1, i < j,
In particular, drsym = −
∑
i(−1)
iDi, is a coboundary operator on
C∗+1rsym(A,M) :
drsym
2 = 0.
Proof. For i < j, 1 < k, we have
DjDiψ(a0, a1, . . . , ak) = X1 +X2 +X3 +X4,
where
X1 = a0(Diψ(aj, a1, . . . , aˆj , . . . , ak),
X2 = −Diψ(a0 ◦ aj, a1, . . . , aˆj, . . . , ak),
X3 = Diψ(a0, a1, . . . , aˆj , . . . , ak)aj ,
X4 =
∑
j<s
Diψ(a0, . . . , aˆj , . . . , as−1, [aj, as], . . . , ak).
Direct calculations show that
X1 =
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a0(ajψ(ai, a1, . . . , aˆi, . . . , aˆj , . . . , ak))
−−−−−−
−a0ψ(aj ◦ ai, a1, . . . , aˆi, . . . , aˆj , . . . , ak)
======
+a0(ψ(aj , a1, . . . , aˆi, . . . , aˆj, . . . , ak)ai)
≡≡≡≡≡≡
+
∑
i<s,s 6=j
a0(ψ(aj , a1, . . . , aˆi, . . . , [ai, as], . . . , ak))
≃≃≃≃≃≃
,
X2 =
−(a0 ◦ aj)ψ(ai, a1, . . . , aˆi, . . . , aˆj, . . . , ak)
∼∼∼∼∼∼
+ψ((a0 ◦ aj) ◦ ai, a1, . . . , aˆi, . . . , aˆj , . . . , ak)
≈≈≈≈≈≈
−(ψ(a0 ◦ aj, a1, . . . , aˆi, . . . , aˆj, . . . , ak))ai
∼=∼=∼=∼=∼=∼=
−
∑
i<s,s 6=j
ψ(a0 ◦ aj , a1, . . . , aˆi, . . . , [ai, as], . . . , ak)
≍≍≍≍≍≍
,
X3 =
+(a0ψ(ai, a1, . . . , aˆi, . . . , aˆj, . . . , ak))aj
−−−−−−
−(ψ(a0 ◦ ai, a1, . . . , aˆi, . . . , aˆj , . . . , ak))aj
⌣⌣⌣⌣⌣
+((ψ(a0, a1, . . . , aˆi, . . . , aˆj , . . . , ak)ai)aj
⌢⌢⌢⌢⌢
+
∑
i<s,s 6=j
(ψ(a0, a1, . . . , aˆi, . . . , as−1, [ai, as], . . . , ak))aj.
=
.
=
.
=
.
=
.
=
.
=
+
∑
j<s
a0(ψ(ai, a1, . . . , aˆi, . . . , aˆj , . . . , as−1, [aj, as], . . . , ak))
≡ ≡ ≡ ≡
,
X4 =
−
∑
j<s
ψ(a0 ◦ ai, a1, . . . , aˆi, . . . , aˆj , . . . , as−1, [aj , as], . . . , ak)
∼= ∼= ∼= ∼=
+
∑
j<s
(ψ(a0, a1, . . . , aˆi, . . . , aˆj , . . . , as−1, [aj, as], . . . , ak))ai
∼ ∼ ∼ ∼
+
∑
j<s,i<s1,s<s1
ψ(a0, a1, . . . , aˆi, . . . , aˆj , . . . , as−1, [aj , as], . . . , as1−1, [ai, as1], . . . , ak)
≃ ≃ ≃ ≃
+
∑
j<s,i<s1,s1<s,s1 6=j
ψ(a0, a1, . . . , aˆi, . . . , . . . , as1−1, [aj , as1], . . . , as−1, [ai, as], . . . , ak)
− − − −
+
∑
j<s,(i<s1,s1=s)
ψ(a0, a1, . . . , aˆi, . . . , aˆj , . . . , as−1, [ai, [aj , as]], . . . , ak)
= = = =
.
Analogously,
DiDj−1ψ(a0, a1, . . . , ak) = Y1 + Y2 + Y3 + Y4,
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where
Y1 = a0(Dj−1ψ(ai, a1, . . . , aˆi, . . . , ak),
Y2 = −Dj−1(a0 ◦ ai, a1, . . . , aˆi, . . . , ak),
Y3 = Dj−1ψ(a0, a1, . . . , aˆi, . . . , ak)ai,
Y4 =
∑
i<s
Dj−1ψ(a0, a1, . . . , aˆi, . . . , as−1, [ai, as], . . . , ak).
We have
Y1 =
a0(aiψ(aj , a1, . . . , aˆi, . . . , aˆj , . . . , ak))
≡≡≡≡≡≡
−a0ψ(ai ◦ aj , a1, . . . , aˆi, . . . , aˆj , . . . , ak)
======
+a0(ψ(ai, a1, . . . , aˆi, . . . , aˆj, . . . , ak)aj)
−−−−−−
+
∑
j<s
a0ψ(ai, a1, . . . , aˆi, . . . , aˆj , . . . , as−1, [aj, as], . . . , ak)
≡ ≡ ≡ ≡
,
Y2 =
−(a0 ◦ ai)ψ(aj , a1, . . . , aˆi, . . . , aˆj, . . . , ak)
∼∼∼∼∼∼
+ψ((a0 ◦ ai) ◦ aj , a1, . . . , aˆi, . . . , aˆj , . . . , ak)
≈≈≈≈≈≈
−ψ(a0 ◦ ai, a1, . . . , aˆi, . . . , aˆj , . . . , ak)aj
⌣⌣⌣⌣⌣
−
∑
j<s
ψ(a0 ◦ ai, a1, . . . , aˆi, . . . , aˆj, . . . , as−1, [aj, as], . . . , ak)
∼= ∼= ∼= ∼=
,
Y3 =
(a0ψ(aj , a1, . . . , aˆi, . . . , aˆj, . . . , ak))ai
≡≡≡≡≡≡
− (ψ(a0 ◦ aj , a1, . . . , aˆi, . . . , aˆj, . . . , ak))ai
∼=∼=∼=∼=∼=∼=
+ ((ψ(a0, a1, . . . , aˆi, . . . , aˆj , . . . , ak)aj)ai
⌢⌢⌢⌢⌢
+
∑
j<s
(ψ(a0, a1, . . . , aˆi, . . . , aˆj, . . . , as−1, [aj , as], . . . , ak))ai
∼ ∼ ∼ ∼
.
Present Y4 as a sum
Y4 = Y4,1 + Y4,2 + Y4,3,
where
Y4,1 =
∑
i<s<j
Dj−1ψ(a0, a1, . . . , aˆi, . . . , as−1, [ai, as], . . . , ak),
Y4,2 = Dj−1ψ(a0, a1, . . . , aˆi, . . . , aj−1, [ai, aj ], . . . , ak),
Y4,3 =
∑
j<s
Dj−1ψ(a0, a1, . . . , aˆi, . . . , as−1, [ai, as], . . . , ak).
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These elements can be expressed in the following ways
Y4,1 =∑
i<s<j
a0(ψ(aj , a1, . . . , aˆi, . . . , as−1, [ai, as], . . . , aˆj , . . . , ak))
≃≃≃≃≃≃
−
∑
i<s<j
ψ(a0 ◦ aj , a1, . . . , aˆi, . . . , as−1, [ai, as], . . . , aˆj, . . . , ak)
≍≍≍≍≍≍
+
∑
i<s<j
(ψ(a0, a1, . . . , aˆi, . . . , as−1, [ai, as], . . . , aˆj, . . . , ak))aj.
=
.
=
.
=
.
=
.
=
.
=
+
∑
i<s1<j<s
ψ(a0, a1, . . . , aˆi, . . . , as1−1, [ai, as1], . . . , aˆj, . . . , as−1, [aj, as], . . . , ak)
− − − −
,
Y4,2 =
+a0(ψ([ai, aj ], a1, . . . , aˆi, . . . , aˆj , . . . , ak))
======
−ψ(a0 ◦ [ai, aj], a1, . . . , aˆi, . . . , aˆj , . . . , ak)
≈≈≈≈≈≈
+ (ψ(a0, a1, . . . , aˆi, . . . , aˆj , . . . , ak))[ai, aj ]
⌢⌢⌢⌢⌢
+
∑
j<s
ψ(a0, a1, . . . , aˆi, . . . , aˆj, . . . , as−1, [[ai, aj], as], . . . , ak)
= = = =
,
Y4,3 =∑
j<s
a0(ψ(aj, a1, . . . , aˆi, . . . , aˆj, . . . , as−1, [ai, as], . . . , ak))
≃≃≃≃≃≃
−
∑
j<s
ψ(a0 ◦ aj , a1, . . . , aˆi, . . . , aˆj, . . . , as−1, [ai, as], . . . , ak)
≍≍≍≍≍≍
+
∑
j<s
(ψ(a0, a1, . . . , aˆi, . . . , aˆj , . . . , as−1, [ai, as], . . . , ak))aj
======
+
∑
j<s<s1
ψ(a0, a1, . . . , aˆi, . . . , aˆj, . . . , as−1, [ai, as], . . . , as1−1, [aj , as1], . . . , ak)
− − − −
+
∑
j<s
ψ(a0, a1, . . . , aˆi, . . . , aˆj , . . . , as−1, [aj , [ai, as]], . . . , ak)
= = = =
+
∑
j<s1<s
ψ(a0, a1, . . . , aˆi, . . . , aˆj, . . . , as1−1, [ai, as1], . . . , as−1, [aj, as], . . . , ak)
≃ ≃ ≃ ≃
Using right-symmetric identity for the expressions underlined, in sim-
ilar ways we obtain that
DjDi = DiDj−1, i < j. •
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3.2. Cohomologies of right-symmetric algebras and Cartan’s
formulas. In the previous section we proved that C∗+1rsym(A,M) =
⊕k>0C
k
rsym(A,M) is a cochain complex under coboundary operator
drsym, such that
drsymψ(a0, a1, . . . , ak) =
−
k∑
i=1
(−1)ia0 ◦ (ψ(ai, a1, . . . , aˆi, . . . , ak))
+
k∑
i=1
(−1)iψ(a0 ◦ ai, a1, . . . , aˆi, . . . , ak)
∑
1≤i<j≤k
(−1)i+1ψ(a0, a1, . . . , aˆi, . . . , [ai, aj], . . . , ak)
−
k∑
i=1
(−1)i(ψ(a0, a1, . . . , aˆi, . . . , ak)) ◦ ai,
ψ ∈ Ck(A,M), 0 < k.
For m ∈M, define drsym ∈ C
1
rsym(A,M),
drsymm(a) = a ◦m−m ◦ a.
It is easy to see that
d2rsymm(a, b) =
a ◦ drsymm(b)− drsymm(a ◦ b) + drsymm(a) ◦ b =
a ◦ (b ◦m)
−−−−−−
− a ◦ (m ◦ b)
======
− (a ◦ b) ◦m
−−−−−−
+m◦(a◦b)+(a ◦m) ◦ b
======
−(m◦a)◦b =
(a, b,m)− (a,m, b) +m ◦ (a ◦ b)− (m ◦ a) ◦ b.
Thus, according to right-symmetric identity,
d2rsymm(a, b) = m ◦ (a ◦ b)− (m ◦ a) ◦ b. (1)
From this fact two conclusions follow. Firstly, taking a subspace of left
associative invariants
M l.ass = {m ∈M : (m, a, b) = 0, ∀a, b ∈ A}
as a 0 -cochain subspace C0rsym(A,M), we obtain cochain complex
C∗rsym(A,M) = ⊕k≥0C
k
rsym(A,M)
under coboundary operator drsym. The second conclusion will be dis-
cussed in the next section in the construction of standard 2-cocycles.
Let
Z∗rsym(A,M) = ⊕kZ
k
rsym(A,M),
Zkrsym(A,M) = {ψ ∈ C
k
rsym(A,M) : drsymψ = 0},
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be spaces of right-symmetric cocycles,
B∗rsym(A,M) = ⊕kB
k
rsym(A,M),
Bkrsym(A,M) = {drsymω : ω ∈ C
k−1
rsym(A,M)},
be spaces of right-symmetric coboundaries, and
H∗rsym(A,M) = ⊕kH
k
rsym(A,M),
Hkrsym(A,M) = Z
k
rsym(A,M)/B
k
rsym(A,M),
be right-symmetry cohomology spaces.
Definitions. For any x ∈ A the interior product endomorphism
i(x) of C∗rsym(A,M) is defined by
i(x) : Ck+1rsym(A,M)→ C
k
rsym(A,M),
i(x)ψ(a0, . . . , ak−1) = ψ(a0, x, a1, . . . , ak−1), k > 0,
i(x)ψ = 0, ψ ∈ C1rsym(A,M).
Let ρlie : A
lie → C∗+1rsym(A,M) be a representation of Lie algebra A
lie
corresponding to antisymmetric representation
ρrsym : A→ C
∗+1
rsym(A,M), ρrsym(x)ψ = 0, ψρrsym(x) = ψ ◦ x,
constructed in proposition 2.4,
(ρlie(x)ψ)(a0, a1, . . . , ak) =
−a0 ◦ ψ(x, a1, . . . , ak) + ψ(a0 ◦ x, a1, . . . , ak)
−ψ(a0, a1, . . . , ak) ◦ x−
k∑
i=1
ψ(a0, a1, . . . , ai−1, [x, ai], . . . , ak).
Recall that
ρlie(x)ψ = −ψρlie(x) = −ψ ◦ x = −ψρrsym(x).
Proposition 3.2. (Cartan’s formulas) Consider C∗+1rsym(A,M) := ⊕kC
k+1
rsym(A,M)
as a Alie−module. For linear operators on C∗+1rsym(A,M) the following
relations take place
(i) i(x)Dl = Dl−1i(x), l > 1,
(ii) i(x)D1 = −ρlie(x),
(iii) ρlie[x, y] = [ρlie(x), ρlie(y)],
(iv) [i(x), ρlie(y)] = −i([x, y]),
(v) drsymi(x) + i(x)drsym = −ρlie(x),
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Proof. (i)
i(x)Dlψ(a0, . . . , ak−1) =
Dlψ(a0, x, a1, . . . , ak−1) =
a0 ◦ ψ(al−1, x, a1, . . . , ˆal−1, . . . , ak−1)
−ψ(a0 ◦ al−1, x, a1, . . . , ˆal−1, . . . , ak−1)
+ψ(a0, x, a1, . . . , ˆal−1, . . . , ak−1) ◦ al−1
+
∑
l−1<j
ψ(a0, x, a1, . . . , ˆal−1, . . . , aj−1, [al−1, aj], . . . , ak−1) =
a0 ◦ i(x)ψ(al−1, a1, . . . , ˆal−1, . . . , ak−1)
−i(x)ψ(a0 ◦ al−1, a1, . . . , ˆal−1, . . . , ak−1)
+i(x)ψ(a0, a1, . . . , ˆal−1, . . . , ak−1) ◦ al−1
+
∑
l−1<j
i(x)ψ(a0, a1, . . . , ˆal−1, . . . , aj−1, [ai, aj], . . . , ak−1) =
Dl−1i(x)ψ(a0, . . . , ak−1).
(ii)
i(x)D1ψ(a0, . . . , ak−1) =
D1ψ(a0, x, a1, . . . , ak−1) =
a0 ◦ ψ(x, a1, . . . , ak−1)− ψ(a0 ◦ x, a1, . . . , ak−1)
+ψ(a0, a1, . . . , ak−1) ◦ x+
∑
0<j
ψ(a0, a1, . . . , aj−1, [x, aj], . . . , ak−1) =
(ψρrsym(x))(a0, . . . , ak−1).
(iii) Proposition 2.4.
(iv) We obtain
−{(i(x)ρlie(y))ψ}(a0, a1, . . . , ak−1) =
(ψ ◦ y)(a0, x, a1, . . . , ak−1) =
a0 ◦ (ψ(y, x, a1, . . . , ak−1)
−−−−−−
−ψ(a0 ◦ y, x, a1, . . . , ak−1)
======
+ψ(a0, x, a1, . . . , ak−1) ◦ y
− − − −
+ψ(a0, [x, y], a1, . . . , ak−1) +
k−1∑
i=1
ψ(a0, x, a1, . . . , ai−1, [ai, y], . . . , ak−1)
∼∼∼∼∼∼
,
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and
−{(ρlie(y)i(x))ψ}(a0, a1, . . . , ak−1) =
{(i(x)ψ) ◦ y}(a0, a1, . . . , ak−1) =
a0 ◦ {(i(x)ψ)(y, a1, . . . , ak−1)} − (i(x)ψ)(a0 ◦ y, a1, . . . , ak−1)
+{(i(x)ψ)(a0, a1, . . . , ak−1)} ◦ y
+
k−1∑
i=1
(i(x)ψ)(a0, a1, . . . , ai−1, [ai, y], . . . , ak−1) =
a0 ◦ (ψ(y, x, a1, . . . , ak−1))
−−−−−−
−ψ(a0 ◦ y, x, a1, . . . , ak−1)
======
+ψ(a0, x, a1, . . . , ak−1) ◦ y
− − − −
+
k−1∑
i=1
ψ(a0, x, a1, . . . , ai−1, [ai, y], . . . , ak−1)
∼∼∼∼∼∼
.
Thus
{(−i(x)ρlie(y) + ρlie(y)i(x))ψ}(a0, a1, . . . , ak−1) =
(i[x, y]ψ)(a0, a1, . . . , ak−1).
(v) According (i) and (ii),
i(x)drsym = i(x)D1 +
∑
l>1
(−1)l+1i(x)Dl =
−ρlie(x) +
∑
l>1
(−1)l+1Dl−1i(x) =
−ρlie(x)−
∑
l>0
(−1)l+1Dli(x).
Thus,
i(x)drsym + drsymi(x) = −ρlie(x).•
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3.3. Long exact cohomological sequence. The following theorem
follows from standard homological results.
Theorem 3.3. Let A by a right-symmetric algebra and
0→M → T → S → 0
be a short exact sequence of right-symmetric A -modules. Then an
exact sequence of right-symmetric cohomology spaces take place
0→ Z0rsym(A,M)→ Z
0
rsym(A, T )→ Z
0
rsym(A, S)
δ
→
Z1rsym(A,M)→ Z
1
rsym(A, T )→ Z
1
rsym(A, S)
δ
→ H2rsym(A,M)→ · · ·
→ Hkrsym(A,M)→ H
k
rsym(A, T )→ H
k
rsym(A, S)
δ
→ Hk+1rsym(A,M)→ · · ·
Here δ is a connected homomorphism:
δ[ψ] = [drsymφ], [ψ] ∈ H
k
rsym(A, S), k > 1,
δψ1 = [drsymφ1], ψ1 ∈ Z
i
rsym(A, S), i = 0, 1,
where φ ∈ Zkrsym(A, T ) is a representative of the cohomological class
[ψ] and φ1 ∈ Z
i
rsym(A, T ) moves to ψ1 under a natural homomorphism
Z irsym(A, T )→ Z
i
rsym(A, S), i = 0, 1.
Define a homomorphism ∇ : Sl.ass → Z2rsym(A,M), as a composition
∇ : C0rsym(A, S)
drsym
→ B1rsym(A, S)
δ
→ Z2rsym(A,M), s 7→ drsyms 7→ δ(drsyms).
Then
∇(m˜)(a, b) = m˜ ◦ (a ◦ b)− (m˜ ◦ a) ◦ b.
In particular, there exist homomorphisms
δ : Sl.ass → Z1rsym(A,M), δ(s) : a 7→ [a, s],
δ : Sl.inv → Z1rsym(A,M), −δ(s) : a 7→ a ◦ s.
3.4. Connections between right-symmetric cohomologies and
Chevalley-Eilenberg cohomologies. Recall that for any Alie−module
Q a standard representation ̺ : Alie → C∗lie(A,Q) is given by
̺(x)ψ(a1, . . . , ak) =
[x, ψ(a1, . . . , ak)]−
k∑
i=1
ψ(a1, . . . , ai−1, [x, ai], . . . , ak),
where (x, q) 7→ [x, q] is representation corresponding to the Lie module
Q and ψ ∈ Cklie(A,Q).
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Theorem 3.4. Let A be a right-symmetric algebra and M be an
A−module.
An operator
F : Cklie(A,C
1(A,M))→ Ck+1rsym(A,M), k > 0, (2)
defined by the rule
Fψ(a0, a1, . . . , ak) = −ψ(a1, . . . , ak−1)(a0)
induces an isomorphism of Alie−modules. Moreover, F induces an
isomorphism of cochain complexes C∗+1rsym(A,M) and C
∗
lie(A,C
1(A,M)).
In particular,
Hk+1rsym(A,M)
∼= Hklie(A,C
1(A,M)), k > 0. (3)
The following sequence is exact
0→ Z0rsym(A,M)→ C
0
rsym(A,M)→ H
0
lie(A,C
1(A,M))→ H1rsym(A,M)→ 0.
(4)
Proof. Prove that for any x ∈ A, k > 0, the following diagram is
commutative
Cklie(A,C
1(A,M))
̺(x)
−→ Cklie(A,C
1(A,M))
↓ F ↓ F
Ck+1rsym(A,C
1(A,M))
ρlie(x)
−→ Ck+1rsym(A,M)
For ψ ∈ Cklie(A,C
1(A,M)) we have
F{̺(x)ψ}(a0, a1, . . . , ak+1) = −̺(x)ψ(a1, . . . , ak+1)(a0) =
−{x ◦ (ψ(a1, . . . , ak))}(a0) +
k∑
i=1
ψ(a1, . . . , ai−1, [x, ai], . . . , ak)(a0) =
+{(ψ(a1, . . . , ak)) ◦ x}(a0) +
k∑
i=1
ψ(a1, . . . , ai−1, [x, ai], . . . , ak)(a0) =
−a0 ◦ ψ(x, a1, . . . , ak) + ψ(a0 ◦ x, a1, . . . , ak)− ψ(a0, a1, . . . , ak) ◦ x
−
k∑
i=1
ψ(a0, a1, . . . , [x, ai], . . . , ak) =
−(ψρrsym(x))(a0, a1, . . . , ak) =
{(Fψ)ρrsym(x)}(a1, . . . , ak)(a0).
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Thus, F : Cklie(A,C
1(A,M)) → Ck+1rsym(A,M) is a homomorpism of
Alie−modules. It is evident that, F has no kernel and F is epimor-
phism.
Now, prove that for any k ≥ 0 the following diagram is commutative
Cklie(A,C
1(A,M))
dlie−→ Ck+1lie (A,C
1(A,M))
↓ F ↓ F
Ck+1rsym(A,C
1(A,M))
drsym
−→ Ck+2rsym(A,M)
For ψ ∈ Cklie(A,C
1(A,M)),
F (dlieψ)(a0, a1, . . . , ak+1) = dlieψ(a1, . . . , ak+1)(a0) =
∑
1≤i<j≤k+1
(−1)iψ(a1, . . . , aˆi, . . . , [ai, aj ], . . . , ak+1)(a0)
−
k+1∑
i=1
(−1)i[ai, ψ(a1, . . . , aˆi, . . . , ak+1)](a0) =
∑
1≤i<j≤k+1
(−1)i+1Fψ(a0, a1, . . . , aˆi, . . . , [ai, aj ], . . . , ak+1)
+
k+1∑
i=1
(−1)idrsym(ψ(a1, . . . , aˆi, . . . , ak+1))(a0, ai) =
∑
1≤i<j≤k+1
(−1)i+1Fψ(a0, a1, . . . , aˆi, . . . , [ai, aj ], . . . , ak+1)
+
k+1∑
i=1
(−1)ia0 ◦ (ψ(a1, . . . , aˆi, . . . , ak+1))(ai)
−
k+1∑
i=1
(−1)i(ψ(a1, . . . , aˆi, . . . , ak+1))(a0 ◦ ai)
+
k+1∑
i=1
(−1)i(ψ(a1, . . . , aˆi, . . . , ak+1)(a0)) ◦ ai =
∑
1≤i<j≤k+1
(−1)i+1Fψ(a0, a1, . . . , aˆi, . . . , [ai, aj ], . . . , ak+1)
−
k+1∑
i=1
(−1)ia0 ◦ (Fψ(ai, a1, . . . , aˆi, . . . , ak+1))
+
k+1∑
i=1
(−1)iFψ(a0 ◦ ai, a1, . . . , aˆi, . . . , ak+1)
−
k+1∑
i=1
(−1)i(Fψ(a0, a1, . . . , aˆi, . . . , ak+1)) ◦ ai
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= drsym(Fψ)(a0, a1, . . . , ak+1).
Thus we obtain the equivalence of cochain complexes ⊕k>0C
k
lie(A,C
1(A,M))
and ⊕k>1C
k
rsym(A,M). In particular, an isomorphism (3) takes place.
Since, H1rsym(A,M) = Z
1
rsym(A,M)/B
1
rsym(A,M), and
Z1rsym(A,M) = {ψ ∈ C
1(A,M) : drsymψ = 0} = Z
0
lie(A,C
1(A,M)),
B1rsym(A,M) = {drsymm : m ∈M, (m, a, b) = 0, ∀a, b ∈ A} = M
l.ass/M l.ass ∩M inv,
we have the exactness of (4). •
Definition. Let f : C∗rsym(A,M) → C
∗
lie(A,M) be a linear opera-
tor, such that
f : Ckrsym(A,M)→ C
k
lie(A,M),
fψ(a1, . . . , ak) =
k∑
i=1
(−1)i+k+1ψ(ai, a1, . . . , aˆi, . . . , ak).
Introduce subspaces
C¯∗rsym(A,M) = ⊕kC¯
k
rsym(A,M),
C¯krsym(A,M) = {ψ ∈ C
k+2
rsym(A,M) : fψ = 0}, k ≥ 0 •
Theorem 3.5. Let A be a right-symmetric algebra and M be an A -
module. Then the operator f : C∗rsym(A,M) → C
∗
lie(A,M) is the
homomophism of cochain complexes and the folllowing cohomological
sequence
0→ Z1rsym(A,M)→ Z
1
lie(A,M)
δ
→
H¯0rsym(A,M)→ H
2
rsym(A,M)→ H
2
lie(A,M)
δ
→ H¯1rsym(A,M)→ · · ·
δ
→ H¯k−2rsym(A,M)→ H
k
rsym(A,M)→ H
k
lie(A,M)
δ
→ H¯k−1rsym(A,M)→ · · ·
is exact. A connected homomorphism
δ : H¯klie(A,M)→ H
k−1
rsym(A,M)
is induced by homomorphism
δ : Z¯klie(A,M)→ Z
k−1
rsym(A,M), ψ 7→ drsymψ.
30 ASKAR DZHUMADIL’DAEV
Proof. We will check that for k > 0 the following diagram is
commutative
Ckrsym(A,M)
drsym
−→ Ck+1rsym(A,M)
↓ f ↓ f
Cklie(A,M))
dlie−→ Ck+1lie (A,M)
For ψ ∈ Ckrsym(A,M), we have
fdrsymψ(a1, . . . , ak+1) =
∑
s
(−1)s+kdrsymψ(as, a1, . . . , aˆs, . . . , ak+1) =
∑
i<s
(−1)i+s+k+1as ◦ (ψ(ai, a1, . . . , aˆi, . . . , aˆs, . . . , ak))
−−−−−−
+
∑
s<i
(−1)i+s+kas ◦ ψ(ai, a1, . . . , aˆs, . . . , aˆi, . . . , ak+1)
======
−
∑
i<s
(−1)i+s+k+1ψ(as ◦ ai, a1, . . . , aˆi, . . . , aˆs, . . . , ak))
∼∼∼∼∼∼
−
∑
s<i
(−1)i+s+kψ(as ◦ ai, a1, . . . , aˆs, . . . , aˆi. . . . , ak+1)
∼∼∼∼∼∼
+
∑
i<j<s
(−1)s+i+kψ(as, a1, . . . , aˆi, . . . , aj−1, [ai, aj ], . . . , aˆs, . . . , ak+1)
≃≃≃≃≃≃
+
∑
i<s<j
(−1)s+i+kψ(as, a1, . . . , aˆi, . . . , aˆs, . . . , aj−1, [ai, aj ], . . . , ak+1)
≈≈≈≈≈≈
+
∑
s<i<j
(−1)s+i+k+1ψ(as, a1, . . . , aˆs, . . . , aˆi, . . . , aj−1, [ai, aj], . . . , ak+1)
≡≡≡≡≡≡
−
∑
i<s
(−1)i+s+k+1ψ(as, a1, . . . , aˆi, . . . , aˆs, . . . , ak)) ◦ ai
−−−−−−
−
∑
s<i
(−1)i+s+kψ(as, a1, . . . , aˆs, . . . , aˆi. . . . , ak+1) ◦ ai
======
,
and
dliefψ(a1, . . . , ak+1) =
∑
i<j
(−1)ifψ(a1, . . . , aˆi, . . . , aj−1, [ai, aj ], . . . , ak+1)
+
∑
i
(−1)i[fψ(a1, . . . , aˆi, . . . , ak+1), ai] =
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∑
s<i<j
(−1)i+s+k+1ψ(as, a1, . . . , aˆs, . . . , aˆi, . . . , aj−1, [ai, aj ], . . . , ak+1)
≡≡≡≡≡≡
+
∑
i<s<j
(−1)i+k+sψ(as, a1, . . . , aˆi, . . . , aˆs, . . . , aj−1, [ai, aj ], . . . , ak+1)
≈≈≈≈≈≈
+(−1)i+j+kψ([ai, aj ], a1, . . . , aˆi, . . . , aˆj , . . . , ak+1)
∼∼∼∼∼∼
+
∑
i<j<s
(−1)i+k+sψ(as, a1, . . . , aˆi, . . . , aj−1, [ai, aj ], . . . , aˆs, . . . , ak+1)
≃≃≃≃≃≃
+
∑
s<i
(−1)i+s+k[ψ(as, a1, . . . , aˆs, . . . , aˆi, . . . , ak+1), ai]
======
+
∑
i<s
(−1)i+s+k+1[ψ(as, a1, . . . , aˆi, . . . , aˆs, . . . , ak+1), ai]
−−−−−−
Thus, according to right-symmetric identity,
fdrsymψ = dliefψ, ∀ψ ∈ C
k
rsym(A,M), ∀k > 0.
So, a short exact sequence of cochain complexes takes place
0→ ⊕k>0C¯
k
rsym(A,M)→ ⊕k>0C
k
rsym(A,M)→ ⊕k>0C
k
lie(A,M)→ 0.
In particular, a long cohomological sequence
H¯0rsym(A,M)→ H
2
rsym(A,M)→ H
2
lie(A,M)→ · · ·
→ H¯k−2rsym(A,M)→ H
k
rsym(A,M)→ H
k
lie(A,M)→ · · ·
is exact. The exactness of the beginning part
0→ Z1rsym(A,M)→ Z
1
lie(A,M)→ H¯
0
rsym(A,M)→ H
2
rsym(A,M)
we check directly. It is clear that dlieψ = 0, if drsymψ = 0, ψ ∈
C1(A,M) . So, the natural homomophism Z1rsym(A,M) → Z
1
lie(A,M)
is a monomorphism. Let δφ, φ ∈ Z1lie(A,M), gives us a trivial class in
H¯0(A,M) = Z¯0rsym(A,M). Then φ ∈ Z
1
rsym(A,M), since δφ = drsymφ.
Suppose that σ ∈ Z¯0rsym(A,M) is a coboundary in Z
2
rsym(A,M), say
σ = drsymω, for some ω ∈ C
1
rsym(A,M). Then drsymω(a, b) = σ(a, b) =
σ(b, a) = drsymω(b, a), for any a, b ∈ A. This means that dlieω = 0.
The theorem is proved completely. •
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3.5. Cup product in right-symmetric cohomologies.
Theorem 3.6. Assume that a cup product of A−modules ∪ : M ×
N → S is given. Then a bilinear map
C∗+1rsym(A,M)× C
∗
lie(A,N)→ C
∗+1
rsym(A, S), (ψ, φ) 7→ ψ ∪ φ,
defined by
Ck+1rsym(A,M)× C
l
lie(A,N)→ C
k+l+1
rsym (A, S), (ψ, φ) 7→ ψ ∪ φ,
ψ ∪ φ(a0, a1, . . . , ak+l) =
∑
σ ∈ Symk+l,
σ(1) < · · · < σ(k),
σ(k + 1) < · · · < σ(k + l)
sgn σ ψ(a0, aσ(1), . . . , aσ(k))∪φ(aσ(k+1), . . . , aσ(k+l)).
is also a cup product:
(α∪β)ρrsym(x) = αρrsym(x)∪β+α∪βρlie(x), ∀α ∈ C
∗+1
rsym(A,M), ∀β ∈ C
∗
lie(A,N).
Moreover,
drsym(ψ ∪ φ) = drsymψ ∪ φ− (−1)
kψ ∪ dlieφ, (5)
for any ψ ∈ Ck+1rsym(A,M), φ ∈ C
l
lie(A,N), k, l ≥ 0.
Proof. By theorem 3.4
F (η ∪ φ) = F (η) ∪ φ,
F (αρlie(x)) = (Fα)ρrsym(x),
for any η ∈ Cklie(A,C
1(A,M)), α ∈ Ck+1rsym(A,M), φ ∈ C
l
lie(A,N), x ∈
A.
Prolongate the cup product M × N → S, (m,n) 7→ m ∪ n, of A−
modules to a cup product of Alie -modules
C1(A,M)lie ×N lie → C1(A, S)lie,
(f, n) 7→ f ∪ n, (f ∪ n)(a) = f(a) ∪ n.
Check the correctness of this definition:
((f ∪ n) ◦ (a))(b) =
drsym(f ∪ n)(b, a) =
b ◦ ((f ∪ n)(a))− (f ∪ n)(b ◦ a) + ((f ∪ n)(b)) ◦ a =
b ◦ (f(a) ∪ n)− f(b ◦ a) ∪ n+ (f(b) ∪ n) ◦ a =
(b ◦ f(a)) ∪ n− f(b ◦ a) ∪ n+ (f(b) ◦ a) ∪ n + f(b) ∪ [n, a] =
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(drsymf(b, a)) ∪ n + f(b) ∪ [n, a] =
(f ◦ a)(b) ∪ n+ f(b) ∪ [n, a] =
((f ◦ a) ∪ n+ (f ∪ [n, a]))(b).
Thus, we have a cup product of Chevalley-Eilenberg cochain com-
plexes [?]
Cklie(A,C
1(A,M))× C llie(A,N)→ C
k+l
lie (A,C
1(A, S))
{(η ∪ φ)(a1, . . . , ak+l)}(a0) =∑
σ ∈ Symk+l,
σ(1) < · · · < σ(k),
σ(k + 1) < · · · < σ(k + l)
sgn σ {η(aσ(1), . . . , aσ(k))∪φ(aσ(k+1), . . . , aσ(k+l))}(a0).
We see that cup products for Chevalley-Eilenberg complexes and right-
symmetric complexes are compatible. Namely,
(Fη) ∪ φ = F (η ∪ φ), (6)
for any η ∈ Cklie(A,C
1(A,M)), φ ∈ C llie(A,N) (definition of isomor-
phism F : Cklie(A,C
1(A,M))→ Ck+1rsym(A,M) see (2)). Since, [?]
dlie(η ∪ φ) = dlieη ∪ φ+ (−1)
kη ∪ dlieφ,
accordingly (6),
drsym((Fη) ∪ φ) = drsymF (η ∪ φ) =
Fdlie(η ∪ φ) = F (dlieη ∪ φ+ (−1)
kη ∪ dlieφ) =
Fdlieη ∪ φ+ (−1)
kFη ∪ dlieφ =
drsymFη ∪ φ+ (−1)
kFη ∪ dlieφ.
By theorem 3.4 for any ψ ∈ Ck+1rsym(A,M), k ≥ 0, there exists η ∈
Ck(A,C1(A,M)), such that ψ = Fη. Hence, (5) is true. •
Corollary 3.7. The cup product
C∗+1rsym(A,M)× C
∗
lie(A,N)→ C
∗+1
rsym(A, S), (ψ, φ) 7→ ψ ∪ φ,
induces a cup product of cohomology spaces
Hk+1rsym(A,M)×H
l
lie(A,N)→ H
k+l+1
rsym (A, S), ([ψ], [φ]) 7→ [ψ∪φ], k > 0, l ≥ 0.
Z1rsym(A,M)×H
l
lie(A,N)→ H
l+1
rsym(A, S), (ψ, [φ]) 7→ [ψ ∪ φ], l ≥ 0.
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Proof.
Zk+1rsym(A,M) ∪ Z
l
lie(A,N) ⊆ Z
k+l+1
rsym (A, S), k, l ≥ 0,
Bk+1rsym(A,M) ∪ Z
l
lie(A,N) ⊆ B
k+l+1
rsym (A, S), k > 0, l ≥ 0,
Zk+1rsym(A,N) ∪B
l
lie(A,N) ⊆ B
k+l+1
rsym (A, S), k, l ≥ 0.•
Notice that for any module M of right-symmetric algebra A and
trivial A -module K there exists a natural cup product
M ×K →M, (m, λ) 7→ mλ.
So, we have a pairing of cohomology spaces
H∗rsym(A,M)×H
∗
lie(A,K)→ H
∗
rsym(A,M).
In particular, H∗rsym(A,M) has a natural structure of module over
H∗lie(A,K). As it turned out in some cases H
∗
rsym(A,M) is a free
H∗lie(A,K) -module. In section 5 we will see that this is the case, if
A = glrsymn .
Denote by M¯ antisymmetric A -module obtained from M by r¯a =
ra − la, l¯a = 0. One can construct another cup product
K ×M → M¯, λ ∪m = λm.
We use this cup product in consideration of right-symmetric cohomolo-
gies for A = W rsymn , section 5.
4. Deformations of right-symmetric algebras.
4.1. Deformation equations. We will follow the Gerstenhaber the-
ory of deformations of algebras [10]. Let A be a right-symmetry al-
gebra over a field K of any characteristic p. Let K((t)) be a fraction
field for formal power series algebra K[[x]]. Extend the main field K
until K((t)) and construct on the vector space A⊗K((t)) a new right-
symmetric multiplication
µt = µ0 + tµ1 + t
2µ2 + . . . ,
where
µi ∈ C
2
rsym(A,M), i = 0, 1, 2, . . . , and µ0(a, b) = a ◦ b.
The right-symmetric condition for µt in terms of µk can be regarded
as the following deformation equations
µ1 ∈ Z
2
rsym(A,A), (DFR.1)
COHOMOLOGIES AND DEFORMATIONS OF RIGHT-SYMMETRIC . . . 35
k−1∑
l=1
µl ⋆ µk−l = −drsymµk, (DFR.k)
k = 2, 3, . . . ,
where
(ψ⋆φ)(a, b, c) = ψ(a, φ(b, c))−ψ(φ(a, b), c)−ψ(a, φ(c, b))+ψ(φ(a, c), b),
ψ, φ ∈ C2rsym(A,M).
Right-symmetric deformations µt, and νt are said to be equivalent,
if there exists a map
gt = g0 + tg1 + tg2 + · · · , gk ∈ C
1
rsym(A,A), k = 0, 1, 2, . . . ,
with an identity map g0, such that
g−1t (µt(gt(a), gt(b))) = νt(a, b), ∀a, b ∈ A.
In particular, for equivalent deformations µt, νt, should be
ν1 = µ1 + drsymg1.
In other words the first deformation terms, so called local deformations
will define equivalent 2-right-symmetry cohomology classes [µ1] = [ν1].
Converse, suppose that there is given a 2-cocycle of right-symmetric
algebra with coefficients in the regular module, ψ ∈ Z2rsym(A,A), with
a cohomology class [ψ] ∈ H2rsym(A,A). One can take µ1 := ψ, and
try to construct µk that will satisfy deformation equations. Evidently,
(DFR.1) is true. We will say that local deformation µ1 = ψ can
be prolongated to a global deformation until k -th term, if there exist
µ2, . . . , µk, such that equations (DFR.k) are true. If this is the case
for any k > 0, we will say that local deformation µ1 can be prolon-
gated until global deformation µt or, equivalently, that µt is global
deformation or prolongation of µ1. Set,
Obsk(ψ) =
k−1∑
l=1
µl ⋆ µk−l.
Notice that the definition of Obsk(ψ) depends not only from ψ but,
also from the first k − 1 terms of deformation.
4.2. Third cohomologies as obstruction.
Proposition 4.1. Suppose that a local deformation µ1 = ψ can be
prolongated to a global deformation until (k−1) -th term. Then, Obsk(ψ) ∈
Z3rsym(A,A) and the prolongation of µ1 until k -th term is possible, if
and only if [Obsk(ψ)] = 0.
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Proof. For α ∈ Ck+1(A,A), β ∈ C l+1(A,A) define multiplications
α ∗ β ∈ Ck+l+1(A,A), α ⌣ β ∈ Ck+l+2(A,A) by
α ∗ β(a1, . . . , ak+l+1) =
k+1∑
s=1
(−1)(s+1)lα(a1, . . . , as−1, β(as+1, . . . , as+l), as+l+1, . . . , ak+l+1).
α ⌣ β(a1, . . . , ak+l+2) =
α(a1, . . . , ak+1) ◦ β(ak+2, . . . , ak+l+2).
Then,
ψ ⋆ φ(a, b, c) = ψ ∗ φ(a, c, b)− ψ ∗ φ(a, b, c), ψ, φ ∈ C2(A,A),
and
drsymObsk(ψ)(a0, a1, a2, a3) =∑
l+s=k,l>0,s>0
∑
σ∈Sym3
sgn σ dass(µl ∗ µs)(a0, aσ(1), aσ(2), aσ(3))
where dass means Hochshild coboundary operator as in associative
algberas. By [[11], §7, Th.3],
dassα ∗ β = α ∗ dassβ − dassα ∗ β − α ⌣ β + β ⌣ α, α, β ∈ C
2(A,A).
Notice that∑
l+s=k,l>0,s>0
µl ⌣ µs − µs ⌣ µl =
∑
l+s−k,l>0,s>0
µl ⌣ µs−
∑
l+s−k,l>0,s>0
µl ⌣ µs = 0.
Hence, according to conditions (DFR. l ), l < k,
drsymObsk(ψ)(a0, a1, a2, a3) =
∑
l+s=k,l>0,s>0
∑
σ∈Sym3
sgn σ dass(µl ⌣ µs)(a0, aσ(1), aσ(2), aσ(3)) =
∑
l+s=k,l>0,s>0
∑
σ∈Sym3
sgn σ µl ∗ dassµs(a0, aσ(1), aσ(2), aσ(3))
−sgn σ dassµl ∗ µs(a0, aσ(1), aσ(2), aσ(3)) =
∑
l+s=k,l>0,s>0
∑
σ∈Sym3
sgn σ µl(dassµs(a0, aσ(1), aσ(2)), aσ(3))
−sgn σ µl(a0, dassµs(aσ(1), aσ(2), aσ(3)))
−sgn σ dassµl(µs(a0, aσ(1)), aσ(2), aσ(3))
+sgn σ dassµl(a0, µs(aσ(1), aσ(2)), aσ(3))
−sgn σ dassµl(a0, aσ(1), µs(aσ(2), aσ(3))) =
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∑
l+s=k,l>0,s>0
{µl(drsymµs(a0, a1, a2), a3)−µl(drsymµs(a0, a1, a3), a2)+µl(drsymµs(a0, a2, a3), a1)
−µl(a0, drsymµs(a1, a2, a3))+µl(a0, drsymµs(a2, a1, a3))−µl(a0, drsymµs(a3, a1, a2))
−drsymµl(µs(a0, a1), a2, a3)+drsymµl(µs(a0, a2), a1, a3)−drsymµl(µs(a0, a3), a1, a2)
+drsymµl(a0, µs(a1, a2), a3)− drsymµl(a0, µs(a2, a1), a3)
−drsymµl(a0, µs(a1, a3), a2) + drsymµl(a0, µs(a3, a1), a2)
+drsymµl(a0, µs(a2, a3), a1)− drsymµl(a0, µs(a3, a2), a1)} =
S1 + S2,
where
S1 =
∑
l+s=k,l>0,s>0
∑
s1+s2=s,s1,s2>0
{−µl(µs1⋆µs2(a0, a1, a2), a3)+µl(µs1⋆µs2(a0, a1, a3), a2)−µl(µs1⋆µs2(a0, a2, a3), a1)
+µl(a0, µs1⋆µs2(a1, a2, a3))−µl(a0, µs1⋆µs2(a2, a1, a3))+µl(a0, µs1⋆µs2(a3, a1, a2))},
S2 =
∑
l+s=k,l>0,s>0
∑
l1+l2=l,l1,l2>0
{µl1⋆µl2(µs(a0, a1), a2, a3)−µl1⋆µl2(µs(a0, a2), a1, a3)+µl1⋆µl2(µs(a0, a3), a1, a2)
−µl1 ⋆ µl2(a0, µs(a1, a2), a3) + µl1 ⋆ µl2(a0, µs(a2, a1), a3)
+µl1 ⋆ µl2(a0, µs(a1, a3), a2)− µl1 ⋆ µl2(a0, µs(a3, a1), a2)
−µl1 ⋆ µl2(a0, µs(a2, a3), a1) + µl1 ⋆ µl2(a0, µs(a3, a2), a1)}.
We have
S1 =
∑
l+s=k,l>0,s>0
∑
s1+s2=s,s1>0,s2>0
{−µl(µs1 ∗ µs2(a0, a1, a2), a3)
−−−−−−
+µl(µs1 ∗ µs2(a0, a1, a3), a2)
======
−µl(µs1 ∗ µs2(a0, a2, a3), a1)
− − − −
+µl(a0, µs1 ∗ µs2(a1, a2, a3))
−−−−−−
−µl(a0, µs1 ∗ µs2(a2, a1, a3))
∼∼∼∼∼∼
+µl(a0, µs1 ∗ µs2(a3, a1, a2))
≃≃≃≃≃≃
+µl(µs1 ∗ µs2(a0, a2, a1), a3)
∼∼∼∼∼∼
−µl(µs1 ∗ µs2(a0, a3, a1), a2)
≃≃≃≃≃≃
+µl(µs1 ∗ µs2(a0, a3, a2), a1)
⌣⌣⌣⌣⌣
−µl(a0, µs1 ∗ µs2(a1, a3, a2))
======
+µl(a0, µs1 ∗ µs2(a2, a3, a1))
− − − −
−µl(a0, µs1 ∗ µs2(a3, a2, a1))
⌣⌣⌣⌣⌣
} =
∑
l+s1+s2=k,l>0,s1>0,s2>0
∑
σ∈Sym3
−sgn σ µl ∗ (µs1 ∗µs2)(a0, aσ(1), aσ(2), aσ(3)),
and
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S2 =
∑
l+s=k,l>0,s>0
∑
l1+l2=l,l1>0,l2>0
{µl1 ∗ µl2(µs(a0, a1), a2, a3)
−−−−−−
−µl1 ∗ µl2(µs(a0, a2), a1, a3)
− − − −
+µl1 ∗ µl2(µs(a0, a3), a1, a2)
∼∼∼∼∼∼
−µl1 ∗ µl2(a0, µs(a1, a2), a3)
−−−−−−
+µl1 ∗ µl2(a0, µs(a2, a1), a3)
− − − −
+µl1 ∗ µl2(a0, µs(a1, a3), a2)
======
−µl1 ∗ µl2(a0, µs(a3, a1), a2)
∼∼∼∼∼∼
−µl1 ∗ µl2(a0, µs(a2, a3), a1)
≃≃≃≃≃≃
+µl1 ∗ µl2(a0, µs(a3, a2), a1)
∼=∼=∼=∼=∼=∼=
−µl1 ∗ µl2(µs(a0, a1), a3, a2)
======
+µl1 ∗ µl2(µs(a0, a2), a3, a1)
≃≃≃≃≃≃
−µl1 ∗ µl2(µs(a0, a3), a2, a1)
∼=∼=∼=∼=∼=∼=
+µl1 ∗ µl2(a0, a3, µs(a1, a2))
∼∼∼∼∼∼
−µl1 ∗ µl2(a0, a3, µs(a2, a1))
∼=∼=∼=∼=∼=∼=
−µl1 ∗ µl2(a0, a2, µs(a1, a3))
− − − −
+µl1 ∗ µl2(a0, a2, µs(a3, a1))
≃≃≃≃≃≃
+µl1 ∗ µl2(a0, a1, µs(a2, a3))
−−−−−−
−µl1 ∗ µl2(a0, a1, µs(a3, a2))
======
} =
∑
l1+l2+s=k,l1>0,l2>0,s>0
sgn σ (µl1 ∗ µl2) ∗ µs(a0, aσ(1), aσ(2), aσ(3)),
Let α, β, γ ∈ C2(A,A). Then,
{α ∗ (β ∗ γ)− (α ∗ β) ∗ γ}(a, b, c, d) =
α(β ∗ γ(a, b, c), d) + α(a, β ∗ γ(b, c, d))
−α ∗ β(γ(a, b), c, d) + α ∗ β(a, γ(b, c), d)− α ∗ β(a, b, γ(c, d)) =
α(β(γ(a, b), c), d)
−−−−−−
−α(β(a, γ(b, c)), d)
∼=∼=∼=∼=∼=∼=
+α(a, β(γ(b, c), d))
======
−α(a, β(b, γ(c, d)))
∼∼∼∼∼∼
−α(β(γ(a, b), c), d)
−−−−−−
+α(γ(a, b), β(c, d))
+α(β(a, γ(b, c)), d)
∼=∼=∼=∼=∼=∼=
−α(a, β(γ(b, c), d))
======
−α(β(a, b), γ(c, d)) + α(a, β(b, γ(c, d)))
∼∼∼∼∼∼
=
−α(β(a, b), γ(c, d)) + α(γ(a, b), β(c, d)) =
So, for any α, β, γ ∈ C2(A,A),
α ∗ (β ∗ γ + γ ∗ β)− (α ∗ β) ∗ γ − (α ∗ γ) ∗ β = 0
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For these reasons,
S1 =∑
s1+s2+s3=k,s1>0,s2>0,s3>0
∑
σ∈Sym3
−sgn σ µs1∗(µs2∗µs3)(a0, aσ(1), aσ(2), aσ(3)) =
−
∑
l1+l2+l3=k,l1>0,l2>0,l3>0
sgn σ (µl1 ∗ µl2) ∗ µl3(a0, aσ(1), aσ(2), aσ(3)) =
= −S2.
So, we prove that drsymObsk(ψ) = 0, if drsymObsl(ψ) = 0, for any
0 < l < k. •
Corollary 4.2. If H3rsym(A,A) = 0, then any local deformation can
be prolongated.
4.3. Steenrod squares. Let char k = p > 0. In this subsection we
recall Gerstenhaber’s construction [10] of the homomorpism
Sq : Z1rsym(A,A)→ Z
2
rsym(A,A), D 7→ SqD
regarding the right-symmetric algebras. For any derivation D ∈ Z1rsym(A,A)
its p -th power Dp is also a derivation, Dp ∈ Z1rsym(A,A). The proof
is based on the following property of binomial coefficients: an integer(
p
a
)
can be divided into p, if 0 < a < p. Then,
Dp(a ◦ b)−Dp(a) ◦ b− a ◦Dp(b) =
p−1∑
i=1
(
p
i
)
Di(a) ◦Dp−i(b) ≡ 0(mod p).
In particular, we can consider integers
(
p
i
)
/p, 0 < i < p by modulus
p and introduce 2-cocycle SqD with coefficients in the regular module
SqD(a, b) =
p−1∑
l=1
Di(a) ◦Dp−i(b)/i!(p− i)!.
This cocycle is called the Steenrod Square of derivation D and can be
interpreted as an obstruction to prolongation of derivation to automor-
phism.
5. Calculations
5.1. Standard 2-cocycles of right-symmetric algebras. In this
subsection we will give the second interpretation of the identity d3rsymm =
0, m ∈M, mentioned in section 3.2.
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Proposition 5.1. i) Let M˜ be a module over right-symmetric algebra
A and M is its submodule. Suppose that for m˜ ∈ M˜,
(m˜, a, b) ∈M, ∀a, b ∈ A.
Then 2-cochain ψm˜ ∈ C
2(A,M) defined by
ψm˜(a, b) = m˜ ◦ (a ◦ b)− (m˜ ◦ a) ◦ b,
is symmetric 2-cocycle, ψm˜ ∈ Z¯
2(A,M).
If m˜ ◦ a ∈ M, ∀a ∈ A, then [ψm˜] = [φm˜], where
φm˜(a, b) = a ◦ (m˜ ◦ b).
Notice that in the denotions of section 3.3, ψm˜ = ∇(m˜).
Proof.
ψm˜(a, b) = (m, a, b) = (m, b, a) = ψm˜(b, a),
drsymψm˜(a, b, c) =
a◦(m˜, b, c)−a◦(m˜, c, b)−(m˜, a◦b, c)+(m˜, a◦c, b)+(m˜, a, [b, c])−(m˜, a, b)◦c+(m˜, a, c)◦b =
−(m˜, a ◦ b, c) + (m˜, a, b ◦ c)− (m˜, a, b) ◦ c
+(m˜, a ◦ c, b)− (m˜, a, c ◦ b) + (m˜, a, c) ◦ b =
m˜ ◦ (a, b, c)− (m˜ ◦ a, b, c)
−m˜ ◦ (a, c, b) + (m˜ ◦ a, c, b) =
0.
If m˜ ◦ a ∈M, then we can introduce a linear map ω : A→M, a 7→
m˜ ◦ a. We obtain
ψm˜(a, b) + drsymω(a, b) =
ψm˜(a, b)− ω(a ◦ b) + ω(a) ◦ b+ a ◦ ω(b) =
ψm˜(a, b)− m˜ ◦ (a ◦ b) + (m˜ ◦ a) ◦ b+ a ◦ (m˜ ◦ b) =
a ◦ (m˜ ◦ b).
In other words, φm˜ = ψm˜ + drsymω.•
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5.2. Semi-center and derivations of W rsymn . Suppose that A is
an algebra with multiplications (a, b) 7→ a ◦ b, and (a, b) 7→ a ∗ b, such
that the following conditions hold
a ◦ (b ◦ c)− (a ◦ b) ◦ c− a ◦ (c ◦ b) + (a ◦ c) ◦ b = 0,
a ∗ (b ∗ c)− b ∗ (a ∗ c) = 0,
a ◦ (b ∗ c)− b ∗ (a ◦ c) = 0,
(a ∗ b− b ∗ a− a ◦ b+ b ◦ a) ∗ c = 0,
(a ◦ b− b ◦ a) ∗ c+ a ∗ (c ◦ b)− (a ∗ c) ◦ b− b ∗ (c ◦ a) + (b ∗ c) ◦ a = 0.
In particular, A is a right-symmetric algebra.
Let Zl(A) be the left center of A, Ql(A) is the left units space and
Nl(A) = Zl(A)⊕Ql(A) is the left semi-center.
Theorem 5.2. For A =W rsymn , if p = 0, or A =Wn(m), if p > 2,
Zl(A) = {∂i : i = 1, . . . , n}⊕δ(p > 0){∂
pki−1
i : 0 < ki < mi, i = 1, . . . , n}
∼=
Kn ⊕ δ(p > 0)Km−n,
Ql(A) = {e = (1/n)
n∑
i=1
xi∂i} ∼= K,
Z1rsym(A,A) = {ad ∂i, ad xi∂j , δ(p > 0)∂
pki
i : i, j,= 1, . . . , n, 0 < ki < mi}
∼=
Kn ⊕ gln ⊕ δ(p > 0)K
m−n,
where m =
∑n
i=1mi, and δ(p > 0) = 0, if p = 0 and =1, if p > 0.
Proof. Any derivation of right-symmetric algebra A induces a
derivation of Lie algebra Alie :
drsym(a, b) = 0, ∀a, b ∈ A⇒ dlief(a, b) = drsymf(a, b)−drsym(b, a) = 0, ∀a, b ∈ A.
The corresponding homomorphism Z1rsym(A,A)→ Z
1
lie(A,A) is monomor-
phism. It is known, that all Lie derivations of Wn are inner, i.e. have
a form ad u∂i, where u ∈ U, i = 1, . . . , n. In case of Wn(m), p > 0,
outer derivations ∂p
ki
i , 0 < ki < mi, i = 1, . . . , mi, appear. Since
ad a(b ◦ c)− ad a(b) ◦ c− b ◦ ad a(c) =
a ◦ (b ◦ c)− (b ◦ c) ◦ a− (a ◦ b) ◦ c+ (b ◦ a) ◦ c− b ◦ (a ◦ c) + b ◦ (c ◦ a) =
a ◦ (b ◦ c)− (a ◦ b) ◦ c,
Lie derivation ad a : b 7→ [a, b] := a ◦ b − b ◦ a, is a right-symmetric
derivation, if and only if
a ∈ Al.ass.
It is easy to see that,
u∂i ◦ (v∂j ◦ w∂s)− (u∂i ◦ v∂j) ◦ w∂s = ∂j∂s(u)vw∂i.
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Therefore,
Al.ass = {u∂i : ∂j∂s(u) = 0, ∀i, j = 1, . . . , n} = {∂i, xi∂j : i, j = 1, . . . , n}.
In case of p > 0, direct calculations show that ∂p
ki
i ∈ Z
1
rsym(A,A).
Other statements of the theorem are evident. •
5.3. Pairing of W rsymn −modules and cocycle constructions.
Theorem 5.3. Let A =Wn, p = 0, or A = Wn(m), p > 3. The space
H2rsym(A,A), p = 0, has a basis consisting of cocycle classes of four
types ψ1s,l,r, ψ
2
l,r, ψ
3
s,l, ψ
4
l , s, l, r = 1, . . . , n, such that
ψ1s,l,r(u∂i, v∂j) = δj,rx
−1
r (δi,suv∂l − xs∂l(u)v∂i),
ψ2l,r(u∂i, v∂j) = δj,rx
−1
r ∂l(u)v∂i,
ψ3s,l(u∂i, v∂j) = (δi,su∂j(v)∂l − xs∂l(u)∂j(v)∂i),
ψ4l (u∂i, v∂j) = ∂l(u)∂j(v)∂i.
In the case of p > 3, the space H2rsym(A,A) has a basis with coho-
mological classes of the following cocycles of five types.
ψ1s,l,r(u∂i, v∂j) = δj,rx
pmr−1
r (δi,suv∂l − xs∂l(u)v∂i),
ψ2l,kl,r(u∂i, v∂j) = δj,rx
pmr−1
r ∂
pkl
l (u)v∂i,
ψ3s,l(u∂i, v∂j) = (δi,su∂j(v)∂l − xs∂l(u)∂j(v)∂i),
ψ4l,kl(u∂i, v∂j) = ∂
pkl
l (u)∂j(v)∂i,
ψ5l,kl = Sq ∂
pkl
l ,
where s, l, r = 1, . . . , n, 0 ≤ kl < ml.
The proof is based on the following observations.
Suppose that A−module M preserve the action of Nl(A) :
z ◦m = 0, ∀z ∈ Zl(A), e ◦m = m, ∀e ∈ Ql(A),
for any m ∈M. Define an operator
Ck+1rsym(A,M)→ C
k
rsym(A,M),
i0(a)ψ(a1, . . . , ak) = ψ(a0, a1, . . . , ak)
and an operator
T : Ckrsym(A,A)→ C
k+1
rsym(A,A),
Tψ(a0, a1, . . . , ak) =
k∑
i=1
(−1)i+kai ∗ ψ(a0, a1, . . . , aˆi, . . . , ak).
Then
Tdrsym = drsymT,
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and for any a ∈ Nl(A), ψ ∈ Z
k+1
rsym(A,A),
i0(a)ψ ∈ Z
k
lie(A,Aanti).
Define a pairing of regular A−module A and antisymmetric A−module
U :
A× U → A, u∂i ∪ v = uv∂i.
Notice that,
Aanti ∼= U ⊗ Zl(A).
In particular, we have pairing
A× Aanti → A, u∂i ∪ v∂j = uv∂i.
Therefore we have imbedding
Z1rsym(A,A)×H
k
lie(A,U)→ H
k+1
rsym(A,A).
Notice that the four types of cocycles mentioned above can be ob-
tained from Z1rsym(A,A) (see section 5.2) and H
1
lie(A,U), by pairing
ψ∪φ, ψ ∈ Z1rsym(A,A), φ ∈ H
1
lie(A,U). Recall that H
1
lie(A,U) can be
generated by the classes of cocycles u∂i 7→ ux
−1
r δi,r, and u∂i 7→ ∂i(u).
Another interpretation of cocycles of types 1 and 2 can be given in
terms of standard cocycles (see section 5.1). For simplicity consider
only the case of p = 0. We have
ψ1s,l,r = dωs,l,r, for ωs,l,r(u∂i) = ln xr[xs∂l, u∂i],
ψ2l,r = dωl,r, for ωl,r(u∂i) = ln xr∂l(u)∂i,
and
∇(xs ln xr∂l)(u∂i, v∂j) = ∂i∂j(xs ln xr)uv,
∇(lnxr∂l)(u∂i, v∂j) = −δi,rδj,ruv∂l.
Therefore,
[ψ1s,l,r] = [∇(xs ln xr∂l)],
[ψ2l,r] = [∇(ln xr∂l)],
because of
ψ1s,l,r = ∇(xs ln xr∂l)−d
rsymω1s,l,r, for ω
1
s,l,r ∈ C
1
rsym(Wn,Wn), ω
1
s,l,r(u∂i) = δi,rx
−1
r xsu∂l,
ψ2l,r = ∇(ln xr∂l)−d
rsymω2l,r, for ω
2
l,r ∈ C
1
rsym(Wn,Wn), ω
2
l,r(u∂i) = δi,rx
−1
r u∂l.
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Theorem 5.4. Let A = W rsym1 , if p = 0, and A = W1(m), if p >
3. Then H2rsym(A,A) has dimension 4, if p = 0, and cohomological
classes of the following cocycles generate a basic
ψ1(u∂, v∂) = x−1uv∂,
ψ2(u∂, v∂) = x−1∂(u)v∂,
ψ3(u∂, v∂) = (u− x∂(u))∂(v)∂,
ψ4(u∂, v∂) = ∂(u)∂(v)∂.
(Recall that, ∂ = ∂x, for n = 1. ).
For A =W1(m), p > 3, the group H
2
rsym(A,A) is (3m+2)− dimensional
and the classes of the following cocycles generate its basis
ψ1(u∂, v∂) = xp
m−1uv∂,
ψ2k(u∂, v∂) = x
pm−1∂p
k
(u)v∂, 0 ≤ k < m,
ψ3(u∂, v∂) = (u− x∂(u))∂(v)∂,
ψ4k(u∂, v∂) = ∂
pk(u)∂(v)∂, 0 ≤ k < m.
Sq D : (a, b) 7→
p−1∑
i=1
Di(a) ◦Dp−i(b)/(i!(p− i)!), D = ∂p
k
, 0 ≤ k < m.
Cocycles of types 1 and 2 are also Novikov cocycles. Local deformation
ψ =
∑4
i=1 tiψ
i, p = 0, can be prolongated if and only if t1t3 = 0, t2t4 =
0.
5.4. Right-symmetric central extensions of Novikov algebras.
Let A be a Novikov algebra, R ∈ Der0A := {D ∈ Der A : a ◦R(b) =
b ◦R(a), ∀a, b ∈ A}, and π : A→ K, a linear map, such that
π(R(a)) = 0, ∀a ∈ A.
Define ψ ∈ C2rsym(A,K), by
ϑ(a, b) = π(a ◦R(b)).
Lemma 5.5. ϑ ∈ Z¯2rsym(A,K).
Proof. Since, a ◦R(b) = b ◦R(a), then
ϑ(a, b) = ϑ(b, a).
We have
drsymϑ(a, b, c) =
π(− (a ◦ b) ◦R(c)
−−−−−−
+ (a ◦ c) ◦R(b)
======
+a ◦R[b, c]) =
−(a ◦R(c)) ◦ b− a ◦ [b, R(c)]
∼∼∼∼∼∼
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+(a ◦R(b)) ◦ c+ a[c, R(b)]
∼∼∼∼∼∼
+ a ◦R[b, c])
∼∼∼∼∼∼
=
π(−(a ◦R(c)) ◦ b+ (a ◦R(b)) ◦ c) =
π(−R((a ◦ c) ◦ b) + (R(a) ◦ c) ◦ b+ (a ◦ c) ◦R(b)
+(a ◦R(b)) ◦ c) =
π((R(a) ◦ c) ◦ b+ b ◦R(a ◦ c) + (a ◦R(b)) ◦ c) =
π((R(a) ◦ c) ◦ b+ b ◦ (R(a) ◦ c) + b ◦ (a ◦R(c)) + (a ◦R(b)) ◦ c) =
π((R(a) ◦ c) ◦ b+R(a) ◦ (b ◦ c)
− − − −
+ a ◦ (b ◦R(c))
− − − −
+(a ◦R(b)) ◦ c) =
π((R(a) ◦ c) ◦ b+R(a ◦ (b ◦ c))− a ◦ (R(b) ◦ c)
≃≃≃≃≃≃
+ (a ◦R(b)) ◦ c)
≃≃≃≃≃≃
=
π((R(a) ◦ c) ◦ b
⌣⌣⌣⌣⌣
−a ◦ (c ◦R(b)) + (a ◦ c) ◦R(b))
⌣⌣⌣⌣⌣
=
π(−a ◦ (c ◦R(b)) +R((a ◦ c) ◦ b)− (a ◦R(c)) ◦ b) =
π(−a ◦ (c ◦R(b))− (a ◦R(c)) ◦ b) =
π(−R(a ◦ (c ◦ b)) +R(a) ◦ (c ◦ b) + a ◦ (R(c) ◦ b)
∼=∼=∼=∼=∼=∼=
− (a ◦R(c)) ◦ b)
∼=∼=∼=∼=∼=∼=
=
π(R(a) ◦ (c ◦ b) + a ◦ (b ◦R(c))− (a ◦ b) ◦R(c)) =
π(c ◦ (R(a) ◦ b) + a ◦ (c ◦R(b))− (a ◦ b) ◦R(c)) =
π(c ◦ (R(a) ◦ b) + c ◦ (a ◦R(b))− (a ◦ b) ◦R(c)) =
π(c ◦R(a ◦ b)− (a ◦ b) ◦R(c)) =
0.
So, ϑ ∈ Z¯2rsym(A,K). •
In particular, algebras
A =W rsym1 = {ei : ei ◦ ej = (i+ 1)ei+j, i, j ∈ Z}, p = 0,
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A = W rsym1 (m) = {ei : ei◦ej =
(
i+ j + 1
i
)
ei+j, −1 ≤ i, j ≤ p
m−1}, p > 0,
have right-symmetric 2-cocycles with coefficients in the trivial A -module
K. Prove that, the cohomological class of the cocycle ϑ in both cases
is not trivial. If ϑ = drsymω, ω ∈ C
1(N,K), then
ϑ(ei, ej) = −(j + 1)jδi+j,−1, if p = 0,
ϑ(ei, ej) = −(−1)
iδi+j,pm−1, if p > 0,
drsymω(ei, ej) = −(i+ 1)ω(ei+j), if p = 0,
drsymω(ei, ej) = −
(
i+ j + 1
i
)
)ω(ei+j), if p > 0.
In the case of p = 0 we have a contradiction:
−2 = ϑ(e−2, e1) = drsym(e−2, e1) = −ω(e−1),
−6 = ϑ(e−3, e2) = drsym(e−3, e2) = −2ω(e−1).
Since, drsymω(ei, epm−i−1) = 0, we also obtain a contradiction, if p > 0.
Theorem 5.6. Let A = W rsym1 , if p = 0 and A = W1(m), if p > 0.
Then the second right-symmetric cohomology space H2rsym(A,K) has
dimension 1 and generates by a class of cocycles
ϑ(ei, ej) = −(j + 1)jδi+j,−1, if p = 0,
ϑ(ei, ej) = −(−1)
iδi+j,pm−1, if p > 0.
If A is considered as a Novikov algebra, then any Novikov central ex-
tension is split: H2nov(W1,K) = 0.
Recall that Novikov cohomologies are defined in [1]. Central exten-
sions of Cartan Type Lie algebras are described in [4]
Proof. For u ∈ U = K[[x±1]] let π(u) be its coefficient at x−1.
Then π(∂(u)) = 0, ∀u ∈ U. Recall that ei = x
i+1, i ∈ Z, and the
multiplication in A is given by a ◦ b = ∂(a)b, a, b ∈ U.
Prove that an isomorphism of Alie -modules takes place
C1(A,K) ∼= U1. (7)
A bilinear map
( , ) : U0 × U1 → K, (u, v) 7→ π(u · v),
is compatible with the action of Alie :
((a)0(u), v) + (u, (a)1(v)) =
π(−(u ◦ a) · v − u · (v ◦ a)− u · (a ◦ v)) =
π(−∂(a · (u · v))) = 0,
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for all a ∈ A, u ∈ U0, v ∈ U1. So, we have a pairing of A
lie -modules
( , ) : U0 × U1 → K. This pairing is nondegenerate. Thus, a dual
Alie -module to U0 is U1. Since,
(f ◦ a)(b) = drsymf(b, a) = −f(b ◦ a), f ∈ C
1(N, k), a, b ∈ N,
we see that the Alie -module C1(A,K) is isomorphic to the dual of U0.
This ends the proving of (7).
By theorem 3.4
H2rsym(A,K)
∼= H1lie(A,C
1(A,K)) ∼= H1lie(W1, U1).
By the resutls of Gelfand and Fuchs [7] the space H1lie(W1, U1) is
1-dimensional and generates by a class of cocycle a 7→ ∂2(a). An anal-
ogous statement is also true in the case of p > 0 [5]. The corresponding
right- symmetric cocycle is the cocycle ϑ.
If ψ : A× A→ K is a cocycle for central extension in the category
of Novikov algebras, then
ψ(a, b ◦ c)− ψ(b, a ◦ c) = 0, ∀a, b, c ∈ A.
The algebra A = W nov1 has an element e0 that has the property
e0 ◦ c = c, for any c ∈ A. Take a := e0. We have
ψ(e0, b ◦ c) = ψ(b, e0 ◦ c) = ψ(b, c), ∀b, c ∈ A.
Therefore, for ω ∈ C1nov(A,K) = C
1(A,K), such that ω(a) = −ψ(e0, a),
we have
ψ(b, c) = −ω(b ◦ c) = dnovω(b, c).
Recall that, dnovφ = drightφ, for any φ ∈ C
1(A,K). So, any 2-cocycle
of W nov1 (in sense of Novikov) with coefficients in the trivial module,
is a coboundary. •
5.5. Cohomologies of W rsymn in an antisymmetric module. Re-
call that a multiplication in W rsymn is given by a∂i ◦ b∂j = b∂j(a)∂i,
where a, b ∈ U = K[[x±1, . . . , x±1]]. Endow U by a structure of anti-
symmetric W rsymn -module: u ◦ a∂i = a∂i(u).
Let Ωn = {u dx1 ∧ · · · ∧ dxn : u ∈ U} be an antisymmetric W
rsym
n -
module of n -dimensional differential forms:
(u dx1 ∧ · · · dxn) ◦ a∂i = ∂i(au) dx1 ∧ · · · ∧ dxn.
Let M be W rsymn -module. Construct a cup product of W
rsym
n -
modules
U × Ωn ⊗M → M¯, (u ∪ v dx1 ∧ · · · ∧ dxn ⊗m) = π(uv)m,
(8)
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where π(u) for u ∈ U denotes a coefficient of u at x−11 . . . x
−1
n . Recall
that M¯ is an antisymmetric A -module corresponding to M, such that
r¯a = ra − la, l¯a = 0. Notice that
π(deri(u)) = 0, ∀u ∈ U, i = 1, . . . , n.
Therefore,
(u ◦ a∂i) ∪ (v dx1 ∧ · · ·dxn ⊗m) + u ∪ [v dx1 ∧ · · · dxn ⊗m, a∂i] =
a∂i(u) ∪ (v dx1 ∧ · · · ∧ dxn ⊗m) + u ∪ (∂i(av) dx1 ∧ · · · ∧ dxn ⊗m)
+u ∪ v dx1 ∧ · · · ∧ dxn ⊗ [m, a∂i] =
π(a∂i(u)v + u∂i(av))m+ π(uv) [m, a∂i] =
π(∂i(auv)) + π(uv) [m, a∂i] =
(u ∪ v dx1 ∧ · · · ∧ dxn)⊗ [m, a∂i] =
(u ∪ v dx1 ∧ · · · ∧ dxn ⊗m) ◦ a∂i.
and the definition of the cup product (8) is correct.
Theorem 5.7. Let M be an antisymmetric W rsymn -module. The cup
product of W rsymn -modules (8) induces an isomorphism
Hk+1rsym(Wn,M)
∼= Z1rsym(Wn, U)⊗H
k
lie(Wn,Ω
n ⊗M), k > 0.
An isomorphism takes place
Z1rsym(Wn, U)
∼= B1rsym(Wn, U) = {dxi : i = 1, . . . , n}
∼= ∧1.
Proof. We will argue as in the previos subsection. For a Wn -module
M its dual module is denoted by M ′. Consider ∧1 = {dx1, . . . , dxn}
as a trivial module over Lie algebra Wn. Endow U ⊗ ∧
1 by a struc-
ture of Wn -module using a natural Wn -module structure on U =
K[[x1, . . . , xn]] and a trivial Wn -module structure on ∧
1 :
(u⊗ dxi)b∂j = b∂j(u)⊗ dxi.
It is easy to see that,
C1(Wn,K) ∼= ∧
1 ⊗ U ′,
since for any f ∈ C1(Wn,K),
[f, a∂i](b∂j) = (f ◦ a∂i)(b∂j) = −f(a∂i(b)∂j).
The bilinear map (8) is nondegenerate and gives a pairing of modules
over Lie algebra Wn. So,
U ′ ∼= Ωn.
Therefore, an isomorphism of Wn -modules takes place:
C1(Wn,K) ∼= ∧
1 ⊗ Ωn, C
1(Wn,M) ∼= ∧
1 ⊗ Ωn ⊗M,
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and by theorem 3.4
Hk+1rsym(Wn,M)
∼= ∧1 ⊗Hklie(Wn,Ω
n ⊗M), k > 0.•
Corollary 5.8. Hk+1rsym(Wn,K)
∼= ∧1 ⊗Hklie(Wn,Ω
n), k > 0.
Recall that H∗lie(Wn,Ω
∗) is calculated by Gelfand and Fuchs [7].
5.6. Cohomologies of glrsymn in an antisymmetric module.
Theorem 5.9. Let A = glrsymn , char k = 0. Let M be a finite-
dimensional A -module, such that a Alie -module M is a tensor mod-
ule. Then the cup product M × K → M, m ∪ λ = λm, induces an
isomorphism
Hk+1rsym(A,M)
∼= Z1rsym(A,M)⊗H
k
lie(A,K), k > 0.
Proof. By theorem 3.4,
Hk+1rsym(A,M)
∼= Hklie(A,C
1(A,M)), k > 0.
By theorem 2.1.2 of [7],
Hklie(A,C
1(A,M)) ∼= Hklie(A,K)⊗ C
1(A,M)A
lie
.
It remains to notice that,
C1(A,M)A
lie
:= {f ∈ C1(A,M) : [f, a] = 0, ∀a ∈ A}
is exactly Z1rsym(A,M). It is evident:
[f, a](b) = (f ◦ a)(b) = drsymf(b, a), ∀a, b ∈ A. •
Corollary 5.10. Let A = glrsymn and M be a irreducible antisymmet-
ric A -module. Then Hkrsym(A,M) 6= 0, k ≥ 0, if and only if M = A,
and
Hk+1rsym(gln, (gln)anti)
∼= Hklie(gln,K), k ≥ 0.
In particular, Hkrsym(gln,K) = 0, k > 0.
Proof. Since M is antisymmetric,
Z1rsym(A,M) = {f : A→M : f(b ◦ a) = f(b) ◦ a}.
Thus, any f ∈ Z1rsym(A,M) gives us a homomorphism of right modules
f : A → M. Since right modules M and A are irreducible, by the
Lemma of Shur, Z1rsym(A,M)
∼= K, if M ∼= A, and Z1rsym(A,M) = 0,
if M 6∼= A. •
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5.7. Cohomologies of glrsymn in a regular module.
Theorem 5.11. Let A = glrsymn over a field K of characteristic 0
and M = A be its regular module. Then the cup product M × K →
M,m ∪ λ = λm, induces an isomorphism
Hk+1rsym(A,M)
∼= Z1rsym(A,A)⊗H
k
lie(gln,K), Z
1
rsym(A,A)
∼= sln, k ≥ 0.
In particular, any cocycle class in Hk+1rsym(gln, gln) has a representative
that can be presented as adX ∪ ψ, where ψ ∈ Zklie(gln,K).
Proof. Any right-symmetric 1-cocycle of an associative algebra A
is also an associative 1-cocycle and converse, any associative 1-cocycle
is a right-symmetric 1-cocycle. So, Z1rsym(gln, gln)
∼= Z1ass(gln, gln).
Any derivation of the associative algebra gln is a derivation of the Lie
algebra of gln. Any derivation of gl
lie
n , except a 7→ tr a, is inner. So,
the following sequence is exact
0→ Z1rsym(gln, gln)→ Z
1
lie(gln, gln)→ K → 0.
In particular,
Z1rsym(gln, gln) = {adX : X ∈ sln}
∼= Z1lie(sln, sln)
∼= sln.
It remains to use theorem 3.4. •
Corollary 5.12. An algebra gln as a right-symmetric algebra has non-
trivial deformations. Any right-symmetric local deformation (2-cocycle
of the regular module) is equivalent to a 2-cocycle ηX of the form
ηX(a, b) = (tr b)[X, a],
for some X ∈ sln. Any local right-symmetric deformation can be pro-
longated. Any formal right-symmetric deformation of gln is equivalent
to a deformation of the form
µt(a, b) = a ◦ b+ t (tr b)[X, a], X ∈ sln,
where (a, b) 7→ a ◦ b is a usual associative multiplication of matrices.
Proof. These statements can be obtained from the following coho-
mological facts
H2rsym(gln, gln)
∼= Z1right(gln, gln)⊗H
1
lie(gln,K)
∼= {adX∪tr : X ∈ sln},
H3rsym(gln, gln) = 0,
and corollary 4.2. •
Remark. For ω ∈ C1(gln, gln), ω(a) = (tr a)X, we have
(η+drsymω)(a, b) = (tr b)[X, a]+(tr b)a◦X−(tr a◦b)X+(tr a)X◦b = η¯X(a, b),
where
η¯X(a, b) = (tr b)X ◦ a− (tr a ◦ b)X + (tr a)X ◦ b.
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Therefore, [ηX ] ∼ [η¯X ]. Notice that η¯X is a symmetric cocycle:
η¯(a, b) = η¯(b, a).
The prolongation formula for η¯X is a little bit complicated. It can be
given by
µ¯t(a, b) = Φ
−1
t (µt(Φt(a),Φt(b))),
where
Φt = id+ t ω.
In particular,
Φ−1t (a) = a− t (tr a)X + t
2 (tr a)2X2 − · · · ,
and some of the beginning terms of µ¯t look like
µ¯t(a, b) = a ◦ b+ tX ◦ ((tr a)b− (tr a ◦ b) + (tr b)a)
+t2 (tr a tr b−(tr a◦b)2X2−(tr a tr (X ◦b))X−(tr (a◦X) tr b)X)+ · · ·
So, right-symmetric prolongation can be constructed in a such way,
that corresponding Lie multiplication will not be changed:
µ¯t(a, b)− µ¯t(b, a) = [a, b].
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