Creation and annihilation operators are used in quantum physics as the building blocks of linear operators acting on Hilbert spaces of many body systems. In quantum physics, pairing operators are defined in terms of those operators. In this paper, spectral properties of pairing operators are studied. The numerical ranges of pairing operators are investigated. In the context of matrix theory, the results give the numerical ranges of certain infinite tridiagonal matrices.
Creation and annihilation operators
In quantum mechanics, states of a particle are described by vectors belonging to a Hilbert space, the so called state space. For physical systems composed of many identical particles, it is useful to define operators that create or annihilate a particle in a specified individual state. Operators of physical interest can be expressed in terms of these creation and annihilation operators [1, 2] . Only totally symmetric and anti-symmetric states are observed in nature and particles occurring in these states are called bosons and fermions, respectively. If V is the state space of one boson and m ∈ N, the mth completely symmetric space over V , denoted by V (m) , is the appropriate state space to describe a system with m bosons. By convention, V (0) = C.
Let V be an n-dimensional vector space with inner product (·, ·), and let {e 1 , . . . , e n } be an orthonormal basis of V . The creation operator associated with e i , i = 1, . . . , n, is the linear operator 
for x 1 * · · · * x m−1 a decomposable tensor in V (m−1) . The annihilation operator is the adjoint operator of the creation operator f i , explicitly, it is the linear operator 
for x . These operators can also be defined on the symmetric algebra over V : * = +∞ m=0 V (m) . We consider * endowed with the norm induced by the standard inner product defined by (x 1 * · · · * The bosonic number operator in state i is the linear operator N i : * → * defined by N i = f i g i , for i = 1, . . . , n. It will be shown that the non-negative integers are the eigenvalues of this operator. This is related to the physical fact that an arbitrary number of bosons can occupy the same quantum state.
Let V be C 2 . For the symmetric algebra * over C 2 , the pairing operator B : * → * is the linear operator defined in terms of the creation and annihilation operators by
These operators are unbounded. Moreover, B commutes with f 1 g 1 − f 2 g 2 and so, adding a multiple of this operator to B, we can take the coefficients of f 1 g 1 and f 2 g 2 equal. We can also substitute f 1 (f 2 ) by e iα f 1 (e iα f 2 ), α ∈ R, and choose α such that the arguments of k and l are equal.
The numerical range or field of values of a linear operator T on a complex Hilbert space H with inner product (·, ·), is defined by
One of the most fundamental properties of the numerical range is its convexity, stated by the famous Toeplitz-Hausdorff Theorem (see e.g., [3, 4] ). In the finite dimensional case, W (T ) contains the spectrum of T , and it is a connected and compact subset of C. In the infinite dimensional case, W (T ) does not have to be either bounded or closed.
We recall that a tridiagonal matrix is a matrix A = (a ij ) such that a ij = 0 whenever |i − j | > 1. The numerical ranges of tridiagonal matrices deserved the attention of some authors (e.g., [5] [6] [7] [8] ). One of the main aims of this paper is the investigation of the numerical range of pairing operators B defined on the subspace (q) of the symmetric algebra over C 2 . These operators admit well-structured infinite tridiagonal matrix representations. The numerical ranges of the pairing operators under consideration have an interesting relation with the numerical ranges of certain linear operators on an indefinite inner product space.
Let M n be the algebra of n × n complex matrices, and let S ∈ M n be a selfadjoint matrix. The positive S-numerical range of A ∈ M n is denoted and defined by
This set is always a convex set [9] . If S is the n × n identity matrix I n , then V 
In this case, if A is not a S-scalar matrix, that is, A /
= λS where λ ∈ C, V + S (A) is unbounded and may not be closed [9, 10] . This paper is organized as follows. In Section 2, some preliminary results concerning the Bogoliubov linear transformation are presented. In Section 3, spectral properties of certain pairing operators are investigated. In Section 4, the numerical ranges of the previously considered pairing operators are studied. In particular, the numerical ranges of the infinite tridiagonal matrix representations of the pairing operators are characterized.
The Bogoliubov transformation
For convenience, consider the annihilation and creation operators defined on the symmetric algebra over V arranged in a vector α with components
The invertible linear operator that maps the vector α into the vector β with components
is called a canonical transformation if it preserves the canonical commutation relations and it is usually called a Bogoliubov transformation. We recall a useful characterization of a Bogoliubov transformation.
Proposition 2.1 [2] . Let α and β be the column vectors with entries (4) and (5), respectively. The following conditions are equivalent:
The linear operator that maps the vector α into the vector β is a Bogoliubov transformation;
The linear operatorsg i are the adjoint operators off i if the matrix T associated with the Bogoliubov transformation in Proposition 2.1 (ii) is a block matrix of the form 
In fact, if k = 0, (7) is trivial. Suppose that (7) is true for k − 1. Then we successively have:
where (8) is a consequence of [g i ,f j ] = δ ij , and (9) follows from [f i ,f j ] = 0 and f i δ ij =f j δ ij . Hence, (7) holds for k = 0, . . . , r. The case k = r gives the asserted set of relations on the left-hand side. By transconjugation of these relations, the result follows.
Spectral properties of pairing operators
The symmetric space C , k = 0, . . . , m. For q 0, denote by (q) the subspace of the symmetric algebra over C 2 spanned by the vectors e n 1 * e n+q 2 , n ∈ N 0 , and, for q < 0, the subspace spanned by the vectors e n−q 1 * e n 2 , n ∈ N 0 . It is clear that any two subspaces (q) are disjoint. It can be easily seen that the symmetric algebra * over C 2 is given by * = +∞ q=−∞ (q) .
The subspaces (q) , q ∈ Z, satisfy the following property. 
Analogously, for q < 0 and n ∈ N 0 , we find
Since B is a linear operator, it satisfies B( (q) ) ⊆ (q) , for any integer q. 
For q < 0, the matrix representation, in the standard basis, of the pairing operator
In the sequel, we adopt the following notation: D = {z ∈ C : |z| < 1}. For z ∈ D, letf 1 andf 2 be the linear operators on * defined bỹ
Their adjoint operators arẽ
respectively. The linear operator that maps the vector
is a Bogoliubov transformation. (10) and (11) maps the pairing operator B : * → * defined by
Proposition 3.2. The Bogoliubov transformation defined by
, where ι denotes the identity map, z ∈ D, and
Moreover,
Proof. The Bogoliubov transformation defined by (10) and (11) is associated with a matrix T of the form (6) , where the submatrices X and Y are
Since α = T −1 β and
the following inverse relations hold:
and
Taking into account (18) and (19) in B = cf 1 g 1 + df 2 g 2 + kf 1 f 2 + lg 1 g 2 , the result easily follows.
The pairing operator B in (3) is a selfadjoint operator if and only if c, d ∈ R and l =k. Proof. Trivial. (14), respectively. Moreover,
Throughout this section, let
Proof. By Proposition 3.2, under a Bogoliubov transformation, we can take the selfadjoint pairing operator
and k ∈ C, into the form B = λ 0 ι +cf 1g1 +df 2g2 +kf 1g2 +kf 2g1 , where λ 0 , c,d andk are given by (12), (13), (14) and (15), respectively. If > 0, it is possible to find z ∈ D such thatk = 0. In fact, we can choose a solution z of the quadratic equation
for whichk vanishes. The choice can be made as follows. For k = 0 and c
The product of the roots of the quadratic equation in (20) is k/k, a complex number of modulus 1. Therefore, one of these roots has modulus less than 1 and for this rootk = 0. Thus, we may concentrate on B = λ 0 ι +cf 1g1 +df 2g2 . From (13) and (14), we find
From (21) and (22), we getc +d = ∓ √ . From (17), we havec +d = c
. If c + d > 0, we consider the plus sign for the ± sign in (21), so that z belongs to D. Thus, (i) holds. If c + d < 0, we take the minus sign for the ± sign in (21), otherwise z does not belong to D. Hence, (ii) follows. (20) has modulus less than 1, while the other one has modulus greater than 1.
and only if z is a root of (20).

Proof. (⇒) We have
It is not difficult to see that there exists w ∈ C such that
In fact, from (23) and (24), we obtain
The solutions w of (25) are such that 
Hence,
By the hypothesis (f 2 − zg 1 )u = 0, and so we also have
From (26) and (27) we
. From (27) it follows that c n+1 (n + 1) − c n z = 0, n ∈ N 0 . By induction on n, it can easily be proved that c n = c 0 z n /n!, n ∈ N 0 , c 0 ∈ C \ {0}. The vector u belongs to the Hilbert space * if and only if |z| < 1.
(⇐) Clear.
Corollary 3.1. Letg 1 ,g 2 : * → * be defined by (11) , with z ∈ D satisfying (20).
Proof. The corollary is an obvious consequence of Proposition 3.6. 
Then, either (g 1 − zf 2 )u vanishes or it is an eigenvector of B corresponding to the eigenvalue λ + 
Proof.
From the left-hand side equation in (28), we conclude that eitherg 1 u = 0 org 1 u is an eigenvector of N 1 associated with (λ 1 − 1) . From the right-hand side equation in (28), we conclude that eitherg 2 u = 0 org 2 u is an eigenvector of N 2 associated with (λ 2 − 1). Ifg 1 u = 0 andg 2 u = 0, by Proposition 3.6, u is of the asserted form and λ 1 = λ 2 = 0. In this case, the result follows. Ifg 1 u / = 0 org 2 u / = 0, we repeat the previous procedure. Indeed, there exist integers k 1 , k 2 such that v =g
Since N 1 and N 2 are positive semidefinite operators, the eigenvalues λ 1 − k 1 and λ 2 − k 2 associated with the eigenvector v are non-negative. The process stops when λ 1 − k 1 = λ 2 − k 2 = 0, and so λ 1 and λ 2 are non-negative integers. Sinceg 1 v =g 2 v = 0, we find that
2 v and the result follows.
In the following theorem, the eigenvalues and the eigenvectors of the selfadjoint pairing operator B restricted to the subspace (0) are obtained. Proof. The selfadjoint pairing operator B can be taken in the form B = λ 0 ι + cf 1g1 +df 1g1 , wherec = c + λ 0 andd = d + λ 0 , according to (17) in Proposition 3.2. By Proposition 3.8, the eigenvalues of the operator B are λ n 1 n 2 = λ 0 +cn 1 + dn 2 , n 1 , n 2 ∈ N 0 . For n 1 , n 2 ∈ N 0 and c + d > 0, λ 0 is given by Proposition 3.4 (i), and so
The eigenvectors of
For n 1 , n 2 ∈ N 0 and c + d < 0, λ 0 is given by Proposition 3.4 (ii). Thus,
The common eigenvectors of N 1 and N 2 corresponding to the eigenvalues n 1 and n 2 are eigenvectors of B and, by Proposition 3.8, the theorem follows.
The numerical range of pairing operators
The aim of this section is the characterization of the numerical range of the pairing operator B restricted to (q) , q ∈ Z. An inclusion relation for W (B| (q) ) is presented in Lemma 4.1. This lemma will be used in the proofs of Theorems 4.2, 4.3 and 4.6. (q) , q ∈ Z, and let
Lemma 4.1. Let the pairing operator
Then ( 
If c n = z n /n!, z ∈ D, the above series converge. We have
Thus, for q 0, the complex numbers
belong to W (B| (q) ). If q < 0, the proof is analogous.
Given a convex subset K of C, a point µ ∈ K is called a corner of K if K is contained in an angle with vertex at µ, and magnitude less than π.
The following result on the corners of the numerical range of unbounded linear operators will be used in the proof of Theorem 4.2. The proof for bounded operators in [3, Theorem 1.5-5] can be easily adapted to this case.
Theorem 4.1 [3]. If µ ∈ W (T ) is a corner of W (T ), then µ is an eigenvalue of the operator T .
We now characterize the numerical range of the selfadjoint pairing operator B restricted to (0) . 
Theorem 4.2. Let the selfadjoint pairing operator
Proof. Since the pairing operator B is selfadjoint, c + d ∈ R and l =k. Obviously, W (B| (0) ) is a subset of the real line. Since it is a connected set, W (B| (0) ) is an interval. Now, we characterize the extreme points of this interval. If an extremum point of the interval is a corner of W (B| (0) ), by Theorem 4.1 it is an eigenvalue of the operator. 
When B is restricted to (0) , the first summand vanishes. Then B| (0) is a positive semidefinite selfadjoint operator translated by − 
and 0 may be approached as closely as desired. In fact, if
Suppose that 0 ∈ W (C| (0) ). Thus, 0 is a corner of W (C| (0) ) and, by Theorem 4.1, it is an eigenvalue of C. Then there exists a non-zero vector u ∈ (0) such that Cu = 0, and so (Cu, u) (vi) Let < 0. Since B is selfadjoint, by Lemma 4.1 we have
Considering r = (1 + |z| 2 )/(1 − |z| 2 ) and φ = arg z − arg k, we easily verify that
Remark 4.1. Theorem 4.2 describes the numerical range of the following infinite tridiagonal selfadjoint matrix, which is the matrix representation, in the standard basis, of the selfadjoint pairing operator B = cf 1 g 1 + df 2 g 2 + kf 1 f 2 +kg 1 g 2 restricted to the subspace (0) ,
For q ∈ Z, we have the following result.
Theorem 4.3. Let the selfadjoint pairing operator
Then W (B| (q) ) is:
Proof. The proof follows similar steps to the proof of Theorem 4.2, using Theorem 3.2 instead of Theorem 3.1. given by
The Hyperbolical Range Theorem will be used in the proof of Theorem 4.5 and has the following statement: Theorem 4.4 (Hyperbolical Range Theorem) [11] . Let A = (a ij ) ∈ M 2 and J = diag(1, −1). Let α 1 , α 2 be the eigenvalues of J A, and let
Denote by l 1 the line perpendicular to the line defined by α 1 and α 2 and passing through α = 
Denote by l 1 the line perpendicular to the line defined by Proof. By Lemma 4.1, W is a subset of W (B| (0) ). Let J = diag(1, −1) and
It can be easily verified that
and so the subset W is described by the Hyperbolical Range Theorem. Let = (c + d) 2 − 4kl and P = 2|k| 2 + 2|l| 2 − |c + d| 2 . The eigenvalues α 1 and α 2 of the matrix
√ , and we have
It can be easily seen that M 0 and 
After some computations, we get θ = 
This point belongs to the boundary of W (B| (0) ) and also belongs to W . 
Proof. We prove that 
which is a boundary point of W (B| (q) ), q 0. If c θ + d θ < 0, the reasoning is similar. From (33), we get the following relation between the boundary points w θ q of W (B| (q) ), q > 0, and the boundary points w θ 0 of W (B| (0) ): w θ q = (1 + q)w θ 0 + qd. This means that the boundary generating curve of W (B| (q) ), q > 0, is obtained from the boundary generating curve of W (B| (0) ) by a dilation of ratio 1 + q and a translation associated with qd. Hence, the equality in (32) holds for q 0. That is, W (B| (q) ), q 0, is bounded by a branch of the hyperbola with α 1 11 and α 
