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11 Einleitung
Das wichtigste Ziel der Invariantentheorie ist es, den Invariantenring einer
linearen algebraischen Gruppe, die linear auf einem Polynomring operiert, zu
kennen. Dies ist nicht immer mo¨glich, aber es gibt verschiedene Ansa¨tze, den
Invariantenring zumindest bis zu einem bestimmten Grad zu bestimmen.
Mit den Algorithmen von Bayer [1] oder Kemper [8] kann man u.a. eine
Vektorraumbasis des Invariantenrings zu gegebenem Grad berechnen. Die
Berechnung des Invariantenrings vereinfacht sich jedenfalls erheblich, wenn
dieser Cohen-Macaulay ist. Dann ist er na¨mlich frei u¨ber der von einem
homogenen Parametersystem erzeugten Unteralgebra. Wa¨hlt man nun eine
homogene Basis dieses freien Moduls, so erha¨lt man eine Vektorraumbasis
des Invariantenrings zu gegebenem Grad d als die Menge aller Produkte
aus einem homogenen Basiselement des Moduls mit Monomen in den
Elementen des Parametersystems, so dass der entstehende (Total-)grad
gleich d ist. In diesem Sinne ist dann also der Invariantenring vollsta¨ndig
bekannt (wobei die Bestimmung eines Parametersystems aber ebenso ein
schwieriges Problem ist). Nach dem Satz von Hochster und Roberts [6] ist
der Invariantenring einer linear reduktiven Gruppe stets Cohen-Macaulay.
Dagegen bemerken Hochster und Eagon [7], dass ihnen kein Beispiel eines
nicht Cohen-Macaulay Invariantenrings einer zusammenha¨ngenden Gruppe
bekannt ist:
We know of no example in which G is reductive or connected and
semireductive [...] and RG is not Cohen-Macaulay.
Kemper [9] hat jedoch gezeigt, dass zu jeder reduktiven, aber nicht linear
reduktiven Gruppe ein solcher existiert - also eine gewisse Umkehrung des
Satzes von Hochster und Roberts.
In dieser Arbeit werden nun zum ersten Mal u¨berhaupt (konkret!)
Invariantenringe zusammenha¨ngender algebraischer Gruppen angegeben,
die nicht Cohen-Macaulay sind.
Genau genommen habe ich in meinem Projekt [13] mit Hilfe des Beweises
aus [9] fu¨r die (zusammenha¨ngenden und reduktiven) Gruppen SLn(K)
und GLn(K) (und ihre reduktiven Zwischengruppen) mit einem algebra-
isch abgeschlossenen Ko¨rper K in positiver Charakteristik p die ersten
konkreten Beispiele mit nicht Cohen-Macaulay Invariantenring konstruiert.
Der Vollsta¨ndigkeit halber habe ich jedoch alle wesentlichen Resultate des
Projekts (einschließlich der Beweise) in diese Arbeit mit aufgenommen.
2 1 EINLEITUNG
Speziell fu¨r n = 2 ergab sich fu¨r die Dimension des konstruierten Moduls
8p − 5, also 11 fu¨r p = 2 und 19 fu¨r p = 3. Der Nachweis, dass die
entstehenden Invariantenringe nicht Cohen-Macaulay sind geht nach [9]
u¨ber die Angabe eines partiellen homogenen Parametersystems aus drei
Elementen, das keine regula¨re Sequenz bildet, und daher der Cohen-
Macaulay Eigenschaft widerspricht. Ein direktes Anwenden der Methode
aus [9] (wie in meinem Projekt [13]) liefert ein partielles homogenenes
Parametersystems im Grad 1. In dieser Arbeit dagegen wird versucht, das
Parametersystem bzw. der von diesem annullierte Kozyklus in einen ho¨heren
Grad zu legen, wodurch sich eine Dimensionsersparnis ergibt. Gelungen ist
dabei eine Dimensionsreduktion fu¨r die Gruppen SL2(K) und GL2(K) von
11 auf 10 fu¨r p = 2, von 19 auf 13 fu¨r p = 3 und von 8p−5 auf 7p−2 fu¨r p > 3.
Kommen wir zur Gliederung. Die Arbeit beginnt mit den Grundlagen u¨ber
Darstellungen und einer Einfu¨hrung in die Invariantentheorie. Beweise wer-
den nur angegeben, sofern sie elementar fu¨hrbar sind. Danach wird das fu¨r
diese Arbeit geschriebene Magma Programm IsNotCohenMacaulay und der
zugrundeliegende Algorithmus vorgestellt. Magma wurde mir dabei freund-
licherweise vom Centre de Calcul MEDICIS zur Verfu¨gung gestellt. Sa¨mtliche
angegebenen Beispiele ko¨nnen mit diesem verifiziert werden. Falls man Com-
puter-Beweise zula¨sst, ist ein true dieses Programms gleichwertig mit einem
Beweis auf Papier - dennoch wird ein letzterer hier immer gegeben. Dann
wird das Hauptverfahren angegeben, welches aus der Arbeit [9] stammt. Der
na¨chste Abschnitt entha¨lt die Zusammenfassung aller Ergebnisse meines Pro-
jekts (mit Beweisen). Es folgt das Kernstu¨ck - die Konstruktion konkreter
Beispiele in kleiner Dimension. Zu jedem Beispiel findet sich auch eine Datei
auf Diskette, um es mit Magma zu testen.
Der erste Anhang fasst die hier konstruierten Beispiele lediglich in Form
kurzer Tabellen zusammen. Zwischentexte skizzieren nochmals, wie die ein-
zelnen Beispiele erhalten wurden. Der zweite Anhang beschreibt, wie der
Bayer-Algorithmus, welcher zur Berechnung der Invarianten innerhalb des
Programms IsNotCohenMacaulay verwendet wird, fu¨r die uns interessieren-
den Gruppen beschleunigt werden kann.
Damit bleibt nur noch, mich bei meinem Betreuer, Prof. Gregor Kem-
per, herzlichst fu¨r die hilfsbereite Beantwortung aller meiner Fragen und das
interessante Thema zu bedanken.
32 Grundlagen
Wir stellen im Folgenden die beno¨tigten Grundlagen der Invariantentheorie
zusammen. Auf die Beweise der zitierten, oft sehr tiefliegenden Sa¨tze ko¨nnen
wir hier - bis auf einige Ausnahmen - nicht eingehen. Der Einfachheit halber
vereinbaren wir fu¨r die gesamte Arbeit folgende
Standardvoraussetzung. Im Folgenden bezeichnet K stets einen algebra-
isch abgeschlossenen Ko¨rper mit Charakteristik p.
2.1 Varieta¨ten und Moduln
Definition 2.1 Eine (affine) Varieta¨t V ⊆ Kn ist die Nullstellenmenge ei-
nes (endlichen) Systems von Polynomen f1, ..., fm ∈ K[X1, ..., Xn], d.h.
V := {x = (x1, ..., xn) ∈ K
n : fi(x) = 0 ∀i = 1..m} .
Da nach dem Hilbertschen Basissatz K[X1, ..., Xn] noethersch ist, sind auch
Nullstellenmengen beliebig vieler Polynome oder von Idealen in K[X1, ..., Xn]
affine Varieta¨ten.
Definition 2.2 Ein Morphismus von affinen Varieta¨ten V ⊆ Kn,W ⊆ Km
ist eine Abbildung f : V →W , die durch Polynome f1, ...., fm ∈ K[X1, ..., Xn]
gegeben ist, d.h. fu¨r alle x = (x1, ..., xn) ∈ V ist
f(x) = (f1(x), ..., fm(x)) ∈ W.
Fu¨r die folgende Definition bemerken wir, dass fu¨r Varieta¨ten V ⊆ Kn,W ⊆
Km, die Nullstellenmengen von f1, ..., fr ∈ K[X1, ..., Xn] bzw. g1, ..., gs ∈
K[Y1, ..., Ym] sind, auch V × W ⊆ K
n+m eine affine Varieta¨t ist, na¨mlich
Nullstellenmenge von f1, ..., fm, g1, ..., gs ∈ K[X1, ..., Xn, Y1, ..., Ym].
Definition 2.3 Eine lineare algebraische Gruppe ist eine Varieta¨t G ⊆ Kr
zusammen mit Morphismen ◦ : G× G→ G und −1 : G → G, so dass (G, ◦)
zusammen mit der Inversenbildung −1 eine Gruppe ist.
Von nun an bezeichnen wir mit G stets eine lineare algebraische Gruppe.
Die wichtigsten Beispiele fu¨r lineare algebraische Gruppen in dieser Arbeit
sind
SL2(K) =
{(
a b
c d
)
∈ K4 : ad− bc = 1
}
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und
GL2(K) =
{(
a b
c d
)
e
:= (a, b, c, d, e) ∈ K5 : (ad− bc)e = 1
}
.
In GL2(K) muss man das Inverse e der Determinante der Matrix hinzuneh-
men, um die Gruppenelemente algebraisch invertieren zu ko¨nnen; es ist(
a b
c d
)−1
e
=
(
ed −eb
−ec ea
)
ad−bc
.
Definition 2.4 Ein G-Modul ist ein endlichdimensionaler K-Vektorraum
V zusammen mit einer linearen, durch Polynome gegebene Operation · :
G × V → V ; D.h. zu einer Basis (e1, ..., en) von V gibt es Polynome aij ∈
K[X1, ..., Xr], i, j = 1..n (wobei G ⊆ K
r) so dass die Darstellungsmatrix der
von σ ∈ G durch Linksmultiplikation auf V induzierten linearen Abbildung
bzgl. der Basis (e1, ..., en) durch die Matrix Aσ := (aij(σ))i,j=1..n gegeben ist:
σ · ej =
n∑
i=1
aij(σ)ei ∀j = 1..n, σ ∈ G.
Der Morphismus G→ Kn×n, σ 7→ Aσ heißt dann eine Darstellung von G.
Ein Untermodul ist ein Untervektorraum U von V , der zusa¨tzlich G-
invariant ist, d.h. fu¨r alle u ∈ U und σ ∈ G ist auch σ · u ∈ U .
Man beachte, dass die Forderung nach polynomialen Eintra¨gen in Aσ sehr
stark ist. Beispielsweise ist zwar durch
C× → C2×2, a 7→
(
1 log |a|
0 1
)
ein Gruppenhomomorphismus gegeben, aber da die Eintra¨ge der Matrix si-
cher keine Polynome in a und a−1 sind (als algebraische Gruppe ist C× ∼=
{(a, b) ∈ C2 : ab = 1}), handelt es sich hier nicht um die Darstellung eines
C×-Moduls.
In der Invariantentheorie interessiert man sich nun dafu¨r, welche Elemente
des Moduls unter der Operation von G fix bleiben. Die Menge dieser Ele-
mente,
V G := {v ∈ V : σ · v = v ∀σ ∈ G}
bildet offenbar einen Untermodul von V , den Fixmodul.
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2.2 Standardkonstruktionen mit Moduln
Es gibt mehrere Verfahren, aus einem bzw. mehreren gegebenen Moduln
einen neuen zu konstruieren. Am ha¨ufigsten verwendet wird natu¨rlich die
direkte Summe, die genau wie fu¨r Vektorra¨ume mit zusa¨tzlich komponen-
tenweiser G-Operation definiert ist und wohl keiner weiteren Erla¨uterung
bedarf. Wir besprechen hier noch Homomorphismen, den Dual, Faktormo-
duln, Tensorprodukte und symmetrische Potenzen.
2.2.1 Homomorphismen von G- Moduln
Fu¨r zwei G-Moduln V und W bildet die Menge aller K-Homomorphismen
von V nach W ,
HomK(V,W ) := {f : V → W linear}
einen G-Modul mit der Operation
(σ · f)(v) := σ · f(σ−1 · v) ∀v ∈ V
fu¨r alle σ ∈ G und f ∈ HomK(V,W ). Bei Identifizierung von σ ∈ G mit den
induzierten linearen Abbildungen auf V bzw. W schreibt sich das schlampig
als
σ · f = σ ◦ f ◦ σ−1.
Sind Aσ bzw. Bσ die Darstellungsmatrizen von σ ∈ G auf V bzw.W bezu¨glich
der Basen (v1, . . . , vn) bzw. (w1, . . . , wm) und hat f ∈ HomK(V,W ) bezu¨glich
dieser Basen die Darstellungsmatrix X ∈ Km×n, so hat σ ·f die Darstellungs-
matrix
σ ·X := BσXAσ−1 . (1)
Wir bestimmen den Fixmodul von HomK(V,W ): Es ist
f ∈ HomK(V,W )
G ⇔ f◦σ = σ◦f∀σ ∈ G⇔ f(σv) = σf(v) ∀σ ∈ G, v ∈ V,
d.h. es ist
HomK(V,W )
G =: HomG(V,W )
gleich der Menge der G-Homomorphismen von V nach W .
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Definition 2.5 Zwei G-Moduln V und W heißen isomorph, in Zeichen V ∼=
W , wenn es einen bijektiven G-Homomorphismus f : V → W gibt, und f
heißt dann ein Isomorphismus von G-Moduln. Sind σ 7→ Aσ bzw. σ 7→ Bσ
Darstellungen bzgl. Basen BV bzw. BW von V bzw. W , so sind V und W
offenbar genau dann isomorph, wenn es eine invertierbare Matrix S mit
SAσS
−1 = Bσ ∀σ ∈ G
gibt, und S ist dann Darstellungsmatrix eines Isomorphismus f : V → W
bezu¨glich der Basen BV bzw. BW .
2.2.2 Der Dual eines G- Moduls
Insbesondere fu¨r W = K mit trivialer (d.h. konstanter) Operation von G
heißt
V ∗ := HomK(V,K)
der Dual von V. Mit der Basis {1} von W = K und obigen Bezeichnungen
haben wir dann (wegen Bσ = (1)) nach Gleichung (2.10)
σ ·X := XAσ−1
mit X ∈ K1×n einem Zeilenvektor. Schreiben wir durch Transponieren diesen
Koordinatenvektor eines Elements aus V ∗ als Spalte, so erhalten wir aus
(XAσ−1)
T = AT
σ−1
XT das wichtige
Lemma 2.6 Hat σ ∈ G die Darstellungsmatrix Aσ bezu¨glich einer gegebenen
Basis von V , so ist AT
σ−1
die Darstellungsmatrix von σ bezu¨glich der zuge-
ho¨rigen Dualbasis von V ∗. ✷
Korollar 2.7 Ein G-Modul V ist zu seinem Bidual V ∗∗ isomorph,
V ∼= V ∗∗.
Beweis. Sei σ 7→ Aσ eine Darstellung von V . Dann hat V
∗ eine Darstellung
σ 7→ Bσ := A
T
σ−1
und damit V ∗∗ eine Darstellung σ 7→ BT
σ−1
= (AT(σ−1)−1)
T =
Aσ. Daher haben V und V
∗∗ zwei gleiche Darstellungen und sind daher iso-
morph. ✷
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2.2.3 Faktormoduln
Neben der direkten Summe sind Faktormoduln die na¨chst ha¨ufige Konstruk-
tion. Sei dazu U ein Untermodul eines G-Moduls V . Der Faktorraum (Quo-
tientenvektorraum) V/U wird zu einem G-Modul, dem Faktormodul von V
nach U durch
σ · (v + U) := (σv) + U ∀σ ∈ G, v ∈ V.
Da σ(U) ⊆ U , ist die Operation wohldefiniert. Bei geeigneter Wahl der Basis
von V kann man die Darstellung von V/U leicht an der Darstellung von V
ablesen:
Lemma 2.8 Sei V ein G-Modul mit Basis BV = (v1, ..., vk, vk+1, ..., vn) so,
dass BU = (v1, ..., vk) eine Basis des Untermoduls U von V ist. Ist dann
durch
σ 7→
(
Aσ Bσ
0 Cσ
)
∈ Kn×n, ∀σ ∈ G
die Darstellung auf V bzgl. BV gegeben (wobei Aσ ∈ K
k×k, Bσ ∈ k
k×(n−k), Cσ ∈
K(n−k)×(n−k)), so ist σ 7→ Aσ die Darstellung von U bzgl. BU und σ 7→ Cσ
die Darstellung von V/U bzgl. der Basis (vk+1 + U, ..., vn + U). ✷
2.2.4 Tensorprodukte
In bekannter Weise wird fu¨r zwei G-Moduln V und W das Tensorprodukt
der Vektorra¨ume V ⊗KW u¨ber K konstruiert - dieser Vektorraum wird dann
mittels
σ · (v ⊗ w) := (σv)⊗ (σw) ∀σ ∈ G, v ∈ V, w ∈ W
und linearer Fortsetzung zu einem G-Modul gemacht. Fu¨r die Details, ins-
besondere die Wohldefiniertheit, verweisen wir auf Lehrbu¨cher der Darstel-
lungstheorie. Informationen u¨ber die Darstellung auf V ⊗W liefert das fol-
gende
Lemma 2.9 Seien V bzw. W zwei G-Moduln mit Basen (v1, . . . , vm) bzw.
(w1, . . . , wn) und Darstellungsmatrizen Aσ bzw. Bσ bezu¨glich dieser Basen
fu¨r σ ∈ G. Schreibt man den Koordinatenvektor eines Elements
u = x11 · v1 ⊗ w1 + . . .+ xmn · vm ⊗ wn ∈ V ⊗W
mit xij ∈ K bezu¨glich der Basis (v1 ⊗ w1, . . . , vm ⊗ wn) von V ⊗ W als
Matrix X = (xij)i=1..m,j=1..n ∈ K
m×n, so hat σ · u bezu¨glich dieser Basis die
Koordinatenmatrix
σ ·X := AσXB
T
σ ∀σ ∈ G. (2)
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Beweis. Mit Aσ = (aij) ∈ K
m×m und Bσ = (bkl) ∈ K
n×n ist
σ · u =
m∑
j=1
n∑
k=1
xjk · (σvj)⊗ (σwk)
=
m∑
j=1
n∑
k=1
xjk ·
(
m∑
i=1
aijvi
)
⊗
(
n∑
l=1
blkwl
)
=
∑
i,l
(
m∑
j=1
n∑
k=1
aijxjkblk
)
vi ⊗ wl,
woran man die behauptete Koordinatenmatrix abliest. ✷
Korollar 2.10 Fu¨r zwei G-Moduln V und W gilt die Isomorphie
HomK(V,W ) ∼= W ⊗ V
∗.
Beweis. Sind die Darstellungen von V bzw. W durch Aσ bzw. Bσ gegeben,
so wird nach Gleichung (2.10) HomK(V,W ) beschrieben durch
σ ·X := BσXAσ−1 = BσX(A
T
σ−1)
T .
Nach den Lemmata 2.6 und 2.9 wird so jedoch auch die Darstellung auf
W ⊗ V ∗ beschrieben. ✷
Wir kommen nun zu der fu¨r diese Arbeit wichtigsten Konstruktion. In Satz
5.1 wird sie zur Angabe einer Serie von nicht Cohen-Macaulay Invarianten-
ringen fu¨hren. Im folgenden Satz geben wir noch zusa¨tzlich eine Isomorphie
an, mit deren Hilfe sich die Struktur der auf Basis dieses Satzes konstruier-
ten Beispiele fu¨r p > 2 wesentlich vereinfachen la¨sst, indem der nichttriviale
Kozyklus in Grad 2 geschoben wird, und die fu¨r p > 3 zu der Dimensions-
reduktion von 8p− 5 auf 7p− 2 fu¨hren wird.
Satz 2.11 Sei U Untermodul des G-Moduls V . Durch
HomK(V, U)0 := {f ∈ HomK(V, U) : f |U = 0}
wird ein Untermodul von HomK(V, U) definiert, und es gilt
HomK(V, U)0 ∼= U ⊗ (V/U)
∗
2.2 Standardkonstruktionen mit Moduln 9
Beweis. Wir verwenden die Bezeichnungen von Lemma 2.8. Eine lineare Ab-
bildung f ∈ HomK(V, U)0 hat dann bzgl. der Basis BV eine Darstellungsma-
trix der Form (
0k×k X
)
mit X ∈ Kk×(n−k).
Zu σ · f = σ ◦ f ◦ σ−1 geho¨rt daher die Darstellungsmatrix
Aσ
(
0k×k X
)( Aσ−1 Bσ−1
0 Cσ−1
)
=
(
0k×k AσXCσ−1
)
,
d.h. die Operation auf HomK(V, U)0 la¨sst sich mit Matrizen beschreiben
durch
σ ·X = AσX(C
T
σ−1)
T .
Nach den Lemmata 2.6, 2.8 und 2.9 ist dies eine Beschreibung der Operation
auf U ⊗ (V/U)∗. ✷
Wir wollen den hier konstruierten Isomorphismus noch basisfrei angeben:
Fu¨r v ∈ V sei ρ : V → V/U, v 7→ [v] der kanonische Epimorphismus. Durch
U × (V/U)∗ → HomK(V, U)0, (u, ϕ) 7→ u · ϕ ◦ ρ : v 7→ ϕ([v])u
ist dann eine wohldefinierte bilineare Abbildung gegeben. Nach der univer-
sellen Eigenschaft des Tensorproduktes gibt es dann genau eine lineare Ab-
bildung U ⊗ (V/U)∗ → HomK(V, U)0 mit u⊗ϕ 7→ u ·ϕ ◦ ρ, und diese ist der
gesuchte Isomorphismus, wie man sich leicht u¨berzeugen kann.
Alternativ kann man sich auch u¨berlegen, dass durch HomK(V/U, U)→
HomK(V, U)0, f 7→ f ◦ ρ ein Isomorphismus gegeben ist. Mit Korollar 2.10
angewendet auf HomK(V/U, U) hat man dann ebenfalls
HomK(V, U)0 ∼= HomK(V/U, U) ∼= U ⊗ (V/U)
∗.
Das Tensorprodukt von Matrizen
Wir ko¨nnen zwar nach Gleichung (2) bereits mit Tensorprodukten rechnen,
aber wir haben noch keine Darstellungsmatrix des Tensorproduktes. Dazu
definieren wir fu¨r Matrizen A = (aij) ∈ K
m×m und B = (bij) ∈ K
n×n ihr
Tensorprodukt oder Kronecker-Produkt
A⊗ B :=

 a11B . . . a1mB... ...
am1B . . . ammB

 ∈ Kmn×mn.
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Fu¨r A,C ∈ Km×m sowie B,D ∈ Kn×n und E ∈ Kk×k gelten dann die
folgenden Regeln:
(A⊗ B)(C ⊗D) = (AC)⊗ (BD)
(A⊗B)T = AT ⊗BT (3)
(A⊗ B)−1 = A−1 ⊗ B−1 fu¨r A,B invertierbar
(A⊗ B)⊗E = A⊗ (B ⊗E).
Der Beweis des na¨chsten Lemmas ergibt sich durch einfaches Nachrechnen.
Lemma 2.12 Seien V bzw. W zwei G-Moduln mit Basen (v1, . . . , vm) bzw.
(w1, . . . , wn) und Darstellungsmatrizen Aσ bzw. Bσ bezu¨glich dieser Basen
fu¨r σ ∈ G. Dann ist
A⊗ B : σ 7→ Aσ ⊗Bσ
die Darstellung von V ⊗W bezu¨glich der Basis (v1⊗w1, . . . , v1⊗wn, . . . , vm⊗
w1, . . . , vm ⊗ wn). ✷
Damit und mit der Gleichungsgruppe (3) kann man auch sehen, wie zuein-
ander a¨hnliche Darstellungen von V und W eine a¨hnliche Darstellung von
V ⊗W liefern: Fu¨r invertierbare Matrizen S und T gilt
(S−1AσS)⊗ (T
−1BσT ) = (S ⊗ T )
−1(Aσ ⊗Bσ)(S ⊗ T ).
Korollar 2.13 Fu¨r G-Moduln U, V,W gilt die Isomorphie
(U ⊗ V )⊗W ∼= U ⊗ (V ⊗W )
und ein Isomorphismus ist gegeben durch lineare Fortsetzung von
(u⊗ v)⊗ w 7→ u⊗ (v ⊗ w) ∀u ∈ U, v ∈ V, w ∈ W.
Beweis. Dies folgt aus der Regel (Aσ ⊗ Bσ) ⊗ Cσ = Aσ ⊗ (Bσ ⊗ Cσ) fu¨r
Darstellungen A,B,C von U, V,W . ✷
Korollar 2.14 Fu¨r zwei G-Moduln V und W gilt
(V ⊗W )∗ ∼= V ∗ ⊗W ∗.
Beweis. Seien durch Aσ bzw. Bσ Darstellungen auf V bzw. W gegeben. Dann
hat (V ⊗W )∗ eine Darstellung, die durch (A⊗B)T
σ−1
(3)
= AT
σ−1
⊗BT
σ−1
gegeben
ist, und eine solche Darstellung hat nach den Lemmata 2.6 und 2.12 auch
der Modul V ∗ ⊗W ∗. ✷
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2.2.5 Verheftung an Untermoduln
Manchmal beno¨tigt man verschiedene Moduln als Untermoduln in einem
gro¨ßeren Modul. In der Regel wird man den gro¨ßeren dann einfach als di-
rekte Summe der beno¨tigten Untermoduln definieren. Es kann jedoch sein,
dass man von den Untermoduln nur einen bestimmten Teil explizit braucht,
und den anderen Teil, der vielleicht auch bei den anderen Untermoduln vor-
kommt, irgendwie gemeinsam nutzen will, um Dimension einzusparen. Dafu¨r
ist der folgende Satz hilfreich.
Satz 2.15 Seien V und W G-Moduln, die beide einen zu U isomorphen
Untermodul besitzen. Dann gibt es einen G-Modul X, der (isomorphe Bilder
von) V und W als Untermoduln entha¨lt, von V und W erzeugt wird, und es
gilt V ∩W ∼= U . Sind durch
σ 7→
(
Aσ Bσ
0 Cσ
)
bzw. σ 7→
(
Aσ Dσ
0 Eσ
)
Darstellungen auf V bzw. W gegeben, wobei die Basen so gewa¨hlt sind, dass
sie eine Basis des jeweils zu U isomorphen Untermodul enthalten und so,
dass die Darstellungen auf diesen isomorphen Untermoduln gleich sind, so
ist X gegeben durch die Darstellung
σ 7→

 Aσ Bσ Dσ0 Cσ 0
0 0 Eσ

 .
Beweis. Es genu¨gt zu zeigen, dass die angegebene Abbildung ein Gruppen-
Homomorphismus ist, da der zu dieser Darstellung geho¨rige Modul dann
offenbar alle behaupteten Eigenschaften besitzt. Wir verwenden dazu die
Homomorphie-Eigenschaft der Darstellungen von V und W , also
(
Aσ Bσ
0 Cσ
)(
Aτ Bτ
0 Cτ
)
=
(
AσAτ AσBτ +BσCτ
0 CσCτ
)
=
(
Aστ Bστ
0 Cστ
)
und(
Aσ Dσ
0 Eσ
)(
Aτ Dτ
0 Eτ
)
=
(
AσAτ AσDτ +DσEτ
0 EσEτ
)
=
(
Aστ Dστ
0 Eστ
)
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fu¨r alle σ, τ ∈ G. Damit berechnen wir

 Aσ Bσ Dσ0 Cσ 0
0 0 Eσ



 Aτ Bτ Dτ0 Cτ 0
0 0 Eτ


=

 AσAτ AσBτ +BσCτ AσDτ +DσEτ0 CσCτ 0
0 0 EσEτ


s.o.
=

 Aστ Bστ Dστ0 Cστ 0
0 0 Eστ

 .
Also liefert die Konstruktion tatsa¨chlich eine Darstellung. ✷
Wir wollen noch zwei weitere Konstruktionsmo¨glichkeiten fu¨r die Ver-
heftung skizzieren, die wir jedoch im Folgenden nicht beno¨tigen (da wir mit
Verheftungen rechnen wollen, ist fu¨r uns vor allem die im Satz angegebene
Darstellung von X wichtig, weniger eine abstrakte Konstruktion):
Zum einen kann man X mittels U˜ := {(u, 0)− (0, u) : u ∈ U} ≤ V ⊕W
als Faktorraum X := (V ⊕W )/U˜ definieren.
Alternativ kann man X als pushout oder Fasersumme (siehe etwa [14],
S. 258) des Diagramms
V
U
ι V
✲
W
ι
W
✲
mit den Injektionen ιV bzw. ιW von U in V bzw. W definieren. Dann ist der
pushout dieses Diagramms ein Modul X zusammen mit Homomorphismen
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von V bzw. W in X derart, dass das folgende Diagramm kommutativ wird,
V
U
ι V
✲
X
❄
W
✻
ι
W
✲
und es fu¨r jeden weiteren Modul X ′ mit einem solchen kommutativen Dia-
gramm genau einen Homomorphismus von X in X ′ gibt, der das folgende
Diagramm kommutativ macht:
V
U
ι V
✲
X
❄
✲ X ′
✲
W
✻ ✲
ι
W
✲
Geht man den Beweis des Satzes u¨ber die Existenz der Fasersumme durch,
sieht man, dass X dann genau als (V ⊕W )/U˜ wie oben definiert wird.
2.2.6 Symmetrische Potenzen
Gegeben sei ein G-Modul V mit Basis X = (X1, ..., Xn). Wir wollen fu¨r k ∈
N0 einen G-Modul S
k(V ) mit einer Basis
(
X i11 X
i2
2 . . .X
in
n : i1 + . . .+ in = k
)
konstruieren, so dass die Operation auf Sk(V ) durch
σ ·X i11 X
i2
2 . . .X
in
n := (σX
i1
1 )(σX
i2
2 ) . . . (σX
in
n )
und formales ausmultiplizieren wie bei Polynomen der rechts auftretenden
Linearkombinationen gegeben ist. Wie bei Polynomen u¨blich soll dabei die
Reihenfolge der Variablen Xi keine Rolle spielen. Man fasst also die Elemente
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aus V als Polynome ersten Grades in K[X ] auf und die Elemente aus Sk(V )
als homogene Polynome k-ten Grades in K[X ]. (Insbesondere soll S0(V ) :=
K mit der trivialen Operation sein). Dabei werden die Basiselemente Xi ∈ V
mit den Variablen eines Polynomringes gleichgesetzt.
Die obigen Ziele lassen sich durch folgende Definition realisieren:
Definition 2.16 Die k-te symmetrische Potenz Sk(V ) mit k ≥ 1 ist der
Faktormodul
Sk(V ) :=
(
k⊗
i=1
V
)
/N
mit dem von allen symmetrischen Differenzen
v1 ⊗ . . .⊗ vk − vpi(1) ⊗ . . .⊗ vpi(k) v1, . . . , vn ∈ V, π ∈ Sk
erzeugten Untermodul N .
Damit ist die Existenz symmetrischer Potenzen gesichert; im wesentlichen
werden wir mit ihnen aber einfach formal so rechnen, wie oben beschrieben,
wobei wir auf den Beweis, dass obige Definition dies tatsa¨chlich erlaubt, ver-
zichten wollen.
Wir geben noch ein ha¨ufig verwendete Isomorphie an: Fu¨r G-Moduln U und
V gilt
S2(U ⊕ V ) ∼= S2(U)⊕ S2(V )⊕ U ⊗ V.
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2.3 Beispiele fu¨r Moduln
Wir geben hier die im Folgenden ha¨ufig verwendeten Grundmoduln an. Dabei
beschra¨nken wir uns auf den Fall, dass G eine (algebraische) Untergruppe von
GL2(K) ist. Wir geben einen Modul meist in Form V = 〈X1, . . . , Xn〉 mit
einer Darstellungsmatrix Aσ an, wobei die Notation andeuten soll, dass Aσ
bezu¨glich der geordneten Basis (X1, . . . , Xn) gegeben ist. IstW = 〈Y1, . . . , Ym〉
ein weiterer Modul mit Darstellung Bσ, so geben wir die Konstruktionen des
letzten Abschnitts oft durch Kombination der Basiselemente an, also bezeich-
nen wir beispielsweise mit 〈X1, . . . , Xn, Y1, . . . , Ym〉 die direkte Summe V ⊕W
mit Darstellungsmatrix
(
Aσ 0
0 Bσ
)
.
Analog bezeichnen wir z.B. fu¨r m = n = 2, also V = 〈X1, X2〉 und W =
〈Y1, Y2〉, mit 〈X1⊗ Y1, X1⊗ Y2, X2⊗ Y1, X2⊗ Y2〉 das Tensorprodukt V ⊗W
mit Darstellungsmatrix Aσ ⊗ Bσ. Manchmal kann es aber von Vorteil sein,
die Darstellungsmatrix des Tensorprodukts bezu¨glich einer anderen Basis zu
berechnen. Dann schreiben wir z.B. V ⊗W = 〈X1 ⊗ Y1, X2 ⊗ Y2, X1 ⊗ Y2 −
X2⊗Y1, X2⊗Y1〉, wenn wir andeuten wollen, dass die Darstellungsmatrix des
Tensorprodukts bezu¨glich der angedeuteten Basis berechnet wird. In diesem
Fall wa¨re also die Darstellungsmatrix, mit der im Folgenden gerechnet werden
soll, gegeben durch


1 0 0 0
0 0 1 0
0 0 −1 1
0 1 0 0


−1
(Aσ ⊗ Bσ)


1 0 0 0
0 0 1 0
0 0 −1 1
0 1 0 0

 . (4)
Genauso gehen wir bei symmetrischen Potenzen vor. So bezeichnen wir z.B.
die zweite symmetrische Potenz von V = 〈X, Y 〉 mit S2(V ) = 〈X2, Y 2, XY 〉.
Falls es Verwechslungen bzgl. der entstehenden Notation fu¨r die Basiselemen-
te geben kann, muss geklammert werden, also z.B.
S2
(
〈X2, Y 2, XY 〉
)
= 〈(X2)2, (Y 2)2, (XY )2, (X2)(Y 2), (X2)(XY ), (Y 2)(XY )〉.
Wir reservieren nun einige Bezeichnungen von Basis-Elementen, die immer
zu den gleichen Darstellungen geho¨ren sollen (bis auf seltene Ausnahmen, wo
wir das vermerken). Es sei also G eine Untergruppe von GL2(K) . Mit 〈X, Y 〉
bezeichnen wir ab jetzt stets den G-Modul mit der natu¨rlichen Darstellung
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σ 7→ Aσ =
(
a b
c d
)
fu¨r σ =
(
a b
c d
)
e
∈ G, d.h.
σ ·X = aX + cY
σ · Y = bX + dY.
(Wir geben diese und einige weitere im Folgenden verwendeten Bezeichnung-
en fu¨r Moduln in Form einer Tabelle am Ende des Abschnitts an).
Fu¨r den Dual 〈X, Y 〉∗ =: 〈X∗, Y ∗〉 erhalten wir aus(
a b
c d
)−1
e
=
(
ed −eb
−ec ea
)
ad−bc
und transponieren die Darstellung
σ 7→
(
ed −ec
−eb ea
)
.
Speziell fu¨r SL2(K) , also e = 1 erhalten wir so bzgl. der Basis (−Y
∗, X∗)
wieder die Darstellungsmatrix
(
a b
c d
)
und ko¨nnen daher notieren
Bemerkung 2.17 Fu¨r die Gruppe SL2(K) ist der natu¨rliche Modul 〈X, Y 〉
selbstdual,
〈X, Y 〉 ∼= 〈−Y ∗, X∗〉
✷
Im Fall einer Charakteristik p > 0 entha¨lt die p-te symmetrische Potenz
Sp (〈X, Y 〉) den Untermodul 〈Xp, Y p〉 mit der Darstellung σ 7→
(
ap bp
cp dp
)
.
In der Tat gilt mit dem Frobenius-Homomorphismus
σ ·Xp = (aX + cY )p = apXp + cpY p
σ · Y p = (bX + dY )p = bpXp + dpY p.
Dieser Modul ist ebenfalls selbstdual fu¨r SL2(K) .
Das Tensorprodukt 〈X, Y 〉 ⊗ 〈X, Y 〉 =: 〈X ⊗X,X ⊗ Y, Y ⊗X, Y ⊗ Y 〉 hat
eine Darstellung gegeben durch
Aσ =
(
a b
c d
)
⊗
(
a b
c d
)
=


a2 ab ab b2
ac ad bc bd
ac bc ad bd
c2 cd cd d2

 . (5)
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Nach der letzten Bemerkung und Korollar 2.14 ist dieses Tensorprodukt fu¨r
SL2(K) ebenfalls selbstdual.
Fu¨r spa¨ter beno¨tigen wir die Darstellung bzgl. der Basis
B = (X ⊗X, Y ⊗ Y,X ⊗ Y − Y ⊗X, Y ⊗X)
gema¨ß Gleichung (4) explizit:

1 0 0 0
0 0 1 0
0 0 −1 1
0 1 0 0


−1
a2 ab ab b2
ac ad bc bd
ac bc ad bd
c2 cd cd d2




1 0 0 0
0 0 1 0
0 0 −1 1
0 1 0 0


=


1 0 0 0
0 0 0 1
0 1 0 0
0 1 1 0




a2 b2 0 ab
ac bd ad− bc bc
ac bd −(ad− bc) ad
c2 d2 0 cd


=


a2 b2 0 ab
c2 d2 0 cd
ac bd ad− bc bc
2ac 2bd 0 ad+ bc

 .
(6)
Fu¨r die zweite symmetrische Potenz S2 (〈X, Y 〉) = 〈X2, Y 2, XY 〉 erhalten
wir aus
σ ·X2 = (aX + cY )2 = a2X2 + c2Y 2 + 2acXY
σ · Y 2 = (bX + dY )2 = b2X2 + d2Y 2 + 2bdXY
σ ·XY = (aX + cY )(bX + dY ) = abX2 + cdY 2 + (ad+ bc)XY
die Darstellungsmatrix
Aσ =

 a2 b2 abc2 d2 cd
2ac 2bd ad+ bc

 mit σ = ( a b
c d
)
e
. (7)
Man kann die Darstellungsmatrix einer zweiten symmetrischen Potenz auch
aus der Ihres Tensorprodukts mit sich selbst erhalten, was an diesem Bei-
spiel demonstriert sei: Wir erhalten die zweite Potenz ja aus dem Tensor-
produkt durch Identifizierung von X2 ↔ X ⊗ X sowie Y 2 ↔ Y ⊗ Y und
XY ↔ X⊗Y, Y ⊗X . Daher erhalten wir durch zusammenfassen (Addieren)
der zweiten und dritten Spalte und streichen der zweiten oder dritten Zeile
aus (5) die Matrix (7) (allerdings bzgl. der Basis (X2, XY, Y 2)). Genau diese
U¨berlegung hat u¨brigens den Basiswechsel motiviert, der zur Darstellung (6)
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gefu¨hrt hat. Die Untermatrix von (6) die zu den Zeilen/Spalten 1,2,4 geho¨rt,
liefert daher ebenfalls eine Darstellung der zweiten Potenz als Faktormodul
〈X, Y 〉 ⊗ 〈X, Y 〉/〈X ⊗ Y − Y ⊗X〉, vgl. auch Lemma 2.8.
Speziell im Fall der Charakteristik p = 2 und der Gruppe SL2(K) wird (7)
zu
Aσ =

 a2 b2 abc2 d2 cd
0 0 1

 mit σ = ( a b
c d
)
.
Die Darstellung des ha¨ufig verwendeten Duals, der die extra Bezeichnung
〈µ, ν, π〉 := 〈X2, Y 2, XY 〉∗ mit µ := (X2)∗, ν = (Y 2)∗, π := (XY )∗ bekommt,
erhalten wir dann durch transponieren obiger Matrix und auswerten an der
Stelle σ−1 =
(
d b
c a
)
zu
ATσ−1 =

 d2 c2 0b2 a2 0
bd ac 1

 .
Damit ist π eine Invariante von 〈µ, ν, π〉. Da 〈X2, Y 2, XY 〉 keine Invarian-
te hat, sieht man, dass die symmetrische Potenz eines selbstdualen Moduls
nicht mehr selbstdual sein muss.
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2.3.1 Tabelle mit Darstellungen verschiedener Moduln
Bezeichnung Darstellungsmatrix G p
〈X, Y 〉
(
a b
c d
)
GL2(K) *
〈Xp, Y p〉
(
ap bp
cp dp
)
GL2(K) p > 0 *
〈X ⊗X,X ⊗ Y, Y ⊗X, Y ⊗ Y 〉


a2 ab ab b2
ac ad bc bd
ac bc ad bd
c2 cd cd d2

 GL2(K) *
〈X2, Y 2, XY 〉

 a2 b2 abc2 d2 cd
2ac 2bd ad+ bc

 GL2(K)
〈X2, Y 2, XY 〉

 a2 b2 abc2 d2 cd
0 0 1

 SL2(K) 2
〈µ, ν, π〉 = 〈X2, Y 2, XY 〉∗

 d2 c2 0b2 a2 0
bd ac 1

 SL2(K) 2
Tabelle 1: Einige Moduln mit ihren Darstellungen. Ein * in der letzten Spalte
bedeutet, dass der Modul fu¨r die Gruppe SL2(K) selbstdual ist.
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2.4 Invariantentheorie
In der Invariantentheorie interessiert man sich weniger fu¨r die Invarianten
eines einzelnen Moduls, sondern mo¨glichst gleich fu¨r die Invarianten aller
symmetrischen Potenzen dieses Moduls (bzw. genauer seines Duals). Diese
bilden einen Ring, den Invariantenring. Jedoch kann man dies in ein allge-
meineres Konzept einfu¨gen.
2.4.1 Algebren, Polynomringe, Invariantenringe
Definition 2.18 (a) Eine K-Algebra ist ein K-Vektorraum R mit einer
zusa¨tzlichen Multiplikation ·, so dass R(+, ·) zu einem kommutativen
Ring mit Eins 1 wird, so dass gilt
λ(v · w) = (λv) · w = v · (λw) ∀λ ∈ K, v, w ∈ R.
(b) R heißt graduiert, wenn es eine direkte Summenzerlegung in K-Vek-
torra¨ume
R = R0 ⊕ R1 ⊕R2 ⊕ . . .
mit Ri · Rj ⊆ Ri+j ∀i, j ≥ 0 gibt.
Ein Element f ∈ R heißt homogen, wenn es ein i mit f ∈ Ri gibt. Jedes
f ∈ R besitzt eine eindeutige Zerlegung in seine homogenen Komponen-
ten, f = f0+f1+f2+ . . . mit fi ∈ Ri ∀i, wobei nur endlich viele fi 6= 0
sind. Ist f 6= 0 und d die gro¨ßte Zahl mit fd 6= 0, so schreibt man auch
deg f = d und nennt d den Grad von f .
(c) R heißt zusammenha¨ngend wenn zusa¨tzlich R0 = K · 1 gilt.
(d) Ist R eine graduierte Algebra mit dimK(Rd) < ∞ ∀d, so heißt die
formale Potenzreihe
H(t) :=
∞∑
d=0
dimK(Rd)t
d ∈ Z[[t]]
die Hilbertreihe von R.
Das Standardbeispiel ist der Polynomring K[X ] = K[X1, . . . , Xn] in n Va-
riablen. Die Graduierung ist dabei durch Zerlegung in homogene Polynome
bezu¨glich des (total-)Grads gegeben.
Sei nun V ein G-Modul und X = (X1, . . . , Xn) eine Basis des Duals V
∗.
Wie im Abschnitt u¨ber symmetrische Potenzen beschrieben, fasst man nun
die Basisvektoren Xi als Variablen eines Polynomrings K[V ] := K[X ] =
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K[X1, . . . , Xn] auf, und la¨sst hierauf G wie induziert linear operieren (da
dimK[V ] = ∞ handelt es sich aber um keinen G-Modul). Die Graduierung
ist dabei durch die symmetrischen Potenzen des Duals gegeben, also
K[V ] =
∞⊕
d=0
Sd(V ∗) =
∞⊕
d=0
K[V ]d
wobei S0(V ∗) := K die triviale Operation tra¨gt. Man nennt K[V ] den Po-
lynomring von V . Entsprechend definieren wir den Invariantenring von V
als
K[V ]G := {f ∈ K[V ] : σ · f = f ∀σ ∈ G}
=
∞⊕
d=0
Sd(V ∗)G =
∞⊕
d=0
K[V ]Gd .
Ein wichtiges Ziel der Invariantentheorie ist es, den Invariantenring bzw. seine
Struktur mo¨glichst gut zu bestimmen.
Bemerkung 2.19 Eine zusammenha¨ngende graduierte Algebra R ist genau
dann noethersch, wenn sie endlich erzeugt ist, d.h. wenn es f1, . . . , fn ∈ R
gibt mit R = K[f1, . . . , fn].
Beweis. Siehe Lang [16], Proposition X.5.2, S. 427. ✷
Satz und Definition 2.20 (Noether-Normalisierung) Sei R eine noe-
thersche, zusammenha¨ngende graduierte (und kommutative!)K-Algebra. Dann
gibt es homogene Elemente f1, . . . , fn ∈ R, die algebraisch unabha¨ngig u¨ber
K sind, so dass R endlich erzeugt ist als Modul u¨ber A := K[f1, . . . , fn], d.h.
es gibt g1, ..., gm ∈ R (O.E.) homogen mit
R =
m∑
i=1
Agi.
Dann heißt {f1, . . . , fn} ein homogenes Parametersystem (hsop), wobei die
Zahl n =: dim(R) eindeutig bestimmt ist und die Krull-Dimension von R
heißt.
Eine Menge von Elementen aus R heißt ein partielles homogenes Para-
metersystem (phsop) wenn sie sich zu einem hsop erga¨nzen la¨sst.
Falls R ein Integrita¨tsring ist, gilt n = trdeg (Q (R) /K), wobei Q(R) der
Quotientenko¨rper zu R ist.
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Beweis. Siehe Derksen/Kemper [5], Definition 2.4.6, Corollary 2.4.8 auf S. 61
und Proposition 3.3.1 auf S. 80, sowie Eisenbud [4], Chapter 13, Theorem A,
S. 290. Siehe auch Kemper [11] S. 4-5. ✷
Damit wir diesen Satz stets voll verwenden ko¨nnen, vereinbaren wir ab jetzt
Standardvoraussetzung. Im Folgenden bezeichnen wir mit R stets eine
noethersche, zusammenha¨ngende graduierte und nullteilerfreie (kommutati-
ve) K-Algebra.
Die Voraussetzungen dieses Satzes werden z.B. offenbar von K[V ] erfu¨llt.
Eine hinreichende Bedingung, dass K[V ]G als Algebra endlich erzeugt ist
(Hilberts 14. Problem, vgl. Kemper [11], S. 2), ist dass G reduktiv (siehe
spa¨ter) ist (und in dieser Arbeit interessieren wir uns nur fu¨r redukive Grup-
pen). Nach obiger Bemerkung ist dann jedenfalls K[V ]G noethersch, so dass
der letzte Satz anwendbar ist. Man nennt f1, . . . , fn dann auch Prima¨rin-
varianten und g1, . . . , gm Sekunda¨rinvarianten. Kennt man beide, so kann
man fu¨r jeden gegebenen Grad d ein Erzeugendensystem von K[V ]Gd als K-
Vektorraum angeben: Offenbar ist
K[V ]Gd = 〈f
α1
1 · . . . · f
αn
n gi :
n∑
j=1
αj deg(fj) + deg(gi) = d, αj ≥ 0, i = 1..m〉.
Dann hat man natu¨rlich erst recht ein Erzeugendensystem von K[V ]G als
K-Algebra, es folgt dann na¨mlich
K[V ]G = K[f1, . . . , fn, g1, . . . , gm].
(Dasselbe gilt natu¨rlich entsprechend auch fu¨r eine beliebige Algebra R. Wir
formulieren die meisten Aussagen ab jetzt meist fu¨r K[V ]G, da wir nur an
diesem Fall interessiert sind, vermerken aber, wenn sie auch fu¨r R beliebig
im Sinne unserer Standardvoraussetzung gelten. Sprechweisen wie Polynome
und Prima¨r- bzw. Sekunda¨rinvarianten sind dann natu¨rlich entsprechend zu
modifizieren). Damit kennt man den Invariantenring also schon recht gut.
Obiges Erzeugendensystem ist jedoch im Allgemeinen keine Basis. Damit
dies der Fall ist, beno¨tigt man eine zusa¨tzliche Eigenschaft:
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2.4.2 Die Cohen-Macaulay Eigenschaft
Satz und Definition 2.21 In der Situation von Satz 2.20 heißt R (z.B.
K[V ]G) Cohen-Macaulay (CM) wenn R sogar frei ist als Modul u¨ber A, d.h.
man kann die (Sekunda¨rinvarianten) gi so wa¨hlen, dass
R =
m⊕
i=1
Agi
gilt. Gilt diese Eigenschaft fu¨r ein A definierendes homogenes Parameter-
system, so auch fu¨r jedes andere (also ist der Begriff Cohen-Macaulay wohl-
definiert).
Beweis. Siehe Derksen/Kemper [5], Proposition 2.5.3 (a),(c) und (d), S. 63. ✷
Satz 2.22 Ist K[V ]G (bzw. R) Cohen-Macaulay, so ist mit obigen Bezeich-
nungen{
fα11 · . . . · f
αn
n gi :
n∑
j=1
αj deg(fj) + deg(gi) = d, αj ≥ 0, i = 1..m
}
eine K-Basis von K[V ]Gd (bzw. Rd).
Beweis.Wa¨re das nicht der Fall, so ga¨be es Polynome F1, . . . , Fm ∈ K[X1, . . . , Xn]
nicht alle gleich 0, mit
m∑
i=1
Fi(f1, . . . , fn)gi = 0.
Da die Summe
⊕m
i=1Agi direkt ist folgt daraus aber
Fi(f1, . . . , fn) = 0 ∀i = 1..m.
Da ein Fi 6= 0 wa¨re das ein Widerspruch zur algebraischen Unabha¨ngigkeit
von f1, . . . , fn. ✷
Korollar 2.23 Ist der Invariantenring K[V ]G (bzw. R) Cohen-Macaulay, so
berechnet sich seine Hilbertreihe mit obigen Bezeichnungen zu
H(t) =
tdeg(g1) + . . .+ tdeg(gm)
(1− tdeg(f1)) · · · (1− tdeg(fn))
.
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Beweis. Durch entwickeln in die geometrische Reihe erhalten wir fu¨r die rech-
te Seite
(
tdeg(g1) + . . .+ tdeg(gm)
)
·
(
∞∑
α1=0
tα1 deg(f1)
)
· · ·
(
∞∑
αn=0
tαn deg(fn)
)
.
Der Koeffizient von td dieser ausmultiplizierten Reihe ist gleich der Ma¨chtig-
keit der in Satz 2.22 angegebenen Basis von K[V ]Gd , also gleich der Koeffizient
der Hilbertreihe. ✷
Ein vollsta¨ndiges hsop la¨sst sich fu¨r einen Invariantenring nur in den wenig-
sten Fa¨llen bestimmen, meist kennt man nur ein phsop. Daher ist folgende
Aussage von Bedeutung, um gegebenenfalls (bei Nichterfu¨llung) die Cohen-
Macaulay Eigenschaft zu widerlegen.
Bemerkung 2.24 Ist R Cohen-Macaulay und ist mit den Bezeichnungen
von Definition 2.21 und Satz 2.20 f1, . . . , fk ein phsop, so ist R auch frei
(aber fu¨r k < n nicht mehr endlich erzeugt) u¨ber A˜ := K[f1, . . . , fk], und
zwar mit Basis{
f
αk+1
k+1 · . . . · f
αn
n gi : αj ≥ 0, j = (k + 1), . . . , n, i = 1, . . . , m
}
Die Umkehrung hiervon gilt natu¨rlich nicht - z.B. ist fu¨r k = 0 der Vek-
torraum R stets frei u¨ber A˜ = K, ohne dass R dazu Cohen-Macaulay sein
mu¨sste.
Beweis. Dass es sich um ein Erzeugendensystem handelt, ist klar. Die Annah-
me, dass das angegebene System nicht linear unabha¨ngig u¨ber A˜ ist, fu¨hrt
man genau wie im Beweis zum Satz 2.22 zum Widerspruch. ✷
Aufgrund dieser und weiterer Eigenschaften ist man natu¨rlich an Kriterien
fu¨r die Cohen-Macaulay Eigenschaft interessiert. Da wir ja in dieser Arbeit
nicht Cohen-Macaulay Invariantenringe konstruieren wollen, sind wir vor al-
lem auch an notwendigen Bedingungen interessiert, um dann Beispiele anzu-
geben, die diese notwendigen Bedingungen verletzen.
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2.4.3 Regula¨re Sequenzen
Definition 2.25 Eine endliche Folge von Elementen f1, . . . , fr ∈ R der
La¨nge r heißt regula¨re Sequenz, falls fu¨r das von ihnen erzeugte Ideal (f1, . . . , fr) 6=
R gilt und fu¨r alle i = 1..r die Multiplikation mit fi injektiv auf R/(f1, . . . , fi−1)
ist, d.h. fu¨r g ∈ R gilt
fi · g ∈ (f1, . . . , fi−1)⇒ g ∈ (f1, . . . , fi−1).
Um zu entscheiden, ob eine gegebene homogene Sequenz regula¨r ist, ist fol-
gende Bemerkung hilfreich.
Bemerkung 2.26 Bildet die Folge aus homogenen Elementen f1, . . . , fr ∈
R mit (f1, . . . , fr) 6= R keine regula¨re Sequenz, dann gibt es homogene Ele-
mente a1, . . . , ai ∈ R, i ≤ r mit
a1f1 + . . .+ aifi = 0 und ai 6∈ (f1, . . . , fi−1).
Beweis. Nach Voraussetzung gibt es i ≤ r, bi ∈ R mit bi 6∈ (f1, . . . , fi−1) und
fi ·bi ∈ (f1, . . . , fi−1), d.h. es gibt b1, . . . , bi−1 mit b1f1+ . . .+bifi = 0. Ist bi =
h1 + . . .+ hd die Zerlegung von bi in homogene Elemente hj ∈ Rj , so gibt es
wegen bi = h1+ . . .+hd 6∈ (f1, . . . , fi−1) einen Index j mir hj 6∈ (f1, . . . , fi−1).
Setze dann ai := hj und wa¨hle nun fu¨r k < i jeweils ak als diejenige homogene
Komponente von bk mit deg ak + deg fk = deg ai + deg fi bzw. ak = 0, falls
dies nicht mo¨glich ist. Da R = R0⊕R1⊕. . . (direkte Summe) gilt dann wegen
b1f1+. . .+bifi = 0 auch fu¨r die homogenen Komponente a1f1+. . .+aifi = 0.
✷
Satz 2.27 Sei n = dim(R) die Krull-Dimension von R.
(a) Fu¨r jede regula¨re Sequenz aus homogenen Elementen f1, . . . , fr und
jedes π ∈ Sr ist auch die Permutation fpi(1), . . . , fpi(r) eine regula¨re Se-
quenz
(b) Jede homogene regula¨re Sequenz ist ein phsop. Insbesondere gibt es
keine homogene regula¨re Sequenz einer La¨nge > n.
(c) R ist genau dann Cohen-Macaulay, wenn jedes phsop eine regula¨re Se-
quenz ist.
(d) R ist Cohen-Macaulay genau dann, wenn eine homogene regula¨re Se-
quenz der La¨nge n existiert.
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Beweis. (a) Kunz [15], Korollar E.16 und Satz E.17, S. 257.
(b) Kemper [12], Lemma 1.5b, S. 337.
(c) Derksen/Kemper [5], Proposition 2.5.3 (a) und (b), S. 63.
(d) ist eine ha¨ufig verwendete alternative Definition der Cohen-Macaulay
Eigenschaft, siehe etwa Benson [2], Definition 4.3.1 und Theorem 4.3.5, S.
50f. ✷
Interessant fu¨r uns ist Teil (c) dieses Satzes. Wir werden einen Invarianten-
ring mit einem phsop konstruieren, das keine regula¨re Sequenz ist - nach
(c) kann dieser dann nicht Cohen-Macaulay sein. Dabei muss man jedoch
vorsichtig sein: Wir beno¨tigen ein phsop in K[V ]G (und nicht in K[V ]), das
dort keine regula¨re Sequenz ist. Fu¨r sogenannte reduktive Gruppen ist dieses
Problem aber handhabbar - die Eigenschaft reduktiv wollen wir jedoch hier
nicht genauer definieren (siehe hierfu¨r etwa Derksen/Kemper [5], Abschnitt
2.2, S. 44-50), sondern wir begnu¨gen uns damit, dass die uns interessieren-
den Gruppen SLn(K) und GLn(K) diese Eigenschaft haben (ebenda, S. 44
unten), so dass fu¨r sie folgendes Resultat gilt :
Lemma 2.28 Sei G eine reduktive Gruppe und V ein G-Modul.
Wenn a1, ..., ak ∈ K[V ]
G ein phsop in K[V ] bilden, dann auch in K[V ]G.
Beweis. Siehe Kemper [9], Lemma 4, S. 89. ✷
Ob nun aber homogene Elemente a1, . . . , ak ein phsop in K[V ] bilden, la¨sst
sich relativ leicht bestimmen:
Satz 2.29 Seien a1, . . . , ak ∈ R homogen vom Grad ≥ 1. Dann sind a¨quiva-
lent:
(a) {a1, . . . , ak} ist ein phsop in R.
(b) Fu¨r die Krulldimensionen gilt
dim(a1, . . . , ak) := dim(R/(a1, . . . , ak)) = dim(R)− k.
Diese Dimension ist genau dann gleich 0, wenn es sich sogar um ein hsop
handelt.
Beweis. Siehe Kemper [11], Proposition 2.3, S. 4. ✷
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Fu¨r die Variablen X1, . . . , Xk eines Polynomrings K[X1, . . . , Xn] gilt bei-
spielsweise
K[X1, . . . , Xn]/(X1, . . . , Xk) ∼= K[Xk+1, . . . , Xn]
und daher
dim(X1, . . . , Xk) = dimK[Xk+1, . . . , Xn] = trdegK(Xk+1, . . . , Xn)/K = n−k
d.h. X1, . . . , Xk ist ein phsop. Fu¨r k = n haben wir ein hsop und wir sehen,
dass ein Polynomring Cohen-Macaulay ist (frei u¨ber sich selbst mit Basis
g1 = 1).
Wie an diesem Beispiel angedeutet, liegt der Nutzen der letzten beiden
Resultate darin, dass man damit im Polynomring relativ leicht entscheiden
kann, ob ein phsop vorliegt. (Und da wir die Gruppe G stets als reduktiv
voraussetzen wollen, haben wir dann aufgrund des Lemmas auch ein phsop
im Invariantenring. In dieser Arbeit ist dies die einzig verwendete Methode,
in diesem ein solches zu konstruieren.)
Es la¨sst sich na¨mlich die Dimension in (b) fu¨r einen Polynomring R =
K[V ] algorithmisch bestimmen, siehe etwa Derksen/Kemper [5], Algorithm
1.2.4, S. 17.
Ein solcher Algorithmus ist auch in vielen Computeralgebrasystemen im-
plementiert, etwa kann man mit dem Befehl Dimension des Computeralgebra-
systems Magma die Dimension eines Ideals direkt berechnen, so dass man
die Suche nach phsops mit relativ wenig Aufwand automatisieren kann. (Wir
geben dafu¨r im na¨chsten Abschnitt ein sehr einfaches
”
Greedy“-Verfahren
an).
Auch die U¨berpru¨fung auf Regularita¨t des gefundenen phsops werden wir
automatisieren. Dabei stellt sich spa¨ter eine Frage, deren Antwort wir schon
jetzt in Form eines Lemmas geben:
Lemma 2.30 Seien f1, . . . , fk ∈ R homogen und p1, . . . , pk ≥ 1.
1. Dann sind a¨quivalent:
(a) {f1, . . . , fk} ist ein phsop.
(b) {f p11 , . . . , f
pk
k } ist ein phsop.
2. Ebenfalls a¨quivalent sind:
(a) f1, . . . , fk ist eine regula¨re Sequenz.
(b) f p11 , . . . , f
pk
k ist eine regula¨re Sequenz.
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oder negativ ausgedru¨ckt:
f1, . . . , fk nicht regula¨r⇔ f
p1
1 , . . . , f
pk
k nicht regula¨r.
Beweis. Zu 1. Es gelte (a). Wir erga¨nzen {f1, . . . , fk} zu einem hsop
{f1, . . . , fk, fk+1, . . . , fn}, d.h. diese Elemente sind algebraisch unabha¨ngig
u¨berK undR ist endlich erzeugt als Modul u¨ber A := K[f1, . . . , fk, fk+1, . . . , fn],
wobei B das Erzeugendensystem sei. Dann sind aber auch f p11 , . . . , f
pk
k , fk+1, . . . , fn
algebraisch unabha¨ngig u¨ber K, und R ist endlich erzeugt als Modul u¨ber
A˜ := K[f p11 , . . . , f
pk
k , fk+1, . . . , fn]
mit dem Erzeugendensystem
{f e11 · . . . · f
ek
k · b : 0 ≤ ei < pi, i = 1..k, b ∈ B}
Also ist f p11 , . . . , f
pk
k , fk+1, . . . , fn ein hsop und daher f
p1
1 , . . . , f
pk
k ein phsop.
Nun gelte (b). Wir erga¨nzen das phsop f p11 , . . . , f
pk
k zu einem hsop
f p11 , . . . , f
pk
k , fk+1, . . . , fn,
d.h. diese Elemente sind algebraisch unabha¨ngig u¨ber K und R ist endlich
erzeugt als Modul u¨ber
A := K[f p11 , . . . , f
pk
k , fk+1, . . . , fn].
Dann ist R erst recht endlich erzeugt als Modul u¨ber
A˜ := K[f1, . . . , fk, fk+1, . . . , fn],
und es sind (nichttrivialerweise) auch
f1, . . . , fk, fk+1, . . . , fn
algebraisch unabha¨ngig u¨ber K. Da na¨mlich die Ko¨rpererweiterung
K (f1, . . . , fn) /K (f
p1
1 , . . . , f
pk
k , fk+1, . . . , fn)
algebraisch ist, sind die Transzendenzgrade beider Ko¨rper u¨ber K gleich, und
der kleinere Ko¨rper wird von einer Transzendenzbasis erzeugt, also
n = trdegKK (f
p1
1 , . . . , f
pk
k , fk+1, . . . , fn) = trdegKK (f1, . . . , fn) .
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Da sich aber aus dem Erzeugendensystem f1, . . . , fn einer Ko¨rpererweiterung
eine (algebraisch unabha¨ngige) Transzendenzbasis (der La¨nge des Transzen-
denzgrades n) auswa¨hlen la¨sst, sind f1, . . . , fn ebenfalls algebraisch unab-
ha¨ngig. (Vgl. [3], Abschnitt 7.1, insb. Lemma 4). Also ist {f1, . . . , fn} ein
hsop und damit {f1, . . . , fk} ein phsop.
Zu 2. Gelte (a), sei also f1, . . . , fk eine regula¨re Sequenz. Dann ist auch
f1, . . . , fk−1, f
pk
k eine regula¨re Sequenz: Sei na¨mlich g ∈ R mit
gf pkk = (gf
pk−1
k )fk ∈ (f1, . . . , fk−1).
Da f1, . . . , fk regula¨r, folgt also auch (gf
pk−1
k ) ∈ (f1, . . . , fk−1) und damit
sukzessive
(
gf pk−2k
)
, . . . , g ∈ (f1, . . . , fk−1). Da f1, . . . , fk−1 regula¨r bleibt, ist
also auch f1, . . . , fk−1, f
pk
k eine regula¨re Sequenz, und nach Satz 2.27 (a) dann
auch f pkk , f1, . . . , fk−1. Dieselbe Argumentation hierauf wiederholt angewandt
liefert (b).
Gelte nun also (b). Dann ist auch f p11 , . . . , f
pk−1
k−1 , fk regula¨r: Denn fu¨r
g ∈ R mit
gfk ∈
(
f p11 , . . . , f
pk−1
k−1
)
gilt natu¨rlich erst recht
gf pkk ∈
(
f p11 , . . . , f
pk−1
k−1
)
und wegen der Regularita¨t dann
g ∈
(
f p11 , . . . , f
pk−1
k−1
)
.
Damit ist also f p11 , . . . , f
pk−1
k−1 , fk regula¨r und wegen der Unabha¨ngigkeit dieser
Eigenschaft von der Reihenfolge auch fk, f
p1
1 , . . . , f
pk−1
k−1 . Die obige Argumen-
tation hierauf wiederholt angewandt liefert schließlich (a). ✷
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2.4.4 Linear reduktive Gruppen
Das sta¨rkste Resultat fu¨r die Cohen-Macaulay Eigenschaft stammt von Hoch-
ster und Roberts fu¨r eine besondere Klasse von Gruppen.
Definition 2.31 Eine lineare algebraische Gruppe G heißt linear reduktiv,
wenn fu¨r jeden G-Modul V zu jedem Untermodul U von V ein G-invariantes
Komplement existiert, d.h. ein Untermodul W von V mit V = U ⊕W.
Es gilt nun der beru¨hmte
Satz 2.32 (Hochster und Roberts [6]) Ist G linear reduktiv, so istK[V ]G
Cohen-Macaulay fu¨r jeden G-Modul V . ✷
Damit ist klar, dass wir nicht Cohen-Macaulay Invariantenringe nur fu¨r nicht
linear reduktive Gruppen konstruieren ko¨nnen. Da wir aber bei der Kon-
struktion in jedem Fall Lemma 2.28 verwenden wollen, muss die untersuchte
Gruppe zumindest reduktiv sein. Daher ist folgendes Resultat von Bedeu-
tung.
Bemerkung 2.33 In Charakteristik 0 ist eine lineare algebraische Gruppe
genau dann linear reduktiv, wenn sie reduktiv ist.
Beweis. Siehe Derksen/Kemper [5], Theorem 2.2.13, S. 50. ✷
Aufgrund dieser Bemerkung und des Satzes von Hochster und Roberts ko¨nnen
wir also mit unseren Methoden in Charakteristik 0 keinen nicht Cohen-
Macaulay Invariantenring konstruieren.
31
3 Ein Test auf die Cohen-Macaulay Eigen-
schaft
Wir wollen in diesem Abschnitt einen Algorithmus angeben, der K[V ]G auf
die Cohen-Macaulay Eigenschaft testet. Der Algorithmus kann dabei auf zwei
Weisen enden:
• Es kann keine Aussage gemacht werden, oder
• K[V ]G ist (definitiv) nicht Cohen-Macaulay.
Der Algorithmus basiert auf folgendem Prinzip: Die Hilbertreihe wird bis
zu einem gegebenen Grad dmax sowohl berechnet als auch gescha¨tzt. Fu¨r
Cohen-Macaulay Ringe stimmen die gescha¨tzte und tatsa¨chliche Hilbertreihe
u¨berein - bei nicht u¨bereinstimmen ist der Ring also nicht Cohen-Macaulay.
Die Scha¨tzung geschieht dabei durch Berechnung eines phsops und danach
durch Berechnung eines Erzeugendensystems bis zum Grad dmax von K[V ]
G
als A = K[phsop]-Modul. Im Falle eines Cohen-Macaulay Ringes wird das
bestimmte Erzeugendensystem sogar linear unabha¨ngig u¨ber A sein, so dass
sich die ersten dmax + 1 Koeffizienten der Hilbertreihe wie folgt berechnen
lassen:
Lemma 3.1 Sei K[V ]G Cohen-Macaulay mit einem phsop f1, . . . , fr. Ist
{gi : i = 1, 2, 3, . . .} eine homogene Basis von K[V ]
G als A = K[f1, . . . , fr]-
Modul mit deg g1 ≤ deg g2 ≤ deg g3 ≤ . . . und ist dmax < deg gm+1, so
stimmen die Koeffizienten von 1, t, t2, . . . , tdmax der Reihe
tdeg(g1) + . . .+ tdeg(gm)
(1− tdeg(f1)) · · · (1− tdeg(fr))
(8)
(Hilbertreihe des A-Moduls Ag1⊕ . . .⊕Agm) mit denen der Hilbertreihe von
K[V ]G u¨berein.
Beweis. Wie im Beweis von Korollar 2.23 sieht man, dass der Koeffizient von
td, d = 0, . . . , dmax der angegebenen Reihe gleich der Ma¨chtigkeit der Menge{
fα11 · . . . · f
αn
r gi :
r∑
j=1
αj deg(fj) + deg(gi) = d, αj ≥ 0, i = 1..m
}
ist, und diese ist aufgrund der Voraussetzungen eine K-Basis von K[V ]Gd . ✷
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3.1 Das Geru¨st des Algorithmus IsNotCohenMacau-
lay
Damit ko¨nnen wir nun das Geru¨st des angesprochenen Algorithmus formu-
lieren. Die einzelnen Schritte werden spa¨ter noch genauer erla¨utert.
Algorithmus IsNotCohenMacaulay
Eingabe:
• Eine reduktive Gruppe G (in Form des definierenden Gleichungssy-
stems von G als affine Varieta¨t bzw. das von diesen Gleichungen er-
zeugte Ideal)
• Ein G-Modul V (in Form einer Darstellungsmatrix des Duals V ∗).
• Der Grad dmax bis zu welchem die Hilbertreihe gescha¨tzt werden soll.
Ausgabe:
• true, falls K[V ]G als (definitiv!) nicht Cohen-Macaulay erkannt wurde.
• false, falls keine Aussage mo¨glich.
BEGIN
1. Berechne fu¨r d = 1, . . . , dmax ein K-Basis Invd von K[V ]
G
d mit Hilfe des
Bayer-Algorithmus (siehe Anhang).
2. Wa¨hle ein (mo¨glichst großes) phsop {f1, . . . , fr} von K[V ] aus Inv1 ∪
. . . ∪ Invdmax aus.
3. Berechne Elemente g1, . . . , gm, die den Ring K[V ]
G bis zum Grad dmax
als A := K[f1, . . . , fr] Modul erzeugen, auf folgende Weise:
(a) Setze g1 := 1 ∈ K[V ]
G
0 = K,m := 1.
(b) Fu¨r d = 1, . . . , dmax durchlaufe f die Basis Invd:
• Falls f 6∈ Ag1 + . . .+ Agm, setze m := m+ 1, gm := f .
4. Vergleiche die Koeffizienten von 1, t, t2, . . . , tdmax der durch Gleichung
(8) gegebenen gescha¨tzten Hilbertreihe mit denen der tatsa¨chlichen;
diese sind gegeben durch dimK[V ]Gd = |Invd|.
• Sind alle Koeffizienten gleich, so ist keine Aussage mo¨glich. Gib
false aus.
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• Stimmt ein Koeffizient der gescha¨tzten nicht mit dem der echten
Hilbertreihe u¨berein, so istK[V ]G nicht Cohen-Macaulay. Gib true
aus.
END
Die Korrektheit dieses Algorithmus folgt nun aus der
Bemerkung 3.2 Ist K[V ]G Cohen-Macaulay, so ist nach dem homogenen
Nakayama Lemma (siehe Derksen/Kemper [5], Lemma 3.5.1, S. 89) jedes
minimale homogene Erzeugendensystem von K[V ]G als A-Modul eine Basis -
insbesondere ist das in Schritt 3. des Algorithmus Grad fu¨r Grad konstruierte
(partielle) Erzeugendensystem A-linear unabha¨ngig. Daher sind die Voraus-
setzungen von Lemma 3.1 erfu¨llt, und die gescha¨tzte und tatsa¨chliche Hilbert-
reihe stimmen bis zum Grad dmax u¨berein.
✷
3.2 Bemerkungen zur Implementierung in Magma
Der angegebene Algorithmus la¨sst sich sehr einfach in Magma implemen-
tieren. Allerdings kann Magma nur mit endlichen (also nicht algebraisch
abgeschlossenen) Ko¨rpern rechnen. Aufgrund der Funktionsweise des Algo-
rithmus macht dies jedoch jedoch letztlich fu¨r das Endergebnis keinen Unter-
schied, solange die Darstellungsmatrix nur Koeffizienten aus einem endlichen
Ko¨rper - in der Regel dem Primko¨rper - entha¨lt. Den Ko¨rper mit 2 Elemen-
ten definiert man z.B. in Magma durch
K:=GF(2);
Als na¨chstes wird die algebraische Gruppe G als mittels des von den die
Varieta¨t definierenden Polynomen erzeugten Ideals angegeben. Fu¨r die Grup-
pe SL2(K) definiert man also zuna¨chst einen Polynomring in vier Variablen,
z.B.
Pa<a,b,c,d>:=PolynomialRing(K,4);
und in diesem dass die Gruppe definierende Ideal
IG:=ideal<Pa|[a*d-b*c-1]>;
Der Modul V ∗ wird nun durch Angabe seiner Darstellungsmatrix in Form
einer Liste ihrer Spalten definiert. Die Elemente dieser Liste sind dann Poly-
nome aus Pa. So definiert man also den Modul V ∗ = 〈X2, Y 2, XY 〉 durch
(siehe Tabelle 1)
A:=[[a^2,c^2,0],[b^2,d^2,0],[a*b,c*d,1]];
Da IsNotCohenMacaulay noch einige weitere Ausgaben macht, mo¨chte
man vielleicht die Variablen des PolynomringsK[V ] benennen. Dazu definiert
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man einen weiteren Polynomring, der mit K[V ] identifiziert werden soll. In
diesem Beispiel empfiehlt sich z.B.
P<x2,y2,xy>:=PolynomialRing(K,3);.
Der Aufruf von von IsNotCohenMacaulay geschieht dann durch
IsNotCohenMacaulay(IG,A,dmax: P:=P);,
wobei dmax angibt, bis zu welchem Grad Invarianten berechnet werden.
(IsNotCohenMacaulay befindet sich in der Datei CMTest.txt, die vorher in
Magma geladen werden muss).
Es sei noch auf eine Besonderheit fu¨r Untergruppen von GL2(K) hinge-
wiesen, die den Torus
T :=
{(
a 0
0 a−1
)
: a ∈ K \ {0}
}
umfassen. In den meisten Fa¨llen reduziert sich fu¨r σ =
(
a 0
0 a−1
)
∈ T die
Darstellungsmatrix Aσ auf die Form
Aσ =


aw1 0 · · · 0
0 aw2
...
...
. . . 0
0 · · · 0 awn

 mit w1, . . . , wn ∈ Z (fest).
Man kann sogar genauer zeigen, dass sich die Darstellung auf dem Torus
durch eine geeignete A¨hnlichkeitstransformation immer auf diese Form bring-
en la¨sst, doch in keinem der von mir untersuchten Beispiele wurde dies no¨tig.
Bei zusa¨tzlicher U¨bergabe des Gewichtsvektors w := (w1, w2, . . . , wn) an Is-
NotCohenMacaulay wird ein modifizierter Algorithmus zur Berechnung der
Invarianten aufgerufen (wir beschreiben sein Prinzip im Anhang), der erheb-
lich (bis zu 500 mal) schneller ist. Fu¨r V ∗ = 〈X2, Y 2, XY 〉 mit w = (2,−2, 0)
erfolgt der Aufruf dann durch
IsNotCohenMacaulay(IG,A,dmax: P:=P, w:=[2,-2,0]);.
Der vollsta¨ndige Kopf von IsNotCohenMacaulay lautet
IsNotCohenMacaulay:=function(IG,A,dmax: P:=1, mdp:=1,
maxdp:=dmax, w:=[ ]);
Der optionale Parameter maxdp gibt dabei an, bis zu welchem Grad u¨ber-
haupt phsop-Elemente bestimmt werden sollen. Normalerweise mo¨chte man
hier natu¨rlich in allen berechneten Invarianten suchen (also Standardwert
dmax), da diese Suche aber bei großen Beispielen recht lange dauern kann
und weil die interessierenden Grade fu¨r das phsop meist ≤ 3 sind, kann man
hier den Grad runtersetzen.
3.2 Bemerkungen zur Implementierung in Magma 35
Der optionale Parameter mdp kann in der Regel auf 1 gesetzt werden. Das
Programm macht bei der phsop-Bestimmung mdp Durchla¨ufe i = 1, . . . , mdp,
wobei das phsop dann erst aus Invarianten vom Grad i aufwa¨rts ausgewa¨hlt
wird. Damit sollte gegebenfalls eine ho¨here Vielfalt an phsops erreicht wer-
den. Meine Experimente haben jedoch zu keinem Beispiel gefu¨hrt, bei dem
diese Variation notwendig wurde. Ein Grund hierfu¨r liegt auch in Lemma
2.30, worauf wir noch zuru¨ckkommen werden.
Wir gehen nun kurz auf die Implementierung der einzelnen Schritte des Al-
gorithmus ein.
3.2.1 Berechnung homogener Invarianten
Die genauere Beschreibung dieses ersten Schritts verschieben wir auf den
Anhang, wo wir das Prinzip des Algorithmus von Bayer [1] mit einer Modi-
fikation beschreiben. Vorerst sehen wir diesen als
”
Black-Box“ an und demon-
strieren die Funktionsweise nur an einem Beispiel. Wir wollen eine Basis der
Invarianten zweiten Grades von K[V ] mit V ∗ = 〈X1, Y1〉 ⊕ 〈X2, Y2〉 fu¨r die
Gruppe SL2(K) in Charakteristik 2 berechnen:
K:=GF(2);
Pa<a,b,c,d>:=PolynomialRing(K,4);
IG:=ideal<Pa|[a*d-b*c-1]>;
// <X1,Y1> + <X2,Y2>
A:=[[a,c,0,0],[b,d,0,0],[0,0,a,c],[0,0,b,d]];
P<X1,Y1,X2,Y2>:=PolynomialRing(K,4);
HomogeneousInvariantsBayerTORUS(IG,A,2: P:=P, w:=[1,-1,1,-1]);
liefert als Ausgabe
[
X1*Y2 + Y1*X2
].
Der vollsta¨ndige Kopf der Funktion lautet
HomogeneousInvariantsBayerTORUS:=function(IG,A,d: P:=1, w:=[])
wobei die Parameter wie bei IsNotCohenMacaulay sind: IG gibt die Gruppe
an, A den Modul V ∗, d den Grad, in welchem eine K-Basis von Invarian-
ten berechnet werden soll und mit P (optional) benennt man die Variablen
von K[V ]. Die Angabe des Gewichtsvektors w ist ebenfalls optional, fu¨hrt
aber zum Aufruf des schnelleren, modifizierten Algorithmus (was bei diesem
kleinen Beispiel natu¨rlich nicht spu¨rbar ist).
Die gefundene Invariante X1Y2 + X2Y1 wird in dieser Arbeit noch ein
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großes Abenteuer erleben.
3.2.2 Bestimmung eines phsop
Wir bestimmen ein phsop in K[V ] nach folgendem
”
Greedy“- Vefahren:
Algorithmus ChoosePhsop
Eingabe:
• Eine endliche Folge M = (f1, . . . , fm) von (paarweise verschiedenen)
Elementen aus einem Polynomring K[V] in n Variablen, aus der ein
phsop in K[V ] ausgewa¨hlt werden soll. Elemente mit kleinerem Index
sollen dabei bevorzugt werden.
• In unserem Fall besteht M aus einer nach Grad geordneten Auflistung
der im Schritt 1. des Algorithmus berechneten Invarianten Inv1, . . . , Invd.
Ausgabe
• Ein phsop in K[V]
BEGIN
1. Setzte phsop := {}
2. Fu¨r i = 1, . . . , m
• Falls phsop ∪ {fi} noch ein phsop ist, also falls
dim (〈phsop ∪ {fi}〉) = n− |phsop| − 1
(vgl. Lemma 2.29), dann setze
phsop := phsop ∪ {fi}.
END
Es ist klar, dass dieses Verfahren ein phsop liefert. Die Dimensionen in
Schritt zwei des Algorithmus berechnet man in Magma fu¨r eine Sequenz
phsop:=[p1,p2,...,pr] von Elementen in einem Polynomring P (= K[V ])
(Bezeichnungen wie bisher) mit dem Befehl Dimension(ideal<P|phsop>).
Da wir die Gruppe G als reduktiv vorausgesetzt haben und in unserem Fall
die fi Invarianten sind, erhalten wir nach Lemma 2.28 mit diesem Algorith-
mus sogar ein phsop in K[V ]G.
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3.2.3 Berechnung des Erzeugendensystems
Dieser Schritt wurde schon im Algorithmus IsNotCohenMacaulay genau be-
schrieben. Allerdings bleibt noch die Frage, wie man fu¨r gegebene homo-
gene Elemente (Magma Notation) g:=[g1,...gm], ein gegebenes phsop
phsop:=[f1,...,fr] und ein homogenes Element f aus P, pru¨fen kann, ob
f ∈ Ag1 + . . .+ Agm mit A := K[f1, . . . , fr]
gilt. Dies geht mit dem Befehl HomogeneousModuleTest(phsop,g,[f]), der
true liefert, falls ja, sonst false. Intern wird dabei f als K-Linearkombination
von Elementen der Form f p11 · . . . · f
pr
r · gi angesetzt, die denselben Grad wie
f haben. Dies sind nur endlich viele, und durch Koeffizientenvergleich erha¨lt
man ein inhomogenes lineares Gleichungssystem, welches genau dann eine
Lo¨sung hat, wenn f im von den gi erzeugten Untermodul liegt.
3.2.4 Berechnung der Hilbertreihe
Es bleibt noch die Frage, wie man die Koeffizienten der gescha¨tzten Hilbert-
reihe (8) berechnen kann. Dies geht deshalb, weil man formale Potenzreihen
nach einem gegebenen Grad d abschneiden kann. Mit den verbleibenden Ko-
effizienten kann man dann wie fru¨her weiter rechnen. Fu¨r f =
∑∞
i=0 aiX
i ∈
K[[X ]] schreibt man dann
f = a0 + a1X + a2X
2 + . . .+ adX
d +O(Xd+1).
Kennt man nun g ∈ K[[X ]] ebenfalls nur bis zum Grad d, so kann man
trotzdem f + g und f · g berechnen, aber auch nur bis zum Grad d. Ab-
strakt gesprochen rechnet man also in dem Restklassenring K[[X ]]/(Xd+1),
und obige Schreibweise wird korrekt, wenn man
”
=“ durch
”
∈“ ersetzt und
O(Xd+1) := (Xd+1) liest, also das von Xd+1 in K[[X ]] erzeugte Ideal.
In Magma kann man dies fu¨r d = dmax mittels
Qt<t>:=PowerSeriesAlgebra(Rationals(),dmax+1);
realisieren. Man berechnet nun die gescha¨tzte Reihe (8) als abgeschnittene
Potenzreihe H in Qt. Den i-ten Koeffizient von H erha¨lt man dann mit dem
Befehl Coefficient(H,i).
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3.3 Erkennung nicht-regula¨rer Sequenzen
Mit IsNotCohenMacaulay konnten alle von mir konstruierten nicht Cohen-
Macaulay Invariantenringe als solche erkannt werden. Denn wenn das ge-
fundene phsop keine regula¨re Sequenz ist, so wird dies erkannt falls dmax
genu¨gend groß ist (Bezeichnungen wie in Abschnitt 3.1).
Satz 3.3 Falls das in Schritt 2 von IsNotCohenMacaulay bestimmte phsop
keine regula¨re Sequenz in K[V ]G ist, d.h. wenn es (O.E. homogene, vgl. Be-
merkung 2.26) Elemente a1, . . . , ai ∈ K[V ]
G, i ≤ r gibt mit
a1f1 + . . .+ aifi = 0, ai 6∈ (f1, . . . , fi−1)K[V ]G
wobei O.E. deg a1f1 = . . . = deg aifi, dann stimmen die gescha¨tzte Hilbertrei-
he (8) mit der tatsa¨chlichen nicht u¨berein, und zwar spa¨testens nicht mehr
ab dem Grad deg aifi. Setzt man also dmax gro¨ßer gleich diesem Grad, so
erkennt IsNotCohenMacaulay K[V ]G als nicht Cohen-Macaulay.
Beweis. Nach der Arbeitsweise von IsNotCohenMacaulay ist das System
f j11 · · ·f
jr
r gj : 1 ≤ j ≤ m, deg(f
j1
1 · · · f
jr
r gj) ≤ dmax (9)
jedenfalls ein K-Erzeugendensystem von K[V ]G0 ⊕ . . . ⊕ K[V ]
G
dmax
, und die
gescha¨tzte Hilbertreihe stimmt mit der echten bis zum Grad dmax genau dann
u¨berein, wenn dieses System sogar eine K-Basis ist. Wir zeigen, dass es unter
den gemachten Voraussetzungen aber K-linear abha¨ngig ist: Da aj ∈ K[V ]
G
(j = 1..i) und deg aj ≤ deg ajfj ≤ dmax, liegt aj in dem von dem System (9)
erzeugten K-Vektorraum, d.h. es gibt hjk ∈ K[f1, . . . , fr], k = 1..m mit
aj = hj1g1 + . . .+ hjmgm. (10)
Da nach Voraussetzung ai 6∈ (f1, . . . , fi−1)K[V ]G, gibt es wenigstens einen In-
dex k, so dass das Polynom hik (in den algebraisch unabha¨ngigen Elementen
f1, . . . , fr) wenigstens einen Term der Form f
0
1 · · · f
0
i−1f
si
i · · · f
sr
r entha¨lt. Da-
mit entha¨lt auch hikfi einen solchen Term, jedoch keines der Polynome hjkfj
fu¨r j ≤ i − 1 (denn fj kommt mit mindestens Grad 1 vor), und damit auch
ajfj nicht fu¨r j ≤ i−1. In der Linearkombination a1f1+ . . .+aifi = 0 kommt
also (nach Zerlegung der aj gema¨ß (10)) der Vektor f
0
1 · · · f
0
i−1f
si+1
i · · · f
sr
r gk
des Erzeugendensystems (9) nur im Term zu aifi mit Koeffizient 6= 0 vor.
Damit ist also das System (9) linear abha¨ngig. Die gescha¨tzte Hilbertreihe
stimmt dann mit der tatsa¨chlichen nicht u¨berein und IsNotCohenMacaulay
gibt true aus. ✷
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4 Das Hauptkonstruktionsverfahren
In diesem Abschnitt beschreiben wir das Verfahren aus [9] zur Konstruktion
eines pshop (in einem Invariantenring), das keine regula¨re Sequenz bildet,
und damit das Verfahren zur Konstruktion eines nicht Cohen-Macaulay In-
variantenrings. Die beno¨tigten Resultate aus [9] habe ich bereits in meinem
Projekt [13] zusammengefasst, fu¨r eine selbsttragende Darstellung soll dies
hier aber nochmal wiederholt werden, teilweise mit etwas anderen, unserer
einfacheren Situation besser angepassten Beweisen.
4.1 Exakte Sequenzen
In dieser Arbeit betrachten wir nur exakte Sequenzen von G-Moduln; Dies
ist eine Folge von G-Homomorphismen von G-Moduln
. . . −→ U
ε
−→ V
pi
−→ W −→ . . .
so, dass das Bild des Vorga¨ngers stets der Kern des Nachfolgers ist, also
Bild ε = Kern π.
Wir interessieren uns hier vor allem fu¨r kurze exakte Sequenzen; das sind
exakte Sequenzen der Form
0 −→ U
ε
−→ V
pi
−→W −→ 0.
Der triviale Homomorphismus 0 −→ U hat dabei Bild {0}, und damit hat
ε trivialen Kern und muss daher injektiv sein. Man kann daher ε auch als
Injektion U →֒ V ansehen. Der triviale Homomorphismus W −→ 0 hat ganz
W als Kern, und dies ist das Bild des damit surjektiven Homomorphismus
π. Aufgrund des Homomorphiesatzes gilt dann W ∼= V/U .
Satz und Definition 4.1 Man sagt, dass eine kurze exakte Sequenz von G-
Moduln
0 −→ U
ε
−→ V
pi
−→ W −→ 0
zerfa¨llt, wenn eine der folgenden drei a¨quivalenten Eigenschaften gilt:
(a) Es gibt einen G-Homomorphismus ϕ : W → V mit π ◦ ϕ = idW .
(b) Es gibt ein Komplement zu ε(U) in V .
(c) Es gibt einen G-Homomorphismus ψ : V → U mit ψ ◦ ε = idU .
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Beweis. Wir zeigen die A¨quivalenz (a)⇒ (b)⇒ (c)⇒ (a).
(a)⇒ (b). Wir zeigen V = ε(U)⊕Bild ϕ. Fu¨r v ∈ V ist v = (v − ϕ ◦ π(v))+
ϕ ◦ π(v) mit π (v − ϕ ◦ π(v)) = π(v) − π(v) = 0, also liegt der erste Sum-
mand in Kern π = Bild ε. Der zweite Summand liegt offenbar in ϕ(W ), also
v ∈ ε(U) + Bild ϕ.
Ist v ∈ ε(U) ∩ Bild ϕ, so ist v = ϕ(w) mit w ∈ W , und wegen v ∈ ε(U) =
Kern π ist 0 = π(v) = π ◦ ϕ(w) = w, also v = ϕ(0) = 0.
(b) ⇒ (c). Sei V = ε(U) ⊕ W ′. Fu¨r v = ε(u) + w′ mit u ∈ U,w′ ∈
W ′ definiere ψ(v) := u. Da die Summe direkt, ε injektiv und ein G-Homo-
morphismus ist, ist ψ wohldefiniert, erfu¨llt ψ ◦ ε = IdU und ist ebenfalls
G-Homomorphismus.
(c) ⇒ (a). Da π surjektiv, gibt es zu w ∈ W ein Urbild v ∈ V mit
π(v) = w. Wir definieren ϕ(w) := v − ε ◦ ψ(v) und zeigen zuna¨chst die
Wohldefiniertheit: Ist auch π(v′) = w mit v′ ∈ V , so ist v − v′ ∈ Ker π =
ε(U), also v − v′ = ε(u) mit u ∈ U . Es folgt (v − v′) − ε ◦ ψ(v − v′) =
(v− v′)− ε ◦ψ(ε(u)) = (v− v′)− ε(u) = 0, also die Wohldefiniertheit. Ferner
gilt dann wegen π ◦ ε = 0 auch π ◦ ϕ(w) = π(v − ε ◦ ψ(v)) = π(v) = w, also
π ◦ϕ = IdW . Man pru¨ft auch leicht nach, dass ϕ ein G-Homomorphismus ist.
✷
4.2 Erste Kohomologie algebraischer Gruppen
Im Folgenden wollen wir besonders einfache kurze exakte Sequenzen unter-
suchen. Als Hilfsmittel verwenden wir dafu¨r sogenannte Kozyklen. Sei dazu
V ein G-Modul.
Ein Morphismus von affinen Varieta¨ten g : G → V, σ 7→ gσ heißt 1-
Kozyklus, falls
gστ = σ(gτ) + gσ fu¨r alle σ, τ ∈ G.
Die additive Gruppe aller 1-Kozyklen (die zugleich ein K-Vektorraum ist)
wird mit Z1(G, V ) bezeichnet.
Fu¨r ein v ∈ V ist durch σ 7→ (σ−1)v := σ(v)−v ein spezieller 1-Kozyklus
gegeben. Die Untergruppe dieser so gebildeten 1-Kozyklen, die Menge der 1-
Kora¨nder, wird mit B1(G, V ) bezeichnet, und die zugeho¨rige Faktorgruppe
Z1(G, V )/B1(G, V ) mit H1(G, V ).
In dieser Arbeit bezeichnen wir einen Korand manchmal als trivialen Ko-
zyklus, wobei wir einen Kozyklus, der kein Korand ist dann auch als nicht-
trivialen Kozyklus bezeichnen.
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Bemerkung 4.2 Sei
0→ V →֒ V˜
pi
→ K → 0
eine kurze exakte Sequenz von G-Moduln (K soll dabei stets triviale G-
Operation haben). Diese zerfa¨llt genau dann, wenn fu¨r ein (und dann alle)
v0 ∈ π
−1(1) und den durch gσ := (σ−1)v0 definierten Kozyklus g ∈ Z
1(G, V )
gilt, dass g sogar in B1(G, V ) liegt.
Beweis. Wenn die Sequenz zerfa¨llt, so hat V ein Komplement W in V˜ , das
wegen dim V˜ = dim Bild π + dim Kern π = 1 + dim V eindimensional ist.
Ist v0 = v + w mit v ∈ V, w ∈ W , so gibt es also zu σ ∈ G ein λ ∈ K mit
σw = λw. Aus 1 = π(v0) = π(w) = σπ(w) = π(σw) = π(λw) = λπ(w) folgt
λ = 1, und w ist G-invariant. Es folgt gσ = (σ − 1)v, also g ∈ B
1(G, V ).
Ist umgekehrt g ∈ B1(G, V ), also gσ = (σ−1)v mit v ∈ V , so ist K(v0−v)
ein G-invariantes Komplement zu V . ✷
Es ist nu¨tzlich, sich mit der Darstellung von G auf V˜ vertraut zu machen:
Wir erga¨nzen v0 mit Hilfe einer Basis von V zu einer Basis von V˜ . Ist dann
Aσ die Darstellung von σ auf V und identifizieren wir gσ mit seinem Ko-
ordinatenvektor bzgl. der Basis von V , so hat σ bzgl. der Basis von V˜ die
Darstellung
(
Aσ gσ
0 1
)
. Insbesondere finden wir in der Identita¨t
(
Aστ gστ
0 1
)
=
(
Aσ gσ
0 1
)
·
(
Aτ gτ
0 1
)
=
(
AσAτ Aσgτ + gσ
0 1
)
die Kozyklus-Eigenschaft von g wieder. Daher kann man aus gegebenem
g ∈ Z1(G, V ) durch V˜ := V ⊕K (hier direkte Summe von K-Vektorra¨umen)
und σ(v, λ) := (σv + λgσ, λ) ∼=
(
Aσ gσ
0 1
)(
v
λ
)
sowie π(v, λ) := λ eine
kurze exakte Sequenz definieren. Wir sagen, V˜ bzw. die kurze exakte Sequenz
wird von g induziert. Ist (v, 1) ∈ π−1(1), so ist (σ−1)(v, 1) = (gσ+σ(v)−v, 0),
so dass man aus dieser Sequenz die Restklasse von g in H1(G, V ) zuru¨ckge-
winnen kann.
Was passiert wenn man V mittels eines trivialen Kozyklus gσ = (σ−1)v0 mit
v0 ∈ V zu V˜ erweitert? Um dieser Frage nachzugehen, erga¨nzen wir v0 zu
einer Basis von V . Ist dann σ 7→ Aσ die Darstellung bezu¨glich dieser Basis,
so ist die Koordinatendarstellung des Kozyklus bezu¨glich dieser Basis durch
(Aσ − I)e1 gegeben, wobei e1 = (1, 0, . . . , 0)
T der erste Einheitsvektor der
La¨nge n = dimV ist. Ist aσ := Aσe1 die erste Spalte von Aσ, so hat also V˜
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die Darstellung (
Aσ gσ
0 1
)
=
(
Aσ aσ − e1
0 1
)
.
Mit Hilfe der A¨hnlichkeitstransformation (Basiswechsel)(
In e1
0 1
)(
Aσ aσ − e1
0 1
)(
In −e1
0 1
)
=
(
Aσ 0
0 1
)
,
wobei In die n× n Einheitsmatrix, erkennt man die Isomorphie V˜ ∼= V ⊕K
(direkte Summe (von Moduln) mit dem trivialen G-Modul) - die Erweiterung
mit einem Korand bringt also nichts neues.
Man beachte auch, dass man einen Modul nur einmal nichttrivial mit dem
gleichen Kozyklus erweitern kann, denn(
gσ
0
)
=
((
Aσ gσ
0 1
)
− In+1
)
en+1,
d.h. der Kozyklus σ 7→ (gσ, 0) wird in V˜ trivial.
Man kann Kozyklen bzw. kurze exakte Sequenzen benutzen, um zu entschei-
den ob ein Untermodul ein Komplement besitzt:
Proposition 4.3 SeiW Untermodul eines G-Moduls V , sowie ι ∈ HomK(V,W )
mit ι|W = idW . Dann ist durch σ 7→ gσ := (σ−1)ι ein Kozyklus in HomK(V,W )0
(siehe Satz 2.11) gegeben, welcher genau dann ein Korand ist, wenn W ein
(G-invariantes) Komplement hat.
A¨quivalent dazu ist dann natu¨rlich auch die Bedingung, dass die von g
induzierte kurze exakte Sequenz
0→ HomK(V,W )0 →֒ H˜omK(V,W )0 = HomK(V,W )0 ⊕Kι
pi
→ 0
mit π(f + λ · ι) := λ fu¨r f ∈ HomK(V,W )0, λ ∈ K zerfa¨llt.
Beweis. Zuna¨chst ist gσ ∈ HomK(V,W )0 fu¨r σ ∈ G zu zeigen: Fu¨r w ∈ W ist
gσ(w) = ((σ − 1)ι)(w) = σ
(
ι(σ−1w)
)
− w
ι|W=idW
= σσ−1w − w = 0, (11)
also gσ|W = 0 und damit gσ ∈ HomK(V,W )0.
Sei nun g ein Korand, d.h. es gibt f ∈ HomK(V,W )0 mit gσ = (σ−1)ι =
(σ − 1)f . Fu¨r h := ι − f folgt dann σ · h = h, also h ∈ HomG(V,W ), und
ker h ist damit ein Untermodul (G-invarianter Untervektorraum) von V . Fu¨r
w ∈ W gilt ferner h(w) = ι(w) − f(w) = w − 0 = w, also h|W = idW . Da
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dann h(V ) = W folgt also h(h(v)) = h(v)∀v ∈ V . Also ist h Projektion auf
W , und in u¨blicher Weise folgt nun V =W ⊕ ker h:
∀v ∈ V : v = (v − h(v))︸ ︷︷ ︸
∈ker h
+ h(v)︸︷︷︸
∈W
,
denn h(v-h(v))=h(v)-h(h(v))=h(v)-h(v)=0. Ferner gilt fu¨r v ∈ W ∩ ker h,
dass v
h|W=idW
= h(v) = 0, also ist die Summe direkt.
Gilt umgekehrt V = W ⊕ U mit einem G-invarianten Teilraum U , so
wa¨hle
f ∈ HomK(V,W )0 mit f |W = 0, f |U = ι|U .
Wir zeigen gσ = (σ − 1)f : Fu¨r w ∈ W,u ∈ U ist
gσ(w + u)
(11)
= gσ(u) = ((σ − 1)ι)(u) = σ(ι(σ
−1u))− ι(u)
f |U=ι|U
=
σ(f(σ−1u))− f(u) = ((σ − 1)f)(u)
f |W=0
= ((σ − 1)f)(w + u),
also Gleichheit auf V = W ⊕ U , und g ist ein Korand. ✷
Im Zusammenhang mit diesem Satz ist folgendes Ergebnis nu¨tzlich:
Bemerkung 4.4 Sei U ≤ V ≤ W eine Kette von Moduln. Wenn U kein
Komplement in V hat, so auch nicht in W .
Beweis. Angenommen, W = U ⊕ U ′. Dann gilt auch V = U ⊕ (U ′ ∩ V ), im
Widerspruch zur Voraussetzung: Fu¨r v ∈ V ≤W gibt es na¨mlich u ∈ U, u′ ∈
U ′ mit v = u+ u′, also u′ = v − u ∈ U ′ ∩ V . Ausserdem ist U ∩ (U ′ ∩ V ) ⊆
U ∩ U ′ = {0}. ✷
Korollar 4.5 G ist genau dann linear reduktiv, wenn H1(G, V ) = 0 fu¨r
jeden G-Modul V gilt.
Beweis. Sei G linear reduktiv. Dann hat jeder Untermodul eines jeden Moduls
V ein Komplement, also zerfa¨llt nach Satz 4.1 (b) insbesondere auch jede von
einem Kozyklus induzierte kurze exakte Sequenz, was nach Bemerkung 4.2
bedeutet, dass jeder Kozyklus ein Korand ist, also H1(G, V ) = 0.
Falls umgekehrt H1(G, V ) = 0 fu¨r jeden G-Modul V , so ist jeder Kozyklus
ein Korand, was nach voriger Proposition aber heißt, dass jeder Untermodul
eines jeden G-Moduls ein Komplement hat, also ist G linear reduktiv (einen
K-Homomorphismus ι wie in Proposition 4.3 gibt es immer). ✷
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Sei g ∈ Z1(G, V ), wobei wir die zugeho¨rige Restklasse von g in H1(G, V )
ebenfalls mit g bezeichnen. Ist W ein weiterer G-Modul, w ∈ WG, so ist
σ 7→ w ⊗ gσ wegen σw = w ∀σ ∈ G aus Z
1(G,W ⊗ V ), denn
w ⊗ gστ = w ⊗ (σgτ + gσ)
w∈WG
= σ(w ⊗ gτ) + w ⊗ gσ.
Die zugeho¨rige Restklasse in H1(G,W ⊗ V ) bezeichnen wir mit w ⊗ g. Sie
ist unabha¨ngig von dem Repra¨sentanten von g in Z1(G, V ), da
w ⊗ (gσ + σ(v)− v) = w ⊗ gσ + σ(w ⊗ v)− w ⊗ v
wegen w ∈ WG.
Proposition 4.6 Sei V ein G-Modul, g ∈ H1(G, V ) und
0→ V →֒ V˜
pi
→ K → 0
die von einem Repra¨sentanten von g in Z1(G, V ) induzierte kurze exakte
Sequenz. Dann gibt es einen G-Modul W (na¨mlich W = V˜ ∗) und ein 0 6=
w ∈ WG (na¨mlich w = π) mit w ⊗ g = 0 in H1(G,W ⊗ V ). (Man sagt, g
wird von w annulliert).
Beweis. Wir mu¨ssen zeigen, dass σ 7→ π⊗gσ ein Korand in V˜
∗⊗V ist, dass es
also ein x ∈ V˜ ∗⊗V mit π⊗ gσ = (σ− 1)x∀σ ∈ G gibt. Sei dazu {v1, . . . , vn}
eine Basis von V und B = {v1, . . . , vn, vn+1} (mit vn+1 ∈ π
−1(1)) eine Basis
von V˜ , so dass V˜ die Darstellung
σ 7→
(
Aσ gσ
0 1
)
bzgl. {v1, . . . , vn, vn+1}
hat (wir identifizieren gσ wieder mit seinem Koordinaten(spalten)vektor).
Die duale Basis von B ist gegeben durch B′ := {v∗1, . . . , v
∗
n, v
∗
n+1 = π} (denn
π(V ) = 0), und die Darstellung auf V˜ ∗ ist nach Lemma 2.6 gegeben durch
σ 7→
(
AT
σ−1
0
gT
σ−1
1
)
bzgl. {v∗1, . . . , v
∗
n, v
∗
n+1 = π}.
An dieser Darstellung sehen wir auch nochmals π ∈ (V˜ ∗)G (was auch folgt,
weil π ein G-Homomorphismus ist). Gema¨ß Lemma 2.9 ordnen wir einem
Vektor
x =
n+1∑
i=1
n∑
j=1
xij(v
∗
i ⊗ vj) =:
n∑
i,j=1
xij(v
∗
i ⊗ vj) +
n∑
j=1
yj(π ⊗ vj) ∈ V˜
∗ ⊗ V
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(mit xij , yj ∈ K) die Koordinaten-Matrix

x11 · · · x1n
...
...
xn1 · · · xnn
y1 · · · yn

 =:
(
X
y
)
zu. Nun setzen wir
x := − (v∗1 ⊗ v1 + . . .+ v
∗
n ⊗ vn) (12)
mit der Koordinatenmatrix (
−In
01×n
)
,
und behaupten, dass dies das gesuchte x ist - wir haben also
π ⊗ gσ = (σ − 1)x ∀σ ∈ G (13)
zu zeigen. Wa¨hrend π ⊗ gσ die Koordinatenmatrix(
0n×n
gTσ
)
besitzt, hat (σ − 1)x nach Lemma 2.9 die Koordinatenmatrix(
AT
σ−1
0
gT
σ−1
1
)(
−In
01×n
)
ATσ −
(
−In
01×n
)
=
(
0n×n
−gT
σ−1
ATσ
)
,
welche zu dem Vektor π ⊗ (−σgσ−1) geho¨rt. Wir mu¨ssen also nur noch
−σgσ−1 = gσ zeigen: Wegen der Kozyklus-Eigenschaft gστ = σgτ + gσ gilt
zuna¨chst fu¨r das neutrale Element ι von G
gι = gιι = ιgι + gι = gι + gι,
also gι = 0, und daher
0 = gι = gσσ−1 = σgσ−1 + gσ,
also die Behauptung. ✷
Scha¨rfere Varianten dieser Proposition findet man in den Originalarbeiten
[9] und [10]; die Zusammenfassung der dortigen Beweise findet sich auch in
meinem Projekt [13].
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Wir haben also zu jedem (nichttrivialen) Kozyklus eine annullierende In-
variante. Kann man umgekehrt zu einer Invarianten einen nichttrivialen Ko-
zyklus finden, der von dieser annulliert wird? Wir lesen dazu einfach die
bisherige Konstruktionskette ru¨ckwa¨rts: Bei gegebenem Kozyklus g in V ha-
ben wir zuna¨chst V˜ konstruiert, und V˜ ∗ entha¨lt dann eine annullierende
Invariante π. Sei nun umgekehrt ein Modul V˜ ∗ mit einer Invarianten π gege-
ben (wobei wir den Modul wegen W ∗∗ ∼= W als Dual seines Duals schreiben
ko¨nnen). In dem wir π als letztes Element einer Basis nehmen, hat V˜ ∗ die
Darstellung
σ 7→
(
Bσ 0
hTσ 1
)
,
wobei hσ als Spalte geschrieben sei. Die Invariante π erzeugt den eindimen-
sionalen Untermodul (!) Kπ. Gema¨ß Proposition 4.3 betrachten wir
ι ∈ HomK(V˜
∗, Kπ) ∼= V˜ ∗∗ ∼= V˜
mit der Darstellungsmatrix
J := (0, . . . , 0, 1)
bezu¨glich der betrachteten Basis von V˜ ∗ (π ist das letzte Element dieser
Basis). Der nach Proposition 4.3 zugeho¨rige Kozyklus gσ = (σ − 1)ι in
HomK(V˜
∗, Kπ)0 hat dann die Darstellungsmatrix
(1) · (0, . . . , 0, 1)
(
Bσ−1 0
hTσ−1 1
)
− (0, . . . , 0, 1) = (hTσ−1 , 0).
Dabei sind die Koordinatenvektoren von HomK(V˜
∗, Kπ) als Zeilen geschrie-
ben. Schreiben wir sie als Spalte und beachten dass V˜ ∗∗ = V˜ die Darstellung
σ 7→
(
Bσ 0
hTσ 1
)−T
=
(
BT
σ−1
hσ−1
0 1
)
hat, sehen wir dass dieser Kozyklus in offensichtlicher Weise einem Kozyklus
in einem Untermodul V von V˜ entspricht. Nach Proposition 4.3 ist dieser
genau dann nichttrivial, wenn Kπ kein Komplement in V˜ ∗ hat. Zusammen-
gefasst und griffig formuliert also:
Bemerkung 4.7 Der aus einer Invarianten konstruierte Kozyklus ist genau
dann nichttrivial, wenn die Invariante kein Komplement besitzt. ✷
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Dieses Verfahren ist deshalb interessant, weil man fu¨r die Berechnung von
Invarianten gute Algorithmen hat, fu¨r die Berechnung von Kozyklen jedoch
nur unpraktikable. Um einen nichttrivialen Kozyklus zu finden kann man
also so vorgehen, dass man einen beliebigen Modul nimmt, die Invarianten
berechnet und dann pru¨ft, ob die zugeho¨rigen Kozyklen nichttrivial sind.
Ein Beispiel, wo dieses Verfahren erfolgreich angewendet wird, findet sich
in Abschnitt 6.2.2. Es war das erste neue Resultat dieser Arbeit und fu¨hrte
durch Lenkung meiner Aufmerksamkeit auf das dort betrachtete Tensorpro-
dukt auch zum Hauptresultat dieser Arbeit.
4.3 Der Hauptsatz
Der folgende Satz von Kemper [9] wird spa¨ter sta¨ndig fu¨r die Konstruktion
von nicht Cohen-Macaulay Invariantenringen benutzt.
Hauptsatz 4.8 Sei G eine reduktive Gruppe und V ein G-Modul, der ein
0 6= g ∈ H1(G,K[V ]) entha¨lt, sowie a1, a2, a3 ∈ K[V ]
G ein phsop in K[V ],
das g annulliert, also aig = 0 ∈ H
1(G,K[V ]) fu¨r i = 1, 2, 3. Dann ist
a1, a2, a3 ein phsop in K[V ]
G, aber dort keine regula¨re Sequenz. Insbeson-
dere ist K[V ]G nicht Cohen-Macaulay.
Beweis. Nach Lemma 2.28 ist a1, a2, a3 auch ein phsop in K[V ]
G. Wir zeigen,
dass es dort keine regula¨re Sequenz ist. Nach Voraussetzung sind die Kozy-
klen σ 7→ aigσ, i = 1, 2, 3 in K[V ] dort sogar Kora¨nder, also gibt es bi ∈ K[V ]
mit
(σ − 1)bi = aigσ ∀σ ∈ G, i = 1, 2, 3. (14)
Sei
uij = aibj − ajbi fu¨r 1 ≤ i < j ≤ 3. (15)
Offenbar ist uij ∈ K[V ]
G (σuij = ai(bj + ajgσ)− aj(bi + aigσ) = uij), und es
gilt
u23a1 − u13a2 + u12a3 =
∣∣∣∣∣∣
a1 a2 a3
a1 a2 a3
b1 b2 b3
∣∣∣∣∣∣ = 0.
Annahme: a1, a2, a3 ist eine regula¨re Sequenz in K[V ]
G.
Dann liegt u12 in dem von a1, a2 erzeugten Ideal inK[V ]
G, d.h. es gibt f1, f2 ∈
K[V ]G mit
u12 = a1b2 − a2b1 = f1a1 + f2a2. (16)
Weiter sind a1, a2 teilerfremde Polynome, denn a1, a2 bilden ein phsop in dem
Cohen-Macaulay Ring K[V], also dort sogar eine regula¨re Sequenz; Ist nun
d ∈ K[V ] ein gemeinsamer Teiler, a1 = dk so folgt a2k ∈ (a1)K[V ], also gilt mit
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der Regularita¨t k ∈ (a1)K[V ] , d.h. d ist Einheit. Aus a1(b2−f1) = a2(f2+ b1)
folgt dann, dass a1 Teiler von f2 + b1 ist, also f2 + b1 = a1 · h mit h ∈ K[V ].
Nun ist
a1 · (σ−1)h = (σ−1)(a1h) = (σ−1)(f2+ b1) = (σ−1)b1 = a1gσ ∀σ ∈ G,
also gσ = (σ − 1)h. Damit ist die Restklasse von g in H
1(G,K[V ]) gleich 0,
was im Widerspruch zur Voraussetzung steht. Also war die Annahme falsch,
und a1, a2, a3 ist nicht regula¨r. ✷
Falls IsNotCohenMacauly dann a1, a2, a3 in seiner phsop-Liste hat, so erkennt
es K[V ]G nach Satz 3.3 als nicht Cohen-Macaulay, wenn man im Fall homo-
gener ai und gσ (also gσ ∈ K[V ]
G
d ∀σ ∈ G fu¨r ein festes d =: deg(g))
dmax ≥ deg(u12a3) = deg a1 + deg b2 + deg a3, also
dmax ≥ deg(a1) + deg(a2) + deg(a3) + deg(g) (17)
setzt. (Da G graderhaltend operiert, ist deg bi = deg ai + deg g).
Die einfachste Mo¨glichkeit, mit dem Hauptsatz einen nicht Cohen-Macaulay
Invariantenring zu konstruieren, wird durch folgendes Korollar gegeben. Ko-
zyklus und annullierendes phsop finden sich dabei im Grad 1, was zu einer
relativ hohen Dimension fu¨r V fu¨hrt. Ziel dieser Arbeit war es, die Summan-
den des na¨chsten Korollars (fu¨r konkrete Beispiele) in ho¨heren Potenzen von
(kleineren) Moduln wiederzufinden und so die Dimension zu reduzieren.
Korollar 4.9 Ist 0→ U → U˜ → K → 0 eine nicht zerfallende kurze exakte
Sequenz von G-Moduln, so ist mit
V := U∗ ⊕ U˜ ⊕ U˜ ⊕ U˜
K[V ]G nicht Cohen-Macaulay.
Beweis. Es ist
V ∗ = U ⊕ U˜∗ ⊕ U˜∗ ⊕ U˜∗ (18)
und
K[V ] = S(V ∗) = V ∗ ⊕ S2(V ∗)⊕ S3(V ∗)⊕ . . . ,
also sind U und U˜∗ direkte Summanden vonK[V ]. Der Modul U entha¨lt einen
Kozyklus g, der kein Korand in U ist (Bemerkung 4.2). Mittels Einbettung
ist g dann auch Kozyklus in K[V ]. Da U ein direkter Summand von K[V ]
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ist, ist dann g auch kein Korand in K[V ]: Denn ist etwa K[V ] = U ⊕W und
wa¨re
gσ = (σ − 1)(u+ w) ∀σ ∈ G mit u ∈ U,w ∈ W
so folgte wegen der direkten Summe und gσ ∈ U jedenfalls (σ − 1)w = 0∀σ,
also doch gσ = (σ − 1)u im Widerspruch dazu, dass g kein Korand in U ist.
Die drei Kopien der nach Proposition 4.6 annullierenden Elemente π ∈ U˜∗G
in K[V ]G bezeichnen wir mit a1, a2, a3. Da sie als Elemente einer Basis und
damit als unabha¨ngige Variablen im Polynomring dienen ko¨nnen, bilden sie
ein phsop in K[V ]. Da
U ⊗ U˜∗ ≤ S2
(
U ⊕ U˜∗
)
ein Untermodul ist, sind die ai nach Proposition 4.6 Annullatoren von g, d.h.
aig = 0 in H
1(G,K[V ]) - die Voraussetzungen des Hauptsatzes sind also
erfu¨llt und K[V ]G ist nicht Cohen-Macaulay. ✷
Damit ko¨nnen wir auch das Hauptresultat aus [9] beweisen, eine Umkehrung
des Satzes von Hochster und Roberts:
Korollar 4.10 (Kemper [9]) Sei G reduktiv und K[V ]G Cohen-Macaulay
fu¨r jeden G-Modul V . Dann ist G sogar linear reduktiv.
Beweis. Wa¨re G nicht linear reduktiv, so ga¨be es nach Korollar 4.5 eine nicht
zerfallende kurze exakte Sequenz 0→ U → U˜ → K → 0 von G-Moduln, und
nach vorigem Korollar dann einen nicht Cohen-Macaulay Invariantenring -
im Widerspruch zur Voraussetzung. ✷
Man kann diesen Satz auch so formulieren: Wenn G reduktiv, aber nicht
linear reduktiv ist, so gibt es einen G-Modul V mit nicht Cohen-Macaulay
Invariantenring K[V ]G.
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5 Nichttriviale Kozyklen fu¨r SLn(K) und GLn(K)
Wir kommen nun zu den eigentlichen Resultaten meiner Arbeit, na¨mlich der
Konstruktion konkreter Beispiele fu¨r die zusammenha¨ngenden (und reduk-
tiven) Gruppen SLn(K) und GLn(K). In meinem Projekt habe ich dazu
lediglich Korollar 4.9 verwandt, wozu es also genu¨gte, nichttriviale Kozyklen
anzugeben. Da diese auch fu¨r die Resultate dieser Diplomarbeit verwendet
werden, sollen in diesem Abschnitt nochmal die Hauptergebnisse des Projekts
samt Beweisen angegeben werden.
Hier also das Hauptresultat aus meinem Projekt [13]:
Satz 5.1 Sei K ein (algebraisch abgeschlossener) Ko¨rper mit char K = p >
0, n ≥ 2 und G eine Untergruppe von GLn(K) mit
(a) Falls p = 2:

 a a+ 1a+ 1 a
In−2

 ∈ G fu¨r wenigstens drei verschie-
dene Werte von a ∈ K (a = 1 ist stets ein solcher).
(b) Falls p ≥ 3:

 1 10 1
In−2

 ∈ G.
Sei weiter V der Raum aller homogenen Polynome vom Grad p in den Va-
riablen X1, ..., Xn,
V := K[X1, . . . , Xn]p.
Ist (aij) ∈ G, so ist durch (aij) · Xj =
∑n
i=1 aijXi die kanonische Operation
von G auf V gegeben, wodurch V zu einem G-Modul wird. Sei
W :=< Xp1 , . . . , X
p
n > ≤ V
(Untermodul nach Frobenius) und
U := HomK(V,W )0 = {f ∈ HomK(V,W ) : f |W = 0}.
U ist G-Modul nach Satz 2.11.
Sei ferner ι ∈ HomK(V,W ) gegeben durch
ι|W = idW
und
ι gleich 0 auf allen Monomen, die nicht in W liegen.
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Sei U˜ := U ⊕Kι und π : U˜ → K gegeben durch π(u + λ · ι) := λ fu¨r u ∈
U, λ ∈ K. Dann ist durch
0→ U → U˜
pi
→ K → 0
eine kurze exakte Sequenz gegeben, die nicht zerfa¨llt.
A¨quivalent dazu ist nach Bemerkung 4.2, dass durch
gσ := (σ − 1)ι
ein nichttrivialer Kozyklus in U gegeben ist.
Ebenfalls a¨quivalent ist nach Proposition 4.3, dass der Untermodul W von
V kein G-invariantes Komplement hat - insbesondere sind also die betrach-
teten Gruppen nicht linear reduktiv.
Beweis. Wir verwenden fu¨r V eine monomiale Basis B, wobei wir die Reihen-
folge der ersten n+1 bzw. n+2 Monome in den Fa¨llen (a) bzw. (b) vorgeben,
und zwar
im Fall (a):
B = {X21 , ..., X
2
n, X1X2, ...}
im Fall (b):
B = {Xp1 , ..., X
p
n, X
p−1
1 X2, X
p−2
1 X
2
2 , ...}
Als Basis von W dienen die ersten n Eintra¨ge von B. Sei N := |B| =(
n+p−1
p
)
. Wir bezeichnen mit fp : GLn(K) → GLn(K) den koeffizienten-
weisen Frobenius-Homomorphismus, also fp(aij) = (a
p
ij). Ist Aσ ∈ K
N×N die
Darstellungsmatrix von σ ∈ G bzgl. der Basis B, so hat diese die Form
Aσ =
(
fp(σ) ∗
0 ∗
)
.
Weiter haben wir bzgl. der Basis B
U ∼=
{(
0n×n B
)
∈ Kn×N mit B ∈ Kn×(N−n)
}
,
und fu¨r U ∋ f ∼=
(
0n×n B
)
bzgl. B haben wir die Operation gegeben
durch
σ · f = σ ◦ f ◦ σ−1 ∼= fp(σ) ·
(
0n×n B
)
· Aσ−1 .
Die Darstellungsmatrix von ι ist gegeben durch
ι ∼=
(
In 0
)
=: J ∈ Kn×N .
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Da
σ · ι = σ ◦ ι ◦ σ−1 ∼= fp(σ)
(
In 0
)( fp(σ−1) ∗
0 ∗
)
︸ ︷︷ ︸
A
σ−1
=
(
In ∗
)
ist σι − ι ∈ U . Damit ist π als G-Homomorphismus wohldefiniert, und mit
gσ := (σ − 1)ι ist g ∈ Z
1(G,U) (wir haben dies ohne Matrizen auch schon
im Beweis von Proposition 4.3 eingesehen). Wir mu¨ssen zeigen, dass g 6∈
B1(G,U). Wir nehmen das Gegenteil an, also die Existenz eines
U ∋ u ∼= Z =
(
0n×n Zˆ
)
∈ Kn×N , Zˆ = (zij) ∈ K
n×(N−n)
mit gσ = (σ − 1)ι
!
= (σ − 1)u fu¨r alle σ ∈ G bzw.
fp(σ)JAσ−1 − J
!
= fp(σ)ZAσ−1 − Z ∀σ ∈ G. (19)
Diese letzte Gleichung fu¨hren wir nun in beiden Fa¨llen zum Widerspruch.
(a) Mit
σ :=

 a a+ 1a+ 1 a
In−2

 = σ−1
berechnen wir die (n+ 1)te Spalte von Aσ−1 :
σ−1 ·X1X2 = (aX1 + (a+ 1)X2)((a+ 1)X1 + aX2)
= (a2 + a)X21 + (a
2 + a)X22 +X1X2
∼= (a2 + a, a2 + a, 0n−2, 1, 0)
T .
Damit vergleichen wir nun auf beiden Seiten von (19) den Eintrag in der
ersten Zeile und (n+ 1)ten Spalte:
Links:
(a2, a2 + 1, 0n−2)
(
In 0n×(N−n)
)


a2 + a
a2 + a
0n−2
1
0

 = a2 + a
Rechts:
(a2, a2 + 1, 0n−2)
(
0n×n Zˆ
)


a2 + a
a2 + a
0n−2
1
0

− z11 = a2z11 + (a2 + 1)z21 − z11
= (a2 + 1)(z11 + z21)
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Setzen wir c := z11 + z21, so sehen wir, dass ca
2 + c = a2 + a bzw.
(c + 1)a2 + a+ c = 0
fu¨r wenigstens drei verschiedene Werte a ∈ K erfu¨llt sein muss. Dies ist ein
Widerspruch.
(b) Wir betrachten
σ =

 1 10 1
In−2

 , σ−1 =

 1 −10 1
In−2

 ∈ G
und berechnen die (n+ 1)te und (n+ 2)te Spalte von Aσ−1 :
(n+ 1)te Spalte:
σ−1 ·Xp−11 X2 = X
p−1
1 (−X1 +X2)
= −Xp1 +X
p−1
1 X2
∼= (−1, 0n−1, 1, 0)
T
(n+ 2)te Spalte:
σ−1 ·Xp−21 X
2
2 = X
p−2
1 (X
2
1 − 2X1X2 +X
2
2 )
= Xp1 − 2X
p−1
1 X2 +X
p−2
1 X
2
2
∼= (1, 0n−1,−2, 1, 0)
T
Wir vergleichen nun wieder beide Seiten von (19):
(i) erste Zeile, (n + 1)te Spalte
Links:
(
1 1 0n−2
) (
In 0n×(N−n)
)


−1
0n−1
1
0

 = −1
Rechts:
(
1 1 0n−2
) (
0n×n Zˆ
)


−1
0n−1
1
0

− z11 = z11 + z21 − z11 = z21
Da Gleichheit gelten soll, haben wir
z21 = −1. (20)
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(ii) zweite Zeile, (n+ 2)te Spalte
Links:
(
0 1 0n−2
) (
In 0n×(N−n)
)


1
0n−1
−2
1
0

 = 0
Rechts:
(
0 1 0n−2
) (
0n×n Zˆ
)


1
0n−1
−2
1
0

− z22 = −2z21 + z22 − z22 = −2z21
Da p ≥ 3 ist 2 6= 0, und der Vergleich beider Seiten liefert
z21 = 0,
im Widerspruch zu (20). ✷
Mit Korollar 4.9 ist dann also mit obiger Notation mit
X := U∗ ⊕ U˜ ⊕ U˜ ⊕ U˜
bzw. X∗ := U ⊕ U˜∗ ⊕ U˜∗ ⊕ U˜∗
durch K[X ]G ein nicht Cohen-Macaulay Invariantenring gegeben, falls G re-
duktiv ist. Insbesondere haben wir also Beispiele fu¨r die Gruppen SLn(K)
und GLn(K) mit p > 0 und n ≥ 2 beliebig. Wir interessieren uns ab jetzt nur
noch fu¨r den Fall n = 2. Fu¨r die Dimension des Moduls gilt dann offenbar
dimX = 4 · dimU + 3 = 4 · (2(p+ 1− 2)) + 3, d.h.
dimX = 8p− 5,
also 11 fu¨r p = 2 und 19 fu¨r p = 3. Diese Dimensionen wollen wir reduzieren.
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6 Beispiele fu¨r SL2(K) und GL2(K) sowie
SO2(K)
Wir wollen nun Beispiele mo¨glichst kleiner Dimension konstruieren, wobei
wir das Konstruktionsverfahren aus Korollar 4.9 leicht aba¨ndern. Nach dem
Hauptsatz, den wir stets fu¨r die Konstruktion verwenden, beno¨tigen wir einen
nichttrivialen Kozyklus, der sich in einem Modul U befindet, und drei Annul-
latoren, die sich jeweils in Kopien von U˜∗ befinden. Damit sich diese Zutaten
in S(V ∗) wiederfinden, haben wir V ∗ in 4.9 einfach als die direkte Summe all
dieser Zutaten definiert. Fu¨r den Beweis von 4.9 reicht es jedoch aus, wenn
S(V ∗) diese Zutaten entha¨lt, genau genommen brauchen wir Folgendes:
• Der Modul mit dem nichttrivialen Kozyklus U ist ein Untermodul von
S(V ∗) = K[V ] und hat ein G-invariantes Komplement U ′, also S(V ∗) =
U ⊕ U ′. Dieses Komplement wird gebraucht, damit der Kozyklus auch
in S(V ∗) nichttrivial bleibt (vgl. den Beweis von Korollar 4.9).
• Es gibt drei (nicht notwendig disjunkte) Untermoduln W1,W2,W3 von
S(V ∗), die isomorph zu U˜∗ sind, und deren Kopien π1, π2, π3 des Annul-
lators π ∈ U˜∗ bilden ein phsop in K[V ].
In diesem Fall la¨sst sich na¨mlich der Hauptsatz genau wir im Beweis von
Korollar 4.9 anwenden, d.h. das phsop π1, π2, π3 ist keine regula¨re Sequenz
in K[V ]G, und K[V ]G = S(V ∗)G ist damit nicht Cohen-Macaulay.
Die einfachste Mo¨glichkeit, diese beiden Punkte umzusetzen, gibt sich, wenn
sich die Moduln U oder U˜∗ als Tensorprodukt schreiben lassen, denn das
Tensorprodukt zweier Moduln ist Untermodul (mit Komplement) der zweiten
Potenz der direkten Summe. Dieses Verfahren werden wir in den folgenden
Abschnitten durchfu¨hren.
6.1 Kozyklen im Grad 2
Wir betrachten den Modul mit dem Kozyklus, U = HomK(V,W )0 in Satz
5.1 und der Dimension dimW · (dim V − dimW ) = 2(p + 1 − 2) = 2(p− 1)
(fu¨r n = 2). Nach Satz 2.11 gilt nun aber
HomK(V,W )0 ∼= W ⊗ (V/W )
∗ ≤ S2 (W ⊕ (V/W )∗) ,
und wir ko¨nnen U in (18) in Korollar 4.9 durch diese direkte Summe der
Dimension 2 + (p+ 1− 2) = p+ 1 ersetzen - mit der Notation im Text nach
dem Beweis von Satz 5.1 also X∗ durch
X∗ := W ⊕ (V/W )∗ ⊕ U˜∗ ⊕ U˜∗ ⊕ U˜∗
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(und K[X ]G dann nicht Cohen-Macaulay). Dies ergibt eine Dimensions-
ersparnis von 2(p − 1) − (p + 1) = p − 3, oder wie schon angeku¨ndigt die
Dimensionsreduktion von 8p− 5 auf (8p − 5)− (p− 3) = 7p− 2. Ab p ≥ 5
handelt es sich hier um eine echte Ersparnis. Fu¨r diese Primzahlen konnte
ich ansonsten keine weiteren Beispiele finden. Wir notieren unser Ergebnis:
Satz 6.1 Fu¨r einen algebraisch abgeschlossenen Ko¨rper K der Charakteri-
stik p > 0 und einer reduktiven Zwischengruppe G von SL2(K) und GL2(K)
gibt es einen G-Modul V der Dimension 7p − 2 mit nicht Cohen-Macaulay
Invariantenring K[V ]G. Dabei liegt der nichttriviale Kozyklus im Grad 2 und
das annullierende phsop im Grad 1. ✷
6.2 Beispiele fu¨r SL2(K) in Charakteristik 2
Der Ausgangspunkt fu¨r die Konstruktion ist meist ein Modul mit nichttri-
vialem Kozyklus. Von diesem ausgehend versucht man, mo¨glichst kleine Mo-
duln mit Annullatoren dazu zu addieren. Daher ist dieser Abschnitt nach den
verwendeten Kozyklen gegliedert.
6.2.1 Beispiele mit dem Kozyklus in 〈X2, Y 2〉
Wir wollen zuna¨chst die in Satz 5.1 und im vorigen Abschnitt auftretenden
Moduln fu¨r den Fall p = n = 2 etwas expliziter angeben. Setzen wir X :=
X1, Y := Y2 so ist mit den Bezeichnungen aus 5.1
V = 〈X2, Y 2, XY 〉
W = 〈X2, Y 2〉.
Die Darstellung des Moduls U = HomK(V,W )0, welcher durch 2×3 Matrizen
mit Eintra¨gen nur in der letzten Spalte beschrieben wird, erha¨lt man aus
(
a2 b2
c2 d2
)(
0 0 x1
0 0 x2
) a2 b2 abc2 d2 cd
0 0 1

−1
zu
σ =
(
a b
c d
)
7→
(
a2 b2
c2 d2
)
,
denn von der rechten Matrix wirkt blos die letzte Zeile auf die Koeffizienten
x1, x2. Damit ist also
U = 〈X2, Y 2〉,
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vgl. Tabelle 1 (S. 19). Fu¨r U˜ mu¨ssen wir noch die Operation auf ι ∼=
(
1 0 0
0 1 0
)
bestimmen. Diese erhalten wir mit
(
a b
c d
)−1
=
(
d b
c a
)
aus
(
a2 b2
c2 d2
)(
1 0 0
0 1 0
) a2 b2 abc2 d2 cd
0 0 1

−1
=
(
a2 b2 0
c2 d2 0
) d2 b2 bdc2 a2 ac
0 0 1


=
(
1 0 ab(ad + bc)
0 1 cd(ad+ bc)
)
und ad + bc = 1 zu σι = abX2 + cdY 2 + ι. Wieder anhand von Tabelle 1
erkennen wir
U˜ = 〈X2, Y 2, XY 〉,
und der nichttriviale Kozyklus in U ist gegeben durch
gσ = (σ − 1)XY ∼= (σ − 1)ι.
Weiter ist dann
U˜∗ = 〈µ, ν, π〉
(siehe wieder Tabelle 1), und π ist nach Proposition 4.6 die annullierende
Invariante.
Wie steht es mit der im vorigen Abschnitt genannten Darstellung von U als
Tensorprodukt? Anhand der Darstellungen von V und W sieht man sofort,
dass hier V/W ∼= K der triviale Modul ist. Also ist
U = HomK(V,W )0 ∼= W ⊗ (V/W )
∗ ∼= W ⊗K ∼= W.
Zum einen haben wir hier nochmals ohne Rechnung U = W gesehen, zum
anderen sehen wir, dass es hier keinen Sinn macht U durch die direkte Summe
U ⊕K zu ersetzen, weil dies offenbar keine Dimensionsersparnis gibt.
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Insgesamt erhalten wir jedenfalls mit Korollar 4.9
Beispiel 6.2 (Das Beispiel nach Satz 5.1) Fu¨r Charakteristik p=2 ist mit
V ∗ = 〈X2, Y 2〉
⊕3
i=1〈µ, ν, π〉
bzw. V = 〈X2, Y 2〉
⊕3
i=1〈X
2, Y 2, XY 〉
der Invariantenring K[V ]SL2(K) nicht Cohen-Macaulay, dimV = 11. Der
Kozyklus im Grad 1 liegt in 〈X2, Y 2〉, und die drei Kopien von π bilden ein
annullierendes phsop im Grad 1, welches nach dem Hauptsatz keine regula¨re
Sequenz ist. ✷
Dieses Beispiel kann natu¨rlich auch mit IsNotCohenMacaulay untersucht
werden (Datei Beispiel-6.02.txt.) Nach der Abscha¨tzung (17) (S. 48)
genu¨gt es, dmax=1+1+1+1=4 zu setzen. Der Aufruf von IsNotCohenMacaulay
zeigt nach wenigen Sekunden tatsa¨chlich, dass die Hilbertreihe bis zum grad
3 richtig gescha¨tzt wird, aber im Grad 4 werden 33 Invarianten gescha¨tzt,
wa¨hrend es nur 32 sind (insbesondere wird K[V ]G also wie nach Satz 3.3 er-
wartet als nicht Cohen-Macaulay erkannt). Dies zeigt, dass die im Hauptsatz
angegebene nichttriviale Relation in diesem Fall auch (im wesentlichen) die
einzige (bis zum Grad 4) ist.
Wir wollen dieses Beispiel modifizieren. Zuna¨chst suchen wir den Modul
〈µ, ν, π〉 mit dem Annullator des Kozyklus als Untermodul eines einfache-
ren Moduls. Wir betrachten dazu das Tensorprodukt von 〈X, Y 〉 mit sich
selbst, welches nach Gleichung (6) auf S. 17 bzgl. der Basis
B = (X ⊗X, Y ⊗ Y,X ⊗ Y − Y ⊗X, Y ⊗X)
die Darstellung
σ 7→


a2 b2 0 ab
c2 d2 0 cd
ac bd 1 bc
0 0 0 1

 (21)
besitzt (fu¨r die Gruppe SL2(K) mit p = 2) - insbesondere erkennen wir
X ⊗ Y − Y ⊗ X als eine Invariante. In Tabelle 1 (S. 19) finden wir die
Darstellung von 〈µ, ν, π〉 bzgl. der angedeuteten Basis. Vertauschen der ersten
beiden Zeilen und Spalten liefert die Darstellung bzgl. der Basis (ν, µ, π),
na¨mlich
σ 7→

 a2 b2 0c2 d2 0
ac bd 1

 .
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Damit ist 〈µ, ν, π〉 Untermodul des Tensorprodukts 〈X⊗X, . . . , Y ⊗Y 〉. Die
Invariante π entspricht dabei der Invarianten X ⊗ Y − Y ⊗ X , d.h. dies
ist der neue Annullator. Wie wir in Abschnitt 2.3 gesehen haben, ist das
Tensorprodukt selbstdual. Damit haben wir also
Beispiel 6.3 Mit
V ∗ = 〈X2, Y 2〉
3⊕
i=1
〈X ⊗X,X ⊗ Y, Y ⊗X, Y ⊗ Y 〉
ist der der Invariantenring K[V ]SL2(K) nicht Cohen-Macaulay. V ist selbst-
dual. Es ist dimV = 14 und phsop und Kozyklus liegen im Grad 1, wobei die
annullierenden Invarianten die drei Kopien von X ⊗ Y + Y ⊗X sind. ✷
(siehe auch Datei Beispiel-6.03.txt).
Man kann nun natu¨rlich hier ein bisschen rumspielen, und ein Tensorprodukt
durch den Modul 〈µ, ν, π〉 austauschen, so dass man verschiedene, jedoch sehr
a¨hnliche Beispiele hat (fu¨r ein Beispiel dieser Art siehe die Bemerkungen
am Ende dieses Abschnitts). Interessanter ist jedoch folgende U¨berlegung:
Das Tensorprodukt ist ja Untermodul der zweiten symmetrischen Potenz
S2 (〈X, Y 〉 ⊕ 〈X, Y 〉). Wir ko¨nnen das Tensorprodukt also durch 〈X, Y 〉 ⊕
〈X, Y 〉 ersetzen, bekommen dann also annullierende Invarianten im Grad 2.
Wir mu¨ssen nun aber nicht jedes der drei Tensorprodukte durch solch eine
direkte Summe ersetzen, denn es reicht ja, wenn wir ein phsop an annullie-
renden Invarianten haben. Die zweite Potenz von 〈X, Y 〉 ⊕ 〈X, Y 〉 ⊕ 〈X, Y 〉
entha¨lt z.B. schon drei Kopien des Tensorprodukts (jeweils fu¨r die zweite
Potenz von zwei Summanden), aber leider bilden die Invarianten hier kein
phsop, wie man sich z.B. leicht mit Magma u¨berzeugt. Erst bei vier Sum-
manden von 〈X, Y 〉 (wo die zweite Potenz dann 6 Kopien des Tensorprodukts
entha¨lt), bilden drei der Invarianten der FormX1Y2+X2Y1 ein annullierendes
phsop (wie man wieder mit Magma besta¨tigen kann). Aus dem Hauptsatz
folgt dann eines der Hauptresultate dieser Arbeit:
Beispiel 6.4 (Das Hauptbeispiel in Dimension 10) Mit
V ∗ = 〈X2, Y 2〉
4⊕
i=1
〈Xi, Yi〉
ist der der Invariantenring K[V ]SL2(K) nicht Cohen-Macaulay. V ist selbst-
dual. Es ist dimV = 10 und der Kozyklus liegt im Grad 1 im Untermodul
〈X2, Y 2〉. Ein phsop an annullierenden Invarianten im Grad 2 ist beispiels-
weise gegeben durch f12, f23, f34 mit fij = XiYj + XjYi, und dieses ist nach
dem Hauptsatz nicht regula¨r. ✷
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Wenn man dieses Beispiel mit IsNotCohenMacaulay untersucht (Datei
Beispiel-6.04.txt), muss man nach (17) mindestens dmax:=1+2+2+2=7
setzen, denn das phsop liegt nun im Grad 2. Man muss also Invarianten
bis zum Grad 7 berechnen! Mit dem nicht modifizierten Bayer-Algorithmus
dauert das sehr lange (IsNotCohenMacaulay rechnet dann etwa 3 Stunden).
U¨bergibt man jedoch den Gewichtsvektor w und berechnet also vorab die In-
varianten des Torus, so erkennt IsNotCohenMacaulay dieses Beispiel in etwa
einer halben Minute als nicht Cohen-Macaulay. Bis zum Grad 6 stimmt dann
die gescha¨tzte mit der tatsa¨chlichen Hilbertreihe u¨berein, fu¨r den Grad 7 da-
gegen werden 77 Basis-Invarianten gescha¨tzt, wobei es nur 76 sind. Wieder
ein Indiz, dass die im Hauptsatz angegebene Relation bis zum untersuchten
Grad die einzige ist.
Hier noch eine Interpretation der verwendeten Invariante als Determinan-
te: Wir betrachten die zweifache Summe des natu¨rlichen Moduls, 〈X1, Y1〉 ⊕
〈X2, Y2〉, und bilden u¨ber dem Polynomring K[X1, Y1, X2, Y2] die 2×2-Matrix(
X1 X2
Y1 Y2
)
mit Determinante X1Y2−X2Y1. Linksmultiplikation dieser Ma-
trix mit σT =
(
a c
b d
)
∈ SL2(K) liefert die Matrix
(
σX1 σX2
σY1 σY2
)
mit De-
terminante (σX1)(σY2)−(σX2)(σY1) = σ(X1Y2−X2Y1). Da jedoch det σ = 1,
hat sich nach dem Determinantenmultiplikationssatz die Determinante nicht
vera¨ndert, d.h. X1Y2 −X2Y1 ist invariant.
Wir geben noch eine der bereits erwa¨hnten Spielereien an: Mit
V ∗ = 〈X2, Y 2〉
3⊕
i=1
〈X, Y 〉 ⊕ 〈µ, ν, π〉
ist der der Invariantenring K[V ]SL2(K) nicht Cohen-Macaulay - zwei der
annullierenden Invarianten liegen in zweiter Potenz und eine in der Ersten.
Die Dimension dieses Beispiels ist 11.
6.2.2 Beispiele mit dem Kozyklus in 〈µ, ν, π〉
Wir konstruieren aus dem zu Bemerkung 4.7 geho¨rigen Verfahren einen Ko-
zyklus aus der Invarianten X⊗Y −Y ⊗X des Tensorprodukts. Zuna¨chst sei
die Charakteristik p hier noch beliebig. Wir beschreiben das Tensorprodukt
〈X, Y 〉⊗〈−Y,X〉 gema¨ß Lemma 2.9 durch Matrizen, wobei wir fu¨r den ersten
Faktor die Basis (X, Y ) und fu¨r den zweiten die Basis (−Y,X) (entspricht
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der Dualbasis (X∗, Y ∗)) und damit die Darstellung
σ 7→
(
d −c
−b a
)
=
(
a b
c d
)−T
verwenden wollen. Auf den Koordinatenmatrizen des Tensorprodukts haben
wir dann nach Lemma 2.9 die Operation
σ ·X =
(
a b
c d
)(
x11 x12
x21 x22
)(
a b
c d
)−TT
=
(
a b
c d
)(
x11 x12
x21 x22
)(
a b
c d
)−1
.
Der InvariantenX⊗Y −Y ⊗X = −X⊗(−Y )−Y ⊗X entspricht die Koordina-
tenmatrix
(
−1 0
0 −1
)
= −I2. Da die Einheitsmatrix unter Konjugation mit
Matrizen invariant ist, sieht man hier auch nochmal scho¨n, dassX⊗Y −Y ⊗X
invariant ist. Die Spur einer Matrix X ist unter Konjugation ebenfalls inva-
riant, daher bilden die Matrizen mit Spur 0 einen SL2(K) - invarianten
Unterraum der Kodimension 1. Im Falle p 6= 2 ist Spur(−I2) = −2 6= 0,
und die spurlosen Matrizen bilden ein SL2(K) -invariantes Komplement zu
K · I2. Dies bedeutet nach Bemerkung 4.7, dass der aus der Invarianten
X ⊗ Y − Y ⊗ X konstruierte Kozyklus trivial ist. Im Fall p = 2 hat die zu
dieser Invarianten geho¨rende Koordinatenmatrix ebenfalls Spur 0 - es gibt
also eine Chance, dass sie kein Komplement hat. Wir zeigen nun einfach di-
rekt, dass der entstehende Kozyklus nichttrivial ist: Wie wir gesehen haben,
hat das Tensorprodukt
V˜ ∗ := (X ⊗X, Y ⊗ Y,X ⊗ Y − Y ⊗X, Y ⊗X)
bzgl. der angedeuteten Basis die Darstellung
σ 7→


a2 b2 0 ab
c2 d2 0 cd
ac bd 1 bc
0 0 0 1

 .
Damit die Invariante das letzte Basiselement ist, vertauschen wir die letzten
beiden Zeilen und Spalten und erhalten

a2 b2 ab 0
c2 d2 cd 0
0 0 1 0
ac bd bc 1

 . (22)
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Wir gehen zum Dual V˜ u¨ber, indem wir invertieren (d.h. an der Stelle(
d b
c a
)
auswerten) und transponieren; das ergibt


d2 c2 0 cd
b2 a2 0 ab
bd ac 1 bc
0 0 0 1

 . (23)
Vertauschen der ersten beiden Zeilen und Spalten liefert wieder die Ausgangs-
matrix. Die letzte Spalte beschreibt dann jedenfalls einen nichttrivialen Ko-
zyklus im Untermodul V = 〈µ, ν, π〉 des (selbstdualen) Tensorprodukts:
Sonst ga¨be es na¨mlich x = (x1, x2, x3)
T ∈ K3 mit


 a2 b2 0c2 d2 0
ac bd 1

− I3



 x1x2
x3

 =

 abcd
bc

 ∀( a b
c d
)
∈ SL2(K).
Betrachtet man hiervon nur die ersten beiden Zeilen, so wa¨re auch der Ko-
zyklus σ 7→ (σ − 1)XY in U := 〈X2, Y 2〉 trivial - siehe die Darstellung von
U˜ = 〈X2, Y 2, XY 〉 in Tabelle 1. Wie wir im vorigen Abschnitt gesehen ha-
ben, ist dies jedoch nicht der Fall, also ein Widerspruch.
Es gibt noch zwei andere Mo¨glichkeiten einzusehen, dass der betrachtete
Kozyklus nichttrivial ist (die aber letztendlich auf dieselbe Rechnung hinaus-
fu¨hren):
Zum einen kann man den Kozyklus auch im Faktormodul 〈X2, Y 2〉 =
〈µ, ν, π〉/〈π〉 von 〈µ, ν, π〉 betrachten. Da er hier nichttrivial ist (wieder auf-
grund des vorigen Abschnitts), ist er es erst recht in 〈µ, ν, π〉.
Oder man stellt fest, dass der betrachtete Kozyklus gema¨ß Lemma 4.7 zu
der Invarianten π ∼= X ⊗ Y − Y ⊗X im Tensorprodukt geho¨rt. Diese hat je-
doch bereits im Untermodul 〈µ, ν, π〉 des Tensorprodukts kein Komplement,
denn der der Invarianten π in 〈µ, ν, π〉 nach Lemma 4.7 zugeho¨rige Kozyklus
in 〈X2, Y 2〉 ist ja (wieder nach vorigem Abschnitt) nichttrivial. Also hat π
nach Bemerkung 4.4 erst recht kein Komplement im gro¨ßeren Modul, dem
Tensorprodukt, und wieder nach Lemma 4.7 ist dann der zugeho¨rige Kozy-
klus in 〈µ, ν, π〉 nichttrivial.
Zusammengefasst: Der Modul V = 〈µ, ν, π〉 entha¨lt einen nichttrivialen
Kozyklus, der V erweitert zum Tensorprodukt V˜ = 〈X⊗X, . . . , Y ⊗Y 〉. Der
Annullator im Dual V˜ ∗ = V˜ ist gegeben durch X ⊗ Y − Y ⊗X .
Aus Korollar 4.9 erhalten wir also sofort
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Beispiel 6.5 Fu¨r Charakteristik p=2 ist mit
V ∗ = 〈µ, ν, π〉
⊕3
i=1〈X ⊗X,X ⊗ Y, Y ⊗X, Y ⊗ Y 〉
bzw. V = 〈X2, Y 2, XY 〉
⊕3
i=1〈X ⊗X,X ⊗ Y, Y ⊗X, Y ⊗ Y 〉
der Invariantenring K[V ]SL2(K) nicht Cohen-Macaulay, wobei dimV = 15.
Der Kozyklus liegt im Grad 1 im Untermodul 〈µ, ν, π〉, und ein phsop an
annullierenden Invarianten im Grad 1, (welches keine regula¨re Sequenz ist),
bilden die drei Kopien der X ⊗ Y − Y ⊗X. ✷
Fu¨r IsNotCohenMacaulay (siehe Datei Beispiel-6.05.txt) muss man
(nach (17 auf S. 48) also wieder dmax:=4 setzen. Der Koeffizient der Hilber-
treihe zum Grad 4 wird gescha¨tzt zu 143, wa¨hrend er nur 142 ist.
Mit der Diskussion im vorigen Abschnitt, wo wir das Tensorprodukt in einer
zweiten Potenz wiederfanden, erhalten wir aus dem Hauptsatz
Beispiel 6.6 Fu¨r Charakteristik p=2 ist mit
V ∗ = 〈µ, ν, π〉
⊕4
i=1〈Xi, Yi〉
bzw. V = 〈X2, Y 2, XY 〉
⊕4
i=1〈Xi, Yi〉
der Invariantenring K[V ]SL2(K) nicht Cohen-Macaulay. Es ist dimV = 11
und der Kozyklus liegt im Untermodul 〈µ, ν, π〉 im Grad 1. Ein phsop an
annullierenden Invarianten im Grad 2, welches keine regula¨re Sequenz ist,
ist beispielsweise gegeben durch f12, f23, f34 mit fij = XiYj +XjYi. ✷
Da das phsop im Grad 2 liegt, muss man bei IsNotCohenMacaulay (sie-
he Datei Beispiel-6.06.txt) nun also dmax:=7 setzen. Auch hier fu¨hrt die
Angabe des Gewichtsvektors w wieder zu einer enormen Beschleunigung. Der
Koeffizient der Hilbertreihe zum Grad 7 wird dann gescha¨tzt zu 193, wa¨hrend
er nur 192 ist.
6.2.3 Kozyklus und Invariante in einem
Wir wollen noch einmal das Verfahren nach Bemerkung 4.7 anwenden, aus-
gehend von einer Invarianten einen Modul mit nichttrivialem Kozyklus zu
konstruieren. Wir betrachten die zweite symmetrische Potenz U˜∗ des Moduls
〈µ, ν, π〉, wobei π2 die annullierende Invariante werden soll. Ausgehend von
der Darstellung von 〈µ, ν, π〉,
σ 7→

 d2 c2 0b2 a2 0
bd ac 1


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berechnen wir die Darstellung von 〈µν, µ2, ν2, µπ, νπ, π2〉:
σ(µν) = (d2µ+ b2ν + bdπ)(c2µ+ a2ν + acπ)
= µν + c2d2µ2 + a2b2ν2 + (acd2 + bc2d)µπ + (acb2 + a2bd)νπ + abcdπ2
∼= (1, c2d2, a2b2, cd, ab, abcd)T
σ(µ2) = (d2µ+ b2ν + bdπ)2
= d4µ2 + b4ν2 + b2d2π2
∼= (0, d4, b4, 0, 0, b2d2)T
σ(ν2) = (c2µ+ a2ν + acπ)2
= c4µ2 + a4ν2 + a2c2π2
∼= (0, c4, a4, 0, 0, a2c2)T
Die Berechnung der letzten drei Spalten ist einfach, denn 〈µ, ν, π〉 ∼= 〈µπ, νπ, π2〉.
Also hat U˜∗ = 〈µν, µ2, ν2, µπ, νπ, π2〉 die Darstellung
σ 7→


1 0 0 0 0 0
c2d2 d4 c4 0 0 0
a2b2 b4 a4 0 0 0
cd 0 0 d2 c2 0
ab 0 0 b2 a2 0
abcd b2d2 a2c2 bd ac 1

 .
Durch Invertieren (auswerten an
(
d b
c a
)
) und Transponieren gehen wir
zum Dual U˜ u¨ber, mit der Darstellung
σ 7→


1 a2c2 b2d2 ac bd abcd
0 a4 b4 0 0 a2b2
0 c4 d4 0 0 c2d2
0 0 0 a2 b2 ab
0 0 0 c2 d2 cd
0 0 0 0 0 1

 .
Die letzte Spalte geho¨rt dabei wieder zu einem nichttrivialen Kozyklus. Dies
sieht man mit dem selben Argument wie im letzten Abschnitt durch betrach-
ten der letzten drei Zeilen: Wa¨re der Kozyklus ein Korand, so wa¨re erst recht
der Kozyklus σ 7→ (σ − 1)XY in 〈X2, Y 2〉 ein Korand, was dieser aber nicht
ist.
Vertauschen wir in der Darstellung von U˜ jeweils die Zeilen/Spalten 1↔
6, 2↔ 3, 4↔ 5, so erhalten wir wieder die Darstellung von U˜∗ - dieser Modul
ist also selbstdual.
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Damit ist durch σ 7→ (σ − 1)µν ein nichttrivialer Kozyklus in U :=
〈µ2, ν2, µπ, νπ, π2〉 gegeben, der von der Invarianten π2 in U˜∗ = S2 (〈µ, ν, π〉)
annulliert wird. Da die zweite Potenz von U wegen 〈µ, ν, π〉 ∼= 〈µπ, νπ, π2〉
einen zu U˜∗ isomorphen Untermodul entha¨lt, genu¨gt es also diesmal, blos
zwei Annullatoren von aussen dazu zu addieren. Insgesamt folgt also mit
dem Hauptsatz:
Beispiel 6.7 Fu¨r Charakteristik p=2 ist mit
V ∗ = 〈µ21, ν
2
1 , µ1π1, ν1π1, π
2
1〉
3⊕
i=2
〈µi, νi, πi〉
der Invariantenring K[V ]SL2(K) nicht Cohen-Macaulay, wobei dimV = 11.
Der Kozyklus liegt im Grad 1 im Untermodul 〈µ21, ν
2
1 , µ1π1, ν1π1, π
2
1〉, und ein
phsop an annullierenden Invarianten im Grad 2 (welches keine regula¨re Se-
quenz ist), ist gegeben durch (π21)
2, π22, π
2
3. ✷
Wir u¨berpru¨fen dieses Beispiel wieder mit IsNotCohenMacaulay (Datei
Beispiel-6.07.txt). Hier ist Folgendes zu beachten: Das phsop, das kei-
ne regula¨re Sequenz ist, ist gegeben durch (π21)
2, π22, π
2
3. Da jedoch auch
(π21), π2, π3 invariant ist, wird IsNotCohenMacaulay nun diese Elemente in
sein phsop mit aufnehmen (und die zweiten Potenzen sind damit fu¨rs phsop
blockiert). Eine Mo¨glichkeit, dies zu umgehen, wa¨re den Parameter mdp (den
ich urspru¨nglich aufgrund dieses Beispiels eingefu¨hrt hatte) von IsNotCohen-
Macaulay auf 2 zu setzen, damit gegebenenfalls erst das phsop ab Grad 2
gesucht wird. Allerdings ist dies nicht no¨tig: Nach Lemma 2.30 ist na¨mlich
auch das phsop in erster Potenz keine regula¨re Sequenz (was von IsNotCo-
henMacaulay erkannt wird, sofern es das phsop findet - und das tut es). Es
ist hier nicht von vorneherein klar, wir groß man nun dmax setzen muss, denn
die im Hauptsatz gegebene Relation war ja fu¨r das phsop im Grad 2 nicht-
trivial, jedoch zeigt sich, dass auch hier Grad 7 = 1 + 2 + 2 + 2 genu¨gt.
Der entsprechende Koeffizient der Hilbertreihe wird dann zu 120 gescha¨tzt,
wa¨hrend er nur 119 ist.
6.2.4 Verheftung an Invarianten
Anstatt beno¨tigte Untermoduln einfach als direkte Summanden dazu zu
nehmen, kann man sie auch durch verheften (siehe Abschnitt 2.2.5) hinzu-
nehmen. Dabei muss man jedoch aufpassen, dass man die phsop-Eigenschaft
der annullierenden Invarianten nicht zersto¨rt (wenn man zwei annullieren-
de Invarianten durch Verheften zu einer verschmilzt, hat man offenbar eine
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weniger!) bzw. dass nichttriviale Kozyklen dies auch nach der Verheftung
bleiben. Wir geben ein Beispiel fu¨r dieses Verfahren:
Wir starten mit dem 13-dimensionalen Modul
V ∗ = 〈µ, ν, π〉 ⊕ 〈X ⊗X, ..., Y ⊗ Y 〉
3⊕
i=1
〈Xi, Yi〉
mit K[V ]SL2(K) nicht Cohen-Macaulay; der nichttriviale Kozyklus liegt dabei
im ersten Summanden, und die drei Annullatoren sind gegeben durch X⊗Y +
Y ⊗X,X1Y2 +X2Y1, X2Y3 +X3Y2. Die Invariante π des ersten Summanden
wird jedoch nicht zur Annullation beno¨tigt. Wir ko¨nnen daher die ersten
beiden Summanden an ihren Invarianten (genauer: an dem von den Invarian-
ten erzeugten eindimensionalen Untermoduln) zu einem einzigen Modul ver-
heften. Die Verheftung der beiden Darstellungen
σ 7→

 d2 c2 0b2 a2 0
bd ac 1

 bzw.


a2 b2 ab 0
c2 d2 cd 0
0 0 1 0
ac bd bc 1


(siehe Tabelle 1 bzw. (22) auf S. 61) an der gemeinsamen Invarianten fu¨hrt
dann zu einem Modul U mit der Darstellung
σ 7→


d2 c2 0 0 0 0
b2 a2 0 0 0 0
0 0 a2 b2 ab 0
0 0 c2 d2 cd 0
0 0 0 0 1 0
bd ac ac bd bc 1

 .
Um zu sehen, dass der Kozyklus nichttrivial bleibt, erweitern wir U mit Hilfe
des Kozyklus (siehe (23) auf S. 62) zu U˜ mit der Darstellung
σ 7→


d2 c2 0 0 0 0 cd
b2 a2 0 0 0 0 ab
0 0 a2 b2 ab 0 0
0 0 c2 d2 cd 0 0
0 0 0 0 1 0 0
bd ac ac bd bc 1 bc
0 0 0 0 0 0 1


.
Dass dieser Kozyklus nichttrivial ist, sehen wir wieder sofort durch Betrach-
tung der ersten beiden Zeilen, denn bereits σ 7→ (σ − 1)XY ist nichttrivial
in 〈X2, Y 2〉. Wir erhalten also
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Beispiel 6.8 Fu¨r Charakteristik p=2 ist mit
V ∗ = U
3⊕
i=1
〈Xi, Yi〉
der Invariantenring K[V ]SL2(K) nicht Cohen-Macaulay, wobei dimV = 12.
Dabei ist U die Verheftung von 〈µ, ν, π〉 und 〈X⊗X, ..., Y ⊗Y 〉 an den Invari-
anten π bzw. X⊗Y +Y ⊗X. Der Kozyklus liegt im Grad 1 im Untermodul U ,
und dort liegt auch eine der annullierenden Invarianten. Zwei weitere annul-
lierende Invarianten im Grad 2 sind gegeben durch X1Y2+X2Y1, X2Y3+X3Y2.
✷
Gegenu¨ber dem Ausgangsmodul haben wir also eine Dimension gespart.
Aufgrund des phsop in den Graden 1, 2, 2 muss man dmax:=1+1+2+2=6 fu¨r
IsNotCohenMacaulay setzen (Datei Beispiel-6.08.txt). Im Grad 6 werden
dann 137 Invarianten erwartet, wa¨hrend es nur 136 sind.
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Wir beginnen wieder damit, dass wir den nach Satz 5.1 gegebenen Modul
mit nichttrivialem Kozyklus explizit berechnen. Wir verwenden die dortige
Notation bis auf X := X1 und Y := X2. Dann ist
V := S3(〈X, Y 〉) = 〈X3, Y 3, X2Y,XY 2〉
und W := 〈X3, Y 3〉.
Als erstes berechnen wir die Darstellung auf V . Mit σ =
(
a b
c d
)
ist
σ ·X3 = (aX + cY )3 = a3X3 + c3Y 3
∼= (a3, c3, 0, 0)T
σ · Y 3 = (bX + dY )3 = b3X3 + d3Y 3
∼= (b3, d3, 0, 0)T
σ ·X2Y = (aX + cY )2(bX + dY ) = (a2X2 + c2Y 2 − acXY )(bX + dY )
= (a2bX3 + c2dY 3 + a(ad− bc)X2Y − c(ad− bc)XY 2)
∼= (a2b, c2d, a,−c)T
σ ·XY 2 = (aX + cY )(bX + dY )2 = (aX + cY )(b2X2 + d2Y 2 − bdXY )
= (ab2X3 + cd2Y 3 − b(ad − bc)X2Y + d(ad− bc)XY 2)
∼= (ab2, cd2,−b, d)T ,
(24)
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so dass die Darstellung auf V gegeben ist durch
σ 7→ Aσ =


a3 b3 a2b ab2
c3 d3 c2d cd2
0 0 a −b
0 0 −c d

 .
Die linke obere Teilmatrix beschreibt dabei die Darstellung aufW , die rechte
untere Teilmatrix die auf V/W . Durch auswerten an(
a b
c d
)−1
=
(
d −b
−c a
)
und transponieren erhalten wir fu¨r (V/W )∗ die Darstellung σ 7→
(
d c
b a
)
,
was die Darstellung von 〈Y,X〉 ist. Damit haben wir also (V/W )∗ ∼= 〈X, Y 〉,
und fu¨r den Modul mit dem Kozyklus U nach Satz 5.1 gilt dann mit Satz
2.11
U = HomK(V,W )0 ∼= W ⊗ (V/W )
∗ = 〈X3, Y 3〉 ⊗ 〈X, Y 〉.
Da wir das Tensorprodukt als Untermodul der zweiten Potenz der direk-
ten Summe wiederfinden, also spa¨ter U durch 〈X3, Y 3〉 ⊕ 〈X, Y 〉 ersetzen
ko¨nnen, erhalten wir so einen Kozyklus in Grad 2 - leider hat die Summe
hier jedoch dieselbe Dimension wie das Tensorprodukt, na¨mlich 4. Dies fu¨hrt
hier also nur zu einer Strukturvereinfachung und noch nicht zu einer niedri-
geren Dimension. Wir berechnen nun die Darstellungen von U und U˜ . Dazu
identifizieren wir
U := HomK(V,W )0 = {f ∈ HomK(V,W ) : f |W = 0}
mit Darstellungsmatrizen der Form(
0 0 x1 x2
0 0 x3 x4
)
.
Die entsprechende Operation hierauf ist dann gegeben durch
σ ·
(
0 0 x1 x2
0 0 x3 x4
)
=
(
a3 b3
c3 d3
)(
0 0 x1 x2
0 0 x3 x4
)
Aσ−1 .
Von Aσ−1 ist hierfu¨r nur der rechte untere Block interessant, so dass wir
letztendlich die Operation
σ ·
(
x1 x2
x3 x4
)
=
(
a3 b3
c3 d3
)(
x1 x2
x3 x4
)(
d b
c a
)
=
(
a3 b3
c3 d3
)(
x1 x2
x3 x4
)(
d c
b a
)T
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erhalten. Wir haben also nach Lemma 2.9 eine Darstellung von 〈X3, Y 3〉 ⊗
〈Y,X〉, wobei die Koordinaten (x1, x2, x3, x4)
T zu x1X
3 ⊗ Y + x2X
3 ⊗X +
x3Y
3 ⊗ Y + x4Y
3 ⊗ X geho¨ren. Bezu¨glich dieser Koordinaten hat dann je-
denfalls U nach Lemma 2.12 die Darstellung
σ 7→
(
a3 b3
c3 d3
)
⊗
(
d c
b a
)
=


a3d a3c b3d b3c
a3b a4 b4 ab3
c3d c4 d4 cd3
bc3 ac3 bd3 ad3

 . (25)
Dies ist auch die Darstellungsmatrix des Untermoduls 〈X3Y,X4, Y 4, XY 3〉
von S4(〈X, Y 〉), wie man anhand des durch X3 ⊗ Y 7→ X3Y, X3 ⊗ X 7→
X4, Y 3 ⊗ Y 7→ Y 4, Y 3 ⊗X 7→ XY 3 gegebenen Isomorphismus erkennt.
Wir beno¨tigen noch die Darstellung des Kozyklus, die wir gema¨ß Satz 5.1
aus
σ ·
(
1 0 0 0
0 1 0 0
)
=
(
a3 b3
c3 d3
)(
1 0 0 0
0 1 0 0
)
Aσ−1
=
(
a3 b3 0 0
c3 d3 0 0
)
d3 −b3 −bd2 b2d
−c3 a3 ac2 −a2c
0 0 d b
0 0 c a


=
(
1 0 ab3c2 − a3bd2 a3b2d− a2b3c
0 1 ac2d3 − bc3d2 b2c3d− a2cd3
)
=
(
1 0 −ab(ad + bc) a2b2
0 1 c2d2 −cd(ad+ bc)
)
zu
gσ ∼= (−ab(ad + bc), a
2b2, c2d2,−cd(ad+ bc))T
erhalten. Fu¨r die Darstellung auf U˜ erhalten wir damit
σ 7→


a3d a3c b3d b3c −ab(ad + bc)
a3b a4 b4 ab3 a2b2
c3d c4 d4 cd3 c2d2
bc3 ac3 bd3 ad3 −cd(ad+ bc)
0 0 0 0 1

 . (26)
Um diesen Kozyklus in 〈X3Y,X4, Y 4, XY 3〉 zu interpretieren, berechnen wir
in S4(〈X, Y 〉)
σ ·X2Y 2 = (aX + cY )2(bX + dY )2
= (a2X2 + c2Y 2 − acXY )(b2X2 + d2Y 2 − bdXY )
= −(ab2c+ a2bd)X3Y + a2b2X4 + c2d2Y 4+
−(acd2 + bc2d)XY 3 + (a2d2 + b2c2 − 2abcd)X2Y 2
= −ab(ad + bc)X3Y + a2b2X4 + c2d2Y 4 − cd(ad+ bc)XY 3 +X2Y 2.
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Der Kozyklus entspricht also σ 7→ (σ − 1)X2Y 2.
Zusammenfassung 6.9 Der Untermodul U := 〈X4, X3Y,XY 3, Y 4〉 von
U˜ = 〈X4, X3Y,X2Y 2, XY 3, Y 4〉 = S4 (〈X, Y 〉) hat einen nichttrivialen Ko-
zyklus, der durch gσ := (σ − 1)X
2Y 2 gegeben ist. Es ist
U ∼= 〈X3, Y 3〉 ⊗ 〈X, Y 〉 ≤ S2
(
〈X3, Y 3〉 ⊕ 〈X, Y 〉
)
.
U ist selbstdual, da es die Faktoren 〈X3, Y 3〉 und 〈X, Y 〉 des Tensorprodukts
sind. Eine Darstellung von U˜ ist gegeben durch (26).
Nach Satz 4.9 ist dann also mit
V ∗ := 〈X4, X3Y,XY 3, Y 4〉 ⊕3i=1 U˜
∗
bzw. V ∗ := 〈X3, Y 3〉 ⊕ 〈X, Y 〉 ⊕3i=1 U˜
∗
K[V ]SL2(K) nicht Cohen-Macaulay, wobei der Kozyklus im Grad 1 bzw. 2
liegt und die Invarianten beide Male im Grad 1. Die Dimension ist ebenfalls
in beiden Fa¨llen gleich 19. Dies alles stellt bis jetzt blos das Beispiel aus Satz
6.1 in expliziter Form dar. Wir testen wieder mit IsNotCohenMacaulay (Da-
tei Beispiel-6.09.txt). Im Fall der Kozyklen im Grad 1 (dmax:=4) gibt
es keine große U¨berraschung - im Grad 4 werden 60 Invarianten gescha¨tzt,
wa¨hrend es nur 59 sind. Bei dem Beispiel mit Kozyklus im Grad 2 (also
dmax:=5 nach (17), S. 48) werden im Grad 5 dagegen 102 (Basis-)Invarianten
gescha¨tzt, aber es sind nur 98! Es muss hier also weitere Relationen geben.
Fu¨r dieses Beispiel beno¨tigt IsNotCohenMacaulay u¨brigens bereits gut eine
viertel Stunde.
Wir wollen nun die Dimension weiter reduzieren, indem wir U˜∗ in einer zwei-
ten Potenz suchen. Zuna¨chst berechnen wir die Darstellung von U˜∗, indem
wir (26) invertieren (an der Stelle
(
d −b
−c a
)
auswerten) und transponieren
zu
σ 7→


ad3 −bd3 −ac3 bc3 0
−cd3 d4 c4 −c3d 0
−ab3 b4 a4 −a3b 0
b3c −b3d −a3c a3d 0
bd(ad+ bc) b2d2 a2c2 ac(ad+ bc) 1

 . (27)
Als na¨chste betrachten wir den Modul M := 〈X2, Y 2, XY 〉. Dieser hat nach
Tabelle 1 die Darstellung
σ 7→

 a2 b2 abc2 d2 cd
−ac −bd ad+ bc

 .
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Die Darstellung des Duals ist damit gegeben durch
σ 7→

 d2 c2 cdb2 a2 ab
−bd −ac ad+ bc

 .
Durch Vertauschen der ersten beiden Zeilen und Spalten erha¨lt man wieder
die Darstellung von M , so dass dieser Modul selbstdual ist. Wir berechnen
nun
S2 (M) = 〈(XY )Y 2,−(Y 2)2,−(X2)2, (XY )X2, X2Y 2 − (XY )2, (XY )2〉
bezu¨glich der angedeuteten Basis (man unterscheide hier (XY )2 und X2Y 2!).
Wir erhalten
σ · (XY )Y 2 = (abX2 + cdY 2 + (ad+ bc)XY )(b2X2 + d2Y 2 − bdXY )
= (XY )Y 2(ad3 + bcd2 − bcd2)− (Y 2)2(−cd3)− (X2)2(−ab3)+
+(XY )X2(ab2d+ b3c− ab2d) + (X2Y 2)(abd2 + b2cd)+
−(XY )2(abd2 + b2cd)
∼= (ad3,−cd3,−ab3, b3c, bd(ad+ bc), 0)T
σ · −(Y 2)2 = −(b2X2 + d2Y 2 − bdXY )2
= (XY )Y 2(−bd3)− (Y 2)2(d4)− (X2)2(b4) + (XY )X2(−b3d)+
+X2Y 2(b2d2)− (XY )2(b2d2)
∼= (−bd3, d4, b4,−b3d, b2d2, 0)T
σ · −(X2)2 = −(a2X2 + c2Y 2 − acXY )2
= (XY )Y 2(−ac3)− (Y 2)2(c4)− (X2)2(a4) + (XY )X2(−a3c)+
+X2Y 2(a2c2)− (XY )2(a2c2)
∼= (−ac3, c4, a4,−a3c, a2c2, 0)T
σ · (XY )X2 = (abX2 + cdY 2 + (ad+ bc)XY )(a2X2 + c2Y 2 − acXY )
= (XY )Y 2(ac2d+ bc3 − ac2d)− (Y 2)2(−c3d)− (X2)2(−a3b)+
+(XY )X2(a3d+ a2bc− a2bc) + (X2Y 2)(abc2 + a2cd)+
−(XY )2(a2cd+ abc2)
∼= (bc3,−c3d,−a3b, a3d, ac(ad+ bc), 0)T
σ · (X2Y 2 − (XY )2) = (a2X2 + c2Y 2 − acXY )(b2X2 + d2Y 2 − bdXY )+
−(abX2 + cdY 2 + (ad+ bc)XY )2
= (X2)2(a2b2 − (ab)2) + (Y 2)2(c2d2 − (cd)2)+
+(XY )2(4abcd− (ad+ bc)2)+
+X2Y 2(a2d2 + b2c2 − 2abcd)
+(XY )X2(−a2bd− ab2c+ a2bd+ ab2c)+
+(XY )Y 2(−acd2 − bc2d+ acd2 + bc2d)+
∼= (0, 0, 0, 0, 1, 0)T
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σ · (XY )2 = (abX2 + cdY 2 + (ad+ bc)XY )2
= (XY )Y 2(−cd(ad+ bc))− (Y 2)2(−c2d2)− (X2)2(−a2b2)+
+(XY )X2(−ab(ad + bc))+
+(X2Y 2 − (XY )2)(−abcd) + (XY )2((ad+ bc)2 − 4abcd)
∼= (−cd(ad+ bc),−c2d2,−a2b2,−ab(ad + bc),−abcd, 1)T .
Eine Darstellung auf S2(M) ist damit gegeben durch
σ 7→


ad3 −bd3 −ac3 bc3 0 −cd(ad+ bc)
−cd3 d4 c4 −c3d 0 −c2d2
−ab3 b4 a4 −a3b 0 −a2b2
b3c −b3d −a3c a3d 0 −ab(ad + bc)
bd(ad+ bc) b2d2 a2c2 ac(ad+ bc) 1 −abcd
0 0 0 0 0 1

 . (28)
Durch Vergleich mit (27) erkennen wir U˜∗ als Untermodul von S2(〈X2, Y 2, XY 〉).
Außerdem ist mit der letzten Spalte ein neuer Kozyklus entstanden. Er ist nicht-
trivial, wie man durch betrachten der ersten vier Zeilen sieht: Vertauscht man
na¨mlich in (26) (mit nichttrivialen Kozyklus) die Zeilen/Spalten 1↔ 4, 2↔ 3 und
multipliziert dann die Zeilen/Spalten 2, 3 mit −1, so erha¨lt man dieselben vier Zei-
len wie hier - und da dort der Kozyklus nichttrivial ist, muss er es auch hier sein.
Aufgrund der hohen Dimension dieses Moduls wird dies jedoch hier nicht weiter
verfolgt.
U¨brigens ist S2(M) selbstdual. Denn vertauscht man in der invertierten und trans-
ponierten Darstellungsmatrix die Zeilen/Spalten 1 ↔ 4, 2 ↔ 3, 5 ↔ 6 und Multi-
pliziert die Zeilen/Spalten 2, 3 mit −1, so erha¨lt man wieder die Ausgangsmatrix.
Man kann die ganze Rechnung auch fu¨r allgemeines p durchfu¨hren: Dabei ist stets
X2Y 2 − (XY )2 eine Invariante. Fu¨r p 6= 3 ist der zugeho¨rige Kozyklus jedoch
trivial. Rechts unten in der obigen Matrix steht dann außerdem keine 1 mehr, so
dass auch kein neuer Kozyklus entsteht.
Nach all diesen negativ-Berichten nun aber zuru¨ck zu unserem positiven Er-
gebnis - wir haben den Modul U˜∗ mit der annullierenden Invariante in der
zweiten Potenz von 〈X2, Y 2, XY 〉 wiedergefunden! Damit ko¨nnen wir das
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vielleicht interessanteste Resultat dieser Arbeit formulieren:
Beispiel 6.10 (phsop und Kozyklus im Grad 2) Fu¨r Charakteristik p =
3 ist mit
V ∗ := 〈X, Y 〉 ⊕ 〈X3, Y 3〉 ⊕3i=1 〈X
2, Y 2, XY 〉 (∼= V )
der Invariantenring K[V ]SL2(K) nicht Cohen-Macaulay, wobei dimV = 13.
Da alle Summanden selbstdual sind, ist auch V = V ∗ selbstdual. Der nicht-
triviale Kozyklus liegt im Grad 2 im zum Tensorprodukt isomorphen Unter-
modul von S2 (〈X, Y 〉 ⊕ 〈X3, Y 3〉). Das annullierende phsop liegt ebenfalls im
Grad 2 und ist durch die drei Kopien der X2Y 2 − (XY )2 gegeben. ✷
Wenn wir dieses Beispiel mit IsNotCohenMacaulay untersuchen wollen (Da-
tei Beispiel-6.10.txt), mu¨ssen wir bereits dmax:=8=2+2+2+2 setzen, denn
nun liegen sowohl phsop als auch Kozyklus in Grad 2. Ohne den beschleunig-
ten Algorithmus zur Berechnung der Invarianten ist es vo¨llig undenkbar, hier
in akzeptabler Zeit ein Ergebnis zu erhalten - denn selbst der beschleunigte
Algorithmus (der bei den bisherigen Beispielen bis zu 500 mal schneller war)
beno¨tigt hier gut eineinhalb Stunden! Als weitere Beschleunigungsmaßnah-
me wurde u¨brigens der Parameter maxdp:=2 gesetzt, d.h. ein phsop wird blos
bis zum Grad 2 gesucht (die Berechnung der Dimensionen geschieht na¨mlich
u¨ber Gro¨bner-Basen und ist bei diesem großen Beispiel ebenfalls recht lang-
sam). Im Grad 8 werden dann 366 Invarianten gescha¨tzt, wa¨hrend es nur 362
sind - also gibt es wieder mehrere Relationen.
6.4 Beispiele fu¨r GL2(K)
In diesem Abschnitt wollen wir die Beispiele fu¨r SL2(K) so modifizieren,
dass daraus Beispiele fu¨r GL2(K) werden. Zuna¨chst wollen wir nochmal dar-
an erinnern, dass die Elemente der algebraischen Gruppe GL2(K) (vorerst
char K = p beliebig) gegeben sind durch σ =
(
a b
c d
)
e
mit (ad− bc)e = 1.
Das Inverse ist dann gegeben durch
(
a b
c d
)−1
e
=
(
ed −eb
−ec ea
)
ad−bc
. Wir
definieren den eindimensionalen Modul 〈E〉 durch die Operation, die durch
Multiplikation mit der Inversen der Determinanten gegeben ist, also(
a b
c d
)
e
· E := e · E =
1
ad− bc
E.
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Beim Versuch der U¨bertragung von Beispielen fu¨r SL2(K) auf GL2(K)
kommt es oft vor, dass bei der Berechnung der Darstellungsmatrix ein Ein-
trag der Form ad− bc (evtl. in ho¨here Potenz) auftaucht. Fu¨r SL2(K) kann
man dies durch 1 ersetzen, und gegebenenfalls erha¨lt man so einen Kozyklus
oder eine Invariante. Als Beispiel betrachte man fu¨r p = 2 die Darstellung
von 〈X2, Y 2, XY 〉 fu¨r SL2(K) und GL2(K) in Tabelle 1. Der Trick, hier
eine 1 zu erzeugen, besteht aus Tensorierung mit 〈E〉. Fu¨r p = 2 hat dann
zum Beispiel
〈X2, Y 2, XY 〉 ⊗ 〈E〉 = 〈X2 ⊗ E, Y 2 ⊗E,XY ⊗ E〉
fu¨r GL2(K) die Darstellung
σ =
(
a b
c d
)
e
7→

 ea2 eb2 eabec2 ed2 ecd
0 0 1

 . (29)
Damit erha¨lt man dann einen Kozyklus in 〈X2, Y 2〉 ⊗ 〈E〉, der nichttrivial
ist, da ja bereits die Beschra¨nkung auf SL2(K) (also e = 1) nichttrivial ist.
Kozyklen im Grad 1 und (zugeho¨rige annullierende Invarianten) werden
fu¨r die uns interessierenden Beispiele jedoch sowieso von Satz 5.1 geliefert,
denn dort war ja auch GL2(K) als Gruppe zugelassen. Wir mu¨ssen uns hier
also nur noch damit bescha¨ftigen, wie die im vorigen Abschnitt gefundenen
Beispiele mit phsop bzw. Kozyklen in ho¨heren Potenzen zu Tensorieren sind,
so dass auch hier wieder die ho¨heren Potenzen Untermoduln der in Satz 5.1
gefundenen Moduln mit Kozyklus bzw. annullierender Invarianten sind. Wir
werden dies im Folgenden lediglich fu¨r die beiden 10 bzw. 13-dimensionalen
Hauptbeispiele in Charakteristik 2 bzw. 3 durchfu¨hren.
6.4.1 Beispiele fu¨r GL2(K) in Charakteristik 2
Wir exerzieren Satz 5.1 fu¨r p = 2 und GL2(K) durch, um den dort verspro-
chenen nichttrivialen Kozyklus zu erhalten: Wir setzen
V := 〈X2, Y 2, XY 〉
mit Darstellung
σ =
(
a b
c d
)
e
7→ Aσ =

 a2 b2 abc2 d2 cd
0 0 ad+ bc


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und Untermodul W := 〈X2, Y 2〉, und U := HomK(V,W )0. Wir berechnen
die Darstellung von U˜ ; Dabei beachten wir, dass wir A−1σ durch auswerten
an
(
ed eb
ec ea
)
ad+bc
erhalten. Damit erhalten wir aus
(
a2 b2
c2 d2
)(
0 0 1
0 0 0
)
Aσ−1
=
(
0 0 a2
0 0 c2
) e2d2 e2b2 e2bde2c2 e2a2 e2ac
0 0 e2ad+ e2bc = e


=
(
0 0 ea2
0 0 ec2
)
∼= (ea2, ec2, 0)T
sowie
(
a2 b2
c2 d2
)(
0 0 0
0 0 1
) e2d2 e2b2 e2bde2c2 e2a2 e2ac
0 0 e


=
(
0 0 b2
0 0 d2
) e2d2 e2b2 e2bde2c2 e2a2 e2ac
0 0 e

 = ( 0 0 eb2
0 0 ed2
)
∼= (eb2, ed2, 0)T
und
(
a2 b2
c2 d2
)(
1 0 0
0 1 0
) e2d2 e2b2 e2bde2c2 e2a2 e2ac
0 0 e


=
(
a2 b2 0
c2 d2 0
) e2d2 e2b2 e2bde2c2 e2a2 e2ac
0 0 e


=
(
1 0 e2a2bd + e2ab2c = e2ab(ad + bc) = eab
0 1 e2bc2d+ e2acd2 = e2cd(ad+ bc) = ecd
)
∼= (eab, ecd, 1)T
fu¨r U˜ die Darstellung (29) von 〈X2⊗E, Y 2⊗E,XY ⊗E〉 - also genau dass,
was wir erwartet haben. Insbesondere ist
U = 〈X2 ⊗ E, Y 2 ⊗ E〉 = 〈X2, Y 2〉 ⊗ 〈E〉.
Wir berechnen die Darstellung des Duals U˜∗, indem wir (29) transponieren
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und an der Stelle
(
ed eb
ec ea
)
ad+bc
auswerten zu
σ 7→

 e2d2(ad+ bc) e2c2(ad+ bc) 0e2b2(ad+ bc) e2a2(ad+ bc) 0
e2bd(ad+ bc) e2ac(ad+ bc) 1

 =

 ed2 ec2 0eb2 ea2 0
ebd eac 1 = e(ad+ bc)

 .
Fu¨r SL2(K) hatten wir U˜
∗ in der zweiten Potenz von 〈X, Y 〉⊕〈X, Y 〉 wieder-
gefunden. Da in obiger Darstellung e jeweils nur in erster Potenz vorkommt,
liegt es nahe, einen der beiden Summanden mit 〈E〉 zu tensorieren. In Glei-
chung (6) auf S. 17 haben wir die Darstellung von 〈X, Y 〉 ⊗ 〈X, Y 〉 bzgl. der
Basis
B = (X ⊗X, Y ⊗ Y,X ⊗ Y + Y ⊗X, Y ⊗X)
berechnet. Wir tensorieren diese Darstellung nochmals mit 〈E〉 und erhalten
nach Lemma 2.12 die Darstellung
σ 7→


ea2 eb2 0 eab
ec2 ed2 0 ecd
eac ebd e(ad+ bc) = 1 ebc
0 0 0 e(ad+ bc) = 1

 .
Nach Lemma 2.13 ist dies auch die Darstellung von 〈X, Y 〉 ⊗ (〈X, Y 〉 ⊗ 〈E〉)
bzgl. der Basis
(X ⊗ (X ⊗ E), Y ⊗ (Y ⊗ E), X ⊗ (Y ⊗ E) + Y ⊗ (X ⊗ E), Y ⊗ (X ⊗ E)) .
Wir finden also U˜∗ (nach Vertauschen der ersten beiden Zeilen/Spalten) in
der zweiten Potenz von 〈X, Y 〉 ⊕ (〈X, Y 〉 ⊗ 〈E〉) wieder, wobei die annullie-
rende Invariante gegeben ist durch X(Y ⊗ E) + Y (X ⊗ E). Wir bemerken
noch, dass 〈X ⊗E, Y ⊗E〉 isomorph ist zum Dual 〈X∗, Y ∗〉 des natu¨rlichen
Moduls, mit Darstellung σ 7→
(
ed ec
eb ea
)
- man hat also die Entsprechun-
gen X ⊗ E ∼= Y ∗, Y ⊗E ∼= X∗. Damit haben wir also das Hauptresultat fu¨r
p = 2 und GL2(K) :
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Beispiel 6.11 Fu¨r p = 2 und die Gruppe GL2(K) ist mit
V ∗ =
(
〈X2, Y 2〉 ⊗ 〈E〉
) 2⊕
i=1
(〈Xi, Yi〉 ⊕ 〈X
∗
i , Y
∗
i 〉)
∼=
(
〈X2, Y 2〉 ⊗ 〈E〉
) 2⊕
i=1
(〈Xi, Yi〉 ⊕ (〈Xi, Yi〉 ⊗E))
der Invariantenring K[V ]GL2(K) nicht Cohen-Macaulay, wobei dimV = 10.
Der Kozyklus liegt im Grad 1 im ersten Summanden, ein annullierendes
phsop im Grad 2 ist etwa gegeben durch X1X
∗
1 +Y1Y
∗
1 , X2X
∗
2 +Y2Y
∗
2 , X1X
∗
2 +
Y1Y
∗
2 . Die Summanden 〈Xi, Yi〉 ⊕ 〈X
∗
i , Y
∗
i 〉 sind selbstdual. ✷
Anstatt mit 〈E〉 zu tensorieren, kann man auch einfach 〈E〉 hinreichend
oft addieren - dann liegen der Kozyklus bzw. das phsop noch einen Grad
ho¨her. Allerdings bringt die Addition natu¨rlich eine unerwu¨nschte Dimen-
sionserho¨hung mit sich. Insbesondere muss man 〈E〉 so oft addieren, dass
sich noch ein phsop ergibt. Bei dem Kozyklus ist dies dagegen nicht kritisch,
es kann hier durchaus ein Summand 〈E〉 verwendet werden, der auch schon
fu¨r eine Invariante verwendet wurde. Man kann also z.B.
V ∗ := 〈X2, Y 2〉
4⊕
i=1
〈Xi, Yi〉
3⊕
i=1
〈Ei〉
setzen. Jedes Element im phsop bekommt hier ein Ei (deshalb braucht man
drei Summanden), und ein Ei la¨sst sich fu¨r den Kozyklus im Grad 2 recyclen.
Also
Beispiel 6.12 Mit
V ∗ := 〈X2, Y 2〉
4⊕
i=1
〈Xi, Yi〉
3⊕
i=1
〈Ei〉
ist K[V ]GL2(K) nicht Cohen-Macaulay, dimV = 13. Ein Kozyklus im Grad
2 liegt etwa in S2 (〈X2, Y 2〉 ⊕ 〈E1〉), und ein phsop an annullierenden In-
varianten im Grad 3 (welches keine regula¨re Sequenz ist), ist gegeben durch
XiYjEk +XjYiEk mit (i, j, k) ∈ {(1, 2, 1), (2, 3, 2), (3, 4, 3)}. ✷
Man kann hier auch noch weiter kombinieren, etwa
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Beispiel 6.13 Mit
V ∗ := 〈X2, Y 2〉
3⊕
i=1
〈Xi, Yi〉
⊕
(〈X4, Y4〉 ⊗ 〈E〉)
⊕
〈E〉
ist K[V ]GL2(K) nicht Cohen-Macaulay, dim V = 11. Hier liegt der Kozyklus
im Grad 2 (in S2 (〈X2, Y 2〉 ⊕ 〈E〉), und ein phsop in den Graden 2, 2, 3 ist
gegeben durch X1(Y4⊗E) + Y1(X4⊗E), X2(Y4⊗E) + Y2(X4⊗E), X2Y3E +
X3Y2E. ✷
Wir kommen zum Test dieser Beispiele mit IsNotCohenMacaulay (zusammen-
gefasst in Datei Beispiel-6.11-13.txt). Im ersten Beispiel gibt es keine
große U¨berraschung - man muss dmax:=7 setzen, und es wird sich dann um
eine Invariante (17 statt 16 in Grad 7) verscha¨tzt. Im zweiten Beispiel mu¨sste
man dmax:=2+3+3+3=11 setzen - zuviel fu¨r meine Geduld. Bei dem dritten
Beispiel hat man dmax:=2+2+2+3=9 zu setzen - auch hier wird sich im Grad
9 um eine Invariante verscha¨tzt (70 statt 69).
6.4.2 Beispiele fu¨r GL2(K) in Charakteristik 3
Auch fu¨r p = 3 wollen wir die Beispiele fu¨r SL2(K) u¨bertragen. Die Ver-
allgemeinerung des Moduls mit dem Kozyklus U liefert wieder Satz 5.1, der
auch fu¨r GL2(K) gilt. Der Vollsta¨ndigkeit halber sind hier nochmals alle
Rechnungen so weit no¨tig ausgefu¨hrt, auch wenn sie mit denen fu¨r SL2(K)
fast identisch sind. In den meisten Fa¨llen genu¨gt es, die Darstellungsmatri-
zen fu¨r die Gruppe SL2(K) mit geeigneten Potenzen von e zu multiplizieren.
Wir gehen jedoch systematisch vor und exerzieren zuna¨chst wieder Satz 5.1
durch:
V := S3(〈X, Y 〉) = 〈X3, Y 3, X2Y,XY 2〉
und W := 〈X3, Y 3〉.
Als erstes beno¨tigen wir die Darstellung auf V . In (24) auf S. 67 haben wir
bei der Berechnung der Darstellung fu¨r die Gruppe SL2(K) jeweils erst in
der dritten Zeile jeder Gleichung von der Eigenschaft ad− bc = 1 Gebrauch
gemacht. Die Betrachtung der zweiten Zeilen liefert fu¨r die Darstellung auf
V
σ 7→ Aσ =


a3 b3 a2b ab2
c3 d3 c2d cd2
0 0 a(ad− bc) −b(ad − bc)
0 0 −c(ad − bc) d(ad− bc)

 .
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Die linke obere Teilmatrix beschreibt dabei die Darstellung aufW , die rechte
untere Teilmatrix die auf V/W . Durch Auswerten an(
a b
c d
)−1
e
=
(
ed −eb
−ec ea
)
ad−bc
und transponieren erhalten wir fu¨r (V/W )∗ die Darstellung
σ 7→
(
ed(e2ad− e2bc) ec(e2ad− e2bc)
eb(e2ad− e2bc) ea(e2ad− e2bc)
)
=
(
e2d e2c
e2b e2a
)
, (30)
was die Darstellung von 〈Y,X〉 ⊗ 〈E2〉 ist (wobei 〈E2〉 := S2 (〈E〉)). Da-
mit haben wir also (V/W )∗ ∼= 〈X, Y 〉 ⊗ 〈E2〉, und fu¨r den Modul mit dem
Kozyklus U nach Satz 5.1 gilt dann mit Satz 2.11
U = HomK(V,W )0 ∼= W ⊗ (V/W )
∗ = 〈X3, Y 3〉 ⊗
(
〈X, Y 〉 ⊗ 〈E2〉
)
.
Dieses Tensorprodukt werden wir wieder durch die direkte Summe ersetzen,
so dass wir wieder einen Kozyklus im Grad 2 erhalten. Den Faktor 〈E2〉
ko¨nnen wir dabei auch auf die andere Seite bringen, symmetrisch aufspalten
(also beide Seiten mit 〈E〉 tensorieren) oder auch als zusa¨tzlichen direkten
Summand dazu nehmen. Dies liefert dann einen Kozyklus im Grad 3 oder
4 (falls man nur 〈E〉 addiert statt 〈E2〉), aber natu¨rlich auch eine ho¨here
Dimension.
Wir berechnen nun die Darstellungen von U und U˜ . Dazu identifizieren
wir
U := HomK(V,W )0 = {f ∈ HomK(V,W ) : f |W = 0}
wieder mit Darstellungsmatrizen der Form(
0 0 x1 x2
0 0 x3 x4
)
.
Die entsprechende Operation hierauf ist dann gegeben durch
σ ·
(
0 0 x1 x2
0 0 x3 x4
)
=
(
a3 b3
c3 d3
)(
0 0 x1 x2
0 0 x3 x4
)
Aσ−1 .
Von Aσ−1 ist hierfu¨r nur der rechte untere Block interessant (und das trans-
ponierte dieses Blocks haben wir in (30) berechnet), so dass wir letztendlich
die Operation
σ ·
(
x1 x2
x3 x4
)
=
(
a3 b3
c3 d3
)(
x1 x2
x3 x4
)(
e2d e2c
e2b e2a
)T
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erhalten. Wir haben also nach Lemma 2.9 eine Darstellung von 〈X3, Y 3〉 ⊗
(〈Y,X〉 ⊗ 〈E2〉). Nach Lemma 2.12 erhalten wir also die folgende Darstellung
bezu¨glich der Koordinaten x1, x2, x3, x4, die wir einfach durch Multiplikation
der Darstellung (25) (S. 69) der Gruppe SL2(K) mit e
2 erhalten:
σ 7→
(
a3 b3
c3 d3
)
⊗
(
e2d e2c
e2b e2a
)
=


e2a3d e2a3c e2b3d e2b3c
e2a3b e2a4 e2b4 e2ab3
e2c3d e2c4 e2d4 e2cd3
e2bc3 e2ac3 e2bd3 e2ad3

 .
Nun berechnen wir den Kozyklus:
σ ·
(
1 0 0 0
0 1 0 0
)
=
(
a3 b3
c3 d3
)(
1 0 0 0
0 1 0 0
)
Aσ−1
=
(
a3 b3 0 0
c3 d3 0 0
)
e3d3 −e3b3 −e3bd2 e3b2d
−e3c3 e3a3 e3ac2 −e3a2c
0 0 e2d e2b
0 0 e2c e2a


=
(
1 0 e3 (ab3c2 − a3bd2) e3 (a3b2d− a2b3c)
0 1 e3 (ac2d3 − bc3d2) e3 (b2c3d− a2cd3)
)
=
(
1 0 −e2ab(ad + bc) e2a2b2
0 1 e2c2d2 −e2cd(ad+ bc)
)
Dies liefert schließlich die folgende Darstellung auf U˜ :
σ 7→


e2a3d e2a3c e2b3d e2b3c −e2ab(ad+ bc)
e2a3b e2a4 e2b4 e2ab3 e2a2b2
e2c3d e2c4 e2d4 e2cd3 e2c2d2
e2bc3 e2ac3 e2bd3 e2ad3 −e2cd(ad+ bc)
0 0 0 0 1

 .
Damit hat U˜∗ die Darstellung (transponieren und auswerten an der Stelle
σ−1 =
(
ed −eb
−ec ea
)
ad−bc
)
σ 7→


e2ad3 −e2bd3 −e2ac3 e2bc3 0
−e2cd3 e2d4 e2c4 −e2c3d 0
−e2ab3 e2b4 e2a4 −e2a3b 0
e2b3c −e2b3d −e2a3c e2a3d 0
e2bd(ad+ bc) e2b2d2 e2a2c2 e2ac(ad+ bc) 1

 .
Fu¨r SL2(K) haben wir U˜
∗ in zweiter Potenz von 〈X2, Y 2, XY 〉 wiedergefun-
den. Da hier nun der Faktor e2 auftaucht, versuchen wir die zweite Potenz
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von M := 〈X2, Y 2, XY 〉 ⊗ 〈E〉, und zwar berechnen wie die Darstellung von
S2(M) bezu¨glich derselben Basis wie fu¨r SL2(K) (nur tensoriert mit E).
Wir inspizieren die Berechnung der Darstellung von S2(M) auf Seite 71. Bei
der Berechnung der Operation auf den ersten vier Basisvektoren haben wir
die Eigenschaft ad − bc = 1 gar nicht benutzt - die ersten vier Spalten der
Darstellungsmatrix (28) ko¨nnen wir also einfach mit e2 multipliziert u¨ber-
nehmen. Bei der Berechnung von σ·(X2Y 2−(XY )2) tritt der Faktor (ad−bc)2
auf. Nach Multiplikation mit e2 wird dieser wieder zu 1. Die Darstellung auf
S2(M) ist also gegeben durch
σ 7→


e2ad3 −e2bd3 −e2ac3 e2bc3 0 ∗
−e2cd3 e2d4 e2c4 −e2c3d 0 ∗
−e2ab3 e2b4 e2a4 −e2a3b 0 ∗
e2b3c −e2b3d −e2a3c e2a3d 0 ∗
e2bd(ad+ bc) e2b2d2 e2a2c2 e2ac(ad+ bc) 1 ∗
0 0 0 0 0 ∗

 ,
und wir erkennen U˜∗ als Untermodul von S2(M). Damit erhalten wir das
Hauptresultat fu¨r GL2(K) in Charakteristik 3:
Beispiel 6.14 Fu¨r p = 3 ist mit
V ∗ :=
(
〈X, Y 〉 ⊗ 〈E2〉
)
⊕ 〈X3, Y 3〉
3⊕
i=1
(
〈X2, Y 2, XY 〉 ⊗ 〈E〉
)
der Invariantenring K[V ]GL2(K) nicht Cohen-Macaulay, dimV = 13. Der
Kozyklus liegt im Grad 2 im zum Tensorprodukt isomorphen Untermodul von
S2 ((〈X, Y 〉 ⊗ 〈E2〉)⊕ 〈X3, Y 3〉). Ein annullierendes phsop im Grad 2 ist ge-
geben durch die drei Kopien der (X2 ⊗E)(Y 2 ⊗ E)− (XY ⊗ E)2. ✷
Von IsNotCohenMacaulay (Datei Beispiel-6.14.txt, dmax:=2+2+2+2=8,
maxdp:=2) wird dann im Grad 8 eine Basis aus 220 Invarianten gescha¨tzt,
wa¨hrend es nur 210 sind. An Rechenzeit sollte man etwa eine halbe Stunde
einplanen. U¨berraschenderweise braucht das Beispiel fu¨r SL2(K) deutlich
la¨nger (und auch mehr Speicher).
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6.5 Beispiele fu¨r SO2(K) in Charakteristik 2 und end-
liche Gruppen
Wir besprechen zum Ende noch einige Beispiele fu¨r nicht so interessante,
weil nicht zusammenha¨ngende oder endliche Gruppen. Zuna¨chst zur Gruppe
SO2(K) . Man kann zeigen, dass diese fu¨r p = 3 linear reduktiv ist, dass
es dort also nach Hochster und Roberts keine Beispiele geben kann. Wir
betrachten daher nur den Fall p = 2. Zuna¨chst ist zu beachten, dass die
SO2(K) fu¨r diese Charakteristik anders definiert ist, na¨mlich als die Unter-
gruppe der Elemente aus SL2(K) , fu¨r die das Element XY von 〈X
2, Y 2, XY 〉
invariant ist, also σ · XY = XY . Aus Tabelle 1 (S. 19) folgen damit die
Bedingungen ab = cd = 0. Damit ist SO2(K) also eine lineare algebraische
Gruppe mit den drei Relationen ad − bc − 1 = 0, ab = 0, cd = 0. Falls
a = 0, folgt wegen ad − bc = 1 jedenfalls bc = 1, und damit d = 0, also
σ =
(
0 b
b−1 0
)
. Analog folgt im Falle b = 0 sofort ad = 1 und c = 0, also
σ =
(
a 0
0 a−1
)
. Folglich ist die SO2(K) semidirektes Produkt des Torus
mit der Gruppe Z2. Genauer ist durch
K∗ ⋊ Z2 → SO2(K) : (a, 0) 7→
(
a 0
0 a−1
)
, (a, 1) 7→
(
0 a
a−1 0
)
ein Gruppenisomorphismus gegeben, wobei
(a, 0)(b, 0) = (ab, 0) (a, 1)(b, 0) = (ab−1, 1)
(a, 0)(b, 1) = (ab, 1) (a, 1)(b, 1) = (ab−1, 0).
Ausserdem ist durch
SO2(K)→ Z2 :
(
a b
c d
)
7→ bc (∈ {0, 1})
bzw.
K∗ ⋊ Z2 → Z2 : (a, x) 7→ x
ein Gruppenhomomorphismus gegeben.
Nun ist aber K∗ linear reduktiv, d.h. wenn wir ein nicht Cohen-Macaulay
Beispiel fu¨r die Gruppe SO2(K) angeben, kommt das im wesentlichen von
der (nicht interessanten, da endlichen) Gruppe Z2, und fu¨r diese sind bereits
seit geraumer Zeit Beispiele bekannt. Dennoch wird sich hier ein interessanter
Effekt im Zusammenhang mit dem Hauptsatz zeigen.
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6.5.1 Beispiele fu¨r SO2(K) und Z2
Wir betrachten die Darstellung des Tensorprodukt 〈X ⊗ X, . . . , Y ⊗ Y 〉 in
Gleichung (21) auf Seite 58 und schra¨nken auf SO2(K) ein. Da fu¨r σ =(
a b
c d
)
aus SO2(K) in jedem Fall ab = cd = ac = bd = 0 gilt, erhalten wir
fu¨r die Einschra¨nkung die Darstellung
σ 7→


a2 b2 0 0
c2 d2 0 0
0 0 1 bc
0 0 0 1

 , (31)
und erkennen in der rechten unteren Teilmatrix die Darstellung eines Unter-
moduls, von nun an bezeichnet mit
M1bc := 〈π, τ〉 und Darstellung σ 7→
(
1 bc
0 1
)
.
Der triviale Modul I := 〈π〉 hat also einen nichttrivialen Kozyklus!
Da die linke obere 3 × 3 Teilmatrix von (31) die Einschra¨nkung der Darstellung
von 〈µ, ν, pi〉 auf SO2(K) beschreibt, erkennen wir, dass auch dieser Modul einen
nichttrivialen Kozyklus entha¨lt. Damit ko¨nnen wir schon mal alle Beispiele aus
Abschnitt 6.2.2 (nach Einschra¨nkung auf SO2(K) ) u¨bernehmen, was aber nicht
sonderlich interessant ist.
Ausserdem sehen wir mittels des angegebenen Gruppenhomomorphismus auf
die Z2, dass es sich hier im Wesentlichen um eine Darstellung dieser Gruppe han-
delt.
Da offenbar I˜ =M1bc selbstdual ist (Darstellung des Duals ist σ 7→
(
1 0
bc 1
)
),
erhalten wir nach Korollar 4.9 folgendes Beispiel:
Beispiel 6.15 Fu¨r SO2(K) und p = 2 ist mit
V ∗ := 〈π〉 ⊕3i=1 〈πi, τi〉 (
∼= V )
der Invariantenring K[V ]SO2(K) nicht Cohen-Macaulay, dimV = 7. Der Ko-
zyklus liegt im trivialen Modul im Grad 1, und ein annullierendes phsop ist
gegeben durch π1, π2, π3. ✷
Ferner ist M1bc als Untermodul des Tensorprodukts 〈X ⊗X, . . . , Y ⊗ Y 〉
auch Untermodul von S2(〈X, Y 〉), und wir erhalten
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Beispiel 6.16 Fu¨r SO2(K) und p = 2 ist mit
V ∗ := 〈π〉 ⊕4i=1 〈Xi, Yi〉 (
∼= V )
der Invariantenring K[V ]SO2(K) nicht Cohen-Macaulay, dimV = 9. Der Ko-
zyklus liegt im trivialen Modul im Grad 1, und ein annullierendes phsop im
Grad 2 ist gegeben durch XiYj +XjYi mit (i, j) = (1, 2), (2, 3), (3, 4). ✷
Beim Testen mit IsNotCohenMacaulay (Datei Beispiel-6.15-18.txt) er-
leben wir zum ersten Mal eine U¨berraschung: Gema¨ß unserer Theorie sollte
man jeweils dmax:=4 bzw. dmax:=7 setzen, aber IsNotCohenMacaulay ver-
scha¨tzt sich jeweils schon in den Graden 3 bzw. 6! (Derselbe Effekt tritt bei
den Einschra¨nkungen der Beispiele aus Abschnitt 6.2.2 auf SO2(K) auf).
Da man den trivialen Modul 〈π〉 gefu¨hlsma¨ßig sowieso als u¨berflu¨ssig emp-
findet, lassen wir ihn weg und u¨berpru¨fen das mit IsNotCohenMacaulay -
wir erhalten tatsa¨chlich ein positives Ergebnis, und es wird sich auch hier
in den Graden 3 und 6 verscha¨tzt. Damit erhalten wir die (einzigen!) auf
rein experimentellem Weg gefundenen Beispiele - wir geben nachher noch
die theoretische Begru¨ndung an.
Beispiel 6.17 Fu¨r SO2(K) und p = 2 ist mit
V ∗ := ⊕3i=1〈πi, τi〉 (
∼= V )
der Invariantenring K[V ]SO2(K) nicht Cohen-Macaulay, dimV = 6. Es gibt
keinen (konstruierten) Kozyklus mehr. Ein phsop, das keine regula¨re Sequenz
ist, ist gegeben durch π1, π2, π3.
Beispiel 6.18 Fu¨r SO2(K) und p = 2 ist mit
V ∗ := ⊕4i=1〈Xi, Yi〉 (
∼= V )
der Invariantenring K[V ]SO2(K) nicht Cohen-Macaulay, dimV = 8. Ein
phsop im Grad 2, das keine regula¨re Sequenz ist, ist gegeben durch XiYj+XjYi
mit (i, j) = (1, 2), (2, 3), (3, 4).
Wir mu¨ssen noch beweisen, warum die angegebenen phsops keine regu-
la¨ren Sequenzen sind (wir machen dies O.E. fu¨r das phsop im Grad 1. Sofern
manMagma traut, ist natu¨rlich auch das Ergebnis von IsNotCohenMacaulay
ein Beweis). Unser Kozyklus in I := 〈v1 := π0〉 ist von der Form gσ = (σ −
1)τ0, wobei I˜ = M1bc = 〈v1 := π0, v2 := τ0〉. Dann ist I˜
∗ = 〈v∗1 = τi, v
∗
2 = πi〉
(i = 1, 2, 3) , und v∗2 = πi ist die annullierende Invariante. Im Beweis von
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Proposition 4.6 (S. 44) haben wir genau berechnet, wie annulliert wird: Nach
den Gleichungen (12) und (13) gilt na¨mlich mit x := −v∗1 · v1 = τi · π0, dass
πi · gσ = (σ − 1)x = (σ − 1)(τiπ0). (32)
Wir betrachten nun den Beweis des Hauptsatzes (S. 47), und setzen
V ∗1 := 〈π0〉 ⊕
3
i=1 〈τi, πi〉
und
V ∗2 := ⊕
3
i=1〈τi, πi〉 ⊆ V
∗
1 .
Die ai sind die πi, und in Gleichung (14) (S. 47) werden die bi nach Gleichung
(32) definiert als bi = τiπ0. Als na¨chstes wird in (15) definiert
uij := πibj − πjbi = π0(πiτj − πjτi) =: π0 · u
′
ij.
Dabei sind die uij in K[V1]
G und die u′ij in K[V2]
G ⊆ K[V1]
G Als na¨chstes
wird dann gezeigt, dass
u23π1 − u13π2 + u12π3 = 0
gilt - eine Relation in K[V1]
G. Nach vorheriger Gleichung gilt dann nach
Division durch π0 jedenfalls auch
u′23π1 − u
′
13π2 + u
′
12π3 = 0,
was eine Relation in K[V2]
G ist. Wa¨re nun (π1, π2, π3) regula¨r in K[V2]
G, so
ga¨be es also f ′1, f
′
2 ∈ K[V2]
G ⊆ K[V1]
G mit
u′12 = f
′
1π1 + f
′
2π2.
Nach Multiplikation dieser Gleichung mit π0 und setzen von fi := π0f
′
i ∈
K[V1]
G erhalten wir daraus
u12 = f1π1 + f2π2.
Diese Annahme (siehe Gleichung (16)) wird jedoch dann im weiteren Beweis
des Hauptsatzes zu einem Widerspruch gefu¨hrt, indem gezeigt wird, dass
dann der Kozyklus g trivial wa¨re. Also war unsere Annahme, dass das phsop
π1, π2, π3 in K[V2]
G eine regula¨re Sequenz ist falsch - also ist K[V2]
G nicht
Cohen-Macaulay. Da wir die nichttriviale Relation im Hauptsatz also durch
π0 ku¨rzen ko¨nnen - also eine Relation einen Grad tiefer bekommen, kann
man fu¨r IsNotCohenMacaulay auch jeweils dmax um einen Grad niedriger
ansetzen. ✷
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6.5.2 Beispiele fu¨r G = (Fq,+)
Wir verallgemeinern nun noch die Beispiele des letzten Abschnitts fu¨r die
Gruppe Z2 ∼= (F2,+) auf die endliche, also reduktive Gruppe G = (Fq,+).
Dabei ist q = pn und p = char K. Man beachte, dass (Fq,+) als Nullstellen-
menge vonXq−X u¨berK (algebraisch abgeschlossen) tatsa¨chlich algebraisch
ist. Wir definieren den Modul M := 〈π, τ〉 durch die Darstellung
(Fq,+)→ K
2×2 : σ 7→
(
1 σ
0 1
)
,
und erkennen, dass der triviale Modul I := 〈π〉 einen nichttrivialen Ko-
zyklus besitzt, und I˜ = M . Die Darstellung von M∗ ist gegeben durch
σ 7→
(
1 0
−σ 1
)
, und durch Multiplizieren der ersten Zeile/Spalte mit −1
und danach vertauschen der beiden Zeilen/Spalten erkennen wirM als selbst-
dual. Damit ist π ∈ M = I˜∗ die annullierende Invariante des Kozyklus in
I. Mit (fast) wo¨rtlich dem selben Beweis wie zuvor (man muss in ungerader
Charakteristik einige Minuszeichen einfu¨gen, die jedoch insgesamt nur einen
unwesentlichen Proportionalita¨tsfaktor ergeben), ko¨nnen wir den Modul mit
dem Kozyklus in Korollar 4.9 weglassen, und wir erhalten
Beispiel 6.19 Fu¨r G = (Fq,+) mit q = p
n, p = char K ist mit
V ∗ := ⊕3i=1〈πi, τi〉 (
∼= V )
der InvariantenringK[V ]G nicht Cohen-Macaulay, dimV = 6. Es gibt keinen
(konstruierten) Kozyklus mehr. Ein phsop, das keine regula¨re Sequenz ist, ist
gegeben durch π1, π2, π3. ✷
Beim Test mit IsNotCohenMacaulay (Datei Beispiel-6.19.txt) genu¨gt es
wieder, dmax:=3 zu setzen. Fu¨r q kann man eine beliebige Primzahlpotenz
wa¨hlen.
Man beachte, dass man dieses Beispiel nicht so ohne weiteres auf Ga = (K,+)
verallgemeinern kann, denn diese Gruppe ist nicht reduktiv!
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A Zusammenfassung der wichtigsten Beispiele
Wie stellen in diesem Anhang die wichtigsten Beispiele tabellarisch zusam-
men und skizieren teilweise auch den Weg, wie wir sie erhalten haben. Zur
schnelleren U¨bersicht geben wir auch nochmal kurz die verwendeten Nota-
tionen und Bezeichnungen an.
A.1 Notation
Wir bezeichnen mit K stets einen algebraisch abgeschlossenen Ko¨rper der
Charakteristik p > 0. Ein Element der Gruppe GL2(K) bezeichnen wir stets
mit σ =
(
a b
c d
)
. Wollen wir betonen, dass es sich hierbei um ein Element
aus einer linearen algebraischen Gruppe handelt, die Nullstellenmenge von
(ad − bc)e − 1 = 0 ist (also eine Teilmenge von K5), so schreiben wir auch
ausfu¨hrlicher σ =
(
a b
c d
)
e
- die Inverse der Determinante e geho¨rt zum
Gruppenelement dazu. Im Folgenden bezeichnen wir mit G stets eine der
klassischen Untergruppen von GL2(K) .
Mit 〈X, Y 〉 bezeichnen wir dann den Modul mit der natu¨rlichen Darstellung
der Gruppe G, also
σ ·X = aX + cY
σ · Y = bX + dY.
Seine zweite symmetrische Potenz bezeichnen wir mit
〈X2, Y 2, XY 〉 := S2(〈X, Y 〉)
und analog fu¨r ho¨here Potenzen. Den Dual von 〈X2, Y 2, XY 〉 fu¨rG = SL2(K)
in Charakteristik 2 bezeichnen wir mit
〈µ, ν, π〉 := 〈X2, Y 2, XY 〉∗,
wobei µ := (X2)∗, ν := (Y 2)∗, π := (XY )∗. Er hat bzgl. dieser Basis die
(Links-)Darstellung 
 d2 c2 0b2 a2 0
bd ac 1

 ,
d.h. π ist eine Invariante.
Ist V ein G-Modul, so bezeichnen wir den zugeho¨rigen Polynomring mit
K[V ] := S(V ∗), also die direkte Summe aller symmetrischen Potenzen des
Duals. Daher geben wir fu¨r die folgenden Beispiele stets den Dual V ∗ an, so
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dass der Invariantenring K[V ]G nicht Cohen-Macaulay ist. Gegebenenfalls
Klammern wir die Basisvektoren aus V ∗ um anzuzeigen, dass es sich dabei
um Monome ersten Grades in K[V ] handelt. Beispielsweise sind fu¨r
V ∗ := 〈X2, Y 2, XY 〉 durch (X2)(Y 2) und (XY )2 zwei verschiedene Elemente
in S2(V ∗) gegeben.
A.2 Beispiele fu¨r SL2(K) in Charakteristik 2
Beispiel A.1 (Das Beispiel aus dem Projekt bzw. aus Satz 5.1)
Modul V ∗ := 〈X2, Y 2〉
⊕3
i=1〈µi, νi, πi〉
Dimension 11
phsop π1, π2, π3
in Graden: 1, 1, 1
Kozyklus im Summanden 〈X2, Y 2〉
im Grad 1
Der Kozyklus kann interpretiert werden als gσ := (σ − 1)(XY ), wobei
〈X2, Y 2〉 als Untermodul von 〈X2, Y 2, XY 〉 zu sehen ist.
Man findet 〈µ, ν, π〉 als Untermodul von 〈X ⊗X, ..., Y ⊗ Y 〉.
Dies fu¨hrt zu
Beispiel A.2 (Der Weg zum Hauptbeispiel)
Modul V ∗ := 〈X2, Y 2〉
⊕3
i=1〈X ⊗X, ..., Y ⊗ Y 〉
Dimension 14
phsop dreimal X ⊗ Y + Y ⊗X
in Graden: 1, 1, 1
Kozyklus im Summanden 〈X2, Y 2〉
im Grad 1
V ist selbstdual.
Es ist 〈X ⊗X, ..., Y ⊗ Y 〉 ein Untermodul von S2(〈X, Y 〉 ⊕ 〈X, Y 〉). Damit
gelangen wir zu
Beispiel A.3 (Das Hauptbeispiel in Dimension 10)
Modul V ∗ := 〈X2, Y 2〉
⊕4
i=1〈Xi, Yi〉
Dimension 10
phsop XiYj +XjYi mit (i, j) ∈ {(1, 2), (2, 3), (3, 4)}
in Graden: 2, 2, 2
Kozyklus im Summanden 〈X2, Y 2〉
im Grad 1
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Man beno¨tigt den Summanden 〈X, Y 〉 viermal, weil man sonst kein phsop in
K[V ] erhalten wu¨rde.
V ist selbstdual (da alle Summanden es sind).
Beispiel A.4 (Das erste wesentlich neue Beispiel nach dem Projekt)
Modul V ∗ := 〈µ, ν, π〉
⊕3
i=1〈X ⊗X, ..., Y ⊗ Y 〉
Dimension 15
phsop dreimal X ⊗ Y + Y ⊗X
in Graden: 1, 1, 1
Kozyklus im Summanden 〈µ, ν, π〉
im Grad 1
Beispiel A.5 (... und die Aba¨nderung)
Modul V ∗ := 〈µ, ν, π〉
⊕4
i=1〈Xi, Yi〉
Dimension 11
phsop XiYj +XjYi mit (i, j) ∈ {(1, 2), (2, 3), (3, 4)}
in Graden: 2, 2, 2
Kozyklus im Summanden 〈µ, ν, π〉
im Grad 1
Die Summanden mit den Invarianten kann man natu¨rlich auch mischen, was
aber mehr eine Spielerei ist. Damit bekommt man ein phosp in verschiedenen
Graden. Wir geben nur ein
Beispiel A.6 (langweilig)
Modul V ∗ := 〈X2, Y 2〉
⊕3
i=1〈Xi, Yi〉
⊕
〈X ⊗X, ..., Y ⊗ Y 〉
Dimension 12
phsop X1Y2 +X2Y1, X2Y3 +X3Y2, X ⊗ Y + Y ⊗X
in Graden: 2, 2, 1
Kozyklus im Summanden 〈X2, Y 2〉
im Grad 1
Die Invariante π2 von S2(〈µ, ν, π〉) =: U˜∗ annulliert den Kozyklus von U ,
und es stellt sich heraus, dass U ∼= 〈µπ, νπ, µ2, ν2, π2〉. Ferner ist
〈µ, ν, π〉 ∼= 〈µπ, νπ, π2〉 ≤ 〈µπ, νπ, µ2, ν2, π2〉.
Man kann sich also einen Summanden sparen, weil 〈µπ, νπ, µ2, ν2, π2〉 sowohl
den Kozyklus als auch gleich in zweiter Potenz eine annullierende Invariante
entha¨lt. Dies liefert
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Beispiel A.7 (Kozyklus und Invariante in einem)
Modul V ∗ := 〈µ1π1, ν1π1, µ
2
1, ν
2
1 , π
2
1〉
⊕3
i=2〈µi, νi, πi〉
Dimension 11
phsop (π21)
2, π22, π
2
3
in Graden: 2, 2, 2
Kozyklus im Summanden 〈µ1π1, ν1π1, µ
2
1, ν
2
1 , π
2
1〉
im Grad 1
Falls der Summand mit dem Kozyklus eine nicht zur Annullation beno¨tigte
Invariante besitzt, und es eine annullierende Invariante in erster Potenz gibt,
kann man diese Verheften: Sind(
Aσ 0
gσ 1
)
,
(
Bσ 0
hσ 1
)
Darstellungen von Moduln mit einer Invarianten, so ist
 Aσ 0 00 Bσ 0
gσ hσ 1


Darstellung eines Moduls, der die beiden anderen als Untermodul entha¨lt,
aber eine Dimension kleiner ist als die direkte Summe.
Ausgehend von dem Modul
V ∗ := 〈µ, ν, π〉 ⊕ 〈X ⊗X, ..., Y ⊗ Y 〉
3⊕
i=1
〈Xi, Yi〉
mit nicht Cohen-Macaulay Invariantenring bezeichnen wir mit
U die Verheftung von 〈µ, ν, π〉 und 〈X ⊗X, ..., Y ⊗ Y 〉
an den Invarianten π bzw. X ⊗ Y + Y ⊗X , wobei wir die Invariante von U
wieder mit π bezeichnen. Damit haben wir
Beispiel A.8 (mit verhefteten Invarianten)
Modul V ∗ := U
⊕3
i=1〈Xi, Yi〉
Dimension 12
phsop π,X1Y2 +X2Y1, X2Y3 +X3Y2
in Graden: 1, 2, 2
Kozyklus im Summanden U
im Grad 1
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A.3 Beispiele fu¨r SL2(K) in Charakteristik 3
Wir erinnern zuna¨chst nochmal an die Konstruktion aus Satz 5.1: Sei
M := 〈X3, Y 3, X2Y,XY 2〉 und W := 〈X3, Y 3〉 ≤ M
sowie
U := {f ∈ HomK(M,W ) : f |W = 0}
ι ∈ HomK(M,W ) mit ι|W = idW und ι(X
2Y ) = ι(XY 2) = 0
U˜ := U ⊕K · ι.
Dies ergab dann folgendes
Beispiel A.9 (Das Beispiel aus dem Projekt bzw. nach Satz 5.1)
Modul V ∗ := U
⊕3
i=1 U˜
∗
Dimension 19
phsop π1, π2, π3
in Graden: 1, 1, 1
Kozyklus im Summanden U
im Grad 1
Nun findet man aber, wenn man obige Konstruktion von U fu¨r einen be-
liebigen Modul M mit Untermodul W durchfu¨hrt, dass
U ∼= W ⊗ (M/W )∗
gilt. Dann ist jedoch
U ≤ W⊗(M/W )∗
⊕
S2(W )
⊕
S2((M/W )∗) ∼= S2(W⊕(M/W )∗).
Da die Summe direkt ist, bleibt der Kozyklus nichttrivial, also kann man bei
der Konstruktion fu¨r V ∗ schon mal U durch die direkte SummeW⊕(M/W )∗
ersetzen, welche dann einen Kozyklus in zweiter Potenz entha¨lt. Diese Kon-
struktion la¨sst sich bei allen nach Satz 5.1 konstruierten Beispielen fu¨r die
Gruppe SL2(K) durchfu¨hren (fu¨r beliebiges char K = p). Dies ergibt eine
Dimensionsreduktion von 8p− 5 auf 7p− 2. Im Falle p = 2 ist dann aber der
zweite Summand (M/W )∗ trivial (gibt also bei Tensorierung nichts neues),
und im Falle p = 3, dem wir uns nun wieder zuwenden, ist die Dimension
immer noch 7 · 3− 2 = 19. Allerdings findet man dort
U˜∗ ≤ S2(〈X2, Y 2, XY 〉)
sowie (M/W )∗ ∼= 〈X, Y 〉.
Dies alles ergibt
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Beispiel A.10 (Hauptbeispiel mit Kozyklus und Invarianten im Grad 2)
Modul V ∗ := 〈X, Y 〉
⊕
〈X3, Y 3〉
⊕3
i=1〈X
2
i , Y
2
i , XiYi〉
Dimension 13
phsop X2i Y
2
i − (XiYi)
2
in Graden: 2, 2, 2
Kozyklus in Potenz S2(〈X, Y 〉 ⊕ 〈X3, Y 3〉)
im Grad 2
V ist selbstdual.
A.4 Beispiele fu¨r GL2(K) mit p = 2, 3
Satz 5.1 liefert auch fu¨r GL2(K) Moduln U mit nichttrivialem Kozyklus.
Allerdings ist nicht ganz offensichtlich, wie man die Beispiele fu¨r SL2(K)
vera¨ndern muss, um wieder U˜∗ in einer zweiten Potenz wiederzufinden. Im
wesentlichen geht das durch Tensorieren mit Potenzen der Inversen der Deter-
minante, aber die Frage ist, wo und mit welcher Potenz. Dazu etwas Notation:
Wir bezeichnen mit 〈E〉 den Modul, auf dem GL2(K) mit dem Inversen der
Determinante operiert, also
σ · E =
(
a b
c d
)
e
· E =
1
ad− bc
· E = e · E,
und wir sehen, dass die Operation tatsa¨chlich algebraisch ist.
Mit der leicht zu pru¨fenden Isomorphie
〈X, Y 〉 ⊗ 〈E〉 ∼= 〈X, Y 〉∗ =: 〈X∗, Y ∗〉
(Dabei ist X∗ → Y ⊗ E, Y ∗ → −X ⊗ E) kann man dann formulieren
Beispiel A.11 (Hauptbeispiel fu¨r GL2(K) , char K = 2)
Modul V ∗ := (〈X2, Y 2〉 ⊗ 〈E〉)
⊕2
i=1(〈Xi, Yi〉 ⊕ 〈X
∗
i , Y
∗
i 〉)
Dimension 10
phsop XiX
∗
j + YiY
∗
j mit (i, j) ∈ {(1, 1), (1, 2), (2, 2)}
in Graden: 2, 2, 2
Kozyklus im Summanden 〈X2, Y 2〉 ⊗ 〈E〉
im Grad 1
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Anstatt mit 〈E〉 zu tensorieren, kann man auch einfach 〈E〉 hinreichend
oft addieren - dann liegen der Kozyklus bzw. das phsop noch einen Grad
ho¨her. Allerdings bringt die Addition natu¨rlich eine unerwu¨nschte Dimen-
sionserho¨hung mit sich. Insbesondere muss man 〈E〉 so oft addieren, dass
sich noch ein phsop ergibt. Bei dem Kozyklus ist dies dagegen nicht kritisch,
es kann hier durchaus ein Summand 〈E〉 verwendet werden, der auch schon
fu¨r eine Invariante verwendet wurde. Man kann also z.B.
V ∗ := 〈X2, Y 2〉
4⊕
i=1
〈Xi, Yi〉
3⊕
i=1
〈Ei〉
setzen. Jedes Element im phsop bekommt hier ein Ei (deshalb braucht man
drei Summanden), und ein Ei la¨sst sich fu¨r den Kozyklus im Grad 2 recyclen.
Also
Beispiel A.12 (Aufgebla¨htes Beispiel fu¨r GL2(K) , char K = 2)
Modul V ∗ := 〈X2, Y 2〉
⊕4
i=1〈Xi, Yi〉
⊕3
i=1〈Ei〉
Dimension 13
phsop XiYjEk +XjYiEk mit (i, j, k) ∈ {(1, 2, 1), (2, 3, 2), (3, 4, 3)}
in Graden: 3, 3, 3
Kozyklus in S2(〈X2, Y 2〉 ⊕ 〈E1〉)
im Grad 2
A¨hnlich gehen wir im Fall p = 3 vor:
Beispiel A.13 (Hauptbeispiel fu¨r GL2(K) , char K = 3)
Modul V ∗ := (〈X, Y 〉 ⊗ 〈E2〉)
⊕
〈X3, Y 3〉
⊕3
i=1〈X
2
i , Y
2
i , XiYi〉 ⊗ 〈Ei〉
Dimension 13
phsop (X2i ⊗Ei)(Y
2
i ⊗Ei)− (XiYi ⊗ Ei)
2
in Graden: 2, 2, 2
Kozyklus in S2(〈X, Y 〉 ⊗ 〈E2〉
⊕
〈X3, Y 3〉)
im Grad 2
A.5 Beispiele fu¨r SO2(K) , char K = 2
Die Elemente von SO2(K) werden durch die Relation σ · XY = XY aus
SL2(K) ausgesondert. Es folgt σ =
(
a 0
0 a−1
)
oder σ =
(
0 b
b−1 0
)
.
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Damit hat diese Gruppe jedoch als Zusammenhangskomponente den Torus
und ist daher nicht so interessant. Wir geben dennoch einige Beispiele an. Wir
ko¨nnen Beispiel A.4 und A.5 u¨bernehmen. Man findet nun im Tensorprodukt
〈X ⊗X, ..., Y ⊗ Y 〉 einen Untermodul, bezeichnet mit
M1bc =: 〈π, τ〉 und der Darstellung
(
1 bc
0 1
)
.
Damit hat der triviale Modul 〈π〉 schon einen nicht trivialen Kozyklus, der
von der Invariante von M1bc (selbstdual) annulliert wird, und wir haben
Beispiel A.14 (Ein Beispiel in Dimension 9)
Modul V ∗ := 〈π〉
⊕4
i=1〈Xi, Yi〉
Dimension 9
phsop XiYj +XjYi mit (i, j) ∈ {(1, 2), (2, 3), (3, 4)}
in Graden: 2, 2, 2
Kozyklus im Summanden 〈π〉
im Grad 1
Beispiel A.15 (Ein Beispiel in Dimension 7)
Modul V ∗ := 〈π〉
⊕3
i=1〈πi, τi〉
Dimension 7
phsop π1, π2, π3
in Graden: 1, 1, 1
Kozyklus im Summanden 〈π〉
im Grad 1
Nach dem Beweis zum Hauptsatz kann man aber in der auftretenden
Relation fu¨r das annullierende phsop die Koeffizienten durch π ku¨rzen, so
dass der triviale Modul fu¨r das Erzeugen dieser Relation gar nicht gebraucht
wird. Er kann also weggelassen werden und wir erhalten:
Beispiel A.16 (Ein Beispiel in Dimension 8)
Modul V ∗ :=
⊕4
i=1〈Xi, Yi〉
Dimension 8
phsop XiYj +XjYi mit (i, j) ∈ {(1, 2), (2, 3), (3, 4)}
in Graden: 2, 2, 2
Kozyklus -
im Grad -
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Beispiel A.17 (Ein Beispiel in Dimension 6)
Modul V ∗ :=
⊕3
i=1〈πi, τi〉
Dimension 6
phsop π1, π2, π3
in Graden: 1, 1, 1
Kozyklus -
im Grad -
Im Prinzip kommt hier aber die nicht Cohen-Macaulay Eigenschaft von
der Gruppe Z2, denn SO2(K) ∼= K
∗ ⋊ Z2, und K
∗ ist linear reduktiv.
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B Funktionsweise des (modifizierten) Bayer-
Algorithmus
Der Algorithmus von Bayer dient zur Berechnung einer K-Vektorraumbasis
von K[V ]Gd zu gegebenem Grad d. Dabei ist V durch eine Darstellung (des
Duals) gegeben und die Gruppe G durch ihr zugeho¨riges Ideal. In diesem
Anhang wollen wir nur kurz das Prinzip beschreiben, nach dem der Bayer-
Algorithmus und seine Modifikation funktioniert. Die Idee fu¨r die Modifika-
tion geht auf Kemper zuru¨ck, der diese zuna¨chst fu¨r seinen Algorithmus [8]
vorschlug (der denselben Zweck wie der Bayer-Algorithmus erfu¨llt). Da sich
jedoch zumindest fu¨r die in dieser Arbeit untersuchten Moduln der Bayer-
Algorithmus stets als um einiges schneller erwies, geben wir die Modifikation
nur fu¨r diesen an. Fu¨r Einzelheiten und Beweise sei auf die Arbeit [1] verwie-
sen (die dortigen Beweise gehen auch fu¨r die Modifikation durch). Ausserdem
sei nochmals betont, dass ohne die Modifikation die Mehrheit der Beispiele
aufgrund einer dann viel zu langen Rechenzeit nicht mit IsNotCohenMacau-
lay ha¨tte getestet werden ko¨nnen.
B.1 Berechnung von Torus-Invarianten
Der modifizierte Bayer-Algorithmus berechnet zuerst die Invarianten einer
sehr einfachen Untergruppe der SL2(K) , na¨mlich des Torus
T :=
{(
a 0
0 a−1
)
: a ∈ K \ {0}
}
.
Wie bereits in Abschnitt 3.2 erwa¨hnt, reduziert sich die Darstellungsmatrix
eines G-Moduls (mit T ⊆ G) V ∗ = 〈X1, . . . , Xn〉 fu¨r die Elemente σ ∈ T sehr
oft auf die Form
Aσ =


aw1 0 · · · 0
0 aw2
...
...
. . . 0
0 · · · 0 awn

 d.h. σ ·Xi = awiXi,
mit w1, . . . , wn ∈ Z fest, und kann ggf. mit Hilfe eines Basiswechsels stets
auf diese Form gebracht werden. Der Gewichtsvektor w = (w1, . . . , wn) be-
schreibt die Einschra¨nkung der Darstellung auf T vollsta¨ndig. Sei nun
f =
∑
fi1,...,inX
i1 . . .X in ∈ K[V ]Gd oder K[V ]
T
d , mit fi1,...,in ∈ K.
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Fu¨r σ ∈ T ⊆ G gilt dann also f = σ · f , oder∑
fi1,...,inX
i1 . . .X in =
∑
fi1,...,ina
w1i1+...+wninX i1 . . .X in.
Es folgt w1i1 + . . . + wnin = 0 fu¨r fi1,...,in 6= 0 (denn K ist unendlich), oder
anders ausgedru¨ckt: Die Invarianten von K[V ]Gd oder K[V ]
T
d sind eine Line-
arkombination monomialer Invarianten von K[V ]Td , na¨mlich der X
i1 . . .X in
mit w1i1 + . . .+ wnin = 0. Fu¨r K[V ]
T
d ist eine Basis also gegeben durch{
X i1 . . .X in : i1 + . . .+ in = d, w1i1 + . . .+ wnin = 0
}
.
Diese la¨sst sich mit Magma am effizientesten durch Auswahl aus der Men-
ge aller Monome vom Grad d bestimmen, etwa durch folgende Zeilen (P ist
dabei ein Modell fu¨r K[V ], also ein Polynomring in n Variablen):
mons:=MonomialsOfDegree(P,d);
mons:=[f: f in mons| &+[Exponents(f)[i]*w[i]: i in [1..n]] eq 0];
(Siehe die Funktion TorusInvariantsSL2 in der Datei CMTest.txt.)
B.2 Das Prinzip des Bayer-Algorithmus
Die Gruppe G sei gegeben als Nullstellenmenge eines (Radikal-)Ideals IG ≤
K[S1, . . . , Sr]. Die Operation auf V
∗ = 〈X1, . . . , Xn〉 ist fu¨r σ ∈ G ⊆ K
r
gegeben durch eine Darstellungsmatrix Aσ := (aij(σ))i,j=1..n mit Polynomen
aij ∈ K[S1, ..., Sr] mit i, j = 1..n. Die Polynome aij seien dabei homogen
vom gleichen Grad (dies ist keine Einschra¨nkung, denn mit einer zusa¨tzlichen
Variable Sr+1 und der Hinzunahme der Polynoms Sr+1−1 zur Definition von
IG kann man die Polynome aij homogenisieren). Dann sind die Polynome
Ψi :=
n∑
j=1
aijXj ∈ K[S1, ..., Sr, X1, . . . , Xn]
ebenfalls alle homogen mit einem gemeinsamen Grad δ. Ferner sei IhG die
Homogenisierung des Ideals IG. Dies ist dasjenige Ideal in K[S1, ..., Sr, h], das
von den Homogenisierungen (zum kleinst mo¨glichen Grad) jeden Elements
aus IG mittels der neuen Variablen h erzeugt wird. Sei nun
M := {(i1, . . . , in) ∈ N
n
0 : i1 + . . .+ in = d}
die Menge aller Exponenten von Monomen vom Grad d. Bayer zeigt nun in
Proposition 1 in [1] folgendes Resultat, nach welchem klar ist, wie der Algo-
rithmus zur Berechnung der Invarianten auszusehen hat:
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Ist {f1, . . . , fk} eine Gro¨bner-Basis des Ideals I ∩K[X1, . . . , Xn, h] mit
I :=
〈{
Ψi11 · . . . ·Ψ
in
n : (i1, . . . , in) ∈M
}
∪ IhG
〉
≤ K[S,X, h],
so ist
{fi(X1, . . . , Xn, 1) : 1 ≤ i ≤ k, deg fi = d · δ}
eine K-Vektorraumbasis von K[X1, . . . , Xn]
G
d .
Der dort gegebene Beweis funktioniert jedoch wo¨rtlich auch dann, wenn
man M durch die Menge
MT := {(i1, . . . , in) ∈ N
n
0 : i1 + . . .+ in = d, w1i1 + . . .+ wnin = 0}
der Exponenten der Torus-Invarianten ersetzt. Bei der Beweisrichtung ⊆
a¨ndert sich gar nichts, und fu¨r ⊇ ist lediglich zu beachten, dass sich jede
Invariante als Linearkombination der Torus-Invarianten berechnen la¨sst. Bei
der Implementation in Magma ersetzt man fu¨r die Modifikation also lediglich
die Zeile
mons:=MonomialsOfDegree(P,d);
bei der die zu den Exponenten M geho¨rigen Monome berechnet werden,
durch die Zeile
mons:=TorusInvariantsSL2(w,d,P);
wo dann die zuMT geho¨rigen Monome berechnet werden. Wie bereits erwa¨hnt,
fu¨hrt dies zu einer enormen Geschwindigkeitssteigerung.
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