In this paper, we examine the usefulness of the modified OLS (MOLS) estimator Simulation results show that the MOLS estimator and the Hausman test based on the MOLS estimator perform better than the other two estimators. * 2-1, Naka, Kunitachi, Tokyo. 186-8601. †
We consider an AR(1) panel data model given by y it = αy i,t−1 + η i + v it i = 1, ..., N and t = 2, ..., T
where α is the parameter of interest with |α| < 1. Assume that {v it } (t = 
where w i1 is w i1 = 
The OLS estimator of this model is given bŷ 
Using the fact that y it can be expressed as
where
Then the modified OLS estimator will bê
Note that in the case of T = 3,α mols is equal to the bias-corrected LSDV estimator suggested by Bun and Carree (2005) . It is also straightforward to show thatα mols is consistent under large N and fixed T asymptotics:
The drawback ofα mols is that the variance ofα mols becomes four times that of α dols . 
Testing for the absence of individual effects
In the next section, we examine the performances of these test statistics. 
Monte Carlo experiments
In this section, we conduct Monte Carlo experiments to examine the performance of the MOLS estimator and the test statistic. We consider the following AR(1) model:
. The sample sizes we consider are N = 50, 100, 500 and T = 4, 7, 10. α is set to α = 0.3, 0.6, 0.9. The number of replications is 5000 for all cases.
First, we consider the performance ofα mols . Table 1 shows the simulation results forα bc ,α gmm , andα mols in the case of σ 2 η = σ 2 v = 1. We computed the mean (Mean), the standard deviation (Std. Dev.), and the size (Size) of the Wald test H 0 : α = α 0 with a 5% significant level forα bc ,α gmm , andα mols . Looking at the results, we find that the biases of bothα bc andα mols are very small for all cases. However,α mols is more dispersed thanα bc . With regard to the size property, the size ofα bc is not stable. In the case of T = 4,α bc becomes undersized, and in the case of T = 7, 10, it becomes oversized. Because the size distortion of the test generally comes from a bias in the estimated coefficient and/or the bias of the estimated variance, we can say that there is a bias in the estimation of the standard error inα bc since simulation results show thatα bc is almost unbiased. 4 In contrast, the sizes ofα mols are close to the nominal level in all cases. This implies that there is no bias in the estimation of the standard error inα mols . With regards to the performance of α gmm , both the bias and the variance are larger thanα bc andα mols in almost all the cases. Furthermore, the size ofα gmm is very unstable. Therefore,α gmm is inferior toα bc andα mols .
Next, we consider the performance of the proposed test statistic. 4 Simulation results which show the presence of a bias in the estimation of the standard error inα bc are available from the author upon request. 5 We do not consider H bc and H gmm since their sizes are distorted.
reasonable power in the cases of α = 0.3 and 0.6 for any N and T . In the case of α = 0.9, the power is not high unless both N and T are large. When both N and T are as large, for example when T = 10 and N = 500, the power of H mols is greater than 0.8.
Conclusion
In this paper, we considered the modified OLS estimator which is very simple to implement. The modified OLS estimator is consistent when N is large, and the simulation results showed that it performs very well for a wide range of N , T and α in terms of bias and accuracy of inference. We also considered a test for the absence of individual effects in the model. The simulation results showed that the test based on the modified OLS estimator has reasonable power and size except for strongly persistent data. 
