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The performed numerical analysis reveals that Wynn’s identity for the compass 1/(N − C) +
1/(S −C) = 1/(W −C) + 1/(E −C) (here C stands for center, the other letters correspond to the
four directions of the compass) gives the long sought criterion for the choice of the optimal Pade´
approximant. The work of this method is illustrated by calculation of multipoint Pade´ approximation
a new formula for calculation of this best rational approximation. The work of criterion for the
calculation of optimal Pade´ approximant is illustrated by the frequently seen in the theoretical
physics problems of calculation of series summation and multipoint Pade´ approximation used as a
predictor for solution of differential equations originated from the magneto-hydrodynamic problem of
heating of solar corona by Alve´n waves. In such a way, an efficient and valuable control mechanism for
Pade´ approximant calculation is proposed. With this numerical enhancement, the ε-algorithm can
be safely implemented in any commercial computation software and of course, can be independently
used by any colleague in need of a robust numerical method for tackling a computational problem
revealing the physical world.
I. INTRODUCTION AND MOTIVATION
As the analytical structures take central place in the theoretical and mathematical physics, the Pade´ approximants
of functions become one of the most important problems of applied mathematics. For a general introduction in the
problem of Pade´ approximants, see the well-known monographs Refs. [1–3]. Since the problem was first systematically
studied by Frobenius [4, 5] and the Pade´ table introduced by Pade´ [4, 6] in the 19th century, the contemporary literature
is enormous. We will mention only two popular problems, which can be of broad interest for physicists: 1) series
summation and 2) extrapolation of functions related to predictor-corrector methods for solution of ordinary differential
equations.
What a beginner can read, searching for numerical recipes in this field [7]?
1. That is the downside of the Pade´ approximation: it is uncontrolled. There is, in general, no way to tell how
accurate it is, or how far out in x it can be usefully extended. It is powerful, but in the end still mysterious,
technique.
2. There, considerable care is taken with the monitoring of errors. Otherwise, the dangers of extrapolation cannot
be overemphasized: An interpolating function, which is is perforce an extrapolating function, will typically go
berserk when the argument x is outside the range of tabulated values by more than the typical spacing of tabulated
points.
What would our beginner do after reading these statements?
Most probably his or her next step will be to search for a commercial software, where the appropriate analytical
formulae are programmed.
By the very famous law: whatever can go wrong, will go wrong, in very interesting for the physics problems,
the commercial software stops working and the research would continue only in co-authorship with the source code
authors.
The authors of the current paper were motivated by the same typical situation. In 1947 Hannes Alvfe´n [8] concluded
that the solar corona heating is due to the absorption of magneto-hydrodynamic (now called Alfve´n) waves. In order
to describe the 100-time increase of the plasma temperature in a very narrow region of the solar atmosphere. The
programming of the magneto-hydrodynamic equations is relatively easy, but after 30-time temperature increase all
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2available for us commercial computation software stopped working. And we were forced to develop an own method
for frequently encountered numerical problem (four first order linear differential equations coupled to four first order
non-linear differential equations) [9]. That is why we suppose that many colleagues are in our situation and we share
know-how in calculation of Pade´ approximants.
II. ANNOUNCEMENT OF THE RESULTS
For a practical implementation of an analytical result, we have to use a computer with finite accuracy of digital
representation of real numbers. The Pade´ approximants give fast convergence and actually the best rational ap-
proximation but they are sensitive with respect to the noise of the discrete representation of real numbers. Roughly
speaking, every random real number rnd between 0 and 1 is multiplied with 1 + εmach(rnd− 1/2), where εmach is the
machine epsilon (the biggest positive value for which 1 + εmach = 1), and the problem for the practical calculation is
not analytical but belongs to the branch of mathematics: the problem for Pade´ approximant calculation is a statistical
one. Probably for some special cases it is possible to calculate the probability distribution functions (PDF) of the
errors, but it deserves to start with descriptive statistics of some well-known examples, which in our opinion illustrate
how to calculate and choose the optimal Pade´ approximant in physical applications. Here the determination of the
optimal Pade´ approximant is crucial, as our beginner has already learned from the numerical recipes book. The used
criterion for choosing the optimal Pade´ approximant is based on the discovered by Wynn relation [10, Eqs. (15) and
(16)], baptized by Gragg [11, Theorem 5.5] as missing identity of Frobenius
1
ηlm
≡ 1
rl,m+1 − rl,m +
1
rl,m−1 − rl,m =
1
rl+1,m − rl,m +
1
rl−1,m − rl,m , (1)
where
rl,m(z) =
l∑
i=0
aiz
i
m∑
k=0
bkzk
(2)
is a Pade´ approximant of the function f(z) we investigate.
Often the difference between sequential Pade´ approximants gives a reasonable evaluation of the error, see Ref. [1].
In case of convergence, we have vanishing differences between the values of different cells of the Pade´ table (rl,m+1 −
rl,m)→ 0, for l,m→∞ and l/m = const. In this case also ηlm → 0 and the minimal value of ηlm gives a reasonable
criterion for the minimal error and the choice of optimal Pade´ approximant. This theoretical hint we proved on many
examples of calculation of Pade´ approximation and arrived at the conclusion that the long sought criterion for the
choice of the optimal Pade´ approximant is simply a search for the minimal value |ηl,m|, i.e.
ηmin ≡ |ηL,M | = minl,m|ηl,m| (3)
and f(z) ≈ rL,M . It is technologically and aesthetically attracting that Wynn identity gives simultaneously 1) method
for the calculation of Pade´ approximants in ε-table and 2) method for the evaluation of the error. Our criterion is
an alternative of the singular value decomposition (SVD) method described in great detail in Refs. [12, 13], see
also Refs. [14–18]. Our minimal eta criterion and the tolerance level of SVD are perhaps different implementations
of one and the same idea. For both the methods the rounding error is something external for the theory of Pade´
approximation. There are no theoretical justifications which of the methods is better and the numerical experiment
and the descriptive statistics are just first steps in practical realizations on the robust Pade´ approximants.
The purpose of the present work is to demonstrate how this criterion works. In the next section we illustrate in
detail this criterion on the problem of of calculation of limes of a numerical series.
III. THE NEW ALGORITHM FOR DETERMINATION OF THE OPTIMAL PADE´ APPROXIMANT
Let us have a numerical sequence {S0, S1, S2, . . . , SN} and we need to calculate the limit S = lim
l→∞
Sl. The well-
known method is to initialize rl,0 = Sl, for l = 0, . . . , N and also rl,−1 =∞. Then we calculate in the south direction
the corresponding Pade´ approximants
rl,m+1 = rl,m +
1
1
rl+1,m − rl,m +
1
rl−1,m − rl,m −
1
rl,m−1−rl,m
(4)
3and simultaneously calculate the empirical error
ηlm =
1
1
rl+1,m − rl,m +
1
rl−1,m − rl,m
. (5)
The minimal absolute value in the η-table ηmin is our criterion for the determination of the optimal Pade´ approximant.
According to the best we know, this criterion has never been implemented in the numerical recipes so far (authors
will very much appreciate any information about this).
For the programming task, we have to calculate all the values for which division is possible. In the next section we
thoroughly describe 2 technical examples.
IV. TWO EASY PIECES
A. Calculation of divergent series ln(1 + x)
Perhaps the most famous example summation of divergent series by Pade´ approximants is the calculation of the
divergent Taylor series ln(1 + x) beyond the radius of convergence |x| < 1
ln(1 + x) = lim
n→∞Sn, Sn(x) ≡
n∑
k=1
(−1)(k+1)x
k
k
. (6)
The application of Eq. (4) and Eq. (5) gives the optimal Pade´ approximant for every positive x shown in Fig. 1.
Even for x ≈ 20 for the calculation of the series ln(1 + x) a pixel accuracy is present. For larger values of x the
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FIG. 1: The continuous line is the logarithmic function and dots represents the series summation with ηmin criterion
for the optimal choice. One can see that up to x ≈ 20 for n = 101 the pixel accuracy is conserved. The most
important detail is how and when the method stops working and when the resources of the numerical accuracy are
exhausted. The calculated values are evaporated from the analytical curve, but ηmin criterion gives reliable warning
depicted in Fig. 2.
dots representing the calculation evaporate from the line representing the exact value. The real εreal and empirical
εemp ≡ ηmin of the calculation are shown in Fig. 2. The empirical error εemp ≡ ηmin shows saturation and is a reliable
indicator for the calculation accuracy. Statistically analysis of the correlation between both errors from Fig. 2 shows
very strong dependence between them in Fig. 3. Now we can safely tell how accurate our Pade´ approximation is
and even how far out in x it can be extended. This dependence reveals that the long sought criterion for empirical
evaluation of the accuracy of the Pade´ approximants calculated by ε-algorithm has already been found.
B. Extrapolation of a sine arch from a preceding one
The second technical example we present is the problem of extrapolation of function which we illustrate in the
case of the sin(x) function. We take N equidistant interpolation points from one arch of the sin(x) function and
extrapolate the next arch and even beyond. We use the well-known Aitken interpolation method [19–22] to order the
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FIG. 2: Square of decimal logarithms of empirical εemp ≡ ηmin and real εreal error versus the argument of the
function for the calculation of the ln(1 + x) series in Fig. 1. One can see that close to the convergence radius the
errors are small and almost linearly increase. Then the errors reach saturation when the numerical resources of the
fixed accuracy are exhausted.
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FIG. 3: The logarithm of the empirical ηmin ≡ εemp versus logarithm of the real εreal error for the calculation of the
ln(1 + x) series in Fig. 1. The high correlation coefficient 0.961 of the linear regression reveals that the long sought
criterion for empirical evaluation of the accuracy of the Pade´ approximants calculated by ε-algorithm has already
been found.
interpolation points within the arch and the point to be extrapolated. In this manner we have a numerical sequence
that we give to the ε-algorithm to calculate its limit. The described calculation for the sin(x) function is shown shown
in Fig. 4. The preceding arch is in the interval (−pi, 0) and contains 21 interpolation points. Using these points, we
extrapolate one arch with 2000 points in the interval (0, pi) and continue the extrapolation in an attempt to obtain
a second arch with the same number of points in the next interval (pi, 2pi). The deviation of the points from the
real function represented with the line in Fig. 4 shows the limit of applicability of the Aitken-Wynn extrapolation
algorithm. Detailed error estimates of the extrapolation are shown in Fig. 5. The similar behaviour of both errors
shows that our criterion is a reliable method for error estimation. Furthermore, a statistical analysis of the correlation
between the real εreal and the empirical error εemp shows very strong dependence in Fig. 6.
The literature on the problem of extrapolation is enormous, however we have not found a discussion of the problem
of the mathematical statistics. If we know the values of the function with some accuracy, how to choose the best Pade´
approximant among the many, some of which have serious noise of rounding and others are even uncontrolled [7].
There is a huge literature about the formulae, but a convenient criterion for the choice of optimal Pade´ approximant
is not discussed. We give our illustrative example not as an exercise of programming, but as an illustration that we
have a good working criterion for many practical cases. As a rule, articles on Pade´ approximation are illustrated by
examples describing how some method is good working, but the instructive analysis reveals where the method stops
working and what is most important whether some criterion warns that calculation resource has been exhausted. From
a practical point of view, exhaustion of resources for extrapolation is demonstrated by evaporation of the extrapolated
points from the analytical curve, and one of the achievements of the present work is that order of the magnitude of
this deviation is reliably indicated by our criterion based on the Wynn identity.
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FIG. 4: Extrapolation of the function sin(x) represented with the line: in the interval (−pi, 0) we have 21
interpolation points. In the interval (0, pi) the function is reliably extrapolated using the interpolation points. One
can see the limit of the numerical implementation of the Aitken-Wynn extrapolation – a gas of extrapolated points
evaporated from the analytical function. The ηmin criterion shown in Fig. 5 gives the reliable order estimation of the
error. The points around the plain sinusoidal curve were obtained by extrapolation from the points marked in the
left arch by small circles. The every point was calculated independently using Aitken method for interpolation
followed by calculation of Pade´ approximants by Wynn identity. The optimal Pade´ approximant was chosen by
advocated in the present paper ηmin criterion. In spite that the literature for Pade´ approximants is enormous we
were enable to find alternative formulas. methods, algorithms and programs to compare the work of our method.
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FIG. 5: Squared logarithm of the error estimates ε of the sin(x) extrapolation shown in Fig. 4. The error εreal is the
real error of the extrapolation and the error εemp ≡ ηmin. The similar behaviour of both errors shows that our
criterion is a reliable method for error estimation, which is evident in Fig. 6.
V. DISCUSSION AND CONCLUSIONS
The new result of the implementation of calculation of Pade´ approximants and their application is the modulus
minimization ηmin of Wynn’s ηlm as reliable empirical criterion of the error.
The preformed analysis of several simple examples has revealed that for practical implementation of Pade´ approxi-
mants we can use the empirical ηmin error extracted from the Wynn’s identity. In the agenda the statistical problem
of calculation of PDF of the Pade´ approximants has already been set. The comparison of descriptive statistics data
for the PDF of errors of calculation of Pade´ approximants by different criteria will give what the answer what general
recommendation as a numerical recipe have to be given to users not willing to understand how
In short, the practical implementation of Pade´ approximants can reach one order of magnitude more applications
in theoretical physics and applied mathematics. More than half a century after its discovery, the ε-algorithm has not
been included for calculation of divergent series with convergent Pade´ approximants and for extrapolation of functions
in commercial software. Now the time for this inclusion has come, the herein implemented control mechanism has
rendered this mission possible.
Last but not least, the suggested criterion Eq. (5) is applicable in solution of differential equations, numerical
analytical continuation, perturbation, series summation and other analogous problems of theoretical physics.
In short we repeat the result of the present paper: 1) we have developed a criterion for the choice of optimal Pade`
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FIG. 6: Logarithmic dependence of ηmin ≡ εemp as a function of the real error εreal for the extrapolation shown in
Fig. 4. The slope of the line of the linear regression is 0.973, the intercept is -0.887 with a correlation coefficient
0.979. This is not a messy drawing of a straight line but it is linear regression revealing the strong correlation
between the empirical error we launch and the real error. The use εmach units gives invariant problem and system
independent results. This strong correlation sets in the agenda the problem of the statistical properties of the Pade´
approximants.
approximant when the error of numerical calculation creates a noise; 2) we have derived a new interpolation formula
for multipoint Pade´ approximant, i.e. the calculation of a function f(x) by N tabulated values f(xi) for i = 1, . . . N.
This research was inspired by the magneto-hydrodynamic problem of the heating of the solar corona by Alfve´n waves.
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Appendix A: ε-algorithm source code in Fortran-90
This section includes the ε-algorthm written in Fortran-90 subroutine and used for the calculations presented in
the figures.
Subroutine LimesCross (N, S , rLimes , i Pade , k Pade , i e r r , e r ror , Nopt )
implicit integer ( i−n)
implicit real (8 ) ( a−h ) , real (8 ) ( o−z )
dimension s ( 0 :N) , a ( 0 :N+2) , b ( 0 :N+1) , c ( 0 :N+1)
Zero =0.d0
One =1.d0
rLimes=s (0 )
i Pade=0
k Pade=0
rNorm=Zero
i f (N<2) then
i e r r =1 ! N>=2
Nopt=2
rLimes=s (N)
goto 137
endif
do i =0,N
b( i ) = s ( i )
c ( i ) = Zero
rNorm=rNorm+dabs ( s ( i ) )
end do
i f ( rNorm==0) then
i e r r =2 ! S i=0
goto 137
endif
e r r o r= dabs ( s (1)− s ( 0 ) )
do i =2, N
e l o c= dabs ( s ( i )−s ( i −1))
i f ( e loc<e r r o r ) then
e r r o r = e l o c
k Pade=0
i Pade=i
8rLimes=s ( i )
i e r r =3
Nopt=i Pade + k Pade+1
endif
end do
Nb=N−2 ! N boundary
k=0
123 continue
! beg inn ing o f the c a l c u l a t i o n o f Pade t a b l e P {k Pade , i Pade }
! k Pade= power o f the denominator
! i Pade= power o f the numerator
! Table ordered as a matrix numbering
do i =0, Nb
Center= b( i +1)
i f (k>=1) then
rNorth= a ( i +2)
rNC= rNorth−Center
i f (rNC==Zero ) then
rLimes= Center
k Pade=k
i Pade=k Pade+i
Nopt=i Pade + k Pade +1
e r r o r=zero
i e r r =4
goto 137
endif
endif
West= b( i )
WC= West−Center
i f (WC==Zero ) then
rLimes= Center
k Pade=k
i Pade=k Pade+i +1
Nopt=i Pade + k Pade +1
e r r o r=zero
i e r r =5
goto 137
endif
East= b( i +2)
EC= East−Center
i f (EC==Zero ) then
rLimes= Center
k Pade=k
i Pade=k Pade+i+2
Nopt=i Pade + k Pade +1
e r r o r=zero
i e r r =6
goto 137
endif
! The new c r i t e r i o n Wynn−Frobenius Eq . (5) from the p r e s e n t paper
Wynn=One/WC + One/EC
i f (Wynn.NE. Zero ) e l o c=One/dabs (Wynn) ! in search o f l o c a l minimum
denom=Wynn
i f (k>=1) denom=denom−One/rNC
i f (denom==Zero ) then
9i e r r =7 ! 1/ rLimes=0, i . e . d i v e r g e n t r e s u l t
Nopt=i Pade + k Pade +1
goto 137
endif
South= Center+One/denom
C( i )=South
SC=South−Center
! Optimal Pade approximant
i f ( e loc<e r r o r ) then
e r r o r= e l o c
i e r r =0
k Pade=k+1
i Pade=k Pade+i
Nopt=i Pade + k Pade +1
rLimes= South ! = P( k Pade , i Pade )
endif
end do ! i c y c l e
k=k+1
! Change o f the s u c c e s i o n s
do i =0, Nb
a ( i )=b( i )
b( i )=c ( i )
enddo
! Reduction o f the boundary
Nb=Nb−2
i f (Nb>=0) goto 123
! Ex i t
137 continue
end Subroutine LimesCross
