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Abstract
We study the linear response to an external electric field of a system of fermions in a lattice at zero temperature. This
allows to measure numerically the Euclidean conductivity which turns out to be compatible with an analytical calculation for
free fermions. The numerical method is generalizable to systems with dynamical interactions where no analytical approach is
possible. q 2000 Elsevier Science B.V. All rights reserved.
PACS: 11.15.Ha; 12.38.G; 71.10.fd; 71.20
1. Introduction
The study of transport properties in a system of
charged fermions is an interesting subject in areas as
different as Physics of Plasma, Quantum Chromody-
namics or Metals. In particular, the measure of the
electrical conductivity is a very difficult and yet
interesting problem, specially in presence of nonper-
turbative effects. In such a case, numerical methods
are called for. In this work, we want to show that
lattice-regularized Euclidean field theories can be
useful in this respect, at least in the limit of vanish-
ing temperature. However, it should be emphasized
that the so called sign-problem needs still to be
w x  w xovercome in many cases 1 see, though, Refs. 2,3
.for some successful simulations at finite density .
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In this paper, we restrict ourselves to a model
consisting of fermions that only interact with an
external electromagnetic field. In spite of its simplic-
ity, it shares many properties with more realistic
models, and it can be considered as a necessary first
step to check any numerical method which could be
used in models with dynamical interactions. We
 .consider the standard U 1 lattice-action, with Wil-
son fermions and finite chemical potential, but with
the gauge variables held fixed. We shall study the
residue of the pole of the electrical conductivity at
zero-frequency, which is purely imaginary. Since a
non-vanishing value for this residue unambiguously
signals a conducting phase, this is a rather interesting
quantity in our opinion. In order to obtain it, we
measure the electrical-current induced in the system
by an external electric field. This technique requires
a numerical calculation even in the case of an exter-
nal spatially-homogeneous time-dependent electro-
magnetic field. The delicate point, however, is that
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our electric field varies in Euclidean time. One can
nevertheless assume that there is a linear relation
between the Euclidean current and the Euclidean
electric field, at least for small fields. This Eu-
clidean conducti˝ity presents a pole whose residue
can be straightforwardly measured. To check that the
obtained result is physical, we follow a very elegant
w xprocedure due to Kohn 4 . He showed that the
real-time residue can be measured by studying the
sensitivity of the ground-state energy to an external
Aharonov–Bohm electromagnetic field. We show
how can this be done in the lattice formalism, and, in
this particularly simple case of free fermions, we
calculate it unfortunately, the Kohn recipe seems
really hard to use in a Monte Carlo study of a
.self-interacting problem . Although at present we
lack a rigorous proof of the equivalence of both
calculations, its excellent numerical agreement gives
a strong support to the linear response method.
2. The model
w xLet us consider a model of Wilson Fermions 5,6
in a lattice of spacing a in the three spatial direc-s
tions and a in the temporal one, coupled to ant
external electromagnetic field. We denote by l to the
quotient a ra . The partition function can be writtent s
as the ) superscript stands for complex conjuga-
. w xtion 7–9
w xZ U s dC dC exp C M U C , . H z z x x y y
z x , y
1 .
M U selmU g yr d .  . ˆx y x ,0 0 t y , xq0
yeyl mU ) g qr d . ˆx ,0 0 t yq0, x
3
ql U g yr d . x , i i s y , xq ıˆ
is1
)yU g qr d .x , i i s yqı , xˆ
q 2mq6r lq2 r d , 2 .  .s t x , y
where U sei A x ,n , A being the gauge field, and C ,x ,n x
C are the anticommuting Grassmann fermionicx
fields. The indices x, y run on the points of the
four-dimensional space-time lattice. We impose peri-
odic boundary conditions for the gauge field, and
 .periodic in space but antiperiodic in time ns0 for
the Grassmann field. The site xqn is the neighborˆ
of x in the ns0,1,2,3 direction. For finite temporal
length, L , the system is at finite temperature Ts0
 .y1a L . In this paper we will only consider thet 0
 .zero temperature L ™‘ limit. We follow the0
prescription of introducing the chemical potential
 .through an imaginary gauge field As yilm,0,0,0
w x7,8 , which is fairly convenient for analytical calcu-
lations.
The Wilson parameter, r, can be taken different
for the spatial and time directions. In the limit l™0
with a fixed the model describes a spatial lattices
 .with a continuous time as electrons in a metal ,
while for a continuum field theory both spatial and
time continuum limits should be taken.
We shall use the following representation for the
 .Euclidean gamma matrices
0 yisi0 1
g s , g s , 3 .0 i /  /1 0 is 0i
where s are the Pauli matrices.i
To define the electric four-current in the lattice
we recall that in the space-time continuum limit it is
defined as
j x sC x g C x , 4 .  .  .  .n n
that can be obtained as a logarithmic derivative of
the partition function respect to the gauge-field. This
calculation can be exactly mimicked on the lattice
noticing that a change in the link variable should be
of the form U ™ei a x ,n U . In this way one obtainsx ,n x ,n
w x8 :
E log Z
 :j s i , 5 .x ,n Ea x ,n
where now
lm :j s C e U g yr C  . ˆx ,0 x x ,0 0 t xq0
yl m )qC e U g qr C 6: .  .ˆxq0 x ,0 0 t x
 :j sl C U g yr C  .x , i x x , i i s xq ıˆ
)qC U g qr C ,: .xq ı x , i i s xˆ
is1,2,3 . 7 .
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The j component is just the electric charge density0
that one encounters by differentiating with respect to
w xlm the free energy density 8 . Moreover, from the
gauge invariance of the determinant of the fermionic
matrix, M, it is straightforward to prove the lattice
continuity equation, for any configuration of the
electromagnetic-field:
 :  :0s j y j . 8 . . x ,n xyn ,nˆ
n
 .  .Eqs. 6 and 7 can be written free of Grassmann
variables as
lm y1 :y j se U Tr g yr M . ˆx ,0 x ,0 0 t xq0, x
yl m ) y1qe U Tr g qr M , 9 .  .ˆx ,0 0 t x , xq0
y1 :y j slU Tr g yr M .x , i x , i i s xqı , xˆ
) y1qlU Tr g qr M , 10 .  .x , i i s x , xq ıˆ
where Tr stands for the trace over Dirac indices. The
above expressions and the relation
))M U sg g M U g g , 11 .  .  . .1 3 3 1
allow to prove that
 :)  : )j s j . 12 .U Ux ,n x ,n
In an uniform electrical field, the charge density
should remain constant under field inversion, while
the electrical current should change sign. Therefore,
 .from Eq. 12 one expects the former to be real and
 .the latter to be imaginary Euclidean space-time! .
 .In absence of external fields Us1 the matrix
M can be diagonalized in Fourier space, which al-
lows to explicitly perform the functional integrals,
and to compute the free energy and the propagator.
For brevity, we only quote the result for the charge
density in the case r sr s1, m)0, that in thet s
 w xinfinite volume limit reads see Refs. 10,11 for
.similar calculations ,
p
3d k
y1r l,m s2 u myl E k , 13 .  .  . .H 3
yp 2p .
where
E k .
22 21ql sin k q lS k q1 . . j
jsarccosh ,
2 lS k q1 . .
14 .
S k smq 1ycosk . 15 .  . . j
j
An useful quantity is the mechanical compressibility
that, at zero-temperature coincides with the density
of states:
Er l,m .
k l,m s .
Em
p
3d k
y1s2 d myl E k . .H 3
yp 2p .
d2S 1
s2l . 16 .H 3 I= E k I . .E k slm 2p . k
The density of states of the system present a typical
band structure see the upper part of Fig. 1, dashed
 .Fig. 1. Density of states upper part and residue of the conductiv-
 .ity lower part for m)0. The dashed lines correspond to analyti-
  .  .  ..cal calculations in Fourier space see Eqs. 13 , 16 and 24 .
The solid lines are obtained numerically in finite lattices see
.Section 4 . In all cases r s1.
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.line . The upper limit of the band corresponds to the
saturation due to the Fermi statistics one particle per
.  .lattice-site . Since the function E k is periodic, its
gradient has zeroes in the Brillouin zone, producing
non-analiticies as the cusps in Fig. 1 the so-called
w x.Van-Hove singularities 12 .
3. The electrical conductivity
w xIn a classical paper, Kohn 4 developed an ele-
gant characterization of a conductor, at zero tempera-
ture. His method allows the measurement of the
following limit for the imaginary part of the electri-
cal conductivity, s XX,
Zs lim vs XX v . 17 .  .
v™0
If this limit turns out to be non zero, the system is a
conductor. The construction is as follows. The sys-
tem of interest is constrained to verify periodic
 .boundary conditions in the say first spatial direc-
tion, and immersed in an Aharonov–Bohm like elec-
 .tromagnetic field As 0,a ,0,0 . With this choice of
boundary conditions the product L a a is gauge1 s
invariant since it represents the magnetic flux
traversing the system. It can be shown that
21 d E0Zsy , 18 .2V das as0
where E is the ground-state energy and V is the0 s
spatial volume. It is crucial that the infinite limit
volume is taken after the a derivative is performed,
since the effect of the Aharonov–Bohm field can be
thought of as a change in the boundary conditions
 .see below . In the infinite volume limit, the energy
no longer depends on a .
In our case, as the free energy and the ground-state
energy coincide in the zero temperature limit, we can
study the residue in the following way
2
˜d f
Zsy lim lim , 19 .2daV™‘ T™0s as0
˜where f is obtained from the intensive free energy f
˜ .after subtracting the vacuum contribution: f m s
 .  .f m y f 0 .
Let us sketch the calculation. The free energy
should be calculated in a finite volume and at finite
temperature. We introduce our system in the
Aharonov–Bohm electromagnetic field:
U sU sU s1 , U sei a . 20 .x ,0 x ,2 x ,3 x ,1
This field can be transformed into a boundary effect
by performing the following gauge transformation:
G i g  x . yi g  xqnˆ .U ™U se U e , g x sa x , .x ,n x ,n x ,n 1
21 .
so that U G s1 excepting
U G sei a L1 . 22 . x sL y1. ,11 1
 .By direct inspection of the fermion matrix in Eq. 2 ,
one can easily recognize that a system verifying
periodic boundary conditions in the 1 direction in the
field U G is equivalent the same system with no field
at all, but verifying
C x , x qL , x , x sei a L1C x , x , x , x , .  .0 1 1 2 3 0 1 2 3
23 .
This amounts to substituting k by k qa in the1 1
momentum-quantification in a finite lattice. For a
system of free fermions the free energy can be now
straightforwardly calculated. Once the a derivative
is performed, the zero temperature limit can be taken
by transforming the k sum into an integral. We get,0
in the simplest case r sr s1, m)0,t s
p
3 2d k E E k . y1Zsy2 u myl E k . . .H 3 2E kyp 2p . 1
24 .
Notice that for the empty system, m-ly1E ,min
the integral vanishes, as well as for the full band
y1  .m)l E , since E k is a periodic function ofmax
 .k . The three dimensional integrals 24 can be per-1
formed using a Monte Carlo method. The results are
 .shown in Fig. 1 dashed line in the lower part .
4. Numerical calculations
In this section, we are going to reproduce the
results of the Sections 2 and 3 by directly consider-
ing the integration of the partition function. This
method has the advantage of being generalizable to
inhomogeneous external fields, and also when inter-
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acting dynamical fields are present. Examples of
how to introduce an external field on an interacting
w xlattice-gauge system can be found in Refs. 13 . To
compute the partition function it is necessary to work
in finite lattices, consequently, an infinite volume
limit should be taken.
We have carried out measures in symmetric lat-
tices of sizes Ls4,6,8,10,12,14 and 16, with ms
1r2 and ls1. For the hopping term, we have taken
r sr s1. As the integral in the fermionic fields iss t
Gaussian, the computation of the electric current just
requires the inversion of a 4V matrix, V being the
 .space-time volume. The fermion matrix 2 being
sparse, we have used a conjugate-gradient algorithm
for the numerical inversion.
We first consider the density of states in a vanish-
ing external field. In order to measure ErrEm we
invert the matrix at m"e for e small enough. In
interacting systems the derivative can be calculated
w xin terms of connected correlation-functions 10 .
The numerical results are plotted in Fig. 1, upper
part, together with the infinite volume values ob-
tained analytically. Although the finite size effects
are non negligible even in the larger lattices for most
values of m, there is a clear trend to the asymptotic
values.
Unfortunately, for an interacting system it is not
immediate how to implement Kohn’s method for
calculating the residue of the conductivity. In fact,
the free energy is rather hard to calculate with a
Monte Carlo simulation and what one directly ob-
tains are mean-values. We are now going to present
a different way of computing the residue, by directly
measuring the system response to an external electri-
cal field. Notice that the presence of an electric field
requires a non-homogeneous vector potential and
consequently the inversion of the fermion matrix can
no longer be performed in closed analytical form.
This new recipe can be straightforwardly generalized
to interacting systems, but its equivalence with the
Kohn’s method is just an ansatz. Nevertheless the
agreement is excellent, as we will show.
By analogy with continuum electrodynamics, we
want to study the electric current induced in the
system by an external weak uniform electric field in
the 1 direction. The conductivity in the frequency
.domain , will be the proportionality constant be-
tween the electrical current and the external field.
There are some subtleties that need to be consid-
ered when putting an external electric field on the
 .lattice. We take the gauge-field configuration tsx0
U sei E t x1 , U s1 , 25 .x ,0 x , i
2p
E s n ,t tL1
L L L L1 1 1 1
n g y ,y q1, . . . , y1, . 26 .t  52 2 2 2
Notice that the quantization of the electric-field is
due to the spatial boundary conditions. To preserve
the translational symmetry, the displaced gauge field
U sei E t x1yj . , j integer , 27 .x ,0
 .should be a gauge-transform of the one in Eq. 25 .
Since the needed gauge transformation is analogous
 .to Eq. 21 , it is easy to check that the condition that
allows this transformation is the trivialness of the
Polyakov loop:
L y1 L y10 0
U s1 or E s2p n , 28 .  t , x . ,0 t
ts0 ts0
with n integer. This condition also allows to trans-
form the gauge field to the Coulomb gauge A s0.0
 .If condition 28 is violated, the translational invari-
ance is lost and the electric current is no longer
spatially homogeneous even on a homogeneous elec-
tric-field. However, with the correct field choice
 .28 , we get a homogeneous electrical current aligned
with the external electrical field, and imaginary as
 .anticipated in Eq. 12 . In order to directly compare
 .with the results obtained with Eq. 24 , let us define
 :j t s i j 29 .  .x ,1
If we want to stay within linear-response theory, we
have to postulate a linear relation between the Fourier
 .transform of the electrical current j t and the exter-
nal electrical field E :t
ˆe v ss v E v . 30 .  .  .  .ˆ
 .  .Notice that both j t and E being real, s yv st
)  .s v . However, the results can be more cleanly
cast in terms of a modified Fourier transform for the
electrical field:
L y101
yi v  tq1r2.
˜E v s E e . 31 .  . tL( 0 ts0
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 .Fig. 2. The imaginary part of the conductivity s v of a system˜
of free Wilson fermions at r s1, ms1r2 and ms1.
The rationale for this is that the electrical field E ont
the lattice lives mid-way between sites at times t and
 .t q 1. The modified conductivity s v s˜
˜ .  .e v rE v is related with the previous one byˆ
s v ss v ei v r2 . 32 .  .  .˜
 .The nice feature of s v is that it turns out to be˜
purely imaginary.
 .In Fig. 2 we plot the imaginary part of s v as˜
obtained from a field with n s1 and n sy1,0 1
from now on we shall only indicate the non-vanish-
.ing n ’s , in a system of Wilson fermions withi
ms1r2, rs1 and ms1, that is within the band
energy-range and therefore with a non-vanishing
Fermi surface. We see that for large frequencies the
thermodynamic limit is reached in rather small lat-
tices. However, at the minimal reachable frequency
 .2prL the conductivity is rapidly growing suggest-0
ing a singularity at zero frequency. In fact, for a
 .classical system of free particles of density n we
 .expect that s v will behave as
e2 n
free ,classicals ; yi . 33 .
m v
 .Notice that if s v has a pole at vs0 with a
purely imaginary residue the same will hold true for
 .s v , and both residues will be equal. Although the˜
 .Euclidean conductivity s v do not match the real-˜
time one being imaginary, it cannot fulfill the
.Kramers–Kronig relations , one can formally expect
the residues to coincide in the passage from v to iv.
This suggest to define the following quantity which
will be the basic object of our study:
1 2p
E min min minZ s v s v , v s . 34 .  .˜i L0
In the L , L ™‘ limit, Z E tend to the residue of thei 0
pole. In order to measure this, we have considered
the smallest of possible external disturbances: n s0
41,n sy1 .L r20
Our result is shown in Fig. 1, lower part. We see
that the Euclidean residue follows quite closely
Kohn’s result, which in fact can be considered as the
infinite volume limit for our calculation. Moreover,
the physical picture is rather transparent: when the
band is full, the system gets almost inert, while when
the band is empty, it can be excited by the external
field creating a hole in the Dirac sea. Since the
smallest possible excitation has frequency 2prL , to0
be compared with a gap 2m, it is reasonable that at
ms0, the larger is the space-time lattice, the smaller
is the system response. In fact, notice that in Fig. 1
when m is below the lower band limit, the curves get
horizontal: in this range of m the system can be only
excited by crossing the gap between the Dirac sea
and the conduction band. And the gap is, of course,
m independent in a non-interacting system.
We remark that our results have been found within
the linear response approximation. We can control
this approximation in several ways. One is to study
the Fourier transform of the current, for frequencies
Fig. 3. The Fourier transform at zero frequency of the electrical
current as a function of the inverse lattice size.
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at which the Fourier transform of the external-field
vanishes. In Fig. 3 we show the zero-mode of the
electrical current for the electrical-field n s1,n s0 1
4y1 . We see that this non-linear effect tends to zero
with growing lattice-size, which is quite reasonable
since the minimum possible electric field is 2prL .1
The non-linear corrections are oscillating, but modu-
lated by a rapidly decaying function. Roughly speak-
ing, for the largest lattice the non linear effects are of
the same order as the distance to the thermodynamic
limit. A further check can be done by comparing the
residue obtained from the data in Fig. 2 with the one
in Fig. 1: in the Ls14 lattice, the differences are at
the 0.3% level, while in the Ls6 lattice the differ-
ences are at the 1.6% level. Therefore, we believe
that non-linear effects are under control for the not
too small fields that we can deal with.
5. Conclusions
We have presented a simple way of studying the
electrical conductivity of a system of Wilson fermions
at finite density and zero-temperature in a path-in-
tegral formalism. In particular, we have computed
the residue of the zero frequency pole of the conduc-
tivity, by numerically considering the linear response
to an external electric field, varying in Euclidean
time. The results have been contrasted with an ana-
lytical computation based on a method proposed by
Kohn, and an excellent agreement has been found.
As a further cross-check, we have computed the
density of states both analytically and numerically in
a finite lattice, obtaining a nice thermodynamic limit
convergence. It should be emphasized that in con-
trast with the analytical calculation which can only
be done for a non interacting system or, at most, for
.simple external fields , the numerical calculations are
easily generalizable to more complex models, as
fermions self-coupled with quartic interactions or via
a dynamic bosonic field.
An open, very interesting question is the possibil-
ity of extracting the full real-time electrical conduc-
tivity function from its Euclidean counterpart. We
have shown that the residue of the zero-frequency
pole can indeed be obtained. It would be also very
interesting to extend this approach to systems at
finite-temperature.
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