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Abstract 
The aim of this study was to examine a fully turbulent, particle laden flow 
in a square duct. Velocities were measured by particle image velocimetry, using 
both direct beam and fibre optic illumination systems. Small bubbles of diameter 
approximately 2im (density 1.2kg m 3 ) were used as seeding, and three sizes 
of large glass particles, with diameters of 24±24im, 113±38gm, and 338+88im 
(density= 2500kg m 3 ), were introduced into the flow. 
Measurements were obtained for all four particle sizes within five parallel 
planes, and from these results mean flow profiles, turbulent stresses and spectra, 
and concentration profiles were all examined. The results compared well with the 
simulations and experiments of other authors, and where such comparison was not 
possible some interesting trends were observed. In fully developed turbulent flow 
in a square pipe there are eight spanwise circulation cells, which move fluid away 
from the walls along the midwall bisectors and then back into the corners. It was 
possible to estimate how much the spanwise velocity of the glass particles would 
lag that of the fluid, using empirical data and an approximate form of Stokes law. 
The glass particles were also found to have a relatively slow streamwise velocity 
in the centre of the circulation cells. 
A two-phase flow.. experiment was attempted where both bubbles and glass 
particles were recorded in the same image. The resulting images were then sea- 
rated into two frames, using the particle diameters to distinguish between phases. 
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The aim of this thesis was to study the effects of introducing large micron sized 
particles into a turbulent fluid flow. The flow to be studied was a fully developed 
turbulent airflow in a vertical square duct. Turbulent flow in a square pipe con-
tains cross-stream flows which form eight stable circulation cells. The interaction 
of the large particles with these flows, as well as the turbulent motions of the 
fluid, makes this a very interesting situation to study. Large particles alter the 
momentum transfer within a flow due to the fact that they have a different inertia 
from a lump of fluid of the same size. The particles also alter the flow due to 
the fact that they are rigid bodies, incapable of the internal motion that a corre-
sponding volume of fluid could undergo. Due to their inëreased inertia we would 
expect the large particles to lag behind the fluid motion and to be insensitive 
to the smaller scale components of the turbulent motions. These types of flows 
1 
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are commonly encountered in industry, which also gives us a practical reason for 
wanting to examine such flows. Three types of experiment were planned: firstly 
with only small particles present in the flow, which should follow the fluid flow 
accurately while not significantly affecting the nature of the flow. Experiments 
would then be carried out where large glass beads were introduced into the flow, 
and finally both types of particle would be added to the flow at the same time. 
In all of the experiments outlined above the technique known as Particle Image 
Velocimetry (PIV) was used to measure the particle motion. The motion of the 
fluid is assumed to be the same as the motion of the particles if the particles used 
are sufficiently small. PIV is a full field, non-intrusive technique for measuring 
the motion of a fluid. In the simplest type of setup of this kind the area of 
the flow that is of interest is illuminated by a laser light sheet. Small particles 
that are present in the fluid (either naturally occurring or artificially added) are 
illuminated by this light sheet and are photographed. By taking pictures short 
time intervals apart it is possible to build up the evolving flow pattern of the fluid 
over the entire viewing area. 
This study continues the work carried out at Edinburgh by John Entwistle [5]. 
The experimental setup he used was essentially the same one used here, although 
the Reynolds number of the airflow was higher in the present study. The earlier 
work only considered small tracer particles (corn oil droplets of diameter 2gm) 
that were expected to follow the fluicf flow accurately, whereas the main aim here 
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was to study the motion of much larger particles. Entwistle measured his tracer 
particles with two types of optca1 setup, one involving a new fibre optic delivery 
technique. A similar fibre optic setup was used in the present study to measure 
the motion of the large particles, in order to assess the usefulness of this method 
in a new situation. 
Chapter 2 
Particle Image Velocimetry 
2.1 Fundamental Ingredients of PIV 
PIV, as mentioned in the introduction, is a full field, non-intrusive measuring 
technique. The flow is illuminated by a light sheet and small tracer particles in 
this light sheet are photographed at regular time intervals. The resultant images 
are then compared to see how the particles have moved between exposures. The 
observed displacements can then be used to provide an accurate measurement of 
the fluid velocities. 
4 
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2.1.1 Light Sheets 
The light sheet must fulfill two important constraints; firstly it must provide 
sufficient illumination to make the particles visible to the recording medium, and 
secondly its width must obey certain limits. The reason for the first condition is 
quite obvious, but the second requires some consideration. 
Most fluid flows are three dimensional in nature, which is always the case 
when the flow is turbulent, and so measuring fluid velocities should strictly be 
done using a three dimensional data set. This is actually the case in Holographic 
PIV where the light sheet information is recorded as a hologram, however the 
optics for such a technique are very difficult to align and there is as yet no efficient 
and reliable method for analyzing such images [6]. However, in conventional PIV 
the data set is treated as being two dimensional, since a single camera can only 
capture 2D information. This means that we can only apply this type of PIV 
when the velocity component perpendicular to the light sheet is small, methods 
such as Stereographic PIV [7][8] are used when this is not the case. 
Even if the out of plane velocity component is small it is still possible that 
a particle could move out of the light sheet between image acquisitions, so that 
when we come to compare the two pictures we would have a particle image 
that occurred in only one frame. This particle image would therefore yield no 
information about the flow velocity, at that point. In order to minimize the 
number of times that this occurs the light sheet thickness should be constrained 
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in the following way, 
TLS > U p X At 
	
(2.1) 
where TLS is the thickness of the light sheet, u, is the average out of plane 
velocity, and At is the time between images. Since the time between images is 
determined by the in-plane velocity that we are measuring (more on exactly how 
this works in section 2.4.1) the light sheet thickness is determined by the out of 
plane velocity. There is, however, another factor which must be considered. 
As mentioned earlier in this section the camera can only measure 2D informa-
tion. Actually a camera receives focused light from a thin sheet of space known 
as the field of view, and this field has a known depth, the depth of focus. The 
depth of focus is given by the equation [9], 
D1 24()
1_M\2 I f 2 A 	 (2.2) 
M 
whete D1 is the depth of focus, M is the magnification of the system, fis 
the numerical aperture, and ) is the wavelength of the light. For all the particles 





Figure 2.1: How perspective error arises 
in the light sheet to be properly in focus the width of the light sheet should be 
less than the twice the depth of focus of the camera. 
The light sheet should be made to satisfy these two conditions. If the light 
sheet is too thick then many sources of error are encountered. For example there 
is a perspective error due the fact that we have assumed all displacements are in 
the plane of the light sheet. Since this is not really the case it can be seen that 
any out of plane motion will contribute to the measured displacement (see Figure 
2.1). The thicker the light sheet the greater the scope for this type of error to 
occur. Also ) since the depth of focus condition has been violated, particles not 
in the camera's field of view will be blurred and will appear larger. These large 
blurred images would obscure any tracer particles behind them and would not 
themselves be useful in the allalysis of an image. 
2.1.2 Seeding Particles 
Seeding particles are necessary so that the motion of the fluid can be monitored 
at many different points in the flow, and so by averaging over these points we can 
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infer the full field velocity map. In order for the seeding particles to achieve this 
goal they must fulfill two important criteria. 
• They must be small enough to follow the fluid flow accurately. 
• They must scatter enough light to make them visible to the recording media. 
Since larger particles are better at scattering light these two conditions are in 
direct conflict with one another. The most sensible approach to this problern is 
to pick the largest possible particles that can follow the flow accurately, and then 
to tailor the image acquisition setup to be able to detect the light scattered from 
such particles. 
The accuracy with which particles follow a fluid flow can be characterized by 
the so called particle response time [1]. 
T 	P18u 
	 (2.3) 
Where r is the particle response time, d is the diameter of the seeding 
particles, pp is their_density, and v is the kinematic viscosity of the fluid. The 
particle response time, as its name suggests, gives an indication of the time that 
it takes the particles to respond to changes in the fluid motion. As a general rule 
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the particle response time should be less than any of the flow time scales that we 
are interested in. In the derivation-of this response time the fluid accelerations - 
are assumed to be constant. However, if this is not the case the calculated time 
can be used as an indication of the particle's actual response time. 
One final and very important constraint on the seeding is that it must be 
evenly distributed throughout the flow. If this is not the case then it may not 
be possible to determine the flow velocity accurately in areas of low density. For 
an accurate PIV analysis it has been determined that there should be at least 
15 particles per interrogation area [10] (the interrogation area will be defined in 
section 2.2.0. 
2.1.3 CCD Cameras 
Charge Coupled Device (CCD) cameras have a massive advantage over film cam-
eras in PIV applications. The first problem with using photographic recording 
media is that the film has to be developed before you can begin your analysis. To 
obLain velocities from a photographic negative, the negative has to be precisely 
cut and mounted before being scanned through some kind of optical correlation 
device (the negative can be digitized and then correlated but this process is still 
quite time consuming.) The results of the correlation would finally have to be 	- 
read out by some form of digital recording device to give a vector map of the flow 
field. However, in DPIV the images are already digitized and so the correlation 
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can be carried out computationally, immediately after the image is taken. The 
resulting vector map can then be displayed by the computer and post processed 
to produce final results. The advantage of using a CCD camera is that it allows 
the entire process from image capture to analysis to be carried out by a single 
computer, whereas photographic techniques take more time and a require wider 
variety of processing equipment (film development, optical correlator etc.) 
CCD cameras do have one disadvantage when compared with photographic 
recording media, the resolution of the resulting images is poorer. The resolution 
of a photographic film is determined by the grain size of the film whereas the 
CCD camera has an array of pixels. In an optical setup there are of the order 
107_109 pixels as opposed to only around 106  in a digital image [11]. The imme-
diate worry is that this resolution will not be high enough to give good vector 
maps, especially in situations where small flow structures are important (ie tur-
bulent flows.) However it has been shown that beyond a certain point, resolution 
does not serve to improve the determination of particle displacements [12]. When 
measuring fluid flow with PIV the displacement that a particle undergoes is usu- 
L1. L1. 	 1 ally much larger than the particle diameter. Therefore uue iiin pa01a frequency 
components of the data are dispensable since they relate to the shape of the tracer 
particles, lower frequency data relates to the displacement itself. To successfully 
determine the partile displacement we only need to know the low frequency end 
of the data, and so even with low resolution this can still be determined quite 
accurately. 
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Considering these two key factors means that DPIV is clearly the most fa-
vorable way of carrying out PIV measurements, due to the greater speed of data 
acquisition and analysis. The rate of development of CCD cameras can only mean 
that this bias will become more pronounced with time. 
One final point about CCD cameras is that the intensity data is also dis-
cretized into grey levels. The number of grey levels is normally expressed as a 
power of 2, so that an 8 bit camera would have 28 = 256 such levels. 
2.2 Analysis of PIV Images 
Having outlined the basics of PIV setups, the final consideration is the analysis 
of the resulting data. The first and most important part of the analysis is the 
correlation of the image pairs. 
2.2.1 Cross-Correlation 
As already mentioned the end result of our experiments is a succession of many 
image pairs. Each pair is analyzed separately by a method known as cross-
correlation (see Figure 2.2 for a diagram of the whole process.) This consists 
of each image being-split up into small square sections called interrogation ar-
eas, normally 32 pixels square (this number is almost always a power of two 
since Discrete Fourier Transforms are much slower than Fast Fourier Transforms 
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Figure 2.2: The Process of Cross-Correlation 
(FFT's)). The corresponding interrogation area from each member of the image 
pair is FFT'd and they are then complex conjugate multiplied together. The 
resultant data is then inverse FFT'd to produce the correlation plane. The cor-
relation plane has a large peak offset from the centre of the plane, the magnitude 
and direction of this offset being the average particle displacement. 
The above process involves using the frequency domain to carry out our corre-
lation, this method is normally used because it is computationally fast. However, 
this way of carrying out the correlation is entirely equivalent to the following 
method. Consider the simplified example in Figure 2.3, this shows how the cor-
relation is carried out in real space. The function which will be correlated with 
itself (this process is known as auto-correlation) is shown at the top of the figure. 
The middle graph shows how the correlation is carried out; while one verii 




Figure 2.3: Cross-Correlation in the Spatial Plane 
of the function is held fixed the other is slowly moved past it, the correlation 
function value at each point in this motion is equal to the area of overlap of the 
functions. This process is defined by the equation, 
Rjj(x) 	f I(i)I(i + x) di 
	
(2.4) 
where R11 is the auto correlat ion function and I is the function being corre-
lated. The bottom graph shows the normalized correlation function, which is 
simply the correlatioi function as detailed above divided by the area of the func-
tion being correlated (a superfluous step in this case since the area of the function 
is unity). When considering the form of the correlation plane it is much easier to 
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Figure 2.4: How data is translated back into the centre of the correlation plane 
when an FFT algorithm is used 
see how things work if we consider the correlation in this form. For instance the 
width of the correlation peak can be seen to be twice the average width of the 
particle images. 
An important limitation of this method is that if the particle displacement 
is greater than or equal to half the interrogation area width, the process will no 
longer provide the correct displacement vector. This is due to Nyquist 'S theorem, 
which states that the data must he sampled at a frequency twice that of the 
highest frequency that is to be measured. In this case the sampling frequency 
is spatial and is determined by the width of the interrogation area, and so only 
displacements up to and including half of this value can be measured. As a result 
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When doing the correlation in the spatial domain the correlation plane has 
a width twice that of the interoation area (ie if the interrogation area is NxN 
then the correlation plane is 2Nx2N.) But when the FFT method is used the 
correlation plane is the same size as the interrogation area, due to the Nyquist 
condition. The data for a 2Nx2N correlation plane is contained in the NxN plane, 
but any data outside the NxN central area is translated back into the correlation 
plane as shown in Figure 2.4. We can see that this will affect a correlation peak 
which breaks the sampling condition in the following way. If any one component 
of the displacement exceeds this criterion then the peak is translated back into 
the interrogation area according to the method shown in Figure 2.4. This means 
that the relevant component(s) will be altered according to the equation, 
Dz ,m = Dx,a - W 	 (2.5) 
where Dx signifies a displacement component in the x direction (measured 
and actual) and W is the width of the interrogation area [1]. This moving of a 
correlation peak is referred to as aliasing. The FFT algorithm is still a valid way 
of carrying out the correlation if the Nyquist criterion is observed, because only 
low level noise will be contained in the region that undergoes folding. 
Aliasing is the final point that must be considered before seeing how the time 
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between images is determined. The CCD array determines how many pixels the 
full image will have and therefore how many interrogation areas there will be. 
The timing must be set so that the maximum displacement of particles at any 
point in the image does not exceed half the width of the interrogation area. 
One final point is the size of seeding particle images. The most obvious 
limit on this is that the particles must be smaller than the interrogation area, 
although how small we cannot tell. It has been shown by theory, simulation and 
experiment[12] that the optimum size for a seeding particle image is two pixels 
square if a certain type of algorithm is used to locate the displacement peak (this 
is covered in the the next section.) 
2.2.2 Peak Detection 
The position of the peak in the correlation plane has to be accurately determined 
so that our resulting velocity measurement will also be correspondingly accurate. 
As mentioned in the previous section the width of the correlation peak will be 
twice the width of the particle images, which it is safe to assume will be identical 
in our case. However, since our data is discretized this is not quite the case. If the 
particles are N pixels wide then the correlation peak will be 2N - 1 pixels wide. 
The peak is identified by finding the largest value in the correlation plane. Since 
the images are pixelized this means that the correlation plane is also discrete and 
so the value obtained from the largest peak only determines the displacement to 
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an accuracy of ±0.5 pixels. However, it is possible to determine the displacement 
to a greater degree of accuracy using a three point estimator. To do this we extract 
the four correlation values next to the maximum and fit them to a function which 
describes the shape of the peak. It is important to note that this is only possible 
if the particle images are at least 2 pixels square, otherwise the data on either 
side of the central peak will simply be noise. The peak is assumed to have a 
Gaussian form since the particle images are Airy disks, which can be accurately 
modeled as a Gaussian. The correlation process involves FFT'ing this function, 
which simply results in a Gaussian of different width; as does complex conjugate 
multiplication. The fit is carried out using equations of the form, 
log R( 21 , 3 ) - log R(11,) 	
(2.6) 
= + 2log R( 1 ,) - 4log R(,) + 2log R( +1,) 
log R(,_ 1 ) - log R(,j+i) 	
(2.7) = ± 
2 log R(,_ 1 ) - 4 log R(, ) ±2 log R(, ±1) 
where (i,j) is the position of the largest peak, and R(,) denotes the cross-
correlation function value at point (x, y). This allows us to determine the dis-
placement to accuracies of less than half a pixel, in fact accuracies of up to 1/20th 
of a pixel are possible with an 8 bit CCD camera [1]. 
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2.2.3 Problems Associated with PIV Analysis 
There are many sources of error associated with analysis of this type. Noise in 
the correlation plane can be a key problem since if the signal to noise ratio, the 
ratio of the height of the correlation peak to the average noise level, is 1 or less 
then the displacement peak cannot be identified at all. Also the signal strength 
is lower for larger displacements because the particles in one frame are more 
likely to be missing from the other frame, since they could have moved out of 
the interrogation area between frames. This leads to a reduction in the number 
of particle pairs that can be correlated which accounts for the reduction in the 
height of the displacement peak, making it more likely to be swamped by the 
noise levels. 
This background noise arises from several different sources. One source is 
random correlations, that is when an image of one particle in the second frame 
is correlated with that of another particle in the first frame. Uneven background 
light intensity can also contribute to noise in the correlation plane, for example 
glare caused by reflections from boundaries. 
There are a few fundamental problems which arise due to the way in which 
PIV images are analyzed. The first problem is the assumption that the velocity is 
constant within eachinterrogation area. If this is not the case then the correlation 
peak is broadened or even split up. We can see why this is the case if we consjer- 
the final correlation peak as the sum of the correlation peaks for each individual 
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Figure 2.5: How the signal to noise ratio of the correlation peak is affected by 
velocity gradients, for 15 particles being correlated 
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Figure 2.6: How the signal to noise ratio of the correlation peak is affected by 
velocity gradients, for 5 particles being correlated 
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particle pair. If there is no velocity gradient all of these peaks will coincide and 
we will simply get a large Gaussian peak (since we are assuming that particle 
images can be approximated as a Gaussian) the height of which is a measure of 
the total area of the interrogation region covered by particles. However, if there 
is a velocity gradient and the particle peaks do not coincide exactly the profile 
becomes distorted, for small gradients the displacement peak remains essentially 
Gaussian in nature but it becomes shorter and broader than it would be if no 
gradient were present. If the gradient becomes too large, about 5% of the mean 
velocity [10], then the correlation peak becomes non-Gaussian in nature and 
eventually, for very large gradients, will break up into multiple peaks. Figures 
2.5 and 2.6 show an idealized picture of this process, the velocity gradients are 
expressed as differences in particle displacements across the interrogation volume. 
In working out these graphs the velocity limits within the interrogation area were 
set and particles were placed at equal intervals in displacement. 
Another inherent feature of this type of PIV analysis is a tendency to favour 
small displacements over large ones. If we reconsider the spatial correlation 
method we can see that we are more likely to get a correlation for a smaller 
velocity, Figure 2.7 shows why this is the case. If the displacement is large then 
a smaller area of overlap will result for a match, whereas if the displacement is 
smaller then a match will occur for larger areas of overlap. Since smaller areas 
of overlap will contain fewer particle pairs (since the particle concentration is 
roughly homogeneous) the number of pairs contributing to the correlation will 
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Image I 
Image 2 
Figure 2.7: Diagram showing the area of overlap for an interrogation area where 
there is a velocity gradient 
be reduced for large displacements. We can also consider this in the sense that 
for large displacements the particles are more likely to have moved out of the in-
terrogation area between frames. This will lead to there generally being a higher 
S/N ratio for smaller displacements. This means that if there is a velocity gra-
dient within an interrogation area the velocity vector will tend to underestimate 
the velocity rather than give the mean value, although the degree of the under 
estimation is dependent on the direction of the flow and is statistical in nature. It 
is worth noting that any error caused by this type of affect would most likely be 
much smaller than errors due to fitting a Gaussian profile to a highly deformed 
correlation peak. 
The last type of effect is very similar to an affect that always affects the es- 
tirnation of the displacement peak's position. This type of problem is known as 
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Figure 2.8: Diagram showing the effect of the Bias error (adapted from a figure 
in [1]) 
bias error, and is due to the finite size of the interrogation area. As the displace-
ment of the two interrogation areas relative to one another increases the area of 
overlap between them becomes smaller. This means that for large displacements 
the maximum possible size of the correlation peak is snialler. This is due to the 
window function that arises because of the finite width of the interrogation area. 
If we correlate two empty interrogation areas the result is a triangular function, as 
we saw in section 2.4.1, Figure 2.3. This means that the true correlation peak is 
affected by this so-called weighting function, resulting in the peak's centre being 
shifted to a slightly smaller displacement value (see Figure 2.8). Since the form 
of this weighting function is known it can be corrected for in the analysis process. 
Another effect known as peak locking can affect the measurement process by 
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Figure 2.9: The Form of the RMS error 
making the displacement peak always have an integer value. This occurs if particle 
images are only 1 pixel square. When this is the case a three point fit is not 
possible because the correlation peak will be only one pixel wide, and without 
three data points we cannot calculate the position of the peak's centre to an 
accuracy of greater than half a pixel. One very simple way around this problem 
is to slightly defocus the viewing camera so that the particle images are slightly 
blurred and so larger in size on the image. If this causes the particle images to 
become to dim, then changing the camera lens to obtain greater magnification is 
a more robust option. 
2.2.4 Sources of Error 
Since PIV analysis is a statistical measurement, involving sampling due to the 
random distribution of the tracer particles as well as the digital nature of the 
CCD camera, we would expect there to be certain random errors arising from 
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this fact. It has been shown [13] using Monte-Carlo simulations, that RMS errors 
in the value of displacement have the form shown in Figure 2.9. These errors arise 
due to the fact that there are only a finite number of samples (ie the number of 
particles in the interrogation area, and the number of pixels in the interrogation 
area) from which the displacement is estimated [13]. The fact that the errors fall 
away to zero for zero displacements can be exploited to improve measurement 
accuracy, something which will be covered in the next section. 
Other errors can arise from factors such as out-off plane motion of the tracer 
particles, slight misalignment of the optical setup, and tracer particles not fol-
lowing the flow precisely. Errors such as these can be minimized by taking care 
with the design and implementation of the PIV setup in question. One other 
source of error is due to the electronic nature of the measuring device. The first 
important effect is due to what are known as dark currents, caused by thermal 
effects generating electron hole pairs in pixels on the CCD array. This leads to 
any faintly illuminated particle images being lost in background noise. While the 
effect can be corrected for to some extent by subtracting off this background level, 
there remains a random fluctuation which is commonly known as dark current 
noise. These sources of noise have led to the development of cameras, such as the 
PCO SensiCam, which have cooled CCD arrays to reduce this effect and make 
detection in low light situations possible. Another noise source in the cameris 
so called read-noise or shot noise, which is due to the charge to voltage conversion 
that takes place when the image is read from the CCD array. This contributes 
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background noise to the PIV images and is again due to thermal effects. 
2.2.5 Re-interrogation 
As mentioned in the previous section the RMS error in displacement measure-
ments decreases to zero for zero displacements. This fact can be exploited by do-
ing multiple interrogations, re-interrogation. The PIV images are first correlated 
in the normal way, then the images are shifted by the calculated displacement 
vector and interrogated again. This reduces the RMS error in displacement mea-
surement significantly, as well as removing the effects of displacement bias and 
increasing the S/N ratio of the correlation peak (since particles that had moved 
out of the interrogation area between frames will now be moved back in.) 
Chapter 3 
Flow Characteristics 
3.1 Fundamental Fluid Dynamics 
If we assume that fluids are incompressible and have a constant viscosity then all 
of fluid dynamics can be encapsulated by only two equations, the Navier Stokes 
equation, 
+ g.Vii = P - 	+  
at 	
(3.1) 
and the continuity equation, 
26 
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V.= 0 	 (3.2) 
where iZ = (u, v, w) is the fluid velocity, F is any body force present (generally 
gravity), p is the fluid density, P is the fluid pressure, and ii is the kinematic 
	
viscosity. A useful simplification that is generally made is to absorb the gravity 	- 
body force into the pressure term, which is then known as the modified pressure. 
This is valid as long as there are no appreciable density differences in the fluid 
system in question [14]. 
The Navier Stokes equation is simply Newton's second law stated for a fluid, 
and the continuity equation expresses the conservation of mass. However, these 
equations can only be solved analytically for a few simple flow geometries; and 
if the flow is fast enough, and turbulence ensues, then even these simple cases 
cannot be solved explicitly. 
3.1.1 Flow Regimes 
All fluid flows fall into one of three flow regimes: laminar, transitional, or tur-
bulent. To determine which of the three a flow will fall into we use the non-
dimensional quantity known as the Reynolds number, 
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Figure 3.1: A plot of pressure gradient versus Reynolds number, showing the 
three domains of flow type (adapted from [2]) 
= 	
(3.3) 
where R is the Reynolds number; Uch is a characteristic velocity of the flow, 
generally the average flow velocity; Lh is a characteristic length scale of the flow, 
eg in channel flow the width of the channel; and ii is the kinematic viscosity of 
the fluid. When this number exceeds a critical value, R, the flow will become 
turbulent (R is normally in the range 2000— 10 for pipe flow [2], the exact value 
being dependent on the initial stability of the fluid flow.) 
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Laminar flow can be defined as a flow in which the flow parameters at a 
point in the fluid are constant or smoothly varying, where flow parameters would 
include such things as fluid velocity, pressure and temperature. In a turbulent 
flow these parameters have to be described statistically, ie as having mean, U, 
and fluctuating, u, components. In pipe flow it is possible to clearly identify 
the three different flow regions by plotting the pressure gradient driving the flow 
against the Reynolds number (see Figure 3.1.) Since the flow being studied in 
this thesis is turbulent we shall concern ourselves with the details of this type of 
flow. 
3.1.2 Turbulence 
Despite being the most common type of fluid flow in nature turbulence is a 
very ill defined phenomenon. As mentioned in the previous section turbulence 
can be considered as a state of motion where the flow must be described in 
statistical terms. Another definition is that "turbulence is a three-dimensional 
time-dependent motion in which vortex stretching causes velocity fluctuations to 
spread to all wavelengths between a minimum determined by viscous forces and 
a maximum determined by the boundary conditions of the flow" [3]. To fully 
appreciate the meaning of these definitions we will need to consider the concepts 
outlined in the following sections. 
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3.1.3 The Statistics of Turbulent Flows 
In section 3.1.1 the idea of representing a turbulent flow variable as the sum of a 
mean and fluctuating component was introduced. This is known as the Reynolds 




Given a velocity trace over some time T, we can calculate these components 
using the equations, 
U = fU(t).dt 	 (3.5) 
u(t) .= U(t) - U 	 (3.6) 
Where T should be much larger than the largest fluctuations in the velocity 
signal. The mean value of u(t) is zero, and so the turbulent velocity is often 
quantified by the m6an square value of this component, 





u2 dt 	 (3.7) 
Since turbulent flows are by their nature 3D (as we shall see in section 3.1.5), 
the local turbulence intensity of the flow is defined as, 
(3.8) 
where ü, ij, mv are the components of the fluctuating velocity. And the relative 




is a useful quantity because it can also be used to find the turbulent kinetic 
energy per unit volume, 
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TKE = .pq2 	 (3.10) 
These quantities are all useful in characterizing turbulent flows, but are not in 
themselves a complete statistical framework for detailing turbulence. They are, 
however, sufficient for the study to be carried out in this thesis. However, another 
important (and perhaps more physically useful) way of measuring a turbulent flow 
is to see over what lengths correlations in the flow velocities exist. 
3.1.4 More Correlations 
The correlations considered here are of the same type as those outlined in the 
previous chapter, they give an indication of correspondence between two data 
sets. The correlation of most concern here is the spatial correlation (time correla-
tions are also possible but are more often used in conjunction with laser doppler 
anemornetry (LDA) experiments, where a velocity-time signal is obtained), which 
compares the velocities at two positions instantaneously. A normalized spatial 










Figure 3.2: A sketch of typical normalized spatial correlation curves [2] 
where u 1 and u2 are the fluid velocities at two points a distance r apart. If 
= u2 (ie we are measuring the same component of the fluid velocity at each 
point) then R = 1 at r = 0 and has gradient 0, although in experimental plots 
such a function may well seem to have a non-zero gradient at r = 0 [2]. Generally 
most attention is given to correlations where the separation, r, is in a direction 
either perpendicular or parallel to the velocity component, known respectively as 
the lateral and longitudinal correlations. Correlations of this sort generally have 
one of the forms shown in Figure 3.2. The particular form which the curve takes 	- 
depends on the geometry and turbulence scales of the flow in question. However, 
at large r the correlations always tençls to zero [2]. 





Figure 3.3: Illustration of the correlation 1Y is negative in a shear flow 
In shear flow, a correlation of the form 111 has a negative value, a point which 
is illustrated in Figure 3.3. A fluid element near the wall with velocity component 
V, away from the wall, would move from an area with average velocity U in the 
x-direction, to an area of average velocity U + SU in the x-direction. The element 
would therefore count as a fluctuation of —SU at that position ie would give a 
negative value for the correlation 11J. The same logic applies to a motion in the 
—
y direction. 
A correlation of the form —pu 1 u2 is known as a Reynolds stress. This is 
because in the Navier Stokes equation for the mean velocity of a turbulent flow, 
this type of quantity acts as an addition to the normal viscous stresses. If we 
input the Reynolds decomposition into the Navier Stokes equation, we get, 
CHAPTER 3. FLOW CHARACTERISTICS 	 35 
8(U1 + u) (U, + u) 	1 a(P + p) 	82 (U, + ) 
at 	 a 	, 	a. a2 	
(3.12) 
Where the summation notation has been used. After rearrangement and av- 
eraging we get the equation, 
aU, - ott1 	1 P 	a2 0, +U3—+z' 2 at 	ax3 a, ax3 ox 3 (3.13) 
Where we have regained the normal Navier Stokes equation for a mean flow 
but with an additional turbulent stress. As already mentioned, in shear flow 
is negative and so the last term in the above equation is positive, meaning the 
stress is increased. It should be noted that it can be put in this form because the 
last term in the following equation is zero by continuity. 
= U 
O 	
1 	+ U1 
x3 Ox3 
(3.14) 
Whereas viscous stresses are microscopic in nature, and are due to transfer of 
momentum between layers of different velocity, Reynolds stresses are macroscopic 





Figure 3.4: A Turbulent energy spectrum, Energy against Wavenumber, k 
in nature. Reynolds stresses are due to the large scale transfer of momentum 
by structures known as eddies, which are essentially the things which make up 
turbulence. In fact this is the only meaningful definition that can be given to 
the concept of an eddy, an object that is difficult to define due to the fact that 
turbulence itself is difficult to define. Eddies can be quantified by turbulence 
length scales, the topic of section 3.1.6. 
3.1.5 The Energy Cascade 
A turbulent flow contains eddies of many different sizes which interact with one 
allother. Figure 3.4 show a typical energy spectrum for a turbulent flow. The 
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spectrum can be split into three regions, the energy carrying range, the transport 
range (often called the inertial sub-range), and the dissipation range. The energy 
cascade is simply the fact that energy moves from large eddies (small k) to small 
eddies (large k), where it is then dissipated by viscosity effects. The transport 
section is one of the most important regions in any turbulence spectrum because 
it obeys Kolmogorov's famous —5/3 law, ie, 
E(k) = Ae 213k 513 	 (3.15) 
where A is a numerical constant and e is the dissipation rate of the turbulence 
This is a universal characteristic of turbulence, and applies to all fully turbulent 
flows. This makes the Kolmogorov —5/3 law a very fundamental relation in the 
physics of turbulent flows. 
As mentioned earlier, a turbulent flow consists of many eddies of, varying 
sizes, that interact with one another. This interaction takes place mainly in the 
form of vortex stretching. Imagine an element of fluid which is rotating about the 
z-axis, if there was a velocity gradient along this axis, ôw/ôz, then the element 
would be stretched io this direction. As a result of this the rate of rotation of the 
element would increase, due to the conservation of angular momentum, causing 
velocity gradients in the x and y directions. This process would then be repeated 
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Figure 3.5: Vortex stretching and small scale homogeneity (figure taken from [3]) 
with fluid elements rotating about the x or y-axes also being stretched. We can 
see that initial stretching in the z direction has now led to stretching in the x and 
y directions, which in turn will lead to stretching in the x, y and z directions. 
Figure 3.5 shows how stretching in one initial direction can lead to stretching in 
all directions in almost equal amounts, the table on the right shows the amount 
of stretching in each direction at each stage of the process. An important point 
to note is that this process will take place on smaller and smaller scales at each 
step, since the cross-sectional area of the fluid elements is decreased as they are 
stretched. This process explains why turbulence is homogeneous on small scales 
This argument also shows why energy moves from large scales to small scales, 
and why turbulence is inherently three-dimensional. 
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3.1.6 Length Scales 
The approximate position of all of the length scales outlined in this section is 
indicated in Figure 3.4. The first two length scales that we will be concerned 
with are both defined in terms of the correlation curves shown in Figure 3.2, an 
approach only valid for the largest eddies present in a flow. This is due to the 
fact that the correlation for separations r is due to eddies of size..approximately 
r or upwards [2]. The first length scale is known as the macro length scale or 
integral length scale, due to the fact that it is defined as, 
L = f R(r).dr 	 (3.16) 
where R(r) is the normalized spatial correlation function. This length scale 
is also sometimes defined as the point where R(r) = 1/c or where R(r) has a 
minimum, as occurs in the lower of the two curves in Figure 3.2. The integral 
length scale is the size of the largest turbulent eddies present in the flow, and in 
pipe flow it is of the order of the pipe diameter. However the largest eddies are 
often not the most energetic, which in pipe flow are in the range D/8 < le < D/4 
[15]. 
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The second length scale of interest is the Taylor microscale, which is defined 
by fitting a parabolic curve to the normalized correlation curve at the origin. This 
is possible since the correlation curve has a gradient of zero at r=O, as mentioned 
in section 3.1.4. This length scale gives the typical size of transport eddies. The 
Taylor microscale can be shown to obey the approximate relation [15], 
ço 	 (3.17) 
where Re t is the turbulent Reynolds number, as defined by, 
Re t = l
e  C 	 (3.18) 
V 
The Taylor microscale is important in PIV because the resolution of a PIV 
image should, at the very least, reach this value[16]. If this criterion is not met 
then the turbulent spectra obtained would not resolve as far as the inertial sub-
range. This would mean the Kolrnogorov -5/3 law could not be confirmed and the 
calculation of any tirbulent stresses would be meaningless, since the contribution 
of the most important eddy sizes would not be included. 
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The final length scale is the Kolomogorov length scale, which is the average 
size of the dissipation eddies. This length scale can be shown, by dimensional 
analysis, to be equal to, 
lk 
	 (3.19) 
But a more useful result is that derived by Hinze [15], 
lk 
= (225Re) 	 (3.20) 
It is important to note that these results are dependent on the turbulence 
being isotropic and homogeneous, something which is not true for flow being 
studied here, which is an example of a turbulent shear flow. This means that care 
must be taken when applying these arguments to the case in question. Before 
going on to look at flow in a square duct it is advantageous to first consider the 
simpler case of flow in a round pipe. 






Figure 3.6: Geometry of pipe flow 
3.2 Pipe Flow 
One situation in which the Navier Stokes equation can be solved explicitly is 
for laminar flow along a straight pipe with a circular cross-section. For ease of 
calculation the problem is posed in cylindrical coordinates. With the introduction 
of the no-slip condition (zero velocity at the wall), and the condition that the flow 
is uni-directional along the pipe axis, the Navier Stokes equation reduces to the 
form, 
lOp 	1(Ow\ + v— I r— I = 0 	 (3.21) 
pOz r Or) 
Where the flow is in the z-direction, with velocity w (see Figure 3.6). This is 
reduced by rearrangement and integration to give the flow speed in the pipe as, 
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where a is the radius of the pipe. From this we can see that the flow profile 
is parabolic, with the maximum velocity at the pipe's centre. We can imagine 
the flow as consisting of a series of concentric cylinders sliding over one another, 
with fluid being exchanged between cylinders due to thermal motion. This trans-
fer of momentum between layers is the basis for the microscopic explanation of 
fluid viscosity. However, in calculating this profile it is assumed that the pipe is 
infinite in length, and the fact that this is not the case in reality means that the 
development of this profile must be considered. 
Consider the flow setup in Figure 3.7, where the rate of water into and out of 
the system is matched. The flow profile on entering the pipe would not be that 
43 
w 
given by the previous equation, but wçuld tend to that form as the flow progressed 
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along the pipe. If we assume that the fluid enters the pipe with a constant velocity 
at all points then the profile would become that given by theory after a distance 




where R is the Reynolds number and a is the pipe's radius. We can imagine 
that this entry length is due to the frictional influence of the wall slowly working 
its way into the center of the pipe. The area in which the frictional influence 
of the wall has an effect on the flow properties is called the boundary layer, and 
so pipe flow is an example of a boundary layer flow (more on this in the next 
section). This covers the main aspects of laminar pipe flow but we have yet to 
consider the turbulent case. 
In section 3.1.4 we showed that the Reynolds stress in a turbulent shear flow 
makes an additional contribution to the total stress in the flow. The total stress 
is given by the equation, 
9U 
TIL --- +pUV . T1+T 	 (3.24)ay 
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where Ti IS the normal viscous stress, Tt is the additional turbulent stress, and 
we have explicitly included the fact that WU is negative. The turbulent stress is 
due the large scale motion of eddies, and this contribution is sometimes modeled 
as an additional viscosity, known as eddy viscosity. 
In turbulent flow the entry length is much shorter due to the mixing caused 
by the turbulent eddies. It has been shown by H.Kristen that for a turbulent flow 
the entry length is around 50 - 100 diameters, whereas J.Nikuradse has shown 
that a fully developed flow profile exists after only 25 - 40 diameters [17]. An 
empirical relation for the entry length in a turbulent flow is [18], 
X = 0.693D x R 	 (3.25) 
where the Reynolds number is based on the pipe diameter and the mean flow 
velocity. Which applies when the flow is turbulent before entering the pipe. 
Another effect of this additional mixing is that the mean velocity profile in 
the streamwise direction is much flatter in the central section, and has a much 
steeper gradient at the walls. 
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3.2.1 Turbulent Boundary Layers 
In fully developed turbulent pipe flow the boundary layer covers the entire width 
of the pipe (ie J = a, where S denotes the boundary layer thickness) as mentioned 
in the previous section. This boundary layer can be split into four levels; the 
viscous sub-layer; the transition sub-layer; the fully turbulent, constant stress 
layer (which together make up the inner region) and the outer region. 
The viscous sub-layer is generally very thin (Si, 	5 x 10S), and the flow 
here is laminar. This is because of the no-slip condition, which means that the 
Reynolds stress is zero at the wall and negligible elsewhere within this layer. The 
only stress acting at the wall is viscous, ie, 
thi ) 	
(3.26) 
( 	 lvi 
From this equation we can see that, 
TW 
= v (OUM) = u 2 	 (3.27) 
Where a useful new flow parameter u,- is defined, and is referred to as the 
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friction velocity. The friction velocity is used to non-dimensionalize certain flow 
parameters, and so it must be determined to a high degree of accuracy. Due to 
this fact much is known about the friction velocity, such as the two experimental 
relations [2], 
max(u2) 8U 2 	and 0.035 < 	<0.05 	 (3.28)
Ub 
where max(0) denotes the maximum value of u2 and Ub is the Bulk velocity of 
the flow, and is essentially the average velocity of the flow over the cross-sectional 
area (more on this in section 3.3.2). The friction velocity can also be used as an 
indication of the out of plane velocity in pipe flow, when setting the width of the 
light sheet [19]. The best empirical method for evaluating u.- is using the relation 
called the Blasius formula, 
	
F = 0.3164 (2aU9-0.25 
	
(3.29) 
where F is a dimensionless factor called the coefficient of resistance or tile 
friction factor, which is also given by the relation, 
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(3.30) 
which is found to be valid for Reynolds numbers of 10 or less [20]. 
In the transition sub-layer TI '-' 'rt , and therefore eddies do occur in this region. 
This region may seem unimportant since it is simply the buffer zone between the 
viscous sub-layer and the fully turbulent, constant stress layer. However the 






which is a maximum when TI = Tt, ie within the transition sub-layer. This 
tells us that most of the turbulent energy is extracted from the mean flow in this 
thin layer ( 10 -2 ) near the wall. From this fact we can see that turbulent 
energy profiles will peak in the near wall region, since this is where the source of 
the energy lies. This is also the case for the normal stress profiles, since the mean 
flow profiles vary most rapidly in the near wall region. 
The final section of the inner regioJi is where turbulence begins to dominate the 
flow, since 'rt >> 7-1 . The width of this section of the layer is 	0.2S, meaning 
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this section is big enough to contain much larger eddies than the previous two 
layers. The velocity gradient in this region is quite sharp and can be modeled by, 
aU(y) - u 
Ky 
(3.32) 
The constant K is known as the Von Krmán constant and has a value of 




+ A 	 (3.33) = —in 
K ( V ) 
which is the well known Law of the Wall, and A is a constant which is set 
according to the boundary condition at the viscous sub-layer. It is often expressed 
in the non-dimensional form of, 
U=iny+C 	 (3.34) 
where it is found that 5 < C < 5.5. We now consider the final region of 
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turbulent pipe flow, the outer region. 
The outer region is where the largest eddies tend to be, and the flow profile 




Where Uc is the centreline velocity, and n varies .with Reynolds number. (n = 6 
atR=4x103 ,7atJ?=110x103 ,andn=lOatR=3240x10 3 [17].) Itis 
generally found that the logarithmic law of the wall also fits this region very well 
since viscosity effects are still negligible (Tt ' -i lOOn). 
3.3 Square Duct Flow 
When a fluid flow is within a pipe of non-circular cross section there are some 
interesting changes in the structure of the flow. Steady secondary flows occur in 
this type of flow and they alter the characteristics of the mean flow. 
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Figure 3.8: Contour plot of normalized streamwise velocity for laminar flow 
3.3.1 Laminar Flow 
The streamwise velocity profile for laminar flow in a square duct has been shown 
to be [22], 
) 
I 
= —4LG8P 	(-1)T / 	cosh(')\ 	/nyrz\ 
cos 1 	1 	(3.36) 
cosh() ) 	\. L 8 I ir3 z 	öy n=1,3,5,... 
where y is the streamwise flow direction, L 3 is the side length. G is the uni-
versal gravitational constant, P is pressure and p is the fluid viscosity. Figure 3.8 
shows a contour plot of the normalized mean streamwise velocity, where the con- 
( 
Ct 
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tours run from unity at the duct centre to zero at the walls. This data is plotted 
on a 100 by 100 grid and the first 100 values of ri were used in the calculation. 
As with normal pipe flow the turbulent profile is expected to be flatter than the 
laminar case. 
The coordinates in Figure 3.8 are non-dimensionalized by D, which in circu-
lar pipe flow is the diameter of the pipe. For non-circular ducts the Hydraulic 
diameter [17], 
I 
4 x cross - sectional area 
perimeter 
(3.37) 
is used instead. For the case of a square pipe this is simply the side length. 
3.3.2 Secondary Flows 
Figure 3.9 shows a schematic of the secondary flow cells present in a square pipe, 
very similar structures are seen in rectangular and triangular pipes [17]. These 
flow cells are not present in laminar flow as they are generated by turbulent 
stresses, although the exact mechanism by which this occurs is not yet known. 
The cells start off as a pair of counter rotating vortices in each corner of the duct, 
as they move upstream these vortices grow until they form the fully developed 




Figure 3.9: Sketch of the secondary flow cells 
flow cells shown in Figure 3.9 [23]. 
These secondary flows are normally only about 2-3% of the mean streamwise 
bulk velocity [24], but even so they produce a significant change in the shape of 
isovels (contours of equal velocity) within the duct. In turbulent square pipe flow 
the momentum transfer of the secondary cells causes the isovels to stretch into 
the corners more and to move away from the walls along the midwall bisectors, 
when compared with the laminar case (Figure 3.8). Because of this the equation 
for the friction factor given in section 3.2.1 is no longer correct and we have to 
use [25], 
= 2log(l.125 Re & F05 ) — 0.8 	 (3.3) - 
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where Re j, is the Reynolds number based on the bulk velocity. The bulk 





where U is the centreline velocity. 
3.4 Particle Dynamics 
Since the flow studied in this work was seeded with several different sizes of 
particles, the dynamics of such bodies are now considered. 
3.4.1 Terminal Velocity of Spheres 
Since our intention is to study particle laden flows, the terminal velocity of spheres 
is an important parameter. Terminal velocity under free fall occurs when the 
gravitational force acting on the sphere balances the drag force. The most well 
known case of this type is Stokes law where, 
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FD = 67rprU 
	
(3.40) 
where FD is the drag force on the sphere, r is the radius of the sphere and 
U is the velocity of the sphere. Equating this with the gravitational force and 
rearranging gives the equation for the terminal velocity, 
UT 
= 	- pf )gd 
18ft 	
(3.41) 
where d is the diameter of the particle; g is the acceleration of free fall; and p 
signifies a density, where the subscripts denote fluid and particle. However, this 
law is only valid when, 
Re = UTdPPJ <2 
	 (3.42) 
where Re is kno;n as the particle Reynolds number. Outside this range the 
drag no longer obeys Stokes law but is given by [26], 
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18.5Re; 06 for 2 < Re < 500 
0:44 -f or 500 < Re 
The terminal velocity in these regimes being, 
pf) 




) Ia 	pf 





which are known as the intermediate law and Newton's law, respectively. 
The particles in our fluid flow are not in free fall, but are being carried verti-
cally by the fluid. However, if we perform a Galilean transform we can make the 
fluid at rest and the particles falling downwards with velocity, 
(3.45) 
where U5 is known as the slip velocity. It has been shown theoretically that 
if there are no inter-particle collisions or collisions with the waIl [27], that the 
slip velocity is equal to the particle's terminal velocity as we would expect. In 
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the more realistic case where collisions with the wall are considered, in a circular 
pipe, it has been shown that the correlation given below can be used [28], 
0.56 	0.68 
= O.O11m01 Iu1)l34 (4) (3.46) 
UT 	 2a 	P1) 
where m is the solid loading ratio (defined in section 4.2). Where comparisons, 
such as this, are made with results from circular pipes, the hydraulic diameter of 
the square duct is substituted for the circular pipe diameter. Such comparisons 
are often necessary because the equivalent work for particle laden flows in square 
pipes has not been attempted. 
3.4.2 Particle Wakes 
The preceding section discussed how the particles are affected by the flow. How-
ever, the affect of the particles on the fluid flow itself are of importance. As 
outlined above the particles can be considered as stationary obstacles with a 
fluid flow moving past them. This means that a wake, a region of relatively low 
fluid velocity, will be formed behind the particles. The extent of this low speed 
region, as well as the velocity of the fluid in it, are extremely difficult to predict. 
As a result no general formula exists to determine these quantities. However, the 
particle Reynolds number ,defined in the previous section, can be used to place 
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the form of the wake into one of three categories. The three particle Reynolds 
number regime's are [291, 
Re<1 
1 <Ret, < 500 
Re > 500 
In the first of these three regime's there is no wake at all, with an essentially 
laminar flow going around the particle. In the intermediate regime the flow is 
still laminar but a wake forms behind the particle. In the final regime the flow 
around the particle becomes turbulent and vortices are shed from the sides of 
the particle. From this outline we can see that particle wakes will only become 
important if the particle Reynolds number exceeds one. 
3.5 Flow Development 
As was mentioned previously in this chapter the velocity profiles in a pipe flow 
take time to develop to their final form. A common way to quantify flow devel-
opment is to compare the ratio U/Ub at different positions along the pipe length. 
A sketch of a typical curve of U/Ub against entrance length is shown in Figure 
3.10. In the early stages of flow development the boundary layer is still growing 
outward from the walls. The faster moving fluid in the central region of the pipe 
is channeled through the gap left by growing boundary layer, like the flow through 





Figure 3.10: A sketch of a typical curve of Uc/Ub against entry length 
a gradually narrowing pipe. Due to continuity the fluid in the central region has 
to accelerate, thus increasing the centreline flow velocity and causing the ratio 
Uc/Ub to increase. This accounts for the initial positive gradient of the curve. 
Once the boundary layer covers the full width of the pipe the momentum of the 
flow is more evenly distributed across the width of the pipe, causing the bulk 
velocity to increase while the centreline velocity is reduced. This causes the ratio 
Uc/Ub to drop, rapidly at first before asymptotically tending towards a plateau 
[301. This type of development is common to all pipe flows. The length of pipe 
required for the flow to enter this fully developed regime is hard to determine, 
due to the asymptotic nature of the approach to fully developed flow. 
Due to the difficulty of deciding when the flow is fully developed a large range 
of entrance lengths for square pipes have been suggested by different authors, 
from 38 pipe diameters to 300. The figure of 38 diameters seem to be dueo- 
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the fact that this is the point where the boundary layer growth has ceased and 
the maximum value of U/Ub occurs. This has been fQund to be the case for 
both circular [31] and square [32] pipes. Other authors suggest that a value 
of around 84 pipe diameters is a more realistic length for fully developed flow 
to occur [32, 23, 24]. Demuren and Rodi [24] also found that after around 40 
diameters the profiles for turbulent statistics were almost fully developed. This 
seems reasonable since by this stage the boundary layer covers the full width of 
the duct, and so any turbulent motion will be evenly distributed. Gessner and 
Emery [33] simulated developing flow in rectangular ducts. They stated that with 
unsmooth entrance conditions and turbulence present the flow would become fully 
developed by 40 to 50 pipe diameters. 
The preceding arguments assume that the flow is turbulent in nature. Hart-
nett et at [34] studied both laminar and turbulent flow in rectangular ducts, and 
found that for Reynolds numbers in excess of 7, 000 the flow would always be tur-
hulent. It will be shown later that the Reynolds number in this study is greater 
than 10, 000. They also found that with an abrupt entrance and Reynolds num-
bers of the order of 3, 000, only 40 pipe diameters were required for the flow to 
become fully developed. For Reynolds numbers in excess of 4, 000 they found 
that only 20 pipe diameters would be required. 
Despite the fact that the streamwise mean flow profile and the turbulent 
statistics should be fully developed Fy around 84 pipe diameters, the secondary 
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flows seem to take significantly longer to develop. Govan et al [35] suggest that 
the secondary flow cells will only be fully developed after 300 diameters, while 
Su and Friedrich [36] state that 150 diameters should suffice. 
So far we have only considered the development of the fluid flow. However, 
the particle flow does not necessarily develop at the same rate as the fluid [37]. 
Wheeldon and Williams [37] found that in circular pipes the most accurate way 
to determine if the particle flow was fully developed was to use the relation, 
X = 1.07 x UT 	 (3.47) 
where X is the entry length and UT is the particle terminal velocity. Since 
no corresponding work could be found for non-circular pipes this criterion will be 
used to assess the flow development in this study. 
Chapter 4 
Preliminary Results 
4.1 Experimental Setup 
The experimental setup required to carry out this work involves many different 
components, some of which are interlinked. For this reason the two main sections 
of the rig are described separately in the following sections. 
4.1.1 Airflow Setup 
For the layout of this part of the experimental rig see Figure 4.1. Air is drawn 
into the setup and passes through a flow valve, which is used to control the speed 
of the airflow. A thermometer next to the air inlet is used to compare the ambient 












Figure 4.1: The airflow setup (not to scale) 











Figure 4.2: Photograph of the main part of the rig 
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Figure 4.3: A Cross-Sectional view of the Mechanical Feeder 
The air temperature is monitored because the viscosity of the air is dependent 
upon it, and the viscosity should be constant and known during the course of an 
experiment. The temperature reading on the thermometer after the test section 
is slightly higher than the ambient value, due to frictional heating within the fluid 
flow. After the flow valve any seeding particles that are required are fed into the 
duct. 
Corn oil particles are produced by an atomizer, run by a pressurized cylinder 
of nitrogen. With the pressure set to 48 x 10 Nrn 2 the particles produced have a 
diameter of 1-21tm (making them consistent with the criteria for seeding particles 
outlined in section 2.1). Later on the seeding was provided by a bubble generator 
manufactured by Jern Hydrosonics. This produced water-alcohol bubbles with a 
diameter of 2-3jirn, and is shown in Figure 4.4. The glass beads are fed into the 
flow by a mechanical feeder consisting of a vibrating plate and a storage chute 
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Figure 4.4: Photograph of the intake part of the rig 
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(see Figure 4.3). As particles are fed into the flow by the vibrating plate the chute 
slowly empties its contents out, keeping the plate fully stocked. In both cases the 
particles are fed into the flow at a point and the turbulent flow distributes them 
across the pipe. 
After the seeding particles are fed into the flow the straight test section of the 
network begins. The first 2 meters of this section is circular corrugated piping, 
followed by the 3 metre stretch of square glass duct. The glass duct is in two 1.5 
metre sections. After this straight section the flow travels along more corrugated 
circular piping before being fed through a cyclone separator. This removes any 
glass beads of diameter > lOjtm (for flow speeds of 8ms') before they reach 
the blower which drives the flow. This arrangement ensures that the blower is 
not damaged by any glass beads passing through it and, more importantly, that 
the beads are not introduced into the free atmosphere (inhalation of such beads 
in large quantities can cause health problems.) 
The development length of the setup is around 50 pipe diameters, if only 
the square duct is considered; if the straight section of circular piping is also 
considered then the development length is 78.5 pipe diameters. The measurement 
region was 6 pipe diameters before the end of the square section, making the 
entrance lengths 44 and 72.5 diameters respectively. 
By comparison with the entrance lengths required for fully developed flow 
(section 3.5) we can see that, if only the square duct is considered, the mean 
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streamwise velocity profile may not have had enough time to develop. However, 
if the circular piping is includedim the estimation of the entrance length then 
the flow should be approaching the fully developed regime. This seems to be a 
reasonable assumption, since the streamwise velocity profile for turbulent flow 
in a circular pipe is very similar to that found in square pipes. It should also 
be noted that the piping before the straight test section also gives the turbulent 
and mean flow properties more time to develop. The work of Gessner and Emery 
[33] is of particular significance to the development in this setup. They stated 
that for setups with unsmooth entrance conditions and turbulence present in the 
flow, it takes only 40 to 50 pipe diameters to reach fully developed conditions. 
The unsmooth entrance condition is amply met by this setup, since the initial 
entrance to the rig is simply an open ended pipe, and then the transition from 
circular to square pipe is very abrupt. The flow is almost certainly fully turbulent 
since the flow Reynolds number is of the order of 10000 (as will be shown later in 
this thesis). According to Hartnett et at [34] a Reynolds number this high would 
mean that the flow will require less than 20 pipe diameters to develop. These 
two studies indicate that the 44 diameters of square duct may be enough on its 
own to produce a fully developed flow. On balance the previous studies suggest 
that the mean streamwise flow and turbulence profiles will be fully developed by 
the measurement region. 
Unfortunately the secondary flows have been shown to take much longer to - 
develop [35, 36], with the most optimistic estimate for a suitable entrance length 
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being around 150 pipe diameters. Naimi and Gessner [32] present data from both 
experiment and simulation that shows the secondary flows are well established 
by only 40 diameters. This data suggests that the magnitude of the spanwise 
velocities increase only gradually after this point. Due to space limitations it 
would not have been possible to increase the development length to hundreds to 
diameters, and so the setup was used while bearing this limitation in mind. 
One final consideration was the the build up of static electricity on the walls 
of the duct. The particles collide with each other and so build up static, which is 
then deposited on the walls of the duct. In order to remove this static from the 
walls an earthed metal ribbon was wrapped around the entire glass section of the 
setup. 
4.1.2 Image Acquisition Setup 
The image acquisition setup involves many interlinked components (see Figure 
4.5). The most important operation of all these components is to ensure that 
everything is in sync so that when the laser is pulsed the camera takes a picture. 
The initial trigger for the whole process comes from the computer (via a PIV 
software package called VidPIV, produced by Optical Flow Systems) which sends 
out a trigger pulse W the timing box. There are two outputs from the timing 
box, one to the laser timing box and another to the camera. 
LIGHT 
SHEET 
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Figure 4.5: The image acquisition setup 
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When the trigger pulse reaches the camera (a Kodak Megaplus ES1.0, 8 bit 
camera) an exposure event is started. An exposure event in this case involves the 
camera taking two images in rapid succession. The initial trigger pulse simply 
starts this process, the timing for exposures is taken from another piece of software 
on the computer. The camera takes a first exposure of 100ps waits 1s and then 
takes a second exposure of 33ms (the length of this second exposure is fixed by 
the camera hardware). Because the second exposure is much longer than the 
first, this frame is brighter due to background light: something which has to be 
compensated for by normalizing each image before correlating them. However, 
the particle images are of the same brightness in both frames because only the 
short illumination (6-7ns) of the laser sufficiently illuminates the particles for the 
camera to pick them up. This means that the time between frames is actually 
set by the laser timings and not the camera setup. 
The trigger pulse sent to the laser goes through another timing box because 
the laser requires three separate trigger pulses to produce one double exposure. 
The first of these pulses fires a flash lamp which optically pumps the excitation 
medium in the laser. The other two pulses trigger the Q-switches in the laser. 
The Q-switch is used to trigger the actual laser pulses (see Figure 4.6). The 
switch is triggered by applying a voltage to the Pockels cell: if no voltage is applied 
the light is unaffected by the cell whereas if a voltage is applied the light's angle:of 
polarization is rotated by 900.  Light enters the switch via the polarizer, makig- 
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Quarter-wave 	 Pockels 	 Polarizer 
Plate 	 Cell 
Figure 4.6: A Q-switch (taken from laser handbook [4]) 
it vertically polarized. The light is changed to circularly polarized light by the 
quarter-wave plate. After reflection the light travels through the quarter-wave 
plate again and becomes horizontally polarized. If the switch is not active then 
the light is absorbed by the vertical polarizer; but if the switch is active the 
polarization is changed back to vertical and a laser pulse ensues. 
A final important point about the optical setup is the magnification of the 
camera arrangement. The camera used a 60mm nikkor lens, and the magni-
fication of this optical system was 0.024. This led to resolutions in the range 
18 x 103px/m to 19 x 103px/m. The spread in the pixel to. metres conversion 
factor was due to the difficulty of lining the camera up in exactly the same orien-
tation each time the light sheet was moved. However, this only made the width 
of the duct image different by 40 pixels at the most, and so made little difference 
when comparing the data sets. 
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Figure 4.7: Sketch of the integral of a Gaussian as applied to particles passed by 
a mesh 
4.2 Glass Particle Data 
The size and density of the large glass beads that we used is of great importance, 
since it determines the particle's response time. The particles were sized by 
the suppliers (Potter-Ballotini) by passing them through a series of sieves and 
measuring what percentage passed through each mesh size. The three particle 
sizes are referred to as small (SP), medium (MP) and large (LP) throughout this 
thesis. The data for the three particles sizes is included in the following table. 
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Particle Mesh Size ( sum) Percentage Passed Average Percentage 
SP 63 95-100 97.5 
45 85-100 92.5 
24 45-75 60 
MP 192 100 100 
180 99.9 99.9 
150 90-100 95 
75 0-20 10 
LP 500 100 100 
425 - 	 90-100 95 
250 0-20 10 
In order to change this data into a more usable format we assumed that 
the particle sizes would be symmetrically distributed about a mean value, with 
a shape similar to a Gaussian curve. This being the case the integral of the 
distribution upto the mesh size in question would give the proportion of particles 
passed by a mesh, which is precisely what the data above shows. The integral 
of a function of this type has the form shown in Figure 4.7. This function is 
anti-symmetric about the mean particle size co-ordinate, as is the integral of any 
symmetric distribution of particle sizes about a mean. This means that a linear 
fit through points symmetrically distributed around the mean will lead to a good 
estimate of the mean particle size. This argument is quite general but it was felt 
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that, given the paucity of data we had to work with, this was the best approach 
to take. This method can be easily applied to the two largest particle sizes, using 
the data points for 10% and 95% passed values as the symmetric data points. 
Unfortunately there are no suitably placed points in the small particle data set, 
and so the mean size while be estimated as the grid size at which 60% of particles 
are passed. This is a fairly accurate estimate of the mean size and should make 
little difference when it comes to comparing results to theory later in this thesis. 
The range of particle sizes is taken as being the difference between the mean and 
95% passed data point, or in the case of the small particles by using the fact that 
the particles can't be smaller than zero size. 
Particle Mean Size (pm) Range of Particle Sizes (gm) 
SP 24 24 
MP 113 38 
LP 338 88 
The density of the beads was given as 1500kg m 3 . However, the particles 
are made of soda-lime glass and the data book value for the density for this type 
of glass is 2470kg m 3 [38]. Due to this disparity we decided to check the density 
of the particles. The volume of the beads was measured by mixing the beads 
with a known volume of water and measuring the volume of the mixture. The 
mass was found by weighing the container before and after the beads were added. 
The mixture was left to settle for four days before the volume was measured, 
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this allowed time for the beads to settle into a closely packed arrangement. The 
density of the beads was found to be 2499 + 53kg m 3 , agreeing well with the 
data book value. 
Previous experiments and simulations of the packing of non-uniform sized 
beads have been carried out, and they indicated a volume fraction of around 
0.63 should be expected [39]. In this case the volume fraction was found to be 
0.62 ± 0.02, indicating that the settling period was sufficient for the beads to 
settle into a closely packed arrangement. 
The particle mass flux was measured by putting a known mass of particles 
through the setup and measuring how long the particle feeder took to empty. The 
gas mass flux was calculated from the bulk velocity using the equation, 
Fg =pA UB 
	
(4.1) 
where F. represent the gas mass flux, UB is the bulk velocity, p is the fluid 
density, and A5 is the cross-sectional area of the duct. The gas mass flux for this 
setup was calculated as 3.7 x 10 2 kg m 2 . The measured solid mass fluxes are 
given in the following table. 
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Particle Size Mass Flux (kg/s) 
SP 7.678 x 10 	± 3 x 10 
MP 3.152 x 10 	± 3 x 10-6 
LP 5.5023 x iO 	± 9timeslO 6 
The solid loading ratio, m, is defined as the ratio of the particle mass flux to 
the gas mass flux. The following values were found for the three different particle 
sizes, 
Particle Size m 
SP 0.021 ± 8 x 10_6 
MP 0.085 ± 8 x iO 
LP 0.148±0.0002 
Two final things to note about the glass beads are their particle response 
times (see section 2.1.2) and terminal velocities. These values are shown in the 
following table. 
Particle Size Response time (s) Terminal Velocity (ms') 
SP 0.005 ± 0.005 0.038iTg 
MP 0.12 ± 0.04 0.61iig 
LP 1.06 ± 0.28 2.12ii 0.61 
The spread in the terminal velocity values was determined by calculating lhe 
velocity for the biggest and smallest particles in each range. The spread in the 
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response time was calculated by treating the size range as an error, as this made 
the inclusion of the error in the particle density much simpler. 
4.3 Light Sheet Formation 
The way in which the light sheet is formed depends on the speed of the flow 
that you want to study. For flows with a speed of less than about lms' it is 
possible to use a continuous wave (CW) laser in a scanning beam setup (for a 
discussion of scanning beam systems see [40]). In this type of arrangement the 
laser beam is quickly scanned across the measuring volume, forming a pseudo 
light sheet. For flows with a greater fluid velocity this technique is not adequate 
and a pulsed laser has to be used. This is the type of setup that we used and it 
will be described in the following sections. 
4.3.1 Conventional Techniques 
A pulsed laser setup involves expanding the laser beam with a cylindrical lens so 
that a triangular light sheet covers the measuring volume. The pulsed laser can 
be used in this way because it emits an intense burst of light in a very short time 
(in this case 6-7 ns), this short illumination time also ensures that the particle 
images appear frozen and are not smeared out by the motion. - If a CW laser 
was used in this way there would be insufficient light at each point in the sheet 
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Figure 4.8: Photograph of the light sheet and duct 
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Figure 4.9: Pulsed Laser Optics 
to properly illuminate the tracer particles, this is why CW lasers are scanned in .: 
PIV. The width of the light sheet is important in PIV (see section 2.1) and so 
the width must be controllable in the optical setup. The lens setup that we used 
is shown in Figure 4.9. 
The two spherical lenses are used to control the light sheet width. The first 
lens expands the beam and the second focuses the beam i.e: determines the 
position of the beam waist. Since the laser beam is essentially parallel (divergence 
< 0.5mrad [4]) the position of the first lens is not critical. The beam waist is 
focused at the centre of the duct, thus ensuring the narrowest possible light sheet 
across the whole of the duct. Thebearn waist should be quite far away from the 
lens so that the light sheet has a roughly uniform thickness across the whole of 
the duct. Using the lens equation itcan be shown the the first two lenses obey 
the following relation, 
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(4.2) 
where fi, f2 are the focal lengths of the lenses, e is the distance between 
the lenses, and E is the distance from the second lens to the beam waist. The 
cylindrical lens then expands the beam in one direction, although this must be 
done with care. The top and bottom edges of the light sheet are not bright 
enough to illuminate the tracer particles, due to the roughly Gaussian nature of 
the original laser beam. Also, since the light sheet is continually spreading out 
in the vertical direction, the sheet is less intense on the far side of the duct. This 
means that care must be taken when setting up the optics otherwise some sections 
of the measuring volume may not be properly illuminated. The light sheet formed 
in this way was calculated to have a width of approximately 0.32mm at each wall 
and to narrow slightly at the duct's centre. 
4.3.2 Fibre Optic Delivery 
This conventional method of beam delivery works very well but, since the beam 
is aimed by moving the laser head, it can be difficult to view some areas where 
space is limited. Also alignment can take a long time since the laser head is 
normally quite bulky and difficult to move in a controlled manner. Fibre optics 
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Figure 4.10: Fibre Optic Delivery Method 
are often used to convey CW laser beams but, due to the high peak power, fibres 
are irreparably damaged when used in conjunction with pulsed lasers. However 
the technique outlined here [41] allows these high energy pulses to be delivered 
without damaging the fibres. 
Figure 4.10 shows the basic setup for this beam delivery technique (the setup 
was purchased from the Applied Optics Group at Heriot-Watt University). The 
diffractive optic element (DOE) is the most important part of the optical setup. 
The DOE has a stepped surface with a periodic pattern made up from square 
pixels. The step height is tailored to the wavelength of the light to be used, in 
order to produce the best possible diffraction of the light. The DOE differs from 
a lens in that it has many different scattering centres, ensuring that the light 
cannot be refocused-to a point. Different parts of the incoming laser beam are 
diffracted by different amounts so that when the beam leaves the DOE its energy 
is distributed over a small range of angles. After the DOE the beam is allowed 








Figure 4.11: Input and Output ends of the Fibre Bundle 
to expand before being focused into the fibre bundle. 
The ends of the fibre bundle are shown in Figure 4.11, each fibre is 200im in 
diameter. Fibres of this size are multi-modal, ie there is more than one path that a 
light ray can take down the fibre (for a fuller explanation of fibres see [421). Light 
can only travel down an optic fibre along paths (modes) which are an integer 
number of wavelengths long. If a laser beam is directly focused into a fibre very 
few modes are excited and the beam refocuses just inside the fibre (self-focusing 
also occurs[42]), the high energy density at this point causes irreparable damage 
to the fibre. However, the dispersion caused by the DOE means that in the 
new setup the beam energy is more evenly distributed across the different modes 
of the fibre. This means that refocusing does not occur and the fibre remains 
undamaged. Using an array of fibres means that even higher pulse energies can 
be transmitted since each fibre carries only a small amount of the total beam 
energy. 
At the output end of the array the light simply spreads out and in the far-
field produces a speckle pattern. Because of this spreading we require a positfve 
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cylindrical lens that focuses the light to form a thin sheet within the duct. The 
focus of this lens should be placed at the centre of the dct, again to ensure the 
narrowest possible light sheet across the whole of the duct. In our setup it was 
actually necessary to place a positive spherical lens between the fibre and the 
cylindrical lens, in order to reduce the angle of divergence of the beam. This was 
due to the fact that the light sheet spread out too much in the vertical direction, 
which could not be controlled by the cylindrical lens. The net result was that 
particles on the far side could not be detected by the camera. This setup was 
expected to give a sheet of approximately 1mm [411 across the whole duct. The 
advantage of this setup for us was that to reposition the light sheet all we had to 
do was move the end of the fibre and the two lenses, which could be fixed with 
respect to the fibre bundle. 
4.4 Comparison of Optical Systems 
The results presented here were obtained at the mid-wall bisector for all three 
sizes of glass beads. The aim was to determine if the fibre optic setup could be 
used in conjunction with large particles. 




Figure 4.12: Comparison of streamwise mean flow results obtained with the two 
optical setups (Black curves direct beam, Red curves fibre) 
4.4.1 Mean Flow Results 
Figure 4.12 shows the mean flow results taken with both setups. In this graph, 
and later examples in this chapter, the first letter of the curve label denotes 
whether this results were obtained with the direct beam or the fibre setup. The 
last two letters denote the size of glass beads in question. The error in these 
results is due to the peak fitting error, and the error in the calibration value 
calculated to convert the displacements into real velocities. Due to the symmetry 
of the flow (see Figure 3.9) we can take the maximum out of plane velocity as 
0.2 ms', the largest spanwise velocity for smail particles, giving a displacement 
of 0.008 mm between images. The light sheet in both setups is wider than this 
and so the out of plane motion is negligible. This is a gross over estimation of 
the out of plane velocity at the midwall bisector which is almost zero, however 
this shows that the out of plane velocity is negligible at all positions in the duct. 
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The depth of focus of the camera was 0.5mm, and twice this value should be 
greater than the thickness of the light sheet (section 2.1.1). Unfortunately, the 
thickness of the fibre optic light sheet is also 1mm. However it has been shown 
[9] that for a real (non-perfect) lens, the depth of focus is actually greater than 
the calculated value. Taking this into account the depth of focus in our case is 
sufficient to fulfill the criteria for light sheet width. The velocity gradient is at 
the most 9% of the mean velocity within an interrogation area (calculated from 
the small particle results in the wall region) and so the velocity gradients are 
large enough to affect the velocity values calculated near the wall. However, the 
gradient only exceeds the safe limit (see section 2.2.3) for the two or three points 
closest to the wall, and only affects the small and medium particle results. These 
regions of the images were also affected by glare, due to reflections from the walls 
of the duct, and so it was decided not to correct for the gradient. Thermal noise 
sources were also considered earlier (section 2.2.4). After visual inspection of the 
images it was felt that the particles were so much brighter than the background 
that these noise sources would have little affect. 
The streamwise velocity graphs should be roughly parabolic in shape, with a 
maximum at the pipe's centre. While the shape of all the profiles is consistent 
with theory, in the small and medium particle results the maximum is not at the 
centreline. The large particle results are more noisy than the other profiles due 
to there being fewer particles presentin the flow, when compared with the other 
sizes of glass particle (outlined in more detail in Chapter 5). The result of this 
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lower sampling rate is a more noisy mean velocity curve, which means that the 
location of the maximum is unsure. The reason for the skewness of the profiles 
will be outlined later. 
Comparing the results from both setups an interesting trend is observed. 
While the two sets of results taken with small particles compare reasonably well, 
the results for the fibre have a noticeable velocity lag in the other two cases. This 
is due to the differences in illumination level for the two setups. While the direct 
beam has an energy of around 55 mJ the fibre output is only 12 mJ, a loss of 
78%. The amount of light scattered by an individual particle is proportiol1al to 
the particle size, and so larger particles are more likely to be detected by the CCD 
camera. This biased illumination means that for lower illumination levels some 
of the smaller particles in the medium and large particle size spreads will not be 
visible, and so they will not contribute to the velocity estimations. Since these 
smaller particles move faster than their larger heavier counterparts, this results 
in an under estimation of the velocity in the fibre results when compared with the 
direct beam results. It is clear that the full range of sizes have been illuminated in 
the small particle results, since both graphs compare well, but for the other two 
cases there is a significant velocity lag in the fibre results. It should be noted that 
there is no guarantee that the direct beam has illuminated the full range of sizes 
for the medium and iarge particles either; only that it has illuminated a wider 
range than the fibre. However, in thq direct beam experiments the lens aperture 
had to be reduced to compensate for excessive glare when using the glass beads. 
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This strongly suggests that the direct beam results presented here also represent 
data where all particle sizes have been illuminated. 
The skewness in the graphs mentioned earlier is possibly due to a similar 
effect. As the light passes through the beads it is scattered and so the light 
sheet becomes less intense as it moves across the duct. This would again lead 
to a preferential illumination of the particles, resulting in the velocities being 
more greatly underestimated as y/D gets closer to zero (the light is introduced 
at y/D = 1). This effect could be further compounded by PIV's preference for 
underestimating velocities, since smaller displacements generally have a larger 
signal to noise ratio [1]. Another possibility is that the secondary flow cells 
are skewed as found by Entwistle [5] in previous experiments with this setup. 
Results showing the character of the secondary flow cells (Chapter 5) do indeed 
show that the secondary flow cells are skewed. However, Entwistle found that 
the mean streamwise results were not skewed by this, although in his case the 
Reynolds number was 2.8 x iO as opposed to the value of 3.9 x iO found for the 
flow studied here. 
Figure 4.13 shows graphs comparing the spanwise velocity profiles for the 
three different particle sizes. The large particle spanwise results have a larger 
error due to peak locking problems, making the peak fitting error 0.5px (pixels). 
Peak locking is normally due to small particle images and so it seems unusual that 
it occurs in the large particle results. The most likely explanation is the much 
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(c) Large Particle Results 
Figure 4.13: Spanwise mean flow results 
smaller number of particles that are present when the large particles are used, 
leading to a correlation peak with a lower signal to noise ratio. This low signal to 
noise ratio would give rise to a peak where the correlation values on either side of 
the maximum were affected to a much greater degree by the background noise, 
as well as the illumination pattern of the particle itself. This would result in 
the three point estimator used to measure the peaks centre being biased towards 
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the maximum correlation value, and therefore to an integer displacement value. 
Other possible errors include out of plane motion and velocity gradient biasing 
(see Chapter 2). The graphs compare reasonably well,and it should be noted 
that the large variations near the walls in some of the graphs are due to the 
bands of glare mentioned earlier. It should be noted that the data points affected 
by glare are included in all graphs but are never used in any calculations. The 
graphs would be expected to compare well since the secondary flow velocity is 
2-3% of the average streamwise velocity, which is not changed to a great degree 
by the preferential illumination of particles. The spanwise results are expected to 
he anti-symmetric about y/D = 0.5 where there should also be a zero point. This 
profile is due to the secondary flow cells mentioned in Chapter 3. The profiles 
are significantly different from the expected form although, as will be shown in 
the next chapter, this is due to a malformation of the secondary flow cells. 
4.4.2 Turbulence Statistics 
The results presented here will be dealt with primarily by comparing the two 
setups, rather than trying to explain the mechanisms causing large changes in 
the character of the results for the small, medium and large particles. This will 
be covered in the next chapter. 
Figure 4.14 shows a comparison of the F  results for both setups. The profile 
for the airflow should peak near the walls and fall off to a plateau at the centre 
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Figure 4.14: Comparison of q 2  results obtained with the two optical setups 
of the duct (see section 3.2.1). This is the case for the small particles but the 
other particles show a significant departure from this form. Comparing the direct 
beam and fibre results for each particle size we see that the curves have a similar 
shape, however the fibre results are generally smaller than the corresponding 
direct beam results. The fibre graphs again lag the direct beam ones due to 
the preferential illumination of the particle sizes. Larger particles don't follow 
the higher frequency components of the turbulence as well due to their increased 
particle response time (see section 2.1.2), and so the turbulence quantities are 
smaller for larger particles. However the curves for the larger particles move 
upwards with increasing particle size which would seem to conflict with this view. 
A full explanation of why the curves behave in this way will be proposed in 
the next chapter. For the moment it is enough to note that the preferential 
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illumination makes a small change to the size of the particles illuminated; whereas 
the small, medium and large particles differ in size by an order of magnitude 
leading to qualitatively different behavior. 
30 - 






- 	 FLP 
I 
0 0 02 	 0.4 	 0.6 	0.8 
Non-dimensional Distance form Left Wall (yiD) 












1 	o o 	02 	0.4 	 0.6 	0.8 
Non-dImensIonal Distance 1041mm Left Wall NO 
(b) Spanwise 
Figure 4.15: Comparison of the normalized normal stresses 
The following results were normalized by dividing by the square of the friction 
velocity, u. The friction velocity was obtained from a measurement, with corn 
oil particles and the fibre setup, of the fluid streamwise velocity. As outlined 
in Chapter 3 the friction velocity can be calculated by the following procedure. 
The bulk Reynolds number is used to calculate the friction factor, F, using the 
following equation for square pipes, 
= 2log(1.125 Re,, F°5 ) — 0.8 	 (4.3) 
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This friction factor (in these experiments F = 0.02498±0.0002), and the bulk 




to give the value of the friction velocity. The friction velocity in this case is 
found to be u = 0.638 ± 0.009ms 1 
Figure 4.15 shows the graphs for the normalized streamwise and spanwise 
normal stresses, again the results for the two setups have the same shape but the 
fibre results are always smaller. One interesting aspect is that for all particles 
the spanwise component is much smaller for the fibre result, suggesting that the 
spanwise results are very sensitive to particle size. Again the small particle results 
have the expected profile while the other particle results deviate markedly from 
this. 
Figure 4.16 shows the Reynolds stress graphs. The two sets follow the trend 
of the fibre results slightly lagging the direct beam curves. It can also be seen 
that as the particle size increases the Reynolds stresses become smaller. 
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Figure 4.16: Comparison of Reynolds stress results obtained with the two optical 
setups 
4.4.3 Particle Concentration and Size Profiles 
Figures 4.17 and 4.18 show plots of the average number and size of particles 
against position in the duct. only the direct beam results were considered here. 
These plots were obtained using the program psize (code in Appendix A) which 
thresholds the images before identifying and sizing any particles. We used an 8 
bit camera giving a total of 256 grey levels, and each curve is labeled with the grey 
level threshold used. The average number of particles at a given y/D position is 
calculated by adding up all of the particles centered on that co-ordinate in each 
image, and then dividing by the number of images. The curves have also been 
smoothed by a running average. 
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Figure 4.17: Medium Particle Results 
For both particle sizes considered the concentration profiles exhibit the same 
trends, the curves are slightly curved with a minimum at y/D = 0.5, and as the 
threshold value is increased the curves move down the y-axis. There is also a large 
spike at the right hand side of each graph, due to glare from the walls. As the 
threshold is increased the dimmest particles are no longer identified and so the 
curves are lower for higher thresholds. The shape of the curves is caused by the 
streamwise velocity profile. Imagine that particles are released at each x-position 
at regular time intervals, and are then carried off by the flow. We can see that 
they will be spaced by Ut, where U is the flow velocity and t is the time interval, 
in the flow direction. Since the number of particles, N, depend on how many can 
fit into the sanie image height we can make the equality, 
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Figure 4.18: Large Particle Results 
NUt = (N + dN)(U + dU)t 	 (4.5) 
which rearranges to give, 
dN=N _U _i) 	 (4.6) U+da  
Calculating this for the two particle sizes, at a threshold of 15, we obtain the 
following, 
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y/D positions 0.2-0.5 0.8-0.5 
Real dN 0.99 0.88 
Calculated dN 1.53 1.09 
Medium particle results 
y/D positions 0.2-0.5 0.8-0.5 
Real dN 0.23 0.90 
Calculated dN 0.21 0.31 
Large particle results 
It should be noted that the large particle results are the least reliable since 
the concentration curves in this case are not smoothly varying, due to the smaller 
number of particles present in total. We can see from this that the change is of 
the order of magnitude that we would expect from the streamwise velocity profile. 
The particle size plots are less clear, but it can be seen that as the threshold 
is increased the gradient of the straight line fits also increases. One possible 
explanation for this is that as the we move towards y/D = 0 the drop off in 
light we attributed the skewness to would also cause the particle images to be 
smaller as well as dimmer. One problem with this is that we would expect the 
particles images to be smaller on the left hand side of the graph than on the 
right, and while this is true for the medium sized particles it is not true for the 
large particles. Another factor contributing to this trend is the way in which 
the light sheet spreads out, making it wider on the far side of the duct. This 
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Figure 4.19: Profile of Average Number of Vectors per Image 
could lead to the particles in the top and bottom right corners of the viewing 
area being under-illuminated, since the light sheet is darker towards its edges. 
This would mean that the particle images in these areas would not be as large 
as those in the central section of the light sheet, and so would drag down the 
average particle size on the right of the graph. Again it should be noted that the 
large particle results are the less reliable of the two due to the smaller number of 
particle present in total, and that the large errors in the large particle streamwise 
velocity profile meant no skewness of these results could be confirmed. Overall 
the medium particle results seem to support the view that the skewness of the 
mean streamwise velocity profiles is due to preferential illumination of particle 
sizes. 
Figure 4.19 shows the average number of vectors per image at each x-location. 
If all the vectors were valid the result would be a horizontal line at y=62. The 
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Figure 4.20: Pressure results 
results are similar for each setup, with a drop off as we move to the less densely 
seeded large particle images. 
4.5 Pressure Results 
The setup was altered slightly before these results were taken, with the section of 
pipe before the flow valve (see Figure 4.1) being removed. Pressure readingswere 
taken along the 3 metre glass section of square duct at 10 evenly spaced pressure 
taps (the taps were sealed when experiments were being carried out). The results 
taken on two different days are shown in Figure 4.20. The results suggest that 
the flow is fully developed, although, due to the large error bounds this cannot 
be ascertained for certain. The difference between the two curves is due to the 
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difference in background atmospheric pressure on the two days in question. 
4.6 Conclusions 
The fibre optic delivery technique was shown to have problems with the illumina-
tion of micron sized glass particles. The preferential illumination of particle sizes 
meant that mean velocity profiles and turbulence results were underestimated 
when compared with results taken with conventional optics. However part of 
the problem was undoubtedly the age of our pulsed laser, the output of which is 
significantly lower than its original specifications. While in the setup used here 
the fibre could only transmit around 12mJ of light, the setup used by Entwistle 
and Hand [41] (essentially the same but with a different fibre bundle) transmitted 
around 30mJ. This change is at least partly due to the degradation of the pulsed 
laser's prformance. Since the fibre optic setup was unable to produce results 
that compared well with the direct beam method it was decided to use the latter 
method for all further measurements. However, due to the easy of alignment of 
the fibre optic setup and the significant time this would save, further study of the 
application of this technique to particle laden flow would be advantageous. It is 
the authors opinion that with higher levels of light transmission this technique 
would be applicable to particle-laden flows. 
Chapter 5 
Particle Laden Flow Results 
5.1 Changes to the Experimental Rig 
A new bubble generator was used to provide the gas flow seeding in these experi-
ments. In order to couple the bubble generator to the rig some small changes had 
to be made to the experimental setup. The modified setup is shown in Figure 
5.1. The changes were all at the input end, where the small section of thin piping 
before the flow valve was removed and replaced with a box which allowed the 
bubble generator to be coupled to the setup. An unexpected side effect of this - 
was that the flow resistance of the setup was noticeably changed when the bub- 	- 
ble generator was in.-place. The glass bead results had to be taken without the 
bubble generator in place (the generator was only in our possession for a short 	- 
time) and so all the bubble results had to be scaled, so that comparison with the 
101 
Figure 5.1: Modified airflow setup (not to scale) 
Air out 
CHAPTER 5. PARTICLE LADEN FLOW RESULTS 	 102 







Figure 5.2: Photograph of the cyclone separator 
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glass bead results was possible. 
5.2 Mean Flow Results 
5.2.1 Streamwise Flow 
The streamwise mean flow results are shown in Figure 5.10. The graphs have 
been shifted along the x-axis so that the centre of each curve should fall onto 
the z/D = 0.5 curve as indicated by the vertical lines. This has been done to 
allow comparison of the centreline velocity in each plane with the value expected 
from symmetry considerations. The large particle results were affected by peak 
locking problems (section 2.2.3.), which seemed to strongly prefer even numbered 
integers. This reason for this even number preference is unclear, the most likely 
cause being the form of the large particle images. The images for the large 
particles were often crescent shaped rather than circular, due to the far side of 
the particle being overshadowed by the side closest to the illumination source. 
The pixels in the particle image would sometimes be at the maximum grey level 
or above, leading to a uniformly bright particle image. These factors would lead 
to an unusually shaped correlation peak which could possibly be mis-interpreted 
by the correlation software we used. Even so it seems likely that these factors 
would at worst give rise to normal integer peak locking. The medium partiç1e 
results showed a hint of peak locking but it was found that this could he removed 
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Figure 5.3: Graphs of streamwise velocity 
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by a suitably ranged global filter. The small particle results were entirely free 
of peak locking. Another possible cause is a low number of particle pairs in 
an interrogation area, leading to an ill defined peak with a low signal to noise 
ratio. Since the particle numbers dropped off as the particle size increased (from 
visual inspection of the images), this would seem to be a strong candidate for 
the responsible mechanism. One other possible cause is the spread in the size of 
the particles we used. This is because different sized particles would move with 
different velocities, and if more than one size was present in an interrogation 
region this would be exactly the same as having a velocity gradient (section 
2.2.3). This would again lead to a peak with a low signal to noise ratio, possibly 
even multiple peaks. It seems likely that some combination of these two factors 
is to blame. 
The large particle results for each z/D location don't match well with the 
mid-wall bisector profile. The disparity between the curves is very significant. A 
change in the intensity of the light sheet could be responsible. Due to its age, 
the illumination levels from our laser are not very reliable and so a preferential 
illumination of the particle sizes may be partially to blame for this mismatch. 
This could occur in all of the glass particle results to some degree, but would 
be most noticeable in the large particle case due to wider range of particle sizes 
involved. Another possibility is that the sample of particles used in each case 
did not represent the full range of particles sizes, due to the smaller number 
of particles per interrogation region for these results. The curves are out of 
CHAPTER 5. PARTICLE LADEN FLOW RESULTS 	 107 
position by, at the most, 1.5ms'. The spread in particle sizes means that the 
predicted terminal velocities of:.  the partiJs have a spread of around 1.25m.s 1 , 
and so an insufficient sample of the spread of particle sizes could be cause of this 
mismatch. One final possibility is that the errors estimated for these results are 
not large enough, although it seems unlikely that the errors could be large enough 
to account for the large disparity between the curves. The errors may be larger 
due to there being an insufficient number of particles to give a good statistical 
measure of the mean velocity. In conclusion it seems that the most likely cause 
of this problem is an insufficient sample of the spread of particle sizes, -possibly - 
compounded by varying illumination levels leading to under-illumination of the 
smallest particles present in the flow. 
It should be noted that all of the bubble results have been scaled by a mul-
tiplicative factor (1.018 ± 0.007) due to the change in flow resistance when the 
bubble generator was coupled to the setup. A scaling factor was determined from 
results taken with bubbles and small particles with the bubble generator coupled 
throughout. The difference between the two curves was used to calculate a scaling 
factor, based on the centreline velocity, which scaled the small particle results up 
to the level of the bubble results. The centreline velocity was found to give better 
scaling than the bulk velocity, since it was not dependent on small differences in 
the shape of the two curves. The bubble results were then scaled to the small - 
particle results taken without the bubble generator in place, and then scaled up 
according to the previously determined scaling factor. Flow parameters derived 
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Figure 5.4: Theoretical curves for the velocity profile. The red curve indicates the 
theoretical curve for the viscous sub-layer, while the green shows the Logarithmic 
Law of the Wall fit to the data. 
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from the bubble results before and after, scaling are included in the following 
table. 
Flow Parameter Before Scaling After Scaling 
U,, 14.69 ± 0.06ms' 14.91 + 0.05ms 
Ub 11.25 ±O.04ms' 11.42 +0.04ms' 
UT 0.6288 + 0.004ms 0.6381 + 0.003ms' 
Asymmetry 0.03 0.03 
Re6 38868 ± 403 39451 + 404 
From this table we can see that the scaling operation changes the flow param-
eters by around 1.5%. The z/D = 0.5 results for the small and medium particles 
were also scaled since they were taken before the airflow setup was modified as 
shown in Figure 5.1. These results were scaled by comparing them with curves 
found at the other four positions in the duct. The errors in all of the scaled results 
are slightly larger due to these scaling operations. 
In both cases a multiplicative factor was used because this would not alter 
the character of the flow profile. The flow profile for laminar flow in a circular 
pipe, which can be calculated directly from the Navier Stokes equation, has the 
form, 
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- (a2 - r2) (—aP\ 
- '4t 	az) 	 (5.1) 
and the solution for laminar flow in a square duct has the form, 
In-i 
v ______ 	
(_1)YT1 / 	cosh()\ 	




For both of these profiles a change in velocity can simply be considered as 
a scaling by a numerical constant (ie a change in the pressure gradient). For 
turbulent flow it is expected that, for small changes in the Reynolds number, 
similar scaling will apply. Since this is the case in the results presented here it is 
felt that the use of a scaling factor is fully justified. A multiplicative factor also 
preserves the no-slip condition that the gas velocity profile is subject to. 
From the bubble results at the midwall bisector the flow has the following 
parameters, 
• Centreline Velocity = 14.91 ± 0.05ms 1 . 
• Bilk Velocity = 11.42 ± 0.04ms 1 . 
• Friction Velocity = 0.6381 ± 0.0030ms'. 
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• Reynolds Number = 39451 ± 375 (based on bulk velocity). 
Asymmetry of 0.263 ± 0.0001% of the bulk ve1ocit 
The velocity values are all larger than those found by Entwistle [5] due to 
changes in the setup. From these values we can see that UI-tUB = 0.056 + 0.0003, 
which is just outside the upper limit of 0.05 given in section 3.2.1. This is not too 
worrying as Entwistle [5] found this value to be equal to the upper limit, and so 
a value close to the upper limit was expected. To judge the velocity curve over 
the full width of the duct a power law fit was carried out. This gave the following 
values for n, the reciprocal exponent in the power law (see section 3.2.1) 
LHS data 6.15 ± 0.04 
RHS data 6.06 ± 0.10 
[Average Value [6.11 + 0.05 
Fitting the data for circular pipes given in section 3.2.1 with a power law 
Re = An 1 . A zero gradient had to be assumed at n = 6 in order to obtain a fit 
to the data set. From this fit it was found that n should be 6.65. This value is 
larger than the measured values. This is not too worrying since the zero gradient 
assumption we made would lead to an over estimation of the expected value. A 
linear interpolation suggests a value of 6.34, indicating that the value for n we 
found may still be a little lower than we would expect. Entwistle found this value 
to be 5.7, although it should be noted that up to Reynolds numbers of around 
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that the flow is less developed than in Entwistle's setup. Westerweel [11] found a 
value of 1.35 for a flow in a cirquFar cylindf at Reynolds number of only 5300. 
This would also seem to suggest that our value is too low. However, it has been 
noted that a lower value for this parameter suggests that the flow is more likely 
to be fully developed [30]. 
Figure 5.4 shows a logarithmic law of the wail fit to the data in the range 
30 < y < 156 (the upper limit was increased slightly to allow the inclusion of 
a fourth data point). The best fit values for the numerical constants are given 
below, - -.--.--- --h - - 
Constant Calculated Value Theoretical Value 
K 0.41 + 0.01 0.41 
C 4.93 + 0.37 5.0 to 5.5 
These results show a very good match between the expected values and those 
found in this experiment. Entwistle found a values of 5.01 for the additive con-
stant, which falls into the range of the value for these results. However, he found 
a value of 0.35 for the Von-Karman constant, a much lower value than the one 
found here. A possible reason for underestimating the Von-Karman constant 
is that the flow is under developed [43]. This seems unlikely as the Reynolds 
number in the previccus study was lower and so the flow should require a shorter 	- 
entry length to become fully deve1opel (see section 3.2), whereas the development 
length was the same in both cases. A study of the value of the Von-Karman con- 
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Figure 5.5: Comparison of non-dimensionalized streamwise velocity at the mid-
wall bisector 
stant found in rectangular duct flow experiments, was carried out by Dean [43], 
and he found that 0.41 was the optimum value although some experiments sug-
gested a value lower than this. So far no one has been able to suggest any reason 
for the Von-Karman constant being smaller in square ducts, although some nu-
merical studies have suggested this may be the case [44], [45] and have suggested 
that the secondary flow cells and their influence on turbulence production may be 
the cause. The fact that this constant is determined so accurately can be taken 
as an indication that our flow is fully-developed[46]. 
0.9 
0.8 
Figure 5.5 shows the non-dimensionalized mean streamwise velocity plots for 
all the particle sizes at the mid-wall bisector. All of the curves have been non- 
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dimensionalized by their own centreline velocity to allow comparison of the profile 
of the curves. Only the mid-wall bisector results can be compared to other data 
sets as no data for square ducts exists, only circular pipes have been considered 
before. The results for the four smallest particles all seem to lie on the same 
curve, with only the large glass bead results deviating from this trend. 
The mean streamwise velocity profile for glass particles tends to be flatter than 
the gas profile because the particles don't have to obey the no-slip condition[29]. 
When the faster moving particles near the centre of the pipe move towards the 
walls they transfer momentum and so cause the gas phase streamwise velocity 
profile to flatten slightly. Bolio et at [47] have noted that for experiments with 
flows laden with particles of diameter less than SOiim, the mean streamwise ye-
locity profile for the gas phase has not been found to flatten, this has only been 
observed when larger particles are introduced into the flow. A consequence of 
this flattening of the glass particles mean streamwise velocity profile is that there 
occurs a cross-over point where the large particles have a positive slip velocity 
(see section 3.4). 
Lee and Durst [48] found that, at a Reynolds number of around 16000, the 
point of zero slip velocity was at 0.05D from the wall for 200gm particles, and 
0.1D for 100gm particles (the particles were glass, p = 2590Kg m 3 , 'in 1.3). 
They also found that the mean velocity profile for the solids became flatter as 
the particle diameter increased. Tsu3i et at [49] agreed that as the particle size 
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(d) Large Particle Results 
Figure 5.6: Normalized plots of the streamwise velocity comparing the results for 
each particle size at different z/D locations 
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gets smaller the point of zero slip velocity will move away from the wall. While 
the results presented here show a flatter mean profi1e- the largest particles, 
there is no discernible flattening of the profile in the smTall and medium particle 
results. Tsuji et at [49] found little difference in the shape of the profiles for 
gas and solid streamwise velocity, for the case of 200jtm polystyrene particles 
(p = 1020Kg, m = 1) at a Reynolds number of 39600. However, Maeda et at 
[50], found that the solid particle profile was noticeably flattened for 136 jim glass 
particles (p = 2590Kg, m = 0.3) at a Reynolds number of 22000. Maeda's results 
with 48gm particles also found no significant flattening of the mean solids velocity 
profile, and so the fact that our small particle results have the same shape as the 
gas profile is confirmed by both sets of results. The results of Tsuji show that 
at higher loading ratios the particle velocity profile tends to flatten more and 
so the lower loading ratio in our setup for the medium particles (d = 113jim, 
m = 0.085) may be the cause of the difference between our results and Maeda's. 
However the higher Reynolds number in our experiment may also be to blame; 
since a comparison of the results of Maeda et at, and Lee and Durst show no 
significant change in character of the solids velocity profile despite the fact that 
solids loading ratio in Maeda's setup is a quarter of that in Lee and Durst's 
experiments. Overall the shape of our profiles seem to be broadly consistent with 
the trends displayed by these three other data sets. 
While the shape of the non-dimensional curves seems to be consistent with 
other results there are no definite signs of a point of zero slip velocity in any of 
Op 
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Figure 5.7: Comparison of mean streamwise velocity profiles for all planes of 
observation 
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the curves. Tsuji et al found that the position of this point moves away from 
the wall as the loading ratio is reduced. This would seem to suggest that .there 
should be a clear cross over point in our small and medium particle results. When 
compared with Lee and Durst's results our experiment had smaller loading ratios 
and a higher Reynolds number, as well as the secondary flows found in our square 
duct. The results of Tuji et al suggest that the lower loading ratio is not the cause 
of this difference. The higher Reynolds number may be to blame since this leads 
to a flatter gas velocity profile. However, Tsuji's results for 200im beads at a 
Reynolds number of 39600, and a higher loading ratio, show a radial matching 
location at around 0.08D from the wall. Since this would fall within the range 
of our velocity curves it seems more likely that the secondary flows are to blame. 
Dispersed phase velocity profiles are flatter than the gas phase curve due to 
the motion of large particles to and from the core region of the flow [29]. The 
secondary flow at the mid-wall bisector always moves particles away from the wall 
region and towards the core, and so would suppress this mechanism. This would 
mean that the effect of the secondary flows would be to move the point of zero slip 
velocity towards the wall at the inidwall bisector. This viewpoint is supported 
by the fact that the normalized streamwise velocity profiles for all particle sizes, 
shown in Figure 5.6 (each individual curve is normalized by its own centreline 
velocity), flatten as we move away from the midwall bisector into areas were the 	-- 
secondary flows move particles away from the duct's centre. The mechanism also 
explains why the streamwise velocity profiles at the mid-wall bisector for the glass 
CHAPTER 5. PARTICLE LADEN FLOW RESULTS 	 120 
beads (see Figure 5.5) are not flattened, as we would expect from the results of 
other authors who carried out experiments in cylindrical pipes. 
5.2.2 Slip Velocity 
Contour maps of the normalized slip velocity are shown in Figure 5.9. The 
graphs from which these contour plots were derived are shown in Figure 5.8. The 
results for each particle size are non-dimensionalized by the terminal velocity of 
the average particle size. The medium particle results show areas of high slip 
velocity towards the corners of the duct and just outside the central region as 
well. The small particle results show a hint of maxima towards the corners, but 
the central region of the map seems to be quite convoluted. This is probably due 
to the fact that these results are more sensitive to any skewness of the graphs, 
since the difference between the bubble and small particle curves is so small 
This is most evident in the results for z/D = 0.4038, where the profile is very 
asymmetric. The large particle results show the highest slip velocities in the core 
region with only a hint of peaks in the corners, although these results have to 
be treated as highly suspect due to the lack of consistency shown by the large 
particle mean streamwise results. 
A possible explanation of these peaks is as follows. Particles that are at the 
centre of the circulation cells will tend to stay around the same position, with 
no net spanwise motion. Therefore these particles will not move into the fast 



























Figure 5.8: Graphs of normalized streamwise slip velocity 
CHAPTER 5. PARTICLE LADEN FLOW RESULTS 
	
122 
0.9 	 351036 	 0.9  
	
- 	 - 	I 
216l7 	 I. 	 - 
0.8 	 736W 	 0,8 -' 267603 I 
15.2171 -I 2753 I 
'303*3 	 2767161 
00371 U 236736 1 
0.7 	 AM 	 0.7 	 2. I 
636617 U 207037  I 
*36151 	 1 	 I 
267635 1,6.031 
0.6 	 02MIM 	 0.6 	 I 
.fl84 	 l*J 
::EIz; 	
04 	06 08 	 0.2 	04 0 











06,33 I 0.6 0676*2 0717367 
05 
0616703 




(c) Large Particle Results 
Figure 5.9: Contour maps of normalized streamwise slip velocity 
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flowing central region, and so will have a lower velocity than the particles that 
are moving out of the central region along the edge of-t1é circulation cells. We 
would therefore expect these peaks to coincide with the centre of the circulation 
cells. From the contour plots of the spanwise velocity (shown later in this chapter) 
it appears that the peaks are closer to the edge of the cells than we would expect. 
Even so, it seems likely that the retention of large particles within the flow cells is 
to blame for these peaks. More evidence of this low velocity region will be given 
at the end of this section. 
Calculations of the expected non-dimensional slip velocity, using the equation 
given at the end of section 3.4, yields the following results. 
Particle Size Calculated value Actual Value 
SP 82.82 10.53 + 21.65 
MP 4.16 1.92 + 0.76 
LP 1.37 1.23±0.37 
All of the values were calculated using bulk velocities. The large error in the 
small particle results is due to the fact that the mean terminal velocity predic-
tion is less than the spread of the terminal velocities. Only the large particle 
value falls within the bounds of the measured results, the estimation becoming 
progressively worse as we move to smaller particles. An important limitation of 
the equation used is that it does not include particle-particle interactions as a 
factor. The number of particles present in the setup dropped off as the particle 
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size was increased, calculating the average particle number flux from the mass 
fluxes (section 4.2) yields, 
Particle Size Particle Number Flux 
SP 65, 067, 797 
MP 1,658,947 
LP 107,888 
This leads to the conclusion that the particle-particle interaction would be 
more important for the smaller particles. From the results obtained it is clear 
that the particle-particle interaction is the dominant factor in determining the 
slip velocity for the small particles, it is negligible in the large particle case, and 
the medium particles represent an intermediary phase. 
5.2.3 Spanwise Flow 
From the contour plots of the normalized streamwise velocity we can see the 
effect of the secondary flow cells. For the bubbles and the small particle results 
we can see the isovels are protruding into the corners more than is expected 
for the laminar case (cf Figure 3.8). The effect of secondary flow is much less 
obvious in the medium particle case, suggesting that these particles don't follow 
the secondary flows as well as the others. The large particle results are not 
shown here due to the previously mentioned problems with these curves. Due 





*9 	 I- 	 a 0.9 	 0.9 r 
	
I- 	 og 





0.7 o 7 	 0.7 	 DM!67 
o,7 
07187 	 07401ev 
0715801 oflva 0.6 	 0715501 	 0.6 Swm 
087 
0.5 
0.4 	 :': 	
— 
0.3 . 	 . 	 0 3 
y/D 	 ' 	y/O 
(a) Bubble Results 	 (b) Small Particle Results 
0.9 






F 	 0115100 
0,7 
F 0l. r 
0755723 
o 712123 








(c) Medium Particle Results 
Figure 5.10: Contour maps of normalized streamwise velocity (U/Ut) 
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to the fact that the secondary flows are around 2 - 3% of the bulk streamwise 
velocity [23, 241, a contour map of the spanwise velocity results for the large beads 
can be obtained, despite the problems with the streamwise results. 
Figure 5.11 shows the graphs of spanwise velocity for each particle size at each 
z/D location considered. Figure 5.12 shows the contour maps derived from these 
results. The bubble results show the sort of pattern we would expect although 
the circulation cells seem to be slightly out of position. A sketch of the suspected 
cell configuration is shown in Figure 5.13 (the direction of flow is not indicated 
but it is as in Figure 3.9). The flow cells seem to be normal in the lower right 
quadrant but in the lower left they are squashed up, with the flow cell from the 
top right quadrant jutting into the top of the region. This kind of configuration 
would suggest that the flow is not fully developed but this seems unlikely for the 
following reasons. 
If the flow was not fully developed it would seem to be likely that the exact 
configuration of flow cells would change from experiment to experiment, if not 
during the course of an experiment. However the fact that the results taken at 
different z/D locations, at different times, for four particle sizes, give consistent 
contour maps, would suggest that this is not the case. Also the same flow cell 
configuration was found by Eutwistle [5] at a lower Reynolds number, R = 2.8 x 
iO, with a different fan configuration (in Entwistle's experiments the fan was at 
the air intake not the exhaust). This' would seem to suggest that the malformed 
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Figure 5.11: Graphs of mean spanwise velocity 
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Figure 5.13: Sketch of secondary flow cell configuration from bubble results 
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Fig.ire 5. 1 I: Sketch of 1 he asym met rv at I he point where the circular piping is 
joined to the square duct 
flow cells are in some way due to the construction of the square duct and the 
intake piping. Upon closer examination it was found that there was a slight 
asymmetry at the point where the circular piping was connected to the length 
of square duct (see Figure 5.14). On the right hand side of the duct there was a 
piece of rubber seal protruding into the flow (acting as a bluff body wall), making 
the join asymmetric. This obstruction would cause the flow to separate from the 
wall more on the right hand side of the duct than on the left. It seems likely that 
this separation would delay the initial formation of the corner vortices that grow 
to form the secondary flow cells (see section 3.3.2). Another contrary possibility 
is that the extra obstruction would enhance the turbulent stresses on one side of 
the duct and so speed up the evolution of the flow cells on that side of the duct. 
This may account for the fact that the malformed flow cells seem to protrude 
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slightly into the other half of the duct. Whatever the actual mechanism, it seems 
certain that this asymmetry in the duct-geometry is to blame for the atypical 
secondary flow cells. 
The lack of symmetry of the secondary flow cells could also be partly respon-
sible for the slight skewness of the mean flow profiles at the mid-wall bisector,as 
mentioned in Chapter 4. However the lack of symmetry of the mean flow profiles 
in the region near the back wall is certainly due to deviation of the secondary flow 
cells from their expected form. The good agreement between the results found 
here and those of Entwistle would seem to reinforce the evidence that the flow is - 
indeed fully developed. 
Figure 5.11 shows the curves for all particle sizes at each location. The peak 
velocities for the bubble results at the mid-wall bisector show that the spanwise 
velocities are slightly smaller than we would have expected, as shown by the 
following table where the peak velocities are expressed as a percentage of the 
streamwise bulk velocity. 
LHS (0.9 ± 0.4)% 
RHS (0.6 ± 0.4)% 
Average (0.75 ± 0.6)% 
The magnitude of the secondary flows is expressed in this way to make corn-
parison with others authors [24, 23, 5], who also used this measure. We would 
expect a value of around 2 - 3% (see section 3.3.2); Entwistle found a value of 
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1.5%. As outlined in section 3.5, the secondary flows take much longer to develop 
than the other flow features. It therefore seems likely that this discrepancy is due 
to the secondary flows being under developed in this study. The results for the 
small glass particles are very similar to the bubble results, although in the con-
tour results the region of positive velocity on the left seems to be slightly closer 
to the expected position. The curves for bubbles and small particles always com-
pare well in shape and magnitude. The medium particle results show a similar 
flow configuration to the smaller particle results, although the flow toward the 
bottom left corner doesn't show up at all. The shape of the flow profiles at each 
location in the duct is always the same as the other cases, but the magnitude of 
the velocities is noticeably diminished (this is the reason the flow toward the bot-
torn left corner is not picked up in the contour plot). The large particle results 
are very similar to the medium particle results in both shape and magnitude, 
although the contour plots in this case show the flow towards the bottom left 
corner more clearly and the flow from the left hand wall less clearly. The graphs 
of the large particle results are generally more noisy due to the smaller number 
of particles present in the each image, and hence the lower sampling rate. The 
fact that there is little difference between the large and medium particle results 
would suggest that the spread in particle size has had little effect on the spanwise 
velocity results. 
The magnitude of the spanwise flpw results is significantly, lower for the two 
larger sizes of glass beads. This would seem to be due to their increased inertial 
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mass (SF = 1.8 x 10'1 kg, MP = 1.9 x 10 9 kg, and LP = 5.1 x 10 8 kg). 
Consider the particle before it reaches the flow along the midwall bisector, it has 
zero velocity in the spanwise direction. The peak velocity is found at 0.15D from 
the wall in the bubble case, and is on or around this value for all the glass bead 
results. The peak value in the malformed cell moves towards the wall as the 
particle size is increased, but no such trend is observed in the fully developed 
cell. If we can consider the driving force as being due to Stokes drag then we can 
form the following relation, 
rna 	67rr(auf ) 	 (5.4) 
where m is the mass of the particle, a is the acceleration of the particle, uj 
is the peak fluid velocity, and a is a numerical factor. The numerical factor is 
dependent on the form of the acceleration, and determines the average velocity 
of the fluid in the region between the the wall and the peak. If we assume that 
the ve'ocity changes in a linear fashion, then a = 0.5 and we can substitute for 
the acceleration term to obtain, 
VP 	r,ur(0.5uj ) (5.5) 
dt rn 
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where v is the peak velocity, and dt is the time the acceleration is applied 






using the empirical value of 0.151) for the distance of peak velocity from the 
wall. Substituting we obtain the approximate relation, 
o. 97r/ruf D 
m 	
(5.7) 
If we apply this equation we obtain the following results correct to 2 decimal 
places, where the actual velocities are those found at 0.15D from each wall, 
Particle Size Predicted Velocity Actual Velocity 
SP 0.48 and —0.42 0.16 and —0.05 
MP 0.10 and —0.09 0.05 and —0.04 
LP 0.03 and —0.03 0.04 and —0.02 
Theresu1ts found for the large prticles agree quite well with the measue.d 
velocities, unfortunately the velocity is significantly over predicted for the other 
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two cases. However, if instead of the mean particle size we use the largest size of 
particle present in each group, we obtain the results shown in the next table. It 
should be noted that in the case of the large and mediunfparticles the size of the 
largest particles present is taken as the mean size plus the range value quoted in 
section 4.2. Due to the less certain nature of the data for the small particles, it 
was felt that a more accurate value was the grid size for which 95 - 100% of the 
particles were passed. 
Particle Size Predicted Velocity Actual Velocity 
Largest in SP range (63gm) 0.18 and —0.16 0.16 and —0.05 
Largest in MP range (150im) 0.08 and —0.07 0.05 and —0.04 
Largest in LP range (4261Lm) 0.03 and —0.02 0.04 and —0.02 
While the maximum velocities were found at around 0.15D from the wall for 
the small and large particles, this was not the case for the medium particles. It is 
worth noting that the maximum velocities for the medium particles were found 
0.12D from the wall, and were 0.06 and —0.06 respectively. We can see that the 
predicted values now compare much better with the actual velocities, except for 
the right hand value for the small particles where there is a large over-estimation. 
However, the graph from which this result was obtained is quite noisy in the 
region of the peak, most likely due to glare caused by the small particles sticking 
to the inner walls of the duct. There is a peak value of —0.07 at y/D = 0.93 in 
this data set, and this would suggest that the actual peak should be larger than 
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the value quoted here. 
It seems very likely that these results compare much better than those cal-
culated with the mean. particle sizes due to PIV's tendency to underestimate 
velocities when a velocity gradient is present (as outlined in Chapter 2). Here 
the velocity gradient is not due to a variation in the flow parameters but instead 
is caused by different sizes of particles following the flow with different velocities. 
Due to large number of particles present when small and medium particles were 
used (see particle number fluxes in section 4.2) it seems reasonable to assume that 
significant velocity gradient would be present in many interrogation regions. In 
the case of the large particles this is not necessarily true, however the predicted 
velocity calculated using the mean particle size is almost the same as that cal-
culated for the largest particles present in this range of particle sizes. Therefore 
the prediction for the large particles can be made to reasonable accuracy using 
either particle size. 
5.3 Turbulent Stresses 
Contour plots of q2 are shown in Figure 5.16, and the graphs they were derived 
from are shown in Figure 5.15. It should be noted that these plots are only an 
approximation to q2 , since only two dimensional velocity data was obtained. This 
meant that q 2 was estimated as being, 
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(d) Large Particle Results 
Figure 5.16: Contour maps of q 2 
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u2  + v 2 
	
(5.8) 
This means assuming that out of plane turbulent stress, w 2 , is negligible. By 
symmetry it is clear that the out of plane turbulent stress will be approximately 
the same as the spanwise stress, however the streamwise stress is the dominant 
factor in q 2 and so it was decided to ignore the out of plane component for ease 
of calculation. Since all previous experimental studies have only measured two 
velocity components this is not a handicap as the available components can still 
be accurately compared. 
The bubble results compare well with the results of Entwistle, although there 
is a peak near the right hand wall which seems to be due to spurious data from the 
z/D = 0.4038 data set. This spurious data seems to originate from the v 2 profile 
for this plane, the reasons for which wil1 be outlined later. From the contour plot 
we can see the effect of the secondary flow cells, which enhance the transport of 
turbulent energy from the wall along the midwall bisector while they suppress 
transport from the corner regions. The net effect of this is that the low intensity 
region protrudes more into the corners, and moves away from the walls along 
the midwall bisector. This kind of behavior was predicted in the simulations of 
Madabhushi and Vanka [51], and has been experimentally measured by Brundrett 
and Baines [52]. This confirms that neglecting w 2 did not have a significant effect 
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on our prediction of the character of the turbulence intensity profiles. 
The results for the glass beads are quite similar to the bubble results in the 
small particle case, but deviated markedly for the two larger sizes of bead. The 
change in q2 profiles will be dealt with by looking at each individual component 
of the stress. 
Figures 5.17 and 5.18 show the normalized v 2 results. All of the turbulent 
stress results are normalized by dividing by the square of the friction velocity. 
The bubble results compare well with the results of Entwistle [5], Gavrilakis [44] 
(which includes a comparison with the data of Cheesewright et al [531), Huser and 
Biringen [45], Su and Friedrich [36], Badabhushi and Vanka [51], and Brundrett 
and Baines [52], both in shape and in magnitude. All of these studies were carried 
out in square ducts. The bubbles contour plot also shows the influence of the 
secondary flow cells clearly, although the data set at z/D = 0.4038 is very noisy 
and has a large spurious peak on the right hand side. The spurious peak may 
be linked to the fact that the spanwise velocity at this position is very close to 
zero (see Figure 5.11(b)), which would mean the turbulent fluctuations would 
also be close zero. This would lead to larger relative errors in this turbulence 
component. However this does not explain why the data set as a whole seems 
to be more noisy than all the other graphs, and this seems to suggest that the 
camera may have been accidentally moved during the experiment. This peiik 
gives rise to the-spurious peak found in the q2 results. - 
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Figure 5.17: Graphs of normalized spanwise stress (v+ = 
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Figure 5.18: Contour maps of normalized spanwise normal stress, (v 2 /u) 
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The data found in this study gives a more symmetrical contour plot than that 
found by Entwistle, where one of th low ihtensty regions protrudes towards the 
wall at z/D = 0.3 rather than towrds the corner. This is most likely due to the 
increased Reynolds number in this study. Madabhushi and Vanka [51] note that 
at higher Reynolds numbers, 
• The spanwise turbulent stresses increase. 
• The streamwise turbulent stress reduces. 
• The overall turbulence intensity reduces. 	- 	- 	 -- - 
They speculate that these Reynolds number dependences are due to increased 
turbulent mixing in the spanwise direction, giving rise to larger velocity fluctua-
tions in the mean spanwise velocity field. The turbulence intensity contours are 
also pulled in to the corner region more at higher Reynolds numbers, shown by 
Brundret and Baines [52] to be due to the secondary flows cells reaching further 
into the corner regions. While the stress and turbulent intensity results presented 
here show no large changes in magnitude when compared with those of Entwistle, 
the improved symmetry of the spanwise stress contours may well be due to the 
increased penetration of the secondary flow cells into the corner regions. 
The small particle curves compare well in shape, but at all positions other 
than z/D = 0.5 there is a noticeable drop in the magnitude of the stress. This 
trend is also followed by the medium particles but there is a noticeable flattening 
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of the curves. Both of these trends were observed by Chandok and Pei [54] in a 
particle laden vertical flow in a circular pipe, with glass particles of diameter 150, 
200, 250, and 500iim; solid loading ratios of upto 3; and Reynolds numbers from 
58,000 to 100,000. The large particle results seem to follow the trend of flattening 
out, but they are much larger than the medium particle results at z/D = 0.3077 
and 0.1154, and slightly larger on average at z/D = 0.2115. This most probably 
due to the low sampling in the large particle results and the larger errors in the 
secondary flow results. 
Figures 5.19 and 5.20 show the normalized u 2 results. We can see immediately 
that the streamwise stresses are much larger than the spanwise. This is due to the 
fact that the streamwise velocities are much larger than the spanwise, and that 
the streamwise velocity profile changes much more rapidly in the near wall region. 
The value of normalized u2 for the bubbles near the wall is 4.2 to 4.5, whereas 
Tritton [2] suggested a value of around 8 would be expected. However, Entwistle 
found a value of around 2.5, and Eggels et al [19] found a value of around 3 
from experiment and simulation. The authors referenced earlier in this section 
also found values of around 2.5 to 3 for this parameter. This suggests that the 
value found here is well within the acceptable range. Again the curves obtained 
from the bubble results compare well with the other data sets both in size and 
shape, and the contour plot clearly shows the influence of the secondary flow 
cells. The fact that this stress component has increased casts doubt on whether 
or not the increased Reynolds number is indeed responsible for the increase in 
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(d) Large Particle Results 
Figure 5.20: Contour maps of normalized streamwise normal stress, (u 2 /uT) 
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the symmetry of the spanwise stress component. It would be expected that the 
streamwise stresses would be reduced rather than increacl in a higher Reynolds 
number flow. One possible reason for this disparity is that the peak is further 
from the wall at higher Reynolds numbers, and so more likely to have been 
measured accurately in these experiments. Madabhushi and Vankas [51] show a 
comparison of streamwise stress data at different Reynolds numbers (using their 
simulation data along with the results of Brundrett and Baines [52], Gessner [55], 
and Gessner et al [56]), and this suggests that the peak does indeed move away 
from the wall as the Reynolds number is increased. 
Experiments by Tsuji et al [49], and simulations by Bolio and Sinclair and 
[47] and Bolio et al [57], have looked at the streamwise turbulent stress in vertical 
flow, in a pipe of circular cross-section. While the paper by Tsuji et al only shows 
turbulence profiles for the air phase, the corresponding profiles for the solid phase 
from their experiments are shown in the papers by Bolio and Sinclair [57] and 
Bolio et al [47]. The results presented in these papers will be compared with the 
results found in this study. Particle laden flow have not been previously studied in 
square pipes, and so comparison with circular pipe flow is the only viable option. 
However, rather than being a handicap this type of comparison should shed light 
on the affect of the secondary flows found in square pipes. 
The small particle results have the same shape as the bubble profiles and the 
magnitudes are quite similar. In order to distinguish more clearly between the 
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two sets of results the average value of each curve was computed (this was done in 
the same way as the bulk velocity calculation, with the no-slip condition imposed 
at the walls). The results of these calculations is shown in the following table. 
z/D Average Bubble Value Average SP Value 
0.5 1.95 2.54 
0.4038 2.11 2.01 
0.3077 1.90 1.89 
0.2115 2.02 2.08 
0.1154 2.27 2.21 
The results are somewhat mixed, but generally the bubble result is slightly 
larger than the small particle result. Although the previously mentioned authors 
do not consider particles this small, their results suggest that we would expect the 
turbulence in the airflow to be suppressed by the presence of these particles. This 
would mean that we would expect the turbulent stress calculated from the small 
glass particles to be lower than the corresponding clear air turbulence values, 
which appears to be the case for most of the profiles. The change in the shape 
of the profiles as we move away from the mid-wall bisector can be attributed to 
the influence of the secondary flow cells on the distribution of turbulent energy, 
as noted for the bubble results. 
The medium particle results show, a more interesting trend, with the profiles 
being higher in the central section of the duct but lower close to the walls. Tsuji et 
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al carried out experiments with 200gm polystyrene beads (density=1020kg m 3 ) 
at a Reynolds number of 26,800 and a solids loading ratio of 1.3. - Bolio et at 
[57] show the results obtained fort both lhe air and solid phases and found that 
the solid phase curve was higher in -the core region and lower towards the walls. 
Their curves suggest that the cross over of the profiles should be at around 0.15D 
from the wall, and in our results for the midwall bisector it is at found at around 
0.1D. These values compare very well despite the different flow and particle - - 
parameters, and duct geometry. The average value of the medium particle profile 
is always larger than the corresponding airflow profile, indicating a source of 
turbulent energy due to the presence of the particles. This extra turbulent energy 
is attributed by Lee and Durst [48], Vetter [29] and the aforementioned authors as 
being due to the wakes of the particles. The simulations of Bolio and Sinclair [47], 
and Bolio ct al [57] include this factor as well as part i cle-particle and particle-wall 
interactions, and produce results which are consistent with those of Tsuji et at. 
The change in the profiles as we move away from the mid-wall bisector is again 
as we would expect from the influence of the secondary cells. 
The large particle results show the most significant departure from the bubble 
results. The profiles are peaked towards the centre of the duct and have a much 
higher average value than any of th other profiles. Bolio and Sinclair [47] show 
simulation results where the inclusion of 500im particles, at a loading ratio of 
3.4 and a Reynolds number of 22500, causes the air phase profile to peak in the 
centre rather than near the walls. However at lower loading ratios they predict 
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a flatter profile with the maxima still close to the walls. Their prediction for 
the particle profile is a very flat profile with its maximum value near the walls. 
An interesting trend followed by the large particle results is that when the other 
profiles develop a maximum in the centre of the curve, the large particle profile 
instead has a minimum. This suggests a possible reason for the shape of the 
curves observed, Townsend [58] states that if an eddy is a distance d from a wall 
than it cannot he larger than d. This tells us that the large eddies present in the 
flow are restricted to the core region, whereas only small eddies are found close 
to the wall. Since the large glass beads have a greater inertia than the small and 
medium particles, we would expect them to follow fewer of the high frequency 
components of the flow (ie the small eddies). This is something which has been 
investigated by a large number of people, two examples are Lee and Durst [48] 
and Schlichting [17]). This being the case the large particle results may be peaked 
in the centre because they only follow the larger eddies effectively. The secondary 
flows would move the larger eddies away from the wall at the midwall bisector, 
so this would account for the change in shape of the profiles as we move towards 
the back wall. If this is true then spectra should show that the small and medium 
particles are sensitive to most eddy sizes, whereas the large particles are sensitive 
only to the size of eddies found in the flow's core region. 
However, this does not explain why the curve is much larger in magnitude 
for the large particle results. A possi1e explanation is particle-wake interactions. 
Even the aforementioned simulations of Bolio and Sinclair [47], that predicted an 
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enhancement of the air phase stress, can not account for the magnitude found 
in the large particle results. This would be the case even if the large particle 
stresses were of the same magnitude as those predicted for the air phase rather 
than the dispersed phase. This suggests that there is some factor not accounted 
for in their simulations which gave rise to the large magnitudes observed here. 
If a particle were to move into the wake of another particle it would experience 
a fluctuation in velocity of the order of the slip velocity for the particles. The 
particle Reynold's numbers (defined in section 3.4.1) for the particles used here 
are shown in the following table, 




The particle Reynold's numbers shown here were calculated using the slip 
velocity (taken as the difference between the bubble streamwise bulk velocity and 
that of the particle in question, at the mid-wall bisector) instead of the terminal 
velocity. This was felt to be the most sensible course of action given the disparity 
between the terminal velocity predictions and the measured slip velocities. From 
these values it can be seen that only the small particles will have no wake (see 
section 3.4.2), since the Reynold's number in this case was less than one [29]. In 
the case of the large particles the predicted terminal velocity is 2.12ms 1 . Using 
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this value as an indication of the slip velocity and squaring it gives an expected 
stress contribution of approximately 4.49m 2 5 2 
The spread in particle sizes could also influence this profile noticeably. The 
predicted terminal velocity for the particles is 2.12±0.63ms 1 , a velocity range of 
+1.26ms'. We will use half of this range as an indication of the maximum size 
of velocity fluctuation we would expect from this source. We can then estimate 
the contribution this would make to the stress by squaring the value as before. 
The expected contribution to the stress due to the spread in particle sizes is 
found to be 0.40m 2 s 2 . Adding this to the stress due to a particle wake gives a 
maximum expected value of 4.89m 2 8 2 . Adding this to the mean square value for 
the fluid, 0.38m 2 s 2 , gives a predicted value of 5.27m 2 s 2 . The results of similar 
calculations for the small and medium particles are shown in the following table 
Particle Wake Size Spread Estimated Slip Est. Actual Value 
Small 0.001 0.006 0.387 0.546 0.52 
Medium 0.37 0.06 0.81 1.81 1.22 
Large 4.49 0.40 5.27 7.54 5.04 
where all of the values are in units of m 2 s 2 . The Slip Est. column shows the 
expected value if the actual slip velocity at the duct centre is used, instead of the 
terminal velocity prediction. It can be seen that the contribution from the spread 
in particle sizes is always insufficient tp account for the measured value, indicating 
that the particle-wake interaction must play a part. The over prediction of the 
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large particle result is most probably due to the lower concentration of particles in 
the duct during these experiments, resulting in fewer paiticle-wake interactions. 
The profile of the large particle results may also be partially attributable to the 
fact that the particle slip velocity is larger near the duct centre. 
The normalized Reynolds Stress results are shown in Figures 5.21 and 5.22. 
Again the bubble results compare well with those of Entwistle in both shape 
and magnitude, although the curves found here are generally more symmetric 
and slightly smaller than those found by Entwistle. One noticeable departure 
from the results of Entwistle occurs in the central section of the curves for the 
z/D = 0.2115 and 0.1154 planes. The results presented here have a region where 
the gradient of the curve is reversed, due to the change in direction of rotation 
of the secondary flow cells found near the back wall. A profile of this type was 
predicted by Huser and Biingen [45], although the change in gradient was not 
as marked in their curves. The bubble profile for the z/D = 0.4038 is more 
noisy than the rest (due to the noisy v 2 profile for this plane) but still shows the 
correct overall shape and magnitude, since the u component of the velocity is the 
dominant one in determining this component of the Reynolds stress. 
The small particle results are again very similar in both size and magnitude 
to the bubble results, as we would expect given the close agreement between the 
normal stress components that was found. The medium and large particle results 
are both much smaller than the pre'ious two curves but have the same sort of 
















Figure 5.21: Graphs of normalized Reynolds stress component (r+ 
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Figure 5.22: Contour maps of normalized Reynolds stress component. (iii37u) 
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shape at all positions in the duct. The reduction in magnitude again follows from 
the reduction of the normal stresses as outlined previously, but there is also a 
noticeable change in the contour plots for the larger particles. Instead of two 
peaks, one at each wall for z/D = 0.5, there are four, with an extra peak in 
each corner. In the large particle results the peaks on mid-wall bisector are gone, 
leaving only the peaks in the corner region. The change in the medium particle 
results can be attributed to secondary flow cells. The Reynolds stress is reduced 
in the centre of the flow cell, leaving high stress areas at the mid-wall bisector 
and the corner. This could be due to the particles being trapped in the centre of 
the cell, as outlined in the discussion of slip velocity earlier in this section. Since 
this would lead to an area with lower streamwise velocity, at the centre of the 
cell, it would also reduce the Reynolds stress. The presence of a slightly slower 
flow region at the centre of the secondary flow cells is indicated by the results of 
Gavrilakis [44]. Also the reduction of both components of the normal stress in 
this region indicates a lower velocity at this position (see Figures 5.17(d),5.19(d)). 
A similar mechanism would affect the large particle results. The large peaks on 
the midwall bisector are also gone in the large particle results, due to the flatter 
streamwise velocity profile that is found in the large particle results (see Figure 
5.5). There does seem to be a peak at the centre of the cell on the right hand 
side of the contour plot, but not on the left. This difference can be attributed to 
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5.4 Spectral Analysis 
The spectra presented in this section were calculated by taking a vertical column 
of vectors at a given y/D, and then FFT'ing the data. The resulting spectrum is 
then squared to give a power spectrum. The theory behind this type of procedure 
is explained in many textbooks (for example Batchelor [14]) and so is omitted 
10 0 	








(a) Energy spectrum at different positions 	(b) Energy spectrum showing fit to Kol- 
in the duct 	 mogorov's Law 
Figure 5.23: Graphs of the energy spectra obtained from the bubble results 
Figure 5.23 shows the energy spectra, as calculated from the bubble results, at 
z/D = 0.5,0.75, 0.95. From Figure 5.23(a) we can see that as we move away from 
the walls the amount of turbulent energy drops off, as we would expect since we 
are moving away from the source of the turbulent energy. Figure 5.23(b) shows 
only the profile found at the centre of the duct, with the line representing the 
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Figure 5.24: Energy spectrum in meteorological format 
Kolmogorov —5/3 law (see section 3.1.5). From this we can see that the fit is 
quite good, and that ignoring the third component at this point has made little 
difference to the spectral profile obtained. The fact that a good fit is found to 
Kolmogorov's law also indicates that the turbulence in the measurement area is 
fully developed. 
Figure 5.24 shows the energy spectrum in an alternative format, known as the 
meteorological format [59]. This form of spectrum is particularly useful because 
the peak occurs at the wavenumber associated with the most energetic eddies. 
Entwistle [5] found this value to be 0.35D, which compares well with the upper 
limit of O.4D suggested by Hinze [15]. The value found from Figure 5.24 is 0.52D, 
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side of the peak they give values of 1.04D and 0.35D. This suggests that the 
lack of resolution for the curve (note the sharpness of the peak) may be the 
problem. Calculating the length scales (see section 3.1.6) using the value for 4, 
found by Entwistle, we obtain cp = 2.1mm and 1 k 0.1mm (Ret = 1152m'.$). 
Using the value obtained from the present study we get = 2.5mm, and Ik 
0.1mm (Re t = 1712m's). It is interesting to note that the value for the Taylor 
microscale found here is very close to the value found by Entwistle, whose flow 
had a lower Re j value of 987. The value for the Taylor microscale found here 
corresponds to 46 pixels in all of our images, which is 2.88 grid spacing's, 
ensuring a sufficient resolution is obtained (section 3.1.6). 
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(a) Wavenumber spectra for spanwise 
velocities, 
(b) Wavenumber spectra for streamwise 
velocities, 
Figure 5.25: Spectra of velocity components for bubble results (z/D = 0.5) 
Figure 5.25 shows the wavenumber spectra for the individual velocity corn-
ponents, obtained at three different positions in the duct (y/D = 0.25, 0.5,0.75). 
The close correspondence between the profiles for streamwise velocity at y/D = 
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Figure 5.26: Comparison of energy spectra for different particle sizes (y/D = 
z/D = 0.5) 
0.25 and 0.75, demonstrates the symmetry of the flow. Again we can see that the 
energy drops off as we move away from the wall. 
Figure 5.26 shows the energy spectra for all particle sizes at the centre of the 
duct. We could consider the particle size as giving an indication of the order of 
the size of eddy that they would follow. A view which is supported by the work of 
Lee and Durst [60]. The following table shows the non-dimensional wavenumber 
associated with each particle. 
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From this we can see if the idea outlined in the previous section, that the 
large particles are sensitive to only largef eddies while the smaller particles are 
sensitive to most eddy sizes, is reasonable. While the trends shown by these 
values are consistent, it is hard to say if the eddy sizes indicated would lead to 
the features observed in the turbulent stress graphs. This is due to the fact that 
the large particle eddy size is well within the inertial sub-range, suggesting they 
should follow eddies of the size found close to the wall. However Lee and Durst 
[60] state that in this range of eddy sizes, the particle is affected by both the 
mean fluid flow and the turbulence components. The motion is dominated by the 
turbulence only for eddies much larger than the particle, and so the postulate put 
forward still seems sensible. However, the evidence presented here is not enough 
to conclusively prove the postulate, and is included more to indicate a possible 
avenue of further work. 
The spectra determined from the glass particle images are very different from 
the bubble spectrum. As the particle size is increased the spectra move up the 
y-axis and become flatter. The flattening of the spectra is most likely due to 
the production of small scale turbulence in the particle wakes. As the particle 
size is increased the size of the wake eddies is also increased, and so we would 
expect the small scale end of the spectra to increase with particle size, while the 
large scale end would be relatively unaffected. The increase in the large scale - 
energy for the large particles could he attributed to particle-wake interactions 
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However, given the nature of the data that these spectra were obtained from, 
any such conclusions have to be treated with a high degree of caution. To reach 
more definite conclusions about the spectral analysis we would require spectra 
with increased resolution. 
(a) Comparison of 	for different particle 	(b) Comparison of 	for different particle 
sizes 	 sizes 
Figure 5.27: Spectra of velocity components for all particle sizes (y/D = z/D = 
0.5) 
Figure 5.27 shows the spectra of the measured velocity components for each 
particle size. Figure 5.27(a) shows the spectra for the spanwise velocity com-
ponent. As the particle size is increased this average value of the spectrum is 
reduced, as we would expect from the reduction in spanwise velocity for larger 
particles. It is interesting to note that the spectra appear to converge at the 
high wavenumber end of the graph. This is probably due to the wake turbu-
lence, although it is not clear why there is such good correspondence between the 
data sets. In order to say more about the effect of the wake turbulence on these 
CHAPTER 5. PARTICLE LADEN FLOW RESULTS 	 163 
spectra, it would be necessary to have a velocity measurement which resolved 
the higher frequency components; this could be obtained with a laser doppler 
anemometer. 
Figure 5.27(b) shows the spectra for the streamwise component. Again we 
can see the effect of the wake turbulence in the flattening of the spectra, but now 
as the particle size is increased the average value of the spectrum also increases. 
The small and medium particle results agree well with the bubble results at the 
low wavenumber end of the spectrum, but the large particle results are noticeably 
higher. The effect of particle-wake interactions and the spread in particle sizes 
would be to introduce jumps into the velocity profiles, giving large variations at 
isolated points as opposed to the smoother profile of the actual flow. This would 
be similar to placing lots of smalls spikes onto the velocity signal, which would• 
increase the plateau level of the resultillg spectra. This would account for the 
increase in the spectra at both low and high wavenumbers. 
Again it should be noted that, due to the nature of the data from which the 
glass particle spectra were obtained, any conclusions reached from these spectra 
have to be treated with scepticism. However, it was felt that these results should 
be included so that a comparison with any future work could be carried out. 
This could help to determine which effects found here were real and which were 
an artifact of this particular setup. One possible way to obtain better spectra 
from flows of this type would be to use a laser doppler anemometer to measure 
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the flow, which was the approach taken by Tsuji et al [49]. 
5.5 Concentration Profiles 
All of the graphs in this section show plots of concentration against y/D, where 
the concentration is simply the average number of particles whose centre is at that 
location. The values were calculated using the particle sizing algorithm contained 
in Appendix A. All of the graphs have the following colour coding. 
Colour Threshold Colour Threshold 
Green 5 Blue 20 
Black 10 Yellow 25 
Red 15 Brown 30 
Figure 5.28 shows the results obtained from the bubble images. The graphs 
always move down the y-axis as the threshold is increased, since the particles 
with the lowest illumination levels are lost each time the threshold is increased. 
The curves also seem to be converging to a single curve, due to the fact that the 
dimmest particles are those on the edge of the light sheet. The particles in the 
central section of the light sheet are substantially brighter than those near the 
extremes, and so they will be unaffected by the threshold until it is significantly 
higher than the values used here. The most notable aspect of the curves is that 
they all have a negative gradient, although in some of the graphs there is an 
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Figure 5.28: Concentration profiles for bubbles. 
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Figure 5.29: Diagram of under-illuminated section of the light sheet 
upturn near the walls. The upturn near the walls can be attributed to the low 
speed regions near the wall, as it was in the previous chapter (section 4.4.3). 
The most simple explanation of the negative gradient is linked to the triangular 
shape of the light sheet. The light sheet is aligned so that the particles are visible 
across the full width of the duct. As a consequence of this two corners of the 
measurement area are not always fully illuminated (see Figure 5.29). This means 
that there are fewer particles illuminated on the right hand side, and so a negative 
gradient is observed in the graphs. 
Figure 5.30 shows the concentration profiles obtained from the small particle 
images. Both the upturns near the walls and the negative gradients occur again, 
but there is also a substantial change in character in three of the graphs. The 
graphs at z/D = 0.4038,0.2115,0.1154 all move up the y-axis as the threshold 
is increased, indicating that more particles are identified at higher thresholds. 
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Figure 5.30: Concentration profiles for small particles. 
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This is due to the glare caused by small particles sticking to the walls of the 
duct, something which all the other particles did to a much lesser extent. At low 
thresholds patches of glare are identified as a single particle, but as the threshold 
is increased the finer detail of the glare is resolved and single particles are picked 
out. In some of the graphs (notably at z/D = 0.4038) there is a slight positive 
gradient, which can again be attributed to the accumulation of particles on the 
walls. As more and more particles build up on the walls of the duct the band of 
glare near the right hand wall get increasingly brighter, and so less light reaches 
the left hand side of the duct. This leads to a reversal of the usual negative 
gradient. 
Figure 5.31 shows the concentration profiles for the medium particles. All the 
curves seem to have slight upturns near the walls, except at z/D = 0.4038 where 
there seems to be a maximum value at around y/D = 0.5. We would expect the 
profile to be slightly flatter as we move toward the back wall, since the streamwise 
velocity becomes slower as we move towards the back wall. However the profile 
at z/D = 0.4038 should be virtually identical to the profile at z/D = 0.5, since 
the streamwise velocity curves are almost identical. 
The concentration profile for the large particles are shown in Figure 5.32. 
The curves are very similar in character to those found for the medium particles, 
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Figure 5.31: Concentration profiles for medium particles. 





















Figure 5.32: Concentration profiles for large particles. 
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Taking the results as a whole it seems that particles of all sizes are quite evenly 
distributed across the duct. The only significant deviations from a flat profile are 
found in the near wall region, where the slower mean streamwise velocity causes 
the particles to bunch up. 
5.6 Conclusions 
The results presented in this section generally follow the trends shown by particle 
laden flows in circular pipes. The most notable departure from this is in the large 
particle results, where the streamwise stress results were very unexpected. The 
possibility that this is due to the distribution of eddy sizes within the duct has 
been discussed, as have the possible effects of particle-wake interactions. The 
spectral results seem to be broadly consistent with the speculation about particle-
wake interactions and the effect of the spread in particle sizes. However, more 
finely resolved spectra would be needed to confirm the postulates put forward 
here. It was also suggested that the particle wake interaction affected the other 
particles to some extent, as was outlined in the discussion of the streamwise 
turbulent stress results. 
As expected the secondary flows led to some departures from, the results we 
would expect to find in a circular pipe. The secondary flows were found to 
suppress the flattening of the rnean streamwise velocity profiles, although the 
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large particle results still exhibited this feature. This meant that the point of 
zero slip velocity observed in circular pipes was not foun'd in any of the results 
presented here. It was also found that the retention of large particles close to the 
centre of the secondary flow cells led to higher slip velocities in this region. More 
evidence for this was found in the turbulent statistics in this region. 
The concentration profiles show that the particles are evenly distributed across 
the whole width of the duct, with the only variation from a flat distribution 
being due to the slow streamwise velocity near the walls and light sheet non-
uniformities. 
Chapter 6 
Two-Phase Flow Results 
6.1 Outline of Technique 
An attempt was made to measure the airflow parameters in the presence of large 
particles. This was done by introducing both bubbles and glass particles into the 
flow at the same time, and then trying to separate the images obtained to show 
the two different particle sizes. The image separation was carried out by using the 
particle sizing algorithm (Appendix A) to identify particle diameters, and then 
putting the particle into one image or another based on that measurement. The 
background noise in each image was retained, and where a particle was removed 
it was attempted to fill the gap with an approximation to the normal noise. This 
procedure was carried out for an experiment where both bubbles and medium 
sized glass particles were present in the flow. 
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Figure 6.1: Mean streamwise velocity results for two-phase flow 
6.2 Results 
Figure 6.1 shows the results obtained with a bubble-medium particle two-phase 
flow. The results from the single phase experiment are also shown. The images 
were separated so that all particle images with a diameter of two pixels or less 
were sent to the one data set, and all the other particles were sent to another 
data set. The results suggest that the image separation routine has had limited 
success. If the small data set included only bubble images then we would expect 
the streamwise velocity profile to be very similar in magnitude to the single phase 
results, perhaps with a slight flattening of the curve [48]. However the big data 
set does give the kind of curve we would expect, where we should find an exact 
match with the single phase results. The mismatch between the two curves on 
the right hand side of the graph is interesting to note, since it seems to confirm 
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that the preferential illumination of particle sizes is responsible for the deviation 
of the maximum velocity from the centreline in the glass particle results. The 
asymmetry of the velocity profiles was measured using the equation, 
D/2 - 
2 f LU(y)dy 
Asymmetry = 	D 	 (6.1) 
f IJ(y)dy 
0 
When we apply this to the single phase profiles we obtain the following values. 





As the particle size is increased the skewness also rises, where the slight drop 
in the large particle result is probably due to the higher noise levels present in 
this profile. The asymmetry in the graph obtained from the big data set is only 
0.02, putting it around the value found for the bubble results. This is what we 
would expect to find if we considered the extra skewness as being due to the 
preferential illumination of particles; since we have now removed the images of 
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Figure 6.2: Mean spanwise velocity results for two-phase flow 
the smaller particles at all positions in the duct. This lends more weight to the 
argument outlined in Chapter 4. 
A comparison of the mean spanwise velocity curves is shown in Figure 6.2. 
The spanwise profiles for both the large and small results compare quite well with 
the medium particle curve, with the small data curve generally comparing best. 
The large results showing slightly smaller velocities at the peaks, notably on the 
left hand side off the graph. The results from the big data set are always slower 
than those from the small data set as we would expect. The small data set curve 
will include data not only for smaller particles but also from larger particles that 
are on the edge of the light sheet; since they are only partially illuminated they 
appear smaller than they actually are. This may explain why the small particle 
curve compares well with the medium particle curve over the full width of the 
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duct. The fact that the small data curve compares best with the bubble results 
in the region where the flow is best illuminated suggests that this is indeed the 
case. The small data set results compared better with the medium particle results 
here because of the larger relative difference between the spanwise results, when 
compared with the streamwise results. 
A major problem encountered during the two-phase flow experiments was 
clogging of the pipes. After the glass particles were introduced they mixed with 
the bubbles and began to conglomerate, eventually forming a plug at the lowest 
point in the pipe. The pipe was blocked by a thick mixture of glass beads and 
bubble mixture, similar in consistency to wet sand. It seems unlikely that clump-
ing of the particles occurred to a great extent beyond the plug, since the mean 
streamwise results do not indicate a large increase in particle size. It was found 
in some experiments carried out after the plug was cleared, that the airflow was 
significantly slower than before. This was probably due to constrictions caused at 
other points in the pipeline, and meant that no further experiments were carried 
out. 
6.3 Conclusions 
The results 'from the two-phase flow setup were on the whole disappointing. The  
mean flow profiles for- the glass particles were reproduced accurately, but 'tfre 
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bubble phase profiles were not. However, the asymmetry of the graphs obtained 
provides further evidence of the preferential illuminationof particle sizes as we 
move across the duct, away from the light source. It seems likely that a more so-
phisticated image separation algorithm, based on the particle's brightness and the 




7.1 Overview of Present Study 
The results found for the fluid flow agree well with the work carried out by 
Entwistle [5], despite the higher Reynolds number in this study. However the 
results obtained with the glass beads had to be compared with studies carried 
out in circular pipes, since we could find no previous work on similar flows in 
square pipes. Despite this handicap the trends found in this study agree well 
with previous work. Most importantly, differences due to the influence of the 
secondary flow cells were observed. 
The secondary flow cells present in the flow have been shown to affect both 
the mean and turbulent statistics for large particles. The flattening of the mean 
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streamwise velocity profile at the mid-wall bisector, which is found in circular 
pipes, was found to be suppressed. by the effect of the secondary fiows A con-
sequence of this is that we did not find the points of zero slip velocity that we 
expected, since they had moved out of the measurement area. While the stream-
wise flow profile could not be predicted accurately it was found that a simple 
semi-empirical method could be used to predict the peak spanwise velocities of 
the glass beads. 
An unexpected discovery was the local maxima of slip velocity found at the 
centre of the circulation cells. -This, is due to the fact that the larger partic1es-
located here don't circulate into the faster moving core region of the flow. This 
region of high slip velocity was also indicated by some of the turbulence statistics. 
The turbulence statistics provided some evidence for the particle-wake inter-
action that has been postulated by some authors. Even when the effect of the 
spread in particle sizes is accounted for it is found that the normalized streamwise 
stresses are higher than expected. However the value is well within the range we 
would expect due to particle-wake interactions. 
The large particle turbulence results showed a very unexpected departure from - 
the results of previous work, although this may be explained by considering the 
distribution of eddy sizes within the duct. The possibility that this departure 	-. 
was also linked to particle-wake interactions and the spread in particle sizes was 
also proposed, and shown to be broadly consistent with the spectra obtained. 	.' 
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The concentration results show that all of the particles used in this study were 
evenly distributed across the duct. The only deviation from a flat concentration 
profile was in the near wall region, where the particle density is slightly larger 
due to the slow streamwise velocity in this area. 
The final thing shown by this study is that care must be taken with the 
illumination technique. Preferential illumination of the different particle sizes 
within a sample was observed, and shown to hinder the use of existing fibre 
delivery techniques for pulsed lasers. The triangular light sheet used in this 
study also had a noticeable effect on the glass particle results, as did the blocking 
effect of the particles closest to the light source. One way around these problems 
would be to use a collimated light sheet where the area of interest is illuminated 
from both sides. 
7.2 Future Work 
The most obvious avenue for future work to take would be the completion of a 
full study with two-phase flows. This would provide the hitherto unobtained in-
formation about how the presence of the large particles affects the airflow. While 
this would most likely show little change in the mean flow results, the turbulent 
statistics should show significant variations. By further analysis of the two-phase 
flow results obtained in this study it should be possible to test whether or not 
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such a study would be feasible. If the images could not be separated digitally it 
may be necessary to use fluorescent particles, and filter the light detected by the 
camera. However digital separation should be possible by considering the average 
brightness and the standard deviation of the pixel brightness within the particle 
[611. 
Experiments at a higher loading ratio would also be desirable, not only because 
comparison with other studies would be easier, but because this should solve at 
least some of the problems associated with the large particles. Since the small 
and medium particle images were very well seeded it may be easier to achieve' this 
by increasing the mass of the particles used. This would probably require a faster 
airflow to support the particles, although this is well within the capabilities of 
the present setup. Finally the use of a laser doppler anemometer to obtain better 
resolution in the spectral results would be desirable, in order to study more closely 
how the wake turbulence interacts with the flow turbulence. 
Appendix A 
Particle Sizing Program 
This program reads in a pgm files and thresholds them, it then scans the thresh-
olded image identifying particle sizes and positions. This data is used to produce 
concentration profiles and to look at particle size trends. 
#include<stdio . h> 
#include<stdlib . h> 
#include<math . h> 
mt main(int argc, char *argv[]); 
mt psize(char argv[1], mt xsize, mt ysize); 
void stat(int nopart, char argv[21); 
/* The maià function reads in the image size and sends it to 
psize. It alsocalls the function stat, which provides the 
final output from the program.*/ 
mt main(int argc, char *argv[]) 
{ 
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char temp[1O]; 





f printf (stderr, "Correct usage is psize inputfile 
outputfile\n"); 
exit ( 1) 
} 
inp=fopen(argv[1], pr"); 
if ! inp) 
{ 
fprintf(stderr,Could not open input fi1e\n); 
exit (1) 
} 
f scanf(i np,u% s u, temp); 
fscanf(inp,"°hd %du, &xs, &ys); 
fscanf(inp," °hs\n", temp); 
fclose(inp); 
nopartpsize(argv[1] ,xs,ys); 
stat (nopart , argv[2]); 
return 0; 
} 
1* The function psize determines the particle diameters, 
both x and y, and the postion of each particle. *1 
mt psize(char argv[1], mt xsize, mt ysize) 
{ 
mt i0, j0, k0; 
mt 10, m0, n0; 
mt x0, y O ; 
mt z0; 
mt a0; 
mt flagO, nflago; 
mt array[xsize] [ysize]; 
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mt xpos[xsize]; 
mt xdO, ydO, axdO, aydo; 
mt xlxsize, xcO; 
mt noparto; 




mt cf =0; 
float xlt0.0; 
float aver0, std0; 
char tempElO]; 
FILE * inp; 
FILE * out; 




fprintf (stderr, "Could not open input file\n"); 
exit (1) 
} 
fscanf(inp, "%s " , temp); 
fscanf(inp, " 70d %d, temp, temp); 
fscanf(inp, "°hs\n " , temp); 
for(j0 ; j<ysize;j++) 
{ 
for(i0; i<xsize; '++) 
{ 
array [i] [j]0; 
} 
} 
for(i=0; i<xsize; '++) 
{ 
xpos [i] =0; 
} 
1* This nested loop finds the minimum and average 
pixel values for the imag. *1 
for(j0 ;j<ysize;j+-i.) 














fscanf (inp, "%s " , temp); 
fscanf(inp,"%d %d", temp, temp); 
fscanf(inp," °hs\n", temp); 
 
1* This nested ioop determines the standard deviation 














fscanf(inp,"%d %dH,  temp, temp); 
fscanf(mnp,"%s\n", temp); 
1* This nested ].00p thresholds the image, all particle 
pixels should be labelled with a 1, all background 
withaO. *1 
for(j=O ; j<ysize;j++) 














fprintf(out,"%d %d\n", xsize, ysize); 
fprintf (out, "255\n"); 
1* This nested ioop outputs an image showing all of 
the pixels that have been identified as particles 
by the thresholding. */ 
for(j0;j<ysize;j++) 
{ 
for(i0; i<xsize; i++) 
{ 
II fprintf(out, IIOI 0c , 200*array[i][j]); 
} 
} 
storefopen(" store. data", "w"); 
if store) 
{ 




1* Size finding algorithmn *1 
for(yO ;j<ysize;j++) 
{ 
for(i0; i<xsize; i++) 
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flagO; 










1* These two loops determines the width of 
a particle for a given y. *1 
for(k=x ; k<xsize ; k++) 
{ 
if (array [k] Ey]1) 
{ 
xef=k; 











if (array [m] [y]i) 
{ 
xeb=m; 
array Em] [y]2; 


















/* This loop searches to see if the 
particle extends further downwards 
in the y direction. */ 
for(nxeb;n<(xef+1) ;n++) 
{ 










for(z0 ;z<xsize ;z++) 
{ 














- - 	 xc+1; 
cf =0; 
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} 
else 
{ 	 -- 
cf1. 
} 
fprintf(store,"%d %d %d %d\n" 
















for(z0 ; z<xsize; z++) 
{ 














xc+1; 	- - 
cfO; 
else 





fprintf(store,"%d °hd °hd %d\n" 















/* This nested ioop check that all of the particle pixels 
have been checked by the program. *1 
for(j0 ;j<ysize;j++) 
{ 
for(i=O; i<xsize; i++) 
{ 
if(array[i] [j] !=2&&array[i] [j] 0) 
{ 







1* The function stat look at the data accumulated by the 
function psize and outputs a graphs of, number of 
partilces aganist partcile diameter for x and y diameters, 
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and a concentration graph of particles number against x 
position. The function asq deterrnine.s the average particle 
diameters, both x and y, and the number of particles found. *1 
void stat(int nopart, char argv[21) 
{ 
mt i0; 
mt xdO, ydO; 














fprintf(stderr,'Could not open input file store.data\n " ); 
exit (1) 
} 










fprmntf(stderr,"Could not assign-memory for ystat\n"); 
exit(1); 
} 




fprintf(stderr,Could not assign memory for conc\n"); 
exit (1) 
} 
xda(double *)malloc(xsjze*sjzeof (double)); 
if(!xda) 
{ 
fprintf( stderr ,hlCould not assign memory for xda\n"); 
exit (1) 
} 
yda(double *)malloc(xsize*sizeof (double)); 
if(!yda) 
{ 
fprintf(stderr,"Could not assign memory for yda\n"); 
exit (1) 
} 
axa(double *)malloc(xsize*sjzeof (double)); 
if(!axa) 
{ 
fprintf(stderr,"Could not assign memory for ax\n"); 
exit ( 1) 
} 
for(i0; i<xsize; j++) 
{ 
xstat Li] 0; 
ystat [i] =0; 




for(i0; i<nopart ; i++) 
{ 
fscanf(store,"%d %d %d %d\n", &xd, &yd, &ax, &xl); 
axd+xd; 
ayd+=yd; 
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xstat [xd - 1] ++; 
ystat Eyd- 1]++; 
conc [xl - 1] ++; 
xda [xl- 1] +=xd; 
yda[xl- 1] +=yd; 






fprintf(stderr,Could not open output file, sout.dat a\nH) ; 
exit ( 1) 
} 




fprintf(sout,10d %d %d %d °hlf %lf %lf\n", i+1, xstat[i], 
ystat[i], conc[i], xda[i]/(double)conc[i], 




fprintf(sout," °hd °hd %d %d %lf %lf °hlf\n", i+1, xstat[i], 




fprintf(stderr," °hd particles were identified\n", nopart); 
fprintf(stderr,"The average X-diameter was °hf pixels\n", 
(axd/(float)nopart)); 
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