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a b s t r a c t
Fast methods to compute the zeros of general cylinder functions Cν(x) = cosαJν(x) −
sinαYν(x) in real intervals can be obtained from an approximate integration of the second
order ODE satisfied by these functions, leading to fourth order methods with global
convergence. By considering the second order ODE satisfied by the function w(x) = v′(x),
v(x) = xγCν(x), we also construct a globally convergent fourth order method for the
evaluation of the roots of xC ′ν(x) + γCν(x) = 0, and in particular for the first derivative
of cylinder functions. The method holds for any real values of ν, α and γ and it does not
require a priori estimations for initiating the iterations. Fifteen digit accuracy is generally
reached with only 1–3 iterations per each simple root. For the derivative C ′ν(x) and the
function xC ′ν(x)+ γCν(x), a double root or a nearly degenerate pair of real roots may exist
for some parameter values; the method computes reliably such roots.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
The zeros of Bessel functions and of their first derivative are important quantities appearing in many applications and
many papers exist describing their properties (see for instance [1–9] and references cited therein). Several algorithms have
been described for computing the zeros of first and second kind Bessel functions Jν(x) and Yν(x) and the derivatives J ′ν(x) and
Y ′ν(x) [10–13]. None of them has guaranteed convergence (although they do work well) and none of themworks for general
cylinder functions Cν(x) = cosαJν(x) − sinαYν(x) and any real α and ν; particularly, the computations are restricted to
α = 0, π/2 and positive ν (with the exception of ν > −1 for Jν(x)). Some extensions are available in commercial software:
Maple is able to compute the zeros of Jν(x) and Yν(x) for real order, while Mathematica is able to compute zeros of general
cylinder functions Cν(x) with real ν. Mathematica 5 and earlier versions also offered a command for computing zeros of
J ′ν(x) for ν ≥ −1 and Y ′ν(x) for ν ≥ −0.5, but this feature is no longer supported; we note that these parameter ranges
exclude the cases for which a double zero or an almost degenerate pair of simple zeros may exist.
On the other hand, properties of the zeros of the function xC ′ν(x) + γCν(x) have been investigated in a number of
references (see, for instance, [2,5,7–9,14]). However, no numerical method to compute reliably these zeros was available
until now. We provide such a method.
We describe a method of computation for the positive zeros of the general cylinder function Cν(x) = cosαJν(x) −
sinαYν(x) and of the combination xC ′ν(x)+ γCν(x)with rigorous and high order convergence (order 4). The method is not
only more general, but also faster than previous methods.
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2. Theoretical background
Cylinder functions Cν(x), as many other special functions, are solutions of linear homogeneous second order differential
equations (ODEs). In particular, the so-called Riccati–Bessel functions cν(x) = √xCν(x) are solutions of
y′′(x)+ A(x)y(x) = 0, A(x) = 1− (ν2 − 1/4)/x2, (1)
which is an equation in normal form (no term with y′(x)). An equation with first derivative term w′′(x) + b(x)w′(x) +
a(x)w(x) = 0 can be transformed to normal form by the change of function
y(x) = exp

1
2

b(x)dx

w(x), (2)
which has the same zeros asw(x).
In [15], a fourth ordermethodwas constructed to computewith certainty the zeros of any solution of linear homogeneous
second order differential equations in normal form. The only requirement is that the intervals where A(x) is monotonic are
known in advance. For the case of Riccati–Bessel functions, the coefficient is monotonic for all x > 0 and the application
of the method is straightforward. In this paper, these ideas are applied to the computation of the zeros of xC ′ν(x)+ γCν(x)
by using the second order differential equation satisfied by w(x) = v′(x), v(x) = xγCν(x), which is transformed to normal
form with the change of function (2). First, we summarize the basic ingredients of the fixed point method.
2.1. Description of the fourth order fixed point method
The solutions of second order ODEs y′′(x)+A(x)y(x) = 0may present oscillatory behavior if A(x) > 0 and theymay have
several zeros in an interval where A(x) > 0 (in particular, cylinder functions have an infinite number of positive real zeros).
Contrarily, in intervals where A(x) < 0 only one zero may exist. The main difficulty consists in computing all the zeros in
intervals where A(x) > 0, without missing any one. Let us consider for the moment A(x) > 0.
The idea behind the method described in [15] consists in keeping track of the speed of oscillation of the solutions of the
equation y′′(x) + A(x)y(x) = 0 by analyzing the monotonicity properties of A(x). Taking into account that the oscillations
become slower as A(x) decreases, the method takes safe steps for searching zeros in the direction of decreasing A(x). These
steps also guarantee fast convergence under very general conditions.
Given an equation in normal form y′′(x) + A(x)y(x) = 0, and considering the ratio h(x) = y(x)/y′(x), which satisfies
the equation h′(x) = 1+ A(x)h(x)2, if we integrate this Riccati equation under the approximation that A(x) is constant and
starting from x = xn, then h(xn+1) is zero under this approximation for a value xn+1 given by
xn+1 = g(xn), g(x) = x− 1
ω(x)
arctan(ω(x)h(x)),
ω(x) = A(x), h(x) = y(x)/y′(x). (3)
If A(x) is not constant we have that h(xn+1) ≠ 0, but we can consider successive iterations of (3). A straightforward
computation shows that, because g ′(α) = g ′′(α) = g ′′′(α) = 0 and g(4)(α) = 2A′(α), the resulting iterative method is of
fourth order if A′(α) ≠ 0. This means, roughly speaking, that the number of correct digits is increased by a factor 4 in each
iteration. And because of this, the method is locally convergent for sufficiently differentiable solutions (in fact, it is ‘‘almost
globally convergent’’, in the sense described in [15]).
Because of the construction of the method, it is of course exact (one iteration is enough), if A(x) is constant. If A(x) is
strictly monotonic, it is not exact but one can build a safe method for computing all the zeros.
For this purpose, we construct an alternative fixed point iteration which is related to (3) but has global convergence for
monotonic A(x). Let us, for instance, consider the case A′(x) < 0; in this case, the oscillations of the solutions of
y′′(x)+ A(x)y(x) = 0 (4)
become slower as x increases. Assumewe have a starting value x0 and that α is the smallest zero of y(x) larger than x0. Using
the known value of h(x0) = y(x0)/y′(x0)we can estimate the next iteration x1 as follows: consider a solution of the second
order ODE with constant coefficient
y˜′′(x)+ A(x0)y˜(x) = 0 (5)
and such that y˜(x0)/y˜′(x0) = y(x0)/y′(x0); take as x1 the smallest zero of y˜(x) larger than x0. Then, because for x > x0 the
speed of oscillation for the solutions of (4) is smaller than that for (5), and because we consider the same initial condition
(y˜(x0)/y˜′(x0) = y(x0)/y′(x0)), we have x0 < x1 = g(x0) < α and successive iterations give monotonic convergence to α
with an increasing sequence. For increasing A(x)wewould proceed similarly but in the opposite direction (with a decreasing
sequence).
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Let j = sign(A′(x)) = ±1, it is a straightforward matter to check that such iterates can be computed as xn+1 = Tj(xn)
with
xn+1 = Tj(xn), Tj(x) = x− 1
w(x)
arctanj(w(x)h(x)) (6)
and
arctanj(ζ ) =
arctan(ζ ), jζ > 0
arctan(ζ )+ jπ, jζ ≤ 0
jπ/2, ζ = ±∞.
(7)
In other words the new iteration is a modification of (3) by considering that the range of arctan is (0, π]when A′(x) > 0
and [−π, 0)when A′(x) < 0.
Using the new iterations Tj(x), a simple method for computing all the zeros in an interval where A(x) is monotonic is
available and works as follows. Consider consecutive zeros αk−1 > αk > αk+1 > · · · and any starting value in (αk−1, αk).
First, we know that the iteration (6) converges to αk−1 if A(x) is increasing and to αk if it is decreasing. After one of these
zeros has been computed, the iteration has a discontinuity jumpwhich provides a safe starting value for computing the next
zero. Indeed, considering for instance the case A′(x) < 0, and after αk has been computed, the next step is:
x0 = T−1(αk) = αk + π√
A(αk)
≡ S−π (αk),
Sjπ (x) = x− j π√
A(x)
.
(8)
We have x0 > αk and, because A(x) is decreasing, the Sturm comparison theorem guarantees that x0 < αk+1 (see [15]).
After this, the sequence xn+1 = T−1(xn)will converge to αk+1. This gives an algorithmwhich computes with certainty all the
zeros in increasing order (A(x) is decreasing). For A(x) increasing we have the same situation, but the zeros are computed
in decreasing order.
In intervals where A(x) < 0 the method can be also used. Now, because ω(x) = √A(x) = ±i√|A(x)| ≡ ±iω˜(x), we
write
ω(x)−1 arctan(ω(x)h(x)) = ω˜(x)−1 tanh−1(ω˜(x)y(x)/y′(x)),
which gives the iteration
xn+1 = g˜(xn), g˜(x) = x− 1
ω˜(x)
tanh−1(ω˜(x)h(x)). (9)
This iteration, combined with (6), is enough for computing all the zeros in an interval where A(x) is monotonic. The new
iteration (9) may be needed only at one side of the interval (right side for A′(x) < 0, left side for A′(x) > 0) and just for
computing one zero in each of these sides.
Convergence is again monotonic and all the sequences generated are decreasing (increasing) sequences if A(x) is
increasing (decreasing).
This leads to the following algorithm (we notice that in [15] there is an errata in the first line, where it is written: x = xM ).
For further details, particularly on the stopping criteria, we refer to [15].
Algorithm 1 (Monotonic A(x) in [a, b]).
Input: interval [a, b], j = sign(A′(x)), relative error tolerance ϵ
Output: zeros α[i], i = 1, 2, . . . (sign (α[i+ 1] − α[i]) = −j)
1. xM = (b+ a)/2− j ∗ (b− a)/2; x = (b+ a)/2+ j ∗ (b− a)/2; i = 0;
2. While j ∗ (x− xM) > 0 and A(x) > 0
3. ∆ = ϵ + 1;
4. While (∆ > ϵ and j ∗ (x− xM) > 0 and A(x) > 0) do;
5. x0 = x; x = Tj(x);∆ = |1− x/x0|;
6. end while;
7. If j ∗ (x− xM) > 0 and A(x) > 0 then; i = i+ 1; α[i] = x; x = Sjπ (x); end if;
8. end while;
9. If A(x) < 0 and jh(x) > 0 and jh(xM) < 0 then
10. ∆ = ϵ + 1;
11. While (∆ > ϵ and |h(x)Ω(x)| < 1 and j(x− xM) > 0) do;
12. x0 = x; x = g˜(x);∆ = |1− x/x0|;
13. end while;
14. If∆ < ϵ then; i = i+ 1; αi = x; end if;
15. end if;
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Lines 9–15 are only neededwhen a zero α exists such that A(α) < 0. For computing the zeros of Jν(x) and Yν(x) for ν > 0
this is not needed because their smallest positive zeros satisfy jν,1 > ν and yν,1 > ν, and then A(x) > 0 (see (1)). However,
it is needed in other circumstances, as we later discuss.
It is important to observe that the iteration (6) is not continuous at the zeros, and that this property is essential for
finding a good starting value for the next zero (Eq. (8)). However, this mathematical definition necessarily has to be softened
numerically. First, it is convenient that the jump function Sjπ in (8) is computed separately, and not in terms of Tj(x); this is
already done in Algorithm1 (line 7). In addition, it is dangerous to apply Tj(x) close to the zeros because round-off errorsmay
result in a possible jump to the next zero before computing the previous zero: if, for instance, the iteration is computing a
zero α1 with an increasing sequence and rounding gives an iterate xn > α1 successive iterates will converge to a larger zero.
In order to avoid this, it is convenient to replace Tj(x) by g(x) (Eq. (3)) whenever the algorithm reaches a value which gives
monotonic convergence for g(x); that is, in line 5 we can replace Tj(x) by g(x)when jh(x) > 0 (for such values g(x) = Tj(x));
this switch from Tj(x) to g(x) should be maintained until the zero is computed within prescribed accuracy. Because g(x) is
continuous at the zeros, no accidental jumps close to the zeros can happen.
We notice that the fixed point method requires the evaluation of the arctan function. Although this is not an expensive
function, it can be replaced by any approximation which has the same derivatives up to fourth order and which gives
(slightly) smaller steps of the iteration. This guarantees fourth order monotonic convergence. For instance, we can consider
the following simple approximations, when jζ > 0 (see Eq. (7)),
arctan(z) ≈ g1(z) = z1+ z2/3 , |z| < 1,
arctan(z) ≈ g2(z) = sign(z)π2 −
z2 + 2/3
z(1+ z2) , |z| > 1.
(10)
Indeed arctan(z)− g1(z) = O(z5), arctan(z)− g2(z) = O(z−5), g1(z) and g2(z) have the same sign as arctan(z) and, finally
| arctan(z)| > |g1(z)| and | arctan(z)| > |g2(z)|. For jζ < 0 similar arrangements can be found. Higher order approximations
are easy to find. In our case the hard computation is the evaluation of cylinder functions, and therefore the advantage of these
rational approximations is not relevant.
Remark 1. For computing the zeros of y′(x), with y(x) a solution of (4), fixed point methods were also given in [15]. The
methods can be used to computewith certainty all the zeros of y′(x) in an interval where A(x) is monotonic. Thismethod can
be obtained by simply making the substitutions y(x) → y′(x) and y′(x) → y′′(x) = −A(x)y(x) in the method for y(x). The
method for the zeros of y′(x) proceeds similarly and in the same direction as the method for the y(x). However, the method
for the zeros of y′(x) is only of second order, while the method for y(x) is of fourth order. We are not using this second order
method for the derivative; instead we build a new fourth-order method for the derivative of xγCν(x).
3. Computation of the zeros of the derivative and of the combination xC′ν(x)+ γCν(x) = 0
The computation of the zeros of the general cylinder functions Cν(x) = cosαJν(x)− sinαYν(x) is straightforward from
the ODE (1) and applying Algorithm 1. A(x) is monotonically decreasing for all |ν| > 1/2, monotonically increasing for
|ν| < 1/2 and constant for |ν| = 1/2 (trivial case)
To compute the zeros of xC ′ν(x)+ γCν(x) additional analysis is required.
We start from the Bessel differential equation
x2C ′′ν (x)+ xC ′ν(x)+ (x2 − ν2)Cν(x) = 0, (11)
from which we obtain the differential equation satisfied by v(x) = xγCν(x)
v′′(x)+ 1− 2γ
x
v′(x)+

1− ν
2 − γ 2
x2

v(x) = 0. (12)
Considering Eq. (12) together with Remark 1 and transforming the equation to normal with a change of variable, it is
possible to construct a second order method for the zeros of v′(x). The resulting transformed equations were used in [7]
for studying qualitative properties of the roots of xC ′ν(x)+ γCν(x) = 0. Here we follow a different approach which gives a
fourth order method. The analysis of this alternative method is more complicated, but the reward is high.
We obtain a second order ODE for the derivative by differentiating (12) and eliminating v(x) using again (12). The
resulting second order ODE satisfied byw(x) = (xγCν(x))′ is:
w′′(x)+ b(x)w′(x)+ a(x)w(x) = 0, w(x) = v′(x),
b(x) = 1− 2γ − f
x
, a(x) = 1− 1
x2
[ν2 − γ 2 + (1− 2γ )(1+ f )],
f = 2(ν
2 − γ 2)
x2 − ν2 + γ 2 .
(13)
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We transform to normal form by considering the change of function
y(x) = exp

1
2

b(x)

w(x), (14)
which satisfies the second order ODE
y′′(x)+ A(x)y(x) = 0, A(x) = a(x)− 1
2
b′(x)− 1
4
b(x)2. (15)
In our case, and denoting yν,γ (x) = y(x), we have
y(x) = yν,γ (x) = |x2 − ν2 + g2|−1/2x3/2−γw(x)
=
√
x|x2 − ν2 + γ 2| (DCν(x)+ ECν+1(x)),
D = ν + γ , E = −x,
(16)
and
A(x) = x
6 + Px4 + Qx2 + R
x2(x2 − ν2 + γ 2)2 , (17)
with
P = −3ν2 + 2γ (γ + 1)− 3/4, Q = (3ν2 − γ (γ + 2)− 5/2)(ν2 − γ 2),
R = (1/4− ν2)(ν2 − γ 2)2. (18)
Notice that yν,−ν(x) = −√xCν+1(x), yν,ν(x) = √xCν−1(x) and yν,0(x) = √xC ′ν(x). Therefore, the computation of the
zeros of cylinder functions and the first derivative of cylinder functions are particular cases of the more general situation
we are analyzing.
The method also requires the derivative
y′ν,γ (x) = (x|x2 − ν2 + γ 2|)−1/2
MCν(x)+ NCν+1(x)
x2 − ν2 + γ 2 ,
M = −x4 + (γ + ν)(2ν − γ − 1/2)x2 − (γ + ν)(ν2 − γ 2)(ν + 1/2),
N = (1/2− γ )x3 + (ν2 − γ 2)(γ + 1/2)x.
(19)
And with this the fixed point method reads
Tj(x) = x− x|x
2 − ν2 + γ 2|
W (x)
arctanj

W (x)S
DCν(x)+ ECν+1(x)
MCν(x)+ NCν+1(x)

(20)
with
W (x) = (x6 + Px4 + Qx2 + R)1/2, S = sign(x2 − ν2 + γ 2). (21)
This introduces some difficulties: firstly, if |ν| > |γ |, the new differential equation has a singularity at x(s) = ν2 − γ 2;
secondly, the monotonicity properties of the coefficient of the equation are not straightforward. However, both problems
can be satisfactorily solved.
The first problem, as we later explain, is related to the fact that a double zero ofw(x)may exist at x = x(s). When no such
zero exists, the problem is solved by computing separately the case 0 < x < x(s) and x > x(s); in fact, as we will see, the case
x < x(s) does not need to be considered for some parameter values. If a double zero or a pair of nearly degenerate real zeros
exists, the same procedure works but the speed of convergence may slow down close to x(s). But, as we will explain, this is
noticeable only with values of the parameters very close to the critical values for which two roots coalesce. In that case, as
will see, the method becomes linearly convergent with error constant 1/4 approximately. Notice that while the coefficient
of the ODE is singular at x(s), the fixed point iteration is not.
With respect to the second problem (the hardness of the monotonicity analysis), we see next that it is simpler than may
initially seem. Indeed, after some computation we find
A′(x) = 2x−3(η − 1)−3[a3η3 + a2η2 + a1η + a0],
a0 = 14 − ν
2, a1 = −3a0, a2 = 2γ + 234 − 3ν
2, a3 = −2γ + 34 + ν
2
(22)
where η = x2/(ν2 − γ 2).
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Therefore the extrema can be computed by solving a cubic equation.
If ν2 < γ 2 we take
S(x) = a3µ3 + a2µ2 + a1µ+ a0 (23)
with
µ = x2/|ν2 − γ 2| (24)
and if ν2 > γ 2 we take
S(x) = (µ− 1)(a3µ3 − a2µ2 + a1µ− a0)
= β

ν2 − 2γ + 3
4

β3 + 4(2− γ )β2 + (13− 2γ )β + 6

(25)
where
β = µ− 1. (26)
With these definitions we have
sign(A′(x)) = sign(S(x)). (27)
Wemay have three extrema for x > 0 and, in addition, one singularity if |ν| > |γ |. This means it is possible that in some
cases one has to consider five different intervals where A(x) is continuous and monotonic. Somemonotonicity properties of
A(x)were analyzed in [5] in order to studymonotonicity properties of the distances between zeros by using Sturm theorems.
We see that this type of analysis is crucial for our numerical method, precisely because the foundations of the method are
Sturm comparison theorems.
We compute the extrema of A(x) by solving the cubic equation, and we split the initial interval in intervals of
monotonicity. The resulting intervals are of three types: intervals where A(x) > 0, intervals where A(x) < 0 and intervals
where A(x) changes sign. There is one zero at most in the region where A(x) is negative, and it is convenient to check that
the change of sign takes place before proceeding with lines 9–15 of Algorithm 1.
In some particular cases the monotonicity analysis of A(x) can be simplified, for instance:
1. In the case ν = ±γ we have, A(x) = 1− [(ν ∓ 1)2 − 1/4]/x2, and the coefficient is monotonic for all x > 0. This is the
case of the zeros of cylinder functions.
2. If |ν| > |γ |, A(x)has a singularity at x(s) = ν2 − γ 2 andA(x) ismonotonically increasing for x > x(s) if ν2−2γ+3/4 ≥ 0
and γ ≤ 2 (see (25)). The case γ = 0 corresponds to the calculation of the zeros of C ′ν(x); and if ν ≥ 0 all the positive
zeros of J ′ν(x) and Y ′ν(x) are known to be larger than x(s) = ν, where A(x) is increasing.
3. For computing the zeros of xC ′ν(x)+γCν(x), one can simplify the analysis in the caseCν(x) = Jν(x) and ν > |γ |, because
all the positive zeros of xJ ′ν(x) + γ Jν(x) are larger than x(s) =

ν2 − γ 2 in this case [5, Lemma 4.2]. Therefore, we only
need to analyze the monotonicity for x > x(s).
4. Treatment of exceptional cases: double roots, nearly double roots and small positive roots
The reason behind the singularity of the differential equation at x = x(s) = ν2 − γ 2 is the fact that if xC ′ν(x)+ γCν(x)
has a zero at x(s) then it is a double zero. As we next discuss the algorithm is successful in computing nearly degenerate
zeros, only limited by the attainable accuracy in the function evaluation.
Other exceptional situation is the case of a small positive zero, where cancelation effects take place and loss of significant
digits occur.
4.1. Double zeros and nearly double zeros
It is awell known fact that the zeros of a solution of a second order ODE v′′(x)+β(x)v′(x)+α(x)v(x) = 0with continuous
coefficients do not have multiple zeros, because if v(x(s)) = v′(x(s)) = 0 the solution is necessarily the trivial solution.
However, the derivatives may have multiple zeros.
Indeed, consider that α(x) and β(x) are sufficiently differentiable and that α(x) has a simple zero at x(s) so that α(x) ∼
C(x − x(s)) as x → x(s), C ≠ 0. Then, given a solution v(x) such that v(x(s)) ≠ 0 and v′(x(s)) = 0, necessarily v′′(x(s)) = 0
for such a solution. Therefore, v(x) is a non-trivial solution such that v′(x) has a multiple zero (necessarily a double because
α′(x(s)) ≠ 0).
In addition, taking the derivative of the ODE and eliminating v, similarly as we did for the case of xγCν(x), we can obtain
a second order ODE forw(x) = v′(x):
w′′(x)+ b(x)w′(x)+ a(x)w(x) = 0,
b(x) = β(x)− α′(x)/α(x), a(x) = α(x)+ β ′(x)− α′(x)β(x)/α(x). (28)
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Transforming to normal form with the change of function (14), that is
y(x) = exp

1
2

β(x)dx

1√|α(x)|w(x) (29)
we obtain a transformed equation y′′(x)+ A(x)y(x)with coefficient A(x) such that
A(x) ∼ −3
4
(x− x(s))−2, x → x(s). (30)
This is exactly the situation for computing the zeros of w(x) = (xγCν(x))′ = v′(x). Indeed, the α(x) coefficient of the
second order ODE satisfied by v(x) has a simple zero at x = x(s) = ν2 − γ 2, and considering the second order ODE satisfied
byw(x), we have, after transforming to normal form, that A(x) ∼ −3/4(x− x(s))−2.
This shows that A(x), the coefficient of the ODE in normal form used in the fixed point method, is monotonic around
x(s), decreasing on the left of x(s) and increasing on the right. Therefore, the fixed point method is a reliable method of
approximation for nearly degenerate double roots close to x(s): the method converges to the roots monotonically and
approaching x(s), but the singularity of A(x) is not reached. Observe that this a general property for computing (nearly)
double zeros of the first derivative of a second order ODE v′′(x)+ β(x)v′(x)+ α(x)v(x) = 0 with sufficiently differentiable
coefficients, and not a particular property for cylinder functions.
The fixed point method no longer behaves like a fourth order method for computing double or nearly double roots;
contrarily the convergence is linear for double roots, with asymptotic error constant
M = 2√
3
F(1/
√
3) ≃ 0.24,
F(z) = z
1− z2 −
1
2
log

1+ z
1− z

.
(31)
To see this, we take the derivative of g˜(x) (9) and get
g˜ ′(x) = ω˜
′(x)
ω˜(x)2

tanh−1(w˜(x)h(x))− (w˜(x)h(x))
2
1− (w˜(x)h(x))2

(32)
where w˜(x) = √|A(x)| ∼ 12
√
3|x − x(s)|−1 and h(x) = y(x)/y′(x), with y(x) given by (29). Therefore, because w(x) ∼
C(x− x(s))2 with C a constant (we are considering a double zero) we have y(x) ∼ k|x− x(s)|3/2. With this:
lim
x→x(s)
g˜ ′(x) = M ≃ 0.24. (33)
Themethod convergesmonotonically to thedouble zero x(s) both from the right and from the left and limx→x(s) g˜(x) = x(s).
The discontinuity of g˜(x) at x(s) is avoidable and we can consider the mean value theorem which gives
xn+1 − x(s) = g ′(ηn)(xn − x(s)) (34)
for some ηn between xn and x(s). Therefore, the error ϵn = xn − x(s) decreases linearly in the sense that
ϵn+1 ≈ Mϵn (35)
for xn close enough to the double root x(s).
This is in contrast with the simple zeros α and with A(x) differentiable at the zeros. In this case, as proved in [15], we
have
ϵn+1 ≈ A
′(α)
12
ϵ4n (36)
and the method is of fourth order.
For nearly degenerate zeros, themethodwill be approximately linearly convergent, loosing the original fourth order rate.
The method is, however, reliable as long as the function y(x)/y′(x) can be computed accurately enough (the computation
of y(x)/y′(x) is strongly affected by cancelations near double roots). Slower convergence points towards degenerate roots
can be used to stop the algorithm safely and to detect these double or nearly double roots (see Section 5). Later we give
examples of this.
When the nearly degenerate roots can be accurately computed (when they are not too close) and convergence is linear,
the asymptotic error constant is such the error is reduced approximately by a factor 1/4 in each iteration; if the initial
relative error is 1 it would take approximately 25 iterations to reach 10−15 accuracy. However, as we explain in Section 5, it
is convenient to stop before this accuracy is reached when we are working in standard double precision arithmetic.
4.2. Small positive zeros
Some small positive roots may suffer from rounding errors due to function cancelations, particularly with fixed precision
arithmetic.
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For computing zeros of the general cylinder function Cν(x) = cosαJν(x) − sinαYν(x), because for ν > 0 we have
Jν(0+) = 0+ and Yν(0+) = −∞, we find a small positive zero for tanα = −ϵ, with ϵ a small number positive number.
As a particular case, and considering the relation
J−ν(x) = cos(νπ)Jν(x)− sin(νπ)Yν(x) (37)
we see that the smallest zero of J−n+δ(x), n ∈ N, approaches zero as δ → 0+. Similarly, we have
Y−ν(x) = sin(νπ)Jν(x)+ cos(νπ)Yν(x) (38)
and then the smallest positive zero of Y−n+1/2+δ(x), n ∈ N, approaches zero as δ → 0+.
For this kind of zeros, relative precisionmay deteriorate as δ → 0+. This loss of precision is unavoidable in fixed precision
arithmetic if ν is used as input parameter. For instance, as ν →−1 we have for the smallest positive zero of Jν(x) the series
expansion [16]
jν,1 = 2
√
δ

1+ 1
4
δ − 7
96
δ2 + 49
1152
δ3 + · · ·

, ν = −1+ δ. (39)
Notice that the significant digits are carried by δ and not by ν = −1 + δ which explains the accuracy loss when ν is the
input parameter.
However, there is a way to compute this small zero accurately: use the general algorithm for ν = γ = δ > 0 and
tanα = 0 for computing the zeros of xJ ′ν(x)+νJν(x); these are the zeros of Jν−1(x) = J−1+δ(x) and δ has been given as input.
Another example of a small positive zero for which accuracy loss does not happen is for the smallest positive zero of
J ′ν(x), j′ν,1, which is such that j
′
ν,1 ∼
√
2ν as ν → 0+; no accuracy loss takes place when the input parameter is ν. In other
instances, loss of accuracy can be expected for the smallest positive zeros when they are close to 0.
5. Order of convergence and stopping criterion
As discussed before, both iterations g(x) (or Tj(x)) and g˜(x) have order four and the following relation between successive
errors holds:
ϵn+1 = A
′(α)
12
ϵ4n + O(ϵ5n)
where ϵk = xk − α.
But if y(x) has a multiple zero at α, and particularly a double zero, the convergence is linear. For a relative accuracy goal
δ, a possible stopping criterion for simple zeros is to consider only one additional iteration at the moment the condition
log |1− xn/xn−1| < K log(δ) (40)
with K = 1/4 is reached.
A more direct rule is to iterate until the inverse of the condition number becomes smaller that δ. Indeed, if α is a zero of
y(x) then
0 = y(α) = y(xn)− ϵny′(xn)+ O(ϵ2n). (41)
Therefore, under the linear approximation the absolute error ϵn is approximately y(xn)/y′(xn) and the relative error is
approximated by the inverse of the condition number
ϵ(r)n ≈
1
xn
y(xn)
y′(xn)
. (42)
Notice that the ratios y(xn)/y′(xn) are used in the computation of the fixed point method and therefore (42) is computed
in each iteration.
However, this last stopping criterion is dangerous for nearly degenerate roots because the computation of the function
y(x)may be affected by severe cancelations and convergence may fail, particularly for a relative tolerance close to machine-
ϵ (in our case, approximately 1.1 · 10−16 because we are considering standard double precision in our Fortran codes). For
this reason, it is convenient to complement it with a criterion similar to (40). Numerical experiments show that (40) with
K = 1/2 is a good compromise and we adopt this complementary stopping criterion whenever A(x) < 0 (the case of the
exceptional zeros).
6. Comparing and testing the algorithms
Fortran routines implementing the algorithms described in the paper can be found at http://personales.unican.es/
segurajj/software.html.
For Jν(x), algorithms based solely on the CF
Jν(x)
Jν−1(x)
= 1
2νx−1−
1
2(ν + 1)x−1−
1
2(ν + 2)x−1− · · · (43)
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Table 1
Comparison of the number of iterations required by GNOME [13] against the present algorithm.
ν Interval GNOME Present code
−0.999999 [0, 32] 38 32
−0.99 [0, 32] 39 25
0 [0, 32] 34 22
5 [0, 40] 46 26
10 [0, 46] 45 27
50 [0, 97] 48 29
100 [0, 155] 49 29
500 [0, 590] 49 26
1000 [0, 1105] 52 23
are possible. This gives algorithms which are simple and efficient for moderate ν and that supersede our previous
algorithm [13], which also used a continued fraction computation.
6.1. Comparison against other methods
The fourth order fixed point method is considerably more efficient than the second order global method used in [13]. For
example, the Table 1 shows the number of iterations used by GNOME [13] and our current method for computing the first
zeros of the regular Bessel function Jν(x) for several orders and 10−15 accuracy.
The number of iterations for the new algorithm is remarkably uniformwith respect to the order. The advantage over [13]
is clear and this also means the method is considerably more efficient than that in [12]. In fact, the algorithm in [13] was
already faster than [12] for moderate orders. The advantage is even greater when the computation via (43) is abandoned in
favor of more efficient methods, as we do in our general algorithm.
This uniformity in the number of iterations can be understood from the good non-local properties of the method when
the zeros are in the oscillatory region A(x) > 0 (see [15]). The main difficulty is in the computation of the isolated zero in
the monotonic regions A(x) < 0, as is observed in Table 1 for ν = −0.999999. The extra iterations required for this case
is for the computation of the smallest positive zero. This can be improved by using an approximation for this first zero, as
done in [13], but we are not considering these particular refinements.
Of course, initial approximations based on asymptotics could be considered, as done in [10]. The algorithms in [10] require
1–3 iterations for computing with 10−13 relative accuracy the zeros of Jν(x) and Yν(x), ν > 0 and their first derivatives;
this algorithm combined asymptotic estimates with a high order Newton iteration. In our algorithm the same number of
iterations are generally enough for providing 10−15 accuracy, without using initial estimations. The method is so fast that
it does not improve much using asymptotics. No more than one an iteration is saved when asymptotic starting values are
used.
It is worthmentioning that the iterations used in [10] have also fourth order convergence but they do not show good non-
local behavior. Comparing the performance of the iteration [10, (2.10)]1with our fixed pointmethodwe see that our iteration
converges with similar speed when accurate starting values are considered, but it is preferable for not so accurate starting
values. Our iteration always converges faster and with certainty. For this reason, if a method based on initial asymptotic
values is to be constructed, the iterations used in our paper are preferable. And we have the advantage that more general
cases are also available for which reliable initial approximations are hard to find. This allows us to consider with ease the
more general case of the computation of the zeros of xC ′ν(x)+ γCν(x), Cν(x) = cosαJν(x)− sinαYν(x).
6.2. Testing the algorithms close to nearly degenerate zeros
As explainedbefore, the functionCν,γ (x) = xC ′ν(x)+γCν(x)has a positive double zero ifCν,γ (x(s)) = 0, x(s) =

ν2 − γ 2,
|ν| > |γ |. Denoting Jν,γ (x) = xJ ′ν(x) + γ Jν(x) and Yν,γ (x) = xY ′ν(x) + γ Yν(x), the function Cν,γ (x) = cosαJν,γ (x) −
sinαYν,γ (x) has a zero at x0 for
tanα = Jν,γ (x0)/Yν,γ (x0), (44)
and it is a double zero if x0 = x(s).
Take, for instance the case of Jν,0(x), which gives the zeros of J ′ν(x). Double zeros do no exist for ν ≥ 0 because the smallest
positive zero is larger than ν in this case [17, 10.21.3]. For ν < 0, because of (37), the condition for the existence of a double
zero is
tan(|ν|π) = J|ν|(|ν|)/Y|ν|(|ν|). (45)
These ratios of Bessel functions were studied in [18,3].
1 We notice that the first sign after the equality in (2.10) should be a plus sign instead of a minus sign.
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Table 2
Zeros of J ′ν(x) found by the algorithm for different values of ν and in the intervals [|ν| − 1, |ν| + 1], computed with a relative accuracy goal of δ = 10−15 .
For orders |ν| slightly smaller than the critical value |νk| the algorithm finds the two nearly degenerate roots x1 and x2 , which are given with all its correct
digits and the two last incorrect digits (the correct last two digits appear under parenthesis). For values of |ν| slightly larger that |νk| no zeros exist in the
interval and, accordingly, the algorithm does not find any zeros. The number of iterations in the computation of each zero is shown (N(x1) and N(x2)). The
accuracy goal is not fully reached and the algorithm warns of the lack of accuracy.
ν x1 x2 N(x1) N(x2)
ν = ν1 = −1.117123077 . . . |ν| |ν| – –
ν = −1.1171230 1.1165409424810 (08) 1.11770515862614 (98) 7 7
ν = −1.1171231 – – – –
ν = ν5 = −5.147279989 . . . |ν| |ν| – –
ν = −5.1472799 5.1463021257786 (93) 5.1482577361372 (69) 7 6
ν = −5.14728 – – – –
ν = ν10 = −10.15416524 . . . |ν| |ν| – –
ν = −10.154165 10.1521585102446 (17) 10.1561716219253 (62) 6 6
ν = −10.154166 – – – –
It is easy to see that (45) has infinitely many roots because, using the asymptotic expansions (10.20.4), (10.20.5) in [17]
we have that
lim
ν→+∞
Jν(ν)
Yν(ν)
= Ai(0)
Bi(0)
= − 1√
3
. (46)
Therefore double roots exists for negative orders ν ≈ −k − 1/6, k ∈ N for large enough k, as noted in [19]. A simple plot
helps in showing that there are no double zeros for ν ≥ −1, as is well known [2], and that there exists a single value of ν in
each interval (−k− 1/6,−k) for which there is a double zero (see [3] for rigorous proofs of this type of results). Similarly,
for Yν(x) one can check that, for large enough |ν|, double zeros exists for orders ν ≈ −k + 1/3, k ∈ N, and that there is a
single value of ν in each interval (−k+ 1/3,−k+ 1/2) for which a double zero exists.
These double zeros are interesting for checking the algorithms. We consider the case of the zeros of J ′ν(x) and compare
the performance of the algorithm based on (43) against a Maple version of our algorithm.
Let νk be the negative orders ν1 > ν2 > · · · (νk ≈ −k − 1/6 for large k) for which a double zero exists. As a function
of ν, the qualitative picture of the zeros is as follows: two simple zeros approach each other as ν → ν+k , which ‘‘collide’’
when ν = νk and abandon the real line for ν smaller than νk. We are next showing that the algorithm is very precise in
detecting this behavior. The use of a Maple version helps in showing that the loss of accuracy is due to loss of precision in
the computation of function values and that full precision cannot obtained in fixed precision arithmetic.
For computing zeros in the general case we provide two algorithms, one of them using as inputs ν, γ and tan(α)
and a second one with tan(α) substituted by x0, with x0 a value such that Cν,γ (x0) = 0 (from x0 we have tan(α) =
Jν,γ (x0)/Yν,γ (x0)). This second algorithm should be used for x0 notmuch smaller than |ν| because for computing the function
close to x0 cancelations between the large irregular function Yν(x) and the small regular function Jν(x) are very sensitive to
the value of tanα. In these general algorithms, we use Amos’ code [20] for computing the Bessel functions Jν(x) and Yν(x).
The secondof the twogeneral algorithms is interesting for testing the behavior of the algorithmclose to nearly degenerate
zeros. Indeed, taking x0 close to x(s), with (x(s))2 = ν2−γ 2, |ν| > |γ |, we will have two zeros close to x(s). For simplicity, we
consider Pythagorean triples such that (x(s))2 + γ 2 = ν2 for integer values of ν, γ and x(s), and we take x0 = x(s) + 0.0001
and x0 = x(s) + 0.1 for some Pythagorean triple selections (Tables 3 and 4).
6.3. Summary
The algorithm is as successful as it can be for computing nearly double zeros in fixed precision arithmetic, although the
convergence of themethod is linear in this case. Themethod is reliable in the sense that it is sharp in detecting the existence
of nearly degenerate zeros (see Table 2). The accuracy limitation in the computation of nearly degenerate zeros is due to
limitations in the attainable accuracy for the function values y(x)/y′(x), and it can be only circumvented by considering
variable and higher precision arithmetic.
The double zeros for J ′ν(x) can be easily computed beforehand from (45), and similarly for Y ′ν(x), and only occur for
negative orders. Therefore, we know in advance for which values of ν there is a double zero. Also, for the general case, we
know that double zeros can only take place at x(s) = ν2 − γ 2. The problem is therefore perfectly isolated. Nevertheless,
it is an interesting feature that the algorithm is able to detect degenerate zeros and to compute them within reachable
accuracy (which depends on the accuracy of the function values).
For simple zeros, the method always gives full accuracy except for the cases in which the smallest zero carries an
unavoidable loss of significant digits (see Section 4.2).
Themethod is more efficient than previousmethods and admits improvements (for some particular examples) via initial
value estimation through asymptotics. However, the method is already very efficient and only 1–3 iterations per root are
generally needed for 15 digit accuracy. Additional iterations may be needed for computing isolated zeros in the monotonic
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Table 3
Similar as Table 2, but for the zeros of zeros ofCν,γ (x) = cosαJν,γ (x)−sinαYν,γ (x), withα such thatCν,γ (x0) = 0 and x0 = x(s)+0.0001, x(s) =

ν2 − γ 2 .
The chosen interval is [x(s) − 1, x(s) + 1] and δ = 10−15 . The algorithm gives a warning when full accuracy is not reached.
ν γ x(s) x1 x2 N(x1) N(x2)
5 4 3 2.999900018873 (85) 3.000100000017 (00) 9 9
17 −15 8 7.999899975403 (10) 8.000100000030 (00) 8 10
173 165 52 51.999900017 (42) 52.0000100073 (00) 9 7
173 −52 165 164.99989999906 (58) 165.0001000076 (00) 8 8
Table 4
Similar to Table 3 but for x0 = x(s) + 0.1, x(s) =

ν2 − γ 2 . The chosen interval is [x0 − 1, x0 + 1]. The algorithm gives a warning when full accuracy is not
reached.
ν γ x(s) x1 x2 N(x1) N(x2)
5 4 3 2.915898047552681 (73) 3.099999999999980 (99) 5 5
17 −15 8 7.86698083196665 (71) 8.100000000000042 (00) 4 5
173 165 52 51.93002126893 (84) 52.099999999925 (00) 6 4
173 −52 165 164.895634438150 (71) 165.0999999999977 (99) 5 5
region (A′(x) < 0) and nearly degenerate roots; previous algorithms do not consider these exceptional cases. The method
is the most general for real computing zeros of cylinder functions and it is the first algorithm which is able to compute the
zeros of xCν(x)+ γCν(x) = 0,Cν(x) = cosαJν(x)− sinαYν(x).
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