It is arguably difficult to reproduce the results of published work in Modeling & Simulation (M&S). Authors have certainly raised concerns about this issue and attempts by journals and conferences are being made to improve the situation. As part of a movement to tackle reproducibility in M&S, the Strengthening The Reporting of Empirical Simulation Studies (STRESS) reporting checklists were introduced in 2018. The STRESS guidelines aimed to improve knowledge management in industry and to maximize the chance that all important M&S details are included when writing up simulation research for publication. We extend this work by providing an applied example of using the STRESS-ABS checklist for documenting an Agent Based Simulation model. It is hoped that an applied example will both encourage and guide authors and practitioners to improve their reporting.
INTRODUCTION
The STRESS guidelines (Strengthening the Reporting of Empirical Simulation Studies) were introduced to improve the reproducibility of computer simulation models (Monks et al. 2018) . This raises the question of why we should be worried about reproducibility, a topic which has been under discussion for several years in the modeling community. In 2014, a panel discussion on the future of simulation research argued that reproducibility is key to credibility in research and went further to suggest that automated provenance tracking, discoverability across the artifacts of M&S research and the appropriate use of Creative Commons licenses was also vital (Yilmaz et al. 2014) . This was followed up in a panel discussion from the Winter Simulation Conference in 2016 (Uhrmacher et al. 2016) In this it was Taylor, Anagnostou, Currie, Monks, Onggo, Kunc, and Robinson suggested that repeatability, replicability, and reproducibility should be at the core of reporting of applied simulation modeling studies but finds that this is not always the case.
The argument in favor of reproducibility is that it allows models to be reused, to avoid reinventing the wheel and that it is a necessity in the era of Open Science, which aims to make research, particularly public-funded, more widely accessible outside of academia. While applied simulation papers currently include some information about the model and the experimentation, it is rare to find one that includes sufficient information for the work to be reproduced. This is not a "simulation only" problem, and scientists across the board are concerned about the quality of the descriptions of both computer simulation and experimental studies (Baker 2016) .
A wider discussion of Open Science and how its principles apply to the modeling and simulation community is given in (Taylor et al. 2017 ) but we further note that the benefits of good reproducibility practice might also include:
 The advancement of operational knowledge (through reusing a published model to further investigate a system);  To enable reuse of knowledge (models are expensive to develop; reusing models (or model components) can save time and money in M&S projects that could be devoted to a wider ranging study or analysis forms);  To further conceptual modelling knowledge (a published model will argue how a conceptualization of a system has led to a given model, simulation, results and analysis; accurately reporting this conceptualization will help other researchers tackling similar problems in deciding what to model and what not to model;  To reuse data where none exists (in many M&S projects data cannot be collected or is limited. In this case expert opinion is captured and modelled and/or missing data is approximated; capturing these assumptions in systematic manner will help to understand the validity of the study and help others to understand and build on the techniques used); and  Testing of novel simulation methods (the validation of new analysis methods, algorithms, experimentation techniques require careful specification so that they can be assessed and reused elsewhere).
To summarize the full discussion of the issues in (Monks et al. 2018) , there have been several papers that highlight issues with reproducibility in, e.g., forecasting (Boylan et al. 2015) and agent based modeling (Janssen 2017) with corresponding efforts in system dynamics (Rahmandad and Sterman 2012) and specific areas of agent based modeling (Grimm et al. 2006 ) to develop guidelines for modeling studies. These are a little disjointed and STRESS is introduced to give a comprehensive view of all three modeling paradigms: discrete-event simulation (DES), agent-based modeling (ABM) and system dynamics (SD) with specific checklists for each type of modeling study (freely available online at https://doi.org/10.1080/17477778.2018.1442155). We also note the efforts being made by the journal ACM Transactions on Modelling and Computer Simulation, which now provides an optional reproducibility review for submitted models as does the ACM SIGSIM PADS conference. This "peerreview" of results provides a "seal of reproducibility" and more faith in the results but, arguably, it may not give researchers the necessary documentation needed to independently reproduce the contents of a paper.
This article goes beyond the initial description of STRESS to analyze how it can be used in practice, using the example of an ABM model of diseases by way of demonstration.
BRIEF OVERVIEW OF STRESS
The STRESS checklists attempt to provide guides for authors writing up applied simulation studies, ensuring that all of the necessary details of the study are described. While focused principally on academic reports, it is also useful for practitioners as part of a knowledge management process. In developing the guidelines, we relied on good and bad examples of reporting within the literature as well as lessons learned from other guidelines. The authors are each experts in one or more of DES, ABM and SD, which allowed a certain amount of practical experience to be incorporated. One piece of work remaining at the end of the study was to apply the guidelines to a real problem, as is done in the following section.
There are three checklists, STRESS-ABS, STRESS-DES and STRESS-SD, and while the details differ between the three checklists, the key areas for reporting remain the same. Each is split into six sections: objectives, logic, data, experimentation, implementation and code access, covering all aspects of a modeling study that might need to be reproduced. We do not reproduce details of the checklists here and instead refer the interested reader to the full paper (Monks et al. 2018 ).
STRESS: A CASE STUDY
To illustrate how STRESS can be used to document a simulation study, we use a case study introduced in earlier work to illustrate approaches to Open Science in M&S Taylor et al. 2017) .
In what follows we describe the model and the experimentation carried out and use a STRESS record to ensure that all of the relevant characteristics of the modeling study have been described, working through the six sections in turn. The STRESS guidelines are deliberately not prescriptive as to how the checklists should be used with no requirements about the structure of a write up or the terminology that should be used. They are instead designed to be a checklist for both authors and reviewers to ensure that the work is reproducible. We break the model documentation in to 6 sections: objectives, logic, data, experimentation, implementation, and code sharing. Each section has a table that completes the checklist items. Section 3.6 is a single checklist item.
Objectives
We describe an agent-based infection model implemented in REPAST (repast.github.io). This "studies" the spread of infection in a population after an outbreak. The model is designed to be relatively straightforward, making it more obvious to see how the reporting has worked. Table 1 shows the checklist for objectives. 
Logic
Agents can be infected, susceptible or recovered. When an infected agent approaches a susceptible agent, the latter becomes infected and if there is more than one susceptible agent in the cell, only one, randomly selected agent, is infected. Infected agents recover after a period and when recovered are assumed to have some immunity to being reinfected. This immunity decreases every time they are approached by an infected agent and, when immunity reaches zero, the recovered agent becomes susceptible and can be infected again. The STRESS checklist follows and, as can be seen, contains a significant amount of information. We acknowledge that some of this material may be better placed in appendices in a real example of STRESS being used. Table 2 shows the logic checklist. 
Data
The input parameters for the model include:
 simulation period (specifies how many years the simulation will run);  recovered count (specifies the initial recovered population);  infected count (specifies the initial infected population); and  susceptible count (specifies the initial susceptible population).
For this particular example, there is relatively little data but in a bigger study, this section may refer to publicly available datasets. Table 3 shows the Data checklist. Taylor, Anagnostou, Currie, Monks, Onggo, Kunc, and Robinson 
Experimentation
We ran five experiments to produce five sets of results. We also created a simple visualization tool that allows easy analysis of infected/non-infected population trends. Table 4 shows the Experimentation checklist. 
Implementation
The ABS model was implemented in Repast Simphony. Full details are found in Table 5 . 
Code Access
The STRESS record for these experiments was created and assigned the following DOI: http://dx.doi.org/10.15169/sci-gaia:1494421530.94.
CONCLUSIONS
Over a series of recent publications, authors within the field of computer simulation have highlighted a problem with the reproducibility of simulation studies. The STRESS guidelines were introduced to improve the reporting of studies and minimize the chance that important details of the modelling were omitted from public records. This paper extends this work by providing an applied example of STRESS to an agent based simulation. Reproducibility of results is one aspect of Open Science, a "movement" that encourages the digital sharing of the scientific artefacts. While reproducibility is important, we hope that our community will encourage the appropriate open sharing of models, data, results and software that will enable us all to build on each other's work and perhaps benefit our discipline as a whole.
