Abstract-Energy-aware traffic engineering (ETE) has been gaining increasing research attentions due to the cost reduction benefits that it can offer to network operators and for environmental reasons. While numerous approaches exist which attempt to provide energy reduction benefits by intelligently manipulating network devices and their configurations, most of them suffer from one fundamental shortcoming: however, minor adaptations to a given IP network topology configuration all lead to temporal service disruptions incurred by routing reconvergence, which makes these schemes less appealing to network operators. The more frequently the IP topology reconfigurations take place in order to optimize the network performance against dynamic traffic demands, the more frequently service disruptions will occur to end users. Motivated by the essential requirement for network operators to enable seamless service assurance, we put forward a framework for disruption-free ETE, which leverages on selective link sleeping and wake-up operations in a disruption-free manner. The framework allows for maximizing the opportunities for disruption-free reconfigurations based on intelligent IGP link weight settings, assisted by a dynamic scheme that optimizes the reconfigurations in response to changing traffic conditions. As our simulation-based evaluation show, the framework is capable of achieving significant energy saving gains while at the same time ensuring robustness in terms of disruption avoidance and resilience to congestion.
network capacity upgrades, the operators are faced with the difficult task of having to accommodate these increasing traffic demands, without increasing the associated electricity cost or, if possible, even to reduce it. Furthermore, since the energy consumption of networking devices does not scale with the device load (i.e., energy consumption is, in many cases, almost steady once a device is switched on irrespective of its actual load [4] , [5] ), while overprovisioning (even if considered economically viable as a capital investment) may help in circumventing the QoS degradation issue due to lack of resources, this approach leads to high and unnecessary energy consumption.
The energy-aware traffic engineering (ETE) techniques that have been introduced during the past few years in the direction of providing energy reduction benefits in ISP networks rely (with certain variations) on the key concept that, since networks are usually overprovisioned to satisfy peak-time demands, resources such as network links or even entire network nodes can be switched off or put to the sleep mode when the traffic volume is sufficiently low. As such, various ETE techniques try to adapt the network topology configuration against the traffic dynamicity in order to achieve energy efficiency. The common practice is based on offline calculated estimations, on a periodic basis or triggered based on events (e.g., violation of allowable utilization thresholds), etc. For core networks though that run the Open Shortest Path First (OSPF) protocol, any change in the topology means that routing/forwarding tables need to be updated, and this is commonly known as the routing reconvergence process. This can lead to oscillatory behaviors and transient service disruptions (packet loss, packet reordering, excessive delay, and jitter) due to inconsistency in the forwarding tables across the network during that period. This may not be tolerable for applications like real-time streaming but also for TCP applications due to the out-of-order packet delivery which can trigger retransmissions and throttle down the speed of TCP connections. All of these issues can make the adoption of such solutions less appealing in realistic scenarios. Moreover, the more dynamic a scheme, the more frequent the reconfigurations it puts forward, the more frequent the disruptions.
Driven by the need to overcome the major issue of service disruptions in OSPF-based IP networks upon topology adaptation for energy efficiency, in this paper, we propose a novel framework for disruption-free ETE. The framework relies on selective link sleeping and wake-up when needed and performs two key operations. First, the scheme tries offline to maximize the opportunities for disruption-free operations by intelligently setting the OSPF link weights in such a way that the number of links that can be manipulated for sleeping operations but without incurring disruptive reconvergence can be maximized.
While intelligent link weight setting for optimizing certain network objectives has been proposed in the literature (and has been proven to be an NP-hard problem [6] [7] [8] even when considering static network conditions), to the best of our knowledge, this is the first time that service disruption avoidance is being considered jointly with other network objectives during the link weight setting process. In addition, in real networks that exhibit dynamic traffic behavioral patterns, a single link weight setting aiming to cater all of the traffic conditions may lead to suboptimal performance, while frequent link weight setting (tuned to cope for shorter term traffic conditions) can again lead to the harmful reconvergence issues mentioned previously. Such issues are completely circumvented in our scheme, since the link weight setting operation is part of a broader framework, it is possible to perform it only once in an offline fashion and still circumvent the performance deficiencies that such a static link weight setting might have otherwise induced.
In the second stage, given a candidate set of available disruption-free operations in terms of link sleeping without introducing reconvergence, an online operation is performed, which selects the optimal, in terms of energy efficiency and network performance objectives, link wake-up operations needed each time in response to monitored traffic conditions. This online operation plays a key role in allowing one static link weight setting to be kept throughout the runtime operation of a network, without compromising either energy efficiency or network performance. Also, contrary to other ETE schemes that "blindly" revert to using the full topology when network congestion is detected, the online operation allows making small incremental disruption-free updates to the topology when these are needed, sacrificing energy savings each time only to the lowest degree possible.
It is worth noting that, while network links themselves do not account for very high energy consumption (e.g., fiber links along with their amplifiers account only for 7% of the power budget of a network, with the remaining 93% being consumed by routers themselves [9] ), the line cards inside an IP router typically consume around 43% of the total power of the router [10] . As such, the configuration of a link to sleep allows putting its associated line card to sleep, which when considered together represent a very high percentage of the overall energy budget consumed by a network. This work builds on our previous work in [11] . Contrary to the approach presented there though, here the target is not to reduce service disruptions due to OSPF reconvergence but to completely nullify the OSPF reconvergence issue and its consequences. As our simulationbased evaluation, using the Abilene and GEANT network topologies and their publicly accessible traffic traces [12] [13] [14] will show, following the methodology in this work, robustness to service disruptions, and network congestion can be achieved still, achieving significant energy saving gains in this process.
The rest of this paper is organized as follows. In Section II, we present the key idea based upon which our work builds to allow for disruption-free reconfigurations and the problem formulation. Then, in Section III, we present in detail our framework. The performance of our framework using extensive simulations with real traffic traces in real network topologies is presented in Section IV. Section V presents related work in TABLE I  NEXT-HOP INFORMATION FOR NODES IN THE TOPOLOGY OF FIG. 1 the area of ETE, and finally, Section VI, concludes this paper, summarizing the main findings.
II. FRAMEWORK BUILDING NOTIONS
The key building notion of our work is that, in an OSPFbased network, all links are not the same when it comes to the effect they contribute to the OSPF reconvergence effect. Some links can lead to transient service disruptions and deterioration when removed or restored to the topology, whereas some other links do not lead to the need for routing table updates networkwide when they are removed/restored. But instead, they lead to local routing table update only for the link's head node. In the rest of this section, we present in more detail why this is the case in OSPF-based networks and how this can be capitalized upon from our framework to support disruption-free ETE decisions.
A. Link Role in OSPF-Based Routing
To visualize how, in an OSPF-based network, different links can affect in different ways the OSPF reconvergence process, one can consider the synthetic topology of Fig. 1 , where R 1 to R 6 represent different network nodes, x in x[y] represents the link weight, while y is the link bandwidth in megabits per second. Link weights can range between 1 and 65535 [15] , and based on them (using the Dijkstra algorithm), each router/node calculates its routing information base and the corresponding forwarding information base (FIB). This is done by computing the shortest path tree toward all destinations from itself; in principle, each entry in the FIB shows the next hop where a packet should be forwarded in order to reach its destination. With reference to Table I and based on the link weights of the topology in Fig. 1 , the FIB of node R 1 shows that a packet destined to node R 6 should be forwarded to node R 3 . As it will be explained, we can classify the links into two categories of interest, with the link weight determining to which category each link belongs to.
Stub link: a link is considered as a stub link if, given the link weight setting, it carries traffic generated only from its head node and not from any other nodes in the network. For example, the link between routers R 2 and R 5 is such a link because, based on the current link weight setting in the network, Table I ).
That is, when that link is removed, its traffic will be diverted through the new shortest path following the principle of OSPF, i.e., both traffic from R 2 to R 5 and R 6 , respectively, will be diverted through R 2 → R 3 → R 5 and R 2 → R 3 → R 5 → R 6 . As such, the FIB entry will change from R 5 to R 3 in both cases. This is confirmed for all other stub links in the network.
In a similar manner, if any of these links were to be restored to the topology with the same link weight, then the only traffic that is diverted to flow through them would be the traffic originating from their respective head nodes. In all cases, these changes in topology would be propagated to all routers in the network, but for all routers-apart from the head routers-they would not lead to any updates in their respective routing tables. As such, the service disruption linked with the OSPF reconvergence process is nullified if only these links are to be removed or restored.
Transit link: a link is considered as a transit link if, given the link weight settings, it carries traffic generated not only from its head node but also from other upstream routers. For example, the link between R 5 and R 6 is such a link, because routers R 1 and R 2 also use it to route their traffic toward R 6 . The removal of this link from the topology would mean that the routing tables of both remote routers R 1 and R 2 would need to be updated. As it can be seen in Table III (in bold italics), in this case of a transit link removal, the FIB entries not only of the link's head node but also of remote nodes would need to be updated. Since the update process of the routing tables is not synchronized, this means that, while the routing tables are recalculated, an inconsistent "routing view" among the affected routers can lead to loops, oscillations, and congestion and can result to service disruption. In a similar manner, restoring such links to the topology will have similar effects.
B. Framework Overview
Our framework capitalizes on this link's key difference with respect to their roles in the OSPF reconvergence process in a   TABLE III  NEXT-HOP INFORMATION ILLUSTRATING THE EFFECT OF A TRANSIT LINK REMOVAL twofold way. As already mentioned, whether a link behaves as a stub or a transit link depends solely on the link weight settings. This means that it is possible by intelligently manipulating the link weights to increase the number of stub links. Our framework as such first maximizes the number of sleeping stub links in an offline manner. To do so, the offline part of our framework makes use of the well-established and acknowledged genetic algorithms in this maximization process, using as input the traffic matrix with the lowest utilization rate.
Optimizing the link weights in such a way increases the number of stub links that can be put to sleep mode, increasing therefore the disruption-free link restoration operations available during runtime in response to the changing traffic conditions. It is worth noting that the existence of this proactive online part allows the use of the lowest maximum link utilization (MLU) traffic matrix during the offline part in order to maximize the energy savings, since any traffic conditions that would otherwise lead to congestion are handled during runtime by the online part (see Fig. 2 ). This is in contrast to using the highest MLU TM that would not maximize energy savings due to the reduced number of removed links as a result of the very high level of traffic rate. The output of the optimization stage is the pruned (reduced) topology, and we will be referring to the offline part as the Genetic Algorithm-assisted stub Link Sleeping Optimization Algorithm (GA-s-LiSOA). The online part complements the offline part and periodically monitors the actual network conditions and attempts to restore the minimum number of sleeping stub links if there is network congestion. In all cases, these incremental changes are performed in a disruption-free manner. This means that, contrary to other schemes, the online part makes only small incremental changes to the topology every time, rather than waking up all links when network congestion is detected. As such, energy efficiency is minimally sacrificed.
The runtime operation of our framework, which we will be referring to as stub Link Wake-up Optimization Technique (s-LiWOT), can be implemented in a NetFlow-enabled operational network [16] , together with the use of traffic engineering link state advertisements (TE-LSAs) [17] , [18] , based on which a centralized controller obtains a complete view of the traffic conditions network-wide.
At relatively long intervals that can be chosen by the network operator (i.e., every 24 h or every week), the operator can revert to the pruned topology, and the online part can start performing the operations needed in response to the actual traffic conditions. It is worth noting that this operation of reverting to the pruned topology is also again disruption free, despite the fact that multiple links may need to change state-from active to switch off-since all of the links involved in this state transition are again only stub links. Fig. 2 shows an overall schematic of our framework, to which we will be referring to as Link Weight Optimized Disruption-Free energy-aware Traffic Engineering (LWO-DFTE).
C. Problem Formulation
In this section, we provide an integer linear programming (ILP) formulation of the problem that we are trying to solve. Let us represent our network as a directed and connected network graph G(V, E, ), where V represents the network nodes/routers and E represents the set of network links. N = |V | is the total number of nodes, and L = |E| is the total number of links in the network. Table IV summarizes the list of symbols associated with the problem formulation. We therefore formulate an ILP formulation of our problem where the objective function is to maximize P ef subject to the constraints as explained in the following:
The objective function of our research is stated in (1), which is to maximize the total energy efficiency, where the total energy (P t ) consumed in the network can be stated as follows:
Equation (2) is the flow conservation constraint such that sd ij ≥ 0, where {s, d} ∈ V . This is also supported by (3) for shortest path routing such that, for any source destination path sd p , w t ≤ sd p , and q ij = 1. Equation (4) preserves the individual link utilization and, by extension, the MLU in such a manner that there is no congestion. The determining factor here is T (which is dependent on the network administrator since L ij and c ij are network dependent). If the MLU is more than T , the network is considered to be congested. Therefore, the threshold value should be less than 100% so that congestion can be controlled in a proactive manner. More so, the higher the threshold value, the more the chances of links to enter the sleeping mode and fewer links need to be woken up to handle traffic upsurge. Equation (5) ensures that the selection of the minimum number of links to wake up does not involve the congested link and should be such that if
where R 1 , R 2 , R 3 are the set of nodes of the congested path and the congested link is, for example, c = (
The objective of our framework is to maximize the energy efficiency which we define as
where P f and P p represent the energy consumption of the full and pruned topologies, respectively, while P w is the energy consumption of the woken up links. As it has been shown in [6] [7] [8] , determining energy-efficient routing is NP-hard, even without considering the service disruption together with the other network and energy efficiency objectives. Taking this into account, we propose two well-thought and reasoned heuristics for realizing the offline and online parts of our framework.
III. FRAMEWORK DESCRIPTION

A. Green Link Weight Setting for Maximizing Disruption-Free Operations (Offline Part)
In order to maximize the number of sleeping stub links when the network conditions are at their lowest, so as to maximize the subsequent opportunities for link restoration in response to changing traffic conditions, we employ a genetic algorithm on top of a variation of the Link Sleeping Optimization Algorithm (LiSOA) originally presented in [11] . The key differences with the work in [11] are the following.
1) Contrary to that version of LiSOA, we do not consider transit links for removal from the topology so as to nullify all disruption-inducing operations; this is why we are referring to the version of LiSOA as s-LiSOA (i.e., s-LiSOA considers only stub links). 2) With the introduction of the GA, we optimize the network topology so as to maximize the number of sleeping stub links under the lowest MLU traffic matrix; this is one of the key novelties proposed in this paper.
1) s-LiSOA: s-LiSOA, for a given set of link weights and the other existing properties of a topology (e.g., link capacities), puts as many stub links as possible in the topology to sleep mode. To do so, s-LiSOA starts by mapping the lowest MLU TM on the full topology and ranks the stub links in ascending order based on their link utilization (see Fig. 3 ). Then, it removes the least utilized stub link from the topology and evaluates the effect of this removal operation in terms of MLU. If the topology remains fully connected and the MLU remains below a threshold that is deemed acceptable by the operator, the stub link is removed; otherwise, it is restored to the topology, and the second least utilized stub link in the list is considered for removal. This process continues until all stub links have been considered for removal. Ranking the stub links in this order increases the chances of them being successfully removed from the topology, since the lower the utilization (traffic load) on a link, the higher the chances that this traffic load can be assigned to alternative paths without causing congestion to the corresponding routes. Considering the underlying IP network routing paradigm that assumes the existence of bidirectional connectivity between any pair of neighboring nodes, we assume that a link layer tunneling mechanism is in place in order to emulate full bidirectional connectivity in the case of single (unidirectional) links [19] , [20] . This allows our framework to address the removal and (as it will be shown afterward) restoration of unidirectional links.
2) GA-Assisted s-LiSOA: GA-s-LiSOA attempts to identify the set of link weights that maximize the number of sleeping stub links under the lowest (least MLU TM) traffic conditions. To do so, it starts by generating initial population of chromosomes, where each chromosome is represented by an ordered sequence of genes, with each gene representing a link and its associated weight. Link weights generated can be an integer value in the range [1, 65535] .
Since the objective is to maximize the number of sleeping stub links, s-LiSOA is run for the set of link weights in each chromosome, and the number of sleeping stub links as an outcome of the s-LiSOA operation is used as the fitness value. The parent chromosomes are then sorted based on this fitness value, and then, a children generation is created using crossover and mutation operations, and their fitness value is also calculated in a similar manner. The parent and children generation are then merged and sorted based on the fitness value, and they are used to generate a new children population. This process continues for a predetermined number of generations or until the improvement between successive generations becomes negligible.
The outcomes of this process are the following: 1) the calculated optimized link weights to be applied and remain the same throughout the operational runtime and 2) the pruned/reduced topology that is to be applied periodically and be incrementally modified by the online part of our framework. Note that the pruned topology is generated from the full topology, with the optimized link weight used during runtime. Therefore, in the optimization process, adequate load balancing is also considered through the MLU constraint.
B. Disruption-Free Link Restoration (Online Part)
The disruption-free link restoration during runtime is based on the scheme originally introduced in [11] as LiWOT. Contrary to the scheme, the s-LiWOT version of it guarantees completely disruption-free, in terms of reconvergence, link restoration rather than disruption-minimizing link restoration, as was the case of LiWOT. To achieve this, s-LiWOT considers only stub links to be restored in order to address congestion issues, which, as shown in previous sections, ensures that no service disruption linked to routing table's recalculation. s-LiWOT operates in a periodic fashion through a network control server (NCS) that operates in a centralized manner. The NCS intercepts the TELSAs that have been set to be broadcasted periodically and reconstructs the full current network status and maintains a logical view of the network. If there is no congestion (the congestion can be defined by the operator as the existence of MLU value exceeding a certain threshold; this threshold can be set depending on the level of QoS the operator wants to ensure for the traffic), no action is taken as shown in Fig. 4 . If, however, there exist any link with MLU exceeding the allowable threshold value, the s-LiWOT process is triggered by the NCS in order to select the minimum number of sleeping links that can wake up in order to relieve the congestion and in a way that not only does not create any service disruption but also ensures the network performance.
To do so, as soon as one or more links are detected as being congested, the flows on them (at the granularity of ingressegress aggregates) are ranked in decreasing order with respect to their bandwidth demands and source nodes. This is a key difference between the algorithms of LiWOT and s-LiWOT, i.e., only the source nodes of the congested flows are checked for possible diversion. This is because only stub links are used during wake up, and therefore, to divert a stub link's flow, only the source node needs to be checked for alternate path for its generated traffic and not both the source and destination nodes as in the case of LiWOT. Then, for the flow with the highest bandwidth demands, the scheme searches whether there exists a currently sleeping stub link, the restoration of which can lead to the routing of that flow through an alternative path that does not traverse the congested link and, as such, can reduce the MLU of the congested link. Invariably, when a link is congested and the algorithm is triggered, in trying to resolve the congestion of a particular link, the network status is also considered through the MLU. Therefore, during the operational runtime, all congestions are resolved once the MLU is below the specified value. This process is continued for flows of the congested link as long as the congestion persists. Considering the flows in this process in decreasing order of their bandwidth demands offers the benefit that the minimum number of flows will need to be rerouted to resolve congestion, which means that the minimum number of sleeping stub links will need to be restored, and as such, the energy savings reduction is kept at the barest minimum. It is also worth noting that only the very final outcome of s-LiWOT is applied and enforced as the actual topology. All intermediate steps taken to identify the final set of sleeping stub links that need to be restored are performed using the logical network topology view that the NCS keeps based on the intercepted TE-LSAs.
IV. PERFORMANCE EVALUATION
A. Evaluation Setup
In order to evaluate the performance of our overall framework (LWO-DFTE), we performed a simulation-based evaluation using the operational topologies of the Abilene and GEANT network topologies, together with their actual traffic traces. The Abilene topology (USA) consists of 12 point-ofpresence (PoP) nodes and 30 unidirectional links of varying delay and bandwidth capacities, whereas the GEANT topology (Europe) is bigger, consisting of 23 PoP nodes and 74 links. All links between any pair of nodes are logically bidirectional and symmetrical (formed by two separate unidirectional links of the same properties). For both topologies, the power model in Table V applies to the respective links [21] .
The traffic traces used correspond to one week of operational runtime, corresponding to 672 TMs collected every 15-min interval. With respect to LWO-DFTE framework, this means the following. 1) GA-s-LiSOA uses as input the TM with the lowest MLU among all of the 672 TMs available for the considered time period. The MLU threshold used during the link removal process was set to 100% in order to maximize the number of sleeping stub links. The topology calculated by GA-sLiSOA was applied throughout the evaluated period.
2) The reduced topology calculated also by GA-s-LiSOA was periodically enforced every 24 h, using the time point corresponding to the beginning of the off-peak period as the reference point for reverting to the reduced topology. 3) s-LiWOT was run periodically at every 15-min interval between two consecutive reduced topology reversion operations every 24 h. The MLU threshold used during the link wake-up process was set to 90%; i.e., a link was considered as being congested if its utilization exceeded this value.
To also examine the robustness of the framework with respect to traffic unpredictability, for the evaluation of our framework, we "inflated" the used traffic matrices by 10%. That is, we assumed that the historical traffic matrices used by our framework for deriving the reduced topology were underestimating the actual future traffic demands by 10%. To evaluate the merit of the link weight optimization process itself in terms of the energy efficiency gains, we also compare LWO-DFTE against two other approaches.
1) DFTE-in this approach, there is no link weight optimization involved. Instead, the scheme takes the existing original link weights as they are, applies s-LiSOA to calculate the reduced topology to be enforced every 24 h, and applies s-LiWOT every 15 min to make incremental updates to the topology. 2) InvCaP-DFTE-in this approach, again there is no link weight optimization involved. However, instead of relying on the existing link weights, the scheme applies link weight's setting proportional to the inverse capacity of the links. This approach can be beneficial for congestion avoidance since the bandwidth capacity of the links is taken into account when deriving the routing of traffic through them. s-LiSOA is applied to calculate the reduced topology to be enforced every 24 h, and s-LiWOT is applied every 15 min to make incremental updates to the topology.
B. Link Weight Optimization Energy Efficiency Benefits
In order to investigate the benefits with respect to energy efficiency of the link weight optimization, we compare LWO-DFTE against DFTE and InvCap-DFTE for both Abilene and GEANT topologies, respectively. As it can be seen in Fig. 5 , in the case of the Abilene network, all three schemes (i.e., all three link weight settings-actual, optimized, and inverse capacity) lead to a situation where the outcome of the network MLU is low, and as such, no stub link needs to be restored to the topology at any point.
However, by optimizing the link weights, one can increase considerably the number of sleeping stub links, which, in this case, translates to an increase in energy savings since the sleeping stub links remain in sleeping mode throughout the considered period unless there is congestion (see Fig. 5 ). As  Figs. 6 and 7 show, this increase in energy savings introduced by the link weight optimization (LWO-DFTE) does not come with the penalty of causing congestion to the network. On the contrary, LWO-DFTE still keeps the MLU well below the set threshold and actually increases considerably the average link utilization (ALU) of the network. This means that traffic is more evenly distributed among the links, leading to a more balanced use of the network resources. While DFTE and InvCap-DFTE have ALU values of 4.85% and 4.57%, respectively, the ALU of LWO-DFTE is 6.85%, which depicts higher level of utilization. It is worth noting that the overall MLU of our framework is also higher when compared with InvCap-DFTE, as can be seen in Fig. 6 , but still meeting the constraint of (4), which is for the MLU to be lower than the predefined threshold. This increase in MLU is not an issue for a scheme, as long as it remains below the MLU target. On the contrary, this controlled increase in MLU contributes to the increase in energy saving gains by allowing the offloading of traffic of more links on other links, allowing the former to go to sleep. For the case of the GEANT topology, as it can be seen in Figs. 8 and 9 , respectively, the use of optimized link weights and also inverse capacity link weights leads to situations where, contrary to the case of the Abilene topology, the use of the pruned topology alone cannot maintain the MLU below the set target and the s-LiWOT part of the scheme needs to be triggered and restore some sleeping stub links during the operational runtime to alleviate congestion. While LWO-DFTE needs, on average, to restore slightly more sleeping stub links than InvCap-DFTE, given that the reduced topology of LWO-DFTE has almost twice as much sleeping stub links than the reduced topology of InvCap-DFTE, LWO-DFTE achieves still significantly higher energy savings despite the slightly increased number of restored sleeping stub links during the operational runtime, since the higher the number of sleeping links, the higher the energy savings. As Figs. 10 and 11 show, despite the much higher energy saving gains achieved by LWO-DFTE compared to the other two schemes, this again does not come with a reduction in the ability to relieve network congestion. On the contrary, similar to the Abilene topology case, LWO-DFTE is capable of always maintaining the MLU below the set threshold and increasing the ALU, balancing the use of resources and reducing link underutilization.
Table VI summarizes our main findings with respect to energy efficiency and link utilization performance, which confirm the ability of LWO-DFTE to provide increased energy efficiency gains together with a more balanced use of network resources, while meeting the network congestion performance objectives (expressed through the MLU in this case) compared with the other schemes that do not consider link weight optimization. 
C. Comparison With Other Schemes
In addition to the aforementioned comparison, we also compare the performance of our framework with other existing schemes so that we have an objective assessment of the performance gains; we implemented the following two schemes from the literature.
1) The first scheme is the mixed ILP-based algorithm for energy-aware weights optimization (MILP-EWO) as proposed in [1] . This scheme performs offline link weight optimization based on the historical traffic matrices and derives three different topologies to be applied afterward in a time-driven manner during the morning, afternoon, and evening correspondingly, leading to service disruption three times per day. 2) The second scheme is the disruption-free green traffic engineering with NotVia Fast Reroute (DGTE-NotVia) [22] . This scheme also uses historical traffic matrices but does not perform any link weight optimization. It derives a reduced topology that can be applied during the offpeak period (evening) using NotVia Fast Reroute paths for diverting traffic away from the sleeping links without disruption.
The main strength of our scheme is that it provides a proactive mechanism such that, when congestion occurs, it can incrementally select the minimum number of stub links in order to control congestion (also see Fig. 9 as an example of the low number of added links). Considering that, in practice, diurnal traffic is dynamic in nature and therefore can increase randomly, we subjected these schemes to the same traffic conditions using 10% "inflated" traffic demands. As shown in Figs. 12 and 13, respectively, while our framework increases the number of active network links in order to handle such traffic rise and prevent congestion, in both MILP-EWO and DGTE-NotVia schemes, traffic continues to rise above the 90% MLU threshold, especially in the case of DGTE-NotVia. This is due to the fact that, since they operate in a time-driven way, they cannot cope with cases where the actual traffic demands differ even mildly from the ones their offline calculations were based on.
In terms of energy efficiency which comes in some cases at the expense of effective traffic control, as Table VII shows, MILP-EWO achieves higher gains especially in the evening when traffic is at its lowest rate (higher number of removed links). This, however, comes with the cost of induced service disruption on a daily basis (three times), and this could be detrimental especially for real-time applications. The DGTENotVia scheme achieves lower energy efficiency gains due to the fact that it is applicable only in the evenings on a daily basis, reverting to the full topology during the peak time.
In order to show the effect that the link weight optimization process of our framework may have, when not applied with energy efficiency in mind, we applied the link weights calculated by our framework (LWO) and the link weights calculated by the MILP-EWO scheme (MILP) without, however, proceeding to the switching off of any links, i.e., the full topologies with these link weights were applied throughout. As Table VIII shows, the link weights calculated by the offline part of our framework can still keep the MLU below the target value in all cases, even reducing it further compared to the original link weights (GEANT case).
V. RELATED WORK
Current practices of offline ETE schemes rely on static routing configurations that optimize network performance over a period of time based on historical traffic matrices. The authors of [5] and [23] [24] [25] [26] aim to put some links to sleep during the off-peak period by mapping one of the TMs to the full topology. In [27] , a time-driven link sleeping algorithm that deploys a multitopology routing protocol was proposed. They aim to remove the least loaded links and then apply different sets of TMs to such reduced topology so as to optimize it for a particular period of time. However, this comes with the challenge of providing backup links, thereby saving less energy in the process. The authors of [22] relied on the NotVia Fast Reroute scheme for the diversion of traffic from the sleeping links only during the off-peak time in a disruption-free manner. In their scheme, based on the historical off-peak TMs, the algorithm determines a set of network links that will be configured to sleeping mode in a time-driven manner. This implies that, in the event of any traffic surge, the only alternative would be to revert to the full topology, thereby sacrificing energy savings. More so, it is obvious that the scheme introduces more overhead to the FIBs since each router will have to compute FIB entries for each sleeping link [28] . In general, most offline schemes are very simple to implement and robust to network scenarios where diurnal traffic patterns are relatively regular and predictable [29] . However, they become suboptimal or even problematic in case of unpredictable traffic. In other to cope with this limitation, new online ETE schemes are introduced.
Online ETEs are schemes that do not depend on any historical TM for their operation. Instead, they respond to the current state of the network at any particular point in time in order to deal with short timescale traffic dynamics. This makes it possible for a network to be adaptive in the way it uses its resources. In a nutshell, while offline approaches aim to provide a pruned topology (based on the available historical TMs) that will be applied during the off-peak period, the online approaches make on-the-fly network reconfiguration decisions based on the current network status. Examples of such online schemes are proposed in [30] [31] [32] . The authors of [30] employed the knowledge of the current link load to switch off links, in combination with the history of past decisions. A resource management approach was employed in [31] in order to address energy efficiency. This is achieved by intelligent traffic distribution at the network edges. The authors of [32] proposed an energy critical path approach to energy savings. It is worth noting that none of these works tried to explicitly address the issue of service disruption due to routing reconvergence.
With respect to link weight optimization, while many approaches exist toward network performance objectives, a very few works have attempted to consider energy efficiency as an additional objective. The authors of [33] aim to optimize link weights so that there is limited number of active shortest paths for routing while still maintaining a congestion-free network. In [1] , link weight manipulation was exploited. That is, for each set of TM, there should be a corresponding link weight setting to switch to, thereby demanding as many reconfigurations as possible. The authors of [34] worked on optimizing the number of network configuration. They showed that their algorithm can select a minimum number of network configurations and their time duration in a day. In [35] , predefined sets of link weights are set for a routing on demand architecture. The only link weight optimization work that took traffic disruption into account is in [36] . The authors of [36] aim to choose only one set of link weights based on the different sets of TMs. However, this approach does not support traffic dynamics or guarantee robustness when subjected to real network conditions since is an offline approach that is based on historical TMs.
To the best of our knowledge, the framework proposed in this work is the first one that can provide energy efficiency gains through completely disruption-free operations without making any rigid assumptions about the existence of well-defined and predictable traffic patterns.
VI. CONCLUSION
In this paper, we have presented a novel framework toward energy efficiency in an OSPF-based network. The key novelty of this framework is its ability to provide significant energy saving gains without incurring any service disruption due to routing table's reconvergence. In addition, the framework does not make any rigid assumptions of the traffic matrix, which makes it suitable for networks that do not exhibit welldefined and predictable traffic patterns. This is achieved by the proper interworking of two complementary schemes which operate at different time scales (offline/online). As we have showed through an extensive simulation-based evaluation using two real networks, different in sizes and traffic patterns, and through a comparison with other schemes, our framework is capable of providing significant energy savings and leads to a more balanced use of resources while always meeting the network congestion performance objectives. As we have also showed, our framework is also robust to discrepancies between historical traffic matrices that it uses for its offline part and the actual network conditions that it is subjected to during operational runtime.
Our framework is also easy to implement since it does not require any additional monitoring information on top of what is provided through the combined use of NetFlow and TELSAs or any other modifications to the underlying (OSPF) routing protocol, which makes it also appealing from a practical implementation point of view.
