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Abstract. One of the hardest problems in complexity theory seems to be to find a proof that the 
circuit complexity of some explicitly defined Boolean function is nonlinear in the number of 
inputs and outputs. An interesting approach for such a bound is the investigation ofslice functions 
since for these functions circuits over a complete basis, monotone circuits, and the so-called set 
circuits are nearly equivalent. In this paper the theory of slice functions is extended. A monotone 
representation f each Boolean function whose monotone complexity is at most a factor n larger 
than its circuit complexity is presented. For some slice functions and some other functions new 
pseudocomplements with small monotone complexity are presented. These results lead to new 
and intuitive problems whose solution would lead to nonlinear lower bounds on circuit complexity. 
Some connections between the complexity of n-output and 1-output slices and between the 
complexity of the k-slice and the (k+ 1)-slice of the same function are discussed. 
1. Introduction 
One of the hardest and most central problems in complexity theory seems to be 
a proof that the circuit complexity of some explicitly defined Boolean function is 
nonlinear in the number of inputs and outputs. For circuits over the monotone basis 
~= = {^, v} we know nonlinear lower bounds for n-output functions ince several 
years (see, e.g., [10]). Recently, Razborov [7] proved a nonpolynomial lower bound 
for the permanent and some 0ther functions. By Razborov's method Alon and 
Boppana (personal communication) proved even exponential lower bounds for 
certain clique functions. For an important subclass of the set of monotone functions, 
the so-called slice functions, the monotone complexity cannot be much larger than 
the circuit complexity over complete bases. This result gives some hope to prove 
nonlinear lower bounds on the circuit complexity from lower bounds on the com- 
plexity of monotone circuits. 
A function f is called a k-slice iff f computes 0 for all inputs with less than k 
ones and f computes 1 for all inputs with more than k ones. The only interesting 
part of f is its behavior for inputs with k ones. By standard arguments we may 
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assume that a Boolean circuit has x l , . . . ,  xn and g l , . . . ,  £n as inputs and uses only 
^- and v-gates. These circuits are called standard circuits. If we could replace ~ 
by a monotone function, we could convert his circuit into a monotone circuit. 
Definition 1.1. Let f be a Boolean function, gi is called a pseudocomplement for xi 
and f if, in any standard circuit for f, we can replace 2i by g~. 
Theorem 1.2 ([3]). Let f be a k-slice, X = {xl, . . . , xn}, and X i=X-{x i} .  Let Tk be 
the k-th threshold function computing 1 iff the number of ones in the input is at least 
k. Then Tk(Xi) is a pseudocomplement for xi and f. 
Let C( f ) ,  respectively Cm(f), denote the circuit complexity of f over the basis 
of all binary functions, respectively over D,~. Let M(k)  be the monotone complexity 
of the vector of pseudocomplements (Tk(X1),. . . ,  Tk(X,)),  then Theorem 1.2 leads 
to the upper bound 
C,,,(.f)<~O(C(f))+ M(k)  
for k-slices fi We cite the best known upper bounds on M(k) .  
Theorem 1.3 (Paterson (personal communication), [9, 11]) 
M(k)  = O(n rain(k, n -k ,  log 2 n)). 
Lower bounds on Cm(f) growing faster than M(k)  for a k-slice f imply a lower 
bound of the same size on C(f).  At present, this new approach seems to give 
the best chances for a proof of a nonlinear lower bound on the circuit complexity 
of an explicitly defined Boolean function. For this purpose we have to understand 
better the structure of slice functions. This paper presents results in this direction. 
Using circuits over a complete basis, the complexity of f is of the same size as 
the complexity of its n + 1 slices which are all monotone. In Section 2 it will be 
shown that the monotone complexity of this monotone representation f f is at 
most a factor of n larger than C(f). For this purpose an asymptotically optimal 
algorithm for the computation of all pseudocomplements for all slices is given. 
Theorem 1.3 states the best known upper bounds on M(k) .  For constants k or 
n - k, the size of the bound is optimal. For the other cases no nonlinear lower bound 
is known. For synchronous circuits a nonlinear lower bound will be proved in 
Section 3 which is in some cases optimal for synchronous circuits over a complete 
basis. 
The ½n-slices (also called 'central slices' in [4]) often seem to be the hardest ones. 
For these slices f,,/2 we need lower bounds of size to(n log 2 n) on Cm(fn/2) (because 
of Theorem 1.3) in order to obtain nonlinear bounds on C(f~/2), too. Despite the 
fact that the first nonlinear lower bound on the monotone complexity of a 1-output 
function was already a nonpolynomial bound [7], in more situations the first 
nonlinear lower bounds are 'nearly linear' bounds, such as bounds of size 
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n log n log log n, n log n, or even n log* n. Thus, it is important o find (slice) 
functions with more efficient pseudocomplements. In Section 4 we shall present a 
subclass 3~k of all k-slices such that for these functions all pseudocomplements can 
be computed with O(n min(k, n - k, log n)) gates. Furthermore, we present a class 
(gk of functions, looking very similar to the functions of 3~k, such that for these 
functions all pseudocomplements can be computed with O(n) gates. Thus, any 
nonlinear lower bound on Cm(g) for g ~ (Ok implies a lower bound of the same size 
on C(g). For the functions in 3~k and ~k we may use set circuits and also the 
geometrical representation of circuits introduced in [11]. More intuitive problems 
which solutions would imply nonlinear lower bounds on the circuit complexity of 
explicitly defined functions, are obtained. 
We shall finish the paper with some results on the structure of slice functions. In 
Section 5 we shall compare the complexity of n-output and 1-output slices and in 
Section 6 the complexity of the k-slice and the (k+ 1)-slice of the same Boolean 
function will be compared. 
2. A monotone representation of all Boolean functions 
For a Boolean function f :  {0, 1} n --> {0, 1}" let 
fk(X) := (f(x) ^  Tk(x)) v Tk+,(X) 
be the k-slice off. The threshold function Tk(X) equals 1 itt Ix] (the number of ones 
in the input) is at least k: Obviously, fk is a k-slice and fk(x) =f(x)  if Ixl = k: Since 
it is well known (see [8]) that all threshold functions together can be computed 
with O(n) gates 
C(fo, . . . , f , )=C(f )+O(n) .  
On the other hand, obviously, 
f(x) = V fk(X) ^  Tk+l(X) 
O~k~n 
and therefore, 
C(f )=C(fo, . . . , f , )+O(n) .  
Since all slices are monotone, we call ( fo, - . .  ,fn) the 'monotone representation' of 
f. By our results above, f and its monotone representation nearly have the same 
complexity. For the monotone representation f f we can ask how much its monotone 
complexity may be larger than its circuit complexity over complete bases. 
Proposition 2.1 
Cm(fo,...,f,,)<<-(n+ 1)C(f)  + M(0 , . . . ,  n) + O(n), 
where M(O,. . . ,  n)= C,(Tk(Xi)10<~ k <~ n, 1 ~< i~ < n). 
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Proof. We use an optimal monotone circuit for all pseudocomplements Tk(X~). By 
inserting x~ into the sorted list of the inputs in X~ we obtain T~(X),..., T,,(X) with 
another O(n) monotone gates. We take n + 1 copies of an optimal standard circuit 
for f. For the computation of J~=( f^ Tk)V Tk+~ we use one of these standard 
circuits, Tk(X) and Tk+I(X) and replace the inputs ~ by Tk(Xi). [] 
We present an asymptotically optimal monotone circuit for all pseudocomple- 
ments and prove that M(0 , . . . ,  n )= O(n2). What is the meaning of this result? 
Since we may assume that f essentially depends on all its variables, C( f )  I> n - 1 
and, by Proposition 2.1, 
,£ )  = o ( ,c ( f ) )  = o ( ,C( fo , . . .  ,£) ) .  
The monotone complexity of the monotone representation f f  is at most a factor 
n larger than the complexity o f f  or its monotone representation. If we ask whether 
f has polynomial circuits, we can (especially for lower bounds) consider monotone 
circuits for the monotone representation f f  instead of circuits for f ovei" complete 
bases. We again see that the theory of monotone circuits can answer general questions 
in circuit theory. 
Theorem 2.2. M(O, . . . ,  n) = O(n2). 
Proof. The lower bound is obvious since the functions Tk(Xi) are different and 
nonconstant for 1 ~< i ~< n and 1 ~< k ~< n - 1. 
For the upper bound we have to design a monotone circuit which sorts all sets 
Xi. W.l.o.g., n = 2 m. For our algorithm we use the well-known odd-even-merge 
procedure (see, e.g., [5]). If a i> b, we may merge two sorted lists with a respectively 
b elements by a monotone circuit with O(a(1 +log b)) gates. 
At first, we sort X by a Batcher sorting network [2] with O(n log 2 n) monotone 
gates. The Batcher sorting network has the advantage that not only X but also all 
halves, quarters, . . ,  of X become sorted. Xi is the disjoint union of sets 
Ai,0, • • •, A~,,,_~. Here, A~j has 2 0 elements and Aij equals one of the blocks sorted 
by the Batcher sorting network. In order to sort Xi, it is sufficient o merge the 
sorted lists A~o, . . . ,  A~.m-~. We do this in m-1  steps numbered from m-  1 to 1. 
Let B~m-~ = A~,~_~. At step I we merge B~t and A~l-1 and call the result B~l-1. Then 
B~0 is the sorted list of the elements in Xi. 
At step I we sort those n2 ~-t subsets of X where one block of size f - t  is missing. 
Therefore, each result of step I is useful for 2 ~-1 sets X~. This is the reason why we 
merge at first the large sets. Using Batcher merging networks, at step 1, we use at most 
O(n21-'(n(1 + l -  1))) = 0(n212 -l) 
monotone gates. Since the sum of all 12 -~ converges, O(n 2) gates are sufficient for 
our monotone circuit. [] 
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3. The synchronous complexity of pseudocomplements 
We know that M(0 , . . . ,  n) = O(n2) .  For M(k) we mentioned good upper bounds 
in Theorem 1.3. For nonconstant k or n - k we cannot prove that these bounds are 
optimal. Indeed, we have no nonlinear bound on the monotone complexity of any 
explicitly defined slice. Here we investigate synchronous circuits where the lengths 
of all paths from the inputs to a gate have to be equal (see [8]). 
The depth of Tk(X~) ( l<~k~<n-1) is at least [ log(n- I ) ] .  If we consider the 
gates at level l<~ [ log(n-  1)] in a synchronous (not necessarily monotone) circuit 
for Pk = (Tk(X1),..., Tk(X,)), we have to be able to compute Pk from the outputs 
of these gates. Pk can take (~,)+2 different values, the vectors (0 , . . . ,  0), (1, . . . ,  1) 
and all vectors with exactly k zeros. Thus, the number of gates at level l is at least 
[log((~) +2)]. We have proved the following proposition 
Proposition 3.1. Synchronous circuits for (Tk(X1),..., Tk(X,)) have at least 
[log((~)+2)]. [ log(n- I ) ]  gates. 
We get the lower bound n(n  log n) if en < k(n) < (1 - e)n for some e > 0. This 
bound is even optimal. The sorting network in [1] has depth O(log n), so we.can 
compute Tk(X), Tk+I(X), x l , . . . ,  x, in a synchronous circuit with O(n log n) gates 
such that all these outputs are computed at the same level. Finally, we compute 
Tk(X , )  = 
Any nonlinear lower bound on M(k) would be interesting, though such a bound 
obviously gives no bound for nonmonotone circuits. 
4. More efficient lr~eudocomplements 
New pseudocomplements for functions of a subclass of all slice functions will 
be described. By this approach it is shown that, for these slice functions f, C(f )  
and Cm(f) may differ only by an additive term of size n log r~ For these functions 
we can translate the problem of determining Cm(f) to a more intuitive geometric 
problem. For all arguments on set circuits and geometric representations of circuits 
we assume that the reader is familiar with the present author's previous paper [11 ]. 
Definition 4.1. Let ~k be the set of k-slices such that, for some partition of the set 
of variables X into k disjoint sets X1 , . . . ,  X k, each prime implicant o f f  of length 
k contains exactly one variable of each class X i. 
By x~ (1 ~< i~ k, 1 ~j~< ni = IXil) we denote the jth variable of X i. Let hi be the 
disjunction of all variables of X i and g~ the conjunction of all hj ( j#  i). In [11] it 
is shown that all hi and all 'punctured conjunctions' g~ can be computed with 
n + 2k -6  gates. Let y~ = x~ ^  gi and z~ = Vm~,~ y~. We use y~ as pseudoinput and z~. 
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as pseudocomplement for xj. This will not be correct for all inputs, but it will be 
easy to correct the faults. 
Theorem 4.2. Thepseudoinputs yj and pseudocomplements zj for f ~ 3;k can be computed 
with a linear number of gates. I f  we replace x I by yj and ~ by zj in a standard circuit 
for f ~ 3~k a function f*  is computed such that f = f*  v Tk+l. Thus, for f s 3;k 
C,,(f) =O(C( f ) )  + O(n) + C,,,(Tt,+,). 
Proof. The first claim is easy to prove. We have seen that all g~ can be computed 
with n + 2k - 6 gates. For all yj we need another n gates. Similar to the computation 
of all gi above, max(3 n~- 6, 0) gates are sufficient o compute all zj for fixed i. For 
all i together, 3n -3k  gates are sufficient. Altogether we use at most 5n - k -6  gates. 
Now we justify our replacements. If the input a contains less than k ones or 
exactly k ones such that not every subclass of variables contains a one, then we 
replace xj and ~j. by 0. Since f (a )  = 0, we still compute the right result by monotonic- 
iCy. Let the input now contain exactly k ones such that every class of variables 
contains a one. The set of prime implicants of y j, respectively zj is exactly the set 
of monoms which have one variable of each class and which contain, respectively 
do not contain xj. In this case, xj(a) = yj(a) and ~j(a) = zj(a) and the replacement 
is correct. If the input a contains more than k ones, f (a )  = 1 s ince f is a k-slice. In 
this situation the replacement may be incorrect, but since Tk+l(a)= 1, it follows 
that f (a )= 1 =f*(a)v  Tk+l(a). The disjunction with Tk+l causes no problem in the 
previous cases, because, in those cases, Tk+l(a)= 0. [] 
Theorem 4.2 implies that lower bounds on Cm(f) fo r fe  ~k that grow faster than 
O(C=(Tk)) already lead to bounds of the same size on C( f ) .  With our current 
knowledge on Cm(Tk) we have to prove lower bounds of size to(n rain(k, n -  
k, log n)) and thus, for many k, bounds of size to(n log n) in order to get bounds 
on the (nonmonotone) circuit complexity. Despite the result in [7], it is likely that 
the first nonlinear lower bounds are only of size n log n or even n log* n. Thus, it 
is important hat we can do better for a class of non-slice functions. 
Definition 4.3. Let ~Ok be the set of functions g such that, for some partition 
X1, . . . ,  X k of the set of variables X, g = g'v T*, where g' has only prime implicants 
of length k containing one variable of each class X ~, and T~2 computes 1 iff some 
class X i contains at least two ones. 
Theorem 4.4. I f  we replace x~ by y~ and ~ by z~ in a standard circuit for g ~ (gk, a 
function g* is computed such that g = g* v T*. For g ~ ~3k 
C=(g) o(c(g))+ O(n). 
Proof. The last claim easily follows from the other claims since T2* is the disjunction 
of all T2(X ~) and T2(X i) can be computed with O(n~) gates. We have to prove the 
correctness of the replacements. If the input a has at least two ones in some class 
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of variables, g(a) = T*(a) = 1 and nothing has to be shown. For the other inputs 
a, T*(a) = 0 and we have to prove that g(a) = g*(a). If the input only has zeroes 
in some class of variables, g(a)=0 and y~(a)= zj(a)=0, thus, by monotonicity, 
g*(a) = 0. In the last case, the number of ones in each class X i is 1. Similarly to 
the proof of Theorem 4.2, yj(a) = x~(a) and z~(a) = ~(a)  and the replacement is
correct. [] 
By this result, any nonlinear lower bound on Cm(g) for an explicitly defined 
g • (Ok gives a lower bound of the same size on C(g). 
The following considerations show that lower bounds on g • ~k are not harder 
to prove than lower bounds on the corresponding functions f•  3~k. We give a 
combinatorial nd geometrical representation f (monotone) circuits for g • ~k (or 
f•  ~k)- The complexity of the following problem differs from C(g) (or C(f))  by 
an additive term of O(n) (or Cm(Tk)) only. This directly follows from the correspond- 
ing results in [ 11 ]. 
(0) Let g • ~Ok (or f•  3~k) and let B be the k-dimensional b ock Xl~i~k {1, . . . ,  hi}. 
1 xkk • PI(g) Let B(g) ~_ B (or B(f) ~_ B) be the set of all ( i~, . . . ,  ik) such that x~, . . .  
(or PI(f)). B(g) is the 'pattern' of g. 
(1) Inputs: all (k-1)-dimensional subblocks 
g.~= X {1,...,n,.}x{j}x X {1,...,nr}. 
l~r~i - -1  i+ l~r~k 
(2) Operations: c~, u :  set intersection and set union. 
(3) Problem: Compute B(g) (or B(f))  from all Y~ with the least number of 
operations. 
Here the input sets Yj obviously correspond to the inputs y~. Since all 
Z~= X {1, . . . ,n r}X({1 , . . . ,n i} - -{ j} )  x X {1,. . . ,  n~} 
l~r~i - - I  i+ l<~r~k 
corresponding to z~ can be computed with O(n) operations from all Yj (they are 
'punctured' unions), we have omitted these sets as inputs. 
An interesting application may be the situation where n = 2m and each class 
contains two variables. Then we are working with an m-dimensional cube {0, 1} m, 
all (m-  1)-dimensional subcubes are given as inputs and, by set intersections and 
set unions, we try to construct some explicitly defined subset of {0, 1} m. Since a lot 
is known on the cube {0, 1} m, this may enable us to prove good lower bounds. The 
subsets of {0, 1} m are in one-to-one correspondence with the functions g e fgm (or 
also f•  ~m)- By counting arguments, it is easy to show that nearly all of these 
functions have exponential complexity. 
5. 1-Output functions vs. n-output functions 
Let f(x) = (f~(x),. . .  ,f~(x)) be a monotone n-output function. One believes that 
the following 1-output function g(x, y), where y = (Yl, . - . ,  Y,), nearly has the same 
complexity as f. Let g = gl v- • • v g,, where gi(x, y) =Yt ^ f~(x). 
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Obviously, 
C(g i , . . . ,g , )=C( f~, . . . , f , )+n 
and 
C(g)<~ C(g , , . . . ,g~)+n-1 .  
For monotone functions these relations also hold over the monotone basis. One 
believes that Cm(g) cannot be much smaller than Cm(f l , . . .  , f , ) .  Especially non- 
linear bounds on Cm (g) should be possible for functions which are based on n-output 
functions, like Boolean sums, convolutions, and matrix products for which nonlinear 
bounds have been proved. Until now we have no such proof and we have no example 
where 
C, , (g )=o(Cm(f , ,  . . . , f , ) ) .  
What happens for k-slices F~, . . . ,  F,? Then G*(x, y)=y~ A F~(x) is usually not 
a slice. Thus, let 
Gi(x, y)= (y~ ^  F~(x)) v Tk+2(x, y). 
Obviously, G, is a (k+l) -s l ice.  Let G = G~ v. • • v G,,. We easily see that 
C,,( O , ,  . . . , O,,) <~ C,,( F, , . . . , Fn) + Cm( Tk+2) + 2n 
and 
Cm(G)<~ Cm(O, , . . . ,  On)+n-1 ,  
where, here, Tk+2 is the threshold function on 2n variables. Surprisingly, we can 
prove a counterpart of the second inequality. 
Proposition 5.1 
Cm(Ol , . . . ,  G,,) <~ C,,,( G) + C,.( Tk÷2) + 2n. 
Remark 5.2. All these results also hold for circuits over complete bases. 
Proof of Proposition 5.1. The result follows from the following representation f Gi. 
( G(x,  y)  ^  y,) v Tk+2(x, y) 
= V [((y~^Fj(x))v Tk+2(x,y) )^y, ]v  Tk+2(x,y) 
l~ j~n 
l~ j~n, j~ i  
= (F~(x) A y,) v Tk+2(x, y)  = G,(x, y). [] 
Thus, the complexity of the n-output function (G1 , . . . ,  G,) and of the 1-output 
function G are nearly the same. On one hand, we can obtain lower bounds for G 
by considering the n-output function (G1 , . . . ,  G,) which may be easier to handle. 
On the other hand, while looking for lower bounds for n-output slices, we should 
not start with functions of the type of (G1 , . . . ,  G.), because then we consider in 
On the complexity of slice functions 209 
reality a 1-output function. We are not able to prove that (F~,. . . ,  Fn) cannot be 
much harder than (G~,. . . ,  G,). This has been easily proved for (f~,. . .  ,fn) and 
(g~,. . . ,  g,) by replacing all y~ by ones. By this approach we would replace, if 
k ~ n - 2, G~ not by F~ but by the constant 1since Tk+2(x, y) has been replaced by 
1. Indeed, we conjecture that it is possible that 
Vn) = 
We support his conjecture in the following way. Let F I , . . . ,  Fn be k-slices in ~:k, 
i.e., slices where the geometrical interpretation of circuits works (see Section 4). 
F1, • •., Fn are patterns in the corresponding k-dimensional block R For G1, . . . ,  Gn 
we get a new dimension for the y-variables. The (k+ 1)-dimensional block B' 
consists of n copies of R Gi corresponds to the same pattern as Fi. While we have 
to construct the patterns of F , , . . . ,  Fn on the same block B, we have to construct 
the pattern of Gi on the ith copy of B in B'. Thus, for G1, . . . ,  Gn, we may use 
efficient 'parallel' algorithms. 
We explain these ideas for an explicitly defined function. Let ( f l , . . .  ,fn) stand 
for Boolean sums, i.e., disjunctions of variables. We investigate the Boolean sums 
defined in [6] such that f~ contains ~9(n ~/2) variables, and f~ and fj (where i ~ j )  
have at most one variable in common. Let F~ be the 1-slice of f~, and G~,. . . ,  Gn 
and G be the 2-slices defined in the way described above. In [11] it is shown that 
C,,,(G~,..., G~) and Cm(G) are linear. For these 2-slices we can work (by our 
geometrical representation) onan n x n-square. The pattern of G~ has to be construc- 
ted on the ith row. At the same time (in parallel) the algorithm in [11] constructs 
useful and different patterns for the different rows. For the 1-slices F~, . . . ,  Fn this 
approach does not work. Indeed, we believe that Cm(F~,..., F~) = ~9(n3/2). A lower 
bound may be proved in the following set-theoretical setting (the geometrical 
representation). 
(0) Let At, . . . ,  An be explicitly defined subsets of {1, . . . ,  n}. If Ai contains all 
j such that x~ is a variable in f~, we have the sets corresponding to F1, . . . ,  Fn. 
(1) Inputs: {1},...,{n}. 
(2) Operations: n, u: set intersection and set union. 
(3) Problem: Compute A~, . . . ,  An with the least number of operations. 
(4) Conjecture: If [Ai c~ Ajl 1 for i s  A an optimal algorithm uses ~ ,  ([A,I- 1) 
operations. 
The conjecture implies an/ ' /(n 3/2)-bound on the circuit complexity of the 1-slices 
of the explicitly defined Boolean sums of Nechiporuk. Thus, we would be happy 
with much weaker but nonlinear lower bounds. 
6. Comparing the complexity of different slices 
A hard function must have hard slices and can also have easy slices. Which are 
the hard slices? For several NP-complete functions it has been shown [4, 11] that 
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the so-called canonical slice is often easy, while the central slice (the ½n-slice) is 
hard if[ the function is hard. Dunne [4] has shown that, for all monotone functions 
f whose prime implicants have length k, 
(A+,) = O(nCm 
i.e., the sequence Cm(fk),..., Cm(f~) may increase only slowly. Here we show that 
this sequence may decrease rapidly. 
Theorem 6.1. Let c(k, n )= (~-~)(log(~_-~)) -l. There exist monotone functions f whose 
prime implicants have length k such that 
c (A) > c (A)= O(c(k, n)), 
C(ft)=O(n) and Cm(fl)=O(n log n) for l> k. 
Proof. Let fk.n be the set of all k-slices f such that any monom of length k not 
(k-l) monoms of length k contain xl containing xl is a prime implicant o f f  Since *-1 
and since there is a one-to-one correspondence between the subsets of this set of 
monoms and the functions in fk., ,  we have loglAe~ [= (~,,]). By the common counting 
argument, nearly all functions fe  fig,, have circuit complexity ~(c(k,  n)). 
For the upper bound for the/-slices of f i t  is sufficient o prove that J~ = ( f^  Tt) v 
T~+~ = T~ which is equivalent to f^  Tt = Tt. If the input a has less than I ones, this 
is obvious since Tl(a) = 0. If  a has at least l ones, Tt(a) = 1. Since l>  k, at least k 
of the variables x2, • • •, xn equal 1. By the definition of O~k,n, this ensures that f (a )  = 1 
and we are done. [] 
7. Conclusion 
The investigation of slices is important for several reasons. Because of the 
monotone representation of Boolean functions by their slices, the set of slice 
functions builds a basis of all Boolean functions, moreover, a basis of monotone 
functions. Circuits for slice functions can be translated (with a small number of 
additional gates) to models which seem to be easier to be handled, monotone circuits 
and set circuits. Sometimes we obtain even a 'geometric' representation of the 
circuits. By more efficient pseudocomplements and an asymptotically optimal 
algorithm for all pseudocomplements for all slices, we have tightened the possible 
trade-of[ between circuit complexity and monotone circuit complexity. In particular, 
we have introduced functions with prime implicants of arbitrary length k(n) such 
that any nonlinear bound on their monotone complexity implies a lower bound of 
the same size on their circuit complexity over complete bases. Finally, we have 
added some results on the structure of the set of slice functions. 
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