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Abstract
Recent advances using deep neural networks (DNNs) for
solving inverse problems in image processing have signif-
icantly outperformed conventional optimization algorithm
based methods. Most works train DNNs to learn 1) forward
models and image priors implicitly for direct mappings from
given measurements to solutions, 2) data-driven priors as
proximal operators in conventional iterative algorithms, or
3) forward models, priors and/or static stepsizes in un-
folded structures of optimization iterations. Here we inves-
tigate another way of utilizing convolutional neural network
(CNN) for empirically accelerating conventional optimiza-
tion for solving inverse problems in image processing. We
propose a CNN to yield parameters in optimization algo-
rithms that have been chosen heuristically, but have shown
to be crucial for good empirical performance. Our CNN-
incorporated scaled gradient projection methods, without
compromising theoretical properties, significantly improve
empirical convergence rate over conventional optimization
based methods in large-scale inverse problems such as im-
age inpainting, compressive image recovery with partial
Fourier samples, deblurring and sparse view CT. During
testing, our proposed methods dynamically select param-
eters every iterations to speed up convergence robustly for
different degradation levels, noise, or regularization param-
eters as compared to direct mapping approach.
1. Introduction
Optimization based solvers for inverse problems have
been widely investigated for image processing applications
such as denoising [23], inpainting [28], deblurring [36], im-
age recovery from incomplete Fourier samples [26], and im-
age reconstruction from noisy Radon transformed measure-
ments [35]. A typical pipeline for them is to construct an
objective function with accurate forward modeling of im-
age degradation processes and with reasonable image pri-
ors such as minimum total variation (TV) and/or sparsity in
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wavelet (or learned transformed) domain, and then to opti-
mize the objective function to yield a solution, a recovered
image, using theoretically well-grounded optimization al-
gorithms such as iterative shrinkage-thresholding algorithm
(ISTA) [12], fast ISTA (FISTA) [4], approximate message
passing (AMP) based algorithm [11], or alternating direc-
tional method of multipliers (ADMM) [7]. Many related
works have been proposed to improve theoretical conver-
gence rates of algorithms and/or to design good image pri-
ors to regularize ill-posed inverse problems.
Deep neural networks (DNNs) have revolutionized the
ways of solving inverse problems in image processing.
These methods have significantly outperformed conven-
tional optimization based methods by significantly improv-
ing the image quality of solutions and computation speed.
There are largely three ways of using DNNs for inverse
problems in image processing: 1) direct mapping DNNs
from measurements (or analytic reconstructions) to solu-
tions by implicitly learning forward models and image pri-
ors [32, 34, 21, 18, 17], 2) DNN based proximal opera-
tors for iterative algorithms by explicitly learning image
priors [9, 24, 31, 16, 29], or 3) unfolded structure DNNs
inspired by conventional optimization iterations by learn-
ing forward models, priors and/or stepsizes in optimiza-
tions [14, 30, 25, 13, 33, 10, 22]. Recently, it has been theo-
retically shown that unfolded LISTA has asymptotic linear
convergence property for compressive sensing (CS) recov-
ery problems [10, 22]. However, these methods have been
applied only to small-scale CS recovery problems due to
large number of parameters to train or to determine.
Most previous works determine static stepsizes with Lip-
schitz constant / training processes or dynamic stepsizes
with backtracking. However, we argue that for empirically
fast convergence rate, stepsizes in optimization iterations
must be determined dynamically for different problems ev-
ery iterations. Here we investigate an alternative way of uti-
lizing CNNs for empirically accelerating optimization for
solving large-scale inverse problems in image processing.
We propose CNNs estimating a near optimal stepsize (or a
diagonal matrix) per iteration for given problems to accel-
erate empirical convergence rates of conventional optimiza-
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tions. These parameters in optimization algorithms have
been selected heuristically, but have shown to be crucial for
good empirical performance. Our CNN-incorporated scaled
gradient projection (SGP) methods, without compromising
theoretical properties, significantly improve empirical con-
vergence rate over conventional optimization based meth-
ods such as ISTA [12] / FISTA [4] with backtracking in
large-scale inverse problems such as image inpainting, CS
image recovery with partial Fourier samples, image deblur-
ring and sparse view CT reconstruction. Our ways of using
DNN select parameters every iteration to speed up empir-
ical convergence robustly for different degradation levels,
noise, or regularization parameters as compared to typical
direct mapping CNN (e.g., U-Net [27]).
Here are our contributions: We 1) propose small CNNs
to dynamically determine stepsizes in optimizations ev-
ery iterations, 2) propose CNN-incorporated SGP meth-
ods without compromising convergence properties, and 3)
demonstrate the performance and robustness of our meth-
ods for large-scale inverse problems in image processing.
2. Related Works
DNN-based direct mapping approaches have yielded
state-of-the-art performance in image quality and compu-
tation speed for inverse problems in image processing such
as image inpainting [32], image denoising [34], single im-
age super resolution [21], sparse image recovery [18] and
medical image reconstruction [17]. However, they also have
limitations such as no mechanism to ensure that a solution
is corresponding to a given measurement through forward
models by correcting for intermediate errors in a current
solution. Moreover, DNN-based direct mapping methods
are based on black-box models with limited interpretabil-
ity on the solutions for inverse problems. In contrast, con-
ventional optimization based approaches often have theo-
retical guarantees for the exact recovery [8] or have inter-
pretable converged solutions such as K-sparse images in
wavelet domain with minimum distances to given measure-
ments through forward models.
DNNs inspired by unfolded optimization iterations were
also investigated with finite number of iterations. Learned
ISTA (LISTA) [14] was the first work of this type to pro-
pose DNNs that implicitly learn forward models, image pri-
ors and stepsizes in optimizations from data. LISTA has
been extended to unfolded LISTA with learned weights [10]
and ALISTA with analytically determined weights [22].
The original LISTA compromised ISTA’s theoretical con-
vergence properties, but there have been efforts to un-
derstand convergence properties in unfolded structure of
DNNs [25, 13]. Recently, it has been theoretically shown
that unfolded LISTA has asymptotic linear convergence
property for CS recovery problems [10]. However, these
methods have been applied to small-scale CS recovery
problems due to large number of parameters to determine.
If image size is 256×256 and the compression ratio is about
20%, LISTA [14] and LISTA-CPSS [10] require about
4,465M, 2,727M parameters to train, while our proposed U-
Net based CNN requires only 7M parameters for 256×256
images. Recently, ALISTA [22] proposed methods for de-
termining analytical weights using dictionary learning or
convolutional sparse coding, but it does not seem to work
for general forward models yet.
ADMM-net [30] and ISTA-Net [33] are also based on
unfolded optimization iterations of ADMM and ISTA, re-
spectively, but unlike LISTA approaches, they utilized for-
ward models in their networks and trained convolutional
neural networks (CNNs) for image priors such as trans-
formations, parametrized non-linear functions and for opti-
mization parameters such as stepsize. Using forward mod-
els explicitly allows these methods to deal with large-scale
inverse problems. Similarly, there have been works us-
ing DNNs only for proximal operators in iterative algo-
rithms [9, 24, 31, 16, 29]. Unlike ADMM-net and ISTA-
Net with fixed number of iterations, these methods have
flexibility of running any number of iterations for differ-
ent cases. However, they focused on using DNNs as image
priors within conventional optimization framework, rather
than investigating acceleration of convergence. Most works
in this category have static stepsizes that have been deter-
mined heuristically, selected conservatively to ensure con-
vergence (e.g., 1/Lipschitz constant), or learned from data.
Lastly, there have been a few recent attempts to learn
optimization algorithms as DNN based functions of gradi-
ents [1] and as policies of selecting algorithms using rein-
forcement learning [20]. These are similar to our proposed
methods in dynamically determining algorithms every iter-
ations. However, our methods are within the framework of
SGP methods with theoretical convergence properties.
3. Background
3.1. Proximal gradient method
Consider an optimization problem of the form
min
x
F (x) = f(x) + g(x) (1)
where f is convex, differentiable and g is convex, subdiffer-
entiable for x. Then, the following update equation at the
kth iteration is called the proximal gradient method (PGM):
x(k+1) = proxtk(g)(x
(k) − tk∇f(x(k))), (2)
where proxt(g)(x) = arg minz g(z) + 1/2t‖z − x‖2 and
‖ · ‖ denotes l2-norm. PGM guarantees the convergence of
F (x(k)) to F ∗ at the solution x∗ with the rate of O(1/k).
One way to determine tk is based on a majorization-
minimization technique for the cost function F and its
quadratic surrogate function for each iteration. ∇f is usu-
ally assumed to be Lipschitz continuous on a given domain
and the reciprocal of a Lipschitz constant of ∇f is used for
tk. Another popular method to choose tk is a backtracking
method. Note that both methods do not seek the largest pos-
sible stepsize since it is often more efficient to calculate the
next iteration with conservative sub-optimal stepsize than
to perform time-consuming stepsize optimization. Thus, if
there is a way to quickly calculate near optimal stepsizes, it
could help to accelerate empirical convergence rates.
3.2. Scaled gradient projection method
Recently, scaled gradient projection (SGP) methods with
the convergence rate O(1/k) have been proposed and have
empirically demonstrated their general convergence speed
improvements over FISTA with O(1/k2) [6, 5]. The prob-
lem (1) can be seen as a constrained optimization problem
min
x∈S
f(x) (3)
where S = {x ∈ Rn : g(x) 6 } that is a convex set due
to the convexity of g and  is determined by g. Then, an
iterative algorithm can be formulated as the PGM given by
y(k) = PS(x
(k) − tk∇f(x(k))) (4)
where PS(x) = arg minz∈S ‖z − x‖2. Whenever y(k) 6=
x(k), y(k) − x(k) is a descent direction at x(k) for the prob-
lem (3) and thus its inner product with ∇f(x(k)) becomes
negative. y(k) = x(k) implies that x(k) is a stationary point.
Since y(k)−x(k) is a descent direction at x(k), Armijo line
search can generate a convergent sequence of {x(k)}∞k=0
that satisfy Armijo condition [3]:
f(x(k) + γ(k)z(k)) 6 f(x(k)) +βγ(k)∇f(x(k))T z(k) (5)
where z(k) = y(k) − x(k) and β, γ(k) ∈ (0, 1] for ∀k.
In the problem (3), SGP methods introduced an addi-
tional symmetric positive definite matrix Dk in front of
∇f(x(k)). Symmetry and positive definiteness are nec-
essary conditions for a Hessian matrix of f for Newton’s
method and they are also important conditions for quasi-
Newton methods. Newton-type methods usually converge
with fewer iterations than first-order optimization meth-
ods, but they are computationally demanding especially for
large-scale input data. SGP methods exploit symmetry and
positive definiteness with the aim of less computational bur-
dens while they can refine a direction vector d(k) of the di-
agonal elements in Dk to accelerate convergence rate. SGP
methods are based on Armijo line search since d(k) remains
as a descent direction with the conditions on Dk at x(k).
They are also applicable for proximal operators.
For the convergence of SGP methods, it requires addi-
tional condition for Dk. Define Dδ for δ > 1 as the set of
Algorithm 1 Scaled Gradient Projection (SGP) [6, 5]
Given 0 < tmin 6 tmax, δ > 1, and β, η ∈ (0, 1),
for k = 0, 1, 2, ...,K do
Set γ(k) ← 1
Choose tk ∈ [tmin, tmax], 0 < δk < δ and Dk ∈ Dδk
z(k) = proxtkDk(g)(x
(k) − tkDk∇f(x(k)))− x(k)
while (5) is not satisfied do
γ(k) ← η γ(k)
end while
x(k+1) = x(k) + γ(k)z(k)
end for
all symmetric positive definite matrices whose eigenvalues
are in the interval [1/δ, δ]. Then, for δk such thatDk ∈ Dδk ,
the condition Σ∞k=0(δ
2
k − 1) < ∞, δk > 1 should be satis-
fied. limk→∞Dk becomes an identity matrix and an itera-
tion becomes similar to PGM. Appropriate Dk [5] acceler-
ated empirical convergence over fast PGMs such as FISTA.
For a given proximal operator proxD(g)(x) =
arg minz g(z)+1/2(z−x)TD−1(z−x), the SGP method is
summarized in Algorithm 1. Finding {Dk}∞k=0 that can ac-
celerate convergence still remains as an open problem. We
propose to replace these heuristic decisions with DNNs.
4. Learning-based stepsize selection
We conjecture that DNN can be trained to generate a
near-optimal stepsize per iteration if a current estimate and
the gradient of a cost function at that estimate are given.
Since no ground truth is available for the optimal sequence
of stepsizes over all iterations, we propose to train a stepsize
DNN to yield a greedy near-optimal stepsize per iteration by
minimizing the distance between the estimated vector at the
next iteration and the converged solution at each iteration.
4.1. Learning a stepsize for an iteration
To learn stepsizes by a DNN, a set of N solution vec-
tors {xn∗}Nn=1 of optimization problems was generated and
used as ground truth data. Solution vectors can be obtained
by optimizing the original problems using any convex opti-
mization algorithm (e.g., FISTA with 1200 iterations). Sup-
pose that the estimates at the kth iteration form a set of
training data or {x(k),n}Nn=1 that will be fed into the DNN.
We denote the output of the DNN as a set of positive real
numbers {tk,n}Nn=1 for stepsizes. Then, a set of vectors
{x˜(k),n}Nn=1 can be obtained at the next iteration:
x˜(k),n = Tλt
(
x(k),n − tk,n∇f(x(k),n)
)
(6)
where Tλt(x)i = max{|xi| − λt, 0}sgn(xi) for the ith ele-
ment in the vector (soft threshold).
The desired stepsizes {tk,n}Nn=1 for the nth images at the
kth iteration can be obtained by training the DNN Ψ(·; Θ)
to minimize the following loss function with respect to Θ:
min
Θ
1
2
∥∥∥xn∗ − Tλt (x(k),n − tk,n(Θ)∇f(x(k),n))∥∥∥2 (7)
where tk,n(Θ) = Ψ
(
x(k),n,∇f(x(k),n); Θ) and then
by evaluating tk,n = Ψ
(
x(k),n,∇f(x(k),n); Θ) . Af-
ter {x˜(k),n}Nn=1 are evaluated by the learned stepsizes
{tk,n}Nn=1 using (6), we propose to generate another set of
vectors for the next iteration {x(k+1),n}Nn=1 by using a con-
ventional stepsize based on Lipschitz constant L:
x(k+1),n = Tλ/L
(
x˜(k),n − tL∇f(x˜(k),n
)
(8)
where tL = 1/L. This additional step was necessary since
{x˜(k),n}Nn=1 were not often improved over {x(k),n}Nn=1
when the DNN training was not done yet.
To sum, one iteration of our proposed method consists
of two steps: 1) the first operation moves a current estimate
towards its solution, 2) the second operation is applied for
initial training of DNNs. In our simulations, our proposed
training method worked well to reduce the loss quickly.
The same training method with a diagonal matrix can be
applied by replacing the stepsize tk,n in (6) with a diagonal
matrix Dk,n. The output dimension of the DNN Ψ(·; Θ)
must be changed from 1 to G with its backpropagations.
4.2. Learning stepsizes for further iterations
Now we propose to further train DNNs to generate step-
sizes for multiple iterations. Inspired the training strategy
in [15], we define the following cumulative loss function:
Lk =
∑k
i=0 L˜i (9)
where L˜k = 1/2
∑N
n=1‖xn∗ − x˜(k),n‖2, x˜(k),n is defined in
(6), and new input datasets as well as ground truth labels are
defined as Ik = ∪ki=1{x(i),n,∇f(x(i),n)}Nn=1 and Ok =
∪ki=1{xn∗}Nn=1 where Ok contains duplicated sets.
Suppose that the DNN is to learn stepsizes of the first K
iterations. Initially, the DNN is trained with the input data
set I0 and the ground truth labelO0 at the 0th iteration using
the procedure in Section 4.1. Then, in the next iteration, the
DNN is re-trained with the input data set I1 and the ground
truth label O1 at the first iteration. This training process
is repeated K + 1 times so that the DNN can be trained
cumulatively as summarized in Algorithm 2.
Algorithm 2 Stepsize Learning for Multiple Iterations
Given Ik, Ok,
for k = 0, 1, 2, ...,K do
Train DNN with the input set Ik and the label set Ok
end for
We expect that our trained DNN should yield near-
optimal stepsizes for the first K iterations, but may not be
able to yield good stepsizes in later iterations that are larger
than K. Thus, K should be selected based on the trade-off
between image quality and computation time.
5. DNN-incorporated convergent algorithms
5.1. SGP method as framework
The SGP method is described in Algorithm 1. If Dk is
an identity matrix and γ(k) is equal to 1 for ∀k, the SGP
method is reduced to the PGM. Thus, the SGP method is
a generalized version of the PGM by additionally multiply-
ing a symmetric positive definite matrix with the gradient
of a loss function that guarantees z(k) to be a descent direc-
tion and by enforcing the Armijo condition for convergence.
However, there is no known method to determine {Dk}∞k=0
that can accelerate and guarantee convergence. We propose
DNN to determine {Dk}∞k=0 that can be trained using the
learning procedure in Section 4. Since it is also possible
for the DNN to yield {Dk}∞k=0 that may not satisfy neces-
sary conditions, we proposed to relax the SGP method to
selectively use DNN based stepsize (or diagonal matrix) es-
timation or conservative Lipschitz constant based stepsize
to guarantee convergence as summarized in Algorithm 3.
We call this the direction relaxation scheme (DRS).
5.2. Proposed relaxation algorithms with DNN
For the DRS in Algorithm 3, note that proxD(g) = Td
when g is l1-norm and D is a diagonal matrix whose di-
agonal elements form a vector d. z(k)1 represents a wild
search direction generated by the trained DNN and z(k)2 is
Algorithm 3 Direction Relaxation Scheme (DRS)
Given x(k), ∇f(x(k)), γ(k)1 , α ∈ (0, 1], useCNN ∈
{0, 1}, Lipschitz constant L of f , and a trained DNN
function Ψ
if useCNN then
d(k) = Ψ(x(k),∇f(x(k)))
x˜(k) = Td(k)(x(k) −Dk∇f(x(k)))
z
(k)
1 = TtL(x˜(k) − tL∇f(x˜(k)))− x(k)
z
(k)
2 = TtL(x(k) − tL∇f(x(k)))− x(k)
if γ(k)1 ||z(k)1 || > α(1− γ(k)1 )||z(k)2 || then
z(k) = γ
(k)
1 z
(k)
1 + (1− γ(k)1 )z(k)2
else
z(k) = z
(k)
2 , useCNN ← false
end if
else
z(k) = TtL(x(k) − tL∇f(x(k)))− x(k)
end if
Algorithm 4 Proposed SGP Algorithm with Stepsize DNN
Given η1, η2, β ∈ (0, 1), x(0), K ∈ N, γ(0)1 = 1,
useCNN ← true
for k = 0, 1, 2, ..., K do
Generate z(k) by DRS in Algorithm 3
Set γ(k+1)1 ← γ(k)1 and γ(k)2 ← 1
while (5) is not satisfied with γ(k)2 do
γ
(k+1)
1 ← η1γ(k+1)1 , γk2 ← η2γ(k)2
end while
x(k+1) = x(k) + γ
(k)
2 z
(k)
end for
a conservative search direction from conventional Lipschitz
constant based stepsize. Then, depending on the relation-
ship between z(k)1 and z
(k)
2 , the final search direction will
be either a linear combination of both of them or z(k)2 alone.
For the DNN to generate a single stepsize, Dk will be an
identity matrix multiplied by that stepsize.
We propose to incorporate the DNN based DRS method
into the SGP algorithm as detailed in Algorithm 4. z(k) is
a search direction to yield the estimated vector for the next
iteration. As in Algorithm 3, z(k) is either the weighted av-
erage of z(k)1 and z
(k)
2 with γ
(k)
1 or z
(k)
2 itself. The value
of γ(k)1 was initially set to be 1 and it remains the same
or decreases by a factor η1 over iterations depending on the
Armijo condition at each iteration k. The ratio of the weight
for z(k)1 to the weight for z
k
2 in z
k is evaluated at each iter-
ation. Initially, z(k)1 using the trained DNN is dominant in
z(k), but z(k) = z(k)2 for later iterations and the DNN will
not be used eventually. Thus, our proposed algorithm is ini-
tially the SGP with DNN search directions and becomes the
PGM for later iterations.
Note that the proposed DRS method with relaxation only
determines a search direction for the next estimate in a de-
scent direction for inverse problems. γ(k)2 is the final step-
size parameter, starting from 1 and decreases its value by
a factor η2 until it satisfies the Armijo condition. There-
fore, our proposed method in Algorithms 3 and 4 using the
trained DNN is converging theoretically.
6. Simulation results
6.1. Inverse problem settings
We performed various image processing simulations
such as image inpainting, CS image recovery with partial
Fourier samples, image deblurring and large-scale sparse-
view CT to evaluate our proposed methods. An optimiza-
tion problem for inverse problems in image processing has
the following form:
xˆn = arg min
xn
1
2
||Anxn − yn||2 + λ||xn||1 (10)
where n is an index for image, An is a matrix that describes
an image degradation forward process, yn is a measurement
vector and λ is a regularization parameter to balance be-
tween data fidelity and image prior. An image is modeled
to be in wavelet domain (three level symlet-4) so that xn
is a wavelet coefficient vector for an image. So, the linear
operator An is a measurement matrix (different for image
by image) with an inverse sparsifying transform WT . For
normalized measurement matrices, their Lipschitz constants
are less than 1 and normalized gradients helped to yield bet-
ter results. BSDS500 dataset [2] with 256×256 images was
used for all simulations where 450 / 50 images were used for
training / testing, respectively. λ was set to be 0.1.
We implemented our stepsize (or diagonal matrix) DNN
based on U-Net architecture [27] and modified FBPCon-
vNet [17] using MatConvNet on MATLAB. Note that the
input and output for the DNN are in a sparsifying transform
domain and they have improved the overall performance of
inverse problems. 3 × 3 convolution filters are used for all
convolutional layers and batch normalization and rectified
linear unit (ReLU) were used after each convolution layer.
2× 2 max pooling was applied in the first half of the DNN
and deconvolution layers / skip connections were used for
the second half of the DNN. We reduced the number of lay-
ers in the original FBPConvNet to lower computation time
(7M params). For stepsize learning, one fully connected
layer was added at the end of the DNN to generate a single
number. All simulations were run on an NVIDIA Titan X.
We compared our proposed SGP methods with step-
size DNN (called Step-learned) and diagonal matrix DNN
(called Diag-learned) to conventional algorithms such as
ISTA and FISTA with backtracking. We also compared our
proposed methods with the U-Net that was trained to yield
ground truth converged images for (10) from input measure-
ments. We chose U-Net to compare since it has been shown
to yield good results in various image processing problems
with large-scale inputs and with different forward models
for images including inpainting and compressive image re-
covery [19]. Unfortunately, we were not able to compare
ours with ReconNet [18] or LISTA-CPSS [10] that were
limited to small-scale CS image recovery problems with the
image patch sizes of 33× 33 and 16× 16, respectively, and
empirically one fixed forward model An = A,∀n.
NMSE was used for evaluation criteria [10] using
10 log10(‖WT (xˆ − xgt)‖2/‖WTxgt‖2). Note that all
DNNs were trained with converged solutions x∗ while the
evaluations were done with the oracle solutions xgt (the
original BSDS500 dataset) for better evaluating the robust-
ness of all methods under significantly different forward
models and additional measurement noise. All DNNs for
our Step-learned/Diag-learned methods as well as U-Net to
yield solutions directly were trained for the case of recov-
ering from noiseless 50% samples with different forward
models for different training images. Then, all methods
were tested on noiseless 30%, 50%, and 70% samples for
test dataset to evaluate performance as well as robustness.
For image recovery with partial Fourier samples, noisy 50%
samples (Gaussian with standard deviation 5) were also
used for further evaluation. We also performed image de-
blurring for Gaussian blur kernel with σ = 2 and sparse-
view CT reconstruction with 144 views using 512×512 CT
images to show the feasibility on other applications.
6.2. Image inpainting
Our proposed methods were applied to inpainting prob-
lems with different sampling rates. An = MnWT was
used where Mn is a sampling matrix that is different for
image. All DNNs were trained with 50% samples (called
U-Net-50%, Step-learned-50%, Diag-learned-50%). All re-
sults tested on different sampling rates are reported in Fig-
ures 1, 2 and Table 1.
When all methods were tested on the same sampling rate
(50%), non-iterative U-Net instantly yielded the best image
quality among all methods including our proposed methods
and even the ground truth converged images (FISTA at 1200
iteration yielded -18.15dB). Both of our proposed methods
at 20 iteration yielded image qualities comparable to the
converged images, while FISTA at 100 iteration performed
much worse than our proposed methods at 20 iteration.
However, U-Net did not show robust performance and
yielded substantial artifacts for the tests with different sam-
pling rates such as 30% and 70%. However, our proposed
methods without re-training yielded robust accelerations for
different test cases as illustrated in Figure 2.
Table 1. Averaged NMSE (dB) of all methods trained with 50%,
tested on various cases for inpainting.
Method Test-30% Test-50% Test-70%
FISTA@100 -5.20±1.01 -10.74±2.29 -17.69±2.85
U-Net-50% -7.05±0.97 -19.40±2.91 -9.11±2.38
Step-learn-50%@20 -13.77±2.86 -17.73±3.01 -21.65±3.05
Diag-learn-50%@20 -13.85±2.71 -17.50±2.97 -21.35±3.05
Table 2. Averaged NMSE (dB) of methods trained with 50%,
tested on various partial Fourier cases.
Method Test-30% Test-50% Test-70%
FISTA@100 -20.46±3.49 -24.84±3.99 -32.31±4.74
U-Net-50% -18.22±3.43 -20.17±4.08 -19.62±4.57
Step-learn-50%@20 -20.80±3.67 -25.49±4.20 -33.04±4.79
Diag-learn-50%@20 -20.80±3.65 -25.52±4.17 -33.06±4.78
(a) Input 30, 50, 70% samplings for inpainting
(b) FISTA-b for 30, 50, 70% samplings
(c) U-Net trained on 50%, tested on 30, 50, 70% samplings
(d) Step-learned SGP trained on 50%, tested on 30, 50, 70% samplings
(e) Diag-learned SGP trained on 50%, tested on 30, 50, 70% samplings
Figure 1. Recovered images for inpainting using DNNs trained on
50% and tested on 30, 50, 70% samplings, respectively. FISTA-b,
Step-learned and Diag-learned SGPs were run with 40 iterations.
6.3. Image recovery with partial Fourier samples
Similar simulations were performed for image recovery
with partial Fourier samples. Note that the input image of
the DNN has four channels such that the first two chan-
nels are the real and imaginary of the estimated image. Ini-
tial images in Figure 3 were obtained using inverse Fourier
transform with zero padding. All results are reported in Fig-
ures 3, 4 and Tables 2, 3.
For all test cases, non-iterative U-Net yielded the worse
results among all methods including FISTA at 100 iteration.
Forward models for partial Fourier sampling is much more
complicated than forward models for inpainting, and thus
more complicated DNN with much more dataset seems de-
sirable for better performance. Our proposed methods with-
out re-training yielded robust and excellent performance at
(a) Trained on 50%, Tested on 50% (b) Trained on 50%, Tested on 30%
(c) Trained on 50%, Tested on 70% (d) Trained on λ, Tested on λ/2, 2λ
Figure 2. NMSEs over iterations for the methods in inpainting
trained on 50% sampling with a regularization parameter λ and
tested on 50, 30, 70% samplings (a-c) or with λ/2, 2λ (d).
early iteration for all test cases including the same sam-
pling rate (50%), different sampling rates (30, 70%), and
additional measurement noise case (noisy 50%). Thus, our
proposed DNNs does seem robust to different models and
noise in compressive sensing recovery with partial Fourier
samples that was inherited from conventional optimization
based algorithms.
6.4. Robustness to regularization parameters
We investigate the robustness of our proposed methods
by running them that were trained with the original regular-
ization parameter on the test set with different regularization
parameters that are half of the original value and twice (2x)
of the original value.
Figures 2 (d), 4 (d) illustrate that our proposed methods
were robust to small changes in regularization parameters
such as half or twice. However, large changes such as 10
times smaller or larger than the original parameter seem to
break fast empirical convergence properties of our proposed
methods. These phenomena were expected since changing
regularization parameters leads to changing ground truth
images, thus our DNNs whose inputs are dependent on cur-
Table 3. Averaged NMSE (dB) of methods trained with 50%,
tested on various partial Fourier cases.
Method Test-50% Test-50% noisy
FISTA@100 -24.84±3.99 -22.79±2.85
U-Net-50% -20.17±4.08 -19.85±3.79
Step-learn-50%@20 -25.49±4.20 -23.16±2.78
Diag-learn-50%@20 -25.52±4.17 -23.18±2.76
(a) Input images from 30, 50, and noisy 50% partial Fourier samples
(b) FISTA-b on 30, 50, noisy 50% partial Fourier samples
(c) U-Net trained with 50%, tested on 30, 50, noisy 50% partial Fourier samples
(d) Step-learned SGP trained with 50%, tested on 30, 50, noisy 50%
(e) Diag-learned SGP trained with 50%, tested on 30, 50, noisy 50%
Figure 3. Recovered images from partial Fourier sampling. DNNs
were trained with 50% and tested on 30, 50, noisy 50% samples.
40 iterations were run for FISTA-b and our proposed methods.
rent estimate and its corresponding gradient should behave
in a different way (e.g., if the current estimate is the same as
the converged solution with original regularization parame-
ter, then, zero stepsize should be obtained for the problem
with the same regularization parameter, but non-zero step-
size should be obtained for different problem with different
regularization parameter). Thus, large changes in regular-
ization parameter may require re-training the DNN.
6.5. Image deblurring
Proposed methods were applied to image deblurring
problems. Images were blurred using Gaussian kernel with
σ = 2. Then, image deblurring was performed with the
regularization parameter 0.00001. Note that the initial data
fidelity term for deblurring problem is usually much larger
than other inverse problems such as inpainting problems.
Unlike other inverse problems in image processing, learned
(a) Train-50%,Test-30% (b) Train-50%,Test-50%
(c) Train-50%,Test-50% noise (d) Train-50%,Test-70%
Figure 4. NMSE over iterations for all methods in partial Fourier
recovery trained on 50% sampling, tested on 30 (a), 50 (b), noisy
50% (c) samplings or with λ/2, 2λ (d).
diagonal matrix based relaxed SGP yielded the best im-
age quality among all compared methods as shown in Fig-
ure 5 qualitatively and quantitatively. It seems that large
discrepancy in the data fidelity term was quickly compen-
sated when using the learned diagonal matrix in SGP.
6.6. Sparse-view medical image reconstruction
Lastly, our proposed method was investigated for sparse-
view CT image reconstruction. Initial image in Figure 6 (a)
was obtained by filtered back-projection from 144 views of
(a) Blurred image (b) FISTA-b (c) Step-learned SGP
(d) Diag-learned SGP (e) Iteration vs. NMSE (dB)
Figure 5. Reconstructed images for deblurring from (a) input
blurred image using Gaussian kernel with σ = 2: (b) FISTA with
backtracking, (c) step-learned SGP, (d) diag-learned SGP, all at
the 10th iteration. Proposed methods yielded faster initial conver-
gence rates than FISTA-b (e) average convergence for 50 images.
(a) Input image from 144 views (b) FISTA-b
(c) Diag-learned SGP (d) Iteration vs. NMSE (dB)
Figure 6. Reconstructed images for sparse-view CT from (a) Input
image (144 views) : (b) FISTA with backtracking, (c) Proposed
diag-learned SGP, all at the 10th iteration. (d) Proposed method
yielded faster convergence rate than FISTA-b.
projections and had streaking artifacts. With the regulariza-
tion parameter 0.0005, we ran FISTA-b and proposed diag-
learned SGP. At the 10th iteration, our proposed method
yielded visually better image than FISTA as illustrated in
Figure 6 (b) and (c). Figure 6 (d) shows that our proposed
method achieved faster convergence rate than FISTA-b.
6.7. Limited robustness to other measurements
Robustness of our trained DNN for determining stepsize
or diagonal matrix when different forward models are used.
Our proposed methods have shown robustness for the prob-
lems such as image inpainting. It shows that the trained
DNN still achieved much faster convergence than FISTA.
Similar tendency was observed for image inpainting with
70% sampling. The trained DNN also yielded robust perfor-
mance for lower or higher (70%) sampling in partial Fourier
image recovery. For image deblurring problems with dif-
ferent blur levels, the trained DNN yielded sub-optimal
performance compared to FISTA. However, note that step-
learned SGP yielded relatively robust performance to diag-
learned SGP and it yielded better performance than FISTA
for early iterations. For sparse-view image reconstruction,
the trained DNN with 144 views did not yield good perfor-
mance for the test with 45 views. Thus, the robustness of the
trained DNN to other forward models seems application-
dependent. However, many DNN based algorithms are not
robust to other measurement models [17].
7. Conclusion
We proposed a new way of using CNNs for empiri-
cally accelerating convergence for inverse problems in im-
age processing with dynamic parameter selections over iter-
ations with different forward models and without breaking
theoretical properties such as convergence and robustness.
Our trained DNN enabled SGP to empirically outperform
FISTA that is theoretically faster than SGP and yield robust
performance compared to direct mapping DNNs.
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