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Abstract
Controlled time-decaying harmonic oscillator changes the threshold of decay order
of the potential functions in order to exist the physical wave operators. This threshold
was first reported by Ishida and Kawamoto [5] for the non-critical case. In this paper
we deal with the critical case. As for the critical case, the situation changes drastically,
and much more rigorous analysis is required than that of non-critical case. We study
this critical behavior and clarify the threshold by the power of the log growth of the
potential functions. Consequently, this result reveals the asymptotics for quantum
dynamics of the critical case.
Keywords:
Wave operators; Quantum scattering; Time-dependent quantum systems; Harmonic
oscillators
Mathematical Subject Classification:
Primary: 81U05, Secondly: 35Q41, 47A40.
1 Introduction
In this paper, we consider the following Schro¨dinger operator with time-dependent harmonic
potentials,
H0(t) = p
2/(2m) + k(t)x2/2
on L2(Rn), n ∈ N, where x = (x1, ..., xn), p = −i∇, and m > 0 denote position, momentum,
and mass of a particle, respectively. We let r0 ≥ 1 and 0 ≤ σ ≤ m/4, and the coefficient
k ∈ L∞(R) satisfy
k(t) =
σ
t2
, for all |t| ≥ r0.
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Moreover, we assume that both solutions of
ζ ′′j (t) +
(
k(t)
m
)
ζj(t) = 0,
{
ζ1(0) = 1,
ζ ′1(0) = 0,
{
ζ2(0) = 0,
ζ ′2(0) = 1.
(1.1)
are twice-differentiable functions. By employing the above ζj(t), the classical trajectory of
the quantum particle x(t) governed by H0(t) can be represented as
x(t) = ζ1(t)x(0) + ζ2(t)p(0)/m,
where for φ ∈ S (Rn) and U0(t, s) the propagator for H0(t),
x(t) = (xU0(t, 0)φ, U0(t, 0)φ)(L2(Rn))n , p(t) = (pU0(t, 0)φ, U0(t, 0)φ)(L2(Rn))n ,
more precisely, see Kawamoto [7]. In what follows that for |t| ≥ r0, the linearly independent
solutions to
y′′(t) +
(
k(t)
m
)
y(t) = 0
can be written as
y1(t) = |t|
1−λ, y2(t) = |t|
λ
for 0 ≤ σ < m/4 with λ = (1−
√
1− 4σ/m)/2 and can be written as
y1(t) = |t|
1/2, y2(t) = |t|
1/2 log |t|
for σ = m/4. Due to these reasons, we say it is a non-critical case if 0 ≤ σ < m/4 and it
is a critical case if σ = m/4. As for the case σ < m/4, the classical trajectory x(t) satisfies
x(t) = O(|t|1−λ) and x′(t) = O(|t|−λ), which implies the quantum particle is decelerated
by the harmonic potential but is never trapped. Such physical phenomena were reported by
Kawamoto [7] and Ishida-Kawamoto [5] and have been established by some studies associated
with the scattering theory. However, as for the critical case σ = m/4, there have been no
known studies, and hence in this paper we focus on the critical case and prove the sufficient
and necessary conditions for the existence of wave operators.
In order to consider these issues we now set some assumptions for k(t) and the decaying
condition of potentials.
We assume the following critical decaying condition for k(t);
Assumption 1.1. Let r0 ≥ 1, and let the coefficient k ∈ L
∞(R) satisfy
k(t) =
m
4t2
, for all |t| ≥ r0. (1.2)
Moreover, we assume that both solutions of (1.1) with respect to (1.2) are twice-differentiable
functions.
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In this case, the classical trajectory x(t) satisfies x(t) = O(|t|1/2 log |t|), and judging from
the growth of x(t) in t, we can expect the following decaying condition of potentials to be
suitable for considering the scattering theory for the critical case;
Assumption 1.2. We say that the potential V S belongs to the short-range class if V S satisfies
V S ∈ L∞(R;L∞(Rn)) and that for some 0 ≤ κS < 1, there exists CS > 0 such that∣∣V S(t, x)∣∣ ≤ CS(1 + |x|)−2 (log (1 + |x|))κS
holds for |x| ≫ 1. We say that V L belongs to the long-range class if V L satisfies V L ∈
L∞(R;L∞(Rn)) and that for some κL ≥ 1, there exists 0 < CL ≤ C˜L such that
CL(1 + |x|)
−2 (log (1 + |x|))κL ≤ V L(t, x) ≤ C˜L(1 + |x|)
−2 (log (1 + |x|))κL (1.3)
or
CL(1 + |x|)
−2 (log (1 + |x|))κL ≤ −V L(t, x) ≤ C˜L(1 + |x|)
−2 (log (1 + |x|))κL
holds for |x| ≫ 1.
We further define U0(t, s) and U(t, s) as propagators of H0(t) and H(t) = H0(t) + V (t),
respectively, where V (t) is the multiplication operator of either V S(t, x) or V L(t, x). Thanks
to the results reported by Fujiwara [2], Yajima [10], and others, we see the unique existence
of the propagator U0(t, s). The unique existence of propagator U(t, s) can also be proven
thanks to the boundedness of the potentials.
Our main theorem is the following existence and non-existence of wave operators;
Theorem 1.3. Suppose assumption 1.1 and 1.2. Then if V (t, x) = V S(t, x), the wave oper-
ators
W± := s− lim
±t→∞
U(t,±r0)
∗U0(t,±r0)
exist. On the other hand, if V (t, x) = V L(t, x), the wave operators do not exist.
Remark 1.4. The assumption 1.2 and the theorem 1.3 say∣∣V S(t, x)∣∣ ≤ CS(1 + |x|)−ρS , ρS ≥ 2 is included in the short-range class,∣∣V L(t, x)∣∣ ≤ CL(1 + |x|)−ρL , ρL < 2 is included in the long-range class.
Ishida-Kawamoto [5] discussed the existence and non-existence for 0 ≤ σ < m/4 and clarified
its threshold was −1/(1−λ) with λ = (1−
√
1− 4σ/m)/2. According to [IK], if ρS > 1/(1−λ),
then V S is included in the short-range class, and if ρL ≥ 1/(1−λ), then V
L is included in the
long-range class. In our critical case where σ = m/4 and λ = 1/2, by substituting λ = 1/2,
we see that −1/(1−λ) = −2. Therefore, at first glance, it may seem natural that the threshold
is −2. However, because of the log growth term in y2(t), the difference in this threshold needs
further and more vigorous discussion. As the conclusion of the theorem 1.3, we find that the
threshold is characterized by the log growth term.
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The associated result for such an issue can be seen, for example, in Dollard [1], Jensen-
Ozawa [6], Ozawa [9], Ishida [3], [4], and [5]. The first two papers considered the case of
k(t) ≡ 0 and that achieved a threshold of −1, in the same sense as in Remark 1.4. The
paper [9] studied the cases where the energy can be written as a Stark Hamiltonian −∆+x1
and found a threshold of −1/2. The paper [3] considered the case σ(t) = −1 and found the
logarithmic threshold. Furthermore, in [4], the fractional Laplacian (−∆)γ , 1/2 < γ were
considered, and the threshold was found to be equivalent to that in −∆.
With regard to time-decaying harmonic oscillators, we could find only one work [5], and as
mentioned before, the case in which 0 ≤ σ < m/4 was considered. In this case, the threshold
was found to be −1/(1 − λ). However, owing to some technical reasons, the case σ = m/4
was not considered. Hence, our paper represents the first attempt at considering the critical
case of time-dependent harmonic oscillators.
2 Preliminaries and reduction of problem
In this section, we introduce some notations and reduce the problem to a more simplified
form. Throughout this paper, we assumed ‖·‖ denotes ‖·‖L2(Rn) and (·, ·) denotes (·, ·)L2(Rn).
As regards C, it is always positive and not dependent on any parameter under consideration.
For some φ ∈ S (Rn), the Fourier transform of φ is denoted by F [φ](ξ) or φˆ(ξ). We let ε > 0
be a sufficiently small constant and define χε ∈ C
∞(Rn) as
χε(x) =
{
1 |x| ≥ ε,
0 |x| ≤ ε/2,
and further define the function space Sε as
φ ∈ Sε ⇔
{
φ ∈ S (Rn) | φˆ(ξ) ∈ C∞0 (R
n
ξ ) with support |ξ| ≥ 2ε
}
.
In what follows, for simplicity sake, we also let m = 1. Then, the key for the proof is the
below decomposition theorem, proposed by [7] or [5] (see also Korotyaev [8]);
Lemma 2.1. Let US,0(t, s), and US(t, s) be propagators for Hamiltonians
H0(t) =
p2
2|t|
, and H(t) = H0(t) + V (t, |t|
1/2x),
respectively, and let us define
W±S := s− lim±t→∞
US(t,±r0)
∗US,0(t,±r0).
Then the following two statements are equal to each other;
(I). W± exist (resp. do not exist).
(II). W±S exist (resp. do not exist).
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The proof for it can be seen in Appendix of [5] by replacing λ by 1/2.
Noting the definition of US,0(t,±r0), we can find that US,0(t,±r0) can be written as
e∓i(log |t|)p
2/2e±i(log r0)p
2/2.
and hence we notice that if φ ∈ Sε holds then e
±i(log r0)p2/2φ ∈ Sε holds. From this reason
we can let
r0 = 1, i.e., US,0(t,±1) = US,0(t,±1) = e
∓i(log |t|)p2/2 and US(t,±r0) = US(t,±1)
without loss of generality. Moreover hereafter we always assume t ≥ 1 since the case where
t ≤ −1 can be considered by the same way. Hence W+S can be simplified into
W+S = s− limt→∞
US(t, 1)
∗e−i(log t)p
2/2.
For u ∈ L2(Rn), define the operators
(M(t)u) (x) := eix
2/(2t)u(x), (D(t)u) (x) := (it)−n/2u(x/t).
Then the following so-called MDFM-decomposition
e−i(log t)p
2/2 =M(log t)D(log t)FM(log t) (2.1)
holds on S (Rn). In particular for v ∈ S (Rn),∥∥∥(e−i(log t)p2/2 −M(log t)D(log t)F) v∥∥∥ ≤ 1
2 log t
∥∥x2v∥∥→ 0,
as t→∞ holds, hence by defining
U(t) :=M(log t)D(log t)F
it is enough to discuss with the existence and the non-existence of reduced wave operator ;
W+ := s− lim
t→∞
US(t, 0)
∗U(t).
Here we give the propagation estimate for U(t);
Proposition 2.2. Let χε be the one defined in above and φ ∈ Sε with the same ε > 0. Then
for t ≥ 1
‖(1− χε(x/ log t))U(t)φ‖ = 0
holds.
Proof. For all u ∈ S (Rn), the identity
U(t)∗xU(t)u = eix
2/(2 log t) (x+ (log t)p) e−ix
2/(2 log t) = (log t)p
holds, and hence we have
‖(1− χε(x/ log t))U(t)φ‖ = ‖(1− χε(p))φ‖ =
∥∥∥(1− χε(ξ)) φˆ(ξ)∥∥∥
L2(Rn
ξ
)
= 0.
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3 Existence of wave operators
Now we prove the existence of W+ under the assumption V = V S. Because of Lemma 2.1,
it is enough to prove that for all φ ∈ S (Rn) with Fφ ∈ C∞0 (R
n\{0}),
lim
t→∞
US(t, 1)
∗U(t)φ
exists. Then using the density argument, the existence of the strong limit can be proven.
Since Fφ ∈ C∞0 (R
n\{0}), there is an ε > 0 so that φ ∈ Sε. We employ the so-called
Cook-Kuroda method (see, e.g., [5]). By proposition 2.2, we notice
lim
t→∞
US(t, 1)
∗(1− χε(x/ log t))U(t)φ = 0
holds. Hence, to apply the Cook-Kuroda method, it is enough to prove∫ ∞
2
∥∥∥∥ ddtUS(t, 1)∗χε(x/ log t)U(t)φ
∥∥∥∥ dt ≤ C.
By (2.1), we find
U(t) = e−i(log t)p
2/2M(log t)−1 = e−i(log t)p
2/2M(− log t)
and that yields
d
dt
U(t) = −i
p2
2t
U(t) + e−i(log t)p
2/2
(
i
x2
2t(log t)2
)
M(− log t)
=
(
−i
p2
2t
+ i
(x− (log t)p)2
2t(log t)2
)
U(t). (3.1)
Hence the straightforward calculation shows
d
dt
US(t, 1)
∗χε(x/ log t)U(t)φ
= US(t, 1)
∗
(
Dp2/2t (χε(x/ log t)) + iV (t, t
1/2x)χε(x/ log t)
)
U(t)φ (3.2)
+ iUS(t, 1)
∗χε(x/ log t)U(t)
x2
2t(log t)2
φ
where DA(B(t)) = i[A,B] + dB(t)/(dt) is the Heisenberg derivative. By the commutator
calculation, we have
Dp2/2t (χε(x/ log t)) =
−1
t(log t)2
(
(∇χε)(x/ log t) (x− (log t)p) +
i
2
(∆χε)(x/ log t)
)
.
Noting
n∑
j=1
‖(xj − (log t)pj)U(t)φ‖ =
n∑
j=1
‖xjφ‖ ≤ C,
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we find ∥∥US(t, 1)∗Dp2/2t (χε(x/ log t))U(t)φ∥∥ ≤ C(t(log t)2)−1. (3.3)
By simple calculation, we also have∥∥∥∥US(t, 1)∗χε(x/ log t)U(t) x2t(log t)2φ
∥∥∥∥ ≤ C(t(log t)2)−1. (3.4)
Noting the decaying condition of V S and definition of χε, we find∣∣V (t, t1/2x)χ(x/ log t)∣∣ ≤ CS(1 + t1/2 log t)−2(log(1 + t1/2 log t))κS
≤ CSt
−1(log t)−2+κS , (3.5)
because 1+t1/2 log t ≤ t for t ≥ 1. For some 0 ≤ θ < 1, using the change of variable τ = log t,
we find
Iθ :=
∫ ∞
2
t−1(log t)−2+θdt =
∫ ∞
log 2
τ−2+θdτ ≤ C
Then by (3.2)–(3.5), we have∫ ∞
2
∥∥∥∥ ddtUS(t, 1)∗χε(x/ log t)U(t)φ
∥∥∥∥ dt ≤ C(I0 + IκS) ≤ C,
, which completes the proof.
4 Non-existence of wave operators
In this section, we show the non-existence of W+ under the assumption V = V L. For
simplicity, we also assume that V L satisfies (1.3).
We let φ ∈ S (Rn) with supp([Fφ](ξ)) = {2ε ≤ |ξ| ≤ R} for some 0 < ε < R. Now we
assume that the limit W+ exists and lead contradiction. Here we note (3.1), and define
Y (t1, t2) :=
(
(US(t1, 1)
∗U(t1)− US(t2, 1)
∗U(t2))φ,W
+φ
)
=
∫ t1
t2
d
dt
(
US(t, 1)
∗U(t)φ,W+φ
)
dt
= i
∫ t1
t2
(
US(t, 1)
∗V (t, t1/2x)U(t)φ,W+φ
)
dt
+
∫ t1
t2
i
2t(log t)2
(
US(t, 1)
∗ (x− (log t)p)2 U(t)φ,W+φ
)
dt
=: J1 + J2 + J3
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with
J1 := i
∫ t1
t2
(
U(t)∗V (t, t1/2x)U(t)φ, φ
)
dt,
J2 := i
∫ t1
t2
(
V (t, t1/2x)U(t)φ,
(
US(t, 1)W
+ − U(t)
)
φ
)
dt
and
J3 :=
∫ t1
t2
i
2t(log t)2
(
US(t, 1)
∗ (x− (log t)p)2 U(t)φ,W+φ
)
dt.
Estimation for J1.
By taking t ≥ t2 sufficiently large so that ε log t≫ 1, J1 is estimated as
|J1| =
∣∣∣∣
∫ t1
t2
(
V (t, t1/2(log t)p)φ, φ
)
dt
∣∣∣∣
=
∣∣∣∣
∫ t1
t2
(
V (t, t1/2(log t)ξ)F [φ](ξ),F [φ](ξ)
)
dt
∣∣∣∣
≥ CL
∫ t1
t2
∫
ε≤|ξ|≤R
(1 + |t1/2(log t)ξ|)−2
(
log(1 + |t1/2(log t)ξ|)
)κL
|F [φ](ξ)|2dξdt
≥ CL‖φ‖
2
∫ t1
t2
(1 + t1/2(log t)R)−2
(
log(1 + t1/2(log t)R)
)κL
dt (4.1)
≥ 2−2−κLR−2CL‖φ‖
2
∫ t1
t2
t−1(log t)−2+κLdt.
Here in (4.1), we use that for large λ ≫ 1 and t ≫ 1, the function (1 + λ)−2 {log(1 + λ)}κL
is the monotone decreasing function in λ, 1 + t1/2(log t)R ≤ 2t1/2(log t)R and
log(1 + t1/2(log t)R) ≥ log(t1/2(log t)R) ≥ log t1/2.
Estimation for J2.
By the assumption that W+ exists, for large t2 ≫ 1, there exists a sufficiently small constant
δ > 0 such that ∥∥(US(t, 1)W+ − U(t))φ∥∥ ≤ δ‖φ‖.
Hence by the same calculation for J1, Schwartz inequality and (1 − χε(x/ log t))U(t)φ = 0
due to the proposition 2.2, we find
|J2| ≤ δ
∫ t1
t2
∥∥V (t, t1/2)χε(x/ log t)U(t)φ∥∥ ‖φ‖dt
≤ C˜Lδ‖φ‖
2
∫ t1
t2
(1 + t1/2(log t)ε/2)−2
(
log(1 + t1/2(log t)ε/2)
)κL
dt
≤ C˜Lδ‖φ‖
222ε−2
∫ t2
t1
t−1(log t)−2+κLdt,
8
where we used 1 + t1/2ε log t ≤ t for t ≥ 1.
Estimation for J3.
As the similar calculation, we have
U(t)∗(x− (log t)p)U(t) = eix
2/(2 log t)xe−ix
2/(2 log t) = x,
and hence we also have
|J3| ≤ C‖x
2φ‖‖W+φ‖
∫ ∞
2
dt
t(log(t))2
= C(log 2)−1‖x2φ‖‖W+φ‖.
Conclusion.
By the inequality
2‖(1 + x2)φ‖‖W+φ‖ ≥ 2‖φ‖‖W+φ‖ ≥ |Y (t1, t2)| ≥ |J1| − |J2| − |J3|
≥ (CL2
−2−κLR−2 − δC˜Lε
−2)‖φ‖2
∫ t1
t2
t−1(log t)−2+κLdt (4.2)
− C(log 2)−1‖x2φ‖‖W+φ‖.
The smallness of δ depends only on the choice of t2, and is independent of the choice of ε
and R. Together with δ → 0 as t2 →∞, we find that there exists a positive constant γ > 0
such that
CL2
−2−κLR−2 − δC˜Lε
−2 ≥ γ.
Here we use the change of variable τ = log t and get the first term of r.h.s. of (4.2) will be
γ‖φ‖2
∫ t1
t2
t−1(log t)−2+κLdt = γ‖φ‖2
∫ log t1
log t2
τ−2+κLdτ
Clearly, the above quantity diverges as t2 → ∞ since −2 + κL ≥ −1, and which yields the
contradiction ‖W+φ‖ =∞. These complete the proof.
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