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SOMMAIRE
Les distributions discrètes et plus particulièrement la. loi de Poisson ijivariée
sont un sujet très étudié clans plusieurs domaines de recherche. parmi lesquels
lactuariat.. la biométrie et l’économie. Ce mémoire a pour but de poursuwre ces
études pour estimer les paramètres de la loi de Poisson bivariée par la m
éthode de
distance quadratique nnniniale (DQM) et de comparer cet estimateur avec ceux
obtenus par «autres méthodes Au chapitre 1. nous présentons la loi rie Poisson
bivariée et. quelques-unes (le ses proprlét(’s. Au chapitre 2. nous considérons le
problème (lestilnation ries 1)1r1;1iètrcs et. appliquons la méthode de DQM à la
loi rIe Poisson bivariée. Au chapitre 3. nous abordons le problème «efficacité
de ces estimateurs et présentons un exemple illustrant, les méthodes
développées
dans ce mémoire. finalement au chapitre 4, nous abordons le problème
du test.
«ajustement. à la loi de Poisson bivariée et ‘enfin nous discutons des avantages et
des limites de ces méthodes et concluons ce mémoire.
Mots clés : Distribution de Poisson hivariée, Estimation des paramètres, Effi
cacité des estimateurs, Test du khi-cieux.
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SUMMARY
Discrete distributions anci speciallv the bivariate Poisson distribution are to—
pics highiy studied in manv areas of researcli. among them actuarial science. bi
o
metrv and economv. The purpose of t lie present work is to pursue these studi
es
to estimate the parameters of the bivariate Poisson distribution hy the miniim
im
quaciratic distance (MQD) metÏiod and to compare this estiinator with those
ohtained by other methods. In chapter I. we present the bivariate Poisson distri
bution anti it.s properties. In chapter 2. we considcr the prf-)bÏeIn of estimation of
the parameters anci we apply the MQD niethod to flic bivariate Poisson distri
bution. In chapter 3. we calculate the efficiericu of those estimators anci present
an example illustrating the methods cÏeveloped in tins master thesis. finaily. in
chapt.er 4, we consider the problem of goodness of fit. of the bivariate Poisson
distribution anci talk about. the advantages anci limits of the different me
thods.
Kev-words Bivariate Poisson distribution. Estimation of parameters.
Effi
ciency of estimator, Chi-square t est.
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Chapitre 1
LOI DE POISSON BIVARJÉE
Dans Pétude des lois de probabilité, nous présentons plusieurs fonctions g&
nératrices à partir desquelles nous déduisons des propriétés intéressant
es des va
riables aléatoires. Dans ce chapitre, nous définissons la loi de Poisson biv
ariée à
partir de la fonction génératrice des probabilités et nous tirons quelque
s-unes de
ses propriétés et quelques distributions reliées.
1.1. FoNCTIoNs GÉNÉRATRICES
Dans ce qui suit, nous considérons la distribution conjointe de variables aléa
toires X et Y. Nous supposons que X et Y ont une fonction de pro
babilité
conjointe p(r, y) au point (r, y) appartenant à S. un sous-ensemble cartésien d’un
ensemble cartésien non négatif. On dit alors que le couple de variables alé
atoires
(X, Y) suit une loi discrète bivariée sur l’ensemble S avec fonction de probabilité
p(x, y).
Définition 1.1.1. La fonction génératrice des probabilités d’un couple de
va
riables aléatoires (X, Y) dont la fonction de probabilité est p(r, y) est définie par
E[tftfl, dénotée Px,y(ti, t2),
Px,y(ti, t2) = EEtftfl = > EtT4p(r,y).
Pour —1 t1,t2 1, Px,y(ti,t2) est une série convergente. Telle que définie, la
fonction génératrice des probabilités est infiniment différentiable au voisinage de
(0,0).
2En tiéveloppant Py (t1 12) sous forme de polYnôme en fonction de puis
sauce de l et / la fonction tic probabilité pt. ) est le coelfic ieui de tI’.
-
En difiibejit mut la fOllet 1011 génératricf: tics probabilités et cii I ‘évaluant an
point (O. O) 011 obtient
r T-1-y
:r!ij!p(. y) ( P\’y(t]. t2)
\ 6t e) t u.t2 r=o
y •/ .T-1-,)
z 1(’ 1)
=
njPy(ti. t2)
i.y. \dt1 Ût2
Comme 011 peUt obtelliï la fonction de probabilité p(.r, y) à partir de la fonction
génératrice des probabilités on peut aussi obtenir le moment conjoint d’ordre
(r. s) noté /4, = E[XÏYSI, s’il existe. à partir de la fonction génératrice des
moments.
Définition L1.2. Lorsque l’espérance E[exp(I1X+t2Y)] e.riste pour (t1,t2) dans
le rectanqle —hi t < h et —h2 t2 < /22 oft h1 et h7 sont des ‘nombres réels
positfs ta fonction génératrice ries moments dit co’upte de variables aléatoires
(X, Y) est définie par Aix y(ti. t2) = E[exp(tiX + 2y)1
De cette définition. 011 obtient
Mxy(ti. t2) = exp(tx + t2y)p(x. y).
En écrivant la formule précédente sous forme cïnne série tic puissance tic on
obtient
M y(tl,t2)
=
(1.1.1)
où %8 est le coefficient. de dans le développement en série
tic Mxy(ti,t2) et
est obtenu à partir de la dérivée mixte de Mxy(t1, t2),
ar+s
= E[XTY5]
= (rMx,y (t1, t2))
=2
Si elle existe, la fonction génératrice des moments de (X, Y) peut être obtenue à
partir de la fonction génératrice des probabilités
lb!c,y(ti, t2) = Px,y (exp(ti), exp(t2)).
9Q Définition 1.1.3. Lorsque Ïu fonction fjénérutrice des moments ciist. ta fonction
/T? é,yiti7ce des fuiflUl07]ts est cléfiii i( pc?
—
In (Ivy(I).to)) =
(r) tfl.D) -
OÙ krs est apjieié te cîim’tlant cl ordre (î. s)
Définition 1.1.4. Si etÏe existe. la fonction. génératrice des -moments factorzcis
du couple fie variables aléatoires (X. Y) est définie par
Gxy(t1,t2) Pxy(ti + li2 + 1)
Z Z (1.1.2)
où Py(t1. t9) est la fonction génératrice des probabilités du couple de variabtes
aléatoires (X. Y) et P[rJ est appelé le moment factoreÏ d ordre (r. s) défini comme
Ir,sj = E[XlnlYi5l] avec XH X(X — Ï)(X — 2) (X — r + Ï).
Définition 1.1.5. Lorsque la fonction qénératrice des moments factoriels existe.
la fonction génératrice des cumulants factoriels du couple de variables aléatoires
(X, Y) est définie par
Hxy (t1. t0) in 0xj’ (t1. b)
= Z Z kfrs] (1.1.3)
(T:S) (0,0)
où Gxy(t1,t) est ta fonction génératrice des moments factoriels du couple de
variables aléatoires (X, Y) et ktrsj est appelé le cumulant factoriel dordre (r,s).
1.2. MODÈLES
Définition 1.2.1. Le couple (X, Y) de variables aléatoires suit une toi de Poisson
b,variée, s ‘il exzte des paramètres )‘i, 2 et tels que sa fonction génératrice des
probabilités Pxy(t;, t2) est donnée par
f,y(t1, t2) exp[1 (t1 — 1) + À2(t9 — 1) + À3(t1 — 1)(t9 — 1)].
avec t1,t2 E R et )i, -\2, /\3 des paramètres positifs.
4La fouet ion génératrice des probabilités P\y (t1 . t2) pour la loi de Poisson
bivariée peut être obtenue tic p]usieurs niuiivrts différent es comme le incint i-e te
qui suit.
L2J. Le modèle de Carnpbell (1934)
(‘e modèle est obteifli counne la limite de la loi binomiale bivariée i-1 partir de
la fonction génératrice des probabilités lorsque le paramètre n de cette loi tend
vers Finfini.
Soit P-y (t1. t9) la fonction génératrice des probabilités du couple de variables
aléatoires (X, Y) suivant une loi binomiale bivariée. Alors P(t1, t2) est égale à.
Px.y(Li, t9) [1 + p1+Q1 — 1) + pj(to — Ï) + p11(ti — 1)(t2 — 1)]”.
avec P+i = Zp(.T. 1). ]i+
=
y), Pu p(1. 1) et où À2 et À3 sont
des constantes positives ind
épendantes de n telles que Pi+ = . p-i-i et
.
On a
Px.v(tn t2) [1 + (t1 — 1) + (t2 1) + (ti 1)(t2
En faisant tendre n vers l’infini, on obtient
Px,y(ti, t9) exp[À;(t1 — 1) + À9(t2 1) + À3(t1 — 1)(t2 — Ï)),
qui est la fonction génératrice des probabilités d’une loi de Poisson bivariée.
1.2.2. La méthode de réduction trivariée
Soient l’V1,l1/2,l13 des variables aléatoires indépendantes de loi de Poisson
univariée de paramètre ., ‘2 et À3, respectivement. Soient X et Y deux variables
aléatoires telles que X=W1 + W3 et Y= W2 + W3, alors la fonction génératrice
5Q des probabilités du couple (le variables aléatoires (X. Y) est. définie par
J-xy(t1. 19) Ett]
—
E[t1+(24fl3]
—
L 4’1 4l2
—
L .j 19 0112)
iV l0 i3
= E[t1 JE[t9 ]E[(t1t9) ]. par iridependance des Il,
exp[y (t 1)1 exp[2(12 — Ï)] exp[3(tit2 — Ï)]
= exp[/\l(tI —1)+\9(t2—1)+3(t1t9—1)] (1.2.1)
qui peut s’écrire,
P(t1, t2) = exp[(t1 — 1) + /Y(t9 1) + 3(tJ — 1)(19 — i)]. (1.2.2)
avec /\ = 1 + et = ‘\2 + 3.
Cette dernière formule est pius appropriée pour dériver les prop
riétés de la loi de
Poisson bivariée.
1.2.3. Autre méthode
Soit (X, Y) un couple de variables aléatoires et soit N une variable aléatoire. Si
la loi conditionnelle du couple (X, Y), étant donné N n, suit une loi binomiale
hivariée, alors sa fonction génératrice des probabilités est
Y.YN(t1, t2 n) = (1 + p1(t — 1) + p+i(t2 — 1) + pii(ti — 1)(t2 — 1)1.
Si la variable aléatoire N suit une loi de Poisson univariée de paramè
tre À, la
distribution du couple de variable aléatoire (X, Y) a pour fonction génératrice
6(D des probabilités
P\y(tl. t2) [VY.V (t1. t n)p[A = n]
ri
= + pj(ti — 1) + pj (t2 — 1)p11 (t1 — 1)(t2 — 1 )]1p[ = n]
iiÀ
+ Pi+(ti — 1) + p1(t2 — l)pii (t1 — 1)(t9 1)]” —71
/\ + /\pl(ti — 1) + \p1(t2 1) + Pii (t1 — 1)(t2 1)]
exp(—/\), n.
nO
exp(—/\) exp(/\) exp/\p](tI — 1) + ‘\p+i (t2 — 1) + \p11 (t1 — 1)(t2 — 1)]
= exp[\l(t1—1)+2(t2—1)+/\3(tl—1)(t9—1)].
avec
=
‘\p, 2 ‘\p+i, /\3 = ‘P11.
1.3. PROPRIÉTÉS DE LA LOi DE PoissoN Bl\RlÉE
1.3.1. fonction de probabilité
La fouctioi génératrice des probabilités (1.2.1) peut sécrire sous la forme
d’une série
œ
xt1 ktktk
Pxy(tl.t9) exp[—(i +/\2+/\3)]Z__LZ_2Z 312
= exp
—
(y + 2 + 3)] )!(s_il!!tit2
Le coefficient de tt est
mrn(r.s)
p(r, s) = exp [— (i + + 3)] ( •)( —
En exprimant ) en terme de ,\* = ) + pour i = 1, 2, on a alors
rnn(r.s) \ S—i)i
p(r, s) exp [— ( + — 3)] / (r— i)!(s—i)!i!
Cette dernière expression est la fonction de probabilités obtenue par Holgate
(1964).
7L3.2. Distribution marginale
A partir de la fonction génératrice des probabilités de la loi de Poisson hivariée
(1.2.2). on obtient les fonctions génératrices des probabilités des lois iiiarginales
Py(t. 1) exp[(I — 1)] exp[(i\i + /\3)(t — 1)j.
= P\y(l. t) exp[À(t — 1)] = exp[(/\2 + ,\3)(t — Ï)].
X suit donc une loi de Poisson de paramètre ? + \3 et. Y suit une loi de Poisson
de paramètre 2 + /\3.
E(X) Var(X) \1 + )\:3 et
E(Y) Vor(Y) + /\3.
Théorème 1.3J. Une con dition nécessaire et suffisante ponr que tes varuzbie.s
aléatoires X et Y scncnt indépendantes est que Ïe paramètre )‘:3 soit égoÏ à Zéro.
Démonstration : Si ?‘.3 O alors de la fonction génératrice des probabilités
(1.2.2), on obtient
Pxy(t, t) = exp[(t — 1) + À(t — 1)].
= exp[À(t — 1)] exp[À(t — 1)]
= P(t)Py(t);
donc les variables aléatoires X et Y sont. indépendantes.
D’autre part, si
Px,y(t,t) Px(t)Py(t),
on a alors
exp[/\(t — 1) + (t — 1) + 3(t — 1)(t — 1)1 = exp[(t — 1)]exp[(t — 1)].
on obtient exp[\3(t — 1)(t — 1)] = 1 pour tout t, ce qui entraîne nécessairement
que \3 O.
$9 13.3. Distribution conditionnelle
Théorème 1.3.2. Sazt Py (t. t,) ta /onrtion qtnéïatrzec tics Ï)7otaÏÏ/t( (tu
(Q1IÏ)tf Jt. taiicibtt aléat rrrs (\. ). 7ltors Ïes fOilct7O flS q€néïatrtcc. tics
Ï)tlb/tltéS CoT?titt/o?illeÏÏes tIC la eUl2fthlC fitCatO?re } étant donné X r et de
F1001 tioiiïic lJ 5011f iespcctii’eîncnt
p(°) (o. t) p(D.y) (t. O)
P1i(t.r) P(To)(O, 1) Piy(tL) p(°.v)( O)
O (CC
ax + y
P1)(u.. n)
(
.
1jy(ti, t2))
ut1 ct2 t1 LtV
Démonstration Par chfinition.
Py(t:r) = py1x(y)tY
=
j,
Z j(i y)
—
___
___
___
-
On o
p(1°)(1 t2)
=
alors
p(xO (o, t) = p(x, $)tS
et
P°°(O,1) x!p(x,s),
donc
px,0 (O, t)
Px(tIx)
=
Similairement on montre que
p(°) (t, O)
Px1y(tjy)
9\ partir du I héoréme .3.2. flOUS obtenons la fonction génératrice conditionnel]e
dt la loi tic P)iSSOfl hivaïiec
ptoy (f. D)
P\yttIy) P(o(1. D)
t 2 + 3t
—
exp — ï)]
± /\3 f
qui est le produit de la fonction génératrice des probabilités de la loi de Poisson
univariée de paramètre /\y et de la fonction génératrice des probabilités de la loi
binonnale B(ij.
—-—).
On obtient. aussi
p(x.O) o t(f )
—
p(x.O) (O. Ï)
ti + 3fx
Xl) [/\2tt — 1)] \ + f
qui es le produit de la fonction génératrice des probabilités de la loi de Poisson
univariée de paramètre ‘\2 et de la fonction génératrice des probabilités de la loi
binomiale 3(i’. 5±\).
Corollaire 1.3.1. Les régressions de Y sur X et de X sur Y sont respectivement
P(’’)(o 1) P(’(ï O)
EYjX
= P(’•t)(o 1) et E[XIY = y] — p(ae)(l O)
Démonstration : Par définition,
E[YX = [Pyx(t})] L=1
—
3 [P”°)(O, t) 1
[p(xD)(, 1)]
P(T.l)(O, 1)
=
Siinilairement. on montre que
P(”)(i O)
E[X(Y = y]
10
\u11s obtenons a part if du corollaire 1.3.1 due les espérances conditionnelles tic
1 loi €le I ‘oison hivariér sont respectivement
E[H1 .T]
p(î.l)(0 Ï)
.0) (t). Ï)
=
À2 + T
+ À3
et
p(l.?J)(Ï t))
E[XIY ii] P(0o(1 0)
Àl++\lY.
Ces cieux espérances conditionnelles soilt. des fonctions linéaires en i et. y respec
t iveincut.
1.3.4. Relation de récurrence
Teichcr (Ï U51) donne les relat jolis de récurrence suivantes pour la fonction de
probabilité de la loi de Poisson bivariée
p(O. 0) exp[—(À1 + À9 + À3)],
p(T, t)) exp[— (À2 + À3)]p, (r) pour r> 0. s = 0.
p(O. s) exp[—(À1 + À3)]p2(s). pour r 0.s> 0 (1.3.1)
et
rp(r, s) = Àip(r Ï, s) + À3p(r — 1,s— 1) pour r > 0,5> 0,
sp(r, s) = À9p(r, s — 1) + À3p(r — 1, s 1) pour r > 0,s> 0, (1.3.2)
où p (r) et p9 (s) sont les fonctions de probabilité de la loi de Poisson univariée de
paramètre À1 et À2 au point r et s respectivement. Nous notons que les équations
de récurrence (1.3.2) sont linéaires clans tous les paramètres À1, À2 et À3 et. que
la probabilité p(r, s) est aussi une fonction linéaire des probabilités précédentes.
On peut écrire les probabilités p(r, s) dans le tableau 1.3.1. Les probabilités
se trouvant sur la première colonne et/ou sur la première ligne, dans le tableau
1.3.1, sont obtenues en fonction des paramètres , ‘\2 et À3 et à partir de la table
de la loi de Poisson univariée. Les probabilités p(r, s) pour r > 1 et s > 1 sont
11
G obt eniie fé(urSiVeIneflt a part r (les probabilités de la pie colonne et ou de
la prenlitic ligne (lalis et i ablc-’an.
TAu. J.3.Ï. Fonction de probahibt é de la loi de Poisson bivariée.
1.3.5. Moment factoriel
À partir de la fouet ion génératrice cÏes probabilités (Ï .2.2), on obtient la fonc
tion génératrice ries moments frictoriels la. loi de Poisson hivariée
‘XY(I t2) — y(ti + 1, t2 + 1). t1. 2
= exp[/\tl + /\2t2 + À3(t1t2)]
exp[(À1 + À3)t1 + (À2 + À3)t2 + À3(t1t2)]
( \ \ 1r— ( \ i \ 18—i Xi
—
\—_ \-__‘
A3) V’2 -t- A3J “31 r S
-
(r-i)!(s-i)! ji 2
Le moment. factoriel d’ordre (r, s) est le coefficient de dans l’expression
précédente, ce qui donne
avec
rnO(r,s)
= (T)()(À + À3)r (À2 + À3)i!À3’
mOi (r.s)
= (À1 + /\3)T (À2 + À3) (iT)(5)i’
4—
zi,
s
r t) 1 2 3 -1 5
O p(U.O) p(O, Ï) p(O. 2) p(O. 3) P(°• 1) p(O. .5)
1 p(1.O) p(l. 1) p(1.2) p(l.3) p(i.4) p(l.5)
2 j)(2. O) p(2. Ï) p(2. 2) p. 3) p(2. 1) p. 5)
2 P(3• t)) p(3. 1) p(3. 2) p, 3) p(3. 4) J). 5)
(À1 + À3)(À2 + À3)
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On ()htient
= (\ * )(à2 + /\:i)[1 + r]
= (+1)(/\2+/\:1+.
t’UO] + (‘t + .
À partir de (1.1.1) et (1.1.2) on o les égalités suivantes: /)1 J’[oJ]. tri.o
et = t’[Lu La covai’iance entre X et (‘St
Cov(X. Y) — tljjti
= t’[i.it /‘[I.ul[’[O.lj
= V’\i +/\3)(2+/\3)+/\:3J—(1 +3)(2+3)
= \3.
Le coefficient de corré1aton p est égal à
Cov(X,Y)
n (Var(X))(Var(Y))
{(\ + z\:i)(/\2 +
si /\3 > O. alors p> O.
1.3.6. Cumulant factoriel
La fonction génératrice des curnulants factoriels est donnée par
Hxy (t1, t2) = log[Gxy (t1, t2)]
= (‘\l + 3)t1 + (/\2 + 3)t2 + 3(t1t2),
pour t1, t2 E R. À partir de la fonction génératrice des curnulants factoriels écrite
sous forme de série (L1.3), on obtient les trois premiers cumulants factoriels
suivants
À1 + À3, A10,11 = À2 + À3 et K[i,11 = À3,
et tous les autres cumulants factoriels sont égaux à zéro.
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Q L1. QUELQUES DISTRIBUTIONS CONNEXES
Des clistrihiit ions reliées à la lui (le Poisson Livariée sont obtenues à partir
dt;pératioiis sur la fo]Ictioll tÏe l)rOl)abiÏil e.
1.4.1. Distribut 1011 (le la somme
Soit (X. Y) un couple de variables aJéat uires de loi de Poisson bivarjée. 011 a
vu que les distributions marginales sont
P\(t) exl)[ti + \:)(L 1)],
exp[(i\ + 3)(t — 1)].
En posant 11 12 t dans la fonction génératrice des probabilités suivante
= exp{1(Ij —1) + \2tt2 —1) + 3(t1t2 — 1)).
cela donne
P(t. t) E(tXIY) E(t)
exp[\1(t — 1) + 2(t — 1) + (tt 1)]
exp[(i\i + ‘\2)(t — 1) + /\3(t — 1)]
qui est la fonction génératrice des probabilités de la variable aléatoire Z X +Y.
On obtient
Pz(t) exp[(/\y + ,\2)(t — 1) + \3(t2 — 1)].
Kemp et Kemp (1965) montrent que la variable aléatoire Z suit une distribu
tion d’Hermite. Si )3 = O. alors les variables aléatoires X et Y sont indépendantes
et Z suit une loi de Poisson univariée de paramètre ,\ + 2•
1.4.2. Distribution composée
Kocherlakota (1988) considère une classe de distributions obtenues à partir
de la distribution de Poisson bivariée composée,
Px,y1s(tl,t2Is) = exp[s{1(t1 — 1) + 2(t2 — 1) + À3(t1t2 — 1)}], (1.4.1)
11
011 5 est une variable aléatoire quelconque (but la fonction génératrice des mo
illelits est (I) et lH l( >ii(t ion (1f (Itilsit é est Alois la fonction géntbat rice
(-les probal)ilt 5 flOu couidit ioiuuielle de (X. est
t2)
= 7
P(i. i2I)g(s)(Ïs: (1.1.2)
en substituant 1 équation (1.4.1) dans (1.4.2). on obi lent
Pyy(tj. /9)
f
exp[s{1 (t — 1) + \(/) — 1) * s(tJI2 — 1)}]gds
—
1) + 2(t2 1) + 3(tut2 — 1)1.
1.4.3. Distribution tronquée
La distribution troïiqiwe apparait en pratique quand certaines valeurs de la
variable aléatoire ne Pc vent être observées. Supposons quon a une distribution
i(r s) tronquée au point. (0. 0). (0. 1). (1. 0). alors la fonction de probabilité de la
clist ribut ion tronquée est donnée p
_____
p(r. s)___________
i (î. s)
—
— {p(. 0)
-
p(l. 0)
—
p(O. 1)}]
pour r = 0,1.2.3... et s = 0.1.2.3... mais pas pour le couple (r, s) égale à
(0, 0), (0. 1), (1,0).
Dans ce chapitre nous avons revu quelques caractéristiques et propriétés de
la loi de Poisson bivariée. Dans le chapitre suivant, nous considérons le problème
tl’estimation de ses paramètres par la méthode de distance quadratique mininale
et par quelques autres méthodes connues.
Chapitre 2
ESTIMATION DES PARAMÈTRES
Au chapitre 1. flOUS avons présenté la loi de Poisson hivariee et quelques—
unes de ses propriétés. Dans ce chapitre, nous passerons en revue la méthode
destimation des moments. la méthode de fréquence (0. 0) et la méthode de fré
quences panes et. impaires. Ensuite. nous verrons la méthode du maximum de
vraisemblance et eiïfln. nous prése11terol la méthode destimation do distance
cjuadraticiue mimimnale appliquée Èi la. loi de Poisson bivariée.
Soient (xi, yj) pour i = 1. 2. .... n. un échantillon de taille n de couples de va
riables aléatoires. Ces couples de variables aléatoires sont indépendants et iclen—
t.iquement distribués de loi de Poisson bivariée. On note par J la fréquence
observée du couple (r, s) pour r 0. 1. 2 u. et s = 0. 1. 2 avec
= n.
Aussi
>XiZZTfrs,
=
2.1. EsTIMATIoN PAR LA MÉTHODE DES MOMENTS
Le moment échantillonnai d’ordre (i,j) autour de (0,0) est dénoté et. est
défini par
= _ZZT3fr,s,
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ce qui donne m1 = . et iii =
Le ifloflWtit t’»cliant ilionnal central dordïe (n j) déiiot e esi déhiii pr
rn, (r .c)’(s
doïi loi) Ol)tifEI1t
mii = i )(s —
=
rs.fr.s- Y
Comme les distributions marginales de la loi de Poisson bivariée sont des dis
tributions de Poisson univariées tic paramètres et ). leur espérance respective
est E() et E(Y) À. On a montré clans le chapitre 1 que la covariance
entre X et est égale au paramètre /\3 > O.
L’estiniateur tics moments (Mi\I) du parailiétre 9 (\. . )) est =
où
= ï. = y et /\3 mil
sous les conta.intes > et >
Dans cette méthode, la covariance entre les cieux variables aléatoires X et Y a
été utilisée pour obtenir l’estimateur du paramètre )\3. Le choix de la covarianc
e
pour obtenir Ï’estimateur du paramètre )\3 n’est pas unique.
Dans la section suivante, on verra la méthode d’estimation de fréquence (O, O)
qui est une variante de la méthode des moments et clans laquelle une autre tech
nique est utilisée pour estimer le paramètre ,\3.
Kocherlakota et Kocherlakota (1992) obtiennent la matrice de variance-covariance
des estimateurs des moments
\* \A1 /\3
=
— ,\
n
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O En calculant le dét ermmant de j j. RocherÏakota et Rc)cllerlakot a (Ï 992) oh-
t j ei i ie i t
= 43 [(À\; — + À ± À3) — (ÀÀ 2À3)\]. (2.1.1)
2.2. EsTIMATION PAR LA MITHODE DE FRÉQUENCE (0.0)
Dans cet te méthode. la fréquence des observations (O. O) combinée avec les itio
ments des distributions marginales sont utilisés peur obtemur les estimai cors des
paramètres. Soit O (À. À. :3) l’est.imateur du paramètre O = (À. . À3) par
la méthode de fréquence (O. O) (1IfiV). La méthode «estimation des cieux para
mètres À et est identique â celle de la méthode des moments. La probabilité
en (O. O), p(O. O). est estimée par Jj0/n. et comme
p(O. O) exp[—(À + À2 + À:3)]
exp[—(À + À, À3)].
Festimateur du paramètre À3 est obtenu en utilisant la formule suivant e
ln(joo/n)
=
-(À + À
-
On tire de cette formule lestimateur de +3
ln(fo/n.) + + À,
sous les contraintes À > À3 et À > À3. Donc. l’estimateur du paramètre O =
(À, À, À3) obtenu par la méthode de fréquence (O, O) est (, À. ) où
ï. À = et À3 ln(foo/n) ± ï + .
Kocherlakota et Kocherlakota (1992) obtiennent la matrice de variance-covariance
des estimateurs de la méthode de fréquence (O, O)
À3 —À6
À —À6
77 —
—À 6(1
—
6)
où 6 = exp[—(À + À — À3)]. Ils obtiennent aussi le déterminant de cette matrice
= [(ÀÀ - À)(exp(À + À - À3) -1) - ÀÀ(À + À - 2À3)] (2.2.1)
1$
2.3. EsT1Nl1\T1oN PAR LA MÉTHODE DES FRÉQUENCES PAIRES ET
I f I PAl R E S
La inétiiotte dt:s fréquences paires et impaires (M EPI ) a (‘t é appliqnét è la
c1istïibution rie Poissoil bivariée par Loukas. Remp et Papageorgiou (1986). Dans
Farticle de Papageorgion et Loukas (1988). cette méthode a été modifiée par
I utilisation de la fonction génératrice des probabilités conditionnelles. Dans un
premier temps. on présente la méthode utilisée par Loukas. IKemp et Papageorgion
(1986) et clans un deuxième temps, on verra la méthode utilisée rai’ Papageorgiou
et Loukas (198$).
2.3.1. MFPI de Loukas, Kernp et Papageorgiou (1986)
Soit la fonction génératrice des probabilités
Px.Y(tJ, t2) exp[(tj — 1) + \(t2 — 1) ± (t1 — ï)(b — 1)].
La niéthocle des observations paires et impaires consiste è déterminer la valeur de
Px.(’. 1) + Px.y(—’ —1) Ï + exp[—2( + — 2i\s)Ï
— 2[ZZP(2r,2s) + ZZP(2r + 1.2.s + 1)].
En remplaçant les probabilités p(2r, 2s) et p(2r+ 1. 2s + 1) par leur fréquence
relative observée et en utilisant les est.ima.teurs des moments de et /\ qui sont
ï et respectivement, on obtient l’estimateur du paramètre /\3 donné par
À3 + + log[2A/n —
où A
= Zs f2T,2s±Zr Z f2T+1,2S+1, la somme des fréquences échantillonnaies
des (xi. y) = (2v, 2s) et des yj) (2v + 1, 2s + 1). ceci en supposant. cille
2A/n> 1.
Le déterminant de la matrice de variance-covariance des estimateurs obtenus
par la MFPI de Loukas, Kemp et Papageorgiou (1986) est
IfPI = [(12 —)(exp4(,\i +2) — i) +4(21À23) (2.3.1)
-À
-
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Q 2.3.2. MFPI conditionnelle de Papageorgiou et Loukas (]9$8)
Pajgeogioii (‘t Loukas (1 988) ont utilisé la lonction génératrice (les probabi
lit es conditionnelles suivante pour est i ner le paramètre .
Soi t
xiv (t I y) et P1 (t
les fonctions génératrices des probabilités conditionnelles qui s’écrivent.
P1y(t y) = exp[(\ - 1\3)(t - i)1{2
+ \3(t -1) y
Pyix(t I r) = exp[(\ —
+ 3(t — 1) y
En posant y = O et ensuit.e t = 1 et t —1 dans Py (t) on obtient
Pxiy(i O) + Px(1 O) = 1 + exp[—2( —
= z: 2p(O. 2s)
Z0p(o. s)
1 z:0 2p(O. 2s)
(‘ ) — — In ( s)
En remplaçant les probabilités p(O. 2s) et p(O, 2s + 1) par leur fréquence relative
observée et les paramètres ) et ) par leurs estimateurs des moments qui sont .‘
et respectivement, on obtient l’estimateur de en fonction de donné par
1 /2A N
z\3=+lnAB _1)
où A Z5 Jo,25 et B 5 10,25+1 sont les sommes des fréquences échantillonnales
des yj) = (0, 2s) et des (xi, yj) = (0, 2s + 1) respectivement, et on suppose que
2A
A+B
De la même manière, on peut obtenir l’estimateur de /\t3, en fonction de ,
1 / 2A’ N
/\3X+lll(B, _1)
avec A’ Zr f2T,0 et B’ = Z f2r+l,0 les sommes des fréquences échantillonnales
des (xi, yj) = (2v, 0) et des (xi, yj) = (2r+ 1,0) respectivement, et on suppose que
2A’ >
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0 2.4. ESTIMATIoN PAR LA MÉTHODE DU MAXIMUM DE
V RA I S E M B L A N CE
Lestimateur du maximum de vraisemblance (Ei\1V) du paramètre O (À. ). )
est le paramètre O (. , 3) qui maximise la fonction de vraisemblance L(O).
En écrivant, la probabilité conjointe p(x. y) en terme des paramètres . et ,.
on obtient
mzn(Ts) T—i )*
,\ 5—ii
p(r, s) exp [— ( + — 3)] L ‘‘ •j)!(s_j)!j! . (2..i)
La formule de récurrence (1.3.2) devient.
rp(r, s) (À — 3)p(r — l,s) + 3p(r — 1,s— 1),
sp(r, s) ( — 3)p(r, s — 1) + 3p(r — 1,s — 1).
En exprimant les dérivées partielles de la probabilité (2.4.1) par rapport à. ?, )
et. )3 respectivement, Holgate (1964) obtient
8
s) p(T 1, s) — p(r, s),
s) = p(r, s — 1) — p(T, s),
p(r,s) = p(r,s) —p(r— 1,s) —p(r,s— 1) —p(r — 1,s— 1).
En utilisant, la relation de récurrence dans les dérivées partielles de la fonction de
vraisemblance, Holgate (1964) obtient le système d’équations suivant
_
_
_
_
_
_
_
_
- 0
_
__
_
— ,. ,.
—1 = O et (2.4.2)
2”3) 23)
3
+ —11+ .. +
— )3) (\ — )3) L () — )3) —
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cïfi
=
__
__
r?
= ZZ.tr.S ()
1)
Du système déc1uations (2.42). on obtient les estimateurs des cieux premiers
paramètres À = ï, . = ) qui sont les rnênies que les estimateurs obtenus par
la méthode des moments. En substituant la valeur de ï clans la prémière
équation du système «équations (2.1.2), on obtient.
=1
ï — /\3
qui a pour solution R = 1.
Pour lest imateur du paramètre , ou a la formule
1 . j- 1 d p(r—1.s—i) a
/\3 n
fr.s [.J.5)31( — 1. s 1)
—
p2(r. ) 3( s)
—
p(r — 2. s — 1) p(r — 1.s — 2)
—
fr8 . —
___
___
_ _
_ _
__
p-(r, s) p(r, s)
—
1, — 1)p(r — 1. s)
+
p(r — 2. s — 2)
p2(rs) p(r,s)
—1,s— 1)p(r s — 1) — p2(r — 1.5 1)
p2(r, s) p2(r, s)
Comme = 1, alors eu utilisant la relation de récurrence et en résolvant
itérativement la formule O, on obtient l’estimateur À3 de À3. On pose
=
__
_
et. soient.
(5 À[1 — )(r
—
1)1,
(À1 + À2) + [ÀÀ — À](r — 1) et
= [ÀÀ - À][(r -1) - (À1 + À2)].
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La matrice clinformation peut être écrite comme
—\ i
-\i .\2
fl i_
.)‘2—ôi
_li
I’\3 1)’3 t5.
.b.\2 id
avec = — ‘\ et — /\3.
La matrice de variance-covariance des estimateurs est ïinverse de la matrice
«information. Kocherlakot a e IKocherlakota (1992) obtiennent. la matrice de
variance-covariance des estimateurs du ma.xinnim (le vraisemblance stuvante
\t \
‘i “3
A3
.
_
_
\ \*
—
+ :3(’\1 + )[À(r — 1) —
Le déterminant (le cette matrice est donné par
r 12 (2.4.3)
n t)
2.5. EsTIMATIoN PAR LA MÉTHODE DE DISTANCE QUADRATIQUE
MINIMALE
Soient (.r. y) pour i 1. 2..... n. un échantillon de couples de variables
aléatoires indépendants et identiquement distribués de la loi de Poisson bivariée.
La probabilité p(X = r, Y s) est dénotée par p(r. s) iour r 0. 1, 2 u. et
s = 0, 1, 2 v où n. et o sont des constantes positives fixées.
Les relations de récurrence (1.3.1) et (1.3.2) donnent
p(O,O) = exp—[(i + 2 + 3)]
p(r, 0)
= () p(r — 1, 0), pour r > 0,s = 0,
p(O, s)
= () p(O, s — 1), pour r 0,5 > 0;
et
p(T,S) = ()tr_ 1s)+ ()tr — 1,s— 1) pour r> 0,s> 0,
p(r, s)
= () p(r, s — 1) + () p(r — 1,s — 1) pour r> 0,s> 0.
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O Nous posons p(— Ï. s) = O et p(r. —1) 0 Polir 7’. s > O et nous divisons les
(X r. Y = s) en deux groupes. Le prennes groupe contient I écliant ilion des
(X = r. s) pour iequeis r > s et le deuxième groupe colit lent Ïéiiaiïtilloii
des (X = r. Y = s) pour lequels r < .s dénoté par (X = Ï:. Y 1) avec h < 1.
Nous utilisons les deux relations de récurrence suivantes
P(r.s)=()J)(r_1.s)+()P(r_Ls_1) pour r>s
et.
p(k.fl= ()(k.i_1)+ ()P(h:_1.t_1) pour k<Ï.
Soient le vecteur X et la matrice Y tels que
o P(0.O)/1 O
o p(o.i)/2 O
o p(0.2)/3 O
o j)(0. r — 1)/r O
p(O, 0)/1 O O
O p(LO)/l p(O,O)/i
X((+p(v+l)_i)x3 = ... ... ... (2.5.1)
o p(Lu — 1)/u p(0,v — 1)/v
pQu—1,0)/u O O
p(’u — 1, 1)/n O p(n — 1, O)/u
o p(n,v—1)/v p(sr—1,v—1)/v
et
Y((u+i)(v+i)l)xl = (p(0, l),p(O, 2), . . . ,p(O, u), p(Ï, 0), p(Ï, 1), . . . , p(1, u)...
,p(u, O),p(u, 1),. . . ,p(u, u))’,
21
c On n
Y — 19 avec Û — N3).
Nous est huons les probabilités p( r, s) par leur estimateur du niaximum (le vrai
semblance fr/’. où les .fr. sont les fréquences observées des couples
(X r. Y s). Nous savons que les frs suivent mie loi binomiale (n pQ. s))
cl ou
E(rs) E(Jrs/Ti) p(r. s).
VU7(p) p(r. s) (1 — p(r. s)) /n (2.5.2)
et
COV(j5rq.j3t’) = —p(r. s)p(r’ .s’)/n.
i°’ (r. s) (r. s’).
Nous proposons le modèle de régression linéaire en u, ‘2, 3 suivant
Pr—i,s + Pr—i.s—i + C POliT T > S,
k.1
(2)
c.t-i + () ke-ui-i + kl pour k < L (2.5.3)
Les dr. et c sont les erreurs aléatoires associées Jr. et ]5k( respectivement.
Puisque les f suivent une loi hinomiale(i p(r, s)), on obtient à partir des
écluations (2.5.2) et (2.5.3) les propositions suivantes. Pour les démonstrations.
voir l’annexe A.
Proposition 2.5.1. Les erreurs e,., et Eki sont teÏÏes que
E(r.s) = D et E(ek,l) = O,
Var(er,s) = (trs + ()2tr — 1,s) +
(À)2(
—
1,s —
Var(ekt) = +
()2
1) + ()2(k 11i)).
Proposition 2.5.2. Les covariances entre terreur e et les erreurs Cr’Si avec
r’ < r — 2 ou r’ r + 2 ou s’ < s — 2 ou s’ > s + 2 sont égates à zéro.
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Proposition 2.5.3. Les oî’urmui ces entre I ‘erreur et les crieurs e’ i’ til’CC
// < Ï 2 ou Ï > 11 ± 2 011 / < Ï — 2 07/ Ï > Ï ± 2 soiit (]OÏC5 () (in.
Proposition 2.5.4. Les coiaianccs entre I cireur c pou r > .s cl Ïc t rrruis
er’’
pour r > 01CC)’ 7’— 1.r.r + I et s 5—1 .5 + Ï SOTIt leurs f]IIC
I t—/\
Conter5. r_i.s_i) p(r — 1. s — 1).
C:ov( 6rs, €r_l.s) () p(r — 1, s),
C07’(Er. ri+i)
Cou(e,
€
T.5-l) = () () p(r — 1,s — 1),
1 (iN t’3N
Cov(e3, r+j) =
—
p(r — 1. s),
Cov(crs, e4,S_I)
ï t -\i N
Covte,5. e+,5) =
—
p(r, s),
ï
__
Cov(e, e+,5+) =
—
r + 1)
p(r, s).
Notons que les 4 dernières covariances peuvent être obtenues des 4 premières
par changement d’indices.
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Proposition 2.5.5. Les covoriunces entre terrenr i pour t < 1 et Ïes erreurs
pONt À < Ï (17cc À — À — L t. P + I «t Ï’ — I — Ï. Ï. Ï + J SOI)! ! ÏÏt. qu
1 /—\
—( ‘ )p(—1.Ï—1).
T) \ 1
I 7\’ 7/\3\
C’o?’(Ekl. ei.,) —
—
— ii — 1).
T?. Ï Ï
Cov(ei, C/iii) = O.
Co7(.1. «e.i-i) () p(k. Ï — 1).
Cov(eh.,. «k 1+’) = () p(À, t),
Cov(eii. e+i.I_i) = O.
Cov(eej. e+i.i) = () () p(k. Ï — 1).
Cov(i. ee÷i.1÷) p(À. 1).
Notons que les 1 dernières covariances peuvent étre obtenues des 1 premières
par changement d’indices.
Proposition 2.5.6. Les covarmnces entre terreur «T.T] et «r—1r—1; «r—1r’ «rr et
ta, coeuraice entre Perreur T et e- sont tettes que
=
() pr — 1.r — 1) +
i) () p(r — 1.r — 2),
1 /\N /‘\2\
COV(Er.r_i, «r_i,r) Ç) Çzz) p(r — 1, r — 1),
1 /i t,\3N 1 t—2N
COV(Cr_i, «rT)
— Ç—) Ç—) p(r — 1, r — 1) + — Ç—) p(r, r — 1),
16 i
r+ i]
_)P(rr —1).
Nous adoptons la forme matricielle suivante
= %+ E, (2.5.4)
où les vecteurs , O, et la matrice 2 sont définis comme suit
(u+1)(v+fl—I)x1 = (fO,l’ fo,2, , fo,v, fi,o, fi,i,.. , fi,v.. . (2.5.5)
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Q — (O1•O.2 O.v1OL1 -
-
. uO- H.1 -
9= (1,2.À3).
O fo.o/1 O
t) fo.i/2 O
O f/3 t)
O fo/v O
.t.o/Ï O O
O fi.o/1 J/1
= ... ... ... (2.5.6)
O f1,_1/v fo.vi/v
f11_.o/t O O
f_1,1/u O f_1,o/u
O f_1/v f1,_1/v
Ona
et E() = X8 où = Var(S).
Le modèle (2.5.4) est linéaire en ses paramètres et l’espérance du vecteur des
erreurs est nulle. La matrice de variance-covariance des erreurs est obtenue
à partir des expressions des variances et des cova.riances des erreurs dans les
propositions 2.5.1, 2.5.2, 2.5.3, 2.5.4, 2.5.5 et 2.5.6, ce qui amène à la définition
suivante.
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Définition 2.5.1. L (Stirfl0tciLi de (listailce quocÏratz que 77i.’/fllfll ciÏe (EDQiI) du
S
S
,
V
_‘çV.
1—
])1iiiIil)( In O (À
.
À. z\3) est = (À u À- À:1) (JUI fi? iii]ii??.SC Ï .TJ)iCS.S luit Z Z.
Z = Y — XO.
Pour Cst iluer les i)ara1t rus. II suf-fit. de minimiser Fexpression
= ( 9)’{Zo]1( - 19).
par rapport O. Le O qui minimise l5expression précédente est la. valeur égale à
= (‘[Zj-I1 ({ZO]1) (2.5.7)
= (z[z*r1[*rl?)
avec Z = riZ11, qui nest. pas un estimatei.ir clans le sens usuel, car la matrice
de variance-covariarice Z est fonction du paramètre inconnu O (À1. À2. À:i)’.
Pour évaluer O. nous utilisons un a]gorithme des moindre carrés pondérés itérés.
analogue à celui proposé par Huard (1995) poru la famille (a,h) de Panjer (1981).
ALGORITHl\IE
Étape 1 Initialiser l’indice i à 1. Poser Z égale à la matrice identité dans
1 équation (2.5.7). d’où l’on obtient un premier estimateur O (le 9.
Eta.pe 2 : Évaluer la matrice de variance-covariance Z en utilisant la valeur
de O égale à O.
Étape 3 : Évaluer Oj en remplaçant. Z9 par Z dans l’équation (2.5.7),
= (X’[Z] X)’(X’[Z11Y). Retourner à l’étape 2 juscfuà ce que
et 9 + soient. approximativement égaux.
On obtient. une suite de valeurs estimées du paramètre {6, 2, 83, .5 j et une
suite de matrices de variance-covariance {Z, Z2, O3’’’ .}. Pour chaque valeur
estimée du paramètre 8 lui correspond la matrice de variance-covariance Zè.
Huard (1995) a montré ciue la suite des valeurs {} converge numériquement vers
le paramètre O et que la suite des matrices {Zè.} converge numériquement vers
la matrice de \rariance-covariance Z9.
Luong et Doray (2002) ont montré que l’estimateur obtenu par la méthode de
distance quaciratique minimale est asymptotiquement efficace pour certaines lois
de probabilité.
29
Lnong et Carrido (1993) ont aussi montré que lest.imateiir du paramètre O.
sud aviiiptot iç1UeIllunt nue lui noruuialt-
(O. (‘[r’1).
avec
La variance généralisée de l’estimateur de distance quadratique minimale
est le clétermuuiant de la matrice de variance-covariance donnée i)ar
IZEDQMI Dét(2’[Z]’), (2.5.8)
avec (X’[Z]X)1. une matrice (3 x 3).
Chapitre 3
EFFICACITÉ DES ESTIMATEURS ET
EXEMPLE NUMÉRIQUE
Au chapitre 2. nous avons présenté les différentes méthodes d’estimation des
paramètres de la loi de Poisson bivariée. qui sont la méthode des moments. la nié—
tiiode de fréquence (O. O). la uiétlioclt’ de fréquences paires et. impaires. la méthode
du maximum de vraisemblance et la méthode de distance quadratique miniimale.
Dans ce chapitre. nous calculerons Fefiicacité de ces estimateurs par rapport à
l’est imat mir du maximum de vraisemblance, nous présenterons tin exemple nu
mérique porir illustrer les méthodes cl’estiniation présentées ati chapitre 2 et. enfin
nous discuterons de ces méthodes.
3.1. EFFIcAcITÉ DES ESTIMATEURS
La performance des estimateurs est évaluée en terme du rapport de la variance
généralisée de l’estimateur du maximum de vraisemblance sur la variance généra
lisée de l’estimateur à l’étude. La variance géiïéralisée de l’estimateur est définie
comme le déterminant. de la matrice de variance-covariance des estimateurs. Le
tableau 3.1.1 contient. les valeurs des paramètres À, et. À3 pour la loi de Pois
son bivariée pour lesquelles l’efficacité des méthodes d’estimation des paramètres
pa.r la méthode des moments, la méthode de fréquence (O, O), la méthode de fré
quences paires et impaires et la méthode de distance quadratique mimirnale est
étudiée. IKocherlakota et Kocherlakota (1992) ont étudié l’efficacité de ces estima
teurs pour la méthode des moments, la méthode de fréquence (O, O) et la méthode
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O de irécjiieiices paires et impaires. en utilisant les même valeurs des paralilètres
et 4. que t:eflts tians le tdeaii 3.1.1. Pt,iir li lapymrt Ïes ParalIIètres R
Rocherlakai a et RoHierlakut n (1992) unI ét tidié des valeurs entre O et 1
Tr\B. 3.1.] . Valeurs tivs parainÎ ces 4. 4 et 4 pou le calcul deftcacité.
Valeurs du paramètre 4
0.05 0.005 t).0i 0.0Ï5 0.02 C).025 0.0% 0.035 0.04 0.04.5
0.1t) 0.0Ï 0.02 0,03 0.04 0.05 0.06 0.07 0.08 0.09
0.50 0.05 0.10 0.15 0.20 0.25 0.30 0,35 0.40 0,45
1,00 0.10 0,20 0.30 0.40 0.50 0.60 0.70 0.80 0.90
2.00 0.20 0.-10 0.60 0.80 1.00 1.20 1.40 1.60 1.80
3.00 0.30 0.60 0.90 1.20 1.50 1.80 2.10 240 2.70
1.00 0.40 0.80 1.20 1.60 2.00 2,40 2.80 3.20 3,60
5.00 (1.50 1(10 1.50 2.00 2.50 3.00 3.50 4.00 4.50
R À/4 0.1 0.2 0.3 0.4 0.5 0.6 0,7 0.8 0.9
Pour calculer les tableaux cl’efficacit.é ci-après, pour chaque méthode desti
mation et porir chaque valeur des paraniètres. on a évalué la variance généralisée
de Festimateur du maximum de vraisemblance sur la variance généralisée de cet
estimateur. Les variances généralisées des estimateurs obtenus par la méthode du
maximuni de vraisemblance, la méthode des moments. la méthode de fréquence
(0, 0), la méthode de fréquences paires et impaires sont calculées, respectivement,
à partir des formules (2.1.1), (2.2.1), (2.3.1). (2.4.3).
Pour les valeurs des paramètres 2, 43 utilisées pour calculer les variances
généralisées, les probabilités p(r, s) pour r 0, 1, 2,.. . , 7 et s > 7 ou r > 7 et
s = 0, 1, 2,.. . , 7 ou r > 7 et s > 7 sont très petites; on a donc tronqué le tableau
(1.3.1) des probabiltés à part.ir de la ligne et de la colonne. On obtient
le tableau (3.1.2) des erreurs à partir duquel on tire le vecteur des erreurs
63x1 (O,1, 0.2, . . , f0,7, ti,0, i.i, . . . , €1, , f7,0, f71, . . .
où
Zo = Var() = nZ
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est une matrice carrée de dimension 63 > 63.
TAB. 3.1.2.
par ftr..
Erreur associée â l’estimation dc la probabilité p(r. s)
rs 0 1 2 3 4 5 6 7
O qo. 6(0.1) (0.2 6(0.3) (0.3) (0.5) 6(0.6) 6(0.7)
I 6(1.0) 6(1.1) (1.2; ((33) (1..)) 6(1.5) (1.6) (i.7)
2 6(2.0) 6(2,1) (2.2) (2.3) 6(2..)) 6(2.5) (2.6) (2.7)
3 6(3.0) (a.1) (3.2) 6(3.3) 6(3.3) 6(3.5) (3.6) 6(3,7)
4 E(4.Ø 6(4.1) F(4.3) E(4..fl 63.5) (3,6) 6(43)
5 (5.O) 6(5.1) E(&2) 6(5.3) 6(5..)) 6(5.5) (5.6) 6(5.7)
6 (6.0) 6(6.fl (6.2) 6(6.3) 6(6.4) co.M 6(6.6) 6(6.7)
6(7.0 6(7.1) 6(72) 6(7.3) 6(7.4) 6(7.5) (7.6) 6(7.7)
Les variances généralisées pour 1estimateur de distance qu&fratique minimale
sont calculées à partir de la formule (2.5.8) avec E; une matrice carrée (63 x 63),
dans ce cas. L’efficacité obtenue pour l’EDQM est en fait une borne inférieure
de la vraie efficacité. De ce fait, le tableau 3.1.6 d’efficacité de l’EDQM donne
la borne inférieure des vraies efficacités. En effet, avec une matrice de variance
covariance de dimension supérieure à celle de la dimension de la matrice E; qui
est de (63 x 63), pour chaque •tleur fixée de 9= (À. À, À3) dans le tableau 3.1.1,
on obtiendrait une efficacité supérieure ou égale à celle obtenue dans le tableau
3.1.6.
3.1.1. Efficacité de l’estimateur des moments
Dans le tableau 3.1.3, se trouve l’efficacité des estimateurs obtenus par la
méthode des moments par rapport aux estimateurs obtenus par la méthode du
maximum de vraisemblance. Ce tableau nous montre que pour les valeurs de R
égales à 0,1 et 0,2, l’estimation par la méthode des moments produit des estima
teurs dont l’efficacité est au moins égale à 92% et 80% respectivement. Pour R
inférieur à 0,5 et la valeur des paramètres À = À égale à 0,05 et 0,10, on obtient
une efficacité de 73% et plus. Cette efficacité tombe à 40% et moins pour À
Q
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T.-\B. 3.1 .3. Efficacité dc Fesi huai ciii tics incluent s.
R —
“fi = ‘2 0.1 0.2 0.3 (Li 0.5 0.6 0.7 0.0J3
0.0.5 t).94 0.90 t).86 0.8.3 t).78 0.73 0.65 0.53 0.35
0.10 0.92 0.85 (3.80 0.73 0.66 0.58 0.-i!) 0.37 0.21
t).50 0.93 0.80 0.66 t).53 0.-It) 0.30 0.20 0.12 t).05
1.00 0.91 0.82 0.67 0.51 0.37 0.24 0.15 0.08 0.03
2.00 0.95 0.8.3 0.68 0.51 0.36 0.23 0.13 0.06 0.02
3.00 0.95 0.84 0.68 0.52 0.36 0.22 0.13 t).05 t).02
4.0(3 0.96 0.81 0.69 0.52 0.36 0.23 t).12 0.05 0.01
.5.00 0.96 0.84 0.69 0.52 0.36 0.23 0.Ï2 0.05 0.01
T..u. :3.1.4. Efficacité dc I estimai eur de lréqtience (t). 0.
R =
,\r ,\ 0.1 0.2 0.3 0.1 0.5 (3.6 0.7 0.8 0.9
0.05 0.71 0.77 0.79 (3.80 0.80 0.80 0.77 0.72 0.61
0.10 0.61 0.66 0.6$ 0.6$ 0.6$ 0.66 0.63 0.57 t).14
0,50 0.40 0,42 0.41 0.39 0.36 0.32 0.27 0.20 0.13
1,00 0.26 0.2$ 0.2$ 0.27 0.24 0.20 0.16 0.08 0.06
2,00 0,10 0,11 0,12 0.12 0,12 0,10 0,0$ 0,05 0.02
3,00 0,03 0.04 0.01 0.05 0.05 0.05 0.04 0,03 0,02
4,00 0.01 0,01 0.01 0,02 0.02 0.02 0,02 0,01 0,00
5,00 0,00 0,00 0.00 0.01 0,01 0,01 0,01 0.01 0.00
0,5 et R > 0,5. L’efflcacit.é diminue lorsque la valeur de R augmente pour une
valeur de ,\ fixée.
3.L2. Efficacité de l’estimateur de la méthode de fréquence (0.0).
Dans le tableau 3.1.4, se t.rouve l’efficacité des estimat.eurs obtenus par la
méthode de fréquence (0, 0) par rapport. aux estimateurs obtenus par la méthode
du maximum de vraisemblance. Ce tableau nous montre que pour les valeurs de
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TAB. 3. 1 .5. Efficacité de la méthode des fréquences paires et un
paires (le Loiikas. Reinp et Papageorpinu (198C).
) \ I\,
—
= \4 0.1 0.2 0.3 0.4 0.5 0.6 0.7
t) .93
t). 86
0.45
0.16
t) .01
t). 00
0.00
0.00
0.95
0. 9t)
C). .55
0.26
t). 04
0.00
0.00
0.00
t).96
t).93
0.67
0.4
t).10
0.02
0. Ot)
0.00
0.8 t).9
0.98 t).99
0.96 t).98
t).7$ 0.89
0.59 0.79
0.28 0.59
0.11 tE-12
t).tH t).26
0.01 0.18
T\B. 3.1.6. Efficacité (le l’estimat.eur de distance quaciratique minimale.
—
-
) = ) 0,1 t).2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.05 1,00 1.00 1,00 1.00 1.00 1.00 1,00 i.Ot) lOt)
0.10 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
0.50 1,00 1.00 i.Ot) 1,00 1,00 1.00 1.00 1.00 1.00
1,00 1,00 1.00 1,00 1,00 1,00 1.00 1,00 1,00 1,00
2.00 0.92 0,93 0,91 0,94 0,94 0.95 0,95 0.96 0.96
3,00 0,60 0,63 0,65 0,67 0,69 0,71 0,74 0.76 0,78
4,00 0,24 0.26 0,28 0,31 0,34 0,37 0,41 0,45 0,50
5,00 0.05 0,07 0,08 0,10 0.11 0,13 0,16 0.20 0.24
R égales à 0,3; 0,4; 0,5; 0,6 et. pour la valeur des paramètres À égale à
0,05, l’estimation par la méthode de fréquence (0, 0) produit des estimateurs avec
une efficacité de 79% et plus. Cette efficacité tombe à moins de 30% lorsque la
valeur de À est supérieure ou égale à 1. L’efficacité diminue lorsque la valeur de
= augmente pour une valeur de R fixée.
o
0.05
0.10
0.50
1.00
2,00
3.00
4.00
5,00
0.71
0.5$
0,13
0.01
0. OC)
0.00
0.00
0.00
0.81
C) .69
C).2t)
0,03
0.00
t). 00
0,00
0.00
0.87
0.76
0.27
0.05
O .00
0.00
0.00
0,00
0,90
t) .82
0.35
0,09
0,00
0.00
0.00
t) .00
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3.1.3. Efficacité de l’estimateur de la méthode des fréquences paires
et impaires
Dans le t ableau 3. 1.5. se trouve Ï efficacit é des est iïna t eurs ohr iws par la iné
thocÏe dest imation de fréquences paireS et uÏlpaires jiar rapport aii (‘5! iidW! eurs
obtenus par la. méthode du inaxiimim de vraisemblance. Ce t ablenii nons montre
que pour les valeurs de R supérit-’ures à 0.1 et pour la valeur des paranièrres
) égale à 0.05. Fefficacité des estiinateurs obtenus par la inét hofie fie fré
quence paires et impaires est plus de 80. On obtient. aussi une efficacité de plus
rie pour la valeur rie R supérieure à 0.3 et pour les valeurs des paramètres
= égales i 0.10. L’efficacité tombe à moins rie 50% lorsque la valeur rie à
est supérieure 01] égaie à 3. Lefficacité augmente lorsque la valeur rie I? augmente
porii une valeur de fixée et diminue lorsque la valeur rie . = À augmente
pour une valeur de R fixée.
3.1.4. Efficacité de l’estimateur de la méthode de distance quadra-
tique minimale
Dans le tableau 3.1.6, se trouve une borne inferieure à l’efficacité des estima
teurs obtenus par la méthode de rhstance quaciratique minimale par rapport aux
estirnateurs obtenus par la méthode du maximum rie vraisemblance. Ce tableau
nous montre que pour toutes les valeurs de R dans le tableau 3.1.1 et pour les
valeurs des paramètres . = . inférieures ou égales à 1,00, la méthode de dis
tance quadratique minimale produit des estimateurs qui ont la même efficacité
que les estimateurs du maximum de vraisemblance, car on obtient une efficacité
de 100%. On obtient aussi une efficacité de plus de 90% lorsque À /\ est égale
à 2,00 et pour toutes les valeurs de R. Cette efficacité tombe à moins de 51%
lorsque ) > 4,00. L’efficacité augmente lorsque R augmente pour une valeur de
fixée et diminue lorsque la valeur de = ) augmente pour une valeur de R
fixée.
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Q 3.2. DISCuSSION.
Les efficacités des estimateurs sont obtenues dans les tableaux :3.j.3 à 3.1.6.
Aucune des méthodes «estimation présentées au chapitre 2 ne produit «esti
mateur plus efficace que Festimateur obtenu par la méthode du uiaxinmm dc
vraisemblance pour toutes les valeurs des paramètres dans le tableau 3.1.1. Pour
voir lequel des est.imateurs performe mieux. nous sommes amenés à faire des
comparaisons entre les éléments similaires pour chaque tableau «efficacité.
Pour les valeurs des paramètres dans les deux premières colonnes du tableau
3.1.1, la méthode des moments donne une bonne efficacité. Pour les éléments (le
la première ligne et pour les valeurs de R égales à 0.3; 0.4: 0.5: 0.6. la méthode de
fréquence (0.0) donne aussi une bonne efficacité. Quelques éléments de la première
ligne, de la deuxième ligne et de la troisième ligne montrent une bonne efficacité
pour la méthode de fréquences paires et impaires. Pour totite les valeurs de R et
pour les valeurs des paramètres À = À inférieure ou égale à 1.00. la méthode de
distance quadratique minimale est efficace à 100%. Pour la valeur des paramètres
À; = À; égale à 2.00 et toute les valeurs de R. cette méthode donne mie efficacité
de plus de 90%.
Pour les valeurs des paramètres À = À inférieures ou égales à 2,00 et pour
toutes les valeurs de R, la méthode de distance quadratique minimale perfonne
mieux que les 3 autres méthodes.
Pour les valeurs des paramètres À; = À; supérieures ou égales à 3.00, et les
valeurs de R égales à 0,1; 0,2, la méthode des moments donne une efficacité de
plus de 80%, la méthode de fréquence (0,0) donne une efficacité de moins de 5%,
la méthode de fréquences paires et impaires donne une efficacité qui est proche de
0%, la méthode de distance quadratique mimimale donne une efficacité variant
entre 5% et 63%. Dans ce cas, la méthode des moments fait mieux que les 3 autres
méthodes.
Pour les valeurs des paramètres À; = À; supérieure ou égale à 3,00 et les
valeurs de R supérieures ou égales à 0,30, la méthode des moments donne une
efficacité maximum de 69%, la méthode de fréquence (0,0) donne une efficacité
maximum de 5%, la méthode de fréquences paires et impaires donne une efficacité
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variant entre 0 et 12v. avec la majorité des valeurs proche de 02 et la inéthotle
(1f distance (-juaclratlqll( miinimale donne une efficacité variani entre et
Dans f-e cas. la niét hode des moments lait mieux tjiw les t rois autres methodes
pour la valeur de I? égaie 5 0.3 et la valeur des paramètres à à supérieure
ou égale à 3.00 et pour la valeur de R égale à 0,4 et les valeurs ries paramètres
= à égales à. 1.00 5.00. La méthode de distance cjuaclratique minimale fait
mieux que les trois autres mét hocles pour les valeur de R sul)érieures ou égales
à 0.1 et la valeur des paramètres ) égale 5 3,00 et pour les valeurs de R
égales à 0.7: 0.8: 0,9 et la valeur des paramètres ) ,\ égale à 4.00: 5.00.
La méthode rie distance quacÏratique minimale se comporte comme la nié—
t hocle du maximum rie vraisemblance en t erme cl efhcacit é pour les valeurs (les
paramètres clans les qtiat.res premières ligne du tableau 3.1.1. Pour la majorité ries
éléments de ce tableau, cette méthode performe mieux que les autres méthode
s.
Elle est suivie par la méthode des moments qui fait mieux que la méthode des
fréquences paires et impaires qui fait mieux à son tour que la méthode de fré
dluellce (0. 0). Dans le tableau 3.2.1 se trouvent les estimateurs nui performent le
mieux pour les valeurs des paramètres jrécéclentes.
TAn. 3.2.1. Estimateurs les plus performent
R
) = ) 0.1 0,2 0,3 0,4 0,5 0,6 0,7 0.8 0.9
0,05 DQ1VI DQM DQM DQM DQM DQM DQIvI DQM DQI\’I
0,10 DQM DQIvI DQM DQM DQIvI DQIvI DQIvI DQIvI DQM
0,50 DQIVI DQIVI DQIVI DQIVI DQM DQI\’I DQ1vI DQI\i DQI\’i
1,00 DQM DQM DQM DQIvI DQM DQM DQM DQIvI DQM
2,00 MM DQrvI DQM DQM DQIvI DQM DQM DQM DQM
3,00 MI\1 IVI lvi MM DQ M D QM DQM D QM DQM D QM
4,00 MM MM MM MM MM DQM DQM DQM DQM
5,00 MM MM MM MM MM MM DQIvI DQM DQM
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0 3.3. ExEiP NUMÉRIQUE
3.3.1. Valeurs simulées des variables aléatoires de loi de Poisson
bi variée
La loi de Poisson bivariée peut étre simulée en utilisant la méthode de réduc-
t ion trivariée comme suit. Soient 11 . li et Il trois variables aléatoires indé—
pendantes tic loi de Poisson univariée de paramètres ). \2 et ,\ respectivement.
Soient les variables aléatoires X et Y définies comme
X = ll + lT.
Y = U + TUS:
alors le couple de variables aléatoires (X, Y) est tic loi de Poisson bivariée tic
paramètres À et. avec = + /\3 et +
Le tableau 3.3.1 contient 100 valeurs simulées de variables aléatoires tic loi de
Poisson bivariée de paramètres =1,5. =1.0 et /\3 =t).5 (obtenu par IKocher
lakota et IKocherla.kota (1992)). en utilisant la méthode de réduction triva.riéc.
TÀB. 3.3.1. Valeurs simulées tic la loi de Poisson bivariée.
Y
X 0 1 2 3 4 5 6 Total
0 13 4 3 1 0 0 0 21
1 12 16 3 2 1 0 0 34
2 5 16 8 0 1 0 0 30
3 2 3 1 1 1 0 1 9
4 0 3 2 1 0 0 0 6
Totat 32 42 17 5 3 0 1 100
3.3.2. Estimation des paramètres
Voici les valeurs des paramètres obtenues par les diverses méthodes cl’estima
tion. Basé sur les valeurs des éléments du tableau 3.3.1 ci-dessus, Kocherlakota
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et lKocherla]mta (1992) obtiennent les valeurs estimées suivantes
1.-15 ponT À
et
= 1.09 pour À.
Ceci. pour la méthode des moments. la méthode de fréquence (0. t)). la. méthode
de fréquences paires et impaires et la méthode du maximum de vraisemblance,
car les quatre méthodes destimation produisent le même estimateur po’ /\ et
respectivement.. Pour l’estimation du paramètre \3. ils obtiennent les valeurs
estimées ci-dessous
0.3995 pour la méthode des moments.
0.199$ pour la méthode de fréquence (0.0).
0.6386 pour la. méthode de fréquences paires et impaires.
0.465$ pour la méthode du maxiinuni de vraisemblance.
3.3.3. Estimation des paramètres par la méthode de distance
quadraticue minimale.
Le tableau 3.3.1 nous donne un échantillon de 100 valeurs simulées de la loi
de Poisson bivariée de paramètres ,\ =1,5, .) =1, 0 et =0,5. À partir des
fréquences observées, on obtient les vecteurs Y et X définis par les équations
(2.5.5) et (2.5.6) respectivement..
Avec le logiciel MATHEMATICA, pour commencer l’algorithme de minimi
sation de la distance quadratique, on pose la matrice de variance-covariance E8
égale à la matrice carré identit.é d’ordre 34 noté I3 dans l’équation (2.5.7); on
obtient le premier estimateur de notre paramètre,
(‘)-‘(%‘)
(12,3) = (0,9181, 0,3391, 0,7800),
ce qui donne, (À1,),\3) = (1,6981, 1,1191, 0,7800).
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Q Ensuite on va1ue la matrice de variance-covariante t1a; l’expression
(X’[Z0]’X) (X’{] - ]) De l’équation (2.5.7) on Ol)ti(nt un (lelixiènif (SI inla
teni.
=
(z1. . ) (0.9972. 0.5691. 0.5989).
ce qm donne. (. ) (1.5961. 1.1680. 0.5989).
On répète la nième procédure jusqu’à la convergence de ces trois paramètres.
On obtient la convergence de ces trois paramètres de la loi de Poisson à la sixième
itération.
95
(\i. À9 3) = (0.9901. 0.5561. 0.5353).
ce qui donne. (. À. (1,5254. 1,0917. 0,5353).
Donc la convergence à 4 décimales est obtenue après 6 itérations pour les 3 para
mètres.
On obtient la matrice de variance-covariance estimée des estirnateurs (. . 3)
0.0155 t),0085 -0.0081
0.0085 0,0131 -0.0083
-0,0081 -0,0083 0,0139
À remarquer qu’avec la matrice de variairce-covariance égale à la matrice
identité L34 utilisée pour démarrer l’algorithme, on a obtenu des estimateurs qui
sont proches des vraies valeurs des paramètres. Donc, on peut utiliser la matrice
identité i à la place de la matrice de variance-covariance g dans la formule
(2.5.7) pour estimer rapidement les paramètres.
3.4. CoNcLusioN
Comme on vient de le voir, la méthode d’estimation de distance quadratique
minimale est facile à mettre en oeuvre. Pour la moitié des valeurs des paramètres
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dans le tal)leau 3.1.1. cet te méthode produit des estimateiirs qui sont 1OO ef—
heaces. Pour la uiia joruté fies valeurs des paramètres dans le t ableau 3.1 1 ut te
méthode fait inifi1X qile la mét liode des monieiïts. la Inét hocle de fréquence (O. O)
et la méthode de fréquences paires et impaires. Quant è la méthode d’estimation
de distance quadratiqne minimale, la convergence de I ‘algorithme est obtenue
avec une bonne précision après seulement quelques itérations.
Chapitre 4
TESTS D’AJUSTEMENT
Au chapitre 1. nous avons présenté la loi de Poisson bivariée et. ses propriétés.
Au chapitre 2. nous avons passé en revue les différentes méthodes d’estimation
tics paramètres qui sont la méthode des moments, la méthode de fréquence (O. O),
la méthode tic fréquences paires et impaires. la méthode du maximum fie vrai
semblance et la. méthode de dist ance quadratique mimimale. Au chapitre 3. nous
avons calculé Fefficacité de ces estimateurs et nous avons présenté un exemple
numérique illustrant les différent es méthodes ci est imat ion. Dans ce chapitre nous
passerons en revue quelques test.s d’ajustement appliqués ti la loi de Poisson bi-
variée, ensuite nous parlerons du test du x2 obtenu par la méthode de distance
cuaclrat.ique minimale et enfin nous conclurons ce mémoire.
4.1. INDRODUCTION
Nous voulons tester avec un certain niveau de confiance 1 — OE si un échan
tillon de couples de variables aléatoires y), i = 1, 2,. . , n provient d’une loi
de Poisson hivariée. Plusieurs tests sont proposés pour choisir entre l’hypothèse
H0 le couple (X, Y) provient d’une loi de Poisson bivariée contre l’hypothèse
alternative H1 H $ le couple (X, Y) ne provient pas d’une loi de Poisson
bivariée.
Dans un premier temps, nous verrons les t.ests proposés par Kocherlakota et.
Kocherlakota (1992), qui sont le test du z2 traditionnel dont. la statistique est
dénotée par
2 le test de Crockett (1979) dont la statistique est dénotée par T
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et le test tl’intlice de dispersion développé par Loukas et Kemp (1986) dont la
si at iSt 1(111e est dénotee P1 Iv -
Dans iiii second temps. nous présent erons le test dii
2 i)l)flU l” la inét bock’
de distance quadratique minimale et dont la statistique est dénotée par Y.
1.2. TEST DU TRADITIONNEL.
Cii veut tester H0 p(r. s) = p°(r. s) avec j O. Ï. 2..... u.s = 0. 1.2 y.
En se basant sur le test du r2 traditionnel pour la loi de Poisson bivariée
minfr.s) \Ti5_i \i
pCr. s) exp[—j + ‘\2 + /\3)] Z
j =0
la statistique
[fT.5
r s
rp( s)
suit approximativement une loi x2 avec vi’ — 4 degrés de liberté. On rejette l’hv
pothèse H13 le couple (X, Y) provient d’une loi de Poisson bivariée. au niveau
significatif’ o’. si
2
où est le quantile d’ordre 1 — ci d’une loi khi-deux avec vi’ — 4 d
egrés
de liberté.
Avec cette méthode. on est confronté au problème de fréquences espérées trop
petites qu’il faut combiner avec d’autres fréquences d’observation pour avoir
tonte
les fréquences d’observations f supérieures ou égales à. 5: cependant., si la taille
de l’échantillon est grande, quelques f5 peuvent êtres égales à 1. Les deux tests
suivants n’ont pas ce problème.
4.3. TEsT DE CR0cKETT.
Ce test est une extension à la loi de Poisson bivariée du test de dispersion
de la loi de Poisson univariée. Crockett (1979) utilise la propriété que l’espérance
d’une loi de Poisson univariée est égale à sa variance. Pour ce te
st, la statistique
T
—
—
2(22—m11)
11
où Zr = — ï et Z,1 m07 — . suit approximativement, une loi
2 avec 2
degrés de liberté. On rejet t e 1 ‘hvpot hése H9 : le couple (X. ) provient (1 une loi
de Poisson hvariée. au niveau significatif ct. si
T>
où est le ciuantile cFordre 1 — n’ «une loi khi-deux avec 2 degrés de liberté.
1.1. TEST D’INDICE DE DISPERSION.
Le test d’indice de dispersion a été développé par Loukas et. Kemp (1986)
comme une extension du test de dispersion univarié. Leur objectif est de tester
lhvpothése nulle H9 le couple de variables aléatoires (X. Y) provient dtme loi
de Poisson bivariée contre Phypothèse alternative H1 = H. La statistique du test
n(2m0 — 27n + 2777)
15
--
9
—
suit. approximativement une loi X2 avec 2n. — 3 degrés de liberté. On rejette l’lw
pot lièse H0 le couple (X. Y) provient. d’une loi de Poisson bivariée. au niveau
significatif o. si
1 > X2n—3l—Q
où x ,—31Q est le quantile d’ordre 1 — n d’une loi khi-deux avec 2n — 3
degrés
de liberté.
Loukas et Kemp (1986) ont montré que le test d’indice de dispersion est plus
puissant que le test du r2 traditionnel et le test de Crockett.
4.5. TEST DU X2 OBTENU PAR LA MDQM.
Nous voulons tester si un échantillon de couples de variables aléatoires (xi, y)
pour i 1,2,. . . ,n provient d’une loi de Poisson bivariée de paramètre 9
,
.)13) . Nous allons considérer deux cas
—
le paramètre 9 a une valeur connue O
—
le paramètre O n’est pas connu est doit être estimé à partir des données.
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Q P otu ol)ten ir la distribution asymptotique de la st istique utilisée clans le test -
nous nu iliseroits le théorème suivant prou\é clans Maure (1977). lit ilisé par Luong
et Thonipson (1987). Huard (1995) et 1-laziza (1997).
Théorème 4.5.1. Soit vu vecteicr de dtmcnsio’r,. p qui suit une loi \(O. Z) ct
C nia inotiice dcfzuiît; seirn-postttue de d?.Tfleils?Ori J) X ]2. Si ZC est une matrice
idcinpotcnte (but la tiuce est éqole à k. alors la Jhrme quadratuïuc’ Y’C suit
une loi 2 arec k dcqrés de liberté. Si ta matrice C est remplacée par C urne
mati tee co?rvergen.tc (iii probabikté vers C, la forme quadratique Y’CY suit une
loi cisujmtotique 2 avec k degrés de liberté.
4.5J. Tester H0 : =
Pour tester si l’échantillon provient d’une loi de Poisson bivariée de paramètre
(.. ). ,\). où les 3 composantes ont une valeur spécifiée. nous utilisons la
distance (Juadratiqile des erreurs suivante
d(f0f0) (—XO0)’[Zo01’(X90) (1.5.1)
= n( — X6o)’{Z0r1( — X90).
où Z est une matrice carrée (k x k) avec k = (u + 1)(v + 1) — 1. et X sont
définis par les équations (255) et (2.5.1) respectivement. On n
E ((Y — X8o)) = o et
Var (tï — X&0))
= nZ00
Z*
—
80
Sous l’hypothèse nulle H0, — X00) suit une loi asymtotiquement normale
N(O. Z) avec Z[Z0]—1 = ‘k, une matrice idempotente dont la trace est égale à
k. On peut utiliser le théorème 45.1. La distance d(F, F00) converge en loi vers
une loi x- où k trace(Ik). De plus, puisque les grandes valeurs de la distance
ct(F, F00) nous indiquent que F00 et F sont loin l’une de l’autre, on rejette
l’hypothèse H0 au niveau significatif cv si d(F, F80) > où est le
quantile d’ordre 1 — cv d’une loi khi-deux avec k degrés de liberté. Pour calculer
16
(E la statistique du test on Pt’11t utiliser Festimateur conveTgent X la pïace de X.
Ou obtient alors la st at istique du test
= tÏ(,, ) = — ]‘(Y — o).
qui suit asvmptotiquement une loi avec k (u 1) (y + 1) — 1 degrés de liberté.
4.5.2. Tester H0 t O a une valeur non spécifiée.
Si la valeur du paramètre O de la loi de Poisson bivariée n’est pas spécifiée.
011 devra «abord lestirner par la méthode de c-listance quaciratique minimale de
la section (2. 1). On remplace O par Festiinateur de DQilf clans Fexpression de
la distance quadratique (4.5.1) et on obtient
(Ï(F Fé) ( - X)’[]’( - X9)
= n( X)’[Z] - XO),
où une matrice carrée (k X k) avec k (u + 1) (u + 1) — 1. Sous Fhvpot hèse
nulle I-1g. j7(Y — XO) suit une loi asymtotiquement normale N(O, Z) avec
z; = nvar ( — x)
nVor ( X(X’[z]1X)1(X’{]1))
= nVar ([I -
= nVar (i — x(x’[z]_1X)_1(x’[z]_1)) *
x (i —
et donc
(i - x(X’[z]’x)1(X’[z]’))
(i -
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Q On peut vérifier que Z[] est une matrice iclempot ent e dont la trace est
tr (Z]) i (j - X(X{Z.]’X)’(X’[Z]’))
= ï — (xx’z v)1(‘]‘))
= -
((x’[;]-1x)1 (‘ [Z.]X))
= Ï. —
= k—3.
puisque pour deux matrices A et B où AB est une matrice carrée. on a tr(AB)
1’(BÀ). On peut utiliser le théoréme 4.5.1. La distance d(F,, F) converge en
loi vers une variable aléatoire dont la loi est on rejette l’hypothèse H0 au
niveau signiicatif dl si d(E, > 3]_fl OÙ X31Q est le quantile d’ordre
I — o dune loi khi-deux avec k — 3 degrés rie liberté. Pour calculer la statistique
du t est on peut utiliser lestimateur convergent X à la place de X. On obtient
la statistique du test
(i(FT - -
qui est asvmptotiqnement. de loi avec k — 3 (n + 1) (e + 1) — 4 degrés de
liberté.
4.6. RÉSULTATS
Pour chaque test présenté précédemment, on arrive à la conclusion que les
données du tableau 3.3.1 s’alustent à la loi de Poisson bivariée. Cependant, à
cause des fréciuences nulles observées clans le tableau 3.3.1, on a tronqué le tableau
3.3.1 à partir de la cinquième coIome pour éliminer quelques fréquences nulles
observées pour ensuite calculer la statistique du test de khi-deux de MDQM. On
obtient un nouveau tableau sans la colonne pour la variable aléatoire Y 5 et
Y 6 à partir duquel la statistique Y2 du test de MDQM nous mène au non-rejet
de l’hypothèse nulle H0.
Les résultats de tous ces tests au niveau significatif de 5% sont résumés dans
le tableau 4.6.1.
18
f.\R. 4.6. Ï Tests distemeut.
Si ai 151 1(1ie \bleiir liberté Valeur-p
11J56 iÏ 0.3976
T 2.12 2 0.3469
‘B 191.96 197 0.5276
2Ï 0.4677
4.7. CoNcLusioN.
Au chapitre 2. nous a\OflS vii la sinplicité avec laquelle on peut mettre en
oeuvre la méthode de distance quacÏratique minimale. Au chapitre 3 on a vu
queil terme cïeflicacité. généralement la méthode «estimation de distance qua—
drat)que minimale fait mieux que les trois autres méthodes qui sont la méthode
(les moments. la méthode de fréquence (0. 0) et la méthode de fréquences paires et
impaires. La méthode dc distance quaclratique minimale a la même efficacité que
la méthode du maximum de vraiseniblance pour certaines valeurs des paramètres.
Pour la méthode de distance quadratique minimale, la procédure employée pour
estimer les paramètres nous permet «obtenir la statistique du x2 pour le test
«ajustement. Cependant. on doit parfois faire des ajustements par troncation
pour éliminer quelques fréquences observées nulles pour ensuite calculer la statis
tique du test.. Enfin, le résultat du test dhvpothèse obtenu par la MDQM après
troncation nous mène à la même conclusion que les autres tests cités ci-dessus.
o
ANNEXE A
DÉMONSTRATION DES PROPOSITIONS.
Comme p. = /,./n et que ]es frxiuvent une loi binomiale (,r. p(r s)), en utili
sant. les expressions (2.5.2) et les relatious (2.5.3). nous arrivons aux résultats qui
suivent.
Démonstration de la proposition 2.5.1
Pour r> s. on a ]ir.s = ()r_i.s + ()Jr_1._J + alors
E(6r) = E (ir.s
—
(*) Jri.s — ()15r_i.s_i)
= p(r,s)— p(r—1,s)— — p(r—1,s—1)
= O par les relations (1.3.2).
Var(r,s) V ar Pr.s — Pr—i.s
—
J3r—1.s1
=
Var(9) + () 2
+ ()2var(k1._i.3_i)
( tÀN
—26ev Pr-i,s
—2Cov () Pr_J.s_1)
+2Cov ((t) () r_1.s_1)
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—
])(Ï..s)) + ()2p(r 1.s)(Ï — p(r — ïs))
1
+ ( - 1..ç I)((i — — 1 — f))
n r 7
2 //\J\
I I p(ï•. s)p(r — I. .)
T? J
2 /\
I — I P( .)i)(r — f. s — Ï)
n\jJ
2 / t/\
I I Ip(i1.s)p(r—1.s_1)
n r ) \ r j
_
1 ï t/\1 î /\
— —(r.s)+——) (r—1.s)+——-) p(r—1.s—1)
- (vtr.s_ () p(r - i.s) p(r - 1,s
ï))2
= ((rs) + (i)J(.ï - 1.s) + ()Ptr_ 1.s- ï)).
i les relations (1.3.2).
Pour h < 1. la preuve est similaire.
Démonstration de la proposition 2.5.2
Pour r > s. on a :
= () I5ri.s + () ]5risi +
Pour L.’’ = on est. clans le cas r’ r + 2 et s’ s + 2. on a
t’\1N.
COV(€r.s, fT2,5+2) = COV Pr,s
—
Pr—i.s
— ) Pr—i.s—i,r r
Pr+2.s+2
— + 2) Pr+1.s+2 — r + 2) Pr+i,s+1
COL’ Prs,Pr+2+2
— + 2)
Pr+1.s+2
— + 2) Pr+is+i
COC’ Pr—1.s,
T
tl
__
Pr+2,s+2 T+2)P12 — r+2)PT+18+1
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0 _‘(Ïr-i.
— () P+i> — () pr.l1)
=
— 1.s) (p(r + 2.3 + 2)
or
t /\j t /\3
— r+ 2)
p(r * Ls + 2)— 2) p(t+ 1.s + Ï)
— i.s 1) (»r + 2. s + 2)
— (72)’’ 1.s+
2)— (r+2)t
1.s + Ï))
De manière similaire on montre que les covariances entre Ferreur e. et les erreurs
avec r’ < r — 2 ou r’ > r + 2 ou s’ < s — 2 ou s’ > s + 2 sont égales à zéro.
La preuve est similaire pour la proposition 2.5.3
Démonstration de la proposition 2.5.4
Pour r > s, on a. r,s ()k_,5 + ()y5r_i,s_i + alors
L
COV(Ers, Er—i,s—) Pr,s
—
) Pr—i.s — ) Pr—i.s—i,T T
t1 t3
?T—1,s—1 — L ) Pr—2,s—1 — t J Pr—2s—2\T—1) r—1j
= COV(prs, Pr—i,s—i)
— — 1) COV(Prs, Pr—2,s—1)
—
r — 1) COV(r,s, Pr—2,s—2)
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o () (O(J5_
+ () ( — Pr2-1)
t/\ t
+ j) j—tï) coz’(pr..pr_2_2)
—
COV(J5r_J_J i5r—i.si)
/ /\J t\3N
+
— i) ) crntp_i.3_i 1)r2..9—J)
t :3 Nt\N
+ ) CO’(Pr_i, 1 J3r22)
—1p(r. s)p(r — 1,s— 1)
I / /\} \
+-
+1 () p(i, s)p(i — 2. s — 2)
4 () p(r -1. s)p(ï -1. s -1)
_ () () 7)(r -1. s)p(r -2. s -1)
- c’)(
)(r_1s)P(r_2.s_2)
-1 ()Pr_1s_ 1)(1 -p(r- 1s- 1))
- (1) () p(r -1,s- i)p(r -2,s- 1)
1 () () p(r - 1,s- 1)p(r - 2,s -2)
= _1P(rs)(P(r_1s_ 1)- (1)Pr_2s_ 1)
O
_(ri)T_252))
+
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t /I N
—
—
) p(r — 2.. —1)
t N
1 t
——
t p(r — 1.s — 1) t 1 p(r — 1. s — 1)
n \ï)
t /1 N) p( 2. s 1)
t \. N
+ :)P(t—2.s_2)
I 7—A’
—
—(-p(r—1.s—Ï).
O )
Les autres formules de covariances clans la proposition 2.5.4 sont obtenues de
la même manière que la covariance obtenue ci—dessus.
Démonstration de la proposition 2.5.5
Pour k < t, on a () hi_ï + () ± alors
L t2N tA3N,
COV IPe.i
—
j) Pk.l— I — ï) Pc—ii—i,
-
_
_
_
_
—
t — i) Pk-i,l--2 —
t2
COV(pk.t,pk_1,i_1)
—
— ) cov(Pkt,pc_i.t_2)
—
t — ) COV(pkl.pk_91_2)
—
i) COV(pc,ji,pc_i,s_i)
t2N t À N
+ i) t
_) COV(]5ki-i,] k_il_2)
tN ï N
± ç-f) — ) COV(pk,ti,pk_2,/2)
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O
—
t
+ Ç (((]J1ï1.JJ1ij2)
+ () () (O?’(p]1_Ï.J)h_2/2)
——p(Ï. l)p(Ï — 1. t — 1)
4 G p(k. t)p(k — 1.1—2)
4 2J—2)
P(k.1- ï)p(J -1.t-1)
—
() (ï :i) p(k. / — l)p(Ï: — li — 2)
1 t\ t ,\
—4)
—
() j)(Ï— 1.ï — 1)(1 —p(L — 1.t —1))
—
(2i) (3)
i_ 1.1— 1)p(Ï— 1./—2)
4 (1À31) p(Ï— 1.1 — l)p(k— 1.1—2)
=
_()k_1/_1.
Les autres formules de covariances dans la proposition 2.5.5 sont obtenues de
la même manière que la covariance obtenue ci-dessus.
Les formules de covariances dans la proposition 2.5.6 se démontrent de la même
façon.
ANNEXE B
PROGRAMME DE CALCUL D’EFFICACITÉ DES
ESTIMATEURS.
######Ce programme est celui utilisé avec le logiciel MAT
HEMATICA
pour calculer l’efficacité des estimateurs de la loi de Po
isson
bivariée
ClearAll[m,ai ,bl ,a,b,c,f ,sig,sigmai ,r,s, i ,k,t,v,w]
al=5; bl=5; c=4.5;
f[r_,s_]=Exp[_(ai+bi-c)J*Sum[(((a1_c)(r_i))*
((b1-c)(s_i))c(i))*((r-i)!(s-i)!i),{i,O,Min[r,s]}];
kN[Sum[((f[r-1,s-1])2)/f[r,s] ,{r,1,50},{s,1,100}] ,5];
tN[_((a1-c)+(b1_c))+(((a1*b1)-c2)(k--1)),51;
###### f la variance généralisée selon la méthode du maximum d
es
vraisemblance, g selon la méthode des moments, h selon la mé
thode
de fréquence (0,0), 1 selon la méthode de fréquences paires et
impaires et y selon la méthode de distance quadratique minim
ale.
f=(((a1-c)*(b1-c))2)/(t);
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Q g=(((a1*b1)-(c2))((a1*b1)+(c2)+c)-(((a1+b1)-2c)(c2)));
li=(((a1*b1)-(c2))(Exp[a1+b1-c1-1)-(a1*b1)(a1+b1(2*c)));
1=( ((al*bl)-(c2))*
tExp[4*((ai-c)+(bl-c))J-1)+4((2*c*(al-c)*(bl-c))-
(a1*((b1-c)2D-((a1-c)2)*b1D/(16);
a=al-c; b=bi-c;
p[r,s]Exp[-(a+b+c)]*Sum[((a(r-i))(b(s-i))c(i))/
((r-i)! (s-i) !i!) ,{i,O,Min[r,s]}];
x={{O,p[O,O]/1,O},{O,p[O,1]/2,O},
{O,p[O,2]/3,O},{O,p[O,3]/4,O},{O,p[O,4]/5,O},
{O,p[O,5]/6,O},{O,p[O,6]/7,O},{p[O,O]/1,O,O},
{O,p[1,OJ/1,p[O,O]/l},{O,p[l,l]/2,p[O,l]/2},
{O,p[l,2]/3,p[O,21/3},{O,p[l,3]/4,p[O,31/4},
{O,p[l ,4]/5,p[O,41/5},{O,p[1,5]/6,p[O,5]/6},
{O,p[1,61/Z,p[O,6]/7},{ptl,O]/2,O,O},
{p[1,11/2,O,p[1,O]/2},{O,p[2,11/2,ptl,1]/2},
{O,p[2,2]/3,p[1,2]/3},{O,p[2,31/4,p[1,31/4},
{O,p[2,4]/5,p[l,4]/5},{O,p[2,5]/6,p[1,5]/6},
{O,pt2,61/7,p[1,61/7},{pt2,O]/3,O,O},
{p[2,ll/3,O,p[2,O]/3},{p[2,21/3,O,p[2,l]/3},
{O,p[3,2]/3,p[2,2]/3},{O,p[3,3]/4,p[2,3l/4},
{O,p[3,4]/5,p[2,4]/5},{O,p[3,5]/6,p[2,5]/6},
{O,p[3,61/7,p[2,6]/7},{p[3,O]/4,O,O},
{p[3, i]/4,O,p[3,O]/4},{p[3,2]/4,O,p[3, 1]/4},
{p[3,3]/4,O,p[3,2]/4},{O,p[4,3]/4,p[3,3]/4},
{O,p[4,4]/5,p[3,4]/5},{O,p[4,5]/6,p[3,5]/6},
{O,p[4,6]/7,p[3,6]/7},{p[4,O]/5,O,O},
{p[4,ll/5,O,p[4,O]/5},{p[4,2]/5,O,p[4,ll/5},
57
{p[4,3]/5,O,p[4,2]
{O,p[5,4]/5,p[4,41
{O,p[5,6]/7,p[4,6]
{p[5,ll/6,O,p[5,O]
{p[5,3]/6,0,p[5,21
{pt5,5]/6,O,p[5,4]
{O,p[6,6]/7,p[5,6]
{p[6, l]/7,O,p[6,OJ
{p[6,3]/7,O,p[6,21
{pt6,51/7,O,p[6,41
{O,p[7,6]/7,p[6,6]
sigma=
/5},{p[4,4]/5,O,p[4,3]
/5},{O,p[5,5]/6,p[4,5]
/7},{p[5,O]/6,O,O},
/6},{p[5,2]/6,O,p[5,i]
/6},{p[5,4]/6,0,p[5,3]
/6},{O,p[6,5]/6,p[5,5]
/7},{p[6,O]/7,O,0},
/7},{p[6,2]/7,O,pt6,1]
/7},{p[6,41/7,0,p[6,3]
/7},{p[6,6]/7,O,p[6,5]
/7}};
/5},
/61,
/61,
/61,
/6},
/71,
/7},
/7},
o
{{ptO,1]+((b/1)2)p[0,01 ,(-b/2)p[0,1] ,0,0,0,0,0,
(a/1) (b/1)p[0,0] , (b/1) (c/i)p[O,O] , (-c/2)ptO,1],
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
o,0,0,0,0,o,01,
{(-b/2)p[O,l] ,ptO,2]+((b/2)2)pt0,1],
(-b/3)p[0,21,O,O,0,O,O,O,(b/2)(c/2)ptO,11,
(-c/3)p[0,2] ,0,0,0,0,0,0,0,0,0, 0,0,0,0,0,0,0,0,
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
0,0,0,0,0,0,0,0,0,0,0,0},
{0, (-b/3)p[0,2] ,pt0,3]+((b/3)2)p[0,2],
(-b/4)p[0,31 ,0,0,0,0,0,0, (b/3) (c/3)pto,2]
(-c/4)pto,3] ,0,0,O,O,0,O,0,O,0,O,0,0,0,0,0,0,0,
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
0,0,0,0,O,0,0,0,0,0,0},
{0,0, (-b/4)p[0,3] ,p[0,4]+((b/4)2)p[0,3],
[‘IJd(/q-)’[Oto]d((I/D))÷[O’]d((I/q))÷[I’I]d
‘o’o’o’o’o’o’[o’o]d(/D)(/q)}
‘{O’O”O’O’O’O’O
tOtOrOrOtOtOcOcOtOcOcOrOcOtOtOrOcOrOtOCOtOCOCOrOCOtO
‘O’O’O’O’O’O’O’O’O’O’O’O’O’tO’I]d(/D-)’[O’T]d(/-)
‘o’o’o’o’o’o’[o’I]d(t/q-)+[o’o]d(I/D)/E)
‘to’o]d((T/))+[o’T]dtoto’o’o’o’o’[o’o]d(I/q)(/E)}
r{QcQcOrQrQtQrQrQcOrOrOrQ
tOcOrOcOcOcOtOtOcOtOtOcOcOcOtOrOrOtOrOzOtOcOOcOrO
rOtOrOrOcOtOcOrOcOtOcOt[9’o]d(/D)(L/q)‘o’o’o’o’o’o
‘Q’[9’oJd((/q))+[L’Q]d’[9’o]d(/q-)‘o’o’o’o’o}
‘{o’o’o’o’o’o
‘O’O’O’O’O’O’O’O’O’O’O’O’O‘OrO’OtOtOtO’O’OcO’O’O
‘O’Q’O’O’O’O’O’O’O’O’O’O’Q’Q‘O’O’O‘O’t9‘O]d(L/D-)
‘[‘o]d(9/D)(9/q)’o’o’o’o’o’o’[9’o]d(/q-)
‘[q’O]d((9/q))÷[9’O]d’[g’O]d(9/q-)’O’O’O’O}
‘{o’o’o’o’o’O’O’Q’Q’0’O
cOrOtOtOtOrOrOrOrOtOtOcOzOcOcOrOcOrOcOcOcOcOrO
‘O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’t’O]d(9/D)
‘[‘oJd(q/D)(9/q)’Q’Q’Q’Q’o’o’[s’o]d(9/q-)
‘{O’O’O’O’O’O’O’O’O’0’O’O’O
rOcOrOcOcOcOcOzOcOcOOrOrOOrOOcOcOcOrOrOcO
ooo’o’[‘Q]d(/o-)
‘o’o’o’o’o’o’[y’o]d(9/D)(9/q)’[9’O]d(9/D-)‘o’o’o’o}
‘{OO’O’O’O’O’O’O’O’O’O’O’O’O
‘[9’I]d(9/D-)’[‘IJd(/D)(/)‘o’o’o’o’o’o’[‘]d(9/q-)
[7”]d(9/q-)
‘o’o’o’o’o’o’[‘Q]d(/D)(9/q)’[I’o]d(9/D-)‘o’o’o}
‘{O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O
‘o’OO’o’o’o’û’o’O’O’o’o’o’o’O’O’O’O’O’[‘I]d(/D-)
[‘I]d(/q-)
‘{O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O
‘o’o’o’oro’o’o’o’o’o’o’o’o’o’o’o’o’o’o’ocororo’o’o’o’o
‘[%‘I]d(/D-)’[‘I]d(E/D)(E/q)‘o’o’o’o’o’o’[‘Jd(/q-)
[QJd((/D))+[’T]d((/q))+[E’T]d’[“]d(/q-)
‘{o’o’oco’o’oco
‘o’o’o’o’o’oco’ocorococo’o’oco’ococo’o’o’o’o’o’o’o’o
‘[t’O]d((/D))÷[T’T]d((/q))÷[’]d’[‘]d(/q-)
‘o’o’o’o’o’o’[I’oJd(/D)(/q)’[I’OJd(/D-)}
‘{oco’oco’o’ococo’o’o’oro’o’oco’o
co’oco’o’o’o’o’o’o’ococo’o’o’o’o’ocococo’o’o’o’o’o
Q
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Q (-b/6)pEl,51 ,p[1,6]+((b/6Y2)p[1,51+((c/6)2)pt0,51,
(-b/7)p[1,6],0,0,0,O,0,O,tb/6)(c/6)p[1,5],
(-c/Z)p[1 ,6] ,0,O,O,O,0,0,0,O,0,0,O,O,0,O,O,O,O,O,O,
O,O,0,o,o,O,O,O,O,O,0,O,0,0,O,O,O,0,O,O,O},
{O,0,O,O,0,(-c/7)p[0,6],(b/7)(c/7)p[O,6],O,0,0,0,0,0,
(-b/7)p[1,6] ,p[1,7]+((b/7)2)p[1,6]+((c/7)2)p[0,6],
0,0,0,0,0,0,0, (b/7)(c/7)p[1,6] ,0,0,0,0,0,0,0,0,0,0,0,
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
0,0,0},
{0,0,0,0,0,0,0,(—a/2)p[1,0],(a/2)(b/1)p[1,0],0,0,0,0,
0,0,p[2,0]+((a/2Y2)p[1,01,(a/2)(c/2)p[1,0],0,0,0,0,
0,0,(-a/3)p[2,0],(-c/3)p[2,0],0,0,0,0,0,0,0,0,0,0,0,
o,o,o,o,o,o,o,o,o,o,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0},
{0,0,0,0,0,0,0,(-c/2)p[1,0],
(-a/2)p[1,1]+(b/1)(c/2)p[1,0J,(a/2)(b/2)p[1,1],0,0,0,0,
0, (a/2) (c/2)p[l,O],
p[2,1]+((a/2)2)p[1,1]+((c/2)2)pt1,0],
(a/2)(c/2)p[1,11+(-b/2)p[2,1],0,0,0,0,0,0,
(-a/3)p[2,1],(-c/3)p[2,1],0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0},
{0,0,0,0,0,0,0,0, (-c/2)ptl, 1], (b/2) (c/2)p[1,1] ,0,0,0,0,0,
0, (-b/2)p[2,1J+(a/2) (c/2)p[l,1]
p[2,2]+((b/2)2)p[2,1]+((c/2)2)p[1,1] ,(—b/3)p[2,2] ,0,0,
0,0,0, (a/3) (b/2)p[2, 1], (-a/3)p[2,2]+(b/2) (c/3)p[2,1]
(-c/3)p[2,2] ,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0},
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Q {0,0,0,0,0,0,0,0,0,(-c/3)p[1,2],(b/3)(c/3)p[1,2],0,0,0,
0,0,O,(-b/3)p[2,2] ,p[2,3]+(tb/3)2)p[2,2]+t(c/3)2)p[1,2],
(-b/4)p[2,3i ,0,0,0,0,0, (a/3)(b/3)p[2,2] , (b/3)(c/3)p[2,2],
(-c/4)p[2,31 ,0,0,0,0 ,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
0,0,0,0,0,0,0,0,0,0 ,0,0,0},
{O,0,O,O,O,O,O,0,0,0,(-c/4)p[1,3],(b/4)(c/4)p[1,3],O,O,
0,0,0,0, (-b/4)p[2,3] ,p[2,4]+((b/4)2)p[2,3]+((c/4)2)p[1,3],
(-b/5)p[2,41,0,0,0,0,0,0,b/4)(c/4)p[2,31,(-c/5)p[2,4],0,0,
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
0,0,0},
{0,0,0,0,0,0,0,0,0,0,0,(-c/5)p[1,41,(b/5)(c/5)p[1,4],0,0,
0,0,0,0, (-b/5)p[2,4] ,p[2,5]+((b/5)2)p[2,4]+((c/5Y2)p[1,4],
(-b/6)p[2,5] ,0,0,0,0,0,0, (b/5) (c/5)pt2,4] , (-c/6)p[2,51 ,0,0,
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
{0,0,0,0,0,0,0,0,0,0,0,0,(—c/6)p[1,5],(b/6)(c/6)p[1,5],0,
0,0,0,0,0,0, (-b/6)p[2,5], p[2,6]+((b/6)2)p[2,5]+((c/6)2)p[1,5],
(-b/7)p[2,6] ,0,0,0,0,0,0, (b/6)(c/6)p[2,51 , (-c/7)p[2,6] ,0,
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0, 0,0},
{0,0,0,0,0,0,0,0,0,0,0,0,0, (-c/7)p[1,6] , (b/Z)(c/Z)p1,6J
0,0,0,0,0,0,
(-b/Z)p[2,6] ,p[2,7]+((b/7)2)p[2,6]+((c/7)2)p[1,6] ,0,0,
0,0,0,0,0, (b/Z) (c/7)pt2,6] ,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0, 0,0},
{0,0,0,0,0,0,0,0,0,0,0,0,0,0,0, (-a/3)pt2,0] ,0,0,0,0,0,0,0,
p[3,0]+((a/3)2)pt2,0],(a/3)(c/3)p[2,0],0,0,0,0,0,0,
cOcOOtOtOcO[‘]d(/D)(g/q)
[‘]d(q/D-)‘o’o’o’o’o’o’o’o’o’o’o’o’o’o’o’o’o’o’o}
‘{O’O’O’o’O’O’O’o’o’o’o‘O’O’O’O‘O’O’O’O’O‘O’O’O’O‘O’O
‘[E’EJd(/)(t7/q)’[‘]d(t7/q)(t7/)‘O’O’O’O
‘O’{]d(/q-)’
[‘]d(7/D)(/q)
[‘Jd(/D)‘O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O}
‘{O’O’O’O’O’O
‘o’o’o’o’o’o’o’o’o’o’o’o’o’o’o’o’O’o’o’o’O’[‘E1d(/D-)
‘O’O’O
‘o’o’[‘]d(/q-)’
‘[‘]d(/D-)‘O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O}
‘{O’O’O’O’O’O
‘O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’[‘]d(/D-)
tT’]d((E/D))+t1d((E/))+t’%]d’[T’Jd(2/D)(/)
‘o’o’o’o’o’
‘[T’]d(E/D-)’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O}
‘{O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O
‘O’O’O’O’O’O’O’O’O’O’O’[I’%]d(/D-)’tf’]d(/)
‘O’[I’]d(/D)(2/)’
[O’]d(E/D)(2/)‘o’o’o’o’o’[T
‘]d(/q)(/P)
‘[T‘](/-)‘[O’Jd(E/D-)‘O’O’O’O’O’O’O’O’O’O’O’O’O’O’O}
‘{O’O’O’O’O’O’O’o’O’O’O’O’O’o’O
‘O’O’O’O’O’O’o’O’O’o’O’O’o’o’O’[o’Jd(/D-)’[o’%Jd(/-)Q
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Q t-b/5)p[3,41 ,p[3,5]+((b/5)2)p[3,4]+((c/5)2)p[2,4J,
(-b/6)p[3,5],0,O,O,O,0,O,(b/5)(c/5)pt3,4],(-c/6)p[3,51,
o,o,o,o,o,o,o,o,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0},
{0,O,O,0,O,0,O,0,O,O,O,0,O,O,O,0,O,0,0,O, (-c/6)p[2,5],
(b/6)tc/6)p[2,5],O,O,0,0,0,O,
(-b/6)p[3,5] ,p[3,6J+((b/6)2)p[3,5J+((c/6)2)p[2,51,
(-b/7)p[3,61 ,0,0,0,0,0,0, (b/6)(c/6)p[3,5] , (-c/7)p[3,6],
0,o,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0},
{0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0, (-c/7)p[2,6],
(b/Z)(c/Z)p[2,6] ,0,0,0,0,0,0,
(-b/f)p[3,6] ,p[3,Z]+((b/7)2)p[3,6]+((c/7)2)p[2,6] ,0,0,
0,0,0,0,0, (b/7) (c/7)p[3,6] ,0,0,0, 0,0,0,0,0,0,0,0,0,0,0,
o,o,o,o,o,o,o,o,0,0},
{0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
(-a/4)p[3,01 ,0,0,0,0,0,0,0 ,p[4,O]+((a/4)2)p[3,Ol,
ta/4)(c/4)p[3,01,0,0,0,0,0,0,(-a/5)p[4,0],
(-c/5)p[4,01 ,0,0,0,0,0,0,0,0,0 ,0,0,0,0,0,0,0,0,0,0,0,
{0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
(-c/4)pt3,0],(-a/4)p[3,1],0,0,0,0,0,0,(a/4)(c/4)p[3,0J,
p[4,1]+((a/4)2)p[3,1]+((c/4)2)p[3,0] ,(a/4)(c/4)p[3,1]
0,0,0,0,0,0,(-a/5)p[4,1],(-c/5)p[4,1],0,0,0,0,0,0,0,0,
o,o,o,o,0,0,0,0,0,0,0,0,0},
{0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
(-c/4)p[3,1] , (-a/4)p[3,2] ,ta/4)(b/3)p[3,2] ,0,0,0,0,0,
(a/4) (c/4)p[3,1] ,p[4,2]+((a/4)2)p[3,2]+((c/4)2)p[3,1]
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Q (a/4) (c/4)pt3,21 ,0,0,0,0,0,0, (-a/5)p[4,2] , (-c/5)pt4,2],
O,O,0,O,O,O,0,O,O,0,O,O,O,0,0,O,O,0,0,O},
{0,O,0,0,O,O,0,0,0,0,0,0,0,0,0,0,O,O,O,0,0,O,0,0,O,
(-c/4)pt3,2] , (-a/4)p[3,3]+(b/3) (c/4)p[3,2],
(a/4)(b/4)p[3,31,0,O,O,0,0,(a/4)(c/4)p[3,21,
p[4,3]+((a/4)2)p[3,3]+((c/4)2)p[3,2],
(a/4)(c/4)p[3,31+(-b/4)p[4,31,O,O,0,O,O,O,(-a/5)p[4,3],
t-c/5)pt4,3],0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0},
{O,0,0,0,O,O,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
(-c/4)pt3,3],(b/4)(c/4)p[3,3],0,0,0,0,0,0,
(-b/4)p[4,3]+(a/4) (c/4)p[3,3],
p[4,4]+((b/4)2)p[4,3]+((c/4)2)p[3,31 , (-b/5)p[4,41,
0,0,0,0,0, (a/5)(b/4)p[4,31
(-a/5)p[4,4]+(b/4)(c/5)p[4,3],(-c/5)p[4,4],0,0,0,0,
0,0,0,0,0,0,0,0,0,0,0,0,0,0},
{0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
0,(-c/5)p[3,4],(b/5)(c/5)p[3,4],O,0,O,O,0,O,
(-b/5)p[4,4] ,p[4,5]+((b/5)2)p[4,4]+((c/5)2)p[3,4],
(-b/6)p[4,51 ,0,0,0,0,0, (a/5)(b/5)p[4,4],
(b/5)(c/5)p[4,4],(-c/6)pt4,51,0,0,0,0,0,0,0,0,0,0,0,
0,0,0,0,0,0},
{0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
0, (-c/6)p[3,5] , (b/6)(c/6)p[3,5] ,0,0,0,0,0,0, (-b/6)p[4,5],
p[4,61+((b/6)2)pt4,51+((c/6)2)p[3,5] , (-b/7)p[4,6] ,0,
0,0,0,0,0,(b/6)(c/6)p[4,5],(-c/7)p[4,6],0,0,0,0,0,0,0,0,
0,0,0,0,0,0,0,0},
‘O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O}
‘{O’O’O’O’O’O’O’O’O’O
‘O’[E’9]d(9/3)’tE’9]d(9/-)‘o’o’o’o’o’o’[‘]d(y/D)(y/)
[‘f7]d(g/D)(g/P)‘o’o’o
‘o’o’[‘t7]d(/q)(9/E)‘[‘Jd(S/-)’[‘t7]d(%/D-)‘O’O’O’O’O
‘o’o’O’O’o’o’O’O’o’O’O’o’o’O’O’o’o’O’O’O’o’O’o’o’O’O’O’O}
c{OcOcOcOzOrOtOcOrOcOO
[T’7]d(/D)(9/E)
‘O’O’O’O’O’O’t’]d(9/)’[T’]d(/D-)’O’O’O’O
cOtOOtOOtOcOrOcOrOcOOOcOcOrOcOcOtOcOtOrOrOrOcOcOcOcO}
‘{O’O’O’O’O’O’O’O’O’O’O’O
‘o’[I’9]d(9/D-)’[1tq]d(9/)‘O’O’O’O’O’O’[T’](Y/)(/)
[0’]d((q/D))÷[‘]d((q/))+[j‘9]d’[O’]d(/D)(q/)
‘o’o’o’o’o’o’o’o’o’o’o’o’o’o’o’o’o’o’o’o’o’O’o’O’o’O’O’O}
‘{O’O’O’O’O’O’O’O’O’O’O’O’O
‘O’[0’YJd(9/D-)’[O’]d(9/-)’0’O’O’0’0’0’tO’Jd(Y/D)(9/)
[o’]d(/-)‘o’o’o
cOtOtOtOrOtOcOOtOtOrOcOtOtOOcOtOcOcOcOcOcOcOcOcOtOrOcO}
‘OcorOro’o’o’Oco’orocoroco’oc[9’]d(/D)(/q)‘Q’Q’Q’Q’Q
coco’[9’]d((L/3))+[9’]d((L/q))÷[L’Jd’[9’]d(L/q-)
‘o’O’o’o’o’O’o’o’o’o’o’o’o’o’o’o’o’o’o’o’O’O’O’O’O’O’O}Q
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O O,0,0,0,0,(-c/5)p[4,3],(-a/5)p[4,4]+(b/4)(c/5)p[4,3],
(a/5)tb/5)p[4,4],0,0,0,0,O,(a/5)(c/5)pt4,3],
p[5,4]+((a/5)2)p[4,41+((c/5)2)pL4,3],
(a/5)(c/5)pt4,4](-b/5)p[5,4],O,O,O,O,O,0,(-a/6)p[5,4],
(-c/6)p[5,41 ,0,0,0,0,0,0,0,0,0,0},
{0,0,0,0,0,0,0,0,0,0,0,0,0,0,O,0,0,0,0,0,0,0,0,0,0,0,0,
0,0,0,0,0,0,O,0,(—c/5)p[4,4],(b/5)(c/5)p[4,4],0,O,O,O,0,0,
(-b/5)p[5,41+(a/5)(c/5)p[4,41,
p[5,5]+((b/5)2)p[5,4]+((c/5)2)p[4,4] , (-b/6)p[5,5] ,0,0,0,
0,0, (a/6) (b/5)p[5,4] , (-a/6)p[5,5]+(b/5) (c/6)p[5,4],
(-c/6)p[5,5] ,0,0,0,0,0,0,0,0,0},
{0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,O,0,0,0,0,0,0,0,0,0,
0,0,0,0,0,0,0,0,(-c/6)p[4,5],(b/6)(c/6)p[4,5],0,0,0,0,0,0,
(-b/6)p[5,51 ,p[5,6]+((b/6)2)p[5,5]+((c/6)2)p[4,5],
(-b/7)p[5,61 ,0,0,0,0,0, (a/6)(b/6)p[5,5] , (b/6)(c/6)p[5,51,
(-c/7)p[5,6] ,0,0,0,0,0,0,0 ,0},
{0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
0,0,0,0,0,0,0,0,(-c/7)p[4,6],(b/7)(c/7)p[4,6],0,0,0,0,0,0,
(-b/7)p[5,61 ,p[5,7]+((b/7)2)p[5,6]+((c/7)2)p[4,6] ,0,0,0,
0,0,0,0,(b/7)(c/7)p[5,6],0,0,0,0,0,0,0,0},
{o,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
0,0,0,0,0,0,0,0,0,0, (-a/6)p[5,OJ ,0,0,0,0,0,0,0,
p[6,0]+((a/6)2)p[5,0J,(a/6)(c/6)p[5,0],0,0,0,0,0,0,
(-a/Z)p[6,0] , (-c/7)p[6,0] ,0,0,0,0,0,0},
{0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
0,0,0,0,0,0,0,0,0,0,(-c/6)p[5,0],(-a/6)p[5,1],0,0,0,0,0,
[9’y]d(9/D)(9/)÷[g’9]d(9/q-)’o’o’o’o’o’o’[9’y]d(9/D)(9/q)
‘[y‘9]d(9/D-)‘O’O’O’O‘O’O‘O‘O‘O’O’O’O’O’O’O’O’O
‘O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’o’O’O’o’O’O’o’o}
‘{O’[9’9]d(L/D-)
[‘y]d((9/D))+[y’y]d((9/))+[y’9]d’[‘y]d(9/D)(9/P)
‘o’o’o’O’o’[9’y]d(9/q)(9/)’[‘yJd(9/D)(y/q)+[y’y]d(9/E-)
‘[t7’qld(9/D-)‘O’O’O’O’O’O’O’O’O’O’O’o’O’o
‘O’O’O’o’O’o’O’O’o’O’O’O’O’O’o’O’o’O’O’O’o’O’O’O’O’O’O’O’O}
‘{O’O’[’9]dtL/D-)’t’9]d(L/-)’O’O’O’O
‘[2’y]d(9/D)(9/E)‘o’o’o’o’o’[7’q]d(y/q)(9/)
‘‘yJd(9/)’[y’yJd(9/D-)’O’o’o’o’O’O’O’O’O’o’o’O’o
‘o’o’o’o’o’o’o’O’o’o’O’o’o’O’O’o’O’o’O’O’O’O’O’O’O’O’O’O’O}
[‘y]d(9/D)(9/)‘o
‘O’O’O’O’O’[y’9]d(9/B-)’[’9]d(9/D-)’O’O’O’O’O’O’O’O’O’O’O’O
‘o’o’o’o’o’o’o’O’o’o’o’o’o’O’O’o’o’o’o’O’o’O’O’O’O’O’O’O’O}
‘[I
‘y]d(9/D)(9/)‘Q
‘O’O’O’O’O’[‘QJd(9/-)’[J’qjd(9/D-)’O’o’o’o’o’o’O’O’0’O’O
‘O’O’O’o’O’o’o’o’o’o’o’o’O’o’o’O’o’o’o’O’o’O’O’o’O’O’O’O’O}
c{o’o’o
‘O’O’[I’9]d(L/D-)’[T’91d(L/E-)’O’O’O’O’O’O’[T’9]d(9/D)(9/)
Q ,
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Q p[6,6]+((a/6)2)p[6,51+((c/6)2)p[5,5],(-b/7)p[6,6],O,O,
0,0,0, ta/7)(b/6)p[6,51 , (-a/7)p[6,6J+(b/6)(c/Z)p[6,51,
t-c/7)p[6,61},
{0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0, (-c/f)p[5 ,61,
(b/7)(c/7)p[5,61,O,0,0,0,0,0,(-b/7)p[6,6],
p[6,7J+((b/Z)2)p[6,61+((c/7)2)pt5,61 ,0,0,0,0,0,0,
(a/7) (b/7)pt6,6] , (b/7) (c/7)p[6,6]},
{0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
(-a/7)p[6,0] ,0,0,0,0,0,0,0,p[7,0J+((a/7)2)p[6,0],
(a/7) (c/f)p[6,0] ,0,0,0,0,0,0},
{0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
(-c/7)p[6,01,(-a/7)p[6,11,0,0,0,0,0,0,(a/7)(c/7)p[6,01,
p[7,1l+((a/7)2)p[6,ll+((c/7)2)p[6,O],
(a/7)(c/7)p[6,1] ,0,0,0,0,0},
{0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
(-c/7)p[6,1] , (-a/7)p[6,2] ,0,0,0,0,0,0, (a/7)(c/Z)p[6,1],
p[7,2]+((a/Z)2)p[6,2]+((c/7)2)p[6,lJ
(a/7)(c/7)p[6,2] ,0,0,0,0},
{0,0,0,0,0,0,0,0,0,0,0,0,0,0,0 ,0,0,0,0 ,0,0,0,o,o,0 ,o,o,
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0, (-c/7)p[6,2]
(-a/7)p[6,3] ,0,0,0,0,0,0, (a/7)(c/7)p[6,2]
p[7,3]+((a/7Y2)p[6,3J+((c/Z)2)p[6,2],(a/7)(c/7)p[6,3],
uoisA/JfrMseidwteairedseDuenboieppoui
wuoies‘(o’o)eDuanbeijapopoujemTuoasq/j=
‘suomowsopopoqam1uo{es8tDEDiHeT-°/=T####
[s]8Q=A
[Xiiii2iqx]osioiuI=s
t”T]asJoAu{=rmTs
t]esodsuii=ïjx
‘o’o’o’o’o’o’[9’9]d(L/D)(L/q)
[9C9]d(L/D-)‘O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O
‘O’o’O’o’o’O’O’o’O’O’o’O’O’o’o’O’o’o’o’o’o’O’O’O’O’O’O’o’O}
‘{[9’L]d(L/q-)+[9’9]d(L/D)(L/E)
[9’9]d((L/D))÷[9’9]d((L/))+[9’L]d’t9’91d(L/D)(L/)
‘[9’9]d(/D-)‘O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O’O‘O’O‘O’O’O
‘O’o’O’O’o’O’O’O’O’O’O’O’O’O’O’O’O’o’O’O’o’O’O’O’O’O’O’O’O}
‘t’9]d(L/D)(L/E)‘o’o’o’o’o’[9’9]d(9/q)(L/)’[9’9]d(L/-)
‘[‘9]d(L/D)
ccr
‘o’o‘o’o‘o’o’ocorococococorococo‘o’o’o’o
rOcOcOcOrOcOcOOrOrOrOcOcOcOcOcOrOOcOcOrOcOrOcOcOOOrO}
‘t’9]d(L/D)(L/)’[9’9]d((L/D))+[9]d((L/E))+[’L1d
c[%c9]d(L/D)(L/)cOcOcOcOcOcOc[c9]d(L/p)
‘[%‘9]d(L/D)cOrOcOcOcOcOcOcOcOcOcOcOcOcOcOcOcOrOcOcOrOcO
‘o’O’o’o’o’o’o’O’o’o’o’O’o’o’o’o’o’o’o’o’o’o’o’o’o’o’o’o}
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méthode de distance quadratique minimale. ##*
wlf/g;
w2f/h;
w3f/1;
w4=f/v;
o
G
ANNEXE C
PROGRAMvIE DE CALCUL DES ESTIMATEURS PAR
LA MDQM.
##### Ce programme est celui utilisé avec le logiciel MATHENATICA
pour estimer les paramètres de la loi de Poisson bivariée par la
méthode de distance quadratique minimale. ######
±00=13; ±01=4; f02=3; ±03=1; ±04=0; f050; f060; flO=12;
f1116; f123; f132; f141; f15=O; ±16=0; f205; f2116;
f22$; f230; f241; ±25=0; f260; f302; ±31=3; f321;
f33=1; ±34=1; f35=O; f36=1; f400; f413; f42=2; f43=1;
f44=O; f450; f460;
n=fOO+fOl+f02+f03+f04+f05+f06+flO+fll+f12+f13+f 14+
f 15+f 16+f20+f21+f22+f23+f24+f25+f26+f30+f31+f32+
f33+f34+f35+f36+f40+f41+f42+f43+f44+f45+f46;
phOO=fOO/n; pliOl=fOl/n; phO2=f02/n; phO3=f03/n; ph04f04/n;
pliO5=f05/n; phO6=f06/n; phlO=flO/n; phulfll/n; ph12f12/n;
phl3=f13/n; phl4=f14/n; phl5=±l5/n; phl6=f16/n; ph2O=f20/n;
pli2l=f21/n; ph22=f22/n; ph23=f23/n; ph24=f24/n; ph25f25/n;
ph26f26/n; ph3O=f30/n; ph3l=f31/n; ph32f32/n; ph33=f33/n;
ph34=f34/n; ph35=f35/n; pli36f36/n; pli4O=f40/n; pli41f41/n;
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Q ph42=f42/n; pli43=f43/n; pli44=f44/n; ph45f45/n;
yh{pliO1,phO2,phO3,pliO4,phO5,pliO6,ph1O,phu1,ph12,ph13,ph14,
phl5,phl6,pli2O,pli2l ,pli22,pli23,ph24,ph25,pli26,pli3O,ph3
l,ph32,
pli33,ph34,pli35,pli36,pli4O,ph4l ,ph42,ph43,ph44,ph45,ph46
};
xh{{O, (pliOO)/1 ,O},{O, (phOl)/2,O},{O, (phO2)/3,O},{O, (phO3)/4,O},
{O, (phO4)/5,O},{O, (phO5)/6,O},{(phOO)/1,O,O},{O, (phlO)/1, tpliOO
)/1},
{O, (phll)/2, (pliOl)/2},{O, (phl2)/3, (pliO2)/3},{O, (phl3)/4, (pliO3)
/4},
{O,(phl4)/5,(pliO4)/5},{O,tphl5)/6,(phO5)/6},{(phlO)/2,O,O},
{(phul)/2,O,(phlO)/2},{O,(pli2l)/2,(phul)/2},{O,(ph22)/3,(phl2)/3},
{O, (ph23)/4, (phl3)/4},{O, (pli24)/5, (phl4)/5},{O, (ph25)/6, (phlS)/61
,
{(pli2O)/3,O,O},{(pli2l)/3,O,(ph2O)/3},{(ph22)/3,O,(ph2l)/3},
{O, (pli32)/3, (ph22)/3},{O, (ph33)/4, (ph23)/4},{O, (ph34)/5, (ph24)/
5},
{O,(ph35)/6,(ph25)/6},{(ph3O)/4,O,O},{(pli3l)/4,O,(ph3O)/4},
{(pli32)/4,O,(ph3l)/4},{(pli33)/4,O,(pli32)/4},{O,(ph43)/4,(pli33)/4},
{O, (ph44)/5, (ph34)/5},{O, (ph45)/6, (ph35)/6}};
xlit=Transpose [xli];
pOO[a_,b,c_]Exp[-(a+b+c)];
pOl[a_,b_,c_]=(b/1)pOO[a,b,c];
p02[a_,b_,c_]=(b/2)pOl[a,b,c];
pO3[a,b_,c_]=(b/3)pO2[a,b,c];
p04[a_,b_,c_1=(b/4)p03[a,b,cl;
pO5[a,b_,c_](b/5)pO4[a,b,c]
p06[a,b_,c_]=(b/6)p05[a,b,c];
plO[a_,b_,c_]=(a/1)pOO[a,b,c];
pll[a_,b_,c_]=(b/1)plO[a,b,c]+(c/1)pOO[a,b,c];
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O p12[a_,b_,c_]=(b/2)pll[a,b,cl+(c/2)pOl[a,b,cl;
p13[a,b_ ,c_1=(b/3)p12[a,b,c]+(c/3)p02[a,b,c];
p14[a_,b_,c_1=(b/4)p13[a,b,c]+(c/4)p03[a,b,cl;
p15[a_,b_, c_J=(b/5)p14[a,b,cl+(c/5)p04[a,b,cl;
pl6[a_ ,b_ ,c_](b/6)pÏ5[a,b,c]+(c/6)pO5[a,b,c];
p2OEa_,b_,c](a/2)p1O[a,b,c1;
p21 [a_,b,c_]=(a/2)pll[a,b,c]+(c/2)pÏO[a,b,cJ;
p22[a_,b_,c_]=(b/2)p21[a,b,c]+(c/2)pll[a,b,c];
p23ta_,b_,cJ=(b/3)p22[a,b,c]+(c/3)pl2ta,b, c];
p24ta_,b_, c_1(b/4)p23 [a,b, c]+(c/4)p13[a,b,c];
p25[a_,b,c1=(b/5)p24[a,b,c]+(c/5)p14[a,b, c];
p26[a_,b_,c_]=(b/6)p25[a,b,c]+(c/6)pl5ta,b,c];
p30[a_,b_,c_](a/3)p20[a,b,c];
p31[a_,b_,c_]=(a/3)p21[a,b,c]+(c/3)p20[a,b,c];
p32[a_,b,c_]=(a/3)p22[a,b,c]+(c/3)p21[a,b,c];
p33[a_ ,b_ ,c_](b/3)p32[a,b, cJ+(c/3)p22[a,b,c];
p34[a_,b_,c_](b/4)p33[a,b,c]+(c/4)p23[a,b,c];
p35[a_,b, c_](b/5)p34 [a,b, c]+(c/5)p24ta,b,c];
p36[a_,b_,c_](b/6)p35[a,b,ci+(c/6)p25[a,b,c];
p4O[a_,b,c_](a/4)p3O[a,b,c];
p41[a_,b_,c_]=(a/4)p3lta,b,c]+(c/4)p30[a,b,c];
p42[a_,b_,c_]=(a/4)p32[a,b,c]+(c/4)p31[a,b,c];
p43[a_,b_,c_]=(a/4)p33[a,b,c]+(c/4)p32[a,b, c];
p44ta_,b, c_]=(b/4)p43ta,b,c]+(c/4)p33[a,b,c];
p45ta_,b_, c_](b/5)p44[a,b,c]+(c/5)p34[a,b, cl;
p46[a_,b_,c_]=(b/6)p45[a,b,c]+(c/6)p35[a,b,c];
sigma=DiagonalMatrix[{1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,
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1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,i}];
Do [sigmai=Inverse [sigma]
tlieta=Inverse[xlit.sigmai.xh] .xlit.sigmai.yh;
theta=N[theta]
t1=theta[[1]];
t2=theta[[2]]
t3theta[[3]]
m[1 ,1]=pO1[t1,t2,t3]+((t2/1)2)pOO[t1,t2,t3];
m[1,2](-t2/2)pOl[tl,t2,t3] ; m[1,3]=O;m[1,4]=O;
m[1,5]=O;m[1,6]0;m[1,7](tl/1)(t2/1)pOO[tl,t2,t3];
rn[1,8](t2/1)(t3/1)pOO[tl,t2,t3];
m[1,9]=(-t3/2)pOl[tl,t2,t3] ;m[1,1OJ=O; m[1,11]=O;
m[1 ,12]=O;m[1,13]0; m[1,14]O; m[1,15]=O; m[1,16]=O;
m[1, 17]=O;m[1, 18]0;m[1, 19]=0; m[1,20]=O; m[1,21]0;
m[1 ,22]=O;m[1,23]=O; m[1,24]O; m[1,25]=O; m[1,26]=O;
mtl,27]=O;mtl,28]=O; m[1,29]O; m[1,3O]O; m[1,31]O;
mtl,32]=O;m[1 ,33J’O; m[1,341=O;
m[2,1]=(-t2/2)pOl[tl,t2,t3];
m[2,2]=pO2[t1,t2,t3]+((t2/2Y2)pO1[t1,t2,t3];
m[2,31(-t2/3)p02[tl,t2,t31; m[2,4]=O; m[2,5]=O;
m[2,6]=O;m[2,7]zO; m[2,8]=O;
m[2,9](t2/2)(t3/2)pO1[t1,t2,t3];
m[2,1O](-t3/3)pO2[t1,t2,t3]; m[2,11]=O; m[2,12]O;
m[2, 13]=O;m[2, 141=0; m[2, 151=0; m[2, 161=0; m[2, 171=0;
m[2, 1$]=O;m[2,19]=0;m[2,20]=O; m[2,21]=0; m[2,22]=O;
m[2,23]0;m[2,24]0; m[2,25]=0; m[2,26]=0; m[2,27]=0;
m[2,28]=O;m[2,29]=0; m[2,30]=0;m[2,31]=0; m[2,32]=0;
m[2,33]=0;m[2,34]=O;
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m[3,1]0; m[3,2]=(-t2/3)p02[tl,t2,t3];
m[3,3]=p03[t1,t2,t31+((t2/3)2)p02[t1,t2,t3J;
m[3,4]=(-t2/4)p03[tl,t2,t3]; m[3,51=0; m[3,6]=0;
m[3,7]=0;m[3,81=0; mt3, 91=0;
m[3, 10]=(t2/3)(t3/3)p02[tl,t2,t3];
m[3,111=(-t3/4)p03[tl,t2,t3]; m[3,12]=0; m[3,13]=0;
m[3, 14]=0;m[3, 15]0; m[3, 16]=0; m[3, 17]z0; m[3, 181=0;
m[3, 19]=0;m[3,20]0; m[3,21]=0; m[3,22]=0; m[3,23]O;
m[3,24]=0;m[3,25]0; m[3,26]0; m[3,27]=0; m[3,28]0;
m[3,29]0;m[3,3010;m[3,31]0; m[3, 321=0; m[3,33]=0;
m[3,3410;
m[4,1J=0; m[4,2]=0; m[4,3]=(-t2/4)p03[tl,t2,t3];
m[4,4]=p04[t1,t2,t31+((t2/4)2)p03[t1,t2,t3];
m[4,5]=(-t2/5)p04[tl,t2,t31; m[4,6]=0; m[4,7J=0;
mt4,8]=0;m[4,910; m[4, 10]0;
m[4,11](t2/4)(t3/4)p03[tl,t2,t31
m[4,12](-t3/5)p04[tl,t2,t3] ; m[4,13]=0;m[4,14]0;
m[4,1510;mt4, 161=0; m[4,17]=0; m[4,18]=0; m[4,19]=0;
m[4,2010;m[4,2110; m[4,22]=0;m[4,23]=0; m[4,24]=0;
m[4,25L=0;m[4,2610; m[4,27]=0;m[4,281=0; m[4,29]=0;
m[4,301=0;m[4,3110; m[4,32]rO; m[4,33]=0; m[4,34]=0;
m[5,1]0; m[5,2]0; m[5,3]0;
m[5,4](-t2/5)p04[tl,t2,t31
m[5,5]=p05[t1,t2,t3]+((t2/5)2)p04[t1,t2,t3];
m[5,6](-t2/6)p05[tl,t2,t31 ;m[5,7]=0; m[5,8]0;
m[5,91rO;m[5, 101=0; m[5, 1110;
m[5,12]=(t2/5)(t3/5)p04[tl,t2,t31
m[5,13]rr(t3/6)p05[t1,t2,t3] ; m[5,14]=0;m[5,15]=0;
m[5,16]0;m[5, 17]=0; m[5, 18]=0; m[5,19]=0;m[5,20]=0;
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m[5,21]0;m[5,2210; m[5,23]=0; m[5,24]0; m[5,25]0;
mt5,2610;m[5,2710; m[5,28]=O;m[5,29]0; m[5,30]=0;
m[5,31]z0;m[5,32]0; m[5,33]r0; m[5,34]=O;
m[6,110; m[6,2]=0; m[6,3]0; m[6,4]0;
m[6,51=(-t2/6)p05[tl,t2,t3];
m[6,6]=p06[tl ,t2,t3]+((t2/6Y2)pO5tt1,t2,t3] ;m[6,71=0;
m[6,8]=0;m[6,910;m[6, 10]=O;m[6, 111=0; m[6, 1210;
mt6,131(t2/6)(t3/6)p05[tl,t2,t3] ;m[6,1410;
mt6, 15]=O;m[6,Ï6]0;m[6, 171=0; m[6,18]=O; m[6, 191=0;
m[6,20]0;m[6 ,21]0; m[6 ,22]0; mt6 ,23]0; m[6, 24]=0;
m[6 ,25]=O;m[6,26]0;m[6,27]0; m[6,28]=0; m[6,29]=0;
m[6,3010;m[6 ,31]0; m[6,32]0; m[6,33]0; m[6,34]=0;
m[7,1J=(tl/1)(t2/1)p00[tl,t2,t3] ; m[7,2]0; m[Z,3]0;
m[7,4]0;m[7,510; m[7,610;
m[7,7J=p01[t1,t2,t3]+((t1/1)2)p00[tl,t2,t3];
m[7,81=(tl/1)(t3/1)pOO[tl,t2,t3]+(-t2/1)plOttl,t2,t31;
m[7,9]0;m[7, 10]=0;m[7,11]=0;m[7,1210; m[7, 131=0;
m[7,14]=(-tl/2)plO[tl,t2,t3]
m[7,151=(-t3/2)plO[tl,t2,t31 ;m[7,16]0; m[7,17]=0;
m[f, 18]=O;m[7,19]=0; m[7,20]0; m[7,21]=0; m[7,22]=0;
m[7,23]=0;m[7,24]0; m[Z,25]0; m[7,26]0;m[7,27]0;
m[7,28]=0;m[7,2910; m[7,30]=0; m[7,31]=0; m[7,32]=0;
m[7,33]=0;m[7,34]0;
m[8,1]=(t2/1)(t3/1)pOO[tl,t2,t3]; m[8,2]=0; m[8,3]=0;
m[8,4]=0;m[8,5]=0;m[8,6]=0;
mt8,7]=(-t2/1)plO[tl,t2,t31+(tl/1)(t3/1)pOO[tl ,t2,t3]
m[8,8]=p11[t1,t2,t3]+((t2/1)2)p10[t1,t2,t3]+((t3/1)2)
pOO[tl,t2,t31; m[8,9]=(-t2/2)pll[tl,t2,t3]; m[8,10]0;
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m[$,11]=O;m[8,12]0; m[8,131=O;
m[8,14]=ttl/2)(t2/1)plO[tl,t2,t31;
m[8,15]=(-tl/2)pll[tl,t2,t3]+(t2/1)(t3/2)plO[tl,t2,t3];
m[$,16](—t3/2)pllEtl,t2,t31 ;m[$,171=0; m[8,13]=0;
mES, 19]=0;m[S,20]=0; m[$,211=0; m[8,22]=O; m[S,23]=O;
m[$,24]=0;m[8,25]0; m{8,26]=0;m[8,27]=O; m[8,28]=0;
m[8,29]=0;m[8,30]0; m[8,31]=0; m[8,321=0; m[8,33]=0;
m[8,34]=0;
m[9,1]=(-t3/2)pOl[tl,t2,t31; m[9,2]=(t2/2)(t3/2)
pOl[tl,t2,t31;m[9,3]0; m[9,41=0; m[9,5]0; m[9,6]=O;
m[9,7]0;m[9,8](-t2/2)pll[tl,t2,t3];
m[9,9]=p12[t1,t2,t3]+((t2/2)2)p11[t1,t2,t3]+((t3/2)2)
pOl[tl,t2,t31; m[9,10](-t2/3)p12[tl,t2,t3]; m[9,11]=O;
m[9,12]=0;m[9,13]0;mt9,14]=0;
m[9,151=(tl/2)(t2/2) pll[tl,t2,t3];
m[9,16]=(t2/2)(t3/2)pll[tl,t2,t3];
m[9,17]=(-t3/3)p12[tl,t2,t3] ;m[9,18]=0; m[9,19]=0;
m[9, 20]=0;m[9 ,21]=0;mE9,22]=0; mt9,23]=0; m[9,24]=0;
m[9,251=0;m[9,26]=0; m[9,27]=0; m[9,28]=O; m[9,29]=0;
m[9,30]=0;m[9,31]=0; m[9, 321=0; m[9,33]=0; m[9,34]=0;
m[10,1]=0; m[10,2]=(-t3/3)p02[tl,t2,t3];
m[10,3]=(t2/3)(t3/3)p02[tl,t2,t3] ; m[1O,41=0; m[10,5]=0;
m[10,6]=0; m[10,7]=0; m[10,8]=0;
mtlO,9](-t2/3)p12[tl,t2,t3]
m[10,10]=p13[t1,t2,t3]+((t2/3)2)p12[t1,t2,t3]+((t3/3)2)
p02[tl,t2,t3]; m[1O,11](-t2/4)p13[tl,t2,t3]; m[10,12]=0;
mtlO,13]0; m[10,14]=0; m[10,15]=0; m[10,16]0;
m[Ï0,17]=(t2/3)(t3/3)p12[tl,t2,t3];
m[10,18]=(-t3/4)p13[tl,t2,t3] ;m[10,19]=0; m[10,20]=0;
7$
m[1O,211=0;m[10,221=O; m[1O,23]=O; m[1O,24]0; m[1O,25]=0;
m[10, 261=0 ;m[10, 271=0; m[10 ,2810; m[10,29]=O; m[10,30]=0;
m[10,31]0;m[10, 32]=0; m[10 ,331=0; m[10,34]=0;
m[11,f]0; m[11,21=0; m[11,3](-t3/4)p03[tl,t2,t3];
m[11,4]=(t2/4)(t3/4)pO3ttl,t2,t3];m[11,5]=0; m[11,6]=0;
m[11,7]0;m[11,8]0; mtll ,9]0;
m[11,10J=(-t2/4)p13[tl,t2,t3];
m[11,11]p14[t1,t2,t31+((t2/4)2)p13[t1,t2,t3]+((t3/4)2)
p03[tl,t2,t31; m[11,121(-t2/5)pl4ttl,t2,t3]; m[11,131=0;
m[11,14]0;m[11,15]0; m[11, 16]=0;m[11, 17]=0;
mtÏl,181(t2/4)(t3/4)p13[tl,t2,t31; m[11,19]=(-t3/5)
pl4ttl,t2,t31;m[11,2010; m[11,21]=0; m[11,22]0;
m[11,23]=0;m[11,24]0; m[11 ,25]0; m[11,26]0;m[11,27]0;
m[11,28]=0; m[11 ,29]=0; m[11,301=0;m[11,31]=0; m[11,32]=0;
m[11,3310; m[11,34]0;
m[12,1]0; mE12,2]0; m[12,310;
m[12,41=(-t3/5)p04[tl,t2,t3];
m[12,5](t2/5)(t3/5)p04[tl,t2,t31 ; m[12,6]0; m[12,7]=0;
m[12,8]0; m[12,9]0;m[12, 101=0;
m[12,11](-t2/5)p14[tl,t2,t3]
m[12,121p15[t1,t2,t31+((t2/5)2)p14[t1,t2,t3]+((t3/5)2)
p04[tl,t2,t31 ;m[12,131(-t2/6)p15[t1,t2,t3J ; m[12,14]=0;
m[12,15]=0; m[12, 161=0; m[12,17]=0;m[12,18]=0;
m[12,19](t2/5)(t3/5)p14[tl,t2,t3];
m[12,20](-t3/6)p15[tl,t2,t31;mtl2,21]0; m[12,22]=0;
m[12,231rz0;m[12,24]0; m[12,25]0;m[12,26]=0; mtl2,27]=0;
m[12,28]=0, m[12,29]=0;m[12,30]=0; m[12,31]=0; m[12,32]=0;
m[12,33]0;m[12,34]0;
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m[13,1]=0; m[13,210; m[13,3]0; m[13,4]=O;
m[13,5]=(-t3/6)p05[tl ,t2,t3] ;m[13,6]=(t2/6)(t3/6)
p05[tl,t2,t31 ;m[13,7]0; m[13,8J=0; m[13,9]0;
m[13,1O]=0;m[13,111=O; m[13,12]=(-t2/6)pl5ttl,t2,t31;
m[13,13Jp16[t1,t2,t31+((t2/6)2)p15[t1,t2,t31+((t3/6)2)
p05[tl,t2,t3];m[13,14]0;m[13,15]0; m[13,16]=0;m[13,171=O;
m[13,13]=O;m[13,1910;m[13,201(t2/6)(t3/6)p15[tl,t2,t3];
mt13,21]0; m[13,22]’0;m[13,2310; m[13,241=0; m[13,25]=O;
m[13,26]=0; m[13,27]=0; m[13,28]=O; m[13,29]=0; m[13,30]=0;
m[13,31]=O;m[13,321=0; m[13,33]=O; mtl3,34]0;
m[14,1]=0; m[14,2L=0; m[14,3]0; m[14,4]=0; m[14,5]0;
m[14 ,610;m[14,7](-tl/2)plO[tl ,t2,t3J;
m[14,8]=(tl/2)(t2/1)plOttl,t2,t3] ;m[14,9]=0;
m[14, 1O]=0;m[14,11]’O; m[14,12]=O; m[14, 131=0;
m[14,14Jp20[t1,t2,t31+((t1/2)2)p10[t1,t2,t31;
m[14,15J=(tl/2)(t3/2)plO[tl,t2,t31;m[14,1610; m[14,1710;
m[14, 1$]=0; m[14, 19]0; m[14,20]0;
m[14,21](-tl/3)p20[tl,t2,t3] ;m[14,22]=(-t3/3)p20[tl,t2,t3];
m[14, 23]0; m[14,24]0;m[14, 25]=0; m[14, 26]=0; m[14,27]0;
m[14,28]0; m[14,29]0; m[14,30]=0; m[14,31]=0; m[14,32]=0;
m[14,3310; mtl4,3410;
m[15, 1]=0; m[15,2]=0; m[15,310; m[15,4]=0;m[15,5]=0;
m[15,6]0;m[15,7](-t3/2)plO[tl ,t2,t3]
m[15,8]=(-tl/2)pll[tl,t2,t3]+(t2/1)(t3/2)plO[tl,t2,t31
m[15,9]=(tl/2)(t2/2)pll[tl,t2,t3]; m[15,10]=0; m[15,11]=0;
mtl5,121=0; m[15,131=0; m[15,141=(tl/2)(t3/2)plOttl,t2,t3];
m[15,15]=p21[t1,t2,t3]+((t1/2)2)p11[t1,t2,t3]+((t3/2Y2)
plOttl,t2,t3]; m[15,16](tl/2)(t3/2)pll[tl,t2,t3]+(-t2/2)
p21[tl,t2,t3]; m[15,1f]0; m[15,18]0; m[15,19]=0;
$0
m[15,20]=0;m[15,2110; m[15,22]=(-tl/3)p2lttl,t2,t3];
m[15,23]=(-t3/3)p21[tl,t2,t3]; m[15,24]0;m[15,251=O;
m[15, 26]=0;m[15 ,27]0; m[15,28]=O; m[15,29]=O; m[15,30]=0;
m[15,31]=0; m[15,32]0; m[15,33]=0; rn[15,341=0;
rn[16,1]=0; m[16,2]0; mtl6,3]=0; m[16,41=O; m[16,51=0;
rn[16,6]=0;m[16,7J=O;rn[16,81=(-t3/2)pll [tl,t2,t3];
m[16,9](t2/2)(t3/2)pll[tl,t2,t3] ; m[16,10]=0;m[16,11]=O;
m[16, 121=0; m[16, 131=0; m[16, 141=0;
m[16,15]=(-t2/2)p21[tl,t2,t31+(tl/2)(t3/2)pll[tl,t2,t3];
m[16,161=p22[t1,t2,t3]+((t2/2)2)p21[t1,t2,t3]+((t3/2)2)
pll[tl,t2,t3]; m[16,17]=(-t2/3)p22[tl,t2,t3]; m[16,18]=O;
m[16,191=0; m[16,20L0; m[16,2110;
mtl6,22]=(tl/3)(t2/2)p2lttl,t2,t3];
mtl6,23]=(-tl/3)p22[tl,t2,t3]-f(t2/2)(t3/3)p21[tl,t2,t3];
m[16,24]=(-t3/3)p22[tl,t2,t31 ; m[16,2510; m[16,261=0;
m[16,271=0;mtl6,28]0; mtlC,29]0; m[16,3010; m[16,31]=0;
mtl6,32]=0; m[16,33]0; mtl6,34]=0;
mtlZ,1]=0; m[17,21=0; m[17,3]=0; m[1Z,4]=0; m[17,5]=0;
m[1Z,610;m[17,7]0;m[17,8]0;
m[17,9](-t3/3)p12[tl,t2,t3]
m[1Z,10]=(t2/3)(t3/3)p12[tl,t2,t3]; m[17,11]=0;
m[1Z, 121=0;m[17,13]0; m[17, 1410; m[1Z, 151=0;
m[17,16]=(-t2/3)p22ttl,t2,t3];
m[17,17]=p23[t1,t2,t3]+t(t2/3)2)p22[t1,t2,t3]+((t3/3)2)
p12[tl,t2,t31; m[17,18](-t2/4)p23[tl,t2,t3]; m[17,19]=0;
m[17,20]=0; m[17,21]=0; m[1Z,22]=0;
m[17,23](tl/3)(t2/3)p22ttl,t2,t3]; m[1Z,24](t2/3)(t3/3)
p22[tl,t2,t3];
m[17,25]=(-t3/4)p23[tl ,t2,t3] ;m[17,26]=0;m[17,27]=0;
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m[17 ,28]=O;m[1T,29]=O;m[17 ,301=O; m[17,31]=0; m[17,321=0;
m[17,33]0; m[17,34]=0;
m[18,1]0; m[18,21=0; m[18,3]=0; m[18,4]=0; m[18,5]=0;
m[18,6]0;m[18,710; m[18,8]=0;m[18,9]0;
m[18,1O]=(-t3/4)p13[tl,t2,t31;
m[18,11]=(t2/4)(t3/4)p13[tl,t2,t31 ;m[18,12J’O; m[18,13]0;
m[18,14J0; m[18,1510; m[18, 161=0;
mtl$,17](-t2/4)p23ttl,t2,t3];
m[18,18]p24tt1,t2,t3]+((t2/4)2)p23[t1,t2,t3J+((t3/4)2)
p13[tl,t2,t31; m[18,191(-t2/5)p24[tl,t2,t31 ; m[1$,20]=O;
m[18,2110; m[18,22]0; m[1$,231=0;m[18,241=O;
m[18,25]=(t2/4)(t3/4)p23[tl,t2,t31
m[18,26](-t3/5)p24[tl,t2,t3] ;m[18,27]’0; m[18,28]0;
m[18,29]=0;m[18,3010; m[18,311=0; m[18,3210; m[18,33J0;
m[18,3410;
m[19,1]0; m[19,210; m[19,3]=0; m[19,4]=0; m[19,5]0;
mt19,6]0;m[19,7]0; m[19,8]=0; m[19,9]=0; mtl9, 101=0;
m[19,11]=(-t3/5)p14[tl,t2,t31; m[19,12]=(t2/5)(t3/5)
p14[tl,t2,t3]; m[19,13]0; m[19,141=0; m[19,1510;
m[19,16]0;m[19,1710; m[19,18]z(_t2/5)p24[tl,t2,t3];
m[19,19Jp25[t1,t2,t3]+((t2/5)2)p24[t1,t2,t3]+((t3/5Y2)
p14[tl,t2,t3]; m[19,20]=(-t2/6)p25[tl,t2,t3]; m[19,21]0;
m[19,2210; m[19,2310; m[19,24]0;m[19,25]=0;
m[19,26](t2/5)(t3/5)p24[tl,t2,t3];
m[19,27]=(-t3/6)p25[tl,t2,t3] ;m[19,28]0; m[19,2910;
m[19,30J0;m[19,31]0; m[19,32]=0; m[19,331=0; m[19,3410;
G m[20,1]=0; mE20,2]0;
m[20,3]0; m[20,4]rz0; m[20,5]=0;
m[20,6]=0;m[20,7]=0;m[20,$]=0; m[20,9]=0; m[20,10]=0;
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m[20,11J=0;mt2O,12]=(-t3/6)p15[tl,t2,t3];
m[20,13]=(t2/6)(t3/6)p15[tl,t2,t3]; m[20,14]=O; m[20,1510;
m[20, 161=0; m[20, 17]=0; m[20, 18]0; m[20, 19]’(-t2/6)
p25ttl,t2,t31;
m[20,20]=p26[t1,t2,t3]+((t2/6)2)p25[t1,t2,t3]+((t3/6)2)
p15[tl,t2,t31;m[20,21]0; m[20,22]=0; m[20,23]=0; m[20,24]=0;
m[20,25]=O; m[20,2610; m[20,27]=(t2/6)(t3/6)p25Et1,t2,t3]
m[20,28]=0; m[20,29]=0; m[20,30]=O; m[20,31]0; m[20,32]=O;
m[20,33]=O; m[20,3410;
m[21,1]=0; m[21,2]0; m[21,3]0; m[21,4]=0; m[21,5]=0;
m[21 ,6]0;m[21 ,7]0; m[21,8]0; m[21 ,9]=0; m[21 , 10]=0;
m[21 ,11J=0;m[21,12]=0; m[21 ,13]=0;
m[21,14]=(-tl/3)p20[tl,t2,t31 ;m[21,15]0; m[21,16]=0;
mf21,17]=0;m[21,1$J=0; m[21 ,191=0; m[21,20]0;
m[21,21]=p30[t1,t2,t3]+((t1/3)2)p20[t1,t2,t3];
m[21,22]=(tl/3)(t3/3)p20[tl,t2,t3]; m[21,23]=0; m[21,241=0;
m[21 ,25]=0; m[21,26]=0;m[21 ,271=0;
m[21,28]=(-tl/4)p30[tl ,t2,t3] ;mt2l,29]=(-t3/4)p30[tl,t2,t3]
m[21,30]=0; m[21,3110; m[21,3210; mt2l,3310; m[21,34]=0;
m[22,1]=0; m[22,2]0; m[22,3]0; m[22,4]=0; m[22,5]=0;
m[22,6]=0;m[22,7]=0; m[22,8]=0; m[22,91=0; m[22, 10]=0;
m[22,11J=0; m[22,12]0;m[22,13]0;
m[22,14](-t3/3)p20[tl,t2,t3];
m[22, 15](-tl/3)p21 [ti ,t2,t3]
m[22,16]=(tl/3)(t2/2)p21[tl,t2,t3] ;m[22,17]=0; m[22,18]=0;
mt22,19]0; [22,20]=0;m[22,211(tl/3)(t3/3)p20[tl,t2,t3]
m[22,22]=p31[t1,t2,t3]+((t1/3)2)p21[t1,t2,t3]+((t3/3)2)
p2Ottl,t2,t3];t22,23]=(tl/3)(t3/3)p21[tl,t2,t3]; m[22,24]=0;
m[22,25]=0; m[22, 26]0; m[22,27]=0;m[22,28]=0;
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m[22,29]=(-tl/4)p31[tl,t2,t3];m[22,30]=(-t3/4)p31[tl,t2,t3];
m[22,3110;m[22,3210; m[22,33]0; m[22,34]=O;
m[23, 1]=0;rn[23,2]0; m[23,31=O; m[23,4L=O;m[23,5]zrO;
m[23,6]=0;m[23,7]=0;m[23,8]=0;mt23,9]=O; mt23, 1O]=0;
m[23,11]=0;m[23, 12]=O;m[23, 13]0; mt23, 141=0;
m[23,15](-t3/3)p21[tÏ,t2,t3];
m[23,16]=(-tl/3)p22[tl,t2,t3]+(t2/2)(t3/3)p21[tl,t2,t3];
mE23,17]=(tl/3)(t2/3)p22[tl,t2,t31; m[23,18]=0; m[23,19]0;
m[23,2010; m[23,2110; m[23,22](tl/3)(t3/3)p21[tl,t2,t3];
m[23,23]p32[t1,t2,t31+((t1/3)2)p22[t1,t2,t31+((t3/3)2)
p21[tl,t2,t3]
m[23,24]=(tl/3)(t3/3)p22ttl,t2,t3]+(-t2/3)p32[tl,t2,t31;
m[23,25]0; m[23,26]0; m[23,27]0; m[23,28]=0; mt23,29]=0;
m[23,301(-tl/4)p32[tl,t2,t3] ; m[23,31]=(-t3/4)p32[tl,t2,t3];
mt23,3210; m[23,33]0; m[23,34]=0;
m[24, 1]=0; m[24,2]0;m[24,3]z0; m[24,4]=0; m[24,5]=0;
m[24,6]0;m[24,7]0; m[24,8]=0; m[24,9]=0; m[24, 10]=0;
m[24,11]=0;m[24,12]=0; m[24, 13]=0; m[24, 141=0; m[24,15]=0;
m[24,16](-t3/3)p22[tl,t2,t31
m[24,171=(t2/3)(t3/3)p22[tl,t2,t31 ;m[24,18]0; m[24,19]=0;
m[24,20]=0; m[24,21]=0; m[24,22]=0;
m[24,23]=(-t2/3)p32[tl,t2,t31+(tl/3)(t3/3)p22[tl,t2,t3];
m[24,24]=p33[t1,t2,t3]+((t2/3)2)p32[t1,t2,t3]+((t3/3)2)
p22ttl,t2,t3] ;m[24,25](-t2/4)p33Et1,t2,t3] ; m[24,26]0;
m[24,27]=0; m[24,28]=0; m[24,29]=0; m[24,30](tl/4)(t2/3)
p32[tl,t2,t3] ;m[24,31]=(-tl/4)p33[tl,t2,t3]+(t2/3)(t3/4)
p32[tl,t2,t3] ; m[24,32]=(-t3/4)p33[tl,t2,t31 ;mt24,331=0;
m[24,34]=0;
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Q m[25,1J=O; m[25,2]O; m[25,3]=O; m[25,4]=O;
m[25,6]=O;m[25,71=O; m[25,810; m[25,9]0; m[25, 1O]O;
m[25,11]=O;m[25,121=O;m[25,13J=O;m[25,14]=O;m[25,15]O;
m[25,16]=O;m[25,171=(-t3/4)p23[tl,t2,t3];
mt25,18](t2/4)(t3/4)p23[t1,t2,t3]; m[25,19]=O;m[25,20]=O;
m[25,21]=O; m[25,22]=O; m[25,23]zO;
m[25,24](-t2/4)p33[t1,t2,t31
m[25,25J=p34[t1,t2,t3]+((t2/4)2)p33tt1,t2,t3]+((t3/4)2)
p23[tl,t2,t31 ; m[25,261=(-t2/5)p34[tl,t2,t3] ;mt25,27]=O;
m[25,28]=O; mt25 ,29]=O;m[25,30]=O;
m[25,311(t1/4)(t2/4)p33tt1,t2,t3]
m[25,321(t2/4)(t3/4)p33[t1,t2,t3];
[25,33]=(-t3/5)p34tt1 ,t2,t3] ;m[25,34]=0;
m[26,1]=O; m[26,2]=O; m[26,3]rO; m[26,4]=O; m[26,5]=O;
m[26,6]=O;m[26,7]=O;mt26,81O; m[26,9]=O; m[26, 1O]=O;
m[26,11J=O;m[26, 12]=O; m[26, 13]=O;m[26,14]O;m[26, 15]O;
m[26,16]=O;m[26,17]O; mt26,18]=(-t3/5)p24[tl,t2,t3];
m[26,19]=(t2/5)(t3/5)p24[tl,t2,t3] ;m[26,20]=O; m[26,21J=O;
m[26,22]O; m[26,23]=O; m[26,24]=O;
rn[26,25](-t2/5)p34[t1,t2,t3];
m[26,26]=p35[t1,t2,t3]+((t2/5)2)p34[t1,t2,t3]+((t3/5)2)
p24[tl,t2,t3]; m[26,27](-t2/6)p35[t1,t2,t3]; m[26,28]=O;
m[26,29]=O; m[26 ,30]=O; m[26,3110;m[26,32]=O;
m[26,33]=(t2/5)(t3/5)p34[tl,t2,t3]
m[26,34]=(-t3/6)p35[tl,t2,t3];
m[27,1]=O; m[27,2]=O; m[27,3]=O; m[27,4]=O;m[27,5]=O;
m[27,6]O;m[2Z,7]’O; m[27,8]O; mE2Z,9]=O; m[27, 101=0;
m[27,11]=0;m[27,12]=0;m[27,13]=O; m[27,14]=0; m[27,15]=0;
m[27, 161=0; m[27, 17]=0;m[27, 18]=0;
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Q m[27,19]=(-t3/6)p25Et1,t2,t31;
m[27,201=(t2/6)(t3/6)p25[tl,t2,t31; m[27,21]=O;m[27,22]=O;
m[27,231=O; m[27,24]0; m[27,25]0;
m[27,26](-t2/6)p35[tl,t2,t3];
m[27,27]=p36tt1,t2,t3]+ttt2/6)2)p35tt1,t2,t31+((t3/6)2)
p25[tl,t2,t3] ; m[27,28]0; m[27,29]=0; m[27,30]0;
m[27,311=0;m[27,32]z0; m[27,33]=0;
m[27,34]=(t2/6)(t3/6)p35[tl,t2,t3]
m[28,1]=0; m[28,2]=0; m[23,3]=0; m[28,4]=0; m[28,5]=0;
m[2$,6]=0;m[28,710;m[28,810; m[28,9]=0; m[28, 10]=0;
m[2$, 11]=0;m[28, 12]=0;mt28, 13]0; m[28, 14]0; m[28, 15]0;
m[28, 16]=0; m[28, 17]=O; m[28, 18]=0;m[28, 19]=0;m[28,20]=0;
m[28,21]=(-tl/4)p30[tl,t2,t3]; mt28,22]0; m[28,2310;
m[28,24]=0;m[28,25]=0; m[28,26]=0; m[28,27]=0;
m[28,28]=p40tt1,t2,t31+((t1/4)2)p30[t1,t2,t31;
m[28,29]=(tl/4)(t3/4)p30[tl,t2,t3]; m[28,30]0;
m[28,31]0 ;m[2$,32]=0; m[28,33]0; mt28 ,34]0;
m[29,110; m[29,2]0; m[29,3]=0; m[29,4]=0; m[29,5]=0;
m[29,61=O;mt29,7]=O;m[29,81=0; m[29,9]=0; mt29, 101=0;
m[29,11]=O;m[29,12]=0;m[29,13]=0; m[29,14]=0;m[29,15]=0;
m[29, 16]0; m[29, 171=0; m[29,18]=0;m[29, 19]=O; m[29,20]=0
;
m[29,21]=(-t3/4)p30[tl,t2,t3];
m[29,22]’(-tl/4)p31[tl,t2,t3];
m[29,23]’O; m[29,24]=O;m[29,25]0; m[29,26]=0; m[29,27]=0;
m[29,28]=(tl/4)(t3/4)p3Ottl,t2,t3];
m[29,29]=p41[t1,t2,t3]+((t1/4)2)p31[t1,t2,t3]+((t3/4)2)
p3Ottl,t2,t3];m[29,30]=(tl/4)tt3/4)p31[tl,t2,t3]; m[29,31]=O;
m[29,32]=O; m[29,33]=0; m[29,34]=0;
cD m[30,1]=O; m[3O,2]=0; m[30,3]=0; m[30,4]=0;
m[30,6]=O;m[30,7]0; m[30,8]=O; m[30,93=O; m[30, 103=0;
m[3O,11]=0;m[30,12]O; m[30,13]0; m[30,14]=O;m[30,153=0;
m[30, 16]0; m[30,1710; m[30,18]=O; m[30, 19]=O;m[30,20]=O;
m[30,21]=0; m[30,22]=(-t3/4)p31[tl,t2,t3]
m[30,23]=(-tl/4)p32[tl,t2,t31
m[30,24]=(tl/4)(t2/3)p32[tl,t2,t3]
m[30,25]0; m[30,26]0; m[30,27]=0; m[30,28]=0;
mE3O,29]=ttl/4)(t3/4)p31[tl,t2,t31
m[30,30]=p42[t1,t2,t3]+((t1/4)2)p32[t1,t2,t3]+((t3/4)2)
p31[tl,t2,t3]; m[30,31J(t1/4)(t3/4)p32[t1,t2,t3];m[30,32]0;
mt30,33]z0; m[30,34]=O;
mt3l, 1]=0; m[31 ,2]=0; m[31 ,3]=0; m[31 ,4]=0;m[31,5]0;
m[31 ,61=0;m[31,7]0; m[31 ,$]0;m[31 ,9]0; m[31 , 10]=0;
m[31 , 11]0;m[31, 12]0; m[31 , 13]0; m[31 , 14]=0;m[31 , 15J0;
mt31,16]0; m[31,17]0; m[31,18J0; m[31,19]=0; m[31,201=0;
m[31,21]=0;m[31,22]=0;mt3l ,23](-t3/4)p32[tl ,t2,t31
m[31,241(-tl/4)p33ttl,t2,t3]+(t2/3)(t3/4)p32[tl,t2,t3]
m[31,25]=(tl/4)(t2/4)p33[tl,t2,t3];m[31,26]=0; m[31,27]0;
m[31,28]=0; m[31,29]=0; m[31,30]=(tl/4)Qe3/4)p32[tl,t2,t3];
m[31,31]=p43[t1,t2,t3]+((t1/4)2)p33ft1,t2,t3]+((t3/4)2)
p33[tl,t2,t3]
m[31,32]=(tl/4)(t3/4)p33[tl,t2,t3]+(-t3/4)p43[tl,t2,t31
m[31,33]=0; m[31,34]=0;
m[32,1]0; m[32,2]=0; m[32,3]=0; m[32,4]=0; m[32,5]=0;
m[32,6]=0;m[32,Z1=0; m[32,8]rrO; m[32,9]=0; m[32, 101=0;
m[32, 11]0;m[32,12]0; m[32, 131=0; m[32,14]0;m[32,15]=0;
m[32,16]=0; m[32,17]0; m[32, 18]=0;m[32,191=0; m[32,20]=O;
m[32,21]=0; m[32,22]=0; m[32,23]=0;m[32,24]=(-t3/4)
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Q p33[tl,t2,t3];m[32,25]=(t2/4)(t3/4)p33[tl,t2,t3];
m[32,26]O;m[32,2Z]O; m[32,28]=O; m[32,29]=O; m[32,3O]O;
m[32,31](-t3/4)p43[t1,t2,t3J+(t1/4)(t3/4)p33[t1,t2,t3];
m[32,32J=p44[t1,t2,t3]+((t2/4)2)p43[t1,t2,t3J+((t3/4)2)
p33ttl,t2,t31 ; m[32,33](-t2/5)p44[t1,t2,t3] ;m[32,34]0;
m[33,1]0; m[33,2]O; m[33,3]=O; m[33,4]O; m[33,5]’O;
m[33,6]=O;m[33,7]=O;m[33,$J=O; mt33,91=O; m[33,1O]0;
m[33,11J=O;m[33,12]=O; m[33,13]O; m[33,14]=O;m[33,15]O;
m[33, 16]=O; m[33, 17]=O;m[33, 18]O;m[33, 19]0; m[33,2O]O;
m[33,21]=O;m[33,22]=’O; m[33,23]=O; m[33,24]=O;
m[33,251=(-t3/5)p34[tl,t2,t3];
m[33,26](t2/5)(t3/5)p34[t1,t2,t3]
rn[33,271=O; m[33,28]0; m[33,29]=O; mt33,30]=O; m[33,31]=O;
m[33,32](-t2/5)p44[t1,t2,t3]
m[33,33]p45[t1,t2,t3]+((t2/5)2)p44[t1,t2,t31+((t3/5Y2)
p34[tl,t2,t3]; m[33,34](-t2/6)p45[tl,t2,t3];
m[34,1]=O; m[34,2]=O; m[34,3]=O; m[34,41=O; m[34,5]0;
mE34,6]O;m[34,7]O; m[34,8]=O; m[34,9]O; m[34, 1O]=O;
m[34,11]O;m[34,12]=O;m[34,13]=O; m[34, 14]O;m[34,15]O;
mt34,16]O; m[34, 17]0;m[34,18]=O; m[34,19]=O; m[34,201=O;
m[34,21]O; m[34,22]=O;m[34,23]=O; m[34,24]=O;m[34,25]=O;
m[34,261(-t3/6)p35[t1 ,t2,t3];
m[34,2Z](t2/6)(t3/6)p35[t1,t2,t3]
m[34,28]O; m[34,29]O; m[34,30]=O; mt34,31]0; m[34,32]r=O;
mt34,33](-t2/6)p45[t1,t2,t3];
m[34,34]p46[t1,t2,t3]+((t2/6)2)p45[t1,t2,t3]+((t3/6)2)
p35[tl,t2,t3];
sig=Array[m, {34 , 34}];
sigmw=sig/n; Print[i, ,theta] ,{i,30}J
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ANNEXE D
PROGRAIVIME DE CALCUL DE LA STATISTIQUE DE
2 PAR LA MDQM.
###### Ce programme est celui utilisé avec le logiciel MATHEMATICA
pour calculer la statistique du Khi-carré pour la loi de Poisson
bivariée par la méthode de distance quadratique minimale. ######
fOO=13; fOl=4; f02=3; f031; f04=0; f10=12;f1116;
f12=3;f13=2;f14=1; f20’5; f21=16;f22=8;f230; f24=1;
f302;f31=3; ±32=1, ±331; f341; f400; f413; f42=2;
f43=1 ; ±44=0;
n”fOO+fOl+f02+f03+f04+f 10+f 1 1+f 12+f 13+f 14+f20+f21+f22+
f 23+f 24+f 3Q+f 3 1+f32+f 33+f 34+f40+f 4 1+f 42+f 43+f 44;
phOO=fOO/n; phOl=fOl/n; phO2=f02/n; phO3=f03/n; phO4=f04/n;
phlO=flO/n; phul=fll/n; phl2=f12/n; phl3=f13/n; phl4=f14/n;
ph2O=f20/n; ph2l=f21/n; ph22=f22/n; ph23=±23/n; ph24=f24/n;
ph3O=f30/n; ph3l=f31/n; ph32=f32/n; ph33=f33/n; ph34=f34/n;
ph4Of4O/n; ph4l=f41/n; ph42=f42/n; ph43=f43/n; ph44=f44/n;
yh={phOl , phO2 , phO3 , phO4,
phlO,phll ,phl2,ph13,phl4,
ph2O,ph2l,pli22,ph23,ph24,
ph3O ,ph3l ,pli32 ,pli33 , pli34,
ph4O , ph4 1 , pli42 , ph43 , ph44}
xh={{O,(phOO)/1,O},{O,(pliOl)/2,O},{O,(phO2)/3,O},{O,(phO3)/4,OI,
{(phOO)/l,O,O},{O, (phlO)/1, tpliOO)/1},{O, (phul)/2, (pliOÎ)/2},
{O, (phl2)/3, (phO2)/3},{O, (phl3)/4, (phO3)/4},
{(phlO)/2,O,O},{tphul)/2,O,(phlO)/2},{O,(ph2l)/2,(phll)/2},
{O, (ph22)/3, (phl2)/3},{O, (pli23)/4, (phl3)/4},
{(pli2O)/3,O,O},{(pli2l)/3,O,(ph2O)/3},{(pli22)/3,O,(ph2l)/3},
{O, (ph32)/3, (ph22)/3},{O, (pli33)/4, (ph23)/4},
{(ph3O)/4,O,O},{(ph3l)/4,O,(ph3O)/4},{(pli32)/4,O,(ph3l)/4},
{(ph33)/4,O,(pli32)/4},{O,(ph43)/4,(pli33)/4}};
a=O.990135; b=O.556395; cO.535343;
w{a, b, c};
p[rInteger,s_Integer]:Exp[_(a+b+c)]*Sum[(((a(r_i))/t(r_i)!))*
((b(s-i))/((s-i) W*((c(ifl/(i!D),{i,O,Min[r,s]}];
m[1,1]=p[O,1]+((b/1)2)*ptO,O] ; m[1,2](_b/2)*p[O,11
m[1,3]=O; m[1,4]’O; m[1,5]=(a/1)*(b/1)*ptO,O]
m[1,6]=(b/1)*(c/1)*p[O,O] ; m[1,7](—c/2)*p[O,1]
m[1,81=O; m[1,9]O; m[1,1O]0; n[1,11]0; m[1,121O;
m[1,13]O; m[1,14]O; m[1,15]=O; m[1,16]=O; m[1,17]=O;
m[1,18]’O; m[1,19]”O; m[1,2O]O; m[1,21]0; m[1,22]0;
m[1,23]=O; m[1,24]0;
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m[2,1]=(b/2)*p[O,11; m[2,2]=p[0,2]+((b/2)2)*p[0,1];
m[2,3](-b/3)*p[0,21; m[2,4]0; m[2,51=O; m[2,6JO;
m[2,7]=(b/2)*(c/2)*p[0,11; m[2,8]=(-c/3)*p[0,2];
m[2,9]=O; m[2,1O]0; m[2,11]0; m[2,12]=O; m[2,13]=O;
m[2,14]0; m[2,151rO; m[2,16]r0; m[2,17]=O; m[2,18]O;
m[2,19]0; m[2,20]zO; m[2,21]0; m[2,22]0; m[2,23]0;
m[2,24]0;
m[3,1]O; m[3,2](-b/3)*p[O,2] ; mt3,3]p[O,3]+((b/3Y2)*
pCO,2]
m[3,4](_b/4)*ptO,3] ; m[3,51=O; m[3,6]=O; m[3,Z]O;
m[3,81(b/3)*(c/3)*p[0,21; m[3,9J(-c/4)*p[O,3];
m[3,10]O; m[3,11]=O; m[3,12]=O; m[3,13]O; m[3,14]=O;
mt3,15]0; m[3,16]=0; m[3,17]=0; m[3,18]=O; m[3,19]=0;
m[3,2O]O; m[3,21]=O; m[3,22]=0; m[3,23]=O; mE3,24]0;
m[4,1]=’O; m[4,2]0; mt4,3](-b/4)*p[O,3];
mt4,41p[O,4]+((b/4)2)*p[O,3]; m[4,5]=O;
m[4,610; m[4,7]0; m[4,8]0; m[4,9]=(b/4)*(c/4)*p[O,3];
m[4,1O]O; m[4,11]=O; m[4,12JO; m[4,13]=O; m[4,14]=O;
m[4,15]r=O; m[4,16]=O; m[4,17]=O; m[4,18]=O; m[4,19]=O;
m[4,2O]O; m[4,21]0; m[4,22]O; m{4,23]0; m[4,24]0;
m[5,1]=(a/1)*(b/1)*p[O,O]; m[5,2]’O; m[5,3]=O; m[5,4]O;
m[5,5]p[1,O]+((a/1)2)*p[O,O]
m[5,6]=(a/Ï)*(c/1)*p[O,O]+(-b/1)*ptl,O]
m[5,7]=O; m[5,8]0; m[5,91O; mt5,1O]=(-a/2)*p[1,O1
m[5,11](_c/2)*p[1,O]; rn[5,12]=O; m[5,13]=O; m[5,14]=O;
m[5,15]=0; m[5,16]=O; m[5,17]rO; mt5,18]=O; m[5,19]O;
mt5,2O]O; m[5,21]’O; m[5,22]O; mt5,23]=O; m[5,24]=O;
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o
m[6,1]=(b/1)*(c/1)*p[O,O]; m[6,2]=O;m[6,3]=O; m[6,4]0;
m[6,5]=(-b/1)*p[1 ,O]+(a/1)*(c/1)*p[Q,Q];
m[6,6]p[1, 1]+((b/1)2)*p[1,O]+((c/1)2)*p[O,O];
m[6,7](-b/2)*p[1,1] ; m[6,$]=O; m[6,9]=O;
m[6,1O]=(a/2)*(b/1)*p[1,O];
m[6,11](-a/2)*p[1,1]+(b/1)*(c/2)*p[1 ,O];
m[6,12]=(_c/2)*pEl,1]; m[6,13JO; m[6,14]0; m[6,15]=O;
m[6,16]rO; m[6,17]O; mt6,18]=O; m[6,19]=O; m[6,20]=O;
m[6,21]O; m[6,22]=O; mt6,23]0; m[6,24]=O;
m[7,1](-c/2)p[O,1]; mt7,2J(b/2)*(c/2)*p[O,1];
m[7,3]=O; m[7,4]rO; m[7,5]=O;
m[7,6](_b/2)*pEi,i];
m[7,7]=p[1,2]+((b/2Y2)*p[1,Ï1+((c/2)2)*p[O,1];
m[7,8]=(-b/3)*p[1,2]; m[7,9]=O; mE7,1O]0;
m[7,11]=(a/2)*(b/2)*p[1,1]; m[7,12]=(b/2)*(c/2)*p[1,1];
m[7,13](—c/3)*p[1,2]; mt7,1410; m[7,15]=O; m[7,16]O;
m[7,17]=O; m[Z,18]O; mt7,19]O; m[7,20]=O; mt7,21]O;
m[7,22]rO; m[7,23]O; m[7,24]O;
m[8,1]=O; m[$,2]=(-c/3)*p[O,2]; m[8,3](b/3)*(c/3)*p[O,2];
m[8,4]O; m[8,51=O; m[8,6]=O; m[8,7](-b/3)p[1,2];
m[8,8]=p[1,3]+((b/3)2)*p[1,2]+((c/3)2)*p[O,2]
m[$,9]=(-b/4)*p[1,3]; m[8,1O]=O; m[8,11]O; m[8,12]=O;
m[$,13](b/3)*(c/3)*p[1,2] ; m[$,14]=(-c/4)p[1,3];
mt8, 15]=O; m[8, 16]=O;m[8, 17]O;m[8, 18]O; m[8, 19]=
O;
m[8,2O]O; m[8,21]0; m[8,22]=O; m[8,23]O; m[8,24]=O;
m[9,1]=O; m[9,2]=O; m[9,3]=(-c/4)*p[O,3];
m[9,4]=(b/4)*(c/4)*p[O,3]; m[9,5]=O; m[9,6]=O; m[9,7]=O;
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m[9,8]=(-b/4)p[1,3];
m[9,91=ptl ,4]+((b/4)2)*p[1 ,3]+t (c/4Y2)*p[0,3];
m[9, 1O]=O; m[9, 11]=0;m[9, 12]=0; mt9, 131=0;
m[9,14]=(b/4)*(c/4)*p[1,3]; m[9,15J=0; m[9,16]=0;
m[9,17]=0; m[9,18]0; m[9,19]=0; m[9,20]=0; m[9,211=O;
m[9,22]=0;m[9,23]0; m[9,24]0;
m[10,1]=0; m[10,2]=0; m[10,3]=0; m[1O,4]0;
m[10,5]=(-a/2)*p[1,0] ; m[10,6]=(a/2)*(b/1)*p[1,0]
mtlO,7]0; m[10,8]=0; m[10,9]=0;
m[1O,1O1=p[2,O]+((a/2)2)*p[1,O] ; m[10,111=(a/2)*(c/2)*p[1,0]
m[10,1210; m[10,13]0; m[10,14]0; m[10,15](_a/3)*p[2,0]
mtlO,16](_c/3)*p[2,0] ; m[10,17]=0;m[10,18]=0;m[10,19]=0;
m[10,201=0; m[10, 21]0; m[10,22]=0; m[10, 23]=0;m[10,24]=0;
m[11,1]=0; mtll,2]=0; m[11,3]=0; m[11,410;
m[11,5](-c/2)*p[1,0]; m[11,6](-a/2)*p[1,1]+(b/1)*(c/2)*p[1,0];
m[11,7]=(a/2)*(b/2)*p[1,1]; m[11,8]=0; m[11,9]=0;
m[11,10]=(a/2)*(c/2)*p[1,0];
m[11, 11]=p[2,1]+((a/2Y2)*p[1, 1J+((c/2Y2)*p[1,0];
m[11,12]=(a/2)*(c/2)*p[1,1]+(_b/2)*p[2,1] ; m[11,13]=0; m[11,14]=0;
m[11,15]0; m[11,16](—a/3)*p[2,1] ; m[11,Ï7]=(-c/3)*p[2,1]
m[11,18]=0; m[11, 19]0;m[11,20]=0; m[11,21]0; mtll ,22]=0;
m[11,23]0; m[11,24]0;
m[12,1]=0; m[12,21=0; m[12,3]=0; m[12,4]=0; m[12,5]0;
m[12,6](-c/2)*p[1,1] ; m[12,7](b/2)*(c/2)*p[1,1]
m[12,8]0; m[12,9]=0;m[12, 101=0;
m[12, 11]=(_b/2)*p[2,1]+(a/2)*(c/2)*p[1,1]
m[12,12]=p[2,2]+((b/2)2)*p[2,1]+((c/2)2)*p[1,1];
mCl2,13]=(-b/3)pt2,2]; m[12,14]0; mE12,15]0;
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rn[12,16](a/3)*(b/2)*p[2,1];
m[12,171=(_a/3)*pt2,2]+(b/2)*(c/3)*p[2, 1];
m[12,18L=(-c/3)*p[2,21; m[12,19]=O;m[12,20J=O;
m[12,21]O; m[12,2210; m[12,23]=O; m[12,24]=O;
m[13,110; m[13,2JO; m[13,3L=O; m[13,4]0; m[13,5]0;
m[13,6]0; m[13,7]=(-c/3)p[1,2];
mtl3,8]=(b/3)*(c/3)*p[1,21 ; m[13,9]0; m[13,1O]0;
m[13,11]=O; m[13,12](-b/3)*p[2,2];
m[13, 13]=pE2,3]+((b/3)2)*p[2,2]+((c/3)2)*p[1,2];
m[13,14]=(-b/4)*p[2,31; m[13,1510; m[13,16]0;
m[13,17](a/3)*(b/3)*p[2,2] ; m[13,18](b/3)*(c/3)*p[2,2]
m[13,19]r(c/4)p[2,31 ; m[13,2O]O;m[13,21]=O;
m[13,22]O;m[13,23]O; m[13,241=O; m[13,25]=O;
m[14,Ï]0; m[14,2]rO; m[14,310; n[14,4]=O; m[14,5]O;
m[14,610; m[14,7]0; m[14,8](-c/4)*p[1,3]
m[14,9]=(b/4)*(c/4)*p[1,3] ; m[14,1O]O;m[14,11]=O;
m[14,121=O; m[14,131(-b/4)*p[2,3];
mt14,14]=p[2,4]+((b/4)2)*pt2,3]+((c/4)2)*p[1,3];
m[14,15]O; m[14,16]0; m[14,17]O; m[14,18]O;
m[1449](b/4)*(c/4)*p[2,3] ; m[14,20]=O; m[14,211=O;
m[14,22]rO; m[14,23]O;m[14,24]O;
mtl5, 1]0; m[15,2]O; m[15,3]=O; m[15,4]=O;m[15,5]=O;
m[15,6]O; m[15,Z]0; mt15,$JO; m[15,9]O;
m[15,1O]=(-a/3)*p[2,O] ; m[15,11]O; m[15,12]=O; mtl5,13]0;
m[15,14]=O; m[15,15]p[3,O]+((a/3)2)*p[2,O];
m[15,16](a/3)*(c/3)*p[2,O); m[15,17]=O;
m[15,18]0; m[15,19]O; m[15,2O](-a/4)*p[3,O];
m[15,21]=(-c/4)pt3,O]; m[15,22]=O; m[15,23]=O; m[15,24]=O;
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o
m[16,11=O; m[16,210; m[16,3]=O; m[16,4]=O; m[16,5]O;
m[16,6]=O; m[16,71=O; m[16,8]=O; m[16,9]=O;
m[16,1O]=(-c/3)pE2,O]; m[16,11J(-a/3)*p[2,1];
m[16,12](a/3)*(b/2)*p[2,1] ; m[Ï6,13]O; m[16,14J0;
m[16,15]=(a/3)*(c/3)*p[2,O1;
rn[16,16]p[3, 11+((a/3)2)*p[2,1]+((c/3)2)*p[2,O];
m[16,17]=(a/3)*(c/3)p{2,1] ; m[16,18]=O;m[16,19]=O;
m[16,201=O; m[16,21](—a/4)*p[3,1J; m[16,221=(-c/4)*p[3,11;
m[16,23]=O; m[16,24]O;
m[17,110; m[17,2]0; m[17,3]O; m[17,4]=O; m[17,5]=O;
m[17,61=O; mtlZ,7]=rO; m[17,81O; m[17,91=O; m[1Z,1O]=O;
m[17,11](-c/3)p[2,1];
m[17,12](-a/3)*pt2,2]+(b/2)*(c/3)*p[2,1J;
m[1Z,13J(a/3)*(b/3)*p[2,2]
m[17,14]=O; m[17,15]O; mtl7,16]=(a/3)(c/3)p[2,1]
m[17,171p[3,2]+((a/3)2)*p[2,21+((c/3)2)*p[2,1];
m[17, 18]=(a/3)*(c/3)*p[2,2]+(-b/3)*p[3,2] ;m[17, 19]O;
m[17,20]=O; m[1Z,21]O; m[17,22]=(-a/4)*p[3,2];
m[17,23](-c/4)*p[3,2]; mt17,24]’O;
m[18,1]=O; m[18,2]0; m[18,3]=O; m[18,4]O; m[18,5]=O;
m[18,6]O; m[18,7]O; m[18,8]O; m[1$,9]0; m[18,1O]=O;
m[18,11J=O; m[18,12]=(—c/3)*p[2,2];
m[18,13]=(b/3)*(c/3)*p[2,2] ; m[18,1410; m[18,15]0;
m[18,16]O; m[18,1Z](-b/3)*p[3,2]+(a/3)*(c/3)*p[2,2];
m[1$, 18]=p[3,3]+((b/3)2)*p[3,2]+((c/3)2)*pt2,2];
m[18,19]=(-b/4)*p[3,3]; m[18,20]0; m[18,21]O;
m[1$,22]=(a/4)*(b/3)*pt3,2];
m[18,23]=(—a/4)*p[3,3]+(b/3)*(c/4)*p[3,2]
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Q mt1$,24]=(c/4)*p[3,3];
m[19,1]=0; m[19,2]0; m[19,31=0; m[19,4]=0; m[19,5]=0;
m[19,6]0; m[19,Z]=O; m[19,8]=O; m[19,9]=O; mt19,1010;
m[19, 11]=0;m[19,12]=0; m[19,13]=(_c/4)*p[2,3]
m[19,14]=(b/4)*(c/4)*p[2,31;
m[19,15]=0; mtl9,16]=0;
m[19,17]=0; m[19,18]=(-b/4)*p[3,3]
mtl9, 191=pE3,4]+((b/4)2)*p[3,3]+((c/4)2)*p[2,31
m[19,201=0; m[19,21]=O; m[19,22]=0; m[19,23]=(a/4)*(b/4)*p[3,3];
mtl9,24]=(b/4)*(c/4)*p[3,3];
m[20,1]0; m[20,2]=O; m[20,3]0; m[20,41=O; m[20,5]=0;
m[20,6]0; m[20,7]0; m[20,8]0; m[20,9]=0; m[20,10]=0;
m[20,11]=O; mt2O, 12]=O;m[20,13]0; m[20, 141=0;
m[20,15]=(-a/4)*p[3,O]; m[20,16]=O; mt20,17J0; mt2O,18]0;
m[20,191=0; m[2O,20]rp[4,0]+((a/4)2)*p[3,O]
m[20,21]ta/4)*(c/4)*p[3,0]
m[20,22]=0; m{20,23]=O; m[20,24]0;
m[21,1]0; m[21,2]=O; m[21,3]=O; m[21,4]0; m[21,5]’0;
m[21,6]=O; m[21,7]=0; m[21,8]=O; m[21,9]=0; m[21,10]=0;
m[21,11]=0; m[21,12]=0; m[21,13]=0; m[21,14]=0;
m[21,15]=(-c/4)*p[3,01 ; m[21,16]=(-a/4)*pt3,1] ; m[21,17]=0;
m[21,18]=0; m[21,19]0; m[21,20]=(a/4)*(c/4)*p[3,0];
m[21,21]=p[4,1]+((a/4)2)*p[3,1]+((c/4)’2)*p[3,0]
m[21,22]=(a/4)*(c/4)*p[3,1]; mt2l,23]0; m[21,24]=0;
m[22,1]=0; m[22,2]0; m[22,3]=0; m[22,4]=0; m[22,5]0;
m[22,6]0; m[22,7]=0; m[22,8]=0; m[22,9]=0; m[22,10]0;
m[22,11]=0; m[22,12]=0; m[22,13]=0; m[22,14]=0; m[22,15]0;
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Q mt22,161=t_c/4)*p[3,1]; m[22,17](-a/4)*p[3,2];
m[22,18]=(a/4)*(b/3)*p[3,2]; m[22,19]=O;
m[22,20]=O; m[22,211=(a/4)*(c/4)*p[3,1];
m[22,22]=p[4,2]+((a/4)2)*pE3,2]+((c/4Y2)*p[3,1];
m[22,23]=(a/4)(c/4)p[3,2] ; mt22,24]=O;
m[23, 1]=O;m[23,2]O; m[23,310; m[23,4J=O;m[23,51=O;
m[23,6]O; m[23,71O; m[23,8]0;m[23,9]0; m[23,1O]=O;
m[23,11]=O; m[23,12]=O; m[23,13]=O; m[23, 14]O;m[23, 15]=O;
m[23,16]0; m[23,17]’(-c/4)*p[3,2];
m[23, 18]=(_a/4)*p[3,31+(b/3)*(c/4)*p[3,2];
m[23,19](a/4)*(b/4)*p[3,3]
m[23,20]=O; m[23,21]0; m[23,221=(a/4)*(c/4)*p[3,21;
mt23,23]p[4,3]+((a/4)2)*pt3,31+((c/4)2)*p[3,3];
m[23,241=(a/4)*(c/4)*p[3,3]+(-c/4)*p[4,31
m[24, 1]=O; m[24,2]=O;m[24,3]=O; m[24,4]O; m[24,5]=O;
m[24,6]=O; m[24,7]=O; m[24,810; m[24,9]0; m[24,1O]=O;
m[24,11]=O; m[24,12]0; m[24,13]=O; m[24,14]=O; m[24,15]=O;
m[24,16]rO; m[24,171=O; m[24,18]=(-c/4)*p[3,3];
m[24,19](b/4)*(c/4)*p[3,31 ; m[24,20]0; m[24,21]O;
m[24,22]=O; m[24,23]=(-c/4)*p[4,3]+(a/4)*(c/4)*p[3,3]
m[24,24]=p[4,4]+((b/4)2)*p[4,3]+((c/4)2)*p[3,3]
sig=Arraytm,{24,24}1; sigmai=Inverse[sig]; tt=yh-(xh.w);
T=tt sigmai tt; TT=n*T;
On obtient TT=20.8576;
i-pchisq(20 8576,21)O .4676697
o
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