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Abstract
Using the renewal approach we prove Bernstein-like inequalities for additive functionals
of geometrically ergodic Markov chains, thus obtaining counterparts of inequalities for sums
of independent random variables. The coefficient in the sub-Gaussian part of our estimate is
the asymptotic variance of the additive functional, i.e. the variance of the limiting Gaussian
variable in the Central Limit Theorem for Markov chains. This refines earlier results by R.
Adamczak and W. Bednorz, which were obtained under additional assumptions of strong
aperiodicity of the chain.
1 Introduction
Throughout this paper we assume that Υ = (Υn)n∈N is a Markov chain defined on a proba-
bility space (Ω,F ,P) taking values in a measurable (countably generated) space (X ,B) with a
transition function P : X ×B → [0, 1]. Moreover, we assume that Υ is ψ−irreducible, aperiodic
and admits a unique invariant probability measure π.
In this paper log(·) stands for ln(· ∨ e), where ln(·) is the natural logarithm.
Before we present the main result we need the notions of geometric ergodicity of Υ. We say that
Υ is geometrically ergodic if there exists a positive number ρ < 1 and real function G : X → R
such that for every starting point x ∈ X and n ∈ N
‖Pn(x, ·)− π(·)‖TV ≤ G(x)ρn, (1.1)
where ‖·‖TV denotes the total variation norm of measure. For equivalent condition of geometric
ergodicity we refer to chapter 15 of [17].
We will be interested in tail inequalities for sums of random variables of the form
Px
(∣∣∣∣∣
n−1∑
i=0
f(Υi)
∣∣∣∣∣ > t
)
,
where f : X → R is a measurable real function. Although our main result does not require this
function of the Markov chain to be bounded firstly we give a version of the main theorem for
bounded functions because it is far more simple, resembles the classical Bernstein inequality
(cf. Theorem 1.7) and does not demand us to introduce additional parameters.
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Theorem 1.1 (Bernstein-like inequality for Markov chains). Let Υ be a geometrically ergodic
Markov chain with state space X and let π be its unique stationary probability measure. More-
over, let f be a bounded, measurable function defined on X such that Eπf = 0. Furthermore,
let x ∈ X . Then we can find constants K, τ > 0 depending only on x and transition probability
P (·, ·) such that for all t > 0,
Px
(∣∣∣∣∣
n−1∑
i=0
f(Υi)
∣∣∣∣∣ > t
)
≤ K exp
(
− t
2
32nσ2Mrv + τt‖f‖∞ log(n)
)
,
where σ2Mrv := V arπ(f(Υ0)) + 2
∑∞
i=1 Covπ(f(Υ0), f(Υi)) denotes the asymptotic variance of
the Markov chain Υ.
Remark 1.2. For more general counterpart of Theorem 1.1. we refer to Section 3, Theorem
3.1. As for explicit formulas for constants K, τ see Theorem 3.4. in Section 3.
Remark 1.3. [Minorization Condition] In order to write explicitly the constant K which
appeared in the above Theorem we will need the following. Under assumptions put on our
Markov chain we can find a set C ∈ B(X ) (called a small set), a probability measure ν (a small
measure), a constant δ > 0 and a positive integer m ∈ N such that π(C) > 0 and
Pm(x,B) ≥ δν(B) (1.2)
holds for all x ∈ C and B ∈ B(X ) (Pm(·, ·) is the m-step transition function of the chain).
Moreover, one can assume that ν(C) = 1 (possibly at the cost of increasing m).
Let us note that condition (1.2) is commonly know as Minorization Condition. We refer to
[17], Section 5.2 for the proof of this fact.
Remark 1.4. Let us now comment on the novelty of the above theorem and compare it with
previous results. All previous results of this type (see e.g. [1],[2], [6] [11], [12], [15], [16]) either
assumed that the Minorization Condition (1.2) is satisfied with m = 1 (strong aperiodicity)
or had weaker version of Gaussian coefficient σ2Mrv. Let us remind that the CLT for Markov
chains guaranties that under assumptions and notation of Theorem 1.1 sums 1√
n
∑n−1
i=0 f(Υi)
converge in distribution to normal distribution N (0, σ2Mrv). Because of it the Bernstein-like
inequality obtained in Theorem 1.1 reflects (up to constants) the asymptotic normal behaviour
of the sums 1√
n
∑
f(Υi). For a comprehensive comparison of various known inequalities for
Markov chain or more generally mixing processes we refer to Section 1 (Introduction) in [2].
In general capturing in a nonasymptotic way the CLT behaviour of Markov chain which is
not strongly aperiodic is much more challenging than the case m = 1. Take for example the
strong approximation results (see e.g. [16]) which are at present known only for m = 1.
Remark 1.5. Let us now present an example of an (uniformly) ergodic Markov chain for which
the Minorization Condition (1.2) is satisfied with m = 2, but not with m = 1. To this end let
us notice that if the Minorization Condition is satisfied with m = 1 for some small measure ν
and small set C and there exists a stationary, probability measure π such that π(C) > 0 then
ν is absolutely continuous with respect to π. Indeed, for any measurable set A we have
δν(A)π(C) ≤
∫
C
P (x,A)dπ(x)
≤
∫
X
P (x,A)dπ(x)
= π(A),
(1.3)
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from which the result follows.
Now let us construct the example. Consider i.i.d. random variables (θi)i≥0 such that P (θi = 0) =
P (θi = 1) = 1/2. Define Θ
0 =
∑∞
i=1
θ2i
22i
and Θ1 =
∑∞
i=0
θ2i+1
22i+1
. Then the distributions of Θ0
and Θ1 are singular with respect to Lebesgue measure. Consider independent random variables(
Θ0i
)
i≥0,
(
Θ1i
)
i≥0 and (ǫi)i≥0, where Θ
0
i ∼ Θ0, Θ1i ∼ Θ1 and P(ǫi = 0) = P(ǫi = 1) = 1/2). We
define the Markov chain in following way
Xn+1 = Xn +Θ
ǫn
n mod 1
X0 ∈ [0, 1).
(1.4)
Notice that the Lebesgue measure λ is a stationary measure for this process. Moreover,
P 2(x,A) = P (Xn+2 ∈ A|Xn = x) ≥ 1
2
λ(A), (1.5)
for any Borel A and x ∈ [0, 1). Indeed, Θ0 +Θ1 ∼ λ, thus
Px (Xn+2 ∈ A|Xn = x) = P
(
x+Θ
ǫn+1
n+1 +Θ
ǫn
n mod 1 ∈ A
)
≥ P (x+Θǫn+1n+1 +Θǫnn mod 1 ∈ A, ǫn + ǫn+1 = 1)
=
1
2
λ(A).
(1.6)
Notice that from (1.5) and Proposition 2. in [19] (or Proposition 2. in [21]) follows uniform
ergodicity of X, namely for any x ∈ (0, 1]
‖Pn(x, ·)− λ‖TV ≤
(
1
2
)⌈n/2⌉
. (1.7)
In particular λ is a unique stationary measure. Now let us show that the Minorization condition
cannot hold with m = 1. Suppose it does with some smal measure ν and some small set C
for which λ(C) > 0. Recall that for any x ∈ [0, 1) the measure P (x, ·) is singular with respect
to the Lebesgue measure. Therefore, due to Minorization Condition so is ν. But we already
know that ν must be absolutely continuous with respect to the Lebesgue measure. This gives
a contradiction.
Remark 1.6. For the purpose of comparison let us state the classical Bernstein inequality:
Theorem 1.7 (Classical Bernstein inequality). If (ξi)i is a sequence of i.i.d. centered random
variables such that M := supi ‖ξi‖∞ <∞ and σ2 := Eξ2i then
P
(
n∑
i=1
ξi ≥ t
)
≤ exp
(
− t
2
2nσ2 + 23Mt
)
.
It is known that the term log(n) which appears in our Theorem 1.1 is necessary (see [1], Section
3.3).
At the end of this section let us present the organisation of the article. In the following
Section 2 we introduce the notation and basic properties of general Markov chains. In Section
3 we formulate the main results. Then in Section 4 we give proofs of the main theorems. Due
to technicalities of proofs of some of the lemmas and properties we decided to put them in
appendices, which consist of three parts. In Section A we take care of properties of the Orlicz
norms. In Section B we present Bernstein-like inequalities for indepedent random variables
along with their counterparts for 1−dependent processes. In the last section we demonstrate
Markov-like properties of the split chain.
3
2 Notation and basic properties
2.1 Split chain
Our proofs will be based on regeneration technique which was invented independently by Num-
melin and Athreya-Ney (see [4] and [18]) and was popularized by Meyn and Tweedie [17]. We
will introduce split chain and then regeneration times of the split chain. The construction of
the split chain is well-known and as references we recommend ([17], Chaps. 5,17 and [18]). We
briefly recall this technique bellow. Let us stress that although this construction is based on
one presented in [17] our notation is slightly different from that used in [17]. As we have already
mentioned the assumptions imposed on Υ ensure that Minorization Condition (1.2) is satisfied
for some small set C, m, ν and δ > 0. Let us fix these objects. They allow us to redefine the
chain Υ together with an auxiliary regeneration structure. More precisely we start with a split-
ting of the space X into two identical copies on level 0 and 1 namely we consider X¯ := X×{0, 1}.
Now we redefine Υ in following way. We consider process Υ¯ := (Υ, Y ) = (Υi, Yi)i≥0 (which is
usually called split chain) defined on X¯ (we slightly abuse the notation by denoting the first
coordinate of the split chain with the same letter as for the initial Markov chain, but it will
turn out that the first coordinate of the split chain has the same distribution as the starting
Markov chain so this notation is justified). The random variables Yk take values in set {0, 1}
(they indicate a level on which the process Υ¯ is). We define also sigma fields FΥk := σ ((Υi)i≤k)
and FYk := σ((Yi)i≤k). For a fixed x ∈ C let
r(x, y) :=
δν(dy)
Pm(x, dy)
(2.1)
and note that above Radom-Nikodym derivative makes sense thanks to (1.2) and moreover
r(x, y) ≤ 1. Now for A1, . . . , Am ∈ B(X ) and k ∈ N set
P(Ykm = 1,Υkm+1 ∈ A1,Υkm+2 ∈ A2, , . . . ,Υ(k+1)m−1 ∈ Am−1,Υ(k+1)m ∈ Am
|FΥkm,FYkm−m,Υkm = x)
= P(Y0 = 1,Υ1 ∈ A1,Υ2 ∈ A2, , . . . ,Υm−1 ∈ Am−1,Υm ∈ Am|Υ0 = x)
= 1x∈C
∫
A1
· · ·
∫
Am
r(x, xm)P (xm−1, dxm)P (xm−2, dxm−1) . . . P (x, dx1)
(2.2)
and
P(Ykm = 0,Υkm+1 ∈ A1,Υkm+2 ∈ A2, , . . . ,Υ(k+1)m−1 ∈ Am−1,Υ(k+1)m ∈ Am
|FΥkm,FYkm−m,Υkm = x)
= P(Y0 = 0,Υ1 ∈ A1,Υ2 ∈ A2, , . . . ,Υm−1 ∈ Am−1,Υm ∈ Am|Υ0 = x)
=
∫
A1
· · ·
∫
Am
(1− 1x∈C r(x, xm))P (xm−1, dxm)P (xm−2, dxm−1) . . . P (x, dx1)
(2.3)
Moreover for any k, i ∈ N such that km ≤ i ≤ km+m− 1 we set
Yi := Ykm. (2.4)
Now we can introduce aforementioned regeneration structure for Υ¯. Firstly we define stopping
times
4
σ := σ0 := min{k ≥ 0|Yk = 1, m|k},
σi := min{k > σi−1|Yk = 1, m|k} for i ≥ 1.
(2.5)
Note that Yk = 1 and m|k imply that Υk ∈ C. Furthermore, conditional distribution of Υk+m
(given Yk = 1, m|k) equals ν. In the future we will need the fact that
(σi+1 − σi)i≥0
are independent and identically distributed random variables.
(2.6)
2.2 Stationarity and m-dependence
Let (Xn)n∈T be a stochastic process, where T = N or T = Z.
Definition 2.1 (Stationarity). We say that a process (Xn)n∈T is stationary if for any k ∈ N
process (Xn+k)n∈T has the same distribution as (Xn)n∈T .
Definition 2.2 (m−dependence). Fix m ∈ N. We say that (Xn)n∈T is m−dependent if for
any k ∈ T process (Xn)n≤k is independent of the process (Xn)n≥m+1+k.
Remark 2.3. Let us note that process (Xn)n∈T is 0−dependent iff (Xn)n∈T is an independent
process. Finally let us give natural example of 1−dependent process (Xn)n∈N. Fix an inde-
pendent process (ξn)n∈N and Borel, real function h : R2 → R. Then (Xn := h(ξn, ξn+1))n∈N is
1−dependent. Such processes are called two-block factors. It is worth noting that there are
one-dependent processes which are not two-block factors (see [9]).
Remark 2.4. Assume that process (Xn)n∈N is m−dependent. Then for any n0 ∈ N process
(Xn0+k(m+1))k∈N is independent. If moreover the process (Xn)n∈N is stationary then for any
n0 ∈ N process (Xn0+k(m+1))k∈N is independent and identically distributed.
2.3 Excursions and random blocks
Let us now introduce the excursions
χi := χi(f) :=
σi+1+m−1∑
j=σi+m
f(Υj) (2.7)
where i ≥ 0. We define random blocks:
Ξ0 = (Υ0, . . . ,Υσ0+m−1)
Ξi = (Υσi−1+m, . . . ,Υσi+m−1)
We consider each Ξi as a random variable with values in a space (
⋃
k≥1X km, σ
(⋃
k≥1 B⊗km
)
).
Moreover, we think about the union
⋃
k≥1X km as about the disjoint one, that is, we assume
that X km ∩ X lm = ∅ unless k = l. One easily checks that sequence (Ξi)i≥0 is 1-dependent
and (Ξi)i≥1 is stationary (see [10], Corollary 2.4). Furthermore, (Ξi)i≥1 satisfies the following
formula
E(χi | Ξi,Ξi−1, . . . ,Ξ1,Ξ0) = E(χi | Ξi), (2.8)
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where χi = F (Ξi+1) with F (x1, x2, . . . , xp) :=
∑p
i=1 f(xi) for any p ∈ N and xi ∈ X . For the
proof of this fact we refer to Appendix, Lemma C.6.
Let us add that if m = 1, one can show even more about the sequence (Ξi)i≥0. In that case the
random variables Ξi are independent. This fact makes a crucial difference between strongly
aperiodic and not strongly aperiodic Markov chains (see [5], section 6).
2.4 The Pitman occupation formula
Lastly we recall the Pitman occupation measure formula (see, [17], Theorem 17.3.1, page 428)
which says that for any measurable G : Υ¯→ R
Eν
σ0/m∑
i=0
G(Υmi, Ymi) = δ
−1π(C)−1EπG(Υ0, Y0) (2.9)
where for any probability measure µ by Eµ we mean expectation for the process with Υ0
distributed accordingly to µ. It is worth noting that independently of µ the Pµ-distribution of
excursions χi(f) is equal to the Pν -distribution of
S = S(f) =
σ0+m−1∑
i=0
f(Υi).
In particular, by (2.9) for any initial distribution µ we have
Eµχi(f) = EνS = δ
−1π(C)−1m
∫
fdπ. (2.10)
and as a consequence if Eπf(Υi) = 0 then Eµχi(f) = 0.
2.5 Exponential Orlicz norms
In order to obtain Bernstein-like inequality for Markov chain Υ we will need to ensure some
integrability of excursions χi. To do so we introduce exponential Orlicz norm. For any random
variable X and α > 0 we define
‖X‖ψα = inf{c > 0| E exp
( |X|α
cα
)
≤ 2}.
Let us now mention that for α < 1, ‖ · ‖ψα is just a quasi norm (for properties of these quasi-
norms we refer to appendices, Lemmas A.3-A.6). Moreover, in what follows we will deal with
various underlying measures on the state space X . To stress the dependence of the Orlicz norm
on the initial distribution µ of the chain (Υn) we will sometimes write ‖·‖µ,ψα instead of ‖·‖ψα .
2.6 Asymptotic variances
During the upcoming proofs we will meet with two types of asymptotic variances associ-
ated with process (f(Υi)), where f is real-valued, measurable function defined on X . The
first one denoted by σ2Mrv is exactly the variance of limit normal distribution of a sequence
1√
n
∑n
i=1 f(Υi) and equals σ
2
Mrv = V arπ(Υ0) + 2
∑
i≥1Cov(Υi,Υ0). The second one de-
noted by σ2∞ is strictly connected with process (χi)i≥1 (cf. (2.7)) and is defined by σ2∞ =
6
limn→∞ 1nV ar(
∑n
i=1 χi). It can be shown that σ
2∞ = Eχ21 + 2E(χ1χ2) using the fact that pro-
cess (χi) is one-dependent and stationary. Both asymptotic variances are very closely linked
by formula
σ2∞ = σ
2
MrvE(σ1 − σ0) = σ2Mrvmδ−1π(C)−1. (2.11)
For the proof of this formula we refer to [17] (see formula (17.32), page 434).
2.7 Split of a measure
We will need the notion of split measure. Given arbitrary probability measure µ on X we
define split measure µ∗ on X¯ by:
µ∗(A× {0}) = (1− δ)µ(C ∩A) + µ(A ∩Cc)
µ∗(A× {1}) = δµ(C ∩A).
Let us add that µ∗ is exactly a distribution of (Υ0, Y0) as soon as Υ0 ∼ µ.
Remark 2.5. For convenience, for any x ∈ X , we denote
Px∗(·) := Pδx∗ (·).
2.8 Block decomposition
Finally for a given function f : X → R of Markov chain Υ and any k ∈ N let us denote
Θk := Θk(f) :=
∑m−1
i=0 f(Υkm+i). The following decomposition of
∣∣∣∑n−1i=0 f(Υi)∣∣∣ into the
random blocks will play crucial role in the proof of the main results (we assume that m|n)
n−1∑
i=0
f(Υi) =


σ
m∑
i=0
Θi1N>0 + 1N=0
n/m−1∑
i=0
Θi

+
(
N∑
i=1
χi−1(f)
)
−


1N>0
σN+(m−1)∑
k=n
f(Υk)


(2.12)
where
N := inf{i ≥ 0| σi + (m− 1) ≥ n− 1}.
3 Main results
Before we formulate our main result let us introduce and explain the role of the following
parameters:
a =
∥∥∥∥∥∥
σ0/m∑
k=0
|Θk|
∥∥∥∥∥∥
ψα,Px∗
,
b =
∥∥∥∥∥∥
σ0/m∑
k=0
|Θk|
∥∥∥∥∥∥
ψα,Ppi∗
,
c = ‖χi(f)‖ψα ,
d = ‖σ1 − σ0‖ψ1 .
(3.1)
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Due to the fact that we will use the decomposition (2.12) the parameter a (resp. b) will allow
us to estimate the first (third) term on the right-hand side of (2.12). The parameters c and
d will deal with middle term on the right-hand side of (2.12). Let us add that d quantifies
geometric ergodicity of Υ and is finite as soon as Υ is geometrically ergodic. Let us mention
that all these parameters can be bounded using for example drift conditions. For details see
Remark 3.2. Finally let us remind that σ2Mrv := V arπ(f(Υ0)) + 2
∑∞
i=1 Covπ(f(Υ0), f(Υi))
denotes the asymptotic variance of the Markov chain Υ. Now we are ready to formulate the
first of our main results (recall the definitions of the set C and δ > 0, (1.2)),
Theorem 3.1. Let Υ be a geometrically ergodic Markov chain and π be its unique stationary
probability measure. Let f be a measurable function defined on X such that Eπf = 0, α ∈ (0, 1]
and M := c(24α−3 log n)
1
α (where c = ‖χi‖ψα). Moreover assume for simplicity that m|n.
Then for all t > 0 and x ∈ X we have:
Px
(∣∣∣∣∣
n−1∑
i=0
f(Υi)
∣∣∣∣∣ > t
)
≤ 2 exp(− t
α
(23a)α
) + 2(δπ(C))−1 exp(− t
α
(23b)α
)
+ 6 exp(8) exp
(
− t
α
16
α (27c)
α
)
+ 6exp
(
− t
2
30nσ2Mrv + 8tM
)
+ exp(1) exp
(
− nm
67δπ(C)d2
)
,
(3.2)
where σ2Mrv denotes asymptotic variance for the process (f(Υi)).
Remark 3.2. For the conditions under which a,b, c are finite we refer to the paper by Bednorz
and Adamczak [2]. Let us mention that using [2] we can get the following estimations.
i) Fix 0 < α ≤ 1. If for some l ∈ R+ and g(x) := log
(
Ex exp
(
2l−1|Θ0|α
))
the multiplicative
geometric drift condition is satisfied i.e. there is a function V : X → R+ and constants
k,K ≥ 0 such that
exp(−V (x))Pm(exp(V ))(x) ≤ exp(−g(x) + k1C(x)))
and
V (x) ≤ K
for all x ∈ C then
a,b, c ≤
(
2 · log(
6
2−δ )
log( 22−δ )
· max (2k + V (x) + 2K + 2 log(π(exp(V )/2), 2 log(2))
2 log(2)
l
) 1
α
.
ii) Fix 0 < α < 1. We assume that there exists β > α such that
sup
x∈C
‖τC‖ψβ ,Px <∞,
where τC := inf{n > 0 | Υn ∈ C}. Let us notice that one can take β = 1 if a
Markov chain is geometrically ergodic (see [17]). Let us denote γ := αββ−α and h(x) :=
log (Ex (exp (l
−γ |Θ0|γ))). If there is V : X → R+ and k,K ≥ 0 such that
(PmV )(x)− V (x) ≤ − exp(h(x)) + k1C(x)
8
and
V (x) ≤ K
for all x ∈ C then
a,b, c ≤
(
2 · log(
6
2−δ )
log( 22−δ )
) 1
α
· l ·
(
sup
x∈C
‖τC‖ψβ ,Px + ‖τC‖ψβ ,Ppi
)
·
(
max [k + V (x) +K + log(π(V ) + k), log(2)]
log(2)
)1/γ
.
(3.3)
iii) If f is bounded the we have the following bounds
c ≤ D‖f‖∞ (3.4)
and
a,b ≤ 2D‖f‖∞, (3.5)
where D := max
(
d, ‖σ0‖ψ1, Px∗ , ‖σ0‖ψ1, Ppi∗
)
.
For the computable bounds of D we refer to [8].
Let us note that in the main Theorem 3.1 the right-hand side of the inequality does not converge
to 0 when time t goes to infinity (there is one term which depends on n). Usually in applications
of this kind t is of order at most n and the other terms dominate on the right-hand side of the
inequality. Nevertheless one can obtain another version of Theorem 3.1, namely
Theorem 3.3. Let Υ be a geometrically ergodic Markov chain and π be its unique stationary
measure. Let f be a measurable function defined on X such that Eπf = 0, α ∈ (0, 1] and
M := c(24α−3 log n)
1
α . Moreover assume for simplicity that m|n. Then for all t > 0, p > 0,
x ∈ X we have:
Px
(∣∣∣∣∣
n−1∑
i=0
f(Υi)
∣∣∣∣∣ > t
)
≤ 2 exp(− t
α
(54a)α
) + 2(δπ(C))−1 exp(− t
α
(54b)α
)
+ 4 exp(8) exp
(
− t
α
16
α (27c)
α
)
+ 6exp
(
− t
2
37(1 + p)nσ2Mrv + 18Mdt
√
Kp
)
,
(3.6)
where σ2Mrv denotes asymtotic variance for the process (f(Υi)), Kp := Lp + 16/Lp
and Lp :=
16
p + 20 (cf. Lemma 4.2.).
It is well-known that for geometrically ergodic chains ‖σ0‖ψ1, δ∗x , ‖σ0‖ψ1, π∗ , ‖σ1−σ0‖ψ1 <∞
(see [8] for constructive estimates). Therefore (3.4), (3.5) and Theorem 3.1 lead to
Theorem 3.4. Let Υ be a geometrically ergodic Markov chain and π be its unique stationary,
probability measure. Let f be a measurable bounded function defined on X such that Eπf = 0.
Fix x ∈ X . Moreover let ‖σ0‖ψ1,δ∗x, ‖σ0‖ψ1,π∗, ‖σ1 − σ0‖ψ1 ≤ D. Then for all t > 0 we have:
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Px
(∣∣∣∣∣
n−1∑
i=0
f(Υi)
∣∣∣∣∣ > t
)
≤ (exp(10) + 2δ−1π(C)−1)
· exp
(
− t
2
32nσ2Mrv + 433tδπ(C)‖f‖∞D2 log(n)
)
,
(3.7)
where σ2Mrv denotes the asymptotic variance for the process (f(Υi)).
Remark 3.5. The Theorem 3.4 implies the main Theorem 1.1 from the Introduction with
constants K =
(
exp(10) + 2δ−1π(C)−1
)
and τ = 433δπ(C)D2.
4 Proofs of Theorems 3.1, 3.3 and 3.4
The proof will be based on the approach of [1] and [2] (see also [11] and [12]). It will be divided
into 3 main steps. The first two will be common for both theorems 3.1, 3.3 and will bound
”head” (Hn) and ”tail” (Tn) parts of the decompositions of the sum
∑n−1
i=0 f(Υi) (cf. (4.1)
below). Then in step 3 we take care of the mid-term (Mn) in the decomposition (4.1). Step
3 is divided into 4 parts. In the first two (”Excursions, ’Maximum’ bound” and ”Excursions,
’Stopping time’ bound”) we provide two different types of bounds (”maximum” and ”stopping
time” one). The proof of Theorem 3.1 will be concluded in the third part (”Conclusion of the
proof of Theorem 3.1), whereas proof of Theorem 3.3 in the fourth one (”Conclusion of the
proof of Theorem 3.3). In the last part we show how to derive Theorem 3.4 from Theorem 3.1.
Now we can proceed.
From now on we assume that m|n. We start with decomposition:∣∣∣∣∣
n−1∑
i=0
f(Υi)
∣∣∣∣∣ ≤ Hn(f) +Mn(f) + Tn(f) (4.1)
where
Hn(f) :=
∣∣∣∣∣∣
σ
m∑
i=0
Θi1N>0 + 1N=0
n/m−1∑
i=0
Θi
∣∣∣∣∣∣ ,
Mn(f) :=
∣∣∣∣∣
N∑
i=1
χi−1(f)
∣∣∣∣∣ ,
Tn(f) :=
∣∣∣∣∣∣1N>0
σN+(m−1)∑
k=n
f(Υk)
∣∣∣∣∣∣ ,
(4.2)
with
N := inf{i ≥ 0| σi + (m− 1) ≥ n− 1}.
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4.1 Step 1. The first block.
Using Markov’s inequality and definition of Orlicz norm (Hn := Hn(f)) we get
P(Hn > t) = P


∣∣∣∣∣∣
σ
m∑
i=0
Θi1N>0 + 1N=0
n/m−1∑
i=0
Θi
∣∣∣∣∣∣ > t


≤ P


∣∣∣∣∣∣
σ
m∑
i=0
|Θi|1N>0 + 1N=0
n/m−1∑
i=0
|Θi|
∣∣∣∣∣∣
α
> tα


≤ P


∣∣∣∣∣∣
σ
m∑
i=0
|Θi|
∣∣∣∣∣∣
α
> tα


= P

exp


∣∣∣∣∣∣
σ
m∑
i=0
|Θi/a|
∣∣∣∣∣∣
α
 > exp( tα
aα
)
≤ 2 exp
(
− t
α
aα
)
,
(4.3)
where in the second to last inequality we used the fact that {N = 0} ⊂ {σ ≥ n−m}, whereas
in the last one the definition of a and Markov’s inequality.
4.2 Step 2. The tail block.
We have
P(|Tn| > t) ≤ 2(δπ(C))−1 exp(− t
α
bα
). (4.4)
For the complete proof we refer to [2] (the proof of Theorem 5.1).
4.3 Step 3. Excursions.
Firstly notice that during the proof of the Theorem 3.1, without loss of generality, we can
assume that t ≥ 8 log(6)M . Otherwise the inequality from the Theorem 3.1 is trivial (the right
hand side of the inequality is bigger or equal to 1).
Let us now sketch how the proofs of the both theorems are organised in what follows. The
following subsubsection (”Maximum” bound) contains a crucial step towards proving the The-
orem 3.1 The next one (”Stopping time” bound) contains the most important part of proving
Theorem 3.3. In the last two subsections we conclude the proofs of both Theorems 3.1 and 3.3
(one after another).
4.3.1 Excursions. ”Maximum” bound.
As mentioned above in this section we are performing crucial step towards proving Theorem 3.1.
Therefore all constants will have the meaning assigned to them in Theorem 3.1. In particular
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we set M = c(24α−3 log n)
1
α and recall that t ≥ 8 log(6)M . Fix p = 2/3. We have
P (Mn ≥ t) = P
(
Mn ≥ t, N ≤
⌈
(p + 1)n(E(σ1 − σ0))−1
⌉)
+ P
(
Mn ≥ t,N >
⌈
(p+ 1)n(E(σ1 − σ0))−1
⌉)
≤ P
(
sup
1≤k≤⌈(p+1)n(E(σ1−σ0))−1⌉
∣∣∣∣∣
k∑
i=1
χi−1
∣∣∣∣∣ ≥ t
)
+ P
(
N >
⌈
(p+ 1)n(E(σ1 − σ0))−1
⌉)
(4.5)
Let us now formulate a Bernstein-like lemma for one-dependent random variables
Lemma 4.1 (Bernstein-like inequality for supremum of one-dependent r.v.). Let (Xi)i≥0 be
a 1−dependent sequence of centered random variables such that E exp(c−α|Xi|α) ≤ 2 for some
α ∈ (0, 1] and c > 0. Define Mˆ := c(24α−3 log n) 1α . Assume that we can find a filtration
(Fi)i≥0 such that for Zi := Xi + E (Xi+1|Fi)− E (Xi|Fi−1) we have the following
0. Xi is Fi measurable.
1. (Zi)i≥1 is stationary.
2. (Zi)i≥1 is m−dependent with m = 1 or m = 2.
3. (E (Xi|Fi−1))i≥1 is stationary.
4. E(Xi|Fi−1) is independent of Xi+1 for any i ≥ 1.
Then for any t > 0 and n ∈ N
P
(
sup
1≤k≤n
∣∣∣∣∣
k∑
i=1
Xi
∣∣∣∣∣ > t
)
≤ 2(m+ 1) exp(8) exp
(
− t
α
16
α (amc)
α
)
+ 2(m+ 1) exp
(
− t
2
bm (n+ (m+ 1)) σ2∞ + cmtMˆ
) (4.6)
where σ2∞ := EX21 +2EX1X2 and one may take am = 8(m+1), bm = 5(m+1), cm = 2(m+1).
For the proof we refer to Appendices (see Appendix B, Proof of Lemma 4.1). Now we want
to apply the above lemma with m = 2 to Xi := χi = F (Ξi+1) (cf. (2.8)), α := α, c := c
and n :=
⌈
(p+ 1)n(E(σ1 − σ0))−1
⌉
. Suppose for a moment that the assumptions are satisfied.
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Then we obtain
P
(
sup
1≤k≤⌈(p+1)n(E(σ1−σ0))−1⌉
∣∣∣∣∣
k∑
i=1
χi−1
∣∣∣∣∣ ≥ t
)
= P
(
sup
1≤k≤⌈(p+1)n(E(σ1−σ0))−1⌉
∣∣∣∣∣
k∑
i=1
F (Ξi)
∣∣∣∣∣ ≥ t
)
= P
(
sup
1≤k≤⌈(p+1)n(E(σ1−σ0))−1⌉
∣∣∣∣∣
k∑
i=1
F (Ξi+1)
∣∣∣∣∣ ≥ t
)
≤ 6 exp(8) exp
(
− t
α
16
α (24c)
α
)
+ 6exp
(
− t
2
15 (⌈(p+ 1)n(E(σ1 − σ0))−1⌉+ 3) σ2∞ + 6tM
)
≤ 6 exp(8) exp
(
− t
α
16
α (24c)
α
)
+ 6exp
(
− t
2
15 ((p+ 1)n(E(σ1 − σ0))−1 + 4) σ2∞ + 6tM
)
≤ 6 exp(8) exp
(
− t
α
16
α (24c)
α
)
+ 6exp
(
− t
2
15(p + 1)nσ2Mrv + 7tM
)
≤ 6 exp(8) exp
(
− t
α
16
α (24c)
α
)
+ 6exp
(
− t
2
25nσ2Mrv + 7tM
)
(4.7)
where in the last equality we used the stationarity of (Ξi)i≥1 and in the second to last inequality
the facts that 60σ2∞ ≤ tM and σ2∞ = σ2MrvE(σ1 − σ0) (cf. (2.11)). The inequality 60σ2∞ ≤ tM
follows from the following computations. Thanks to Lemma A.5 applied with Y := (χ1/c)
α
and β := 2/α we have
σ2∞ ≤ 3Eχ21 ≤ 3c2Γ(2/α + 1) ≤ 3c2(2/α)
2
α
+1,
where the last inequality is a consequence of equation 4 in [14]. Moreover, because of definition
of M
tM ≥ 8 log(6)M2 = 8 log(6)c2(24α−3 log(n)) 2α
≥ 16 · 8 log(6)c2(2/α) 2α+1 ≥ 76σ2∞
(4.8)
and the result follows.
It remains to check the assumptions of Lemma 4.1. To this end take for (Fi)i≥0 the natural
filtration associated with Ξi, that is,
Fi := FΞi := σ{Ξj | j ≤ i+ 1}
and define the random variables
Zi := χi + E(χi+1|Fi)− E(χi|Fi−1).
Recall the stationary sequence of one-dependent blocks (Ξi)i≥1, that χi = F (Ξi+1) and that
E(χi+1|Fi) = E(χi+1|Ξi+1) = G(Ξi+1) for some measurable function G (cf. (2.8)). It follows
that
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1. sequence (Zi)i≥1 = (F (Ξi+1) +G(Ξi+1)−G(Ξi))i≥1 is stationary (because (Ξi))i≥1 is),
2. the sequence (Zi)i≥1 = (F (Ξi+1) +G(Ξi+1)−G(Ξi))i≥1 is 2−dependent (because (Ξi))i≥1
is 1−dependent),
3. the sequence (E(χi|Fi−1))i≥1 = (G(Ξi))i≥1 is stationary (because (Ξi)i≥1 is),
4. for any i ≥ 1 the random variable E(χi|Fi−1) = G(Ξi) is independent of χi+1 = F (Ξi+2)
(it follows from 1−dependency of (Ξi)i≥0).
Thus in order to get a bound on P(Mn > t) it is enough to bound, P
(
N >
⌈
(1 + p)n(E(σ1 − σ0))−1
⌉)
.
To this aim we use the following lemma which is proved in Appendix C
Lemma 4.2. If ‖σ1 − σ0‖ψ1 ≤ d then for any p > 0:
P
(
N >
⌈
(1 + p)n(E(σ1 − σ0))−1
⌉) ≤ exp(1) exp(−pnE(σ1 − σ0)
Kpd2
)
,
where Kp := Lp + 16/Lp and Lp := 16(
1+p
p +
1
4). Moreover, the function p→ Kp is decreasing
on R+ (in particular Kp ≥ K∞ := 1045 ) and if p = 2/3 then 1pKp ≤ 67 .
We apply it with p := 2/3 and d := d obtaining
P(N > ⌈(1 + p)n(E(σ1 − σ0))−1⌉) ≤ exp(1) exp
(
−nE(σ1 − σ0)
67d2
)
. (4.9)
Putting (4.7) and (4.9) together we get
P (Mn ≥ t) ≤ 6 exp(8) exp
(
− t
α
16
α (24c)
α
)
+ 6exp
(
− t
2
25nσ2Mrv + 7tM
)
+ exp(1) exp
(
−nE(σ1 − σ0)
67d2
)
.
(4.10)
4.3.2 Excursions. ”Stopping time” bound.
As mentioned above in this section we are performing crucial step towards proving Theorem
3.3. Therefore all constants have the meaning prescribed to them in Theorem 3.3. In particular
we set M = c(24α−3 log n)
1
α and recall that p > 0 is some arbitrary parameter. In order to
bound tail probability of the sum Mn we will use the following Bernstein-like inequality for
random sums of a one-dependent process.
Lemma 4.3 (Bernstein-like inequality for random sums of one-dependent process). Let (Xi)i≥0
be a 1−dependent sequence of centered random variables such that E exp(c−α|Xi|α) ≤ 2 for
some α ∈ (0, 1] and c ≥ 1. Moreover let N ≤ n ∈ N be an N-valued bounded random variable.
Define Mˆ := c(24α−3 log n)
1
α . Assume that we can find a filtration F := (Fi)i≥0 such that for
Zi := Xi + E (Xi+1|Fi)− E (Xi|Fi−1) we have the following
0. Xi is Fi measurable.
1. N is a stopping time with respect to F .
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2. (Zi)i≥1 is stationary.
3. For each j ∈ N process (Zi)i≥j+3 is independent of Fj .
4. (E (Xi|Fi−1))i≥1 is stationary.
5. E(Xi|Fi−1) is independent of Xi+1 for all i ≥ 1.
Then for any t > 0, a > 0 and n ∈ N
P
(∣∣∣∣∣
N∑
i=1
Xi
∣∣∣∣∣ > t
)
≤ 4 exp(8) exp
(
− t
α
16
α (26c)
α
)
+ 9exp
(
− t
2
102aσ2∞ + 14Mˆtb
)
,
(4.11)
where b := max
(
2,
√
‖ (⌈N/3⌉ − a+ 1)+ ‖ψ1
)
and σ2∞ := EX21 + 2EX1X2.
For the proof of this lemma we refer to Appendix B. Now we apply the above lemma with
Xi := χi = F (Ξi+1), c := c, α := α, Mˆ := M , Fi := σ{Ξj | 0 ≤ j ≤ i + 1}. Notice that then
N is a stopping time with respect to F . Moreover, all remaining assumptions are checked in
the same manner as in ”Maximum” bound case (above). Thus we can apply this lemma with
a := (1 + p)n3 (E(σ1 − σ0))−1 (recall that p > 0 is some fixed constant). Lastly using Lemma
C.1 we get
∥∥(⌈N/3⌉ − a+ 1)+∥∥ψ1 ≤ 13
∥∥∥(N − (1 + p)n(E(σ1 − σ0))−1)+
∥∥∥
ψ1
+ 2/ log(2)
≤ 4
3
d2Kp + 2/ log(2) ≤
(
4
3
+
7
50
)
d2Kp,
(4.12)
where the last inequality follows from (recall the definition of K∞ from Lemma 4.2)
7
50
Kp ≥ 7
50
K∞ =
7
50
· 104
5
≥ 2
log(2)
.
Therefore b ≤√4/3 + 7/50√Kp · d and we get
P
(∣∣∣∣∣
N∑
i=1
χi−1
∣∣∣∣∣ > t
)
≤ 4 exp(8) exp
(
− t
α
16
α (26c)
α
)
+ 9exp
(
− t
2
34(1 + p)σ2Mrv + 17Mdt
√
Kp
)
.
(4.13)
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4.4 Conclusion of the proof of Theorem 3.1.
Using (4.3), (4.4) and (4.10) we get
Px
(∣∣∣∣∣
n−1∑
i=0
f(Υi)
∣∣∣∣∣ > t
)
≤ P(Hn ≥ 1−
√
5/6
2
t) + P(Mn ≥
√
5/6t) + P(Tn ≥ 1−
√
5/6
2
t)
≤ 2 exp(− t
α
(23a)α
) + 2(δπ(C))−1 exp(− t
α
(23b)α
)
+ 6 exp(8) exp
(
− t
α
16
α (27c)
α
)
+ 6exp
(
− t
2
30nσ2Mrv + 8tM
)
+ exp(1) exp
(
−nE(σ1 − σ0)
67d2
)
.
(4.14)
In order to finish the proof it is enough to use E(σ1 − σ0) = δ−1π(C)−1m.
4.5 Conclusion of the proof of Theorem 3.3.
Using (4.3), (4.4) and (4.13) we obtain
Px
(∣∣∣∣∣
n−1∑
i=0
f(Υi)
∣∣∣∣∣ > t
)
≤ P(Hn ≥ t
54
) + P(Mn ≥ 26t
27
) + P(Tn ≥ t
54
)
≤ 2 exp(− t
α
(54a)α
) + 2(δπ(C))−1 exp(− t
α
(54b)α
)
+ 4 exp(8) exp
(
− t
α
16
α (27c)
α
)
+ 9exp
(
− t
2
37(1 + p)σ2Mrv + 18Mdt
√
Kp
)
.
(4.15)
4.6 Proof of Theorem 3.4.
Recall bounds (3.4) and (3.5). Thus, if m|n and ‖f‖∞ ≤ K < ∞ then Theorem 3.1 applied
with α = 1 implies that
Px
(∣∣∣∣∣
n−1∑
i=0
f(Υi)
∣∣∣∣∣ > t
)
≤ (2 + 2(δπ(C))−1) exp
(
− t
46DK
)
+ 6exp(8) exp
(
− t
432DK
)
+ 6exp
(
− t
2
30nσ2Mrv + 192tDK
)
+ exp(1) exp
(
− nm
67δπ(C)D2
)
(4.16)
Now notice that without loss of generality we may assume t ≤ nK. This implies that
exp(1) exp
(
− nm
67δπ(C)D2
)
≤ exp(1) exp
(
− tm
67δπ(C)KD2
)
.
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Putting this into (4.16) we get
Px
(∣∣∣∣∣
n−1∑
i=0
f(Υi)
∣∣∣∣∣ > t
)
≤ (exp(10) + 2(δπ(C))−1) exp
(
− t
2
30nσ2Mrv + 432tD
2Kδπ(C) log(n)
)
.
(4.17)
Therefore if m|n the thesis is true.
Now we consider case in which m ∤ n. Define ⌈n⌉m to be the smallest integer greater or equal
to n, which is divisible by m. Notice that the inequality from this Theorem is trivial unless
t > 4330D2Kδπ(C) > 4330Km. Therefore from now on t > 4330D2Kδπ(C) > 4330Km. In
particular we may assume that n > 4330m. Indeed, otherwise
Px
(∣∣∣∣∣
n−1∑
i=0
f(Υi)
∣∣∣∣∣ > t
)
= 0,
which follows from the fact that t > 4330Km and ‖f‖∞ ≤ K.
Now for p := 14330 we get
Px
(∣∣∣∣∣
n−1∑
i=0
f(Υi)
∣∣∣∣∣ > t
)
≤ Px


∣∣∣∣∣∣
⌈n⌉m−1∑
i=0
f(Υi)
∣∣∣∣∣∣ > (1− p)t


+ Px


∣∣∣∣∣∣
⌈n⌉m∑
i=n
f(Υi)
∣∣∣∣∣∣ > pt


= Px


∣∣∣∣∣∣
⌈n⌉m−1∑
i=0
f(Υi)
∣∣∣∣∣∣ > (1− p)t


≤ {(4.17)}
≤ (exp(10) + 2(δπ(C))−1) exp
(
− t
2
31⌈n⌉mσ2Mrv + 433tD2Kδπ(C) log(n)
)
≤ (exp(10) + 2(δπ(C))−1) exp
(
− t
2
31(n+m)σ2Mrv + 433tD
2Kδπ(C) log(n)
)
≤ {n > 4330m}
≤ (exp(10) + 2(δπ(C))−1) exp
(
− t
2
32nσ2Mrv + 433tD
2Kδπ(C) log(n)
)
.
(4.18)
Appendices
Now we will present the proofs of technical facts and lemmas used in previous sections.
A Orlicz’s Exponential Quasi-norms
At the begining let us recall the definition of Exponential Orlicz quasi-norm.
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Definition A.1. For any random variable Y and α > 0 we define ψ˜α(x) := exp(x
α), ψα(x) :=
exp(xα)− 1 and Exponential Orlicz quasi-norm
‖Y ‖ψα = inf{c > 0| Eψα(|Y |/c) ≤ 1} = inf{c > 0| Eψ˜α(|Y |/c) ≤ 2}.
Remark A.2. If α ≥ 1 then ‖·‖ψα is a norm but if 0 < α ≤ 1 then ‖·‖ψα is just a quasi-norm.
Lemma A.3 (Basic properties). For any random variable X and 0 < α ≤ 1 we have
1. ‖X‖ψα = ‖|X|α‖1/αψ1
2. For any p, q > 1 such that 1p +
1
q = 1 we have
‖XY ‖ψ1 ≤ ‖X‖ψp‖X‖ψq .
3. ‖X‖ψα ≤
(
1
log(2)
) 1−α
α ‖X‖ψ1
Proof. For the proof of the point 3. we refer to Lemma 3.7 in [2]. Point 2. is shown in the
proof of the Lemma 3.7 in [2]. Point 1. is just a consequence of the definition of the Orlicz
norms. 
Lemma A.4 (Triangle ineq. for α < 1). Fix 0 < α ≤ 1. Then for any random variables X, Y
we have
‖X + Y ‖ψα ≤
(‖X‖αψα + ‖Y ‖αψα)1/α
and consequently
‖X + Y ‖ψα ≤ 21/α−1 (‖X‖ψα + ‖Y ‖ψα)
Proof. It is part of the Lemma 3.7 in [2]. 
Now we present a moment estimation for r.v. with bounded exponential moment.
Lemma A.5. If Y is nonnegative random variable such that E exp(Y ) ≤ 2 then for any β > 0
we have
EY β ≤ 2Γ(β + 1).
Furthermore, if β ∈ N then
EY β ≤ Γ(β + 1).
Proof. If β is a natural number then claim follows from Taylor expansion of function exp(x).
The general case we get using the Markov inequality
EY β =
∫ ∞
0
P
(
Y β ≥ t
)
dt =
∫ ∞
0
P
(
exp(Y ) ≥ exp
(
t
1
β
))
dt
≤
∫ ∞
0
2
exp
(
t
1
β
)dt = ∫ ∞
0
exp(−s)2βsβ−1ds = 2βΓ(β).
(A.1)

Now we present
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Lemma A.6 (Orlicz’s norm of Conditional Mean Value). Let 0 < α ≤ 1. Assume that random
variable X satisfies ‖X‖ψα <∞. Moreover, let F be some sigma field. Then
‖E(X|F)‖ψα ≤
(
1 +
log
(
α exp
(
1−α
α
))
log(2)
) 1
α
‖X‖ψα ≤
(
2
α
) 1
α
‖X‖ψα .
Proof. Recall that ψ˜α(x) = exp(x
α) for x ≥ 0 and notice that ψ˜α is concave on (0, xα) and
convex on (xα,∞), where xα :=
(
1−α
α
)1/α
. Define Ψα to be a smallest convex function bigger
or equal to ψ˜α which is equal to ψ˜α on (xα,∞) that is
Ψα(x) =
{
α exp
(
1−α
α
)
(xxα−1α + 1), if 0 ≤ x ≤ xα
ψ˜α(x), x ≥ xα.
Then we have
1. Ψα is a convex function on R+.
2. ψ˜α ≤ Ψα.
3. Ψα ≤ α exp
(
1−α
α
)
ψ˜α.
Using these properties and Jensen’s inequality we get that for any d > 0 we have
Eψ˜α
( |E (X|F)|
d
)
≤EΨα
( |E (X|F)|
d
)
≤ EΨα
( |X|
d
)
≤ α exp
(
1− α
α
)
Eψ˜α
( |X|
d
) (A.2)
Now take d = c, where c is such that Eψ˜α
( |X|
c
)
≤ 2. Then we get
Eψ˜α
( |E (X|F)|
c
)
≤ 2α exp
(
1− α
α
)
.
Take d = ccα, where cα :=
(
1 +
log(α exp( 1−αα ))
log(2)
) 1
α
≥ 1. Using Ho˝lder inequality we get
Eψ˜α
( |E (X|F)|
ccα
)
≤
(
Eψ˜α
( |E (X|F)|
c
)) 1
cαα
= 2,
which ends up the proof. 
Now we give two concentration inequalities which are valid for random variables with finite
Orlicz norm. The first one is an easy consequence of the Markov inequality therefore, we omit
a proof.
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Lemma A.7. For any random variable X with ‖X‖ψα <∞ and t > 0 we have
P (|X| ≥ t) ≤ 2 exp
(
− t
α
‖X‖αψα
)
.
Lemma A.8 (Tail inequality for conditional mean value). Let 0 < α ≤ 1. Assume that
random variable X satisfies ‖X‖ψα < ∞. Moreover, let F be some sigma field. Then for any
t ≥ ( 2α)1/α ‖X‖ψα we have
P (|E(X|F)| > t) ≤ 6 exp
(
− t
α
2‖X‖αψα
)
.
Proof. Fix c > ‖X‖ψα and t ≥
(
2
α
)1/α
c. Then in particular we have α
(
t
c
)α ≥ 2. Using the
Markov and Jensen inequality we get
P (|E(X|F)| > t) ≤ P
(
|E(X|F)|α( tc)
α
> tα(
t
c)
α)
≤ t−α( tc)
α
E |E(X|F)|α( tc)
α
≤ t−α( tc)
α
E |X|α( tc)
α
= (t/c)−α(
t
c)
α
E |X/c|α( tc)
α
≤ {Γ(x) ≤ exx/ex ([14], Thm. 1), Lemma A.5. with Y = (|X|/c)α, β = tα/cα}
≤ 2e (t/c)α exp (− (t/c)α)
≤ 2e exp (−(1/2) (t/c)α)
(A.3)
where in the last inequality we used an inequality xe−x ≤ e−x2 which is valid for all x ∈ R.
Now it is enough to take limit c→ ‖X‖ψα and notice that 2e ≤ 6. 
B Bernstein-like concentration inequalities
A Independent processes.
Firstly let us recall the classical Bernstein inequality
Lemma B.1. (Classical Bernstein’s Lemma) If (ξi)i is a sequence of i.i.d. (independent,
identically distributed) centered random variables such that supi ‖ξi‖∞ ≤ M and σ2 := Eξ2i
then
P
(
n∑
i=1
ξi ≥ t
)
≤ exp
(
− t
2
2nσ2 + 23Mt
)
and for 0 ≤ λ < 3M
E exp
(
λ
n∑
i=1
ξi
)
≤ exp
(
nλ2σ2
2− 23Mλ
)
.
Furthermore,
P
(
sup
1≤k≤n
∣∣∣∣∣
k∑
i=1
ξi
∣∣∣∣∣ ≥ t
)
≤ 2 exp
(
− t
2
2nσ2 + 23Mt
)
.
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Now let us present a counterpart of Bernstein-like inequality for unbounded, independent ran-
dom variables
Lemma B.2. Let (ξi)i≥0 be i.i.d. sequence of random variables such that E exp(c−α|ξi|α) ≤ 2
for some α ∈ (0, 1] and c > 0. Define M := c(3α−2 log n) 1α , Ui := ξi1|ξi|>M and σ2 := Eξ2i .
Then for λ = (21/αc)−1
E exp
(
λα
n−1∑
i=0
(|Ui|α + (E|Ui|)α)
)
≤ exp(8).
Furthermore, if Eξi = 0 then for any t > 0 and n ∈ N
P
(
sup
1≤k≤n
∣∣∣∣∣
k∑
i=1
ξi
∣∣∣∣∣ > t
)
≤ exp (8) exp
(
− t
α
2(6c)α
)
+ 2exp
(
− t
2
72
25nσ
2 + 85tM
)
.
Proof. First part is just the content of the Lemma 4.1 in [2]. Now we prove tail inequality for
sup1≤k≤n
∣∣∣∑ki=1 ξi∣∣∣. Take p = 1/6. Define Bi := ξi1|ξi|≤M (recall Ui = ξi1|ξi|>M) and notice
that ξi = Bi − EBi + Ui − EUi. Using the union bound we get
P
(
sup
1≤k≤n
∣∣∣∣∣
k∑
i=1
ξi
∣∣∣∣∣ > t
)
≤ P
(
sup
1≤k≤n
∣∣∣∣∣
k∑
i=1
Ui − EUi
∣∣∣∣∣ > tp
)
+P
(
sup
1≤k≤n
∣∣∣∣∣
k∑
i=1
Bi − EBi
∣∣∣∣∣ > t(1− p)
)
.
Firstly we take care of the unbounded part. Using Markov inequality and then first part of the
lemma we get
P
(
sup
1≤k≤n
∣∣∣∣∣
k∑
i=1
Ui − EUi
∣∣∣∣∣ > tp
)
≤ P
(
exp
(
λα
n∑
i=1
|Ui − EUi|α
)
> exp (λpt)α
)
≤ exp (8) exp
(
− t
αpα
2cα
)
= exp (8) exp
(
− t
α
2(6c)α
)
.
(B.1)
Notice that E (Bi − EBi)2 ≤ EB2i ≤ σ2. Therefore using Classical Bernstein inequality (cf.
Lemma B.1.) we get
P
(
sup
1≤k≤n
∣∣∣∣∣
k∑
i=1
Bi − EBi
∣∣∣∣∣ > t(1− p)
)
≤ 2 exp
(
− t
2(1− p)2
2nσ2 + 43t(1− p)M
)
= 2exp
(
− t
2
72
25nσ
2 + 85tM
)
which ends up the proof of the lemma.

Now we demonstrate a version of Bernstein inequality for random sums.
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Lemma B.3. Fix independent random variables (γi)0≤i≤l−1 such that Eγi = 0, σ2 := Eγ2i and
E exp (v−α|γi|α) ≤ 2 for some v > 0. Let B := v(3α−2 log(l))1/α. Moreover assume that T is a
bounded stopping time (wrt some filtration Gi ⊃ σ(γ1, γ1, . . . , γi−1) such that γi is independent
of Gi). Then for any a > 0 and t ≥ 0,
P
(∣∣∣∣∣
T∑
i=1
γi−1
∣∣∣∣∣ > t
)
≤ e8 exp
(
− t
α
2
(
2 +
√
2
)α
cα
)
+ 2
3
2 exp
(
− t
2
8aσ2 + 2
√
2µt
)
,
where
µ := max
(
8B
3
, 2σ
√
‖(T − a)+‖ψ1
)
.
Proof. It is just a reformulation of the Proposition 4.4. ii) from [2] with ǫ := 1, p :=
√
2√
2−1 and
q :=
√
2. 
Now we give Bernstein-like inequality in case of finite ψ1−Orlicz norm (see Lemma 5.2 in [2])
Lemma B.4. (ψ1 Bernstein’s inequality.) If (ξi)i is a sequence of independent centered random
variables such that supi ‖ξi‖ψ1 ≤ τ then:
P
(
n∑
i=1
ξi ≥ t
)
≤ exp
(
− t
2
4nτ2 + 2τt
)
B 1-dependent processes.
Now we turn to 1−dependent sequences of random variables. Firstly we present a simple lemma
in which we demonstrate a counterpart of classical Bernstein inequality. The ideas from the
proof of this lemma will be used in the upcoming proofs of lemmas 4.1 and 4.3.
Lemma B.5. Let (X)i≥1 be a 1−dependent, centered and stationary process which is bounded
(‖Xi‖∞ ≤ M < ∞). Assume that we can find a filtration (Fi)i≥0 such that for Zi := Xi +
E (Xi+1|Fi)− E (Xi|Fi−1) we have the following
0. Xi is Fi measurable.
1. (Zi)i≥1 is stationary.
2. (Zi)i≥1 is m−dependent with m = 1 or m = 2.
3. (E (Xi|Fi−1))i≥1 is stationary.
4. E(Xi|Fi−1) is independent of Xi+1 for any i ≥ 1.
Then
EZ2i = σ
2
∞ := EX
2
1 + 2EX1X2 (B.2)
and
P
(∣∣∣∣∣
n∑
i=1
Xi
∣∣∣∣∣ ≥ t
)
≤ 2(m+ 1) exp
(
− t
2
cm(n+ 1 +m)σ2∞ + dmtM
)
, (B.3)
where c1 = 8, c2 = 15, d1 = 6, d2 = 10.
22
Proof. First part follows from pure computations, namely
EZ2i = E
[
X2i + E
2 (Xi+1|Fi) + E2 (Xi|Fi−1)
]
+ E
[− 2E(Xi+1|Fi)E(Xi|Fi−1)− 2XiE(Xi|Fi−1) + 2XiE(Xi+1|Fi)] (B.4)
Now using the properties of conditional mean value we obtain that EXiE(Xi|Fi−1) = EE2(Xi|Fi−1),
EE(Xi+1|Fi)E(Xi|Fi−1) = EE(Xi|Fi−1)Xi+1 and XiE(Xi+1|Fi) = E(XiXi+1|Fi). It follows
that
EZ2i = E
(
X2i + E
2(Xi+1|Fi)− E2(Xi|Fi−1)− 2E(Xi|Fi−1)Xi+1 + 2XiXi+1
)
= E
(
X2i + 2XiXi+1
)− 2E (E(Xi|Fi−1)Xi+1) + E (E2 (Xi+1|Fi)− E2 (Xi|Fi−1)) . (B.5)
Finally due to property 3, E
(
E2(Xi+1|Fi)− E2(Xi|Fi−1)
)
= 0 and due to property 4,
E (E(Xi|Fi−1)Xi+1)) = 0, which proves formula (B.2).
As for second part, firstly notice that because of definition of Zi we have for any n ∈ N
n∑
i=1
Zi =
n∑
i=1
Xi + E (Xn+1|Fn)− E (X1|F0) .
Take p = 0.64 in case of m = 2 (p = 0.73 in case m = 1). Using union bound we get
P
(∣∣∣∣∣
n∑
i=1
Xi
∣∣∣∣∣ ≥ t
)
≤ P
(∣∣∣∣∣
n∑
i=1
Zi
∣∣∣∣∣ ≥ tp
)
+ P (|E (Xn+1|Fn)− E (X1|F0)| ≥ t(1− p)) (B.6)
Now notice two things. Firstly that right-hand side of (B.3) is bigger or equal to 1 unless
t > 10M log(6) (resp. t > 6M log(4)). Thus without loss of generality from now on we
assume that t > 10M log(6) (resp. t > 6M log(4)). But then (in both cases) t(1 − p) > 2M
whereas |E (Xn+1|Fn)− E (X1|F0)| ≤ 2M which implies that the second term on the right
hand side of (B.6) vanishes. Now in case m = 2 we split sum
∑n
i=1 Zi into three parts
(resp. into two parts)
∑n
i=1 Zi =
∑
i=1...n,3|i Zi +
∑
i=1...n,3|(i−1) Zi +
∑
i=1...n,3|(i−2) Zi (resp.∑n
i=1 Zi =
∑
i=1...n,2|i Zi +
∑
i=1...n,2|(i−1) Zi). Using union bound we get in case m = 2
P
(∣∣∣∣∣
n∑
i=1
Xi
∣∣∣∣∣ ≥ t
)
≤ P
(∣∣∣∣∣
n∑
i=1
Zi
∣∣∣∣∣ ≥ tp
)
≤
2∑
j=0
P


∣∣∣∣∣∣
∑
i=1...n,3|(i−j)
Zi
∣∣∣∣∣∣ ≥ tp/3


and in case m = 1
P
(∣∣∣∣∣
n∑
i=1
Xi
∣∣∣∣∣ ≥ t
)
≤ P
(∣∣∣∣∣
n∑
i=1
Zi
∣∣∣∣∣ ≥ tp
)
≤
1∑
j=0
P


∣∣∣∣∣∣
∑
i=1...n,2|(i−j)
Zi
∣∣∣∣∣∣ ≥ tp/2

 .
Notice that EZi = 0, ‖Zi‖∞ ≤ 3M and EZ2i = σ2∞. Thanks to properties 1. and 2. (recall
Remark 2.4.) we can use the Classical Bernstein inequality (cf. Lemma B.1.) for each of
summands to get (in both cases)
m∑
j=0
P


∣∣∣∣∣∣
∑
i=1...n,(m+1)|(i−j)
Zi
∣∣∣∣∣∣ ≥ tp/(m+ 1)

 ≤ 2(m+1) exp

−
(
tp
m+1
)2
2⌈n/(m+ 1)⌉σ2∞ + 233M tpm+1

 .
Now it is enough to use ⌈n/(m+ 1)⌉ ≤ n/(m+ 1) + 1, use the definition of p and simplify the
terms. 
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Remark B.6. If (X)i≥0 is 1−dependent, centered and stationary Markov process which is
bounded (‖Xi‖∞ ≤ M < ∞) then assumptions of the above lemma are satisfied with Fi =
σ{Xj |j ≤ i} and m = 2. If (ξi)i≥0 is i.i.d. process and f : R2 → R is a bounded, Borel function
then for (X)i≥0 := f(ξi, ξi+1) such that (Xi) is centered we can take Fi = σ{ξj |j ≤ i+ 1} and
notice that the assumptions of the above lemma are satisfied with m = 1.
Remark B.7. It is worth noticing that σ2∞ may be equal to 0 in case of 1−dependent process
(Xi)i∈N. Take for example Xi = ξi+1 − ξi where (ξi)i∈N forms an i.i.d. process. It turns out
(cf. [20]) that the reverse is true that is if for 1−dependent, bounded stationary process (Xi)i∈N
we have σ2∞ = 0 then there exists i.i.d. process (ξi)i∈N such that Xi = ξi+1 − ξi. In particular
in case σ2∞ = 0 the inequality from Lemma B.5. remains true.
Now we are ready to prove Lemma 4.1 which is a counterpart of Lemma B.2. for 1−dependent
random variables.
B.1 Proof of Lemma 4.1.
Proof. Let us take p = 1/5. Let us stress that the inequality from this lemma is trivial unless
t ≥ cmMˆ log (2(m+ 1)) (meaning that right-hand side of the inequality is bigger or equal to
1). Therefore from now on we assume t ≥ cmMˆ log (2(m+ 1)). In particular t ≥ 2p(2/α)
1
α c and
t ≥ 4 1α 2cp log(n)
1
α . Using the union bound and assumption 3,
P
(
sup
1≤k≤n
∣∣∣∣∣
k∑
i=1
Xi
∣∣∣∣∣ > t
)
≤ P
(
sup
1≤k≤n
∣∣∣∣∣
k∑
i=1
Zi
∣∣∣∣∣ > t(1− p)
)
+ P
(
sup
1≤i≤n
|E(Xi+1|Fi)− E(X1|F0)| > tp
)
≤ P
(
sup
1≤k≤n
∣∣∣∣∣
k∑
i=1
Zi
∣∣∣∣∣ > t(1− p)
)
+ 2P
(
sup
1≤i≤n
|E(Xi|Fi−1)| > tp/2
)
(B.7)
Now using the union bound, Lemma A.8 and stationarity of (E(Xi|Fi−1))i we get
2P
(
sup
1≤i≤n
|E(Xi|Fi−1)| > tp
2
)
≤ 2nP
(
|E(X1|F0)| > tp
2
)
≤ 12n exp
(
− p
αtα
2(2c)α
)
.
Notice that
12n exp
(
− p
αtα
2(2c)α
)
= 12
[
n exp
(
− p
αtα
4(2c)α
)]
exp
(
− p
αtα
4(2c)α
)
≤ 12 exp
(
− p
αtα
4(2c)α
)
,
where the inequality is a consequence of n exp
(
− pαtα4(2c)α
)
≤ 1. It follows that
2P
(
sup
1≤i≤n
|E(Xi|Fi−1)| > pt
2
)
≤ 12 exp
(
− p
αtα
4(2c)α
)
= 12 exp
(
− t
α
4(10c)α
)
(B.8)
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In order to deal with P (|∑ni=1 Zi| > t(1− p)) we start with splitting this sum into m+1 parts
and using the union bound, namely
P
(
sup
1≤k≤n
∣∣∣∣∣
k∑
i=1
Zi
∣∣∣∣∣ > t(1− p)
)
≤
m∑
j=0
P

 sup
1≤k≤n
∣∣∣∣∣∣
∑
1≤i≤k,m+1|i−j
Zi
∣∣∣∣∣∣ > t(1− p)/(m+ 1)

 .
Now to each summand on the right-hand side of above inequality we want to apply Lemma
B.2 with cˆ := (8/α)
1
α c instead of c and M = Mˆ . In order to do so we need to prove that
‖Zi‖ψα ≤ cˆ.
We have (using triangle inequality (cf. Lemma A.4) twice and then Lemma A.6.)
‖Zi‖ψα ≤ 21/α−1‖Xi‖ψα + 21/α−1‖E(Xi+1|Fi)− E(X1|F0)‖ψα
≤ 21/α‖Xi‖ψα + 22/α−22‖E(X1|F0)‖ψα
≤ 21/α‖Xi‖ψα + 22/α−1(2/α)
1
α ‖X1‖ψα
≤ ‖X1‖ψα(2
1
α +
1
2
(8/α)
1
α )
≤ c(8/α) 1α .
(B.9)
Therefore we obtain due to Lemma B.2.
P
(
sup
1≤k≤n
∣∣∣∣∣
k∑
i=1
Zi
∣∣∣∣∣ > (1− p)/2
)
≤
m∑
j=0
P

 sup
1≤k≤n
∣∣∣∣∣∣
∑
1≤i≤k,m+1|i−j
Zi
∣∣∣∣∣∣ > t(1− p)/(m+ 1)


≤ (m+ 1) exp(8) exp
(
− t
α
16
α (8(m+ 1)c)
α
)
+ 2(m+ 1) exp
(
− (1− p)
2t2
72
25 (m+ 1) ((n+ (m+ 1)) σ
2∞ +
8
5(m+ 1)(1 − p)tMˆ
)
.
≤ (m+ 1) exp(8) exp
(
− t
α
16
α (8(m+ 1)c)
α
)
+ 2(m+ 1) exp
(
− t
2
5(m+ 1) ((n+ (m+ 1)) σ2∞ + 2(m+ 1)tMˆ
)
.
(B.10)
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Finally using (B.7), (B.8) and (B.10) we get
P
(
sup
1≤k≤n
∣∣∣∣∣
k∑
i=1
Xi
∣∣∣∣∣ > t
)
≤ P
(
sup
1≤i≤n
|E(Xi+1|Fi)− E(X1|F0)| > tp
)
+ P
(
sup
1≤k≤n
∣∣∣∣∣
k∑
i=1
Zi
∣∣∣∣∣ > t(1− p)
)
≤ 12 exp
(
− t
α
4(10c)α
)
+ (m+ 1) exp(8) exp
(
− t
α
16
α (8(m+ 1)c)
α
)
+ 2(m+ 1) exp
(
− t
2
5(m+ 1) (n+m+ 1) σ2∞ + 2(m+ 1)tMˆ
)
,
(B.11)
which ends up the proof due to the inequality
12 exp
(
− t
α
4(10c)α
)
≤ (m+ 1) exp(8) exp
(
− t
α
16
α (8(m+ 1)c)
α
)
.

Now we turn to the proof of the Lemma 4.3.
B.2 Proof of Lemma 4.3.
Proof. At the beginning note that point 3. together with point 0. imply 2−dependence of the
process (Zi)i≥1. Furthermore, EZ2i = σ
2∞ (by Lemma B.5) and without loss of generality we
may assume that t ≥ 14Mˆb log 9. Fix w := (8√2 log 9)−1. Using the union bound we get
P
(∣∣∣∣∣
N∑
i=1
Xi
∣∣∣∣∣ > t
)
≤ P
(∣∣∣∣∣
N∑
i=1
Zi
∣∣∣∣∣ > t(1− w)
)
+ 2P
(
sup
1≤i≤n
|E(Xi | Fi−1)| > tw
2
)
.
Now we have
2P
(
sup
1≤i≤n
|E(Xi|Fi−1)| > wt
2
)
≤ 2nP
(
|E(X1|F0)| > wt
2
)
≤
{
Lemma A.8, tw/2 ≥ c
(
2
α
) 1
α
}
≤ 12n exp
(
− (wt)
α
2(2c)α
)
≤
{
t ≥ 14Mˆb log 9
}
≤ 12 exp
(
− (wt)
α
4(2c)α
)
(B.12)
Now we take care of the term P
(∣∣∣∑Ni=1Xi∣∣∣ > t(1− w)). Recall that
‖Z1‖ψα ≤ c(8/α)
1
α =: cˆ, (B.13)
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(it follows from (B.9)). Therefore,
P
(∣∣∣∣∣
N∑
i=1
Zi
∣∣∣∣∣ > t(1− w)
)
≤
2∑
j=0
P


∣∣∣∣∣∣
∑
1≤i≤N, 3|(i+j)
Zi
∣∣∣∣∣∣ > t(1− w)/3

 .
(B.14)
Now we will consider the jth summand of the above sum. Let us take u := 3
8
√
2 log(9)
and notice
that there is function fj : N→ N such that for any n ∈ N,
⌊
n
3
⌋ ≤ fj(n) ≤ ⌈n3 ⌉ and
P


∣∣∣∣∣∣
∑
1≤i≤N, 3|i+j
Zi
∣∣∣∣∣∣ > t(1− w)/3


= P


∣∣∣∣∣∣
∑
1≤i≤fj(N)
Z3i−j
∣∣∣∣∣∣ > t(1− w)/3


≤ P


∣∣∣∣∣∣
∑
1≤i≤⌈N/3⌉+1
Z3i−j
∣∣∣∣∣∣ > t(1− u)(1− w)/3


+ P
(
2 sup
k≤n+6
|Zk| > tu(1− w)/3
)
.
(B.15)
Notice that
P
(
2 sup
k≤n+6
|Zk| > tu(1− w)/3
)
≤ (n+ 6)P (|Zk| > tu(1− w)/3)
≤ {(B.13) and Lemma A.7}
≤ 2(n + 6) exp
(
−α(tu(1− w))
α
8(3c)α
)
≤ {t ≥ 14Mˆb log(9), n ≥ 2}
≤ 2 exp
(
−α(tu(1− w))
α
16(3c)α
)
,
(B.16)
where in the second-to-last inequality we assumed that n ≥ 2 (for n = 1 result of the theorem
is trivial). In order to cope with P
(∣∣∣∑1≤i≤⌈N/3⌉+1 Z3i−j∣∣∣ > t(1− u)(1− w)/3) we use Lemma
B.3 with γi := Z3i+3−j for i ≥ 0, Gi := F3i−j , T := ⌈N/3 + 1⌉ ≤ l := ⌈n/3⌉ + 1, v := cˆ. Now
we check the assumptions of the lemma.
1. γi are independent, because the process (Zi)i≥1 is 2-dependent.
2. γi−1 is Gi measurable. Indeed, Zi, by definition and point 0. in the assumptions, is Fi
measurable.
3. γi is independent of Gi (follows from point 3. in the assumptions).
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4. T is a stopping time with respect to filtration Gi. This is a consequence of point 1. in
the assumptions.
Thus, applying this lemma we get (for any a > 0)
P


∣∣∣∣∣∣
∑
1≤i≤⌈N/3⌉+1
Z3i−j
∣∣∣∣∣∣ > t(1− u)(1− w)/3


≤ exp(8) exp
(
−(t(1− w)(1− u))
α
2(3(2 +
√
2)cˆ)α
)
+ 3exp
(
− (t(1 −w)(1 − u))
2
72aσ2∞ + 6
√
2µ(1− u)(1 − w)t
)
(B.17)
where
µ = max
(
8Mˆ
3
, 2σ∞
√
‖ (⌈N/3⌉ − a+ 1)+ ‖ψ1
)
.
Now using (B.13) and Lemma A.5. with Y := αZ
α
8cα and β =
2
α we get that σ
2∞ ≤ 2c
(
8
α2
) 1
α .
Indeed
σ2∞ = EZ
2 ≤ 2c2
(
8
α
) 2
α
Γ(
2
α
+ 1)
≤ 4
α
c2
(
8
α
) 2
α
Γ(
2
α
)
≤
{
Γ(x) ≤
(x
2
)x−1
for x ≥ 2, (see, [14], Thm. 1)
}
≤ 4c2
(
8
α2
) 2
α
.
(B.18)
It follows that σ∞ ≤ 23Mˆ . This implies that
µ ≤ 4
3
Mˆ max
(
2,
√
‖ (⌈N/3⌉ − a+ 1)+ ‖ψ1
)
=
4
3
Mˆb.
Therefore, (B.17) reduces to
P


∣∣∣∣∣∣
∑
1≤i≤⌈N/3⌉+1
Z3i−j
∣∣∣∣∣∣ > t(1− u)(1− w)/3


≤ exp(8) exp
(
−(t(1− w)(1 − u))
α
2(3(2 +
√
2)cˆ)α
)
+ 3exp
(
− (t(1− w)(1 − u))
2
72aσ2∞ + 8
√
2Mˆb(1− u)(1 − w)t
)
.
(B.19)
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Finally, thanks to (B.12),(B.15), (B.16) and (B.19) we obtain
P
(∣∣∣∣∣
N∑
i=1
Xi
∣∣∣∣∣ > t
)
≤ 12 exp
(
− (wt)
α
4(2c)α
)
+ 6exp
(
−α(tu(1− w))
α
16(3c)α
)
+ 3exp(8) exp
(
−(t(1− w)(1 − u))
α
2(3(2 +
√
2)cˆ)α
)
+ 9exp
(
− (t(1− w)(1 − u))
2
72aσ2∞ + 8
√
2Mˆb(1− u)(1− w)t
)
≤ 12 exp
(
− t
α
4(50c)α
)
+ 6exp
(
− t
α
16
α (26c)
α
)
+ 3exp(8) exp
(
− t
α
16
α (13c)
α
)
+ 9exp
(
− t
2
102aσ2∞ + 14Mˆbt
)
≤ 4 exp(8) exp
(
− t
α
16
α (26c)
α
)
+ 9exp
(
− t
2
102aσ2∞ + 14Mˆbt
)
(B.20)
which ends the proof. 
C Properties of random blocks Ξi.
At the beginning recall the definitions of χi (cf. 2.7) and σi (cf. 2.5).
The random variables (χi)i≥0 form a one-dependent, stationary process. In the upcoming
subsection we are going to show a concentration inequality for ”number of the regenerations”
that can occur up to some fix time n ∈ N. To do so we recall the random time N
N = inf{i ≥ 0| σi + (m− 1) ≥ n− 1}.
A Tail inequalities for number of regenerations N .
A.1 Proof of the Lemma 4.2.
Firstly, notice that without loss of generality we may assume that np ≥ LpE(σ1− σ0). Indeed,
otherwise, using E(σ1 − σ0) ≤ d we obtain
exp(1) exp
(
−pnE(σ1 − σ0)
Kpd2
)
≥ exp(1) exp
(
−LpE
2(σ1 − σ0)
Kpd2
)
≥ exp(1) exp
(
−Lp
Kp
)
= exp
(
1− Lp
Kp
)
≥ 1.
(C.1)
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Thus, from now on we consider n such that np ≥ LpE(σ1−σ0). We have (A := (1+p)n(E(σ1−
σ0))
−1 ≥ 1)
P(N > ⌈A⌉)
≤ P(σ⌈A⌉ − σ0 ≤ n)
≤ P

⌈A⌉−1∑
i=0
[σi+1 − σi − E(σi+1 − σi)] ≤ [n−AE(σ1 − σ0)]


= P

⌈A⌉−1∑
i=0
[σi+1 − σi − E(σi+1 − σi)] ≤ n− (1 + p)n


= P

⌈A⌉−1∑
i=0
[σi+1 − σi − E(σi+1 − σi)] ≤ −np

 .
(C.2)
Now we have ‖σi+1−σi−E(σi+1−σi)‖ψ1 ≤ 2d so using Lemma B.4. (random times (σi+1−σi)i≥0
are independent and identically distributed (cf. (2.6))) and the fact that E(σ1−σ0) ≤ d we get
P(N > (1 + p)n(E(σ1 − σ0))−1) ≤ exp
(
− p
2n2
4(A+ 1)4d2 + 4dnp
)
= exp
(
− p
2n2
16d2((1 + p)n(E(σ1 − σ0))−1 + 1) + 4dnp
)
= exp

− pnE(σ1 − σ0)
16d2(1+pp +
E(σ1−σ0)
pn ) + 4dE(σ1 − σ0)


≤ exp
(
− pnE(σ1 − σ0)
16d2(1+pp +
1
Lp
) + 4d2
)
= exp
(
−pnE(σ1 − σ0)
Kpd2
)
≤ exp(1) exp
(
−pnE(σ1 − σ0)
Kpd2
)
,
(C.3)
where in the second equality we used the assumption np ≥ LpE(σ1 − σ0).
The properties of Kp follow from easy computations.
A.2 Orlicz-like bound for number of regenerations N .
Lemma C.1. Suppose that ‖σ1 − σ0‖ψ1 ≤ d for some d > 0. Then for any p > 0,
∥∥(N − a)+∥∥ψ1 ≤ 2b = 4Kpd
2
E2(σ1 − σ0) ≤
4Kpd
2
m2
,
where a := (1 + p)n(E(σ1 − σ0))−1 and b := 2 d
2Kp
E2(σ1−σ0) . Moreover b ≥ 2Kp ≥ 2K∞.
Proof. Firstly for any t ≥ 1/b we define pˆ := p+ tb−1n E (σ1 − σ0) ≥ p. Using Lemma 4.2. with
p := pˆ we obtain (recall that in this case Kpˆ ≤ Kp, where Kp is a constant defined in Lemma
30
4.2.) and the inequalities b = 2
d2Kp
E2(σ1−σ0) ≥ 2Kp ≥ 2K∞ we get
E exp
(
(N − a)+
b
)
= 1 +
∫ ∞
0
etP
(
(N − a)+
b
> t
)
dt
= 1 +
∫ ∞
0
etP (N > tb+ a) dt
= 1 +
∫ ∞
0
etP (N > ⌈tb+ a− 1⌉) dt
= 1 +
∫ 1/b
0
etP (N > ⌈tb+ a− 1⌉) dt+
∫ ∞
1/b
etP (N > ⌈tb+ a− 1⌉) dt
≤ 1 +
∫ 1/b
0
etdt+
∫ ∞
1/b
etP (N > ⌈tb+ a− 1⌉) dt
= {Lemma 4.2, with p = pˆ}
≤ e1/b +
∫ ∞
1/b
et exp(1) exp
(
− pˆnE(σ1 − σ0)
Kpˆd2
)
dt
≤ e1/b +
∫ ∞
1/b
et exp(1) exp
(
− pˆnE(σ1 − σ0)
Kpd2
)
dt
= e1/b +
∫ ∞
1/b
et exp(1) exp
(
−E
2(σ1 − σ0)tb+ pnE(σ1 − σ0)− E2(σ1 − σ0)
Kpd2
)
dt
= e1/b + exp
(
1 +
E2(σ1 − σ0)− pnE(σ1 − σ0)
Kpd2
)∫ ∞
1/b
e−tdt
≤ e1/b + exp
(
1 +
1
Kp
)
≤ exp
(
1
2K∞
)
+ exp
(
1 +
1
K∞
)
≤ 4
(C.4)
where in the last inequality we used K∞ = 1045 . In order to finish the proof it is enough to
apply the Jensen inequality. 
B Markov-like properties
In this section we present a Markov-like property of the split chain (see Lemma C.3), the Markov
property of m-blocks (see Lemma C.4) and then the Markov property of random blocks (see
Lemma C.6). In particular we justify the formula (2.8) used in the proofs of our main results.
Let us add that in this section we will use extensively the Dynkin π − λ lemma. For exact
formulation we refer to the Lemma 4.10 in [3].
B.1 Markov-like property of the split chain
In this section we generalize (2.3) and (2.2).
Lemma C.2. Let L := {0, 1} be a ”level” space and k ∈ N. For any 2L⊗B⊗m-measurable, Px
integrable (x ∈ X ) function F : L× Xm → R of the form
F (y0, x1, x2, . . . , xm−1, xm), (C.5)
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we have
E(F (Ykm,Υkm+1,Υkm+2, . . . ,Υ(k+1)m−1,Υ(k+1)m)|FΥkm,FYkm−m)
= E(F (Ykm,Υkm+1,Υkm+2, . . . ,Υ(k+1)m−1,Υ(k+1)m)|Υkm)
=
(∫
X
)m ∫
L
F (y0, x1, x2, . . . , xm−1, xm)l(Υkm, xm, dy0)
P (xm−1, dxm)P (xm−2, dxm−1) . . . P (Υkm, dx1),
(C.6)
where for any x, xm ∈ X , l(x, xm, ·) is a measure with l(x, xm, 0) = 1 − 1x∈C r(x, xm),
l(x, xm, 1) = 1x∈C r(x, xm) and r(x, y) =
δν(dy)
Pm(x,dy) (cf. (2.1)).
Proof. Notice that for any i ∈ L, measurable sets Ai ∈ B(X ) and function F of the form
1y0=i, x1∈A1, ..., xm∈Am , (C.6) reduces to (2.3) or (2.2). It follows that (C.6) is valid for all
functions of the form (B ⊂ L)
1y0∈B, x1∈A1, ..., xm∈Am . (C.7)
Now by definition of 2L ⊗ B⊗m, (C.7) and Dynkin π − λ lemma we get that (C.6) is valid for
all functions F of the form
1D, (C.8)
where D ∈ 2L ⊗ B⊗m. By linearity (in F ) of terms in (C.6) we get that the (C.6) is true
for linear combinations of functions of the form (C.8). It remains to use the approximation
argument to get that (C.6) holds for non-negative, 2L⊗B⊗m measurable functions F and finally
for integrable F .

Now using induction and the Dynkin π − λ lemma we can generalize previous lemma to the
following one
Lemma C.3 (Markov-like property of split chain). For any k ∈ N and (2L ⊗ B)⊗N measurable
bounded function F we have
E
(
F (Ykm,Υkm+1, Ykm+1,Υkm+2, Ykm+2, . . .) |FΥkm,FYkm−m
)
= E (F (Ykm,Υkm+1, Ykm+1,Υkm+2, Ykm+2 . . .) |Υkm)
(C.9)
B.2 Markov property of the random blocks
For k ∈ N define
Υ
(m)
k := (Υkm, Ykm,Υkm+1, Ykm+1, . . . ,Υkm+m−1, Ykm+m−1).
Now we prove that
(
Υ
(m)
k
)
k∈N
forms a Markov chain.
Lemma C.4 (Markov property of m-blocks). For any (B⊗m)⊗N-measurable bounded function
F : (Xm)N → R and k ∈ N we have
E
(
F
(
Υ
(m)
k ,Υ
(m)
k+1, . . .
)
|Υ(m)k−1, . . . ,Υ(m)0
)
= E
(
F
(
Υ
(m)
k ,Υ
(m)
k+1, . . .
)
|Υ(m)k−1
)
(C.10)
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Proof. We will prove stronger result, namely
E
(
F
(
Υ
(m)
k ,Υ
(m)
k+1, . . .
)
|Υ(m)k−1, . . . ,Υ(m)0
)
= E
(
F
(
Υ
(m)
k ,Υ
(m)
k+1, . . .
)
|Υmk−m,Υmk−1
)
. (C.11)
Notice that due to Lemma C.3 we get
E
(
F
(
Υ
(m)
k ,Υ
(m)
k+1, . . .
)
|Υ(m)k−1, . . . ,Υ(m)0
)
= E
(
E
(
F
(
Υ
(m)
k ,Υ
(m)
k+1, . . .
)
|Υkm,Υ(m)k−1, . . . ,Υ(m)0
)
|Υ(m)k−1, . . . ,Υ(m)0
)
= E
(
E
(
F
(
Υ
(m)
k ,Υ
(m)
k+1, . . .
)
|Υkm
)
|Υ(m)k−1, . . . ,Υ(m)0
)
= E
(
G (Υkm) |Υ(m)k−1, . . . ,Υ(m)0
)
,
for some measurable function G. Therefore in order to prove (C.11) it is enough to prove that
for any measurable function G
E
(
G (Υkm) |Υ(m)k−1, . . . ,Υ(m)0
)
= E (G (Υkm) |Υkm−1, Υkm−m) . (C.12)
In order to do so, for i ∈ N, consider Ai := Aim × Bi × Aim+1 × Bi × · · · × Aim+m−1 × Bi ∈(B ⊗ 2{0,1})⊗m (recall (2.4)) and function
Gˆ(x, z) :=
∫
X
∫
LG(xm)1y0∈Bk−1 l(z, xm, dy0)P (x, dxm)∫
X
∫
L 1y0∈Bk−1 l(Υkm−m, xm, dy0)P (x, dxm)
.
Now we have
EG(Υkm)1Υ(m)0 ∈A0
1
Υ
(m)
1 ∈A1
· · ·1
Υ
(m)
k−1∈Ak−1
= EE
(
G(Υkm)1Υ(m)0 ∈A0
1
Υ
(m)
1 ∈A2
· · ·1
Υ
(m)
k−1∈Ak−1
|FΥkm−m, FYkm−2m
)
= E
(
1
Υ
(m)
0 ∈A0
· · ·1
Υ
(m)
k−2∈Ak−2
E
(
G(Υkm)1Ykm−m∈Bk−11Υm(k−1)+1∈Am(k−1)+1 · · ·1Υmk−1∈Amk−1 |FΥkm−m, FYkm−2m
))
= {Lemma C.2}
= E
(
1
Υ
(m)
0 ∈A0
· · ·1
Υ
(m)
k−2∈Ak−2(∫
X
)m ∫
L
G(xm)1y0∈Bk−11x1∈Am(k−1)+1 · · ·1xm−1∈Amk−1 l(Υkm−m, xm, dy0)
P (xm−1, dxm)P (xm−2, dxm−1) . . . P (Υkm−m, dx1)
)
= E
(
1
Υ
(m)
0 ∈A0
· · ·1
Υ
(m)
k−2∈Ak−2
(∫
X
)m−1
1x1∈Am(k−1)+1 · · ·1xm−1∈Amk−1∫
X
∫
L
Gˆ(xm−1,Υkm−m)1y0∈Bk−1 l(Υkm−m, xm, dy0)P (xm−1, dxm)
P (xm−2, dxm−1) . . . P (Υkm−m, dx1)
)
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= {Lemma C.2}
= E
(
1
Υ
(m)
0 ∈A0
· · ·1
Υ
(m)
k−2∈Ak−2
E
(
Gˆ(Υkm−1,Υkm−m)1Ykm−m∈Bk−11Υm(k−1)+1∈Am(k−1)+1 · · ·1Υmk−1∈Amk−1 |FΥkm−m, FYkm−2m
))
= EGˆ(Υkm−1,Υkm−m)1Υ(m)0 ∈A0
1
Υ
(m)
1 ∈A1
· · ·1
Υ
(m)
k−1∈Ak−1
.
In order to finish the proof of (C.12) it is enough to use once more the Dynkin π−λ lemma. 
Remark C.5 (Strong Markov property of m-blocks). Denote by FΥ(m) =
(
FΥ(m)k
)
k∈N
the
natural filtration associated with the Markov chain that is
FΥ(m)k = σ
{
Υ
(m)
0 ,Υ
(m)
1 , . . . ,Υ
(m)
k
}
.
By standard arguments Lemma C.4 implies that for any stopping time τ (with respect to natural
filtration FΥ(m)) we have
E
(
F
(
Υ(m)τ ,Υ
(m)
τ+1, . . .
)
|FΥ(m)τ
)
= E
(
F
(
Υ(m)τ ,Υ
(m)
τ+1, . . .
)
|Υ(m)τ
)
(C.13)
B.3 Markov property of random blocks
Let us recall the definition of the random blocks:
Ξ0 = (Υ0, . . . ,Υσ0+m−1)
Ξi = (Υσi−1+m, . . . ,Υσi+m−1),
where
σ := σ0 := min{k ≥ 0|Yk = 1, m|k}
σi := min{k > σi−1|Yk = 1, m|k} for i ≥ 1.
(C.14)
Denote
S =
⋃
n≥1
X nm,
S = σ

⋃
n≥1
B⊗nm


and
S = S⊗N.
Now we will show that (Ξi)i≥0 forms a Markov chain.
Lemma C.6 (Markov property of random blocks). For any i ≥ 1 and real, bounded, S-
measurable function F : SN → R there exists a S-measurable function G : S → R such that
E(F (Ξi+1,Ξi+2, . . .)|Ξ0,Ξ1, . . . ,Ξi) = E(F (Ξi+1,Ξi+2, . . .)|Ξi) = G(Ξi), (C.15)
34
Proof. The second equality follows from stationarity of (Ξi)i≥1. Now we turn to the first one.
For every k ∈ N choose some positive ak ∈ N such that m|ak and consider
Ak = A
1
k ×A2k × · · · ×Aakk ∈ Bak .
Notice that for any i, j ∈ N, i ≥ 1 we have
1Ξi∈Ai1Ξi+1∈Ai+1 . . .1Ξi+j∈Ai+j
=

σi+j+m−1∏
k=σi−1+m
1
Υk∈Ac(k)b(k)

( j∏
k=0
1σk+i−σk+i−1=ak+i
)
=: Gj(Υ
(m)
σi−1/m+1
,Υ
(m)
σi−1/m+2
, . . . ,Υ
(m)
σi+j/m
),
(C.16)
where for any k ∈ N, b(k) and c(k) ≤ ab(k) are uniquely determined and the Gj is some
((B ⊗ 2{0,1})⊗m)⊗N−measurable function. Notice that if we put σ−1 := −m then the above
equality holds in case i = 0. Furthermore,
Gj(Υ
(m)
σi−1/m+1
,Υ
(m)
σi−1/m+2
, . . . ,Υ
(m)
σi+j/m
)
is FΥ(m)σi+j/m measurable.
Now fix i, n ∈ N and the sets Ak as above. We will show that (C.15) is valid for F of the form
F (xi+1,xi+2, . . .) = 1xi+1∈Ai+11xi+2∈Ai+2 . . .1xi+n∈Ai+n . (C.17)
We have (τ = σi/m)
EF (Ξi+1,Ξi+2, . . .)1Ξ0∈A01Ξ1∈A1 . . .1Ξi∈Ai
= EGn−1(Υ
(m)
τ+1,Υ
(m)
τ+2, . . . ,Υ
(m)
σi+n+1/m
)Gi(Υ
(m)
0 ,Υ
(m)
1 , . . . ,Υ
(m)
τ )
= EGi(Υ
(m)
0 , . . . ,Υ
(m)
τ )E
(
Gn−1(Υ
(m)
τ+1,Υ
(m)
τ+2, . . . ,Υ
(m)
σi+n+1/m
) |FΥ(m)τ
)
= {(C.13)}
= EGi(Υ
(m)
0 , . . . ,Υ
(m)
τ )E
(
Gn−1(Υ
(m)
τ+1,Υ
(m)
τ+2, . . . ,Υ
(m)
σi+n+1/m
) |Υ(m)τ
)
= EF˜ (Ξi)1Ξ0∈A01Ξ1∈A1 . . .1Ξi∈Ai ,
(C.18)
for some measurable function F˜ . Now using the Dynkin π-λ lemma and (C.18) we obtain that
for any measurable sets Bi ∈ S
EF (Ξi+1,Ξi+2, . . .)1Ξ0∈B01Ξ1∈B1 . . .1Ξi∈Bi = EF˜ (Ξi)1Ξ0∈B01Ξ1∈B1 . . .1Ξi∈Bi , (C.19)
which implies the first inequality in (C.15) in case of F being as in (C.17).
The case of general F follows now from the standard arguments of approximation, the Dynkin
π-λ lemma and the definition of S. 
Remark C.7. Notice that in the previous lemma we proved that
E(F (Ξi+1,Ξi+2, . . .)|Ξ0,Ξ1, . . . ,Ξi) = E(F (Ξi+1,Ξi+2, . . .)|πm(Ξi)),
where (a projection) πm :
⋃
n≥mX n → Xm is given by
πm((x1, x2, . . . , xn)) = (xn−m+1, xn−m+2, . . . , xn).
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