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OVERVIEW
The explosive growth in the sizes of the data sets collected by NASA missions requires  
flexible, modular software architectures
We have developed a Pathfinder Data Analysis Pipeline (PDAP) for SBG based on the
highly successful science pipeline control infrastructure (Spiffy) developed for NASA’s
Kepler and the Transiting Exoplanet Survey Satellite (TESS) Missions
The PDAP effort is being applied to the Hyperion/EO-1 data set to assess the scaling  
for SBG on NASA’s Advanced Supercomputing Facility
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KEPLER/K2 REVOLUTIONIZE EXOPLANET AND  
ASTEROSEISMOLOGY
a
Pressure mode oscillations measured for 15000+ stars
Kepler discovered over 2600 exoplanets
Kepler also discovered disintegrating  
planets, exocomets, and much more
KEPLER SCIENCE OPERATIONS CENTER  
ARCHITECTURE
26 different Modules
>1,000,000 Lines of Code
Pipeline can be run on a laptop,  
workstation, cluster, or  
supercomputer
Time series photometry is  
extremely computationally  
intensive
The SOC was awarded the 2010  
NASA Software of the Year  
Award
The complexity of the Kepler science pipeline and data volume forced us to innovate
Our OSSE
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SBG
15 TB observed per day
~75 TB per day archival products
712 CPUs
3.7 TB of RAM,
~300 TB of raw diskstorage
HARDWARE ARCHITECTURE:
KEPLER SCIENCE OPERATIONS CENTER
It took 10 months to reprocess 2 years of data on this hardware
935 TB of memory  
29 PB of storage
160 racks (11,440 nodes)
7.24 Pflop/s peak cluster
5.95 Pflop/s LINPACK rating  
175 Tflop/s HPCG rating
HARDWARE ARCHITECTURE:  
NAS PLEIADES SUPERCOMPUTER
245,536 CPU cores
2 racks (64nodes)
enhanced with  
NVIDIA GPUs
184,320 CUDAcores
0.275 Pflop/s total
Transiting Planet Search Running on Pleiades
We processed 4 years of data in a few months on the NAS
HOW CAN SPIFFY HELP SBG?
Don’t let this  
happen to  
your data!
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HOW CAN SPIFFY HELP SBG?
• Highly automated processing of large volumes of data
• Automated dispatching to Pleiades for large to extremely large tasks
• Excellent logging and diagnostics for those rare occasions when something goes wrong
• Full data accounting and persistence of as-run configurations (parameters sets/models)
• Extensively tested by Kepler and TESS processing missions
Don’t let this  
happen to  
your data!
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We’ve acquired the complete Hyperion data  
set:
50 TB of hyperspectral image data  
Equivalent to ~3 days of SBG data
THE HYPERION DATA SET
EO-1
• 220 spectral bands (from 0.4 to 2.5 µm)
• 30-meter resolution
• 7.5 km by 100 km land area per image
• Short Wavelength Infrared(SWIR) detectors
• Visible and Near Infrared (VNIR) detectors
• We’re assembling the algorithms needed to  
reprocess the complete data set
Hyperion Coverage Map
Hyperion sample  
image 215,54,18  
Mt Fuji, Japan  
(Public domain)
THE HYPERION WORK FLOW AND PROJECT STATUS
In hand:
• EO-1/Hyperion 50 TB data set
• Calibration coefficients
• Algorithm: convert DNs to radiance
• Alg: amospheric correction with ATREM
• Alg: Digital elevation model
In process of acquisition:
• Destriping/smile corrections
• ISOFIT algorithm
• Georef/co-registration algorithms
Over the next year we expect to
• Complete the acquisition/porting of  
remaining algorithms
• Begin running the full pipeline on  
selected subsets of the full Hyperion  
data set
SUPPORT FOR THE SBG SCIENCE TEAM
• The NASA Earth Exchange (NEX) is a platform for scientific collaboration,  
knowledge sharing and research for the Earth science community
• NEX enables Earth science at a continental and planetary extents, for  
example computing a thirty-year time series of forest disturbance in the  
CONUS and Canada based on Landsat for 1985-2015 (Schleeweis et al.  
2016, Huang et al. in prep)
• NEX stages datasets next to compute at the Pleiades Supercomputer
CONCLUSIONS
Science pipeline architectures exist which can accommodate large  
data sets and complex science algorithms relevant to SBG
We have integrated Spiffy, a flexible java-based pipeline control  
infrastructure package, to an Earth-observing context and  
processed several Aviris data sets
We are now applying Spiffy to the complete 50 TB Hyperion data  
set to assess the scalability of the processing framework
The SBG-PDAP and simulation software can be run at the NAS and  
integrated with the resources and data sets available through the  
NASA Earth Exchange (NEX)
