In this study, we use an example in a Barnett Shale play to demonstrate how supervised and unsupervised machine learning techniques provide the right leverages for seismic interpreters. By analyzing seismic facies map generated by unsupervised self-organizing map, gamma ray estimated by artificial neural network, and brittleness index estimated by supervised proximal support vector machine, we arrive at frackability and lithofacies interpretation of the Lower Barnett Shale. We find strong agreement between interpreted frackability in the Lower Barnett Shale with microseismic events.
Introduction
Frackability, which can be measured by the brittleness index (BI) of reservoir rocks, is a key parameter of recovering unconventional shale reservoirs. In this study we use both unsupervised learning technique (self-organizing map or SOM) and supervised learning technique (proximal support vector machine or PSVM) trying to estimate BI using five petrophysical attributes. From unsupervised SOM, we cannot directly get BI from the inputs, but can have clustered lithofacies, which need to be further calibrated with other petrophysical and engineering data. From supervised PSVM, we can directly calculate BI on seismic data based on the relation obtained from a training well. Because gamma ray is a good indicator of clay minerals as well as total organic carbon (TOC) which generally make a rock ductile, we also compare the estimated BI with a gamma ray volume estimated using artificial neural network (ANN). Good virtual correlations are identified among SOM facies, BI and gamma ray volumes. The estimated BI volume is further validated by microseismic data.
The target formation in this study is the Lower Barnett Shale (Figure 1 ), which was deposited in the Mississippian period and dominated by silica-rich mudstones. The shale formation is bonded by Forestburg Limestone and Viola Limestone, which are considered as fracture barriers when doing hydraulic fracturing in the shale formations.
Perez and Marfurt (2014) present a workflow to estimate BI from crossplotting Lambda-Rho and Mu-Rho, which can be derived from seismic prestack simultaneous inversion. Though easy to implement, such crossplot may not sufficiently recover the highly nonlinear relation between mineralogy derived BI and seismic derived elastic properties. This motivates the authors to deploy nonlinear machine learning techniques which provides the ability to analyze data in a higher dimensional space (i.e. analyzing multiple types of data simultaneously), to discover the relation between rock frackability and seismic measurements. 
Methodology

Brittleness index
To characterize frackability or how easy a rock will break, we adopt brittleness index (BI) as the measurement which is defined from mineral contents of a rock (Wang and Gale, 2009):
In this equation, Qz is the weight content of quartz, Dol is the weight content of dolomite, Ca is the weight content of calcite, Cly is the weight content of clay, and TOC is the weight content of total organic carbon (TOC). According to previous works, this relation provides appropriate separation of the shale formations from the limestone formations in brittleness measurements, while other brittleness estimations (e.g. brittleness average based on Young's Modulus and Poisson's Ratio) have failed in the study area (Perez 2013; Perez and Marfurt 2014) .
In this study, the brittleness index (BI) is calculated using the mineral weight contents from elemental capture spectroscopy (ECS) logs. The reliability of such measurements is claimed to be excellent comparing to core cutting analysis (Herron et al., 2014) .
Unsupervised SOM
Self-organizing map is a well-developed pattern recognition technique that projects data on a manifold to recover the latent clusters in a higher dimensional space. It is commonly used for seismic facies classification (Coleou et al., 2003; Roy at al., 2013) , which recovers the natural clusters (facies) within a number of input seismic attributes.
In this study, five seismic prestack simultaneous inversion derived attributes, P-impedance, S-impedance, Lambda-Rho, Mu-Rho, and Young's Modulus/Poisson's Ratio, are used as inputs for SOM ( Figure 2 ). These attributes are selected to represent the variation in lithology and elastic properties of the target formations. One thing worth to mention is that, although such inputs are selected with an aim to acquire brittleness information, being an unsupervised learning technique, what SOM provides as a product is a seismic facies map from this five-dimensional input, which needs to be further interpreted to correlate with brittleness information.
Supervised PSVM
Proximal support vector machine (PSVM) (Fung and Mangasarian, 2001, 2005 ) is a recent variant of support vector machine (SVM), which, instead of looking for a separating plane using support vectors, builds two parallel planes that approximate two data classes; the decisionboundary then falls between these two planes. Other researchers have found that PSVM provides comparable performance to standard SVM but at considerable computational savings (Fung and Mangasarian, 2001, 2005; Mangasarian and Wild, 2006) .
Being a supervised classification technique, PSVM can recover the relation between the input attributes and the target property, which in this study is BI. In order to use the same input attributes as used for SOM, we generate Pimpedance, S-impedance, Lambda-Rho, Mu-Rho, and Young's Modulus/Poisson's Ratio logs on a well where we have the mineralogy derived BI log. We then follow the workflow described by Zhang et al. (2015) , train the PSVM classifier to learn the relation between the input logs and BI using a fraction of the available data, and validate the relation using the left over part of the data. Validation gives 89% of correlation, which warrants a reliable estimation of BI. We then apply this classifier on the seismic data using the same five input attributes and generate a BI volume, which will be further discussed in the later section. 
Results and Analysis
We perform unsupervised SOM classification and supervised PSVM using the five seismic attributes discussed previously, along with an artificial neural network (ANN) estimated gamma ray volume, to interpret lithofacies and rock frackability. The workflow that we follow is shown in Figure 3 .
Figure 3:
Workflow for this study. Gamma ray is estimated using ANN from different inputs than SOM and PSVM.
We show SOM classified lithofacies, PSVM estimated BI, and ANN estimated gamma ray through stratal slices in the Lower Barnett Shale in Figures 4, 5 , and 6. In Figure 4 , from top to bottom Lower Barnett Shale we see a clear transition from pink/magenta facies to green purple facies, which can be further correlated to siliceous non-calcareous shale (Singh, 2008) and hot shale (Pollastro et al., 2007) , respectively. In Figure 5 , we see high BI in the upper part of Lower Barnett Shale which low BI in the lower part, with a high BI concentration in the north of the survey area. And in Figure 6 , we identified a general trend of increasing gamma ray from top to bottom Lower Barnett Shale, which is consistent with the SOM lithofacies and the estimated BI. However, we find the center north zone of this survey behaves both high BI and high gamma ray. The reason for this counterintuitive observation is that high gamma ray is a result of high TOC content, while high TOC content is embedded in pores which does not significantly affect the mechanical properties (Perez and Marfurt, 2014) . 
Conclusions
By using the same input data for SOM and PSVM, we generated a SOM lithofacies volume and a BI volume, respectively. Supervised and unsupervised machine learning techniques provide human guided classification as well as data driven clustering which help us better understand the data. Interpretation of unsupervised clusters requires correlating with other data and expert insight to interpret. Supervised training needs carefully chosen input data to insure its geologic meaningfulness. . Colors of microseismic events denotes different completion stages. We can clearly identify the localization of microseismic events in the more brittle zones, and zones below the ductile zone (indicated by the black arrow) are with few microseismic events.
