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Abstract
In this thesis, we introduce three new approaches for solving the single source
shortest path (SSSP) problem in nearly acyclic directed graphs, and algo-
rithms based on these approaches.
In the first approach, we extend a technique of strongly connected com-
ponents (sc-components) decomposition by Takaoka [23], and the generalized
decomposition approach is called a higher-order decomposition. According to
Takaoka’s definition of acyclicity, the degree of cyclicity of a graph G, cyc(G),
is defined by the maximum cardinality of the strongly connected components
of G. Based on the higher-order decomposition, we give a generalization of
Takaoka’s definition of acyclicity. That is, the degree of cyclicity cych(G) is
the maximum cardinality of the hth order strongly connected components
of G, where h is the number of times that the graph has been decomposed.
Then, the original definition introduced by Takaoka [23] can be presented as:
The degree of cyclicity cyc(G) is the maximum cardinality of the 1th order
strongly connected components of G.
The second approach presents a new method for measuring acyclicity
based on modifications to two existing methods. In the new method, we de-
compose the given graph into a 1-dominator set, which is a set of acyclic sub-
graphs, where each sub-graph is dominated by one trigger vertex. Meanwhile
we compute sc-components of a degenerated graph derived from triggers. Us-
ing this preprocessing, we can efficiently compute the single source shortest
paths (SSSPs) for nearly acyclic graphs in O(m + r logl) time, where r is the
size of the 1-dominator set, and l is the size of the largest sc-component.
In the third approach, we modify the concept of a 1-dominator set to
that of a 1-2-dominator set, and achieve O(m + r2) time to compute a 1-
2-dominator set in a graph. Each of acyclic sub-graphs obtained by the
1-2-dominator set are dominated by one or two trigger vertices coopera-
tively. Such sub-graphs are potentially larger than those decomposed by the
1-dominator set. Thus fewer trigger vertices are needed to cover the graph,
that is, r′ ≤ r, where r′ is the number of triggers in the 1-2-dominator set.
When r′ is much smaller than r, we can efficiently compute SSSPs in O(m
+ r′logr′) time.
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Chapter I
Introduction
Human beings can naturally solve the shortest path problems. When we
drive from home to work, we may think of the shortest route from home
to office because it can save our time and petrol. Thus, the shortest path
problem is referred to as a problem of efficiency. Generally speaking, find-
ing the shortest path is to minimize the cost. If we need to find the most
cost-efficient route through a transport system in a city like New York, or a
communication network with a large amount of connections like the Inter-
net, then we will need more advanced technology to solve the shortest path
problem instead of human intuition [8].
People use graphs to model problems of the real world. A graph is defined
by a set of vertices and a set of edges that connect these vertices (see Figure
1.1). Therefore, to interpret a transport system of a city into a graph, the
buildings can be modeled as vertices, and the roads linking them are edges in
the corresponding graph. To model a computer network, in the corresponding
graph the vertices can represent the computers in the network. The edges
can be the communication links between computers [21].
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Figure 1.1: An example of directed graph consisting of vertices 1, 2, 3, 4 and
edges a, b, c, d
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An edge is specified by two vertices (end-points) that it connects. In
Figure 1.1, edge a = (1, 3). A path in the graph is a sequence of edges
(v0, v1)(v2, v3), ..., (vk−1, vk), and we call that a path from v0 to vk. If v0 = vk
and k > 0, the path is called a cycle. If each edge has a cost, the sum of
these costs is the cost of the path. If there is more than one path between
two vertices in a graph, then it is possible that one path has a smaller sum
of costs than that of another path. This raises the problem of finding the
shortest path in a graph [4].
To find the shortest path through a graph, we repeat adding up costs for
each path and compare the sum of costs to find the minimum. That is to
say, a shortest path problem can be solved by following a repeatable list of
steps. Such a list of steps is called an algorithm [15]. Thus, a shortest path
algorithm is a list of steps that shows how to calculate the shortest paths.
There are different algorithms for solving the same problem. One algorithm
may be more efficient than another in terms of solving the same problem. An
algorithm can be implemented in computer languages like C language. Such
a computer implementation is called a computer program. A program can
process huge graphs that human beings cannot handle by hand. A program
based on a more efficient algorithm uses less time to solve the same problem
than programs based on less efficient algorithms. Thus, when a program has
large input data, an efficient algorithm will have significant influence on the
performance of the program in terms of time consumed [21].
When we need to determine the shortest paths quickly or repeatedly
for a large database, a more efficient shortest path algorithm becomes very
important. For example, a police car needs the shortest route through a
city to a crime scene. This requires the shortest paths computed quickly
and frequently each time it is needed because the traffic conditions may be
different every hour. Another good example is communication networks. As
the network information traffic conditions or the network connections keep
changing, the computer’s knowledge of shortest paths of the network will
need to be updated very often.
Many efficient algorithms have been developed for different kinds of short-
est path problems. The shortest path problem has three main categories,
namely the single source shortest path (SSSP) problem, the all pairs short-
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est path (APSP) problem and the single pair shortest path (SPSP) problem.
Let G = (V, E) be a directed graph where V is the set of vertices in the
graph and E is the set of edges. If there is a designated source vertex s, the
single source shortest path problem is to find a shortest path from s to every
vertex v in G. The all pairs shortest path problem is to find shortest paths
from one vertex v to another vertex w for all vertices in G. The single pair
shortest path problem is to find the shortest path from one assigned vertex
v to another assigned vertex w in G.
For unrestricted graphs, Dijkstra’s algorithm [9] is still the most efficient
algorithm for the SSSP problem. When Dijkstra’s algorithm uses an efficient
data structure, such as Fibonacci heaps [10] or 2-3 heaps [24] in its priority
queue manipulations, it can achieve O(m+nlogn) time where n is the number
of vertices, and m is the number of edges of a given graph. We assume
that the SSSP algorithms that appear in this paper use Fibonacci heaps or
2-3 heaps for their priority queue manipulations. However, for restricted
digraphs, we have efficient alternatives, like acyclic graphs with O(m+n)
time [26] and planar graphs with O(n
√
logn) time [12].
If a graph is nearly acyclic, obviously we should not use the conventional
algorithms for general graphs. If we use Dijkstra’s algorithm, it does not
count the underlying graph structure, and always involves n delete-min op-
erations. In order to efficiently compute the shortest paths for nearly acyclic
graphs, several specialized algorithms have been published [1, 3, 23, 20, 22].
These works have shown that we can reduce the number of delete-min oper-
ations performed in priority queue manipulations.
However, those specialized algorithms are based on two different mea-
sures of what a nearly acyclic graph is. (1) Takaoka gives a definition of
acyclicity — the degree of cyclicity of a graph G, cyc(G), is defined by the
maximum cardinality of the strongly connected components (sc-components)
of G. When the cyc(G) is small, he categorizes the given graph as a nearly
acyclic graph [23]. The time complexity of his algorithm using this method
is O(m + nlogk) where k = cyc(G) (2) Saunders states that a nearly acyclic
graph is a graph that contains relatively few acyclic sub-graphs, each sub-
graph of which is dominated by a vertex, called a trigger [21]. Obviously,
removal of triggers cuts all cycles in the graph. The time complexity of his
3
algorithm using this method is O(m + nlogr) where r =number of triggers
Saunders’ idea is similar to the measure used by Abuaiadh and Kingston
[3], who say a graph is nearly acyclic if there are very few simple cycles in
the graph. Note that we need preprocessing to use the above properties of
near acyclicity. Here, we measure the near acyclicity of the graph by those
parameters such as k = cyc(G) and r = number of triggers. The smaller the
values of the parameters are, the more acyclicity the graph has. These two
measures (1) and (2) are independent and can not explain one another. We
will have a more detailed review of these works in Chapter III.
Therefore, the motivation of this research is to continue to investigate
the third parameter of the time complexity. For the original Dijkstra T (n) =
O(n2). After Fibonacci heap was invented, it became T (m, n) = O(m +
nlogn). If the graph is sparse, that is, m is small, this complexity is more
sensitive to m. When the graph is dense, that is, m = O(n2), we come to
the original complexity, and when sparse, i.e., m = O(n), it becomes linear.
Another variation is the case where the maximum integer values of edge costs
are limited. Then by a clever method, we have T (m, n, c) = O(m+nlogc). If
c = O(nk) in general, we have O(m + nlogn), the original complexity. If c is
small, 2 or 3, it becomes O(m+n), linear. This is a natural generalization of
the plain Fibonacci version. Similarly we can introduce parameters k, r, r′, ...
from the nearly acyclic approach.
In the real world, we look at a workflow graph in a life cycle of a software
project development (see Figure 1.2). People in the IT industry basically use
an iterative or a waterfall approach to a software development. The presen-
tations of the two approaches are cyclic and acyclic respectively. However,
a software development consists of many projects. From a project workflow
graph we can find cyclic and acyclic graph structures.
In Figure 1.2, a project manager starts a new project at step 0 based
on a marketing plan or a customers’ request. The manager highlights the
project requirements, and decides which part of their software code will be
modified or added. So the manager can assign the project to a developer
who is familiar with that area. After receiving the project at step 1, the
developer analyzes the project data, and then moves to the step 2 to design
user interfaces, methods and classes to meet all the requirements. At step
4
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Figure 1.2: A workflow graph
3, the developer estimates the time for implementing his/her own design.
When the estimate is done, it goes back to the project manager at step 4 if
the estimate goes over a development time threshold. Or, the project goes
straight to step 6 if the estimate is under the threshold. If the manager
receives a project design document with estimate at step 4, he/she checks
the quality of the design. Then at step 5 the manager decides if the estimate
is realistic. If everything goes smoothly, the workflow moves to step 6 where
the developer implements his/her design. If not, the manager declines the
workflow back to step 1. When the developer has implemented the design
at step 6, he/she writes up a test plan about the implementation at step 7.
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Then, the developer passes that to a tester to do a peer testing at step 8 if
the complex of the implementation is under a project complexity threshold.
Otherwise, the workflow goes back to step 4 where the project manager needs
to look at the code before assigning the project to the tester. If the tester
finds any bugs or functional faults at step 8, he/she must decline the workflow
back to step 1. If no bugs or functional faults are detected, he/she documents
any new or changed functionalities or behaviors in their software at step 9.
Then, the project manager closes the project at step 10. The costs of the
edges in the graph can be the time to complete certain tasks in the process.
For instance, if it takes one hour to analyze the project data at the step 1,
the cost of the edge from Node 1 to Node 2 in the graph is 1.
After the project is closed, an escalation officer looks at the outcome of
the project, and then carries out the marketing plan or communicates to their
customers about the changes in their software introduced by the project. The
shortest path theory applies here when a human resource manager needs to
know the earliest time when the escalation officer needs to be available to
look at the outcome of the project. For instance, the project starts at step 0
on 9AM, and the shortest path is {0, 1, 2, 3, 6, 7, 8, 9, 10}. If the sum of the
cost of the shortest path is 3, the human resource manager can assign some
other tasks to the escalation officer before 12PM.
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Chapter II
Theoretical Foundations
The concepts of graphs and algorithms introduced in this chapter are
the theoretical foundations of this research. Some of the basic concepts and
definitions of the graph theories and of algorithm theories will be introduced
in the first two sections. Some definitions may not be universal but suit this
thesis for computational purposes. Problems studied in this thesis require a
systematic traversal or search of graphs. Well designed methods of traversal
can efficiently solve problems related to graphs. Some methods of exploring
graphs and representations of graphs are illustrated in the third section.
Then, Dijkstra’s single source shortest path (SSSP) algorithm [9], which was
invented in 1959 and provided the foundation for many of today’s shortest
path algorithms, will be described in the fourth section. At the last section,
the concept of 2-3 heaps by Takaoka [24] will be discussed in detail.
2.1 Introducing Graphs
A graph is defined by a set of vertices and a set of edges that connect these
vertices. Let G = (V, E ) represent a graph, where V is the set of vertices,
and E is the set of edges. Graph 1 in Figure 2.1 is a graph which can be
described as G = ({1, 2, 3, 4}, {e1, e2, e3, e4, e5}).
The number of vertices in a graph is denoted by n =| V | and the number
of edges by m =| E |. Both n and m are finite in any graphs used in this
thesis.
An edge e is specified by two vertices (end-points) which it connects. If
the end-points of e are vertices v1 and v2 then e = (v1, v2) or e = (v2, v1).
Thus, Graph 1 is also defined as:
G = (V, E), V = {1, 2, 3, 4}, E = {(1, 2), (2, 4), (4, 1), (1, 3), (3, 4)}
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Figure 2.1: An undirected graph and a directed graph
If an edge e has v as an end-point, then we say that e is incident with v.
If there is an edge (v, w) ∈ E, v ∈ V and w ∈ V , then v is said to be adjacent
to w. The degree of a vertex v, written degree(v), is the number of edges
incident with v [6]. In Graph 1, degree(1) = 3, degree(2) = 2, degree(3) = 2,
degree(4) = 3. A sub-graph of G is a graph obtained by removing some
edges and/or vertices from G. The removal of a vertex will remove every
edge incident with it. But removal of an edge does not necessarily imply a
removal of its end-points unless an end-point has degree 1 [6]. A path in a
graph is a sequence vertices and edges {v1, e1, v2, e2, ..., ei−1, vi} such that for
1 ≤ j < i, ej is incident with vj and vj+1. When v1 = vi and each vertex
appear once except the v1 = vi, the path is a simple cycle [6].
In Graph 1, we ignore the directions of the edges. We call this kind of
graph an undirected graph. In Graph 1, the edge (1, 4) and the edge (4, 1)
are representing the same edge. However, if we consider the directions of
the edges, a graph with directed edges is called a directed graph. Graph 2 in
Figure 2.1 shows a directed graph where the edge (1, 4) and the edge (4, 1) are
different edges. A directed graph is also called a digraph. The terms ‘digraph’
and ‘directed graph’ are interchangeable in this thesis. In this thesis, we focus
on solving the shortest paths for directed graphs. Therefore, from now on a
graph mentioned indicates a digraph.
If there is a path from a vertex u to another vertex v, we say that v
is reachable from u and write as u→˙v. If u→˙v and v→˙u, we say that u
and v are mutually reachable and write as u↔˙v. This relation “↔˙” is an
equivalence relation on the set V . The equivalence classes defined by ↔˙ are
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said to be strongly connected components (sc-components) of the digraph.
The vertices in the same equivalence class are mutually reachable [28]. For
example, the subset {1, 3, 4} in Graph 2 is a strongly connected component
of the graph. If the whole graph is strongly connected, the graph is a strongly
connected graph [4].
There are some different families of digraphs. Each family of graphs has
some special graph properties that are different to the other graph families.
We introduce some of them here. A planar graph is a graph which can be
drawn on a plane surface with no two edges intersecting. A more precise
definition is that a planar graph G is isomorphic to a graph G′ such that
the vertices and edges of G′ are contained in the same plane and such that
at most one vertex occupies or at most one edge passes through any point
of the plane. G′ is said to be embedded in the plane and to be a planar
representation of G [6].
An acyclic graph is a graph that contains no cycles. Vertices in an acyclic
graph can be sorted in a topological order. A tree is an undirected acyclic
graph where any two vertices of the tree are connected by precisely one path,
and a tree with n vertices has (n− 1) edges [6].
A nearly acyclic graph is a graph studied in this thesis. Generally speak-
ing, a nearly acyclic graph is close to being acyclic, but nearly acyclic graphs
contain cycles. We will have more discussions about this in Chapter III.
An edge can have a cost, and we assign a function cost(v, w) to each edge
(v, w) ∈ E. In a transport system, the cost of an edge can be the distance
between two points. If each edge in a path has a cost, the sum of these costs
is the cost of the path. If there is more than one path between two vertices
in a graph, then it is possible that one path has a smaller sum of costs than
that of another path. This raises three problems of finding shortest paths in
a graph, namely single source shortest path problem, all pairs shortest path
problem and single pair shortest path problem.
The single source shortest path problem is the problem studied in this
thesis. This problem is to decide shortest paths from one designated vertex
s called source vertex to every other vertex in the graph. In any graphs
presenting in this thesis, we assume that all vertices are reachable from the
source. The all pairs shortest path problem is to find shortest paths between
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all pairs of vertices in the graph. The single pair shortest path problem is to
compute the shortest path between a source vertex and a destination vertex.
The textbook by Aho, Hopcroft and Ullman [4] and the book by Gibbons [6]
provide further introductions to graph theory.
2.2 Introducing Algorithms
In mathematics and computing, an algorithm is a procedure (a finite set of
well-defined instructions) for accomplishing some task which, given an initial
state, will terminate in a defined end-state [5].
The complexity of an algorithm is the number of computational steps
that it needs for resolving some input data into a result of the computation
[6]. The interest in time efficiency is a concern of the time-complexity of
algorithms. The concept of space-complexity is about the space efficiency
of algorithms. The space-complexity is not treated in this thesis, so the
term complexity refers to time complexity and is used in this thesis without
ambiguity.
The quantity of the input data is called a problem size. For the studies in
this thesis, the problem size is determined by one or both of the variables n
and m. That is, the number of vertices in a graph and the number of edges
in the graph. Time complexity is expressed using the big-O notation. When
the number of computational steps is determined by n and m in a function
such as (2m + nlogn + n), then the complexity of the algorithm is described
by the simplest representative function O(m + nlogn) because the low order
terms and constants of a function can be ignored in determining the overall
order [6].
Time complexity is a main method of comparing efficiencies of algorithms.
For example, let us assume that algorithms Alg1 and Alg2 are algorithms
for solving the same problem. Alg1 and Alg2 have time complexities O(m)
and O(m2) respectively, and their actual running times are described by
functions f1(m) = 100m and f2(m) = m
2 respectively. Although Alg1 has a
larger constant factor (100) associated with its running time than the factor
(1) in the running time function of algorithm Alg2, we say that algorithm
Alg1 is more efficient than Alg2 because Alg1 has a lower time complexity
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asymptotically. As m increases, the time consumed by Alg1 grows slower
than the time consumed by Alg2. Thus, Alg1 is theoretically more efficient
than Alg2 for increasingly large input of m, in this case m > 100 [21].
There are three categories of time complexity of algorithms, namely worst-
case time complexity, average-case time complexity and best-case time com-
plexity. The worst-case time complexity is the largest amount of time that an
algorithm will spend on arbitrary input. The average-case time complexity
is also called an expected time complexity, which is the average (or expected)
running time of an algorithm on arbitrary input. The best-case time com-
plexity is the smallest amount of time that an algorithm will need to compute
arbitrary input [21]. The research work described in this thesis is basically
concerned with the worst-case time complexity analysis of algorithms.
Another aspect to be taken into account is the computational models.
Shortest path algorithms are designed generally based on two variants of
the Random Access Machine (RAM) model. One is the comparison-addition
model, and all the algorithms reviewed or developed in this thesis use this
model. The comparison-addition model works with real-valued edge costs
and only allows comparison and addition operations on edge weights and
numbers derived from them, and each operation is executed within constant
time. Another one is called a word RAM model. This model works with
integers (machine words) of a limited number of bits. Beside comparison
and addition operations, it provides some more complicated operations like
subtraction, bit shift, and logical bit operations, and each operation is also
assumed to consume a constant amount of computing time [21, 16].
2.3 Graph Data Structures
There are two data structures commonly used to represent a graph, namely
adjacency matrices and adjacency lists [14].
An adjacency matrix for a digraph G = (V, E) with n vertices is an n×n
matrix M :
M(i, j) = 1 if (i, j) ∈ E
= 0 otherwise
Obviously, M is generally asymmetric since G is a digraph, and a spec-
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ification of M requires O(n2) computer memory space. This kind of data
structure is suitable for a dense graph because M will be fully used to store
information of edges. An advantage of this data structure is that it takes
O(1) time to check the existence of an edge by simply looking up array entry
M(i, j) [14].
An adjacency list on the other hand only stores information of edges of a
graph. That is, each vertex of the graph has an associated list of its adjacent
vertices. Clearly, this data structure requires O(n+m) space. When a graph
is sparse, the adjacency list is a much more space efficient data structure
for storing the graph than using an adjacency matrix data structure. If
an algorithm continuously visits outgoing edges of a vertex but does not
randomly access the data of outgoing edges of a vertex, then it takes the
same amount of time to visit all the outgoing edges stored in an adjacency
matrix or an adjacency list [14].
All the shortest path algorithms introduced in this thesis are intended to
solve the SSSP problem in sparse graphs, and they consecutively access the
data of outgoing edges of vertices rather than randomly check the existence
of edges. Therefore, all the graphs appearing in the rest of this thesis are
represented using the adjacency list data structure.
2.4 Exploring Graphs
When we design graph algorithms, we often need a method for exploring the
vertices and edges of a given graph. The adjacency lists allow us to pass
from a vertex v to one of its adjacent vertices, and thus traverse through the
graph. Since there may be more than one neighbor vertices of v, a decision
must be made as to which neighbor vertex w should be visited next, and
we may need to establish a priority of eligible candidates. Depth-first search
(DFS) and breadth-first search (BFS) have been invented for this purpose
[14].
The depth-first search and breadth-first search both traverse each edge of
the graph exactly once in the forward and reverse directions and all vertices
are visited. Thus, they are both useful in exploring a graph. However,
the choice of which search method to use will often affect the efficiency of
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the algorithm [14]. The depth-first search technique is most often used in
this thesis, but the a combination of depth-first and breadth-first search
introduced by Saunders and Takaoka [20] will also be used by algorithms
presented in later chapters.
For the purpose of describing algorithms, we assume that the readers have
some experience of computer programming in a high-level language like C
or PASCAL. However, the algorithms in this thesis are written in a simple
model language rather than an actual programming language.
2.4.1 Depth-First Search and Breadth-First Search
Depth-First Search:
The basic idea of depth-first search is to start from a vertex v0, then visit
an unvisited vertex v1 which is adjacent to v0 but not equal to v0, continuing
with an unvisited vertex v2 adjacent to v1 but not v0 or v1, and so forth. As
the search goes deeper and deeper into the graph, it will eventually go to a
vertex b which has no unvisited neighbors. When such a vertex b is visited,
the search returns to the vertex a immediately preceding in the search and
restart another search from a [14].
Algorithm 2.1 is a depth-first search algorithm [14]. Let a set OUT (v) be
a set of vertices reachable from a vertex v by a single edge.
Algorithm 2.1. The Depth-First Search Algorithm
1. procedure DFS(v) {
2. visited[v]← True;
3. for all w ∈ OUT (v) do {
4. if visited[w] = False then DFS(w);
5. } .
6. }
/***** main program *****/
7. for all v ∈ V do visited[v]← False;
8. for all w ∈ V if visited[w] = False do DFS(w);
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In this algorithm, the procedure DFS(v) is a recursive procedure, and it
calls itself. What happens behind the scene is that when a call to itself is
executed, the current values of all variables local to the procedure and the
line of the procedure which executed the call are stored at the top of a stack.
Then, when control is returned, the computation can continue where it had
left off with all the resources recovered. High level programming languages
like C and PASCAL allow recursive subroutines and set up the stack au-
tomatically for programmers [14]. Algorithms appearing in this thesis are
implemented in C language.
Breadth-First Search:
The basic idea of the breadth-first search is to start from a vertex v and
put it on an initially empty queue Q of vertices to be visited. Then, the
search repeatedly removes the vertex w at the head of Q, and then places
onto the queue all vertices adjacent to w that have never been enqueued.
Algorithm 2.2 is a breadth-first search algorithm [14].
Algorithm 2.2. Breadth-First Search Algorithm
1. procedure BFS(v) {
2. while Q 6= ∅ {
3. v ← head of Q;
4. Q← Q− v;
5. visited[v]← True;
6. for all w ∈ OUT (v)
7. if visited[w] = False and w /∈ Q then Q← Q + w;
8. } .
9. }
/***** main program *****/
10. for all v ∈ V do visited[v]← False;
11. Q← ∅;
12. while w ∈ V and visited[w] = False do {
13. Q← Q + w;
14. BFS(w);
15. }
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A restricted-depth-first search introduced by Saunders and Takaoka in
2003 [20] borrowed this idea in their design, and their algorithm will be
reviewed in Chapter III.
2.4.2 Depth-First Search for Strongly Connected Components Algorithm
When do a depth-first search in a directed graph, we define a set of edges,
F , where edges can only be added to F if they are directed away from the
current vertex being visited. If no such edge exists to an unvisited vertex
from those already visited, then the next vertex to be visited becomes the
root of an out-tree [6]. For a graph presented in Figure 2.2, Figure 2.3 illus-
trates such an application of the depth-first search for the graph. The search
partitions the edges of the digraph into four types:
(i) a set of spanning-out forest edges, F .
(ii) a set of back-edges, B1, which are directed from descendants to ancestors.
(iii) a set of forward-edges, B2, which are directed from ancestors to descen-
dants.
(iv) a set of cross-edges, C, which connect two vertices neither of which is a
descendant of the other.
f
g i
j
a b c d
he
Figure 2.2: A directed graph
Algorithm 2.3 is an algorithm of depth-first search for sc-components by
Tarjan [25]. We associate a parameter lowLink(v) with each vertex v. If the
vertices are labeled by variable visitNum(v) according to the order in which
they are visited in a depth-first search, then lowLink(v) is to be the smallest
of visitNum(v) and those vertices which are connected by a back-edge or a
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F = {(c, b), (b, g), (g, f), (f, e), (f, a), (c, i), (i, h), (i, j), (c, d)}
C = {(a, e), (h, g), (d, j)}
1
2
B = {(e, f), (a, g), (a, b), (h, c)}
Figure 2.3: A spanning tree of the directed graph in Figure 2.2
cross-edge. Readers can find more theoretical proof from [6, 14, 28].
In Algorithm 2.3, the procedure CONNECT (v) performs the depth-first
searches for sc-components. A variable c is a count of the global visit order
at line 2. At line 4, all the candidates for sc-components are stored in a first-
in-last-out stack, STACK. Line 3 initializes lowLink(v) to its maximum
possible value and line 8 updates lowLink(v) if a son of v, w, is found such
that lowLink(w) < lowLink(v). At line 10 it further updates lowLink(v) if
an edge (v, w) in B1 or C is found such that the root of the sc-component
containing w is an ancestor of v. Notice that at line 10 visitNum(w) = 0
and so w has been previously visited and since visitNum[w] < visitNum[v]
for the update to take place, edge (v, w) cannot be a forward-edge. Also,
since w is stacked, the root of the strongly connected component containing
w has yet to be identified [6]. Line 11 identifies a root of an sc-component.
Those vertices on the stack after the root induce an sc-component. They are
then popped out of the stack, including the root vertex [6].
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Algorithm 2.3. The Depth-First Search for Strongly Connected Com-
ponents Algorithm.
1. procedure CONNECT (v) {
2. visitNum[v]← c; c← c + 1;
3. lowLink[v]← visitNum[v];
4. STACK ← STACK + {v};
5. for all w ∈ OUT (v) do
6. if visitNum[w] = 0 then do {
7. CONNECT (w);
8. lowLink[v]← min{lowLink[v], lowLink[w]};
9. }
10. else if visitNum[w] < visitNum[v] and w ∈ STACK
then lowLink[v]← min{lowLink[v], visitNum[w]};
11. if lowLink[v] = visitNum[v] then do {
12. repeat
13. w ← POP (STACK);
14. until w = v;
15. }
16. } .
/***** main program *****/
17. c← 1; STACK ← ∅;
18. for all v ∈ V do visitNum[v]← 0;
19. for all w ∈ V if visitNum[w] = 0 do CONNECT (w);
Figure 2.4 and Figure 2.5 show an application of the depth-first search
for sc-components in the graph presented in Figure 2.2 and the spanning
tree of the graph in Figure 2.3. In Figure 2.4, the values of visitNum(v)
and lowLink(v) are decided during the course of computation. In Figure 2.5
we illustrate the state of the stack just before a vertex is found for which
lowLink(v) = visitNum(v) and just after the vertices of a sc-component
have been popped from it. We also indicate within which of the recursive
calls of CONNECT() the strongly connected components are found.
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Vertex               a    b     c     d      e     f    g     h    i      j
Visit Number   6     2     1    10    5    4    3     8    7     9
Low Link         2     2     1    10    4    2    2    1    1     9
Figure 2.4: The visit number and low link values of vertices of the directed
graph in Figure 2.2
and CONNECT(a).
It contains nested calls of CONNET(g), CONNECT(f), CONNECT(e),
(i) occures within CONNECT(b) which is nested within CONNECT(c).
and CONNECT(c).
(ii) occures within CONNECT(j) which is nested within CONNECT(i).
(iii) occures within CONNECT(d) which is nested within CONNECT(c).
(iv) occures within CONNECT(c) after the completion of  CONNECT(d).
(i)
(ii)
(iii)
(iv)
h, i, c ][
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h
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Figure 2.5: The states of the stack
2.5 Dijkstra’s Single Source Shortest Path Algorithm
After discussing all the concepts of graphs and algorithms, we now analyze a
well-known single source shortest path (SSSP) algorithm invented by Dijkstra
in 1959 [9, 18]. Dijkstra’s algorithm works for a digraph G = (V, E) with
non-negative edge weights, and computes the shortest paths from a source
vertex s ∈ V to all other vertices. The specified vertex s is called a source.
If we apply Dijkstra’s algorithm for every vertex in V , we solve the all pairs
shortest path (APSP) problem. An alternative to Dijkstra’s APSP algorithm
was invented by Floyd in 1962 [11], which could efficiently solve the APSP
problem on dense graphs. As we said earlier, Dijkstra’s algorithm only works
for graphs with non-negative edge weights, but the Bellman-Ford’s algorithm
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(described in [7]) allows graphs to have negative edge weights.
In Dijkstra’s algorithm (see Algorithm 2.4), there are three sets, S, F
and V − S−F , called a solution set, the frontier set and the unknown world
respectively [28]. The algorithm maintains a variable d[v] for each vertex
v ∈ V , which is the distance of a path to v. When the input data has been
precessed, the d[v] should maintain a distance value of the shortest path from
the source s to the vertex v. So, the set S is the set of vertices to which the
algorithm computed the shortest distances d[v]. The set F is a set of vertices
which are adjacent with some vertices in set S.
Algorithm 2.4. Dijkstra’s SSSP Algorithm
1. for all v∈V do d [v ]=∞;
2. solution set S = ∅;
3. the source vertex s and d [s]←0;
4. S ← S ∪ {s};
5. for v ∈ OUT (s) do d[v]← cost(s, v);
6. frontier set F = {v | (s, v) ∈ E};
7. while F 6= ∅ do {
8. v = u such that d[u] is minimum among u in F ;
9. F ← F − v; // delete-min
10. S ← S ∪ {v};
11. for each w∈OUT [v ] and w /∈ S do
12. if w ∈ F then d[w]←Min{d[w], d[v] + cost(v, w)};
13. else do {
14. d[w]← d[v] + cost(v, w);
15. F ← F ∪ {w};
16. }
17. }
The basic design of this algorithm is that: The distance d[v] for all v ∈ F
is a distance of the shortest path that lies in S except for the end-point v.
The algorithm finds a vertex v such that d[v] is minimum among vertices in
F . Since there should be no other shorter route to v, the vertex v can be
included into set S. From the vertex v, it updates the distances d[w] for all
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w ∈ V − S and (v, w) ∈ E [28]. In Algorithm 2.4, OUT (v) = {w | (v, w) ∈
E}. cost(v, w) is the cost of edge (v, w) ∈ E.
Apparently, Dijkstra’s algorithm can be implemented using simple array
data structure, and then the complexity of the algorithm becomes O(n2).
The determination of minimum v at line 8 can be achieved with at most
n comparisons without using complex priority queue data structures. Line
11 requires no more than n assignments. Both lines 8 and 11 are contained
within the body of the while statement beginning at line 7. To find the
shortest paths for all vertices, the while body needs to be executed (n − 1)
times. Thus, the overall time complexity is O(n2) [18, 30].
In Dijkstra’s algorithm, the initial distance values are given by d0[s] = 0
and d0[v] = ∞ for all other v ∈ V . Takaoka (1998) proposed a generalized
single source (GSS) problem in which there is no source vertex superior to
other vertices, but every vertex has an initial distance. In the generalized sin-
gle source algorithm (Algorithm 2.5), all vertices have initial distances from
a hypothetical source s. The vertex with the minimum distance is chosen
first, and corresponding updates are done, and so forth. The computation is
similar to Dijkstra’s SSSP algorithm except for the initial distance distribu-
tion.
Algorithm 2.5. GSS Algorithm
1. for all v∈V do d[v]← d0[v];
2. Organize V in a priority queue Q with d[v] as a key;
3. solution set S = ∅;
4. while S 6= V do {
5. Find v from Q with minimum key and delete v from Q;
6. S ← S ∪ {u};
7. for w ∈ V − S do {
8. d[w]← min{d[w], d[v] + cost(v, w)};
9. Reorganize Q with new d[w];
10. }
11. }
Obviously, the time complexity of Algorithm 2.5 is the same as that
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of Dijkstra’s algorithm since the GSS algorithm is a generalized version of
Dijkstra’s algorithm.
However, we can improve the time complexity of Dijkstra’s algorithm and
the GSS algorithm using more sophisticated data structures like the 2-3 heap
[24] or the Fibonacci heap [26], and the time complexity can be improved to
O(m+nlogn). The following section introduces the concepts of the 2-3 heap
and the amortized cost analysis of the 2-3 heap.
2.6 2-3 Heap
This section describes the concepts of the 2-3 heap introduced by Takaoka
in 2003 [24]. All SSSP algorithms presented in this thesis use 2-3 heaps
in their priority queue manipulations. The 2-3 heap is used to improve the
asymptotic running time of Dijkstra’s algorithm for computing shortest paths
in a graph.
Generally speaking, a 2-3 heap is a heap with the nodes’ value as the
keys, and a node with the smallest value is placed at the top or root of the
2-3 heap. If there are n nodes, we will have maximum logn 2-3 heaps [24].
For the Dijkstra’s SSSP algorithm, we compare maximum logn times to find
the node with the smallest value, so that the Dijkstra’s algorithm can achieve
a worst-case time complexity O(m + nlogn).
The 2-3 heap (see Figure 2.2) is a data structure that is derived from an
analogy with data structure 2-3 tree [28]. The path lengths of a 2-3 heap
is bounded by logn. The 2-3 heap links up to three roots of three trees in
non-decreasing order according to their key values.
The 2-3 heap data structure uses a concept trunk to construct 2-3 heaps.
That is, trees in a 2-3 heap are made up of trunks, and trunks are formed
by linking nodes that have the same dimension in a chain. A node with a
smaller key occupies a higher position in a trunk. The 2-3 heap allows one
main trunk for each dimension (see Figure 2.2). In this description, length
is defined as the number of nodes in the trunk.
Now, let us look at the cost for each delete-min, decrease-key and insertion
operation of the 2-3 heap. In a delete-min operation, it takes at most
dlog(n + 1)e comparisons to find the minimum. Then, we break apart the
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Figure 2.6: Nodes a and b have dimension = 0, and they form a main trunk
T (1). Nodes c and d have dimension = 1, and they form a main trunk T (2).
Nodes e and f have dimension = 2, and they form a main trunk T (3).
subtree under the root with the minimum, so, the cost for one delete-min
operation is bounded by log(n + 1), and the actual time is O(logn) [24].
In a decrease-key operation, after decreasing the value of the key, it takes
at most 2 comparisons in the worst case or an amortized case in non-critical
condition. Thus, the cost for one decrease-key is 2, and the actual time is
O(1) [24]. In critical condition structural reform propagate with amortized
cost 0.
In an insertion operation, it takes O(1) time to insert a new node to the
0th term of the top level. But it may cause propagating insertions to all
the heaps when all the existing heaps have reached their maximum capacity.
During propagation comparisons are saved into potential. The actual time
is bounded by O(logn) and the amortized time is O(0) [24].
If there are n insert, n delete-min and m decrease-key operations, in
terms of the number of comparisons, the total costs are bounded by 2m +
3nlogn. Hence, Dijkstra’s SSSP algorithm proves to have O(m+nlogn) time
complexity when using this data structure.
Fibonacci heap [10] is another data structure that supports n insert, n
delete-min and m decrease-key operations in O(m + nlogn) time. When the
key value of a vertex v is decreased, the subtree rooted at v is removed and
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linked to another tree at the root level of the heap. Each vertex in the heap
is allowed to lose at most one child. If a vertex has to lose another child, that
will cause an operation called a cascading cut. So, the number of children of
any vertex in the heap can not have more than 1.44logn nodes [10, 24]. But,
this method will not be discussed in this thesis, and readers are referred to
[10, 24] for more detail.
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Chapter III
Research Outline
This chapter shows which particular area this research has focused on.
The first section of this chapter will describe the research area of this thesis.
Then, the second section will give a detailed review of related work that has
been done. The last section will discuss what contributions this research can
make to the area, and discuss possibilities for improving the existing work.
3.1 Research Area
For unrestricted graphs, Dijkstra’s algorithm [9] is still the most efficient al-
gorithm for the single source shortest path (SSSP) problem. When Dijkstra’s
algorithm uses an efficient data structure, such as Fibonacci heaps [10] or 2-3
heaps [24] in its priority queue manipulations, it can achieve O(m+nlogn)
time where n is the number of vertices, and m is the number of edges of a
given graph. We assume that the SSSP algorithms that appear in this thesis
will all use the 2-3 heap for their priority queue manipulations. However,
for restricted digraphs, we have efficient alternatives, like acyclic graphs with
O(m+n) time [26] and planar graphs with O(n
√
logn) time [12].
If a graph is nearly acyclic, obviously we should not use the conventional
algorithms for general graphs. If we use Dijkstra’s algorithm, it does not
count the underlying graph structure, and always involves n delete-min op-
erations. In order to efficiently compute the shortest paths for nearly acyclic
graphs, several specialized algorithms have been published [1, 3, 23, 20, 22].
These works have shown that we can reduce the number of delete-min oper-
ations performed in priority queue manipulations.
However, there is argument about what a nearly acyclic graph is. (1)
Takaoka [23] gives a definition of acyclicity — the degree of cyclicity of a
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graph G, cyc(G), is defined by the maximum cardinality of the strongly
connected components (sc-components) of G. When the cyc(G) is small, he
categorizes the given graph as a nearly acyclic graph [23]. (2) Saunders states
that a nearly acyclic graph is a graph that contains relatively few acyclic sub-
graphs, each sub-graph of which is dominated by a vertex, called a trigger
[21]. Obviously, removal of triggers cuts all cycles in the graph. Saunders’
idea is similar to the measure used by Abuaiadh and Kingston [3], who say a
graph is nearly acyclic if there are very few simple cycles in the graph. Note
that we need preprocessing to use the above properties of near acyclicity.
Here, we measure the near acyclicity of the graph by those parameters such
as k = cyc(G) and r = number of triggers. The smaller the values of the
parameters are, the more acyclicity the graph has. These two measures (1)
and (2) are independent and can not explain one another. We will have a
more detailed review of these ideas in the next section.
The first part of this thesis describes an extended technique of sc-components
decomposition. Here, the term decomposition means graph decomposition. A
graph decomposition is to decompose a big graph into smaller sub-graphs by
using a decomposing method without changing the structure of the origi-
nal graph. In this way, we can efficiently run a shortest path search in one
sub-graph without searching irrelevant parts of the whole graph. As a re-
sult, we can speed up a search of the shortest path in the graph. We call
the first approach the higher-order decomposition, and it will be presented
in Chapter IV. It is developed upon Takaoka’s technique of strongly con-
nected component decomposition for nearly acyclic graphs [23], which we
have mentioned earlier in this section. In the sc-component decomposition, a
graph is decomposed into sc-components. Thus, for computing the shortest
paths, we run Dijkstra’s algorithm only for each sc-component but not the
whole graph. When all the sc-components are small, then we can efficiently
solve the SSSP problem. Based on the higher-order decomposition, we give
a refined definition of acyclicity. That is, the degree of cyclicity cych(G) is
the maximum cardinality of the hth order strongly connected components
of G, where h is the number of times that the graph has been decomposed.
The original definition introduced by Takaoka [23] can then be presented as:
the degree of cyclicity cyc(G) is the maximum cardinality of the 1th order
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strongly connected components of G.
In the second part of this thesis we combine the two measures of near
acyclicity proposed by Takaoka and Saunders into one, and show how to
efficiently solve the SSSP problem in nearly acyclic graphs. For preprocess-
ing we use a hierarchical depth first search (HDFS) algorithm to decom-
pose graphs, which will be described in Chapter V. This algorithm does 1-
dominator decomposition and decomposition on triggers into sc-components
at the same time. In the 1-dominator decomposition, the graph is decom-
posed into acyclic sub-graphs such that each acyclic sub-graph is dominated
by a vertex called a trigger and any vertex in the sub-graph can be only
reached from the outside through the trigger. We say that the trigger domi-
nates this acyclic sub-graph. We sometimes use “acyclic structure” to indi-
cate “acyclic sub-graph”, and they are used interchangeably in this thesis.
A 1-dominator set is the set of the acyclic structures. The computing time
for the graph preprocessing is O(m). We degenerate the graph in such a
way that each new vertex is a trigger in the original graph and a new edge
exists from a vertex u to a vertex v if there is an edge from the corresponding
acyclic sub-graph dominated by u to v. Let r be the number of triggers in
the 1-dominator set and parameter l be the maximum size of sc-components
in the degenerated graph. Using this preprocessing, we show that we can
efficiently solve the SSSP problem for any kind of nearly acyclic graph in
O(m+r logl) time.
In the third part of this thesis, we modify the concept of 1-dominator sets
to define 1-2-dominator sets, and the generalized concept will be described
in Chapter VI. In a 1-2-dominator set, generally speaking, one or two trig-
ger vertices cooperatively dominate an acyclic structure in the graph. Such
an acyclic structure is larger than or equal to that in the 1-dominator set.
As a result, we will need fewer trigger vertices to cover the whole graph,
that is, r′ ≤ r, where r′ is the number of triggers in the 1-2-dominator set,
and r is the number of trigger vertices in the 1-dominator set. Considering
efficient shortest path algorithms only do delete-min operations on trigger
vertices, fewer trigger vertices can reduce the time for computing shortest
paths. When r′ is much smaller than r, we can gain efficiency in computing
SSSPs for a nearly acyclic graph in O(m + r′logr′) time. We present algo-
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rithms to achieve O(m + r2) time to compute the 1-2-dominator set in the
graph.
Chapter VII shows experimental comparisons, which demonstrate the
practical effectiveness of new algorithms presented in previous chapters and
their associated acyclic decomposition performances.
Chapter VIII gives concluding remarks, and discusses what future work
can be done in this area.
3.2 Review of Related Work
Abuaiadh and Kingston (1993) suggested that the inherent complexity of
the shortest path problem depends on the cycle structures of a graph as well
as on its size [1]. They proved that decomposing a graph into parts could
speed up the computation of solving the shortest path problem. They gave
an algorithm with O(m+nlogt) time complexity where t was the number
of delete-min operations needed in the priority queue manipulations. For
nearly acyclic graphs, t was expected to be small, so their algorithm could
efficiently solve the SSSP problem [2]. However, the value of t is defined
by an algorithm, and had no direct relation with the static structure of the
graph. So, t was a hypothetical value depending on the algorithm chosen
for graph decomposition. Later in 1994, they introduced another algorithm
with time complexity O(m+k logk), where k was the number of cycles in a
graph and the graph decomposition used was between tree decomposition and
acyclic decomposition (Saunders 2004). That was improved by Saunders and
Takaoka (2005), who defined the concept of 1-dominator set and this would
be discussed later in this chapter.
3.2.1 Strongly Connected Components Decomposition
Takaoka (1998) gave a definition of acyclicity. The degree of cyclicity of a
graph G, cyc(G), was defined as the maximum cardinality of sc-components
of G. When cyc(G) was small, he defined the given digraph G to be nearly
acyclic. When cyc(G) = k, he gave an algorithm with O(m+nlogk) time
complexity. Take Figure 3.1 for example, the degree of cyclicity of the graph
is 3, so that k = 3.
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Figure 3.1: Vertex groups with different patterns form four sc-components
in a graph. The largest sc-component has three vertices.
The basic idea of this approach lies on the strongly connected components
decomposition of a graph. First of all, the Algorithm 2.3 is used to compute
strongly connected components (sc-components) Vr, Vr−1, ..., V1 in a topologi-
cal order where for i > j there is no edges from Vj to Vi. Now, the graph can
be degenerated into an acyclic graph G˜ = (V˜ , E˜) where V˜ = {Vr, Vr−1, ..., V1}
and E˜ = {(v, w) | (v, w) ∈ E, v ∈ Vi, w ∈ Vj, 1 ≤ i, j ≤ r and i 6= j}. For
example, the Figure 3.2 is such a degenerated graph of Figure 3.1. Note that
G˜ is an acyclic graph.
SC SC SC SC
Figure 3.2: A degenerated acyclic graph G˜ of the graph in Figure 1. G˜
consists of sc-components and pseudo-edges connecting sc-components.
If we see each sc-component as a sub-graph, then such a sub-graph is
defined as Gi = (Vi, Ei) where Vi ∈ V˜ and Ei = {(v, w) | v ∈ Vi and w ∈ Vi}.
The SSSP problem from a source to all other vertices can be solved along
the degenerated graph in the topological order from Gr to G1. For each sub-
graph Gi, we solve the generalized single source (GSS) problem [23] at line 5
(see Algorithm 2.5 in Chapter II).
Algorithm 3.1 is an algorithm based on the sc-component decomposition.
In Algorithm 3.1, (Vi, Vj) indicates a pseudo-edge in degenerated graph G˜
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such that one end-point of the edge is in Vi and the other end-point is in Vj.
Variable d[v] maintains a distance of a path to vertex v.
In order to analyze Algorithm 3.1, we need the following lemma and proof
established by Takaoka [23].
Lemma 1. Let non-negative integer variables x1, x2, ..., xn satisfy the
conditions (1)x1 +x2 + ... + xn = x and (2)xi ≤ k(i = 1, 2, ..., n) for constant
integers k and x such that 0 ≤ k ≤ x and x ≤ kn. Also, let the maximum
of the objective function
∑n
i=1 f(xi) be denoted by φn(x) where f(x) is such
that f(x) = xg(x) and g(x) is a monotone non-decreasing function. Then we
have:
φn(x) ≤ ng(k)
Proof.
φn(x) =
n∑
i=1
kig(xi) ≤
n∑
i=1
kig(k) = ng(k)
The value of φn(x) is obtained by setting as many x
′
is as possible to k. 4
Algorithm 3.1. Solve the SSSP problem using sc-components decom-
position
1. Compute sc-components Vr, Vr−1, ..., V1
2. for v ∈ V do d[v]←∞;
3. d[s]← 0; //For source s let s ∈ Vr without loss of generality
4. for i← r to 1 do {
5. Solve the GSS for Gi;
6. for Vj such that (Vi, Vj) ∈ E˜ do
7. for v ∈ Vi and w ∈ Vj such that (v, w) ∈ E do
8. d[w]← min{d[w], d[v] + cost(v, w)};
9. }
In Algorithm 3.1, at line 1, it takes O(m + n) time to compute sc-
components. For graphs used in this thesis, we assume that n ≤ m. So,
the complexity of line 1 is O(m). At line 5, the complexity of computing the
shortest paths for a sub-graph Gi is O(mi + kilogki) where mi =| Ei | and
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ki =| Vi |. Then the overall complexity becomes O(m + ∑ri=1(mi + kilogki)).
Now we apply the kilogki to the f(x) in Lemma 1, we will have the complexity
given by O(m + nlogk) where k = cyc(G).
3.2.2 Acyclic Decomposition
Saunders and Takaoka (2005) offered an acyclic decomposition approach for
solving the shortest path problems [22]. In this approach, a graph is decom-
posed into acyclic structures in O(m) time. Each structure is dominated by
a trigger vertex. A 1-dominator set is a set of acyclic structures. Note that
triggers and acyclic structures correspond one to one. If a nearly acyclic
graph has r trigger vertices, they introduce an algorithm with O(m+r logr)
time complexity [22] for solving the SSSP problem. The new parameter r
represents the number of acyclic structures in the graph. Intuitively speak-
ing, an acyclic structure in the 1-dominator set is an acyclic sub-graph such
that any vertex inside can be reached from outside only through the associ-
ated trigger vertex. We say that the trigger dominates this acyclic structure.
As the triggers and acyclic structures correspond one-to-one, we sometimes
use the two concepts interchangeably. We also use “acyclic sub-graph” and
“acyclic structures” interchangeably. In Figure 3.3 for an example, there are
three acyclic structures.
Figure 3.3: The acyclic structures in the left picture are presented in the
right as combinations of a node and a triangle where the node represents a
trigger vertex and the triangle represents non-trigger vertices dominated by
the trigger vertex. There are three trigger vertices in the graph.
Algorithm 3.2 is a 1-dominator decomposition algorithm introduced by
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Saunders and Takaoka. The procedure rdfs() stands for restricted depth-
first search. It maintains variable inCount for each vertex v, which initially
contains the total number of incoming edges of a vertex, |IN(v)|. When it
visits a new vertex, it decreases the inCount of the vertex by 1. If inCount
becomes 0, we say it unlocks the vertex and the search goes forward (line 8),
that is, the vertex is traversed. Unlocked vertices are included into a set A
for the acyclic structure dominated by the initial vertex w (line 4). At the
end of the search from w, A is the acyclic structure dominated by w, and
L is the set of vertices tentatively examined (line 6). In this sense, we say,
L is the set of seen vertices for possible inclusion into the acyclic structure.
At the end A[v] is the acyclic structure dominated by v, and B[v] is the
associated boundary set. The algorithm maintains AC[v] which refers to an
acyclic structure dominated by trigger vertex v (line 25), and BS[v], which
refers to the boundary set of the acyclic structure (line 26). The algorithm
also maintains a queue Q containing boundary vertices as trigger vertex can-
didates (line 30). The algorithm starts from a vertex s, and searches with
rdfs() as much as possible. Then it starts searches from boundary vertices
again. We assume n ≤ m and only treat strongly connected graphs for sim-
plicity. Generalization to a general graph is straightforward. As the graph
is strongly connected, the search will eventually come back to s. We note
that the searched part from s is only traversed twice. Thus the time com-
plexity of Algorithm 3.2 becomes O(m) proved by Saunders and Takaoka [22].
Algorithm 3.2. 1-dominator decomposition
1. function AcyclicSet(w){
2. VertexSet A, L, B ;
3. procedure rdfs(u) {
4. A← A ∪ {u};
5. for all v ∈ OUT (u) do {
6. if v /∈L then L←L + {v};
7. inCount [v ]←inCount [v ] − 1;
8. if inCount [v ] = 0 // v unlocked
then rdfs(v);
9. }
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10. }
11. A←∅; L←{w};
12. inCount [w ]←inCount [w ] + 1;
// prevents re-traversal of w
13. rdfs(w);
14. VertexSet B ← L− A; // boundary vertices
15. for all v∈L do inCount [v ]←|IN (v)|;
16. return (A, B);
17. }
/***** main program *****/
18. for all v ∈ V do vertexType[v]← unknown;
19. for all v ∈ V do inCount[v]←|IN(v)|;
20. Q← {s};
21. while Q 6= ∅ do {
22. Remove the next vertex u from Q;
23. if vertexType[u] = unknown then {
24. (A, B)← AcyclicSet(u);
25. Let AC[u] refer to A;
26. Let BS[u] refer to B ;
27. vertexType[u]← trigger;
28. for all v ∈ A do
vertexType[v]← non-trigger ;
29. for all v ∈ B do
30. if vertexType[v] = unknown and v /∈ Q
then Add v to Q;
31. }
32. }
Algorithm 3.3 is an SSSP algorithm based on the results of acyclic de-
compositions of graphs. It modifies a general SSSP algorithm introduced by
Saunders and Takaoka [20]. Obviously only trigger vertices will be added
into the frontier set F (line 8). That means the delete-min operations will
not be required by the non-trigger vertices. The distance values d [v ] of non-
trigger vertices in an acyclic sub-graph will be finalized straightaway with
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the decreaseKey operation in topological order after their associated trigger
vertices reach the minimum values.
Algorithm 3.3. SSSP Algorithm Using Acyclic Decomposition
1. procedure decreaseKey(u) {
2. for each v∈AC [u] in topological order do
3. for each w∈OUT [v ] and w /∈ S do
4. d [w ]=Min{d [w ], d [v ]+cost(v, w)};
5. }
/***** main program *****/
6. for all v∈V do d [v ]=∞;
7. solution set S = ∅;
8. insert all triggers into frontier set F ;
9. Let source vertex be s and d [s]←0;
10. if s is not a trigger then decreaseKey(s);
11. while F 6= ∅ do {
12. d [u] = Min{d [u] | all u∈F};
13. F←F − u; // delete-min
14. S←S + u;
15. decreaseKey(u);
16. }
In line 8, a trigger means a 1-dominator trigger. In Chapter V 1-2-
Dominator Sets, this will be a 1-2-dominator trigger.
3.3 Possible Improvements to Existing Approaches
The first research result expected is the generalized technique of the sc-
component decomposition. Hence, we may come up with a more general
definition of acyclicity, and complete the concept of degree of cyclicity in the
sc-component decomposition. We propose a decomposition method called a
higher-order decomposition. In this approach, a refined degree of cyclicity,
denoted by cych(G), is defined to be the maximum cardinality of the hth order
strongly connected components of a given graph G, where h is the number of
times that the graph has been decomposed. We investigate scenarios where
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h is a small constant and we only introduce the first order (h = 1) and
the second order (h = 2) decompositions. According to the new theory,
Takaoka’s definition can be restated: the degree of cyclicity is the maximum
cardinality of the first order strongly connected components of a graph.
The another observation of this research is the difference of definitions
of the nearly acyclic graph. Specialized shortest path algorithms reviewed
in this chapter improve upon the time complexity of Dijkstra’s algorithm
when they are applied to different kinds of nearly acyclic graphs. That is,
Takaoka’s algorithm can efficiently solve the SSSP problem in graphs with
cyc(G) = O(1), but may not be efficient for a graph with a few simple cycles
and cyc(G) = O(n), which is made more efficient by Saunders and Takaoka’s
algorithm or Abuaiadh and Kingston’s algorithm, and vice versa. Thus, there
is room to improve upon or complement existing shortest path algorithms for
nearly acyclic graphs by introducing new algorithms that promise to solve
the SSSP problem for any kind of nearly acyclic digraphs. A new approach
called a hierarchical approach is such a solution based on the modification to
the existing decomposition methods.
Another research interest presented in this thesis is to generalize the 1-
dominator set theory to a multi-dominator set. Saunders (2004) studied
this topic using the same 1-dominator decomposition framework. From now
on, we only use a 2-dominator acyclic structure as a demonstration of the
multi-dominator acyclic structure. In the 2-dominator acyclic structure, two
triggers cooperatively dominate an acyclic structure.
However, we will show that the framework of the 1-dominator set is not ef-
ficient for designing the multi-dominator set. Work done by Saunders (2004)
proved that computing the multi-dominator set was too costly in terms of
the time consumed when he used the same design framework as that used
in the 1-dominator set and the complexity was O(mr4), where r is the size
of the 1-dominator set. Therefore, we present a new framework, a mixture
1-2-dominator set. The 1-2-dominator set will still identify all the possible
acyclic structures that can be dominated by two triggers among with the
acyclic structures dominated by one trigger. Let r′ be the number of trig-
gers in the 1-2-dominator set. When r′ is much smaller than r, we can gain
efficiency in computing SSSPs for a nearly acyclic graph in O(m + r′logr′)
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time. We present algorithms to achieve O(m + r2) time to compute the
1-2-dominator set.
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Chapter IV
Higher-Order Approach
This chapter gives a generalized definition of acyclicity based on the con-
cept originally defined by Takaoka [23]. Takaoka’s definition of acyclicity is
the degree of cyclicity of a graph G, cyc(G). That is defined as the maximum
cardinality of the strongly connected components (sc-components) of G. In
the generalized definition of acyclicity, another degree of cyclicity, denoted by
cych(G), is defined to be the maximum cardinality of the hth order strongly
connected components of a given graph G, where h is the depth of the graph
decomposed, and we only introduce the first order (h = 1) and the sec-
ond order (h = 2) decompositions. According to the new theory, Takaoka’s
definition can be restated in such a way that the degree of cyclicity is the
maximum cardinality of the first order strongly connected components of a
graph. Obviously, the preprocessing time is O(hm) and the complexity of
solving SSSP problem is O(hm + nlogρ) where ρ = cych(G) and constant h
emphasizes how deeply the graph is decomposed. When cych(G) is a smaller
constant, we can efficiently solve the SSSP problem in O(m+nlogρ) time for
fixed h.
4.1 Higher-Order Decomposition
In Takaoka’s approach described in Chapter III, the sc-components originally
computed in line 1 of Algorithm 3.1 remain fixed through all GSS’s. When we
start one GSS, there is an opportunity that the corresponding sc-component
can further be decomposed.
The basic idea behind higher-order decomposition is to remove the first
vertex selected in GSS (line 5 of Algorithm 3.1) from the input graph, and
then run the sc-component decomposition on the new strongly connected sub-
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graphs. The original sc-component decomposition by Takaoka [23] is called
the first order decomposition, and the sc-component decomposition on the
sub-graphs is called the second order decomposition, one for sub-graphs is
called the third order decomposition, and so forth.
After all distance updates are done in lines 6-8 of Algorithm 3.1, we solve
the GSS for Gi−1. We call the first vertex whose distance is finalized the
pseudo source of Gi−1.
When all the shortest paths have been computed, we find the largest sc-
component in the decomposed graph. Let us indicate the size of the largest
sc-component by ρ. An SSSP algorithm based on this approach has the
worst case time complexity O(hm+nlogρ). It can be efficient for some nearly
acyclic graphs like a graph in Figure 4.3. ρ is dynamically determined by the
algorithm.
Thus, we give another definition that the degree of cyclicity cych(G) is
the maximum cardinality of the strongly connected components of the de-
composed graph G after the hth order decomposition is made.
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Figure 4.1: Vertex groups with different patterns form four sc-components
in a graph. The largest sc-component has three vertices.
Let G = (V, E), V = {v1, v2, ..., vn} and E ⊆ V × V . We calculate
the sc-components Vr, Vr−1, ..., V1. According to the new definition, we call
sc-components the first order sc-components (see Figure 4.1), and they are
defined as V 1r , V
1
r−1, ..., V
1
1 . Then, we define the first order degenerated graph
G˜1 = (V˜ 1, E˜1) where V˜ 1 = {V 1r , V 1r−1, ..., V 11 }, E˜1 = {(v → w) | edge(v →
w) ⊆ E, v ∈ V 1i and w ∈ V 1j , i 6= j} (see Figure 4.2).
We call edges in E˜1 transient edges since they connect between sc-components.
In contrast, we call an edge (v → w) an inside edge if both v and w belong
37
to the same sc-component.
Thus, graph G˜1 is a decomposed acyclic graph of G [1]. Let us define
each sc-components in G˜1 = (V˜ 1, E˜1) to be sub-graphs. The sub-graphs are
defined as G1i = (V
1
i , E
1
i ) where V
1
i ∈ {V 1r , V 1r−1, ..., V 11 }, E1i = {(v → w) |
v ∈ V 1i and w ∈ V 1i } (see SC nodes in Figure 4.2).
SC SC SC SC
Figure 4.2: A degenerated acyclic graph G˜ of the graph in Figure 1. G˜
consists of sc-components and pseudo-edges connecting sc-components.
In the Algorithm 4.1, OUT (v) = {w | (v → w) ∈ E}. SV = {selected
vertices}. The purpose of SV is that we obtain sc-components of the graph
induced by the set of vertices, V − SV . For the first order decomposition
SV = {s}. For each w ∈ V , a variable Graph[w] maintains the index of
a sub-graph G˜1i which w belongs to, and another variable root[w] contains
a candidate vertex for the root of the sc-component that w will be part of.
The variable Num[w] tells the visit order of w.
We start the SDFS search from calling procedure SDFS(G, SV ) at line
17. At line 21 we initialize the vertices in SV to be visited because they are
selected not to join the sc-components search. At line 22, we call the recursive
procedure CONNECT (v) until every vertex except vertices in SV becomes
visited. From line 23 to line 26, we do Vr = SV and E˜
h = E˜h ∪ {(v → w) |
v ∈ SV and w ∈ V } for selected vertices.
Now we look at the recursive procedure CONNECT (v) (line 1). From
line 6 to line 7, when the procedure is processing vertex v, root[v] contains
a candidate vertex for the root of the component containing v. Initially v
itself is the root candidate. When it processes the outgoing edges, new root
candidates are updated from those connected vertices which belong to the
same component as v.
At line 8, if w is already in a sc-component, we reserve this edge in E˜h,
and erase this edge from OUT (v). The reason of erasing edges from OUT (v)
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is that we do not visit these edges again if we have to further decompose
the sub-graph which v belongs to. When CONNECT (v) has processed all
the outgoing edges of v, root[v] = Num[v] if and only if v is the root of
the sc-component containing v (line 10). If line 10 is satisfied, we take all
vertices belong to that sc-component out of the STACK, and put them into
a sub-graph Gr (line 11 to 15).
Algorithm 4.1. Selective Depth-First Search algorithm (SDFS). In the
first order decomposition, SV = {s} and h = 1.
1. procedure CONNECT(v)
2. {
3. visited[v]← True; Num[v]← cnt; cnt← cnt + 1;
lowLink[v]← Num[v]; Graph[v]← undefined;
4. Push(v, STACK);
5. for each w ∈ OUT (v) {
6. if visited[w] = False then {
CONNECT (w); lowLink[v]← min{lowLink[v], lowLink[w]};
}
7. else if Num[w] < Num[v] and Graph[w] = undefined
then lowLink[v]← min{lowLink[v], Num[w]};
8. if 1 ≤ Graph[w] < r then
E˜hi ← E˜hi + (v → w);//transient edge
9. }
10. if lowLink[v] = Num[v] {
11. Repeat
12. w ← POP (STACK); Push(w, V hr ); Graph[w]← r ;
13. Until w = v;
14. r ← r + 1;
15. }
16.}
/***** main function *****/
17. function SDFS(Ghi , SV ) //graph G
h
i to be decomposed with source
in set SV .
18. {
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19. r ← 1; cnt ← 1; STACK ← ∅; //The r, cnt and STACK are
global variables
20. for each v ∈ V do {
visited[v]← False; Graph[v]← NULL;
}
21. for v ∈ SV do visited[v] ← True; //removal of SV from part of
the sc-decomposition
22. for w ∈ V and visited[w] = False do CONNECT (w);
23. V hr ← SV ;
24. for v ∈ SV do {
25. for w ∈ OUT (v) do
if 1 ≤ Graph[w] < r then E˜hi ← E˜hi ∪ (v → w);
26. }
27.}
If we use SDFS to compute sc-components V 1r , V
1
r−1, ..., V
1
1 for a graph G ,
then the set {V 1r , ..., V 11 } is sorted from V 1r to V 11 in a topological order. Here,
V 11 is the first sc-component computed. V
1
r is the last one, and V
1
r = {s}.
Algorithm 4.2. GSS SSSP algorithm using higher-order decomposition
1.for v ∈ V do d[v]←∞;
2. d[s]← 0; SV = {s};
3. Call SDFS(G, SV ) to compute the first order sc-components V 1r , V
1
r−1, ..., V
1
1 ;
4. for i← r to 1 do {
5. Solve the GSS for G1i ;
6. for V 1j such that (V
1
i , V
1
j ) ∈ E˜1 do
7. for v ∈ V 1i do for w ∈ V 1j do
8. d[w]← min{d[w], d[v] + cost(v, w)};
9. }
We now use the first order decomposition to solve the SSSP problem (see
Algorithm 4.2). In this algorithm, the variable d[v] contains the distance
between the source vertex s and v. Initially, it has a maximum value, pre-
sented as ∞. At line 3, we decompose the given graph. At line 5 we solve
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the generalized single source problem (GSS) for vertices in sub-graph G1i [1].
At line 6, (V 1i , V
1
j ) is a pseudo edge, and (V
1
i , V
1
j ) ∈ E˜1 means that there are
outgoing edges from G1i to other sub-graphs G
1
j . We update the distance of
connected vertices in G1j (see line 8). This algorithm is an generalized version
of the GSS algorithm (Algorithm 2.5) presented by Takaoka [23].
Note that Algorithm 4.2 is almost identical to Algorithm3.1 except for
superscripts of 1 at some variables.
4.2 Second-Order Decomposition
The second order decomposition is based on the following observation.
Observation 1 Let us compute sc-components of a graph by the SDFS.
After computing all the shortest paths for every vertex in V 1r , V
1
r−1, ..., V
1
i+1,
we find a vertex v in V 1i that d[v] = min{d[u] | u ∈ V 1i }. Then d[v] is not
updated by any vertex in V 1i , V
1
i−1, ..., V
1
1 .
Proof. Because V 1r , ..., V
1
i , V
1
j , ..., V
1
1 is sorted from V
1
r to V
1
1 in topological
order, edges from one sc-component V 1i to another one, V
1
j , must satisfy
i > j. After calculating all shortest paths for vertices in V 1r , V
1
r−1, ..., V
1
i+1, we
find a vertex v which is in V 1i that d[v] = min{d[u] | u ∈ V 1i }. Obviously, the
d[v] cannot be updated to a smaller value from other vertices in V 1i because it
is already the smallest one in V 1i . The d[v] will not be updated from vertices
in V 1i−1, ..., V
1
1 because there is no edge from them to V
1
i .
Let G˜1 = (V˜ 1, E˜1) where V˜ 1 = {V 1r , V 1r−1, ..., V 11 }, E˜1 = {(v → w) |
edge(v → w) ∈ E, v ∈ V 1i and w ∈ V 1j , i 6= j}. Let V 1r , V 1r−1, ..., V 11 be the
first order sc-components of a given graph G where V 1r = {s}. Let us define
sub-graphs G1i = (V
1
i , E
1
i ) where V
1
i ∈ {V 1r , V 1r−1, ..., V 11 }, E1i = {(v → w) |
v | V 1i andw ∈ V 1i }. For an arbitrary sub-graph G1i let us choose a vertex
v such that d[v] = min{d[u] | u ∈ V 1i }. Note that d[v] may be updated by
different paths from G1r, G
1
r−1, ..., G
1
i−1. Let such a vertex v be called pseudo-
source of G1i .
We know that G1i is strongly connected. When we erase all incoming
edges of the pseudo-source of G1i , immediately G
1
i becomes not strongly con-
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1 2 3 n... n/3−1 n/3 ... 2n/3−1 2n/3 ...
Figure 4.3: Arrow “⇒” indicates Vertex 1 has edges to every node unstated.
Let Vertex 1 be the source, cyc1(G) = n/3, cyc2(G) = 1.
nected. Based on this property, we use the SDFS algorithm to compute
sc-components V 2l , V
2
l−1, ..., V
2
1 for G
1
i , and V
2
l = {pseudo-source} where in-
dexing by i is omitted. Let us call sc-components V 2l , V
2
l−1, ..., V
2
1 of G
1
i as the
second order sc-components of G1i . We call the computation of second order
sc-components as dynamic graph decomposition because the pseudo source
vertices are dynamically chosen before the decomposition. The method of
second order sc-components will be effective for the graph in Figure 4.3.
The Algorithm 4.3 is the algorithm based on dynamic graph decomposi-
tion. It starts a recursive call Dynamic(G, SV ) at line 16, and SV = {s}
because it always starts from the first order decomposition. Now let us look
at the Dynamic(G, SV ). At line 2 we call SDFS(G, SV ) to find the hth
order sc-components V hr , V
h
r−1, ..., V
h
1 . Note that the r will be different from
one decomposition to another. From line 4 to line 6, we update d[w] accord-
ing to edges (v → w), v ∈ V hi and w ∈ V hj , (r ≥ i > j). At line 7 we find
its pseudo source vertex for Ghi−1, and then update set SV with it. At line
9, we terminate the recursive call by not satisfying conditions (| Ghi−1 |> c1)
and (h ≤ c2), where c1, c2 are constants.
Case 1. c1 = 0, the procedure will decompose the graph until each V
h
i
has only one vertex.
Case 2. c1 ≥ 1, each V hi will only have a pseudo source and several gen-
eral vertex.
The constant c2 is the degree of decomposition. Generally speaking, the
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larger c2 is, the more sc-components we will have. After terminating the
recursive call, line 10 solves the SSSP problem for the sub-graph Ghi .
Algorithm 4.3. For the second order decomposition, c2 = 2
1. procedure Dynamic(G, SV) {
2. Call SDFS(G, SV ) to compute h order sc-components V hr , V
h
r−1, ..., V
h
1 ;
3. for i← r to 1 do {
4. for V hj such that (V
h
i , V
h
j ) ∈ E˜h do
5. for v ∈ V hi do for w ∈ V hj do
6. d[w]← min{d[w], d[v] + cost(v, w)};
7. vmin ← w that gives min{d[w] | w ∈ V hi−1};
8. SV ← {vmin} ;
9. if (| Ghi−1 |> c1) and (h ≤ c2) then Dynamic(Ghi−1, SV );
10. else Solve the GSS for Ghi−1;
11. }
12. }
/***** main program *****/
13. for v ∈ V do d[v]←∞;
14. d[s]← 0;
15. Dynamic(G,{s});
Definition 1. After hth order decomposition, the degree of cyclicity
cych(G) is the maximum cardinality of the hth order sc-components of G.
Lemma 4.2. After hth order decomposition, let ρ = cych(G), then we
can solve the SSSP problem for G in O(hm+ nlogρ) time complexity as each
edge is examined at most h times.
If the cych(G) is a constant value after a constant h order decomposition,
we say graph G is nearly acyclic. According this new definition, the original
cyc(G) can be described as the maximum cardinality of the 1st order sc-
components of G.
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4.3 Further Improvement
Let us assume that when SV gets larger, we can break G into more sc-
components. As a result, | Ghi−1 | can reach c1 from above faster. We identify
several other minima at line 7 of Algorithm 4.3 while we are searching for
the pseudo source. Therefore, in some cases, we can improve the efficiency
of the Algorithm 4.3 by enlarging SV (see Algorithm 4.4), and SV can be
seen as a set of pseudo sources. In Algorithm 4.4, we initialize an array SV
at line 7, and we assume the size of SV is a fixed constant, say L.
Algorithm 4.4. Further improved algorithm of the higher-order ap-
proach
1. procedure Dynamic(G, SV ) {
2. Call SDFS(G, SV ) to compute h order sc-components V hr , V
h
r−1, ..., V
h
1 ;
3. for i← r to 1 do {
4. for V hj such that (V
h
i , V
h
j ) ∈ E˜h do
5. for v ∈ V hi do for w ∈ V hj do
6. d[w]← min{d[w], d[v] + cost(v, w)};
7. Run the GSS on V hi−1 until the size of the solution set S for V
h
i−1
becomes L. Let SV = S.
8. if (| Ghi−1 |> c1) and (h ≤ c2) then Dynamic(Ghi−1, SV );
9. else Solve the GSS for Ghi−1;
10. }
11. }
/***** main program *****/
12. for v ∈ V do d[v]←∞;
13. d[s]← 0;
14. Dynamic(G, {s});
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Chapter V
Hierarchical Approach
We have mentioned earlier that there are two different measures of what
a nearly acyclic graph is: (1) Takaoka gives a definition of acyclicity — the
degree of cyclicity of a graph G, cyc(G), is defined by the maximum car-
dinality of the strongly connected components (sc-components) of G. When
the cyc(G) is small, he categorizes the given graph as a nearly acyclic graph
[23]. (2) Saunders states that a nearly acyclic graph is a graph that contains
relatively few acyclic sub-graphs, each sub-graph of which is dominated by a
vertex, called a trigger [21]. Obviously, removal of triggers cuts all cycles in
the graph. In this chapter, we combine the two measures of near acyclicity,
and use a hierarchical decomposition to preprocess the graph in O(m) time.
Using this preprocessing, a new SSSP algorithm has O(m + r logl) time com-
plexity, where r is the size of the 1-dominator set, and l is the size of the
largest sc-component of 1-dominator triggers. In the first section, we intro-
duce the combined measurement, called a hierarchical decomposition. Then,
in the second section, we introduce an SSSP algorithm using the result of
the hierarchical decomposition.
5.1 Hierarchical Decomposition
When we decompose a graph using 1-dominator decomposition (see left pic-
ture in Figure 5.1), a degenerated graph (see right picture in Figure 5.1)
consists of acyclic structures, denoted by AC. Conceptually we first obtain
the 1-dominator set, and degenerate the graph G to G′ where the vertices of
G′ are the triggers in 1-dominator decomposition and an edge from u to v
in G′ exists if an edge exists from some vertex in AC[u] to v, where AC[u]
is an acyclic structure that u belongs to. We sometimes refer to this edge in
45
G′ as a pseudo edge. Then we search for sc-components in the degenerated
graph G′ (see Figure 5.2). Obviously the maximum size of the sc-components
in the above is good enough for the size of the priority queue in the SSSP
algorithm.
Figure 5.1: A graph with combined nearly acyclic structures
Figure 5.2: A graph with combined nearly acyclic structures, r = 5 and
l = 3.
In the real programming, Algorithm 5.1 modifies Tarjan’s algorithm for
sc-components (see Algorithm 2.3). We call Algorithm 5.1 hierarchical depth
first search (HDFS). Algorithm 5.1 calls the algorithm of 1-dominator de-
composition (Algorithm 3.2) for triggers as a subroutine. Specifically it calls
AcyclicSet at line 1.1, and only puts the trigger vertex v into a first-in-last-
out stack STACK (line 4). If v can reach another trigger vertex w with a
lower visit number, we record this reachability in an array lowLink []. When
the depth-first-search finishes, the trigger vertices recorded in STACK will
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Table 5.1: Notations used in algorithms and proofs (sort alphabetically)
A an acyclic part computed by function AcyclicSet()
AC[v] reference value pointing to an acyclic structure domi-
nated by vertex v
B a boundary vertex set
BS[v] reference value pointing to a boundary vertex set of an
acyclic structure AC[v]
C an sc-component computed by function HierarchySets()
c count of the number of visited vertices
cost(v,w) cost of edge (v→w)
d [v ] distance of a path to vertex v
IN (v) {w | (w→v)∈E }
inCount [v ] number of untraversed incoming edges of vertex v
L a vertex set maintains all vertices visited in function
AcyclicSet
lowLink [v ] pointing to the root of an sc-component which v belongs
to.
OUT (v) {w | (v→w)∈E}
p count of the number of sc-components
SC [p] reference value pointing to an sc-component sorted at
topological order p
STACK first-in-last-out stack
visitNum[v ] visited order of vertex v
be popped out until a root vertex u if visitNum[u] = lowLink [u], to form an
sc-component (line 11). See Figure 5.2 for an example, where the degree of
cyclicity of the graph G′ is 3.
In order to implement this approach, the visit number visitNum and the
low-link number, lowLink, of triggers must be computed. In Algorithm 5.1,
global variables c and p refer to how many vertices are visited and how many
sc-components are identified respectively. Other variables are explained in
Table 5.1.
Generally speaking, the Algorithm 5.1 implements the depth first search
algorithm in an acyclically decomposed graph. That is, at line 1.2 it first
identifies an acyclic sub-graph, and get a set of boundary vertices. Then, the
acyclic sub-graph is treated as an entity.
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Algorithm 5.1. Hierarchical Depth First Search
function HierarchySets(v0){
1. Vertex Set C, AC, SC, STACK
1.1. procedure hdfs(v){
1.2. (A, B)←AcyclicSet(v);
1.3. Let AC [v ] refer to A;
1.4. for all u∈A do vertexType[u]←non-trigger ;
1.5. vertexType[v]← trigger;
2. visitNum[v]← c; c← c + 1;
3. lowLink[v]← c;
4. STACK ← STACK + {v};
5. for all w ∈ B do
6. if visitNum[w] = 0 then do {
7. hdfs(w); // search from unvisited w∈B
8. lowLink[v]←min(lowLink[v], lowLink[w]);
9. }
10. else if visitNum[w] < visitNum[v] and w ∈ STACK then
lowLink[v]←min(lowLink[v], visitNum[w]); // update lowLink[v]
from connected triggers
11. if lowLink[v]=visitNum[v] and vertexType[v] = trigger do {
12. C←{pop up vertices from STACK until v};
13. p←p + 1; // count sc-components
14. Let SC [p] refer to C ;
15. }
16. }
/***** main program *****/
17. AC←∅, SC←∅, ←∅;
18. for all v∈V do {
18.1. inCount[v]←|IN(v)|;
18.2. vertexType[v ]←unknown;
18.3. visitNum[v ]←0; lowLink [v ]←∞; }
18.4. p←0; c←1;
19. for all unvisited v0∈V do hdfs(v0);
19.1. return (AC, SC, p);
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Let us look at the detail of Algorithm 5.1. As we just described, the
depth first search for sc-component is build upon acyclic components (lines
1.2 - 1.5). The algorithm marks the triggers of the acyclic components at
lines 2-3, and then add the triggers into a stack, called STACK. The adjacent
vertices of an acyclic component are the vertices in the boundary set B. If
any one of vertices in B is not visited yet, it continues the depth first search
(lines 5-7),
In order to computer sc-components on the top of decomposed acyclic
entities, triggers represent the acyclic entities in the Algorithm 5.1. At line 4,
a trigger is added into a stack, STACK. At line 8 and line 10, the lowLink[v]
values of the triggers are updated. When a root of an sc-component has been
identified at line 11, an sc-component is identified on the top of the acyclic
sub-graphs. Then we remove the vertices from the STACK until the root of
the sc-component (lines 12 and 13), In such an sc-component of triggers, we
can have the number of triggers in an sc-component, say li. Eventually, let
l = Max{l1, l2, ..., lp}
Then we will have l = cyc(G′), where cyc(G′) is the degree of cyclicity of
the degenerated graph G′. The time for Algorithm 5.1 is O(m), as each edge
is examined only once.
5.2 Using Hierarchical Decomposition to Compute Shortest Paths
Efficiently
We have introduced Algorithm 3.3 in Chapter III which is an SSSP algo-
rithm using acyclic decomposition, and another SSSP algorithm Algorithm
3.1 using sc-components decomposition. Since we combine the acyclic and
sc-component decomposition methods, a new SSSP algorithm (Algorithm
5.2) modifies Algorithm 3.3, using some concepts of Algorithm 3.1.
Algorithm 5.2 uses the topologically sorted sc-components and the topo-
logically sorted vertices in each acyclic structure computed by Algorithm
5.1. Obviously only trigger vertices in an sc-component will be added into
the frontier set F in a topological order (lines 11-14). That means the non-
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trigger vertices will not be involved in the delete-min operations. The dis-
tance values d [v ] of the non-trigger vertices in an acyclic sub-graph will be
decreased straightaway when their associated trigger vertices reach the min-
imum values.
Algorithm 5.2. SSSP Algorithm Using Hierarchical Decomposition
1. procedure decreaseKey(u) {
2. for each v ∈ AC[u] in topological order do
3. for each w∈OUT (v) and w /∈S do
4. d [w ]=Min{d [w ], d [v ]+cost(v, w)};
5. }
/***** main program *****/
6. for all v ∈ V do d[v]←∞;
7. the source vertex s and d[s]← 0;
8. solution vertex set S ← ∅;
9. (AC, SC, p)← HierarchySets(s);
10. if s is not a trigger then decreaseKey(s);
11. for i←p to 1 do {
12. front vertex set F ← ∅;
13. for v ∈ SC[i] do
14. if v is a trigger then insert v into F ;
15. while F 6= ∅ do {
16. d [u] = Min{d [u] | all u∈F};
17. F←F − u; // delete-min
18. S←S + {u};
19. decreaseKey(u);
20. }
21. }
In Algorithm 5.2, we assume that sc-components are topologically sorted
in the order p,. . ., 1. That is, if there is an edge(v→w), v∈SC [i ], w∈SC [j ],
then i > j. Let us assume that an acyclic component A has k vertices, and
these vertices are topologically sorted in the order v 1,. . ., vk. That is, ∀1≤i,
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j≤k if(v i, v j)∈E ⇔ i < j. Here, vertex v 1 is the trigger vertex of A. The
computing time is
O(m + Σpi=1li log li)
with condition that li ≤ l and Σpi=1li = r. This time is maximized when we set
as many li’s to l as possible, and we have the time bounded by O(m+r log l)
from Lemma 1.
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Chapter VI
1-2-Dominator Sets
In a 1-dominator set introduced by Saunders and Takaoka [20], intuitively
speaking an acyclic structure is an acyclic sub-graph, which is dominated by
a vertex called a trigger. Any vertex in the sub-graph can only be reached
from outside through the trigger. We say that the trigger dominates this
acyclic structure. A 1-dominator set is the set of such acyclic structures.
In this chapter, we generalize the 1-dominator set to a multi-dominator
set, denoted by k-dominator set. In this chapter, we only consider k-dominator
sets such that k ≤ 2 to demonstrate research on the multi-dominator sets. In
a 2-dominator set, two triggers cooperatively or independently dominate an
acyclic structure, and acyclic structures in the 2-dominator set are larger than
or equal to the acyclic structures in the 1-dominator set. As a result, we will
require less triggers to decompose the graph than a 1-dominator decomposi-
tion does. Considering efficient shortest path algorithms only do delete-min
operations on triggers, fewer triggers can reduce the time of computing the
shortest paths. The following section reviews two approaches to 2-dominator
sets proposed by Saunders [21]. Then, in the second and third sections, we
introduce a new method and algorithms for computing multi-dominator sets.
6.1 2-Dominator Sets
We first analyze two approaches of computing 2-dominator sets proposed by
Saunders [21]. We will soon see that there are two major difficulties: (1) How
to find a best match of two 1-dominator triggers which can produce a maximal
acyclic structure. (2) How to identify the relationship of 2-dominator triggers
and 2-dominator non-triggers.
In order to decompose a graph by the multi-dominator approach, one
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greedy algorithm was proposed by Saunders [21]. Let us call the algorithm
a Ranking Solution where each distinct pair of 1-dominator triggers will be
computed, and ranked according to the size of the acyclic structure domi-
nated by each trigger pair. Then, the algorithm extracts acyclic structures
from the largest ones until the whole graph is covered.
In the Ranking Solution, it first computes the 1-dominator trigger set, say
T1. Then, for all (u1, u2) ∈ T1×T1 it computes a possible 2-dominator acyclic
structure Cover(u1, u2) in which vertices u1 and u2 cooperatively domi-
nate some non-trigger vertices or 1-dominator triggers. All the 2-dominator
acyclic sets are sorted in a queue Q with the sizes of the sets as keys. That
is, the structure Cover(u1, u2) is sorted in Q[i] where i =|Cover(u1, u2)| and
i is the number of vertices in the 2-dominator acyclic set Cover(u1, u2).
u1
v1
vj
v2
v3
v4
vj+1
vj+2
vj+3
v2j −1
! !
! !
" "
" "
u2 u3
Figure 6.1: Optimal solution is {(u1, v1), (u2, u3)}. The dotted-lines indicate
the starting endpoints have outgoing edges to every vertex not presented.
After the ranking process, the solution picks up the largest 2-dominator
acyclic structure, say Cover(u1, u2), listed in Q. The vertices u1 and u2
are finalized as 2-dominator triggers, and other vertices in the structure
Cover(u1, u2) are non-triggers. Then, for every vertex v ∈ Cover(u1, u2), if
Cover(v, w) for some w ∈ V is one of 2-dominator acyclic structures listed in
queue Q, the acyclic structure Cover(v, w) will be removed from Q straight-
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away. Obviously, the Ranking Solution needs to compute Cover(u1, u2) for
all (u1, u2) ∈ T1 × T1. The time complexity becomes O(mn2).
This solution can solve the first difficulty. However, in the worst case, the
number of 2-dominator triggers are n times the optimal solution:
Ranking(I) = O(n)Optimal(I).
For example, in Figure 6.1 the optimal solution is {u1, v1, u2, u3}. How-
ever, Cover(u1, u2) = {u1, u2, v1, ..., vj} and | Cover(u1, u2) |= j. Cover(u2, u3)
= {u2, u3, vj+1, ..., v2j−1} and | Cover(u2, u3) | = j − 1. According to the
Ranking Solution, the 2-dominator set is {u1, u2, u3, vj+1, ..., v2j−1}. Thus,
when j = n, Ranking(I) = n
4
Optimal(I) = O(n)Optimal(I).
The worst-case time complexity of the algorithm is O(mn2) [21], and in
the worst case the number of 2-dominator vertices computed by the Rank-
ing Solution has complexity O(n) times the optimal result, Therefore, the
Ranking Solution is not a theoretically good solution for computing multi-
dominator sets.
The second difficulty was encountered when Saunders was trying to avoid
the first difficulty. He proposes another solution, called a General Solution,
where again for all (u1, u2) ∈ T1×T1 it computes possible 2-dominator acyclic
sets Cover(u1, u2). Then, for all (v, w) ∈ Cover(u1, u2)× Cover(u1, u2) will
be marked as 2-dominator trigger pair like (u1, u2), or 2-dominator non-
trigger pair like (v, u2) such that v ∈ Cover(u1, u2) and v 6= u1.
But, 2-dominator acyclic sets will not be ranked and extracted according
to their associated sizes of acyclic structures. For example, when the pair
(u1, u2) in Figure 6.1 is computed and marked as 2-dominator triggers, then
pairs of vertices dominated by u1 and u2 are marked as non-trigger pairs, like
(v1, v2), (v1, v3), (v1, v4), ..., (v2, v3), ..., (vj−1, vj). Obviously, it is very costly
to repeatedly mark all the non-trigger pairs for each 2-dominator acyclic
structure. In the worst case, the General Solution takes O(mn4) time.
Another problem is that in the General Solution some vertices may over-
lap in several acyclic structures. That is, a vertex v is a dominating trigger in
an acyclic structure A(v,w) and and another acyclic structure A(v,l). Or, the
vertex v is a trigger in the acyclic structure A(v,w) but is a non-trigger vertex
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Figure 6.2: Two 2-dominator acyclic structures overlap at vertex u3.
in another acyclic structure A(l,u) (see Figure 6.2). Thus, the 2-dominator
produced by this method is not disjoint.
The time complexity of Algorithm 6.2 is O(n4) [21], and the result is
set-wise unique for the graph. Considering the alternative triggers problem,
General(I) ≤ 2× Optimal(I) [21].
To improve the 2-dominator decomposition, we will look at a new frame-
work. In the new framework, we will have a mixed 1-dominator and 2-
dominator vertex set . Let us call it a 1-2-dominator set. The following
section gives the detail of this idea.
6.2 Defining 1-2-Dominator Sets
From the review of Saunders’ work in the above section, we can see that the
above framework of the 2-dominator set is not very efficient for designing
the multi-dominator set. Therefore, we present a new framework, a 1-2-
dominator set. In the 1-2-dominator set, one or two triggers cooperatively
dominate an acyclic structure in a graph. Let r′ be the number of triggers in
the 1-2-dominator set, and let r be the number of triggers in the 1-dominator
decomposition. We present algorithms to achieve O(m+r2) time to compute
the 1-2-dominator set. We note that r′ is not guaranteed to be smaller than
that in a 2-dominator set.
We can run SSSP algorithms using the results of the 1-2-dominator set.
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In the worst case, two trigger vertices u and v may cooperatively dominate
exactly the same acyclic part of the 1-dominator decomposition. Then, in
the worst case, a single source computation using the 1-2-dominator set will
scan each acyclic structure up to two times. The corresponding worst-case
time complexity of the algorithm is O(2m + r′logr′) = O(m+ r′logr′), where
constant 2 is emphasized in the left-hand side.
There are two essential concepts in the 1-2-dominator set. Firstly, let us
assume that triggers A and B dominate an acyclic structure. Non-trigger
vertices in the acyclic structure are marked by the names of the associated
triggers A and B. We say that these non-trigger vertices appear in a territory
of A and B, the territory being labeled AB. The territory concept saves
computing time in identifying the relationships of trigger candidates of a dis-
tinct pair. That is, the General Solution marks each pair in a territory to
avoid repeating computations of pairs of non-trigger vertices. The marking
process is time consuming. Instead of marking each pair of non-trigger ver-
tices, we label each non-trigger vertex by their dominators, e.g., with AB
mentioned above. If two vertices have the same label, it means they are in
the same territory.
In this section, characters h, i, j, k, r will be used to represent numbers.
Characters l, t, u, v, w will be used to represent vertices of a given graph
G = (V, E).
All the acyclic structures are complete acyclic structures (see Au in the
upper picture of Figure 6.3) in the 1-dominator decomposition. That is, an
acyclic structure Au contains all vertices that can be dominated by associated
trigger u. A complete acyclic set Au ⊆ V satisfies the following requirements:
— Au−{u} is acyclic. That is, the graph induced by vertices in Au−{u}
contains no cycles.
— u ∈ Au.
— For any w, if IN(w) ⊆ Au, then w ∈ Au.
To make the definition simple, we introduce a degenerated graph G′ =
(V ′, E ′) derived from triggers (see the lower picture in Figure 6.3), V ′ =
{Au, Av, ..., Aw} where {Au, Av, ..., Aw} are vertices degenerated from the 1-
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Figure 6.3: Degenerating an acyclic structure. Arrows “⇒” represent some
edges to or from the degenerated vertex Au.
dominator acyclic structures in the graph. E ′ is the set of edges between
Au, Av, ..., Aw, sometimes we call those edges the “pseudo edges”.
The collection of 1-dominator acyclic sets is set-wise unique, and that
has been proved by Saunders and Takaoka [22]. So, the degenerated graph
G′ = (V ′, E ′) is unique for the given graph G. Then, the following argument
will be based on G′, and prove that the collection of 1-2-dominator acyclic
sets is also unique. Since the proof is based on G′, in the following argument
a vertex indicates a degenerated vertex in V ′, and an edge indicates a pseudo
edge in E ′ (see the lower picture in Figure 6.3).
Based on the degenerated graph G′ = (V ′, E ′), an acyclic structure A(v,w)
maintains vertices dominated cooperatively by triggers Av and Aw. Let us
call A(v,w) the 2-dominator acyclic structure. A combined acyclic set A˜(v,w)
is a set of triggers Av and Aw and acyclic structures dominated by Av or Aw
or by both. Let us call A˜(v,w) the acyclic set. A(v,w) and A˜(v,w) are defined
algorithmically as:
Definition 1.
— Initially, A(v,w) = ∅ and A˜(v,w) = {Av, Aw};
— Iteratively A˜(v,w) ← A(v,w)
A(v,w) ← A˜(v,w) + {At | At ∈ V ′, IN(At) ⊆ A˜(v,w)}
until A˜(v,w) = A(v,w).
A 1-dominator set is set-wise unique, and that has been proved by Saun-
ders and Takaoka [22]. As a 2-dominator acyclic structure increases in size,
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the number of triggers decreases. In the following, we shall prove that A˜(v,w)
is a complete acyclic set similar to that we have defined in the 1-dominator
decomposition on the previous page.
By indexing the iteration in the Definition 1, the definition for A˜(v,w) is
written as A˜(v,w) = A˜
(0,...,β(v,w)−1)
(v,w) where the value β(v, w) is such that A˜
β(v,w)
(v,w)
is the boundary set of A˜(v,w), and A˜
(j,...,k)
(v,w) =
⋃k
i=j A˜
(i)
(v,w) with A˜
(i)
(v,w) defined
as follows:
— A˜
(0)
(v,w) = {Av, Aw}
— A˜
(i+1)
(v,w) = {t | IN(t) ∩ A˜(i)(v,w) 6= ∅ and IN(t) ⊆ A˜(0,...,i)(v,w) }.
This definition is depicted in Figure 6.4.
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Figure 6.4: A˜(v,w) is maximal. But A˜(l,u) is not maximal and A˜(l,u) ⊆ A˜(v,w).
Lemma 6.1. If Al ∈ A˜(j)(v,w) and Au ∈ A˜(k)(v,w) for some j and k such that
j ≤ k then A˜(i)(l,u) ⊆ A˜(j+i)(v,w) ∪ A˜(k+i)(v,w) for all 0 ≤ i < β(v, w) .
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Proof(By induction) Basis i = 0 A˜
(0)
(l,u) = {Al, Au}. It is given that
{Al} ⊆ A˜(j)(v,w) and {Au} ⊆ A˜(k)(v,w). Thus, A˜(0)(l,u) ⊆ A˜(j)(v,w) ∪ A˜(k)(v,w)
Induction: It is given that j ≤ k. Above induction provides the assump-
tion that A˜
(h)
(l,u) ⊆ A˜(j+h)(v,w) ∪ A˜(k+h)(v,w) for 0 ≤ h ≤ i, from which it follows that
A˜
(0,...,i)
(l,u) ⊆ A˜(j,...,k+i)(v,w) . Thus A˜(0,...,i)(l,u) ⊆ A˜(0,...,k+i)(v,w) . Obviously, there should be
no other vertex At ∈ A˜(h)(l,u) such that j ≤ h ≤ k and At /∈ {Al, Au} because
At in this position can not have incoming edges from Au. As a result, if At
only has incoming edges from Al, then At is dominated by Al. Or At has
incoming edges from other vertices in A˜(v,w) and then At /∈ A˜(l,u).
Now consider the definitions of A˜
(i+1)
(l,u) and A˜
(k+i+1)
(v,w) :
— A˜
(i+1)
(l,u) = {At | IN(t) ∩ A˜(i)(l,u) 6= ∅ and IN(At) ⊆ A˜(0,...,i)(l,u) }
— A˜
(k+i+1)
(v,w) = {At | IN(At) ∩ A˜(k+i)(v,w) 6= ∅ and IN(At) ⊆ A˜(0,...,k+i)(v,w) }.
Given that A˜
(i)
(l,u) ⊆ A˜(k+i)(v,w) : If IN(At) ∩ A˜(i)(l,u) 6= ∅, then IN(At) ∩
A˜
(k+i)
(v,w) 6= ∅. Similarly, given A˜(0,...,i)(l,u) ⊆ A˜(0,...,k+i)(v,w) : If IN(At) ⊆ A˜(0,...,i)(l,u) ,
then IN(At) ⊆ A˜(0,...,k+i)(v,w) . Thus, as defined, the set A˜(k+i+1)(v,w) contains all
vertices in the set A˜
(i+1)
(l,u) . That is, A˜
(i+1)
(l,u) ⊆ A˜(k+i+1)(v,w) . Hence by induction on
i: A˜
(i)
(l,u) ⊆ A˜(j+i)(v,w) ∪ A˜(k+i)(v,w) for all 0 ≤ i < β(v, w) and j ≤ k. 4
Lemma 6.2. for all (Al, Au) ∈ A˜v,w × A˜v,w we have A˜l,u ⊆ A˜v,w.
Proof A consequence of Lemma 6.1 is that if {Al, Au} ⊆ A˜(v,w), then
A˜(l,u) ⊆ A˜(v,w). Then, for all the possible pairs such that (Al, Au) ∈ A˜v,w ×
A˜v,w we have A˜l,u ⊆ A˜v,w. 4
Lemma 6.3. When the algorithm in Definition 1 is finished for all v and
w in a given graph and A˜(l,u) is removed if Al ∈ A˜(v,w) and Au ∈ A˜(v,w) , all
the remaining acyclic structures are maximal.
Proof After the graph decomposition, the 1-dominator acyclic structures
are are also maximal, which was proved by Saunders (2004). A conse-
quence of the Lemma 6.2 is that there will be 2-dominator acyclic struc-
tures that are maximal, and they satisfy the property: A˜(l,u) ⊆ A˜(v,w) for all
(Al, Au) ∈ A˜(v,w) × A˜(v,w) such that A˜(v,w) 6= A˜(l,u). 4
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The vertices v and w denoting a maximal acyclic structures A˜(v,w) are
called the 1-2-dominator triggers of A˜(v,w).
Lemma 6.4. The collection of acyclic structures constituting the 1-2-
dominator set is unique for a given graph.
Proof We prove that the 1-2-dominator set is set-wise unique by con-
tradiction. Assume to the contrary that a 1-2-dominator set is not unique.
Then, there must be v0 that satisfies v0 ∈ A˜(v,w) and v0 ∈ A˜(l,u) for maxi-
mal A˜(v,w) and A˜(l,u) such that A˜(v,w) 6= A˜(l,u). Then, either Al ∈ A˜(v,w) and
Au ∈ A˜(v,w), or Av ∈ A˜(l,u) and Aw ∈ A˜(l,u). In either case one becomes
non-maximal from Lemma 6.2, which is a contradiction. 4
6.3 1-2-Dominator Set Algorithms
Now, we shall show algorithms for computing a 1-2-dominator set. First we
compute a 1-dominator set of a given graph. In order to save the time for
computing a 1-2-dominator set, we degenerate each acyclic structure into its
associated trigger vertex during the 1-dominator decomposition. In Figure
6.3 the upper picture is degenerated into the lower picture with pseudo edges
represented by “⇒”. We assign a boundary vertex set BS [v ] for the trigger
vertices. For a boundary vertex w in a set BS [v ], a variable rem(v, w)
maintains the number of outgoing edges from AC [v ] to w, together with w
in BS.
Algorithm 6.1 implements this process. It modifies the function AcyclicSet
of Algorithm 3.2 with line numbers extended with dots (lines 15-15.4). The
main program of Algorithm 3.2 is the same. In this algorithm, a vertex set
A reserves all the non-trigger vertices dominated by the associated trigger
vertex, a vertex set L reserves all vertices visited by the current search, a
vertex set B contains all the boundary vertices of an acyclic structure.
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Algorithm 6.1. Modified Function for Computing AC and BS
1. function AcyclicSet(v){
2. VertexSet A, L, B ;
// B is enhanced with rem[]
3. procedure rdfs(u) {
4. A←A + u;
5. for all w ∈ OUT (u) do {
6. if w /∈ L then L← L ∪ {w};
7. inCount [w ]←inCount [w ] − 1;
8. if inCount [w ] = 0 then rdfs(w);
9. }
10. }
11. A←∅; L←{v};
12. inCount [v]←inCount [v] + 1;
13. rdfs(v);
14. VertexSet B←L − A; // boundary vertices
15. for each w∈B do {
15.1 rem(v, w) = |IN (w)| − inCount [w ];//remaining number of un-
traversed edges
15.2 BS [v]←(w, rem(v, w));
15.3 inCount [w ]←|IN (w)|;
15.4 }
16. return (A, B);
17. }
/***** main program *****/
18. for all v ∈ V do vertexType[v]← unknown;
19. for all v ∈ V do inCount[v]←|IN(v)|;
20. Q← {s};
21. while Q 6= ∅ do {
22. Remove the next vertex u from Q;
23. if vertexType[u] = unknown then {
24. (A, B)← AcyclicSet(u);
25. Let AC[u] refer to A;
26. vertexType[u]← trigger;
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27. for all v ∈ A do
vertexType[v]←non-trigger ;
28. for all v ∈ B do
29. if vertexType[v] = unknown and v /∈ Q
then Add v to Q;
30. }
31. }
After we finish the computation of 1-dominator decomposition, we look
up the tables of boundary sets BS [v ], for a 1-dominator trigger v, to do the
2-dominator decomposition, rather than traverse the whole graph again.
Algorithm 6.2 implements this design. In Algorithm 6.2, a vertex set T1
reserves all the 1-dominator trigger vertices. Note that BS[v] in function
gdfs() plays the role of OUT (v) in Algorithm 3.2.
From one 1-dominator trigger, say u1, we look for a partner, say u2, which
can co-dominate some part of the graph. The co-dominated part is given to
both AC[u1] and AC[u2]. Unlocked vertices are labeled by its dominators
(line 5) to identify which territory they belong to. The generalized depth-
first search gdfs() goes over the degenerated graph. If a vertex v has boolean
value border[v] = true, v has contact with boundary vertices of an acyclic
structure, and it can still be a trigger candidate (line 17). Otherwise, if v
has boolean value border[v] = false, v is in an acyclic structure and has no
edge connections with any vertices out side the acyclic structure (line 6).
At line 14, it takes O(m) to complete a 1-dominator set computation.
From line 15 to 25, it takes O(r2) to check all the possible pairs of 1-dominator
triggers. The total time spent by gdfs is O(m′) where m′ is the number of
pseudo edges bounded by m. That is because we start a new search from a
border vertex and thus pseudo edges are examined at most two times. So,
the time complexity of Algorithm 6.2 is O(m + r2). Algorithm 6.1 decom-
poses set V into 1-dominator structures. Algorithm 6.2 in fact decomposes V
into a mixture of 1-dominator structures and 2-dominator structures. This
decomposition is set wise unique as the 1-dominator decomposition.
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Algorithm 6.2. 1-2-dominator Set Algorithm
1. procedure gdfs(u1, u2, v) { //u1 and u2 are possible triggers.
2. for all w∈BS [v ] {
3. inCount[w]←inCount[w]−rem(v, w);
4. if inCount [w ] = 0 do { // w is unlocked
5. w is labeled by its dominators u1 and u2.
6. border[w] = false;
7. AC[u1]← AC[u1]+{w};
8. AC[u2]← AC[u2]+{w};
9. gdfs(u1, u2, w);
10. }
11. else border[v] = true;
12. }
13. }
/***** main program *****/
14. Compute 1-dominator set T1 by Algorithm 6.1;
15. for all v ∈ T1 do border[v] = true;
16. for each u1∈T1 do{
17. inCount [u1]←inCount [u1] + 1;
18. for all v ∈ BS[u1] do
19. inCount [v ]←inCount [v ]−rem(u1, v);
20. for u2 ∈ T1 − {u1} and u1, u2 are not in the same Territory
and border[u2] = true do {
21. inCount [u2]←inCount [u2] + 1;
22. gdfs(u1, u2, u2);
23. }
24. for all v∈BS[u1] do inCount[v]←|IN(v)|;
25. }
To solve the SSSP problem, we can use Algorithm 3.3 with the set of
remaining triggers computed by Algorithm 6.2. Algorithm 3.3 will perform
decreaseKey operations on 1-dominator structures once each, and twice on
2-dominator structures.
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Once the 2-dominator set has been computed, we can repeatedly use it for
computing SSSPs. When r′ is much smaller than r, the decomposition time
of the 2-dominator set will be balanced off by the time saved from repeatedly
computing SSSPs, when only edge costs change in the same graph structure.
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Chapter VII
Evaluation
The new shortest path algorithms presented in this thesis are theoretically
more efficient than other algorithms described in the review of the related
work in Chapter III for solving the SSSP problem on suitable nearly acyclic
graphs. New algorithms offer potential improvements on the running time in
practice. Therefore, the aim of the experiments presented in this chapter is
to see what kind of practical performance improvement is achieved on certain
kind of graphs. In this chapter, we will look at what exact improvements are
possible using comparisons of computing time of different algorithms. In the
first section of this chapter, we explain the methodology of the experiments.
Then, in the second section of this chapter, we present the detail of the
comparisons, and analyze the experimental results.
7.1 Experimental Setup
The algorithms introduced in this thesis have been implemented and run on
a computer. The computing time measured provides comparisons of how
well they perform in practice. Some factors that can affect the performance
of the algorithms need to be addressed first. The way of generating input
data also need to be discussed before we can analyze the experiment results.
7.1.1 Factors Affecting the Performance of Algorithms
Many factors associate with SSSP algorithms, and they can affect the per-
formances of the algorithms. First of all, algorithms are designed for certain
types of graphs — directed or undirected, positive-valued or negative-valued
or integer edge costs. Secondly, algorithms may work for a certain family of
graphs, such as acyclic graphs, planar graphs, strongly connected graphs or
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nearly acyclic graphs. Thirdly, algorithms are specified for different short-
est path problems — single-source, single-pair or all-pairs. Finally, algo-
rithms may work under different computational models — the comparison-
addition model or word RAM (Random Access Machine) model, and whether
the result is associated with the worst-case or average-case time complexity
[21, 4, 7]. We have given details of these factors in the Chapter II.
Algorithms presented in this thesis are designed for directed nearly acyclic
graphs with non-negative real-valued edge costs. The algorithms solve the
single-source shortest path problem under the comparison-addition model
using the worst-case time complexity analysis.
In order to develop faster algorithms for solving the SSSP problem, new
parameters are introduced into the worst-case time complexity, which re-
lates to some measurable property in a graph, for example, parameter k
in Takaoka’s sc-component algorithm with time complexity O(m + nlogk)
where k is the largest size of sc-component in the graph. Algorithms devel-
oped in this thesis use this approach, too. In the higher-order algorithm with
O(hm+nlogρ) time complexity, new parameter ρ is the number of vertices of
the largest sc-component of a degenerated graph which has been decomposed
h times. In the hierarchical algorithm with O(m+rlogl) time complexity, new
parameter l is the size of the largest sc-component of a degenerated graph
derived from 1-dominator triggers and edges between 1-dominator acyclic
structures. In the 1-2-dominator algorithm with O(m + r′logr′) time com-
plexity, parameter r′ is the number of triggers in 1-2-dominator set [21].
The main attribution of new parameters is a reduction in the amount
of computation time that is associated with priority queue manipulations
[21]. However, we have to preprocess the graph to measure the particular
properties of the graph, and then we can determine the values of the new
parameters. The preprocessing time may be measured as part of the total
time of computing shortest paths. But, the advantage of preprocessing the
graph is to reduce the time spent in manipulating the priority queue at the
expense of time for preprocessing the graph [21].
If the decomposition time is linear such as 1-dominator decomposition
in O(m) time, sc-component decomposition in O(m) time, hierarchical de-
composition in O(m) time, and higher-order decomposition in O(hm) time,
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then new introduced parameters related to the measured property will be
particularly beneficial for SSSP algorithms. For expensive decompositions
like 1-2-dominator set in O(m + r2) time, we may still gain efficiency by
repeatedly reusing the decomposition results in solving the SSSP problem.
7.1.2 Generating Graphs
Experimented graphs are line-spanning random graphs. That is, for a graph
G = (V, E ) with n vertices in V and initially no edges in E, we first add all
the edges (vi, vi+1) for 1 ≤ i < n into E. Then we repeatedly generate edges
(v→w) at random such that v∈V, w∈V, (v→w)/∈E and v 6= w. Here, we
use an edge factor f to specify those randomly added edges. Therefore, the
total number of edges m = (1 + f )n [21]. Each edge has a cost between 1
and 100.
In order to compare the various algorithms, we generate some suitable
graphs that are composed of a particular graph structure recognized by a
specialized algorithm. This will easily demonstrate the improved practical
performance provided by a more efficient algorithm though it is rather ar-
tificial. This will be particularly true for algorithms based on higher-order
decomposition. One group of experimental graphs has nearly acyclic struc-
tures where the degree of cyclicity is cyc(G) small (see Figure 7.1 for an
example). Another group of experimental graphs (see Figure 7.2) is devel-
oped upon the graph in Figure 7.1. The third group of graphs has few simple
cycles for the graph size (see Figure 7.3 for an example). The fourth group
of graphs has combined structures (see Figure 7.4 for an example). In those
experiments, graphs have n vertices and 2.8n edges. The number of vertices
in the graphs start at 2,000 for Figures 7.1 and 7.3, and 2,197 for Figure
7.4 and doubling for successive values of n up until 128,000 for Figures 7.1
and 7.3 and 79,507 for Figure 7.4. The number of vertices in Figure 7.2
starts from 35,000 and then increasing by 15,000 each time up until 170,000.
This provides a large enough window to demonstrate the overall trends in
algorithm performance.
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1 42 3 1n−1...
Figure 7.1: Arrow “⇒” indicates Vertex 1 has edges to each other node i, 4
< i < n − 1, in the graph. Let Vertex 1 be the source, cyc(G) = 2, r = n/2,
l = 2.
1 2 3 n... n/3−1 n/3 ... 2n/3−1 2n/3 ...
Figure 7.2: Arrow “⇒” indicates Vertex 1 has edges to every node unstated.
Let Vertex 1 be the source, cyc1(G) = n/3, cyc2(G) = 2.
1 2 3 4 5 n... n−1n−2
Figure 7.3: Let Vertex 1 be the source, cyc(G) = n − 1, r = 3, l = 3.
7.2 Experimental Results and Analysis
The experiments were all performed using a 2.4GHz Intel Pentium 4 com-
puter with 512 MB of RAM, running the Fedora Linux operating system. All
algorithm implementations were written in C programming language using
the same programming style. Implementations were compiled using GNU
project compiler gcc.
The running time of each algorithm was measured by the amount of
CPU time they consumed. But, for sample graphs with the same type and
parameters m and n, the final time measurement of algorithm running time
was the average running time over 50 sample graphs because of the variation
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1 j... ... 2j ... aj+1 (a+1)j...j+1
Figure 7.4: j =
√
n and a =
√
n−1. Arrow “⇒” indicates Vertex 1 has edges
to every node ij + 1, 1 < i < a, in the graph. Let Vertex 1 be the source,
cyc(G) =
√
n, r =
√
n, l = 1.
Table 7.1: The different algorithms implemented in experiments.
Name Description
Acyclic Acyclic approach, Saunders & Takaoka (2005)
Dijkstra Dijkstra’s SSSP algorithm
Hierarchical The new hierarchical approach
Second Order Higher-Order approach using the second order
SC Strongly connected approach, Takaoka (1998)
that occurred among randomly generated graphs. In such a way, we can
achieve an acceptable accuracy of time measurement within the operating
system clock granularity [21].
Five algorithms have been implemented (see Table 7.1) for solving the
SSSP problem, and the SSSP computation time has been measured for anal-
ysis. Figure 7.5 shows that the new hierarchical approach performs as ef-
ficiently as that of the SC approach in graphs of Figure 7.1. We call such
graphs SC approach favored graphs. Figure 7.6 shows that second order de-
composition can provide some efficiency improvement in solving SSSP prob-
lem for some graphs like the graph in Figure 7.2. Figure 7.7 shows that the
new approach performs the SSSP computation as efficiently as that of the
acyclic approach in the acyclic approach favored graphs of Figure 7.3. Figure
7.8 shows that the new approach can outperform the other two approaches
in graphs with combined nearly acyclic structures (see the graph in Figure
7.4).
For 1-2-dominator algorithms presented in Chapter VI, in Figure 7.9 there
are proportions of triggers in 1-dominator sets and 1-2-dominator sets. In the
experiments, there are 1,000 vertices in each graph, but the number of edges
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Figure 7.5: Evaluation of algorithms solving SSSP problem for graphs pre-
sented in Figure 7.1
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Figure 7.6: Evaluation of algorithms solving SSSP problem for graphs pre-
sented in Figure 7.2
varies from 1.1×1,000 to 13.8×1,000. The abscissa shows the edge factor
of each graph. From Figure 7.9, we can see that the number of triggers in
1-2-dominator sets is about 20 percent smaller than that in the 1-dominator
sets in sparse graphs with edge number between 1.2n and 4.2n
In Figure 7.10, there is the time of solving the SSSP problem between
using 1-dominator sets and using 1-2-dominator sets. Graphs have 1,000
vertices and edge factors vary from 0.1 to 0.25. The ordinate shows the
computation time measured in seconds. We can see from this figure that
when the graph is sparse and the edge factor is between 0.005 and 0.25,
it reflects the efficiency gained from the reduced number of triggers in 1-2-
dominator sets. When the graph becomes denser and the edge factor gets
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Figure 7.7: Evaluation of algorithms solving SSSP problem for graphs pre-
sented in Figure 7.3
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Figure 7.8: Evaluation of algorithms solving SSSP problem for graphs pre-
sented in Figure 7.4
closer to 0.25, the difference of computation time gets smaller and smaller
until there is almost no difference at 0.25.
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Figure 7.9: The proportion of triggers in 1-dominator sets and 1-2-dominator
sets
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Figure 7.10: the computing time for SSSP problem between using 1-
dominator sets and using 1-2-dominator sets in different density graphs
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Chapter VIII
Summary and Conclusions
The research presented in this thesis has explored how to solve the single
source shortest path problem efficiently for directed nearly acyclic graphs.
New algorithms have been developed, and they provide considerable contri-
butions to the existing works that have been done in this area. Section 8.1
is a summary of the different kinds of measures for acyclicity, which have
been introduced in articles and this thesis. Then, there is a summary of the
new algorithms that have resulted from this research. Section 8.2 points out
some possibilities for future research.
8.1 Summary
In 1993 Abuaiadh and Kingston [1] suggested that the inherent complexity of
the shortest path problem depends on the cycle structures of a graph as well
as on its size. They gave an algorithm with O(m+nlogt) time complexity,
where t was the number of delete min operations needed in the priority queue
manipulations. For nearly acyclic graphs, t was expected to be small, so their
algorithm could efficiently solve the SSSP problem [1]. However, they did not
give a clear definition of t, and the new parameter t had no direct relation
with the graph structures. Later in 1994, they introduced another algorithm
with time complexity O(m+k logk), where k was the number of cycles in a
graph [3]. This had been improved by Saunders and Takaoka in 2005 (see a
research map in Figure 8.1).
Takaoka gave a definition of acyclicity. The degree of cyclicity of a graph
G, cyc(G), was defined as the maximum cardinality of strongly connected
components (sc-components) of G. When cyc(G) was small, he clarified the
given digraph G to be nearly acyclic. When cyc(G) = k, he gave an algorithm
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         cyc(D)Hierarchical approach 1−2−Dominator set        cyc (G)
Higher−Order apprach,
SC approach, cyc(G)
   Takaoka (1998)
Acyclic approach 
Saunders and Takaoka (2005)
Abuaiadh and Kingston (1993)
Easy−Difficult approach
h
Figure 8.1: A summary of research solving the SSSP problem for nearly
acyclic graphs
with O(m+nlogk) time complexity [23].
Saunders and Takaoka offered an acyclic decomposition approach. In this
approach, a graph was decomposed into acyclic structures in O(m) time.
Each structure was dominated by a trigger vertex. Triggers formed a 1-
dominator set. If a nearly acyclic graph had r trigger vertices, they intro-
duced an algorithm with O(m+r logr) time complexity [22] for solving SSSP
problems. The new parameter r represented the number of acyclic structures
in a graph.
In this thesis, we first present a higher-order approach to decompose a
graph into strongly connected components (sc-components) as small as possi-
ble. Using higher-order decomposition, we give another definition of acyclic-
ity, which is generalized from the Takaoka’s definition [23]. That is, the
degree of cyclicity is the maximal cardinality of hth order strongly connected
component of a graph G, and the degree of cyclicity is denoted by cych(G).
Here, parameter h is the number of times that the graph has been decom-
posed. When the graph is decomposed into sc-components, for computing
the shortest paths we run Dijkstra’s algorithm only for each sc-component
but not the whole graph. When all sc-components are small and the degree
of acyclicity cych(G) = ρ, we can efficiently compute SSSPs in O(hm+nlogρ)
time. If we repeatedly use the decomposed graph for solving the SSSP prob-
lem, we can balance the time used for preprocessing the graph.
Then, we show that we can compute acyclic components and sc-components
of the graph at the same time. The benefit of merging these two graph pre-
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processing approaches is to make a superior measure over the two existing
measures of nearly acyclic graphs. Let r be the number of trigger vertices
in the 1-dominator set, and l = cyc(G′) where cyc(G′) is the degree of the
acyclicity of the degenerated graph G′. In the degenerated graph G′, the
vertices of G′ are the 1-dominator triggers and an edge from u to v in G′
exists if an edge exists from some vertex in AC[u] to v, where AC[u] is an
acyclic structure that u belongs to. When l or r is small, we say that the
graph is nearly acyclic, and we can efficiently solve the SSSP problem for the
graph in time O(m+r logl), which takes advantage of both measures.
We also present a demonstration of a 1-2-dominator set, which can be
generalized to a multi-dominator set, denoted by k -dominator set. In a 1-2-
dominator set, generally speaking, one or two trigger vertices cooperatively
dominate an acyclic structure in a graph. Once the 1-2-dominator set has
been computed, we can repeatedly use it for computing the shortest paths.
When the 1-2-dominator set is much smaller than the size of the 1-dominator
set, the decomposition time of the 1-2-dominator set will be balanced off by
the time saved from repeatedly computing SSSPs.
8.2 Future Research
It is still a relatively new research area to solve the shortest paths in nearly
acyclic graphs. There are possibilities of further improvement on some of the
new algorithms presented in this thesis, and on some existing algorithms pub-
lished by other researchers. Readers can find more information in Saunders’
PhD thesis submitted in 2004 [21].
First of all, there is potential to develop an intelligent algorithm that can
recognize the complexity of sc-components in a sub-graph, and then decide
if a higher order sc-component decomposition is needed for the sub-graph.
This can improve the performance of algorithms developed under higher-
order decomposition framework. The higher-order approach presented in the
first part of this research is heavily affected by the number of times that
a graph is decomposed. That is, the decomposition time of this approach
may by too costly for the overall efficiency of this approach for solving the
SSSP problem. As a result, the new algorithm based on this approach can
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only outperform other algorithms for some artificial graphs. But for totally
random graphs, it perform worse than most of the existing SSSP algorithms.
When the parameter ρ is decided from the second order or a higher order
decomposition, it is dynamically defined similar to the parameter t in [1].
Another potential improvement is on multi-dominator sets. It is open
whether we can compute a 2-dominator set or a 1-2-dominator set in O(m)
time. The number of triggers in the 2-dominator set or the 1-2-dominator
set is about twenty percent less than that in the 1-dominator set. Using
multi-dominator sets for solving the SSSP problem can gain some efficiency
on sparse graphs. However, as discussed in Chapter VI, multi-dominator
algorithms using the framework of 1-dominator decomposition are not effi-
cient. The newly introduced 1-2-dominator framework has improved that in
some aspects. But the decomposition time of the new algorithm for the 1-2-
dominator set is still not linear. If we can determine the multi-dominator set
in linear time, O(m) time or close to O(m) time, then the multi-dominator
set immediately becomes practical and can outperform the 1-dominator set.
Overall, there is still some potential to further contribute to this research
area. The theoretical research in this area enriches the knowledge of effi-
cient shortest path computation. This may open a door to developing new
algorithms that improve the classic time complexity O(m + nlogn) for all
kinds of graph. If someday people come across the shortest path problems
on nearly acyclic graphs in the real world, the specialized shortest path algo-
rithms developed in this thesis may contribute the practical benefits to the
society.
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the article is duplicated here:
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