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Abstract
In polynomial regression Y = 0 ajXj' + iE, i =1,..., n where (Xi, Yj) are observed
and ai need to be estimated, it is often assumed the errors Ej are i.i.d. N(0, a2 ) for
some o > 0. In this thesis, I developed a residual based test, the turning point test for
residuals, which tests the hypothesis that the kth order polynomial regression holds
with Ej i.i.d. N(0, o2 ) while the alternative can simply be the negation or be more
specific, e.g., polynomial regression with order higher than k. This test extends the
rather well known turning point test and requires approximation of residuals by errors
for large n. The simple linear regression model, namely k = 1, will be studied in most
detail. It is proved that the expected absolute difference of numbers of turning points
in the errors and residuals cannot become large and under mild conditions becomes
small at given rates for large n. The power of the test is then compared with another
residual based test, the convexity point test, using simulations. The turning point
test is shown to be more powerful against quadratic alternatives.
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Chapter 1
Turning Point Test for Residuals
1.1 Introduction
In a regression model, say Y = f(Xi) + ej, where (Xi, Y) are observed and f is an
unknown regression function, possibly of a given parametric form, the errors Ej may
satisfy what we call the "weak" assumption that they are orthogonal with mean 0
and the same variance, and often the further "strong" assumption that they are i.i.d.
N(0, a2 ) for some a > 0. In this thesis, we consider general including polynomial
regression of degrees 2, 3,..., but in most detail the simple linear regression model,
namely f(x) = a + bx for unknown parameters a and b, under the strong assumption
on the errors. When a and b are estimated via least squares (equivalent to maximum
likelihood) by a and b respectively, we then get the residuals ^- := Y - a2 - bX. We
would like to test the hypothesis Ho that the simple linear regression model holds
with Ej i.i.d. N(0, a2 ). There is a rather well known turning point test for whether
variables are i.i.d. with a continuous distribution. Here Ej are unobserved but for
large enough n, if the model holds, i and b will be close enough to the true a and b
so that ^- will have approximately the properties of ej.
Specifically, if T, is the number of turning points in the i.i.d. errors Ej, then
To, has standard deviation of order V/n. Under HO, if T, is the number of turning
points in the residuals ^2, we show that for arbitrary design points, E(ITn - Tnl) < 1
for all n > 3 (Theorem 4) and E(IT, - Trj) is not necessarily op(1) (Proposition
5). Moreover we show that if the design points are not too irregularly spaced then
E(|Tn - Tn1) = O(n- 1/ 2 ) (Theorem 6) and is not o(n-1/2) if the design points are
equally spaced (Proposition 8). If the design points themselves are i.i.d. normal we
show that E(|Tn - Tnl) = O((logn/n)i/2 ) (Theorem 7) while simulations indicate
that no bound of smaller order holds (Section 1.5.2).
1.2 Turning points in i.i.d. data
The turning point test, in its basic form, is a test of the hypothesis Ho that variables
V,..., V, are i.i.d. with a continuous distribution. So, it's a nonparametric test. For
j = 2, ..., n - 1, let I = 1 if V < min(V_ 1, V+ 1 ) or V > max(V_1, Vj+1), otherwise
Ij = 0, also if j 1 or n. Say a turning point occurs at j if and only if I, = 1, in
other words, the sequence turns from increasing to decreasing, or from decreasing to
increasing, at j.
Random variables Y, Y2 , ..., are said to be m-dependent if for each k = 1, 2, ... , the
set Y1, ..., Yk. of random variables is independent of the set of all Yi for i > k + m. It
follows from this that for any j # i, Y and Y are independent if Ii - jI > rn but may
be dependent if 1j - il m , hence the name m-dependent. The Ij are 2-dependent
since for any k > 1, 1, ... , Ik depend only on V1 , ... , Vk+1, and {Ik+3, 'k+4, ...} depend
only on V for j > k + 2. Thus i and Ij are independent if jj - i| > 3. There
are central limit theorems for m-dependent random variables which will apply to
the Ij under HO since they are uniformly bounded and for 2 j n - 1 they are
identically distributed. Berk (1973) gives an extended theorem for triangular arrays
of random variables and gives the earlier references in the reference list. It will follow
that T := E'1 Ij, the number of turning points, has an asymptotically normal
distribution as n -- oo. After we find its mean and variance under HO, we can can
thus use T, as a test statistic, rejecting Ho if T is too many standard deviations
away from its mean.
There is code in R for the (two-sided) turning point test, assuming the normal
approximation is valid, turning.point.test.R.
If Vj actually behave not as i.i.d. variables but have a pattern such as f(j) + 6j
where 6j are small random variables in relation to differences f(j) - f(j - 1) of the
non-random smooth function f, then there will tend to be too few turning points
in the Vj. If there are too many turning points then V9 change direction even more
often than do i.i.d. variables, which we will see have turning points at about 2/3 of all
values of j. This may suggest that successive Vi are negatively correlated. To detect
either kind of departure from i.i.d. behavior, a two-sided test can be done. If the
number of turning points in regression residuals is too small, it can indicate that the
linear model is wrong, e.g., that the degree in polynomial regression is too low. For
residuals, that kind of alternative seems more of interest, so we propose a one-sided
test.
It has been shown (Stuart, 1954) that the turning point test is not actually very
efficient as a test of the hypothesis that V, ..., V are exactly i.i.d. Specifically, against
the alternative regression model hypothesis that V = a + 3j + ej where ej are i.i.d.
N(0, a2 ) for some a, with / 0, the usual estimator # of the slope # provides a test
statistic compared to which the turning point statistic has asymptotically 0 relative
efficiency (Stuart, 1954, pp. 153-154).
But, if the regression model does hold with i.i.d. errors ej (not necessarily normal,
but having mean 0 and finite variance) then the residuals ^j in the regression will be
approximately i.i.d., for n large enough. For the residuals, the estimated slope 3 will
be exactly 0. Kendall, Stuart and Ord (1983, pp. 430-436) consider time series which
beside a trend might have seasonal variations, although here we're concerned just with
trend. They say (p. 430): "When seasonal variation and trend have been removed
from the data we are left with a series [of residuals] which will present, in general,
fluctuations of a more or less regular kind." They consider tests for whether these
fluctuations are random, and first of all among "most suitable" tests, the turning
point test (pp. 431-436).
First, the properties of the turning point test for actual i.i.d. Vj will be developed,
then, we'll look at properties for residuals. The following fact gives the mean and
variance of T, under Ho for n > 4. (For n = 3 the variance is 2/9.) These are well
known and appear, for example, in the R code turning.point.test. A proof is given in
Dudley and Hua (2009).
Theorem 1. Under the hypothesis HO: V1 ,..., V are i.i.d. with a continuous distribu-
tion, and n > 3, we have ET, = 2(n- 2)/3, and for n > 4, Var(Tn) = (16n-29)/90.
It is possible to calculate the exact distribution of T, using the following combi-
natorial results (Stanley, 2008). Let w = (ai, ..., a,) be a permutation of 1, ... , n. Let
as(w) be the length of the longest alternating subsequence of w where a sequence
(bi, ..., bk) is alternating if bi > b2 < b3 .... A relation between this and T,,(w), the
number of turning points in w, is that if ai < a2 then as(w) = T(w) + 1 whereas if
ai > a2 then as(w) = T,,(w) + 2. Also, of those w with a given value of T,, exactly
half have ai < a2. Consequently, if we let tk(n) be the number of permutations of n
with k turning points for k = 0, 1, ..., n - 2 and ak(n) be the number of permutations
of n whose longest alternating subsequence has length k, then we have
tn- 2 (n) = 2a,,(n), (1.1)
tk (n) = 2ak+2(n) - tk+1(n), k = 0, 1, ... ,n - 3.
The distribution of T,, is
Pr(T, = k) = t (n), k = 0, 1,..., n - 2. (1.2)
Let bk(n) = E, aj(n). We have the following result from Stanley (2008, Corol-
lary 3.1) giving explicit formulas for ak(n) and bk(n).
Theorem 2. [Stanley, 2008] For any positive integer n we have
bk(n) 2 k-1 ( 2 )  (kk+ r /2) r, 1 < k < n, (1.3)
r+28<k,r=k(mod2)
a1(n) = 1, ak (n) = bk (n) - bk_1(n), 2 < k < n.
Based on (1.1) and (1.3), we can compute numerical values of tk(n), then by (1.2)
evaluate the distribution of T, numerically. In Section 1.5, we will give tables of
critical values and probabilities of Tn for n up to 50.
1.3 Regression models
Suppose given a model in which Y = g(Xj10)+e , where (Xj, Y) are observed for j
1, ..., n, Xj are non-random design points, Xj and Y are real-valued, and g(x10) is a
regression function with a parameter 0 to be estimated from the data, with an estimate
0 = 0,. In a classical model, ej are assumed to be i.i.d. N(0, oa) for some unknown
o-. The Ej are called errors, although they may result from random variation rather
than measurement errors per se. The observable quantities 5 = Y - g(X| 10), which
are estimates of the unobserved ej, are called residuals. For consistent estimation, by
definition, if a true 0 = 0o exists, 0, will approach it in probability as n becomes large.
Supposing that g(x|0) is continuous with respect to 0, g(XjI|6) will approximately
equal g(Xj 100), so Fj will approximately equal ej. Thus, approximately, we can apply
a turning point test to the F to see if the model assumption of Ej i.i.d. is valid. In
order for turning points, or any patterns in residuals ^j, to be meaningful, we can
and do assume that X1 < X 2 < - --_ Xn.
For a linear model, suppose we have m > 2 functions fi, i 1,..., m, linearly
independent on {X1,... , X}, which implies there are at least m distinct values among
the Xj. Then 0 = (01,... , Om)T E Rm and g(xj0) = Zi 10ifi(x). Let M be the n x m
matrix with Mi = fi(Xj), so that M has full rank m. Then the least-squares and
maximum likelihood estimate of 0 is unique and is given by
0= (MTM)-MTY (1.4)
where Y = (Y 1 ,...,Yn)T. Let H M(MTM)-IMT. Note that H is a symmetric
matrix and H 2 = H, HM = M. This means H is an orthogonal projection that
projects any n dimensional column vector onto the subspace spanned by the columns
of M, which are linearly independent. The residuals are
F=Y - MO = (I - H)Y = (I - H)(MO+e) = (I - H)E.
By (1.5), the residuals are linear transformations of E so they follow a multivariate
normal distribution with expectation E[E] = E[(I - H)E] = 0 and covariance
Cov(F) = 0 2 (I - H)(I - H)T = u 2 (I - H). (1.6)
The cross covariance between E and E is
Cov(e, F) = u 2 (I - H)T = 0 2 (I - H). (1.7)
Since HM.j = M.j for any column M.j = (f,(X 1 ),. . . , f,(X"))T, we have
(fi(X1), ... , fi(Xn))H = (H(fi(X1 ), ... , f 2(Xn)) T ) T = (fi(X 1 ),. . . ,fi(X)).
Then by (1.5), for 1 < i < m,
(fi(X1), .... , fi(Xn))(I - H)E = 0. (1.8)
For 2 < i < n, let 6 = Ej - Ei_1 and 6 = Ei - Fi_1. Also define 6 := (62,-..,6n)T
and : (62, ... , 6S)T. Then 6= AE and 6 AF= A(I - H)E where
1 0 ... 0
-1 1
0 -~ 1 (n-1)xn
(1.9)
and the indices of rows are 2, ..., n. We have
A
A(I -H)
E j fi(X,) = (fi(X 1 ), ... , fi(X,))E=
j=1
(1.5)
Hence (62, .n..6, &2, .-- , (n)T (ST, T)T follow a multivariate normal distribution with
E[6] = E[6] = 0 and
Cov(6) = U2AAT,
Cov(Z) = o.2 A(I - H)(A(I - H))T = U2A(I - H)AT - U2 (AAT - AHAT),
Cov(6, Z) = o 2 A(A(I - H))T = o2A(I - H)AT = ,2 (AAT - AHAT).
(1.10)
(1.11)
(1.12)
We can calculate
2 -1 0 ... 0
-1 2 -1 0
. 0
0 -1 2 -1
0 -1 2
where indices of both rows and columns are 2, . . , n.
(1.13)
(n-i)x (n-1)
Let Tn be the number of turning
points in the residuals ?j for a given n.
Proposition 3. Suppose given a linear model with i.i.d. normal errors ej, such that
Var(S5) > 0 for i = 2,... , n. Then the correlation pi of 6i and 3j is well-defined with
pi > 0 and setting
ai = 2(1 - p), (1.14)
Cov(32 , 6j)
Var(6.) Var(65)
(1.15)
n-1 1
~ z arcsin 1 -pE[|T. - Tn|] arcsin 1 -
i=2
n-1iZarcsin n- V p2 n-11~ - 7 2 - aj
AAT =
we have
and
(1.16)
(1.17)
Proof. If Var(6o) > 0 then since Var(6) = 2o.2 > 0 always, the correlation pi is
well-defined. By (1.11) and (1.12), we have pi > 0. Relation (1.15) then follows
immediately from (1.14). The quadrant probabilities are known and easily seen to be
Pr(6o > 0, 6 > 0) = Pr(6 < 0, 6i < 0) =
4 + 
arcsin pi
27r (1.18)
For i = 2, ..., n - 1, let I, = 1 if ej have a turning point at i and 0 otherwise. Let
us also define Ai = {66 > 0} = {6, > 0, 6, > 0}U {6, < 06, < 0}. Then Ai n Aj+1
implies that ^j has a turning point at i iff Ej does. It follows that
Pr(hI = Ij) > Pr(A n Ai+1)
> Pr(Aj) + Pr(Ai+1) - 1
=Pr(og > 0, 6i > 0) + Pr(6i < 0, 6i < 0)
+Pr(6i+1 > 0, 6j+1 > 0) + Pr(6i+1 < 0, 6i+1 < 0) - 1
arcsin p. arcsin pi+1 (1.19)
Therefore we have
E[\Tn - Tn||
n-1
=E 1:s- s
i=2
n-1
< ( E(|i - Ii|]
i=2
n-1
=((1 - Pr(lI = ii))
i=2
1 arcsin pi
2 7r
1 arcsin pi+1
2 7r
n-1
arccos pi + n arccos pi+1
arcsin 1 - p
7r
k j arcsin N/1-pi+1, (1.20)
i=2
Note that y arcsin(x) = 1/v/1 - x2 K 1/p for all 0 < x < N1 - pj?
n-1
i=2
n-1
i=2
n-1
giving (1. 16).
so arcsin(x) K ix for all 0 < x < V1 - p . Hence (1.17) holds, completing thePi
proof. E
We will mainly consider the case of polynomial regression Y = #i + #31X + - +
OkX, + E , k E N. Here m = k + 1, f(x) 1 fori=1,...,m,= :
(0o, #1,.--,,3k)T, and
1 Xi ... XkM= 1 X2 ... X2 (1.21)
1 Xn ... Xn
In section 1.4, we show that (1.8) implies that for any kth order regression there
will be at least k turning points among the residuals if the design points are all
different.
1.3.1 Simple linear regression models
First we derive some asymptotic results for simple linear regression models. For
simple linear regression where k = 1, the estimates for /0 and #1 are
1(X - X)Y (X - X)u ,3 0=Y-3 1 X, (1.22)
where n
S2 (X _ 7) 2 > 0 (1.23)
j=1
since the Xj are not all equal (there are at least m > 2 distinct Xj, here m = 2). We
calculate the (r, s)th entry of the matrix H to be
1 (X, - X)(X, - X) (124)
Hrs +2
Hence by (1.5) and (1.22),
n
E -==1 1). (1.25)
1=1
Let dj:= Xj - X3_1 for 2 < j < n. By (1.25)
ji - oj = (Ej - sFy -E (sy_ - ;1)=d (1, - 1). (1.26)
From (1.22) and since Xj are non-random it follows that 1 - 1 has a N(0, a2 /Sk)
distribution. Thus if n is large, Idj(#1 -01 is probably small, of order 1/n3 /2, if d is
of typical order V/Sk/n 3, but not so small if dj is larger. Such large values of dj can
occur for relatively few values of j. If dj and dj+1 are not so large, then with large
probability 6i and 6j will have the same sign and so will 6j+1 and 6j+1, which implies
that Eg and E2 will either both or neither have a turning point at i j.
Here is a more precise formulation, which shows that E|Tn - T| < 1 for all n > 3
and any design points.
Theorem 4. In simple linear regression with ej i.i.d. N(0, o2 ), for all n > 3,
2 n - 1
E[|fn - Tn|] < -2,
so that as n -+ oc,
21
E[|Tn - Tn|| < -+O -7r n
Remark. For each n, Tn depends only on the sj, not on the design points. The
distribution of T can be found for each n exactly for n up to values for which the
normal approximation works well. The distribution of Tn does depend on the design
points, but as will be shown, E|Tn - Tol/5 = O(1/5 ) as n -+ o (Theorem 4)
with faster rates for reasonably well behaved design points (Theorems 6 and 7).
Proof. To apply (1.10), (1.11), and (1.12) to simple linear regression, with (1.24) we
can also calculate
(AHAT) V = dud /Sx, (1.27)
Uv = 2,... ,n. Therefore
(1.28)Var(j) = (2 - di/S )0.2
Cov(6j, j) = (2 - d o (1.29)
for any 2 < i < n and relation (1.15) holds with a, := = dj/Sk (the superscript
(s) indicating "simple" regression). For any i = 2, ..., n, if X (Xi_1 , Xj) then
di < max(IXi1 - X1, lXj - X) IS. If X E (Xi_1, Xj) for some 2 < i < n, then
(1.30)
2 ((Xi - X)2 + (X - X_12)
i+1
< [ (Xj - X)2<Sk.
j=i-2
If X E (X 1 , X 2 ), then letting u:= X - X1 > 0 and v := X2- X > 0 we have
s2 > U2 + (n - 1)v 2 > (n - 1)(u + v)2 /n = (n - 1)d2/n, (1.31)
which follows from (u - (n - 1)v) 2 > 0.
(Xa_ 1, X,). Therefore (1.17) gives
n-1
r narcsin P? V/ pi2 1 E 'V Iz - n-2
Similarly we have Sk2 > -d 2 if X E
(1.32)
and we also have
and
n-1Z arcsin
i=2
n-1
i=2
(1.33)1 - p <
Therefore by (1.20)
E[ITn - T|]I SEarcsin 1-p
i=2
arcsin N1 -p +
i=2
1 r-i1
< wV - 2
n-1 n-1
i=2 i=2
n-1
- (di +di+i)
S2Sx i=2
1
Kn-1 - X + X  -X 2
)
< (2X. - X +lx2 - XI+
< 2.
(1.35)
)I\+ (Xv l- ) v\(Xn X2
Therefore (1.34) gives
22 (n
/B+
n-2
2 n-1i
< -7r n-2
We will show in the next proposition that the upper bound 0(1) given by Theorem
4 cannot be replaced by o(1) for general design points. However, for most practical
cases where the design points are not too unequally spaced, or if they come from
random normal samples, the bound can be greatly improved, as will be shown in
Theorems 6 and 7 respectively.
Proposition 5. In simple linear regression with ej i. i.d. N(0,u 2 ), for each n > 3
However
i=2 (1.34)
2
7r n
lxn_1 - XI+ X - XI)
E[|Tn -Tn|] <-
7r
there are design points xi, i = 1, 2, ..., n, such that as n -+ 00,
E[|Tn - T|] > 1 n(
Proof. Let us consider the following design points. Let xi = -1, X2 = 0, and di =
xi - xi_1 = 2/(n - 1)(n - 2) for 3 < i < n. Therefore the majority of the design
points are clustered around zero with only one outlier x1 . It is easy to obtain that
x= 0 and S= 1+ 2(2n-3)>1. Thusasn- oo we have Sx = 1 + 0(1/n),
a 2  1 + 0(1/n) and ai = 0(1/n 4) for i = 3, ..., n. Using the same notations as in
Theorem 4 we have
E[|Tn - Tn|]
n-1
= E[I Z(Z - I)LI]
n-1
E E [|Ii - Ii|]> E[\2 -1 2 |]-
> E[11 2 - 121] -
> E[112 - 121] -
SE[112 - 121] - ____ n-i
r f n - 2
arcsin 1-p? + arcsin
I n-1)
+ 
i=3
n-i
Z(h +ci)
A 4(n - 3) n-1
> E[112 - -12|] - n17r (n - 1) (n -T2) Vn - 2
= Pr(l12 - I 2 |
4(n - 3) n-i
7r(n - 1)(n - 2) Vn - 2'
(1.36)
Note that 6262 < 0 and 6363 > 0 imply that 12 $ 12. Using the quadrant probabilities
of bivariate normal distributions (1.18) we have
1 n-1
1-p+1
Pr(11 2 - 121 = 1)
sin(arcsin p 3 - arcsin p2 )
> Pr(6262 < 0, 8363 > 0)
> Pr(6262 < 0) + Pr(6363 > 0) - 1
1 arcsin p 2  1 + arcsin p3
2 7r 2 T
1
= -(arcsin ps - arcsin p2 ).ir
P3 1- -P2 1-p
2- 2
1 1jf
= +O -I,
which also implies 0 < arcsin p3 - arcsin P2 7r/2 for n large enough. But x > sin(x)
for 0 < x < 7r/2. Therefore
Pr(11 2 - 121 = 1) 1I (aresin p3 - arcsin P2)
7r
1
>- sin(arcsin p3 - arcsin p2)
7r
= 
+OI -.
and it follows from (1.36) that
1 + O(-.
D
Theorem 6. In simple linear regression with ej i.i.d. N(0, .2), let Tn be the number
of turning points in Fj for a given n. Let di := Xi - Xi_1 for 2 < i < n and
If dM/dm <_ -y for some constant -y, then for
Note that
- 1-
drn = min2<ign dj, dm = maX2<ign di.
E[lIn - Tnl] >
E[|Tn - Tn|]
and
2
IETn--(n -2)13 < 7 
n-0-5
In particular, if the design points Xj, j = 1, 2,..., n are equally spaced, then E[ITn -
TI ] < n -0.5 and IEi - (n - 2| < 4| n--0.5
Proof. Let k be the index such that Xk X < Xk+1 and u X-Xk, V = Xk+I -X-
We have
n
SX = Z(Xj X)2
j=1
k n-k
> (j 1dm + U)2 + ((j
j=1 j=1
- 1)dm + V) 2
k-1
> d j2
j=1
n-k-1
d 2 2 + U2 +2
j=1
> d2 f(k),
where f(k) = (k- 1)k(2k - 1) + 1(n - k - 1)(n - k)(2n - 2k - 1) + 1. Note that
f'(x) = 0 at x = n/2 which minimizes f on [0, n - 1]. Therefore
Sx2 2 d 2f(n/2) = (In(n - 1)(n
Then (1.34) gives
E[ITn - Tjl 1 n- i -(F + i+7r n 2i=2 i=2
n j(di + di+1)
gr n -
2(n - 2)dm
7rdmV1/2 + n(n - 1)(n - 2)/12
< n-0.5 = O(n 05).
7r
The other statement follows directly.
n > 3
4-'5 
.
n-
n -2
=- O(n-05).
- 2) +1/2) d'M.
Theorem 7. In simple linear regression with Ej i.i.d. N(0, o), let T,, be the number
of turning points in E-j for a given n. If the design points Xj, j 1, 2, ..., n are i.i.d.
samples from a normal distribution rearranged in ascending order, then for n large
enough, with probability at least 1 - 1 1
n27rlog n n'
8 Vlog n
/n - 1 - 2(n- 1) log n
n - 1 = O(n 0 5 logn)
n - 2
- 2ExTn - -(n - 2)3
8 Vlog n n - 0
n-2 O(n- logn),
where Ex denotes conditional expectation given X 1, ..., Xn.
Proof. . Note that ^i - E-i+1 Ei - Ej+j + (i where (i := (#1 - 1 )(Xj - Xi- 1 ) has
a N(O, ody/Sx) distribution given X1 ,..., Xn. Since rescaling of Xi does not change
d2/Sx and therefore the distribution of Tn, we may assume that the design points
Xi, j 1, 2, ..., n are reordered i.i.d. samples Y from a normal distribution N(p, 1).
Consequently Sx follows a x2 distribution with n - 1 degrees of freedom.
It is easy to calculate the moment generating function M(t) of (n-1) -S: M(t)
e(n-1)t(1 + 2t)-(n-l)/2 which is finite for all t > 0. Therefore for any 0 < a < n - 1,
Pr((n - 1) - Sx2 >a) = Pr(et(n1-S) e, V t > 0)
i {e-tE[et(n-1-s')t>o
= inif { n-- t(1 + 2t)-("~-1)/2
t>0
It is easy to find that the minimum of the function f(t) := e(n-1-o)t(1 + 2t) -(i)/ 2
Ex[ITn 
- Tn|]
and
is achieved at to = and
f(to) - ea/2(n - 1a)(n-1)/2n - I
-
ea/2eg iog(1-a/(n-1))
<0e/2 'g(-a/(n-1)--!a2/(n_1)
= e- 4
2 /(n-1)
Hence Pr(S (n -1) - a) e~i"/(-1). Setting a = 2(n - 1)logn, we have
Pr(Sx < (n - 1) - 2v (n - 1)log ri 1/n. Since Xj are reordered i.i.d. samples Y
with N(p, 1) distribution,
n n -21g
Pr(X - p 2 /Iogin) < ZPr(Y - p 2 /log n) < S 2 27r log nj=1 j=1
1
2nri2 rrogn'
By symmetry, Pr(Xi - p < -2/log~ri) < 1/(2nv/2rr log n). Therefore
Pr (Xn - X1 :5 4V/log n, S. 2 >(n - 1) - 2v/-(n - 1I) log n)
> Pr(X -t 2/logn,X 1 -fp> -2/logn, Sjx (n - 1) - 2V/(n - 1) logn)
" 1 - Pr(X - I >2 /log n) - Pr(Xi - t < -2 Vlog n)
-Pr(S.2 < (n - 1) - 29\/(n - 1) log n)
1 1
>1- --
n/27rlog n n
Hence with probability greater than 1 - 1 - 1 we have Z-21(di + di+1 ) <
n5/( 1ogn n i
2 (X - X 1 ) 8 V/S-x og n/ (n - 1 -2 V(in- -I)log n) and inequality (1.34) becomes
Ex[IT - T|]
rr Sx
(d + di+1)
-2
8 VIogn
7r Vn -1 -2 /(n--) log i
Or0 .5 Vlog ri).
-
2
For n > 20, we have
E logn 
n 
- 1
- - 2(n -1g n n-2
= n- lo.5 1 - 1
1 - - (n- 1)10sn n - 2
nl n
< 2.33n-0.5 log n.
So for n > 20 with probability greater than 1 - 1 we have
n v i7log n n
Ex[ITn - Tn|] 6n-0-5 log n.
The other statement follows directly. E
Proposition 8. In simple linear regression with Ej i.i.d. N(0,ou), let Tn be the num-
ber of turning points in ^j for a given n. If the design points xj, j = 1, 2, ..., n are
equally spaced, then for all n > 4
E[|$n - Tal] > 2/(I-I arcsin - + O(n-').
- 7r 2 7r 3 vn5
Proof. A crucial part of the proof of the proposition is bounding of quadrivariate
normal probabilities such as Pr(og > 0, oi > 0, oj < 0, 6j > 0) for all pairs of i, j. Let
d be the distance between consecutive design points and
d 2 12 12 1
- 1 - !3+O(- . (1.37)
By (1.10), (1.11), (1.12), and (1.27), Var(j) = 2U2 , Var(65) = (2-a)o2 , Cov(og_1, 6i)
-o 2 for any 3 < i < n, Cov(6, 6j) = 0 for any 2 i, j < n such that li - I >1,
Cov(6, 6j) = (2 - a)o 2 for any 2 < i < n by (1.29), Cov(6i-1, 6) = Cov, 6i 1 ) =
(-1 - a)a 2 for any 3 < i < n, Cov(6j, 6j) = -ao 2 for any 2 < i, j < n such that
Ii - j| > 1, Cov(o&1 , j) = (-1 - a)o 2 for any 3 < i < n and Cov(65, 6) = -ao 2 for
any 2 < i, j < n such that Ii - jj > 1. Correlations can be calculated easily from the
covariances and we will denote the correlation between oS(J?), og (6j) by p(6o(6i), 6j (6j)).
First we find a lower bound for the probability Pr(6ioi < 0 for exactly one index 2 <
i < n). Note that oi~i < 0 for exactly one index i does not necessarily imply that
IT, - TIn > 0. If i = 2 or n, it is easy to see this implies IT, - Tfj = 1. If 2 < i < n
and if 65 -1 6 4 1 > 0 this implies that ITn - Tn| = 2. However if 6 i1 6 i+1 < 0 then
both errors and residuals will have exactly one turning point at i or i - 1 and if the
turning point occurs at i (i - 1) for the errors it will occur at i - 1 (i) for the residuals.
Consequently we will have |Tn - Tn I = 0.
To bound Pr(6io; < 0 for exactly one index 2 i < n) let us recall a Bonferroni
inequality. Let us define events Bi = {o6ij < 0} and qi = Pr(Bj) for 2 < i < n.
We also define qij = Pr(Bi n B) for 2 < i, j 5 n. Finally let Q1 = 2 and
Q2 = 2  -+1 qij. We have the following inequality (Bonferroni (1936); also
Galambos and Simonelli (1996, p. 12)):
Pr(U Bi Q1 - Q2. (1.38)
(i=2
Note that
Pr(JioS < 0 for exactly one index 2 < i < n) = Pr B) - Pr ( Bi nB, ,
i= (i=2 j=i+1
and we have
/n- n n n
Pr 1111Bi n B3  < Pr(B, n B,) = Q2.
i=2 j=i+1 i=2 j=i+1
Therefore we obtain the following inequality,
Pr(6ioi < 0 for exactly one index 2 < i < n) > Qi - 2Q2. (1.39)
To calculate Q1, note that
1 1 a 1 aq, = 1/2- - arcsinpg 1/2 - - arcsin 1-- -arcsin -. (1.40)77r2 7r 2
Hence
Qi = 1arcsin (1.41)7r 2
Next we find an upper bound for Q2 and this takes a few steps. Due to symmetry
among the correlations, Pr(og > 0, oi < 0, og < 0, oj > 0) attain only two values, one
for pairs i, j with Ii - I = 1 and the other for pairs i, j with li - jj > 1. We first
calculate an upper bound for Pr(oS_1 > 0, 6j_1 < 0, o < 0,S o > 0). For convenience,
let us write zi" = -6 _/(v2), z1) = /( 2 - au), z(') - o/(v2o), and z(')
-j/( 2 - ao,). Let E1 be the covariance matrix and R1  (pk)) the correlation
matrix of z ). Since z' are normalized, Ei R1 in our case. Then we have
(1) = 1-a/2,p =1/2, p = b := (1+ a)/(2 - a) and p(l)P12 P34 =a:-= - a2p1 24 14c'(2a
p1 -(1 + a)//2(2 - a) = ab. Under these correlations, we can obtain an upper
bound for the orthant probability <D(O, R1 ) := Pr(z1  < 0, 1 < 0, z < 0, z' < 0)
from another orthant probability <D(0, R') with correlation matrix R' = (p'l) such that
p13 = P'31 = b and p', = p otherwise. To see that R' is indeed a correlation matrix,
we find the Cholesky decomposition of the matrix R = (Rjj) 1 i, 4 with I = p()Pu
for (i, j) / (1, 3) and (3, 1) and R 1 3 = = P13 for 1/2 < P13 b. We can write
R = AAT for
1 0 0 0
a v1-a 2  0 0
A = a(b-P 1 3) 1 p2  0
p13 fr-a p13 1-a2
ab b 1 - a2  a(1 -b2 1(1 - b2)( - a2(1_b2)(1-a2)
1 - _ a2 (b- P,3)2 (1-a2) (1~4P 3) -a'2(b-p13) 
2
It is straightforward to check that A is a real matrix for P13 = b and thus by the
fact that the class of correlation matrices is convex, R is a correlation matrix for any
1/2 < P13 < b. If w = (Wi1 , w2 , Wi3 , w4) have i.i.d standard normal components, then
AwT has distribution N(O, R). For a vector v, let v < 0 mean that all coordinates
vj < 0. The spherical polyhedron determined by AwT < 0 in the unit sphere has
its boundary vary continuously as P13 varies between 1/2 and b. Therefore 1(0, R),
being the volume of the polyhedron under the normalized orthogonally invariant
measure on the sphere, is a continuous function of P13 for 1/2 < P13 < b. Note
that for 1/2 < Pis < b and n > 4, the correlation matrix R satisfies det R = (1 -
b2)[(1 - a 2 )2 - (P13 - a2 b)2 ] > 0. Plackett (1954, (3)) showed that for a nonsingular
correlation matrix R and multivariate normal density #(z, R) with all variates having
unit variance,
a 82
Pk (z,R) = #(z, R). (1.42)
Therefore 4(0, R) is a smooth function of P13 for 1/2 < P13 < b. Hence 4(0, Ri) and
1(0, R') are connected by the following:
P(0, Ri) = @(0, R') - 2-a 94Do'R)dp13 . (1.43)
1/2 &p13
R' has the property that P'12 = p34  a, p13 = p24 = b, p14 = p'23  ab. Cheng (1969,
(2.18)) calculated 4(0, R') to be
1 1
1(0, R') = + -- (arcsin a + arcsin b + arcsin ab) (1.44)16 47r
+ ((arcsin a)2 + (arcsin b)2 - (arcsin ab) 2)
Using the series expansion
h zh2  (1 +2x 2 )h3
arcsin(x- + h) = arcsin x + 1- +2 + 2 - + 6( 2 + 0(h 4) (1.45); = -2 2(1 - X2 )3 /2 6(1 - X)/
for |xI < 1 and IhI < 1 - Iz| we have
arcsin b = arcsin + 2 3a
2 73/ 2(2-a) ±0 ((2(23a a))) 6 2 2
and
arcsin ab
- -arcsin 1 + a
2(2 -a)
- arcsin 1 5
8
O(a2))
F- -- a+O(a26 12
We also have
arcsin a -arcsin 1-
2
-+ arcsina
2 2'
and thus
2
(arcsin a)2 = - 7r arcsin + arcsin
Therefore (1.44) gives
16<b(O,R') =
+ 
-- (,
+ - + arcsin + arcsin b + arcsin ab47rk 2'aci 2+arsnb--asna)
r arcsin + arcsin
V2 \ + (arcsin b)
2
- (arcsin ab)2
- - (arcsin b + arcsin ab)
47 + (arcsin b - arcsin ab)) + (arcsin
+ a- +
12
O(a2) + 2 + O(a2)
1
2 ) a + 2 ).
(1.46)
(1.47)
4w7 V3a + O(a2) ) (3+
5 3
361r
To bound f2- a<(0R) dpis, recall Plackett's (1954, (4), (5), (6)) reduction formula
for any nonsingular correlation matrix R:
O8@(0, R)
aP34( = #(0, P34)>(0, CT2),
Dp34
(1.48)
where #(0, p34) is the marginal density of z3 , z4 at (0, 0) and 1(O, CT) is the con-
ditional probability that zi, z2 are less than 0 given z3 = Z4 = 0. Here CT is the
covariance matrix of the conditional distribution of zi, z2 given z3 =Z4= 0. More
specifically if we write the original covariance matrix as E as a block matrix of 2 by
2 submatrices:
11 E 12C E21 E22
then
CT = En - E 12 E2 2 E21. (1.49)
We will use this formula for 1/2 < Pis < (1 + a)/(2 - a) where det R > 0. In our case
0(0, p13) = 27r /13
a
2 (1-2p13b+b 2 )
11 13
2b4 a 2 (2b-P13-p13b2)
1-p13
b a2 (2b-pi 3 -P 1 3 b
2 )
1 a2 (1-2p13b+b 2 )
2-P 3i- 1 3
Consequently using (1.18) we have
1
D(0, C4) =
1
+ 1 arcsin27r
1 1
4 2
arcsin b +
b a2 (2b-p,3-P13b
2 )
I-1-
1 a2 (1-2p13 b+b 2 )1- 3
(1 - b2 )a 2 (p13 - b)
-(p13 - a2 b) 2 + (a2b2 - 1)(a 2 _ 1)'
Note that 1/2 < a2b = (1 + a)/2 < b and so for j < P13 < b, -(p13 - a2b)2 + (a2b2 _
1)(a 2 -1) > min{-(b-a 2b)2 +(a 2b2 -1)(a 2 -1), -(1/2- a 2b)2 +(a 2 b2 -1)(a 2 -1)} > 0.
Note that the term b + (1-b 2 )2 Z-2 is monotonically increasing with p13
- (P13 -a
2 b) 2 +(a b2 -1) (a _1) i oooial nraigwt 1
and
for 1 < P13 b and it is equal to -1 for P13 = and b for P13 = b. We settle for the
trivial bound:
1dp1a4)(, R)d
1/2 aP13
/~ 1 (1 1
+ arcsin(1) du
fl1/2 270/ -71p (4 27r
=0.
Combining with (1.43) and (1.47) we have
(0, R 1 ) < 4,(0 R') = + 2 a + 0(a2). (1.50)367 87r2
Next we bound Pr(6o-i > 0,j1 < 0,6i > 0,6i < 0). Let us write z =
-o-_1/(v/Z(), z2 = (_1/(/2 - 2) = - /(\/ ) = 6/(/2 - aa) and let
R2= (p) be the correlation matrix of the z. We have p 2 =pi /1- a/2,
p2= p 2 ) = (1 + a)/V/2(2 - a), p(2 1/2 and p(2 = (1 + a)/(2 - a). As
before let us consider another orthant probability (O, R") with correlation matrix
R" = (p',') such that p'3 = P'i = -(1 + a)/(2 - a) and p'l' = p(2) otherwise.
To see that R" is indeed a correlation matrix, we can again use the Cholesky
decomposition of the matrix R = (Rij)I<ij:4 defined as: Rij = p$, for (i,j)
(1, 3) and (3, 1) and R 1 3 = R 3 1 = P13 for -b < p3 -1/2. The lower triangular
matrix in the Cholesky decomposition of R is obtained by replacing b by -b in
A. Arguments similar to those following the expression for A show that R is a
correlation matrix for -b < P13 -1/2 and 1(0, R) is continuous on [-b, -1/2].
The determinant of R is det R = (1 - b2 )[(1 - a2)2 - (P13 + a2b)2] > 0 for -b <
P13 < -1/2, so (1.42) holds, which implies that (0, R) is a smooth function of P13
for P13 E [-b, -1/2). Thus an analogue of (1.43) holds, namely
4(0, R2 ) = 1(0, R") + J1/2 a)'(, ) dp 13 .
i_ 2 
p13
R" has the property that p'2 = P34 = a, P1s = P24 = -b, p"4 = p23 = -ab and the
orthant probability is therefore, similarly to (1.47) but with b replaced by -b, and
using (1.46),
+ I - 7r+41(2 arcsin - - arcsin b - arcsin ab)
- 7r arcsin - + (arcsin 2)2 + (arcsin b)2 - (arcsin ab)2)
= -(arcsin b+ arcsin ab) 1
1
=4- 12-a +
727r
O(a2) )
- (arcsin b - arcsin ab))
1
- -
3r 11
( +12 a+ a))
+ arcsin4w2 (, 22)+a82 + O(a2)
87r2 a + 0(a2 ).
Using (1.48) we have
(D(0, R) d
1P13 12
#(0, p13)(0, Cra)dp13
/1/2 2 'dpi 3
-e cin27r /1-aPr )
1 - 1
=arcsin b - arcsin
1
= 2wr
(Va +O(a2)
As in (1.43) we have
(1.51)Pr(6j-1 > 0, 6j-1 < 0, oi > 0, 6i < 0)
= ~(OR")± 
-
1/2 &(O R)d
= (0, R"1) + '/) dpi
.- a (9BP13
727r
1( v/a)
27r 2
0(a 2)
17 v/3-
=727
+87r2 +0( 2 ).
1
+ 47w2
(2
/-1/2
2-a
(P(0, R" ) =
1I
87r2 )a +
By symmetry we can conclude from (1.50) and (1.51) that
__ 1 17V5 1
Pr(Bi1 n Bi) < 2 r3 82 )a+ 72V3 + 8 j2 a + O(a 2 ) (1.52)
19 v5 1
361r 27r a+0(
Next we bound Pr(o5 > 0, 6 < 0, 6j < 0, 6j > 0) for li - jI > 1. Let us write
z 3) = - /( V ), z (3 = '(i/( 2 - au), z3 = j/( x/ co), z4 = -6J(2 - aa)
and let R 3 = (p) ) be the correlation matrix. We have pi = p(3 ) = -1 - a/2,
p14 p3 -a/2(2 - a), p = 0 and p(3 = a/(2 - a). As before let us consider
another orthant probability 4D(0, R"') with correlation matrix R" = (p') such that
P p'3i = a/(2 - a) = c and p''= p( otherwise.
To see that R' is indeed a correlation matrix, we can again use the Cholesky
decomposition of the matrix R = (Rjj) 1 i,5 4 defined as: Rij = p(f for (i,j) #
(1, 3) and (3, 1) and R 13 = R3i = P13 for 0 < P13 < c. The lower triangular matrix
in the Cholesky decomposition of R is obtained from A by putting c in place of b.
Similar arguments to those following the expression for A show that R is a correlation
matrix for 0 K P13 5 c and 1(0, R) is continuous on [0, c]. The determinant of R is
detR = (1 - c2)[(1 - a2)2 - (P13 - a2 c) 2 ] > 0 for 0 < P13 < c so (1.42) holds which
implies that @(0, R) is smooth for P13 E (0, c]. Thus an analogue of (1.43) holds,
namely
1(0, R 3 )= 'D(0, R"') - j (o, R) dp 1 3 . (1.53)
J 19 P13
R... has the property that p... = Pit/=ap = M~ = cfitp' a.Nteta
arcsin c ia +±0 ((-a~ - + ~- +0(a 3 )
and
arcsinac - - -+0,(a 3 ).
2(2- a) /2(2 -a) 2 8
Therefore the orthant probability D(0, R"') is by (1.44) as in (1.47)
(0, R"') = + - + arcsin + arcsin c + arcsin ac
+ 2 - r arcsin + (arcsin )2 + (arcsinc)2 - (arcsin ac)
= (arcsin c + arcsin ac) I + (arcsin c - arcsin ac) + 2 arcsin 2)
= a + O(as)) (1 + I(ae + 3a2 + 3~a))) + + O 2)4r 8 /J 7r~ 882
1
Using (1.48) we have
/J 08)(0, R) dp 13  (0, Pia)((0, CTg)dpis > 0-D iP13 J
Thus by (1.53) we have
Pr(6i > 0, 6i < 0, 6j < 0, 6j > 0) (1.54)
1 @(0,R"') - jc (0 R)dpi
fo OP13
1
<; 2 a+O(a 2 )
Finally we find an upper bound for Pr(og > 0, o6 < 0, 6j > 0, 6j < 0) for i -
j| > 1. Let z, =-/(v%), z2 = 6_/(v'2 - au), z = -&3/(x ), z =
Z/(V'2 -ao) and let R 4 = (P (4)) be the correlation matrix. We have p (4) p(4 =
- 1 - a/2, p() = p4 = a/ /2(2 - a), p(4 = 0 and p4 = -a/(2-a). As before let
us consider another orthant probability @D(O, R"") with correlation matrix R"" = (p".')
such that p''' = p'31 = -a/(2 - a) = -c and p'.'j' = p(I otherwise.
To see that R"" is indeed a correlation matrix, we can again use the Cholesky
decomposition of the matrix R = (Rij)1 <, 3 4 defined as: Rij= p for (i,j) #
(1, 3) and (3, 1) and R13 =R31 = P13 for -c < P13 < 0. The lower triangular matrix
in the Cholesky decomposition of R is obtained from the matrix A by putting -c in
place of b. Similar arguments as those following the expression for A show that R
is a correlation matrix for -c < P13 0 and @(0, R) is continuous on [-c, 0]. The
determinant of R is det R = (1 - c2 ) [(1 - a')2 - (P13 + a2c) 2] > 0 for -c < P13 < 0 SO
(1.42) holds which implies that 1(0, R) is smooth for P13 E ([-c, 0). Thus an analogue
of (1.43) holds, namely
,(0 R 3)= N(0, R.') + (1.55)/ 0 (0, R)dP13.-c (P13
R"" has the property that p'.= p'.= a, P""= P' = -c, p P' -ac.
Therefore the orthant probability 4(0, R"") is, again by (1.44) as in (1.47),
,(0, R"") = 4+
( .
-- +arcin resi c arsinac)
ars2 - rsi2 aci
+472 (L 7r arcsin
- -- (arcsin c
47r
2+
+ arcsin ac) ( I
2(arcsin
- -(arcsin c -
7F
+ (arcsin c) 2 - (arcsin ac)2)
arcsin ac)) + I arcsin 2
4= 8 + O(a3) ) - (a
1
= 2a+(a 2 ).8IT
By (1.48),
1o q5(0, R)dP13
-nOP13
= (0, P1 3) D(0, CT4)dpis
- i 27r 1 3
1 . a
= arcsin 2 - a
S + 2+0(03)
+ 82 + O(a3) a+8w2 +OO2
Hence by (1.55) we have
J0 <D(0, R) dpia
2P13
+ 1 + O(a 2)47
By symmetry we can conclude that for Li - j| > 1,
Pr(Bi n B2 )
+ I)a + O(a2).
Recall that Q1 and Q2 were defined before (1.38) and recall (1.37). We then have
Q2 < (n - 2) (9V$ a + (n 2)(n - 3)
(n - 2)(n - 1) 0(a 2)(19 Vf336w (17
(19 v3
k37r
- + O(n- 3 )
15
7r
By (1.41), (1.45), and (1.37),
n - aQ, - arcsin
7r 2 (1Ti
Therefore by (1.39)
Pr(JjZi < 0 for exactly one index 2 < i < n)
> Q1 - 2Q2
= arcsin - + + O(n-2)
7r 2 r 2 it/n
(1.56)
+ 1a) + O(a2) (1.57)
Pr(6o > 0, j < 0, o, > 0, 6j < 0)
=- <D(0 R""f/) +
<_
< 2 a+
27r2
I
2,7r ) Ce +
+ 1 ) (6
27r n
I ) 12
27r2 n 2
- 3 + 3) 1 +
(7 2 7 n
- + o(n -2.
Since Pr(6262 < 0 and M.,j > 0 Vi f 2) < Pr(6262 < 0) = arcsin V by (1.40) and
similarly Pr(6ono < 0 and 6,6, > 0 Vi #n) < arcsin / we have
Pr(6.,6 < 0 for some j3,..., n - 1 and 6 Ze > 0 Vi #j) (1.58)
n-3 a (6 6 1 2
> arcsin 6+ 6-- -+ O(n-2).
2 \ 2 7- ni
We mentioned before that 6i6 i < 0 for exactly one index i does not necessarily
imply that ITn - Tjl > 0. If 6oSi < 0 for exactly one index 2 < i < n and 6 -1 6j+1 < 0
then both errors and residuals will have exactly one turning point at i or i - 1 and
if the turning point occurs at i (i - 1) for the errors it will occur at i - 1 (i) for the
residuals. Consequently we will have |Tn - T = 0. We now calculate an upper bound
for the probability of such cases. First we notice the following trivial inequality:
Pr(62 > 0, 63 < 0, 63 > 0, 64 <0 and 6i6i > 0 for all i $ 3)
K Pr(62 > 0, 63 < 0, 63 > 0, 64 < 0).
We now show Pr(62 > 0, 63 < 0, 63 > 0, 64 < 0) (1+ arcsin 1) arcsin V/a/2+
O(a3 /2). Let us set zi = -6 2 /(V'0), z2  63 /(v/2u), z3  -63/(v/2 - ao), z4
64/(v/2o), so zi are normalized. Let Rc = (pk1) be the correlation matrix. Then
P12 = 1/2, P13 = -(1 + a)/X/2(2 - a), P14 = 0, P23 = /1 - a/2, P24 = -1/2,
p34 (1 + a)/ 2(2 - a). Let R(u) be the matrix with entries as in Re but with
variable u in place of a. From (1.37), it is easy to see that 0 < a < 1/5 for all n > 4.
For 0 < u < 1/5, the Cholesky decomposition of R(u) = A(u)A(u) T gives
1 0 0 0
0 0
A(u) = 1+u v'3(u-1) u(1-2u) 0
V/2(2-u) v2(2-u) 2-u
0 1 -u 2u
AF - 2u 3 1 2u
A(u) is a real matrix for 0 < ua < 1/5 and therefore R(u) is a correlation matrix for
o < u < 1/5. As u approaches zero, R(u) will approach the matrix R2 entry-wise
where
1
2
1
0
2
1
RC :=K
If w = (w1 , w2 , w3 , w 4) have i.i.d standard normal components, then A(u)wT has
distribution N(0, R(u)). We can see the spherical polyhedron in the unit sphere de-
termined by AwT < 0 has its boundary vary continuously with 0 < u 1. Therefore
1(O, R(u)), being the volume of the polyhedron under the normalized orthogonally
invariant measure on the sphere, is a continuous function of u for 0 < u < . Fur-
thermore det R(u) = 2"5" > 0 for 0 < u < 1/5. Therefore @(0, R(u)) is a smooth
function of u for 0 < u < 1/5 and we have
((0, Rc) = @(0, R ) + j+ (0, R(u))du = j D(0, R(u))du.
The chain rule implies
d 4 R(0, R) dp13 + F(0, R) dp 2 3 + 1(0, R) dp3 4
du ' P13 du P23 du P34 du
Let us set q = (1+ u)/ v2(2 - u) and a /1 - u/2. Using (1.49), we can calculate
the covariance matrix of the conditional distribution of z1 , z 4 given z2 = Z3= 0 to be
1- 1/4+aq+q
2
1-a
2
1/4+aq+q
2
1--a2
1/4+aq+q
2
1-a
2
1 1/4+aq+q 2  )1-a 2
Similarly we have
1/4+aq+a 2
1-q
2
1 2aq+q2
2 2(1-q 2 )
1 _ 2aq+q
2
2 2(1-q) 1
1-2g2  )
1 -q 2 /
C24-= (
and
1-2g2  1 + 2aq+q2
12 - 1_q
2  2 2(1-q 2 )
12 2aq+ 2 1/4+aq+a
2
U 2 P 2(1-q 2) a 1-q 2
Using Plackett's reduction formula (1.48) and (1.45) we have
1
27r u/2
=27r V/-/
8@(O, R)
P13
(f1 1 .1+4u\- + - arcsin 3S2a 3r -6u
-+ ~ arcsin (- + 3u
= #(OP13)(OiCT)
1
27-1 -q 2
2r 71 - q2
1 2aq+q 2
+ arcsin 2
S4 27 r V (1- 2q2)(3 
4 a2 a q - 2)
1-92
+ arcsin4 27
(2 - u)( T-6
,(1 - 3u -U92)(3 - 6u)f
and
&@(0, R)
P34
1 __2ag+g
2  \
1 2 2(1-q 2 )
- arcsin /(1-2q2)(3/4-a2_ 2)
1-q 2
1 1 .
- - - arcsin
4 27
(2 - u)Ju
(1- 3u - u2 )(3 - 6u))
8@(O, R)
P23
1/4 + aq + q2
1 - a2
1
2wr 1-q 2
1
27rw 1 -q 2
= (0, P23)@(0, CT)
1 I + Iarcsin 1/4 + aq + q 2
27r /1- a2( 4 27r 1-a2 )
+ O(U2)
=_ #(0, p34)P(0, Osf2)
We also have
dp 23  1
du 4 1-u/2
dp( 3  1 dp34  + u)(2(2 - U))-3/2 + (2(2 
- U))-1/2)dut du \~I\ ') 22
Therefore
&1 (O, R) dp 23
I+2wr (arcsin
4V/ -u/2 (4
3I) +
3u
+ O(u2)) )
2 -arcsin 3)
1
4V- 1-u/2
+3V~
+ 16wr2-+(uu).
&D (0, R) dp13  (98D(0, R) dp34
P13 du P34 du
((1 + u)(2(2 
- u))- 3 / 2 + (2(2 
- U))-1/2) arcsin
27r2 / -q 2
=- 1w+ O(U/).
Consequently
j +u(D(0, R(u))du4(0, Rc)
o 27r u/2 (41 -u/2
2w arcsin ) arcsin -
Next note that Pr(64 > 0,63 < 0,63 > 0,62 < 0) = J(0, Rc) due to the fact that
if we let zi = -64/(v/uo), z2 = 63/(v/uo), z3  -63/3 2 - a),z 4 = 2/(v/2o), the
correlation matrix for z, is Rc. We also have Pr(62 < 0, 63 > 0, 63 < 0, 64 > 0) =
P23
2w 7u/ 2
27r u/2
and
(2 - u)x/§
(1 - 3u - U2 ) (3 - 6u)
27r
arcsin + 3/
167r2
5v' du
127r2I
1 1 i +/ 2 ) .
27r 4
Pr(62 > O,63 < 0, 63 > O,64 < 0) and Pr(64 < 0, 63 > 0, 63 < 0,62 > 0) = Pr(64 >
0, 63 < 0, 63 > 0, 62 < 0). Therefore Pr( 363 < 0, 6264 < 0) = 4D(0, Re).
Note that in the calculation above if we replace 63 with 6j, 62 with 6 j1 and 64 with
Jj+1 for any 2 < j < n we will obtain the same correlation matrices and thus the same
quadrivariate probabilities. Consequently Pr(og o < 0, 6j-1 6 j+1 < 0) = 4@(0, Rc) for
any 2 < j < n. Therefore for any 2 < j < n, by (1.37)
Pr(jo6 < 0, 6 j-_ 6j +1 < 0, 6i26 > 0 Vi $ j)
< 4I(0, Rc)
(I ~(+arcsn I)
2 1 1 1< - + 2- arcsin
= 7r 4 27 rci 3
arcsin 2 18 32 a
arcsin + O(n~3 )
and consequently by (1.58)
Pr(6, 6 < 0 for somej = 3,...,n- l and 6j-1 6 ,+1 > 0, 6oit >0 Vi =1j)
n -3 .a (6
arcsin 2 r7 2-(7
2(n - 3) 1 arcsin 1
7r (4 27r arsn3 arcsin V + O(n-2)
1 1
- - arcsin -
r 3,arcsin - + -2a (72 7F
Finally we obtain
E[ITn - Tj]
> 2Pr(|Tn - Tnj = 2)
> 2Pr(Jjo < 0 for some j=3, ..., n - 1 and Jj_16,+1 > 0, osoi > 0 Vi j)
> 2 n1
>2(n -3)
7r
(1
(1
k2
1 1
arcsin arcsin 2 +
1 1' a
-arcsin -
- + O(n- 1)- rcix 3 2
1 *1
- arcsin-i
ir 3,
1 1+ O(n-1).
V/-
+ O(a51 2)
1
- + O(n 2 ).
n
+ O(n- 2 )
= -
We have Pr(T, ) E(IT, - TJ), and so for any integer m > 1,
|Pr(T, < m) - Pr(Tf m)| < E(|Tn - Tn|). (1.59)
For some # > 0 such as 0.05 or 0.025, let m(n, /) be the largest m such that P(Tn K
m) # (one-sided critical value). Let in(n, /) be the corresponding critical value for
Tn. From Tables 1.2, 1.4 and 1.9, we can see that the critical values are the same
for Tn and for Tn for equally spaced design points for all 11 < n < 50 except for
n = 22, 31 in the left tail at the 0.01 level. If the design points are fairly equally
spaced, by Theorem 6), E(|Tn - Tn1) O(n-0.5) as n -> oc so the critical values will
again tend to be the same.
If the design points are reordered from a random normal sample, we have jPr(Tn <
a) - Pr(Tn < a)| O(n-0 /5 log'n) with probability at least 1 - - . by
Theorem 7.
For very small n, however, there are differences in the turning point behavior of
ej and ^j. If n = 3, then ej have no turning point with probability 1/3, whereas sj
must have a turning point, as otherwise they would be monotonically increasing or
decreasing, contrary to (1.8).
1.3.2 Quadratic regression models
For higher order regression models, we can derive similar bounds as we have for simple
linear regression models. In this section, we will derive several asymptotic results for
quadratic regression models.
Note that any linear transformation that maps Xi to aXi + b for all 1 < i < n
for any given constants a $ 0, b E R will not change the subspace spanned by
(Xi, ... , Xi)T, i = 0, 1, 2, the three columns of X, and hence will produce the same
projection matrix H. Consequently by (1.5) the residuals will be the same after any
such linear transformation. Thus without loss of generality we will assume X1 = 0
apart from assuming X1 < X 2 < ... < X,. To ensure uniqueness of the least-square
estimator we also assume n > 3.
Let us define Uj = Xf for 1 < i < n. We will use the following notation along
with (1.23):
U := U,
i=1
n
S2:= Z(U - U) 2,
i= 1
n n
:= [(X - X) (Ui - U) [(Xi - X) U,Cov(X, U)
= ((x - ) (U
i=1
n
X2)=(Xi-X)2(Xi+X)>0,
pxu :- Cov(X, U) >0.
By the Cauchy-Schwartz inequality
(Xi - X)(U -
n n
< Z(Xi-_ X)2 ((U -U) 2,
and equality holds iff U - U _ C'(X, - X) for some constant C'. However if Uj -
U = C'(Xi - X), then for i > 2, Uj - Uj_ 1 = C'(Xi - Xi- 1) so if Xi > Xi_ 1 ,
X, + XI1 = (Uz - Uz_ 1 )/(X, - X,-1 ) = C' which is impossible because there are at
least three different values among the Xi. Hence we have pxu < 1. Let
(q)_ 1
a 
.- 1_21Pxu
(X, -X_12
gX2 - 2pxux 2
(Xi - Xi-1)(Ui - Ui_1)
+ (U, -U_1)2
S (U 6
(1.64)
Proposition 9. In quadratic linear regression with Ej i. i. d. N(0, o.2) and design points
0 X1 < ... < Xn, let Tn be the number of turning points in ^. for a given n. Then
for all n > 5,
ir y!2 - a l1- p2cU
where ama = maxi ai . In particular, if the design points are equally spaced, then
(1.60)
(1.61)
(1.62)
(1.63)
E [|Tn - Ta|| ]
amax = (1/n 3 ), PxL = + 0(1/n) and
4(4v5 +34) 1 0E[ITn - Tnj] <_ 7 2 '- +0O(1/n).
Proof. . The proof is similar to that of Theorem 4 but H will be different for quadratic
regression. It is straightforward to calculate that
H - 1 S(Xr X)(Xs -X)+S(Ur-U)(Us -U) (1.65)," - n +SX2SU 
- Cov(X, U)2 (.5
Cov(X, U) ((X, - X)(Us - U) + (X" - X)(Ur - U))
SXSU2 - Cov(X, U) 2
for 1 < r, s < n and for A defined by (1.9)
(AHA T)k = (Xk - Xk-1)(X - X_ 11 )Su + (Uk - Uk_1)(Ul - U_1-)Sk (1.66)ik S2 S2 - COv(X, U) 2
Cov(X, U) ((Xk - Xk_1)(U -U 1 1) + (X 1 - XI_1)(U - Uk_1))
SSU - Cov(X, U) 2
for 2 < k 1 1 n. Therefore by (1.11) and (1.12), (1.66) and a short calculation implies
Var(6i) = (2 - ac,)o Cov(6, 6) = (2 - a.)o. (1.67)
We have 6i = v6 where vi = 1, vi_ 1  -1, and vj = 0 for j i - 1, i. By
(1.5), 6, vT(I - H)E. If Var(i) = 0, then vT(I - H) = 0 since e are i.i.d.
N(0, o 2 ). Consequently vT -- vTH = vTM(MTM)-lMT or v = M(MTM)-1MTv.
Note that (MTM)-lMTV is a 3 by 1 vector, say with entries a, b and c. Then vj =
a + bXj + cX3 = 0 for j $ i - 1, i, = 1 for j = i, which implies a, b, and c not all 0,
and = -1 for j = i - 1. Since n > 5 this gives a non-zero quadratic equation with
3 or more distinct roots, a contradiction, so Var(6) > 0 for i = 2,. . ., n. Moreover,
Cov(6o, 6i) = Var(og) > 0, so Proposition 3 applies. Together with (1.10) we obtain
the correlation between oi and os:
p 1 _- aq) /2, (1.68)
which has the same form as (1.15). In what follows let ai = o('. By the first equation
in (1.67) we have o < 2. Since pi < 1, (1.68) implies o, > 0. Furthermore since we
assume 0 = X1 < X 2 < ... < Xn, X>_1 < X2 for all 2 < i <; n. Consequently by
(1.61) and (1.62) we have
_ (X, -_ X_ 1)2SU - 2(Xi - Xi_1)(U - U,- 1 )Cov(X, U) + (U, - U 1)2g
SkSU2 - COV(X, U) 2
(Y- XC
P 2
1
1 _-2
_1)2SU + (U, - U
Sk SU - Cov(X,L
(X - X,_1)2
g 2
+ (U, - U _1)2
+ g2 . (1.69)
Since da +b < /d + v'b for any a, b > 0,
1 - p2U
Xi - Xi_1
V/Sk
Ui - U- 1
+ S2J
By (1.17), (1.20)and (1.69)
< arcsin 1 -
i=2
i=2
n-1±
arcsin V1- p1
i=2
n-1i j
1 1--p+1
7 =2 Pi+1
n-1
++
2 +
1
7V2 - ea
7r 2max 1- PU
1
max ~
1I
(Xi 
- X 1)
(U- U- 1)
2 -
Xn-
~~ a max ~P.U fS2X
+1 Un-1 - U 1 + Un - U2
gr2 - amax 1 - PU( 
E[ITn - T|1
(1.70)
(Xi+1 - XI)
(Ui+1 - Ui)
i=2
X2)
(1.71)
n-1 n-1
E v/a-z + E
i=2 i=2
By the last three inequalities in (1.35)
Xn-1 
- X 1 + Xn - X 2 <
Hence (1.71) gives
2 Un 1 - U1 + Un - U2 < 2./sQJ
E[lTn - Tn|] <
ir 2 - amax 1- P2
(1.72)
proving the first statement in Proposition 9.
If the design points are equally spaced with distance d between consecutive points,
it is easy to calculate that
- 1), (n 1)n(2n - 1)(8n 2 - 3n - 11), (1.73)
(1.74)Cov(X, U) = (n - 1)2 n(n + 1).12
15(n - 1)2
Pxu (16 2
- 30n+ 11)
15
= -- + 0 (1/n),16
and by (1.69)
aes (1.76)
(X, - X_ 1)2SS - 2(Xi - X_ 1)(U, - U_ 1)Cov(X, U) + (U_ -U,_1)2g
SkISU2 - Cov(X, U) 2
T(n - 1) n(2n - 1)(8n 2 - 13n - 11)
12io (- 2)(n - 1) 2 n2 (2n - 1)(8n 2 - 13n - 11) - 6(n - 1) 4 n 2 (n + 1)2
-2(2i - 3)d(n - 1) 2n(n + 1) + (2i - 3)26 (3 - n)
12x180 -)( 1) 2 2 (2n - 1)(8 2 - 13, - 11) - (n - 1) 4 n2  1)2
O(n')
- -I) -' - O(n7)
- O(n- 3).
d2
and
Hence
(1.75)
Therefore (1.71) gives
E[ITn - Tn|] (1.77)
1 2(n - 2)d
gr2-ama 1/ - P(n 3 _n)
1 ((n - 2)2 + (n -1) 2 -1) d2
±r 2 - a 1 - P v (n - 1)n(2n - 1)(8n2 - 13n - 11)J
< 4 (4v/5 + 3v/5) 1
S-+(1/n).
7rs/2 /
1.4 Minimal number of turning points in residuals
In this section, we show that for any kth order polynomial regression there will be at
least k turning points among the residuals if X 1 < X 2 < ... < Xn. The proof given
here does not require the errors to be i.i.d normal. In this section we will only assume
the residuals are not all zero (and therefore we must assume n > k + 1).
Let's define (j, ..., s) to be a tied turning point of the residuals ri = Ei if Tj_1 <
ry = ... = r, > r8+1 or if rj_1 > rj = ... = r, < r,+1. This is an extension of the
previous definition of a turning point. For convenience, in this section we will simply
call a tied turning point a turning point and all appearances of the latter refer to the
extended definition. Let us also say that there is a change of sign in the residuals if
ry_1 > r_ = 0 = ... = r, > rs+1 or r._1 < rj = 0 = ... = r, < r,+1 in addition to the
cases where we would already say that, r > 0 > rj+1 or rj < 0 < rj+.
Theorem 10. For any kth order polynomial regression with design points X 1 < X 2 <
... < X, and n > k + 1, if the residuals are not all zero, then there are at least k
(tied) turning points among them.
Proof. . We first show there is at least one turning point among the residuals for
simple linear regression. By equations (1.8) we have
n n
E e=0 = i^.(1.78)
i=1 i=1
Let
X1 ... Xn
We can rewrite equations (1.78) in a matrix form:
0
0
En
Suppose there are no turning points among the residuals. Then ^4 change signs
at most once. Together with the first equality in (1.78) this means Fi change signs
exactly once. Without loss of generality, we may assume F1 < 0. Let j be the index
with 1 < j < n such that ^4 < 0 for all i < j and ^- > 0 for all i > j. We apply a row
operation to the matrix Ai by taking -Xj times the first row and adding it to the
second row:
X1 -Xj ... Xj_1 -Xj 0 Xj+1 -Xi ... Xn -Xj
Note that the first j- 1 terms in the second row are < 0 and the last n - j terms are
> 0. Consequently we have
E1
(X1 - Xy,., X_1 - X,0, Xj+1 - X,., Xn - Xj) ... (X 1 - X)F > 0,
En/
hence contradicting (1.78). Therefore in simple linear regression we have at least
one turning point among the residuals. Furthermore what we actually proved is a
stronger necessary condition: the residuals change signs at least twice.
Let Am = XT for X defined by (1.21) with m = k, an m + 1 by n matrix. Then
by (1.8) for fi (x) =X i 1, ... , m + 1, the residuals from an mth order regression
satisfy
Ein
It will be shown by induction on m, using
change signs at least m + 1 times and thus
proved this for m = 1. For m > 2, suppose
the first m rows of Am, satisfies
Am-1 -.L
0
(1.79)
0
only equation (1.79), that the residuals
have at least n turning points. We have
this is true for n - 1. Then Am-1, being
.V (1.80)
By induction assumption, (1.80) implies the residuals have at least m changes of
signs. Suppose the residuals change signs exactly n times and let 1 < ii < ... <
is < ... < im < im+1 < n be indices such that for s = 1, ... I i, m < 0, and for
i, < I < i,+1 , Ei are either zero or have the same sign as fEj; for 1 < 1 < ii, E- are
either zero or have the same sign as 6Eil; and for im+1 < 1 < n, E- are either zero or
have the same sign as -m+i*. Without loss of generality let us assume Fi, < 0. We
will show that Am can be transformed by row operations into
X1 Xi
1(X1 - Xi,)
Hfl1(X1 - Xi1)
-.-. X11- Xii
-.-.- Hje(X 
- Xij)
.. -H>"1(X 
- Xij)
We have (Am)ij = Xj- 1, i = 1,..., in + 1. The linear span of the rows of Am
consists of all polynomials of degree at most m evaluated at Xj for j = 1,..., n. The
rows of the above matrix are such polynomials, of respective degrees 0, 1,.. . , m, at
X3 , j = 1, . . . , n, and are monic (have leading coefficient 1), so this matrix and Am
are equivalent via row operations.
Since n > m + 1, there is at least one t = 1, ... , n such that either 1 < t < ii, or
is < t < i4+ 1 for some s, or im+1 < t < n. For any such t, if i, < t < i,+1 for some
1 < s < m then sgn(L 1 (Xt - Xii)) = (-1)mS and sgn(Et) = (-1)s+1 if E- $ 0
so sgn(l,(Xt - Xi()E) = (-1)Jn+1. If t > im+1 or t < ii, then it is obvious that
sgn(Hml"(Xt - Xi,)E-) = (-1)m+1 if F- $ 0. Denote the last row of the last matrix
by Rm. To Rmn, terms with X, = Xj, for some j = 1, . . ., m make 0 contribution.
Other r with F, = 0 also make 0 contribution, or if Fr $ 0 they make a contribution
with sign (-I)m+1. There is at least one such r with Fr $ 0, namely r = im+1. Thus
Ei
sgn Rm - - -)7=( +1
En
and hence
Rm ... 0,
En
which contradicts (1.8) for fi = x, i = 1,. . . , m + 1. Therefore the residuals from
an nth order polynomial regression change signs at least m + 1 times and thus have
at least m turning points, proving the theorem. El
1.5 Distributions of turning point statistics by ex-
act calculations and simulations
Consider the simple linear regression model Y = a + bXj + ej where the errors Ej
are assumed to be i.i.d. N(0, a) for some unknown a. Suppose Xj, j = 1, 2, ..., n are
equally spaced design points. Let T, be the number of turning points of the errors
and Tn the number of turning points of the residuals.
1.5.1 Exact distributions
As we showed in Section 1.2, we can evaluate the distribution of T numerically using
(1.1), (1.2), and (1.3). In this section, we will consider both two-sided and one-sided
tests and tabulate critical values and critical probabilities associated with 0.05 and
0.01 level tests.
For n = 7,8, our numerical evaluation shows Po(T= 5) 0.1079 and Po(T
6) 0.0687. Therefore for n = 7, 8 the upper 0.05 and 0.01 quantiles do not exist
and both 0.05 and 0.01 level tests are one-sided. For n = 9, 10 we obtained Po(T =
7) 0.0437 and Po(Tio = 8) 0.0278 so the tests are one-sided at the 0.01 level.
For n = 9 at the 0.05 level since Po(T < 1) 1 0.0014 and Po(T 2) 1 0.0257 we
have two options. The first option is to reject the null hypothesis if Tn 5 2 while the
second option is to reject if Tn 1 or Tn = 7. Here we give some critical probabilities
for n = 7, 8, 9, 10 for use in one-sided tests at the 0.05 and 0.01 levels.
Table 1.1: Critical Values of Tn for One-Sided 0.05 and 0.01 Level Tests
n Po(Tn < 1) Po(Tn < 2) Po(Tn : 3) Po(Tn = n - 2) a = 0.05 a = 0.01
7 0.0250 0.1909 0.5583 0.1079 Tn K 1 T 5 0*
8 0.0063 0.0749 0.3124 0.0687 Tn 5 1 Tn 1
9 0.0014 0.0257 0.1500 0.0437 Tn < 2 or T = 7* Tn < 1
10 0.0003 0.0079 0.0633 0.0278 Tn 5 2 or T, = 8* Tn < 2
*Po(T7 = 0) = 0.0004, Po(Tio 7) = 0.1393
For 11 < n < 50, let ko := ko(n) be the largest k such that Po(Tn < k) < 0.025
and ki := ki(n) the smallest k such that Po(Tn k) < 0.025. let lo := lo(n) be
the largest 1 such that Po(T, < 1) K 0.005 and 11 := li(n) the smallest 1 such that
Po(Tn > 1) 0.005. In other words, ko, k1, 10, 11 are the critical values of Tn for
two-sided 0.05 and 0.01 level tests with symmetric critical regions. Similarly for one-
sided tests, we define k' := ko(n) be the largest k such that Po(Tn < k) K 0.05
and k' := ki(n) the smallest k such that Po(Tn k) K 0.05. let lI := lo(n) be
the largest I such that Po(Tn 1) K 0.01 and l := li(n) the smallest 1 such that
Po(Tn > 1) 0.01.
We define Fn(j) := Po(T j) and Fn(j) := Po(T j). Further, let Yn be
a normal random variable with the same mean 2(n - 2)/3 and the same variance
(16n - 29)/90 as T, under Ho. For any integer j > 0, normal approximations to Fn(j)
and Fn(j) with correction for continuity is G' (j) := P(Y, j + 1) and G(j):=
P(Yn >j - 1).
The following tables give ko, k1, lo, 11 , k1, k', , l and the corresponding prob-
abilities, found by exact calculations. In conservative two-sided tests of Ho at the
0.05 (or 0.01) level, one would reject Ho if if T < ko (or 10) or if Tn 2 ki (or li),
respectively. The tables also give Fn(ko + 1) and Fn(ki - 1) both to justify that ko
and ki have the given values and to allow Ho to be rejected in a non-conservative test,
if the user so chooses (in advance), in case the larger probabilities are closer to 0.025
than the conservative probabilities are. Analogous options are available for a = 0.01
and for one-sided tests for each of the two values of a.
We can see that for n > 11, the normal approximations for F(ko) and Fn(lo) with
correction for continuity work well. They give, except for n = 11 as shown in bold
in Table 1.2, for a = 0.05 and 0.01, the correct values of ko and 1 respectively for
the two-sided test and the corresponding quantities with superscript 1 for one-sided
tests. In fact for n > 21 the differences between the cumulative probabilities and
their normal approximations are smaller than 0.0004 and for n > 30 they are smaller
than 0.0003 in the lower left tail.
On the contrary, the approximation of F, by G; is not so good as G; tend to be
larger than F. The numbers in boldface indicate that the the normal approximation
would erroneously replace ko (or 1o) by ko - 1 (or lo - 1) or ki (or 1i) by ki + 1 (or
11 + 1) in a conservative two-sided test. However, the normal approximation would
never erroneously give a choice of ki - 1 (or 11 - 1) in place of ki (or li). The same
pattern is observed for one-sided tests. In Tables 1.2 through 1.5, except for n = 11,
the bold face discrepancy cases are all in the upper tail. Thus if a lower one-sided
test is used, not only is it more powerful, but this error issue is avoided.
Table 1.2: Critical Values of T, and Probabilities for Two-Sided 0.05 Level Tests
n ko F'(ko) F(ko +1) G$1 (ko) GI(ko+1) ki Fn(ki) Fl(ki-1) GE(ki) G (k, )
11 3 .0239 .1196 .0252 .1203 9 .0177 .1177 .0252 .1203
12 3 .0082 .0529 .0093 .0537 10 .0113 .0821 .0176 .0866
13 4 .0213 .0964 .0223 .0968 11 .0072 .0568 .0124 .0622
14 4 .0079 .0441 .0087 .0447 12 .0046 .0391 .0087 .0447
15 5 .0186 .0782 .0193 .0785 13 .0029 .0267 .0061 .0321
16 5 .0072 .0367 .0079 .0372 13 .0182 .0828 .0231 .0862
17 6 .0160 .0638 .0166 .0641 14 .0123 .0600 .0166 .0641
18 6 .0065 .0306 .0070 .0310 15 .0083 .0431 .0119 .0474
19 7 .0137 .0523 .0142 .0525 16 .0056 .0308 .0086 .0350
20 7 .0058 .0255 .0062 .0258 16 .0218 .0793 .0258 .0822
21 8 .0117 .0431 .0120 .0432 17 .0154 .0591 .0190 .0625
22 9 .0213 .0674 .0215 .0674 18 .0108 .0437 .0139 .0473
23 9 .0099 .0356 .0102 .0357 19 .0076 .0321 .0102 .0357
24 10 .0177 .0554 .0180 .0554 19 .0235 .0742 .0268 .0768
25 10 .0084 .0294 .0086 .0295 20 .0170 .0564 .0201 .0594
26 11 .0148 .0458 .0150 .0457 21 .0123 .0426 .0150 .0457
27 12 .0244 .0674 .0245 .0673 22 .0088 .0320 .0112 .0350
28 12 .0124 .0379 .0125 .0378 22 .0238 .0686 .0267 .0711
29 13 .0203 .0558 .0203 .0557 23 .0177 .0530 .0203 .0557
30 13 .0104 .0314 .0105 .0313 24 .0130 .0407 .0154 .0434
31 14 .0169 .0463 .0169 .0462 25 .0095 .0310 .0117 .0337
32 14 .0087 .0261 .0088 .0260 25 .0235 .0631 .0260 .0654
33 15 .0141 .0385 .0141 .0384 26 .0177 .0493 .0201 .0518
34 16 .0217 .0547 .0217 .0545 27 .0132 .0383 .0154 .0408
35 16 .0117 .0321 .0118 .0320 28 .0099 .0295 .0118 .0320
36 17 .0181 .0457 .0181 .0455 28 .0227 .0578 .0250 .0600
37 17 .0098 .0268 .0098 .0267 29 .0173 .0456 .0194 .0479
38 18 .0151 .0382 .0151 .0380 30 .0131 .0357 .0151 .0380
39 19 .0223 .0528 .0222 .0526 31 .0099 .0279 .0116 .0301
40 19 .0126 .0320 .0126 .0318 31 .0216 .0528 .0237 .0549
41 20 .0187 .0443 .0186 .0441 32 .0167 .0420 .0186 .0441
42 20 .0105 .0268 .0105 .0266 33 .0128 .0332 .0145 .0353
43 21 .0156 .0373 .0156 .0370 34 .0098 .0261 .0113 .0281
44 22 .0224 .0504 .0223 .0502 34 .0204 .0482 .0223 .0502
45 22 .0131 .0313 .0130 .0311 35 .0159 .0386 .0176 .0406
46 23 .0188 .0426 .0187 .0423 36 .0123 .0307 .0139 .0326
47 23 .0110 .0263 .0109 .0262 36 .0243 .0544 .0262 .0562
48 24 .0158 .0359 .0157 .0357 37 .0191 .0440 .0209 .0458
49 25 .0222 .0479 .0220 .0476 38 .0150 .0354 .0166 .0372
50 25 .0133 .0303 .0132 .0301 39 .0117 .0283 .0132 .0301
Table 1.3: Critical Values of T and Probabilities for One-Sided 0.05 Level Tests
Lower one-sided tests Upper one-sided tests
n ka Fn(k') Fn(k' + 1) GI(k') GI(k' + 1) k' Fn(kl) Fn(kI-1) Gr(k1) Gr(k1-1)
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
.0239
.0082
.0213
.0441
.0186
.0367
.0160
.0306
.0137
.0255
.0431
.0213
.0356
.0177
.0294
.0458
.0244
.0379
.0203
.0314
.0463
.0261
.0385
.0217
.0321
.0457
.0268
.0382
.0223
.0320
.0443
.0268
.0373
.0224
.0313
.0426
.0263
.0359
.0479
.0303
.1196
.0529
.0964
.1534
.0782
.1238
.0638
.1006
.0523
.0821
.1202
.0674
.0988
.0554
.0815
.1139
.0674
.0946
.0558
.0787
.1068
.0656
.0895
.0547
.0750
.0996
.0629
.0840
.0528
.0708
.0926
.0598
.0785
.0504
.0666
.0859
.0565
.0732
.0930
.0624
.0252
.0093
.0223
.0447
.0193
.0372
.0166
.0310
.0142
.0258
.0432
.0215
.0357
.0180
.0295
.0457
.0245
.0378
.0203
.0313
.0462
.0260
.0384
.0217
.0320
.0455
.0267
.0380
.0222
.0318
.0441
.0266
.0370
.0223
.0311
.0423
.0262
.0357
.0476
.0301
.1203
.0537
.0968
.1541
.0785
.1242
.0641
.1008
.0525
.0822
.1204
.0674
.0988
.0554
.0814
.1140
.0673
.0946
.0557
.0786
.1068
.0654
.0893
.0545
.0748
.0995
.0627
.0838
.0526
.0706
.0924
.0595
.0783
.0502
.0663
.0857
.0562
.0730
.0928
.0621
.1 ___________________________________________________________________________________________________ 1
.0177
.0113
.0072
.0391
.0267
.0182
.0123
.0431
.0308
.0218
.0154
.0437
.0321
.0235
.0170
.0426
.0320
.0238
.0177
.0407
.0310
.0235
.0493
.0383
.0295
.0227
.0456
.0357
.0279
.0216
.0420
.0332
.0261
.0482
.0386
.0307
.0243
.0440
.0354
.0283
.1177
.0821
.0568
.1536
.1134
.0828
.0600
.1389
.1055
.0793
.0591
.1251
.0968
.0742
.0564
.1125
.0882
.0686
.0530
.1012
.0802
.0631
.1132
.0911
.0728
.0578
.1014
.0821
.0661
.0528
.0910
.0741
.0599
.0994
.0818
.0669
.0544
.0892
.0736
.0604
.0252
.0176
.0124
.0447
.0321
.0231
.0166
.0474
.0350
.0258
.0190
.0473
.0357
.0268
.0201
.0457
.0350
.0267
.0203
.0434
.0337
.0260
.0518
.0408
.0320
.0250
.0479
.0380
.0301
.0237
.0441
.0353
.0281
.0502
.0406
.0326
.0262
.0458
.0372
.0301
.1203
.0866
.0622
.1541
.1156
.0862
.0641
.1399
.1076
.0822
.0625
.1264
.0988
.0768
.0594
.1140
.0903
.0711
.0557
.1028
.0822
.0654
.1144
.0928
.0748
.0600
.1027
.0838
.0680
.0549
.0924
.0758
.0618
.1006
.0833
.0686
.0562
.0905
.0751
.0621
Table 1.4: Critical Values of T, and Probabilities for 0.01 Level Tests
l0 F,(lo) F,(lo + 1) G'(lo) Gn(lo + 1) 11 F(l 1 ) F.(l1i-1) G (1i) G(l 1i-1)
-11*
12*
13*
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
n
.0022
.0005
.0026
.0007
.0027
.0009
.0026
.0009
.0025
.0009
.0023
.0009
.0021
.0044
.0018
.0038
.0016
.0033
.0014
.0028
.0012
.0024
.0043
.0020
.0036
.0017
.0031
.0015
.0026
.0043
.0022
.0036
.0019
.0030
.0048
.0026
.0041
.0022
.0034
.0018
*For n=11, Po(Tii 9) = 0.0177, reject HO if T11 < 2
*For n=12, Po(T 12 <4) = 0.0529, Po(T 12 = 10) = 0.0113, reject HO if T1 2 < 3
*For n=13, P(T 13 11) = 0.0072, P(T 13 = 10) = 0.0497 reject HO if T1 3 < 3 or T= 11
.0239
.0082
.0213
.0079
.0186
.0072
.0160
.0065
.0137
.0058
.0117
.0050
.0099
.0177
.0084
.0148
.0071
.0124
.0060
.0104
.0051
.0087
.0141
.0073
.0117
.0061
.0098
.0051
.0082
.0126
.0069
.0105
.0058
.0088
.0131
.0074
.0110
.0062
.0092
.0052
.0031
.0010
.0033
.0011
.0033
.0012
.0031
.0012
.0028
.0011
.0026
.0010
.0023
.0046
.0020
.0040
.0018
.0034
.0016
.0029
.0014
.0025
.0044
.0021
.0037
.0018
.0031
.0016
.0027
.0044
.0022
.0037
.0019
.0031
.0048
.0026
.0041
.0022
.0034
.0018
.0252
.0093
.0223
.0087
.0193
.0079
.0166
.0070
.0142
.0062
.0120
.0054
.0102
.0180
.0086
.0150
.0073
.0125
.0062
.0105
.0052
.0088
.0141
.0074
.0118
.0062
.0098
.0052
.0082
.0126
.0069
.0105
.0058
.0088
.0130
.0074
.0109
.0062
.0092
.0052
NA
NA
NA
12
13
14
15
16
17
17
18
19
20
21
21
22
23
24
24
25
26
27
27
28
29
30
31
31
32
33
34
34
35
36
37
37
38
39
40
40
NA
NA
NA
.0046
.0029
.0019
.0012
.0008
.0005
.0038
.0025
.0017
.0011
.0007
.0037
.0025
.0017
.0012
.0045
.0032
.0023
.0016
.0011
.0037
.0026
.0019
.0014
.0040
.0029
.0021
.0015
.0042
.0031
.0023
.0017
.0042
.0032
.0024
.0018
.0042
NA
NA
NA
.0391
.0267
.0182
.0123
.0083
.0056
.0218
.0154
.0108
.0076
.0053
.0170
.0123
.0088
.0063
.0177
.0130
.0095
.0070
.0051
.0132
.0099
.0073
.0054
.0131
.0099
.0075
.0056
.0128
.0098
.0074
.0056
.0123
.0095
.0073
.0056
.0117
NA
NA
NA
.0087
.0061
.0044
.0031
.0022
.0016
.0062
.0044
.0032
.0023
.0017
.0055
.0040
.0029
.0021
.0062
.0046
.0034
.0025
.0066
.0050
.0037
.0028
.0021
.0052
.0039
.0030
.0022
.0053
.0040
.0031
.0023
.0053
.0041
.0031
.0024
.0052
NA
NA
NA
.0447
.0321
.0231
.0166
.0119
.0086
.0258
.0190
.0139
.0102
.0075
.0201
.0150
.0112
.0083
.0203
.0154
.0117
.0088
.0201
.0154
.0118
.0090
.0068
.0151
.0116
.0090
.0069
.0145
.0113
.0088
.0068
.0139
.0109
.0085
.0067
.0132
Table 1.5: Critical Values of T and Probabilities for One-Sided 0.01 Level Tests
Lower one-sided tests Upper one-sided tests
n l Fn(l) Fn'(l +1) Gl(l') G'(l1 +1) l Fnr(l{) Fr(l{ -1) Gr(l) Gr(l1 -1)
*For n=11, Po(T11 = 9) 0.0177, upper one-sided 0.01 level tests do not exist.
*For n=12, Po(T 12 = 10) 0.0113, upper one-sided 0.01 level tests do not exist.
.0022
.0082
.0026
.0079
.0027
.0072
.0026
.0065
.0025
.0058
.0023
.0050
.0099
.0044
.0084
.0038
.0071
.0033
.0060
.0028
.0051
.0087
.0043
.0073
.0036
.0061
.0098
.0051
.0082
.0043
.0069
.0036
.0058
.0088
.0048
.0074
.0041
.0062
.0092
.0052
.0239
.0529
.0213
.0441
.0186
.0367
.0160
.0306
.0137
.0255
.0117
.0213
.0356
.0177
.0294
.0148
.0244
.0124
.0203
.0104
.0169
.0261
.0141
.0217
.0117
.0181
.0268
.0151
.0223
.0126
.0187
.0105
.0156
.0224
.0131
.0188
.0110
.0158
.0222
.0133
.0031
.0093
.0033
.0087
.0033
.0079
.0031
.0070
.0028
.0062
.0026
.0054
.0102
.0046
.0086
.0040
.0073
.0034
.0062
.0029
.0052
.0088
.0044
.0074
.0037
.0062
.0098
.0052
.0082
.0044
.0069
.0037
.0058
.0088
.0048
.0074
.0041
.0062
.0092
.0052
.0252
.0537
.0223
.0447
.0193'
.0372
.0166
.0310
.0142
.0258
.0120
.0215
.0357
.0180
.0295
.0150
.0245
.0125
.0203
.0105
.0169
.0260
.0141
.0217
.0118
.0181
.0267
.0151
.0222
.0126
.0186
.0105
.0156
.0223
.0130
.0187
.0109
.0157
.0220
.0132
NA
NA
11
12
13
14
15
15
16
17
18
19
19
20
21
22
22
23
24
25
25
26
27
28
28
29
30
31
31
32
33
34
34
35
36
37
37
38
39
40
NA
NA
.0072
.0046
.0029
.0019
.0012
.0083
.0056
.0038
.0025
.0017
.0076
.0053
.0037
.0025
.0088
.0063
.0045
.0032
.0095
.0070
.0051
.0037
.0099
.0073
.0054
.0040
.0099
.0075
.0056
.0042
.0098
.0074
.0056
.0042
.0095
.0073
.0056
.0042
NA
NA
.0568
.0391
.0267
.0182
.0123
.0431
.0308
.0218
.0154
.0108
.0321
.0235
.0170
.0123
.0320
.0238
.0177
.0130
.0310
.0235
.0177
.0132
.0295
.0227
.0173
.0131
.0279
.0216
.0167
.0128
.0261
.0204
.0159
.0123
.0243
.0191
.0150
.0117
NA
NA
.0124
.0087
.0061
.0044
.0031
.0119
.0086
.0062
.0044
.0032
.0102
.0075
.0055
.0040
.0112
.0083
.0062
.0046
.0117
.0088
.0066
.0050
.0118
.0090
.0068
.0052
.0116
.0090
.0069
.0053
.0113
.0088
.0068
.0053
.0109
.0085
.0067
.0052
NA
NA
.0622
.0447
.0321
.0231
.0166
.0474
.0350
.0258
.0190
.0139
.0357
.0268
.0201
.0150
.0350
.0267
.0203
.0154
.0337
.0260
.0201
.0154
.0320
.0250
.0194
.0151
.0301
.0237
.0186
.0145
.0281
.0223
.0176
.0139
.0262
.0209
.0166
.0132
1.5.2 Distributions from simulations
Here we will give simulation results for T,, for use in two-sided tests of Ha at levels
a = 0.01 or 0.05. We will first assume that design points are equally spaced. Then
we consider normal design points and general design points.
Equally Spaced Design Points
We will first assume that design points are equally spaced. For each n, we run
N = 5 -108 iterations. In each iteration we generate a sample of n i.i.d N(0, 1) points
as follows. We first generate uniform [0, 1] random variables using the random num-
ber generator gsl-rng-ranlxs2 in the GNU Scientific Library (GSL). According to the
GSL documentation, this generator is based on the algorithm developed by Lfischer
(1994) and has a period of about 101m. We then use the Box-Muller transform (Box
and Muller (1958)) to generate N(0, 1) random variables. We perform simple linear
regression (or quadratic regression, cubic regression) on each sample and calculate
the numbers of turning points for errors and residuals. Let us denote the fraction of
samples with less than or equal to i residual turning points by P = f,(i), which is a
point estimate of p = pa4 = Pr(T, i) for 0 < i < n - 2. Since our goal is to decide
whether to reject the null hypothesis HO of simple linear regression with i.i.d. normal
errors, at the .01 or .05 levels, we need to know whether one-sided cumulative proba-
bilities are larger that 0.005 or 0.025 respectively and thus the smallest probability p
(or 1 - p) of interest is 0.005. We can find confidence intervals for 0.005 < p 0.995
as follows. Note that N = 5 - 108 and Np > 2.5 - 106, which is in a range where
the normal approximation to binomial probabilities is very good so we can use the
conventional plug-in confidence intervals k t ( Ug where 1.96 or 2.576 for a
95% or 99% interval. Quadratic intervals work better than plug-in intervals for small
p in general (Brown, Cai and DasGupta (2001, 2002)) but the endpoints of the two
intervals differ by at most K/N < 2. 108, which is negligible, for N = 5. 108 because
K < 10 in our cases (as simple calculations show). Since A'-P' < 2.3 - 10- for
E [0, 1], 1.96 g < 0.5 . 10' which means each P is accurate to four decimalNEl p
places with 95% confidence. For 0.005 < P < 0.01, 2.576 A < 0.5 . 10-4 so p
is accurate to two significant digits with 99% confidence. For quadratic and cubic
regressions, we estimate the distribution of T, in a similar fashion but with N = 106
iterations. Consequently 2.576 P < 0.005 for any P E [0, 1] so P is accurate toN
two decimal places with 99% confidence. For 0.01 < P < 0.05, 1.96 P < 0.5-10-3
so P is accurate to two significant digits with 95% confidence. For 0.005 < P < 0.01,
2.576 N < 0.5 10-3 so P is accurate to one significant digit with 99% confidence.
For the distribution of Tn under the null hypothesis, critical regions do not exist
at the 0.05 or 0.01 levels for n < 5. The following tables give critical values of T for
6 < n < 10 and critical regions for tests at the 0.05 and 0.01 levels.
Table 1.6: Critical Values for Tn of Simple Linear Regression at 0.05 and 0.01 Levels
n Po(Tn 1) PO(TL 2) PO(TL 3) Po(T,= n -2) a=0.05 a=0.01
6 0.0705 0.3791 0.8180 0.1820 NA NA
7 0.0200 0.1706 0.5410 0.1154 T" < 1 NA
8 0.0049 0.0658 0.2988 0.0719 T, < 1 T, < 1
9** 0.0011 0.0223 0.1421 0.0456 T < 2 Tn < 1
10 0.0002 0.0067 0.0595 0.0287 Tn 2 or T, = 8* T 2
*Po(T,, =0) = 0 for any n > 3, Po(T10 = 7) = 0.1431
**For nz 9, an alternative critical region is Tn 1 or T = 7
Table 1.7: Critical Values for T of Quadratic Regression at 0.05 and 0.01 Levels
n Po(t,<2) Po(T 3) Po(TT=n-2) a=0.05 a=0.01
6 0.3247 0.7459 0.2541 NA NA
7 0.1366 0.4540 0.1322 NA NA
8 0.0497 0.2355 0.0878 Tn <2 NA
9 0.0164 0.1070 0.0508 TL 5 2 NA
10** 0.0049 0.0433 0.0330 Tn 2 or T_ = 8* T 2
*Po(Tn < 1) = 0 for anyn ;> 3, Po(' 10 = 4) = 0.1695, Po(Tio = 7) = 0.1431
**For n = 10, an alternative critical region is T < 3
Table 1.8: Critical Values for T of Cubic Regression at 0.05 and 0.01 Levels
*Po(Tn < 2) = 0 for any n > 3. Po(Tio = 4) = 0.1087, Po(T = 7) = 0.1956.
**For n = 10, an alternative critical region is T, = 8.
For 11 < n < 50, let ko be the largest k such that Po(Tn < k) < 0.025 and
ki the smallest k such that Po(T k) K 0.025. let lo be the largest I such that
Po (Tn 1) 0.005 and 11 the smallest 1 such that Po(Tn 1) < 0.005. We define
Fnj) Po(Tn < j) and Fn(j) := Po(Tn j).
n Po(T < 3) Po(Tn = n - 2) a = 0.05 a=0.01
6 0.7044 0.2956 NA NA
7 0.3999 0.2327 NA NA
8 0.1960 0.1036 NA NA
9 0.0841 0.0731 NA NA
10** 0.0321 0.0337 T 5 3* NA
Table 1.9: Critical Values and Probabilities for To, of Simple Linear Regression
n I o k0 F1 (lo) P1 (lo+1) -P,(ko) P1(10o+ 1) 11 Cl (1 ) P (l 1 -1) Fr(ki) Pr(ki-1)
.0018
.0005
.0024
.0007
.0026
.0008
.0025
.0009
.0024
.0009
.0023
.0049
.0020
.0043
.0018
.0037
.0015
.0033
.0014
.0028
.0050
.0024
.0043
.0021
.0036
.0017
.0030
.0015
.0025
.0043
.0022
.0036
.0018
.0030
.0048
.0026
.0040
.0021
.0034
.0018
.0223
.0077
.0202
.0075
.0180
.0070
.0156
.0064
.0134
.0057
.0115
.0210
.0098
.0175
.0083
.0147
.0069
.0124
.0202
.0103
.0168
.0087
.0141
.0073
.0117
.0061
.0097
.0051
.0081
.0126
.0069
.0105
.0057
.0088
.0131
.0074
.0109
.0061
.0092
.0052
.0223
.0077
.0202
.0075
.0180
.0070
.0156
.0064
.0134
.0057
.0115
.0210
.0098
.0175
.0083
.0147
.0241
.0124
.0202
.0103
.0168
.0087
.0141
.0217
.0117
.0181
.0097
.0151
.0222
.0126
.0187
.0105
.0156
.0224
.0131
.0188
.0109
.0157
.0222
.0133
.1146
.0505
.0938
.0429
.0765
.0358
.0629
.0301
.0516
.0252
.0427
.0668
.0352
.0550
.0292
.0455
.0669
.0378
.0556
.0312
.0461
.0260
.0384
.0546
.0320
.0456
.0266
.0381
.0526
.0318
.0443
.0266
.0372
.0504
.0312
.0425
.0263
.0358
.0478
.0303
*Po(T11 = 9) = 0.0182, Po(T1 2 = 10) = 0.0115, Po(Tis 11) = 0.0073, Po(T1 3 = 10) = 0.0504
*Critical regions for n=11,12,13 at the 0.01 level are T 11 5 2, T12 < 3 and T13 - 3 or Tis = 11.
NA
NA
NA
.0045
.0030
.0019
.0011
.0008
.0005
.0038
.0025
.0016
.0011
.0008
.0038
.0026
.0021
.0011
.0045
.0031
.0023
.0017
.0050
.0037
.0027
.0021
.0015
.0040
.0032
.0022
.0013
.0040
.0030
.0023
.0018
.0043
.0034
.0026
.0018
.0041
NA
NA
NA
.0396
.0271
.0185
.0124
.0085
.0057
.0220
.0155
.0108
.0076
.0236
.0172
.0124
.0092
.0238
.0177
.0130
.0096
.0071
.0176
.0133
.0099
.0075
.0056
.0131
.0102
.0075
.0053
.0126
.0097
.0074
.0057
.0123
.0097
.0075
.0056
.0116
.0183
.0113
.0075
.0045
.0030
.0185
.0124
.0085
.0057
.0220
.0155
.0108
.0076
.0236
.0172
.0124
.0092
.0238
.0177
.0130
.0096
.0236
.0176
.0133
.0099
.0228
.0175
.0131
.0102
.0216
.0164
.0126
.0097
.0204
.0159
.0123
.0245
.0194
.0150
.0116
.1203
.0836
.0579
.0396
.0271
.0837
.0605
.0436
.0311
.0798
.0594
.0439
.0323
.0745
.0568
.0428
.0324
.0687
.0531
.0407
.0310
.0632
.0492
.0383
.0296
.0579
.0458
.0357
.0281
.0528
.0417
.0330
.0260
.0482
.0386
.0307
.0546
.0442
.0354
.0282
Table 1.10: Critical Values and Probabilities for T, of Quadratic Regression
n -l o0 Fo f(lo) FI1o+1) F,(k 0 ) #,(A0+1) (k1 ,i fE(!) Pr(^1-1) F, (k1 ) fi(k^1-1)
2
2
3
3
4
4
5
5
6
6
7
8
8
9
9
10
10
11
11
12
13
13
14
14
15
15
16
17
17
18
18
19
19
20
21
21
22
22
23
24
.0014
.0003
.0016
.0004
.0021
.0006
.0022
.0007
.0022
.0008
.0021
.0047
.0019
.0041
.0017
.0036
.0015
.0030
.0013
.0027
.0050
.0023
.0041
.0020
.0034
.0017
.0030
.0050
.0026
.0041
.0022
.0035
.0018
.0030
.0047
.0025
.0040
.0020
.0034
.0050
.0159
.0052
.0174
.0063
.0154
.0059
.0146
.0058
.0124
.0051
.0109
.0201
.0093
.0168
.0080
.0140
.0068
.0119
.0058
.0098
.0165
.0084
.0136
.0071
.0115
.0060
.0097
.0149
.0082
.0125
.0068
.0104
.0057
.0086
.0129
.0073
.0108
.0059
.0092
.0131
.0159
.0052
.0174
.0063
.0154
.0059
.0146
.0058
.0124
.0240
.0109
.0201
.0093
.0168
.0080
.0140
.0235
.0119
.0196
.0098
.0165
.0084
.0136
.0213
.0115
.0178
.0097
.0149
.0223
.0125
.0185
.0104
.0154
.0224
.0129
.0186
.0108
.0152
.0220
.0131
*PO(Ti = 9) = 0.0199, Po(Ti2 = 10) = 0.0128, Po(T 13 = 11) = 0.0078, Po(T 13 = 10) = 0.0541
*Critical regions for n=11,12,13 at the 0.01 level are T11 < 2, T12 < 3 and t 13 < 3 or T13 = 11.
*A critical region for n=14 at the 0.01 level is T14  3 or T14 > 12. Alternatively, one can use T14 < 4.
Bold fonts indicate entries different for simple linear and quadratic regressions.
.1021
.0443
.0821
.0371
.0714
.0330
.0586
.0277
.0499
.0779
.0404
.0651
.0340
.0530
.0284
.0444
.0653
.0369
.0546
.0302
.0455
.0254
.0377
.0540
.0315
.0450
.0264
.0380
.0521
.0316
.0435
.0263
.0368
.0500
.0310
.0423
.0259
.0352
.0474
.0300
NA
NA
NA
NA
.0032
.0020
.0012
.0008
.0005
.0040
.0027
.0017
.0012
.0007
.0038
.0025
.0018
.0012
.0046
.0032
.0022
.0016
.0050
.0037
.0027
.0018
.0013
.0040
.0030
.0021
.0015
.0042
.0031
.0022
.0017
.0044
.0032
.0024
.0017
.0043
NA
NA
NA
NA
.0287
.0192
.0130
.0087
.0058
.0230
.0159
.0111
.0080
.0053
.0177
.0125
.0091
.0065
.0180
.0132
.0095
.0071
.0179
.0135
.0100
.0072
.0053
.0132
.0101
.0075
.0055
.0128
.0099
.0074
.0057
.0125
.0096
.0075
.0054
.0119
.0199
.0128
.0078
.0051
.0032
.0192
.0130
.0087
.0058
.0230
.0159
.0111
.0080
.0238
.0177
.0125
.0091
.0243
.0180
.0132
.0095
.0238
.0179
.0135
.0100
.0226
.0171
.0132
.0101
.0218
.0166
.0128
.0099
.0206
.0161
.0125
.0244
.0193
.0149
.0119
.1328
.0896
.0619
.0414
.0287
.0873
.0626
.0452
.0319
.0818
.0607
.0448
.0331
.0755
.0576
.0432
.0326
.0698
.0539
.0412
.0314
.0641
.0497
.0389
.0298
.0581
.0456
.0358
.0281
.0534
.0420
.0332
.0263
.0484
.0390
.0310
.0547
.0442
.0353
.0286
Table 1.11: Critical Values and Probabilities for T of Cubic Regression
n lo o F,'(fo) FA(1o +1) -I(ko) F (ko0+1) k 1 11 F,(l) FP(f-1) Fr(i) F,( 1 -1)
NA
.0036
.0011
.0036
.0012
.0047
.0018
.0042
.0016
.0044
.0018
.0040
.0016
.0035
.0015
.0031
.0013
.0029
.0013
.0025
.0047
.0022
.0039
.0020
.0034
.0016
.0028
.0050
.0025
.0041
.0021
.0033
.0018
.0028
.0046
.0025
.0040
.0020
.0032
.0049
NA
.0261
.0098
.0313
.0129
.0254
.0110
.0248
.0109
.0204
.0093
.0183
.0084
.0150
.0071
.0132
.0064
.0111
.0054
.0096
.0157
.0081
.0133
.0069
.0110
.0057
.0093
.0146
.0078
.0121
.0068
.0099
.0055
.0084
.0125
.0072
.0107
.0059
.0089
.0128
.0113
.0036
.0098
.0036
.0129
.0047
.0110
.0248
.0109
.0204
.0093
.0183
.0084
.0150
.0071
.0132
.0221
.0111
.0186
.0096
.0157
.0249
.0133
.0206
.0110
.0173
.0093
.0146
.0217
.0121
.0183
.0099
.0150
.0215
.0125
.0183
.0107
.0151
.0217
.0128
.0637
.0261
.0707
.0313
.0564
.0254
.0529
.0839
.0424
.0721
.0377
.0592
.0308
.0501
.0264
.0414
.0630
.0353
.0515
.0291
.0439
.0626
.0365
.0524
.0305
.0435
.0257
.0371
.0511
.0306
.0431
.0258
.0361
.0490
.0304
.0417
.0258
.0349
.0468
.0294
*Po(T11 = 9) = .0254, Po(T13 = 10) = .0582, Po(T1 4 = 11) = .0425
*A critical region for n=12 at the 0.01 level is T12 < 3.
*A critical region for n=13 at the 0.01 level is T13 < 4. Alternatively one can use T = 11.
*A critical region for n=14 at the 0.01 level are T 14 < 4 or T 14 > 12.
Bold fonts indicate entries different for quadratic and cubic regressions.
NA
NA
NA
NA
.0036
.0022
.0014
.0009
.0006
.0041
.0028
.0018
.0012
.0009
.0039
.0026
.0018
.0012
.0046
.0034
.0022
.0016
.0012
.0038
.0027
.0020
.0015
.0041
.0030
.0022
.0015
.0042
.0033
.0024
.0017
.0043
.0033
.0023
.0018
.0044
NA
NA
NA
NA
.0312
.0217
.0142
.0097
.0064
.0239
.0171
.0119
.0081
.0058
.0181
.0131
.0094
.0067
.0184
.0137
.0098
.0073
.0054
.0139
.0101
.0076
.0055
.0136
.0102
.0077
.0056
.0129
.0101
.0077
.0056
.0124
.0097
.0073
.0057
.0121
NA
.0142
.0094
.0056
.0036
.0217
.0142
.0097
.0064
.0239
.0171
.0119
.0081
.0058
.0181
.0131
.0094
.0250
.0184
.0137
.0098
.0245
.0182
.0139
.0101
.0233
.0177
.0136
.0102
.0221
.0170
.0129
.0101
.0207
.0159
.0124
.0248
.0193
.0153
.0121
NA
.1065
.0676
.0481
.0312
.0934
.0687
.0481
.0346
.0867
.0637
.0473
.0341
.0253
.0603
.0448
.0338
.0720
.0549
.0423
.0318
.0649
.0507
.0396
.0305
.0596
.0464
.0368
.0286
.0540
.0427
.0337
.0269
.0491
.0392
.0311
.0555
.0446
.0360
.0288
Normal Design Points
For design points which are a random normal sample rearranged in ascending order,
Theorem 7 gives an O(n- 05 v/logn) upper bound. We will investigate this upper
bound through simulations.
For each n = 10, 20, .. ., 100, we generate 100 random normal samples with each
sample having size n. We then rearrange each sample in ascending order to obtain
a set of n design points X. For each set of design points, we perform simulation as
we did with equally spaced design points but with N = 5 . 105 iterations instead of
N = 5- 10'. In each iteration i, we generate n i.i.d. N(0, 1) errors and perform linear
regression and calculate Tn(i) and f(). The sample average Sx := I T(') - T')
will be an estimator of Ex[Tn - Tn] and S= n E Sx is an estimator of E[Tn -
Ta]. For n = 10, 20, ..., 100, our simulations give S '0.4799, 0.3870, 0.3367, 0.3037,
0.2797, 0.2612, 0.2464, 0.2340, 0.2236, 0.2146. The sample correlation between S
and (flog n/n)n=o,20,...,100 is 0.9996 while the sample correlation between S and
(1//n)n=o,20,...,100 is 0.9932. Linearly regressing S against (Vlogn/n)n=o, 20 ,...,100
gives MSE = 8.69 10-7 and 7 residual turning points (compared to a maximum
possible of 10 - 2 8) so the linear regression model seems a good one. Theorem
7 appears from this evidence to be sharp. The regression slope is 0.3608 and the
intercept is 0.0120.
The critical values of Tn with normal design points generally agree with those of
Tn except in cases where some cumulative probabilities of Tn are very close to .025
or 0.05. From the simulations, the critical values of T,, and Tn agree for all of 100
sets of design points at the .05 level except for n = 12, 19, 20, 33 and 44. For n = 12,
the lower one-sided test for Tn has its critical value equal to 3 but with probability
Pr(Tn 4) = .0529 close to .05. The critical value of Tn equals 3 for 32 out of 100 sets
of normal design points and equals 4 for the rest where Pr(Tn 4) becomes less than
.05. For n = 19, the lower one-sided test for T,, has its critical value equal to 7 with
probability Pr(Tn 8) = .0523. The critical value of Tn equals 7 for 98 out of 100
sets of normal design points and equals 8 for the other two. For n = 20, the two-sided
test for T has a critical value equal to 7 with probability Pr(To 5 8) = .0255. The
critical value of T, of the two-sided test equals 7 for 32 out of 100 sets of normal
design points and equals 8 for the rest. For n = 33, the upper one-sided test for T"
has its critical value equal to 25 with probability Pr(T, 2 25) = .0493 but the critical
value of T equals 26 for all of 100 sets of normal design points. Finally for n = 44,
the lower one-sided test for Tn has its critical value equal to 22 with probability
Pr(Tn < 23) = .0504. The critical value of Tn equals 22 for 78 of 100 sets of normal
design points and equals 23 for the rest.
General Design Points
For non-equally spaced design points, Proposition 5 gives us theoretical evidence
that the distribution of Tn will not necessarily get close to that of T. From the
proof of Proposition 5, we can see that the difference between T, and Tn is more
likely to be large if most design points are very close to the mean with a few outliers
positioned very far from each other and the rest of the design points. Motivated by
this observation, we choose the design points to be arranged in the following manner:
for even n > 10, X1 = 0, X 2 - X1 = 1, Xn - Xn_1 = 1 and Xi - Xi_1 = 10-8
for i = 3, ... , n - 1. Then we perform simulations just as what we described at the
beginning of the section but we used N = 105 independent iterations instead of
N - 10'. In the following table, we use T, to denote the average of Tn and Tn the
average of T, over N - 10' independent iterations.
Table 1.12: Estimate of E[Tn], E[Tf] and E[T - T,] and E[bJ]
n1 T_ Tn Tn -Tn JTn- TJ b3
10 5.33437 5.39184 0.05747 0.29467 0.56411
20 12.00204 12.06149 0.05945 0.29439 0.56233
50 31.99161 32.05209 0.06048 0.29414 0.56340
100 65.30487 65.36367 0.05880 0.29258 0.56300
500 331.99233 332.04568 0.05335 0.29521 0.56141
1000 665.33015 665.38788 0.05773 0.29010 0.56385
Note that by Theorem 1, for N = 105 and n = 1000 the standard deviation of To
is 9 0.04212 and therefore the difference between T, and T is only slightly
larger than standard deviation of T . It is interesting to see that T, tends to be larger
than T.
We know that b has N(0, o-/S) distribution. With the given design points and
o- = 1, o-/Sk ~ 1/2. Therefore |bi follows a half normal distribution with expectation
and variance approximately equal to /i 0.5642 and 1/2(1 - 2/7r) = 0.1817. The
former is consistent with |b| obtained from simulations.
1.6 Examples
Example 1. In this example, we consider atmospheric densities measured by Smith
et al. (1971). A rocket was launched into the upper atmosphere. Instruments and
devices carried by the rocket and on the ground measured elevations of the rocket and
the local air density. Data are given in the table accompanying Figure 23 of Smith
et al. (1971) for elevations of m km. for m = 33, 34, .. , 130 from such an experiment
conducted in 1969. We chose to analyze the data only for the n = 48 measurements
up to the altitude of 80 km. This range of altitudes corresponds to the stratosphere
and mesosphere. In the paper by Smith et al. (1971, p. 5), the authors estimated that
the errors were ±1% for altitudes under 84 km. but became 4% or more at higher
elevations. Here we plot the density vs. the altitude.
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Figure 1-1: Air Density vs Altitude.
As the altitude increases, the density decreases to zero so we would like to explore
the relation between log density and the altitude. We first apply linear regression
to the log of the air density against the altitude. The residual sum of squares is
RSS = 0.2168 and the mean square error is MSE = RSS/(n - 2) = 0.0047. (In
general, for a kth order polynomial regression model, MSE is RSS/(n - k - 1) and
MLE is RSS/n.)
The square root of MSE is then 0.0686 which is very small compared to 7.6027, the
absolute value of the average log air density. Figure 1-2 also shows that the residuals
are very small. However, there are 12 turning points among the residuals while for
n = 48, the critical value is 22 for the two-sided 0.01 level turning point test and is 23
for the one-sided 0.01 level turning point test. Figure 1-3 also indicates the residuals
form a cubic kind of pattern that is first convex and then concave. Therefore there
is strong evidence against a linear relation between the log of the air density and the
altitude.
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Figure 1-2: Linear Regression of Log Density vs Altitude.
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Figure 1-3: Residuals of Linear Regression of Log Density vs Altitude.
Next we apply quadratic regression to the log of the air density against the alti-
tude. The mean square error of the quadratic regression is MSE = RSS/(n - 3) =
0.0039 which is slightly less than that of the linear regression (Figure 1-4). We find
9 turning points among the residuals while for n = 48, the critical value is 22 for the
two-sided 0.01 level turning point test and is 23 for the one-sided 0.01 level turning
point test. Moreover, one still sees a clear cubic pattern in the residuals (Figure
1-5). Therefore there is also strong evidence against the log of the air density being
a quadratic function of the altitude.
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Figure 1-4: Quadratic Regression of Log Density vs Altitude.
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Figure 1-5: Residuals of Quadratic Regression of Log Density vs Altitude.
Then we apply cubic regression to the log of the air density against the altitude.
The mean square error is MSE = 2.0669 - 10-4 which is much smaller than that of
linear and quadratic regression. The residuals are very small (Figure 1-6) and the
cubic pattern has disappeared in Figure 1-7, the residual plot.
However, we find 22 turning points among the residuals while for n =_ 48 the
critical values is 22 for the two-sided 0.01 level turning point test and is 24 for the
two-sided 0.05 level turning point test. Therefore there is also evidence against the
log of the air density being a cubic function of the altitude despite the residual plot
not showing a very clear pattern.
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Figure 1-6: Cubic Regression of Log Density vs Altitude.
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Figure 1-7: Residuals of Cubic Regression of Log Density vs Altitude.
Quartic Regression does not perform well either. The mean square error is MSE =
2.0103- 10-4 which is only slightly less than that of the cubic regression. The number
of residual turning points is 20.
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Figure 1-8: Quartic Regression of Log Density vs Altitude.
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Figure 1-9: Residuals of Quartic Regression of Log Density vs Altitude.
5th order polynomial regression gives 24 residual turning points with MSE
1.0337 10-4 and 6th order polynomial regression gives 26 residual turning points
with MSE = 1.0539- 10-5. Despite being close to the critical values, they will not
be rejected by the 0.01 level turning point test although the 5th order model is
rejected by the two-sided and one-sided 0.05 level turning point test. The 5th order
polynomial regression model also gives the smallest Bayesian Information Criterion
BIC = -2log(Maximum Likelihood) + dlog(n) = n log(MLE) + n(1 + log(27r)) +
d log(n) where d is the number of parameters in the model and is equal to k +2 if we
use kth order polynomial regression with unknown ou.
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Figure 1-10: Residuals of 5th Order Polynomial Regression of Log Density vs Altitude.
Finally we summarize the results we have obtained so far in the following table.
Table 1.13: Summary
Model Ta MSE MLE BIC
Linear 12 0.0047 0.0045 -111.3724
Quadratic 9 0.0039 0.0036 -118.0933
Cubic 22 2.0669- 10- 4 1.8947- 10- 4 -255.8482
Quartic 20 2.0103- 104 1.8009- 10- 4 -254.4123
5th Order 24 1.0337- 10-4  9.0447- 10~ 5 -283.5991
6th Order 26 1.0539- 10-4 9.0019 -10- 5 -279.9559
7th Order 25 1.0710. 10-4 8.9247- 10-5 -276.4978
8th Order 24 9.9605- 10~5 8.0929. 10-5 -277.3227
9th Order 25 8.7764. 10- 5 6.9480- 10- 5 -280.7733
10th Order 26 8.9836- 10-5 6.9248. 10- 5 -277.0624
11th Order 26 9.2160- 10-5 6.9120- 10-5 -273.2803
A well known atmospherical model was published by the US government in 1976
(US Standard Atmosphere). It is also the most recent version the US government has
published. In this model, the Earth's atmosphere is divided into multiple layers and
in each layer, the air density is modelled approximately as an exponential function
in altitude. In particular, there are four zones between the altitude of 33000 M.
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and 80000 M. with 47000 M., 51000 M. and 71000 M. defining the boundaries of
these zones. Motivated by this model, we also tried fitting cubic splines using least
square error with knots at 47000 M., 51000 M. and 71000 M. so the model has 8
parameters which includes the unknown variance of errors. We obtained MSE =
1.1012- 10-4 , MLE = 9.4057 - 10- and BIC = -277.8496. The number of residual
turning points is 26.
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Figure 1-11: Residuals of Cubic Spline Regression of Log Density vs Altitude.
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Chapter 2
Power of Turning Point and
Convexity Point Tests against
Quadratic Alternatives
In this chapter, we investigate the power of the one-sided and two-sided turning
point tests and the (two-sided) convexity point test (Dudley and Hua, 2009) against
quadratic alternatives. Throughout the chapter, by "one-sided" turning point test we
mean the lower one-sided test as in Table 1.3. We will assume that the design points
are equally spaced, in which case the turning point statistics of residuals and errors
become close quickly (Theorem 6).
The quadratic alternatives will have the following form:
Yi = a X? + ei, (2.1)
where Xi are non-random and ej are i.i.d. N(0, a2 ). Note that if we let Y' = Yi/u we
can write Y' as
Y = aX,,+ Fj= aX,+2's
i Y
where E' are iLi.d. N(0, 1). Since ' is a constant multiple of Yj, if we apply linear
regression to Y' the regression coefficients as well as the residuals will also be constant
multiples of those obtained from linear regressions for Yi. Hence it suffices to consider
the alternatives where u = 1. Furthermore a(cXi) 2 = ac2 Xi so a change of scale in
Xi is equivalent to a change of scale in a while keeping Xi fixed. So we can always
assume that Xi are equally spaced with distance 1 between consecutive points.
If we were to consider alternatives of the form Yi = aX2 + #Xi + 7 + Ei for
constants 3 and 'y then the slope and intercept of the fitted simple linear regression
would change but the changes would cancel in finding the residuals, so the residuals
and their numbers of turning points or convexity points would be the same as for the
model (2.1). Therefore to study the power of our tests it suffices to consider quadratic
alternatives in the form of equation (2.1) with varied a and fixed Xi and a = 1. We
will simply use the numbers 1, 2,. ., n as our design points.
For fixed a and n, we run N 50000 iterations. In each iteration we generate
n i.i.d. N(0, 1) points as errors to obtain Y = aX + Ei. Then we perform linear
regression of Y on Xi and obtain residuals. We calculate the number of turning points
T and the number of convexity points Na among the residuals. For n ; 50 we can
refer to tables to decide whether to reject the null or not. For n > 50 we can use
normal approximations to find critical values. If the total number of rejections is r for
the turning point test (resp. convexity point test), then P = r/N will be an estimate
of the power of the test. If the power of our test is too small, say it is less than 0.05,
then our test cannot statistically distinguish between the null and alternative at 0.05
level at all. For such small power, there is no need to give an accurate estimate anyway
so we may focus on the case where the power p > 0.05 in which case Np > 2500 so
we can use the plug-in confidence interval N t ( - where 1.96 or 2.576 for
a 95% or 99% interval. Since 2.576 A < 2.52. 10-, our estimate of each powerN
will be accurate to the 2nd decimal place with 99% confidence.
Simulation was carried out for the three tests at 0.01 and 0.05 levels for selected
n between 20 and 100 and values of a to be shown. First, the following three tables
list the powers of the tests for n = 20, 50, 100.
Table 2.1: Power of One-sided Turning Point Test at 0.01 and 0.05 Levels
n,a 20, 0.01 20, 0.05 50, 0.01 50, 0.05 100, 0.01 100, 0.05
a = 1 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
a - 0.5 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
a 0.4 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
a - 0.3 0.9979 0.9982 1.0000 1.0000 1.0000 1.0000
a - 0.2 0.9473 0.9499 1.0000 1.0000 1.0000 1.0000
a - 0.1 0.3934 0.4541 1.0000 1.0000 1.0000 1.0000
a = 0.05 0.0590 0.1110 0.9428 0.9849 1.0000 1.0000
a 0.04 0.0337 0.0716 0.7633 0.8988 1.0000 1.0000
a = 0.03 0.0186 0.0504 0.4133 0.6350 1.0000 1.0000
a = 0.02 0.0098 0.0358 0.1095 0.2639 0.9916 0.9968
a = 0.01 0.0069 0.0278 0.0155 0.0669 0.3262 0.4865
a = 0.005 0.0058 0.0261 0.0065 0.0392 0.0395 0.0949
Table 2.2: Power of Two-sided Turning Point Test at 0.01 and 0.05 Levels
n, a 20, 0.01 20, 0.05 50, 0.01 50, 0.05 100, 0.01 100, 0.05
a = 1 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
a = 0.5 0.9991 1.0000 1.0000 1.0000 1.0000 1.0000
a = 0.4 0.9940 0.9999 1.0000 1.0000 1.0000 1.0000
a = 0.3 0.9563 0.9981 1.0000 1.0000 1.0000 1.0000
a = 0.2 0.7368 0.9485 1.0000 1.0000 1.0000 1.0000
a = 0.1 0.1448 0.3956 1.0000 1.0000 1.0000 1.0000
a = 0.05 0.0128 0.0655 0.9376 0.9817 1.0000 1.0000
a = 0.04 0.0079 0.0438 0.7353 0.8808 1.0000 1.0000
a = 0.03 0.0057 0.0317 0.3565 0.5788 1.0000 1.0000
a = 0.02 0.0049 0.0293 0.0758 0.2005 0.9807 0.9926
a = 0.01 0.0043 0.0273 0.0090 0.0423 0.2387 0.3845
a = 0.005 0.0046 0.0276 0.0064 0.0266 0.0234 0.0639
Table 2.3: Power of Convexity Point Test at 0.01 and 0.05 Levels
n,a 20, 0.01 20, 0.05 50, 0.01 50, 0.05 100, 0.01 100, 0.05
a = 1 0.8932 0.9752 0.9999 1.0000 1.0000 1.0000
a = 0.9 0.8254 0.9527 0.9993 0.9999 1.0000 1.0000
a = 0.8 0.7303 0.9102 0.9972 0.9994 1.0000 1.0000
a = 0.7 0.6018 0.8388 0.9858 0.9964 1.0000 1.0000
a = 0.6 0.4582 0.7382 0.9467 0.9822 0.9998 1.0000
a = 0.5 0.3058 0.5973 0.8383 0.9281 0.9962 0.9996
a = 0.4 0.1730 0.4335 0.6209 0.7847 0.9591 0.9926
a = 0.3 0.0757 0.2672 0.3306 0.5284 0.7583 0.9219
a = 0.2 0.0246 0.1327 0.1066 0.2332 0.3355 0.6197
a = 0.1 0.0062 0.0526 0.0178 0.0571 0.0529 0.1936
a = 0.05 0.0029 0.0362 0.0056 0.0239 0.0138 0.0737
Overall, the tables show that for fixed n and a < 1, both one-sided and two-sided
turning point tests are more powerful than the convexity point test. To compare the
power of the convexity point test with the one-sided turning point test, we choose
n such that the probability of rejecting the null is approximately the same for both
tests. Let pc(n) be the type one error of the convexity point test and p1 (n) the type
one error of the one-sided test. These include n = 34, 47 at the 0.05 level where
Pi( 3 4 ) - pc(3 4 ) = 0.0009 and pi( 4 7 ) - pc( 4 7 ) = 0.0007 and n = 31, 38 for the 0.01
level where pi(3 1) - pc( 3 1) = -0.0003 and p1( 3 8 ) - pc( 3 8 ) = 0.0001.
Table 2.4: Power Comparison of Convexity Point Test and One-sided
Tests at Given Levels
Turning Point
n, a 34, 0.05 47, 0.05 31, 0.01 38, 0.01
a = 1.0 .9989 1.0000 1.0000 1.0000 .9934 1.0000 .9989 1.0000
a = 0.9 .9967 1.0000 .9999 1.0000 .9833 1.0000 .9955 1.0000
a = 0.8 .9891 1.0000 .9994 1.0000 .9573 1.0000 .9855 1.0000
a = 0.7 .9713 1.0000 .9962 1.0000 .9031 1.0000 .9544 1.0000
a = 0.6 .9207 1.0000 .9843 1.0000 .8024 1.0000 .8828 1.0000
a = 0.5 .8167 1.0000 .9384 1.0000 .6366 1.0000 .7393 1.0000
a = 0.4 .6363 1.0000 .8087 1.0000 .4248 1.0000 .5189 1.0000
a = 0.3 .3985 1.0000 .5717 1.0000 .2204 1.0000 .2762 1.0000
a = 0.2 .1808 1.0000 .2772 1.0000 .0803 1.0000 .0943 1.0000
a = 0.1 .0547 .9912 .0831 1.0000 .0187 .9501 .0212 .9985
a = 0.05 .0289 .5463 .0397.9588 .0081 .3218 .0076 .6254
a = 0.04 .0257 .3318 .0350 .8169 .0079 .1559 .0069 .3703
a = 0.03 .0211 .1696 .0320 .5185 .0067 .0631 .0069 .1506
a = 0.02 .0203 .0716 .0269 .2004 .0055 .0226 .0051 .0413
a = 0.01 .0203 .0316 .0248 .0509 .0061 .0074 .0054 .0095
a = 0.005 .0205 .0250 .0251 .0324 .0054 .0051 .0045 .0059
Similarly, to compare the power of the convexity point test with the two-sided
turning point test, we take n such that the probability of rejecting the null is approx-
imately the same for both tests. Let P2(n) be the type one error of the two-sided
test. These include n =20.40 at the 0.05 level where P2( 4 .) - pc(4 ) 0.0000 and
P2(2 0) - pc(2 0) -000010, and n = 24, 38 for the 0.01 level where P2( 2 4 ) - pc( 24 )
0.0001 and P2( 3 8 ) - p1(3 8 ) .0.0005.
Convexity Point vs. One-sided Turning Point
Table 2.5: Power Comparison of Convexity Point Test and Two-sided Turning Point
Test at Given Levels
Convexity Point vs. Two-sided Turning Point
n,a 20, 0.05 40, 0.05 24, 0.01 38, 0.01
a = 1.0 .9752 1.0000 .9999 1.0000 .9686 1.0000 .9989 1.0000
a = 0.9 .9527 1.0000 .9996 1.0000 .9389 1.0000 .9955 1.0000
a = 0.8 .9102 1.0000 .9980 1.0000 .8834 1.0000 .9855 1.0000
a = 0.7 .8388 1.0000 .9918 1.0000 .7905 1.0000 .9544 1.0000
a = 0.6 .7382 1.0000 .9697 1.0000 .6609 1.0000 .8828 1.0000
a = 0.5 .5973 1.0000 .9070 1.0000 .4901 1.0000 .7393 1.0000
a = 0.4 .4335 .9999 .7695 1.0000 .3082 1.0000 .5189 1.0000
a = 0.3 .2672 .9981 .5420 1.0000 .1531 1.0000 .2762 1.0000
a = 0.2 .1327 .9485 .2738 1.0000 .0567.9951 .0943 1.0000
a = 0.1 .0526 .3956 .0887.9998 .0147 .6397 .0212 .9892
a = 0.05 .0362 .0655 .0475 .7902 .0067 .1053 .0076 .4193
a = 0.04 .0322 .0438 .0419 .5480 .0061 .0519 .0069 .2036
a = 0.03 .0319 .0317 .0387 .2701 .0057 .0250 .0069 .0671
a = 0.02 .0301 .0293 .0365 .0906 .0056 .0123 .0051 .0151
a = 0.01 .0285 .0273 .0346 .0387 .0054 .0058 .0054 .0055
a 0.005 .0273 .0276 .0332 .0340 .0051 .0049 .0045 .0055
To compare the power of the one-sided and two-sided turning point tests, we
choose n in the same way. Let P2(n) be the type one error of the two-sided test. For
.= 37,48 at the 0.05 level we havep( 3 7) -P2( 3 7) = -0.0003 and p( 48 ) -P2( 4 8 )
0.0010. For n 29,38 at the 0.01 level we have p( 29 ) - P2( 2 9 ) 0 .0001 and
.0 1.000- P2( 38 ) 1 -0.0004.
Table 2.6: Power Comparison of One-sided and Two-sided Turning Point Tests at
Given Levels
One-sided Power vs. Two-sided Power
a.6 37, 0.05 48, 0.05 29, 0.01 38, 0.01
a = 0.3 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
a = 0.2 1.0000 1.0000 1.0000 1.0000 .9999 .9998 1.0000 1.0000
a = 0.1 .9984 .9985 1.0000 1.0000 .8456 .8344 .9985 .9892
a = 0.05 .6976 .6495 .9837 .9529 .2006 .1518 .6254 .4193
a = 0.04 .4680 .4061 .9001 .7998 .0991 .0657 .3703 .2036
a = 0.03 .2449 .1825 .6448 .4809 .0436 .0240 .1506 .0671
a = 0.02 .0996 .0633 .2790 .1656 .0172 .0087 .0413 .0151
a = 0.01 .0397 .0320 .0777 .0461 .0085 .0059 .0095 .0055
a = 0.005 .0298 .0282 .0461 .0353 .0065 .0060 .0059 .0055
By comparing the above two tables, we see that the one-sided turning point test
is more powerful than the two-sided turning point test when they have similar type
one errors while the convexity point test is the least powerful. In particular, this
trend holds for n = 38, level 0.01, where all three tests have similar type one error
probabilities.
We also did some simulation for n = 1000 but with a much smaller N = 5000.
For both one-sided and two-sided turning point tests, the power stays close to 1 for
a > 0.001 and then starts decreasing. For a = 0.0005, the power is about 0.18 for the
0.01 level tests and 0.36 for the 0.05 level tests. For a = 0.0001, the power is about
0.01 for the 0.01 level test and 0.05 for the 0.05 level test. For the convexity point
test, the power stays close to 1 for a > 0.1 and then starts decreasing. For a = 0.05,
the power is about 0.22 for the 0.01 level test and 0.43 for the 0.05 level test. For
a = 0.01, the power is about 0.01 for the 0.01 level test and 0.05 for the 0.05 level
test.
The tests have their powers increasing as n gets larger for any fixed a. For fixed n,
their powers decrease as a gets smaller (there is an exception for the turning point test
with n = 20 but the difference is at the 4th decimal place which cannot be estimated
accurately with N = 50000). For the same a the two turning point tests always have
more power. Both turning point and convexity point tests have critical values for a
such that if a is larger than the critical value the power is close to 1 but if a is below
the critical value the power decreases very fast.
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