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BAB I 
PENDAHULUAN 
 
1.1 Latar Belakang 
Penelitian tentang fungsi produksi telah lama dilakukan. Pada tahun 1928, Charles Cobb 
dan Paul Douglas menerbitkan hasil penelitian mengenai pemodelan pertumbuhan ekonomi 
Amerika Serikat selama periode 1899-1922, [Stewart, 2003]. Pada penelitian tersebut didapatkan 
bahwa hasil produksi ditentukan oleh banyaknya tenaga kerja yang terlibat dan banyaknya modal 
yang ditanamkan. Fungsi yang digunakan untuk memodelkan produksi berbentuk 
dg KALKLF =),(    (1.1) 
dengan F adalah total produksi, L adalah banyak tenaga kerja, dan K adalah banyak modal yang 
ditanamkan, dan A, g , δ adalah konstanta dari faktor produksi, [Stewart, 2003].  
Fungsi produksi (1.1) dapat diaplikasikan dalam perusahaan perseorangan, firma, sampai 
masalah ekonomi global, dengan catatan meskipun parameter yang digunakan lebih dari satu 
tetapi fungsi produksi ini hanya terbatas untuk menghasilkan satu output. Fungsi ini dikenal 
sebagai fungsi produksi Cobb- Douglas [Khaled, 2007]. 
Penelitian tentang fungsi produksi Cobb-Douglas dalam bidang pariwisata telah 
dilakukan oleh Khaled (2007) di Mesir, yang mengambil variabel jumlah tenaga kerja, jumlah 
kamar yang dipakai, dan jumlah pendapatan dalam negeri. Peneliti memilih Kota Surakarta, 
salah satu kota di Indonesia sebagai subyek penelitian karena memiliki karakteristik yang 
berbeda dengan Mesir. Surakarta merupakan sebuah kota di Provinsi Jawa Tengah yang 
mempunyai peringkat kesepuluh terbesar di Indonesia. Kota Surakarta memiliki beberapa objek 
pariwisata, misalnya Keraton Kasunanan, Istana Mangkunegaran, Kampung Batik Kauman, 
Kampung Batik Laweyan, Museum Batik Wuryaningratan, Museum Radya Pustaka, Taman 
Satwa Taru Jurug dan Taman Rekreasi Sriwedari, city walk, dan lain-lain. Oleh karenanya 
penulis tertarik menerapkan fungsi produksi Cobb-Douglas di bidang pariwisata kota Surakarta. 
Dalam rangka peningkatan kualitas potensi wilayah Kota Surakarta, kebijakan 
pembangunan diarahkan pada tiga bidang strategis yaitu ekonomi, sosial budaya dan 
pemerintahan, serta fisik dan infrastruktur. Salah satu strategi yang diambil oleh Badan 
Perencanaan Daerah (BAPEDA) Kota Surakarta dalam bidang ekonomi yaitu meningkatkan 
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kontribusi sektor pariwisata dalam struktur ekonomi melalui obyek-obyek wisata yang berbasis 
ekonomi kerakyatan dan kelestarian lingkungan [BAPEDA Kota Surakarta, 2004]. 
Banyak turis domestik maupun mancanegara yang berkunjung ke Surakarta, sehingga 
dibutuhkan sarana dan prasarana penunjang seperti hotel, restoran, kolam renang dan lain-lain. 
Hotel di Surakarta sangat mudah ditemukan, mulai dari hotel bintang 5 hingga hotel melati. 
Statistik tingkat hunian hotel yang diperoleh dari Dinas Pariwisata Seni dan Budaya Kota 
Surakarta menunjukkan angka 3 tahun terakhir, yaitu tahun 2005 dari 588.642 turun 8,26 %, 
2006 dari 12.541 naik 37 %, dan 2007 dari 738.320 naik 9,16 %. Berdasarkan Peraturan Daerah 
Kota Surakarta Nomor 9 Tahun 2002, Bab III Pasal 5 disebutkan tarip pajak hotel ditetapkan 
sebesar 10% (sepuluh persen) dari jumlah pembayaran [Dinas Pendapatan Daerah Kota 
Surakarta, 2007]. Banyaknya wisatawan yang tinggal di hotel akan memberikan pendapatan 
pajak hotel. Semakin tinggi tingkat hunian hotel maka akan semakin tinggi pula pemasukan 
pendapatan bagi Kota Surakarta. Jumlah tenaga kerja hotel yang melayani juga akan 
berpengaruh terhadap tingkat hunian hotel. 
Jumlah tenaga kerja dan pengunjung hotel merupakan data yang dapat dijadikan variabel 
produksi untuk fungsi produksi pendapatan pajak hotel di Kota Surakarta. Jika disubstitusikan ke 
persamaan (1.1), maka F(L,K) adalah fungsi pendapatan pajak hunian hotel, L adalah jumlah 
tenaga kerja, dan K adalah jumlah pengunjung hotel, g , δ koefisien variabel produksi,  dan A 
adalah konstanta dari jumlah tenaga kerja dan jumlah pengunjung hotel. Penulis tertarik 
menggunakan fungsi produksi Cobb-Douglas karena dari 2 variabel produksi hanya 
menghasilkan satu fungsi produksi, dan hal ini sesuai dengan model fungsi Cobb-Douglas.  
1.2 Perumusan Masalah 
Berdasarkan latar belakang masalah, disusun perumusan permasalahan sebagai berikut. 
1. Bagaimana penerapan fungsi produksi Cobb-Douglas dalam mengestimasi pendapatan 
pajak hotel Kota Surakarta  berdasarkan jumlah tenaga kerja dan pengunjung hotel. 
2. Bagaimana menginterpretasikan fungsi produksi yang telah diperoleh. 
1.3 Batasan Masalah 
Data yang digunakan merupakan data pajak, tenaga kerja, dan pengunjung hotel bulan 
Januari 2006 sampai September 2008. 
1.4 Tujuan Masalah. 
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Tujuan penelitian ini adalah sebagai berikut. 
1. Dapat menerapkan fungsi produksi Cobb-Douglas dalam mengestimasi pendapatan 
pajak hotel Kota Surakarta  berdasarkan jumlah tenaga kerja dan pengunjung hotel. 
2. Dapat menginterpretasikan fungsi produksi yang telah dirumuskan. 
1.5 Manfaat Penelitian 
Manfaat dari penulisan penelitian ini diharapkan dapat mengetahui jenis skala usaha 
produksi pendapatan pajak hotel Kota Surakarta berdasarkan jumlah tenaga kerja dan 
pengunjung hotel, sehingga dapat memperkirakan masukan input untuk mendapatkan output 
yang maksimal pada periode setelah penelitian. 
BAB II 
LANDASAN TEORI 
Ada dua sub bab yang akan dibahas pada landasan teori ini, yaitu tinjauan pustaka dan 
kerangka pemikiran. Tinjauan pustaka berupa pengertian-pengertian yang berhubungan dengan 
pembahasan aplikasi fungsi Cobb-Douglas. Melalui kerangka pemikiran akan digambarkan 
langkah dan arah penulisan untuk mencapai tujuan penelitian. 
2.1 Tinjauan Pustaka 
Untuk mencapai tujuan penelitian diperlukan teori-teori yang relevan dalam pembahasan 
meliputi fungsi produksi Cobb-Douglas, model regresi linear, metode kuadrat terkecil, uji asumsi 
klasik, autokorelasi, uji kecocokan model dan uji parsial koefisien regresi. 
2.1.1 Fungsi Produksi Cobb-Douglas 
Fungsi produksi adalah suatu hubungan matematis yang menggambarkan suatu cara 
dengan jumlah dari hasil produksi tertentu tergantung dari jumlah input tertentu yang digunakan. 
Suatu fungsi produksi memberikan keterangan mengenai hasil yang mungkin diharapkan apabila 
faktor produksi dikombinasikan. Beberapa contoh fungsi produksi antara lain fungsi produksi 
Cobb-Douglas, CES (Constant Elasticity of Substitution), dan leontif. Jones (2005) menjelaskan 
bahwa fungsi produksi dalam jangka panjang mereduksi ke fungsi produksi Cobb-Douglas (1.1). 
Fungsi produksi CES merupakan turunan fungsi produksi Cobb-Douglas yang mempunyai skala 
usaha produksi tetap, dan fungsi produksi leontif merupakan turunan dari fungsi produksi CES. 
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Bentuk fungsi Cobb Douglas adalah non linear, maka untuk mendapatkan koefisien dari 
variabel produksi perlu dibawa kedalam bentuk lognatural yaitu  
KLAKLF lnlnln),(ln dg ++=       (2.1) 
sehingga mempunyai bentuk yang identik dengan regresi linier dengan dua variabel independen 
yaitu 
  
              (2.2) 
 dengan Y= ln F(L,K), 0b = ln A, 1b = γ, 2b = δ, X1 = ln L, X2 = ln K. 
2.1.2 Skala Usaha Produksi (Return to Scale) 
Skala usaha produksi adalah respon dari hasil produksi pada proporsi yang diambil dari 
input [Gujarati, 1995]. Terdapat tiga macam skala usaha produksi, yaitu. 
1.   Skala usaha produksi menurun (decreasing return to scale) 
Jika  maka terjadi skala usaha produksi menurun yang berarti bahwa proporsi 
kenaikan output lebih kecil dari proporsi kenaikan input. 
2.   Skala usaha produksi tetap (constant return to scale) 
Jika  maka terjadi skala usaha produksi tetap yang berarti bahwa proporsi 
kenaikan semua input sama dengan proporsi kenaikan output, dengan , . 
3.   Skala usaha produksi meningkat (increasing return to scale) 
Jika  maka terjadi skala usaha produksi meningkat yang berarti bahwa proporsi 
kenaikan output lebih besar dari proporsi kenaikan input. 
2.1.3 Model Regresi Linear 
Model regresi adalah suatu cara untuk mengetahui pengaruh variabel bebas X terhadap 
variabel tak bebas Y. Model regresi dikatakan linear jika melibatkan satu atau lebih variabel 
bebas dan fungsi regresinya linear [Neter dan Wasserman, 1997]. Secara umum, model regresi 
linear yang melibatkan p variabel bebas dapat dinyatakan sebagai 
           i = 1, 2, ..., n (2.3) 
dengan Yi adalah variabel respon pada pengamatan ke-i,   adalah parameter Xi adalah 
nilai variabel bebas pada pengamatan ke-i, dan εi adalah sesatan random yang berdistribusi 
22110 XXY bbb ++=
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normal dengan εi ~N(0,  dimana sesatannya tidak saling berkorelasi [Montgomery dan Peck, 
1992]. 
2.1.4 Metode Kuadrat Terkecil 
Parameter , , ...,  pada model regresi linear (2.3) tidak diketahui, sehingga perlu 
diestimasi. Untuk mengestimasi parameter tersebut digunakan metode kuadrat terkecil yaitu 
meminimimumkan jumlahan kuadrat sesatan. Misal estimasi parameter , , ...,  secara 
berturut-turut adalah b0, b1, ..., bp. Dari persamaan (2.3) dapat ditentukan jumlahan kuadrat 
sesatannya, yaitu 
    (2.4) 
Untuk meminimumkan (2.4) dicari turunan J secara parsial terhadap , j= 0, 1, 2, ..., p dan 
menyamakannya dengan nol sehingga diperoleh , 
 
 
 
 
 
Kemudian parameter , , ...,  diganti dengan estimatornya yaitu b0, b1, ..., bp. 
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  (2.5) 
Dari (2.5) diperoleh p + 1 persamaan untuk mendapatkan nilai b0, b1, ..., bp [Montgomery dan 
Peck, 1992]. Jadi model regresi (2.3) dapat diestimasi dengan  
 (2.6) 
Setelah model regresi diestimasi, perlu diuji kecocokannya dengan data. Hal tersebut 
dapat dilihat dari nilai koefisien determinasinya. Koefisien determinasi merupakan besaran yang 
biasa digunakan untuk mengukur kesesuian garis regresi. Berikut diberikan definisi menurut 
Gujarati (1995). 
Definisi 2.1 Jumlah kuadrat total (JKT) adalah total variansi nilai Y sebenarnya disekitar rata-
ratanya. JKT dinyatakan dengan 
 
dengan  adalah rata-rata nilai total Yi. 
Definisi 2.2 Jumlah kuadrat regresi (JKR) adalah total variasi nilai Y yang diestimasi di sekitar 
rata-ratanya. JKR dinyatakan dengan 
 
dengan  adalah nilai tiap observasi yang disubstitusikan ke dalam persamaan regresi. 
Dalam regresi perlu diketahui seberapa baik sampel mencocokkan data, untuk itu perlu 
dihitung R2 yang mempunyai formula 
 
Notasi R2 menunjukkan proporsi variasi total dalam respon Y yang dapat diterangkan oleh model 
regresi [Gujarati, 1995]. Pada dasarnya ada dua sifat R2, yaitu R2 merupakan besaran non negatif 
dan mempunyai batasan 0 ≤  R2 ≤  1. Semakin R2 dekat dengan 1 maka semakin baik pula 
kecocokan model dengan data, tetapi jika R2 mendekati 0 maka kurang baik kecocokan model 
dengan data. Kelemahan dari R2 adalah besarnya dipengaruhi oleh banyaknya variabel bebas 
dalam model, R2 membesar bersama p. Untuk mengatasi kelemahan R2 digunakan R2(adj) yang 
mempunyai formula  
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dengan JKS = JKT – JKR. 
Hal lain yang tidak kalah pentingnya untuk diestimasi adalah sesatan. Estimasi dari 
sesatan disebut sisa dan dinyatakan dengan 
 
Sisa memberikan keterangan tentang data yang tidak mengikuti pola umum model regresi linear 
yang digunakan. Sisa yang relatif besar disebut dengan pencilan. Suatu data dikatakan sebagai 
pencilan jika  dengan s adalah standar deviasi, [Sembiring, 1995]. 
2.1.5 Uji Asumsi Klasik 
Uji asumsi klasik terdiri dari uji normalitas, multikolinearitas, dan homoskedastisitas. 
Untuk lebih lanjut dijelaskan sebagai berikut. 
 
2.1.5.1 Normalitas 
Uji normalitas mempunyai tujuan untuk menguji apakah sebuah model regresi, variabel 
dependen, variabel independen atau keduanya mempunyai distribusi normal atau tidak. Gujarati 
(1995) menjelaskan bahwa pada regresi linear diasumsikan tiap εi didistribusikan secara normal 
dengan εi ~N(0, σ2). Untuk memeriksa kenormalan data sesatan, dapat dilakukan dengan metode 
plot. Plot yang dimaksud adalah plot antara ei dengan nilai normal yang diharapkan yaitu 
, dengan Ф menyatakan distribusi kumulatif normal standar. Jika pola data 
mendekati garis lurus, maka dapat dikatakan asumsi kenormalan dipenuhi. Asumsi kenormalan 
yang dipenuhi terlihat pada Gambar 2.1. Disamping itu juga dihitung korelasi antara antara ei 
dengan , dan nilainya kemudian dibandingkan dengan nilai kritis hampiran 
(Sembiring, 1995). Jika korelasinya lebih kecil dari nilai kritis hampiran, maka asumsi 
kenormalan dipenuhi. 
      Ф-1 
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     0                       ei 
Gambar 2.1 Plot antara ei yang memenuhi asumsi kenormalan 
2.1.5.2 Multikolinearitas 
Pengujian asumsi multikolinearitas dilakukan untuk mengetahui apakah antara variabel 
bebas tidak saling berkorelasi atau ada hubungan linear antara variabel-variabel bebas dalam 
model regresi [Gujarati, 1995]. Hair et al (1998) menjelaskan bahwa korelasi yang tinggi, sekitar 
0,9 atau lebih menjadi pertanda adanya kolinearitas yang substansial. Korelasi yang digunakan 
dalam hal ini adalah korelasi parsial antara dua variabel bebas dengan mengontrol variabel tak 
bebas. Koefisien korelasi antara peubah X dan Y dapat dirumuskan sebagai berikut 
 
Definisi 2.3 Diberikan xi dan yi adalah suatu variabel, dengan i = 1, 2, ..., n dan   
adalah rata-ratanya, maka variansi X adalah , variansi Y adalah  
, dan kovariansi antara X dan Y adalah  . 
Tanda yang paling jelas dari multikolineritas adalah R2 sangat tinggi tetapi tidak satupun 
koefisien regresi signifikan. Uji dilakukan dengan melihat Variance Inflation factor (VIF) dan 
nilai toleransi [Gujarati, 1987]. Variansi kofisien regresi dapat dinyatakan dengan 
Var( , dengan  adalah nilai R dari Xi yang diregresikan dengan variabel bebas 
selain Xi. Multikolinearitas terjadi jika VIF > 5 atau nilai toleransi α, dengan VIF   
dan nilai toleransi . 
2.1.5.3 Uji Asumsi Homoskedastisitas 
Gujarati (1995) menyatakan salah satu asumsi penting pada model regresi linear klasik 
adalah bahwa variansi sesatan  adalah suatu angka konstan . Ini merupakan asumsi 
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homoskedastis. Sebaliknya jika variansi dari sesatan tidak sama untuk setiap  maka disebut 
terjadi heteroskedastis dan variansi residual tidak lagi bersifat konstan dan apabila model yang 
mengandung heteros diestimasi, variansi estimasi tidak lagi minimum, kendatipun estimator itu 
sendiri tidak bias. Ghozali (2005) menerangkan cara mendeteksi gangguan heteroskedastisitas 
berdasarkan pola diagram pencar residual dengan ketentuan sebagai berikut. 
1. Jika diagram pencar yang ada membentuk pola-pola tertentu yang teratur, maka regresi 
mengalami gangguan heteroskedastisitas. 
2. Diagram pencar tidak membentuk pola-pola atau acak serta titik-titik menyebar di atas dan di 
bawah angka 0 pada sumbu Y, maka dapat dikatakan model regresi tidak mengalami 
gangguan heteroskedastisitas. 
Beberapa pola heteroskedastisitas dapat dilihat pada Gambar 2.2. 
 
 
 
 
  (a)  (b)   (c) 
Gambar 2.2 Pola-Pola Heteroskedastisitas 
 ..    .    .   .  . . 
  .  .    .  .   .    . 
  .  .    .    . .  . 
 
 
Gambar 2.3 Plot  yang Memenuhi Asumsi Homoskedastisitas 
Gambar 2.2 (a) sampai (c) terlihat membentuk pola tertentu, ini berarti terjadi 
heteroskedastisitas. Gambar 2.3 terlihat acak dan tidak membentuk pola tertentu sehingga bisa 
dikatakan tidak terjadi heteroskedastisitas, [Sembiring, 1995]. Sumodiningrat (1992) menyatakan 
bahwa uji korelasi ”Rank Spearman” dapat digunakan untuk mendeteksi heteroskedastisitas. 
Langkah pertama yaitu mengestimasi Y terhadap X  untuk mendapatkan nilai , kemudian 
menghitung nilai korelasi rank Spearman antara X dan . Koefisien korelasi yang tinggi 
menandakan adanya heteroskedastisitas. 
Praptono (1986) menyatakan nilai koefisien korelasi rank Spearman dapat diperoleh 
dengan prosedur sebagai berikut. Misal data terdiri dari pengamatan bivariat 
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( . Beri rank pada X dan Y  masing- masing R(Xi) dan R(Yi). 
Koefisien korelasi rank Spearman dinotasikan dengan  dan didefinisikan sebagai 
 
2.1.6 Autokorelasi 
Autokorelasi sering disebut dengan korelasi serial. Untuk mendeteksi ada atau tidaknya 
autokorelasi dapat dilakukan dengan menggunakan uji statistik Durbin-Watson. Berikut adalah 
langkah-langkah uji Durbin-Watson menurut Gujarati (1995). 
1. Mengestimasi model regresi dengan metode kuadrat terkecil 
untuk memperoleh nilai ei. 
2. Mencari nilai d yang diperoleh dengan rumus 
.
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å
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3. Untuk ukuran sampel dan banyaknya variabel tertentu Durbin-
Watson telah membuat tabel mengenai pasangan nilai kritis (dL,dU). 
4. Jika hipotesis H0 adalah tidak ada korelasi maka 
d < dL atau 4 - d < dL   : H0 ditolak 
d > dU atau 4 – d > dU       : H0 tidak ditolak. 
Untuk nilai d  yang lain tidak dapat diputuskan apakah H0 ditolak atau tidak. 
Lebih jelasnya dapat dilihat pada Gambar 2.4 dibawah ini. 
 
                                    
 
 
 
Autokorelasi 
positif 
0 dL dU 4-dU 4-dL 4  
Ragu-ragu Ragu-ragu 
Autokorelasi 
negatif 
Tidak ada 
Autokorelasi 
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Gambar 2.4. Daerah statistik uji Durbin-Watson 
2.1.7 Analisis Model Regresi 
 2.1.7.1 Analisis Variansi 
Uji kecocokan model dapat dilakukan dengan pendekatan analisis variansi, dengan 
tahapan uji sebagai berikut. 
1. Hipotesis 
H0 : b = 0 (Model regresi linier tidak signifikan) 
H1 : b ¹ 0 (Model regresi linier signifikan) 
dengan  b  adalah matriks [ b0, b1, b2, … , bk ] . 
2. Dipilih tingkat kepercayaan α. 
3. Daerah kritis : H0 ditolak jika Fhitung> Ftabel(k , n-k-1)  atau jika p-value ( p) < α. 
4. Statistik uji 
 Tabel 2.1.  Analisis Variansi  
Komponen 
Regresi 
JK db RK Fhitung
 
Regresi JKR k RKR=JKR / k 
Sisa JKS n – k – 1 =JKS / n-k-1
 
Total JKT n – 1  
2s
RKR
 
 
5. Kesimpulan: menolak atau menerima H0. 
 2.1.7.2  Uji Parsial Koefisien Regresi  
Uji parsial koefisien regresi mempunyai tahapan uji sebagai berikut. 
1. Hipotesis  
H0 : bj = 0 (koefisien parameter tidak signifikan) 
H1 : bj ¹ 0 (koefisien parameter signifikan) 
dengan bj  merupakan koefisien yang akan diuji.  
2. Dipilih tingkat kepercayaan α. 
3. Daerah kritis : H0 ditolak jika thitung > t a/2(db= n-k-1) atau jika p-value (p) < α. 
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4. Statistik uji 
 
 
5. Kesimpulan : menolak atau menerima H0. 
 
2.2 Kerangka Pemikiran 
Berdasarkan tinjauan pustaka, dapat disusun kerangka pemikiran sebagai berikut. Model 
fungsi produksi Cobb-Douglas dibentuk melalui 2 cara, yaitu dengan regresi terbatas dan regresi 
tak terbatas. Untuk mendapatkan parameter maka model diubah kedalam bentuk linier dengan 
cara mentransformasi data dengan lognatural. Parameter diestimasi dengan  metode kuadrat 
terkecil. Seteleh diperoleh estimasi parameter selanjutnya diuji kecocokan model dan 
signifikansi parameter. Kemudian suatu persamaan regresi harus memenuhi 3 asumsi, yaitu 
normalitas, multikolinearitas, dan homogentitas variansi. Setelah semua asumsi dipenuhi maka 
diuji apakah terdapat autokorelasi atau tidak. Jika terdapat autokorelasi maka data harus 
ditransformasi terlebih dahulu dan proses berulang lagi dari uji kecocokan model. Jika sudah 
tidak terdapat autokorelasi maka persamaan regresi dapat diubah dalam bentuk fungsi produksi 
Cobb-Douglas. Setelah model pendapatan pajak Kota Surakarta berdasarkan jumlah tenaga kerja 
dan pengunjung hotel didapatkan, selanjutnya memberikan intepretasi hasil analisis. 
 
 
 
 
 
 
 
 
 
 
 
bj
jj
s
b
t
b-
=
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BAB III 
METODE PENELITIAN 
 
Penelitian ini dilaksanakan dengan metode studi kasus, yaitu dilakukan dengan 
menerapkan teori untuk menganalisis data.  
 
3.1 Sumber Data 
Data yang digunakan adalah data pajak hunian hotel, jumlah tenaga kerja dan pengunjung 
hotel yang ada di Kota Surakarta. Data tenaga kerja dan pengunjung hotel diperoleh dari Dinas 
Pariwisata Kota Surakarta, sedangkan data pajak hotel diperoleh dari Dinas Pendapatan Daerah 
Kota Surakarta. 
 
3.2 Analisis Data 
Data pada penelitian ini dianalisis dengan teori-teori dari berbagai referensi dengan 
menggunakan bantuan program SPSS 13 dan Minitab 14. Berikut diberikan langkah-langkah 
yang dilakukan dalam penelitian ini. 
1. Mengambil data jumlah tenaga kerja dan jumlah pengunjung hotel dari Dinas Pariwisata, dan pajak 
hotel dari Dinas Pendapatan Daerah. 
2. Mengubah data ke dalam bentuk lognormal. 
3. Jika dengan regresi terbatas, γ + δ = 1 dengan γ > 0 dan δ > 0  maka persamaan pada langkah 2 
berubah menjadi regresi linier sederhana. 
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4. Mengestimasi parameter δ dengan menggunakan metode kuadrat terkecil. 
5. Menguji kecocokan model, parsial koefisien regresi, asumsi klasik, dan autokorelasi. 
6. Jika dalam langkah 5 memberikan kesimpulan model cocok digunakan maka lanjut ke langkah 7, 
tetapi jika kesimpulan model kurang cocok maka model regresi tidak dapat digunakan. 
7. Mengembalikan ke bentuk Cobb-Douglas dan menginterpretasikan. 
8. Jika dengan regresi tak terbatas maka bentuk lognormal langsung diregresikan dengan menggunakan 
Metode Kuadrat Terkecil untuk mendapatkan parameter γ dan δ. 
9. Setelah parameter γ dan δ didapatkan mengulang langkah 5, 6, dan 7. 
 
BAB IV 
PEMBAHASAN 
  
Pada skripsi ini dibahas fungsi produksi Cobb-Douglas dalam mengestimasi pendapatan 
pajak hotel Kota Surakarta berdasarkan jumlah tenaga kerja dan pengunjung hotel. Data 
disajikan pada Lampiran 1. 
Dalam pembahasan, fungsi produksi Cobb-Douglas dibentuk melalui 2 cara, yaitu pertama 
dengan regresi terbatas (restriction regression) dan regresi tak terbatas (unrestriction 
regression). 
4.1 Regresi Terbatas 
Regresi terbatas terjadi jika skala usaha produksi konstan. Setelah fungsi Cobb-Douglas di 
lognaturalkan bentuknya menjadi, 
   (4.1) 
Skala usaha produksi konstan terjadi jika jumlah nilai elastisitas faktor produksi sama dengan 1. 
Tujuannya adalah untuk mengetahui proporsi input yang digunakan. Pada kondisi demikian 
maka γ + δ =1 dengan syarat γ > 0 dan δ > 0 atau dapat dituliskan γ =1-δ. Dengan 
mensubstitusikan γ =1- δ ke dalam persamaan (4.1) diperoleh 
  
sehingga diperoleh bentuk yang identik dengan regresi linear sederhana 
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dengan Y= ln F – ln L, X= ln K- ln L,  = ln A,  = δ. Hasil lognormal dari data pada 
Lampiran 1 disajikan pada Lampiran 2. 
Untuk menduga parameter γ dan δ dalam skripsi ini digunakan metode kuadrat terkecil 
(MKT). Prinsip dasar dari MKT adalah meminimumkan jumlah kuadrat simpangan antara data 
aktual dengan data dugaan. Secara matematis dapat dijabarkan sebagai  dan 
 sehingga besarnya dugaan galat diperoleh sebagai  . Dengan 
bantuan software Minitab 14.0 diperoleh persamaan regresi (ln F - ln L) = 9.61 + 1.46 (ln K - ln 
L) dan mempunyai s = 0,148774, R2 = 71,8%, dan R2(adj) = 70,9%, dengan s adalah standar 
deviasi. 
Untuk mengetahui baik tidaknya suatu model, perlu dilakukan uji signifikansi dari model, 
parameter maupun konstanta didalamnya dan perlu diperiksa apakah memenuhi 3 asumsi, yaitu 
kenormalan, multikolinearitas, dan homogenitas variansi. 
4.1.1 Uji Keseluruhan (Uji Kelinearan Model) 
Untuk menguji pengaruh variabel bebas terhadap variabel tak bebas secara bersama-sama 
dapat diuji dengan analisis variansi. Uji hipotesisnya adalah sebagai berikut.  adalah 
0=ib atau model regresi linier sederhana tidak signifikan dengan i = 0, 1. Sedangkan  adalah 
0¹ib   atau model regresi linier sederhana sudah signifikan dengan i = 0, 1. Dipilih %5=a  
dan mempunyai daerah kritis  ditolak jika a<p = 0,05. Dari Lampiran 3 diperoleh p = 0,000. 
Karena p = 0,000 <a  = 0,05 maka  ditolak yang berarti bahwa model regresi linier sudah 
signifikan. 
4.1.2 Uji Konstanta 
Uji konstanta dilakukan untuk mengetahui apakah konstanta sudah signifikan untuk 
digunakan. Uji hipotesisnya sebagai berikut.  adalah 00 =b  atau konstanta tidak signifikan. 
Sedangkan  adalah 00 ¹b   atau konstanta signifikan. Dipilih %5=a dan mempunyai daerah 
kritis  ditolak jika a<p = 0,05. Dari Lampiran 3 diperoleh p = 0,000. Karena p = 0,000 <a  
= 0,05 maka  ditolak yang berarti bahwa konstanta signifikan. 
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4.1.3 Uji Sifnifikansi Parameter 
Uji koefisien parameter dilakukan untuk mengetahui apakah koefisien parameter sudah 
signifikan untuk digunakan. Uji hipotesisnya sebagai berikut.  adalah 01 =b  atau koefisien 
parameter tidak signifikan. Sedangkan  adalah 01 ¹b   atau koefisien parameter signifikan. 
Dipilih %5=a dan mempunyai daerah kritis  ditolak jika a<p = 0,05. Dari Lampiran 3 
diperoleh p = 0,000. Karena p = 0,000 <a  = 0,05 maka  ditolak yang berarti bahwa koefisien 
parameter signifikan. 
4.1.4 Asumsi Kenormalan 
Pengujian kenormalan digunakan untuk mengetahui apakah data sesatan berdistribusi 
normal atau tidak. Untuk memeriksa asumsi kenormalan faktor random digunakan plot 
kenormalan (normality probability plot). Plot kenormalan merupakan plot antara residual 
terhadap order data, Sulaiman (2004). Plot kenormalan untuk data sesatan dan model pajak hotel 
kota Surakarta disajikan sebagai berikut.  
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Gambar 4.1. Plot probabilitas normal dari residual 
Dari Gambar 4.1 terlihat bahwa titik-titik data mendekati garis lurus dari kiri bawah ke 
kanan atas yang menunjukkan bahwa asumsi kenormalan dipenuhi. Tetapi untuk meyakinkan 
apakah residu dari data memenuhi asumsi kenormalan atau tidak perlu dilakukan uji 
Kolmogorov-Smirnov dengan  adalah residu berdistribusi normal. Sedangkan  adalah 
residu tidak berdistribusi normal. Dipilih %5=a dan mempunyai daerah kritis  ditolak jika 
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a<p = 0,05. Dari output Minitab 14.0 diperoleh p > 0,150. Karena p > 0,150 >a  = 0,05 maka 
 tidak ditolak yang berarti bahwa residu memenuhi asumsi kenormalan. 
4.1.5 Asumsi Multikolinearitas 
Pengujian multikolinearitas bertujuan untuk mengetahui ada tidaknya hubungan linear 
antara variabel bebas. Berdasarkan penghitungan dengan bantuan program SPSS 13 diperoleh 
hasil. 
Tabel 4.1 Nilai toleransi dan  VIF 
Variabel Toleransi VIF 
ln K – ln L 1,000 1,000 
 
Dari Tabel 4.3 terlihat bahwa semua nilai toleransi dari variabel bebas sama dengan 1 dan 
nilai VIF kurang dari 5 sehingga dapat disimpulkan bahwa tidak ada multikolinearitas antara 
variabel bebas. 
4.1.6 Asumsi Homoskedastisitas 
Pemeriksaan homokedastis dapat dilakukan dengan melihat plot kesamaan variansi yaitu 
plot antara  dengan residual. Plot kesamaan variansi untuk data pajak hotel Surakarta disajikan 
sebagai berikut. 
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Gambar 4.2. Plot antara  dengan residual 
Pada Gambar 4.2 dapat dilihat bahwa grafik tidak membentuk pola tertentu (acak) 
sehingga dapat dikatakan tidak terjadi heteroskedastisitas. Dari Lampiran 7 diperoleh korelasi 
Spearman antara ln K – ln L dan residu adalah 0,114 dengan p = 0,528 yang berarti bahwa tidak 
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terdapat korelasi antara ln K – ln L dengan residu. Dapat disimpulkan bahwa asumsi 
homogenitas variansi dipenuhi.  
4.1.7 Autokorelasi 
Untuk mendeteksi adanya autokorelasi atau tidak digunakan uji Durbin-Watson yang 
mempunyai hipotesis nol  (tidak  ada autokorelasi positif) dan hipotesis alternatif  
(ada autokorelasi positif). Pada tingkat signifikansi 5% dari d kritis untuk 33 observasi dan 1 
variabel yang menjelaskan adalah dL=1,38 dan dU 1,51.  Dari Lampiran 3 diketahui dW = 2,44. 
Karena dW > dU maka Hipotesis nol tidak ditolak yang artinya tidak ada autokorelasi positif dan 
tidak diperlukan langkah perbaikan. 
Jika sudah memenuhi semua asumsi dan uji signifikansi maka persamaan regresi sudah 
baik untuk digunakan. Dari Lampiran 3 tersebut diperoleh persamaan regresi  
  ln F- ln L = 9,61 + 1,46 (ln K – ln L) 
   ln F = 9,61 + 1,46 ln K – 1,46 ln L + ln L 
  ln F = 9,61 – 0,46 ln L + 1,46 ln K. 
Jika bentuk regresi ini diubah kedalam bentuk Cobb-Douglas maka menjadi 
          .       (4.2) 
Dari fungsi Cobb-Douglas (4.2) dapat diinterpretasikan bahwa pendapatan pajak hotel Kota 
Surakarta untuk periode Januari 2006 sampai September 2008 mempunyai elastisitas hasil tenaga 
kerja dan pengunjung hotel berturut-turut -0,46 dan 1,46. Tetapi nilai skala yang negatif tidak 
memenuhi syarat γ > 0 dan δ > 0 yang memberikan hasil berbanding terbalik dengan outputnya, 
semakin banyak tenaga kerja semakin sedikit pajak hotel yang dihasilkan begitu juga sebaliknya. 
Jika bentuk Cobb-Douglas menjadi demikian maka model ini tidak dapat digunakan. 
4.2 Regresi Tak terbatas 
Jika dengan menggunakan cara regresi tak terbatas, maka data yang sudah dilinearkan 
dibentuk menjadi fungsi produksi Cobb-Douglas. Dalam menduga parameter γ dan δ sama 
seperti regresi terbatas, yaitu dengan metode kuadrat terkecil (MKT). Dari Lampiran 4 diperoleh 
persamaan regresi 
ln F = - 6,10 + 0,733 ln L + 1,69 ln K (4.3) 
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Persamaan regresi (4.3) mempunyai   83,2 % yang memberikan arti bahwa model sudah 
cukup baik digunakan. Namun demikian masih perlu diuji signifikansi dari model, parameter 
maupun konstanta didalamnya dan memenuhi 3 asumsi, yaitu kenormalan, homogenitas variansi 
dan independensi. 
4.2.1 Uji Keseluruhan (Uji Kelinearan Model) 
Uji hipotesis untuk uji kelinearan model mempunyai  adalah 0=ib atau model regresi 
linier sederhana tidak signifikan dengan i = 0, 1 dan  adalah 0¹ib   atau model regresi linier 
sederhana sudah signifikan dengan i = 0, 1. Dari Lampiran 4 diperoleh p = 0,000. Karena p = 
0,000 <a  = 0,05 maka  ditolak yang berarti bahwa model regresi linier sudah signifikan. 
4.2.2 Uji Konstanta 
Uji konstanta mempunyai uji hipotesis sebagai berikut.  adalah 00 =b  atau konstanta 
tidak signifikan dan  adalah 00 ¹b   atau konstanta signifikan. Dari Lampiran 4 diperoleh p = 
0,092. Karena p = 0,092 >a  = 0,05 maka  tidak ditolak yang berarti bahwa konstanta tidak 
signifikan. 
4.2.3 Uji Signifikansi Parameter Tenaga Kerja 
Parameter tenaga kerja juga perlu dilakukan uji untuk mengetahui apakah koefisien 
parameter sudah signifikan untuk digunakan. Uji hipotesis mempunyai  adalah 01 =b  atau 
koefisien parameter tenaga kerja tidak signifikan. Sedangkan  adalah 01 ¹b   atau koefisien 
parameter tenaga kerja signifikan. Dari Lampiran 4 diperoleh p = 0,019. Karena p = 0,019 < a  = 
0,05 maka  ditolak yang berarti bahwa koefisien parameter tenaga kerja signifikan. 
4.2.4 Uji Signifikansi Parameter Pengunjung Hotel 
Selain parameter tenaga kerja, parameter pengunjung hotel pun perlu dilakukan uji 
koefisien parameter untuk mengetahui apakah koefisien parameter pengunjung hotel sudah 
signifikan untuk digunakan. Sama dengan uji koefisien parameter tenaga kerja, uji koefisien 
parameter pengunjung hotel mempunyai  sebagai berikut 01 =b  atau koefisien parameter 
pengunjung hotel tidak signifikan. Sedangkan  adalah 01 ¹b   atau koefisien parameter 
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pengunjung hotel signifikan. Dari Lampiran 4 diperoleh p = 0,000. Karena p = 0,000 <a  = 0,05 
maka  ditolak yang berarti bahwa koefisien parameter pengunjung hotel signifikan. 
4.2.5 Asumsi Kenormalan 
Asumsi kenormalan dapat dilihat melalui plot residual dan diperoleh plot probabilitas 
normal sebagai berikut. 
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Gambar 4.3 Plot probabilitas normal dari residual 
Dari Gambar 4.3 terlihat bahwa pola sebaran data dengan residu mendekati garis lurus dari 
kiri bawah ke kanan atas, hal ini menunjukkan bahwa asumsi kenormalan dipenuhi. Untuk 
menguji kenormalan dapat digunakan uji normalitas Kolmogorov-Smirnov dengan  adalah 
residu berdistribusi normal dan  adalah residu tidak berdistribusi normal. Dari output Minitab 
14.0 diperoleh p > 0,150. Karena p > 0,150 >a  = 0,05 maka  tidak ditolak yang berarti bahwa 
residu memenuhi asumsi kenormalan. 
4.2.6 Asumsi Multikolinearitas 
Pemeriksaan adanya multikolineritas dilakukan dengan uji hipotesis dengan  adalah 
tidak terdapat multikolinearitas dalam data dan  adalah terdapat multikolinearitas dalam data. 
Dari penghitungan dengan bantuan software SPSS 13 yang diperlihatkan pada Tabel 4.4 
diperoleh VIF = 1,001. Karena VIF = 1,001 < 5 maka  tidak ditolak yang berarti bahwa tidak 
terdapat multikolinearitas dalam data. 
Tabel 4.2 Nilai toleransi dan VIF ln K dan ln L 
Variabel  toleransi  VIF 
ln K 0,999 1,001 
ln L 0,999 1,001 
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4.2.7 Asumsi Homoskedastisitas 
Pemeriksaan kehomogenan variansi dapat dilakukan dengan melihat plot antara  dengan 
residual sebagai berikut. 
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Gambar 4.4.  Plot antara  dengan residual 
Pada Gambar 4.4 dapat dilihat bahwa penyebaran data residual tidak membentuk pola 
tertentu (acak). Dari Lampiran 8 diperoleh nilai korelasi Spearman antara ln K dan residu adalah 
-0,203 dengan p = 0,258, dan korelasi antara ln L dan residu adalah 0,037 dengan p = 0,836 yang 
berarti bahwa tidak terdapat korelasi antara ln K maupun ln L terhadap residu. Dari plot dan nilai 
korelasi Spearman dapat disimpulkan bahwa asumsi homogenitas variansi dipenuhi. 
4.2.8 Autokorelasi 
Asumsi autokorelasi dapat dilihat dari statistik d Durbin-Watson (dw). Dari Lampiran 4 
diketahui dW = 2,27457. Pada tingkat signifikansi 5% dari d kritis untuk 33 observasi dan 2 
variabel yang menjelaskan adalah dL=1,32 dan dU 1,58.  Karena dW > dU maka tidak ada 
autokorelasi positif dan tidak diperlukan langkah perbaikan. 
Semua asumsi dari model regresi telah dipenuhi, hanya konstanta yang tidak signifikan 
digunakan maka tidak lagi diperlukan langkah perbaikan. Persamaan (4.3) apabila diubah ke 
dalam bentuk fungsi produksi Cobb-Douglas menjadi 
 
dapat diinterpretasikan bahwa pendapatan pajak hotel Kota Surakarta untuk periode Januari 2006 
sampai September 2008 mempunyai elastisitas tenaga kerja dan pengunjung hotel berturut-turut 
0,733 dan 1,689. Dengan perkataan lain selama periode yang diteliti dengan menjaga agar 
masukan pengunjung hotel tetap, 1% peningkatan dalam masukan tenaga kerja mengakibatkan 
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peningkatan rata-rata sekitar 0,733 % hasil pajak hotel. Serupa dengan itu, dengan menganggap 
agar masukan tenaga kerja tetap suatu peningkatan dalam masukan pengunjung hotel sebesar 1% 
mengakibatkan peningkatan rata-rata sebesar 1,689% pajak hotel. Dengan menambahkan kedua 
elastisitas tadi diperoleh angka 2,422 yang memberikan nilai parameter pengaruh skala produksi 
terhadap hasil (return to scale). Selama periode penelitian estimasi pajak hotel ditandai dengan 
pengaruh skala terhadap tingkat hasil yang meningkat (increasing return to scale). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
BAB V 
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PENUTUP 
 
5.1 Kesimpulan 
Berdasarkan pembahasan dapat disimpulkan bahwa dengan menggunakan data tenaga 
kerja dan pengunjung hotel Kota Surakarta. 
1.  Fungi produksi Cobb-Douglas untuk pajak hotel Kota Surakarta mempunyai pengaruh 
skala terhadap tingkat hasil yang meningkat (increasing return to scale) yang mempunyai 
model 
 
2. Nilai 0,733 dan 1,69 berturut-turut menunjukkan elastisitas hasil tenaga kerja dan 
pengunjung hotel berarti bahwa 1% peningkatan dalam masukan tenaga kerja 
mengakibatkan peningkatan rata-rata pajak hotel sekitar 0,733% untuk hasil pajak hotel 
dan begitu pula peningkatan 1% pengunjung hotel mengakibatkan peningkatan pajak hotel 
sebesar 1,69%.   
 
5.2. Saran 
Penulisan skripsi ini terbatas pada pengambilan data dalam waktu yang cukup pendek, 
yaitu 3 tahun. Bagi pembaca yang ingin mengembangkan saran dari penulis yang pertama 
adalah dapat memperpanjang waktu pengambilan data sehingga dimungkinkan lebih akurat 
untuk membentuk fungsi produksi Cobb-Douglas. Saran yang kedua adalah menerapkan fungsi 
produksi Cobb-Douglas pada bidang lain misalnya pertanian atau perindustrian. 
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LAMPIRAN 1. Data pajak, tenaga kerja, dan pengunjung hotel 
no Bulan 
Pajak Hotel 
(F) 
Tenaga 
Kerja 
Hari 
Kerja 
Tenaga 
Kerja x 
Hari 
Kerja (L) 
Pengunjung 
Hotel (K) 
1 Januari 2006 195613620 2126 31 65906 26931 
2 Februari 2006 291590535 2230 28 62440 33558 
3 Maret 2006 294353877 2208 31 68448 27152 
4 April 2006 292349043 2210 30 66300 30934 
5 Mei 2006 277830048 2116 31 65596 28674 
6 Juni 2006 411208000 2116 30 63480 36036 
7 Juli 2006 419049709 2116 31 65596 40022 
8 Agustus 2006 579231621 2116 31 65596 48316 
9 September 2006 465213975 2386 30 71580 35680 
10 Oktober 2006 439867045 2116 31 65596 39158 
11 November 2006 447546308 2484 30 74520 33142 
12 Desember 2006 188641067 2116 31 65596 25721 
       
13 Januari 2007 435042113 2484 31 77004 31642 
14 Februari 2007 265061639 2180 28 61040 29456 
15 Maret 2007 227079069 2488 31 77128 26844 
16 April 2007 372586462 2484 30 74520 32496 
17 Mei 2007 439344979 2480 31 76880 38462 
18 Juni 2007 439000660 2484 30 74520 40128 
19 Juli 2007 341682086 2490 31 77190 31792 
20 Agustus 2007 393180142 2484 31 77004 36421 
21 September 2007 283314125 2384 30 71520 30476 
22 Oktober 2007 290463394 2484 31 77004 32541 
23 November 2007 565957929 2484 30 74520 42110 
24 Desember 2007 350803369 2484 31 77004 31847 
       
25 Januari 2008 541150515 2306 31 71486 39894 
26 Februari 2008 310229442 2419 29 70151 33014 
27 Maret 2008 345642960 2216 31 68696 32541 
28 April 2008 360313592 2427 30 72810 34011 
29 Mei 2008 321740907 2361 31 73191 31462 
30 Juni 2008 435191497 2306 30 69180 37325 
31 Juli 2008 392734363 2306 31 71486 38642 
32 Agustus 2008 516619064 2406 31 74586 41221 
33 September 2008 477577215 2306 30 69180 39420 
 
LAMPIRAN 2. Lognormal data asli   
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No Bulan ln F ln L ln K ln F – ln L ln K - ln L 
1 Januari 2006 19.0917 11.0960 10.2010 7.99567 -.89495 
2 Februari 2006 19.4909 11.0420 10.4210 8.44890 -0.62093 
3 Maret 2006 19.5003 11.1338 10.2092 8.36646 -0.92462 
4 April 2006 19.4935 11.1019 10.3396 8.39151 -0.76233 
5 Mei 2006 19.4425 11.0913 10.2637 8.35125 -0.82752 
6 Juni 2006 19.8346 11.0585 10.4923 8.77613 -0.56621 
7 Juli 2006 19.8535 11.0913 10.5972 8.76223 -0.49409 
8 Agustus 2006 20.1772 11.0913 10.7855 9.08594 -0.30575 
9 September 2006 19.9580 11.1786 10.4823 8.77944 -0.69623 
10 Oktober 2006 19.9020 11.0913 10.5754 8.81071 -0.51591 
11 November 2006 19.9193 11.2188 10.4086 8.70047 -0.81027 
12 Desember 2006 19.0554 11.0913 10.1551 7.96409 -0.93621 
       
13 Januari 2007 19.8910 11.2516 10.3622 8.63934 -0.88937 
14 Februari 2007 19.3955 11.0193 10.2907 8.37619 -0.72863 
15 Maret 2007 19.2408 11.2532 10.1978 7.98759 -1.05542 
16 April 2007 19.7360 11.2188 10.3889 8.51716 -0.82995 
17 Mei 2007 19.9008 11.2500 10.5574 8.65079 -0.69258 
18 Juni 2007 19.9000 11.2188 10.5998 8.68119 -0.61899 
19 Juli 2007 19.6494 11.2540 10.3670 8.39537 -0.88706 
20 Agustus 2007 19.7898 11.2516 10.5029 8.53817 -0.74871 
21 September 2007 19.4621 11.1777 10.3247 8.28433 -0.85304 
22 Oktober 2007 19.4870 11.2516 10.3903 8.23538 -0.86136 
23 November 2007 20.1540 11.2188 10.6480 8.93521 -0.57078 
24 Desember 2007 19.6757 11.2516 10.3687 8.42412 -0.88291 
       
25 Januari 2008 20.1092 11.1773 10.5940 8.93195 -0.58328 
26 Februari 2008 19.5528 11.1584 10.4047 8.39442 -0.75372 
27 Maret 2008 19.6609 11.1374 10.3903 8.52347 -0.74719 
28 April 2008 19.7025 11.1956 10.4344 8.50688 -0.76117 
29 Mei 2008 19.5893 11.2008 10.3565 8.38843 -0.84429 
30 Juni 2008 19.8913 11.1445 10.5274 8.74683 -0.61705 
31 Juli 2008 19.7886 11.1773 10.5621 8.61139 -0.61516 
32 Agustus 2008 20.0628 11.2197 10.6267 8.84311 -0.593 
33 September 2008 19.9842 11.1445 10.5820 8.83977 -0.56244 
 
 
 
 
LAMPIRAN 3. Analisis Regresi ln F - ln L versus ln K - ln L   
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The regression equation is 
ln F - ln L  = 9.61 + 1.46 ln K - Ln L baru 
 
 
Predictor           Coef   SE Coef     T       P 
Constant          9.6083   0.1226   78.35   0.000 
ln K - Ln L      1.4632    0.1645    8.89    0.000 
 
 
S = 0.148792   R-Sq = 71.8%   R-Sq(adj) = 70.9% 
 
 
Analysis of Variance 
 
Source          DF      SS      MS      F      P 
Regression       1  1.7516  1.7516  79.12  0.000 
Residual Error  31  0.6863  0.0221 
Total           32  2.4379 
 
 
Unusual Observations 
 
      ln K 
      - Ln  ln F - 
         L    ln L 
Obs   baru    baru     Fit  SE Fit  Residual  St Resid 
  1  -0.89  7.9957  8.2988  0.0377   -0.3031     -2.11R 
  8  -0.31  9.0859  9.1609  0.0742   -0.0750     -0.58 X 
 13  -0.89  8.6393  8.3070  0.0370    0.3324      2.31R 
 
R denotes an observation with a large standardized residual. 
X denotes an observation whose X value gives it large influence. 
 
 
Durbin-Watson statistic = 2.44477 
 
 
 
 
 
LAMPIRAN 4. Analisis Regresi ln F versus ln K, ln L   
The regression equation is 
ln F = - 6.09 + 1.69 ln K + 0.731 ln L b 
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Predictor    Coef  SE Coef      T      P 
Constant   -6.086    3.500  -1.74  0.092 
ln K       1.6893   0.1388  12.17  0.000 
ln L      0.7311   0.2960   2.47  0.019 
 
 
S = 0.117016   R-Sq = 84.2%   R-Sq(adj) = 83.2% 
 
 
Analysis of Variance 
 
Source          DF      SS      MS      F      P 
Regression       2  2.1913  1.0957  80.02  0.000 
Residual Error  30  0.4108  0.0137 
Total           32  2.6021 
 
 
Source     DF  Seq SS 
ln K        1  2.1078 
ln L baru   1  0.0835 
 
 
Unusual Observations 
 
Obs  ln K     ln F      Fit  SE Fit  Residual  St Resid 
 13  10.4  19.8910  19.6449  0.0349    0.2461      2.20R 
 
R denotes an observation with a large standardized residual. 
 
 
Durbin-Watson statistic = 2.26987 
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LAMPIRAN 5. Nilai toleransi dan VIF ln K- ln L 
Coefficientsa
9.644 .112 85.953 .000 9.415 9.873
1.521 .153 .873 9.968 .000 1.210 1.832 .873 .873 .873 1.000 1.000
(Constant)
Ln K - Ln L
Model
1
B Std. Error
Unstandardized
Coefficients
Beta
Standardized
Coefficients
t Sig. Lower Bound Upper Bound
95% Confidence Interval for B
Zero-order Partial Part
Correlations
Tolerance VIF
Collinearity Statistics
Dependent Variable: Ln F - Ln La. 
 
 
LAMPIRAN 6. Nilai toleransi dan VIF ln K dan ln L 
Coefficientsa
-1.336 3.628 -.368 .715 -8.744 6.073
.285 .299 .075 .954 .348 -.325 .895 .108 .172 .075 .999 1.001
1.712 .150 .897 11.437 .000 1.406 2.017 .900 .902 .897 .999 1.001
(Constant)
ln K
ln L
Model
1
B Std. Error
Unstandardized
Coefficients
Beta
Standardized
Coefficients
t Sig. Lower Bound Upper Bound
95% Confidence Interval for B
Zero-order Partial Part
Correlations
Tolerance VIF
Collinearity Statistics
Dependent Variable: Ln Fa. 
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LAMPIRAN 7. Nilai korelasi Spearman antara ln K - ln L dengan Residu 
Correlations
1.000 .114
. .528
33 33
.114 1.000
.528 .
33 33
Correlation Coefficient
Sig. (2-tailed)
N
Correlation Coefficient
Sig. (2-tailed)
N
Residu 2
Ln K - Ln L
Spearman's rho
Residu 2 Ln K - Ln L
 
 
 
 
LAMPIRAN 8. Nilai korelasi Spearman antara ln K dan ln L dengan Residu 
Correlations
1.000 -.003 -.203
. .985 .258
33 33 33
-.003 1.000 .037
.985 . .836
33 33 33
-.203 .037 1.000
.258 .836 .
33 33 33
Correlation Coefficient
Sig. (2-tailed)
N
Correlation Coefficient
Sig. (2-tailed)
N
Correlation Coefficient
Sig. (2-tailed)
N
ln K
ln L
Residu 1
Spearman's rho
ln K ln L Residu 1
 
 
 
 
 
 
 
 
 
 
 
 
 
