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Abstract
We present a unified approach to proving Ramsey-type theorems for graphs with a forbidden induced
subgraph which can be used to extend and improve the earlier results of Rödl, Erdo˝s–Hajnal, Prömel–Rödl,
Nikiforov, Chung–Graham, and Łuczak–Rödl. The proofs are based on a simple lemma (generalizing one by
Graham, Rödl, and Rucin´ski) that can be used as a replacement for Szemerédi’s regularity lemma, thereby
giving much better bounds. The same approach can be also used to show that pseudo-random graphs have
strong induced Ramsey properties. This leads to explicit constructions for upper bounds on various induced
Ramsey numbers.
© 2008 Elsevier Inc. All rights reserved.
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1. Background and introduction
Ramsey theory refers to a large body of deep results in mathematics concerning partitions of
large structures. Its underlying philosophy is captured succinctly by the statement that “In a large
system, complete disorder is impossible.” This is an area in which a great variety of techniques
from many branches of mathematics are used and whose results are important not only to graph
theory and combinatorics but also to logic, analysis, number theory, and geometry. Since the
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vitality, and is currently among the most active areas in combinatorics.
For a graph H , the Ramsey number r(H) is the least positive integer n such that every two-
coloring of the edges of the complete graph Kn on n vertices contains a monochromatic copy
of H . Ramsey’s theorem states that r(H) exists for every graph H . A classical result of Erdo˝s
and Szekeres [25], which is a quantitative version of Ramsey’s theorem, implies that r(Kk) 22k
for every positive integer k. Erdo˝s [18] showed using probabilistic arguments that r(Kk) > 2k/2
for k > 2. Over the last sixty years, there has been several improvements on the lower and
upper bounds of r(Kk), the most recent by Conlon [15]. However, despite efforts by various
researchers, the constant factors in the exponents of these bounds remain the same.
A subset of vertices of a graph is homogeneous if it is either an independent set (empty sub-
graph) or a clique (complete subgraph). For a graph G, denote by hom(G) the size of the largest
homogeneous subset of vertices of G. A restatement of the Erdo˝s–Szekeres result is that every
graph G on n vertices satisfies hom(G) 12 logn, while the Erdo˝s result says that for each n 2
there is a graph G on n vertices with hom(G)  2 logn. (Here, and throughout the paper, all
logarithms are base 2.) The only known proofs of the existence of Ramsey graphs, i.e., graphs
for which hom(G) = O(logn), come from various models of random graphs with edge density
bounded away from 0 and 1. This supports the belief that any graph with small hom(G) looks
‘random’ in one sense or another. There are now several results which show that Ramsey graphs
have random-like properties.
A graph H is an induced subgraph of a graph G if V (H) ⊂ V (G) and two vertices of H are
adjacent if and only if they are adjacent in G. A graph is k-universal if it contains all graphs on
at most k vertices as induced subgraphs. A basic property of large random graphs is that they
almost surely are k-universal. There is a general belief that graphs which are not k-universal are
highly structured. In particular, they should contain a homogeneous subset which is much larger
than that guaranteed by the Erdo˝s–Szekeres bound for general graphs.
In the early 1970s, an important generalization of Ramsey’s theorem, known as the Induced
Ramsey Theorem, was discovered independently by Deuber [16], Erdo˝s, Hajnal, and Pósa [24],
and Rödl [43]. It states that for every graph H there is a graph G such that in every 2-edge-
coloring of G there is an induced copy of H whose edges are monochromatic. The least positive
integer n for which there is an n-vertex graph with this property is called the induced Ramsey
number rind(H). All of the early proofs of the Induced Ramsey Theorem give enormous upper
bounds on rind(H). It is still a major open problem to prove good bounds on induced Ramsey
numbers. Ideally, we would like to understand conditions for a graph G to have the property that
in every two-coloring of the edges of G, there is an induced copy of graph H that is monochro-
matic.
In this paper, we present a unified approach to proving Ramsey-type theorems for graphs
with a forbidden induced subgraph which can be used to extend and improve results of various
researchers. The same approach is also used to prove new bounds on induced Ramsey numbers.
In the few subsequent sections we present in full detail our theorems and compare them with
previously obtained results.
1.1. Ramsey properties of H -free graphs
As we already mentioned, there are several results (see, e.g., [26,46,2,10]) which indicate
that Ramsey graphs, graphs G with relatively small hom(G), have random-like properties. The
first advance in this area was made by Erdo˝s and Szemerédi [26], who showed that the Erdo˝s–
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dense. The edge density of a graph G is the fraction of pairs of distinct vertices of G that are
edges. The Erdo˝s–Szemerédi theorem states that there is an absolute positive constant c such
that hom(G) c logn
 log 1

for every graph G on n vertices with edge density  ∈ (0,1/2). This result
shows that the Erdo˝s–Szekeres bound can be significantly improved for graphs that contain a
large subset of vertices that is very sparse or very dense.
Rödl [44] proved that if a graph is not k-universal with k fixed, then it contains a linear-
sized induced subgraph that is very sparse or very dense. A graph is called H -free if it does not
contain H as an induced subgraph. More precisely, Rödl’s theorem says that for each graph H
and  ∈ (0,1/2), there is a positive constant δ(,H) such that every H -free graph on n vertices
contains an induced subgraph on at least δ(,H)n vertices with edge density either at most  or at
least 1 − . Together with the theorem of Erdo˝s and Szemerédi, it shows that the Erdo˝s–Szekeres
bound can be improved by any constant factor for any family of graphs that have a forbidden
induced subgraph.
Rödl’s proof uses Szemerédi’s regularity lemma [47], a powerful tool in graph theory, which
was introduced by Szemerédi in his celebrated proof of the Erdo˝s-Turán conjecture on long
arithmetic progressions in dense subsets of the integers. The regularity lemma roughly says that
every large graph can be partitioned into a small number of parts such that the bipartite subgraph
between almost every pair of parts is random-like. To properly state the regularity lemma requires
some terminology. The edge density d(X,Y ) between two subsets of vertices of a graph G is the
fraction of pairs (x, y) ∈ X × Y that are edges of G, i.e., d(X,Y ) = e(X,Y )|X||Y | , where e(X,Y ) is
the number of edges with one endpoint in X and the other in Y . A pair (X,Y ) of vertex sets
is called -regular if for every X′ ⊂ X and Y ′ ⊂ Y with |X′| > |X| and |Y ′| > |Y | we have
|d(X′, Y ′) − d(X,Y )| < . A partition V =⋃ki=1 Vi is called equitable if ||Vi | − |Vj ||  1 for
all i, j .
Szemerédi’s regularity lemma [47] states that for each  > 0, there is a positive integer M()
such that the vertices of any graph G can be equitably partitioned V (G) = ⋃ki=1 Vi into k
subsets with −1  k  M() satisfying that all but at most k2 of the pairs (Vi,Vj ) are -
regular. For more background on the regularity lemma, see the excellent survey by Komlós and
Simonovits [36].
In the regularity lemma, M() can be taken to be a tower of 2’s of height proportional to −5.
On the other hand, Gowers [31] proved a lower bound on M() which is a tower of 2’s of height
proportional to − 116 . His result demonstrates that M() is inherently large as a function of −1.
Unfortunately, this implies that the bounds obtained by applications of the regularity lemma are
often quite poor. In particular, this is a weakness of the bound on δ(,H) given by Rödl’s proof
of his theorem. It is therefore desirable to find a new proof of Rödl’s theorem that does not use the
regularity lemma. The following theorem does just that, giving a much better bound on δ(,H).
Its proof works as well in a multicolor setting (see concluding remarks).
Theorem 1.1. There is a constant c such that for each  ∈ (0,1/2) and graph H on k  2
vertices, every H -free graph on n vertices contains an induced subgraph on at least 2−ck(log 1 )2n
vertices with edge density either at most  or at least 1 − .
Nikiforov [40] recently strengthened Rödl’s theorem by proving that for each  > 0 and
graph H of order k, there are positive constants κ = κ(,H) and C = C(,H) such that for
every graph G = (V ,E) that contains at most κ|V |k induced copies of H , there is an equitable
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or at least 1 − . Using the same technique as the proof of Theorem 1.1, we give a new proof
of this result without using the regularity lemma, thereby solving the main open problem posed
in [40].
Erdo˝s and Hajnal [22] gave a significant improvement on the Erdo˝s–Szekeres bound on the
size of the largest homogeneous set in H -free graphs. They proved that for every graph H there
is a positive constant c(H) such that hom(G) 2c(H)
√
logn for all H -free graphs G on n vertices.
Erdo˝s and Hajnal further conjectured that every such G contains a complete or empty subgraph
of order nc(H). This beautiful problem has received increasing attention by various researchers,
and was also featured by Gowers [32] in his list of problems at the turn of the century. For various
partial results on the Erdo˝s–Hajnal conjecture see, e.g., [4,23,28,3,27,38,12] and their references.
Recall that a graph is k-universal if it contains all graphs on at most k vertices as induced
subgraphs. Note that the Erdo˝s–Hajnal bound, in particular, implies that, for every fixed k, suffi-
ciently large Ramsey graphs are k-universal. This was extended further by Prömel and Rödl [41],
who obtained an asymptotically best possible result. They proved that if hom(G)  c1 logn
then G is c2 logn-universal for some constant c2 which depends on c1.
Let hom(n, k) be the largest positive integer such that every graph G on n vertices is k-
universal or satisfies hom(G)  hom(n, k). The Erdo˝s–Hajnal theorem and the Prömel–Rödl
theorem both say that hom(n, k) is large for fixed or slowly growing k. Indeed, from the first
theorem it follows that for fixed k there is c(k) > 0 such that hom(n, k) 2c(k)
√
logn
, while the
second theorem says that for each c1 there is c2 > 0 such that hom(n, c2 logn)  c1 logn. One
would naturally like to have a general lower bound on hom(n, k) that implies both the Erdo˝s–
Hajnal and Prömel–Rödl results. This is done in the following theorem.
Theorem 1.2. There are positive constants c3 and c4 such that for all n, k, every graph on n
vertices is k-universal or satisfies hom(G) c32c4
√
logn
k logn.
Theorem 1.1 can be also used to answer a question of Chung and Graham [13], which was
motivated by the study of quasirandom graphs. Given a fixed graph H , it is well known that a
typical graph on n vertices contains many induced copies of H as n becomes large. Therefore if a
large graph G contains no induced copy of H , its edge distribution should deviate from “typical”
in a rather strong way. This intuition was made rigorous in [13], where the authors proved that if
a graph G on n vertices is not k-universal, then there is a subset S of n2  vertices of G such that
|e(S)− 116n2| > 2−2(k
2+27)n2. For positive integers k and n, let D(k,n) denote the largest integer
such that every graph G on n vertices that is not k-universal contains a subset S of vertices of
size n2  with |e(S)− 116n2| >D(k,n). Chung and Graham asked whether their lower bound on
D(k,n) can be substantially improved, e.g., replaced by c−kn2. Using Theorem 1.1 this can be
easily done as follows.
A lemma of Erdo˝s, Goldberg, Pach, and Spencer [21] implies that if a graph on n vertices has
a subset R that deviates by D edges from having edge density 1/2, then there is a subset S of
size n/2 that deviates by at least a constant times D edges from having edge density 1/2. By
Theorem 1.1 with  = 1/4, there is a positive constant C such that every graph on n vertices that
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3/4. This R deviates from having edge density 1/2 by at least
1
4
(|R|
2
)
 1
16
|R|2  1
16
C−2kn2
edges. Thus, the above mentioned lemma from [21] implies that there is an absolute constant c
such that every graph G on n vertices which is not k-universal contains a subset S of size n/2
with |e(S)− n216 | > c−kn2. Chung and Graham also ask for non-trivial upper bounds on D(k,n).
In this direction, we show that there are Kk-free graphs on n vertices for which |e(S)− 116n2| =
O(2−k/4n2) holds for every subset S of n2  vertices of G. Together with the lower bound it
determines the asymptotic behavior of D(k,n) and shows that there are constants c1, c2 > 1 such
that c−k1 n2 <D(k,n) < c
−k
2 n
2 holds for all positive integers k and n. This completely answers
the questions of Chung and Graham.
Moreover, we can obtain a more precise result about the relation between the number of
induced copies of a fixed graph H in a large graph G and the edge distribution of G. In their
celebrated paper, Chung, Graham, and Wilson [14] introduced a large collection of equivalent
graph properties shared by almost all graphs which are called quasirandom. For a graph G =
(V ,E) on n vertices, two of these properties are
P1: For each subset S ⊂ V,
e(S) = 1
4
|S|2 + o(n2).
P2: For every fixed graph H with k vertices, the number of labeled induced copies of H in G is
(
1 + o(1))nk2−(k2).
So one can ask naturally, by how much does a graph deviate from P1 assuming a deviation
from P2? The following theorem answers this question.
Theorem 1.3. Let H be a graph with k vertices and G = (V ,E) be a graph with n vertices and at
most (1− )2−(k2)nk labeled induced copies of H . Then there is a subset S ⊂ V with |S| = n/2
and |e(S)− n216 | c−kn2, where c > 1 is an absolute constant.
The proof of Theorem 1.3 can be easily adjusted if we replace the “at most” with “at least”
and the (1 − ) factor by (1 + ). Note that this theorem answers the original question of Chung
and Graham in a very strong sense.
1.2. Induced Ramsey numbers
Recall that the induced Ramsey number rind(H) is the minimum n for which there is a graph G
with n vertices such that for every 2-edge-coloring of G, one can find an induced copy of H in G
whose edges are monochromatic. One of the fundamental results in graph Ramsey theory (see
Chapter 9.3 of [17]), the Induced Ramsey Theorem, says that rind(H) exists for every graph H .
Rödl [44] noted that a relatively simple proof of the theorem follows from a simple application
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Ramsey Theorem give poor upper bounds on rind(H).
Since these early proofs, there has been a considerable amount of research on induced Ramsey
numbers. Erdo˝s [20] conjectured that there is a constant c such that every graph H on k vertices
satisfies rind(H)  2ck . Erdo˝s and Hajnal [19] proved that rind(H)  22k
1+o(1)
holds for every
graph H on k vertices. Kohayakawa, Prömel, and Rödl [35] improved this bound substantially
and showed that if a graph H has k vertices and chromatic number χ , then rind(H) kck(logχ),
where c is a universal constant. In particular, their result implies an upper bound of 2ck(log k)2 on
the induced Ramsey number of any graph on k vertices. In their proof, the graph G which gives
this bound is randomly constructed using projective planes.
There are several known results that provide upper bounds on induced Ramsey numbers for
sparse graphs. For example, Beck [8] studied the case when H is a tree; Haxell, Kohayakawa,
and Łuczak [34] proved that the cycle of length k has induced Ramsey number linear in k; and,
settling a conjecture of Trotter, Łuczak and Rödl [39] showed that the induced Ramsey number of
a graph with bounded degree is at most polynomial in the number of its vertices. More precisely,
they proved that for every integer d , there is a constant cd such that every graph H on k vertices
and maximum degree at most d satisfies rind(H)  kcd . Their proof, which also uses random
graphs, gives an upper bound on cd that is a tower of 2’s of height proportional to d2.
As noted by Schaefer and Shah [45], all known proofs of the Induced Ramsey Theorem ei-
ther rely on taking G to be an appropriately chosen random graph or give a poor upper bound
on rind(H). However, often in combinatorics, explicit constructions are desirable in addition to
existence proofs given by the probabilistic method. For example, one of the most famous such
problems was posed by Erdo˝s [5], who asked for the explicit construction of a graph on n vertices
without a complete or empty subgraph of order c logn. Over the years, this intriguing problem
and its bipartite variant has drawn a lot of attention by various researches (see, e.g., [29,1,6,9,7]),
but, despite these efforts, it is still open. Similarly, one would like to have an explicit construction
for the Induced Ramsey Theorem. We obtain such a construction using pseudo-random graphs.
The random graph G(n,p) is the probability space of all labeled graphs on n vertices, where
every edge appears randomly and independently with probability p. An important property of
G(n,p) is that, with high probability, between any two large subsets of vertices A and B , the
edge density d(A,B)= e(A,B)|A||B| is approximately p. This observation is one of the motivations for
the following useful definition. A graph G = (V ,E) is (p,λ)-pseudo-random if the following
inequality holds for all subsets A,B ⊂ V :
∣∣d(A,B)− p∣∣ λ√|A||B| .
It is easy to show that if p < 0.99, then with high probability, the random graph G(n,p) is
(p,λ)-pseudo-random with λ = O(√pn). Moreover, there are also many explicit constructions
of pseudo-random graphs which can be obtained using the following fact. Let λ1  λ2  · · · λn
be the eigenvalues of the adjacency matrix of a graph G. An (n, d,λ)-graph is a d-regular graph
on n vertices with λ = maxi2 |λi |. It was proved by Alon (see, e.g., [5,37]) that every (n, d,λ)-
graph is in fact ( d
n
, λ)-pseudo-random. Therefore to construct good pseudo-random graphs we
need regular graphs with λ 	 d . For more details on pseudo-random graphs, including many
constructions, we refer the interested reader to the recent survey [37].
A graph is d-degenerate if every subgraph of it has a vertex of degree at most d . The degen-
eracy number of a graph H is the smallest d such that H is d-degenerate. This quantity, which
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In particular, in a d-degenerate graph every subset X spans at most d|X| edges. The chromatic
number χ(H) of graph H is the minimum number of colors needed to color the vertices of H
such that adjacent vertices get different colors. Using a greedy coloring, it is easy to show that
d-degenerate graphs have chromatic number at most d + 1. The following theorem, which is
special case of a more general result which we prove in Section 4, shows that any sufficiently
pseudo-random graph of appropriate density has strong induced Ramsey properties.
Theorem 1.4. There is an absolute constant c such that for all integers k, d,χ  2, every
( 1
k
, n0.9)-pseudo-random graph G on n  kcd logχ vertices satisfies that every d-degenerate
graph on k vertices with chromatic number at most χ occurs as an induced monochromatic
copy in all 2-edge-colorings of G. Moreover, all of these induced monochromatic copies can be
found in the same color.
This theorem implies that, with high probability, G(n,p) with p = 1/k and n  kcd logχ
satisfies that every d-degenerate graph on k vertices with chromatic number at most χ occurs as
an induced monochromatic copy in all 2-edge-colorings of G(n,p). It gives the first polynomial
upper bound on the induced Ramsey numbers of d-degenerate graphs. In particular, for bounded
degree graphs this is a significant improvement of the above mentioned Łuczak and Rödl result.
It shows that the exponent of the polynomial in their theorem can be taken to be O(d logd),
instead of the previous bound of a tower of 2’s of height proportional to d2.
Corollary 1.5. There is an absolute constant c such that every d-degenerate graph H on k
vertices with chromatic number χ  2 has induced Ramsey number rind(H) kcd logχ .
A significant additional benefit of Theorem 1.4 is that it leads to explicit constructions for
induced Ramsey numbers. One such example can be obtained from a construction of Delsarte and
Goethals and also of Turyn (see [37]). Let r be a prime power and let G be a graph whose vertices
are the elements of the two-dimensional vector space over the finite field Fr , so G has r2 vertices.
Partition the r + 1 lines through the origin of the space into two sets P and N , where |P | = t .
Two vertices x and y of the graph G are adjacent if x − y is parallel to a line in P . This graph is
known to be t (r − 1)-regular with eigenvalues, besides the largest one, being either −t or r − t .
Taking t = r2
k(r−1) , we obtain an (n, d,λ)-graph with n = r2, d = n/k, and λ = r − t  r  n1/2.
This gives a (p,λ)-pseudo-random graph with p = d/n = 1/k and λ n1/2 which satisfies the
assertion of Theorem 1.4.
Another well-known explicit construction is the Paley graph Pn. Let n be a prime power which
is congruent to 1 modulo 4 so that −1 is a square in the finite field Fn. The Paley graph Pn has
vertex set Fn and distinct elements x, y ∈ Fn are adjacent if x − y is a square. It is well known
and not difficult to prove that the Paley graph Pn is (1/2, λ)-pseudo-random with λ = √n. This
can be used together with the generalization of Theorem 1.4, which we discuss in Section 5, to
prove the following result.
Corollary 1.6. There is an absolute constant c such that for prime n 2ck log2 k , every graph on k
vertices occurs as an induced monochromatic copy in all 2-edge-colorings of the Paley graph Pn.
This explicit construction matches the best known upper bound on induced Ramsey numbers
of graphs on k vertices obtained by Kohayakawa, Prömel, and Rödl [35]. Similarly, we can prove
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that every graph on k vertices occurs as an induced monochromatic copy in all 2-edge-colorings
of G.
Very little is known about lower bounds for induced Ramsey numbers beyond the fact that an
induced Ramsey number is at least its corresponding Ramsey number. A well-known conjecture
of Burr and Erdo˝s [11] from 1973 states that for each positive integer d there is a constant
c(d) such that the Ramsey number r(H) is at most c(d)k for every d-degenerate graph H on k
vertices. As mentioned earlier, Haxell et al. [34] proved that the induced Ramsey number for
the cycle on k vertices is linear in k. This implies that the induced Ramsey number for the path
on k vertices is also linear in k. Also, using a star with 2k − 1 edges, it is trivial to see that the
induced Ramsey number of a star with k edges is 2k. It is natural to ask whether the Burr–Erdo˝s
conjecture extends to induced Ramsey numbers. The following result shows that this fails already
for trees, which are 1-degenerate graphs.
Theorem 1.7. For every c > 0 and sufficiently large integer k there is a tree T on k vertices such
that rind(T ) ck.
The tree T in the above theorem can be taken to be any sufficiently large tree that contains
a matching of linear size and a star of linear size as subgraphs. It is interesting that the induced
Ramsey number for a path on k vertices or a star on k vertices is linear in k, but the induced
Ramsey number for a tree which contains both a path on k vertices and a star on k vertices is
superlinear in k.
1.3. Organization of the paper
In the next section we give short proofs of Theorems 1.1 and 1.2 which illustrate our meth-
ods. Section 3 contains the key lemma that is used as a replacement for Szemerédi’s regularity
lemma in the proofs of several results. We answer questions of Chung–Graham and Nikiforov on
the edge distribution in graphs with a forbidden induced subgraph in Section 4. In Section 5 we
show that any sufficiently pseudo-random graph of appropriate density has strong induced Ram-
sey properties. Combined with known examples of pseudo-random graphs, this leads to explicit
constructions which match and improve the best known estimates for induced Ramsey numbers.
The proof of the result that there are trees whose induced Ramsey number is superlinear in the
number of vertices is in Section 6. The last section of this paper contains some concluding re-
marks together with a discussion of a few conjectures and open problems. Throughout the paper,
we systematically omit floor and ceiling signs whenever they are not crucial for the sake of clar-
ity of presentation. We also do not make any serious attempt to optimize absolute constants in
our statements and proofs.
2. Ramsey-type results for H -free graphs
In this section, we prove Theorems 1.1 and 1.2. While we obtain more general results later in
the paper, the purpose of this section is to illustrate on simple examples the main ideas and tech-
niques that we will use in our proofs. Our theorems strengthen and generalize results from [44]
and [41] and the proofs we present here are shorter and simpler than the original ones. We start
with the proof of Theorem 1.1, which uses the following lemma of Erdo˝s and Hajnal [22]. We
prove a generalization of this lemma in Section 4.
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n  2 vertices, there are disjoint subsets A and B of V with |A|, |B|  k−1 n
k
such that either
every vertex in A has at most |B| neighbors in B , or every vertex in A has at least (1 − )|B|
neighbors in B .
Actually, the statement of the lemma in [22] is a bit weaker than that of Lemma 2.1 but it
is easy to get the above statement by analyzing more carefully the proof of Erdo˝s and Hajnal.
Lemma 2.1 roughly says that every H -free graph contains two large disjoint vertex subsets such
that the edge density between them is either very small or very large. However, to prove Theo-
rem 1.1, we need to find a large induced subgraph with such edge density. Our next lemma shows
how one can iterate the bipartite density result of Lemma 2.1 in order to establish the complete
density result of Theorem 1.1.
For 1, 2 ∈ (0,1) and a graph H , define δ(1, 2,H) to be the largest δ (which may be 0) such
that for each H -free graph on n vertices, there is an induced subgraph on at least δn vertices
with edge density at most 1 or at least 1 − 2. Notice that for 2  n0  n1, the edge-density
of a graph on n1 vertices is the average of the edge-densities of the induced subgraphs on n0
vertices. Therefore, from definition of δ, it follows that for every 2 n0  δ(1, 2,H)n and H -
free graph G on n vertices, G contains an induced subgraph on exactly n0 vertices with edge
density at most 1 or at least 1 − 2. Recall that the edge-density d(A) of a subset A of G equals
e(A)/
(|A|
2
)
, where e(A) is the number of edges spanned by A.
Lemma 2.2. Suppose 1, 2 ∈ (0,1) with 1 + 2 < 1 and H is a graph on k  2 vertices. Let
 = min(1, 2). We have
δ(1, 2,H) (/4)kk−1 min
(
δ(31/2, 2,H), δ(1,32/2,H)
)
.
Proof. Let G be a H -free graph on n 2 vertices. If n < k then we may consider any two-vertex
induced subgraph of G which has always density either 0 or 1. Therefore, for G of order less
than k we can take δ = 2/k, which is clearly larger than the right-hand side of the inequality in
the assertion of the lemma. Thus we can assume that n k. Applying Lemma 2.1 to G with /4
in place of , we find two subsets A and B with |A|, |B| (/4)k−1n/k, such that either every
vertex in A is adjacent to at most 4 |B| vertices of B or every vertex of A is adjacent to at least
(1 − 4 )|B| vertices of B .
First consider the case in which every vertex in A is adjacent to at most 4 |B| vertices of B
(the other case can be treated similarly) and let G[A] be the subgraph of G induced by the set A.
By definition of function δ, G[A] contains a subset A′ with
|A′| = δ(31/2, 2,H)
(

4
)k
n
k
 δ(31/2, 2,H)|A|,
such that the subgraph induced by A′ has edge density at most 321 or at least 1 − 2. If A′ has
edge density at least 1 − 2 we are done, since G[A′] is an induced subgraph of G with at least
(/4)kk−1δ(31/2, 2,H)n vertices and edge density at least 1 − 2. So we may assume that the
edge density in A′ is at most 31.2
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each vertex of A′ has at most 4 |B| neighbors in B and the number of edges e(A′,B) 4 |A′||B|.
Therefore B1 has at least |B|/2 vertices. Then, by definition of δ, B1 contains a subset B ′ with
|B ′| = δ(31/2, 2,H)
(

4
)k
n
k
 δ(31/2, 2,H)|B1|,
such that the induced subgraph G[B ′] has edge density at most 321 or at least 1 − 2. If it has
edge density at least 1 − 2 we are done, so we may assume that the edge density d(B ′) is at
most 321.
Finally to complete the proof note that, since |A′| = |B ′|, |A′ ∪ B ′| = 2|A′|, d(A′),
d(B ′) 321, and d(A′,B ′)
1
2 , we have that
e(A′ ∪B ′) = e(A′)+ e(B ′)+ e(A′,B ′) 3
2
1
(|A′|
2
)
+ 3
2
1
(|B ′|
2
)
+ 1
2
|A′||B ′|
= 21|A′|2 − 31|A′|/2 1
(
2|A′|
2
)
.
Therefore, d(A′ ∪B ′) 1. 
From this lemma, the proof of our first result, that every H -free graph on n vertices contains a
subset of at least 2−ck(log 1 )2n vertices with edge density either   or  1 − , follows in a few
lines.
Proof of Theorem 1.1. Notice that if 1 + 2  1, then trivially δ(1, 2,H) = 1. In particular,
if 12  14 , then 1 + 2  1 and δ(1, 2,H) = 1. Therefore, by iterating Lemma 2.2 for t =
log 1
2
/ log 32 iterations and using that   1/2, we obtain
δ(, ,H)
(
k
4kk
)t
= 2− 2log 3/2 (k(log 1/)2+(2k+log k) log 1/)  2−15k(log 1/)2 ,
which, by definition of δ, completes the proof of the theorem. 
Recall the Erdo˝s–Szemerédi theorem, which states that there is an absolute constant c such
that every graph G on n vertices with edge density  ∈ (0,1/2) has a homogeneous set of size
at least c logn
 log 1

. Theorem 1.2 follows from a simple application of Theorem 1.1 and the Erdo˝s–
Szemerédi theorem.
Proof of Theorem 1.2. Let G be a graph on n vertices which is not k-universal, i.e., it is H -free
for some fixed graph H on k vertices. Fix  = 2− 15
√
logn
k and apply Theorem 1.1 to G. It implies
that G contains a subset W ⊂ V (G) of size at least 2−15k(log 1 )2n = n2/5 such that the subgraph
induced by W has edge density at most  or at least 1 − . Applying the Erdo˝s–Szemerédi
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all   1, we obtain a homogeneous subset W ′ ⊂ W with
|W ′| c logn
2/5
 log 1

 c logn
101/2
 c
10
2
1
10
√
logn
k logn,
which completes the proof of Theorem 1.2. 
3. Key lemma
In this section we present our key lemma. We use it as a replacement for Szemerédi’s regu-
larity lemma in the proofs of several Ramsey-type results, thereby giving much better estimates.
A very special case of this statement was essentially proved in Lemma 2.2 in the previous sec-
tion. Our key lemma generalizes the result of Graham, Rödl, and Rucin´ski [33] and has a simpler
proof than the one in [33]. Roughly, our result says that if (G1, . . . ,Gr) is a sequence of graphs
on the same vertex set V with the property that every large subset of V contains a pair of large
disjoint sets with small edge density between them in at least one of the graphs Gi , then every
large subset of V contains a large set with small edge density in one of the Gi . To formalize this
concept, we need a couple of definitions.
For a graph G = (V ,E) and disjoint subsets W1, . . . ,Wt ⊂ V , the density dG(W1, . . . ,Wt )
between the t  2 vertex subsets W1, . . . ,Wt is defined by
dG(W1, . . . ,Wt ) =
∑
i<j e(Wi,Wj )∑
i<j |Wi ||Wj |
.
If |W1| = · · · = |Wt |, then
dG(W1, . . . ,Wt ) =
(
t
2
)−1∑
i<j
dG(Wi,Wj ).
Also, in this section if t = 1 we define the density to be zero.
Definition 3.1. For α,ρ,  ∈ [0,1] and positive integer t , a sequence (G1, . . . ,Gr) of graphs on
the same vertex set V is (α,ρ, , t)-sparse if for all subsets U ⊂ V with |U | α|V |, there are
positive integers t1, . . . , tr such that
∏r
i=1 ti  t and for each i ∈ [r] = {1, . . . , r} there are disjoint
subsets Wi,1, . . . ,Wi,ti ⊂ U with |Wi,1| = · · · = |Wi,ti | = ρ|U | and dGi (Wi,1, . . . ,Wi,ti ) .
We call a graph (α,ρ, , t)-sparse if the one-term sequence consisting of that graph is
(α,ρ, , t)-sparse. By averaging, if α′  α, ρ′  ρ, ′  , t ′  t , and (G1, . . . ,Gr) is (α,ρ, , t)-
sparse, then (G1, . . . ,Gr) is also (α′, ρ′, ′, t ′)-sparse. The following is our main result in this
section.
Lemma 3.2. If a sequence of graphs (G1, . . . ,Gr) with common vertex set V is ( 12αρ,ρ′, , t)-
sparse and (α,ρ, /4,2)-sparse, then (G1, . . . ,Gr) is also (α, 1ρρ′, ,2t)-sparse.2
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is i ∈ [r] and disjoint subsets X,Y ⊂ U with |X| = |Y | = ρ|U | and dGi (X,Y ) /4. Let X1 be
the set of vertices in X that have at most 2 |Y | neighbors in Y in graph Gi . Then eGi (X\X1, Y )
|X \X1||Y |/2 and we also have eGi (X,Y ) |X||Y |/4. Therefore |X1| |X|/2 12ρ|U | and
by removing extra vertices we assume that |X1| = 12ρ|U |.
Since (G1, . . . ,Gr) is ( 12αρ,ρ
′, , t)-sparse, then there are positive integers t1, . . . , tr such
that
∏r
j=1 tj  t and for each j ∈ [r] there are disjoint subsets Xj,1, . . . ,Xj,tj ⊂ X1 of size
|Xj,1| = · · · = |Xj,tj | = ρ′|X1| with density dGj (Xj,1, . . . ,Xj,tj )  . Let Y1 be the set of ver-
tices in Y that have at most |Xi,1 ∪ · · · ∪Xi,ti | neighbors in Xi,1 ∪ · · · ∪Xi,ti in graph Gi . Since
every vertex of X1 is adjacent to at most 2 |Y | vertices of Y and since Xi,1 ∪ · · · ∪Xi,ti ⊂ X1 we
have that dGi (Xi,1 ∪ · · · ∪Xi,ti , Y ) /2. On the other hand, dGi (Xi,1 ∪ · · · ∪Xi,ti , Y \ Y1) .
Therefore |Y1| |Y |/2, so again we can assume that |Y1| = 12ρ|U | = |X1|. Since (G1, . . . ,Gr)
is ( 12αρ,ρ
′, , t)-sparse, then there are positive integers s1, . . . , sr such that
∏r
j=1 sj  t and
for each j ∈ [r] there are disjoint subsets Yj,1, . . . , Yj,sj ⊂ Y1 with dGj (Yj,1, . . . , Yj,sj )  and|Yj,1| = · · · = |Yj,sj | = ρ′|Y1|.
By the above construction, the edge density between Xi,1 ∪ · · · ∪Xi,ti and Yi,1 ∪ · · · ∪ Yi,si is
bounded from above by . We also have that both dGi (Xi,1, . . . ,Xi,ti ) and dGi (Yi,1, . . . , Yi,si )
are at most . Therefore dGi (Xi,1, . . . ,Xi,ti , Yi,1, . . . , Yi,si )  , implying that (G1, . . . ,Gr)
is (α, 12ρρ
′, , u)-sparse with u = (ti + si)∏j∈[r]\{i} max(tj , sj ) for some i. By the arithmetic
mean-geometric mean inequality, we have
t2 
r∏
j=1
tj
r∏
j=1
sj  tisi
( ∏
j∈[r]\{i}
max(tj , sj )
)2
= tisi
(ti + si)2 u
2  u
2
4
.
Thus u 2t . Altogether this shows that (G1, . . . ,Gr) is (α, 12ρρ′, ,2t)-sparse, completing the
proof. 
Rather than using this lemma directly, in applications we usually need the following two
corollaries. The first one is obtained by simply applying Lemma 3.2 h− 1 times.
Corollary 3.3. If (G1, . . . ,Gr) is (α,ρ, /4,2)-sparse and h is a positive integer, then
(G1, . . . ,Gr) is also (( 2ρ )
h−1α,21−hρh, ,2h)-sparse.
If we use the last statement with h = r log 1

and α = ( ρ2 )h−1, then we get that there is an index
i ∈ [r] and disjoint subsets W1, . . . ,Wt ⊂ V with t  2h/r = 1 , |W1| = · · · = |Wt | = 21−hρh|V |,
and dGi (W1, . . . ,Wt )  . Since
(|W1|
2
)
 
t
(
t |W1|
2
)
, even if every Wi has edge density one, still
the edge density in the set W1 ∪ · · · ∪ Wt is at most 2. Therefore, (using /2 instead of ) we
have the following corollary.
Corollary 3.4. If (G1, . . . ,Gr) is (( ρ2 )h−1, ρ, /8,2)-sparse where h = r log 2 , then there is
i ∈ [r] and an induced subgraph G′ of Gi on 2−121−hρh|V | vertices that has edge density at
most .
The key lemma in the paper of Graham, Rödl, and Rucin´ski [33] on the Ramsey number of
graphs (their Lemma 1) is essentially the r = 1 case of Corollary 3.4.
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In this section, we obtain several results on the edge distribution of graphs with a forbidden
induced subgraph which answer open questions by Nikiforov and Chung–Graham. We first prove
a strengthening of Rödl’s theorem (mentioned in the introduction) without using the regularity
lemma. Then we present a proof of Theorem 1.3 on the dependence of error terms in quasirandom
properties. We conclude this section with an upper bound on the maximum edge discrepancy in
subgraphs of H -free graphs. To obtain these results we need the following generalization of
Lemma 2.1.
Lemma 4.1. Let H be a k-vertex graph and let G be a graph on n k2 vertices that contains less
than nk(1 − k22n )
∏k−1
i=1 (1 − δi)k−ii labeled induced copies of H , where 0 = 1 and i, δi ∈ (0,1)for all 1 i  k − 1. Then there is an index i  k − 1 and disjoint subsets A and B of G with
|A|  δin
k(k−i)
∏
j<i j and |B|  nk
∏
j<i j such that either every vertex of A is adjacent to at
most i |B| vertices of B or every vertex of A is adjacent to at least (1 − i)|B| vertices of B .
Proof. Let M denote the number of labeled induced copies of H in G, which by our assumption
is at most
M < nk
(
1 − k
2
2n
) k−1∏
i=1
(1 − δi)k−ii . (1)
We may assume that the vertex set of H is [k]. Consider a random partition V1 ∪ · · · ∪ Vk of
the vertices of G such that each Vi has cardinality n/k. Note that for any such partition there
are (n/k)k ordered k-tuples of vertices of G with the property that the ith vertex of the k-tuple
is in Vi for all i ∈ [k]. On the other hand the total number of ordered k-tuples of vertices is
n(n− 1) · · · (n− k+ 1) and each of these k-tuples has the above property with equal probability.
This implies that for any given k-tuple the probability that its ith vertex is in Vi for all i ∈ [k]
equals
∏k
i=1
n/k
n−i+1 . In particular, by linearity of expectation, the expected number of labeled
induced copies of H in G for which the image of every vertex i ∈ [k] is in Vi is M ·∏ki=1 n/kn−i+1 .
Using that
∏
(1 − xi) 1 −∑xi for any 0 xi  1 and that n k2, we obtain
k∏
i=1
n/k
n− i + 1 = k
−k
k−1∏
i=0
(1 − i/n)−1  k−k
(
1 −
k−1∑
i=0
i/n
)−1
= k−k
(
1 −
(
k
2
)
/n
)−1
<
(
1 − k
2
2n
)−1
k−k.
This, together with (1), shows that there is a partition V1 ∪ · · · ∪ Vk of G into sets of cardinality
n/k such that the total number of labeled induced copies of H in G for which the image of every
vertex i ∈ [k] is in Vi is less than
M
(
1 − k
2
2n
)−1
k−k < k−knk
k−1∏
(1 − δi)k−ii . (2)i=1
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a vertex v ∈ V , the neighborhood N(v) is the set of vertices of G that are adjacent to v. For
v ∈ Vi and a subset S ⊂ Vj with i = j , let N˜(v, S) = N(v) ∩ S if (i, j) is an edge of H and
N˜(v, S) = S \N(v) otherwise. We will try iteratively to build many induced copies of H . After i
steps, we will have vertices v1, . . . , vi with vj ∈ Vj for j  i and subsets Vi+1,i , Vi+2,i , . . . , Vk,i
such that
1. V	,i is a subset of V	 of size |V	,i | nk
∏i
j=1 j for all i + 1 	 k,
2. for 1 j < 	 i, (vj , v	) is an edge of G if and only if (j, 	) is an edge of H , and
3. if j  i < 	 and w ∈ V	,i , then (vj ,w) is an edge of G if and only if (j, 	) is an edge of H .
In the first step, we call a vertex v ∈ V1 good if |N˜(v,Vi)|  1|Vi | for each i > 1. If less
than a fraction 1 − δ1 of the vertices in V1 are good, then, by the pigeonhole principle, there is a
subset A ⊂ V1 with |A| δ1k−1 |V1| = δ1k(k−1)n and an index j > 1 such that |N˜(v,Vj )| < 1|Vj |
for each v ∈ A. Letting B = Vj , one can easily check that A and B satisfy the assertion of the
lemma. Hence, we may assume that at least a fraction 1 − δ1 of the vertices v1 ∈ V1 are good,
choose any good v1 and define Vi,1 = N˜(v1,Vi) for i > 1, completing the first step.
Suppose that after step i the properties 1–3 are satisfied. Then, in step i + 1, we again call
a vertex v ∈ Vi+1,i good if |N˜(v,Vj,i)|  i+1|Vj,i | for each j > i + 1. If less than a fraction
1−δi+1 vertices of Vi+1,i are good, then, by the pigeonhole principle, there is a subset A ⊂ Vi+1,i
with |A| δi+1
k−i−1 |Vi+1,i | and index j > i + 1 such that |N˜(v,Vj,i)| < i+1|Vj,i | for each v ∈ A.
Letting B = Vj,i , one can check using property 1, that A and B satisfy the assertion of the lemma.
Hence, we may assume that a fraction 1− δi+1 of the vertices vi+1 ∈ Vi+1,i are good, choose any
good vi+1 and define Vj,i+1 = N˜(vi+1,Vj,i) for j  i + 2, completing step i + 1. Notice that
after step i + 1, we have |Vj,i+1| i+1|Vj,i | for j > i + 1, which guarantees that property 1 is
satisfied. The remaining properties (2 and 3) follow from our construction of sets Vj,i+1.
Thus if our process fails in one of the first k − 1 steps we obtain the desired sets A and B .
Suppose now that we successfully performed k − 1 steps. Note that in step i + 1, we had at least
(1 − δi+1)|Vi+1,i | nk (1 − δi+1)
∏i
j=1 j vertices to choose for vertex vi+1. Also note that, by
property 3, after step k− 1 we can choose any vertex in the set Vk,k−1 to be vk . Moreover, by the
property 2, every choice of the vertices v1, . . . , vk form a labeled induced copy of H . Altogether,
this gives at least
|Vk,k−1| ·
k−1∏
i=1
(
n
k
(1 − δi)
∏
0j<i
j
)
 n
k
k−1∏
j=1
j ·
k−1∏
i=1
(
n
k
(1 − δi)
∏
0j<i
j
)
= (n/k)k
k−1∏
i=1
(1 − δi)k−ii
labeled induced copies of H for which the image of every vertex i ∈ [k] is in Vi . This contra-
dicts (2) and completes the proof. 
Notice that the number of induced copies of H in any induced subgraph of G is at most the
number of induced copies of H in G. Let i =   1/2 and δi = 1/2 for 1  i  k − 1 and
let α  k2/n. Applying Lemma 4.1 with these i, δi to subsets of G of size αn and using that
i−1  k−1,1 − k2  1/2 we obtain the following corollary.
k−i 2αn
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most 2−k(
k
2)(αn)k induced copies of H . Then the pair (G, G¯) is (α, k−12k , ,2)-sparse.
The next statement strengthens Theorem 1.1 by allowing for many induced copies of H . It fol-
lows from Corollary 3.4 with r = 2, h = 2 log(2/), ρ = k−12k , combined with the last statement
in which we set α = (ρ/2)h−1.
Corollary 4.3. There is a constant c such that for each  ∈ (0,1/2) and graph H on k ver-
tices, every graph G on n vertices with less than 2−c(k log 1 )2nk induced copies of H contains an
induced subgraph of size at least 2−ck(log 1 )2n with edge density at most  or at least 1 − .
This result demonstrates that for each  ∈ (0,1/2) and graph H , there exist positive constants
δ∗ = δ∗(,H) and κ∗ = κ∗(,H) such that every graph G = (V ,E) on n vertices with less
than κ∗nk induced copies of H contains a subset W ⊂ V of size at least δ∗n such that the edge
density of W is at most  or at least 1−. Furthermore, there is a constant c such that we can take
δ∗(,H) = 2−ck(log 1 )2 and κ∗(,H) = 2−c(k log 1 )2 . Applying Corollary 4.3 recursively one can
obtain an equitable partition of G into a small number of subsets each with low or high density.
Theorem 4.4. For each  ∈ (0,1/2) and graph H on k vertices, there are positive constants
κ = κ(,H) and C = C(,H) such that every graph G = (V ,E) on n vertices with less than
κnk induced copies of H , there is an equitable partition V =⋃	i=1 Vi such that 	 C and the
edge density in each Vi is at most  or at least 1 − .
This extension of Rödl’s theorem was proved by Nikiforov [40] using the regularity lemma
and therefore it had quite poor (tower like) dependence of κ and C on  and k. Obtaining a proof
without using the regularity lemma was the main open problem raised in [40].
Proof of Theorem 4.4. Let κ(,H) = ( 4 )kκ∗( 4 ,H) and C(,H) = 4/(δ∗( 4 ,H)), where κ∗
and δ∗ were defined above. Take a subset W1 ⊂ V of size δ∗( 4 ,H) 4n whose edge density is at
most 4 or at least 1 − 4 , and set U1 = V \ W1. For j  1, if |Uj | 4n, then by definition of κ
we have that the number of induced copies of H in Uj is at most (the number of such copies
in G) κnk = ( 4 )kκ∗nk  κ∗|Uj |k . Therefore by definition of κ∗ and δ∗ we can find a subset
Wj+1 ⊂ Uj of size δ∗ 4n  δ∗|Uj | whose edge density is at most 4 or at least 1 − 4 , and set
Uj+1 = Uj \Wj+1.
Once this process stops, we have disjoint sets W1, . . . ,W	, each with the same cardinality, and
a subset U	 of cardinality at most 4n. The number 	 is at most
n/|W1| 4
/(
δ∗
(

4
,H
))
.
Partition the set U	 into 	 parts T1, . . . , T	 of equal size and let Vj = Wj ∪ Tj for 1 j  	.
Notice that V = V1 ∪· · ·∪V	 is an equitable partition of V . By definition, |Tj | = |U	|/	 4n/	.
On the other hand |Wj | = (n− |U	|)/	 (1 − /4)n/	. Since 1 − /4 > 7/8, this implies that
|Tj |  n/	 
(
1 − /4)−1|Wj | 2 |Wj |.4 4 7
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above bound on |Tj |, it is easy to check that the number of edges in Vj is at most
(|Tj |
2
)
+ |Tj ||Wj | + 4
(|Wj |
2
)
 
(|Wj |
2
)
 
(|Vj |
2
)
.
Hence, the edge density in each such Vj is at most . Similarly, if the edge density in Wj is at
least 1 − 4 , then the edge density in Vj is at least 1 − . This completes the proof. 
We next use Lemma 4.1 to prove that there is a constant c > 1 such that every graph G on n
vertices which contains at most (1 − )2−(k2)nk labeled induced copies of some fixed k-vertex
graph H has a subset S of size |S| = n/2 with |e(S)− n216 | c−kn2.
Proof of Theorem 1.3. For 1  i  k − 1, let i = 12 (1 − 2i−k−2) and δi = 2i−k−2. Notice
that for all i  k − 1
∏
j<i
j = 2−i+1
∏
j<i
(
1 − 2j−k−2) 2−i+1(1 −  ∑
j<k−1
2j−k−2
)
 2−i+1(1 − /8) > 2−i (3)
and also that
k−1∏
i=1
(1 − δi)k−ii = 2−(
k
2)
k−1∏
i=1
(
1 − 2i−k−2)k−i+1 = 2−(k2) k∏
j=2
(
1 − 2−j−1)j
 2−(
k
2)
(
1 − 
k∑
j=2
j
2j+1
)
>
(
1 − 3
4
)
2−(
k
2).
We may assume that   2k2/n since otherwise by choosing constant c large enough we get that
c−kn2 < n/8 and the conclusion of the theorem follows easily. Therefore
(
1 − k
2
2n
) k−1∏
i=1
(1 − δi)k−ii 
(
1 − 
4
)(
1 − 3
4
)
2−(
k
2) > (1 − )2−(k2),
and we can apply Lemma 4.1 with i and δi as above to our graph G since it contains at most
(1 − )2−(k2)nk labeled induced copies of H . This lemma, together with (3), implies that there is
an index i  k − 1 and disjoint subsets A and B with
|A| δin
k(k − i)
∏
j<i
j  k−22−k−2n,
|B| n
k
∏
j  2−ik−1n,j<i
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adjacent to at least (1 − i)|B| elements of B . In either case, we have∣∣∣∣e(A,B)− 12 |A||B|
∣∣∣∣
(
1
2
− i
)
|A||B| = 2i−k−3|A||B| k−32−2k−5n2.
Note that
e(A,B)− 1
2
|A||B| =
(
e(A∪B)− 1
2
(|A∪B|
2
))
−
(
e(A)− 1
2
(|A|
2
))
−
(
e(B)− 1
2
(|B|
2
))
.
It follows from the triangle inequality that there is some subset of vertices R ∈ {A,B,A ∪ B}
such that ∣∣∣∣e(R)− 12
(|R|
2
)∣∣∣∣ 13k−32−2k−5n2, (4)
i.e., it deviates by at least k−32−2k−5n2/3 edges from having edge density 1/2. To finish the
proof we will use the lemma of Erdo˝s et al. [21], mentioned in the introduction. This lemma
says that if graph G on n vertices with edge density η has a subset that deviates by D edges
from having edge density η, then it also has a subset of size n/2 that deviates by at least D/5
edges from having edge density η. Note that if the number of edges of our graph G deviates from
1
2
(
n
2
)
by at least k−32−2k−5n2/30 then by averaging over all subsets of size n/2 we will find a
subset S satisfying our assertion. Otherwise, if G deviates by at most k−32−2k−5n2/30 edges
from having edge density 1/2, then the subset R from (4) deviates by at least k−32−2k−5n2/3−
k−32−2k−5n2/30  k−32−2kn2/4 edges from having edge density η. Then, by the lemma of
Erdo˝s et al., G has a subset S of cardinality n/2 that deviates by at least k−32−2k−5n2/20 edges
from having edge density η. Such S satisfies
∣∣∣∣e(S)− 12
(|S|
2
)∣∣∣∣ k−32−2k−5n2/20 − k−32−2k−5n2/30 = Ω(k−32−2kn2).
Since | |S|24 − 12
(|S|
2
)| < n, this completes the proof. 
For positive integers k and n, recall that D(k,n) denotes the largest integer such that every
graph G on n vertices that is H -free for some k-vertex graph H contains a subset S of size n/2
with |e(S)− 116n2| >D(k,n). We end this section by proving the upper bound on D(k,n).
Proposition 4.5. There is a constant c > 0 such that for all positive integers k and n  2k/2,
there is a Kk-free graph G on n vertices such that for every subset S of n/2 vertices of G,∣∣∣∣e(S)− 116n2
∣∣∣∣< c2−k/4n2.
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this graph the number of edges in X is a binomially distributed random variable with expectation
|X|(|X|−1)
4 . Therefore by Chernoff’s bound (see, e.g., Appendix A in [5]), the probability that it
deviates from this value by t is at most 2e−t2/|X|2 . Thus choosing t = 1.5	3/2 we obtain that
the probability that there is a subset of vertices X such that
∣∣e(X) − |X|(|X|−1)4 ∣∣ > t is at most
2	 · 2e−t2/	2 	 1. Also, the probability that this random graph contains Kk is at most 2−(k2)
(
	
k
)

2−(
k
2)	k/k! = 2k/2/k! 	 1. This implies that there is Kk-free graph Γ on 	 vertices such that
every subset X of Γ satisfies ∣∣∣∣e(X)− 14 |X|2
∣∣∣∣ 2	3/2. (5)
Let G be the graph obtained by replacing every vertex u of Γ with an independent set Iu,
of size n/	, and by replacing every edge (u, v) of Γ with a complete bipartite graph, whose
partition classes are the independent sets Iu and Iv . Clearly, since Γ does not contain Kk , then
neither does G. We claim that graph G satisfies the assertion of the proposition. Suppose for
contradiction that there is a subset S of n/2 vertices of G satisfying
e(S)− 1
16
n2 > 4	3/2(n/	)2 = 4	−1/2n2 = 2−k/4+2n2
(the other case when e(S)−n2/16 < −4	−1/2n2 can be treated similarly). For every vertex u ∈ Γ
let the size of S ∩ Iu be aun/	. By definition, 0 au  1 and since S has size n/2 we have that∑
u au = 	/2. We also have that
e(S) =
∑
(u,v)∈E(Γ )
auav · (n/	)2 > 116n
2 + 4	3/2(n/	)2,
and therefore
∑
(u,v)∈E(Γ )
auav > 	
2/16 + 4	3/2 = 1
4
(∑
u
au
)2
+ 4	3/2.
Consider a random subset Y of Γ obtained by choosing every vertex u randomly and indepen-
dently with probability au. Since all choices were independent we have that
E
[|Y |2]=∑
u
au +
∑
u =v
auav 
(∑
u
au
)2
+ 	/2.
We also have that the expected number of edges spanned by Y is E[e(Y )] =∑(u,v)∈E(Γ ) auav .
Then, by the above discussion, E[e(Y ) − |Y |2/4] > 3	3/2. In particular, there is subset Y of Γ
with this property, which contradicts (5). This shows that every subset S of n/2 vertices of G
satisfies ∣∣∣∣e(S)− 116n2
∣∣∣∣ 2−k/4+2n2
and completes the proof. 
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The main result in this section is Theorem 5.4, which shows that any sufficiently pseudo-
random graph of appropriate density has strong induced Ramsey properties. It generalizes The-
orem 1.4 and Corollary 1.6 from the introduction. Combined with known examples of pseudo-
random graphs, this theorem gives various explicit constructions which match and improve the
best known estimates for induced Ramsey numbers.
The idea of the proof of Theorem 5.4 is rather simple. We have a sufficiently large, pseudo-
random graph G that is not too sparse or dense. We also have d-degenerate graphs H1 and H2
each with vertex set [k] and chromatic number at most q . We suppose for contradiction that there
is a red–blue edge-coloring of G without an induced red copy of H1 and without an induced
blue copy of H2. We may view the red–blue coloring of G as a red–blue–green edge-coloring
of the complete graph K|G|, in which the edges of G have their original color, and the edges
of the complement G¯ are colored green. The fact that in G there is no induced red copy of H1
means that the red–blue–green coloring of K|G| does not contain a particular red–green coloring
of the complete graph Kk . Then we prove, similar to Lemma 2.1 of Erdo˝s and Hajnal, that any
large subset of vertices of G contains two large disjoint subsets for which the edge density in
color red between them is small. By using the key lemma from Section 3, we find k large disjoint
vertex subsets V1, . . . , Vk of G for which the edge density in color red is small between any pair
(Vi,Vj ) for which (i, j) an edge of H2.
Next we try to find an induced blue copy of H2 with vertex i in Vi for all i ∈ [k]. Since the edge
density between Vi and Vj in color red is sufficiently small for every edge (i, j) of H2, we can
build an induced blue copy of H2 one vertex at a time. At each step of this process we use pseudo-
randomness of G to make sure that the existing possible subsets for not yet embedded vertices
of H2 are sufficiently large and that the density of red edges does not increase a lot between any
pair of subsets corresponding to adjacent vertices of H2. This last part of the proof, embedding
an induced blue copy of H2, is the most technically involved and handled by Lemma 5.5.
Recall that [i] = {1, . . . , i} and that a graph is d-degenerate if every subgraph has a vertex
of degree at most d . For an edge-coloring Ψ : E(Kk) → [r], we say that another edge-coloring
Φ : E(Kn) → [s] is Ψ -free if, for every subset W of size k of the complete graph Kn, the
restriction of Φ to W is not isomorphic to Ψ . In the following lemma, we have a coloring Ψ
of the edges of the complete graph Kk with colors 1 and 2 such that the graph of color 2 is d-
degenerate. We also have a Ψ -free coloring Φ of the edges of the complete graph Kn such that
between any two large subsets of vertices there are sufficiently many edges of color 1. With
these assumptions, we show that there are two large subsets of Kn which in coloring Φ have few
edges of color 2 between them. A graph G is bi-(, δ)-dense if d(A,B) >  holds for all disjoint
subsets A,B ⊂ V (G) with |A|, |B| δ|V (G)|.
Lemma 5.1. Let d and k be positive integers and Ψ : E(Kk) → [2] be a 2-coloring of the
edges of Kk such that the graph of color 2 is d-degenerate. Suppose that q,  ∈ (0,1) and
Φ : E(Kn) → [s] is a Ψ -free edge-coloring such that the graph of color 1 is bi-(q, dqkk−2)-
dense. Then there are disjoint subsets A and B of Kn with |A|, |B| dqkk−2n such that every
vertex of A is connected to at most |B| vertices in B by edges of color 2.
Proof. Note that from definition, the vertices of every d-degenerate graph can be labeled 1,2, . . .
such that for every vertex 	 the number of vertices j < 	 adjacent to it is at most d . (Indeed,
remove from the graph a vertex of minimum degree, place it in the end of the list and repeat
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vertices of Kk has the property that for every 	 ∈ [k] there are at most d vertices j < 	 such
that the color Ψ (j, 	) = 2. Partition the vertex set of Kn into sets V1, . . . , Vk each of size nk . For
w ∈ Vi and a subset S ⊂ Vj with j = i, let N(w,S) = {s ∈ S | Φ(w, s) = Ψ (i, j)}. For i < 	,
let D(	, i) denote the number of vertices j  i such that the color Ψ (j, 	) = 2. By the above
assumption, D(	, i) d for 1 i < 	 k.
We will try iteratively to build a copy of Kk with coloring Ψ . After i steps, we either find two
disjoint subsets of vertices A,B which satisfy the assertion of the lemma or we will have vertices
v1, . . . , vi and subsets Vi+1,i , Vi+2,i , . . . , Vk,i such that
1. V	,i is a subset of V	 of size |V	,i | D(	,i)qi−D(	,i)|V	| for all i + 1 	 k,
2. Φ(vj , v	) = Ψ (j, 	) for 1 j < 	 i, and
3. if j  i < 	 and w ∈ V	,i , then Φ(vj ,w)= Ψ (j, 	).
In the first step, we call a vertex w ∈ V1 good if |N(w,Vj )|  |Vj | for all j > 1 with
Ψ (1, j) = 2 and |N(w,Vj )|  q|Vi | for all j > 1 with Ψ (1, j) = 1. If there is no good ver-
tex in V1, then there is a subset A ⊂ V1 with |A|  1k−1 |V1| and index j > 1 such that either
Ψ (1, j) = 1 and every vertex w ∈ A is connected to less than q|Vj | vertices in Vj by edges of
color 1 or Ψ (1, j) = 2 and every vertex w ∈ A is connected to less than |Vj | vertices in Vj by
edges of color 2. Letting B = Vj , we conclude that the first case is impossible since the graph
of color 1 is bi-(q, dqkk−2)-dense, while in the second case we would be done, since A and B
would satisfy the assertion of the lemma. Therefore, we may assume that there is a good vertex
v1 ∈ V1, and we define Vi,1 = N(v1,Vi) for i > 1.
Suppose that after step i the properties 1–3 are still satisfied. Then, in step i + 1, a vertex
w ∈ Vi+1,i is called good if |N(w,Vj,i)| |Vj,i | for each j > i + 1 with Ψ (i + 1, j) = 2 and
|N(w,Vj,i)| q|Vj,i | for each j > i+1 with Ψ (i+1, j) = 1. If there is no good vertex in Vi+1,i ,
then there is a subset A ⊂ Vi+1,i with |A| 1k−i−1 |Vi+1,i | and j > i + 1 such that either Ψ (i +
1, j) = 1 and every vertex w ∈ A has fewer than q|Vj,i | edges of color 1 to Vj,i or Ψ (i+1, j) = 2
and every vertex w ∈ A is connected to less than |Vj,i | vertices in Vj,i by edges of color 2. Note
that even in the last step when i + 1 = k the size of A is still at least |Vk,k−1|/k  dqk|Vk|/k 
dqkk−2n. Therefore, letting B = Vj,i , we conclude that as before the first case is impossible
since the graph of color 1 is bi-(q, dqkk−2)-dense, while the second case would complete the
proof, since A and B would satisfy the assertion of the lemma. Hence, we may assume that there
is a good vertex vi+1 ∈ Vi+1,i , and we define Vj,i+1 = N(vi+1,Vj,i) for j > i + 1. Note that
|Vj,i+1| q|Vj,i | if Ψ (i + 1, j) = 1 and |Vj,i+1| |Vj,i | if Ψ (i + 1, j)= 2. This implies that
after step i + 1 we have that |V	,i+1| D(	,i+1)qi+1−D(	,i+1)|V	| for all i + 2 	 k.
The iterative process must stop at one of the steps j  k − 1, since otherwise the coloring Φ
would not be Ψ -free. As we already explained above, when this happens we have two disjoint
subsets A and B that satisfy the assertion of the lemma. 
Notice that if coloring Φ : Kn → [s] is Ψ -free, then so is Φ restricted to any subset of Kn of
size αn. Therefore, Lemma 5.1 has the following corollary.
Corollary 5.2. Let d and k be positive integers and Ψ : E(Kk) → [2] be a 2-coloring of the edges
of Kk such that the graph of color 2 is d-degenerate. If q,α,  ∈ (0,1) and Φ : E(Kn)→ [s] is a
Ψ -free edge-coloring such that the graph of color 1 is bi-(q,αρ)-dense with ρ = dqkk−2, then
the graph of color 2 is (α,ρ, ,2)-sparse.
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lary 3.3.
Corollary 5.3. Let d , k, and h be positive integers and Ψ : E(Kk) → [2] be a 2-coloring of the
edges of Kk such that the graph of color 2 is d-degenerate. Suppose that q,α,  ∈ (0,1) and
Φ : E(Kn) → [s] is a Ψ -free edge-coloring such that the graph of color 1 is bi-(q,αρ)-dense
with ρ = (/4)dqkk−2. Then the graph of color 2 is (( 2
ρ
)h−1α,21−hρh, ,2h)-sparse.
Pending one additional lemma, we are now ready to prove the main result of this section,
showing that pseudo-random graphs have strong induced Ramsey properties.
Theorem 5.4. Let χ  2 and G be a (p,λ)-pseudo-random graph with 0 < p  3/4 and
λ  (( p10k )d2−pk)20 logχn. Then every d-degenerate graph on k vertices with chromatic num-
ber at most χ occurs as an induced monochromatic copy in every 2-coloring of the edges of G.
Moreover, all of these induced monochromatic copies can be found in the same color.
Taking p = 1/k, n = kcd logχ and constant c sufficiently large so that (( p10k )d2−pk)20 logχ >
n−0.1 one can easily see that this result implies Theorem 1.4. To obtain Corollary 1.6, recall that
for a prime power n, the Paley graph Pn has vertex set Fn and distinct vertices x, y ∈ Fn are
adjacent if x − y is a square. This graph is (1/2, λ)-pseudo-random with λ = √n (see e.g., [37]).
Therefore, for sufficiently large constant c, the above theorem with n = 2ck log2 k , p = 1/2 and
d = χ = k implies that every graph on k vertices occurs as an induced monochromatic copy in all
2-edge-colorings of the Paley graph. Similarly, one can prove that there is a constant c such that,
with high probability, the random graph G(n,1/2) with n  2ck log2 k satisfies that every graph
on k vertices occurs as an induced monochromatic copy in all 2-edge-colorings of G.
Proof of Theorem 5.4. Suppose for contradiction that there is an edge-coloring Φ0 of G with
colors red and blue, and d-degenerate graphs H1 and H2 each having k vertices and chromatic
number at most χ such that there is no induced red copy of H1 and no induced blue copy of H2.
Since H1,H2 are d-degenerate graphs on k vertices we may suppose that their vertex set is [k]
and every vertex i has at most d neighbors less than i in both H1 and H2.
Consider the red–blue–green edge-coloring Φ of the complete graph Kn, in which the edges
of G have their original coloring Φ0, and the edges of the complement G¯ are colored green.
Let Ψ be the edge-coloring of the complete graph Kk where the red edges form a copy of H1
and the remaining edges are green. By assumption, the coloring Φ is Ψ -free. Since G is (p,λ)-
pseudo-random, we have that the density of edges in G¯ between any two disjoint sets A,B of
size at least 6p−1λ is at least
dG¯(A,B) = 1 − dG(A,B) 1 −
(
p + λ√|A||B|
)
 1 − 7
6
p.
Therefore the green graph in coloring Φ is bi-(q,6p−1 λ
n
)-dense for q = 1 − 7p/6.
Let  = p1000k6 , ρ = (/4)dqkk−2, h = logχ , and α = (ρ/2)h−1. Using that q = 1 − 7p/6
and λ/n  (( p10k )d2−pk)20 logχ it is straightforward to check that 6p−1
λ
n
 21−hρh = αρ. By
Corollary 5.3 and Definition 3.1, there are 2h = χ subsets W1, . . . ,Wχ of Kn with |W1| = · · · =
|Wχ | 21−hρhn, such that the sum of the densities of red edges between all pairs Wi and Wj is
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(
χ
2
)
. Hence, the density between Wi and Wj is also at most χ2 for all 1 i < j  χ .
Partition every set Wi into k subsets each of size |Wi |/k  1k 21−hρhn. Since the chromatic
number of H2 is at most χ and it has k vertices, we can choose for every vertex i of H2 one
of these subsets, which we call Vi , such that all subsets corresponding to vertices of H2 in the
same color class (of a proper χ -coloring) come from the same set W	. In particular, for every
edge (i, j) of H2, the corresponding sets Vi and Vj lie in two different sets {W	}. Since the size
of Vi ’s is by a factor k smaller than the size of W	’s the density of red edges between Vi and Vj
corresponding to an edge in H2 is at most k2χ2  p1000k2 (note that it can increase by a factor
at most k2 compared to the density between the sets {W	}). Notice that the subgraph G′ ⊂ G
induced by V1 ∪ · · · ∪ Vk has n′  21−hρhn vertices and is also (p,λ)-pseudo-random. By the
definitions of ρ and h, and our assumption on λ, we have that
λ/n′  2h−1ρ−hλ/n 2h−1ρ−h
((
p
10k
)d
2−pk
)20 logχ

((
p
10k
)d
2−pk
)10 logχ
.
Applying Lemma 5.5 below with H = H2 to the coloring Φ0 of graph G′ with partition V1 ∪
· · · ∪ Vk , we find an induced blue copy of H2, completing the proof. 
Lemma 5.5. Let H be a d-degenerate graph with vertex set [k] such that each vertex i has at
most d neighbors less than i. Let G = (V ,E) be a (p,λ)-pseudo-random graph on n vertices
with 0 < p  3/4, λ (( p10k )d2−pk)10n and let V = V1 ∪ · · · ∪ Vk be a partition of its vertices
such that each Vi has size n/k. Suppose that the edges of G are 2-colored, red and blue, such
that for every edge (j, 	) of H , the density of red edges between the pair (Vj ,V	) is at most
β = p1000k2 . Then there is an induced blue copy of H in G for which the image of every vertex
i ∈ [k] lies in Vi .
Proof. For i < j , let D(i, j) denote the number of neighbors of j that are at most i. Let 1 = 1k ,
2 = p10k , and δ = (1 − p)kpd . Since p  3/4, notice that δ  2−3pkpd and
λ
((
p
10k
)d
2−pk
)10
n p
8
(10k)10
δ2n. (6)
We construct an induced blue copy of H one vertex at a time. At the end of step i, we will have
vertices v1, . . . , vi and subsets Vj,i ⊂ Vj for j > i such that the following four conditions hold:
1. for j, 	 i, if (j, 	) is an edge of H , then (vj , v	) is a blue edge of G, otherwise vj and v	
are not adjacent in G,
2. for j  i < 	, if (j, 	) is an edge of H , then vj is adjacent to all vertices in V	,i by blue
edges, otherwise there are no edges of G from vj to V	,i ,
3. for i < j , we have |Vj,i | (1 − p − 2)i−D(i,j)(p − 2)D(i,j)|Vj |, and
4. for j, 	 > i if (j, 	) is an edge of H , then the density of red edges between Vj,i and V	,i is
at most (1 + 1)iβ .
Clearly, in the end of the first k steps of this process we obtain a required copy of H . For i = 0
and j ∈ [k], define Vj,0 = Vj . Notice that the above four properties are satisfied for i = 0 (the
first two properties being vacuously satisfied). We now assume that the above four properties are
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and subsets Vj,i+1 ⊂ Vj,i for j > i + 1 such that the conditions 1–4 still hold.
We need to introduce some notation. For a vertex w ∈ Vj and a subset S ⊂ V	 with j = 	, let
• N(w,S) denote the set of vertices s ∈ S such that (s,w) is an edge of G,
• B(w,S) denote the set of vertices s ∈ S such that (s,w) is a blue edge of G,
• R(w,S) denote the set of vertices s ∈ S such that (s,w) is a red edge of G,
• N˜(w,S)= N(w,S) if (j, 	) is an edge of H and N˜(w,S) = S \N(w,S) otherwise,
• B˜(w,S)= B(w,S) if (j, 	) is an edge of H and B˜(w,S) := S \N(w,S) otherwise, and
• pj,	 = p if (j, 	) is an edge of H and pj,	 = 1 − p if (j, 	) is not an edge of H .
Note that since graph G is pseudo-random with edge density p, by the above definitions, for
every large subset S ⊂ V	 and for most vertices w ∈ Vj we expect the size of N˜(w,S) to be
roughly pj,	|S|. We also have for all S ⊂ V	 and w ∈ Vj that B˜(w,S) = N˜(w,S) \R(w,S).
Call a vertex w ∈ Vi+1,i good if for all j > i + 1, B˜(w,Vj,i) (pi+1,j − 2)|Vj,i | and for ev-
ery edge (j, 	) of H with j, 	 > i+1, the density of red edges between B˜(w,Vj,i) and B˜(w,V	,i)
is at most (1 + 1)i+1β . If we find a good vertex w ∈ Vi+1,i , then we simply let vi+1 = w and
Vj,i+1 = B˜(w,Vj,i) for j > i + 1, completing step i + 1. It therefore suffices to show that there
is a good vertex in Vi+1,i .
We first throw out some vertices of Vi+1,i ensuring that the remaining vertices satisfy the first
of the two properties of good vertices. For j > i + 1 and an edge (i + 1, j) of H , let Rj consist
of those w ∈ Vi+1,i for which the number of red edges (w,wj ) with wj ∈ Vj,i is at least 22 |Vj,i |.
Since the density of red between Vi+1,i and Vj,i is at most (1 + 1)iβ , then Rj contains at most
|Rj | (1 + 1)
iβ|Vi+1,i ||Vj,i |
2
2 |Vj,i |
= 2(1 + 1)i−12 β|Vi+1,i |
vertices. Let V ′ be the set of vertices in Vi+1,i that are not in any of the Rj . Using that 1 =
1/k, 2 = p10k and β = p1000k2 we obtain
|V ′| |Vi+1,i | −
∑
j>i+1
|Rj | |Vi+1,i | − k
(
2(1 + 1)i−12 β|Vi+1,i |
)

(
1 − 2k(1 + 1)k−12 β
)|Vi+1,i | 12 |Vi+1,i |.
For j > i+1, let Sj consist of those w ∈ V ′ for which N˜(w,Vj,i) < (pi+1,j − 22 )|Vj,i |. Then
the density of edges of G between Sj and Vj,i deviates from p by at least 22 . Since graph G is
(p,λ)-pseudo-random, we obtain that 22 
λ√|Vj,i ||Sj | and hence |Sj |
4λ2
22 |Vj,i |
. Also using that
p  3/4 we have 1 − p − 2 = 1 − p − p10k  (1 − 13k )(1 − p). Therefore, our third condition,
combined with δ = (1 −p)kpd and (1 − x)t  1 − xt for all 0 x  1, imply that for j  i + 1
|Vj,i | (1 − p − 2)i−D(i,j)(p − 2)D(i,j)|Vj | (1 − p − 2)k(p − 2)d |Vj |

((
1 − 1
)
(1 − p)
)k(
p − p
)d
|Vj |3k 10k
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(
1 − 1
3k
)k(
1 − 1
10k
)k
(1 − p)kpd |Vj |
 1
2
(1 − p)kpd |Vj | = δn2k . (7)
Since λ pδ100k3 n (see (6)) and 2 = p10k , we therefore have |Sj | 4λ
2
22 |Vj,i |
 14k |Vi+1,i |. Let V ′′
be the set of vertices in V ′ that are not in any of the sets Sj . The cardinality of V ′′ is at least
|V ′′| |V ′| −
∑
j>i+1
|Sj | |V ′| − k ·
(
1
4k
|Vi+1,i |
)
 |V ′| − 1
4
|Vi+1,i | 14 |Vi+1,i |.
Moreover, by definition, for every j > i + 1 and every vertex w ∈ V ′′ there are |R(w,Vj,i)| 
2
2 |Vj,i | red edges from w to Vj,i if (i + 1, j) is an edge of H and also N˜(w,Vj,i) has size at
least (pi+1,j − 22 )|Vj,i |. This implies that
∣∣B˜(w,Vj,i)∣∣= ∣∣N˜(w,Vj,i) \R(w,Vj,i)∣∣ ∣∣N˜(w,Vj,i)∣∣− 22 |Vj,i | (pi+1,j − 2)|Vj,i |
and therefore the vertices of V ′′ satisfy the first of the two properties of good vertices.
We have reduced our goal to showing that there is an element of V ′′ that has the second
property of good vertices. For i + 1 < j < 	 k and (j, 	) an edge of H , let Tj,	 denote the set
of w ∈ V ′′ such that the density of red edges between B˜(w,Vj,i) and B˜(w,V	,i) is more than
(1 + 1)i+1β . Notice that any vertex of V ′′ not in any of the sets Tj,	 is good. Therefore, if we
show that |Tj,	| < |V ′′|k2 for each Tj,	, then there is a good vertex in V ′′ and the proof would be
complete. To do so we will assume without loss of generality that pi+1,j and pi+1,	 are both p
(the other 3 cases can be treated similarly using the fact that G¯ is (1 − p,λ)-pseudo-random).
Since by (7) we have that |V	,i |, |Vj,i | δn2k and |V
′′|
k2
 14k2 |Vi+1,i | δn8k3 , the result follows from
the following claim.
Claim 5.6. Let X,Y and Z be three disjoint subsets of our (p,λ)-pseudo-random graph G such
that |X| δn8k3 and |Y |, |Z| δn2k . For every w ∈ X let B1(w),B2(w) be the set of vertices in Y
and Z respectively connected to w by a blue edge and suppose that |B1(w)| (p − p10k )|Y | and|B2(w)| (p− p10k )|Z|. Also suppose that the density of red edges between Y and Z is at most ηfor some η  p1000k2 . Then there is a vertex w ∈ X such that the density of red edges between
B1(w) and B2(w) is at most k+1k η.
Proof. Let m denote the number of triangles (x, y, z) with x ∈ X,y ∈ Y, z ∈ Z, such that the
edge (y, z) is red. We need an upper bound on m. Let U be the set of vertices in Y that have
fewer than p3δ3(10k)−10n red edges to Z. So the number m1 of triangles (x, y, z) which have
y ∈ U and edge (y, z) red is clearly at most m1  p3δ3(10k)−10n3. Let W1,W2 denote the
subsets of vertices in Y whose number of neighbors in X is at least (p + p20k )|X| or respec-
tively at most (p − p20k )|X|. Since the density of edges between Wi and X deviates from p
by at least p , using (p,λ)-pseudo-randomness of G, we have p  λ√ , or equivalently,20k 20k |X||Wi |
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m2 of triangles (x, y, z) with y ∈ W = W1 ∪W2 and edge (y, z) red is at most
m2  |X||W |n 800k2p−2λ2n (10k)−10p4δ4n3.
For y ∈ Y \ (U ∪W), we have the number of neighbors of y in X satisfy ∣∣ |N(y,X)||X| −p∣∣ p20k
and the number of red edges from y to Z is at least p3δ3(10k)−10n. Recall that R(y,Z) de-
notes the set of vertices in Z connected to y by red edges, hence we have that |R(y,Z)| 
p3δ3(10k)−10n for every y ∈ Y \ (U ∪ W). We also have that |N(y,X)|  p|X|/2  pδn16k3 .
Since G is (p,λ)-pseudo-random, we can bound the number of edges between N(y,X) and
R(y,Z) by p|N(y,X)||R(y,Z)| + λ√|N(y,X)||R(y,Z)|. Using the above lower bounds on
|N(y,X)| and |R(y,Z)|, and the upper bound (6) for λ, one can easily check that
λ√|N(y,X)||R(y,Z)| 
λ√
(pδn/(16k3))(p3δ3(10k)−10n)
 p
20k
.
Hence the number of edges between N(y,X) and R(y,Z) is at most (p+ p20k )|N(y,X)||R(y,Z)|.
Recall that for all y ∈ Y \ (U ∪W) we have that |N(y,X)| (p + p20k )|X|. Also, since the den-
sity of red edges between Y and Z is at most η, we have that
∑
y |R(y,Z)| η|Y ||Z|. Therefore,
the number m3 of triangles (x, y, z) with y ∈ Y \ (U ∪W),x ∈ X,z ∈ Z such that the edge (y, z)
is red is at most
m3 
(
p + p
20k
) ∑
y∈Y\(U∪W)
∣∣N(y,X)∣∣∣∣R(y,Z)∣∣

(
p + p
20k
)2
|X|
∑
y
∣∣R(y,Z)∣∣ (p + p
20k
)2
η|X||Y ||Z|.
Using the lower bounds on |X|, |Y |, |Z|, η from the assertion of the claim we have that
p2η|X||Y ||Z| p
3δ3
(10k)7
n3  (10k)3 max(m1,m2).
This implies that the total number of triangles (x, y, z) with x ∈ X,y ∈ Y, z ∈ Z, such that the
edge (y, z) is red is at most
mm1 +m2 +m3  2p
2η|X||Y ||Z|
(10k)3
+
(
p + p
20k
)2
η|X||Y ||Z|

(
1 + 1/(8k))p2η|X||Y ||Z|.
Therefore, there is vertex w ∈ X such that the number of these triangles through w is at most
(1 + 1/(8k))p2η|Y ||Z|. Since B1(w) ⊂ N(w,Y ) and B2(w) ⊂ N(w,Z), then the number of
red edges between B1(w) and B2(w) is at most (1 + 1/(8k))p2η|Y ||Z|. Since we have that
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and B2(w) can be at most
(1 + 1/(8k))p2η|Y ||Z|
|B1(w)||B2(w)| 
(1 + 1/(8k))p2η
(p − p10k )2
 k + 1
k
η,
completing the proof. 
6. Trees with superlinear induced Ramsey numbers
In this section we prove Theorem 1.7, that there are trees whose induced Ramsey number is
superlinear in the number of vertices. The proof uses Szemerédi’s regularity lemma, which we
mentioned in the introduction.
A red–blue edge-coloring of the edges of a graph partitions the graph into two monochromatic
subgraphs, the red graph, which contains all vertices and all red edges, and the blue graph, which
contains all vertices and all blue edges. The weak induced Ramsey number rweak ind(H1,H2), in-
troduced by Gorgol and Łuczak [30], is the least positive integer n such that there is a graph G
on n vertices such that for every red–blue coloring of the edges of G, either the red graph con-
tains H1 as an induced subgraph or the blue graph contains H2 as an induced subgraph. Note that
this definition is a relaxation of the induced Ramsey numbers since we allow blue edges between
the vertices of a red copy of H1 or red edges between the vertices of a blue copy of H2. Therefore
a weak induced Ramsey number lies between the usual Ramsey number and the induced Ram-
sey number. Using this new notion we can strengthen Theorem 1.7 as follows. Recall that K1,k
denotes a star with k edges.
Theorem 6.1. For each α ∈ (0,1), there is a constant k(α) such that if H is a graph on k  k(α)
vertices with maximum independent set of size less than (1 − α)k, then rweak ind(K1,k,H) kα .
Let T be a tree which is a union of path of length k/2 with the star of size k/2 such that the
end point of the path is the center of the star. Since T contains the path Pk/2 and the star K1,k/2
as induced subgraphs, then rind(T )  rweak ind(Pk/2,K1,k/2). By using the above theorem with
k/2 instead of k, H = Pk/2, and sufficiently small α, we obtain that rind(T )/k → ∞. Moreover
the same holds for every sufficiently large tree which contains a star and a matching of linear size
as subgraphs. We deduce Theorem 6.1 from the following lemma.
Lemma 6.2. For each δ > 0 there is a constant cδ > 0 such that if G = (V ,E) is a graph on n
vertices, then there is a 2-coloring of the edges of G with colors red and blue such that the red
graph has maximum degree less than δn and for every subset W ⊂ V , either there are at least
cδn
2 blue edges in the subgraph induced by W or there is an independent set in W in the blue
graph of cardinality at least |W | − δn.
Proof. Let  = δ2100 . By Szemerédi’s regularity lemma, there is a positive integer M() together
with an equitable partition V =⋃ki=1 Vi of vertices of the graph G = (V ,E) into k parts with 1 <
k <M() such that all but at most k2 of the pairs (Vi,Vj ) are -regular. Recall that a partition
is equitable if ||Vi | − |Vj ||  1 and a pair (Vi,Vj ) is called -regular if for every X ⊂ Vi and
Y ⊂ Vj with |X| > |Vi | and |Y | > |Vj |, we have |d(X,Y )−d(Vi,Vj )| < . Let cδ = M()−2.
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large. So we may assume that n −1M().
If a pair (Vi,Vj ) is -regular with density d(Vi,Vj ) at least 2, then color the edges between
Vi and Vj blue. Let G′ be the subgraph of G formed by deleting the edges of G that are already
colored blue. Let V ′ be the vertices of G′ of degree at least δn. Color blue any edge of G′ with a
vertex in V ′. The remaining edges are colored red. First notice that every vertex has red degree
less than δn.
We next show that |V ′| is small by showing that G′ has few edges. There are at most
k∑
i=1
(|Vi |
2
)
 n
2
k
 n2
edges (v,w) of G with v and w both in the same set Vi . Since at most k2 of the pairs (Vi,Vj )
are not -regular, then there are at most n2 edges in such pairs. The -regular pairs (Vi,Vj ) with
density less than 2 contain at most a fraction 2 of all possible edges on n vertices. So there
are less than n2 edges of this type. Therefore the number of edges of G′ is at most 3n2, and
therefore there are at most |V ′| 2 e(G′)
δn
 6δ−1n < δn10 vertices of degree at least δn in it.
Let W ⊂ V . Let W ′ = W \V ′, so W ′ has cardinality at least |W |− δn10 . Let Wi = Vi ∩W ′. Let
W ′′ =⋃|Wi ||Vi | Wi . Notice that for any i ∈ [k] there are at most  nk vertices in (W ′ \W ′′)∩Vi ,
so there are at most k( n
k
) = n = δ2n100 vertices in W ′ \W ′′. Therefore, W ′′ has at least |W | − δn
vertices. If there are i = j such that |Wi |, |Wj |   nk and the pair (Vi,Vj ) is -regular with
density at least 2, then there are at least
|Wi ||Wj | 
k2
n2  M()−2n2 = cδn2
blue edges between Wi and Wj . In this case the blue subgraph induced by W has at least cδn2
edges. Otherwise, all the edges in W ′′ are red, and W ′′ is an independent set in the blue graph of
cardinality at least |W | − δn. 
Proof of Theorem 6.1. Let H be a graph on k vertices with maximum independent set of size
less than (1 −α)k. Take δ = α2 and cδ to be as in Lemma 6.2. Let G = (V ,E) be any graph on n
vertices, where n k
α
. If H has at least cδk2 edges, consider a random red–blue coloring of the
edges of G such that the probability of an edge being red is α2 . The expected degree of a vertex
in the red graph is at most αn/2. Therefore by the standard Chernoff bound for the Binomial
distribution it is easy to see that with probability 1 − o(1) the degree of every vertex in the red
graph is less than αn k, i.e., it contains no K1,k . On the other hand, for k sufficiently large, the
probability that the blue graph contains a copy of H is at most
nk(1 − α/2)e(H)  nke−αcδk2/2  e−αcδk2/2+k log(k/α) = o(1).
Thus with high probability this coloring has no blue copy of H as well. This implies that we can
assume that the number of edges in H is less than cδk2.
By Lemma 6.2, there is a red–blue edge-coloring of the edges of G such that the red graph
has maximum degree at most δn and every subset W ⊂ V contains either an independent set in
the blue graph of size at least |W | − δn or contains at least cδn2 blue edges. Since δn = α2n < k,
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an induced copy of H in the blue graph, and let W be the vertex set of this copy. The blue graph
induced by W has e(H) < cδk2  cδn2 edges. Therefore it contains an independent set of size at
least |W | − δn |W | − αk = (1 − α)k, contradicting the fact that H has no independent set of
size (1 − α)k. Therefore, there are no induced copies of H in the blue graph. 
7. Concluding remarks
• All of the results in this paper concerning induced subgraphs can be extended to many colors.
One such multicolor result was already proved in Section 5 (see Lemma 5.1), and we use here
the notation from that section. For example, one can obtain the following generalization of
Theorem 1.1. For k  2, let Ψ : E(Kk) → [r] be an edge-coloring of the complete graph Kk
and Φ : E(Kn) → [s] be a Ψ -free edge-coloring of the complete graph Kn. Then there
is a constant c so that for every  ∈ (0,1/2), there is a subset W ⊂ Kn of size at least
2−crk(log 1 )2n and a color i ∈ [r] such that the edge density of color i in W is at most .
Since the proofs of this statement and other generalizations can be obtained using our key
lemma in essentially the same way as the proofs of the results that we already presented
(which correspond to the two color case), we do not include them here.
• It would be very interesting to get a better estimate in Theorem 1.1. This will immediately
give an improvement of the best known result for the Erdo˝s–Hajnal conjecture on the size
of the maximum homogeneous set in H -free graphs. We believe that our bound can be
strengthened as follows.
Conjecture 7.1. For each graph H , there is a constant c(H) such that if  ∈ (0,1/2) and G
is a H -free graph on n vertices, then there is an induced subgraph of G on at least c(H)n
vertices that has edge density either at most  or at least 1 − .
This conjecture if true would imply the Erdo˝s–Hajnal conjecture. Indeed, take  = n− 1c(H)+1 .
Then every H -free graph G on n vertices contains an induced subgraph on at least c(H)n =
n
1
c(H)+1 vertices that has edge density at most  or at least 1 − . Note that this induced
subgraph or its complement has average degree at most 1, which implies that it contains a
clique or independent set of size at least 12n
1
c(H)+1
.
• One of the main remaining open problems on induced Ramsey numbers is a beautiful con-
jecture of Erdo˝s which states that there exists a positive constant c such that rind(H) 2ck
for every graph H on k vertices. This, if true, will show that induced Ramsey numbers in the
worst case have the same order of magnitude as ordinary Ramsey numbers. Our results here
suggest that one can attack this problem by studying 2-edge-colorings of a random graph
with edge probability 1/2. It looks very plausible that for sufficiently large constant c, with
high probability the random graph G(n,1/2) with n 2ck has the property that any of its 2-
edge-colorings contains every graph on k vertices as an induced monochromatic subgraph.
Moreover, maybe this is even true for every sufficiently pseudo-random graph with edge
density 1/2.
• The results on induced Ramsey numbers of sparse graphs naturally lead to the following
questions. What is the asymptotic behavior of the maximum of induced Ramsey numbers
over all trees on k vertices? We have proved rind(T ) is superlinear in k for some trees T . On
the other hand, Beck [8] proved that rind(T ) = O(k2 log2 k) for all trees T on k vertices.
J. Fox, B. Sudakov / Advances in Mathematics 219 (2008) 1771–1800 1799For induced Ramsey numbers of bounded degree graphs, we proved a polynomial upper
bound with exponent which is nearly linear in the maximum degree. Can this be improved
further, e.g., is it true that the induced Ramsey number of every n-vertex graph with maxi-
mum degree d is at most a polynomial in n with exponent independent of d? It is known that
the usual Ramsey numbers of bounded degree graphs are linear in the number of vertices.
Acknowledgments
We would like to thank Janos Pach and Csaba Tóth for helpful comments on an early stage
of this project and Steve Butler, Philipp Zumstein, and the referee for carefully reading this
manuscript.
References
[1] N. Alon, The Shannon capacity of a union, Combinatorica 18 (1998) 301–310.
[2] N. Alon, M. Krivelevich, B. Sudakov, Induced subgraphs of prescribed size, J. Graph Theory 43 (2003) 239–251.
[3] N. Alon, J. Pach, R. Pinchasi, R. Radoicˇic´, M. Sharir, Crossing patterns of semi-algebraic sets, J. Combin. Theory
Ser. A 111 (2005) 310–326.
[4] N. Alon, J. Pach, J. Solymosi, Ramsey-type theorems with forbidden subgraphs, Combinatorica 21 (2001) 155–170.
[5] N. Alon, J.H. Spencer, The Probabilistic Method, second ed., Wiley, New York, 2000.
[6] B. Barak, G. Kindler, R. Shaltiel, B. Sudakov, A. Wigderson, Simulating independence: New constructions of
condensers, Ramsey graphs, dispersers, and extractors, in: Proceedings of the 37th ACM STOC, 2005, pp. 1–10.
[7] B. Barak, A. Rao, R. Shaltiel, A. Wigderson, 2-Source dispersers for sub-polynomial entropy and Ramsey graphs
beating the Frankl–Wilson construction, in: Proceedings of 38th ACM STOC, 2006, pp. 671–680.
[8] J. Beck, On size Ramsey number of paths, trees and circuits II, in: Mathematics of Ramsey Theory, in: Algorithms
Combin., vol. 5, Springer, Berlin, 1990, pp. 34–45.
[9] J. Bourgain, More on the sum-product phenomenon in prime fields and its applications, Int. J. Number Theory 1
(2005) 1–32.
[10] B. Bukh, B. Sudakov, Induced subgraphs of Ramsey graphs with many distinct degrees, J. Combin. Theory Ser. B 97
(2007) 612–619.
[11] S.A. Burr, P. Erdo˝s, On the magnitude of generalized Ramsey numbers for graphs, in: Infinite and Finite Sets, vol. 1,
in: Colloquia Mathematica Societatis János Bolyai, vol. 10, North-Holland, Amsterdam/London, 1975, pp. 214–
240.
[12] M. Chudnovsky, S. Safra, The Erdo˝s–Hajnal conjecture for bull-free graphs, J. Combin. Theory Ser. B (2008),
doi:10.1016/j.jctb.2008.02.005, in press.
[13] F.R.K. Chung, R.L. Graham, On graphs not containing prescribed induced subgraphs, in: A. Baker, B. Bollobás,
A. Hajnal (Eds.), A Tribute to Paul Erdo˝s, Cambridge University Press, 1990, pp. 111–120.
[14] F.R.K. Chung, R.L. Graham, R.M. Wilson, Quasi-random graphs, Combinatorica 9 (1989) 345–362.
[15] D. Conlon, A new upper bound for diagonal Ramsey numbers, Ann. of Math., in press.
[16] W. Deuber, A generalization of Ramsey’s theorem, in: Infinite and Finite Sets, vol. 1, in: Colloquia Mathematica
Societatis János Bolyai, vol. 10, North-Holland, Amsterdam/London, 1975, pp. 323–332.
[17] R. Diestel, Graph Theory, second ed., Springer, 1997.
[18] P. Erdo˝s, Some remarks on the theory of graphs, Bull. Amer. Math. Soc. 53 (1947) 292–294.
[19] P. Erdo˝s, On some problems in graph theory, combinatorial analysis and combinatorial number theory, in: B. Bol-
lobás (Ed.), Graph Theory and Combinatorics, Cambridge, 1983, Academic Press, London, New York, 1984,
pp. 1–17.
[20] P. Erdo˝s, Problems and results on finite and infinite graphs, in: Recent Advances in Graph Theory, Proc. Second
Czechoslovak Sympos., Prague, 1974, Academia, Prague, 1975, pp. 183–192.
[21] P. Erdo˝s, M. Goldberg, J. Pach, J. Spencer, Cutting a graph into two dissimilar halves, J. Graph Theory 12 (1988)
121–131.
[22] P. Erdo˝s, A. Hajnal, Ramsey-type theorems, Discrete Appl. Math. 25 (1989) 37–52.
[23] P. Erdo˝s, A. Hajnal, J. Pach, Ramsey-type theorem for bipartite graphs, Geombinatorics 10 (2000) 64–68.
[24] P. Erdo˝s, A. Hajnal, L. Pósa, Strong embeddings of graphs into colored graphs, in: Infinite and Finite Sets, vol. 1, in:
Colloquia Mathematica Societatis János Bolyai, vol. 10, North-Holland, Amsterdam/London, 1975, pp. 585–595.
1800 J. Fox, B. Sudakov / Advances in Mathematics 219 (2008) 1771–1800[25] P. Erdo˝s, G. Szekeres, A combinatorial problem in geometry, Compos. Math. 2 (1935) 463–470.
[26] P. Erdo˝s, E. Szemerédi, On a Ramsey type theorem, Period. Math. Hungar. 2 (1972) 295–299.
[27] J. Fox, J. Pach, Cs.D. Tóth, Intersection patterns of curves, Israel J. Math., in press.
[28] J. Fox, B. Sudakov, Density theorems for bipartite graphs and related Ramsey-type results, preprint.
[29] P. Frankl, R. Wilson, Intersection theorems with geometric consequences, Combinatorica 1 (1981) 357–368.
[30] I. Gorgol, T. Łuczak, On induced Ramsey numbers, Discrete Math. 251 (2002) 87–96.
[31] W.T. Gowers, Lower bounds of tower type for Szemerédi’s uniformity lemma, Geom. Funct. Anal. 7 (1997) 322–
337.
[32] W.T. Gowers, Rough structure and classification, in: GAFA 2000, Tel Aviv, 1999, Geom. Funct. Anal. (Special
Volume, Part I) (2000) 79–117.
[33] R. Graham, V. Rödl, A. Rucin´ski, On graphs with linear Ramsey numbers, J. Graph Theory 35 (2000) 176–192.
[34] P.E. Haxell, Y. Kohayakawa, T. Łuczak, The induced size-Ramsey number of cycles, Combin. Probab. Comput. 4
(1995) 217–240.
[35] Y. Kohayakawa, H. Prömel, V. Rödl, Induced Ramsey numbers, Combinatorica 18 (1998) 373–404.
[36] J. Komlós, M. Simonovits, Szemerédi’s regularity lemma and its applications in graph theory, in: Combinatorics,
Paul Erdo˝s is Eighty, vol. 2, Keszthely, 1993, in: Bolyai Soc. Math. Stud., vol. 2, János Bolyai Math. Soc., Budapest,
1996, pp. 295–352.
[37] M. Krivelevich, B. Sudakov, Pseudo-random graphs, in: More Sets, Graphs and Numbers, in: Bolyai Soc. Math.
Stud., vol. 15, Springer, 2006, pp. 199–262.
[38] D. Larman, J. Matoušek, J. Pach, J. Töro˝csik, A Ramsey-type result for convex sets, Bull. London Math. Soc. 26
(1994) 132–136.
[39] T. Łuczak, V. Rödl, On induced Ramsey numbers for graphs with bounded maximum degree, J. Combin. Theory
Ser. B 66 (1996) 324–333.
[40] V. Nikiforov, Edge distribution of graphs with few copies of a given graph, Combin. Probab. Comput. 15 (2006)
895–902.
[41] H. Prömel, V. Rödl, Non-Ramsey graphs are c logn-universal, J. Combin. Theory Ser. A 88 (1999) 379–384.
[42] F.P. Ramsey, On a problem of formal logic, Proc. London Math. Soc. 30 (1930) 264–286.
[43] V. Rödl, The dimension of a graph and generalized Ramsey theorems, Master’s thesis, Charles University, 1973.
[44] V. Rödl, On universality of graphs with uniformly distributed edges, Discrete Math. 59 (1986) 125–134.
[45] M. Schaefer, P. Shah, Induced graph Ramsey theory, Ars Combin. 66 (2003) 3–21.
[46] S. Shelah, Erdo˝s and Rényi conjecture, J. Combin. Theory Ser. A 82 (1998) 179–185.
[47] E. Szemerédi, Regular partitions of graphs, in: Colloques Internationaux CNRS 260—Problémes Combinatoires et
Théorie des Graphes, Orsay, 1976, pp. 399–401.
