This article describes a fully automated bandwidth selection method for additive models that is applicable to the widely used back tting algorithm of Buja, Hastie and Tibshirani (1989) and does not rely on cross-validation. The proposed plug-in estimator is an extension of the local linear regression estimator of Ruppert, Sheather and Wand (1996) and is shown to achieve the same O p (n ?2=7 ) relative convergence rate for bivariate additive models. If more than two covariates are present, theoretical justi cation of the method requires independence of the covariates, but simulation experiments show that in practice the method is very robust to violations of this assumption. The behavior of the method is demonstrated on a real dataset.
(1) The additive model's appeal is that the tted models are free of restrictive parametric assumptions, as with any other nonparametric method, but unlike most of them, the e ects of individual covariates on the dependent variable can still easily be interpreted, regardless of the number of covariates D. The availability of easy to use model estimation software in S-Plus (Chambers and Hastie 6] ) has further contributed to its widespread use.
In a previous paper (Opsomer and Ruppert 19] ), we explored the asymptotic bias and variance properties of the bivariate additive model, t by local polynomial regression. While these results provide valuable insights in the theoretical behavior of the additive model, they can also be put to more practical use. The current paper will expand on these results to develop a fully automatic bandwidth selection method for the additive model with any number of covariates.
Most bandwidth selection methods proposed for the additive model rely on crossvalidation or one of its approximations (Hastie and Tibshirani 16] ). Despite its intuitive appeal and simplicity, this approach su ers from two drawbacks. The rst concerns the properties of the bandwidth estimators. In the closely related regression smoothing context, cross-validation estimators have been shown to be limited to a O p (n ?1=10 ) relative rate of convergence and to display large sample-to-sample variability (H ardle et al. 14]). Perhaps even more important from a practical standpoint, the second drawback is that these bandwidth selectors are very computation-intensive: for a model with D covariates, the search for the \optimal" bandwidth has to take place by numerical approximation over IR D + . While methods are available to make this search more e cient (e.g. Gu and Wahba 11]), it still necessitates the calculation of numerous additive model ts. In the current article, plug-in bandwidth estimators for the additive model will be developed and shown to address both these drawbacks. Plug-in bandwidth estimators are well-known in kernel smoothing, kernel regression and local polynomial regression, and several authors have developed estimators with good theoretical and practical properties. For an overview of the literature on this subject, see Wand and Jones 23] .
The two goals of this article are: (1) develop plug-in estimators for the optimal bandwidth vector (h 1 ; : : :; h D ) T of the additive model (1) tted by local polynomial regression, and (2) provide a fully automated bandwidth selection and tting method that is compatible with the back tting algorithm of Buja et al. 5] . In Section 2, the theoretical framework for the plug-in bandwidth estimators is developed. Section 3 describes the proposed bandwidth selection and model tting algorithm. The practical behavior of the algorithm is demonstrated on simulated and real data in Sections 4 and 5, respectively.
Theoretical Properties

A Simple Case
We begin by describing the bandwidth selection problem in the context of a bivariate additive model tted by local linear regression. Let (X 1 ; Z 1 ; Y 1 ); : : :; (X n ; Z n ; Y n ) be a set of independent and identically distributed IR 3 {valued random variables. We consider the following model Y i = + m 1 (X i ) + m 2 (Z i ) + " i (2) where the " i are independent and identically distributed with mean 0 and variance 2 (to ensure identi ability of the estimators, we include the intercept and assume E(m 1 (X i )) = E(m 2 (Z i )) = 0). Fitting an additive model requires choosing bandwidth parameters for m 1 and m 2 , denoted by h 1 and h 2 , respectively. The \optimal" values for h 1 and h 2 are taken to be those that minimize the conditional Mean Average Squared Error (MASE), as discussed by H ardle et al. 14]. The MASE of m is de ned as
We review some of the notation in Opsomer and Ruppert 19] . Let Y = (Y 1 ; :::; Y n ) T and similarly for X and Z, and write the vectors of additive functions at the observation points as m 1 = (m 1 (X 1 ); :::; m 1 (X n )) T , m 2 = (m 2 (Z 1 ); :::; m 2 (Z n )) T Step III nd the values of h 1 ; h 2 > 0 that minimize the AMASE.
Typically, no explicit expressions forĥ 1 andĥ 2 are available. If nonparametric regression is to be used in Step I, separate bandwidth parameters will have to be estimated for 11 ;^ 12 ;^ 22 and^ 2 . We will therefore also be interested in the asymptotic MSE of these estimators.
When X and Z are independent, the bandwidth selection problem becomes simpler.
The AMASE is still as in (4) 
) T ; (9) with similar expressions holding for 22 (r; s).
Before stating the asymptotic bias and variance results for the estimators (7) and (8) Under these assumptions, the estimators (7) and (8) are consistent, as the following theorem shows. These results will also allow us to state the optimal rate of convergence for the estimators and their bandwidth parameters. 
The conditional bias and variance of^ 12 
The expressions for^ 22 (r; s) are completely analogous to those of^ 11 (r; s). To nd the optimal rates of convergence for^ 11 ,^ 22 and^ 12 estimated with local cubic polynomials, we set r; s = 2 and p = 3 in Theorem 2.1. Their asymptotic MSE (AMSE) can easily be derived from the theorem and minimized with respect to the bandwidth parameters g 1 and g 2 . The following corollary gives the optimal rates of convergence for the estimators and their bandwidths. 
Variance Estimation
The other unknown quantity in the AMASE is the variance 2 , which we estimate bŷ
A more sophisticated variance estimator that includes a \degrees of freedom" adjustment is discussed in Opsomer 18] . Since the latter estimator cannot be computed through back tting, only^ 2 will be discussed here. The theorem shows that, under independence of the covariates, the proposed plug-in estimator for the bivariate additive model has the same asymptotic properties as the 1-dimensional local linear regression estimator of Ruppert et al. 21] . Replacing^ 2 by the more sophisticated variance estimator referred to in Section 2.3 has no e ect on the convergence rates ofĥ 1 ;ĥ 1 (see Opsomer 18] 
Extension to D Independent Covariates
In addition to having good theoretical properties, a practical bandwidth selection method should also be reasonably fast and applicable to as wide a range of situations as possible. Clearly, this might require giving up some estimation accuracy. In the development of our bandwidth selection method, we therefore decided to work under the assumption of independence of the covariates, fully realizing that this assumption would often be violated in practice. Nevertheless, it allows us to use much simpler expressions for the estimators, all of which are now easily computed using back tting, and enables us to expand the method from two covariates to any number of them. As the simulations in Section 4 will show, the optimal choice of bandwidth appears quite insensitive to the lack of independence between the covariates. If the covariates are mutually independent, Corollary 4.3 of Opsomer and Ruppert 19] showed that the asymptotic bias and variance of the bivariate additive model are equivalent to those of two separately tted local linear regressions, except for the \cen-tering e ect," and their Corollary 5.1 extended this to local polynomials of odd degree. We now look at the model Ruppert 19] guarantee that this is indeed the case for su ciently large n. The same approach cannot be used to prove existence for arbitrary D using the current approach, however. We therefore add the assumption (AS.V) The matrix M is invertible.
In the following theorem, we compute the asymptotic approximations to the conditional bias and variance of the estimators for the additive component functions. Since the plug-in bandwidth selection method ignores boundary e ects, we also state the theorem without including them. For a result that encompasses them, see Opsomer 18] For given local polynomials of degree p, we nd that the AMSE is minimized by : Unless the covariates are strongly correlated, this search typically converges after 2 or 3 iterations.
In
Step 2 of Figure 1 , the bandwidthsĝ are computed by plugging estimates^ into (12) and ts an additive model with local polynomials of degree p.
As can be seen in equations (12), (13) and (14), these bandwidths depend on the distribution of the observations only through their ranges, (b d ?a d ). Singularity problems can arise in regions of sparse data, since a minimum of p + 1 observations are needed to t a polynomial of degree p. Each of the computed bandwidths are therefore compared to the size of the intervals between the observations, and if necessary increased. We will call this increase the data distribution adjustment.
In each of the Steps 2{4, the additive model is tted with the back tting algorithm. The usual back tting algorithm requires computation of 3Dn separate regressions (for the construction of 3D smoother matrices) and can be quite slow for large datasets. where the S d;M are the smoother matrices over the gridpoints and C = I ? 11 T =n guarantees that centering is preserved. For the present application, we decided to set M = 100 and use cubic interpolation.
In addition to its theoretical properties discussed in Section 2, this plug-in algorithm should provide a dramatic increase in speed over cross-validation methods in estimating the optimal bandwidth. As shown in Figure 1 , it requires exactly 3 recomputations of the additive model for any number of covariates, which compares very favorably with a D-dimensional grid search as required by cross-validation.
Simulations
In this section, we report one set of simulation experiments in which a bivariate model is tted by local linear regression, with the correlation varied to evaluate robustness to departures from independent covariates. Experiments with more than two covariates and higher degree local polynomials can be found in Opsomer 18] . We use the following example functions: m 1 (t) = 1 ? 6t + 36t Table 1 shows, the functions also have very di erent amounts of curvature (as measured by ) and di erent asymptotically optimal bandwidths. Assigning the same amount of smoothness to each component function would clearly not work well here. This is nevertheless common practice today, and is advocated by several authors (e.g. Hastie We consider samples of 200 and 500 observations, each with 400 replicates. The densities for various estimators of interest were estimated by using the EBBS algorithm (Ruppert 20] ) on these replicates. Of primary interest is the behavior of the estimatorsĥ 1 andĥ 2 relative to their target values. Therefore, a grid search is performed to approximate the true optimal bandwidth parameters h 1;M ASE and h 2;M ASE . For a grid of values for h 1 ; h 2 , the Average Squared Error (ASE = 1 n P n i=1 (m(X i ; Z i ) ? m(X i ; Z i )) 2 ) is computed for 400 replicates and averaged to estimate the MASE. The function MASE(h 1 ; h 2 ) is then approximated by using cubic interpolation over the grid and the estimates of h 1;M ASE and h 2;M ASE minimize this function. The second part of Table 1 Table 1 : Values for , h AMASE and Monte Carlo estimates of h MASE quite insensitive to the amount of correlation between the covariates, at least in the range considered here. Figure 2 shows the densities of log(ĥ i ) ? log(h i;MASE ) for both bandwidth estimates for the ve correlation values at sample sizes of 200 and 500. The densities for the di erent correlation levels are not individually labelled, since they are so close together. The same conclusion is further reinforced by Figure 3 , where the densities of the ASE corresponding to the models t withĥ 1 andĥ 2 remain virtually unchanged for both sample sizes at the di erent correlation levels.
The simulations also allow us to compare the asymptotic approximation AMASE with the true MASE. As can be seen from Table 1 , the di erence between h AMASE and h MASE is much larger for m 1 than for m 2 . It is therefore not surprising that the bandwidths estimated by the proposed method in Figure 2 also display a much larger bias for the former function. This bias becomes smaller for the larger sample size, but is still evident. In the case of m 2 , the densities display less variability and much less bias at both sample sizes. Since m 1 is a polynomial of low degree while m 2 is a sine function, these results are somewhat counter{intuitive. A likely cause for this behavior is the fact that h AMASE ignores boundary e ects, while the nite-sample h MASE does not. Since the larger bandwidth for m 1 results in a bigger boundary region than for m 2 , this could help explain the di erence in behavior observed in this experiment.
Ultimately, a good bandwidth estimate should lead to accurate estimation of the unknown functions. Figure 4 shows ve \typical" tted functions for both sample sizes as well as the underlying functions, centered around their mean. For these graphs, we selected = 0, but the curves would look the same for any of the other correlation levels considered. While the basic shape of g 1 and g 2 are reproduced by the estimated curves, the smaller sample size still leads to a signi cant amount of variability in the estimates. At n = 500, the estimated curves are quite close to the true functions (except at the boundaries).
Example
The proposed algorithm is used on a real dataset to demonstrate its behavior in a typical application, as well as to point out some of the adjustments that can be made to the analysis to improve the tted functions. We will also describe the additive variable plot, a useful diagnostic tool to visually check whether patterns observed in a tted function are likely to be real or spurious. The full dataset consists of the median value of homes in 506 census tracts in the Boston Standard Metropolitan Statistical Area in 1970 and 13 accompanying socio{demographic and related variables. It was originally studied in Harrison and Rubinfeld 15] , who estimated a marginal willingness-to-pay model for When the additive model with local linear terms is run on the full dataset, the severe collinearity in the data meant that even the OLS \pilot" estimate of Step 1 of our method results in a singular design matrix. When this step is avoided by using xed values for (2; 4) and In an original application of the algorithm to these data (see Opsomer 18] ), a number of problems became apparent. Six outliers were identi ed, all belonging to two upscale Boston neighborhoods. Of more serious concern was the presence of large regions with little or no data in the ranges of TAX and LSTAT, causing a large data distribution adjustment in the computed bandwidths. For the current analysis, we decided to remove the outliers and perform a logarithmic transformation on both \problem" covariates before tting the model. The e ect of the logarithmic transformation is to reduce the gap between the observations and presumably provide a better bandwidth estimate. The tted functions can easily be expressed in the original scales by reversing the transformation. In order to improve the stability of the matrix operations in the algorithm, we rescaled all the variables to the 0,1] interval, which is also easily reversed to express the results in the original scales. Figure 5 shows the scatterplots for the dataset after these adjustments, and we will t the additive model E(MVjRM; TAX; PTRATIO; LSTAT) = + m 1 (RM) + m 2 (log(TAX)) +m 3 (PTRATIO) + m 4 (log(LSTAT)) using local linear terms. The selected bandwidth parameters are given in Table 2 . To make comparison of bandwidths across the di erent variables meaningful, the bandwidths in the transformed ( 0,1]) scale are also provided in parentheses. Figure 6 shows the estimated additive component functions. The residual plots, the normal probability plots and plots of the residuals against the covariates displayed no serious problems with the residuals (see Opsomer 18] The bandwidth parameter for log(TAX) remains in ated by the data distribution adjustment, as the gap between the observations is still present. This type of problems is due to the use of a single (global) bandwidth parameter for the whole range of each variable, and is unlikely to occur with variable bandwidth estimates, which are becoming increasingly common for local polynomial regression (e.g. Fan and Gijbels 9], Ruppert 20] ).
After tting a model with any nonparametric regression technique, it is sometimes unclear whether apparent features of the tted functions are \real." As an example, consider the spike in the lower end ofm 3 . Is this a real feature of the data or only due to boundary e ect variability? A useful tool for evaluating this kind of behavior in the estimated functions is a variant of the added variable plots (Cook and Figure 7 . Since these plot contains the \residuals" after removal of the e ects of the other covariates, they can be directly compared to the estimated functions. The \kink" in the PTRATIO function appears indeed caused by the three lowest observations and hence is unlikely to re ect a fundamental departure from the otherwise monotone decreasing trend in the data.
The functions in Figure 6 are similar to those found by Breiman and Friedman 3] . This is not too surprising, as ACE is also based on local linear ts. The variables RM and LSTAT appear to explain most of the variation seen in housing prices in the restricted dataset, since the ranges of their tted functions are much larger than those of the other covariates. One of the uses for nonparametric regression, and for additive modelling in particular, is as exploratory analysis for the selection of an appropriate parametric model for inference. In this case, a linear term for PTRATIO and logarithmic terms for TAX and LSTAT seem reasonable based on Figure 6 , while the choice for RM is less clear.
A Appendix: Outlines of Proofs
Detailed proofs are available in Opsomer 18] .
Outline of proof of Theorem 2.1: We only prove the results for^ 11 
