We analyse the stability of the input-output behaviour of a recurrent network. It is trained to implement an operator implicitly given by the chaotic dynamics of the Roessler attractor. Two of the attractors coordinate functions are used as network input and the third defines the reference output. Using recently developed new methods we show that the trained network is input-output stable and compute its input-output gain. Further we define a stable region in weight space in which weights can freely vary without affecting the input-output stability. We show that this region is large enough to allow stability preserving on-line adaptation which enables the network to cope with parameter drift in the referenced attractor dynamics.
Introduction
In recent years there is an increasing interest in using neural networks in the fields of control and engineering. As long as feedforward networks are concerned, which can be incrementally adapted to implement static input-output maps, this interest is grounded in their vast and theoretically well understood approximation capabilities [5, 2] . In a similar way recurrent networks are candidates to implement time-varying dynamic maps because they can, due to their inherent dynamical nature, draw on the information encoded in the time-ordering of the inputs. However, the dynamical behaviour of recurrent networks can be very complex: they can approximate for given initial conditions any finite time trajectory arbitrary well [6] , they are capable of stable oscillating behaviour [9, 8] and of structured quasiperiodic and chaotic behaviour [1] . But contrary to feedforward networks it is neither theoretically known which type of operators in function space they can implement nor have their input-output properties systematically been studied.
If we want to exploit rich dynamical capabilities of recurrent networks using them as components in larger systems, then the proper functioning of the system as a whole depends on the stability properties of its component network. In this setting we need to assure inputoutput stability to bound the amplification of the input function norm by the network. Intuitively this corresponds to the requirement that the network must not develop any internally driven dynamics which can disturb the input-output behaviour. As the complex non-linear network dynamics are hard to analyse, the stability problem is one of the most investigated issues in recurrent network research, but mainly for systems with static input, where the desired property is global asymptotic stability of the origin [3, 4] .
In most applications it is further desirable to use the incremental nature of the learning algorithm for "on-line" adaptation of the weights to account for instance for changing system parameters or moving noise bias. In this case the stability problem becomes even more difficult to solve because the weights become time-varying in an unpredictable non-autonomous way. Then the system can be approximated by a polytope in weight matrix space which defines the maximal allowed range for weight variations. Classical methods to analyse stability of matrix then require to prove conditions on all corners of the matrix polytope [4, 13] and therefore render computationally intractable as soon as larger systems are concerned.
In this paper we present an example of a standard recurrent network implementing a non-trivial input-output behaviour, where there is no closed form to give the operator to be learned in algebraic terms. Rather there are only data available and thus our setting yields a typical problem where explicit modelling is impossible and the application of neural networks is a method of choice. For this example we provide a throughout input-output stability analysis using recently developed methods originating in non-linear feedback system theory [10, 12] . These methods allow to give stability bounds for the fixed adapted network as well as for the time-varying network subject to on-line learning. In Section 2 we describe the learning task, the network architecture and give some results on the generalisation abilities of the adapted network. In Section 3 we describe how time-variation in the weights can be suitably reparametrised to apply tools from feedback system theory to derive a stability range. In Section 4 we give the stability results for the example network and its on-line adapted counterpart and we finally add some conclusions.
Recurrent learning of the Roessler attractor
The following is base on a network adapted to implement a mapping between the coordinate functions z 1 (t); z 2 (t); z 3 (t) of the chaotic 
where p 0 = 1, p 1 = 0:2, and p 2 = 5:7 for the learning phase. Note that we neither require the network to approximate for given initial conditions a particular trajectory as described in [6] nor do we aim to learn the vectorfield of the Roessler dynamics as in [7] . We rather supply two coordinate functions z p (t); z q (t) coordinate functions as input to the network and use z r (t) as reference function for the output (p 6 = q 6 = r). Therefore the input-output transformation is only implicitly given by the Roessler dynamics and there is no way to obtain from the equations (1) where ' j (x j ) = tanh(x j ) in the experiments. We use fully continuous recurrent backpropagation (as in [8] ) to minimize the error functional
Variation of the error with respect to the weights leads to
where k ij (t) = @x k (t) @wij is the sensitivity of the state x k to changes in the weight w ij . The sensitivity values for the internal weights have timedevelopment
and similar equation can easily be derived for the input weights. We finally adapt the weights continuously with learning rate
We trained networks with different sizes To get an visual impression of the network performance see Fig. 4 (a) . In further experiments we found that the network generalises to a large range of the coeffcients p i ; i = 1; 2; 3 in the dynamics (1), even if the shape of the attractor changes substantially as for instance shown in Fig. 4 (b) . These experiments support the hypothesis that the network indeed learned the underlying operator in function space and does not a specialise to map only the trained part of the trajectory in a more static, pointwise way.
The input-output framework
In the sequel we assume that the input and output functions and the various operators are de- 
To develop and apply input-output stability conditions and to include time-varying weights we generalise the network equations (2) as _x(t) = ?x(t) + (W + W) (x(t)) + u(t); (4) where the time-stationary weight matrix is denoted by W 2 R n n , and (x) is a nonlinear vector function, which is sector bounded, i.e. can be rewritten as ( (x)) i = ' i (x i ) = k i (x i )x i with k i (x i ) 2 0; 1] (e.g. (x) = tanh(x)). Note that the k i are autonomous parameters as they depend on time only through the states x i . To account for the time changes of the weights we introduce in (4) the additional interval matrix W with unknown, independently varying parameters ! ij (t) 2 ij ; ij ], ij < 0 < ij . As opposed to the autonomous k i these parameters are nonautonomous and they depend on time in some unknown way. The corresponding network is shown in block diagram form in Fig. 5 (a) , where we see that it can be splitted into a linear feedforward path G and a nonlinear feedback .
The main idea to handle the time-variation in each w ij is to parametrise it by two feedback parameters k ij (t)x j and k ij (t)x j . We ob- two further rows in the same way. Note that this is only a formal manipulation and does not change the real network.
As all feedback parameters k i ; k ij ; k ij are bounded in positive intervals and the remaining parts of the system are linear we can apply a multivariable version of the classical Popov stability theorem for the system (6) (for more details see [11, 10, 12] ). The Popov stability condition given in the form of (7) requires to check positive definite- z 1 (t) z 2 (t) z 3 (t) Figure 6 : A typical part of the trajectory with drift. Larger amplitudes and more peaks in z 3 occour.
Theorem 1 The system (4) is input-output sta
ness for all frequencies ! and can hardly directly be evaluated. However, it can be reformulated as convex optimisation problem subject to a linear matrix inequality constraint. Then numerical maximisation of the ij ; ij with respect to the free parameters in P and Q can be carried out with the help of standard software. The corresponding procedure is described in detail [11, 10] .
If in condition (7) we set Q = 0 and assume fixed weights, i.e. W = 0, then we obtain a simplified input-ouput stability condition for the time-invariant network 
Stability results
In a first step we tried to show stability of the fixed network with the condition (8). If we choose P = I, then there are no free parameters and the condition can be tested in pure algebraic manner depending on the network data W only.
But it turns out that for most networks obtained in the experiments this simplified approach to show input-output stability fail. Instead we have to use numerical optimisation to find a suitable scaling matrix P which was successful except for the large matrix W 30 obtained to learn the output z 3 . This shows that proving stability is indeed not straightforward.
On-line learning is based on the incremental nature of the recurrent learning which takes place in small steps and hardly affects the behaviour of network in a single step. Consequently learning can proceed in the application phase and to readjust the network's with respect to (slowly) varying properties of the referenced A part of the corresponding modified trajectory is shown in Fig. 6 and comparison to the plot in Fig. 3 shows that the drift causes more of the peaks in z 3 (t) to occur. Further the input has larger and faster varying amplitude. Since the peaks are the regions where the network has the largest deviation from the desired output, the performance error increases if we simply use a fixed, prelearned network to generalise. On the contrary, if we allow permanent adaptation, then the network can keep the error small. Some corresponding results are shown in Fig. 7 .
Nevertheless the on-line learning has two disadvantages: it is time and memory consuming and the stability of the network in the presence of time-varying weights is hard to prove, the harder the more the weights vary. Therefore in general we have to make a compromise between flexibility and stability in the network and it is a major question whether theoretically derived stability ranges prove to be large enough to increase the network performance by provable stable on-line adaptation for a given problem.
In general the practically most reasonable output weight deviations approach is to adapt only a subset of the weights on-line. It is intuitive to choose for adaptation the weights of the output node(s). And indeed the results displayed in Fig. 7 show a very good performance of the network in this case of reduced complexity. On the other hand we applied the Popov condition (7) to obtain a provable stable weight range. In Fig. 8 the result is shown for an exmaple matrix W 5 if only the output weights are adapted. We obtain upper and lower bounds w and w on the weights which prove that the on-line adapted network never left the stability region. In the converse direction we can use this bounds to restrict the variation artificially to assure stability. We found that the numerical evaluation and optimisation of (7) is conveniently possible for up to 30 time-varying weights. This must be compared with the standard stability conditions for matrix polytopes which would in this case require to prove condition for already 2 30 corner matrices.
Conclusions
We explored and analyse the dynamical inputoutput behaviour of a recurrent network adapted to implement a non-trivial operator in function space implicitely given by the chaotic Roessler dynamics. This provides an realistic setting to evaluate wether recently developed input-output stability conditions yield practicable results for concrete networks subject to on-line adaptation. We find that the Popov crition for specially parametrised time-varying weights allows the network to cope with a parameter drift by online adaptation within a provable stable region. This approach is a step towards application of recurrent networks as components of larger systems where, as often in control and engineering applications, the system's stability must be guaranteed, because it is as well computationally tractable as satisfactory in practical application.
