INTRODUCTION
We are concerned here with two-stage stochastic linear programs (SLP) with recourse, of the form minimize cx + 2(x) subject to where and Q(x,h(w)) = inf {qylwy = h(w) -TX}
YFO
In the above, only the right-hand-side h(w), is a random vector defined on a probability space whose events are denoted by w. E denotes expectation. T denotes the fixed m2xnl technology matrix and W the fixed m2xn2 recourse matrix. A is an ml xn 1 matrix defining the constraints, and c,b,q,x,y are vectors of appropriate dimension. We shall be concerned with problems of the form (1.la-c) with complete recourse i.e. with constraints which satisfy Since T is fixed, we can define the (non-stochastic) tender x = Tx and write (l.la-c) 
XrY -
The family of algorithms that we are concerned with here were introduced in Nazareth and Wets, 1983 , and are based upon the generalized linear programming (GLP) method of Wolfe (see Dantzig, 1963 , Shapiro, 1979 . They successively inner linearize Y (x) Tx -1 Akx = 0 in the optimal solution of (1. 4) . xKtl the k=l optimal solution* of (1.5), is an improving tender provided that
+ n x -0 < 0, where eK is the optimal dual multiplier K associated with the constraint 1 Ak = 1. When x K+l is introk= 1 duced into the master problem (1.4), such a tender will lead to a reduction in the objective value (barring degeneracy, of course.)
Since the projection of the set of vectors (x,y,x) satisfying Ax = b, Tx + Wy -x = 0, x,y, 2 0 onto the space =' 2 of the x vectors is R by (1 .ld), x can be assumed unrestricted in (1.5).
However, it is often convenient to confine x to some compact set X defined by simple bounds, for reasons of computational efficiency and to facilitate convergence arguments.
Extensions to include lines of recession in (1.4) and relax the restriction (l.ld) will not be considered in this paper.
When the recourse is simple i .e., when W = [I, -I] , an approach based upon generalized linear programming has been suggested more than one in the literature, see, for example, Williams, 1966 , Parikh, 1968 . However, apart from special applications, see Ziemba, 1972 , it has not been pursued in any real computational way. For problems with general recourse it has apparently not been tried at all. Moreover, it is important to recognize that the GLP approach should be combined with a suitable problem transformation, for example, the one involved in going from (1 .la-c)
to (1.2a-c), in order to keep the degree of nonlinearity low.
This was not fully appreciated, at least from an algorithmic point of view.
We turn now to the organization of our paper.
In Section 2,  we consider the alternative formulation of the equivalent deterministic form (1.2a), given by (1.3) and an interpretation of the solution of the above algorithm (1.4) and (1 .5) . In particular, we wish to see how tenders and certainty equivalents stand in relation to one another. Next we consider problems with simple recourse. We discuss algorithms for two cases: a) When the distribution is discrete and probabilities are known explicitely. Then Y(x) is much more tractable. b) When the probability distribution is other than discrete or when it is only known implicitly through some simulation model involving the random elements w.
Case b) above is especially useful because it enables us to make the transition to general recourse, which is the topic of Section 4.
Here Y(x) is usually difficult to compute, since it involves minimization calculations and an integration. Our aim in this section is to discuss some possible solution strategies based upon generalized programming. 
We assume that (,I .2) is solvable (bounded and solution attained) ; it will imply that (2.2) is solvable, and vice-versa.
(1). PROOF We have to show that
he formal proof of this proposition for an arbitrary distribution, which now follows, is due to Roger Wets.
But that is now evident since VCR and thus the condition (2.2).
----And the pair (x,~ -w?) solves (1.2) since (x,~ -w?) solves (2.2) when y(=O) is deleted from the problem. This completes the proof of the theorem. q
In the light of the above proposition, we can deal henceforth with (2.2). Suppose we now apply the GLP algorithm outlined in Section 1 to (2.2) . This will give Master LP problems of the form:
Let the optimal solution of (2.7) be x* ;y*, A*, and note that no more than (m2+l ) compoments of A* are non-zero. Without loss of generality we can assume that these are the first (m2+1) com-* ponents A;, ..., A m2+1 ' and we define x* is the certainty equivalent, since x* and y* are optimal for the LP problem minimize cx + qy subject to (3.4) . The objective function cx + Y(x) and it is useful to explicitly introduce a scale factor p > 0, and define the objective to be cx + pY (x) . This is simply a device for parameterizing the objective function of the recourse problem.
(' ) The algorithm of this section 3.1.1 is quite similar to the one given in unpublished notes by Parikh, 1968. with the unconstrained minimization of a piecewise-linear function, and this is easily done.
K+l satisfies
The optimal solution xi Now from (3.4a) we know that for any xi in the support of the distribution of hi(-). It follows can be found such that from (3.8), (3.11) and (3.12 ) that xi where hil are defined by (3.2a) .
Adding and Deleting Tenders:
A tender x K*l is improving for (3.9) provided that I£ no such tender can be found, then the current solution is optimal. Note, in particular, that the subproblem does not have to be pushed to optimality. Furthermore, several improving tenders, each satisfying (3.14), could be deduced from one call to the subproblem. We have not investigated in any detail the question of dropping columns corresponding to tenders from (3.7) when they become out-of-date. In implementations of the related DantzigWolfe decomposition algorithm, see for example Ho, 1974, it is common to drop columns from (3.7), when they have not played a role in the optimal solution for some time and the same strategy could obviously be implemented here. The question is discussed further in Nazareth and Wets, 1983 . Much of the theory on dropping cutting planes is also applicable, see, for example, Eaves and Zangwill, 1971.
Experimental Implementation and Test Example:
We have implemented the above algorithm in an experimental code. Matrices are stored as 2-dimensional arrays and sparsity is not taken into account, so that it can only handle relatively small problems. The master program is solved using the Harwell LP code LAO1BD and K the subproblems (3.10) are solved by simply finding where sil+ rri changes sign from negative to positive. A single optimal tender is introduced at each iteration, and all tenders are retained in (3.7). The code was written in Fortran for the Vax 11/780 and validated using the test problems and solutions of Kallberg and Kusy, 1976 and Cleef, 1981. For an illustrative example, consider the following productmix problem due to Jim Ho. (Though only a small and highly simplified SLP problem, its full scale version comes from a real life application). The problem involves two products and three ingredients. The variables xi,yi,zi are the amounts of ingredients 1 and 2. The demand for each product is a random variable with known probability distribution. The problem can be summarized as follows : 
When distribution of hfw) is other than discrete, or only known implicitly
In Section 3.1, the discrete distribution of h (w) was known explicitly and this in turn led to the explicit form Y(x) given by (3.3) and (3.4) . When the distribution of h (w) is not discrete, then Y(x) is not polyhedral and may be difficult to obtain explicitly.
(In some cases it will still however, be possible to obtain Y(x) quite accurately using numerical integration, in particular one dimensional integration routines when Y(x) is separable).
Even when h(w) has a discrete distribution, this may only be known implicitly, for example, through a simulation model involving the (explicitly) known distributions of the random variables w. When interrogated, this model would produce different observations of h(w) distributed according to its joint probability distribution, but the distribution itself is not explicitly available.
In this section we wish to consider modifications to the algorithm of Section 3.1.1 when the distribution function of h(w1 is available in a form that provides samples and when estimates of Y(x1 are obtained from a finite set of such samples. The main modifications involve items 1 and 4, with items 2,3 and 5 remaining unchanged, and they are as follows: x) where Estimates of the subgradient T(X) can also be obtained by 4' Solving the (Lagrangianl subprobtem: When minimizing (3.9) with Y (x) being obtained by (3.16) above, we are dealing with a non-smooth unconstrained function with a fixed level of noise (for fixed sample size). In principle we would need to use methods suggested, for example, by Polyak, 1978 and others. In practice, however, it is possible to employ heuristic methods based upon techniques for smooth problems with good results, see Lemarechal, 1982 .
3.2.2
Results of aome experimentation. We modified the experimental code of section 3.2.2 along the above lines. Using a random number generator which produced pseudo/random numbers r, 0 < r < 1, we simulate sampling from the discrete distribu---tion (3.2) , by generating a sample, say hk as follows:
Y(x) was obtained by (3.16 ) with a fixed sample size S. Following Lemarechal ,1982 , to solve the subproblem (3.9) we employed the VA13AD Harwell code based on the BFGS update, with subgradient estimates (3.17) used in place of the gradient.
Results are summarized in the following table:
With sample size 300 for estimates of Y (x) introduced into the master, and sample size 100 for estimates of Y (x) and its subgradient used in the unconstrained minimization step,the progress of the algorithm during 8 iterations was as follows:
Initial Solution: x = 6., 1 y1 = 4. , Z1 = 0.1, X2 = 9. , y2 = 8. , z2 = 0. Wets, 1983a , can now be profitably employed to substantially speedup the solution of (4.4) .
It is precisely these techniques, coupled with the use of the dual simplex method which give the L-shaped method for SLP, (see Birge, 19821 , a substantial edge over straight LP applied to (4.11.
The same would hold true for our method.
When t is large* we would not want to solve (1.4) unless a Schur Complement Update approach was attempted. Even then there might be difficulties, since nl could be large and consequently many columns of ( ; ) could play a role in the optimal basis. In contrast, approaches based upon a) and b) above would still be viable. We have, for purposes of discussion, left x unconstrained, and minimized Q (x) in (4.2) . In practice, there are three important points to note. First, not all elements of h(w) are necessarily stochastic. In this case the levels of the corresponding components of x can be fixed in the solution of (4.3) as discussed in a) above, and in the solution of (4.4) as discussed in b). This reduces the dimensionalityfurther. Recalling also the discussion after equation (l.5), we could restrict x to the support of the distribution. This means we could often work with bound constrained problems of the form K minimize Y (x) + n y, subject to with li = u for some components. As an extreme case suppose i only one element of h(w) in the recourse problem was stochastic; then (4.5) is, in effect, a unidimensional problem. The second point to note is that (4.2) does -not have to be pushed to optimality. All we really need is a solution x K+l which satisfies Y(~~+') + n x -OK < 0 where eK is the optimal dual multiplier on the convexity row of the master (1.3). This can easily be incorporated into the methods discussed above for solving the subproblem. Thirdly, it is likely that a good set of initial tenders can be specified, and this will again considerably speed up the convergence of the algorithm.
Y(x) must be approximated
One approach is to use sampling and couple this with use of the stochastic quasi-gradient method (see Ermoliev, 1983) to solve the subproblem. Another approach is to proceed by repeated apporximation of the distribution of h (w) and to compute bounds on Yo(). Some preliminary suggestions are given in Birge, 1983 . An important question is how to satisfactorily integrate the approximation strategy and the generalized programming algorithm, and the interpretation given in Theorem 2.2 may prove useful in this regard. We defer further discussion of this to a later date.
CONCLUSIONS
The methods introduced in this paper for solving SLP problems with recourse, involve the problem transformation (1.2), combined with the use of generalized linear programming. The problem transformation restricts the degree of nonlinearity to m2, the number of rows of T and this, of course, enhances the efficiency of the GLP method. The problem transformation (1.2) is useful in other contexts. We have seen this already in (4.1) and the subsequent discussion. We betieve it couZd aZso be usefuZZy empZoyed within the L-shaped method, see Van Slyke and Wets, 1969 and Birge,1982 , since each cut introduced would have at most m2 elements rather than nl, the dimension of x. For yet another example of such transformations, see Nazareth, 1983 .
The approach discussed here could also be used to devise algorithms for solving a wider class of ~roblems than (1.1).
For example, cx, Ax -b = 0 and Tx could be replaced by nonlinear functions c(x) , g(x) 2 0 and T(x) and a nonlinear programming method could then be used to solve the associated master. Also if T were stochastic we could apply GLP to (1 .I), but now the degree of nonlinearity would be n 1-In practice only a few columns of T are normally stochastic. In this case, we could introduce a problem transformation T1xl-X, = 0 where T1 represents the nonstochastic columns of T and xl, the corresponding x-variables. Then GLP could be applied to a transformed problem whose degree of nonlinearity is only (number of stochastic columns of T) + (number of rows of T). Both these extensions deserve further exploration.
