Proteins with engineered sensitivities to light are infiltrating the biological mechanisms by which neurons generate and detect electrochemical signals. Encoded in DNA and active only in genetically specified target cells, these proteins provide selective optical interfaces for observing and controlling signaling by defined groups of neurons in functioning circuits, in vitro and in vivo. Light-emitting sensors of neuronal activity (reporting calcium increase, neurotransmitter release, or membrane depolarization) have begun to reveal how information is represented by neuronal assemblies, and how these representations are transformed during the computations that inform behavior. Light-driven actuators control the electrical activities of central neurons in freely moving animals and establish causal connections between the activation of specific neurons and the expression of particular behaviors. Anchored within mathematical systems and control theory, the combination of finely resolved optical field sensing and finely resolved optical field actuation will open new dimensions for the analysis of the connectivity, dynamics, and plasticity of neuronal circuits, and perhaps even for replacing lost-or designing novel-functionalities. 
INTRODUCTION: OBSERVATION AND CONTROL
The classical scientists were observers, because they were forced to be observers. The focus of classical science was celestial mechanics. When one studies the solar system and attempts to explain and predict its idiosyncrasies, it is apparent that neither human theory nor human observation is going to have any effect on the actual motion of the moon, the rising of Venus, or the occurrence of the next eclipse. Consequently, it is natural to think solely in terms of descriptive theories of the universe. [. . .] Coming closer to contemporary times, as man began to understand more of the fundamental forces of nature, we note a change in the scientist from the role of the observer to that of the doer. "Doing," of course, has always been the fundamental objective of science.
We understand so that we can do something with that understanding. When we can do nothing with our understanding, we try to console ourselves with thoughts of ars gratia artis, "knowledge for knowledge's sake," and other picturesque phrases. But it should be clearly understood that this is a type of intellectual sour grapes. (Bellman 1968, pp. 11-12) This passage, a motivation from hindsight of the thinking that led Richard Bellman to the invention of dynamic programming, a pillar of modern control theory, suggests that scientific fields shift emphasis from observation to control as they mature. Many branches of biology have already undergone such shifts; others, such as systems neuroscience, remain predominantly observational. Biochemistry and genetics, for example, each require reconstitution of function-that is, predictive control over experimental outcomes-to establish causality and mechanism. The purpose of such predictive control is heuristic as much as it is pragmatic: In contrast to Bellman, we not only understand in order to do; we also do in order to understand.
Observation and control require sensor and actuator interfaces, the universal mediators of interactions in natural and engineered systems. Sensors and actuators can be realized in a nearly endless variety of materials and mechanisms and assume a nearly endless variety of sizes and shapes. Cajal's law of dynamic polarization, for example, may be distilled to the notion that neurons form specialized sensor and actuator domains-dendrites and axons-through which they detect and influence the activities of other neurons. Organisms interact with each other and their environments through sensory and motor systems. The stability and operability of engineered devices, from chemical reactors to airplanes, depends on continuous sensing and actuation.
The properties of sensors and actuators quite naturally determine which aspects of a system's behavior can be observed and influenced, and to which extent. The observability and reachability theorems of control theory formalize these intuitive ideas (see Sidebar; Brockett 1970 , Bélanger 1995 . To illustrate these concepts, consider a microelectrode, which for the experimental neuroscientist has traditionally played the roles of both voltage or current sensor as well as that of currentpassing actuator. (In the configuration typically used for intracellular investigations, sensor and actuator functions are linked in closed loop via feedback to establish voltage or current clamp. Feedback leads to a number of interesting possibilities, some of which are considered in the final section of this review. Here, we are concerned with the basic properties of the devices employed to sense and actuate neuronal activity.)
Used as a sensor, the electrode reports voltage or current fluctuations at a single recording site. The observable voltage or current waveforms are composites shaped by many variables that can neither be directly observed nor reliably inferred: the locations, time courses, and magnitudes of individual synaptic potentials or currents, for example, or the active conductances and passive cable properties that modulate them. Used as an actuator, the electrode can control membrane potential near the site of impalement but not necessarily in more remote locations, particularly if the cellular geometry is complex. The state in which the neuron's membrane is isopotential at every location-a control problem commonly known as the problem of "space clamp"-may thus not be reachable. The biological reasons that limit reachability are similar to those that limit observability, echoing a fundamental duality (see Sidebar).
Additional constraints emerge if one attempts to observe and control neuronal assemblies or circuits with electrodes rather than individual neurons. These constraints reflect practical limits on the number of cells that can be monitored or actuated simultaneously through physical contact or impalement and the difficulty of identifying and targeting functionally relevant circuit elements in intact neural tissue. It is probably no overstatement that the detailed dynamics of functioning circuits have generally remained unobservable and that arbitrary circuit states have not been experimentally reachable.
OBSERVABILITY AND REACHABILITY
Consider a system whose state-space representation consists of the differential equations dx dt = Ax(t) + Bu(t), y(t) = Cx(t), x(0) = x 0 .
x(t) is the system state (x 0 is the initial state), u(t) is a control input, and y(t) is a measured output; for our purposes these are finite real vectors, and the dimension of x(t) is n. The matrices A, B, and C are the dynamics, actuator, and sensor matrices, respectively. We take them to be constant so that this is a linear, time-invariant (LTI) system. An LTI system is observable if the initial state x(0) = x 0 can be uniquely deduced from knowledge of the control input u(t) and measured output y(t) for all t between 0 and any T > 0. A necessary and sufficient condition for observability is that the observability matrix
. . .
has rank n. An LTI system is reachable if for every state x 1 and every T > 0 there exists a control function u(t), 0 < t ≤ T, which takes the system from the initial state x(0) = x 0 to the state x 1 at t = T. A necessary and sufficient condition for reachability is that the reachability matrix R = B AB A 2 B . . . A n−1 B has rank n. The apparent similarity of the observability and reachability matrices O and R, expressed in the correspondences A ∼ A T and C ∼ B T , indicates a fundamental duality between observability and reachability, and, more generally, between control and estimation. (The superscript T indicates the transpose of a matrix.) of neuronal function. Rather than relying on "hard" tools from physics and electrical engineering, this new, "soft" approach seeks to convert the biological mechanisms underlying neuronal excitability and communication into experimental mechanisms for observing and controlling activity. At its core lie sensor proteins that report changes in the physiological states of neurons or synapses through the emission of light (Miesenböck & Rothman 1997 , Miyawaki et al. 1997 , Siegel & Isacoff 1997 and actuator proteins that effect such changes in response to exogenous optical triggers . Encoded in DNA and placed under the control of suitable regulatory sequences determining their expression, sensor and actuator proteins can be localized biosynthetically to defined classes of neurons in intact tissue. The problem of identifying neurons for observation and control is thus solved organically: A biological magic wand that automatically highlights all members of a functionally relevant population of cells avoids the tedium, arbitrariness, and numerical limitations of experimentercontrolled impalement of individual neurons with electrodes or of assigning spikes recorded by extracellular devices to a handful of cells in close proximity.
The use of biological sensors and actuators stands in a long tradition of experimental strategies that rely on biological principles to cut through biological complexity. Progress in molecular biology, for example (Crick 1999), has been powered by the ability to recombine DNA fragments at precise junctions, read nucleotide sequences, synthesize proteins of defined amino acid sequences, and recognize specific biomolecules in a broad cellular context. Each of these tasks poses a problem that would frustrate classical organic chemistry: recognition of short, rare sequence motifs in long, monotonous polymers; precisely controlled stepwise assembly and disassembly of polymers from chemically similar building blocks; and molecular discrimination by small free energy differences. Harnessing evolved solutions-restriction enzymes, DNA polymerases, RNA-directed peptide synthesis by the ribosome, base pairing, and antibodiesprovided the keys to areas that had previously been locked. The premise of the approaches we review is that an increasing reliance on biological principles will have a similarly transformative impact on systems neuroscience.
Because gene expression patterns provide the platform on which the biological strategies for observing and controlling neuronal function are built, the most fundamental limitations on observability and reachability necessarily derive from them. (As discussed below, the currently available sensor and actuator proteins also impose often considerable constraints on what can be observed and done, but many of these constraints seem technical rather than fundamental.) The fundamental limitations are twofold. The first, obvious problem is to find regulatory sequences or mechanisms that provide selective genetic access to the neurons of interest-or, more subtly, to classify neurons genetically. The faith that gene expression patterns have something meaningful to say about neural organization and function has spawned several large-scale efforts to map the sites in the mammalian central nervous system (CNS) at which individual genes are active (Reymond et al. 2002 , Gong et al. 2003 ; http://www.gensat.org, http://www.brainatlas.org). These efforts lay the foundation for a future functional anatomy of the brain, but they cannot bring it forth themselves. To do so would require the solution of the inverse problem: not the collection of an inventory of the brain regions or cells in which individual genes are expressed, but a principled synthesis that identifies cell types with common functionalities through distinctive patterns of gene expression. Because it must be expected that such cell types are specified combinatorially rather than through the expression of single "signature" genes, the expression of sensor and actuator proteins will ultimately also have to be controlled combinatorially. The development of intersectional methods that draw on the activities of two (or possibly more) promoter elements to regulate expression (Awatramani et al. 2003 , Branda & Dymecki 2004 is an important first step in this direction.
A second, deeper problem is that the object of interest in most neuroscientific experiments is not a population of genetically homogeneous neurons but instead a heterogeneous operational unit-a circuit-defined by connectivity or coactivity rather than by a common pattern of gene expression. Two of the most informative applications of genetically encoded sensors reported to date, for instance, have not visualized activity within a single class of neurons but instead have traced transformations of activity between two or more genetically distinct populations (Figure 1 ; Ng et al. 2002 , Wang et al. 2003 . Fortunate problem choice made these analyses possible. Both studies focused on the antennal lobe of Drosophila melanogaster, a circuit in the olfactory system whose connectivity is sufficiently well understood and invariant to permit comparisons between individuals. Such interindividual comparisons were necessary because different genotypes had to be produced to express the sensor proteins in different classes of neurons. Clear anatomical landmarksthe glomeruli of the antennal lobe-aided in the registration of images obtained from different individuals and allowed the subsequent synthesis of a coherent functional picture.
If well-defined connectivity, interindividual invariance, and identifiable landmarks are missing, circuitry analysis becomes forbiddingly difficult. Traditional methods of "circuit breaking"-that is, electrode searches for pairwise connections-become painfully inadequate when faced with complex circuit topologies. Perhaps the inadequacy of these "hard" approaches suggests, once again, a resort to the "soft" stratagems of biology? Could genetic programs be devised that trace functionally linked cellular assemblies, even if these assemblies lack a unifying genetic signature? Connectivity-or activitybased cellular automata might then explore and expose neural circuit architectures autonomously and in so doing also serve as vectors for the distribution of sensor and actuator proteins.
In a formal sense, cellular automata are programs that operate on a collection of abstract "cells" arranged in a grid of a certain topology (Ulam 1962 , von Neumann 1966 . The cells can exist in a minimum of two states-"on" and "off." These states are updated in discrete time steps via rules based on the states of neighboring cells. To see how a cellular automaton could be programmed to trace functional connectivity, think of the automaton's abstract cells as concrete neurons, and of the automaton's abstract grid as the actual network of synaptic connections. Assume that each cell possesses two states: one in which a certain gene or set of genes is "off," and another in which these genes are "on." Starting with all cells in the "off" state, the program is initialized by switching one cell or a small cluster of cells "on." This could be accomplished by illumination of the cell so that gene expression from a light-sensitive promoter turns on (Shimizu-Sato et al. 2002) , by localized application of a chemical compound that induces gene expression, or by infection with a virus. The gene whose expression is activated specifies the rule that determines how the states of neighboring cells will be updated. If the gene encodes an agent that is transmitted through synaptic contacts and induces subsequent gene expression in preor postsynaptic cells, thereby switching these cells "on," the resulting cellular automaton traces anterograde or retrograde connectivity. Biological precedents for this type of behavior exist. Infection with certain herpes viruses, for example, causes the production of viral particles that spread-in anterograde or retrograde direction-to synaptically coupled cells and turn these cells into secondary sources of virus (Martin & Dolivo 1983 , Ugolini et al. 1989 , Card et al. 1990 , Strack & Loewy 1990 . Certain neurotoxins (Schwab & Thoenen 1976 , Bizzini et al. 1977 , Schwab et al. 1979 , Coen et al. 1997 , Maskos et al. 2002 ) and lectins Optical imaging of odor-evoked synaptic activity in the antennal lobe of Drosophila melanogaster. Synapto-pHluorin, a genetically encoded sensor of neurotransmitter release (see also Figure 4 ), was expressed in three populations of neurons innervating the antennal lobe: olfactory receptor neurons (left), projection neurons (middle), and local inhibitory interneurons (right). Stacks of optical sections through the antennal lobes were collected by two-photon laser-scanning microscopy and assembled into three-dimensonal anatomical models that reveal the glomerular structure of the lobes (top). Regardless of the identity of the neurons expressing synapto-pHluorin, identical sets of glomeruli-for example, the ventral-anterior set encompassing VA1, VA2, VA3, VA5, and VA7-are discernible in individual optical sections (middle). Time courses of fluorescence at the indicated focal planes reveal odor responses of synapto-pHluorin-positive receptor neurons, projection neurons, and local neurons within these glomeruli (bottom). Three test odors were used to stimulate odor responses; the presentations of these odors are marked by blue, red, and yellow vertical bars. To facilitate comparisons among different sets of neurons, color-encoded response matrices are superimposed on the fluorescence traces: Intense color denotes an odor-evoked synapto-pHluorin transient, and faded color denotes its absence. Note that odors are represented as combinations of active glomeruli, and that information is transmitted faithfully from receptor neurons to projection neurons, the first-and second-order neurons, respectively, of the circuit. Odors elicit broad but specific patterns of inhibitory activity in local neurons. Inhibitory cross talk among glomeruli may help extract higher-order odor features-such as coactivation of specific sets of glomeruli-from sensory input. Modified, with permission, from Ng et al. (2002) . (Gerfen et al. 1982 , Ruda & Coulter 1982 , Shipley 1985 , Horowitz et al. 1999 , Yoshihara et al. 1999 , Braz et al. 2002 also possess the capacity to cross synapses. The domains mediating the synaptic transfer of these agents might be fused to engineered transactivator functions that induce their own expression in recipient cells. Such a mechanism therefore also specifies a connectivity-tracing rule.
Automata that delineate sets of coactive neurons could be built around promoters responding to activity-driven calcium influx (Greenberg et al. 1986 , Morgan & Curran 1991 , West et al. 2001 , Wilson et al. 2002 . The expression patterns of immediate early genes controlled by these promoters-most notably c-fos-provide coarse maps of activity (Morgan et al. 1987 , Smeyne et al. 1992 . To improve the spatial and temporal resolution of these maps, intersectional rules that incorporate multiple AND gates could be programmed. Gene expression might, for instance, be induced only in neurons that are electrically active, AND belong to a certain type, AND produce spikes within a given window of time. The first AND gate would be derived from an activity-dependent promoter element; the second, from a cell type-specific element; and the third, from a control element regulated, for example, by a fast-acting chemical compound. Administration and withdrawal of the compound would then open and close temporal windows during which active neurons can become genetically marked. These windows could be made to coincide with certain behavioral tasks or with periods of actuation of other neurons to identify coactive followers.
Regardless of the precise rule that specifies the nature of the cellular automaton, the genetic mechanisms that permit its selfreproduction will be able to control the expression of sensor and actuator proteins simultaneously. The automaton then not only acts to exhibit circuits, but also prepares these circuits for further analysis and control.
SENSING
Analog computation by neurons requires cellular machinery that detects and responds to information-carrying signals. This machinery provides the raw material for the construction of genetically encoded sensor proteins: Voltage-gated ion channels sense changes in membrane potential (Siegel & Isacoff 1997) ; calcium-responsive proteins detect changes in calcium concentration (Miyawaki et al. 1997 , Romoser et al. 1997 ; synaptic vesicle proteins are linked to transmitter release (Miesenböck & Rothman 1997 , Miesenböck et al. 1998 ; and the effectors of second messengers respond to changes in second messenger concentrations (Zaccolo et al. 2000) . Because biological signals almost universally register as conformational changes or translocation events, permutation of a few design principles based on a handful of conformationally or environmentally sensitive fluorophores can generate a vast slew of sensors (for reviews, see van Roessel & Brand 2002 , Zhang et al. 2002 . Our focus here is on the three categories of probes that sense variables representing the principal inputs and outputs of neural computations: membrane potential, calcium concentration, and neurotransmitter release. These sensors also illustrate the original design principles (Miyawaki et al. 1997 , Siegel & Isacoff 1997 , Miesenböck et al. 1998 , Baird et al. 1999 .
Sensing Membrane Potential
Voltage-gated ion channels are electromechanical devices that undergo a sequence of voltage-driven conformational changes. Regardless of ionic selectivity or voltage dependence, they possess a canonical structure exhibiting four-fold symmetry (Hille 2001) . Each of the four subunits or domains lines a sector of the central ion conduction pathway (helices S5 and S6 in the linear sequence) (Doyle et al. 1998) , and each contains a peripheral voltage-sensing element (composed of helices S1 through S4). In response to a www.annualreviews.org • Imaging and Control of Circuitsdepolarizing voltage step, positive charge in helix S4 of the voltage-sensing element electrophoreses across the membrane (Bezanilla 2000) ; this movement pulls apart the S6 gate helices ( Jiang et al. 2002) occluding the inner mouth of the channel and opens the permeation pathway. The flow of ions through the channel is quickly blocked by a cytoplasmic peptide plug (fast or N-type inactivation; Hoshi et al. 1990 ) and a subsequent conformational rearrangement that collapses the channel's selectivity filter (slow or C-type inactivation; Hoshi et al. 1991) .
Each of the three principal steps in the activation sequence of a voltage-gated ion channel-voltage sensing, gating, and inactivation-has been coupled to a small fluorescence change (Figure 2 ). In sensors termed FlaSh (Siegel & Isacoff 1997) (Hoshi et al. 1991 , Siegel & Isacoff 1997 , a more extensive but poorly understood rearrangement of the channel structure in which a collapsed extracellular selectivity filter is stabilized by interactions of the intracellular C-terminal domains (Loots & Isacoff 1998) . Substitutions of different fluorescent proteins in FlaSh have unmasked additional kinetic components-mostly from channel gatingin the fluorescence signal (Guerrero et al. 2002) . FlaSh thus reports a weighted sum of gating and inactivation processes; the weights of the individual contributions are determined by the nature of the fluorescent module. The third type of fluorescent membrane potential probe, termed VSFP1 (Sakai et al. 2001) , consists of an isolated voltage-sensor domain (that is, a K V 2.1 channel truncated after the S4 helix) to which a fluorescence resonance energy transfer (FRET) pair of cyan and yellow fluorescent proteins (Miyawaki et al. 1999) has been appended. A small FRET signal tracks the movements of the "gating" charge (Figure 2, bottom) .
So far, no genetically encoded membrane potential sensor has reported an action potential in a neuron. In Xenopus oocytes, where most validating experiments have been performed (Siegel & Isacoff 1997 , Ataka & Pieribone 2002 , the amount of fluorescence appearing at the cell surface (F 0 ) is minute even after prolonged periods of protein expression, which suggests that folding, assembly, and/or transport problems hinder the efficient export of the sensors from the endoplasmic reticulum (ER) or that chromophore maturation is impaired. The small amount of fluorescence that does reach the cell surface may represent a trace fraction that folds, assembles, or matures correctly or that simply overwhelms the quality control system of the ER by mass action, owing to high-level expression from large doses of microinjected mRNA. If expression levels are lower, as will generally be the case in neurons, the surface fraction will disappear, and so will any voltage-dependent signals. The one ray of hope in these dire straits is that the small fractional fluorescence changes observed ( F/F 0 = 0.5-5% per 100 mV; A simple and elegant alternative to electromechanical voltage probes are sensors that operate without moving parts. Rather than relying on voltage-driven conformational rearrangements, these solid-state sensors would report direct effects of the transmembrane electric field on the electric dipole moments of their chromophores. Fluorescence is a poor readout in these circumstances: Even the large electric fields of ∼100,000 V/cm experienced by synthetic fluorophores within the plasma membrane cause only small fluorescence intensity changes (less than 5% per 100 mV) or electrochromic shifts (∼3 nm per 100 mV) (Cohen et al. 1978 , Loew et al. 1978 . More sensitive to applied electric forces than fluorescence is the nonlinear optical phenomenon of second-harmonic generation (2HG) (Bouevitch et al. 1993 , Ben-Oren et al. 1996 , which arises from coherent scattering of a fundamental incident optical field into a frequency-doubled "harmonic" field (Bloembergen 1965 ). Because 2HG is electric dipole-forbidden in media with inversion symmetry, it is generally observed only in highly anisotropic structures or at interfaces at which this symmetry is broken (Shen 1989) . The intercalation of lipophilic dyes into one leaflet of a biological membrane, for example, produces an oriented, asymmetrical dipole array in which the phased second-harmonic signals from individual chromophores can sum constructively (Bouevitch et al. 1993 , Ben-Oren et al. 1996 , Moreaux et al. 2000 , Moreaux et al. 2001 .
A first attempt to emulate such an arrangement with genetically encoded secondharmonic generators has failed (Roorda et al. 2004) . Using two lipid anchors, a prenyl group at the C-terminus and a palmitoylation motif within an internal polypeptide loop, the cylinder-shaped GFP molecule was tied flush, with its axis membrane-parallel and its electronic transition dipole moment roughly membrane-orthogonal, to the cytoplasmic face of the plasma membrane. The resulting array of genetically encoded dipoles generated intense two-photon fluorescence but no detectable second-harmonic power, which suggests that the arrangement lacked the orientational anisotropy and/or packing density required for efficient 2HG: In contrast to fluorescence, whose intensity scales linearly with the surface density of fluorophores, harmonic power is a quadratic function of the Sensing membrane potential. Genetically encoded membrane potential sensors are derivatives of voltage-gated ion channels, whose central pore-forming domains are surrounded by a peripheral ring of voltage-sensing modules. The schematic structures of these sensors (left) are viewed from an intracellular vantage point looking toward the cytoplasmic face of the plasma membrane. FlaSh (top) is based on the Shaker potassium channel of Drosophila, a non-covalent homotetramer. Tetramerization of Shaker subunits involves the assembly of a "hanging gondola" of T1 domains below the cytoplasmic opening of the ion permeation pathway. The hanging gondola occupies the space immediately below the inner mouth of the channel and thereby displaces the four cylinder-shaped GFP molecules toward the periphery. To reach their attachment sites near the pore, the polypeptide cables connecting the GFPs traverse windows in the suspension of the hanging gondola. SPARC (middle) is based on the Na V 1.4 sodium channel from rat skeletal muscle. A single GFP molecule is inserted into the cytoplasmic loop connecting domains II and III of the covalently linked channel tetramer. VSFP1 (bottom) consists of an isolated voltage-sensing domain of a K V 2.1 potassium channel, fused to a FRET pair of cyan and yellow fluorescent proteins. Although VSFP1 is depicted as a monomer, it might tetramerize because of the presence of an N-terminal T1 domain (not shown). Fluorescence responses (right) to steps from polarized to depolarized membrane voltages (-80 to 10 mV for FlaSh; -120 to -10 mV for SPARC; -80 to 20 mV for VSFP1) were recorded by voltage-clamp fluorimetry in Xenopus oocytes (FlaSh and SPARC) or HEK cells (VSFP1). Traces represent averages of 20 sweeps (FlaSh), 45 sweeps (SPARC), or single-pass recordings (VSFP1). Fluorescence data, with permission, from Siegel & Isacoff (1997) , Ataka & Pieribone (2002) , and Sakai et al. (2001) .
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surface density of radiating dipoles (Moreaux et al. 2001) . As in the case of the electromechanical voltage sensors, however, there is a glimmer of hope. Because fluorescence is not a prerequiste for 2HG, polypeptides other than GFP, or even nonnative lipids synthesized by ectopically expressed enzymes, might be able to serve as solid-state voltage probes. These polypeptides or lipids might be saddled with less molecular bulk than GFP and easier to array, with semicrystalline precision, at or within the plasma membrane.
Sensing Calcium
If membrane potential changes are not directly observable, the classical alternative is to measure the changes in intracellular calcium concentration that precede or follow voltage changes as synaptic or voltage-gated calcium channels open (Tank et al. 1988 , Regehr et al. 1989 . Most genetically encoded calcium sensors rely on calmodulin (Miyawaki et al. 1997 , Romoser et al. 1997 ), a dumbbell-shaped protein that binds two calcium ions each in its globular N-and C-terminal domains. The calcium-binding domains are connected by a linker that stiffens in the presence of calcium alone but melts, with steep calcium dependence reflecting cooperativity among the four binding sites, in the presence of a helical target peptide, which the calcium-saturated calmodulin embraces (Ikura et al. 1992) .
Different readout mechanisms report these calcium-and target peptide-dependent conformational changes. The first sensors, termed cameleons, have employed FRET within a polypeptide concatenated from fluorescence donor protein, calmodulin, calmodulin target (the M13 peptide from myosin light chain kinase), and fluorescence acceptor protein (Miyawaki et al. 1997 (Miyawaki et al. , 1999 . Although cameleons have proven adequate in cell culture, zebrafish (Higashijima et al. 2003) , and Caenorhabditis elegans, where spontaneous calcium elevations in muscle as well as neuronal transients evoked by intense electrical stimulation (Kerr et al. 2000) and touch (Suzuki et al. 2003) have been detected, they have often not yielded interpretable signals in other organisms.
Subsequent sensor generations have coupled calcium detection and fluorescence report in an unusual topology (Figure 3) : To accommodate calmodulin, the cylindrical shell of a green or yellow fluorescent protein is cracked at a strategic location overlying the chromophore (Baird et al. 1999) . The calmodulin graft is either stitched seamlessly into the polypeptide backbone of the fluorescent host (camgaroo; Baird et al. 1999 , Griesbeck et al. 2001 or left dangling near the open cleft. An M13 target is placed across the cleft from calmodulin so that calcium-dependent engagement of the target will narrow or close the gap in the protein shell (pericam and G-CaMP; Nagai et al. 2001 , Nakai et al. 2001 . In each case, tight conformational coupling between calcium sensor and fluorophore allows for dynamic ranges that in purified proteins match those of small-molecule calcium indicators (i.e., fluorescence changes of about eightfold at saturating versus basal calcium concentrations), with effective dissociation constants of ∼0.5-8 µM.
Dynamic ranges and calcium affinities tend to be lower in living cells, possibly because the calmodulin moieties of the sensors participate in nonproductive interactions with endogenous calmodulin targets. Consistent with this idea, some studies (Hasan et al. 2004 ), but not others , have found evidence that ∼50% of the intracellular sensor population is immobile and unresponsive to calcium in vertebrate neurons. This immobile fraction may be eliminated, and larger dynamic ranges restored, by replacing calmodulin with a non-neuronal calciumsensing moiety, such as a muscle-specific troponin C (Heim & Griesbeck 2004) . Sensing calcium. Genetically encoded calcium sensors incorporate fluorescent proteins with clefts in the cylindrical shells surrounding the chromophores (top). In camgaroo (left), the cleft is bridged by a calmodulin (CaM) insert; in pericam (middle) and G-CaMP (right), calmodulin and an M13 target peptide are situated across from each other, on opposite sides of the cleft. Although pericam and G-CaMP employ a very similar design, they show subtle differences in the kind of fluorescent protein used, the dimensions of the cleft in the protein shell, and the lengths and sequences of the polypeptide linkers that attach calmodulin and M13. Fluorescence responses of the calcium sensors to trains of 20 action potentials (AP) at 20 Hz were recorded by two-photon laser-scanning microscopy in cultured rat hippocampal slices (bottom). Single lines intersecting the apical dendrites of pyramidal neurons were scanned at 500 Hz. The neurons were held in whole-cell current clamp and filled through the patch pipettes with X-Rhod-5F, a synthetic calcium indicator dye. Fluorescence responses of camgaroo2 (left), inverse pericam (middle), and G-CaMP (right) are averages of 4-8 trials. Copies of the X-Rhod-5F signal (grey traces) are overlaid for comparison. Fluorescence data, with permission, from Pologruto et al. (2004) . Suh et al. 2004 , Y. Wang et al. 2004 . Because the fluorescence output of G-CaMP is a highly nonlinear function of calcium concentration and action potential number, however, not all responsive neurons may experience calcium transients large enough to exceed the threshold of detection (Pologruto et al. 2004 and below) . Caution must therefore be exercised in ascribing physiological significance to the "sparseness" of the observable activity patterns; what is observable may be only the tip of an iceberg. In vertebrates, light-evoked responses of individual retinal ganglion cells have been detected in retinal whole mounts from transgenic mice expressing pericam and camgaroo; odor-evoked population responses of sensory afferents and granule cells have been recorded from the olfactory bulbs of these mice in vivo (Hasan et al. 2004) .
Side-by-side comparisons of the impulse and frequency responses of camgaroo, pericam, and G-CaMP with those of the synthetic calcium dye X-Rhod-5F in cultured hippocampal brain slices, however, have revealed that the genetically encoded calcium sensors cannot yet serve as reliable surrogate reporters of electrical activity (Figure 3 ; Pologruto et al. 2004 ). Owing to cooperativity among the four calcium-binding sites in calmodulin, the fluorescence report is a www.annualreviews.org • Imaging and Control of Circuitshighly nonlinear function of the number of action potentials. Small action-potential numbers and low-frequency activity are generally underreported because only trains of >5-33 action potentials at 20-50 Hz are able to push the signal-to-noise ratio beyond 2 (Figure 3) . The frequencies of periodic stimuli at, beyond, and in all likelihood even below 20 Hz cannot be recovered from the fluorescence record ).
Sensing Neurotransmitter Release
Synapses are the sites of apposition between the actuator and sensor domains through which neurons communicate. Reporters of neurotransmitter release offer a direct view of the function of the actuator compartment, i.e., the presynaptic terminal (Miesenböck et al. 1998) . Calcium sensors located near postsynaptic transmitter-or voltage-gated calcium channels can provide a complementary view of how presynaptic actuation is sensed by postsynaptic targets ( Ji et al. 2004) .
To convert transmitter release into an optical signal, a switchable light emitter is anchored at the inner surface of synaptic vesicles through fusion with an integral membrane protein (Figure 4, top) . The light emitter is a pH-sensitive variant of GFP, termed pHluorin, whose fluorescence is reversibly quenched by the high abundance of protons inside resting vesicles (Miesenböck et al. 1998) . Vacuolar proton pumps maintain the interior of synaptic vesicles at a pH of ∼5.7, which corresponds to a roughly 50-fold higher proton concentration than that of the pH-neutral extracellular medium. Vesicle fusion establishes a proton conduit between the vesicle interior and the cell exterior that dissipates the pH gradient. As a result, the chromophores of pHluorins located in the membranes of fused vesicles are deprotonated, and the resulting 20-fold increase in their fluorescence signals vesicle release (Figure 4 ; Miesenböck et al. 1998 . The fluorescence increase lasts until the vesicle membrane is recycled and the interior of the reformed vesicle is acidified.
Amplitude and waveform of the synaptopHluorin signal due to vesicle exo-and endocytosis reflect the itinerary of the synaptic vesicle protein that carries the light emitter; this protein is, in general, the v-SNARE VAMP-2/synaptobrevin (Miesenböck et al. 1998) . At hippocampal synapses in culture, ∼10%-20% of the total synapto-pHluorin pool is present at the cell surface under unstimulated conditions; this pool elevates background fluorescence and reduces the signalto-noise ratio . If a synapse has a low basal release rate and the vesicular and surface synapto-pHluorin pools do not intermix, prestimulus photobleaching (Gandhi & Stevens 2003 , Samuel et al. 2003 can selectively eliminate the fluorescent surface pool and make even single vesicle turnovers detectable (Figure 4 , top; Gandhi & Stevens 2003) . Without prestimulus photobleaching, ∼20 action potentials are required for signalto-noise ratios exceeding 2 at single boutons (Figure 4 , bottom; . Assuming release probabilities in the range of 0.1-0.5 (Hessler et al. 1993 , Rosenmund et al. 1993 , 20 action potentials translate into 2-10 vesicle fusion events. In contrast to the highly nonlinear calcium sensors, synapto-pHluorins report presynaptic activity linearly because fluorescence quenching and dequenching involve a single protonation site.
Once a synaptic vesicle exocytoses, its synapto-pHluorin complement remains fluorescent for an extended, but variable, period of time that is terminated by vesicle retrieval and acidification (Miesenböck et al. 1998 Sensing neurotransmitter release. Genetically encoded sensors of neurotransmitter release, termed synapto-pHluorins, are fusion proteins between a pH-sensitive GFP (pHluorin) and the synaptic vesicle transmembrane protein VAMP-2/synaptobrevin. In the context of individual synaptic vesicles (top), synapto-pHluorins located in resting vesicles (internal pH ∼5.7) are "off" because their chromophores tend to be in the protonated, non-fluorescent state. Upon exocytosis, the vesicle interior becomes continuous with the extracellular space, pH rises to ∼7.4, and the pHluorin complement of the fused vesicle switches "on." Fluorescence time courses of individual presynaptic terminals formed by cultured hippocampal neurons reveal stepwise up (+1 quantum) and down (-1 quantum) transitions following a single electrically evoked action potential. These transitions presumably correspond to the release and retrieval of individual synaptic vesicles. The time elapsing between up and down transitions is variable because of the stochastic nature of vesicle retrieval. Fluorescence data, with permission, from Gandhi & Stevens (2003) . In the context of a presynaptic terminal (bottom), fluorescence changes reflect changes in the balance of vesicle exo-and endocytosis: Exocytosis adds fluorescence; endocytosis removes fluorescence. Because synaptic vesicle membrane is reinternalized after a variable delay following exocytosis (compare vesicles 1, 2, and 3), the synapto-pHluorin signal represents the convolution of each synaptic impulse with the time course of the associated vesicle turnover. Trains of 20 and 100 action potentials (AP) at 10 Hz cause transient fluorescence increases detectable in single-pass recordings from individual presynaptic terminals of cultured hippocampal neurons. Fluorescence relaxes back to baseline with time constants ranging from ∼4-50 s; the decay curves approximate the distribution of waiting times for endocytosis. Fluorescence data, with permission, from . and the distribution of waiting times for the retrieval process (Figure 4) . Waiting times may last from a few hundred milliseconds to several dozens of seconds and accordingly limit the observability of fast events.
Synapto-pHluorins have revealed how a neuron in C. elegans encodes an error signal that partly drives the thermotactic behavior of the worm (Samuel et al. 2003) ; how the transmission of information between three populations of neurons in the fly's olfactory system is arranged to allow for the extraction of odor features (Figure 1 ; Ng et al. 2002) ; and how sensory afferents relay odor input to the olfactory bulbs of mice (Bozza et al. 2004 ). As might be expected for sensors of synaptic transmission, synapto-pHluorins have also found a niche in studies of synaptic plasticity. They have detected the recruitment of previously inactive synapses in the antennal
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lobes of flies by Pavlovian conditioning (Yu et al. 2004 ) and helped distinguish different modes of serotonin-triggered synaptic reorganization in Aplysia (Kim et al. 2003) .
ACTUATION Positive Actuation
With roots reaching back to Galvani, the electrode has been the chief experimental tool for controlling excitable cells. Its use as an actuator has opened windows on neurobiological phenomena as diverse as evoked neurotransmitter release (Katz 1969) , the topographic organization of somatosensory and motor cortices (Penfield & Rasmussen 1950) , decision making (Salzman et al. 1990 , Salzman & Newsome 1994 , and the specification of simple actions by cortical pyramidal cells (Brecht et al. 2004 ). Despite these accomplishments, electrodes suffer from a number of important shortcomings: They are serial devices that do not permit the members of a dispersed population of neurons to be addressed in parallel. They have no built-in ability to discriminate among different functional classes of neurons. They provide only crude spatial resolution, stimulate axons of passage, can cause significant tissue damage, and require mechanical stability, which makes them very cumbersome to use in unrestrained animals. And they require an a priori decision about which location to stimulate, impeding discovery.
Because moving light beams is easier than moving electrodes, the search for optical methods for stimulating neurons began with the advent of sufficiently powerful laser light sources. Early efforts (and a recent second coming in two-photon form; Hirase et al. 2002) focused light of high intensity directly on the neuronal plasma membrane (Fork 1971) . Illuminated cells were depolarized to action potential threshold, possibly because the high-intensity beam created microscopic pores in the plasma membrane. The insertion of a fluorescent dye into the membrane increased the efficacy (but, unfortunately, also the toxicity) of direct photostimulation and permitted a first systematic optical search for the sources of synaptic input to an electrically recorded neuron in an invertebrate ganglion (Farber & Grinvald 1983 ). However, despite its ability to act "at a distance" rather than through physical contact, the stimulating light beam remained the functional equivalent of an electrode: It operated serially, exerting its effect at only one focal point at a time. The exact location of the stimulation site still had to be predetermined by the experimenter, on the basis of visible anatomy rather than a functional characteristic, such as a transmitter phenotype.
This situation remained fundamentally unchanged with the synthesis of the first caged neurotransmitters (Walker et al. 1986 , Wilcox et al. 1990 , Wieboldt et al. 1994 , an important practical advance that has made photostimulation virtually synonymous with optical uncaging of excitatory transmitters, in particular, l-glutamate (Callaway & Katz 1993 , Wieboldt et al. 1994 . The principle of this approach is to render a neurotransmitter biologically inert by chemical modification with a photoremovable blocking group (Kaplan et al. 1978; Walker et al. 1986 Walker et al. , 1988 Wilcox et al. 1990; Wieboldt et al. 1994) ; illumination then produces a concentration jump from the caged to the active transmitter. The photoreleased agonist binds to its cognate receptors (primarily AMPA receptors in the case of glutamate) and gates open their conduction pathways. Channel opening enables current flow that depolarizes the membrane (Callaway & Katz 1993) . Because virtually all neurons express glutamate receptors, photolytic uncaging of glutamate is, for all practical purposes, a universally applicable stimulation method. The down side of the ubiquitous presence of glutamate receptors, however, is that the site of stimulation can often be localized only poorly: Activity is elicited in all neurons whose dendritic arbors cross the uncaging beam. In scattering neural tissue, this sphere of activation may extend over several hundred microns.
To avoid indiscriminate stimulation in such circumstances, uncaging reactions have been designed that show a second-order dependence on the concentration of incident photons; sufficient photon fluxes for uncaging are then reached only within the focus (Denk et al. 1990 , Denk 1994 , Pettit et al. 1997 , Furuta et al. 1999 , Matsuzaki et al. 2001 . Restricting stimulation to a small focal volume, however, has also reduced the scope of the neurobiological problems amenable to optical probing: Photostimulation is now increasingly preoccupied with subcellular structures such as dendritic branches or spines (Wang et al. 2000; Matsuzaki et al. 2001 Matsuzaki et al. , 2004 . This is a sharp departure from the vision of the pioneers, who saw the potential of optics first and foremost in the analysis of circuits (Fork 1971 , Farber & Grinvald 1983 , Callaway & Katz 1993 . Clearly, meaningful analyses of circuits or systems would require actuators that combine massive parallelism with a builtin selectivity for distinct functional classes of neurons.
Gene expression patterns can provide the cell-type selectivity necessary to solve the specificity problem . Imagine a situation in which neural tissue is illuminated broadly, but only a subset of all illuminated neurons can decode and transduce the diffusely broadcast optical signal into electrical activity. If the "receiver" of the optical signal is a protein encoded in DNA, the responsive subset of neurons can be restricted genetically to certain cell types or circuit elements. Localizing the susceptibility to stimulation is an exact inversion of the logic of all previously considered stimulation methods, which, regardless of whether electrical or optical, must localize the position of the stimulus; they therefore target anatomical locations rather than functionally circumscribed populations of neurons. Because sensitivity to light is built into each target neuron, advance knowledge of its spatial coordinates is unnecessary. Multiple neurons can be addressed simultaneously and precisely, in moving animals, without undesirable cross talk to neighboring cells that are functionally distinct (Lima & Miesenböck 2005) .
Neurons employ two principal classes of transduction systems to generate electrical signals in response to external stimuli (Hille 2001) . Metabotropic signaling systems consist of heptahelical receptors that communicate with their effectors through heterotrimeric G proteins. The activation of some of these effectors is coupled to changes in membrane potential. Ionotropic signaling systems effect changes in membrane potential directly, via chemically or physically gated conductances. Both metabotropic and ionotropic systems provide raw material for the construction of genetically encoded "phototriggers" (Figure 5 ; Zemelman et al. 2002 Zemelman et al. , 2003 . Although this material is typically borrowed from sensory systems, its use is not limited to experiments that shuffle or add sensory receptors at the periphery (Zuker et al. 1988 , Troemel et al. 1997 , Tobin et al. 2002 , Smallwood et al. 2003 . On the contrary, the power of the approach lies in its potential to "skip the peripheral processes" ( Julesz 1971 ) and actuate central neurons directly , Lima & Miesenböck 2005 .
Because the photoreceptors of vertebrate and invertebrate eyes are naturally equipped with genetically encoded receivers that allow them to respond to light, the search for optically controlled actuators that could be transplanted to nonphotoreceptor cells initially concentrated on them . A comparison of classical phototransduction mechanisms in vertebrates and invertebrates suggested that the invertebrate transduction machinery, which operates with depolarizing photocurrents (Hardie 1991 , Ranganathan et al. 1991 ) and a bistable chromophore (Hillman et al. 1983) , could serve as a portable light-controlled source of depolarizing current (Figure 5) . Indeed, coexpression of three photoreceptor proteins of the fly, Drosophila melanogaster, is able to trigger light-evoked action potentials in hippocampal neurons .
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Figure 5
Metabotropic and ionotropic phototriggers. In metabotropic phototriggers such as chARGe (left), illuminated rhodopsin catalyzes nucleotide exchange on its cognate heterotrimeric G-protein, which as a result dissociates into a GTP-bound α subunit and a βγ heterodimer. The α subunit activates a phosphoinositol-specific phospholipase C (PLC). In a poorly understood mechanism, a product of PLC causes the opening of nonselective cation channels in the plasma membrane, which leads to membrane depolarization and the generation of action potentials. Ionotropic phototriggers (right) are ligand-gated sodium or calcium channels, such as the purinoceptor P2X 2 or the capsaicin receptor TRPV1. The channels are optically activated when an illuminating beam shatters the photolabile nitrobenzyl "cages" (DMNPE and DMNB) that sequester the active ligands, ATP and capsaicin.
The three actuator proteins are the bluesensitive opsin, NinaE (O'Tousa et al. 1985 , Zuker et al. 1985 , arrestin-2 , LeVine et al. 1990 , Yamada et al. 1990 , and the α subunit of the cognate heterotrimeric G protein (Lee et al. 1990) . To allude to these components and their explosive properties when coexpressed, they are referred to collectively as "chARGe" . In addition to the three genetically encoded components, chARGe requires a fourth, the chromophore all-trans (or 11-cis) retinal. Functional rhodopsin is reconstituted from empty, unliganded NinaE in the membrane of chARGed cells by incubation with the chromophore. The metarhodopsin-like intermediate formed with the trans isomer is then photoconverted to rhodopsin .
Photostimulation of chARGed neurons is a strictly cell-autonomous process involving, in all likelihood, the activation of an endogenous TRP channel; it persists unattenuated when all excitatory synaptic communication between neurons is blocked . Alternating periods of light and darkness cause alternating episodes of electrical activity and quiescence. Action potentials, however, often appear and disappear with unpredictable lag periods and frequencies after the light stimulus is applied and removed . The tight coupling between stimulus timing and response timing and between stimulus intensity and response frequency that characterizes the native photoreceptor (Hardie 1991 , Ranganathan et al. 1991 ) is thus relaxed in a chARGed neuron driven by only the minimal phototransduction machinery.
After the original description of chARGe, photocurrents evoked by two nonclassical opsins have been recorded in non-neuronal cells. These opsins do not require the coexpression of two auxiliary proteins (i.e., arrestin and G q α) and might thus simplify the genetic manipulations required to sensitize neurons to light; they remain, however, dependent on retinal. One of these atypical transducers is melanopsin (Melyan et al. 2005 , Panda et al. 2005 , Qiu et al. 2005 , the nonimaging opsin expressed by a small population of intrinsically photosensitive retinal ganglion cells. Like NinaE in chARGe, melanopsin signals through G q/11 and phospholipase C to a TRP channel; like NinaE, it possesses a built-in, possibly arrestin-dependent photoisomerase function that can regenerate the active chromophore. The other atypical transducer is the algal bacteriorhodopsin relative channelrhodopsin-2 (Nagel et al. 2003) , which may unite the functions of retinal-dependent light sensor and passive ionic conductance within one and the same protein-a surprising but auspicious combination.
Phototriggers based on ionic conductances (Zemelman et al. 2003) promise to overcome the reachability problems of chARGe-that is, their inability to control spike times and spike frequencies accurately and to elicit firing rates above 7.5 Hz in pyramidal neurons . Instead of relying on a metabotropic cascade triggered by light, the excitatory stimulus is now transduced by directly gated, agonist-controlled ion channels. The agonists are supplied optically through photorelease from caged precursors ( Figure 5) . Ionotropic phototriggers thus bear some similarity to photostimulation with caged glutamate (Callaway & Katz 1993 ): In either case, a transmitter molecule is rendered biologically inert by chemical modification with a photoremovable blocking group; illumination produces a concentration jump from the caged to the active agonist; agonist binds to ionotropic receptors and gates open their conduction pathways; the resulting current leads to membrane depolarization. The key difference, however, is that the receptor on which the agonist acts is not a ubiquitously expressed, endogenous protein (such as the AMPA receptor gated by glutamate), but instead is a heterologous channel that is normally absent from the nervous system of interest. Agonist (the "key") can therefore spark action potentials only in those neurons that have been genetically programmed to express the cognate "lock" (Zemelman et al. 2003 ). This ensures cell-type specificity.
Three ionotropic phototrigger candidates from two protein families have been identified (Zemelman et al. 2003) : the ATP-gated channel P2X 2 (Brake et al. 1994 , Valera et al. 1994 , as well as the capsaicin and menthol receptors, TRPV1 and TRPM8, respectively, which are both members of the superfamily of TRP channels (Caterina et al. 1997 , McKemy et al. 2002 , Peier et al. 2002 . All three candidates are expressed primarily in pain-sensing neurons of the peripheral nervous system, thus minimizing the potential for cross talk in the CNS. [In vertebrates, but not in other organisms (Lima & Miesenböck 2005) , the presence of endogenous purinoceptors at some central synapses limits the utility of P2X 2 as a selectively addressable actuator. We anticipate that the resulting controllability problems will be overcome with the help of orthogonal receptor-ligand pairs-mutant P2X receptors that lack sensitivity to ATP but can be gated by unnatural nucleotide analogs. The exceptionally simple architecture of P2X channels should facilitate the necessary engineering efforts.] Caged ligands currently exist for two of the three channels, making these the true and tested "photo"-triggers: P2X 2 is gated effectively by photolysis of P 3 -[1-(4,5-dimethoxy-2-nitrophenyl)ethyl]-ATP (DMNPE-ATP) (Kaplan et al. 1978 , Zemelman et al. 2003 ; and TRPV1 is gated by photolysis of 4,5-dimethoxy-2-nitrobenzyl-capsaicin (DMNBcapsaicin) (Zemelman et al. 2003) . As expected for an ionotropic mechanism, spikes follow light pulses quickly, reliably, and predictably; responses terminate rapidly; spike frequencies can be tuned by varying the photon dose; and firing rates of ≥40 Hz are reachable.
The first application of a genetically encoded phototrigger in a systems setting was in the fruit fly, Drosophila melanogaster (Lima & Miesenböck 2005) . Flies were engineered to express the phototrigger P2X 2 (which has no endogenous counterparts in flies); caged ATP was microinjected into the CNS. The freely moving animals responded to brief pulses of laser illumination with behaviors characteristic of the sites of phototrigger expression: When the phototrigger was located in one of two highly restricted, nonoverlapping sets of neurons in the giant fiber system that controls escape behaviors (such as jumping and the initiation of flight), illuminated flies opened and flapped their wings and took flight ( Figure 6) ; when the phototrigger was expressed in dopaminergic neurons, illumination caused changes in locomotor activity and walking path selections (Figure 7) . To ensure that these responses reflected the direct optical activation of central neuronal targets rather than confounding visual input, the flies were blinded with the help of a mutation that eliminates an essential phototransduction component. Blind animals rarely if ever flew spontaneously, suggesting that the initiation of flight is visually gated. Flight, however, could be restored reliably, even in the absence of vision, by photostimulating neurons in the giant fiber system directly (Lima & Miesenböck 2005) . Artificial neural signals may thus be used to repair or bypass behavioral deficits.
Negative Actuation
In contrast to an intracellular electrode, which can pass depolarizing as well as hyperpolarizing current, genetically encoded phototriggers are able to exert positive control only: They can depolarize but not hyperpolarize. Restricting control inputs to be non-negative is a common type of control constraint; for example, it is not possible to apply a negative dose of insulin to elevate the blood glucose level. Rather, a second type of actuatorthe administration of an insulin-antagonizing hormone, or of glucose itself-is required to balance positive and negative control. Genetic loss-of-function approaches play this role visa-vis triggers of activity.
Reflecting perhaps their historical origins in the lesion studies of clinical neurology, many genetic loss-of-function approaches still cause lasting defects rather than tunable actuation. The only form of control that can be exerted over these negative effectors is transcriptional; once induced, their impact is, for all practical purposes, permanent even if the targeted neurons survive the intervention. Clostridial neurotoxins, such as the light chain of tetanus toxin, for example, cleave SNARE proteins required for synaptic vesicle exocytosis and thereby block transmission (Schiavo et al. 1992 , Sweeney et al. 1995 . The induced block does not subside when transcription of the gene encoding the toxin is turned off, but only after all mRNA and toxin molecules have been degraded and a sufficient fraction of the proteolyzed SNAREs have been replaced with newly synthesized, functional proteins. The same limitation applies to surface-tethered toxins that cis-inactivate carriers of synaptic or action currents (Ibañez-Tallon et al. 2004) and to the overexpression of potassium channelssuch as inward rectifiers ( Johns et al. 1999) , open rectifiers (Nitabach et al. 2002) , or engineered voltage-gated channels (White et al. 2001 )-that clamp the membrane potential at or below resting value and shunt excitatory synaptic currents.
Efforts to inhibit the function of specific neurons temporarily rather than permanently tap metabotropic or ionotropic signaling systems that couple to hyperpolarizing conductances-a variation on the familiar mechanisms of metabotropic and ionotropic phototriggers (Figure 5) . In contrast to the phototriggers, however, the currently available negative actuators are regulated pharmacologically rather than optically, and temporal control over their activities is accordingly coarse. The metabotropic system consists of the fly allatostatin receptor and its peptide ligand, and in some instances it must also include Genetically targeted photostimulation of the giant fiber system in Drosophila melanogaster. The giant fiber system is a reflex circuit responsible for escape behaviors such as jumping and flight. It originates with a pair of giant fiber (GF) neurons in the head, which project their axons to the thoracic ganglion, where they form mixed electrical and chemical synapses with the TTMn and PSI neurons. TTMn is the motor neuron innervating the tergotrochanteral ( jump) muscle; PSI controls the dorsal longitudinal (flight) muscles indirectly via chemical synapses with the DLMn motor neurons. Flies expressing the genetically encoded phototrigger P2X 2 in either the GF neurons (top) or the thoracic group of neurons (TTMn, PSI, and DLMns, middle) respond to brief illumination with jumping and extended periods of high-frequency wing beating. (Actual flight is prohibited in the small experimental chamber.) The fact that different artificial "command impulses" elicit identical motor output suggests that rhythmic wing movement represents a periodic attractor in the dynamic landscape of the circuit (bottom). This periodic orbit, symbolized by the closed yellow path surrounding the lake, is reached by default from all initial states that lie within its "basin of attraction," just like water will spontaneously flow into the lake from nearby regions of the mountainous terrain. A variety of command impulses that lift the circuit from its initial state of quiescence (right foreground ) into the basin of attraction of the periodic orbit can specify transitions from quiescence to flight activity robustly and economically. Modified, with permission, from Lima & Miesenböck (2005) .
the two subunits of the G protein-coupled inwardly rectifying potassium (GIRK) channel that serves as the effector (Lechner et al. 2002) . Ligand activation of the receptor reduces the input resistance and thereby raises the spike threshold of vertebrate neurons 13-fold; the effect reverses within several minutes after the allatostatin peptide is removed. The ionotropic silencing system is composed of two subunits of a glutamate-gated chloride
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Figure 7 Genetically targeted photostimulation of dopaminergic neurons in Drosophila melanogaster. Flies expressing the genetically encoded phototrigger P2X 2 in dopaminergic neurons were analyzed in a 25-mm circular arena (grey circles). Movement trajectories of two individuals during two-minute observation periods before and after illumination are shown. Note the increase in locomotor activity, the tendency toward centripetal movement, and the display of characteristic dopamine-induced circling behavior following photostimulation. Modified, with permission, from Lima & Miesenböck (2005) .
channel from C. elegans that can also be operated by the anthelminthic drug ivermectin . To avoid paradoxical activation of the channel during excitatory glutamatergic transmission in heterologous systems, the channel's glutamate response may be attenuated about sixfold by a mutation in the ligand-binding domain (Li et al. 2002) . Because the ivermectin effect takes many hours to subside, however, temporal control over this negative actuator approaches transcriptional timescales . In fact, the slow return of neuronal excitability after ivermectin is removed may be due to the turnover of activated channels rather than the dissociation of ligand. The only optically controlled negative actuator of neuronal activity-and, as such, the closest analog in temporal acuity but not in mechanism of the phototriggers discussed above-is a voltage-gated potassium channel that can be blocked and unblocked with light (Banghart et al. 2004 ). The blocking group, a tetraethylammonium (TEA) function, is held near the external mouth of the channel on a photoisomerizable azobenzene arm; this arm is disulfide-bonded to an engineered cysteine residue at the perimeter of the pore. Lightdriven extension and retraction of the arm imposes and relieves the TEA block. Despite the appeal of its reversible photochemistry, the practical utility of the device is undermined by the inevitable loss of neuronal excitability that accompanies the expression of the underivatized channel (Banghart et al. 2004) and the reduction in excitability that lingers if the chemical derivatization reaction cannot be driven to completion.
LINKING SENSING AND ACTUATION
The ability to sense and the ability to actuate come together in feedback-actuation based on sensing. Most scientific exploration involves feedback at a fundamental level: Experiments are designed on the basis of the results of previous experiments. Real-time sensing, actuation, and computation-enabled through fast interfaces and algorithms-open the possibility of control with more tailored goals. One example is the design and tuning of feedback laws that keep a system at a setpoint, such as a neuron under voltage clamp. Every time a conductance opens that drives the membrane potential away from the setpoint, the deviation is sensed, and a force (actuation) is applied in the form of current to bring the neuron back to the prescribed state. What is an unstable state for the openloop system-a neuron whose membrane potential would fluctuate and occasionally enter the explosively nonlinear regime of spikingbecomes a stable state by closing the feedback loop.
The application of analogous principles of real-time sensing, actuation, and computation to cell assemblies rather than single neurons-enabled through optical field sensing and actuation-is expected to generate powerful new strategies for exploring, understanding, and perhaps even designing the behavior of neural circuits. Although we recognize that many technical hurdles must be overcome before this possibility can be fully realized (most notably, the development of fast sensors), we hope that rapid progress in the ability to control physical and chemical processes foreshadows similar advances in biology. For most of the past century, sensing and actuation in the physical sciences were relatively coarse grained and slow. Sensors were few, had poor spatial resolution, and were often incapable of responding in real time. Actuators were even less developed, to the extent that systems-think of a chemical reaction-could be addressed only through changes in global variables such as temperature, pressure, or pH. The computations required to solve optimal control problems were difficult or impossible to perform online.
The past few decades have seen a vast change in sensing and real-time computation. Accurate measurements with progressively higher spatial and temporal resolution have yielded much richer data sets and shortened feedback delays. Novel actuators have become increasingly fine grained, and improvements in the spatial resolution of control have followed suit. Rather than through global variables, physicochemical processes can now be controlled via spatiotemporally resolved signals at microscopic scales: Laser beams address catalytic chemical reactions (Wolff et al. 2001) or affect the surface tension of fluid interfaces (Garnier et al. 2003) ; digital projectors guide and control the reaction fronts of photochemical processes (Sakurai et al. 2002) ; colloidal particle assemblies are optically manipulated through lithographic masks (Hayward et al. 2000) or individually with optical tweezers (Grier 2003) .
The well-developed mathematical apparatus of optimal control and high-dimensional data analysis generalizes immediately from the physical to the life sciences. In nervous systems, as in other complex systems, macroscopic, coarse-grained behavior (such as the emergence of spatial or temporal order) results from the interactions of individual agents, which collectively possess an enormous number of degrees of freedom. Modern data-analysis techniques, going beyond principal component analysis, hold the promise of uncovering coarse-grained descriptions inherent in such high-dimensional data sets. Diffusion maps, along with the associated fast algorithms, may yield nontrivial macroscopic descriptors of circuit states (Belkin & Niyogi 2003 , similar to the thermodynamic variables that encapsulate microscopic behavior in statistical mechanics. Feedback could be used adaptively to enrich the available data sets by enhancing data collection in regions of state space that the open-loop circuit would very seldom (or never) spontaneously visit. Finding datadriven, collective observables likely to represent the natural modes of a system is crucial in model identification and in effectively reducing microscopic dynamics to collective dynamics. Such an effective reduction will enhance understanding and facilitate the design of experiments.
Which types of problems, then, would benefit from a newfound authority over the function of neural circuits, granted by the incorporation of optical sensors and actuators into precisely defined groups of neurons? The first task on which fine-grained sensing and actuation can be brought to bear is system identification: exploring the connectivity and dynamics of naturally existing circuits. Here, a prescribed optical input is used to address a particular neuron, and the responses of this neuron, as well as those of other, synaptically coupled neurons, are sensed. The resulting point-to-point transfer (Fork 1971 , Farber & Grinvald 1983 , Callaway & Katz 1993 , Dantzker & Callaway 2000 , Sawatari & Callaway 2000 , Brivanlou et al. 2004 , and their developmental or experience-driven rearrangements (Dalva & Katz 1994 , Shepherd et al. 2003 . The ability to actuate specific cell types through genetically encoded phototriggers will refine the resolution of point-to-point mapping; the ability to control extended yet genetically defined populations of neurons will facilitate the exploration of dynamic circuit modes.
The inverse problem is also open to analysis: Which input causes a particular firing pattern-say, a given spike sequence in a neuron or circuit? Which input is required to recall a memory or elicit a specific behavior? A first, simple representative of this type of experiment was an optical search for different neuronal "command impulses" capable of triggering the oscillatory circuit that underlies wing movement in insect flight (Figure 6 ; Lima & Miesenböck 2005) .
Neuronal responses are typically statedependent-that is, they vary as functions of the neuron's current state and its recent activity history (Llinás & Sugimori 1980 , Turrigiano et al. 1994 , Marder et al. 1996 , Egorov et al. 2002 , Loewenstein et al. 2005 , as well as the activities of synaptically connected neurons (Destexhe & Paré 1999 , Hô & Destexhe 2000 , Chance et al. 2002 . Feedback could likely be used to bring a neuron or circuit to a prescribed state so that inputoutput measurements may be performed reproducibly and their state-dependent statistics quantified. The control action required to maintain a system in a given state provides a mirror image of the spontaneous evolution from that state-in the same way that the force exerted by a constraint quantifies how the system would evolve in its absence.
Control and measurement are thus intimately linked (see Sidebar). Analogies can be drawn again with recordings of the currents required to keep a neuron under voltage clamp and with umbrella sampling techniques in molecular dynamics, where computational feedback is used to prepare a molecular system consistent with a given macroscopic state, and the force exerted by this computational feedback probes the local free energy surface (Torrie & Valleau 1974 , Ryckaert et al. 1977 .
The ability to initialize a neuronal assembly at a given state and then let it go free, so that one can observe its spontaneous evolution from that state, might allow one to estimate a rate of change-a time derivativethat could be used to predict future (or deduce past) behavior. If the fundamental assumption of smoothness in time can be met, the mathematics involved are very simple-i.e., Taylor series-and at the same time very powerful. Consider the task of experimentally locating the attracting stationary states of a circuit, such as the persistent firing patterns thought to represent short-term memories (Fuster 1973 , Goldman-Rakic 1995 , Seung et al. 2000 , Egorov et al. 2002 . Computationally, such stationary states are found not through slow evolution of the system, but with the help of iterative fixed-point algorithms like Newton-Raphson: The time derivatives of the system in its current state, as well as in nearby states, are calculated, and this linearized, Jacobian information is then used to accelerate the approach to the ultimate stationary state. When a circuit can be initialized in nearby defined states and brief trajectories of its evolution from these states recorded, a Newton-Raphson-type search for stationary states can, in effect, be implemented experimentally. This type of search for stationary states might be called "equation-free experimentation" to reflect a direct analogy with the recently developed strategy of equation-free computation (Kevrekidis et al. 2003 (Kevrekidis et al. , 2004 ; in equation-free computation, short bursts of appropriately initialized microscopic simulations are paired with macroscopic time-steppers to accelerate system analysis and design; here, actual experiments take the place of the microscopic simulations.
Electrophysiology with only a small number of electrode actuators severely limits reachability. Optical field actuation will allow one to sample a much richer space of input structures and explore a correspondingly richer output space. Even the effective connectivity among circuit elements is no longer constrained by the biological hardware because connections can also be simulated. Spatiotemporally variegated actuation could, for example, couple the activities of neurons that are not physically linked with prescribed correlations in space and time or temporarily remove neurons from a circuit without physically severing their connections. Recorded activity histories and their statistics might be used to alter the strengths of virtual connections in accordance with specified learning rules. Conversely, persistent actuation might cause modifications of the topologies and strengths of actual connections, engineer new functionalities, and reveal principles governing biological plasticity.
If virtual connections can be realized through feedback loops, then one can envision simulating some of the external connections of an explanted neural tissue, such as a cortical or hippocampal slice. Because sensory interfaces have provided the sole portals through which distributed inputs could be supplied to neuronal circuits, sensory systems have received a perhaps disproportionate amount of neuroscientific attention, whereas the function of circuits at some synaptic distance from sensory surfaces has remained comparatively obscure. The inability to control such circuits in reduced, experimentally accessible preparations has forced scientists to observe spontaneous or pharmacologically evoked phenomena with uncertain significance. The combination of sensing and actuation may herald a change in the roles of these scientists from observers to doers.
