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The classical Gray and Wyner source coding for a simple network for sources that generate a tuple of
multivariate, correlated Gaussian random variables Y1 : Ω → Rp1 and Y2 : Ω → Rp2 , is re-examined using
the geometric approach of Gaussian random variables, and the weak stochastic realization of correlated
Gaussian random variables. New results are:
(1) The formulation, methods and algorithms to parametrize all random variablesW : Ω → Rn which
make the two components of the tuple (Y1,Y2) conditionally independent, according to the weak stochastic
realization of (Y1,Y2).
(2) The transformation of random variables (Y1,Y2) via non-singular transformations (S1,S2), into their
canonical variable form as S1Y1 = (V1,Y
′
1) = ((Y11,Y12),Y13), S2Y2 = (V2,Y
′
2) = ((Y21,Y22),Y23), where
Y11 = Y21−a.s., Y13 and Y23 are independent and each of these has independent components, Y12 and Y22
are correlated and each of these has independent components, E[Y12Y
T
22] = D, for some diagonal matrix D
with diagonal entries 1 > d1 ≥ d2 ≥ . . .≥ dn > 0 in (0,1) called the canonical correlation coefficients. A
formulae of mutual information I(Y1;Y2) between Y1 and Y2, expressed in terms of the canonical correlation
coefficients.
(3) A formula for Wyner’s lossy common information for joint decoding with mean-square error
distortions E||Y1− Yˆ1||2Rp1 ≤ ∆1 ∈ [0,∞] and E||Y2− Yˆ2||2Rp2 ≤ ∆2 ∈ [0,∞], where (Yˆ1,Yˆ2) are the repro-
ductions of (Y1,Y2), given by CW (Y1,Y2) =
1
2 ∑
n
j=1 ln
(
1+d j
1−d j
)
, where the distortion region is defined by
0≤ ∆1 ≤ ∑nj=1(1−d j), 0≤ ∆2 ≤ ∑nj=1(1−d j).
(4) The methods are shown to be of fundamental importance to the parametrization of the lossy rate
region of the Gray and Wyner source coding problem, and the calculation of the smallest common message
rate R0 on the Gray and Wyner source problem, when the sum rate R0+R1+R2 is arbitrary close to the
joint rate distortion function RY1,Y2 (∆1,∆2) of joint decoding.
The methods and algorithms may be applicable to other problems of multi-user communication, such
as, the multiple access channel, etc.
The discussion is largely self-contained and proceeds from first principles; basic concepts of weak
stochastic realization theory of multivariate correlated Gaussian random variables are reviewed, while cer-
tain results are developed to meet the requirement of results (1)-(4).
Keywords and Phrases: Gray-Wyner network, Wyner’s lossy common information, weak realizations of
conditional independence, canonical variable form of multivariate Gaussian random variables, multi-user
communication.
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Figure 1: The Gray and Wyner source coding for a simple network [10] (Y1,i,Y2,i)∼ PY1,Y2 , i= 1, . . . ,N.
1 Introduction
An important class of theoretical and practical problems in communication is of a multi-user nature. Such
problems are (i) lossless and lossy network source coding for compression of data generated by multiple
sources, and (ii) network channel coding for transmission of data generated by multiple sources over noisy
channels. A sub-class of network source coding problems deals with two sources that generate at each time
instant, symbols that are stationary memoryless, multivariate, correlated, and jointly Gaussian distributed. A
sub-class of network channel coding problems deals with stationary memoryless Gaussian multiple access
channels (MAC) with two or more multivariate correlated sources and a multivariate output. This paper
is focused on a new approach, which is applied to such network source coding problems, while a brief
discussion on the importance of the method to network channel coding problems is included.
Gray and Wyner in their seminal paper, source coding for a simple network [10], characterized the lossless
rate region for a tuple of finite-valued random variables, and the lossy rate region for a tuple of arbitrary
distributed random variables.
Many extensions and generalizations followed Gray and Wyner’s fundamental work. Wyner [29], intro-
duced an operational definition of the common information between a tuple of sources that generate symbols
with values in finite spaces. Wyner’s operational definition of common information is defined as the mini-
mum achievable common message rate on the Gray and Wyner lossless rate region. Witsenhausen [28] has
investigated bounds for Wyner’s common information, and sequences of pairs of random variables in this
regard [27]. Gacs and Korner [7] introduced another definition of common randomness between a tuple of
jointly independent and identically distributed random variables. Viswanatha, Akyol and Rose [26], and Xu,
Liu, and Chen [31], explored the connection of Wyner’s common information and the Gray and Wyner lossy
rate region, to generalize Wyner’s common information to its lossy counterpart, for random variables taking
values in arbitrary spaces. They characterizedWyner’s lossy common information, as the minimum common
message rate on the Gray and Wyner lossy rate region, when the sum rate is arbitrary close to the rate dis-
tortion function with joint decoding for the Gray and Wyner lossy network. Applications to encryption and
secret key generation are discussed by Viswanatha, Akyol and Rose in [26] (and references therein).
Similarly, extensions and generalizations of the fundamental work of Slepian andWolf onMACs are found
in Kramer [13] (and references therein). Specific examples are given in the paper [14], where the authors
refer to the concept of Wyner’s common information and provide a bound on the transmission rate over
Gaussian MACs.
In all these works, the search for methods and algorithms to compute rates that lie on the Gray and Wyner
rate region, the Slepian and Wolf rate region, Wyner’s common information, has been an active area since
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the the early 1970s. Present methods and algorithms to compute such rates, for specific application examples
are subject to a number of limitations which often prevent their practical usefulness:
(1) Rates that lie in the Gray and Wyner rate region are only known for the special case of a tuple of
scalar-valued Gaussian random variables, with square error distortion, and for the special case of the doubly
symmetric binary source with Hamming distance distortion [10] (Section 2.5).
(2) Wyner’s lossy common information is only computed in closed form, for the special cases of a tuple of
scalar-valued Gaussian random variables, with square error distortion, and for the special case of the doubly
symmetric binary source [26] (Section III.C), and [31] (Section IV.C).
(3) Rates that lie on Slepian andWolf rate region of memoryless Gaussian MACs (with commonmessage)
are only computed in closed form, for the special case of a tuple of scalar-valued inputs and a scalar-valued
output [13] (Chapter 8).
(4) Important generalizations, of the above application examples to a tuple of sources that generate mul-
tivariate Gaussian symbols, and to Gaussian MAC with common message, with multivariate channel inputs
and multivariate channel output, require new derivations often of considerable difficulty. The mathematics
of the derivations of closed form expressions for such generalizations are not transparent, and often require
new mathematical tools.
This paper introduces a new approach at the assemblage of problems of multi-user information theory, in
which achievable rate regions or rates, are parametrized by Gaussian auxiliary random variablesW :Ω→Rn,
that make two multivariate correlated Gaussian random variables Y1 : Ω → Rp1 ,Y2 : Ω→ Rp2 conditionally
independent
PY1,Y2|W = PY1|WPY2|W . (1)
The focus of the current paper is on multi-user problems of information theory, for which the operational
definitions of achievable rate regions or rates are characterized by their information theoretic definitions, via
mutual information, conditional mutual information, etc., that depend on the joint distribution PY1,Y2,W of the
random variables (W,Y1,Y2).
One application of the methods and algorithms that emerge from the new approach, is the Gray and Wyner
source coding for a simple network [10]. Another application is the stationary memoryless multiple access
channel (MAC), with or without a common message [21, 6, 13]. For two sources that generate symbols,
according to the model of jointly independent and identically distributed multivariate correlated Gaussian
random variables (Y1,Y2), the Gray and Wyner rate region can be parametrized by an auxiliary random
variableW that satisfies conditional independence (1). The rate region of stationary memoryless Gaussian
MAC channels with a common message, with two multivariate channel inputs X1 : Ω→ Rp1 ,X2 : Ω→ Rp2 ,
and a multivariate channel output Y : Ω → Rp2 , is parametrized by an auxiliary random variable W that
satisfies conditional independence (1), with (Y1,Y2) replaced by (X1,X2).
The following are the highlights of the methods and algorithms of the new approach of the paper:
Method 1.(a).
In the context of the Gray and Wyner source coding problem for a simple network, this method utilizes [24]
to
(i) parametrize the family of Gaussian probability distributions PY1,Y2,W (y1,y2,w) by the multidimensional
random variableW such that (Y1,Y2) are conditionally independent, conditioned onW , that is, (1) holds, and
the marginal distribution PY1,Y2,W (y1,y2,∞) = PY1,Y2(y1,y2) coincides with the distribution of (Y1,Y2), and to
(ii) represent the random variables (Y1,Y2) using the weak stochastic realization, expressed in terms ofW and
two independent random variablesV1 : Ω→Rp1 ,V2 : Ω→ Rp2 , which are independent ofW .
Method 1.(b).
In the context of the stationary memoryless Gaussian MACs with or without a commonmessage, this method
(i) parametrizes the family of Gaussian channel input probability distributions PX1,X2,W (x1,x2,w) by the mul-
tidimensional random variable W such that (X1,X2) are conditionally independent, conditioned on W , that
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is, PX1,X2|W (x1,x2|w) = PX1|W (x1|w)PX2|W (x2|w), and the average power constraints trace
(
E[XiX
T
i ]
) ≤ κi ∈
[0,∞], i= 1,2 are satisfied, and
(ii) represents the random variables (X1,X2) using the weak stochastic realization, expressed in terms ofW
and two independent random variables V1 : Ω→ Rp1 ,V2 : Ω→Rp2 , which are independent ofW .
Method 2.
This method applies to both, the Gray and Wyner source coding for a simple network, and to the stationary
memoryless Gaussian MACs. The method utilizes the geometric approach to Gaussian random variables
[11, 1, 9], where the underlying geometric object of a Gaussian random variableY :Ω→Rp is the σ−algebra
FY generated by Y . A basis transformation of such a random variable is then the transformation defined by a
non-singularmatrix S∈Rp×p, and directly follows thatFY =FSY . For a tuple of jointly Gaussian multivariate
random variables (Y1,Y2), a basis transformation of this tuple consists of a matrix
S = Block-diag(S1,S2), (2)
S1,S2 square and non-singular matrices, and hence the spaces satisfy (3)
FY1 = FS1Y1 , FY2 = FS2Y2 . (4)
This transformation introduces an equivalence relation on the representation of the tuple of random variables
(Y1,Y2). Thus one can speak about a canonical form for these spaces with the property (the full specification
is given in Definition 2.2)
S1Y1 = (V1,Y
′
1) = ((Y11,Y12),Y13), S2Y2 = (V2,Y
′
2) = ((Y21,Y22),Y23), (5)
Y11 = Y21− a.s., (6)
Y13 and Y23 are independent and each of these has independent components, (7)
Y12 and Y22 are correlated and each of these has independent components, (8)
E[Y12Y
T
22] = D (9)
for some diagonal matrixD with diagonal entries in (0,1) called the canonical correlation coefficients. Com-
ponent Y ′1 =Y13 is the private component of S1Y1, and componentV1 = (Y11,Y12) is the correlated component
of S1Y1, with respect to S2Y2, and similarly forV2= ((Y21,Y22). This method is equivalent to pre-processing of
the tuple of correlated random variables (Y1,i,Y2,i)∼ PY1,Y2 , i= 1, . . . ,N, with the aid of a linear pre-encoder
transformation S = Block-diag(S1,S2). The power of methods 1 and 2 is more apparent in the actual cal-
culations of rates and the development of algorithms to compute such rates. Examples of such type will be
discussed later, and include an expression of mutual information I(Y1;Y2) between Y1 and Y2, expressed only
in terms of the canonical correlation coefficients, i.e., the elements of D.
The rest of the section serves mainly to review the Gray and Wyner characterization of lossy rate region
and the characterization of Wyner’s lossy common information, for the purpose of linking these to Methods
1 and 2. Then the power of methods 1 and 2 with respect to the computations of rates that lie on the Gray and
Wyner characterization of lossy rate region is further discussed. The characterization of the rate regions of
stationary memoryless Gaussian MAC with or without common message, is included and briefly discussed,
to illustrate the importance of Methods 1 and 2 to other multi-user problems.
1.1 Literature Review
(a) The Gray and Wyner source coding for a simple network [10].
Consider the Gray and Wyner source coding for a simple network shown Fig. 1, for a tuple of jointly in-
dependent and identically distributed multivariate Gaussian random variables (YN1 ,Y
N
2 ) = {(Y1,i,Y2,i) : i =
1,2, . . . ,N},
Y1,i : Ω→Rp1 = Y1, Y2,i : Ω→ Rp2 = Y2, i= 1, . . . ,N (10)
4
with square error distortion functions at the two decoders,
DY1(y
N
1 , yˆ
N
1 ) =
1
N
N
∑
i=1
||y1,i− yˆ1,i||2Rp1 , DY2(yN2 , yˆN2 ) =
1
N
N
∑
i=1
||y2,i− yˆ2,i||2Rp2 (11)
where || · ||2
R
pi are Euclidean distances on R
pi , i= 1,2.
The encoder takes as its input the data sequences (YN1 ,Y
N
2 ) and produces at its output three messages (S0,S1,S2),
with binary bit representations (NR0,NR1,NR2). There are three channels, Channel 0, Channel 1, Channel
2, with capacities (C0,C1,C2) (in bits per second), respectively, to transmit the messages to two decoders.
Channel 0 is a public channel and channel 1 and channel 2 are the private channels, which connect the en-
coder to each of the two decoders. Of the three messages, message S0 is a common or publicmessage that is
transmitted through the public channel 0 with capacity C0 to decoder 1 and decoder 2, S1 is a private mes-
sage, which is transmitted through the private channel 1 with capacity C1 to decoder 1, and S2 is a private
message, which is transmitted through the private channel 2 with capacityC2 to decoder 2.
Decoder 1 has as objective to reproduce YN1 by Yˆ
N
1 subject to an average distortion and decoder 2 has as
objective to reproduceYN2 by Yˆ
N
2 , subject to an average distortion, where (Yˆ1,i,Yˆ2,i) = (yˆ1,i, yˆ2,i) ∈ Yˆ1× Yˆ2 ⊆
Y1×Y2, i= 1, . . . ,N, that is,
E
{
DY1(Y
N
1 ,Yˆ
N
1 )
}
≤ ∆1, E
{
DY2(Y
N
2 ,Yˆ
N
2 )
}
≤ ∆2, (∆1,∆2) ∈ [0,∞]× [0,∞]. (12)
The fundamental question possed by Gray and Wyner is: determine which channel capacitity triples
(C0,C1,C2) are necessary and sufficient for each sequence (Y
N
1 ,Y
N
2 ) to be reliably reproduced at the intended
decoders, while satisfying the average distortions.
Gray and Wyner characterized the rate region, denoted by RGW (∆1,∆2), by a coding scheme that uses the
auxiliary random variableW , as described below. Define the family of probability distributions
P ,
{
PY1,Y2,W (y1,y2,w), y1 ∈ Y1,y2 ∈ Y2,w ∈W : PY1,Y2,W (y1,y2,∞) = PY1,Y2(y1,y2)
}
(13)
for some auxiliary random variableW , i.e., such that the joint probability distribution PY1,Y2,W (y1,y2,w) on
Y1×Y2×W, has a (Y1,Y2)−marginal probability distribution PY1,Y2(y1,y2) on Y1×Y2 that coincides with
the probability distribution of (Y1,Y2).
The characterization of RGW (∆1,∆2) is described in terms of an auxiliary random variable, as follows.
Theorem 1.1 (Theorem 8 in [10])
Let RGW (∆1,∆2) denote the Gray and Wyner rate regionm of the simple network shown in Fig. 1.
Suppose there exists yˆi ∈ Yˆi such that E{dYi(Yi, yˆi)}< ∞, for i= 1,2.
For each PY1,Y2,W ∈ P and ∆1 ≥ 0,∆2 ≥ 0, define the subset of Euclidean 3−dimensional space
R
PY1,Y2,W
GW (∆1,∆2) =
{(
R0,R1,R2
)
: R0 ≥ I(Y1,Y2;W ), R1 ≥ RY1|W (∆1), R2 ≥ RY2|W (∆2)
}
(14)
where RYi|W (∆i) is the conditional rate distortion function of Y
N
i , conditioned onW
N , at decoder i, for i= 1,2,
and RY1,Y2(∆1,∆2) is the joint rate distortion function of joint decoding of (Y
N
1 ,Y
N
2 ) (all single letter).
Let
R ∗GW (∆1,∆2) =
( ⋃
PY1,Y2,W∈P
R
PY1,Y2,W
GW (∆1,∆2)
)c
(15)
where
( · )c denotes the closure of the indicated set. Then the achievable Gray-Wyner lossy rate region is
given by
RGW (∆1,∆2) = R
∗
GW (∆1,∆2). (16)
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Gray and Wyner [10] (Theorem 6) also showed that, if (R0,R1,R2) ∈ RGW (∆1,∆2), then
R0+R1+R2 ≥ RY1,Y2(∆1,∆2), (17)
R0+R1 ≥ RY1(∆1), (18)
R0+R2 ≥ RY2(∆2) (19)
where RYi(∆i) is the rate distortion function of Y
N
i at decoder i, for i = 1,2. The inequality in (17) is called
the Pangloss Bound of the Gray-Wyner lossy rate region RGW (∆1,∆2). The set of triples (R0,R1,R2) ∈
RGW (∆1,∆2) that satisfy the equality R0+R1+R2 = RY1,Y2(∆1,∆2) is called the Pangloss Plane of the Gray-
Wyner lossy rate region RGW (∆1,∆2).
For the special case of a tuple of scalar-valued (bivariate) Gaussian random variables, i.e., p1 = p2 = 1,
with square error distortion and ∆1 = ∆2 = ∆, Gray and Wyner [10] (Section 2.5, (B)), showed that the
choice of scalar-valued Gaussian random variable W that satisfies conditional independence (1), ensures a
corresponding rate triple (R0,R1,R2) ∈ RGW (∆1,∆2) that lies on Pangloss Plane, and they derived explicitly
the formulaes of these rates. Similarly for the the doubly symmetric binary source with Hamming distance
distortion function.
(b) Wyner’s common Information of finite-valued random variables.
Wyner [29], introduced an operational definition of the common information between a tuple of random
variables (YN1 ,Y
N
2 ), that takes values in finite spaces.
The first approach of Wyner’s operational definition of common information between sequences YN1 and Y
N
2
is defined as the minimum achievable common message rate R0 on the Gray-Wyner Network of Fig. 1.
Wyner’s single letter information theoretic characterization of the infimum of all achievable message rates
R0, called Wyner’s common information, is defined by,
C(Y1,Y2) = inf
PY1,Y2,W :PY1,Y2|W=PY1|WPY2|W
I(Y1,Y2;W ). (20)
Here PY1,Y2,W is any joint probability distribution on Y1×Y2×W with (Y1,Y2)−marginal PY1,Y2 , such thatW
makes Y1 and Y2 conditionally independent, that is PY1,Y2,W ∈ P .
Although, for continuous-valued random variables, such as, jointly Gaussian, the Wyner’s common infor-
mation C(Y1,Y2) is meaningful mathematically, its operational interpretation for arbitrary random variables,
is shown recently by Viswanatha, Akyol and Rose [26], and Xu, Liu, and Chen [31], to correspond to a
specific point on the Gray-Wyner lossy rate region RGW (∆1,∆2).
(c) Minimum common message rate and Wyner’s lossy common information for arbitrary random variables.
Viswanatha, Akyol and Rose [26], and Xu, Liu, and Chen [31], explored the connection of Wyner’s common
information and the Gray-Wyner lossy rate region, to provide a new interpretation of Wyner’s common
information to its lossy counterpart. They first defined and characterized the minimum common message
rate R0 on the Gray-Wyner lossy rate region, when the sum rate is arbitrary close to the rate distortion
function with joint decoding for the Gray-Wyner lossy network.
The following characterization is derived by Xu, Liu, and Chen [31] (an equivalent characterization is also
derived by Viswanatha, Akyol and Rose [26]).
Theorem 1.2 (Theorem 4 in [31])
Suppose there exists yˆi ∈ Yˆi such that E{dYi(Yi, yˆi)} < ∞, for i= 1,2.
Let CGW (Y1,Y2;∆1,∆2) denote the minimum common message rate R0 on the Gray-Wyner lossy rate region
RGW (∆1,∆2), with sum rate not exceeding the joint rate distortion function RY1,Y2(∆1,∆2), while satisfying
the average distortions.
Then CGW (Y1,Y2;∆1,∆2) is characterized by the optimization problem
CGW (Y1,Y2;∆1,∆2) = inf I(Y1,Y2;W ) (21)
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such that the following identity holds
RY1|W (∆1)+RY2|W (∆2)+ I(Y1,Y2;W ) = RY1,Y2(∆1,∆2) (22)
where the infimum is over all random variables W taking values in W, which parametrize the source dis-
tribution via PY1,Y2,W , having a Y1×Y2−marginal source distribution PY1,Y2 , and induce joint distributions
PW,Y1,Y2,Yˆ1,Yˆ2 which satisfy the constraint.
A necessary condition for the equality constraint (22) to hold is (see AppendixB in [31]) is RY1,Y2|W (∆1,∆2)=
RY1|W (∆1)+RY2|W (∆2), and sufficient condition for this equality to hold is the conditional independence con-
dition [31]: PY1,Y2|W = PY1|WPY2|W . Hence, a sufficient condition for any rate (R0,R1,R2) ∈ RGW (∆1,∆2) to
lie on the Pangloss plane is the conditional independence.
Further, it is shown in [26, 31], that there exists a distortion region such thatCGW (Y1,Y2;∆1,∆2)=CW (Y1,Y2),
i.e., it is independent of the distortions (∆1,∆2), and CW (Y1,Y2) =C(Y1,Y2) i.e. it equals to the Wyner’s in-
formation theoretic characterization of common information between Y1 and Y2, defined by (20).
The next theorem is derived by Xu, Liu, and Chen [31].
Theorem 1.3 (Theorem 5 in [31])
Let (Y1,Y2) be a pair of random variables with distribution PY1,Y2 on the alphabet space Y1×Y2, where Y1
and Y2 are arbitrary measurable spaces that can be discrete or continuous.
Let W be any random variable achieving C(Y1,Y2) defined by (20).
Let the reproduction alphabet Yˆ1=Y1, Yˆ2=Y2 and two per-letter distortion measures dY1(y1, yˆ1),dY2(y2, yˆ2)
satisfy
dYi(yi, yˆi)> dYi(yi,yi) = 0, yi 6= yˆi, i= 1,2 (23)
If the following conditions are satisfied:
1) for any y1 ∈Y1,y2 ∈Y2 and w ∈W, PW |Y1,Y2 > 0;
2) there exists an yˆi ∈ Yˆi, such that
E
{
dYi(Yi, yˆi)
}
< ∞, i= 1,2 (24)
then there exists a strictly positive vector γ = (γ1,γ2) ∈ (0,∞)× (0,∞), such that, for 0≤ (∆1,∆2)≤ γ,
CGW (Y1,Y2;∆1,∆2) =CW (Y1,Y2) =C(Y1,Y2). (25)
Moreover, CGW (Y1,Y2;∆1,∆2) is constant on DW =
{
(∆1,∆2) ∈ [0,∞]× [0,∞] : 0≤ (∆1,∆2)≤ γ
}
.
It should be mentioned that the analog of the above theorem is also derived by Viswanatha, Akyol and
Rose in [26] in Lemma 1.
Hence, by the work of Viswanatha, Akyol and Rose [26], and Xu, Liu, and Chen [31], then Wyner’s lossy
common information is precisely the smallest message rateCGW (Y1,Y2;∆1,∆2) on the Gray-Wyner lossy rate
region, for certain distortion levels, when the total rate, R0+R1+R2, is arbitrary close to the rate distortion
function with joint decoding, i.e., RY1,Y2(∆1,∆2).
For a bivariate Gaussian random variables with square-error distortion, the rate-triple
(R0,R1,R2) ∈ RGW (∆1,∆2) that lies on the Pangloss plane is computed by Gray and Wyner [10] (see also
Section 2.5, (B)). Further, Viswanatha, Akyol and Rose in [26] (Section III.C), and Xu, Liu, and Chen
[31] (Theorem 7 and Proposition 3) computed CGW (Y1,Y2;∆1,∆2) and CGW (Y1,Y2;∆1,∆2) = CW (Y1,Y2) =
C(Y1,Y2). The formulae forC(Y1,Y2) is given below for the purpose of comparing it toWyner’s lossy common
information formulae of a tuple of multivariate Gaussian random variables derived in this paper.
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Theorem 1.4 [10, 26, 31])
Consider two jointly Gaussian scalar-valued random variables (Y1,Y2) with zero mean E[Y1] = E[Y2] = 0,
unit variance E[Y 21 ] = E[Y
2
2 ] = 1, and E[Y1Y2] = ρ ∈ [−1,1], that is, the variance matrix1 is
Q(Y1,Y2) =
[
σ2Y1 ρσY2σY2
ρσY2σY2 σ
2
Y2
]
=
[
1 ρ
ρ 1
]
(26)
with eigenvalues λ1 = 1−|ρ|,λ2 = 1+ |ρ|, and square error distortion dYi(yi, yˆi) = (yi− yˆi)2, i= 1,2.
For ρ ∈ [0,1) then
CGW (Y1,Y2;∆1,∆2) =CW (Y1,Y2) =C(Y1,Y2) =
1
2
log
1+ρ
1−ρ , 0≤ ∆i ≤ 1−ρ, i= 1,2. (27)
It should be mentioned that for the Gaussian example of Theorem 1.4, Gray andWyner [10] in Section 2.5,
(B), computed the rate-triple (R0,R1,R2)∈RGW (Y1,Y2;∆,∆), i.e., for the symmetric case, that lies on the Pan-
gloss plane, and thatCGW (Y1,Y2;∆1,∆2) =CW (Y1,Y2) = RY1,Y2(1−ρ,1−ρ) for 0≤ ∆≤ 1−ρ.
Viswanatha, Akyol and Rose in [26], and Xu, Liu, and Chen [31] computed CGW (Y1,Y2;∆1,∆2) for all dis-
tortion regions, by using the expression of joint rate distortion function RY1,Y2(∆1,∆2) derived in [30].
The search for methods and algorithms to compute rate-triples (R0,R1,R2) that lie on the Gray-Wyner lossy
rate region RGW (∆1,∆2), CGW (Y1,Y2;∆1,∆2), Wyner’s lossy common information CW (Y1,Y2), and Wyners
common informationC(Y1,Y2) (for finite valued random variables), beyond the above two application exam-
ples is limited.
However, applications of Wyner’s common information in other problems of information theory are many.
Several applications of Wyner’s common information are found in the characterizations of rate regions of
multi-user information theory by Kramer in [13] (and references therein). Specific examples are given in the
paper [14], where the authors refer to the concept of Wyner’s common information and provide a bound on
the transmission over multi-access channels.
But the formula to compute any rate triple (R0,R1,R2) that lies on the Gray-Wyner rate regionRGW (∆1,∆2),
CGW (Y1,Y2;∆1,∆2), and Wyner’s lossy common information CW (Y1,Y2) for the general case of multivariate
Gaussian random variables was never published to the best of the authors’ knowledge.
(d) Stationary and memoryless Gaussian MACs with a common message.
Consider the stationary and memoryless Gaussian MAC, with a common message, with two multivariate
inputs (XN1 ,X
N
2 )
X1,t : Ω→ Rp1 , X2,t : Ω→Rp2 , t = 1, . . . ,N (28)
three sources generating independent messages (S0,S1,S2), that take values in message sets M0×M1×M2
with binary bit representations, (NR0,NR1,NR2), and a multivariate output, Y
N , Yt : Ω → Rp3 , t = 1, . . . ,N,
defined by the conditional distributions
PYt |X1,t ,X2,t ,S0,S1,S2 = P(y|x1,x2), t = 1, . . . ,N. (29)
The channel inputs are subject to average power constraints,
1
N
E
{ N
∑
t=1
||Xi,t(S0,Si)||2Rpi
}
≤ κi ∈ [0,∞], i= 1,2. (30)
Messages S0, called the common messages are available to both encoders, while messages S1 are available to
encoder 1 and messages S2 are available to encoder 2. The decoder’s input is Y
N and its output are the three
estimates (Sˆ0, Sˆ1, Sˆ2) of (S0,S1,S2).
1Gray and Wyner [10] discussed the case ρ ∈ [0,1].
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The problem posed by Slepian and Wolf is: determine the rate-triple (R0,R1,R2) such that the error proba-
bility P(N) = Prob
{
(Sˆ0, Sˆ1, Sˆ2) 6= (S0,S1,S2)
}
is arbitrarily small for large enough N.
Let RMAC−C(κ1,κ2) denote the rate region of the MAC, when the available power is (κ1,κ2). Define the
parametrized family of probability distributions,
PCIG =
{
PX1,X2,W (x1,x2,w) : PX1,X2|W (x1,x2|w) = PX1|W (x1|w)Px2|W (x2|w),
PX1,X2,W (x1,x2,∞) = PX1,X2(x1,x2), (X1,X2,W ) jointly Gaussian,W : Ω→ Rn
}
. (31)
For each PY1,Y2,W ∈ PCIG and κ1 ≥ 0,κ2 ≥ 0, define the subset of Euclidean 3−dimensional space
R
PX1,X2,W
MAC−C (κ1,κ2) =
{(
R0,R1,R2
)
: 0≤ R1 ≤ I(X1;Y |X2,W ), 0≤ R2 ≤ I(X2;Y |X1,W ),
R1+R2 ≤ I(X1,X2;Y |W ), R0+R1+R2 ≤ I(X1,X2;Y ),
PW,X1,X2,Y = PWPX1|WPX2|WPY |X1,X2 , tr
(
E[XiX
T
i ]
)≤ κi ∈ [0,∞], i= 1,2} (32)
where I(X1;Y |X2,W ), I(X2;Y |X1,W ), I(X1,X2;Y ) are single letter) conditional and mutual information mea-
sures. In (32), use is made of the condition that Y andW are conditionally independent given (X1,X2).
Slepian’s and Wolf characterization of the capacity region, is defined by single letter information theoretic
quantities, by the set of rate triples (see also Chapter 8 in [13], and specifically equations (8.9)-(8.12), and
Section 8.3 in [13]):
R ∗MAC−C(κ1,κ2) =
( ⋃
PY1,Y2,W∈PCIG
R
PX1,X2,W
MAC−C (κ1,κ2)
)c
= RMAC−C(κ1,κ2) (33)
(e) The stationary memoryless Gaussian multiple access channels (MACs) without common message.
This is a special case of (d), with two multivariate inputs, (XN1 ,X
N
2 ), as in (28), two sources generating
independent messages (S1,S2), that take values in message sets M1×M2, with binary bit representations
(NR1,NR2), and a multivariate output,Y
N , Yt :Ω→Rp3 , t = 1, . . . ,N, defined by the conditional distributions
PYt |X1,t ,X2,t ,S1,S2 = P(y|x1,x2), t = 1, . . . ,N (34)
subject to average power constraints,
1
N
E
{ N
∑
t=1
||Xi,t(Si)||2Rpi
}
≤ κi ∈ [0,∞], i= 1,2. (35)
Messages S1 are available to encoder 1 and messages S2 are available to encoder 2. The decoder’s input is
YN and its output are the two estimates (Sˆ1, Sˆ2) of (S1,S2).
The problem is to determine the rate tuple (R1,R2) such that the error probability P
(N) = Prob
{
(Sˆ1, Sˆ2) 6=
(S1,S2)
}
is arbitrarily small for large enough N.
Let RMAC(κ1,κ2) denote the rate region of the MAC. For each PY1,Y2,W ∈ PCIG and κ1 ≥ 0,κ2 ≥ 0, define the
subset of Euclidean 3−dimensional space
R
PX1,X2,W
MAC (P1,P2) =
{(
R1,R2
)
: 0≤ R1 ≤ I(X1;Y |X2,W ), 0≤ R2 ≤ I(X2;Y |X1,W ),
R1+R2 ≤ I(X1,X2;Y |W ), tr
(
E[XiX
T
i ]
)≤ κi ∈ [0,∞], i= 1,2.}. (36)
The characterization of the capacity region, is defined by single letter information theoretic quantities, by the
set of rate tuples (see Section 14.3 in [6], and specifically Theorem 14.3.3):
R ∗MAC(κ1,κ2) =
( ⋃
PY1,Y2,W∈PCIG
R
PX1,X2,W
MAC (κ1,κ2)
)c
= RMAC(κ1,κ2). (37)
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For the scalar-valued Gaussian MAC with common message, defined by Yt = X1,t +X2,t +Zt , t = 1, . . . ,N,
i.e., p1 = p2 = p3, with Zt , t = 1, . . . ,N, independent identically distributed, zero mean unit variance Gaussian
noise, it is known that any rate triple (R0,R1,R2) satisfies the inequalities [13]:
R1 ≤1
2
log
(
1+κ1(1−ρ21)
)
, (38)
R2 ≤1
2
log
(
1+κ1(1−ρ22)
)
, (39)
R1+R2 ≤1
2
log
(
1+κ1(1−ρ21)+κ2(1−ρ22
)
, (40)
R0+R1+R2 ≤1
2
log
(
1+κ1+κ2+ 2
√
κ1κ2ρ1ρ2
)
(41)
where ρi ∈ [0,1], i= 1,2 are parameters to be optimized. For the special case without a common messages,
i.e., messages S1 and S2 are independent, and hence R0 is absent, then similar inequalities for any rate tuple
(R1,R2) are known [5].
The search for methods and algorithms to compute rates that lie on the rate regions of Gaussian MAC,
RMAC(κ1,κ2),RMAC−C(κ1,κ2), to device coding schemes for Gaussian and digital messages, and to de-
velop joint source-channel matching techniques, is currently very active. Early progress is reported in
[17, 18, 19] for scalar-valued Gaussian MACs with feedback, without common message, and more re-
cently in [14, 3], based on joint-source matching techniques. But the formula to compute rates that lie on
RMAC(κ1,κ2),RMAC−C(κ1,κ2), for multiple-input multiple-output (MIMO) Gaussian channels with common
message, is still missing.
The authors provide in this paper and in its companion paper [4], methods and algorithms to compute var-
ious rates that lie in the characterization of Gray and Wyner lossy rate region, for a tuple of multivariate cor-
related Gaussian random variables, using concepts of conditional independence, weak stochastic realization
theory, and the canonical variable form of a tuple of Gaussian random variables. However, it is recognized
that the concepts, methods and algorithms used in this paper are also of interest to other Gaussian multi-user
problems of information theory, such as, the stationary memoryless Gaussian MAC channels with two chan-
nel inputs (X1,X2). Hence, their presentation is pedagogical, while their applications to other fundamental
problems of multi-user information theory, although discussed, it requires additional investigations.
1.2 Discussion of Method 1 and Method 2
Applications of Method 1.(a) and Method 2 to calculate rates that lie on the Gray-Wyner lossy rate region.
Method 2, when applied to the Gray-Wyner lossy source coding for a simple network, is equivalent to a
pre-processing at the encoder. It should be mentioned that if the joint distribution of PY1,Y2 is replaced by
the joint probability mass function of random variables (Y1,Y2) taking finite values, then this pre-processing
shown in is equivalent to the invariance property of Wyner’s common information of (Y1,Y2), that is discuss
by Wyner throughout the seminal paper [29], and more specifically in Remark F.
Method 2 can then be used prior to applying Method 1.(a) to derive a parametrization of the family of
jointly Gaussian probability distributions PY1,Y2,W , having the properties of Method 2.(a), (i) and (ii).
Method 1.(a) and Method 2 can be used to compute the marginal rate distortion functions RYi(∆i), i= 1,2,
of multivariate jointly Gaussian random variables, subject to square-error distortions, the conditional rate
distortion functions RYi|W (∆1) and RY2|W (∆2), i = 1,2, and joint rate distortion function RY1,Y2(∆1,∆2), all
expressed in terms of the elements of the covariance matrix Qcvf, and water-filling solutions of independent
random variables.
Method 1.(a) and Method 2 can be used to construct the weak stochastic realizations of the reproductions
(Yˆ1,Yˆ2) of (Y1,Y2), which achieve the rate distortion functions, RYi(∆i),RYi |W (∆1), i= 1,2 and RY1,Y2(∆1,∆2),
in which the realizations are described by parallel additive Gaussian noise channels.
Method 1.(a) and method 2, can be used to compute a rate triple that lie on the Gray-Wyner rate region,
(R0,R1,R2) ∈ RGW (∆1,∆2), to compute the minimum common message rate on the Gray-Wyner lossy rate
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region R0 ∈ RGW (∆1,∆2), for the rate triple (R0,R1,R2) ∈ RGW (∆1,∆2), with sum rate R0+R1+R2 that is
equal to the the joint rate distortion function of joint decoding, that is, the sum rate lies on the Pangloss Plane
[10] of RGW (∆1,∆2).
Method 1.(a) and method 2, can be used to identify the range of values of (∆1,∆2) such that
CGW (Y1,Y2;∆1,∆2) = CW (Y1,Y2) = I(Y1,Y2;W
∗) is independent of the distortion levels (∆1,∆2) and corre-
sponds to Wyner’s lossy common information. Further, these methods can be used to determine the weak
stochastic realizations of the random variables (W ∗,Y1,Y2,Yˆ1,Yˆ2), which achieve CGW (Y1,Y2;∆1,∆2) and
CW (Y1,Y2). These are given in the current paper (with the exception ofCGW (Y1,Y2;∆1,∆2)).
Applications to the MACs with and without common message.
Method 1.(b) and method 2 can be used to compute the information measures that define the rate regions of
the stationary Gaussian MACS, RMAC(P1,P2) and RMAC−C(P1,P2), and to determine weak stochastic realiza-
tions of the random variables, (W,X1,X2,Y ) which maximize information measures, in a similar spirit to the
one discussed above for the Gray-Wyner source coding for a simple network.
Method 1 and Method 2 may be applicable to the development of coding schemes for the above MACs
for Gaussian messages and digital messages, and for the development of joint source-channel matching
techniques, such as the ones discussed in [17, 18, 19, 14, 3].
For other applications, such as data base applications, secret key generation, and the lossy extension of
the Gacs and Korner common information, the reader is advised to read Viswanatha, Akyol and Rose [26],
specifically Section IV.
In general, the method 1 and method 2 and accompanied algorithms are useful in engineering problems
of signal processing, communication and control, of processing a tuple of multivariate signals or with the
analysis of a tuple of signals, which are Gaussian distributed. Based on experience, it is clear that any
tuple of Gaussian distributed signals has relations that are often described as common signals, correlated
signals, and private signals, not necessarily related to the information theoretic notions of common and
private information. The common signals are often defined by those components of the signals that are
identical. The correlated signals are often defined by those components of the signals that are correlated.
The private signals are often defined by those signals of the signals that satisfy probabilistic independence
of the signals. However, the decomposition of a tuple of multivariate Gaussian distributed signals, into their
common signal, correlated signals, and private signals was not discussed in the literature so far, especially
with respect to the computation of rates that lie the rate region, in problems of multi-user information theory,
such as the ones discussed above.
This paper, however is devoted to the development of the methods, and their applications to the solution
of the optimization problem C(Y1,Y2) = CW (Y1,Y2) for the region DW , for a tuple of multivariate random
variables, Yi : Ω→Rpi , i= 1,2,.
1.3 Structure of the Paper
The terminology of the paper is simplified. When a tuple of Gaussian random variables is mentioned it refers
to a tuple of multivariate jointly-Gaussian random variables. The long expressions have been abbreviated to
save on space of the paper. In the area of stochastic system theory and of control theory the expression com-
mon information is now also used and it refers to the identical components of a tuple of processes rather than
to the concept of common information used in information theory. The authors prefer to use the expression
for common information of stochastic system theory and therefore refer toWyners common informationwith
this expression.
Section 2 introduces the mathematical tools of the geometric approach to Gaussian random variables (Sec-
tion 3.1), the weak stochastic realization of conditional independence (Section 2.3). Section 3 contains the
problem statement, the solution procedure (Section 3.1), and the weak realization of a tuple of multivariable
random variables (Y1,Y2) such that another multivariate Gaussian random variableW makesY1 and Y2 condi-
tionally independent (Section 3.2). Section 3.3 derives the formulae for Wyners lossy common information
CW (Y1,Y2) =C(Y1,Y2). This section also provides the calculations of rate distortion functionsRYi(∆i), i= 1,2,
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the weak stochastic realizations of the random variables (Y1,Y2,Yˆ1,Yˆ2,W ) which achieve these rate distortion
functions, for jointly multivariate Gaussian random variables, with square-error distortion functions.
Section 4 includes remarks on possible extensions.
Appendix B makes use of a matrix equality and a determinant inequality first obtained by Hua LooKeng
in 1952, which are used to carry out the optimization problem of Wyner’s lossy common information
CW (Y1,Y2) =C(Y1,Y2).
2 Probabilistic Properties of Tuples of Random Variables
The reader finds in this section the solution procedure for two fundamental concepts of probability theory.
1) The transformation of tuple of Gaussian multivariate random variables (Y1,Y2), via nonsingular trans-
formations (S1,S2) such that the transform random variables Y1 7→ S1Y1,Y2 7→ S2Y2 are represented in their
canonical variable form.
2) The parametrization of all jointly Gaussian distributions PY1,Y2,W (y1,y2,w) by a zero mean Gaussian
random variablesW : Ω→Rk ≡W such that
(a)W makes the multivariate random variables (Y1,Y2) conditional independent, and
(b) the marginal distribution PY1,Y2,W (y1,y1,∞) = PY1,Y2(y1,y2) coincides with the joint distribution of the
multivariare random variables (Y1,Y2).
From the mathematical concepts (1) and (2) one can formulate Method 1.(a), Method 1.(b), and Method
2, discussed in Section 1.2.
These two mathematical concepts are introduced and discussed in Section 2.3 and Section 3.1.
2.1 Notation of Elements of Probability Theory
The notation used in the paper is briefly specified. Denote by Z+ = {1,2, . . . ,} the set of the integers and by
N= {0,1,2, . . . ,} the set of the natural integers. For n ∈ Z+ denote the following finite subsets of the above
defined sets by Zn = {1,2, . . . ,n} and Nn = {0,1,2, . . . ,n}.
Denote the real numbers by R and the set of positive and of strictly positive real numbers, respectively, by
R+ = [0,∞) and R++ = (0,∞)⊂ R. The vector space of n-tuples of real numbers is denoted by Rn. Denote
the Borel σ-algebra on this vector space by B(Rn) hence (Rn,B(Rn)) is a measurable space.
The expressionRn×m denotes the set of n by mmatrices with elements in the real numbers, for n, m ∈ Z+.
For the symmetric matrix Q ∈ Rn×n the inequality Q ≥ 0 denotes that for all vectors u ∈ Rn the inequality
uTQu ≥ 0 holds. Similar, Q> 0 denotes that for all u ∈ Rn\{0}, uTQu > 0. The notation Q1 ≤ Q2 denotes
that Q2−Q1 ≥ 0.
Consider a probability space denoted by (Ω,F,P) consisting of a set Ω, a σ-algebra F of subsets of Ω, and
a probability measure P : F → [0,1].
A real-valued random variable is a function X : Ω→R such that the following set belongs to the indicated
σ-algebra, {ω ∈ Ω|X(ω) ∈ (−∞,u]} ∈ F for all u ∈ R. A random variable taking values in an arbitrary
measurable space (X,B(X)) is defined correspondingly by X : Ω→ X and X−1(A) = {ω ∈ Ω|X(ω) ∈ A} ∈
B(X), for all A ∈ B(X). The measure (or distribution if X is a Euclidean space) induced by the random
variable on (X,B(X)) is denoted by PX or P(dx). The σ-algebra generated by a random variable X : Ω→ X
is defined as the smallest σ-algebra containing the subsets X−1(A) ∈ F for all A ∈ B(X). It is denoted
by FX . The real-valued random variable X is called G-measurable for a σ-algebra G ⊆ F if the subset
{ω∈Ω|X(ω)∈ (−∞,u]}∈G for all u∈R. Denote the set of positive random variables which are measurable
on a sub-σ-algebra G⊆ F by,
L+(G) = {X : Ω→ [0,∞)|X is G-measurable}.
The tuple of sub-σ-algebras F1, F2 ⊆ F is called independent if E[X1X2] = E[X1]E[X2] for all X1 ∈ L+(F1)
and all X2 ∈ L+(F2). The definition can be extended to any finite set of independent sub-σ-algebras, and to
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random variables taking values in arbitrary measurable spaces (X ,B(X)).
2.2 Geometric Approach of Gaussian Random Variables and Canonical Variable
Form
The purpose of this section is to introduce concepts and results on the canonical variable form for a tuple
of finite-dimensional Gaussian random variables, with emphasis on the geometric approach of Gaussian
random variables, and to briefly discuss them in the context of multi-user communication. Thus the spaces
generated by these random variables are the main objects of study while the actual random variables are only
representations with respect to a basis. The concept of a canonical variable decomposition was introduced
by H. Hotelling, [11].
The use of the geometric approach of two Gaussian random variables with respect to the computation of
mutual information is further elaborated in subsequent parts of the paper.
The geometric objects are the σ-algebras of the Gaussian random variables. With respect to a basis, the
probability distribution of a Gaussian random variable is characterized by its mean and its covariance matrix.
Because the central theme of this paper is Gaussian random variables, the exposition is a combination of the
geometric approach and the basis representations.
A Rn-valued Gaussian random variable with as parameters the mean value mX ∈ Rn and the variance
QX ∈ Rn×n, QX = QTX ≥ 0, is a function X : Ω → Rn which is a random variable and such that the measure
of this random variable equals a Gaussian measure described by its characteristic function,
E[exp(iuTX)] = exp(iuTmX − 1
2
uTQXu), ∀ u ∈ Rn.
Note that this definition includes the case when the random variable is almost surely equal to a constant in
which case QX = 0. A Gaussian random variable with these parameters is denoted X ∈ G(mX ,QX ).
The effective dimension of the random variable is denoted by dim(X) = rank(QX ).
Any tuple of random variables X1, . . . ,Xk is called jointly Gaussian if the vector (X1,X2, . . . ,Xk)
T is a
Gaussian random variable. A tuple of Gaussian random variables (Y1,Y2) will be denoted this way to save
space, rather than by (
Y1
Y2
)
.
Then the variance matrix of this tuple is denoted by,
(Y1,Y2) ∈ G(0,Q(Y1,Y2)),
Q(Y1,Y2) =
(
QY1 QY1,Y2
QTY1,Y2 QY2
)
∈ R(p1+p2)×(p1+p2).
The reader should distinguish the variance matricesQ(Y1,Y2) and QY1,Y2 ∈Rp1×p2 . Any such tuple of Gaussian
random variables is independent if and only if QY1,Y2 = 0.
The conditional expectation of a Gaussian random variable X : Ω → Rn conditioned on the σ-algebra
generated by another Gaussian random variable Y : Ω→ Rp with (X ,Y ) ∈ G(m,Q(X ,Y )) and with QY > 0 is,
as is well known, again a Gaussian random variable with characteristic function,
E[exp(iuTX)|FY ] =exp(iuTE[X |FY ]− 1
2
uTQX |Y u), ∀ u ∈ Rn, where, (42)
Q(X ,Y ) =
(
QX QX ,Y
QTX ,Y QY
)
,
E[X |FY ] =mX +QX ,YQ−1Y (Y −mY ), (43)
QX |Y =QX −QX ,YQ−1Y QTX ,Y . (44)
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Next the geometric approach is defined. A random variable as defined above is always defined with respect
to a particular basis of the linear space. The underlying geometric object of a Gaussian random variable
Y : Ω→Rp is the σ-algebra FY . In this paper the authors prefer the σ-algebra as the geometric object rather
than the linear space generated by the random variable. A basis transformation of such a random variable is
then the transformation defined by a nonsingular matrix S ∈ Rp×p, which implies FY = FSY and the random
variable SY is Gaussian.
Next consider a tuple of jointly Gaussian random variables (Y1,Y2). A basis transformation of this tuple
consists of a matrix S = Block-diag(S1,S2) with S1,S2 square and nonsingular matrices, which then implies
that spaces satisfy FY1 = FS1Y1 and FY2 = FS2Y2 , and S1Y1 and S2Y2 are Gaussian. This transformation
introduces an equivalence relation on the representation of the tuple of random variables (Y1,Y2). Further, it
is known that mutual information, is invariant with respect to such transformations [20]. Thus one can speak
about a canonical form for these spaces which is introduced next.
The concept of a canonical form has been defined in algebra, see [2]. It is defined for a set with an equiv-
alence relation defined on it. A canonical form is then a subset of the considered set such that every element
of the set is equivalent to a unique element of the subset, called then the canonical form of the element. The
canonical variable form of a tuple of Gaussian random variables defined below is not a canonical form in
the above defined sense. It is a form but there is a remaining invariance left in the form which is properly
described. The expression canonical variable form will be used with the understanding that it is not a proper
canonical form but with a remaining invariant.
Below the following problem is considered and the solution provided.
Problem 2.1 Consider the tuple of jointly Gaussian random variables Y1 : Ω→Rp1 and Y2 : Ω→Rp2 , with
(Y1,Y2) ∈ G(0,Q(Y1,Y2)). Determine a canonical form for the spaces FY1 , FY2 up to linear basis transforma-
tions.
The above problem has been posed and solved by H. Hotelling [11] as described below. Other references
are the books [1, 9]. The reader may identify the elements of equations (5)-(9) with the next definition. Below
the assumption is used that the variance of the random variable Y1 is such that QY1 > 0. It could be the case
the random variable Y1 has a variance which satisfies QY1 ≥ 0 but does not satisfy QY1 > 0. In this case one
can transform the basis to the following form,(
Q11 0
0 0
)
∈Rp1×p1 ,
p11 = rank(QY1) = rank(Q11), Q11 ∈Rp11×p11 .
With respect to the new basis, the second component of the transformed Y1 is a constant which can be
disregarded because it has no variance. Then rank(Q11) = p11 implies that Q11 > 0 and one continues the
procedure with the first component of the transformed variable Y1. Of course, a corresponding procedure can
be carried out for the random variable Y2 if necessary.
Definition 2.2 The canonical variable form.
Consider a tuple of Gaussian random variablesYi :Ω→Rpi , with QYi > 0, for i= 1,2, (Y1,Y2)∈G(0,Q(Y1,Y2)).
Define the canonical variable form of these random variables if a basis has been chosen and a transformation
of the random variables to this basis has been carried out such that with respect to the new basis one has the
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representation,
(Y1,Y2) ∈ G(0,Qcvf), where,
Qcvf =

Ip11 0 0 Ip21 0 0
0 Ip12 0 0 D 0
0 0 Ip13 0 0 0
Ip21 0 0 Ip21 0 0
0 D 0 0 Ip22 0
0 0 0 0 0 Ip23
 ∈ R
p×p, (45)
p, p1, p2, p11, p12, p13, p21, p22, p23 ∈N,
p = p1+ p2, p1 = p11+ p12+ p13, p2 = p21+ p22+ p23, p11 = p21, p12 = p22,
D= Diag(d1, . . . ,dp12), 1> d1 ≥ d2 ≥ . . .≥ dp12 > 0, (46)
Y =
(
Y1
Y2
)
=

Y11
Y12
Y13
Y21
Y22
Y23
 , Yi j : Ω→ R
pi j , i= 1,2, j = 1,2,3. (47)
One then says that (Y11, . . . ,Y1k1), (Y21, . . . ,Y2k2) are the canonical variables and (d1, . . . ,dk12) the canonical
correlation coefficients.
The elements of Method 2 discussed in Section 1.2 are identified from Definition 2.2, that is,
S1Y1 = (V1,Y
′
1) = ((Y11,Y12),Y13), S2Y2 = (V2,Y
′
2) = ((Y21,Y22),Y23), (48)
Y11 = Y21− a.s., E[Y12Y T22] = D. (49)
The precise relation with Definition 2.2 to the bivarate Gaussian random variables (26) of Theorem 1.4, i.e.,
p1 = p2 = 1, is discussed in Remark 2.5, by first introducing a list of important properties.
The next theorem states that there always exists a nonsingular basis transformation such that with respect
to the new basis (S1Y1,S2Y2) ∈ G(0,Qcvf) has the canonical variable form presented in Definition 2.2, and
gives some of the properties.
Theorem 2.3 Existence of the canonical variable form and properties.
Let Y1 : Ω→Rp1 and Y2 : Ω→ Rp2 be jointly Gaussian random variables with (Y1,Y2) ∈G(0,Q(Y1,Y2)) and
QYi > 0, for i= 1,2.
(a) Then there exists a nonsingular basis transformation
S = Block-diag(S1,S2) ∈R(p1+p2)×(p1+p2) (50)
such that with respect to the new basis (S1Y1,S2Y2) ∈ G(0,Qcvf) has the canonical variable form
presented in Definition 2.2. It could be that one or more components of the canonical variable form
are not present for a particular probability distribution.
(b) Assume that the pair (Y1,Y2)∈G(0,Qcvf) is in canonical variable form. Then the basis transformation
S = Block-diag(S1,S2) leaves the canonical variable form invariant if and only if when,
D = Block-diag(D1, ...,Dm), with,
Di = Diag(di, ...,di) = diI, i 6= j ⇒ di 6= d j, then,
S1 = Block-diag(S1,1, ...,S1,m,S1,m+1),
S2 = Block-diag(S2,1, ...,S2,m,S2,m+1),
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are both compatible with the block decomposition of D, then for all i ∈ Zm
ST1,iS1,i = I, S
T
2,iS2,i = I, DiS2,i = S1,iDi,
and ST1,m+1S1,m+1 = I, S
T
2,m+1S2,m+1 = I. In case the canonical variables are all distinct, (⇔ (i 6= j⇒
di 6= d j)), then
S1 = Block-diag(S1,1,S1,m+1), S2 = Block-diag(S2,1,S2,m+1),
with S1,1,S2,1 sign matrices. A sign matrix is a diagonal matrix with on the diagonal only elements of
the set {−1, + 1} ⊂ R.
Proof The result is due to H. Hotelling, [11]. A formulation may be found in the book [1]. 
Various properties of the components of of the canonical variable form are identified in the next proposi-
tion.
Proposition 2.4 Properties of components of the canonical variable form.
Consider a tuple (Y1,Y2) ∈ G(0,Qcvf) of Gaussian random variables in the canonical variable form.
(a) The three components Y11,Y12,Y13 of Y1 are independent random variables. Similarly, the three com-
ponents Y21,Y22,Y23 of Y2 are independent random variables.
(b) The equality Y11 = Y21 of these random variables holds almost surely.
(c) The tuple of random variables (Y12,Y22) is correlated as shown by the formula
E[Y12Y
T
22] = D=Diag(d1, . . . ,dp12). (51)
Note that the different components of Y12 and of Y22 are independent random variables; thus Y12,i and
Y12, j are independent, and Y22,i and Y22, j are independent, and Y12,i and Y22, j are independent, for all
i 6= j; and that Y12, j and Y22, j for j = 1, . . . , p12 = p22 are correlated.
(d) The random variable Y13 is independent of Y2. Similarly, the random variable Y23 is independent of Y1
Proof The results are immediately obvious from the fact that the random variables are all jointly Gaussian
and from the variance formula (45) of the canonical variable form. 
Example 2.5 Consider Definition 2.2, for the bivarate Gaussian random variables (26) of Theorem 1.4, i.e.,
let p1 = p2 = 1. Then the following results hold for three cases.
(i) E[Y12Y22] = d1 ∈ (0,1). Then (Y1,Y2) ∈ G(0,Qcvf) are described by Y1 = Y12,Y2 = Y22 and hence the
componentsY11,Y13 and Y21,Y23 of Y1 and Y2, respectively, are absent, and E[Y12Y22] = d1. Hence,
Qcvf = Q(Y12,Y22) =
[
1 d1
d1 1
]
. (52)
(ii) d1 = 0. Then (Y1,Y2) ∈ G(0,Qcvf) are described by Y1 = Y13,Y2 = Y23 and hence the components
Y11,Y12,Y21,Y22 are absent, and Y13,Y23 are independent Gaussian G(0,1).
(iii) d = 1. Then (Y1,Y2) ∈ G(0,Qcvf) are described by Y1 = Y11, Y2 = Y21, Y11 = Y21−a.s., Y1, Y2 ∈ G(0,1),
and hence the componentsY12,Y13,Y22,Y23 are absent.
The previous example illustrates that, even for the bivarate Gaussian random variables (26) of Theorem 1.4,
the main elements are the canonical correlation coefficients, and not the correlation coefficients.
Next the interpretation of the various components of the canonical variable form is defined, as in [25].
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Definition 2.6 Interpretation of components of the canonical variable form.
Consider a tuple of jointly-Gaussian random variables (Y1,Y2) ∈ G(0,Qcvf) in the canonical variable form
of Definition 2.2. Call the various components as defined in the next table.
Y11 = Y21− a.s. identical information of Y1 and Y2
Y12 correlated information of Y1 with respect to Y2
Y13 private information of Y1 with respect to Y2
Y21 = Y11− a.s. identical information of Y1 and Y2
Y22 correlated information of Y2 with respect to Y1
Y23 private information of Y2 with respect to Y1
For Y11 = Y21− a.s. the term identical information is used.
The next remark recalls the mutual information I(Y1;Y2) between two scalar-valued Gaussian random
variables, expressed in terms of their correlation coefficient. Then I(Y1;Y2) is generalized to a tuple of
multivariate random variables, expressed in terms of the canonical correlation coefficients.
Remark 2.7 Consider two jointly Gaussian scalar-valued random variables (Y1,Y2) with variance matrix
defined by (26). Then mutual information, for any ρ ∈ [−1,1], is given by
I(Y1;Y2) =−1
2
ln
(
1−ρ2
)
=

+∞, if ρ ∈ {−1,1},
− 1
2
ln
(
1−ρ2
)
∈ (0,∞), if ρ ∈ (−1,1),ρ 6= 0,
0, if ρ = 0.
(53)
In particular, (53) shows that for Gaussian random variables (Y1,Y2) then I(Y1;Y2) = +∞ if and only if the
correlation coefficient takes the values ρ = +1,ρ = −1. In the case, Y1 = Y2 with probability one then
I(Y1;Y2) = +∞.
Remark 2.7 is now extended to a general tuple of finite-dimensional Gaussian random variables (Y1,Y2) ∈
G(0,Q(Y1,Y2)).
Theorem 2.8 Consider a tuple of finite-dimensional Gaussian random variables (Y1,Y2) ∈ G(0,Q(Y1,Y2)).
Compute the canonical variable form of the tuple of Gaussian random variables according to Algorithm
2.10. This yields the indices p11 = p21, p12 = p22, p13, p23, and n= p11+ p12 = p21+ p22 and the diagonal
matrix D with canonical correlation coefficients or singular values di ∈ (0,1) for i= 1, . . . ,n.
Then mutual information I(Y1;Y2) is computed according to the formula,
I(Y1;Y2) =

0, if 0= p11 = p12 = p21 = p22, p13 > 0, p23 > 0,
− 1
2 ∑
n
i=1 ln
(
1− d2i
)
, if 0= p11 = p12, p12 = p22 > 0, p13 ≥ 0, p23 ≥ 0,
∞, if p11 = p21 > 0, p12 = p22 ≥ 0, p23 ≥ 0, p23 ≥ 0.
(54)
where di are the canonical correlation coefficients, i.e.,
di = di(Y12,iY22,i) =
E
{
Y12,iY22,i
}√
E
{
Y12,i
}2
E
{
Y22,i
}2 = E{Y12,iY22,i}, i= 1, . . . ,n. (55)
Proof of Theorem 2.8 By Theorem 2.3 and Proposition 2.4 there always exists a nonsingular basis trans-
formation such that with respect to the new basis (S1Y1,S2Y2) ∈ G(0,Qcvf) has the canonical variable form
presented in Definition 2.2. Further, since the basis transformation is nonsingular then
I(Y1;Y2) = I(S1Y1;S2Y2) = I(Y11,Y12,Y13;Y21,Y22,Y23). (56)
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If p11 = p21 > 0 then the componets Y11,Y21 are present and since Y11 = Y21− a.s., then the last right hand
side entry in (54) is obtained. If 0 = p11 = p12 = p21 = p22, p13 > 0, p23 > 0, then by (56), I(Y1;Y2) =
I(Y13;Y23) = 0, by independence of Y13 and Y23. Hence, the first right hand side entry in (54) is obtained.
Suppose p11 = p21 = 0, so that Y11,Y21 are not present. By the chain rule of mutual information, then
I(Y1;Y2) =I(S1Y1;S2Y2) = I(Y12,Y13;Y22,Y23) (57)
=I(Y12;Y22,Y23|Y13)+ I(Y13;Y22,Y23) (58)
=I(Y12;Y22|Y23,Y13)+ I(Y12;Y23|Y13)+ I(Y13;Y22,Y23) (59)
=I(Y12;Y22), by Proposition 2.4, of mutual indep. of Y12,Y23,Y13, and Y13,Y22,Y23 (60)
=
n
∑
i=1
I(Y12,i;Y22,i), by (Y12,i,Y22,i), i= 1, . . . ,n mutually independent, Proposition 2.4.
(61)
By Proposition 2.4, the variance matrix is
Q(Y12,Y22) =
(
I D
D I
)
, (62)
D= Diag(d1,d2, . . . ,dn) ∈ Rn×n, 1> d1 ≥ d2 ≥ . . .≥ dn > 0. (63)
Hence, the second right hand side entry in (54) is obtained, and (55) follows as well.

The next remark describes the connection of the canonical variable form to the computation of the in-
formation definition of Gacs and Korner [7] common information, and Wyner’s information definition of
common informationC(Y1,Y2).
Remark 2.9 A related notion to Wyner’s common information is the Gacs and Korner [7] definition of
common randomness between a tuple of jointly independent and identically distributed random variables
{(Y1,i,Y2,i) : i= 1, . . . ,}. Let f (E)N ,g(E)N be the encoder mappings which generate messages (S1,S2) = (s1,s2),
each with values in a message set M , defined by
f
(E)
N (Y
N
1 ) = S1, g
(E)
N (Y
N
2 ) = S2. (64)
Define εN = Prob{S1 6= S2} and ρN = 1NH(S1). Let {( f
(E)
N ,g
(E)
N ) : N = 1, . . .} be the sequence of encoder
mappings such that limN→∞ εN = 0, and ρ∞ = limsupN→∞
1
N
H(S1). Then it is possible to independently
extract approximately ρ∞ bits per symbol by observing either one of the two sequences Y
N
1 ,Y
N
2 , as N → ∞.
Gacs and Korner [7] common randomness is defined byCGK(Y1,Y2) = supρ∞, where the supremum is taken
over all encoder sequences {( f (E)N ,g(E)N ) : N = 1, . . .} such that limN→∞ εN = 0.
It is known from [29], Remark E, that
CGK(Y1,Y2)≤ I(Y1;Y2)≤C(Y1,Y2) (65)
Moreover,
CGK(Y1,Y2) =C(Y1,Y2) = I(Y1;Y2) if and only if it is possible to represent (66)
Y1 = (V,Y
′
1),Y2 = (V,Y
′
2), where Y
′
1 and Y
′
2 are conditionally independent givenV . (67)
The above condition is equivalent to the condition that the joint probability mass function of random vari-
ables X ,Y can be expressed, with a relabeling of the rows and columns, in terms of a new joint probability
mass function, with specific block elements on its diagonal and zero on its off diagonal elements. Such a
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transformation is analogous to a pre-processing, by an invariance transformation that leaves Wyner’s com-
mon information of (Y1,Y2), unchanged.
In the special case discussed by Wyner [29] throughout the paper,
Y1 = (V,Y
′
1), Y2 = (V,Y
′
2), where Y
′
1,Y
′
2,V are independent, then (68)
CGK(Y1,Y2) =C(Y1,Y2) = H(V ) (69)
where H(V ) is the entropy of V .
Next, two special cases of the canonical variable form of Definition 2.2, are discussed.
Case (1). If Y11 is absent then Y21 is absent, and vice-versa, that is, p11 = p21 = 0, and then
S1Y1 = (V1,Y
′
1) = (Y12,Y13), S2Y2 = (V2,Y
′
2) = (Y22,Y23), (70)
Y13 and Y23 are independent and each of these has independent components, (71)
Y12 and Y22 are correlated and each of these has independent components, (72)
Y22,Y23,Y13 are independent and, Y12,Y13,Y23 are independent, (73)
E[Y12Y
T
22] = D. (74)
Case (2). If Y12,Y22 are absent, that is, p12 = p22 = 0, then
S1Y1 = (V1,Y
′
1) = (Y11,Y13), S2Y2 = (V2,Y
′
2) = (Y21,Y23), (75)
Y11 = Y21− a.s. ⇐⇒ V1 =V2− a.s. (76)
Y11,Y13,Y23 are independent and each of these has independent components, (77)
Y21,Y23,Y13 are independent and each of these has independent components. (78)
Hence, Case (2) is the analog of (68), i.e., special case discussed by Wyner [29], hence it follows that
CGK(Y1,Y2) =C(Y1,Y2) = H(Y11) = H(Y21), and Y11 = Y21− a.s. ∈ G(0, Ip11).
In Section 2.3, it will be shown how to construct a probability measure that carries an auxiliary Gaussian
random variable W , such that conditional independence holds: PS1Y1,S2Y2|W = PS1Y1|WPS2Y2|W , from which
C(Y1,Y2) =C(S1Y1,S2Y2) can be computed.
It is remarked that the canonical variable form is directly applicable to the lossy extension of Gacs and
Korner common information derived by Viswanatha, Akyol and Rose [26] in Section IV. Specifically, the
information theoretic characterization of Theorem 3 in [26].
The algorithm that generates Qcvf is presented below.
Algorithm 2.10 Transformation of a variance matrix to its canonical variable form.
Data: p1, p2 ∈ Z+, Q ∈ R(p1+p2)×(p1+p2), satisfying2 Q= QT > 0, with decomposition
Q=
(
Q11 Q12
QT12 Q22
)
, Q11 ∈ Rp1×p1 , Q22 ∈ Rp2×p2 , Q12 ∈ Rp1×p2 .
1. Perform singular-value decompositions:
Q11 = U1D1U
T
1 , Q22 = U2D2U
T
2 ,
with U1 ∈Rp1×p1 orthogonal (U1UT1 = I =UT1 U1) and
D1 = Diag(d1,1, ...,d1,p1) ∈ Rp1×p1 , d1,1 ≥ d1,2 ≥ . . .≥ d1,p1 > 0,
and U2,D2 satisfying corresponding conditions.
2It is noted that Q> 0 implies Q11 > 0,Q22 > 0.
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2. Perform a singular-value decomposition of
D
− 12
1 U
T
1 Q12U2D
− 12
2 = U3D3U
T
4 ,
with U3 ∈Rp1×p1 , U4 ∈Rp2×p2 orthogonal and
D3 =
 Ip11 0 00 D4 0
0 0 0
 ∈Rp1×p2 ,
D4 =Diag(d4,1, ...,d4,p12) ∈Rp12×p12 , 1> d4,1 ≥ d4,2 ≥ . . .≥ d4,p12 > 0.
3. Compute the new variance matrix according to,
Qcvf =
(
Ip1 D3
DT3 Ip2
)
.
4. The transformation to the canoncial variable representation
(Y1 7→ S1Y1, Y2 7→ S2Y2) is then
S1 = U
T
3 D
− 12
1 U
T
1 , S2 = U
T
4 D
− 12
2 U
T
2 .
Remark 2.11 The material discussed in Section 1.2, related to Method 2 are applications of the concepts of
this section. The main point to be made is that in lossy source coding problems, the source distribution is
fixed, while the optimal reproduction distribution needs to be found and its realization. Conversely, in chan-
nel capacity problems the channel distribution is fixed, while the optimal channel input distribution needs to
be found.
In source coding problems one application of Method 2 is the pre-encoder, which is constructed by invoking
Algorithm 2.10.
2.3 Weak Realization of Conditional Independent Gaussian Random Variables
The purpose of this section is to introduce concepts and results as stated in Section 2, under 2), on conditional
independence of a tuple of finite-dimensional Gaussian random variables (Y1,Y2), conditioned on another
Gaussian random variable W , and the weak realization of these random variables. Then to briefly discuss
them in the context of multi-user communication.
The concept of conditional independence and its connection to the weak realization problem is stated
below. It is shown in the companion paper [4] that the rate region RGW (∆1,∆2) is parametrized by a
random variable W that makes Y1 and Y2 conditionally independent. The fact that, for the calculation of
CGW (Y1,Y2;∆1,∆2) and CW (Y1,Y2), it is sufficient to consider only random variablesW that make Y1 and Y2
conditionally independent is discussed in Section 3.
However, the current paper is only concerned with the use of the material of this section (and last section)
to compute the information quantityC(Y1,Y2), which can be shown to beWyner’s lossy common information,
for certain distortion regions.
Definition 2.12 Conditional independence.
Consider a probability space (Ω,F,P) and three sub-σ-algebras F1,F2,G ⊆ F. Call the sub-σ-algebras F1
and F2 conditionally independent given, or conditioned on, the sub-σ-algebra G if the following factorization
property holds,
E[Y1Y2|G] = E[Y1|G]E[Y2|G], ∀ Y1 ∈ L+(F1), Y2 ∈ L+(F2). (79)
Denote this property by (F1,F2|G) ∈CI.
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Examples of triples of sub-σ-algebras which are conditional independent are (1) (F1,F2|F1) ∈CI;
(2) (F1,F2|F2) ∈CI; (3) (F1,F2|{ /0,Ω}) ∈CI if F1 and F2 are independent.
For Gaussian random variables the definition of minimality of a Gaussian random variable X that makes
two Gaussian random variables (Y1,Y2) conditionally independent is needed. The definition is introduced
below.
Definition 2.13 Minimality of conditional indepedence of Gaussian random variables.
Consider three random variables, Yi : Ω→ Rpi for i= 1, 2 and X : Ω→Rn.
Call the random variables Y1 and Y2 Gaussian conditionally independent conditioned on or given F
X if
(1) (FY1 ,FY2 |FX) ∈CI and
(2) (Y1,Y2,X) are jointly Gaussian random variables.
The notation (Y1,Y2|X) ∈ CIG is used to denote this property.
Call the random variables (Y1,Y2|X) minimally Gaussian conditionally independent if
(1) they are Gaussian conditionally independent and
(2) there does not exist another tuple (Y1,Y2|X1) with X1 : Ω→Rn1 such that (Y1,Y2|X1) ∈ CIG and n1 < n.
This property is denoted by (Y1,Y2|X1) ∈ CIGmin.
There exists a simple equivalent condition for conditional independence of tuple of Gaussian random vari-
ables by a third Gaussian random variable. This condition is expressed in terms of parametrizing the variance
matrix of the tuple as presented in the next proposition.
Proposition 2.14 [23, Prop. 3.4] Equivalent condition for conditional independence of tuple of Gaussian
random variables.
Consider a triple of jointly Gaussian random variables denoted as (Y1,Y2,X) ∈ G(0,Q) with QX > 0. This
triple is Gaussian conditionally independent if and only if
QY1,Y2 = QY1,XQ
−1
X QX ,Y2 . (80)
It is minimally Gaussian conditionally-independent if and only if n= dim(X) = rank(QY1,Y2).
As mentioned earlier, the calculation of CGW (Y1,Y2;∆1,∆2) and CW (Y1,Y2),C(Y1,Y2) is directly related to
the solution of the weak stochastic realization problem of random variables (W,Y1,Y2,Yˆ1,Yˆ2), that achieve the
rate distortion functions RYi(∆i), RYi|W (∆i), i = 1,2, and RY1,Y2(∆1,∆2), that is, the construction of the joint
distribution P
W,Y1,Y2,Ŷ1,Ŷ2
, with marginal the source distribution PY1,Y2 , which achieves these rate distortion
functions. These rate distortion functions are much easier to calculate, if a tuple of Gaussian random variables
Yi : Ω→Rpi , with QYi > 0, for i= 1,2, (Y1,Y2)∈G(0,Q(Y1,Y2)), is transformed to the canonical variable form
of Definition 2.2, i.e.(Y1,Y2) ∈ G(0,Qcvf), and then Gray and Wyner’s lossy rate region RGW (∆1,∆2) is
parametrized by the random variableW that makes Y1 and Y2 conditionally independent.
Problem 2.15 Weak and strong stochastic realizations.
(a) Weak stochastic realization problem of a Gaussian random variable. Consider a Gaussian measure
P0 = G(0,Q0) on the space (R
p1+p2 ,B(Rp1+p2)). Determine the integer n ∈ N and construct all
Gaussian measures on the space (Rp1+p2+n,(B(Rp1+p2+n)) such that, if P1 =G(0,Q1) is such a mea-
sure with (Y1,Y2,X) ∈G(0,Q1), then
(1) G(0,Q1)|Rp1+p2 = G(0,Q0) and
(2) (Y1,Y2|X) ∈ CIGmin.
Here the indicated random variables (Y1,Y2,X) are constructed having the measure G(0,Q1) with the
dimensions p1, p2,n ∈ Z+ respectively.
(b) Strong stochastic realization problem of a Gaussian random variable. Consider a probability space
(Ω,F,P) with defined on it a tuple of random variables denoted (Y1,Y2) with the dimensions of p1, p2
respectively. Construct all random variables X : Ω→ Rn such that
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(1) (Y1,Y2|X) ∈ CIGmin and
(2) FX ⊆ (FY1 ∨FY2).
Note that for the weak stochastic realization Problem 2.15.(a) one is asked to construct a measurewhile for the
strong stochastic realization Problem 2.15.(b) one is asked to construct a random variable on a prespecified
probability space already containing the random variables Y1 and Y2.
Remark 2.16 For the calculation of rates that lie on the Gray-Wyner lossy rate region and of rates that lie
on the rate region of the stationary Gaussian MACs, the concept of weak stochastic realization is required.
It should be mentioned that Proposition 2.14 is directly applicable to stationary and memoryless Gaussian
MACs, described in Section 1, because the rate regions RMAC(κ1,κ2) and RMAC−C(κ1,κ2) are defined with
respect to three jointly Gaussian random variables (X1,X2,W ) such that W makes X1 and X2 conditionally
independent. That is, PX1,X2,W = PX1|WPX2|WPW . In such applications, Proposition 2.14 is a characterization
of conditional independence,while one is asked to solve the weak stochastic realization Problem 2.15, subject
to the average power constraints.
Further to Remark 2.16, the next definition and proposition are about the weak Gaussian stochastic real-
ization of a tuple of jointly Gaussian multivariate random variables and its weak stochastic realization.
Definition 2.17 Minimality of weak stochastic realization of Gaussian random variables.
Consider a Gaussian measure P0 = G0(0,Q(y1,Y2)) with zero mean values for a tuple (Y1,Y2) of random
variables on the product space (Rp1×Rp1 ,B(Rp1)⊗B(Rp2) for p1, p2 ∈ Z+ with
Q(Y1,Y2) =
(
QY1 QY1,Y2
QTY1,Y2 QY2
)
, QY1 > 0, QY2 > 0.
(a) A weak Gaussian stochastic realization of the Gaussian measure G0(0,Q(y1,Y2)) is defined to be a
Gaussian measure P1 = G1 if there exists an integer n ∈ Z+ such that the Gaussian measure G1 is
defined on the space (Rp1 ×Rp1 ×Rn,B(Rp1)⊗B(Rp2)⊗B(Rn)), associated with random variables
in the three spaces denoted respectively by Y1, Y2, and X, and such that:
(1) G1|Rp1×Rp2 = G0(0,Q(Y1,Y2));
(2) QX > 0; and
(3) conditional independence holds: PY1,Y2|X = PY1|XPY2|X , where these are Gaussian measures, with
means which are linear functions of the random variable X and deterministic variance matrices, i.e.,
similar to (42)-(44) with appropriate changes.
(b) The weak Gaussian stochastic realization is called minimal if the dimension n of the random variable
X is the smallest possible over all weak Gaussian stochastic realizations as defined in (a).
(c) A Gaussian random variable representation of a weak Gaussian stochastic realization G1 is defined as
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a triple of random variables satisfying the following relations,
(Y1,Y2,X ,V1,V2), pV1 , pV2 ∈ Z+, pV1 ≥ p1, pV2 ≥ p2, (81)
Y1 : Ω→ Rp1 , Y2 : Ω→ Rp2 , V1 : Ω→Rpv1 , V2 : Ω→ Rpv2 , X : Ω→ Rn,
(V1,V2,X) ∈ G, and these are zero mean independent random variables,
QV1 > 0, QV2 > 0, QX > 0;
C1 ∈ Rp1×n, C2 ∈ Rp2×n, N1 ∈ Rp1×pV1 , N2 ∈ Rp2×pV2 , (82)
Y1 =C1 X+N1 V1, (83)
Y2 =C2 X+N2 V2, (84)
QY1 =C1QXC
T
1 +N1QV1N
T
1 , (85)
QY2 =C2QXC
T
2 +N2QV2N
T
2 , (86)
QY1,Y2 =C1QXC
T
2 , (87)
G0(0,Q(Y1,Y2)) = G1|Rp1×Rp2 .
From the assumptions then follows that (Y1,Y2) are Gaussian random variables, hence the last equality
makes sense.
(d) A minimal Gaussian random variable representation of a weak Gaussian stochastic realization is de-
fined as a triple of random variables as in (c) except that in addition it is required that,
rank(C1) = n= rank(C2), . (88)
The next proposition shows equivalence of weak Gaussian stochastic realizations of Definition 2.17.(a),
(b) to Definition 2.17.(c), (d), respectively.
Proposition 2.18 Consider the setting of Definition 2.17 with (Y1,Y2)∈G(0,Q(Y1,Y2)) with the representation
of (83), (84).
(a) A weak Gaussian stochastic realization in terms of a measure P1 =G1 as defined in Definition 2.17.(a)
is equivalent with a Gaussian random variable representation of Definition 2.17.(c).
(b) The minimal weak Gaussian stochastic realization of Definition 2.17.(b) is equivalent to a minimal
weak Gaussian random variable representation of Definition 2.17.(d).
Proof (a) (⇐) From the assumption that each of the following three random variables V1, V2,X is Gaussian
and that they are independent, follows that (Y1,Y2,X) are jointly Gaussian. From the assumptions follows
that G0 = G1|Rp1×Rp2 , i.e., the specified restriction of G1 is G0.
That conditional independence holds for (Y1,Y2|X) ∈ CIG follows from,
E[Y1|X ] = E[C1X+N1V1|X ] =C1X+N1E[V1] =C1X = QY1,XQ−1X X , (89)
C1 = QY1,XQ
−1
X , because QX > 0, (90)
where the well known formula is used for conditional expectation of two jointly Gaussian random variables
for E[Y1|X ] = QY1,XQ−1X X . Similarly,C2 = QY2,XQ−1X . From this follows that,
QY1,XQ
−1
X Q
T
Y2,X
= C1QXC
T
2 = QY1,Y2 ,
where the last equality follows from equation (87). From the obtained equality follows that the conditional
independence of (Y1,Y2|X) ∈ CIG holds.
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(a) (⇒) Consider a triple of jointly Gaussian random variables (Y1,Y2,X) such that conditional independence
holds, (Y1,Y2|X) ∈ CIG. From the conditional independence and Proposition 2.14 follows that, QY1,Y2 =
QY1,XQ
−1
X Q
T
Y2,X
.
Because these random variables are jointly Gaussian the following conditional expectations have the for-
mulated form and one can construct the indicated random variables,
E[Y1|X ] =QY1,XQ−1X X =C1X , C1 = QY1,XQ−1X , (91)
N1V1 =Y1−C1X , (92)
E[Y2|X ] =QY2,XQ−1X X =C2X , C2 = QY2,XQ−1X , (93)
N2V2 =Y2−C2X , (94)
E[N1V1X
T ] =E[Y1X
T −C1XXT ] = QY1,X −C1QX = 0, (95)
E[N2V2X
T ] =E[Y2X
T −C2XXT ] = QY2,X −C2QX = 0, (96)
E[N1V1(N2V2)
T ] =E[(Y1−C1X)(Y2−C2X)T ] = QY1,Y2 −C1QX ,Y2 −QY1,XCT2 +C1QXC2 = 0 (97)
by the formulas for C1, C2, and the one for conditional independence. Note that the above also establishes
that (X ,V1,V2) are independent random variables. Thus one obtains the representation of Definition 2.17.(b).
(b) (⇒) By Proposition 2.14 (shown in [23]) a weak Gaussian realization is minimal if and only if rank(QY1,Y2)=
n. From the proof of (a)⇐ or⇒ follows that,
QY1,Y2 = QY1,XQ
−1
X Q
T
Y2,X
=C1QXC
T
2 . (98)
From the above quoted characterization of minimality follows that,
n= rank(QY1,Y2) = rank(C1QXC
T
2 ), (99)
hence that rank(C1) = n= rank(C2).
(b) (⇐) From the rank assumption and the obtained relation follows that,
n= rank(C1QXC
T
2 ) = rank(QY1,Y2), (100)
thus minimality holds. .
3 Calculation of Wyner’s Lossy Common Information
For the calculatation ofCGW (Y1,Y2;∆1,∆2) via Theorem 1.2, andCW (Y1,Y2) via Theorem 1.3, it is sufficient
to impose the conditional independence (FY1 ,FY2 |FW ) ∈CI, that is, PY1,Y2|W = PY1|WPY2|W . This is due to the
following.
(1) The well-known inequality
I(Y1,Y2;W ) = H(Y1,Y2)−H(Y1,Y2|W )≥ H(Y1,Y2)−H(Y1|W )−H(Y2|W ) (101)
which is achieved if PY1,Y2|W = PY1|WPY2|W , and
(2) a necessary condition for the equality constraint (22) to hold is (see Appendix B in [31]) is
RY1,Y2|W (∆1,∆2) = RY1|W (∆1)+RY2|W (∆2). (102)
Further, a sufficient condition for (102) to hold is the conditional independence condition [31]: PY1,Y2|W =
PY1|WPY2|W .
Hence, a sufficient condition for any rate (R0,R1,R2) ∈ RGW (∆1,∆2) to lie on the Pangloss plane is the
conditional independence.
Further,
(3) for jointly Gaussian random variables (Y1,Y2) with square-error distortion, then by the maximum en-
tropy principle the optimal joint distribution PY1,Y2,Yˆ1,Yˆ2,W of the optimization problem CGW (Y1,Y2;∆1,∆2) is
confined to a jointly Gaussian distribution.
Thus one arrives at the definition of Wyner’s lossy common information given below.
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Definition 3.1 Wyner’s lossy common information of a tuple of Gaussian multivariate random variables.
Consider a tuple of jointly Gaussian random variablesY1 :Ω→Rp1 ≡Y1, Y2 :Ω→Rp2 ≡Y2, in terms of the
notation (Y1,Y2) ∈G(0,Q(y1,Y2)), and square error distortion functions between (y1,y2), and its reproduction
(yˆ1, yˆ2), given by
DY1(y1, yˆ1) = ||y1− yˆ1||2Rp1 , DY2(y2, yˆ2) = ||y2− yˆ2||2Rp2 (103)
where || · ||2
R
pi denotes Euclidean distances on R
pi , i= 1,2.
(a) Wyner’s lossless common information (information definition) of the tuple of Gaussian random variables
(Y1,Y2) is defined by the expression,
C(Y1,Y2) = inf
W :Ω→Rn, (FY1 ,FY2 |FW )∈CIG
I(Y1,Y2;W ) ∈ [0,∞]. (104)
Call any random variable W as defined above such that (Y1,Y2,W ) ∈ G and (FY1 ,FY2 |FW ) ∈ CIG a state of
the tuple (Y1,Y2).
If there exists a random variable W ∗ : Ω→ Rn∗ with n∗ ∈ Z+ = {1,2, . . . ,} which attains the infimum, thus
if C(Y1;Y2) = I(Y1,Y2;W
∗), then call that random variable a minimal information state of the tuple (Y1,Y2).
(b) Wyner’s lossy common information (operational definition) is defined for a strictly positive numbers
γ = (γ1,γ2) ∈ R++×R++ = (0,∞)× (0,∞) such that, for all 0≤ (∆1,∆2)≤ γ,
CGW (Y1,Y2;∆1,∆2) =CW (Y1,Y2) =C(Y1,Y2),
for (∆1,∆2) ∈DW =
{
(∆1,∆2) ∈ [0,∞]× [0,∞] : 0≤ (∆1,∆2)≤ γ
}
(105)
provided identity (22) holds, i.e., RY1|W (∆1)+RY2|W (∆2)+ I(Y1,Y2;W ) = RY1,Y2(∆1,∆2).
By the above definition, the problem of calculating Wyner’s lossy common information via (25) is de-
composed into the characterization of C(Y1,Y2) such that identity (22) is satisfied. This follows from the
fact that the only difference betweenCW (Y1,Y2) andC(Y1,Y2) is the specification of the region DW such that
CGW (Y1,Y2;∆1,∆2) =CW (Y1,Y2) =C(Y1,Y2), i.e., it is constant for (∆1,∆2) ∈DW . An alternative derivation
of this decomposition is provided in [4].
The current paper is mainly devoted to the optimization problem C(Y1,Y2) defined by (104), in terms of
the joint distribution PY1,Y2,W ∗ which achieves the infimum in (104). It is then shown that the weak realization
of the tuple (Y1,Y2), expressed in terms of the random variableW
∗, ensures the validity of identity (22) of
Theorem 1.2, with W replaced byW ∗. Hence, by Theorem 1.3 there exists a DW , such that Wyner’s lossy
common information (operational definition) is computed from (105).
Alternatively, the reader can verify that the weak realization of the tuple (Y1,Y2), expressed in terms of the
random variableW ∗, which is obtained from the characterization of Wyner’s common informationC(Y1,Y2)
defined by (104), ensures that all conditions of Theorem 1 in [26] are satisfied.
It should be mentioned thatC(Y1,Y2) is allowed to take the value+∞, because mutual information I(Y1,Y2 :
W ) is defined via relative entropy which is allowed to take the value +∞. Further, if one evaluates the
definition for two identical random variables then one arrives at the conclusion that the answer for I(Y1,Y2 :
W ) is best the value +∞. Because mutual information takes only values in the positive real numbers, then
C(Y1,Y2) has to be positive.
In general there are many random variablesW which make the tuple of random variables (Y1,Y2) condi-
tionally independent. Therefore one wants to infimize the mutual information overall random variablesW
which make Y1 and Y2 conditionally independent.
In the next sections theWyner lossy common information of finite-dimensional Gaussian random variables
will be computed.
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Figure 2: Weak stochastic realization of (Y1,i,Y2,i) ∼ PY1,Y2 , i = 1, . . . ,N and (Yˆ1,i,Yˆ2,i), i = 1, . . . ,N at the
encoder and decoder with respect to the common and private random variables (WN ,ZN1 ,Z
N
2 ),(W
N , ZˆN1 , Zˆ
N
2 ).
3.1 Solution Procedure
From the Definition 3.1 follows directly the procedure to computeWyner’s common information (information
definition)C(Y1,Y2).
Procedure 3.2 Computation of Wyner’s common information C(Y1,Y2).
1. Determine a parametrization of all random variables W which make the two components of the tuple
(Y1,Y2) conditionally independent, thus so that (F
Y1 ,FY2 |FW )∈ CIG, according to the weak stochastic
realization of Problem 2.15.(a).
2. Solve Wyner’s common information problem (information definition)
C(Y1,Y2) = inf
(Y1,Y2,W )∈G, (Y1,Y2|W)∈CIG
I(Y1,Y2;W ) (106)
over the set of all measures determined in Step 1.
In Procedure 3.2, use is made of the concepts of Sections 2.2, 2.3, and of a result that is found in a paper
co-authored by the second-named author [23].
3.2 Preliminary Characterization of Conditional Independence
Consider the pre-encoder of Fig. 2. The two signals Y1,Y2 are to be reproduced at the two decoders by
Yˆ1,Yˆ2 subject to the square-error distortion functions. According to Gray and Wyner, the characterization of
lossy rate region is described by a single coding scheme that uses the auxiliary random variableW , which is
common to both Y1,Y2. Below this engineering interpretation is further detailed in terms of the mathematical
framework of weak stochastic realization such that (FY1 ,FY2 |FW ) ∈ CIG.
Definition 3.3 The model for a triple of Gaussian random variables.
Consider a tuple of Gaussian random variables specified by Y = (Y1,Y2) ∈ G(0,Q(Y1,Y2)) with Yi : Ω→ Rpi
for i = 1,2. Take a jointly Gaussian measure G(0,Q(Y1,Y2,W )) for the triple (Y1,Y2,W ), W : Ω → Rn, W ∈
G(0,QW ), such that the marginal measure on (Y1,Y2) equals the considered measure, and the conditional
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independence holds, (FY1 ,FY2 |FW ) ∈ CIG. Denote the joint measure by (Y1,Y2,W ) ∈ G(0,Q(Y1,Y2,W )) with
Q(Y1,Y2,W ) =
 QY1 QY1,Y2 QY1,WQTY1,Y2 QY2 QY2,W
QTY1,W Q
T
Y2,W
QW
 .
In the two following sections it will be shown how to construct such a random variable W in a number of
cases.
The algorithm that generates the joint measure by (Y1,Y2,W ) ∈ G(0,Q(Y1,Y2,W)) via weak stochastic real-
ization is given below.
Algorithm 3.4 Consider the model of a tuple of Gaussian random variables of Def. 3.3. Assume that
QW > 0.
1. At the encoder, compute first the variables,
Z1 =Y1−E[Y1|FW ] = Y1−QY1,WQ−1W W, (107)
Z2 =Y2−E[Y2|FW ] = Y2−QY2,WQ−1W W ; (108)
then the triple (Z1,Z2,W ) of jointly Gaussian random variables are independent.
2. The tuple of random variables (Y1,Y2) are represented according to,
Y1 = QY1,WQ
−1
W W +Z1, Y2 = QY2,WQ
−1
W W +Z2. (109)
The validity of the statements of the algorithm follow from the next proposition.
Proposition 3.5 Consider the model of a tuple of Gaussian random variables of Def. 3.3.
(a) At the encoder, the conditional expectations are correct and the definitions of Z1 and of Z2 are well
defined.
(b) The three randomvariables (Z1,Z2,W ) are independent. Consequently, the three sequences (W
N ,ZN1 ,Z
N
2 ),
and messages generated by the Gray-Wyner encoder, f (E)(YN1 ,Y
N
2 ) = f
(E)
(WN ,ZN1 ,Z
N
2 ) = (S0,S1,S2)
are independent.
Proof This is a specific application of Proposition 2.18. 
For the definition of C(Y1,Y2), use is made of the construction of the actual family of measures such
that (Y1,Y2|W ) ∈ CIG holds, and the weak strochastic realization. These are presented in Theorem 3.8 and
Corollary 3.10.
3.3 The Expression of Wyner’s Lossy Common Information of Multivariate Gaus-
sian Random Variables
The reader is at this point is assumed to be familiar with the concepts of a Gaussian random variable, of
the canonical variable form of a tuple of jointly-Gaussian random variables (of identical, correlated, and
private parts), and of conditionally-independent Gaussian random variables, as presented in Section 2.2 and
Section 2.3.
First, the calculation of the formulae for C(Y1,Y2) is stated in the form of an algorithm. The algorithm
makes use of the canonical variable form of Section 2.2.
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Algorithm 3.6 Consider a tuple of finite-dimensional Gaussian random variables (Y1,Y2) ∈ G(0,Q(Y1,Y2))
as defined in Section 3.1.
1. Compute the canonical variable form of the tuple of Gaussian random variables according to Algo-
rithm 2.10. This yields the indices p11 = p21, p12 = p22, p13, p23, and n= p11+ p12 = p21+ p22 and
the diagonal matrix D with canonical singular values di ∈ (0,1) for i= 1, . . . ,n.
2. Compute the information quantity C(Y1,Y2) according to the formula,
C(Y1,Y2) =

0, if 0= p11 = p12 = p21 = p22, p13 > 0, p23 > 0,
1
2 ∑
n
i=1 ln
(
1+di
1−di
)
, if 0= p11 = p12, p12 = p22 > 0, p13 ≥ 0, p23 ≥ 0,
∞, if p11 = p21 > 0, p12 = p22 ≥ 0, p23 ≥ 0, p23 ≥ 0.
(110)
Theorem 3.7 Consider a tuple of Gaussian random variables. Algorithm 3.6 is correct and produces the
quantity C(Y1,Y2) defined by (104) of the tuple (Y1,Y2).
Proof The proof of the theorem is provided in Section 3.8 after several special cases of the result have been
derived, i.e., when p11 = p21 = 0, Section 3.4. 
The computation of the information quantityC(Y1,Y2) is structured by the concepts of identical, correlated,
and private components of the two vectors considered; see Section 3.1 for the definitions of these concepts.
The quantityC(Y1,Y2)
(i) in the first case of equation (110) covers the case in which the random variables (Y1,Y2) are independent
random variables and there are neither identical nor correlated components,
(ii) in the second case of equation (110) covers the case in which there is no identical component, but there
are nontrivial correlated components, and there may be independent components, and
(iii) in the last case of equation (110) covers the case when there is a nontrivial identical component and,
possibly, correlated and independent components.
Successively the reader will be shown the computation of information quantityC(Y1;Y2) for:
(1) the correlated components;
(2) the private components; and
(3) the identical information components.
The general case is then a combination of the above three special cases.
3.4 Wyner’s Information Common Information of Correlated Gaussian Vectors
This section is devoted to the application of Method 1 (a) and Method 2 to calculateC(Y1,Y2), and to present
the weak stochastic realization of (Y1,Y2,W
∗) that achieve this. The identification of the random variableW ∗,
such that (Y1,Y2,W
∗) achieves C(Y1,Y2), is given in the next theorem. The theorem utilizes the parametriza-
tion of the family of Gaussian probability distributions
PCIG =
{
PY1,Y2,W (y1,y2,w) : PY1,Y2|W (y1,y2|w) = PY1|W (y1|w)PY2|W (y2|w),
PY1,Y2,W (y1,y2,∞) = PY1,Y2(y1,y2), (Y1,Y2,W ) jointly Gaussian
}
. (111)
A subset of the set PCIG is the set of distributions PCIGmin , with the additional constraint that the dimension of
the random variableW is minimal while all other conditions hold, defined by
PCIGmin =
{
PY1,Y2,W (y1,y2,w) ∈ PCIG : (Y1,Y2|W ) ∈ CIGmin
}
. (112)
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Use is made of the canonical variable form as defined in Def. 2.2, since C(Y1,Y2) is invariant with respect to
the transformation of initial random variables (Y1,Y2) to their canonical variable form. Further, use is made
of minimal Gaussian conditional independence as defined in Def. 2.13, and of related results of Section 2.3.
Def. 2.13 is needed, because, for the computation ofC(Y1,Y2), the attention can be restricted to those state
variablesW which are of miminal dimension.
The parametrization of the family of Gaussian probability distributions PCIG and PCIGmin require the solution
of the weak stochastic realization problem of Gaussian random variables defined by Problem 2.15. This
problem is solved in [23, Th. 4.2]. For the readers convenience it is stated below.
Theorem 3.8 [23, Theorem 4.2] Consider a tuple (Y1,Y2) of Gaussian random variables in the canonical
variable form of Def. 2.2. Restrict attention to the correlated parts of these random variables. Thus, the
random variables Y1, Y2 have the same dimension n = p1 = p2, and their covariance matrix D ∈ Rn×n is a
nonsingular diagonal matrix with on the diagonal ordered real-numbers in the interval (0,1). Hence,
(Y1,Y2) ∈ G(0,Q(Y1,Y2)) = P0, Y1,Y2 : Ω→Rn, n ∈ Z+, (113)
Q(y1,y2) =
(
I D
D I
)
, (114)
D= Diag(d1,d2, . . . ,dn) ∈ Rn×n, 1> d1 ≥ d2 ≥ . . .≥ dn > 0. (115)
That is, p11 = p21 = 0, p13 = p23 = 0.
(a) There exists a probability measure P1, and a triple of Gaussian random variables Y1,Y2, W : Ω→Rn
defined on it, such that (i) P1|(Y1,Y2) = P0 and (ii) (FY1 ,FY2 |FW ) ∈ CIGmin.
(b) There exist a family of Gaussian measures denoted by Pci ⊆ PCIGmin , that satisfy (i) and (ii) of (a), and
moreover this family is parametrized by the matrices and sets, as follows.
G(0,Qs(QW )), QW ∈QW, (116)
Qs = Qs(QW ) =
 I D D1/2D I D1/2QW
D1/2 QWD
1/2 QW
 , (117)
QW =
{
QW ∈Rn×n| QW = QTW , 0< D≤ QW ≤ D−1
}
, (118)
Pci =
{
G(0,Qs(QW )) on (R
3n,B(R3n))| QW ∈QW
}
⊆ PCIGmin . (119)
The application of Theorem 3.8 is discussed in the next remark, in the context of parametrizing any rate-
triple on the Gray-Wyner lossy rate region (R0,R1,R2) ∈ RGW (∆1,∆2), that lies on the Pangloss plane., and
in the context of parametrizing the rate region of the Gaussian MACs of Section 1.1.
Remark 3.9 Theorem 3.8 is a parametrization of the familiy of Gaussian measures Pci ⊆ PCIGmin by the entries
of the covariance matrix QW . Hence, it is at most, an n(n+ 1)/2−dimensional parametrization.
(a) Theorem 3.8, when applied to the Gaussian MACs of Section 1.1, by also incorporating the average
power constraint, it parametrizes the rate regions CMAC(κ1,κ2) and CMAC−C(κ1,κ2) by at most an n(n+
1)/2−dimensional parametrization. The weak stochastic realization of random variables (Y1,Y2), in terms of
the random variableW is given in Corollary 3.10.
(b) By analogy to (a), it is expected that the achievable rate region RGW (∆1,∆2) = R
∗
GW (∆1,∆2) is generated
from distributions Pci ⊆ PCIGmin ⊆ P . This issue is addressed in the companion paper [4].
The next corollary is preliminary to a subsequent theorem (i.e., Theorem 3.11), that shows C(Y1,Y2) is
achieved by the distribution PY1,Y2,W ∗ ∈ Pci ⊆ PCIGmin , corresponding to W ∗ ∈ G(0, I), i.e., with covariance
the identity matrix. The next corollary gives the realization of (Y1,Y2), expressed in terms of an arbitrary
Gaussian random variableW ∈G(0,QW ).
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Corollary 3.10 Consider a tuple (Y1,Y2) of Gaussian random variables in the canonical variable form of
Def. 2.2. Restrict attention to the correlated parts of these random variables, as defined in Theorem 3.8, by
(113)-(115).
Then a realization of the random variables (Y1,Y2) which induce the family of measures Pci ⊆ PCIGmin , defined
by (116)-(119), is
Y1 = QY1,WQ
−1
W W +Z1 (120)
QY1,W = D
1/2, Z1 ∈ G(0,(I−D1/2Q−1W D1/2)), (121)
Y2 = QY2,WQ
−1
W W +Z2 (122)
QY2,W = D
1/2QW , Z2 ∈G(0,(I−D1/2QWD1/2)), (123)
(Z1,Z2,W ), are independent. (124)
Further, the mutual information I(Y1,Y2;W ) is given by
I(Y1,Y2;W ) =H(Y1,Y2)−H(Y1|W )−H(Y2|W ) (125)
=
1
2
n
∑
i=1
ln(1− d2i )−
1
2
ln(det([I−D1/2Q−1W D1/2][I−D1/2QWD1/2])) (126)
and it is parametrized by QW ∈QW, where QW is defined by the set of equation (118).
Proof of Corollary 3.10 The correctness of the realization is due to Proposition 2.14 and Theorem 3.8. The
calculation of mutual information follows from the realization.

In the next theorem the family of measures Pci ⊆ PCIGmin , defined by (116)-(119), which leads to realization
of (Y1,Y2), given in Corollary 3.10, is ordered for the determination of a single joint distribution PY1,Y2,W ∗ ∈
Pci ⊆ PCIGmin , which achieves C(Y1,Y2). This leads to the realization of (Y1,Y2) expressed in terms ofW ∗ and
vectors of independentGaussian random variables (Z1,Z2), one for each realization, each having independent
components.
Theorem 3.11 Consider a tuple (Y1,Y2) of Gaussian random variables in the canonical variable form of
Def. 2.2. Restrict attention to the correlated parts of these random variables, as defined in Theorem 3.8,
defined by (113)-(115).
The following hold.
(a) The information quantity C(Y1,Y2) is given by
C(Y1,Y2) =
1
2
n
∑
i=1
ln
(
1+ di
1− di
)
=
1
2
n
∑
i=1
ln
(
1+
2di
1− di
)
∈ (0,∞). (127)
(b) The realizations of the random variables (Y1,Y2,W
∗) that achieve C(Y1,Y2) are represented by
V : Ω→Rn, V ∈G(0, I),
FV , FY1 ∨FY2 , are independent σ-algebras,
L1 = L2 = D
1/2(I+D)−1 ∈ Rn×n, (128)
L3 = (I−D)1/2(I+D)−1/2 ∈ Rn×n, L1, L2, L3, are diagonal matrices, (129)
W ∗ = L1Y1+L2Y2+L3V, W ∗ : Ω→ Rn, (130)
Z1 = Y1−D1/2W ∗, Z1 : Ω→ Rn, (131)
Z2 = Y2−D1/2W ∗, Z2 : Ω→ Rn. (132)
30
Then
Z1 ∈ G(0,(I−D)), Z2 ∈ G(0,(I−D)), W ∗ ∈G(0, I); (133)
(Z1,Z2,W
∗), are independent and (134)
Y1 = D
1/2W ∗+Z1, Y2 = D1/2W ∗+Z2 (135)
hence the variables (Y1,Y2,W
∗) induce a distribution PY1,Y2,W∗ ∈ Pci ⊆ PCIGmin . Note that, in addition,
each of the random variables Z1, Z2, and W
∗ has independent components.
(c) The variables (Y1,Y2,W
∗) defined in (b) induce a distribution PY1,Y2,W∗ ∈ Pci ⊆ PCIGmin which achieves
C(Y1,Y2),
C(Y1,Y2) = I(Y1,Y2;W
∗). (136)
Proof of Theorem 3.11 Since mutual information I(Y1,Y2;W ) is invariant with respect to nonsingular trans-
formations, then by Theorem 2.3, (b), it suffices to consider the canonical variable form of Def. 2.2, and to
construct a measure that carries a triple of jointly Gaussian random variables Y1,Y2, W : Ω → Rn such that
(FY1 ,FY2 |FW ) ∈ CIG.
(a) (1) Take a probability measure P1 such that there exists a triple of Gaussian random variables Y1,Y2, W :
Ω→Rn with P1|(y1,y2) = P0 and (FY1 ,FY2 |FW ) ∈ CIG. It will first be proven that attention can be restricted
to those state random variablesW of which the dimension equals n= p12 = p22.
Suppose that there exists a state random variableW : Ω→Rn1 such that (FY1 ,FY2 |FW ) ∈ CIG and n1 > n.
Hence W does not make (Y1,Y2) minimally conditionally independent. Construct a minimal vector which
makes the tuple minimally conditionally independent according to the procedure of [23, Proposition 3.5].
Thus,
W1 =E[Y1|FW ] = L11W, L11 ∈ Rn×n1 ,
W2 =E[Y2|FW1 ] = L12W1, L12 ∈ Rn×n.
Then (FY1 ,FY2 |FW2) ∈ CIGmin and the dimension ofW2 is n= p12 = p22. Determine a linear transformation
ofW2 by a matrix L15 ∈ Rn×n such that,
W3 = L15W2 = L15L12L11W = L13W, L13 = L15L12L11, W3 ∈ G(0,Q3), Q3 = In = L13QWLT13.
It is then possible to construct a matrix L14 ∈ R(n1−n)×n1 such that,
W4 = L14W, W4 ∈ G(0,Q4), Q4 = I, L14QWLT13 = 0;(
W3
W4
)
∈G(0, In1), rank
((
L13
L14
))
= n1,
and, due to L14QWL
T
13 = 0,W3,W4 are independent random variables. See [16, Th. 4.9] for a theorem with
which the existence of L4 can be proven. Note further that F
W = FW3,W4 .
Hence the random variablesW3,W4 are independent, (F
Y1 ,FY2 |FW3) ∈ CIGmin, and
I(Y1,Y2;W ) = I(Y1,Y2;W3,W4).
From equation (191) now follows that,
I(Y1,Y2;W3,W4)− I(Y1,Y2;W3)
= H(Y1,Y2)+H(W3,W4)−H(Y1,Y2,W3,W4)−H(Y1,Y2)−H(W3)+H(Y1,Y2,W3)
= H(Y1,Y2,W3)+H(W4)−H(Y1,Y2,W3,W4), by independence ofW3 andW4;
= I(Y1,Y2,W3;W4)≥ 0.
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The above inequality is also related to Pinsker’s chain rule, [20]. Thus, for the computation of C(Y1,Y2),
attention can be restricted to those state variablesW which are of miminal dimension.
(2) Take a probability measure P1 such that there exists a triple of Gaussian random variables Y1,Y2, W :
Ω→Rn with P1|(Y1,Y2) = P0 and (FY1 ,FY2 |FW ) ∈ CIGmin.
According to [23, Th. 4.2] there exist in general many such measures which are parametrized by the
matrices and the sets, as stated in Theorem 3.8, (b), and defined by (116)-(119).
(3) Next the mutual information of the triple of Gaussian random variables is calculated for any choice of
QW ∈QW, where QW is given by (118). From (194) follows that
I(Y1,Y2;W ) = H(Y1,Y2)−H(Y1|W )−H(Y2|W ).
The following calculations are then obvious,
det(Q(Y1,Y2)) =det
(
I D
D I
)
= det(I−D2) =
n
∏
i=1
(1− d2i );
H(Y1,Y2) =
1
2
ln(det(Q(y1,y2)))+
1
2
(2n) ln(2pie) =
1
2
n
∑
i=1
ln(1− d2i )+ n ln(2pie);
PY1|W (y1|w) ∈ G(E[Y1|FW ],QY1|W ),
E[Y1|FW ] =QY1,WQ−1W W = D1/2Q−1W W ; by (117)
QY1|W =I−QY1,WQ−1W QWQ−1W QTY1,W = I−D1/2Q−1W D1/2; by (117)
H(Y1|W ) =1
2
ln(det(I−D1/2Q−1W D1/2))+
1
2
n ln(2pie);
E[Y2|FW ] =QY2,WQ−1W W = D1/2QWQ−1W W = D1/2W ;
QY2|W =I−QY2,WQ−1W QWQ−1W QTY2,W = I−D1/2QWD1/2;
H(Y2|W ) =1
2
ln(det(I−D1/2QWD1/2))+ 1
2
n ln(2pie).
From the above calculations it then follows,
I(Y1,Y2;W ) =H(Y1,Y2)−H(Y1|W )−H(Y2|W ) (137)
=
1
2
n
∑
i=1
ln(1− d2i )+ n ln(2pie)
− 1
2
ln(det(I−D1/2Q−1W D1/2))−
1
2
n ln(2pie)
− 1
2
ln(det(I−D1/2QWD1/2))− 1
2
n ln(2pie) (138)
=
1
2
n
∑
i=1
ln(1− d2i )−
1
2
ln(det([I−D1/2Q−1W D1/2][I−D1/2QWD1/2])). (139)
The above calculations verify the statements of Corollary 3.10.
(4) The computation ofC(Y1,Y2) requires the solution of an optimization problem.
C(Y1,Y2) = inf
P1∈Pci
I(Y1,Y2;W )
= inf
QW∈QW
{
1
2
n
∑
i=1
ln(1− d2i )−
1
2
ln(det([I−D1/2Q−1W D1/2][I−D1/2QWD1/2]))
}
. (140)
Since the first term in (140), 1
2 ∑
n
i=1 ln(1−d2i ), does not depend on QW and the natural logarithm is a strictly
increasing function, then
C(Y1,Y2) is equivalent to the problem: sup
QW∈QW
det
[
(I−D1/2Q−1W D1/2)(I−D1/2QWD1/2)
]
. (141)
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Define,
L1(QW ) =(I−D1/2Q−1W D1/2)(I−D1/2QWD1/2), (142)
f1(QW ) =det(L1(QW )). (143)
Note that the expression L1(QW ) ∈ Rn×n is a non-symmetric square matrix in general.
It will be proven that,
f1(QW ) =det(L1(QW ))≤ det([I−D]2), ∀ QW ∈QW, (144)
det(L1(QW )) =det([I−D]2) if and only if QW = I. (145)
From these two relations follows that Q∗W = I ∈ Rn×n is the unique solution of the supremization problem.
The inequality in (144) follows from Proposition B.5. The equality of (145) is proven in two steps. If
QW = I then equality of (145) holds as follows from direct substitution in (142). The converse is proven by
contradiction. Supppose that QW 6= I. Then it follows again from Proposition B.5 that strict inequality holds
in (144). Hence the equality is proven.
(5) Finally the value ofC(Y1,Y2) is computed for Q
∗
W = I.
C(Y1,Y2) =
1
2
n
∑
i=1
ln(1− d21)−
1
2
ln(det(I−D1/2(Q∗W )−1D1/2))−
1
2
ln(det(I−D1/2(Q∗W )D1/2))
=
1
2
n
∑
i=1
ln(1− d2i )−
1
2
2ln(det(I−D))
=
1
2
n
∑
i=1
ln(1− d2i )−
1
2
n
∑
i=1
ln((1− di)2) = 1
2
n
∑
i=1
ln
(
1− d2i
(1− di)2
)
=
1
2
n
∑
i=1
ln(
1+ di
1− di ) =
1
2
n
∑
i=1
ln
(
1+
2di
1− di
)
.
(b) It follows from part (a) of the theorem thatC(Y1,Y2) is attained as the mutual information I(Y1,Y2;W ) for
a random variableW with QW = Q= I. Consider now a triple of random variables (Y1,Y2,W ) ∈ G(0,Qs(I))
as defined in (116)-(119), hence QW = I. Denote the random variableW from now on byW
∗ to indicate that
it achieves the infimum of the definition ofC(Y1,Y2). Thus QW ∗ = I and,
(Y12,Y22,W
∗) ∈ G(0,Qs(I)),
Qs(I) =
 I D D1/2D I D1/2
D1/2 D1/2 I
> 0. (146)
Let V : Ω→ Rn12 be a Gaussian random variable with V ∈ G(0, I) which is independent of (Y1,Y2,W ).
Define the new state variable W = L1Y1+ L2Y2+ L3V . Then (Y1,Y2,V,W
∗) are jointly Gaussian and it
has to be shown that then QW = I, QY1,W = D
1/2, and QY2,W = D
1/2. These equalities follow from simple
calculations using the expressions of L1, L2, and L3 which calculations are omitted. It then follows from
those calculations and the definition of the Gaussian measure G(0,Qs(I)) thatW =W
∗ almost surely.
The signals are then represented by,
Z1 =Y1−E[Y1|FW ∗ ] = Y1−QY1,W∗(QW ∗)−1W ∗ = Y1−D1/2W ∗, (147)
Z2 =Y2−E[Y2|FW ∗ ] = Y2−QY2,W∗(QW ∗)−1W ∗ = Y2−D1/2W ∗. (148)
It is proven that the triple of random variables (Z1,Z2,W
∗) are independent.
E[Z1(W
∗)T ] =E[Y1(W ∗)T ]−D1/2E[W ∗(W ∗)T ] = D1/2−D1/2 = 0, E[Z2(W ∗)T ] = 0,
E[Z1Z
T
2 ] =E[(Y1−D1/2W ∗)(Y2−D1/2W ∗)T ] = 0.
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Hence, the original signals are represented as shown by the formulas,
Y1 =Z1+D
1/2W ∗, by (146), Qy1,W∗Q
−1
W∗ = D
1/2, and by def. of Z1,
Y2 =Z2+D
1/2W ∗, similarly.

Example 3.12 (below) is introduced to illustrate some subtle issues related to Theorem 1.4 that computes
the lossy common information for the bivarate Gaussian random variables (26), i.e., p1 = p2 = 1, given in
Theorem 1.4, found in many references, such as, [10, 26, 31].
Example 3.12 Consider an application of Theorem 3.11 to the bivarate Gaussian random variables (26) of
Theorem 1.4, i.e., p1 = p2 = 1. Assume that the random variables have been transformed to the canonical
variable form with in this case a single canonical correlation coefficient d1 ∈ [0,1], see Example 2.5.(i). Note
that if the correlation coefficient of Y1 and Y2 is negative, ρY1,Y2 < 0 then that representation is not in the
canonical variable form so the theorem above does not apply. The theorem above requires the canonical
variable form with a positive correlation coefficient.
Distinguish the cases:
(i) d1 ∈ (0,1). Hence, the Gaussian measure in canonical variable form is
(Y12,Y22) ∈ G(0,Q(Y12,Y22)), Q(Y12,Y22) =
(
1 d1
d1 1
)
, (149)
Y12 : Ω→Rp12 , Y22 : Ω→ Rp22 , p12 = p22 = 1.
(a) The minimal σ-algebra which makes Y12 and Y22 Gaussian conditional-independent is F
W , whereW :
Ω→ R,W ∈ G(0,QW ), i.e.,W is the state variable.
(b) Then the random variable which achievesC(Y1,Y2) isW =W
∗ ∈ G(0,1), and
C(Y1,Y2) =C(Y12,Y22) = I(Y12,Y22;W
∗) =
1
2
ln
(
1+ d1
1− d1
)
. (150)
(c) The weak stochastic realization that achieves (150) is
Y12 =
√
d1W
∗+
√
1− d1Z1, (151)
Y22 =
√
d1W
∗+
√
1− d1Z2, (152)
Z1 ∈ G(0,1), Z2 ∈ G(0,1), W ∗ ∈ G(0,1), (153)
W ∗,Z1,Z2 independent. (154)
(ii) d1 = 0. This follows from the special cases discussed in Proposition 3.13.
(iii) d1 = 1. This follows from the special cases discussed in Proposition 3.14.
3.5 Wyner’s Information Common Information in Case of Private Gaussian Vectors
The special case of canonical variable form with only private parts is presented below.
Proposition 3.13 Consider the case of a tuple of Gaussian vectors with only private parts. Hence the Gaus-
sian measure is
(Y13,Y23) ∈ G(0,Q(Y13,Y23)), Q(Y13,Y23) =
(
I 0
0 I
)
, Y13 : Ω→ Rp13 , Y23 : Ω→Rp23 . (155)
34
(a) The minimal σ-algebra FW which makes Y13,Y23 conditionally independent is the trivial σ-algebra
denoted by F0 = { /0,Ω}. Thus, (FY13 ,FY23 |F0)∈CI. The random variableW in this case is the constant
W3 = 0 ∈ R, hence FW3 = F0.
(b) Then W ∗ =W3 and
C(Y1,Y2) =C(Y13,Y23) = I(Y13,Y23;W3) = 0. (156)
(c) The weak stochastic realization that achieves C(Y13,Y23) = 0 is
Z1 = Y13, Z2 = Y23, W3 = 0. (157)
3.6 Wyner’s Information Common Information in Case of Identical Gaussian Vec-
tors
The special case of canonical variable form with only identical parts is presented below.
Proposition 3.14 Consider the case of a tuple of Gaussian vectors with only the identical part. Hence the
Gaussian measure is,
Y11 : Ω→Rp11 , Y21 : Ω→Rp21 , p11 = p21,
(Y11,Y21) ∈ G(0,Q(Y11,Y21)), Q(y11,y21) =
(
I I
I I
)
, Y11 = Y21 a.s. (158)
(a) The only minimal σ-algebra which makesY11 andY21 Gaussian conditional-independent is F
Y11 =FY21 .
The state variable is thus, W1 = Y11 = Y21 and F
W = FY11 = FY21 .
(b) Then C(Y1,Y2) =C(Y11,Y21) = +∞. See the comment below.
(c) The weak stochastic realization is again simple, the variable W equals the identical component and
there is no need to use the signals Z1 and Z2. Thus the representations are,
Z1 = 0 ∈ R, Z2 = 0 ∈R, W = Y11 = Y21. (159)
The amount of Wyner’s common information ofC(Y1,Y2) for this case is +∞ and this requires comments.
Formally, to compute I(Y1,Y2;W ), one needs to evaluate the expression (197). But in this case the determinant
det(Q(Y1,Y2,W )) is zero. Thus,
C(Y1,Y2) = I(Y1,Y2;W ) =− ln(
det(Q(Y1,Y2,W))
det(QY1,Y2)det(QW )
=− ln(0).
One may extend the definition of the natural logarithm from the domain (0,+∞) to the value at zero by the
limit ln(0) = limu↓0 ln(u) =−∞. The authors therefore propose to define thatC(Y1,Y2) of identical Gaussian
random variables takes the value +∞, hence C(Y11,Y21) = +∞. This definition also makes sense considered
from an information theoretic interpretation, in which mutual information is defined via relative entropy
which admits the value of +∞.
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3.7 Wyner’s Lossy Common Information of Correlated Gaussian Vectors
Consider a tuple (Y1,Y2) of Gaussian random variables in the canonical variable form of Def. 2.2. Restrict
attention to the correlated parts of these random variables, as defined in Theorem 3.8, defined by (113)-(115).
Consider the tuple of jointly Gaussian random variables Y1 : Ω → Rp1 , Y2 : Ω → Rp2 with square error
distortion functions of Definition 3.1. Then the following statements hold.
(a) The minimization of I(Y1,Y2;W ) over joint distributions PY1,Y2,W (y1,y2,w) having a marginal distri-
bution PY1,Y2,W (y1,y2,∞) = PY1,Y2(y1,y2) can be confined to Gaussian random variablesW such that
(Y1,Y2,W ) are jointly Gaussian distributed, and (Y1,Y2|W ) ∈ CIG.
(b) The calculation of the rate distortion functions RYi(∆i),RYi|W (∆i),RYi(∆i), i = 1,2 and RY1,Y2(∆1,∆2)
can be confined to jointly Gaussian random variables (Y1,Y2,Yˆ1,Yˆ2,W ).
(c) The characterization of the Gray-Wyner lossy rate region RGW (∆1,∆2) of Theorem 1.1, in terms of the
joint distributions PY1,Y2,W ∈ P , can be confined to Gaussian random variablesW such that (Y1,Y2,W )
are jointly Gaussian distributed.
(d) The characterization of Wyner’s lossy common information CW (Y1,Y2) is invariant with respect to
nonsingular basis transformation
S = Block-diag(S1,S2) ∈R(p1+p2)×(p1+p2) (160)
such that with respect to the new basis (S1Y1,S2Y2) is jointly Gaussian.
(e) Any rate triple (R0,R1,R2) that belongs to the characterization of the Gray-Wyner lossy rate region
RGW (∆1,∆2) of Theorem 1.1, is equivalently computed by transforming the tuple (Y1,Y2) of Gaussian
random variables into their canonical variable form of Def. 2.2.
In view of (a)-(e) above, the closed form expression of Wyner’s lossy common information is now ob-
tained.
Theorem 3.15 Consider a tuple (Y1,Y2) of Gaussian random variables in the canonical variable form of
Def. 2.2. Restrict attention to the correlated parts of these random variables, as defined in Theorem 3.8, by
(113)-(115).
Then Wyner’s lossy common information CW (Y1,Y2) is given by
CGW (Y1,Y2;∆1,∆2) =CW (Y1,Y2) (161)
=C(Y1,Y2) =
1
2
n
∑
j=1
ln
(
1+ d j
1− d j
)
, (∆1,∆2) ∈DW (162)
where the distortion region is defined by
DW =
{
(∆1,∆2) ∈ [0,∞]× [0,∞]
∣∣∣ 0≤ ∆1 ≤ n∑
j=1
(1− d j), 0≤ ∆2 ≤
n
∑
j=1
(1− d j)
}
, (163)
∀ j ∈ Zn, d j ∈ (0,1).
Proof of Theorem 3.15 A direct way to prove the statement is to compute the characterizations of the
rate distortion functions RYi(∆i),RYi|W (∆i), i = 1,2 and RY1,Y2(∆1,∆2), using the weak stochastic realization
of Theorem 3.11.(b), and then verify that identity (22) holds, i.e., RY1|W (∆1) +RY2|W (∆2) + I(Y1,Y2;W ) =
RY1,Y2(∆1,∆2) for (∆1,∆2) ∈DW , for the choiceW =W ∗ (given in Theorem 3.11.(b)). An alternative method
is also given in [4]. 
It is noted that Theorem 1.4, that corresponds to bivariate Gaussian random variables, i.e., p1 = p2 = 1,
first derived by Gray and Wyner [10], and subsequently in [26, 31], is a strict special case of the above
theorem.
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3.8 Wyner’s Information Common Information of Arbitrary Gaussian Vectors
Consider finally a tuple of arbitrary Gaussian random variables, not necessarily red restricted to the corre-
lated parts of these random variables, as defined in Theorem 3.8, by (113)-(115). ThenC(Y1,Y2) is computed
by a decomposition and by the use of the formulas obtained earlier in Section 3.4.
Assume that the tuple is already transformed to the canonical variable representation, see Def. 2.2. Note
that then
the three tuples of random variables (Y11,Y21), (Y12,Y22), (Y13,Y23) are independent. (164)
Theorem 3.16 Consider a tuple of Gaussian random variables (Y1,Y2) ∈ G(0,Qcvf) as described and de-
composed according to Algorithm 3.6.
(a) Then,
C(Y1,Y2) =C(Y11,Y21)+C(Y12,Y22)+C(Y13,Y23) (165)
=

0, if p13 > 0, p23 > 0, p11 = p12 = p21 = p22 = 0,
1
2 ∑
n
i=1 ln
(
1+di
1−di
)
, if p12 = p22 > 0, p11 = p21 = 0, p13 ≥ 0, p23 ≥ 0,
+∞, if p11 = p21 > 0.
In particular cases one computes the canonical variable decomposition of the tuple (Y1,Y2) and obtains
the indices, (p11, p12, p13) and (p21, p22, p23). Then,
C(Y11,Y21) =+∞, if p11 = p12 > 0; (166)
C(Y31,Y32) =0, if p31 > 0 and p23 > 0; (167)
C(Y12,Y22) =
1
2
n
∑
i=1
ln
(
1+ di
1− di
)
, if p12 = p22 > 0. (168)
Thus C(Y12,Y22) is the most interesting value if defined.
(b) The random variableW ∗ defined below, is such that C(Y1,Y2) is attained by the mutual information for
this random variable.
W ∗ : Ω→Rn, n ∈ Z+,
n1 = p11 = p21, n2 = p12 = p22, n1+ n2 = n,
W ∗ =
(
W ∗1
W ∗2
)
, W ∗1 : Ω→ Rn1 , W ∗2 : Ω→Rn2 ,
W ∗1 = Y11 = Y21, (169)
W ∗2 = L1Y12+L2Y22+L3V, see Theorem 3.11.(b) for the formulas of L1,L2,L3; (170)
then
(Y1,Y2,W
∗) ∈ G(0,Qs(I)), (FY11,Y12,Y13 ,FY21,Y22,Y23 |FW ∗1 ,W ∗2 ) ∈CI, see (117) for Qs(I), (171)
FW
∗
1 ⊆ (FY11 ∨FY21),FW∗2 ⊆ (FY12 ∨FY22); (172)
then also,
C(Y1,Y2) = I(Y1,Y2;W
∗). (173)
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(c) The following operations are made, using (a),
W ∗ =
(
W ∗1
W ∗2
)
, (174)
W ∗1 =Y11 = Y21, (175)
W ∗2 =L1Y12+L2Y22+L3V, see (128),(129) for the formulas of L1, L2, L3; (176)
Z12 =Y12−E[Y12|FW∗2 ] = Y12−QY12,W ∗2 Q
−1
W∗2
W ∗2 , (177)
Z22 =Y22−E[Y22|FW∗2 ] = Y22−QY22,W ∗2 Q
−1
W∗2
W ∗2 , (178)
Z13 =Y13, Z23 =Y23, (the components Z11 and Z21 do not exist), (179)
Z1 =
(
Z12
Z13
)
, Z2 =
(
Z22
Z23
)
. (180)
Hence,
Y11 =W
∗
1 = Y21, (181)
Y12 =QY12,W∗2 Q
−1
W∗2
W ∗2 +Z12, Y22 = QY22,W ∗2 Q
−1
W∗2
W ∗2 +Z22, (182)
Y13 =Z13, Y23 = Z23. (183)
Proof of Theorem 3.16 (a)
C(Y1,Y2) = inf
(Y1,Y2,W )∈CIG
I(Y1,Y2;W )
= inf
{
I(Y11,Y21;W1)+ I(Y12,Y22;W2)+ I(Y13,Y23;0)
}
, by Proposition A.1,
≥ inf
(Y1,Y2,W )∈CIG
I(Y11,Y21;W1)+ inf
(Y1,Y2,W)∈CIG
I(Y12,Y22;W2)+ inf
(Y1,Y2,W )∈CIG
I(Y13,Y23;0)
= inf
(Y11,Y21,W1)∈CIG
I(Y11,Y21;W1)+ inf
(Y12,Y22,W2)∈CIG
I(Y12,Y22;W2)+ I(Y13,Y23;0)
=C(Y11,Y21;W1)+C(Y12,Y22;W2)+C(Y13,Y23;0)
=

0, if p13 > 0, p23 > 0, p11 = p12 = p21 = p22 = 0,
1
2 ∑
n
i=1 ln
(
1+di
1−di
)
, if p12 = p22 > 0, p11 = p21 = 0, p13 ≥ 0, p23 ≥ 0,
+∞, else.
(184)
The latter equality follows from, respectively, Proposition 3.14, Theorem 3.11, and Proposition 3.13.
(a & b) It will be shown thatC(Y1,Y2) is less or equal to the right-hand side of equation (184). From the latter
inequality and the above inequality then follows the expression according to equation (184).
To be specific, it will be proven thatC(Y1,Y2) is less than the expression I(Y1,Y2;W
∗) whereW ∗ is defined
in statement (b) of the proposition. It then follows from the proof of Theorem 3.11 that (FY12 ,FY22 |FW ∗2 ) ∈
CIGmin.
Then,
C(Y1,Y2) = inf
(Y1,Y2|W )∈CIG
I(Y1,Y2;W )≤ I(Y1,Y2;W ∗)
=I(Y11,Y21;W
∗
1 )+ I(Y12,Y22;W
∗
2 )+ I(Y13,Y23; /0)
=

0, if p13 > 0, p23 > 0, p11 = p12 = p21 = p22 = 0,
1
2 ∑
n
i=1 ln
(
1+di
1−di
)
, if p12 = p22 > 0, p11 = p21 = 0, p13 ≥ 0, p23 ≥ 0,
+∞, else.
38
The latter equality is proven as follows. In the first case, when p13 > 0, p23 > 0, and p11 = p12 = p21 = p22 =
0, then Y1 = Y13 and Y2 = Y23 are independent random variables. It then follows from Proposition 3.13 that
I(Y1,Y2;0) = I(Y13,Y23;0) = 0. In the second case, when p12 = p22 > 0, p13 ≥ 0, p23 ≥ 0, and p11 = p21 = 0,
it follows from Proposition A.1 and from Theorem 3.11 that
I(Y1,Y2;W
∗) = I(Y12,Y22;W ∗2 )+ I(Y13,Y23;0) =
1
2
n
∑
i=1
ln
(
1+ di
1− di
)
.
In the third case, when p11 = p21 > 0 and the other pi j indices are arbitrary, then I(Y1,Y2;W
∗) = +∞. Hence
the inequalityC(Y1,Y2)≤ right-hand side is proven and hence equality holds.
(c) This follows directly from Proposition 3.5.

The reader is advised to carry out an approximation of the covariance matrix based on the computations
of Algorithm 2.10 as explained next. Consider the case in which the dimensions of the two vectors are
ordered as p1 ≥ p2. The case of p1 < p2 can be obtained by interchanging the indices. The outcome of the
computation of the algorithm is then of the form,
Qcvf =
(
Ip1 Q12
QT12 Ip2
)
, Q12 =
(
D
0
)
∈ Rp1×p2 ,
D=Diag(d1, . . . ,dp2) ∈ Rp2×p2 , 1≥ d1 ≥ d2 ≥ . . .≥ dp2 ≥ 0.
Next the values on the diagonal of the matrix D are partitioned in three groups depending on two threshold
values h1, h2 ∈ (0,1) with h1 > h2, according to,
di =

1.0000, if di ∈ (h1,1],
0.0000, if di ∈ [0,h2),
di, if di ∈ [h2,h1],
for all i ∈ Zp2 . For example, if h1 = 0.9990 and d1 = 0.9993 then set d1 = 1.0000; and if h2 = 0.0001 and
dp2 = 0.00006 then set d p2 = 0.0000. Denote then the number of elements of the vector d which are equal to
1.0000 by p11 and the number of elements of that vector which are equal to 0.00000 by p23. Define further,
p21 = p11, p22 = p2− p21− p23, p12 = p22, and p13 = p1− p11− p12,
D = Diag(d p11+1, . . . ,d p11+p12) ∈ Rp12×p12 ,
Q12 =

Ip11 0 0
0 D 0
0 0p23×p23
0 0(p13−p23)×p23
 , Qcvf = ( Ip1 Q12QT12 Ip2
)
.
The indices (p11, p12, p13) and (p21, p22, p23) now satisfy the relations, p1 = p11+ p12+ p13, p2 = p21+
p22+ p23, p11 = p21, and p12 = p22. The reader can use either Qcvf or its approximationQcvf.
Example 3.17 Consider the tuple of Gaussian random variables,
(Y1,Y2) ∈G(0,Q(Y1,Y2), p1 = 3, p2 = 3,
Q(Y1,Y2) =
(
Ip1 QY1,Y2
QTY1,Y2 Ip2
)
,
QY1,Y2 =
 0.8 0 00 0.5 0
0 0 0.1
 ∈ Rp1×p2 .
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A computation then yields,
(p11, p12, p13) = (0,3,0), (p21, p22, p23) = (0,3,0),
D=
 0.8 0 00 0.5 0
0 0 0.1
 ∈ Rp12×p22 ,
C(Y1,Y2) = 5.0444 bits.
Example 3.18 Consider the tuple of Gaussian random variables,
(Y1,Y2) ∈G(0,Q(Y1,Y2), p1 = 6, p2 = 5,
Q(Y1,Y2) =
(
Ip1 QY1,Y2
QTY1,Y2 Ip2
)
,
QY1,Y2 =

0.999998 0 0 0 0
0 0.999992 0 0 0
0 0 0.8 0 0
0 0 0 0.3 0
0 0 0 0 0.000004
0 0 0 0 0
 ∈R
p1×p2 .
A computation then yields,
(p11, p12, p13) = (2,2,2), (p21, p22, p23) = (2,2,1),
D=
(
0.8 0
0 0.3
)
∈ Rp12×p22 ,
C(Y1,Y2) = +∞, bits,
C(Y12,Y22) = 4.0630 bits.
Example 3.19 Consider a tuple of Gaussian random variables for which the variance matrix is generated by
a random number generator. Generate the matrix L ∈Rp×p such that every element has a normal distribution
with parameters G(0,1) and such that all elements of the matrix are independent. Then define Q = LLT to
guarantee that the matrix Q is semi-positive-definite. Then,
(Y1,Y2) ∈ G(0,Q(y1,y2)), p1 = 5, p2 = 4, p= p1+ p2 = 9;
Q(Y1,Y2), randomly generated as described above, values not displayed.
The outcome of a computation is then that,
(p11, p12, p13) = (0,4,1);(p21, p22, p23) = (0,4,0);
C(Y12,Y22) = 13.1597 bits.
Example 3.20 Consider a tuple of Gaussian random variables of which the variance is generated as in the
previous example.
(y1,y2) ∈ G(0,Q(y1,y2), p1 = 5, p2 = 4, p= p1+ p2 = 9;
Q(y1,y2), randomly generated as described above.
Then
(p11, p12, p13) = (0,4,1); (p21, p22, p23) = (0,4,0);
C(Y12,Y22) = 13.9962 bits.
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Remark 3.21 As a final comment it is mentioned that the methods of this paper can be used to characterize
the rate region RMAC−C(κ1,κ2) of stationary memoryless multiple-input multiple-output (MIMO) additive
Gaussian MAC with common message, (28)-(33), using the weak stochastic realization of Gaussian random
variables, of Definition 2.17, and Proposition 2.18, and then specialized to the rate region RMAC(κ1,κ2)
without common message, defined by (34)-(37).
4 Concluding Remarks
This paper formulates the classical Gray andWyner source coding for a simple network with a tuple of multi-
variate, correlated Gaussian random variables, from the geometric approach of a Gaussian random variables,
and the weak stochastic realization of correlated Gaussian random variables. This approach leads to a very
general treatment of such problems, and provides insight which is missing when attacked by other methods.
A closed-form expression is derived for Wyner’s lossy common information between two multivariate cor-
related Gaussian random variables, when the decoders apply mean-square error decoding; it corresponds to
the minimum common message rate R0 on the Gray and Wyner rate region with sum rate R0+R1+R2 equal
to the joint rate distortion function, which is constant over a specific rate region. However, much remains to
be done to exploit the new approach to other multi-user problems of information theory.
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A Information Theory
The reader finds in this appendix a few formulas of information theory which are used in the body of the
paper. Most of these are known in the literature, and are found in standard books on information theory such
as, [6, 8, 32].
Entropy of a continuous-valued random variable X : Ω → R with a probability density with respect to
Lebesgue measure and with support on the real numbers, is defined by the formula, [8, p. 31, (2.4.24)],
H(X) =
∫ ∞
−∞
p(v) log(
1
p(v)
)dv. (185)
The term differential entropy is used for the entropy of a continuous-valued random variable in the literature
but this term will not be used further in this paper.
If the random variables X and Y are independent then by [6, Th. 2.6.6],
H(X ,Y ) = H(X)+H(Y). (186)
If for two random variables (X ,Y ) the conditional distribution of the random variable Y conditioned on the
random variable X exists then the conditional entropy is defined by the formulas,
H(Y |X) =
∫ ∞
−∞
∫ ∞
−∞
pY,X(v,w) log
( 1
pY |X (v|w)
)
dvdw. (187)
For these formulas see, [8, p. 31, (2.4.25)] and [6, p. 16, (2.12)]. It then follows from [8, p. 31] that
H(Y |X) = H(X ,Y )−H(X). (188)
Mutual information of a tuple of randomvariables (X ,Y ) is defined by the formulas, see [8, p. 31, (2.4.28)],
I(X ;Y ) =
∫ ∫
pX ,Y (v,w) log
( pX ,Y (v,w)
pX(v)pY (w)
)
dvdw ∈ [0,∞]. (189)
It follows from [8, Th. 2.3.2] and [6, p. 27] that I(X ;Y ) = 0 if and only if the random variables X and Y
are independent.
Mutual information is known to be invariant with respect to scaling with nonsingular transformations. Thus
for continuous-valued random variables X : Ω → Rn and Y : Ω → Rp and nonsingular matrices Sx ∈ Rn×n,
Sy ∈Rp×p, it is true that I(SxX ;SyY ) = I(X ;Y ). See [20].
Several relations between entropy and mutual information are,
I(Y ;X) =H(Y )−H(Y |X) = H(Y )+H(X)−H(X ,Y), (190)
I(Y1,Y2;X) =H(Y1,Y2)−H(Y1,Y2|X) = H(Y1,Y2)+H(X)−H(Y1,Y2,X). (191)
The first equality is proven in [8, p. 31, (2.4.26), (2.4.28)] and [6, p. 19, Th. 2.4.1].
Proposition A.1 Consider random variables Y1,1,Y1,2,Y2,1,Y2,2,X1,X2 such that the following two triples are
independent random variables, (Y1,1,Y2,1,X1) and (Y1,2,Y2,2,X2). Then the mutual information expression
decomposes additively,
I(Y1,1,Y1,2,Y2,1,Y2,2;X1,X2) = I(Y1,1,Y2,1;X1)+ I(Y1,2,Y2,2;X2). (192)
Proof The independence of the random variables and the following calculations establish the equality,
I(Y1,1,Y1,2,Y2,1,Y2,2;X1,X2)
= H(Y1,1,Y1,2,Y2,1,Y2,2)+H(X1,X2)−H(Y1,1,Y1,2,Y2,1,Y2,2,X1,X2) by equation (190),
= H((Y1,1,Y2,1),(Y1,2,Y2,2))+H(X1)+H(X2)−H((Y1,1,Y2,1,X1), (Y1,2,Y2,2,X2))
=
{
H(Y1,1,Y1,2)+H(X1)−H(Y1,1,Y2,1,X1)
}
+
{
H(Y1,2,Y2,2)+H(X2)−H(Y1,2,Y2,2,X2)
}
= I(Y1,1,Y2,1;X1)+ I(Y1,2,Y2,2;X2).
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Proposition A.2 Consider the random variables Y1,Y2,X. Assume that conditional dependence holds,
(FY1 ,FY2 |FX ) ∈CI. Then,
H(Y1,Y2|X) =H(Y1|X)+H(Y2|X), (193)
I(Y1,Y2;X) =H(Y1,Y2)−H(Y1|X)−H(Y2|X). (194)
Proof From conditional independence and for sets A1 ∈ FY1 and A2 ∈ FY2 follows that
PY1,Y2(A1×A2|FX ) =PY1(A1|FX )PY2(A2|FX ),
log(PY1,Y2(A1×A2|FX)) = log(PY1(A1|FX))+ log(PY2(A2|FX)),
from which the result follows.
I(Y1,Y2;X) =H(Y1,Y2)−H(Y1,Y2|X), by (191),
=H(Y1,Y2)−H(Y1|X)−H(Y2|X), by (193).

There follow several formulas for entropy and for mutual information of Gaussian random variables. The
main reference for this is the paper [20]. See also, [22, Appendix B]. Consider a tuple of jointly Gaus-
sian random variables (X ,Y ) ∈ G(0,Q(X ,Y)) with X : Ω → Rn, Y : Ω → Rp, Q(X ,Y ) > 0, and Q(X ,Y ) =(
QX QX ,Y
QTX ,Y QY
)
. Then,
H(X) =
1
2
ln
(
det(QX)
)
+
1
2
n ln(2pie), (195)
H(Y |X) =H(X ,Y )−H(X) = 1
2
ln
(
det(QY −QTX ,YQ−1X QX ,Y )
)
+
1
2
p ln(2pie), (196)
I(Y ;X) =− 1
2
ln
( det(Q(X ,Y ))
det(QY )det(QX )
)
. (197)
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B An Inequality for Determinants
An inequality for matrices is derived in this appendix which is needed in the body of the paper.
Lemma B.1 Consider the real-valued matrices A, B ∈Rn×n. Assume that,
0 ≤ I−ATA, 0< I−BTB, and rank(B) = n. (198)
Then,
det([I−ATA][I−BTB])≤ (det(I−ATB))2. (199)
A related result is mentioned at [15, Th. 9.E.6]. In that book the proof of corresponding result is referred
to the paper [12]. That reference has been received by the authors but they cannot read it because the paper
is in Chinese. However, the formulas of the paper they can read. Hua LooKeng developed these results to
calculate an orthonormal basis for a function of one complex variable. The proof of Lemma B.1 below is
analogous to that of Hua LooKeng in [12]. The main differences are in the assumptions.
45
Lemma B.2 [12, p. 464, 470]. Consider the matrices A,B ∈ Rn×n. Assume that I−BTB is a nonsingular
matrix and that rank(B) = n. Then
(I−ATA)− (I−ATB)[I−BTB]−1(I−ATB)T
= −(A−B)[I−BTB]−1(A−B)T . (200)
Proof Obviously,
BT (I−BBT ) = (I−BTB)BT , (I−BTB)B= B(I−BTB). (201)
From this equation, the assumptions that I−BTB is nonsingular and that rank(B) = n follows that I−BBT is
nonsingular.
Note the following calculations.
BT (I−BBT ) = (I−BTB)BT ,
⇔ BT (I−BBT )−1 = (I−BTB)−1BT , (202)
⇔ (I−BBT )−1B= B(I−BTB)−1; (203)
I = I−BTB+BTB
= (I−BTB)+BT (I−BBT )−1(I−BBT )B
= (I−BTB)+BT (I−BBT )−1B(I−BTB), by (201),
⇔
(I−BTB)−1 = I+BT (I−BBT )−1B; (204)
I = I−BBT +BBT
= (I−BBT )+B(I−BTB)−1(I−BTB)BT
= (I−BBT )+B(I−BTB)−1BT (I−BBT ), by (203),
⇔
(I−BBT )−1 = I+B(I−BTB)−1BT ; (205)
(I−ATA)− (I−ABT )(I−BBT )−1(I−ABT )T
= I− [I−BBT ]−1+ABT [I−BBT ]−1+[I−BBT ]−1BAT +
−A[I+BT (I−BBT )−1B]AT ,
= −B[I−BTB]−1BT +A[I−BTB]−1BT +B[I−BTB]−1AT +
−A[I−BTB]−1AT
using respectively (205), (202), (203), and (204),
= −(A−B)[I−BTB]−1(A−B)T .

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Proposition B.3 [12, eq. (2)]. Consider the symmetric positive-definite matrices Q1, Q2, Q ∈ Rn×n such
that Q1+Q2 = Q. Then
det(Q1)+ det(Q2)≤ det(Q). (206)
Proof By [16, Th. 12.7] and because Q1 and Q2 are positive-definite, there exists a matrix S ∈ Rn×n and a
diagonal matrix D ∈ Rn×n with D= Diag(d1, . . . ,dn)≥ 0 such that Q1 = SST and Q2 = SDST . Then,
Q = Q1+Q2 = S(I+D)S
T ,
det(Q) = det(S)det(I+D)det(ST ) = det(S)
n
∏
i=1
(1+ di)det(S
T )
≥ det(S)[1+
n
∏
i=1
di]det(S
T ) = det(SST )+ det(SDST ) = det(Q1)+ det(Q2).

Proof of Lemma B.1. By the assumptions, 0≤ (I−ATA), 0< (I−BTB), and rank(B) = n, from Lemma B.2
follows that
(A−B)[I−BTB]−1(A−B)T +[I−ATA]
= (I−ATB)[I−BTB]−1(I−ATB)T ;
0≤ det(I−ATA), by the assumption on A,
≤ det((A−B)[I−BTB]−1(A−B)T )+ det([I−ATA]),by an assumption on B,
≤ det((I−ATB)[I−BTB]−1(I−ATB)T )
by Lemma B.2, Proposition B.3, and by the assumptions,
=
(
det(I−ATB))2 [det([I−BTB])]−1,
⇒ det([I−ATA][I−BTB]) = det([I−ATA])det([I−BTB])≤ (det([I−ATB]))2 .

Another preliminary result is needed.
Proposition B.4 Consider the matrix QX ∈ Rn×nspd of Prop. 2.14 and the matrix D ∈ Rn×n of Def. 2.2. Thus
both QX > 0 and D> 0. Then,
D≤ Q−1X ≤ D−1 ⇔ D≤ QX ≤ D−1, (207)
D< Q−1X < D
−1 ⇔ D< QX < D−1. (208)
Proof Consider a symmetric matrix Q ∈ Rn×n satisfying 0< Q< I. Note that in general Q 6= QX . Its square
root exists and satisfies, 0<Q1/2 = (Q1/2)T ∈ Rn×n. Then
Q≤ I⇔ I = Q−1/2QQ−1/2 ≤ Q−1 ⇔ I ≤ Q−1. (209)
Hence,
QX ≤ D−1 ⇔ D1/2QXD1/2 ≤ I
⇔ I ≤ D−1/2Q−1X D−1/2,by equation (209),
⇔ D≤ Q−1X ;
D≤ QX ⇔ I ≤ D−1/2QXD−1/2
⇔ D1/2Q−1X D1/2 ≤ I, by equation (209),
⇔ Q−1X ≤ D−1.
The proof for the case with strict inequalities is similar. 
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Proposition B.5 Consider the matrices defined in Def. 2.2. Thus, D ∈ Rn×n, is a diagonal matrix satisfying
0< D, and the matrix QX ∈Rn×n satisfies QX = QTX and 0< D≤ QX ≤ D−1. Then,
det
(
[I−D1/2Q−1X D1/2][I−D1/2QXD1/2]
)
≤ det([I−D]2), ∀ QX considered, while, (210)
det
(
[I−D1/2Q−1X D1/2][I−D1/2QXD1/2]
)
< det([I−D]2), if QX 6= I. (211)
Proof First consider the case of D≤ QX but not D< QX . Then
det(I−D1/2QXD1/2) = det(D1/2[D−QX ]D1/2) = 0.
Because 0 < D< I the inequality (210) holds. If QX ≤ D but not QX < D then by Proposition B.4 D≤ Q−1X
but not D< Q−1X . Further,
det(I−D1/2Q−1X D1/2) = det(D1/2[D−Q−1X ]D1/2) = 0,
In this case the inequality (210) also holds.
Next consider the case in which D < Qx < D
−1. Lemma B.1 will be used to prove the result. Define
therefore,
A = (Q
−1/2
X )D
1/2, B= (Q
1/2
X )D
1/2.
First it is proven that the assumptions of the lemma are satisfied. Note that 0<QX implies that rank(QX ) = n.
This and the fact that rank(D) = n imply that rank(B) = rank(Q
1/2
X D
1/2) = n. Note further that,
I−ATA = I−D1/2Q−1X D1/2,
0< D≤ QX ≤ D−1 by assumption, ⇒
0 < D≤ Q−1X ≤ D−1, by Proposition B.4,
0 < D2 ≤ D1/2Q−1X D1/2 ≤ I ⇒
0 ≤ I−D1/2Q−1X D1/2 = I−ATA;
0< D< QX < D
−1 by the case considered,
0 < D2 < D1/2QXD
1/2 < I, ⇒
0 < I−D1/2QXD1/2 = I−BTB;
I−ATB = I−D1/2Q−1/2X Q1/2X D1/2 = I−D.
From Lemma B.1 then follows that,
det
(
[I−D1/2Q−1X D1/2][I−D1/2QXD1/2]
)
≤ det([I−D]2).
Next suppose that in addition QX 6= I. Then
A−B = Q−1/2X D1/2−Q1/2X D1/2 = Q−1/2x [I−QX ]D1/2 6= 0, using that, QX 6= I,
0 < (A−B)[I−BTB]−1(A−B)T , because 0< I−BTB, and A−B 6= 0,
det(I−ATA)
< det((A−B)[I−BTB]−1(A−B))+ det(I−ATA),
≤ det((I−ATB)[I−BTB]−1(I−ATB)T ), by Lemma B.2,
⇒ det((I−ATA)(I−BTB)) = det(I−ATA)det(I−BTB)
< [det(I−ATB)]2, by Lemma B.2 and its proof,
⇒ det([I−D1/2Q−1X D1/2][I−D1/2QXD1/2])< det([I−D]2), by substitution of A and B.

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