Abstract. We confirm several conjectures of Guo, Jouhet and Zeng concerning the factors of alternative binomials sums.
Introduction
It is well-known that for any n ≥ 1. Unfortunately, by using asymptotic methods, de Bruijn [1] has showed that no closed form exists for the sum n k=0 (−1)
k n k a when a ≥ 4. Observe that the right sides of (1.1) and (1.2) are both divisible by 2n n . Motivated by (1.1) and (1.2), in [2] , Calkin established the following interesting congruence:
for any positive integers n and r. Nine years later, Guo, Jouhet and Zeng [4] generalized Calkin's result and showed that for any positive integers n 1 , . . . , n h , n h+1 = n 1 ,
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In fact, they proved a q-analogue of (1.4):
where the above congruence is considered over the polynomials ring Z[q]. Based on some computer experiments, Guo, Jouhet and Zeng proposed several conjectures on alternative binomial sums: Conjecture 1.1. For any positive integers m and n, 
In this paper, we shall confirm these conjectures. For a prime p and an integer n, let ν p (n) denote the greatest integer such that p νp(n) | n. In particular, we set ν p (0) = +∞. Let φ denote the Euler totient function. Clearly Conjecture 1.1 is implied by the following theorem. Theorem 1.1. Suppose that n is a positive integer and r is a positive integer with r ≡ 2 (mod φ(
For a positive integer n, define
And define the q-binomial coefficient 
Now we shall prove that Theorem 1.2. Let α = ν 2 (n) and β = ν 3 (n). For positive integers r, s, t,
and
(1.14)
Further, we have
(1.15)
Let us explain why Theorem 1.2 implies Conjecture1.2. For example, since [2] q 2 α is a primitive polynomial (a polynomial with integral coefficients is called primitive if the greatest common divisor of its coefficients is 1), by (1.13), there exists a polynomial H(q) with integral coefficients such that
Thus substituting q = 1 in the above equation, we get
The proofs of Theorems 1.1 and 1.2 will be proposed in Sections 2 and 3.
Proof of Theorem 1.1
Suppose that p is an arbitrary prime divisor of 2n n and ν p ( 2n n ) = γ. Suppose that r > 2 be an integer such that
It is easy to see that r ≥ γ + 1. Then
Thus Theorem 1.1 easily follows from:
Lemma 2.1. Let p be a prime and n be a positive integer. Then
Notice that
So we only need to prove that Lemma 2.2. For each r ≥ 1,
where ⌊x⌋ = max{z ∈ Z : z ≤ x}. Note that p | 2n k if and only if the set {β : p β ∈ D 2n,k } is non-empty. Letting h = log p (2n) + 1, we have
Hence it suffices to show that
It is not difficult to see that
where Φ d (q) is the d-th cyclotomic polynomial. In particular, we have
Proof. We need a q-analogue of well-known Lucas' congruence (cf. [5] ):
for every d ≥ 2, where 0 ≤ x 2 , y 2 < d. For any β with β ∈ I and p β ∈ D 2n,n , write n = n 1 p β + n 2 with 0 ≤ n 2 < p β . Since
Assume that I = {α 1 , α 2 , . . . , α u } with
by noting that
If p is an odd prime, then
And if p = 2, then we have
Finally, clearly
for any α ∈ I.
Proof of Theorem 1.2
Recalling that
we have 2n
On the other hand, obviously
For any k with ν 2 (k) = α, we have 4n ≡ 0 (mod 2 α+1 ) and 2n + k ≡ 2 α (mod 2 α+1 ),
Combining (3.1) and (3.2), we have
And by (3.3) and (1.10), we conclude that
This concludes that
. Thus combining (3.3), (3.4) and (1.11), we get (1.14).
Finally, let us turn to (1.9). Suppose that ν 2 (n) = α. Since (r, s, t) = (1, 1, 1), we may consider the following three cases:
And if ν 2 (k) = α, then 8n ≡ 4n ≡ 0 (mod 2 α+1 ) and
Assume that ν 2 (k) = α + 1. Then 8n ≡ 0 (mod 2 α+2 ) and 4n + k ≡ 2 α+1 (mod 2 α+2 ).
It follows that 8n 4n + k q ≡ 0 (mod Φ 2 α+2 (q)).
And Φ 2 α+2 (q) = 1 + q
Case 3: r ≥ 2. We consider two subcases:
(i) n ≡ 2 α (mod 2 α+2 ). For any k with ν 2 (k) = α + 2, we have 8n ≡ 0 (mod 2 α+3 ) and 4n + k ≡ 0 (mod 2 α+3 ).
So 8n 4n + k q ≡ 0 (mod Φ 2 α+3 (q)).
And for any k with ν 2 (k) = α + 2, we have 4n ≡ 2 α+2 (mod 2 α+3 ) and 2n + k ≡ 2 α+2 + 2 α+1 (mod 2 α+3 ).
Then 4n 2n + k q ≡ 1 + q k ≡ 0 (mod Φ 2 α+3 (q)). (ii) n ≡ 3 · 2 α (mod 2 α+2 ). For any k with ν 2 (k) < α + 2, we have 8n ≡ 4n ≡ 0 (mod 2 α+2 ) and 4n + k ≡ 0 (mod 2 α+2 ), whence 8n 4n + k q ≡ 0 (mod Φ 2 α+2 (q)).
If ν 2 (k) ≥ α + 2, then 4n ≡ 0 (mod 2 α+2 ), 2n ≡ 2n + k ≡ 2 α+1 (mod 2 α+2 ), n + k ≡ 3 · 2 α (mod 2 α+2 ).
Hence 4n 2n + k q ≡ 2n n + k q ≡ 0 (mod Φ 2 α+2 (q)) and n k=−n (−1) k q ( 
