ABSTRACT: This is the second of a two-part paper dealing with distributed planning for Air Traffic Control. Three different organizational structures have been implemented: the Local, Centralized Architecture, and the Location Centered, Cooperative Planning System with one-and two-level Coordinator-Coworker Hierarchies. We present an initial, simplified analysis of the speedup obtainable by using the latter two organizational structures. The vehicle of our empirical studies, the Distributed Air Traffic Control Test Bed is then introduced. We discuss the design and the results of a series of experiments performed. We compare in the test bed performance measures of the three systems using the respective organizational structures. The comparisons are made at different levels of traffic density and problem size, in terms of communication overhead and processing time needed for planning.
INTRODUCTION
We present in the second part of this paper the results of a series of experiments comparing different organizational structures: the Local, Centralized Architecture (LCA), and the Location Centered, Cooperative Planning System (LCCPS) with one-and two-level Coordinator-Coworker Hierarchies (CCH). The latter two were implemented to control a Distributed Planning System (DPS) for Air Traffic Control (ATC). The Coordinator-Coworker paradigm, discussed in Part I of this paper, is used as a generic method of control. We have compared the respective performances of the organizational structures in simulating the Air Traffic Control environment in the Distributed Air Traffic Control (DATC) testbed. The comparisons were made at different levels of traffic density and problem size in terms of communication overhead and processing time needed for planning. (Note that the Local, Centralized Architecture can be viewed as a Coordinator-Coworker Hierarchy of zero level. Further, the reason for stopping at two levels in the DATC search tree is that with the traffic density prevailing in our experiments, there was no need for introducing a flexibly changing number of levels.)
PROCESSING TIME NEEDED FOR THE INCREMENTAL SHALLOW PLANNING PROCESS IN THE THREE ORGANIZATIONAL STRUCTURES STUDIED
Incremental Shallow Planning has been used to resolve potential incidents in the LCCPS. The process generates a DATC search tree. We have allowed in such trees up to two levels of branches. All branches need to be explored before the best plan-segment can be chosen. We call the development of each of such branches a task. A task level corresponds to the level of the branches the particular task is responsible to develop. Let N 1 and N 2 be the number of the first-and second-level tasks, respectively. The processing time needed to generate the DATC search tree with the Local, Centralized Architecture can be calculated as N 1 N 2 Σ t(T i ) + Σ t(T i,j )
(1) i=1 j=1
where t (T i ) is the time needed to complete task T i , and T i,j is the j-th level-two subtask of the level-one task T i .
Let us now assume that there is an unlimited number of processors available. The processing time needed to generate the DATC search tree for LCCPS with (1) one-and (2) two-level CCH can be put as N 2 Max { t(T i ) + Σ t(T i,j ) } (2) <i=1,...N 1 > j=1
and
Here n i is the number of level-two subtasks of the level-one task T i .
With an unlimited number of processors, relatively more parallel activities in the Coordinator-Coworker structure become possible with a two-level CCH, as can be seen in the above formulae. Let us accept for the time being the following simplifying assumptions:
• the execution time for every task is identically equal to t, • the number of level-two subtasks of each level-one tasks is equal to n (i.e., N 2 = n*N 1 ),
• the time needed for the coordinator-selection process is negligible, • the message-transmission-time for task-assignment and result-reporting requires negligible time, and
• every message is responded to immediately after reaching its destination.
In this case, the processing time needed for planning and the speedup obtained by using one-and two-level CCH is shown in Table 1 .
Architecture
Processing Time Needed Speed-Ups Obtained
Table 1 -Processing times needed for planning and the speed-ups obtained with the three organizational structures in the idealistic case when the simplifying assumptions described in the text hold However, in real life, none of the above assumptions hold exactly. Due to these complications, we cannot formulate analytically the exact duration of the planning processes. Therefore, we have designed and implemented a series of experiments in the DATC testbed. We have wanted to gain in it a better understanding in a quantitative manner of the impact of each contributing factor to the overall effectiveness of the three organizational structures studied.
A TESTBED TO STUDY DISTRIBUTED PLANNING IN THE AIR TRAFFIC CONTROL ENVIRONMENT
The DATC testbed is written in VAX LISP, a full version of Common LISP, running on a VAX-11/780 under the VMS operating system. (In further studies, we intend to use a cluster of workstations which was not available at the time the work reported here was performed.) The ultimate goal of creating a testbed is to provide a powerful and effective simulation environment for empirical studies on ATC which involve several different chosen organizational structures for distributed planning.
It is useful to consider multiple aircraft behavior at two levels. The lower level is navigationally oriented; the higher level is concerned with incident elimination and is strongly influenced by the imposed organizational structure. For instance, when an aircraft decides to descend from a certain altitude, it follows certain actions -a lower-level behavior. A higher-level behavior is exhibited when an aircraft detects a potential incident. Such high-level behavior characterizes the interactions between the aircraft and the consequences of such interactions. It also controls the distributed planning processes within the given structure, such as the responsibility delegated to some specific participating aircraft.
It is plausible to assume that every aircraft in the testbed uses the same planner to control its flight and to ensure its navigational safety. This planner will be called the distributed planner. It is also assumed that each aircraft is able to perform sensing, look-ahead, potential incident detection, plan generation and execution, communication, and if appropriate, negotiation. Furthermore, all aircraft are categorized into one of three different classes -namely, superjet (short for supersonic jets), jet and propeller. The classes have different performance characteristics, such as climb speed, maximum altitude, maximum speed, etc. Similarly, the runway status has different meanings with the three classes of aircraft, which is considered in the Process Control Structure. Every aircraft is supposed to have a flight plan and knows the a priori flight plan of each participating aircraft. The aircraft attempt to follow their flight plans as filed. Due to interaction with other aircraft and unforeseen circumstances, they must deviate from their flight plans at times. In doing that, they execute commands generated by various planning processes. These command are unknown to the others unless they are requested through communication.
Each aircraft undergoes various phases during its flight. The phases are takeoff, ascending, cruising, descending, holding, approach preparation, approaching, and landing. For each phase, the aircraft has a temporary goal (e.g., ascend to a specified altitude, cruise at a given speed, etc.) and some expected behavior.
There are three types of worlds in the testbed. The Real World (RW) reflects the situation in the global airspace containing all the participating aircraft and also monitors the performance of an organizational structure. The associated knowledge base is rather rich. It includes all aircraft's flight parameters, flight plans and the set of commands that can be issued. Note that no incidents occur in this world. (They must be detected and resolved by the aircraft involved, in advance.)
Every aircraft maintains the image of a Simulated World (SW), which reflects its surrounding environment on its radar scope. It is obtained by extracting the relevant information from the Real World directly.
Each aircraft creates and uses various Extrapolated Worlds (EW) to
• detect discrepancies between Extrapolated World and Real World situations at the appropriate time point,
• look ahead, and • detect potential incidents.
The Extrapolated World provides the aircraft an 'estimated future state' by extrapolating from the current situation over time. (The extrapolation of the flight paths can be both straight and curved line.)
The testbed can be run in either graphic or non-graphic mode. There are three worlds in the graphic mode. A three-dimensional perspective view is given of the airspace from a particular position.
In the Real World mode of presentation, the bigger, square-shaped viewport is used to show the Real World. The image consists of a grid which lies at the ground level, the mode of presentation -Real World (RW) -is indicated at the upper left corner, world time at the upper right corner, and a set of aircraft in the airspace. Each aircraft is shown by a symbol appropriate to its type. A line, consisting of exclamation marks, connects the aircraft and the grid. The point where this line intersects the grid shows the exact X and Y coordinates of the aircraft. Next to this point, there are three pieces of information: the aircraft ID, the current altitude in feet divided by 100 (rounded), and the current speed in knots per hour (rounded). All active aircraft's IDs, the phase they are in, and their current altitude and speed ('a' and 's', respectively) are shown in the tracing (smaller, rectangular) viewport.
In the Simulated World mode of presentation, the Simulated World is displayed in basically the same format, with three exceptions. First, the aircraft generating the SW, is shown in the upper left corner along with the mode of presentation. Second, the airspace is limited to the radar range of that aircraft. Third, the tracing viewport shows the current phase of the target aircraft, its surrounding aircraft and status information indicating whether it continues the look-ahead or starts a new look-ahead process. In the situation depicted, the aircraft in question does not have a plan yet and, therefore, it needs to look ahead a full Look-Ahead Time period.
In the Extrapolated World mode of presentation, the Extrapolated World is displayed again in about the same format. The only difference is that the airspace is significantly larger for the purposes of extrapolation.
The testbed is implemented on a uniprocessor. The difficulty of simulating the distributed planning process is overcome mainly by the message passing capabilities provided in the testbed. Similarly to the objects in an object-oriented programming environment, each aircraft in the testbed is capable of sending and receiving messages, and is responsible for its own behavior. Different modules of the aircraft kernel (see Figure 1 of Part I) are activated when a message is received. These modules in turn may trigger the communication-unit of the kernel to send further messages that will activate the modules of other aircraft's kernel.
The handling of time in our uniprocessor-based testbed is critical. The DATC testbed has to
• record the duration of each activity in terms of actual (real) time, • maintain the correct current Real World time from the perspective of each aircraft, and
• integrate the above two functions in the simulation of multiple aircraft activities.
The testbed provides several facilities for the above. A function called processor-time returns the CPU time elapsed since the testbed started. Knowing the beginning and ending processor time of a particular activity, one can calculate its duration.
The testbed also maintains a so-called aircraft world time for each aircraft. It is the Real World time from its perspective, and is recalculated and assigned to the respective aircraft at each of the following testbed stages:
• the Real World has just been updated, • the aircraft in question has just finished its current "perception phase",
• the aircraft has just processed a message.
Before an aircraft perceives or processes a message, the Real World is updated appropriately to reflect the correct situation. After the aircraft has finished its current perception phase or the processing of a message, a new aircraft world time is assigned to it. This reflects the time taken for the perceiving or message processing activity, and helps in the bookkeeping of actual times.
When an aircraft sends a message, a time-stamp is calculated and is associated with the message, indicating its sending time. Its value is the sum of the current aircraft world time of the sender and the duration of the current aircraft activity so far.
THE DESIGN OF THE TESTBED AND THE RESULTS OF EMPIRICAL INVESTIGATIONS
The comparison between the performances of the three architectures studied is in terms of communication overhead and processing time needed for the planning process, at different levels of traffic density and problem size. We have prepared 18 scenarios which differ from each other either in the number of participating aircraft (traffic density) or in the number of branches of the DATC search tree (problem size) or in the number of levels of CCH (architecture). We have employed three different traffic densities, two problem sizes and three architectures. The following convention is used for referencing a scenario. The reference consists of six characters in the form:
DdSsAa
The capital letters D, S, A are used to indicate traffic density, problem size and architecture, respectively. The lower case letters d, s and a stand for numbers. The problem of size one (S1) means that there exist two level-one and four level-two tasks during the incident resolution process. (Note that there are at most four tasks available in this problem. This is because we allow level-two branches to be developed only after all level-one branches are explored.) The problem of size two (S2) means that there exist three level-one and six level-two tasks during the incident resolution process. (The above choices were made after a careful consideration of computing time and memory requirements. In future studies, using a cluster of workstations, such limitations will be of much less concern.) We assume a baud rate (the number of bits per second that can be transmitted) of 9600 and that it requires 10 bits to transmit a character. Thus, the transmission time needed for a message m is equal to (message-length(m)*10)/9600
We define message-delay-in-response as the difference between the messageresponse-time and the message-receipt-time.
When the number of relevant aircraft increases, it should have a positive effect on systems based on the architectures with a one-or two-level CCH (A1 and A2, respectively). Namely, the extra processors working in these cases speed up the planning process by making better use of the available processing power. The value of the speedup in using the respective architectures A1 and A2 can be calculated according to the following formulae:
Here t(P A0 ), t(P A1 ) and t(P A2 ) are the times needed for the Incremental Shallow Planning process in the Local, Centralized Architecture (A0) and in the LCCPS architectures with one-and two-level CCH, respectively.
The result of the comparisons, involving test runs of 18 scenarios, shows that the architectures A1 and A2, in general, are more efficient than A0. However, for two scenarios (D2S1A1 and D2S2A1), each with two participating aircraft, the architecture A1 did not fully utilize the available processors. More importantly and surprisingly, architecture A2 did not perform better than architecture A1 in almost every scenario except when only two aircraft participate. Clearly, the management of the available processors plays an important role. In the trace dump of the simulation outputs generated by the DATC testbed, we have found that the delay-in-response to messages is the major cause for this phenomenon, which is explained next.
An aircraft can process the messages received only after having finished what it is currently doing (executing a task, processing a message, etc.). Thus, if some important "upstream" planning activities depend on the processing of such messages, the whole planning process is seriously affected. We have found two types of situations contributing to extended delays-in-response. First, when a coordinator is executing a task, all task-requesting messages must be temporarily suspended. This places the task requesters (the available processors) in a waiting state. Second, the confirmation process of a coordinator will also come to a halt when the nominee is executing a task. This also slows down the planning process considerably.
In order to minimize the probability of occurrence of the first type of situation, we have added more intelligence to the aircraft processors. We have derived several heuristics for the coordinators to follow. One such heuristics for a level-zero coordinator is: do not request a task unless all the other aircraft have been assigned tasks.
Note that this heuristic cannot be applied to the resolution of first-level incidents since several coordinators would then be waiting for the same reason at the same time, resulting in deadlocks. We notice when the number of relevant aircraft is larger than the number of first-level branches, some or all of the levelone coordinators must wait so that other available processors may be able to respond as well. The number of level-one coordinators to wait is the least of the number of first-level branches and the difference between the number of the relevant aircraft and the number of first-level branches. Let us call this minimum value n. We have caused the level-zero coordinators to require n level-one coordinators to wait. However, such wait is only temporary and is in order to avoid deadlocks. Its duration should also be relatively short for reasons of efficiency.
We have found no obvious cure for the second type of situation contributing to extended delays in response. We could either let the processors be interruptible or eliminate the nomination process needed for the resolution of level-one incidents. We have chosen the latter method in our studies because the number of coordinators required for the two problem sizes are small (3 for S1 and 4 for S2). We have thus modified the algorithm so that when a coworker detects a new levelone incident, it becomes a self-appointed coordinator for that incident in the architecture with a two-level CCH.
We can also notice two minor causes for some inefficiency in planning. First, when a coworker wants to request a task from a group of coordinators at a certain level it works for, it uses a scheme of equal-priority in selecting the task-source to request from. If the coworker processor is also in its own task-sources-list (i.e., the processor has the role of both the coordinator and the coworker), it may end up with requesting a task from another coordinator. This results in the generation and processing of external messages with task-requests and taskassignments and, in turn, decreases the average processor utilization, slowing down the planning process itself. We have, therefore, added a rule for the coworker in requesting tasks; namely, always request a task from itself whenever there is a choice (internal messages take no transmission time).
The other minor cause for inefficiency in planning we have found is that even when a given coordinator knows that it has no other task to be executed, it will not automatically notify the other aircraft about this situation. This may create many cycles of task-request and no-task-available messages, increasing the idle time of the task requesters. We have solved this problem by making the coordinator notify the other aircraft as soon as it is going to assign the last unassigned task ("no-other-task-available" message).
We have made the appropriate modifications and run 12 out of the 18 scenarios again (the scenarios involving architecture A0 are not affected by the added heuristics). We have found that by a careful message passing management with the architectures A1 and A2, the average delay-in-response is lower and the relevant aircraft become a more effective and efficient team for problem solving. Tables 3  through 6 show the corresponding results.
In Table 3 , we find that the total number of external messages generated and processed is lower for the architecture A2.
. Table 4 -The length of the incremental shallow planning process for scenarios involving A1 and A2
The average delay-in-response (in seconds) of a single message is lower in the second group of test runs than in the first one. .
D2 D3 D4
A1 S1 80.7 87.7 89.6 S2 41.4 172.4 223.7 A2 S1
77.9 82.9 222.7 S2 76.7 169.6 219.5 Table 6 -The average degree of processor utilization during the incremental shallow planning process over all relevant aircraft Table 4 to 6 are causally related to each other. As noted before, by a careful message passing management for the architectures A1 and A2, the average delayin-response to a single message over all scenarios will be shorter. This has been shown by the data collected in the second group of test runs. We have found the average degree of processor utilization and the percentage of speedup to be higher over all scenarios. The length of the incremental shallow planning process has also become much lower. Figure 4 shows the percentage of speedup in a graphical form for problem sizes S1 and S2, respectively. FIG. 4 -The percentage of speedup obtained by using a one-and two-level Coordinator-Coworker Hierarchy (A1 and A2) at three different air traffic densities (D1, D2 and D3) for problems of size 1 (S1) and size 2 (S2).
From the above two diagrams, we judge A1 to be a better choice if the number of first-level branches is equal to the number of relevant aircraft (as in scenarios D2S1 and D3S2). The additional message passing activity in connecting level-two tasks with level-one coworkers has a negative effect because there are no extra processors available for taking level-two tasks. When the number of first-level branches is less than the number of relevant aircraft by two, A2 becomes a better choice (as in scenario D4S1) because the extra processors employed in the planning process can now take care of the additional message passing activity. However, if the difference between the number of level-one branches and the number of relevant aircraft is only one (as in scenarios D3S1 and D4S2), the additional message passing activity reduces the overall system performance. Finally, if the number of first-level branches is greater than the number of relevant aircraft, A2 is a better choice (as in scenario D2S2) because A2 is a more flexible control structure than A1 -the processors can change roles more freely in it.
The overall conclusions are
• it is feasible to use LCCPS for distributed Air Traffic Control, • by a careful message passing management for architectures with a one-or two-level CCH, the relevant aircraft become an effective and efficient problem solving team, and
• which the better architecture is depends on the difference between the number of relevant aircraft and the number of first-level branches in the DATC search tree 3 .
Unfortunately, due to computing bottlenecks, we have not able to collect simulation data involving a higher number of participating aircraft and to provide more information about the third statement above. (For some of the most demanding scenarios, we have used almost 9 megabytes of core memory, and over 1400 Lisp functions have been employed.) It is, however, quite certain that when a cluster of workstations is used for similar studies, the computational bottlenecks would disappear and situations with much higher traffic densities can be analyzed.
CONCLUSIONS
The research reported in this two-part paper covers the design and implementation of a DPS, the Location Centered, Cooperative Planning System (LCCPS), for DATC. The results of experiments characterize the effectiveness of different organizational structures. The partitioning of nodes is demand-driven. Groups of aircraft, identified with their location, are organized according to a specific structure to resolve potential conflicts -hence the name Location Centered, Cooperative Planning System. The DATC testbed is used not only to display the lower-level navigational aspects of flying but also to perform the control activity for distributed planning. Crucial facilities have been identified and implemented to make the testbed as user-friendly as possible. The facilities available in it can also be employed in building a general-purpose testbed for DAI research.
We have developed organizational structures with one-and two-level Coordinator-Coworker Hierarchy. Their performance has been compared with that of the Local Centralized Architecture (which can be viewed as a zero-level Coordinator-Coworker Hierarchy). The comparison is in terms of communication overhead and the effectiveness of conflict resolutions. It has been shown empirically that one-and two-level Coordinator-Coworker Hierarchies provide increased processing efficiency and capabilities, improved flexibility and reliability, and lower processing costs.
In summary, the results of our studies fall into the following three categories of achievement:
• the design and implementation of mechanisms to deal with the problems of connection, communication, uncertainty and coherence,
• the design and implementation of a general-purpose testbed for DAI research,
• the qualitative and quantitative evaluation of the feasibility of delegating planning responsibilities to processors on each individual aircraft in a DATC regime.
The studies have improved our understanding of Distributed Artificial Intelligence, in general, and have demonstrated the importance of DAI in the world of DATC, in particular.
Finally, the following future research directions may be pointed out:
• adding a priority level to each message so that more urgent messages can be processed earlier,
• adding more intelligence to the Message Processing Module so that messages resulting in higher productivity of the whole system can be responded to earlier,
• enabling some of the planning processes to be interrupted so that messages can be responded faster, which in turn improves processor management,
• studying the effects of noise in message transmission, • studying the effects of letting coordinators choose an organizational structure in which the number of levels of the Coordinator-Coworker hierarchy depends on the situation, and
• implementing a multiprocessor version of the DATC testbed for simulation purposes.
These studies will have to be done in using a cluster of workstations to eliminate computational bottlenecks. It is hoped that our present results will pave the way to future implementations of a LCCPS for Air Traffic Control.
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