Network coding-based routing has been widely considered as a promising technology to improve the network throughput of wireless multihop network. However, existing network coding aware routings have the problem of failure decoding and usually neglect the transmission scheduling, which degrades the gain of network coding. In this article, a common network coding condition and traffic matching supported network coding aware routing is proposed for wireless multihop network. In this, common network coding condition is proposed to avoid the problem of failed decoding. In addition, traffic matching mechanism is presented to promote the occurrence of network coding. Besides, a coding and load aware routing metric, which jointly considers the network coding opportunity and node load, is designed to evaluate the discovered paths. Extensive simulations on NS2 demonstrate that CTNR increases the number of coding opportunities and network coding occurrence, and improves network throughput.
Introduction
Wireless multihop network 1 consists of nodes with wireless communication capability. Each node in wireless multihop network acts as both end device and router. The typical wireless multihop networks include wireless mesh networks (WMNs), 2 wireless sensor networks (WSNs), 3 mobile ad hoc networks (MANETs), 4 and vehicular ad hoc networks (VANETs). 5 Compared with other wireless communication systems, for example, cellular network, the wireless multihop network can be easily deployed at low cost without fixed infrastructure and can be applied in many fields, such as emergency communication, environmental monitoring, and so on.
The transmission in a wireless multihop network from source to destination, which is out of the transmission range of the source, needs the relaying of intermediated nodes. Therefore, routing which determines the path of the transmission is critical to the performance of wireless multihop network. [6] [7] [8] However, due to the open nature of wireless channel, the transmission in wireless multihop network is easily influenced by wireless interference, which leads to low network throughput and makes routing in wireless multihop network a great challenge.
network. Therefore, the network layer network coding is usually exploited in the routings for wireless multihop network. Actually, the network coding applied in routings can be divided into intraflow network coding and interflow network coding, according to the packets involving network coding belong to the same flow or different flows. The intraflow network coding-based routings usually use random linear network coding and combine with opportunistic routing to improve the reliability of transmission, 15 whereas interflow network coding-based routings usually exploit XOR operation to reduce the number of transmissions and improve network throughput. The interflow network codingbased routing, which is also known as network coding aware routing or coding aware routing, is the focus of this article.
The coding opportunity architecture (COPE) 17 for wireless multihop network and classical coding topologies were proposed. But the network coding opportunities discovery in COPE is independent of routing discovery, and the classical coding topologies are limited within one hop range of coding node, which both neglect potential coding opportunities. The routing with opportunistically coded exchanges (ROCX) and the concept of network coding aware 18 were proposed, which combine network coding opportunities discovery with routing discovery to increase coding opportunities among routes. But ROCX detects coding opportunities based on the classical coding topologies.
The distributed coding aware routing (DCAR) 19 was proposed. In DCAR, the multihop network coding condition (MNCC) was proposed, which extends the range of classical coding topologies in COPE. However, the false coding effect may exist in some scenarios using MNCC, 20 and generalized coding condition (GNCC) and free-ride-oriented routing (FORM) 20 were proposed. Network coding and interference are jointly investigated by Peng et al. 21 and Hou et al. 22 But Peng et al. 21 exploits the classical coding topologies as ROCX to detect coding opportunities, and the network coding condition is not considered by Peng et al. 21 The improved generalized coding condition (IGCC) was proposed. 23 But the overheard packets in IGCC must be native packets. And IGCC includes five rules and is hard to be realized. The distributed greedy coding aware deterministic routing (DGCDR) was proposed. 24 Nevertheless, the coding condition in DGCDR is only necessary, not sufficient.
The classic network coding routings put emphasis on the increasing of coding opportunities through improving the network coding conditions. [13] [14] [15] However, existing network coding conditions are only valid under certain conditions and may lead to failure decoding problem in certain scenarios. On the other hand, network coding opportunity at one node only means that network coding potentially take place at the node, but existing coding aware routings exploit opportunistic network coding scheduling (ONCS) for packets transmission scheduling, which cannot guarantee the occurrence of network coding. Take the scenario in Figure  1 (b) as an example. The network coding needs packets from different flows. But due to the wireless channel contention, the wireless node cannot receive packets from different flows at the same time, for example, node 2 can only receive P1 and P2 one by one. If P1 is not queued at node 2, and sent out immediately after being received, the coding operation of P1 È P2 will not take place. Therefore, the packets transmission scheduling directly affects the occurrence of network coding, and finally influence the performance of coding aware routings.
Currently, some network coding-oriented scheduling algorithms have been proposed. [25] [26] [27] [28] [29] [30] [31] The flow-based scheduling algorithm was proposed 25 to improve the throughput of COPE. Markov model-based scheduling algorithms were presented. [26] [27] [28] [29] [30] [31] But the references [26] [27] [28] [29] only considered the simple chain topology and infinite length queue, which are not real in wireless multihop network. Shao et al. 30 proposed traffic shaping-based transmission scheduling. Lu and Wan 31 presented the low-jitter wireless transmission algorithm based on buffer management (BLJCR). However, references 25, 29, 30 do not consider the improvement of network coding condition.
To solve the problems of network coding condition and transmission scheduling in existing network coding aware routings, this article proposes common network coding condition and traffic matching supported network coding aware routing (CTNR) for wireless multihop network. In CTNR, the common network coding condition (CNCC) is proposed. CNCC can be applied to determine the network coding opportunity of general scenarios, for example, multiple flows with multiple coding nodes. In addition, the traffic matching mechanism (TMM) is presented to match the packets from different flows existing network coding opportunity, which increases the number of actual network coding occurrence. Extensive simulations on NS2 demonstrate that CTNR increases the number of coding opportunities, the percent of coding packets and improve the network throughput.
The contributions of this article are as follows:
1. The CNCC is proposed to detect network coding opportunities. The proof of sufficiency and necessity of CNCC is presented. The CNCC can be applied in the scenarios of multiple flows with multiple coding nodes. Based on CNCC, more coding opportunities can be discovered and the undecodable problem of previous network coding condition can be avoided. 2. The TMM is proposed to solve the scheduling problem of wireless network coding. Through traffic matching, the packets from different flows at the node existing coding opportunity can be matched to promote the occurrence of network coding. 3. A CLRM is presented, which jointly considers the node load and coding opportunity. CLRM can balance the network load and postpone network congestion.
This article is organized as follows: The related works and motivations are presented in ''Related works and motivations'' section. ''Design of CTNR'' section gives the detailed design of CTNR routing algorithm. Simulation details and performance analysis are presented in ''Simulations and performance analysis'' section. ''Conclusion'' section concludes this article.
Related works and motivations
Before delving into the related works of network coding aware routings, related terms in network coding aware routings are given first. If one node v is on one flow f, and the packets of flow f take place network coding at v, then v is called coding node of flow f and the flow f is called coded flow. For one flow f, if there is no coding node on f, then the flow f is called native flow. The packet that has never been coded is native packet, whereas the packet that has been coded is coded packet. COPE 17 is proposed by Katti et al. to address the unicast routing through exploiting network coding in wireless multihop network. And five classical coding topologies (Chain topology, ''X'' topology, Cross topology, and Wheel topology) existing coding opportunities are given in COPE as shown in Figure 2 .
However, it is obvious from Figure 2 that the coding topologies in COPE require that decoding must take place at the next hop of the coding node, which limits the range of coding topologies. On the other hand, the network coding function in COPE is placed between the network layer and MAC layer, which means that network coding in COPE is independent of the routing discovery. Actually, the coding opportunities in COPE are discovered based on five classical coding topologies in the discovered routes, which may miss the routes with more coding opportunities.
For the separation of network coding and routing in COPE, the network coding aware concept was proposed by Ni et al. 18 in ROCX. ROCX combines network coding function with the routing function, which can proactively detect coding opportunities in routing discovery phase. Compared with COPE, ROCX can find the routes with more coding opportunities. Take the scenario in Figure 3 as an example. In Figure 3 , there are eight nodes and two flows, flow1 and flow2. Then node 5 wants to send packets to node 8. If the number of hops is taken as routing metric, path1 and path2 will be discovered by node 5, but path1 will be chosen by COPE, since path1 needs three hops and path2 needs four hops. After the path1 has been chosen as routing, the network coding function will detect the coding opportunities in path1. However, there is no coding opportunity in path1. If ROCX is exploited, node 5 also finds path1 and path2, but ROCX finds that if path2 is chosen as routing, coding opportunities will exist at node 4 and node 9, and fewer transmissions will be needed compared with path1. However, ROCX also detects coding opportunities based on the classical coding topologies of COPE.
In DCAR, 19 the MNCC of two flows at the intersecting node is given. Figure 4 illustrates an example of the multihop coding topology. In Figure 4 , the node 4 overhear packet from node 7, which are both two hops away from the coding node, node 2. It is clear from Figure 4 that the overhearing and decoding can be multihop away from the coding node, which extends the range of coding topology and increases the number of network coding opportunities.
Actually, the MNCC is valid only when the two intersecting flows are both native flows. However, when one of the intersecting flows is coded flow, the MNCC may be not valid anymore in a certain scenario. Guo et al. 20 found the invalid problem of MNCC in a certain scenario and presented some improved strategies as shown in Figure 5 .
In Figure 5 (a), there are three flows, flow1, flow2, and flow3. flow1 and flow3 intersect at node 5, whereas flow2 and flow3 intersect at node 6. According to MNCC, there exists coding opportunity at node 5 for flow1 and flow3, and flow2 and flow3 can be coded at node 6. However, once flow1 and flow3 are coded at node 5, the flow3 becomes a coded flow and MNCC is not valid in fact. Then if flow2 and flow3 are coded at node 6, the destination of flow2 will eventually get the undecodable packet P1 È P2, instead of intended native packet P2. And improving strategies are given in Figure  5 (b)-(d). In Figure 5 (b), assume node A is between node 5 and node 6, and overhears P1 from node 2. A can retrieve the native packet P3 through decoding, and node 10 can get P2 finally. In Figure 5 (c), if node B is inserted between node 9 and node 10, and node B can overhear P1 È P3 from node 5, then node B can obtain the native packet P2 through decoding. In Figure 5 (d), assume node 9 can overhear packet P1 from node 2, then node 10 can obtain P2 in final through decoding at node 9 and node 10, respectively.
Based on the improving strategies of MNCC, the general network coding condition (GNCC) 20 was proposed. However, one item of the GNCC requires that the packet that participates in network coding should be native packet, which is too strict. On the other hand, GNCC considers the scenarios of two native flows or one coded flow with one native flow. 21 In an actual network, the scenario of two code flows may also appear. In addition, the GNCC only presented general guiding method, instead of formal and specific rules to detect coding opportunity as MNCC.
The interference and network coding are also jointly considered. 21, 22 However, in the research of Peng et al. 21 the network coding opportunity is detected based on the classical coding topologies as COPE, whereas the network coding condition is even not investigated by Hou et al. 22 The improved general network coding condition (IGNCC) and the drawbacks of GNCC were proposed. 23 However, the IGNCC requires the overhead packets must be native packets, which is a great limitation to overhearing. In addition, IGNCC includes up to five rules to identify the network coding opportunity, which is complicated to realize in a real network. The necessary, but not sufficient network coding condition is presented. 24 Although the coding condition is simple and easy to realize, 24 the not sufficient network coding condition may also result in the failure decoding problem, which degrades the gain of network coding.
The increasing of network coding opportunities is an important goal of existing network coding aware routings. However, network coding opportunity only means that network coding may happen, but cannot guarantee the inevitable occurrence of each network coding. Actually, the traffic transmission scheduling directly influences the actual occurrence of network coding. Take the scenario in Figure 1(b) as an example. If the packets of flow1 and flow2 are not queued, and node 2 sends out the received packets immediately, then network coding will never happen at node 2, although there indeed exists coding opportunity for flow1 and flow2 at node 2. The reason is that node 2 can only receive packet from one node, node 1 or node 3, at any time, due to the open nature of wireless channel. And it is impossible for node 2 to have packets from both flow1 and flow2 at the same time, which is prerequisite for the occurrence of network coding. Therefore, the scheduling of packets transmission is critical to the occurrence of network coding in network coding aware routings, which directly affects the network coding gain. Figure 1 (b) demonstrates the extreme situation where node 2 cannot queue received packets. In fact, even in the situation that the packets can be queued, the occurrence of network coding is still influenced by the transmission scheduling and arrival order of packets. Some researchers had realized the importance of packets transmission scheduling to the network coding aware routings. Zhao and Medard 25 analyzed queue changing and packets transmission of the cross-coding topology in COPE. The virtual queue for each flow is designed at coding node to improve the performance of COPE. However, the packets transmission scheduling 25 is round-robin manner, which neglects the different arrival time of packets that can be coded together. The Markov model and optimized algorithms are exploited to analyze and optimize the network coding scheduling. [26] [27] [28] [29] However, these four references [26] [27] [28] [29] only investigate the scheduling in classical coding topologies (e.g. chain topology or cross topology) with infinite length queue at each node, which is too ideal to exist in a real wireless multihop network. In addition, the computing cost of the optimized algorithms [26] [27] [28] [29] used may greatly increase in wireless multihop network.
Shao et al. 30 proposed the traffic shaping basedtransmission scheduling mechanism to increase the number of occurrence of network coding in WSN. But the network coding condition is not considered. The queue length-based transmission scheduling mechanism is presented for the network coding aware routing. 31 Before the packets transmission, the network jitter training phase is run first to search the optimal threshold of queue length control policy. However, the network is dynamic, which lead to the fluctuation of the optimal threshold. And the threshold 31 is fixed.
Design of CTNR

CNCC
In network coding aware routings, network coding condition defines the method to detect network coding opportunities. Therefore, network coding condition determines the capability of network coding aware routing to exploit network coding, which is crucial to network coding aware routings. Actually, the network coding condition should meet the following requirements: (1) The destination of each flow that involves network coding can get the intended native packet. (2) The method defined by network coding condition should be operable and include specific calculation. In this section, the existing network coding conditions are analyzed first, then the CNCC is presented and proved.
Before delving into the analysis of existing network coding conditions, the notations of related terms are defined first. The node where network coding takes place is coding node, whereas the node where coded packet is decoded is called decoding node.
Lemma 1
One hop network coding condition (ONCC). The sufficient and necessary network coding condition is that, each next hop of the coded packets can decode the encoded packet and obtain the intended native packet.
The Lemma 1 is proposed in COPE. 17 It is obvious from Lemma 1 that the next hop of the coding node is just the decoding node, which limits the coding topologies within one hop of the coding node as shown in Figure 2 . Besides, the ONCC puts emphasis on the decodable of the coded packets at the next hop of coding node and does not give the detailed computing method to detect coding opportunities. In fact, in COPE, the network coding opportunities are detected through comparing the flows topology with the classical coding topologies.
Lemma 2
MNCC. Assume two flows, f 1 and f 2 , intersect at node v, and the channel condition and scheduling are ideal, then the sufficient and necessary network coding condition for f 1 and f 2 at node v is as follows:
The Lemma 2 is presented in DCAR. 18 As illustrated in Figure 5 , MNCC holds when both f 1 and f 2 are native flows. However, when f 1 or f 2 is coded flow, the MNCC may not hold anymore and probably result in the undecodable problem of coding packets.
Lemma 3
GNCC. For a potential coding node, the GNCC is that
1. There exist upstream decode-capable nodes, that can extract the intended native packet for the node on the considered flow. 2. There exist downstream acquisition nodes, which can overhear enough packets (either native or encoded) to decode, on other flows associated with the encoding function at this node.
The Lemma 3 is presented 20 based on the analysis of Figure 5 . However, the item (1) of the GNCC is not essential. The analysis in Figure 5 considers one native flow and one coded flow, but the scenario with two coded flows are not investigated. In addition, Lemma 3 presents the principles of network coding condition instead of specific calculating method with operability.
To address the problems of existing network coding conditions, the CNCC is presented in this article. Before giving the definition of CNCC, the scenario with two coded flows is analyzed first. Figure 6 demonstrates the different result of example scenario with two coded flows. In Figure 6 , there are four flows and 22 nodes. flow1 and flow2 intersect at node 7, whereas flow3 and flow4 intersect at node 13. At this time all the 4 flows are native flows. According to MNCC, flow1 and flow2 can be coded at node 7, whereas flow3 and flow4 can be coded at node 13. Then flow2 and flow3 both become coded flows, and they intersect at node 15.
As shown in Figure 6 (a), it appears that flow2 can be coded with flow3 at node 15 according to MNCC. However, if flow2 and flow3 are coded at node 15, neither flow2 nor flow3 can eventually get intended native packet, which is also called false decoding effect. Actually, flow2 and flow3 are coded flows and MNCC no longer holds.
In Figure 6 (b), flow2 overhears coded packet P3 È P4 from node 14 at node 9, and flow3 overhears coded packet P1 È P2 from node 8 at node 16. If the flow2 is coded at node 15 with flow3, then all the four destinations of the four flows can get intended native packets. It is obvious from Figure 6 (b) that the overheard packets by flow2 and flow3 are just the packets involving the coding at node 15.
In Figure 6 (c), the destinations of the four flows can obtain native packets, respectively. It is interesting to observe that flow2 get the native packet P2 eventually at node 11 after multiple decoding. After flow2 is coded with flow3 at node 15, the coded packets P1 È P2 È P3 È P4 is sent to node 9. At the intermediate nodes, node 9, node 10, and node 11, P1 È P2 È P3 È P4 is decoded one time at each node. And finally, node 11 gets the native packet P2.
In Figure 6 (d), flow2 is coded with flow1 at node 7. And flow2 is decoded at node 8 just one hop after node 7. Besides, flow3 is also decoded at node 14 just after the coding at node 13. Therefore, when flow2 and flow3 intersect at node 15, the packets from flow2 and flow3 are both native packets. And finally, both flow2 and flow3 can get intended native packets.
Based on the above analysis of the example scenario in Figure 6 , the design of CNCC should consider the following aspects:
1. The overhearing node is just the decoding node.
As depicted in Figure 6 , each overhearing node decoded the coded packets using the overheard packet. 2. The overhearing through wireless channel should be beneficial to decoding, no matter whether the overheard packet is native packet or coded packet. Take the scenario in Figure  6 (b), for example, the node 9 overhears the coded packet P3 È P4 from node 14, and node 10 overhears native packet P1 from node 1. Both P3 È P4 and P1 are helpful to the decoding for getting the native packet P2. 3. Since CNCC considers the coding problem of coded flows, the decoding needs multiple decoding and multiple overhearing. As shown in Figure 6(c), the flow2 experiences three decoding operations before obtaining the native packet P2 at node 11. 4. Although decoding takes places at overhearing node, the decoding after coding can make the subsequent coding clearer and easier to decoding, when there are multiple decoding options.
As illustrated in Figure 6 (d), if flow2 is not decoded at node 8, P3 È P4 will participate in the coding at node 15. Then flow3 need to consider eliminate P1 from the coded packet after the coding at node 15.
Before delving into the definition of CNCC, related terms are presented first. Assume one node v 2 N (u), then the packet sent by node u can be overheard by node v. The node v is called overhearing node, whereas the node u is called overheard node. And the packet overheard by node v form node u is expressed as H(u). In a special situation, the node v is just the node u, that is, u = v, although the overhearing no longer exists, the packet from u is still expressed as H(u). In addition, the XOR operation of m overheard packets is denoted by
. Assume the coded packet P c is the XOR operation result of n native packet, that is, P c = X n i = 1 p i , then the symbol SN(P c ) is the set of native packets that generate P c through coding, that is, SN(P c ) =
In addition, the symbol jSN(P c )j is the number of elements in SN(P c ). Assume there is one node v on flow f and the node v sends packet P of flow f . If jSN(P)j\jSN (P c )j and SN(P) & SN (P c ), then node v is the decoding related node of P c , and the flow f is called the decoding related flow of P c . The set of decoding related nodes of P c is expressed as DRS(P c ).
Theorem 1
CNCC for 2 flows (CNCC-2). Assume two flows, f 1 and f 2 intersect at node v. The original native packets at sources of f 1 and f 2 are P 1 and P 2 , respectively. Before the node v, f 1 and f 2 may have been coded or not. Assume the XOR operation result of packets from f 1 and f 2 at node v is P c . The sufficient and necessary condition for f 1 and f 2 to carry on network coding at node v and successful decoding for each flow is as follows:
Proof. The sufficiency proof of CNCC-2 and the necessity proof of CNCC-2 are investigated, respectively.
Proof of sufficiency. Assume the item (1) and (2) of CNCC are satisfied. Besides, the coding result of f 1 and f 2 at node v is P c . According to item (1), each d i is just the overhearing node and decoding node for f 1 . At node d 11 , the overheard packet from u 21 is H(u 21 ), and the following decoding operation is performed, and the decoding result is DC 11 (P c )
At node d 12 , the overheard packet from u 22 is H(u 22 ), and the following decoding operation is performed, and the decoding result is DC 2 (P c )
The operations at d 1i (2\i\m À 1) is similar with that at node d 12 . At the node d 1(mÀ1) , the decoding result is DC (mÀ1) (P c )
Finally, at the node d 1m , the decoding result is DC m (P c )
Replace the DC (mÀ1) (P c ) in equation (4) with the definition of DC (mÀ1) (P c ) in equation (3) and so on, the equation (4) eventually can be expressed as follows
According to the item (1) of CNCC, there is
Similarly, we can get DC 2m (P c ) = P 2 , which means that f 2 can get the native packet P 2 at node d 2n . Therefore, both f 1 and f 2 can get intended native packets respectively, that is, both f 1 and f 2 can decode to get native packets successfully. So, the f 1 and f 2 can be coded at node v. The sufficiency of CNCC-2 is proved.
Proof of necessity. Assume f 1 and f 2 can be coded at node v. Obviously, f 1 and f 2 can get the native packet through decoding at overhearing nodes after node v. As analyzed in Figure 6 , multiple decoding may be needed to get the native packet. For flow f 1 , assume m decoding operations are needed after coding at node v, that is, there will be m overhearing nodes in the D(v, f 1 ). For any overhearing node d 1i (1\i\m), it overhears the packet that is beneficial to decoding, that is, the overheard packet should be from the decoding related node of P c . Therefore, there exist node u 2i , which is the neighbor of d 1i , and u 2i 2 DRS(P c ). In special situation, the u 2i is just the node d 1i , that is, H(u 2i ) = P 1 . And the item (1) holds. Similarly, the item (2) holds as well. And the necessity of CNCC-2 is proved. Based on the proof of sufficiency and necessity, the Theorem 1 is proved. The scenarios in Figure 6 are used to show the application of CNCC-2. In Figure 6 (b), flow2 and flow3 intersect at node 15, P c is P1 È P2 È P3 È P4. According to CNCC, there are (1) 9 2 D(15, flow2), 9 2 N(14), 14 2 DRS(P c ), H(14) = P3 È P4; 10 2 D(15, flow2), 10 2 N (1), 1 2 DRS(P c ), (1) and (2) of the CNCC-2. Therefore, flow2 and flow3 can be coded at node 15 according to CNCC-2. And Figure 6 (b) confirms that flow2 and flow3 indeed can be coded and both flows can get native packets finally.
Theorem 2
CNCC for multiple flows (CNCC-M). Assume M flows, f 1 , f 2 , . . . , f M , intersect at node v. The original native packets at sources of the M flows are P 1 , P 2 , . . . , P M , respectively. Besides, the packets of the M flows arriving at node v are P 
H(u jk
Similarly, for f 1 and f 3 , there are
And for f 2 and f 3 , there are
Perform XOR operation on the left and right sides of the equations (6), (9) , and (10), then there is
Perform XOR operation on the left and right sides of the equations (6) and (7), then there is
Perform XOR operation on the left and right sides of the equations (12) and (13), then there is
Similarly, there are
Based on the result of equations (14)- (16), the three flows can get the intended native packets through decoding.
When M = 4, there is P c = P
Since f 1 and f 4 satisfy CNCC-2, then according to CNCC-2 there are
According to equation (6) and
According to equation (8) , the equation (19) can be expressed as
According to equation (17), the equation (20) can be expressed as
Therefore, there are
Similarly, when M = 5, there are
Similarly, when M = 6, there are
and
Based on the above rules, when M = 2k + 1, there is
. Then, each native packet can be obtained as the equations (14)- (16) .
Based on the above analysis, when any two flows of the M flows satisfy the CNCC-2, the M flows can be coded together, and each flow can obtain the native packets successfully through decoding. Therefore, the sufficiency of CNCC-M is proved.
Proof of necessity. Assume the M flows can be coded at node v and the coded packet is P c = X M i = 1 P 0 i , where the P 0 i is the packet arriving at node v of flow f i . Then for any two flows of the M flows, f i and f j , they both can obtain the intended native packets P i and P j through decoding. Assume K i and K j are the decoding parameters for f i and f j to obtain native packets P i and P j , respectively. The decoding operations can be expressed as follows
Although the P c as mentioned above is the XOR result of the M arriving packets of the M flows, the P c must contain P 0 i and P 0 j , and P c can be expressed as follows
where P eij is the XOR result of packets that form the P c excluding P (22) can be expressed as
Similarly, assume K jd is the XOR result of the decoding related packets of P (23) can be expressed as
Consider the P eij and K ind in equation (25) . Since P eij is the XOR result of the packets generating P c excluding P 0 i and P 0 j , P eij is not related with P 0 i and P 0 j . In addition, K ind is the XOR result of the not decoding related packets of P 0 i È P 0 j , so the result of (P eij È K ind ) should be all zero. Otherwise, the result of equation (25) will include the packet except P i 0 and P j 0 . Besides, assume P 0 i È P 0 j = P cij . Then the equation (25) is expressed as follows
Similarly, P eij È K jnd should also be all zero. And the equation (26) can be expressed as follows
Consider the equation (27) , since the aim of K id is to recover P i from P cij , decoding will take place at downstream nodes, which overhear the decoding-related packets from neighbors. So, the K id can be expressed as
, and there is
where u jk is the node send decoding related packet of P cij .
Similarly, K jd can be expressed as
and there is
According to equations (29) and (30), f i and f j meet the requirement of the CNCC-2. In addition, since f i and f j are randomly selected from the M flows, any two flows of the M flows satisfy the CNCC-2 when the M flows can be coded at v and can be successfully decoded eventually. The necessity of CNCC-M is proved.
Based on the sufficiency and necessity proof of CNCC-M, the CNCC-M is proved. Assume M flows satisfy the CNCC-M at node v, and the M flows are coded together generating coded packet P c , then the coding degree of the P c is M, the coding is called full coding, and the P c is a full coded packet. According to theorem 3, any N (N ł M) flows of the M flows also satisfy CNCC-M, the N flows can also be coded at node v. If only N flows are coded at v and the coded packet P c 0 is generated, then the coding degree of the P c 0 is N , the coding is called nonfull coding, and the P c 0 is nonfull coded packet.
Load balancing and coding aware routing metric
In network coding aware routings, routing metric is used to evaluate the discovered paths. Therefore, routing metric is a critical aspect of network coding aware routings. The routing metric of CTNR should consider the following aspects:
1. Network coding benefit. Network coding reduces the number of transmissions, consumes less network resource, and improves network throughput. In addition, higher coding degree also brings better benefit. Therefore, the number of coding opportunities on paths and the coding degree at each coding nodes should be reflected in the design of the routing metric. 2. Network load. It is interesting from the analysis in ''CNCC'' section that network coding usually takes place at intersecting nodes. For new arriving flow, it needs to intersect with existing flows to create more coding opportunities, which may result in network congestion on the other hand. So, there should be a trade-off between load balancing and coding opportunities increasing. 3. Path quality. The discovered path consists of multiple wireless links. So, the path should avoid the wireless link with poor link quality, which easily results in packets lost and retransmission.
Considering the above factors, the coding and load aware routing metric (CLRM) is designed in this article.
Consider the wireless link l ij on the discovered path P, which is the link between node i and node j. The quality of l ij can be evaluated through the expected transmission number (ETX) to finish one successful packet delivery. The ETX value of link l ij is defined as follows
where d(l ij ) is the number of needed transmissions for one successful delivery, and P(d(l ij ).k) is the probability that d(l ij ) is larger than k. Consider the definition of ETX (l ij ), it reflects the link quality of l ij on one hand. On the other hand, ETX (l ij ) is the expected transmission number, which reflects the network resource consumption of the link l ij and is an important factor of network coding gain. Now consider the coding opportunity at node i. If the new arriving flow along the path P can be coded at node i with other (k À 1) existing flows that traverse through node i, then the packets of the k flows can be coded into one coded packet and send out, and the resource consumption for the new arriving flow is 1=k. Assume the CodeSet i is the result returned by the coding opportunity discovery procedure, which indicates the set of flows that can be coded with the flow along P at node i. jCodeSet i j is the number of flows involving network coding, that is, the coding degree at node i.
To increase network coding opportunities, the new arriving flows in network coding aware routings tends to intersect with existing flows, which easily results in the traffic concentrating in part of the network and network congestion. Therefore, the node with heavy load should also be avoided in CLRM. To balance the network load, the load degree (LD) is designed to reflect the LD of the node. For link l ij , the LD value of node i is denoted by symbol LD(i) and is defined as follows
where que per i is the queue occupancy percentage of node i, and a is the threshold value for the queue occupancy percentage. It is clear from the equation (32) that when que per i is below a, the LD(i) is always 1. However, once the que per i is over a, the value of LD(i) increases sharply. Then, the CLRM value of link l ij is defined as follows
And for the discovered path P, its CLRM value is the sum of each link's CLRM value and is shown as follows
It is clear from the equations (33) and (34) that the higher coding degree and the lower ETX and LD values mean the lower CLRM value of P and the better path quality. In summary, the design of CLRM owns the following characteristics: (1) CLRM considers the coding opportunity, LD, and link quality. (2) CLRM prefers the path with lower CLRM value. (3) CLRM prefers the path with more coding opportunities, higher coding degree, lower load, and better link quality. (4) The CLRM value of the path P can be obtained through distributed manner.
TMM
The coding opportunity discovered according to CNCC means the potential network coding at one node, which cannot guarantee the occurrence of network coding due to the different arrival time of flows as discussed in ''Related works and motivations'' section. To improve the occurrence of network coding, the TMM is proposed.
In existing network coding aware routings, the packet is queued and sent out as first-in-first-out (FIFO) manner. However, the multiple packets from multiple flows in the queue may be coded into one coded packet. The transmission scheduling should be coding set oriented instead of packet oriented. The coding set is the result of coding opportunity discovery procedure, which indicates the set of flows that can be coded together. On the other hand, the FIFO queue cannot clearly demonstrate the arrival of packets of different flows. In CTNR, at intermediate node i, each flow corresponds to one virtual queue to reflect the packets' arrival of each flow.
In TMM, the arrived packets are mapped to the virtual queues of the corresponding flows. The coding set-oriented flows grouping algorithm (CFGA) is used to group the flows at node i according to the CNCC. The details of the CFGA is illustrated in Figure 7 . It is interesting from Figure 7 that only CNCC-2 is used in CFGA and CNCC-M does not appear in CFGA. Actually, the definition of CNCC-M is based on the definition of CNCC-2 as shown in theorem 2. The aim of using CNCC-2 in Figure 7 is to realize the CNCC-M. The result of CFGA are marked as FG 1 , FG 2 , FG 3 , Á Á Á, FG M . The flows belong to the same group, also called coding set, can be coded together. The packets of the flows in the same coding set are given to coding gate, which generates the coded packet. If the elements number of one coding set is 1, then there is only one flow in the coding set with one input into the coding gate, and the corresponding coding gate outputs the native packet of the flow.
Since the coding packets of coding sets are objects of transmission scheduling, each coding set is assigned the scheduling priority using the maximum virtual queue occupation ratio of the flow in one coding set. The details of the virtual queue occupation ratio based priority computation algorithm (VRPA) is given in Figure 8 .
Besides, the coding set-oriented transmission scheduling algorithm (CTSA) determines the transmitting order of the packets from the coding gates based on VRPA and generates the gate control list to control the open/ close of the coding gates. Assume the virtual queue head packets set of each coding set are HS 1 , HS 2 , HS 3 , Á Á Á, HS M . The detailed information of CTSA is shown in Figure 9 .
Detailed routing discovery procedure of CTNR
When there is a data transmission task from source node S to destination node D, and there is no routing entry from S to D in the routing table of node S, then node S initiates the routing discovery procedure. In CTNR, four phases are needed to discover the routing from S to D.
Route request
The node S generates the Route REQuest (RREQ) message and broadcasts it. Each neighbor that receives RREQ will record its ID into RREQ and broadcast it again. Finally, the RREQ reach node D.
Route reply
When the destination receives RREQ message, it generates the corresponding Route REPly (RREP) message according to the information collected by RREQ. The RREQ will be transmitted to node S along the opposite path discovered by RREP. At each intermediate node on the path, the information of flows and neighbors will be stored in the RREP.
Coding opportunity discovery
When the node S receives RREP, it will generate the corresponding Coding Opportunities DIscovery (CODI) message. The CODI message will traverse through the path discovered by RREQ. Each intermediate node on the path will execute the coding opportunity discovery algorithm (CODA) as shown in Figure 10 to determine whether there is coding opportunity at the intermediate node, and if so, which flows can be code with the new arrival flow. CODI will eventually reach the destination node D.
Route confirm
When the node D received the first CODI message, and set up a time TOUT. Within the time of TOUT, the CLRM values of all the paths in the CODI messages that reach D will be computed. The path with the least CLRM value is chosen as the final routing from S to D. Then node D generates the Route CONfirm (RCON) message based on the information of the corresponding CODI message. Once the node S receives the RCON message, it creates the routing entry from S to D according to the path information in RCON and begins to transmit packets.
Simulations and performance analysis
Simulation parameters
To evaluate the performance of the proposed CTNR, extensive simulations are conducted using the NS-2 platform. The aims of the simulations are as follows: (1) verifying the correctness of the CNCC compared with existing network coding conditions, (2) evaluating the effectiveness of the TMM in increasing the occurrence of network coding, (3) quantifying the benefit of the CLRM under CNCC and TMM.
In the simulations, two scenarios are considered: (1) grid network with 6 3 6 nodes within a 1000m 3 1000m area, (2) random network with 36 nodes randomly deployed in a 1000m 3 1000m area. The grid network scenario and random network scenario are considered in many other classical network coding based routings, for example, COPE, DCAR, and so on. The grid network scenario is used to investigate the performance of CTNR in the network with well-distributed nodes, while the random network scenario is used to analyze the performance of CTNR in the network with random distributed nodes. In addition, COPE, 17 DCAR, 19 FORM, 20 BLJCR, 31 and CTNR-no TMM are also simulated to compare the performance of CTNR. The CTNR-no TMM means that the TMM is not exploited to analyze the influence of TMM to CTNR. In real wireless multihop network, the source and destination of one communication are usually random. Therefore, the source destination pairs in the simulations are selected randomly from the nodes in the network. The other simulation parameters are shown in Table 1 .
Performance analysis
Grid network. Figure 11 depicts the network throughput under different number of flows in the grid network. It is obvious from Figure 11 that the six routings are close and increase gradually when the number of flows is below 20. When the number of flows grows, CTNR has a gradually increasing superiority over other routings. The gaps among the six routings become larger when the number of flows is over 20. One interesting point is that when the number of flows is over 34, the throughput of COPE, DCAR, FORM, and BLJCR begins to decrease gradually, whereas CTNR and CTNR-TMM can still increase slowly.
The reason is that COPE and BLJCR passively detect coding opportunities in discovered routings and exploit less network coding compared with other routings, which results in earlier network congestion and decreasing of throughput. Although DCAR and FORM improve the network coding condition, the decodable of coding packets cannot be guaranteed. Especially, the MNCC in DCAR is no longer valid for two coded flows, which results in packets retransmission and degrade of network throughput, even lower than BLJCR.
For CTNR, it exploits most network coding through CNCC and TMM. More network coding means more resource saving and network can accommodate more traffic, which postpone network congestion. On the other hand, the CLRM let the routings avoid the nodes with heavy load and balance network traffic. Therefore, CTNR outperforms other routings in network throughput. Since CTNR-no TMM cannot use TMM to create more network coding, the network throughput of CTNR-no TMM is lower than that of CTNR.
The average end-to-end delay under different number of flows in grid network is plotted in Figure 12 . It can be seen from Figure 12 that the average end-to-end delay of the six routings rises gradually when the number of the flows is ascending. When the number of flows is below 12, CTNR has the largest delay and COPE has the least delay. When the number of flows is over 24, COPE has the largest delay and CTNR has the lowest delay.
The reason for the phenomenon is that when the number of flows below 12, CTNR improves the occurrence through TMM, which delays potential packets for coding and results in the highest average end-to-end delay of CTNR compared with other routings. And CTNR-no TMM is lower than that of CTNR when the number of flows is below 12, since there is no TMM and packets delay for coding. Because COPE does not consider the coding opportunity in routing selection, the average end-to-end delay of COPE is smallest when the number of flows is small. With the growth of the number of flows, the network tends to be congested, COPE, BLJCR, DCAR, and FORM increases rapidly and COPE becomes the largest one with the number of flows over 20. Compare with other routings, the CTNR can increase network coding through CNCC and TMM. In addition, nodes' load is considered in CLRM, which can balance the network traffic and postpone the network congestion. Without TSN, the CTNR-no TSN can exploit less network coding and lead to slightly higher end-to-end delay when the number of flows is over 24.
The coded packets ratio is computed as the number of coded packets divided by the number of total packets. And the coded packets ratio reflects the ability of routings to exploit network coding. Figure 13 illustrates the coded packets ratio under different number of flows in the grid network. It is clear from Figure 13 that the coded packets ratio of the six routings increases with the growth of the number of flows. And the advantage of CTNR becomes obvious with the increasing of the number of flows. The coded packets ratio of CTNR is 5.1% larger than that of CTNR-TMM and 7.7% larger than that of FORM when there are 20 flows. When the number of flows increases to 40, the gaps in the coded packets ratio become 11.7% and 20.6%, respectively.
The reason is that more flows intersect each other and more coding opportunities will be discovered when the number of flows increases. Since BLJCR passively detects coding opportunities in discovered routings as COPE, the coded packet ratio of COPE and BLJCR are significantly lower than other routings. The MNCC in DCAR is only valid for two intersecting native flows, while FORM did not consider the coded opportunities of two coded flows. So DCAR and FORM are both lower than CTNR-no TMM and CTNR. Although CTNR-no TMM and CTNR both detect coding opportunities based on CNCC, the TMM in CTNR improves the occurrence of network coding. Therefore, the CTNR-no TMM is lower than CTNR especially with a higher number of flows.
However, not all coded packets can be decoded successfully due to the wireless loss or drawback of coding condition. The decoded packets ratio under different number of flows in the grid network is presented in Figure 14 . The decoded packets ratio is computed as the number of decoded packets divided by the number of coded packets. It is interesting from Figure 14 that the decoded packets ratio of COPE, BLJCR, CTNR-no TMM, and CTNR is close and decreases slowly with the growth of the number of flows, whereas that of DCAR and FORM decreases rapidly with the growth of the number of flows.
The reason behind the phenomenon is that the drawback of MNCC in DCAR and GNCC in FORM results in the fake coding opportunities, which lead to the packets undecodable problem of the coded packets. For COPE and BLJCR, although coded packets ratios are lower than other routings, the decoded packets ratio of COPE and BLJCR is close and larger than that of DCAR and FORM, because the coding opportunities in COPE and BLJCR can guarantee the successful decoding at the next hop of the coding node, according to the ONCC. Despite no TMM in CTNR-no TMM, both CTNR-no TMM and CTNR detect coding opportunities according to CNCC, which solves the fake coding opportunity problem and can guarantee the correctness of coding opportunity. However, the decoded packets ratio of COPE, BLJCR, CTNR-no TMM, and CTNR decrease slowly due to the wireless loss with the increase of the number of flows.
In the simulation of CTNR, the network coding opportunities at each node are determined according to CNCC. It is important and interesting to further distinguish which coding opportunity is based on CNCC-2, which coding opportunity is based on CNCC-M, and even which coding opportunity can be determined based on MNCC without CNCC. To investigate the contribution of the different coding condition in discovering coding opportunities of CTNR, the coding condition ratio is shown in Figure 15 .
It is obvious from Figure 15 that MNCC is larger than CNCC-2 and CNCC-M when the number of flows is small. However, MNCC decreases sharply with the growth of the number of flows. Contrary to MNCC, CNCC-2 grows rapidly with the number of flows between 6 and 22, and when the number of flows is over 22 the growth of CNCC is slow. Despite CNCC-M grows when the number of flows is over 8, the CNCC-M is always below 15. The phenomenon in Figure 15 indicates that when the number of flows is small, MNCC makes the largest contribution to the coding opportunity. When the number of flows is large, the majority coding opportunities are discovered based on CNCC-2. The reason is that when the number of flows is small, the majority of the flows are native flows at intersecting node and coding opportunities can be determined using MNCC. However, upon increasing the number of flows, many flows may intersect with other flows at multiple intermediate nodes. Then the flows may become coded flows at intermediate node, and only CNCC can be used to determine coding opportunities. However, compared with CNCC-2, CNCC-M involves more flows and need more strict requirements, which makes the coding opportunities based on CNCC-M is much smaller than that based on CNCC-2.
Random network. Figure 16 illustrates the network throughput under different number of flows in the random network. It is clear from Figure 16 that the gaps between CTNR and other routings become larger when the number of flows is over 24. The network throughput of COPE, DCAR, FORM, and BLJCR begin to decrease, whereas CTNR-no TMM and CTNR continue to increase slowly, when the number of flows is over 32. The reason is that CTNR detects coding opportunities using CNCC, which avoid the fake coding opportunities. In addition, the TMM increases the occurrence of network coding. Therefore, CTNR exploits more network coding and outperforms the other routings especially with higher number of flows, which is also the case in Figure 11 .
Compared with Figure 11 , it can be found from Figure 16 that the changing trend of the six routings is similar to that in Figure 11 , but lower than that in Figure 11 . The reason is that the nodes in the grid network are distributed evenly, whereas the nodes in the random network are placed randomly, which leads to higher node density. Since the node density is higher in random network, the wireless channel contention is more intense, which degrades the network throughput. Figure 17 shows the average end-to-end delay under different number of flows in the random network. It can be found from Figure 17 that CTNR has a higher start point compared with other routings. Then the average end-to-end delay of CTNR rises gradually when the number of flows ascends. Then CTNR is lower than other routings when the number of flows is greater than 20. The reason behind the phenomenon is that the TMM of CTNR requires the early arrival packets to wait for the later packets to increase the occurrence of network coding, which increases the delay of packets, when the number of flows is low. However, network congestion occurs with the growth of number of flows, which leads to the sharp increase of average end-to-end delay in COPE, DCAR, FORM, and BLJCR. Since CTNR exploits more network coding, the congestion in the network using CTNR is postponed and the increase of average end-to-end delay of CTNR-no TMM and CTNR is slower than other routings.
Compared with Figure 12 , it is obvious from Figure  17 that the two scenarios are close when the number of flows is low. However, the average end-to-end delay of the six routings in random network is higher than that in Figure 12 . This because that the higher node density in random network leads to harder wireless medium occupation and prolongs the delay of the packets. Figure 18 depicts the coded packets ratio under different number of flows in the random network. It is evident from Figure 18 that the coded packets ratio of the six routings ascends with the growth of the number of flows. And the gaps among the six routings become larger when the number of flows is over 16. Besides, CTNR-no TMM and CTNR outperform other routings and CTNR is larger than CTNR-no TMM especially with larger number of flows. This because that CTNR-no TMM and CTNR detect coding opportunities based on CNCC, which avoids fake coding opportunity and increases the number of coding. In addition, CTNR increases the occurrence of network coding through TMM, which further rise the coded packet ratio compared with CTNR-no TMM.
Compared with Figure 13 , the changing trend of the six routings is similar to that in Figure 13 , and coding packets ratio of the six routings is slightly higher than that in Figure 13 . The reason is that the higher node density in random network realizes more neighborhood relationship than that in grid network, which actually generates more coding opportunities in random network. The coded packets ratio reflects the number of coding opportunities in the network to some extent. Figure 19 graphs the decoded packets ratio under different number of flows in the random network. It is clear from Figure 19 that the decoded packets ratio of COPE, BLJCR, CTNR-no TMM, and CTNR is stable and decreases slowly with the increase of the number of flows, whereas DCAR and FORM descend faster with the growth of the number of flows. The reason is that COPE and BLJCR require the decoding at the next hop of the coding node. CTNR-no TMM and CTNR discover coding opportunities based on CNCC, which has been proven to be necessary and sufficient. The slight descent of COPE, BLJCR, CTNR-no TMM, and CTNR is due to the wireless loss and network congestion when the network load is heavy. The MNCC of DCAR and GNCC of FORM cannot guarantee the correctness under the circumstance with two or more coded flows. Therefore, DCAR and FORM descend greatly with the growth of the number of flows. Compared with Figure 14 , it is clear that the changing trend and the values in Figure 19 is close to that in Figure 14 . The results in Figures 14 and 19 confirm that CTNR can improve the decoding of coded packets in both grid and random networks. Figure 20 illustrates the coding condition ratio of CTNR under different number of flows in the random network. It is clear from Figure 20 that the MNCC is higher than CNCC-2 and CNCC-M, when the number of flows is below 14. However, MNCC decreases sharply, CNCC-2 grows fast and CNCC-M increases slowly, with the growth of the number of flows. And CNCC-2 is higher than MNCC and CNCC-M. The reason is that when the number of flows is below 14, the majority flows are native flows and coding opportunity can be judged using MNCC. The number of native flows decreases and the number of coded flows ascends as the number of flows rises. Then the coding opportunities must be detected based on CNCC and CNCC-2 outperforms CNCC-M and MNCC. Because the requirements of CNCC-2 is less than that of CNCC-M, the coding opportunities based on CNCC-2 is far larger than that of CNCC-M.
Compared with Figure 15 , the trend of MNCC, CNCC-2, and CNCC-M in Figure 20 is the same as that in Figure 15 . However, MNCC in Figure 20 begins to decrease when the number of flows is 4. In addition, CNCC-2 in Figure 20 starts to rise when the number of flows is 4. In Figure 15 , the MNCC is 100%, whereas CNCC-2 and CNCC-M are both 0 when the number of flows is 4. The reason is that in the random network with higher node density, the flows more likely intersect with each other and more likely become coded flows with the growth of number of flows. Therefore, CNCC-2 in Figure 20 has an earlier increase compared with that in Figure 15 .
Conclusion
The network coding conditions of existing network coding aware routings may lead to the undecodable problem of coded packets. In addition, the packets transmission scheduling is not considered in existing network coding aware routings which results in the loss of network coding occurrence. In this article, the CTNR is presented for wireless multihop network. The CNCC is given for detecting coding opportunities to avoid failed decoding problem, whereas the TMM is proposed to increase the occurrence of actual network coding. In addition, the CLRM is designed which jointly considers the network coding gain and node load. Comprehensive simulations on NS2 confirm that CTNR increases the network coding opportunities, rises the network coding occurrence, and improve the network throughput. The future work includes the implementation of CTNR on real wireless multihop network. 
