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Abstract
The main result is that for
J =
(
1 0
0 −1
)
every J -unitary 2 × 2-matrix polynomial on the unit circle is an essentially unique product
of elementary J -unitary 2 × 2-matrix polynomials which are either of degree 1 or 2k. This
is shown by means of the generalized Schur transformation introduced in [Ann. Inst. Fourier
8 (1958) 211; Ann. Acad. Sci. Fenn. Ser. A I 250 (9) (1958) 1–7] and studied in [Pisot and
Salem Numbers, Birkhäuser Verlag, Basel, 1992; Philips J. Res. 41 (1) (1986) 1–54], and also
in the first two parts [Operator Theory: Adv. Appl. 129, Birkhäuser Verlag, Basel, 2000, p. 1;
Monatshefte für Mathematik, in press] of this series. The essential tool in this paper are the
reproducing kernel Pontryagin spaces associated with generalized Schur functions.
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1. Introduction
A generalized Schur function s is a scalar-valued meromorphic function s on the
open unit disk D for which the kernel
Ss(z, w) := 1 − s(z)s(w)
∗
1 − zw∗ , z, w ∈ D(s), (1.1)
has a finite number of negative squares; hereD(s) denotes the domain of holomorphy
of s in D. If this number is κ, s is said to be in the generalized Schur class Sκ .
Recall the definition: Let  be some set and m an integer  1. A kernel K
on , that is, a function K: ×  → Cm×m, is said to have κ negative squares
on  if it is hermitian: K(z,w)∗ = K(w, z), z, w ∈ , and if for every integer
r  1, vectors c1, . . . , cr ∈ Cm, and points w1, . . . , wr ∈ , the hermitian r × r
matrix with , j -entry equal to c∗jK(wj ,w)c has at most κ negative eigenvalues
and exactly κ negative eigenvalues (counted with multiplicities) for some choice of
r, c1, . . . , cr , w1, . . . , wr . If κ = 0 the kernel K is said to be positive on . In the
sequel, only the cases m = 1 (as for the kernel in (1.1)) and m = 2 are of interest.
Kernels with negative squares were introduced by Krein in [18].
The class S0 consists of all functions which are analytic and of modulus  1 in
D, that is, the class of all Schur functions. We denote by S the union of all classes
Sκ for κ  0, and by S0 the subclass of those functions of S which are analytic at
z = 0. The classical Schur transformation, which associates with a function s ∈ S0 a
new function s1 by the formula
s1(z) = 1
z
s(z) − s(0)
1 − s(z)s(0)∗ , (1.2)
was generalized in [13,14] (see also [11,15]) to functions of the class S0. This trans-
formation is more complicated than (1.2) and takes different forms depending on the
value of |s(0)| (see [2,11,13], and also Section 2 below). In the first two parts of this
series this generalized Schur transformation for functions of the class S0 was studied
within the framework of realizations of analytic functions in Pontryagin spaces. In
fact, with the function s ∈ S0 a coisometric colligation in some Pontryagin space
was associated, and the connections between the colligations corresponding to s and
its Schur transformation s1 were studied. For the definition of these realizations via
linear operators the analyticity of the function s at z = 0 is necessary.
In the present paper we introduce the generalized Schur transformation s1 for all
functions s of the class S which are not constant of modulus one, including also
those which have a pole at z = 0 (see the formulas in Section 2), and we study the
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corresponding reproducing kernel Pontryagin spaces which are associated with a
function s and its generalized Schur transformation s1. It turns out that these gen-
eralized Schur transformations can be described as fractional linear transformations
whose four coefficients make up special polynomial 2 × 2-matrix functions which
are J -unitary on the unit circle T for the matrix
J :=
(
1 0
0 −1
)
. (1.3)
We denote the class of all polynomial 2 × 2-matrix functions, which are J -unitary
on T, by UJ . As one of the main results of this paper it is shown that the matrix
functions which describe the generalized Schur transformation are the elementary
factors of the class UJ and that each matrix function of the class UJ can be written
in an essentially unique way as a product of such elementary factors. If the matrix
function ∈ UJ is, in particular, J -inner such a representation of as a product of
elementary factors follows from results of Potapov [19].
In the sequel, the elements of the class S are often represented in a projective or
homogeneous way. Instead of the function s ∈ S we consider pairs (u, v) of functions
u, v which are analytic in D, do not have common zeros, in particular,
|u(0)| + |v(0)| /= 0,
and are such that s(z) = v(z)/u(z). By Shom we denote the class of all such pairs
(u, v) for which the Schur kernel
Su,v(z, w) := u(z)u(w)
∗ − v(z)v(w)∗
1 − zw∗ , z, w ∈ D, (1.4)
has a finite number of negatives squares; the set of such pairs for which this number
of negative squares is κ is denoted by Shomκ .
The outline of the paper is as follows. In Section 2 we define the generalized
Schur transformation for functions of the class S which are not constants of modulus
one. The difference with the corresponding definitions in the papers [2,3] (taken
from [11]) lies in the fact that here we define the transformation for all functions
of S, and it becomes a little simpler since poles at zero are allowed. In Section 3
we recall the definition of reproducing kernel Pontryagin spaces and some related
facts needed in the sequel. In Section 4 the class UJ of all polynomial 2 × 2-matrix
functions  which are J -unitary on the unit circle is studied, the corresponding
finite-dimensional reproducing kernel Pontryagin spaces P() are considered and
connections between factorizations of  in UJ and non-trivial invariant subspaces
of the backward shift operator R0 in P() are established.
Sections 5 and 6 contain the main results of this paper. It is shown in Theorem
5.3 that there are two kinds of elementary factors in UJ , and in Theorem 5.4 it is
proved that each function inUJ is an essentially unique product of these elementary
factors. In Section 6 the corresponding reproducing kernel Pontryagin spaces are
used in order to solve the following inverse problem (see Theorem 6.5): Given a pair
(u, v) ∈ Shom, find all  ∈ UJ such that
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(u(z) −v(z))(z) = zdeg(̂u(z) −v̂(z)),
where (̂u, v̂) ∈ Shom and deg stands for the McMillan degree of  (the defini-
tion is recalled in Section 4). At the end of Section 6 it is shown how for a given
function  ∈ UJ its representation as a product of elementary factors can be ob-
tained by means of the generalized Schur algorithm. Finally, Section 7 contains some
examples.
In a fourth part of this series analogous results for the case of the real line will
be considered. Also the matrix version of the generalized Schur algorithm, partly
treated in [1] and [6], will be considered elsewhere. In [4] we relate the generalized
Schur transform defined in Section 2 to a basic interpolation problem in the class S0.
The authors thank Gerald Wanjala for careful reading of the manuscript and
checking the calculations.
2. The generalized Schur algorithm
If s ∈ Sκ is not a constant function of modulus one we define the generalized
Schur transformation as follows:
(a+) If |s(0)| < 1 then
s1(z) = 1
z
s(z) − s(0)
1 − s(z)s(0)∗ . (2.1)
(a−) If |s(0)| > 1 and s is analytic at zero then
s1(z) = z1 − s(z)s(0)
∗
s(z) − s(0) , (2.2)
if z = 0 is a pole of s, then
s1(z) = z s(z). (2.3)
(b) If |s(0)| = 1 then define k by the Taylor expansion of s at 0:
s(z) = σ0 + σkzk + σk+1zk+1 + · · · , σk /= 0
and introduce numbers cj , j = 0, 1, . . . , by the relation
(s(z) − σ0)(c0 + c1z + · · · + cnzn + · · ·) ≡ σ0zk.
With the polynomial
Q(z) = c0 + · · · + ck−1zk−1 −
(
c∗k−1zk+1 + · · · + c∗0z2k
)
the transformed function s1(z) is
s1(z) = (Q(z) − z
k)s(z) − σ0Q(z)
σ ∗0 Q(z)s(z) − (Q(z) + zk)
. (2.4)
The formula (2.1) is the classical Schur transformation. The cases (a±) have been
extended to matrix-valued generalized Schur functions in [1] and [6]. The formulas
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in cases (a−) and (b) allow that the transformed function s1 has a pole in z = 0. This
was excluded in [2,11,13–15]. Note that in case (b)
z2kQ(1/z∗)∗ = −Q(z).
Lemma 2.1. The pairs (u, v), (̂u, v̂) ∈ Shomκ generate the same Schur kernel (1.4):
S(u,v)(w, z) = S(̂u,̂v)(w, z), z, w ∈ D,
if and only if (u −v) = (̂u −v̂) with some constant J-unitary matrix .
Recall that  is a constant J -unitary 2 × 2 matrix if and only if it is of the form
 = 1√
1 − |ρ|2
(
1 ρ
ρ∗ 1
)(
c1 0
0 c2
)
for complex numbers ρ ∈ D and c1, c2 with |c1| = |c2| = 1 (see, for example, [16,
Theorem 1.2]). A proof of Lemma 2.1 can be found in [7, Lemma 5.1].
The formulas (2.1)–(2.4) can be written in the homogeneous representation of the
functions s and s1 as
zα(u1(z) −v1(z)) = (u(z) −v(z))(z), (2.5)
where α = 1 in cases (a) and α = 2k in case (b), and (z) is the matrix function
(z) =

̂a+(z) :=
(
z|u(0)|2 v(0)u(0)∗
zu(0)v(0)∗ |u(0)|2
)
if |v(0)| < |u(0)|,
̂a−(z) :=
(
v(0)u(0)∗ z|u(0)|2
|u(0)|2 zu(0)v(0)∗
)
if |v(0)| > |u(0)| > 0,
̂a−(z) :=
(
1 0
0 z
)
if u(0) = 0,
̂b(z) :=
(−(Q(z) + zk)|u(0)|2 Q(z)v(0)u(0)∗
−Q(z)v(0)∗u(0) (Q(z) − zk)|u(0)|2
)
if |v(0)| = |u(0)| > 0.
If we multiply these matrix functions by suitable numbers they become J -unitary
onT, and if we normalize them afterwards by the condition that(1) = I2 we obtain
for example in the first case.
a+(z) : = ̂a+(z)̂a+(1)−1
= I2 − (1 − z)|u(0)|2 − |v(0)|2
( |u(0)|2 −u(0)∗v(0)
u(0)v(0)∗ −|v(0)|2
)
,
and the same expression for a−(z). With the vector
u0 :=
(
u(0)
v(0)
)
,
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this formula becomes
a±(z) = a(z) := I2 −
1 − z
u∗0Ju0
u0u
∗
0J.
For ̂b(z) we obtain by an analogous calculation
b(z)= zkI2 + Q(z) − z
kQ(1)
|u(0)|2
( |u(0)|2 −u(0)∗v(0)
u(0)v(0)∗ −|u(0)|2
)
= zkI2 + u0u∗0JQ1(z),
where
u0 :=
(
1
v(0)∗/u(0)∗
)
, Q1(z) := Q(z) − zkQ(1). (2.6)
We mention that if z2kQ(1/z∗)∗ = −Q(z) then also the function Q1(z) in (2.6)
has this property. Finally we note the formulas
deta±(z) = z, detb(z) = z2k, (2.7)
which follow from the above expressions for a and b and from the formula
det(I − AB) = det(I − BA), which holds for any pair of matrices A, B of appro-
priate dimensions.
3. Reproducing kernel Pontryagin spaces
For the general theory of reproducing kernel Pontryagin spaces we refer to [5] and
[21]. We denote the negative index of a Pontryagin spaceP by ind−P; by definition
this number is finite.
A kernel K: ×  → Cm×m, which is positive on a set , is of finite rank r
if it can be written as K(z,w) = ∑rj=1 aj (z)aj (w)∗ with linearly independent m-
vector-valued functions aj in , j = 1, 2, . . . , r . For the following result we refer to
[20,21].
Proposition 3.1. A kernel K on a set  has a finite number κ of negative squares
if and only if it can be written as a difference K(z,w) = K+(z, w)−K−(z, w),
z, w ∈ , where K+ and K− are positive kernels on  and K− has finite rank. In
this case, K− can be chosen to be of rank κ and such that the intersection of the
reproducing kernel Hilbert spaces with reproducing kernels K+ and K− is only the
zero function. Moreover, there exists a uniquely defined reproducing kernel Pontrya-
gin space P(K) of Cm-valued functions defined on  with reproducing kernel K,
and ind−P(K) = κ.
Sometimes we use different notations such asP(s) instead ofP(Ss) for the Schur
kernel Ss . These will be understood from the context.
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Let us recall that the Pontryagin space P(K) is characterized by the following
two properties:
(1) For every w ∈  and c ∈ Cm, the function z → K(z,w)c belongs to P(K).
(2) For every f ∈ P(K), w ∈ , c ∈ Cm it holds
〈f , K( · , w)c〉P(K) = c∗f(w).
We consider some examples of reproducing kernel Pontryagin spaces.
Example 3.2. With a function s ∈ Sκ we associate the Schur kernel (1.1)
K(z,w) = Ss(z, w) := 1 − s(z)s(w)
∗
1 − zw∗ , z, w ∈ D(s).
It generates a reproducing kernel Pontryagin space P(s) with ind−P(s) = κ ,
which is the closed linear span of the functions Ss( · , w), w ∈ D(s), equipped with
the inner product generated by
〈Ss( · , w) , Ss( · , z)〉P(s) = Ss(z, w) = 1 − s(z)s(w)
∗
1 − zw∗ , z, w ∈ D(s).
For κ = 0 this spaceP(s) is the de Branges–Rovnyak space of the Schur function
s, which is a reproducing kernel Hilbert space. If, in particular, s ∈ S0 is inner (that
is, |s(z)| = 1 for almost all z ∈ T) then we have
P(s) = H2  sH2
(see [16]). For general s ∈ S0 the space P(s) is contractively included in the Hardy
space H2 of the unit disk. We recall that H2 is the reproducing kernel Hilbert space
with reproducing kernel 1/(1 − zw∗).
If κ > 0, according to [17], the function s can be written as
s(z) = s0(z)
b(z)
, (3.1)
with s0 ∈ S0 and a Blaschke product b of degree κ , such that s0 and b do not have
common zeros. Recall that a Blaschke product b of degree κ is a function of the form
b(z) =
κ∏
j=1
z − αj
1 − zα∗j
,
with not necessarily distinct numbers α1, α2, . . . , ακ ∈ D. It follows that
1 − s(z)s(w)∗
1 − zw∗ =
1
b(z)b(w)∗
{
1 − s0(z)s0(w)∗
1 − zw∗ −
1 − b(z)b(w)∗
1 − zw∗
}
,
and the associated reproducing kernel Pontryagin space P(s) can be characterized
as
P(s) =
{
F(z) = f0(z) + f (z)
b(z)
∣∣∣∣ f0 ∈ P(s0), f ∈ P(b)},
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with the inner product given by
〈F,F 〉P(s) = 〈f0, f0〉P(s0) − 〈f, f 〉P(b).
This corresponds to the decomposition of Proposition 3.1:
1 − s(z)s(w)∗
1 − zw∗ = K+(z, w) − K−(z, w),
where
K+(z, w)= 1
b(z)b(w)∗
1 − s0(z)s0(w)∗
1 − zw∗ ,
K−(z, w)= 1
b(z)b(w)∗
1 − b(z)b(w)∗
1 − zw∗ .
We will also use a homogeneous representation of the spaceP(s). To this end we
represent the function s as a quotient of two functions u, v ∈ H2, such that |u(0)| +
|v(0)| /= 0 : s(z) = v(z)/u(z). For example, we can choose u(z) = b(z), v(z) =
s0(z) from (3.1). Recall from Section 1 (see (1.4)) that the class Shomκ consists of
all such pairs (u, v) of functions on D for which the kernel
S(u,v)(z, w) = u(z)u(w)
∗ − v(z)v(w)∗
1 − zw∗ , z, w ∈ D, (3.2)
has κ negative squares. The corresponding reproducing kernel spaceP(u, v), which
can be considered to be the closed linear span of the functions S(u,v)( · , w), w ∈ D,
equipped with the inner product
〈S(u,v)( · , w) , S(u,v)( · , z)〉P(u,v) := S(u,v)(z, w),
is a Pontryagin space with negative index κ . If for a given function s ∈ Sκ and a pair
(u, v) ∈ Shomκ we have s(z) = v(z)/u(z), z ∈ D(s), then the mapping T defined by
(T h)(z) = u(z) h(z), z ∈ D(s), h ∈ P(s),
establishes an isomorphism between the Pontryagin spaces P(s) and P(u, v) (see
[5, Theorem 1.5.7]).
Example 3.3. Kernels of the form (1.1) can have a finite number of negative squares
for functions s which are not holomorphic at z = 0. We recall the example from [5,
p. 82]: Consider the function s(z) = δ0(z), where δα(z) = 1 if z = α and z = 0 if
z /= α. The associated kernel (1.1) can be written as
1 − s(z)s(w)∗
1 − zw∗ =
1 − δ0(z)δ0(w)∗
1 − zw∗
= 1
1 − zw∗ −
δ0(z)δ0(w)∗
1 − zw∗
= 1
1 − zw∗ − δ0(z)δ0(w),
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It is therefore the difference of a positive kernel and a positive kernel of rank 1. The
associated reproducing kernel Pontryagin space has negative index 1 and consists of
all functions of the form h(z) = f (z) + cδ0(z) where f ∈ H2 and c ∈ C with the
inner product given by
〈h, h〉 = ‖f ‖2H2 − |c|2.
More generally, the kernel
K(z,w) := 1
1 − zw∗ −
κ∑
1
δwj (z)δwj (w), z, w ∈ D,
with mutually different points wj ∈ D, j = 1, 2, . . . , r, has κ negative squares.
4. J -unitary polynomials
1. Recall that
J =
(
1 0
0 −1
)
.
A J-unitary polynomial  is by definition a C2×2-valued polynomial which is J -
unitary on the unit circle, that is, (z)∗J(z) = J, z ∈ T, but we shall mostly use
the equivalent form
(z)J(z)∗ = J, z ∈ T; (4.1)
the set of all J -unitary polynomials is denoted by UJ . If  ∈ UJ , by analytic con-
tinuation, from (4.1) we obtain
(z)J(1/z∗)∗ = J, z ∈ C, z /= 0. (4.2)
In particular, det(z) /= 0 if z /= 0. That det(0) may be zero for  ∈ UJ is illus-
trated by the example
(z) =
(
z 0
0 1
)
.
The function  ∈ UJ is said to be J-inner if it satisfies
(z)J(z)∗  J, z ∈ D.
A J -unitary polynomial  is in particular a C2×2-valued rational function which
is analytic at the origin, and as such it admits a realization, that is, a representation
of the form
(z) = D + zC(IN − zA)−1B, (4.3)
where (A,B,C,D) ∈ CN×N × CN×2 × C2×N × C2×2 (see [10]). Such a realiza-
tion and, in particular, the dimension N are not unique. If N is chosen minimal then
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the realization is unique up to similarity and N is then called the McMillan degree
of (see [10]), and here denoted by deg. The McMillan degree has an equivalent
(and more direct, albeit more complicated) definition in terms of zeros and poles (see
[10, Section 4.2]). In case  ∈ UJ and (z) = ∑nj=0j zj this definition reads:
deg = rank

n n−1 · · · 1
0 n · · · 2
...
...
...
0 0 · · · n
 .
A form of the realization of elements ofUJ is given in the next proposition (for a
proof see [6] or, in a more general setting, [7, Theorem 4.1]).
Proposition 4.1. Let (C,A) ∈ C2×N × CN×N be such that
(1) A is nilpotent,
(2) ⋂∞0 kerCA = {0}, and
(3) the following matrix Q is invertible:
Q =
∞∑
0
(A)∗C∗JCA. (4.4)
Then for arbitrary w ∈ T the function
w(z) = I − (1 − zw∗)C(I − zA)−1Q−1(I − w∗A∗)−1C∗J (4.5)
belongs to UJ . Conversely, every function  ∈ UJ is of this form. For a given pair
(C,A) with the above properties and for any two points v, w ∈ T the functions
v(z) and w(z) differ by a constant J -unitary right factor.
We note that both the intersection
⋂∞
0 kerCA and the sum (4.4) are finite since
A is nilpotent. The realization (4.5) is not of the form (4.3) but has the property
w(w) = I . To reduce it to the form (4.3) it suffices to observe that
(1 − zw∗)(IN − zA)−1 = IN − z(w∗IN − A)(IN − zA)−1.
2. By H2,J we denote the space H22 = H2 ⊕ H2 endowed with the inner product
〈f, g〉H2,J := 〈f, Jg〉H22 . (4.6)
It is a Kreı˘n space. For  ∈ UJ the operator of multiplication by  from the
left is a continuous isometry from H2,J into itself. We associate with  ∈ UJ the
space
P() := H2,J H2,J . (4.7)
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The main properties of the space P(), which are relevant for the present
paper, are collected in the following theorem. Item (1a) in the theorem shows that
the notation P() is consistent with the notation introduced earlier.
Theorem 4.2
(1) For  ∈ UJ the following statements are true.
(1a) P() is the reproducing kernel Pontryagin space with reproducing kernel
K(z, w) = J −(z)J(w)
∗
1 − zw∗ , z, w ∈ D, (4.8)
and hence the negative (resp. positive) index of P() equals the number of
negative (resp. positive) squares of the kernel K on D.
(1b) dimP() is finite and equal to the McMillan degree of .
(1c) P() is a Hilbert space if and only if the kernel K is positive on D or,
equivalently, if and only if  is J -inner.
(1d) The elements of P() are C2-valued polynomials.
(1e) The space P() is invariant under the backward-shift operators Ra de-
fined by
Raf(z) = f(z) − f(a)
z − a , a ∈ C.
(1f) For all c ∈ C2,
(Ra)(z)c = (z) −(a)
z − a c ∈ P().
(2) Any finite dimensional non-trivial non-degenerate R0-invariant subspace of
H2,J , whose elements are polynomials, is of the form P() for some  ∈ UJ .
The first three statements remain true for any signature matrix J and any J -unitary
rational function, (1e) and (1f) remain true for any J -unitary rational function if a is
chosen to be a point of analyticity of ; compare [8]. Statement (2) of the theorem
is the finite dimensional version of a result of Ball and Helton [9], de Branges [12],
and Dym [16].
Proof of (1a)–(1f). First we note that by (4.2) the kernel in (4.1) can be written as
K(z, w) =
J −(z)J(0)
∗, w = 0,
( 1
w∗ )−(z)
1
w∗ −z
· J(w)∗
w∗ , w /= 0,
from which it follows that K(z, w)c is aC2-valued polynomial in z for every w ∈ C
and c ∈ C2 and the degree of these polynomials is uniformly bounded by the degree
of(z) as a polynomial in z. The first implies that K(·, w)c ∈ H2,J and the second
that the span of these polynomials is finite dimensional. Now we follow the proof of
Theorem 2.8 of [16]: For c ∈ C2 and u ∈ H2,J , we have
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〈K(z, w)c,(z)u(z)〉H2,J =
〈
J c
1 − zw∗ ,(z)u(z)
〉
H2,J
−
〈
(z)J(w)∗c
1 − zw∗ ,(z)u(z)
〉
H2,J
=
〈
J c
1 − zw∗ ,(z)u(z)
〉
H2,J
−
〈
J(w)∗c
1 − zw∗ , u(z)
〉
H2,J
=
〈
c
1 − zw∗ ,(z)u(z)
〉
H22
−
〈
(w)∗c
1 − zw∗ , u(z)
〉
H22
= u(w)∗(w)∗c − u(w)∗(w)∗c = 0.
The second equality follows from the fact that multiplication by  is an isometry
on H2,J . For the third equality we used the inner product (4.6) and for the fourth
equality that (1/(1 − zw∗)) is the reproducing kernel of H2. The calculation shows
that
K(·, w)c ∈ H2,J H2,J .
For f ∈ H2,J H2,J and c ∈ C2 we get, since
(z)
J(w)∗c
1 − zw∗ ∈ H2,J ,
〈f,K(·, w)c〉H2,J =
〈
f(z),
J c
1 − zw∗
〉
H2,J
−
〈
f(z),(z)
J(w)∗c
1 − zw∗
〉
H2,J
= c∗f(w).
Hence K(z, w) is the reproducing kernel of H2,J H2,J making it a repro-
ducing kernel Krein space. In particular the span of the functions K(·, w)c with
w ∈ C and c ∈ C2 is dense in this space and, since this span is finite dimensional,
H2,J H2,J is a finite dimensional Pontryagin space and its elements are
C2-valued polynomials in z. This proves (1d), the first part of (1b) and the first state-
ment in (1a). The statements concerning the indices of P() follow from, for ex-
ample, [5, Theorem 1.1.2]. The McMillan degree of (z) is invariant under Möbius
transformations (see [10, p. 83]). Under such a transformation (z) becomes a
rational function, which is J -unitary on the unit circle and analytic and invertible
at ∞, and then the equality dimP() = deg follows from [8, Theorem 6.1]. The
first statement in (1c) follows from (1a); the if part of the second statement follows
from [16, Theorem 2.6] and the only if part follows from K(z, z)  0. Finally,
(1e) and (1f) follow from, for example, [5, Section 3.2] (see, in particular, formula
(3.2.6)). 
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Remark 4.3. The following observation will be used in the sequel. In the situation
of Theorem 4.2 (2), the finite dimensionality and the R0-invariance of this subspace
imply that R0 has at least one eigenvalue, say λ0, and a corresponding eigenvector,
say f0. The equation R0f0 = λ0f0 leads to f0(z) = f0(0)/(1 − λ0z). Since the ele-
ments ofP() are polynomials it follows that λ0 = 0 and therefore f0(z) is constant,
f0(z) = u with u ∈ C2. In particular, σ(R0) = {0}.
Example 4.4. The function (z) = zI2 belongs to UJ and P() is the space C2
equipped with the inner product c∗Jb, b, c ∈ C2. Indeed,
P() = span{K( · , w)c | c ∈ C2}
and for c ∈ C2, z, w ∈ D, we have
K(z, w)c = J −(z)J(w)
∗
1 − zw∗ c = J c.
Thus we may identify this function with the vector c. The definition of the inner
product in P() yields
〈K( · , w)b,K( · , z)c〉P(0) = c∗K(z, w)b = c∗Jb, b, c ∈ C2,
which shows that the identification is an isomorphism. More generally, for n ∈ N the
function (z) = znI2 belongs to UJ and, compare with (4.7),
P() =
{
f(z) =
n−1∑
j=0
cj z
j : cj ∈ C2
}
= H2,J  zNH2,J .
3. In this subsection we prove some general results about factorizations of functions
of the class UJ .
Proposition 4.5. If 1, 2 ∈ UJ , then  = 12 ∈ UJ and
P() = P(1) ⊕1P(2), (4.9)
deg = deg1 + deg2. (4.10)
Proof. We have the decomposition
K12(z, w) = K1(z, w) +1(z)K2(z, w)1(w)∗. (4.11)
Since P(2) ⊂ H2,J , the reproducing kernel Pontryagin space with reproducing
kernel 1(z)K2(z, w)1(w)∗ is included in 1H2,J . In view of (4.7) its inter-
section with P(1) is the zero element. By [5, Theorem 1.5.5 (3) and Theorem
1.5.3 (4)], the decomposition (4.11) yields the orthogonal decomposition (4.9). The
equality (4.10) follows from (4.9) and Theorem 4.2 (1b). 
Condition (4.10) means that the factorization  = 12 is minimal. The fac-
torization  = 12 is called trivial if at least one of the factors is a J -unitary
126 D. Alpay et al. / Linear Algebra and its Applications 369 (2003) 113–144
constant, and non-trivial otherwise. A J -unitary polynomial  ∈ UJ is said to be
elementary if there is no non-trivial factorization  = 12 with 1, 2 ∈ UJ .
Theorem 4.6. Let  ∈ UJ . There is a one-to-one correspondence between non-
trivial factorizations = 12 with1, 2 ∈ UJ and non-degenerate non-trivial
R0-invariant subspaces of P(). Here we do not distinguish between the factoriza-
tions  = 12 and  = ′1′2 if ′1 = 1U and ′2 = U−12 for a constant
J-unitary matrix U.
Proof. LetM1 be an R0-invariant subspace of P() which is non-degenerate. By
Theorem 4.2 (2), we haveM1 = P(1) for some1 ∈ UJ . Define a spaceM2 via
P() = P(1) ⊕1M2,
with the indefinite inner product given by
〈f, f〉M2 = 〈1f,1f〉P().
The spaceM2 provided with this inner product is non-degenerate. We apply Theo-
rem 4.2 (2) to prove thatM2 = P(2) for some 2 ∈ UJ :
Since1M2 ⊂ P() we obtain thatM2 is finite dimensional. By (4.7),1M2 ⊂
P() ⊂ H2,J . From 1M2 ⊥ P(1) and again by (4.7), we have that 1M2 ⊂
1H2,J , that is, M2 ⊂ H2,J . Let f ∈M2, then R0f ∈ H2,J and 1R0f ∈ 1H2,J ,
hence 1R0f ⊥ P(1). The equality
1(z)R0f(z) = R0(1f)(z) − (R01)(z)f(0)
implies that also 1R0f ∈ P(). Indeed, 1f ∈ 1M2 ⊂ P(), so R0(1f) ∈
R0(P()) ⊂ P(), and, by Theorem 4.2 (1f), (R01)(z)f(0) ∈ P(1) ⊂ P().
Hence1R0f ∈ P() P(1) = 1M2, that is, R0f ∈M2 andM2 is R0-invari-
ant. By Remark 4.3, an eigenfunction f0 ∈M2 of R0 corresponding to the eigenvalue
λ0 has the form
f0(z) = c1 − λ0z , c ∈ C
2, c /= 0.
Since 1f ∈ P() and by Theorem 4.2 (1d), 1f0 is a polynomial and hence
λ0 = 0. Indeed, λ0 /= 0 implies that 1(1/λ0)c = 0, so det1(1/λ0) = 0, a con-
tradiction. ThusM2 consists only of eigenvectors and associated vectors of R0 cor-
responding to the eigenvalue 0, and these vectors are polynomials in z. We have
shown that the assumptions of Theorem 4.2 (2) are satisfied, and henceM2 is some
P(2) space with 2 ∈ UJ . The converse follows from Proposition 4.5. 
5. Elementary J -unitary polynomials
LetM be a finite-dimensional, say N-dimensional space of C2-valued polynomi-
als which is R0-invariant. It has a basis which consists of the columns of a matrix-
function of the form
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C(IN − zA)−1,
where (C,A) ∈ C2×N × CN×N and A is nilpotent (see [16]). The linear indepen-
dence of the columns of C(IN − zA)−1 implies that ⋂∞0 kerCA = {0}. If M is
non-degenerate in the H2,J -inner product then the Gram matrixQ ofMwith respect
to the basis defined by the columns of C(I − zA)−1, which is given by
y∗Qx = 〈C(IN − zA)−1x, C(IN − zA)−1y〉H2,J , x, y ∈ C2, (5.1)
is invertible. It is readily seen that Q is the same as in (4.4), and that it is the unique
solution of the matrix equation
Q− A∗QA = C∗JC.
A function w0 ∈ UJ , where w0 ∈ T, such thatM = P(w0) is given by (4.5):
w0(z) = I2 − (1 − zw∗0)C(IN − zA)−1Q−1(IN − w∗0A∗)−1C∗J. (5.2)
This follows from the equality
C(IN − zA)−1Q−1(IN − wA)−∗C∗ = J −w0(z)Jw0(w)
∗
1 − zw∗ , (5.3)
which holds (see [16]) since both sides define a reproducing kernel forM and hence
coincide. The left hand side is a reproducing kernel for M because of the inner
product (5.1) and the right hand side by Theorem 4.2 (1a).
The case dimM = 1 and A = 0 is of particular interest. Then C is a vector, C =
u ∈ C2, andQ = C∗JC = u∗Ju. The function = θ1 corresponding to the choice
w0 = 1 is then equal to
θ1(z) = I2 − (1 − z)uu
∗J
u∗Ju
. (5.4)
If u∗Ju > 0 and P = (uu∗J )/(u∗Ju), then P is a projection in C2 and θ1(z) =
I2 − P + zP is a Blaschke factor at the point 0 (see [16, (1.2.8)]).
Proposition 5.1. If  ∈ UJ is not constant it admits a minimal (possibly trivial)
factorization  = θ12 where θ1 is of one of the two forms:
(a) θ1(z) = I2 − (1 − z)((uu∗J )/(u∗Ju)) with a vector u ∈ C2 such that
u∗Ju /= 0.
(b) θ1(z) = zkI2 + uu∗JQ(z) with k  1, a J -neutral non-zero vector u ∈ C2 and
a polynomial Q(z) of degree 2k with the property
z2kQ(1/z∗)∗ = −Q(z). (5.5)
In the proof of the proposition we use the following lemma.
Lemma 5.2. If f is a polynomial of degree k − 1 then the function Q(z) = f (z) −
z2kf (1/z∗)∗ has at least one zero on T.
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Proof. The function g(z) = zkf (1/z) is a polynomial of degree k and g(0) = 0.
Moreover Q(z) = zk(g(1/z) − g(z∗)∗). If Q(z) would be different from zero on T
then Im g(z) would not change sign there, say Im g(z) > 0 for |z| = 1. Consider the
entire function h(z) = exp {ig(z)}. Then |h(z)| = exp{−Im g(z)} < 1 on T. On the
other hand, h(0) = 1, in contradiction with the maximum modulus principle. 
Proof of Proposition 5.1. We consider the finite dimensional reproducing kernel
Pontryagin space P() associated with . Since, by Theorem 4.2 (1d) and (1e),
P() is R0-invariant and consists of polynomial functions, according to Remark
4.3, it contains a vector
u =
(
α∗
β∗
)
∈ C2
corresponding to the eigenvalue zero of R0. TheP() inner product of u with itself
is the H2,J inner product of u with itself, that is,
〈u, u〉P() = u∗Ju.
If this number is /= 0, then the space M0 := span{u} is non-degenerate and a
space P(θ1) for some θ1 ∈ UJ . Moreover, its reproducing kernel is of the form
u(u∗Ju)−1u∗, and so, since the reproducing kernel is unique for the space it re-
produces,
u(u∗Ju)−1u∗ = J − θ1(z)J θ1(w)
∗
1 − zw∗ ,
where θ1 (up to a J -unitary constant matrix) is given by (5.4), and case (a) follows
from Theorem 4.6.
Assume now that u ∈ kerR0 is a neutral vector. If there would be a second linearly
independent vector in kerR0, it would also be constant and kerR0 = C2, which is
non-degenerate in H2,J . In this case P() contains also a constant vector which is
not J -neutral, and we are in the situation in which case (a) applies.
Therefore only the case that P() is spanned by just one Jordan chain of the
operator R0 at zero remains to be considered. If dimP() = n + 1 this chain has to
be of the form
f0(z) =
(
α∗0
β∗0
)
, f1(z) = zf0(z) +
(
α∗1
β∗1
)
, . . . , fn(z) = zfn−1(z) +
(
α∗n
β∗n
)
.
(5.6)
Set
Mj = span{f0(z), f1(z), . . . , fj−1(z)}, j = 1, 2, . . . , n + 1. (5.7)
Then, evidently,
{0}M1M2 · · · Mn+1 = P().
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Since M1 is degenerate, we have f∗0J f0 = 0 and f0 /= 0 or, equivalently, |α0| =|β0| /= 0. Without loss of generality we may assume α0 = 1, and then from the chain
(5.6) a basis of P() can be constructed which is of the form
g0(z) =
(
1
σ ∗0
)
, g1(z) = zg0(z) +
(
0
σ ∗1
)
, . . . , gn(z) = zgn−1(z) +
(
0
σ ∗n
)
.
(5.8)
Let k  1 be the smallest integer for which σk /= 0. If  is the k × k matrix
 :=

σk 0 · · · 0
σk+1 σk · · · 0
...
.
.
.
.
.
.
...
σ2k−1 · · · σk+1 σk
 ,
then  is invertible and the Gram matrix G2k associated with the first 2k elements of
the basis (5.8) is given by
G2k =
(
0 −σ0∗
−σ ∗0 −∗
)
.
As the first k elements span a neutral subspace and G2k is invertible, M2k is the
first non-degenerate subspace in the chain (5.7). According to Theorem 4.2 (2), it is
a space P(̂) for some ̂ ∈ UJ and by Theorem 4.6, ̂ is a divisor of  in UJ . In
order to calculate ̂ from formula (5.2) we introduce the 2k × 2k matrix
A =

0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
...
0 0 0 · · · 1
0 0 0 · · · 0
 ,
and the 2 × 2k matrix C = (C0 C1) with
C0 =
(
1 0 · · · 0
σ0∗ 0 · · · 0
)
, C1 =
(
0 0 · · · 0
σk
∗ σ ∗k+1 · · · σ ∗2k−1
)
.
Then the columns of the matrix polynomial C(I − zA)−1 coincide with the basis
elements in (5.8) and we can choose ̂ = w0 given by (5.2) with Q = G2k and
some w0 ∈ T.
We define complex numbers cn, n = 0, 1, . . . , by the relation( ∞∑
j=k
σj z
j
)
(c0 + c1z + · · · + cnzn + · · ·) = σ0zk,
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and k × k-matrices
A1(z) =

1 z · · · zk−1
0 1 · · · zk−2
...
...
...
0 0 · · · 1
 , A2(z) =

zk zk+1 · · · z2k−1
zk−1 zk · · · z2k−2
...
...
...
z z2 · · · zk
 ,
L =

c0 0 · · · 0
c1 c0 · · · 0
...
...
...
ck−1 ck−2 · · · c0
 = σ0−1.
Then
G−12k =
(
Ik −L
−L∗ 0k
)
,
and for arbitrary w0 ∈ T,
w0(z)= I2 − (1 − zw∗0)(C0 C1)
(
A1(z) A2(z)
0k A1(z)
)(
Ik −L
−L∗ 0k
)
×
(
A1(w0)∗ 0
A2(w0)∗ A1(w0)∗
)(
C∗0
C∗1
)
J
= I2 − (1 − zw∗0){C0A1A∗1C∗0 − C1A1L∗A∗1C∗0 − C0A1LA∗1C∗1
−C0A2L∗A∗1C∗0 − C0A1LA∗2C∗0 }J. (5.9)
Here and below, for j = 1, 2, we write Aj and A∗j for Aj(z) and Aj(w0)∗. Straight-
forward calculations give
C0A1A
∗
1C
∗
0 =
(
1 + zw∗0 + z2w∗20 + · · · + zk−1w∗(k−1)0
)( 1 σ0
σ ∗0 1
)
,
C0A1LA
∗
1C
∗
1 =
(
1 + zw∗0 + z2w∗20 + · · · + zk−1w∗(k−1)0
)(0 σ0
0 1
)
,
C1A1L
∗A∗1C∗0 =
(
1 + zw∗0 + z2w∗20 + · · · + zk−1w∗(k−1)0
)( 0 0
σ ∗0 1
)
,
and, finally,
(1 − zw∗0)
(
C0A2L
∗A∗1C∗0 + C0A1LA∗2C∗0
)
= (w∗k0 Q(z) + zkQ(w0)∗) ( 1 σ0σ ∗0 1
)
,
where Q(z) = c0 + · · · + ck−1zk−1 −
(
c∗k−1zk+1 + · · · + c∗0z2k
)
. Applying Lemma
5.2, we can choose w0 ∈ T such that Q(w0) = 0, and inserting the latter expressions
into (5.9) we get
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w0(z) = w∗k0
(
zk + Q(z) −σ0Q(z)
σ ∗0 Q(z) zk − Q(z)
)
, (5.10)
which is of the same form as in (b). 
It is interesting to look at special cases of  in Proposition 5.1(a). If
u =
(
1
0
)
we obtain
θ1(z) =
(
z 0
0 1
)
,
while the case
u =
(
0
1
)
leads to
θ1(z) =
(
1 0
0 z
)
.
If we multiply θ1(z) in Proposition 5.1(a) by a constant J -unitary matrix from
the right, depending on the sign of u∗Ju we arrive at the following forms of an
elementary J -unitary polynomial matrix function:
(a1) θ(z) = 1√1−|σ0|2
(
z σ0
zσ ∗0 1
)
with |σ0| < 1,
(a2) θ(z) = 1√|σ0|2−1
(
σ0 z
1 zσ ∗0
)
with |σ0| > 1.
In the case (b), from (5.5) it follows that the polynomial Q(z) is of the form
Q(z) = P(z) − z2kP (1/z∗)∗ + ic′kzk
where P(z) is a polynomial of degree k − 1 and the coefficient c′k is real. If we
multiply θ1(z) in (b) by the J -unitary matrix I + ic′kuu∗J from the right we obtain
a new function θ(z) of the same form where now c′k = 0.
There is little to add to the proof of Proposition 5.1 to get the following result.
Theorem 5.3. The functions in (a) and in (b) of Proposition 5.1 are (up to constant
J-unitary factors from the right) the only elementary polynomials in UJ .
Proof. Let θ ∈ UJ be elementary. Then the corresponding space P(θ) is spanned
by only one chain of the operator R0. If the first element f0 of this chain is non-
degenerate we are in case (a). Otherwise we can suppose that a basis of P(θ) is of
the form (5.8) and, by Proposition 5.1, that
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span{g0, . . . , g2k} = P(w0),
where w0 is given by (5.10). By the uniqueness (up to a constant J -unitary factor
from the right) of the element of UJ associated to a given space we find θ = w0U
where U is a J -unitary matrix. 
The following theorem, which is the main result of this section, generalizes the
well known factorization of J -inner polynomials into a product of factors of the form
1√
1 − |ρ|2
(
1 ρ
ρ∗ 1
) (
z 0
0 1
)
,
and a J -unitary constant (see [19]).
Theorem 5.4. Every  ∈ UJ can be written in a unique way as
(z) = znθ1(z) · · · θN(z)U,
where n is a natural number, the θj are elementary factors normalized by
θj (1) = I2, U = (1), and
ind−P() = n +
N∑
j=1
ind−P(θj ). (5.11)
Moreover, n > 0 if and only if P() contains more than one chain (for R0 at the
eigenvalue 0) or, equivalently, if and only if
C2 ⊂ P().
Finally,
P() = P(znI2) ⊕ znP(θ1 · · · θN). (5.12)
Proof. Without loss of generality we may assume that(1) = I2. We write(z) =
zn˜(z) where ˜(0) /= 0. Then by Example 4.4 and Theorem 4.6, n > 0 if and only
if C2 ⊂ P(). According to the proof of Proposition 5.1, this holds if and only if
P() contains more than one chain and we have
P() = P(znI2) ⊕ znP(˜). (5.13)
Since ˜(0) /= 0, the space P(˜) is spanned by only one chain, say of the form
(5.6), and we have a unique increasing sequence
{0}M1M2 · · · Md = P(˜)
of R0-invariant subspaces, where dimMj = j and d = dimP(˜). Consider all in-
dices j ∈ {1, 2, . . . , d} for which Mj is non-degenerate in the H2,J inner product
and order them: j1 < j2 < · · · < jN = d . These indices are defined in a unique way
since the subspaces Mj form an increasing chain. If k ∈ UJ is defined by the
relationsMjk = P(k) and k(1) = I2, we have
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{0}P(1)P(2) · · · P(N) = P(˜).
With θ1 := 1 and θk+1 := −1k k+1, k = 1, 2, . . . , N − 1, it follows that
k = θ1 · · · θk, ˜ = θ1θ2 · · · θN .
We claim that the factors θk are elementary. This is clear for θ1. Now assume that
for some k > 1 we have a non-trivial J -unitary factorization θk = θk1θk2. Then the
space P(θ1 · · · θk−1θk1) is non-degenerate, R0-invariant, and such that
P(k−1)P(θ1 · · · θk−1θk1)P(k).
This contradicts the fact that theMjk are the only non-degenerate subspaces of the
chain.
Finally (5.11) and (5.12) follow from (5.13) and by repeated application of Prop-
osition 4.5. 
6. The reproducing kernel Pontryagin spaces associated with the Schur
transformation
Throughout this section (u, v) ∈ Shomκ . Then u, v ∈ H2, and |u(0)| + |v(0)| /= 0.
We write
u(z) =
∞∑
n=0
αnz
n, v(z) =
∞∑
n=0
βnz
n,
so that |α0| + |β0| /= 0. ByM(u, v) we denote the linear subset of H2,J spanned by
the vector functions
f0(z) =
(
α∗0
β∗0
)
, f1(z) = zf0(z) +
(
α∗1
β∗1
)
, . . . , fn(z) = zfn−1(z) +
(
α∗n
β∗n
)
, . . .
(6.1)
The following proposition shows that the linear space M(u, v) is isomorphic to
a dense linear subset of the space P(u, v). Recall (see (3.2)) that P(u, v) is the
reproducing kernel Pontryagin space with reproducing kernel
S(u,v)(z, w) = u(z)u(w)
∗ − v(z)v(w)∗
1 − zw∗ .
Proposition 6.1. If (u, v) ∈ Shomκ then the mapping
f → (u −v)f, f ∈M(u, v), (6.2)
establishes an isometry between the linear space M(u, v) equipped with the H2,J
inner product and a dense linear subset of P(u, v).
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Proof. If K(z,w) is a kernel with a finite number of negative squares and analytic in
z and w∗ in an open subset ofC, andP(K) denotes the corresponding reproducing
kernel Pontryagin space, then the following holds: For n ∈ N and w ∈  the function
z → ∂
nK(z,w)
∂w∗n
, z ∈ ,
belongs to P(K), and for any f ∈ P(K) we have〈
f,
∂nK( · , w)
∂w∗n
〉
P(K)
= f (n)(w).
It follows that, for w ∈  fixed, the closed linear span of all functions
∂nK( · , w)
∂w∗n
, n ∈ N,
coincides with P(K).
We apply this to the kernel S(u,v)(z, w) and for this we write
S(u,v)(z, w) = (u(z) −v(z))
(
u(w)∗
v(w)∗
)
1 − zw∗ .
We have
1
n!
∂n
∂w∗n
(
u(w)∗
v(w)∗
)
1 − zw∗ =
(
u(w)∗
v(w)∗
)
zn
(1 − zw∗)n+1 + · · · +
1
j !
(
u(w)∗(j)
v(w)∗(j)
)
× z
n−j
(1 − zw∗)n−j+1 + · · · +
1
n!
(
u(w)∗(n)
v(w)∗(n)
)
1
(1 − zw∗) ,
(6.3)
which, for w = 0, is equal to fn(z). It follows that for n,m ∈ N, n  m,
〈(u −v)fn, (u −v)fm〉P(u,v)
= 1
n!m!
〈
∂nS(u,v)( · , ζ )
∂ζ ∗n
,
∂mS(u,v)( · , w)
∂w∗m
〉
P(u,v)
∣∣∣∣
ζ=w=0
= 1
n!m!
∂n+mS(u,v)(w, ζ )
∂ζ ∗n∂wm
∣∣∣∣
ζ=w=0
= 1
n!m!
∂n+m
∂ζ ∗n∂wm
u(w)u(ζ )∗ − v(w)v(ζ )∗
1 − wζ ∗
∣∣∣∣
ζ=w=0
=
m∑
j=0
(
J
(
α∗m−j
β∗m−j
)
,
(
α∗n−j
β∗n−j
))
C2
.
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On the other hand, the latter expression equals [fn, fm]H2,J . Therefore the mapping
(6.2) is an isometry between the total set of all fn ∈M(u, v) and the set of all
(u −v) fn, n = 0, 1, . . . , which is total in P(u, v). 
With the pair (u, v) ∈ Shomk we associate the sequence of functions defined recur-
sively by (6.1). Let MN(u, v) be the N-dimensional space spanned by the fj , j =
0, . . . , N − 1. This space MN(u, v) is also spanned by the columns of the matrix-
function
FN(z) = CN(IN − zAN)−1,
where
CN =
(
α∗0 α∗1 . . . α∗N−1
β∗0 β∗1 . . . β∗N−1
)
∈ C2×N,
AN =

0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
...
0 0 0 · · · 1
0 0 0 · · · 0
 ∈ CN×N. (6.4)
As a consequence of Theorem 4.2 (2), we have:
Proposition 6.2. If MN(u, v) is non-degenerate in the H2,J -inner product, then
there exists a N ∈ UJ , uniquely determined by the normalization N(1) = I2,
such thatMN(u, v) = P(N).
The key to the Schur algorithm in the present setting is the following obser-
vation.
Proposition 6.3. Assume that the space P(u, v) is non-trivial: P(u, v) /= {0}.
Then there exists a positive integer N such that the spaceMN(u, v) is non-degener-
ate and henceMN(u, v) = P(N) for someN ∈ UJ . If N is chosen minimal then
N is an elementary J-unitary polynomial, and hence N = 1 or N = 2k for some
k ∈ N.
Proof. By Proposition 6.1 and since any dense linear subset of a Pontryagin space
contains a maximal negative (hence κ-dimensional) subspace, we obtain that
M(u, v) = ∪∞N=1M(u, v) contains a κ-dimensional negative subspace. Because the
subspaces MN(u, v) are increasing with N there is an N such that MN(u, v) con-
tains a κ-dimensional negative subspace and hence is non-degenerate. By Proposi-
tion 6.2,MN(u, v) = P(N) for someN ∈ UJ . We take N minimal with respect
to this property. From the proof of Proposition 5.1 it follows that:
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(i) if 〈f0, f0〉H2,J /= 0 then N = 1 and 1 is an elementary polynomial of type (a).
(ii) if 〈f0, f0〉H2,J = 0 then, sinceMN(u, v) is non-degenerate, there exists a smallest
k such that 〈f0, fk〉H2,J /= 0 and then N = 2k and 2k is an elementary polyno-
mial of type (b). 
In the next two results we elaborate on the Schur algorithm for the pair (u, v) ∈
Shomκ (see (2.5)). In particular, we explain the relation between α and  in that for-
mula. We begin with the inverse problem mentioned in Section 1.
Proposition 6.4. Let (u, v) ∈ Shomκ and let  ∈ UJ be such that (0) /= 0 and
(u(z) −v(z))(z) = zdeg(̂u(z) −v̂(z)), (6.5)
where û and v̂ are analytic inD. ThenP() is spanned by the elements f0(z), f1(z),
. . . , f−1(z) from (6.1) with  = deg.
Proof. We use power series expansions near z = 0. If
(z) =
∞∑
n=0
nz
n,
then (6.5) implies
n∑
j=0
(αj −βj )n−j = 0, n = 0, 1, . . . ,  − 1. (6.6)
The polynomials in (6.1) are given by
fn(z) =
n∑
k=0
(
α∗k
β∗k
)
zn−k, n = 0, 1, . . .
If u ∈ H22 has the expansion u(z) =
∑∞
n=0 unzn, then
(z)u(z) =
∞∑
j=0
(
j∑
i=0
j−iui
)
zj ,
and it follows that
〈u, fn〉H2,J =
n∑
k=0
(αk −βk)
(
n−k∑
i=0
n−i−kui
)
=
n∑
i=0
(
n−i∑
k=0
(αk −βk)n−i−k
)
ui = 0.
Hence f0, . . . , f−1 ∈ H2,J H2,J = P(). As these polynomials are linearly in-
dependent and as, by Theorem 4.2 (1b), dimP() = deg, they span P(). 
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We note that the arguments in the proof above show that the condition (6.5) al-
ready implies that the map f → (u −v)f is an isometry from the span of the fj (z),
j = 0, . . . , deg− 1, into P(u, v). We also remark that if f0 is non-degenerate,
then for the elementary polynomial matrix  we get P() = span{f0} and thus
deg = 1. This happens, in particular, in the positive case.
The solution of the inverse problem as formulated in Section 1 is as follows.
Theorem 6.5. Given a pair (u, v) ∈ Shomκ . Then there exists a unique (finite or infi-
nite) sequence of elementary factors θj ∈ UJ , j = 1, 2, . . . , normalized by
θj (1) = I2, with the following property: The solutions of the inverse problem are
exactly the functions of the form
(z) = θ1(z) · · · θN(z)V, N = 1, 2, . . . ,
where V is a J-unitary constant.
Proof. By Proposition 6.4, if  is a solution of the inverse problem then the corre-
sponding space P() is spanned by the chain of length  = deg of the elements
f0(z), f1(z), . . . , f−1(z) from (6.1) which are derived from the pair (u, v). Conse-
quently, if 1 is another solution and deg1 > deg then P() ⊂ P(1) and
hence divides1. The existence of the unique sequence of elementary polynomi-
als θj can now be proved as in the proof of Theorem 5.4. 
For the formulation of the following theorem we use the notation as in the proof
of Theorem 5.4. We order the numbers in {N ∈ N |MN(u, v) is non-degenerate}:
1  N1 < N2 < · · · , and letj ∈ UJ be such thatMNj = P(j ) andj (1) = I2.
By Proposition 6.3,1 is elementary; we shall call it the first elementary polynomial
associated with (u, v) and write 1 = θ1. As we have seen in the proof of Theorem
5.4, j divides j+1 and −1j j+1 is an elementary polynomial in UJ .
Theorem 6.6. For (u, v) ∈ Shomκ and j = 1, 2, . . . it holds that
(u(z) −v(z))j (z) = zdegj (uj (z) −vj (z)), (6.7)
where (uj , vj ) ∈ Shomκj with κj = κ − ind−P(j ). Moreover,
P(u, v) = zdegjP(uj , vj ) ⊕ (u(z) −v(z))P(j ). (6.8)
The theorem implies the step-by-step Schur algorithm for homogeneous pairs.
If (u0, v0) := (u, v) and if θj is the first elementary polynomial for (uj−1, vj−1),
j = 1, 2, . . . , then
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(u(z) −v(z))θ1(z)= zdeg θ1(u1(z) −v1(z))
(u1(z) −v1(z))θ2(z)= zdeg θ2(u2(z) −v2(z))
...
(uj−1(z) −vj−1(z))θj (z)= zdeg θj (uj (z) −vj (z)), (6.9)
so that j (z) = θ1(z) · · · θj (z) and (6.7) holds.
Proof of Theorem 6.6. We use mathematical induction. First we prove the theorem
for j = 1. There are two possibilities:
(i) |α0|2 − |β0|2 /= 0 and θ1 is of the form (a) of Proposition 5.1 with u =
(
α∗0
β∗0
)
.
(ii) |α0| = |β0| /= 0 and θ1 is of the form (b) of Proposition 5.1 with u =
(
1
σ ∗0
)
and
σ0 = (β0/α0).
Case (i): We have
(˜u(z) −v˜(z)) := (u(z) −v(z))θ1(z)
= (u(z) −v(z)) − 1 − z|α0|2 − |β0|2 (u(z)α
∗
0 − v(z)β∗0 )(α0 −β0).
Evidently, u˜(z) and v˜(z) vanish at z = 0. The coefficients of z in u˜(z) and v˜(z) are
given by
α˜1 = α0(|α0|
2 − |β0|2) + β∗0 (α0β1 − α1β0)
|α0|2 − |β0|2
and
β˜1 = β0(|α0|
2 − |β0|2) + α∗0(α0β1 − α1β0)
|α0|2 − |β0|2 .
Assuming that both expressions are equal to zero, we find that
0 = α∗0 α˜1 − β∗0 β˜1 = |α0|2 − |β0|2,
which contradicts the hypothesis in Case (i). Hence
(˜u(z) −v˜(z)) = z(u1(z) −v1(z)),
with |u1(0)| + |v1(0)| /= 0, that is, (6.7) holds. The equality (6.8) follows from
S(u,v)(z, w) = zw∗S(u1,v1)(z, w) + (u(z) −v(z))Kθ1(z, w)
(
u(w)∗
−v(w)∗
)
.
The fact that f → (u −v)f is an isometry from P(θ1) =M1(u, v) into P(u, v)
implies that the sum on the right hand side of (6.8) is orthogonal. If |α0|2 − |β0|2 > 0
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then P(θ1) is a Hilbert space (of dimension 1), if |α0|2 − |β0|2 < 0 then P(θ1) is a
Pontryagin space (of dimension 1) with ind−P(θ1) = 1. This implies the formula
for κ1.
Case (ii): The function u(z) does not vanish at the origin. With s(z) = v(z)/u(z) and
σ0 = s(0) we have that for some l  2k and some tl /= 0,
Q(z)(σ ∗0 s(z) − 1) = zk + tlzl + · · ·
and therefore we can write
(u(z) −v(z))θ1(z)= u(z)(1 − s(z))θ1(z)
= u(z){zk(1 − s(z)) − (σ ∗0 s(z) − 1)Q(z)(1 − σ0)}
= u(z)(˜u(z) −v˜(z)),
where
u˜(z)= −tlzl − · · · ,
v˜(z)= s(z)zk − σ0(zk + tlzl + · · ·)
= zk(σ0 + σkzk + · · ·) − σ0(zk + tlzl + · · ·)
=
{
(σk − σ0tl)z2k + · · · if l = 2k,
σkz
2k + · · · if l > 2k,
so that
(˜u(z) −v˜(z)) = z2k(u1(z) −v1(z))
and |u1(0)| + |v1(0)| /= 0, because{
u1(0) = −u(0)tl /= 0 if l = 2k,
v1(0) = u(0)σk /= 0 if l > 2k.
Formula (6.8) for this case can be proved in the same way as for Case (i). That
κ1 = κ − k follows from the fact that the 2k dimensional Pontryagin spaceP(θ1) =
M1(u, v) has negative index k.
Assume the theorem holds for some j  1. Then (uj , vj ) ∈ Shomκj . If θj+1 is the
first elementary polynomial for (uj , vj ) then as for the case j = 1
(u(z) −v(z))j (z)θj+1(z)= zdegj (uj (z) −vj (z))θj+1(z)
= zdegj+deg θj+1(uj+1(z) −vj+1(z)),
where (uj+1, vj+1) ∈ Shomκj+1 with κj+1 = κj − ind−P(θj+1). By Proposition 4.5, the
right-hand side can be written as
(u(z) −v(z))j (z)θj+1(z) = zdegj θj+1(uj+1(z) −vj+1(z)).
Theorem 6.4 implies thatP(j θj+1) = P(j+1). By the uniqueness of the repro-
ducing kernel, this equality implies j+1(z) = j (z)θj+1(z)U for some constant
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J -unitary matrix U . Because of normalization, U = I2. The rest of the proof em-
ploys arguments used before and is therefore omitted. 
Theorem 6.7. If (u, v) ∈ Shomκ , then for the elementary polynomials θ1(z),
θ2(z), . . . , appearing in the Schur algorithm (6.9) for (u, v) the relation
κ =
∑
j
ind−P(θj )
holds, where the sum runs over all the (finitely or infinitely many) elementary factors
appearing in the Schur algorithm. If, in particular, κ > 0, then at least one of the
θj ’s is of the form (a) with |α0| < |β0| or of the form (b) of Proposition 5.1.
Proof. Let N be as in the proof of Proposition 6.3. Then MN(u, v) = P(N)
contains a κ dimensional negative subspace and so do all non-degenerate subspaces
Mk(u, v) with k  N . Hence each θj for which ind− P(θj ) > 0 appears as an ele-
mentary factor of N . By Theorem 5.4, this implies the equality of the
theorem. 
Remark 6.8. The last statement of the theorem can also be proved by contradiction.
Assume the opposite. All θj ’s are of the form (a) with |α0| > |β0|. Then for all N ,
N(z) is J -inner and so is ˜N(z) = N(z∗)∗. Write
N(z) =
(
aN(z) bN(z)
cN(z) dN(z)
)
.
Then from the 2, 2-entry of the kernel K˜N (z,w) we obtain that the function
z → bN(z)
dN(z)
is a classical Schur function on D. From (6.7) it follows that
v(z)
u(z)
− bN(z)
dN(z)
= zdegN vN(z)
u(z)dN(z)
,
which implies that the first degN coefficients of (v(z)/u(z)) coincide with those of
a classical Schur function. As N → ∞ we have degN → ∞ and (bN(z)/dN(z))
(or a subsequence) converges to a Schur function. It follows that (v(z)/u(z)) itself
is a Schur function, that is, (u, v) ∈ Shom0 , contradicting the fact that κ > 0.
We now present a practical algorithm to obtain the factorization of an element
 ∈ UJ ,
(z) =
(
a(z) b(z)
c(z) d(z)
)
,
into a minimal product of elementary factors in UJ . We first note that
det(z) = czdeg
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for some complex number c with |c| = 1. Indeed, this holds for J -unitary constant
matrices (see after Lemma 2.1), for elementary factors (see (2.7)) and then for any
U ∈ UJ by the additive property of the degree for minimal factorization. Without
loss of generality we may assume that(0) /= 0. For any ζ in the unit circle, the pair
(c(z)ζ + d(z), a(z)ζ + b(z)), defined by
(c(z)ζ + d(z) −a(z)ζ − b(z)) = zdeg(1 −ζ )(z)−1
is in some class Shomκ . We have
(c(z)ζ + d(z) −a(z)ζ − b(z))(z) = (1 −ζ )zdeg, (6.10)
and therefore by Proposition 6.4 we see that P() is spanned by a chain of length
deg built from the pair (c(z)ζ + d(z), a(z)ζ + b(z)).
Applying the Schur algorithm to the pair (c(z)ζ + d(z), a(z)ζ + b(z)), we obtain
an elementary factor θ1 ∈ UJ of degree N1 and such that
(c(z)ζ + d(z) −a(z)ζ − b(z))θ1(z) = zN1(u1(z) −v1(z)), (6.11)
where |u1(0)| + |v1(0)| /= 0. By Proposition 6.4 we have that P(θ1) ⊂ P(). We
reiterate and apply the Schur algorithm to the pair (u1(z), v1(z)) and obtain an ele-
mentary factor θ2 of degree N2 and such that
(u1(z) −v1(z))θ2(z) = zN2(u2(z) −v2(z)).
Multiplying both sides of (6.11) by θ2 on the right we obtain
(c(z)ζ + d(z) −a(z)ζ − b(z))θ1(z)θ2(z) = zN1+N2(u2(z) −v2(z)),
and once more applying Proposition 6.4 leads to
P(θ1θ2) ⊂ P().
We obtain a sequence θ1, . . . , θN and can reiterate as long as the inclusion
P(θ1 · · · θN) ⊂ P() (6.12)
is strict. When we have equality in (6.12) we obtain the factorization = θ1 · · · θNU
where U is a constant J -unitary matrix. Hence it follows from (6.10) that
(c(z)ζ + d(z) −a(z)ζ − b(z))θ1(z) · · · θN(z) = zdeg(1 −ζ )U,
and the algorithm stops after N iterations.
7. Some examples
We start with a simple example of a function in S1.
Example 7.1. Let s(z) = 1/(1 − 2z). Since
1
1 − 2z =
1
z − 2
(
z − 1/2
1 − z/2
)−1
= s0(z)b(z)−1,
142 D. Alpay et al. / Linear Algebra and its Applications 369 (2003) 113–144
with a function s0 ∈ S0 and a Blaschke product b of degree one it follows that s ∈ S1.
Further, if |z| < 1/2 then
1
1 − 2z =
∞∑
n=0
2nzn.
We consider the spaceM1 spanned by the functions
f0(z) =
(
1
1
)
, f1(z) = z
(
1
1
)
+
(
0
2
)
.
The corresponding Gram matrix is
P =
(
0 −2
−2 −4
)
.
Formula (5.2) with w0 = 1, Q = P, and
C =
(
1 0
1 2
)
, A =
(
0 1
0 0
)
gives
1(z) = I2 + 1 − z2
(
z − 1 z + 1
z + 1 z + 3
)
J = zI2 +
(
1
1
)
(1 1)J
1
2
(1 − z2),
which is of the form b from Section 2. The Schur algorithm gives s1(z) =
z/(z − 2), which, as to be expected, is a Schur function.
In the next example the function s has a pole at the origin.
Example 7.2. Let s(z) = s0(z)/zκ , where s0 is a Schur function which does not
vanish at z = 0 and κ ∈ N. Then the first κ steps of the Schur algorithm lead to(
zκ −s0(z)
) (1 0
0 zκ
)
= zκ(1 −s0(z)). (7.1)
Indeed, consider the pair (zκ , s0(z)), which belongs to Shomκ . The Schur algorithm
reiterated κ times gives κ times a factor(
1 0
0 z
)
and hence (7.1).
In the following example the function s is not meromorphic in D (and, in par-
ticular, it does not belong to the class S), but the kernel (1.1) has just one negative
square.
Example 7.3. Let ω ∈ D, ω /= 0, and consider the function s(z) = δω(z) (see Ex-
ample 3.3). Then the Schur algorithm gives
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s1(z) = s(z) − s(0)
z(1 − s(z)s(0)∗) =
{
0 if z /= ω,
1
ω
if z = ω.
Thus s1 satisfies the relation s(z) = zs1(z).
In the last example the function s is holomorphic and of bounded type in D, but
the kernel (1.1) has infinitely many positive and infinitely many negative squares.
Example 7.4. Let s(z) = (1/1 − z). Then for N = 1, 2, . . . , the Gram matrix of
the spaceMN(u, v) with u(z) = 1 − z and v(z) = 1 is the N × N matrix PN in the
left upper corner of the matrix
P =

0 −1 0 0
−1 1 −1 0 . . .
0 −1 1 −1 . . .
0 0 −1 1 . . .
.
.
.
.
.
.
.
.
.
.
.
.

.
The matrix P2 is not singular and we haveM2(u, v) =H(2) with
2(z) = I2 + (1 − z)
(
z 1 + z
1 + z 2 + z
)
J.
Applying the Schur transformation, cases (b) and subsequently (a+) of Section 2,
and continuing with similar calculations, we obtain
s1(z) = −zs(z), s2(z) = −s(z), s3(z) = zs(z), s4(z) = s(z), . . .
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