Abstract. This paper presents a context driven segmentation and recognition method for handwritten Chinese characters. We follow a splitmerge technique in character segmentation. In this process, a Chinese text line is first pre-segmented into a sequence of radicals, which are then merged according to a cost function combining both recognition confidence and contextual cost. Two strategies are also proposed for implementation: bi-gram based merging and lexicon driven merging. In the former one, we generate a set of merging paths which are then evaluated by Viterbi algorithm. The radicals' best merging method is given by the path with the highest score. In the latter strategy, a lexicon is preset and compared with the radicals to determine both radicals' merging and candidate character selection. Experiments show that contextual information plays a crucial role in Chinese character segmentation and could obviously improve the segmentation and recognition results.
Introduction
Single character recognition has achieved impressive progress both in accuracy and speed in the past 40 years. However, it could not remarkably benefit a document reading system directly because some practical difficulties. For example, it is hard to extract text lines from a complex layout document containing both graphs and characters in different fonts and size. Though a text line is perfectly extracted, character segmentation is another ineluctable and decisive step since a general classifier could only recognized a single-character image at a time.
Recently, there many papers considering character segmentation of digits, western and eastern languages. According to Casey ([1] ), these methods are categorized into three basic strategies: structural analysis, recognition based and holistic tactic. In this paper, we suggest these methods are concluded into two levels according to the information sources they are rested on (Fig.1) . Low level methods make use of information directly from image and high level methods utilize contextual and grammatical constraints originated from prior knowledge.
Character segmentation is still an obstacle in Chinese OCR especially for offhand case, it should deal with diverse writing styles, a large character set and complex character structures. Moreover, characters are written with touching and overlapping in scripts. According to the recent work, low-level methods are effective to remove touching and overlapping by accurately locating the segmentation points for touching and overlapping strokes. But it may come with another problem that a character is wrongly separated into different parts.
In conventional methods, character segmentation contains two steps. The first step is pre-segmentation, which decomposes a text line into a series of radicals. Secondly, these radicals are reunited into characters. Previously, only low level information is considered in the second step, which is shown to be unreliable in practice. A Chinese character may be composed of some parts, each of them is indeed a character itself. Low level methods perform inadequately and always segment a character into more than one parts. Recent papers are considering to involve contextual relationship in this process. In western languages, these context methods are always based on a word dictionary ( [5] ). However, the methods for oriental languages are quite different from that for western languages. Liu ([3] ) proposes a lexicon driven way for Japanese address reading. Takahiro( [7] ) introduces bi-gram in his likelihood function for on-line Japanese handwriting recognition. But related work has seldom been done for Chinese up to now.
In this paper, we introduce contextual restrictions by incorporating bi-gram and lexicon-dictionary in character segmentation. According to the experiments, we can see that both segmentation rate and recognition rate could get improved. 
Pre-segmentation
A Chinese character could be regarded as a composition of some primitive components. In pre-segmentation, we cite Xue's work( [6] ) to extract these components ( Fig.2(a) ). He extracts connected components from a text line, which are then merged into strokes (Fig.2(c) ). These strokes are assembled to form radicals. Each radical should be warranted as just one part of a character ( Fig.2(d) ). A segmentation graph is accordingly established (Fig.2(e) ), which is directed and acyclic. An arc corresponds to a certain radical combination and a path from the first node to the last represents a merging way for radicals. We assign each arc a cost to evaluate the likeness for a merged image of being a real character( [6] ). 
By Bayesian formula, we have
Assuming that the classifier's decision for the current image is independent of the previous image ([9]), we have
In natural language processing (NLP), N-gram model assumes that only the n adjacent characters before the given character make sense. In bi-gram (n = 2),
form the most likely string. The maximum of the above criteria could be regarded as a hybrid of context and recognition cost. In our method, given a merging path in the segmentation graph, the maximum of H (Eq. (4)) is applied in evaluation.
Confidence Estimation
A general character classifier outputs a set of sorted characters with ascending distances. However, distance measure is not discriminating in judging whether an input image is a real character or not. On the other hand, classifiers based on different learning algorithm would output different types of distances, which makes it inconceivable for further discussion. As shown above, distance measure is required to be transformed into probability measure. We will briefly review some basic transformation techniques. Suppose we have M candidate hypotheses c 1 , c 2 , . . . , c M for image x with corresponding ascending distances (5) gives a set of experimental transformations for posterior probability estimation ( [8] ). In [4] , Liu proposes his method based on Gauss distribution assumption (6) , where variance parameter θ is estimated from training samples.
Implementations
In post-processing, character images are fixed prior to candidate selection. However, in radical merging step, we don't know how radicals will be organized. The number of possible ways of merging increases exponentially with respect to the number of radicals. It is necessary to discuss some more applicable methods. In this section, two implementations are provided for bi-gram driven way.
Beam search is an optimization of the best first search algorithm where only a predetermined number of paths are kept as candidates. If more paths than a threshold are generated, the worst paths are discarded.
Bi-gram Driven Beam Search (BDBS)
is more than C, we add < 1, j, c h (S 1,j ), log P (c h (S 1,j )|x 1,j ) + log P (c h (S 1,j )), 1 > to the node list as a valid expansion, in which, the fifth element records the number of characters up to current merging.
Expanding step. For each node < i, j, c h (S i,j ), Q, n > in the list, we expand the node list as follows. We recognize S j+1,j+1 , S j+1,j+2 ,... S j+1,j+L , if there exist p, q that satisfy j + 1 ≤ p ≤ j + L, 1 ≤ q ≤ M and log P (c q (S j+1,p )|S j+1,p ) + log P (c q (S j+1,p )|c h (S i,j ) ) > C, we update this node to < j + 1, p, c q (S j+1,p ), Q + log P (c q (S j+1,p )|S j+1,p ) + log P (c q (S j+1,p )|c h (S i,j ) ), n + 1 >. Meanwhile, if there are multiple choices, all the valid expansions must be added too.
Pruning step. In beam search, only B 0 nodes are allowed to be kept. If B, the number of nodes, exceeds B 0 , we prune the redundant nodes for the sake of efficiency. All the nodes in the list are reordered according to the descending average scores. That is, node < i, j, c, Q, n > is ranked according to the average score In another implementation, We first apply K-shortest algorithm ( [2] ) to the segmentation graph in order to generate a set of path hypotheses for evaluation.
If the character images, merged according to a certain path, are denoted by x 1 , x 2 , . . . , x T and the recognized characters of the t-th image are c t,1 , c t,2 , . . . , c t,M , the maximum of H(see Eq. (4)) of this path is computed by Viterbi algorithm. In following procedure, Q(p, q) denotes the accumulative total of the logarithm of the probability value for the most likely string from the start character to c p,q .
Bi-gram Driven Viterbi Evaluation (BDVE)
Step 1. For 1 ≤ q ≤ M , we set Q(1, q) = log P (c 1,q ) + log P (c 1,q |x 1 ).
Step 2. For 2 ≤ p ≤ n k and 1 ≤ q ≤ M , we calculate Q(p, q) as follows:
Step 3. We output
The maximum number of radicals in a character is usually less than 6. For the worst case, the complexity of REA is at most O(6N + KN log 6), the complexity of Viterbi algorithm is O(M 2 T ). Accordingly, generating K-shortest paths is very fast, however, the size of the candidate set M controls the total time.
In Fig.(3) , we make a comparison between REA+BDVE method and the minimal spatial cost method. The proposed method achieves a segmentation rate of 100%, much better than the rate, 77%, given by the latter method. The merging paths recommended by the two methods are also illustrated in Fig.2(e) . 
Lexicon Based String Segmentation and Recognition
In the above, we try to promote the string recognition rate by improving segmentation and recognition of characters. However, perfect character segmentation may not be necessary, fractional characters in a string could also help in unique identification against a lexicon dictionary. The differences between western languages and oriental ones result in distinct strategies in holistic string recognition. In English, a string image is divided into word images first and then recognized by dictionary matching. However, there are no gaps between characters in Chinese, that means a Chinese string must be dealt with at the same time. Liu([3] ) uses a trie structure to organize address lexicons for Japanese address reading. He also adopts a split-merge strategy, determining merging path for radicals, identifying characters for images and matching the text line with a certain lexicon. This process is implemented by beam search from the left-most radical to the end. More than 110,000 items are considered in his method and each lexicon is limited within ten characters. Unlike the sequential characteristic of Liu's method, we propose a novel algorithm that could start from all the substrings. By this adaption, we could hurdle the problem that one segmentation error or one character mis-classification may potentially break down the whole process.
Optimal Substring Alignment Algorithm (OSAA)
-the set of all the substrings that start with w q and contain p characters
Step 1. For a predefined integer L, we recognize S i,i+j , where 0 ≤ j ≤ L − 1 and 1 ≤ i ≤ i + j ≤ n. If the candidate set of S i,i+j contains w k , we add < i, j, k, k, c > to R [1] [k], where c is the confidence score.
Step 2. After initializing
Step 3.1. For a given threshold D, we select all the substrings
Step 3.2. For the selected substrings, we traverse all the characters and their possible corresponding radical combinations which are not covered by the substrings. By this means, each character in the given string could find its corresponding radicals. Then we calculate the value of a certain cost function which is designed to evaluate both dissimilarities between images and characters and differences between characters and the given lexicon. In step 3.1 and 3.2, we simply apply depth-first search to traverse all the possible cases.
Comparing with the bi-gram driven way, lexicon driven method is seen as a more strict rule to control both radical merging and candidate selection process.
Experiments and Discussions
We collect 1141 handwritten Chinese address lines including 14,970 characters written by different people. In bi-gram based case, we test both BDBS and REA+BDVE implementations. We found that BDBS may be attacked by a intervened error and thus result in poorer performance comparing with REA+BDVE (in Table 1 , we adopt Eq.(6) for recognition confidence estimation, K = 15N, M = 10). In the following, we will mainly discuss REA+BDVE. Table 2 compares confidence estimation methods (Eq.(5)&Eq. (6))and selection strategies of K. Different ways of estimation don't result in obvious distinctions. We are inclined to select K according to the number of the radicals. For a text line with fewer radicals, this adaption will save time, on the other hand, more paths will be examined if a text line has more radicals. In the following experiments, we use K = 15N and Eq.(4) without specification. We then compare different factors in segmentation. In the columns of Table 3 , we test the minimal spatial cost path, the maximal recognition confidence path, the minimal recognition distance path (i.e., we assign each arc the confidence/distance of the best candidate given for the image associated with the arc) and the best contextual ranked path (i.e., recognition confidence is omitted) respectively. Noticing the results from different criteria, contextual relation is most important.
Generally, we select 10 candidates for each character image in recognition (i.e. M = 10), since the size greatly affects the computation time of Viterbi. As shown in Table 4 , extending the candidate set size will not improve the results obviously, however, brings about a rapid increase in time consumption. We cannot assure that the right answer must be in the candidate set, though K is very large. In Table 5 , we give the rate of the correct merging path in the first K paths. However, sub-optimal paths are always included in the Kshortest paths, which are applicable to achieve a acceptable segmentation rate, so enlarging K will not benefit the segmentation rate remarkably (Table 6 ).
In the proposed method, we use an averaged score considering different number of characters merged, otherwise, if we don't take the difference into consideration as in [7] , we may encounter a little drop in the segmentation rate. For example, if H is replaced byH = log P (c 1,k1 ) +
log P (c i,ki |x i ), the segmentation rate drops from 92.5% to 90.0%. The above experiments utilize the bi-gram training on the address lexicons of Beijing. If we turn to a more general bi-gram, trained on "People's Daily" of 2000 (covering politics, economics, science and etc.), we get a segmentation rate of 84.59%. Comparing with the rate of 92.53%, the general bi-gram weakens the contextual relationship of specific documents and degrades the performance, however, the result exceeds the performance of minimal spatial cost path.
Furthermore, we extend our idea to a more general case. We collect some text lines containing 238 characters from a technical document, by using the bi-gram of "People's daily", both segmentation and recognition rates get improved (Table 7) .
OSAA is designed for lexicon driven holistic string recognition. We use 500 handwritten address lines and a database containing more than 370,000 lexicons in our experiments and achieve a string recognition rate of 86.8%.
Conclusions and Discussions
This paper presents a context driven way for unconstrained off-line handwritten Chinese characters segmentation. Unlike the previous techniques based on low level information, we pay more attention to the application of contextual knowledge in this process, which may be more useful as revealed by the experiments.
Contextual information could effectively determine how to merge the radicals, however, low level information is essential to get these radicals. Noticing that there have been many papers considering various techniques based on low level pre-segmentation to remove touching and overlapping for Chinese scripts, our method could be easily extended to the merging step of those methods.
