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TWISTED QUANTUM AFFINIZATIONS AND QUANTIZATION OF
EXTENDED AFFINE LIE ALGEBRAS
FULIN CHEN1, NAIHUAN JING2, FEI KONG3, AND SHAOBIN TAN4
Abstract. In this paper, for an arbitrary Kac-Moody Lie algebra g and a diagram
automorphism µ of g satisfying two linking conditions, we introduce and study a µ-
twisted quantum affinization algebra U~ (gˆµ) of g. When g is of finite type, U~ (gˆµ) is
Drinfeld’s current algebra realization of the twisted quantum affine algebra. And, when
µ = Id, U~ (gˆµ) is the quantum affinization algebra introduced by Ginzburg-Kapranov-
Vasserot. As the main results of this paper, we first prove a triangular decomposition of
U~ (gˆµ). Second, we give a simple characterization of the affine quantum Serre relations
on restricted U~ (gˆµ)-modules in terms of “normal order products”. Third, we prove that
the category of restricted U~ (gˆµ)-modules is a monoidal category and hence obtain a
topological Hopf algebra structure on the “restricted completion” of U~ (gˆµ). Fourth, we
study the classical limit of U~ (gˆµ) and abridge it to the quantization theory of extended
affine Lie algebras. In particular, based on a classification result of Allison-Berman-
Pianzola, we obtain the ~-deformation of nullity 2 extended affine Lie algebras.
1. Introduction
In this paper, we denote by U~(g) the quantum enveloping algebra associated with a
symmetrizable Kac-Moody Lie algebra g over the ring C[[~]] of complex formal series in
one variable ~.
1.1. Twisted quantum affinizations. The quantum affine algebras U~(gˆ) (g of finite
type and gˆ the affine Lie algebra of g) are one of the most important subclasses of quantum
enveloping algebras introduced independently by Drinfeld [20] and Jimbo [42]. Drinfeld’s
current algebra realization for U~(gˆ) [21, 5] is of fundamental importance in this area as it
provides an explicit construction of U~(gˆ) as quantum affinization of U~(g). It is remarkable
that the Drinfeld quantum affinization process can be extended to any symmetrizable
quantum Kac-Moody algebras U~(g). One obtains in this way a new class of C[[~]]-algebras
U~(gˆ), called the quantum affinization algebras. The algebras U~(gˆ) (g not of finite type)
were first introduced by Ginzburg-Kapranov-Vasserot [34] for the untwisted affine case,
and then in [44, 60, 37] for the general case. (In the case that g is symmetric but not
simply-laced, the quantum affinization algebra U~(gˆ) defined in [44, 60] is slightly different
from that in [37], and in this paper we shall exploit the latter definition). When g is
of (untwisted) affine type, U~(gˆ) is often referred as the quantum toroidal algebra. The
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case g = sˆlℓ+1 is particularly interesting: an additional parameter p can be added in the
quantum affinization process [34] so one gets a two parameter quantum toroidal algebra
U~,p(gˆ). One notices that such a two-parameter quantum toroidal algebra is yet to be
defined for the other affine types.
The theory of general quantum affinizations has been intensively studied. In particular,
the representation theory of quantum toroidal algebras is very rich: the Schur-Weyl duality
with elliptic Cherednik algebras [66]; the action on q-Fock spaces [67, 64, 65]; the vertex
representation constructions [63, 33]; the connection with McKay correspondence [31];
the quantum fusion tensor category constructions [37, 38]; the geometric representation
constructions [60] and some other applications [57]-[59], [26]-[30]. For a survey on the
representation theory of quantum toroidal algebras, one may consult [40]. One of the main
features of the quantum toroidal algebra is that it contains two remarkable subalgebras
both isomorphic to a quotient of untwisted quantum affine algebras (one comes from the
Drinfeld-Jimbo’s presentation and another from the Drinfeld’s new presentation).
When g is of finite ADE type, Drinfeld [21] also formulated a twisted quantum affiniza-
tion of U~(g) associated with diagram automorphisms µ of g. It was announced in [21] and
proved in [17, 18] (see also [45, 46]) that Drinfeld’s twisted quantum affinization algebras
gave a new realization of twisted quantum affine algebras U~(gˆµ) (gˆµ the µ-twisted affine
Lie algebra of g). Similar to the untwisted case, Drinfeld’s new realization theorem is
of fundamental importance in the theory of twisted quantum affine algebras [16, 43, 39].
It has been a question whether the twisted quantum affinization process introduced by
Drinfeld can be generalized to diagram automorphisms of any symmetrizable Kac-Moody
Lie algebra in a similar way to that of the untwisted case? In [9], by using vertex oper-
ator calculations, we generalized the twisted quantum affinization to a class of diagram
automorphisms on simply-laced Kac-Moody Lie algebras. One notices that in general
there exist nontrivial diagram automorphisms on non-simply-laced Kac-Moody Lie alge-
bras that are not from finite types. For example, when g is of affine type B
(1)
ℓ or C
(1)
ℓ ,
there exists such an order 2 diagram automorphism on g. Currently, the question is still
to be answered for such Kac-Moody Lie algebras and it except that this could give rise to
new type of quantized algebras.
In this paper, we give a general affirmative answer to this question by defining a twisted
quantum affinization algebra U~ (gˆµ) for any symmetrizable Kac-Moody algebra g and any
diagram automorphism µ of g with two natural linking conditions (LC1) and (LC2). The
condition (LC1) was first recognized in [32] so that the µ-folded Cartan matrix of g is still
a generalized Cartan matrix and the condition (LC2) appears naturally for establishing
the Drinfeld-type affine quantum Serre relations. One notices that, except the transitive
diagram automorphisms on sˆlℓ+1, all the diagram automorphisms of finite and affine Kac-
Moody Lie algebras satisfy these two linking conditions. When g is of finite type, U~ (gˆµ) is
just the Drinfeld’s current algebra realization for twisted quantum affine algebras. When
µ = Id, it coincides with the quantum affinization algebra U~(gˆ). When g is of simply-laced
type, U~ (gˆµ) has been realized in [9] by vertex operators. Especially, in the case when g
is of untwisted affine type X
(1)
ℓ and µ fixes an additional node of g [47], U~(gˆµ) contains
two subalgebras which are both isomorphic to a quotient of the twisted quantum affine
algebra of type X
(N)
ℓ , where N is the order of µ.
The theory of quantum Kac-Moody algebras has been a tremendously successful story.
Certainly, the most important aspect of the structures of U~(g) is that it is a Hopf algebra
over C[[~]], which specializes to the universal enveloping algebra U(g) of g and admits a
2
canonical triangular decomposition. A next natural question is whether these fundamental
algebraic properties of quantum Kac-Moody algebras (triangular decomposition, Hopf
algebra structure, the specialization and etc) can be extended to general twisted quantum
affinization algebras?
In Section 4, we prove a triangular decomposition for U~ (gˆµ). When µ = Id, this
decomposition was obtained in [5] for the finite type and in [37] for the general case. When
g is of finite type, this decomposition was given in [18]. In analogy to the untwisted case [37,
38], the triangular decomposition of U~ (gˆµ) is essential in the studying of representation
theory of U~ (gˆµ). For example, one can define a notion of l-highest weight module for
U~ (gˆµ) and then study the properties of (simple) integrable l-highest weight modules.
Unlike quantum Kac-Moody algebras, no Hopf algebra structure is known for general
quantum affinizations. According to an unpublished note of Drinfeld, certain completion
of the quantum affine algebra has a Hopf algebra structure and this (infinite) coproduct
is conjugate to the usual Drinfeld-Jimbo coproduct under a twist via the universal R-
matrix. For the untwisted quantum affine algebras, a proof was given in [19] (the simply-
laced case) and [24, 36] (the other cases). One notices that Drinfeld’s new coproduct
involves infinite sums and so cannot be defined directly on U~ (gˆµ). However, it makes
sense on the so-called restricted (topologically free) U~ (gˆµ)-modules. When g is of finite
type, the notion of restricted U~ (gˆµ)-modules coincides with the usual one [55] and it is
known that all irreducible highest weight U~ (gˆµ)-modules are restricted [54, 23]. When
g is of simply-laced type, the vertex representations for U~ (gˆµ) constructed in [9] are
also restricted. In Section 6, we prove that for any restricted U~ (gˆµ)-modules U and V ,
Drinfeld’s new coproduct affords a (restricted) U~ (gˆµ)-module structure on the ~-adically
completed tensor product space U⊗̂V . In particular, this implies that the category R of
restricted U~ (gˆµ)-modules is a monoidal category. Let F be the forgetful functor from R
to the category of topologically free C[[~]]-modules. Then the closure U˜~ (gˆµ) of U~ (gˆµ) in
the algebra of endomorphisms of F , called the restricted completion of U~ (gˆµ), is naturally
a topological Hopf algebra. As usual, the key step is to check the compatibility between
Drinfeld’s new coproduct and affine quantum Serre relations. For this purpose, we present
a simple characterization of affine quantum Serre relations on restricted U~ (gˆµ)-modules
in terms of “normal order products”, which enables us to overcome this difficulty.
More precisely, let A = (aij)i,j∈I be the generalized Cartan matrix associated to g and
let x±i (z), i ∈ I be the defining currents of U~ (gˆµ). Then the untwisted affine quantum
Serre relations in U~(gˆ) take the form (i, j ∈ I with aij < 0):∑
σ∈Sm
m∑
r=0
(−1)r
(
m
r
)
qi
x±i (zσ(1)) · · · x
±
i (zσ(r))x
±
j (w)x
±
i (zσ(r+1)) · · · x
±
i (zσ(m)) = 0,
where m = 1 − aij and qi an invertible element in C[[~]]. Comparing with the untwisted
case, one of the main features in U~ (gˆµ) is that the affine quantum Serre relations contain
certain (Drinfeld) polynomials (see Definition 3.2):∑
σ∈Sm
{ ∏
1≤a<b≤m
p±ij(zσ(a), zσ(b))
( m∑
r=0
(−1)r
(
m
r
)
q
dij
i
x±i (zσ(1)) · · · x
±
i (zσ(r))
· x±j (w)x
±
i (zσ(r+1)) · · · x
±
i (zσ(m))
)}
= 0,
where p±ij(za, zb) are some polynomials and dij a positive integer. This distinguishes the
theory of twisted quantum affinizations (in particular, the theory of twisted quantum
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affine algebras) quite different from that of the untwisted one. In Section 5, we introduce
a notion of normal order product “◦◦ ◦◦” for the currents x±i (z) on restricted U~ (gˆµ)-
modules W . When W is the vertex representation constructed in [9] and so x±i (z) are
realized as certain vertex operators, ◦◦x±i (z)x
±
j (z)
◦
◦ is the usual normal order product of
vertex operators defined by moving the annihilate operators to the right. Based on a
tedious OPE calculation, we prove in Theorem 5.14 that (both twisted and untwisted)
affine quantum Serre relations are equivalent to the following simple and unified normal
order product:
◦◦x±i (q
aij
i z)x
±
i (q
aij+2
i z) · · · x
±
i (q
−aij−2
i z)x
±
i (q
−aij
i z)x
±
j (z)
◦◦ = 0.(1.1)
In fact a more general and stronger version (see Theorem 5.13) will be given, and Theorem
5.14 is a special situation. As another application of Theorem 5.13, we also prove that for
any finite or affine type Lie algebra g, the following relations hold on restricted U~ (gˆµ)-
modules:∑
σ∈Smˇ
mˇ∑
r=0
(−1)r
(
mˇ
r
)
qˇi
x±i (zσ(1)) · · · x
±
i (zσ(r))x
±
j (w)x
±
i (zσ(r+1)) · · · x
±
i (zσ(mˇ)) = 0,
where mˇ = 1 − aˇij , qˇi ∈ C[[~]] and (aˇij) is the µ-folded matrix of A. When g is of
finite type, the above relations are proved in [17], which plays a key role in understanding
the isomorphism between Drinfeld-Jimbo and Drinfeld’s realizations for twisted quantum
affine algebras.
When g is of finite type, by taking classical limit, there is a natural vertex algebraic
interpretation of the relations (1.1): let W be a restricted module for the twisted affine
Lie algebra gˆµ and let Vg be the universal affine vertex algebra associated to g. It is
known [51] that the currents x±i (z) on W generate a vertex algebra, say VW , in the
space Hom(W,W ((z))) with W as a quasi module. Furthermore, there is a surjective
homomorphism from Vg to VW sending x
±
i 7→ x
±
i (z), where the Chevalley generators
x±i of g are viewed as elements of Vg in the usual way. One can check directly that
(x±i (z))0 · · · (x
±
i (z))0x
±
j (z) = d
aij−1
ij z
(1−aij )(1−dij )◦◦x±i (z) · · · x
±
i (z)x
±
j (z)
◦
◦ in VW and hence
(adx±i )
1−aijx±j =
(
(x±i )0
)1−aij x±j 7→ daij−1ij z(1−aij )(1−dij )◦◦x±i (z) · · · x±i (z)x±j (z)◦◦.
Then the relations (1.1) follows from the Serre relations on g.
Finally, in Section 7 we study the classical limit of U~ (gˆµ). Let gˆµ be the Lie algebra
whose universal enveloping algebra is isomorphic to U~ (gˆµ) |~ 7→0. We prove that there is a
surjective homomorphism ψg,µ from the Lie algebra gˆµ to the twisted current Kac-Moody
algebra of g associated with µ. When g is of finite type, it was proved in [18] (see also [11])
that ψg,µ is an isomorphism. In general, ψg,µ is not an isomorphism and for the case that
g is of indefinite type, the kernel of ψg,µ is unknown even when µ = Id. Based on a result
established in [11], for the case that g is of affine type, we determine explicitly the kernel
of ψg,µ and establish its ultimate connection with quantization of nullity 2 extended affine
Lie algebras, which leads to our second main topic explained below.
1.2. Quantization of extended affine Lie algebras. One of our main motivations for
introducing and studying twisted quantum affinizations stems from a fundamental problem
in the theory of extended affine Lie algebras (EALAs for short): their quantizations. The
notion of EALAs was first introduced by physicists in [41] with applications to quantum
gauge theory, and since then it has been intensively studied (see [1, 6, 61] and the references
therein). An EALA is a complex Lie algebra E , together with a “Cartan subalgebra” H
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and an invariant form ( | ), that satisfies a list of conditions. The form ( | ) induces a
semipositive form on the R-span of the root system Φ of E (relative to H) and so Φ divides
into a disjoint union of the sets of isotropic and nonisotropic roots. Roughly speaking, the
structure of E is determined by its core Ec, the subalgebra generated by nonisotropic root
vectors. Following [6], we say that an EALA E is maximal if Ec is centrally closed. Set
E¯ = Ec + H, which we call the extended core of E . One of the conditions for E requires
that the group generated by isotropic roots is of finite rank and this rank is called its
nullity. Nullity 0 EALAs are exactly finite dimensional simple Lie algebras, while nullity
1 EALAs are precisely affine Kac-Moody algebras [2]. Meanwhile, nullity 2 EALAs are
of particular interest: they are closely related to the Lie algebras studied by Saito and
Slowdoy in the work of elliptic singularities [63]. As an important achievement in the
theory of EALAs, the centerless cores of nullity 2 EALAs have been completely classified
by Allison-Berman-Pianzola in [3] (see also [35]).
We remark that quantum finite, affine and (one or two parameters) toroidal algebras
can be related to EALAs in a uniform way. More precisely, let U~ be an arbitrary quantum
finite (resp. affine; resp. toroidal) algebra. Then there is an EALA E of nullity 0 (resp. 1;
resp. 2) such that the classical limit of U~ is isomorphic to the universal enveloping alge-
bra of E¯ . Furthermore, except the quantum toroidal algebra of type A
(1)
1 , E are always
maximal. (Note that A
(1)
1 is the unique symmetric but not simply-laced affine GCM and
so in this case the quantum toroidal algebra defined in [44, 60] is slightly different from
that in [37]. In the former case, the correspond EALA is also maximal.) Therefore, an
eminent problem in the theory of EALAs is to establish and explore natural connections of
quantum algebras with all extended cores of (maximal) EALAs. The theory of quantum
toroidal algebras suggests that the nullity 2 case is of particular importance.
As an application of our general twisted quantum affinization theory, we give an answer
to this problem for the nullity 2 case. More precisely, denote by Ê2 the class of Lie algebras
which are isomorphic to the extended core of a maximal EALA with nullity 2. Let µ be
a diagram automorphism of an affine Kac-Moody algebra g and let t(g, µ) be the twisted
toroidal Lie algebra associated to (g, µ), that is, the universal central extension of the µ-
twisted loop algebra of [g, g]. By adding two canonical derivations to t(g, µ), one obtains
a semi-product Lie algebra tˆ(g, µ). Then we have tˆ(g, µ) ∈ Ê2 if and only if µ satisfies
the linking conditions (LC1) and (LC2) [3]. On the other hand, let Cp be the quantum 2-
torus associated to a nonzero complex number p and let s˜lℓ+1(Cp) be the universal central
extension of the special linear Lie algebra over Cp [6]. Again by adding two derivations to
s˜lℓ+1(Cp), we have a Lie algebra sˆlℓ+1(Cp) ∈ Ê2. According to a result of Allison-Berman-
Pianzola [3], any algebra in Ê2 is either isomorphic to tˆ(g, µ) with µ nontransitive, or
isomorphic to sˆlℓ+1(Cp) with p generic. It was known that the quantization of sˆlℓ+1(Cp)
is U~,p(ŝlℓ+1) [67], while for the case g = sˆl2, we define in [12] a new quantum toroidal
algebra Unew
~
whose classical limit is U (ˆt(sˆl2, Id)). Just like the algebra U~(ŝl2), U
new
~
has a
canonical triangular decomposition and a Hopf algebra structure [12]. Thus, it remains to
treat the algebras tˆ(g, µ) with g not of type A
(1)
1 and µ nontransitive. In this case, by using
the Drinfeld type presentations of tˆ(g, µ) established in [11], we obtain that the classical
limit of the twisted quantum affinization algebra U~ (gˆµ) is isomorphic to U (ˆt(g, µ)).
The root system of EALAs have been axiomatized under the name of extended affine
root systems (EARSs for short) and characterized in [1]. As in the classical Lie theory,
for any EARS Φ of nullity 2, there exist algebras in Ê2 with Φ as its root system [3].
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Such an algebra is unique (up to isomorphism) except Φ is of type A
(1,1)
ℓ , in which case
there are infinitely many nonisomorphic algebras in Ê2 that are parameterized by generic
numbers (i.e., the algebras sˆlℓ+1(Cp)). By taking classical limit, we think this gives a
natural explanation why two-parameter quantum toroidal algebras should only exist in
type A case. On the other hand, this shows that it is reasonable to view quantum toroidal
algebras as ~-deformation of algebras in Ê2.
The layout of the paper is set as follows. In Section 2, we introduce a class of diagram
automorphisms on any symmetrizable Kac-Moody algebra g which satisfies two linking
conditions. Starting with such a diagram automorphism µ, in Section 3 we define a
µ-twisted quantum affinization algebra U~ (gˆµ) of U~(g), and in Section 4 we prove a
triangular decomposition of U~ (gˆµ). In Section 5, we give a simple characterization of the
affine quantum Serre relations on restricted U~ (gˆµ)-modules. As an application, in Section
6 we prove that there is a topological Hopf algebra structure on the restrict completion
of U~ (gˆµ). In Section 7, we study the classical limit of U~ (gˆµ) and also link the algebra
U~ (gˆµ) with the quantization theory of nullity 2 EALAs. Finally, Section 8 is devoted to
a proof of Theorem 5.13 on general affine quantum Serre relations.
Throughout this paper, we denote the group of non-zero complex numbers, the set of
non-zero integers, the set of positive integers and the set of non-negative integers by C×,
Z×, Z+ and N, respectively. For any m ∈ Z+, we set ξm = e2π
√−1/m and Zm = Z/mZ.
2. Automorphisms of generalized Cartan matrices
In this section, we introduce a class of automorphisms on generalized Cartan matrices
(GCMs) which satisfy two linking conditions.
2.1. Automorphisms of generalized Cartan matrices. Here we give some general
backgrounds about automorphisms on GCMs. One may see [47, 50] for details.
Throughout this paper, let I be a finite subset of Z and let A = (aij)i,j∈I be a sym-
metrizable GCM. Namely, A is a square matrix such that
aij ∈ Z, aii = 2, i 6= j ⇒ aij < 0 and aij = 0⇔ aji = 0
for i, j ∈ I, and that there exists an invertible diagonal matrix
D = diag{ri}i∈I (ri ∈ Z+)(2.1)
such that DA is symmetric. Let (h,Π,Π∨) be a realization of the GCM A ([47]). Explicitly,
h is a (2|I|− ℓ)-dimensional C-space, Π = {αi}i∈I is a set of linearly independent elements
in the dual space h∗ of h, Π∨ = {α∨i }i∈I is a set of linearly independent elements in h and
αj(α
∨
i ) = aij for i, j ∈ I, where ℓ is the rank of A. Denote by g = g(A) the Kac-Moody
Lie algebra associated with the quadruple (A, h,Π,Π∨), and set g′ = [g, g]. By definition,
g is the Lie algebra generated by the elements h ∈ h, e±i , i ∈ I, and subject to the relations
[h, h′] = 0, [e+i , e
−
i ] = α
∨
i , [h, e
±
i ] = ±αi(h)e
±
i , ad(e
±
i )
1−aij (e±j ) = 0,
where h, h′ ∈ h and i, j ∈ I with i 6= j.
Let Aut(A) be the group of automorphisms on the GCM A. That is, it is the group of
permutations µ on the index set I such that aij = aµ(i)µ(j) for i, j ∈ I. Note that Aut(A)
acts naturally on the root lattice Q = ⊕i∈IZαi of g so that µ(αi) = αµ(i) for µ ∈ Aut(A)
and i ∈ I. Set
h′ = h ∩ g′ = ⊕i∈ICα∨i and c = {h ∈ h | αi(h) = 0, i ∈ I} ⊂ h
′.
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Then we may view h/c as the dual space of C⊗ZQ. Hence, by duality, there is an Aut(A)-
action on it. Moreover, as Aut(A) is a finite group, there exists a subspace h′′ of h such
that ([50, Section 4.19])
h = h′ ⊕ h′′ and
(
h′′ + c
)
/c is Aut(A)-stable.(2.2)
From now on let us fix such a choice of the complementary space h′′ (which is not unique
in general). Then there is a unique action of Aut(A) on h such that
µ(α∨i ) = α
∨
µ(i), µ(h
′′) = h′′, and αµ(i)(µ(h′′)) = αi(h′′)
for µ ∈ Aut(A), i ∈ I and h′′ ∈ h′′. Furthermore, the action of Aut(A) on h extends
uniquely to an action of Aut(A) on g by automorphisms such that
µ(e±i ) = e
±
µ(i) for µ ∈ Aut(A) and i ∈ I.
As in [50], we regard the elements of Aut(A) as automorphisms on g in this way, and call
them diagram automorphisms. It is straightforward to see that the complementary space
h′′ for h′ in h induces a non-degenerate symmetric bilinear form 〈 · | · 〉 on h such that
ri〈α
∨
i |h〉 = αi(h) and 〈h
′′|h′′〉 = 0 for i ∈ I and h ∈ h.
Moreover, the bilinear form 〈·|·〉 on h induces a unique invariant non-degenerate symmetric
bilinear form, still denoted as 〈 · | · 〉, on g [47]. It is a simple fact [50] that the diagram
automorphisms of g preserve the bilinear form 〈 · | · 〉.
2.2. Linking conditions. In this subsection, we introduce a class of automorphisms on
the GCM A which satisfy two linking conditions.
Given a µ ∈ Aut(A) with order N . For each i ∈ I, we write
O(i) = {µk(i) | k = 0, . . . , N − 1} ⊂ I
for the orbit containing i, and Ni the cardinality of O(i). Following [32], we define the
first linking condition on µ:
(LC1)
∑
p∈O(i) api > 0 for all i ∈ I.
The condition (LC1) can be reformulated as follows:
Lemma 2.1. [32, Sect. 2.2] The automorphism µ on A satisfies the condition (LC1) if
and only if for every i ∈ I, the Dynkin subdiagram of O(i) is either
(i) a direct sum of type A1, or
(ii) a direct sum of type A2 with aµNi/2(i),i = −1.
For i, j ∈ I, set
aˇij = si
∑
p∈O(i)
apj ∈ siZ,(2.3)
where
(2.4) si =
{
1, if (i) holds in Lemma 2.1;
2, if (ii) holds in Lemma 2.1.
For convenience, we fix a set of representatives for the orbits of µ:
Iˇ = {i ∈ I |µk(i) ≥ i for k = 0, . . . , N − 1}.
It was known [32, Sect. 2.2] that the folded matrix
Aˇ = (aˇij)i,j∈Iˇ(2.5)
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of A associated with µ is a symmetrizable GCM. Moreover, Aˇ is of finite (resp. affine;
resp. indefinite) type if and only if A is of finite (resp. affine; resp. indefinite) type.
Denote by hˇ the subspace of h fixed by the isometry µ. For i ∈ I, set
αˇi =
1
Ni
∑
p∈O(i)
αp and αˇ
∨
i = si
∑
p∈O(i)
α∨p .(2.6)
Then we have h = hˇ ⊕ (1 − µ)h, αˇi|hˇ = αi|hˇ and αˇi|(1−µ)h = 0 for i ∈ I. This gives that
the αˇi’s can be canonically identified with αi|hˇ. Thus, the triple
(hˇ, Πˇ = {αˇi}i∈Iˇ , Πˇ
∨ = {αˇ∨i }i∈Iˇ)
is a realization of the folded GCM Aˇ. Moreover, set
rˇi =
N
siNi
ri, i ∈ I and Dˇ = diag{rˇi}i∈Iˇ .(2.7)
Then the matrix DˇAˇ is symmetric. Denote by gˇ = g(Aˇ) the Kac-Moody Lie algebra
associated with the quadruple (Aˇ, hˇ, Πˇ, Πˇ∨), which is called the orbit Lie algebra of g
associated with µ ([32]).
Note that the condition (LC1) on µ is used to control the edges joining the vertices in
a same orbit so that the correspond folded matrix is again a GCM. In what follows, we
introduce another linking condition on µ which controls the edges joining the vertices in
different orbits. Set
I = {(i, j) ∈ I × I | i /∈ O(j) and aij < 0},(2.8)
and for i, j ∈ I, set
Γij = {k ∈ ZN | aiµk(j) 6= 0} and Γ
∗
ij = {k ∈ ZN | aiµk(j) = aij}.(2.9)
The second linking condition on µ assumed in this paper is as follows:
(LC2) for any (i, j) ∈ I , Γij is a subgroup of ZN and coincides with Γ
∗
ij.
We say that an automorphism of A is transitive if it acts transitively on the set I. Note
that when A is of affine type, an automorphism of A is transitive if and only if A is of
type A
(1)
ℓ and it has order ℓ + 1 by rotating the Dynkin diagram. Here and henceforth,
when A is of finite type or affine type, we will label A (or g) using the Tables Fin and Aff
1-3 of [47, Chap 4]. We have (cf. [32]):
Lemma 2.2. Assume that the GCM A is of finite type or affine type. Then an automor-
phism µ of A does not satisfy the condition (LC1) if and only if A is of affine type A
(1)
ℓ
and µ is transitive. Moreover, all the automorphisms of A satisfy the condition (LC2).
Proof. The lemma is proved by checking the claim for each possible A and each diagram
automorphism µ on A. For a list of automorphisms on affine GCMs, see [3, Tables 2, 3]
for example. 
3. Twisted quantum affinizations
In the rest of the paper, we will always assume that µ is an automorphism of the
symmetrizable GCM A, which has order N and satisfies the linking conditions (LC1) and
(LC2). In this section, we introduce a notion of µ-twisted quantum affinization algebras.
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3.1. Twisted quantum affinizations. We start with some conventions. In this paper,
by a C[[~]]-algebra , we mean a topological algebra over C[[~]], equipped with its canonical
~-adic topology. For two C[[~]]-modules V and W , we denote by V ⊗̂W the ~-adically
completed tensor product of V andW . For any invertible element v in C[[~]] and n, k, s ∈ Z
with 0 ≤ k ≤ s, we define the usual quantum numbers as follows
[n]v =
vn − v−n
v − v−1
, [s]v! = [s]v[s− 1]v · · · [1]v , and
(
s
k
)
v
=
[s]v!
[s − k]v ![k]v !
.
Throughout this paper, we set (see (2.1) and (2.7))
q = e~, qi = q
ri = eri~, and qˇi = q
rˇi = q
di
si
i for i ∈ I.(3.1)
The following notion was introduced independently by Drinfeld and Jimbo (cf. [48]).
Definition 3.1. The quantum Kac-Moody algebra U~(g) is the C[[~]]-algebra topologically
generated by the elements h ∈ h, e±i , i ∈ I, and subject to the relations (h, h
′ ∈ h, i, j ∈ I)
[h, h′] = 0, [h, e±i ] = ±αi(h)e
±
i , [e
+
i , e
−
j ] = δi,j
q
α∨i
i − q
−α∨i
i
qi − q
−1
i
,(3.2)
1−aij∑
r=0
(−1)r
(
1− aij
r
)
qi
(e±i )
re±j (e
±
i )
1−aij−r = 0, if i 6= j.(3.3)
For i, j ∈ I, set
dij = Card Γij and di = N/Ni.(3.4)
One can check that both di and dj divide dij for i, j ∈ I, and that
aˇij =
sidij
di
aij for (i, j) ∈ I.(3.5)
We introduce the (C[[~]]-valued) polynomials:
F±ij (z, w) =
∏
k∈Γij
(
z − ξkq
±a
iµk(j)
i w
)
,(3.6)
G±ij(z, w) =
∏
k∈Γij
(
q
±a
iµk(j)
i z − ξ
kw
)
,(3.7)
p±i (z1, z2, z3) = q
∓ 3
2
di
i z
di
1 − (q
di
2
i + q
− di
2
i )z
di
2 + q
± 3
2
di
i z
di
3 , if si = 2,(3.8)
p±ij(z, w) =
(
zdi + q∓dii w
di
)si−1 q±2diji zdij − wdij
q±2dii zdi − wdi
, if aˇij < 0,(3.9)
and the formal series
gij(z) =
∏
k∈ZN
q
a
iµk(j)
i − ξ
kz
1− ξkq
a
iµk(j)
i z
,(3.10)
which is expanded for |z| < 1, where
ξ = ξN = e
2π
√−1/N .(3.11)
Now we introduce the quantum algebras concerned about in this paper.
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Definition 3.2. The µ-twisted quantum affinization U~ (gˆµ) of U~(g) is the C[[~]]-algebra
topologically generated by the set{
h, hi,m, x
±
i,n, c, d
∣∣∣ h ∈ hˇ, i ∈ I,m ∈ Z×, n ∈ Z},(3.12)
and subject to the relations in terms of the generating functions
φ±i (z) = q
±hi,0 exp
(
±(q − q−1)
∑
±m>0
hi,mz
−m
)
, x±i (z) =
∑
m∈Z
x±i,mz
−m,
where hi,0 = ri
∑
k∈ZN α
∨
µk(i)
∈ hˇ. The relations are (i, j ∈ I, h, h′ ∈ hˇ):
(Q0) φ±µ(i)(z) = φ
±
i (ξ
−1z), x±µ(i)(z) = x
±
i (ξ
−1z),
(Q1) [d, h] = 0 = [d, c], qdφ±i (z)q
−d = φ±i (q
−1z),
(Q2) [h, h′] = 0 = [c, h] = [c, φ±i (z)] = [φ
±
i (z), φ
±
j (w)] = [h, φ
±
i (z)],
(Q3) φ+i (z)φ
−
j (w) = φ
−
j (w)φ
+
i (z)gij(q
cw/z)−1gij(q−cw/z),
(Q4) [h, x±i (z)] = ±αi(h)x
±
i (z), q
dx±i (z)q
−d = x±i (q
−1z), [c, x±i (z)] = 0,
(Q5) φ+i (z)x
±
j (w) = x
±
j (w)φ
+
i (z)gij(q
∓ 1
2
cw/z)±1,
(Q6) φ−i (z)x
±
j (w) = x
±
j (w)φ
−
i (z)gji(q
∓ 1
2
cz/w)∓1,
(Q7) [x+i (z), x
−
j (w)] =
1
qi − q
−1
i
∑
k∈ZN
δi,µk(j)
×
(
φ+i (zq
− 1
2
c)δ
(
ξkwqc
z
)
− φ−i (zq
1
2
c)δ
(
ξkwq−c
z
))
,
(Q8) F±ij (z, w)x
±
i (z)x
±
j (w) = G
±
ij(z, w)x
±
j (w)x
±
i (z),
(Q9)
∑
σ∈S3
p±i (zσ(1), zσ(2), zσ(3))x
±
i (zσ(1))x
±
i (zσ(2))x
±
i (zσ(3)) = 0, if si = 2,
(Q10)
∑
σ∈Smij
{ ∏
1≤a<b≤mij
p±ij(zσ(a), zσ(b))
( mij∑
r=0
(−1)r
(
mij
r
)
q
dij
i
x±i (zσ(1)) · · · x
±
i (zσ(r))
· x±j (w)x
±
i (zσ(r+1)) · · · x
±
i (zσ(mij ))
)}
= 0, if aˇij < 0,
where δ(z) =
∑
n∈Z z
n is the usual delta function and for i, j ∈ I with aˇij < 0,
mij = max{1− aiµk(j) | k ∈ ZN}.(3.13)
It is straightforward to see that the relations (Q1)-(Q10) are compatible with (Q0) and
so the C[[~]]-algebra U~ (gˆµ) is well-defined. When g is of finite type, the algebra U~ (gˆµ)
was first introduced by Drinfeld [21] for the purpose of giving a current presentation of
quantum affine algebras:
Theorem 3.3. [[21, 5, 17, 18, 46]] Assume that g is of finite type Xℓ. Then U~ (gˆµ) is
isomorphic to the quantum affine algebra of type X
(N)
ℓ
When µ = Id, U~(gˆ) = U~ (gˆµ) was called the quantum affinization of U~(g) ([44, 60, 40]).
And when g is of simply-laced type, U~ (gˆµ) was realized in [9] in terms of vertex operators.
10
Remark 3.4. When g is of non-simply-laced type and µ 6= Id, the affine quantum Serre
relations (Q10) are new. According to the structure theory of U~ (gˆµ) developed later, it
seems that our generalization is natural.
Alternatively we can write the defining relations of U~ (gˆµ) in terms of the generators
given in (3.12). For the defining relations (Q0)-(Q7), we have (i, j ∈ I, h, h′ ∈ hˇ,m,n ∈ Z):
(Q0′) hµ(i),m = ξ−mhi,m, x
±
µ(i),n = ξ
−nx±i,n,
(Q1′) [d, h] = 0 = [d, c], [d, hi,m] = mhi,m,
(Q2′) [h, h′] = 0 = [c, h] = [c, hi,±m] = [h, hi,±m] = [hi,±m, hj,±n], m, n ≥ 0,
(Q3′) [h, x±i,n] = ±αi(h)x
±
i,n, [d, x
±
i,n] = nx
±
i,n, [c, x
±
i,n] = 0,
(Q4′) [hi,m, hj,−n] = δm,n
1
m
∑
k∈ZN
ξmk[mriaiµk(j)]q
qmc − q−mc
q − q−1
, m, n > 0,
(Q5′) [hi,m, x±j,n] = ±
1
m
∑
k∈ZN
ξmk[mriaiµk(j)]qq
∓ 1
2
mcx±j,m+n, m > 0,
(Q6′) [hi,m, x±j,n] = ±
1
m
∑
k∈ZN
ξmk[mriaiµk(j)]qq
± 1
2
mcx±j,m+n, m < 0,
(Q7′) [x+i,m, x
−
j,n] =
∑
k∈ZN
δi,µk(j)ξ
mk
φ+j,m+nq
m−n
2
c − φ−j,m+nq
n−m
2
c
qi − q
−1
i
,
where the elements φ+j (m) and φ
−
j (−m) (m ≥ 0) are defined respectively by
φ+j (z) =
∑
m≥0
φ+j (m)z
−m and φ−j (z) =
∑
m≥0
φ−j (−m)z
m.
For the relations (Q8), note that for i, j ∈ I we have
F±ij (z, w) =

(zdi + q∓dii w
di)si−1(zdi − q±2dii w
di), if i = j;
1, if aˇij = 0;
zdij − q
±dijaij
i w
dij , if (i, j) ∈ I.
(3.14)
G±ij(z, w) =

(q∓dii z
di + wdi)si−1(q±2dii z
di − wdi), if i = j;
1, if aˇij = 0,
q
±dijaij
i z
dij − wdij , if (i, j) ∈ I.
(3.15)
Then the relations (Q8) are equivalent to the following relations:
[x±i,m, x
±
j,n] = 0, if aˇij = 0,(3.16)
[x±i,m+dij , x
±
j,n]q
±dijaij
i
+ [x±j,n+dij , x
±
i,m]q
±dijaij
i
= 0, if (i, j) ∈ I,(3.17) ∑
σ∈S2
[x±i,mσ(1)+di , x
±
i,mσ(2)
]
q
±2di
i
= 0, if si = 1,(3.18) ∑
σ∈S2
{[xi,mσ(1)+2di , x
±
i,mσ(2)
]
q
±di
i
− q±2dii [x
±
i,mσ(1)+di
, x±i,mσ(2)+di ]q∓3dii
}(3.19)
= 0, if si = 2,
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where [a, b]v = ab− vba for 0 6= v ∈ C[[~]] and a, b ∈ U~ (gˆµ). Similarly, the relations (Q9)
are equivalent to (cf. [17])
(Q9′)
∑
σ∈S3
[[x±i,mσ(1)±di , x
±
i,mσ(2)
]
q
di
i
, x±i,mσ(3) ]q2dii
= 0.
Finally, as the relations (Q10) depend on the polynomials p±ij(z, w), one needs a case by
case argument. For some special cases, one may see [17].
Remark 3.5. One of the main features in the definition of U~ (gˆµ) is the existence of the
Drinfeld polynomials p±ij(z, w) in the affine quantum Serre relations (Q10). When g is of
finite type, it was proved in [17] that the relations (Q10) in U~ (gˆµ) are equivalent to the
following affine quantum Serre relations (without polynomials):
(Q11)
∑
σ∈Smˇij
mˇij∑
r=0
(−1)r
(
mˇij
r
)
qˇi
x±i (zσ(1)) · · · x
±
i (zσ(r))
· x±j (w)x
±
i (zσ(r+1)) · · · x
±
i (zσ(mˇij )) = 0, if aˇij < 0,
where mˇij = 1− aˇij . Thus, for any µ-invariant subset J of I such that the GCM (aij)i,j∈J
is a direct sum of GCMs of finite type, the relations (Q11) hold in U~ (gˆµ) when i, j ∈ J .
We conjecture that the relation (Q11) hold in U~ (gˆµ) for the general g and µ.
3.2. Twisted quantum toroidal algebras. As in the untwisted case, we define the
horizontal subalgebra Uh of U~ (gˆµ) to be the closed subalgebra generated by h, x
±
i,0 for
h ∈ h and i ∈ I. When g is of affine type and µ fixes the additional node of g ([47]), we
further define the vertical subalgebra Uv of U~ (gˆµ) to be the closed subalgebra generated
by hi,n, x
±
i,n, c, d for n ∈ Z and i ∈ I not equal to the additional node of g.
It was known that ([32]) the orbit Lie algebra gˇ can be realized as the subalgebra of
g generated by the elements h, eˇ± =
∑
p∈ZN e
±
µp(i), for h ∈ hˇ and i ∈ Iˇ. However, in the
quantum case, U~(gˇ) is not simply a subalgebra of U~(g). One may see [39, Section 2.6] for
details. We expect that there is an algebra morphism from U~(gˇ) to U~ (gˆµ). Explicitly,
noting that φ±i,0 = q
±hi,0 and so from (Q7′) we have
[x+i,0, x
−
j,0] =
∑
k∈Z
δi,µk(j)
qhi,0 − q−hi,0
qi − q
−1
i
=
∑
k∈ZN
δi,µk(j)
qˇ
αˇ∨i
i − qˇ
−αˇ∨i
i
qi − q
−1
i
.(3.20)
Assume now that the relations (Q11) hold on in U~ (gˆµ). Then we have
1−aˇij∑
r=0
(−1)r
(
1− aˇij
r
)
qˇi
(x±i,0)
rx±j,0(x
±
i,0)
1−aˇij−r = 0, for i 6= j ∈ Iˇ .
This together with (Q3′) and (3.20) gives that there is a surjective algebra morphism
U~(gˇ)→ U
h defined by
h 7→ h, e±i 7→ x
±
i,0/
√
di
[
di
si
]
qi
for h ∈ hˇ, i ∈ Iˇ .(3.21)
In particular, we have (see Remark 3.5 and Theorem 3.3):
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Proposition 3.6. Assume that g is of untwisted affine type X
(1)
ℓ and µ fixes the additional
node of g. Then Aˇ is of affine type X
(N)
ℓ and both U
h and Uv are isomorphic to a quotient
of the twisted quantum affine algebra U~(gˇ).
4. Triangular decomposition
In this section, we prove a triangular decomposition of U~ (gˆµ).
4.1. Triangular decomposition of U~ (gˆµ).
Definition 4.1. Let A be a completed and separated C[[~]]-algebra. By a triangular
decomposition of A, we mean a data of three closed C[[~]]-subalgebras (A−,H,A+) of A
such that the multiplication x− ⊗ h ⊗ x+ 7→ x−hx+ induces an isomorphism from the
~-adically completed tensor product C[[~]]-module A−⊗̂H⊗̂A+ to A.
Let U~ (gˆµ)
+ (resp. U~ (gˆµ)
−; resp. U~(hˆµ)) be the closed subalgebra of U~ (gˆµ) generated
by x+i,n (resp. x
−
i,n; resp. h, hi,m, c, d). The following is the main result of this section.
Theorem 4.2. (U~ (gˆµ)
− ,U~(hˆµ),U~ (gˆµ)+) is a triangular decomposition of U~ (gˆµ). More-
over, U~ (gˆµ)
+ (resp. U~ (gˆµ)
−; resp. U~(hˆµ)) is isomorphic to the C[[~]]-algebra topolog-
ically generated by x+i,n (resp. x
−
i,n, resp. h, hi,m, c, d), and subject to the relations (Q0),
(Q8)-(Q10) with “+” (resp. (Q0), (Q8)-(Q10) with “−”; resp. (Q0)-(Q2)).
The rest of this section is devoted to proving Theorem 4.2. When µ = Id, Theorem 4.2
was proved in [5] for the finite type and in [37] for the general case. In addition, when g
is of finite type, Theorem 4.2 was proved in [18]. We adopt a similar method of [37] to
show the theorem. To prove Theorem 4.2 and for later use, in the following definition we
collect some other C[[~]]-algebras related to U~ (gˆµ).
Definition 4.3. We denote by Uf
~
(gˆµ) the C[[~]]-algebra topologically generated by the
elements in (3.12) with relations (Q0)-(Q7), denote by U l
~
(gˆµ) the quotient algebra of
Uf
~
(gˆµ) modulo its closed ideal generated by relations (Q8), and denote by U
s
~
(gˆµ) the
quotient algebra of U l
~
(gˆµ) modulo its closed ideal generated by relations (Q9). Let U
f
~
(gˆµ)
+
(resp. Uf
~
(gˆµ)
−; resp. Uf
~
(hˆµ)) be the closed subalgebra of U
f
~
(gˆµ) generated by x
+
i,n (resp.
x−i,n, resp. h, hi,m, c, d). Similarly, we have the closed subalgebras U
l
~
(gˆµ)
±, U l
~
(hˆµ) and
Us
~
(gˆµ)
±, Us
~
(hˆµ) of U
l
~
(gˆµ) and U
s
~
(gˆµ), respectively.
Before proving Theorem 4.2, we mention one of its consequences. For i ∈ I, define Ui
to be the closed subalgebra of U~ (gˆµ) generated by hi,n, x
±
i,n, c, d for n ∈ diZ. Denote
by t the simple finite dimensional Lie algebra of type Asi and denote by θ the diagram
automorphism of t with order si. Then there is a C-algebra morphism from U~(kˆθ) to Ui
given by
h1,0 7→
hi,0
ridi
, h1,m 7→
hi,dim
[ridi]q
, x±1,n 7→
x±i,din√
di[di]qi
, c 7→
c
ri
, d 7→
d
di
, ~→ diri~(4.1)
where 0 6= m ∈ Z, n ∈ Z. Just as untwisted quantum affinization algebras are glued by
copies of quantum affine algebras of type A
(1)
1 (see ([37, Corollary 3.3])), from Theorem
4.2 we have
Corollary 4.4. For i ∈ I, Ui is isomorphic to the quantum affine algebra of type A
(si)
si as
C-algebras with the isomorphism given by (4.1).
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4.2. Technical lemmas. In this subsection we prove two lemmas.
Lemma 4.5. Let i ∈ I with si = 2, l = 1, 2 or 3 and η = + or −. Then the following
hold in U l
~
(gˆµ):∑
σ∈S3
p±i (zσ(1), zσ(2), zσ(3))ξ
±,η
i,l (zσ(1))ξ
±,η
i,l (zσ(2))ξ
±,η
i,l (zσ(3)) = 0,(4.2)
where for k = 1, 2, 3,
ξ±,ηi,l (zk) =
{
x±i (zk) if k 6= l;
φηi (q
∓η 1
2
czk) if k = l.
Proof. We denote by T±,ηi,l (z1, z2, z3) the LHS of (4.2). It is clear that
T±,ηi,3 (z1, z2, z3) = T
±,η
i,2 (z1, z3, z2) = T
±,η
i,1 (z3, z2, z1).
Thus it suffices to check the case l = 3. Assume first that η = +. By using the relations
(Q5), we have
T±,+i,3 (z1, z2, z3) =
∑
σ∈S2
A±i (zσ(1), zσ(2), z3)
F±ii (z3, z1)F
±
ii (z3, z2)
x±i (zσ(1))x
±
i (zσ(2))φ
+
i (q
∓ 1
2
cz3),(4.3)
where
A±i (z1, z2, z3) = F
±
ii (z3, z1)F
±
ii (z3, z2)p
±
i (z1, z2, z3)
+ F±ii (z3, z1)G
±
ii (z3, z2)p
±
i (z1, z3, z2) +G
±
ii (z3, z1)G
±
ii (z3, z2)p
±
i (z3, z1, z2).
(4.4)
Using (2.1), (3.14) and (3.15), one gets that
A±i (z1, z2, z3)
=(zdi3 + q
∓di
i z
di
1 )(z
di
3 − q
±2di
i z
di
1 )(z
di
3 + q
∓di
i z
di
2 )(z
di
3 − q
±2di
i z
di
2 )
· (q
∓ 3
2
di
i z
di
1 − (q
di
2
i + q
− di
2
i )z
di
2 + q
± 3
2
di
i z
di
3 )
+ (zdi3 + q
∓di
i z
di
1 )(z
di
3 − q
±2di
i z
di
1 )(q
∓di
i z
di
3 + z
di
2 )(q
±2di
i z
di
3 − z
di
2 )
· (q
∓ 3
2
di
i z
di
1 − (q
di
2
i + q
− di
2
i )z
di
3 + q
± 3
2
di
i z
di
2 )
+ (q∓dii z
di
3 + z
di
1 )(q
±2di
i z
di
3 − z
di
1 )(q
∓di
i z
di
3 + z
di
2 )(q
±2di
i z
di
3 − z
di
2 )
· (q
∓ 3
2
di
i z
di
3 − (q
di
2
i + q
− di
2
i )z
di
1 + q
± 3
2
di
i z
di
2 ).
We can verify that (by using Maple for example)
A±i (z1, z2, z3) = F
±
ii (z1, z2)B
±
i (z1, z2, z3),(4.5)
where
B±i (z1, z2, z3) =q
∓ 5
2
di
i (q
±2di
i − 1)z
di
3
(
(q±3dii + q
±2di
i + q
±di
i )z
di
1 z
di
2
− (q±4dii + q
±3di
i + q
±2di
i + q
±di
i + 1)z
2di
3 + q
±2di
i (z
di
1 + z
di
2 )z
di
3
)
.
Note that B±i (z1, z2, z3) = B
±
i (z2, z1, z3) and F
±
ii (z2, z1) = −G
±
ii (z1, z2) (see (3.14) and
(3.15)). Then one can conclude from (4.3), (4.3) and the relations (Q8) that
T±,+i,3 (z1, z2, z3)
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=
B±i (z1, z2, z3)
F±ii (z3, z1)F
±
ii (z3, z1)
∑
σ∈S2
F±ii (zσ(1), zσ(2))x
±
i (zσ(1))x
±
i (zσ(2))φ
+
i (q
∓ 1
2
cz3)

=
B±i (z1, z2, z3)
F±ii (z3, z1)F
±
ii (z3, z1)
(
F±ii (z1, z2)x
±
i (z1)x
±
i (z2)−G
±
ii (z1, z2)x
±
i (z2)x
±
i (z1)
)
φ+i (q
∓ 1
2
cz3)
=0,
as desired. The proof of the case η = − is similar and omitted. 
The following lemma can be viewed as a twisted analogue of [37, Lemma 9].
Lemma 4.6. Let (i, j) ∈ I. Then in U l
~
(gˆµ) we have:∑
σ∈Sm
m∑
r=0
∏
1≤a<b≤m
p±ij(zσ(a), zσ(b))(−1)
r
(
m
r
)
q
dij
i
x±i (zσ(1)) · · · x
±
i (zσ(r))
× φηj (q
∓η 1
2
cw)x±i (zσ(r+1)) · · · x
±
i (zσ(m)) = 0,
(4.6)
∑
σ∈Sm
m∑
r=0
∏
1≤a<b≤m
p±ij(zσ(a), zσ(b))(−1)
r
(
m
r
)
q
dij
i
ξi(zσ(1)) · · · ξi(zσ(r))
× x±j (w)ξi(zσ(r+1)) · · · ξi(zσ(m)) = 0,
(4.7)
where η = ±, m = mij, ξi(zp) = x
±
i (zp) if p 6= 1 and ξ(z1) = φ
η
i (q
∓η 1
2
cz1).
Proof. We prove (4.6) and (4.7) for the case η = +, as the proof of − case is similar.
Denote by T± the LHS of (4.6) (with η = +). Recall that for (i, j) ∈ I, we have (see
(3.14) and (3.15))
gij(w/z)
±1 =
G±ij(z, w)
F±ij (z, w)
=
q
±dijaij
i z
dij − wdij
zdij − q
±dijaij
i w
dij
.(4.8)
Using this, it follows from the relations (Q5) that
T± =
∑
σ∈Sm
B±(zσ(1), . . . , zσ(m), w)x
±
i (zσ(1)) · · · x
±
i (zσ(m))φ
+
j (q
− 1
2
cw),(4.9)
where
B±(z1, . . . , zm, w) =
∏
1≤a<b≤m
p±ij(za, zb)
m∏
s=1
1
wdij − q
±dijaij
i z
dij
s
×
m∑
r=0
(
m
r
)
q
dij
i
(−1)r
∏
1≤a≤r
(wdij − q
±dijaij
i z
dij
a )
∏
r<a≤m
(q
±dijaij
i w
dij − z
dij
a ).
It was proved in [37, Lemma 5] that there exist polynomials f±,1, f±,2, . . . , f±,m−1 in m−1
variables such that
B±(z1, . . . , zm, w) =
∏
1≤a<b≤m
p±ij(za, zb)
m∏
s=1
1
q
±dijaij
i z
dij
s − wdij∑
1≤r≤m−1
(z
dij
r − q
±2dij
i z
dij
r+1)f±,r(z1, . . . , zr−1, zr+2, . . . , zm, w).
(4.10)
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For r = 1, . . . ,m − 1, define an equivalent relation in Sm by σ ∼r σ
′ if and only if
σ(r) = σ′(r + 1), σ(r + 1) = σ′(r), and σ(r′′) = σ′(r′′) for all r′′ 6= r, r + 1. Let S(r)m be a
complete set of equivalence class representatives. Then from (4.9) and (4.10) we have
T± =
m−1∑
r=1
∑
σ∈S(r)m
∏
1≤a<b≤m,
(a,b)6=(r,r+1)
p±ij(zσ(a), zσ(b))
m∏
s=1
1
q
±dijaij
i z
dij
s −wdij
× f±,r(zσ(1), . . . , zσ(r−1), zσ(r+1), . . . , zσ(m), w)x
±
i (zσ(1)) · · · x
±
i (zσ(r−1))
×A±(zσ(r), zσ(r+1))x±i (zσ(r+2)) · · · x
±
i (zσ(m))φ
+
j (q
− 1
2
cw),
where
A±(zσ(r), zσ(r+1)) = p
±
ij(zσ(r), zσ(r+1))(z
dij
σ(r) − q
±2dij
i z
dij
σ(r+1))x
±
i (zσ(r))x
±
i (zσ(r+1))
+ p±ij(zσ(r+1), zσ(r))(z
dij
σ(r+1) − q
±2dij
i z
dij
σ(r))x
±
i (zσ(r+1))x
±
i (zσ(r)).
On the other hand, by using (Q8) we have
p±ij(z, w)(z
dij − q
±2dij
i w
dij )x±i (z)x
±
i (w)
=
q
±2dij
i z
dij −wdij
q±2dii zdi − wdi
zdij − q
±2dij
i w
dij
zdi − q±2dii wdi
F±ii (z, w)x
±
i (z)x
±
i (w)
=(q
±2dij
i z
dij − wdij )
(
q
±2dij
i w
dij − zdij
q±2dii wdi − zdi
G±ii (z, w)
q±2dii zdi −wdi
)
x±i (w)x
±
i (z)
=− (wdij − q
±2dij
i z
dij )p±ij(w, z)x
±
i (w)x
±
i (z).
This gives that A±(zσ(r), zσ(r+1)) = 0 for all r and hence T± = 0, as required.
Now we turn to prove (4.7). Denote by R± the LHS of (4.7). Recall that
gii(w/z)
±1 =
G±ii (z, w)
F±ii (z, w)
=
(q∓dii z
di + wdi)si−1(q±2dii z
di − wdi)
(zdi + q∓dii wdi)si−1(zdi − q
±2di
i w
di)
.(4.11)
Then it follows from (4.8), (4.11) and the relation (Q5) that
R± =
∑
π∈Sm−1
m∑
r=1
C±ij,r(z1, zπ(2), . . . , zπ(m−1), zπ(m), w)x
±
i (zπ(2)) · · · x
±
i (zπ(r))x
±
j (w)
× x±i (zπ(r+1)) · · · x
±
i (zπ(m))φ
+
i (q
∓ 1
2
cz1),
where Sm−1 acts on the set {2, . . . ,m} and for 1 ≤ r ≤ m,
C±ij,r(z1, z2, . . . , zm, w) = D
±
ij(z1, . . . , zm, w)P
(r)
ij (z
dij
1 , z
dij
2 , . . . , z
dij
m , w
dij , q
±dij
i ),
D±ij(z1, z2, . . . , zm, w) =
1
z
dij
1 − q
±dijaij
i w
dij
∏
2≤a≤m
(
q∓dii z
di
1 + z
di
a
)si−1
zdi1 − q
±2di
i z
di
a
×
∏
2≤a<b≤m
(
zdia + q
∓di
i z
di
b
)si−1 (
q
±2dij
i z
dij
a − z
dij
b
)
q±2dii z
di
a − z
di
b
,
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and
P
(r)
ij (z1, z2, . . . , zm, w, q)
=
(
m
r
)
q
(−1)r
r∑
p=1
∏
2≤a≤p
(
z1 − q
2za
) ∏
p<a≤m
(
q2z1 − za
)
(qaijz1 − w)
+
(
m
r − 1
)
q
(−1)r−1
m∑
p=r
∏
2≤a≤p
(
z1 − q
2za
) ∏
p<a≤m
(
q2z1 − za
)
(z1 − q
aijw) .
It was proved in [37, Lemma 6] that
P
(1)
ij (z1, . . . , zm, w, q) = (z2 − q
−aijw)f (1)m (z1, z3, . . . , zm, w, q)(4.12)
+
∑
2≤a≤m−1
(za+1 − q
−2za)f (1)a (z1, . . . , za−1, za+2, . . . , zm, w, q),
P
(r)
ij (z1, . . . , zm, w, q) = (w − q
−aijzr)f (r)r (z1, . . . , zr−1, zr+1, . . . , zm, w, q)(4.13)
+ (zr+1 − q
−aijw)f (r)m (z1, . . . , zr, zr+2, . . . , zm, w, q)
+
∑
2≤a≤m−1
a6=r
(za+1 − q
−2za)f (r)a (z1, . . . , za−1, za+2, . . . , zm, w, q),
P
(m)
ij (z1, . . . , zm, w, q) = (w − q
−aijzm)f (m)m (z1, . . . , zm−1, w, q)(4.14)
+
∑
2≤a≤m−1
(za+1 − q
−2za)f (m)a (z1, . . . , za−1, za+2, . . . , zm, w, q),
where f
(r)
a , a = 2, . . . ,m are some polynomials of m− 1 variables, of degree at most 1 in
each variable.
For a = 2, . . . ,m − 1 and π, π′ ∈ Sm−1, we define the equivalent relation π ∼a π′ and
the equivalence class S
(a)
m−1 as above. Then for any π, π
′ ∈ Sm−1 with π ∼a π′, we have
from (Q8) that
(zdiπ(a) + q
∓di
i z
di
π(a+1))
si−1
q
±2dij
i z
dij
π(a) − z
dij
π(a+1)
q±dii z
di
π(a) − z
di
π(a+1)
(z
dij
π(a+1) − q
∓2dij
i z
dij
π(a))x
±
i (zπ(a))x
±
i (zπ(a+1))
=(zdiπ′(a) + q
∓di
i z
di
π′(a+1))
si−1
q
±2dij
i z
dij
π′(a) − z
dij
π′(a+1)
q±dii z
di
π′(a) − z
di
π′(a+1)
(z
dij
π′(a+1) − q
∓2dij
i z
dij
π′(a))x
±
i (zπ′(a))x
±
i (zπ′(a+1)).
This gives
D±ij(z1, zπ(2), . . . , zπ(m), w)(z
dij
π(a+1) − q
∓2dij
i z
dij
π(a))x
±
i (zπ(a))x
±
i (zπ(a+1))
=D±ij(z1, zπ′(2), . . . , zπ′(m), w)(z
dij
π′(a+1) − q
∓2dij
i z
dij
π′(a))x
±
i (zπ′(a))x
±
i (zπ′(a+1)).
(4.15)
In view of (4.12), (4.13), (4.14) and (4.15), for r = 1, . . . ,m and a = 2, . . . ,m− 1 with
a 6= r, we have∑
π∈S(a)m−1
D±ij(z1, zπ(2), . . . , zπ(m), w)P
(r)
ij (z
dij
1 , z
dij
π(2), . . . , z
dij
π(m), w
dij , q
±dij
i )
·x±i (zπ(2)) · · · x
±
i (zπ(r))x
±
j (w)x
±
i (zπ(r+1)) · · · x
±
i (zπ(m))φ
+
i (q
∓ 1
2
cz1) = 0.
17
This implies that all the terms in R± which contain the polynomials f (r)a with a 6= r,m
can be erased. Thus, we obtain
R± =
∑
π∈Sm−1
D±ij(z1, zπ(2), . . . , zπ(m), w)
m∑
r=2
(q
∓dijaij
i w
dij − z
dij
π(r))
×
(
f (r)r − f
(r−1)
m
)
(z
dij
1 , z
dij
π(2), . . . , z
dij
π(r−1), z
dij
π(r+1), . . . , z
dij
π(m), w
dij , q
±dij
i )
× x±i (zπ(2)) · · · x
±
i (zπ(r−1))x
±
j (w)x
±
i (zπ(r)) · · · x
±
i (zπ(m))φ
+
i (q
∓ c
2 z1).
Recall from [37, Lemma 7] that
f (r)r − f
(r−1)
m =
m−2∑
a=1
(zr − q
2zr+1)g
(r)
a (z1, . . . , zr−1, zr+2, . . . , zm, w, q),
where g
(r)
a are some polynomials. This together with (4.15) gives R± = 0. 
4.3. Proof of Theorem 4.2. We start with two propositions which are about the com-
patibility with affine quantum Serre relations (Q8), (Q9), and (Q10).
Proposition 4.7. For i, j ∈ I, the following hold in Uf
~
(gˆµ):
(4.16) [F±ij (z, w)x
±
i (z)x
±
j (w)−G
±
ij(z, w)x
±
j (z)x
±
i (w), x
∓
k (w0)] = 0.
Proof. From the relations (Q5)-(Q7), it follows that
± (qk − q
−1
k )[F
±
ij (z, w)x
±
i (z)x
±
j (w), x
∓
k (w0)]
= F±ij (z, w)
∑
p∈Z
δi,µp(k)
(
φ+i (q
∓ 1
2
cz)δ
(
q±cξpw0
z
)
− φ−i (q
± 1
2
cz)δ
(
q∓cξpw0
z
))
x±j (w)
+ F±ij (z, w)x
±
i (z)
∑
p∈Z
δj,µp(k)
(
φ+j (q
∓ 1
2
cw)δ
(
q±cξpw0
w
)
− φ−j (q
± 1
2
cw)δ
(
q∓cξpw0
w
))
= G±ij(z, w)x
±
j (w)
∑
p∈Z
δi,µp(k)
(
φ+i (q
∓ 1
2
cz)δ
(
q±cξpw0
z
)
− φ−i (q
± 1
2
cz)δ
(
q∓cξpw0
z
))
+G±ij(z, w)
∑
p∈Z
δj,µp(k)
(
φ+j (q
∓ 1
2
cw)δ
(
q±cξpw0
w
)
− φ−j (q
± 1
2
cw)δ
(
q∓cξpw0
w
))
x±i (z)
= ±(qk − q
−1
k )[G
±
ij(z, w)x
±
j (w)x
±
i (z), x
∓
k (w0)],
where we have used the facts:
G±ij(z, w) = F
±
ij (z, w)gij(w/z)
±1 and F±ij (z, w) = G
±
ij(z, w)gji(z/w)
±1.

Proposition 4.8. Let i, j, k ∈ I. Then in U l
~
(gˆµ) we have:
[
∑
σ∈S3
p±i (zσ(1), zσ(2), zσ(3))x
±
i (zσ(1))x
±
i (zσ(2))x
±
i (zσ(3)), x
∓
j (w)] = 0, if si = 2,(4.17)
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[ ∑
σ∈Smij
{ ∏
1≤a<b≤mij
p±ij(zσ(a), zσ(b))
( mij∑
r=0
(−1)r
(
mij
r
)
q
dij
i
x±i (zσ(1))
· · · x±i (zσ(r))x
±
j (w)x
±
i (zσ(r+1)) · · · x
±
i (zσ(mij ))
)}
, x∓k (w0)
]
= 0, if aˇij < 0.
(4.18)
Proof. We first prove (4.17). Note that it suffices to treat the case i = j. In this case, it
follows from (Q7) that the LHS of (4.17) equals to
±1
qi − q
−1
i
∑
k∈ZN
δi,µk(i)
∑
σ∈S3
p±i (zσ(1), zσ(2), zσ(3))C
±
i,k(z1, z2, z3),
where C±i,k(z1, z2, z3) stands for the following formal series:
x±i (zσ(1))x
±
i (zσ(2))
(
φ+i (zσ(3)q
∓ 1
2
c)δ
(
ξkwq±c
zσ(3)
)
− φ−i (zσ(3)q
± 1
2
c)δ
(
ξkwq∓c
zσ(3)
))
+ x±i (zσ(1))
(
φ+i (zσ(2)q
∓ 1
2
c)δ
(
ξkwq±c
zσ(2)
)
− φ−i (zσ(2)q
± 1
2
c)δ
(
ξkwq∓c
zσ(2)
))
x±i (zσ(3))
+
(
φ+i (zσ(1)q
∓ 1
2
c)δ
(
ξkwq±c
zσ(1)
)
− φ−i (zσ(1)q
± 1
2
c)δ
(
ξkwq∓c
zσ(1)
))
x±i (zσ(2))x
±
i (zσ(3)).
It is straightforward to see that∑
σ∈S3
p±i (zσ(1), zσ(2), zσ(3))C
±
i,k(z1, z2, z3)
=
3∑
l=1
T±,+i,l (z1, z2, z3)δ
(
ξkwq±c
zl
)
− T±,−i,l (z1, z2, z3)δ
(
ξkwq∓c
zl
)
,
recalling that T±,ηi,l (z1, z2, z3) stands for the LHS of (4.2). Thus the relation (4.17) follows
from Lemma 4.5. Next, by a same argument as that in the proof of [37, Lemma 10], (4.18)
follows from Lemma 4.6. 
Proof of Theorem 4.2: We would use a general proof of triangular decompositions
(cf. [37, Lemma 3.5]). Let A be a completed and separated C[[~]]-algebra and (A−,H,A+)
a triangular decomposition of A. Let B+ and B− be respectively a closed two-sided ideal
of A+ and A−, and let B be the closed ideal of A generated by B+ +B−. Set C = A/B
and denote by C± the image of B± in C. Assume that AB+ ⊂ B+A and B−A ⊂ AB−.
Then (C+,H,C−) is a triangular decomposition of C and C± are isomorphic to A±/B±.
Note that (Uf
~
(gˆµ)
−,Uf
~
(hˆµ),U
f
~
(gˆµ)
+) is a triangular decomposition of Uf
~
(gˆµ). More-
over, Uf
~
(gˆµ)
+ (resp. Uf
~
(gˆµ)
−) is isomorphic to the C[[~]]-algebras topologically freely gen-
erated by x+i,n (resp. x
−
i,n), and U
f
~
(hˆµ) is isomorphic to the C[[~]]-algebra topologically gen-
erated by h, hi,m, c, d with relations (Q0)-(Q2). In view of the above criteria, it follows from
Proposition 4.7 that U l
~
(gˆµ) admits a triangular decomposition (U
l
~
(gˆµ)
−,U l
~
(hˆµ),U
l
~
(gˆµ)
+)
induced from the triangular decomposition (Uf
~
(gˆµ)
−,Uf
~
(hˆµ),U
f
~
(gˆµ)
+) of Uf
~
(gˆµ). Fur-
thermore, due to Proposition 4.8, the triangular decomposition (U l
~
(gˆµ)
−,U l
~
(hˆµ),U
l
~
(gˆµ)
+)
of U l
~
(gˆµ) induces a triangular decomposition of U~ (gˆµ) as stated in Theorem 4.2. This
completes the proof of Theorem 4.2.
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5. Affine quantum Serre relations
In this section, we introduce a notion of “normal ordered products” of currents on
restricted modules for U l
~
(gˆµ)
± and then reformulate the affine quantum Serre relations
(Q9) and (Q10) in terms of normal ordered products.
5.1. Normal ordered products. We start with some notations. Recall that a C[[~]]-
module W is called topologically free if W = W 0[[~]] for some vector space W 0 over C.
We denote by Mf the category of topologically free C[[~]]-modules. For W ∈ Mf and
m,n ∈ Z+, there is a C[[~]]-module map
π˜(m)n : EndC[[~]](W )[[z
±1
1 , . . . , z
±1
m ]]→ End(W/~
nW )[[z±11 , . . . , z
±1
m ]]
induced by the canonical C[[~]]-map EndC[[~]](W ) → End(W/~
nW ). As usual, for a C-
vector space W0, we denote by W0((z1, . . . , zm)) the space of lower truncated (infinite)
integral power series in the variables z1, . . . , zm with coefficients in W0. Set
E(m)(W0) = Hom(W0,W0((z1, . . . , zm))).
The following notion is an ~-analogue of E(m)(W0) introduced in [52].
Definition 5.1. Let W be a topologically free C[[~]]-module and m a positive integer.
Define E
(m)
~
(W ) to be the C[[~]]-submodule of End(W )[[z±11 , . . . , z
±1
m ]], consisting of each
formal series ψ(z1, . . . , zm) such that for every n ∈ Z+,
π˜(m)n (ψ(z1, . . . , zm)) ∈ E
(m)(W/~nW ),
or equivalently, for every v ∈W and n ∈ Z+,
ψ(z1, . . . , zm)v ∈ ~
nW ((z1, . . . , zm)).
Let W = W0[[~]] ∈ Mf . For convenience, we will also write E~(W ) = E
(1)
~
(W ). One
notices that for any m ∈ Z+, E
(m)
~
(W ) = E(m)(W0)[[~]] is also a topologically free C[[~]]-
module. Recall from [52, Remark 4.7] that for every n ∈ Z+, there is a surjective C[[~]]-map
π
(m)
n : E
(m)
~
(W )→ E(m)(W/~nW ) induced by π˜
(m)
n with kernel ~nE
(m)
~
(W ). Furthermore,
there is an inverse system
0← E(m)(W/~W )← E(m)(W/~2W )← E(m)(W/~3W )← · · ·(5.1)
with E
(m)
~
(W ) equipped with C[[~]]-maps π
(m)
n as an inverse limit.
Definition 5.2. Let U be one of the algebras U l
~
(gˆµ)
±,Us
~
(gˆµ)
±,U~ (gˆµ)±, or U~ (gˆµ). We
say that a (left) U -module W is restricted if W is topologically free as a C[[~]]-module,
and for each i ∈ I, w ∈W , x±i,nw → 0 as n→ +∞, that is, for every m ∈ Z+, there exists
m′ ∈ Z, such that
x±i,nw ∈ ~
mW for n ≥ m′.
We denote by Rl±, Rs±, R±, and R the categories of restricted modules for U l~(gˆµ)
±,
Us
~
(gˆµ)
±, U~ (gˆµ)±, and U~ (gˆµ), respectively.
Note that a U l
~
(gˆµ)
±-moduleW is restricted if and only if W ∈ Mf and x±i (z) ∈ E~(W )
for i ∈ I. The following argument is standard in the vertex algebra theory.
Lemma 5.3. For W ∈ Rl± and i, j ∈ I, we have
F±ij (z1, z2)x
±
i (z1)x
±
j (z2) ∈ E
(2)
~
(W ).
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Proof. Let v ∈ W and n ∈ Z+. Then by definition we have F
±
ij (z1, z2)x
±
i (z1)x
±
j (z2)v ∈
W ((z1))((z2)) + ~
nW [[z±11 , z
±1
2 ]]. On the other hand, in view of (Q8), we have
F±ij (z1, z2)x
±
i (z1)x
±
j (z2)v = G
±
ij(z1, z2)x
±
j (z2)x
±
i (z1)v ∈W ((z2))((z1)) + ~
nW [[z±11 , z
±1
2 ]].
This forces that F±ij (z1, z2)x
±
i (z1)x
±
j (z2)v ∈ E
(2)
~
(W ), as required. 
Let C∗[[z1, . . . , zm, ~]] denote the algebra extension of C[[z1, . . . , zm, ~]] by inverting za,
za − czb with 1 ≤ a 6= b ≤ m and c invertible in C[[~]]. Denote by
ιz1,...,zm : C∗[[z1, . . . , zm, ~]]→ C[[~]]((z1)) · · · ((zm)),
the canonical algebra embedding that preserves each elements of C[[z1, . . . , zm, ~]].
Lemma 5.4. For W ∈ Rl± and i ∈ I, we have
ιz1,z2(z
di
1 − z
di
2 )
−1F±ii (z1, z2)x
±
i (z1)x
±
i (z2)
= ιz2,z1(z
di
1 − z
di
2 )
−1F±ii (z1, z2)x
±
i (z1)x
±
i (z2).
In particular, we have ιz1,z2(z
di
1 − z
di
2 )
−1F±ii (z1, z2)x
±
i (z1)x
±
i (z2) ∈ E
(2)
~
(W ).
Proof. Set x±ii (z1, z2) = F
±
ii (z1, z2)x
±
i (z1)x
±
i (z2) ∈ E
(2)
~
(W ) (see Lemma 5.3). Recall from
(3.14) and (3.15) that
F±ii (z1, z2) =
(
zdi1 − q
2di
i z
di
2
)(
zdi1 + q
−di
i z
di
2
)si−1
= −G±ii (z2, z1).
This together with (Q8) gives
x±ii (z1, z2) = G
±
ii (z1, z2)x
±
i (z2)x
±
i (z1) = −F
±
ii (z2, z1)x
±
i (z2)x
±
i (z1) = −x
±
ii(z2, z1).
So we have x±ii (z1, z1) = 0 onW . Note that for k ∈ Zdi , we have F
±
ii (z1, ξ
k
di
z2) = F
±
ii (z1, z2)
and x±i (ξ
k
di
z1) = x
±
i (z1) (see (Q0)). This implies that for every k ∈ Zdi ,
x±ii (z1, ξ
k
diz1) = x
±
ii (z1, z1) = 0 on W.(5.2)
In view of this, for any v ∈W , we have
(ιz1,z2(z
di
1 − z
di
2 )
−1 − ιz2,z1(z
di
1 − z
di
2 )
−1)x±ii (z1, z2)v = z
−di
1 δ(z
di
1 /z
di
2 )x
±
ii (z1, z2)v = 0.
This proves the lemma. 
For i, j ∈ I, set
f±ij (z, w) =
∏
k∈ZN ,aiµk(j)>0
(
z − ξkw
)−1
· F±ij (z, w) ∈ C∗[[z, w, ~]].(5.3)
Now we introduce a notion of “normal ordered products” of currents on U l
~
(gˆµ)
±.
Definition 5.5. For W ∈ Rl± and i1, . . . , im ∈ I, we define a normal ordered product
◦◦x±i1(z1)x
±
i2
(z2) · · · x
±
im
(zm)
◦◦ ∈ End(W )((z1)) · · · ((zm))
of the currents x±i1(z1), . . . , x
±
im
(zm) to be∏
1≤r<s≤m
ιzr,zs
(
f±iris(zr, zs)
)
x±i1(z1)x
±
i2
(z2) · · · x
±
im
(zm).
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For i, j ∈ I, set
Cij =
∏
k∈ZN ,aiµk(j)<0
(−ξk).(5.4)
We have the following properties of the normal order products.
Proposition 5.6. Let W ∈ Rl± and i1, i2, . . . , im ∈ I. Then we have
◦◦x±i1(z1)x
±
i2
(z2) · · · x
±
im
(zm)
◦◦ ∈ E(m)
~
(W ),(5.5)
and for k1, . . . , km ∈ ZN ,
◦◦x±
µk1 (i1)
(z1) · · · x
±
µkm (im)
(zm)
◦◦ = ◦◦x±i1(ξ
−k1z1) · · · x±im(ξ
−kmzm)
◦◦.(5.6)
Furthermore, for σ ∈ Sm, we have
◦◦x±i1(z1) · · · x
±
im
(zm)
◦◦ =
 ∏
1≤s<t≤m
σ(s)>σ(t)
Cisit
 ◦◦x±iσ(1)(zσ(1)) · · · x±iσ(m)(zσ(m))◦◦.(5.7)
Proof. We first treat the case thatm = 2. From Lemma 5.3 and Lemma 5.4, it follows that
◦
◦x±i1(z1)x
±
i2
(z2)
◦
◦ ∈ E
(2)
~
(W ). Note that the identity (5.6) follows directly from definition
and the relations (Q0). For the third assertion, for i, j ∈ I we have
G±ij(z1, z2) =
∏
k∈Γij
(−ξk) · F±ji (z2, z1) =
∏
k∈ZN ,aiµk(j)>0
(−ξk) · Cij · F
±
ji (z2, z1).(5.8)
This together with Lemma 5.4 and the relations (Q8) gives that
ιz1,z2
(
f±ij (z1, z2)
)
x±i (z1)x
±
j (z2)
= ιz1,z2
 ∏
k∈ZN ,aiµk(j)>0
(
z1 − ξ
kz2
)−1F±ij (z1, z2)x±i (z1)x±j (z2)
= ιz2,z1
 ∏
k∈ZN ,aiµk(j)>0
(
z1 − ξ
kz2
)−1F±ij (z1, z2)x±i (z1)x±j (z2)
= ιz2,z1
 ∏
k∈ZN ,aiµk(j)>0
(
z1 − ξ
kz2
)−1G±ij(z1, z2)x±j (z2)x±i (z1)
= Cij ιz2,z1
 ∏
k∈ZN ,ajµk(i)>0
(
z2 − ξ
kz1
)−1F±ji (z2, z1)x±j (z2)x±i (z1)
= Cij ιz2,z1
(
f±ji (z2, z1)
)
x±j (z2)x
±
i (z1).
Thus we have ◦◦x±i (z1)x
±
j (z2)
◦
◦ = Cij
◦
◦x±j (z2)x
±
i (z1)
◦
◦, as required.
For the general case, we prove it by induction on m. Indeed, by induction assumption
we have
◦◦x±i1(z1)x
±
i2
(z2) · · · x
±
im
(zm)
◦◦ ∈ Hom(W,W ((z1, . . . , zm−1))((zm))).
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On the other hand, by using the fact (k = 1, . . . ,m− 1)
ιzk,zm
(
f±ikim(zk, zm)
)
x±ik(zk)x
±
im
(zm) = Cikim ιzm,zk
(
f±imik(zm, zk)
)
x±im(zm)x
±
ik
(zk),
we can move the term x±im(zm) in
◦
◦x±i1(z1) · · · x
±
im
(zm)
◦
◦ to the left so that
◦◦x±i1(z1)x
±
i2
(z2) · · · x
±
im
(zm)
◦◦ ∈ Hom(W,W ((zm))((z1, . . . , zm−1))).
This gives that ◦◦x±i1(z1) · · · x
±
im
(zm)
◦
◦ ∈ E
(m)
~
(W ). Similarly, the remaining two assertions
in proposition follow by an induction argument. 
Remark 5.7. From the proof of Proposition 5.6, we see that in the definition of the
normal order product ◦◦x±i1(z1) · · · x
±
im
(zm)
◦
◦, the iota-maps ιir ,is can be replaced with ιis,ir
for 1 ≤ r < s ≤ m. That is,
◦◦x±i1(z1) · · · x
±
im
(zm)
◦◦ =
∏
1≤r<s≤m
f±iris(zr, zs)x
±
i1
(z1) · · · x
±
im
(zm),
which is independent with the expansions of f±iris(zr, zs).
5.2. On the relations (Q9). This subsection is devoted to prove the following result:
Proposition 5.8. Let W ∈ Rl± and i ∈ I with si = 2. Then as operators on W ,∑
σ∈S3
p±i (zσ(1), zσ(2), zσ(3))x
±
i (zσ(1))x
±
i (zσ(2))x
±
i (zσ(3)) = 0(5.9)
if and only if
◦◦x±i (z)x
±
i (q
2
i z)x
±
i (ξ2diqiz)
◦◦ = 0.(5.10)
To prove Proposition 5.8 and for later use, we need the following notion.
Definition 5.9. For W ∈ Rl± and i1, . . . , im ∈ I, we define the g-commutator
[x±i1(z1), . . . , x
±
im
(zm)]g ∈ End(W )[[z1, . . . , zm]]
inductively such that [x±im(zm)]g = x
±
im
(zm) and for r = m− 1, . . . , 1,
[x±ir(zr), . . . , x
±
im
(zm)]g = x
±
ir
(zr)[x
±
ir+1
(zr+1), . . . , x
±
im
(zm)]g
−
 ∏
r+1≤a≤m
giair(zr/za)
∓1
 [x±ir+1(zr+1), . . . , x±im(zm)]gx±ir(zr).(5.11)
Recall from (3.10) that for i, j ∈ I,
gji(z/w)
∓1 = ιw,z
(
G±ij(z, w)
F±ij (z, w)
)
= Cij ιw,z
(
f±ji (w, z)
f±ij (z, w)
)
.(5.12)
This implies that
[x±i (z), x
±
j (w)]g =
◦◦x±i (z)x
±
j (w)
◦◦
(
ιz,w(f
±
ij (z, w)
−1)− ιw,z(f±ij (z, w)
−1)
)
,(5.13)
which is an E~(W )-linear combination of δ-functions. In general, the g-commutator
[x±i1(z1), . . . , x
±
im
(zm)]g is also an E~(W )-linear combination of products of δ-functions
(along with their partial differentials).
The following two elementary lemmas will be used later on.
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Lemma 5.10. [7] Let c1, . . . , cn, d1, . . . , dm be distinct invertible elements in C[[~]]. Then
(ιz,w − ιw,z)
 n∏
i=1
(z − ciw)
−1
m∏
j=1
(z − diw)
−2

=
n∑
i=1
lim
z→ciw
∏
a6=i
(z − caw)
−1
m∏
j=1
(z − diw)
−2
 z−1δ (ciw
z
)
(5.14)
+
m∑
j=1
lim
z→djw
 n∏
i=1
(z − ciw)
−1∏
b6=j
(z − dbw)
−2
 1
dj
∂
∂w
z−1δ
(
djw
z
)
−
m∑
j=1
lim
z→djw
∂
∂w
 n∏
i=1
(z − ciw)
−1∏
b6=j
(z − dbw)
−2
 1
dj
z−1δ
(
djw
z
)
.
Lemma 5.11. [53] Let m, s ∈ Z+ and let ((c1i)
s
i=1, (n1i)
s
i=1), . . . , ((cmi)
s
i=1, (nmi)
s
i=1) be
pairwise distinct elements in (C[[~]] \ {0})s × Ns. Then for any f1(z), f2(z), . . . , fm(z) ∈
E~(W ), we have
m∑
i=1
fi(z)
s∏
j=1
(
∂
∂z
)nij
z−1j δ
(
cijz
zj
)
= 0
if and only if fi(z) = 0 for all i = 1, 2, . . . ,m.
Now we calculate the g-commutators that are related to (Q9).
Lemma 5.12. For W ∈ Rl± and i ∈ I with si = 2, we have
[x±i (z1), x
±
i (z2), x
±
i (z3)]g =
◦◦x±i (z1)x
±
i (z2)x
±
i (z3)
◦◦
·
(
1 + q∓dii
(1 + q±3dii )(1 + q
∓3di
i )
z−2di1 δ
(
−q±dii z
di
3
zdi1
)
z−di2 δ
(
q±2dii z
di
3
zdi2
)
+
(1− q∓2dii )(1− q
∓4di
i )
(1 + q∓3dii )(1 + q
∓3di
i )(1 + q
∓5di
i )
z−2di1 δ
(
q±4dizdi3
zdi1
)
z−di2 δ
(
q±2dii z
di
3
zdi2
)
+
−q∓2dii (1 + q
±di
i )
(1 + q∓3dii )(1 + q±5di)
z−2di1 δ
(
−q∓dii z
di
3
zdi1
)
z−di2 δ
(
q±2dii z
di
3
zdi2
)
+
1 + q∓dii
(1 + q∓3dii )(1 + q
±3di
i )
z−2di1 δ
(
−q±dii z
di
3
zdi1
)
z−di2 δ
(
−q∓dii z
di
3
zdi2
)
+
(1 + q±dii )(1− q
±2di
i )
(1 + q±3dii )(1 + q
±3di
i )(1− q
±4di
i )
z−2di1 δ
(
q∓2dii z
di
3
zdi1
)
z−di2 δ
(
−q∓dii z
di
3
zdi2
)
+
1 + q±dii
(1 + q±3dii )(1 + q
∓di
i )(1 + q
∓2di
i )
z−2di1 δ
(
q±2dii z
di
3
zdi1
)
z−di2 δ
(
−q∓dii z
di
3
zdi2
))
.
Proof. Firstly, it follows from (5.13) and (5.14) that
[x±i (z2), x
±
i (z3)]g
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=
◦◦x±i (z2)x
±
i (z3)
◦◦(ιz2,z3 − ιz3,z2)
(
zdi2 − z
di
3
(zdi2 + q
∓di
i z
di
3 )(z
di
2 − q
±2di
i z
di
3 )
)
=
◦◦x±i (z2)x
±
i (z3)
◦◦
(
1− q∓2dii
1 + q∓3dii
z−di2 δ
(
q±2dii z
di
3
zdi2
)
+
1 + q±dii
1 + q±3dii
z−di2 δ
(
−q∓dii z
di
3
zdi2
))
.
Then by definition we have
[x±i (z1), x
±
i (z2), x
±
i (z3)]g = (ιz3,z2,z1 − ιz1,z2,z3)
(
f±ii (z1, z2)
−1f±ii (z1, z3)
−1)
◦◦x±i (z1)x
±
i (z2)x
±
i (z3)
◦◦
(
1− q∓2dii
1 + q∓3dii
z−di2 δ
(
q±2dii z
di
3
zdi2
)
+
1 + q±dii
1 + q±3dii
z−di2 δ
(
−q∓dii z
di
3
zdi2
))
.
Now the assertion is implied by the following two facts, which can be proved directly
by using (5.14):
(ιz1,z3 − ιz3,z1)
(
lim
z
di
2 →q
±2di
i z
di
3
1
f±ii (z1, z2)f
±
ii (z1, z3)
)
=(ιz1,z3 − ιz3,z1)
(
zdi1 − z
di
3
(zdi1 + q
±di
i z
di
3 )(z
di
1 − q
±4dizdi3 )(z
di
1 + q
∓di
i z
di
3 )
)
=
1 + q∓dii
(1 + q±3dii )(1 − q
∓2di
i )
z−2di1 δ
(
−q±dii z
di
3
zdi1
)
+
1− q∓4dii
(1 + q∓3dii )(1 + q
∓5di
i )
z−2di1 δ
(
q±4dizdi3
zdi1
)
+
1 + q±dii
(1− q±2di)(1 + q±5di)
z−2di1 δ
(
−q∓dii z
di
3
zdi1
)
.
and
(ιz1,z3 − ιz3,z1)( lim
z
di
2 →−q
∓di
i z
di
3
f±ii (z1, z2)
−1f±ii (z1, z3)
−1)
=(ιz1,z3 − ιz3,z1)
(
zdi1 − z
di
3
(zdi1 + q
±di
i z
di
3 )(z
di
1 − q
∓2di
i z
di
3 )(z
di
1 − q
±2di
i z
di
3 )
)
=
1 + q∓dii
(1 + q∓3dii )(1 + q
±di
i )
z−2di1 δ
(
−q±dii z
di
3
zdi1
)
+
1− q±2dii
(1 + q±3dii )(1 − q
±4di
i )
z−2di1 δ
(
q∓2dii z
di
3
zdi1
)
+
1− q∓2dii
(1 + q∓dii )(1− q
∓4di
i )
z−2di1 δ
(
q±2dii z
di
3
zdi1
)
.

Proof of Proposition 5.8: Denote by R±iii the LHS of (5.9). Note that for σ ∈ S3,
we can write x±i (zσ(1))x
±
i (zσ(2))x
±
i (zσ(3)) ∈ End(W )[[z1, z2, z3]] as a summation of the
g-commutators and the currents x±i (z3)x
±
i (z2)x
±
i (z1). For example,
x±i (z1)x
±
i (z2)x
±
i (z3)
= [x±i (z1), x
±
i (z2), x
±
i (z3)]g + gii(z1/z3)
∓1gii(z1/z2)∓1[x±i (z2), x
±
i (z3)]gx
±
i (z1)
+ gii(z2/z3)
∓1[x±i (z1), x
±
i (z3)]gx
±
i (z2) + gii(z2/z3)
∓1gii(z1/z3)∓1x±i (z3)
· [x±i (z1), x
±
i (z2)]g + gii(z2/z3)
∓1gii(z1/z3)∓1gii(z1/z2)∓1x±i (z3)x
±
i (z2)x
±
i (z1).
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Then it is straightforward to see that R±iii can be rewritten as (recalling (5.12))
p±i (z1, z2, z3)[x
±
i (z1), x
±
i (z2), x
±
i (z3)]g + p
±
i (z2, z1, z3)[x
±
i (z2), x
±
i (z1), x
±
i (z3)]g
+ιz3,z2,z1
(
A±i (z1, z2, z3)
F±ii (z1, z3)F
±
ii (z2, z3)
)
x±i (z3)[x
±
i (z1), x
±
i (z2)]g
+ιz3,z1,z2
(
A±i (z1, z3, z2)
F±ii (z2, z3)G
±
ii (z2, z1)
)
[x±i (z1), x
±
i (z3)]gx
±
i (z2)
+ιz3,z2,z1
(
A±i (z2, z3, z1)
F±ii (z1, z3)F
±
ii (z1, z2)
)
[x±i (z2), x
±
i (z3)]gx
±
i (z1)
+ιz3,z2,z1
(
G±ii (z1, z2)A
±
i (z1, z2, z3) + F
±
ii (z1, z2)A
±
i (z2, z1, z3)
F±ii (z1, z2)F
±
ii (z1, z3)F
±
ii (z2, z3)
)
x±i (z3)x
±
i (z2)x
±
i (z1),
where
A±i (z1, z2, z3) = G
±
ii (z1, z3)G
±
ii (z2, z3)p
±
i (z1, z2, z3)
+G±ii (z1, z3)F
±
ii (z2, z3)p
±
i (z1, z3, z2) + F
±
ii (z1, z3)F
±
ii (z2, z3)p
±
i (z3, z1, z2).
are as in (4.4) (noting that F±ii (z, w) = −G
±
ii (w, z)).
Recall from (4.5) that A±i (z1, z2, z3) = F
±
ii (z1, z2)B
±
i (z1, z2, z3), where B
±
i (z1, z2, z3)
is a polynomial satisfying the symmetry: B±i (z1, z2, z3) = B
±
i (z2, z1, z3). This implies
that G±ii (z1, z2)A
±
i (z1, z2, z3)+F
±
ii (z1, z2)A
±
i (z2, z1, z3) = 0. Furthermore, since F
±
ii (z1, z2)
[x±i (z1), x
±
i (z2)]g = 0, we obtain
R±iii =
∑
σ∈S2
p±i (zσ(1), zσ(2), z3)[x
±
i (zσ(1)), x
±
i (zσ(2)), x
±
i (z3)]g.(5.15)
It is straightforward to check that
lim
z
di
1 →q±4diz
di
3
lim
z
di
2 →q
±2di
i z
di
3
p±i (z1, z2, z3) = 0,(5.16)
lim
z
di
1 →q
∓di
i z
di
3
lim
z
di
2 →q
±2di
i z
di
3
q∓2dii p
±
i (z1, z2, z3)(1 + q
±di
i )
(1 + q∓3dii )(1 + q±5di)
z−di1
=q
∓ 7
2
di
i
1 + q±dii
1 + q∓3dii
= lim
z
di
1 →q
±2di
i z
di
3
lim
z
di
2 →−q
∓di
i z
di
3
p±i (z1, z2, z3)(1 + q
±di
i )
(1 + q±3dii )(1 + q
∓di
i )(1 + q
∓2di
i )
z−di1 .
(5.17)
Recalling Proposition 5.6, we have
◦◦x±i (z1)x
±
i (z2)x
±
i (z3)
◦◦ = ◦◦x±i (z2)x
±
i (z1)x
±
i (z3)
◦◦.(5.18)
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Now, it follows from Lemma 5.12, (5.15), (5.16), (5.17) and (5.18) that
R±iii =
∑
σ∈S2
p±i (zσ(1), zσ(2), z3)
◦◦x±i (zσ(1))x
±
i (zσ(2))x
±
i (z3)
◦◦
·
(
1 + q∓dii
(1 + q±3dii )(1 + q
∓3di
i )
z−2diσ(1) δ
(
−q±dii z
di
3
zdiσ(1)
)
z−diσ(2)δ
(
q±2dii z
di
3
zdiσ(2)
)
+
1 + q∓dii
(1 + q∓3dii )(1 + q
±3di
i )
z−2diσ(1) δ
(
−q±dii z
di
3
zdiσ(1)
)
z−diσ(2)δ
(
−q∓dii z
di
3
zdiσ(2)
)
+
(1 + q±dii )(1− q
±2di
i )
(1 + q±3dii )(1 + q
±3di
i )(1− q
±4di
i )
z−2diσ(1) δ
(
q∓2dii z
di
3
zdiσ(1)
)
z−diσ(2)δ
(
−q∓dii z
di
3
zdiσ(2)
))
.
(5.19)
Thus, by using Lemma 5.11 and (5.19), we find that R±iii = 0 on W if and only if
◦◦x±i (ξ2diq
±1
i z3)x
±
i (q
±2
i z3)x
±
i (z3)
◦◦ = ◦◦x±i (ξ2diq
±1
i z3)x
±
i (ξ2diq
∓1
i z3)x
±
i (z3)
◦◦
=
◦◦x±i (q
∓2
i z3)x
±
i (ξ2diq
∓1
i z3)x
±
i (z3)
◦◦ = 0.
Finally, the proposition follows from the following simple fact:
◦◦x±i (z)x
±
i (q
2
i z)x
±
i (ξ2diqiz)
◦◦ = lim
z3→q1∓1i z
◦◦x±i (ξ2diq
±1
i z3)x
±
i (q
±2
i z3)x
±
i (z3)
◦◦
= lim
z3→ξ2diqiz
◦◦x±i (ξ2diq
±1
i z3)x
±
i (ξ2diq
∓1
i z3)x
±
i (z3)
◦◦
= lim
z3→q1±1i z
◦◦x±i (q
∓2
i z3)x
±
i (ξ2diq
∓1
i z3)x
±
i (z3)
◦◦.
5.3. On affine quantum Serre relations. In this subsection we study the affine quan-
tum Serre relations on restricted Us
~
(gˆµ)
±-modules in a general setting. As applications,
we give a simple characterization of the relations (Q10) and also a partial answer of the
conjecture given in Remark 3.5.
Let (i, j) ∈ I, m ∈ Z+, f
± = f±(z, w) ∈ C[[~]][zdi , wdi ] be homogenous and B =
(B0, B1, . . . , Bm) ∈ (C[[~]])
m+1. Associated to these data, we introduce the currents
D±ij(m, f
±, B) =
∑
σ∈Sm
{ ∏
1≤a<b≤m
f±(zσ(a), zσ(b))
( m∑
r=0
(−1)rBrx
±
i (zσ(1))
· · · x±i (zσ(r))x
±
j (w)x
±
i (zσ(r+1)) · · · x
±
i (zσ(m))
)}
,
and the polynomials
P±ij (m, f
±, B) =
∑
σ∈Sm
(−1)|σ|
m∑
r=0
(−1)rBr
∏
1≤a<b≤m
f±(zσ(a), zσ(b))G
±
ii (zσ(a), zσ(b))
×
r∏
a=0
G±ij(zσ(a), w)
m∏
b=r+1
F±ij (zσ(b), w).
Note that by specializing
m = mij , f
±(z, w) = p±ij(z, w) and Br =
(
mij
r
)
q
dij
i
, r = 0, . . . ,mij,(5.20)
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the relations D±ij(m, f
±, B) = 0 are nothing but the relations (Q10). On the other hand,
by specializing
m = mˇij, f
±(z, w) = 1 and Br =
(
mˇij
r
)
qˇi
, r = 0, . . . , mˇij ,(5.21)
the relations D±ij(m, f
±, B) = 0 are precisely the relations (Q11).
The following result will be proved in Section 8.
Theorem 5.13. Let W be a restricted Us
~
(gˆµ)
±-module and let (i, j) ∈ I, m ∈ Z+, f± ∈
C[[~]][zdi , wdi ] be homogenous, B ∈ (C[[~]])m+1 such that the polynomial P±ij (m, f
±, B) =
0. If
◦◦x±i (q
aij
i ξ
l
dijw)x
±
i (q
aij+2
i ξ
l
dijw) · · · x
±
i (q
−aij
i ξ
l
dijw)x
±
j (w)
◦◦ = 0 on W(5.22)
for all 0 ≤ l < dij/di, then D
±
ij(m, f
±, B) = 0 on W .
Conversely, ifm = mij , f
±(w, q±2ni w) 6= 0 for n = 1, . . . ,−aij , n1 6= n2 and D
±
ij(m, f
±, B) =
0 on W , then (5.22) holds for all 0 ≤ l < dij/di.
In view of Theorem 5.13, we can prove the following main result of this section.
Theorem 5.14. Let W be a restricted U l
~
(gˆµ)
±-module. Then the relations (Q9) and
(Q10) hold on W if and only if for all i, j ∈ I with aij < 0,
◦◦x±i (q
aij
i w)x
±
i (q
aij+2
i w) · · · x
±
i (q
−aij−2
i w)x
±
i (q
−aij
i w)x
±
j (w)
◦◦ = 0 on W.(5.23)
Proof. Note that for i, j ∈ I with aij < 0 and i ∈ O(j), it follows from (5.6) that (5.10) is
equivalent to the relations ◦◦x±i (q
−1
i w)x
±
i (qiw)x
±
j (w)
◦
◦ = 0. In view of Proposition 5.8, it
remains to prove that for (i, j) ∈ I, the relations (Q10) are equivalent to (5.22) on W . No-
tice that now we may view W as a restricted Us
~
(gˆµ)
±-module. Take the triple (m, f±, B)
as in (5.20) so that the relations D±ij(m, f
±, B) = 0 are exactly the relations (Q10). In
this case, it was proved in [44] (see also [37]) that P±ij (m, f
±, B) = 0. Furthermore, one
can easily check that p±ij(w, q
±2n
i w) 6= 0 for n = 1, . . . ,−aij . Then the assertion follows
from Theorem 5.14. 
Combining Theorem 5.13 with Theorem 5.14, one immediately gets
Corollary 5.15. Let W ∈ R±, (i, j) ∈ I, m ∈ Z+, f± ∈ C[[~]][zdi , wdi ] be homogenous
and B ∈ (C[[~]])m+1. If P±ij (m, f
±, B) = 0, then D±ij(m, f
±, B) = 0 on W .
In particular, we have
Corollary 5.16. Assume that g is of finite or affine type. Then the relations (Q11) hold
on any restricted U~ (gˆµ)
±-module.
Proof. Take (m, f±, B) as in (5.21) so that the relations (Q11) are just the relations
D±ij(m, f
±, B) = 0. In view of Corollary 5.15, it suffices to check that p±ij(mˇij , 1, B) =
0, which can be checked directly case by case (by using Maple for example). In fact,
the polynomial P±ij (mˇij , 1, B) depends only on the positive integers mˇij, dij/di and si.
Furthermore, when g is of finite type or affine type, one has mˇij ≤ 5, dij/di ≤ 4 and
si ≤ 2. 
Remark 5.17. We conjecture that P±ij (m, f
±, B) = 0 for any triple (m, f±, B) as in
(5.21), which depends on the positive integers mˇij , dij/di and si. When µ = Id (and so
dij/di = 1 = si), this combinatorial identity was discovered in [44].
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6. Hopf algebra structure
In this section, we define a Hopf algebra structure on the restricted completion U˜~ (gˆµ)
of U~ (gˆµ).
6.1. Restricted U~ (gˆµ)-modules. In this subsection, we show that the category R of
restricted U~ (gˆµ)-modules is a monoidal category.
Let U and V be two topologically free C[[~]]-modules. Recall from (5.1) that E~(U)⊗̂E~(V )
is the limit of the inverse system
0← E(U/~U) ⊗ E(V/~V )← E(U/~2U)⊗ E(V/~2V )← · · · ,
noting that E(U/~nU)⊗ E(V/~nV ) ∼= E(V )/~nE(V )⊗ E(U)/~nE(U). On the other hand,
E~(U⊗̂V ) is the limit of the inverse system
0← E(U/~U ⊗ V/~V )← E(U/~2U ⊗ V/~2V )← · · · ,
noting that E(U/~nU ⊗V/~nV ) ∼= E(U ⊗V/~n(U ⊗V )) ∼= E(U⊗̂V/~n(U⊗̂V )). In view of
these two inverse limits, we have a C[[~]]-map
θU,V = lim←−
n∈Z+
θU/~nU,V/~nV : E~(U)⊗̂E~(V )→ E~(U⊗̂V ),(6.1)
where for two vector C-spaces U0 and V 0, θU0,V 0 denotes the C-map from E(U
0)⊗E(V 0)
to E(U0 ⊗ V 0) defined by∑
m∈Z
amz
−m ⊗
∑
n∈Z
bnz
−n 7→ ((u⊗ v) 7→
∑
m∈Z
(
∑
k∈Z
ak(u)⊗ bm−k(v))z−m).
Without confusion, for a(z) ∈ E~(U) and b(z) ∈ E~(V ), we shall denote θU,V (a(z)⊗̂b(z))
by a(z) ⊗ b(z) for simplicity in this section.
Note that for W ∈ R and i ∈ I, one has x±i (z), φ
±
i (z) ∈ E~(W ). As an application of
Theorem 5.14, we have
Proposition 6.1. Let U and V be two restricted U~ (gˆµ)-modules. Then there is a re-
stricted U~ (gˆµ)-module structure on the ~-adically completed tensor product space U⊗̂V
with the action ∆ defined by (i ∈ I, h ∈ hˇ):
(Co1) ∆
(
x+i (z)
)
= x+i (z)⊗ 1 + φ
−
i (zq
c1
2 )⊗ x+i (zq
c1),
(Co2) ∆
(
x−i (z)
)
= 1⊗ x−i (z) + x
−
i (zq
c2)⊗ φ+i (zq
c2
2 ),
(Co3) ∆
(
φ±i (z)
)
= φ±i (zq
± c2
2 )⊗ φ±i (zq
∓ c1
2 ),
(Co4) ∆(h) = h⊗ 1 + 1⊗ h, ∆(c) = c1 + c2, ∆(d) = d⊗ 1 + 1⊗ d,
where c1 = c⊗ 1 and c2 = 1⊗ c.
Proof. We need to show that the action ∆ is compatible with the relations (Q0-Q10). The
compatibility with the relations (Q0-Q8) can be proved in a similar way to that in [19].
Then U⊗̂V is naturally a restricted U l
~
(gˆµ)
±-module. Due to Theorem 5.14, it suffices to
check the compatibility between ∆ and the relations (5.23).
Let i, j ∈ I with aij < 0. Set m = 1− aij and m = {1, 2, . . . ,m}. Then we have
∆(
◦◦x+i (z1) · · · x
+
i (zm)x
+
j (w)
◦◦)
= ∆
ιz1,...,zm,w ∏
1≤r<s≤m
f+ii (zs, zr)
∏
1≤r≤m
f+ij (zr, w)x
+
i (z1) · · · x
+
i (zm)x
+
j (w)

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=
∑
J⊂m
ιz1,...,zm,w
∏
1≤r<s≤m
f+ii (zs, zr)
∏
1≤r≤m
f+ij (zr, w)ξ(z1) · · · ξ(zm)x
+
j (w)
⊗ x+i (zj1q
c1) · · · x+i (zjrq
c1)
+
∑
J⊂m
ιz1,...,zm,w
∏
1≤r<s≤m
f+ii (zs, zr)
∏
1≤r≤m
f+ij (zr, w)ξ(z1) · · · ξ(zm)φ
−
j (wq
c1
2 )
⊗ x+i (zj1q
c1) · · · x+i (zjrq
c1)x+j (wq
c1),
where ξ(za) = φ
−
i (zaq
c1
2 ) if a ∈ J , ξ(za) = x
+
i (za) if a /∈ J and J = {j1, . . . , jr} with
j1 < · · · < jr. Note that for k, l ∈ I, we have φ
−
k (zq
c
2 )x+l (w) ⊗ 1 ∈ E
(2)
~
(U⊗̂V ). This
together with the relations (Q6) gives
ιw,zf
+
kl(z, w)φ
−
k (zq
c1
2 )x+l (w)⊗ 1 = Cklιw,zf
+
lk(w, z)x
+
l (w)φ
−
k (zq
c1
2 )⊗ 1.
In view of this and Proposition 5.6, we can move those φ−j (zjq
c1
2 ) to the left so that
∆
(◦◦x+i (z1)x+i (z2) · · · x+i (zm)x+j (w)◦◦)
=
∑
J⊂m
ιz1,...,zm,w
 ∏
a≤r<b
f+ii (zja , zjb)
∏
1≤a≤r
f+ij (zja , w)
 qr(1−r)dic1/2
× φ−i (zj1q
c1
2 ) · · · φ−i (zjrq
c1
2 )
◦◦x+i (zjr+1) · · · x
+
i (zjm)x
+
j (w)
◦◦
⊗
◦◦x+i (zj1q
c1) · · · x+i (zjrq
c1)
◦◦
+
∑
J⊂m
(−1)m−rιz1,...,zm,w
 ∏
a≤r<b
f+ii (zja , zjb)
m∏
b=r+1
f+ji (w, zjb)
 qr( 1−r2 di−dij)c1
× φ−i (zj1q
c1
2 ) · · · φ−i (zjrq
c1
2 )φ−j (wq
c1
2 )
◦◦x+i (zjr+1) · · · x
+
i (zjm)
◦◦
⊗
◦◦x+i (zj1q
c1) · · · x+i (zjrq
c1)x+j (wq
c1)
◦◦,
noting that Cii = 1 and Cij = Cji = −1, where r = |J | and j1, . . . , jm are distinct numbers
in m such that
J = {j1, . . . , jr}, j1 < · · · , jr and jr+1 < · · · < jm.
Now by taking za = q
aij+(a−1)2
i w for a = 1, . . . ,m, we obtain
∆
(◦◦x+i (qaiji w)x+i (qaij+2i w) · · · x+i (q−aiji w)x+j (w)◦◦)
=
◦◦x+i (q
aij
i w)x
+
i (q
aij+2
i w) · · · x
+
i (q
−aij
i w)x
+
j (w)
◦◦ ⊗ 1
+φ−i (q
aij
i wq
c1
2 )φ−i (q
aij+2
i wq
c1
2 ) · · · φ−i (q
−aij
i wq
c1
2 )φ−j (wq
c1
2 )qm(
1−m
2
di−dij)c1
⊗
◦◦x+i (q
aij
i wq
c1)x+i (q
aij+2
i wq
c1) · · · x+i (q
−aij
i wq
c1)x+j (wq
c1)
◦◦.
This implies that ∆ is compatible with the relation (5.23), as desired. 
It is obvious that the canonical C[[~]]-isomorphism
a : (U⊗̂V )⊗̂W ∼= U⊗̂(V ⊗̂W )
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is a U~ (gˆµ)-module isomorphism. Furthermore, we endow C[[~]] with a U~ (gˆµ)-module
structure given by (i ∈ I, h ∈ hˇ)
(CoU) ǫ
(
x±i (z)
)
= 0 = ǫ(h) = ǫ(c) = ǫ(d), ǫ
(
φ±i (z)
)
= 1.
Then C[[~]] ∈ R and for every U ∈ R, the natural C[[~]]-isomorphisms
l : C[[~]]⊗̂U ∼= U and r : U⊗̂C[[~]] ∼= U
are U~ (gˆµ)-module isomorphisms. In view of Proposition 6.1, we have the following
straightforward result.
Theorem 6.2. The category R of restricted U~ (gˆµ)-modules, together with the completed
tensor product ⊗̂, the trivial module C[[~]], the associativity constraint a, the left constraint
l and the right constraint r form a monoidal category.
6.2. Hopf structure on U˜~ (gˆµ). In this subsection we define a topological Hopf algebra
structure on a completion of U~ (gˆµ).
Let F : R → Mf be the forgetful functor, and let A = EndC[[~]](F) be the algebra of
endomorphisms of the functor F . For each W ∈ R, EndC[[~]](W ) is a topological algebra
over C[[~]] such that
{(K : ~nW ) | K ⊂W, |K| <∞, n ∈ Z+}
form a local basis at 0, where
(K : ~nW ) =
{
ϕ ∈ EndC[[~]](W )
∣∣ ϕ(K) ⊂ ~nW}.
Equip A with the weakest topology such that for any W ∈ R, the canonical C[[~]]-algebra
epimorphism πW from A to EndC[[~]](W ) is continuous. Note that as a topological algebra
over C[[~]], EndC[[~]](W ) (and so is A) is complete and separated. This particular shows
that EndC[[~]](W ) andA are topologically free.
Recall from Theorem 6.2 that R is a monoidal category. For each U, V ∈ R, let JU,V :
F(U)⊗̂F(V ) → F(U⊗̂V ) be the canonical C[[~]]-isomorphism. Then {JU,V | U, V ∈ R}
defines a tensor structure on the functor F [22, Section 2.4]. Let F2 : R×R → Mf be
the bifunctor defined by F2(U, V ) = F(U)⊗̂F(V ), and set A2 = EndC[[~]](F
2). Similar
to A, we endow A2 a weakest topological structure so that it is a complete separated
topological C[[~]]-algebra. Following [22, Section 9.1], A admits a natural “coproduct”
∆ : A → A2 defined by ∆(a)(U,V )(u ⊗ v) = J
−1
U,V aU⊗̂V JU,V (u ⊗ v), a ∈ A, u ∈ F(U),
v ∈ F(V ), where aU denotes the action of a on F(U). We also define the counit on A by
ǫ(a) = aC[[~]](1) ∈ C[[~]], where C[[~]] is the trivial U~ (gˆµ)-module in R.
Notice that each a ∈ U~ (gˆµ) naturally defines an endomorphism of F , so we have a
canonical C[[~]]-algebra homomorphism ψ from U~ (gˆµ) to A.
Definition 6.3. We define the restricted completion U˜~ (gˆµ) of U~ (gˆµ) to be the closure
of ψ(U~ (gˆµ)) in A.
It is straightforward to see that U˜~ (gˆµ) is complete, separated and topologically free.
Furthermore, the following standard result is clear.
Proposition 6.4. The continuous U˜~ (gˆµ)-modules in Mf are exactly restricted U~ (gˆµ)-
modules.
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Denote by O˜ the set of open left ideals of U˜~ (gˆµ). Set O˜1 = O˜ and
O˜m+1 =
{
L1⊗̂U˜~ (gˆµ)
⊗̂m + U˜~ (gˆµ) ⊗̂Lm
∣∣∣ L1 ∈ O˜, Lm ∈ O˜m}, m ∈ Z+.
It is easy to verify that U˜~ (gˆµ)
⊗̂m is a topological C[[~]]-algebra with O˜m a local basis at
0. For m ∈ Z+, set
U˜~ (gˆµ)
⊗˜m = lim←−
L∈O˜m
U˜~ (gˆµ)
⊗̂m /L.(6.2)
One notices that U˜~ (gˆµ)
⊗˜2 is a closed subalgebra of A2.
For each element a in (3.12), we still denote its image in U˜~ (gˆµ) by a. From Theorem 6.2,
we have that ∆ satisfies the conditions (Co1-Co4) and ǫ satisfies the condition (CoU). Then
we have that ∆(U˜~ (gˆµ)) ⊂ U˜~ (gˆµ)
⊗˜2 . Following [22, Proposition 9.1], one immediately
gets the following result.
Proposition 6.5. (U˜~ (gˆµ) ,∆, ǫ) is a topological bialgebra over C[[~]].
By a similar argument of [19, Theorem 2.1], one can verify that there is a continuous
anti-homomorphism S : U˜~ (gˆµ)→ U˜~ (gˆµ) determined by (i ∈ I, h ∈ hˇ)
S(c) = −c, S(d) = −d, S(h) = −h, S
(
x+i (z)
)
= −φ−i (zq
− c
2 )−1x+i (zq
−c),
S
(
x−i (z)
)
= −x−i (zq
−c)φ+i (zq
− c
2 )−1, S
(
φ±i (z)
)
= φ±i (z)
−1.
In summary, we have obtained the following main result of this section:
Theorem 6.6. (U˜~ (gˆµ) ,∆, ǫ, S) is a topological Hopf algebra over C[[~]].
7. Specialization and quantization of EALAs
In this section we study the classical limit of U~ (gˆµ) and establish its connection with
the quantization theory of extended affine Lie algebras.
7.1. Specialization. By specializing ~ = 0 in the definition of U~ (gˆµ), we have:
Definition 7.1. Define gˆµ to be the Lie algebra over C generated by the set{
Lh, Hi,m, X
±
i,m, C, D
∣∣∣ h ∈ hˇ, i ∈ I, m ∈ Z}
and subject to the following relations (h, h′ ∈ hˇ, i, j ∈ I,m, n ∈ Z)
(L0) Hµ(i),n = ξ
nHi,n, Lri
∑
k∈ZN
α∨
µk(i)
= Hi,0,
(L1) [D,Lh] = 0, [D,Hi,m] = mH
±
i,m, [Lh,Hi,m] = 0 = [Lh, Lh′ ],
(L2) [Hi,m,Hj,n] =
∑
k∈ZN
riaiµk(j)δm+n,0mξ
kmC, C is central,
(L3) [D,X±i,m] = mX
±
i,m, [Lh,X
±
j,n] = ±αj(h)X
±
j,n,
(L4) [Hi,m,X
±
j,n] = ±
∑
k∈ZN
riaiµk(j)X
±
j,m+nξ
km,
(L5) [X+i,m,X
−
j,n] =
∑
k∈ZN
δi,µk(j)
(
Hj,m+n
rj
+
m
rj
δm+n,0C
)
ξkm,
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(L6) X±µ(i),n = ξ
nX±i,n, Fij(z, w)[X
±
i (z),X
±
j (w)] = 0,
(L7)
∑
σ∈S2
pi(zσ(1), zσ(2), z3)[X
±
i (zσ(1)), [X
±
i (zσ(2)),X
±
i (z3)]] = 0, if si = 2,
(L8)
∏
1≤s<t≤mij
pij(zs, zt)[X
±
i (z1), · · · , [X
±
i (zmij ),X
±
j (w)]] = 0, if aˇij < 0,
where X±i (z) =
∑
m∈Z
X±i,mz
−m and
Fij(z, w) = F
±
ij (z, w)|~ 7→0 = G
±
i,j(z, w)|~ 7→0 =
∏
k∈Γij
(z − ξkw),
pij(z, w) = p
±
ij(z, w)|~ 7→0 = (z
di + wdi)si−1
zdij − wdij
zdi − wdi
,
pi(z1, z2, z3) = p
±
i (z1, z2, z3)|~ 7→0 = z
di
1 − 2z
di
2 + z
di
3 .
By definition, one immediately gets the following result.
Proposition 7.2. The classical limit U~ (gˆµ) /~U~ (gˆµ) of U~ (gˆµ) is isomorphic to the
universal enveloping algebra U(gˆµ) of gˆµ.
Let gˆ+µ (resp. gˆ
−
µ ; resp. hˆµ) be the subalgebra of gˆµ generated by the elements X
+
i,m
(resp. X−i,m; resp. Hi,m, Lh, C,D). By specializing ~ = 0 in the proof of Theorem 4.2, one
also obtains the following result.
Proposition 7.3. gˆµ = gˆ
+
µ ⊕ hˆµ ⊕ gˆ
−
µ and gˆ
+
µ (resp. gˆ
−
µ ; resp. hˆµ) is the subalgebra of
gˆµ abstractly generated by X
+
i,m (resp. X
−
i,m; resp. Hi,m, Lh, C,D) subject to the relations
(L5)-(L7) with “+” (resp. (L5)-(L7) with “−”; resp. (L0)-(L2)).
Let gˆ′µ be the subalgebra of gˆµ generated by the elements X
±
i,m,Hi,m, C. Then it follows
from Proposition 7.3 that gˆ′µ is abstractly generated by these elements with relations
(L0),(L2) and (L4)-(L8). Furthermore, we have
gˆµ = gˆ
′
µ ⊕
∑
h∈h′′∩hˇ
CLh ⊕ CD.(7.1)
Let Aff(g) =
(
C[t, t−1]⊗ g
)
⊕Cc⊕ Cd be the affinization of g [47], where
[tm ⊗ x+ a1c+ b1d, t
n ⊗ y + a2c+ b2d]
= tm+n ⊗ [x, y] + 〈x | y〉δm+n,0c+ b1n(t
n ⊗ y)− b2m(t
m ⊗ x),
(7.2)
for x ∈ g, m ∈ Z, and a1, b1, a2, b2 ∈ C. We extend the bilinear form on g to Aff(g) by
decreeing that
〈tm ⊗ x+ a1c+ b1d | t
n ⊗ y + a2c+ b2d〉 = δm+n,0〈x | y〉+ a1b2 + b1a2.
Recall from [47] that any finite order automorphism σ of g can be extended to an
automorphism, say σˆ, of Aff(g) with
σˆ(tm ⊗ x) = ξ−mM (t
m ⊗ µ(x)), σˆ(c) = c and σˆ(d) = d,
for x ∈ g and m ∈ Z, where M is the order of σ. Denote by Aff(g, σ) the subalgebra of
Aff(g) fixed by σˆ. Let b be a σ-invariant subspace of g. For x ∈ b and m ∈ Z, set
x(m) =
∑
p∈ZM
ξ−mpM µ
p(x) and b(m) = SpanC{x(m) | x ∈ b}.
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Then we have
Aff(g, σ) =
(∑
m∈Z
tm ⊗ g(m)
)
⊕ Cc⊕ Cd.
Recall that g′ = [g, g] and h′′ is the complementary space for h′(= g′ ∩ h) in h. Set
Lˆ(g) =
(
C[t, t−1]⊗ g′
)
⊕ h′′ ⊕ Cc⊕ Cd and L(g) =
(
C[t, t−1]⊗ g′
)
⊕ Cc.
Note that both Lˆ(g) and L(g) are µˆ-invariant. Denote their corresponding µˆ-fixed point
subalgebras by
Lˆ(g, µ) =
(∑
m∈Z
tm ⊗ g′(m)
)
⊕ h′′(0) ⊕ Cc⊕ Cd,
L(g, µ) =
(∑
m∈Z
tm ⊗ g′(m)
)
⊕ Cc.
We have:
Proposition 7.4. The assignment (h ∈ h, i ∈ I and m ∈ Z)
Lh 7→ h(0), Hi,m 7→ t
m ⊗ riα
∨
i(m), X
±
i,m 7→ t
m ⊗ e±i(m), C 7→
c
N
, D 7→ d,(7.3)
defines a surjective Lie homomorphism from gˆµ to Lˆ(g, µ).
Proof. Note that Lˆ(g, µ) is generated by the elements h(0), t
m ⊗ riα
∨
i(m), t
m ⊗ e±i(m), c,d,
where h ∈ h, i ∈ I,m ∈ Z. Thus it suffices to verify that, under the correspondence (7.3),
these elements satisfy the relations (L0)-(L8). The verification of (L0)-(L5) is straight-
forward and omitted. For the relations (L6)-(L8), define the generating functions x(z) =∑
n∈Z(t
n ⊗ x(n))z
−n for x ∈ g. And, for i, j ∈ I, m ∈ Z+ and k = (k1, . . . , km) ∈ (ZN )m,
set
e±ij(k) = [e
±
µk1 (i)
, [e±
µk2 (i)
, · · · , [e±
µkm (i)
, e±j ]]],
αij(k) = αµk1 (i) + αµk2 (i) + · · ·+ αµkm (i) + αj .
Note that e±ij(k) 6= 0 only if αij(k) ∈ ∆, the root system of g. Furthermore, it is straight-
forward to see that
[e±i (z1), [e
±
i (z2), · · · , [e
±
i (zm), e
±
j (w)]]]
=
∑
k=(k1,...,km)∈(ZN )m
e±ij(k)(w)δ
(
ξ−k1w
z1
)
δ
(
ξ−k2w
z2
)
· · · δ
(
ξ−kmw
zm
)
.
(7.4)
Note that the relations (L6) follow from (7.4). We now prove the relations (L7). So,
assume that i = j ∈ I, si = 2 and m = 2. In this case we claim that
αii(k) /∈ ∆, ∀ k = (k1, k2) ∈ (ZN )
2.(7.5)
This claim together with (7.4) gives that [e±i (z1), [e
±
i (z2), e
±
i (w)]] = 0 and in particular
the relations (L6) hold for e±i (z). We divide the proof of the claim (7.5) into three cases:
(1) if both k1 and k2 can be divided by Ni/2, then it follows from Lemma 2.1 (ii) that
{αµk1 (i), αµk2 (i), αi} form a base for the root system of type A1 or A2. This implies that
αii(k) /∈ ∆ as any root in such a root system has height < 3; (2) if exactly one of k1, k2,
say k1, can be divided by Ni/2, then aµk2 (i) is orthogonal to αµk1 (i), αi and so αii(k) /∈ ∆;
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(3) if neither k1 nor k2 can be divided by Ni/2, then αi is orthogonal to αµk1 (i), αµk2 (i)
and so αii(k) /∈ ∆, as desired.
Now we prove the relations (L8). Let i, j ∈ I with aˇij < 0, m = 1 − mij and k =
(k1, . . . , km) ∈ (ZN )
m. In view of (7.4), it suffices to prove the following assertion:
(a) if αij(k) ∈ ∆, then ξ
kszs − ξ
ktzt divides pij(zs, zt) for some 1 ≤ s < t ≤ m.
So let us assume that αij(k) ∈ ∆. We first prove the following assertion:
(b) ξkszs − ξ
ktzt does not divide z
di
s − z
di
t for some 1 ≤ s < t ≤ m.
Otherwise, it follows that Ni divides ks − kt for all s, t. Then µ
k1(i) = · · · = µkm(s) = i′
for some i′ ∈ O(i). In view of (LC2), we see either ai′j = 0 or ai′j = mij and in each case
αij(k) = (1−mij)αi′ + αj /∈ ∆, as required.
Suppose now that kr ∈ Γij for all r = 1, . . . ,m. In view of the linking condition (LC2),
this implies that N/dij divides ks − kt for all s, t = 1, . . . ,m. So we have ξ
kszs − ξ
ktzt
divide z
dij
s − z
dij
t for all s, t = 1, . . . ,m. This together with the assertion (b) gives the
following assertion:
(c) if kr ∈ Γij for all r = 1, . . . ,m, then ξ
kszs − ξ
ktzt divides
z
dij
s −z
dij
t
z
di
s −zdit
for some
1 ≤ s < t ≤ m.
On the other hand, assume that ks0 /∈ Γij for some s0 = 1, . . . ,m. Recall that ks0 /∈ Γij
implies that a
µks0 (i)j
= 0. For the case si = 1, it follows from Lemma 2.1 (i) that
aµks0 (i)i′ = 0 for any i
′ 6= µks0 (i) ∈ O(i). Thus, αµks0 (i) is orthogonal to all the elements
in the set
{αµks (i), αj | 1 ≤ s ≤ m} \ {αµks0 (i)},(7.6)
which gives αij(k) /∈ ∆, a contradiction. And for the case si = 2, if ks0−kt 6≡
Ni
2 ( mod Ni)
for all t = 1, . . . ,m, then by Lemma 2.1 (ii), α
µks0 (i)
is orthogonal to all the elements in
(7.6) and hence αij(k) /∈ ∆, a contradiction too. In summary, we obtain that
(d) if ks0 /∈ Γij for some s0 = 1, . . . ,m, then si = 2 and there exists a t0 = 1, . . . ,m
such that ks0 − kt0 ≡
Ni
2 ( mod Ni).
Recall that
z
dij
s −z
dij
t
z
di
s −zdit
divides pij(zs, zt). Thus, from the assertions (c) and (d), it implies
that the assertion (a) holds except the case that si = 2 and there exist s0, t0 such that ks0 /∈
Γij and ks0 − kt0 ≡
Ni
2 ( mod Ni). But in this case, we have that ξ
ks0zs0 − ξ
kt0zt0 divides
zdis0 + z
di
t0 and hence divides pij(zs, zt). This completes the proof of the proposition. 
We denote the resulting surjective homomorphism given in Proposition 7.4 by ψg,µ. The
following result was proved in [18] (see also [11]).
Theorem 7.5. Assume that the GCM A is of finite type. Then the homomorphism ψg,µ :
gˆµ → Lˆ(g, µ) is an isomorphism.
In general, ψg,µ is not injective and when g is of affine type, we will determine the kernel
of ψg,µ in §7.3.
7.2. Basics on EALAs. We start with the definition of an extended affine Lie algebra
(EALA for short). Let E be a Lie algebra equipped with a nontrivial finite-dimensional
self-centralizing ad-diagonalizable subalgebra H and a nondegenerate invariant symmetric
bilinear form ( | ). Let E = ⊕α∈H∗Eα be the root space decomposition of E with respect
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to H, and let Φ = {α ∈ H∗ | Eα 6= 0} be the corresponding root system. The form
( | ) restricted to H = E0 is nondegenerate, and hence induces a nondegenerate symmetric
bilinear form on H∗. Set
Φ× = {α ∈ Φ | (α | α) 6= 0} and Φ0 = {α ∈ Φ | (α | α) = 0}.
Let Ec be the subalgebra of E generated by the root spaces Eα, α ∈ Φ
×, called the core of
E . Following [1], we have:
Definition 7.6. The triple (E ,H, ( | )) is called an extended affine Lie algebra if
(1) ad(x) is locally nilpotent for x ∈ Eα, α ∈ Φ
×.
(2) Φ× cannot be decomposed as a union of two orthogonal nonempty subsets.
(3) The centralizer of Ec in E is contained in Ec.
(4) Φ is a discrete subset of H∗.
The condition (4) in Definition 7.6 implies that the subgroup 〈Φ0〉 of H∗ generated by
Φ0 is a free abelian group of finite rank. This rank is called the nullity of E . Nullity
0 EALAs are exactly finite dimensional simple Lie algebras, while nullity 1 EALAs are
exactly affine Kac-Moody algebras [2]. Set Hσ = h(0) ⊕ Cc ⊕ Cd, an abelian subalgebra
of Aff(g, σ). Then we have
Lemma 7.7. Assume that g is of finite type or affine type. Then for any diagram auto-
morphism σ of g, the triple (Aff(g, σ),Hσ , 〈 | 〉) is an EALA if and only if σ satisfies the
linking conditions (LC1) and (LC2).
Proof. It was proved in [3] that (Aff(g, σ),Hσ , 〈 | 〉) is an EALA if and only if either g is
of finite type, or g is of affine type and σ is nontransitive. Then the assertion is implied
by Lemma 2.2. 
Remark 7.8. In the Definition 7.6, the choice of the invariant bilinear form is not im-
portant: let (E ,H, ( | )) and (E ,H, ( | )′) be two EALA structures on E . Then Φ = Φ′,
Φ× = Φ′× and Φ0 = Φ′0, where we distinguish the notations for (E ,H, ( | )′) by ′. One
may see [15, Corollary 3.3] for details. Thus, as in [62, 15], from now on we will denote
EALAs as couples (E ,H).
Remark 7.9. In a series of papers [8, 13, 15, 14], the conjugacy theorem of Cartan subal-
gebras for EALAs was proved. Explicitly, let (E ,H) and (E ,H′) be two EALA structures
on a Lie algebra E . Then there is an automorphism of E that maps H onto H′. In
particular, root system is an invariant of E .
The structure of EALAs is intimately connected to Lie torus introduced by Yoshii [68].
Let S be a finite irreducible root system, which is not necessarily reduced and contains
0, and let Q(S) be the corresponding root lattice. Let Λ be a free abelian group of finite
type, and let L be a Lie algebra graded by (Q(S),Λ), that is, L = ⊕α∈Q(S),λ∈ΛLλα such
that [Lλα, L
γ
β ] ⊂ L
λ+γ
α+β . For convenience, we set
Lα = ⊕λ∈ΛLλα, α ∈ Q(S) and L
λ = ⊕α∈Q(S)Lλα, λ ∈ Λ.
A Lie torus of type (S,Λ) is by definition a (Q(S),Λ)-graded Lie algebra satisfying certain
conditions [68], and its nullity is defined as the rank of Λ.
Remark 7.10. Let L be a Lie torus. Then L is perfect and so it has a universal central
extension f : u(L) → L. It is known that u(L) is a Lie torus of the same type with
f(u(L)λα) = L
λ
α for α ∈ Q(S), λ ∈ Λ (cf.[62]).
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Remark 7.11. A Lie torus L is called centerless if its center Z(L) = 0. For example,
the centerless core Ecc = Ec/Z(Ec) of an EALA E is a centerless Lie torus. Let L be a
centerless Lie torus of type (S,Λ). Then u(L) is a central closed Lie torus. Conversely,
let L be a Lie torus of type (S,Λ), which is central closed. Then L/Z(L) a centerless Lie
torus of type (S,Λ) such that L ∼= u(L/Z(L)).
It is known that the core of an EALA is naturally a Lie torus [4, 62]. More precisely,
let (E ,H) be an EALA of nullity n with the root system Φ. Set X = spanR(Φ) and
X0 = spanR(Φ
0). Then the image S of Φ in the quotient map π : X → Y = X/X0 is a
finite irreducible root system, and there is a linear map f : Y → X such that f ◦ π = IdY
and f(Sind) ⊂ Φ, where Sind = {0}∪ {β ∈ S |
1
2α /∈ S}. Furthermore, the core Ec of E is a
nullity n Lie torus of type (S,Λ) with (Ec)
λ
α = Ec∩Ef(α)+λ, where Λ = 〈Φ
0〉. In particular,
the Λ-grading on Ec is determined by
(Ec)
λ = ⊕β∈Φ,p(β)=λEc ∩ Eβ,
where p is the projection map from X = f(Y )⊕ Λ to Λ.
For example, let E = Aff(g, µ) with g is of affine type (see Lemma 7.7). We view (hˇ)∗
as a subspace of (Hµ)
∗ in a natural way, and define δ ∈ (Hµ)∗ such that δ(hˇ) = 0 = δ(c)
and δ(d) = 1. Recall that gˇ is the Kac-Moody algebra associated with Aˇ and αˇi, i ∈ Iˇ are
simple roots of it (see §2.2). Then we have (i ∈ Iˇ , m ∈ Z):
tm ⊗ e±i(m) ∈ Aff(g, µ)αˇi+mδ, t
m ⊗ α∨i(m) ∈ Aff(g, µ)mδ , h
′′
(0) ⊕ Cd ⊂ Aff(g, µ)0.
Since these elements generate the algebra Aff(g, µ), it follows that the root system Φ ⊂
Qˇ ⊕ Zδ, where Qˇ = ⊕i∈IˇCαˇi is the root lattice of gˇ. On the other hand, we have Φ
0 ⊂
Zδ2 ⊕ Zδ, where δ2 denotes the null root in gˇ. In fact, it follows from [1, Corollary 2.31]
that Φ0 = Zδ2 ⊕ Zδ. Thus, the core L(g, µ) of Aff(g, µ) is a Lie torus of type (S,Λ),
where Λ = Φ0 and the root system S is determined in [3, Theorem 12.2.1]. Note that
the elements π(αˇi), i ∈ Iˇ \ {ω} form a basis of Y and so we can define the section f by
f(π(αˇi)) = αˇi for i ∈ Iˇ \ {ω}, where ω ∈ Iˇ is the additional node of gˇ [47]. Then we have
p(αˇi) = δi,ωδ2 for i ∈ Iˇ, which implies p(α) = α(dˇ2)δ2 + α(d)δ for α ∈ Φ, where dˇ2 is
a scaling element in hˇ such that αˇi(dˇ2) = δi,ω for i ∈ Iˇ. In particular, the Λ-grading on
L(g, µ) is given by
L(g, µ)mδ2+nδ = {x ∈ L(g, µ) | [dˇ2, x] = mx, [d, x] = nx}.(7.7)
We define the extended core E¯ of an EALA (E ,H) to be the subalgebra Ec +H of E . It
follows from Remark 7.9 that, up to the isomorphism, the extended core of an EALA is
independent with the choice of its Cartan subalgebra. Following [6], we say that an EALA
is maximal if its core is central closed.
Definition 7.12. For a nonnegative integer n, denote by Ên the class of Lie algebras
which are isomorphic to the extended core of an maximal EALAs with nullity n.
Note that Ê0 is the class of finite dimensional simple Lie algebras and Ê1 is the class of
affine Kac-Moody algebras. Let L be a Lie torus of type (S,Λ). Then any θ ∈ HomZ(Λ,C)
induces a so-called degree derivation ∂θ of L: ∂θ(x) = θ(λ)x for all x ∈ L
λ. Form the
semi-product Lie algebra Le = L⊕DL, where DL = {∂θ | θ ∈ HomZ(Λ,C)}. Note that for
any λ ∈ Λ, Lλ = {x ∈ L | [∂θ, x] = θ(λ)x for all θ ∈ HomZ(Λ,C)} [61, §8]. We have:
Lemma 7.13. Let L be a nullity n Lie torus, which is central closed. Then Le ∈ Ên.
Conversely, any algebra in Ên has this form.
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Proof. The proof follows Neher’s construction of maximal EALAs, and a sketch is given
here; see [61] or [62] for details. Let L be a centerless Lie torus of type (S,Λ) and Γ the
central grading group of L, which is a free subgroup of Γ. Let D = SCDer(L) be the
space of skew centroidal derivations on L, which is Γ-graded with the degree zero space
D0 = DL. Let D
gr∗ the Γ-graded dual of D and let τ : D ×D → Dgr∗ be an affine two-
cocycle. Then there is a maximal EALA structure on E(L, τ) = L ⊕Dgr∗ ⊕D with the
Cartan subalgebra H(L) = L00 ⊕D
0∗ ⊕D0 and the core E(L, τ)c = L⊕Dgr∗. Conversely,
any maximal EALA arises in this way.
Note that one of the conditions for τ requires that τ(DL,D) = 0. This gives that
the Lie bracket on E(L, τ) = L ⊕ Dgr∗ ⊕ DL is independent from the choice of τ . In
particular, we have E(L, τ) = (L⊕Dgr∗)e as a Lie algebra. Now, let L be a central closed
Lie torus of nullity n. Then by Remark 7.11, there is a centerless Lie torus L such that
L ∼= u(L) ∼= L⊕Dgr∗ and hence
Le ∼= (L⊕D
gr∗)e = E(L, τ0) ∈ Ên,
where τ0 denotes the trivial two-cocycle on D. On the other hand, let E¯ ∈ Ên and by
Neher’s construction we may assume E has the form E(L, τ). Then we have E¯ = E(L, τ) =
(L⊕Dgr∗)e, as required. 
7.3. Quantization of nullity 2 EALAs. In this subsection, we first classify the algebras
in Ê2 and then consider their quantization. Throughout this subsection we always assume
that g is of affine type X
(r)
℘ , where ℘ ∈ Z+ and r = 1, 2, 3. For convenience, we set
I = {0, 1, . . . , ℓ}.
Let g˙ be a finite dimensional simple Lie algebra of type X℘ and ν˙ a diagram automor-
phism of g˙ with order r. For x˙ ∈ g˙ and m ∈ Z, we set
x˙[m] =
∑
p∈Zr
ξ−mpr ν˙
p(x˙) and g˙[m] = SpanC{x˙[m] | x˙ ∈ g˙}.
Then it was shown in [47, Chap. 8] that the affine Kac-Moody algebra g can be realized
as the Lie algebra
g = (
∑
m∈Z
tm2 ⊗ g˙[m])⊕ Ck2 ⊕ Cd2(7.8)
with the Lie bracket given by
[tm12 ⊗ x˙+ a1k2 + b1d2, t
m2
2 ⊗ y˙ + a2k2 + b2d2]
= tm1+m22 ⊗ [x˙, y˙] + (x˙|y˙)δm1+m2,0m1k2 + b1m2t
m2
2 ⊗ y˙ − b2m1t
m1
2 ⊗ x˙,
where m1,m2 ∈ Z, x˙ ∈ g˙[m1], y˙ ∈ g˙[m2], a1, a2, b1, b2 ∈ C and (·|·) is a nondegenerate
invariant symmetric bilinear form on g˙. Let h˙ be a Cartan subalgebra of g˙ and take
h = (h˙ ∩ g˙[0])⊕ Ck2 ⊕Cd2
as the Cartan subalgebra of g. We also realize the simple roots αi’s and simple coroots
α∨i ’s as in [47]. Note that d2 ∈ h is a scaling element such that αi(d2) = δi,0 for i ∈ I.
Remark 7.14. Note that (·|·) induces an invariant bilinear form on g′ such that
(tm12 ⊗ x˙+ a1k2|t
m2
2 ⊗ y˙ + a2k2) = δm1+m2,0(x˙|y˙).
Recall from [47, Exercise 2.5] that any two such forms on g′ are proportional. Thus, we
may (and do) fix the choice of (·|·) on g˙ such that (·|·) = 〈 · | · 〉|g′×g′ .
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Let K be a vector space over C spanned by the symbols
tm11 t
m2
2 ki, i = 1, 2, m1 ∈ Z, m2 ∈ rZ
and subject to the relations m1t
m1
1 t
m2
2 k1 +m2t
m1
1 t
m2
2 k2 = 0. Let
t(g) =
∑
m1,m2∈Z
tm11 t
m2
2 ⊗ g˙[m2] ⊕K
be the toroidal Lie algebra associated with g, where K is the center space and
[tm11 t
m2
2 ⊗ x˙, t
n1
1 t
n2
2 ⊗ y˙] = t
m1+n1
1 t
m2+n2
2 ⊗ [x˙, y˙] + (x˙|y˙)
∑
i=1,2
mit
m1+n1
1 t
m2+n2
2 ki(7.9)
for x˙ ∈ g˙[m2], y˙ ∈ g˙[n2] and m1, n1,m2, n2 ∈ Z. With the identification (7.8), for x =
tm22 ⊗ x˙+ ak2 ∈ g
′ (m2 ∈ Z, x˙ ∈ g˙, a ∈ C) and m1 ∈ Z, let us set
tm11 ⊗ x := t
m1
1 t
m2
2 ⊗ x˙+ at
m1
1 k2 ∈ t(g).(7.10)
Note that these elements together with the central elements tm11 t
m2
2 k1 (m1 ∈ Z,m2 ∈
rZ\{0}), k1 span the algebra t(g). Denote by ∆, ∆
re and ∆im the sets of roots, real roots
and imaginary roots in g, respectively. In view of Remark 7.14, the commutator (7.9) can
be rewritten as follows:
Lemma 7.15. Let α, β ∈ ∆, x ∈ gα, y ∈ gβ and m1, n1 ∈ Z. If α + β ∈ ∆
re ∪ {0}, then
we have
[tm11 ⊗ x, t
n1
1 ⊗ y] = t
m1+n1
1 ⊗ [x, y] +m1δm1,n1〈x | y〉k1.(7.11)
If x = tm22 ⊗ x˙, y = t
n2
2 ⊗ y˙ and α+ β ∈ ∆
im \ {0}, then
[tm11 ⊗ x, t
n1
1 ⊗ y] = t
m1+n1
1 ⊗ [x, y] + (x˙ | y˙)
m1n2 −m2n1
m2 + n2
tm1+n11 t
m2+n2
2 k1.(7.12)
Note that the elements
tm1 ⊗ e
±
i , t
m
1 ⊗ α
∨
i , k1, m ∈ Z, i ∈ I(7.13)
generate the algebra t(g). From [10], there is an automorphism µˆ of t(g) with
(7.14) tm1 ⊗ e
±
i 7→ ξ
−mtm1 ⊗ e
±
µ(i), t
m
1 ⊗ α
∨
i 7→ ξ
−mtm1 ⊗ α
∨
µ(i), k1 7→ k1
for i ∈ I, m ∈ Z. Denote by t(g, µ) the subalgebra of t(g) fixed by µˆ. Using (7.13)
and (7.14), we see that t(g, µ) is generated by the elements tm1 ⊗ e
±
i(m), t
m
1 ⊗ α
∨
i(m), k1 for
i ∈ I,m ∈ Z. We have
Lemma 7.16. The assignment (i ∈ I,m ∈ Z)
tm1 ⊗ e
±
i(m) 7→ t
m ⊗ e±i(m), t
m
1 ⊗ α
∨
i(m) 7→ t
m ⊗ α∨i(m), k1 7→ c.(7.15)
determines a surjective homomorphism φg,µ : t(g, µ)→ L(g, µ), which is a universal central
extension.
Proof. From (7.2) and Lemma 7.15, it follows that the map
φ : t(g)→ L(g), tm1 ⊗ x→ t
m ⊗ x, k1 7→ c, t
m1
1 t
m2
2 k1 7→ 0
is a central extension, where m ∈ Z, x ∈ g,m1 ∈ Z and m2 ∈ rZ \ {0}. Recall that L(g, µ)
is the µˆ-fix point subalgebra of L(g). As φ◦µˆ = µˆ◦φ on the generators in (7.13), φ induces
a central extension φg,µ from t(g, µ) to L(g, µ), which is determined by (7.15). The fact
that φg,µ is universal follows from [10, Theorem 3.3]. 
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By adding two canonical derivations d1,d2 to t(g), we obtain the Lie algebra
tˆ(g) = t(g)⊕ Cd1 ⊕Cd2,
where (i, j = 1, 2, x˙ ∈ g˙[m2] and m1,m2 ∈ Z)
[di, t
m1
1 t
m2
2 ⊗ x˙] = mit
m1
1 t
m2
2 ⊗ x˙ and [di, t
m1
1 t
m2
2 kj ] = mit
m1
1 t
m2
2 kj .(7.16)
With the notation given in (7.10), we in particular have
[d2, t
m1
1 ⊗ x] = t
m1
1 ⊗ [d2, x(m)], [d1, t
m1
1 ⊗ x(m)] = m1t
m1
1 ⊗ x.(7.17)
One notices that µ(d2) ∈ d2+h
′ (see the proof of [3, Proposition 7.2.1]), h = h′⊕Cd2 =
h′ ⊕ h′′ and h′′ is µ-invariant. Set
dˇ2 = 1/N
∑
p∈ZN
µp(d2) ∈ hˇ.(7.18)
Then we have hˇ = h′(0) ⊕ Cdˇ2 and dˇ2 is a scaling element in hˇ such that αˇi(dˇ2) = δi,0 for
i ∈ Iˇ (see §2.2). By (7.11) and (7.17), one immediately has
Lemma 7.17. For i ∈ I and m ∈ Z, one has
[dˇ2, t
m
1 ⊗ α
∨
i(m)] = 0, [dˇ2, t
m
1 ⊗ e
±
i(m)] = ±αi(dˇ2)t
m
1 ⊗ e
±
i(m), [dˇ2, k1] = 0,
[d1, t
m
1 ⊗ α
∨
i(m)] = mt
m
1 ⊗ α
∨
i(m), [d1, t
m
1 ⊗ e
±
i(m)] = mt
m
1 ⊗ e
±
i(m), [d1, k1] = 0.
In view of Lemma 7.17, we have the following subalgebra of tˆ(g):
tˆ(g, µ) = t(g, µ)⊕ Cd1 ⊕ Cdˇ2.(7.19)
Remark 7.18. Recall that Lˆ(g, µ) = L(g, µ) ⊕ Cdˇ2 ⊕ Cd. View dˇ2,d (resp. dˇ2,d1) as
derivations on L(g, µ) (resp. t(g, µ) by the adjoint actions. Via the universal central ex-
tension φg,µ, the derivations dˇ2,d on L(g, µ) can be extended uniquely to t(g, µ), which
are exactly dˇ2, d1 (see Lemma 7.17).
Recall that L(g, µ) is a Lie torus with the Λ-grading given by (7.7). By Remark 7.10,
t(g, µ) is also a Lie torus with the Λ-grading determined by φg,µ(t(g, µ)
λ) = L(g, µ)λ for
λ ∈ Λ. Using Remark 7.18 and (7.7), we have
t(g, µ)mδ2+nδ = {x ∈ t(g, µ) | [dˇ2, x] = mx, [d1, x] = nx}.(7.20)
Namely, via the adjoint action, Cdˇ2 ⊕ Cd1 is the space of degree derivations on t(g, µ).
From Lemma 7.13, it follows that tˆ(g, µ) = t(g, µ)e ∈ Ê2.
On the other hand, let p be a generic complex number. Set Cp to be the quan-
tum 2-torus Cp associated to p, which is the associative algebra with underlying space
C[t±11 , t
±1
2 ] subject to the basic commutation relation t2t1 = pt1t2. Let ℓ be a pos-
itive integer as before. Denote by glℓ+1(Cq) the matrix Lie algebra over Cp and set
slℓ+1(Cp) = [glℓ+1(Cp), glℓ+1(Cp)], the derived subalgebra. Furthermore, let s˜lℓ+1(Cp)
denote the universal central extension of slℓ+1(Cp). By adding two derivation d1,d2 to
s˜lℓ+1(Cp), one obtains a nullity 2 EALA sˆlℓ+1(Cp) with Lie brackets as in (7.16) [6]. Note
that the extended core of sˆlℓ+1(Cp) is itself and hence sˆlℓ+1(Cp) ∈ Ê2. Following [3], we
have the following classification result.
Proposition 7.19. Every algebra in Ê2 is either isomorphic to tˆ(g, µ) with g affine, or
isomorphic to sˆlℓ+1(Cp) with p generic.
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Proof. From Remark 7.11 and Lemma 7.13, it follows that any algebra in Ê2 has the form
u(L)e for some centerless Lie torus L of nullity 2. It was proved in [3] that every centerless
Lie torus of nullity 2 is either isomorphic to Aff(g, µ)cc = L(g, µ)/Z(L(g, µ)) or isomorphic
to slℓ+1(Cp). Note that sˆlℓ+1(Cp) = sˆlℓ+1(Cp)e ∼= u(slℓ+1(Cp))e. Furthermore, we have
u(Aff(g, µ)cc) ∼= u(L(g, µ)) ∼= t(g, µ) and hence u(Aff(g, µ)cc)e ∼= tˆ(g, µ), as desired. 
Now we are ready to give the quantization of the algebras classified in Proposition 7.19.
Note that when g is of type A
(1)
1 , it follows from Lemma 2.2 that µ = Id. In this case,
the quantum affinization algebra UJN
~
defined in [44, 60] is slightly different from that of
U~ (gˆµ): the relations (Q8) with i 6= j is now replaced by the relations
F±ij (z, w)(z −w)x
±
i (z)x
±
j (w) = G
±
ij(z, w)(z −w)x
±
j (w)x
±
i (z).
Define Unew
~
to be the quotient C[[~]]-algebra of UJN
~
by modulo the relations
[x±i (z1),
(
F±ij (z2, w)x
±
i (z2)x
±
j (w)−G
±
ij(z2, w)x
±
j (w)x
±
i (z2)
)
] = 0, for i 6= j.
Just as U~ (gˆµ), it was proved in [12] that U
new
~
has a triangular decomposition and a
topological Hopf algebra structure. We also denote by U~,p(ŝlℓ+1) the two parameters
quantum toroidal algebra defined in [63, Definition 2.2.1]. As the main result of this
section, we have:
Theorem 7.20. Let g be of affine type and p a generic number. Then we have
(1) U~,p(ŝlℓ+1)|~ 7→0 ∼= U(sˆlℓ+1(Cp));
(2) Unew
~
|~ 7→0 ∼= U (ˆt(g)) if g is of type A
(1)
1 ;
(3) U~ (gˆµ) |~ 7→0 ∼= U (ˆt(g, µ)) if g is of non-A
(1)
1 type.
Proof. The first assertion was proved in [67], the second assertion was proved in [12] and
the third assertion was proved in [11]. In the last case, the isomorphism from gˆµ to tˆ(g, µ)
is given by
Hi,m 7→ t
m
1 ⊗ riα
∨
i(m), X
±
i,m 7→ t
m
1 ⊗ e
±
i(m), C 7→
k1
N
, Ldˇ2 7→ dˇ2, D 7→ d1.

Remark 7.21. When g is of type A
(1)
1 (and so µ = Id), gˆµ is isomorphic to the quotient
algebra tˆ(g)/K¯ (cf. [25]), where K¯ =
∑
m1∈Z(Ct
m1
1 t2k1 + Ct
m1
1 t
−1
2 k1).
8. Proof of Theorem 5.13
This section is devoted to the proof of Theorem 5.13. Throughout this section, let
(i, j) ∈ I and W ∈ Rs± be fixed. For a finite set J and a formal variable z, we denote
by zJ the map from J to the set {za | a ∈ J} of formal variables defined by a 7→ za. If
there is no ambiguity, we simply denote zJ by z. For simplify the notation, we also write
1
z−w = ιz,w
1
z−w as usual.
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8.1. On g-commutators. In this subsection we calculate the g-commutators [x±i (z1), x
±
i (z2),
. . . , x±i (zr), x
±
j (w)]g with r ∈ N.
We start with some notations. Denote by K = 〈−1, ξdij/di〉 the subgroup of C
× gener-
ated by −1 and ξdij/di , and denote by K
ν = (−1)ν〈ξdij/di〉, where ν ∈ Z2 = {0, 1}. For
c ∈ K0 and r ∈ N, set Aνc,r = ∅ if r = 0 and set
Aνc,r = {((−1)
νc, aij − ν + 2p) ∈ K × Z | 0 ≤ p ≤ r − 1} if r > 0.
Let M ′ be the set consisting of subsets of K×Z which are a finite union of the Aνc,r’s with
c ∈ K0, r ∈ N and ν ∈ Z2. For M ∈ M
′, c ∈ K0 and ν ∈ Z2, define
pνc = max{r − 1 | r ∈ N with A
ν
c,r ⊂M}.
Form the sets
M = {M ∈ M ′ | p1c = −1 if si = 1 and p
1
c ≤ p
0
c if si = 2 for all c ∈ K
0},
Mr = {M ∈ M | |M | = r} for r ∈ N.
For M ∈ M and ν ∈ Z2, we further introduce the following sets:
Mν = {((−1)νc, aij − ν + 2p) ∈M | c ∈ K
0, 0 ≤ p ≤ pνc},
∂M = {a ∈ (K × Z) \M | M ∪ {a} ∈ M },
∂∗M =
{
(−c, aij + 2p
1
c + 1) ∈ ∂M
∣∣ c ∈ K0, 0 ≤ p1c < p0c}.
We also define a map as follows:
τ± : K × Z→ C[[~]], (c, n) 7→ c1/di q±ni ,(8.1)
where c1/di = ξsdi|K| if c = ξ
s
|K| ∈ K. For the case si = 2, we say that (a1, a2, a3) ∈ (K×Z)
3
is an A
(2)
2 -triple if there is a σ ∈ S3 such that
τ±(aσ(1)) = ξ2diq
±1
i τ
±(aσ(2)) = ξ2diq
∓1
i τ
±(aσ(3)).
In this case it follows from Proposition 5.8, (5.6) and (5.7) that for any p ∈ Zdi ,
◦◦x±i (ξ
p
di
τ±(a1)w)x±i (τ
±(a2)w)x±i (τ
±(a3)w)
◦◦ = 0.(8.2)
Remark 8.1. Let J be a finite set with |J | = m and let ψ(wJ , w) ∈ E
(m+1)
~
(W ). Assume
that there is an a ∈ J such that limwa→ξpdiw
ψ(wJ , w) = 0 for all p ∈ Zdi . Then for any
v ∈W , we have
(wdia −w
di)−1ψ(wJ , w)v + (w
di − wdia )
−1ψ(wJ , w)v
=w−dia δ(w
di
a /w
di)ψ(wJ , w)v = 0.
This gives (wdia −w
di)−1ψ(wJ , w)v ∈W ((wJ , w))+~nW [[w±1, w
±1
b | b ∈ J ]] for all n ∈ Z+.
Thus one obtains
(wdia − w
di)−1ψ(wJ , w) ∈ E
(m+1)
~
(W ).(8.3)
Assume further that there is another b ∈ J such that limwb→ξpdiw
ψ(wJ , w) = 0 for all
p ∈ Zdi . It follows from (8.3) that limwb→ξpdiw
(wdia − w
di)−1ψ(wJ , w) exists and is zero.
Then we have
(wdib − w
di)−1(wdia − w
di)−1ψ(wJ , w) ∈ E
(m+1)
~
(W ).
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In general, if there is a subset J ′ of J such that limwa→ξpdiw
ψ(wJ , w) = 0 for all p ∈ Zdi
and a ∈ J ′, then we have∏
a∈J ′
(wdia − w
di)−1ψ(wJ , w) ∈ E
(m+1)
~
(W ).
Let M ∈ Mr with r ∈ Z+ and M
′ ⊂ M . In view of Proposition 5.6 and the fact that
Cii = 1, we can define the following currents on W :
X˜±ij,r(M,M
′, w,w) = lim
wa→w,a∈M ′
◦◦
∏
a∈M
x±i (τ
±(a)wa)x±j (w)
◦◦
=
◦◦
∏
a∈M\M ′
x±i (τ
±(a)wa)
∏
b∈M ′
x±i (τ
±(b)w)x±j (w)
◦◦,
◦◦x±i (z)X˜
±
ij,r(M,M
′, w,w)◦◦ = lim
wa→w,a∈M ′
◦◦x±i (z)
∏
a∈M
x±i (τ
±(a)wa)x±j (w)
◦◦.
As a convention, when r = 0, we set X˜±ij,r(M,M
′, w,w) = x±j (w).
Let t = (tc | c ∈ K
0) ∈ Ndij/di be a tuple which satisfies the condition
0 ≤ tc ≤ p
1
c if p
1
c ≥ 0 and tc = 0 if p
1
c = −1.(8.4)
We define a subset of M associated to t as follows:
Mt ={(c, aij + 2n) | c ∈ K
0 with p0c ≥ 0, tc ≤ n ≤ p
0
c ,
}
∪ {(−c, aij − 1 + 2m) | c ∈ K
0 with p1c ≥ 0, 0 ≤ m ≤ tc
}
.
Note that M = Mt if si = 1. Furthermore, if M \Mt 6= ∅ (and so si = 2), then for
any a ∈ M \ Mt there exist b, b
′ ∈ Mt such that (a, b, b′) is an A
(2)
2 -triple. Indeed, if
a = (c, aij + 2n) with c ∈ K
0 and 0 ≤ n ≤ tc − 1, then we may take b = (−c, aij − 1 + 2n)
and b′ = (−c, aij + 1 + 2n). And, if a = (−c, aij − 1 + 2m) with c ∈ K0 and tc < m ≤ p1c ,
then we may take b = (c, aij +2m−2) and b
′ = (c, aij+2m). In view of (8.2) and Remark
8.1, we can continue to define the following currents on W :
X±ij,r(M,Mt, w) = limwa→w
a∈M\Mt
∏
a∈M\Mt
1
τ±(a)di
(
wdia −wdi
)X˜±ij,r(M,Mt, w,w),
◦◦x±i (z)X
±
ij,r(M,Mt, w)
◦◦ = lim
wa→w
a∈M\Mt
∏
a∈M\Mt
1
τ±(a)di
(
wdia − wdi
) ◦◦x±i (z)X˜±ij,r(M,Mt, w,w)◦◦.
Lemma 8.2. Let t = (tc|c ∈ K
0) and t′ = (t′c|c ∈ K0) be two tuples which satisfy the
condition (8.4). Then
X±ij,r(M,Mt, w) =
 ∏
c∈K0
(−1)|tc−t
′
c|
(∏a∈Mt τ±(a)di∏
a∈M
t′
τ±(a)di
)
X±ij,r(M,Mt′ , w).
Proof. We first consider the case that there is a c ∈ K0 such that tc = t
′
c + 1 and td = t
′
d
for any d 6= c ∈ K0. Set M1 = Mt ∩Mt′ and M2 = Mt ∪Mt′ . One can verify that
Mt =M1⊎{b1} with b1 = (−c, aij−1+2tc) andMt′ =M1⊎{b2} with b2 = (c, aij−2+2tc).
As indicated before, for any a ∈M \M2, there exist a1, a2 ∈M1 such that (a, a1, a2) is an
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A
(2)
2 -triple. From (8.2) and Remark 8.1, it follows that
ψ(w,w) :=
∏
a∈M\M2
(wdia − w
di)−1X˜±ij,r(M,M1, w,w) ∈ E
(m+1)
~
(W ).
where m = |M \M1|. One notices from (5.6) that
lim
wa 7→ξpdiwa
ψ(w,w) = ψ(w,w) = lim
w→ξpdiw
ψ(w,w) for p ∈ Zdi , a ∈M \M2.
Set b3 = (c, aij + 2tc) and b4 = (−c, aij − 3 + 2tc). Then b3, b4 ∈ M1 and (b1, b2, b3),
(b1, b2, b4) are both A
(2)
2 -triples. Again by (8.2) and Remark 8.1, we see that the current
(wdib1 − w
di
b3
)−1(wdib1 − w
di
b4
)−1 lim
wb2→wb1
◦◦x±i (τ
±(b1)wb1)x
±
i (τ
±(b2)wb2)x
±
i (τ
±(b3)wb3)x
±
i (τ
±(b4)wb4)
◦◦
lies in E
(3)
~
(W ). By taking limits wb3 → w and wb4 → w, we have
(wdib1 −w
di)−2 lim
wb2→wb1
◦◦x±i (τ
±(b1)wb1)x
±
i (τ
±(b2)wb2)x
±
i (τ
±(b3)w)x±i (τ
±(b4)w)
◦◦ ∈ E(2)
~
(W ).
Thus, one gets
H3(w,w) := (w
di
b1
− wdi)−2 lim
wb2→wb1
ψ(w,w) ∈ E
(m)
~
(W ).
By definition we have
lim
wb2→wb1
(ψ(w,w)− (wdib1 − w
di)(wdib2 − w
di)H3(w,w)) = 0.
Then we can continue to define the current
H4(w,w) = (w
di
b2
− wdib1)
−1(ψ(w,w)− (wdib1 − w
di)(wdib2 − w
di)H3(w,w)) ∈ E
(m+1)
~
(W ).
Again by the fact that (b1, b2, b3) is an A
(2)
2 -triple one obtains
H1(w,w) = (w
di
b2
− wdi)−1 lim
wb1→w
ψ(w,w) ∈ E
(m)
~
(W ),
H2(w,w) = (w
di
b1
− wdi)−1 lim
wb2→w
ψ(w,w) ∈ E
(m)
~
(W ).
Then we have limwb1→w ψ(w,w) = (w
di
b2
− wdi)H1(w,w), while we also have
lim
wb1→w
ψ(w,w) = lim
wb1→w
(wdib2 − w
di
b1
)H4(w,w) = (w
di
b2
− wdi) lim
wb1→w
H4(w,w).
Thus we get H1(w,w) = limwb1→wH4(w,w). Similarly, one has
(wdib1 − w
di)H2(w,w) = lim
wb2→w
ψ(w,w) = (wdi − wdib1) limwb2→w
H4(w,w),
which implies H2(w,w) = − limwb2→wH4(w,w). In summary, we have obtained
lim
wb2→w
H1(w,w) = lim
wb2→w
lim
wb1→w
H4(w,w) = − lim
wb1→w
H2(w,w).(8.5)
Note that X˜±ij,r(M,Mt, w,w) = limwb1→w X˜
±
ij,r(M,M1, w,w) and so we have∏
a∈M\Mt
1
wdia − wdi
X˜±ij,r(M,Mt, w,w) = (w
di
b2
− wdi)−1 lim
wb1→w
ψ(w,w) = H1(w,w).
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This gives
X±ij,r(M,Mt, w) = limwa→w
a∈M\Mt
∏
a∈M\Mt
1
τ±(a)di
·H1(w,w)
= lim
wa→w
a∈M\M2
∏
a∈M\M2
1
τ±(a)di
lim
wb2→w
1
τ±(b2)di
H1(w,w).
Similarly, one can get that
X±ij,r(M,Mt′ , w) = limwa→w
a∈M\M
t′
∏
a∈M\M
t′
1
τ±(a)di
·H2(w,w)
= lim
wa→w
a∈M\M2
∏
a∈M\M2
1
τ±(a)di
lim
wb1→w
1
τ±(b1)di
H2(w,w).
In view of (8.5), we obtain
X±ij,r(M,Mt, w) = −
τ±(b1)di
τ±(b2)di
X±ij,r(M,Mt′ , w),
as required. Finally, the assertion follows from an induction argument on the nonnegative
integer
∑
c∈K0 |tc − t
′
c|. 
Let tˇ = (tc | c ∈ K0) be the tuple such that tc = 0 for all c ∈ K
0. Set
Mˇ =M
tˇ
=M0 ∪ {(−c, aij − 1) | c ∈ K
0 with p1c ≥ 0
}
.
For convenience, we also write
X±ij,r(M,w) = X
±
ij,r(M,Mˇ,w) and
◦◦x±i (z)X
±
ij,r(M,w)
◦◦ = ◦◦x±i (z)X
±
ij,r(M,Mˇ,w)
◦◦.
Lemma 8.3. If si = 2, then
◦
◦x±i (τ
±(a)w)X±ij,r(M,w)
◦
◦ = 0 for a ∈ M¯1 ∪ M¯2, where
M¯1 = {(−c, aij − 1 + 2n) | c ∈ K
0, 1 ≤ n ≤ p0c
}
∪ {(c, aij − 2) | c ∈ K
0with p1c ≥ 0
}
,
M¯2 = {(c, aij + 2n) | c ∈ K
0, 1 ≤ n ≤ p1c − 1
}
∪
{
(−c, aij + 2p
0
c + 1)
∣∣ c ∈ K0with p0c = p1c}.
Proof. Assume first that a ∈ M¯1. Then it is easy to see that there exist b1, b2 ∈ Mˇ such that
(a, b1, b2) is an A
(2)
2 -triple. This together with (8.2) gives
◦
◦x±i (τ
±(a)w)X˜±ij,r(M,Mˇ,w,w)
◦
◦ =
0 and hence ◦◦x±i (τ
±(a)w)X±ij,r(M,w)
◦
◦ = 0. For the case that a ∈ M¯2, we need to intro-
duce another tuple tˆ = (tc | c ∈ K0), which is defined by tc = p
1
c if p
1
c ≥ 0 and tc = 0 if
p1c = −1. Then it is obvious that there exist b1, b2 ∈ Mtˆ such that (a, b1, b2) is an A
(2)
2 -
triple. This implies that ◦◦x±i (τ
±(a)w)X˜±ij,r(M,Mtˆ, w,w)
◦
◦ = 0. In view of Lemma 8.2, we
also have ◦◦x±i (τ
±(a)w)X˜±ij,r(M,Mˇ,w,w)
◦
◦ = 0 and hence ◦◦x±i (τ
±(a)w)X±ij,r(M,w)
◦
◦ = 0,
as required. 
As in Definition 5.9, we introduce the following g-commutator:
[x±i (z),X
±
ij,r(M,w)]g
=x±i (z)X
±
ij,r(M,w) − gji(z/w)
∓1 ∏
a∈M
gii(z/τ
±(a)w)∓1X±ij,r(M,w)x
±
i (z),
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and for a ∈ ∂M , we define
α±(a,M,w) =

lim
z→τ±(a)w
zdi − τ±(a)diwdi
f±ij (z, w)
∏
a∈M f
±
ii (z, τ
±(a)w)
, if a ∈ ∂M \ ∂∗M
lim
z→τ±(a)w
(zdi − τ±(a)diwdi)2
f±ij (z, w)
∏
a∈M f
±
ii (z, τ
±(a)w)
, if a ∈ ∂∗M.
Proposition 8.4. Let M ∈ Mr with r ∈ N. Then for any a ∈ ∂M , α
±(a,M,w) lies in
C((w))[[~]] and is nonzero. Furthermore, we have
[x±i (z),X
±
ij,r(M,w)]g =
∑
a∈∂M
α±(a,M,w)X±ij,r+1(M ∪ {a}, w)z
−diδ
(
τ±(a)diwdi
zdi
)
.
Proof. Set D(z, w) = f±ij (z, w)
∏
a∈M f
±
ii (z, τ
±(a)w). Then it follows from (5.12) that
[x±i (z),X
±
ij,r(M,w)]g =
◦◦x±i (z)X
±
ij,r(M,w)
◦◦(ιz,w − ιw,z)(D(z, w)−1).(8.6)
Assume first that si = 1. Note that in this case
D(z, w) =
∏
c∈K0
(zdi − cq
±aijdi±2p0cdi±2di
i w
di)(8.7)
and so for a = (c, aij + 2p
0
c + 2) ∈ ∂M we have
α±(a,M,w) =
∏
c 6=c′∈K0
(cq
±aijdi±2p0cdi±2di
i w
di − c′q
±aijdi±2p0c′di±2di
i w
di)−1,(8.8)
which is nonzero. Furthermore, by (5.14), (8.6), (8.7) and (8.8) we have
[x±i (z),X
±
ij,r(M,w)]g
=
∑
c∈K0
∏
c 6=c′∈K0
(cq
±aijdi±2p0cdi±2di
i w
di − c′q
±aijdi±2p0c′di±2di
i w
di)−1
×
◦◦x±i (c
1
di q
±aij±2p0c±2
i w)X
±
ij,r(M,w)
◦◦z−diδ
(
cq
±aijdi±2p0cdi±2di
i w
di
zdi
)
=
∑
a∈∂M
α±(a,M,w)X±ij,r+1(M ∪ {a}, w)z
−diδ
(
τ±(a)diwdi
zdi
)
.
Now we turn to consider the case that si = 2. In this case, we have
D(z, w) =
∏
c∈K0
(zdi − cq
±aijdi±2p0cdi±2di
i w
di)
∏
c∈K0
(zdi + cq
±aijdi±2p1cdi±di
i w
di)
×
∏
c∈K0
p0c∏
n=1
(zdi + cq
±aijdi±2ndi∓di
i w
di)
∏
c∈K0
p1c∏
n=0
(zdi − cq
±aijdi±2ndi∓2di
i w
di)
=
∏
a∈∂M\∂∗M
(zdi − τ±(a)diwdia )
∏
a∈∂∗M
(zdi − τ±(a)diwdia )
2
∏
a∈M¯1\∂∗M
(zdi − τ±(a)diwdia )
∏
a∈M¯2
(zdi − τ±(a)diwdia ).
This shows that α±(a,M,w) is nonzero. Furthermore, one can conclude from (5.14), (8.6)
and Lemma 8.3 that
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[x±i (z),X
±
ij,r(M,w)]g
=
∑
a∈∂M\∂∗M
zdi − τ±(a)diwdi
D(z, w)
◦◦x±i (z)X
±
ij,r(M,w)
◦◦z−diδ
(
τ±(a)diwdi
zdi
)
+
∑
a∈∂∗M
(
zdi − τ±(a)diwdi
)2
D(z, w)
◦◦x±i (z)X
±
ij,r(M,w)
◦◦
∂
∂τ±(a)diwdi
z−diδ
(
τ±(a)diwdi
zdi
)
.
Note that for a ∈ ∂M \ ∂∗M , we have
lim
z→τ±(a)w
zdi − τ±(a)diwdi
D(z, w)
◦◦x±i (z)X
±
ij,r(M,w)
◦◦ = α±(a,M,w)X±ij,r+1(M ∪ {a}, w).
On the other hand, for a ∈ ∂∗M , set Ea(zdi , wdi) = (zdi − τ±(a)diwdi)2 · D(z, w)−1.
Recall from Lemma 8.3 that ◦◦x±i (τ
±(a)w)X±ij,r(M,w)
◦
◦ = 0 and so zdi−τ±(a)diwdi divides
◦
◦x±i (z)X
±
ij,r(M,w)
◦
◦ = 0. Furthermore, by definition we have
X±ij,r+1(M ∪ {a}, w) = lim
z 7→τ±(a)w
1
zdi − τ±(a)diwdi
◦◦x±i (z)X
±
ij,r(M,w)
◦◦.
Now we have
Ea(z
di , wdi)
◦◦x±i (z)X
±
ij,r(M,w)
◦◦
∂
∂τ±(a)diwdi
z−diδ
(
τ±(a)diwdi
zdi
)
=− Ea(z
di , wdi)
◦◦x±i (z)X
±
ij,r(M,w)
◦◦
∂
∂zdi
z−diδ
(
τ±(a)diwdi
zdi
)
=−
∂
∂zdi
(
Ea(z
di , wdi)
◦◦x±i (z)X
±
ij,r(M,w)
◦◦z−diδ
(
τ±(a)diwdi
zdi
))
+ lim
z→τ±(a)w
(
∂
∂zdi
(
Ea(z
di , wdi)
◦◦x±i (z)X
±
ij,r(M,w)
◦◦
))
z−diδ
(
τ±(a)diwdi
zdi
)
= lim
z→τ±(a)w
(
Ea(z
di , wdi)
1
zdi − τ±(a)diwdi
◦◦x±i (z)X
±
ij,r(M,w)
◦◦
)
z−diδ
(
τ±(a)diwdi
zdi
)
=α±(a,M,w)X±ij,r+1(M ∪ {a}, w)z
−diδ
(
τ±(a)diwdi
zdi
)
.
This completes the proof of proposition. 
Let r be a nonnegative integer. Set
r¯ = ∅ if r = 0 and r¯ = {1, 2, . . . , r} if r > 0.
For M ∈ Mr, a bijective map θ : r¯ → M is called a flag of M if r = 0 or r > 0 and for
each 1 ≤ k ≤ r, θ(r¯ \ k¯) ∈ Mr−k and θ(k) ∈ ∂θ(r¯ \ k¯). Denote by FM the set of all flags
of M . For θ ∈ FM , set α
±
ij,r(M,θ,w) = 1 if r = 0 and
α±ij,r(M,θ,w) =
r∏
k=1
α±(θ(k), θ(r¯ \ k¯), w) if r > 0.
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For r ∈ N, M ∈ Mr and θ ∈ FM , set δ
±(M,θ, z, w) = 1 if r = 0 and set
δ±(M,θ, z, w) =
r∏
a=1
z−dia δ
(
θ¯±(a)diwdi
zdia
)
if r > 0,
where θ¯± denotes the composition map τ± ◦ θ. Note that for σ ∈ Sr, we have
δ±(M,θ, σz,w) = δ±(M,θ ◦ σ−1, z, w),(8.9)
where (σz)(a) = zσ(a) for a = 1, . . . , r.
By using Proposition 8.4 and an induction argument, one can obtain the following main
result of this subsection.
Proposition 8.5. For a nonnegative integer r, one has
[x±i (z1), x
±
i (z2), . . . , x
±
i (zr), x
±
j (w)]g
=
∑
M∈Mr
∑
θ∈FM
α±ij,r(M,θ,w)X
±
ij,r(M,w)δ
±(M,θ, z, w).
8.2. Relations among α±ij,r(M,θ,w). Throughout this subsection, we fix an M ∈ Mr
with r ∈ Z+. The main goal of this subsection is to establish some relations among
α±ij,r(M,θ,w) with θ ∈ FM .
We first define a partial order “ ≺ ” on M as follows: a ≺ b if and only if there exist
a sequence a = a1, a2, . . . , ak = b in M such that ap ≺
′ ap+1 for p = 0, . . . , k − 1, where
for (c1, n1), (c2, n2) ∈ M , (c1, n1) ≺
′ (c2, n2) means that either c1 = c2 and n1 = n2 + 2
or c2 ∈ K
0, c1 = −c2 and n1 = n2 − 1. It is straightforward to see that a bijective map
θ : r¯ →M is a flag if and only if
θ(a) ≺ θ(b) implies a < b for a, b ∈ r¯.(8.10)
Furthermore, let (c1, n2), (c2, n2) ∈M . Then F
±
ii (τ
±((c1, n1))w, τ±((c2, n2))w) = 0 if and
only if
either (c1, n1) ≺
′ (c2, n2) or c2 ∈ K1, c1 = −c2 and n1 = n2 − 1.(8.11)
Note that in the latter case one has
(c2, n2) ≺
′ (−c2, n2 + 1), (c2, n2 − 2) ≺′ (−c2, n2 − 1) = (c1, n1).(8.12)
For θ ∈ FM , σ ∈ Sr and k = 1, . . . , r, set
F±θ,σ,k(w) =
∏
k≤a<b≤r, σ−1(a)>σ−1(b)
F±ii (θ¯
±(a)w, θ¯±(b)w),
G±θ,σ,k(w) =
∏
k≤a<b≤r, σ−1(a)>σ−1(b)
G±ii (θ¯
±(a)w, θ¯±(b)w).
Lemma 8.6. For θ ∈ FM and σ ∈ Sr, θ ◦ σ ∈ FM if and only if F
±
θ,σ,1(w) 6= 0.
Proof. In view of (8.10), it suffices to prove that F±θ,σ,1(w) = 0 if and only if there exist
1 ≤ a < b ≤ r such that σ−1(a) > σ−1(b) and θ(a) ≺ θ(b). For 1 ≤ a < b ≤ r, it
follows from (8.11),(8.12) and (8.10) that F±ii (θ¯
±(a)w, θ¯±(b)w) = 0 if and only if θ(a) ≺′
θ(b). This in particular implies that, if F±θ,σ,1(w) = 0, then there exist a < b such that
σ−1(a) > σ−1(b) and θ(a) ≺′ θ(b). Conversely, let a < b such that σ−1(a) > σ−1(b)
and θ(a) ≺ θ(b). Then there exists a sequence a = a1 < a2 < · · · < ak = b such that
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θ(ap) ≺
′ θ(ap+1) for p = 1, . . . , k − 1. Take a p such that σ−1(ap) > σ−1(ap+1). Then we
have F±ii (θ¯
±(ap)w, θ¯±(ap+1)w) = 0 and hence F±θ,σ,1(w) = 0. 
For each f(z) ∈ C(z1, z2, . . . , zr)[[~]] and each non-zero elements c1, c2, . . . , cr ∈ C((w))[[~]],
we denote by
r∏
−→
l=1
lim
zl→clw
f(z) = lim
z1→c1w
(
lim
z2→c2w
(
· · ·
(
lim
zr→crw
f(z)
)
· · ·
))
.
Lemma 8.7. Let θ ∈ FM , σ ∈ Sr and k = 1, . . . , r. Then the limit
L±k (z, w) =
r∏
−→
l=k
lim
zl→θ¯±(l)w
∏
1≤a<b≤r
σ−1(a)>σ−1(b)
F±ii (za, zb)
G±ii (za, zb)
(8.13)
exists in C((z1))((z2)) · · · ((zk−1))((w))[[~]]. Furthermore, the limit L±k (z, w) = 0 if and
only if F±θ,σ,k(w) = 0.
Proof. We will prove the assertion by induction on k. The case k = r is trivial and we
assume that the assertion hold for all s > k. Set
F¯k(w) =
∏
k<a≤r, σ−1(k)>σ−1(a)
F±ii (θ¯
±(k)w, θ¯±(a)w),
G¯k(w) =
∏
k<a≤r, σ−1(k)>σ−1(a)
G±ii (θ¯
±(k)w, θ¯±(a)w).
Note that if L±k+1(z, w) = 0, then L
±
k (z, w) = 0 and F
±
σ,θ,k(w) = F¯
±
k (w)F
±
σ,θ,k+1(w) = 0.
Thus it suffices to consider the case that L±k+1(z, w) 6= 0 (and so F
±
σ,θ,k+1(w) 6= 0)). Assume
first that G¯k(w) 6= 0. Then we have
L±k (z, w) = 0⇔
F¯±k (w)
G¯±k (w)
= 0⇔ F¯±k (w) = 0⇔ F
±
σ,θ,k(w) = 0.
Assume next that G¯k(w) = 0. Then there exists b ∈ r¯ such that k < b, σ
−1(k) > σ−1(b)
and G±ii (θ¯
±(k)w, θ¯±(b)w) = 0. Recall that G±ii (z, w) = −F
±
ii (w, z). Then it follows from
(8.11) that either θ(b) ≺ θ(k) or θ(k) = (c, n), θ(b) = (−c, n − 1) with c ∈ K1. Since
k < b, it follows from (8.10) that the former case is impossible. Recall from (8.12) that
(c, n− 2), (−c, n+1) ∈M with θ(k) ≺′ (c, n− 2), (−c, n+ 1) ≺′ θ(b). Take b1, b2 ∈ r¯ such
that θ(b1) = (c, n − 2) and θ(b2) = (−c, n + 1). In view of (8.10) and (8.11), we obtain
k < bl < b and F
±
ii (θ¯
±(k)w, θ¯±(bl)w) = 0 = F±ii (θ¯
±(bl)w, θ¯±(b)w) for l = 1, 2. From
the induction assumption Fθ,σ,k+1(w) 6= 0, it follows that σ
−1(bl) < σ−1(b) and hence
σ−1(k) > σ−1(bl). Thus we find that F¯±k (w) = 0 and hence F
±
θ,σ,k(w) = 0. Finally, notice
that
F±ii (zk, θ¯
±(b1)w) = (zdik + q
±di θ¯±(b)diwdi)(zdik − q
∓2di θ¯±(b)diwdi),
F±ii (zk, θ¯
±(b2)w) = (zdik − q
±4di θ¯±(b)diwdi)(zdik + q
±di θ¯±(b)diwdi),
G±ii (zk, θ¯
±(b)w) = (q∓dizdik + θ¯
±(b)diwdi)(q±2dizdik − θ¯
±(b)diwdi).
Thus the limit L±k (z, w) exists and is zero, as required. 
For convenience, we set α±ij,r(M,θ,w) = 0 when θ : r¯ →M is a bijective map such that
θ 6∈ FM . The following result is the main result of this subsection.
49
Proposition 8.8. Let r ∈ Z+, σ ∈ Sr, M ∈ Mr and θ ∈ FM . Then we have
α±ij,r(M,θ ◦ σ,w) = α
±
ij,r(M,θ,w)
r∏
−→
l=1
lim
zl→θ¯±(l)w
∏
1≤a<b≤r
σ−1(a)>σ−1(b)
F±ii (za, zb)
G±ii (za, zb)
.
Proof. In view of Lemmas 8.6 and 8.7, it suffices to prove the assertion for the case that
θ ◦ σ ∈ FM . For each 1 ≤ a < r, write σa = (a, a + 1) ∈ Sr. From the definition of
g-commutators (see (5.11)) and the relations (Q8), it follows that
F±ii (za, za+1)[x
±
i (z1), x
±
i (z2), . . . , x
±
i (zr), x
±
j (w)]g
=G±ii (za, za+1)[x
±
i (zσa(1)), x
±
i (zσa(2)), . . . , x
±
i (zσa(r)), x
±
j (w)]g.
By an induction argument, we also have∏
1≤a<b≤r
σ−1(a)>σ−1(b)
F±ii (za, zb)[x
±
i (z1), x
±
i (z2), . . . , x
±
i (zr), x
±
j (w)]g
=
∏
1≤a<b≤r
σ−1(a)>σ−1(b)
G±ii (za, zb)[x
±
i (zσ(1)), x
±
i (zσ(2)), . . . , x
±
i (zσ(r)), x
±
j (w)]g.
Combining this with Proposition 8.5 and (8.9), we obtain:∑
M∈Mr
∑
θ∈FM
F±θ,σ,1(w)α
±
ij,r(M,θ,w)X
±
ij,r(M,w)δ
±(M,θ, z, w)
=
∑
M∈Mr
∑
θ∈FM
G±θ,σ,1(w)α
±
ij,r(M,θ,w)X
±
ij,r(M,w)δ
±(M,θ, σz,w)
=
∑
M∈Mr
∑
θ∈FM
G±θ,σ,1(w)α
±
ij,r(M,θ,w)X
±
ij,r(M,w)δ
±(M,θ ◦ σ−1, z, w)
=
∑
M∈Mr
∑
θ◦σ∈FM
G±θ,σ,1(w)α
±
ij,r(M,θ ◦ σ,w)X
±
ij,r(M,w)δ
±(M,θ, z, w).
Now the proposition follows from Lemma 5.11 and Lemma 8.7. 
8.3. Proof of Theorem 5.13. In this subsection, we complete the proof of Theorem 5.13.
Throughout this subsection, let W ∈ Rs±, (i, j) ∈ I, m ∈ Z+, f±(z, w) ∈ C[[~]][zdi , wdi ]
and B = (B0, . . . , Bm) ∈ (C[[~]])
m+1 be as in Theorem 5.13.
For 0 ≤ r ≤ m and M ∈ Mr, we set
D±r,M =
∑
σ∈Sm
m∑
s=r
∑
J={j1<···<jr}⊂s¯
{jr+1<···<js}=s¯\J
∑
θ∈FM
(−1)sBs
∏
1≤a<b≤m
f±(zσ(a), zσ(b))
×
∏
1≤a≤r<b≤s
ja>jb
gii(zσ(jb)/zσ(jb))
∓1 ∏
r<b≤s
gji(zσ(jb)/w)
∓1α±ij,r(M,θ,w)X
±
ij,r(M,w)
× δ±(M,θ, σzJ , w)x
±
i (zσ(jr+1)) · · · x
±
i (zσ(js))x
±
i (zσ(s+1)) · · · x
±
i (zσ(mij )).
Recall the current D±ij(m, f
±, B) defined in Section 5.3. We have:
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Lemma 8.9. As operators on W , one has
D±ij(m, f
±, B) =
m∑
r=0
∑
M∈Mr
D±r,M .
Proof. Take a subset J = {j1 < · · · < js} of r¯ and set r¯ \ J = {j
′
1 < · · · < j
′
t}. By
definition, it is straightforward to check that
x±i (z0)[x
±
i (zj1), x
±
i (zj2), · · · , x
±
i (zjs), x
±
j (w)]gx
±
i (zj′1)x
±
i (zj′2) · · · x
±
i (zj′t)
=[x±i (z0), x
±
i (zj1), x
±
i (zj2), · · · x
±
i (zjs), x
±
j (w)]gx
±
i (zj′1)x
±
i (zj′2) · · · x
±
i (zj′t)
+
∏
a∈J
gii(z0/za)
∓1gji(z0/w)∓1[x±i (zj1), x
±
i (zj2), · · · , x
±
i (zjs), x
±
j (w)]g
× x±i (z0)x
±
i (zj′1)x
±
i (zj′2) · · · x
±
i (zj′t).
Using this and an induction argument on r, we have
x±i (z1)x
±
i (z2) · · · x
±
i (zr)x
±
j (w) =
∑
J⊂r¯
 ∏
a>b, a∈J, b6∈J
gii(zb/za)
∓1∏
b6∈J
gji(zb/w)
∓1

× [x±i (zj1), x
±
i (zj2), · · · , x
±
i (zjs), x
±
j (w)]gx
±
i (zj′1)x
±
i (zj′2) · · · x
±
i (zj′t).
Then the assertion follows from the above formula and Proposition 8.5. 
For r ∈ N with r ≤ m, let us set
Nr = {M ∈ Mr | p
0
c < −aij for all c ∈ K
0} and N cr = Mr \Nr.(8.14)
Lemma 8.10. For each r ∈ N, M ∈ Nr and θ ∈ FM , the following holds
lim
zs→θ¯±(s)w
1≤s≤r
∏
1≤a≤r
G±ij(za, w) 6= 0.
Proof. Notice that
lim
zs→θ¯±(s)w
1≤s≤r
∏
1≤a≤r
G±ij(za, w) =
∏
1≤a≤r
(
θ¯±(a)dij q±dijaiji w
dij − wdij
)
.
Assume that there exist some a such that θ¯±(a)dij q±dijaiji = 1. Then θ(a) = (c,−aij) for
some c ∈ K0. From the definition of Mr, one has
(c, aij + 2p) ∈M for 0 ≤ p ≤ −aij.
This implies p0c ≥ −aij, a contradiction with M ∈ Nr. 
Let r ∈ N with r ≤ m. As usual, we define an (m, r)-shuffle to be an element σ ∈ Sm
such that
σ(a) < σ(b), σ(a′) < σ(b′) for 1 ≤ a < b ≤ r < a′ < b′ ≤ m.(8.15)
Denote by Sm,r the set of all (m, r)-shuffles. And, for a subset J of m¯ = {1, . . . ,m}, denote
by
SJ = {σ ∈ Sm | σ(j) ∈ J and σ(j
′) = j′ for j ∈ J, j′ /∈ J}.
Note that for σ ∈ Sm,r, we have
σ(a) ≥ a if a ≤ r, σ(b) ≤ b if b > r and σ(c) = c if c > σ(r).(8.16)
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In particular, we have
σ(s¯) = s¯ and σ(m¯ \ s¯) = m¯ \ s¯ for σ ∈ Sm,r and s ≥ σ(r).(8.17)
It is straightforward to see that for σ ∈ Sm,∏
1≤a<b≤m
G±ii (zσ(a), zσ(b))
G±ii (za, zb)
= (−1)|σ|
∏
1≤a<b≤m, σ−1(a)>σ−1(b)
F±ii (za, zb)
G±ii (za, zb)
.(8.18)
Using (8.16) and (8.18), one can easily check that for σ ∈ Sm,r and s ≥ σ(r),∏
1≤a≤r<b≤s, σ(a)>σ(b)
G±ii (zb, za)
F±ii (zb, za)
= (−1)|σ|
∏
1≤a<b≤m
G±ii (zσ−1(a), zσ−1(b))
G±ii (za, zb)
,(8.19)
∏
r<a≤s
G±ij(za, w)
F±ij (za, w)
=
∏
1≤a≤r
1
G±ij(za, w)
∏
r<b≤m
1
F±ij (zb, w)
×
∏
1≤a≤s
G±ij(zσ−1(a), w)
∏
s<b≤m
F±ij (zσ−1(a), w).(8.20)
For a subset H of Sm, we define the polynomial
P±(H, z,w) =
∑
σ∈H
(−1)|σ|Q±(zσ−1, w),
where
Q±(z, w) =
m∑
r=0
(−1)rBr
∏
1≤a<b≤m
f±(za, zb)G±ii (za, zb)
r∏
a=0
G±ij(za, w)
m∏
b=r+1
F±ij (zb, w).
Note that when H = Sm, the polynomials P
±(Sm, z, w) coincide with P±ij (m, f
±, B) (see
Section 5.3). It is straightforward to see that
P±(H,σz,w) = (−1)|σ|P±(Hσ−1, z, w) for σ ∈ Sm.(8.21)
We have:
Lemma 8.11. Let r ∈ N with r ≤ m and M ∈ Nr. Then
D±r,M =
∑
θ∈FM
∑
σ∈Sm
C±r (σz,w)P
±(Sm,r, σz, w)α±ij,r(M,θ,w)X
±
ij,r(w)
× δ±(M,θ, σz,w)x±i (zσ(r+1))x
±
i (zσ(r+2)) · · · x
±
i (zσ(m)),
where
C±r (z, w) =
m∏
b=r+1
1
F±ij (zb, w)
∏
1≤b≤r
1
G±ij(zb, w)
∏
1≤a<b≤m
1
G±ii (za, zb)
.
Proof. We denote by T±r,M(z, w) the currents:
m∑
s=r
∑
J={j1<···<jr}⊂s¯
{jr+1<···<js}=s¯\J
∑
θ∈FM
(−1)sBs
∏
1≤a<b≤m
f±(za, zb)
×
∏
1≤a≤r<b≤s
ja>jb
gii(zjb/zja)
∓1 ∏
r<b≤s
gji(zjb/w)
∓1α±ij,r(M,θ,w)X
±
ij,r(M,w)
52
× δ±(M,θ, zJ , w)x
±
i (zjr+1) · · · x
±
i (zjs)x
±
i (zs+1) · · · x
±
i (zm)
=
m∑
s=r
∑
σ∈Ss,r
∑
θ∈FM
(−1)sBs
∏
1≤a<b≤m
f±(za, zb)
×
∏
1≤a≤r<b≤s
σ(a)>σ(b)
gii(zσ(b)/zσ(a))
∓1 ∏
r<b≤s
gji(zσ(b)/w)
∓1α±ij,r(M,θ,w)X
±
ij,r(M,w)
× δ±(M,θ, zσ(r¯), w)x
±
i (zσ(r+1)) · · · x
±
i (zσ(s))x
±
i (zs+1) · · · x
±
i (zm).
By using (8.17), T±r,M(z, w) can be rewritten as:
∑
σ∈Sm,r
m∑
s=σ(r)
∑
θ∈FM
(−1)sBs
∏
1≤a<b≤m
f±(za, zb)
×
∏
1≤a≤r<b≤s
σ(a)>σ(b)
gii(zσ(b)/zσ(a))
∓1 ∏
r<b≤s
gji(zσ(b)/w)
∓1α±ij,r(M,θ,w)X
±
ij,r(M,w)
× δ±(M,θ, zσ(r¯), w)x
±
i (zσ(r+1)) · · · x
±
i (zσ(m)).
This together with the fact gji(z/w)
∓1 = G±ij(z, w)/F
±
ij (z, w) gives
T±r,M (z, w) =
∑
σ∈Sm,r
m∑
s=σ(r)
∑
θ∈FM
(−1)sBs
∏
1≤a<b≤m
f±(za, zb)
×
∏
1≤a≤r<b≤s
σ(a)>σ(b)
G±ii (zσ(b), zσ(a))
F±ii (zσ(b), zσ(a))
∏
r<b≤s
G±ij(zσ(b), w)
F±ij (zσ(b), w)
α±ij,r(M,θ,w)X
±
ij,r(M,w)
× δ±(M,θ, zσ(r¯), w)x
±
i (zσ(r+1)) · · · x
±
i (zσ(m)).
Therefore, it follows from Lemma 8.10, (8.19) and (8.20) that
D±r,M =
∑
σ1∈Sm
T±r,M (σ1z, w) =
∑
σ1∈Sm
∑
σ∈Sm,r
m∑
s=σ(r)
∑
θ∈FM
(−1)sBs
×
∏
1≤a<b≤m
f±(σ1(zσ−1(a)), σ1(zσ−1(b)))
∏
1≤a≤r<b≤s
σ(a)>σ(b)
G±ii (σ1(zb), σ1(za))
F±ii (σ1(zb), σ1(za))
×
∏
r<b≤s
G±ij(σ1(zb), w)
F±ij (σ1(zb), w)
α±ij,r(M,θ,w)X
±
ij,r(M,w)δ
±(M,θ, σ1zr¯, w)
× x±i (σ1(zr+1)) · · · x
±
i (σ1(zm))
=
∑
σ1∈Sm
∑
σ∈Sm,r
m∑
s=σ(r)
∑
θ∈FM
(−1)sBs(−1)
|σ|
×
∏
1≤a<b≤m
f±(σ1(zσ−1(a)), σ1(zσ−1(b)))
∏
1≤a<b≤m
G±ii (σ1(zσ−1(a)), σ1(zσ−1(b)))
G±ii (σ1(za), σ1(zb))
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×
∏
1≤a≤r
1
G±ij(σ1(za), w)
∏
r<a≤m
1
F±ij (σ1(za), w)
∏
1≤a≤s
G±ij(σ1(zσ−1(a)), w)
×
∏
s<b≤m
F±ij (σ1(zσ−1(b)), w)α
±
ij,r(M,θ,w)X
±
ij,r(M,w)δ
±(M,θ, σ1zr¯, w)
× x±i (σ1(zr+1)) · · · x
±
i (σ1(zm)).
Notice that
F±ij (zr, w)δ
±(M,θ, z, w) = 0 for M ∈ Mr, θ ∈ FM ,
and that
F±ij (zr, w) divides
∏
s<b≤m
F±ij (zσ−1(b), w) for s < σ(r).
So we obtain
D±r,M =
∑
σ1∈Sm
∑
σ∈Sm,r
m∑
s=0
∑
θ∈FM
(−1)sBs(−1)
|σ|
×
∏
1≤a<b≤m
f±(σ1(zσ−1(a)), σ1(zσ−1(b)))
∏
1≤a<b≤m
G±ii (σ1(zσ−1(a)), σ1(zσ−1(b)))
G±ii (σ1(za), σ1(zb))
×
∏
1≤a≤r
1
G±ij(σ1(za), w)
∏
r<a≤m
1
F±ij (σ1(za), w)
∏
1≤a≤s
G±ij(σ1(zσ−1(a)), w)
×
∏
s<b≤m
F±ij (σ1(zσ−1(b)), w)α
±
ij,r(M,θ,w)X
±
ij,r(M,w)δ
±(M,θ, σ1zr¯, w)
× x±i (σ1(zr+1)) · · · x
±
i (σ1(zm))
=
∑
θ∈FM
∑
σ1∈Sm
C±r (σ1z, w)P
±(Sm,r, σ1z, w)α±ij,r(M,θ,w)X
±
ij,r(w)
× δ±(M,θ, σ1z, w)x±i (σ1(zr+1))x
±
i (σ1(zr+2)) · · · x
±
i (σ1(zm)),
as desired. 
It is straightforward to see that
∏
1≤a<b≤r G
±
ii (za, zb) divides P
±(Sm,r, z, w). Combining
this with Lemma 8.9, one gets the well-defined current
C±r (z, w)P
±(Sm,r, z, w)δ±(M,θ, σz,w),(8.22)
where 0 ≤ r ≤ m, M ∈ Mr, θ ∈ FM and σ ∈ Sr. Then we have
Lemma 8.12. Let 0 ≤ r ≤ m, M ∈ Nr and θM ∈ FM . Then
D±r,M =
∑
σ∈Sm
C±r (σz,w)P
±(Sm,rSr, σz, w)α±ij,r(M,θM , w)X
±
ij,r(M,w)
× x±i (σ(zr+1)) · · · x
±
i (σ(zm))δ
±(M,θM , σz, w).
Proof. From Lemma 8.11, it follows that
D±r,M =
∑
σ∈Sm
∑
θ∈FM
C±r (σz,w)P
±(Sm,r, σz, w)α±ij,r(M,θ,w)X
±
ij,r(M,w)
× x±i (σ(zr+1)) · · · x
±
i (σ(zm)))δ
±(M,θ, σz,w)
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=
∑
σ∈Sm
∑
θ∈FM
C±r (σz,w)P
±(Sm,r, σz, w)α±ij,r(M,θ,w)X
±
ij,r(M,w)
× x±i (σ(zr+1)) · · · x
±
i (σ(zm))δ
±(M,θM , σθ−1θMz, w)
=
∑
σ∈Sm
∑
θ∈FM
C±r (σθ
−1
M θz,w)P
±(Sm,r, σθ−1M θz,w)α
±
ij,r(M,θMθ
−1
M θ,w)
×X±ij,r(M,w)x
±
i (σ(zr+1)) · · · x
±
i (σ(zm))δ
±(M,θM , σz, w)
=
∑
σ∈Sm
∑
σ1∈Sr
C±r (σσ1z, w)P
±(Sm,r, σσ1z, w)α±ij,r(M,θM ◦ σ1, w)
×X±ij,r(M,w)x
±
i (σ(zr+1)) · · · x
±
i (σ(zm))δ
±(M,θM , σz, w)
where the second equation follows from Lemma 8.9 and (8.22), and the last one follows
from (8.22) and the convention that
α±ij,r(M,θM ◦ σ1, w) = 0 if θM ◦ σ1 6∈ FM .
From Lemma 8.18 and Proposition 8.8, we have
α±ij,r(M,θM ◦ σ1, w)δ
±(M,θM , z, w) = (−1)|σ1|
∏
1≤a<b≤mij
G±ii (zσ1(a), zσ1(b))
G±ii (za, zb)
× α±ij,r(M,θM , w)δ
±(M,θM , z, w).(8.23)
Notice that
C±r (σ1z, w)
∏
1≤a<b≤mij
G±ii (zσ1(a), zσ1(b))
G±ii (za, zb)
= C±r (z, w).
Then one can conclude from (8.23) that
C±r (σ1z, w)α
±
ij,r(M,θM ◦ σ1, w)P
±(Sm,r, σ1z, w)δ±(M,θM , z, w)
=(−1)|σ1|C±r (z, w)α
±
ij,r(M,θM , w)P
±(Sm,r, σ1z, w)δ±(M,θM , z, w).
Combining these with the equation (8.21), we have that
D±r,M =
∑
σ∈Sm
∑
σ1∈Sr
C±r (σz,w)(−1)
|σ1 |P±(Sm,r, σσ1z, w)α±ij,r(M,θM , w)
×X±ij,r(M,w)x
±
i (σ(zr+1)) · · · x
±
i (σ(zm))δ
±(M,θM , σz, w)
=
∑
σ∈Sm
C±r (σz,w)P
±(Sm,rSr, σz, w)α±ij,r(M,θM , w)
×X±ij,r(M,w)x
±
i (σ(zr+1)) · · · x
±
i (σ(zm))δ
±(M,θM , σz, w).
Therefore, we complete the proof of the lemma. 
Proposition 8.13. If P±(Sm, z, w) = 0, then D±r,M = 0 on W for all 0 ≤ r ≤ m and
M ∈ Nr.
Proof. From the assumption P±(Sm, z, w) = 0, we get
P±(Sm,rSr, z, w) =
∑
16=σ1∈Sm¯\r¯
(−1)|σ1|+1P±(Sm,rSr, zσ1, w).
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Then it follows from Lemma 8.12 that
D±r,M =
∑
σ∈Sm
C±r (σz,w)P
±(Sm,rSr, σz, w)α±ij,r(M,θM , w)X
±
ij,r(M,w)
× x±i (zσ(r+1)) · · · x
±
i (zσ(m))δ
±(M,θM , σz, w)
=
∑
σ∈Sm
∑
16=σ1∈Sm¯\r¯
(−1)|σ1|+1C±r (σz,w)P
±(Sm,rSr, σzσ1, w)
× α±ij,r(M,θM , w)X
±
ij,r(M,w)x
±
i (σ(zr+1)) · · · x
±
i (σ(zm))δ
±(M,θM , σz, w).
Notice that
∏
r<a<b≤m
σ−11 (a)>σ
−1
1 (b)
F±ii (za, zb) divides P
±
m(Sm,rSr, zσ1, w). We deduce from (Q8) that
C±r (z, w)P
±(Sm,rSr, zσ1, w)x±i (zr+1) · · · x
±
i (zm)
=(−1)|σ1|C±r (σ1z, w)P
±(Sm,rSr, zσ1, w)
× x±i (σ1(zr+1)) · · · x
±
i (σ1(zm)).
Combining these with the fact zσ1 = σ1z, we get that
D±r,M =−
∑
σ∈Sm
∑
16=σ1∈Sm¯\r¯
C±r (σσ1z, w)P
±(Sm,rSr, σσ1z, w)
× α±ij,r(M,θM , w)X
±
ij,r(M,w)δ
±(M,θM , σz, w)
× x±i (σσ1(zr+1)) · · · x
±
i (σσ1(zm))
=(1− (m− r)!)
∑
σ∈Sm
C±r (σz,w)P
±(Sm,rSr, σz, w)
× α±ij,r(M,θM , w)X
±
ij,r(M,w)δ
±(M,θM , σz, w)
× x±i (σ(zr+1)) · · · x
±
i (σ(zm))
=(1− (m− r)!)D±r,M .
Therefore, we have that
D±r,M = 0 for 0 ≤ r < m.
For the case r = m, it follows from the assumption of the proposition that D±m,M = 0.
This finishes the proof of proposition. 
Proof of Theorem 5.13: First, in the setting of Theorem 5.13, one can conclude from
Lemma 8.9 and Proposition 8.13 that
D±ij(m, f
±, B) =
m∑
r=mij
∑
M∈N cr
D±r,M .(8.24)
Assume now that the relations (5.22) hold. LetM ∈ N cr with r = mij, . . . ,m. Then there
exists l = 0, . . . , dij/di − 1 such that [ℓ] is a subset of M , where
[ℓ] = A0
ξℓ
dij/di
,−aij =
{
(ξℓdij/di , aij + 2p)
∣∣∣ 0 ≤ p ≤ −aij}.
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One notices that
◦◦
∏
b∈[ℓ]
x±i (τ
±(b)w)x±j (w)
◦◦ = ◦◦x±i (q
aij
i ξ
ℓ
dij
w)x±i (q
aij+2
i ξ
ℓ
dij
w) · · · x±i (q
−aij
i ξ
ℓ
dij
w)x±j (w)
◦◦.
This implies that X˜ij,r(M,Mˇ,w,w) = 0 and hence X
±
ij,r(M,w) = 0. Then by definition
we have D±r,M = 0. Thus it follows from (8.24) that D
±
ij(m, f
±, B) = 0, which proves the
first assertion in Theorem 5.13.
Assume next that m = mij, f
±(w, q±2ni w) 6= 0 for n = 1, . . . ,−aij with n1 6= n2 and
D±ij(m, f
±, B) = 0. Note that with m = mij we have
N
c
m = {[ℓ] | 0 ≤ ℓ ≤ dij/di − 1},
F[ℓ] = {θℓ : p 7→ (ξ
ℓ
dij/di
,−aij + 2− 2p)}.
Then by applying (8.24) we have
D±ij(m, f
±, B) =(−1)mij
∑
σ∈Smij
dij/di−1∑
ℓ=0
∏
1≤a<b≤mij
f±ij (zσ(a), zσ(b))
× α±ij,mij ([ℓ], θℓ, w)X
±
ij,mij
([ℓ], w)δ±([ℓ], θℓ, σz, w).
From Lemma 5.11 we get that∏
1≤a<b≤mij
f±ij (zσ(a), zσ(b))α
±
ij,mij
([ℓ], θℓ, w)X
±
ij,mij
([ℓ], w)δ±([ℓ], θℓ, z, w) 6= 0.
Thus from the condition f±(q±2n1i w, q
±2n2
i w) 6= 0 for n1, n2 = 1, . . . ,−aij with n1 6= n2,
it follows that
X±ij,mij([ℓ], w) = 0 for 0 ≤ ℓ < dij/di.
Since
X±ij,mij ([ℓ], w) =
◦◦x±i (q
aij
i ξ
ℓ
dijw)x
±
i (q
aij+aii
i ξ
ℓ
dijw) · · · x
±
i (q
−aij
i ξ
ℓ
dijw)x
±
j (w)
◦◦,
we complete the proof of Theorem 5.13.
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[33] Y. Gao and N. Jing. Uq(ĝlN) action on ĝlN -modules and quantum toroidal algebras. J. Alg.,
273, 320 – 343, 2004.
[34] V. Ginzburg, M. Kapranov, and E. Vasserot. Langlands reciprocity for algebraic surfaces.
Math. Res. Lett., 2, 147–160, 1995.
[35] P. Gille and A. Pianzola. Torsors, reductive group schemes and extended affine Lie algebras.
Mem. Amer. Math. Soc., 226, vi+112, 2013.
[36] P. Grosse´. On quantum shuffle and quantum affine algebras. J. Alg., 318, 495–519, 2007.
58
[37] D. Hernandez. Representations of quantum affinizations and fusion product. Transform.
Groups, 10, 163–200, 2005.
[38] D. Hernandez. Drinfeld coproduct, quantum fusion tensor category and applications. Proc.
Lond. Math. Soc., 95, 567–608, 2007.
[39] D. Hernandez. Kirillov–Reshetikhin conjecture: the general case. Int. Mat. Res. Not., 2010,
149–193, 2009.
[40] D. Hernandez. Quantum toroidal algebras and their representations. Selecta Math., 14, 701–
725, 2009.
[41] R. Høegh-Krohn and B. Torresani. Classification and construction of quasisimple Lie algebras.
J. Funct. Anal., 89, 106–136, 1990.
[42] M. Jimbo. A q-difference analogue of Uq(g) and the Yang–Baxter equation. In Yang-Baxter
Equation In Integrable Systems, 292–298. World Scientific, 1990.
[43] N. Jing. Twisted vertex representations of quantum affine algebras. Invent. Math., 102, 663–
690, 1990.
[44] N. Jing. Quantum Kac-Moody algebras and vertex representations. Lett. Math. Phys., 44,
261–271, 1998.
[45] N. Jing and H. Zhang. Addendum to “Drinfeld realization of twisted quantum affine algebras”.
Commun. Algebra, 38, 3484–3488, 2010.
[46] N. Jing and H. Zhang. Drinfeld realization of quantum twisted affine algebras via braid group.
Adv. Math. Phys., 1–15, 2016.
[47] V. Kac. Infinite dimensional Lie algebras. Cambridge University Press, 1994.
[48] C. Kassel. Quantum groups. 155, Graduate Texts in Mathematics, Springer-Verlag, New York,
1995.
[49] D. Kazhdan and G. Lusztig. Tensor structures arising from affine Lie algebras. IV. J. Amer.
Math. Soc., 7, 383–453, 1994.
[50] V. Kac and S. Wang. On automorphisms of Kac-Moody algebras and groups. Adv. Math., 92,
129–195, 1992.
[51] H. Li. A new construction of vertex algebras and quasi-modules for vertex algebras. Adv.
Math., 202, 232–286, 2006.
[52] H. Li. ~-adic quantum vertex algebras and their modules. Comm. Math. Phys., 296, 475–523,
2010.
[53] J. Lepowsky and H. Li. Introduction to vertex operator algebras and their representations, 227,
Birkha¨user Boston Incoporation, 2004.
[54] G. Lusztig. Quantum deformations of certain simple modules over enveloping algebras. Adv.
Math., 70, 237–249, 1988.
[55] G. Lusztig. Introduction to quantum groups. Springer Science & Business Media, 2010.
[56] R. Moody, S. E. Rao, and T. Yokonuma. Toroidal Lie algebras and vertex representations.
Geom. Dedicata, 35, 283–307, 1990.
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ŝln
)
. Trans-
form. Groups, 3, 75–102, 1998.
[65] K. Takemura and D. Uglov. Level-0 action of Uq(ŝln) on the q-deformed Fock spaces. Comm.
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