Abstract-The sampling periods of real-time embedded control functions have a significant impact on control performance and system schedulability. Exploring period assignment for optimizing control performance while meeting schedulability constraints is very challenging, in particular for distributed systems where control loops share a network of computation and communication resources. In this work, we propose an efficient approach that approximates the performance of each control loop in the system with a piecewise linear function of its sampling period and end-to-end delay, and then optimizes the periods of tasks and messages by exploring the linear partitions of the approximated functions and solving a series of geometric programming (GP) formulations. Experiments on sample control models, an automotive industrial case study and a set of synthetic examples demonstrate the effectiveness and efficiency of our approach.
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INTRODUCTION
I N real-time embedded control systems, the performance of a control function is significantly affected by its sampling period [1] , [2] and the end-to-end (sensor-to-actuator) control delay [3] , [4] , [5] . Smaller sampling periods and endto-end delays typically provide better control performance, but may jeopardize the system schedulability. Therefore, optimizing period assignments while guaranteeing schedulability is crucial for system performance and reliability. The problem is increasingly important and challenging with the advent of complex control functions and the use of distributed networked platforms. For instance, in automotive electronic systems, the adoption of the integrated architecture, where functionality is implemented by multiple tasks and distributed over a network of Electronic Control Units (ECUs) leads to more sharing and contention on computation and communication resources, making the exploration of task and message periods significantly more complex.
The dependency of the control performance on the sampling period can be illustrated intuitively using an example from the Simulink library [6] . Fig. 1 (in the next page) shows the model of an automotive electrohydraulic servomechanism controlled by a pulse-width modulated (PWM) solenoid. It is a feedback control loop with sensors sending data to a high level controller and then to actuators. The control loop may conceivably be implemented in a distributed fashion, sharing sensors, actuators and computation nodes with other control loops. In the Simulink model, the period of the main control loop is tunable using a workspace variable. Each control loop, if considered in isolation, typically has a better performance when its sampling period is smaller. However, in resource constrained multiprogrammed systems, reducing the periods of higher priority control tasks may result in larger interference on lower priority control tasks, and lead to longer delays, larger periods and ultimately worse control performance for those lower priority tasks. Finding the optimal configuration with respect to the selection of periods and the assignment of priorities is a very complex optimization problem that we target in this work.
Several approaches have been proposed in the literature to optimize control performance under schedulability constraints. In [1] , tasks periods are selected to optimize control performance on a uniprocessor system with the EDF unit utilization bound. The work is extended in [3] by considering the impact of control delays on performance. In [7] , task scheduling is studied for feedback control systems implemented on uniprocessor platforms. Task periods are assigned to balance robustness, schedulability and power consumption. In [8] , task periods are assigned to optimize control performance on a uniprocessor platform and utilization bound is used for schedulability analysis. The codesign of controller-server is studied in [9] , where periods are selected for servers to minimize bandwidth while guarantee stability. In [10] , the impact of delay on control performance is investigated and methods are proposed to derive a delayfrequency interface that enables the verification of control performance properties. The study of the optimal prioritybased network scheduling with respect to controls performance can be found in [11] . In [4] , a genetic algorithm is used to select task periods and scheduling to optimize the control performance on a distributed platform. An extension of the algorithm applies to FlexRay networks [12] . In [13] , task periods are dynamically adapted to optimize the performance of controls within the schedulability boundary for a uniprocessor platform. In [5] , task sampling periods and bus scheduling are synthesized for FlexRaybased platforms. The sampling periods are enumerated from a set of possible values and the problem is solved by integer linear programming (ILP). In [14] , both control quality and robustness are considered in the exploration of sampling periods, system scheduling and control synthesis. The controller periods are optimized by using the coordinated search method combined with the direct search method.
Most of the previous approaches either focus on uniprocessor systems, or use randomized search methods (e.g., genetic algorithms, simulated annealing) to explore period assignments. The randomized search methods are prone to end up in local minima, and need constraints to be encoded as part of the objective function (often in an ad-hoc fashion) or as a post-filtering of the solution generated at each step. Furthermore, randomized search methods not only do not provide guarantee of optimality, but do not give any information on the quality of the solution they compute and the designer cannot know how far it is from the optimum. Thanks to the duality theorem, the solvers for convex optimization formulations such as geometric programming (GP) can provide at any step an estimate of the optimality gap, which is the worst case distance between the current solution and an optimal solution (if it exists). In our case, this allows to measure the quality of the solutions of the GP optimization step (an inner loop in our algorithm). Even though this does not provide any guarantee for the optimality gap of the final solution, it provides a feedback on the quality of the intermediate results of the algorithm.
In [5] , mathematical programming based method is used to explore optimal message and task scheduling on distributed systems. However, the solution presented in [5] is tailored to a specific set of time-triggered systems (with a FlexRay bus) in which tasks are scheduled without preemption and messages are transmitted in a strict cyclic fashion. As a consequence, the objective of [5] is not really period selection (which is enumerated since only multiples of the communication cycle are allowed) but rather time-triggered scheduling using MILP. Many control systems are however still deployed on priority-based scheduled networks and CPUs, such as the CAN (Controller Area Networks) bus and ECUs with AUTOSAR based OS in automotive systems. For these systems, period enumeration is not possible. Furthermore, the response time formulations have periods on the denominator, making an MILP formulation of the period optimization impossible.
In this work, we propose an efficient GP-based approach to optimize the task and message periods for control performance on a CAN-based distributed platform where tasks are scheduled by priority. We start with capturing the relation of control performance to sampling period and control delay under two scenarios: 1) we first provide a closed-form analytical approach under the (possibly restrictive) assumptions that all tasks and messages in the system operate according to perfectly periodic input sampling and output generation time instants with negligible jitter (similar to the assumption made, for instance, in the Giotto framework [15] ) and that all tasks and messages in a control loop have the same period; and 2) we then consider the cases in which the control performance function can be approximated with an exponential decay function when the system has a dominant pole or more generally with any non-linear functions for which a piecewise linear approximation with bounded error can be found. In these cases, the tasks and message may have arbitrary periods as long as the period assignments ensure that no message gets overwritten. The relation of control performance to sampling period and control delay, once captured, is approximated with a piecewise linear function. Then, we explore the period assignments by solving a series of mixed integer geometric programming (MIGP) problems, each of which is formed by selecting linear partitions from the piecewise linear functions. This optimization formulation accounts for scheduling and communication delays as well as schedulability and utilization constraints in a system in which nodes communicate over CAN buses. We solve the MIGP problem using the similar iterative approach proposed in [16] , which approximates the MIGP with continuous-variable GP and iteratively improves the approximation.
Compared to the previous work with heuristics or randomized search methods, our use of mathematical programming (GP in this case) can:
Allow direct encoding of constraints and objective functions, and enable leveraging tools, languages and optimization engines that are finely tuned and efficient. Provide more flexibility to add various constraints (including those from legacy components and attributes), to change the objective function, and to add utilization and laxity margins, without changing the algorithm. Provide an estimate of the quality of the intermediate solutions from GP, even when the size of the problem requires an early stop of the GP optimizations. Compared with other mathematic programming based approaches such as [5] , our approach can:
Optimize task configurations for the general class of platforms with priority-based scheduling of tasks (with preemption) and messages (such as on CAN buses). Remove the restriction that periods must be multiples of a given cycle and allow end-to-end latency to be possibly larger than the task period. Allow full exploration of task and message periods as continuous variables. Compared to our previous work in [16] , where periods are explored to find schedulable solutions with minimum sum of object response times, in this work we explicitly address control-related objective functions. We model the relation of the control performance to the sampling period and the control delay, and design an optimization algorithm with piecewise linear approximations and an efficient procedure for exploring the linear partitions. As shown in the experiments, this approach significantly improves the control performance of the system over our previous work.
In summary, the main contributions of this work include:
An algorithm to efficiently explore task and message periods in distributed CAN-based platforms for optimizing control performance while maintaining schedulability. The algorithm enables exploring large design space and facilitates architecture exploration (as more architectural options may be explored with this efficient algorithm).
For comparison, we also develop a simulated annealing algorithm and two extensions of the algorithm in [16] (with one directly optimizing latency and the other directly optimizing period). Experiments conducted on an industrial automotive case study and synthetic examples with two different control performance formulations show the advantages of our control-driven approach. The paper is organized as follows. Section 2 explains the problem formulation, including the overall system model, the modeling of the control performance and its relation to sampling period and control delay, and the formulation of schedulability constraints. Section 3 presents our controldriven period optimization algorithm, including the piecewise approximation of control performance, the exploration of linear partitions, and the solving of MIGP formulations. Section 4 presents the simulated annealing algorithm we developed for comparison. Section 5 shows the experimental results of different algorithms on the industrial case study and synthetic examples. Section 6 concludes the paper.
PROBLEM FORMULATION
System Model
Our work addresses complex embedded systems where multiple control functions are deployed over a distributed platform consisting of embedded processors connected through communication buses. The control functions run concurrently on the platform and may share computation and communication resources. Architectures of this type are common in the automotive, aeronautics and industrial automation domains.
For instance, Fig. 3 shows the functional model of a subsystem that integrates several active safety functions in an experimental vehicle (the same system is used in our experiments). Each active-safety function is implemented by a set of software tasks that communicate through signals. The tasks collect information from various types of sensors (cameras, radars, ultrasound, lidar) on the surrounding objects, the road condition, and the physical environment; apply sensor fusion, filtering and object detection algorithms on the sensor information; decide control actions and less-critical driver assistance functions such as parking assistance; conduct post-processing and arbitration; and eventually send the commands to a set of actuators (brakes, throttle, steer, suspensions, dashboard). Functional dependencies among tasks define a complex graph rather than a set of linear transactions. The system is inherently multirate, because of technology constraints (e.g., off-the-shelf sensors operate at different rates) and the usage of multiple control functions governed by different control laws. Merging control flows with different rates and communication with oversampling/undersampling is commonplace.
The distributed architecture platform consists of ECUs (electronic control units) connected through CAN buses. The ECUs are assumed to run AUTOSAR/OSEK compliant operating systems that support preemptive priority-based task scheduling, and the standard CAN bus model features non-preemptive priority-based message scheduling.
During implementation, the software tasks in the functional model are mapped onto the ECUs, and the signals exchanged among them are grouped into messages and transmitted on buses. Priorities are assigned to tasks and messages for scheduling. Timing constraints and performance metrics may be defined on local computations and on end-to-end functional paths. In this work, given an allocation and priority assignment for tasks and messages, our approach automatically assign them to optimize the control performance, while satisfying end-to-end deadlines and utilization constraints.
We use a similar system model and notations as in [16] . The mapped system is represented as a directed graph G ¼ ðO; LÞ and a set R. O is the set of vertices in G and represents all the tasks (denoted by set T ) and messages (denoted by set M) in the system, i.e., O ¼ T [ M. L is the set of links in G and represents the data dependencies. R is the set of computation resources (ECUs) and communication resources (CAN buses) in the system. Each object o i 2 O is either a task or a message, and is associated with an activation period T i , a worst case execution/transmission time c i , a priority p i , and a resource R o i to which it is allocated (an ECU/bus if o i is a task/message respectively). All objects are scheduled based on their priority (preemptive for tasks and non-preemptive for messages), and a total order exists among the priorities of all objects that are on the same resource. Each o i has a worst case response time r i , from the activation of the object to its completion (execution for a task or transmission for a message). The computation of r i needs to take into account the object's own time requirement c i and the time spent waiting for the resource access, as explained in Section 2.3.
Each link e i 2 L connects a source object and a destination object. One object can be the source or destination for multiple links. When an object completes its execution or transmission, it delivers the data to all outgoing links. For any link, the destination object is activated periodically and reads the latest data transmitted over the link. For any object o i , Succðo i Þ denotes the set of its successor objects, which are destination objects of o i 's outgoing links. Links do not represent an order of execution constraint, but we assume a communication-by-sampling mechanism in which each task reads the latest data produced by the (cyclic) predecessor task (or delivered by the periodic message).
A path p is a finite sequence of objects that starts from a source object srcðpÞ and ends with a sink object snkðpÞ, with a link between every pair of adjacent objects. Sources are activated by external events and sinks activate actuators. Multiple paths may exist between each source-sink pair. The worst case end-to-end latency from srcðpÞ to snkðpÞ is denoted as l p . Deadline requirements may be imposed on selected paths, and the deadline for path p is denoted as d p .
Control Performance
We assume there are n control functions in the system and the performance of the ith control function is measured by a control cost J i . The objective of our period optimization problem is to minimize the overall system control cost: min:
where w i is a pre-assigned weight for the ith function. Each control function may have its own definition of a performance index, which leads to different formulations of J i . For instance, the performance of a control system for a given time interval ½0; t f may be defined as in [1] :
LðxðtÞ; uðtÞ; tÞdt;
where xðtÞ is the system state and uðtÞ is the control input. SðÁÞ and LðÁÞ are weighting functions that express how the control performance depends on the system states and the control inputs.
In this work, we consider the following two scenarios for a discrete controller. First, we provide a quadratic cost model which takes into account the impact of both sampling period and control delay on control performance. In the second scenario, we consider an exponential decay model to capture the relation of control performance to sampling period only. These two models are independent models under different assumptions. In this paper, we mainly address the quadratic cost model, however the formulations and algorithms can be easily adapted to exponential decay cost model as shown in later sections. Furthermore, our approach can be applied more generally to any non-linear function for which a linear piecewise approximation with bounded error can be found.
Systems with Negligible Jitter and Single-Rate Chains
In these systems, control functions are implemented by a set of tasks on a functional path p. The source task srcðpÞ of p is a sampling task with period t srcðpÞ , which equals to the period T of the control function. Also, the control actuation is applied at the end of each period, with zero jitter. These systems allow a formal analytical treatment for the case in which the control cost is expressed as a quadratic function. This model is common to several papers dealing with the performance evaluation of linear control systems ( [5] , [17] ).
A linear control system can be modeled as:
where wðtÞ is the disturbance, modeled as a zero-mean white Gaussian noise process with covariance function
The state of the system is estimated by a Kalman filter, which makes use of a measurement given by:
where nðtÞ is the measurement error modeled as white, zero-mean, Gaussian noise, with covariance matrix R. We here assume that the above measurement renders the system observable, which ensures that the errors in the state estimates remain bounded.
A control with a zero-order-hold within each period is employed. The discrete-time model for the system can therefore be written as:
where T is the sampling period (under our assumption that each control function is single-rate),
ðT ÀtÞA Bdt;
and w d is an error term with covariance matrix
The objective is to find the control input u that minimizes the cost function:
where NT is the control horizon, and W 1c , W 2c , W 3c are positive definite weight matrices. The optimal linear causal controller for the above problem can be computed by a direct application of LQG theory [2] . The control input at each time instant kT is given by:
where K N is the control gain, andxðkT Þ is the optimal estimate of the state at time kT , computed by a Kalman filter. Since in our system a delay of m periods exists from the time the control input is computed to the time it is applied, the best available estimate of the state at time kT isx kjkÀm , i.e., the estimate of the state at the kth time step, given all measurements up to timestep k À m [18] . Following standard practice, the computation of the control cost is facilitated by considering the infinite horizon cost function:
which expresses the "expected control cost per unit of time". This is minimized by choosing the control input u as [2] uðkT Þ ¼ ÀK 1xkjkÀm ;
with
where S 1 is the steady-state solution of the control Riccati recursion:
and the matrices W 11 , W 12 , W 22 are given by:
The optimal value of J 1 ðT Þ is given by:
where P 1 is the asymptotic value of the covariance matrix of the error in the estimatesx kjkÀm (note that if the system is observable, the state-estimation error covariance matrix converges to a constant value). The matrix P 1 is given by:
where P 1 is the steady-state solution of the posterior covariance matrix for the state estimatex kÀmjkÀm , which is computed by solving:
Equation (18) provides the control cost as a function of the sampling period T (and sample delay m), and is used in (1) in order to compute the cost for each of the LQG control functions in our system.
The worst case end-to-end latency l p of the path is the upper bound of the control delay l. According to our assumptions, at runtime we require that the control function waits until l p to apply the actuation even if the real-time delay is shorter, i.e., we assume l ¼ l p and sample delay m ¼ dl p =T e. This assumption ensures that the release jitter is always negligible (as in [15] ) and can be omitted in the computation of the control performance index.
Dominant Pole and Other Approximate Formulations
For control systems with a dominant pole, the relation between the control performance (measured by a performance loss index) and the control period can be captured by an exponential decay function ( [1] , [19] , [20] ):
JðT Þ ¼ ae
where a is the magnitude coefficient and b is the decay rate (both are positive parameters). Intuitively, the control performance improves (J decreases) when the period T of the control loop decreases. For the Simulink electrohydraulic servo example shown in the introduction (Fig. 1) , we measure the control performance as the root mean square (RMS) of the difference between the actuator position and the reference position (i.e., the error in the actuator position). Fig. 4 shows this control performance measurement for different sampling frequencies. When the frequency increases (period decreases), the performance gets better with smaller error in the actuator position. An exponential decay function can be used to approximate (fit) the functional dependency of the control performance (RMS of the control error) on the sampling period. As shown in the figure, even when an exponential control cost function cannot be determined analytically, it is still possible to determine the parameters by fitting the cost values obtained through simulation runs for different sampling period values.
More generally, the performance function does not need to be exponential, but could be any non-linear function for which a linear piecewise approximation with bounded error can be found, as explained in Section 3.2. Similar to the previous case, we assume that also for these systems the actuation signals are held until the end of the period.
Sampling Period and Control Delay
As defined in Section 2.2.1, the sample delay m depends on the end-to-end latency and sampling period (i.e., m ¼ dl p =T e). The worst case end-to-end latency l p depends on the periods of the objects (including tasks and messages) along the path. An example of the worst case end-to-end latency is shown in Fig. 5 . In this case, t 1 is a sampling task from ECU 1 , and it is connected with t 2 from ECU 2 through message m 1 (allocated on the CAN bus). It can be seen that in the worst case, the latency of the sub-path t 1 ! m 1 ! t 2 can be much larger than the period of t 1 , and therefore the end-to-end path latency can be multiples of T t 1 .
In the periodic activation model l p is computed as:
where T k is the object period and r k is its worst case response time. T k is included because of the asynchronous communication between objects: For any link on the path, when the source object completes and produces output data, the destination object might have just been activated and missed the data. In that case, it will need to wait for the next activation for a time arbitrarily close to its period. For the source task, the arrival of the external event has the similar effect, i.e., it may just have missed the activation of the source task. The worst case response time of a task is computed as:
where hpðiÞ is the set of higher priority tasks on the same ECU as task i [21] . The worst case response time of a message can be similarly approximated with the upper bound in [22] :
where the blocking time b i is upper bounded by the time it takes to transmit the longest (non-interruptible) frame in the system and t bit is the constant time that is required to send one bit. Based on (23) and (24), (25), decreasing the period of a task (message) will increase the response time of lower priority tasks (messages) on the same resource, which may make the system unschedulable or increase the end-to-end latencies of other functional paths according to (22) , and affect the performance of other control functions. Therefore, for a complex system with multiple control functions, it is important to have an integrated formulation that optimizes the control performance while ensuring the schedulability.
Schedulability
A feasible period assignment needs to satisfy the resource utilization constraints and schedulability constraints. The utilization constraints set an upper bound on the fraction of time a resource may spend processing its objects. Utilization must not be greater than 100 percent, and may be further constrained because of the need to ensure future extensibility:
where u j is the utilization bound for the resource. We assume every task or message needs to complete its computation or transmission within its period (i.e., before the next activation instance of this task or message):
and end-to-end latency deadlines apply to selected paths:
Finding a feasible period assignment under the above constraints can be formulated as an optimization problem.
CONTROL-DRIVEN PERIOD OPTIMIZATION
Our period optimization algorithm leverages GP, which is a special form of convex programming [23] and has polynomial time complexity. A GP in standard form is: 
where x ¼ ðx 1 ; . . . ; x n Þ is a vector of positive real-valued decision variables. f is a set of posynomial functions, and g is a set of monomial functions. A posynomial is the sum of monomials defined as:
The utilization and schedulability constraints can be formulated as posynomials. If the original control cost function in (1) could also be formulated as a posynomial, we would be able to formulate the period optimization problem as a GP problem (MIGP to be exact) and solve it using an iterative method similarly as in [16] . However, in general, the control cost function is not necessarily a posynomial. In the remainder of this section, we will introduce our approach to approximate the cost function with a series of posynomials through piecewise linear approximations and formulate a series of MIGP formulations to search the design space. Fig. 6 (on the next page) shows the flow of our controldriven period optimization algorithm. The definition of variables and parameters of the algorithms flow are listed in Table 1 . In this section, we mainly address the model in Section 2.2.1, in which the control cost J i of each control loop is a function of its sampling period T i and sample delay m. Our proposed algorithms can be easily adapted to the exponential decay model in Section 2.2.2, where the control cost only depends on the sampling period.
Algorithm Flow
In , since m and k together represents one specific linear partition that depends on i and k. We drop the subscripts here for simplicity.).
In solving the MIGP formulation GP k , we minimize the approximated system control cost P w i J 0 i;m;j (where m and j are given by the selection of linear partitions, and the set of J 0 i;m;j being considered is denoted as J 0 GP k as shown in Fig. 6 ). We explore T i and other task and message periods, while constraining T i to T i;m;j T i < T i;m;jþ1 (as defined in the selected partition) and the latency l i to the interval mT i < l i ðm þ 1ÞT i (since the delay is m).
Each MIGP formulation GP k is solved efficiently by using a similar approach as in [16] . Then, after solving multiple MIGP formulations with different selections of linear partitions for each J 0 i , we may choose the period assignment that provides the best overall control performance while satisfying the design constraints.
In the case of multirate systems with an approximate function, the intervals that are used for the piecewise approximation could be selected without requiring that the latency is an integer multiple of a single period, however, for convenience, we adopt the same algorithm for partitioning the range of the possible intervals and find linear approximations.
Next, we will introduce the details of the algorithm flow, including how to approximate the control cost functions, how to select the linear partitions in a branch-and-bound fashion to improve algorithm efficiency, and how to solve the formulated GP problem.
Control Cost Approximation
A control cost J i is in general a nonlinear function of T i and m. However, with a delay of m and within a short interval T i;m;j T i T i;m;jþ1 , J i may be approximated by a linear function of T i under a given error bound:
where j simply denotes the jth linear partition (note that j is also the index of period interval). We assume the control cost is non-negative and monotonic with respect to the sampling period (an assumption that holds in most cases). This implies that a i;m;j is a non-negative coefficient, and J 
Given a cost function J i , an error bound max , and lower bound T min and upper bound T max for the sampling period T i , Algorithm 1 generates the linear partitions for each segment. The set P i;m contains the values T i;m;j that divide ½T min ; T max into period intervals for each value of m. In other words, given m, each period interval ½T i;m;j ; T i;m;jþ1 is a linear partition in which J i is approximated by a linear function J 0 i;m;j . if e i;m;j > max then t u ¼ t else t l ¼ t 12:
For each chosen delay m, to divide ½T min ; T max into period intervals, we start with T i;m;0 ¼ T min and use a binary search to find the largest T i;m;1 2 ½T i;m;0 ; T max that guarantees an approximation error under max . Once T i;m;1 is selected, we search for the largest T i;m;2 2 ½T i;m;1 ; T max that satisfies the error bound. The procedure is repeated until all period intervals are defined (i.e., T i;m;j ¼ T max ). The details of finding each T i;m;j are shown in Algorithm 1, line 7 to 12. Specifically, t l and t u are the lower and upper bound of the next T i;m;j (i.e., T i;m;jþ1 ) that is being searched, and t is the value that is evaluated for T i;m;jþ1 . First, for periods within ½T i;m;j ; t, we approximate J i with a linear function J 0 i;m;j using a linear regression, and compute the approximation error according to (32) (line 8 to 10). The approximation error is compared with max to update t u , t l and t for the next round of the binary search (line 11 and 12) until T i;m;jþ1 is found. Once all linear partitions (i.e., all period intervals for certain delay) and their corresponding linear approximation functions J 0 i;m;j are found, the piecewise linear functionJ 0 i;m for delay m is defined. Note that in the case of the exponential decay function (Section 2.2.2), there is no delay segmentation step and the outer for loop in Algorithm 1 can be eliminated.
Exploration of Linear Partitions
After every cost function J i is approximated by a piecewise linear function J 
where T i is the sampling period for J i , constrained within a period interval (i.e., T i;m;j T i T i;m;jþ1 ) with delay m (i.e., mT i < l i ðm þ 1ÞT i , where l i is the path latency). We can optimize the period assignments by recursively exploring the selections of linear partitions and solving MIGP formulations, which correspond to the steps after all J 0 i;m;j are generated in Fig. 6 .
To obtain the global optimal solution, all possible selections of the linear partitions for each J 0 i ¼ fJ 0 i;m;j j 8m; jg need to be considered. However, simply enumerating all possible selections could be very time consuming for complex systems. Therefore, we designed a branch-andbound method to prune the search space during the exploration, as shown in Algorithms 2 and 3. if O e < O best then 6:
if i ¼ n then 7:
O c ¼ compute_cost(fT 1 ; T 2 ; . . . ; T n g) {compute cost using original control cost formulation J i } 9:
if O c < O best then 10:
record_current_best_solution(fT 1 ; T 2 ; . . . ; T n g) 12:
In Algorithm 2, different control cost functions fJ i j 8ig are first ordered based on the weight w i in (33) and how sensitive the control cost is with respect to period and delay changes calculated as:
where J i ðT max ; m max Þ (or J i ðT min ; m min Þ) is the control cost J i obtained under the maximum (or minimum) period and latency being considered. Then, the control cost functions are re-labeled as J 1 to J n based on this order, which roughly correlates with how much impact a function has on the overall objective, e.g., J 1 has the most impact.
Starting from J 1 , we recursively explore the selections of linear partitions for each J i -more specifically, from each corresponding set of linear partitions J 0 i . We define J 0 GP as the set of currently selected linear partitions, which later forms the GP problem to be solved.
Algorithm 3 shows one step of the recursive algorithm for J i . We explore all possible linear partitions from its corresponding J (1) . Therefore, the exploration process shown in Algorithms 2 and 3 is optimal if the MIGP formulation is solved optimally (in current implementation, the MIGP is approximated for efficiency, as shown next).
GP for Period Optimization
Once a linear partition J 
Equation (35) is the linear objective function from (33), where w i , a i;m;j , g i;m;j are constants. T i is the sampling period of J 0 i , which corresponds to the period of the sampling task on the control path. l i is the control delay of J 0 i , which corresponds to the end-to-end path latency. Constraints (36) and (37) apply to T i and l i based on the selected linear partitions, where m and j represent the selected delay and index of period interval.
Constraint (38) requires that for any two consecutive objects on the control path associated with J 0 i , the period of the successor object is not larger than the period of the predecessor object. This is to ensure that there is no message overwriting, as in the assumptions for our control cost modeling in Section 2.2. Constraints (39) and (40) are reformulations of (23) and (25), with z ij being the integer variables which denote the preemptions from a higher priority object j on a lower priority object i. These integer variables are bounded by (41) and (42). Constraint (43) bounds the utilization as defined in (26). Constraint (44) encodes the schedulability requirement (27), while constraint (45) encodes the end-to-end deadline requirements (28). Finally, (46) defines upper and lower bounds for the periods.
Once the MIGP problem is formulated, we apply the iterative approach from [16] to solve it efficiently. First, the GP approximation takes the integer variables z ij and relaxes them to real-valued variables, and adds parameters 0 r ij 1 to r i =T j and ðr i À c i Þ=T j for tasks and messages, respectively. Then, an iterative process runs a GP optimization, and adjusts the r ij values until the error between the exact integer number of preemptions and the approximated counts falls below the given threshold. At each step during the iteration, the optimality is approximated, but the correctness of the solution is verified against the original (nonlinear) constraints. Since in this work, this iterative process is nested inside the exploration of linear partitions (line 7 in Algorithm 3), GP iterations can be cut short if the error bounds are too high.
Note that in the case of the exponential decay function, sample delay is not considered and can be eliminated from the GP formulation (i.e., eliminating Equation (37)).
Algorithm Complexity
The complexity of our algorithm depends on the control performance approximation error bound max , the approximation of MIGP with a series of GP iterations, and the system scale (in particular the number of input blocks). First, max determines how many linear partitions need to be explored in theory. As demonstrated in our experiments, the number of linear partitions to be explored increases almost exponentially with the decrease of max (i.e., lowering error bound), however the majority of such iterations can be pruned through our branch-and-bound method. The complexity of using GP iterations to approximate MIGP depends on how fast the results may converge. Although it is difficult to have a theoretical guarantee, in practice, the results often converge within a few iterations under the given approximation error bound. Finally, the number of input blocks does not have direct impact on the number of GP iterations required but rather affect the execution time of each GP iteration. In theory, as GP could achieve polynomial complexity with problem size, the complexity of our algorithm is polynomial with respect to the number of input blocks as well. In Section 5.5, we provide experimental results regarding the computational complexity of the algorithm .
SIMULATED ANNEALING
As a comparison with our GP-based approach, we also implemented a simulated annealing (SA) algorithm for period optimization. Simulated annealing relies on random permutations for design optimization and shares some similar characteristics with other randomized search methods such as genetic programming and tabu search.
Algorithm 4 shows our approach based on the standard SA procedure. We start with an initial period assignment that sets the sampling periods on the targeted control paths to T min and sets the object periods on the other paths to the value of (path deadline/number of objects on the path). We found this assignment in general provides better results than a purely random assignment. Starting from the initial period assignment and an initial temperature t 0 , we use a random transition operator iteratively to search the design space (line 4 to 16), until the number of iterations exceeds a limit or the temperature t is lower than the predetermined final temperature t F . 
newSol = random_change(curSol) 8:
if accept_change(newCost, curCost, t) then 10:
if curCost < bestCost then 13:
For each transition to a new solution, we randomly select a task and change its period, and then evaluate the cost of the new configuration (line 4 and 4). The cost is calculated based on the value of the original objective function (1), and also a penalty on constraint violations (e.g., violations on latency and utilization constraints), since the intermediate period assignments in SA might not satisfy the design constraints. The random move will be accepted if the new cost is not greater than the current cost, or accepted with a probability P ¼ e ðcurCostÀnewCostÞ=t if it is greater, as evaluated in the function accept changeðÞ. The temperature t is relatively high initially to allow jumping out of local minima, and is lowered with a cooling rate C as the search proceeds and eventually becomes a local search.
CASE STUDIES
We conduct experiments on an industrial automotive case study and a set of synthetic examples to evaluate the performance of our control-driven period optimization algorithm, and compare it with other approaches, including the original GP-based approach that focuses on schedulability [16] , two extensions of the original GP-based approach that we developed, and the simulated annealing solution in Section 4. We evaluate two types of control cost formulations introduced in Section 2.2, including the quadratic control cost in Section 2.2.1 and the exponential decay function in Section 2.2.2. The experiments are run on a 2.9 GHz dualcore CPU with 8 G memory.
Industrial Automotive Case Study
First, we choose three automotive application examples from the Simulink library, study their control performance under different sampling periods through simulations, and formulate the control cost functions by fitting the simulation data. In these three examples, the control cost can be closely approximated with an exponential decay function of the sampling period, as in Section 2.2.2:
The electrohydraulic servo example shown in the introduction. The initial fitting of the control cost (measured by the RMS of the control error) versus the sampling period is shown before in Fig. 4 . We normalize the control error and formulate a control cost function in the exponential decay form as in Equation (21) . The exponential fitting is very close to the simulation data, with an R-squared value of 0:976 (1 is a perfect fit) . A fuel control system example. The closed-loop controller detects the amount of residual oxygen in the exhaust gas from a sensor, and determines the fuel rate to keep the air-fuel ratio close to the target ratio. We choose the RMS of the difference between the actual air-fuel ratio and the target ratio as the control cost, and measure it under different sampling periods. The relation between the control cost and the period is fitted with an exponential decay function, with an R-squared value of 0:994. An engine speed control example. The speed controller detects the current speed from the sensor, and applies a PID control based on its difference with the reference speed. Through simulations, we observe that the engine speed response becomes oscillatory as the sampling period increases. We use the standard deviation of the engine speed to measure the control performance. The control cost function is fitted with an exponential decay function of the period and the R-squared value is 0:996. We consider the case where the three applications above are implemented on a distributed automotive platform for an experimental vehicle. The architecture consists of 29 ECUs connected with 4 CAN buses. 92 tasks are executed on the ECU nodes, and 196 messages are exchanged over the buses. The system graph contains a total of 222 functional paths, many of which share common tasks. End-toend deadlines are placed over paths between 12 pairs of source-sink tasks in the system. The deadline is set at 300 ms for nine of these source-sink pairs, at 200 ms for two pairs, and at 100 ms for one pair. The upper bound and lower bound of the task periods are set to 100 ms and 5 ms, respectively.
We assume the three automotive control applications above are mapped onto three functional paths with distinct source and sink tasks. For any of the three applications, the period of the corresponding source task determines its control cost, based on the exponential decay function we build from the Simulink simulations. We conduct a set of experiments, in each of which we select a subset of the three applications and optimize the total control cost as defined in the original objective function (1), with the weights w i set to 1 and the J i set to the formulated exponential decay functions. Note that in the optimization, the end-to-end deadlines for all 222 paths need to be satisfied.
In each experiment, we compare our control-driven GPbased approach (denoted as "CDGP") with three other approaches that do not address the control cost directly:
The original GP-based approach in [16] , where the sum of the object response times is used as the optimization objective (denoted as "RGP"). A modification of the approach in [16] , where the sum of the end-to-end latencies for the target control paths is the optimization objective (denoted as "LGP"). Another modification where the sum of the object periods on the target control paths is used as the optimization objective (denoted as "TGP").
LGP and TGP are simple extensions of RGP that we developed in this work. Although they do not consider the control cost directly, each of them addresses an essential element of the control cost -latency in LGP and period in TGP, respectively.
The results of the experiments are shown in Fig. 7 and Table 2 . Fig. 7 shows the normalized control costs for CDGP, LGP and TGP under different scenarios, where the costs for CDGP are assumed as the base: "EH+FC+EC" is an objective function by which all three applications are optimized, i.e., using J 1 þ J 2 þ J 3 as the objective; "FC+EC" means that we only optimize the fuel control application and the engine control application; and so on. Our CDGP approach provides better solutions than the LGP and TGP, and the relative improvement increases when all three applications are being optimized (in which case the correlation between the total control cost and the period assignment is more complex and the optimization is harder). Table 2 shows the comparison between normalized CDGP and RGP costs on the same set of experiments, with CDGP as the base. The RGP approach from [16] does not address either period or latency in its objective function, and provides solutions that have much higher costs than CDGP (therefore is not plotted in Fig. 7 for readability) . Overall, the results from Fig. 7 and Table 2 show the importance of optimizing with an objective function that directly addresses the control cost, rather than using indirect objectives such as latencies, periods, or response times.
Synthetic Examples
We conducted a set of experiments with randomly generated cases from the SMFF (System Models For Free) tool [24] . We generate 50 system configurations, with 5 to 22 ECUs, 12 to 99 tasks, and 6 to 54 messages.
First, we consider the exponential decay functions and conducted experiments with 1 to 5 selected control paths/ functions (10 test cases for each number of control functions and the results are averaged). The bounds for the task periods and the parameters of exponential decay functions are similar as in the industrial case study. Fig. 8 shows the normalized control cost for CDGP, LGP and TGP. Similarly as in the industrial case study, our CDGP approach provides much smaller control costs than LGP and TGP when the number of control functions being optimized becomes larger. The results from RGP are much worse (9X to 69X of the CDGP costs) and are omitted here.
We also consider the cases for a quadratic cost function. Fig. 9 shows the normalized results for CDGP, LGP and TGP. CDGP still provides better solutions than LGP and TGP (the latter are almost identical). However, compared with exponential functions, the improvement is much smaller. The RGP results are still significantly worse, with 2.54X to 268.93X of the CDGP costs.
Comparison with SA
We also compared our approach with a Simulated Annealing (SA) implementation. SA and other randomized search methods, such as genetic algorithms are commonly used in design space exploration. Comparison with it can provide a valuable assessment of the effectiveness of our approach. First, we conducted experiments for the industrial test case and selected 1 to 3 control paths for optimization. The CDGP can find a feasible solution within 0.5 hour and eventually finds the optimal solution (within the linear approximations). The SA algorithm cannot find any feasible solution within 24 hours for any number of control paths (e.g., in the case of 1 control path, 4 task deadline constraints are still violated when SA timed out).
For further comparison, we scaled down the task computation times to ease finding feasible solutions. The results for the new case study are shown in Table 3 . The CDGP approach provides slightly better results than SA, with much faster runtimes (53X to 300X).
We conducted similar experiments for the synthetic examples with both exponential decay and quadratic cost functions, and observed similar results: CDGP provides better costs than SA (in average 9.1 percent smaller) with much faster runtimes (10X to 30X). Overall, we observed that 1) when the system utilization is high and constraints are tight, using CDGP allows to more easily find feasible solutions since it can efficiently search the design space globally while SA may be stuck at local optima for a long time; 2) when the system utilization is low and constraints are easy to meet, using CDGP provides similar optimization results as SA but with a much faster runtime. Furthermore, the closeness of the results from the two algorithms suggests that the obtained solutions may be very close to the true optimum (although no formal proof can be drawn unless all configurations are evaluated, which is intractable for practical cases).
Impact of Function Weights
In the above experiments, the control function weights w i are set to 1, i.e., all control functions have the same weight. We also conducted experiments with different weights values, as in practice control loops might have different levels of importance. Specifically, we chose two control paths from the industrial test case. The objective function is therefore w 1 J 1 þ w 2 J 2 . We set w 2 to 1 and w 1 to different values between 1 and 10. The results are in Table 4 . CDGP provides better results than SA and the difference gets larger when the weights are more different.
Algorithm Runtime and Scalability
For both exponential and quadratic cost functions, CDGP is much more efficient than the simulated annealing algorithm (10X to 300X as explained in Section 5.3). We believe the efficiency of CDGP can be further improved with tighter interaction between the branch-and-bound exploration and the inner GP solving (currently the pruning during branch-andbound provides 4X to 157X speedup).
The runtime of our CDGP algorithm is significantly impacted by the number of input blocks and the number of linear partitions being explored for each J i . For an exponential cost function, the number of linear partitions is relatively small since the cost does not depend on the control delay (therefore only period intervals need to be explored). Next, we conduct more experiment to analyze the runtime of our CDGP algorithm for quadratic control cost function.
max versus Runtime
The control performance approximation error bound max has a significant impact on the number of linear partitions to be explored. We conduct scalability analysis with respect to the increase of max . Fig. 10 shows the total number of linear partitions to be explored in theory and the actual number of linear partitions being explored after pruning in our branch-and-bound method, with respect to different max values (normalized). We can see that the number of linear partitions to be explored in theory decreases almost exponentially with the increase of max (until it saturates). However, the actual number of linear partitions being explored is a much flatter curve. In other words, when decreasing max (i.e., lowering error bound), the number of linear partitions to be explored increases almost exponentially in theory, however the majority of such partitions can be pruned in our branch-and-bound method. In fact, in average 98 percent of such partitions can be pruned with up to 58X speedup. This demonstrates the effectiveness of our branchand-bound method. 
Input Size versus Runtime
The runtime of our CDGP algorithm under different input sizes (i.e., the number of input blocks) is shown in Fig. 11 .
We can see that the runtime increases almost linearly with respect to the input size, which is consistent with our analysis in Section 3.5.
Impact of Non-Control Tasks and Messages
We further evaluate the effectiveness of our approach when there are non-control (or legacy) tasks and messages with fixed periods in the system. In our original synthetic examples, when there are only control tasks with non-fixed periods in the system, the utilizations of ECUs after optimization are between 14 to 52 percent. We then gradually increase the load of fixed-period tasks until the ECU utilizations reach 34 to 70 percent (further increase will violate the deadline constraints), and assume they have lower priorities than the non-fixed-period control tasks. We observe that our approach remains very effective in optimizing the periods of control tasks and improving control performance. The control objective function only decreases by 3:6 percent in average. There is similar trend when increasing the load of fixed-period messages.
If we randomly assign priorities to fixed and non-fixed tasks and messages, the control performance may decrease significantly when the load of fixed-period tasks and messages increases. This is expected, since in this case the response times of lower-priority control tasks and messages are increased and their periods may have to be large.
CONCLUSION
We proposed a control-driven period optimization algorithm that is based on piecewise linear approximation, branch-and-bound exploration, and iterative geometric programming. Experiments demonstrate that our approach provides better control performance than other GP-based approaches and better efficiency than the simulated annealing algorithm we developed (with similar performance). 
