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ABSTRACT 
Three major aspects of NIR instrument standardization were studied: master 
instrument selection, selection of standardization method, and identification of important 
engineering parameters that influence master-slave differences. A set of 285 fixed-filter 
instruments was used to test and evaluate standardization techniques as well as to 
determine the influence of selected engineering parameters. 
A newly designed optical standardization method based on the Wiener filter 
algorithm improved spectral as well as calibration transfer. This method scored equally 
well in the spectral transfer in comparison to the currently used linear regression, it did not 
outperform the current method in calibration transfer. 
The influence of the master selection on the transfer of the calibration, as well as on 
spectral transfer, was important. A statistically - based master selection method proved to 
be successful for all but one case in which the reversed results showed high calibration 
dependency on the standardization procedure. Barley protein was the constituent used for 
evaluation. 
Among the most significant factors influencing instrument spectral intensity 
differences were preamplifier and amplifier gain settings and filter response area and 
bandwidth. Next in significance were amplifier gains, filter area, bandwidth, identification 
number of internal optics and the temperatures of the detector, the filter wheel and the 
sample. 
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GENERAL INTRODUCTION 
The last twenty years have seen tremendous development in the field of near-
infrared technology. Application of near-infrared technology has occurred in various areas 
of daily life such as: medicine, pharmacy, petroleum industry, textiles and forestry, food 
and agriculture. Among the industries that adapted to the NIR instruments, the grain and 
food industry constitutes the greatest success'. 
Within the last five years NIR instruments became not only fast and nondestructive 
methods for determination of chemical constituents of organic materials, but also official 
measuring methods for different fields of industry^. Many types of grain and food 
industries have established pricing criteria for discounting or rewarding customers for the 
content of chemical constituents of their organic products. In most cases, it is necessary to 
develop the basic calibration model on one (or a few) "master" units, then transfer these 
calibrations into numerous working ("slave") units that will be used for routine 
measurements. The process of matching slave units to read the same is standardization. 
Calibrations in general have the following form: 
Equation 1 
y = f(.Y,,X;,.r3,...j:J 
where: 
y - predicted or measured value. 
- instrument parameters. 
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f - function describing relationship between y and x. 
Expanding the notation, let x/j = x/ for instrument 1, x/j = x/ for instrument 2, etc. If .r/./ 
xi.2, X2J 9^ X2,2, etc., then the possibility exists that _v/ ^ y2 for the same coefficients of f. 
Adjusting the system so thaty/ = (uniformity across units) is the objective of 
standardization. Only well standardized instruments could ensure that the customers are 
paid accordingly and that the buyer pricing policy is uniform during the marketing 
process'^ "*. This issue is even more important today during the rapid development of NIR 
instrument networks, when standardization could introduce much larger errors relative to 
the wet chemistry results (transferability) on a system-wide basi^. Instruments spread out 
throughout large geographical areas often represent many manufacturing companies, which 
often increases transferability error. Among the countries that rapidly adapted near-
infrared spectroscopy in evaluation of their agricultural products are: Canada, Denmarl^, 
France, Japan, Ukraine, and USA^"*. Network management in various countries might 
have different preferences in choosing instruments as well as chemometrics methods. This 
imposes additional constraints on consistent calibration transferability and transferability 
evaluation. The ideal standardization method, therefore, will reliably transfer calibration 
equations from one instrument to the other regardless the instrument design and 
chemometrics operations applied to the raw data. 
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Preliminary work 
Simulated spectra 
Several efforts have been made to simulate instrument spectra either using a 
polynomial fit or a Fourier transform. A Pade^ approximation was designed using 
polynomial coefficients, thus reducing computation effort while retaining accuracy. The 
ultimate goal of the Fade approximation as well as the Fourier transform method was to be 
able to simulate spectra that holds only the information about the sample constituent 
content, while eliminating contribution due to the instmment differences or other noise 
sources. Simulated spectra thus provide certain form of filtering - or standardization 
without the use of standardization samples. Both of the methods did not give satisfactory 
results. The Fade approximation proved to be unstable with all forms of polynomial 
design. The Fourier transform was not completely understood at this point of work, thus 
giving incorrect results during inversions. 
Wiener and Second Order VoUerra filters 
The linear Wiener^ as well as nonlinear Volterra^ filters were applied on the set of 
spectra generated on the two Infratec'° near-infrared transmittance units. Only one sample 
replicated twenty times on each instrument was used to generate a standardization 
equation. Very good compensation was usually achieved on the training set (20 replicates 
of one sample). However, the predictive ability on unknown sample was not satisfactory. 
The Wiener filter method is further described and implemented in the main part of the 
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dissertation. Implementation of Volterra filter was not done due to large computational 
times. Due to the nonlinear nature of this method, further implementation of this method 
could be scientifically interesting, providing that the weight selection problem is solved 
(see discussion in the main body of the dissertation). 
Optical standardization compensating for wavelength and absorbance shift 
A standardization method" using cubic spline interpolation was designed to 
accommodate shift in the NTR spectra caused by the wavelength and the absorbance 
imprecision. This method was applied on a set of Grainspec'" - fixed filter instruments 
manufactured by Foss Electric Development Inc. Cubic spline interpolation was used to 
compensate for the wavelength shift and simple linear regression adjusted for absorbance 
differences. The spectral transferability improvement due to this standardization was 
0.01% compared to the currently used linear regression method. 
Mantis standardization algorithm 
Mantis standardization algorithm'^, originally designed for Meatspec'"* instruments, 
was redesigned and applied to a set of Grainspec units. The algorithm corrects for 
wavelength differences in the filters of master and slave instruments. A chemometric 
approach combines spectral scans of both sets of filters with information about the spectra 
of the samples to be measured in order to derive appropriate corrections. The result is a 
matrix of correction factors that can be applied to the sample spectra to improve calibration 
transfer. This matrix is designed only by accounting for the differences in the filters optical 
characteristics thus avoiding the need for standardization samples. This elegant algorithm 
did not provide stable standardization results and did not outperform currently used 
standardization method. This algorithm was tested on three slave units using wheat protein 
calibration. While the average bias for the Mantis standardization algorithm was 1.12 % 
protein, the average bias for the current standardization method was 0.26 % of protein. 
Average SEP corrected for bias was 0.21 % protein for the proposed method and 0.31 % 
protein for the current method. These results indicate that the contribution of the error of 
the proposed method was mainly systematic, promising improved standardization results 
once compensation for the large bias was solved. This, in practice, meant utilizing a set of 
standardization samples to compensate for predicted protein values, defeating the original 
purpose of this standardization method - standardization without standardization samples. 
Instrument design 
Near-infrared instruments used in this study were designed and manufactured by 
Foss Electric Development, Wheldrake, York, UK. Near-infrared light is generated by a 
tungsten halogen lamp. Wide spectral range is reduced by 11 optical filters placed on the 
filter wheel. Filters tilt in three different tilting positions, which generates 33 distinct 
wavelengths. The sample, placed in between filter source and detector, absorbs incident 
energy amount of which is proportional to the sample constituents concentration as well as 
to the optical pathlength. The Grainspec detectors are an array of ten silicon wafers, each 1 
cm" placed on a board close to the sample cell. The signal passed through the sample is 
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detected and converted from current to voltage at the input to the preamplifier. The signal 
is then switched through a choice of 4 amplifiers with gains of 1, 80, 250 and 900 
respectively. The exact gains of each amplifier are measured and stored in the EEPROM 
on board each instrument. For zeroing - measuring the reference air with no sample in the 
sample cell - the lowest gain stage is always used. 
A ribbon cable takes the signal to the control board. A low pass filter stage 
removes much of the signal noise. At this point the signal has a baseline around OV and 
peaks up to around 13V. The DAC offset stage (amplifier) subtracts a dc voltage to 
balance the signal around the zero volt level. Finally the signal is expanded by the DAC 
gain stage to fill the +/- lOV input range of the analog to digital converter (ADC). Simple 
schematic diagram is displayed on Figure 1. 
Sample Low^ pass _ Detector PreAmp 
Figure 1. Simple schematic diagram of Grainspec instrument design. 
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Dissertation Organization 
This thesis is written in the alternate thesis format. A general introduction and 
review of previous work and near-infrared analysis technology used in this study is 
followed by a paper formatted for submission to the Journal of NIR Spectroscopy. Figures 
and equations for each chapter are numbered separately. Additional graphical 
presentations are in an Appendix. 
This document consists of one paper that is formatted for submission to the Journal 
of NIR Spectroscopy. The studied subject, standardization of near-infrared instruments, 
was approached from three main categories: selection of the master unit, standardization 
method, and influence of engineering parameters on master-slave differences. 
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STANDARDIZATION OF NEAR-INFRARED TRANTVHTTANCE INSTRUIVIENTS 
A paper to be submitted in the Journal of NIR Spectroscopy 
Juraj Siska and Charles R. Hurburgh, Jr. 
Agricultural and Biosystems Engineering Department, Iowa State University, 
1551 Food Sciences Building, Ames, I A 500 14, USA 
Three major aspects of NIR instrument standardization were studied: master 
instrument selection, selection of standardization method, and identification of important 
engineering parameters that influence master-slave differences. A set of 285 fixed-filter 
instruments was used to test and evaluate standardization techniques as well as to 
determine the influence of selected engineering parameters. 
The influence of master selection on the spectral and the calibration transfer was 
important. A designed master selection method proved to be successful for all but one 
measured case in which the reversed results showed high calibration dependency on the 
standardization procedure. 
A newly designed standardization method based on the Wiener filter algorithm 
improved spectral and calibration transfer. This method did not outperformed currently 
used linear regression method on calibration transfer. 
The most significant factors influencing instrument spectral intensity differences 
were preamplifier and amplifier gain settings, filter response area and bandwidth, sample, 
detector and filter wheel temperature and the type of optical system. 
Keywords: standardization method, master selection, engineering parameters, software. 
10 
Introduction 
Near-infrared spectroscopy is an indirect method that requires calibration to 
quantify constituents of organic materials. Calibration design is a long and expensive 
process that requires many samples to be scanned on an near-infrared (NIRS) instrument. 
Because NIRS units, even of the same model, are not optically identical, a calibration 
transfer procedure is needed to avoid repetition of the whole calibration procedure for 
every unit. Significant effort has been directed towards finding efficient ways to transfer 
calibrations from one instrument (master) to the other instruments (slaves). The growth of 
multiple unit networks to measure properties used to trade has intensified the need for 
accurate calibration transfer. 
Standardization procedures (calibration transfer) are usually based on two steps'. 
The first step consists of measuring well-chosen samples in order to evaluate the spectral or 
predicted value differences between master (calibration unit) and slaves (units to which the 
calibration is transferred). These samples are referred to as "standardization samples" and 
should represent the full range of measured constituents or the optical range as needed. 
The second step consists of computing the standardization parameters (unique to each 
brand of NIRS) from the data. 
The simplest standardization method is the linear correction of predicted values. In 
this method, either simple bias or linear regression slope and bias corrections are calculated 
on the set of standardization samples, then later applied to predictions. The bias correction 
on the predicted values was first published by Osborne and Feam ". This approach 
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becomes expensive when the NIR instrument predicts several constituents, because each 
constituent must be standardized. In addition, it is very difficult to maintain a set of 
samples that preserve their chemical constiments over long periods of time. A typical 
example is maintaining samples with higher moisture content. The slope-bias method is 
specific to the calibration model (equation), so slope-bias standardization must be 
reestablished each time the model is updated. 
Another approach to calibration transfer is the development and application of 
optical standardization coefficients for each measurement wavelength. This method is 
more complex and computationally demanding, but eliminates the need to repeat the 
standardization process each time the calibration equation is modified. There have been a 
number of work published on optical standardization of NIRS instruments using 
adjustment of spectral values^ "*'^"^"'. 
There are two general categories of optical standardization. The first category 
includes univariate standardization methods, such as linear regression by wavelength, the 
simple "single sample standardization"^ "* and the full spectrum"*'^ correction methods 
developed by Shenk and Westerhous. 
Linear regression by wavelength is the simplest and in many cases the most robust 
optical method used in the standardization of near-infrared instruments. A set of slope and 
intercept coefficients derived for each wavelength of NIR spectra is used to compensate 
slave spectra to match the one from master instrument. 
The "single sample standardization" utilizes one sample to estimate an optical 
correction bias applied to future sample spectra. Authors of this method found that the 
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major difference between near-infrared reflectance instruments is the reflectivity of their 
ceramic references, which leads to an additive offset to the log (1/R) spectra (R = 
reflectance). One sample, which should have a spectrum similar to the average spectrum 
of the future samples to be predicted, is used to estimate an additive photometric correction 
factor in log (1/R) units for each wavelength. 
The full spectrum method consists of two steps. First the wavelength scale is 
corrected by correlating master wavelength with the slave instrument wavelengths located 
in the spectral window of wavelengths around the wavelength being adjusted. The spectral 
window consists of wavelength that are nominally equal to and adjacent to the master 
wavelength. A wavelength offset (AX) is established and applied to the full spectrum. 
Then, die intensity at each wavelength is then corrected by linear regression after AX 
correction to match the master unit. This method is commercially available and a set of 
standard samples (agricultural products) in sealed cups is available with software. 
The second category of optical standardization is multivariate standardization 
methods. Multivariate standardization was first reported by Wang et al. at the Laboratory 
of Chemometrics in Seattle^. These methods use three or more wavelengths (variables) 
simultaneously to generate standardization coefficients. The principal methods are direct 
standardization^, piecewise direct standardization^, and the most recently proposed method 
of piecewise direct standardization with correction for additive background'. The direct 
standardization method calculates standardization coefficients in multivariate fashion by 
the direct matrix inversion using matrices of spectra collected on both master and slave 
instruments. All wavelengths are used at the same time to calculate standardization 
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coefficients. The piecewise direct standardization method computes standardization 
coefficients by parts, using spectral values from the three or more wavelengths grouped 
around the master wavelength. The proposed alternative to this method is correction for 
the additive background. This method eliminates systematic bias between master and slave 
spectra (additive background) as well as compensates for the spectral differences between 
these two instruments. The improvement of the piecewise method over direct 
standardization is in more precise compensation of narrow spectral windows compared the 
noisier, more variable results when all wavelengths are used. Computationally, piecewise 
standardization is more stable since the piecewise computations are usually well 
determined. 
An engineering approach to the standardization problem was described by 
Adhihetty et al^. While the previous methods focused on modifying calibration models or 
spectra, Adhihetty proposed that relevant instrument parameters should be identified and 
controlled before any mathematical adjustments are made. Through sensitivity analysis, 
the authors identified detector nonlinearity, frequency accuracy, incident angle, and 
variations in sample chamber purge as important parameters in achieving transferability 
between Nicolet Fourier Transform Infrared Spectroscopy (FTIR) instruments. These 
results were further confirmed by the high transferability precision ofBruker FTNIR 
instruments with precisely manufactured key components (light source, detector, fiber 
optics probe, mirror, laser, etc.)^. 
All of the standardization work assumes compensation of slave instruments against 
a single master. It appears, therefore, that the selection of the master unit should be equally 
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important in achieving successful standardization as the selection of the standardization 
technique. Selection of the master unit, with its corresponding impact on calibration 
coefficients, is therefore potentially important in the overall process of operating multiple 
unit networks. A procedure for master selection was designed and implemented in this 
work. 
Selection of the standardization technique is important. Comparative studies'" " 
favor, different techniques. In many situations selection differs with different measured 
product as well as with the instrument. Products easy to measure on precisely 
manufactured instruments allow a higher degree of accuracy and a more precise 
standardization technique could be applied. Products with high variability measured on 
inexpensive generic instruments will have to be standardized using methods that are 
insensitive to the potential product or instrument variations. The second part of this work 
dealt with the design of an alternative standardization technique as compared with the 
currently used methods. 
The results of Adhihetty and Wang suggest not only good transferability across NIR 
instruments of the same brand but also a good potential for between-brands transferability, 
due to good predictability of instrument behavior. This research defined more fully the 
engineering parameters that influence transferability results in NIRS. 
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Objectives 
1. Design and evaluate a master selection method using tilting filter near-infrared 
transmittance instruments. 
2. Design and evaluate a new standardization method that would support spectrally 
selected master units. 
3. Identify engineering parameters affecting standardization of near-infrared transmittance 
analyzers. 
4. Develop a software application that can be used to evaluate standardization alternatives. 
Materials and mettiods 
General description 
Three sets of samples were used in this study. The first set, named the 
standardization set, was used to select master units from all involved instruments and to 
calculate standardization coefficients. The second "validation" set validated master 
selection as well as how well the standardization coefficients compensated for master slave 
differences. The third sample set was named the calibration set. This set used barley 
samples of known dry basis protein percentage to establish calibration on the selected 
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master unit. Standardization and validation sets were run on all instruments during the 
time period from March 1994 to October 1995. Instruments used in this study were 
manufactured during the same period. Observed engineering parameters were obtained 
from the validation data set binary files. 
Samples 
The spectra of the 12 standardization samples were collected on 285 Foss 
Grainspec instruments, manufactured by Foss Electric Development, UK. The 
standardization samples (GrainBloc) were wheat (5) and barley (7) samples embedded in 
resin'", a treatment shown to preserve spectral characteristics over long periods. The effect 
of standardization was then evaluated on the independent loose grain validation sample set. 
The validation sample set included the spectra of 42 barley samples with known reference 
dry basis protein values as determined by Kjeldhal'^ reference method. 
Another set of 105 barley samples with known dry basis protein chemistry was 
scanned on two selected master units. This set in combination with the validation set of a 
particular master unit, was used to calculate protein calibration equations. 
The standardization and validation samples were also run on a single instrument 
over the time period in which the spectra from the remaining 285 instruments were 
collected. 
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Instruments 
The 285 Grainspec instruments used in this study were manufactured by Foss 
Electric Development, UK between March 1994 and October 1995. Grainspec instruments 
have 11 fixed filters on the filter wheel. The filter wheel can tilt to three positions, 
changing the angle of incident light, which generates a 33 wavelength spectrum from 850-
1050 nm. 
Instrument engineering parameters 
Instrument filter characteristics were obtained using a Monolight'"* optical analyzer 
before the instruments were assembled. The remaining engineering parameters that were 
available from the instruments binary files were measured during the factory data 
collection process: 
• gains: preamplifier and amplifier in between measurements to scan the reference 
air and during measurements when the sample was inserted in the measuring 
chamber 
• filter parameters: central wavelength, area, half bandwidth, average, average 
deviation, standard deviation, variance, skewness, kurtosis 
• temperatures: detector in between measurements and during measurements, filter 
wheel between measurements and during measurements, sample, and ambient 
• voltages: detector voltages between measurements and during measurements 
• identification number of instrument optic unit 
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The preamplifier gain, amplifier gain, temperamres and instrument optic ID's were taken 
from the binary files generated by the instrument during the scan collection of the 
standardization and validation sample sets. Filter optical characteristics were tested with 
the Monolight optical analyzer, which has a wavelength resolution of 0.25 nm. Each filter 
was measured by this analyzer before instrument assembly , and optical responses from the 
filters were recorded. 
Data analysis 
Spectral data [log (l/T) where T is transmittance] were stored in the binary files 
along with the engineering parameters. Three subsamples were recorded withGrainBloc 
samples and six subsamples were recorded with grain samples. Subsample data were 
always averaged for the analysis. No data pretreatment was used. 
Master selection 
Master instrument selection was evaluated with Mahalanobis distances calculated 
from the GrainBloc abscrbance data. The singular value decomposition was used to 
compute the eigenvalues and the principle components'^. The sample loadings were 
calculated using multiplication of principal component scores associated with the largest 
eigenvalues. Mahalanobis distances (H) over all measured instruments for each sample of 
the standardization sample set were computed on the sample loadings. H represents the 
distance from the centroid of sample loadings distribution. For each instrument, average 
and standard deviation of H across all 12 standardization samples was calculated. The ISI 
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Software'® was used to calculate sample loadings and Mahalanobis distances. An 
instrument belonging to the category of instruments with the smallest average and smallest 
standard deviation was selected as a best master instrument. An instrument with a largest 
average H and large standard deviation of H was selected as a worst master unit. Standard 
deviation was used in the evaluation to identify outlier instruments. These two instruments 
were used to compare standardization techniques and data pretreatments on the basis of 
spectral accuracy and the accuracy of prediction on a barley protein calibration. 
Standardization technique 
Spectral data were pretreated using centralization. Centralization effectively 
removes overall systematic bias from spectral data by calculadng the average of the spectra 
for each particular sample and subtracting the average from the absorbance at each 
wavelength. This procedure is similar but not identical to the 3-D normalization method"^ 
currently used by the manufacturer of these instruments. 3-D normalization was 
introduced at the beginning of manufacturing when instruments had large differences 
between different tilting positions, as well as large variability at the first and last filters. 
Averaging log(l/T) was therefore done separately for each posidon of the tilting wheel. 
First and last wavelength was always voided from the calculation due to the large 
variability of the filters at the first and the last position. Normalization then consisted of 
dividing log( l/T) by the appropriate calculated average. 
Two potential standardization methods were used to compensate for master slave 
optical differences. These methods were applied to the raw absorbance values (log l/T, 
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where T is transmittance) and to the centralized absorbance values. A linear regression 
method was used to calculate 33 optical slope and bias coefficients for each wavelength, 
based on the scans collected on the standardization (GrainBloc) sample set. Slopes were 
accepted only when a t-test (P=0.05) was significant. Otherwise the slope term was set at 
1.0. This method is currently used by Iowa State University to standardize Grainspec units. 
The second method that was used in this study was a modification of the Wiener filter 
method'^. From the Wiener filter theory, the optimal weights for a linear filter are given 
by: 
Equation 1 
w; = /?'p. 
where: 
w,- - vector defining optimal filter weights for i-th sample. 
R - autocorrelation matrix of the slave spectra. 
p,- - crosscorrelation vector between the master and slave spectra for for /-th 
sample. 
Autocorrelation and crosscorrelation vectors were computed using the Fast Fourier 
Transform Algorithm'^. Matrix inversion was performed using the singular value 
decomposition algorithm'^. Prediction of an unknown sample from the set of weights 
derived for each sample of the standardization set requires two steps. The first step 
computed the Euclidian distance between the spectra of the sample to be predicted and the 
set of standardization samples for each wavelength of NIR spectra. Then the weight vector 
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/, belonging to the standardization sample with minimal average Euclidian distance to the 
unknown sample, was used in the standardization of the unknown sample. Prediction was 
calculated based on the following equation: 
Equation 2 
For efficiency, calculations were done in the Fourier domain. 
The two standardization methods were evaluated by calculating RMSE (root mean 
square error) of absorbance values (selected master vs. slaves), and by calculating SEP 
(standard error of performance) on calculated protein values. Absorbance RMSE for l-t/i 
instrument was calculated using; 
Equation 3 
s,(n) = S W;S,'(n-y") 
1=0 
where: 
Si compensated vector for slave i-th sample. 
slave - uncompensated i-th sample. 
weight vector for j-th wavelength. 
M N 
RMSE 
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where: 
maji.saji master, slave absorbance value for i-th sample, y-r/z wavelength and 
l-th instrument. 
N - number of samples. 
M - number of wavelengths. 
RMSE across all samples and instruments for j-th wavelength was calculated: 
Equation 4 
where: 
maji,saji 
N 
L 
RMSE/wav) = '^ 
L N 
/=! 1=1 
LN 
master, slave absorbance value for i-th sample, l-th instrument and 
j-th wavelength. 
number of samples. 
number of instruments. 
Protein calibration transferability for l-th instruments was evaluated using standard 
error of performance (SEP): 
Equation 5 
y  (mp„ -sp , , ) -
SEP, = 
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where: 
mpi, spi - master, slave protein prediction for i-th sample and l-th instrument. 
N - number of samples. 
The barley protein calibration was generated using Partial Least Squares (PLS) 
method with Unscrambler 6.1 la'^. The data from the set of 105 barley samples was 
combined with the master validation samples (n=42) to derive separate calibrations for the 
two master units. Reference protein content was determined using the Kjeldahl wet 
chemistry method converted to the dry basis by Foss Elecuic Development, Canada. Cross 
validation was used to validate calibrations. 
Eneineerins parameters 
The influence of instrument parameters on the instrument optical differences was 
evaluated using Analysis of Variance (ANOVA) on data from the 42-sample barley 
validation set. This set contained real grain samples and was larger than the 
standardization set. ANOVA was calculated for each engineering parameter for each 
wavelength. P-values and mean squares for each parameter at each wavelength were 
obtained separately with 22,1 degrees of freedom for effects. ANOVA calculations were 
performed twice for two selections of the master unit. No data pretreatment was applied on 
absorbance data. 
Filter optical characteristics were recorded in the binary file when scanned on 
Monolight instrument. The optical characteristics were represented by 1200 optical 
response points over the wavelength range from 800 - 1200 nm. To reduce this 
information, filter optical response was mathematically estimated using nine criteria: 
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central wavelength, filter characteristic area, bandwidth, average response, average 
deviation, standard deviation, variance, skewness, and kurtosis. The central wavelength 
was calculated as a wavelength located in the middle of the half intensity bandwidth. The 
filter area was calculated using integration of the section under the filter optical response 
curve. The average response, deviation, standard deviation, variance, skewness, and 
kurtosis were calculated using the "moment" routine described in Numerical Recipes in 
C'^ 
The spectral and measured parameter differences between the selected master 
instrument and the rest of the instruments for all validation samples were combined and 
sorted by filter position to evaluate the effect of engineering parameters on master-slave 
optical differences for each wavelength. 
Standardization and diasnostic software 
The majority of the data preparations, calculations, and implementation of the 
standardization methods were done in C-H- using Borland OWL libraries'". A stand-alone 
Windows 95/NT software program was written to simulate standardization techniques, 
calculate evaluation parameters, and display engineering parameters as well as calculated 
results. A user-friendly interface, with menus and dialog boxes, allows users to select 
standardization techniques with the option of spectral centralization. A graphical display 
was implemented using libraries from GigaSoft^'. Standardization performance could be 
calculated on individual instruments as well as for the whole population of instruments 
using criteria described in equations 3,4, and 5. Because a multiple document interface'" 
(MDF) programming technique was used in this software design, it was possible to obser\'e 
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master slave differences simultaneously on spectral values and on the selected measured 
engineering parameters. This software was also used to pre-process data for ANOVA 
analysis, by iterative search for required parameters from the instrument binary files with 
conversion to text files. 
Results and discussion 
Master selection 
The master instrument selection using average and standard deviation of the 
Mahalanobis distances from the population of 285 instruments is shown in Figure 1. 
Master instruments from the top and from the bottom of this rank were selected. 
The instrument 170-7605 was chosen from the top 15 instruments with the smallest 
average and standard deviation of Mahalanobis distances over all standardization samples. 
The instrument 191-7973 was chosen as an instrument that scored poorly on both 
Mahalanobis distance evaluations. 
Table 1 displays the impact of the master selection and optical standardization 
method on master-slave absorbance differences across wavelengths as represented by the 
RMSE. RMSE value was calculated for each instrument using the standardization and 
diagnostic software based on Equation 3. The average and standard deviation of RMSE 
was then calculated for all 284 instruments, after one instrument was selected as a master 
unit. Both standardization methods gave similar results on non-centralized and centralized 
data. The impact of master selection was large in all cases, except for linear regression 
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standardization using non-centralized data. In this case, the average RMSE of the poor 
master unit gave slightly better results than the RMSE for the good master unit. However, 
standard deviation was better with the good master unit. 
Figure 2 shows the importance of the master selection by comparing the RMSE 
calculated against two master units, using spectral centralization and linear regression as a 
standardization technique. The average RMSE value (for all 284 units) for each 
wavelength, as calculated using Equation 4, is shown in Figures 3 and 4. 
The effect of master selection as well as the influence of standardization methods 
and spectrum centralization was tested on barley protein predictions. A barley protein (dry 
basis) calibration was derived for both of the selected master units using the combined 
calibration set and the validation for that particular master unit. Centralized and non 
centralized absorbances were used. Table 2 shows the calibration and different validation 
statistics. Table 3 shows results of the calibration transfer evaluated by SEP on two 
standardization methods with two different master units. Figure 5 displays calibration b-
coefficients generated for the two master units and data pretreatment operations. The SEP 
was calculated using Equation 5 for each instrument. Average and standard deviation for 
all observed instruments were calculated. Only the 95% (270) of instruments with smallest 
SEP were included in these statistics. The remaining 5% were eliminated as outliers to be 
able to distinguish clearly between the results from different standardization methods. The 
results of SEP evaluation for each individual instrument using different standardization 
technique and data pretreatment are shown on appendix Figures AI-A8. While the effect 
of master selection on non centralized data was similar to the effect observed on RMSE. 
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results on centralized data were different. In this case, while both of the standardization 
methods gave smaller average SEP for good master unit, standard deviation of SEP was 
larger when this unit was selected as a master. 
The impact of master unit selection was significant. In most cases, choosing a 
master unit appeared to have higher influence than choosing a different standardization 
method or not choosing to standardize at all. From Table 2 it could be seen that the 
average RMSE values for non standardized and standardized spectra for the good master 
unit are very similar. This was true for RMSE evaluation using centralized and non 
centralized spectra as well as for SEP evaluation on non centralized spectra. Once the 
spectra were centralized, the SEP for the good master unit was less consistent than the SEP 
for the poor master unit. This is probably because centralization alone eliminates most of 
the spectral differences. 
The application of well-designed calibration coefficients (Figure 5) on centralized 
data thus makes master-slave differences less important than if the spectra contained large 
biases. Well designed coefficients are equally spread around the horizontal axis and should 
sum to a value around zero. This gives good robustness to the calibration by eliminating 
the situation of accidental outlier spectra being multiplied by large coefficients to 
producing erroneous results. Centralization reduces the size of the absorbance values 
making calibration coefficients less influential in the case of accidental outliers. 
Furthermore, centralization spread the RMSE evenly across wavelengths (Figure 4), 
allowing for only little impact of the calibration coefficients. The largest values of RMSE 
are around the lower and upper parts of instrument spectra (Figure 4). These are the areas 
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with the smallest calibration coefficients, which reduces the absorbance-calibration 
coefficient product at more variable - lower and upper parts of the spectra. In the case of 
non centralized spectra, RMSE (Figure 3) across wavelengths was substantially less evenly 
distributed, with obviously larger values. This conclusion reveals that data pretreatment is 
an important factor of successful standardization although it was only marginally studied in 
this work. 
Standardization tecimique 
The effect of standardization method on transferability of spectra as well as protein 
calibration transfer could be seen in both Tables 1 and 3. 
The Wiener filter method was more sensitive to master selection than the linear 
regression method. This was because the success in the Wiener filter method depends on 
being able to identify a standardization sample that most closely resembles the unknown 
validation sample. The higher the Euclidian distance from the closest candidate, the larger 
the potential of getting an erroneous standardization. This method is more likely to give 
better results when the master instrument lies in the center of the spectral pool of 
instruments. For the above reason, this method would be more sensitive to the selection of 
the standardization samples. 
The Wiener filter method improved transferability results. This was apparent from 
the evaluation by optical RMSE as well as from the evaluation using protein predictions. 
While the RMSE improvement from the Wiener filter method on non centralized spectra 
was small (Table I), the RMSE improvement with centralized spectra and SEP 
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improvement on protein predictions was evident. This could be seen from Tables 1 and 3 
and from Figure 2. The appendix figures show detailed distribution of SEP for all selected 
instruments. 
The currendy used linear regression method also improved the optical RMSE only 
slightly, but the improvement on SEP was very evident (Table 3). Both average and SD of 
SEP indicated that the linear regression standardization is a valid method for improving 
instrument transferability. 
While both methods were almost identical using RMSE evaluation, the linear 
regression outperformed the Wiener filter method on protein predictions. The overall 
influence of the standardization using non centralized spectra was minimal. There is even 
a slight degradation of average RMSE value and a large degradation of SD of ElMSE for 
the worst master unit due to the standardization, resulting most probably from large 
instrument outliers and large master-slave spectral bias. Large spectral biases were 
eliminated by centralization, and thus the effect of standardization is more evident, 
especially when a poor instrument is the master. 
RMSE evaluation showed substantial sensitivity to the spectral pretreatment. 
Centralization dramatically improved the RMSE for both of the methods. This could be 
explained by understanding the effect of centralization on NIR spectra. Centralization 
effectively eliminates baseline shift. This is in essence the main difference between spectra 
of the same sample generated on two different instruments. Subtracting the average of the 
spectra eliminates systematic bias and leaves only the necessary optical characteristic of the 
sample. Centralization proved to be ineffective with the linear regression method using the 
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best master unit as evaluated by SEP of protein predictions. The effect of centralization 
using the Wiener filter method with the best as well as the worst master unit was quite 
evident. This could be because of higher sensitivity of the Wiener filter method to 
potential outliers. The Wiener filter method calculates 33 weights, application of which 
depends on how close the unknown validation sample is to the standardization sample used 
to generate the weights. If there is a close fit between the unknown and known sample, the 
weights are more likely to bring the slave spectra closer to the master spectra. However, 
when the unknown spectra is distant to the known spectra, this standardization is more 
likely to generate outliers. The potential improvement of this method could be in using 
interpolated weights, the value of which reflects the distance between known and unknown 
spectrum. 
Engineering parameters 
The influence of engineering parameters is summarized in Table 4. Mean squares, 
as generated by ANOVA, of all statistically significant (P < 0.005) physical and optical 
parameters were grouped into three categories based on their mean square values. P values 
for two selections of master units are summarized in Table 5. Parameters with mean 
squares larger than 1 on at least 50% of the wavelengths were considered as having high 
importance on master-slave differences. Parameters for which the mean squares on at least 
50% of their 33 wavelengths were larger than 0.1 but less than 1.0 were considered as 
having medium influence. All remaining statistically significant parameters were 
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considered as low influence. Graphs of the mean squares for engineering parameters by 
master units are shown in Figures 6 through 14. 
Filter response characteristics showed impact on the instrument differences. 
Among the nine calculated representations of filter response, only the filter area and the 
bandwidth showed significant impact. The remaining parameters are either representations 
of a single point measurement or their calculation involves computing higher moments 
which are generally less stable. The filter area shown in Figure 6 appears to be more 
important on the first three wavelengths than the remaining wavelengths. This could be 
caused either by traditionally lower precision of the first filter or by the fact that the 
measurement of the first filter is always less precise. The measuring Monolight instrument 
cuts off the response at lower wavelengths, storing only incomplete filter characteristics. 
The importance of the filter bandwidth was higher at the first third of the wavelength range 
(Figure 7). Both of the observed filter parameters showed almost identical magnitude of 
their mean squares, indicating that the influence of the filter characteristics on master-slave 
differences is master independent. These two characteristics also suggest that greater 
improvement in instrument transferability could be achieved by improving precision of the 
first four filters (12 wavelengths) than by improving the remaining filters. 
Zero detector temperature, as seen in Figure 8, showed medium impact on the 
master-slave differences in the central region of the wavelength range. As before, selection 
of the master unit showed only negligible impact on the distribution and the magnitude of 
the zero detector temperature mean squares. 
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Figure 9 shows the zero Filter wheel temperature. This parameter appears to have 
greater impact on master-slave differences when the best unit was selected as the master 
unit. 
Medium impact of the sample temperature could be observed from Figure 10. The 
shapes of the sample temperature mean square distributions are different for the two 
selected master units, which was expected since the samples used in this study were under 
different physical conditions when run on these two master units. 
As could be seen from the Figure 11, sample gain had higher impact on master-
slave differences when the poor master unit was used in the analyses. Distribution of the 
mean squares for both master units was also different. 
The distribution and magnitude of zero gain mean square (Figure 12) for both of the 
master units were very similar. Master-slave differences are more influenced by zero gain 
settings at the higher wavelengths. 
The influence of the optics (Figure 13) on master-slave differences was the highest 
at mid spectra. Both master units showed similar impact, suggesting uniformity of master-
slave differences for different master unit selections. 
Preamplifier settings had the largest impact as could be seen from Figure 14. While 
the magnitude of the gain mean square varied between these two instruments, the shape of 
the distribution remained constant for both of the master units. In addition, the mean 
squares for every third wavelength were smaller than the mean squares for the remaining 
wavelength positions. This is the position where the angle of the tilting wheel is the largest 
33 
and generates the smallest signal, the amplimde of which is usually more uniform than the 
straight filter position or when the filter has only medium tilt. 
Standardization and diagnostic software 
A windows 95/NT software program was generated to implement most of the 
calculations involved in this study, as well as to display and diagnose physical parameters, 
standardization performance, and time invariability. The software was designed using 
Borland C++ OWL libraries, and utilized MDI, flexible tool bar, custom designed buttons, 
and many other Windows features. Figure 15 displays the dialog box for ANOVA data 
preparation. This software was set up for a flexible choice of master unit from the set of all 
measured instruments and thus generate ANOVA statistics for different choices of master 
units. Three samples with high, medium and low absorbances are plotted against time on 
Figure 16. The software automatically calculates average absorbance over all measured 
instruments and samples at a particular wavelength. Software features allow user to scan 
through 33 wavelengths using arrow keys or mouse buttons. Text in the upper left comer 
indicates optical density and time during which the sample was scanned. Figure 17 
displays the engineering parameters dialog box from which the user can select from six 
different engineering parameters that could be observed for each sample. Engineering 
parameters for samples from both the standardization and validation sets could be 
observed. Scanning through the samples is possible by using mouse buttons or arrow keys. 
The standardization dialog box is shown in Figure 18. The user could choose any 
combination of master - slave instruments. Calculated output could be either RMSE or 
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SEP for a single master-slave combination or for a complete combination of all slave units 
against the selected master unit. Figure 19 shows computer screen snapshots of graphs of 
selected engineering parameters as well as the standardized absorbances for a selected 
master-slave combination. This is a valuable diagnostic option that allows users to trace 
master-slave differences back to the instrument engineering parameters. 
This software allows calculation of standardization coefficients by different 
standardization methods as well as a visual comparison of the standardization and 
engineering parameter influences. The majority of the data preparation for statistical 
analysis was done using this software. Both of the standardization and data pretreatment 
methods were implemented in here. Standardization evaluation could be calculated and 
displayed using ElMSE and SEP for a single standardization - data pretreatment method as 
well as for a combination of these methods. Master instrument could be selected from the 
dialog box. Simulation of standardization performance could be done either using a single 
master-slave combination or by selecting single a master unit and standardizing all the 
remaining instruments against this unit. 
After performing standardization simulations, it is possible to diagnose potential 
problems or places of interest by viewing graphs of engineering parameters, the position of 
the particular sample over a long time range, or sample performance on different 
instruments. This feature adds quality control for the manufacturer, who can identify 
potential hardware problems or sample deterioration. Software internal setup and a good 
user-friendly interface allows for flexible selection of master and slave units. Since the list 
of the input instruments is a text file, it is easy to modify the input set of instruments by 
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deleting or adding to the list. Input files are read directly from the binary format, allowing 
for immediate installation on the manufacturing side. The majority of the software features 
are adjustable, allowing for quick conversion to the different type of input files generated 
from different instruments. The number of input samples, subsamples, and input 
directories could be adjusted trough changing the input text file, allowing for flexibility 
without reprogramming. 
Conclusions 
This study focused on three major aspects of standardization of NIR instruments; 
selection of the master unit 
standardization method 
engineering parameters influence on master-slave differences 
These three parameters were identified as the key components that generate instrument to 
instrument differences. 
Master selection 
This study revealed significant impact of master unit selection on spectral as well as 
calibration transfer. The proposed master selection method correctly identified instruments 
that improved standardization performance. Selection of the good master unit had higher 
influence than choosing a different standardization method or not choosing to standardize 
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at all. The conflicting results obtained on centralized data using SEP evaluation were 
largely due to the insufficient calibration robustness. 
Standardization technique 
While the Wiener filter method improved transferability, the currently used linear 
regression proved to be the best standardization technique for spectral as well as the protein 
calibration transferability. The Wiener filter method was more sensitive to the master 
selection than linear regression method. This was especially evident from observing 
average SEP on non centralized data, where the selection of a good master gave more than 
100% improvement. While centralization showed large improvement of RMSE (Table I). 
SEP improvement was not consistent. Centralization improved SEP only when the 
standardization was applied using the poor master unit (Table 3). 
Engineering parameters 
The third part of this study identified three groups of engineering parameters 
influencing master slave differences. 
Three groups of engineering parameters were identified based on their influence on 
master-slave differences. Preamplifier settings had highest influence, indicating area of 
potential improvement for the designers and manufacturers. Among medium influence 
parameters were filter area and bandwidth, detector, idle filter wheel and sample 
temperatures, amplifier gain settings and the influence of optics. Influence of the 
engineering parameters was not identical for both of the selected master units. 
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Standardization and diagnostic software 
A windows 95/NT software program proved to be not only scientific tool but also a 
good diagnostic mean for the manufacturer that could be used to identify outlier 
instruments as well as instrument components. 
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Figure 2. Comparison of standardization performance using linear regression with the good (LRC7605) and the poor 
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standardization and linear regression method was used. 
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standardization and linear regression method was used. 
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Figure 5. Calibration b-coefficients for two different master units using centralized and non centralized absorbances. 
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iiliit 
• 2E_DET_T-7605 
• ZE_DET_T-7973 
* - O U ) r ^ O i * - C O U > N O > T - t « > l f t N . O ) r -r - ^ r - r - r - C J C N J C J C M C V J C O  
Wavelength [N] 
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Figure 9. Zero filter wheel temperature mean square for the master-slave differences using two master units (7605 
good and 7973 poor). 
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Figure 10. Sample temperature mean square for the master-slave differences using two master units (7605 good and 
7973 poor). 
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Figure 11. Sample gain mean square for the master-slave differences using two master units (7605 good and 7973 poor). 
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Figure 12. Zero gain mean square for the master-slave differences using two master units (7605 good and 7973 poor). 
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Figure 13. Optics ID mean square for the master-slave differences using two master units (7605 good and 7973 poor). 
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Figure 14. PreAmp gam mean square for the master-slave differences using two master units (7605 good and 7973 poor). 
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Figure 15. Analysis of variance dialog box allowing flexible master unit selection as well as choice between different 
input data sets. 
Figure 16. Sample graph displaying three samples with high, medium, and low absorbances as observed over period of 
time. 
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Figure 17. Dialog box from which the user can select and display different engineering paranieters. 
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Figure 18. Standardization dialog box from which the user can choose master-slave combination and type of 
standardization to be used. 
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Figure 19. Standardization and diagnostic software - sample snapshot of the computer screen displaying instrument 
physical parameters as well as NIR spectra. 
58 
Table 1. Root mean square error calculated on absorbance values using different 
standardization techniques and two different master units. 
Standardization Method Master 170-7605'*' Master 191-7973"' 
Avg 
RMSE'> 
Std 
RMSE'^' 
Avg 
RMSE"' 
Std 
RMSE'" 
No Std no centralization 5.57e-3 1.33e-3 6.19e-3 1.41e-3 
Wiener Filter no centralization 5.81e-3 1.40e-3 6.26e-3 1.67e-3 
Linear Reg. no centralization 5.74e-3 1.37e-3 5.66e-3 1.58e-3 
No Std with centralization 1.09e-3 3.33e-4 3.10e-3 6.43e-4 
Wiener Filter with centralization I.Ole-3 2.66e-4 1.89e-3 3.72e-4 
Linear Reg. with centralization 8.89-4 2.33-4 1.42e-3 3.43e-4 
Master 170-7605 selected as the good master unit. 
''' Master 191-7973 selected as the poor master unit. 
Average Root Mean Square Error of slaves absorbances relative to master. 
Standard deviation of Root Mean Square Errors. 
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Table 2. Calibration and validation statistics derived on two master units using non 
centralized and centralized absorbance values. 
Master Unit 170-7605=" Master Unit 191-7973"' 
Statistics Standardization Validation Standardization Validation 
n 147 147 147 147 
Average 11.9 11.9 11.9 11.9 
Range 8.0-15.3 8.0-15.3 8.0-15.3 8.0-15.3 
Non-Centralized Absor jances 
Factors 9 9 11 11 
Bias 0.0 0.0 0.0 0.0 
Slope 1.00 1.00 1.00 1.00 
0.97 0.96 0.98 0.97 
SEC" I SEP''' 0.39 0.43 0.31 0.38 
Centralized Absorbances 
Factors 8 8 8 8 
Bias 0.0 0.0 0.0 0.0 
Slope 1.00 1.00 1.00 1.00 
R- 0.97 0.96 0-96 0.96 
SEC' / SEP"' 0.40 0.43 0.41 0.45 
Master 170-7605 selected as the best master unit. 
Master 191-7973 selected as the worst master unit. 
Standard Error of Calibration. 
Standard Error of Prediction. 
1 
i 
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Table 3. Comparison of SEP calculated for 270 slave units standardized using 
two different techniques against different master units. 
Standardization Method Master 170-7605='' Master 191-7973"' 
Avg SEP'^' 
[% Prot] 
Std SEP''' 
[% Prot] 
Avg SEP*^' 
[% Prot] 
Std SEP"' 
[% Prot] 
No Std no centralization 1.541 0.801 1.470 0.708 
Wiener Filter no centralization 0.857 0.413 2.004 0.738 
Linear Reg no centralization 0.566 0.264 0.940 0.399 
No Std with centralization 1.454 0.766 1.414 0.685 
Wiener Filter with centralization 1.209 0.513 1.213 0.339 
Linear Reg with centralization 0.588 0.278 0.603 0.205 
Master 170-7605 selected as the good master unit. 
Master 191-7973 selected as the poor master unit. 
Average SEP calculated using protein predictions. 
Standard deviation of SEP calculated using protein predictions. 
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Table 4. Influence of instrument physical parameters on the master-slave differences. 
Influence 170-7605=" 191-7973"' 
High Preamplifier gain setting Preamplifier gain setting 
Medium Filter area and bandwidth. Filter area and bandwidth. 
Detector temperature in between Detector temperature in between 
measurements. measurements. 
Idle filter wheel temperature. Identification number of internal 
Sample temperature. optics. 
Identification number of internal Amplifier gain during operation. 
optics. Amplifier gain during idle - no sample 
Amplifier gain during idle - no operation 
sample operation 
Low Filter average response. Filter average response. 
Filter average deviation, standard Filter average deviation, standard 
deviation, variance, skewness and deviation, variance, skewness and 
kurtosis. kurtosis. 
Detector voltage during idle operation Detector voltage during idle operation. 
and during operation. and during operation. 
Detector temperature during Detector temperature during operation. 
operation. Filter wheel temperamre during idle 
Filter wheel temperamre during idle operation, and during operation 
operation. Sample temperature. 
Ambient temperature. Ambient temperature. 
Detector gain. 
Master 170-7605 selected as the best master unit. 
Master 191-7973 selected as the worst master unit. 
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Table 5. Pr > F from Anova used to identify important engineering parameters 
Master 
Unit 
FUter 
osition 
Filter 
Area 
I 
0.0001 
m 
0.0001 
ik 
0.0001 
1 
O.OQOl 
SwQwP 
0.0001 
Filter Samp 
Temo"^ 
0.0001 0.0001 0.0001 0.1489 0.0001 0.1098 
0.0001 
>i<nr 
0.0001 0.4841 0.0001 
I 
0.0001 
w 
0.0001 
0.0001 
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m 
O.OOOl 
0.0001 
N 
0,0001 
0.0001 
0.0001 0,0349 
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0*00011: 
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0.0414 
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0.0148 0.5301 0.0001 
o:oooi 
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M 
0.0001 
0.0001 0.0004 0.4767 
0.0039 0.0001 0.0001 
H 
0.0005 
0.2155 0.0001 
0.0001 0.0001 0.2483 0.0001 0.0001 0.0001 
Filter bandwidth. 
Zero detector temperature. 
Zero filter wheel temperature. 
Sample temperature. 
Detector gain during sample measurement. 
Detector gain during reference air measurement. 
Optics identification number. 
Preamplifier gain. 
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Table 5. (continued) 
Master 
Unit 
Filter 
BW"^ 
Filter 
osition 
Filter 
Area 
0.0001 0.0001 
0.0001 0.0001 
0.0001 0.0001 
0.0001 0.0001 
0.0040 
Hi 
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b.oool 
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Table 5. (continued) 
fUter 
osition 
Filter 
BW"> 
Master 
Unit 
0.0001 0.1279 0.0001 
0.0001 0.0001 0.0001 
o;oooi 0.0003 0.0001 
0.0001 0.0001 0.0001 
i/L 
o.odol 
0.0001 
o.dbol 
0.0020 
B 
0.0001 
0.0001 
0.0001 0.0180 
0.8341 O.OQOl 
0,0001 0.0001 0.1476 
0.0020 
0.0004 
0.0001 0.0129 
0.0001 0.3018 
0.0008 0.0001 0.0001 
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Samp 
Temr''^ 
Samp 
0.0001 
0.0001 
0.0001 
0.0001 
0.0001 
0.0001 
0.0001 
0.0001 
'o;oooi 00001 
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j)ff0l 
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gooor 
0.^1 
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m 
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o.opoi 
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SlOQQK M 
OiOQOt 
O.OOQl; ?AO;oqoj'^ 
0.0001 0,0001 
0.0001 0.0001 0.0001 
0.0001 0.0001 RIN 0.0001 
0.0001 
i>5j3iv.vvi! 
0.0001 0.0001 0.0001 
0,0001 
00001 
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GENERAL CONCLUSIONS 
Master selection is an important part of the standardization procedure. This is 
becoming increasingly important especially now, in the time of rapid NIR network growth. 
An NIR network is comprised of a large number of instruments that must be standardized 
against a single reference. The proposed master selection method could not only improve 
overall calibration transfer but also detect instrument outliers and thus further increase the 
quality of measurements. 
The currendy used linear regression is a vital part of spectra and calibration 
transferability. The Wiener filter method improved transferability but did not outperform 
the linear regression method. The Wiener filter method is known for its good coefficients 
assessment, which makes it a good method for stable conditions with little variability. 
Potential improvement against large variability in agricultural products lies in adjusting 
standardization coefficients to the distance of how far the unknown (to be compensated) 
spectra is from the known spectra. The effort involved in converting this method to the 
multivariate standardization could lead to decreased RMSE across wavelengths and thus 
make this method more calibration insensitive. 
From a manufacturing standpoint, engineering parameters could be the best way to 
improve instrument transferability without including chemometrics. This study showed 
that the major impact lies on preamplifier. Since the role of the preamplifier is to amplify 
the signal from the detector, it is important to amplify this signal with the same gain 
setting. Further signal amplification could be done using an internal amplifier with several 
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gain settings. This study also identified other engineering parameters that could improve 
transferability between instruments. 
The designed standardization and diagnostic software proved to be a good scientific 
tool that made possible detailed evaluation of instrument differences as well as the impact 
of different standardization methods. A future version of this software will include larger 
selection of different standardization methods as well as data pretreatment operations. 
From a diagnostic point of view, the outlier limits for various engineering parameters will 
be introduced, thus making rapid on-line diagnostic possible. 
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Figure Al. Comparison of linear regression standardization calculated using best master unit and non standardized 
spectra calculated using best and worst master unit. Evaluation is done on protein SEP calculated for 
each instrument using validation sample set. NIR spectra was not centralized. 
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Figure A2. Comparison of linear regression standardization calculated using worst master unit and non standardized 
spectra calculated using best and worst master unit. Evaluation is done on protein SEP calculated for 
each instrument using validation sample set. NIR spectra was not centralized. 
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Figure A3. Comparison of Wiener filter standardization calculated using best master unit and non standardized 
spectra calculated using best and worst master unit. Evaluation is done on protein SEP calculated for 
each instrument using validation sample set. NIR spectra was not centralized. 
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Figure A4. Comparison of Wiener filter standardization calculated using worst master unit and non standardized 
spectra calculated using best and worst master unit. Evaluation is done on protein SEP calculated for 
each instrument using validation sample set. NIR spectra was not centralized. 
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'igure A5. Comparison of linear regression standardization calculated using best master unit and non standardized 
spectra calculated using best and worst master unit. Evaluation is done on protein SEP calculated for 
each instrument using validation sample set. NIR spectra was centralized. 
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'igure A6. Comparison of linear regression standardization calculated using worst master unit and non standardized 
spectra calculated using best and worst master unit. Evaluation is done on protein SEP calculated for 
each instrument using validation sample set. NIR spectra was centralized. 
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Figure A7. Comparison of Wiener filter standardization calculated using best master unit and non standardized 
spectra calculated using best and worst master unit. Evaluation is done on protein SEP calculated for 
each instrument using validation sample set. NIR spectra was centralized. 
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'igure A8. Comparison of Wiener filter standardization calculated using worst master unit and non standardized 
spectra calculated using best and worst master unit. Evaluation is done on protein SEP calculated for 
each instrument using validation sample set. NIR spectra was centralized. 
