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Abstract
Highly conﬁgurable metamodeling environments and graph transformation techniques have been
applied successfully in software system modeling and other areas. In this paper a uniform treatment
of these two methods is illustrated by a tool called Visual Modeling and Transformation System.
The concepts of an n-layer metamodeling environment is outlined with the related topological and
attribute issues. Built on metamodeling techniques two alternatives for model transformation are
elaborated, namely, the traversal and the graph-rewriting approaches. In our implementation all of
the aforementioned mechanisms use metamodel as a common formalism, which can be considered
as a uniform basis for storing, creating and transforming visual languages. The feasibility of the
approach is illustrated by a transformation which generates C/C++ code from UML statecharts.
Keywords: Metamodeling Environment, Metamodel-based Transformations, Model-Driven
Software Development, Software Engineering Tools
1 Introduction
Visual modeling environments and model transformations are highly researched
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ture [1] issued by OMG. This paper presents the principles of a systematic
metamodel-based approach to modeling environments and model transforma-
tion via a model editor/storage and transformation software package called
Visual Modeling and Transformation System (VMTS). VMTS illustrates an
approach in which model storage and model transformation can be treated uni-
formly and what links them together is the notion of the metamodel. Modeling
environments built on metamodeling are highly conﬁgurable (visual) modeling
tools allowing constraints to be speciﬁed in advance. Model transformations
can be used for model and code generation or modifying models. One of
the most promising directions is to create general transformation systems:
the most used UML processors need to incorporate rich semantic informa-
tion to specify the transformation rules, since currently the standard UML
has semantics in plain English, which cannot be formalized to help the rule
formulation. As it is illustrated in VMTS metamodeling can be the basis of
model transformation methods as well.
The design objectives of VMTS were the following: it is a proof-of-concept
implementation for the uniform approach to metamodel-based storage and
transformation. UML compliance is an important feature to ensure the prac-
tical applicability. Its basic formalism is a labeled directed graph to ease the
creation of the formal background and to directly illustrate the mathemati-
cal results. VMTS applies standard technologies like XML and enforces the
separation of concerns: the presentation, storage and validation modules have
been separated as clearly as possible. VMTS has been implemented in .NET
using C#, but here language and environment independent principles are fo-
cused, only XML support and an object-oriented language are assumed. This
paper is devoted to the concise discussion of concepts without delineating the
implementation details. For additional information (constraint handling, im-
plementation details, comparison to MOF, UML metamodels) please refer to
[2].
2 An n-layer metamodeling environment
Modeling environments have to face the challenge of change (even in standard
UML, e.g. compare UML v1.4 and v2.0) and the varieties of models (UML
sequence diagram, class diagram and feature models). To save development
eﬀorts meeting these requirements, VMTS use metamodels to create a ﬂexible,
visually conﬁgurable modeling environment. Metamodeling is based on the in-
stantiation relationship i.e. the relationship between the UML class diagram
elements and UML object diagram elements. It means that VMTS uses a
simpliﬁed UML class diagram as a metamodel language to deﬁne models (e.g.
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class diagram, state diagram). If the UML class diagram is instantiated there
are three layers involved: the UML object diagram, the UML class diagram
and the metamodel of the UML class diagram. Beside these there are two more
layers in VMTS: the read-only meta-metamodel which speciﬁes the metamod-
eling language and the one in the internal structure (this is a labeled directed
graph). The model storage part of VMTS is called Attributed Graph Archi-
tecture Supporting Inheritance (AGSI). AGSI layers are designed so as every
model can be a metamodel for others, but the ﬁve layers discussed above have
turned out to be enough in practical scenarios. Figure 1 presents the outline
of read-only meta-metamodel (bottommost layer), the statechart metamodel
(middle layer), and an example statechart diagram (topmost layer).
2.1 Topological Considerations
AGSI can handle graphs via three basic constructs: (i) nodes, (ii) directed
edges and (iii) labels assigned to nodes and edges. So far it would be a stor-
age structure for directed labeled graphs, thus metamodeling support needs
to be added. Each node and edge holds a bidirectional connection to other
nodes and edges, respectively: this is the type-instance mapping. These map-
pings must not form a loop so as graphs can be organized into tiers, each of
which corresponds to a modeling layer. Although this structure is capable
of storing model topology, attributes and appearance information in the la-
bels, modern modeling languages and environments (including UML) claim
for additional notions: (i) Models should be traversed via a containment hier-
archy: every node has a unique parent which contains it possibly with several
other elements. Basically this construct is more suitable for easier traver-
sal and better-structured storing, than displaying the model in a tree view.
Consequently this structure is not a concept supporting visual presentation
even if the presentation beneﬁts from it. For containment hierarchies AGSI
maintains a parent-child bidirectional mapping. (ii) Inheritance support (a
directed mapping from the descendants to the ancestors which must not con-
tain loops) is a natural requirement for every modeling system even in the
metamodel levels. (iii) Association classes are unusual constructs, because a
class (association class) is connected to the middle of an edge (association).
Although this arrangement could be resolved by inserting a pseudo-node with
no semantic meaning, but able to be stored in regular graph structure, for
conceptual reasons we decided to add support for this model element as well.
All the aforementioned features have support hard-wired in AGSI. Fur-
thermore, inheritance needs special treatment from the topological angle: de-
scendant types inherit the relationship types from their ancestor types, i.e. in-
stances of the descendant types can be adjacent to the instances of the types
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adjacent to the ancestor type as well. For instance in Figure 1 two Tran-
sitionEndPoints can be connected via Transition links, therefore two States
can also be connected this way. The read-only root metamodel of AGSI is
depicted in Figure 1. SystemNode and SystemRelationship are provided by
AGSI. These are hard-wired constructs corresponding to the node and the
directed edge elements of the labeled directed graph model.
The metamodel speciﬁes an abstract TransitionEndPoint, which is the base
for all elements that can be connected by a directed transition (Synchroniza-
tionBar, State). A State can contain zero or more TransitionEndPoints. On
the topmost layer a simple statechart is depicted, which asks for a two digit
code. There is a 5 second time limit for entering the code, and in case of a
wrong character the device can be cleared to start typing again. On success
the protected door is opened. A more complex case study taken from the
UML 1.5 standard has also been solved, and it is available in [2].
Fig. 1. The metamodel hierarchy of AGSI with a sample statechart diagram
2.2 Attribute Issues
In the labeled directed graph model attributes are stored in the labels. In
AGSI the labels are XML documents, and the attributes are represented in
an XMI-like format. If the attribute data structures are instantiated, there
are two types of attributes: (i) metaattributes, which can be instantiated,
and (ii) attributes residing in metamodel elements, but not appearing in the
instantiated model elements. Typical examples are attributes and methods
in UML classes. Attributes (e.g. x : integer) are instantiated (e.g. x = 10),
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but methods (e.g. f(x : integer) : bool) do not appear in the corresponding
objects. In AGSI the metaattributes are converted to an XSD ﬁle, which is
the schema for the XML ﬁle storing the attributes on the instance level. This
method is quite ﬂexible: adding, removing and changing attributes requires
altering an XML ﬁle which can be processed by tools easily in any modern
programming environment. Figure 2 illustrates the XML documents for the
metastate-state instantiation chain along with the visual presentation.
There are, however, attribute-related issues of the features discussed in the
previous section. The descendants inherit the attributes of the ancestors, thus
the XML ﬁles should be merged along the hierarchy such that the root element
has the lowest priority and the lowest descendant has the highest priority if
an attribute with the same name is speciﬁed in more then one element in
the inheritance hierarchy path. Abstract nodes cannot be instantiated. Since
edges (SystemRelationship) can have attributes as well, AGSI does not need
association classes to specify metaattributes for edges, however this facility
is supported as well. The attributes stored in the edges have higher priority
than the ones residing in the association node when they are merged.
Fig. 2. Attribute instantiation in AGSI for metastate-state
3 Model Transformations
Considering software applications there are two important categories of trans-
forming a labeled directed graph. The simplest and the most universal way
is the traversal approach, the other uses graph rewriting as a transformation
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mechanism. This section introduces these approaches and reveals another as-
pect of the motivation: applying these already invented mathematical results
to create a formal background for metamodel-based transformation methods,
and the extension of the existing results with respect to the presence of the
metamodel as the transformation and the modeling formalism.
Model transformation means converting an input model that is available
at the beginning of the transformation process to an output model. Model
Driven Architecture (MDA) [1] sets out a more restrictive deﬁnition: the
output model should describe the same system as the input model. As VMTS
has been designed to be able to specify more general transformation systems,
not only MDA model compilers, we omit the equivalence caveat of MDA from
our deﬁnition.
3.1 Traversing Model Processors
The simplest method to transform models is to traverse them using a speciﬁc
programming language and changing the appropriate parts of the input models
or producing an output model. Traversing Model Processors (TMP) oﬀering
this approach usually oﬀer ﬁve basic graph operations: (i) create node, (ii)
connect nodes, (iii) delete node, (iv) delete edge and (v) set label. Of course
these operations may vary, but these categories can usually be observed. As far
as model transformations are concerned there are usually speciﬁc parameters
of these operations, e.g. node creation needs type information of the node to
be created and set label usually supports attributes.
The models and their elements in VMTS traversing processors are regular
objects in an object oriented programming language. The creation of a node
having a speciﬁc type is the creation of an object having the corresponding
type; deletion of a node means destroying the related object; the attributes can
be set via member variables named after the corresponding attribute names.
The deletion of an edge means removing a reference from one object to another.
Edge creation can be performed by adding a reference to the target object in
the appropriate array member of the source object, or vice versa as well, if it
is a bidirectional edge.
To generate model processor in an object oriented programming language
two model levels must be considered: (i) the current layer, which we want
to traverse (these will appear in the form of the objects in the programming
language) and (ii) the metamodel layer of the current layer, because that will
provide the class deﬁnitions for the objects. For each metamodel a gener-
ator (TraversingProcessorWizard) automatically creates the framework and
metamodel-speciﬁc code, so as the programmer can traverse the model by the
object container, or by variables (references) named after the name attribute
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of the model element. For instance, if the name of a state is s in the mod-
eling environment, a programming language object is created with the name
s instantiating the State class). Model processing code generators are spe-
cial TMPs, in practice they are used most often. In VMTS the framework
generation for a traversing processor always includes a code generation part:
the metamodel layer is regarded as an UML class diagram, and classes are
generated from it.
3.2 Visual Model Processors
Visual Model Processors (VMP) do not replace TMPs, instead, they provide
a visual alternative way of model transformation. In VMTS VMPs use graph
rewriting as the transformation technique. Basically a graph rewriting system
is a set of rules that transforms a graph instance to another graph. In graph
rewriting there are production rules consisting of the left hand side graph
(LHS) and right hand side graph (RHS). Firing a graph rewriting production
rule consists of three steps: (i) Finding an occurrence of the LHS in the host
graph. This means a subgraph of the host graph that is isomorphic to LHS.
This subgraph is called match.(ii) Remove that nodes and edges from the
redex graph which are in the LHS but not in RHS. (iii) Glue that nodes and
edges to the redex which are in RHS, but not in LHS. This technique has
been used successfully in several transformation systems, some of them are
pointed out in Section 4. In model transformation systems the host graph is
the input model of a transformation step, that (LHS, RHS pairs) consist of
input model elements. VMTS, however, takes a novel approach introduced
in [3], which speciﬁes the rewriting rules (LHS and RHS) in terms of the
metamodel. Consequently, instead of ﬁnding a direct occurrence of LHS, a
part of the input model must be found which instantiates LHS.
In this paper we do not concern the sequencing of the transformation
steps but examine one step. In this simpliﬁed approach we call input model
the model which the rule is applied to, and the output model is the result
of the transformation step. In VMTS LHS and RHS are deﬁned using UML
class diagram syntax. The constructs that make up a metamodel-based LHS
speciﬁcation are inheritance and multiplicity support. Inheritance support is
analogous to the natural type compatibility of OO languages: the derived
class can always be passed where the ancestor class is expected. It means
that a class element in LHS is always matched to its descendant types in
the input model. That enables generalization in the rules as well as abstract
types. Multiplicity support is accomplished by allowing multiplicity values on
the association ends. The most important diﬀerences between the LHS and
a metamodel are the following: (i) LHS is required to be connected (i.e. a
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path must exist from any class to any class ignoring the association types),
(ii) the match found for LHS is maximal in a sense that the actual matched
multiplicity value (the number of links matched to the association) is the
greatest possible value from the speciﬁed multiplicity interval, that do not
contradict to the other part of the match. It is a local construct, so all the
matches in the input model are not found and compared to achieve the greatest
actual multiplicity, it only means that no more links can be added to the match
which is also a match for a particular LHS.
Figure 3 depicts the rule speciﬁcation in AGSI. The rule creates the Code-
DOM tree from statechart diagrams. CodeDOM is an abstract graph-based
code representation, from which .NET framework is able to generate e.g. C++
code automatically. We used the Quantum Framework [4] libraries along with
the generated code to run the state machine. The concept of CodeDOM is
platform independent, a corresponding construct can be for instance the Java
Document Model of the Eclipse JDT Core [5]. After building a metamodel for
CodeDOM, a rewriting rule in Figure 3 is applied exhaustively. The rule takes
a state together with all the states targeted by the outgoing transitions (if any)
and generates the corresponding class declaration, member ﬁelds and methods
with parameters and code parts. In the rules only metamodel elements are
used both from statechart meta and CodeDOM meta, and the instantiations
are found for the LHS and created for RHS.
The semantics for LHS has been described, but processing RHS (ﬁring
the rule), however, is related to the attribute transformation issues: if an
edge in RHS has an exact multiplicity, then the related object must be ﬁlled
with attributes; if the multiplicity value is not determined uniquely (like *),
the number of the created attribute set determines the objects to be created.
The attribute transformation is accomplished by XSLT scripts. LHS elements
can have so-called causality relationships to RHS elements. Causalities can
express the modiﬁcation or removal of an LHS element, and the creation
of an RHS element. Figure 3 shows the causalities for the statechart code
generation. XSLT scripts can access the attributes of the object matched
to LHS elements, and produce a set of attributes for the RHS element the
causality points to. This method was successfully applied in code generation
from state diagrams with VMP, and the idea can be extended easily (even to
a more sophisticated language than XSL) when it is needed. The XSL snippet
in Figure 4 shows how the transformation creates a new method for a state in
Quantum Framework.
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Fig. 3. Rule speciﬁcation in AGSI
Fig. 4. XSL snippet creating new method for a state
4 Related Work
VMTS introduces a new approach unifying the metamodeling environments
and model transformation on a metamodel based common formalism. Since it
is strongly built on the research and experiments included in existing systems
from both individual ﬁelds. Generic Modeling Environment (GME) [6] is a
highly conﬁgurable metamodeling tool supporting two layers: a metamodel
layer and a modeling layer. GME can be used for metamodel editing when
the metamodel is the edited model, and via a traversal processing procedure
(MetaInterpreter) it is converted into a metamodel layer for the model edit-
ing usage. GME interpreters are analogous to TMPs. The model and the
metamodel layer in GME cannot be treated uniformly, as in the two-layered
Universal Data Model (UDM) [7], however, the metamodel and the model
layer are implemented with the same data structure. This concept has been
generalized in VMTS to an n-layer metamodeling environment. Meta-Object
Facility (MOF) [8] deﬁnes a four layered architecture, but modeling environ-
ments are not among the intended usage scenarios, thus guidelines are not pro-
vided for that purpose. NetBeans Metadata Repository (MDR) [9] is a MOF
compliant repository which oﬀers access to the repository via Java Metadata
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Interfaces (JMI) and XMI instead of explicit transformation support. Using
its metamodel-independent reﬂexive API, it is possible to write TMPs. Eclipse
Modeling Framework (EMF) [5] is a modeling environment with TMP support.
There are numerous graph transformation systems, e.g. [10][11][12], VMTS
has been most inﬂuenced by the GReAT model transformation system [13]
(causalities, parameter passing) and PROGRES [14](cardinality assertions).
5 Conclusions
This work has presented a system unifying model storage and transforma-
tion facilities. What brings together these techniques is the metamodel-based
speciﬁcation. The paper has illustrated the feasibility of this systematic and
uniform treatment of the modeling environment and the transformation sys-
tem. The ﬂexibility and the conﬁgurability of the storage system have been
achieved by metamodeling. It has been illustrated that a modeling environ-
ment built on metamodeling techniques needs a few hard-wired constructs:
node, edge, labels (practically in XML format), inheritance, containment hi-
erarchy and association class. The existence of the metamodel has facilitated
mapping the model elements to any object oriented programming language
in case of traversing model processors. Visual processors use metamodel el-
ements in the rule speciﬁcation, ensuring a uniform treatment of powerful
novel constructs and those applied in other transformation systems. Due to
their overlapping, but not equivalent application areas, visual and traversing
model processors should co-exist as appropriate tools for diﬀerent objectives.
It has been shown, that one type of instantiation (the one between UML class
and object diagram elements) is enough to build a n-layered metamodeling
environment (as opposed to MOF), and metamodels can be speciﬁed in a
way suitable for all of the discussed purposes. If a developer is familiar with
UML (class diagram, object diagram, OCL), it is really easy to use the same
concepts and language for describing model transformations as well.
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