Abstract. We establish the existence of a transfer, which is compatible with Kloosterman integrals, between Schwartz functions on GL n (R) and Schwartz functions on the variety of non-degenerate Hermitian forms. Namely, we consider an integral of a Schwartz function on GL n (R) along the orbits of the two sided action of the groups of upper and lower unipotent matrices twisted by a non-degenerate character. This gives a smooth function on the torus. We prove that the space of all functions obtained in such a way coincides with the space that is constructed analogously when GL n (R) is replaced with the variety of non-degenerate hermitian forms. We also obtain similar results for gl n (R). The nonArchimedean case was done by H. Jacquet (Duke Math. J., 2003) and our proof is based on the ideas of this work. However we have to face additional difficulties that appear only in the Archimedean case. Those results are crucial for the comparison of the Kuznetsov trace formula and the relative trace formula of GL n with respect to the maximal unipotent subgroup and the unitary group, as done
We also prove a similar theorem for gl n . We also consider non-regular orbital integrals and prove that if two functions match then their non-regular orbital integrals are also equal (up to a suitable transfer factor). This implies in particular that regular orbital integrals are dense in all orbital integrals. LEMMA D. Any (N n × N n ,χ)-equivariant distribution on gl n (R) supported on Z, whose Fourier transform is also supported on Z, vanishes.
Note that even this lemma is harder in the Archimedean since we have to deal with transversal derivatives. However, this difficulty is overcome using the fact that the transversal derivatives are controlled by the action of stabilizer of a point on the normal space to its orbit. This action is rather simple since it is an algebraic action of a unipotent group.
The main difficulty, though, is that in the Archimedean case Lemma D in not equivalent to Lemma B but only to the following weak version of it.
LEMMA E. Any function in S(gl n (R)) can be approximated by a sum f + g + h s.t. f is a Schwartz function on U , the Fourier transform of g is a Schwartz function on U and h is a function that annihilates any (N n
N n ,χ)-equivariant distribution on gl n (R) and in particular Ω(f ) = 0.
We believe that the reason that the Key lemma holds is a part of a general phenomenon. To describe this phenomenon note that a statement concerning equivariant distributions can be reformulated to a statement concerning closure of subspaces of Schwartz functions. The phenomenon is that in many cases this statement holds without the need to consider the closure. We discuss two manifestations of this phenomenon in Sections 2.2.2 and 2.2.3, and prove them in Appendices B and A.2. The proofs there remind in their spirit the proof of the classical Borel lemma.
Contents of the paper.
In Section 2 we fix notational conventions and list the basic facts on Schwartz functions and nuclear Fréchet spaces that we will use.
In Section 3 we prove the main result. In Section 3.1 we introduce the notation that we will use to discuss our problem, and reformulate the main result in this notation. In Section 3.2 we introduce the main ingredients of the proof: description of Ω(S(O i )) using intermediate Kloosterman integrals, inversion formula that connects Fourier transform to Kloosterman integrals, and the Key lemma. In Section 3.3 we deduce the main result, Theorem A, from the main ingredients.
In Section 4 we prove the inversion formula. In Section 5 we prove the Key lemma. In Section 6 we consider non-regular orbital integrals, define matching for them and prove that if two functions match then their non-regular orbital integrals also match.
In Appendices A and B we give some complementary facts about Nash manifolds and Schwartz functions on them and prove an analog of Dixmier-Malliavin theorem and prove dual versions of special cases of uncertainty principle and localization principle. Those versions are two manifestations of the phenomenon described above. to us and for discussing it with us. We thank Joseph Bernstein and Gadi Kozma for fruitful discussions. We thank Herve Jacquet for encouraging us and for his useful remarks, and Gerard Schiffmann for sending us the paper [KV96] . Part of the work on this paper was done while the authors stayed at the Max-Planck-Institut für Mathematik in Bonn.
Preliminaries.

General notation.
• All the algebraic varieties and algebraic groups we consider in this paper are real.
• For a group G acting on a set X and a point x ∈ X we denote by Gx or by G(x) the orbit of x, by G x the stabilizer of x and by X G the set of G-fixed points in X.
• For Lie groups G or H we will usually denote their Lie algebras by g and h.
• An action of a Lie algebra g on a (smooth, algebraic, etc.) manifold M is a Lie algebra homomorphism from g to the Lie algebra of vector fields on M . Note that an action of a (Lie, algebraic, etc.) group on M defines an action of its Lie algebra on M .
• For a Lie algebra g acting on M , an element α ∈ g and a point x ∈ M we denote by α(x) ∈ T x M the value at point x of the vector field corresponding to α. We denote by gx ⊂ T x M or by g(x) the image of the map α → α(x) and by g x ⊂ g its kernel.
• For a Lie algebra (or an associative algebra) g acting on a vector space V and a subspace L ⊂ V , we denote by gL ⊂ V the image of the action map g ⊗ L → V .
• For a representation V of a Lie algebra g we denote by V g the space of g-invariants and by V g := V/gV the space of g-coinvariants.
• For manifolds L ⊂ M we denote by
• Denote by CN M L := (N M L ) * the conormal bundle.
• For a point y ∈ L we denote by N M L,y the normal space to L in M at the point y and by CN M L,y the conormal space.
• By bundle we always mean a vector bundle.
• For a manifold M we denote by C ∞ (M ) the space of infinitely differentiable functions on M , equipped with the standard topology.
Schwartz functions on Nash manifolds.
We will require a theory of Schwartz functions on Nash manifolds as developed e.g., in [AG08] . Nash manifolds are smooth semi-algebraic manifolds but in the present work, except of Appendix A, only smooth real algebraic manifolds are considered. Therefore the reader can safely replace the word Nash by smooth real algebraic in the body of the paper.
Schwartz functions are functions that decay, together with all their derivatives, faster than any polynomial. On R n it is the usual notion of Schwartz function. For precise definitions of those notions we refer the reader to [AG08] . We will use the following notations.
Notation 2.2.1. Let X be a Nash manifold. Denote by S(X) the Fréchet space of Schwartz functions on X.
We will need several properties of Schwartz functions from [AG08] .
In this paper we will consider S(U ) as a subspace of S(X). 
In particular, we mean that both integrals converge.
(ii) If φ is surjective then φ * is surjective.
In fact
for an appropriate measure ρ.
We will need the following analog of Dixmier-Malliavin theorem.
Property 2.2.7. Let φ : M → N be a Nash map of Nash manifolds. Then multiplication defines an onto map
For proof see Theorem A.1.1. We will also need the following notion.
Notation 2.2.8. Let φ : M → N be a Nash map of Nash manifolds. We call a function f ∈ C ∞ (M ) Schwartz along the fibers of φ if for any Schwartz function
We denote the space of such functions by S φ,N (M ). If there is no ambiguity we will sometimes denote it by S φ (M ) or by S N (M ). We define the topology on S φ (M ) using the following system of semi-norms: for any seminorms α on S(N ) and β on S(M ) we define
We will use the following corollary of Property 2. 
Remark 2.2.10. Let φ : M → N be a Nash map of Nash manifolds. Let V ⊂ N be a dense open Nash submanifold. Let U := φ −1 (V ). Suppose that U is dense in M . Then we have embeddings
In this paper we will view S(M ) and S φ,N (M ) as subspaces of S φ,V (U ).
Fourier transform.
Notation 2.2.11. Let V be a finite dimensional real vector space. Let B be a non-degenerate bilinear form on V and ψ be a non-trivial additive character of R. Then B and ψ define Fourier transform with respect to the self-dual Haar measure on V . We denote it by F B,ψ : S(V ) → S(V ). If there is no ambiguity, we will omit B and ψ. We will also denote by F * B,ψ : S * (V ) → S * (V ) the dual map.
We will use the following trivial observation. 
For proof see Appendix A.2.
Remark 2.2.14. It is much easier to prove that
since this is equivalent to the fact that there are no distributions on V supported in L with Fourier transform supported in L.
Coinvariants in Schwartz functions.
THEOREM 2.2.15. Let a connected algebraic group G act on a real algebraic manifold X. Let Z be a G-invariant Zariski closed subset of X. Let g be the Lie algebra of G. Let χ be a unitary character of G. Suppose that for any z ∈ Z and k ∈ Z ≥0 we have
For proof see Appendix B.
COROLLARY 2.2.16. Let a unipotent group G act on a real algebraic manifold X. Let χ be a unitary character of G.
Let Z ⊂ X be a Zariski closed G-invariant subset. Suppose also that for any point z ∈ Z the restriction χ| G z is non-trivial. Then
where g is the Lie algebra of G.
Proof. The action of
is algebraic and hence if G is unipotent this action is unipotent and therefore if (χ) g z = 0 then
Remark 2.2.17. Note that the statement that
is equivalent to the statement that any G-invariant distribution on X which is supported on Z vanishes, which is a generalization of a result from [KV96] .
Nuclear Fréchet spaces.
A good exposition on nuclear Fréchet spaces can be found in Appendix A of [CHM00] .
We will need the following well-known facts from the theory of nuclear Fréchet spaces. By an image of a continuous linear map between topological vector spaces we mean the image equipped with the quotient topology. Similarly for a continuous linear map between topological vector spaces φ : V 1 → V 2 and a subspace L ⊂ V 1 we consider the image φ(L) to be equipped with the quotient topology.
Similarly a sum of two subspaces will be considered with the quotient topology of the direct sum.
Remark 2.3.8. Note that by Proposition 2.3.1, sum of nuclear Fréchet spaces and image of a nuclear Fréchet space are nuclear Fréchet spaces.
Note also the operations of taking sum of subspaces and image of subspace commute.
Finally note that if L and L are two nuclear Fréchet subspaces of a complete locally convex topological vector space V which coincide as linear subspaces then they are the same. Indeed, by Banach open map theorem they are both the same as
From Corollary 2.3.4 we obtain the following corollary. 
Notation 2.3.11. Let M i , i = 1, 2 be smooth manifolds. We denote by
3. Proof of the main result.
3.1. Notation. In this paper we let D be a semi-simple 2-dimensional algebra over R, i.e., D = C or D = R ⊕ R. Let a → a denote the non-trivial involution of D, i.e., complex conjugate or swap respectively. Let n be a natural number. Let ψ : R → C × be a nontrivial character. The following notation will be used throughout the body of the paper. In case when there is no ambiguity we will omit from the notations the n, the D or the ψ.
• Denote by H n (D) the space of hermitian matrices of size n with coefficients in D.
•
be the subgroup consisting of upper unipotent matrices.
• Let n n (D) denote the Lie algebra of N n (D).
• We define a character χ ψ :
• Fix a symmetric R-bilinear form B n D on H n (D) by B(x, y) := Tr R (xwyw), where w := w n is the longest element in the Weyl group of GL n .
• Denote by A n < GL n (R) the subgroup of diagonal matrices. We will also view A n as a subset of S n (D).
Here, du is the standard Haar measure on N . For proof that the integral converges absolutely, depends smoothly on a and defines a continuous map
• Define a character 
Proof. Consider the map β :
D is given by the following composition
The main theorem (Theorem A) can be reformulated now in the following way:
Main ingredients.
In this subsection we list three main ingredients of the proof of the main theorem.
3.2.1. Intermediate Kloosterman integrals. First, let us introduce the intermediate Kloosterman integrals and some related notation.
, where S i ×H n−i is considered as a subspace of H n , in the following way
Here, du is the standard Haar measure on N n i . For proof that the integral converges absolutely, depends smoothly on a and defines a continuous map
• We define Ω
As before, in case when there is no ambiguity we will omit from the notations the n, the D or the ψ. In particular, we will omit the D and the ψ till the end of this subsubsection. 
PROPOSITION 3.2.2. The integral Ω n i converges absolutely and defines a continuous map
Proof. (i) follows from Property 2.2.6, since the map β i from the proof of Proposition 3.2.2 is a surjective submersion.
(ii) is straightforward.
denote the isomorphism given by the Schwartz kernel theorem (see Property 2.3.6).
Clearly
By Corollary 2.3.10,
From the last two propositions we obtain the following corollary.
Inversion formula.
THEOREM 3.2.6. (Jacquet)
1/ a n−i p i dp n ··· dp 1 .
Here, c(ψ, D) is a constant, we will discuss it in Section 4.2. The integral here is just an iterated integral. In particular we mean that the integral converges as an iterated integral.
The proof is essentially the same as in the p-adic case (see [Jac03b, Section 7] ). For the sake of completeness we repeat it in Section 4.
COROLLARY 3.2.7. Let Ψ ∈ S(H(R ⊕ R)) and Ψ ∈ S(H(C)). Suppose that
Later we will see that c(ψ, R ⊕ R) = 1.
Key lemma.
LEMMA 3.2.8. (Key lemma) Consider the actions of N and n on S(H) to be the standard actions twisted by χ. Then
S(H) = S(U ) + F S(U ) + nS(H).
For proof see Section 5.
Proof of the main result.
We prove Theorem 3.1.2 by induction. The base n = 1 is obvious. Thus, from now on we assume that n ≥ 2 and that Theorem 3.1.2 holds for all dimensions smaller than n.
Proof. Follows from Corollary 3.2.5 and the induction hypothesis. COROLLARY 3.3.2.
Proof. Follows from the previous proposition and partition of unity (Property 2.2.4). 
Proof. By the previous Corollary and the inversion formula (see Corollary 3.2.7),
Clearly, Ω R⊕R (nS(H(R ⊕ R))) = Ω C (nS(H(C))) = 0. Hence, by Remark 2.3.8
where we again consider the actions of N and n on S(H) to be twisted by χ. Therefore, by the Key lemma
It remains to prove part (ii) of Theorem 3.1.2.
Proof. (Proof of part (ii) of Theorem 3.1.2) By Property 2.2.7,
and hence
S(S(R ⊕
where the action of
By part (i)
As before,
Remark 3.3.4. One can give an alternative proof, that does not use DixmierMalliavin theorem (Property 2.2.7), in the following way. Define maps Ω :
similarly to Ω, and not involving the second coordinate. From (i), using Section 2.3, we get that Im Ω C = Im Ω R⊕R . Using the graph of det we can identify S with a closed subset of H × R × and A with a closed subset of A × R × . By Property 2.2.5, the restriction map S(H × R × ) → S(S) is onto and hence Ω(S(S)) = Im res • Ω , where res :
In fact, this alternative proof of (ii) is obtained from the previous proof by replacing Property 2.2.7 with its weaker version that states (in the notation of Property 2.2.7) that the map S(M ) ⊗S(N ) → S(M ) is onto. This is much simpler version since it follows directly from Property 2.2.5 and Proposition 2.3.6.
Proof of the inversion formula.
In this section we adapt the proof of Theorem 3.2.6 given in [Jac03b] to the Archimedean case. The proof is by induction. The induction step is based on analogous formula for the intermediate Kloostermann integral which is based on the Weil formula.
In Section 4.1 we give notations for various Fourier transforms on H. In Section 4.2 we recall the Weil formula and consider its special case which is relevant for us. In Section 4.3 we introduce the Jacquet transform and the intermediate Jacquet transform which appears on the right hand side of the inversion formulas. In Section 4.4 we prove the intermediate inversion formula. In Section 4.5 we prove the inversion formula.
Fourier transform.
• We denote by F := F H n : S(H n ) → S(H n ) the Fourier transform w.r.t. the trace form (and the character ψ).
• Note that
• We denote by (H i × H n−i ) ⊥ ⊂ H n the orthogonal compliment to H i × H n−i w.r.t. the trace form.
• We denote by
The Weil formula.
Recall the one dimensional Weil formula:
One can take this as a definition of the constant c(D, ψ).
The following proposition is proven by a straightforward computation. 
Consider also the function ζ :
Jacquet transform.
Definition 4.3.
Here ε is the matrix with n − i rows and i columns whose first row is the row (0, 0,... ,0, 1) and all other rows are zero.
• We define
• We define the partial Jacquet transform
• Denote by A n the set of diagonal matrices in H.
• We denote F n : S Δ n−1 (A n ) → S Δ n−1 (A n ) the Fourier transform w.r.t. the last co-ordinate.
.. ,a n−1 )ψ(1/a n a n−1 ).
• We define J
• We define inductively a sequence of subspaces J
• We define the Jacquet space J := J n to be J [n] n and the Jacquet transform
n .
The partial inversion formula.
In this subsection we prove an analog of Proposition 8 of [Jac03b] , namely
This proposition is equivalent to the following one PROPOSITION 4.4.2.
For its proof we will need some auxiliary results. 
The proof is straightforward.
COROLLARY 4.4.4. Let f ∈ S(H) be a Schwartz function. Then
Notation 4.4.5. (i) Let ξ A,B ∈ S * (H) be the distribution defined by
(ii) Let ζ A,B ∈ S * (H) be the distribution defined by
Proof of Proposition 4.4.2. We have to show that
Let f ∈ S(H) be a Schwartz function. Denote m := n − i. By Corollary 4.4.4
Thus
Therefore by Corollary 4.2.4
Proof of the inversion formula.
The inversion formula (Theorem 3.2.6) is equivalent to the following theorem.
The proof is by induction. We will need the following straightforward lemma.
LEMMA 4.5.2. The induction hypotheses implies that
Proof of Theorem 4.5.1. First let us prove (i). It is easy to see that
This implies that
By Proposition 3.2.3 this implies
This together with Lemma 4.5.2 implies (i). Now let us prove (ii). By Propositions 3.2.3 and 4.4.1 we have
(ii) follows now from (3), (4), and Lemma 4.5.2.
Proof of the Key lemma.
We will use the following notation and lemma.
Notation 5.0.1. Denote
Notation 5.0.2. We call a matrix x ∈ H relevant if χ| N x ≡ 1, and irrelevant otherwise. 
where m 1 + ··· + m j = n, a 1 ,... ,a j ∈ R, and if det(g) = 0 then Δ n−1 (g) = 0.
For the sake of completeness we will repeat the proof here.
Proof.
Step 1. Proof for S n (R ⊕ R). Let W n denote the group of permutation matrices. By Bruhat decomposition, every orbit has a unique representative of the form wa with w ∈ W n and a ∈ A n . If this element is relevant, then for every pair of positive roots (α 1 ,α 2 ) such that wα 2 = −α 1 , and for u i ∈ N α i (R) (where N α i denotes the one-dimensional subgroup of N corresponding to α i ) we have
This condition implies that α 1 is simple if and only if α 2 is simple. Thus w and its inverse have the property that if they change a simple root to a negative one, then they change it to the opposite of a simple root. Let S be the set of simple roots α such that wα is negative. Then S is also the set of simple roots α such that w −1 α is negative and wS = −S. Let M be the standard Levi subgroup determined by S. Thus S is the set of simple roots of M for the torus A, w is the longest element of the Weyl group of M , and w 2 = 1. This being so, if α 2 is simple, then condition (6) implies α 2 (a) = 1. Thus a is in the center of M . Hence wa is of the form (5).
Step 2. Proof for S n (C). Every orbit has a unique representative of the form wa with w ∈ W n , and diagonal a ∈ GL n (C) (for proof see e.g., [Spr85, Lemma 4.1(i)], for the involution g → w n g −t w n , where w n ∈ W n denotes the longest element). Since wa ∈ S, we have w = w t and hence w 2 = 1 and waw = a.
Suppose that α is a simple root such that wα = −β where β is positive. For u α ∈ N α , define
There exists an element u α+β ∈ N α+β (i.e., u α+β = 1 if α + β is not a root) such that u := u α+β u α u β satisfies u t wau = wa. If wa is relevant, this relation implies χ(u α u β ) = 1. Thus β is simple. Since w 2 = 1, we see that, as before, there is a standard Levi subgroup M such that w is the longest element in its Weyl group, and a ∈ Z(M ) ∩ A n .
Step 3. 
. Recall that we consider the action of N on S(H) to be the standard action twisted by χ. Then S(U ) = S(U ) + nS(U ).
LEMMA 5.0.6. Z Z ⊥ .
Proof. For n > 2 this is obvious since dim Z <
. Hence it is enough to show that
which is not identically 0.
COROLLARY 5.0.7. S(H) = S(U ) + F(S(U )).
Proof. Follows from the previous lemma and Theorem 2.2.13.
Proof of the Key lemma (Lemma 3.2.8).
By Corollaries 5.0.5 and 5.0.7,
S(H) = S(U ) + F(S(U )) = S(U ) + nS(U ) + F(S(U ) + nS(U )) = S(U ) + nS(U ) + F(S(U )) + nF(S(U )) = S(U )+F(S(U ))+n(S(U )+F(S(U ))) ⊂ S(U )+F(S(U ))+n(S(H)).
The opposite inclusion is obvious.
Non-regular Kloostermann integrals.
In this section we define Kloostermann integrals over relevant non-regular orbits. We prove that if two functions match then their non-regular Kloostermann integrals also equal, up to a matching factor. In the non-Archimedean case this was done in [Jac03a] and our proof follows the same lines.
We also deduce that if all regular Kloostermann integrals of a function vanish then all Kloostermann integrals of this function vanish. In the non-Archimedean case this was also proven in [Jac03a] and earlier and in a different way in [Jac98] .
Recall that g ∈ H n (D) is called relevant if the character χ is trivial on the stabilizer N (D) g of g. For every relevant g ∈ H n (D) and every Ψ ∈ S det,R × (S n (D)) we define
Recall the description of relevant orbits given in Lemma 5.0.3: every relevant orbit in H n (D) has a unique element of the form
where m 1 + ··· + m j = n, a 1 ,... ,a j ∈ R, and if det(g) = 0 then Δ n−1 (g) = 0. In particular, H n (C) and H n (R ⊕ R) have the same set of representatives of regular orbits.
Notation 6.0.1. We define the transfer factor γ to all g of the form (7) by • For a scalar a ∈ H 1 we let γ(a, ψ) := 1
Note that this definition extends the definition of transfer factor γ that was given in the introduction for g ∈ A n . In particular γ(g, ψ) is always a fourth root of unity.
Then for any g of the form (7) we have
For proof see Section 6.2. By substituting 0 in place of Φ or Ψ we obtain the following corollary
For the proof of Theorem 6.0.3 we will need the following lemma, which is a more elementary version of the inversion formula.
6.1. Proof of Lemma 6.0.5.
• We denote e := {e i,j } ∈ H. where e i,j = δ i+j,n .
The following two lemmas follow from change of variables.
LEMMA 6.1.2. We have
Proof of Lemma 6.0.5. It is left to prove that
Let δ ae+V ∈ S(H) and δ aw n +V ⊥ ∈ S(H) be the Haar measures on ae + V and
and g a (x) = ψ( aw n ,x ). By Lemmas 6.1.2 and 6.1.3 the assertion follows from the fact that
6.2. Proof of Theorem 6.0.3. We prove the theorem by induction on n. From now on we suppose that it holds for every r < n.
LEMMA 6.2.1. It is enough to prove Theorem 6.0.3 for the case Φ ∈ S(H n (R ⊕ R)) and Ψ ∈ S(H n (C)).
Proof. Suppose that there exist Φ ∈ S det,R × (H n (R ⊕ R)) and Ψ ∈ S det,R × (H n (C)) that form a counterexample for Theorem 6.0.3. We have to show that then there exist Φ ∈ S(H n (R ⊕ R)) and Ψ ∈ S(H n (C)) that also form a counterexample.
We have Ω n,ψ
• det, and define Φ := f Φ and Ψ := f Ψ. Note that Φ and Ψ are Schwartz functions and form a counterexample since determinant is invariant under the action of N .
This lemma follows from the induction hypotheses using intermediate Kloostermann integrals, i.e., integration over N n i (D) (cf. Section 3.2.1).
Here, the first and the third equality follow from Lemma 6.0.5, while the second equality follows from the previous lemma (Lemma 6.2.2) and the inversion formula (see Corollary 3.2.7). The last equality holds by definition of γ (Notation 6.0.1).
The theorem follows now from the last 3 lemmas. Notation A.0.3. We fix a system of semi-norms on S(R n ) in the following way:
Notation A.0.4. For any Nash vector bundle E over X we denote by S(X, E) the space of Schwartz sections of E.
The properties of Schwartz functions on Nash manifolds listed in the preliminaries hold also for Schwartz sections of Nash bundles. Step 1. The case N = R n , M = R n+k , φ is the projection. Follows from Corollary A.1.3 after applying Fourier transform.
Step 2. The case N = R n , M = R k , φ-general. Identify N with the graph of φ in N × M . The assertion follows now from the previous step using Property 2.2.5.
Step 3. The general case. Follows from the previous step using partition of unity (Property 2.2.4) and local triviality of Nash manifolds (Theorem A.0.1).
A.2. Dual uncertainty principle.
Notation A.2.1. Let V be a finite dimensional real vector space. Let ψ be a non-trivial additive character of R. Let μ be a Haar measure on V . Let f ∈ S(V ) be a function. We denote by f ∈ S(V * ) the Fourier transform of f defined by μ and ψ.
In this subsection we prove the following generalization of Theorem 2.2.13.
The following lemma is obvious. 
enhanced with the obvious quadratic form. Let g ∈ S(L). Then for all i and ε there exists
It is easy to see that 
S(L). Then there exists f ∈ S(V ) such that f vanishes on L with all its derivatives and
∂ i F (f ) (∂e) i | L = g i .
Proof. Define 3 sequences of functions
Clearly f := lim i→∞ f i exists and satisfies the requirements. Then
Proof. Choose a non-degenerate quadratic form on V s.t. L⊥(L ) ⊥ . This form gives an identification V → V * which maps L to L . Now the corollary follows from the previous corollary. Now we are ready to prove Theorem A.2.2.
The theorem follows now from the previous corollary.
Appendix B. Coinvariants in Schwartz functions.
Definition B.0.1. Let a Nash group G act on a Nash manifold X. A tempered G-equivariant bundle E over X is a Nash bundle E with an equivariant structure φ : a * (E) → p * (E) (here a : G × X → X is the action map and p : G × X → X is the projection) such that φ corresponds to a tempered section of the bundle Hom(a * (E),p * (E)) (for the definition of tempered section see e.g., [AG08] ), and for any element α in the Lie algebra of G the derivation map a(α) : C ∞ (X, E) → C ∞ (X, E) preserves the sub-space of Nash sections of E.
In this subsection we prove the following generalization of Theorem 2.2.15. THEOREM B.0.2. Let a connected algebraic group G act on a real algebraic manifold X. Let Z be a G-invariant Zariski closed subset of X. Let g be the Lie algebra of G. Let E be a tempered G-equivariant bundle over X. Suppose that for any z ∈ Z and k ∈ Z ≥0 we have
For the proof of this theorem we will need some auxiliary results.
LEMMA B.0.3. Let V be a representation of a Lie algebra g. Let F be a finite
The proof is evident by induction on the length of the filtration. LEMMA B.0.4. Let V be a representation of a finite dimensional Lie algebra g.
This lemma is standard and we included its proof for the sake of completeness.
Proof. We have to prove that the map g ⊗ V → V is onto. Let v ∈ V . We will construct in an inductive way a sequence of vectors 
Since g is finite dimensional, the canonical map
Notation B.0.5. Let Z be a locally closed semi-algebraic subset of a Nash manifold X. Let E be a Nash bundle over X. Denote 
LEMMA B.0.8. Let X be a Nash manifold and Z ⊂ X be Nash submanifold. Then S X (Z) has a canonical countable decreasing filtration satisfying
Proof. It follows from the proof of Corollary 5.5.4. in [AG08] .
LEMMA B.0.9. (E. Borel) Let X be a Nash manifold and Z ⊂ X be Nash submanifold. Then the natural map
is an isomorpihsm.
Step 1. Reduction to the case when X is a total space of a bundle over Z. It follows immediately from the existence of Nash tubular neighborhood (Theorem A.0.2).
Step 2. Reduction to the case when Z = R n is standardly embedded inside X = R n+k . It follows immediately from local triviality of Nash manifolds (Theorem A.0.1) and partition of unity (Property 2.2.4).
Step 3. Proof for the case when Z = R n standardly embedded inside X = R n+k . It is the same as the proof of the classical Borel Lemma.
Definition B.0.10. We call an action of a Nash group G on a Nash manifold X factorisable if the map φ G,X : G × X → X × X defined by (g, x) → (gx, x) has a Nash image and is a submersion onto it. 
For the proof see section B.1 below. Now we ready to prove Theorem B.0.2.
Proof of Theorem B.0.2.
Step 1. Reduction to the case when the action of G on Z is factorizable. By Theorem B.0.11, in the general case there is a stratification Z = n i=1 S i such that the action on each strata S i is factorizable. By Corollary B.0.7, the associated graded parts of this filtration are isomorphic to S X (Z i ,E). The reduction follows now from Lemma B.0.3.
Step 2. Reduction to the case when the action of G on Z is factorizable and Z = X. It follows from the Borel lemma (Lemma B.0.9) and Lemma B.0.4.
Step 3. Proof for the case that the action of G on Z is factorizable and Z = X. It follows from Theorem B.0.12.
B.1. Proof of Theorem B.0.12. B.1.1. A sketch of the proof. The proof is rather technical, so let us start with a brief description of the main steps of the proof. First we give a geometric description of the space of co-invariants of an action of a Nash group G on the space of Schwartz sections of a G-equivariant bundle, see Corollary B.1.9 below. In the notation of Theorem B.0.12 this corollary describes gS(X, E).
Then we try to generalize this description to the case of Nash family of groups (see Definition B.1.10 below) and furthermore to the case of Nash family of Nash torsors, i.e., a family of spaces which will become groups after a choice of a point in each space (see Definition B.1.21 below). Unfortunately we cannot generalize Corollary B.1.9 completely for this case, but we can easily obtain its partial analog (see Corollary B.1.17 below). Now we attach to our situation a family of torsors parameterized by an appropriate subset of X × X. Namely for each pair of points in X we consider the subset of G consisting of elements which connect those points.
Then we use our descriptions of the spaces of co-invariants and conclude that in order to show the vanishing of g co-invariants of S(X, E) it is enough to show vanishing of co-invariants of a certain family of finite dimensional representations of the family of torsors described above. Notation B.1.6. Let G be a Nash group, X be a Nash manifold and E be a Nash bundle over X. Let p : G × X → X be the projection. Denote by S(G × X, p ? (E)) 0,X the kernel of the map
In cases when there is no ambiguity we will denote it just by S(G × X, p ? (E)) 0 .
LEMMA B.1.7. Let G be a Nash group, X be a Nash manifold and E be a Nash bundle over X. Let p : G × X → X be the projection. Then
Proof. The sequence
is exact. Therefore by Proposition 2.3.2 the sequence
is also exact. Thus it is enough to show that the map
Since those maps are continuous it is enough to check that they are the same on the image of S(G, D G ) ⊗ S(X, E), which is evident.
COROLLARY B.1.8. Let G be a Nash group, X be a Nash manifold and E be a Nash bundle over X. Let g be the Lie algebra of G.
Proof. By Lemma B.1.4, the derivation map φ :
COROLLARY B.1.9. Let G be a connected Nash group and g be its Lie algebra. Let G act on a Nash manifold X and let E be a tempered G-equivariant bundle over X. Let p : G × X → X be the projection. Let a : G × X → X be the action map.
Then
Proof. Let G act on S(G × X, p ? (E)) by acting on the G coordinate. The identification S(G×X, p ? (E)) ∼ = S(G×X, a ? (E)) gives us an action of G on S(G×X, a ? (E)). It is easy to see that a * : S(G × X, a ? (E)) → S(X, E) is a morphism of G-representations. By property 2.2.6 a * is surjective. Therefore (gS(X, E)) = a * (gS(G × X, a ? (E))). The assertion follows now by the previous corollary.
B.1.3. Nash family of groups.
Definition B.1.10. A Nash family of groups over a Nash manifold X is a surjective submersion G → X, a Nash map m : G × X G → G and a Nash section e : X → G s.t. for any x ∈ X the map m| G| x ×G| x gives a group structure on the fiber G| x and e(x) is the unit of this group.
Definition B.1.11. A Nash family of Lie algebras over a Nash manifold X is a Nash bundle g → X, a Nash section m of the bundle Hom(g ⊗ g, g) s.t. for any x ∈ X the map m(x) : g| x ⊗ g| x → g| x gives a Lie algebra structure on the fiber g| x .
Definition B.1.12. A Nash family of Lie algebras of a Nash family of groups G over a Nash Manifold X is the bundle e * (N G e(X) ) equipped with the natural structure of a Nash family of Lie algebras. We will denote it by Lie(G).
Notation B.1.13. Let G be a Nash family of groups over a Nash manifold X. Let E be a bundle over X. Let p : G → X be the projection. Denote by S(G, p ? (E)) 0,X the kernel of the map p * : S(G, p ? (E)) → S(X, E). If there is no ambiguity we will denote it by S(G, p ? (E)) 0 .
LEMMA B.1.14. Let G be a Nash family of groups over a Nash manifold X and g be its family of Lie algebras. Then the image of the natural map
Proof. It follows immediately from the case when X is one point and E is C which follows from Lemma B.1.4. Definition B.1.15. A Nash family of representations of a Nash family of Lie algebras g over a Nash manifold X is a bundle E over X and a Nash section a of the bundle Hom(g ⊗ E, E) s.t. for any x ∈ X the map a(x) : g| x ⊗ E| x → E| x gives a structure of a representation of g| x on the fiber E| x . Definition B.1.16. Let G be a Nash family of groups over a Nash manifold X. Let g be its family of Lie algebras. Let p : G → X be the projection. A tempered (finite dimensional) family of representations of G is a pair (E, a) where E is a Nash bundle over X and a is a tempered section of the bundle End(p * E) s.t. for any x ∈ X the section a| G| x gives a structure of a representation of G| x on the fiber E| x and s.t. the differential of a considered as a section of Hom(g ⊗ E, E) gives a structure of a Nash family of representations of g on E.
Lemma B.1.14 gives us the following corollary. in φ(S(G, p ? (E) ⊗ D G ) 0,X ) .
− − → S(X, E). Then the image of the natural map S(X, g) ⊗ S(X, E) → S(X, E) is included
Proof. Let V be the space S(G, p ? (E)) equipped with the action action of the Lie algebra S(X, g) which is given by the action a. Let W be the same space S(G, p ? (E)) equipped with the action of the Lie algebra S(X, g) which is given by the trivial action of G on E. Note that the maps a : W → V and p * : V → S(X, E) are S(X, g)-equivariant and surjective. The assertion follows now from Lemma B.1.14.
LEMMA B.1.18. Let g be a Nash family of Lie algebras over a Nash manifold X. Let E be a Nash family of its representations. Consider S(X, g) as a Lie algebra and S(X, E) as its representation. Suppose that for any x ∈ X we have (E| x ) g| x = 0. Then (S(X, E)) S(X,g) = 0. 
− − → S(X, E).
Suppose that for any x ∈ X we have (E| x ) g x = 0. Then
φ(S(G, p
? (E)) 0,X ) = S(X, E).
B.1.4. Nash family of torsors.
Definition B.1.20. We call a set G equipped with a map m : G × G × G → G a torsor if there exists a group structure on G s.t. m(x, y, z) = z((z −1 x)(z −1 y)). One may say that a torsor is a group without choice of identity element. Definition B.1.21. A Nash family of torsors over a Nash manifold X is a surjective submersion G → X and a Nash map m : G × X G × X G → G s.t. for any x ∈ X the map m| G| x ×G| x ×G| x gives a torsor structure on the fiber G| x . Definition B.1.22. Let G be a Nash family of torsors over a Nash manifold X. Let p : G → X be the projection. Consider Ker dp as a subbundle of T G. It has a natural structure of a family of Lie algebras over G. We will call this family the family of Lie algebras of G.
Remark B.1.23. One could define the family of Lie algebras of G to be a family of Lie algebras over X. This definition would be more adequate, but it is technically harder to phrase it. We did not do it since it is unnecessary for our purposes. Definition B.1.25. Let G be a Nash family of torsors over a Nash manifold X. Let g be its family of Lie algebras. Let p : G → X by the projection. A tempered (finite dimensional) family of representations of G is a triple (E, L, a) , where E and L are (Nash) bundles over X and a is a tempered section of the bundle Hom(p * E, p * L) s.t. for any x ∈ X the section a| G| x gives a structure of a representation of G| x on the fibers E| x and L| x and s.t. the differential of a considered as a section of Hom(g ⊗ p * L, p * L) gives a structure of a Nash family of representations of g on p * L.
Notation B.1.26. Let G be a Nash family of torsors over a Nash manifold X. Let E be a bundle over X. Let p : G → X be the projection. Again we denote by S(G, p ? (E)) 0,X the kernel of the map p * : S(G, p ? (E)) → S(X, E). If there is no ambiguity we will denote it by S(G, p ? (E)) 0 . 
