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Abstract. This paper proposes a programmable relation extraction method for the
English language by parsing texts into semantic graphs. A person can define rules in
plain English that act as matching patterns onto the graph representation. These rules
are designed to capture the semantic content of the documents, allowing for flexibil-
ity and ad-hoc entities. Relation extraction is a complex task that typically requires
sizeable training corpora. The method proposed here is ideal for extracting specialized
ontologies in a limited collection of documents1.
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1 Introduction
The goal of relation extraction is to identify relations among entities in the text. It is an integral
part of knowledge base population [5], question answering [16], and spoken user interfaces
[17]. Extracting relations reliably is still a challenging task [1,2,8], with most existing solutions
relying on training data that contains a limited set of relations. These approaches cannot match
patterns outside the ones specified in the training set.
In many useful cases the relations need to be customised to a specific ontology relevant
only in a small collection of documents, making it very difficult to label enough examples.
Zero-shot learning has been used to overcome this limit: for example, one can understand
relation extraction as a question answering problem [7]. This approach can be quite successful,
leveraging on recent reading comprehension progress: It trains a system on extracting seman-
tic content first, then applies the learned generalization to create flexible rules for relation
extraction.
While impressive, question answering is however not completely solved, with most
Reading Comprehension corpora presenting only queries that can be answered using a single
phrase [15]: The generalization stemming from a question answering problem limits the type
of rules that can be written for relation extraction. Moreover, while using a question answering
approach improves the recall of the extractor, it can also lower the precision of the matches
due to mistaken reading comprension.
For limited sets of documents the relations to extract can often be pinned down to a few
useful sentences. For example the relationWORKED_AT might be satisfactorily represented
by using only a few variations around a PERSON worked for a COMPANY. For relations of
this type the generalization needed is limited. Linguistic theories allow to generate a semantic
1 The code can be found at https://github.com/fractalego/pynsett.
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representation that offers a useful generalisation of the sentence content, while at the same
time providing a framework for precise rule matching over the represented text. By using
Discourse Representation Theory [6] or a Neo-Davisonian semantics [10] it is possible to
describe a collection of sentences as a set of predicates. In these frameworks the relation
extraction rules become a pattern matching exercise over graphs. The works of Reddy et al.
[12,13] as well as Tiktinsky et al. [14] are an inspiration for this paper.
Further flexibility comes from representing words using word embeddings [9]. In this
paper each lemma is associated to an entry in the Glove dataset [11]. In addition, specialised
entities are written as a list of embeddings.
Writing a discourse as a collection of predicates is isomorphic to a graph representation
of the text. The main idea of this paper is to discover relations in the discourse by matching
specific sub-graphs. Each pattern match is effectively a graph query where the data is the
discourse. The main contribution of this work is two-fold: First, it suggests a way to seman-
tically encode sentences. Secondly, it defines a method for creating a set of flexible rules for
low-resource relation extraction.
2 Implementation
2.1 Semantic representation
Sentences are transformed into graphs following a similar method of [13]. We start with a
dependency parser [3] and apply a series of transformations to obtain a neo-Davidsonian
representation of the sentence2. In this form active and passive tenses are represented with the
same expression, all words are lemmatized, and co-reference is added to the representation.
For example, the sentence Jane is working at ACME Inc as a woodworker. She is quite
taller than the average becomes in a predicate form
Jane(r1), work(e1), ACME_Inc(r2), woodworker(r3),
AGENT(e1, r1), at(e1, r2), as(e1, r3),
Jane(r4), be(e2), taller(r5), average(r6), quite(r7),
AGENT(e2, r4), ADJECTIVE(r4, r5), than(r5, r6), ADJECTIVE(r5, r7),
REFERS_TO(r1, r4), REFERS_TO(r4, r5)
In this representation the sentence is a graph (Fig. 1(a)), where the nodes are nouns, verbs,
adverbs, and adjectives, and the edges are the semantic relations among them.
An additional level of semantics is added by linking together two nouns that co-refer,
using theREFERS_TO edge.
2.2 Matching of words
Words are represented using the Glove word embeddings of their lemma and a few different
tags:
– Negated: A True/False value that indicates whether a word is associated to a negation:
if a verb is negated the adverb does not appear as a new node, rather the verb is flagged
using this tag. In this way work can never match does not work.
2 The full list of transformation from dependency tree to a neo-Davisonian form can be found in the
code repository.
– Named Entity Type: A label indicating the entity type of the node as per Ontonotes 5.0
notation [4].
– Node type: Whether it is a verb, a noun, an adjective, or an adverb.
For example, the noun Jane is represented internally as
{
lemma: "Jane",
negated: False,
entity_type: PERSON,
node_type: noun
}
Two words match if the dot product between their lemma’s embeddings is greater than a
specific thresholds, and all the other tags coincide. For example, the words carpenter and
woodworker match within the used threshold. This solution can in principle be augmented
with an external ontology, where synonyms and hypernyms would trigger a match as well.
In addition, the system allows to cluster a set of words under the same definition.
DEFINE TEAM AS [team, group, club];
DEFINE UNIVERSITY AS [university, academy, polytechnic];
DEFINE LITERATURE AS [book, story, article, series];
All words within the threshold distance would trigger a match. For example the word tome
would match the word book, thus falling into the LITERATURE category.
2.3 Matching of sentences
As described before, a text becomes a set of graphs (the discourse graph). Rules have two
components: aMATCH clause, which defines the trigger for the rule, and a CREATE clause,
which creates the relation edge. Relations must connect two entities. I have chosen the symbol
# to mark the items that need a relation among them. For example the sentence Jane#1 works
at Acme#2 tags Jane and Acme for an edge to connect them.
The matching sentence can contain Named Entities (PERSON, ORG, DATE, etc) as well
as an internally-defined entity (Sec. 2.2).
An example of two rules is as in the following
DEFINE ROLE AS [carpenter, painter];
MATCH "PERSON#1 works as a ROLE#2."
CREATE (works_as 1 2);
MATCH "PERSON#1 works at ORG#2 as a ROLE. PERSON is tall."
CREATE (tall_worker_at 1 2);
Please note that aMATCH clause is written as a sentence but it is internally parsed into a
graph. A rule is triggered if this semantic representation is a sub-graph of the discourse graph.
Two nodes are considered equal if they match according to the method in Sec. 2.2. The rules
are represented as simple pattern matching rules as in Fig 1(b).
Notice also that for the second rule in the above example more than one sentence is
specified. This is because theMATCH clause can be a text as complex and free-flowing as
the documents that are being parsed. The trigger sentences also solve co-reference: In the
second rule, the person that works is the same person that is tall.
(a) (b) (c)
Fig. 1. (a) The text in Sec. 2.1 becomes a semantic graph with co-reference links. (b) Representing the
rule with a Prolog-like syntax: TheMATCH clause defines the sentence/graph at the right that triggers
the rule; the rule then creates an edge between the entities. (c) The resulting relations graph from the
two rules in Sec. 2.3.
This is an advantage of using an internal semantic representation: One could add more
complex mangling of the sentences where simple logical constraints are added (and/or), or
information is extracted from mathematical formulas.
Each rule behaves according the method defined above. When a graph triggers a rule, an
edge is created in the relations graph, as show in Fig 1(c). In this final representation, all of
the discourse structures have disappeared and knowledge is condensed onto the pre-defined
relations.
3 Limitations and future work
I have presented a flexible rule-based relation extractor for limited resource sets. Flexible rules
can be created, thus allowing for a quick relation extractor using specialized ontologies. The
main advantage of this approach is control over the rules and precision in the extracted content.
An extension of the system should allow customized ontologies to be used for word matching.
Moreover more Named Entities should be included, possibly allowing for specialized NER
systems within the internal pipeline.
As a final limitation, the system does not assign a temporal dimension to events yet. This
information should be extracted from verb tenses and added to the discourse graph.
References
1. Bunescu, R., Mooney, R.: A shortest path dependency kernel for relation extraction. In: Proceedings
of Human Language Technology Conference and Conference on Empirical Methods in Natural
Language Processing. pp. 724–731. Association for Computational Linguistics, Vancouver, British
Columbia, Canada (Oct 2005), https://www.aclweb.org/anthology/H05-1091
2. Guo, Z., Zhang, Y., Lu, W.: Attention guided graph convolutional networks for relation extraction.
In: ACL (2019)
3. Honnibal, M., Montani, I.: spaCy 2: Natural language understanding with Bloom embeddings,
convolutional neural networks and incremental parsing (2017), to appear
4. Hovy, E., Marcus, M., Palmer, M., Ramshaw, L., Weischedel, R.: Ontonotes: The
90the NAACL, Companion Volume: Short Papers. pp. 57–60. NAACL-Short ’06,
Association for Computational Linguistics, Stroudsburg, PA, USA (2006), http:
//dl.acm.org/citation.cfm?id=1614049.1614064
5. Ji, H., Grishman, R.: Knowledge base population: Successful approaches and chal-
lenges. In: Proceedings of the 49th Annual Meeting of the Association for Com-
putational Linguistics: Human Language Technologies - Volume 1. pp. 1148–1158.
HLT ’11, Association for Computational Linguistics, Stroudsburg, PA, USA (2011),
http://dl.acm.org/citation.cfm?id=2002472.2002618
6. Kamp, H., Reyle, U.: From discourse to logic - introduction to modeltheoretic semantics of natural
language, formal logic and discourse representation theory. In: Studies in linguistics and philosophy
(1993)
7. Levy, O., Seo, M., Choi, E., Zettlemoyer, L.S.: Zero-shot relation extraction via reading
comprehension. In: CoNLL (2017)
8. Luan, Y., He, L., Ostendorf, M., Hajishirzi, H.: Multi-task identification of entities, relations,
and coreference for scientific knowledge graph construction. pp. 3219–3232 (01 2018).
https://doi.org/10.18653/v1/D18-1360
9. Mikolov, T., Sutskever, I., Chen, K., Corrado, G., Dean, J.: Distributed representa-
tions of words and phrases and their compositionality. CoRR abs/1310.4546 (2013),
http://arxiv.org/abs/1310.4546
10. Parsons, T.: Events in the Semantics of English (1990)
11. Pennington, J., Socher, R., Manning, C.D.: Glove: Global vectors for word representation.
In: Empirical Methods in Natural Language Processing (EMNLP). pp. 1532–1543 (2014),
http://www.aclweb.org/anthology/D14-1162
12. Reddy, S., Lapata, M., Steedman, M.: Large-scale semantic parsing without question-answer pairs.
Transactions of the Association for Computational Linguistics 2, 377–392 (2014)
13. Reddy, S., Tackstrom, O., Collins, M., Kwiatkowski, T., Das, D., Steedman, M., Lapata, M.:
Transforming dependency structures to logical forms for semantic parsing. Transactions of the
Association for Computational Linguistics 4, 127–140 (2016)
14. Tiktinsky, A., Goldberg, Y., Tsarfaty, R.: pybart: Evidence-based syntactic transformations for
ie (2020)
15. Welbl, J., Stenetorp, P., Riedel, S.: Constructing datasets for multi-hop reading comprehension
across documents. Transactions of the Association for Computational Linguistics 6, 287–302 (2018)
16. Xu, K., Reddy, S., Feng, Y., Huang, S., Zhao, D.: Question answering on freebase via relation
extraction and textual evidence. pp. 2326–2336 (01 2016). https://doi.org/10.18653/v1/P16-1220
17. Yoshino, K., Mori, S., Kawahara, T.: Spoken dialogue system based on information extraction using
similarity of predicate argument structures. In: Proceedings of the SIGDIAL 2011 Conference. pp.
59–66. SIGDIAL ’11, Association for Computational Linguistics, Stroudsburg, PA, USA (2011),
http://dl.acm.org/citation.cfm?id=2132890.2132898
