In this paper, the one-dimensional time-fractional diffusion-wave equation with the Caputo fractional derivative of order α 1 ≤ α ≤ 2 and with constant coefficients is revisited. It is known that the diffusion and the wave equations behave quite differently regarding their response to a localized disturbance. Whereas the diffusion equation describes a process where a disturbance spreads infinitely fast, the propagation speed of the disturbance is a constant for the wave equation. We show that the time-fractional diffusion-wave equation interpolates between these two different responses and investigate the behavior of its fundamental solution for the signalling problem in detail. In particular, the maximum location, the maximum value, and the propagation velocity of the maximum point of the fundamental solution for the signalling problem are described analytically and calculated numerically.
Introduction
Evolution equations related to phenomena intermediate between diffusion and wave propagation have attracted the attention of a number of researchers since 1980's. In particular, these phenomena are known to occur in viscoelastic media, intermediate between solid-like materials (that support waves) and fluid-like materials (that support diffusion), and are usually investigated by evolution equations containing fractional derivatives. Former results presented by Kreis and Pipkin [11] in 1986 should be mentioned as the first attempt on this respect even if these authors were unaware of the interpretation of the evolution equations in terms of fractional calculus. Since then, many articles were devoted to the basic theory of the diffusion-wave equations of fractional order, see e.g. [2-4, 9, 10, 14-19, 28, 33, 35, 36] to mention only few of the many relevant publications.
We also mention the papers [21] [22] [23] and [26, 27] , where the fundamental solutions to the Cauchy and signalling problems for the fractional diffusion-wave equation have been expressed in terms of some auxiliary functions of the Wright type, sometimes referred to as the Mainardi functions, see i.e. [5, 6] and [32] . In our present analysis we shall use these representations, too. Of course, every time some hereditary mechanisms of power-law type are present in diffusion or wave phenomena, the appearance of time fractional derivatives in the evolution equations is expected. This has been shown more recently in the analysis by Mainardi [24, 25] , who has revisited the propagation of pulses in linear viscoelastic media governed by constitutive equations of fractional order. It is well known that the diffusion and the wave equations behave quite differently regarding their response to a localized disturbance: Whereas the diffusion equation describes a process, where a disturbance spreads infinitely fast, the propagation speed of the disturbance is a constant for the wave equation. The time-fractional diffusionwave equation interpolates between these two different responses in a way that it behaves like the diffusion equation, i.e. its response to a localized disturbance spreads infinitely fast. On the other hand, the fundamental solution of the time-fractional diffusion-wave equation possesses a maximum that disperses with a finite speed similar to the behavior of the wave equation. The problem of the location of the maximum of the fundamental solution of the Cauchy problem for the one-dimensional timefractional diffusion-wave equation of order α 1 < α < 2 was considered for the first time by Fujita in 1990 [2] . Fujita proved that the fundamental solution takes its maximum at the point * = ± α α/2 for each > 0, where α > 0 is a constant determined by α. Recently, another proof of this formula for the location of the maximum as well as a formula for the maximum value of the fundamental solution and results of numerical calculations of the constant α > 0 for 1 < α < 2 were presented in [20] . In this paper we provide an extension of these results to the signalling problem for the time-fractional diffusion equation. The rest of the paper is organized as follows: In the 2nd section, problem formulation and some analytical results for the fundamental solution to the signalling problem for the fractional diffusion-wave equation are given. In the 3rd section, we employ the method introduced in [20] to deduce some explicit formulas for the maximum location and the maximum value of the fundamental solution and for the propagation velocity of the maximum point. The 4th section is devoted to a short description of the numerical algorithms used to calculate the fundamental solution and its important characteristics including the location of its maximum and maximum value. The results of the numerical calculations are presented and discussed in detail. Finally, some conclusions are given in the 5th section.
Problem formulation and analytical results
In this section, the problem we are dealing with in this paper is first formulated. The Laplace and the Fourier sine-transforms are employed to obtain some integral and series representations of the fundamental solution to the signalling problem for the fractional diffusion-wave equation. Following [20] , we then deduce a differential equation for the maximum location of the fundamental solution and solve it in explicit form. The maximum value of the fundamental solution is found in explicit form, too. Because of the scaling property of the fundamental solution, the product of the maximum location and the maximum value of the fundamental solution does not depend on the spatial coordinate and is just a function of the order α of the equation. The propagation velocity of the fundamental solution is determined in explicit form, too.
Problem formulation
In this paper, we deal with the family of evolution equations obtained from the standard diffusion equation (or the D'Alembert wave equation) with constant coefficients by replacing the first-order (or the second-order) time derivative by a fractional derivative in the Caputo sense of order α with 1 ≤ α ≤ 2 namely
where ∈ S ⊂ I R , ∈ I R + denote the space and time variables, respectively. In (1), = ( ) represents the response field variable and the fractional derivative of order α, with − 1 < α < , ∈ I N is defined in the Caputo sense:
where Γ denotes the Gamma function. For α = ∈ I N, the Caputo fractional derivatives is defined as the standard derivative of order . We note that when all derivatives of a function up to the order − 1 are vanishing at = 0 + , i.e., when ( ) (0 + ) = 0 for = 0 1 − 1, then the Caputo derivative of the function of the order α − 1 < α < coincides with the Riemann-Liouville fractional derivative of the same order (see e.g [32] ). In order to guarantee existence and uniqueness of the solution to (1), some initial and boundary conditions have to be added. Denoting by ( ) ∈ I R and ( ) ∈ I R + sufficiently well-behaved functions, we formulate our basic problems for the time-fractional diffusion-wave equation with 1 ≤ α ≤ 2 as follows: a) Cauchy problem
If 1 < α ≤ 2 we have to add the initial values of the first time derivative of the field variable, ( 0 + ) since in this case the fractional derivative is expressed in terms of the second order time derivative. To ensure the continuous dependence of our solution with respect to the parameter α we agree to assume
In view of our subsequent analysis we find it convenient to set
Even if in this paper we mainly focus on the signalling problem (4), some results for the Cauchy problem that are useful for our discussion will be introduced, too. For the detailed analysis of the Cauchy problem (3), we refer the interested readers to the recent paper [20] . The Green functions or the fundamental solutions that are denoted in our paper by ( ; ν) and ( ; ν) are solutions to the Cauchy problem (3) or signalling problem (4), respectively, for the fractional diffusion-wave equation (1) with α = 2ν in the case or , respectively, being the Dirac δ-function. Then the solution to the Cauchy problem (3) or to the signalling problem (4) with an arbitrary function or , respectively, is obtained by the space-or time convolution with the corresponding Green functions:
For the standard diffusion equation (α = 1 ν = 1/2) it is well known that
In the limiting case α = 2 ν = 1 we recover the standard wave equation, for which we get
As we shall see in this section, in the case 1 < α < 2, the Green function is expressed in terms of a particular case of the Wright function (Mainardi function) that is a special case of the Fox H-function or as a Fourier sin-transform of the Mittag-Leffler function.
Most of the results presented in the rest of this section are not new and have been discussed in [21] [22] [23] [24] [25] to mention only few of many papers devoted to this topic. In this paper, we are interested in investigation of the location of the maximum point of the Green function , its propagation velocity, and the maximum value of as well as other relevant properties of .
Representations of the Green functions
In Mainardi's approach (see e.g. [21] [22] [23] [24] [25] ), some representations of the Green function in the form of integrals and series are first presented. In particular, the Laplace and Fourier transforms technique was employed to deduce the reciprocity relation for the Green functions and (for > 0 > 0 and 1
where (11) are the two auxiliary functions nowadays referred in the Fractional Calculus literature to as the Mainardi functions, and Br denotes the Bromwich path properly defined for the representation of the inverse of the Laplace transform. Let us note that the similarity variable = / ν plays a very important role in our analysis of the location of the maximum point of the Green function . In its turn, the form of the similarity variable can be explained by the Lie group analysis of the time-fractional diffusion-wave equation. In [1, 6] , and [12] , symmetry groups of scaling transformations for the time-and space-fractional partial differential equations have been constructed. In particular, it has been proved in [1] that the invariant η of the symmetry group T λ of scaling transformations of the timefractional diffusion-wave equation (1) is represented as η( ) = / ν that explains the form of the scaling variable. Using the well known representations of the Wright function
where λ > −1 and µ > 0, and Ha denotes the Hankel path properly defined for the representation of the reciprocal of the gamma function, we recognize that the auxiliary functions F ν and M ν are related to the Wright function according to
The representation (13) provides us with the series representation of the Mainardi functions and thus of the Green function (for > 0 and > 0):
= / ν The Green function can be also represented in terms of the Mellin-Barnes integral or the Fox H-function (see e.g. [8, 30, 31] )
as follows from (13), (14) , and the known representation
of the Wright function for 0 > λ > −1. Details on the above representations can be found in [28, 29] . For the numerical calculation of the Green function , the following (probably new) integral representation of the Green function as a sin-Fourier transform is useful:
where E α β ( ) is the Mittag-Leffler function defined by the series
The representation (17) can be easily obtained by transforming the Cauchy problem for the equation (1) into the sin-Fourier-Laplace domain using the known formula 
and then the representation (14) of the Green function .
Green function as a probability density function
It is known, see e.g. [27] , that for a fixed > 0 and for a fixed ν 1/2 ≤ ν < 1, the Green function ( ; ν) is a one-sided stable probability density function (pdf) of the time variable > 0. A prominent example is the function ( ; 1/2) that is given by the formula (8) Let us now evaluate the moments of ( ; ν) for the fixed values of > 0 and ν 1 > ν ≥ 1/2, i.e., the integrals
The asymptotics of the Mainardi function M ν is known (see e.g. [28] ):
where 
To get (24), we used (15) and some basic properties of the Mellin transform:
For 0 < β < ν, we get now with (24)
Using the relation Γ( ) = Γ(1+ ) , the formula (25) can be extended to the interval β ≤ 0, namely:
In particular, for β = 0 we get
0 ≡ 1 that along with the positivity of means that for the fixed values of > 0 and ν 1 > ν ≥ 1/2 the Green function is a pdf with the moments of the order β β < ν given by the formula (26) . The convergence condition β < ν of the integral (22) along with the inequality ν < 1 means that the mean value of the pdf ( ; ν) (β = 1 in (22)) does not exist. This fact implies that the location of the gravity center of that is defined by the formula
is in infinity for all > 0.
Location of the maximum point of the Green function and its maximum value
In the recent paper [20] , a new analytical proof of the fact that for the fixed values of and ν the Green function ( ; ν) of the Cauchy problem for the fractional diffusion-wave equation (1) takes its maximum at the points * ( ν) = ± ν ν ( ν > 0 is a constant) has been given. In the proof, the dependence of ( ; ν) on the similarity variable −ν was essentially used. Because the Green function ( ; ν) of the signalling problem can be represented via the Mainardi functions F ν and M ν that depend on the similarity variable −ν , too (see the formula (14)), we can apply the same technique for the Green function . Indeed, because the Mainardi function F ν ν < 1 is an analytical function, for > 0 > 0 there exist partial derivatives of arbitrary order of the Green function ( ; ν) with respect to the variables and and we can use the standard analytical method for finding its extremum points. First we fix some values of ν 1/2 < ν < 1 and > 0 and look for the critical points of ( ; ν) as a function in that are determined as solutions to the equation
that can be represented in the form
Let us denote by * = * ( ν) a solution to the equation (27) for the fixed values of ν and . The equation (27) can be interpreted as an implicit function that determines the function * = * ( ν). In particular, we can find the derivative of * ( ν) with respect to the spatial variable as a derivative of the implicit function:
We thus obtained a simple differential equations with the solution
that determines the location of the extremum points of the Green function G . As we can see in Fig. 1 , for a fixed value of , the Green function ( ; ν) has a maximum that depends on the value of the parameter ν. In Fig.  2 , some 3D-plots of are presented for a fixed value of ν. For each , takes a maximum in a point * . Of course, both the location of the maximum point and its value depend on . On the contrary, we show in this section that the product of the maximum location and its value does not depend on and is just a function on ν. In the case ν = 1/2, the Green function is given by (8) and the equation (27) for the maximum location can be easily solved in explicit form:
If ν = 1, the location of the maximum point of for = 1 is at the point = 1 (see (9) For the values of ν between 1/2 and 1, the location of the maximum point for = 1 (or the constant ν ) is determined numerically and the results are presented in Section 4. Having determined the law for the maximum location of , we can now calculate the propagation velocity ( ν) of the maximum point. If follows from (28) for different values of ν becomes large for big values of (see Fig. 3 ). For ν = 1 (wave equation), the propagation velocity of the maximum location is constant and is equal to 1 = 1. For ν = 1/2 (diffusion equation) the propagation velocity of the maximum location is a linear function in with the slope 1/3 (see (29) ). Now let us find the maximum value * ( ; ν) of ( ; ν) in dependence of and ν. Using the maximum location (28) and the integral representation (17) we first get *
Variables substitution ζ = κ in the last integral leads then to the representation *
Of course, we can also employ the representation (10) of the Green function to get the formula *
Comparing (32) and (33), we get the relation
between the characteristic constants ν and ν via the Mainardi function F ν . Evidently, ν depends just on ν but not on the spatial variable . For ν = 1/2, the maximum value * ( ; ν) can be easily determined from the representations (8) and (29)
i.e., we get
If ν = 1, the maximum value of is evidently equal to +∞ (see (9)), i.e.,
For 1/2 < ν < 1, the maximum value of ( ; ν) for = 1 (or the constant ν ) can be calculated numerically. The plots and discussions are presented in Section 4. From the formulas (28) and (32) (or (33)), we immediately get a formula for the product ν of the maximum location and the maximum value of the Green function ( ; ν) for any > 0:
It follows from the scaling property of the Green function (see (33) ) that for any > 0 the product ν is a constant that depends only on ν or on the order α of the fractional derivative in the equation (1), i.e., the maximum locations and the corresponding maximum values specify a certain hyperbole for a fixed value of ν. For ν = 1/2, the product ν is equal 3 2π
2 ≈ 0 1542 (see (8) and (35)) and in the case ν = 1 (wave equation) it is equal to +∞. For 1/2 < ν < 1, the product ν is a monotone increasing function that justifies the fact that the time-fractional diffusion-wave equation interpolates between the diffusion and the wave equations (see Fig. 4 ).
Numerical algorithms and plots
In the previous section, some analytical results regarding the location of the maximum of the Green function , its maximum value, and the propagation speed of the maximum are given. For these analytical results, the functions ν = (ν) and ν = (ν) that determine the location of the maximum point and the maximum value of ( ; ν) play a very important role. For the function ν , we do not have any analytical formula, whereas the function ν is given as an improper integral that is difficult to analyze and to calculate. In this section, some algorithms for numerical calculation of the functions ν and ν as well as their plots are presented and discussed.
To start with, we first introduce some algorithms for numerical calculation of the Green function . Because is a particular case of the Wright function (see the formula (13)), one can of course use the algorithms for the numerical evaluation of the Wright function suggested in [13] to calculate the Green function . Another approach to numerical calculation of is to use the integral representation (17) . For evaluation of the Mittag-Leffler function E α α , the algorithms suggested in [7] and the MATLAB-programs that implement these algorithms and are available from 1 can be employed. For 0 < α < 2, the Mittag-Leffler function E α β has the asymptotics (see e.g [32] or [28] )
In particular, for = 2 and β = α we get the formula for κ → +∞ and therefore the integral in the R.H.S. of (17) is absolutely convergent. Then we can estimate the length of the finite integration interval in the improper integral (17) that allows to reach the desired accuracy and then proceed with calculations using any of the known quadrature formulas just in the same way as it has been done in [20] for the Green function . Another strategy for numerical calculation of the Green function that we used in this paper to produce our plots is to employ the reciprocity relation (10) and then to apply the algorithm for the numerical calculation of presented in [20] . The results of numerical calculations of the Green function at the point = 1 are presented in Fig. 1 . As expected, (1 ; ν) has a unique maximum for each 1/2 ≤ ν ≤ 1. In Fig. 2 , a 3D-plot of ( ; ν) is presented for ν = 0 875. For a fixed , the Green function has a maximum point whose location as well as the maximum value depends on . As we have seen in the previous section, the location of the maximum point of the Green function ( ; ν) for a fixed value of ν depends on the constant ν , i.e., on the location of its maximum for = 1 (see the formula (28)). The maximum value of ( ; ν) for a fixed ν is given by the formula (32) and is a power function in with the constant ν . It is therefore very important to calculate the functions ν and ν numerically and to visualize the dependence of ν and ν on ν 1/2 ≤ ν ≤ 1. Because we already know how to numerically calculate the Green function (1 ; ν) and because it possesses a unique maximum point with the coordinates ( ν ν ) 1/2 ≤ ν ≤ 1 we can determine both the maximum location and the maximum value of e.g. with the MATLAB Optimization Toolbox. The results of the calculations are presented in Fig. 5 and Fig. 6 . 
Conclusions
In this paper, we studied propagation of the maximum of a signal in the signalling problem for the time fractional diffusion-wave equation with the constant coefficients. In particular, the maximum location, the maximum value, and the propagation velocity of the maximum point of the fundamental solution for the signalling problem were described analytically and calculated numerically for the first time in the FC literature.
On the other hand, these results provide a novel physical insight into the problem, because the speed of the maximum can be interpreted as a characteristic velocity of the wave propagation in absence of a finite wave-front velocity. This interpretation is e.g. of great interest in geophysics, where the time-fractional diffusion-wave equation is a reliable model for the seismic pulse propagation with a constant quality factor, as has been shown in [27] .
