Abstract. In this paper we show how the zero dynamics of (not necessarily square) spectral factors relate to the splitting subspace geometry of stationary stochastic models and to the corresponding algebraic Riccati inequality. We introduce the notion of output-induced subspace of a minimal Markovian splitting subspace, which is the stochastic analogue of the supremal output-nulling subspace in geometric control theory. Through this concept the analysis can be made coordinatefree, and straightforward geometric methods can be applied. We show how the zero structure of the family of spectral factors relates to the geometric structure of the family of minimal Markovian splitting subspaces in the sense that the relationship between the zeros of different spectral factors is reflected in the partial ordering of minimal splitting subspaces. Finally, we generalize the wellknown characterization of the the solutions of the algebraic Riccati equation in terms of Lagrangian subspaces invariant under the corresponding Hamiltonian to the larger solution set of the algebraic Riccati inequality.
1.
Introduction. By now it should be fairly well-known that there is a one-one correspondence between each two the following three fundamental areas of systems theory.
(i) Minimal spectral factorization of a rational (full-rank) m × m spectral density matrix Φ. The problem is to find all (square and rectangular) rational functions and being minimal in the sense that the McMillan degree of W is exactly half of that of Φ. The class of all such minimal spectral factors, each defined modulo right multiplication by a constant orthogonal matrix, will be denoted by W. The subclass of square spectral factors will be denoted W 0 . Throughout this paper we shall always consider representations for which (A,B,C) is a minimal triplet and B D has independent columns. This results in no loss of generality [16] .
(ii) Finding all symmetric solutions of the algebraic Riccati inequality Let us denote by P the solution set of (1.3). Then each P ∈ P corresponds to a spectral factor (1.1) whose B-and D-matrices are determined by a full-rank matrix factorization of the type
Obviously the correspondence is one-one modulo trivial coordinate transformations ( [1] , [9] ).
(iii) Describing all minimal stochastic realizations of an m-dimensional stationary-increments process {y(t); t ∈ R} having the (incremental) spectral density Φ.
Each stochastic realization is obtained by passing a suitable "white noise" through a filter for dy, defined on the whole real line. More precisely, w is a vector Wiener process on R of a dimension p equal to the number of columns of W . The system Σ is in statistical steady state so that the n-dimensional state process x and the increments of the m-dimensional output process y are jointly stationary. The model Σ is a minimal stochastic realization in the sense that there is no other representation of dy of type (1.9) with a state process with fewer components.
In regard to topic (iii), it is actually more natural to consider a coordinate-free representation by assigning to each model Σ the n-dimensional space X = {a x(0) |a ∈ R n } (1.10) of random variables. This space is the subspace of an ambient space H of the model (1.9), defined as the closure of the linear hull of the following random variables {w i (t) − w i (τ ); i = 1, 2, . . . , p; t, τ ∈ R} in the topology of the inner product respectively, it is easy to show and well-established in the literature ( [15] , [16] , [6] ) that each X, defined as in (1.10) , is a minimal Markovian splitting subspace for H − and H + , i.e., in particular renders H − and H + conditionally orthogonal given X. Moreover this property captures the concept of stochastic state space model of dy in a coordinate-free way. Given any X together with its ambient space H, equipped with a shift, we can construct the model Σ modulo the choice of coordinates in the state space [16] .
Modulo coordinate-transformations, there is a one-one correspondence between the family X of minimal Markovian splitting subspaces and the solution set P of the algebraic Riccati inequality (1.3) under which P = E {x(0)x(0) } , (1.12) is the state covariance. Under this correspondence the subset P 0 ⊂ P of solutions of the algebraic Riccati equation Λ(P ) = 0, (1.13) corresponds to the subclass X 0 ⊂ X of stochastic realizations such that i.e. internal realizations constructed by using only random quantities contained in the subspace
spanned by the output. Under the correspondence mentioned above, X 0 and P 0 correspond to W 0 ⊂ W, the subclass of square spectral factors. Although the structure of the solution set of the algebraic Riccati equation (1.13) is by now fairly well established ( [27] , [20] , [26] , [13] ), it is fair to say that the structure of the complete solution set P of the algebraic Riccati inequality (1.3) is far less 1 In the sequel, given two subspaces A and B, we shall write A ∨ B to denote the closure of {α + β | α ∈ A, β ∈ B}. To stress that the sum is direct we write instead A + B or, if it is an orthogonal direct sum A ⊕ B.
understood, and, except for [10] , [16] , and [25] , little seems to have appeared in the literature since the monograph [9] . We stress that the algebraic Riccati inequality and the set P are important in many areas of systems and control, including dissipative systems and H ∞ control. In this respect, one purpose of this paper is to provide new results on the structure of P and new concepts for the study and classification of this set based on the zero structure of the family W of minimal spectral factors W . The work reported here is a continuation and a deepening of the results presented in [16] and [19] . In particular it was shown in [16] that 1
•
The set P (which is bounded and convex) has facets each of which is uniquely defined by a pair of solutions of the algebraic Riccati equation (1.13) . For each P ∈ P there is a minimal facet [P 0− , P 0+ ] containing P , called the tightest local frame of P , defined as the set of all solutions Q of the algebraic Riccati inequality (1.3) satisfying the relation P 0− ≤ Q ≤ P 0+ , where P 0− := sup {P 0 ∈ P 0 | P 0 ≤ P }
Here, for any P 1 , P 2 ∈ P, P 1 ≤ P 2 means that P 2 − P 1 is nonnegative definite. The tightest bounds of P , P 0− and P 0+ , can be computed as the limit solutions of the matrix Riccati differential equationΠ = Λ(Π), with initial condition Π(0) = P , as t tends to −∞ and ∞ respectively. 
The open tightest frame (P 0− , P 0+ ) of P ∈ P, consisting of all Q ∈ [P 0− , P 0+ ] having P 0− and P 0+ as tight bounds, can be characterized in terms of the zeros of the corresponding minimal spectral factor W . If (W 0− , W 0+ ) is the pair of square minimal spectral factors corresponding to P 0− and P 0+ , then the zeros of W are precisely the common zeros of W 0− and W 0+ .
In this paper we greatly expand on the above characterization of facets and tight frames providing necessary and sufficient conditions in terms of zeros (or, better, the zero dynamics) of spectral factors. To this end, in Section 2, we first provide a geometric characterization of the zero dynamics in the stochastic framework (Theorem 2.10). In particular, we demonstrate how the zero structure of each W can be recovered directly from the corresponding output-induced subspace X ∩ H 0 and a related compressed shift. We introduce a dual control problem and show that its maximal output-nulling subspace consists of precisely those a ∈ R n for which a x(0) ∈ X ∩ H 0 and that these a are also the zero directions of W . In this way we not only provide the appropriate connection to geometric control theory ( [3] , [28] ) but also obtain elegant coordinate-free proofs of the main theorems of Sections 2 and 3.
Next, in Section 3, we analyze the relation between partial ordering of minimal splitting subspaces and zeros, and characterize the ordering in terms of invariant subspaces for the zero dynamics and right-half-plane zeros. The results on ordering are very intuitive and are in agreement with some early observations of Anderson [2] and Robinson [23] . The characterizations in terms of invariant subspaces extend those known sofar for square spectral factors and the algebraic Riccati equation, as for example reported in the survey of Kucera [13] .
Sofar all results are coordinate-free. Then, in Section 4, we introduce coordinates and translate the geometric characterizations of Sections 2 and 3 in terms of covariances and solutions of the algebraic Riccati inequality. Through this analysis we also obtain a natural generalization of the well-known characterization (Potter [22] , MacFarlane [17] ; also see [26] ) of P in terms of the n-dimensional Lagrangian subspaces L ⊂ R 2n , invariant under multiplication by the Hamiltonian H corresponding to Φ. In fact, in Section 5, we show that the H-invariant isotropic subspaces L of dimension k ≤ n are in one-one correspondence to the facets of P whose elements P have identical zero structure. Under this correspondence
where V * ⊂ R n is the space on which the zero dynamics of W is defined and which corresponds in X to the output-induced subspace X ∩ H 0 of X.
We make extensive cross reference between the three frameworks of P, X and W, and there are some very good reasons for this. The geometric splitting subspace theory provides a very natural setting also for analyzing the algebraic Riccati inequality. In fact, several geometric results which are linked to such concepts as splitting and internal subspace have less obvious counterparts in the P-setting and could easily have been overlooked had it not been for the interaction with the geometry of splitting subspaces.
Zero dynamics and splitting subspaces.
It is well-known by now that the poles of a spectral factor W can be expressed in terms of the shift {U t } and the corresponding splitting subspace X [16] . In fact the compressed forward shift on X,
(where E X is the orthogonal projector onto X), is a strongly continuous and uniformly bounded semigroup so that
and therefore there is an operator F : X → X such that
Then it can be shown that
i.e. the poles of W are precisely the eigenvalues of F . To see this, take a ∈ R n and integrate (1.9) to obtain
the last term of which is orthogonal to X. Consequently,
showing that A is in fact a matrix representation of F . The basic question which we shall address in this section is the following. Is there an analogous geometric characterization of the zeros of W in terms of {U t } and X? As we shall see, the answer to this question is yes.
To simplify matters, in this paper we shall make the blanket assumption that the spectral density Φ is coercive, i.e. Φ has no zeros on the imaginary axis or at infinity. In particular this implies that
so that all minimal spectral factors W are of dimension p × m with p ≥ m and of full rank m almost everywhere in the complex plane, and hence right invertible. Let
be a minimal realization of W . Recall [7] that a complex number λ is called a right zero of W (or, equivalently, of the state-space system (2.7)) if, for some x 0 u 0 = 0, u(t) = u 0 e λt , x(t) = x 0 e λt satisfy (2.7) while at the same time keeping the output y(t) (identically) zero for all t ∈ R.
It is well known and trivial to check that λ ∈ C is a right zero of W if and only if there are nonzero solutions of
More generally it can be shown [28] that constraining the dynamic variables x and u in (2.7) to yield an identically zero output y ≡ 0 requires confining, for all times t ∈ R, the state x(t) of the system (2.7) to a particular subspace
n called the maximal output nulling subspace of the system (2.7). The inputs u which keep x(t) in V * for all t ∈ R can be generated by suitable linear state feedback
where L is such that ImBL ⊂ V * , DL = 0, and v is an unconstrained input function. Any K achieving this is called a friend of V * [28] . It can be shown that V * is actually the largest subspace V ⊂ R n for which there is a feedback matrix K such that
It follows from the discussion above that all x 0 solving (2.8) belong to V * (A, B, C, D). Conversely, the subspace V * can be associated to the right zeros of (2.7) in the following sense. If K is a friend of V * and u is generated by a feedback law (2.9), all solutions ofẋ
belong to V * for all times t and all inputs v. Pick λ 0 in the spectrum of (A+BK)| V * , let x 0 be the corresponding eigenvector, and set u 0 := Kx 0 . Then it is trivial to check that x 0 u 0 solves (2.8) for λ = λ 0 and hence λ 0 is a right zero of (2.7). 
It is easy to show that the vectors z 0 solving (2.12) for some λ form a subspace V ⊂ R n which is (A , C )-invariant and output-nulling. In fact, V is a subspace of the maximal output nulling subspace For later reference we shall now explicitly compute the zero dynamics of W for the special case under consideration. To this end, it is convenient to write the system (1.9) in standard form taking
where R = DD and R 1/2 is the symmetric square root of R. This can be achieved by an orthogonal coordinate transformation in input space, which of course will not affect the zeros of the spectral factor W . Eliminating the noise dw 1 in
produces a state representation
in feedback form where Γ is the feedback matrix
Let us return to the dual control system (2.13). Then, setting the output v equal to zero yields
or, eliminating the control u,
Consequently, the maximal output-nulling subspace V * is precisely .21) i.e. the orthogonal complement of the reachability space 
The following proposition, the proof of which will be postponed to the Appendix, establishes the fact that an output-induced subspace is actually a stochastic counterpart of an (A, B)-invariant subspace in geometric control theory.
where the linear operators F : X → X and N : R m → X are defined by (2.3) and
respectively.
As we have already noted above, F has the matrix representation A in the basis in X consisting of the components of x(0). Moreover, it was proven in [14] that
and consequently Na = a Cx(0), i.e. N has the matrix representation C in the basis x(0). Therefore, condition (2.24) is equivalent to (A , C )-invariance of the representative of Y in the aforementioned coordinate system. To make this correspondence more precise we shall consider next the problem of finding the maximal output-induced subspace of a given minimal Markovian splitting subspace.
Theorem 2.3. Let X be a minimal Markovian splitting subspace. Then there is a maximal output-induced subspace of X, namely
There is a close connection between the concept of maximal output-induced subspace of a minimal Markovian splitting subspace and the zero dynamics of the corresponding minimal spectral factor. This connection is best understood by regarding the realization (1.9).
Lemma 2.4. Let X ∈ X and let (1.9) be a corresponding minimal realization. Then
Proof. First take ξ ∈ X ∩ H 0 . Then ξ has a representation ξ = a x(0) where
On the other hand, since ξ ∈ H 0 , there is a representation (2.28) whereû is a vector function on the imaginary axis which is L 2 with respect to the matrix measure 1 2π Φ(iω)dω and dŷ is the spectral measure [24] of the process dy, i.e.
y(t) − y(s)
This spectral measure may be written
in terms of the spectral factor (1.1), the transfer function of (1.9), and the spectral measure dŵ of the generating noise dw of (1.9). Consequently,
Wheref := W û is an L 2 function on the imaginary axis with inverse Fourier transform
where u is the inverse Fourier transform ofû in the L 2 sense. (To see thatû is L 2 note that Φ(∞) is nonsingular by assumption.) Then (2.29) may be written
in the time domain [24] [15], and, in view of (2.27), we must have
Hence, if we set
it is seen from (2.32) that v(t) = 0 for t ≥ 0, and hence u is an output-nulling input for the dual control system
On the other hand, (2.30) and (2.32) show that the output of Σ with control u and initial condition z(−∞) = 0 is identically zero on the negative real axis. Therefore the corresponding state trajectorȳ
Hence, in particular,z(0) ∈ V * , and consequently a ∈ V * as claimed.
To prove the converse statement, we first note that the coercivity of Φ insures that Γ | V * has no eigenvalues on the imaginary axis, since the a minimal spectral factor W are also zeros of the spectral density Φ. Therefore V * can be decomposed into a direct sum
where V * − is the sum of the generalized eigenspaces corresponding to eigenvalues of Γ | V * with negative real part and V * + is the corresponding subspace for eigenvalues with positive real parts. Both V * − and V * + are of course invariant for Γ . We want to prove that, if a ∈ V * , then a x(0) ∈ X ∩ H 0 . To this end, take a ∈ V * and let
for any a ∈ V * . Therefore, by choosing a basis in V * consistent with the direct sum decomposition (2.36) , (2.37) produces two equations relative to V * − and V * + which by Γ-invariance can be integrated separately on the negative and positive time axis respectively. It then follows that
and
Remark. Note that the basic idea of this construction is that V * acts dually in the model (1.9) as a maximal "exogenous-noise-nulling" subspace in the sense that multiplying (1.9) by an a ∈ V * removes the influence of the noninternal components of the input noise dw. An alternative and perhaps more elegant way of seeing this is to consider the adjoint control system
with transfer function W * (s) = W (−s), instead of the dual system Σ defined by (2.13). Clearly Σ * and Σ have the same output-nulling subspaces V, and, in particular, the same V * . (In fact, by a computation similar to the one given above for Σ , we see that the generator of the zero dynamics of Σ * is −Γ | V * .) The study of linear functionals a x(0) of the state at time zero leads naturally to considering the adjoint system Σ * . Given the stochastic system (1.9), differentiating the bilinear form z x yields
showing that the exogenous noise is blocked out if
The same idea is used in the following proof.
Proof of Theorem 2.3. Let ξ ∈ X ∩ H 0 . Then, by Lemma 2.4, ξ = a x(0) where a ∈ V * . Consequently, integrating (2.17) and noting that V * ⊥ ImB 2 , we obtain
Since V * is Γ -invariant, e Γ t a ∈ V * and hence the first term in the sum (2.43) belongs to X ∩ H 0 (Lemma 2.4). Consequently, X ∩ H 0 satisfies the conditions of Definition 2.1 and is thus output-induced. Since all output-induced subspaces are contained in X ∩ H 0 , it must be maximal.
The fact that the zero dynamics of W is autonomous is reflected in the following lemma, to be proved in the Appendix. In view of Lemma 2.5, an equivalent way of stating Theorem 2.3 is to say that . The projectors play the role of feedback in geometric control theory in confining the motion of the state to the subspace X ∩ H 0 . Accordingly, we form the compressed shift operators V t (X) andV t (X) on X ∩ H 0 by the relations
Lemma 2.6. The families {V t (X); t ≥ 0} and V t (X); t ≥ 0 of linear operators are strongly continuous semigroups on X ∩ H 0 .
Proof. Let ξ ∈ X ∩ H 0 and form
where we have used the fact that π t+s | X∩H0+H
and therefore the last term in (2.50) equals zero, establishing the semigroup property for {V t (X); t ≥ 0}. To prove strong continuity, note that, if t ≤ T , V t (X)ξ = π t U t ξ = π T U t ξ which tends to ξ as t → 0. The rest follows from a symmetric argument.
Consequently there are infinitesimal generators, i.e. operators G,Ḡ :
and therefore the last term of (2.56) is zero.
Consequently, we may define V t (X) also for negative t. In fact, setting
is equivalent to defining V t (X) for all t ∈ R by means of (2.46) with π −t =π t for t ≤ 0. Hence the family of operators {V t (X); t ∈ R} is actually a group.
The following proposition characterizes the output-induced subspaces of X as the invariant subspaces for the group {V t (X); t ∈ R}.
for t ≥ 0, (2.57) so applying the projection π t to both sides we see that
We want to show that X ∩ H 0 in (2.58) can be exchanged for Y so that (2.57) is obtained. However, this is obvious by applying the projector π t to (2.58) and noting that, by assumption, e Gt Y ⊂ Y . Trivially, the corresponding statement for t ≤ 0 follows from (2.45) by an analogous argument.
We shall identify two particularly important G-invariant subspaces of X ∩ H 0 , namely the past-output-induced subspace X ∩ H − and the the future-output-induced
and hence 
where the sum is direct. For the proof let us first recall that a Markovian splitting subspace can be uniquely represented as the intersection
of a pair (S,S) of subspaces of the ambient subspace H which satisfy
the invariance properties U * t S ⊂ S and U tS ⊂S for all t ≥ 0, (2.63) and intersect perpendicularly in the sense that
where S ⊥ andS ⊥ are the orthogonal complements in H of S andS respectively (see, e.g., [16] ). We shall write X ∼ (S,S) to refer to this representation. The class X of minimal Markovian splitting subspaces consists precisely of the X ∼ S,S which are
and constructible, i.e.
(see [16] ). Proof of Lemma 2.9.
Since H 0 = H − + H + is a direct sum, then so is that of (2.67). Hence it just remains to show that the converse inclusion holds. To this end suppose that λ ∈ X ∩ H 0 . Since λ ∈ H 0 = H − + H + , there are unique α ∈ H − and β ∈ H + such that
Then, since λ ∈ X ⊂S and β ∈ H + ⊂S, we have α = λ − β ∈S, and hence
This completes the proof of the lemma.
Remark. The fact that X ∩ H − and X ∩ H + are output-induced can be seen from first principles using Lemma 2.9. In fact, from (2.61), we see that X ∩ H − =S ∩ H − , and hence
(2.68)
Here the first inclusion follows from the U t -invariance (2.63) ofS, and the second equality from Lemma 2. 
In particular,
where σ(G) is the spectrum of the infinitesimal generator of the group {V t (X); t ∈ R}. We shall call G the generator of the zero dynamics of X. Since in this paper we consider the special case when R is nonsingular, we may, as we have already pointed out above, write the zero dynamics (2.14) aṡ
The restricted groups V
where Γ is defined by (2.18). By Lemma 2.4, the map T in the commutative diagram of Theorem 2.10 assigns the value a x(0) ∈ X ∩ H 0 to each a ∈ V * , i.e.
T : a → a x(0). (2.72)
Proof. Take a ∈ V * so that a x(0) ∈ X ∩ H 0 . Then (2.43) holds. From this sum with the first term in X ∩ H 0 and the second in H 
Moreover, note that (2.38) and (2.39) imply that
However, since, by Lemma 2.9 and (2.36) the two vector sums
Then, by retracing the first part of the proof with V * replaced by V * − and V * + , we establish the similarity relations
which clearly shows that G s is stable and G u is antistable. This completes the proof of the theorem. Next we shall derive some representation formulas for the restrictions of the group {V t (X); t ∈ R} to the complementary invariant subspaces X ∩ H − and X ∩ H + . These relations are connected to the generalization to the Riccati inequality of certain projection results concerning the algebraic Riccati equation due to Willems [27] . This will be discussed in Section 5.
Because of the direct sum decomposition (2.59), any η ∈ H 0 , has a unique decomposition 
Proof. Let t ≥ 0, and take ξ ∈ X ∩ H − . Since X ∩ H − is output-induced (see, e.g., the remark before Theorem 2.10),
The (π − U t )-invariance of X∩H − now follows from the V t (X)-invariance. A symmetric result yields the corresponding result for X ∩ H + .
Zeros and ordering.
In this section we shall study the zero structure of the family of all minimal (analytic) spectral factors by using a partial ordering of the family X of all minimal Markovian splitting subspaces which are defined in some common probabilistic setting. Such a setting can be described by a sufficiently large common Hilbert spaceĤ containing H 0 . It can be shown ( [16] ; Sections 5.2 and 5.3) that it suffices to takeĤ to be of the form where dη is some n-dimensional Wiener process independent of dy, and H(dη) is the space generated by the increments of the components of η. The Hilbert spaceĤ is endowed with a shift Û t ; t ∈ R , namely the one induced by (dy, dη), and the ambient space of each minimal X in this setting is a doubly invariant subspace ofĤ containing H 0 .The shift {U t } corresponding to X ∈ X is just the restriction of Û t to its ambient space H. Recall that the ambient space H has a representation H(dw), where the Wiener process dw may be identified with the driving noise of a minimal stochastic realization (1.9) corresponding to X.
In [16] we introduced a partial order of X defined as follows. Given two minimal Markovian splitting subspaces, X 1 and X 2 , we say that
With the above choice of Hilbert spaceĤ, it can be shown that ≤ is a bona fide partial ordering relation of X , i.e., in particular, X 1 ≤ X 2 and X 2 ≤ X 1 imply that
Moreover, X has a maximal and a minimal element, X + and X − , in this ordering, i.e.
for each X ∈ X , where X − := E H − H + and X + := E H + H − are respectively the forward and the backward predictor spaces. Clearly both X − and X + belong to X 0 .
As it can be seen from (3.1), any X ∈ X is bounded from below and from above by elements in X 0 , namely by X − and X + respectively. In this context, a relevant question is whether these internal bounds could be tightened. In [16] it was shown that, for each X ∈ X , there are unique X 0− , X 0+ ∈ X 0 so that
are unique, and we call them the tightest internal bounds of X.
At several instances below we shall consider a restriction of some linear operator to an invariant subspace. Whenever such a restriction occurs, the invariance is automatically implied and will not be stated explicitly.
Lemma 3.1. Let X 1 , X 2 ∈ X and suppose that X 1 ≤ X 2 . Then,
Recall that if X ∼ (S,S) is a minimal Markovian splitting subspace then the corresponding tightest lower internal bound X 0− ∼ (S 0− ,S 0− ) has the property that S 0− = S ∩ H 0 (Theorem 6.11 in [16] ). Now, if X 1 ≤ X 2 , then, with self-explanatory notations, (X 1 ) 0− ≤ X 1 ≤ X 2 , and consequently (
But, in view of (2.61) and (2.62), this is equivalent to
(ii): First take t ≥ 0. Then, by Lemma 2.11,
for any X ∈ X, where π − : H 0 → H − is the oblique projection parallel to H + . Therefore, since X 2 ∩ H − ⊂ X 1 ∩ H − and these spaces are both invariant for the compressed shift π − U t (Lemma 2.11),
for t ≥ 0. However, for any X ∈ X ,
for all t ∈ R, and hence (3.2) may be written
which is a statement about groups and consequently holds for all t ∈ R.
(iii) The proof follows from a symmetric argument to that used to prove (ii), first proving the the statement for t ≤ 0 and then invoking the group property.
Corollary 3.2. Let X ∈ X . Then
Proof. To prove (3.3) just take X 1 = X − and X 2 = X in Lemma 3.1, and then observe that V − t (X − ) = V t (X − ). A symmetric argument yields (3.4). We see from this lemma that, if W , W − and W + are the spectral factors of X, X − and X + respectively, then the stable zeros W are also zeros of W − and the antistable zeros of W are zeros of W + . We also see that W − is the minimum phase spectral factor, all its zeros being stable, and W + is the maximum phase spectral factor with only antistable zeros.
Lemma 3.1 with Corollary 3.2 has a number of other important consequences which will be discussed below. Before turning to this, we shall however complete the analysis of the relation between subspace inclusion of the type exhibited in statement (i) of Lemma 3.1.
Proof. We begin by proving (i). In view of Lemma 3.1, it remains to prove that X 1 ∩ H + ⊂ X ∩ H + implies that X 1 ≤ X, which, by Theorem 6.8(ii) in [16] , is equivalent to S 1 ⊂ S. This in turn is certainly implied by S 1 ⊂ S ∩ H 0 . Now, for any splitting subspace X ∼ (S,S), S is itself a splitting subspace, namely S ∼ (S, H), and consequently Lemma 2.9 implies that
because, by (2.61) and (2.62),
A completely symmetric argument yields (ii). By Theorem 6.11 in [16] , X 1 = X 0− is equivalent to S 1 = S ∩ H 0 . This implies that S 1 ∩ H + = S ∩ H + , i.e.
On the other hand there is only one X 1 ∈ X 0 satisfying (3.6), because (3.6) and
determine S 1 uniquely and for minimal Markovian splitting subspaces there is a oneone correspondence between X and S as can be seen from (2.65). Hence we have shown that (3.6) is equivalent to X 1 = X 0− . In the same way we show that
i.e.
The proof of this theorem is rather long and technical. For this reason we shall first give some interpretations of the results stated so far, and postpone the proof of Theorem 3.4 to the end of the section.
Corollary 3.5. Let at least one of X 1 , X 2 ∈ X be internal, and suppose that
Proof. We want to prove that, for any λ ∈ X 1 ∩ X 2 ,
for all t ∈ R. To this end, first suppose that t ≥ 0, and set ξ i := V t (X i ), I = 1, 2. 
Now, applying the invariance result of Theorem 3.4 twice, first taking X = X 1 and then X = X 2 , wesee that both ξ 1 and ξ 2 must belong to X 1 ∩ X 2 . But
is a direct sum (Lemma 2.4), and hence we must have ξ 1 = ξ 2 (and η 1 = η 2 ) establishing (3.8) for t ≥ 0. Because of the group property, (3.8) then actually holds for all t ∈ R.
Recalling the characterization of Proposition 2.8 of output-induced subspaces of X ∈ X , we have immediately the following important corollary of Theorem 3.4.
Corollary 3.6. The output-induced subspaces Y ⊂ X ∈ X are precisely the subspaces of the form Y = X 1 ∩ X 2 where X 1 , X 2 ∈ X 0 are internal bounds of X, i.e.
As an illustration of Corollary 3.6 we shall give representations of the outputinduced subspaces X ∩ H 0 , X ∩ H − and X ∩ H + as intersections of internal minimal Markovian splitting subspaces. As we have already seen, these output-induced subspaces are of special importance in the classification of the zero structure of minimal spectral factors.
Proposition 3.7. Let X ∈ X have tightest internal bounds X 0− and X 0+ . Then,
Proof. In view of the last statement of Theorem 3.4(i), it only remains to prove that
Taking X 1 = X − and X 2 = X in Lemma 3.1(i) and recalling that X − ⊂ H − , we see that
, and hence (3.9) follows. Relation (3.10) follows by symmetry. To prove (3.11), let X ∼ S,S . Then, by Theorem 6.11 in [16] ,
Recall that the group {V t (X)} acting on the maximal output-induced subspace X ∩ H 0 can be identified with the zero dynamics of the minimal spectral factor W corresponding to X because of the isomorphism of Theorem 2.10. Similarly the groups V 
In the same way we can define restrictions of antistable zero dynamics. Clearly restriction is a partial-order relation. Proof. This follows immediately from Proposition 3.7(iii) and Theorem 3.8(iii).
From Corollary 3.9 we see that, if X − and X + are the tightest internal bounds of X, which in fact is the "generic" situation, then the corresponding spectral factor has no zeros. In fact, W − and W + have no common zero. The other extreme is the situation when X is internal so that X 0− = X = X 0+ . Then W has n zeros.
The following corollary of Theorem 3.4 is a splitting-subspace version of an invariance result, due to Willems [27] , formulated in the context of the algebraic Riccati equation. It will be used in Section 5. 
Similarly, if G − is the zero generator of X − , there is a one-one correspondence between
G − -invariant subspaces Z ⊂ X − and X ∈ X 0 under which Z = X ∩ X − and X ∼ (S,S) whereS = H + + Z and S = H + ∨S ⊥
Proof of Theorem 3.4(i). (⇒):
We first prove that if X 1 ≤ X 2 and X 1 , X 2 are internal, then
The inclusion ⊃ is trivial and we use the procedure of the proof of Lemma 2.9 to prove the converse. To this end, take λ ∈ X 1 ∩ X 2 . Then, by Lemma 2.9,
and therefore β ∈ X 2 . Hence α = λ − β ∈ X 2 so that α ∈ X 1 ∩ X 2 ∩ H − and β ∈ X 1 ∩ X 2 ∩ H + , as required. This proves (3.12). Now, if X 1 ≤ X ≤ X 2 , then, by Lemma 3.3, X 2 ∩ H − ⊂ X ∩ H − , and therefore
where we also have used (2.61) and (2.62). But
by Theorem 6.11 in [16] , and, since X 1 ≤ X 0+ ,S 0+ ⊂S 1 . Hence
In the same way we show that
and therefore (3.12) and Lemma 2.9 imply that
, which in view of the fact that X 1 ≤ X 2 and hence S 1 ⊂ S 2 (see above), is the same as
which, by Lemma 3.3, is equivalent to X 1 ≤ X. In the same way we show that X ≤ X 2 . We turn next to the second statement of the theorem, concerning tight internal bounds. Since X 1 ≤ X 2 and X 1 and X 2 are internal, S 1 ⊂ S 2 andS 2 ⊂S 1 (Theorem 6.8 in [16] ). Hence, in view of (2.61),
Now S 1 = S ∩ H 0 if and only if X 1 = X 0− (Theorem 6.11 in [16] ), in which case
But, since X 1 ∩ X 2 ⊂ S 2 , this is the same as
The rest follows analogously.
Proof of Theorem 3.4(ii) . First suppose that ξ ∈ X 1 ∩ X 2 ⊂ X, and let t ≥ 0. Then, for i = 1, 2, U t ξ ∈S i , and therefore, since
A symmetric argument yields
Now, from (3.13) and (3.14) we have Gξ ∈S 1 ∩S 2 andḠξ ∈ S 1 ∩ S 2 . But the group property of Theorem 2.10 implies thatḠ = −G so therefore
proving the invariance property (3.7).
Finally, we prove the converse statement on G-invariance. Thus, suppose that
Then, in view of the decomposition (2.60) of Lemma 2.9 and the fact that both X ∩ H − and X ∩ H + are G-invariant, there is a decomposition
We show first that there is a one-one correspondence between G u -invariant subspaces Z u ⊂ X ∩ H + and splitting subspaces X u ∈ X 0 such that X u ≤ X, under which Z u = X u ∩ H + and S u = H − + Z u . To this end, take t ≥ 0 and recall that e Gu Z u = π + U * t Z u , and therefore, since ( 
(See the discussion in Section 2 and [15] or [16] .) Since S u ∼ (S u , H 0 ) is itself a splitting subspace, Lemma 2.9 yields
Hence we must have
and, since Z u ⊂ X, we have X u ∩ H + ⊂ X ∩ H + , from which we see that X u ≤ X (Lemma 3.3). Consequently we have established the required one-one correspondence between G u -invariant Z u ⊂ X ∩ H + and X u ∈ X 0 such that X u ≤ X. In the same way we prove the symmetric statement that there is a one-one correspondence between G s -invariant subspaces Z s ⊂ X ∩ H − and X s ∈ X 0 such that
Now, returning to the decomposition (3.15), we have shown that there are splitting subspaces X 1 , X 2 ∈ X 0 such that X 1 ≤ X ≤ X 2 and
LetX be an abitrary element in X having X 1 and X 2 as tightest internal bounds. Then, by Lemma 3.3,
i.e. Z =X ∩ H 0 (Lemma 2.9). Proposition 3.7(iii) then yields Z = X 1 ∩ X 2 , proving the last statement of the theorem. Corollary 3.11. Let X ∈ X and X 0 ∈ X 0 be arbitrary, and let G be the zero generator of X. Then
Conversely, any G-invariant subspace Z can be written Z =X ∩ X 0 whereX ∈ X , X 0 ∈ X 0 and X 0 is either the tightest upper or tightest lower internal bound ofX.
Proof. Take ξ ∈ X ∩ X 0 and t ≥ 0. Then, by the same procedure as in the proof of Theorem 3.4,
Gξ ∈S 0 and −Gξ ∈ S 0 , and consequently Gξ ∈ S 0 ∩S 0 = X 0 . But, by definition, Gξ ∈ X ∩ H 0 ⊂ X, and therefore Gξ ∈ X ∩ X 0 . This proves the required invariance. The inverse statement follows from the proof of Theorem 3.4. In fact, Z can be written Z = X 1 ∩ X 2 where X 1 and X 2 are tight internal bounds ofX ∈ X . Then, from the last statement of Theorem 3.
Proof of Corollary 3.10. Just noting that G s = G − for X = X − , G u = G + for X = X + , and X − ≤ X ≤ X + , the statements of the corollary are seen to be special cases of the corresponding results in the proof of Theorem 3.4.
Introducing coordinates.
In this section we shall, among other things, reformulate the geometric results of Section 3 in the dual deterministic setting of linear functionals of the state at time zero. This will lead to characterizations in terms of state covariances and will facilitate the application of some of these results to the algebraic Riccati inequality in Section 5.
To this end, we shall now equip each X ∈ X with a basis chosen uniformly over the family X , in a way first suggested in [5] . Let {ξ 1 , ξ 2 , . . . , ξ n } be an arbitrary basis in X + . Such a basis corresponds to a model (1.1) with a state process {x + (t); t ∈ R} such that
(See, e.g., [16] for the construction.) Now, for an arbitrary X ∈ X , we define
This can be seen to be a basis in X, and x(0) is the state vector at zero of a model (1.1) having the same A and C matrices as that of x + (0).
There are several reasons why this construction is the right one. First, if for each X ∈ X we define the state covariance
then it was shown in [16] that
(where, as before, P 1 ≤ P 2 means that P 2 − P 1 it positive semidefinite.) In particular, (3.1) corresponds to
X to the solution set P of the algebraic Riccati inequality Λ(P ) ≤ 0, and X 0 to the subfamily P 0 of solutions of the algebraic Riccati equation Λ(P ) = 0, thus connecting the geometric theory of stochastic realization with that of Anderson [1] and Faurre [9] . Secondly, the above family of bases is consistent in the sense that representations coincide on intersecting splitting subspaces as explained in the following lemma.
where x 1 (0) and x 2 (0) are bases of X 1 and X 2 respectively constructed as in (4.1) . Proof. Suppose that λ = a 1 x 1 (0) = a 2 x 2 (0). Then, by Theorem 6.12 in [16] ,
and hence we must have a 1 = a 2 , as claimed.
Next we shall give a result which will be instrumental in establishing the correspondence between families of output-induced subspaces and covariance matrices P . To this end, given X ∈ X and the corresponding basis (4.1), define the linear map
This is a natural extension to R n of the map T defined in Section 2. Clearly T is a bijection, and in view of Lemma 4.1,
if T 1 corresponds to X 1 and T 2 corresponds to X 2 , and hence, with some care, we may simply write T −1 whenever there is no risk for misunderstanding.
Lemma 4.2. Let X 1 , X 2 ∈ X and X 1 ≤ X 2 , and let at least one of X 1 and X 2 be internal. Then
where P 1 and P 2 are the covariances corresponding to X 1 and X 2 respectively. Proof. Let λ ∈ X 1 ∩ X 2 and T −1 (λ) = a. Then a x 1 (0) = a x 2 (0), and therefore
and therefore a ∈ ker (P 2 − P 1 ). Conversely, suppose that a ∈ ker (P 2 − P 1 ) (4.8)
Since X 1 ≤ X 2 and at least one of X 1 and X 2 is internal
we have
. We are now in a position to reformulate the first part of Theorem 3.4 in terms of covariances, thus obtaining an amplification of Theorem 9.1 and Lemma 9.3 in [16] . In the parameterization P of X , the tightest internal bounds X 0− and X 0+ of X ∈ X , will be denoted P 0− and P 0+ respectively. Recall that (P 0− , P 0+ ) denotes the open tightest frame of P, i.e. the set of all P ∈ P having P 0− and P 0+ as their tightest upper and lower bounds in P 0 .
Theorem 4.3. Let P 1 , P 2 ∈ P 0 and P ∈ P. Then, (i) P 1 ≤ P ≤ P 2 ⇐⇒ ker (P 2 − P 1 ) ⊂ ker (P 2 − P ) with ker (P 2 − P 1 ) = ker (P 2 − P ) if and only if P 1 = P 0− ; and
Proof. Let T : R n → X be the bijection defined above, i.e. T (a) = a x(0). If X 1 ≤ X ≤ X 2 , then X 1 ∩ X 2 ⊂ X by Theorem 3.4. Hence Lemma 4.2 can be applied with the same T −1 so that X 1 ∩ X 2 , X ∩ X 2 and X ∩ X 1 correspond to ker (P 2 − P 1 ), ker (P 2 − P ) and ker (P − P 1 ) respectively under the bijection. Therefore ker (P 2 − P 1 ) ⊂ ker (P 2 − P ) ∩ ker (P − P 1 ) (4.9) Also X 2 = X 0+ if and only if X 1 ∩ X 2 = X ∩ X 2 , i.e. ker (P 2 − P 1 ) = ker (P 2 − P ). To prove the converse statement observe that any element ξ ∈ X 1 ∩ X 2 can be written in the form ξ = a x 1 (0) = a x 2 (0), where a ∈ ker (P 2 − P 1 ). So if ker (P 2 − P 1 ) ⊂ ker (P 2 − P ) then a ∈ ker (P 2 − P ), i.e. a x 2 (0) = a x(0), and therefore ξ ∈ X which implies that X 1 ∩ X 2 ⊂ X which is equivalent to X 1 ≤ X ≤ X 2 by Theorem 3.4. This proves (i). Statement (ii) is proved in the same way.
We shall now provide an explicit representation of V * and its Γ -invariant subspaces V in terms of covariance matrices.
As pointed out in Section 1, the set P is a parametrization of the family X of minimal Markovian splitting subspaces. In fact, a uniform choice of bases produces a unique state process x for each X ∈ X and hence a unique P := E{x(0)x(0) }. Modulo orthogonal transformations in the input space, there is a unique minimal stochastic realization (1.9) corresponding to x which may be written in standard form
A uniform choice of bases also fixes the matrices A and C to be the same for all X ∈ X . Conversely, for each P ∈ P, we have a minimal spectral factor
where
and B 2 is a full-rank factor of −Λ(P ), i.e.
and (in a suitable Hilbert spaceĤ as discussed in the beginning of Section 3) a unique stochastic realization (4.10), in turn defining a unique X.
Moreover, the uniform choice of bases associates to each X ∈ X a maximal outputnulling subspace V * = V * (A , C , B , D ) of the dual system (2.13) and a feedback matrix Lemma 4.4. Let P ∈ P and let V * be the corresponding output-nulling subspace.
Proof. In view of Lemma 2.4 and (2.74),
. Then applying Lemma 4.2 to Proposition 3.7 yields the desired result.
Consider two covariance matrices P 1 and P 2 in P such that P 1 ≤ P 2 . We shall next establish the relation between the corresponding pairs of output-nulling subspaces (V * Lemma 4.5. Let at least one of P 1 , P 2 ∈ P belong to P 0 , and suppose that
Proof. Follows directly by applying Proposition 3.7 and Lemma 4.2 to Lemma 3.1.
The following corollary illustrates the role of V * − and V * + as the stable and unstable Γ -invariant subspaces of V * .
Corollary 4.6. Let P ∈ P and let Γ be the corresponding feedback matrix (4.13) . Then
where Γ − and Γ + are the feedback matrices corresponding to P − and P + respectively.
Proof. Take P 1 = P − and P 2 = P in Lemma 4.5(ii) to prove (i). The second statement follows by setting P 1 = P + and P 2 = P in Lemma 4.5(iii).
Lemma 4.7. Let P 1 , P 2 ∈ P 0 . Then for each P ∈ P, (i) P 1 ≤ P ⇐⇒ ker (P + − P 1 ) ⊂ ker (P + − P ) with ker (P + − P 1 ) = ker (P + − P ) if and only if P 1 = P 0− ; and (i) P ≤ P 2 ⇐⇒ ker (P 2 − P − ) ⊂ ker (P − P − ) with ker (P 2 − P − ) = ker (P − P − ) if and only if P 2 = P 0+ .
In other words,
+ if and only if P 1 = P 0− ; and The following theorem gives, for an arbitrary P ∈ V, a complete characterization of all Γ -invariant subspaces in V, i.e. the output-nulling subspaces of the dual control system (2.13).
Theorem 4.8. Let Γ be the feedback matrix (4.13) corresponding to P ∈ P. Then, if P 1 , P 2 ∈ P 0 and P 1 ≤ P ≤ P 2 , the subspace
for some P 1 , P 2 ∈ P 0 such that
Proof. Follows by applying Lemma 4.2 to Theorem 3.4. Concerning Theorem 3.4, of which the above Theorem 4.8 is an isomorphic version, we may add that, thanks to Lemma 4.2, a simpler and more transparent proof of the invariances can be given. For example, to prove the G-invariance of X 1 ∩ X 2 in Theorem 3.4, take ξ ∈ X 1 ∩ X 2 . Then, by Lemma 4.1, there is an a ∈ R n such that ξ = a x 1 (0) = a x 2 (0).
Since X 1 and X 2 are internal, the corresponding B 2 -matrices are zero, i.e., for t ≥ 0 and i = 1, 2,
and therefore
In the same way as above we obtain from Corollary 3.5 the following result characterizing intersecting zero dynamics.
Lemma 4.9. Let at least one of P 1 , P 2 ∈ P belong to P 0 , and suppose that
An important consequence of this lemma and the fact that V * is constant over the open tightest frame (P 0− , P 0+ ) (Lemma 4.4) is that the zero dynamics is the same for all P ∈ (P 0− , P 0+ ). In fact, by Lemma 4.9,
and, by Lemma 4.4, ker(P − P 0− ) = ker(P 0+ − P 0− ).
The next proposition, which is due to Molinari [20] (also see [16] ; Lemma 10.2), also belongs to the general area of invariance results described in this section and corresponds to Corollary 3.11.
Proposition 4.10. Let P ∈ P and P 0 ∈ P 0 be arbitrary. Then all subspaces of the form
Invariant subspaces and the algebraic Riccati inequality.
In this section we shall generalize the well-known Potter-MacFarlane characterization of the (symmetric) solutions of the algebraic Riccati equation
in terms of subspaces invariant under the Hamiltonian matrix, to the algebraic Riccati inequality
we may write
which corresponds to the Hamiltonian matrix
It is well-known ( [17] , [22] , [18] ) that the solution set P 0 of the algebraic Riccati equation is in a one-one correspondence with the class of Lagrangian H-invariant
Recall that a subspace L is Lagrangian if it is isotropic in the sense that if x, y ∈ L then
and it is of maximal dimension n. Under this correspondence L = Im I P .The purpose of this section is to show that a similar correspondence holds for the solution set P of the algebraic Riccati inequality (5.2) and that this correspondence is related to the zero structure described above. In this respect a crucial observation is the following. Proposition 5.1. Let P ∈ P and let V * be the maximal output-nulling subspace of the corresponding dual system (2.13) . Then V * is the largest Γ -invariant subspace of R n such that
where Γ is defined by (2.18) or, equivalently,
Proof. In view of (2.21), V * is the largest Γ -invariant subspace orthogonal to the columns of B 2 , and consequently, since Λ(P ) = −B 2 B 2 , V * is the largest Γ -invariant subspace for which (5.7) holds. Now, recall from Section 4 that to each P ∈ P there is a direct-sum decomposition
where P 0− , P 0+ ∈ P 0 are the tightest lower and upper internal bounds of P. In view of of Lemma 4.4, this is equivalent to In Section 4 (Lemma 4.4) we saw that V * − = ker(P 0+ − P − ) and V * + = ker(P + − P 0− ), so decomposition (5.9) may also be written ker(P 0+ − P − ) + ker(P + − P 0− ) = ker(P 0+ − P 0− ), (5.12) only involving covariance matrices belonging to P 0 .
If P is a solution of the algebraic Riccati equation (5.1), i. e. P ∈ P 0 , then P = P 0− = P 0+ , and both (5.9) and (5.12) reduce to the (P + − P − )-orthogonal decompositon
of the whole R n . This corresponds to the situation studied by J. C. Willems [27] . To set up notations and make contact with the gemetric theory of splitting subspaces we shall here restate Willems' result.
To this end, let X ∈ X 0 and consider the stochastic version of (5.13), namely
obtained via Lemma 4.2 or directly from Lemma 2.9 and Proposition 3.7. Applying the projectors π − and π + of (2.75) to (5.14) shows that
which can be translated into R n via the bijective map T : R n → X of (4.5) to yield Im Π − = ker(P − P − ) and Im Π + = ker(P + − P ).
Here Π − : R n → R n and Π + : R n → R n are complementary projection operators defined as Π − = T −1 π − | X T and Π + = T −1 π + | X T respectively. Now take a ∈ R n and form the projections a − := Π − a and a + := Π + a. From (5.13) we see that a = a − + a + , P a − = P − a − , and P a + = P + a + so that P a = P − Π − a + P + Π + a for all a ∈ R n . Consequently,
Lemma 5.2 (J. C. Willems). Let Γ − and Γ + be the feedback matrices, given by (4.13) and (4.11) , corresponding to P − and P + respectively. Then: where Π + is the (P + − P − )-orthogonal projector of R n onto V + . Proof. By Lemma 4.2, V − corresponds to Z = X ∩ X − and V + to Z = X ∩ X + in Corollary 3.10. Moreover, Γ − and Γ + correspond to G − and G + respectively, and therefore the lemma follows.
In summary, by Lemma 5.2, any P ∈ P 0 corresponds to two subspaces, V * − = ker(P − P − ), invariant for Γ − , and V * + = ker(P + − P ), invariant for Γ + , which by (5.13) are complementary, i.e. sum up to all of R n . If P ∈ P does not belong to P 0 , however, (5.13) is replaced by (5.9). Therefore, if we insist on representing the invariant subspaces V * − and V * + in terms of solutions of the algebraic Riccati equation, as stated in Lemma 5.2, then there will still be representations of the type V * − = ker(P 0 − P − ) and V * + = ker(P + − P 0 ), but now we can no longer use the same P 0 . Formula (5.12) is precisely a manifestation of this fact.
The following notation will be used in the sequel. If L is a k-dimensional subspace of R 2n with basis matrix L ∈ R 2n×k , define τ (L) to be the subspace in R n spanned by the truncated matrix obtained by removing the bottom n rows of L.
We are now in a position to state the main result of this section. Theorem 5.3. Let P be the solution set of the matrix Riccati inequality (5.2) and let H be the Hamiltonian matrix (5.5 Proof. First suppose that P ∈ P has the tightest local frame (P 0− , P 0+ ), and define L by (5.19) and (5.20) . Clearly, (5.19) is independent of the choice of P ∈ (P 0− , P 0+ ). In fact, if P 1 , P 2 ∈ (P 0− , P 0+ ), then, by Lemma 4.4, V * = ker(P 1 −P 0− ) = ker(P 2 − P 0− ), and hence it follows that (P 2 − P 1 )a = 0 for all a ∈ V * . Now, a straightforward calculation, using (5.4) and the fact that Λ(P )V * = 0 (Proposition 5.1), shows that
Since Γ V * ⊂ V * , this yields HL ⊂ L as claimed. The fact that P = P insures that L is isotropic.
Conversely, suppose that L ⊂ R 2n is any H-invariant isotropic subspace of dimension k ≤ n. Then L is a direct sum of generalized eigenspaces of H, and, since these eigenspaces are contained in either Im I P − or Im I P + (for R 2n is a direct sum of these subspaces), we have the direct sum decomposition 
Therefore, since L − , represented by (5.22) , is H-invariant, Im M − must be Γ − -invariant. In the same way we show that Im M + is Γ + -invariant. Consequently, it follows from Lemma 5.2 that there are unique P 0− , P 0+ ∈ P 0 so that It remains to show that P 0− ≤ P 0+ so that (P 0− , P 0+ ) may form a tightest local frame and we may identify V − and V + with V * − and V * + respectively. To this end, note that since
i. e. • = ker(P + − P 0+ ), so it follows from Lemma 4.7 that P 0− ≤ P 0+ , as claimed. Now, let P ∈ P be an arbitrary element in the open tightest frame (P 0− , P 0+ ). Then, by (5.12), (5.23) and (5.24), V := V − + V + = ker(P 0+ − P 0− ), and hence, by Lemma 4.4, V = V * , the space of zero directions corresponding to P . Moreover, V − and V + are actually V * − respectively V * + . Theorem 5.3 is a generalization of the well-known result linking solutions in P 0 to H-invariant Lagrangian subspaces ( [17] , [22] , [18] ), in which special situation the equivalence classes of Theorem 5.3 are singletons, and the invariant subspaces are n-dimensional. The fewer zeros the spectral factor corresponding to P has, the larger is the equivalence class (the tightest local frame) and then smaller is the dimension of the invariant subspace L.
