Abstract. Predictive clustering is a general framework that unifies clustering and prediction. This paper investigates how to apply this framework to cluster time series data. The resulting system, Clus-TS, constructs predictive clustering trees (PCTs) that partition a given set of time series into homogeneous clusters. In addition, PCTs provide a symbolic description of the clusters. The paper considers several distance metrics to measure cluster homogeneity (both quantitative and qualitative). We evaluate Clus-TS on time series data from microarray experiments. Each data set records the change over time in the expression level of yeast genes in response to a change in environmental conditions. Our evaluation shows that Clus-TS is able to identify interesting clusters of genes with similar responses. Clus-TS is part of a larger project where the goal is to investigate how global models can be combined with inductive databases.
Introduction
Predictive clustering is a general framework that combines clustering and prediction [1] . Predictive clustering partitions the data set into a set of clusters such that the instances in a given cluster are similar to each other and dissimilar to the instances in other clusters. In this sense, predictive clustering is identical to regular clustering [7] . The difference is that predictive clustering associates a predictive model to each cluster. This model assigns instances to clusters and provides predictions for new instances. So far, decision trees [1, 17] and rule sets [19] have been used in the context of predictive clustering. This paper investigates how predictive clustering can be applied to cluster time series [10] . A time series is an ordered sequence of measurements of a continuous variable that changes over time. Fig. 1 .a presents an example of eight time series partitioned into three clusters: cluster C 1 contains time series that increase and subsequently decrease, C 2 has mainly decreasing time series and C 3 mainly increasing ones. Fig. 1 .b shows a so-called predictive clustering tree (PCT) for this set of clusters. This is the predictive model associated with the clustering. We propose a new algorithm called Clus-TS (Clustering-Time Series) that constructs trees such as the one shown in Fig. 1 .b. Clus-TS instantiates the general PCT induction algorithm proposed by Blockeel et al. [1] to the task of time series clustering. This is non-trivial because the general algorithm requires computing a prototype for each cluster and for most distance metrics suitable for time series clustering, no closed algebraic form prototype is known.
We evaluate Clus-TS on time series data from microarray experiments [5] . Each data set records the change over time in the expression level of yeast genes in response to a change in environmental conditions. Besides the time series, various other data about each gene are available. Here, we consider motifs, which are subsequences that occur in the amino-acid sequence of many genes. The motifs appear in the internal nodes of the PCT (Fig. 1.b) and provide a symbolic description of the clusters. C 1 includes, for example, all genes that have motifs AAGAAGAA and AAAATTTT. This is related to itemset constrained clustering [15] , which clusters vectors of numeric values and constrains each cluster by means of an itemset.
So far, most research on inductive databases (IDBs) [6, 3] has focused on local models (i.e., models that apply to only a subset of the examples), such as frequent item sets and association rules. Clus-TS is part of a larger project [4, 17, 19] were the goal is to investigate how IDBs can be extended to global models, such as decision trees and neural networks. Predictive clustering has been argued to provide a general framework unifying clustering and prediction, two of the most basic data mining tasks, and is therefore an excellent starting point for extending IDBs to global models [19] . In particular, we are interested in developing a system that is applicable to clustering and prediction in many application domains, including bioinformatics. Extending PCTs to time series clustering is a step in this direction.
Predictive Clustering Trees

Prediction, Clustering, and Predictive Clustering Trees
Predictive modeling aims at constructing models that can predict a target property of an object from a description of the object. Predictive models are learned from sets of examples, where each example has the form (D, T ), with D being an object description and T a target property value.
Clustering [7] , on the other hand, is concerned with grouping objects into subsets of objects (called clusters) that are similar w.r.t. their description D. There is no target property defined in clustering tasks. In conventional clustering, the notion of a distance (or conversely, similarity) is crucial: examples are considered to be points in a metric space and clusters are constructed such that examples in the same cluster are close according to a particular distance metric. A prototype (prototypical example) may be used as a representative for a cluster. The prototype is the point with the lowest average (squared) distance to all the examples in the cluster, i.e., the mean or medoid of the examples.
Predictive clustering [1] combines elements from both prediction and clustering. As in clustering, we seek clusters of examples that are similar to each other, but in general taking both the descriptive part and the target property into account (the distance metric is defined on D ∪ T ). In addition, a predictive model must be associated to each cluster. The predictive model assigns new instances to clusters based on their description D and provides a prediction for the target property T . A well-known type of model that can be used to this end is a decision tree [13] . A decision tree that is used for predictive clustering is called a predictive clustering tree (PCT, Fig. 1.b) . Each node of a PCT represents a cluster. The conjunction of conditions on the path from the root to that node gives a description of the cluster. Essentially, each cluster has a symbolic description in the form of a rule (IF conjunction of conditions THEN cluster), while the tree structure represents the hierarchy of clusters 1 . In Fig. 1 , the description D of a gene consists of the motifs that appear in its sequence and the target property T is the time series recorded for the gene. In general, we could include both D and T in the distance metric. We are, however, most interested in the time series part. Therefore, we define the distance metric only on T . We consider various distance metrics in Section 3.2. The resulting PCT ( Fig. 1 .b) represents a clustering that is homogeneous w.r.t. T and the nodes of the tree provide a symbolic description of the clusters. Note that, while we are mainly interested in clustering, the tree can also be used for prediction: use the tree to assign a new instance to a leaf and take the prototype time series (denoted with p i in Fig. 1 .b) of the corresponding cluster as prediction.
Building Predictive Clustering Trees
Fig. 2 presents the generic induction algorithm for PCTs [1] . It is a variant of the standard greedy top-down decision tree induction algorithm [13] . It takes
for each I k ∈ P * do 4:
return leaf(prototype(I))
procedure BestTest(I) 1: (t * , h * , P * ) = (none, ∞, ∅) 2: for each possible test t do 3: P = partition induced by t on I 4:
as input a set of instances I (in our case genes described by motifs and their associated time series). The main loop searches for the best acceptable test (motif) that can be put in a node. If such a test t * can be found then the algorithm creates a new internal node labeled t * and calls itself recursively to construct a subtree for each cluster in the partition P * induced by t * on the instances. If no acceptable test can be found, then the algorithm creates a leaf (acceptable is the stop criterion of the algorithm, such as maximum tree depth or minimum number of instances).
Up till here, the description is no different from that of a standard decision tree learner. The main difference is the heuristic that is used for selecting the tests. For PCTs, this heuristic minimizes the average variance in the created clusters (weighted by cluster size, see line 4 of BestTest). Minimizing variance maximizes cluster homogeneity. Section 4 discusses how cluster variance can be defined for time series.
Clustering Time Series
Clustering Algorithms
One of the most widely used clustering approaches is hierarchical clustering, due to the great visualization power it offers [8, 11] . Hierarchical clustering produces a nested hierarchy of groups of similar objects, according to a pairwise distance matrix of the objects. One of the advantages of this method is its generality; the user does not need to provide any parameters such as the number of clusters. However, its application is limited to small datasets, due to its quadratic computational complexity. A faster clustering method is k-means [2] .
Distance Measures
Both hierarchical and k-means clustering require that a distance metric is defined on the instances. Also PCTs require a distance metric to define cluster variance (Section 4). The most commonly used distance metrics are the Euclidean and Manhattan distance. These metrics are, however, less appropriate for clustering time series, because they mainly capture the difference in scale and baseline. In time series clustering, we are usually more interested in the difference in shape of the time series. Below, we discuss three distance metrics that have been proposed for clustering time series.
Correlation The correlation coefficient r(X, Y ) between two time series X and Y is calculated as
, where E(V ) denotes expectation (i.e., mean value) of V . r(X, Y ) measures the degree of linear dependence between X and Y . It has the following intuitive meaning in terms of the shapes of X and Y . r close to -1 means that X and Y have "mirrored" shapes, r close to 0 means that the shapes are unrelated (and consequently dissimilar), and r close to 1 means that the shapes are similar. Following this intuitive interpretation of correlation we can define the distance between two time series as D r (X, Y ) = 0.5 · (1 − r(X, Y )). D r has, however, two drawbacks. First, it is difficult to properly estimate correlation if the number of observations is small (i.e., a short time series). Second, r can only capture the linear dependencies between the time series. Two time series that are non-linearly related will be distant from each other according to this metric.
Dynamic Time Warping Dynamic Time Warping (DTW) [14] can capture non-linear distortion along the time axis. It accomplishes this by assigning multiple values of one of the time series to a single value of the other. As a result, DTW corresponds more to human intuition. Fig. 3 .a illustrates DTW and compares it to the Euclidean distance.
. . , β J is defined based on the notion of a warping path between X and Y . A warping path is a sequence of grid points F = f 1 , f 2 , . . . , f K on the I × J plane (Fig. 3.b) . Let the distance between two values α i k and
The weights w k are as follows:
The smaller the value of ∆(F ), the more similar X and Y are. In order to prevent excessive distortion, we assume an adjustment window
be computed with dynamic programming in time O(IJ).
A Qualitative Distance A third distance metric is the qualitative metric proposed by Todorovski et al. [18] . It is based on a qualitative comparison of the shape of the time series. Consider two time series X and Y (Fig. 4.a) . We choose a pair of time points i and j and we observe the qualitative change of the value of X and Y at these points. There are three possibilities: increase (X i > X j ), no-change (X i ≈ X j ), and decrease (X i < X j ). D qual is obtained by summing the difference in qualitative change observed for X and Y for all pairs of time points, i.e.,
with Diff (q 1 , q 2 ) a function that defines the difference between different qualitative changes (Fig. 4.b) . Roughly speaking, D qual counts the number of disagreements in change of X and Y . D qual does not have the drawbacks of the correlation based measure. First, it can be computed for very short time series, without decreasing the quality of the estimate. Second, it captures the similarity of shape of the time series, regardless of whether their dependence is linear or non-linear.
PCTs for Time Series Clustering
Computing Cluster Variance
Recall from Section 2.2 that the PCT algorithm requires a measure of cluster variance in its heuristics. The variance of a cluster C can be defined based on a distance metric as
, with p the prototype of C. To cluster time series, d should be a distance metric defined on time series, such as the ones discussed in the previous section. Next, one should decide on a representation for the prototype. We consider three possibilities: (1) the prototype is a probability distribution over time series, (2) the prototype is an arbitrary time series, and (3) the prototype is one of the time series from the cluster. Note that the first representation is the most expressive -it captures most information about the cluster. Once we have decided on a representation, the prototype can be computed as p = argmin q X∈C d 2 (X, q). In representation (3), the prototype can be computed with |C| 2 distance computations by trying for q all time series in the cluster. In the other representations, the space of candidate prototypes is infinite. This means that either a closed algebraic form for the prototype is required or that one should resort to approximative algorithms to compute the prototype. To our knowledge, no closed form prototype is known for any of the three distance metrics discussed in Section 3.2.
An alternative way to define cluster variance is based on the sum of the squared pairwise distances (SSPD) between the cluster elements, i.e., Var (C) =
The advantage of this approach is that no prototype is required. It also requires |C| 2 distance computations. This is the same time complexity as the approach with the prototype in representation (3) . Hence, using the definition based on a prototype is only more efficient if the prototype can be computed in time linear in the cluster size. This is the case for the Euclidean distance in combination with as prototype the pointwise average of the time series. For the other distance metrics, no such prototypes are known. Therefore, we choose to estimate cluster variance using the SSPD.
Cluster Prototypes for the Tree Leaves
The PCT algorithm places cluster prototypes in its leaves. Note that these are only included to be inspected by the end user and do not influence the outcome of the algorithm in any other way. For these prototypes, we use representation (3) as discussed above.
Analyzing Short Time Series Gene Expression Data
The Problem
We consider DNA microarray analysis as an interesting area of application for clustering short time series. When working with microarrays sample size is always an issue; the time series have around 4-10 observations. Clustering genes by their time expression pattern makes sense because genes, which are co-regulated or have a similar function, under certain conditions, will have a similar temporal profile. Instead of simply clustering the expression time series, and later on elucidating the characteristics of the obtained clusters, we perform constrained clustering with PCTs. We implement the method for computing cluster variance based on the time series distance metrics into the PCT induction system Clus 2 [17] ; we call the resulting system Clus-TS. The advantage of PCTs is that they can construct clusters by employing already known features as their descriptors.
DNA Microarray Time Series
The data that we use for our experiments is from a previous study conducted by Gasch et al. [5] . The purpose of the study is to explore the changes in gene expression levels of yeast (Saccharomyces cerevisiae) under diverse environmental stresses. Various sudden changes in the environmental conditions are tested, ranging from heat shock to amino acid starvation for a prolonged period of time. Microarrays are used to measure the gene expression levels of around 5000 genes. Samples are collected at different time points and different number of times, depending on the particular environmental conditions. The data is log-transformed according to a time-zero point of yeast cells under normal environmental conditions.
Frequent DNA Subsequences as Features
We also obtain DNA sequences (ORFs -open reading frames) of yeast genes from the Stanford database. In order to connect the DNA sequences of yeast with their corresponding time expression profiles, we mine frequent subsequences (motifs) with FAVST [9] and use these as features. We select constraints that generate a reasonable number of motifs. Basically there are three parameters that we can use as constraints: the frequency of the motif, and the minimum and maximum motif length. As frequency we consider the number of genes in which a motif appears, rather than the absolute number of occurrences of the particular motif. We set the frequency threshold to 25%. The minimum motif length is 8 nucleotides. No limit was set for the maximum motif length. The longest motif that satisfies the frequency constraint has 10 nucleotides. We obtain approximately 300 frequent motifs and use these as features in the PCTs.
Results
We perform constrained clustering of the short time series by using the frequent motifs as constraints. We construct PCTs with Clus-TS for three datasets: Amino Acid Starvation, Diauxic Shift and Heat Shock. We set the maximum tree depth stop criterion to 3. A sample of the output is presented in Fig. 5 . It can be interpreted as: if gene X has/does not have sequence 1 , sequence 2 ... sequence N then its time expression profile will have a signature as predicted by the prototype in the corresponding leaf.
Amino Acid Starvation The cluster prototypes obtained for the first data set, where yeast is exposed to amino acid starvation, are shown in Fig. 6 . These clusters are obtained by using the qualitative distance measure. For the genes in clusters 1-4 we can see that through time, their functioning is constantly repressed. This is somewhat consistent with the expected result of constant starvation, which is reduced cellular activity and growth. The genes in clusters 5-8 show an initial down-regulation and then slowly regress towards their previous state.
Heat Shock Clusters 5 and 7 ( Fig. 7) have a distinct expression profile that can be interpreted in the sense of the study by Gasch et al. The heat shock elicits rapid up-regulation of one group of genes and almost symmetrical downregulation of another group. This is only a transitional state after which the cell adapts to the new condition and then the expression levels of the up/down regulated genes slowly regress to their normal levels.
Diauxic Shift The yeast cells exhibit a similar, although a less coherent response compared to starvation conditions. Two large clusters (clusters 1 and 3, Fig. 8 ), are down-regulated exhibiting a similarity with starvation, but all other clusters (except the up-regulation of genes in cluster 4) do not show a coherent response.
Future Work
A drawback of computing cluster variance based on the SSPD is that its computational complexity is quadratic in the cluster size. As a result, the current approach does not scale well to large data sets. In future work, we plan to try methods to approximate cluster variance. For example, one could compute variance using the pointwise average of the time series (the exact prototype for the Euclidean distance) as approximate prototype for the other distance metrics. This would allow one to compute an approximate measure of cluster variance in O(|C|) time. Another way of accomplishing the same is to sample |C| pairs of time series from the cluster and approximate the SSPD based only on these pairs. In future work, we plan to assess how these and other approximations compare to the exact definitions of variance.
It would furthermore be interesting to extend the experimental evaluation. This includes testing more datasets (both microarray and other types of short time series data), working with domain experts to interpret the clusterings, and using more types of descriptive attributes (e.g., gene ontology terms). The knowledge gained form these experiments can potentially be used to annotate genes of currently unknown function.
We plan to incorporate different types of constraints in our models. This is important in the context of inductive databases because the inductive queries might include various types of constraints on the resulting PCTs. Our current system already includes accuracy and size constraints [17] . In further work we wish to investigate constraints more specific to clustering and in particular clustering of time series.
Another direction of research is investigating how PCTs and in particular PCTs for clustering time series can be integrated tightly with inductive databases. Fromont and Blockeel [4] and Slavkov et al. [16] present ongoing work in this direction.
This paper provides a proof-of-concept that predictive clustering trees (PCTs) can be used to analyze time series data. The main advantage of using PCTs over other clustering algorithms, such as hierarchical clustering and k-means, is that PCTs cluster the time series and provide a description of the clusters at the same time. This allows one to relate various heterogeneous data types and to draw conclusions about their relations, as we have shown in our experimental evaluation.
Using PCTs for time series data is non-trivial because for many appropriate distance metrics (correlation based, dynamic time warping, and a qualitative metric), no closed algebraic form for the prototype is known. Therefore, we propose to compute cluster variance based on the sum of pairwise distances between the cluster elements. This method has not been used previously in predictive clustering and is one of the contributions of the paper.
Our approach combines local models (motifs of DNA) with global models (PCTs). The local models are used to describe clusters and can be used to predict cluster membership. Such a combination of models is a typical feature required from an inductive database: a first query is used to mine the local models and a second query returns global models based on these local models.
Further work includes improving the computational efficiency of the approach, providing a more extensive evaluation, incorporating various constraints suitable to clustering, and integrating the approach further with inductive databases.
