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We point out that the origin of the commonly occurred boundary temperature jump in the
application of Nos´e-Hoover heat bath in molecular dynamics is related to the edge modes, which are
exponentially localized at the edge of the system. If heat baths are applied to these edge regions,
the injected thermal energy will be localized thus leading to a boundary temperature jump. The
jump can be eliminated by shifting the location of heat baths away from edge regions. Following
this suggestion, a very good temperature profile is obtained without increasing any simulation time,
and the accuracy of thermal conductivity calculated can be largely improved.
PACS numbers: 44.10.+i, 65.80.+n, 02.70.Ns, 62.23.Kn
Computer simulations of thermal transport are nor-
mally done by equilibrium and/or non-equilibriummolec-
ular dynamics. In the latter approach, the experimental
condition is mimicked by setting up temperature gradi-
ent across the system. The temperatures of two ends are
kept fixed. Nos´e-Hoover heat bath is one of the most
effective approaches to realize constant temperature.1,2
As a generic phenomenon in existing works using Nos´e-
Hoover heat bath, a significant boundary temperature
jump (BTJ) occurs between the temperature-controlled
(TC) parts and the rest parts.3,4,5,6 This temperature
jump is usually regarded as the consequence of thermal
boundary resistance,3,6 and it results in both larger cal-
culation error and longer simulation time.
In this paper, we provide a sound physical explanation
for the jump by relating it to edge modes (EM), which
will be fully excited but localized on the boundary. Due
to the EM, the thermal energy is localized if heat bath is
applied to these edge regions (which means that the ther-
mal current is injected into the system through these edge
regions), leading to the boundary temperature jump. We
then show that the temperature jump can be largely re-
duced by shifting the location of heat baths away from
edge regions. This shift results in a better temperature
profile, and gives rise to a more accurate value of ther-
mal conductivity. Our argument will be illustrated by the
case study of heat conduction in different nanostructures
such as nanoribon, nanotube and nanowire.
In our simulation, the second-generation Brenner inter-
atomic potential is used7. The Newton equations of mo-
tion are integrated within the fourth order Runge-Kutta
algorithm, in which a time step of 0.5 fs is applied. The
typical simulation time in this paper is 8.5 ns.
Fig. 1 (a) is the configuration of a graphene nanorib-
bon in our simulation. Each column contains four car-
bon atoms. There are 51 columns as shown in the cor-
responding schematic diagram Fig. 1 (b). The out-most
two black columns (1 and 51) are fixed. In vertical direc-
tion, periodic boundary condition is applied.
To study the thermal conductivity, we have to set up
FIG. 1: (Color online) (a). Configuration for the graphene
nanoribbon with length 106 A˚ and width 4.92 A˚. (b) is a
schematic figure for (a). It is periodic in the vertical direction.
The two out-most columns (column 1 and 51) are fixed.
temperature gradient across the system and then calcu-
late the thermal conductivity by Fourier’s law. Nos´e-
Hoover heat baths are applied to columns 2 and 50 with
temperatures 310 K and 290 K, respectively. 2 × 107
simulation steps (8.5 ns) are used for the system to reach
thermal steady state. The difference between the thermal
current from left and right heat baths, dJ , is used to de-
termine whether the system has reached thermal steady
state or not. In the steady state, dJ should be zero.
Fig. 2 shows that the system reaches thermal steady state
after 2× 107 steps where dJ is almost zero. The nonzero
value of dJ is due to numerical errors and can be used
to estimate the relative error of thermal conductivity as
dJ/J , where J is the heat current through the system.
Fig. 3 (a) shows the temperature profile. The data is
obtained by averaging over 8.5 ns after the steady state
is achieved. This is a typical figure which also shows up
in other existing works.3,5,6 It shows that the tempera-
tures of the two TC parts are well controlled to be the
required value. But an obvious jump occurs between the
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FIG. 2: The difference between the heat current flows from
the left and right heat baths. The heat current is averaged
over 8.5 ns in the thermal steady state. The horizontal axis
is plotted in log scale.
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FIG. 3: Temperature profiles at 300 K for graphene nanorib-
bon, whose configuration is shown in Fig. 1. (a). Heat baths
are applied to columns 2 and 50 (edge regions). (b). Heat
baths are applied to columns 3 and 49 (away from edge re-
gions). The data in both figures is obtained by averaging over
8.5 ns in the steady state.
TC parts and the rest parts, i.e., between columns 2/3
on the left and columns 49/50 on the right. This jump
can not be removed by simply increasing simulation time
and it leads directly to two negative effects. Firstly, only
temperatures in these columns far away from edges can
be used to do linear fitting to get temperature gradi-
ent. The obtained value of temperature gradient is small
(−5.5 K/A˚) and sensitive to how many columns are cho-
sen to do the linear fitting. So error in the temperature
gradient will be large. Secondly, the thermal current J is
only 0.39 nW/A˚2, which is also very small. As a result,
longer simulation time is needed for the system to reach
thermal steady state and the calculated value for ther-
mal conductivity (75.5 W/(mK)) has large relative error
estimated by dJ/J = 14.3%.
To find an effective method to reduce this tempera-
ture jump, we first have to understand the underlying
mechanism. Geometrically, the edge regions (columns
2/50) are very different from the other regions inside the
system. They are in the edge of the system, where some
eigen modes’ vibrational amplitude decreases to zero very
quickly from edges into center. Fig. 4 shows the nor-
malized vibrational amplitudes in all six EM in this sys-
tem, calculated from Brenner empirical potential imple-
mented in ‘General Utility Lattice Program’8. It shows
that the amplitudes decrease exponentially (red dotted
fitting line) and these edge modes are doubly degener-
ate, since they can be localized at either left or right
edge regions (columns 2/50). Fig. 5 shows explicitly that
these EM have been excited. In Fig. 5, we do the Fourier
transform for the vibrational amplitude of one atom in
column 2. The other atoms in edge regions (columns
2 and 50) have similar result. Each peak corresponds
to an excited phonon mode. We have denoted the six
fully excited LEM in the figure. They are very important
in two senses if the thermal current is injected through
these edge regions: (1). In these modes, the vibration
is localized at the edges, thus the thermal current will
be localized, leading to small thermal current and small
temperature gradient. (2). The total degrees of freedom
in the TC part is 12 (4 atoms) only, while there are six
LEM. So the LEM have a very large component, as half of
degrees of freedom in the TC parts are localized. Because
of these two factors, large amount of thermal current is
localized at the left and right edge regions. As a result,
although the temperatures at the edges (columns 2/50)
can reach the required value, there will be a big jump
between TC parts and rest parts.
To reduce the temperature jump, one possible way is
to increase the number of atoms in the TC region. So
that the component of the EM will decrease relatively
and the localized effect on the thermal transport will be
suppressed. As a result, the jump will be reduced. The
TC parts can be enlarged either in the vertical or lon-
gitudinal direction. However, we find that the number
of EM will also increase if the TC part is enlarged in
the vertical direction. Yet, this number is kept to be a
constant if the TC part is enlarged in the longitudinal
direction. So in this method, one can only enlarge the
TC part in the longitudinal direction to reduce BTJ. It
has been demonstrated that enlarging the system in the
longitudinal direction has some effects on reducing the
jump.3
Here we propose a more efficient method to solve this
temperature jump problem. Due to the localization prop-
erty of the EM, they are localized at the edge regions
(columns 2/50), with the typical localization length as
Lloc=1 column. We can therefore shift the location of
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FIG. 4: (Color online) Normalized vibration amplitudes
vs. reduced x coordinate of each carbon atom. From (a) to (f)
are six edge modes in graphene nanoribbon shown in Fig. 1.
The frequency ω for each mode given in the figure is in cm−1.
The vertical axis is in log scale.
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FIG. 5: (Color online) Fourier transform ~u(ω) of the vibra-
tional amplitude ~u(t) of the atom in the edge regions (columns
2 and 50). Labels A, B, C, D, E, F denote the six correspond-
ing localized edge modes in Fig. 4.
heat baths to the regions where it is Lloc away from the
boundary. Now we put columns 3 and 49 in the heat
bath, instead of columns 2 and 50. In this way, the
thermal current can be transported between TC parts
(columns 3/49) and rest parts efficiently. We mention
that the six EM in the edge regions are still excited in
this situation. However, they can not generate localiza-
tion effect on the thermal current. Because now the ther-
mal current is injected through columns 3 and 49. So we
can achieve a very good temperature profile as shown
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FIG. 6: (Color online) Temperature profiles for SWCNT (blue
solid) and SiNW (red dotted). (a). Heat baths are applied to
edge regions. (b). Heat baths are away from edge regions.
in Fig. 3 (b). The simulation time for this figure is the
same as that in Fig. 3 (a). Actually this temperature pro-
file can be obtained within much shorter simulation time
(4.0 ns), since the thermal current can now be injected
into the system much more efficiently. We get a much
larger temperature gradient −16.6 K/A˚, and larger ther-
mal current 0.96 nW/A˚2. The obtained thermal conduc-
tivity is 61.6 W/(mK) with relative error dJ/J = 6.2%.
This error is smaller than the previous one by a factor
of two. So following this proposal, one can calculate the
thermal conductivity much more accurately by changing
the location of heat baths away from the edge regions,
which will not increase any simulation time.
Our explanation for temperature jump is actually in-
dependent of system. Because EM is essentially orig-
inating from the specific geometrical configuration of
edge regions.9 This is similar to electronic or spin edge
states.10,11,12 To check the generality of our method, we
apply it to reduce BTJ in single-walled carbon nanotube
(SWCNT) and silicon nanowire (SiNW). The results are
shown in Fig. 6. This figure confirms the applicability
of our method. For SWCNT (5, 0) with length 106 A˚ in
this figure, we study the phonon modes in the system and
find 3 LEM with frequency as 761.5 (double degenerate),
1331.5 (double degenerate), 1416.0 (fourfold degenerate).
Since there are fewer LEM in SWCNT, BTJ in this sys-
tem is not very large even if heat baths are applied to
edge regions. SiNW has a cross section of 3× 3 unit cells
(lattice constant 5.43 A˚) and 10 unit cells in the longitu-
dinal direction. Compared with the graphene nanoribbon
or SWCNT, SiNW has a much larger BTJ if heat baths
are applied directly to the edge regions. This is because
of the high surface-to-volume ratio of SiNW. As a result,
the number of EM is very large. We find 30 EM in this
SiNW, which is the reason for large BTJ. This large BTJ
4can be reduced efficiently by changing location of heat
baths away from edge regions to avoid the localization
effect from EM (see Fig. 6). After the temperature jump
is largely reduced, the temperature gradient and thermal
current across the system are enhanced by about a factor
of 7. So the thermal energy is efficiently pumped in, thus
reducing simulation time, and the calculation error will
be smaller by a factor of 7.
In conclusion, we have addressed a very generic prob-
lem - the boundary temperature jump in molecular dy-
namics simulation of heat conduction. We have pro-
vided strong evidence that this jump is related to the
EM, which are localized exponentially in the edge re-
gions. Theses modes will localize thermal current if heat
baths are applied exactly to these edge regions, leading
to BTJ. An effective way to reduce BTJ is to shift the
location of heat baths away from edge regions. In this
way, the thermal current can be transported between TC
parts and rest parts efficiently and a better temperature
gradient can be established. Therefore, thermal conduc-
tivity can be calculated much more accurately without
increasing computation time.
We have five further remarks: (1). Here we consider
Nos´e-Hoover heat bath to illustrate that EM take the
responsibility for temperature jump. Actually, this ex-
planation is also valid when other heat bath is applied.
Because the essential function of heat bath is to excite
all phonon modes in the TC part, including localized
modes. So in the case of other kind of heat bath, tem-
perature jump also occurs if heat bath is applied exactly
to the edge regions. Due to its randomness property at
each step, the Langevin heat bath can suppress some of
the accumulation effect of EM. So BTJ in Langevin is
generally smaller than that in Nos´e-Hoover heat bath.13
(2). In this paper, we use fixed boundary condition in
the longitudinal direction. For free boundary condition,
we also find eight doubly degenerate EM with frequency
as 97.3, 244.4, 473.4, 516.5, 1379.3, 1634.4, 1697.7, and
1703.0 cm−1. These modes are localized at columns 1
and 51, which are edge regions in free boundary condi-
tion. In this case, the number of EM is increased and the
frequencies for the first four are lower. So the localiza-
tion effect will be more serious if heat baths are applied
to the edge regions (columns 1 and 51), resulting in even
larger BTJ.5 BTJ in this situation can also be removed
by changing the location of the heat baths away from
the edge regions. For periodic boundary condition, the
EM turn into optical phonon modes in the system. The
velocity of optical phonon modes is very small, which
will also have ‘localization’ effect on the thermal current,
leading to big BTJ.14 This BTJ can be reduced by arti-
ficially confining the injected thermal energy to acoustic
phonon modes.15 However, practically it is more compli-
cated, since the injected phonon should follow the Bose-
Einstein statistics if the thermal conductivity is studied.
(3). In experiments, these EM will also be excited if the
heat source or sink is located exactly in the edge regions,
leading to smaller thermal current and smaller tempera-
ture gradient. As a result, experimental errors increase.
So it is important to put heat source and sink away from
the edge regions to avoid the thermal current being lo-
calized. (4). BTJ can be removed by enlarging TC parts
in the longitudinal direction as in Ref. 3, or by changing
location of heat bath as in this paper. Actually there is
a small remaining BTJ in both results (Fig. 2 in Ref. 3
and Fig. 3 (b), Fig. 6 (b) in this paper). This small BTJ
is the result of thermal boundary resistance between TC
parts and rest parts. How to remove this small remaining
BTJ is still a problem and requires further investigation.
(5). The EM discussed in this paper has some similar-
ity to the Rayleigh waves,16 which is confined to travel
across surfaces of solids. The wave velocities of Rayleigh
waves are slow, leading to some ‘localization’ effect. Yet,
the penetrate depth of Rayleigh is approximately equal
to the wavelength, which is larger than that of the EM
(typically Lloc ≈ 1 column, in Fig. 4).
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