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ABSTRACT
Linear and nonlinear aeroelastic response is modeled with a unique experiment that allows for prescribed plunge and pitch motion of a wing. The addition of a control surface, combined with a personalcomputer based active control system, extends the stable flight region. Aerodynamics are modeled with an approximation to Theodorsen's classical unsteady theory. Incorporated with a full-state feedback control law, an optimal observer is developed to stabilize the system above the open loop flutter velocity. Coulomb damping and pitch hardening are included to examine nonlinear control behavior. The nonlinear model is tested using the control laws developed from linear theory. Each theoretical model is simulated using Matlab® and the experimental model of the active control system. An excellent correlation between theory and experiment is achieved for the models. Using an optimal observer and full-state feedback, the linear and nonlinear systems are stabilized at velocities which are over twice the open loop flutter velocity. A limited amount of control is achieved when the system is undergoing limit cycle oscillations. NOMENCLATURE a = nondimensional distance from midchord to elastic axis b = semichordof wing c = nondimensional distance from midchord to control surface hinge C(k) = Theodorsen's function c a = pitch d.o.f. structural damping coefficient c h = plunge d.o.f. structural damping coefficient e = nondimensional distance from midchord to control surface leading edge g = acceleration due to gravity h = plunge displacement coordinate I a = mass moment of inertia of wing about elastic axis K = full-state feedback gains k = reduced frequency (bco/u) k a = pitch d.o.f. structural spring constant k h = plunge d.o.f. structural spring constant L = estimator gains L(t) = lift of wing about aerodynamic center M(t) = moment of wing about aerodynamic center Mf = friction moment caused by Coulomb damping m = mass of the wing Q = state weighting matrix Q = process noise covariance R = control weighting matrix R = measurement noise covariance u = free stream velocity x a = nondimensional distance between elastic axis and center of mass a = pitch displacement coordinate P = control surface deflection coordinate AA = difference in peak ampitudes of free vibration u, h = static coefficient of friction in plunge direction H a = static coefficient of friction in pitch direction p = density of air co = frequency of motion
INTRODUCTION
Aeroelasticity is the interaction of structural, inertial and aerodynamic forces. Combined, these forces may cause an aircraft or structure to become unstable or "flutter". Flutter is an oscillatory instability that occurs when the structural damping transitions from positive to negative due to the presence of aerodynamic forces. During this transition, two modes of vibration coalesce to the same frequency and achieve an aeroelastic resonance. Bending and torsion are the two most common vibration modes of a wing which coalesce to flutter. A literature review gives several examples of flutter analysis and control, as well as nonlinear aeroelastic analysis.
Following, an experiment will be presented which will combine flutter control with nonlinear aeroelasticity. A recent investigation of flutter control by Heeg 8 increased the flutter velocity by 20%. The work involved a small wing model mounted on spring tines to simulate the bending and torsion modes. Piezoelectric plates were mounted to the bending tine to control that mode. Heeg's analysis employs a classic approach for control, by using root locus plots to derive proportional gain, feedback control laws.
All of the researchers have shown that linear theory is often applicable for elaborate control systems. Unfortunately, as the current military and civilian aircraft are becoming increasingly complicated, so are the needs for more sophisticated aeroelastic models. Most systems contain nonlinearities which are either neglected by the designer or linearized within the equations of motion. As a result, researchers have put forth a great effort to understand the nonlinearities inherent in structural models.
Before describing these research efforts, it is important to understand some common nonlinearites and where they may occur in aeroelastic systems. For example, saturation occurs when an increasing input into a system will no longer increase the output of the system. This nonlinearity occurs in most motor controllers when their operational limits are exceeded. Free play, or dead zone nonlinearity, is often seen in control surface linkages or hinges when the surface will not move until the magnitude of the input exceeds a certain value. Hysteresis is described by a system moving along a cyclic path. When friction affects linkage dynamics or when rivets are slipping on a wing, this may occur. A nonlinear stiffness may also be seen in many aerodynamic structures.
For instance, nonlinear stiffness may be observed in the large bending of wings and rotor blades, or in control sticks that become increasingly harder to deflect as they are moved further from the neutral position.
Breitbach 9 stated that a poor agreement between theory and experiment in flutter is most likely due to nonlinear structural stiffness in structural models. He also presented a detailed examination of many types of nonlinearities that may affect aeroelastic systems. Woolston, et al. 10 , investigated nonlinearities in structural stiffness and control surface linkages. They created a model with torsional free play, hysteresis, cubic-hardening and cubic-softening nonlinearities. For general wing motion, they observed that the flutter velocity lowered as the initial disturbance grew and that the stability of the system was highly dependent on the magnitude of the initial condition. A cubic-softening spring stiffness in the torsional degree of freedom lowered the flutter velocity as well. They also noted that cubic hardening caused stable limit cycle oscillations, rather than divergent flutter, at velocities above the open loop flutter velocity.
Lee and LeBlanc" performed a numerical analysis of a nonlinear wing model using a time marching scheme that simulated the motion with respect to tune. Soft and hard cubic springs were examined by varying different physical parameters. For the soft spring case, unstable motion was encountered below the linear flutter speed for nearly every parameter; however, increasing the nonlinearity and increasing the mass ratio tended to make the system more unstable at lower velocities. For the hard spring case, limit cycle oscillations were always present instead of divergent flutter. Varying the parameters of the hard spring case had differing effects on the amplitudes of the limit cycles.
These researchers have developed models for exploring nonlinear aeroelasticity. However, there has not been a connection between nonlinear aeroelasticity and active control strategies. The model currently being tested at Texas A&M University may be altered to prescribe a linear or nonlinear structural stiffness. With the nonlinear structural stiffness, the model has been shown to exhibit limit cycle oscillations 12 .
Various full-state feedback control laws may be tested on the structure with the addition of a control surface.
An unsteady aerodynamic model is developed with an approximation to Theodorsen's function, and an observer, based upon the Kalman estimator, will be used to estimate the augmented state system. Following tests of the linear structural model, nonlinearities are introduced and control is attempted using the linear controller. The work presented herein will, therefore, begin the process of combining active flutter control with nonlinear aeroelasticity.
THEORY
The wing is free to plunge (h) and pitch (a) about the elastic axis as shown in Fig. 1 . The lift and moment are assumed to act at the quarter chord of the whig. The mass, inertia, damping, stiffness and aerodynamics are per unit span. The control surface hinge is located at the leading edge of the control surface, thus "e" is equal to "c" in all derivations which follow. The motion of the system, without control surface dynamics, may be described by
where the terms are defined in the Nomenclature.
(1)
To properly model the aeroelastic wing, unsteady aerodynamics must be incorporated.
Unsteady aerodynamics assume that all of the flow field variables change with position, velocity, acceleration and tune.
These aerodynamics also incorporate both non-circulatory and circulatory flow about the airfoil. Theodorsen 1 derived the lift per unit span and moment per unit span with unsteady aerodynamics, assuming harmonic motion of the airfoil. They are of the form,
The lift and moment equations describe how the accelerations, velocities and positions of the wing and control surface affect the plunging and pitching motion of the airfoil.
The 'T' constants are Theodorsen's T-functions and are functions of the elastic axis location and the control surface hinge location.
To implement the control surface dynamics with the plunging and pitching equations of motion, Eq.
(1), the dynamics are assumed to be that of a second order system with eigenvalues far to the left of the structural model. By choosing where the eigenvalues will be, the control surface dynamics will not affect the coupling of the plunging and pitching motion. These dynamics are therefore represented by the second order transfer function, (4) in the Laplace domain, and in the time domain, P + 50p + 2500p = 2500p con , .
The P com term is the control variable for the system. The function C(k) is Theodorsen's function, compromised of real and imaginary terms of the form, C(k) = F(k) + iG(kX where F(k) and G(k) are Bessel function equations, and k is the reduced frequency defined by k=bo>/u. Jones developed an approximation to Theodorsen's function, which simplifies mathematical calculations 3 . The approximation, which can also be represented in the Laplace domain with s=ia>, is described by, 
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To incorporate this approximation into the lift and moment equations, six new states must be added to the system. The new states account for the aerodynamic lag due to the second and third terms of Eq. (6). After expanding and converting to the time domain, the resulting equations are, X-X+.0455-X = 0 and b (7) Substitution of the numerators in Eq. (6) are made for C(k) in the equations of motion and are applied to the new states, X(s)andX(s) . The equations of motion, with unsteady aerodynamics, are represented by (8) with the DI matrix defined by [0 0 2500] T and they include the dynamics of the control surface as well as the plunging and pitching motion. The six additional equations from (7) are added to Eq. (8) and placed into state-space form such that (9) ( 10) with the output equations
The system consists of twelve states, of which only plunge and pitch are measured. The remaining ten states need to be determined with a state estimator.
Since the system is stabilizable, a full-state feedback control law can be derived to place the eigenvalues of the closed loop system into desired locations in the left half complex plane 13 . The left-half complex plane defines the stable region for the system. With full-state feedback, the motion of the system can be driven to a desired final state by choosing particular feedback gains, [K] . This type of feedback requires that all of the states be measured and used in the control law, {U} = -[K]{X}. The states are multiplied by the gains and used as the control surface input.
The feedback gains can be determined using a pole-placement technique, which would place the closed loop eigenvalues where the designer chooses, or by optimizing a performance index with a Linear Quadratic Regulator. The Linear Quadratic Regulator (LQR) approach minimizes the performance index,
There are many variations of this performance index; it is the designer's task to choose one that will define the constraints such as position, velocity or boundary conditions on the system. The performance index is minimized by first solving the algebraic Ricatti equation defined by,
After the equation is solved for [P] , the optimal gain matrix may be determined by, K=R"'B T P. By minimizing the performance index, the optimal values of [K] in the control law are determined. A suitable performance index for our aeroelastic model is J = (13) This particular index normalizes the maximum values of the states and inputs. After choosing the state and control weighting matrices that describe the performance index, Matlab® or other suitable code can find the optimal feedback gains.
The chosen performance index is only a first approximation for the weighting, however, and the system should be tested to see how well the gains work for various conditions.
The weightings must be varied until a truly suitable set of feedback gains are determined.
The complete system consists of twelve states, one input and two outputs. It would be ideal to use only a full-state feedback control scheme; but, since all of the states are not measurable, this is not feasible.
Instead, a state observer will be created to estimate those states which are not measurable. The observer is a modified set of equations which describe the motion of the system. A set of feedback gains, [L] , are chosen to make the dynamics of the observer 3-4 times faster than the dynamics of the original system. In so doing, the observer corrects for any error between its initial condition and the actual states. The observer feedback gains, [L] , are multiplied by the difference between the output of the original system and the output of the observer, as stated in the following equation,
This equation is similar to the state-space equations previously discussed; however, the new equations are now functions of the estimated states, {X}. 
The noise values need to be suitably chosen to model any equation uncertainties.
Fig. 2 Block diagram of observer based full-state feedback
Although the derived estimator gains are optimal for the given weightings, they may not be optimal for the system. The control system is based on the measurements from the sensors and the integration of the estimator equations of motion. If the model of the system is not accurate, then as the actual states tend towards one solution, the estimated states could potentially do the opposite. Therefore, it is important that the system model is accurate and that substantial testing of the estimator is completed prior to final building of the aeroelastic control system.
In order to better describe the model and physical structural response, two nonlinearities are described. First, Coulomb damping is apparent in the response of the plunge and pitch motion for certain cases; therefore, it is implemented in the predictions. A more detailed description of the application of the Coulomb damping will be presented in the Experimental Setup section. The second nonlinearity, a polynomial pitch hardening, may be introduced into the equations of motion by replacing the linear stiffness, k 0 = 3.43 N-m/rad, with the nonlinear stiffness, k a = 2.82(1 -22.1a + 1315.5a
2 -8580a 3 + 17289.7a 4 ) Nm/rad. This polynomial stiffness term was derived by O'Neil 12 and is a function of the experimental structure. An advantage of the experimental apparatus permits a simple change between a linear or nonlinear pitch stiffness.
PREDICTIONS
For purposes of control, the system is neither completely controllable nor completely observable. Therefore, the lesser conditions of stabilizable and detectable are examined. Figure 3 shows the eigenvalues of the system as the velocity is raised to 20.0 m/s. The plot shows the system eigenvalues at 0.5 m/s increments of velocity for the elastic axis location of a = -.8424. The pitch mode, which is directly measured, is known to go unstable; the remaining modes are stable and permit the requirements of stabilizable and detectable. Since the only unstable mode is the pitch mode, LQR theory is used to derive controller gains for full-state feedback. With the observer and full-state feedback, the system should be stabilized well above the flutter velocity. Figure 4 shows the controlled eigenvalues of the system as the velocity is raised to 25.0 m/s. From the plot, it is evident that the pitch mode no longer crosses the zero damping axis and, thus, the system remains stable. Figures 5 and 6 , respectively, show the plunge and pitch motion given a 0.01 meter plunge initial condition. The response is at 16.0 m/s, which is just above the flutter velocity. The effects of control can clearly be seen, as the motion is stabilized within 2.5 seconds. The estimation values, which begin with zero initial conditions, are able to match the dynamics of the system within 0.1 seconds and are barely visible. The control surface deflection begins at zero and must accelerate to meet the required control signal. As the velocity is raised to higher values, the settling time improves since the control surface has more authority over the motion.
A Runge-Kutta integration scheme is used for simulating the wing motion with the nonlinearities. With Coulomb damping, the predictions for flutter velocity and frequency are 14.9 m/s and 2.02 Hz, respectively. When the nonlinear pitch stiffness is applied, the system response does not grow exponentially when the flutter velocity is reached. Instead, it is bounded to oscillations of limited amplitude, commonly referred to as limit cycle oscillations (LCOs). These limit cycles are first evident at velocities just under the open loop flutter velocity and are dependent upon the initial conditions (ICs). Figure 7 shows the predicted LCOs of the plunge degree of freedom given a 0.01 meter 1C at 13.75 m/s. The frequency of motion for the system is 2.55 Hz. Figure 8 shows the predicted pitch motion due to the plunge input. When the 1C is changed to a = 0.0875 radians hi the pitch direction, LCOs are not predicted until the velocity reaches 14.5 m/s. The frequency has also changed to 2.67 Hz. 
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The model is mounted vertically in the tunnel so that only the wing is within the test section; this permits the assumption of an infinite span wing. Motion in the plunge and pitch directions, which simulates bending and torsion motion of a wing, is created by a twin-cam system (Fig. 9) . The maximum plunge deflection is at ± 0.04 meters and the maximum pitch angle is ±28°. Figure 10 shows the underside of the model with the linear and nonlinear cams. These cams are mounted adjacent to one another for simple changing between the two cams. The combination of the springs and the cams provides the prescribed linear or nonlinear stiffness. Encoders are mounted on the pitch and plunge cams to measure the plunge and pitch positions. A control surface and motor are designed for easy attachment and removal to permit other research efforts at the same time. The control surface is 20% of the chord and is full-span. The linear structural model for the aeroelastic wing includes a viscous form of structural damping in the plunge and pitch degrees of freedom, representing a logarithmic decay. Free vibration experiments are initially undertaken, hi order to quantify these terms. To measure the plunge damping, the pitch degree of freedom is restrained, and to measure the pitch damping, the plunge degree of freedom is restrained.
With the assumption that the damped free vibration is logarithmic, the log-decrement method is used to calculate the damping ratio, £, for each degree of freedom.
An alternative to the logarithmic, viscous damping model is a Coulomb damping model. There are many differences between the two types of damping. Viscous damping appears as a logarithmic decay in the free vibration, whereas Coulomb damping appears as a linear decay. In the equations of motion, viscous damping is represented by a linear term proportional to the velocity, but Coulomb damping is defined by a force opposing the motion of the system. Once the friction force is greater than the restoring force, the system motion will stop. These differences between viscous and Coulomb damping are visible in Fig. 11 , which shows a plunge free vibration at zero wind tunnel velocity. Note that the Coulomb damping stops as soon as the friction force is greater than the restoring force and the motion does not necessarily stop at the zero position. When applied to the aeroelastic structural model, the Coulomb equations for the plunge and pitch frictional forces are respectively defined by and
The frictional moment, M f , is due to the offset mass of the nonlinear pitch cam. To determine the coefficients of friction, the following general equation is used,
where AA is the difference in peak amplitudes of the free vibration. When the nonlinear cams are applied to the system, the free vibration contains more Coulomb damping than viscous damping. For mis reason, the Coulomb damping predicts the nonlinear response more accurately than the viscous damping. With mis in mind, the viscous damping is always used in the linear control development, and the Coulomb damping is always used for the nonlinear LCO predictions. 
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The aerodynamic loads on the control surface require that a high torque motor be used. Also, since the motor is placed externally on the wing, a minimal size is desired. The Futaba FPS-134 servomotor is chosen to meet all of the requirements. It is small in size, can deliver up to 112.6 oz-in of torque and has an embedded controller board, which directs its motion. The maximum control surface deflection is set to ± 32°a nd the minimum possible motor increment is 0.016°. The dynamics of the motor are neglected, and it is assumed that the motor reacts exactly as specified, as long as the maximum velocity of 4.75 rad/s is not reached. By placing the motor external to the wing, the aerodynamics are slightly affected; the positive stall angle has been reduced from 16° to 13°, and the negative stall angle has been lowered from 16° to 15°.
The observer takes into account the desired control signal and the measurements from the data acquisition. A 4th order Runge-Kutta integration scheme is used to integrate the observer equations of motion, yielding position values that are a smoothed representation of the actual measurements, as well as ten other estimated states. All twelve calculated states are then multiplied by the feedback gains to yield a control surface deflection. This value is converted to a voltage and sent to the control surface for feedback. Figure 12 shows the process flow of the system. The observer and full-state feedback efforts presented herein describe only one portion of the data acquisition and control system's capabilities. 
EXPERIMENTAL RESULTS
Various tests were performed to measure the flutter velocity and frequency, as well as the amount of control provided by the control surface. To find the flutter velocity, the wind tunnel's free stream velocity was slowly increased and various initial conditions were used. Plunge and pitch motion were monitored for frequency content to identify the distinguishing characteristic of flutter, the coalescing of two frequencies of motion. At zero wind tunnel velocity, the plunge natural frequency is 2.41 Hz and the pitch natural frequency is 1.55 Hz. As expected, there is a coalescence of frequencies as the wind tunnel velocity increased. For the elastic axis location of a = -0.8424, the frequencies coalesce to 2.10 Hz at the flutter velocity of 15.5 m/s. Figures 13 and 14 show the experimental plunge and pitch motion, respectively, for test conditions slightly above the critical flutter velocity. At this point, the damping is negative due to the aerodynamics and the motion grows exponentially. The complete unsteady aerodynamic observer and controller were built and tested, and various experiments were performed to validate the model. The three main experiments were divided according to when the control process began. The first experiment's control and estimation begins while the motion is growing. The next experiment begins its control and estimation when the structure is released from the initial conditions, and the final experiment starts the control prior to applying any initial condition or disturbance.
The first set of control experiments were performed near the critical flutter velocity. If the velocity is much higher, the motion grows too rapidly to physically decide when the control should begin. The results of this experiment are very positive. As long as the system motion does not exceed the limiting stall angle of positive 13° prior to starting the control, the system is always controlled. Figures 15 and 16 show the plunge and pitch motion, respectively, for this type of experiment, with the velocity at the flutter velocity of 15.5 m/s. The motion is excited by a pitch 1C and continues to grow until the control system is turned on at approximately 12 seconds. The maximum control surface deflection is 10°. The estimated values are, in essence, a smoothed output of the actual measurements. When the controller is turned on, the estimated states start from zero initial conditions and rapidly converge to the actual values. Since the feedback gains are derived at 19.06 m/s, the system does not stabilize as fast as it possibly could. If, however, the feedback gains had been derived at 15.5 m/s, the system would have stabilized more rapidly. Less control surface motion is required at velocities above the flutter velocity. This was shown through the second type of experiment. For this experiment, the velocity is set to a constant value and an 1C is set in the pitch or plunge position. The controller is started at the same time the system is released from the initial conditions and performs extremely well for velocities up to 31.4 m/s. The system is not tested at higher velocities to avoid exceeding the limitations of the servomotor. Figures 17  and 18 show the plunge and pitch measurements and estimated values from the controller for one test at this velocity. A pitch input of -0.0875 radians and a plunge input of-0.007 meters are used for the ICs. The maximum required control surface deflection is 5° for this case. Initiating control when the system is released from initial conditions provides an excellent means of control. The system is shown to stabilize at velocities over 100% above the open loop flutter velocity. The system is extremely stable when control is started prior to giving an 1C. Except for inputs that cause the system to encounter stall, nearly every initial condition, including impulses, is stabilized. The system is again tested up to 31.4 m/s and shows even more rapid settling times than those shown in Figs. 17 and 18. When the system is released from an 1C, the control surface is at an ideal position for stabilizing the system. However, hi the previous type of experiments, the control surface begins at zero initial condition and has to catch up to the ideal stabilizing motion.
From the experimental data, the linear control model is shown to be very effective. Prior to testing correctly as long as the system does not enter into LCOs prior to starting the control. This is similar to the limit of control on the linear system, in that there is no control after the system reaches the stall angle of 13°.
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When the nonlinear system is experiencing limit cycles, the motion is coupled and the single actuator controller has a very limited ability to uncouple the system. During LCO response, the result of the same linear controller action is a stabilized plunge motion and a larger amplitude and frequency pitching motion. In order to stabilize the system a different control law is required. When the system is in limit cycle motion, the coupling is opposite to that of the linear flutter motion: during flutter, the plunge and pitch motion are 180° out of phase, and during LCOs, the two motions are in phase with each other. A control law that will counter this phase difference is necessary for LCO control. Experimentally, the only limit cycle control is achieved near the flutter velocity. Figures 21  and 22 shows one case of control given LCOs. At higher velocities, the control surface can not uncouple the nonlinear system. A good correlation of theory and experiment for the nonlinear structural model is also achieved. By using a fourth order Runge-Kutta integration of the equations of motion, the limit cycle predictions of 13 .75 m/s and 2.55 Hz are made for a 0.01 meter plunge input. Experimentally, the values of 14.25 m/s and 2.87 Hz are achieved. The method shows the correct trends for a pitch input of 0.0875 radians as well; theoretically, the limit cycle velocity of 14.5 m/s and frequency of 2.67 Hz are expected and the values of 15.25 m/s and 2.87 Hz are achieved. The unsteady aerodynamic model therefore predicts when the limit cycles should occur, but does not correctly match the limit cycle frequency. When comparing the amplitudes of the limit cycles between Figs. 7 and 19, and Figs. 8 and 20, the theoretical predictions are not very accurate. The experimental amplitudes are larger than predicted because the servomotor is in the airstream and has an effect on the flow around the wing. In addition, the servomotor carries a larger inertial force than is accounted for in the theoretical model. This does not affect the linear model because when flutter occurs, the wing's motion grows exponentially in amplitude and the added inertial affects will only cause it to go more unstable. The servomotor does not limit this growth, but actually drives it more unstable.
The aeroelastic control system developed for the wind tunnel performs nearly as designed. With the knowledge learned from initial tests, a more complete feedback system is developed based on the unsteady aerodynamic model. A trailing edge control surface is added to the existing wing structure and a high torque servomotor is adapted to drive the surface. The result is a unique aeroelastic control system that is capable of stabilizing the structure at velocities over twice the open loop flutter velocity. In addition, the structural response of the wing can be tailored for a linear or nonlinear response. Whether the linear or nonlinear response is present, the controller is capable of stabilizing the system. When the system is undergoing limit cycle oscillations, a limited amount of control may be achieved by modifying the control law to account for phasing.
