Introduction
In [37] order estimates for entropy numbers of the embedding operator of a weighted Sobolev space on a John domain into a weighted Lebesgue space were obtained, as well as estimates for entropy numbers of a two-weighted summation operator on a tree. Here we consider some critical cases.
Recall the definition of entropy numbers (see, e.g., [6, 9, 32] ).
Definition 1. Let X, Y be normed spaces, and let T : X → Y be a linear continuous operator. Entropy numbers of T are defined by e k (T ) = inf ε > 0 : ∃y 1 , . . . ,
Kolmogorov, Tikhomirov, Birman and Solomyak [3, 16, 34 ] studied properties of ε-entropy (this magnitude is related to entropy numbers of embedding operators).
Denote by l Estimates for entropy numbers of the embedding operator of l m p into l m q were obtained in the paper of Schütt [33] (see also [9] ). Later Edmunds and Netrusov [7] , [8] generalized this result for vector-valued sequence spaces (in particular, for sequence spaces with mixed norm).
Haroske, Triebel, Kühn, Leopold, Sickel and Skrzypczak [10] [11] [12] [13] [14] [15] [17] [18] [19] [20] [21] [22] [23] [24] studied the problem of estimating entropy numbers of embeddings of weighted sequence spaces or weighted Besov and Triebel-Lizorkin spaces.
Triebel [35] and Mieth [31] studied the problem of estimating entropy numbers of embedding operators of weighted Sobolev spaces on a ball with weights that have singularity at the origin.
Lifshits and Linde [28] obtained estimates for entropy numbers of two-weighted Hardy-type operators on a semiaxis (under some conditions on weights). The similar problem for one-weighted Riemann-Liouville operators was considered in the paper of Lomakina and Stepanov [29] . In addition, Lifshits and Linde [25] [26] [27] studied the problem of estimating entropy numbers of two-weighted summation operators on a tree. This paper is organized as follows. In §2 we obtain the general result about upper estimates for entropy numbers of embedding operators of function spaces on a set with tree-like structure. The properties of such spaces are almost the same as properties of function spaces defined in [36, 37] (see Assumptions 1, 2, 3) , but there are some differences. In particular, here we suppose that (6) holds; this condition cannot be directly derived from known results for weighted Sobolev and Lebesgue spaces. Therefore, first we consider some particular cases of function spaces satisfying Assumptions A-C or A, B, D (see §3) and we prove that these spaces satisfy Assumptions 1-3. In §4 we obtain order estimates for entropy numbers of embedding operators of weighted Sobolev spaces; to this end, we prove that under given conditions on weights Assumptions A-C or A, B, D hold. In §5 we obtain order estimates for entropy numbers of two-weighted summation operators on a tree in critical cases.
Upper estimates for entropy numbers of embedding operators of function spaces on sets with tree-like structure
Let us give some notations. Let (Ω, Σ, mes) be a measure space. We say that sets A, B ⊂ Ω are disjoint if mes(A ∩ B) = 0. Let E, E 1 , . . . , E m ⊂ Ω be measurable sets, and let m ∈ N ∪ {∞}. We say that {E i } m i=1 is a partition of E if the sets E i are pairwise disjoint and mes ((∪ m i=1 E i ) △ E) = 0. Denote by χ E (·) the indicator function of a set E. Let G be a graph containing at most countable number of vertices. We shall denote by V(G) the vertex set of G. Two vertices are called adjacent if there is an edge between them. Let ξ i ∈ V(G), 1 i n. The sequence (ξ 1 , . . . , ξ n ) is called a path if the vertices ξ i and ξ i+1 are adjacent for any i = 1, . . . , n − 1. If all the vertices ξ i are distinct, then such a path is called simple.
Let (T , ξ 0 ) be a tree with a distinguished vertex (or a root) ξ 0 . We introduce a partial order on V(T ) as follows: we say that ξ ′ > ξ if there exists a simple path (ξ 0 , ξ 1 , . . . , ξ n , ξ ′ ) such that ξ = ξ k for some k ∈ 0, n. In this case, we set ρ T (ξ, ξ ′ ) = ρ T (ξ ′ , ξ) = n + 1 − k. In addition, we denote ρ T (ξ, ξ) = 0. If ξ ′ > ξ or ξ ′ = ξ, then we write ξ ′ ξ. This partial order on T induces a partial order on its subtree.
Let G be a disjoint union of trees (T j , ξ j ), 1 j k. Then the partial order on each tree T j induces the partial order on G.
Given j ∈ Z + , ξ ∈ V(T ), we denote
For ξ ∈ V(T ) we denote by T ξ = (T ξ , ξ) the subtree in T with vertex set
Let G be a subgraph in T . Denote by V max (G) and V min (G) the sets of maximal and minimal vertices in G, respectively.
Let W ⊂ V(T ). We say that G ⊂ T is a maximal subgraph on the vertex set W if V(G) = W and any two vertices ξ ′ , ξ ′′ ∈ W adjacent in T are also adjacent in G. Given subgraphs Γ 1 , Γ 2 ⊂ T , we denote by
Then {T j } j∈N is called a partition of the tree T . Let ξ j be the minimal vertex of T j . We say that the tree T s succeeds the tree T j (or T j precedes the tree T s ) if ξ j < ξ s and
If Γ ⊂ T is the maximal subgraph on the vertex set W, we set P| Γ = {Γ ∩ T j } j∈N .
We consider the function spaces on sets with tree-like structure from [36, 37] . Let (Ω, Σ, mes) be a measure space, letΘ be a countable partition of Ω into measurable subsets, let (A, ξ 0 ) be a tree such that
and letF : V(A) →Θ be a bijective mapping. Throughout we consider at most countable partitions into measurable subsets. Let 1 p, q < ∞ be arbitrary numbers. We suppose that, for any measurable subset E ⊂ Ω, the following spaces are defined:
• the space X p (E) with seminorm · Xp(E) ,
• the Banach space Y q (E) with norm · Yq(E) , which all satisfy the following conditions:
Let P(Ω) ⊂ X p (Ω) be a subspace of finite dimension r 0 and let f Xp(Ω) = 0 for any f ∈ P(Ω). For each measurable subset E ⊂ Ω we write P(E) = {P | E : P ∈ P(Ω)}. Let G ⊂ Ω be a measurable subset and let T be a partition of G. We set
For any finite partition T = {E j } n j=1 of the set E and for each function f ∈ Y q (Ω) we put
In [37] upper estimates for entropy numbers of the embedding operator of the spaceX p (Ω) into Y q (Ω) were obtained under some conditions on these spaces (the spaceX p (Ω) ∼ = X p (Ω)/P(Ω) will be defined later). Some limiting relations between the parameters were not considered. Here we investigate one of those critical cases.
Throughout we assume that 1 < p < q < ∞ and the following conditions hold.
Assumption 1.
There exist a partition {A t,i } t t 0 , i∈Ĵt of the tree A and a number c 1 with the following properties.
1. If the tree A t ′ ,i ′ follows the tree A t,i , then t ′ = t + 1.
2. For each vertex ξ * ∈ V(A) there exists a linear continuous projection P ξ * : Y q (Ω) → P(Ω) such that for any function f ∈ X p (Ω) and for any subtree
here
Assumption 2. There exist numbers δ * > 0 and c 2 1 such that for each vertex ξ ∈ V(A) and for any n ∈ N, m ∈ Z + there exists a partition T m,n (G) of the set G =F (ξ) with the following properties:
2. For any E ∈ T m,n (G) there exists a linear continuous operator P E : Y q (Ω) → P(E) such that for any function f ∈ X p (Ω)
where t t 0 is such that ξ ∈ ∪ j∈Ĵt V(A t,j ).
For any
Assumption 3. There exist numbers γ * > 0, c 3 1 and an absolutely continuous function ψ * : (0, ∞) → (0, ∞) such that lim y→∞ yψ ′ * (y) ψ * (y) = 0 and for ν t := i∈Ĵt card V(A t,i ) the following estimate holds:
Assumption 1 together with the inequality p < q implies that for any t t 0 and for each vertex ξ * ∈ V A t−t 0 (ξ 0 ) there exists a linear continuous projection P ξ * : Y q (Ω) → P(Ω) such that for any function f ∈ X p (Ω) and for any subtree
Hence, Assumptions 1-3 from [36, 37] hold with λ * = µ * = 1 p − 1 q and u * ≡ 1.
In particular, there exist a linear continuous projectionP : Y q (Ω) → P(Ω) and a number M > 0 such that for any function f ∈ X p (Ω) the following estimate holds:
AsP we take the operator P ξ 0 (recall that ξ 0 is the root of A). Similarly as in [37] we setX
We use the following notations for order inequalities. Let X, Y be sets, and let 
Similarly as in [36] , [37] we introduce some more notation.
•ξ t,i is the minimal vertex of the tree A t,i .
•
•Γ t is the maximal subgraph on the vertex set ∪ j t V(Γ j ), t ∈ N.
• {Ã t,i } i∈Jt is the set of connected components of the graphΓ t .
•Ũ t,i = ∪ ξ∈V(Ã t,i )F (ξ).
•Ũ t = ∪ i∈JtŨ t,i = ∪ ξ∈V(Γt)F (ξ).
(see [36] ); hence, we may assume that
The setĴ t 0 is a singleton. Denote {i 0 } =Ĵ t 0 . In [37] the operators Q t and P t,m were defined as follows.
Definition of the operator Q t . For each t t 0 , i ∈Ĵ t
= J t there exists a linear continuous operatorP t,i : Y q (Ω) → P(Ω) such that for any function f ∈X p (Ω) and for any subtree A ′ ⊂ A rooted atξ t,i
AsP t,i we take Pξ
. From the definition of the spaceX p (Ω) and of the operatorP it follows thatP t 0 ,i 0 |X p(Ω) = 0 (see [37] ). We set
Since p < q, we have for any f ∈ BX p (Ω)
Notice that if t < t 0 , then Q t f = Q t+1 f = 0 (sinceP t,i 0 = 0 for t < t 0 ). Throughout we set log x := log 2 x. Definition of the operators P t,m . For t t 0 we set
In [36] for each m ∈ Z + the set G m,t ⊂ G t , the partitionT t,m of the set G m,t and the linear continuous operator
Then
(see [37, formula (49) ]). For any f ∈X p (Ω) the following equality holds:
(it can be proved similarly as formula (82) in [36] ). We setQ
Since f − P t,mt f Yq(F (ξ)) (22) ,(25)
for any ξ ∈ V(Γ t ) and the space Y q (Ω) is Banach, we get from the inequality p < q that for any f ∈X p (Ω) the inclusionQf ∈ Y q (Ω) holds and
Further,
indeed, from (23), (31) and (32) it follows that
Lemma 2. There exists a sequence {k t,m } t 0 t<t * (n),m∈Z + ⊂ N such that
Lemmas 1 and 2 are proved similarly as Lemmas 6 and 7 in [37] .
Lemma 3.
We have
Notice that for t * * (n) t 0 this estimate follows from (33) . Hence, throughout we assume that t * * (n) > t 0 .
We need some auxiliary assertions. For any ν ∈ N we denote by I ν the identity operator on R ν .
Theorem A. [9, 33] . Let 1 p q ∞. Then
The following properties of entropy numbers are well-known (see, e.g., [9, 32] ):
2. if T, S : X → Y are linear continuous operators, then
In particular, from the first property it follows that
Theorem B. [25] . Let X, Y be normed spaces, and let
Lemma 4. [39] . Let (T , ξ * ) be a tree with finite vertex set, let
and let the mapping Φ : 2 V(T ) → R + satisfy the following conditions:
Then there is a number C(k) > 0 such that for any n ∈ N there exists a partition S n of the tree T into at most C(k)n subtrees T j , which satisfies the following conditions:
2. if m 2n, then each element of S n intersects with at most C(k) elements of S m .
Lemma 5. [36] . Let T be a finite partition of a measurable subset G ⊂ Ω, ν = dim S T (Ω) (see (4)). Then there exists a linear isomorphism A : 
Given t * (n) t t * * (n), i ∈Ĵ t , we denote
. Let D be a subtree inΓ t * (n) . We set
Throughout we take as ε = ε(Z 0 ) > 0 a sufficiently small number (it will be chosen later by Z 0 ).
Proof of Lemma 3. We set t ′ * (n) = max{t * (n), t 0 }.
Step 1. Given t < t * * (n), we denote byÂ t the subtree in A with vertex set
.
Then for any disjoint sets W 1 , W 2 we have
For each t ′ * (n) t < t * * (n) we set
Let f = 0. It follows from Lemma 4 and (1) that there exists a number C(Z 0 ) ∈ N and a family of partitions {T f,t,l } 0 l log nt of the treeÂ t , which satisfy the following conditions:
and for any subtree
Moreover, we may assume that
For f ≡ 0 we set T f,t,l = {Â t }. Given t < t * * (n), we denote
For each vertex ξ ∈Ŝ we denote by D (ξ) the tree with vertex set
We set
Then T f is a partition of the graphΓ t ′ * (n) into subtrees.
Step 2. We say that D ∈T f if D ∈ T f and for any ξ ∈ W t we have D = {ξ}.
. From Assumption 1 and the inequality p < q it follows that
Hence,
Denote byT f,t the family of treesD ∈ T f,t,0 such that
Since j ∈ J t,D , the vertices ξ * and ξ t,j are comparable. There exists a tree T ∈ T f,t,0 such that
We claim that
Then η * ∈ V(Γ t ) and there exists a tree T ′ ∈ T f,t,0 such that η * is the minimal
⊂Ŝ; therefore, ξ
/ ∈ V(D), which leads to a contradiction.
Thus
Denote byξ the minimal vertex of the tree T . Since V(T t,j ) = ∅, the verticesξ andξ t,j are comparable. Let us show that max{ξ * ,ξ t,j } = max{ξ,ξ t,j }. Indeed, by (63) we have max{ξ * ,ξ t,j } max{ξ,ξ t,j }. If the inequality is strict, then ξ * >ξ t,j . In addition, ξ * ∈ V(A t,j ) ∩Ŝ, and by (54) and (57) we get ξ * ∈ S t ; i.e., ξ * is the minimal vertex of some tree from the partition T f,t,0 . By (63), ξ * =ξ.
Thus,
Suppose that there exists a vertex ξ ∈ V(T t,j )\V(D). We set
Then η * * > max{ξ,ξ t,j } and η * * ∈ V(A t,j ).
. From (57) it follows that η * * / ∈Ŝ. This together with (58), (64), (65) yields that [ξ * , η * * ] ∩Ŝ = {ξ * }; applying (58) once again, we get that η * * ∈ V(D), which leads to a contradiction.
It remains to check that
∈ W t . Then either ξ ∈ W t (in this case,
⊂Ŝ. This implies
= {ξ} and D / ∈T f . This completes the proof of Assertion 1. ⋄ By (54), the first inclusion of (57), (58) and (59), for any tree D ∈ T f we have D t * * (n),j =Ã t * * (n),j , j ∈ J t * * (n) . This together with Assertion 1 yields that
≍ n · 2 −t ε t ; hence,
If n · 2 −t ε t < 1, then n t = 1. From (45) it follows that ε t 1. Therefore,
From (60), (61), (66), (67) we get that
this yields
Step 3. Let T be a partition ofΓ t ′ * (n) into subtrees. For each (D, ξ * ) ∈ T we set
In addition, we put
In particular, from (68) and the definition ofT f (see the beginning of Step 2) it follows that
Step 4. Let us define the family N of partitions of the graphΓ t ′ * (n) into subtrees. Each of these partitions is constructed as follows. Let C(Z 0 ),Ĉ(Z 0 ) be as defined at Step 1.
We choose the sequence {n
2. For each t ∈ {t ′ * (n), . . . , t * * (n) − 1} we take C(Z 0 )n t vertices in V(Γ t ) (some of them may coincide); we denote this set by U t .
For each t ∈ {t
′ * (n), . . . , t * * (n) − 1} we choose an arbitrary subsetV t of {ξ ∈ U t : V
This vertex set generates the desired partition T of the graphΓ t ′ * (n) into subtrees:
Let us estimate the value |N |.
1. First we estimate the number of choices of {n t } t * * (n)−1 t=t ′ * (n) (we denote this value by N 1 ). Let 1 l Ĉ (Z 0 )n. The number of choices of n t ∈ N such that t * * (n)−1 t=t ′ * (n) 2 t n t = l can be estimated from above by the number of choices of
The last magnitude can be estimated from above by the number of partitions of {1, . . . , l} into t * * (n) − t ′ * (n) intervals. This value does not exceed (l + t * * (n) − t ′ * (n)) t * * (n)−t ′ * (n)−1 . Hence,
2. Given the sequence {n t } t * * (n)−1 t=t ′ * (n) , we estimate the number of choices of a set ∪ t * * (n)−1 t=t ′ * (n) U t (we denote this magnitude by N 2 ). We have
3. Let us estimate the number of choices ofV t , t ′ * (n) t t * * (n) − 1 (denote this value by N 3 ). Since card U t C(Z 0 )n t , we have
Z 0 n;
i.e.,
Step 5. Denote by N ′ the family of partitions T f , f ∈ BX p (Ω) (see (59)). Then N ′ ⊂ N (it follows from (52)- (56), (58), (73) and from the estimates (46), (48)). By (74) and Theorem B, there exists l * = l * (Z 0 ) ∈ N such that
Step 6. It remains to prove that
where f ∈ BX p (Ω).
Recall that T f = {D (ξ) : ξ ∈Ŝ}, whereŜ is defined by (56) and D (ξ) is defined by formula (58). Also we observe that if ξ =ξ t ′ * (n),j for some j ∈Ĵ t ′ * (n) , then
Let t ′ * (n) t < t * * (n). Recall that the sets S t and W t are defined by formulas (54) and (53), respectively. We set
Notice that V f,t ⊂Ŝ by (55), (56). Denote byΓ f,t the maximal subgraph in A on vertex set
Denote
Then T ′ f,t is a partition of the graphΓ f,t . We claim that
. In other cases we have
On the other hand, if
for some ξ ∈Ŝ by (59) and (70). From (55), (56), (76) and (77) it follows that ξ ∈ V f,t for some t ∈ {t ′ * (n), . . . , t * * (n) − 1}. This completes the proof of (81).
Let us prove that there exists a sequence {k t } t ′ * (n) t<t * * (n) such that
Let ξ ∈ S t . If ξ ∈ S t \W t , then we set
If η ∈ W t , then we denote byD (η) the tree with vertex set
and putP
Observe that by (78) we have
Finally, we setP (79), (83), (85), (87) we have
Moreover, the partition T ′ f,t refines the partition T ′′ f,t . Let h ∈ BX p (Ω). Then 
We set k ′ t = ⌈n · 2 −ε(t−t * (n)) ⌉, where ε > 0 is a sufficiently small number (it is chosen by Z 0 ). For any t t * * (n) we have 
This together with (38), (88), (89), Theorem A and Lemma 5 implies that for some
We claim that there exists a sequence {k
For each t ′ * (n) t < t * * (n), 0 l log n t we consider the partition T f,t,l as defined at Step 1. Let D ∈ T f,t,l . We set
and denote by D + the subtree in A with vertex set
LetT
By (48),
We claim that for any tree D ∈ T f,t,l card {D
Indeed, by (49), it is sufficient to check that if
Proof of Assertion 2.
1. Let (T ,ξ) ∈ T f,t,0 . We claim that either there exists a tree D ∈ T ′′ f,t such that
Caseξ ∈ V(Γ t ). By (54), we haveξ ∈ S t . Let us show that
and apply (86).
• We claim that
, then η * ∈ V(Γ t+1 ) (by Assumption 1, condition 1); once again, we get η * ∈ V(T + ). Thus, η * ∈ V(Γ t ) and η * is the minimal vertex of some treeT ∈ T f,t,0 . Therefore, η * 
, which leads to a contradiction.
, then the verticesξ and η are comparable. Sincê ξ ∈ S t ⊂Ŝ, the case η <ξ is impossible by (58), (83), (84). Consequently, η ∈ [ξ, ζ] ⊂ V(T + ); in addition, η ∈ S t . By (54), η ∈ V(Γ t ) is the minimal vertex of some tree in T f,t,0 . Therefore, η =ξ; i.e., ζ ∈ V(D (ξ) ).
This completes the proof of (96).
∈ V(Γ t ) is the minimal vertex of some tree from T f,t,0 (this tree does not coincide with T sinceξ / ∈ V(Γ t ) is the minimal vertex of T ). In addition, the verticesξ and η are comparable. The case η <ξ is impossible by Assumption 1 (see condition 1). Hence, η ∈ [ξ, ξ] ⊂ V(T + ); i.e., η ∈ V(T ), which leads to a contradiction.
2. LetD (ξ) ∈ T ′′ f,t . We claim that there exists a tree T ∈ T f,t,0 such that V(D (ξ) ) = V(T + ) ∩ V(Γ f,t ). Indeed, sinceξ ∈ S t by (86), we haveξ ∈ V(Γ t ) andξ is the minimal vertex of some tree T ∈ T f,t,0 (see (54)). By (96),
This completes the proof of Assertion 2.
Denote byT n f,t,l the partition ofΓ t ′ * (n) formed by connected components of graphs Γ t ′ * (n) ∩ D, D ∈T f,t,l . We havẽ
It follows from (69), (79), (83), (85), (87), (88) and Assertion 2. Given 0 l log n t , we set
From (51), (92) and (93) it follows thatT f,t,⌊log nt⌋ = {A},T n f,t,⌊log nt⌋ = {A t ′ * (n),j } j∈Ĵ t ′ * (n) .
From (16) and (69) we get PTn f,t,⌊log n t ⌋ = 0. Hence, by (97) and (37),
Denote byT n f,t,l the partition formed by trees
, and either
Let h ∈ BX p (Ω). We show that (PTn
h|
We show that if
Indeed, in this case minimal vertices of the trees D
′ and D ′′ are equal and coincide withξ t * (n),j for some j ∈Ĵ t * (n) . From (69) it follows that (PTn
From (4) and (102) we get (101).
We claim that for any
Let us check the first inequality (the second one is proved similarly). 
For any h ∈ BX p (Ω) we have (PTn
From (38) , (101), (104), (105) and Lemma 5 we get that
where s t,l ∈ N,
For each t t * * (n) we have
The sequence σ ′ t,l l∈Z + decreases not slower than some geometric progression. This together with Theorem A implies that there exists γ 0 = γ 0 (Z 0 ) > 0 such that
Z 0 (log n)
From (99), (106) and (108) we get (91). This together with (90) yields (82). Applying (81), we have (75). Taking into account the estimate obtained at Step 5, we complete the proof of Lemma 3.
It remains to prove that
In [23] there were obtained order estimates for entropy numbers of diagonal operators with weights of logarithmic type. First we give some notations.
Denote by Φ 0 the class of non-decreasing functions ϕ : [1, ∞) → (0, ∞) that satisfy the following condition: there exist c > 0 and α > 0 such that for any
We set w ϕ (s) = 1 for 0 s 1 and w ϕ (s) = ϕ(s) for s > 1.
Let δ > 0, w : R + → R + be a continuous function, and let 0 < r, p ∞.
(appropriately modified if p = ∞ or r = ∞). By l r (2 δm l p (w)) we denote the space of sequences x such that x|l r (2 δm l p (w)) < ∞. . Then
Let us prove (109).
Given m m t , we denote byT t,m the partition of the set G t formed by
(the partitionsT t,m are defined at page 7). Let s
Given t 0, m ′ 0, we set
From Lemma 5 it follows that there is an isomorphism A t,m : ST
Let us define the operator A :
From (22), (23) and (24) it follows that for m m t
Hence, by (32) , (113) we get
Let us define the operator K :
).
Since the sets G t do not overlap pairwise, we have
Let id : (38) , (114), (115) Z 0
From Theorem C we get E n Z 0
Applying Lemmas 1, 2, 3 together with (30), (33) , (34) , (109), we complete the proof of Theorem 1. Remark 1. Suppose that instead of Assumption 2 the following condition holds: for any ξ ∈ V(A) the setF (ξ) is the atom of mes. Then the assertion of Theorem 1 holds as well.
Some particular cases
Let (T , ξ 0 ) be a tree, and let u, w : V(T ) → R + . We define the summation operator S u,w,T by
T ,u,w we denote the minimal constant C in the inequality
Given a tree (T , ξ 0 ), N ∈ Z + , we denote by [T ] N a tree with vertex set ∪ N j=0 V T j (ξ 0 ). Let (A, ξ 0 ) be a tree, let (1) hold, and let the measure space (Ω, Σ, mes), the partition Θ, the bijectionF : V(A) →Θ and the spaces X p (Ω), Y q (Ω), P(Ω) be as defined at the page 3. Assumptions 1-3 will be replaced by the following conditions. Assumption A. There exist functions u, w : V(A) → (0, ∞) and a constant c 2 1 with the following property: for any vertex ξ * ∈ V(A) there exists a linear continuous projection P ξ * : Y q (Ω) → P(Ω) such that for any vertex ξ ξ * and for any function f ∈ X p (Ω)
Assumption B. There exists a number δ * > 0 such that for any vertex ξ ∈ V(A) and for any n ∈ N, m ∈ Z + there exists a partition T m,n (G) of the set G =F (ξ) with the following properties:
For any
Let V(A) = {η j,i } j j min , i∈Ĩ j , where j min 0,Ĩ j min = {1}. Suppose that η j min ,1 is the minimal vertex of A and V A j−j min (η j min ,1 ) = {η j,i } i∈Ĩ j for any j j min .
Assumption C. There exist numbers θ > 0, γ ∈ R, κ θ q , α u , α w ∈ R, c 3 1, m * ∈ N and an absolutely continuous function τ : (0, ∞) → (0, ∞) such that lim t→+∞ tτ ′ (t) τ (t) = 0 and the following conditions hold.
3. For any j ′ j j min and for any vertex ξ ∈ V
4. For any j j min , i ∈Ĩ j
5. Let κ = θ q
. Then there exists a treeÂ with the minimal vertexζ 0 , which satisfies the following conditions.
(a) For any j ′ j j min and for any vertex ξ ∈ VÂ j−j min (ζ 0 )
Then for each N j j min , i ∈Ĩ j there exists a vertexξ
Let ξ * ∈ V(A), and let D ⊂ A be a subtree with the minimal vertex ξ * . Then from Assumption A it follows that
From Theorem F in [36] , Theorem 3.6 in [38] and Assumption C it follows that if
and in the case κ =
Notice that the proof of (124) depends on condition 5 of Assumption C.
From Assumption B and conditions 2, 4 of Assumption C it follows that if ξ ∈ V A j−j min
We construct the partition {A t,i } t t 0 , i∈Ĵt as follows. Let
Given t t 0 , we denote by Γ t the maximal subgraph in A on the vertex set
and by A t,i , i ∈Ĵ t , the connected components of the graph Γ t . Byξ t,i we denote the minimal vertex of the tree A t,i . Then
Thus, Assumption 3 holds with ν t = 2
. From (125) we obtain that Assumption 2 holds.
Recall the notations
In order to obtain Assumption 1, it is sufficient to prove the following assertion.
Lemma 7. Let D be a subtree in A rooted at ξ * . Then
Proof. By (116),
(see condition 2 of Assumption C). Repeating the proof of Lemma 5.1 in [41] , we get that
= (m * j)
This together with the condition p < q implies (128). Now we consider the case κ = θ q . Let ξ * ∈ V(At ,j 0 ), and let ξ ∈ V(Dt +l,j l ). Then there exists a sequence {ξt +s,js } l s=1
such that ξ * <ξt +1,j 1 <ξt +2,j 2 < · · · <ξt +l,j l . Denotẽ ξt ,j 0 = ξ * ,ξt +s,js =ξt +s,js , 1 s l.
Letα w = α w − 1 q
. By condition 2 of Assumption C,
By (126),
Let us define the treeD with vertex set {ξ * } ∪ ∪ t t {ζ t,i : i ∈ I ′ t } . The partial order on V(D) is defined as follows. We set
If ξ * / ∈ {ζt ,i : i ∈ I ′ t }, then we set ϕ(ξ * ) =ŵ(ξ * ) =û(ξ * ) = 0. Let t t , j ∈ J t,D . If t >t, thenξ t,j ∈ V(D). We take i ∈ I ′ t−1 such that ξ t,j ∈ V 
Notice that card V 
Let us estimate the second summand (we denote it by L). Letû(ζ) =û 1 (ζ)û 2 (ζ),û 1 (ζ t,i ) = 2 εt , where ε = ε(Z 0 ) > 0 is sufficiently small (it will be chosen later); if ξ * / ∈ {ζt ,i : i ∈ I ′ t }, then we setû 1 (ξ * ) =û 2 (ξ * ) = 0. By Hölder's inequality, Thus, 
It remains to prove that for any t t , j ∈ J t,D i∈I 
From (133) it follows that ζ t,i ∈ V max (A t,j ). We denote A We claim that for sufficiently small σ > 0 the estimate S 
the inequality S holds.
From (121) it follows that we can apply Theorem 3.6 in [38] and estimate S p,q A t,j ,u,w (σ) from above. For sufficiently small σ = σ(Z 0 , t) > 0 we get Denote by l p (G) the space of functions f : V(G) → R with finite norm f lp(G) . Let A be a tree, V(A) = {η j,i : j ∈ Z + , i ∈ I j }, let η 0,1 be the minimal vertex of A, and let V
