On the second-order Reed-Muller code by G. Horváth, Ákos
PERIODICA POLYTECHNICA SER. MECH. ENG. VOL. 47, NO. 1, PP. 31–40 (2003)




Budapest University of Technology and Economics
H–1521 Budapest, Hungary
Received: October 16, 2002
Dedicated to the 75th birthday of István Reiman
Abstract
In this paper we shall give a recursion and a new explicite formula for some functions connected with
the weight distribution of the second-order Reed–Muller code. We define some new subcodes of it
and determine their information rates, respectively.
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1. Definitions and Lemmas
If u = (u1, · · · , um) and v = (v1, · · · , vn) are two vectors then denote by | u | v |
the vector (u1, · · · , um, v1, · · · , vn)) of length n + m. We shall use Theorem 2 of
Ch.13.§3 in [2] which says the following:
Theorem 1
R(2, n + 1) = {| u | u + v | where u ∈ R(2, n), v ∈ R(1, n)},
where R(1, n) denotes the first-order Reed–Muller code of length 2n .
Let EG(n, 2) be the Euclidean geometry of dimension n over GF(2) and let
H be a subset of EG(n, 2). Denote by [H ] the incidence vector of the subset H so




1 if α ∈ H,
0 if α ∈ H.
We shall say that H ⊂ EG(n, 2) is a codeword of R(2, n) if and only if [H ] ∈
R(2, n).
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Definition 1 (of the codes Rk(2, n)) Let V1 < V2 < · · · < Vn be a nested se-
quence of subspaces of the geometry EG(n, 2), for which dim Vk = k. We define
the code Rk(2, n) (k = 1, . . . , n) as the set of all codewords H ⊂ EG(n, 2) of
R(2, n) which satisfy the condition:
| H ∩ Vk |= 2k−1.
It is clear that this definition depends only on the dimension k, because a regular
linear transformation of the space EG(n, 2) induces a bijection of the code R(2, n)
onto itself.
Remark 1 First of all the results of this paper enlarge the aspect of the very im-
portant code R(2, n) though the necessity of examination of the codes defined
above arose immediately in the theme ‘Geometry of numbers’. In the works [5]
and [6] the author defined some new N-dimensional point-lattices with a ‘lot of
O(2 12 {log2 N+log N})minima’. These constructions are based on the method of Barnes
and Wall (see [4]) and the setting up of the second-order Reed–Muller code. De-
note by An,k2k−1 the number of codewords of the code Rk(2, n) and let A
k
2k−1 be the
number of codewords of weight 2k−1 in R(2, k). By Theorem 1 we can determine
the connection of the numbers An,k2k−1 and A
k
2k−1 , so we now prove Lemma 1:
Lemma 1
An,k2k−1 = Ak2k−1 2(
n+1
2 )−(k+12 ).
Proof. Let k be a fix number for which 1 ≤ k ≤ n. It is clear that the equality
Ak,k2k−1 =A
k
2k−1 holds. Regard now the code Rk(2, k + 1). From Theorem 1 we get
that a codeword in Rk(2, k + 1) has the form | u | u + v |, where u ∈ Rk(2, k), and
v ∈ R(1, k). But the number of codewords of R(1, k) is equal to 21+(k+11 ) so we
have the equality:
Ak+1,k2k−1 = Ak2k−1 21+(
k
1).
Similarly, the codewords in Rk(2, k + 2) have the form
| |u |u + v | | |u |u + v | + w |,
where |u |u + v | ∈ Rk(2, k + 1), and w is an arbitrary element of R(1, k + 1). For
this reason we get that:





Since we can continue these conversions in this way, we proved the statement of
our lemma:
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Remark 2 It is obvious that the condition of the definition can be replaced by
|H ∩ Vk | = i,
where i is a possible weight of a codeword in R(2, k). Thus we have i = 2k−1 or
i = 2k−1 ± 2k−1−δ where 0 ≤ δ ≤ [k2 ]. If Aki is the number of codewords of weight
i in R(2, k) then the number of codewords of the new code Rk,i (2, n) is equal to
An,ki = 2(
n+1
2 )−(k+12 )Aki .








(2k − 1)(2k−1 − 1) · · · (2k−2δ+1 − 1)
(4δ − 1)(4δ−1 − 1) · · · (4 − 1) − 2.
The expression is rather complicated, but it can be simplified by a deeper investi-





(2k − 1)(2k−1 − 1) · · · (2k−2δ+1 − 1)
(4δ − 1)(4δ−1 − 1) · · · (4 − 1) x
δ .
So with this notation we get that
Ak2k−1 = 21+(
k+1
2 ) − gk(4)− 2.
Lemma 2
gk(1) = 2(k2) − 1.
Proof. If k = 2, 3 or 4, the equality holds trivially. At the same time the right hand
side satisfies the following recurrence relation:
Tk = 2k−1Tk−1 + (2k−1 − 1),
where Tk is equal to 2(
k
2) − 1. We prove that this relation holds for the left hand





(2k − 1) · · · (2k−2δ+1 − 1)
(4δ − 1) · · · (4 − 1) .
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Then
Tk − (2k−1 − 1)
= (2
k − 1)(2k−1 − 1)





(2k − 1) · · · (2k−2δ+1 − 1)
(4δ − 1) · · · (4 − 1)
= 2k−1 (2
k−1 − 1)(2k−2 − 1)
4 − 1 + 2
2 (2k − 1)(2k−1 − 1)(2k−2 − 1)(2k−3 − 1)
(42 − 1)(4 − 1)
− (2k−1 − 22)(2
k−1 − 1)(2k−2 − 1)




(2k − 1) · · · (2k−2δ+1 − 1)
(4δ − 1) · · · (4 − 1)
= 2k−1
[
(2k−1 − 1)(2k−2 − 1)
4 − 1 + 2
2 (2k−1 − 1)(2k−2 − 1)(2k−3 − 1)(2k−4 − 1)
(42 − 1)(4 − 1)
]
− (2k−1 − 24)(2
k−1 − 1)(2k−2 − 1)(2k−3 − 1)(2k−4 − 1)





(2k − 1) · · · (2k−2δ+1 − 1)
(4δ − 1) · · · (4 − 1) = · · · = 2
k−1Tk−1.
So we have the same recurrence relation for the two sides, therefore Lemma 2 is
proved.
2. Recurrence Relation for the Numbers An,k2k−1















s − 1)(4s−1 − 1) · · · (4s−δ+1 − 1)
(4δ − 1)(4δ−1 − 1) · · · (4 − 1) , δ = 1, 2, . . . .
(Here s is a real number.) Denote by [δ] the following product:
[δ] = (4δ − 1)(4δ−1 − 1) · · · (4 − 1) for [δ] = 1, 2, . . . .
The basic properties of these coefficients can be seen for example in [2]. With these
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In this section we shall prove the following theorem:
Theorem 2 The recurrence relations
i: gk+1(4) = 2(k+22 ) − 2k+1 − (2k+1 − 1)gk(4);




2 )+1 − An,k−12k−2
]
are valid for each k ≥ 4.
Proof. We define Tk,δ = 0 for δ < 1 and δ > [k2 ], moreover in the case of






































At this time we know that
(22k−2δ−1 − 2k−1)Tk,δ + Tk,δ+1 =






















22δ(4δ+1 − 1) = 2
k−2δ−1 2k−2δ − 1




4δ+1 − 1 ,
so we have the equality:
(22k−2δ−1 − 2k−1)Tk,δ + Tk,δ+1
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(22k−2δ−1 − 2k−1)Tk,δ + Tk,δ+1xδ+1





































so we get that





























− (2k−1x − 1)gk(x)+ x(2k − 1)2k−1.
Finally, if the number k is odd, we get immediately that














− (2k−1x − 1)gk(x)+ x(2k − 1)2k−1.
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Here we used the precise values of the numbers Tk+1,1 and Tk,1 which are (2
k+1−1)(2k−1)
4−1
and (2k−1)(2k−1−1)4−1 , respectively. Substitute now the value 4 into this equation. Then
we get the formula:
gk+1(4) = 22k+1gk(1)− (2k+1 − 1)gk(4)+ (2k − 1)2k+1
and the first statement of this theorem can be seen from Lemma 2:
gk+1(4) = 22k+1+ k(k−1)2 − 22k+1 − (2k+1 − 1)gk(4)+ (2k − 1)2k+1
= 2 k22 + 3k2 +1 − 2k+1 − (2k+1 − 1)gk(4) = 2k+1(2 k
2
2 + k2 − 1)
− (2k+1 − 1)gk(4) = 2(k+22 ) − 2k+1 − (2k+1 − 1)gk(4).
Now apply the original formula of Ak2k−1 . Then we have the equality:
Ak2k−1 = 21+k+(
k
2) − 2gk(4)− 2
= 2(k+12 )+1 − 2(k+12 )+1 + 2k+1 + (2k+1 − 2)gk−1(4)− 2




2)+1 − 2gk−1(4)− 2
]




2)+1 − 2gk−1(4)− 2
]
− 2(k2)+1







By virtue of Lemma 2 this means that the following recursive formulas hold:











2 )+1 − An,k−12k−2
]
.
So we proved the statement ii, of Theorem 2, too.
Remark 3 Since we know the values of Ak2k−1 in the case of k = 1, 2, 3 and 4 (these
are 2, 6, 70 and 870, respectively) the other values of the function An2n−1 = A2n−1
can be computed easily by the formula of Theorem 2.
3. Explicit Formula for the Numbers Ak2k−1
In this section we prove the following statement:








(2k − 1) · · · (2k−2δ+2 − 1)2(n+12 )−(k+12 )+(k−2δ+12 )+1,








2 )+1(2n − 1) · · · (2n−2δ+2 − 1).
















(2k − 1)(2k−1 − 1)(2k−2 − 1)
2k2k−12k−2
− (2
k − 1)(2k−1 − 1)(2k−2 − 1)(2k−3 − 1)
2k2k−12k−22k−3
)
+ · · ·
+
(
(2k − 1) · · · (2k−2l+2 − 1)
2k · · · 2k−2l+2 −
(2k − 1) · · · (2k−2l+1 − 1)
2k · · · 2k−2l+1
)}
+ (2
k − 1) · · · (2k−2l+1 − 1)
2k · · · 2k−2l+1 A
n,k−2l
2k−2l−1 ,






(22l − 1) · · · (22l−2δ+2 − 1)
22l · · · 22l−2δ+1
}
+(2
2l − 1) · · · (2 − 1)
22l · · · 2 A
n,0
2−1 ,






(22l+1 − 1) · · · (22l−2δ+3 − 1)
22l+1 · · · 22l−2δ+2
}
+(2
2l+1 − 1) · · · (22 − 1)
22l+1 · · · 22 A
n,1
20 ,
where we used the equalities:
An,120 = 2(
n+1
2 )−(22) · A220 = 2(
n+1
2 ) and An,02−1 = 0.
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(2k − 1)(2k−1 − 1) · · · (2k−2δ+2 − 1)2(n+12 )−(k+12 )+(k−2δ+12 )+1.
In the case of k = n we get the simple explicit formula for the numbers A2n−1 , too.
4. The Information Rates of the New Codes














(2k − 1)(2k−1 − 1) · · · (2k−2δ+2 − 1)2(n+12 )−(k+12 )+(k−2δ+12 )+1
)
.
We shall prove that this number is asymptotically equal to (
n+1
2 )
2n . More precisely
we verify the statement:












Proof. Since the upper bound is the information rate of the second-order Reed–






(2k − 1)(2k−1 − 1) · · · (2k−2δ+2 − 1)2(n+12 )−(k+12 )+(k−2δ+12 )+1
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(2k − 1)(2k−1 − 1) · · · (2k−2δ+2 − 1)2−(k+12 )+(k−2δ+12 )
]


















Denote by Lk the sum in the bracket. It is easy to verify the following recursive











































































So we have proved this theorem, too.
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