Introduction
In this paper, we develop an iterative method to find a simple root α of the nonlinear equation f (α) = 0, where f : D ⊂ R −→ R is a scalar function on an open interval D. It is well known that Newton's method is one of the best iterative methods for solving a single nonlinear equation by using
which converges quadratically in some neighborhood of α. Ostrowski's method [20] , given by 6) where γ ∈ ℜ is constant, µ n = f (yn) f (xn) and H(t) represents a real-valued function with
Recently, there are several eighthorder methods proposed in [ [7] - [9] ]. Now after furnishing the outlines of the present work and a short study on the available high order developments of the classical Newtons method, we will provide our contribution in the next section. In the section 2 gives a general class of efficient three-step ten-order methods including three evaluations of the function and one of its first derivative per cycle. In the section 3,where the numerical comparisons are made to manifest the accuracy of the new methods from our class. Finally, the conclusion of the paper will be drawn in section 4.
Development of method and convergence analysis
To develop the new method, let us consider the iteration scheme in the form
where G(µ n ) represents a real-valued function, we have the following convergence result
If the initial point x 0 is sufficiently close to x * , then the sequence {x n } generated of the iteration scheme (2.7) converges to x * . If G is any function with 
and
where e n = x n − x * and c k =
for k = 2, 3, . . . Furthermore, with using the Maple software we can get:
Solving system of the equations
xn . Now, we consider an iteration scheme of the form, 12) and satisfies the following error equation : Now we suggest the following iterative class by using the weight function approach:
.
(2.14)
Where K(θ n ) represents a real-valued function.
We can express f ′ (z n ) as follows: by using the Hermite interpolation on three points (
solve the equations (2.14).
for the coefficients a i , 0 i 4 and a 4 = 1. If
then the system (2.15) has a unique solution if and only if the Determinant(M z ) = 0 [10] . By expanding Determinant(M z ) about fifth column we obtain
As, we have
where 
Substituting Ψ f (x n , y n , z n ) of (2.19) in (2.14), we construct a three-step iterative method:
Where K(θ n ) represents a real-valued function. We prove the following convergence theorem for the method (2.20). 
Proof 2.2.
Since f is sufficiently differentiable, by expanding f (x n ) and f ′ (x n ) about
for k = 2, 3, . . . By expanding y n about x n , we obtain By expanding f (z n ) about x n , we have By substituting (2.25), (2.26) and (2.27) into the third formula of (2.20), using Taylor's expansion, and simplifying, we have we have 
