Abstract: High-tech augmentative and alternative communication (AAC) methods are on a constant rise; however, the interaction between the user and the assistive technology is still challenged for an optimal user experience centered around the desired activity. This review presents a range of signal sensing and acquisition methods utilized in conjunction with the existing high-tech AAC platforms for speech disabled individuals, including imaging methods, touch-enabled systems, mechanical and electro-mechanical access, breath-activated methods, and brain computer interfaces (BCI). The listed AAC sensing modalities are compared in terms of ease of access, affordability, complexity, portability, and typical conversational speeds. A revelation of the associated AAC signal processing, encoding, and retrieval highlights the roles of machine learning (ML) and deep learning (DL) in the development of intelligent AAC solutions. The demands and the affordability of most systems were found to hinder the scale of usage of high-tech AAC. Further research is indeed needed for the development of intelligent AAC applications reducing the associated costs and enhancing the portability of the solutions for a real user's environment. The consolidation of natural language processing with current solutions also needs to be further explored for the amelioration of the conversational speeds. The recommendations for prospective advances in coming high-tech AAC are addressed in terms of developments to support mobile health communicative applications.
. The four components of the Human Activity Assistive Technology (HAAT) model, from [4] . The interaction between the human and the assistive technology (AT) is emphasized to highlight the relationship between the needs of the AAC users and the elements of development of high-tech solutions discussed in this review.
In light of the HAAT model, AT could hence be used to aid the communication process of speech 94 disabled individuals, given that the technology prioritizes the activities and abilities of the user. Basing 95 high-tech AAC applications and platforms on the skills and communicative needs of the users, disabled 96 persons could in turn be allowed to participate in a wider range of activities to communicate their 97 individual needs [15] . From the societal perspective, smart devices have been promoting both the 98 visibility and acceptance of AAC [16] . A number of factors also aids in increasing the access to high-tech with the measurement and recording of a user's eye movements [35] . Video-oculography and
The components of a typical video-based tracking system are shown in Figure 2 . Different approaches are present in the literature of calculating the accuracy of an eye tracking system, including the distance accuracy (in cm or in pixels) and the angular accuracy (in degrees) [22] . The pixel accuracy can be given by
where X target and Y target are the coordinates of the target points, and PX and PY are the gaze point coordinates given by PX = mean PX le f t + PX right 2 where p size is calculated based on the resolution, height, and width of the screen, x pixels and y pixels are the pixel shifts in the directions of x and y respectively, and the o f f set is the distance between the eye tracking unit and the lower edge of the screen [22, 37] . The angular accuracy (AA) can be also computed via AA = p size × P acc × cos(mean(θ))
where the gaze angle θ is given by
and dist and meandist are the distances from the eye to the screen and from the eye to the tracker In addition to letters, scanning interfaces expand to include a variety of access options, including 180 icons, pre-stored messages, and auditory messages. Some operating systems also provide the option it utilizes the signal's amplitude, frequency and phase changes to encode a user's intended meanings.
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The classification is achieved based on the dynamic time warped distances between the tested breathing 251 patterns. A systematic reliability of 89% was reported with increased familiarity with the system. EEG is a popular BCI recording method, given its non-invasive nature and its relatively lower cost [61, 62] . In electrical BCI systems, the brain produces a set of electrical signals when triggered by a stimulus, known as the evoked potential [63] . EEG signals are acquired through two to 64 sensors placed on the scalp of the user to record the brain activity [64] . Amplifiers and filters are typically utilized, with an output fed back to the user to accordingly modulate the brain activity [57] . To translate a brain activity into a computer command, regression and classification algorithms could be used [65] . An adaptive auto-regressive (AR) parameter estimation model used with EEG BCI describes a time series signal x(t) as
where φ i and p are the AR coefficients and the order of the model respectively, and t is white noise [66, 67] . A review study [65] demonstrates that the use of classification algorithms is an increasingly popular approach with BCI interfaces, as they are commonly used to identify the acquired brain patterns. Classification is the process of using a mapping f to predict the correct label y corresponding to a feature vector x. A training set T is used with the classification model to find the best mapping f* [65]. The classification accuracy of a model is dependent on a variety of factors. A study [65] demonstrates that using the mean square error (MSE), three sources are identified to be the cause of classification errors, given that
could be decomposed into
where the variance (Var) represents the model's sensitivity to T, the Bias represents the accuracy of the 261 mapping f, and the noise σ 2 is the irreducible error present in the system. 
