Abstract-A new data structure is suggested for symbolic model checking of distributed systems defined by linear functions of integer variables.
INTRODUCTION
The main disadvantage of the model checking method is the "combinatorial explosion" in the state space, which occurs when the system consists of components where the transitions are performed simul taneously. It is obvious that the global states total number lifts exponentially with the processes' number increasing. The transition ratios represent explicit contiguity lists and sets of states represented by explicit enumeration in the initial checking of the model algorithms implementations. That makes checking of difficult systems not possible.
Since the late 1980s, it has been possible to verify overspecified systems [5] due to using Bryant binary resolution diagrams (OBDD) [2] . The main point of symbol checking using a model is checking a set of states simultaneously instead of checking each individual state (as in explicit algorithms). This approach allows checking overspecified models using likely sets of states coding. Therefore, various representations of set states were developed.
Symbol representation using OBDD well suits serial schemes and protocols modeling whose states are coded by Boolean variables. However, for systems with integral conditions such a representation is fairly cumbersome. Let us consider some ideas essentially using the fact that elements of the state space are inte gers for encoding.
In 1994, B. Boigelot and P. Wolpor offered a set to represent sets of states [1] . In this work, periodic sets are only used to calculate the set of reachable states. The models in [1] are machines with a finite number of states parameterized by unbounded integer variables and with the following operations: assigning a con stant, the addition of a constant to a variable, and the test launch of linear inequalities. The main drawback of this representation is that it does not allow for fully symbolic verification of models: the computed set of reachable states may be too large to test the model specification in all its elements.
In 1999, T. Bultan, R. Gerber, and W. Pugh developed a system for symbolic verification of infinite models, introducing a set of states by formulas of Presburger arithmetic [3] . They used the program Omega library [10] for the symbolic manipulation of the formulas of Presburger. The models are verified using this system can also be described by formulas of Presburger arithmetic. The clear advantage of this method of data presentation is that arbitrarily large and even infinite models can be checked, but the draw back is the fact that the complexity of the Presburger formulas is computationally expensive: it is exponen tially dependent on the size of the formulas and the concepts. In addition, for some infinite models' checking, the algorithm specification cannot be completed.
The reporting format proposed in this paper allows for fully symbolic verification of a wide class of models with a considerably smaller size of the model (in contrast to the OBDD for this class of models), and the algorithms for manipulating them have basically quadratic time complexity with respect to the size of the submission.
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GARANINA
The rest of the paper is organized as follows. Models for which the affine representation is possible are semiformally described in Section 2; Section 3 contains the definition of affine sets and the algorithms for operations on them. A brief description of generalizations of affine sets in affine vectors and trees is given in Section 4, and Section 5 is the Conclusion. It is assumed that the basic concepts on the theory and prac tice of model checking programs are familiar for the reader.
MODELS
The basis of the known algorithms for symbolic model checking is the calculation of the fixed point of a monotone operator defined by a formula containing a Boolean combination of propositional variables, constants, operators, and actions applied to the formula describing the set of states. Therefore, instead of the original formulas of any logic for which there can be a character check, you can check the semantically equivalent formula μ calculus [4] .
During the symbolic testing of algorithms for the model, we have to perform the following operations on sets: the union and intersection of sets, the calculation of the preconditions (corresponding to disjunc tion, conjunction, and the shift operator), and test sets for integration (required to test the stability of a fixed point) because of defining the semantics of μ calculus formulas. Addition as an operation on sets, we do not need, since any formula μ calculus is reduced to the normal form.
We describe a class of models for a coding affinity, namely, affine models. The state space of such mod els is a Cartesian product of n intervals of integers, where n is the number of variables that determine the state of the model, the propositional constants are given by the set of intervals, and the deterministic tran sitions are linear vector functions defined by integer matrices in which in each line there is no more than one element and integer vectors. In other words, this class contains all finite models that do not allow the multiplication of the variables on each other (multiplication by a constant perhaps). The language describing such models admits only finite data types; in terms of comparison, there cannot be more than one variable. Nondeterminism realizes the union of deterministic actions, as well as the nondeterministic choice of the variable scope. There may be conditional actions, and the specification of the properties of the models can be expressed by the formulas μ calculus or less expressive logics. Examples of languages that describe such models are given in [8, 9] . To operate the affine representations, nonnumeric types must be represented as numeric, while comparing each element of a number.
RESTRICTED AFFINE SETS
To represent sets of states and actions, we use the model tested (restricted) affine set, i.e., sets defined by a finite set of linear binomials of the form ax + b with integer coefficients and a and b, each of which has its domain in the form of a piece of integers [m…M] (possibly empty).
To begin with, we assume that the state of the model is determined by the single variable x (obviously, this model is affine) defined on the interval of integers [n…N] , and its value after the action shall be deter mined by a linear binomial. The propositional constants and starting conditions in these conditions are Boolean combinations of atoms of the form "x = k", "x > k" or "x < k", where k is integer.
Presentation of Propositional Constants and Operations
The affine representation of atoms and their negations is defined in Table 1 . The affine representation as a Boolean combination of atoms P and its negation ¬P can be obtained by transforming P to the normal form (negation is only for atoms) and then applying to the atoms the oper ation of conjunction and disjunction, which can be realized in the form of the intersection and union of intervals. Then, the affine representation of the propositional constants P takes the form of a set of affine representations of atoms:
} . = Affine representation of atoms and their negations
Sets 1. Combining: R = P ∪ Q. This is the usual union of sets P and Q. Joint (P, Q):
Here you need to find the common values of the atoms that make up a set for each of the sets P and Q. Let P = F ∪ C f and Q = G ∪ C g , where C f and C g are a set of constants. Let
Solve(f(x), g(y)) be a procedure that finds all the solutions of the Diophantine equation f(x) = g(y) in the form of affine sets x(z) and y(z) where z is an integer, i.e., if z = k, f(x(k)) = g(y(k)). Hours Solve(f(x), g(y)) depends logarithmically on the coefficients of the functions f(x) and g(y).
Intersection (P, Q): I. First we find the common constants in P and Q.
II. Let us find the common values of nondegenerate binomials of P and Q.
The time complexity of these algorithms is linearly dependent on the work capacity of the affine rep resentations of the input data, except for a union, where it depends on the sum of these capacities.
Optimization
In carrying out symbolic model checking, the algorithm is an inevitable expansion of the affine sets as a consequence of the operations of the association. So, it makes sense to optimize the affine representa tion GE delete duplicate element values. To do this, we can successively perform the following procedures: (1) to reduce the domain of the binomials if their images are contained in the images (extrapolation) of a set of binomials, (2) remove the constants contained in the images (extrapolation) of any of the binomials. By extrapolating this expansion means the domain of the binomial; it covers the image of the transformed binomial. The domain of definition of a binomial can be reduced so that it can be replaced by a constant or removed. It makes sense to repeat this procedure until the representation of the set stabilizes. Here, the time complexity linearly depends on the size and power of the affine representation of the variable type, which is the size of the model in this case. A detailed description of the optimization algorithms is given in [8, 9] .
However, if we restrict our models in which actions are determined only by the addition of variables with a constant, then all the atoms are simply affine intervals of integers or constants. The optimization of affine sets consisting of such atoms is much simpler and consists of bonding and atomic absorption and con stants. Here, the complexity of the procedure depends linearly only on the size of the affine representation. The details are given in [9] . Moreover, after repeating these procedures to stabilize the set of atoms, we have affine representations of simple sets. Obviously, it is unique and allows for comparison of syntactic sets.
Check the inclusion
Comparing sets of algorithms, symbolic verification is necessary to check the stability of fixed points. Since the function to calculate the fixed point is monotone, it suffices to verify the inclusion of one of the sets in another.
Since the canonical affine representation of arbitrary sets is not possible, many will have to be com pared by comparing the subsets rather than syntactically. The idea of comparing the algorithm is simple: use the procedure for solving Diophantine equations Solve(f(x), g(y) ) to determine what values of f(x) are contained in the image of g(y), and delete the corresponding values of the argument from the field defini tion f(x). If at the end of the procedure one will prove that the affine representation is empty, then this set is included in another. The time complexity of checking the inclusion is equal to the product of the rep resentations of the affine capacity compared to the power sets of the variable type. Exact algorithms are given in [8] .
Optimized for simple affine sets and representing only constant intervals of integers, a comparison is purely a linear syntax checking of matching sets, such as the optimization of affine sets, as described in the previous section, and calculates a unique representation.
VECTOR AFFINE SETS AND TREES
The affine representation of the sets can be generalized for affine systems with many variables. The idea is that each set of states of the model code is a set of vectors whose components are affine atoms corre sponding to the values of the model variables. We call this representation vector affine; the data manipu lation algorithms for vector affine representations use similar algorithms to the affine but have their own characteristics: (1) when calculating the precondition (because the variables are dependent on each other), (2) the optimization and verification of inclusion (as compared to multiple sets, rather than two). The highest time complexity is represented by an algorithm to test inclusion depending on the power of the representations of the affine sets and the power of the variable types. These algorithms are described in detail in [8] .
To test multiagent systems in which the agents have absolute memory, vector affine sets can be devel oped in vector affine trees. This tree data structure for affine vectors at the vertices and edges marks the names of agents. Algorithms for data manipulation of these structures are based on algorithms for vector affine sets, but, due to the fact that the size of the trees themselves is exponential depending on the number of agents in the system, these algorithms have significantly higher time complexity. Algorithms for these generalizations are described in detail in [8] .
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CONCLUSION
The proposed data representation in the form of affine sets, which are a set of binomials that are defined on intervals of integers, is highly effective for verification of affine models with a single variable.
The class of affine models with multiple variables also suggested the effective vector affine representa tion of propositional constants and operation models. In this case, set a state model defined by a set of vec tors whose components are binomials that are defined on intervals of integers corresponding to the values of the model variables.
The algorithms presented here are data manipulation at most quadratic with respect to the size of the affine representations. Except for the inclusion test algorithms, the upper bound also depends on the size of the domains of the variables. However, for models that do not allow the multiplication of variables to constants, the complexity of these algorithms is linear in the size of the representation.
The vector affine representation tree of knowledge is of special mention. It significantly reduces the complexity of the model checking for asynchronous multiagent systems with complete memory. Affine models with a prototype verification tool by one agent with the properties specified by the combination of the logic formulas μ C + PLK 1 [7] , which use a checking algorithm from [6] , have been developed for such systems.
However, due to the exponential complexity of the verification logics of the knowledge and the time in multiagent systems with complete memory, which is quite impossible to reduce, the prototype of this tool is practically unusable for the solution of any significant problems. Therefore, this vector based on affine representations of data verification systems is implemented on arbitrary affine models with the properties given by μ calculus and less expressive logics such as LTL and CTL.
