Propensity scores are commonly used to address confounding in observational studies. However, they have not been previously adapted to deal with bias in genetic association studies. We propose an extension of our previous method (Zhao et al., 2009 ) that uses a multilevel propensity score approach and allows one to estimate the effect of a genotype under an additive model and also simultaneously adjusts for confounders such as genetic ancestry and patient and disease characteristics. Using simulation studies, we demonstrate that this extended genetic propensity score (eGPS) can adequately adjust and consistently correct for bias due to confounding in a variety of circumstances. Under all simulation scenarios, the eGPS method yields estimates with bias close to 0 (mean=0.018, standard error=0.01). Our method also preserves statistical properties such as coverage probability, Type I error, and power. We illustrate this approach in a population-based genetic association study of testicular germ cell tumors and KITLG and SPRY4 susceptibility genes. We conclude that our method provides a novel and broadly applicable analytic strategy for obtaining less biased and more valid estimates of genetic associations.
Introduction
It is important in genetic association studies to recognize and adjust for genetic variability in the study population which may otherwise lead to biased associations. Furthermore, large differences in patient characteristics in the study population, if not properly controlled for, can severely bias the estimated genetic association. Genetic studies are uniquely susceptible to bias due to confounding by population stratification (PS). PS is a type of confounding that can arise when differences in allele frequencies and differences in baseline disease rates in a population of mixed racial/ethnic groups confound the association of genes with disease. Because the frequency of many genotypes varies across races, and disease outcomes also vary by race, PS may lead to either false-positive or falsenegative associations (Rebbeck, 2006) .
Current methods for testing and/or adjusting confounding by PS can be broadly classified into two groups: (1) methods for controlling confounding which include genomic control (GC) (Devlin and Roeder, 1999; Devlin et al., 2001 ) and structured association (SA) (Pritchard and Rosenberg, 1999; Pritchard et al., 2000; Hoggart et al., 2003; Pritchard and Donnelly, 2001) ; and (2) methods for constructing genomic variables that can then be used for controlling confounding as part of another approach including principal component analysis (PCA) Patterson et al., 2006) , the stratification score (StratScore) (Epstein et al., 2007; Allen and Satten, 2011) , multidimensional scaling (MDS) (Li and Yu, 2008) , the genomic propensity score (GPS) (Zhao et al., 2009) , spectral graph theory (Spectral-GEM) (Lee et al., 2010a; Lee et al., 2010b) , and the genotypeassociated propensity score (GAPS) (Lin and Zeng, 2011) . However, each has its own limitations which we briefly discuss below.
GC evaluates whether confounding due to PS exists by calculating an inflation factor, which is defined as the median χ 2 association test statistic divided by its theoretical median under the null distribution. An inflation factor > 1 indicates the presence of population stratification. One of the main assumptions of GC is that if the study population comes from a larger population comprised of a mixture of subpopulations with different disease prevalences and disease allele frequencies, then the χ 2 association test statistic follows a non-central χ 2 distribution (Pritchard and Rosenberg, 1999) . If the non-centrality parameter is truly large, then any adjustment using the estimated inflation factor will not be sufficient to prevent false positive associations and may result in a loss of statistical power (Chen et al., 2003) . SA clusters individuals into discrete subpopulations based on allele frequencies and controls for population structure. This approach has two limitations: results are highly dependent on the number of clusters and realistic populations do not naturally resolve into discrete clusters. If fractional membership in more than one cluster is allowed, the calculations become computationally intractable for the large data sets currently available (Lee et al., 2010a) . PCA is a linear dimensionality reduction method to identify a small number of principal components that capture most of the relevant structure from a larger number of genetic markers. However, determining the number of significant principal components is challenging and it is common to arbitrarily use 10 principal components. In addition, PCA is sensitive to outliers (Luca et al., 2008) . Due to outliers, numerous dimensions of ancestry appear to model a statistically significant amount of variation in the data, but in actuality they function to separate a single observation from the bulk of the data (Lee et al., 2010a) . Similar to PCA, MDS adjusts for the confounding effect of population structure using a linear combination of principal coordinates as well as group memberships. MDS is an extension of PCA; therefore MDS and PCA share some similar limitations. An additional point of concern in MDS is the lack of a unique similarity metric that quantifies the genetic relationship between two subjects. Another method, StratScore, computes a stratification score by performing partial least-squares regression of case-control status on a matrix of genotypes at markers used to correct for ancestry. The stratification score is then used to group subjects into a number of strata. The association between case or control status and the genotype of interest is then evaluated using the stratified data. The original StratScore has been extended recently to accommodate estimation and to develop the theory underlying the StratScore which has been shown to have many of the properties of a propensity score. The main drawback for the StratScore method is that it can only be applied to case-control studies, and is not applicable for cohort or case-cohort studies. Also, the power of the StratScore approach decreases dramatically as the number of ancestry markers increases, thereby restricting the number of markers that can be used . Our previously developed GPS method uses the propensity score to correct for bias due to PS that considers both genetic and non-genetic factors. GPS calculates a propensity score by regressing the genotype of each candidate SNP on ancestry-informative markers (AIMs) and patient characteristics, and uses the resulting propensity score to correct for bias due to PS. However, our method at that time was limited to a twocategory genetic model (e.g., a dominant genetic model). Spectral-GEM is an approach that draws from ideas across PCA, MDS and spectral graph theory. Spectral-GEM utilizes a spectral embedding derived from the so-called normalized Laplacian of a graph. The main concern of the spectral-GEM approach is the non-unique choice of weight matrix, which reflects the strength of the connections between pairs of subjects. Any matrix that measures the nonnegative genetic similarity between pairs of individuals is a candidate. Spectral-GEM only demonstrates a special weight matrix that utilizes a simple kernel derived from the traditional kernel employed in PCA analysis, and further study is required to develop a data-dependent choice of the weight matrix (Lee et al., 2010a) . The GAPS approach is essentially our GPS approach but provides a natural extension to GWAS data. To overcome some of the limitations in these current methods, we now propose an extended GPS (eGPS) approach that allows one to estimate the effect of a more general and natural three-level genetic model (e.g. an additive model) that adjusts for confounders including random null markers, AIMs, patient characteristics, and other risk factors. Specifically, our method allows for three category genotypes using an extended propensity score (Imai and Van Dyk, 2004) so that estimating the average genetic effect is possible with several levels while still maintaining the advantages of Rosenbaum and Rubin's propensity score. We describe the eGPS method in detail and we study the operating characteristics of our extended propensity score approach using simulation studies to estimate the effect of a genotype under an additive genetic model and simultaneously adjust for other confounders. We apply our method to a population-based genetic association study of testicular germ cell tumors and KITLG and SPRY4 susceptibility genes.
Methods
The propensity score, defined as the conditional probability of assignment to a particular group given a vector of observed covariates, provides an appealing approach to address confounding (Rosenbaum and Rubin, 1983) . Because exact adjustment using the propensity score will on average remove all of the bias in group effect estimates (Rosenbaum and Rubin, 1985) , propensity scores can be used as a basis for matching, stratification, regression adjustment, and data reduction. The method offers distinct advantages because it can control for numerous covariates simultaneously by matching or stratifying on a single scalar variable; this greatly simplifies model building and estimation. Rosenbaum and Rubin's original propensity score methodology was developed exclusively for situations where there are only two treatment groups. Others have extended these methods to accommodate multi-valued and continuous treatments such as Joffe and Rosenbaum (1999) , Imbens (2000) , Lechner (2001) , Imai and van Dyk (2004) and Hirano and Imbens (2004) . Based on these methods, closely following the approach by Imbens (2000) , we develop our extended genetic propensity score below.
Definitions and Theorems underlying the Extended Genetic Propensity Score Approach
We use G to denote the genotype of interest (e.g. there are potentially three genotypes: AA, AG, GG) and X to denote a vector of genetic covariates such as random null markers and ancestry informative markers and non-genetic covariates which may include patient demographics and disease-specific variables such as tumor characteristics.
Notation:
The genotype G can take on values within the set
where ℑ is the set of possible groups. Let X be the vector of observed covariates.
be the potential response for subject i. By potential response,
is the value of the response that would be observed if subject i had genotype 1, and
is the value of the response that would be observed on the same subject if he had genotype 2 (Holland 1986 ). Next, we define ( ) i I g to be the indicator variable, for subject i, of receiving group assignment g:
The extended propensity score ( , x) g λ is defined to be the probability of being assigned to group g ∈ℑ conditional on the observed covariates:
[ ]
Using definitions of I(g) and ( , x) g λ , we can now give the following theorem.
THEOREM 1: The group assignment indicator and the observed covariates are conditionally independent given the extended propensity score (balancing property).
That is,
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Statistical Applications in Genetics and Molecular Biology, Vol. 11 [2012] , Iss. 5, Art. 6 THEOREM 2: If the group assignment is unconfounded given the observed covariates, then it is unconfounded given the extended propensity score (unconfoundedness).
We have now presented two important properties of the extended genetic propensity score. First, we demonstrated the balancing property of the extended propensity score. Secondly, we showed the conditional independence of the potential response and group assignment given the extended propensity score. These two theorems play a vital role in the usefulness of the extended genetic propensity score in obtaining an unbiased estimate of genetic associations as described in section 2.2 below.
The Extended Genetic Propensity Score Approach
We use G to denote the candidate genotype of interest, D to denote disease status, X to denote a vector of genetic covariates and other non-genetic covariates which may include patient demographics and disease-specific variables. For all terms, the indices i, k, and g represent individual, subpopulation, and test-locus genotype, respectively. For example, p gik represents the probability of having a high-risk genotype g for individual i in subpopulation k. We define the extended genetic propensity score (eGPS) to be the likelihood of an individual having a particular test-locus genotype based on that individual's covariate makeup. This can be stated explicitly as
where eGPS i (g i , x i ) is the genomic propensity score for subject i calculated from that subject's x i which represents that individual's vector of genetic and nongenetic covariates and where G i is that subject's test-locus genotype. For example, for an additive disease risk allele A and reference allele a, G = 2 may represent the high-risk genotype AA, G = 1 may represent the heterozygote risk genotype Aa, and G = 0 may represent the homozygote wild-type genotype aa.
In the development below, we suppress an index i corresponding to the ith individual. Based on Theorem 2 in section 2.1, we can assume that given eGPS (g , x) , (X) and G are conditionally independent, i.e., Pr( , |
which balances measured covariates across test-locus genotype groups. We define a general class of models that specify the potential relation among disease, test-locus genotype, genetic and non-genetic covariates.
f (E(D | X) ) = η where f (.) is a link function, such as the logit function, that determines the relationship between the outcome variable D and predictor variable X; E (D | X) denotes the conditional mean of D given X; and η is a function of covariates, usually a linear function. For example, we assumed that the true disease prevalence follows logit link for our simulations:
where logit(t) = log(t/(1-t)) is the logit function ; α is baseline odds-ratio between (X, G) and D; β is log odds-ratio between G|X and D; and β d is log odds-ratio between X|G and D.
Then, under the assumptions of balance scoring and unconfoundedness of the propensity score, we specify our proposed eGPS model:
where α and β are log odds ratios and γ 1 and γ 2 are nuisance parameters.
We fit the disease prevalence model assuming a logit link to estimate the effect of risk genotype(s) β :
Simulation Studies
We conducted Monte Carlo simulation studies to evaluate the performance of the proposed eGPS method compared to PCA and MDS and to compare it with a model with no adjustment for non-genetic and genetic covariates. In summary, data for a population consisting of 2 subpopulations were generated. The allele is a measure of the genetic distance between two populations that describes the proportion of overall genetic variation that is due to differences between populations. Samples of 500 cases and 500 controls were drawn from a population consisting of two subpopulations. The prior probability of sampling individuals from each subpopulation was 0.5. The prevalence of the disease was varied from 0.25 to 0.75 in subpopulations 1 and 2. Under no PS, the prevalence of the disease was the same in each subpopulation. Thus, the expected numbers of cases and controls from each subpopulation were (250, 250) and (250, 250), respectively. Under moderate PS, the prevalence of the disease was 1.5-fold higher in subpopulation 1; thus, the expected numbers of cases and controls for each subpopulation were (300, 200) and (200, 300), respectively. Finally, under severe PS, the prevalence of the disease was 3-fold higher in subpopulation 1; thus, the expected number of cases and controls from each subpopulation were (375, 125) and (125, 375), respectively. Finally, the log odds ratio between G and D was chosen to be log(1) and log(1.5), i.e., OR=1 for no genetic association and 1.5 indicating genetic association. For the estimation of parameters, we used a two-step process. First, to estimate the extended genomic propensity eGPS(X), we used a multinomial logistic regression model to obtain the predicted probability of having the number of risk alleles based on X. The dependent variable was the test-locus genotype and the independent variables were the covariates. Second, to estimate the effect of the genotype on disease, we used a second multinomial logistic regression model. In this case, the dependent variable was the disease status, and the independent variables were the test-locus genotype variable along with the estimated eGPS.
For each scenario, we generated 1,000 simulation replicates and evaluated the odds ratio (OR), bias, standard error (SE) of the estimated log OR, the empirical coverage probability (CP), Type I error, and power. We compared the performance of the eGPS method to other methods with respect to bias and coverage probability. Finally, we evaluated Type I error and power for our eGPS approach. Table 1 shows the results comparing the no adjustment, PCA, MDS, GPS and eGPS methods with OR=1 in terms of bias, coverage probability, and Type I error. As expected, under no/mild PS, all four adjusted methods performed well in terms of bias, CP and Type I error. Even under no/mild PS, all adjusted methods consistently outperform the no adjustment method in terms of bias, CP and Type I error.
Simulation Results
Under moderate PS, the no adjustment method yielded overestimation (bias ranging from 0.39 to 0.468) for all combinations of F st , p1 and p2. Without adjustment, the coverage probability was almost zero with a range from 0 to 0.004 under moderate PS. Our proposed eGPS method consistently outperforms the PCA and GPS methods in terms of bias, CP and Type I error under moderate PS. MDS sometimes outperformed eGPS in terms of bias and CP under moderate PS, though inconsistently. However, our eGPS method consistently outperformed the MDS method in terms of Type I error. As expected, the basic no adjustment method yielded an inflated Type I error rate under moderate PS.
Similarly, under severe PS, no adjustment performed poorly, yielded high bias, zero CP and 100% Type I error rate. The eGPS method consistently outperformed the PCA and GPS methods in terms of bias, CP and Type I error under severe PS. MDS outperformed eGPS in terms of bias most times under severe PS. However, our eGPS method mostly outperformed the MDS method in terms of CP and Type I error under severe PS. Note that for the combination of F st =0.01, p1=0.1 and p2=0.3, all four adjustment methods performed poorly under severe PS. We further estimated the inflation factors for all combinations of F st , p1 and p2 under severe PS. The estimated inflation factor is 30 for F st =0.01, p1=0.1 and p3=0.3, but more than 60 (range from 64 to 200) for all other scenarios under severe PS in Table 1 . Table 2 shows the results of comparing the no adjustment, PCA, MDS, GPS and eGPS methods with OR=1.5 in terms of bias, coverage probability, and power. As expected, under no/mild PS, all methods performed well in terms of low bias, high CP and power. Under the moderate PS, all four adjusted methods performed reasonably well in terms of bias, although the eGPS method yielded the lowest bias for most F st and MAF combinations. The proposed eGPS method consistently outperforms the PCA, MDS and GPS methods in terms of CP regardless of F st and MAF. Under moderate PS, all methods yielded high power. Under severe PS, the proposed eGPS consistently outperformed both PCA and GPS methods in terms of bias and CP. eGPS sometimes outperformed MDS in terms of bias and CP under severe PS, though inconsistently. Finally, all methods yielded high power under severe PS. Note that for the combination of F st =0.01, p1=0.1 and p3=0.3 under severe PS, all four adjustment methods performed poorly in terms of bias and CP. We further estimated the inflation factors for all combinations of F st , p1 and p3 under severe PS. The estimated inflation factor is 8.6 for F st =0.01, p1=0.1 and p3=0.3, but 29 to 150 for all other scenarios under severe PS in Table 2 . For continuity, we still keep this combination under the severe PS situation. This indicates that all adjustment methods may not appropriately apply a greater correction to markers with relatively less inflated population stratification.
Figures 1 and 2 illustrate results of comparing the no adjustment, PCA, MDS, GPS and eGPS methods with OR=1.5 in terms of bias and CP by MAF for F st = 0.01, 0.05, or 0.1 under moderate PS. Figure 1 shows that all four adjusted methods perform reasonably well in terms of bias, although eGPS performs consistently better in terms of removing bias due to PS. This is also true for CP as shown in Figure 2 . 
Application to a Genetic Association Study of Testicular Cancer
Testicular germ cell tumors (TGCT) are the most common cancers in young men in the US, with the incidence increasing in white men. It is postulated that there is a substantial genetic contribution to TGCT. In 2009, a genome-wide association study (GWAS) was conducted among 292 cases with TGCT and 919 controls. We applied our methods to the top six statistically significant SNPs from this GWAS (Kanetsky et al., 2009 ). All 292 cases and 919 controls were self-reported whites. However, 15 cases had Asian or African ancestry as determined by multidimensional scaling using all genome-wide markers. We used the extended genetic propensity score to analyze the top 6 GWAS SNPs (SPRED2: rs17031166, rs1549383; SPRY4: rs4324715, rs6897876; KITLG: rs3782179, rs4474514) assuming an additive genetic model. We selected 440 null markers from across the genome. These 440 null markers were selected so that they were not associated with disease and were not in linkage disequilibrium with each other. To apply our approach to the TGCT dataset, we used a two-step process to analyze the six selected SNP disease markers. First, to estimate the two extended genetic propensity scores (eGPS), we used a multinomial logistic regression model to obtain the predicted probability of having the number of risk alleles for each significant SNP based on the 440 null markers. Next, to estimate the effect of each SNP on disease, we used a second logistic regression model. Here, the dependent variable was disease status, and the independent variables were the top SNP along with the two estimated extended genetic propensity scores. We repeated the process six times to analyze the top 6 GWAS SNPs. Table 3 shows the summary of associations between the selected SNP markers and testicular germ cell tumor (TGCT). TGCT risk was increased 54% per copy of the major (G) allele at rs17031166 with no adjustment. After excluding 15 non-white TGCT cases as determined by MDS, TGCT risk was increased to 60% per copy of the major (G) allele at rs17031166. However, the TCGT risk was only increased to 34% per copy of the major allele (G) at rs17031166 after adjustment with the eGPS. For all six SNP markers, the increased risk of TGCT per risk allele was inflated by about 10 to 20% per allele without adjustment, and 20 to 60% per allele with MDS adjustment in comparisons to eGPS adjustment. This suggests that after adjusting for the eGPS, TGCT risk estimates are attenuated towards the null for all six SNP markers. This phenomenon was also observed in our simulation studies; for example, when the true OR was 1.5 and there was moderate population stratification, the eGPS approach slightly underestimated the OR for the genetic effect. 
__________________________________________________________________
We further analyzed the data by excluding 15 non-white TGCT cases as determined by MDS with eGPS adjustment on the sample of N=1196. This sample was selected by using the MDS approach based on all available genomewide markers. With this more homogenous population, the eGPS method consistently reduced residual confounding when compared with no adjustment. It suggests that eGPS adjustment can be of benefit in reducing potential false positives even in the presence of mild population stratification.
Conclusion
Propensity scores are commonly used to address confounding in observational studies. The original work of Rosenbaum and Rubin (1983) considered applications with binary treatments. We provide a unique application to an extension of these methods (Imbens, 2000) to genetic association studies. Specifically, we develop and demonstrate the usefulness of the extended genetic propensity score in the context of 3-level genotypes in order to address population stratification bias. Currently, commonly applied methods control bias due to confounding by PS using genetic markers alone. Our eGPS method, which utilizes the estimated extended propensity score, allows us to represent each subject's genetic and non-genetic background with a single variable and captures much of the variation due to genetic as well as non-genetic factors. As illustrated in our simulation studies, the eGPS method can adjust adequately and consistently for confounding by PS when there are moderate and severe ancestral differences between cases and controls. Our simulations also demonstrate that eGPS preserves statistical properties such as coverage probability, Type I error, and power. Our encouraging results from both the simulation study and our real data example suggest that the eGPS method provides a novel and robust tool for obtaining less-biased estimates of genetic associations.
We have developed and applied these methods in the context of casecontrol studies. However, as pointed out by Joffe and Rosenbaum (1999) and recently re-emphasized by Allen et al. (2010) , the propensity score is traditionally used to adjust for confounding in a cohort or case-cohort study. Propensity scores are also readily applicable to nested case-control studies (Rosenbaum 2010, personal communication) . However, the valid use of propensity scores in typical case-control studies has received little attention and is less straightforward than their use in cohort studies (Mansson et al., 2007) . Mansson et al. present theory and simulations on the estimation and use of propensity score in case-control and case-cohort studies to address two potential issues: 1) artificial effect modification by the estimated propensity score; and 2) residual conforming due to bias in the estimation of the true propensity score. They demonstrated that little to no effect modification was induced when using propensity score adjustment to deal with confounding in case-control studies. The magnitude of residual confounding due to bias in the estimation of the true propensity score appeared modest in these simulations. In our simulation studies, it is also clearly demonstrated that potential residual confounding has been adequately removed by use of the propensity score. Recently, Lin and Zeng (2011) have provided theoretical justification for using the propensity score in a logistic regression model.
Our simulation studies might have limitations based on the current range of parameter selections and combinations. For example, all adjustment methods performed poorly, yielded high bias, low CP and high Type I error rate with F st =.01, p1=.1 and p2=.3 under severe population stratification. However, it is unlikely that such a high inflation factor would occur in a carefully designed study. Our choice of simulation parameters reflect realistic ranges that we have experienced in practice in our own research.
We present our method in the context of a binary disease outcome. It is straightforward to extend the proposed approach to study other traits, such as quantitative traits, by using a generalized linear model approach (McCullagh and Nelder, 1989) . In addition, we have presented our approach in the context of a candidate gene association study; we are currently extending our eGPS method for application to genome-wide association studies by combining principal component analysis and the eGPS.
