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In this study, we have investigated the influence of the tip on the three-dimensional scanning force
microscopy (3D-SFM) images of calcite–water interfaces by experiments and simulations. We calculated
3D force images by simulations with the solvent tip approximation (STA), Ca, CO3 and OH tip models. For
all the 3D images, the z profiles at the surface Ca and CO3 sites alternately show oscillatory peaks corres-
ponding to the hydration layers. However, the peak heights and spacings become larger when the
mechanical stability of the tip becomes higher. For analyzing the xy slices of the 3D force images, we
developed the extended STA (E-STA) model which allowed us to reveal the strong correlation between
the hydration structure just under the tip and the atomic-scale force contrasts. Based on these under-
standings on the image features showing the strong tip dependence, we developed a method for objec-
tively estimating the similarity between 3D force images. With this method, we compared the simulated
images with the three experimentally obtained ones. Among them, two images showed a relatively high
similarity with the image obtained by the simulation with the Ca or the CO3 tip model. Based on these
agreements, we characterized the hydration structure and mechanical stability of the experimentally used
tips. The understanding and methodology presented here should help us to derive accurate information
on the tip and the interfacial structure from experimentally obtained 3D-SFM images.
1. Introduction
Hydration plays important roles in various solid–liquid inter-
facial phenomena, including crystal growth,1 electrochemical
reactions2 and biomoleculer interactions.3–5 Thus, there have
been strong demands for techniques to analyze local water
density distributions, ρ (i.e. hydration structures). The major
techniques used for such analyses include X-ray6 or neutron7
beam spectroscopy, and force spectroscopy using surface force
apparatus (SFA)8 or colloidal probe atomic force microscopy
(AFM).9 Although these methods have a subnanometer-scale
vertical resolution, their lateral resolution is over a few tens of
nanometers. This resolution is often insufficient for analyzing
the three-dimensional (3D) hydration structures having sub-
nanometer-scale inhomogeneity both in the vertical and
lateral directions.
Recently, an AFM-based technique was proposed to solve
this problem.10,11 In the method, an AFM tip is scanned in
the lateral and vertical directions at a solid–liquid interface,
and the force applied to the tip, F, is recorded to produce a
3D F image with subnanometer resolution. Among the 3D
scanning methods proposed so far, the one using a sine
wave for modulating the vertical tip position is referred to as
3D scanning force microscopy (3D-SFM) and widely used for
various applications due to its simple implementation and
fast scanning speed.10,12,13 Previous studies revealed that the
3D F images obtained at the interfaces between an inorganic
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crystal (e.g., mica, calcite and fluorite) and water show
similar contrasts to those of the simulated ρ image.13–17
Based on such agreements, applications of the 3D-SFM to
studies on the hydration structures are now intensively
explored.
One of the most serious problems in such applications is
the tip dependence. In general, atomic-scale contrasts in AFM
images depend on the tip apex structures and properties,
making it difficult to quantitatively or reliably understand the
true inter-facial structures. One of the possible solutions to
this problem is to compare the AFM images obtained by
experiments and simulations with different tips. Based on the
image similarity, we can determine the most plausible tip–
sample model and understand the imaging mechanisms as
well as the true interfacial structures. However, such studies
have not been reported for the 3D-SFM measurements in
liquid.
So far, methods to simulate a 3D F image have been estab-
lished by several research groups and used for reproducing the
experimentally obtained 3D-SFM images.18,19 For example,
Fukuma et al. compared the 3D F images of the calcite–water
interface obtained by experiments and molecular dynamics
(MD) simulation and found that the alternating force peaks on
the Ca2+ and CO3
2− sites are commonly observed.14 Based on
this agreement, they discussed the imaging mechanism to
produce such subnanometer-scale force contrasts. Martin-
Jimenez et al. compared the 3D F images of the mica–water
interface obtained by experiments and density functional
theory (DFT) calculation and showed that unexpectedly thick
interfacial structures are commonly observed.13 Based on this
agreement, they discussed the possible mechanism to form
ion-water complexes in a relatively dense ionic solution. In
these previous studies, the comparison between experiments
and simulation was focused on the major contrast features
that are commonly observed in the multiple experiments.
However, the experimentally observed force images generally
show variations due to the difference in the tip apex structures.
So far, such variations and their mechanisms have not been
investigated in detail by comparing the results obtained by
experiments and simulation.
The (101̄4) surface of calcite (CaCO3) has been widely used
as a model for investigating the imaging mechanism of
atomic-scale AFM measurements in aqueous environments.
This is because an atomically clean and flat calcite (101̄4)
surface can be easily prepared by cleavage. In addition, calcite
is sparingly soluble in water and hence the surface is period-
ically renewed by the dissolution, which automatically keeps
the surface in an atomically clean condition. Furthermore, the
crystal growth and dissolution of calcite in water have been
intensively studied due to their importance in environmental
science, optics and biomineralization.20–22
Previous studies revealed that the two-dimensional AFM
(2D-AFM) images of calcite in water show various atomic-scale
contrast patterns, including the zig-zag and rectangular
ones.23,24 In most cases, they are tentatively ascribed to the
variations in the tip apex structure. In the meanwhile, Tracey
et al. classified the many experimentally observed contrast pat-
terns into eight categories and showed that such variations
can be partly explained by the dependence on the frequency
shift (Δf ) set point.25 In these previous studies, the 2D-AFM
images obtained by the experiments and simulations were
compared. However, the 2D-AFM images are influenced by
both the tip apex structure and the Δf set point and hence
independent discussions on these two mechanisms were
difficult. In contrast, the 3D-SFM images are free from the
influence of the Δf set point. Thus, the detailed comparison
between the 3D-SFM images obtained by experiments and
simulations can be an effective solution to the aforementioned
problem.
In this study, we obtain 3D F images of the calcite–water
interfaces by simulation and experiments, and compare
them to understand the influence of the tip on the 3D F
images. In the simulation, we calculate 3D F images by simu-
lations with different tip models, including the Ca-termi-
nated calcite tip (Ca tip), CO3-terminated calcite tip (CO3 tip)
and OH-terminated silica tip (OH tip). In addition, we calcu-
late 3D F image by the solvent tip approximation (STA)
model, where the tip is approximated by a single water
molecule.15,26 We analyze the z profiles and xy slices of the
simulated 3D F images and discuss their dependence on the
hydration structure and mechanical stability of the tip. In
the experiments, we obtain 3D F images showing different
atomic-scale contrast patterns at the calcite–water interfaces.
The xy slices of these images are compared with those
obtained by the simulations. For this purpose, we propose a
systematic way of estimating the similarity between 3D F
images. Based on the estimated similarities, we identify the
most plausible tip model that reproduces the individual AFM
experiments. From the tip model, we also discuss the possi-




The calcite (101̄4) surface consists of Ca2+ and CO3
2− ions as
shown in Fig. 1a. The lattice constants of this surface are
0.49 nm and 0.81 nm in the [010] and [421̄] directions, respect-
ively. In the experiments, we used a commercially available
calcite crystal (Crystal base, Japan). We fixed a piece of the
calcite crystal with a size of 5 × 5 × 2 mm3 on a sample holder
by epoxy glue. We cleaved the crystal to present the clean
(101̄4) surface just before the AFM experiments. Immediately
after the cleavage, we dropped 50 μL of water onto the sample
for the AFM measurements in water.
We used a home-built frequency modulation AFM
(FM-AFM) with an ultra-low noise cantilever deflection
sensor27,28 and a high stability photo-thermal excitation
system.29,30 A commercially available phase-locked loop circuit
(OC4, SPECS) was used for oscillating a cantilever at its reso-
nance frequency ( f0) with a constant amplitude (A) and for
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detecting Δf induced by the force applied to the tip. The AFM
head was controlled with a commercially available AFM con-
troller (ARC2, Asylum Research).
To obtain the 3D F images at the calcite–water interfaces,
we used 3D-SFM. In 3D-SFM, the tip is vertically scanned with
a fast sinusoidal wave while the tip is slowly scanned in the
lateral direction. During the tip scan, Δf was recorded at each
tip position to produce a 3D Δf image. The physical and pixel
sizes of the original 3D Δf images were 3 × 3 × 1.5 nm3 and 64
× 64 × 256 pix3, respectively. The frequency and amplitude of
the z modulation with a sinusoidal wave were 195.3 Hz and
1.5 nmp–p, respectively. The lateral scan speed during the
3D-SFM imaging was 9.16 nm s−1. The individual 3D Δf
images were obtained in 53 s. For more details on the prin-
ciple of 3D-SFM and the processing methods for the obtained
data, see Fig. S1 in ESI.†
We used commercially available small cantilevers, AC55
(Olympus) and USC-F5-k30 (Nanoworld), with some modifi-
cations. For the USC cantilevers, we removed the original tip
using a micro-manipulator (Axis Pro 2, Micro Support),
attached a silica bead with a diameter of 2 μm at the end of
the cantilever by epoxy glue (353ND, Epoxy Technologies), and
fabricated an electron beam deposited (EBD) carbon tip with a
length of 500 nm on the bead by field emission scanning elec-
tron microscopy (FE-SEM) (ERA-8000FE, ELIONIX). In this way,
we can make sure that the EBD tip has sufficient mechanical
stability required for atomic-resolution imaging.31 In addition,
we coated the tip with Si with a thickness of 15 nm using a dc
sputter coater (K575XD, Emitech) for both AC55 and USC can-
tilevers. This coating improves the reproducibility and stability
of the atomic-scale AFM measurements in liquid.32 We
immersed the cantilever in water deposited on the sample
within 30 min after Si coating and performed the AFM
measurements.
We applied mechanical drift corrections and a correlation
averaging filter to the measured Δf images15 and converted
them to 3D F images using Sader’s method.33 The cantilever
parameters, f0, Q and k were estimated by fitting the equation
for a simple harmonic oscillator model to the thermal
vibration spectrum of the cantilever measured after the AFM
measurements. These cantilever parameters for each experi-
ment are described in Fig. 6.
2.2. Simulation
Fig. 1e shows an example of the simulation models used for
calculating the 3D F images measured with various tip
models.14,34 The system consists of a slab of calcite, measuring
5 × 8 (101̄4) surface unit cells along x and y directions (approxi-
mately 4.0 × 4.0 nm2) and approximately 2.1 nm thickness in
the z direction. The mineral slab is fully solvated by water
molecules in a rectangular simulation box with 3D periodic
boundaries and a box height of approximately 10 nm along z,
to accommodate models of the AFM tip apex and to ensure a
bulk-like region of water between periodic images of the
system. Atomistic interactions between calcite surface, tip
models and SPC/Fw water35 are described by the force fields
developed by Raiteri et al.1,34,36
In the MD simulation of ρ and the STA calculation, we cal-
culate the 3D ρ distribution at the calcite(101̄4)–water inter-
face, in the absence of an AFM tip. We applied a correlation
averaging filter to the ρ distributions, and obtained averaged
3D ρ distributions on the calcite surface unit cell. The averaged
3D ρ image was laterally expanded to 4 × 4 unit cells, a 2D
Gaussian filter was applied to each xy slice of the 3D ρ image,
and the 3D ρ image was then converted into a 3D F image
using the STA model.
In the MD simulation of the 3D F images, we used umbrella
sampling to obtain free energy profiles as a function of the
tip–surface distance at different xy positions.19 We considered
different nanocluster tip models, including a Ca2+ or CO3
2−
terminated calcite tip and a silica tip terminated in a single
silanol group, in the following referred to as Ca, CO3 and OH
tips, respectively (Fig. 1b–d). Free energy profiles were calcu-
lated as a function of the z tip position (zt) over 8 × 4 equally
spaced grid points over the calcite (101̄4) surface unit cell as
described in ref. 14 and 37. We calculated the 3D F image for
each tip model by differentiating the free energy profiles in the
z direction at each xy position and expanded the resulting
image to 4 × 4 unit cells.
3. Results and discussion
3.1. Tip dependence of force curves
3.1.1. Correlation between force peaks and hydration
layers. At a calcite–water interface, the water molecules are
strongly coordinated to the surface Ca sites to form the first
hydration layer. To fill in the gap between the water molecules
on the Ca sites, the second hydration layer is formed on the
surface CO3 sites. Similarly, the third and fourth layers are
formed on the Ca and CO3 sites, respectively. Here, we refer to
the first to the fourth hydration layers formed on the sample
surface as S1–S4.
Fig. 1 Atomistic models of the calcite (101̄4) surface and the tip used
for the simulations. (a) Calcite (101̄4) surface. (b) Ca tip. (c) CO3 tip. (d)
OH tip. (e) Snapshot of the simulation model including the tip, sample
(calcite) and water. zt is defined as the vertical distance between the tip
apex atom and the surface Ca atom.
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Fig. 2(i) shows the z force profiles extracted from the simu-
lated 3D F images. For all the tip models, the force profiles at
the surface Ca and CO3 sites alternately show peaks. This is
consistent with our previous report, where we discussed the
imaging mechanism of such alternating peaks.14 During the
tip approach to the surface, the tip apex interacts with individ-
ual hydration layers, which induces repulsive peaks in the
force curves. Here, we define these force peaks corresponding
to S1–S4 as F1–F4.
Ideally, we could assume the force peak closest to the
sample surface as F1. However, this is not always true as
similar force peaks can appear if the atomic-scale structure of
the tip or the sample surface changes during the tip approach.
Thus, the identification of the F1–F4 positions in a force curve
is not trivial even for the simulation data. For accurate deter-
mination of the F1–F4 positions, we carefully investigated the
correlation between zt and the ρ distribution around the tip.
Fig. 2(ii) and (iii) show z slices of the 3D ρ images simulated
with the z tip positions far from the sample surface and just
before the penetration of S3, respectively. These z slices were
obtained along the row of the surface Ca sites in the [421̄]
direction (see Fig. 1a), and averaged over 0.2 nm in the [010]
direction. In these figures, the smaller circles overlaid on the
tip apex atom indicate the ionic radius of the tip apex atom
while the larger circles indicate the sum of the ionic radii of
the tip apex ion and water oxygen. The latter represents the
direct interaction range between the tip apex atom and the sur-
rounding water molecules. For example, in Fig. 2a(iii), the
larger circle directly overlaps with S3, which indicates that the
tip is about to penetrate S3 at zt = 0.56 nm. In fact, in Fig. 2a
(i), a force peak is observed at the same zt and hence we can
identify this peak as F3. Once the F3 position is determined,
the F2–F4 positions can be easily determined. In this way, we
determined the F1–F4 positions as shown in Fig. 2(i).
3.1.2. Influence of tip deformation. While the force curves
obtained with the different tip models show some common
features (e.g. the alternating force peaks), they also show differ-
ences especially near the sample surface. This is reasonable
because the stronger tip–sample interaction near the surface
will induce a larger deformation of the tip. Such deformation
depends on the mechanical properties of the tip apex and
hence leads to the variations in the force profiles. To obtain
more insights into the correlation between the mechanical
properties of the tip and the force profiles, we plotted the verti-
Fig. 2 Analysis of the zt-dependent changes of the simulated 3D ρ distributions during the tip approach. Simulations were performed with the (a)
Ca, (b) CO3 or (c) OH tip located over the surface Ca site. (i) z force profiles calculated on the surface Ca or the CO3 site. z slices of the 3D ρ distri-
butions calculated with the tip position (ii) far from the surface or (iii) at the F3 peak.
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cal displacement (Δz) of the tip apex atom during the tip
approach on the Ca and CO3 sites as shown in Fig. 3(i) and (ii),
respectively.
The Ca tip shows larger force peaks and Δz than the other
tips. This result suggests that the Ca tip is less flexible in the
lateral direction so that it is not laterally displaced until the
vertical force reaches a relatively large value. Accordingly, the
spacing between F1 and F3 for the Ca tip (∼0.3 nm) is larger
than that for the other tip models (∼0.2 nm). On the contrary,
the CO3 tip is more flexible in the lateral direction and hence
it is laterally displaced before the vertical force reaches a
large value. Furthermore, the OH tip shows even smaller
force peaks and Δz than the CO3 tip. This is because the OH
group has a very high lateral flexibility. Indeed, it exhibits
rotational fluctuation in the xy plane without any tip–sample
interaction.
To confirm the validity of the above arguments, we plotted
the lateral fluctuation Dxy ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δx2 þ Δy2p of the tip apex as
shown in Fig. 3(iii). Here, Δx and Δy denote the standard devi-
ations of the tip x and y positions, respectively. The gray curves
show raw data obtained at each xy position within a unit cell
while the red curve shows their average. In the zt range far
from the surface (zt > 0.4 nm), Dxy and the variations of the
gray curves show significant dependence on the tip model. In
this zt range, the Ca tip shows a smaller Dxy than the other two
tips. This result confirms our expectation that the Ca tip is less
flexible in the lateral direction than the others.
From the variations of the gray curves, we can estimate the
uniformity of the lateral fluctuations. The CO3 tip shows a rela-
tively large variation, which highlights the stochastic nature of
the lateral fluctuations of the CO3 ion. On the contrary, the OH
tip presents a relatively small variation, which reflects the well-
defined nature of the rotational fluctuation of the OH group. In
the zt range near the surface (zt < 0.4 nm), the tip dependence
becomes less evident. This is because the strong tip–sample
interaction near the sample surface typically induces a tip defor-
mation and the lateral stability of the tip after such a defor-
mation becomes less dependent on the initial tip structure.
Overall, the results obtained by the analyses of the vertical
displacement and the lateral fluctuation consistently suggest
that the tip-dependent variation of the force profiles can be
largely explained by the difference in the mechanical pro-
perties of the tip apex. Namely, the Ca tip shows larger force
peaks and vertical displacements during the tip approach due
to the higher lateral stability than the CO3 and OH tips.
3.2. Tip dependence of xy slices
To understand the influence of the tip on the lateral contrast
patterns, here we analyze the xy slices derived from the 3D ρ
and F images obtained by the simulation. Fig. 4(i) shows aver-




) for (a) Ca tip, (b) CO3 tip and (c) OH tip,
respectively. Vertical tip apex displacements and force profiles during tip approaching on (i) the surface Ca site and (ii) the surface CO3 site. (iii)




in the tip approaching at each tip position (gray) and the averaged z profile
of raw profiles (red).
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aged z profiles of ρ and F on the Ca and CO3 sites. These pro-
files were obtained by averaging the z profiles within a 0.1 nm
× 0.1 nm square area at the center of the two non-equivalent
Ca or CO3 sites. In these figures, we indicated the zt positions
corresponding to S1 and S2 or F1 and F2 by the dotted lines.
At these positions, we derived the xy slices as shown in Fig. 4
(ii) and (iii).
For all the simulation results, the bright spots observed in
the S1 and F1 slices are located on the Ca site while those in
the S2 and F2 slices are located on the CO3 sites. This is the
common feature for all the tip models and consistent with the
alternating force peaks observed in the z profiles. However, the
contrast patterns of the F images show strong dependence on
the tip especially for the F2 slices.
Fig. 4 Comparison between the ρ and F images calculated by simulation at a calcite–water interface. (a) ρ calculated by MD simulation. (b) F calcu-
lated by the STA model. (c–e) F calculated by the MD simulation using Ca, CO3 and OH tips, respectively. (i) z profiles calculated over the surface Ca
and CO3 sites. (ii, iii) z slices at the S1 (F1) and S2 (F2) positions taken from the 3D ρ or F images.
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Previous studies suggest that the atomic-scale features in a
force curve are largely determined by the interactions between
the hydration shells formed on the tip and the sample.15
Based on this idea, we have investigated the correlation
between the hydration structures under the tip and the F2
slices. Fig. 5(i) shows the xy slices of the hydration structures
under the tip taken at the z positions indicated by the dotted
lines in Fig. 2(ii) (electronic data is available online as ESI†).
Fig. 5(ii) shows the ρ profiles taken along the dotted lines in
Fig. 5(i). These results reveal the strong dependence of the
hydration structures on the tip models.
To investigate the influence of such variations in the
hydration structure on the F contrasts, here we introduce the
extended STA (E-STA) model for the ρ-to-F conversion. In the
Fig. 5 Analysis of hydration structures just under the tip for the (a) Ca, (b) CO3 and (c) OH tips. (i) xy slices of the ρ distribution taken at the z position
indicated by the dotted line A–B in Fig. 2(ii). (ii) ρ profiles taken along the dotted lines shown in (i). (iii) Filter masks used for the force conversion by
the E-STA model. These masks were obtained by extracting the central 1.4 nm × 1.4 nm area of the ρ images shown in (i), and dividing the ρ values of
the images by their integral over the extracted area. (iv) F2 slices of the 3D F images obtained by the E-STA model with the filter masks shown in (iii).
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force conversion by the standard STA model, a ρ image calcu-
lated by the MD simulation is converted to an F image after a
Gaussian filtering with a standard deviation corresponding to
the size of a water molecule. This process assumes that the tip
has a perfectly symmetrical hydration peak under the tip with
a size of a single water molecule. In contrast, in the E-STA
model, the ρ image is filtered by the mask generated by the
normalized xy slice of the hydration structure under the tip
(Fig. 5(iii)) before the conversion to an F image. In this way, we
can take into account the influence of the tip in the force con-
version process.
Fig. 5(iv) shows the F2 images obtained by the E-STA
model. The F2 image obtained by the Ca tip is similar to the
one obtained by the standard STA model (Fig. 4b(iii)) and the
hydration structure (Fig. 4a(iii)). This is reasonable because
the Ca tip has a single hydration peak with an almost perfect
Fig. 6 Correlation-averaged 3D F images obtained by the experiments with different tips. (i) z profiles measured over the surface Ca and CO3 sites.
(ii–v) xy slices of the 3D F images at L1–L4 positions indicated in (i).
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symmetry as assumed in the standard STA model. Although
the agreement with the MD simulation image (Fig. 4c(iii)) is
not perfect, at least the zigzag arrangement of the bright spots
over the surface CO3 sites are commonly observed as indicated
by the dotted lines.
In the F2 image obtained by the CO3 tip, adjacent mole-
cular rows alternately show different contrasts as indicated by
the arrows. This difference comes from the different inter-
actions of the asymmetric tip with the two non-equivalent
surface CO3 ions having opposite orientations. This character-
istic feature is also confirmed in the F2 image obtained by the
MD simulation (Fig. 4d(iii)). These results demonstrate that
the influence of the asymmetric hydration structure of the tip
is well taken into account in the E-STA model.
The F2 image obtained by the OH tip shows a mesh-like
structure, which is significantly different from the MD simu-
lation image. The analysis of the MD simulation model
shows that the OH group rotates in the xy plane to present
ring-shaped hydration structure (Fig. 5c(i)). This rotation is
gradually quenched as the tip approaches the surface. In the
E-STA model, the tip hydration structure at the z position far
from the surface is used for the force conversion. Thus, it is
not applicable for a tip model that exhibits significant
changes during the tip approach. For such a tip terminated
with a mobile OH group, it may be better to consider the tip
apex OH group as a part of the tip hydration structure. In
that case, we should calculate the filter mask in the E-STA
model from the density distribution of water and hydroxyl
oxygen atoms in the plane of the apex OH group oxygen
atom. As discussed here, we may explore different ways to
calculate the filter mask to improve the applicability of the
E-STA model.
In the above discussion, we derived the F image from the
hydration structures of the tip and the sample surfaces by the
E-STA model. By extending this idea, one may think that the
tip hydration structure may be derived from an experimentally
obtained F image and a simulated sample hydration structure.
This could be a powerful technique to characterize the tip apex
property using a calcite surface as a template. However, this
conversion is practically very difficult to perform by extending
the STA model.
This is because the F-to-ρ conversion by the STA model is
much more inaccurate than the ρ-to-F conversion. To derive a
tip hydration structure from a 3D-SFM image, we should
convert a Δf image to an F image by an integration with
respect to z. In addition, we should further integrate the
obtained F image and then take an exponential function of it
to obtain a ρ image. Thus, even a small Δf offset in a measure-
ment can result in a huge error in the ρ image. Furthermore,
we should derive the tip hydration structure from the obtained
ρ image by deconvolution. This is much more difficult than
implementing the influence of the tip hydration structure in a
convolution filter as we did in the E-STA model. Therefore, it
would be more reasonable to use either a more sophisticated
tip approximation model or a machine learning approach than
extending the STA model.
3.3. Comparison between simulation and experiments
We have experimentally obtained many 3D F images of the
calcite–water interface. These images show various atomic-
scale contrast patterns due to the tip variations. Among them,
we selected three distinctively different ones (Exp. 1–3). Fig. 6
shows the z profiles and xy slices derived from these three
images.
For the experimentally obtained images, it is not straight-
forward to determine the xy positions of the Ca and CO3 sites,
and the z positions of the individual hydration layers. In this
study, we have determined them by the following procedure.
The xy slices of the 3D F images show clear atomic-scale
contrasts at several descrete z positions. At these positions, the
xy slices show periodically arranged bright spots at two
different sets of the xy positions. These two sets of the posi-
tions should correspond to the surface Ca and CO3 sites. At
the center of the two different sites, we derived z profiles with
an averaging area of 0.1 nm × 0.1 nm (Fig. 6(i)). The z profiles
taken at the two different sites alternately show peaks or
shoulders. At these z positions, we derived the xy slices L1–L4
(Fig. 6(ii)–(v)).
The F1 and F2 layers are likely to be one of the L1–L4
layers, yet this assignment is not trivial. To make this assign-
ment, we compare the results obtained by the experiments
and simulations in respect to the following features: the force
magnitude, correlation with the adjacent layer, and contrast
pattern. Fig. 7 illustrates an example of the assignment
process for the case of the CO3 tip. Hereafter, we explain each
step of the process based on this example.
Fig. 7 Proposed method for objective determination of the similarity
rank between the 3D F images obtained by the simulations and experi-
ments. (a) Basic protocol consisting of the three major steps. (b)
Example of the determination process for the CO3 tip model.
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In the first step, we eliminate the 3D images whose F1 or F2
value is out of the range of ±0.4 nN from the simulated value.
This threshold value was empirically determined for this particu-
lar measurement system. In Fig. 8, we indicated the F1 and F2
values obtained by the simulations (solid lines) and experiments
(black dots), and the aforementioned acceptable range (semi-
transparent color) for all the tip models and the experimental
data sets. For the CO3 tip model, the seven layers indicated by
the red text in Fig. 7b are eliminated. Thus, there remain six
pairs of the xy slices as indicated by the blue circles in Fig. 7b.
In the second step, we eliminate the pairs that do not
satisfy the following condition: force peaks in the two xy slices
are located at the alternate xy positions corresponding to the
surface Ca and CO3 sites. For the CO3 tip model, Exp3[L2–3]
(L2 and L3 for Exp. 3) is eliminated as indicated by the red
line in Fig. 7b.
Fig. 8 Comparison between the 3D F images obtained by the simulations and experiments in terms of the peak force magnitude and the pattern
score. The simulated F1 and F2 slices of each tip model are compared with L1–4 layers of Exp. 1–3. The semitransparent background regions indicate
the acceptable range for the peak force while the dotted lines show the maximum acceptable pattern score.
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In the final step, we use the Fourier Transform (FT) method
that we previously proposed for quantitative estimation of the
similarity between two 2D images.25 The detailed explanation
of this method is described in ESI.†
Fig. 8 shows the estimated similarity scores for each combi-
nation of the xy slices obtained by the simulations and experi-
ments. These scores, ranging from 0 to 1, show a lower value
for a better similarity. Based on these scores, we can determine
the similarity rank without influence from any personal prefer-
ences. At this stage, we excluded the images with a similarity
score higher than 0.8 to take into account the possibility that
some of the simulated images may not be realistic and cannot
find a similar experimentally obtained image. This threshold
value, which is indicated by the dotted lines in Fig. 8, was
determined such that we can reasonably eliminate the images
that are too dissimilar to the simulated ones. For Fig. 8, the
scores shown in Fig. 8a and h are much worse than the others.
As a threshold value to separate these two groups, we found
that 0.8 is reasonable. Furthermore, we also calculated pattern
scores for the simulated F1 and F2 slices and confirmed that
this threshold value can reasonably separate the two groups
having different score ranges (Fig. S4 in ESI†). Note that we
used only the F2 slices as they show much more distinctive
differences among the simulated images than the F1 slices.
For the CO3 tip model, the similarity ranks from the first to
the fifth were determined as shown in Fig. 7b.
In the same way, we determined the similarity ranks for all
the tip models and listed the top three image pairs in Fig. 9.
For the STA model, the first step (force check) leaves Exp1
[L1–2], Exp2[L2–3], Exp2[L3–4] and Exp3[L1–2]. Among them,
Exp3[L1–2] was eliminated by the second step (correlation
check). In the final step (pattern check), the top three pairs
were determined as listed in Fig. 9. Note that the similarity
scores for the F1 slice are exceptionally high (>0.95) for all the
experimentally obtained images (Fig. 8a). This is not surpris-
ing because the STA model is valid only at the z tip position
above the first hydration layer, and hence the contrasts in the
F1 slice may not be accurate. For the Ca tip model, the first
step leaves Exp1[L1–2] and Exp3[L1–2], and the second step
eliminates Exp3[L1–2]. Thus, only Exp1[L1–2] remains as a
candidate. For the OH tip model, the F2 pattern scores are all
above 0.8 and hence no candidate is left.
3.4. Characterization of experimentally used tip
As summarized in Fig. 9, we have identified the most plausible
tip models that can reproduce the force contrasts observed in
Exp. 1 and 3. From this result, we can obtain insights into the
properties of the experimentally used tips.
For both the STA and Ca tip models, Exp1[L1–2] shows the
best similarity. The L1 and L2 images show the rectangular
and zigzag contrast patterns, respectively. These features are
also seen in the simulated F1 and F2 images. This result
suggests that the tip used in Exp. 1 should have similar pro-
perties to those of the Ca tip. Namely, it should have a rela-
tively symmetric hydration structure (Fig. 5a(i)) and high
mechanical stability (Fig. 3a). This is also consistent with the
properties expected for the ideal water tip assumed in the STA
model.
For the CO3 tip, Exp3[L3–4] shows the best similarity. The
L3 and L4 images show different contrasts for non-equivalent
Fig. 9 Summary of the comparison between the 3D F images obtained by the simulations and experiments. The experimentally obtained images
having the highest three similarity ranks are shown for each simulation result obtained by the different tip models.
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Ca and CO3 sites, respectively. This can be explained by the
asymmetric hydration structure under the CO3 tip (Fig. 5b(i)).
These results suggest that the tip used in Exp. 3 has a relatively
asymmetric hydration structure and low mechanical stability
(Fig. 3b).
For the OH tip, we were not able to find any experimentally
obtained image pairs showing a high similarity. This result
suggests that such a tip may not often appear in an actual
experiment. However, the number of images used for this com-
parison was very limited and hence more experimental data
should be required for making a convincing argument on this
point.
For Exp. 2, we were not able to find any corresponding tip
models. However, from the discussions on the Ca and CO3 tip
models, we can make a reasonable guess. The L1–4 show
different contrasts for the non-equivalent Ca and CO3 sites,
which suggests that the tip should have an asymmetric
hydration structure. In addition, the z profiles show relatively
large force peaks, which suggests that the tip should have rela-
tively high mechanical stability. Indeed, in this study, we did
not use such a tip model, which may explain why we were not
able to find the corresponding tip model for Exp. 2.
4. Conclusions
In this study, we have performed detailed comparison between
the several 3D F images obtained by the experiments and
simulations with different tip models. By detailed analysis of
the simulated 3D F images, we obtained important findings
on the relationship between the tip properties and the force
contrasts. In addition, we discussed possible applications of
these findings to the tip characterization based on the experi-
mentally obtained 3D images.
We obtained 3D F images by the simulations with the STA,
Ca, CO3 and OH tip models. From the images, we extracted the
z profiles at the surface Ca and CO3 sites and investigated their
tip dependence. The results show that the tip with a high
mechanical stability provides a high force peak and a large ver-
tical tip deformation. In this case, the identification of the F1
peak position is relatively straightforward yet the peak spacings
become wider than expected from the hydration structure. In
contrast, a tip with a low mechanical stability provides peak
spacings similar to those expected from the hydration struc-
ture. In this case, the identification of the F1 peak position is
practically difficult because a few additional peaks appear even
below that (Fig. 4d).
We also investigated the tip dependence of the xy slices
extracted from the simulated 3D F images. For this analysis,
we developed the E-STA model, where the tip hydration struc-
ture is taken into account for the ρ-to-F conversion. This ana-
lysis reveals the strong correlation between the hydration struc-
ture just under the tip and the force contrast patterns. In par-
ticular, the non-equivalent Ca and CO3 sites are imaged with
different contrasts when the tip has an asymmetric hydration
structure.
We selected the three experimentally obtained 3D F images
showing distinctively different contrasts and compared them
with the four simulated images. For this comparison, we pro-
posed a method for objectively estimating the similarity
between two 3D F images (Fig. 7), where we analyze the peak
force magnitude, correlation with the adjacent hydration
layers, and the lateral contrast patterns. By this comparison,
we identified the most plausible tip models for the two experi-
mentally obtained images. Such agreements suggest that the
tips used in these experiments should have similar properties
to the tip models used in the simulation. As discussed above,
the force contrasts obtained in liquid are largely determined
by the hydration structure just under the tip and the mechani-
cal stability of the tip. Thus, the properties that we can under-
stand by such a comparison are not the structure or the chemi-
cal species of the tip itself, but its hydration structure and
mechanical stability. This is clearly different from the discus-
sions for the AFM measurements in vacuum, where the image
contrasts are largely determined by direct interactions between
the tip and sample atoms.
In spite of the limited number of the tip models used for
the simulations, we were able to find reasonable agreements
with the two experimentally obtained images, which gave us
insights into the structure and properties of the experimentally
used tip. Therefore, if we can make a large-scale database
including more 3D F images simulated with various tip
models, we may be able to use the calcite–water interface as a
template for characterizing the experimentally used tip.
Furthermore, by combining such a database with the E-STA
model and a deep learning approach, we may be able to derive
the intrinsic hydration structure of an unknown interface from
the experimentally obtained 3D F image obtained with the
characterized tip. The findings obtained in this study should
greatly contribute to the future development of such advanced
analysis methods for in-liquid AFM.
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