Abstract. For each ordinal 0 ξ ω 1 , we introduce the notion of a ξ-completely continuous operator and prove that for each ordinal 0 < ξ < ω 1 , the class V ξ of ξ-completely continuous operators is a closed, injective operator ideal which is not surjective, symmetric, or idempotent. We prove that for distinct 0 ξ, ζ ω 1 , the classes of ξ-completely continuous operators and ζ-completely continuous operators are distinct. We also introduce an ordinal rank v for operators such that v(A) = ω 1 if and only if A is completely continuous, and otherwise v(A) is the minimum countable ordinal such that A fails to be ξ-completely continuous. We show that there exists an operator A such that v(A) = ξ if and only if 1 ξ ω 1 , and there exists a Banach space X such that v(I X ) = ξ if and only if there exists an ordinal γ ω 1 such that ξ = ω γ . Finally, prove that for every 0 < ξ < ω 1 , the class {A ∈ L : v(A)
Introduction
The stratification of classes of operators using ordinal indices has been a very useful strategy in questions of universality, factorization, and descriptive set theoretic complexity (see [1] , [11] , [5] , [6] , [7] , [9] , [14] ). Such stratification has been undertaken for the classes of strictly singular [1] , Asplund [11] , Rosenthal and unconditionally converging operators [7] , and weakly compact [9] , [14] operators. In this work, we define for each ξ ω 1 the notion of a ξ-completely continuous operator and study the classes V ξ , 0 ξ ω 1 , where V ξ denotes the class of operators which are ξ-completely continuous. For each 0 < ξ < ω 1 , we also recall the definition of the ξ-Banach-Saks operators and study the relationship between the classes W ξ of ξ-Banach-Saks operators and V ξ . We recall that W 0 is defined to be the class of compact operators and W ω1 denotes the class of weakly compact operators.
Our first theorem extends many of the classical results about completely continuous operators. Given an operator A : X → Y , we will show that A is completely continuous if and only if it is ξ-completely continuous for every countable ξ. We then let v(A) = ω 1 if A is completely continuous, and otherwise v(A) denote the minimum countable ordinal ξ such that A fails to be ξ-completely continuous. Given a Banach space X, we let v(X) = v(I X ). We prove the following regarding the distinctness of the classes V ξ . For the proof of Theorem 1.2, we discuss the notion of a probability block, generalizing the important repeated averages hierarchy introduced in [4] and further studied in [3] . All unfamiliar terminology will be defined later. For a countable ordinal ξ, we say the probability block (P, P), where P is a collection of probability measures on N and P is a collection of finite subsets of N containing the supports of the members of P, is ξ-sufficient provided that if G is any regular family with Cantor-Bendixson index not exceeding ω ξ and if δ > 0, there exists an infinite subset M of N such that for all further, infinite subsets N of M , the measures P ∈ P which are supported on M satisfy P(E) < δ. We say (P, P) is ξ-regulatory provided that if f : N × M AX(P) → R is a bounded function such which has large averages for all P coming out of a "full" subset of P, then f must be pointwise large on a set with Cantor-Bendixson index greater than ω ξ .
Furthermore, if (P, P), (Q, Q) are probability blocks, we define a convolution probability block (Q * P, Q[P]). Regarding these notions, we prove the following. Theorem 1.3. If ξ is a countable ordinal and (P, P) is a probability block, then if (P, P) is ξ-sufficient, it is ξ-regulatory.
If ξ, ζ are countable ordinals, (P, P) is ξ-sufficient, and (Q, Q) is ζ-sufficient, then (Q * P, Q[P]) is ξ + ζ-sufficient.
In the final section of the paper, we recall the codings SB and L of all separable Banach spaces and all operators between separable Banach spaces, respectively. These are Polish spaces, and as such, it is often of interest to compute the descriptive set theoretic complexity of given subsets of these classes. Along these lines, we prove the following. Theorem 1.4. For every 0 < ξ < ω 1 , the class V ξ ∩ L is coanalytic complete and therefore non-Borel in L. Furthermore, V ξ ∩ SB is coanalytic complete and therefore non-Borel in SB.
The previous theorem is in contrast to the class V∩L of completely continuous operators between separable Banach spaces and the class V ∩ SB of separable Schur spaces, which are Π 
Given (m
is a spread of (m i ) r i=1 if m i n i for each 1 i r. We agree that ∅ is a spread of ∅. We write E F if either E = ∅ or E = (m i ) r i=1 and F = (m i ) s i=1 for some r s. In this case, we say E is an initial segment of F . For E, F ⊂ N, we write E < F to mean that either E = ∅, F = ∅, or max E < min F . Given n ∈ N and E ⊂ N, we write n E (resp. n < E) to mean that n min E (resp. n < min E).
We say G ⊂ [N] <N is (i) compact if it is compact in the Cantor topology, (ii) hereditary if E ⊂ F ∈ G implies E ∈ G, (iii) spreading if whenever E ∈ G and F is a spread of E, F ∈ G, (iv) regular if it is compact, hereditary, and spreading.
Let us also say that G is nice if (i) G is regular, (ii) (1) ∈ G, (iii) for any ∅ = E ∈ G, either E ∈ M AX(G) or E ∪ (1 + max E) ∈ G.
If M ∈ [N] and if F is nice, then there exists a unique, finite, non-empty initial segment of M which lies in M AX(F ). We let M F denote this initial segment. We now define recursively M F ,1 = M F and M F ,n+1 = (M \∪ n i=1 M F ,i ) F . An alternate description of M F ,1 , M F ,2 , . . . is that the sequence M F ,1 , M F ,2 , . . . is the unique partition of M into successive sets which are maximal members of F .
If F is nice and M ∈ [N], then there exists a partition E 1 < E 2 < . . . of N such that M F ,n = (m i ) i∈En for all n ∈ N. We define M −1 F ,n = E n . Given a topological space K and a subset L of K, L ′ denotes the Cantor Bendixson derivative of L consists of those members of L which are not relatively isolated in L. We define by transfinite induction the higher order transfinite derivatives of L by
and if ξ is a limit ordinal,
We recall that K is said to be scattered if there exists an ordinal ξ such that K ξ = ∅. In this case, we define the Cantor Bendixson index of K by CB(K) = min{ξ : K ξ = ∅}. If K ξ = ∅ for all ordinals ξ, we write CB(K) = ∞. We agree to the convention that ξ < ∞ for all ordinals ξ, and therefore CB(K) < ∞ simply means that CB(K) is an ordinal, and K is scattered. Of course, if ξ is a limit ordinal, K is a compact topological space, and K ζ = ∅ for all ζ < ξ, then (K ζ ) ζ<ξ is a collection of compact subsets of K with the finite intersection property, so K ξ = ∩ ζ<ξ K ζ = ∅. From this it follows that for a compact topological space, CB(K) cannot be a limit ordinal. We recall the following, which is well known. The proof is standard, so we omit it. (ii) G is compact.
(iii) CB(G) < ∞.
(iv) CB(G) < ω 1 .
For each n ∈ N ∪ {0}, we let A n = {E ∈ [N] <N : |E| n}. It is clear that A n is regular. Also of importance are the Schreier families, (S ξ ) ξ<ω1 . We recall these families. We let
and if ξ < ω 1 is a limit ordinal, there exists a sequence ξ n ↑ ξ such that
We note that the sequence (ξ n ) ∞ n=1 has the property that for any n ∈ N, S ξn+1 ⊂ S ξn+1 . The existence of such families with the last indicated property is discussed, for example, in [12] .
Given two non-empty regular families F , G, we let
The following facts are collected in [12] .
Proposition 2.2. (i) For any non-empty regular families
It is also easy to see that if F , G are nice, F [G] is nice. We next recall some results from Ramsey theory.
<N is regular and if
In particular, if G is regular and
We now prove an easy consequence of Theorem 2.4 which will be needed later.
Proof. If F = ∅, then this is vacuous, so assume
Now let m 1 = min M and choose by Theorem 2.4 some
, the first inclusion must hold. Now assuming that m 1 < . . . < m n and N 1 ⊃ . . . ⊃ N n ∈ [M ] have been chosen, fix m n+1 ∈ N n with m n < m n+1 . Arguing as in the previous paragraph, there exists
. This completes the recursive construction.
<N , there exists n ∈ N such that min E = m n , and
We next recall a special case of the infinite Ramsey theorem, the proof of which was achieved in steps by Nash-Williams [24] , Galvin and Prikry [18] , Silver [30] , and Ellentuck [17] .
Quantified weak convergence and weak compactness
In what follows, K denotes the scalar field, either R or C, and S K = {t ∈ K : |t| = 1}. Let X be a Banach space and let (x i ) ∞ i=1 be a sequence in X. For ε > 0, we define three subsets of [N] <N associated with (
). It follows from the geometric Hahn-Banach theorem that for
) if and only if min{ x : x ∈ co(x n : n ∈ F )} ε,
We next give a partial converse to the inclusions above. For the real case, this result is found in [4] . We discuss how to make a minor modification of their proof to deduce the complex case. The methods of proof closely follow those in [4] .
is a weakly null sequence and ξ < ω 1 is an ordinal, the following are equivalent.
The first lemma and the succeeding corollary are close modifications of the analogous results from [3] , so we give only a sketch for completeness.
⊂ X is a weakly null sequence, and δ > 0, then there exists M ∈ [N] such that for any (n 0 , n 1 , n 2 , . . .) ∈ [M ], if there exist E, F ⊂ {1, . . . , k}, x * ∈ B X * , and s ∈ N ∪ {0} such that x * (v j ) ∈ S for all j ∈ E, x * (v j ) ∈ T j for all j ∈ F , and x * (u nj ) ∈ S for all 1 j s, then there exists y * ∈ B X * such that
Proof. For each pair E, F of subsets of {1, . . . , k}, let V E,F denote the set of M = (m i )
x * (u mi ) ∈ S for all 1 i s, then there exists y * ∈ B X * satisfying these three conditions as well as the condition |y
We claim that the former cannot hold. We show this by contradiction, so
but there does not exist any functional x * ∈ B X * satisfying (1)-(3) as well as
Now fix 1 i j j such that s j := s ij j = max 1 i j s ij and note that x * j := x * ij j satsifies 1-3 for each 1 i j. Therefore x * j cannot satisfy 4 for any i, which means |x * j (u mi )| > δ for all 1 i j. Then if x * is any weak * -cluster point of (x * j ) ∞ j=1 , |x * (u mi )| δ for all i ∈ N, contradicting the weak nullity of (u i )
. What the above argument shows is that for each E, F ⊂ {1, . . . , k} and any
is an enumeration of all pairs of subsets of {1, . . . , k}, we may recursively select
In what follows, for j ∈ {0, . . . , 9} and µ > 0, we let
and
0 for all j ∈ G and |x
Proof. Let S = S ε/2 0 and T n = {z ∈ C : |z| δ n }. Let N 0 = N and n 0 = 0. Now if k ∈ N ∪ {0} and if
, n 0 < n 1 < . . . < n k have been chosen such that n i ∈ N i for each 1 i k, apply Lemma 3.2 with v i = x ni for each 1 i k, δ = δ k+1 , and (u i )
. . , r s }. Here we are using the fact that G is finite, since ( 
is a scalar sequence such that ∞ j=1 |λ j | 1, and
Proof. We prove only the case K = C, since the real case is proved (with a better constant) in [4] . Fix a sequence (δ i )
guaranteed to exist by Corollary 3.3. Assume (λ j ) ∞ j=1 is a scalar sequence with
is a sequence of unimodular scalars. For each j ∈ N, write λ j = w j σ j , where w j 0 and |σ j | = 1. Fix z * ∈ B X * such that
Let E = {j ∈ N : |z * (y j )| ε/2} and note that
whence ε/2 j∈E w j . Now for each j, k, l ∈ {0, . . . , 9}, let
From this it follows that there exist j, k, l ∈ {0, . . . , 9} such that ε 2000 m∈E jkl w m .
, and
for all m ∈ G and |y
Theorem 3.1 follows immediately from the previous result.
Definition 3.5. Fix a countable ordinal ξ. For a Banach space X and a sequence (
is ξ-weakly convergent if it is ξ-weakly convergent to x for some x ∈ X.
We include a brief description of basic facts concerning these notions. (ii) Any sequence which is ξ-weakly null for some ξ < ω 1 is weakly null.
(iii) Any weakly null sequence is ξ-weakly null for some ξ < ω 1 .
(iv) Any sequence which is ξ-weakly null for some ξ < ω 1 is ζ-weakly null for every ξ < ζ < ω 1 .
Proof. (i) We note that for a sequence ( 
and (
is not ξ-weakly null for any ξ < ω 1 . Then for every ξ < ω 1 , there exist
There exist k ∈ N and an uncountable subset U of [0, ω 1 ) such that k ξ = k for all ξ ∈ U, and
) is hereditary, it fails to be compact, and there exists N = (n i )
). This means that for every r ∈ N, there exists x * r ∈ B X * such that for every
We let L denote the class of all (bounded, linear) operators between Banach spaces. For Banach spaces X, Y , we let L(X, Y ) denote the set of all members of L whose domain is X and which map into Y . Given a class I of operators and Banach spaces X, Y , we let I(X, Y ) = I ∩ L(X, Y ). We say a class I has the ideal property if for any Banach spaces W, X, Y, Z and any operators C ∈ L(W, X), B ∈ I(X, Y ), A ∈ L(Y, Z), ABC ∈ I. We say I is an operator ideal provided that
Given a class J of operators, we let Space(J) denote the class of Banach spaces X such that I X ∈ J, called the space ideal of J. We obey the established convention that for a given class denoted by a fraktur letter (A, B, I, etc.), the same sans serif letter (A, B, I, etc.) will denote the associated space ideal.
We recall that, given a class of operators I, ∁I denotes the complement of the class I. Given an ideal I, the symbol I sur denotes the ideal of all operators A ∈ L(X, Y ) such that there exist a Banach space W and a quotient map q : W → X such that Aq ∈ I(W, Y ). The symbol I dual denotes the class of all operators Given an operator ideal I, we say I is
(ii) injective if for any Banach spaces X, Y, Z, any A : X → Y , and any isometric (equivalently, isomorphic) embedding j : Y → W such that jA ∈ I, A ∈ I, (iii) surjective if for any Banach spaces W, X, Y , any A : X → Y , and any quotient map (equivalently, surjection) q :
We will let W, V, and K denote the classes of weakly compact, completely continuous, and compact operators, respectively. The symbol W ∞ denotes the class of all operators A : X → Y such that AB X lies in the closed, absolutely convex hull of a weakly null sequence in Y . If A : X → Y is an operator and ξ is a countable ordinal, we say A is ξ-weakly compact (or ξ-Banach-Saks) provided that for any bounded sequence (x n ) ∞ n=1 , there exists a subsequence (x n ) n∈M of (x n ) ∞ n=1 such that (Ax n ) n∈M is ξ-weakly convergent to a member of Y . We let W ξ denote the class of all operators which are ξ-weakly compact and W ξ the class of all spaces which are ξ-Banach-Saks. We let W ω1 denote the class of weakly compact operators.
For any 0 ξ ω 1 , we say A : X → Y is ξ-completely continuous provided that every ξ-weakly null sequence in X is sent by A to a norm null sequence in Y . We say a Banach space X is ξ-Schur if I X is ξ-completely continuous. Given an operator A : X → Y , we let v(A) denote the minimum countable ordinal ξ such that A is not ξ-completely continuous if such an ordinal ξ exists, and we let v(A) = ω 1 otherwise. For a Banach space X, we let v(X) = v(I X ). Given 0 ξ ω 1 , we let V ξ denote the class of all operators such that v(A) ξ and we let V ξ denote the space ideal associated with V ξ .
We now recall the definition of an ℓ
We deduce the following from Theorem 3.1. For 0 < ξ < ω 1 , A : X → Y is ξ-completely continuous if and only if for any weakly null sequence (
is normalized) has a subsequence which is an ℓ ξ 1 -spreading model. Similarly, for 0 < ξ < ω 1 , a Banach space X is ξ-Schur if and only if any normalized, weakly null sequence has a subsequence which is an ℓ
Proof. (i) Suppose A : X → Y is an operator. Since the set of weakly null sequences in X coincide with the set of sequences which are ξ-weakly null for some ξ < ω 1 , then A is completely continuous if and only if every sequence in this set is sent by A to a norm null sequence if and only if A is ξ-completely continuous for every ξ < ω 1 if and only if v(A) = ω 1 .
(ii) Since the 0-weakly null sequences are simply the norm null sequences, every operator is 0-completely continuous.
(iii) For 0 ξ ζ ω 1 , any ξ-weakly null sequence is ζ-weakly null. Therefore if A is ζ-completely continuous, it sends ζ-weakly null sequences to norm null sequences, and therefore sends ξ-weakly null sequences to norm null sequences, and is therefore ξ-completely continuous.
(iv) For convenience, we postpone the proof of (iv) until the end of Section 4.
Theorem 3.9. If K is any compact, Hausdorff space, then for any Banach space F ,
Proof. It is a result of Grothendieck [20] that
It is a result of Diestel and Seifert [15] that
Finally, Pe lczyński [26] proved that if A : C(K) → F is not weakly compact, then there exists a closed subspace E of C(K) which is isometric to c 0 such that A| E is an isomorphic embedding into F . Since the canonical c 0 basis is 1-weakly null, A cannot be 1-completely continuous, whence
where i∈∅ E i = {∅}. Then for any ordinal ξ and any hereditary family
In particular, CB(F(E)) CB(F).
Proof. By induction. The ξ = 0 case is clear. Suppose
Since i∈F E i is finite, there exist an infinite subset
Now suppose ξ is a limit ordinal and
ξ and note that for each
The last statement follows from the first.
Lemma 3.11. Fix ξ < ω 1 . If X is a Banach space and
spreading model. By passing to an appropriate difference sequence of a subsequence, scaling, and perturbing, we may assume (u i )
is a block sequence in ℓ 1 and ε > 0 is such that
and by Proposition 3.10,
where we agree to the convention that (m n ) n∈∅ = ∅. (
Here we are using the facts that
<N and S ξ (N ) is homeomorphic to S ξ and therefore has Cantor-Bendixson index ω ξ + 1.
(
there exists N ∈ [N] such that (n) ∈ E for all n ∈ N , otherwise E is finite and CB(E) 1. In this case, S 0 (N ) ⊂ E. For any regular family G with CB(G) 1 + 1 = 2, G ⊂ S 0 , and G(N ) ⊂ S 0 (N ) ⊂ E. Now suppose 0 < ξ. Fix a sequence F n of regular families with CB(F n ) ↑ ω ξ . By replacing F i with
, which we may do by Theorem 2.4. Now for each
and CB(F i ) < ω ξ , so the second inclusion cannot hold. From this it follows that
Then E ∈ F i , and
(iii) ⇒ (i) This follows from the fact that CB(S ξ ) = ω ξ + 1.
Corollary 3.13. For 0 < ξ ω 1 , if A : X → Y fails to be ξ-completely continuous, then there exists a ξ-weakly null sequence
is bounded away from zero. Now by Lemma 3.12, for every M ∈ [N] and ε > 0, there exists
Fix n 1 < n 2 < . . ., n i ∈ N, and let x i = u ni . Then for all ε > 0,
We conclude by Lemma 3.11.
Theorem 3.14. Fix 1 ξ ω 1 .
Proof. (i) It was shown in [5] that if A ∈ W ξ , then A factors through a Banach space Z such that I Z ∈ W ξ . Since this space Z is reflexive, A * * also factors through Z, and A * * ∈ W ξ . Conversely, if A * * factors through Z with I Z ∈ W ξ , then so does A. This yields that W dual dual ξ = W ξ . But for any ordinal ξ, there exists a reflexive Banach space T ξ such that T * ξ has no ℓ 
is ξ-convergent to some x ∈ X, and (ABu n ) ∞ n=1 must be norm convergent to Ax. Therefore AB is compact.
we modify a result of Johnson, Lillemets, and Oja from [21] . Seeking a contradiction, suppose that there exist Banach spaces X, Y and
and ε > 0 such that Φ : ℓ 1 → X given by Φ ∞ n=1 a n e n = ∞ n=1 a n x n lies in W ξ and inf n Ax n > ε. It follows from [5] that there exists a Banach space Z with I Z ∈ W ξ such that Φ factors through Z. Suppose that Φ 1 :
Then there exists a weakly null sequence (y n )
, which is a well-defined, bounded operator. We argue as in [21] to deduce that ℓ 1 / ker(Φ 2 ) has the Schur property, since ℓ 1 / ker(Φ 2 ) = W * for a closed subspace W of c 0 . Now since Z is reflexive and ℓ 1 / ker(Φ 2 ) has the Schur property, every operator from
2 AJ is compact, and so must be AJ = Φ 2 Φ −1 2 AJ. But since AJ is clearly not compact, we reach the necessary contradiction.
(iii) First suppose that X, Y are Banach spaces and
. Then by Corollary 3.13, there exists a weakly null sequence (y *
is A : X → Y . From this and (iii),
Thus we must show that
. We will show the stronger statement that
Indeed, this follows from the well known fact that ℓ 1 is a Schur space, while ℓ * * 1 contains a copy of ℓ 2 , and is therefore not 1-Schur. In the following proof, each of our examples is a classical one. The content of the proof is not in the novelty of the examples, but in quantifying those classical examples.
Proof. The proof that V ξ is a closed, injective ideal is nearly identical to the proof that V is an ideal, replacing weakly null sequences in the domain spaces with ξ-weakly null sequences.
Neither c 0 nor ℓ ∞ lies in V 1 , while ℓ 1 ∈ V, whence neither of the classes V dual ξ , V ξ is contained in the other, and V ξ is not symmetric.
Let A : ℓ 1 → c 0 be a surjection, q : ℓ 1 → ℓ 1 / ker(Q) the quotient map, and A : ℓ 1 / ker(Q) → c 0 the injective associate of A. That is, A = Aq. Then A ∈ V, while A ∈ ∁V 1 ⊂ ∁V ξ , so that V ξ is not surjective. Now let j :
Special convex combinations
Let P denote the set of all probability measures on N. We treat each member P of P as a function from N into [0, 1], where P(n) = P({n}). We let supp(P) = {n ∈ N : P(n) > 0}. Given a nice family P and a subset P = {P M,n : M ∈ [N], n ∈ N} of P, we say (P, P) is a probability block provided that To see the first fact, we argue by induction that any r ∈ N, supp(P M,r ) = M P,r . The r = 1 case is item (ii) above. Now assuming that for some 1 < r ∈ N that supp(P M,i ) = M P,i for all 1 i < r, let
To see the second fact, we will use the obvious fact that if M, N ∈ [N], s ∈ N, r 1 < . . . < r s are such that ∪ s i=1 M P,ri is an initial segment of N , then M P,ri = N P,i . For 1 i s, let K = ∪ rs−1−1 j=1 M P,j and L = ∪ s−1 j=1 N P,j , then by property (ii) above, P M,rs = P K,1 and P N,s = P L,1 . Since
property (i) yields that P K,1 = P L,1 , whence
It follows from the previous paragraphs that if M, N ∈ [N] and r 1 < r 2 < . . . are such that N = ∪ ∞ i=1 supp(P M,ri ), then P N,i = P M,ri for all i ∈ N. Indeed, under these hypotheses, for any i ∈ N, ∪ i j=1 supp(P M,rj ) is an initial segment of N , so P N,i = P M,ri .
We recall the repeated averages hierarchy defined in [4] . We will recall for each ξ < ω 1 a collection S ξ such that (S ξ , S ξ ) is a probability block.
For
, we let S 0 M,n = δ mn , the Dirac measure such that δ mn (m n ) = 1. Now assume that for every M ∈ N and n ∈ N, S ξ M,n ∈ P has been defined so that, with S ξ = {S ξ M,n : M ∈ [N], n ∈ N}, (S ξ , S ξ ) is a probability block. Now fix M ∈ [N] and let p 1 = min M . Then let
Now assume ξ is a limit ordinal and for every ζ < ξ, every M ∈ [N], and every n ∈ N, S ζ M,n has been defined. Now let ξ n ↑ ξ be the sequence such that
Mn,1 .
Suppose we have probability blocks (P, P), (Q, Q). We define a collection Q * P such that (Q * P, Q[P]) is a probability block. Fix M ∈ N and for each n ∈ N, let l n = min supp(P M,n ) and L = (l n ) ∞ n=1 . We then let
and Q * P = {O M,n : M ∈ [N], n ∈ N}. We have already defined L −1 Q,n , but for clarity, we give an alternative description. Given L = (l n )
) is a probability block.
Proof. Throughout the proof, we will assume that L = (l n ) ∞ n=1 is the sequence given by
for some M ∈ [N]. We will use the fact that for any n ∈ N, ∪
and n ∈ N and note that
Now we will use the obvious fact that if 0 = p 0 < p 1 < . . . are such that (l i ) pn i=pn−1+1 = L Q,n and supp(P M,n ) = M P,n for all n ∈ N, then
for all n ∈ N. This yields that (Q * P, Q[P]) satisfies property (ii) of a probability block Suppose that M, N ∈ [N] and r ∈ N are such that
and (Q * P, Q[P]) satisfies property (i) of a probability block. Lemma 4.3. Let (P, P) be a probability block and let ξ be a countable ordinal. The following are equivalent.
(i) For every ε > 0, q ∈ N, regular family G with CB(G) ω ξ + 1, and
(ii) For every ε > 0, regular family G with CB(G) ω ξ + 1, and
(iii) For any ε > 0, any regular family G with CB(G) ω ξ , and
Proof. 
and fix m n+1 ∈ M n+1 with m n < m n+1 . This completes the recursive construction.
Assume there exists i ∈ N such that E ∩ supp(P N,i ) = ∅ and let r be the minimum such i. Let N n = N \ ∪ n−1 i=1 supp(P N,i ) and note that P N,n = P Nn,1 for all n ∈ N. Let m j = max supp(P N,r ). Note that for each n ∈ N, N r+n ∈ [M j+n ] and min E m j m j+n−1 , so P N,r+n (E) ε j+n−1 − ε j+n−2 . From this it follows that such that sup{P M,1 (E) : E ∈ G} ε.
Note that this supremum is actually a maximum, since it suffices to take the supremum only over the finitely many sets E ∈ G with E ⊂ supp(P If 0 < ξ < ω 1 , then since CB(G) ω ξ and ω ξ is a limit ordinal, there exist ζ < ξ and m ∈ N such that CB(G) ω ζ m + 1, and
Since CB(H) ω ξ , by replacing M with a further, infinite subset, we may assume
Therefore for each i ∈ N, there exists E i ∈ G such that P Mi,1 (E) > ε. By replacing E i with E i ∩ supp(P Mi,1 ), we may assume
and note that H is regular with CB(H) ω ξ . Let L 1 = (q, ∞) ∩ L and note that for each E ∈ G with min E q, (q) ∪ (E ∩ (q, ∞)) is a spread of a subset of E, so E ∩ (q, ∞) ∈ H and
If (P, P) satisfies any of the three equivalent conditions from Lemma 4.3, we say (P, P) is ξ-sufficient. Given a probability block (P, P), a function f : N × M AX(P) → R, ε ∈ R, and M ∈ [N], we let
Note that G(f, P, M, ε) is hereditary. Let us say that a hereditary family E is ξ-full provided that there exists
For a countable ordinal ξ and a probability block (P, P), we say (P, P) is ξ-regulatory provided that for any bounded function f : N × M AX(P) → R and δ, ε ∈ R with δ < ε, if there exists
The following result is a generalization of a result of Schlumprecht from [29] .
Lemma 4.4. Let ξ be a countable ordinal and let (P, P) be a probability block. If (P, P) is ξ-sufficient, it is ξ-regulatory.
so CB(G(f, P, M, δ)) ω ξ . If ξ = 0, this means there exists m ∈ M such that for all m < i ∈ M and every
a contradiction. This finishes the ξ = 0 case. Now assume 0 < ξ. Then since CB(G(f, P, M, δ)) ω ξ , G(f, P, M, δ) is hereditary and compact. Since ω ξ is a limit ordinal, it follows that CB(G(f, P, M, δ)) < ω ξ . We may fix a regular family G such that CB(G(f, P, M, δ)) < CB(G) < ω ξ . By using Theorem 2.4 and replacing M with a further infinite subset, we may assume G(f, P, M, δ) ⊂ G. Now fix s > f ∞ and, by passing once more to an infinite subset of M , assume that
Now let E = {n ∈ supp(P M,1 ) : f (n, supp(P M,1 )) δ} and note that E ∈ G(f, P, M, δ) ⊂ G, whence
Theorem 4.5. Let ξ, ζ be countable ordinals. Then if (P, P) is ξ-sufficient and (Q, Q) is ζ-sufficient, (Q * P, Q[P]) is ξ + ζ-sufficient, and therefore ξ + ζ-regulatory.
Before the proof, we isolate the following fact. Proof. If CB(G) ω ξ+ζ , then since CB(G) cannot be a limit ordinal and ω ξ+ζ is a limit ordinal, CB(G) < ω ξ+ζ . This means there exist η < ζ and m ∈ N such that CB(G) < ω ξ ω η m + 1. Using Theorem 2.4, there
Then F , H are regular, CB(F ) = CB(S ξ ) = ω ξ + 1, and
Furthermore, if E ∈ G, then (m n ) n∈E is a spread of E, and therefore lies in G ∩ [M ] <N . From this it follows that there exist
Proof of Theorem 4.5.
First suppose that ζ = 0. We must show that (Q * P, and E ∈ G with min E q, P N,1 (E) ε. Now fix any N ∈ [N] and E ∈ G with min E q. 
, etc., such that for all 1 < n ∈ N,
, we may assume that for all N ∈ [M ], all r ∈ N, all E ∈ F such that supp(P N,r ) ∩ E = ∅, and all n ∈ N,
Indeed, let j ∈ N be such that m j = max supp(P N,r ) and note that j r. Then for any n ∈ N, if
and min E m j m j+n−1 , whence
Now let r n = max supp(P M,n ) and let I = {E : (r n ) n∈E ∈ H}.
Note that I is regular and CB(I)
and note that P N,n = P M,sn for all n ∈ N. Let t n = min supp(P N,n ) and T = (t n )
We will obtain the desired contradiction by proving that sup{O N,1 (E) : E ∈ G} ε.
For this, it is sufficient to show that for any
j=1 ∈ H such that for each 1 j p, there exists at most one i ∈ T −1 Q,1 such that E j ∩ supp(P N,i ) = 0, and for each 1 j q, there exist at least two values of i ∈ T
This is sufficient to produce a contradiction, because any member of G = H[F ] is the union of two sets E, F having the properties described above. Let E = ∪ p j=1 E j , F = ∪ q j=1 F j be as described above. For each
Then the sets (B i ) i∈T
are pairwise disjoint by the properties of the sets E 1 , . . . , E p . Let B = {i ∈ T −1 Q,1 : B i = ∅}. We claim that G := (t i ) i∈B ∈ I, from which it will follow that
Let us see why G ∈ I. For each i ∈ B, fix j i ∈ B i and note that (r ti ) i∈B is a spread of (min E ji ) i∈B ∈ H, since min E ji max supp(P N,i ) = max supp(P M,si ) = r si r ti .
Here we are using that t i = min supp(P M,si ) s i . From this it follows that (r ti ) i∈B ∈ H and G = (t i ) i∈B ∈ I. Now for each j q,
Then by the properties of the sets F 1 , . . . , F q , the map j → i j is an injection from {1, . . . , q} into T −1 Q,1 . Let C = (i j ) j q . We first claim that H := (t i ) i∈C ∈ I. Indeed, just as in the last paragraph, (r ti j ) q j=1 is a spread of (min F j ) q j=1 ∈ H. Therefore, using the properties of N ∈ [M ] established in the second paragraph of the proof,
The next corollary follows immediately from Lemmas 4.4 and 4.7.
is ξ + ζ-sufficient and therefore ξ + ζ-regulatory. Proof. If ζ = 0, the result is trivial, so assume ζ > 0. If either A or B is completely continuous, v(AB) = ω 1 > ξ + ζ. Assume neither A nor B is completely continuous. Let
Seeking a contradiction, assume (
. By passing to a subsequence, we may assume R = N and
are such that F is a common initial segment of M and N , then
We may fix x *
. From this and Lemma 3.12, there would exist some
is weakly null in X, there exist 0 < ε < 1 and M = (m n )
Here we are using the fact that for any 0 < ξ < ω 1 and any
a contradiction. This contradiction yields that v(AB) > ξ + ζ. For the last statement, apply the first part with X = Y = Z, A = B = I X , and ζ = ξ.
Remark 4.10. There are some instances in which the lower estimate provided by Corollary 4.9 does not provide anything stronger than the ideal property. Corollary 4.9 yields that for any n ∈ N, Banach spaces X 0 , . . . , X n , and operators A i :
However, if 0 < ξ < ω 1 and ζ 1 , . . . , ζ n < ω ξ , ζ 1 + . . .
which is the same estimate provided by the ideal property of V ω ξ .
Corollary 4.11. For any Banach space X, v(X) = ω γ for some ordinal γ ω 1 .
Proof. Suppose that ξ < v(X). Then ξ + ξ < v(X). By standard properties of ordinals, since v(X) > 0, there exists an ordinal γ such that v(X) = ω γ . Obviously γ ω 1 .
We also obtain the following generalization and quantitative improvement of a theorem of Argyros and Gasparis. This is a quantitataive improvement in the sense that Argyros and Gasparis showed that if (
). Under the same hypothesis, we show that for any 0 < δ < ε, there exists P ∈ [L] such that
be a sequence in the Banach space X. Suppose that (P, P) is ξ-regulatory and CB(P) = ω ξ + 1. Then for any ε > 0, exactly one of the following holds:
In particular, given a weakly null sequence (x i ) ∞ i=1 , the following are equivalent.
(i) There exist (Q, Q) which is ξ-regulatory and L ∈ [N] such that CB(Q) = ω ξ + 1 and
(ii) For any (Q, Q) which is ξ-regulatory and such that CB(Q) = ω ξ + 1, there exists ε > 0 and
fails to be ξ-weakly null.
Proof. If ξ = 0, then (i) and (ii) are equivalent to the following and the negation of the following, respectively: There exists ε 1 > ε such that {n ∈ N : x n ε 1 } is infinite. We now prove that (i) and (ii) are exclusive and exhaustive in the case that 0 < ξ < ω 1 . First assume there exist ε 1 > ε and
<N , E \ (min E) ∈ P(M ). Now fix R > 0 such that sup n x n < R and δ > 0 such that (1 − δ)ε 1 − Rδ > ε and fix ε < ε 2 < (1 − δ)ε 1 − Rδ. Since CB(A 1 ) = 2 < ω ξ , using the definition of ξ-sufficient and by passing to a further infinite subset of N and relabeling, we may assume
and let E = supp(P Q,1 ) and m = min E. Note that E \ (m) ∈ P(M ), whence i∈E\(m)
and (ii) does not hold. Now assume that (ii) does not hold. This means there exist
where N is any member of [N] which has F as an initial segment. Note that the vector
Since (P, P) is ξ-regulatory and ε 1 < ε 2 , there exists R ∈ [N] such that
). The second statement follows immediately from the first.
The next easy consequence will be a convenient characterization for us to use in the final section. 
This gives one implication. Now suppose that (
δ n and inf n Ax n > 0. We claim that (x n ) n∈M is ξ-weakly null, which will yield that A is not ξ-completely continuous. Write M = (m n ) ∞ n=1 . If ξ = 0, then the hypothesis yields that for all n ∈ N, x mn δ n , and (x n ) n∈M is norm null, and therefore 0-weakly null. Now suppose that 0 < ξ < ω 1 . Suppose that ε > 0,
). Now arguing as in Theorem 4.12, we may select
We now give the promised proof of Proposition 3.8(iv).
Proof of Proposition 3.8(iv).
It is sufficient to prove that for any 0 < ξ < ω 1 , there exists an operator A with v(A) = ξ. If ξ is a successor, say ξ = γ + 1, let A : X γ → c 0 be the canonical inclusion of the Schreier space X γ into c 0 . We recall that the norm of X γ is given by
We will first show that A is γ-completely continuous, for which it is sufficient to show that if (x n ) ∞ n=1 is a block sequence such that inf n x n c0 1, then (
is such a block sequence and for each n ∈ N, fix m n ∈ supp(x n ) such that |e * mn (x n )| 1. Then for any E ∈ S γ , (m n ) n∈E is a spread of E and lies in S γ . From this it follows that for any E ∈ S γ and scalars (a n ) n∈E , n∈E a n x n Xγ (m i ) i∈E n∈E a n x n ℓ1 n∈E |a n |.
This yields that v(A) > γ, and v(A) γ + 1 = ξ. Now it is well-known that the canonical X γ basis has no subsequence which is an ℓ γ+1 1
spreading model (and we will prove a more general fact in the limit ordinal case), while the canonical X γ basis is normalized in c 0 . Therefore the canonical X γ basis is γ + 1 = ξ-weakly null in X γ and the image is not norm null in c 0 , yielding that v(A) ξ. Now suppose that ξ is a limit ordinal and fix any sequence (γ n ) ∞ n=1 ⊂ [0, ξ) with sup n γ n = ξ. Let X be the completion of c 00 with respect to the norm · X = ∞ n=1 2 −n · Xγ n and let A : X → c 0 be the canonical inclusion. For each n ∈ N, let I n : X → X γn and J n : X γn → c 0 be the canonical inclusions. Then since A = J n I n , the ideal property yields that
We will show that the canonical basis of X has no subsequence which is an ℓ ξ 1 -spreading model. Since the image of this basis under A is normalized in c 0 , this will yield that v(A) ξ and finish the proof. Seeking a contradiction, suppose that M ∈ [N] and m ∈ N are such that
Note that
This means there exists
N,1 (i)e mi and note that, by our contradiction hypothesis, x X 2 −m . Now for each n ∈ N, fix E n ∈ S γn such that E n x ℓ1 = x Xγ n . Now for each n m + 1, let F n = (i : m i ∈ E n ) ∈ G, so
a contradiction.
An interesting construction
In this section, we perform a contruction of a transfinite modification of spaces studied by Argyros and Beanland [2] , which were themselves modifications of a space constructed by Odell and Schlumprecht [25] of a Banach space which admits no c 0 or ℓ p spreading model.
In this section, for a subset F of N, we let F denote the projection from c 00 onto {e i : i ∈ F }. That is, for x = a i e i , F x = i∈F a i e i .
Throughout this section, N 1 , N 2 , . . . will be infinite, pairwise disjoint subsets of N such that ∪ ∞ i=1 N i = N. For a Banach space X with normalized, bimonotone basis (x i ) ∞ i=1 , we let q : c 00 → X be the linear extension of the map qe n = x i for n ∈ N i . We then define the norm · EX on c 00 by
We let E X be the completion of c 00 with respect to this norm, and we let q : E X → X denote the linear extension of q to E X . We note that for any n 1 < n 2 < . . ., if n i ∈ N i , then
∈ c 00 . We recall the following properties from this construction, shown in [2] . Fix 0 < ϑ < 1 and let ϑ n = ϑ/2 n . For each 0 < ξ < ω 1 , let ξ n ↑ ω ξ be the sequence such that
If E is a Banach space such that the canonical c 00 basis is a normalized, bimonotone Schauder basis for E, then we define the space Z ξ (E) to be the completion of c 00 under the unique norm satisfying
where for each n ∈ N,
Proposition 5.2. Suppose E is a Banach space for which the canonical c 00 basis is a normalized, bimonotone basis. Then for a block sequence (w i )
, and, by passing to subsequence, we may assume
so we may fix ε > 0 such that εk + (ϑ 2 + 1 − θ 2 ) 1/2 < θ. By passing to a subsequence, we may assume that for all 1 n k, w i n u(n) + ε and k j=1 w j 2 n > θ 2 . Now let m i = max supp(w i ) and let
Now let F = N S ω ξ and let w = j∈F S ω ξ N,1 (j)w j . Fix 1 n k and non-empty intervals I 1 < . .
Let G denote the set of those j ∈ F such that there exist two distinct values s, t ∈ {1, . . . , d} such that I s w j , I t w j = 0. For each j ∈ G, let t j = min{s ∈ {1, . . . , d} : I s w j = 0}. Then G ∈ G, since (m j ) j∈G is a spread of (min suppI tj ) j∈G , so that
Moreover, for each j ∈ F \ G,
From this it follows that for each 1 n k, w n ϑ n + ε. Now since θ 2 < k n=1 w j 2 n for each j ∈ N, it follows that
for all j ∈ N, whence by the triangle inequality,
and 
(ii) for all F ∈ S ω ξ and all scalars (a i ) i∈F ,
Sketch. This fact is essentially contained in [8] , and is a transfinite version of the James non-distortability of ℓ 1 argument. Fix ε > 0 such that for all F ∈ S ω ξ and scalars (a i ) i∈F ,
Now either for every n ∈ N and M ∈ [N], there exists (n i )
such that for all F ∈ S ξn and all scalars (a i ) i∈F ,
or there exist n ∈ N and M ∈ [N] such that for all (n i )
, there exist F ∈ S ξn and scalars (a i ) i∈F with i∈F |a i | = 1 and T i∈F a i u ni < ε/δ. The first alternative cannot hold, otherwise we could extract a subsequence of (u i ) ∞ i=1 the image of which under T is an ℓ ω ξ 1 spreading model. Since the second alternative must hold, there must exist some n ∈ N and M ∈ [N] as in the second alternative. We may then fix
. ., F i ∈ S ξn , and scalars (d i ) i∈∪ ∞ j=1 Fj such that i∈Fj |d i | = 1 and T i∈Fj d i u ni < δ/ε. Then with u 0 j = i∈Fj d i u ni , for every F ∈ S ω ξ and all scalars (a i ) i∈F ,
Now let b 0 = ε and c 0 = 1. Now applying a similar dichotomy to that in the previous paragraph, we recursively select absolutely convex blocks (u
and numbers b n c n such that for all n ∈ N ∪ {0},
(iv) for all F ∈ S ω ξ and all scalars (a i ) i∈F ,
Now we fix n ∈ N such that ε 1/2 n > 1 − δ and let u
We may select α > sup n a n and n ∈ N such that a n α > max 1 + ϑ
We may then select a convex block sequence (w i )
α and a n sup{ w Z ξ (E) : w ∈ co(w i : i ∈ N)}.
is not weakly null in Z ξ (E), then after passing to a subsequence, we may assume
(iii) Seeking a contradiction, assume that, after scaling, passing to a subsequence, and relabeling,
is an ℓ applied with Z = Z ξ (E), Y = E, and T : Z ξ (E) → E the formal inclusion, there exists an absolutely convex block sequence (w i ) and let E be a Banach space such that the canonical c 00 basis is a normalized, bimonotone basis for E.
d and y j EX = 1 for all j ∈ N. Furthermore, if Q : Z ξ (E X ) → X is the continuous, linear extension of the map q sending e n to x i for n ∈ N i , then Qy j = x for all j ∈ N. By Corollary 5.4, since Q is norm 1,
Thus Q is a quotient map.
We remark that in the proof above, if n ∈ N is fixed, we could have chosen n 11 > n. From this it follows that for any x = d i=1 a i x i ∈ S X and any n ∈ N, there exists z ∈ c 00 ∩ 2B Z ξ (EX ) with min supp(z) > n such that Qz = x.
(ii) If X is not ω ξ -Schur, then there exists a normalized, weakly null block sequence (u i ) ∞ i=1 ⊂ S X which has no subsequence which is an ℓ is weakly null in Z ξ (E X ) and has no subsequence which is an ℓ
(iii) Fix a seminormalized, weakly null sequence (z i )
. By passing to a subsequence, perturbing, and scaling, we may assume (z i ) ∞ i=1 is a normalized block sequence in Z ξ (E). For each i ∈ N,
Fix n ∈ N and note that for any F ∈ S ξn and any scalars (a i ) i∈F , (min I i ) i∈F ∈ S ξn , whence
Thus every seminormalized, weakly null sequence in Z ξ (E) has a subsequence which is an ℓ ξn 1 spreading model. From this it follows that v(
In what follows, let Z 0 (c 0 ) = c 0 and for any Banach space E, let Z ω1 (E) = ℓ 1 .
(ii) For any Banach space Z and any closed subspace Y of Z,
(iii) For any Banach spaces X, Y ,
is ξ-weakly null in Z/Y , and therefore norm null. For all i ∈ N, we may fix
⊂ Y is ξ-weakly null, and therefore norm null. From this it follows that lim i z i = 0, and Z is ξ-Schur.
(iii) This follows from (ii).
We now have the converse of Corollary 4.9. 
. Now suppose that 0 ζ < ξ ω 1 . Then Z ζ (c 0 ) is a quotient of Z ξ (Z ζ (c 0 )). We take Y to be the kernel of any quotient map from Z ξ (Z ζ (c 0 )) onto Z ζ (c 0 ).
(iii) Suppose W is a Banach space and X is a closed subspace such that v(W ) = ω ξ , v(X) = ω ζ , and
). We let Y be the kernel of any quotient map from Z onto Z η (c 0 ) and let X = Z ζ (c 0 ) and W = Z ⊕ X.
If ξ = ζ and 0 ξ η ω 1 , we may take X = Z η (c 0 ) and W = Z ξ (c 0 ) ⊕ X. If ξ = ζ and 0 η < ξ, we take Z = Z ξ (Z η (c 0 )) and let X be the kernel of any quotient map from Z ξ (Z η (c 0 )) onto Z η (c 0 ).
A remark on descriptive set theoretic complexity
Due to the brevity of this section, we refer the reader to [16] and [7] for a more detailed presentation of SB and L, respectively. We recall that C(2 N ) denotes the space of all continuous, scalar-valued functions on the Cantor set 2 N and SB denotes the set of all closed subsets of C(2 N ) which are linear subspaces. The space SB can be endowed with a Polish topology, and as such, we can consider the Effros-Borel structure of SB. This is a coding of all separable Banach spaces, and it is of interest to study the descriptive set theoretic complexity of subsets of SB. We also recall the existence of a sequence
Borel functions such that for each X ∈ SB, X = {d n (X) : n ∈ N} [28] . As usual, we are not concerned with the particular Polish topology on SB, but only the Borel σ-algebra it generates, so we may select a specific topology on SB which generates the Effros-Borel σ-algebra which is convenient for our purposes. By standard techniques [22, Theorem 13.1, page 82], we may take a sequence (U n )
∞ n=1 of open subsets of C(2 N ) which form a neighborhood basis for the norm topology on C(2 N ) and fix a Polish topology on SB which generates the Effros-Borel σ-algebra and contains each of the sets d
Therefore we can, and in the sequel do, assume a fixed topology on SB such that for each n ∈ N, d n : SB → C(2 N ) is continuous. We endow SB × SB × C(2 N ) N with the product topology, which is also Polish. We then let L denote the set of all triples (X, Y, (y n ) ∞ n=1 ) ∈ SB × SB × C(2 N ) N such that there exists k ∈ N such that for any n ∈ N and any scalars (a i )
Then L is a Borel (and, in fact, F σ ) subset of SB × SB × C(2 N ) N , and we may endow it with a Polish topology which generates the Effros-Borel σ-algebra (which is the product of the Borel σ-algebras) and which is stronger than the product topology coming from SB × SB × C(2 N ) N . However, since we are not concerned with the particular topology on L, only the corresponding Borel σ-algebra, we will endow L with the product topology. We recall that a subset T of a Polish space P is We say Γ is a pointclass if Γ is a class of subsets of Polish spaces such that for every Polish space P , Γ(P ) ⊂ Γ is a subset of the power set of P . For example, we let Σ 1 1 denote the class of all analytic subsets of Polish spaces and Σ 1 1 (P ) denotes the set of analytic subsets of P . In this case, if P is a Polish space and B ∈ Γ(P ), we say B is Γ-complete provided that for any Polish space Y and any A ∈ Γ(Y ), there exists a Borel function f : Y → P such that f −1 (B) = A.
We let Tr denote the subset of 2 N <N consisting of those subsets of N <N which are trees and WF the subset of Tr consisting of well-founded trees (that is, the trees T ∈ Tr such that there do not exist (n i )
Fact 6.1.
[16] The set Tr is a Polish space and WF is Π We are now ready to prove the following.
Theorem 6.3. For 0 < ξ < ω 1 , the class V ξ ∩ L is Π Standard arguments yield that A, B are closed sets. We will prove that C is Borel, and in fact closed with respect to our particular choice of topology. Suppose ((X, Y, (y n ) These are open neighborhoods of M and R, respectively. Finally, let
Then H is an open neighborhood of ((X, Y, (y n )
, p) and H ∩ C = ∅. This yields the openness of the complement of C, and the closedness of C. Let us see that H ∩ C = ∅. If 
and let D = F (C). Then D is analytic. Furthermore, ((X, Y, (y i )
, p) ∈ A∩B ∩(P \D) if and only if n 1 < n 2 < . . ., (d ni (X)) Remark 6.5. Kurka [23] showed that V ∩ SB is Π 2 -complete by Fact 6.2. This yields that for each 0 < ξ < ω 1 , the classes V ξ ∩ L have strictly lower complexity than V ∩ L. The same holds for the classes V ξ ∩ SB, 0 < ξ < ω 1 .
