Abstract. The training problem for feedforward neural networks is nonlinear parameter estimation that can be solved by a variety of optimization techniques. Much of the literature on neural networks has focused on variants of gradient descent. The training of neural networks using such techniques is known to be a slow process with more sophisticated techniques not always performing signi cantly better. In this paper, we show that feedforward neural networks can have ill-conditioned Hessians and that this ill-conditioning can be quite common. The analysis and experimental results in this paper lead to the conclusion that many network training problems are ill-conditioned and may not be solved more e ciently by higher-order optimization methods. While our analyses are for completely connected layered networks, they extend to networks with sparse connectivity as well. Our results suggest that neural networks can have considerable redundancy in parameterizing the function space in a neighborhood of a local minimum, independently of whether or not the solution has a small residual.
the desired value: f i (x) = F(t i ; x) ? i :
Often the l 2 -norm is used in the minimization of such a function, and we obtain a least squares problem jjf(x )jj 2 = min x2R n X i f i (x) 2 : (2) A numerical minimization algorithm is applied to this equation in order to nd a suitable x . This minimization is called training.
The current interest in using feedforward neural networks for pattern recognition problems has revealed that the training algorithms are computationally time consuming for a large class of algorithms 17]. Examples of these algorithms are backpropagation (which can be classi ed as a steepest descent algorithm), conjugate gradient algorithms, and other non-linear optimization algorithms for parameter estimation. However, little research has been directed into the question of understanding why the training algorithms are slow to converge on neural networks even though the underlying techniques often perform very well for other problems. This paper addresses the question of why these algorithms converge slowly by showing that rank-de ciencies may appear in the Jacobian for a neural network, making the problem numerically ill-conditioned.
Except for pattern search methods, the convergence properties of optimization algorithms for di erentiable functions depend on properties of the rst and/or second derivatives of the objective function 9]. For example, steepest descent explicitly requires the rst derivative to de ne its search direction, and implicitly relies on the second derivative whose properties govern the rate of convergence. When optimization algorithms converge slowly (or not at all) for neural network problems, this suggests that the underlying derivative matrices are numerically ill-conditioned. The obvious questions to ask in this case are:
Will using a higher-order method help avoid this problem? For example, will a quasi-Newton or Newton method reduce the number of iterations? Is the mathematical formulation of the training problem the`correct' one? For example, by changing the parameterization or scaling of the problem, can the training algorithm be made more rapidly convergent? Is the di culty of solving the training problem an intrinsic feature of the neural network itself, and not an artifact of the problem formulation and chosen training algorithm? The proliferation of neural network techniques makes it impossible to answer these questions for all types of networks and all types of problems the networks are to solve. This paper concentrates on one type of network, a multilayer feedforward network, and one type of problem, approximating indicator functions of sets in the plane. These choices were made because multilayer feedforward networks are commonly used by researchers and the classi cation problem is one for which neural nets are potentially suitable; see 3, 15, 8] . Furthermore, the training problems examined here are primarily overdetermined, that is, the number of training data points is greater than or equal to the number of network parameters. This seems to match the intended usage of neural networks, since for problems such as speech recognition or classi cation problems the amount of training data available exceeds the number of parameters that can be accommodated in a practical neural network. The results, however, also seem to apply to underdetermined problems.
It is important to observe that the rank-de ciency shown and explained in the subsequent analysis is independent of the size of the residual. Therefore, the fact that a network con guration cannot exactly \solve" a classi cation problem does not mean that the network parameterization is parsimonious or not redundant. In fact, rankde ciency is an indication that redundancy does occur locally. As a simple example consider using m polynomials of degree n or less, n < m, to perform a least squares t on m + 1 or more data points in general position -the residual will generically be nonzero but the function class is inherently overparameterized. This redundancy is usually considered an advantage of neural networks, allowing some degree of faulttolerance. In this paper we will rst review nonlinear least squares problems, secondly describe further the neural network problem and show general properties of the Jacobian for a feedforward neural network, and nally investigate the Jacobian and Hessian for some examples. The analytic results about the Jacobian show that it can be rankde cient in certain situations that can be ennumerated. We then show that this rank-de ciency actually occurs in a number of experiments. For methods that use Hessian information explicitly, the rank-de ciency or ill-conditioning of the Jacobian still plays a role because the Jacobian part of the Hessian is dominant. We emphasize that this paper deals only with the least squares formulation of a training algorithm, and that all the results obtained are for this class of problems.
2. Review of nonlinear least squares. The material in this section establishes notation and describes the di culties imposed by a rank-de cient or ill-conditioned Jacobian. We de ne the rank and the condition number of a matrix A 2 R l q (l q) by the singular value decomposition A = U V T , where U T U = I l , V T V = I q , and 2 R l q is a diagonal matrix diag( 1 ; 2 ; : : :; q ) with 1 2 q 0. A has rank r < q if r+1 = = q = 0 and r 6 = 0. The degree of rank-de ciency of A is q ?r. The condition number of A is = (A) = 1 = r , and A is ill-conditioned if (A) is \large". Except in special cases, in practice it is rare to nd singular values exactly equal to zero and numerically determining r is di cult (see, for example, Figures 6{8). Because of this the numerical examples of this paper will take q = r, but the analytic descriptions will also discuss the q < r case. Notice that if r+1 ; : : :; q > 0 are all very small relative to 1 , A is close to being rank-de cient of degree at least q ? r.
Letting (x) = 1 2 k f(x) k 2 in (2), the gradient of is r (x) = J(x) T f(x); (3) and the Hessian matrix of is
where J ij ] = @f i =@x j is the Jacobian matrix of f(x) and H i (x) is the Hessian matrix of the component function f i (x). For convenience the explicit dependence on x will sometimes be omitted by writing H = J T J + P m i=1 f i H i , etc. Algorithms for minimizing (x) usually take advantage of the special structure of r (x) and H(x); the reader is referred to 5] for a survey of such algorithms. A given point x is a critical point of if r (x ) = 0, and x is a local minimum only if all the eigenvalues of H(x ) are nonnegative. One of the weaknesses of commonly used neural network training algorithms is the failure to check the obtained solution' for optimality, except in the trivial consistent case where f(x ) = 0. Optimization methods for solving the nonlinear least squares problem generate a search direction p and a stepsize from the current iterate x. The search direction and stepsize are usually chosen so that (x + p) < (x). Table 1 shows the search directions used by some common optimization methods, assuming that J is full rank. Table 1 depend on the size of the residual f(x ) and the rank and condition number of H(x ), the Hessian at the solution. Steepest descent has a q-linear rate of convergence (see 11] for a de nition of q-linear) with an asymptotic error constant proportional to ( ? 1)=( + 1), where is the condition number of H(x ) 9]. Conjugate gradient methods generally have a linear rate of convergence, but their behaviour depends on the de nition of the conjugacy scalar as well as the frequency of restart, i.e., reinitialization of the algorithm 13]. Quasi-Newton methods have a superlinear rate of convergence if, roughly speaking, H(x ) is nonsingular and the matrices B k are chosen so that J T J + B k approximates H(x ) along the search directions; see 4] for a more detailed description of both quasi-Newton methods and their convergence properties. Newton's method has a quadratic rate of convergence, provided that the Hessian is nonsingular at x . The other methods have local convergence properties that can be seen by considering them as approximations to Newton's method. For example, if the residual is zero at x , then H(x ) = J T (x )J(x ) and the Gauss-Newton method shares the quadratic convergence rate of Newton's method if J(x ) is full rank. Under the same conditions the Levenberg-Marquardt method has quadratic convergence when the k in Table 1 is zero; in practice k is chosen to provide better global convergence. When the residual is large, however, Gauss-Newton and Levenberg-Marquardt methods have a linear convergence rate.
Local convergence. The local convergence properties of the methods in
2.2. Global convergence. Minimization algorithms can spend the majority of their time in nding a neighborhood of the solution in which local convergence theorems apply, so the local convergence rate is irrelevant if the algorithm fails to enter that neighborhood or if it is extremely small. Note the critical dependence of all of the methods in Table 1 on the Jacobian J; each simply multiplies the fundamental search direction ?J T f by some matrix estimating second order information (for steepest de-scent the matrix is I) except for conjugate directions, which has a linear combination of the current and previous vectors ?J T f as its search direction. The search directions for the Newton or Gauss-Newton methods are ill-de ned when the Hessian is singular or the Jacobian is not full rank, respectively, but the Levenberg-Marquardt parameter k and the quasi-Newton matrix B k are normally chosen to assure that their respective search directions are well-de ned. Unfortunately if J or the Hessian are rank-de cient or ill-conditioned at many of the iterate points, the methods can actually perform worse than steepest descent, which in turn can fail to converge in nite precision arithmetic.
2.3. Regularization. When J is rank-de cient or ill-conditioned, these algorithms can be generalized by two common regularization approaches. The rst replaces J with J r = U r V T , where r = diag( 1 ; 2 ; ; r ; 0; ; 0); J = U V T is the singular value decomposition of J, and r is an estimate of the rank of J as discussed above. However, the computational determination of r is a di cult problem, and can have a dramatic e ect on the resulting search direction (see the example in 6, page 136]). Furthermore the resulting search direction has nonzero components only in a subspace of dimension r. When r n and the subspace changes slowly from iteration to iteration, the method can fail to make su cient progress to a minimum. Methods for circumventing this di culty generally add a component in the orthogonal complement of the subspace of dimension r to the search direction, as in 6]. A second regularization approach adds a small multiple k x k of the norm of the weight vector to the objective function, possibly allowing to change on each iteration. This restricts the size of the weights, but unfortunately the weights frequently need to be large for accurate learning, i.e., a good least squares solution. So if is prevented from decreasing to zero the quality of solution can su er, while if is decreased to zero eventually the same ill-conditioning problems are encountered. Nevertheless the Levenberg-Marquardt algorithm used in Section 3.4 implicitly uses this second form of regularization (see 10]), and can provide adequate solutions in many cases. For most overdetermined nonlinear least squares problems, these considerations are minor. Generally the Jacobian is full rank (but ill-conditioning can occur) and it is only at exceptional points that J is rank-de cient, but even then the rank-de ciency is small. For neural network problems, however, we show that a large number of columns of the Jacobian can easily be nearly linearly dependent and so the matrix is close in 2-norm to a matrix with a large degree of rank-de ciency.
3. Neural Network Training Problems. A neural network consists of three types of computational elements or nodes arranged in layers: input layer nodes, hidden layer nodes and output layer nodes with weighted connections between them. Each node has several inputs and only one output. A feedforward neural network has connections between neighboring layers with information owing only in one direction. There are no connections within a layer. We further use networks which are fully connected between layers, that is every node in a given layer has a directed connection with all the nodes in the previous layer and in the successive layer. Such a neural network with two hidden layers is depicted in Figure 1 . The ow of information is upwards in the gure. The input layer nodes and the output layer nodes are depicted by triangles, and the hidden layer nodes by circles. All arrows leaving a given node denote the unique output for the node. A hidden layer node forms its output, o, by Let the number of inputs to the network be h, the number of rst layer nodes be p, and the number of second layer nodes be s. The network can then be concisely labeled as h ? p ? s and Figure 1 represents a 2-3-2 network. Let the total number of training data points be m and the total number of parameters (i.e. weights associated with the arcs and o sets in the nodes) be n = p(h + s + 1) + 2s.
For the i th training data input pattern we write
and let weights associated with the input layer arcs be x (j?1)(h+1)+1+k , 1 j p and 1 k h and the o sets associated with the rst layer nodes x (j?1)(h+1)+1 , where 1 j p. Then we can write for the output of the j th rst layer node for the training data point i:
where is a sigmoidal or excitation function. Similarly for the second layer nodes let the weights on the arcs be x t+(l?1)(f+1)+1+j ; where t = p(h + 1), 1 l s and 1 j p, and the o sets be x t+(l?1)(p+1)+1 where 1 l s. The output of the l th second layer node for training data point i is
Further, if the weights on the last layer are x u+l where 1 l s and u = t+s(p+1) then the output of the network for training data point i is F(t i ; x) = X l x u+l (Q (i) l ): (7) In this paper we assume that the node on the last layer will not apply a excitation function to its inputs (this will not make the problem less general but rather avoid using one extra parameter). The aim is to nd the weights on the arcs and the o sets by minimizing (2) and using some input-output pairs of the patterns that the network should approximate.
The form of the excitation function can vary. Examples include 1 (x) = 1 1 + e ?x and 2 (x) = 2 tan ?1 x:
The functions 1 (x) and 2 (x) are called sigmoidal functions, and their ranges are (0; 1) and (?1; 1), respectively. Note that both their derivatives approach 0 when jxj 1.
The general form of these functions can be obtained by making the transformation x 7 ! x + , but the ranges of the functions and their general form stay the same. It has been shown that under very general conditions on the activation functions, such classes of neural networks as in (7) are universal approximators 3]. The main reason for choosing the two functions in (8) is that they can approximate the hard delimiter step function and are continuously di erentiable. In this paper we will use 1 (x), but the method in this paper can be used to derive similar results for other excitation functions as well (including radial basis functions 2, 12]). Table 2 Summary of the Jacobian Jacobian element Formula Corresponding unknowns l ) last layer weights 3.1. Explicit form of the Jacobian for a two-layer network. The Jacobian for the multilayer feedforward network problem can be written explicitly using the notation from the previous section. The Jacobian is a matrix of size m n, where each row of the Jacobian corresponds to a single training data point. We present the Jacobian layer by layer and speci cally show the components for the arc weights separately from the o sets. Thus we will present a row of the Jacobian, J, but will show the row in blocks (the rst subscript refers to the training data point i, and the second to the actual parameter or column of the Jacobian). The form of the resulting Jacobian is summarized in Table 2 and the third column in the table explains the origin of the term.
We can now write the i th row of the Jacobian (using its inherent block structure)
for the 2-3-2 network in Figure 3.3. Rank-de ciency of the Jacobian of a two hidden layer network.
This section analyzes ve situations where the Jacobian for a two hidden layer feedforward network is ill-conditioned or rank-de cient. These results easily extend to a network with more hidden layers and follow from three simple propositions: xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxx xx xx xx x x x x x x x x x x x x xx xx xx xxx xxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx *********************************************************************** **** ** ** * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ** ** *** ******** ************************************************************************** There is also a possible type of dependency in the columns of the Jacobian similar to Case 4 above, but which in fact rarely occurs:
Case 5. If (P k ) and (P j ) are multiples of each other, but (P k ) is not a multiple of e (so that Case 1 is excluded), then the columns corresponding to the arcs k and j are multiples of each other. More generally, if rank (P 1 ); (P 2 ); ::; (P f )] = L then the rankde ciency from this condition is (p ? L)s.
Finally, note that rank-de ciency can arise in less restrictive ways than indicated by the hypotheses above. For example, in Case 3 it is only necessary for 0 (P k ) and 0 (P j ) nearly be multiples of each other for those components i with 0 (Q (i) 1 ) and 0 (Q (i)
2 ) nonzero. Because the derivative of the sigmoidal is close to zero for arguments outside a small interval ? ; ], this means that the hypotheses of the cases are e ectively satis ed more often.
3.4. Computational results. We rst examine the Jacobian for a network with random initial weights on all layers and give an example. After that we present the singular values of the Jacobian and Hessian (4) for some training problems at later iterations of a Levenberg-Marquardt algorithm.
The singular value decomposition is used to measure ill-conditioning. Although the rank of J is equal to the number of its nonzero singular values, numerically it is rare to compute a singular value exactly equal to zero. To avoid the need for ad hoc numerical determinations of rank, we present all of the singular values for a given problem. Singular values and eigenvalues were computed using Matlab 3.5 running on a Sun Sparcstation-1. Jacobian and Hessian matrices were computed with 48-bit mantissa arithmetic, using a form of automatic di erentiation (see 16] for implementation details). The 2-3-2 network in Figure 1 has 19 parameters or weights and so the Jacobian has 19 singular values. Our 2-dimensional input space is sampled on a uniform mesh in 0; 1] 2 with 400 training data points in each case presented and a maximum of 2000 function evaluations is allowed in the Levenberg-Marquardt algorithm unless indicated otherwise. The implementation of the Levenberg-Marquardt algorithm used here is that written by J. M ore and is available in MINPACK. Note that the initial Jacobian is independent of the particular problem one is solving but dependent on the network and the sample distribution of the input points, t i . Figures 6 and 7 show the singular values of J for di erent sets of initial weights chosen randomly from the intervals (?1; 1), and (?100; 100), respectively. Other commonly used intervals di er only by scale from these two. The random seeds were kept xed and only the weight interval was changed. The condition numbers of the Jacobian are of order 10 7 , and 10 55 , respectively. Hence the condition number of J T J, used in the Newton-like methods of Table 2 , is close to or smaller than the inverse of the machine epsilon for a 48-bit mantissa computer. As an example of a larger network, Figure 8 shows the singular values of the initial Jacobian for four cases for a 5-7-2 network with weights chosen randomly in the region (?1; 1) and t i sampled randomly in the cube 0; 1] 5 . From the graphs we can conclude that the Jacobian becomes more ill-conditioned as the norm of the weight vector increases. Considering that the initial conditions of the Jacobian in Figures 6 and 7 are not unusual (since often the initial weights are chosen randomly from these two intervals), the numerical method starts with an ill-conditioned J. In Figure 7 the weight vectors have a larger norm on average than in the other gure of the random weights and are representative of the situation during the solution process.
Next we will investigate an extreme example for the primary sources of rankde ciency in the Jacobian using the notation and classi cation given in the previous sections. We use a 2-3-2 network because the network is simple to visualize ( Figure 1 ) the network does not contain too many super uous nodes, i.e., ones unnecessary for the solution of the problem and that would create additional rankde ciency of the Jacobian the network is unlikely to nd a good solution since it contains too few nodes. This allows exploration of behavior far from the optimum. However, this does not mean that the Jacobian would necessarily be of full rank for an \ideal" network or a large network. We use as an example of the di erent classes of rank-de ciency the initial condition in the (dash dotted) curve in Figure 7 where the Levenberg-Marquardt algorithm is allowed to proceed one iteration with a 2-3-2 network. The test gure is a spiral sampled on an equidistant grid as shown in Figure 9 . The value of the function inside the spiral swirls is one and outside the swirls it is zero.
The results are summarized in Table 3 . The cosines of the canonical angles between range spaces are used to measure how closely two blocks J 1 and J 2 of columns of J come to spanning the same space (as is needed for Cases 2 and 3). The method for computing such cosines is from 1]. When some cosines are close to 1, then range(J 1 ) and range(J 2 ) are close to sharing a subspace spanned by the corresponding canonical vectors. The rst column of Table 3 lists the rst four dependency cases of Section 3.3. The second column gives the cosines of the angles between the vectors that determine Figure 13 for a 2-16-6 network shows eigenvalues at the solution (the initial weights are chosen from -1,1]). The Levenberg-Marquardt algorithm appears to be able to obtain an acceptable error norm for this problem for a large range of networks and initial conditions. 3.5. Determining cosines and rank-de ciency. We have monitored the determining and canonical cosines for some of the cases described above in a number of test problem con gurations. While rank-de ciency of the Jacobian can result from interactions among columns outside of the groups analyzed separately in Cases 1 through 5 above, the plots show that the column groups identi ed above frequently exhibit internal de ciency as predicted. Moreover, large determining cosines do act as su cient conditions for rank-de ciency. To demonstrate these facts, we have plotted the canonical and determining cosines for Case 2 in a run of the Levenberg-Marquardt solver. Those cosines as a function of the iteration number for a 2-3-2 network are shown in Figure 14 .
Additionally, in Figures 15 and 16 we show the canonical and determining cosines for two 2-8-4 networks, with di erent initial conditions, at the computed solution for each combination of columns (i.e. six pairs on the second layer). These results suggest that canonical cosines do explain rank-de ciency of the Jacobian in feedforward networks. In Figure 16 Case 2 does not appear and the rank-de ciency comes from other causes. In Figures 17 and 18 we show the corresponding eigenvalues of the Hessian and J T J at the solution for these runs.
3.6. The Jacobian for a 2-3 network, with one hidden layer. This Table 3 Example of Rank De ciency search direction, any rank-de ciency in the Jacobian causes the algorithm to obtain only partial information of the possible search directions and in turn causes long training times. The rank-de ciency for a two hidden layer network often arises from the outputs of the second layer nodes because a sigmoidal applied to these outputs has a limited discrimination capability, especially if the weights for this level become large. Consequently, for a network with more hidden layers the rank-de ciency can only increase, but the rank-de ciency for a one hidden layer network could in principle be less severe. Our experiments and analyses of partially connected networks and of single hidden layer networks do not indicate a signi cantly better conditioned Jacobian. Use of partially connected networks may inhibit rank-de ciency somewhat, but cannot guarantee complete avoidance of the intrinsic problems. A situation where some connections are omitted between two consecutive hidden layers appears in the Jacobian as the omission of some terms in the sum in equation (6) . The apparent redundancy of a Jacobian can only be eliminated by a posteriori deletion of nodes and weights in a problem speci c way so there would be no e ect on the training process itself. Again, one could still have rank-de cient Jacobians arising in problems with either zero or nonzero residuals using reduced connectivity networks.
The Jacobian conditioning can possibly be improved by using a di erent form of the sigmoidal (i.e. a function with a better discrimination capability). A better initial condition might cause the Levenberg-Marquardt algorithm to nd a solution with a weight vector that has a smaller norm but practice shows that the weight vector at the solution has a large norm. The large norm of the weight vector (cf. equations (5)- (7)) is one reason that the algorithm causes the 0 (x)-function to approach its limit 0 and therefore causes rank-de ciency in the Jacobian as explained in Section 3.3. In short, formulating feedforward neural network problems as least squares problems can cause undue strain on any numerical scheme which uses Jacobians and a re-formulation of the problem is called for. 5 . Acknowlegments. The authors thank the anonymous referees and especially the Associate Editor Margaret Wright for their corrections and helpful suggestions which have greatly improved this paper. Table 3 (a 2-3-2 network used for the spiral problem). Figure 16 ). The 40-20-40 rule gives the error rate 15 % with a maximum of 400 iterations.
