This paper reports the results of two experiments. In the first, voice-key naming times were collected and in the second, keypress naming times were collected for 250 of the Snodgrass and Vanderwart (1980) pictures. The resulting naming times and correct naming rates were well predicted in multiple regression analyses by one or another measure of codability (name or concept agreement) and by age-of-acquisition ratings collected specifically for this study. Voice-key responses appeared to be somewhat more sensitive indicators of naming difficulty, although keypress responses did remarkably well. The Appendix presents the age-of-acquisition ratings, the trimmed vocal and keypress naming times, and the correct naming rates from the two experiments for the 250 pictures.
frequency in picture naming. Carroll and White (1973a) obtained ratings of age of acquisition for 220 picturable nouns, and then obtained naming latencies for the pictured forms of these nouns from a separate group of subjects (Carroll & White, 1973b) . They showed that age of acquisition accounted for naming latencies even better than Kucera-Francis (1967) word frequency and was the only significant variable in a multiple regression. Recently, Morrison, Ellis, and Quinlan (1992) showed that age of acquisition accounted for the original Oldfield and Wingfield (1965) data better than did log word frequency. Morrison et al. obtained naming latencies for 48 Snodgrass and Vanderwart (1980) pictures and found that age of acquisition and word length in phonemes both had significant effects on naming latencies, whereas Kucera-Francis frequency in print, imageability, and rated prototypicality (for membership in natural or artificial categories) were not significant in the multiple regression.
Lachman and his colleagues (Lachman, 1973; Lachman & Lachman, 1980; Lachman, Shaffer, & Hennrikus, 1974) have argued that the codability of a stimulus (the degree of consensus among native speakers in the names they produce to a pictured object) is an important determinant of naming latency. They measured codability with the information statistic U, which takes into account the frequency distribution and number of alternative names for a picture and is identical to the H measure reported by Snodgrass and Vanderwart (1980) . U is defined as:
where N is the number of different names produced to a picture and Pi is the proportion of subjects producing the ith name.
Both Lachman (1973) and Lachman et al. (1974) found that U accounted for naming latencies only when it was above 2, and that naming latencies were also accounted Copyright 1996 Psychonomic Society, Inc. 516
for by rated frequency ofencounter of the picture's name and rated age ofacquisition. It should be noted that Lachman's stimuli were deliberately selected to encompass a wide range of U values and included items such as radar, garbage, Parthenon, and statue, which have highly variable naming protocols. In contrast, among the 250 pictures used in the present study, only four had U values higher than 2 (beetle, chisel, dresser, and watering can). Paivio, Clark, Digdon, and Bons (1989) adopted another approach to picture naming. In conformity with Paivio's dual coding model, they viewed naming and imaging as two complementary processes. In their study, subjects were instructed to press a key as soon as they had formed a visual image to a picture's name (imaging times), as soon as they had generated a name to a picture's image (keypress naming times), or to name the picture by saying it aloud (voice-key naming times). Interestingly, they found high correlations between keypress and voice-key naming times (r = .87), suggesting that the less labor intensive keypress response might be an adequate measure of the cognitive processes of picture naming.
Their statistical procedure differed from the standard procedure of multiple regression in that they factoranalyzed a number of dependent and independent variables, including naming and imaging times and errors. The degree to which independent variables predict picture naming times may then be inferred by the degree to which they load on the same factors and by which factors are most predictive of picture-naming times. Picture-naming times loaded most heavily on a "common referential" factor that was related to both naming and imaging reaction times (RTs). Among independent variables studied by others, only age of acquisition ofthe picture's name loaded significantly on this factor. Other significant variables included rated picture-image similarity; percentages of missing names, different names, and correct names from the picture-naming data; and missing images and different images from the imaging data. Humphreys, Riddoch, and Quinlan (1988) evaluated the effect of two variables-category structure and name frequency-on picture naming to determine whether purported stages in picture naming (e.g., Lachman, 1973; Levelt, Schriefers, Vorberg, Meyer, Pechmann, & Havinga, 1991; Riddoch & Humphreys, 1987; Snodgrass, 1980 Snodgrass, , 1984 occur in strict serial order or in cascade in which information from a prior stage is fed into a succeeding stage before the prior stage finishes. Humphreys et al. (1988) argued that the structural variable should affect the first stage of accessing an item's stored structural description, whereas name frequency should affect the last stage ofaccessing an item's phonological representation. Therefore, under a serial stage model, the two variables should not interact. Humphreys et al. (1988) measured naming times to 76 of the Snodgrass and Vanderwart (1980) pictures. They found that items from structurally distinct categories were named faster than items from structurally similar PICTURE NAMING 517 categories, and that name frequency affected naming times only for pictures from structurally distinct categories. They argued that the two variables must affect different stages of the naming process, and that this interaction provides evidence that information from a first, structural stage is being continuously transferred to subsequent stages. The purpose of the present article is to provide naming times for 250 Snodgrass and Vanderwart (1980) pictures.' In the first experiment we measured vocal naming times, and in the second experiment we measured keypress naming times. This larger set ofpictures will be used to test the generality of prior results using smaller sets of pictures and will also provide a valuable source of normative data for future experimental work. In addition, the data of Experiment 2 allow us to evaluate the validity of keypress response times as measures ofnaming difficulty.
The paper is organized as follows. First we present the design and results of Experiment 1, which yielded vocal naming times. In the course of this presentation we consider the question of which transformation of naming RTs best deals with their positive skew. We evaluate the adequacy of four transformations of naming times with two criteria: the degree to which skew is removed by the transformation, and split-half reliability of the resulting RTs. Next we carry out stepwise multiple regression analyses to determine which combination of independent variables best predicts naming times. Finally, we compare our results with results reported by Humphreys et al. (1988) and Morrison et al. (1992) , who used smaller sets of pictures from Snodgrass and Vanderwart (1980) .
Next we present the design and results of Experiment 2, which was carried out to obtain more detailed information about naming correctness (including various types of naming failures) and which obtained keypress latencies rather than vocal naming latencies. We consider relationships among measures from the two experiments. Finally, we consider the implications of these results for future picture-naming studies.
EXPERIMENT 1 Method
Stimuli, Apparatus, and Design The stimuli were 250 pictures from the Snodgrass and Vanderwart (1980) set. In prior studies using naming latency as a dependent variable, we found that subjects became fatigued after naming more than 100 pictures or so. Accordingly, we decided to divide the pictures into two sets of 125 pictures each and have each subject name only one set. We could have chosen to have subjects name both sets by having them participate in two sessions. However, we felt that this would introduce unwanted session effects and would also produce subject attrition for those who failed to appear for Session 2. Accordingly, we chose the present method of collecting naming latencies. Later in the paper we shall attempt to show that as far as we can tell, subjects naming the two sets produced equivalent patterns of performance.
The set of 250 items was divided into two sets of 125 by assigning odd-numbered stimuli to one set and even-numbered stimuli to the second. Half of the subjects saw Set I and the other half, Set 2. The pictures were presented as black outline drawings on the monitor of an Apple Macintosh SE/30 microcomputer. They were centered within a black square and subtended approximately 4°.
Subjects spoke their responses into a hand-held microphone (the microphone supplied with the MacRecorder software program) plugged into the serial port of an Apple Macintosh SE/30. An experimenter sitting next to the subject recorded any false triggers of the voice key and any naming errors. A subroutine written in Microsoft BASIC monitored the input via the serial port and timed the onset of the first activity. Because the minimum time for any activity to be registered was 33 msec, this constant delay was subtracted from all naming times prior to their analysis. Naming times were recorded to the nearest 16 msec (the smallest time unit provided by the Microsoft BASIC programming language).
As far as we can tell, this limited time resolution has virtually no effect on either the actual mean times reported here or on the power to detect differences between pairs of naming times (see also Ulrich & Giray, 1989) . We carried out the following simulations in order to test the effect of the 16-msec window on these two aspects ofthe data. These simulations were performed on randomly generated, normally distributed samples of Jf RTs (a sample size somewhat smaller than the average sample size on which the naming RTs were based) having approximately the same mean and standard deviation as the average naming RT (900 and 200 msec, respectively). The RTs in each sample were truncated to the nearest millisecond (normal version) or to the nearest 16 msec (limited version), and then one unit of measurement (1 and 16 rnsec, respectively) was added to the truncated times. Then differences between the means and standard deviations for the limited and normal versions of each sample were calculated across a total of 1,000 simulations. Note that the average difference between the limited and normal sample is expected to be 7.5 msec (the average addition to the true RT for the limited sample is 8 msec, and for the normal sample, 0.5 msec, for a difference o£1.5 msec). However, what is important is the variability of that difference. Across the 1,000 simulations, the mean difference was very close to 7.5 msec (7.554), but what is more important, the standard deviation of those differences (the standard error of the mean) was also very low (0.865 msec, range '" 4.6-10.0 msec). Thus the 99% confidence limits for translating a limited to a normal sample for a sample size of30 is only :!:2 msec. In addition, the average difference between the standard deviations for the two samples was also very low (0.014), suggesting that the variances of the distributions are comparable and would lead to very similar error terms for comparisons of means. We can, therefore, conclude that limited time resolution has very little effect on our ability to estimate naming times measured to the nearest millisecond and very little effect on our ability to detect differences between mean naming times of individual pictures.
Subjects and Procedure
A total of84 New York University undergraduates participated in the experiment in order to fulfill a course requirement in introductory psychology. Half of the subjects named Set I, and the other half named Set 2. Subjects signed consent forms before participating and were given debriefing statements explaining the purpose of the experiment at its end.
It is the convention in picture norming studies to restrict the subject population to native speakers of English. The reasons for this are twofold: (I) Nonnative English speakers might first name the picture in their native language and then translate into English, leading to longer naming times and/or naming times that are ordered differently from those of native speakers; and (2) nonnative English speakers might make more naming errors and produce longer naming times than native English speakers.
We did not restrict our subject sample to native speakers in these experiments for several reasons. First, a large proportion of subject pool subjects (typically about 40%) are nonnative speakers of English; thus restricting our sample to native speakers would essentially halve the subject population. Second, in other studies performed in our laboratory using picture naming as a dependent variable, we did not restrict our subject sample and found no differences in the pattern of results between native and nonnative speakers who were not rejected on the basis of performance (see below). Third, we have found that native and nonnative subjects who are not rejected on the basis of performance show no differences in self-report of speaking and reading fluency. Fourth, in all studies, including the present ones, we routinely discard subjects on the basis of their performance characteristics; thus, subjects whose error rates and/or naming latencies lie in the lower tail of the distribution are removed. This procedure appears to be an effective method of deleting nonfluent English speakers.
Subjects were given 20 trials of naming practice in order to familiarize them with the voice key, to show them how false responses such as "uh" and "ah" would stop the clock prematurely, and to give them feedback about their naming latencies. During the naming practice, subjects were shown 20 words to name. The words were concrete nouns such as Hero and Yellow that did not name any of the pictures they were to see. Subjects were instructed to say their responses into the microphone as quickly and as accurately as possible and to avoid making any extraneous sounds. During the naming practice, they were shown their naming latency in milliseconds. These practice trials used words, rather than pictures, so that subjects could concentrate on mastering the voice key, and on evaluating their naming speed under optimum naming conditions.
After the practice trials, subjects were informed that they would now be presented with approximately 130 pictures to name. They were informed that they would be awarded 5 points for each naming RT that was faster than 800 msec, and that the person with the highest number of points would win a $25 prize. Prior to each picture, subjects were shown a "get ready" message that was displayed for 0.5 sec. followed by a 0.5-sec blank interval. The picture was then presented and remained on the screen until the onset of vocalization, or for a maximum of 10 sec. The naming latency was displayed on the screen and, if it was faster than 800 msec, subjects heard a beep indicating that they had earned 5 points on that trial. Three pictures from the alternate set were used as additional practice prior to the experimental trials. There was a 2-sec intertrial interval. After every 30 trials, subjects were given a short break during which they were given feedback on how many trials had been completed. An experimenter monitored each subject, recording incorrect responses and any falsely triggered responses or responses that failed to stop the timer. To simplify this monitoring task, four random orders were constructed for each set and used with approximately one quarter of each subject group. The task took most subjects 30 min to complete. At the end of the experiment, subjects were told their score, thanked, and given a debriefing statement.
Results
Scoring of correctness, Two scoring criteria were used for defining correct responses. Under the strict criterion, a response was counted as correct if (I) it corresponded to the dominant name of the picture, as determined by Snodgrass and Vanderwart (1980) ; (2) it was part of that name (plane or boat instead of airplane or sailboat); (3) it was an abbreviation that began with the same phoneme (bike and TV instead of bicycle or television); or (4) it was the first name of a multiname word (spool instead of spool of thread). These criteria agree with those used by investigators of picture naming, but are somewhat more lenient than those used by Snodgrass and Vanderwart in their scoring of name agreement. Snodgrass and Vanderwart required that the produced name be exactly the same as the dominant name. Also counted as errors were false triggers of the voice key caused by false responses, such as "uh" or "urn" (4% of responses).
In addition, responses were scored for correctness under a lenient criterion. Under this criterion, responses were counted correct if they were synonyms of the correct name or if they occurred at least twice in the naming protocols, even if they were clearly erroneous. This was based on the assumption that if at least two independent subjects thought an object's name was "X", this degree of agreement should qualify that name as a correct response. Note that the lenient criterion was not used to identify responses to be included in correct naming times, although later in this paper we consider naming latencies of responses classified as correct under the lenient criterion that were excluded from the naming time database.
Under the strict criterion, eight pictures from the present norming group had dominant names that differed from the dominant name given by the Snodgrass and Vanderwart (1980) norming group. We could have chosen to rename the pictures with these new dominant names, reporting naming latencies for these new dominant names. However, to maintain consistency with the prior norms, we chose to maintain the original name as the "correct" response, and to score responses of the new dominant name as incorrect. However, we have identified these pictures in the Appendix with numbers in parentheses; at the bottom of the Appendix we show the new dominant name for each picture, the percentage of subjects giving that name, and the naming latency for that name. In three cases, the superordinate was given more frequently than the subordinate (bug for beetle, bird for eagle, and glove for mitten). In one case, a synonymous coordinate was given (purse for pocketbook). In one case, a clearly incorrect but more common name was given (screwdriver for chisel). In one case, a shortened version ofa longer word was used (thread for spool ofthread). In two cases, the picture was given the name of a visually similar object (coat for blouse and shirt for jacket).
Outlying subjects. Two kinds of criteria were used to identify and eliminate outlying subjects-commission of a large number of errors and production of unusually long RTs. First we examined by-subject error rates on the basis of the strict criterion for correctness. Subjects whose error rates under the strict criterion exceeded 25% were deleted from the data set (6 of84 subjects), leaving a total of78 subjects (40 from Set I and 38 from Set 2) whose naming times were analyzed. The average correct naming rate for this reduced set of subjects was 83.3%.
Next we used the strict criterion to identify correct responses to be analyzed for naming times. The average by-subject naming times were 952 msec for Set I and 906 msec for Set 2. However, 3 subjects, 2 who named Set I and 1 who named Set 2, had naming latencies that exceeded 2 SD units from the mean for both sets. We decided to remove the data of these 3 subjects from all further analyses, leaving a total of 38 subjects who named Set 1 and 37 who named Set 2. Removing these 3 subjects lowered the by-subject naming times to 928 msec for Set I and 892 msec for Set 2.
Equivalence of sets. Although separate groups ofsubjects named subsets of 125 pictures, we planned to combine data across sets for the purposes of the multiple regressions, and so it was important to demonstrate that there were no significant differences between sets. Neither the by-subject naming times nor the by-item naming times were significantly different across the two sets. As noted, the difference between naming times for Sets 1 and 2 by subjects, 36 msec (928 vs. 892 msec), was not significant [t(74) = 1.24]. The difference between naming times for Sets 1 and 2 by items was 29 msec (956 vs. 927), also an insignificant difference (t < I). Furthermore, for the two transformations ofby-item RTs that we found to be best (as described below)-the trimmed mean and the geometric mean-the difference between sets was even smaller. The two trimmed means were 898 and 889 msec for Sets I and 2, respectively, a difference of9 msec, and the two geometric means were 898 and 884 msec, a difference of 14 msec (both ts < I). Accordingly, we combined naming times across the two sets for the subsequent multiple regression analyses.
Transformations of RT data. Various approaches have been taken in the past to deal with the positive skew ofRT distributions. Investigators have deleted RTs greater than some criterion number of SD units from each subject's mean or have used log or reciprocal transforms. Here we consider four transformations of naming times: no transformation (arithmetic mean), trimmed arithmetic mean (trimmed mean), log transformation (geometric mean), and reciprocal transformation (harmonic mean).
The desired outcome of each of these procedures is to minimize the influence of outlying RTs, particularly those that are longer than might be expected. However, in a normative study such as this one, it would not be surprising to find positively skewed distributions of RTs from individual subjects because most of the objects are easy to name (the original concepts were selected specifically to include familiar, easy-to-name objects) but a few are difficult to name. Thus, eliminating long RTs from individual subject distributions might selectively eliminate RTs from difficult-to-name items and jeopardize our ability to predict naming difficulty. Accordingly, in the following tests of skewness, we evaluated skewness of RT distributions for individual item, rather than individual subject, distributions. If an item is uniformly difficult to name across subjects, then its distribution of RTs should not be more skewed than the distribution for an item that is uniformly easy to name across subjects. Each transformation was also evaluated by computing its split-half reliability for the item means on the basis of two random subsets of subjects. Note-The t testevaluated whether the mean skewness value was significantly different from zero.
Skewness. We computed skewness on each item's raw or transformed RTs using the YI measure recommended by Kendall and Stuart (1963) . This is computed according to the following formula:
where /13 is the third moment about the mean, and /12 is the second moment about the mean (the variance). A positive YI indicates a positively skewed distribution; a value of 0 indicates a symmetric distribution; and a negative Yl indicates a negatively skewed distribution. Table 1 shows skewness statistics for each of the four transformations (including no transformation) across all items. Trimming was accomplished by eliminating all RTs greater than 2 SD from each item's mean. This resulted in discarding 5% ofthe observations. Skewness is significantly positive under no transformation, and decreases substantially under all three transformations. Although only the logarithmic transformation produced skewness values that were not significantly different from zero, the logarithmic transformation has the disadvantage of producing a more variable distribution of skewness values, judged by both standard deviation and range.
Split-half reliability. Another test of the stability of transformed RTs is to compare their reliability across items when they are computed on a random half of each subject group. For each set of pictures, the subjects were split into two groups on the basis of whether their subject number was odd or even. Then mean item RTs were computed on each half, applying the transform of interest to each half-mean. In this analysis, the trimmed RTs were based on item means across that half ofthe subjects.
According to the split-half reliabilities, the best measure of naming latency is the trimmed mean (r = .82 for Set 1, .78 for Set 2), followed by the geometric mean (r = .76 for Set 1, .72 for Set 2), and the arithmetic mean (r = .75 for Set 1, .72 for Set 2). The harmonic mean shows very poor split-half reliability (r = .51 for Set 1, Al for Set 2), and by this criterion alone probably should not be considered as a reasonable measure for transforming naming latencies.
Relationships among the dependent variables. Table 2 shows the matrix of correlations among all possible pairs of six dependent variables for the 250 pictures. The six dependent variables are the two measures of percentage correct under the strict and liberal criteria (%Corrstrict and %Corrlib)' and the four RT transformations (RTarith-RT trim, RTgeom' and RTharm)' Although all correlations are highly significant (ps < .001), the correlation between the two measures of correctness is only a modest +.59. As expected, both measures of percentage correct are negatively correlated with naming times, although %Corrlib correlates more highly in each case than %Corrstrict. As expected, all four transformed RTs are positively correlated with one another, but the harmonic mean RT shows the lowest correlation with the other transformations and with the two percentage correct measures.
On the basis of the split-half reliability analyses, we clearly prefer the trimmed mean RT. The skewness analysis indicates that average skewness for the trimmed means is still significantly positive whereas average skewness for the geometric means is not. However, variability of the skewness values for the geometric means is much higher than for the trimmed means, so on the basis of consistency we still prefer the trimmed means. The harmonic mean RT is undesirable on both measures (indeed, it is worse than the untransformed arithmetic mean). In subsequent analyses, then, we report results for only the trimmed means except in comparisons of other published data sets in the literature that used some other transformation.
Independent Variables
Several independent variables were considered in attempting to account for variance in naming accuracy and naming time. We based our selection on several considerations: (l) their availability from the Snodgrass and Vanderwart (1980) norms; (2) their successful use in previous picture-naming studies; and (3) their theoretical interest in accounting for the process of naming. In certain cases, several different measures of the same process or property were included in the stepwise regression.
Variables from the Snodgrass and Vanderwart (1980) norms. From Snodgrass and Vanderwart, we investigated two measures of name agreement. The first was name agreement (%), the percentage of subjects giving the same name as the dominant name, referred to here as NAl. A second measure of name agreement was computed from the data of the original study. This measure, which could be described as concept agreement, was the degree to which subjects agreed on the meaning of the picture. This was computed as the percentage of subjects giving either the same name as the dominant name or a synonym, referred to here as NA2.
The image agreement (IA: the degree to which the image of the object generated to the object's name resembled the drawn object) and complexity (Comp: the visual complexity of the drawing) measures from Snodgrass and Vanderwart (1980) were also included, along with rated familiarity (Fam). All three ratings were measured on a 5-point scale.
Age of acquisition. Previous studies have shown that age of acquisition can be a strong predictor of both picture-naming times (Carroll & White, 1973b; Morrison et aI., 1992) and picture-name agreement (Snodgrass & Vanderwart, 1980) . In addition, Snodgrass and Vanderwart found that the Carroll and White (l973a) age-ofacquisition ratings correlated highly with rated familiarity for the 87 pictures for which they were available.
Because it seemed important to have age-of-acquisition values for all of the pictures for which naming times would be collected, we obtained age-of-acquisition ratings for all 250 pictures. The pictures were divided into the same two sets as for the naming experiment, randomly ordered, and printed on rating sheets, 12 pictures to a page. Each picture was accompanied by its Snodgrass and Vanderwart (1980) name. The same instructions and scale as those used by Carroll and White (1973a) were used here. Subjects were instructed to rate their best estimate of when in their life they had first learned the word and its meaning either in spoken or written form. They were told that the picture accompanied the word so that the meaning of the word would be clear.
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The last page of the questionnaire contained seven repeated items as a reliability check. Subjects were instructed that some of the words would be repeated, but that they should try to make their responses to repeated words independently, without looking back at their previous responses. This instruction was included to try to encourage subjects to respond carefully to each item. A language and cultural diversity form at the end of the questionnaire ascertained whether subjects were nativeEnglish speakers, and if they were not native-English speakers, the age at which they had learned English and their fluency in English. Nonnative English speakers were instructed to rate the age at which they had learned the word in their native language.
A total of78 subjects filled out questionnaires, 38 for Set I and 40 for Set 2. Of these, 57 were native English speakers, and 21 were nonnative English speakers. The average age at which the nonnative English speakers began to speak English was 4.8 years. Both groups rated their fluency equally highly (M = 4.9 on a 5-point scale).
In order to evaluate the reliability of the ratings, we computed the correlations between the first and second ratings ofthe repeated items. Across the two sets, this correlation was. 96, and the means of the first and second ratings were not statistically different (3.42 vs. 3.35, t < I). Accordingly, ratings for the two presentations were averaged together, and we conclude that the reliability ofthe ratings was quite acceptable.
Although nonnative speakers ofEnglish were instructed to rate the age of acquisition of the concept in their native language, the average rated age of acquisition was higher for nonnative than for native speakers: 4.39 versus 3.67 [t(76) = 3.03,p < .001]. Nonetheless, the two sets of ratings correlated highly across items (r = .90). Accordingly, the two sets of ratings were combined for subsequent analyses.
The present ratings correlated highly with the Carroll and White (1973a) ratings for the 87 concepts common to both sets (r = .85), although our ratings were somewhat higher than the Carroll and White ratings (3.68 vs. 3.04, respectively,p < .001). There may be two reasons for this difference: (I) We have included the nonnative English speakers in the ratings (without them, the same set of ratings averages 3.52); and (2) all of the pictures were probably learned fairly early, yet subjects were given a scale that extended up to 13 years. Subjects may have expanded their scale so as to be able to include some of the higher categories. Nonetheless, what is important for present purposes is not the absolute values of age ofacquisition but rather the relationships among the concepts rated. These age-of-acquisition ratings are shown in the Appendix for each item and are used in the subsequent multiple regressions.
Frequency in print of the picture's name. Because previous studies revealed significant effects from frequency in print of the picture's name, we included the Kucera-Francis frequency of the object's name (K-F). Two-word names (e.g., tennis racket, light bulb) had been a high negative correlation with familiarity. We considered that high correlation in more detail in Snodgrass and Vanderwart (1980) , and we will not repeat that argument here. In addition, the three measures of word length correlate negatively with K-F' and positively with A-A.
Stepwise multiple regressions. Stepwise multiple regressions were carried out on the two percentage correct measures and the trimmed RTs. 2 Table 4 presents multiple Rs and significant beta weights for the simple multiple regressions for each of the three dependent variables.
All multiple Rs were highly significant (all ps < .001).
In terms of our clusters of independent variables, the cluster measuring name agreement or codability (NA 1 and NA2) accounted for significant sources of variance for all three dependent variables. However, NA2 accounted for naming times and liberally defined correct naming rates better, whereas NA 1 accounted for strictly defined correct naming rates better, and was not significant in the O/OCorrlib regression. This is not surprising, as NA2 is based on a liberal criterion of name agreement, and NAI is based on a strict criterion of name agreement.
%Corrlib°/oe orr strict considered to have indeterminate Kucera-Francis frequencies in the Snodgrass and Vanderwart (1980) study and so were not included in that study when KuceraFrancis was analyzed; however, in this study we considered two-word names to have the minimum frequency of the two words. So, for example, garbage can and watering can were assigned the frequencies for garbage and watering (7 and 4, respectively) rather than the frequency associated with can (1,772). This permitted us to include all items in Kucera-Francis analyses. In addition, we used the transformed measure In (1 + K-F), a measure we called K-F'.
Word length. Because length of the picture's name has been shown to be important in previous studies, we included three such measures-number ofletters (Lets), number of syllables (Sylls), and number of phonemes (Phons). In summary, a total of 11 independent variables was considered in the stepwise multiple regressions: NAI (name agreement), NA2 (concept agreement), IA (image agreement), Comp (complexity), Fam (familiarity), A-A (age ofacquisition), K-F (Kucera-Francis fre- Intercorrelations among the independent variables. Table 3 shows correlations between all pairs of the 11 independent variables for the 250 pictures. Only significant values of correlation coefficients (p < .01, twotailed) are shown. Variables expected to show significant correlations are shown in boxed format.
The two measures of name agreement, NA 1 and NA2, were expected to be related and they are. Similarly, familiarity, K-F, K-F', and A-A are expected to be related and they are; K-F and K-F' show higher correlations with each other than either does with familiarity, but both familiarity and K-F' show approximately equal correlations with A-A (-.54 and -.51, respectively). Finally, the three measures of word length are all highly intercorrelated. Image agreement and complexity are both expected to be fairly independent ofthe other variables, and they are with the exception of complexity, which shows
The cluster measuring concept familiarity/age of acquisition accounted for all dependent variables, with A-A (rated age of acquisition from this study) consistently accounting for more variance than either familiarity or K-F', while the latter two accounted for approximately equal amounts of variance in naming times. The two variables IA (image agreement) and Phons (number ofphonemes in the picture's name) accounted for significant sources of variance only for strictly defined correct naming rates. Both of these variables might reflect general uncertainty about what the object is and thus be related to how well people can agree on a single dominant name. For example, pictures that are normally named with more than one word (17 pictures from the present set) are presumably those that are difficult to name, and these had a correct naming rate of73% compared to 84% for the remaining pictures (p = .0 I). Finally, rated complexity (Comp) accounted for no significant sources of variance in any regression. In short, the two most significant sources of variance for naming times were one or both measures of codability and age of acquisition.
Role of Codability in Naming Latency
As noted, Lachman and his colleagues have proposed that codability-the number ofdifferent names a picture can have-affects naming latency. On the one hand, this claim makes intuitive sense: the necessity of choosing from among several possible names for an object should increase the subject's uncertainty about which name to choose, thus increasing naming latency. On the other hand, one could argue that having a variety of different names available for an object should facilitate its naming, because any name will do.
Consider two examples from our picture set. The picture of sofa is sometimes called sofa and sometimes called couch, and the picture ofpocketbook is sometimes called pocketbook and sometimes called purse. In both cases, either alternative seems both correct and appropriate, even though having two equally often used names makes the picture's codability low. In addition, under the strict criterion of correctness, the picture's error rate is quite high. The fact that concept agreement, which would count both of the above alternatives as correct, does a better job of predicting naming latency than does name agreement, which counts only one of the above alternatives as correct, would suggest that having two or more acceptable alternative names does not increase the subject's naming time for the dominant name. The question we ask here is whether naming times for the nondominant alternative are any slower than those for the dominant alternative.
In order to identify pictures having nondominant alternative names, we analyzed those pictures that showed a greater than 20% difference between %Corrlib and %Corrstrict and that were given alternate names by at least 3 subjects. There were 48 such pictures. We then compared naming times for dominant names to naming times for nondominant names. Dominant names for each picture were the most common name (note that this can PICTURE NAMING 523 differ from the "correct" name as defined earlier); nondominant names were names given less frequently. Pictures had either one, two, or three nondominant names. Because only one picture (blouse) had three nondominant names, it was combined with the set ofpictures having two nondominant names. Ifnondominant names are generated more slowly than dominant names, the RTs for nondominant names should be slower than for dominant names. Ofthe 32 pictures having one nondominant name, naming times were 1,035msec for the nondominant name compared to 1,085 msec for the dominant name, a (nonsignificant) difference favoring the nondominant name. Of the 16 pictures having two or more nondominant names, naming times were 1,145 msec for the nondominant names compared to 1,057 msec for the dominant name, a difference that, while it is in the expected direction, is not significant [t(15) = 1.34]. Thus, our data suggest that having a variety ofacceptable names for an object does not in and of itself increase the naming time for the most-often used name. Furthermore, naming times for the nondominant name are about the same as naming times for the dominant name. These facts would seem to account for why correct naming times are more highly correlated with liberally defined correct naming rates than with strictly defined correct naming rates, despite the fact that correct naming times were defined with the strict criterion; and why concept agreement accounts for naming times better than does name agreement. It is also consistent with the findings of Lachman (1973) and Lachman et a!' (1974) that codability, as measured by U, has an effect only when it is very high (> 2). This high level of Uoccurred for only four of our items, and is generally an indication that subjects don't know what the concept is.
Role of Age of Acquisition in Naming Latency
As we discussed earlier, several studies have shown that age of acquisition is a better predictor of picturenaming times than is frequency in print (Carroll & White, 1973b; Morrison et a!., 1992) . The present study has replicated that finding and in addition has shown that age of acquisition is a better predictor ofpicture-naming times than is rated familiarity.
One interpretation ofthis finding is that concept names that are learned earlier are retrieved faster from lexical memory. This interpretation is based on the time-honored principle that the earlier a name is learned, the more frequently it will be retrieved, and frequency ofretrieval will confer a speed advantage on subsequent retrievals.
However, because age of acquisition is a rated variable, we might question whether an age-of-acquisition rating directly reflects a subject's memory of when a concept was learned, or whether it represents an inference on the part of the subject about when the concept might have been learned based on various characteristics of the concept and its name. Correlations between ratings of age of acquisition and objective measures of age ofacquisition obtained in other studies suggest that these ratings have considerable validity. For example, Carroll and White (1973a) found a correlation of .85 between their ratings and objective measures of child use, and Gilhooly and Gilhooly (1980) found a correlation of .93 between their ratings and rate of acceptable definitions of the words by subjects of various ages.
Rated age of acquisition from this study showed the highest correlations with rated familiarity (-.54) and transformed Kucera-Francis frequency (-.51), and somewhat lower correlations with concept agreement and the three measures of word length (rs of approximately .40). In a stepwise multiple regression, those independent variables that predicted age of acquisition, along with their beta weights, were familiarity (-.37), letters (.25), K-F' (-.18), NA2 (-.14), and NAI (-.12). The multiple R was. 70.
These correlations suggest that concepts rated as early learned appear familiar, have short names, occur frequently in print, and produce consistent naming performance. All of these characteristics could have been used by subjects to infer age of acquisition. Subjects' memories of first-grade readers probably include the fact that words that are taught first are those that are short (e.g., cat will be taught before leopard). This would account for the fact that the number ofletters of a picture's name is a significant predictor of age-of-acquisition ratings. Familiar concepts, or those whose names appear frequently in print, would also presumably be rated as having been learned early. Finally, the significant effects of name agreement might indicate that subjects evaluate the ease or difficulty of finding a name for the picture and use that in their rating of age of acquisition.
However, whether subjects can directly access the age at which they learned a concept or whether they use other characteristics of the concept and its name to infer this information is irrelevant to our present purposes. The fact is that age-of-acquisition ratings predict both naming errors and naming times quite well, and thus are an important variable to measure and control in picturenaming studies.
Comparison of These Results With Others in the Literature
Next we compare our results with two studies in the literature that have used subsets ofthe Snodgrass and Vanderwart (1980) pictures. We do this to determine whether results from relatively small sets of pictures generalize to this larger set.
Comparison with Morrison et at. (1992).
Morrison et al. found that both age of acquisition and word length, as measured in phonemes, but not Kucera-Francis frequency, predicted naming latencies for 48 of the Snodgrass and Vanderwart (1980) pictures. Our set of 250 included 47 of the 48 pictures they used (the missing item was anchor). For this comparison, we used the arithmetic mean RT from this study because that is the measure used by Morrison et al. The correlation between the itemnaming latencies between the two studies was +.65, which shows fairly good replicability across the two studies.' In addition, the overall magnitude of RTs was approximately the same: means of794 and 791 msec in Morrison et al. and our data, respectively . Figure I shows the scatter plot between the two data sets. Twoparticularly long naming times in Morrison et al. (1992) were for strawberry and cigarette, both of which had somewhat shorter naming times in our study. Nonetheless, the pattern of results between the two studies seems quite similar.
We carried out a similar stepwise multiple regression on our naming times for this subset of pictures, using as predictor variables the Carroll and White (1973b) ageof-acquisition values (as Morrison et al., 1992, had) , length in phonemes, and log Kucera-Francis frequency for the 47 pictures common to the two sets. We used untransformed RTs and also, as they had, used the reciprocal transforms in the multiple regression. Similar to their results, we found that Carroll and White A-A was a significant predictor of naming latencies (beta weight = -.42, R = .42; note that because the reciprocal RTs were used, beta weights for age of acquisition are negative rather than positive). Also similar to their results, KuceraFrancis frequency was not a significant variable. However, in contrast to their results, length of name in phonemes was not a significant variable either. One possible reason for the discrepancy is that the two items on which our RTs show the largest discrepancy-strawberry and cigarette-are also items with the largest number of phonemes. Because these items led to long naming times in the Morrison et al. study, they may have produced the significant effect of phonemes. A multiple regression carried out on the Morrison et al. data with these two items removed showed that length in phonemes was no longer significant (beta weight = .17, P = .28); only A-A was a significant predictor of naming latencies (beta weight = -.35, R = .35).
We conclude from this comparison that small item sets may sometimes produce spurious and nonreplicable results. In this case, the significant effect of word length found by Morrison et al. (1992) was based on two outlying items that, when removed from the set, removed the significant effect of word length.
Comparison with Humphreys et al. (1988).
Next, we compared our results with those of Humphreys et al. (1988) , who found two important results: (I) Exemplars from structurally distinct categories were named faster than exemplars from structurally similar categories, and (2) high-frequency items were named faster than lowfrequency items only for pictures from structurally distinct categories. Of the 76 pictures used by Humphreys et aI., 72 of them were included in the present set. Because Humphreys et al. reported trimmed RTs, we used our trimmed RTs for comparison. Table 5 shows a comparison of the two sets of data. The difference between RTs to low-frequency and highfrequency items is also shown in Table 5 across the two studies is very similar, as is the absolute level of naming latencies. Both show an apparent interaction between word frequency and category structure.
There is a high-frequency advantage (i.e., lower RTs for the high-frequency compared to the low-frequency items) for structurally distinct category exemplars and a lowfrequency advantage for structurally similar category exemplars. A 2 X 2 between-items analysis of variance (ANOVA) on the trimmed RTs from this study showed a pattern of statistical results similar but not identical to those reported by Humphreys et al. (1988) . In contrast to their results, there was no main effect of structural similarity The correlation between the two sets of item means was +.57. Figure 2 shows the scatter plot between the two sets of data. The two biggest discrepancies between the two sets ofdata are also shown; our subjects showed particularly high naming latencies for beetle (in fact, beetle was not even the dominant response for this sample of subjects), while the subjects of Humphreys et al. (1988) showed particularly high naming latencies for pepper. In order to determine whether this interaction between name frequency and category structure generalizes across additional items from the same categories, we extended the analysis to all pictures in our sample that could unambiguously be classified into one ofthe 13 categories used by Humphreys et al. (1988) . Their eight structurally distinct categories are body parts, clothing, furniture, household items, jewelry, tools, toys, and vehicles. Their five structurally similar categories are animals, birds, fruits, insects, and vegetables.
A total of 197 items from the set of250 pictures could be categorized into one of these 13 categories. Table 6 shows the mean trimmed RTs for these 197 items along with the number of items included in each category. In conformity with Humphreys et al. (1988) , high-frequency pictures were those items having Kucera-Francis frequencies higher than 10.
For this larger set of pictures, there is still a highfrequency advantage for structurally distinct items, but Experiment 2 was designed to obtain additional measures of picture-naming performance. One purpose of Experiment 2 was to replicate the original Snodgrass and Vanderwart (1980) name agreement study with a current group of subjects and with pictures presented on the computer monitor rather than projected as slides. A second purpose was to assess the adequacy of a keypress response as a measure of naming difficulty. Paivio et al. (1989) reported high correlations between keypress latencies and vocal latencies. Because keypress latencies are much easier to obtain, it seems useful to determine whether they reflect the same factors of naming difficulty as vocal latencies do.
In addition to measuring the correct name given by the subject, via a typing response, subjects were also asked to indicate if they could not remember the name of an object, or if they did not know the name of an object. In Discussion Let us briefly summarize the results of Experiment I. First, trimming RTs would appear to be the best way of dealing with outlying RTs. Next, among the variables that predict either naming accuracy or naming times, name and/or concept agreement and age of acquisition appear to be the most powerful. Our data show good correspondence with two other data sets in the literature that also used Snodgrass and Vanderwart (1980) pictures. However, use of smaller sets of pictures sometimes produced nonreplicable effects such as the significant effect of word length found by Morrison et al. (1992) . now there is also a high-frequency advantage, although smaller, for structurally similar items. For this larger set of items, the interaction between category type and frequency was no longer significant. A 2 X 2 ANOVA on item means found a significant main effect of structural similarity [F(l,193 However, simple effects tests showed that the difference between high-and low-frequency pictures for structurally distinct items was significant, whereas for structurally similar items it was not. Thus, although the interaction was not obtained, the same general pattern was observed. In summary, our data replicate the Humphreys et al. (1988) result that frequency and structural similarity interact when a small set of 72 pictures is used; although the interaction was not obtained for a larger set of 197 pictures, the general pattern still obtained. High frequency  advantage  106  45 Note-RT, reaction time; high frequency: Kucera-Francis frequency >10.
High frequency Low frequency
contrast, and in conformity with the way a typical voicekey naming study is carried out, neither of these types of naming failure was measured in Experiment 1.
Method
Stimuli, Apparatus, and Design The same set of250 pictures, divided into two sets, was used in this experiment. Approximately half of the subjects saw Set I and the other half saw Set 2. All subjects were run individually on Macintosh Plus microcomputers.
Subjects and Procedure
A total of96 New York University undergraduates participated in the experiment in order to fulfill a course requirement in introductory psychology. Ofthese, 49 named Set I and 47 named Set 2. Subjects signed consent forms before participating and were given debriefing statements explaining the purpose of the experiment at its end. Again, no attempt was made to eliminate subjects on the basis oflanguage background. Rather, subjects were eliminated on the basis of performance characteristics such as unusually high error rates or unusually long naming times.
Subjects were shown instructions on the screen of the Apple Macintosh microcomputer. They were told that we were interested in the most common names for pictures of common objects and animals, and that they were to identify each picture as briefly and unambiguously as possible by typing its name. They were told to use the first name that comes to mind as some pictures have more than one possible name, and not to worry about misspellings. They were informed that some pictures may have a two-word name, in which case they should type the name as a single word, and that they could type only the first four letters for long names.
They were told that if they could not name a picture, they were to indicate one of two possible reasons for the naming failure: (I) You know the name of the object, but can't remember it-it's on "the tip of your tongue"; or (2) You simply don't know the name of the object. They were told to type an acronym for each of the two possibilities (TOT, tip of the tongue, and DKN, don't know name). These acronyms were also printed on a card next to them. They were informed that the program would not go on until they had typed something to each picture, so that they were either to type a name or one of the two acronyms. They were also told that we were measuring the time it took them to decide on a name, so that they were to hit the space bar as soon as they had decided on the name of a picture or had decided that they were unable to name it. Then they would be given the opportunity to type the name of the picture or their response of TOT or DKN at their leisure.
Subjects were shown 10 practice pictures prior to the experimental pictures. The practice pictures were the 10 pictures from Snodgrass and Vanderwart (1980) not included in the two experimental sets. Each picture was displayed until the subject hit the space bar, at which point the picture was erased and the keypress latency recorded. The keypress latency was measured as the interval between the presentation of a picture and the press of the space bar, and was measured to the nearest 16 msec. After hitting the space bar, subjects typed in their response and hit the return key. The response was erased after I sec, and there was an additional I-sec blank interval before the next picture was presented. Each subject saw a different random order of pictures. The experiment took between 30 min and I h to complete. At the end of the experiment, the subjects were debriefed and thanked.
Results
Responses were scored for correctness under each of two criteria that were similar to those used in Experi-PICTURE NAMING 527 ment 1. The strict criterion required that the first four letters of the subject's response match the normative name of the picture, as determined by the naming data from Snodgrass and Vanderwart (1980) . The liberal criterion counted as correct recognizable misspellings, synonyms, and abbreviations. In addition, as in Experiment 1, we counted as correct any response that occurred at least twice, even ifsubjects, responses were clearly erroneous. In preliminary analyses, it was clear that correctness as defined by the liberal criterion was a much better predictor than correctness as defined by the conservative criterion ofother kinds of performance in the task, specifically, number ofTOTs and DKNs and naming times. Accordingly, we present only the correctness values under the liberal criterion. Because Experiment 1 had shown that the best results were obtained with trimmed RTs, each item's correct RT distribution was trimmed of al1 RTs greater than ±2 SDs from its mean.
Outlying subjects and equivalence of sets. The same two criteria as those in Experiment 1 were used to identify and eliminate outlying subjects from Experiment 2-subjects who committed many errors and subjects who produced unusual1y long RTs. Four subjects were eliminated, 2 from each group, for having unacceptably high (> 50%) error rates, leaving a total of 92 subjects (47 from Set 1 and 45 from Set 2) whose naming times were analyzed.
Next, we examined correct RTs using the liberal criterion. Across both sets, average correct by-subject RTs ranged from about 300 msec to over 3,000 msec, and averaged 999 msec for subjects seeing Set I and 901 msec for subjects seeing Set 2. This large range ofRTs occurred because subjects could press the key, indicating correct identification, anytime after the picture appeared. Subjects whose mean RTs had z scores exceeding 2 SD from the combined sets were deleted (a criterion that happened to correspond to a mean RT greater than 2,000 msec). This resulted in deleting 4 subjects from Set 1 and 1 subject from Set 2, leaving a total of 87 subjects, 43 from Set I and 44 from Set 2. The mean by-subject arithmetic RTs for this reduced set were 848 msec for Set 1and 871 msec for Set 2 (t < 1). Trimmed item means were computed by deleting al1 RTs greater than 2 SD from each item mean. These by-item means also did not differ across the two sets (793 vs. 782 msec for Sets I and 2, respectively, t < I).
Keypress Latencies and Types of Responses
There were five classes of responses: correct responses (defined by the liberal criterion as described above) trimmed of outliers, outliers (for correct responses only), error responses, TOTs, and DKNs. Table 7 shows RTs and percentage of responses for each set separately." The pattern of results is very similar across the two sets. Correct responses are faster than errors or the two types of naming failures. In both sets, DKNs are slower than TOTs, which in tum are slower than errors. The fact that correct responses are so much faster than the other three item classes serves to validate our liberal criterion for correct responses. 
Intercorrelations of Dependent Variables Within and Across Experiments
These and subsequent analyses are based on by-item trimmed means. Table 8 shows the intercorrelations between comparable dependent variables of Experiment 2 and Experiment 1. For simplicity, we have combined DKNs and TOTs into a single measure of naming failure. We have underscored variables from the two experiments that correspond most closely to one another. The correct naming measure from Experiment 1 is the correct naming rate based on the liberal criterion, which corresponds closely to the liberal criterion used in Experiment 2 to define correct naming rates. The two measures of correct naming correlate well across items (r = .80). The percentage triggers measure from Experiment 1 and the percentage failures measure from Experiment 2 are both viewed as reflecting difficulty in naming. Because subjects in Experiment 1 were not given the option to respond with one of the two naming failure categories, a trigger caused by an "um" or "uh" might indicate that the name of the object was on the tip of the subject's tongue (a TOT), or that the subject did not know the object's name (a DKN). The two measures of naming difficulty from the two experiments correlate quite highly (r = .85), supporting our contention that triggers are not just a random occurrence but rather, reflect naming difficulty. Finally, the keypress latencies from Experiment 2 correlate relatively highly (r = .75) with the vocal naming latencies from Experiment I, although this correlation is lower than the r of .87 reported by Paivio and his colleagues (1989) . What is perhaps most surprising about the data in Table 8 is the fact that the percentage correct measure from Experiment 2 (%Corr[2]) predicts naming times from Experiment 1 about as well as those from Experiment 2 (-0.73 vs. -0.72 ) and about as well as the percentage correct measure from Experiment 1 does (-0.73 vs. -0.74) .
Although the correlations reported in Table 8 support the comparability of measures across the two experiments, they do not tell us which measures of naming difficulty are preferable. For example, they do not tell us whether vocal naming times or keypress naming times are better measures of naming difficulty. One way to choose a preferred measure is to assume that both nam%Corr(2) %Corr(l) %Fail(2) %Trigs(l) RT (2) ing accuracy and naming times should be predictable from a judiciously selected set of independent variables. After all, that was the basis on which this and many other studies of picture naming were conducted. In selecting the independent variables to use in the multiple regressions, we attempted to include any measure that had been found by previous investigators to predict naming times. By this logic, whichever measure of naming accuracy or naming time is better predicted in the multiple regression could be assumed to be the preferable measure. We first present the multiple regressions and then discuss the pros and cons of this approach.
Stepwise multiple regressions were carried out on the correct naming rates and correct naming times from Experiment 2 and are shown in Table 9 , along with the corresponding multiple regressions from Experiment 1. The first two columns of Table 9 show the multiple Rs and significant beta weights for the two correct naming rates from the two experiments. As is apparent from Table 9 , the correct naming rate from Experiment 2 is better predicted than that from Experiment 1 (p = .02). The same two variables, A-A and NA2, predict both variables, but NA2 (concept agreement) accounts for more of the variance in the percentage correct naming measure from Experiment 2 than that from Experiment 1, while the contribution of A-A (age of acquisition) is about the same for the two measures. Thus Experiment 2's correct naming rate is better predicted than Experiment 1's correct naming rate by another correct naming rate, NA2, which is also based on a liberal criterion of name agreement.
What accounts for this difference in predictability? The correct naming rate from Experiment 1 was based on speeded naming in which both naming time and naming correctness were measured on the same response. In contrast, the correct naming rate from Experiment 2 was measured on a response made by the subject after the naming time (based on a keypress) had been obtained. The correct naming rate from Experiment 2 is thus based DKN Outliers Correct Error TOT on an untimed procedure, similar to that used by Snodgrass and Vanderwart (1980) in their measures of name and concept agreement. We conclude that the reason NA2 predicts Experiment 2's correct naming rate better than Experiment ls correct naming rate is that the first two measures were both obtained under untimed conditions while the third measure was obtained under time pressure. Therefore, we seem to be able to predict Experiment 2's correct naming rate better because we have a very similar independent variable from another study. In this case, the predictability criterion does not seem to be appropriate for deciding which measure of naming accuracy is the better one, so both are included in the Appendix.
Next we turn to the multiple Rs for the two correct naming times. The next two columns of Table 9 show multiple Rs and significant beta weights for the two correct naming times from the two experiments. Experiment ls naming times are better predicted than Experiment 2's naming times (p < .OI), and the patterns of significant beta weights are similar but not identical. Both A-A and NA2 predict naming times in both experiments. NAI, familiarity, and K-F' all predict naming times from Experiment I but not Experiment 2, while image agreement predicts naming times from Experiment 2 but not Experiment I. Because Experiment ls naming times produced more significant independent variables, we repeated the stepwise multiple regressions, forcing all variables that had not been significant in the previous regressions. The last two columns of Table 9 show the results of these forced regressions. The values of multiple Rs change very little if at all, and Experiment ls naming times are still better predicted than Experiment 2's naming times.
For this comparison of naming times, the predictability argument appears sounder. None of the independent variables is similar to the variable we wish to predict. And, as discussed above, we have tried to include any independent variable that other investigators have found to be a significant predictor of picture-naming times. Accordingly, we interpret the superiority in predictability of vocal naming times over keypress naming times to indicate that vocal times are more sensitive measures of naming difficulty. As we indicated earlier, keypress latencies were highly variable from subject to subject, and the subject means varied from 300 to 3,000 msec. In this type of response, there is no way to confirm that the subject has identified the picture when the keypress is made, so this large variation in RTs across subjects may be attributable to different criteria for identification. This within-subject variability may have lowered the sensitivity of the keypress RTs to item characteristics. Nonetheless, because the keypress responses appear to be surprisingly sensitive, and are obviously easier to obtain than vocal naming latencies, we include them in the Appendix. Discussion Experiment 2 was conducted for three purposes: (I) to obtain additional measures of naming errors under untimed conditions; (2) to obtain additional data on naming failures that were available only by default from Experiment I; and (3) to determine the viability ofa keypress response as an alternative to vocal naming as an indication of naming difficulty. Scoring of naming responses in Experiment 2 was very liberal, in that subjects were scored as correct if they named the object with a synonym or if they named the object with the same name as one other subject in the sample. This lenient criterion produced a very high correct naming rate of95%, which, with the naming failures of TOTs and DKNs, virtually exhausted the response classifications. Such a high naming rate might be expected to be poorly predicted by our set of independent variables, yet this liberal correct naming rate was predicted better than was the liberal correct naming rate of Experiment I. We speculated that the rea-son for its higher predictability is the fact that correct naming rates in Experiment 2 were obtained under untimed conditions, similar to those in effect for its best predictor, the concept agreement measure from Snodgrass and Vanderwart (1980) . We therefore concluded that the predictability criterion for selecting a preferred measure of naming performance was not viable in this case.
The keypress latencies from Experiment 2 showed good sensitivity to types of responses: For example, they were faster for correct responses than for errors or TOTs, and slowest of all for DKNs. In addition, they showed a fairly high correlation to the vocal naming latencies of Experiment 1 (r = .75). Nonetheless, they showed lower multiple regression coefficients than did vocal naming latencies with the same set of predictor variables. Because none of the predictor variables for naming times was similar to the dependent variable it was predicting, we were able to use the predictability criterion to conclude that keypress responses, although a surprisingly sensitive measure of naming difficulty, are not as sensitive as voice-key responses.
SUMMARY AND IMPLICATIONS
Let us summarize the results we have obtained in terms of implications for future picture-naming studies:
I. A comparison of the transformations used in Experiment I clearly shows that RTs should be transformed to remove the undue influence of outliers. On the basis of the reliability measures and the multiple regressions, we would recommend trimming the RTs. In addition, because item difficulty is such a large source of variance in naming times, we recommend trimming on the basis of item rather than subject means.
2. Vocal RTs appear to be more sensitive and valid indicators of picture-naming difficulty than keypress latencies, although the latter are remarkably sensitive given the fact that there is no independent way of confirming that subjects use the same criterion for identification.
3. A more liberal criterion for scoring picture-naming correctness might be adopted in scoring vocal naming latencies. What the investigator wants to know is whether the subject has recognized the picture for what it is. Requiring that the subject produce a name that may be agreed on by only a minority ofnorming subjects seems unduly restrictive. This recommendation is based on our finding that nondominant names produced by at least 3 subjects had identical naming times to those for dominant names. Of course, the major reason for using a strict criterion for scoring responses as correct is to keep the pronounced response constant across all correct naming times to an item. This would be particularly important if some characteristic ofthe picture's name, such as its length or its frequency in print, was a significant predictor of picture-naming times. However, in the present study we found no significant effect of name length and only a small effect of a name's frequency in print on picture-naming times. Thus, we judge that combining picture-naming times across different responses should not jeopardize the validity of naming times, particularly as response times for dominant and nondominant names did not differ in Experiment I.
4. Naming failures (premature triggers of the voice key) appear to signal naming difficulties such as the inability to retrieve a name or ignorance about its identity. A clearer picture of naming failures might be obtained by giving subjects explicit instructions to indicate their state of naming failure by providing them with a response indicating that they are in either a "tip-of-thetongue" state or a "don't-know-name" state.
5. The results of the present studies agree with those of previous investigators in showing that among those measures of picture naming that tap familiarity or frequency ofoccurrence, rated age ofacquisition is a better predictor than either rated familiarity or frequency in print, and that codability as measured by a liberally scored correct naming measure is also important in predicting naming latencies. It would be important to determine exactly where in the naming process these variables have their effect, but that question goes beyond what a purely correlational study can provide.
6. The pattern of naming errors appears to vary somewhat depending on whether responses are untimed (as they were in Snodgrass and Vanderwart, 1980 , and in Experiment 2 of this paper) or are under time pressure (as in Experiment I of this paper). Investigators of picture naming might wish to select pictures on the basis of one or the other error rate depending on whether the task is timed or untimed.
7. The Appendix to this paper presents the following five measures for each of the 250 pictures: rated age of acquisition (A-A); the correct naming rate from Experiment 1, based on the liberal criterion (%Corr [I] ); the correct naming rate from Experiment 2, based on the liberal criterion (%Corr [2]); the trimmed mean from Experiment 1 based on vocal naming responses (RT trim [1] ); and the trimmed mean from Experiment 2 based on keypress naming responses (RT trim [2] ) . In addition, we have divided the pictures into quintiles on the basis of the RT trim (I) measure and have indicated the quintile in which the picture lies, along with the summary statistics for the quintiles. This classification should make it easy to choose pictures that are either easy to name (the lower quintiles) and those that are difficult to name (the higher quintiles). We hope that these measures will prove valuable in future studies of picture naming.
