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Tendo em conta o forte crescimento dos dados que se observa atualmente, o conceito de big
data vem ganhando popularidade, dando origem às ferramentas capazes de processar, analisar e
armazenar estes grandes volumes de dados. Nesta senda, um dos desafios que se coloca aos pro-
fissionais e serviços que lidam com esse tipo de dados consiste na escolha adequada da melhor
plataforma a utilizar para processamento de big data, tendo sido investigado o desempenho de
Apache Hadoop, Apache Spark e Apache Flink que representam as três plataformas mais utiliza-
das para o processamento de big data. Nesta dissertação é avaliado o desempenho do Hadoop,
do Spark e do Flink utilizando a suite de Benchmark Hibench na sua versão Hibench-master 7,
tendo cido selecionado cinco cargas de trabalho nomeadamente: Sort, Terasort, Wordcount,
K-means e Pagerank. Estas plataformas foram instaladas e configuradas num cluster homogé-
neo com quatro nós (máquinas físicas), um mestre e três escravos. Para avaliar o desempenho
das plataformas, foram consideradas duas métricas: tempo de execução e a taxa de transfe-
rência dos dados, tendo-se caracterizado a utilização de recursos tais como memória, Central
Processing Unit (CPU), Disco (E/S) e rede, para diferentes escalas de dados tais comosmall, large
e gigantic. Foram realizadas várias experiências, tendo os respetivos resultados mostrado que
o cluster do Spark ao executar as cargas de trabalho wordcount, sort e terasort obteve melhor
desempenho com tamanho de dados gigantic, enquanto que o Hadoop apresentou melhor desem-
penho com tamanho de dados small e large, apesar de no wordcount a diferença ser pequena.
Por outro lado, o Spark ao executar algoritmos iterativos como o k-means apresentou melhor
desempenho com entradas de dados small e large e, para o pagerank, apenas com tamanho de
dados small, enquanto que o Hadoop melhorou o seu desempenho com tamanho de dados gigantic
para K-means e large para o pagerank. Os resultados obtidos mostram que o desempenhos das
duas plataformas nesta experiência é relativo dependendo da carga de trabalho, do tamanho
dos dados de entrada e do tamanho da memória. Foram também comparadas as plataformas
Spark e o Flink executando o programa Wordcount dos seus ficheiros de exemplos, tendo-se
observado que o Flink apresentou melhor desempenho que o Hadoop para todos os tipos de
dados de entrada, sendo 2x mais rápido que o Spark. O Spark apresentou melhor desempenho
que o Hadoop para tamanhos de dados de entrada de 2MB e 392MB, mas observou-se que o seu
desempenho degradava-se com o aumento do tamanho de dados de entrada. O desempenho
do Flink melhorou significativamente, sobretudo para tamanhos de dados de entrada de 8GB e
38GB, após o ajuste do valor do parâmetro de fração da memória.
Palavras-chave




Given the strong data growth that is currently occurring, the concept of big data has gained
popularity, giving rise to tools capable of processing, analyzing and storing these large volumes
of data. In this way, one of the challenges facing professionals and services dealing with this
type of data is the adequate choice of the best platform to use for big data processing, and the
performance of Apache Hadoop, Apache Spark and Apache Flink has been investigated, which
represent the three most widely used platforms for big data processing. In this dissertation, the
performance of Hadoop, Spark and Flink is evaluated using the Hibench Benchmark suite in its
Hibench-master 7 version, having selected five workloads namely: sort, terasort, wordcount, K-
means and pagerank. These platforms were installed and configured in a homogeneous cluster
with four nodes (physical machines), one master and three slaves. In order to evaluate the
performance of the platforms, two metrics were considered: execution time and throughput,
being also characterized the resource consuption such as memory, Central Processing Unit (CPU),
Disk (I/O) and network, for different scales of data such as small, large and gigantic. A number
of experiments were carried out, with the respective results showing that the Spark cluster
performing wordcount, sort and terasort workloads performed better with gigantic data size,
while Hadoop performed better with small and large data sizes, although in wordcount the
difference is small. On the other hand, Spark when executing iterative algorithms like k-means
presented better performance with small and large data sizes and, for pagerank, only with small
data size, while Hadoop improved its performance with gigantic data size for K-means and large
for the pagerank. The results show that the performance of the two platforms in this experiment
is relative depending on the workload, the size of the input data and the size of the memory.
The Spark and Flink platforms were also compared by running the Wordcount program of their
sample files, and it was observed that Flink performed better than Hadoop for all input data
types, being 2x faster than Spark. Spark performed better than Hadoop for 2MB and 392MB input
data sizes, sizes, but it was observed that its performance was degraded with the increasing of
the size of input data. Flink performance improved significantly, especially for 8GB and 38GB
input data sizes, after adjusting the memory fraction parameter value.
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1.1 Foco da Dissertação
A computação em nuvem permite o processamento de enormes volumes de dados que as técnicas
tradicionais de base de dados e softwares têm tido dificuldades em processar dentro de tempos
aceitáveis [1]. Esse conjunto de dados enorme e variado que requer elevadas velocidades de
processamento e análise é conhecido como Big data. A quantidade de dados que são gerados
diariamente, potenciados através do uso da Internet, preocupam as empresas, governos e outras
instituições no sentido de encontrar as melhores soluções de big data, pelo que foram surgindo
várias ferramentas que disponibilizam serviços que lidam com grandes quantidades de dados,
fornecendo aos utilizadores a capacidade de utilizar servidores comuns para efetuar processa-
mento distribuído e eficiente. O MapReduce é um modelo de programação paralela capaz de
executar aplicações em milhares de computadores simultaneamente, tendo sido proposto por
um grupo de engenheiros da Google em 2004 para indexar páginas web de modo a implementar
o seu motor de busca [2]. Este sistema foi muito bem sucedido, mas a sua implementação não
está disponível publicamente [3]. Em 2006 foi apresentada uma implementação da plataforma
MapReduce desenvolvida num projeto de código aberto da Apache designado por Hadoop [4].
Esta versão tem sido usada por muitas empresas de computação em nuvem incluindo a Amazon,
a IBM, a RackSpace e a Yahoo [3]. Esta nova abordagem de computação distribuída foi origi-
nalmente implementada como parte do projeto Apache Nutch, que mais tarde tomaria forma
através da comunidade open source e se tornariam projetos independentes, tornando-se no sis-
tema Apache Hadoop [5] que conhecemos hoje [2]. A comunidade de investigação também
contribuiu para a popularidade da plataforma explorando-a e publicando vários algoritmos Ma-
pReduce, extensões e componentes para resolver problemas ou melhorar o desempenho [3].
O Apache Hadoop fornece um serviço eficiente, confiável, escalável e tolerante a falhas para
processamento de dados em larga escala. O MapReduce é responsável pelo processamento distri-
buído de dados no Hadoop e o HDFS (Hadoop Distributed File System) garante o armazenamento
distribuído ao sistema [4]. O Hadoop não é adequado para todos os tipos de aplicações e em
função disso foi proposto o Apache Spark [6] como alternativa para superar as limitações do
Hadoop. O Apache Spark é um sistema que faz o processamento dos dados na memória e foi
projetado para suportar aplicações que reutilizam um conjunto de dados em várias operações
paralelas [7]. Contudo, o Spark apresenta a desvantagem de o desempenho ser restringido pela
memória. Como alternativa para suprir as desvantagens do Spark, surgiu o Apache Flink [8] uma
plataforma de código aberto, tolerante a falhas e híbrida que processa os dados em batch e em
fluxo contínuo de dados distribuídos, não limitando o respetivo processamento à memória, o que
permite melhorar a robustez e a velocidade através do uso da gestão da memória. Utilizando a
gestão de memória [9].Esta variedade de plataformas para processamento de big data permite
que as diversas instituições escolham a que melhor se adequa às suas necessidades, havendo
necessidade de indentificar a plataforma que melhor se adequa para determinados tipos e ta-
manhos de dados. Esta dissertação é dedicada à avaliação e comparação do desempenho das
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plataformas Apache Hadoop, Apache Spark e Apache Flink.
1.2 Problema e Objetivo da Investigação
O problema em questão consiste em avaliar e comparar o desempenho das plataformas Apa-
che Hadoop, Apache Spark e Apache Flink. O principal objetivo desta dissertação consiste em
avaliar e comparar o desempenho do Apache Hadoop, Apache Spark e do Apache Flink usando
a suite de Benchmark Hibench-master 7, num ambiente de teste composto por um cluster com
quatro máquinas físicas executando as cargas de trabalho wordcount, sort, terasort, k-means e
pagerank do Hibench [10].
1.3 Abordagem Adotada para Resolver o Problema
A abordagem adotada para resolver o problema em questão consiste em investigação orientada
ao problema envolvendo a experimentação que inclui a implementação e configuração de um
cluster homogéneo das plataformas Hadoop, Spark e Flink no modo distribuído, com um testbed
constituído por quatro máquinas físicas. Após a implementação e configuração destas platafor-
mas serão realizados testes com benchmarks da Suite Hibench-master 7 para avaliar o desem-
penho das mesmas. No final dos testes será feito um estudo de comparação do desempenho,
tendo em consideração o tempo de execução e o throughput.
1.4 Principais Contribuições
Existem estudos de desempenho de cada uma das plataformas consideradas nesta dissertação,
assim como estudos de desempenho envolvendo a comparação entre o Apache Hadoop e Apache
Spark [11], [12] e a comparação entre o Apache Spark e o Apache Flink [13]. No entanto,
existem relativamente poucos estudos comparativos do desempenho das plataformas Hadoop,
Spark e Flink. Em [7] é apresentada uma análise comparativa entre estas três plataformas e em
[14] é apresentada uma comparação do desempenho destas três plataformas usando cargas de
trabalho (workloads) representativas de Big Data. Nesta dissertação é apresentada uma análise,
comparação de desempenho e caracterização de utilização dos recursos das plataformas Apache
Hadoop, Apache Spark e Apache Flink usando o Benchmark Hibench-master 7.
1.5 Limitações do Trabalho
Tendo em conta a quantidade de máquinas físicas disponibilizadas e os recursos nelas existentes
para a implementação e configuração das plataformas Hadoop, Spark e Flink afim de avaliarmos
e compararmos os respetivos desempenhos, isto, limitou de certa forma a escala dos clusters
uma vez que impossibilitou testes com a escala de dados gigantic para a carga de trabalho
pagerank e big data. Contudo, ao executarmos certas cargas de trabalhos nas três plataformas,
estas reportavam erros devido à falta de recursos necessários para tamanho de dados da escala
gigantic e bigdata. Este caso ocorreu principalmente com o Spark quando executava o pagerank.
Por isso decidimos executar as plataformas Hadoop e Spark apenas com dados da escala small
e large para o pagerank. Não foi também possível avaliar o Flink executando diretamente o
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Hibench-master 7 devido a dificuldades com o servidor Apache Kafka [15], uma vez que este
terminava sistematicamente a conexão com os nós não permitindo a geração dos dados para
os testes. A alternativa explorada nesta dissertação para a avaliação de desempenho do Flink
consistiu em gerar os dados através do Hibench-master 7 e executá-los através dos exemplos
desta plataforma, deixando para trabalho futuro a avaliação do Flink executando diretamente
o Hibench-master 7.
1.6 Organização da Dissertação
O corpo principal desta dissertação é constituído por quatro capítulos: o Capítulo 1 dissertação,
o problema em questão, os objetivos da investigação subjacentes a esta dissertação, a aborda-
gem adotada para resolver o problema, as principais contribuições, as limitações do trabalho
desenvolvido e a organização da dissertação. O Capítulo 2 apresenta uma descrição detalhada
dos principais conceitos relativos às plataformas Apache Hadoop, Apache Spark e Apache Flink,
incluindo os seus componentes principais, um breve enquadramento histórico e uma visão geral
da comparação das três plataformas em termos de desempenho, arquitetura e funcionamento.
São também apresentados relatos de trabalhos desenvolvidos relacionados com o tema desta
dissertação. O Capítulo 3 descreve o ambiente de teste e os resultados experimentais obtidos
para as Plataformas Hadoop, Spark e Flink. Este capítulo começa por descrever os conceitos
de benchmarks, as suas categorias, assim como a categoria de benchmarking utilizada nesta
dissertação (Benchmarking suite Hibench), bem como as suas respetivas cargas de trabalho. É
também descrito neste capítulo a implementação dos clusters das três plataformas, incluindo a
especificação das ferramentas e respetivas versões utilizadas, os recursos de software e hard-
ware, e os procedimentos de configuração dos clusters do Hadoop, Spark e Flink. Este capítulo
inclui ainda a caracterização dos recursos computacionais utilizados pelo Apache Hadoop e o
Apache Spark, a análise e discussão dos resultados experimentais e a comparação detalhada do
desempenho do Hadoop, Spark e o Flink. No capítulo 4 são apresentadas as principais conclu-
sões da dissertação com base no trabalho de investigação realizado sobre o desempenho das




Background e Trabalhos Relacionados
2.1 Introdução
Este capítulo tem como objetivo a apresentação dos conceitos associados aos elementos que
formam a base necessária para o melhor entendimento do trabalho. Apresentam-se aqui os
conceitos mais gerais, deixando os aspetos específicos para serem apresentados quando neces-
sário. Este capítulo é composto por 7 secções tais como: A Secção 2.2 apresenta os principais
conceitos relacionados com Apache Hadoop, sua arquitetura, ecossistema, resenha histórica e
seu modo de funcionamento; a secção 2.3 é dedicada ao Apache Spark, nela contem arquite-
tura, historial modo de funcionamento e seus modelos relacionados; a secção 2.4 é dedicada
ao Apache Flink, nela contem arquitetura, historial modo de funcionamento e seus modelos
relacionados a secção 2.5 apresenta a comparação do ponto de vista arquitetural e funcional,
comparação do desempenho das três plataformas de big data Hadoop, Spark e Flink, a secção
2.6 faz uma breve descrição dos trabalhos relacionados ao tema; e por fim a secção 2.7 que
apresenta as conclusões do capítulo.
2.2 Apache Hadoop
O Apache Hadoop é uma plataforma de código aberto, para armazenamento e processamento
distribuído de grandes conjuntos de dados em clusters de computadores, construído a partir de
hardware comum, utilizando um modelo de programação simples. Os serviços Hadoop referem-
se a armazenamento de dados, processamento de dados, acesso à dados, gestão de dados,
segurança e operações [16]. Ele é projectado para ampliar a partir de um único servidor para
milhares de máquinas, cada uma oferecendo computação e armazenamento local. Ao invés de
confiar em hardware para proporcionar alta disponibilidade, a própria biblioteca é projectada
para detectar e lidar com falhas na camada de aplicação, de modo que a entrega de um serviço
altamente disponível no topo de um cluster de computadores, cada um dos quais pode ser
propenso a falhas [17].
2.2.1 Resenha Histórica
O Hadoop desde sua origem tem dado passos gigantescos no mundo do BigData. Nestas subsecção
será apresentada uma breve história e evolução até a versão atual do Hadoop:
• Em fevereiro de 2003: a Google buscava aperfeiçoar seu serviço de busca de páginas Web,
ferramenta pela qual ficou mundialmente conhecida - almejando criar uma melhor técnica
para processar e analisar, regularmente seu imenso conjunto de dados da Web. Com esse
objetivo, Jeffrey Dean e Sanjay Ghemawat, dois funcionários da própria Google desenvol-
veram a tecnologia MapReduce, que possibilitou otimizar a indexação e catalogação dos
dados sobre as páginas Web e suas ligações [2].
5
• Em outubro de 2003, Sanjay Ghemawat, Howard Gobioff e Shun-Tak Leung, publicaram um
artigo intitulado (The Google File System). Este artigo descreve a implementação do GFS
(Google File System) um sistema de ficheiros distribuídos escalável para grandes aplicações
intensivas em dados da Google utilizando a tecnologia MapReduce. Fornece tolerância a
falhas enquanto funcionando em hardware de baixo custo [18].
• Em dezembro de 2004, Jeffrey Dean e Sanjay Ghemawat publicaram um artigo (MapRe-
duce: Simplified Data Processing on Large Clusters) onde apresentam conceitos e carac-
terísticas funcionais do modelo de programação MapReduce desenvolvido pela Google em
2003, mostrando assim a forma simplificada de processamento de dados em grande es-
cala para permitir que programadores sem grandes experiências em sistemas paralelos e
distribuídos utilizassem os recursos de um sistema distribuído [19].
• Em dezembro de 2005, Doug Cutting cria uma versão do MapReduce para o projeto Nutch,
até o meio desse ano, todos os principais algoritmos Nutch foram controlados para serem
executados utilizando MapReduce e NDFS (Nutch Distributed File System) [20].
• Em fevereiro de 2006 Hadoop se torna um sub-projeto do Apache Lucene [20], nesta
mesma época, Doug Cutting juntou-se ao Yahoo!, que forneceu uma equipe dedicada e os
recursos para transformar o Hadoop em um sistema que funcionava na escala da web. Isso
foi demonstrado em abril de 2007, quando Yahoo! anunciou que seu índice de pesquisa de
produção estava sendo gerado por um cluster Hadoop de 10.000 núcleos [20].
• Em janeiro de 2008, Hadoop deixa de ser o projeto de Lucene e se transforma em um
projeto de sucesso da Apache, e nesta altura já se encontrava na versão 0.15.2, tem
lançamentos constante de versões com correção de erros e novas funcionalidades [21].
2010 Facebook anuncia o maior aglomerado Hadoop do mundo (mais de 2.900 nós e 30
petabytes de dados).
• Em dezembro de 2011, o Apache Hadoop disponibiliza sua versão 1.0.0 com maior confia-
bilidade e estabilidade em escalonamentos. Dentre os destaques dessa nova versão, cabe
mencionar o uso do protocolo de autenticação de rede Kerberos, para maior segurança de
rede; a incorporação do sub-projeto HBase, oferecendo suporte a BigTable; e o suporte à
interface webhdfs, que permite o acesso HTTP (Hypertext Transfer Protocol) para leitura
e escrita de dados [21], nesta série tem lançamentos constante de versões com correção
de erros e novas funcionalidades.
• Em 23 de maio de 2012 é lançada a primeira versão (alfa) na série Hadoop2.x, esta ver-
são oferece características importantes sobre a série estável Hadoop-1.x, incluindo: HDFS
(Hadoop Distribut File System) HA (High Availability) para NameNode (manual failover),
YARN aka NextGen MapReduce, HDFS Federation, Performance, Wire-compatibility for
both HDFS and YARN/MapReduce (using protobufs). Como destaque a substituição do Ma-
pReduce 1 por YARN e MapReduce 2 no Hadoop 2 . [5]
• Em 13 de dezembro de 2017 Apache Hadoop lançou a versão 3.0.0 que representa um ponto
de estabilidade e qualidade da API (Application Programming Interface) prontos para pro-
dução. Após quatro versões alfa e uma versão beta, 3.0.0 está geralmente disponível.
3.0.0 consiste em 302 correções de bugs, melhorias e outros aprimoramentos desde 3.0.0-
beta1. Em conjunto, 6242 problemas foram corrigidos como parte da série de versão 3.0.0
desde 2.7.0 [5]. As principais mudanças que se destacam nesta versão são: Os JARs (Java
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ARchive) do Hadoop são compilados na versão 8 do JAVA, uma pré-visualização inicial (alfa
2) de uma grande revisão do YARN Timeline service v.2, reescrita de scripts de shell para
correção de muitos erros, suporte para Erasure coding (método para armazenamento du-
rável de dados com economias de espaço significativas em comparação com a replicação),
Suporte para contêineres oportunistas e agendamento distribuído, otimização nativa do
nível de tarefa do MapReduce, alteração das portas padrão de alguns serviços afetando
o NameNode, NameNode secundário e DataNode, suporte para mais de 2 NameNode (ca-
paz de tolerar a falta de qualquer nó no sistema), Suporte para conectores do sistema
de ficheiros Microsoft Azure Data Lake e Aliyun Object Storage System e tantas outras
melhorias [5].
2.2.2 Hadoop e Modelos Relacionados
Existe uma ampla gama de projetos relacionados ao Hadoop que têm contribuído para o sucesso
do mesmo tendo em conta que cada um deles tem seu objetivo. A tabela 2.1, abaixo lista alguns
desses modelos.
Tabela 2.1: Projeto relacionados do Hadoop (Adaptado de [4], [22]).
Modelos Relacionados do Hadoop
Common Um conjunto de componentes e interfaces para sistemas de ficheiros distribuídos e E/S
(Entrada, Saída) gerais (sincronização, Java RPC (Remote Procedure Call), estruturas de
dados persistentes)
Avro Um sistema de sincronização para RPC eficiente e de linguagem cruzada e armazena-
mento dados persistentes
Pig Uma linguagem de fluxo de dados e um ambiente de execução para explorar conjuntos
de dados muito grandes. O Pig é executado em cluster HDFS e MapReduce
Hive Umwarehouse de dados distribuído para dados armazenados em HDFS; Além disso fornece
uma linguagem de consulta baseada em SQL(Structured Query Language) (HiveQL)
Hue Uma interface de administração Hadoop com ferramentas GUI(Graphical User Interface)
úteis para pesquisa de ficheiros, emitindo consultas de Hive e Pig e desenvolvendo fluxos
de trabalho Oozie
ZooKeeper Um serviço de coordenação distribuído e altamente disponível. ZooKeeper oferece pri-
mitivas como bloqueios distribuídos que podem ser utilizados para a construção de apli-
cações distribuídas
Sqoop Uma ferramenta para mover eficientemente dados entre bases de dados relacionais e
HDFS
HBase Uma base de dados distribuída, orientada a coluna. O HBase utiliza HDFS para armaze-
namento subjacente e suporta tanto cálculos de estilo em batch utilizando MapReduce
e consultas de pontos (leituras aleatórias)
Oozie Uma ferramenta de gestão de fluxo e trabalho que pode lidar com o projetos relacionados
com Hadoop agendamento e encadeamento de aplicações Hadoop
Ambari Uma ferramenta baseada na Web para o aprovisionamento, gerência e monitores de
grupos, que inclui suporte para HDFS, MapReduce, Hive, HCatalog, HBase, ZooKeeper,
Oozie, Pig e Sqoop
Cassandra Uma base de dados multi-mestre escalável sem pontos únicos de falhas
2.2.3 Arquitetura do Hadoop
O Hadoop consiste em três componentes principais: uma estrutura de processamento distribuído
chamado MapReduce, um módulo de gestão de recursos separado YARN (Yet Another Resource
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Negotiator), e um sistema de ficheiros distribuídos conhecido como o sistema de ficheiros dis-
tribuídos Hadoop (HDFS) [22]. A figura 2.1 abaixo apresenta a comparação da arquitectura do
Hadoop 1.x e Hadoop 2.x, 3.x.
Figura 2.1: Comparação da arquitetura do Hadoop 1.x e Hadoop 2.x (adaptado de [23]).
Na figura 2.1 acima podemos observar que o Hadoop 1.x consiste em apenas dois componentes
o HDFS que é administrado por um Namespace e o MapReduce (funciona no topo do HDFS) que
é executado pelo JobTracker (composto por ApplicationMaster e ResourceManager) que gere
os recursos do cluster, o TaskTracker assume o lançamento e a gestão das tarefas de mapa e
redução em um servidor [24]. O modelo de programação MapReduce e a gestão de recursos
estavam interligado. A versão 2 do Hadoop veio melhorar o desempenho das aplicações, dar
suporte aos modelos de processamento. A arquitectura foi projectada de uma forma completa-
mente diferente, foi separado o processamento de dados e a gestão de recursos, surgindo assim
um novo componente: YARN (Yet Another Resource Negotiator) que é conhecido como sistema
operacional do Hadoop assumindo a gestão e monitoramento das cargas de trabalho, também
foram atualizadas as responsabilidades dos componentes HDFS e MapReduce. O Objectivo é ter
um ResourceManager global e um ApplicationMaster por aplicação substituindo assim o JobTrac-
ker e o TaskTracker respectivamente [3].
HDFS
O HDFS é um sistema de ficheiros distribuídos projetado para ser executado em hardware de
comum e para armazenar ficheiros grandes ou seja é adequado para aplicações que possuem
grandes conjuntos de dados. É altamente tolerante a falhas e foi preparado para ser implan-
tado em hardware de baixo custo. Construido inicialmente como infraestrutura para o projeto
do mecanismo de pesquisa da Web Apache Nutch. Faz parte do projeto Apache Hadoop Core.
O HDFS organiza os ficheiros hierarquicamente, com isso se pode criar diretoria, excluir, mover
e renomear ficheiros. Os ficheiros no HDFS são armazenados como uma sequência de blocos
de 64 MB ou 128 MB e os blocos são distribuídos entre os nós dos cluster. O ultimo bloco é
menor em relação aos outros que devem ter o mesmo tamanho. O acesso aos dados é gerido em
fluxo, o que significa que aplicações ou comandos são executados diretamente pelo modelo de
processamento MapReduce [25]. Os ficheiros no HDFS são apenas para leitura quer dizer que
uma vez gravados não permitem alteração.
Arquitetura O HDFS suporta uma arquitetura mestre/escravo, possuindo no lado mestre uma
instância do NameNode e em cada escravo uma instância do DataNode [21]. Um cluster HDFS
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consiste em um único NameNode, um servidor mestre que gere o Namespace do sistema de
ficheiros e regula o acesso a ficheiros por clientes. Também existe uma série de DataNodes
(um ou mais nós) por cluster, que gere o armazenamento aos nós conectados que rodam em
HDFS, expõe um NameSpace do sistema de ficheiros e permite que os dados do utilizador sejam
armazenados. Internamente um ficheiro é dividido em um ou mais blocos e estes blocos são
armazenados em um conjunto de DataNodes. O NameNode executa operações de NameSpace
do sistema como: abrir, fechar e renomear ficheiros e diretoria. Também determina o ma-
peamento de blocos para DataNodes. Os DataNodes são responsáveis pela leitura e escrita de
pedidos dos clientes [5]. Os blocos de dados em HDFS são armazenado e replicados em trê
por padrão, para melhorar a confiabilidade, com uma das réplicas em um rack diferente para
aumentar a disponibilidade ainda mais [3]. A figura 2.2 abaixo mostra a arquitetura do HDFS.
Figura 2.2: Arquitetura do HDFS (adaptado de [5]).
MapReduce
O MapReduce é um modelo de programação para escrever facilmente aplicações que processam
grandes quantidades de dados, conjuntos vários terabytes distribuído, paralelo e em grandes
clusters de hardware de maneira confiável e tolerante a falhas [5]. Utiliza um conjunto de
pares (chave/valor) de entrada e produz um conjunto de pares de (chave/valor) de saída. Possui
duas fases: mapeamento e redução. Na fase de mapeamento, o MapReduce pega os dados de
entrada e envia cada um dos elementos de dados para a função mapper. Já na fase de redução,
a função reduz processa todas as saídas da função mapper e chega a um resultado final. Em
outros termos, a função Mapper é feita para filtrar e transformar os dados que serão agregados
pela função Reducer.
Um Job MapReduce geralmente divide o conjunto de dados de entrada em blocos independentes
que são processados pelas tarefas do mapa de forma completamente paralela. A estrutura clas-
sifica as saídas dos mapas, que são então inseridas nas tarefas de redução . Normalmente, tanto
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a entrada como a saída dos Job são armazenadas em um sistema de ficheiros. A estrutura cuida
das tarefas de agendamento, reexecução e acompanha as tarefas erradas. Conforme referido
anteriormente, um cluster do Hadoop é constituído pelos seguintes tipos de nós: O NameNode
(o mestre da nuvem) e os DataNodes (ou os escravos). Quando o processo MapReduce é iniciado,
o MRAppMaster conecta-se ao Resource- Manager para que sejam negociados os recursos afim
de que o Nodemanager execute e monitorize os jobs [16].
YARN (Yet Another Resource Negotiator)
O YARN é chamado de sistema operativo do Hadoop 2.x. A Sua arquitetura fornece uma plata-
forma de processamento de dados de propósito geral que não se limita apenas ao MapReduce. O
YARN habilita o Hadoop a processar outro sistema de processamento de dados construído espe-
cificamente, além do MapReduce [5]. O principal objetivo do YARN é dividir as funcionalidades
de administração de recursos e do planeamento de tarefas em daemons separados. A ideia é
ter um ResourceManager global (RM) e ApplicationMaster (AM) por aplicações.
Arquitetura Na arquitetura YARN, um ResourceManager global é executado como um daemon
mestre, geralmente em uma máquina dedicada, que gere os recursos de cluster disponíveis
entre várias aplicações concorrentes. O ResourceManager rastreia quantos nós e recursos estão
disponíveis no cluster e coordena quais aplicações enviadas pelos utilizadores que devem obter
esses recursos e quando.O ResourceManager é o único processo que possui essas informações
para que ele possa tomar as suas decisões de agendamento de forma compartilhada e segura
[26].
Figura 2.3: Representação esquemática da arquitetura do YARN (adaptado de [5]).
A figura 2.3 ilustra como é feita a comunicação entre os componente do YARN na gestão dos re-
cursos das aplicações no sistema, assim: o NodeManager é o agente responsávelpelos containers
e monitoriza a utilização dos recursos (CPU, memória, disco, rede) e informa o estado dos mes-
mos para o ResourceManager/Scheduler. O ApplicationMaster por aplicação é uma biblioteca
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específica do framework que permite negociar recursos do ResourceManager e trabalhar com o
NodeManager para executar e monitorizar jobs. O ResourceManager possui dois componentes
principais: o Scheduler e o ApplicationsManager. O Scheduler é responsável por alocar recursos
para as várias aplicações em execução, sujeitos a restrições conhecidas de capacidades, filas e
etc. É um agendador puro, pois não rastrea o estado para a aplicação. Além disso não oferece
garantias sobre a reinicialização de tarefas com falhas devido a falhas na aplicação ou a falhas
de hardware. O Scheduler executa a sua função de agendamento com base nos requisitos de
recursos das aplicações [5].
2.2.4 Funcionamento do Hadoop
O Hadoop funciona através da execução interna de 5 processos: NameNode, DataNode, Secon-
dary NameNode, ResourceManager e NodeManager. O processamento dos dados no Hadoop é
iniciado pelo cliente no momento em que ele envia os dados e o programa que são armazenados
pelo Hadoop utilizando o HDFS e processados utlizando o MapReduce [20]. Quando há necessi-
dade de um cliente armazenar um ficheiro, o Hadoop divide o ficheiro em blocos (4 blocos de
128MB) e armazena cada bloco em um DataNode, replica estes blocos por 3 (por norma) afim
de garantir a tolerância a falhas (se um servidor falhar tem a réplica) e também tem a capaci-
dade de analisar quando um bloco não foi replicado. O processamento de dados Hadoop é feito
pelo MapReduce transformando um conjunto grande de dados em dados menores através de um
Job de MapReduce que agrupa, soma e sintetiza os dados formando assim um novo conjunto de
dados menor [17]. O Job de Mapreduce executa o trabalho em três fases: Map, Sort e Reduce.
Na fase Map o job faz a leitura dos dados percorrendo cada linha do ficheiro, posteriormente
passa os valores encontrados para a função Map que mapeia esses dados gerando assim uma lista
intermediária de um conjunto de par (chave, valor). Na fase Sort o Hadoop ordena a lista de par
(chave, valor) obtida na fase Map e agrupa os valores com a mesma chave para serem processa-
dos no mesmo nó evitando a duplicação dos mesmos e garantir o desempenho. Na fase Reduce,
o Job lê os dados mapeados, ordenados e agrupados e, em cada linha dos dados agrupados, o Job
envia os valores encontrados para a função Reduce. Para cada linha, a função Reduce retorna
a soma, agregação, filtro ou transformações dos dados. Posteriormente os dados processados
são gravados no HDFS.
2.3 Apache Spark
O Spark é uma plataforma para processamento de Big Data, construído com foco em velocidade,
facilidade de uso e análises sofisticadas. O Spark utiliza a infraestrutura do Hadoop Distributed
File System (HDFS). O Spark também suporta um conjunto de ferramentas de nível superior,
incluindo Spark SQL para SQL (Structured Query Language) e processamento de dados estrutu-
rados, MLlib para aprendizagem de máquina, GraphX para processamento de gráficos e Spark
Streaming que possibilita o processamento de fluxo em tempo real [6].
O Spark foi projetado para ser tolerante a falhas (suporta a perda de qualquer conjunto de
nós de trabalho), uma vez que executará novamente todas as tarefas que esses nós estavam
executando e recompilará todos os dados armazenados neles. O Spark também foi projetado
para funcionar quando o volume de dados exceder a capacidade da memória, nesse caso ele
coloca os dados no disco [27].
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Para superar as limitações do MapReduce, o Spark faz uso do RDD (Resilient Distributed Data-
sets), uma abstracção para uma colecção de elementos que podem ser operados em paralelo e
tolerante a falhas, o qual implementa estruturas de dados em memória e que são utilizadas para
armazenar em cache os dados existentes entre os nós de um cluster [28]. A reutilização dessas
estruturas na memória pelo Spark faz com que este seja adequado para operações iterativas
de aprendizagem máquina, bem como para querys interativas [29]. As aplicações iterativas e
ferramentas interativas de mineração de dados permitem construir aplicações com as quais as
atuais estruturas de computação trabalham de forma ineficiente e que originaram os RDDs [30].
Os RDDs são resilientes, isto é: se um nó que executa uma operação for perdido, o conjunto
de dados poderá ser reconstruido. Isso acontece porque o Spark conhece a linhagem de cada
RDD (sequência de etapas para criar o RDD). Os dados em RDDs são divididos em uma ou várias
partições e distribuídos como grupos de objetos de memória nos nós de trabalho do cluster. os
RDDs fornecem uma forma efetiva de memória compartilhada para trocar dados entre processos
(executores) em diferentes nós [29]. Os RDDs possuem propriedades importantes que devem
ser levadas em conta [29]:
• RDDs são particionados, cada partição contém um conjunto exclusivo de registos e pode
ser operada de maneira independente.
• RDDs são imutáveis, após serem criados e preenchidos com dados, eles não poderão ser
atualizados. Em vez disso, novos RDDs são criados executando transformações, como ma-
peamento ou funções de filtro em RDDs existentes.
Um DAG (Directed Acyclic Graph) é uma construção matemática usada geralmente nas ciências
da computação para representar fluxos de dados e suas dependências, que contêm vértices ou
nós e arestas. O DAG consiste em tarefas e etapas. Num contexto de fluxo de dados, os nós
são etapas no fluxo do processo e as tarefas são a menor unidade de trabalho agendável num
programa Spark. Os Estágios são conjuntos de tarefas que podem ser executadas em conjunto e
as etapas são dependentes umas das outras [29]. A Figura 2.4 apresenta um DAG na execução
de um programa.
Figura 2.4: Directed Acyclic Graph (DAG) na execução do Wordcount.
12
2.3.1 Resenha Histórica
O Apache Spark surgiu em 2009 como um projeto de investigação no AMPLa da Universidade
de Califórnia em Berkeley e o seu código foi tornado aberto no início de 2010. A maior parte
das ideias que. A maior parte das ideias que suportam o sistema foram apresentadas em vários
trabalhos de investigação ao longo dos anos. O projeto é atualmente desenvolvido de forma
colaborativa por uma comunidade de centenas de programadores e organizações [31]. da Uni-
versidade da California em Berkeley, incluindo investigadores de aprendizagem máquina, como
o projeto Mobile Millennium, que utilizou o Spark para monitorizar e prever o congestionamento
de tráfego na área da Baía de São Francisco. Num curto intervalo de tempo, algumas organi-
zações externas começaram também a utilizar o Spark e atualmente o número de organizações
que utliza o Spark tem crescido. Além da Universidade da California em Berkeley, os principais
contribuidores para o Spark incluem a Databricks, Yahoo e Intel [27]. A seguir são apresentados
alguns marcos históricos sobre o Spark:
• O Spark tornou-se numa plataforma de código aberto pela primeira vez em março de 2010
e foi transferido para a Apache Software Foundation em junho de 2013, onde atualmente
é um projeto de alto nível [31].
• Em 2011, o AMPLab começou a desenvolver componentes de nível superior no Spark, como
o Shark (Hive on Spark) e o Spark Streaming. Esses e outros componentes são, às vezes,
chamados de BDAS (Berkeley Data Analytics Stack) [31]. Desde a sua criação, o Spark
tem sido um projeto muito ativo e a comunidade continua a lançar versões atualizadas do
Spark em uma programação regular. Em maio de 2014 o Spark lançou a versão 1.0 [31].
• Para permitir testes do próximo lançamento do Spark 2.0 em grande escala na comunidade,
a equipa do Apache Spark publicou em maio de 2016 uma versão de pré-lançamento do
Spark 2.0. Em julho de 2016 a equipa disponibilizou a versão 2.0 que é a primeira na
série de lançamento 2.x [6]. Como principais atualizações, a API (Application Programming
Interface) DataFrame foi integrada com a API do Conjunto de Dados, unindo, assim, os
recursos de processamento de dados nas bibliotecas Spark 2.3.2 na arquitetura do Spark.
Além disso, o Spark 2.0.0 amplia os recursos do Spark SQL (Structured Query Language)
incluindo um novo analisador ANSI SQL com suporte a sub-querys e à norma SQL: 2003
[32].
• Na série de lançamento 2.x, foram disponibilizadas muitas versões de manutenção e de
correções de estabilidades. A versão atual do Spark é 2.3.0 (momento em esta dissertação
está a ser escrita), que corresponde ao quarto lançamento da série 2.x, lançada a 28 de
fevereiro de 2018. Em termos de alterações, destacam-se: suporte para o processamento
contínuo em fluxo estruturado e um novo back-end do Kubernetes Scheduler. Outras atua-
lizações importantes incluem as novas APIs DataSource e Structured Streaming v2 e vários
aprimoramentos de desempenho do PySpark [6].
Esta dissertação centra-se principalmente na versão 2.2.0.
2.3.2 Componentes do Spark
O Spark suporta um conjunto de ferramentas de nível superior, que o tornam eficientes no
processamento dos dados. Cada uma das ferramentas tem um objetivo. A Tabela 2.2 lista os
componentes do Spark.
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Tabela 2.2: Componentes do Spark( adaptado de [27], [33]).
Componentes do Spark
Spark SQL É o módulo do Spark para processamento de dados estruturados, fazer consultas de dados





Permite o processamento de fluxos de dados como: ficheiros de logs gerados por servido-
res da Web de produção ou filas de mensagens contendo atualizações de status postadas




É uma biblioteca de aprendizagem de máquina escalonável que fornece um algoritmo de
alta qualidade e velocidade





Contém as funcionalidade básica do Spark, incluindo componentes para escalonamento
de tarefas, gestão de memória, recuperação de falhas, interação com sistemas de arma-
zenamento e fornece também APIs para criar e manipular os RDDs
2.3.3 Arquitetura do Spark
A arquitetura de uma plataforma Spark é constituída pelos seguintes componentes: Driver pro-
gram, cluster manager e os executores, que são executados num worker Node. Estes com-
ponentes existem independentemente do Spark estar a ser executado num único nó ou num
cluster com milhares de nó. Cada um destes componentes tem uma função específica na exe-
cução de um programa Spark. Algumas dessas funções são passivas durante a execução, como
os componentes do cliente, e outras funções estão ativas na execução do programa, incluindo
componentes que executam funções de computação [29]. Para enviar aplicações no spark os
clientes usam um processo. Este processo que é conhecido como drive, mantém a vida útil da
aplicação Spark dando o início e a conclusão. Também tem a função de planear e coordenar a
execução do programa Spark e retornar o estado e/ou os resultados (dados) para o cliente. O
Driver cria o Sparkcontext que é o objeto da aplicação que representa a conexão com o mestre
(cluster manager) do Spark. O Sparkcontext é instanciado no início de uma aplicação Spark
(incluindo os shells interativos) e é usado para o programa completo. Os executores do Spark
são os processos do host nos quais as tarefas de um Spark DAG são executadas. Os executo-
res reservam recursos de CPU e memória no nó worker no cluster do Spark. Os executores são
dedicados a uma aplicação específica do Spark e terminados quando a aplicação é concluída.
Um executor pode executar centenas ou milhares de tarefas dentro de um programa Spark. O
gestor do cluster é o processo responsável pelo monitoramento dos workers e pela reserva de
recursos nesses nós, a pedido do mestre [29]. A Figura 2.5 mostra a arquitetura do Spark.
2.3.4 Funcionamento do Spark
As aplicações em Spark são executadas como conjuntos independentes de processos num cluster
coordenados pelo objeto SparkContext no respetivo programa principal (designado por program
driver). Para executar num cluster, o SparkContext pode conectar-se a vários tipos de gestores
de cluster (o próprio gestor de cluster autónomo do Spark, Mesos ou YARN) que aloca recursos
em aplicações. Uma vez conectado, o Spark adquire executores em nós no cluster, que são
processos que executam cálculos e armazenam dados para a sua aplicação. Em seguida, ele
envia o código da aplicação (definido por ficheiros JAR ou Python passados para SparkContext)
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Figura 2.5: Representação esquemática da arquitetura do Spark (adaptado de [6]).
para os executores. No fim, o SparkContext envia tarefas. No fim, o SparkContext envia tarefas
aos executores para executar. A Figura 2.5 mostra como é feita a execução das aplicações [6].
2.4 Apache Flink
O Apache Flink É uma plataforma de código aberto, desenvolvido pela Apache Software Founda-
tion, projetada para realizar cálculos tirando partido da velocidade da memória e em qualquer
escala. O Flink integra-se com todos os gestores de recursos de cluster comuns, tais como o
Hadoop YARN, Apache Mesos e Kubernetes, mas também pode ser configurado para ser execu-
tado na nuvem ou localmente e como um cluster autónomo [8]. A principal característica do
Flink reside na sua capacidade de processar fluxos de dados em tempo real [13]. O Apache
Flink oferece um mecanismo de elevada tolerância a falhas para recuperar consistentemente o
estado das aplicações de fluxo de dados. Esse mecanismo gera snapshots (registos instantâneos)
consistentes do fluxo de dados distribuídos e do estado do operador. Em caso de falha, o sis-
tema pode retornar a esses registos instantâneos [13]. Este mecanismo de tolerância a falhas
permite que o sistema mantenha elevadas taxas de transferência e baixa latência [8].
2.4.1 Resenha Histórica
O Flink que se tornou num projeto da Apache Incubator em 2014, nasceu a partir do projeto
de investigação ”Stratosphere”: Gestão da Informação na Nuvem (financiado pela Fundação
Alemã de Investigação (DFG)), que foi iniciado como uma colaboração da Universidade Técnica
de Berlim, Humboldt-Universität zu Berlin e Hasso. Plattner-Institut Potsdam. O Flink partiu de
uma derivação do mecanismo de execução distribuído do Stratosphere [34], [35]. A seguir são
apresentados alguns marcos históricos sobre o Flink:
• Em dezembro de 2014, o Flink foi aceito como um projeto de nível superior da Apache.
• Em março de 2016 foi lançada a versão 1.0.0 do Flink que marca o início da série de
distribuições 1.xx, que manterá a compatibilidade retroativa com a versão 1.0.0. Além
da compatibilidade com versões anteriores, o Flink 1.0.0 traz uma variedade de novos
recursos para o utilizador, bem como: anotações de estabilidade da interface, suporte
se estado fora do núcleo, pontos de gravação e atualizações de versão, biblioteca para
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processamento de eventos complexos (CEP), interface de monitoramento aprimorada, in-
cluindo submissão de trabalhos, estatísticas de pontos de verificação e monitoramento
de contrapressão, melhor controlo e monitoramento de pontos de verificação, conector
Kafka melhorado e suporte para Kafka 0.9. Esta versão resolveu mais de 450 problemas,
incluindo correções de bugs, melhorias e novos recursos [36]. Depois desta, foram feitas
dentro desta série novas distribuições commelhorias, adição de novos recursos e correções
de erro: Apache Flink 1.0 (04/2016: v1.0.1 ; 04/2016: v1.0.2 ; 05/2016 v1.0.3).
• Lançamento de várias versões do Flink. 12/2017: Apache Flink 1.4 (02/2018: v1.4.1,
03/2018: v1.4.2), 06/2017: Apache Flink 1,3 (06/2017: v1.3.1, 08/2017: v1.3.2, 03/2018:
v1.3.3), 02/2017: Apache Flink 1.2 (04/2017: v1.2.1), 08/2016: Apache Flink 1.1 (08/2016:
v1.1.1, 09/2016: v1.1.2, 10/2016: v1.1.3, 12/2016: v1.1.4 )) estas versões foram lançadas
antes da verão actual [9].
• A versão actual foi lançada a 31 de julho de 2018 e é a segunda versão do bugfix da série
Apache Flink 1.5. Esta versão inclui mais de 20 correções e pequenas melhorias para o
Flink 1.5.1. Foi adicionado um novo recurso, que permiti que a API REST para a execução
de uma tarefa forneça a configuração da tarefa como o corpo da solicitação POST. Foram
corrigidos vários erros e feitas várias melhorias [9]. Nesta dissertação foi usada a versão
1.0.3.
2.4.2 Flink e Modelos Relacionados
O Apache Flink tem quatro grandes bibliotecas para fins específicos, construídas nas suas prin-
cipais APIs (DataStream API, DataSet API, Table API e Streaming SQL ). A tabela 2.3 descreve
essas bibliotecas integradas no Apache Flink e que contribuem para o melhor funcionamento da
plataforma.
Tabela 2.3: Componentes do Flink (adaptado de [13]).
Componentes do Flink
Gelly É o sistema de processamento de grafos no Flink. Contém métodos e utilitários para o




Fornece um conjunto de algoritmos ML escaláveis e uma API intuitiva. Contém al-




É uma linguagem de expressão semelhante a SQL para fluxo relacional e processamento





É a biblioteca de processamento de eventos complexos. Permite detetar padrões de
eventos complexos em fluxos
2.4.3 Arquitetura do Flink
A figura 2.6 mostra a arquitectura do Flink como uma pilha de software, composta por quatro
camadas principais construidas para aumentar o nível de abstração: instalação, núcleo, APIs e
bibliotecas. bibliotecas. Podemos observar na Figura 2.6 que o Flink pode ser executado na
nuvem ou no modo local e num cluster independente ou num cluster gerido por YARN ou Mesos.
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Figura 2.6: Arquitetura do Flink (adaptado de [35]).
O núcleo do Flink (Runtime) é um mecanismo de fluxo de dados de fluxo distribuído [8], que
executa programas de fluxo de dados. O runtime do Flink é um DAG que contem estados de
operadores conectados com fluxos de dados. Podem-se distinguir duas APIs principais na pilha
do Flink, a DataSet e a DataStream, ambas criam programas executados pelo núcleo. A API
DataSet processa conjuntos de dados limitados (processamento em batch) e a API DataStream
processa fluxos de dados potencialmente ilimitados (processamento de fluxo) [37]. Além das
APIs encontramos bibliotecas específicas do domínio: Flink ML, Gelly e tabela (para operações
semelhantes a SQL), descritas na tabela 2.3. O Flink não fornece seu próprio sistema de arma-
zenamento de dados, fornece conectores de fontes e coletores de dados para sistemas como o
Amazon Kinesis, o Apache Kafka, o HDFS, o Apache Cassandra e o ElasticSearch Wiki2018Flink
2.4.4 Funcionamento do Flink
Figura 2.7: Representação esquemática do funcionamento do Flink (adaptado de [38], [37]).
A figura 2.7 mostra a execução de uma aplicação de streaming no Flink. O Flink segue o modelo
mestre-escravo composto pelos seguintes componentes: o JobManager, os TaskManagers e o
cliente. O cliente pega o código do programa e o transforma em um gráfico de fluxo de dados
lógico não paralelos (Job-Graph) e o envia para o JobManager, este por sua vez converte o Job-
Graph em um grafo de fluxo de dados físico paralelo (o Execution Graph consiste em pelo menos
uma tarefa). O JobManager atribui cada tarefa a um TaskManager que inicia imediatamente a
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execução da tarefa recebida [38]. O JobManager é o coordenador do sistema, ele rastreia o
estado e o progresso de cada operador e fluxo, programa novos operadores e coordena os pontos
de verificação e a recuperação, enquanto que os TaskManagers são os trabalhadores que execu-
tam um ou mais operadores que produzem fluxos e reportam o seu estado ao JobManager, dado
que nele ocorre o processamento de dados reais [37]. As tarefas em execução trocam dados
com suas tarefas anteriores e posteriores.Se as tarefas de envio e receção forem executadas
em diferentes TaskManagers, os dados serão enviados pela rede. Caso contrário os dados são
trocados localmente. Em ambos os casos, o TaskManager é responsável pela transferência de
dados entre as tarefas [38]. A figura 2.8 mostra um exemplo do Flink executando um programa.
Figura 2.8: Representação esquemátiva ilustrando o Flink a executar o programa wordcount.
2.5 Hadoop Versus Spark Versus Flink
Estas tecnologias são vistas por vezes como concorrentes, mas é crescente o consenso de que
são melhores quando conjugadas. O Hadoop, o Spark e o Flink são plataformas de Big Data, mas
foram projetadas para fins e casos de usos diferentes. A Apache Software Foundation agrupa-as
em diferentes categorias sendo: o Hadoop uma plataforma de processamento distribuídos de
dados em batch, enquanto que Spark e o Flink são uma plataforma de processamento distribuídos
de dados em fluxo e em batch. O Hadoop e o Spark podem trabalhar de forma independente
(um sem o outro), mas muitos afirmam que funcionam melhor quando conjugadas. Por outro
lado, o Spark não substitui o Hadoop mas completa-o nos casos em que é necessário fazer análise
em fluxos de dados quase em tempo real, já que o Hadoop MapReduce faz o processamento de
dados em batch [39]. Já o Flink é um substituto para o Hadoop MapReduce que funciona nos
modos de batch e fluxo contínuo (é uma plataforma híbrida) [40].
2.5.1 Comparação Arquitetural e Funcional
O Spark, o Hadoop e o Flink apesar de serem plataformas de big data divergem na sua arqui-
tetura e funcionamento. A Tabela 2.4 resume uma comparação de alguns pontos considerados
relevantes entre as três plataformas.
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Tabela 2.4: Comparação arquitetural e funcional do Hadoop, Spark e Flink (adaptado de [41], [7]).
Comparação Arquitetural e Funcional
Pontos Apache Hadoop Apache Spark Apache Flink
Modelo de Com-
putação
MapReduce suporta apenas o modelo ori-
entado em batch
Adotou o micro-batch (coletar e depois
processar)
Fluxo contínuo baseado no operador, pro-
cessa os dados quando eles chegam, sem
atrasos na coleta dos mesmos
Requisitos de
Hardware
Funciona bem no hardware commodity Hardware de médio a alto nível Hardware de médio a alto nível
Linguagem Escrito em JAVA, suporta C, C++, Ruby,
Groovy, Perl e Python
Escrito no Scala, e fornece API em JAVA,
Python e R
Suporta Scala, Python e R. O Flink é im-
plementado em Java. Ele fornece a API do
Scala
Processamento Processamento em batch, não é iterativo Processamento em batch, fluxo contínuo e
gráfico, os dados são iterados em batch
Fornece um único tempo de execução para
o fluxo e o processamento em batch
Fluxo de Dados MapReduce não possui loop no seu fluxo de
cálculo. Cada fase é avançada utilizando
como entrada, a saída da fase anterior,
Utiliza o Apache Mahout para a aprendiza-
gem de máquina
Possui um algoritmo de aprendizagem má-
quina (fluxo de dados cíclicos); é represen-
tado como um gráfico acíclico direto (DAG)
Suporta gráfico de dependência cíclica
controlada em tempo de execução.
Mecanismo de
Transmissão
O MapReduce lê um grande conjunto de da-
dos de entrada numa única vez processa e
produz o resultado
O Spark Streaming processa fluxos de da-
dos em micro-batchs. os RDDs permitem
executar várias operações do mapa na me-
mória
É o verdadeiro mecanismo de streaming.
Ele usa fluxos para cargas de trabalho:
fluxo contínuo, SQL, micro-batch e batch.
Velocidade Mapreduce produz muitos dados interme-
diários trocados entre os nós, isso aumenta
a latência da E/s do disco
É mais rápido que o MapReduce armazena
em cache grande parte dos dados de en-
trada na memória por RDD e mantém os
dados intermediários na memória. Quando
necessário guarda os dados no disco
Processa mais rapidamente que o Spark de-
vido à sua arquitetura de streaming, pro-
cessa parte dos dados alterados para au-
mentar o seu desempenho.
Abstração No MapReduce não há nenhum tipo de abs-
tração.
Abstração do Spark RDD para batch e o
DStreaming para String (internamente é o
RDD)
Abstração de DataSet para batch e DataS-
treams para aplicação de streaming
Tolerância a Fa-
lha
MapReduce é altamente tolerante a falha.
Quando há falha no Hadoop, ele não pre-
cisa reiniciar a aplicação. Suporta a tole-
rância a falha por meio da replicação
O Spark Streaming recupera a tarefa per-
dida sem configuração extra, utiliza o RDD
e vários modelos de armazenamento de da-
dos para tolerância a falha, minimizando a
E/S da rede
Mecanismo baseado em snapshots distri-
buídos da Chandy-Lamport
Escalabilidade MapReduce é escalável, foi utilizado na
produção de dezenas de milhares de nós.
É altamente escalável, em função das ne-
cessidades é possível adicionar o número
de nós. Um grande cluster Spark conhe-
cido é de 8000 nós
É altamente escalável
Segurança Suporta a autenticação kerberos (proto-
colo de rede para comunicações seguras
em uma rede insegura).
Suporta autenticação via segredo compar-
tilhado (autenticação por palavra passe).
Se o Spark for utilizado no HDFS poderá fa-
zer o uso do ACLs (Access Control List).
Também pode ser executado no YARN para
beneficiar da autenticação kerberos
Suporta autenticação de utilizadores por
meio da infraestrutura do Hadoop/ Ker-
beros, os programas de streaming podem
se autenticar como intermediários de fluxo
via SSL(Secure Socket Layer).
Escalonadores Possui dois escalonadores para carga de
trabalho multi-utilizador: Fair Scheduler e
Scheduler capacity. Para fluxos complexos,
precisa de um escalonador de tarefa ex-
terno como o Oozie.
Atua em seu próprio escalonador de fluxo Pode usar o YARN Scheduler, mas também
possui seu próprio escalonador
Análise em
Tempo Real
MapReduce Falha no processamento de da-
dos em tempo real por ter sido projetado
para processar grande volume de dados em
batch.
Pode processar dados em tempo real, isto
é, dados provenientes de fluxos de eventos
em tempo real
Usado principalmente para análise de da-
dos em tempo real
Compatibilidade Hadoop MapReduce e Spark são compatí-
veis. O Spark compartilha todas as compa-
tibilidades do MapReduce para origens de
dados, formatos de arquivos e ferramen-
tas de business intelligence via JDBC (Java
Database Connectivity) e ODBC (Open Da-
tabase Connectivity).
Pode ser executado em cluster do Hadoop
por meio do modo Stand-alone do YARN
e pode processar dados em HDFS, HBase,
Cassandra e Hive
Fornece um pacote de compatibilidade do
Hadoop para agrupar as funções imple-
mentadas nas interfaces do Hadoop Ma-
pReduce e incorporá-las aos seus progra-
mas.
2.5.2 Comparação em Termos de Desempenho
O Spark e o Hadoop, embora sejam projetos separados, estão intimamente relacionados entre
si como componentes críticos do cenário de big data [29]. O Hadoop armazena os dados inter-
médios num sistema de ficheiros (HDFS) baseado em disco [42]. Isso afeta seu desempenho e
torna-o inadequado para aplicações em tempo real [11],enquanto que o Spark armazena estes
dados nas memórias dos nós de computação distribuída como (RDD), o que o torna mais rápido
[42]. O micro-batch usado pelo Spark pode não ser rápido o suficiente em sistemas que exigem
latência muito baixa, pelo que o Flink se encaixa perfeitamente nesses sistemas, pois usa nati-
vamente fluxos para todos os tipos de cargas de trabalho [13]. O MapReduce lê dados do disco
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e após uma iteração específica, envia resultados para o HDFS e lê novamente os dados do HDFS
para a próxima iteração. Este processo aumenta a latência e torna o processamento de gráficos
lento enquanto que o Spark possui uma biblioteca de computação gráfica (GraphX). O suporte
gráfico e a computação na memória permitem que o algoritmo tenha um bom desempenho [41].
O Apache Spark é outro sistema de processamento em batch, mas é relativamente mais rápido
que o Hadoop MapReduce, guarda em cache grande parte dos dados de entrada na memória
por RDD e mantém dados intermédios na própria memória, grava os dados no disco sempre que
necessário. Em contraste, o Flink tem um processamento completamente iterativo em seu me-
canismo baseado em fluxos de dados cíclicos (uma iteração, uma programação) [13]. O Spark
é 100 vezes mais rápido que o MapReduce [7], mas o desempenho do Apache Flink é excelente
em comparação com qualquer outro sistema de processamento de dados pois usa operadores
nativos de iteração de loop fechado que tornam a aprendizagem máquina e o processamento de
gráficos mais rápidos em comparação com Hadoop e o Spark [7].
2.6 Trabalhos Relacionados
Muitos estudos têm sido realizados por diversos investigadores para comparar o desempenho
das principais plataformas de big data: Hadoop, Spark e Flink. Esta subsecção é dedicada a
trabalhos de investigação sobre análise e comparação do desempenho do Hadoop, Spark e Flink.
Uma investigação reportada em [42] por Han et al. mostra o impacto do tamanho da memória
no processamento distribuído de grande volume de dados, comparando o o tempo de execu-
ção do algoritmo K-means do benchmark HiBench em clusters Hadoop e Spark, com diferentes
tamanhos de memórias alocadas aos nós. Han et al. fizeram experiências usando o algoritmo
K-means, que é um dos algoritmos de aprendizagem de máquina representativos fornecidos pelo
benchmark HiBench. Aumentaram o tamanho dos dados de 1 a 8 GB usando o benchmark Ge-
nerator do HiBench. Os resultados das experiências por eles realizadas demonstraram que o
cluster do Spark é mais rápido que o cluster do Hadoop, desde que o tamanho da memória seja
grande o suficiente para o tamanho dos dados. Mas, com o aumento do tamanho dos dados, o
cluster do Hadoop supera o cluster Spark, pois com esse aumento dos dados, o Spark precisa
substituir os dados do disco por dados em cache de memória e isso requer mais tempo e diminui
rapidamente a taxa de processamento dos dados. Por outro lado, Mavridis e Karatza [11] com-
pararam o desempenho de aplicações de análise de logs realistas no Hadoop e no Spark. Eles
Compararam experimentalmente o Hadoop e o Spark e avaliaram o desempenho, investigando o
tempo de execução, a escalabilidade, a utilização de recursos, o custo e o consumo de energia.
Realizaram várias experiências com diferentes números de nós escravos, tamanhos de ficheiro
de entrada e tipos de aplicação. Estudaram o tempo total de execução das aplicações de aná-
lise de log do Hadoop e Spark. Mavridis e Karatza relataram que o Spark devido à exploração
efetiva da memória principal e o uso de técnicas de otimização de eficiência era mais rápido
do que o Hadoop em todos os casos. Samadi et al. [12] apresentaram uma comparação de
desempenho entre duas plataformas populares de big data implantadas em máquinas virtuais.
Para comparar o desempenho, os autores utilizaram o pacote de benchmark HiBench, com base
em três critérios: tempo de execução, taxa de transferência e aumento de velocidade. Testa-
ram a carga de trabalho do Wordcount com diferentes tamanhos de dados para resultados mais
precisos. Os resultados experimentais por eles obtidos demonstraram que o desempenho dessas
plataformas varia significativamente com base na implementação do caso de uso. Além disso,
a partir dos resultados concluíram que o Spark é mais eficiente que o Hadoop para lidar com
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uma grande quantidade de dados e que necessita de alocação de memória mais alta. Garcia-Gil
et al. [13] no seu artigo reportaram um estudo comparativo sobre a escalabilidade do Apa-
che Spark e Apache Flink, usando as bibliotecas de Machine Learning correspondentes para o
processamento de dados em batch. disso, analisaram o desempenho das duas bibliotecas de
aprendizagem máquina que o Spark possui atualmente, MLlib e ML. Para as experiências foram
usados os mesmos algoritmos e o mesmo conjunto de dados. conjunto de dados. Os resultados
obtidos mostraram que o Spark MLlib tem melhor desempenho e tempos de execução mais bai-
xos do que o Flink. Para Marcu et al. [43], nenhuma das duas plataformas supera a outra para
todos os tipos de dados, tamanhos e padrões de trabalho, tendo mostrado isso num artigo onde
avaliaram diretamente o desempenho do Spark e do Flink, onde desenvolveram uma metodolo-
gia para correlacionar as configurações dos parâmetros e o plano de execução dos operadores
com o uso dos recursos. Em [14], Veiga et al. Veiga et al. abordam o problema da avaliação
comparativa do Hadoop, Spark e Flink usando cargas de trabalho de Big Data representativas e
considerando fatores como desempenho e escalabilidade. Veiga et al. caracterizaram o com-
portamentos das plataformas pela modificação de alguns dos principais parâmetros das cargas
de trabalho, como tamanho do bloco HDFS, tamanho dos dados de entrada, rede de interconexão
ou configuração de encadeamento. Os resultados experimentais obtidos mostram que substituir
o Hadoop por Spark ou Flink pode levar a melhorias significativas no desempenho. Existem es-
tudos de desempenho de cada uma das plataformas consideradas nesta dissertação, assim como
estudos de desempenho envolvendo a comparação entre o Apache Hadoop e Apache Spark e a
comparação entre o Apache Spark e o Apache Flink. No entanto, existem relativamente poucos
estudos comparativos do desempenho das plataformas Hadoop, Spark e Flink. Nesta dissertação
é apresentada uma comparação do desempenho das plataformas Hadoop, Spark e Flink usando
o Benchmark Hibench-master 7.
2.7 Conclusão
Este capítulo forneceu o background que servem de base para tornar claro o tema em estudo,
foram apresentados os conceitos necessários para a compreensão do Hadoop, Spark e Flimk e
trabalhos relevantes feito na área de big data. O Hadoop, o Spark e o Flink são projetos de código
aberto da Apache Software Foundation e representam as plataformas mais utilizados na análise
de grande conjunto de dados. A principal diferença entre os três está no processamento: o Spark
faz o processamento dos dados na memória, já o Hadoop MapReduce lê e escreve os dados no
disco. Isto conduz a diferentes desempenhos em termos de velocidade de processamento. Em
quanto que o Flink fornece um único tempo de execução para o fluxo e o processamento em
batch, o Spark pode ser até 100 vezes mais rápido do que o Hadoop se o volume de dados for
baixo. O Hadoop MapReduce é capaz de processar conjuntos de dados maiores do que Spark, mas
o Flink processa dados mais rapidamente que o Spark devido à sua arquitetura de streaming.
A escolha de uma das três platformas depende muito das necessidades das aplicações: para
o processamento de grandes volumes de dados, uma boa alternativa é o Hadoop MapReduce;
para processamento iterativo e processamento gráfico, o Spark apresenta vantagens; mas para
análise em tempo real, processamento de fluxo de dados contínuo, alta taxa de transferência
e baixa latência, o Flink apresenta vantagens. Grande parte da análise e comparação foi feita




Ambiente de Teste e Resultados Experimentais
3.1 Introdução
Neste capítulo são apresentadas as características do ambiente de teste bem como a configu-
ração das plataformas e os resultados experimentais obtidos. Este capítulo está organizado em
quatro secções. Depois desta secção introdutória, a Secção 3.2 apresenta uma introdução dos
benchmarks, categorias de benchmarks para big data e uma descrição do Hibench benchmark
suite que é o benchmark escolhido para avaliar os clusters; a secção 3.3é dedicada às caracte-
rísticas dos clusters onde foram instalados o Hadoop, o Spark e o Flink; a secção 3.4 é dedicada
à configuração das três plataformas Hadoop, Spark e Flink e aos resultados experimentais.
3.2 Benchmark
Em computação, um benchmark é um programa de computador que tem como objetivo avaliar o
desempenho relativo de um objeto normalmente executando uma série de testes padrões e en-
saios. O benchmarking é associado à avaliação de características de desempenho de hardware,
mas a técnica também é aplicável a software [44].
3.2.1 Categorias de Benchmarks para Big Data
os benchmarks existentes são agrupados em três categorias: Micro Benchmarks, End-to-End
Benchmarks e Benchmarks suites. A Tabela 3.1 mostra os benchmarks de big data para sistemas
relacionados com o Hadoop.
Tabela 3.1: Benchmarks agrupados em categorias (Adaptado de [45]).




É usada para avaliar componentes indivi-
duais do sistema ou comportamentos es-
pecíficos do sistema.
Hadoop built-in micro benchmarks, NN-
Bench, TestDFSIO, DFSCIOTest, Threaded-




É projetada para avaliar sistemas intei-
ros usando cenários de aplicações típicas,
cada cenário corresponde a uma coleção
de cargas de trabalho relacionadas.




São combinações de diferentes bench-
marks micro e/ou end-to-end e essas suí-
tes visam fornecer soluções abrangentes
de benchmarking.
HiBench, PUMA, MRBS, CloudSuite, BigDa-
taBench, HcBench.
Neste trabalho foi utilizado o benchmark suite HiBench, que foi desenvolvido pela Intel e que
consiste num conjunto de shell scripts publicados sob a licença Apache 2 [46].
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3.2.2 HiBench
O HiBench é um conjunto de benchmark de big data que ajuda a avaliar diferentes estruturas
de big data em termos de tempo de execução, throughput e utilização de recursos do sistema.
Contém um conjunto de cargas de trabalho para Hadoop, Spark, streaming e Flink, incluindo
Sort, WordCount, TeraSort, Sleep, SQL, PageRank, indexação Nutch, Bayes, K-means, NWeight
e DFSIO aprimorado. A versão atual do Hibenche, HiBench-master 7 [10] possui um total 19
cargas de trabalho, divididas em 6 categorias de benchmarks que são: micro, ml (aprendizagem
de máquina), sql, gráfico, pesquisa na web e streaming [10]. A Tabela 3.2 mostra a constituição
dos benchmarks da suite Hibench-master 7 e suas respetivas cargas de trabalhos disponíveis
para o Hadoop, o Spark e o Flink. Na Tabela 3.2 vamos descrever apenas as cargas de trabalhos
utilizadas
Tabela 3.2: Constituição dos Benchmarks por Framework.






























































O Sort é uma carga de trabalho que classifica os dados de entrada de texto que são gerados
usando RandomTextWriter. [10]. O programa sort depende da plataforma do Hadoop para
classificar os resultados finais e tanto as suass funções map e reduce são funções que
emitem diretamente a entrada, pares de chave-valores como saída. A classificação dos
dados é feita automaticamente durante o Shuffle and Merge. Este processo esta ligado a
I/O-bound [47].
• WordCount (contagem de palavras)
O Wordcount conta a ocorrência de cada palavra nos dados de entrada que são gerados
usando RandomTextWriter. Ele é representativo de outra classe típica de tarefas MapRe-
duce do mundo real - extrai uma pequena quantidade de dados interessantes de um grande
conjunto de dados. Este processo está ligado à CPU [10]. No WordCount, cada tarefa de
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mapa emite (word, 1) para cada palavra na entrada, o combinador calcula a soma parcial
de cada palavra em uma tarefa map e a tarefa de redução simplesmente calcula a soma
final para cada palavra [47].
• TeraSort
O TeraSort é uma referência padrão criada por Jim Gray. Os seus dados de entrada são
gerados pelo programa de exemplo Hadoop TeraGen [10]. Os dados de entrada para essa
carga de trabalho são gerados ao executar o script de preparação que cria 10 bilhões de
registros de 100 bytes gerados pelo programa TeraGen contido na Distribuição do Hadoop.
TeraGen usa map ou reduz para produzir dados, dividindo o número desejado de linhas pelo
número desejado de tarefas e atribui intervalos de linhas a cada mapa. O TeraSort coleta
amostras dos dados de entrada e usa o map ou reduz para classificar os dados em uma
ordem total. O processo é limitado pela CPU durante o fase Mapeamento e I/O durante a
fase de Redução [47].
Machine Learning - As cargas de trabalho contidas nesta categoria de benchmarks são incluídas
no HiBench porque representam um dos usos importantes da aprendizagem máquina em grande
escala [47]:
• K-means clustering (Kmeans)
O K-means (um algoritmo de agrupamento para descoberta de conhecimento e mineração
de dados) testa o armazenamento em cluster. O conjunto de dado de entrada é gerado
pelo GenKMeansDataset com base na Distribuição Uniforme e na Distribuição Guassiana
[10]. Essa carga de trabalho, primeiro calcula o centróide de cada cluster executando um
trabalho do Hadoop de forma iterativa, até o número máximo de iterações ser atingido.
Depois disso, ele executa um trabalho de cluster atribuindo cada amostra a um cluster.
Esse processo é limitado pela CPU durante a iteração e ligado à E/S durante o agrupamento
[47].
Benchmarks Websearch - As cargas de trabalho Nutch Indexing e PageRank estão incluídas no
HiBench para avaliar as plataformas de big data porque representam um dos usos mais signifi-
cativos de MapReduce (sistemas de indexação de pesquisa em grande escala) [47]:
• PageRank (pagerank)
Esta carga de trabalho faz o benchmark do algoritmo PageRank implementado nos exem-
plos de referência do Spark-MLLib / Hadoop. A fonte de dados é gerada a partir de dados
da Web cujos hiperlinks seguem a distribuição Zipfian [10]. Ele calcula as fileiras das
páginas da web de acordo com o número de links de referência. A carga de trabalho do
PageRank consiste em uma cadeia de tarefas do Hadoop, entre os quais vários trabalhos
são iterados até a condição de convergência ser satisfeita. Este processo esta ligado a
CPU-bound [48].
As cargas de trabalho dos benchmarks possuem vários perfis de escalas de dados: tiny, small,
large, huge, gigantic e bigdata. Entre estes selecionamos as escalas small, large e gigantic [49],
devido à limitação de recursos para big data. Na nossa experiência, utilizamos cinco cargas de
trabalho do HiBench-master 7 incluindo Pagerank, Sort, Terasort e Wordcount e K-means. O
tamanho dos dados de entrada são variáveis, pois são gerados automaticamente executando o
scripts de preparação em cada referência. Para entender a diferença e comparar as platafor-
mas, utilizamos as seguintes métricas essenciais: tempo de execução das tarefas, throughput
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(número de tarefas concluídas por minuto), consumo de recursos (CPU, memória e E/S). A es-
colha do Hibench para avaliação das plataformas foi motivada pela disponibilidade, a facilidade
de configuração e por possuir cargas de trabalhos que suportam as características das três pla-
taformas como exemplo padrão e a similaridade da implementação utilizando Hadoop, Flink e
o Spark.
Para avaliação do desempenho das plataformas Hadoop, Spark e Flink foram usadas as métricas
tempo de execução e Throughput, as quais são definidas da seguinte forma:
• Tempo de Execução: É o tempo necessário que uma plataforma leva para executar uma
carga de trabalho. É a diferença entre o tempo de início e a hora de término. Considera-se
que tem melhor desempenho o que tiver menos tempo decorrido e esse tempo é medido
em segundos.
• Throughput: É a quantidade de trabalho que pode ser executada em um determinado
período de tempo. É medido em byte/segundo. Tem melhor desempenho o que executar
mais trabalho.
3.3 Ambiente de Teste
Esta secção apresenta as caraterísticas de software e hardware onde foram instaladas as plata-
formas, bem como as configurações das mesmas.
3.3.1 Instalação do Cluster do Hadoop, Spark e Flink
A experiência foi realizada em um cluster homogéneo com quatro máquinas físicas, sendo um
nó master e três nós slaves, todos conectados a um switch Fast Ethernet 10/100 Base-TX. As
configurações detalhadas de hardware e software do servidor são mostradas na Tabela 3.3. To-
das as máquinas estão conectadas à mesma rede (10.0.5.0/25) através de um switch com oito
portas em 10/100 Base-TX para permitir a comunicação entre elas. Também foi configurado
o protocolo SSH para permitir o acesso remoto das mesmas. As três plataformas foram confi-
guradas no modo distribuído. Tanto o Spark (utiliza o YARN para gestão de recursos) como o
Flink utilizam o HDFS para armazenamento dos dados. Fizemos os benchmarkings do Hadoop e
Spark utilizando os benchmarks, micro, machine learning e websearch com geradores de dados
das cargas de trabalhos correspondentes contidos na versão atual Hibench-master 7. Utiliza-
mos as configurações recomendadas nos ficheiros de configuração das plataformas. Todas as
ferramentas utilizadas foram escolhidas devido à disponibilidade, abertura de código facilidade
de implementação, acessibilidade, uso frequente por empresas que utilizam tecnologias de big
Data e por terem uma comunidade de desenvolvimento ou contribuidores ativos e disponíveis
para dar suporte para quaisquer erros.
3.3.2 Configuração das Plataformas
Os Clusters do Hadoop, do Spark e do Flink foram instalados ao descompactar o software em
todos os nós no cluster. Um nó no cluster foi designado de hadoop-master que é o nó principal
no qual estão em execução o Namenode e o ResourceManager (para o Hadoop), O Master e o
Resource Manager (para o Spark), e o JobManager (para o Flink). As três máquinas restantes
no cluster são chamadas de Slaves (Slave1, Slave2 e Slave3) nas quais estão em execução o
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Tabela 3.3: Configuração de Hardware e Software das máquinas.
Descrição de Software e Hardware Utilizados
Processador Intel(R)Core(TM) i7-7700 CPU @ 3.60GHz*8 4 cpu-core
Placa Gráfica Intel® HD Graphics 630 (Kaby Lake GT2)
Memória 15,5 GB




Spark versão Spark -2.2.0
Flink versão Flink -1.0.3
Hibench versão Hibench-master -7.0
NodeManager, Datanode (Hadoop), worker (Spark) e o taskmanager (Flink). Antes da instalação
e configuração das plataformas, foi instalado o java e configurado o SSH em todo o cluster.
As etapas de instalação e configuração encontram-se no Apêndice A. As figuras 3.1, 3.2 e 3.3
abaixo apresentam os clusters do Hadoop, do Spark e do Flink configurados.
Figura 3.1: Cluster do Hadoop configurado.
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Figura 3.2: Cluster do Spark configurado.
Figura 3.3: Cluster do Flink Configurado.
3.4 Análise dos Resultados Experimentais
Nesta secção apresentamos os resultados das experiências que avaliam e caracterizam as pla-
taformas do Hadoop, Spark e Flink executando os benchmarks do HiBench-master 7.
3.4.1 Caracterização dos Recursos Utilizados pelo Hadoop e pelo Spark
As figuras de 3.4- 3.13 mostram os recursos utilizados pelos clusters do Hadoop e Spark ao execu-
tarem as cargas de trabalho (sort, terasort, wordcount, pagerank e k-means ) do Hibench-master
7: memória, rede, CPU e Disco E/S. A análise dos recursos foi feita depois de serem executadas
as cargas de trabalho com a escala de dados gigantic que foi o maior volume de dados utilizados
no teste.
A carga de trabalho Sort simplesmente transforma os dados (de uma representação para outra),
em função disso os dados de entrada, os dados aleatórios (da fase shuffle) e a sáida das tare-
fas de sort geralmente possuem os mesmos tamanhos. O processo de classificação dos dados
(feito automaticamente durante o Shuffle and Merge) está ligado à E/S do disco. Nas figuras
3.4-Hadoop e 3.5-Spark podemos observar que o Hadoop ao executar o sort tem maior utiliza-
ção da CPU durante a fase map e o princípio da fase reduz, envolvendo até 50% as tarefas do
utilizador, as tarefas do sistema e a espera no processo E/S tem envolvimento de até 25%; têm
maior envolvimento na fase reduz para o Spark as tarefas do utilizador envolvem cerca de 50%
do tempo da CPU e as tarefas do sistema e a espera E/S têm um envolvimento de mais ou menos
25%. Para E/S do Disco nota-se que no Hadoop são lidos e escritos aproximadamente 228.88
MiB/s e são realizadas mais ou menos 750 iops operações de leitura e escrita, já no Spark mais
ou menos 228.88MiB/s são lidos e escrito e realizadas cerca de 1800 iops operações de leitura
e escrita. Durante o início do job e a fase reduz a Memória principal é utilazada até mais ou
menos 50% e tendo ocupação do buffer cache de quase 100% tanto para o Hadoop quanto para
o Spark. Na rede, o número de pacotes enviado é o mesmo que recebidos com um valor 30370
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Figura 3.4: Utilização do sistema Hadoop executando o Sort.
Figura 3.5: Utilização do sistema Spark executando o Sort.
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pacotes, 316 pacotes falhados para o Hadoop enquanto isso no Spark há oscilação nesses valore
onde são enviados e recebidos 32334 pacotes contra 825 pacotes falhados. O Spark usa mais a
rede durante a fase intermediaria.
Figura 3.6: Utilização do sistema Hadoop executando o Wordcount.
Figura 3.7: Utilização do sistema Spark executando o Wordcount.
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As figuras 3.6-Hadoop e 3.7-Spark mostram o consumo dos recursos ao executar a carga de tra-
balho Wordcount. Como ela extrai uma pequena quantidade de dados de um grande conjunto
de dados, o shuffle e a saída dos dados são menores do que a entrada. Como consequência,
ao ser executado no Hadoop consome aproximadamente 50% da memória principal e mais de
90% do buffer cache, enquanto que o Spark consome aproximadamente 25% da memória e quase
100% do buffer-cache. o Hadoop utiliza até aproximadamente 50% do tempo da CPU nas tarefas
do utilizador (no início do job e da fase reduz), o mesmo valor é utilizado no Spark do início do
job até quase o final do Job onde a percentagem é reduzida, e 6% na espera E/S para Hadoop e
cerca de 25% para o Spark. O Hadoop lê cerca de 246.04 MiB/s e escreve cerca de 143.05 MiB
do início do job até um pouco mais da fase reduz. Estes valores são mais baixos no final do job,
sendo realizadas aproximadamente 880 IO operações de leitura e 316 IO operações de escrita no
disco. Já no Spark são cerca de 228.88 MiB lidos e 25.94 MiB escritos, mais de 1500IO operações
de leitura. Enquanto isso, em termos de rede no Hadoop, um máximo de até 13220 pacotes são
enviados e recebidos, 83 pacotes com erros, cerca de 10159 pacotes enviados e recebidos, não
se nota pacotes com erros no Spark.
Figura 3.8: Utilização do sistema Hadoop executando o Terasort.
Figura 3.9: Utilização do sistema Spark executando o TeraSort.
As figuras 3.8-Hadoop e 3.9-Spark apresentam o consumo dos recursos ao executar a carga de
trabalho TeraSort (semelhante a sort ou à sua melhoria), tem processo limitado pela CPU du-
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rante a fase Map e no disco E/S durante a fase Reduce. No entanto, tanto o Hadoop como o
Spark consomem aproximadamente 50% da CPU nas tarefas do utilizador e na espera de E/S, mais
de 50% da memória principal e aproximadamente 100% do buffer cache é utilizado no Hadoop
enquanto que o Spark utiliza aproximadamente 50% da memória principal e próximo de 100%
o buffer cache. Aproximadamente 206.10 MiB são lidos e escritos, e mais de 900IO operações
de escrita e 300IO operações de leituras realizadas no Hadoop, enquanto que no Spark a maior
utilização do disco E/S acontece na operação de leitura (1200IO) e aproximadamente 150.73MiB
escritos. Tanto para o Hadoop como para o Spark, o maior consumo da rede acontece na fase
intermediária.
Figura 3.10: Utilização do sistema Hadoop executando o K-means.
A carga de trabalho K-means clustering consome a maior parte do tempo em iterações no cálculo
do centroide do cluster. O seu processo é limitado pela CPU durante a iteração e ligado à E/S do
disco durante o agrupamento. Nas figuras 3.10-Hadoop e 3.11-Spark pode-se observar que tanto
o Spark como o Hadoop consomem aproximadamente 50% da CPU nas tarefas do utilizador, mas
a espera E/S é maior no Spark (próximo de 25%). O Hadoop realiza mais de 900IO operações de
leitura em comparação ao Spark que atinge 750IO, ainda 143.05MiB lidos e escritos no Hadoop
contra aproximadamente 228.88 MiB lidos no Spark. Aproximadamente 50% da memória princi-
pal é usada tanto no Hadoop como no Spark. No Hadoop o buffer-cache é usado a cerca de 75%
contra aproximadamente 100% no Spark. Para o Spark há muita oscilação no consumo da rede
mas pode enviar e receber pacotes maiores e apresenta um número muito reduzido de erros em
relação ao Hadoop.
Portanto, o Spark ao executar o PageRank utiliza aproximadamente 90% do CPU nas tarefas do
utilizador, enquanto que o Hadoop utiliza cerca de 50%. As tarefas do sistema e a espera E/S
têm utilização baixa para ambas. São mais ou menos 90IO operações de escrita e leitura no
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Figura 3.11: Utilização do sistema Spark executando o K-means.
Figura 3.12: Utilização do sistema Hadoop executando o PageRank.
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Figura 3.13: Utilização do sistema Spark executando PageRank.
Hadoop e no Spark e mais de 71.53 MiB escritos e lidos no Hadoop contra cerca de 47.68 MiB
escritos e lidos no Spark. O Hadoop e o Spark utilizam aproximadamente 50% da memória prin-
cipal, fazendo mais uso do buffer cache o Spark com mais 75% contra 50% do Hadoop. Portanto,
tanto para Hadoop como para o Spark, em todas as cargas de trabalho, a maior parte da utiliza-
ção da memória acontece no buffer cache para não sobrecarregar o disco, e a CPU tem maior
envolvimento com as tarefas do utilizador, mas, de um modo geral, o Hadoop utiliza mais a
rede. Para o Wordcount e K-means, o Spark faz maior utilização da E/S e do disco devido ao
tamanho dos dados de entrada quando a memória não é suficiente.
3.4.2 Comparação de Desempenho Entre o Hadoop e o Spark
Nesta subsecção é apresentada a análise dos resultados obtidos da avaliação das plataformas
Hadoop e Spark. Para melhor comparação e para obter resultados precisos, usamos os mesmos
tamanhos de dados de entrada para as duas plataformas. A tabela 3.4 abaixo mostra os re-
sultados da execução de todas as cargas de trabalho para o Apache Spark e o Apache Hadoop,
incluindo tamanho de dados de entrada, tempos de execução, throughput (byte/s) e a taxa de
transferência por nó. Os dados apresentados na tabela 3.4 representam os resultados das várias
experiências realizadas, com vários tipos de dados e vários tamanhos de dados de entrada.
Foi avaliado o desempenho do Hadoop e do Spark utilizando as métricas: tempos de execução
e o throughput para as cargas de trabalho já referidas. Foram utilizadas três iterações para
o Pagerank e cinco iterações para o K-means respetivamente. Os tamanhos de entrada dos
dados de todas as cargas de trabalho bem como o resultado das suas execuções em termos de
tempo e bytes carregados são apresentados na tabela 3.4. Para todos os gráficos apresentados
a seguir: nos gráficos à esquerda, o eixo vertical apresenta o tempo de execução (em segundo)
das plataformas para as cargas de trabalhos, o eixo horizontal são apresentadas todas as cargas
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Tabela 3.4: Resultado da execução de todas as cargas de trabalho para o Hadoop e para o Spark.
Plataformas Cargas de Trabalho Tamanho de Dados de Entrada Tempo de Execução (s) Troughput (byte/s) Troughput/nó
small large gigantic small large gigantic small large gigantic small large gigantic
Hadoop
Sort 3.3MB 328.49MB 32.85GB 17.323 26.084 1495.167 189835 12593846 21970227 63278 4197948 7323409
Terasort 320MB 3.2GB 320GB 26.674 134.233 21982.894 11996700 23839145 14556773 3998900 7946381 4852257
Worcount 328.5MB 3.285GB 328.45GB 23.422 102.303 11941.524 14025050 32109630 27508333 4675016 10703210 9169444
Kmeans 602.46MB 4GB 40.2GB 194.062 504.693 3894.154 3104485 7958049 10313830 1034828 2652683 3437943
PageRank 5000 pages 500000pages 110.511 207.658 16389 1251807 5463 417269
Spark
Sort 3.3MB 328.49MB 32.85GB 60.646 68.134 840.163 54224 4821350 39098555 18074 1607116 13032851
Terasort 320MB 3.2GB 320GB 86.423 188.236 12915.405 3702718 16999936 24776613 1234239 5666645 8258871
Worcount 328.5MB 3.285GB 328.45GB 69.117 105.759 1777.753 4752734 31060349 184779002 1584244 10353449 61593000
Kmeans 602.46MB 4GB 40.2GB 82.386 129.611 4183.474 7312681 30987892 9600548 2437560 10329297 3200182
PageRank 5000pages 500000pages 45.252 840.163 40024 2391776 13341 797258
de trabalhos. No gráfico à direita o eixo vertical apresenta o throughput e o eixo horizontal
as cargas de trabalho. A cor azul representa o cluster do Hadoop e a cor cinzenta o cluster do
Spark executando as cargas de trabalho com escala de dados: small, large e gigantic.
Figura 3.14: Tempo de Execução e Taxa de Transferência das plataformas para a escala de dados small.
A figura 3.14 acima representa o tempo de execução e a taxa de transferência das plataformas
Hadoop e Spark as cargas de trabalho executadas com tamanhos de dados small. Como podemos
observar nos gráficos da figura 3.14 o Hadoop apresentou melhor desempenho e maior rendi-
mento ao executar as cargas de trabalhos sort, terasort e wordcount, pois levou menos tempo
do que o Spark. Enquanto que o Spark teve melhor desempenho maior rendimento ao executar
o pagerank e o k-means pois fez menos tempo de execução em relação ao Hadoop. O Hadoop
mostrou ser entre 3,5x a 2x mais rápido do que o Spark ao executar o sort, o terasort e o word-
count em contrastes com o Spark que para o k-means e o pagerank foi 2,4x mais rápido.
Figura 3.15: Tempo de Execução e Taxa de Transferência das plataformas para a escala de dados large.
A figura 3.15 acima representa o tempo de execução e o throughput das plataformas Hadoop
e Spark para as cargas de trabalho executadas com a escala de dados large. Como podemos
observar nos gráficos da figura 3.15, o Hadoop apresentou melhor desempenho ao executar as
cargas de trabalhos sort, terasort, wordcount (a diferença do tempo de execução aqui foi pe-
quena) e pagerank, pois levou menos tempo do que o Spark. O Hadoop apresentou desemepenho
inferior ao executar o pagerank e, em contrapartida, o Spark apresentou melhor desempenho
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para o pagerank e melhor desempenho ao executar o k-means pois apresentou menor tempo de
execução. O Hadoop mostrou ser entre 4x a 1x mais rápido do que o Spark ao executar o sort,
terasort, wordcount e o pagerank, em contraste com o k-means, o Spark foi 3,9x mais rápido
do que o Hadoop.
Figura 3.16: Tempo de Execução e Taxa de Transferência das plataformas para a escala de dados gigantic.
A figura 3.16 acima representa o tempo de execução e o throughput das plataformas Hadoop
e Spark para as cargas de trabalho executadas com a escala de dados gigantic. Como podemos
observar nos gráficos da figura 3.16, os resultados são completamente contrários ao que acon-
tece com os dados small e large. O Spark apresentou melhor desempenho ao executar as cargas
de trabalhos sort, terasort, wordcount, mas apresentou um desempenho inferior ao executar o
wordcount e o k-means, enquanto que o Hadoop teve melhor desempenho ao executar o k-means
(apesar de a diferença ser muito pequena), teve menor tempo de execução e apresentou melhor
desempenho no wordcoun e k-means. O Spark carregou menos bytes ao executar o wordcount e
o kmeans mas mostrou ser entre 6x a 1x mais rápido do que o Hadoop ao executar o sort, terasort
e o wordcount, em contraste, para o k-means, o Hadoop teve quase o mesmo desempenho que
o Spark. Nesta experiência não foi possível executar o pagerank com este tamanho de dados,
pois o Spark reclamou memória insuficiente.
Para as cargas de trabalho wordcount, sort e terasort, o Hadoop apresentou melhor desempe-
nho em relação ao Spark com as escalas de dados small e large, mas quando mudamos para a
escala gigantic o seu desempenho baixou, enquanto que para o K-means e o pagerank o Hadoop
apresentou melhor desempenho com tamanho dos dados maior e o Spark o seu desempenho
melhorou com dados menores. Portanto, observou-se que o desempenho das duas plataformas
é relativo dependendo de vários fatores tais como: o tamanho da memória, parâmetros de con-
figuração, tipo de aplicação e o tamanhos dos dados. Podemos dizer que embora o Spark seja
em geral mais rápido que o Hadoop em operações iterativas, precisa de consumir mais memória.
Além disso, para essas cargas de trabalho iterativas como k-means e pagerank, o desempenho do
Spark enfraqueceu à medida que o tamanho dos dados de entrada ia aumentando e no momento
em que a memória não era suficiente para armazenar resultados intermediários recém-criados
e criar novos RDDs necessitando de substituição no disco. O pagerank e o K-means foram exe-
cutados com iterações que requerem muito uso de memória. Por outro lado, nesta experiência
para as cargas de trabalho sort, worcount e terasort com a escala de dados small e large o Spark
apresentou fraco desempenho devido ao tipo de associação sortMerge que o spark utiliza por
definição pois é mais adequado para conjunto de dados grandes. Mantivemos o sortMerge pois
precisávamos também de trabalhar com dados grandes.
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3.4.3 Comparação de Desempenho Entre o Hadoop, o Spark e o Flink Para o
Wordcount
Nesta experiência comparamos as três plataformas Hadoop, Spark e Flink executando o pro-
grama wordcount dos seus respetivos ficheiros de exemplos. Os dados de entrada foram gera-
dos pelo script de preparação da carga de trabalho wordcount do Hibench-master. O Spark e
o Flink nesta fase executaram a carga de trabalho no modo autónomo, de forma distribuída,
utilizaram o sistema de ficheiros HDFS. Os tamanhos dos dados de entrada e os resultados do
de execução (em segundo) das três plataformas executando o wordcount são apresentados na
tabela 3.5 abaixo.
Tabela 3.5: Resultado da execução das plataformas Hadoop, Spark e Flink para o Wordcount.
Tamanho dos Dados
Tempo de Execução (s)
Hadoop Spark Flink
2 MB 12 1 1
392MB 37 36 22
8GB 318 720 741
38GB 1670 3585 1957
Wordcount é uma boa ferramenta para avaliar o componente de agregação em cada plataforma,
já que tanto o Spark quanto o Flink usam um combinador do lado do mapa para reduzir os dados
intermediários.
Figura 3.17: Tempo de execução das plataformas Hadoop, Spark e Flink para o Wordcount.
A figura 3.17 mostra uma comparação do desempenho do Hadoop, Spark e Flink executando a
carga de trabalho Wordcount obtida dos seus ficheiros de exemplos, com diferentes tamanhos
de entrada dos dados de entrada que vão de 2MB a 38GB e as diferentes cores nas barras do
gráfico apresentam as plataformas (Hadoop, Spark e Flink). Os dado utilizados no gráfico estão
apresentados na tabela 3.5. Ao representarmos os tamanhos de dados de 2MB no gráfico tivemos
de multiplicar por 100 para permitir a visualização e por 10 o tamanho de dados de 392MB.
Podemos observar no gráfico acima que o Spark e o Flink tiverammelhor desempenho em relação
ao Hadoop quando executaram o wordcount com um tamanho de 2MB e 392MB. O Flink teve
melhor desempenho sendo 1,7x mais rápido que o Hadoop e o Spark. A medida que o tamanho
dos dados aumentava de 8GB a 38GB, o Flink e o Spark baixaram o desempenho enquanto que o
Hadoop melhorou o desempenho sendo mais rápido do que o Spark e o Flink. O Flink mostrou-
se mais rápido que o Spark na execução dos dados com tamanho de 38GB. O Flink processa os
dados de uma vez ao contrário do Spark que processa os dados em micro-batch. Alguns nós no
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cluster são muito mais lentos que outros influenciando assim o desempenhos das plataformas.
Ao longo das experiências, os nós no cluster do Flink eram perdidos (tendo em conta que o Flink
não assume máquinas uniformes no cluster) e tendo sido executado o wordcount na maior parte
das vezes com menos uma máquina, isto, de certa forma influenciou no desempenho do Flink.




2 MB 12 1 0,698
392MB 37 36 22
8GB 318 720 316
38GB 1670 3585 1497
Alteramos o valor padrão do parâmetro taskmanager.memory.fraction para 0,8 (está relacio-
nado com a gestão da memória, é a quantidade de memória reservada pelo taskmanager para
armazenamento em cache e classificação de tabelas hash) que têm maior influência no desem-
penho do Flink. Para o Spark não foi necessário alterar o valor deste parâmetro, pois apesar
de ser relevante é recomendado manter o valor padrão 0,6 ( esses valores são aplicados à mai-
oria das cargas de trabalho). Após o ajuste desse parâmetro, observamos que houve melhoria
no desempenho do Flink. A tabela 3.6 apresenta o tempo de execução do Flink ao executar o
Wordcount após o ajuste do paramêtro
Figura 3.18: Tempo de execução das plataformas Hadoop, Spark e Flink para o wordcount.
A figura 3.18 apresenta a comparação das plataformas Hadoop, Spark e Flink após o ajuste do
Flink. Podemos observar que o Flink melhorou o seu desempenho e mostrou quase o mesmo
desempenho que o Hadoop (para todos tamanhos dos dados exceto para 2MB onde se mostrou
17x mais rápido) e mais rápido do que o Spark. O Spark para tamanhos de entrada de 2MB e de
392MB mostrou melhor desempenho em relação ao Hadoop, mas, à medida em que os tamanhos
iam aumentando, o seu desempenho degradava-se. Aumentar o tamanho da fração de memória






As plataformas Hadoop, Spark e Flink são projetos de código aberto da Apache Software Founda-
tion e são as mais utilizadas na análise de grandes conjuntos de dados. A principal diferença que
conduz a diferentes desempenhos entre as plataformas Apache Hadoop, Apache Spark e Apache
Flink está no processamento: o Spark faz o processamento dos dados na memória, já o Hadoop
MapReduce lê e escreve os dados no disco. Isto influencia significativamente a velocidade de
processamento dado que o Flink fornece um único tempo de execução para o fluxo e o proces-
samento em batch. O Hadoop MapReduce é capaz de processar conjuntos de dados maiores do
que Spark, mas o Flink processa mais rapidamente que o Spark devido à sua arquitetura de stre-
aming. Neste trabalho foi avaliado o desempenho das plataformas Hadoop e Spark executando
as cargas de trabalho sort, terasort, wordcount, pagerank e k-means dos benchmarks: micro,
Machine Learning e Websearch num cluster homogéneo com quatro máquinas físicas compondo
três nós escravos e um mestre. Foi analisado a utilização dos recursos computacionais das três
plataformas tendo-se observado que o Spark na maior parte dos casos fez mais uso dos recursos
de CPU, disco e memória. Por outro lado, o desempenho também foi analisado chegando-se
à conclusão que para as cargas de trabalho wordcount, sort e terasort, o Hadoop apresentou
melhor desempenho em relação ao Spark com a escala de dados small e large, mas quando
mudamos para dados gigantic o seu desempenho baixou. Enquanto que para o K-means e para o
pagerank o Hadoop apresentou melhor desempenho com tamanho de dados de entrada maior ou
a escala gigantic e o Spark o seu desempenho melhorou com os dados da escala small e large. Os
resultados obtidos mostram que o desempenhos das duas plataformas nesta experiência é rela-
tivo dependendo da carga de trabalho, do tamanho dos dados de entrada, tamanho da memória
e da velocidades de processamento das máquinas. Foram também comparadas as plataformas
Spark e Flink executando o programa Wordcount dos seus ficheiros de exemplos, tendo-se ob-
servado que o Flink apresentou melhor desempenho que o Hadoop para todos os tipos de dados
de entrada, sendo 2x mais rápido que o Spark. O Spark apresentou melhor desempenho que o
Hadoop para tamanhos de dados de entrada de 2MB e 392MB, mas observou-se que o seu desem-
penho degradava-se com o aumento do tamanho dos dados de entrada. O desempenho do Flink
melhorou significativamente, sobretudo para tamanhos de dados de entrada de 8GB e 38GB,
após ser ajustado o valor do parâmetro de fração da memória.
4.2 Direções para Trabalho Futuro
Como trabalho futuro sugerimos aumentar a escala do cluster utilizando o testb Grid‘5000 com
maiores recursos computacionais e avaliar o desempenho do Apache Hadoop, Apache Spark com
os outros benchmarks contidos no Hibench-master 7 que não foram executados. Pretendemos
avaliar a plataforma Apache Flink executando os benchmarks do Hibench-master 7 diretamente
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A.1 Pré-requisitos de Instalação dos 3 Frameworks
O software Java JDK é o pré-requisito a ser instalado antes do Hadoop, Spark e Flink que pode
ser baixado do site da Oracle
1. Instalar os comandos do Java JDK:
Figura A.1: Instalação do Java
2. Configurar variáveis de ambiente para java:
3. Para configurar nomes de host e endereços IP no arquivo /etc/hosts foram adicionados os
nomes dos hosts e seus respetivos IP:
A configuração do cluster distribuído do Hadoop, Spark e Flink requer que o nó master acesse
e comunica com os nós slaves sem exigir qualquer senha. Portanto foi instalado SSH na porta
22 em todos os nós do cluster, para gerar a chave SSH sem frase secreta. Para que o nó master
acedesse os nós slaves sem senha, foi necessário copiar a chave pública do master para o ficheiro
authorized_keys em todos os slaves:
1. Instalar o SSH
A.2 Instalação e configuração do Hadoop
1. Download do arquivo de pacotes do Hadoop.
2. Configuração das variáveis de ambiente para o Hadoop:
3. Configuração dos ficheiros XML que se encontram na diretoria $HADOOP_HOME/etc/hadoop/conf:
nomeadamende core-site.xml, hdfs-site.xml, mapred-site.xml e yarn-site.xml e o hadoop-
env.sh, slaves e master.
Figura A.2: Configuração da variável de ambiente para java
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Figura A.3: Configuração dos Hosts
Figura A.4: Configuração do protocolo SSH
Figura A.5: Download Hadoop.
Configuração das propriedades do ficheiro Core-site.xml Configuração das propriedades do
ficheiro hdfs-site.xml Configuração das propriedades do ficheiroo Mapred-site.xml Confi-
guração das propriedades do ficheiro YARN-site.xml
4. Iniciar o cluster
Este processo é feito em todos os nós do cluster.
A.3 Instalação e Configuração do Spark
1. Download do ficheiro de pacotes do Spark.
2. Configuração dos ficheiros que se encontram na diretoria $Spark_HOME/conf: nomeada-
mende, slaves e master, spark . Configuração das propriedades do arquivo spark-conf
3. Iniciar o cluster do Spark
A.4 Instalação e configuração do Flink
1. Download Flink
2. Configuração do Ficheiro Flink-Conf.yaml
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Figura A.6: Variáveis de Ambiente para Hadoop
Figura A.7: Core site
Figura A.8: HDFS site
Figura A.9: MapReduce site
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Figura A.10: YARN site
Figura A.11: Elementos em Execução no Master e nos Slaves
Figura A.12:
Download Spark.




Figura A.15: Configuração do Flink
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