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Abstract 
Micron-sized dust grains have been successfully employed as non-perturbative probes to 
measure variations in plasma conditions on small spatial scales, such as those found in plasma 
sheaths. The dynamics of the grains can be used to map the forces due to electric fields present 
in the sheath, but the particle charge and electric field are difficult to measure independently. 
The problem is further complicated by the ion wake field which develops downstream of the 
dust grains in a flowing plasma. Within a sheath, ions are accelerated towards the charged 
boundary, and this ion flow creates a positively-charged spatial region downstream of the dust 
grain, called the ion wake.  The ion wake in turn modifies the interaction potential between the 
charged grains. Here we use a molecular dynamics simulation of ion flow past dust grains to 
investigate the interaction between the charged dust particles and ions. The charging and 
dynamics of the grains are coupled self-consistently and derived from the ion-dust interactions, 
allowing for detailed analysis of the wakefield-mediated interaction as the structural 
configuration of the dust grains changes. The decharging of a dust grain as it moves through 
the wake of an upstream particle and the attractive ion wakefield force are mapped for a range 
of ion flow speeds.  
 
I. Introduction 
Complex (or dusty) plasma systems are a special type of low-temperature plasmas, where 
micron-sized particles (or dust) can levitate and self-organize into strongly coupled fluids, 
field-aligned chains, and crystalline solids [1]–[5]. Such structures are commonly formed in 
streaming plasmas, where the ion and electron particles flow along the direction of an 
externally-applied electric field. When dust grains are immersed in such an environment, they 
become negatively charged, which makes them repel each other. However, the dynamical 
interaction of the dust particles with the ion flow often leads to attractive and non-reciprocal 
forces, which affect structure formation in those systems [6]–[8]. Therefore, the study of self-
organization, dynamics, and stability of dusty plasmas requires a proper understanding of the 
dust interaction with a streaming ion flow.  
As the ions pass near a negatively charged dust 
particle, depending on their velocity and 
proximity, their trajectories can be deflected, 
resulting in the formation of a wakefield 
structure downstream of the grain. A simplified 
theoretical approach for modeling this effect is 
to represent the ion wakefield as a point-like 
region of positive space charge (called the 
wakefield focus) located downstream of the 
grain (Fig. 1a) [9]–[11]. In this model, the 
wakefield focus can provide an attractive force 
for negatively charged dust particles located 
downstream, yielding field-aligned structure 
formation. Although the point-charge 
representation has been successful in 
demonstrating the non-reciprocal character of 
the grain-grain interaction, its application is 
often limited to strongly-coupled dusty plasma 
structures where the downstream position and 
magnitude of the point charge can be assumed 
constant. An alternative approach is the 
oscillating wakefield approximation [12], [13], 
where the downstream dust particle is assumed to interact with a superposition of ion acoustic 
waves generated by the upstream grain (Fig. 1b). Although this model is useful in the study of 
dusty plasma waves and instabilities, it cannot reveal the structure of the ion wakefield at the 
kinetic level. Since the point-charge mechanism emphasizes the electrostatic nature of the 
grain-grain interaction, while the oscillating wakefield representation highlights the wave-like 
character of the ion flow, combining features of the two models will enable proper mapping of 
the ion wakefield structure.  
To accomplish this, advanced numerical simulations are needed to resolve the trajectories of 
the individual ions and electrons, as well as the dynamics of the interacting dust grains in dusty 
plasmas. Possible candidates include Monte Carlo [14] or Particle-In-Cell (PIC) [15]–[17] 
simulations, which are often used to determine the structure of the ion wakefield downstream 
of the dust grain and calculate the resulting nonlinear grain-grain interactions [18], [19]. The 
study of dust charging in plasma and the formation of the ion wakefield structure has also been 
advanced by first-principle PIC simulations modeling the trajectories of both ions and electrons 
[20]–[23].  
The features of the ion wakefield behind charged dust grains have also been explored using 
molecular dynamics (MD) simulations of the ions within the plasma flow [24]–[26]. The 
efficiency of this numerical technique was recently enhanced by the development of high-
performance GPUs, capable of parallel processing with more than 1000 processors. Piel [24] 
introduced a molecular asymmetric dynamics (MAD) code, where ions move in the “naked” 
Coulomb potential of dust grains, while interacting with each other through Yukawa force 
accounting for electron shielding. The MAD code employs super-ions with the same charge-
to-mass ratio (and therefore dynamical behavior) as a single ion, which improves time 
efficiency and allows for large simulation volumes. Despite these approximations, the MAD 
technique can reproduce important features of the ion wake potential in reasonable agreement 
with previous PIC simulations. 
Fig. 1. Modeling the ion wakefield: a) a point-
charge model, b) an oscillating ion field model. 
The numerical techniques discussed so far commonly treat dust grains as static obstacles within 
the streaming plasma.  However, investigation of phase transitions and fluid phenomena in 
dusty plasmas requires a model where the dust grains are both free to move and allow their 
charge to vary in the field of streaming ions. In this case, the ion wakes are modified by the 
presence of the downstream dust particles and the charging of the downstream grains is, in 
turn, affected by the location of the ion wakes. Therefore, the ion wake formation and grain 
charging are coupled and should be treated in a self-consistent manner. This paper introduces 
a molecular dynamics (MD) simulation which resolves the motion of both dust grains and ions 
and simultaneously allows for charging of the dust particles by collisions with ions in a flowing 
plasma.   
The paper is organized as follows. The details of the numerical model are presented in Section 
II, including the treatment of the ions, the dynamics of the dust, and the calculation of dust 
charging.  The use of the numerical model is illustrated by modeling the behavior of two 
vertically aligned dust grains confined within a glass box placed on the lower electrode of a 
GEC rf reference cell. The lower particle is perturbed using a laser, causing it to oscillate within 
the wake of the upper particle.  The results of these simulations are presented in Section III. 
Section IV provides a summary and conclusions. 
 
II. Numerical Model 
 
The numerical model DRIAD (Dynamic Response of Ions And Dust) is a molecular dynamics 
simulation designed to resolve the motion of both the ions and the dust grains on their 
individual timescales, while allowing the dust charge to vary in response to the changing ion 
density in the ion wakefield. Following the method described by Piel [24], the forces between 
pairs of ions and among ions and dust particles are treated in an asymmetric manner. The ion-
ion interactions are assumed to arise from a Yukawa-type potential with shielding provided by 
the electrons, while the ion-dust interactions are assumed to be Coulomb interactions. 
Comparisons with PIC simulations [27] show that this asymmetric treatment provides a 
reasonable agreement for the equilibrium potential distribution and interparticle forces.  
 
Ions will typically reach an equilibrium distribution within one plasma period 
 
𝜏𝑖 = 2𝜋 √𝜖0𝑚𝑖/𝑛𝑖𝑒2     (1) 
 
where 𝑚𝑖 is the mass of an ion, 𝑛𝑖 is the number density of the ions, and 𝑒 is the elementary 
electric charge.  For the range of plasma densities characteristic of the sheath of a rf discharge, 
the plasma period is typically 𝜏𝑖 ≈ 1 𝜇s. The DRIAD code resolves the motion of the streaming 
collisional ions on the ion timescale, typically Δ𝑡𝑖 = 𝜏𝑖/100 s, with the simulation providing 
enough time steps to cover one ion plasma period. The ions are then frozen, and the dust is 
advanced one dust time step, Δ𝑡𝑑 = 10
−4 s, with the appropriate parameters associated with 
the ions averaged over the elapsed ion time steps.  The present model does not resolve the 
motion of individual electrons. Instead, for the purposes of calculating the ion-ion interaction 
force and dust charging, the electrons are assumed to have a Boltzmann distribution.   
 
A. Treatment of Ions 
 
Given the high number density of ions in the plasma, the numerical model computes the 
trajectories of superions, each of which represents a cloud of ions with the same charge-to-
mass ratio (and hence equation of motion) as a single ion.  Allowing ~100 ions per superion 
results in reasonable CPU time (typically 12-24 hours to resolve one second of dust motion). 
The equation of motion for an ion with charge 𝑞𝑖   is given by  
 
𝑚𝑖 ?̈⃗? =  −𝑞𝑖?⃗?𝑖 +  ?⃗?𝑖𝑛     (2) 
 
where the electric field ?⃗?𝑖 consists of contributions from the other ions in the simulation, the 
charged dust particles, and any electric fields present in the plasma (for example, the electric 
field in the sheath of a rf discharge) and ?⃗?𝑖𝑛 is the ion-neutral collision force.   
 
The ion-ion interactions are calculated assuming a Yukawa potential 
 
Φ𝑌(𝑟𝑖) =
1
4𝜋𝜖0
∑
𝑞𝑗
𝑟𝑖𝑗
exp (−
𝑟𝑖𝑗
𝜆𝐷𝑒
)𝑗 ,     (3) 
 
where 𝑞𝑗 is the charge on ion 𝑗,  𝑟𝑖𝑗 is the distance between ion 𝑖  and ion 𝑗, and the Boltzmann 
electrons provide the screening with shielding length 𝜆𝐷𝑒
2 = 𝜖0𝑘𝐵𝑇𝑒/ (𝑛𝑒𝑒
2).  Here 𝑘𝐵 is the 
Boltzmann constant, 𝑇𝑒 is the temperature of the electrons, and 𝑛𝑒 is the number density of the 
electrons.  As the region surrounding the negatively charged dust is depleted in electrons, the 
interaction between the ions and dust is calculated using a Coulomb potential 
 
Φ𝐶(𝑟𝑖) =
1
4 𝜋𝜖0
 ∑
𝑄𝑑
𝑟𝑖𝑑
𝑑 ,      (4) 
 
where 𝑟𝑖𝑑 is the distance between the ion and dust grain with charge 𝑄𝑑.      
 
As we are particularly interested in the charging and dynamics of multiple dust particles within 
a flowing plasma, we define a cylindrical simulation region with the cylinder’s axis aligned 
with the ion flow.  Ions which leave the simulation region or are absorbed by a dust grain are 
reinjected on the boundary in a manner which is consistent with a shifted Maxwellian 
distribution with drift velocity 𝑣𝑑𝑟 and number density 𝑛𝑖0.  The algorithm to determine the 
velocity and position of the incoming ions is adapted from the algorithm presented in [28] for 
insertion of ions on a spherical boundary.  
 
The ions in the cylindrical region are subject to a confinement force from the assumed infinite 
homogeneous distribution of ions outside the simulation region. In Piel [24] an analytic 
expression for the electric field inside of a spherical cavity in homogeneous Yukawa matter 
[29] was used to provide this boundary condition.  A closed-form analytic expression does not 
exist for the electric field inside a cylindrical cavity. Instead, the electric field from these ions 
is determined by first numerically calculating the Yukawa potential of a homogenous 
distribution of ions of density 𝑛0 within the cylindrical simulation region.  This potential is 
then subtracted from a constant uniform background potential yielding the potential within a 
cylindrical cavity inside the homogeneous Yukawa material. The confining electric field is 
calculated from the negative gradient of this potential. This is done once at the beginning of 
the simulation on a sufficiently fine grid, and the confinement force acting on each ion at a 
given location is interpolated from the electric field calculated on the grid points.   
 
At high pressures, ion–neutral collisions significantly reduce particle charge, [30]–[32]. Ion-
neutral collisions also create a drag force which balances the acceleration due to external 
electric fields (such as the electric field in the sheath of an rf plasma or the constant electric 
field in a DC plasma), leading to a constant drift velocity 𝑣𝑑 in the direction of the applied 
field.   In the present model, the ion-neutral collisions are calculated using the null-collision 
method [33]. The data for the Ar-Ar+ collision cross sections are taken from the Phelps database 
(hosted by the LxCat project) [34], while the data for the Ne-Ne+ cross sections are obtained 
from Jovanović et al. [35].  
 
B. Dust Dynamics 
 
The equation of motion for a dust grain with mass 𝑚𝑑 and charge 𝑄𝑑 in a typical laboratory 
experiment is given by 
 
𝑚𝑑?̈? =  𝑭𝑑𝑑 + 𝑭𝑖𝑑 + 𝑚𝑑𝒈 + 𝑄𝑑𝑬 − 𝛽?̇?+ 𝜁𝒓(𝑡).     (5) 
 
Where 𝑭𝑑𝑑 is the force between dust grains, 𝑭𝑖𝑑 is the force exerted by the ions on a dust grain, 
𝑚𝑑𝒈 is the gravitational force, 𝑬 is the confining electric field within the region, 𝛽 is the neutral 
drag coefficient, and 𝜁𝒓(𝑡) is a thermal bath, with 𝑟(𝑡) a random number uniformly distributed 
between -1 and 1. The force between pairs of dust grains 𝑭𝑑𝑑 is assumed to be a Coulomb 
interaction, since screening is mainly provided by the ions.  𝑭𝑖𝑑 includes the forces from all 
ions in the simulation region calculated from the Coulomb interaction potential given in Eq. 
(4), averaged over the elapsed ion time steps, as well as the force from the homogeneously 
distributed ions outside the simulation region, as described above.     
 
The confining force 𝑄𝑑𝑬 = 𝑄𝑑(𝐸𝑟?̂? + 𝐸𝑧?̂?) arises from the electric fields within the 
simulation. In the present paper, we consider a laboratory experiment where the dust is levitated 
against the force of gravity 𝑚𝑑𝑔 by the vertical electric field 𝐸𝑧 in the sheath above the lower 
electrode of a GEC rf reference cell.  The sheath electric field is typically assumed to vary 
linearly with distance from the electrode.  The electric field profiles obtained from a fluid model 
of the plasma within CASPER’s GEC cell shows that this is a good approximation for the 
vertical region where the dust floats, and that the electric field steepens with increasing power 
[36].  Here we are interested in laboratory experiments with extended vertical dust structures, 
where confinement in the horizontal direction is provided by the charged walls of a glass box 
placed on the lower electrode, which has been shown to be very nearly radial near the middle 
of the box [37].  
 
The damping factor 𝛽 depends on the neutral gas pressure and temperature, with 
 
𝛽 = 𝛿
4𝜋
3
𝑎2𝑛
𝑚𝑔
𝑚𝑑
√8𝑘𝐵𝑇𝑔 𝜋𝑚𝑔⁄       (6) 
 
where 𝛿 =1.44 (measured for melamine formaldehyde dust in Argon), a is the dust radius, n 
the gas number density, mg the molecular mass of the gas, 𝑇𝑔 the gas temperature, and md is the 
mass of the dust. 
A thermal bath is realized by subjecting the particles to random kicks, with the maximum 
acceleration imparted by a kick 
 
 𝜁 = √
2𝛽𝑘𝐵 𝑇𝑔
𝑚𝑑 Δ𝑡𝑑 
      (7) 
 
where Δ𝑡𝑑 is the dust time step. 
 
 
C. Dust Charge 
Typically dust grains charge through collisions with electrons and ions in the plasma, which 
constitute currents to the grain’s surface that depend upon the dust surface potential.  In low-
density plasmas, where the ions can be treated as collisionless, the grain charge is often 
calculated using orbital motion limited (OML) theory [38]. However at higher pressures, 
charge-exchange collisions between ions and neutral gas particles can generate ions which are 
trapped around the dust particle, causing OML theory to over-predict the particle charge [30]–
[32].  Here we use a combined MD and OML approach to determine the dust charge.  
 
The electrons, which are not explicitly modeled, are assumed to have a Boltzmann distribution 
and the electron current from OML theory is used 
 
𝐼𝑒 =  4𝜋𝑎
2𝑛𝑒𝑒 (
𝑘𝑇𝑒
2𝜋𝑚𝑒
)
1/2
 exp (−
𝑒Φ𝑑
𝑘𝐵𝑇𝑒
).    (8) 
 
where 𝑛𝑒, and 𝑚𝑒 are the electron density and mass, the grain radius is 𝑎, and Φ𝑑 is the dust 
surface potential. 
The charge accumulated during the time step Δ𝑡𝑖 due to the electron current is 
 
Δ𝑄𝑑𝑒 = 𝐼𝑒Δ𝑡𝑖.      (9) 
 
The positive charge accumulated is the number of ions which collide with the grain during the 
time step, Δ𝑄𝑑𝑖 = 𝑁𝑖𝑐𝑞𝑖, thus the total charge accumulated at each time step is Δ𝑄 = Δ𝑄𝑑𝑒 +
Δ𝑄𝑑𝑖.   A time history of the dust particle charge at each ion time step, where Δ𝑡𝑖 = 10
−9 s is 
shown in Fig. 2 for a 10.4 𝜇m-diameter grain in neon plasma with electron temperature 𝑇𝑒 = 
3.4 eV, ion temperature 𝑇𝑖 = 0.01𝑇𝑒, 𝑛𝑒 = 𝑛𝑖 = 2 × 10
14 m-3, and neutral gas pressure 𝑃 = 40 
Pa.  For this case, the dust charge reaches equilibrium within one plasma ion period 𝜏𝑖 = 1.5 
𝜇s.  As expected, the dust charge is considerably reduced from that predicted by OML theory 
for a collisionless plasma (2.5 × 104 e- for these conditions).  The charge is averaged over the 
elapsed ion time steps to obtain 𝑄𝑎𝑣𝑔 before calculating the dust dynamics on the dust time 
step (shown in light blue). It is important to note that the stochastic nature of the charging can 
produce large fluctuations in the charge which occur on a timescale that is too fast for the dust 
to respond. Additionally, these fluctuations can persist over a period longer than the ion plasma 
period. In this case, the time averaged charge is 𝑄𝑎𝑣𝑔 = 7640 e
-, with a standard deviation 
𝜎 =320 e-.   
 
Theoretically, the charge variance is given by [39] 
 
𝜎2 =
4𝜋𝜖0𝑎𝑘𝐵𝑇𝑒
𝑒2
(1 − (1 +
𝑇𝑖
𝑇𝑒
−
𝑒Φ𝑑
𝑘𝐵𝑇𝑒
)
−1
),    (10) 
 
which predicts a much smaller standard deviation 𝜎 = 69 e- for these conditions, as compared 
to the variance calculated from the charge history.  To smooth out these large fluctuations on 
the dust time step, which is nearly 100 times longer than 100𝜏𝑖, the dynamic dust charge is 
calculated from a weighted average of the dust charge at the previous dust time step and the 
average charge at the current dust time step 
 
 𝑄𝑑(𝑡𝑑) = 0.95 𝑄𝑑(𝑡𝑑 − 1) + 0.05 𝑄𝑎𝑣𝑔(𝑡𝑑).   (11) 
 
In Fig. 2, 𝑄𝑑 is represented by the red dashed line. Although the dynamic dust charge lags 
behind the charge calculated on the ion time step, it reaches the equilibrium charge within about 
50 dust time steps.  After reaching equilibrium, the time averaged charge is 𝑄𝑑 = 7560 e
-, with 
a standard deviation 𝜎 =76 e-, which reasonably agrees with the theoretically predicted charge 
variance.   
 
 
 
Fig. 2. Charge on a 10.4 𝜇m dust grain as a function of time.  The dark blue line shows the charge at each ion 
time step, the light blue line is the charge averaged over the last 100 ion time steps, and the red dashed line is 
the smoothed charge 𝑄𝑑 as calculated in Eq. 11 for each dust time step. The inset shows a detail of the charge 
history with the markers indicating the averaged values. For these calculations the plasma conditions are 
assumed to be 𝑇𝑒 = 3.4 eV, 𝑇𝑖  = 0.01𝑇𝑒, 𝑛𝑒 = 𝑛𝑖 = 2 × 10
14 m-3, P = 40 Pa, neon gas.  
 
 
III. Results 
 
In this section, we illustrate the connection between dust particle charging and the ion 
wakefield by modeling the interaction between two dust grains confined within the sheath 
above the lower electrode of a GEC reference cell.  The simulation parameters aim to reproduce 
an experiment performed in the CASPER lab, where the horizontal confinement for the 
particles was provided by the charged walls of a glass box placed on the lower powered 
electrode. The system power and pressure were adjusted to increase the horizontal 
confinement, allowing the particles to arrange themselves into a vertical pair. A Coherent Verdi 
V-5 laser was used to perturb the lower particle, and the motion of the two particles was then 
recorded at 500 or 1200 frames per second (fps) using a side-mounted high-speed CCD 
(Photron) camera and a microscope lens.  The experimental setup is shown in Fig. 3.  In this 
experiment, analysis of the dust motion was used to determine the acceleration of the particles 
and to reconstruct a map of the electric field within the region [40].  However, calculation of 
the electric fields using this method assumes that the particle charges remain constant during 
the interaction.   
 
 
Fig. 3.  Vertical dust pair experiment in a GEC rf reference cell. The upper electrode is grounded and the glass 
box sits on the lower powered electrode. The two vertical and horizontal cameras track the motion of the dust 
particles within the box. 
 
To examine this experiment numerically, we model the charging and dynamics of the two-
particle system for three different ion drift velocities, 𝑣𝑑𝑟 = 0.4, 0.6, and 1.0 M, where the Mach 
number M is in units of the ion sound speed 𝑐𝑠 = √𝑘𝐵𝑇𝑒/𝑚𝑖 .  The simulation parameters 
assume argon gas at a pressure of 6.67 ± 0.10 Pa and a plasma bulk density 𝑛0 = 2 × 10
14 m−
3. The electron temperature is taken to be 𝑇𝑒 = 5 eV and the ion temperature is 𝑇𝑖 = 290 K. The 
electron Debye length for this set of parameters is 𝜆𝐷𝑒= 1.2 mm and the ion Debye length 𝜆𝐷𝑖 =
 83 𝜇m.  The cylindrical simulation region has a radius of 1.5 𝜆𝐷𝑒 and height of 5 𝜆𝐷𝑒. Two 
dust particles are placed in a simulated glass box with the lower particle oscillating vertically 
within the wake of the upper particle. At time t = 0.15 s the lower dust particle is given a 
horizontal acceleration of 0.5 m s-2 for a time Δt_laser = 0.05 s to simulate a laser pushing the 
particle outside of the wake. Fig. 4 (Mulimedia view) shows the path of the lower particle, P2, 
relative to the upper particle, P1 for three separate runs at the three ion drift velocities.  The 
progression of time is shown as the path changes from light to dark.  In the latter two cases, P2 
and P1 switch places briefly. For each condition, we examine the characteristics of the ion 
wake field as the particles interact, the charge as a function of the particle separation, and the 
acceleration caused by the ion-mediated dust-dust interaction.  In the numerical model, the 
charge can be mapped during the interaction, allowing a more accurate electric field map to be 
constructed.   
 
 
 
Fig. 4 (Multimedia view). Trajectory of second particle P2 relative to particle P1, marked by a red dot, for (a) 𝑣𝑑𝑟  
= 0.4 M, (b) 𝑣𝑑𝑟   = 0.6 M, and (c) 𝑣𝑑𝑟   = 1.0 M. Time progression is indicated by shade progressing from light to 
dark. (Multimedia view). 
A. Ion Wakefield 
 
The ion density maps for the various drift velocities are shown in Fig. 5 (Multimedia view) for 
three different particle separations. At low ion drift velocities (left column), each dust particle 
has a distinct ion cloud surrounding it, except when the two particles are very close together, 
Δ𝑧 = 0.3 𝜆𝐷𝑒, as shown in the top row.  As the ion velocity increases, the ion density cloud is 
elongated in the direction of ion flow, and the focusing region moves downward. Thus, for the 
highest ion velocities, only a single high-density cloud is formed beneath the lower particle.   
 
Maps of the combined ion dust potential for the same conditions are shown in Fig. 6 
(Multimedia view). The total potential at each point 𝑝 = (𝑥, 𝑧) is calculated from 
 
Φsim(𝑥, 𝑧) = ∑ Φ𝑌𝑖 +  ∑ Φ𝐶𝑗 + Φ𝑜𝑢𝑡     (12) 
 
where the sum i runs over all the ions, Φ𝑌 is the Yukawa potential given in Eq. 3, the sum j 
runs over the dust grains which interact through the Coulomb potential Φ𝐶 given in Eq. 4, and 
Φ𝑜𝑢𝑡 is the potential of the uniformly distributed ions outside the simulation region. At low 
drift velocities, a positive potential region forms between the two dust grains when the particles 
are far apart. The region then disappears as the particles approach each other (left column).  
The positive potential region between the two particles becomes less pronounced as the drift 
velocity increases, and disappears for the highest drift speed 𝑣𝑑𝑟 = 1.0 M.  
 
 
 
Fig. 5.  Ion density maps for two particles: (a-c) vertical particle separation Δ𝑧  ~ 0.3 𝜆𝐷𝑒, (d-f) Δ𝑧  ~ 0.5 𝜆𝐷𝑒, (g-
i) Δ𝑧  ~ 0.75 𝜆𝐷𝑒.  The ion drift velocity changes from left to right as (left) vdr = 0.4 M, (middle) vdr = 0.6 M, and 
(right) vdr = 1.0 M. In (g-i), contour lines mark the region of the ion wake where 𝑛𝑖/𝑛0  = 1.6. Videos of the 
changing ion densities during the simulations are available online. (Multimedia view) 
 
  
Fig. 6. Electrostatic potential maps for ions and two charged particles: (a-c) vertical particle separation Δ𝑧  = 0.3 
𝜆𝐷𝑒, (d-f) Δ𝑧  = 0.5 𝜆𝐷𝑒, (g-i) Δ𝑧  = 0.75 𝜆𝐷𝑒.  The ion drift velocity changes from left to right as (left) vdr = 0.4 
M, (middle) vdr = 0.6 M, and (right) vdr = 1.0 M.  The contour lines indicate levels from -0.06:0.01:0.08 V.  
Videos of the changing potential structure during the simulations are available online.  Potential is relative to the 
average ion potential of 2.8 V.  (Multimedia view) 
 
   
B. Dust Charge 
 
Figure 7 shows the charge of the two particles (upper panels) as well as their relative vertical 
separation (lower panels) as a function of time.  Initially, the particles are vertically aligned 
and the lower particle oscillates up and down within the wake of the upper particle.  The charge 
on the lower particle is significantly reduced as it approaches the upper particle, while the 
charge on the upper particle remains relatively constant.  Figure 8 shows the charge on the two 
vertically aligned particles during this time (before the laser push is applied) in units of 𝑄0, the 
average charge on the upstream particle.  The decharging of the downstream particle (shown 
in blue) is almost linearly proportional to the vertical separation between the two particles.  
Interestingly, there appears to be a hysteresis in the charge, depending on whether the 
downstream particle is approaching or receding from the upstream particle. The velocity of the 
particles is less than a few cm/s, so this effect is not due to a difference in the relative streaming 
velocity of the ions with respect to the dust.  Rather it is likely due to the fact that the lower 
dust grain is either approaching or receding from the region of high ion density in the wakefield.  
Note that at the slowest ion drift speed, the charge on the upstream particle is also affected by 
the location of the downstream particle, with the charge on the upstream particle increasing 
slightly as the particle separation decreases.  
 
    
 
 
Fig. 7. Charge (top row) and relative vertical separation (bottom row) for two dust particles for three different ion 
flow velocities (a) 𝑣𝑑𝑟  = 0.4 M, (b) 𝑣𝑑𝑟   = 0.6 M, and (c) 𝑣𝑑𝑟   = 1.0 M.  The shaded region indicates the time that 
the laser acceleration acts on the lower particle. In the upper panels, the charge on the (initial) upper particle (P1) 
is shown by the blue line, while the red line gives the charge on the (initial) lower particle P2. The relative position 
𝛥𝑧 = 𝑧2 − 𝑧1.   
    
 
Fig. 8. Charges on vertically aligned particles relative to the average equilibrium charge on the upstream particle 
for (a) 𝑣𝑑𝑟  = 0.4 M, (b) 𝑣𝑑𝑟   = 0.6 M, and (c) 𝑣𝑑𝑟   = 1.0 M. Time progression is indicated by shade changing from 
light to dark. 
 
Fig. 9.  Relative charge of P2 to 𝑄0, the average equilibrium charge of P1, over the particle trajectory for (a) vdr 
= 0.4 M, (b) vdr  = 0.6 M, and (c) vdr  = 1.0 M. Red denotes charge within ±5% of 𝑄0, while blue indicates the 
region within the ion wakefield where P2 is decharged, 𝑄2 < 0.95 𝑄0. The location of P1 is marked by a red dot. 
 
As the lower particle moves out of upstream particle’s wake field, its charge increases and 
fluctuates about 𝑄0. Figure 9 shows the charge on P2 over the entire trajectory. The region 
where the ion wake decharges the lower grain is clearly distinguishable, with the horizontal 
extent of the wakefield region decreasing as the ion drift velocity increases. This is more clearly 
illustrated in Fig. 10, where the relative charge on the downstream particle is shown as a 
function of relative horizontal separation Δ𝑥 for several different relative vertical separations, 
Δ𝑧. The data shown here is for multiple simulation runs, with data taken over the entire 
trajectory, in which case the particles may change positions. In this case, the charge on the 
downstream particle is designated 𝑄𝑑𝑛 and the charge on the upstream particle is 𝑄𝑢𝑝. The 
smallest drift velocity, 𝑣𝑑𝑟 = 0.4 M, produces a wake that broadens in the horizontal direction 
as the vertical separation decreases, and the maximum decharging (minimum value of 
𝑄𝑑𝑛/𝑄𝑢𝑝) occurs at the smallest particle separation (Fig. 10a). At the highest drift velocity, 
𝑣𝑑𝑟  = 1.0 M (Fig. 11c), the horizontal extent of the wake is nearly constant with vertical 
separation Δ𝑧, and the charge ratio 𝑄𝑑𝑛/𝑄𝑢𝑝 reaches its minimum value at approximately Δ𝑧 =
0.5 𝜆𝐷𝑒.   
 
 
Fig. 10.  Relative charge on lower particle as it moves through the wake of the upper particle.  The ion drift 
velocity is (a) vdr = 0.4 M, (b) vdr = 0.6 M, and (c) vdr = 1.0 M. Increasing vertical separation between the 
particles is indicated by darker shades. The data points represent the average minimum charge at a given horizontal 
separation, while the lines are a normal fit to the data.  
 
C. Characteristics of the Ion Wake  
 
As two vertically-aligned particles approach each other in the z-direction, the size of the wake 
changes and the location of the maximum ion density shifts, even forming downstream of the 
second particle. As shown in Fig. 11 (a-c), at large particle separations the maximum ion 
density is at a location Δ𝐿 = 0.1-0.2 𝜆𝐷𝑒, with Δ𝐿 increasing as the drift velocity increases.  
When the particle separation decreases below ~0.4 𝜆𝐷𝑒, the ion focusing region makes a 
sudden transition to a point at or below the location of the second particle, indicated by the 
points lying above the dashed line. The maximum ion density in the ion wakes of the two 
particles is shown in Fig. 11 (d-f). At low drift velocity (Fig. 11d), the two particles have similar 
maxima at large distances.  As the two particles approach each other, the ion density beneath 
P2 grows in magnitude, until a single wake is formed for interparticle separations < 0.4 𝜆𝐷𝑒. 
At higher drift velocity, 𝑣𝑑𝑟 = 0.6, 1.0 M, the maximum ion density beneath P1 is always less 
than that of P2, and relatively constant, while the magnitude of the wake downstream of P2 
grows with decreasing particle separation (Fig. 11 e,f).   
 
An estimate of the excess positive charge in the ion cloud associated with each grain is 
calculated from the charge contained within a region downstream of a dust grain where the ion 
density 𝑛𝑖 > 1.6 𝑛0, as indicated by the contour lines in Fig. 5 g-i. The radial extent of this 
region 𝑟𝑤 (assumed to be azimuthally symmetric) and axial extent are shown in Fig. 12. The 
radial extent of the wake tends to be fairly constant with particle separation (Fig. 12 a-c).  
However, as the two particles approach each other, the vertical extent of the wake downstream 
of P1 is reduced, while the vertical extent of the wake downstream of P2 increases slightly. 
The wake below P2 becomes more elongated with ion drift velocity, increasing in vertical 
extent. Figure 13 shows the total excess charge in the wake downstream of each particle,  
 
𝑞𝑤 = 2𝜋𝑒 ∑ (𝑛𝑖,𝑗 − 𝑛0) 𝑟𝑗Δ𝑟Δ𝑧𝑗     (13) 
 
(where j is the index of the grid points with 𝑛𝑖 > 1.6 𝑛𝑜 and Δ𝑟 and Δ𝑧 are the dimensions of 
each grid cell) normalized by the charge on the dust grain. As the separation between the 
particles decreases, the excess charge below P1 decreases slightly (even though the maximum 
charge density remains relatively constant, as shown in Fig. 11 d-f), while the excess charge 
below P2 increases. Below a distance of ~0.4𝜆𝐷𝑒, a single wake is created, with a charge that 
generally exceeds the wake charge below P2 alone. The limiting value of the total charge 
contained within the wake downstream of P1 and P2 at Δ𝑧 = 𝜆𝐷𝑒 is given in Table I. 
 
Table I.  Positive charge contained within the 
ion wake downstream of each particle for 
particle separation Δ𝑧 =  𝜆𝐷𝑒, for given ion 
flow speeds. 
 
𝑣𝑑𝑟 0.4 M 0.6 M 1.0 M 
𝑞𝑤1/𝑄𝑑1 0.32 0.12 0.043 
𝑞𝑤2/𝑄𝑑2 0.33 0.30 0.32 
 
 
 
 
 
 
Fig. 11.  (a-c) Location of the maximum ion density beneath the upper particle as a function of interparticle 
separation. Points lying above the dashed line (with slope = 1) indicate positions where there is a single ion 
focusing region below the downstream particle. (d-f) Maximum ion density in the wake beneath P1 (blue points) 
and P2 (red open circles). Distances where there is only a single maximum in the ion wake are indicated by a 
filled circle. The ion drift velocity is (a,d) vd𝑟  = 0.4 M, (b,e) vdr = 0.6 M, and (c,f) vdr = 1.0 M. 
 
 
 
Fig. 12. (a,b,c)  Radial and (d,e,f) vertical extent of the wake, defined by the region where the ion density > 1.6 
𝑛0 (see Fig. 6 g-i). The ion drift velocity is (a,d) vd𝑟  = 0.4 M, (b,e) vdr = 0.6 M, and (c,f) vdr = 1.0 M. The wake 
beneath P1 is marked by (blue) points and wake beneath P2 are marked by (red) open circles. Filled circles indicate 
points when there is only a single maximum in the ion wake. The dashed line indicates the distance between the 
two particles. 
 
 
Fig. 13.  Excess positive charge contained within the wake beneath P1 (blue points) and P2 (red open circles). At 
close distances there is only a single ion wake, indicated by filled blue circles. The ion drift velocity is (a) vdr = 
0.4 M, (b) vdr = 0.6 M, and (c) vdr = 1.0 M. 
 D. Accuracy of the Point Charge Model 
The changing location and magnitude of the focused ion wake has implications for the particle 
dynamics. Many numerical models of coupled dust motion make use of the “point-charge 
model”, where the positive ion cloud downstream of a dust particle is assumed to have a fixed 
charge 𝑞0 and fixed location Δ𝐿 beneath each particle [41]–[44].    This may be a fair 
approximation if particles are in a horizontal plane. As shown in Fig. 14 abc, the ion densities 
downstream of two particles with approximate horizontal alignment (small Δ𝑧) are nearly the 
same, though for the small horizontal spacing of 0.4 – 0.5 𝜆𝐷𝑒 shown here, there is a single 
combined positive potential region downstream of the two grains (Fig 14 def).  
 
 
 
 
Fig. 14. (a,b,c) Ion density and (d,e,f) potential maps for horizontally-aligned particles. The potential is measured 
relative to the average ion potential of 2.8 V. Contour lines designate level -0.06:0.01:0.08 V. The ion drift velocity 
and horizontal displacement are (a,d) vdr = 0.4 M, Δ𝑥 = 0.5 𝜆𝐷𝑒  (b,e) vdr = 0.6 M, Δ𝑥 = 0.4 𝜆𝐷𝑒  and (c,f) vdr = 
1.0 M, Δ𝑥 = 0.5 𝜆𝐷𝑒.   
 
For vertically aligned particles, the result is more complicated as the location and magnitude 
of the wake charge are affected by the downstream particle. Here we compare our simulation 
results, Φ𝑠𝑖𝑚 (calculated from Eq. 12 on the symmetry axis connecting the two particles), to 
(1) a Coulomb potential, (2) a spherical point charge model, and (3) an ellipsoid point charge 
model. The Coulomb potential considered for case (1) is given by 
 
Φ𝐶(𝑧) = ∑
1
4𝜋𝜖0
𝑄𝑗
|𝑧−𝑧𝑗|
𝑗=1,2      (14) 
 
where 𝑗 is the index of the two dust particles. For case (2) the positive point charge is 
represented by a sphere of charge 𝑞𝑤 and radius 𝑟𝑤, as shown in Figs. 12 and 13, centered at 
the maximum in the ion density, as shown in Fig. 11. The resulting potential as a function of 
position 𝑧 along the symmetry axis is given by 
 
Φ𝑝𝑡 =  Φ𝑌 +  ∑ {
1
4𝜋𝜖0
𝑞𝑤,𝑗
|𝑧−𝑧𝑤,𝑗|
,   𝑧 > 𝑟𝑤,𝑗
1
4𝜋𝜖𝑜
𝑄𝑤,𝑗
2𝑟𝑤,𝑗
(3 −
(𝑧−𝑧𝑤,𝑗)
2
𝑟𝑤,𝑗
2 ) , 𝑧 ≤ 𝑟𝑤,𝑗  
𝑗=1,2 .    (16) 
 
In case (3) the positive point charge is represented by an ellipsoid of charge 𝑞𝑤, with semimajor 
axes 𝑎 = 𝑏 =  𝑟𝑤 and 𝑐 = Δ𝑧𝑤/2, centered at the maximum in the ion density.  The potential 
on the symmetry axis as a function of 𝑧 is given by 
 
Φ𝑒𝑙 =  Φ𝑌 +  ∑ 𝑞𝑤𝑗=1,2 ∫ [1 −
(𝑧−𝑧𝑤,𝑗)
2
𝑐2+𝑠
]
𝑑𝑠
√𝜑(𝑠)
 
∞
0,𝜆
   (17) 
 
where 𝜑(𝑠) = (𝑎2 + 𝑠)(𝑏2 + 𝑠)(𝑐2 + 𝑠), and the lower integration bound is 0 if a point is 
inside the ellipse or 𝜆 if a point is outside the ellipse; 𝜆 is the greatest root of 𝑓(𝑠) =
𝑧2
𝑐2+𝑠
−
1 = 0 [45].  The simulation results for the potential upstream and downstream of the upper 
particle, Φsim (Eq. 12), are shown in Fig. 15 by the solid blue lines, for varying particle 
separations. Within the simulation region, the potential from the ions is smaller at the bottom 
of the cylinder than at the top (especially for the higher drift velocities), with a slope that ranges 
from -3.5 V/m for 𝑣𝑑 = 0.4 𝑀 to 35 V/m for 𝑣𝑑 = 1.0 𝑀. This slope is subtracted from the 
total potential, for comparison with the Yukawa and point charge potentials which assume a 
uniform background potential. For comparison purposes, the zero of each potential is set by its 
value at a distance 𝑧 = 𝜆𝐷𝑒, and then normalized by 𝑉𝑜 = −1/(4𝜋𝜖𝑜)  (𝑄𝑢𝑝/𝜆𝐷𝑒), the 
magnitude of the Coulomb potential of the upper particle at a distance of 𝑧 = 𝜆𝐷𝑒.  
 
At the greatest ion flow speed 𝑣𝑑 = 1.0 M (Fig. 15 c), the potential downstream of P1 is well-
represented by the point charge model, as all of the excess ion density tends to be downstream 
of P1. The spherical point charge model is less accurate as the ion drift speed decreases, as it 
does not fully capture the increased ion density which extends upstream of each particle. In 
this case, the ellipsoidal point charge model yields the best match at small interparticle spacing 
and does a better job of capturing the overall shape of the potential for larger particle 
separations. Upstream of P1, the ion shielding becomes less effective as the drift speed of the 
ions increases (Figs. 15 b,c), and the upstream potential is matched fairly well by the Coulomb 
potential. 
 
 
 
Fig. 15.  Total potential calculated from the simulation results (thick solid blue lines) upstream and downstream 
of the upper particle (located at 𝑧 = 0) for varying particle separations. The point charge potential using ellipsoidal 
positive region is indicated by green dashed lines, the point charge potential using a spherical positive region is 
indicated by red dotted lines, and the combined Coulomb potential for the two particles is indicated by the thin 
purple lines. For clarity, the potential downstream of the second particle is not shown. The ion drift velocity is (a) 
𝑣𝑑𝑟  = 0.4 M, (b) 𝑣𝑑𝑟  = 0.6 M, and (c) 𝑣𝑑𝑟  = 1.0 M. 
 
E. Effects on Dust Dynamics 
The ion wake field has long been successfully employed to explain the non-reciprocal 
interaction between upstream and downstream particles, as well as the attractive horizontal 
force that the upstream particle exerts on the downstream particle [41], [46]–[49]. The extent 
of this effect can be examined by calculating the net electric force exerted by the ions on a dust 
grain from the gradient of the ion potential at the location of the particle, 𝑭𝑖𝑑 = 𝑄𝑑∇Φ𝑖.   
 
Figure 16 shows the horizontal acceleration calculated for the grains as a function of their 
relative position for the three different ion flow speeds. The maps were generated by overlaying 
the region where the data was collected with a grid with spacing of 100 𝜇m. The average 
acceleration (𝐹𝑑𝑑,𝑥 + 𝐹𝑖𝑑,𝑥)/𝑚𝑑 was calculated for all data points within a radius of 70.7 𝜇m 
of each grid point.   The effect of the ion wake field downstream of the particle (marked by the 
black dot at the origin) is readily apparent in Fig. 16, where positive values indicate acceleration 
towards the right. There is a wedge-shaped region below the upstream grain over which the 
attractive force from the wake potential exceeds the repulsive particle interaction force. The 
location of this region moves downward and becomes narrower as the ion flow speed increases.  
 
Fig. 16.  Map of horizontal acceleration of a particle for positions relative to a second particle, marked by the 
black circle. Positive values (red) indicate acceleration towards the right, while negative values (blue) indicate 
acceleration towards the left.   The ion drift velocity is (a) 𝑣𝑑𝑟  = 0.4 M, (b) 𝑣𝑑𝑟  = 0.6 M, and (c) 𝑣𝑑𝑟  = 1.0 M. The 
lines indicate the boundary of the region over which the ion wake exerts an attractive force on the downstream 
grain. 
 
In the vertical direction, the electric force exerted by the ions on the dust grains is always 
downwards, reflecting the positive potential region formed downstream of the dust. However, 
there is an asymmetry in the drag which is exerted on each particle, as shown in Fig. 17, which 
is in the center-of-mass (COM) system. Since the particles have the same mass, in the COM 
system (𝑥1, 𝑧1) =  −(𝑥2, 𝑧2). An upstream particle (𝑧𝐶𝑂𝑀 > 0) always experiences a larger 
force from the ions than a downstream particle. As two particles approach each other in the 
vertical direction, the downward force on the upstream particle increases, as does the upward 
force on the downstream particle.  The net effect of the ion-dust force in the vertical direction 
is to push the two particles together, in effect reducing the repulsion between the grains. This 
asymmetry lessens as the ion drift speed increases. 
  
 
 
Fig. 17.  Map of the vertical acceleration due to the ion force in the center-of-mass system. Positive values (red) 
indicate upward acceleration, while negative values (blue) indicate downward acceleration.  The ion drift velocity 
is (a,d) 𝑣𝑑𝑟  = 0.4 M, (b,e) 𝑣𝑑𝑟  = 0.6 M, and (c,f) 𝑣𝑑𝑟  = 1.0 M. 
 
IV. Conclusion 
A numerical model is presented which simultaneously tracks the dynamics of ions and dust in 
a plasma environment with flowing ions. The dust charge and the ion wakefield are self-
consistently calculated from the ion dynamics, allowing for detailed analysis of the wakefield- 
mediated interaction as the structural configuration of the dust grains changes, as illustrated in 
Figs. 5 and 6.   
The charging and decharging of the downstream grain is tracked over the entire dust trajectory, 
as illustrated in Figs. 7 and 9, and is mapped as a function of vertical and horizontal separation, 
as shown in Figs. 8 and 10.  At subsonic drift speeds, the horizontal extent over which 
decharging occurs, and the magnitude of the decharging, increases as the particles approach 
each other (Fig. 10).   As the ion drift speed approaches 𝑣𝑑𝑟 = 1.0 M, the magnitude of the 
decharging and the horizontal extent over which it occurs are relatively constant.  An 
interesting feature is the apparent hysteresis in the charging/decharging of the lower grain, 
especially evident at subsonic ion flow speeds, as shown in Fig. 8.   
The location and magnitude of the enhanced ion density changes with ion flow velocity as well 
as relative dust position (Fig. 11).  For large particle separations, Δ𝑧 ≥  𝜆𝐷𝑒, the radial and axial 
extent, location, and maximum ion density of the wake all approach a constant value, as seen 
in Figs. 11 and 12.  For the downstream grain, these values increase as the particle separation 
decreases.  As the wake expands, less charge is contained in the wake of the upstream particle, 
𝑞𝑤1, while the charge in the wake of the downstream particle, 𝑞𝑤2, grows (Fig. 13). For 
subsonic ion flow and close particle separations, the ion focusing regions downstream of each 
of the particles merge, creating a single maximum positive potential downstream of the second 
particle.  For ion flow with 𝑣𝐷 = 1.0 M, however, the extent and maximum density of the wake 
is relatively independent of the particle separation, with the wake almost entirely downstream 
of P2. The positive space charge region of the ion wake can be successfully modeled by a 
spherical point charge model for ion drift speeds 𝑣𝑑 ≥ 1.0 M (see Fig. 15).  At subsonic flow 
velocities, the enhanced ion density is better captured by an ellipsoid of positive charge, with 
best agreement for particle separations Δ𝑧 < 0.4 𝜆𝐷𝑒. 
The non-reciprocal interaction force between the two dust grains is readily apparent in both the 
horizontal (Fig. 16) and vertical (Fig. 17) directions.  In the horizontal direction, the 
downstream grain experiences an attractive force which increases in magnitude as the ion drift 
speed increases.  In the vertical direction, the asymmetry in the interaction force is due to the 
difference in the force exerted by the ions on the dust.  The upstream particle always 
experiences a larger downward force, while the force is reduced for the downstream particle. 
The effect of this asymmetry in the vertical force decreases with the ion drift speed. 
The simulated conditions shown here were for two dust grains confined within a glass box 
placed on the lower electrode of a rf cell.  However, the boundary conditions in the numerical 
model can easily be adapted for different experiments such as the DC glow discharge in the 
PK-4 experiment onboard the International Space Station [50]. In this experiment, the polarity 
of the DC electrodes can be rapidly switched in order to trap the dust grains in the field of view 
of the cameras.  This can create an ion wake both upstream and downstream of the dust grains, 
resulting in a homogeneous-to-string structural transition of the dust cloud, an interesting 
condition for further research.  
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