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Summary -  Some  criteria for measuring  the  overall precision of  a  genetic evaluation using
linear mixed-model methodology are presented. They are derived via an extension of  the
coefficient of determination to linear combinations of estimates and via the use of the
Kullback information. A  parallel is drawn between inestimability of  fixed-effects contrasts
and  the zero coefficient of  determination for contrasts of random  effects. The  procedure  is
illustrated with 2 minor hypothetical examples of genetic evaluation based on an animal
model and on a  sire model.
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disconnectedness
Résumé -  Précision et information dans les modèles  linéaires d’évaluation génétique.
Des critères de précision globale d’une évaluation génétique utilisant la méthodologie du
modèle linéaire mixte sont présentés. Leur dérivation utilise une extension du coefficient
de  détermination  à  des  combinaisons  linéaires  d’estimées,  ainsi  que  l’information  de
Kullback.  Un  parallèle entre inestimabilité de contrastes pour les  effets fixés et existence
de contrastes à  coefficient  de détermination nul pour les  effets  aléatoires  est  établi.  La
procédure est illustrée par 2  petits exemples  ,fictifs,  un modèle animal et un modèle père.
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INTRODUCTION
The accuracy of predicted breeding values is commonly assessed by the so-called
coefficient of determination (CD), ie the squared correlation between the true and
estimated  genetic  values. This measures  the amount  of  information that contributes
to the prediction of breeding values, and was first used in the context of selectionindices,  where  it  was easily  computed because the  environmental  effects  were
supposed to be known exactly, and information was of the same type for every
evaluated animal. This theory was based upon a strong assumption: the genetic
levels among  environmental factor levels were  identical. Should this assumption not
hold, the comparisons between animals would be valid only for animals raised in
the same  environment. The  evaluation was then usually restricted to, for instance,
intra-herd selection. Consequently, the breeder’s interest was mainly concentrated
on individual CDs.
BLUP (Best linear unbiased predictor), which uses a simultaneous estimation
of the environmental and  genetic effects and the whole pedigree information of the
analysed animals, does  not require  this assumption and  allows genetic evaluations at
a population level. The  comparisons between animals become  meaningful whatever
their environments. Since the aim  of the breeder is to compare animals in order to
select the best, these comparisons are even more important than the individual
values.  On the  other  hand,  the  predicted  values  supplied  by  BLUP are  not
independent and individual CDs are no longer sufficient to look at the precision
of comparisons.
Precision depends mainly on:  i)  the amount of information,  ie the number of
observations that can be related to an animal; and  ii)  the structure of the design:
an unbalanced design leads to less precise predictors than a balanced one.
The  same  goes for precision investigation, which can be done  in 2 different ways:
- studying the structure of the design, and especially the genetic ties between
environmental factor levels and the problem of disconnectedness in genetic effects.
However, as explained in detail by Foulley et al (1990, 1992), complete disconnect-
edness can never occur in random effects.  Foulley et  al suggest some methods to
quantify the non-orthogonality of  the design, called the degree of  disconnectedness.
- studying some criteria of precision, applicable to any comparison of animals,
as well to an entire design.
The aim  of  this paper  is to follow the second approach by  extending the concept
of  the individual CD.  This extended CD  is shown  to be  close to a  specific measure  of
information, the Kullback  information, and  is used to study a disconnectedness-like
concept, which could be applicable to random  effects. The procedure is illustrated
with 2 minor hypothetical examples, an animal model and a sire model.
BLUP AND  CDs: AN  OVERVIEW
Let us consider a mixed  model  with a single random  factor (and the residual effect):
where b  is the fixed effect vector, X  the pertaining incidence matrix, u  the random
effect vector, Z  the pertaining incidence matrix, and e the residual vector.
The random  factors are normally distributed with the following first and second
moments:The  ratio A =  Q e /ad  is  assumed  to be  exactly known  and A  is assumed  to be  non-
singular, ie in the particular case of genetic evaluations, there are no monozygotic
twins in the population.
Mixed  model  equations
BLUE  (Best linear unbiased estimator) of b and BLUP  of u are solutions of the
following equation system (Henderson, 1984): 
’
M  is a projector, orthogonal to the vector subspace spanned by X  columns:
or, if x  is a linear combination of X  colunins,
Precision of  the estimates, CD
The  prediction error variance matrix of u  is  (Henderson, 1984):
The CD  of an animal  i is a function of  the ratio of  the variance of u i   knowing  the
results of the experiment (var( U ¡lû i ))  to the variance of u i   before the experiment
(var(ui)) :
where S2 =  !521.
This CD equals  the  squared  correlation  coefficient  between u i   and u i ,  and
measures the amount of information supplied by the data that has contributed
to the prediction of u i .
Generalization of  the CD
An  obvious way  of examing the precision of comparisons between individuals is to
study the corresponding contrasts: the comparison between 2 individuals i  and jwill be related to the contrast u z  - u j  ;  the comparison between  2 sets of  individuals
will be related to the contrast between both sets,  ie the average difference of both
sets of estimates. Contrasts are particular linear combinations x’u, where x is  a
vector whose  elements sum  to 0. The  precision of any  comparison  will be evaluated
by a precision criterion concerning a linear combination of estimates.
The CD  of  a  linear combination u’u  will be  a function of  the  ratio of  the  variance
of x’u after the experiment to the variance of x’u before the experiment, ie:
The CD  of an individual is  a particular form of this formula. In an individual
CD, CD(x) 
=  0 implies that x’u =  0.
All the CDs, of both individuals and linear  combinations,  are then ratios of
quadratic forms x’(A - !t)x/x’Ax. Because quadratic forms associated with a
matrix are related to the eigenvalues of the matrix the above ratios of quadratic
forms can be related to the generalized eigenvalue problem (Golub and Van  Loan,
1983):
As in the standard eigenvalue problem, the vectors f3  and the scalars J .1,  the
solutions of (6J, are called eigenvectors and eigenvalues, respectively.
The  solutions (f3 i ,f3 2   ...  ,6 n )  and (!i,!2..-,!n) of  (6J, sorted in ascending  order,
are such that, for  i different from j:
For any non-null vector x, p i   x  CD(x) !  fJn   [11]
Studying the magnitude of the ratios of quadratic forms then amounts to the
study of the magnitude  of these eigenvalues. The  occurrence of the null eigenvalue
will  be particularly interesting to study,  because the CDs of the corresponding
eigenvectors are null.
Since A  is positive definite, a lower triangular and non-singular matrix L  exists
such that A  =  LL’. Hence:Equations [6]  and [12]  have the same eigenvalues. For convenience, we will use
[6] when  studying the eigenvectors, and [12] when  studying the eigenvalues.
Dispersion of  the CDs  of  linear combinations
Since
e  can be written as:
Some  remarks are worth mentioning at this stage:
- 0  and L’(Z’MZ)L  have the same  set of  eigenvectors, since 0  is a linear function
of  I and the inverse of a linear function of I and L’(Z’MZ)L.
- The CDs  can be verified to be between 0 and 1:  if,  for a given eigenvector, the
eigenvalue of L’Z’MZL  is !7,  then the respective eigenvalue of 0  is p, such that:
Since q ) 0, we  have: 0 ! p  <  1.
- 8  and Z’MZ  have the same  rank. 0  and L’Z’MZL  have the same eigenvectors,
and, from (14!, a  null eigenvalue of 8  corresponds to a  null eigenvalue of L’Z’MZL.
Both matrices then have the same rank, and, since L and L’ are non-singular, 8,
and Z’MZ  have the same  rank.
Overall precision criteria
The location interval  [11]  of the CDs can lead to some average criteria,  like the
arithmetic (p l )  and the geometric ( P2 )  means of the eigenvalues. Since the rank
of 0  is  equal to the rank of Z’MZ, which is  less than n, there is  always a null
eigenvalue. Thus, the geometric mean of the eigenvalues is  null and meaningless.
We  will then restrict our interest to the (n &mdash;1)  greatest eigenvalues of 8. If the p i ,
eigenvalues of 8, are sorted in ascending order, we  have:Relationship with selection index theory
These eigenvalues and associated criteria can be related to selection index theory.
Consider a simple balanced sire model, including a single fixed effect  (the mean)
and a  sire effect (n sires and  t progeny per sire). It can be shown (see Appendix  I)
that the eigenvalues of [6]  are:
- 0 with multiplicity 1. The  corresponding eigenvector is proportional to 1;
- t/(t+A) with  multiplicity (n-1). The  corresponding  eigenvectors  f3 are contrasts
between sires.
The CD  of any between-sires comparison (for instance, the CD  of a comparison
between a particular sire and the others) is equal to the CD  of a sire that would be
obtained  in the  context of  the  selection index  theory. This  could have been  expected,
since considering such comparisons relaxes the uncertainty about the mean. The
(n - 1) greatest eigenvalues of [6]  are the same, and we  get: p i  
=  p 2  
=  t/(t +  A).
Information supplied by experiment
Another way  to look at the overall precision is to evaluate the amount  of precision
supplied  by the  experiment,  by calculating  the mean of a  specific  measure of
information, the Kullback information (Kullback, 1968; 1983). This measure was
introduced in animal breeding theory by Foulley  et  al  (1990,  1992),  in  order to
derive the so-called degree of disconnectedness.
Kullback information
The Kullback information  (Kullback,  1968;  1983)  can be used  to  measure the
discrepancy between 2 continuous probability distributions p and q,  noted I(p: q).
This varies from 0 to infinity, and equals:
A  value of 0 exhibits a total identity between both distributions.
If p and q are N nU ;l ,:E 1 )  and !(!2!2), respectively, then:
This  measure  can  be  used  to  calculate the  information  supplied by  an  experiment,
by comparing the probability distribution conditional on the results of  this experi-
ment with the initial probability distribution (Kullback, 1968). In our context, the
initial  probability distribution is  the distribution  f (u)  of u, and the conditional
distribution is the distribution g(ulii) of u  conditional on X,Z,A  and  y, ie knowing
u. The information depends on a particular y, and then on a particular a. We  will
restrict our interest to the mean  information, given X,Z, and A, ie the information
given the data design:I is equal to the Kullback information between the  joint distribution of u  and u
and the product of the marginal distributions of u and u  (cf,  Appendix 1!. After
some algebra (cf, Appendix  77):
where  the !i’s are the eigenvalues of 0. Since the smallest eigenvalue p i   is null, we
have:
Information for a linear combination
The  distributions of linear combinations x’u and x’u)11 are:
By  the algebra in Appendix II, we then get the Kullback information between
these 2 distributions, denoted I x :
Then we  get:
The CD  is then a simple function of  the information. The  information for a  linear
combination of u  increases with CD(x) ; it  is null when  CD(u)  is null, and tends to
infinity when CD(u) tends to 1.
Mean CD  corresponding to the mean  information
We  can derive another overall criterion by writing [22]  as:
where the 0]s are the eigenvectors corresponding to the positive eigenvalues of !6!.
The  total information is the sum  of the information for the f3!s. These vectors are
independent under both distributions of u and u!u; this result could have beenexpected since Kullback information is  additive for independent events. We can
define t,  equal to I/(n - 1),  as the average information for a contrast. The mean
CD  we  can deduce from this is:
Let us note  that, in the example  studied above (Relationship with selection index
theory), P3  
=  t/(t +  A).
DISCONNECTED  DATA
In the extreme  case, unbalanced data  for a  fixed-effect model, results in disconnect-
edness. Disconnectedness  decreases the rank  of  the  coefficient matrix and, since this
rank is the number of independent estimable contrasts, leads to the inestimability
of some independent contrasts (Chakrabarti, 1963; Foulley et  al,  1990). Discon-
nectedness is  often defined by these consequences. Such a definition implies that
disconnectedness never occurs for random  effects, since their contrasts are always
estimable. However, the data design is the same whether the effect is fixed or ran-
dom (we will  refer to this kind of design as a disconnected design). Even for  a
random  effect, a disconnected design can have important consequences on  the CDs
of  contrasts and matrix ranks.
Linear estimable functions in  a fixed model can be characterized in terms of
eigenvectors (see Graybill 1961, p 237 , Theorem 11.9). Considering model (I) and
treating u  as  fixed, the  linear estimable functions  are linear combinations  of  the non-
null eigenvectors  of Z’MZ.  In the following, we  will derive a  similar characterization
for random  effects by examining the incidence of  the design on the eigenvalues and
the eigenvectors of  the generalized eigenvalue problem !6!.  Since we  will consider u
as either a fixed or random effect, we  will denote u the predictor of u when it  is
treated as random, and u  the estimator of u when  it  is treated as fixed.
Relationship between Z’MZ and  [6]
A  relationship can be found between  eigenvectors of Z’MZ,  which  are related to the
null eigenvalues, and  eigenvectors  of  [6] which  also correspond  to the  null eigenvalues
(Foulley et al,  1990):
or, symmetrically,
These equations lead to a system of built-in constraints similar to the system of
constraints that have to be set in order to let a fixed-effects model be of full rank.If Z’MZv  =  0, the corresponding constraint for u  treated as fixed will be v’f =  0.
For u  treated as random, we  will have v’A- l u  =  0:
More  generally, to a system  of  constraints for a  fixed effect, Cu  =  0, corresponds
a system of constraints for a random  effect C * u  =  0, where C *   = CA- 1 :
C  and C *   have the same rank and the same number of independent constraints,
whether u  is fixed or random.
Relationship [31] holds for V  =  1. Zl  is the vector of the row sums  of Z  and  is
therefore equal to 1, 1 is a linear combination of columns  of X  and M1  is equal to
0 by applying (3!. Then Z’MZ1  =  0, and:
and we  get the well-known equality (eg, Foulley et al,  1990):
corresponding to the fixed-effect constraint:
If the design is  connected, the only constraint to set  for a fixed u is  [35],  and
then the corresponding constraint for a random u is  [34].  All the eigenvectors of
Z’MZ  corresponding to a non-null eigenvalue are orthogonal to 1 and the sum  of
their elements is null. These eigenvectors then correspond to contrasts.
Similarly, all the eigenvectors 6  of  [6] associated with  eigenvalues different from 1
are A-orthogonal  to A- 1 1,  ie are such  that 6’ AA - 1 1  =  0 =  f3’1. These  eigenvectors
then also correspond to contrasts. Consequently, all the non-null eigenvalues of O
are CD  of contrasts. In order to study the influence of design disconnectedness, we
can then restrict our interest to the set of contrasts.
Disconnectedness, inestimability and information supply
If u  is treated as fixed and  if the design is disconnected, rank (Z’MZ) 
=  r < n -1.
These are r positive eigenvalues and r corresponding eigenvectors that are linear
estimable contrasts.  Since the set of estimable contrasts is  a vector space, every
contrast that  is  a linear  combination of these eigenvectors  is  estimable, and at
most r independent contrasts are estimable. However, every contrast that cannot
be expressed as a linear combination of these eigenvectors is not estimable. Then,
non-estimable contrasts can be sums  of estimable and non-estimable contrasts.
When  u  is random, for the above design we  have:
It can  easily be shown  from [28] that the set of  vectors with  a  null CD,  or without
information supply, is a vector space. Its dimension equals the multiplicity of thenull eigenvalue of 0, that is  n &mdash;  r.  As 1  belongs to this space, the subspace of
contrasts without information supply is  a (n - r - 1)-dimensional space. There
are at most (n -  r &mdash;  1)  independent contrasts that have no information supply.
Every contrast without information supply is then a linear combination of these
(n -  r &mdash;  1) contrasts. However, the CD  of every contrast that cannot be expressed
as a linear combination of these vectors is  positive. In contrast to the fixed-effects
case, in which a sum  of a non-estimable contrast and  of an  estimable contrast is not
estimable, a contrast with a positive CD  can be sum  of a contrast with a positive
CD  and a contrast with a null CD.
If we  define disconnectedness in terms of information supply by the experiment
rather than contrast inestimability, we can extend this concept to random-effects
factors. Whether  the effects are fixed or random, there is a disconnection, provided
that for at least 1 contrast, no  information  is supplied by  the experiment. However,
the fixed-effects case is more  restrictive, since there are more  independent contrasts
with positive CD  in the random-effects case than independent estimable contrasts
in the  fixed-effects case. An  example  will be  presented in the numerical  applications.
Interpretation of p l ,  p2 and  p 3
The  3 criteria, p l ,  p 2   and p 3 ,  are functions of p, 2 ,  the eigenvalues of 0. If they are
sorted in ascending order, we  have:
The  p z   vary  from  0  to 1, as do  the  criteria. They  are  equal when  all the  eigenvalues
are equal. Otherwise, we have the following inequalities:
The dispersion of the eigenvalues and therefore the dispersion of the criteria
reflect the design unbalancedness (Chakrabarti, 1963).
p 2   is more sensitive to low eigenvalues. A  null value leads to a null p 2 ,  which
indicates that there exists at least 1  contrast without information supply and that
the design is disconnected. p 3   is sensitive to values of  eigenvalues close to 1.  If a p i
equals 1, then so does p 3 .Subpopulation of animals
These criteria are the averaged values of CD, which can include all the evaluated
animals. They can be easily restricted to a particular set of q interesting animals,
by working with the submatrices of A  and S2 pertaining to these animals, A *   and
S2 * ,  respectively.  If this  set  does not include  all  the animals with performance,
the eigenvectors with positive CD  are no longer contrasts, and use of [6]  leads to
overall criteria with a slightly different interpretation: they are no longer averaged
values of the CD  of contrasts, but averaged values of the CD  of all possible linear
combinations of the genetic values.
Equation [6]  can be modified in order to force the eigenvectors to be contrasts
(Darroch and Mosimann, 1985), and then becomes:
The smaller eigenvalue of [39]  is  null.  Furthermore, the eigenvalues of [39]  are
between the eigenvalues of [6]:
Use  of  the  q-1  largest  eigenvalues of [39] yields overall criteria that are averaged
CD  of  contrasts. Such a procedure is used in the second numerical example.
Let us note that from [40] using the eigenvalues of [6]  instead of [39] would lead
to good approximations of these criteria when n is  large. Moreover, if there is  a
disconnection, this approximate procedure leads to a null value of p 2 .  In which
case, 0 = v 2  #  À 1 ,  and then .!1 
=  0.
Let us note that models including pedigree animals, ie without performance, are
trivially disconnected. For each pedigree animal, there is a null eigenvalue of 0.
NUMERICAL  APPLICATIONS
An  animal model example
Data
A  hypothetical animal model example with 12 animals (5 with performances) is
presented here. The model consists of a herd effect and an animal genetic effect.
The  heritability was  0.5. Data  and  pedigree  structure have  been  presented in table  I.
Results
The rank of 0 is  2.  Considering u as  fixed,  10 constraints are needed in order
to let the model have full rank. Seven animals have no performance and so must
be set to 0, and we also have to set 3 other constraints (1 per herd). Then, rank
(0) 
=  rank(Z’MZ) 
=  12 - 10 =  2. There are only 2 independent contrasts: u l  -u 2
and u! - U 5 -The complete system of  constraints for a fixed u  is Cu =  0, where:
The first  3  rows  of C express  the  within-herd  constraints;  the  other  rows
are the trivial constraints about the pedigree animals without performance. The
corresponding built-in system of constraints for a random u from (32!,  is C * u =
CA- l u  =   0 with:The  last 7 rows  of C *   are the mixed-model  equations about  the pedigree animals
without performance. Two  of  the eigenvalues  of e are 0.5; the  others are null. PI ,  p 2
and p 3   are equal to 0.083, 0 and  0.109, respectively. The  precisions of  the individual
and between-animal comparisons are presented in table II.
There  are 11 independent contrasts with  non-null CDs  on  the  first row  of  table  II,
while there are only 2  independent estimable contrats in  the fixed  effects  case.
(This illustrates the discussion in the section Disconnectedness, inestima6ility and
information  supply,  the number of independent contrasts with positive  CDs isgreater than the rank of O.) Table II shows that comparison CDs  are usually low.
The  most  precise comparisons  are those between recorded animals  in the same  herd
(1-2, 4-5). Similarly, for animals  with no  performance, the most  precise comparisons
are those between  the animals with progeny recorder in the same herd (6-7, 9-10).
The least  precise comparisons are for the triplets,  &dquo;animal-sire-dam&dquo;,  where the
relationship is important. CD (x 8 , 12 ) 
=  0, and  concerns 2 mates evaluated from the
performance of the same progeny. No  other information indicates whether there is
an assortative mating. However, CD(x 7 , 8 )  is quite high (equal to 0.125) compared
with other matings (CDs equal to 0.031). Apart their common progeny, each has
another progeny (1  and 2),  raised in the same herd, and the other matings have
just 1  product, or another progeny, but raised in different herds. The  effect of the
design can be seen here in the precision of the comparison.
Application to a sire model
Let us study a hypothetical model containing the fixed effect year (5 years) and 11  i
sires  (2 tested sires per year and a reference sire used over 5 years) according to
table III. Within each year, the number  of progeny of the first sire was nl and the
number  of progeny  of  the second sire was  !z2. The  reference sire had m  progeny per
year and was unrelated to the tested sires.  All the tested sires were related by a
relationship coefficient q. The  heritability is noted h 2 .
The values of different criteria, the individual CDs, and the peculiar contrasts
CDs (CD 1 _ 2 :  comparison of 2  sires  born in  the same year (u l  -  U2 ); CD 1 _ 3 :
comparison of 2 sires  born in  different years (u l  -  U3 );  CDy: comparison of the
genetic levels of 2 years (u i   + u 2  - u 3  -  U4 )  were computed according to different
values of in, h 2 ,  y and the unbalancedness of the design. The evaluation of the
reference sire  is  not interesting and the overall criteria were computed from the
submatrices pertaining to the 10 tested sires,  according to  [39].  These results are
given in tables IVa-d. The  comparisons between  sires born in the same  year are the
most precise, and the comparisons between genetic levels of the years are the least
precise.
All the precisions decrease with unbalancedness (table IVa), especially CD 1 - 2
(40% of the decrease between balancedness (n l  
=  25) and extreme unbalancedness
(ni = 5)), while CD Y   remains about the same. Correlatively, p 3   is more sensitive
to unbalancedness than p 2   (39 and 29% of the decrease between balancedness andextreme  unbalancedness, respectively) ; p 3   is more  sensitive  to  changes  in high  values
of CDs.
The comparisons  between genetic  levels  of years  are  the  most  affected  by
variations of m  (table IVb); CDy  goes from 0 (m  = 0), ie disconnection, to 0.161
(m 
= 10). CD 1 - 2   is  the same whatever m, which could have been expected:  a
reference sire does not affect the comparisons of within-year sires.  Since the low
CDs  increase with 1 n, p 2   is more sensitive to variations in 1n (27% of  variation for
p 2   when m  goes from 10 to 4, compared  with 10 and 7%  for p l   and p 3 ,  respectively).
The  precision decreases when  the  relationship between  sires increases (table IVc).
When the  sires  are  unrelated, CD,- 2   is  equal to  the  individual  CDs found  in
selection index theory. Precision increases with heritability (table IVd).These results are relatively trivial. But beyond them we  can see how  to adapt a
precision study according  to the aim  of  the experiment. For a  selection experiment,
the precision of comparison between genetic levels of different years (eg, CDy) is
to be maximized. Since the precision of this type of comparison is low, p 2 ,  is more
sensitive to low precision variations and would be an interesting parameter. On  the
contrary, the first aim  of a routine evaluation is to compare animals to each other;
contrast precision like CD I - 2   or CD 1 - 3   must be examined. Since these precisions
are relatively high, variations of p 3   should be examined.
This example is,  of course,  oversimplified and the above remarks need to be
refined by more realistic studies.
DISCUSSION AND  CONCLUSION
We have assumed throughout this  paper that the variance ratio A was known,
which is  never the case.  Leaving aside the uncertainty about A leads one to an
underestimation of var  (ulû)  (Harville and Carriquiry,  1992),  and,  then,  to an
overestimation of the precision.
Nevertheless, even  if disconnectedness never occurs in the strictess sense for ran-
dom  effects, its effect is not  negligible. It leads to contrasts that are surely estimable,
but whose  values are null. The  concept of estimability is,  in the framework of ran-
dom  effects, over-optimistic, and should be replaced by  the more  realistic notion of
information supplied by the data.
This notion is  related to the CD, where information is  supplied by data for a
contrast when  its CD  is positive. The CD  of a contrast is a precision criterion for
a comparison between animals, and can be interpreted in the same way  as the CD
of  individuals. Its use allows the validation of  particular comparisons. These  can be
used, for instance, in genetic progress studies to look at the precision of comparison
between animals born in different years. They  could also be used  in cluster analysis,
in order to build groups of  animals that are comparable  to each other, as in Foulley
et al (1990).
The  overall criteria evaluate the precision level of a set of animals. This set can
include all the analysed animals, or a particular group of animals, which allows the
comparison of designs. A  parallel can be drawn between our criteria and optimal
design theory criteria (Coursol, 1980; Steinberg and Hunter, 1984): maximization
of p t   and A-optimality (maximization of the trace of the coefficient matrix); and
maximization of p 2   and D-optimality (maximization of the determinant of thecoefficient matrix). The optimal design research methods could then be adapted
to the context of genetic evaluation, with, however, one important restriction: the
relative impossibility for the breeder to act on a design, which he can often modify
only by some incitement to use more  artificial insemination (AI). This is done for
French beef cattle, within the framework of the natural service bull progeny test
(Foulley and  Sapa, 1982; Laloe et al, 1992). More  recently, for beef  cattle evaluation
from field data  with an animal model, the rule of publication of bull genetic values
have  been  set, based  on  a  minimal  use  of AI in bulls within  the herds (INRA,  Nouvel
Institut de l’Elevage, 1992). The  rules have been set relatively empirically. A  study
based upon our criteria could lead to optimal rules, combining minimal precision
and a maximal number  of published bulls.
Use of such criteria becomes impossible as soon as the analysis involves more
than 1 000 animals. Approximations or simplifications similar to those presented
in Foulley et al (1992), considering models consisting only of environmental effects
and phantom groups, could be found.
A method presented  by Boichard  et  al  (1992)  yields  a reasonably accurate
approximation of tr (A - 1  n 1 )  for animal models with 1  class of fixed effects and 1
class of random  effects which can be used for large data  sets. In their examples, the
bias in percent of  the true value of the trace was less than 4%. Since p i   is a simple
function of tr (A - l n 1 ),  (p i  
=  (n - A tr(A - l n1)} /(n -1))  this method can be used
in order to approximate PI   for this special kind of model, even for large data sets.
Another approach would be  to  approximate these  matrices  by size-reduced
matrices. These matrices would be built  from parameters such as the respective
distribution of natural service and AI sires across the herds, as well as the number
of performances per herd. Criteria would be computed from these matrices. This
approach will  be used in the context of French beef cattle evaluation from field
data.
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APPENDIX
Precision in a balanced-sire model
The model includes  a fixed  effect  (the mean) and the  sire  effect.  The n sires
are unrelated. Each sire  has t  progeny. The coefficient  matrix is  as  follows  (for
convenience we  will write the matrices with 71 =  3)This matrix has a  special pattern of the type:
It can be shown (eg,  Graybill, 1982, theorem 8.5.2, p 206) that such a matrix
has 2 eigenvalues: 
.
- a +  (n &mdash;  1)b, with multiplicity 1, and the corresponding eigenvector is propor-
tional to 1;
- a -  b with multiplicity  (n &mdash;  1),  and the corresponding eigenvectors f3’  are
contrasts (6!1 
=  0).
The eigenvalues of Z’MZ +  ÀI are A and  t  +  A.  The eigenvalues of!1 1  
=
(Z’MZ +  AI)-’  are I/A and 1/(t +  A).  Hence, the eigenvalues of !1  = À!11  are
respectively 1 and A/(t +   A).
Since A  =  I,  [7]  is reduced to:
and we  get:
- p i  =  0, the corresponding eigenvector is proportional to 1;
- U2   = .  ...  = =  1 - (A/(t +  !)! 
= t/(t +  A). The (n &mdash;  1)  corresponding
eigenvectors are contrasts, and span the  (n &mdash;  1)-dimensional vector space of the
contrasts. The CD  of any contrast is then equal to t/(t +  A).
APPENDIX  II
Given X, Z, and A, the distributions of u, u  given u, and u  are (Henderson, 1973;
1984):
The  joint distribution of u  and u  is:
and the product of  the marginal distributions is:We  have, from !17!:
We  then apply !18!. Since:
iii)  the expectations of both distributions are null, we  get:
where J .1 i   are eigenvalues of e  or (6!.