1. Introduction {#Sec1}
===============

Body size is a fundamental property of organisms. Size regulates the rate at which an organism transforms the energy of resources into biological work, hence it determines metabolic rate. Size also controls the duration of fundamental physiological events such as the turnover time of metabolic processes. Accordingly, maximal life span, which is an aggregate of physiological and developmental events, is also a function of body size.

These morphometric and physiological properties are characterized by a large interspecific variation. Body sizes spans 24 orders of magnitude. Metabolic rate and life span exhibit similar variation. Maximal life span, for example, varies 5,000 fold among insects, 100 fold among mammals, and 15 fold among birds ([@CR4]). There also exist systematic differences in life span between birds and mammals: Birds are much longer lived than mammals of the same body size. Size and life-history variables are also characterized by temporal and spatial ecotypic patterns ([@CR2]; [@CR30]; [@CR22]). A well-documented trend is Cope's rule, the increase in mean body size within certain phyletic lineages ([@CR6]), see Bonner ([@CR3]; Chap. 2).

This article provides an adaptive explanation of this interspecific variation in terms of the concept evolutionary entropy, an analogue of the Gibbs-Boltzmann entropy in statistical thermodynamics.

Evolutionary entropy is a function of the age-specific fecundity and mortality variables and has an information-theoretic interpretation: the uncertainty in the age of the mother of a randomly chosen newborn ([@CR7]). Entropy characterizes the robustness or stability of a population, the rate at which it returns to its steady state condition after a random perturbation. Entropy also determines Darwinian fitness, the capacity of a rare variant type to displace the resident in competition for the available resources ([@CR10]; [@CR14]).

When resources are limited but constant, there will be little variation in population size. Accordingly, variants with increased entropy---in view of the increased robustness this confers---will be more efficient at acquiring the limited resources. Consequently, such mutants will prevail over the ancestral type. When resources are abundant but variable, mutants with decreased entropy, and a concomitantly decreased robustness, will be more efficient in converting the resources into viable offspring. The variability in resource abundance, however, entails that the invasion dynamics will be characterized by large variations in population size. When the mean population size is large, the selective process will be deterministic and mutants with decreased entropy will dominate. However, when the mean population size is small, stochastic effects will dominate and the selective outcome will be unpredictable.

Selective advantage, as the above description indicates, will depend on both the capacity of an organism to acquire resources---a property which will be regulated by its metabolic rate and the efficiency in converting resources into viable offspring---a condition which will be contingent on the body size of the organism. Efficiency in acquiring and converting resources will also be reflected in individual survivorship, and hence correlated with the organism's life span.

We conjecture from these observations that the statistical measure evolutionary entropy should also characterize macroscopic population variables such as metabolic rate, body size, and life span. Accordingly, these species-specific properties should be predictable from the age-specific fecundity and mortality variables of a population---the quantities which are required to compute the statistical representation of entropy. This article establishes analytic, computational, and empirical support for the relations of evolutionary entropy with the macroscopic variables body size, metabolic rate, and life span.

We first derive an analytic relation between entropy and the generation time, the mean age at which individuals produce offspring. This relation is validated by a computer simulation and empirical study using the life-tables of bird, mammal, and insect species. We then integrate the analytic relation between entropy and generation time with a series of allometric relations between life-history variables and body size to derive a new class of macroscopic characterizations of entropy. These relations are illustrated with data on body size, metabolic rate, and maximal life span in bird, mammal, and insect species.

The concept evolutionary entropy is the cornerstone of directionality theory, an analytic model of the evolutionary process which predicts changes in the genotypic and phenotypic composition of populations under various ecological constraints. We discuss the implications of this theory to address problems regarding the large variations in body size, metabolic rate, and life span observed in populations.

2. Methods {#Sec2}
==========

2.1. Entropy and generation time {#Sec3}
--------------------------------

The dynamics of age-structured populations can be described in terms of the age-specific fecundity and mortality variables, *l*(*x*), the chance that a newborn survives to age *x, m*(*x*), and the mean number of offspring produced by an individual of age *x*.

A fundamental parameter in this model is the quantity *p*(*x*), the probability distribution of the parental age of a randomly chosen newborn individual: $$\documentclass[12pt]{minimal}
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$$p(x) = {e^{ - rx}}V(x)$$
\end{document}$$. Here, *r* denotes the population growth rate, the rate of increase in population numbers and *V*(*x*) = *l*(*x*)*m*(*x*) the net-reproductive function.

Evolutionary entropy, as derived in the context of the ergodic theory of population dynamics, is given by $$\documentclass[12pt]{minimal}
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$$S = - \int_\alpha ^\beta {p(x)\log p(x)dx} $$
\end{document}$$. Here, *α* is the age at first reproduction and *β* the age at which reproduction ceases. Hence, *S* is a function of age of sexual maturity, size of progeny sets, and reproductive span. The quantity *S* describes the uncertainty in the age of the mother of a randomly chosen newborn ([@CR7]) and characterizes three main demographic properties: The degree of iteroparity of the population. Semelparous populations where reproduction occurs at a single instant in the life cycle have zero entropy. Iteroparous populations where organisms reproduce at several distinct stages in the life cycle have positive entropy.The robustness or demographic stability of the population, that is, the rapidity with which the population returns to the steady state condition after a random perturbation in the age-specific birth and death parameters ([@CR8]; [@CR15]).The position of the population along the fast-slow life-history continuum: Large entropy: late age at sexual maturity, small net-progeny sets, broad reproductive span.Small entropy: early age at sexual maturity, large net-progeny sets, narrow reproductive span.

Generation time, the mean age of mothers at the birth of their offspring, is given by $$\documentclass[12pt]{minimal}
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$$T = \int_\alpha ^\beta {xp(x)dx} $$
\end{document}$$. The quantity *S* as given by Eq. ([1](#Equ1){ref-type=""}) is a statistical parameter expressed in terms of the microscopic variables, the age-specific fecundity, and mortality rates. We will now show that the entropy *S* is analytically related to the generation time *T*: $$\documentclass[12pt]{minimal}
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$$S \approx \log T + b$$
\end{document}$$, where *b* = *b*(*T*) is a species-specific constant.

We will first give a probabilistic argument in support of Eq. ([4](#Equ4){ref-type=""}) and then provide additional computational support and an empirical analysis using life tables of birds, mammals, and insects populations.

2.2. The probabilistic argument {#Sec4}
-------------------------------

We denote by *X* the random variable with probability density function *p*(*x*) given by Eq. ([1](#Equ1){ref-type=""}). Consider the function *p*\*(*x*) defined by $$\documentclass[12pt]{minimal}
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$${p^ * }(x) = {{p(x/k)} \over k}$$
\end{document}$$. The function *p*\*(*x*) represents the density function of a related species and *k* is a constant indicating how the life-histories of the two species scale with each other.

The entropy function *S*\* associated with the density function *p*\*(*x*) is $$\documentclass[12pt]{minimal}
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$$\eqalign{ & {S^ * } = - \int {{p^ * }(x)\log {p^ * }(x)dx} \cr & = - \int {{{p(x/k)} \over k}\log \left[ {{{p(x/k)} \over k}} \right]} dx \cr & = - \int {{{p(x/k)} \over k}\log \left[ {p(x/k)} \right]} dx + \log k \cr & = - \int {p(x)\log p(x)dx} + \log k \cr} $$
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$${S^ * } = S + \log k$$
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$$\eqalign{ & \log \left[ {E\left( {{X^ * }} \right)} \right] = \log \int x \left[ {{{p(x/k)} \over k}} \right]dx \cr & = \log k + \log \int x p(x)dx \cr & = \log k + \log [E(X)] \cr} $$
\end{document}$$. Consequently, the generation time given by *T* = *E*(*X*), Eq. ([3](#Equ3){ref-type=""}), satisfies $$\documentclass[12pt]{minimal}
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$$\log {T^ * } = \log k + \log T$$
\end{document}$$. Hence, we obtain $$\documentclass[12pt]{minimal}
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$$S - \log T = {S^ * } - \log {T^ * } = b$$
\end{document}$$ where *b* denotes a taxon specific constant. We now have $$\documentclass[12pt]{minimal}
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$$S = \log T + b$$
\end{document}$$.

The relation given by Eq. ([5](#Equ5){ref-type=""}) will hold for any pair of species that are closely related so that their life-history scales as described above. Accordingly, a plot of (log*T,S*) for species within the same taxa should give points on a straight line with slope 1.

*Example*. The expression given by Eq. ([5](#Equ5){ref-type=""}) can be illustrated by taking as *p*(*x*) the log normal distribution, namely $$\documentclass[12pt]{minimal}
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$$p(x) = {1 \over {x\sigma \sqrt {2\pi } }}\exp \left( { - {{{{(\log (x) - \mu )}^2}} \over {2{\sigma ^2}}}} \right)$$
\end{document}$$. This distribution, as observed in [@CR35], provides a good description of the net-reproductive function for various natural populations. We assume that *σ* is constant for closely related species and that *μ* varies. A rescaling given by $\documentclass[12pt]{minimal}
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\end{document}$ yields a lognormal distribution.

The generation time *T* and entropy *S* associated with the distribution *p*(*x*) are given by $$\documentclass[12pt]{minimal}
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$$b = (\log 2\pi e + \log {\sigma ^2} - {\sigma ^2})/2$$
\end{document}$. We note that *b* can assume a large range of values contingent on *σ*^2^: it increases for *σ*^2^ in the interval \[0, 1\], and decreases for *σ*^2^ in the range 1 \< *σ*^2^ \< ∞.

2.3. The computational argument {#Sec5}
-------------------------------

The probabilistic argument is in terms of the differential entropy, which is the entropy of a continuous random variable. The computational argument we now give is in terms of a discrete random variable and we write $\documentclass[12pt]{minimal}
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$$S = - \sum\nolimits_j {{p_j}} \log {p_j}$$
\end{document}$. In view of the discretization, the relation between *S* and *T* will not be exact as in ([5](#Equ5){ref-type=""}), but approximate.

We provide a Monte Carlo simulation to support Eq. ([4](#Equ4){ref-type=""}), using an extended 2 × 2 Leslie matrix $$\documentclass[12pt]{minimal}
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$$\left[ {\matrix{ {\sigma {s_0}{f_1}} & {\sigma {s_0}{f_2}} \cr {{s_1}} & {{s_2}} \cr  } } \right]$$
\end{document}$$, with primary sex-ratio *σ* = 0.5, survival rates *s*~0~, *s*~1~, *s*~2~, and fecundities *f*~1~, *f*~2~. The demographic parameters are given reference values as in [@CR21], and are randomized around their reference values: for survival, to ensure values in \[0, 1\], a beta distribution with standard deviation 0.1 is used; for fecundity, to ensure nonnegative values, a truncated Gaussian distribution with standard deviation 0.1 is used. Fig. [1](#Fig1){ref-type="fig"} shows entropy versus the logarithm of generation time for 1,000 realizations of the random matrix. A linear relationship obtains, as predicted by Eq. ([4](#Equ4){ref-type=""}). Fig. 1The relation of logarithm of generation time (*T*) to demographic entropy (*S*) for a random extended 2 × 2 Leslie matrix (1,000 realizations). Average values of demographic parameters: survival rates *s*~0~ = 0.2, *s*~1~ = 0.35, *s*~2~ = 0.5; fecundities *f*~1~ = *f*~2~ = 7.

2.4. Empirical studies {#Sec6}
----------------------

The empirical study is based on an analysis of several datasets: Birds: 13 life cycles of bird populations from [@CR26] (Fig. [2a](#Fig2){ref-type="fig"}).Mammals: 127 life cycles of mammal populations from [@CR29] to which we have added data for *Homo sapiens* (Fig. [2b](#Fig2){ref-type="fig"}).Insects: 20 life cycles of insect populations comprising 13 species, some at different temperatures (Appendix; Fig. [2c](#Fig2){ref-type="fig"}).Fig. 2The relation of logarithm of generation time (*T*) to demographic entropy (*S*) with linear fit. (a) Birds data set. (b) Mammals data set (the large dot stands for *Homo sapien*s). (c) Insects data set.

In birds, mammals, and insects we observe a good agreement of empirical data with Eq. ([4](#Equ4){ref-type=""}).

2.5. Body size, metabolic rate and life span: the relation with entropy {#Sec7}
-----------------------------------------------------------------------

We will now exploit the relation between entropy and generation time to derive a series of analytic rules relating the macroscopic parameters metabolic rate, body size, and maximal life span with entropy. Our derivation is based on a series of allometric relations between body size and other life-history variables.

Adult body size underlies all aspects of an organism's physiology. In view of this property and its relative accessibility in empirical studies, the parameter has been the basis for comparing the life-history and physiological properties of different organisms. These studies have led to a large class of empirical rules relating body size with various measures of physiological time and metabolic rate; see [@CR30], [@CR4], for example.

In [@CR13], we provided a molecular explanation for these empirical rules. The model recognized that metabolic activity within organisms has its origin in the processes of energy transduction localized in biomembranes. These processes are regulated by the transport of protons across the energy-transducing membranes, and the coupling of two molecular motors---the redox reaction and ADP phosphorylation. We integrated the chemiosmotic theory of energy transduction within biomembranes with the methods of quantum statistics, to study metabolic activity at the cellular level and to relate metabolic rate with cell size. A multi-level scaling argument was then invoked to extend these single-cell results to multi-cellular organisms. We derived the following expression relating metabolic rate *P* with body size *W*$$\documentclass[12pt]{minimal}
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$$P = \alpha C\Delta p{W^\beta }$$
\end{document}$$. The proportionality constant in the allometric relation has three components: *α*, a measure of metabolic efficiency. It is given by the ratio *ρ*~1~/*ρ*~2~, where *ρ*~1~ is the rate of reductant supply to the energy-transducing membrane, and *ρ*~2~ the rate of nutrient uptake by the organism.*C*, the proton conductance of the energy-transducing membrane.Δ*p*, the proton motive force, which describes the free energy stored in the membrane electrochemical proton gradients.

The quantity *α* depends on the geometry of the pathways of energy flow within the organism. The bioenergetic variables *C* and Δ*p* depend on the physical and chemical composition of the energy-transducing membranes.

The scaling exponent *β* is contingent on the mechanisms---classical or quantized---that regulate the flow of energy within the membrane. A classical mechanism corresponds to the case where the distribution of energy levels is continuous and we have *β* = 1. A quantized process characterizes the situation where the distribution of energy levels is discrete. In this case, *β* will assume the values 2/3 or 3/4 depending on the degree of quantization of the energy transduction processes.

A more compact representation of Eq. ([6](#Equ6){ref-type=""}) is $$\documentclass[12pt]{minimal}
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$$P = {a_1}{W^\beta }$$
\end{document}$$. The allometric relations for measures of physiological time, the generation time *T* and the maximal life span *L*, derived by the same methods, have forms analogous to Eq. ([6](#Equ6){ref-type=""}): $$\documentclass[12pt]{minimal}
\usepackage{amsmath}
\usepackage{wasysym} 
\usepackage{amsfonts} 
\usepackage{amssymb} 
\usepackage{amsbsy}
\usepackage{mathrsfs}
\usepackage{upgreek}
\setlength{\oddsidemargin}{-69pt}
\begin{document}
$$T = {a_2}{W^{1 - \beta }}$$
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\end{document}$$. We will now appeal to the analytic relation between entropy and generation time, Eq. ([4](#Equ4){ref-type=""}), and to allometric laws expressed by Eqs. (7) to obtain a series of relations between entropy and the macroscopic parameters, body size, metabolic rate, and maximal life span. The relations we derive will have the general form $$\documentclass[12pt]{minimal}
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$$S = \tilde a\log X + \tilde b$$
\end{document}$$. Here, *ã*, *˜b* are taxon-specific constants and *X* represents a physiological or life-history variable.

The logarithmic dependence is related to the fact that the information theoretic representation for entropy, Eq. ([2](#Equ2){ref-type=""}), is equivalent to the representation $$\documentclass[12pt]{minimal}
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$$S = \tilde k\log M$$
\end{document}$$. Here, *M* denotes the number of typical genealogies---or pathways of energy flow---generated by the population ([@CR9]).

3. Results {#Sec8}
==========

3.1. Entropy and macroscopic parameters {#Sec9}
---------------------------------------

*Entropy and body size*. We can conclude from Eqs. ([4](#Equ4){ref-type=""}) and ([7b](#Equ7b){ref-type=""}) that $$\documentclass[12pt]{minimal}
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$$S \approx (1 - \beta )\log W + {b_1}$$
\end{document}$$. The empirical support for Eq. ([8a](#Equ8a){ref-type=""}) is presented for birds in Fig. [3a](#Fig3){ref-type="fig"}, and for mammals in Fig. [3b](#Fig3){ref-type="fig"}. Fig. 3The relation of logarithm of body mass (*W*) to demographic entropy (*S*) with linear fit. (a) Birds data set (*W* in g). (b) Mammals data set (the large dot stands for *Homo sapien*s) (*W* in kg).

*Entropy and metabolic rate*. We can infer from Eqs. ([4](#Equ4){ref-type=""}), ([7a](#Equ7a){ref-type=""}), and ([7b](#Equ7b){ref-type=""}) that $$\documentclass[12pt]{minimal}
\usepackage{amsmath}
\usepackage{wasysym} 
\usepackage{amsfonts} 
\usepackage{amssymb} 
\usepackage{amsbsy}
\usepackage{mathrsfs}
\usepackage{upgreek}
\setlength{\oddsidemargin}{-69pt}
\begin{document}
$$S \approx {{1 - \beta } \over \beta }\log P + {b_2}$$
\end{document}$$. The empirical support for Eq. ([8b](#Equ8b){ref-type=""}) is presented for birds in Fig. [4a](#Fig4){ref-type="fig"} (data from [@CR25]), and for mammals in Fig. [4b](#Fig4){ref-type="fig"} (data from [@CR34]). The metabolic rate *P* was only available for a fraction of the species. Fig. 4The relation of logarithm of metabolic rate (*P* in W) to demographic entropy (*S)* with linear fit. (a) Birds data set. (b) Mammals data set (the large dot stands for *Homo sapiens*).

*Entropy and maximal life span*. We conclude from Eqs. ([4](#Equ4){ref-type=""}), ([7b](#Equ7b){ref-type=""}), and ([7c](#Equ7c){ref-type=""}) that $$\documentclass[12pt]{minimal}
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$$S \approx \log L + {b_3}$$
\end{document}$$. The empirical support for Eq. ([8c](#Equ8c){ref-type=""}) is presented for birds, mammals and insects in Fig. [5](#Fig5){ref-type="fig"}. For birds and mammals, we used recorded values of *L* from the AnAge Database ([@CR24]). For insects, we used the maximal life span observed in the published life tables. Fig. 5The relation of logarithm of maximal life span (*L*) to demographic entropy (*S*) with linear fit. (a) Birds data set (*L* in years). (b) Mammals data set (the large dot stands for *Homo sapien*s) (*L* in years). (c) Insects data set (*L* in days).

3.2. Prediction and empirical results {#Sec10}
-------------------------------------

The relations ([8a](#Equ8a){ref-type=""}), ([8b](#Equ8b){ref-type=""}), and ([8c](#Equ8c){ref-type=""}) involve the scaling exponent *β*. This quantity is not a universal constant, as suggested by the empirical studies of [@CR18]. For recent statistical analysis, see [@CR16], [@CR17], [@CR31]---indicate that *β* ranges from 2/3 to 1. Birds are typically described by *β* = 2/3, large mammals by *β* = 3/4 and perennial plants by *β* = 1. We expect that the slope of the empirical curves will be contingent on the class of organisms which are used in the analysis.

We can appeal to the different scaling exponents *β* = 2/3 for birds, and *β* = 3/4 for mammals to predict the following patterns regarding the regression slopes in Figs. [3](#Fig3){ref-type="fig"} and [4](#Fig4){ref-type="fig"}. In the case of body size, the regression slope 1/3 for birds and 1/4 for mammals.In the case of metabolic rate, the regression slope 1/2 for birds and 1/3 for mammals.

A study of Figs. [3](#Fig3){ref-type="fig"} and [4](#Fig4){ref-type="fig"} indicates that the empirical data are consistent with the predictions. In the case of birds (Figs. [3a](#Fig3){ref-type="fig"} and [4a](#Fig4){ref-type="fig"}), the regression slopes are 0.27 and 0.56, respectively. The predicted values are 0.33 and 0.5. For mammals (Figs. [3b](#Fig3){ref-type="fig"} and [4b](#Fig4){ref-type="fig"}), the regression slopes are 0.14 and 0.18, respectively. The predicted values are 0.25 and 0.33. The mammalian data include both large and small organisms, and hence a departure from the scaling exponent *β* = 3/4. This may account for the discrepancy between predicted and observed values in the mammalian data.

4. Discussion {#Sec11}
=============

Body size, a fundamental physiological and ecological characteristic, regulates the rate at which an organism transforms external energy into biological work. Hence, it determines metabolic rate, the rate at which the chemical energy is generated by cellular metabolic networks. Size also controls the duration of fundamental physiological events such as the turnover time of metabolic processes. Accordingly, maximal life span, which is an aggregate of physiological and developmental events, is also a function of body size. Studies of this dependency of the rate and turnover time of metabolic processes on body size have lead to a series of empirical relations, the allometric scaling laws ([7a](#Equ7a){ref-type=""}), ([7b](#Equ7b){ref-type=""}), and ([7c](#Equ7c){ref-type=""}).

The molecular processes which underlie the scaling rules depend on the dynamics of energy transduction in biomembranes. Quantum metabolism has invoked the dynamics of electrons and protons within the membranes to provide a molecular explanation of these scaling rules. This molecular model, however, does not provide any understanding regarding the ecological and evolutionary significance of these relations.

Evidence of the ecological and evolutionary characteristics of these morphometric and physiological properties is given by their large interspecific variation. Size has been characterized in terms of certain temporal and spatial ecotypic patterns, namely: Cope's rule, the increase in size within certain phyletic lineages ([@CR6]), Bergmann's rule, the trends in body size within species across latitude ([@CR2]), and the island rule, changes in body size as species migrate from mainland to islands ([@CR22]).

Metabolic rate and life span show comparable variation and are described by their unique ecotypic patterns. The magnitude of the interspecific variation in life span is highly dependent on the taxon: in insects observed life span varies 5,000 fold, in mammals 100 fold, whereas in birds 15 fold. There also exist systematic differences in life span between birds and mammals: birds are much longer lived than mammals of the same body size.

Although the form of the scaling rule relating metabolic rate and body size is universal, there are systematic differences in the scaling exponents. The scaling exponent ranges from 2/3 to 1. In a systematic review of the literature, [@CR17] has noted values of 2/3 for birds and small mammals, 3/4 for terrestrial mammals and isometric scaling (*β* = 1) for many pelagic animals. [@CR31] have observed an isometric scaling for perennial plants.

These patterns of variation in body size, metabolic rate, and maximal life span have a fundamental evolutionary basis. In Demetrius ([@CR11], [@CR12]), we exploited an analytically derived correlation between entropy and the parameters body size, metabolic rate, and life span to propose an evolutionary explanation of the interspecific range of variation of these parameters. The analytic relations ([8a](#Equ8a){ref-type=""}), ([8b](#Equ8b){ref-type=""}), and ([8c](#Equ8c){ref-type=""}) can be reformulated to express the morphometric and life-history variables in terms of entropy and certain taxon-specific constants: $$\documentclass[12pt]{minimal}
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\end{document}$$. The relations indicate that given the taxon-specific constants *b*~1~, *b*~2~, and *b*~3~ we can predict the variables body size, metabolic rate, and life span from the entropy and the scaling exponent. The relation ([9c](#Equ9c){ref-type=""}) is particularly pertinent: it indicates that maximal life span can be determined once the entropy *S* is known. Now evolutionary entropy depends on age of sexual maturity, net-progeny size, and age of last reproduction. These quantities are empirically highly accessible. Equation ([9c](#Equ9c){ref-type=""}) thus provides a new method for estimating maximal life span.

The relations described by Eqs. ([9a](#Equ9a){ref-type=""}), ([9b](#Equ9b){ref-type=""}), and ([9c](#Equ9c){ref-type=""}) also have implications in evolutionary biology. These relations provide a framework for explaining the large interspecific variation in physiological and life-history variables. This feature derives from the fact that entropy is not only a demographic and ecological parameter. Entropy characterizes Darwinian fitness. The quantity *S* determines the efficiency with which an organism acquires and transforms resources into metabolic work and net-offspring production. Accordingly, *S* predicts the outcome of competition between a rate mutant and the incumbent type.

The dynamics of competition can be described in terms of Table [1](#Tab1){ref-type="table"}. The relations in Table [1](#Tab1){ref-type="table"} pertain to the local changes in entropy as new mutants are introduced in the population and compete with the resident type for the available resources. The characterizations in Table [1](#Tab1){ref-type="table"} specify the nature of the resource constraints, the demographic constraints, and the outcome of competition between variant and incumbent for the resources.

Item (I) in Table [1](#Tab1){ref-type="table"} asserts that when resources are constant and limited variants with an increased entropy, in view of their increased robustness, will be more efficient in acquiring and converting resources into net-offspring production. Consequently, these variants will prevail in competition with the wild type.

Item (II) distinguishes between large and small population sizes. This distinction is relevant because when resource conditions are variable, the population size will not remain constant, but will be subject to large fluctuations. Item II(a) states that when the population size is large, since resources vary in abundance, variants with decreased entropy, and concomitantly decreased robustness, will now be more efficient in resource acquisition and utilization. Accordingly these variants will have a selective advantage. The condition II(b) concerns the case of small population size---a situation where stochastic behavior is dominant and invasion and extinction of the variant will be dependent on population size.

The significance of Eqs. ([9a](#Equ9a){ref-type=""}), ([9b](#Equ9b){ref-type=""}), and ([9c](#Equ9c){ref-type=""}) in explaining inter-specific variation in life-history patterns derives from directionality theory ([@CR11]; [@CR19]; [@CR38]), an analytic model of the evolutionary process based on entropy as a measure of Darwinian fitness. Directionality theory distinguishes between two classes of populations: equilibrium and opportunistic species. Equilibrium species describe populations which spend the greatest part of their evolutionary history in the stationary growth phase or with a size which undergoes small fluctuations around some constant size. Opportunistic species describe populations which are subject to large irregular fluctuations in population size.

Directionality theory analyzes the global changes in evolutionary entropy which derive from two concurrent events: An invasion process---the competition between the resident population and the variants introduced by mutation.An establishment process---the competition between the genotypes generated by interaction according to the Mendelian laws between the resident population and the new mutant.

The invasion process unfolds over a short time scale whose possible outcomes are described by Table [1](#Tab1){ref-type="table"}. The establishment process occurs on a comparatively long time scale and is regulated by the changes in ecological constraints which prevail under the different resource demands of the different genotypes. Table 1Invasion criteria for a mutant allele. The quantity Δ*S* = *S*\* − *S* is the entropy differential, with *S* and *S*\* the entropy of the incumbent and the variant type, respectively. The quantity *N* denotes population sizeEcological constraintsDemographic conditionSelection outcome(I) Constant but limited resource conditionΔ*S* \> 0Mutant invades almost surely (a.s.).Δ*S* \< 0Mutant becomes extinct a.s.(II) Variable resource condition(a) Large population sizeΔ*S* \< 0Mutant invades a.s.Δ*S* \> 0Mutant becomes extinct a.s.(b) Small population sizeΔ*S* \> 0Mutant invades with a probability increasing with *N*.Δ*S* \> 0Mutant becomes extinct with a probability increasing with *N*.

According to directionality theory, the long term or global changes in evolutionary entropy which occur as the system evolves from one steady state condition to the next is contingent on the equilibrium-opportunistic distinction. The global changes in entropy within a single evolving lineage can be described by the following principles ([@CR10]; [@CR14]): Equilibrium species: a unidirectional increase in entropy.Opportunistic species: Large population size: a unidirectional decrease in entropy,Small population size: random non directional changes in entropy.

The directionality principles for entropy, when integrated with Eqs. ([9a](#Equ9a){ref-type=""}), ([9b](#Equ9b){ref-type=""}), and ([9c](#Equ9c){ref-type=""}), entail that changes in the life-history variables will be subject to evolutionary trends similar to the patterns that characterize entropy. Accordingly, our analysis provides evolutionary explanations for the ecotypic patterns in body size, metabolic rate, and life span documented in the literature; see, for example, Demetrius ([@CR11], [@CR12]).
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Life-history data of insect populations Table A.1Life-history parameters for 20 insect populations on a daily basis (*α, β*: age at first and last reproduction; *L*: observed maximal life span; *T*: generation time; *S*: entropy)Species*αβLTS*Ref.Diptera*Drosophila melanogaster*10141512.341.348[@CR36]*Aphidoletes aphidimyza*17333419.251.969[@CR20]*Liriomyza bryoniae*21343624.291.953[@CR37]*Liriomyza trifolii*19384923.532.434[@CR37]*Liriomyza sativae*19505922.932.432[@CR37]Heteroptera*Orius niger* 26°20464625.862.738[@CR1]*Orius niger* 29°16323220.722.445[@CR1]*Orius niger* 32°16292919.772.257[@CR1]Hymenoptera*Aphidius gifuensis* 20°14273015.51.666[@CR28]*Aphidius gifuensis* 25°11242812.11.443[@CR28]*Gonatocerus ashmeadi* 24°14303514.961.218[@CR5]*Gonatocerus ashmeadi* 28°10212510.631.077[@CR5]*Muscidifurax raptor* 25°17334020.012.117[@CR23]*Muscidifurax raptor* 30°14232815.891.698[@CR23]*Muscidifurax raptor* 33°14232615.761.701[@CR23]Neuroptera*Chrysoperla carnea*25699632.282.973[@CR32]*Micromus angulatus* 25°20566029.183.041[@CR33]*Micromus linearis* 25°27536035.442.929[@CR33]Homoptera*Myzus persicae* 25°632438.1551.874[@CR27]*Myzus persicae* 30°616218.061.517[@CR27]
