Reconstructing three-dimensional (3D) human poses is an essential step in human body animation. The purpose of this paper is to fill the gap in virtual reality research by reconstructing postures in a high-precision human model. This paper presents a new approach for 3D human pose reconstruction based on the iterative calculation of a skeleton model and conformal geometric algebra, captured by a monocular camera. By introducing the strip information of clothes and prior data of different human limbs, the location of joint points on the human body will not be affected by the occlusion problem. We then calculate the 3D coordinates of joint points based on the proposed method of the iterative calculation of the skeleton model, which can solve the high-cost problem caused by the need for multiple cameras or a depth camera. Subsequently, we utilize high-performance conformal geometric algebra (CGA) in relation to rotation transformations in order to improve the adjustment of the postures of the human limbs. Finally, realistic 3D human poses are reconstructed-specifically, the motion of the human limbs-using a rigid transformation of CGA and a smooth connection of the limb parts based on a high-precision model. Compared with the existing methods, the proposed approach can obtain satisfactory and realistic 3D human pose estimation results using grid models.
Introduction
With the continuous advance and gradual maturity of computer sciences, humans expect to obtain and deal with more information about themselves by means of computer technology, such as tracking human limb motion. As it contains personality and gait characteristics, human motion plays an important role in various fields of application, such as posture analysis and virtual reality. In the aforementioned background, three-dimensional (3D) human posture reconstruction based on videos is a popular research area [1] . 3D human posture estimation based on monocular video sequences has received more attention, owing to its advantages of low cost and less limitations. The applications have their special requirements for 3D human pose estimation, although two key performance indicators for human pose estimation algorithms are accuracy and real-time.
Recently, owing to extracted depth information, depth cameras [2, 3] are applied for estimating 3D human poses and representing human activity. Kong et al. [4] presented a hybrid framework to detect joints automatically based on a depth camera. Then, 3D human poses were estimated using the located human skeleton model. Stommel et al. [5] proposed a novel method for estimating 3D human poses based on the spatiotemporal segmentation of key points, provided by depth contours, using Kinect model is applied for 3D human pose estimation, which can generate more realistic and reasonable human poses. This paper is organized as follows. In Section 2, the whole estimation process of 3D human poses is demonstrated. In Section 2.1, a 3D skeleton model and 3D limb parts are firstly introduced. The methods of locating the human joint points on a target human body and treating of the occlusion problem are then described. Subsequently, an iterative calculation of the skeleton model is applied for estimating the 3D coordinates of joint points. In Section 2.2, motion directions and the angles of various human limbs are firstly calculated by CGA. To estimate the 3D human poses, rigid transformation is then applied for adjusting the postures of limb parts on a high-precision model. In Section 3, the performance at the location on the joint points and the reconstruction performance of different human poses are analyzed. In addition, the result of 3D human pose reconstruction based on the proposed method is compared to the existing algorithms, when limb occlusion occurs. Finally, Section 4 concludes the paper.
The Methods
Three-dimensional human poses can be estimated based on a 3D human skeleton model and the coordinates of joint points on the human body. In the whole system, the coordinates of joint points are critical for human pose estimation, because the limb posture on the 3D human model changes according to the positions of the joint points. Therefore, the coordinates of joint points were first calculated using a color histogram and iterative calculation based on the human skeleton. Then, the limb's direction and corresponding angles of various limb parts were obtained by comparing the coordinates of joint points and the 3D skeleton model. Subsequently, a rigid transformation based on CGA was applied for adjusting the posture of the 3D human model. Finally, the realistic 3D human poses were estimated by a smooth connection on the motive limb parts. The whole process of 3D human pose estimation is shown in Figure 1 . 
Calculation of the 3D Coordinates of Joint Points on the Target Human Body
The accurate extraction of the 3D coordinates of human joint points is critical for 3D human pose reconstruction. Our method obtained the coordinates of human joint points located on the different human motion frames by the correspondence between 2D human joint points and the 3D model's skeleton feature points. 
The accurate extraction of the 3D coordinates of human joint points is critical for 3D human pose reconstruction. Our method obtained the coordinates of human joint points located on the different human motion frames by the correspondence between 2D human joint points and the 3D model's skeleton feature points.
The estimation of the 3D coordinates of human joint points was divided into three parts: first, the joint points were defined based on the biological structure of the human body and different human parts. Then, the human skeleton model can be obtained by the specific connection of the located joint points. In addition, the segmented limb parts on the human model lay a solid foundation for the limb motion. Secondly, various joint points on single-frame human motion images were located using the method of digital image processing. Finally, the focal length of the camera can be calculated by the connection model of three limb parts [23] . Therefore, the 3D coordinates of different joint points were obtained by combining the iteration method with the matching of the same points located on different human motion images.
Human Skeleton Model and Divided Limb Parts
The human body model can be represented by a tree stick structure [24] . As shown in Figure 2a , the whole human skeleton model is composed of various human joint points and the rigid connection parts between the adjacent joint points. All human joint points are shown in Table 1 . The value g 1 is the top point of the head, and R 1 is the connection line between the head and neck parts.
the whole human skeleton model is composed of various human joint points and the rigid connection parts between the adjacent joint points. All human joint points are shown in Table 1 . The value 1 g is the top point of the head, and 1 R is the connection line between the head and neck parts. Human models, applied for 3D human pose reconstruction, were selected from the free 3D model database. Various skeleton joint points on 3D human models were located by combining limb division with the appropriate proportions of the human body, and this provided an important basis for 3D human pose reconstruction based on 2D human motion images. The human model selected from the database, and the human skeleton located by the method in [25] , are shown in Figure 2b and Figure 2c , respectively. The major aim of the paper is to reconstruct the 3D poses of human limbs. Therefore, the human torso was considered as a whole, and the human limbs were divided into eight parts: left upper arm, left forearm, right upper arm, right forearm, left thigh, left calf, right thigh and right calf. That is, the above divided parts were considered as a whole rigid body when the 3D human poses were estimated. Human models, applied for 3D human pose reconstruction, were selected from the free 3D model database. Various skeleton joint points on 3D human models were located by combining limb division with the appropriate proportions of the human body, and this provided an important basis for 3D human pose reconstruction based on 2D human motion images. The human model selected from the database, and the human skeleton located by the method in [25] , are shown in Figure 2b ,c, respectively. The major aim of the paper is to reconstruct the 3D poses of human limbs. Therefore, the human torso was considered as a whole, and the human limbs were divided into eight parts: left upper arm, left forearm, right upper arm, right forearm, left thigh, left calf, right thigh and right calf. That is, the above divided parts were considered as a whole rigid body when the 3D human poses were estimated.
Joint Points' Location on the Target Human Body
The location of the joint points on human motion images is critical for 3D human pose reconstruction. In order to compare the results of 3D human pose reconstruction, we pasted the labels to locate the positions of various human joint points when human motion images were captured (see Figure 3) . In the paper, the methods of manual location and automatic location were applied for locating joint points on the target human body. The location of the joint points on human motion images is critical for 3D human pose reconstruction. In order to compare the results of 3D human pose reconstruction, we pasted the labels to locate the positions of various human joint points when human motion images were captured (see Figure 3) . In the paper, the methods of manual location and automatic location were applied for locating joint points on the target human body. (1) Manual location. The accuracy of the joint points' location will have a great effect on the reconstruction results of 3D human poses. The manual location method was introduced for extracting various joint points on the target human body in order to estimate the joint points' location effect on 3D pose reconstruction. The human joint points, located using the method of manual location, and the green points correspond to various human joint points, as shown in Figure  3b . The location of various joint points can be obtained by the manual location method. That is, the method can evaluate the performance of 3D human pose reconstruction algorithms.
(2) Automatic location. As for a large number of sequence images of human motion, the method of manual location cannot be applied for all images. In addition, the automatic location of various joint points on the target human body is essential for automatic 3D human pose reconstruction. Therefore, various human joint points were extracted based on the target human motion images using the method of digital image processing. In the paper, various joint points were located by combining a color histogram with the human skeleton model.
The pasted labels were used for identifying the joint points on the target human body when human motion sequences were captured. That is, based on the method of the color histogram, the candidate pixels, with the color values of the pasted labels, are recorded to locate the human joint points. Manual location method can locate human joint points with arbitrary deviation, which can be applied for comparing the performance and robustness of 3D human pose estimation algorithm in various situations. In addition, manual location is mainly suitable for 3D human pose estimation when high-precision is needed in several applications, because some deviations will be existed when automatic location is applied.
Resolving the Problem of Occlusion
Three-dimensional human poses for the target human motion image can be reconstructed using a 3D human model based on the above mentioned method, when all of joint points are visible. However, some certain labels identifying human joint points were not visible due to the existing occlusion between the torso and limb or the different limb parts for some specific human poses. That is, the occluded limb part cannot be reconstructed by the above method. Therefore, the coordinates of the occluded human joint points must be estimated in order to recover an accurate 3D pose of the occluded limb part. (1) Manual location. The accuracy of the joint points' location will have a great effect on the reconstruction results of 3D human poses. The manual location method was introduced for extracting various joint points on the target human body in order to estimate the joint points' location effect on 3D pose reconstruction. The human joint points, located using the method of manual location, and the green points correspond to various human joint points, as shown in Figure 3b . The location of various joint points can be obtained by the manual location method. That is, the method can evaluate the performance of 3D human pose reconstruction algorithms.
Three-dimensional human poses for the target human motion image can be reconstructed using a 3D human model based on the above mentioned method, when all of joint points are visible. However, some certain labels identifying human joint points were not visible due to the existing occlusion between the torso and limb or the different limb parts for some specific human poses. That is, the Symmetry 2019, 11, 301 6 of 26 occluded limb part cannot be reconstructed by the above method. Therefore, the coordinates of the occluded human joint points must be estimated in order to recover an accurate 3D pose of the occluded limb part.
In the paper, the coordinates of the occluded human joint points were estimated by combining the strip information of clothes worn by the target human body, with the measured sizes of the strip structure. The extraction of the strip information of clothes worn by the target human body is shown in Figure 4a ,b. The captured human pose, when the occlusion of the limb parts occurs, is shown in Figure 4a , and the extraction result, when the algorithm of edge detection is applied, is shown in Figure 4b . As shown in Figure 4 , the strip structure of the arm parts can be extracted by the edge detection method. Furthermore, the whole human arm can be divided into several parts according to the measured length sizes of each part. That is, the coordinates of the occluded joint points were estimated by the contained amount of strip parts on the visible segment of the limb. Therefore, the 3D human pose of the occluded limb can be reconstructed based on the estimated coordinates of the occluded joint points. The calculation approach is shown in Figure 4c . The points (u 0 , v 0 ) and (u 1 , v 1 ) are the two joint points of the occluded limb. The line segment between (u 0 , v 0 ) and (u s , v s ) is the visible segment, and the invisible segment corresponds to the line segment between (u s , v s ) and (u 1 , v 1 ). The length sizes of line segments were measured before the experiments. R 0s and R 01 are the length sizes of the visible segment and the whole limb segment. The visible proportion is defined as:
. Therefore, the coordinates of the occluded joint point (u 1 , v 1 ) can be calculated by the following equation:
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In the paper, the coordinates of the occluded human joint points were estimated by combining the strip information of clothes worn by the target human body, with the measured sizes of the strip structure. The extraction of the strip information of clothes worn by the target human body is shown in Figures 4a,b . The captured human pose, when the occlusion of the limb parts occurs, is shown in Figure 4a , and the extraction result, when the algorithm of edge detection is applied, is shown in Figure 4b . As shown in Figure 4 , the strip structure of the arm parts can be extracted by the edge detection method. Furthermore, the whole human arm can be divided into several parts according to the measured length sizes of each part. That is, the coordinates of the occluded joint points were estimated by the contained amount of strip parts on the visible segment of the limb. Therefore, the 3D human pose of the occluded limb can be reconstructed based on the estimated coordinates of the occluded joint points. The calculation approach is shown in Figure 4c . 
Therefore, the arbitrary 3D human poses can be reconstructed by an accurate 3D pose estimation of the occluded limb parts based on the obtained coordinates of the corresponding occluded joint points. 
Estimation of the 3D Coordinates of Human Joint Points
Data points in a 3D space were mapped onto a 2D projected plane, when the monocular camera was applied for capturing the target human poses, and this kind of transformation lead to the loss of depth information on the data points. Therefore, the recovery of depth information on the data points was critical for 3D human pose reconstruction. Therefore, the arbitrary 3D human poses can be reconstructed by an accurate 3D pose estimation of the occluded limb parts based on the obtained coordinates of the corresponding occluded joint points.
Data points in a 3D space were mapped onto a 2D projected plane, when the monocular camera was applied for capturing the target human poses, and this kind of transformation lead to the loss of depth information on the data points. Therefore, the recovery of depth information on the data points was critical for 3D human pose reconstruction.
The imaging process of the camera satisfied the perspective projection model, and the principle of the model is shown in Figure 5 . A and B are the two data points of the target human body in the 3D space. A and B are their projection points on the projected plane M. P and Q are the projection points of the data points A and B in the depth direction. According to the principle of the perspective projection, the equations are as follows:
where x A , y A and OP are the X, Y and Z coordinates of point A. The values u A and v A are the width and height coordinates of projection point A , respectively, and f is the focal length of the camera. The coordinates of points B and B are similar to points A and A . The ratios s A and s B are considered as scale factors of points A and B. According to the above equation, we know that when depth information changes, the scale factor will change linearly, because the parameter f remains unchanged. That is, each piece of depth information has its own scale factor. Therefore, the 3D coordinates of the data points, based on the obtained depth information, can be estimated, as long as the scale factors of the data points are calculated. The imaging process of the camera satisfied the perspective projection model, and the principle of the model is shown in Figure 5 . A and B are the two data points of the target human body in the 3D space. A and B are their projection points on the projected plane M . P and Q are the projection points of the data points A and B in the depth direction. According to the principle of the perspective projection, the equations are as follows:
where A know that when depth information changes, the scale factor will change linearly, because the parameter f remains unchanged. That is, each piece of depth information has its own scale factor.
Therefore, the 3D coordinates of the data points, based on the obtained depth information, can be estimated, as long as the scale factors of the data points are calculated. To obtain the correspondence between the scale factor and the depth information of the points, the focal length f of the camera was first calculated. The calculated method of the focal length,
proposed by [23] , was applied in this paper in order to improve the immediacy of the whole algorithm. In the method, the focal length of the camera was calculated by combining the measured human limb length with the corresponding projection coordinates using the captured images, including the connected three limb parts. As for 3D human pose reconstruction, the estimation of the depth information of various joint points is of the utmost importance. The limb poses of the target human body can be obtained based on the 3D coordinates of various joint points. That is, the scale factors of various joint points were calculated using the obtained focal length f . Then, the 3D coordinates of joint points can be recovered using Equation (2) . The calculation process of the 3D coordinates of various joint points is as follows.
In the paper, based on the located human joint points and the skeleton model, we propose a new method, combining the iteration method with matching the same points located on different human motion images, in order to compute the scale factors of various joint points. Furthermore, different human poses are mainly reflected at the positions and directions of four limb parts, including the upper arm, forearm, thigh and calf. Therefore, it is difficult to obtain the variation of joint points of human limbs based on the captured human pose sequences, owing to the existing perspective projection. In order to overcome the disadvantages, the target human body must be located in the standard standing posture in the first frame of the motion sequential images, and all of the limb parts and torso must be parallel to the projected plane of the camera (see Figure 6 ). To obtain the correspondence between the scale factor and the depth information of the points, the focal length f of the camera was first calculated. The calculated method of the focal length, proposed by [23] , was applied in this paper in order to improve the immediacy of the whole algorithm. In the method, the focal length of the camera was calculated by combining the measured human limb length with the corresponding projection coordinates using the captured images, including the connected three limb parts.
As for 3D human pose reconstruction, the estimation of the depth information of various joint points is of the utmost importance. The limb poses of the target human body can be obtained based on the 3D coordinates of various joint points. That is, the scale factors of various joint points were calculated using the obtained focal length f . Then, the 3D coordinates of joint points can be recovered using Equation (2) . The calculation process of the 3D coordinates of various joint points is as follows.
In the paper, based on the located human joint points and the skeleton model, we propose a new method, combining the iteration method with matching the same points located on different human motion images, in order to compute the scale factors of various joint points. Furthermore, different human poses are mainly reflected at the positions and directions of four limb parts, including the upper arm, forearm, thigh and calf. Therefore, it is difficult to obtain the variation of joint points of human limbs based on the captured human pose sequences, owing to the existing perspective projection. In order to overcome the disadvantages, the target human body must be located in the standard standing posture in the first frame of the motion sequential images, and all of the limb parts and torso must be parallel to the projected plane of the camera (see Figure 6 ). Therefore, the scale factors of the joint points in the first image of human motion were calculated using the method of parallel projection. Based on this, the scale factors of the joint points in the other images of human motion can be obtained by matching the same joint points located on different human motion images.
Therefore, the scale factors of the joint points in the first image of human motion were calculated using the method of parallel projection. Based on this, the scale factors of the joint points in the other images of human motion can be obtained by matching the same joint points located on different human motion images. The lengths of human skeleton parts are critical for calculating the focal length of the camera and scale factors of joint points. Therefore, the distances between the pasted labels identifying the human joint points are measured, and the obtained data are shown in Table 2 . In the first human motion frame, all the skeleton parts must be parallel to the camera plane.
Assume that two endpoints of one skeleton part i R are i g and
g . Thus, the equation is obtained as follows:
is the measured length of the skeleton part i R . The 3D coordinates of the joint points in the first frame of human motion images can be obtained by the above calculation. Subsequently, the coordinates of joint points in the following images needed to be determined in order to reconstruct the poses of the human body. In the paper, the method of matching the same joint points located on different human motion images was applied in order to estimate the 3D coordinates of the joint points.
The waist point, left, and right hip points were selected as the matched feature points. In the first frame of the motion images, the coordinates of the three matched points are ) , , ( 
Since the lengths of the skeleton parts remain unchanged when the human body is located in various poses, e.g., 1
g and 2 g , the objective function is defined as: The lengths of human skeleton parts are critical for calculating the focal length of the camera and scale factors of joint points. Therefore, the distances between the pasted labels identifying the human joint points are measured, and the obtained data are shown in Table 2 . In the first human motion frame, all the skeleton parts must be parallel to the camera plane. Assume that two endpoints of one skeleton part R i are g i and g i+1 . Thus, the equation is obtained as follows:
) is the measured length of the skeleton part R i . L (i,i+1) is the distance between the projection points, corresponding to the joint point g i and g i+1 , based on the projected plane.
The 3D coordinates of the joint points in the first frame of human motion images can be obtained by the above calculation. Subsequently, the coordinates of joint points in the following images needed to be determined in order to reconstruct the poses of the human body. In the paper, the method of matching the same joint points located on different human motion images was applied in order to estimate the 3D coordinates of the joint points.
The waist point, left, and right hip points were selected as the matched feature points. In the first frame of the motion images, the coordinates of the three matched points are
The coordinates of the corresponding three matched points in the current frame of human motion images are g i (x i , y i , z i ) (i = 1,2,3). According to Equation (2), the following equation can be obtained:
Since the lengths of the skeleton parts remain unchanged when the human body is located in various poses, e.g., g 1 and g 2 , the objective function is defined as:
2 is a known value, which can be calculated from the first frame of the motion images. The following equations are obtained using the distances between the matched three feature points:
The above equations have three variables: z 1 , z 2 and z 3 . The Z-coordinates of the matched three feature points are selected as the initial value. Thus, a set of solutions are calculated by the iteration method, based on the Newton method. Finally, the 3D coordinates of the three matched feature points in the current frame of the motion images are obtained by the iterative solutions.
As for the different joint points in the same frame of the motion images, the scale factors of various joint points can be calculated by the iteration method, using the lengths of different skeleton parts. Assume that the scale factor of the joint point is known, and we need to calculate the scale factor of another joint point. The skeleton part connects the two joint points. Therefore, according to the principle of geometry, we can establish the following equation:
where (x i , y i , z i ) are the 3D coordinates of point g i , ∆z i is the difference between the depth coordinate of g i and that of g i+1 , u i and v i are the width and height coordinates of point g i in the projected plane, respectively. According to Equation (7), the depth difference ∆z i between point g i and g i+1 can be calculated, because the parameters s i , u i , u i+1 , v i , v i+1 , f and L (i,i+1) are known. Thus, the scale factor s i+1 of point g i+1 is as follows:
f . In summary, the 3D coordinates of various joint points in any frame of human motion images can be calculated by combining the iteration method with matching the same feature points using the lengths of skeleton parts and the coordinates of the three points in the first frame of motion images.
Limb Cooperative Motion Based on Conformal Geometric Algebra
As mentioned above, the whole 3D human models in the 3D model database [22] or those generated by some algorithms [26, 27] are composed of many triangular meshes. That is, the data points and triangles on the human model will change when the movement of the limb parts on the human model occurs. It is difficult to describe the transformation process using traditional space geometry, owing to the existing complex transformation and large amount of data. Therefore, it is necessary to establish a method that can describe the above process efficiently. That is, the method must lay a solid foundation for the motion of human limb parts on a 3D human model. CGA, which was called the generalized homogeneous coordinate [28] , is a new geometric calculation representation. It can analyze and solve the problems using the language of geometry directly, because the uniform algebraic framework is already established. In addition, CGA also provides an idea for some problems associated with high technology due to its stable and efficient calculation method. Therefore, the limb cooperative motion of the human model is solved by our method using CGA, because it is greatly superior to geometric computation and treatment.
The Outline of Conformal Geometric Algebra
The 5D CGA is the expansion of 3D space geometry. One advantage of this algebra is that points, spheres and planes are easily represented as vectors. "Conformal" comes from the fact that it handles the conformal transformations easily. The CGA uses two additional basis vectors e 0 and e ∞ which represent the origin of coordinates and the infinity point respectively.
The three most often used products of geometric algebra are the outer, the inner and the geometric product. We used the outer product mainly for the construction and intersection of geometric objects while the inner product will be used for the computation of angles and distances. The geometric product will be used mainly for the description of transformations.
Assume that
CGA provides a great variety of basic geometric entities to compute with, namely points, spheres, planes, circles, lines and point pairs as listed in Table 3 [29, 30] . They have two algebraic representations; 'standard' and 'direct'. In the table, x and n indicate that they represent 3D entities by linear combinations of the 3D basis vectors e 1 , e 2 and e 3 .
x = t 1 e 1 + t 2 e 2 + t 3 e 3 (9) In the dual representation the outer product '∧' indicates the construction of geometric objects with the help of points x i that lie on it. In the standard representation the meaning of the outer product is the intersection of geometric entities. Table 3 . The basic representation of conformal geometric algebra (CGA).
Geometry
Standard Dual
Rotation Directions and Angles of Human Limbs
The direction vectors of various segment lines on human limbs can be obtained using 3D coordinates of their connected joint points on human motion images. Similarly, the corresponding direction vectors of various segment lines on 3D human skeleton model can also be extracted, as shown in Figure 2 . Then, the rotation directions and angles on various limbs were obtained based on the human motion image and 3D skeleton model using CGA. The calculation process is described as below.
In the 5D CGA, all of the basic elements are represented as vectors (grade 1 blades), such as point, sphere, and plane. The inner product of vectors in CGA results in a scalar and can be used as a measure for distances between basic objects. In the proposed method, the distance in 3D Euclidean space can be divided into two categories; the distance between two points, distance between point and plane, because the data points and direction sections of the human model will be used.
Assume that → T is a vector of CGA. This can be written as:
Therefore, the inner product of vectors → U and → V can be represented as follows: 
is the current skeleton line in a 3D human model, and joint points A and B are its two endpoints. R i is the estimated skeleton line after limb motion, which is corresponding to R i . The position of point B remains unchanged, because it locates on rotation axis. A is the estimated joint point A after limb motion. That is, A and B are the two endpoints of R i . According to the outline of CGA, the skeleton lines R i and R i can be written as:
Therefore, the rotation angle between skeleton lines R i and R i can be calculated by the standardized inner product equation: In this part, the direction of the rotation axis was determined when the skeleton line was rotated for estimating the 3D human pose. Furthermore, the direction of the rotation axis is the normal vector of plane M, which is generated based on the two line vectors → R i and → R i . In CGA, the plane M can be obtained based on the three points A, B and A . The direct representation can be written as π M * = P A ∧ P B ∧ P A ∧ e ∞ . In addition, the standard representation on plane M can be expressed as π M = n + de ∞ . The value n is the normal vector of the plane M, and d is the distance between the origin of coordinates and the plane. The above two representations can be switched using the dual operator which is indicated by '*'. Furthermore, the direction of the rotation axis is the normal vector n of the plane M. Therefore, the rotation direction can be obtained based on the two representations π M * and π M .
Human Limb Motion Using Rigid Transformation
The rigid body transformation is applied for changing the posture of limb parts, because human limb parts can be regarded as a rigid body when the 3D human model is considered. A rigid body motion in 3D includes both a rotation and a translation.
In CGA, a rigid body motion of an object o is described as: o Tran = MoM −1 . M is the operator of the rigid body transformation, M −1 is its reverse. The operator M is defined as M = RT. The rotor R and translator T can be expressed as follows:
L is the rotation axis represented by a normalized vector and θ is the rotation angle around this axis, and t is the translation vector.
Assume that P is a point located on the 3D human model, and the point after the rigid body motion can be obtained as follows: P = MPM −1 . Let x be the point corresponding to P when the human motion image is considered. Therefore, the point pairs after 3D reconstruction can be described as follows: L x = O ∧ x, and O is the optical center of the camera. Furthermore, L x and rigid body motion cannot be calculated directly, because L x belongs to the photography space. Therefore, L x needs to be converted by the outer product of CGA, and the line after transformation is e ∞ ∧ L x .
In geometric algebra, the collinear relationships can be defined by the commutator product and the anti-exchange product. That is, we can obtain the following expression: X×L = 1 2 (XL − LX) = 0 ⇒ L and X are collinear. That is, the point P of rigid body transformation and the point L x of 3D reconstruction are collinear. Therefore, the following equation can be obtained:
where k is the proportional coefficient, which is used for measuring the distance of Euclidean space, and e ∞ is applied for converting conformal space to Euclidean space. The linearization of the transformation operator can be obtained by the operator of rigid body motion. Furthermore, the calculation process of the operator M will be simplified based on the first-order Taylor expansion formula. As for the point P, the operator M of rigid body motion can be described as:
If L = L θ and t = t θ , then
According to the collinear description represented by Equation (13), we can obtain the following expression:
Therefore, the motion on various limb parts and 3D human pose reconstruction can be obtained based on the operator M of rigid body motion using the above linear equation.
Experimental Results and Validation
To test the proposed location of the joint points in the target human body images and 3D human pose reconstruction, the experiments were implemented based on the captured human body images and motion sequences for different human poses. In order to avoid the phenomenon of the labels not being able to indicate the correct joint positions when the human pose is changed, another person helped to adjust the positions of all the labels when the target human body was located in corresponding poses. That is, the human motion images were captured when all of the labels were in satisfactory positions, based on the manual operation of the second person. The 3D human model in the experiment was provided from the free 3D model database [22] . Furthermore, in order to demonstrate the location accuracy of the joint points in the target human body images, we compared the experimental results of 3D human pose reconstruction, based on the manual location, and the proposed joint point location method. In addition, the proposed 3D human pose estimation method was contrasted to the human pose reconstruction method in [23] . The whole algorithm was developed by Visual Studio 2010 and executed on an Intel CORE i5 1.7GHz PC.
All of the target human body images and human motion sequences were captured by a traditional monocular camera and mobile phone locating at a fixed position. The camera was parallel to the projected plane in the capturing process. That is, the human error in the depth information of the human joint points was eliminated based on the whole captured system. In the process of experimentation, various joint points of the target human body were identified using the pasted labels. Therefore, the lengths of various human skeleton parts and their corresponding coordinates in the human motion image can be measured based on the located joint points of the target human body. Therefore, the focal length of the camera was calculated by the connection model of three limb parts in [23] using the located clavicle point, right shoulder point, right elbow point and right wrist point. As shown in Figure 7 , subjects of the experiment needed to keep the standard standing posture, and the green points are the located human joint points. The width and height of the captured images were 1536 and 2048 pixels, respectively. The location of the joint points of the target human body will have a great effect on 3D human pose reconstruction. In this part, the performance of 3D human pose estimation using the manual location and proposed joint point location method was tested first. In the process of experimentation, the scale factors of various joint points were calculated based on the three different joint point location groups (See Figure 8) . The obtained human joint points, using the proposed automatic location method, are shown in Figure 8a . As shown in the figure, the obtained human joint points were generally located at the center of the pasted labels. It is also proved that the proposed joint point location method was effective and accurate. The first group of joint points were located by manual location, and this had little error compared to the accurately located joint points, as shown in Figure 8b . The second group of joint points, and the error between the marked joint points and the accurate joint points is very great, as shown in Figure 8c . The front view and side view of the estimated 3D human pose, using the above three groups of joint points, are shown in Figures 8e-f and Figures 8h-g, respectively. As shown in the figures, the estimated 3D human pose, based on the joint points located by the proposed method, can reflect the human body pose in the motion image. However, the estimated 3D human pose using the two groups of joint points, located by manual location, had great error. In addition, the error between the estimated 3D human pose and real 3D human pose for the second group of joint points was greater than that when the first group of joint points were applied. That is, the error of the estimated 3D human pose depends on the accuracy of the location of the joint points. The location of the joint points of the target human body will have a great effect on 3D human pose reconstruction. In this part, the performance of 3D human pose estimation using the manual location and proposed joint point location method was tested first. In the process of experimentation, the scale factors of various joint points were calculated based on the three different joint point location groups (See Figure 8) . The obtained human joint points, using the proposed automatic location method, are shown in Figure 8a . As shown in the figure, the obtained human joint points were generally located at the center of the pasted labels. It is also proved that the proposed joint point location method was effective and accurate. The first group of joint points were located by manual location, and this had little error compared to the accurately located joint points, as shown in Figure 8b . The second group of joint points, and the error between the marked joint points and the accurate joint points is very great, as shown in Figure 8c . The front view and side view of the estimated 3D human pose, using the above three groups of joint points, are shown in Figure 8e ,f,h-g, respectively. As shown in the figures, the estimated 3D human pose, based on the joint points located by the proposed method, can reflect the human body pose in the motion image. However, the estimated 3D human pose using the two groups of joint points, located by manual location, had great error. In addition, the error between the estimated 3D human pose and real 3D human pose for the second group of joint points was greater than that when the first group of joint points were applied. That is, the error of the estimated 3D human pose depends on the accuracy of the location of the joint points.
based on the joint points located by the proposed method, can reflect the human body pose in the motion image. However, the estimated 3D human pose using the two groups of joint points, located by manual location, had great error. In addition, the error between the estimated 3D human pose and real 3D human pose for the second group of joint points was greater than that when the first group of joint points were applied. That is, the error of the estimated 3D human pose depends on the accuracy of the location of the joint points. To test the accuracy of the proposed 3D human pose estimation method, different 3D human poses were estimated using the rigid motion of various limb parts based on the different human motion images captured. In this part, in order to evaluate the proposed 3D human pose estimation method, the joint points of the target human body were obtained by the method of manual location to improve the accuracy of the location of the joint points. The estimated 3D human poses using the rigid motion of various limb parts for the captured different poses are shown in Figure 9 . The captured images of various human poses are shown in Figure 9a ; the front view of the estimated 3D human poses is shown in Figure 9b ; and the corresponding side view of the estimated 3D human poses is shown in Figure 9c . As shown in the figures, the poses in the captured images were estimated by the proposed method. Similar to Equation (17) , the average errors of the 3D coordinates of the joint points for the eight human motion images were calculated. The errors on the right elbow, right wrist, left elbow, left wrist, right knee, right ankle, left knee and left ankle were 0.42, 3.12, 0.58, 4.22, 1.45, 1.52, 0.62 and 1.64 respectively. Therefore, the proposed method obtained a satisfactory 3D human pose estimation result, because all of the errors were acceptable. In addition, it also demonstrated that the rigid motion of various limb parts, based on conformal transformation, is feasible and effective. To test the accuracy of the proposed 3D human pose estimation method, different 3D human poses were estimated using the rigid motion of various limb parts based on the different human motion images captured. In this part, in order to evaluate the proposed 3D human pose estimation method, the joint points of the target human body were obtained by the method of manual location to improve the accuracy of the location of the joint points. The estimated 3D human poses using the rigid motion of various limb parts for the captured different poses are shown in Figure 9 . The captured images of various human poses are shown in Figure 9a ; the front view of the estimated 3D human poses is shown in Figure 9b ; and the corresponding side view of the estimated 3D human poses is shown in Figure 9c . As shown in the figures, the poses in the captured images were estimated by the proposed method. Similar to Equation (17) , the average errors of the 3D coordinates of the joint points for the eight human motion images were calculated. The errors on the right elbow, right wrist, left elbow, left wrist, right knee, right ankle, left knee and left ankle were 0.42, 3.12, 0.58, 4.22, 1.45, 1.52, 0.62 and 1.64 respectively. Therefore, the proposed method obtained a satisfactory 3D human pose estimation result, because all of the errors were acceptable. In addition, it also demonstrated that the rigid motion of various limb parts, based on conformal transformation, is feasible and effective.
estimated by the proposed method. Similar to Equation (17) , the average errors of the 3D coordinates of the joint points for the eight human motion images were calculated. The errors on the right elbow, right wrist, left elbow, left wrist, right knee, right ankle, left knee and left ankle were 0. 42, 3.12, 0.58, 4.22, 1.45, 1.52, 0.62 and 1.64 respectively. Therefore, the proposed method obtained a satisfactory 3D human pose estimation result, because all of the errors were acceptable. In addition, it also demonstrated that the rigid motion of various limb parts, based on conformal transformation, is feasible and effective. In this part, the tracking of human motion poses is studied by combining the proposed joint point location method with the 3D human pose estimation method based on the real human motion video sequences. Human motion sequence images were captured by a stationary camera, and the human error in the depth information of human joint points can be eliminated. The experimental motion sequences are the actions of the subjects in the images. The total 50 frames of a human motion sequence were obtained under the same interval. 3D human poses were estimated based on the above sequence images using the proposed joint point location and 3D pose reconstruction methods. The 3D pose estimation results on frame 1, 5, 10, 15, 20, 25, 30, 35, 40, 45 and 50 are shown in Figure 10 . The captured images of the human motion sequence are shown in Figure 10a . The front view of the estimated 3D human poses using a 3D human model is shown in Figure 10b . The side In this part, the tracking of human motion poses is studied by combining the proposed joint point location method with the 3D human pose estimation method based on the real human motion video sequences. Human motion sequence images were captured by a stationary camera, and the human error in the depth information of human joint points can be eliminated. The experimental motion sequences are the actions of the subjects in the images. The total 50 frames of a human motion sequence were obtained under the same interval. 3D human poses were estimated based on the above sequence images using the proposed joint point location and 3D pose reconstruction methods. The 3D pose estimation results on frame 1, 5, 10, 15, 20, 25, 30, 35, 40, 45 and 50 are shown in Figure 10 . The captured images of the human motion sequence are shown in Figure 10a . The front view of the estimated 3D human poses using a 3D human model is shown in Figure 10b . The side view of the estimated 3D human poses is shown in Figure 10c in order to display the depth information of the joint points. As shown in the figures, the accuracy of the 3D pose estimation of various frames is different. Furthermore, the average errors of the 3D coordinates of the joint points for the eleven human motion images are calculated using Equation (17) . The errors on right elbow, right wrist, left elbow, left wrist, right knee, right ankle, left knee and left ankle are 0.39, 3.24, 0.56, 4.34, 1.56, 1.97, 0.68 and 1.83 respectively. Therefore, as a whole, the 3D pose estimation results of human motion sequence images are satisfactory. The error in 3D human pose estimation was mainly from the inaccurate location of the joint points and the illuminant variation in the different human motion frames when the rigid motion of various limb parts is applied. In addition, compared with other skeleton parts, R 9 and R 10 had greater errors. This phenomenon can be attributed to the accumulative errors, because the scale factors of various joint points are calculated by the iteration method. To estimate the accuracy of the tracking of human motion poses, the joint points obtained by the proposed automatic location method are compared to the accurate joint points based on the manual location method (see Figure 11) . The width error of the located right wrist point 7 g , left wrist point 8 g , right ankle point 14 g and left ankle point 15 g , based on the human motion sequence images shown in Figure 10 , are shown in Figure 11a . The image shown in Figure 11b corresponds to the located height error of the above joint points. As shown in the figures, the range of all the located error pixels is (3, 8) . That is, the proposed method satisfactorily locates joint points. In addition, the To estimate the accuracy of the tracking of human motion poses, the joint points obtained by the proposed automatic location method are compared to the accurate joint points based on the manual location method (see Figure 11) . The width error of the located right wrist point g 7 , left wrist point g 8 , right ankle point g 14 and left ankle point g 15 , based on the human motion sequence images shown in Figure 10 , are shown in Figure 11a . The image shown in Figure 11b corresponds to the located height error of the above joint points. As shown in the figures, the range of all the located error pixels is (3, 8) .
That is, the proposed method satisfactorily locates joint points. In addition, the located errors of joint points g 8 and g 14 have the lowest value in the 30th and 40th frames of the motion sequence images (See Figure 10) . The reason is that the points of the left wrist and right ankle are nearer to the camera in the above frames. Therefore, the location of the two joint points was more accurate, because the corresponding pasted labels can be identified more easily. Furthermore, the located errors of all the joint points have the largest value, from the 5th to the 15th frame, and from the 45th to the 50th frame. In addition, as shown in Figure 11a , the right wrist point had the largest error from the 10th to the 15th frame, and from the 25th to the 30th frame. The reason is attributed to the phenomenon of the point being occluded by other human parts. Similarly, the left wrist point had the largest error from the 5th to the 15th frame. The reason is attributed to the phenomenon of the left wrist point being disturbed by the left elbow point, owing to their close positions (See Figure 10) . Figure 10) . The reason is that the points of the left wrist and right ankle are nearer to the camera in the above frames. Therefore, the location of the two joint points was more accurate, because the corresponding pasted labels can be identified more easily. Furthermore, the located errors of all the joint points have the largest value, from the 5th to the 15th frame, and from the 45th to the 50th frame. In addition, as shown in Figure 11a , the right wrist point had the largest error from the 10th to the 15th frame, and from the 25th to the 30th frame. The reason is attributed to the phenomenon of the point being occluded by other human parts. Similarly, the left wrist point had the largest error from the 5th to the 15th frame. The reason is attributed to the phenomenon of the left wrist point being disturbed by the left elbow point, owing to their close positions (See Figure 10 ).
(a) The located width error of four located joint points.
(b) The located height error of four located joint points. To further estimate the location accuracy of joint points, the proposed method was compared to the five human pose estimation methods. They are those of Yang et al. [31] , Chen et al. [32] , Chou et al. [33] , Chu et al. [34] and Luvizon et al. [35] . The PCKh, proposed by Andriluka et al. [36] , was applied for measuring the location accuracy of joint points. The result is shown in Figure 12 . In the lower part of the figure, the experimental 30 images, corresponding to various human poses, are presented, and in the upper part, the average location accuracy of all of the human joint points in the above 30 images is shown. As shown in the figure, apart from the specific poses, the location accuracy of the joint points was around 90%, when all of the methods are applied. Therefore, the five state-of-the-art human pose estimation methods and the proposed algorithm can obtain satisfactory location results of the human joint points. Furthermore, based on the 30 images, the average location accuracy of the joint points located by the proposed method was 93.02%. The corresponding average location accuracy was 93.23%, 93.11%, 92.78%, 93.03% and 92.04%, when the other five methods were applied. In addition, their variance in location accuracy was 9.71, 7.59, 8.47, 8.83 and 9.26, respectively. Furthermore, the variance was 7.29, when the proposed method was applied. Therefore, the proposed method had the minimal variation range of error in relation to joint point location, when various human poses were considered, although it had no superiority in location accuracy. That is, compared with the other five methods, the proposed method was the most stable algorithm. Furthermore, not all methods achieved a high-performance in relation to sitting people (e.g., poses 12, 17, 19) . The reason is attributed to the phenomenon of the distances among all of the joint points decreasing when sitting people are considered, so that several joint points are often mistakenly recognized. In addition, consider the poses 13, 14, 15, 16, 17, 19, 20, 22, 23, 24, 27, 28, 29 , which correspond to people with joint point occlusion. The proposed method was superior to [35] by 1.46% PCKh (91.05% vs. 89.59%), [34] by 0.44% PCKh (91.05% vs. 90.61%), [33] by 0.15% PCKh (91.05% vs. 90.90%) and [31] by 0.11% PCKh (91.05% vs. 90.94%), considering the average of the above poses. Compared with the method in [32] , the proposed method only To further estimate the location accuracy of joint points, the proposed method was compared to the five human pose estimation methods. They are those of Yang et al. [31] , Chen et al. [32] , Chou et al. [33] , Chu et al. [34] and Luvizon et al. [35] . The PCKh, proposed by Andriluka et al. [36] , was applied for measuring the location accuracy of joint points. The result is shown in Figure 12 . In the lower part of the figure, the experimental 30 images, corresponding to various human poses, are presented, and in the upper part, the average location accuracy of all of the human joint points in the above 30 images is shown. As shown in the figure, apart from the specific poses, the location accuracy of the joint points was around 90%, when all of the methods are applied. Therefore, the five state-of-the-art human pose estimation methods and the proposed algorithm can obtain satisfactory location results of the human joint points. Furthermore, based on the 30 images, the average location accuracy of the joint points located by the proposed method was 93.02%. The corresponding average location accuracy was 93.23%, 93.11%, 92.78%, 93.03% and 92.04%, when the other five methods were applied. In addition, their variance in location accuracy was 9.71, 7.59, 8.47, 8.83 and 9.26, respectively. Furthermore, the variance was 7.29, when the proposed method was applied. Therefore, the proposed method had the minimal variation range of error in relation to joint point location, when various human poses were considered, although it had no superiority in location accuracy. That is, compared with the other five methods, the proposed method was the most stable algorithm. Furthermore, not all methods achieved a high-performance in relation to sitting people (e.g., poses 12, 17, 19) . The reason is attributed to the phenomenon of the distances among all of the joint points decreasing when sitting people are considered, so that several joint points are often mistakenly recognized. In addition, consider the poses 13, 14, 15, 16, 17, 19, 20, 22, 23, 24, 27, 28, 29 , which correspond to people with joint point occlusion. The proposed method was superior to [35] by 1.46% PCKh (91.05% vs. 89.59%), [34] by 0.44% PCKh (91.05% vs. 90.61%), [33] by 0.15% PCKh (91.05% vs. 90.90%) and [31] by 0.11% PCKh (91.05% vs. 90.94%), considering the average of the above poses. Compared with the method in [32] , the proposed method only decreased by 0.27% (91.05% vs. 91.32%). Therefore, the proposed method is feasible for joint point location when the occlusion phenomenon occurs. To demonstrate the variation of various limb parts in human motion sequences, the rotation angles of limb parts were extracted using the method of rigid transformation. The variation and error variation of rotation angles on the left forearm 8 R and right calf 12 R , when the proposed method was applied based on 50 frames of motion sequence images (See Figure 10) , is shown in Figure 13 . The variation curve of the rotation angles, when the 3D poses of the left forearm 8 R and right calf 12 R were estimated, is shown in Figure 13a . The rotation angle of the left forearm has the maximum value in the 10th and the 35th frame, and it has the minimum value from the 20th to the 25th frame. This indicates that the left forearm moved from the stationary state to the raised state twice. In addition, as shown in Figure 10 , the two maximum values of the rotation angle correspond to the actions of right leg extension, and the minimum value corresponds to the middle action between the above two actions. The rotation angle of the left forearm in the first 15 frames was similar to that of the left forearm. In addition, the variation of the rotation angle of the right calf 12 R remained steady in the last 30 frames, because the relative position of the right thigh and right calf remains unchanged for the action of the shot. The error variation curve of the rotation angles, when the 3D poses of the left forearm 8 R and right calf 12 R are estimated, is shown in Figure 13b . The performance of the proposed method was satisfactory, because all of the errors were less than 8 degrees. In addition, the errors from the 30th to the 45th frame were greater than those in other frames. The reason is attributed to the phenomenon of 8 R and 12 R being near to the screen, because the error in the location of the same 2D joint points can lead to more deviation in the 3D human pose. To demonstrate the variation of various limb parts in human motion sequences, the rotation angles of limb parts were extracted using the method of rigid transformation. The variation and error variation of rotation angles on the left forearm R 8 and right calf R 12 , when the proposed method was applied based on 50 frames of motion sequence images (See Figure 10) , is shown in Figure 13 . The variation curve of the rotation angles, when the 3D poses of the left forearm R 8 and right calf R 12 were estimated, is shown in Figure 13a . The rotation angle of the left forearm has the maximum value in the 10th and the 35th frame, and it has the minimum value from the 20th to the 25th frame. This indicates that the left forearm moved from the stationary state to the raised state twice. In addition, as shown in Figure 10 , the two maximum values of the rotation angle correspond to the actions of right leg extension, and the minimum value corresponds to the middle action between the above two actions. The rotation angle of the left forearm in the first 15 frames was similar to that of the left forearm. In addition, the variation of the rotation angle of the right calf R 12 remained steady in the last 30 frames, because the relative position of the right thigh and right calf remains unchanged for the action of the shot. The error variation curve of the rotation angles, when the 3D poses of the left forearm R 8 and right calf R 12 are estimated, is shown in Figure 13b . The performance of the proposed method was satisfactory, because all of the errors were less than 8 degrees. In addition, the errors from the 30th to the 45th frame were greater than those in other frames. The reason is attributed to the phenomenon of R 8 and R 12 being near to the screen, because the error in the location of the same 2D joint points can lead to more deviation in the 3D human pose. To further prove the efficiency of the proposed 3D human pose estimation method, we compared it to the method in [23] . In this part, the set of experiments concerning the smoothness of the adjacent limb parts and the accuracy of the estimated 3D poses using the two methods are presented. The accuracy is compared based on images with the occlusion phenomenon.
The estimated results of 3D human poses based on the human motion images with occlusion, using the proposed method and the method in [23] , are shown in Figure 14 . As shown in the figures, the estimated 3D human motion was more realistic using the proposed method, because the algorithm of the smooth connection of the adjacent limb parts was introduced. However, the method in [23] cannot describe the realistic 3D human motion efficiently due to the distortion of the articulation when the 3D human poses were estimated. The reason is that the method in [23] only estimated the 3D poses of the limb parts and ignored the treatment of the articulated point.
(a) The captured human motion images with occlusion.
(b) The front and side views of the estimated 3D human poses using the proposed method. To further prove the efficiency of the proposed 3D human pose estimation method, we compared it to the method in [23] . In this part, the set of experiments concerning the smoothness of the adjacent limb parts and the accuracy of the estimated 3D poses using the two methods are presented. The accuracy is compared based on images with the occlusion phenomenon.
In addition, as shown in Figure 14 , the proposed method obtained more accurate 3D human pose estimation results. By contrast, the method in [23] cannot estimate 3D human poses with the same accuracy; especially, the deviation of the occluded limb parts was greater. This phenomenon is attributed to the estimated error in the coordinates of the occluded joint points. Due to the introduced treatment of the occluded limb parts, the proposed method solved the phenomenon of occlusion successfully and obtains a satisfactory result.
In this part, the front and side views of the estimated 3D human poses using the proposed method and the method in [37] are presented based on the image annotations in the MPII human pose dataset. As shown in Figure 15 , the estimation accuracy of the 3D human parts using the proposed method was better than that using the method in [37] , especially for the thigh and calf parts in model 1 and the forearms in model 2. Therefore, compared with the method in [37] , the proposed method can satisfactorily estimate the human poses by calculating the 3D coordinates and CGA.
using the proposed method and the method in [23] , are shown in Figure 14 . As shown in the figures, the estimated 3D human motion was more realistic using the proposed method, because the algorithm of the smooth connection of the adjacent limb parts was introduced. However, the method in [23] cannot describe the realistic 3D human motion efficiently due to the distortion of the articulation when the 3D human poses were estimated. The reason is that the method in [23] only estimated the 3D poses of the limb parts and ignored the treatment of the articulated point. In addition, as shown in Figure 14 , the proposed method obtained more accurate 3D human pose estimation results. By contrast, the method in [23] cannot estimate 3D human poses with the same accuracy; especially, the deviation of the occluded limb parts was greater. This phenomenon is attributed to the estimated error in the coordinates of the occluded joint points. Due to the introduced treatment of the occluded limb parts, the proposed method solved the phenomenon of occlusion successfully and obtains a satisfactory result.
In this part, the front and side views of the estimated 3D human poses using the proposed method and the method in [37] are presented based on the image annotations in the MPII human pose dataset. As shown in Figure 15 , the estimation accuracy of the 3D human parts using the proposed method was better than that using the method in [37] , especially for the thigh and calf parts in model 1 and the forearms in model 2. Therefore, compared with the method in [37] , the proposed method can satisfactorily estimate the human poses by calculating the 3D coordinates and CGA. method and the method in [37] are presented based on the image annotations in the MPII human pose dataset. As shown in Figure 15 , the estimation accuracy of the 3D human parts using the proposed method was better than that using the method in [37] , especially for the thigh and calf parts in model 1 and the forearms in model 2. Therefore, compared with the method in [37] , the proposed method can satisfactorily estimate the human poses by calculating the 3D coordinates and CGA.
(a) The human motion images in the MPII Human Pose dataset.
(b) The front and side views of the estimated 3D human poses using the method in [37] . The estimation accuracy can be calculated by comparing the predicted 3D coordinates of the joint points to the ground truth data. The calculated average errors of the 3D coordinates of the joint points, for the four human motion images with occlusion in Figure 14 , are shown in Table 4 . The error E of the joint point is defined as follows: Table 4 , compared to the method in [23] , there was an important improvement in the accuracy of the location of the joint points for the proposed method, and the accuracy is critical in 3D human pose estimation. Table 4 . The average coordinate errors of the joint points using the above two methods. The estimation accuracy can be calculated by comparing the predicted 3D coordinates of the joint points to the ground truth data. The calculated average errors of the 3D coordinates of the joint points, for the four human motion images with occlusion in Figure 14 , are shown in Table 4 . The error E of the joint point is defined as follows:
Average Coordinate Errors of the Joint Points
where (x i , y i , z i ) are the coordinates of the ground truth joint points using the method of manual location in the i-th image, (x i , y i , z i ) are the estimated coordinates of the joint points using the above two methods in the i-th image. As shown in Table 4 , compared to the method in [23] , there was an important improvement in the accuracy of the location of the joint points for the proposed method, and the accuracy is critical in 3D human pose estimation. In Table 5 , the computation time of the location of the joint points, by the six methods presented in Figure 12 , is shown. Compared with the other five methods, the proposed method had the lowest computation time. The computation time of the other five methods was similar. The maximum and minimum values correspond to the methods of Chen et al. [32] and Luvizon et al. [35] . Furthermore, the numbers of vertexes and computation time of various human parts, of CGA and the method in [38] , are shown in Table 6 . Compared with the method in [38] , CGA had a longer computation time. The reason is attributed to the phenomenon that direct geometric calculation is used for changing human limb poses when the method in [38] is applied. In our method, several transformations in CGA were implemented based on the corresponding function package. That is, function references increased the whole computation time. However, computation time was acceptable and worthwhile for the whole human grid model, because the accuracy was greatly improved when the proposed method was applied. Therefore, the proposed method is not applicable for real-time human pose estimation, because grid transformation based on CGA will take some time. However, in many application areas of computer animation and human body simulation, it is not sufficient to estimate 3D human poses based solely on the human skeleton, using other methods mentioned above. The contribution of the proposed method is a high-precision human mesh model that can be used for 3D human pose estimation, so that it can be applied in many practical fields, such as virtual reality. In conclusion, compared with the other methods, the proposed method was mainly suitable for human pose estimation using high-precision 3D human mesh models and off-line processing in practical applications. Table 5 . The computation time of joint point location using the methods in Figure 12 .
The Methods Computation Time (ms)
Yang et al. [31] 60.67 Chen et al. [32] 62.36 Chou et al. [33] 61.05 Chu et al. [34] 60.47 Luvizon et al. [35] 59.45 Proposed method 47.31 Table 6 . The computation time of CGA and method in [38] . 
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