Is hexagonal boron nitride always good as a substrate for carbon
  nanotube-based devices? by Kang, Seoung-Hun et al.
Is hexagonal boron nitride always good as a substrate for carbon nanotube-based
devices?
Seoung-Hun Kang,1 Gunn Kim,2, ∗ and Young-Kyun Kwon1, †
1Department of Physics and Research Institute for Basic Sciences, Kyung Hee University, Seoul, 130-701, Korea
2Department of Physics, Graphene Research Institute and Institute
of Fundamental Physics, Sejong University, Seoul, 143-747, Korea
(Dated: November 7, 2018)
Hexagonal boron nitride sheets have been noted especially for their enhanced properties as sub-
strates for sp2 carbon-based nanodevices. To evaluate whether such enhanced properties would
remain under various realistic conditions, we investigate the structural and electronic properties of
semiconducting carbon nanotubes on perfect and defective hexagonal boron nitride sheets under an
external electric field as well as with a metal impurity, using density functional theory. We verify
that the use of a perfect hexagonal boron nitride sheet as a substrate indeed improves the device
performances of carbon nanotubes, compared with the use of conventional substrates such as SiO2.
We further show that the hexagonal boron nitride even with some defects can perform better perfor-
mance as a substrate. Our calculations, on the other hand, also suggest that some defective boron
nitride layers with a monovacancy and a nickel impurity could bring about poor device behaviors
since the imperfections impair electrical conductivity due to residual scattering under an applied
electric field.
I. INTRODUCTION
The search for substrates to improve the performance
of nanoelectronic devices has been an important research
topic. Thus far, metals,1,2 mica,3, SiC4,5 or SiO2
6–10
have been used as substrates. For carbon-based devices,
SiO2 has been most commonly used as a substrate. Al-
though the use of SiO2 provides many advantages, its pri-
mary drawback is to reduce the electronic mobility due
to charge density fluctuations induced by the impurities
presented in devices.11,12
Recently, hexagonal boron nitrides (hBN) began to
take center stage as a better substrate for graphene-based
nanodevices than conventional substrates, such as SiO2.
It has been demonstrated that graphene on the hBN
substrate exhibits increased mobility,13,14 significant im-
provements in quantum Hall measurements,14 and en-
hancement of graphene nanodevice reliability.15 It has
also been shown that carbon nanotubes (CNTs) based
devices on hBN substrates exhibit better device char-
acteristics than on conventional substrates,16 similarly
as graphene-based devices. According to studies based
on scanning tunneling microscopy measurements, hBN
provides an extremely flat surface with significantly less
electron-hole puddles than SiO2.
17,18 In addition to the
advantages of providing an atomically smooth surface
(relatively free of dangling bonds and charge traps), a
large band gap of >∼5 eV,19 chemical inertness, and a low
density of charged impurities, hBN sheets also exhibit an
unusual electronic structure that is not observed in most
wide band gap materials.
It used to be difficult to fabricate perfect hBN sheets,
particularly with a large area, but recently, large-area
hBN sheets have been grown by using chemical va-
por deposition (CVD).20–28 A recent intriguing exper-
iment showed that a direct CVD growth of single-layer
graphene on a CVD-grown hBN film exhibits better elec-
tronic properties than that of graphene transferred on
the hBN film.29 Thanks to this method, one need not
worry about the polymer residues remaining on trans-
ferred graphene any longer. However, there still remain
two concerns that CVD-grown hBN sheets may possess
intrinsic defects, such as vacancies,30,31 and carbon nan-
otubes (CNTs) may contain metal impurities used as cat-
alysts during their growth,32–36 which were further ex-
plored to confirm the usefulness of hBN substrates.
In this paper, we report a first-principles study of the
structural and electronic properties of a semiconducting
CNT on defective hBN sheets in the presence of an ex-
ternal electric field (E-field), as well as on a perfect hBN
sheet for comparison. For a CNT on a perfect hBN, the
E-field shifts the electronic states from the hBN rela-
tively to those from the CNT or to the Fermi level, but
the hBN states are still far from EF , and the CNT states
are not altered by the E-field considered. Thereby the
perfect hBN may lead to improvement in device perfor-
mance, compared with conventional substrate materials
such as SiO2, as confirmed by experiments.
13–15,17,18,29
For a CNT on a defective hBN, on the other hand, our
study shows that the electronic states originating from
the hBN substrate are shifted to near EF due to a nickel
impurity, which was selected as an exemplary catalyst
for CNT growth, and a vacancy in the hBN sheet. Such
shifted states and the in-gap states from defects could re-
sult in electronic scattering near the Fermi level (EF ) or
unwanted electrical conduction (leakage current) through
the hBN substrate, causing some critical problems in the
CNT devices.
II. COMPUTATIONAL DETAILS
We carried out first-principles calculations using the
Vienna ab initio simulation package (VASP).37 Projec-
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FIG. 1. (Color online) Three highly-symmetric stacking con-
figurations of (10, 0) CNT adsorbed on hBN sheet classified
similarly in graphite with AA and AB stacking configurations:
(a) AA, (b) AB-B (B atoms located at the hollow site of the
CNT), (c) AB-N (N atoms at the hollow site) stackings in top
view, and (d) in side view. In (d), the arrow indicates the +z
direction along which or the opposite of which an external E-
field is applied. A Ni impurity atom is also shown in (d). The
pink, blue, gray and red spheres represent boron, nitrogen,
carbon and nickel atoms, respectively.
tor augmented wave potentials were employed to describe
the valence electrons.38 The exchange-correlation func-
tional was treated within the spin-polarized local den-
sity approximation (LDA) in the form of Ceperley-Alder
parametrization.39 The cutoff energy for the plane wave
basis was chosen to be 450 eV, and the atomic relaxation
was continued until the Hellmann-Feynman force acting
on every atom became lower than 0.03 eV/A˚. For more
precise calculations, we included the dipole correction.
We first found the equilibrium structure of the hBN
sheet with the primitive unit cell, where the B-N bond
length dBN was calculated to be 1.44 A˚ corresponding to
the lattice constant of 2.50 A˚, which is in excellent agree-
ment with the experimental values of 2.49 ∼ 2.52 A˚.30,40
To arrange a (10, 0) CNT on the pristine hBN sheet,
we prepared an orthorhombic supercell with three side
lengths of a = 4.32 A˚ (= 3dBN), b = 17.5 A˚, and
c = 25.0 A˚, including the rectangular hBN with two sides
of a and b and the zigzag CNT placed on the hBN sheet
along the a direction. To compensate the discrepancy
of their “native” lattice constants along the CNT axial
direction, the CNT was elongated by ∼5 %. The other
side lengths, b and c, were selected large enough to avoid
the intertube interaction from the neighboring cells, and
to contain a vacuum region of ∼14.4 A˚ between the top
of the CNT and the bottom of the hBN located in the
next cell above. For the systems with various vacancies
on hBN and/or a Ni impurity, we increased a by a fac-
tor of four to be 17.28 A˚ to ignore the interaction from
those defects located in neighboring cells. The Brillouin
zone was sampled using a Γ-centered 10×1×1 (5×1×1)
k-point mesh for the system with a smaller (larger) a
value. The electronic levels were convoluted using Gaus-
sian broadening with all width of 0.05 eV to obtain the
DOS.
III. RESULTS AND DISCUSSION
First, we found the equilibrium stacking configuration
of a (10, 0) CNT adsorbed on a perfect hBN substrate.
Fig. 1(a–c) show three highly-symmetric stacking config-
urations of the CNT adsorbed onto the hBN sheet sim-
ilarly in graphite stacking configurations. In AA, some
of C6 hexagonal rings in CNT are placed to match ex-
actly on the top of B3N3 hexagonal rings in hBN. On the
other hand, there are two possibilities in AB configura-
tion dissimilar from AB graphite: in AB-B, the hollow
sites of the CNT are located at the top of B atoms, while
they are at the top of N atoms in AB-N. Our calcula-
tions reveal that the most energetically favorable con-
figuration is AB-N stacking, which was also observed as
the most stable stacking configuration for graphene on
hBN.41 With respect to the most stable AB-N stack-
ing configuration, AB-B and AA have 61 and 73 meV
higher energies, respectively. Therefore, we considered
only AB-N stacking configuration for further investiga-
tions. Its projected density of states (PDOS) were cal-
culated to study the effects of an external E-field and a
Ni impurity on the electronic structure. The latter was
considered since nanoparticulate nickel is often used as
a catalyst to synthesize CNTs, and thus the system may
contain nickel impurity atoms,42 unless Ni nanoparticles
have been completely removed from the CNT surface or
substrate after the growth.
Fig. 2(a) shows the PDOS of the pristine AB-N con-
figuration in the absence and the presence of an external
E-field. As observed in the middle graph, the conduc-
tion band minimum (CBM) and the valence band maxi-
mum (VBM) of the hBN, which are respectively located
∼2.7 eV above and ∼1.5 eV below EF in the absence of
the E-field, are quite far from the CBM and the VBM
of the CNT, respectively. As shown in the top (bottom)
graph, the external E-field applied along the +z (−z)
direction shifts the hBN energy bands down (up) notice-
ably toward the lower (higher) energy relative to those of
the CNT due to lower (higher) electrostatic potential in
the hBN side. Up to the field strength of 0.2 V/A˚, how-
ever, the CBM and VBM of the hBN are located at least
2 eV above and 1 eV below EF , respectively. Therefore,
we conclude that none of the hBN states affect the elec-
tronic conduction, regardless of the external E-field, and
thus the conduction may occur only through the CNT.
Our results confirm the experimental observa-
tions13,14,17,18 of hBN sheets being much better sub-
strates than conventional ones, such as SiO2, for CNT
or graphene43 based single-gated field effect transistors
(FETs). In a single-gated FET, an applied gate bias
generates an E-field between the gate and the channel
moving either the VBM or CBM of the hBN close to the
counterpart of the CNT, but the energy spacing between
them is still kept large, as shown in Fig. 2(a). In a dual-
gated FET, however, one gate can be used to control the
relative position of the VBM or the CBM of the hBN,
while the other to adjust the chemical potential of the
3+0.2V/Å  
B
N
C
Ni 
0    5    10   15   20   25   30 
Distance (Å ) 
L
o
c
a
l 
p
o
te
n
ti
a
l 
(e
V
) 
0 
-10 
-20 
-30 
-40 
Pristine (a) (c) 
(d) 
(b) Ni-doped  
P
D
O
S
(s
ta
te
s
/e
V
/c
e
ll)
  
 
40 
20 
0 
BN 
C 
-0.2V/Å  
40 
20 
0 
-4   -2    0    2    4 
E-EF (eV) 
40 
20 
0 
BN 
C 
Ni 
-0.2V/Å  
-4   -2    0    2    4 
E-EF (eV) 
+0.2V/Å  
CNT-BN 
CNT-BN-Ni 
FIG. 2. (Color online) PDOSs of (10, 0) CNTs deposited on
(a) pristine and (b) Ni-doped hBN sheets in the absent (mid-
dle) and the presence of an E-field applied with 0.2 V/A˚ along
the +z (top) and −z (bottom) directions, which are normal
to the hBN sheet. In each graph in (a) and (b), a blue solid,
a black dash-dotted, and a red dashed lines represent the
PDOSs of the hBN, the CNT, and the Ni atom, respectively.
The Gaussian broadening of 0.15 eV was used for all PDOSs.
There is an arbitrariness to set the Fermi level (EF ) any-
where within the energy gap, we set EF at the center of the
energy gap.(c) Local charge density plotted within the energy
window where the strong Ni peaks is observed in the middle
graph of (b). (d) Local potential (LP) averaged over a plane
parallel to hBN sheet as a function of the distance perpendic-
ular to the sheet. A solid (dashed) line is for the system with
(without) the Ni impurity.
CNT channel. This could cause an unexpected output of
conduction through not only the CNT channel, but also
the hBN substrate.
Fig. 2(b) shows the PDOS of the Ni-doped AB-N con-
figuration in the absence and the presence of an E-field.
Similar to the pristine case, the applied E-field shifts the
hBN states up or down by the field directions while re-
maining them still far from EF . Just below EF , however,
are there some strongly localized peaks originating from
the Ni 3d orbitals, which show no practical change under
the applied E-field. In addition, we observed small “satel-
lite” states from the hBN induced by the Ni states and
a little modification in the CNT states just below EF .
Our Bader charge analysis showed that 0.26 e and 0.07 e
have been transferred from the Ni adatom to the CNT
and to the hBN, respectively. We also calculated the lo-
cal charge density corresponding to the localized peaks
from the Ni 3d. As displayed in Fig. 2(c), it exhibits a
charge overlap between the CNT and the hBN through
the Ni impurity indicating that the Ni adatom mediates
a coupling between the CNT and the hBN sheet. This
implies that the nickel atom may play a crucial role as a
scattering center when the Fermi level is shifted into this
energy window via other doping or by applying a gate
E-field.
Local potential (LP) was also calculated for the Ni-
doped CNT-on-hBN system, as well as the undoped sys-
tem. Fig. 2(d) shows the calculated LP averaged over
a plane parallel to hBN sheet as a function of the dis-
tance normal to the slab. We found that the LP values
of the undoped system in the region between the CNT
and the hBN appear to be almost the same as those in the
vacuum region as represented by a dashed line, indicat-
ing that the interaction between the CNT and the hBN
sheet may not influence the LP values in between. We
can, therefore, conclude that the presence of hBN sheet
does not alter the fundamental response of CNT when no
metal impurity is present. For the Ni-doped system, in
contrast, its LP values, plotted with a solid line, appear
to be ∼5.5 eV lower, compared with those of the Ni-free
system with respect to their vacuum values.
Next, we explored the effects of vacancies existing in
the hBN sheet. It was reported that vacancies can be
formed during the growth of hBN sheets by the CVD
methods.31 We considered two types of monovacancies:
a boron vacancy denoted as VB and nitrogen vacancy as
VN; and a kind of multivacancy composed of three boron
and one nitrogen empty sites (VB3N), which is one of the
two smallest triangular multivacancies.30 The other tri-
angular multivacancy consisting of one missing B atom
and three missing N atoms (VBN3) was not taken into
account because experimental observations showed that
more boron atoms are missing than nitrogen atoms and
most of the edge-terminating atoms around the vacancies
are doubly-coordinated nitrogen atoms.30 It was found
that the CNT prefers to be placed just above VB and VN
rather than on the perfect hBN region with the energy
differences of 0.10 eV and 0.13 eV, respectively. On the
other hand, the CNT does not prefer VB3N to a defect-
free hBN region, since the VB3N defect does not possess
broken bonds after the edge reconstruction. To investi-
gate the vacancy effects on the electronic structures, we
only considered the configurations in which the CNT is
placed on the defect site.
Fig. 3 shows the optimized structures in top and bot-
tom views of the CNTs on the hBN sheet with VB,
VN, and VB3N defects. Their corresponding spin-resolved
PDOSs are also shown in the absence and the presence
of an applied E-field. Similar to the perfect hBN cases,
the applied E-field shifts the hBN states up or down rel-
ative to CNT states, depending on the field directions.
In Fig. 3(a) for VB, we found that the Fermi level, EF , is
located just below the VBM of the CNT, which overlaps
with that of the hBN. It means that the CNT becomes
weakly hole-doped by the presence of VB. In addition,
there exist two localized empty states originating from
VB just above EF , which exhibit two interesting behav-
iors. One is that, in response to the E-field, they move
in the opposite direction of the other hBN states, i.e.,
up (down) in energy with the positive (negative) E-field
along the z-direction. The other is that these localized
states, which are almost completely degenerate at an E-
field value of +0.2 V/A˚, become split into two separate
states at a value of −0.2 V/A˚. These interesting behav-
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FIG. 3. (Color online) The optimized structures of (10, 0)
CNTs placed on top of (a) a boron monovacancy (VB), (b)
a nitrogen monovacancy (VN), and (c) a triangular multiva-
cancy formed by three missing B and one missing N atoms
(VB3N) created on hBN sheets. For each case, the left (right)
configuration is depicted in top (bottom) view. The vacancy
in each image is enclosed by the red circle. C, B, and N atoms
are denoted by the same color scheme used in Fig. 1. Below
these structures are shown their corresponding spin-resolved
PDOSs in the absence (middle) and the presence of an E-field
applied with 0.2 V/A˚ along the +z (top) and −z (bottom)
directions. The Gaussian broadening of 0.15 eV was used.
While the system with VB exhibits a magnetic characteristic
clearly, those with VN and VB3N do not. Note in Fig. 3(b) that
an extremely small difference is recognized between majority
and minority PDOSs near EF at |E| = +0.2 V/A˚.
iors are accounted for as following. Were it not for the
CNT, VB would possess its three-fold symmetry with its
three equivalent unsaturated N atoms. In the presence of
the CNT, however, the interaction with the CNT, which
is very weak, but not negligible, provides a small pertur-
bation breaking its three-fold symmetry lifting its degen-
eracy. As displayed in PDOSs of Fig. 3(a), such pertur-
bation becomes weaker and stronger at E-field values of
+0.2 V/A˚ (top) and −0.2 V/A˚ (bottom), respectively,
than at no E-field (middle) implying that the positive
(negative) E-field tends to weaken (strengthen) the in-
teraction between the hBN and the CNT. Because of the
enhanced electronic coupling between the CNT and hBN
via the boron monovacancy at the negative E-field, un-
wanted electrical conduction may occur through the hBN
sheet. We also observed that the charge distribution near
EF over the hBN is slightly modified and redistributed
by the E-field change. The charge redistibution affects
the localized states described above, and thus which are
shifted up or down by the E-field change.
For the VN case, in contrast, it was found that the
Fermi level is aligned to the CBM of the CNT, which
indicates that the CNT becomes weakly electron-doped.
Moreover, a very small localized peak from the vacancy
appears near EF as shown in Fig. 3(b). This localized
state is much less sensitive to the direction of the applied
E-field compared with the case of VB. In both VB and VN
cases, those localized states may result in an electronic
back scattering on the CNT surface, since they are lo-
cated near the VBM or the CBM of the CNT.
For the case of VB3N in Fig. 3(c), the Fermi level is
located in the middle of the gap between the VBM and
the CBM of the CNT, and no charge transfer takes place
between the CNT and the hBN sheet. As shown in the
PDOSs, all of the hBN states including defect states orig-
inating from the vacancy are located far from EF , re-
gardless of the E-field applied. Creating a VB3N vacancy
generates six N atoms surrounding the vacancy, each of
which has revealed a dangling bonds due to the reduc-
tion of its coordination number from 3 to 2. However,
these unsaturated bonds get all re-bonded by the edge
reconstruction resulting in no dangling bond. This is the
reason that no defect state occurs near EF of the sys-
tem with VB3N. This implies that the presence of such
VB3N vacancies in hBN substrate may not influence the
electronic behaviors of CNT devices. In both VB and VN
cases, in contrast, there still remain unsaturated dangling
bonds at the N and B edge atoms enclosing the respec-
tive vacancies corresponding to the defect states near EF
mentioned above.
More interestingly, magnetic properties give rise to the
spin magnetic moments calculated to be µ = 1.57 µB
and µ = 0 for VB and VN, respectively. It was found that
the magnetic moments have been changed from those of
their counterparts without the CNT, which are both µ =
1.00 µB
44 meaning that there is apparently one unpaired
electron at their respective vacant sites. The results are
in agreement with our Bader charge analysis,45 although
it does not give an accurate amount of charge transfer.
∆q is defined by the amount of charge transfer to the
hBN sheet from the CNT, and calculated to be 0.49 e and
−0.73 e for VB and VN, respectively, where e = −|e|(< 0)
is an electronic charge. Roughly speaking, the charge
of ∼0.5 e transferred from the CNT increases the spin
magnetic moment for VB, and the electron donation of
∼1 e to the CNT removes the spin magnetic moment for
VN.
We also explored the dependence of magnetic mo-
ment on the applied E-field. For VB, the magnetic mo-
ment increases (decreases) by 0.18 µB (0.31 µB) to be
µ = 1.75 µB (µ = 1.26 µB) from µ = 1.57 µB at an
E-field value of 0.2 V/A˚ applied along the +z (−z) di-
rection. This E-field dependence is also associated with
∆q, which were calculated to be ∼0.2 e more (∼0.3 e
less) at an E-field value of +0.2 V/A˚ (−0.2 V/A˚) with
respect to the case with no E-field applied. For VN, which
exhibits zero magnetic moment without the applied E-
field, we observed a revival of magnetic moment, i.e.,
µ = 0.80 µB , at an E-field value of +0.2 V/A˚, implying
that 0.8 unpaired electrons have returned to the hBN.
This is consistent quite well with ∆q = −0.25 e. At an
E-field value of −0.2 V/A˚, its magnetic moment is still
zero keeping a complete cancellation of one unpaired elec-
tron well matching our calculated ∆q, which is closed to
one. All values of the magnetic moments are listed in
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FIG. 4. (Color online) Spin-resolved PDOSs of the same con-
figurations shown in Fig. 3, but with a Ni impurity placed
at (a) VB, (b) VN, and (c) VB3N in the absence (middle) and
the presence of an E-field applied with +0.2 V/A˚ (top) and
−0.2 V/A˚ along the z direction, normal to the hBN sheet.
The Gaussian broadening of 0.15 eV was used for PDOSs.
TABLE I. Magnetic moments of undoped or Ni-doped system
of a CNT on a hBN sheet with a B or N monovacancy
System
Magnetic moment (µB)
at |E| = +0.2 V/A˚ 0.0 V/A˚ −0.2 V/A˚
VB 1.75 1.57 1.26
VN 0.80 0.00 0.00
Ni+VB 1.00 1.00 1.00
Ni+VN 0.54 0.11 0.00
Table I. Note that VB3N remains its nonmagnetic charac-
teristic, regardless of the E-field applied as well as of the
presence of CNT.
Finally, we added a Ni impurity to each of the three
systems with respective vacancies VB, VN, and VB3N, de-
scribed above. Unlike in those systems without a Ni im-
purity considered above, where the CNT is located di-
rectly above each vacant site as shown in Fig. 3, the Ni
adatom prefers to sit above the center of each vacant site,
and thus prevents the CNT from being placed above the
vacant site, The equilibrium configuration of each system
is similar to that shown in Fig. 1(d).
Fig. 4 shows the spin-resolved PDOSs of these three
systems obtained at three different E-field values, +0.2,
0.0, and −0.2 V/A˚. Their hBN states are shifted down
(up) in energy under the positive (negative) E-field,
which is the same as seen in Fig. 2 and Fig. 3. The
VBM and CBM of the hBN are located far from EF
for all the cases, but defect states are produced by the
Ni impurity as well as the vacancy. Especially for the
system with the Ni impurity on VB, it was observed in
Fig. 4(a) that some of these defect states are pinned at
EF , and the states from the Ni atom (represented by a
red dashed line) are quite strongly hybridized with those
from the boron monovacancy (by a blue solid line) in a
wide energy range in the valence band. As mentioned
earlier, the residual scattering in the CNT-based device
may be given rise to by the PDOS peak near EF formed
by strong orbital hybridization between the Ni adatom,
the CNT and the hBN sheet. For the one with Ni+VN
or Ni+VB3N, on the other hand, its electronic structure
and its response to the E-field appear to be similar to
the counterpart system without a Ni impurity except for
the states from the Ni impurity mainly existing relatively
deep inside the valence band. It turns out in these two
cases that the coupling strength between the Ni impurity
and the N or B3N vacancy is relatively small, compared
with that in the Ni+VB case.
We found that the Ni adatom takes part in determin-
ing the magnetic properties of the systems. For VB, the
Ni adatom reduces the magnetic moment exactly to 1 µB
from 1.57 µB . This can be also explained by our Bader
charge analysis, which reveals that there is almost no
charge transfer to the CNT, but only between the hBN
with VB and the Ni adatom. Those electrons participat-
ing in this charge transfer remain as unpaired electrons
at respective parts keeping µ = 1 µB . Moreover, its mag-
netic moment does not respond to the E-field. Such an
intriguing magnetic behavior is displayed in the defect
states pinned at EF shown in Fig. 4(a). On the other
hand, the Ni atdatom converts VN to be magnetic with
the magnetic moment of 0.11 µB at zero E-field, while
maintaining it nonmagnetic at |E| = −0.2 V/A˚. Accord-
ing to our Bader charge analysis, for Ni+VN, more elec-
trons are donated to the CNT than for VN, meaning a
complete removal of unpaired electrons from the hBN,
but as an exception, at zero E-field, a small amount of
electrons is transferred to the hBN from the Ni adatom
to make the system weakly magnetic. We also observed
that the Ni adatom decreases the magnetic moment to
0.54 µB from 0.80 µB at an E-field value of +0.2 V/A˚.
The charge transfer from the hBN to CNT is calculated
to be 0.49 e, which is ∼0.24 e more than that of the sys-
tem without Ni adatom. All magnetic moment values are
summarized in Table I. VB3N remains nonmagnetic, re-
gardless of the existence of Ni impurity as well as E-field.
IV. CONCLUSIONS
In summary, we have studied the effects of an external
E-field and a metal impurity on the electronic properties
of CNTs on the hBN sheet with and without vacancy de-
fects. For each case, we obtained its electronic structures
such as the band structure, projected density of states
and local potential. We found that the electronic energy
bands of the hBN sheet are shifted in response to the
applied E-field, regardless of whether the hBN is perfect
or defective with a vacancy, and whether there is a metal
impurity or not. However, the shifted electronic states in
the valence and conduction bands of the perfect hBN are
located still far from EF under the field strength consid-
ered, suggesting that the hBN sheet can be considered
as a suitable substrate material for CNT-based single-
gate FETs, regardless of the existence of a metal impu-
6rity and/or a B3N vacancy. However, hBN substrates
with monovacancies and a metal impurity could exhibit
poor performance since the imperfections impair electri-
cal conductivity due to residual scattering when strong
top-gate voltage is applied in dual-gate FETs. Our theo-
retical results are in good agreement with an experimen-
tal report that the in-gap states may induce to facilitate
residual scattering.46
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