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Se llama Programacio´n Lineal al conjunto de te´cnicas matema´ticas que pretenden
resolver el siguiente tipo de problemas: optimizar (maximizar o minimizar) una funcio´n
objetivo, funcio´n lineal de varias variables, sujeta a unas condiciones definidas por inecua-
ciones lineales.
En la actualidad uno de los problemas que ma´s interesa resolver, a nivel pra´ctico, es
la optimizacio´n de recursos, tiempo, personas, rutas de viaje, asignacio´n de tareas, dietas.
Por ello, he elegido este tema para mi trabajo fin de grado.
En el an˜o 1947 George Dantzig, f´ısico y matema´tico estadounidense, presento´ el algo-
ritmo Simplex. A partir de e´l, se logro´ resolver problemas de optimizacio´n que llevaban
ma´s de un siglo sin solucio´n. A su vez, el desarrollo de la computacio´n digital facilito´ su
ra´pido desarrollo y aplicacio´n empresarial en todo tipo de problemas.
La gran virtud del Me´todo del Simplex es su sencillez, ya que solo trabaja con los coe-
ficientes de la funcio´n objetivo y de las restricciones, adema´s, gracias a su existencia, se
pueden resolver problemas complejos. Este me´todo conforma la base de la programacio´n
lineal.
En este trabajo, presentaremos en primer lugar una teor´ıa ba´sica con la que enten-
deremos el algoritmo del Me´todo del Simplex. En segundo lugar, veremos co´mo resolver
problemas de optimizacio´n lineal meditante el Me´todo Simplex, con programas basados
en la librer´ıa de programacio´n Apache Commons Math.
As´ı pues, nuestros objetivos pueden resumirse en los siguientes puntos:
1. Introduccio´n a la resolucio´n de problemas de programacio´n lineal mediante el Me´to-
do del Simplex.
2. Utilizar librer´ıas de Java para resolver problemas de programacio´n lineal mediante
el Me´todo del Simplex.
3. Comparar la resolucio´n de dichos problemas con el programa Mathematica.





Vamos a dedicar este cap´ıtulo a introducir resultados y definiciones para entender
co´mo funciona el Me´todo del Simplex. Los conocimientos que no se explican y se dan por
sabidos son muy ba´sicos, de todos modos puede recurrirse a los siguientes libros y apuntes
[1], [2], [3] y [4]. Tambie´n veremos co´mo se instalan las librer´ıas que necesitamos en el
entorno de desarrollo software Eclipse [5].
2.1. Definiciones y teoremas previos
Un segmento lineal dados dos puntos x1, x2 es el conjunto de puntos z que verifica
z = λx1 + (1− λ)x2 con λ ∈ (0, 1).
Definicio´n 1.
Un conjunto C es convexo si para cualesquiera dos puntos x1, x2 ∈ C se verifica
que z = λx1 + (1− λ)x2 pertenece a C para todo λ ∈ (0, 1).
Definicio´n 2.
Dado un conjunto convexo C, un punto z ∈ C se dice que es un punto extremo
de C si z no puede expresarse como combinacio´n lineal convexa de ningu´n par
de puntos distintos del conjunto. Es decir, si z es un punto extremo de C y
z = λx1 + (1− λ)x2, para un cierto λ ∈ (0, 1), entonces x1 = x2 = z.
Definicio´n 3.
Dado un conjunto convexo cerrado S ⊆ Rn, un vector no nulo d ∈ Rn se llama
direccio´n si x + λd ∈ S, ∀λ ≥ 0 y ∀x ∈ S.
Definicio´n 4.
6
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Observaciones :
Dos direcciones d1 y d2 son distintas si d1 6= αd2, ∀α ≥ 0.
Una direccio´n d se dice extrema si no puede ponerse como una combinacio´n lineal
positiva de dos direcciones distintas, esto es, si d es una direccio´n extrema y d = λ1d1 +
λ2d2 con λ1, λ2 > 0 entonces d1 = αd2 para algu´n α > 0.
Sea S = {x ∈ Rn : Ax = b,x ≥ 0} donde A es una matriz m× n de rango m y
b es un m vector. Un punto x es un punto extremo de S si, y so´lo si, A puede












Donde B es una m×m matriz inversible cumpliendo B−1b ≥ 0.
Teorema 1.
Demostracio´n. Supongamos que A puede descomponerse en la forma A = [B,N ] cum-
pliendo que x = [B−1b,0]
′
y B−1b ≥ 0. Obviamente x ∈ S, ahora supongamos que






















como x1N y x2N son mayores o iguales que cero y λ ∈ (0, 1) entonces x1N = x2N = 0 y
esto implica que x1B = x2B = B
−1b, ya que Ax1 = b = A(x1B,x1N) = Bx1B + Nx1N =
Bx1B + 0. Por lo tanto x = x1 = x2.
Supongamos ahora que x es un punto extremo de S. Sin pe´rdida de generalidad su-
pongamos que x = (x1, x2, . . . , xk, 0, 0, . . . , 0)
′
con xj > 0, j = 1, . . . , k. Demostraremos
primero que las columnas correspondientes A1, A2, . . . , Ak de A son linealmente indepen-
dientes, supongamos para ello que no fuera as´ı, entonces existir´ıan λ1, λ2, . . . , λk escalares
no todos nulos tales que
∑k
j=1 λjAj = 0, sea ∆ = (λ1, λ2, . . . , λk, 0, . . . , 0)
′
. Construimos
los siguientes dos vectores x1 = x + α∆ y x2 = x − α∆ donde α se elige de manera que

















x2 y esto contradice el hecho de que x sea un punto extremo. Por lo tanto
A1, A2, . . . , Aj son linealmente independientes y pueden elegirse m−k columnas del resto
de n− k que sean linealmente independientes con estas k ya que el rango de A es m.
Por simplificar notacio´n supongamos que e´stas son Ak+1, Ak+2, . . . , Am. Con esto po-
demos escribir A = [B,N ] donde B = [A1, . . . , Ah, Ak+1, Ak+2, . . . , Am], adema´s B
−1b =
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(x1, x2, . . . , xk, 0, . . . , 0)
′
y como (x1, x2, . . . , xk) > 0 entonces B
−1b ≥ 0 y la demostracio´n
del teorema queda completa.
Corolario 1. El nu´mero de puntos extremos de S es finito.
Demostracio´n. Cualquier combinaicio´n lineal no negativa de m vectores linealmente de
A, corresponde con un punto extremo de S, como solo podemos tomar un nu´mero finito
de combinaciones de m vectores de entre los n de la matriz A, concluimos que el nu´mero









Sea S = {x ∈ Rn : Ax = b,x ≥ 0} no vac´ıo, donde A es una matriz m × n de
rango completo m y b es un vector de dimensio´n m, entonces S tiene al menos
un punto extremo.
Teorema 2.
Sea S = {x ∈ Rn : Ax = b,x ≥ 0} no vac´ıo, donde A es una matriz m × n de
rango completo m y b es un vector de dimensio´n m. Un vector d¯ es una direccio´n
extrema de S si, y so´lo si, A puede descomponerse en [B,N ] tal que B−1Aj ≤ 0
para alguna columna Aj de N y d¯ es un mu´ltiplo positivo de d = [−B−1Aj, ej],
donde ej es un n−m vector de ceros excepto la posicio´n j donde tiene un 1.
Teorema 3.
La demostracio´n de los teoremas anteriores podemos encontrarlas en los apuntes de
Fundamentos matema´ticos del me´todo simplex [6].
Corolario 2. El nu´mero de direcciones extremas de S es finito.





formas de elegir B−1 y como hay n−m columnas en





es el nu´mero ma´ximo de direcciones extremas.
Veamos ahora un resultado importante que nos permite representar cualquier punto
de un poliedro como sumas de puntos extremos y direcciones extremas.
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Sea S = {x ∈ Rn : Ax = b,x ≥ 0} un poliedro no vac´ıo donde A es una matriz
m× n de rango m. Sean x1,x2, . . . ,xk los puntos extremos de S y d1,d2, . . . ,dl










i=1 λi = 1, λi ≥ 0 ∀i = 1, . . . , k y µj ≥ 0 ∀j = 1, . . . , l.
Teorema 4 (Teorema de representacio´n).
La demostracio´n de este teorema podemos encontrarla en los apuntes de Fundamentos
matema´ticos del me´todo simplex [6].
Corolario 3. Sea S = {x ∈ Rn : Ax = b,x ≥ 0} un poliedro no vac´ıo donde A es una
matriz m× n de rango m. Entonces S tiene al menos una direccio´n extrema si, y so´lo si,
es no acotado.
Demostracio´n. (⇒) Supongamos que S tiene una direccio´n d, entonces es no acotado
puesto que dado x ∈ S se tiene que x+λd ∈ S,∀λ ≥ 0 y por lo tanto l´ımλ→∞ ‖x+λd‖ =∞.
(⇐) Supongamos que S es no acotado y que no posee direcciones. Entonces tampoco posee
direcciones extremas y, por el teorema anterior, todo punto x ∈ S puede escribirse de la
forma x =
∑k
i=1 λixi, para algunos λi ≥ 0, i = 1, . . . , k,
∑k
i=1 λi = 1.










‖xi‖ <∞ ∀x ∈ S
lo que contradice que S sea no acotado.
Considerar el P.P.L (Problema de Programacio´n Lineal) ma´xZ = cx, s.a : Ax =
b,x ≥ 0, suponer que la regio´n factible es no vac´ıa, sean x1,x2, . . . ,xk los pun-
tos extreos de {Ax = b,x ≥ 0} y d1,d2, . . . ,dl sus direcciones extremas. Una
condicio´n necesaria y suficiente para que exista una solucio´n o´ptima finita del
problema es que cdj ≤ 0, j = 1, . . . , l. En este caso existe un punto extremo que
es solucio´n o´ptima del problema.
Teorema 5 (Condiciones de optimalidad en programacio´n lineal).
Demostracio´n. Por el teorema de representacio´n, Ax = b y x ≥ 0 es equivalente a que x
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con
∑k
i=1 λi = 1, λi ≥ 0∀i = 1, . . . , k y µj ≥ 0, ∀j = 1, . . . , l.













λj = 1 (2.3)
λj ≥ 0, j = 1, . . . , k (2.4)
µj ≥ 0, j, . . . , l
Observamos que si cdj > 0 para algu´n j, entonces µj puede elegirse arbitrariamen-
te grande, proporcionando una solucio´n no acotada. Esto demuestra que una condicio´n
necesaria y suficiente para que haya una solucio´n o´ptima finita es cdj ≤ 0, j = 1, . . . , l.
Supongamos que cdj ≤ 0, j = 1, . . . , l como queremos maximizar la funcio´n objetivo




j=1 λj = 1 y λj ≥ 0, j = 1, . . . k. Esta´ claro que la solucio´n o´ptima de este problema es
finita y se encuentra haciendo λi = 1 y λj = 0 para j 6= i, donde el ı´ndice i viene dado
por cxi = ma´xi≤j≤k cxj.
Observamos que λi = 1 y λj = 0, j 6= i implica que la solucio´n del problema se alcanza
en el punto extremo i-e´ximo, con lo que tenemos demostrado el teorema.
2.2. Me´todo del Simplex
El Me´todo del Simplex es un procedimiento sistema´tico para resolver P.P.L. movie´ndo-
nos desde un punto extremo a otro con una mejora (o al menos no empeoramiento) de la
funcio´n objetivo.
El algoritmo se ira´ moviendo por puntos extremos cumpliendo lo anterior hasta que
se alcanza el punto extremo o´ptimo o hasta que se detecta una direccio´n extrema de no
acotacio´n (con cd < 0).
Consideraremos que el P.P.L. esta´ escrito en la forma esta´ndar cuando tengamos:
ma´xZ = cx s.a : Ax = b,x ≥ 0. Suponiendo que al menos existe un punto verificando
las restricciones y adema´s el rango de A es m.
A continuacio´n veremos una serie de definiciones referidas a las soluciones posibles de
un P.P.L.
Solucio´n factible es cualquier punto x verificando Ax = b,x ≥ 0.
Definicio´n 5.
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Solucio´n ba´sica, SB a partir de ahora, es cualquier punto que verifica Ax = b,
en el cual al menos n−m variables toman valor 0.
Definicio´n 6.
Observamos que por construcccio´n los puntos extremos son SB. Una SB puede obte-
nerse sin ma´s que fijar n−m variables a cero y resolviendo el sistema resultante.
Base es la coleccio´n de variables con valor no obligatoriamente nulo en un cier-
to orden que forman una SB. Las variables de e´sta se denominan variables
ba´sicas.
Definicio´n 7.
Solucio´n ba´sica factible, SBF a partir de ahora, es aquella solucio´n ba´sica
que verifica las condiciones de no negatividad. Es decir, una solucio´n ba´sica que
adema´s es solucio´n factible.
Definicio´n 8.
SBF no degenerada es una SBF que tiene exactamente m valores no nulos y
es degenerada en caso contrario.
Definicio´n 9.
Solucio´n o´ptima, SO a partir de ahora, es una SBF en la cual se alcanza el
o´ptimo de la funcio´n objetivo.
Definicio´n 10.
Una SBF x es adyacente a otra SBF y si coinciden todas las variables de la
base excepto una.
Definicio´n 11.
El Me´todo del Simplex ira´ calculando SBF adyacentes de manera que la nueva SBF
tenga mejor, o al menos no peor, valor de la funcio´n objetivo.
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El algoritmo consta de las siguientes etapas:
• Inicializacio´n.
• Prueba de optimialidad.
• Paso de una SBF a otra SBF:
1. Seleccio´n de una variable para la nueva SBF.
2. Seleccio´n de una variable de la antigua SBF para que abandone la base.
3. Operacio´n de cambio de base.
2.2.1. Inicializacio´n
Para iniciar el algoritmo es necesario conocer una SBF que sera´ siempre un punto
extremo. Dicha SBF debe ser tal que su matriz B asociada sea la matriz identidad.
Cuando esto no ocurre de forma ‘natural’, nos vemos obligados a introducir variables
artificiales para as´ı obtener la matriz identidad. Llegados a ese punto usaremos el me´todo
de las dos fases, que explicaremos ma´s adelante, para resolver nuestro problema.
2.2.2. Prueba de optimalidad
El siguiente paso es saber si la SBF actual que tenemos en esta primera iteracio´n o en
cualquier otra iteracio´n es o´ptima.





(B−1b,0), con B−1b ≥ 0 y A = [B,N ]. El valor de la funcio´n objetivo es cx¯ = cBx¯B +
cN x¯N = cBB
−1b.
Las variables correspondientes a la base vienen subindicadas como x1, . . . , xm y el
conjunto de ı´ndices asociados se denomina I = 1, . . . ,m.
Sea x un punto factible cualquiera, x puede factorizarse como x = (xB,xN)
′
y como
Ax = BxB +NxN = b entonces xB = B
−1b− B−1NxN . El valor de la funcio´n objetivo
en el punto x puede expresarse como cx = cBxB + cNxN = cB(B
−1b − B−1NxN) +
cNxN , operando se obtiene cx = cBB
−1b + (cN − cBB−1N)xN pero B−1b = x¯B luego
cx = cBx¯B + (cN − cBB−1N)xN , es ma´s cx¯ = cBx¯B + cN x¯N , pero x¯N = 0, con lo que
sustituyendo obtenemos:




Tener en cuenta las siguientes dos situaciones:
1. Como xN ≥ 0 para cualquier solucio´n factible, si cj−cBB−1Aj ≤ 0,∀j /∈ I entonces∑
j /∈I(cj − cBB−1aj)xj ≤ 0 y por lo tanto cx = cx¯ + (cN − cBB−1N)xN = cx¯ +∑
j /∈I(cj − cBB−1Aj)xj ≤ cx¯,∀x factible y x¯ cumple que cx ≤ cx¯,∀x factible y por
lo tanto es la solucio´n o´ptima del problema.
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2. Si por el contrario existen uno o ma´s j tal que cj−cBB−1Aj > 0 entonces si tomamos
una solucio´n en la que xj > 0(j /∈ I) toma valor y el resto se quedan como esta´n
tenemos:
cx = cx¯ + (cN − cBB−1N)xN = cx¯ +
∑
j /∈I
(cj − cBB−1Aj)xj > cx¯
y por tanto la solucio´n x sera´ mejor que x¯.
2.2.3. Seleccio´n de variable que entra en la base
Si estamos en esta situacio´n es porque existen variables xj para las que cj−cB−1Aj > 0.
Por el desarrollo anterior tenemos:




Debemos elegir una de las variables no ba´sicas para que entre en la base. Tomaremos
aquella variable que mejore en mayor cantidad el valor de la funcio´n objetivo por unidad
tomada, es decir aquella variable:
xjs : cjs − cBB−1Ajs = ma´x
j=j1,...,js
{cj − cBB−1Aj},
ya que a la vista de la expresio´n anterior por cada unidad de xjs la funcio´n objetivo
aumentara´ en cj−cBB−1Aj. Esta regla es heur´ıstica, el hecho de seleccionar esta variable
no garantiza que la mejora vaya a ser ma´xima ya que puede ser que la variable seleccionada
tome finalmente un valor pequen˜o, mientras que otra variable cj − cBB−1Aj > 0 y menor
que la anterior finalmente pueda tomar un valor grande de manera que la mejora total
sea superior.




las cantidades cj − cBB−1Aj se
denominan costes marginales (reducidos, relativos) asociados a las variables
xj y representan la cantidad en la que la FO var´ıa por cada unidad que tome la
variable xj.
Definicio´n 12.
Observacio´n. Los costes marginales de las variables ba´sicas son cero siempre.
2.2.4. Seleccio´n de variable que abandona la base
Del proceso anterior supongamos que j0 es el ı´ndice de la variable no ba´sica que que-
remos que tome valor, es decir, la variable que debe entrar en la nueva base. Construimos




y ej0 es un n −m
vector con un 1 en la posicio´n j0-e´sima y ceros en el resto.
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= −BB−1Aj0 + Aj0 = 0 y por lo tanto Ax =
A(x¯ + λdj0) = Ax¯ + λAdj0 = b,∀λ. Como conclusio´n, cualquier punto x de la forma
anterior verifica Ax = b, para que el punto sea factible, debera´ verificar adema´s que














Observamos que si λ > 0 entones la coordenada correspondiente a xj0 es mayor que
cero. Se plantean dos casos:
a) Si B−1Aj0 ≤ 0 para todas sus coordenadas entonces −B−1Aj0 ≥ 0 y λ(−B−1Aj0 ≥
0,∀λ ≥ 0. Y por lo tanto, sea cual sea λ el punto x es factible.






, y habra´ que elegir λ de manera que ese vector x
se mantenga mayor o igual que cero.
Usamos la siguiente notacio´n
B−1b = b¯ = (b¯1, . . . , b¯m)
′



















con algu´n yij0 > 0 por hipo´tesis. Para satisfacer que x ≥ 0 bastara´ con que b¯i − λyij0 ≥ 0
para aquellos i en los que yij0 > 0, o lo que es equivalente, que para estos i se cumpla
que λ ≤ b¯i
yij0
, observamos que para los yij0 ≤ 0 no hay problema, en conclusio´n, se debe
cumplir que λ ≤ b¯i
yij0
,∀i tal que yij0 > 0.






: yij0 > 0
}









: yij0 > 0
}
,
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entonces b¯s − λysj0 = 0 y x tiene con valor las variables que ten´ıa x¯ menos xs que pasa
a tomar valor cero y en su lugar aparece la variable xj0 que toma valor λ, el resto de
variables toman valor b¯i − b¯s
ysj0
yij0 .
Con esto acabamos de construir una SBF adyacente a la anterior en la que xj0 toma
valor como desea´bamos.
Resumiendo, una vez detectada la nueva variable xj0 que debe introduirse en la base,










: yij0 > 0
}
,
adema´s el nuevo punto es x = x¯ + λdj0 .
El valor de la funcio´n objetivo en x = x¯ + λdj0 en cualquiera de los dos casos sera´:








= cx¯ + λ(−cBB−1Aj0 + cj0)
Recordar que λ = xj0 . Veamos como queda el valor de la funcio´n objetivo en los dos casos
que hemos considerado anteriormente.
a) En esta situacio´n no hab´ıa nungu´n problema, independientemente del valor de λ la
solucio´n era factible, cj0−cBB−1Aj0 > 0, por lo tanto cx¯+λ(−cBB−1Aj0+cj0)→∞
cuando 0 < λ→∞ y el problema tiene solucio´n no acotada.




es una direccio´n extrema cum-
pliendo que cdj0 > 0(cdj0 = cj0 − cBB−1Aj0), luego estamos en las condiciones del
teorema de condiciones de optimalidad en P.P.L. que nos permite ratificar nueva-
mente que estamos ante una solucio´n no acotada.
b) En este otro caso el valor de la nueva SBF habra´ mejorado en |cx¯− cx| = λ|cj0 −
cBB
−1Aj0 | y como xj0 = λ la funcio´n objetivo habra´ mejorado en |−cBB−1Aj0+cj0|
unidades por cada unidad de xj0 .
Ell formato de tablas que utilizaremos para aplicar el Me´todo del Simplex es:
c1 c2 . . . cn











Y = B−1A =
y11 . . . yn1
y12 . . . yn2
...
y1m . . . ynm
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Tras todo esto, podemos resumir el algoritmo que sigue el Me´todo del Simplex como
vemos en la figura 2.1:
Figura 2.1: Diagrama de flujo del Algoritmo del Simplex
Vamos a ver un ejemplo en el que aplicaremos el Me´todo del Simplex. Veremos cua´l es
la solucio´n ba´sica factible inicial, calcularemos cua´l es la variable que debe entrar y cua´l
es la que debe salir de la base y veremos co´mo pivotar. Haremos las iteraciones necesarias
hasta llegar a una solucio´n ba´sica factible o´ptica y la interpretaremos.
Una empresa elabora cereales integrales y cereales especiales para dieta (cereales
tipo A y tipo B, respectivamente, a partir de ahora). Sabemos que dispone para
su elaboracio´n de 150 g de trigo y 100 g de cebada diariamente. Adema´s, el
horario de fabricacio´n es de 80 minutos al d´ıa. Tambie´n sabemos que para hacer
un paquete de cereales tipo A necesitan 5 g de trigo, 2 g de cebada y 4 minutos
de trabajo, y para hacer un paquete de cereales tipo B necesitan 2 g de trigo, 3
g de cebada y 2 minutos de trabajo. Adema´s, el precio por el que se venden es
12 e para cada paquete de cereales tipo A y 8 e para cada paquete de cerales
tipo B. Vamos a plantear un problema que maximice el neto obtenido al vender
los paquetes de cereales que se hacen diariamente.
Ejemplo 1.
Solucio´n. Vamos a desglosar el problema en unos pocos pasos muy sencillos, uno de
ellos sera´ el me´todo para pivotar.
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a) Planteamos el problema, siendo x1 el nu´mero de paquetes de cereales tipo A y x2
el nu´mero de paquetes de cereales tipo B:
ma´x Z = 12x1 + 8x2
s.a : 5x1 + 2x2 ≤ 150
2x1 + 3x2 ≤ 100
4x1 + 2x2 ≤ 80
x1, x2 ≥ 0
b) Introducimos variables de holgura x3, x4 y x5 para convertir las desigualdades en
igualdades:
ma´x Z = 12x1 + 8x2 + 0x3 + 0x4 + 0x5
s.a : 5x1 + 2x2 + x3 = 150
2x1 + 3x2 + x4 = 100
4x1 + 2x2 + x5 = 80
x1, x2, x3, x4, x5 ≥ 0
c) Hacemos la primera tabla del me´todo. Las variables que vamos a elegir para for-
mar nuestra primera solucio´n ba´sica factible sera´n aquellas que forman la matriz
identidad: x3, x4, x5:
12 8 0 0 0
x1 x2 x3 x4 x5 b¯
0 x3 5 2 1 0 0 150
0 x4 2 3 0 1 0 100
0 x5 4 2 0 0 1 80
12 8 0 0 0
d) Como zi > 0 para algu´n i, esta solucio´n no es o´ptima. Debemos construir una
nueva SBF adyacente a la actual. Para ello, vamos a elegir la variable ba´sica que
debe entrar en la base, e´sta sera´ la que, con wi > 0, haga ma´ximo wi. En este caso
vemos que sera´ ma´x{12, 8} = 12, por tanto la variable que debe entrar a la base es
x1.
e) Elijamos ahora la variable que debe salir de la base, que sera´ la que, con y1j > 0












, luego abandona la base x5.
f) Pivotamos:
1. Comenzamos a escribir la nueva tabla con la nueva base x3, x4 y x1. Debemos
hacer que el elemento y13 = 1 (ya que es el elemento en el que intersecan la
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columna de la variable que ha entrado x1 y la fila de la variable que salio´),
para ello basta con dividir la fila 3a entre 4:
12 8 0 0 0
x1 x2 x3 x4 x5 b¯
0 x3
0 x4
12 x1 1 1/2 0 0 1/4 20
2. Ahora tenemos que hacer ceros todos los elementos que este´n por encima y
por debajo de nuestro pivote, mediante combinacio´n lineal de nuestra fila
pivote con el resto (en este caso solo tenemos elementos por encima):
12 8 0 0 0
x1 x2 x3 x4 x5 b¯
0 x3 0 -1/2 1 0 -5/4 50
0 x4 0 2 0 1 -1/2 60
12 x1 1 1/2 0 0 1/4 20
0 2 0 0 -3
g) Como sigue habiendo algu´n zi > 0 la solucio´n no es o´ptima. Elegimos la nueva





, sale x4. Construimos la nueva tabla pivotando esta vez el elemento y22:
12 8 0 0 0
x1 x2 x3 x4 x5 b¯
0 x3 0 0 1 1/4 -11/8 65
8 x2 0 1 0 1/2 -1/4 30
12 x1 1 0 0 -1/4 3/8 5
0 0 0 -1 -5/2
Como zi ≤ 0,∀i = 1, 2, 3, 4, 5 hemos llegado a la SBF o´ptima, la cual es: x1 =
5, x2 = 30, x3 = 65, x4 = x5 = 0. Esto se traduce en que al d´ıa se deben fabricar
5 paquetes de cereales tipo A, 30 paquetes de cereales tipo B y adema´s nos so-
brara´n 65 g de trigo al d´ıa, los cuales podremos invertirlos en otros productos o
directamente reducir la cantidad de trigo que compramos. Y adema´s, obtendremos
un total de 12× 5 + 8× 30 = 300 e al d´ıa.
2.3. Me´todo de las dos fases
Vamos a hacer una breve introduccio´n a este me´todo. Para un estudio ma´s profundo
se recomienda la lectura del libro [7].
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Como el mismo nombre indica, este me´todo consta de dos fases:
1. Fase 1: Definimos la funcio´n objetivo y las restricciones del problema y agregamos
las variables artificiales necesarias para asegurar una solucio´n ba´sica de inicio. A
continuacio´n, se determina una solucio´n ba´sica de las ecuaciones resultantes, que
minimice la suma de las variables artificiales. Si el valor mı´nimo de la suma es
positivo, el problema no tiene solucio´n factible y terminamos el proceso. En caso
contrario, pasamos a la fase 2.
2. Fase 2: Utilizamos la solucio´n factible de la fase 1 como inicio para el problema
original.
Veamos un ejemplo pra´ctico para que sea ma´s claro, que se encuentra recogido en [7].
Minimizar z = 4x+ y
sujeto a : 3x+ y = 3
4x+ 3y ≥ 6
x+ 2y ≤ 4
x, y ≥ 0
Ejemplo 2.
Solucio´n. En primer lugar vamos a escribir nuestro problema en forma esta´ndar. Para
ello debemos an˜adir dos variables de holgura positivas h1 y h2:
Minimizar z = 4x+ y + 0h1 + 0h2
sujeto a : 3x+ y = 3
4x+ 3y − h1 = 6
x+ 2y + h2 = 4
x, y, h1, h2 ≥ 0
Observamos que no podemos encontrar una submatriz en la matriz de coeficientes A
tal que sea la matriz identidad: A =
3 1 0 04 3 −1 0
1 2 0 1
. Por tanto, nos vemos obligados
a incluir las variables artificiales a1 y a2 positivas para as´ı obtener una solucio´n ba´sica
factible inicial. Al hacer esto, debemos penalizar en la funcio´n objetivo an˜adiendo las
variables artificiales con un coeficiente M “muy grande” y positivo. El problema queda
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de la siguiente forma:
Minimizar z = 4x+ y + 0h1 + 0h2 +Ma1 +Ma2
sujeto a : 3x+ y + a1 = 3 (2.5)
4x+ 3y − h1 + a2 = 6
x+ 2y + h2 = 4
x, y, h1, h2, a1, a2 ≥ 0
Obteniendo as´ı la matriz de coeficientes A =
3 1 0 0 1 04 3 −1 0 0 1
1 2 0 1 0 0
. Como hemos
tenido que recurrir al uso de variables artificiales, vamos a usar el me´todo de las dos fases
para resolver el ejemplo:
1. Fase 1. Creamos la funcio´n r = a1 + a2 y junto a las restricciones de nuestro
problema (2.5), planteamos el siguiente P.P.L:
Minimizar r = a1 + a2
sujeto a : 3x+ y + a1 = 3
4x+ 3y − h1 + a2 = 6
x+ 2y + h2 = 4
x, y, h1, h2, a1, a2 ≥ 0
Tomamos a1, a2 y h2 como las variables ba´sicas iniciales y construimos la prime-
ra tabla de nuestro problema (como es un problema de minimizar, observar que
minimizar x = maximizar -x):
0 0 0 0 -1 -1
x y h1 h2 a1 a2 b¯
-1 a1 3 1 0 0 1 0 3
-1 a2 4 3 -1 0 0 1 6
0 h2 1 2 0 1 0 0 4
7 4 -1 0 0 0
Procedemos resolviendo este problema, como vimos en el ejemplo 1. Por tanto, ahora
entra en la base x y sale a1. La tabla quedar´ıa:
0 0 0 0 -1 -1
x y h1 h2 a1 a2 b¯
0 x 1 1/3 0 0 1/3 0 1
-1 a2 0 5/3 -1 0 -4/3 1 2
0 h2 0 5/3 0 1 -1/3 0 3
0 5/3 -1 0 -7/3 0
Au´n tenemos zi ≥ 0, as´ı que debemos hacer una nueva iteracio´n del algoritmo.
Ahora entrara´ en la base la variable y y saldra´ la variable a2:
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0 0 0 0 -1 -1
x y h1 h2 a1 a2 b¯
0 x 1 0 1/5 0 3/5 -1/5 3/5
0 y 0 1 -3/5 0 -4/5 3/5 6/5
0 h2 0 0 1 1 1 -1 1
0 0 0 0 -1 -1
Todos los coeficientes zi ≤ 0 asi que hemos llegado a una solucio´n ba´sica factible
o´ptima, la cual es: x = 3/5, y = 6/5, h2 = 1. Vemos que nuestra funcio´n z = 0+0 = 0
no es positiva, asi que podemos pasar a la fase 2. Llegados a este punto, como todas
las variables artificiales que introdujimos han salido de la base, las eliminamos de
la tabla y pasamos a la fase 2.
2. Fase 2. Una vez eliminadas las columnas correspondientes a las variables artificiales,
tenemos la siguiente tabla:
0 0 0 0
x y h1 h2 b¯
0 x 1 0 1/5 0 3/5
0 y 0 1 -3/5 0 6/5
0 h2 0 0 1 1 1
0 0 0 0
A partir de ella, creamos un nuevo problema con la funcio´n o´ptima que ten´ıamos al
principio, z = 4x+ y, y las restricciones que se obtienen de esta tabla. As´ı tenemos
el siguiente P.P.L:
Minimizar z = 4x+ y











h1 + h2 = 1
x, y, h1, h2 ≥ 0
A partir de aqu´ı se proceder´ıa normalmente aplicando el Me´todo del Simplex, ya que
en la matriz de coeficientes A ya podemos encontrar una submatriz identidad y no tenemos
ninguna variable artificial.
2.4. Instalacio´n de la librer´ıa Apache Commons Math
En esta seccio´n vamos a introducir e instalar la librer´ıa Apache Commons Math, la cual
usaremos para resolver problemas de ecuaciones diferenciales, centra´ndonos especialmente
en los que no tienen solucio´n anal´ıtica.
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2.4.1. Introduccio´n a Apache Commons
Commons es un proyecto de Apache centrado en todos los aspectos de componentes
reutilizables de Java, es de co´digo abierto. El proyecto Apache Commons esta´ compuesto
de tres partes:
1. The Commons Proper; un repositorio de componentes reutilizables de Java.
2. The Commons Sandbox; Un espacio de trabajo para el desarrollo de los componentes
de Java.
3. The Commons Dormant; un repositorio de componentes que habitualmente se en-
cuentran inactivos.
The Commons Proper
The Commons Proper esta´ dedicada a un objetivo principal: creacio´n y mantenimien-
to de componentes reutilizables de Java. Dicha aplicacio´n funciona como lugar para la
colaboracio´n e intercambio, donde los colaboradores y creadores de este software de todas
partes de la comunidad de Apache pueden trabajar juntos sobre proyectos.
The Commons Sandbox
Este proyecto tambie´n contiene un espacio de trabajo que es abierto a todo el con-
junto de usuarios de Apache. Es un lugar para probar nuevas ideas y prepararse para la
inclusio´n en la parte de The Commons Proper del proyecto o en otro proyecto de Apa-
che. Los usuarios son libres de experimentar con los componentes desarrollados en The
Commons Sandbox, pero los componentes de The Commons Sandbox no necesariamente
sera´n mantenidos, en particular en su estado corriente.
The Commons Dormant
Esta´ formado por los componentes de The Commons Sandbox que han sido conside-
rados inactivos ya que han tenido poca actividad de desarrollo reciente. Si se desea usar
cualquiera de estos componentes, se deben construir por uno mismo.
2.4.2. Commons Math: The Apache Commons Mathematics Li-
brary
Commons Math es una librer´ıa ligera e independiente, de componentes software que
implementan algoritmos matema´ticos y estad´ısticos, que aborda los problemas ma´s co-
munes que no estaa´n disponibles en el lenguaje de programacio´n Java o Commons Lang.
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Instalacio´n librer´ıa
Para poder usar esta librer´ıa debemos seguir los siguientes pasos:
1. Descargar los archivos commons-math3-3.3-bin.zip y commons-math3-3.3-src.zip de
la pa´gina web [8] (Ver Fig. 2.2).
Figura 2.2: Descargas de librer´ıas
2. Creamos una carpeta, que llamaremos lib, dentro de nuestro proyecto (ProyectoJa-
va).
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3. Descomprimimos los archivos que descargamos, en ellos buscamos los archivos
commons-math3-3.3-javadoc.jar, commons-math3-3.3-sources.jar y commons-math3-
3.3.jar y los copiamos en nuestra carpeta lib. (Ver Fig. 2.3)
Figura 2.3: Archivos .jar de la librer´ıa en carpeta lib
4. Sobre nuestro proyecto ProyectoJava, hacemos click con el boto´n derecho y selec-
cionamos Properties → Java Build Path → Libraries
Nos aparecera´ una ventana como la de la Fig. 2.4:
Figura 2.4: Propiedades del ProyectoJava
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5. Seleccionamos Source attachment:(None) y editamos en la opcio´n Edit, situada
en la parte derecha. En la ventana abierta, marcamos Workspace location y al
examinar (Browse) dentro de la carpita lib, seleccionamos el archivo commons-
math3-3.3-sources.jar (Ver 2.5).
Figura 2.5: Incluyendo las fuentes
6. Seleccionamos Javadoc location:(None) y editamos igual que el paso anterior.
En la ventana abierta, marcamos Javadoc in archive → External file y en la
opcio´n Archive path examinamos (Browse) y seleccionamos dentro de la carpeta
lib el archivo commons-math3-3.3-javadoc.jar (Ver Fig 2.6).
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Figura 2.6: Incluyendo Javadoc
As´ı concluimos la instalacio´n de esta librer´ıa.
Cap´ıtulo 3
Resultados y Discusio´n
Una vez estudiado el Me´todo del Simplex, vemos que para problemas con muchas
variables puede resultar tedioso y largo de resolver. Por ello vamos a recurrir a utilizar
programas que nos resuelvan este tipo de P.P.L.
Como dijimos, nos hemos centrado en la librer´ıa Apache Commons Math ya que
es una librer´ıa open source a la que se puede acceder, modificar y adaptar segun las ne-
cesidades del problema. En concreto, hemos hecho uso del paquete optim implementado
en la versio´n 3.2 de la librer´ıa. Gracias a este paquete hemos podido resolver ejercicios
de programacio´n lineal con unas pocas y sencillas l´ıneas de co´digo, en las cuales defini-
mos nuestra funcio´n objetivo y las restricciones del problema, a continuacio´n llamamos
al constructor para que genere el problema y finalmente lo resolvemos y mostramos los
resultados por consola.
3.1. Resultados
Hemos elegido dos ejemplos tipo para ver co´mo funciona la librer´ıa: Problema del
Transporte [9] y Problema de la Dieta [10].
3.1.1. Problema del Transporte
Este tipo de problema es muy importante ya que en la actualidad el transporte es
esencial y siempre se busca optimizar en tiempo y minimizar el gasto, ya sea en transporte
de mercanc´ıas o en rutas de vuelo de un avio´n. Hemos elegido un problema en el que una
empresa tiene que transportar desde sus tres almacenes, un producto, a tres de sus tiendas.
Concretamente el enunciado es1:
1Los datos que utilizamos en el enunciado han sido obtenidos del libro [11]
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Una empresa de hosteler´ıa tiene almacenados 120 kg de harina en sus almacenes
de Sevilla, Huelva y Ma´laga, de modo que tiene 40 kg en el almace´n de Sevilla,
50 kg en el de Huelva y 30 kg en el de Ma´laga. Han recibido los siguientes
pedidos: una tienda de Co´rdoba requiere 25 kg de harina, una panader´ıa en
Huelva ha solicitado 35 kg y un supermercado de Ca´diz necesita 60 kg. El coste
del transporte entre los distintos almacenes y los destinos y el nombre asignado
a cada recorrido lo vemos en el diagrama 3.1.
Y con todos estos datos construimos nuestra funcio´n objetivo y las restricciones:




a+ b+ c ≤ 40
d+ e+ f ≤ 50
g + h+ i ≤ 30
Demanda =

a+ d+ g ≥ 25
b+ e+ h ≥ 35
c+ f + i ≥ 60
Ejemplo 3.
Figura 3.1: Diagrama del ejemplo del Problema del Transporte
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A continuacio´n se muestra el co´digo que hemos implementado en java para la resolu-
cio´n de este ejercicio:
1 package org . t f g . e j emp l o s ;
2
3 import j a v a . u t i l . A r r a y L i s t ;
4
5 import org . apache . commons . math3 . optim . Max I te r ;
6 import org . apache . commons . math3 . optim . Po i n tVa l u ePa i r ;
7 import org . apache . commons . math3 . optim . l i n e a r . L i n e a r C o n s t r a i n t S e t ;
8 import org . apache . commons . math3 . optim . l i n e a r . L i n e a rOb j e c t i v e F un c t i o n ;
9 import org . apache . commons . math3 . optim . l i n e a r . L i n e a r C o n s t r a i n t ;
10 import org . apache . commons . math3 . optim . l i n e a r . NonNega t i v eCons t r a i n t ;
11 import org . apache . commons . math3 . optim . l i n e a r . R e l a t i o n s h i p ;
12 import org . apache . commons . math3 . optim . l i n e a r . S imp l e xSo l v e r ;
13 import org . apache . commons . math3 . optim . n o n l i n e a r . s c a l a r . GoalType ;
14
15 /∗
16 ∗Minimize : 7 a + 6 b + 8 c + 9 d + 4 e + 3 f + 5 g + 8 h + 6 i
17 ∗ Su j e t o a :
18 ∗












31 pub l i c c l a s s Transpo r t e32 {
32
33 pub l i c s t a t i c void main ( S t r i n g [ ] a r g s ) {
34
35 L i n e a rOb j e c t i v e F un c t i o n Fun = new
L i n e a rOb j e c t i v e F un c t i o n (new double [ ] { 7 , 6 , 8 , 9 ,
4 , 3 , 5 , 8 , 6 } , 0) ;
36
37 Ar r a yL i s t<L i n e a rCon s t r a i n t> c o n s t r a i n t s = new
Ar r a yL i s t<L i n e a rCon s t r a i n t >() ;
38
39 c o n s t r a i n t s . add (new L i n e a r C o n s t r a i n t (new double [ ] {
1 , 1 , 1 , 0 , 0 , 0 , 0 , 0 , 0 } , R e l a t i o n s h i p . LEQ, 40)
) ;
40 c o n s t r a i n t s . add (new L i n e a r C o n s t r a i n t (new double [ ] {
0 , 0 , 0 , 1 , 1 , 1 , 0 , 0 , 0 } , R e l a t i o n s h i p . LEQ, 50)
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) ;
41 c o n s t r a i n t s . add (new L i n e a r C o n s t r a i n t (new double [ ] {
0 , 0 , 0 , 0 , 0 , 0 , 1 , 1 , 1 } , R e l a t i o n s h i p . LEQ, 30)
) ;
42 c o n s t r a i n t s . add (new L i n e a r C o n s t r a i n t (new double [ ] {
1 , 0 , 0 , 1 , 0 , 0 , 1 , 0 , 0 } , R e l a t i o n s h i p .GEQ, 25)
) ;
43 c o n s t r a i n t s . add (new L i n e a r C o n s t r a i n t (new double [ ] {
0 , 1 , 0 , 0 , 1 , 0 , 0 , 1 , 0 } , R e l a t i o n s h i p .GEQ, 35)
) ;
44 c o n s t r a i n t s . add (new L i n e a r C o n s t r a i n t (new double [ ] {
0 , 0 , 1 , 0 , 0 , 1 , 0 , 0 , 1 } , R e l a t i o n s h i p .GEQ, 60)
) ;
45
46 S imp l e xSo l v e r s o l v e r = new S imp l e xSo l v e r ( ) ;
47
48 Po i n tVa l u ePa i r s o l u t i o n = s o l v e r . o p t im i z e (new MaxI te r
(10000) , Fun , new L i n e a r C o n s t r a i n t S e t ( c o n s t r a i n t s )
, GoalType . MINIMIZE , new NonNega t i v eCons t r a i n t ( true
) ) ;
49
50 // get the s o l u t i o n
51 double a = s o l u t i o n . g e tPo i n t ( ) [ 0 ] ;
52 double b = s o l u t i o n . g e tPo i n t ( ) [ 1 ] ;
53 double c = s o l u t i o n . g e tPo i n t ( ) [ 2 ] ;
54 double d = s o l u t i o n . g e tPo i n t ( ) [ 3 ] ;
55 double e = s o l u t i o n . g e tPo i n t ( ) [ 4 ] ;
56 double f = s o l u t i o n . g e tPo i n t ( ) [ 5 ] ;
57 double g = s o l u t i o n . g e tPo i n t ( ) [ 6 ] ;
58 double h = s o l u t i o n . g e tPo i n t ( ) [ 7 ] ;
59 double i = s o l u t i o n . g e tPo i n t ( ) [ 8 ] ;
60
61 double min = s o l u t i o n . ge tVa lue ( ) ;
62
63 System . out . p r i n t l n ( "a=" +a+ " b="+b+
" c="+c+" d="+d+" e="+e+" f="+f+" 
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Los pasos que hemos implementado son:
1. Definir la funcio´n objetivo. Entre las llaves escribimos en orden los coeficientes de
las variables de la funcio´n objetivo y el u´ltimo nu´mero fuera del corchete, en este
caso 0, es el te´rmino independiente.
2. Creamos las restricciones. De nuevo, entre llaves escribimos en orden los coeficientes
de las variables de cada restriccion y al final indicamos el tipo de relacio´n que
tienen (LEQ = Lesser than or Equal, GEQ= Greater than or Equal, EQUAL) con
el te´rmino final.
3. Generamos el problema. Ahora hacemos uso de todo lo anterior, usamos el me´todo
de objeto optimize para resolver el problema al cual tenemos que indicarle:
a) Nu´mero ma´ximo de iteraciones.
b) La funcio´n objetivo que hemos creado anteriormente.
c) Las restricciones que hemos generado.
d) Hacia do´nde queremos dirigir el problema (minimiar o maximizar).
e) Si las variables definidas deben o no ser no negativas.
4. Finalmente hemos generado una salida por consola para comprobar que el problema
se resuelve correctamente. La salida se muestra en la figura 3.2.
Figura 3.2: Solucio´n del ejemplo del Problema del Transporte
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Utilizamos seguidamente el programa privativo Mathematica. Con el siguiente co´digo
implementado, comprobamos que el resultado coincide.
1 Minimize [{7 a+6b+8c+9d+4e+3f+5g+8h+6i , a>=0,b>=0,c>=0,d>=0,e>=0,f>=0,g
>=0,h>=0, i >=0,a+b+c<=40,d+e+f<=50,g+h+i <=30,a+d+g>=25,b+e+h>=35,c+
f+i >=60},{a , b , c , d , e , f , g , h , i } ]
2 {555 ,{a−>0,b−>35,c−>5,d−>0,e−>0, f−>50,g−>25,h−>0, i−>5}}
 
3.1.2. Problema de la Dieta
Este problema representa una de las primeras aplicaciones de la programacio´n lineal.
Comenzo´ a utilizarse en los hospitales para determinar la dieta ma´s econo´mica con la
que alimentar a los pacientes a partir de unas especificaciones nutritivas mı´nimas. En la
actualidad, tambie´n se aplica con e´xito en el a´mbito agr´ıcola con la idea de encontrar la
combinacio´n o´ptima de alimentos que, logrando un aporte nutritivo mı´nimo, suponga el
menor coste posible.
Vamos a ver un ejemplo del problema de la dieta, obtenido del libro Optimizando
recursos con programcion lineal [12].
Se quiere alimentar el ganado de una granja con la dieta ma´s econo´mica posible.
Dicha dieta debe contener cuatro tipos de nutrientes identificados como A, B,
C, y D. Estos componentes se encuentran en dos tipos de piensos M y N. La
cantidad, en gramos, de cada componente por kilo de estos piensos viene dada
en la tabla siguiente:
A B C D
M 100 - 100 200
N - 100 200 100
La dieta diaria de un animal debe estar compuesta por al menos 0.4 Kg del
componente A, 0.6 Kg del componente B, 2 Kg del componente C y 1.7 Kg del
componente D. El compuesto M cuesta 0.2 e/Kg y el compuesto N 0.08 e/Kg.
¿Que´ cantidades de piensos M y N se deben adquirir para que el gasto en comida
sea el menor posible?
Ejemplo 4.
A continuacio´n se muestra el co´digo que hemos implementado en Java para resolver este
ejemplo:
1 package org . t f g . e j emp l o s ;
2
3 import j a v a . u t i l . A r r a y L i s t ;
4
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5 import org . apache . commons . math3 . optim . Max I te r ;
6 import org . apache . commons . math3 . optim . Po i n tVa l u ePa i r ;
7 import org . apache . commons . math3 . optim . l i n e a r . L i n e a r C o n s t r a i n t S e t ;
8 import org . apache . commons . math3 . optim . l i n e a r . L i n e a rOb j e c t i v e F un c t i o n ;
9 import org . apache . commons . math3 . optim . l i n e a r . L i n e a r C o n s t r a i n t ;
10 import org . apache . commons . math3 . optim . l i n e a r . NonNega t i v eCons t r a i n t ;
11 import org . apache . commons . math3 . optim . l i n e a r . R e l a t i o n s h i p ;
12 import org . apache . commons . math3 . optim . l i n e a r . S imp l e xSo l v e r ;
13 import org . apache . commons . math3 . optim . n o n l i n e a r . s c a l a r . GoalType ;
14
15 /∗
16 ∗ Se propone a l im en t a r e l ganado de una g r an j a con l a d i e t a mas
economica p o s i b l e . Dicha
17 ∗ d i e t a debe con t ene r cua t r o t i p o s de n u t r i e n t e s i d e n t i f i c a d o s como
A, B, C , y D. Es to s
18 ∗ componentes se encuen t ran en dos t i p o s de p i e n s o s M y N.
19 ∗ La d i e t a d i a r i a de un an ima l debe e s t a r compuesta por a l menos 0 .4
Kg d e l componente A,
20 ∗ 0 .6Kg d e l componente B, 2Kg d e l componente C , y 1 . 7Kg d e l
componente D. E l compuesto M
21 ∗ cue s t a 0 . 2 eu ro s e l k i l o y e l compuesto N 0 .08 eu ro s e l k i l o . Que
c an t i d a d e s de p i e n s o s M y N se deben
22 ∗ a d q u i r i r para que e l ga s to en comida sea e l menor p o s i b l e ?
23 ∗ x : c an t i d ad de p i e n s o M en Kg
24 ∗ y : c an t i d ad de p i e n s o N en Kg
25 ∗ Componente A : 0 .1 x >= 0.4
26 ∗ Componente B : 0 .1 y >= 0.6
27 ∗ Componente C : 0 . 1 x + 0 .2 y >= 2
28 ∗ Componente D: 0 . 2 x + 0 .1 y >= 1.7
29 ∗ x >= 0
30 ∗ y >= 0
31 ∗ La f un c i o n o b j e t i v o es : Min im iza r Z = 0 .2 x + 0.08 y
32 ∗/
33
34 pub l i c c l a s s Dieta32 {
35
36 pub l i c s t a t i c void main ( S t r i n g [ ] a r g s ) {
37
38 L i n e a rOb j e c t i v e F un c t i o n f = new
L i n e a rOb j e c t i v e F un c t i o n (new double [ ] { 0 . 2 , 0 .08
} , 0) ;
39
40 Ar r a yL i s t<L i n e a rCon s t r a i n t> c o n s t r a i n t s = new
Ar r a yL i s t<L i n e a rCon s t r a i n t >() ;
41
42 c o n s t r a i n t s . add (new L i n e a r C o n s t r a i n t (new double [ ] {
0 . 1 , 0 } , R e l a t i o n s h i p .GEQ, 0 . 4 ) ) ;
43 c o n s t r a i n t s . add (new L i n e a r C o n s t r a i n t (new double [ ] {
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0 , 0 . 1 } , R e l a t i o n s h i p .GEQ, 0 . 6 ) ) ;
44 c o n s t r a i n t s . add (new L i n e a r C o n s t r a i n t (new double [ ] {
0 . 1 , 0 . 2 } , R e l a t i o n s h i p .GEQ, 2) ) ;
45 c o n s t r a i n t s . add (new L i n e a r C o n s t r a i n t (new double [ ] {
0 . 2 , 0 . 1 } , R e l a t i o n s h i p .GEQ, 1 . 7 ) ) ;
46
47 S imp l e xSo l v e r s o l v e r = new S imp l e xSo l v e r ( ) ;
48
49 Po i n tVa l u ePa i r s o l u t i o n = s o l v e r . o p t im i z e (new MaxI te r
(1000000) , f , new L i n e a r C o n s t r a i n t S e t ( c o n s t r a i n t s )
, GoalType . MINIMIZE , new NonNega t i v eCons t r a i n t ( true
) ) ;
50
51 // get the s o l u t i o n
52 double x = s o l u t i o n . g e tPo i n t ( ) [ 0 ] ;
53 double y = s o l u t i o n . g e tPo i n t ( ) [ 1 ] ;
54
55 double min = s o l u t i o n . ge tVa lue ( ) ;
56
57 System . out . p r i n t l n ("x= "+x+" y= "+y+"




Hemos seguido exactamente los mismos pasos que en el ejemplo anterior utilizando por
tanto los mismos me´todos de la librer´ıa para definir la funcio´n objetivo, las restricciones
y mostrar la solucio´n como muestra la figura 3.3.
Figura 3.3: Solucio´n del ejemplo del Problema de la Dieta
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Igual que en ejemplo del transporte, comprobamos el resultado con el obtenido al
resolver el problema de la dieta con Mathematica utilizando el siguiente co´digo:
1 Minimize [ { 0 . 2 x+0.08y , 0 . 1 x>=0.4 ,0.1 y>=0.6 ,0.1 x+0.2y>=2,0.2x+0.1y
>=1.7} ,{x , y } ]
2 {1 .52 ,{ x−>4.,y−>9.}}
 
3.2. Discusio´n
Como hemos visto, es muy sencillo implementar un problema de programacio´n lineal
con la librer´ıa Apache Commons Math. Las funciones son simples e intuitivas y esto
ayuda a adaptar y resolver los problemas que se puedan plantear. Como cab´ıa esperar, los
resultados son los esperados utilizando tanto las librer´ıas como el programa Mathematica.
En este trabajo so´lo hemos visto una parte del paquete optim referida a la resolucio´n
de problemas con funciones y restricciones lineales (Ver 3.4).
Figura 3.4: Paquete org.apache.commons.math3.optim.linear
Si miramos en la web oficial [13], encontramos una breve descripcio´n de las clases que
se implementan en el paquete que estamos usando (Ver 3.5).
Cap´ıtulo 3. Resultados y Discusio´n 36
Figura 3.5: Descripcio´n del paquete org.apache.commons.math3.optim.linear
En la figura 3.6 vemos un diagrama de clases UML (Unified Modeling Language) donde
se muestran las clases que hemos usado y las relaciones que hay entre ellas.
Figura 3.6: Diagrama de clases UML
Al realizar la bu´squeda de informacio´n sobre la resolucio´n de problemas de programa-
cio´n lineal haciendo uso de la librer´ıa Apache Commons Math y, concretamente, haciendo
uso de la parte dedicada a problemas lineales del paquete optim, he podido comprobar
que tiene me´todos para resolver problemas no lineales y univariables (Ver 3.7).
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Figura 3.7: Otros paquetes de Apache Commons Math Optim
Todo lo anterior da una idea de hasta do´nde podemos llegar con las librer´ıas que hay




A continuacio´n se describen los puntos relevantes con que se puede concluir este tra-
bajo:
1. La resolucio´n de problemas de programacio´n lineal es un tema importante y abor-
dado desde hace muchos an˜os. A partir de que Dantzig desarrollase el Me´todo del
Simplex se han podido resolver gran parte de estos problemas.
2. Debido a la dificultad que plantea el Me´todo del Simplex para problemas con gran
nu´mero de variables y restricciones, es bueno conocer y poder trabajar con progra-
mas que permitan implementar y resolver el problema de manera correcta.
3. El uso de librer´ıas de co´digo abierto nos permite adaptar y seleccionar el co´digo
existente para conseguir resolver el ejercicio que se nos plantee.
4. Una caracter´ıstica del paquete optim es que con cuatro sencillos pasos podemos
implementar cualquier problema de programacio´n lineal y obtener su solucio´n.
5. Mathematica tambie´n es una herramienta potente para la resolucio´n de ejercicios
pero, debido a que no es de co´digo abierto, no podemos acceder a sus funciones
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Programacio´n en Java y entorno
Eclipse
A.1. Programacio´n en Java
A.1.1. Origen del lenguaje de programacio´n en Java
El lenguaje de programacio´n Java tiene sus or´ıgenes en un lenguaje de programa-
cio´n anterior, llamado Oak (roble en ingle´s), que nacio´ de un proyecto interno en Sun
Microsystems en el an˜o 1991 llamado Green proyect.
Oak fue creado con el objetivo de ser el lenguaje de programacio´n con el que programar
dispositivos electro´nicos dome´sticos, en particular aparatos de televisio´n inteligentes e
interactivos, aunque esto nunca se materializo´. De modo simulta´neo, a principios de la
de´cada de los 90 surgio´ Internet y con ella, la aparicio´n de los primeros navegadores
web. Los l´ıderes del Green proyect fueron conscientes de la importancia que iba a tener
Internet y orientaron su lenguaje de programacio´n Oak para que programas escritos en
este lenguaje se pudiesen ejecutar dentro del navegador web Mozilla. Y e´ste fue el inicio de
Java, as´ı llamado porque se intento´ registrar el nombre Oak y e´ste ya estaba registrado.
La ventaja de que un programa escrito en Java se pueda ejecutar en una gran can-
tidad de plataformas ha hecho de e´l un interesante lenguaje de programacio´n por su
 universalidad
A.1.2. Caracter´ısticas de Java
Java es un lenguaje de programacio´n orientado a objetos y de propo´sito general que
toma de otros lenguajes de programacio´n algunas ideas fundamentales, en particular toma
de Smaltalk el hecho de que los programas Java se ejecutan sobre una ma´quina virtual. Y
del lenguaje de programacio´n C++ toma su sintaxis. De entre las muchas caracter´ısticas
que Java posee destacamos:
- Java es multiplataforma.
- Java es seguro.
- Java tiene un amplio conjunto de bibliotecas esta´ndar.
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- Java incluye una biblioteca portable para la creacio´n de interfaces gra´ficas de usuario
(AWT en Java 1.0/1.1, JFC/Swing en Java 2 y Java FX).
- Java simplifica algunos aspectos a la hora de programar.
A.1.3. El entorno de desarrollo integrado Eclipse
Un entorno integrado de desarrollo o IDE de sus siglas en ingle´s (Integrated Develop
Enviroment) nos permite escribir co´digo de un modo co´modo. La comodidad reside en
que los entornos de desarrollo integrado son mucho ma´s que un simple editor de textos.
Eclipse reu´ne todas las caracter´ısticas comunes a los modernos IDE. Adema´s posee
un sistema de plug-ins con los que se pueden an˜adir nuevas funcionalidades. Por ejemplo,
mediante un plug-in nos podemos conectar al sistema de control de versiones Subversion.
Descarga e instalacio´n de Eclipse
Eclipse se puede descargar desde el sitio web http://www.eclipse.org. Existen ver-
siones para las principales plataformas y sistemas operativos.
Una particularidad de Eclipse es que no necesita instalacio´n. Una vez descargado el
fichero comprimido, lo u´nico que debemos hacer para empezar a utilizarlo es descompri-
mirlo en algu´n directorio y seguidamente ejecutar el archivo correspondiente. La Figura
A.1 muestra la pa´gina de inicio de Eclipse. Los iconos que muestra esta pantalla son
enlaces a sitios de informacio´n sobre Eclipse.
Figura A.1: Pantalla inicial de Eclipse
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En la Figura A.2 vemos la perspectiva inicial de Eclipse y las diferentes partes de esta
ventana principal:
1. Explorador de paquetes.
2. Editor de co´digo.
3. A´rea compuesta por mu´ltiples vistas que podremos seleccionar segu´n nuestras ne-
cesidades. Entre ellas destacamos “Problems”, que mostrara´ mensajes de error en
tiempo de compilacio´n, “Console”, que sera´ donde se muestren las salidas de ejecu-
cio´n.
Figura A.2: Perspectiva inicial orientada al desarrollo de proyectos Java2 SE.
Perspectivas
Una perspectiva de Eclipse es una agrupacio´n de vistas y editores de manera que den
apoyo a una actividad completa del proceso de desarrollo software. Los editores normal-
mente permiten realizar una tarea completa, las vistas proporcionan funciones de apoyo
o auxiliares tales como mostrar informacio´n, requerir datos, etc. Las perspectivas pueden
seleccionarse haciendo clic en los iconos de perspectiva en la esquina superior derecha (Ver
A.3) o eligiendo Window→Open Perspective del menu.
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Figura A.3: Perspectivas
Nosotros hemos trabajado con las siguientes perspectivas:
- Java: esta perspectiva se centra en tareas de programacio´n, mostrando paquetes,
clases, me´todos y atributos en sus vistas asociadas.
- Debug: esta perspectiva se abre cuando lanzamos una ejecucio´n con el depurado(Ver
A.4). Un depurador es una herramienta que permite seguir el programa l´ınea a l´ınea
y ver co´mo cambian los valores de las variables y expresiones que tengamos seleccio-
nadas durante la ejecucio´n. Permite, por tanto, controlar y analizar la ejecucio´n del
programa. Ayuda a localizar diferentes tipos de errores.
Figura A.4: Perspectiva Depurador
- SVN: esta perspectiva se centra en el trabajo con repositorios. Permitira´ establecer
conexiones con diferentes repositorios, acceder a los mismos, navegar por ellos, etc...
En el siguiente apartado desarrollaremos esta perspectiva.
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A.1.4. Subversion
¿Que´ es un sistema de control de versiones?
Un sistema de control de versiones es una herramienta software que, de manera au-
toma´tica, se encarga de facilitar la gestio´n de las versiones del co´digo de un proyecto de
manera centralizada.
Principales caracter´ısticas de Subversion
El concepto central en Subversion es el Repositorio. Por repositorio se entiende la
u´ltima versio´n del proyecto que existe en el sistema de control de versiones.
El paradigma que Subversion utiliza es Copia-Modificacio´n-Fusio´n (Copy-Modify-
Merge en ingle´s). En este paradigma, cada uno de los miembros del equipo, cuando
empieza a trabajar en el proyecto, hace una copia local del contenido del repositorio;
modifica su copia local y finalmente fusiona sus modificaciones locales con el co´digo del
repositorio. Al finalizar esta fase, se dice que se ha creado una nueva versio´n del proyecto
en el repositorio.
Una de las caracter´ısticas principales de Subversion es que las actualizaciones en el
repositorio son incrementales, so´lo se actualizan los ficheros que se han modificado respecto
a la versio´n anterior. Otra caracter´ıstica es relativa a la numeracio´n de la versio´n del
repositorio, cada vez que se realiza una modificacio´n en el repositorio, se actualiza la
versio´n de todos los ficheros existentes en el repositorio y no u´nicamente de los ficheros
que se han modificado.
Trabajar con Repositorios
Debemos abrir la perspectiva de SVN Repository Exploring y crear el repositorio
con el icono de nuevo repositorio. Para hacer la conexio´n daremos la direccio´n, autentifi-
cacio´n y clave necesaria para acceder al repositorio. (Ver A.5)
Figura A.5: Nuevo Repositorio
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Ahora vamos a ver una serie de opciones que nos permite trabajar con los repositorios:
- Check out: Para traernos un proyecto Java desde la perspectiva del repositorio a
nuestra perspectiva Java. En la perspectiva SVN: Boto´n derecho sobre el pro-
yecto → Check out.
- Commit: Una vez trabajado en nuestro proyecto en la perspectiva Java, para subirlo
al repositorio tenemos que hacer un Commit. En la perspectiva Java: Boto´n derecho
sobre el proyecto → Team → Commit.
- Update: Actualiza el proyecto. Trae las modificaciones del repositorio al proyecto.
En la perspectiva Java: Boto´n derecho sobre el proyecto → Team → Update.
