Abstract. Given two metrics of positive scalar curvature metrics on a closed spin manifold, there is a secondary index invariant in real K-theory. There exist two definitions of this invariant, one of homotopical flavour, the other one defined by a index problem of Atiyah-Patodi-Singer type. We give a complete and detailed proof of the folklore result that both constructions yield the same answer. Moreover, we generalize this to the case of two families of positive scalar curvature metrics, parametrized by a compact space. In essence, we prove a generalization of the classical "spectral-flow-index theorem" to the case of families of real operators.
the well-known argument using the Weitzenböck-Lichnerowicz formula proves that / D g is invertible. There are, however, useful secondary index-theoretic invariants that one can attach not to single psc metric, but to a pair (g −1 , g 1 ) of such. There are two constructions of such invariants. What they have in common that one starts by considering the family g t = 1−t 2 g −1 + 1+t 2 g 1 of metrics, parametrized by [−1, 1] (of course, and this is the point, the metric g t typically does not have positive scalar curvature).
The first construction considers the path / D gt in the space Fred d,0 (H) (in this introduction, we are glossing over the detail that / S M and hence H depends on g). This path begins and ends at an invertible operator, since g ±1 has positive scalar curvature. As the space of invertible operators is contractible (Kuiper' theorem) , the path contains the homotopic information of a point in the loop space Ω Fred d,0 . This space represents the functor KO −d−1 , and in this way we obtain the first version of the index difference ind-diff H (g −1 , g 1 ) ∈ KO −d−1 ( * ). This viewpoint was introduced by Hitchin [Hit] .
The second construction extends the metric dt 2 + g t on M × [−1, 1] to a metric h on the long cylinder M × R (constant outside [−1, 1]). One can consider the Dirac operator / D h on M × R of this family. As the dimension of M × R is d + 1, this is a Cl d+1,0 -linear operator. By a result of Atiyah-Patodi-Singer, it defines a Fredholm operator on H := L 2 (M × R; / S M×R ), and we can consider it as a point in Fred d+1,0 (H), giving another element ind-diff GL ∈ KO −d−1 ( * ). This is the viewpoint by Gromov and Lawson [GL] .
An obvious question is whether both constructions yield the same result and this question is most cleanly formulated in the family case, to which both constructions can be generalized. There are well-defined homotopy classes of maps Theorem A. The two maps bott • ind-diff GL and ind-diff H are weakly homotopic. More precisely, if X is a compactum (i.e. a compact metrizable space) and f : X → Riem + (M ) × Riem + (M ) is a map, then both compositions with f are homotopic. Moreover, if Y ⊂ X is the preimage of the diagonal, the homotopy can be chosen to be through invertible operators on Y .
The restriction to metric spaces is out of convenience; the restriction to compact spaces is forced upon us by technical detail. Both restrictions can probably be removed, but we opine that this is not worth the effort.
Certainly, Theorem A does not come as a surprise at all and in fact it has the status of a folklore result. However, we are not aware of a published adequate exposition. As indicated, the secondary index is an important tool to detect homotopy classes in the space Riem + (M ), compare [GL] , [Hit] , [HSS] , [CS] . The authors of these works have been careful to avoid any use of Theorem A. In a forthcoming study [BERW] , we will prove a stronger detection theorem for π * (Riem + (M )), and we will use Theorem A in an essential way to pass from even-to odd-dimensional manifold. Thus, filling this gap was motivated not by an encyclopedic striving for completeness, but by neccessity.
1.2. Outline of the proof. Let us explain the strategy for the proof of Theorem A, first under the assumption X = * and d + 1 ≡ 0 (mod 8). In this case, the relevant K-groups are isomorphic to Z, detected by an ordinary Fredholm index. The space Fred d,0 (H) is homeomorphic to the space of self-adjoint Fredholm operators on a real Hilbert space. The fundamental group π 1 (Fred d,0 (H)) is infinite cyclic, and it is detected by the "spectral flow" sf: if A(t) is a family of operators, A(±1) invertible, sf(A) is the number of eigenvalues of A(t) that cross 0, counted with multiplicities. This concept was introduced by Atiyah-Patodi-Singer [APS3] , §7. To such a family, one can associate the operator D A := ∂ t + A(t), acting on L 2 (R; H). This is Fredholm, and so has an index. The "spectral-flow index theorem" states that sf = ± index(D A ) (for the moment, we ignore the sign). There exist several proofs for this case: Atiyah-Patodi-Singer prove this for a special case, Theorem 7.4 in [APS3] : A(t) has to be an elliptic operator on a closed manifold (which is satisfied in the case we are interested in). The crucial assumption in loc. cit. is however that A(1) = A(−1). This is important, because their proof is by gluing the ends together in order to reduce to an index problem on M × S 1 , which can be solved by the usual Atiyah-Singer index theorem. However, this assumption is not satisfied in our case. One obvious first idea for such a reduction would be to use that A(1) and A(−1) are homotopic through invertible operators, by Kuiper. Composing the family A(t) with such a homotopy would result in a closed family A ′ , and the operator D ′ A would have the same index. But the index problem for the new family still cannot be reduced to a problem on M × S 1 , for a very fundamental reason: for that to work the homotopy must be through pseudodifferential operators. Even though A(1) and A(−1) are homotopic through elliptic differential operators and through invertible operators on the Hilbert space, we cannot fulfil both requirements at once! In fact, our proof will clearly show that this is the essential information captured by the spectral flow.
Before we describe our argument, let us discuss several other approaches that appeared in the literature. Bunke [Bu93] considers the case when A(t) is a family of differential operators with the same symbol. He reduces the problem to the closed case; but only for a point, and his answer is in terms of cohomology. Translating his argument to real K-theory would, as far as we can see, not have resulted in a shorter proof of Theorem A.
Robbin and Salamon [RS] worked in an abstract functional analytic setting, ignoring that the operators are pseudodifferential. For the case X = * , d + 1 ≡ 0 (mod 8), they gave a detailed proof in this abstract setting. We will use this result in an essential way; but we failed with an attempt at a straightforward generalization of their result to the family case. When studying the operator D A , it is essential that A(t) is an unbounded operator with some rather special features. Even though the Fredholm model for K-theory admits a generalization to the unbounded case [Nic] , we were unable to verify that the space of operators with the neccessary properties to make the analysis work out, has the homotopy type of the space of bounded operators (that would be an important step). Another proof in the framework of KK-theory is due to Kaad and Lesch [KL] , again the details are only for the complex case an X = * ; our knowledge of Kasparov theory does not suffice to carry out the generalization to the case we need.
Let us now give a description of what we actually do. Section 2 recalls the Fredholm model for K-theory and some facts on Clifford algebras (we use all Clifford algebras Cl p,q ; this makes the linear algebra work better). To work around the analytical difficulties, we stay in the framework of elliptic operators, but replace the Dirac operators by a more general class, that we call "pseudoDirac operators" (they are only pseudodifferential operators). We work with families A(t) of Cl p,q -linear pseudo-Dirac operators on a general closed manifolds. Given such a family, we get a new operator D A on the manifold M × R, which is Cl p+1,q -linear (called suspension). While the family A(t) corresponds to ind-diff H , the operator D A corresponds to ind-diff GL . The main index theorem that we prove is Theorem 3.14, which shows that the family index of A(t) and the index of D A are related by Bott periodicity.
Section 3 contains the analytical arguments. First, we collect some facts (mostly standard results, but not easily spotted in the literature); actually more general versions than neccessary for Theorem A, in order to cover the other index-theoretic arguments that appear in [BERW] . The crucial analytical ingredient for the proof of Theorem A is Theorem 3.16 which states that the space of curves of Cl p,q -linear pseudo-Dirac operators A(t), A(±) invertible, is rich enough to realize Ω Fred p,q . This is inspired by a theorem of Booß-Woichiechowski [BW] . Section 4 contains the actual proof of theorem A, which follows a common strategy for proving index theorems. After the analysis is done, the next step is to formulate an appropriate K-theoretic framework. To this end, we organize the curves of Dirac operators on M , parametrized by a space X, in a suitable K-group that we call L p,q (X) (surprisingly, it turns out that it does not depend at all on M !). We mimick the known constructions from K-theory for these new groups: Morita equivalence (to change (p, q)), Bott periodicity (we won't need to show that it is an isomorphism, but this is the case) and a module structure over KO 0 . Most importantly, the above mentioned result on spaces of elliptic operators implies easily that L p,q is isomorphic to KO q−p−1 . We show that the asssignment A(t) → D A induces a map L p,q → KO q−p−1 as well and a more abstract version of our main result will then be stated by saying that both constructions yield the same map on the Kgroups. The formal properties then allow us to reduce everything to a point (and (p, q) = (0, 1)) and this is the case that was dealt with by Robbin and Salamon.
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Preliminaries on K-Theory and Clifford algebras
Throughout the paper, we work over the real numbers; the proofs can easily be "complexified". Let Cl p,q be the real Clifford algebra; it is generated by elements e 1 , . . . , e p , ǫ 1 , . . . , ǫ q , subject to the relations
The Clifford algebra is a Z/2-graded algebra, the generators are put in odd degrees. When V is a euclidean vector space, we write Cl(V ) for the Clifford algebra on V , the relation is Proof. This is an instance of Kuiper's theorem. We work in Karoubi's picture; the claim is that the space of all self-adjoint, invertible, Cl q,p+1 -antilinear operators on H is contractible. By a spectral deformation argument, this has the space P of all self-adjoint, antilinear involutions as a deformation retract. Let F be such an involution; then the operators e i , ǫ j , together with F , determine a Cl q,p+2 -structure extending the given Cl q,p+1 -structure. Each of these is ample; in particular, they are all isomorphic. Fix a basepoint: for each irreducible Clifford module M , let M be the module, but equipped with the new Clifford action given by −e i , −ǫ j . By ampleness, we can decompose H into an infinite Hilber sum of modules of the form M ⊕M . Define an antilinear involution I by declaring it to be 1 1 on each of these summands; this serves as a basepoint.
The conjugation action of the group U q,p+1 of all Cl q,p+1 -linear unitaries is thus transitive, and the isotropy group is U q,p+2 . A standard argument, as in [Eb] , proof of Theorem 4.1., proves that U q,p+1 → P is a fibre bundle with fibre U p,q+2 . The groups U s,t are contractible: by Morita equivalence and the computation of the Clifford algebras, they are isomorphic to either U (H) or U (H) × U (H), where H is an infinite dimensional Hilbert space over one of the fields R, C or H. Kuiper [Kui] proved that all these groups are contractible.
A useful criterion to prove that two maps into Fred p,q (H) are homotopic is given by the next lemma.
Lemma 2.4. Let F, G : X → Fred p,q (H) be two continuous families.
(1) Assume that for each x ∈ X the anticommutator [F (x), G(x)] is nonnegative modulo compact operators; i.e.
Then the families F and G are homotopic. (2) If moreover for each y ∈ Y both operators F (y) and G(y) are invertible and the anticommutator is actually nonnegative (not modulo compacts), then the operator homotopy can be chosen to be through invertible operators over Y .
The first part is a special case of a result in KK-theory due to Connes and Skandalis, Proposition 17.2.7 in [Bl] . One important feature of Lemma 2.4 is that both, the positivity and the compactness conditions are local (in X) and can be checked pointwise, hence often the proof for general X is only notationally more involved than that for X = * .
Proof. The homotopy is given by
This is essentially positive and so P s (x) is Fredholm for all s and x, whence the first part of the Lemma holds. Under the assumptions of the second part, P s (x) 2 is actually positive and hence P s (x) is invertible whenever F (x) and G(x) are invertible.
By the symbol Ω Fred p,q (H), we denote the space of continuous path γ :
This space indeed has the weak homotopy type of the homotopy-theoretic loop space of Fred p,q (H), provided that H is ample. The proof is a standard exercise in elementary homotopy theory, using Lemma 2.3. Let us have a look at Bott periodicity in this framework. Let J := (ιe 1 ) and define
The operator J is self-adjoint and odd and hence so is β(F )(s). Since J anticommutes with each F ∈ Fred p,q (H), the formula (β(F )(s)) 2 = F 2 + s 2 holds and β(F )(s) is invertible if s = 0 or if F is invertible. Observe that β(F )(s) commutes with ǫ i , i = 1, . . . , q and e i , i = 2, . . . , p, but not with e 1 . When we define a Cl p−1,q -action by reindexing the e i generators, β(F )(s) is Cl p−1,q -linear and the formula 2.5 is to be understood in this sense. The Bott periodicity theorem states that the Bott map 2.5 is a weak homotopy equivalence, compare [AS69] .
A more flexible formulation of these results will be useful later on. Definition 2.6. Let (X, Y ) be a pair of compacta and p, q ≥ 0. A (p, q)-cycle on (X; Y ) is a quadruple (H, c, ι, F ), where H → X is a Hilbert bundle on X (the structural group is the unitary group, equipped with the compact-open topology), c a Cl p,q -structure, ι a grading and F is a continuous family (
on X × I restricting to the given cycles on X × {±1} and such that F (y,t) is invertible for all (y, t) ∈ Y × I. On the free abelian group generated by all isomorphism classes of (p, q)-cycles, we introduce the equivalence relation, generated by direct sum, concordance and by the requirement that [H, c, ι, F ] = 0 if F is invertible for all x ∈ X. The resulting abelian group is denoted by F p,q (X; Y ). In practice, we omit c and ι from the notation.
Remark 2.7. The unitary group with the compact-open topology is contractible as well, see [AS04] , pp. 5, 13 f., 38-43.
is an odd, Cl p,q -linear involution that anticommutes with F ⊕ (−F ) and thus an application of Lemma 2.4 concludes the proof.
See [Ka3] , p. 75, for the derivation of Theorem 2.9 from Theorem 2.2. For each Cl p,q -Hilbert space H and each pair (X; Y ) of compacta, we have a well-defined map
which is a bijection whenever H is ample. Note that (2.10) gives an unambigous identification
when we have two different Hilbert spaces (there is, of course, Kuiper's theorem working in the background). We shall write
The definition of the Bott map (and the Bott periodicity theorem) carries over to a natural isomorphism (2.12)
We need two other fundamental structures on the functors F p,q . To introduce them, we need the notion of a graded tensor product⊗ of graded algebras/graded modules, see [Bl] , §14 for the definitions. It is well-known that there is an isomorphism Cl p,q⊗ Cl r,s ∼ = Cl p+r,q+s . The algebra Cl 1,1 has a unique graded irreducible representation M 1,1 of rank 2 which is given by
The map F p,q → F p+1,q+1 obtained in this way is called Morita equivalence; the inverse is as follows:
, put H 0 := Eig(ǫ q+1 e p+1 ; 1); the Cl p,q -structure on H 0 , the grading and the operator are simply given by restriction to H 0 . Since Cl 4,4 ∼ = Cl 8,0 ∼ = Cl 0,8 as graded algebras, we obtain natural isomorphisms, the Morita equivalences (2.14)
The formula for Mor 1,1 given above makes it clear that these maps are compatible with the Bott maps whenever this statement makes sense, i.e. if p > 0. The second fundamental structure is a KO 0 -module structure on F p,q (X; Y ). To define it, we use the model for KO 0 (X, Y ) by complexes of vector bundles, see [ABS] , part II. We can slightly reformulate this construction by saying:
Definition/Proposition 2.15. Let (X; Y ) be a pair of compacta. Consider the free abelian group, generated by all isomorphism classes of (0, 0)-cycles such that the underlying Hilbert bundle has finite rank and the same equivalence relations as in Definition 2.6. The quotient group is naturally isomorphic to KO 0 (X; Y ). This is the (only!) place in this paper where we use the compactness of X. The natural map
It is easy to see that this definition yields a well-defined bilinear map
If (p, q) = (0, 0), this defines the usual cross product on KO 0 under the isomorphism from Theorem 2.9. This product is compatible with Morita equivalences and Bott periodicity, in the sense that these maps are linear over KO 0 .
3. Analytical arguments 3.1. Preliminaries on elliptic theory. In this subsection, we recollect some purely analytical results from the literature. It was written for the convenience of the readers with less background in analysis (including the author), and we also want to give a reference for further analytical results needed in [BERW] , which is why we formulate the analysis in greater generality. We first state assumptions and definitions. [BW] ). In other words, we require that for all ξ ∈ T * M , the equation smb
Assumptions 3.2.
(1) N is a Riemann manifold, equipped with a proper smooth map t : N → R. 
and is locally constant outside a compact set, then the operators aDb and bDa are zero (this is satisfied if D is differential). Due to this condition, we can restrict D in a meaningful way to t −1 (−∞; R 0 ] and t −1 ([R 1 , ∞)).
(7) The important condition: the restriction of
, and similarly for (−∞, R 0 ]. (8) The second important condition: the operators B 0 and B 1 are invertible. (9) The Sobolev spaces are denoted W s,2 (N ; E), and . s denotes the Sobolev norm. We will
We will often state the above conditions by saying that (M ; E; D) is cylindrical at the ends. Recall that the norm on L 2 (N ; E) = W 0,2 (N ; E) is given by the inner product on N and the metric on E; but for s = 0, the actual norm on the Sobolev spaces is negotiable, and only the equivalence class is important. We use this flexibility several times.
Proposition 3.3. The operator D with dom(D) = W is a self-adjoint (unbounded) Fredholm operator. Moreover, for all u ∈ W, the elliptic estimate holds:
References. The proof for essential self-adjointness is the same as that for differential operators given in [HR] , Lemma 10.2.1, 10.2.5, Proposition 10.2.10 (this does not assume ellipticity, but the technical condition in order to control supports). The Fredholm property is proven exactly as in [APS1] , §1 and §3, by constructing parametrices separately on all three pieces and patching them together.
We will, very crucially for our purposes, study bundles of such things. More precisely, we consider bundles N → X over a compact metric space, a fibrewise smooth proper map t : N → R. Then all bundles and metrics are fibrewise smooth, operators are fibrewise. The manifolds M i are replaced by manifold bundles with closed fibres, the three conditions on the operators are pointwise (in X), the Hilbert spaces are replaced by Hilbert bundles over X that we denote also by L 2 (N ; E) and W s,2 (N ; E) (to avoid overly heavy notation 
mixing the operator norm acting on N with that acting on M i . We consider families, such that the operators are continuous in the metric so defined. We may apply functional calculus and obtain the bounded transform, i.e. the operator Dx (1+Dx 2 ) 1/2 on H x , for each x ∈ X. Proposition 3.6. The family x → Dx (1+Dx 2 ) 1/2 is a continuous family of bounded Fredholm operators on the Hilbert bundle H → X.
We first give the proof in the special case when the manifold bundle is trivial X × M , the metric on M is constant in X, and the vector bundle E is a product X × E 0 (as a Riemannian vector bundle!), but the operators vary. In that case, the Hilbert bundle is trivialized, and our main tool is the following criterion by Nicolaescu [Nic] , Proposition 1.7 for the continuity of the bounded transform of a family of unbounded operators:
Lemma 3.7. Assume that H is a Hilbert space, D n , n ∈ N ∪ {∞} are self-adjoint operators. Assume that 
Proof of Proposition 3.6, for product bundles. Because X is a metric space, it suffices to prove sequential continuity. Let D n → D, be a sequence of operators that converges in the metric defined by 3.5. Because the bundle is a product, the Hilbert space bundles H and W are both trivialized, and the operators D n all have the same domain W. Thus the second condition holds. The first condition holds in our situation since a self-adjoint Fredholm operator (here D) has 0 as an isolated eigenvalue and so certainly has a spectral gap. For the third condition, assume that dist(D n , D) ≤ ǫ, let u ∈ W and estimate
The first term is estimated by ǫu W ≤ ǫC D ( u H + Du H ), by the definition of the distance and the elliptic estimate 3.4. The second term is
and so is controlled by the elliptic estimate. The third term is analogous, and so Nicolaescu's lemma applies.
We now drop the condition that all metrics are constant. Certainly, the problem is a local one, so that we may assume that the fibre bundle is a product. We may also safely assume that the bundle E is a product (as Riemann vector bundles), but we may not assume without further argument that the metrics are constant. We shall apply the following "gauging trick".
Lemma 3.8. Let N be a cylindrical manifold. Let M be the space of cylindrical metrics, topologized by the Whitney C ∞ -topology, restricted to
. Let G be the group of smooth automorphisms of T M that are constant in t-direction outside N 0 , again with the Whitney C ∞ -topology. Let g o ∈ M and π : G → M be the map a → a av, aw) . Then the map π has a cross-section s with s o = id; we may also assume that s is smooth.
Proof. The space M is a convex open subset of a Fréchet space, hence contractible and paracompact; and π : G → M is a fibre bundle. Thus there is a smooth section.
Proof of Proposition 3.6, continued. Lemma 3.8 gives us a continuous family of bundle automorphisms
o ∈ X is a fixed basepoint. To see how this can help us in the present situation, isolate the question. Assume that (M, g) is a Riemann manifold, E → M a Riemann vector bundle and a a bundle automorphism of T M . We have to compare the Hilbert spaces L 2 (M ; E) g and L 2 (M ; E) a * g in what we hope is obvious notation. Let |Λ| 1/2 be the bundle of half-densities on M , see [BGV] , p.65. The space Γ c (M, |Λ| 1/2 ⊗ E) of compactly supported sections has an inner product, independent of the metric on M . The metric g induces an isomorphism u g : R ∼ = |Λ| 1/2 ; and the inner product that defines L 2 (M, E) g is given by the requirement that u g ⊗ 1 : Γ(M ; E) → Γ(M ; |Λ| 1/2 ⊗ E) is an isometry. Now we have the relation u a * g = | det(a)| 1/2 u g . Thus, the map a induces an isometry
In formulae, this new operator is given by | det(a)| −1/2 D| det(a)| 1/2 . Since the conjugating factor is scalar, D a has the same leading symbol as D. In particular, if D is a pseudo-Dirac operator, then so is D a .
We apply these isometries to the situation of Proposition 3.6. What we obtain is an isometry v : H ∼ = X × H o that conjugates our given family of Pseudo-Dirac operators into a family on a product bundle. Since we can take the automorphisms a x to be constant in t-direction at the ends, the new family is cylindrical as well. By the first part of the proof, the bounded transform
x Dxvx 2 ) 1/2 is continuous. Transforming back with the isometries v x gives the result.
The relevant examples.
Assumptions 3.9. Let π : M → X × R be a bundle of closed Riemann manifolds, E → M be a fibrewise smooth bundle of Z/2-graded Cl p,q -right module bundles. We assume that there is a Riemann metric on E such that the grading involution ι and the Clifford generators e i , ǫ j are orthogonal. Let A x,t be a family of Cl p,q -linear, graded Pseudo-Dirac operators. We make the additional technical assumption that all data are smooth in the R-direction and the essential assumptions that all data are trivialized in the R-direction outside X×I (in particular, the operators B (x,t) are independent of t in this region) and that the operators are invertible for t ∈ I. We pick a Cl p,q -linear metric connection ∇ on E such that ι is parallel and such that ∇ preserves the trivialization. With respect to these data, we now define the suspension. Definition 3.10. The suspension of the data (E, A, ∇) is the following amount of data. Let ΣE := E ⊕ E. We define a Cl p+1,q -action and a grading by the formulae (c ∈ R p+q ):
The operator is (3.11)
Let H(E) := L 2 (M × R; ΣE) and W(E) := W 1,2 (M × R; ΣE) ⊂ H be the Sobolev space. It is easy to see that D A is a symmetric graded and Cl p+1,q -linear Pseudo-Dirac operator (on the composite bundle M → X with (d+1)-dimensional fibres). We can use the parallel transport along the vector field ∂ t to find an isomorphism ΣE ∼ = (E| π −1 (X×0) ) ⊕ E ∼ = (E| π −1 (X×0) ). With respect to this transformation, the operator ∇ ∂t simply becomes ∂ t . Moreover, decompose E = E + ⊕ E − into eigenspaces of the original ι, so that we get an operator on E + ⊕ E − ⊕ E − ⊕ E + . Switching the second and fourth summand proves that D A is an operator of the form that was considered in subsection 3.1 so that all the results now apply to this situation (one also has to use the gauging trick to make the metrics constant in the R-direction. In particular, we get, by Proposition 3.6, a continuous family of (Cl p+1,q -linear, selfadjoint, graded) Fredholm operators
and hence a well-defined element susp(E; A, ∇) ∈ F p+1,q (X).
Lemma 3.12.
(1) The K-theory element susp(E; A, ∇) does not depend on ∇. (2) If Y ⊂ X is a subspace and the operator A (x,t) is invertible for all (x, t) ∈ Y × R, then (D A ) x is invertible for all x ∈ Y and so we get an element in F p,q (X; Y ) in this situation. (3) If we reflect the family along the origin, i.e. we replace A (x,t) byĀ (x,t) = A (x,−t) , then susp(E;Ā) = −susp(E; A).
Proof. The first part is clear: the space of connections with the properties used in the construction is convex, and we can use homotopy invariance of the Fredholm index.
A reliable source for the second part is [RS] , Proposition 3.14 and Corollary 3.15. However, a small argument is neccessary in order to fit the assumptions to the situation considered in loc.cit. Here is how it works. We apply the gauging trick to conjugate the Riemann metric g (x,t) to g (x,−1) . In a fashion analogous to the proof of Proposition 3.6, we can thus assume that the operators A (x,t) have t-independent domain. Moreover, as the family A (x,t) was intially assumed to be smooth in t-direction, the smoothness assumption for the analysis in [RS] is now satisfied.
For the third part, let φ : H → H be the involution induced by reflection t → −t, which preserves the Clifford structure and the grading. Conjugating DĀ by φ gives the operator φD ′ A φ. The direct sum of D with the conjugate is
The operator Q anticommutes with F , is Cl p+1,q -linear, self-adjoint, graded and satisfies Q 2 = 1. This implies that F (1+F 2 ) 1/2 is nullhomotopic, by Lemma 2.4 (note that the normalizing function x (1+x 2 ) 1/2 is odd, and thus F (1+F 2 ) 1/2 anticommutes with Q). Definition 3.13. Let a family of operators be given as in Assumptions 3.9 and assume invertibility over Y . The family (x, t) → A (x,t) (1+A (x,t) We can now finally state the main result of this note.
Theorem 3.14. The two elements bott •susp(E; A) and Λ(E; A) in ΩF p,q (X; Y ) are equal.
Derivation of Theorem A from Theorem 3.14. . Let M be a closed d-dimensional spin manifold. Let X be a compactum and (g (x,±1) ) (x∈X be two families Riemann metrics of positive scalar curvature, parametrized by X. Let a : R → [0, 1] be a smooth function that is 1 on (−∞, −1] and 0 on [1, ∞). Consider the fibrewise metric g (x,t) := a(t)g (x,−1) + (1 − a(t))g (x,1) on the bundle
to that metric and the given spin structure, as in [LM] , §II.7 (the superscript indicates that we take the spinor bundle on d-dimensional manifolds). There is the family / D g (x,t) of Atiyah-SingerDirac operators. Due to the assumption that g (x,±1) has positive scalar curvature and due to the Weitzenböck argument, this family satisfies the assumptions of our analysis. Let h x := dt 2 + g (x,t)
be the product metric. The suspension ΣE is the spinor bundle / S d+1 of the manifold bundle
is not neccessarily equal to the Atiyah-Singer-Dirac operator on the d + 1-bundle, but these operators are equal outside I, and inside I, the have the same principal symbol. Thus the operator family D / D g is homotopic to the Atiyah-Singer-Dirac operator.
3.3. Spaces of invertible pseudodifferential operators with given symbol. The main tool for the proof of Theorem 3.14 is a result on spaces of invertible pseudodifferential operators.
Definition 3.15. Let M be a closed Riemann manifold and E → M be a real graded Cl p,q -linear bundle. For t ≥ r, let ΨDO s,s−t r (E) be the space of order r, symmetric, graded, Clifford-linear pseudodifferential operators of order r, acting on E equipped with the . s,s−t -norm.
Assume that E has a Cl(T M )-left module structure, so that pseudo-Dirac operators on E exist. Let ΨDir 1,0 (E) be the space of Pseudo-Dirac operators, equipped with the 1, 0-norm topology (i.e., it is B + ΨDO 1,0 0 when a base point B is fixed). Let ΨDir 1,0 (E) × be the subspace of invertible operators. Let ΩΨDir 1,0 (E) be the space of all smooth families A : I → ΨDir 1,0 (E) such that A(±1) is invertible.
This section is devoted to the proof of the following result, which is the main technical ingredient for the proof of Theorem 3.14.
Theorem 3.16. Let M and E as above. Assume that the Hilbert space L 2 (M ; E) is ample and that there exists an invertible Pseudo-Dirac operator on E. Then the map
2 ) 1/2 , is a weak homotopy equivalence.
The main tool for the proof is Palais' result [Pal] on approximation of homotopy types of subsets in a Banach space, which we recall now.
Theorem 3.17. (Palais, [Pal] , Theorem A) Let V be a Banach space and Π n ∈ B(V ) be a sequence of projection operators with finite-dimensional image V n := Π n (V ). Assume that Π n converges strongly to the identity (i.e.
The idea for the proof of Theorem 3.16 that we give is borrowed from Booß and Wojciechowski [BW] , §15. Working the algebraic structures of grading, Clifford action and selfadjointness into the proof in [BW] is easy. But the fact that we have to deal with order 1 (and not order 0) operators makes the argument somewhat more involved. The linear structure in Palais' theorem is essential, and the first step is to replace A → A (1+A 2 ) 1/2 by a linear map. Choose a metric connection ∇ on E that preserves the Clifford structure and the grading. Consider S := (1 + ∇ * ∇) −1/2 , which is an invertible pseudodifferential operator of order −1. The Sobolev norm to the exponent s ∈ R can be defined as u s := S −s u 0 , where the last expression is the L 2 -norm on sections of E. Given a pseudodifferential operator A of order 1, we obtain a new operator S 1/2 AS 1/2 , this time of order zero. [Cal] , p. 115. Hence, if Q is symmetric, we find that C 0 ≤ C 1/2 C −1/2 = C 1/2 , and this is the desired estimate.
Using this lemma, we change the notion of bounded transform a bit.
Lemma 3.20. The two maps
and A(t) → S 1/2 A(t)S 1/2 , are homotopic.
Proof. The continuity of the second map follows from Lemma 3.18. The operator homotopy is
For the rest of the proof of Theorem 3.16, we work with the second map. We now turn to the second, and most difficult, step in the proof, and introduce some notation. We fix a basepoint B 1 ∈ ΨDir 1,0 (E) × and let B 0 := S 1/2 B 1 S 1/2 . We identify ΨDir 1,0 (E) ∼ = ΨDO 1,0 0 (E) via A → A − B 1 . Let X be the normed space ΨDO 1,0 0 (E),X its closure (note that Theorem 3.17 requires Banach spaces) and K be the space of compact operators on L 2 (M ; E). Let h 1 : X →X be the inclusion and h 1 :X → K be the map P → S 1/2 P S 1/2 ; it is a continuous map by Lemma 3.18 and takes values in compact operators by Rellich's Theorem and because h 1 (P ) has order −1. Let K × ⊂ K be the open subset of all operators K such that B 1 + K is invertible,X × and X × are defined to be its preimage under h 2 and h 2 • h 1 . The claim for the map h 1 follows from general principles.
Lemma 3.22. Let V be a Banach space, W ⊂ V a dense subspace and U ⊂ V open. Then U ∩ W → U is a weak homotopy equivalence.
be a map which we have to deform, relative to S n−1 , to a map into W ∩ U . First, we can, by a homotopy of the source, deform f so that it maps {|x| ≥ 1/4} into W ∩ U . Moreover, there exists an ǫ > 0 such that for each x ∈ D n , the ǫ-ball in V centered at f (x) is contained in U . For each x ∈ D n 1/2 , we pick a g x ∈ W ∩ U with |g x − f (x)| < ǫ/3 and let N x := {y ∈ D n : |y − g x | < 2/3ǫ}. Cover D n 1/2 by finitely many such sets N xi and pick a partition of unity λ i subordinate to the cover (N xi ). Let ρ be a bump function that is 1 on D n 1/4 and 0 outside D n 1/2 . The desired homotopy is
(when t = 0, we get f ; the sum is bounded by 2/3ǫ and thus the homotopy stays within U . For x outside D n 1/2 , the homotopy is constant. If 1/2 ≤ |x| ≤ 1/2, the sum is in the dense subspace W and when t = 1, |x| ≤ 1/4, we get a convex combination of g xi 's and so we are also in W .
Proof of Proposition 3.21. We will construct a commutative diagram
of linear maps such that
• F and E are countably-dimensional, equipped with the colimit topology and h 3 is a homeomorphism.
• The vertical maps are inclusions.
• Both vertical maps satisfy the assumptions of Theorem 3.17.
Let F
× and E × be the preimages of K × , note thatX × is likewise the preimage of K × . We consider the above diagram, but restricted to those subspaces. The vertical maps are weak equivalences by Theorem 3.17, the top horizontal map is a homeomorphism and so the bottom map is a weak equivalence, as claimed. To define F, pick an orthonormal decomposition of L 2 (M ; E) into eigenspaces of S −1/2 , each of them an irreducible Clifford module, pick an orthonormal basis of each summand and order it so that the basis of each summand is composed of consecutive basis elements. Call this eigenbasis (e n ) n∈N , with eigenvalues 1 ≤ λ n → ∞. Define rank one operators p n,m : u → (e n , u)e m and q n,m = λ n λ m p n,m . We let F ⊂X be the vector space of all those linear combinations of the operators q n,m which are Cl p,q -linear, self-adjoint and odd. The operator p n,m is compact, and the span of those is E (again, we single out those linear combination with the right algebraic properties). The map A → S 1/2 AS 1/2 maps q n,m to p n,m , as a quick calculation shows, and this gives the map h 3 , which makes the diagram commutative. As all λ n are nonzero, h 3 is bijective. Since E and F have the colimit topology, both, h 3 and h −1 3 are continuous and thus h 3 is a homeomorphism.
denotes the orthogonal (with respect to the L 2 -scalar product) projection onto span{e i |i ≤ n}. Due to our choice of the ordering of the orthonormal system (e n ), we can achieve that P n is Cl p,q -linear and even, after passing to a subsequence. That the sequence of operators Π n : K → K, A → P n AP n , satisfied the assumptions of Theorem 3.17, was shown by Palais, [Pal] , p. 274. The argument for the other inclusion is essentially the same. Define Π n :X →X by the same formula. This is a projection, and continuous because P n AP n 1,0 ≤ P n 0,0 A 1,0 P n 1,1 ( P n 1,1 is finite since P n is a pseusodifferential operator of order 0). By Rellich's Theorem, A is compact as an operator W s+1 → W s , for each s ∈ R (since it has order 0). Thus, as in loc. cit., p. 274, P n A − A s+1,s → 0. Passing to adjoints and invoking 3.19 yields
Altogether, we obtain A − P n AP n 1,0 ≤ A − P n A 1,0 + P n 0,0 A − AP n 1,0 → 0, Thus Π n :X →X converges strongly to the identity, and the proof is complete.
The third step of the proof of Theorem 3.16 is topological, and now easily done.
Proof of Theorem 3.16. Let H := L 2 (M ; E) and let F ⊂ Fred p,q (H) be the component containing the invertible operators, G ⊂ F be the subspace of invertibles. Let C be the image of F under the quotient map q : B(H) → Cal(H) := B(H)/K(H) to the Calkin algebra. Recall that B 1 ∈ ΨDir 1,0 (E) × was a fixed basepoint and B 0 ∈ G ⊂ F its image. Let x = q(B 0 ) ∈ C. Reusing the notation from above, we have that
There is a commutative diagram of fibrations
By Proposition 3.21, we get a weak homotopy equivalence from ΩΨDir 1,0 (E) × to the relative mapping space map((I, ∂I); (K, K × )). We have to show that the composition of this map with the inclusion map((I, ∂);
) is a weak equivalence. By the long exact homotopy sequence, the inclusion (K, K × ) → (F, G) is a weak homotopy equivalence. Finally, we use the assumption that H is ample to invoke Kuiper's theorem (i.e. Lemma 2.3, which says that G ≃ * ).
K-theoretic arguments
To proceed, we organize the analytical information obtained in section 3 in abelian groups. The overall argument is then concluded by K-theoretical arguments. 4.1. A "spectral-flow" K-group. Definition 4.1. Let (X, Y ) be a pair of compacta and π : Z → X be a smooth fibre bundle, with fibre a closed manifold M . Consider the abelian group, generated by isomorphism classes of triples (g, E, D), where (1) g = (g (x,t) ) (x,t) is a family of Riemann metrics on the product bundle Z × R → X × R.
∈X×R is a family of pseudo-Dirac operators on E, such that A (x,t) = A (x,1) for t > 1, A (x,t) = A (x,−1) for t < −1; A (x,±1) are invertible for each x ∈ X; and A (y,t) is invertible for each (y, t) ∈ Y × R. Moreover, we require the families t → A (x,t) to be smooth.
On the abelian group generated by the isomorphism classes of triples [g, E; A], we impose the following equivalence relation. It is obvious what the relation of direct sum should mean. Moreover, homotopy of metrics and operators through pseudo-Dirac operators, which is required to be invertible on X × (R − I) ∪ Y × R. Proof. That the construction preserves direct sums is trivial, and the homotopy property is quite clear, using Proposition 3.6 (since a homotopy defines a triple on the product bundle over X × I). That changing R-directions is an additive inverse has been proven in Lemma 3.12, (3).
For a triple (g, E, A), we get a Fredholm operator
2 ) 1/2 for each (x, t) ∈ X × I. Another application of Proposition 3.6 shows that this is continuous in (x, t). If (x, t) ∈ X × {−1, 1} ∪ Y × I,
2 ) 1/2 is invertible, by definition. Thus we get an element in ΩF p,q (X; Y ). This construction clearly preserves the equivalence relations (reflection acts by multiplication with −1 on ΩF p,q (X; Y ), as one shows by writing down an explicit homotopy). This defines a natural map
Recall the Bott map bott :
. The version of Theorem 3.14 that we will actually prove is The restriction on the fibres is unneccessary, by a different argument, but the excluded cases are not very interesting.
Proof of the main result -formal structures.
The proof of Theorem 4.4 follows a common pattern in index theory and the formal idea is the same as in the classical papers [AS1] [At] . We prove certain formal properties of the groups L p,q , as well the maps susp and Λ; these formal properties (which contain of course all the above analytical work) are then used to reduced everything to a special case that is either trivial or already done; here the special case is (p, q) = (0, 1) and (X; Y ) = ( * , ∅) and we shall use the index computation in [RS] for that case. The most important ingredient is the following corollary of Theorem 3.16.
Before we can prove this, we need to know that there exist enough Cl p,q -bundles on the fibre bundle π so that the proposition has a chance to be true. Lemma 4.6. Assume that the fibres of π are nonempty and of positive dimension. Then there exists a Cl p,q -bundle over Z such that for each x ∈ X; the Hilbert space L 2 (Z x ; E x ) is ample and such that there is a family of invertible pseudo-Dirac operators on E.
Proof. Start with any nonzero Cl 0,0 -Dirac bundle E 0 → Z. Let N be a finite-dimensional graded Cl p,q -module that contains each of the finitely many irreducible graded real representations of Cl p,q (this is possible since Cl p,q is a semisimple algebra) and consider the Cl p,q -Dirac bundle
(E 1 has the opposite grading and Cl(T v Z-module structure, but the same Cl p,q -structure). Any pseudo-Dirac operator A on E 2 has family index zero in KO q−p (X) (Lemma 2.8). If X = * , there exists then a compact operator R such that A + R is invertible. Among the compact operators, those with a smooth integral kernel lie dense and thus we can pick R to be a smoothing operator. Then A + R is the desired invertible pseudo-Dirac operator.
If X is not a point, we need an extra homotopy-theoretic argument, similar to that at the end of the proof of Theorem 3.16. We reuse the notation from there. We assume, by Kuiper, that the Hilbert bundle is trivialized and reuse the notation of the proof. Since the index of A x is zero, A x lies in the unit component of F . Recall that the quotient map q : F → C is a fibration with convex fibres (hence a homotopy equivalence). Because the family index of A is zero, we can pick a nullhomotopy H from the constant map to the composition q • A. Lifting this nullhomotopy in the fibration G → C from the invertible operators to the units in the Calkin algebra, we get at the end of the lifted nullhomotopy a map B : X → G such that B − A is compact. Repeating the density argument from the first part of the proof shows that we can take B − A to be (fibrewise) an infinitely smoothing operator, and thus B is a pseudo-Dirac operator. From now on, we identify all groups L p,q π using the isomorphism just proven; and drop the subscript. In the rest of this subsection, we mimick the formal structure found on the groups F p,q .
Proposition 4.7. The is a natural bilinear map The proofs are straightforward adaptions of those for the groups F p,q and are left to the reader. We now turn to Bott periodicity on the L p,q -groups. One defines ΩL p,q in an analogous fashion as in the case of the group F p,q .
Definition 4.10. Let (g, E, D) be a triple for L p,q (X; Y ), p > 0. Consider the operator J = ιe 1 , acting on E. We get a new triple on M × X × I, by taking the product of the bundle E with I and by taking bott(A) (x,s,t) = A (x,t) + sJ. For s = 0, this is invertible and if A (x,t) was invertible, then so is A (x,t) + sJ (the same calculation as for the Bott map on the F -groups). This respects the equivalence relations in the group L p,q and thus defines a natural homomorphism bott :
In the above definition, we could equally take A (x,t) + δsJ for an δ > 0, without changing the morphism bott (because X is compact). It is immediately verified that Bott periodicity commutes with Morita equivalences. The compatibility with the maps susp and Λ takes some work.
Proposition 4.11. For p ≥ 1, the following two diagrams commute:
Proof. Up to changing symbols, the proof is the same for both diagrams and we consider the left one. Assume, for the moment, that (X; Y ) = * . Let A(t) be a family of deformed Diracs representing an element in L p,q ( * ). The images under Λ • bott and bott •Λ are represented by the 2-parameter families
2 ) 1/2 + sJ.
According to Lemma 2.4, is enough to prove that the anticommutator [F (s, t), G(s, t)] is a positive operator. We drop the t from the notation. Since A and J anticommute, (A + sJ) 2 = A 2 + s 2 . Moreover, J commutes with
The second and third term vanish. The first is 2A 2 Q(s)P ≥ 0, and the fourth one is s 2 Q(s) ≥ 0. Thus Lemma 2.4 applies (and settles the family case and the relative case as well). We will see that all maps are isomorphisms of groups isomorphic to Z. The bottom map is the "geometric spectral flow" that counts crossing of eigenvalues. We will first look at elements of F 0,1 more closely and recall the definition of sf (and quote that it is an isomorphism) and then prove the following two Lemmata. with B selfadjoint, but otherwise arbitrary. If A(t) is now a path of Cl 0,1 -operators, we look at the path B(t) of selfadjoint operators (as usual B(±1) is invertible). We look at the values t ∈ I where B(t) is not invertible. Assume that these points are isolated with multiplicity one. Around each such point t 0 , we can look at the function λ(t) ∈ R that gives the eigenvalue that cross 0 at t 0 . If the family B(t) is smooth, then so is λ(t). Assume thatλ(t 0 ) = 0 for all crossing points. Then sf(B) := 0∈spec(B(t)) sign(λ(t)) ∈ Z. This is a well-defined map ΩF 0,1 → Z and an isomorphism [APS3] , §7; there the proof is given for the complex case; the real case is the same since the complexification KO 0 ( * ) → KU 0 ( * ) is an isomorphism. For more details, see also [RS] or [BW] .
Proof of Lemma 4.15. Let, with the above description of a general Cl 0,1 -module, A(t) = B(t) B(t) is a family of deformed Dirac operators, representing an element x ∈ L 0,1 ( * ). The image susp(x) ∈ To find the image of susp(x) in F 0,0 , we have, according to the recipe for Mor −1 from section 2, to consider the +1-eigenspace of ǫe and restrict all other data to this subspace. There are no Clifford generators left, the grading and the operator are ι = 1 −1 and ∂ + B(t) −∂ + B(t) .
The isomorphism F 0,0 ∼ = Z sends this to index(−∂ + B(t)) = index(∂ − B(t)). The classical spectral-flow-index theorem (Theorem 4.21 in [RS] ) now states that index(∂ − B(t)) = − sf •Λ([H, B(t)]).
Proof of Lemma 4.16. We can entirely work finite-dimensional examples. The class index −1 (1) ∈ F 0,0 is represented by the one-dimensional space R, with grading operator +1 and F = 0. Under Morita equivalence, this becomes the element of KO 0 -linear isomorphism. Since u maps to 1 under these isomorphisms for (X; Y ) = * by Corollary 4.17, this a has the claimed property.
Proof of Theorem 4.4. Let P (p,q) (X; Y ) be the statement that the conclusion of the Theorem holds for the space pair (X; Y ) and the pair of numbers (p, q), i.e. that the diagram L (p,q) (X; Y ) susp / / Λ ' ' P P P P P P P P P P P P commutes and let P (p,q) be the statement that P (p,q) (X; Y ) holds for all pairs (X; Y ). The statement P (0,1) ( * ) is Corollary 4.17. To prove P (0,1) (X; Y ), pick x ∈ L 0,1 (X; Y ) and write, according to Corollary 4.19, x = a · u. Then bott(susp(x)) = bott(susp(a · u)) = a · bott(susp(u)) = aΛ(u) = Λ(a · u) = Λ(x); the first and last equations are clear, the third is Corollary 4.17 and the two others are by KOlinearity. This proves P (0,1) . Now we use Morita equivalence and Bott periodicity to generalize to arbitrary (p, q).
Consider L
p,q ∼ = L p+1,q+1 , the commutativity of the diagrams 4.9 and the fact that the bottom maps in these diagrams are isomorphisms, to see that P (p+1,q+1) ⇔ P (p,q) . In the same way, P (p,q) ⇔ P (p+8,q) . Thus P (p,q) follows for all (p, q) with p − q ≡ −1 (mod 8).
Now we use Bott periodicity. Because the bottom maps in the diagrams 4.12 are isomorphisms, we see that P (p,q) ⇒ P (p+1,q) holds for all p ≥ 0. This then covers all cases but (very interesting) q = 0, p ≤ 6, which are reduced by Morita equivalence to q = 1.
