Cognition is compromised by white matter (WM) injury but the neurophysiological alterations linking them remain unclear. We hypothesized that reduced neural synchronization caused by disruption of neural signal propagation is involved. To test this, we evaluated group differences in: diffusion tensor WM microstructure measures within the optic radiations, primary visual area (V1), and cuneus; neural phase synchrony to a visual attention cue during visual-motor task; and reaction time to a response cue during the same task between 26 pediatric patients (17/9: male/female) treated with cranial radiation treatment for a brain tumor (12.67 Ϯ 2.76 years), and 26 healthy children (16/10: male/female; 12.01 Ϯ 3.9 years). We corroborated our findings using a corticocortical computational model representing perturbed signal conduction from myelin. Patients show delayed reaction time, WM compromise, and reduced phase synchrony during visual attention compared with healthy children. Notably, using partial least-squares-path modeling we found that WM insult within the optic radiations, V1, and cuneus is a strong predictor of the slower reaction times via disruption of neural synchrony in visual cortex. Observed changes in synchronization were reproduced in a computational model of WM injury. These findings provide new evidence linking cognition with WM via the reliance of neural synchronization on propagation of neural signals.
Introduction
Despite the robust association between cognition and the microstructure of white matter (WM), very little is known about the neurophysiological basis for that link (Fields, 2015) . Recently, it has been proposed that WM affects cognition by coordinating the timing of neuronal signaling to maintain oscillatory synchronization within and between neural coalitions (Pajevic et al., 2014; Fields, 2015; Nunez et al., 2015) . Although this hypothesis has been modeled in simple oscillatory circuits and tested in animals (Salamietal.,2003; Pajevicetal.,2014) ,toourknowledgeithasnotbeen examined in the context of large-scale network models or tested in humans. Such work is critical for understanding how WM may influence neural network communication and human cognition.
Prior studies have focused on the relations between WM microstructure and neurophysiological measures without considering behavioral measures of cognition (Roberts et al., 2009; Hindriks et al., 2015; Nazem-Zadeh et al., 2016) . For example, increased organization of WM microstructure predicts decreased latency of the evoked visual response in infants, children, and healthy adults (Dubois et al., 2008; Stufflebeam et al., 2008; Dockstader et al., 2012) . WM maturation accounts for age-related increases in the speed of this visual response (Dubois et al., 2008; Dockstader et al., 2012) and WM compromise corresponds with reduced neural response in multiple disorders (Sponheim et al., 2011; Stephen et al., 2013; Garcés et al., 2014) . How these relations combine and impact cognition is unknown however.
Here, we ask whether WM affects an important cognitive function, visual information processing speed, via effects on neural synchronization in a sample of children treated for a brain tumor (BT) and healthy children. Information processing speed is the rate of completing cognitive operations and is critical for higherorder cognitive functions (Kail, 2000; Ferguson and Bowey, 2005) The organization of WM microstructure predicts the speed of information processing in healthy children and adults (Madden et al., 2004) , and in many neurological disorders (Soria-Pastor et al., 2008; Bethune et al., 2011; Scantlebury et al., 2016) . Children treated for BT, including with cranial radiation treatment (CRT) exhibit long-term cognitive impairment, including deficits in information processing speed Law et al., 2015) . Notably, tumors and their treatment with radiation damages WM Nieder et al., 2007) . Both WM insult and disrupted neuronal activation in BT patients independently predict slowed information processing speed (Dockstader et al., 2014; Scantlebury et al., 2016) . The neurophysiologic mechanisms that underlie these relations, particularly how structural compromise manifests as cognitive impairment, are poorly understood.
We tested not only whether altered WM microstructure was correlated with reduced visual information processing speed, but also whether those changes were mediated by reduced neural synchronization within neural populations. We measured WM microstructure using diffusion tensor imaging (DTI) within areas involved in early visual procession and a control region not related to this function, the frontal lobe. WM regions involved in early visual processing include the optic radiations (ORs) and WM underlying V1 and cuneus (Mori et al., 2008; De Moraes, 2013) . The early visual response typically shows robust synchrony and strong phase-locking to a visual cue during a visual attention task (Siegel et al., 2008) and this neural synchronization was assessed using magnetoencephalography (MEG). Specifically, synchrony within canonical frequency bands was quantified as trial-to-trial phase-locking in cortical regions, such as V1 and cuneus, known to be activated during visual attention. Phase-locking is a measure of temporal synchronization of neural signals to an external stimulus, in our case, the visual attention cue (Lachaux et al., 1999) . Notably, the magnitude of visual cortex low-frequency band (i.e., theta/delta/alpha) phase-locking in response to a visual attention cue predicts visual-motor task performance (Yamagishi et al., 2008) . To measure cognition we operationalized information processing speed as reaction time of a button press in response to the "go" stimulus after the attention cue was displayed. Such tasks have been used effectively to assess age-related changes in information processing speed (Western and Long, 1996; Konrad et al., 2009 ). Finally, we used computer simulations to further explore the hypothesis that perturbed axonal communication due to WM damage may be responsible for disruption of phase synchrony.
Materials and Methods

Participants
Participants were 26 healthy children and 26 pediatric patients treated for a posterior fossa BT (either medulloblastoma or ependymoma) at The Hospital for Sick Children (see Table 1 for sample characteristics). Informed written consent (or assent and consent from a parent for younger children) was obtained by all participants and the hospital's Research Ethics Board approved the study. Eligible patients were identified through database review, which included those diagnosed with a malig- nant BT and having received CRT. All patients were seen 12 or more months following treatment. Patients were not recruited if they had a diffuse brainstem glioma, were receiving palliative care, or had a premorbid history of neurological/learning disability. Although the majority of BT patients were treated with whole-brain radiation (90%), three patients received focal radiation: two of these patients had radiation limited to the tumor bed. There were no significant differences between groups with respect to age (F (1,50) ϭ 0.51, p Ͼ 0.05), sex ( (1,nϭ52) 2 ϭ 0.22, p Ͼ 0.05), or scanner type used for MRI ( (1,nϭ52) 2 ϭ 0.69, p Ͼ 0.05). Detailed medical variables of the patients treated for BT and participant characteristics can be found in Table 1 .
MRI methods
We collected both T1-weighted and diffusion tensor images for WM microstructure assessment and registration purposes. DTI is an indirect measure of WM microstructure and that reflects the fact that axons (including axon diameter and myelin) create coherent obstacles to water diffusion and thus reveals orientation dependency (Basser et al., 1994) . We characterized directional dependency, and thus WM microstructure, using MRI by scalar indices such as radial diffusivity (RD), axial diffusivity (AD), mean diffusivity (MD), and fractional anisotropy (FA) within the optic radiations.
MRI recordings. T1-weighted images were acquired with a GE LX 1.5T MRI scanner (GE Healthcare) using a 3D FSPGR protocol (TR/TE ϭ 10.056/4.2 ms, 124 contiguous axial slices, 1.5 mm thick, 256 ϫ192 mm matrix) and single-shot spin echo diffusion-weighted sequence [31 directions, 1 b0 image, b value ϭ 1000 s/mm 2 , TR ϭ 15,000 ms, TE ϭ 95.4 ms (min), flip angle ϭ 90°, slice thickness ϭ 3 mm, matrix ϭ 128 ϫ 128 and interpolated to 256 ϫ 256 mm, 45-52, encoding direction ϭ A/P] or a Siemens 3T scanner using a 3D MPRAGE Grappa 2 protocol (TR/TE ϭ 2300/3.91 ms, 160 contiguous slices, 1 mm thick, 256 ϫ 224 mm matrix) and a single-shot spin echo diffusion-weighted sequence [30 directions, 1 b0 image, b value ϭ 1000 s/mm2, TR ϭ 9000 ms, TE ϭ 90 ms (min), flip angle ϭ 90°, slice thickness 2 mm, matrix ϭ 122 ϫ 122 mm and interpolated to 244 ϫ 244 mm, 70 slices, encoding direction ϭ A/P]. Children watched a movie through video goggles to prevent excessive head movement during the scan. To overlay MEG information on the MRI of the subject's brain, the three fiducial points were identified on MRI images and coregistered with the fiducial information from the MEG.
Signal-to-noise differences are present in diffusion data collected with these magnet strengths (Law et al., 2015) . Hence, we calculated signalto-noise ratio (SNR) for a region-of-interest (ROI) within the occipital lobe (mean number of voxels ϭ 323) for all participants across all gradient directions. As expected, SNR was greater for participants scanned at 3T versus 1. 5T (31.44 vs 11.20; F (1,48) ϭ 197.05, p ϭ 0.000, ANOVA,). Because we matched the groups by scanner type, we observed no interaction between group (patients vs healthy children) and scanner type in SNR (F (1,48) ϭ 0.42, p ϭ 0.52, ANOVA; see Table 1 for SNR). We also calculated the bias fields for the diffusion sequences at both 1.5 and 3T across all participants. The distribution of intensities in the bias fields were similar between patients and controls within each respective-field strength (Fig. 1) . To ensure that scanner type was not a confound, we controlled for this variable in our analyses of group differences in DTI indices.
MRI data preprocessing. DTI data were eddy-current corrected and FA, RD, MD, and AD maps were calculated using FSL software (Smith et al., 2006) . FA maps were nonlinearly aligned to each other to identify the most representative image, a study-specific target, which was then linearly registered into MNI152 space (MNI152; Montreal Neurological Institute). All images were then aligned to the MNI152 standard space, via registration through the target image, and a mean FA map was created. Subsequently, a cross-subject skeleton map was generated using this mean FA map, thresholded at FA Ͼ0.2 to include only the large fiber tracts. Finally, individual DTI maps (FA, RD, MD, and AD) were projected onto the skeleton and only the maximum values along the width of each large fiber tract were considered in subsequent analyses. This is known as tract-based spatial statistics (TBSS; Smith et al., 2006) whereby it applies a voxelwise statistical approach to assess WM architecture.
WM networks. We used FSL software to create three WM ROIs on the DTI maps of every participant: (1) a region known to be involved in early visual processing including optic radiations, and WM underlying V1 and the cuneus (OR/V1/Cuneus) in the right hemisphere (Mori et al., 2008) ; (2) the same region in the left hemisphere; and (3) a control region within the right frontal lobe. We chose this control region since it is not closely associated with early visual processing and we used it to test the specificity of brain-behavioral relations in our partial least-squares (PLS) path models. We extracted the averaged value for FA, RD, MD, and AD indices for these regions.
MEG methods
We used a whole-head 151 channel CTF MEG system (VSM MedTech) to measure differences in oscillatory phase-locking associated to an "at- tend" cue during a visual-motor reaction task between patients and healthy children.
Visual-motor reaction time paradigm. For the duration of the visualmotor reaction task, participants were asked to keep their eyes open and fixated on a computer screen. Their dominant hand was resting at their side with their thumb gently resting on a button of a nonmagnetic fiberoptic response pad. A black cross first appeared onscreen as an "attentional" cue to signify an impending visual stimulus. This was the attend cue to which our MEG variables were derived. The black cross remained on-screen for 1.5-2.5 s (exact onset was randomly jittered), requiring participants to maintain attention in this central location until the appearance of a green visual "go" stimulus, which was accompanied with a visual gradient in the lower-right visual field. Participants were instructed to push the button with their dominant thumb as soon as the go stimulus appeared. Once they pushed the button the attend cue would reappear within 1 s. Each participant received 100 trials. We extrapolated the button press latencies for each participant, for each trial, and calculated the average reaction time latency for each individual.
MEG recordings. Neuromagnetic activity was recorded in a magnetically shielded room and a third-order synthetic gradiometer correction was applied to reduce noise. Participant head location was continuously recorded and monitored using three magnetic coils placed at the nasion and preauricular points. Continuous MEG data were acquired while the participants lay supine in the MEG at a rate of 1250 samples/s and bandpass filtered at 0 -300 Hz, while small coils placed at fiducial locations (nasion and pre-auricular points) were used to monitor head position during recording. Participants fixated on a semitransparent screen placed 50 cm from their eyes and eye blinks and saccades were monitored with electro-oculograms applied just distal to the lateral canthus of each eye, and one on the left mastoid process. Upon completion of MEG data collection, the coils were replaced with MRI-visible markers for coregistration between MEG and MRI information.
MEG data preprocessing
Data were off-line filtered from 1 to 100 Hz and segmented into epochs from Ϫ100 to 1000 ms, with respect to the "attended" cue. Each epoch was visually inspected and contaminated trials due to eye blinks or gross muscle movement were removed before beamformer analysis. Localization of brain activity was conducted using event-related beamformer (ERB) algorithms using a 2 mm grid for each participant using Brain Wave software (Cheyne, 2012) . Forward solutions were based on the single sphere model fit to the inner skull surface. To combine source localization results across participants, ERB images were spatially normalized with statistical parametric mapping (SPM; Ashburner, 2009) using Brain Wave integrated software and registered to the SPM template. The anatomical sources of neural activity for time points (1-100, 101-200, 201-300, and 301-400 ms) provide current magnitudes for further analysis.
MEG ROI. Statistically significant ERB images for each group separately were averaged and thresholded using a nonparametric permutation test adapted for beamformer source images (Singh et al., 2003) and glass-heads were created to visually inspect the peak sources related to visual attention within each active window. We then evaluated ERB images for each participant using anatomically predefined ROI vertices within the occipital lobe. This method is a desirable method when activity is weak as in our patient population that can be overlooked in wholebrain methods after statistical thresholding. We defined two regions known for early visual attention (Simpson et al., 2011) for our paradigm: right V1 (15, Ϫ69, 8) and right cuneus (36, Ϫ86, 18; in Talairach space, mm). To determine the flow of activation between the two areas we determined the initial onset of activity (when the mean is 2 SD above baseline) for V1 and cuneus.
Phase-locking factor in ROIs. Talairach coordinates for each peak were unwarped to the largest peak within a 5 mm radius in individual space using Brain Wave software to obtain individual virtual sensors from the scalar beamformer. Single-trial source activity waveforms for each virtual sensor were used for time-frequency analysis using a Morlet waved-based technique across the time series and over the 1-60 Hz frequency range, with center frequencies at 0.5 Hz intervals, to determine the phase synchrony or "intertrial" coherence known as the phase-locking factor (PLF). The PLF is an amplitude-independent index of phase synchrony and reflects the variability of oscillatory activity across multiple trials at a particular time-frequency point following an event (Tallon-Baudry et al., 1996) . The PLF is scaled from "0" reflecting no phase synchrony (completely random phase of activity) to "1" reflecting no phase variability (activity is perfectly synchronized in phase). Phase-locking plots for the two ROIs were averaged across participants within each group. We then identified peak PLFs for each participant, in each location, in the following frequency bands: delta (2-4 Hz), theta (5-7 Hz), alpha (8 -15 Hz), beta (16 -29 Hz), and gamma (30 -60 Hz). We then conducted a multivariate analysis comparing patients versus healthy children across all frequency bands for right V1 and cuneus.
Experimental design and statistical analyses
Group differences. We examined differences reaction time between in patients and healthy children using a two-sample t test. To compare WM microstructure between groups, we used a voxelwise approach with TBSS to test for group differences in DTI indices across the entire brain (Smith et al., 2006) and controlling for scanner. Group differences for each index were determined using cross-subject voxelwise statistics. Results were corrected for multiple comparisons using a threshold-free cluster enhancement and threshold at an alpha level of 0.05. Clusters of significant group differences for each DTI index were visualized as an overlay on FSL's FA template. We then conducted a 2 (group: patients vs controls) ϫ 2 (hemisphere: left vs right) multivariate ANOVA with repeated measures on the last variable across DTI indices (FA, MD, RD, AD) extracted from the OR/V1/cuneus/ ROIs, also controlling for scanner. Finally, a 2 (group: patients vs controls) ϫ 2 (right V1, right cuneus) ϫ 5 (frequency band: delta, theta, alpha, beta, gamma) ANOVA with repeated measures on the last two variables was conducted on PLF. Statistical tests were two-tailed, and an alpha-level of p Ͻ 0.05 was used to determine significance.
PLS-path modeling. We used PLS-path model analysis, using PLSpm in R to measure the performance of our path model (number of bootstraps ϭ 5000; Sanchez, 2013) For this model, we hypothesize that treatment for a BT had direct and indirect effects on reaction time via WM microstructure compromise and visual cortex neuronal synchrony. We first tested the accuracy of measurement model using a number of criteria. The accuracy of the measured model was estimated by examining the relationship between the latent constructs and their associated measures, known as loading. We also tested how well each measure corresponded to their latent constructs using Cronbach's alpha and Dillon-Goldstein's rho. Finally, the discriminant validity of the measurement model was tested by evaluating whether the cross-loading for each measure relative to the other latent constructs were larger than the loadings obtained from measures belonging to other latent constructs. Next, the quality of the structural model was evaluated in four ways: (1) significance of the regression fit (t test), (2) R 2 determination coefficients of the endogenous variables (low R Ͻ 0.2, moderate 0.2 Ͻ R Ͻ 0.5), (3) average variance extracted (AVE), and (4) goodness-of-fit (GoF). The GoF measure for (Figure legend continues.) our PLS-path modeling is proposed as the geometric mean of the average communality and the average R 2 . We used the following guidelines for judging a good fit: GoF Ͼ 0.36 (Tenenhaus et al., 2005) ; bootstrap percentile confidence intervals for path weights (␤; 95% percentile), and R 2 did not contain zero.
Computational modeling
Corticocortical network model. We developed a simplified populationscale network model of the corticocortical (V1 and cuneus) system in which task-related presynaptic inputs, both feedback and recurrent, are delivered with timings that are dependent on the integrity of the solicited WM pathways. These task-related inputs are expected to trigger a phase reset of ongoing oscillations. The model consists of both V1 (V1) and cuneus (V5) networks, whose activity obeys the set of coupled WilsonCowan equations (Wilson and Cowan, 1972) :
where the mean-activity of excitatory (U e,v1 ) and inhibitory (U i,v1 ) cortical neurons in V1 are coupled with the activity of both excitatory (U e,v5 ) and inhibitory (U i,v5 ) cuneus populations. A propagation delay between V1 and cuneus was estimated based on the activity onset time in the data. The activity of each population evolves according to a combination of noise and synaptic inputs. Parameters were set to the values commonly used in the computational neuroscience literature in which Wilson-Cowan networks are used model cortical populations (see model parameters in Table 2 ; Brunel and Wang, 2003; Wallace et al., 2011; Jadi and Sejnowski, 2014) . The nonlinear activation function f determines the response of a population to recurrent inputs from other populations, as is defined as the sigmoid f ͓U͔ϭ͑1ϩexp͓Ϫ␤͑UϪh͔͒͒ Ϫ1 . As defined above and for chosen parameters, the network exhibits sustained beta activity with arbitrary phase. Both V1 and cuneus populations are subjected to an intrinsic source of noise of intensity D and task-related input I(t o ) ϭ I o Α k ␦(t o ϩ k ), which is a series of K input pulses of intensity I o delivered at times t o ϩ k , where t o is the task cue onset time, and k are random latencies sampled from a gamma distribution ⌫1(␣, ). These inputs can be thought of as representing various networks sharing functional connections with the modeled network and also involved in the task. In addition, to take into account the potential myelin damage between V1 and cuneus, the propagation delay was also changed in every trial and set to ϩ k , where the additional latencies k were also sampled from a gamma distribution ⌫2(␣, ).
Brain damage is believed to hinder neural communication through axonal demyelination and axonal neural damage, which triggers conduction failure and/or delayed propagation between and within brain areas.
To represent this in our model, brain damage was assessed by an increase in the order of the gamma distribution from which input timings are sampled. This translates into an increase of input timing dispersion as damage increases (i.e., propagation latencies become more variable). We analyzed the phase-locking statistics of the model across fully independent trials, and investigated the influence of task-dependent inputs timing dispersion on the results. Phase-locking was computed using the same method as the human MEG data.
Results
Visual-motor reaction time is slowed in children treated for BTs
Information processing speed was quantified as the reaction time to a go stimulus in our visual-motor task (see Materials and Methods). Healthy children were significantly faster in pressing the button in response to the visual cue: mean reaction time healthy children (312.33 Ϯ 48.87 ms SD) versus BT patients (349.04 Ϯ 44.36 ms SD; t (2,50) ϭ Ϫ2.97, p ϭ 0.005, two-sample t test).
WM microstructure is compromised in children treated for BTs
To compare WM microstructure between groups, we used a voxelwise approach to test for group differences in DTI indices across the entire brain. Healthy children displayed higher FA, lower MD, AD, and RD across the brain compared with children treated for a BT ( Fig. 2A-D) . We then isolated WM within OR/ V1/cuneus for the right and left hemispheres (Fig. 2E) and extracted mean FA, RD, MD, and AD separately for each hemisphere. Multivariate ANOVA was used to compare healthy children versus BT patients across all DTI indices within the left and right regions of WM and an effect of group was observed (Wilks ⌳ ϭ 0.62, F (4,46) ϭ 7.14, p Ͻ 0.001, MANOVA). Healthy children had significantly greater FA, and lower MD, AD, and RD than patients within the WM bilaterally (Table 1 ). The largest effect size for group differences in WM was, in decreasing order, RD ( 2 ϭ 0.34), MD ( 2 ϭ 0.31), FA ( 2 ϭ 0.24), and AD ( 2 ϭ 0.18). Only the top three indices were carried forward to our path model.
Neural activation and phase synchrony is perturbed in children treated for BTs
Event-related beamformer analysis revealed early visual areas involved in attention from 0 to 200 ms after the attention cue. In Figure 3A , significant ( p Ͻ 0.01) group-averaged source activity for the attention cue (latency 100 -200 ms) is presented and plotted on template glass-brain plots and inflated cortical group mesh models. The only activations seen in both groups were within the right primary visual cortex and right cuneus.
We then evaluated neural responses for each participant using anatomically predefined ROIs for primary visual cortex and cuneus. We chose this approach rather than whole-brain thresholding methods to avoid overlooking differences in weakly activated areas. The cortical onset for controls were as follows: V1, 79.2 ms; cuneus, 80.0 ms; and for patients: V1, 80.8 ms; cuneus, 81.7 ms. These results demonstrate a sequence of neural events for both groups from primary visual cortex to cuneus during the visual attention phase of our task (Fig. 3B) .
Using these predefined ROIs, task-driven PLF was computed between 1 and 60 Hz within V1 and cuneus for each participant. PLF reflects the variability of oscillatory activity across multiple trials at a particular time-frequency point (Tallon-Baudry et al., 1996) and is scaled from "0" reflecting no phase synchrony to "1" reflecting perfectly synchronized phases (Schack and Klimesch, 2002). Group-averaged PLF plots for V1 and cuneus were created (Fig. 4A) and from the plot it can be seen that the peak PLF for both groups and areas occurs between 100 and 200 ms. Healthy children showed robust right V1 and cuneus phaselocking to the attend cue from 100 to 200 ms in alpha (8 -15 Hz), beta (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) (26) (27) (28) (29) , and gamma (30 -60 Hz), whereas patients demonstrated weaker phase-locking in those frequency bands. There were no differences between groups in number of trials used in PLF calculations (t (2,50) ϭ Ϫ0.59, p ϭ 0.56, two-sample t test). Neither group showed substantial phase-locking in the delta (2-4 Hz) or theta (5-7 Hz) bands. For each participant, peak PLFs were extracted across the different frequency bands for the two ROIs. Mean PLF across all frequencies between 100 and 200 ms differed between healthy children and BT patients (0.42 Ϯ 0.18 vs 0.36 Ϯ 0.18; F (1,50) ϭ 6.60, p ϭ 0.01, ANOVA). PLF differed across frequency band as well (F (4,50) ϭ 24.20, p ϭ 0.01,ANOVA).Testsofsimpleeffectsrevealed that healthy children had significantly greater PLF in cuneus theta (F (1,50) ϭ 5.26, p ϭ 0.03) and alpha (F (1,50) ϭ 7.92, p ϭ 0.007), and V1 alpha (F (1,50) ϭ 7.04, p ϭ 0.01, beta (F (1,50) ϭ 7.07, p ϭ 0.01), and gamma (F (1,50) ϭ 8.26, p ϭ 0.006) compared with patients. Thus, peak PLFs from theta and alpha bands for cuneus, and alpha, beta, and gamma bands for V1 were carried forward to our path model.
WM microstructure influences reaction time via effects on neural synchrony
We then tested the relations between WM microstructure and phase synchrony in predicting reaction time using PLS-path model analysis (Sanchez, 2013) . In our hypothesized model we suggest that the effects of treatment for a BT on reaction time is mediated by the impact of right OR/V1/cuneus microstructure on neural synchronization in right visual cortex (Fig. 5A) . We constrained our hypothesized path model to have DTI indices within right OR/V1/cuneus to predict right V1 synchrony as this reflects the anatomic proximity of these structures, additionally to have right V1 predict right cuneus synchrony as this reflects the timing sequence of activation in this early visual response ( Fig. 3B ; Simpson et al., 2011) . In our comparison model we hypothesize the effects of treatment for a BT on reaction time is not mediated by the impact of frontal region microstructure (region B; Fig. 2F shows mask) on neural synchronization (Fig. 5B) . The difference between our two models is that within our comparison model we predict DTI indices within frontal regions do not influence V1 synchrony, whereas DTI indices within ORs, V1, and cuneus influence V1 synchrony. In addition to group status (i.e., patients vs healthy children), reaction time, diffusion WM indices along the OR, V1, and cuneus and frontal regions, and phase-locking within V1 and cuneus, we also included age and sex as variables in the model. Age and sex were included as they are known to influence reaction time (Dykiert et al., 2012) . In particular, we tested whether MEG measures of neural synchrony had a mediating relationship between WM measures and reaction time (number of bootstraps ϭ 5000).
First, we tested the accuracy of a measurement model that included the following latent constructs: participant (indicators are age, sex, and group status), WM (indicators are FA; note FA loading on the latent variable was changed to be similar as the other DTI indices), RD and MD (within the ORs, V1, and cuneus and frontal regions), V1 (indicators are peak PLF values for alpha, beta, and gamma frequency bands), cuneus (indicators are peak PLF values for alpha, beta, and gamma frequency bands), and reaction time, where reaction time was the outcome variable. All indicators had a loading Ͼ0.8 on their respective latent constructs, except age and gender where loadings were 0.4 and 0.2, respectively. Hence, these measures were removed from the model. All remaining measures corresponded well with their latent constructs (Cronbach's alpha Ͼ0.85, Dillon-Goldstein's rho Ͼ0.9). Further, the discriminant validity of the measurement model was good: cross-loading for each measure relative to the other latent constructs were larger (Ͼ0.1) than the loadings obtained from measures belonging to other latent constructs. In essence, indicators should correlate strongly with the latent construct it is associated with and weakly with other latent constructs otherwise it is impossible to discriminate whether the indicator in question belongs to its intended latent construct or to another.
As shown in Figure 5A , we observed within our hypothesized predicted increased reaction time. The GoF measure for our PLS path modeling was 0.49. Aves were 0.84, 0.82, and 0.82 for WM, cuneus, and V1, respectively, which were all larger than the recommended 0.5 cutoff (Sanchez, 2013) and greater than the correlations between constructs (Ͻ0.80). In the comparison model in Figure 5B , we observed that participant predicted WM [␤ ϭ 0.52 (CI 95 : 0.36, 0.67 : increased RD or MD, or decreased FA, within frontal WM does not predict phase-locking. We also conducted the PLSpath modeling using a more restricted ROI which included only the WM underlying the areas of V1 and cuneus MEG activation. When we applied this ROI, the model parameters were largely unchanged. Thus, treatment with radiation has direct and indirect effects on behavioral reaction time, via the impact of OR, V1, and cuneus microstructure on neural synchronization within early visual response.
Computational models replicate reduced neural synchronization by increasing dispersion of action potential conduction latencies According to on our PLS-path model, WM microstructure appears to play an important role in propagating signals in such a manner as to produce synchronous neural oscillations and efficient cognitive processing. To better understand the underlying biophysical mechanisms, we used computational modeling to assess the impact of an increase in the variance of conduction velocity, which we hypothesize to result from changes in WM microstructure (Siegel et al., 2012) , on cortical-cortical oscillations. Disruption of conduction velocity will increase the dispersion of task-related inputs to cortex; therefore, we examined the effect of asynchronous recruitment on the phase-locking of oscillatory activity within a V1 and cuneus network and across independent trials. As shown in Figure 4B , our simulations indicate that increased dispersion of the input timings reliably suppresses phase resets and thus robustly hinders the coherence of taskrelated oscillations. Our simulation also showed a strong dependence of broadband phase-locking on the level of intrinsic noise present within both V1 and cuneus cortical populations. Indeed, for both networks, the robustness of phase-locking was compromised more significantly in the damaged condition, compared with the control condition. Together, these observations support the idea that phase coherence across trials reflects the synchrony of task-related inputs and is thus strongly dependent on both the microstructure of WM pathways and the level of noise shaping the dynamics of neural populations.
Discussion
Using multimodal neuroimaging and computational modeling we provide novel evidence that local WM microstructure affects the cognitive operation of information processing speed through its influence on local neural phase synchrony. Our main findings are as follows: (1) patients show evidence of delayed reaction time, WM compromise, and reduced phase synchrony during visual attention; (2) differences in FA, RD, and MD between patients and healthy children within the optic radiations, V1 and cuneus predict VI and cuneus phase synchrony to a visual event which, in turn, predicts behavioral reaction time; (3) differences in FA, RD, and MD between patients and healthy children within the frontal lobe does not predict V1 and cuneus phase synchrony to a visual event; and (4) in a simple computational model of WM insult, disruption of the timing (synchrony) of neural inputs disrupts phase coherence.
Few studies have investigated the links between WM microstructure, neural function, and cognition, and recent reviews further highlight the need for exactly such work (Fields, 2015; Nunez et al., 2015) . The characteristics of our clinical sample make it an excellent population in which to examine these relationships. First, our DTI findings are consistent with previous work showing that patients treated for BT display lower FA and greater RD and MD relative to healthy children, indicative of WM compromise Law et al., 2015) . Indeed, many studies have demonstrated that demyelination and/or axonal damage arising from different causes are reflected by changes in RD, MD, and FA values (Alexander et al., 2007) . Second, compared with healthy children, patients exhibited decreased phase synchrony within the alpha, beta, and gamma frequency bands within V1 and cuneus during visual attention. Phase synchrony in these regions likely reflects attention and top-down neural communication within frontal-parietal network on visual attention processing (Yamagishi et al., 2008) . In particular, phase-locking in the low-frequency bands (1-10 Hz) has been previously shown to be associated with higher levels of performance during visual tasks (Yamagishi et al., 2008) , attentional processes (Ding et al., 2006) , and inter-region or long-range communication (von Stein and Sarnthein, 2000) . Phase-locking in the gamma band (26 -60 Hz) is associated with increased attention and visuo-motor learning (Fries et al., 2001; Perfetti et al., 2011) , but also with intraregion or local processing (Yamagishi et al., 2008) . Finally, the slower reaction times we observed in patients during a visualmotor task corroborate our previous results (Scantlebury et al., 2016) . Reduction of information processing speeds, often manifest as slowed reaction times, are one of the most common cognitive impairments in various clinical populations with WM abnormalities (Filley, 2005) . By comparing such a clinical population to healthy children, we were able to reveal differences within WM, neural synchrony, and information processing, providing the platform to model the impact of myelin damage on neural oscillations and cognition.
Myelin, which speeds up action potential propagation by insulating axons, is critical in the regulation of synchronous activity between neurons (Lang and Rosenbluth, 2003) . It has been proposed that damage to myelin, axons, and/or axon membrane alters conduction velocities and decreases temporal synchrony within neural ensembles by increasing the variance in conduction velocity, resulting in impaired neural function (Pajevic et al., 2014; Fields, 2015; Nunez et al., 2015) . We observed that variations in DTI indices within the OR, V1, and cuneus, reflected as the difference between patients and healthy children, had direct effects on behavioral reaction time and indirect effects through visual cortex synchrony. In comparison DTI indices within the frontal lobe did not have an effect on visual cortex synchrony. Based on these findings we conclude that WM within the OR, V1, and cuneus plays a contributing factor to phase synchrony within the visual pathway, which in turn is linked to information processing speed.
We further explored the impact of WM microstructure compromise on neuronal synchrony by developing a simplified population-scale network model of a corticocortical system in which task-related inputs, both feedback and recurrent, were delivered with disturbed timings that reflected WM damage. Our simulations indicated that increased dispersion of input timings and intrinsic noise reliably suppressed broadband phase resets in cortical populations and thus robustly hindered the coherence of task-related oscillations. Furthermore, for both networks, decreased phase-locking was found in the damaged condition. We note the striking similarity in the effects of WM damage on PLF between the human and computational data (Fig. 4 A, B) . Together our human and modeling data suggest that the decrease in phase-locking we observed within our patient population may be the result of disruptions in the phase reset of local neural oscillators, due to disrupted input timing consequent to local WM insult, yielding asynchronous firing during attentional control, which in turn perturbed the speed of behavioral response in a visual motor reaction time task. That is, the disruption of phase coherence across trials that we observed reflects inconsistency in the timing of task-related inputs predicted by WM microstructure compromise and the level of noise shaping the dynamics of neural populations.
A limitation of our study is that patients had variable medical histories. In addition to tumor type, patients showed heterogeneity in the number of surgeries, chemotherapy treatments, and the number, location, and CRT doses. Although CRT is commonly correlated with WM compromise and cognitive impairments, other medical and treatment variables can influence WM architecture (Malone et al., 2015) . Indeed, patients treated for lowgrade gliomas, in the absence of CRT, show WM compromise and slowed information processing (Liu et al., 2015) . However, despite this heterogeneity, patients collectively show a robust change in WM microstructure leading to reduced phase synchrony in visual processing and, in turn, slowed information processing speeds. This suggests that despite differences in the cause of microstructural changes in WM, there are changes revealed by DTI that translate into a effect on neural function. Future directions with patient populations include increasing the sample sizes for various subgroups (i.e., surgery-only, surgery/ chemotherapy-only, focal radiation) and conducting multiple regressions to apply to path models using patient characteristics as independent variables. Finally, here we examined local synchronization within regions and not between regions. Future work examining intra-regional synchronization will allow direct evaluation of the impact of WM damage on large-scale neural communication.
Conclusion
Cognition is the product of coordinated firing of neuronal assemblies (Fries, 2005) . WM is composed of axons, dendrites, and glial cells. Glial cells in particular myelinate axons and thereby facilitate the speed and coordination of action potential propagation along neuronal fibers and among neurons (Waxman, 1980; Salami et al., 2003) . Understanding how WM microstructure affects cognition is critical for understanding the neural basis of normal cognition and its pathological disruption in a broad range of disorders. Other mechanisms are undoubtedly involved in linking WM microstructure to cognition but this is, to our knowledge, the first study to demonstrate the links between WM architecture, neural synchrony, and information processing speed. Specifically, we show that WM microstructure within the OR, V1, and cuneus influences neural synchrony within the visual cortex and the speed of information processing on a visualmotor task. WM compromise has an indirect adverse impact on information processing via perturbed phase synchrony. We show that when diffusion measures are used in concert with measures of neural function they can provide information on how the relationships between WM microstructure and real-time neural function manifest into cognitive performance. Uniquely, we corroborate these results using a corticocortical computational model showing that input timing dispersion of neuronal signals, representing perturbed signal conduction from myelin damage, disrupts phase coherence in a neuronal network. Together, these findings motivate us to propose that regional neuronal communication is implemented by the synchronization within multiple frequency bands among local neural groups, whereby changes of phases are modulated by local WM microstructure which in turn affects cognitive processing.
