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MORITA’S TRACE MAPS ON THE GROUP OF HOMOLOGY COBORDISMS
GWE´NAE¨L MASSUYEAU AND TAKUYA SAKASAI
ABSTRACT. Morita introduced in 2008 a 1-cocycle on the group of homology cobordisms of
surfaces with values in an infinite-dimensional vector space. His 1-cocycle contains all the
“traces” of Johnson homomorphisms which he introduced fifteen years earlier in his study of
the mapping class group. In this paper, we propose a new version of Morita’s 1-cocycle based on
a simple and explicit construction. Our 1-cocycle is proved to satisfy several fundamental prop-
erties, including a connection with the Magnus representation and the LMO homomorphism. As
an application, we show that the rational abelianization of the group of homology cobordisms is
non-trivial. Besides, we apply some of our algebraic methods to compare two natural filtrations
on the automorphism group of a finitely-generated free group.
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1. INTRODUCTION
LetΣ be a compact connected oriented surface of genus g with one boundary component. The
mapping class groupM :=M(Σ) ofΣ is the group of isotopy classes of self-homeomorphisms
of Σ which fix the boundary ∂Σ pointwisely. A fruitful approach of the mapping class group,
which has been developed by Johnson [Joh83] and Morita [Mor93], consists in studying the
group M through its action on the fundamental group π := π1(Σ, ⋆) of the surface Σ based
at a point ⋆ ∈ ∂Σ. Specifically, this approach is based on the Johnson filtration which is a
decreasing sequence of subgroups of the mapping class group:
M =M[0] ⊃M[1] ⊃ · · · ⊃ M[k] ⊃M[k + 1] ⊃ · · ·
For every k ≥ 1, the groupM[k] consists of (the isotopy classes of) the self-homeomorphisms
of Σ acting trivially on the k-th nilpotent quotient of π. For instance, I :=M[1] is the subgroup
Date: September 18, 2018.
2000 Mathematics Subject Classification. Primary 20F38, Secondary 20F14; 20F28; 20F34; 57M05; 57M27;
57N10; 57N70.
Key words and phrases. Mapping class group; automorphism group of a free group; homology cobordism; John-
son homomorphism; Magnus representation; Morita trace.
1
2 GWE´NAE¨L MASSUYEAU AND TAKUYA SAKASAI
of M acting trivially on the homology of Σ, which is known as the Torelli group of Σ. For
every k ≥ 1, there is a group homomorphism τk : M[k] → h
Z
k with kernel M[k + 1], which
encodes the action of M[k] on the (k + 1)-st nilpotent quotient of π and is referred to as the
k-th Johnson homomorphism. Here hZk is a free abelian group which consists of certain tensors
of degree (k + 2) in HZ := H1(Σ;Z), and a fundamental problem is then to compute the
image of τk. The first result in this direction is due to Morita: he showed that a certain “trace”
map ITrk : h
Z
k → S
k(HZ), with values in the degree k part of the symmetric algebra S(HZ),
vanishes on the image of τk and is rationally surjective for every odd k ≥ 3.
The mapping class groupM can be regarded as an object of study of 3-dimensional topology
via its embedding into the group of homology cobordisms. A cobordism from Σ to itself is a
compact connected oriented 3-manifold M coming with two maps m+ : Σ → M and m− :
Σ → M , such that the oriented surface ∂M decomposes into −m−(Σ), m+(Σ) and a copy of
the annulus ∂Σ× [−1, 1] connectingm−(∂Σ) tom+(∂Σ), which we call the vertical boundary.
Two cobordisms M,M ′ are considered to be equivalent if there is an orientation-preserving
homeomorphism h : M → M ′ whose restriction to the boundary satisfies h ◦m± = m
′
± and
corresponds to the identity of ∂Σ × [−1, 1] on the vertical boundary. A cobordism M is called
a homology cobordism if the boundary-parametrizations m+ and m− induce isomorphisms in
integral homology. The set C := C(Σ) of (equivalence classes of) homology cobordisms from Σ
to itself is a monoid: the multiplication law is defined by gluing cobordisms in the usual way, and
the unit element is the trivial cobordism Σ×[−1, 1] with the obvious boundary parametrizations.
Furthermore, two homology cobordisms M,M ′ ∈ C are said to be homology cobordant if they
are in turn related by a 4-dimensional oriented homology cobordism. The quotient H := H(Σ)
of the monoid C by this equivalence relation is actually a group and is called the group of
homology cobordisms of Σ. In fact, there are two versions of this group, namely Hsmooth
and Htop, depending on whether we are considering smooth or topological 4-manifolds. For
instance, when g = 0, the groupH is naturally identified with the “homology cobordism group”
of oriented integral homology 3-spheres. The topological version of this group is trivial by a
result of Freedman [Fre82]. But, in the smooth case, this group denoted by Θ3 is known to be
highly non-trivial by works of Fintushel and Stern [FS85] and Furuta [Fur90]. Thus, the group
Hsmooth can be viewed as a higher genus version of Θ
3. In the sequel, since our considerations
apply to Hsmooth as well asHtop, we will simply use the notation H.
The “mapping cylinder” construction gives a group homomorphism M → H, which turns
out to be injective: thus one can viewM as a subgroup of H. This viewpoint on the mapping
class group, which originates from the works of Habiro [Hab00b] and Garoufalidis–Levine
[GL05] on finite-type invariants of 3-manifolds, gave new perspectives on the Johnson–Morita
approach of the mapping class group. Indeed, the Johnson filtration can be defined for the group
of homology cobordisms too:
H = H[0] ⊃ H[1] ⊃ · · · ⊃ H[k] ⊃ H[k + 1] ⊃ · · · .
In particular, IH := H[1] consists of the classes M ∈ H that have the same homology type
as Σ × [−1, 1]: hence, it is called the group of homology cylinders. For every k ≥ 1, the k-
th Johnson homomorphism extends to a group homomorphism τk : H[k] → h
Z
k with kernel
H[k+1], which is shown to be surjective in [GL05, Hab00a]. Thus, the problem of determining
the image of τk :M[k]→ h
Z
k is deeply related to the recognition of elements ofM inside H.
In this spirit, Morita has considered in [Mor08] a generalization of his “trace” maps to the
group of homology cobordisms. Specifically, he produced a single group 1-cocycle onH whose
restriction to H[1] = IH contains τ1 and whose restriction to H[k] contains the composition
ITrk ◦ τk for every odd k ≥ 3. This group 1-cocycle takes values in an infinite-dimensional
Q-vector space in which it has a “Zariski-dense” image. As an application, he deduced that the
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abelianization of the group IH has an infinite rank and he was able to construct some (possibly
non-trivial) cohomology classes in H. Morita’s construction, which uses some elements of the
theory of algebraic groups, is somehow intricate in that it involves several isomorphisms of Lie
algebras which are not always explicit.
In this paper, we propose a new version of Morita’s “generalized trace” on the group H.
Although simpler, our construction uses the same kinds of ingredients as Morita’s definition: it
is based on the action of the groupH on the Malcev completion of π, and it needs a “symplectic
expansion” θ of the free group π which is also implicit in his paper [Mor08]. The result is a
group 1-cocycle Abθ on H, whose definition depends explicitly on θ. Taking advantage of our
simpler definition, we are able to prove some additional properties for this version of Morita’s
1-cocycle: the restriction IAb of Abθ to IH is shown to be canonical (i.e. independent of θ),H-
equivariant and invariant under stabilization of the surface Σ. We show that IAb is dominated by
the tree-reduction of the LMO homomorphism discussed in [Mas12], so that IAb decomposes as
an infinite sequence of finite-type invariants of strictly-increasing degrees. Moreover, we relate
IAb to the determinant of the Magnus representation of IH, which generalizes another result of
Morita for the Torelli group I [Mor93]. Finally, a result of Conant, Kassabov and Vogtmann
[CKV13] reveals that the target of our 1-cocycle is much larger than Morita’s original one.
We apply our construction to the study of the abelianization of H. It is known by a result of
Cha, Friedl and Kim [CFK11] that the abelianization of H for any g ≥ 1 includes (Z/2Z)∞ as
a direct summand. This was proved using the duality properties of the Reidemeister torsion for
homology cobordisms, and left open the question of the triviality of the rational abelianization
of H. By very different methods, we show that (H/[H,H]) ⊗Z Q 6= 0 for all genus g ≥ 1.
Indeed, using some algebraic results of Morita, Suzuki and the second-named author [MSS15,
MSS16], we derive from the 1-cocycle Abθ a non-trivial group homomorphism I˜k : H → Q.
To be more specific, I˜k is a finite-type invariant of degree k, with k ∈ {6, 10} for g = 1 and
k = 12 for g ≥ 2. Although it vanishes on the mapping class groupM, the homomorphism I˜k
is determined by the action of H on the Malcev completion of the (k + 1)-st nilpotent quotient
of π. (In particular, when H = Hsmooth, this homomorphism vanishes on the copy of Θ
3 that
H naturally contains.)
In fact, our approach is general enough to be applied to some other situations. For instance,
we will consider the case of the automorphism group Aut(F ) of a finitely-generated free group
F . The analogue of the Johnson filtration for this group is called the Andreadakis filtration. As
a side-product of our constructions, we obtain a comparison result between this filtration and the
lower central series of the kernel of the canonical homomorphism Aut(F ) → Aut(F/[F,F ]);
the same result has been obtained around the same time by Bartholdi, with a rather similar
strategy of proof: see [Bar13].
Besides, parallel to our study of the group of homology cobordisms H, we may have also
considered the concordance group S := Sn of n-strand string-links in a thickened disk. In-
deed, each of the notions that we have mentioned so far for homology cobordisms has an exact
analogue for string links:
group H group S
mapping class group of Σ pure braid group on n strands
Johnson homomorphisms Milnor’s µ-invariants
Johnson filtration Milnor filtration
symplectic expansions “special” expansions (see [AT12, Mas18])
LMO homomorphism Kontsevich integral
However, for the sake of brevity, we shall not discuss string-links in this paper.
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Organization of the paper. We begin by preparing some algebraic tools in Sections 2–4. Our
methods being infinitesimal by nature, we first recall some well-known facts about Malcev Lie
algebras of free groups. Then we review the definition of Morita’s trace and its generalization
by Satoh, proving that the latter defines a 1-cocycle on the Lie algebra of derivations. Next we
introduce two maps on the automorphism group of a complete free Lie algebra: the “abelianiza-
tion map” and a kind of “Magnus representation”, which are related one to the other by two sorts
of trace maps. In Section 5, we give a first application of our algebraic tools to the comparison
of two filtrations of Aut(F ). The topological applications start from Section 6: an infinitesimal
version of the Dehn–Nielsen representation, combined to the above-mentioned “abelianization
map”, gives rise to the 1-cocycle Abθ which we relate to the LMO homomorphism. The study
of Abθ continues in Section 7, where the relation with the classical Magnus representation is
established. In Section 8, we use the 1-cocycle Abθ to produce a non-trivial rational abelian
quotient of the group H for all g ≥ 1. Appendix A discusses a noncommutative version of the
log-determinant function.
Notation and conventions. Unless explicitly stated otherwise, the ground ring is the field
Q of rational numbers. Given a vector space V (over Q), we denote by V ∗ the dual space
Hom(V,Q). If V is equipped with a decreasing filtration of subspaces (FkV )k indexed by the
natural integers, then the vector space V is given the corresponding topology and its completion
is V̂ := lim
←−k
V/FkV ; the filtration is said to be complete if the canonical map V → V̂ is an
isomorphism. If V =
⊕
i≥0 Vi is a graded vector space, then it is equipped with the degree-
filtration (V≥k)k where V≥k :=
⊕
i≥k Vi: the corresponding completion V̂ =
∏
i≥0 Vi is called
the degree-completion.
Acknowledgements. Some of the results of this paper have been obtained in 2011 while the
second-named author visited the University of Strasbourg, whose hospitality is gratefully ac-
knowledged. The authors would like to thank Athanase Papadopoulos and Ken-ichi Ohshika for
giving chances to keep on working through the workshops held in 2014 and 2015 in the frame-
work of a CNRS–JSPS joint seminar. Thanks are also due to Nariya Kawazumi for informing
the authors that he also studied some commutative analogues of the “Magnus representations”
that are introduced in Section 4.2. The second-named author would like to thank Shigeyuki
Morita and Masaaki Suzuki for helpful discussions on the topics in Section 8. He was partially
supported by KAKENHI (No. 15H03618 and No. 15H03619), Japan Society for the Promotion
of Science, Japan.
2. MALCEV LIE ALGEBRAS OF FREE GROUPS
In this section, we briefly review some well-known material related to free groups and their
Malcev Lie algebras. The reader may consult [Mas12, Section 2] for further informations and
references. Next, we specialize this material to the “symplectic case”, which we shall need to
study groups of homology cobordisms.
2.1. Malcev Lie algebras. Let G be a group. The group algebra Q[G] of G has a canonical
Hopf algebra structure with coproduct ∆, counit ε and antipode S defined by ∆(g) = g ⊗ g,
ε(g) = 1 and S(g) = g−1, respectively, for any g ∈ G. Let I := ker(ε) denote the augmentation
ideal of Q[G]. The I-adic completion
Q̂[G] := lim
←−
k
Q[G]/Ik
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of Q[G] is a complete Hopf algebra in the sense of [Qui69, Appendix A], whose coproduct ∆ˆ,
counit εˆ and antipode Sˆ are induced by ∆, ε and S respectively.
By definition, the Malcev Lie algebra of G is the Lie algebra of primitive elements of Q̂[G],
i.e. we have
M(G) :=
{
x ∈ Q̂[G] : ∆ˆ(x) = x⊗ˆ1 + 1⊗ˆx
}
.
The completed I-adic filtration on Q̂[G] restricts to a filtration on the Lie algebra M(G). We
recall how it is related to the lower central series of G
G = Γ1G ⊃ Γ2G ⊃ · · · ⊃ Γk−1G ⊃ ΓkG ⊃ · · ·
which is defined inductively by ΓkG := [Γk−1G,G] for any integer k ≥ 2. The logarithmic
series log : G→M(G) defined on any g ∈ G by log(g) :=
∑
k≥1(−1)
k+1(g−1)k/k preserves
the filtration and it mainly follows from [Qui68] that log induces an isomorphism at the graded
level:
(2.1) (Gr log)⊗ZQ : (GrG)⊗ZQ
≃
−→ GrM(G)
Note that both (GrG)⊗ZQ and GrM(G) are graded Lie algebras (whose Lie brackets are
respectively induced by the commutator in G and the Lie bracket in M(G)), and the map
(Gr log)⊗ZQ preserves these structures.
2.2. Expansions of free groups. We now consider the case of a free group F of finite rank
n. We set H := (F/[F,F ]) ⊗Z Q and denote by L := L(H) the graded Lie algebra freely
generated by H in degree 1: for any i ≥ 1, its degree i part Li := Li(H) consists of iterated
Lie brackets inH of length i. We recall how the Malcev Lie algebra M(F ) can be identified by
means of “expansions” to the degree-completion L̂ := L̂(H) of L.
Let T := T (H) =
⊕
i≥0H
⊗i be the graded associative algebra freely generated by H in
degree 1, and let T̂ := T̂ (H) denote the degree-completion of T . Note that T̂ is a complete Hopf
algebra whose Lie algebra of primitive elements is L̂. An expansion of F is a map θ : F → T̂
which satisfies θ(xy) = θ(x)θ(y) for any x, y ∈ F , and such that
(2.2) θ(x) = 1 + [x] + (higher-degree terms)
for any x ∈ F with homology class [x] ∈ H . The expansion θ is group-like if it takes group-like
values.
Example 2.1. Let γ := (γ1, . . . , γn) be a basis of F . Classically, the Magnus expansion refers
to the expansion θγ of F defined by θγ(γi) := 1 + [γi]. Another example is the expansion θ
exp
γ
of F given by
θexpγ (γi) := exp([γi]) =
∞∑
k=0
[γi]
k
k!
.
Note that, contrary to θγ , the expansion θ
exp
γ is group-like. 
Any expansion θ : F → T̂ extends to a complete algebra homomorphism θ̂ : Q̂[F ]→ T̂ and,
by condition (2.2), θ̂ is an isomorphism. If θ is group-like, then θ̂ preserves the Hopf algebra
structures, so that it restricts to a filtration-preserving Lie algebra isomorphism
(2.3) θ̂ : M(F )
≃
−→ L̂.
Note that the composition of Gr θ̂ : GrM(F ) → Gr L̂ = GrL = L with the isomorphism
(Gr log)⊗ZQ : (GrF )⊗ZQ→ GrM(F ) is the rational form of the canonical isomorphism of
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graded Lie rings
(2.4) GrF =
∞⊕
k=1
ΓkF
Γk+1F
≃
−→ LZ =
∞⊕
k=1
LZk
given by the identity in degree 1. Here LZ := LZ(HZ) denotes the graded Lie ring freely
generated by HZ := F/[F,F ] in degree 1.
2.3. Symplectic expansions. We now assume that F is the fundamental group π := π1(Σ, ⋆)
of a compact oriented connected surface Σ of genus g with one boundary component. The
base point ⋆ is fixed on ∂Σ. The homology intersection on Σ defines a symplectic form on
H1(Σ;Q) ≃ H which, by the resulting duality H ≃ H
∗, can also be regarded as an element
ω ∈ ∧2H ⊂ H⊗2. An expansion θ of π is symplectic if it is group-like and maps ζ := [∂Σ] ∈ π
to exp(−ω). (Here the boundary curve ∂Σ has the orientation inherited from Σ.)
Let γ := (α1, . . . , αg, β1, . . . , βg) be a basis of π given by a system of meridians and parallels
on the surface Σ. Then the expansion θexpγ of Example 2.1 can be modified degree-after-degree
to produce an example of symplectic expansion [Mas12, Lemma 2.16]. (See also [Mor08,
Lemma 3.6] for a similar result and [Kun12] for a more general construction.)
3. MORITA’S TRACE MAP AND ITS VARIANTS
In this section, we review Morita’s trace map on the Lie algebra of derivations of a free Lie
algebra [Mor93] following the generalization proposed by Satoh [Sat12]. We also present some
variants of this construction.
3.1. Automorphisms of free Lie algebras. Let L := L(H) be the graded free Lie algebra
generated by a finite-dimensional Q-vector space H in degree 1. We denote by Aut(L̂) the
group of filtration-preserving automorphisms of the degree-completion L̂.
LetR be a characteristic ideal of the Lie algebra L and denote by R̂ the closure ofR in L̂. We
denote by AutR(L̂) the subgroup of Aut(L̂) consisting of the automorphisms that induce the
identity at the level of L̂/R̂. In particular, for R := L≥2, we have R̂ = L̂≥2 so that Aut
R(L̂)
is the group IAut(L̂) of automorphisms that induce the identity at the graded level. There is a
short exact sequence of groups
(3.1) 1 // IAut(L̂) // Aut(L̂)
σ
// GL(H) // 1,
where the general linear groupGL(H) is identified with the group of automorphisms of L̂/L̂≥2.
3.2. Derivations of free Lie algebras. We denote by Der(L̂, L̂) the Lie algebra of filtration-
preserving derivations of L̂. It contains, as an ideal, the Lie algebra Der(L̂, L̂≥2) of derivations
with values in L̂≥2. It is well-known that the logarithmic series
log(ψ) =
∞∑
n=1
(−1)n+1
(
ψ − id
L̂
)n
n
establishes a one-to-one correspondence IAut(L̂)
≃
−→ Der(L̂, L̂≥2) whose inverse map is given
by the exponential series
exp(δ) =
∞∑
n=0
δn
n!
.
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(See [Mas12, Proposition 5.12], for instance.) Furthermore, for any characteristic ideal R of
L contained in L≥2, this correspondence sends the subgroup Aut
R(L̂) to the Lie subalgebra
Der(L̂, R̂) of R̂-valued derivations.
The canonical action of GL(H) on H extends to an action of GL(H) on the Lie algebra L̂.
Hence we can regard GL(H) as a subgroup of Aut(L̂), which provides a canonical section to
the short exact sequence (3.1). Besides, there is a canonical action of GL(H) on the Lie algebra
Der(L̂, L̂) given by (A, δ) 7→ A ◦ δ ◦ A−1. Clearly, for any characteristic ideal R ⊂ L≥2, the
Lie subalgebra Der(L̂, R̂) is preserved by this action.
Clearly a filtration-preserving derivation of L̂ is determined by its restriction to H = L1.
Hence we can identify the vector spaceDer(L̂, L̂) toHom(H, L̂) and, similarly, the vector space
Der(L,L) of derivations of L can be identified toHom(H,L). Therefore, by the decomposition
Hom(H, L̂) =
∞∏
d=0
Hom(H,Ld+1),
we can regard Der(L̂, L̂) as the degree-completion of Der(L,L). Here a derivation δ : L → L
is homogeneous of degree d if it sends H to Ld+1.
3.3. The trace cocycle. Let T := T (H) and denote by [T, T ] the subspace of T spanned by
commutators [u, v] = uv − vu, for all u, v ∈ T . We consider the quotient space C(H) :=
T/[T, T ]. Thus, for any integer k ≥ 1, the degree k part Ck(H) of C(H) consists of homoge-
neous tensors in H of degree k up to cyclic permutation of the components.
Following Satoh [Sat12], we consider the degree-preserving GL(H)-equivariant linear map
Tr : Der(L,L) −→ C(H)
which, in degree k ≥ 0, is defined by the following composition:
Hom(H,Lk+1) ≃ H
∗ ⊗ Lk+1 ⊂ H
∗ ⊗H⊗(k+1)
ev
// H⊗k
proj
// Ck(H).
Here, the map “ev” is the tensor product of the evaluation map H∗ ⊗H → Q with the identity
of H⊗k, and the map “proj” is the canonical projection.
Example 3.1. Let δ ∈ Hom(H,H) and regard it as a derivation of L of degree 0. Then Tr(δ) ∈
C0(H) ≃ Q is the usual trace tr(δ) of the endomorphism δ. 
In general, the “trace” Tr(δ) of a δ ∈ Der(L,L) can be explicitly computed as follows. Let
n := dim(H) and fix a basis (x1, . . . , xn) of H . We define the linear maps ∂i : T → T for all
i ∈ {1, . . . , n} by requiring that
(3.2) ∀v ∈ T, v − ε(v) =
n∑
k=1
xk ∂k(v).
where ε : T → Q is the counit defined by ε(q · 1) = q for all q ∈ Q and ε(u) = 0 for all
u ∈ T≥1. It follows from (3.2) that ∂i is a “Fox derivation” of the augmented algebra (T, ε), i.e.
(3.3) ∀u, v ∈ T, ∂i(uv) = ∂i(u) v + ε(u) ∂i(v).
If (x∗1, . . . , x
∗
n) denotes the basis ofH
∗ dual to (x1, . . . , xn), then ∂i(u) := ev(x
∗
i ⊗ u) ∈ T for
any u ∈ T . Thus we obtain the “divergence” formula
(3.4) Tr(δ) =
n∑
i=1
ev
(
x∗i ⊗ δ(xi)
)
=
n∑
i=1
∂i
(
δ(xi)
)
for any δ ∈ Der(L,L) ≃ Hom(H,L).
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Observe that any δ ∈ Der(L,L) extends uniquely to a derivation δ˜ of the algebra T , and
clearly δ˜ preserves the subspace [T, T ]. This defines an action of the Lie algebra Der(L,L) on
the space C(H). The proof of the next lemma is delayed to the end of this section.
Lemma 3.2. The map Tr is a 1-cocycle of the Lie algebra Der(L,L): for any δ, η ∈ Der(L,L),
we have
(3.5) Tr ([δ, η]) = δ · Tr(η)− η · Tr(δ).
It has been proved by Satoh [Sat12] that Tr : Der(L,L) → C(H) is surjective in any fixed
degree d if dim(H) is large enough with respect to d (see Theorem 5.2 below). LetR ⊂ L≥2 be
a characteristic ideal and let CR(H) be the quotient of T by the subspace [T, T ]+TRT , where
TRT is the two-sided ideal of T generated by R. The composition of Tr with the canonical
projection C(H) → CR(H) is denoted by TrR. It follows from Lemma 3.2 that TrR vanishes
on the image of the Lie bracket of Der(L,R), so that it induces a degree-preserving GL(H)-
equivariant linear map
TrR : H1
(
Der(L,R)
)
−→ CR(H).
An important special case is provided byR := L≥2. Then we have C
R(H) = S(H) and the
resulting map TrR is denoted by
(3.6) ITr : H1
(
Der(L,L≥2)
)
−→ S(H).
The map ITr, which we describe in more detail below, was originally defined by Morita [Mor93]
in his study of mapping class groups.
3.4. The symplectic case. Assume now that the vector space H is equipped with a symplectic
form ω : H ×H → Q. We shall identify H to H∗ via the isomorphism h 7→ ω(h,−). In this
case, the contents of the previous subsections can be specified as follows.
We identify Der(L̂, L̂) to Hom(H, L̂) = H∗ ⊗ L̂ ≃ H ⊗ L̂ using the above isomorphism
H ≃ H∗. Furthermore, denoting by ω ∈ ∧2H = L2 the bivector dual to ω ∈ ∧
2H∗, we
consider the subgroups
Autω(L̂) ⊂ Aut(L̂), IAutω(L̂) ⊂ IAut(L̂)
of automorphisms that fix ω, and the Lie subalgebras
ĥ := Derω(L̂, L̂) ⊂ Der(L̂, L̂), ĥ
+ := Derω(L̂, L̂≥2) ⊂ Der(L̂, L̂≥2)
of derivations that vanish on ω. Then the short exact sequence (3.1) specializes to
(3.7) 1 // IAutω(L̂) // Autω(L̂)
σ
// Sp(H) // 1,
where Sp(H) denotes the group of symplectic automorphisms of H . Furthermore, the corre-
spondence between IAut(L̂) and Der(L̂, L̂≥2) described in Section 3.2 makes IAutω(L̂) corre-
spond to ĥ+.
By restriction to the Lie subalgebra h+ ⊂ Der(L,L≥2), Morita’s trace map (3.6) induces an
Sp(H)-equivariant degree-preserving linear map
(3.8) ITr : H1
(
h+
)
−→ S(H).
Here the action of Sp(H) on the Lie algebra h+ is the restriction of the GL(H)-action on
Der(L,L≥2) described in Section 3.2. According to [Mor93, Theorem 6.1], we have the fol-
lowing when dim(H) > 2:
ITr2k+1 : H1
(
h+
)
2k+1
−→ S2k+1(H) is surjective for any k ≥ 0;(3.9)
ITr2k : H1
(
h+
)
2k
−→ S2k(H) is trivial for any k ≥ 1.(3.10)
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(Note that ITrk = 0 for all k ≥ 1 when dim(H) = 2, see [MSS15, Proposition 8.2], for
instance.) It has also been shown by Nakamura in an unpublished work that, for any k ≥ 0,
the Sp(H)-module h2k+1 has only one copy S
2k+1(H) in its irreducible decomposition [ES14].
Therefore the projection H1(h
+)2k+1 → S
2k+1(H) provided by ITr in degree 2k + 1 is unique
up to multiplication by a non-zero scalar.
Passing the map (3.8) to the degree-completions, we obtain an Sp(H)-equivariant filtration-
preserving linear map
ITr : Ĥ1
(
ĥ+
)
−→ Ŝ(H).
Here Ĥ1
(
ĥ+
)
denotes the degree-completion of H1
(
h+
)
or, equivalently, it is the quotient of
ĥ+ by the closure of the image
[
ĥ+, ĥ+
]
of the Lie bracket.
3.5. Proof of Lemma 3.2. The lemma follows from [AT12, Propositions 3.19 & 3.20] if one
restricts the map Tr to a certain subalgebra of Der(L,L), namely the Lie algebra of “tangential
derivations” in the terminology of [AT12]. The proof of the lemma in the general case uses the
same kind of arguments and proceeds as follows. In the sequel, we will omit the sums over
repeated indices, and we denote by a dot · the action of Der(L,L) on L, T or C(H).
In order to prove (3.5) for any δ, η ∈ Der(L,L), we can assume that δ and η are homogeneous
of degree d and e respectively. We consider firstly the case where e = 0. Let (nij)i,j be the
matrix of η ∈ Hom(H,H) in the basis (xi)i: i.e. η(xi) = nijxj for all i. Then
Tr([δ, η]) = ∂i ([δ, η](xi))
= ∂i (δ(η(xi)))− ∂i (η · δ(xi))
= nij ev (x
∗
i ⊗ δ(xj))− ev (x
∗
i ⊗ η · δ(xi))
= ev
((
nijx
∗
i
)
⊗ δ(xj)
)
− ev (x∗i ⊗ η · δ(xi))
= ev
(
η∗(x∗j )⊗ δ(xj)
)
− ev (x∗i ⊗ η · δ(xi)) .
Here η∗ ∈ Hom(H∗,H∗) is the dual of the endomorphism η. Hence
Tr([δ, η]) = −η · ev(x∗i ⊗ δ(xi)) = −η · Tr(δ) = δ · Tr(η) − η · Tr(δ),
where the last identity follows from the fact that the action of Der(L,L) on the degree 0 part of
C(H) is trivial.
The case d = 0 follows from the case e = 0 by skew-symmetry of the Lie bracket in
Der(L,L). Hence we now assume that d ≥ 1 and e ≥ 1. For every i ∈ {1, . . . , n}, we
write
δ(xi) =
n∑
j=1
[xj , uji], η(xi) =
n∑
j=1
[xj , vji]
where uji ∈ Ld and vji ∈ Le. Hence we obtain
Tr(η) = ∂i
(
η(xi)
)
= ∂i ([xj , vji]) = ∂i(xjvji)− ∂i(vjixj)
(3.3)
= vii − ∂i(vji)xj
and we deduce that
(3.11) δ · Tr(η) = δ · vii − (δ · ∂i(vji)) xj − ∂i(vji) δ(xj).
Besides, we have
(3.12) Tr([δ, η]) = ∂i([δ, η](xi)) = Xδ,η −Xη,δ
where Xδ,η := ∂i (δ · η(xi)) and Xη,δ is similarly defined. We compute the former:
Xδ,η = ∂i (δ · [xj , vji])
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= ∂i (δ · (xjvji))− ∂i (δ · (vjixj))
= ∂i (δ(xj) vji) + ∂i (xj (δ · vji))− ∂i ((δ · vji)xj)− ∂i (vji δ(xj))
(3.3)
= ∂i (δ(xj)) vji + δ · vii − ∂i (δ · vji) xj − ∂i (vji) δ(xj).
The third summand in the last equation is
∂i (δ · vji) xj
(3.2)
= ∂i
(
δ ·
(
xk∂k(vji)
))
xj
= ∂i
(
δ(xk) ∂k(vji)
)
xj + ∂i
(
xk (δ · ∂k(vji))
)
xj
= ∂i
(
δ(xk)
)
∂k(vji)xj + (δ · ∂i(vji))xj .
Hence, using (3.11), we deduce that
Xδ,η − δ · Tr(η)
= ∂i (δ(xj)) vji − ∂i
(
δ(xk)
)
∂k(vji)xj
= ∂i ([xr, urj ]) vji − ∂i([xr, urk]) ∂k(vji)xj
= ∂i (xrurj) vji − ∂i (urjxr) vji
−∂i(xrurk) ∂k(vji)xj + ∂i(urkxr) ∂k(vji)xj
= uijvji − ∂i (urj)xrvji − uik∂k(vji)xj + ∂i(urk)xr∂k(vji)xj .
We conclude that
Tr([δ, η]) − δ · Tr(η) + η · Tr(δ)
(3.12)
= (Xδ,η − δ · Tr(η))− (Xη,δ − η · Tr(δ))
= uijvji − ∂i (urj) xrvji − uik∂k(vji)xj + ∂i(urk)xr∂k(vji)xj
−vijuji + ∂i (vrj)xruji + vik∂k(uji)xj − ∂i(vrk)xr∂k(uji)xj
= uijvji − ∂i (urj) xrvji − uik∂k(vji)xj + ∂i(urk)xr∂k(vji)xj
−ujivij + uji∂i (vrj) xr + ∂k(uji)xjvik − ∂k(uji)xj∂i(vrk)xr
= 0
where, in the penultimate identity, we have used the fact that Tr takes values in the quotient
C(H) of T (H).
4. THE ABELIANIZATION MAP AND THE MAGNUS REPRESENTATION
Let H be a vector space of finite dimension n and let L̂ := L̂(H). We define a kind of
“abelianization” map on Aut(L̂) and we relate this to the “Magnus representation” of Aut(L̂).
4.1. The abelianization map. Recall that σ : Aut(L̂) → Aut(L̂/L̂≥2) ≃ GL(H) is the
canonical homomorphism, and that the canonical action of GL(H) on L̂ defines an embedding
GL(H) →֒ Aut(L̂). Consider the map
Ab : Aut(L̂) −→ Ĥ1
(
Der(L̂, L̂≥2)
)
, ψ 7−→ log
(
ψ σ(ψ)−1
)
where Ĥ1
(
Der(L̂, L̂≥2)
)
is the quotient of the complete Lie algebraDer(L̂, L̂≥2) by the closure
of the image of its Lie bracket; the restriction of the map Ab to IAut(L̂) is denoted by IAb.
The group Aut(L̂) acts on the space Ĥ1
(
Der(L̂, L̂≥2)
)
via σ, and it also acts on IAut(L̂) by
conjugacy.
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Lemma 4.1. (1) The map Ab is a group 1-cocycle: for all ψ,ϕ ∈ Aut(L̂), we have
Ab(ψϕ) = Ab(ψ) + σ(ψ) · Ab(ϕ).
(2) The map IAb is an Aut(L̂)-equivariant group homomorphism.
Proof. (1) Let ψ,ϕ ∈ Aut(L̂). We have
log
(
ψϕσ(ψϕ)−1
)
= log
(
ψϕσ(ϕ)−1σ(ψ)−1
)
= log
(
ψσ(ψ)−1σ(ψ)ϕσ(ϕ)−1σ(ψ)−1
)
≡ log
(
ψσ(ψ)−1
)
+ log
(
σ(ψ)ϕσ(ϕ)−1σ(ψ)−1
)
≡ Ab(ψ) + σ(ψ) ◦ log
(
ϕσ(ϕ)−1
)
◦ σ(ψ)−1
≡ Ab(ψ) + σ(ψ) · Ab(ϕ)
where ≡ denotes a congruence modulo the closed subspace of Der(L̂, L̂≥2) spanned by Lie
brackets, and the first occurence of ≡ follows from the BCH formula.
(2) The fact that IAb is a homomorphism immediately follows from (1). The Aut(L̂)-
equivariancy of IAb is also a consequence of (1) as follows. For ψ ∈ IAut(L̂) and ϕ ∈ Aut(L̂),
we have
IAb(ϕψϕ−1) = Ab(ϕ) + σ(ϕ) · Ab(ψ) + σ(ϕψ) · Ab(ϕ−1)
= Ab(ϕ) + σ(ϕ) · Ab(ψ) + σ(ϕ) · Ab(ϕ−1)
= Ab(ϕ) + σ(ϕ) · Ab(ψ)− σ(ϕ)σ(ϕ)−1 · Ab(ϕ) = σ(ϕ) · Ab(ψ). 
The definition of the map Ab can be refined as follows. LetR ⊂ L≥2 be a characteristic ideal
of L, and recall that AutR(L̂) is the subgroup of Aut(L̂) acting trivially at the level of L̂/R̂.
Then, by Lemma 4.1, the map
AbR : AutR(L̂) −→ Ĥ1
(
Der(L̂, R̂)
)
, ψ 7−→ log (ψ)
is a group homomorphism. Clearly, AbR = IAb for R := L≥2.
4.2. TheMagnus representation. LetR ⊂ L≥2 be a characteristic ideal of L. Set T̂ := T̂ (H)
and T̂R := T̂ /T̂RT̂ , where T̂RT̂ denotes the closed two-sided ideal of T̂ generated byR.
Lemma 4.2. Any ψ ∈ AutR(L̂) induces an automorphism of the right T̂R-module T̂≥1⊗T̂ T̂
R,
where T̂≥1 is regarded as a right T̂ -module.
Proof. Let ψ˜ be the extension of ψ to a filtration-preserving algebra automorphism of T̂ . For
any x ∈ T̂≥1, y ∈ T̂ and u ∈ T̂
R, we have
ψ˜(xy)⊗ u = ψ˜(x)ψ˜(y)⊗ u
= ψ˜(x)y ⊗ u+ ψ˜(x)(ψ˜(y)− y)⊗ u = ψ˜(x)⊗ yu ∈ T̂≥1⊗T̂ T̂
R.
This computation shows that the endomorphism ψ˜ ⊗ idT̂R of T̂≥1⊗T̂
R induces an endomor-
phism of T̂≥1⊗T̂ T̂
R. Our claim immediately follows from this. 
TheMagnus representation of AutR(L̂) is the group homomorphism
MagR : AutR(L̂) −→ AutT̂R
(
T̂≥1⊗T̂ T̂
R
)
resulting from Lemma 4.2. For instance, if R := L≥2, then the Magnus representation is a
group homomorphism
Mag : IAut(L̂) −→ AutŜ
(
T̂≥1⊗T̂ Ŝ
)
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where Ŝ := Ŝ(H) denotes the degree-completion of the symmetric algebra S(H) generated by
the vector space H in degree 1.
The homomorphism MagR has the following concrete description. We fix a basis x :=
(x1, . . . , xn) of T̂≥1 as a right T̂ -module. (For instance, we can pick a basis x of the vector
space H , and use the inclusion H →֒ T̂≥1.) Then the right T̂
R-module T̂≥1⊗T̂ T̂
R is freely
generated by (x1 ⊗ 1, . . . , xn ⊗ 1). By considering matrix presentations relatively to this basis,
we obtain a group homomorphism
MagRx : Aut
R(L̂) −→ GL
(
n; T̂R
)
which depends on the choice of the basis x. Using the Fox derivations ∂1, . . . , ∂n : T̂ → T̂
defined by the identity (3.2), we get the “Jacobian matrix” formula
(4.1) ∀ψ ∈ AutR(L̂), MagRx (ψ) =
(
pR∂i
(
ψ(xj)
))
i,j
where pR : T̂ → T̂R denotes the canonical projection.
4.3. The traces correspondence. LetR ⊂ L≥2 be a characteristic ideal of L. By applying Ap-
pendix A to the augmented algebra R := T̂R and to the free right R-moduleM := T̂≥1⊗T̂ T̂
R,
we get a notion of “log-determinant”
ℓdet : IAut
T̂R
(
T̂≥1⊗T̂ T̂
R
)
−→ ĈR(H).
(Here we are tacitly identifying the degree-completion ĈR(H) of the graded vector space
CR(H) = T/([T, T ] + TRT ) with T̂R/[T̂R, T̂R].)
Lemma 4.3. The following diagram is commutative:
AutR(L̂)
AbR
//
MagR

Ĥ1
(
Der(L̂, R̂)
)
TrR

IAut
T̂R
(
T̂≥1⊗T̂ T̂
R
)
ℓdet
// ĈR(H)
Proof. We set R := T̂R and M := T̂≥1⊗T̂ T̂
R. Choose a basis x := (x1, . . . , xn) of the vector
space H , which induces a basis x⊗ 1 := (x1 ⊗ 1, . . . , xn ⊗ 1) of the free R-moduleM .
Let ψ ∈ AutR(L̂) and let ψ˜ be the extension of ψ to a filtration-preserving algebra automor-
phism of T̂ . Then, for any integer k ≥ 1,(
MagR(ψ) − idM
)k
∈ EndR(M)
is induced by (
ψ˜ − id
T̂≥1
)k
⊗ idR ∈ EndR
(
T̂≥1⊗R
)
.
It follows that logMagR(ψ) ∈ EndR(M) is induced by log(ψ˜)⊗ idR. Therefore
ℓdetMagR(ψ) = tr
(
logMagR(ψ)
)
(A.1)
=
n∑
i=1
(
i-th coordinate of log(ψ˜)(xi)⊗ 1
in the basis x⊗ 1 of the R-moduleM
)
=
n∑
i=1
(
i-th coordinate of log(ψ˜)(xi)
in the basis x of the T̂ -module T̂≥1
)
=
n∑
i=1
∂i
(
log(ψ˜)(xi)
)
.
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On the other hand, we have
TrRAbR(ψ) = TrR log(ψ)
(3.4)
=
n∑
i=1
∂i
(
log(ψ)(xi)
)
.
Since the restriction of log(ψ˜) ∈ Der(T̂ , T̂ ) to L̂ is obviously equal to log(ψ), we conclude that
ℓdetMagR(ψ) = TrRAbR(ψ). 
5. APPLICATIONS TO THE AUTOMORPHISM GROUPS OF FREE GROUPS
Before applying the machinery of the previous sections to groups of homology cobordisms,
we will give an application to the automorphism groups of free groups. In this section, F is a
free group of rank n.
5.1. The Andreadakis filtration. Let A := A(F ) denote the automorphism group of F . The
study of the group A by means of its action on the successive nilpotent quotients of F started
in Andreadakis’ work [And65]. It has been further developed by Johnson [Joh83] and Morita
[Mor93] in the context of mapping class groups. (See Section 6.1 in this connection.) We briefly
review his strategy to study A.
Recall that F = Γ1F ⊃ Γ2F ⊃ · · · ⊃ ΓkF ⊃ Γk+1F ⊃ · · · denotes the lower central series
of F . The Andreadakis filtration is the descending sequence of subgroups
A = A[0] ⊃ A[1] ⊃ · · · ⊃ A[k] ⊃ A[k + 1] ⊃ · · ·
where, for any integer k ≥ 1, we denote by A[k] the subset of all f ∈ A such that f(x)x−1 ∈
Γk+1F for all x ∈ F . In particular, IA := A[1] is the subgroup of A acting trivially on the
abelianization HZ := F/[F,F ] of the group F . It turns out that[
A[k],A[ℓ]
]
⊂ A[k + ℓ], for all k, l ≥ 1.
In particular, the sequence IA = A[1] ⊃ A[2] ⊃ A[3] ⊃ · · · constitutes a central series of the
group IA, and it follows that
(5.1) ΓkIA ⊂ A[k], for all k ≥ 1.
It was conjectured by Andreadakis that the inclusion (5.1) is actually an equality [And65]. Note
that (5.1) induces a homomorphism of graded Lie rings
Υ :
∞⊕
k=1
ΓkIA
Γk+1IA
−→
∞⊕
k=1
A[k]
A[k + 1]
where the Lie bracket on each side is induced by group commutators in A.
As recalled in (2.4), the free Lie ring LZ := LZ(HZ) can be identified to the graded Lie
ring associated to the lower central series of F . Thus, the Andreadakis filtration comes with a
sequence of homomorphisms
τk : A[k] −→ Hom(F,Γk+1F/Γk+2F ) ≃ Hom
(
HZ,LZk+1
)
indexed by the integers k ≥ 1, which are nowadays called the Johnson homomorphisms. To be
more specific, the homomorphism τk(f) is defined for any f ∈ A[k] by
τk(f)(x) = f(x)x
−1 ∈ Γk+1F/Γk+2F, for all x ∈ F.
Clearly, τk is a homomorphism with Ker τk = A[k + 1]. Hence the sequence of all Johnson
homomorphisms
τ :
∞⊕
k=1
A[k]
A[k + 1]
−→
∞⊕
k=1
Hom(HZ,LZk+1) ≃ Der(L
Z,LZ≥2)
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is an injective homomorphism of graded Lie rings. We refer the reader to the article [Sat16],
which surveys the study of the Andreadakis filtration over the last fifty years.
5.2. Comparison with the lower central series. We show the following, which supports the
Andreadakis conjecture affirmatively and has also been obtained independently by Bartholdi
[Bar13]. (See Remark 5.4 below.)
Theorem 5.1. The natural homomorphism
Υk ⊗Z Q : (ΓkIA/Γk+1IA)⊗Z Q −→ (A[k]/A[k + 1])⊗Z Q
is surjective for all k ≥ 1 and n ≥ k + 2. In particular, the graded Lie algebra
∞⊕
k=1
A[k]
A[k + 1]
⊗Z Q
is stably generated by its degree 1 part.
A key ingredient in our proof is the following result due to Satoh [Sat12].
Theorem 5.2 (Satoh). For any k ≥ 2 and n ≥ k + 2, there is an exact sequence
(ΓkIA/Γk+1IA)⊗Z Q
τ ′
k−→ Hom(H,Lk+1)
Trk−−→ Ck(H) −→ 0
where τ ′k denotes the restriction of τk to ΓkIA and Trk is the degree k part of the trace cocycle
recalled in Section 3.3.
Thus, by Satoh’s result, Theorem 5.1 follows from the next statement.
Proposition 5.3. For any n ≥ 2 and k ≥ 2, the map Trk ◦ τk : A[k]→ Ck(H) is zero.
Proof. We first relate two different notions of “Fox derivations”. Fix a basis γ of F . Let
∂
∂γ1
, . . . , ∂∂γn : Z[F ] → Z[F ] be the Fox derivations relative to this basis. They are uniquely
defined by the following identity:
x− ε(x) =
n∑
i=1
(γi − 1)
∂x
∂γi
, for all x ∈ Z[F ].
(Note that we are considering the augmentation ideal of Z[F ] as a right free Z[F ]-module,
whereas the usage is to consider it as a left free Z[F ]-module; thus the Fox derivations in our
sense do not satisfy the “Leibniz rules” and the “chain rule” to which the reader may be used.)
Let θ := θexpγ : π → T̂ be the group-like expansion defined in Example 2.1, and let x :=
(x1, . . . , xn) where xi := θ(γi − 1) for all i ∈ {1, . . . , n}. Then x is a basis of T̂≥1 as a right
T̂ -module, and we denote by ∂1, . . . , ∂n the corresponding Fox derivations:
y − ε(y) =
n∑
i=1
xi ∂i(y), for all y ∈ T̂ .
Then we get
(5.2) θ
( ∂x
∂γi
)
= ∂i
(
θ(x)
)
, for all x ∈ Z[F ] and i ∈ {1, . . . , n}.
Let f ∈ A[k]. We can associate to f two types of “Jacobian matrices”. The first one is the
usual Magnus representation of the group automorphism f , namely
Magγ(f) :=
(∂f(γj)
∂γi
)
i,j
∈ GL(n;Z[F ]).
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The second one is an “infinitesimal version” of the first one. Specifically, denote by M(f) ∈
Aut(M(F )) the filtration-preserving automorphism of Lie algebras induced by f in the natural
way, and set ψ := θ̂ ◦M(f) ◦ θ̂−1 ∈ Aut(L̂). Then, the constructions of Section 4.2 give
MagRx (ψ)
(4.1)
=
(
pR∂i
(
ψ(xj)
))
i,j
∈ GL
(
n; T̂R
)
where R := L≥k+1 and p
R : T̂ → T̂R denotes the canonical projection. Let θ̂R : Q̂[F ]→ T̂R
be the composition of the isomorphism θ̂ : Q̂[F ] → T̂ with pR. It follows from (5.2) that,
regarding GL(n;Z[F ]) as a subset of GL(n; Q̂[F ]),
(5.3) θ̂R
(
Magγ(f)
)
= MagRx (ψ).
Consider now the noncommutative notion of “log-determinant” for matrices introduced in
Example A.4. Then we have a commutative diagram
(5.4) GL
(
n; Q̂[F ]
)
θ̂R

ℓdet
// Q̂[F ]/
[
Q̂[F ], Q̂[F ]
]
θ̂R

GL
(
n; T̂R
) ℓdet
// ĈR(H).
We deduce from Lemma 4.3 that
TrR
(
AbR(ψ)
)
= ℓdet
(
MagR(ψ)
)
= ℓdet
(
MagRx (ψ)
)
(5.3)
= ℓdet θ̂R
(
Magγ(f)
) (5.4)
= θ̂R ℓdet
(
Magγ(f)
)
.(5.5)
Next, we consider the following composition of group homomorphisms:
(5.6) GL(n;Z[F ]) →֒ GL(n; Q̂[F ])
ℓdet
−→ Q̂[F ]/
[
Q̂[F ], Q̂[F ]
]
.
According to Example A.4, it factorizes through K1(Z[F ]). But, since F is a free group, its
Whitehead group is trivial by results of Higman [Hig40] and Stallings [Sta65b]. Therefore the
abelian group K1(Z[F ]) is generated by the elements (±x) for all x ∈ F , and we deduce that
the image of the group homomorphism (5.6) is spanned by the classes of the elements log(γi)
for all i ∈ {1, . . . , n}. Note that
θ̂R(log(γi)) = [γi] ∈ Ĉ
R(H)
is homogeneous of degree 1. Then, we deduce from (5.5) that TrRAbR(ψ) must be homoge-
neous of degree 1.
But, since the group automorphism f gives the identity at the level of F/Γk+1F , the Lie alge-
bra automorphism ψ induces the identity at the level of L̂/L̂≥k+1. Consequently, the derivation
log(ψ) viewed as an element of Hom(H, L̂) belongs to the subspace Hom(H, L̂≥k+1). There-
fore TrRAbR(ψ) starts in degree k ≥ 2, so that it must be zero. Moreover, it follows easily from
the definitions that the leading term of log(ψ) is τk(f) ∈ Hom(H, L̂k+1), and we conclude that
Trk τk(f) =
(
degree k part of TrRAbR(ψ)
)
= 0. 
Remark 5.4. It seems that the surjectivity of Υk ⊗Z Q is also shown by Bartholdi during the
proof of [Bar13, Theorem C]. (His method is rather analogous to our proof of Theorem 5.1, but
with different arguments.) The authors do not know whether the map Υk ⊗Z Q is an isomor-
phism (for n large enough with respect to k). In fact, it can be verified that the bijectivity of
Υk ⊗Z Q (in a stable range) is equivalent to a weaker form of Andreadakis’ conjecture: that the
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Andreadakis filtration coincides (in a stable range) with the rational lower central series of IA.
In this connection, see [Bar16a] for a correction to [Bar13, Theorem A]. 
6. THE ABELIANIZATION MAP ON THE GROUP OF HOMOLOGY COBORDISMS
In this section, we begin to apply the constructions of the previous sections to the group of
homology cobordisms. Let Σ be a compact connected oriented surface of genus g ≥ 1 with one
boundary component.
6.1. The infinitesimal Dehn–Nielsen representation. Firstly, following [Mas12], we review
the use of symplectic expansions to define infinitesimal versions of the Dehn–Nielsen represen-
tations, and we recall the relationship with Johnson homomorphisms. The reader may consult
the survey article [HM12].
As defined in Section 1, C := C(Σ) is the monoid of homology cobordisms from Σ to itself,
and H := H(Σ) is the quotient of C by the relation of 4-dimensional homology cobordism. Let
π := π1(Σ, ⋆) be the fundamental group of Σ based at a point ⋆ ∈ ∂Σ, and consider its lower
central series
π = Γ1π ⊃ Γ2π ⊃ · · · ⊃ Γkπ ⊃ Γk+1π ⊃ · · · .
Let k ≥ 1 be an integer and let M ∈ C. The boundary parametrizations m± : Σ→M
induce isomorphisms in homology so that, according to Stallings [Sta65a], they also induce
isomorphisms
m±,∗ : π/Γk+1π → π1(M,⋆)/Γk+1π1(M,⋆)
at the level of the k-th nilpotent quotients. (Here we are tacitly identifying the pointsm+(⋆) and
m−(⋆) to a single point ⋆ in the interior of the vertical boundary of M .) Thus we can consider
the group automorphism
ρk(M) := (m−,∗)
−1 ◦m+,∗ ∈ Aut(π/Γk+1π),
which only depends on the 4-dimensional homology cobordism class of M . This defines a
group homomorphism
ρk : H −→ Aut(π/Γk+1π),
which induces an action on the Malcev Lie algebraM(π/Γk+1π) compatible with the canonical
homomorphisms M(π/Γk+1π) → M(π/Γℓ+1π) for any k ≥ ℓ. Therefore, by passing to the
inverse limit, we obtain an action
̺ : H −→ Aut
(
M(π)
)
of H on the complete Lie algebra M(π) or, equivalently, an action of H on the complete Hopf
algebra Q̂[π].
One can think of ̺ as an “infinitesimal” version of the Dehn–Nielsen representation. Usually,
theDehn–Nielsen representation refers to the canonical action ρ :M→ Aut(π) of the mapping
class groupM :=M(Σ) on the fundamental group π of Σ. The mapping cylinder construction
defines a map c :M→H, and it is easily checked that we have a commutative diagram
M
c

ρ
// Aut(π)
M

H ̺
// Aut(M(π)).
Since π is a free group, the canonical map π → Q̂[π] is injective so that the canonical homomor-
phism M : Aut(π) → Aut(M(π)) is injective. A classical result of Dehn and Nielsen asserts
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that ρ is injective, and it follows that c is injective too [GL05]. In the sequel, we will omit the
notation c and we will simply regardM as a subgroup ofH.
Let now θ : π → T̂ (H) be a symplectic expansion in the sense of Section 2.3, where H :=
H1(Σ;Q). Then, for any M ∈ H, the automorphism ̺(M) fixes log(ζ) where ζ := [∂Σ] ∈ π,
so that the automorphism ̺θ(M) := θ̂◦̺(M)◦ θ̂−1 of the complete free Lie algebra L̂ = L̂(H)
fixes the bitensor ω corresponding the homology intersection form. Hence we get a group
homomorphism
̺θ : H −→ Autω
(
L̂
)
.
The Johnson filtration of H is the descending sequence of subgroups
H = H[0] ⊃ H[1] ⊃ · · · ⊃ H[k] ⊃ H[k + 1] ⊃ · · ·
that is defined by H[k] := Ker ρk+1 for any integer k ≥ 0. In particular, IH := H[1] is the
group of homology cylinders over Σ or, equivalently, it is the kernel of the group homomorphism
σ : H −→ Sp(H)
that assigns to any M ∈ H the linear map (m−,∗)
−1 ◦ m+,∗ where m±,∗ is the map induced
by m± in homology. (Note that σ = ρ1.) By restricting to mapping cylinders, we obtain the
Johnson filtration
M =M[0] ⊃M[1] ⊃ · · · ⊃ M[k] ⊃M[k + 1] ⊃ · · ·
of the mapping class group, whose first term I := M[1] is the Torelli group of Σ. If we
regard I as a subgroup of Aut(π) via the Dehn–Nielsen representation, the Johnson filtration
corresponds to the Andreadakis filtration introduced in Section 5.
For anyM ∈ IH, we have log ̺θ(M) ∈ Derω(L̂, L̂≥2) = ĥ
+ and, for any integer k ≥ 1,M
belongs to H[k] if and only if log ̺θ(M) starts in degree k. The k-th Johnson homomorphism
is the group homomorphism
τk : H[k] −→ hk
that associates to any M ∈ H[k] the leading term of log ̺θ(M). Recall that hk denotes the
subspace of ĥ consisting of derivations of L̂ increasing degrees by k (and vanishing on ω): thus
hk can be viewed as a subspace of Hom(H,Lk+1). Actually, it is easy to formulate τk only in
terms of ρk+1 : H → Aut(π/Γk+2π). This shows that τk takes values in
hZk ⊂ Hom(H
Z,LZk+1)
where HZ := H1(Σ;Z) and L
Z is the free Lie ring generated by HZ in degree 1; in particular,
the restriction of τk to M[k] coincides with the k-th Johnson homomorphism introduced in
Section 5.
The Johnson homomorphisms have been originally introduced by Johnson himself for sub-
groups of the mapping class groups [Joh80, Joh83], and they have been henceforth studied by
Morita [Mor93]. Their extension to the group of homology cobordisms, which is already evoked
in [Hab00b], has been introduced by Garoufalidis & Levine [GL05]. In particular, they proved
using surgery techniques and cobordism theory that τk : H[k] → h
Z
k is surjective. (See also
[Tur84] for a similar result and [Hab00a] for an independent proof of this important fact.)
6.2. The abelianization map. Let θ be a symplectic expansion of π. We consider the map
Abθ : H → Ĥ1(ĥ
+) defined by
Abθ(M) := log
(
̺θ(M)σ(M)−1
)
for anyM ∈ H. Here ̺θ : H → Autω(L̂) and σ : H → Sp(H) are the group homomorphisms
introduced in Section 6.1, and Sp(H) is embedded in Autω(L̂) in the canonical way.
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Theorem 6.1. (1) The map Abθ is a group 1-cocycle: for allM,N ∈ H, we have
Abθ(MN) = Abθ(M) + σ(M) · Abθ(N).
(2) The restriction IAb of Abθ to IH does not depend on θ.
(3) The map IAb : IH → Ĥ1(ĥ
+) is anH-equivariant group homomorphism.
(4) For any d ≥ 1, the image of IAb truncated at degree ≤ d spans the Q-vector space
Ĥ1(ĥ
+)/Ĥ1(ĥ
+)≥d+1.
Proof. The map Abθ is the composition of the group homomorphism ̺θ : H → Autω(L̂) with
the map Ab : Aut(L̂) → Ĥ1
(
Der(L̂, L̂≥2)
)
that has been considered in Section 4.1. Thus the
statements (1) and (3) follow from Lemma 4.1.
We now prove (2). Let θ′ be another symplectic expansion of π: there exists ψ ∈ IAutω(L̂)
such that θ′ = ψ ◦ θ. Then, for anyM ∈ H, we have
̺θ
′
(M)σ(M)−1 = ψ̺θ(M)ψ−1σ(M)−1
= ψ
(
̺θ(M)σ(M)−1
)(
σ(M)ψ−1σ(M)−1
)
;
hence
Abθ
′
(M) ≡ log(ψ) + Abθ(M) + log(σ(M)ψ−1σ(M)−1)
= log(ψ) + Abθ(M) + σ(M) log(ψ−1)σ(M)−1
= Abθ(M) + log(ψ)− σ(M) · log(ψ)(6.1)
where ≡ denotes a congruence modulo the closed subspace spanned by Lie brackets in ĥ+. In
particular, for anyM ∈ IH, we obtain Abθ
′
(M) = Abθ(M).
Finally, we prove (4) in the following equivalent form: the Q-vector space spanned by the
image of IAb is dense in Ĥ1(ĥ
+) with respect to the degree topology. Let R ⊂ ĥ+ be the Q-
vector space spanned by the image of log ̺θ: it suffices to show that R is dense in ĥ+. For a
given element x in ĥ+, we shall construct a sequence (yn)n≥1 in ĥ
+ such that yn belongs to
ĥ+≥n ∩ R for any n ≥ 1 and x−
∑N
n=1 yn belongs to ĥ
+
≥N+1 for any N ≥ 1: it will follow that
x =
∑∞
n=1 yn is the limit of a sequence of elements of R. We proceed inductively as follows.
Assume that y1, . . . , yN−1 have been constructed with the required properties. Let uN ∈ hN be
the degree N part of x−
∑N−1
n=1 yn and let zN ∈ Z \ {0} be such that zNuN belongs to h
Z
N . By
the result of Garoufalidis & Levine that has been recalled at the end of Section 6.1, there exists
a CN ∈ H[N ] such that τN (CN ) = zNuN . Hence yN :=
1
zN
log ̺θ(CN ) belongs to ĥ
+
≥N ∩R,
and
x−
N∑
n=1
yn =
(
x−
N−1∑
n=1
yn
)
− yN = uN + (deg ≥ N + 1)− yN
belongs to ĥ+
≥N+1, which shows the inductive step. 
We now explain how the 1-cocycle Abθ : H → Ĥ1(ĥ
+) relates to the constructions of
[Mor08] for g ≥ 2. First, we regard it as a group homomorphism
A˜b
θ
: H −→ Ĥ1(ĥ
+)⋊ Sp(H).
Next, by composing with the projection p : Ĥ1(ĥ
+) → h1 = ∧
3H and with the map ITr :
Ĥ1(ĥ
+)→ Ŝ(H) in degrees greater than 1, we obtain a group homomorphism
Morθ :=
(
(p⊕ ITr)⋊ Id
)
◦ A˜b
θ
: H −→
(
∧3 H ⊕
∞∏
k=1
S2k+1(H)
)
⋊ Sp(H).
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(According to (3.10), we can ignore the even part of Ŝ(H).) For any integer d ≥ 0, the image
of Morθ truncated at degree ≤ (2d + 1) is Zariski-dense in
(
∧3 H ⊕
d⊕
k=1
S2k+1(H)
)
⋊ Sp(H).
(This follows from (3.9), the last statement of Theorem 6.1 and the fact that Sp(2g;Z) is Zariski-
dense in Sp(2g;Q).) Thus, the homomorphism Morθ enjoys the same properties as the homo-
morphism constructed in [Mor08, Theorem 5.1].
Remark 6.2. Morita’s construction in [Mor08] needs iterated extensions of nilpotent groups
and is based on the theory of algebraic groups. Our definition ofMorθ seems to be more direct,
and easier to study too. For instance, it follows directly from Theorem 6.1 (2) & (3) that its
restriction
Mor : IH −→ ∧3H ⊕
∞∏
k=1
S2k+1(H)
to the group of homology cylinders is canonical and H-equivariant.
Conant, Kassabov and Vogtmann showed in [CKV13] that there exist many pieces ofH1(h
+)
other than Johnson’s component ∧3H and Morita’s trace components
⊕∞
k=1 S
2k+1(H). Thus
our 1-cocycle Abθ gives actually a larger target than Morita’s original one. 
6.3. Relation with the LMO homomorphism. We now explain how the homomorphism IAb :
IH → Ĥ1(ĥ
+) is related to the theory of finite-type invariants.
Let IC be the submonoid of C that acts trivially on H1(Σ;Z): the quotient of IC by the
4-dimensional relation of homology cobordism is the group IH of homology cylinders defined
in Section 6.1. The LMO homomorphism is a multiplicative map
Z : IC −→ Â(H)
with values in the algebra Â(H) of symplectic Jacobi diagrams. We will not recall the defini-
tions here, refering to [HM12] for a survey and to [HM09] for further details. In fact, we only
need the “tree-reduction” Zt of Z which we outline below.
The closed subspace of Â(H) spanned by looped symplectic Jacobi diagrams is an ideal:
thus we can consider the quotient algebra, which is denoted by Ât(H). As a vector space,
At(H) can be defined by generators and relations as follows. The generators ofAt(H) are tree-
shaped unitrivalent finite graphs, whose univalent vertices are colored byH and whose trivalent
vertices are oriented. (We exclude trees having a connected component without trivalent vertex.)
The relations are the “multilinearity” relation at theH-colored univalent vertices, and the “AS”,
“IHX” relations shown below:
AS IHX
= − − + = 0
(In the figures, the orientation at each trivalent vertex of a tree is assumed to be counter-
clockwise.) The degree of a tree being defined as the number of its trivalent vertices, we obtain
a grading on the space At(H), and Ât(H) is the degree-completion of At(H).
The subspace At,c(H) ofAt(H) spanned by connected tree diagrams is known to be isomor-
phic to the graded space h+ via the degree-preserving map
(6.2) η : At,c(H) −→ h+ ⊂ H ⊗ L≥2, T 7−→
∑
v
col(v)⊗ Tv.
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Here, the sum is over all univalent vertices v of T : col(v) ∈ H denotes its color, and Tv is the
Lie word inH that can be read from T when the latter is “rooted” at v. The algebra structure of
At(H), which we have evoked above, induces a Lie bracket on At,c(H) corresponding to the
Lie bracket of derivations via η.
The composition of Z with the canonical projection Â(H)→ Ât(H) is denoted by
Zt : IC −→ Ât(H).
The closed subspace of Ât(H) spanned by connected tree diagrams is denoted by Ât,c(H). The
algebra Ât(H) is actually a complete Hopf algebra whose primitive part is Ât,c(H), and the
map Zt takes values in the group-like part of Ât(H). It is proved in [Mas12] that there is a
symplectic expansion θ such that the following diagram is commutative:
(6.3) GLike Ât(H)
log
≃
// Ât,c(H)
≃ η

IC
Zt
66❧❧❧❧❧❧❧❧
̺θ ((
❘❘
❘❘
❘❘
❘❘
IAutω(L̂)
log
≃
// ĥ+;
in particular, Zt factorizes through IH. (This “preferred” symplectic expansion θ is constructed
using the LMO functor [CHM08], from which Z originates.) Let
zt : IH −→ Ĥ1
(
Ât,c(H)
)
be the composition of log ◦Zt with the canonical map Ât,c(H)→ Ĥ1
(
Ât,c(H)
)
. The following
is a direct consequence of (6.3).
Proposition 6.3. We have a commutative diagram:
Ĥ1
(
Ât,c(H)
)
η∗≃

IH
zt 55❦❦❦❦❦❦❦
IAb ))
❙❙
❙❙
❙❙
❙❙
Ĥ1
(
ĥ+
)
This proposition has several consequences which we now discuss. In one direction, since
IAb is a canonical homomorphism (by statement (2) of Theorem 6.1), it shows that zt does not
depend on the choices upon which the construction of Z is based (namely a system of meridians
& parallels on Σ, and a Drinfeld associator). In the other direction, we deduce two further
properties for IAb.
The first property is about stabilizations. Let Σ′ be the boundary-connected sum of Σ with
a compact connected oriented surface of genus 1 having a single boundary component. The
notations H,H, . . . used for Σ have their exact analogues H′,H ′, . . . for Σ′. Note that the
inclusion Σ →֒ Σ′ induces some maps H → H′,H → H ′, . . .
Corollary 6.4. The following diagram is commutative:
IH
IAb
//

Ĥ1(ĥ
+)

IH′
IAb
// Ĥ1(ĥ
′+)
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Proof. It is easily seen from its construction that the LMO homomorphism Z commutes with
stabilizations of the reference surface. Indeed, Z is constructed from the LMO functor, which
has the property to preserve some monoidal structures [CHM08]. Hence the homomorphism
zt : IH → Ĥ1
(
Ât,c(H)
)
enjoys the same property. We conclude thanks to Proposition 6.3. 
Here is the second property that we deduce for IAb.
Corollary 6.5. For any integer d ≥ 1, the truncation of IAb at degree ≤ d is a finite-type
invariant of degree ≤ d.
Proof. It is known that the truncation of Z at degree ≤ d is a finite-type invariant of degree ≤ d:
see [CHM08, HM09]. Thus the corollary follows directly from Proposition 6.3. 
Remark 6.6. The proof of Corollary 6.5 also shows the following, which refines statement
(4) in Theorem 6.1. Let x be any homogeneous element of Ĥ1
(
ĥ+
)
of degree d ≥ 1. Then,
using Habiro’s terminology [Hab00b], there is a non-zero integer n and some connected “graph
claspers” G1, . . . , Gk ⊂ Σ× [0, 1], each having d “nodes”, such that
IAb
(
(Σ× [0, 1])G1
)
+ · · · + IAb
(
(Σ× [0, 1])Gk
)
= nx
where (Σ × [0, 1])Gi denotes the cobordism obtained from the trivial cobordism by “surgery”
along Gi. This is proved as follows: we consider a linear combination c of tree diagrams such
that η(c) represents x, we multiply c by an integer to have its coefficients in Z, and we realize
each of these symplectic Jacobi diagrams by a (tree-shaped) graph clasper in Σ × [0, 1]. Here
we are using the universality of Z among finite-type invariants. 
7. THE MAGNUS REPRESENTATION OF THE GROUP OF HOMOLOGY COBORDISMS
LetΣ be a compact connected oriented surface of genus g ≥ 1with one boundary component.
We continue our study of the group H = H(Σ) of homology cobordisms.
7.1. The classical Magnus representation. Let (R, ε) be a commutative augmented algebra,
whose group of invertible elements is denoted by R×. We assume that ε−1(1) ⊂ R×.
For any pair of CW-complexes (X,Z), and any group homomorphism ψ : H1(X) → R
×,
the homology of (X,Z) with ψ-twisted coefficients in R is
Hψ∗ (X,Z;R) := H∗
(
R⊗Z[π1(X)] C(X˜, p
−1
X (Z))
)
where pX : X˜ → X is the universal cover of X, the cellular decomposition of (X,Z) is lifted
to the pair (X˜, p−1X (Z)) and C(X˜, p
−1
X (Z)) is the resulting cell chain complex with the structure
of left Z[π1(X)]-module given by deck transformations. Note thatH
ψ
∗ (X,Z;R) has a structure
of left R-module.
Lemma 7.1. Let (X,Y,Z) be a triple of CW-complexes such that i∗ : H∗(Y ;Z) → H∗(X;Z)
is an isomorphism, where i : Y → X is the inclusion map. Let ψ : H1(X) → R
× be a group
homomorphism whose image is contained in ε−1(1). Then the R-linear map
j∗ : H
ψ◦i∗
∗ (Y,Z;R) −→ H
ψ
∗ (X,Z;R),
which is induced by the inclusion j : (Y,Z)→ (X,Z), is an isomorphism.
Proof. The lemma is a variation of [KLW01, Proposition 2.1] and it can be proved with similar
arguments. 
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We now come back to the surface Σ and we fix a group homomorphism ϕ : H1(Σ;Z)→ R
×
whose image is contained in ε−1(1). Let Cϕ := Cϕ(Σ) be the submonoid of C(Σ) consisting of
those cobordisms M such that ϕ ◦ (m+,∗)
−1 = ϕ ◦ (m−,∗)
−1 : H1(M ;Z)→ R
×. The image
of Cϕ by the canonical projection C → H is denoted byHϕ.
For anyM ∈ Cϕ, the fact that m±,∗ : H1(Σ;Z)→ H1(M ;Z) is an isomorphism implies by
Lemma 7.1 that the R-linear map
n±,∗ : H
ϕ
1 (Σ, ⋆ ;R) −→ H
ϕ◦(m±,∗)−1
1 (M,⋆ ;R)
induced by the inclusion n± : (Σ, ⋆) → (M,⋆) is an isomorphism. Therefore we can consider
the R-linear automorphism rϕ(M) := (n−,∗)
−1 ◦n+,∗ ofH
ϕ
1 (Σ, ⋆ ;R), which only depends on
the 4-dimensional homology cobordism class ofM . Thus we get a group homomorphism
rϕ : Hϕ −→ AutR
(
Hϕ1 (Σ, ⋆ ;R)
)
,
which we call theMagnus representation. See [Sak12] for a survey of this invariant of homology
cobordisms.
In the sequel, we are interested in the following case: R := Ŝ(H) is the degree-completion
of the symmetric algebra S(H) generated byH in degree 1, and ϕ : H1(Σ;Z)→ Ŝ(H)
× is the
exponential map defined by
ϕ(h) := exp(h) =
∞∑
k=0
hk
k!
for any h ∈ H1(Σ;Z). Since ϕ is injective in this case, H
ϕ coincides with the group of homol-
ogy cylinders IH. Then the Magnus representation is a group homomorphism
r : IH −→ Aut
Ŝ
(
H1
(
Σ, ⋆ ; Ŝ
))
where Ŝ := Ŝ(H) and H1(Σ, ⋆ ; Ŝ) is the first homology group of (Σ, ⋆) with twisted coeffi-
cients in Ŝ.
7.2. The traces correspondence. We now relate the determinant of the Magnus representation
of IH to the abelianization map.
Theorem 7.2. The following diagram is commutative:
Ĥ1(ĥ
+)
ITr
//
∏∞
k=1 S
k(H)
exp

IH
IAb
22❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞
r ,,❩❩❩❩
❩❩❩❩
❩❩❩❩
❩❩❩❩
❩
Aut
Ŝ
(
H1
(
Σ, ⋆ ; Ŝ
)) det
// Ŝ(H)
Proof. We first relate the Magnus representation r of IH to the Magnus representation Mag
of IAut(L̂) introduced in Section 4.2. For this, we choose a symplectic expansion θ of π. We
claim that there is an automorphism of Ŝ-modules
ψθ : H1
(
Σ, ⋆ ; Ŝ
) ≃
−→ T̂≥1 ⊗T̂ Ŝ
depending on θ, and such that the following diagram commutes for anyM ∈ IH:
(7.1) H1
(
Σ, ⋆ ; Ŝ
)
ψθ ≃

r(M)
// H1
(
Σ, ⋆ ; Ŝ
)
ψθ≃

T̂≥1 ⊗T̂ Ŝ Mag(̺θ(M))
// T̂≥1 ⊗T̂ Ŝ
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Specifically, we shall define ψθ as a composition of several isomorphisms
(7.2) H1
(
Σ, ⋆ ; Ŝ
)
≃ Ŝ ⊗Q[π] I ≃ Ŝ ⊗Q̂[π] Î ≃ Î ⊗Q̂[π] Ŝ ≃ T̂≥1 ⊗T̂ Ŝ
where I denotes the augmentation ideal of the group algebra Q[π].
Consider a cell decomposition of Σ with ⋆ as a unique 0-cell. The first isomorphism in (7.2)
is the Ŝ-linear mapH1
(
Σ, ⋆ ; Ŝ
)
→ Ŝ ⊗Q[π] I defined by
(7.3)
[∑
j∈J
rj ⊗ ej
]
7−→
∑
j∈J
rj ⊗
(
ej(1)− ej(0)
)
where we use the following notations: J is a finite set; rj ∈ Ŝ and ej ⊂ Σ˜ is a lift of an oriented
1-cell of Σ for all j ∈ J ; ej(1), ej(0) ∈ π are such that ∂1(ej) = (ej(1) − ej(0)) ⋆˜ where ⋆˜
denotes the preferred lift of ⋆ to Σ˜. (That the natural map (7.3) is an isomorphism follows from
the fact that Σ deformation retracts to a wedge of circles based at ⋆.) The second isomorphism
in (7.2) is the Ŝ-linear map induced by the inclusion I →֒ Î . (It is an isomorphism since, given a
basis (γ1, . . . , γ2g) of π, theQ[π]-basis (γ1−1, . . . , γ2g−1) of I maps to a family of elements of
Î , which the Magnus expansion shows to be a Q̂[π]-basis of Î .) The third isomorphism flips the
two factors of the tensor product and applies the antipodes to each of them. (Note that it swaps
the left Ŝ-module structure and the right Ŝ-module structure.) Finally, the fourth isomorphism
in (7.2) is induced by the isomorphism θ : Î → T̂≥1. (That it is well-defined follows from the
fact that the expansion θ has group-like values.)
We now show that the diagram (7.1) is commutative for any M ∈ IH. This diagram can be
decomposed as follows:
H1
(
Σ, ⋆ ; Ŝ
)
n+,⋆ ≃

≃
// Ŝ ⊗Q[π] I

≃
// Ŝ ⊗
Q̂[π]
Î
≃
//
≃

Î ⊗
Q̂[π]
Ŝ
≃
//
≃

T̂≥1 ⊗T̂ Ŝ
≃ Mag(̺θ(M))

H1(M,⋆ ; Ŝ) // Ŝ ⊗Q[π′] I
′ // Ŝ ⊗
Q̂[π′]
Î ′
≃
// Î ′ ⊗
Q̂[π′]
Ŝ
H1
(
Σ, ⋆ ; Ŝ
)n−,⋆ ≃
OO
≃
// Ŝ ⊗Q[π] I
≃
//
OO
Ŝ ⊗
Q̂[π]
Î
≃
//
≃
OO
Î ⊗
Q̂[π]
Ŝ
≃
//
≃
OO
T̂≥1 ⊗T̂ Ŝ
Here π′ := π1(M,⋆) and I
′ is the augmentation ideal of Q[π′]; the arrows of the second row
are defined for the pair (M,⋆) as we did for the pair (Σ, ⋆); the downward vertical arrows
(apart from the last one) are induced by m+ : Σ → M , and the upward vertical arrows are
induced by m− : Σ → M . Clearly, each cell of this diagram is commutative. Since the natural
map H1(M,⋆ ; Ŝ) → Ŝ ⊗Q[π′] I
′ is surjective, we deduce that all the maps of this diagram are
isomorphisms. We conclude that (7.1) is commutative.
Finally, we apply Lemma 4.3 to R := L≥2 to get the following commutative diagram:
IAutω(L̂)
IAb
//
Mag

Ĥ1(ĥ
+)
ITr

IAutŜ
(
T̂≥1⊗T̂ Ŝ
)
ℓdet
// Ŝ(H)
By Lemma A.5, we have det = exp ◦ ℓdet. We conclude that, for anyM ∈ IH,
det(r(M))
(7.1)
= det
(
Mag(̺θ(M)
))
= exp
(
ℓdet
(
Mag(̺θ(M)
)))
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= exp
(
ITr
(
IAb(̺θ(M)
)))
= exp
(
ITr
(
IAb(M)
))
. 
7.3. The abelianization map on the Torelli group. We now study the group homomorphism
(7.4) IAb : I −→ Ĥ1(ĥ
+)
using, as a first step, Theorem 7.2. In fact, the strategy that we employed to prove it may be
regarded as a generalization of Morita’s approach in [Mor93], when he proves that his trace map
ITrk : hk → S
k(H) vanishes on the image of the k-th Johnson homomorphism τk :M[k]→ hk
for any k > 1 [Mor93, Theorem 6.11]. This vanishing phenomenon is generalized by the next
proposition.
Proposition 7.3. For any f ∈ I , we have
ITr
(
IAb(f)
)
= ITr1
(
τ1(f)
)
= det(f∗)
where f∗ denotes the automorphism induced by f at the level of the twisted first homology group
H1
(
Σ, ⋆ ;Z[H1(Σ;Z)]
)
. In particular, ITr
(
IAb(f)
)
∈ H1(Σ;Z) ⊂ Ŝ(H).
Proof. Set HZ := H1(Σ;Z) and denote by R := Z[H
Z] its group ring. Let f ∈ I . Then we
have
r(f) = idŜ ⊗Rf∗ ∈ AutŜ
(
H1
(
Σ, ⋆ ; Ŝ
))
where r is the Magnus representation as defined at the end of Section 7.1, Ŝ is regarded as a
right R-module via the exponential map HZ → Ŝ and we identify
H1
(
Σ, ⋆ ; Ŝ
)
≃ Ŝ ⊗R H1
(
Σ, ⋆ ;R
)
.
Since R× = ±HZ and since a symplectic matrix has determinant one, we have det(f∗) = h for
some h ∈ HZ. It follows that
det
(
r(f)
)
= exp(h)
and we deduce from Theorem 7.2 that exp
(
ITr(IAb(f))
)
= exp(h). So ITr(IAb(f)) = h. 
Remark 7.4. Morita’s result that ITrk ◦τk :M[k]→ S
k(H) is zero (for any k ≥ 2) can also be
generalized in the following, different direction: the composition Trk ◦ τk :M[k]→ Ck(H) is
zero for any k ≥ 2. This result has been first observed by Enomoto and Satoh [ES14], by com-
bining Satoh’s work [Sat12] to Hain’s result that the rational graded Lie algebra associated to the
Johnson filtration is generated by its degree one part [Hai97]. In our setting, that Trk ◦ τk = 0
directly follows from Proposition 5.3 which is logically independent from the results of [Sat12]
and [Hai97]. 
To go further in our study of the homomorphism (7.4), we observe that it induces an Sp-
equivariant homomorphism IAb : H1(I;Q)→ Ĥ1(ĥ
+) where H1(I;Q) = I/[I,I]⊗Z Q has
the Sp(H)-action induced by the conjugacy action ofM on I . (This follows from the fact that
(7.4) isM-equivariant using [AN95, Lemma 2.2.8].) For any k ≥ 1, let
IAbk : H1(I;Q) −→ H1(h
+)k
be the Sp-equivariant homomorphism obtained from IAb by projection onto the degree k part
of Ĥ1(ĥ
+).
Proposition 7.5. The homomorphism IAbk has the following properties:
(i) if g = 1, IAb2 is an isomorphism and IAbk = 0 for all k 6= 2;
(ii) if g ≥ 3, IAb1 is an isomorphism and IAb2k = 0 for all k ≥ 1.
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Proof. Let T be the (right-handed) Dehn twist around a curve parallel to ∂Σ, and consider
t := IAb(T ) ∈ Ĥ1(ĥ
+).
Since the automorphism of π induced by T is the conjugacy x 7→ ζxζ−1 by ζ := [∂Σ], the
automorphism ̺θ(T ) of L̂ is the conjugacy u 7→ exp(−ω)u exp(ω), so that the derivation
log ̺θ(T ) is given by u 7→ [u, ω]. We deduce that t is homogeneous of degree 2.
Assume that g = 1. Then h1 = 0 so that H1(h
+)2 = h2. Furthermore, it is easily seen
that h2 is one-dimensional (using the isomorphism (6.2), for instance): it follows that IAb2 is
surjective. Since I is infinite cyclic generated by T , this proves (i).
We now assume that g ≥ 3. The map IAb1 : H1(I;Q)→ h1 ≃ ∧
3H is essentially τ1 and the
latter is an isomorphism by Johnson’s result [Joh85]. For any j ≥ 1, the space hj is regarded as
an Sp(H)-submodule of H⊗(j+2) in the following way:
(7.5) hj ⊂ Hom(H,Lj+1) ≃ H
∗ ⊗ Lj+1 ≃ H ⊗ Lj+1 ⊂ H ⊗H
⊗(j+1).
Recall that finite-dimensional Sp(H)-irreducible modules are indexed by Young diagrams hav-
ing no more than g rows [FH91, Sections 16 & 17]. The Sp(H)-moduleH⊗(2k+2) only involves
Young diagrams with an even number of boxes whereas ∧3H has two components, namely [1]
and [1, 1, 1], with 1 and 3 boxes, respectively. Thus h2k ⊂ H
⊗(2k+2) does not share any Sp(H)-
irreducible component withH1(I;Q) ≃ ∧
3H . This shows (ii). 
Remark 7.6. Assume that g ≥ 3. The authors do not know whether IAb2k+1(I) is zero for
k ≥ 1, except in the specific cases where the Sp(H)-irreducible decomposition of h2k+1 is
known. For example, we see that IAb3(I) is trivial from an explicit description of h3 (see Asada
& Nakamura [AN95, Section 4]). Note that, for any integer d ≥ 2 satisfying IAbd(I) = 0, we
obtain that τd(M[d]) projects trivially on H1(h
+)d: this latter fact is known to be true without
condition on d by the result of Hain that we have already mentioned in Remark 7.4.
The case g = 2 is exceptional since I projects onto a free group of infinite rank by a re-
sult of Mess [Mes92]: in particular, H1(I;Q) is infinite-dimensional. The authors have not
investigated this case in detail. 
8. RATIONAL ABELIANIZATION OF THE GROUP OF HOMOLOGY COBORDISMS
LetΣ be a compact connected oriented surface of genus g ≥ 1with one boundary component.
Recall that C = C(Σ) is the corresponding monoid of homology cobordisms, and H = H(Σ) is
the group of homology cobordisms.
8.1. Rational abelian quotients. We shall prove the following.
Theorem 8.1. There exists a non-trivial invariant I˜ : C → Q of homology cobordisms with the
following properties:
(i) I˜ is invariant under the relation of 4-dimensional homology cobordism;
(ii) I˜ is additive, i.e. I˜(M ·N) = I˜(M) + I˜(N) for allM,N ∈ H;
(iii) I˜ vanishes on the mapping class groupM⊂ C;
(iv) there is a k ≥ 3 such that I˜ is a finite-type invariant of degree k, and I˜ is determined by
the action of C on the (k + 1)-st nilpotent quotient of π.
Corollary 8.2. The rational abelianization H1(H;Q) of the group H is non-trivial.
Conditions (i) and (ii) in Theorem 8.1 show that I˜ induces a non-trivial group homomorphism
I˜ : H → Q, and Corollary 8.2 immediately follows from that.
Note that condition (iii) is automatic in genus g ≥ 2 since H1(M;Z) is known to be finite
cyclic in this case; in genus g = 1, (iii) is equivalent to say that I˜ vanishes on the Dehn twist
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T along the boundary curve since H1(M;Z) is infinite cyclic generated by T in this case. (See
[Kor02, Theorem 5.1], for instance.) Besides, it follows from (iii) that the value of I˜ on a
cobordism M ∈ C only depends on the oriented 3-manifold underlying M (i.e., I˜ is insensitive
to the boundary parametrizations m± : Σ→M ).
We now explain how to construct such an invariant I˜ using the results of Section 6. Compose
the map Abθ : H → Ĥ1(ĥ
+) with the projection onto the coinvariant quotient Ĥ1(ĥ
+)Sp. The
resulting map
(8.1) H −→ Ĥ1(ĥ
+)Sp
is a group homomorphism, which is independent of the choice of the symplectic expansion θ by
(6.1). Our claim is that the space Ĥ1(ĥ
+)Sp is non-trivial in degree > 2. Consequently, there is
an integer k ≥ 3 and a non-zero linear form I : Ĥ1(ĥ
+)Sp → Qwhich is supported in the degree
k part. By composing (8.1) with this form I , we obtain a non-trivial group homomorphism
I˜ : H → Q. That I˜ satisfies (iii) follows from the previous paragraph and the fact (observed in
the proof of Proposition 7.5 for g = 1) that IAb(T ) is homogenous of degree 2. That I˜ satisfies
(iv) directly follows from its construction, Corollary 6.5 (which shows that I˜ is of degree at most
k) and Remark 6.6 (which adds that I˜ is of degree k, exactly).
Thus it remains to prove the above claim about Ĥ1(ĥ
+)Sp. The proof is divided into two
cases, g = 1 and g > 1, which reflects the difference of the structure of the Lie algebra ĥ+.
Before that, we fix some notation which will be useful for both cases.
8.2. Notations. Recall that Ĥ1(ĥ
+) has a direct product decomposition coming from the grad-
ing. That is, we have
Ĥ1(ĥ
+) =
∞∏
k=1
Ĥ1(ĥ
+)k
with
Ĥ1(ĥ
+)k = H1(h
+)k = hk
/∑
i+j=k
i≥1,j≥1
[hi, hj ].
By fixing a symplectic basis (a1, . . . , ag, b1, . . . , bg) ofH , we identify Sp(H) with the classical
group Sp(2g;Q). Note that the choice of this basis is just for the purpose of doing computations:
indeed the linear forms I : Ĥ1(ĥ
+)Sp → Q that we shall construct will not depend on this
choice.
We now recall from [Mor99, Section 4] how to define Sp-invariant linear forms on h. For
any integer k ≥ 1, the degree k part hk of h is contained in H
⊗(k+2) as an Sp(H)-submodule:
see (7.5). It follows from elementary invariant theory that
(
H⊗(k+2)
)
Sp
is trivial if k is odd:
therefore (hk)Sp = 0 for k odd. Assume now that k is even. For any partition p of the set
{1, . . . , k + 2} into (k/2 + 1) ordered pairs, we can apply to hk the linear map
Cp : H
⊗(k+2) −→ Q
defined by contracting the components of the tensors that are matched by p. It also follows from
elementary invariant theory that any Sp-invariant linear form onH⊗(k+2) is a linear combination
of such maps.
8.3. Proof of Theorem 8.1: the genus 1 case. For each integer k ≥ 1, the irreducible de-
composition of hk as a representation of Sp(2;Q) = SL(2;Q) is obtained by using an explicit
character formula (see [MSS15, proof of Prop. 8.2]). Recall that the irreducible polynomial
representations of SL(2;Q) are given by the symmetric powers SjH for all j ≥ 0, which
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correspond to the Young diagrams [j]. For instance, Q = S0H = [0] is called the invariant
representation.
We will use Table 1, which is borrowed to [MSS15]. For instance, the 1-st, 3-rd, 5-th and
8-th rows of this table read
h1 = h3 = h5 = 0, h8 = S
6H ⊕ (S2H)⊕2.
We will also use the following well-known formula giving the irreducible decomposition of the
tensor product of two symmetric powers (where k ≥ l):
SkH ⊗ SlH = Sk+lH ⊕ Sk+l−2H ⊕ · · · ⊕ Sk−lH
This formula implies that (SkH ⊗ SlH)SL ≃ Q if and only if k = l. Otherwise we have
(SkH ⊗ SlH)SL = 0, that is S
kH ⊗ SlH includes no invariant representation.
TABLE 1. The irreducible decompositions of hk in genus g = 1 (see [MSS15,
Table 8]).
k irreducible components of hk
1 {0}
2 [0]
3 {0}
4 [2]
5 {0}
6 [4], [0]
7 [3]
8 [6], 2[2]
9 [5], [3], [1]
10 [8], [6], 3[4], [2], 3[0]
11 [7], 2[5], 4[3], 2[1]
12 [10], [8], 5[6], 4[4], 8[2]
13 2[9], 3[7], 8[5], 9[3], 6[1]
14 [12], [10], 7[8], 9[6], 18[4], 11[2], 11[0]
15 2[11], 5[9], 14[7], 21[5], 26[3], 17[1]
16 [14], 2[12], 9[10], 16[8], 38[6], 38[4], 46[2], 10[0]
17 2[13], 7[11], 23[9], 42[7], 68[5], 72[3], 48[1]
18 [16], 2[14], 12[12], 26[10], 67[8], 96[6], 138[4], 100[2], 57[0]
We deduce from Table 1 that H1(h
+)k has 1, 1, 3 copies of the invariant representation [0]
for k = 2, 6, 10 respectively. This is because there are no chances to eliminate the invariant
representations present in hk by brackets of lower degree terms. From Table 1, and using the
fact that
(
∧2(S2j+1H)
)
SL
≃ Q for any j, it can be checked that H1(h
+)14 and H1(h
+)18 have
at least 11 − 2 = 9 and 57 − 35 = 22 copies of the invariant representation [0]. (The authors
have not checked whether one of the 10 copies of h16 survives in H1(h
+)16.) This concludes
the proof of Theorem 8.1 for g = 1 by considering k = 6, 10, 14 or 18, for instance.
In the rest of this subsection, we specify some non-trivial SL-invariant linear forms Ik :
H1(h
+)k → Q in degrees k = 6 and 10. Using an explicit formula for a symplectic expansion θ
of genus 1 (up to degree k+1), we could write down explicit formulas of the resulting invariants
I˜k : C → Q. As a warm up, we start by considering the case k = 2, but we emphasize that the
corresponding homomorphism I˜2 : H → Q is not trivial onM.
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Example 8.3. Since h2 is one-dimensional and h1 = {0}, we have
h2 = H1(h
+)2 =
(
H1(h
+)2
)
SL
≃ Q.
Let I2 : h2 → Q be the SL-equivariant homomorphism obtained by restricting
C(12)(34) : H
⊗4 −→ Q, x1 ⊗ x2 ⊗ x3 ⊗ x4 7−→ ω(x1, x2)ω(x3, x4)
to h2. Let t ∈ h2 be the derivation of L defined by t(u) := [u, ω]. Then I2(t) = 6 and we
deduce that I2 is an isomorphism. Note that t is the value of IAb on the Dehn twist T along
the boundary curve (see the proof of Proposition 7.5). Since T generates H1(M;Z) ≃ Z, we
deduce that I˜2 : H → Q induces an isomorphism between H1(M;Q) and Q. 
Example 8.4. Let I6 : h6 → Q be the SL-equivariant homomorphism defined by restricting
C(12)(34)(56)(78) : H
⊗8 → Q to h6. By a computer calculation, we find that
I6 η
( a
b a b a b a
b )
= 72
where a := a1, b := b1 and η : A
t,c(H) → h+ is the isomorphism recalled at (6.2). Hence I6
induces an isomorphism (H1(h
+)6)SL ≃ Q. 
Example 8.5. Let I
(1)
10 , I
(2)
10 , I
(3)
10 : h10 → Q be the SL-equivariant homomorphisms defined by
restricting
C(1 2)(3 4)(5 6)(7 8)(9 10)(11 12),
C(1 2)(3 5)(4 6)(7 8)(9 10)(11 12),
C(1 2)(3 6)(4 7)(5 9)(8 10)(11 12)
to h10, respectively. Consider also the following elements of h10:
ξ1 := η
( a
b a b a b a b a b a
b )
,
ξ2 := η
( a
b a a b a b b a b a
b )
,
ξ3 := η
( a
b a a a a b b b b a
b )
.
By a computer calculation, we find that
(
I
(j)
10 (ξi)
)
i,j
=

324 32 180 −24 −24
0 0 150

 .
So the triplet
(
I
(1)
10 , I
(2)
10 , I
(3)
10
)
induces an isomorphism (H1(h
+)10)SL ≃ Q
3. Thus we get three
linearly independent homomorphisms I˜
(1)
10 , I˜
(2)
10 , I˜
(3)
10 : H → Q. 
8.4. Proof of Theorem 8.1: the higher genus cases. In the case g ≥ 2, we can take two
approaches which are logically independent of each other. Note that the structure of ĥ+ for
g ≥ 2 is fairly different from that for g = 1.
One approach uses Kontsevich’s theorem [Kon93, Kon94] (see also Conant & Vogtmann
[CV03]) to study H1(h
+)Sp. From this, we obtain an isomorphism
(8.2) lim
−→
g→∞
(
H1(h
+)2n
)
Sp
≃ H2n−1
(
Out(Fn+1);Q
)
,
for all n ≥ 1, where Out(Fn+1) denotes the outer automorphism group of the free group of
rank n+ 1. When n = 6, we see that
(
H1(h
+)12
)
Sp
is stably isomorphic toH11(Out(F7);Q).
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It turns out that, very recently, Bartholdi [Bar16b] determined H∗(Out(F7);Q) by using a
computer and it results that H11(Out(F7);Q) ≃ Q. Hence we see that
(
H1(h
+)12
)
Sp
is non-
trivial for sufficiently large g.
To prove our claim for all g ≥ 2, we have to take another approach which uses results from
a forthcoming paper [MSS16] by Morita, Suzuki and the second-named author. This paper
provides an explicit Sp-invariant linear form
I12 : h12 −→ Q
dual to the above-mentioned stable class of (H1
(
h+)12
)
Sp
. To be more specific, I12 is given
there as the restriction of a map C : H⊗14 → Q to h12 where C is defined by a linear combina-
tion
C := 2160C(1 2)(3 9)(4 11)(5 12)(6 14)(7 13)(8 10)
− 2616C(1 2)(3 9)(4 11)(5 13)(6 12)(7 14)(8 10)
− 180C(1 2)(3 9)(4 11)(5 12)(6 13)(7 14)(8 10) + · · ·
of 647 multiple contractions. It is checked in [MSS16] that the form I12 vanishes on the sub-
space
∑6
i=1[hi, h12−i], and that it is non-trivial for all g ≥ 2 by an explicit computation. This
concludes the proof of Theorem 8.1 for g ≥ 2.
Finally, we mention that I˜12 : H → Q is invariant under stabilization. Recall the notations of
Corollary 6.4: Σ′ is a surface of genus g + 1 in which Σ is embedded, H′ is the corresponding
group of homology cobordisms and the mapH → H′ is the canonical one.
Proposition 8.6. The following diagram is commutative:
H

I˜12
// Q
H′
I˜12
>>
⑦
⑦
⑦
⑦
⑦
⑦
⑦
Proof. Let M ∈ H. We choose an f ∈ M such that σ(f) = σ(M)−1 ∈ Sp(H): then
Mf ∈ IH. We denote by M ′ ∈ H′ and f ′ ∈ M′ the elements corresponding to M and f ,
respectively, by stabilization. Then
I˜12(M) = I˜12(M) + I˜12(f) = I˜12(Mf) = I12
(
IAb(Mf)
)
where I12 is regarded as a linear form on Ĥ1(ĥ
+). Similarly we get I˜12(M
′) = I12
(
IAb(M ′f ′)
)
.
By Corollary 6.4, we know that IAb(Mf) is mapped to IAb(M ′f ′) by the homomorphism
Ĥ1(ĥ
+) → Ĥ1(ĥ
′+) corresponding to the stabilization H → H ′. Besides, since I12 is defined
by some contractions with the homology intersection form ω, the triangle
h12

I12
// Q
h′12
I12
??
⑦
⑦
⑦
⑦
⑦
⑦
⑦
⑦
certainly commutes. We conclude that I˜12(M) = I˜12(M
′).
We also give another proof which works only for g sufficiently large, but not assumes famil-
iarity with the LMO homomorphism. The dimensions of (h12)Sp and
(
H1(h
+)k
)
Sp
for k ≤ 11
stabilize for g sufficiently large. (See [MSS15, Theorem 1.2] for a computation of the stable
range of (h2n)Sp for any n ≥ 1; it is possible to estimate the stable range of
(
H1(h
+)k
)
Sp
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from this.) Furthermore we have
(
H1(h
+)k
)
Sp
= 0 for k ≤ 11 and for g sufficiently large: for
k = 2n + 1 with n ≥ 0, this follows from the fact that (h2n+1)Sp = 0; for k = 2n, this follows
from (8.2) using the fact that H2n−1
(
Out(Fn+1);Q
)
= 0 for n ∈ {1, . . . , 5} (see [HV98] for
n ∈ {1, 2, 3}, [Ger02] for n = 4 and [Oha08] for n = 5). Consider now the difference
D := I˜12 ◦ s− I˜12 : H −→ Q
where s : H → H′ is the canonical map. The restriction of I˜12 toH[12] factors through the 12th
Johnson homomorphism, which is invariant under stabilization. Hence D vanishes on H[12]
and induces a map D : H/H[12] → Q. Consider the restriction of D to H[11]/H[12] ≃ hZ11.
The resulting map D : hZ11 → Q is an Sp(H
Z)-equivariant homomorphism and so, by [AN95,
Lemma 2.2.8], it induces an Sp(H)-equivariant homomorphism D ⊗Z Q : h11 → Q. Since
I12 vanishes on commutators, D⊗ZQ factors throughH1(h
+)11 but, being Sp(H)-equivariant,
it must then factor through
(
H1(h
+)11
)
Sp
= 0. We deduce that D : H/H[12] → Q is trivial
on H[11], so that it induces a map D1 : H/H[11] → Q. Proceeding inductively, we obtain
successively that D vanishes on
H[12] ⊂ H[11] ⊂ · · · ⊂ H[2] ⊂ H[1] = IH.
Using again the facts that I˜12 is additive, that it vanishes on M and that H = IH · M, we
conclude that D : H → Q is trivial. 
8.5. Final remarks. As we saw at (8.1), the map Abθ : H → Ĥ1(ĥ
+) induces (for any sym-
plectic expansion θ) a linear map
H1(H;Q) −→ Ĥ1(ĥ
+)Sp
(which does not depend on θ). It is surjective after truncation at any degree, by the last statement
of Theorem 6.1. The authors do not know whether it is injective.
The virtual cohomological dimension ofOut(Fn+1) is 2n−1 by Culler & Vogtmann [CV86].
Every time one finds a non-trivial element of the top-dimensional rational cohomology group of
Out(Fn+1), the first method described in Section 8.4 produces a new invariant I˜2n of homology
cobordisms satisfying the conditions of Theorem 8.1 with k := 2n. Note that, if it existed,
I˜2n would be invariant under stabilization of the reference surface Σ (using the same arguments
as in the first proof of Proposition 8.6) and it would exist at least for g in the stable range of(
H1(h
+)2n
)
Sp
. Yet, deciding whether H2n−1(Out(Fn+1);Q) is non-trivial for n > 6 seems to
be a very difficult problem.
APPENDIX A. A NONCOMMUTATIVE VERSION OF THE LOG-DETERMINANT
In this appendix, we define a kind of log-determinant for automorphisms of a free module
with coefficients in a noncommutative ring.
A.1. The noncommutative trace. We recall from [Kar87, Section 1.16] how to define the trace
of endomorphisms when the ground ring is not commutative.
Let R be an algebra (over Q) and let M be a right free R-module of finite rank n ≥ 1. The
(Q-vector) space HomR(M,R) is a left R-module in the usual way. By the assumption on M ,
the canonical map
τ :M ⊗R HomR(M,R) −→ HomR(M,M) = EndR(M)
is a linear isomorphism (over Q). Because R is not assumed to be commutative, the evaluation
map ev : M × HomR(M,R) → R does not induce a linear map M ⊗R HomR(M,R) → R
generally speaking. Nonetheless, it does induce a linear map ev : M ⊗R HomR(M,R) →
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R/[R,R] where [R,R] denotes the subspace of R spanned by commutators [u, v] = uv − vu,
for all u, v ∈ R. Thus, the trace map is defined by the composition
tr := ev ◦τ−1 : EndR(M) −→ R/[R,R].
The trace of endomorphisms can be computed as follows. Let x := (x1, . . . , xn) be an
arbitrary basis of the free R-moduleM . Then
(A.1) tr(g) =
n∑
i=1
(i-th coordinate of g(xi) in the basis x)
for any g ∈ EndR(M). The following properties of tr are easily checked:
(i) tr is the usual trace map EndR(M)→ R if R is commutative;
(ii) for any g, h ∈ EndR(M), we have tr(gh) = tr(hg).
A.2. Groups of automorphisms. We now assume that R has an augmentation ε : R → Q,
and that the I-adic filtration
R = I0 ⊃ I1 ⊃ I2 ⊃ · · ·
defined by the augmentation ideal I := ker(ε) is complete.
Let M be a right free R-module of finite rank n ≥ 1. We shall equip M with the I-adic
filtration
M = MI0 ⊃MI1 ⊃MI2 ⊃ · · ·
which, by our assumptions, is complete. For any R-linear map f : M → M , we denote by fε
the endomorphism of the vector space M/MI that is induced by f .
Lemma A.1. Any R-linear map f :M →M such that fε = idM/MI is an automorphism.
Proof. By the assumption on f , the R-linear map φ := f − idM : M → M takes values
in MI . An induction on k ≥ 1 shows that φk takes values in MIk. Hence the series f :=∑
k≥0(−1)
kφk defines an R-endomorphism ofM such that ff = ff = idM . 
Let IAutR(M) be the group of R-linear automorphisms of M that induce the identity at the
level ofM/MI . There is a short exact sequence of groups
(A.2) 1 // IAutR(M) // AutR(M)
f 7→fε
// Aut(M/MI) // 1.
The choice of an R-linear isomorphism s : (M/MI) ⊗ R → M induces a group homomor-
phism s : Aut(M/MI) → AutR(M), which gives a section to the short exact sequence (A.2).
For instance, the choice of a basis x of M defines a linear isomorphism between M/MI and
(R/I)n ≃ Qn, which induces an R-linear isomorphism s = sx between (M/MI) ⊗ R ≃
Qn ⊗R ≃ Rn and Rn ≃M .
The following lemma, whereHomR(M,MI) is the ideal ofEndR(M) consisting ofR-linear
mapsM →MI , is easily proved.
Lemma A.2. There is a bijection IAutR(M)
≃
−→ HomR(M,MI) defined by the logarithmic
series
log(f) = −
∞∑
k=1
(idM −f)
k
k
, for f ∈ IAutR(M),
whose inverse is given by the exponential series
exp(g) =
∞∑
k=0
gk
k!
, for g ∈ HomR(M,MI).
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A.3. The noncommutative log-determinant. We consider the same data as in Section A.2:
(R, ε) is an augmented algebra whose I-adic filtration is complete, and M is a right free R-
module of finite rank.
We fix an R-linear isomorphism s : (M/MI) ⊗ R → M , which induces a section s :
Aut(M/MI)→ AutR(M) of (A.2). For all f ∈ AutR(M), we set
ℓdets(f) := tr
(
log
(
f ◦ s(fε)
−1
))
∈ R/[R,R]
where [R,R] denotes the closed subspace of R spanned by commutators.
Lemma A.3. The map ℓdets :AutR(M)→ R/[R,R] has the following properties:
(i) it is a group homomorphism;
(ii) it takes values in I/[R,R];
(iii) if M = N ⊕ N ′ is the direct sum of two free right R-modules, then ℓdets(g ⊕ g′) =
ℓdets(g) + ℓdets(g′) for any g ∈ AutR(N), g
′ ∈ AutR(N
′);
(iv) for all r ∈ R×, we have ℓdets(idM ·r) = dim(M) log(r/ε(r)).
Proof. Properties (ii), (iii) and (iv) are easily checked. We only prove (i): that ℓdets(f ◦ h) =
ℓdets(f) + ℓdets(h) for any f, h ∈ AutR(M). We first assume that f, h ∈ IAutR(M). Then,
by the BCH formula, we have
log(fh) = log(f) + log(h) +
1
2
[
log(f), log(h)
]
+ · · ·
where
[
log(f), log(h)
]
denotes the commutator
log(f) log(h)− log(h) log(f) ∈ HomR(M,MI
2)
in the algebra EndR(M) and the remaining terms are higher-length iterated commutators of
log(f) and log(h). Since tr vanishes on commutators of EndR(M) and is filtration-preserving,
we deduce that
tr log(fh) = tr log(f) + tr log(h) ∈ R/[R,R]
as desired. Consider now some arbitrary elements f, h ∈ AutR(M). Then
tr log
(
fh s(fεhε)
−1
)
= tr log
((
fs(fε)
−1
)
◦
(
s(fε)h s(hε)
−1 s(fε)
−1
))
= tr log
(
fs(fε)
−1
)
+ tr log
(
s(fε)h s(hε)
−1 s(fε)
−1
)
= tr log
(
fs(fε)
−1
)
+ tr
(
s(fε) ◦ log
(
h s(hε)
−1
)
◦ s(fε)
−1
)
= tr log
(
fs(fε)
−1
)
+ tr log
(
h s(hε)
−1
)
,
where the second equality follows from the previous case. 
Example A.4. Assume that M = Rn. ThenM/MI = Qn and there is an obvious choice of s,
which we will omit from the notation. Thus we obtain a map
(A.3) ℓdet : GL(n;R) −→ R/[R,R]
defined by
ℓdet(P ) := −
∞∑
k=1
tr
(
(In − P ε(P )
−1)k
)
k
for any P ∈ GL(n;R), where ε(P ) ∈ GL(n;Q) is obtained from P by applying ε to all
entries and “tr” denotes here the usual trace of matrices. (See [Kri02, Definition 3] for a similar
definition when R is a noncommutative algebra of formal power series.)
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Let K1(R) be the abelianization of the infinite linear group GL(R). By Lemma A.3, the
maps (A.3) defined for all n ≥ 1 induce a group homomorphism
ℓdet : K1(R) −→ R/[R,R]
such that ℓdet(x) = log(x/ε(x)) for any x ∈ R×. 
Clearly the definition of ℓdets(f) does not depend on s if f ∈ IAutR(M). We define the
log-determinant map to be the composition
IAutR(M)
log
//
ℓdet
33❳
❨ ❩ ❬ ❪ ❫ ❴ ❵ ❛ ❝
❞ ❡
❢
HomR(M,MI) ⊂ EndR(M)
tr
// R/[R,R].
We conclude this appendix by observing that this map coincides with the usual log-determinant
in the commutative case.
Lemma A.5. Assume that R is a commutative algebra of formal power series. Then the usual
determinant det(f) of any f ∈ IAutR(M) is equal to
exp
(
ℓdet(f)
)
=
∞∑
k=0
ℓdet(f)k
k!
∈ R.
Proof. Recall from Lemma A.3 that ℓdet(f) belongs to I: hence the exponential of ℓdet(f)
does converge. Thus the lemma only claims that
exp tr log(f) = det(f)
for any f ∈ IAutR(M). This is known as the “Jacobi formula”, which is for instance proved in
[GJ83, Section 1.1.10]. 
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