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ABSTRACT
In this paper, we propose a simple user-assisted method for the re-
covery of repeating patterns in time and frequency which can occur
in audio mixtures. Here, the user selects a region in a log-frequency
spectrogram from which they seek to recover the underlying pattern,
such as a repeating chord masked by a cough. Cross-correlation is
then performed between the selected region and the spectrogram, re-
vealing similar regions. The most similar region is then selected and
a variant on the PROJET algorithm, termed PROJET-MAG, is used
to extract the common time-frequency components from the two re-
gions, as well as extracting the components which are not common.
The results obtained are compared to another user-assisted method
based on REPET, and PROJET-MAG is demonstrated to give im-
proved results over this baseline.
Index Terms— Constant Q Transform, normalised 2-D cross-
correlation, PROJET, audio source separation
1. INTRODUCTION
In recent years there has been an increased focus on the incorpora-
tion of user assistance to improve the results obtained from sound
source separation algorithms. Potential applications for such sys-
tems include noise reduction, audio restoration, remixing, and ex-
tracting parts for use in new music. A number of these systems
utilise guide tracks [1, 2], or score-based assistance [3, 4], while
others allow users to edit spectrograms and/or pitch-based repre-
sentations. These representations are typically obtained via Non-
negative Matrix Factorization or via pitch detection algorithms [5–
8]. A limitation of these systems is that they often require time-
consuming manual annotations which interfere with the underlying
creative function of the separation tools.
An alternate approach to the concept of user-assistance was
taken in [9]. The technique used was based on methods which
leveraged repeating structure in time-frequency representations of
audio signals to perform sound source separation [10–13]. The input
signal was transformed to a log-frequency magnitude spectrogram
via a Constant Q transform [14, 15], and the user then chose the
spectrogram region from which they wished to extract the repeating
structure which has been obscured by an interfering sound source.
Cross-correlation was then performed between the chosen region
and the spectrogram to identify sections of the spectrogram which
contained the same repeating structure. The most similar regions
were then chosen and the element-wise median was taken across
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these regions to yield an estimate of the underlying repeating struc-
ture. From this, a mask was created for the original region and the
modified signal was then recovered via inversion to the time-domain.
In contrast to the annotation-based approaches, this technique
simply required the user to select the region of interest and the sys-
tem then determined what the repeating pattern was. It required
minimal interaction from the user, but was still capable of giving
good quality results. It is this work we take as the basis for our
proposed system, but instead of using a median-based method to es-
timate the repeating structure, we propose a novel projection-based
separation method, based on an extension of the PROJET algorithm
[16,17]. The PROJET algorithm was recently proposed as a method
for demixing multichannel mixture signals into their constituent spa-
tial objects. It assumed that each spatial object in a mixture was ob-
tained from the superposition of many contributions from different
directions and inter-channel delays. PROJET then used linear pro-
jections of the mixture channels to estimate the model parameters
and recover estimates of the underlying spatial objects. Here, instead
of projecting on mixture channels, we will be projecting between the
user selected magnitude spectrogram region, and the closest match-
ing magnitude spectrogram region identified by cross-correlation.
We term this new projection-based algorithm PROJET-MAG.
The rest of the paper is laid out as follows. In Section 2, we
present an overview of the system. In Section 3 we describe the
PROJET-MAG algorithm. In Section 4, we describe a few applica-
tions of the system, and in Section 5, we conclude this article.
2. SYSTEM
The initial stage in the interface is to take the chosen recording
and transform it into a spectrogram. This is done using a Constant
Q Transform [14, 15] due to the logarithmic frequency resolution,
which matches that of Western music scales. This also ensures that
changes in the pitch of a given instrument can be approximately rep-
resented via frequency translations.
Here we utilize the CQT toolbox1 which includes an inverse
transform that gives an efficient reconstruction [18]. The parame-
ters used for calculating the CQT are a number of 24 frequency bins
per octave, a minimum frequency of 27.50 Hz (equivalent to the note
A0), and the maximum frequency is set to half of the sample rate.
Once the log-frequency spectrogram has been calculated, it is
displayed to the user. The user then has to select the region from
which they want to recover the repeating pattern. The selected region
is then cross-correlated with the spectrogram to identify the most
similar region in time and frequency where the underlying pattern
1http://www.cs.tut.fi/sgn/arg/CQT/
repeats. This is in contrast to the multiple regions required in [9].
This was done using normalised 2D cross-correlation, which is typ-
ically used to find repeating templates in image processing applica-












• S is the log-spectrogram
• Si,j is the mean of S over the surrounding region with size of R
• R is the selected region and R is the mean of R
• i = 1 . . .n, n is the number of frequency channels in S
• j = 1 . . .m, m is the number of time frames in S
• x = 1 . . .h, h is the frequency height in R
• y = 1 . . .w, w is the time width in R
(1)
To avoid capturing nearby repetitions of the pattern, a minimum
difference in time and/or frequency is set, and peaks which are closer
than these minimum distances are discarded. After this, the spectro-
gram region with the highest correlation to the user-chosen region is
selected. Then the PROJET-MAG algorithm is run on the two se-
lected spectrogram regions to recover the common repeated pattern.
This is explained in detail in Section 3. The phase of the original
CQT is applied to the recovered spectrogram estimate of the repeat-
ing pattern and the signal is inverted to the time-domain, with the
interfering source removed. A system overview is shown in figure 1.
Fig. 1. Overview of the system. (1) A signal with an undesired ele-
ment is transformed into a log-frequency spectrogram. (2) The user
selects the region of the undesired element in the spectrogram. (3)
The selected region is cross-correlated with the spectrogram to iden-
tify the most similar region where the underlying pattern repeats. (4)
The identified regions are projected against each other to recover the
common repeating pattern. (5) The filtered spectrogram is inverted
back to the time-domain with the undesired element removed.
3. PROJET-MAG
The original PROJET algorithm was designed to work on multichan-
nel signals. In this scenario described in this paper, we do not have
a stereo signal to process but instead have two related spectrogram
excerpts of a mono signal. To this end, we vectorise the spectrogram
excerpts and form a matrix X of size (F × T ) × 2 where F is the
number of frequency bins in the chosen region and T is the number
of time frames in the region, and where X(:, 1) contains the user
chosen spectrogram excerpt and X(:, 2) contains the spectrogram
excerpt which correlates highest with the user-chosen excerpt. We
then proceed to treat X as a pseudo-stereo multichannel spectrogram
which contains J = 3 point sources:
X = Sθ (2)
where S is a matrix of size (F × T ) × 3, where S(:, 1) contains
elements in the mixture spectrogram which occur only in the user-
chosen excerpt, S(:, 2) contains the repeating pattern which is com-
mon to both spectrogram excerpts, and S(:, 3) contains elements
which occur only in the correlated spectrogram region. We further
assume that the repeating pattern is of equal amplitude in both spec-
trogram excerpts. θ is then a known mixing matrix of size 3 × 2,
where the jth row of θ is a mixing(panning) vector for the jth source:
θ = [cosφ, sinφ] (3)
with φ = [0, π/4, π/2]. We then define a projection matrix R of
size 3× 2 where
R = [sinφ,− cosφ] (4)
with φ = [0, π/4, π/2]. This means that the corresponding rows of
θ and R are orthogonal to each other. We then project X using R to
yield the projection matrix C:
C =
∣∣∣XR>∣∣∣ (5)
where |·| denotes taking the absolute value and ·> denotes matrix
transpose. We now assume that the underlying source spectrograms
are distributed according to an α-stable distribution with α = 1,
which implies additivity of magnitude spectrograms. This has been
shown to be a valid approximation for musical audio signals [21].
This then yields the following approximation:
C ≈ Ĉ = SK (6)
where K =
∣∣θR>∣∣. In effect, we have now formulated the prob-
lem of estimating the underlying source spectrograms as a standard
non-negative matrix factorization problem [22], where one of the
matrices (K) is known. We chose the generalized Kullback-Leibler
(KL) divergence, given by dKL (a | b) = a log ab − a + b as the
optimizing cost function as it has been demonstrated to give good
performance in the case where α = 1. We iteratively estimate S in
the standard manner by initialising randomly to positive values and
using the following update equation:




where V = C/Ĉ, O is an all-ones matrix the same size as C, ⊗
denotes element-wise multiplication, with divisions element-wise.
The repeating pattern can then be recovered by the use of gener-
alized Wiener filtering from:
Cr = C⊗
S(:, 2) ∗K(2, :)
Ĉ
(8)
where Cr denotes the estimate of the projected repeating source,
S(:, 2) denotes the second column of S and K(2, :) is the second
row of K. To recover the actual unprojected spectrogram estimate
of the repeating pattern, we simply note that, due to the construction
of the projection matrix R, the third column of C is equal to the
first column of X. We therefore take the third column of Cr as our
estimate of the repeating pattern and reshape it to a matrix of size
F × T . The phase of the original CQT spectrogram region is then
applied to this estimate and we replace the original values with our
new estimate before inversion to the time domain.
4. APPLICATIONS
As the system proposed is interactive, we will demonstrate a num-
ber of real-world applications of the system, as well as performance
measures (the audio examples can be found online2). As the sys-
tem aims to perform the same tasks as those in [9], we use this
repetition-based method as a baseline against which to measure the
performance of our algorithm. It should also be noted that 1000 iter-
ations of the update equation was used for estimating the repeating
pattern in all examples presented. In all cases, the minimum time
difference between similar regions was set at 1 second, as this had
been observed to give good performance when performing REPET-
SIM [11] and no minimum frequency distance was used.
4.1. Recovering a Melody obscured by a Cough
Figure 2 contains the log-spectrogram of a piano melody where a
cough masks the first chord. The user-selected region is marked by
a solid line, while the most similar region identified by the system is
marked by a dashed line.
Fig. 2. Log-spectrogram of a melody with a cough masking the first
notes. The user selected the region of the cough (solid line) and the
system identified the most similar region where the underlying notes
repeats (dashed line).
The log-spectrogram of the same melody with the first chord re-
covered is then shown in figure 3. The system recovered the common
elements between the two regions and used this to filter the cough
from the user-selected region. The whole process only takes a cou-
ple of seconds, with most of the time taken by the iterative updates.
The separation performance for the recovered chord and ex-
tracted cough (in dB) are shown in Table 1 for the baseline method,
denoted REP and the proposed method, denoted PM. The evalua-
tion metrics used were those from the BSS Eval toolbox3 namely,
Source-to-Distortion Ratio (SDR) a measure of overall separation
performance, Source-to-Interference Ratio (SIR), a measure of the
interference due to other sources in the separated signal, and Source-
to-Artifacts Ratio (SAR) a measure of the presence of artifacts due
to the separation and resynthesis process [23]. In all cases, these
metrics are only measured on the user-modified sections of the
signals. The values for both REP and PM are both high, which
implies good separation performance, but those from the proposed
PROJET-MAG approach are considerably higher than those of the
REPET-based approach, particularly for both SDR and SIR, while
being comparable for SAR. This is evinced by listening to the audio
2http://www.zafarrafii.com/repet.html
3http://bass-db.gforge.inria.fr/bss_eval/
Fig. 3. Log-spectrogram of the melody with the first note recov-
ered. The system recovered the repeating elements between the two
regions in 2 and filtered the cough from the selected region.
examples where the cough is effectively inaudible in the PROJET-
MAG algorithm while sound quality is also higher. The audio files
were obtained from Freesound4.
SDR SIR SAR
recovered notes (REP) 8.73 13.63 13.60
extracted cough (REP) 5.91 6.55 11.90
recovered notes (PM) 11.85 16.94 14.99
extracted cough (PM) 8.90 12.76 11.40
Table 1. Separation performance for the recovered note, and the ex-
tracted cough for baseline (REP) and PROJET-MAG (PM) (in dB).
4.2. Recovering an Accompaniment Masked by Vocals
Figure 4 shows the log-spectrogram of a song excerpt with female
vocals obscuring the accompaniment. A region (solid line) was se-
lected by the user and the most similar region where the accompani-
ment repeats is then identified by the system (dashed lines).
Fig. 4. Log-spectrogram of a song with vocals obscuring an accom-
paniment. The user selected the region (solid line) and the system
identified the most similar region where the underlying accompani-
ment repeats (dashed lines).
Figure 5 shows the log-spectrogram of the same song excerpt of
the accompaniment recovered. The system recovered the common
pattern between the two excerpts and filtered out the vocals from the
selected region.
4https://www.freesound.org/
Fig. 5. Log-spectrogram of the song with the first measure of the
accompaniment recovered. The system recovered the repeating ele-
ments between the two regions in 4 and removed the vocals
Table 2 shows the separation performance for the recovered
accompaniment, and the extracted vocals (in dB). The audio files
were obtained from SiSEC5. Again, it can be seen that the proposed
SDR SIR SAR
recovered accompaniment (REP) 5.11 5.79 13.76
extracted vocal (REP) 6.66 19.83 10.98
recovered accompaniment (PM) 7.52 9.44 11.78
extracted vocal (PM) 9.08 15.03 12.60
Table 2. Separation performance for the recovered accompaniment,
and the extracted vocals (in dB).
method outperforms the baseline in terms of SDR and SIR, while
achieving comparable results for SAR.
4.3. Extracting Speech Masked by a Noise
Figure 6 shows the log-spectrogram of a male speaker masked by an
alarm noise. The user selected a region of speech (solid line) and
the system identified the most similar region where the alarm noise
repeats (dashed lines).
Fig. 6. Log-spectrogram of speech masking a noise. The user se-
lected a region of speech (solid line) and the system identified the
most similar region where the alarm noise repeats (dashed lines).
The log-spectrogram of the extracted male speech is then shown
in Figure 7 shows the log-spectrogram of the same male speech with
the chosen sentence extracted after the system identified the most
5https://sisec.wiki.irisa.fr/tiki-index.php
similar section. In this case, we recover the non-repeating speech as
opposed to the repeating noise pattern.
Fig. 7. Log-spectrogram of the first sentence of the speech extracted.
The system filtered out the repeating pattern once it had been ex-
tracted from the two similar regions
Table 3 shows the separation performance for the extracted
speech, and the filtered noise (in dB). The audio files were down-
loaded from Freesound. The proposed method again outperforms
SDR SIR SAR
recovered accompaniment (REP) 5.98 15.17 7.77
extracted vocal (REP) 9.71 10.77 15.78
recovered accompaniment (PM) 6.43 12.4 7.38
extracted vocal (PM) 10.17 12.95 13.36
Table 3. Separation performance measures for the extracted speech,
and the filtered noise (in dB).
the baseline method in terms of SDR, demonstrating the proposed
method offers improved performance over the baseline method.
5. CONCLUSION
In this paper we have proposed a simple user-assisted system for the
recovery of repeating patterns in time and frequency. Recovery of
these repeating patterns is done through the use of a novel projection-
based algorithm for the separation of common information between
magnitude spectrograms, which we term PROJET-MAG. We have
demonstrated the effectiveness of the system through the use of
a number of real-world applications such as recovering a melody
masked by a cough and an accompaniment masked by vocals. We
also show that that the algorithm has improved separation perfor-
mance over a baseline repetition-based separation algorithm.
In the future, we will extend the work to cover multichannel
recordings, as opposed to the single-channel set-up demonstrated
here. We would further aim to develop a standalone user interface
for end-users to rapidly and easily manipulate existing audio record-
ings. We also wish to extend the work to deal with multiple neigh-
bours instead of a single one. Finally we aim to extend this work to
recovering multiple repeating patterns within the same region.
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