We focus on improving the effectiveness of similarity search in 3D object repositories from a system-oriented perspective. Motivated 
Introduction
The development of effective content-based multimedia search systems is an important research issue due to the growing amount of digital audio-visual information. In the case of images and video, the growth of digital data has been observed since the introduction of 2D capture devices. A similar development is expected for 3D data, as acquisition and dissemination technology is constantly improving. In digital libraries, it is possible to search using annotation information, which describes the content of an object in textual form, or using the multimedia data itself, the so-called content-based search. The latter is the more promising approach, because in general textual descriptions are manually created, which is prohibitively expensive, and they are subject to the opinion of the person who creates them. In contrast, content-based search algorithms allow an implementation of fully automatic retrieval systems.
There are many practical applications of similarity search in 3D libraries. In medicine, the detection of similar organ deformations can be used for diagnostic purposes. In the manufacturing industry, the search for similar standard parts can help to reduce costs. There are also applications in the entertainment industry, e.g., film production and video games. Figure 1 illustrates the concept of content-based 3D similarity search. In this paper, we experimentally compare a range of different 3D feature vectors (FVs), and we propose methods for improving the effectiveness of the 3D similarity search process. Our new method, called purity selection, determines which one of the available FVs should be engaged depending on the query object. This leads to a significant improvement in retrieval effectiveness compared with the best single FV. Also, we propose to use combinations of FVs, which leads to further significant improvements of the effectiveness of the search system. Our experimental results show that the relative ordering of FVs by retrieval effectiveness depends on the query point, which means that no single FV outperforms all other FVs on all queries, and that linear combinations of multiple FVs provide a significant improvement of the retrieval effectiveness compared to the best single FV.
Similarity search of 3D objects

Feature-based approach to 3D retrieval
Usually, a feature vector approach is adopted for performing similarity search in multimedia databases. The basic idea is to derive a vector of numerical (real) values for each of the objects in the repository, extracting those properties of the 3D objects that best support an applicationdependent notion of similarity. For a given feature extraction technique, it is usually possible to generate FVs of different dimensionality by setting the resolution with which the FV extraction proceeds. FVs describing 3D objects may be derived from object geometry and/or other attributes and should be invariant to changes in the orientation (translation, rotation and reflection) and scale of 3D models. Good FVs should also be robust with respect to small changes in the level-of-detail, geometry and topology of the models.
Given the FVs for all of the objects in a database and for a query point, the retrieval of similar objects is performed by returning the k nearest neighbors (k-NN) of the query point. To this end, a metric in the vector space IR d (for dimensionality d depending on parameterization of the FV extraction method at hand), is used, e.g., the unweighted Minkowski (l p ) distance, given by l p ( x, y) =
More sophisticated metrics for vector spaces, e.g., quadratic forms [2] , exist, but their applicability depends on the FV definition and computational efficiency considerations.
Related work and studied feature vectors
The last few years have seen a strongly increasing interest in content-based retrieval of 3D models, and its popularity may be expected to eventually approach the popularity of similarity search in image databases. Algorithms have been proposed to extract FVs based on many different 3D object characteristics. Statistical FVs include geometric moments [21, 16, 14, 19] , and histograms of measures like the distribution of distances between points on an object's surface [15] . Some of the extention-based methods treat 3D objects as functions defined on spheres, and describe the objects in terms of samples taken from these functions [25, 20, 13] . Many algorithms derive object descriptions from certain space partitioning schemes [1, 10, 22, 5, 18, 12] . Furthermore, the curvature of an object's surface may be considered as in [26] . FVs may also be obtained from 2D renderings of the objects as in [7, 4] . There also exist non-FV approaches to 3D retrieval, which rely on topological [8] or skeletal descriptions of the models [17] . Considering the specific problem of securing rotation invariance of the description, there exists an ongoing discussion whether this should be achieved by the application of an rotation normalization step prior to feature calculation [20] , or by the definition of FVs that are implicitly rotational invariant [11] . In our work, we consider FVs that rely on rotation normalization by using a variant of the Principal Component Analysis (PCA) [25] , as we believe it is stable in many cases, and able to contribute valuable information to the object description.
While we have implemented many different FVs from our own as well as other researchers work in our 3D similarity search system, for clarity reasons we focus the remainder of this paper to a set of six algorithms which belong to the FVs providing the best retrieval precision in our experiments. Specifically, we consider two FVs based on the Fourier transformation of rendered silhouettes and Zbuffers of the 3D models, resulting in the silhouette and depth buffer FVs respectively, as presented in [7] . Also, we consider the spherical harmonics transform of samples taken from model extention, as well as samples taken from a combination of model extention and surface orientation properties, resulting in the ray-based and the complex FVs respectively, as introduced in [24] . Furthermore, we include in this study a FV based on the discretization of model surface into a voxel grid (the voxel FV, as introduced in [23] ), and our implementation of the implicitly rotation invariant algorithm introduced in [5] which is based on the spherical harmonics transform of concentric functions defined on the voxelization of models, and that we would like to call the harmonics 3D FV in this paper.
Measuring retrieval effectiveness
Description of the experiments and the effectiveness measures
The database used for retrieval experiments contains 1,837 3D objects collected from the Internet 1 . From this set, 472 objects were classified by shape into 55 different model classes, yielding the ground truth, and the rest of them were left as "unclassified". Each classified object was used as a query object, and the objects belonging to the same model class, excluding the query, were considered relevant to it. Table 1 gives a partial description (first 20 classes) of the classified objects of the database. The first column indicates the class identification number. The second column describes the 3D class models. The last column lists the number of objects per model class.
For comparing the effectiveness of the search algorithms, we use precision vs. recall figures, a standard evaluation technique for retrieval systems [3] . Precision is the frac- tion of the retrieved objects which are relevant to a given query, and recall is the fraction of the relevant objects which have been retrieved from the database. In addition, we also consider the widely used R-precision measure [3] . It is defined as the precision when retrieving as many objects as there are relevant answers in the database, w.r.t. the query. We average these measures over all queries that belong to one of the predefined query classes. As the metric of choice we employ the l 1 (Manhattan) distance, as we experimentally found this gives us the best retrieval results compared to other Minkowski distances (l 1 was slightly but consistently better than l 2 in our experiments).
Results using single feature vectors
In our first experiments, we compared the retrieval performance of six FVs using our ground truth. To first assess the influence of FV resolution, we evaluated a range of FV dimensionality settings. Figure 2 shows the effect of the FV dimensionality on the overall effectiveness of the FVs, measured in terms of R-precision. The figure shows that the effectiveness improvement rate diminishes quickly for roughly more than 64 dimensions for most FVs. It is interesting to note that the saturation effect is reached at roughly the same dimensionality level. This is not an expected result, considering that the different FVs describe different characteristics of the 3D objects. Figure 3 shows the database-average effectiveness performance (precision vs. recall curves and R-precision values) of the six FVs when using their best dimensionality parameterization, respectively. The best performing FV on average is the image-based depth buffer FV. Between the 1 st and the 3 rd best FV, the performance differences are small, implying that in practice all these FVs have similar retrieval capabilities. Next, we present the results obtained for two specific model classes. Figure 4 shows the average precision vs. recall figures for the Formula 1 cars model class. In this case, the best effectiveness is obtained with the depth buffer and the harmonics 3D FVs. Note that the best FV for this model class is also the best FV on average. The R-precision value is also given for each FV. Figure 5 shows the average precision vs. recall figure for the sea animals model class. For this class, the best FVs are the silhouette and the ray-based spherical harmonics FVs. This result shows that for some model classes the best average FV (depth buffer) does not perform well. Moreover, the best three FVs for this class are different from the best three FVs of the F-1 cars model class.
In general, we observed that for many query classes, the respective ranking of FVs by retrieval precision differs from the average ranking. It follows that an appropriate selection of the FV used for the similarity search, depending on the query object, will improve the overall retrieval effectiveness as compared with the standard policy of always choosing a certain default FV.
Purity-based feature selection
The previous results indicate the need for appropriate feature selection, based on the query to be evaluated. At our disposal is a set of FVs, but how can we automatically estimate the quality of the result when choosing one of them? Note that we want to support similarity queries. In classification, feature selection refers to choosing the features that optimize an objective function (usually, classification accuracy). For similarity search, we first need to find such an ob- jective function estimating the quality of a similarity ranking.
Query dependent selection of features
Let X be the universe of valid 3D objects, U ⊆ X the 3D database, and Q ⊆ U a set of classified objects, that is,
where Q i is a model class (i.e., a set of similar objects), and Q is the disjoint union of m model classes. 
Definition 1 Given a set of
The purity value indicates the maximum number of objects that belong to a same model class in the first k positions of each ranking. The FV that has the maximum purity is selected for performing the search. In case of ties, we select the FV that has the best average R-precision, using the values of Figure 3 as reference. This purity selection method tries to measure the "coherence" of the retrieved objects in the first positions of the ranking. Our hypothesis is that a good FV will rank objects from the same model class at the first positions of the ranking. On the other hand, if a FV ranks objects from different model classes in the first positions, then one can assume that the answer is not coherent and hence the FV is not suitable for this query. Figure 6 shows a comparison between the purity selection technique and the best FVs, using the set of classified objects as the set Q for the purity computation. We tested values for k from 3 up to 10, noticing only small variations in the results (in the figure, we show the results using k = 7). With the purity selection method, we obtained an improvement of 21% in R-precision compared to the best average single FV, which is a significant gain in retrieval effectiveness. To discard that the selection of the model classes could have some influence on the obtained results, we qualitatively validated the obtained results running a cross-validation test [6] . We divided a subset of the classified objects into two equally sized groups: A query set and a test set. The query set was used as in the described experimental framework. For computing the purity values we only used the test set, which was considered to be "out" of the database. That is, the test set was not considered for computing the effectiveness of the search system. Partitioning of the classified set was randomly performed, and we average over 100 random partitions. The results of the cross-validation test confirm the significant improvement of our purity selection method.
Combinations of feature vectors
The retrieval performance analysis in Section 3.2 suggests that there exist a number of FVs that achieve good average retrieval performance on the majority of query classes, but that there is no clear winner among them. Instead, the individual FVs have different strengths and weaknesses, and they represent complementary information regarding the description of 3D objects.
Because FVs capture different aspects and characteristics of the models, we propose to use combinations of FVs for further improving the retrieval effectiveness of the similarity search, thus avoiding the disadvantages of using a single feature, which captures only a single characteristic of an object.
So, how can different FVs be combined in a search system? A simple concatenation of all available FVs is not advisable due to effectiveness and efficiency reasons [9] : Effectiveness would degrade with the inclusion of FVs irrelevant to the queries, and efficiency would also degrade because of the large dimensionality of the resulting FV, a problem known as the curse of dimensionality. Therefore, it is an interesting problem to find whether there are combinations of FVs that are better suited for performing similarity search on certain object classes, or even if there are combinations that dominate others for all types of queries.
We propose two methods for combining FVs: An unweighted combination method, and a weighted combination method based on the purity concept.
Unweighted combinations of feature vectors
We ran retrieval experiments on all possible combinations of all FVs, using their best dimensionality given by Figure 3 . This gives a total of 6 k=2 6 k = 57 different combinations of FVs. To construct the combinations, we use the sum of the unweighted normalized distances.
Definition 2 The unweighted normalized combined distance d
c is defined as:
where N is the total number of FVs, b ci is a binary variable that indicates whether FV f i is included in combination c, d i (q, o) is the distance of a query object q from another object o under f i , and dmax i (q) is the maximum distance of object q to any other object in the database as measured by f i .
As in the single FVs experiments, the combined distance d c gives the ranking of objects w.r.t. a query q. The unweighted combination approach treats all FVs of the combination as equally important in determining the ranking. Table 2 shows the average effectiveness of the best combinations of FVs in terms of R-precision and combination cardinality. The results confirm our assumption that there exist FV combinations that significantly improve the retrieval performance over the best single FV (depth buffer) in the average case. The maximum R-precision value reached on average over all query classes by a combination amounts to 42.89%, which is equal to an improvement of more than 33% compared to the performance of the depth buffer. This Table 2 . Average R-precision for the best unweighted combinations of feature vectors.
best combination is composed of all six FVs. The largest improvement occurs when changing from the single to the 2-combination case (voxel and complex). The improvement increases further with combination cardinality, but the increment becomes smaller as we add more FVs to the combination. For the last one, the improvement in effectiveness is negligible. Figure 7 shows the precision vs. recall curves for the best unweighted combinations. Note that we also performed a much larger series of experiments considering combinations of up to nine FVs. In these experiments we found that the retrieval effectiveness even starts to decrease when adding more FVs after a certain saturation point has been reached.
Weighted combination of feature vectors
A further improvement over the unweighted combination of FVs can be achieved by assigning weights to each FV in the combined distance, because it is expected that not all FVs are equally relevant to all queries, and using a nonsuitable FV can even lower the effectiveness of the search. We tested all possible weightings for the combination of the six FVs using three different weight values (0, 1, 2), resulting in 3 6 − 1 = 728 different combinations. We call this approach fix-weighted combination, because each combination uses the same set of weight values w = {w 1 , . . . , w 6 } for all queries. The weights are assigned to each FV in the order given by Figure 3 (e.g., w 1 corresponds to depth buffer, w 2 corresponds to voxel, and so on).
Definition 3
The fix-weighted combined distance is defined as:
The experimental results show that the set of weights w * = {2, 1, 2, 0, 1, 1} provides the best performance. The precision vs. recall plot is shown in Figure 8 . While this weight vector provides excellent retrieval performance, it is expected to be highly correlated to our database. Thus, it will probably not be useful for another 3D objects database, because the optimal average weighting may be different. Moreover, in a dynamic database, it is not possible to determine the best weighting factors by experimentally analyzing all combinations of weighting factors for all possible queries. All these negative attributes make this approach unpractical for real-world applications.
To overcome these problems, we propose another combination technique. The purity-weighted combination uses a dynamically determined weighting scheme based on the purity concept. The combined distance is defined as follows. Figure 8 shows the average precision versus recall figures for both weighted FV combination methods, and for each single FV. For the purity value computation, we show the results using k = 4 (results using values between 3 and 10 are all similar). For the fix-weighted combination, we show the result of using w * as the fixed weighting scheme. The improvement obtained with the weighted combinations (38% improvement in R-precision compared with the best single FV) is far superior to the improvement obtained when switching from one single FV to the next best single FV. Both weighting combination methods have almost the same effectiveness on average, but notice that in the case of the fix-weighted combination we had to perform a brute force search to find the best weighting values (which, probably, are not optimal w.r.t. a different database). In contrast, the purity-weighting method automatically determines the weights for each FV depending on the query object. Figure 9 shows the average precision versus recall figures for the Formula 1 cars model class, where significant improvements in retrieval effectiveness occur with the purity-weighted combination of FVs over the best single FV (39% in terms of R-precision). The method sustains a nearperfect precision level for almost all recall levels, with just a small degradation for the very high recall levels.
Definition 4 The purity-weighted combined distance is defined as:
d p-weighted (q, o) = N i=1 (purity(f i , q, k) − 1) d i (q, o) dmax i (q)
Conclusions and future work
In this paper, we described the challenges involved in the implementation of a content-based 3D similarity search system. Our first contribution is the proposal of a new selection method based on our purity concept, which determines the FV to be used for retrieval. The results show a significant effectiveness improvement over the best single FV. Secondly, we established that combinations of FVs may be highly beneficial for improving retrieval effectiveness in a 3D search system. We proposed to use a dynamically weighted combination of FVs based on the purity measure, thus avoiding the disadvantages of using just a single FV for the search. The experimental results show that the weighted combination of FVs further improves the retrieval effectiveness of the search system, and this improvement is far superior to the improvement obtained when switching from one type of FV to another. Table 3 summarizes the improvements ob- Table 3 . Improvements in effectiveness obtained with the proposed techniques.
tained with the proposed techniques. Note that an improvement of 38% in effectiveness is very significant compared to the improvements of recently proposed FVs, which in most cases is in the order of 5% over previous methods. It is worth noting that the proposed techniques are general and not restricted to 3D objects, and that they can be used with any multimedia data type (images, audio, etc.) on which a distance metric is defined. Future work involves further researching query dependent feature selection and combination methods for other types of multimedia data. The final goal is to define a query processor that does not need a classified set of objects but is still capable of determining a good combination of feature vectors given a query object. It is also an open issue, how the efficiency of the search system can be improved. The need for appropriate indexing techniques, considering the very high dimensionality of the combined feature vectors (hundreds of dimen-
