The Schur-Horn theorem is a classical result in matrix analysis which characterizes the existence of positive semidefinite matrices with a given diagonal and spectrum. In recent years, this theorem has been used to characterize the existence of finite frames whose elements have given lengths and whose frame operator has a given spectrum. We provide a new generalization of the Schur-Horn theorem which characterizes the spectra of all possible finite frame completions. That is, we characterize the spectra of the frame operators of the finite frames obtained by adding new vectors of given lengths to an existing frame. We then exploit this characterization to give a new and simple algorithm for computing the optimal such completion.
Introduction
The Schur-Horn theorem [16, 23] is a classical result in matrix analysis which characterizes the existence of positive-semidefinite matrices with a given diagonal and spectrum. To be precise, let F be either the real field R or the complex field C, and let {λ n } 
{λ n } N n=1 . The first part of (1) is simply a trace condition: the sum of the diagonal entries of G must equal the sum of its eigenvalues. The second part of (1) is less intuitive. To understand it better, it helps to have some basic concepts from finite frame theory.
For any finite sequence of vectors {ϕ n } N n=1 in F M , the corresponding synthesis operator is the M × N matrix whose nth column is ϕ n , namely Φ : , and their ratio β/α is the condition number of ΦΦ * . Inspired by applications involving additive noise, finite frame theorists often seek frames that are as well-conditioned as possible, the ideal case being tight frames in which ΦΦ * = αI for some α > 0. They also care about the lengths of the frame vectors, often requiring that ϕ n 2 = µ n for some prescribed sequence {µ n } N n=1 . These lengths weight the summands of the linear-least-squares objective function Φ * x − y 2 = N n=1 | ϕ n , x − y(n)| 2 , and adjusting them is closely related to the linear-algebraic concept of preconditioning. That is, we often want to control both the spectrum of the frame Email address: Matthew.Fickus@gmail.com (Matthew Fickus) operator as well as the lengths of the frame vectors. For example, much attention has been paid to finite tight frames whose vectors are unit norm [2, 5, 14, 15] .
In this context, the reason we care about the Schur-Horn theorem is that it provides a simple characterization of when there exists a finite frame whose frame operator has a given spectrum and whose frame vectors have given lengths. To elaborate, the earliest reference which briefly mentions the Schur-Horn theorem in the context of finite frames seems to be [24] , which stems from even earlier, closely related work on synchronous CMDA systems [25, 26] . An in-depth analysis of the connection between frame theory and the Schur-Horn theorem is given in [1] . There as here, the main idea is to apply the Schur-Horn theorem to the Gram matrix of a given sequence of vectors {ϕ n } N n=1 , namely the N × N matrix Φ * Φ whose (n, n ′ )th entry is (Φ * Φ)(n, n ′ ) = ϕ n , ϕ n ′ . Indeed, suppose there exists {ϕ n } N n=1
in F M whose frame operator ΦΦ * has spectrum {λ m } 
Conversely, for any M ≤ N and any nonnegative nonincreasing sequences {λ m } and where ϕ n 2 = µ n for all n if and only if (2) holds. Note that in the M = N case, this statement reduces the classical Schur-Horn theorem and as such, is an equivalent formulation of it. This equivalence allows the Schur-Horn and finite frame theory communities to contribute to each other. For example, the Schur-Horn theorem gives frame theorists another reason why there exists a unit norm tight frame of N vectors in
. In the other direction, techniques originally developed to characterize the existence of finite frames, such as the Givens-rotation-based constructions of [6] and the optimization-based methods of [4] , are meaningful contributions to the existing "proof of Schur-Horn" literature [7, 8, 9, 10, 17, 18] .
Frame theory also provides the Schur-Horn community with a geometric interpretation of the inequalities in (1) and (2) . To be precise, for any vectors {ϕ n } N n=1 in F M and any j = 1, . . . , M, the quantity j n=1 µ n is the trace of the jth partial frame operator Φ j Φ * j , where Φ j denotes the synthesis operator of {ϕ n } j n=1 :
Here, the nth summand of
n is the orthogonal projection operator onto the line spanned by ϕ n , scaled by a factor of ϕ n 2 = µ n . Since the vectors {ϕ n } j n=1 span at most a j-dimensional space, all but j of the eigenvalues of Φ j Φ * j are zero. As such, Tr(Φ j Φ * j ) = j n=1 µ n is the sum of the j largest eigenvalues of Φ j Φ * j . Moreover, as we add the remaining scaled-projections {ϕ n ϕ * n } N n= j+1 to Φ j Φ * j in order to form ΦΦ * , these j largest eigenvalues will only grow larger, leading to the jth inequality in (2); formally this follows from the rules of eigenvalue interlacing, as detailed in the next section.
The remarkable fact about the Schur-Horn theorem is that these relatively easy-to-derive necessary conditions (2) are also sufficient. Many of the traditional proofs of the sufficiency of (2) involve explicit constructions. And, of these, only the recently-introduced eigenstep-based construction method of [3, 13] is truly general in the sense that for a given {λ m } M m=1 and {µ n } N n=1 it can construct every finite frame of the corresponding type. In this paper, we further exploit the power of the eigensteps method, generalizing the Schur-Horn theorem so that it applies to another type of problem in finite frame theory.
In particular, in this paper we derive a generalized Schur-Horn theorem that addresses the frame completion problem: given an initial frame, which new vectors should be appended to it in order to make it a better frame? More precisely, given an initial sequence of vectors whose frame operator is some M × M positive semidefinite matrix A, how should we choose {ϕ n } N n=1 so that the frame operator of the entire collection, namely A + N n=1 ϕ n ϕ * n , is optimally well-conditioned? Finite frames have been used to model sensor networks [22] ; from that perspective, the completion problem asks what sensors should we add to an existing sensor network so that the new network is as robust as possible against measurement error and noise.
The frame completion problem was first considered in [11] . There, the authors characterized the smallest number N of new vectors that permits A + N n=1 ϕ n ϕ * n to be tight, provided {ϕ n } N n=1 can be arbitrarily chosen. They also gave a lower bound on the smallest such N in the case where each ϕ n is required to have unit norm. Shortly thereafter in [19] , the classical Schur-Horn theorem was used to completely characterize the smallest such N in the case where the squared-norms of {ϕ n } where A is a self-adjoint matrix with spectrum α and where ϕ n 2 = µ n for all n = 1, . . . , N.
Our first main result characterizes all (α, µ)-completions via a generalized Schur-Horn theorem. 
Here, x + := max{0, x} denotes the positive part of a real scalar x. Moreover, note here we have made no assumption that M ≤ N; in the case where N < j ≤ M, the sums on the right-hand side of (4) are taken over an empty set of indices and, like all other empty sums in this paper, are defined by convention to be zero. This convention is consistent with defining µ n := 0 for all n > N, though we choose not to interpret this particular result in this way in order to facilitate its proof. Note that under this convention, (4) holds for a given j such that N < j ≤ M if and only if λ m ≤ α m− j+1 for all m = j, . . . , M.
The traditional Schur-Horn theorem is a special case of Theorem 1 when α m = 0 for all m. Indeed, a nonnegative nonincreasing sequence {λ m } M m=1 is a (0, µ)-completion precisely when it is the spectrum of some frame operator N n=1 ϕ n ϕ * n where ϕ n 2 = µ n for all n. Meanwhile, in this same case, the conditions of (4) reduce to
Subtracting these inequalities from the equality, we see these conditions are a restatement of (2). The next section is devoted to the proof of Theorem 1. The proof of the necessity of (4) follows quickly from the classical principle of eigenvalue interlacing. On the other hand, the proof of its sufficiency relies on a nontrivial generalization of the eigensteps method of [3, 13] . In Section 3, we then use this new characterization of all (α, µ)-completions to solve a problem posed in [12] , namely to find the optimal such completion. In particular, in contrast to [11, 19] which characterize what α's and µ's permit a tight (constant) completion {λ m } M m=1 , we take an arbitrary α and µ and compute the tightest (α, µ)-completion. Here, one naturally asks how we should quantify tightness. Should we make the condition number λ 1 /λ M as small as possible? If so, how is this related to making λ M and λ 1 as large and small as possible, respectively? Alternatively, should we maybe minimize the mean squared reconstruction error N n=1 1/λ n of [15] or the frame potential N n=1 λ 2 n of [2] ? Surprisingly, there exists a single completion that does all these things and more.
The key idea, as similarly exploited in [20, 26] , is that majorization itself yields a partial order on the set of all (α, µ)-completions. To be precise, note that by the equality condition of Theorem 1, any two such completions {β m }
M m=1
and {λ m } M m=1 have the same sum, namely
Being only a partial order on the set of all (α, µ)-completions, there is no immediate guarantee that a minimal completion with respect to this order exists. Nevertheless, we show that one does in fact exist, by constructing it explicitly: 
is a well-defined (α, µ)-completion and moreover is the minimal such completion with respect to ma-
Here, we have assumed M ≤ N since it makes the proof of Theorem 2 slightly cleaner; to apply the result in the case where N < M, simply define µ n := 0 for all n = N + 1, . . . , M.
Note that the minimal completion {β m } 
Nevertheless, {β m } is a better completion than these: being a minimum with respect to majorization (5), the classical theory of Schur-convexity tells us that
has minimal mean squared reconstruction error. Before moving on to the proofs of Theorems 1 and 2, we must take a moment to put Theorem 2 in the context of the literature, specifically the recent work of [20] . As we do here, [20] considers the (α, µ)-completion that is minimal with respect to the partial order given by majorization. Moreover, using proof techniques completely different from the ones we introduce below, [20] shows a minimal completion exists, and provides an algorithm to compute it. Since this minimum is unique, both the algorithm of [20] and Theorem 2 must be calculating the same object. However, the algorithm of Theorem 2 is cleaner, more explicit, and more easily applied. This is not surprising: [20] derived its algorithm directly without having access to the succinct and powerful characterization of (α, µ)-completions given in Theorem 1. From this perspective, the main contributions of our work here are Theorem 1 itself, as well as the ways in which we use it to independently derive the clean expression for the optimal completion {β m } M m=1 given in Theorem 2, and moreover, giving a relatively short proof of its optimality.
Characterizing all completions: Proving Theorem 1
In this section we characterize the spectra of all possible completions of a positive semidefinite matrix A ∈ F are vectors in F M that satisfy ϕ n 2 = µ n for all n. Here, note that by conjugating by a unitary matrix whose columns are eigenvectors of A we may assume without loss of generality that A is diagonal. In particular, our characterization of {λ m } M m=1 will not depend on A per se, but rather, on its spectrum α. To obtain some necessary conditions, fix any {ϕ n } N n=1 in F M with ϕ n 2 = µ n for all n, and let {λ m } M m=1 be the nonnegative nonincreasing spectrum of A + N n=1 ϕ n ϕ * n . The key idea is that for any given P = 0, . . . , N we also consider the nonnegative nonincreasing spectrum {λ P;m } M m=1 of the Pth partial completion A + P n=1 ϕ n ϕ * n . Letting P = 0 and P = N gives λ 0;m = α m and λ N;m = λ n for all m, respectively. Moreover, the trace of the Pth partial completion is necessarily
Finally, for any P = 1, . . . , N, the Pth partial completion is obtained by adding the rank-one self-adjoint operator ϕ P ϕ * P to the (P − 1)th partial completion and so a well-known classical result from matrix analysis implies that {λ P;m }
M m=1
necessarily interlaces over {λ In the special case where α m = 0 for all m, the above definition reduces to the definition of eigensteps that was introduced [3] . Having that any (α, µ)-completion λ yields eigensteps, we can quickly prove the "only if" direction of Theorem 1, namely that λ m ≥ α m for all m and that (4) 
To prove the inequality conditions in (4), note that for any j = 1, . . . , N, subtracting the P = j − 1 instance of (iii) from the P = N instance of (iii) gives 
In the case where M ≤ N, (6) yields all the claimed inequality conditions of (4). In the case where N < M, (6) still implies the inequalities in (4) hold for all j = 1, . . . , N. What remains is the case where N < j ≤ M; for such j, the right-hand side of the inequality in (4) is defined to be zero, being an empty sum. As such, the corresponding inequality can only hold provided (λ m − α m− j+1 ) + = 0 for all m = j, . . . , M. This follows from repeatedly applying the lower bound in (iv): since
Our proof of the "if" direction of Theorem 1 is substantially more involved, and requires two technical lemmas. The first lemma is a strengthening of one of the main results of [3] :
Lemma 1. For any nonnegative nonincreasing sequences
α = {α m } M m=1 , λ = {λ m } M m=1 and µ = {µ n } N n=1 , λ is an (α, µ
)-completion (Definition 1) if and only if there exists a sequence of eigensteps from α to λ with lengths µ (Definition 2).
Proof. The reasons why eigensteps necessarily exist for any (α, µ)-completion were discussed above: {λ P;m } M m=1 is defined to be the nonincreasing spectrum of A + by
yields a sequence of eigensteps from {0} 
Finally, we prove (iv), namely that κ P;m+1 ≤ κ P−1;m ≤ κ P;m for all P = 1, . . . , M + N and m = 1, . . . , M. For P ≤ M, this inequality holds for different reasons depending on the relationship between m and P: for m ≤ P − 1 it becomes α m+1 + β ≤ α m + β ≤ α m + β, which follows from the fact that {α m } M m=1 is nonnegative and nonincreasing; for m = P it becomes 0 ≤ 0 ≤ α m + β which holds since β ≥ 0; for m > P it becomes 0 ≤ 0 ≤ 0. Meanwhile, (iv) also holds in the case where P > M since we are simply adding β to our assumed version of (iv): κ P−1;m = λ P−1−M;m + β ≤ λ P−M;m + β = κ P;m for all m = 1, . . . , M and κ P;m+1 = λ P−M;m+1 + β ≤ λ P−1−M;m + β = κ P−1;m for all m = 1, . . . , M − 1.
Having that (7) defines a sequence of eigensteps from {0} . Let ϕ n := ψ M+n for all n = 1, . . . , N, meaning ϕ n 2 = ψ M+n 2 = ν M+n = µ n for all such n. Moreover, the operator
is an (α, µ)-completion. The previous lemma shows that if we want to prove a given spectrum {λ m } M m=1 is an (α, µ)-completion it suffices to construct a corresponding sequence of eigensteps. In order to use this approach to prove the "if" direction of Theorem 1 we also need the following lemma which, in essence, shows how condition (4) 
In particular, when N = 1 we can and must take κ m := α m for all m = 1, . . . , M.
Proof. We show that such a sequence {κ m } M m=1 exists by explicitly constructing it. We first consider the degenerate cases where either M = 1 or N = 1. Though the M = 1 case is only considered for the sake of completeness, the N = 1 case is crucial to the proof of Theorem 1 in general.
In the M = 1 case our assumptions (8) simply state that λ 1 − α 1 = N n=1 µ n . In this case, note that the equality condition in (9) forces us to choose κ 1 := λ 1 − µ N = α 1 + N−1 n=1 µ n . The resulting "sequence" {κ 1 } is indeed nonnegative, nonincreasing and satisfies κ 1 ≥ α 1 . In the special case where N = 1 we have κ 1 = α 1 as claimed. More generally, for any N ≥ 1 we have κ 1 ≤ λ 1 and so {λ 1 } interlaces over {κ 1 }. Finally, since M = 1 we can only take j = 1 in (9), and the corresponding inequality condition is implied by the equality condition (9), which κ 1 satisfies by definition.
In the case where M ≥ 2 but N = 1 our equality assumption in (8) 
Meanwhile, since {λ m } M+1 m=1 is nonincreasing and α m := ∞ for all m ≤ 0, the p = M + 1 case of (10) is simply
Combining these facts, we see that for any p = 1, . . . , M, any sequence {κ m } M m=1 which satisfies η p;m ≤ κ m ≤ η p+1;m for all m immediately also satisfies 
while the chopped spectra have traces
Since {η p:m }
M+1
p=1 is nondecreasing for any m = 1, . . . , M we know that {τ p }
p=1 is also nondecreasing. Moreover, the fact that µ N ≥ 0 along with (8), (12) and (15) implies that our desired trace σ is bounded above by τ M+1 :
We further claim that σ is bounded below by τ 1 . To see this, we let p = 1 in (15), use (11) , and then simplify the resulting expression to make it look more like our assumptions in (8):
To simplify this expression further, recall that λ M+1 := 0 and so (λ M+1 − α M ) + = 0, implying
Since M ≥ 2, the " j = 2" instance of our assumed inequalities (8) holds, and it along with the fact that µ 1 ≥ µ N gives our claim:
Having the claim, we know that {τ p }
p=1 is a nondecreasing sequence with τ 1 ≤ σ ≤ τ M+1 , where σ and τ p are defined in (14) and (15), respectively. As such, there exists at least one index p with 1 ≤ p ≤ M and such that τ p ≤ σ ≤ τ p+1 . Fix any such p and let {κ m } M m=1 be any sequence such that:
Such a sequence {κ m } M m=1 always exists: since τ p ≤ σ ≤ τ p+1 , there exists t ∈ [0, 1] such that σ = τ p + (τ p+1 − τ p )t and we can let κ m := η p;m + (η p+1;m − η p;m )t. More generally, whenever τ 1 < τ M+1 there is an index p such that τ p ≤ σ ≤ τ p+1 with τ p τ p+1 ; for any such p, the fact that M ≥ 2 implies that there are an infinite number of distinct choices of {κ m } M m=1 which satisfy (16) . Regardless, we now claim that for any p = 1, . . . , M such that τ p ≤ σ ≤ τ p+1 , any sequence {κ m } M m=1 that satisfies (16) also satisfies all the stated properties of the result. As noted above, in light of (13) we only need to verify that {κ m } M m=1 satisfies (9) . Moreover, (16) immediately implies the equality condition in (9):
As such, all that remains is to show that {κ m } 
Making the change of variables k = m − i and then interchanging sums gives
We now compare the value of
, α m−k ) when γ m = κ m to the value of this same sum when γ m = λ m . This comparison will depend on the relationship between k and p, where recall p was chosen so that σ satisfies (16) . For example, we now show these two sums are equal in the case where k ≤ p − 1.
To be precise, take any k such that 1 ≤ k ≤ p − 1; note this part of the argument is vacuous in the p = 1 case. The construction of {κ m } M m=1 in (16) along with (10) gives
Moreover, since {λ m } 
Next consider any k with p + 1 ≤ k ≤ M; this is vacuous when p = M. Here (16) and (10) give
Since {λ 
With (20) and (22) in hand, we now consider (18) in the cases where
, respectively. In particular, for any j such that p + 1 ≤ j ≤ M note that k ≥ p + 1 for all k ≥ j. As such, in this case we can let γ m = κ m in (18) and apply (22) for every k:
To further simplify this expression we let γ m = λ m+1 in (18) , recall that λ M+1 := 0, and replace "m" with m − 1:
Independent from this line of reasoning, note that replacing " j" with j + 1 in our assumption (8) gives
Moreover, 
Note that in the j = 1 case, the fact that κ m ≥ α m along with (17) gives
Subtracting (25) from (26) then gives
In particular, for any j = 1, . . . , p we have k ≤ p − 1 whenever 1 ≤ k ≤ j − 1 and so we may use (20) to rewrite the right-hand side of the above equation:
We now repeat this same process, starting with λ m instead of κ m . To be precise, subtracting (18) from the j = 1 case of itself, then letting γ m = λ m and using the equality assumption of (8) gives
for all j = 1, . . . , M. For any j = 1, . . . , p, equating (27) and (28) and simplifying then gives
at which point, our assumption (8) gives the jth desired inequality of (9) in the remaining case where j = 1, . . . , p:
Though obvious in the case where j ≤ N, the final equality above has a subtle justification in the case where j > N:
n= j µ n . In the special case where α m = 0 for all m = 1, . . . , M, the construction we used above to prove Lemma 2 reduces to the "Top Kill" algorithm of [13] . To elaborate, recall that 
In order to understand (29) intuitively, we follow [13] and visualize a nonnegative nonincreasing spectra {λ m } M m=1 as a pyramid: each eigenvalue λ m is represented as a horizontal stone block of length λ m and height one which provides a foundation for the block of length λ m+1 that lies on top of it. In order to take one eigenstep backwards, we want a nonnegative nonincreasing spectrum {κ m } foundation. For the sake of brevity, we do not delve further into this intuition here and instead refer the interested reader to [21] . We conclude this section by using Lemmas 1 and 2 to prove the "if" direction of Theorem 1. In summary, for any j, k = 1, . . . , M with j ≤ k,
