We use high-resolution dissipationless simulations of the concordance flat ΛCDM model to make predictions for the galaxy-mass correlations and compare them to the recent SDSS weak lensing measurements of Sheldon et al. (2004) . The simulations resolve both isolated galaxy-size host halos and satellite halos (subhalos) within them. We use a simple scheme based on the matching of the circular velocity function of halos to the galaxy luminosity function and on the observed density-color correlation of the SDSS galaxies to assign luminosities and colors to the halos. This allows us to closely match the selection criteria used to define observational samples. The simulations reproduce the observed galaxymass correlation function and the observed dependence of its shape and amplitude on luminosity and color, if a reasonable amount of scatter between galaxy luminosity and circular velocity is assumed. We find that the luminosity dependence of the correlation function is primarily determined by the changing relative contribution of central and satellite galaxies at different luminosities. The color dependence of the galaxy-mass correlations reflects the difference in the typical environments of blue and red galaxies. We compare the cross-bias, b x ≡ b/r, measured in simulations and observations and find a good agreement at all probed scales. We show that the galaxy-mass correlation coefficient, r, is close to unity on scales 1h −1 Mpc. This indicates that the cross bias measured in weak lensing observations should measure the actual bias b of galaxy clustering on these scales. In agreement with previous studies, we find that the aperture mass-to-light ratio is independent of galaxy color. The aperture mass scales approximately linearly with luminosity at L r > 10 10 h −2 L ⊙ , while at lower luminosities the scaling is shallower: M ∆Σ ∝ L r . We show that ∆Σ(R) measured in weak lensing observations can be used to estimate an average virial mass of galaxies in a given luminosity range, if the sample is selected to contain only central galaxies or galaxies in low density environments. For such samples the aperture mass exhibits a tight nonlinear correlation with the true virial mass: M vir ∝ M 1.7 ∆Σ for central galaxies and M vir ∝ M 0.7 ∆Σ for galaxies in low density environments. We also show that most of the luminous galaxies (M r < −21) are near the centers of their halos and their galaxy-mass correlation function at r 100h −1 kpc can therefore be interpreted as the average dark matter density profile of these galaxies.
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introduction
Understanding the processes that shape the clustering of dark matter and galaxies is one of the main goals of observational cosmology. Modern large redshift surveys, such as the Two Degree Field Galaxy Redshift Survey (2dF-GRS, Colless et al. 2001 ) and the Sloan Digital Sky Survey (SDSS, York et al. 2000) , allow measurements of galaxy and galaxy-mass correlations and of their dependence on galaxy properties and environment with unprecedented accuracy.
At the same time, cosmological N -body simulations have developed into a powerful tool for calculating the gravitational clustering of collisionless dark matter in hierarchical cosmologies with well-specified initial conditions. The main obstacle in direct comparisons between models and data is understanding the dependence of theoretical predictions on both the relatively straightforward physics of gravitational clustering and the more complex physics of galaxy formation. The former determines the distribution of dark matter, while the latter affects the relationship between the distribution of galaxies and mass, the "bias". The complexity of processes operating during galaxy formation on a very wide range of scales makes it difficult to include them directly in simulations, although efforts in this direction are ongoing (e.g., Katz et al. 1999; White et al. 2001; Yoshikawa et al. 2001; Pearce et al. 2001; Berlind et al. 2003; Weinberg et al. 2004) .
Given the difficulty of large-scale galaxy formation simulations, two simpler approaches have recently been pursued to make theoretical predictions for galaxy properties. In the first, the galaxies are identified with dark matter halos and subhalos in dissipationless cosmological simulations (e.g., Colín et al. 1999; Neyrinck et al. 2003; Kravtsov et al. 2004a ). In the second hybrid approach, collisionless N -body simulations are combined with a semi-analytic treatment of galaxy formation (e.g., Kauffmann et al. 1997; Governato et al. 1998; Kauffmann et al. 1999a,b; Kolatt et al. 1999; Benson et al. 2000a,b; Somerville et al. 2001; Wechsler et al. 2001; Berlind et al. 2003) .
Galaxy-galaxy lensing is a relatively new but important observational probe of the relation between galaxies and dark matter. It directly measures the galaxy-mass cross-1 correlation function around galaxies of different types and environments (see, e.g., Brainerd et al. 1996; Fischer et al. 2000; Hoekstra et al. 2001 Hoekstra et al. , 2004 McKay et al. 2001; Sheldon et al. 2001 Sheldon et al. , 2004 Smith et al. 2001; Wilson et al. 2001) .
Several theoretical studies of the galaxy-mass correlations in cosmological simulations have been carried out in the last three years (Guzik & Seljak 2001 Yang et al. 2003; Weinberg et al. 2004) . Still, there appear to be several discrepancies between the various model results and observations, which are yet to be properly understood. Guzik & Seljak (2001) used intermediate-resolution dark matter only simulations combined with a semi-analytic model to identify galaxies and make predictions for the galaxy-mass correlation function. They compared these results to the first weak lensing detection from SDSS (Fischer et al. 2000) , and found the amplitude of the galaxymass correlation in the model to be systematically higher. They attributed this discrepancy to the differences between the luminosity function used in their semi-analytic prescription and the observed luminosity function. Yang et al. (2003) , using the same theoretical model (intermediateresolution dark matter simulations combined with the Kauffmann et al. (1999a) semi-analytic galaxy formation presciption), compared to more extensive observational results from McKay et al. (2001) . They also found that the galaxymass correlation function in the simulations was systematically higher than the observational measurements, by about a factor of two. Consequently, they found mass-tolight ratios about a factor of two higher than those observed. The study of Weinberg et al. (2004) investigated several of the same statistics, based on galaxies identified in SPH simulations. They found that for systems with small baryonic masses, their dark matter-to-baryon ratios agreed with the mass-to-light ratios, derived from weak lensing data, presented by McKay et al. (2001) . For large masses, however, the baryonic masses of their simulated galaxies were high by a factor of 1.5-2 compared to what is required for agreement with the SDSS data. In each of these studies, discrepancies with the data may have been due to discrepancies of the model luminosity functions with that observed. Guzik & Seljak (2002) used a more phenomenological approach, and developed a formalism in the context of the halo model to fit the McKay et al. (2001) data. They extracted information on, e.g., the dependence of the virial mass-to-light ratio on luminosity, the typical mass for galaxies, and the fraction of galaxies in groups and clusters.
The most recent observational study of galaxy-galaxy lensing by the SDSS collaboration (Sheldon et al. 2004, hereafter S04) , has significantly improved the accuracy of galaxy correlation measurements, and may shed light on many of the previous uncertainties. The spectroscopic sample of 127,001 lensing galaxies was combined with more than 9 × 10 6 source galaxies with photometric redshifts, which allowed a detailed study of the relation between mass and light for several luminosity bands, morphological types, and on scales from 20 h −1 kpc to 10 h −1 Mpc (physical). In addition to verifying the findings of previous studies, S04 identified new features in the data, including a scale-dependent luminosity (cross) bias.
Besides being a general test of the Cold Dark Matter paradigm, comparisons with cosmological simulations can be used to gain a deeper insight into the interpretation of these new observational results. Furthermore, they can shed light on to what extent weak lensing results can be used to estimate halo masses, or to learn about the average dark matter halo density profiles. In this paper we use high-resolution dissipationless simulations of the concordance ΛCDM model to study the galaxy-mass correlation function with specific emphasis on comparing to the observational measurements of S04. Results of several recent studies suggest that gravitational dynamics is the dominant mechanism shaping galaxy clustering, at least in the simple case of galaxies selected above a luminosity or mass threshold Kravtsov et al. 2004a; Zentner et al. 2004 ). Kravtsov et al. (2004a) , using darkmatter only simulations which resolve galactic mass subhalos, matched galaxies of a given luminosity to a population of halos and subhalos of a given circular velocity and the same number density, and found excellent agreement with the galaxy-galaxy correlation functions measured in the SDSS. This study extends that approach to investigate the galaxy-mass correlations, and makes detailed comparisons to the new Sheldon et al. (2004) results. The paper is organized as follows. In § 2 and § 3 we describe the simulations and the halo identification algorithm. The halo samples used in our analysis are described in § 4. The main results, including a detailed comparison with the most recent SDSS measurements, are presented in § 7. In § 8 and § 9 we discuss and summarize our results and conclusions.
simulations
For each simulation in this study we assume the concordance flat ΛCDM model: Ω 0 = 1 − Ω Λ = 0.3, h = 0.7, where Ω 0 and Ω Λ are the present-day matter and vacuum densities, and h is the dimensionless Hubble constant defined as H 0 ≡ 100h km s −1 Mpc −1 . This model is consistent with recent observational constraints (e.g., Spergel et al. 2003; Tegmark et al. 2004) . To study the effects of the power spectrum normalization, the effects of box size, and cosmic variance, we consider a set of simulations listed in −1 Mpc comoving radius. This simulation was used previously to study the halo clustering and bias by and Colín et al. (1999) ; the reader is referred to these papers for further details. The other two 60h −1 Mpc simulations have a lower normalization of σ 8 = 0.9, and differ only in the realization of the Gaussian initial conditions. The second subset of simulations followed the evolution of 512 3 ≈ 1.34 × 10 8 particles in a 80h −1 Mpc ≈ 114.29 Mpc box. These simulations have different power spectrum normalizations of σ 8 = 0.75 and σ 8 = 0.9, but were started from the same realization of the initial conditions. We also use a simulation of a 120 h −1 Mpc box with 512 3 particles and σ 8 = 0.9.
The simulations were run using the Adaptive Refinement Tree N -body code (ART; Kravtsov et al. 1997; . The ART code reaches high force resolution by refining all high-density regions with an automated refinement algorithm. The criterion for refinement is the mass of particles per cell. In the ΛCDM 60a the code starts with zeroth level uniform 512 3 grid and refines an individual cell only if the mass exceeds n th = 5 particles, independent of the refinement level. In terms of overdensity, this means that all regions with overdensity higher than δ = n th 2 3L /n, wheren is the average number density of particles in the cube, are refined to the refinement level L. Thus, for the ΛCDM 60a simulation ,n is 1/8. The peak formal dynamic range reached by the code in this simulation is 32, 768, which corresponds to a peak formal resolution (the smallest grid cell) of h peak = 1.83h −1 kpc; the actual force resolution is ≈ 2h peak = 3.7h −1 kpc (see Kravtsov et al. 1997 ). In the higher-resolution ΛCDM 80 simulations the initial grid is 256
3 and the refinement criterion is level-and time-dependent. At the early stages of evolution (a < 0.65) the thresholds are set to 2, 3, and 4 particle masses for the zeroth, first, and second and higher levels, respectively. At low redshifts, a > 0.65, the thresholds for these refinement levels are set to 6, 5, and 5 particle masses. The lower thresholds at high redshifts are set to ensure that collapse of small-mass halos is followed with higher resolution. The maximum achieved level of refinement is L max = 8, which corresponds to a comoving cell size of 1.22h −1 kpc. As a function of redshift the maximum level of refinement is equal to L max = 6 for 5 < z < 7, L max = 7 for 1 < z < 5, L max ≥ 8 for z < 1. The peak formal resolution is h peak ≤ 1.2h −1 kpc (physical). The refinement criteria for the ΛCDM 120 simulation are similar to those of the ΛCDM 80 runs, except that initially the entire volume is resolved with a 1024 3 grid. The parameters of the simulations are summarized in Table 1 .
halo identification

The algorithm
A variant of the Bound Density Maxima halo finding algorithm ) is used to identify halos and the subhalos within them. The details of the algorithm and parameters used in the halo finder can be found in Kravtsov et al. (2004a) . The main steps of the algorithm are identification of local density peaks (potential halo centers) and analysis of the density distribution and velocities of the surrounding particles to test whether a given peak corresponds to a gravitationally bound clump. More specifically, we construct density, circular velocity, and velocity dispersion profiles around each center and iteratively remove unbound particles using the procedure outlined in Klypin et al. (1999) . We then construct final profiles using only bound particles and use these profiles to calculate properties of halos, such as the circular velocity profile V circ (r) = GM (< r)/r and compute the maximum circular velocity V max . Our completeness limit is approximately 50 particles. This limit corresponds to the mass below which cumulative mass and velocity functions start to flatten significantly (Kravtsov et al. 2004a ). In the following analysis, only halos with masses M > 50m p are considered.
3.2. Halo Classification: host halos, satellites, and central galaxies
In this study we distinguish between host halos with centers that do not lie within any larger virialized system and subhalos located within the virial radii of larger systems. Below the terms satellites, subhalos, and substructure are used interchangeably. To classify the halos, we calculate the formal boundary of each object as the radius corresponding to an enclosed overdensity of 180 with respect to the mean density of the universe. Halos whose centers are located within the boundary of a larger mass halo are classified as subhalos or satellites.
The halos that are not classified as satellites are identified as host halos. Note that the center of a host halo is not considered to be a subhalo. Thus, host halos may or may not contain any subhalos with circular velocity above the threshold of a given sample. The host centers, however, are included in clustering statistics because we assume that each host harbors a central galaxy at its center. Therefore, the total sample of galactic halos contains central and satellite galaxies. The former have the positions and maximum circular velocities of their host halos, while the latter have the positions and maximum circular velocities of subhalos.
In the observed universe, the analogy is simple. In a cluster, for example, the brightest central galaxy that typically resides near the center would be associated with the cluster host halo in our terminology. All other galaxies within the virial radius of the cluster would be considered "satellites" associated with subhalos.
the galaxy samples
In this study, our galaxy sample is created by assigning realistic SDSS luminosities and colors to dark matter halos. To construct mock galaxy catalogs for comparison with observations, one must define selection criteria for particular halo properties to mimic the selection function of the observational sample as closely as possible. Halo mass is often used to define halo catalogs: e.g., a catalog can be constructed by selecting all halos in a given mass range. However, the mass and radius are poorly defined for the satellite halos due to tidal stripping -which alters a halo's mass and physical extent (see Klypin et al. 1999) . Therefore, we use the maximum circular velocity, V max , as a proxy for the halo mass. For isolated halos, V max and the halo's virial mass are directly related. For subhalos, V max will experience secular decrease but at a relatively slow rate (Kravtsov et al. 2004b) .
To mimic the observational selection function, r-band luminosities are assigned to the halos as follows. We match the cumulative velocity function n(> V max ) of the halos to the SDSS observed r-band cumulative luminosity function (Blanton et al. 2003b) . Note that n(> V max ) includes both isolated host halos and subhalos. We use the r-band data since it is in that band that the SDSS spectra were selected on, in which the luminosity function is more reliably measured observationally, and on which most SDSS analyses focus. We first obtain the average V max − M r relation by matching n(> V max ) to n(< M r ). This was the same method used to assign luminosities to subhalos in Kravtsov et al. (2004a) , in which galaxy clustering properties were reproduced remarkably well. In the S04 study, the mean redshift of the lens galaxies is 0.1, so we use halo catalogs at this redshift. S04 use magnitudes K-corrected to z = 0, so we correct the Blanton et al. (2003b) luminosity function to z = 0 using the best estimate for luminosity evolution in that paper.
In addition, we introduce Gaussian scatter in the relation between V max and M r , σ Vmax /V max ≃ 0.3 for an L * galaxy. The scatter is introduced in a fashion that keeps the luminosity function constant, which results in somewhat lower scatter for higher luminosity galaxies and vice versa. This amount of scatter is consistent with the observed values of the total scatter between the K-band magnitudes and V max (e.g., Verheijen 2001; Conselice et al. 2003; Sheth et al. 2003 ) and between the r-and K-band magnitudes for the subsamples of the SDSS galaxies that have K absolute magnitudes from the 2MASS survey (M. Blanton, private communication). We do not attempt here to account for the possibility of different scatter for the spirals and ellipticals and assume a uniform scatter for all halos.
The relation between the r-band absolute magnitude and the maximum halo circular velocity obtained with and without accounting for scatter is shown in Figure 1 . The scatter has a significant effect. Without the scatter, the relation has a running slope. Including the scatter transforms the relation into a power law L r ∝ V 3.5 max . The limited size of the simulation box puts an upper limit on the luminosities of galaxies that can be studied reliably, and the completeness limit of our halo catalogs imposes a lower limit on the luminosities of objects that can be considered. Thus, we will not present a comparison of our results to the S04 sample as a whole, since our sample lacks both the faintest of their objects (−18 ≤ M r ≤ −17), and, most importantly, their brightest bin (−24.0 ≤ M r ≤ −22.2). To obtain reliable statistics for objects that bright in simulations, a considerably larger box size is needed. Instead, we try to mimic the intermediate luminosity samples of S04 as closely as possible.
To investigate trends in other bands and with color, magnitudes are assigned to subhalos in the remaining four SDSS bands (u, g, i, and z) by using the local galaxy density as follows. We first select a volume-limited sample of SDSS galaxies from the first public data release (DR1, Abazajian et al. 2003) . We use the CMU-Pitt Value Added Catalog to compile a subsample of these galaxies which is not sensitive to edge effects, and to get a local density measurement for each galaxy: the projected distance to the tenth nearest galaxy neighbor, brighter than M r −5 log h = −19.7 and within cz = 1000 km/s. We measure the identical quantity for our mock galaxies. For each mock galaxy, we then choose a real SDSS galaxy which has a similar r-band luminosity and nearest neighbor distance, and assign the colors of this galaxy to the mock galaxy (bins are chosen to contain ∼ 50 galaxies). Assigning colors in this way allows us to test whether the colorand band-dependent trends in the data can be reproduced with dark matter halos, under the simple assumption that the dominant variables for determining galaxy colors are its luminosity (or the circular velocity of its subhalo) and the local environment (Blanton et al. 2003a ).
error estimates
In what follows, all distances, both three-dimensional and projected, are comoving. We study the mass-mass and galaxy-mass two-point correlation functions at distances from 20h −1 kpc up to approximately 15h −1 Mpc, except for the galaxy-galaxy correlation function, which cannot be measured down to 20h −1 kpc in our runs. The simulation data is divided into 20 equal logarithmic bins in r. As an estimate of the error in the correlation function in each bin we use the maximum of the Poisson error and the jackknife resampling error. The latter is an estimate of the cosmic variance and is calculated by dividing the simulation box in eight sub-volumes. The jackknife variance σ 2 JK of the quantity χ is then The effect of cosmic variance. Bottom panel: the effect of power spectrum normalization. In each panel we plot, from top to bottom, the mass-mass (ξmm), the halo-mass (ξ hm ), and the halo-halo (ξ hh ) two-point correlation functions. For all boxes, halos (including subhalos) of the same number density are used to calculate the correlation functions. For clarity purposes, the halo-mass and the mass-mass functions are scaled up by a factor of 10 and 100, respectively. The jackknife resampling error bars are plotted. The parameters of the simulations are summarized in Table 1 . All correlation functions are presented at z = 0.1.
Here, N = 8 is the number of sub-volumes, χ i is the mean of χ when the i-th sub-volume is excluded, andχ i is the mean of χ i . Typically, the jackknife resampling error is larger than the Poisson error at all scales.
6. cosmic variance and the effects of box size and σ 8
In this section, results for the different simulations are compared to understand the effects of the box size, of different power spectrum normalizations (σ 8 ), and of cosmic variance on the two-point correlation functions. The results are shown in Figure 2 . In each panel the mass-mass, halo-mass, and halo-halo correlations are plotted from top to bottom, respectively. Each is measured for a volumelimited sample that consists of objects of the same number density for all boxes. The halo-mass and mass-mass correlation functions are displaced by a factor of 10 and 100 upward, respectively, for clarity.
The effect of simulation box size can be seen in the upper left panel of the figure. Each correlation function is shown here for three different box sizes, all with exactly the same cosmological model and power spectrum normalization. Previous studies based on the mass-mass correlation function have found that the size of the simulation box affects the amplitude on large scales (e.g., Itoh et al. 1992; Colombi et al. 1994; Colín et al. 1999) . According to these studies, a small box leads to an underestimate of the correlation function on scales larger than ≈ 0.1 of the box size. The finite size of the box sets an upper limit on the longest wavelength of fluctuations that can be present in the simulation. At a given separation, however, the twopoint correlation function, takes (weighted) contributions from all modes. This may be the case with ΛCDM 60c and ΛCDM 80b . From our comparison it becomes clear that cosmic variance can significantly alter all these expected trends. Furthermore, while in the linear regime each mode evolves independently, in the nonlinear regime mode coupling occurs and power leaks from large to small scales. We check the effects of non-linearity by using the model developed by Smith et al. (2003) for the calculation of non-linear mass power spectra. The prediction of their model is presented as the long dashed-dotted linehardly discernible in the figure, since the agreement of our simulations with the model is very good.
The upper right panel demonstrates the amount of cosmic variance for the box sizes we use. Simulations ΛCDM 60b and ΛCDM 60c are identical in every respect, except that different random realizations of the initial conditions were used. The comparisons show that the jackknife error may underestimate the cosmic variance somewhat. The effect of varying the value of σ 8 is shown in the lower panel for the two 80 h −1 Mpc boxes. Note that these two simulations used the same random realization of the initial conditions. Thus, the effect is real because the same structures form in both 80h −1 Mpc simulations. Keeping in mind these points, in what follows we focus on two of our largest volume simulations, ΛCDM 80b and ΛCDM 120 . The latter provides more robust results at high luminosities (M r ≤ −21) due to better statistics than the smaller volume simulations. Based on the presented box comparisons, the jackknife error bars should be indicative of how different our results can be if another simulation were used.
7. results
Weak lensing observables
We now compare our simulation results to those recently measured by S04 using SDSS survey. Using the shapes of the background galaxies, they estimated the tangential shear γ t azimuthally averaged over thin projected radial annuli from the lens galaxy. The average tangential shear is given in terms of the quantities related to the lens mass surface density (Kaiser 1984; Miralda-Escudé 1991) . More specifically,
whereΣ(≤ R) is the mean surface density within the projected radius R,Σ(R) is the azimuthally averaged surface density at R, and Σ crit is the critical density for lensing which depends on the angular diameter distances of the lens and the source. To achieve high signal-tonoise S04 stack the lenses. It is thus desirable to remove the redshift dependence of the signal, which comes in through Σ crit . This dependence is removed if one considers ∆Σ = γ t × Σ crit . This is the quantity that S04 measure. S04 deprojected their ∆Σ to obtain the actual 3D galaxymass correlation function. The deprojection is done via an Abel inversion:
where r is the 3D separation, R the projected separation, andρ the mean density of the universe. We calculate ∆Σ in simulations by selecting objects from the entire halo catalog of a certain simulation in accordance with the magnitude distribution of S04 in a given band (see their Figure 5 ). Next, the contribution of each object to the correlation function is weighted similarly to the weighting of S04. The weight for each lens depends on Σ crit and the number of background galaxies available for each lens. We use an effective weight as a function of r-band luminosity of the lens similar to that used by S04, kindly supplied to us by Erin Sheldon.
As is customary, we use the term (projected) correlation function to refer to ∆Σ. In the case where the 3D correlation function is a power law, ∆Σ is the projected correlation function modulo a factor which depends on the slope of the 3D power law and the average matter density. We also calculate the 3D galaxy-mass correlation function. In simulations this function can be measured directly rather than through inversion of ∆Σ by using Eq. (3).
Luminosity dependence
We compare the projected correlation function ∆Σ and its deprojection ξ hm measured in our simulations to the measurements of S04 in the left and right panels of Figure 3 , respectively. Note that our faintest bin is not exactly the same as that of S04, but the faintest galaxies that are missing from our sample have only a small contribution to the total signal (E. Sheldon, private communication).
In agreement with S04, we find that the amplitude of the correlation function increases with luminosity on intermediate (0.1 − 1h −1 Mpc) scales, while it is nearly independent of luminosity on larger scales. This is indicative of the increase of the effective slope with luminosity. Clearly, our agreement is better for ξ gm than for ∆Σ. Note that the value of the 3D correlation function at given r depends on the behavior of the 2D correlation function on all scales above R = r (but with contributions closer to R = r more heavily weighted). In fact, for the lowest luminosity bin, for which the observational points lie below the simulation results, our within-error-bars 2D agreement on large scales results in a generally good 3D agreement on all scales. Note also that S04 applied corrections to their inverted ξ gm , both to account for contributions in Eq. (3) from 2D scales above the maximum scale for which they measured ∆Σ, and to account for errors in the numerical method used for the inversion. Apparently, these corrections also contribute to the better 3D agreement.
As discussed in §4, we introduce an observationally motivated amount of scatter in the luminosity-maximum velocity relation obtained by matching the luminosity and velocity functions. In the right panel of Figure 3 we plot the results obtained when no scatter between luminosity and velocity is used (thin lines). The amount of scatter we have to introduce to obtain satisfactory agreement with the S04 observations for bright galaxies is σ Vmax /V max ≃ 0.3, consistent with the observed values of the scatter be- tween the K-band magnitudes and V max (e.g., Verheijen 2001; Conselice et al. 2003; Sheth et al. 2003 ) and between the r-band magnitude and the K-band magnitude (M. Blanton, private communication). An attempt to distinguish between spirals and ellipticals, e.g., with respect to the scatter assumed between V max and M r is beyond the goals of this study. The net effect of the scatter is to reduce the amplitude of the correlation function by a factor of ∼ 2 in the high luminosity bin, whereas the results for the low luminosity bin are essentially the same, either with or without scatter. This is expected given the flatness of the luminosity function at low luminosities, and its steep fall at high luminosities. The behavior for ∆Σ is similar. In what follows, only results obtained with scatter are shown.
The left panel of Figure 3 also shows the difference in ∆Σ(R) for two simulations with different values of σ 8 . Although in § 6 we showed that this effect is smaller than the cosmic variance for boxes of this volume, the two simulations compared here can estimate this effect accurately as they used the same random realization of the initial conditions and thus are not subject to differences due to cosmic variance.
We repeated the analysis in the r-band for the other SDSS bands and show the corresponding ξ gm comparisons for the u, g, i and z bands in Figure 4 for the faintest S04 sample. The luminosities in other bands were assigned using the observed density-color correlation for the SDSS galaxies (see § 4). The figure shows that the overall agreement of our simple luminosity scheme, even in the bluer bandpasses, is surprisingly good. The agreement of the results for the r-band is therefore not a coincidence. Sheldon et al. (2004) are also shown by triangles and squares. For clarity, the results for the red objects are displaced upward by a factor of 10.
Dependence on color
As described in § 4, we assign colors to our halos based on observational correlation of color and galaxy density. Figure 5 shows the correlation function for subsamples of red and blue objects, defined using the color cut of g − r = 0.7. As in the S04 sample, this cut produces two subsamples with similar numbers of objects. Figure 5 shows that with a simple density-based color assignment our simulations reproduce the observed trend of the galaxy-mass correlation with color remarkably well.
The M ∆Σ -L scaling
To quantify the ∆Σ-luminosity scaling, many observational studies use the "aperture mass", M ∆Σ (Fischer et al. 2000; McKay et al. 2001; Smith et al. 2001 ). This is defined as the quantity obtained by two-dimensional integration of the ∆Σ(R) up to a certain R. Following previous studies, we adopt the outer scale of R = 260h −1 kpc (physical). In observational studies this scale has been chosen because it's small enough to avoid a strong contribution from the local environment of the lenses and large enough for the signal to be significant.
The aperture mass simulation results derived in the rband are shown in Figure 6 . The data is divided into five bins with comparable number of objects each. For each luminosity bin, we fit the Singular Isothermal Sphere (SIS) and the Navarro, Frenk and White (Navarro et al. 1996 profiles to the ∆Σ(R) in simulations and S04 observations. The selection and weighting of our objects is the same as in S04, but the binning differs: S04 (2004) data with a NFW and a SIS profile, respectively. Open squares and triangles correspond to results obtained from simulation when fitting these profiles. For a more direct comparison to the results obtained from the S04 data, the pentagons show the simulation results re-binned to match closely the S04 luminosity bins. All results are derived by using simulation ΛCDM 80b , with the exception of the highest luminosity bin for which the ΛCDM 120 run is used to improve the statistics. binned their galaxies based on the signal-to-noise ratio, whereas our bins are chosen to have an equal number of objects per bin. For a more direct comparison we also rebin our objects to match the two lower luminosity bins of S04 (pentagons).
In all cases the NFW and SIS fits give comparable M ∆Σ . For the SIS fit, ∆Σ(R) = Σ(R) (up to an arbitrary constant), but this is not true for the NFW fit. Note that M ∆Σ here refers to the integral of ∆Σ for both fits. For the SIS profile, M ∆Σ is the true projected mass (minus a mass sheet), whereas the interpretation for the NFW profile in terms of an actual mass is more complicated, and one should perceive M ∆Σ simply as the normalization of ∆Σ rather than a true projected mass, a point emphasized by Guzik & Seljak (2001) . A simple interpretation of M ∆Σ as projected mass becomes even more misleading if we take into account that for many galaxy-size halos 260h −1 kpc is larger than the virial radius. Figure 6 shows a good overall agreement in the M ∆Σ − −L r relation with observations. Nevertheless, some notable differences do exist. In particular, M ∆Σ measured in simulations is somewhat larger than observed for a given L r , especially for the lowest luminosity bin. This may be due to the difference in the faint limits of our and S04 samples: M r = −18 and M r = −17, respectively. The contribution from galaxies with −17 < M r < −18 is likely to decrease the M ∆Σ and the amplitude of ∆Σ(R) some- what, as already mentioned.
The simulations reproduce the M ∆Σ ∝ L r scaling of the aperture mass with luminosity found by McKay et al. (2001) reasonably well. Interestingly, our results suggest that the correlation flattens significantly for L r 10 10 h −2 L ⊙ . This is in agreement with McKay et al. (2002) who found that most of the variation of mass with luminosity is seen for L r > L * ∼ 1.06 × 10 10 h −2 L ⊙ galaxies. As is discussed below, such a shallowing is also observed for the host halo mass-to-light ratio (van den Bosch et al. 2003; Vale & Ostriker 2004) . McKay et al. (2001) also found that the M ∆Σ /L ratio in the red wavebands is insensitive to morphology. Figure 7 shows the M ∆Σ /L r that we obtain for the S04 and the simulation samples in the r-band. In addition to the value for the entire sample, we also show values for the blue and red subsamples defined with the color cut of g−r = 0.7 (see § 4 and 7.1.2). The figure shows that the M ∆Σ /L r ratio is insensitive to the color of the galaxies. Note that for the data of S04 we find approximately 50% higher values of these ratios than was found by McKay et al. (2001) for their sample. Our results are still higher by about 30% from the S04 values. This arises from the differences between ∆Σ in simulations and observations shown in the left panel of Figure 3 . In principle, more scatter could bring our mass-to-light ratios closer to S04, but as discussed above we choose to use scatter values that are justified from current observations. Furthermore, the differences between the S04 and the McKay et al. (2001) results indicate that there may still be some unaddressed observational biases. It is also possible that our luminosity assignment scheme is not sufficiently accurate, either due to the theoretical x , as estimated by Sheldon et al. (2004) (points) and as measured in our simulations (solid line). For clarity, error bars in the simulation results are plotted only for scales at which there appears to be some discrepancy between simulations and observations. assumptions or to small uncertainties in the Blanton et al. (2003b) luminosity function or its evolution. Note that we are discussing about differences of only ≈ 30%.
Bias
The galaxy bias is a measure of how well galaxies trace the underlying mass distribution. It is often characterized by the bias parameter, b, defined in terms of the galaxygalaxy and the mass-mass correlation functions (Kaiser 1984) 
The correlation coefficient, r, relates the galaxy-mass correlation function to the mass-mass and galaxy-galaxy correlation functions (Pen 1998) :
The mass-mass correlation function is not directly measureable, but weak lensing observations of the galaxy-mass correlations can be combined with measurements of the galaxy-galaxy correlation function to estimate the crossbias parameter,
Figure 8 compares the inverse cross bias, b
−1
x , measured from simulations with that measured by S04 for a flux- limited sample. S04 use the inverse galaxy-mass bias because their ξ gm is much noisier than ξ gg . Their flux-limited sample, used to obtain ξ gm , spans the r-band magnitude range −24 < M r < −17. For ξ gg they use the results of Zehavi et al. (2004) for a flux-limited sample with rband magnitudes in the range −22.2 < M r < −18.9 and selection function similar to that of S04. S04 corrected for the difference in average luminosity of the two samples by rescaling the correlation length of Zehavi et al. (2004) using its scaling with luminosity in 2dF (Norberg et al. 2001) . For the simulation results we use objects in the range −22.2 < M r < −18 for both ξ gm and ξ gg and select objects to mimic the selection function of S04. The figure shows that the cross-bias in simulations is in very good agreement with observations. It is approximately scale-independent with b x ≈ 1. Figure 9 shows the correlation coefficient r and bias b for two volume-limited simulation samples of different luminosities. In the top panel we also show comparisons of the cross-bias, b −1
x , for the volume-limited sample of S04. The simulation results agree with observations within the error bars. A small offset of the simulation results toward smaller values of b x may be due to objects with −23.0 < M r < −22.5, which are not present in our simulations due to the small box size and which could enhance the clustering signal somewhat.
Semi-analytic galaxy formation models suggest that b x is a direct measure of the bias b on large scales, or, equivalently, that the correlation coefficient r approaches unity for r 1h −1 Mpc (Guzik & Seljak 2001; Berlind & Weinberg 2002) . Figure 9 shows that the correlation coefficient is indeed approximately unity on scales ≥ 1h −1 Mpc in our simulations. This therefore confirms that on these scales the cross bias is expected to be a fair measure of the standard bias b for both bright and faint samples.
The scale dependence of bias measured here is in agreement with previous studies (Colín et al. 1999) . Note that the lower luminosity sample exhibits an "antibias" at r 3h −1 Mpc. For the high-luminosity sample the shape of the bias profile is similar to that of the low-luminosity sample: it is scale-independent at r 5h −1 Mpc and decreases at smaller scales. In this case, however, the bias never reaches values below unity. The decrease on small scales has been attributed to dynamical friction and tidal destruction processes in the high density regions of clusters and groups Zentner et al. 2004 ). An increase at small separations, r 0.5h −1 Mpc, is likely due to the tendency of the brightest galaxies to lie near the center of groups and clusters (Seljak 2000; Weinberg et al. 2004) . Such a tendency is indeed observed in highresolution simulations of galaxy clusters (Nagai, Kravtsov, & Gottlöber 2004) . For the same reason the correlation coefficient of the bright subsample increases above unity for separations r 1h −1 Mpc.
8. discussion
Luminosity dependence of galaxy-mass correlations
In the previous section we showed that simulations reproduce the luminosity dependence of the galaxy-mass correlation function observed for the S04 sample. The dependence is weak at large scales ( 1h −1 Mpc) and strong at small scales (0.1 < R < 1h −1 Mpc). To understand the origin of this behavior, we compute contributions to the correlation function ξ hm from host halos ("central galaxies") and from halos classified as satellites (see § 3). Figure  10 shows the results for the simplest case of the volumelimited samples with r-band luminosities in four different bins, [−19, −18] , [−20, −19] , [−21, −20] , and [−22, −21] . We adopt the convention of including the −1 term appearing in the definition of the total correlation function in the host halo term.
The bottom panels of Figure 10 show that the relative contribution of the host halos compared to that of satellites is considerably larger for the bright galaxies. For galaxies of higher luminosity, the central galaxy contribution at scales r 1h −1 Mpc changes only in amplitude, not in shape. Most of the bright galaxies are central galaxies and increase of correlation ampltitude with luminosity reflects the increase in average mass and density of their host halos (Berlind & Weinberg 2002) . The satellite contribution is significant at low luminosities and intermediate separations. It leads to the development of a 'shoulder' in the overall correlation function, since outside the typical satellite radius, one starts to measure the density of the environment in which the satellites are embedded. The existence of this feature makes the total correlation function at relatively low luminosities effectively shallower than that at high luminosities. 
Average halo masses and density profiles from weak lensing
An important question about weak lensing observations is whether they will allow us to extract information about the average halo mass and mass profile of the lenses. Stacking the lenses to achieve high signal-to-noise makes the interpretation of the average mass difficult. It has been noted (see, e.g., Guzik & Seljak 2001; Yang et al. 2003) that complications arise for several reasons when interpreting the average mass profile of galaxies of a given average luminosity: e.g., scatter in sizes and masses of objects and the fact that a fraction of galaxies may be located within a group or cluster of galaxies.
These complications could be limited if only the central galaxy of each halo was used to measure the correlation signal. The problem, of course, is how to best identify central galaxies in observations. In the left panel of Figure 11 we present the aperture and halo virial masses 4 as a function of r-band luminosity for host halos. In this figure, we consider three types of masses: 1) the virial mass as measured directly in three-dimensional density field in simulation ("3D mass"), 2) the virial mass estimated using NFW profile that fits best the ∆Σ(R) (M vir from NFW fit) 3) the aperture mass -the mass integrated using best fit NFW profile out to 260h −1 kpc. We consider these mass estimates for two types of halos: all the host halos and the host halos in low-density environments. We characterize the environment of a halo by the distance to its tenth nearest neighbor (projected, for pairs within 1000 km s −1 of each other) in the sample and make a cut of the initial sample. For the points in the figure we use the cut of r 10th = 3h −1 Mpc. Figure 11 shows that the agreement between the estimated and true virial masses for host halos is quite good, especially at low luminosities. The true virial masses of host halos (open circles) correlate well with the red-band luminosity. The best fit to this correlation is
where L * ≃ 1.06 × 10 10 h −2 L ⊙ , and M vir is in units of 10 12 h −1 M ⊙ . This correlation is of course expected given that the virial mass and V max are tightly correlated (e.g., Avila-Reese et al. 1999) . The particular form of the correlation arises from our algorithm of luminosity assignment ( § 4).
For the hosts in low-density regions and low luminosities L r 5 × 10 9 h −2 L ⊙ , one recovers the actual masses to better than ∼ 30%. At higher luminosities, the estimates are significantly lower than for all host halos. This is because the low density sample is missing some of the most massive host halos that would harbor the galaxies with relatively high luminosities, since these are found in dense environments. The masses recovered by fitting ∆Σ for central galaxies are progressively discrepant from the actual virial masses at higher luminosities. One possible reason for this is due to the mass-sheet degeneracy: fitting ∆Σ does not uniquely determine the mass profile and the mass, since the contribution of sheets of constant surface mass density in ∆Σ drops out by construction. This effect is insignificant for objects in low density environments, but may become important in high density environments, where bright (red) galaxies reside.
The right panel of Figure 11 shows the correspondence between the aperture and virial masses. The aperture masses are derived as before by integrating the best fit NFW profile to ∆Σ. The virial masses are measured directly from the simulations. Over most of the luminosity (mass) range probed in our simulations, M ∆Σ is larger than the halo mass. This relation gets inverted for halo masses higher than about 10 13 h −1 M ⊙ . There is a tight correlation between the two masses for both central objects and objects in low density environments. This relation can be used to derive the average halo mass from the observed ∆Σ. More specifically, for central galaxies we find
and for galaxies in low density environments
where all masses are given in units of 10 12 h −1 M ⊙ . The correlation is preserved in the case where no scatter is used in the V max -luminosity relation.
A related question is whether a meaningful average density profile of halos can be recovered from lensing data. Our results show that here, again, one has to focus on either the central galaxies or galaxies in low density environments. As we show in §8.1, for luminous galaxies the galaxy-mass correlation is dominated by the contribution of central galaxies, especially at small scales. For high-luminosity samples it is therefore meaningful to interpret ∆Σ(R) in terms of the average halo density profile at r 100h −1 kpc.
Comparison with previous studies
Guzik & Seljak (2002, hereafter GS02) developed a formalism in the context of the halo model to fit the McKay et al. (2001) data. In their formalism they assume a monotonic power-law relation between halo mass and luminosity, with the slope and normalization derived from fits to the data. They found that the halo mass scales as ∝ L 1.4±0.2 in red bands above L * . This is in agreement with the scaling we find for central galaxies. We show that this scaling also holds for luminosities smaller than the range probed by GS02.
There is, however, a significant discrepancy in the normalization. GS02 estimate that L * galaxies in r-band have an average virial mass of ∼ 5 × 10 11 h −1 M ⊙ , a factor of ten lower than our estimate (eq. [7] ). GS02 use a different definition of M vir which accounts for a factor of 1.5. In addition, GS02 derive their mass-luminosity relation from the McKay et al. (2001) data, which have mass-to-light ratios a factor of two lower than what we estimated for the data of S04. Furthermore, M ∆Σ /L r in our simulations are ≈ 30% higher than those of S04 (see Figure 7) . This adds up to a factor of 2.6 difference in the M ∆Σ . Assuming the scaling between aperture and virial mass found for central galaxies (Eq. (8)), factor of 2.6 translates to 2.6 1.65 ≈ 4.8 in virial mass. This difference and the difference in mass definition can therefore account for a factor of 1.5 × 4.8 ≈ 7.3 difference.
Another small correction is pointed out by both GS02 and Yang et al. (2003) . Their modeling of the massluminosity relation assumes that all galaxies of a certain luminosity have the same mass, regardless of whether they are isolated or in groups and clusters. When fitting to data obtained by samples containing both kinds of galaxies, this assumption is expected to underestimate the mass of isolated galaxies. Thus our mass-luminosity relation, derived only from host galaxies, is expected to yield somewhat higher masses. The correction factor in this case cannot be larger than what it would be if satellite galaxies were totally stripped of their dark matter halos; in this extreme case Guzik & Seljak (2002) found that their masses would be underestimated by a factor of 1 − α where α is the fraction of satellite galaxies. For their r-band results this means that their masses could be as much as about 25% higher than what they obtained with simple assumptions. In fact in our case, the effect may be even higher since our best fit mass-luminosity relation is obtained by fitting results in lower luminosities.
Lastly, GS02 use L * = 1.51 × 10 10 h −2 L ⊙ from Blanton et al. (2001) , which has since been revised to 1.06 × 10 10 h −2 L ⊙ Blanton et al. (2003b) used in this study. The effect of L * decrease is to increase the masses for galaxies of a given luminosity by a factor of 1.51/1.06 ∼ 1.4. The factors discussed above combine to give a factor of about ten that explains the differences in our and GS02 normalization. Although this is a significant revision of galactic masses, it could be expected given the pioneering nature of analyses by McKay et al. (2001) and GS02.
Yang et al. (2003) found that in the z-band the halo masses of central objects in their simulations scale as ∝ L 1.5 , with L * galaxies hosted by halos of average mass ≃ 2 × 10 12 h −1 M ⊙ . A factor of two difference from our normalization is likely due to the use of different bands (z versus r), differences in L * values, and the differences in the luminosity assignment (semi-analytic models versus our algorithm).
conclusions
We have presented a detailed comparison of galaxymass correlation functions measured in high-resolution cosmological simulations of the concordance ΛCDM cosmology with the most recent weak lensing SDSS observations. We found that the simple recipe of assigning a luminosity to a halo of a certain maximum circular velocity by matching the subhalo velocity function in simulations to the observed luminosity function leads to good agreement with the observed galaxy-mass correlation and its dependence on luminosity, if an observationally-motivated amount of scatter is introduced in the V max − L r relation. This agreement indicates that the dark matter dynamics, rather than the complicated physics of galaxy formation, is the dominant mechanism shaping galaxy clustering and relation between galaxy and matter distribution Kravtsov et al. 2004a ). Our main results and conclusions can be summarized as follows:
• The simulations reproduce the galaxy-mass correlation function measured by Sheldon et al. (2004) in SDSS and the observed dependence of its shape and amplitude on luminosity. Interestingly, the agreement for bright samples requires a certain amount of scatter between luminosity and circular velocity. The amount of scatter required is consistent with the observed scatter.
• The galaxy-mass correlation function for central galaxies is a strong function of the galaxy luminosity (halo velocity), while ξ gm for satellite galaxies is only weakly sensitive to luminosity. The luminosity dependence of the correlation function as a whole is thus determined primarily by the increasing contribution of bright central galaxies relative to the satellite galaxies at bright luminosities. Conversely, the correlation function gets shallower with decreasing luminosity because it is increasingly dominated by the contribution from the satellite (non-central) galaxies in halos at scales r 3h −1 Mpc.
• We use the color-density correlation observed in the SDSS to assign colors to the galactic halos in simulations and compare the simulation results to observations in other SDSS bands, from u to z. In each band the agreement between galaxy-mass correlation function in simulations and observations is remarkably good. The simulations also reproduce the observed trend of the galaxy-mass correlation function with the g − r color.
• In agreement with previous studies, we find that the aperture mass-to-light ratio, M ∆Σ /L r , is independent of galaxy color. For L r 10 10 h −2 L ⊙ , M ∆Σ /L r is approximately independent of luminosity. We find that for central galaxies (host halos) the true virial mass correlates with r-band luminosity as M vir ∝ L 1.3 r . The aperture mass for these galaxies exhibits a tight nonlinear correlation with the halo virial mass: M vir ∝ M 1.7 ∆Σ . Galaxies in low density environments satisfy a tight correlation as well: M vir ∝ M 0.7 ∆Σ . These correlations can provide the actual halo mass via the observable aperture mass.
• We find that L * galaxies in the r-band have an average virial mass of 5 × 10 12 h −1 M ⊙ . This is an order of magnitude higher than the previous measurement by Guzik & Seljak (2002) . We show that the difference can be traced to the differences in observational estimate of aperture mass-to-light ratio and parameters of the r-band luminosity function between the two analyses.
• We compare the cross bias, b x ≡ b/r, measured in simulations and observations and find a good agreement at all probed scales. The correlation coefficient, r, obtained for a volume-limited sample similar to that analyzed by S04, is close to unity on scales 1h −1 Mpc. This indicates that the cross bias measured in weak lensing observations does measure the actual bias b of galaxy clustering on these scales.
• We show that for luminous galaxies (M r < −21) the galaxy-mass correlation function at r 100h −1 kpc can be interpreted as the average density profile of these galaxies. We also show that the ∆Σ(R) measured in weak lensing observations can be used to estimate an average virial mass of galaxies in a given luminosity range, if the sample is selected to contain only central galaxies or galaxies in low density environments. The latter selection is relatively simple to apply in observations.
