Abstract In this chapter, we present an approach to learn a signed social network automatically from online news articles. The vertices in this network represent people and the edges are labeled with the polarity of the attitudes among them (positive, negative, and neutral). Our algorithm accepts as its input two social networks extracted via unsupervised algorithms: (1) RANLP'2007, Borovets, Bulgaria. pp. 33-40, 2007 and (2) . The algorithm which we present here finds pairs of people who are connected in both networks. For each such pair (P 1 , P 2 ) it takes the corresponding attitude polarity from the signed network and uses its polarity to label the quotations of P 1 about P 2 . The obtained set of labeled quotations is used to train a Naïve Bayes classifier which then labels part of the remaining quotation network and adds it to the initial signed network. Since the social networks taken as the input are extracted in an unsupervised way, the whole approach including the acquisition of input networks is unsupervised.
Introduction
Social networks provide an intuitive model of the relations between individuals in a social group. Social networks may reflect different kinds of relations among people: friendship, co-operation, contact, conflict, etc. We are interested in social networks in which edges reflect expressions of positive or negative attitudes between people, such as support or criticism. Such networks are called signed social H. Tanev (B) IPSC, T.P. 267, Joint Research Centre -European Commission, Via E. Fermi 2749, 21027, Ispra, Italy e-mail: htanev@gmail.com networks [25] . Signed social networks may be used to find groups of people [27] . Groups can be identified in the signed networks as connected sub-graphs in which positive attitude edges are predominant. Then, conflicts and co-operation between the groups can be detected by the edges which span between the individuals from different sub-graphs. In the context of political analysis, sub-graphs with predominant positive attitudes will be formed by political parties, governments of states, countries participating in treaties, etc. Analysts can use signed social networks to understand better the relations between and inside such political formations.
Automatic extraction of a signed social network of sentiment-based relations from text is related to the field of sentiment analysis (also referred to as opinion mining). The automatic detection of subjectivity vs. objectivity in text and -within the subjective statements -for polarity detection (positive vs. negative sentiment) is an active research area. For a recent survey of the field, see Pang and Lee [17] . Within the fields of information retrieval and computational linguistics, sentiment analysis refers to the automatic detection of sentiment or opinion using software tools. These are frequently applied to opinion-rich sources such as product reviews and blogs. Opinion mining on generic news is uncommon, although the results of such work would be of great interest. Large organizations and political parties often keep a very close eye on how the public and the media perceive and represent them.
News articles are an important source for deriving relations between politicians, businessmen, sportsmen, and other people who are in the focus of the media [25] . State-of-the art information extraction techniques can detect explicit expressions of attitudes (like "P 1 supports P 2 ," see [23] ). However, in some cases, detection of attitude descriptions may require deep analysis and reasoning about human relations, which is mostly beyond the reach of state-of-the-art natural language processing technology. In this chapter, we concentrate on the more feasible task of automatically extracting and classifying explicit attitude expressions and of automatically constructing signed networks from such expressions.
There are two main ways in which the attitude of one person toward another is reported in the news: The first way of reporting attitudes is more explicit about their polarity: usually straightforward words and expressions like "criticize," "accuse," "disagree with," "expressed support for," "praised," are used in the news articles to report negative or positive attitudes. However, it is nevertheless difficult to automatically detect such phrases due to the many ways in which an attitude can be expressed and due to the usage of anaphora (e.g. "he" in "He criticized Prodi") and other linguistic phenomena. As a consequence the coverage of approaches which rely on attitude statements of this kind is rather low. For example, Tanev [23] shows that automatically learned patterns to detect a support relationship (expressing a positive attitude) in the news recognize only 10% of the cases in which human readers sense such a relationship when reading the same article.
On the other hand, quotes are easier to find even using superficial patterns like "PERSON said '....'". Pouliquen et al. [19] describe a multilingual quotation detection approach from news articles based on such superficial patterns. This method finds statements of one person about another person. These quotations are then used as edges of a directed graph where vertices are the persons.
The problem with attitudes expressed through direct reported speech is that the polarity of such attitudes is more difficult to be derived, since it contains comments about the qualities of a person, about his/her actions, etc.
Based on the two aforementioned approaches, we have built automatically two social networks out of the data extracted by the Europe Media Monitor (EMM) news gathering and analysis system (see section "EMM news data") [22] :
The first one, so-called signed network of attitudes (signed network for short), was described by Tanev [23] and Pouliquen et al. [20] . It detects in news articles interpersonal relations of support (positive attitude) and criticism (negative attitude). The edges in the signed network are obtained by applying syntactic patterns like "P 1 supports P 2 ," "P 1 accuses P 2 ," etc. The edges are directed and labeled with the corresponding attitude polarities. Due to the problems of this approach already mentioned, this network has relatively low coverage (595 edges and 548 vertices). See also Tanev [23] for implementation and evaluation details.
The second network is the so-called quotation network in which a pair of people P 1 and P 2 is connected with a directed edge (P 1 , P 2 ), if in the news it is reported that P 1 makes a direct speech statement about P 2 . The edges are labeled with a reference to the set of quotations of P 1 about P 2 . This directed graph is much bigger than the first one (17,400 edges); however, the attitudes of the quotations are not specified.
The signed social network and the quotation network express attitudes in a mutually complementary way: the signed social network specifies the attitude polarity, but captures a relatively small number of person pairs, while the quotation network captures many expressions of attitude, but does not specify the polarity. It was quite natural to combine the information from the two networks in order to derive more relations of specified attitudes between people.
The effort described in this chapter targets information-seeking users who are looking for sentiment expressed toward persons and organizations in the written media.
This chapter is organized as follows: the next section describes characteristics of both input sources, i.e., of the signed social network and the quotation network, and it summarizes the algorithm used to expand the existing signed social network with new edges. This is followed by a third section focusing on the experiments carried out and their evaluation. The fourth section summarizes related work and motivates some of the decisions taken in our approach. The last section concludes the chapter and points to possible future work.
An Algorithm for Expanding a Signed Social Network of Attitudes
The whole learning process is outlined in Fig. 2 .1. Before we run the expansion algorithm which we present in this chapter, we run two unsupervised algorithms -for relation and quotation extraction. These algorithms produce the two social networks, which our algorithm takes as its input: (i) the signed social network of expressed positive and negative attitudes between people and (ii) the quotation network. Our expansion algorithm trains a Naïve Bayes classifier, which classifies the quotations and labels automatically some of the edges in the quotation network with attitude polarity. The newly labeled edges can be added to the signed social network and increase its size. Structure analysis can be used to achieve higher confidence for some of the learned new edges. In the example in Fig 2. 1, one new edge is added to the signed network after classifying the corresponding set of quotations q1. Since the two networks are completely automatically learned, and the classifier learns from these (which may have a certain number of incorrect edges), the learning settings are completely unsupervised. In the rest of this section we will explain the structure of the two networks and the expansion algorithm in more detail.
Signed Social Network
The signed social network used in our algorithm is a directed graph of attitudes between people. The network is represented by a directed graph where vertices represent people whose names are detected in the news, and the directed edges between two people represent expressions of positive or negative attitude of the first person toward the other one (polarity). We consider the cases when there is one predominant attitude during a certain period of time. In case the attitude is controversial or significantly changes during that period, there should not be an edge between the two people. Since the relations among people may change over time, it makes sense to build a network of predominant attitudes for not very long periods. In our experiments, we used a period of 3 years and it turned out that in this period there were not many cases, when both positive and negative attitudes are expressed between the same people.
More formally, our signed social network of attitudes is a signed directed graph A ± (V, E, F) with a set of vertices V, a set of directed edges E, and a labeling function F: E → {+,-} attaching a positive or negative valence or polarity to each edge in E. Each vertex is labeled with the name of the corresponding person. Each directed edge e between two vertices v 1 and v 2 shows that there were one or several expressions of attitude of the person represented by v 1 toward the person represented by v 2 and this is reported in the news articles, published in a certain time period T. The edge e is labeled with the predominant polarity of the attitude of v 1 toward v 2 .
We will illustrate this with an example. Let us consider the following set of news fragments:
1. Hassan Nasrallah said: "The one who must be punished is the one who ordered the war on Lebanon. Bush wants to punish you because you resisted." 2. Silvio Berlusconi wrapped up a 2-day meeting yesterday with George Bush at the President's ranch near Crawford, Texas, a reward for Italy's strong support. 3. Berlusconi criticized Prodi.
Ideally, we would like to have in the signed social network all the relations of attitude between people, reported in these three fragments. So a complete signed network A ± (V, E, F) about these texts will have the following nodes (represented here by the names of the corresponding people):
Here we suppose that the creator of the network (analyst or a computer program) may successfully resolve the full names of the people. The directed edges labeled with attitude polarities will be the following: Automatic extraction of signed social network of attitudes is not an easy task. It requires co-reference resolution, e.g., Bush = George Bush, and a sentiment detection algorithm to derive the polarity and the direction of the attitudes. Additionally, world knowledge and deeper syntactic processing are necessary to infer, in the second sentence, that the relation between Berlusconi and Bush is positive on the basis of the fact that the visit of Berlusconi is a reward for Italy's strong support. Some of the necessary tools, like co-reference resolution and sentiment detection algorithms, already exist. However, automatic reasoning systems as the one required to resolve the attitude in the second sentence go beyond the capabilities of state-of-the art natural language processing systems. Therefore, we feel that such indirect expressions of sentiment and attitude go beyond the scope of our current work.
In Tanev [23] , we showed how to acquire automatically, in an unsupervised way, a signed network of positive and negative attitudes. This approach was based on syntactic patterns: For example, X criticized Y implies that X has a negative attitude toward Y, where X and Y are person names. From the third sentence in the example above, this approach may infer that Silvio Berlusconi has a negative attitude toward Romano Prodi. The resolution of the full names of the two leaders is done with a co-reference resolution tool (see [22] ). Building on this method, a working system for the automatic acquisition of social networks was implemented and a signed social network of positive and negative attitudes was automatically acquired from news corpora. The problem with the detection of these syntactic patterns is that -due to the many ways in which support or criticism can be expressed -a relatively low part of the expressed attitudes are captured in this way (low Recall). This approach cannot capture important sources of attitude expression like direct reported speech.
Quotation Network
We use a tool for the automatic acquisition of a quotation network, described in Pouliquen et al. [19] . This approach uses surface linguistic patterns like PERSON said "QUOTATION" to extract direct speech in newspaper articles in many languages. Other methods, like Krestel et al. [13] or Alrahabi and Descles [3] , use more sophisticated patterns, but these are harder to extend to further languages. In addition, the chosen system also recognizes if a person name is mentioned inside the quotation. The system has the advantage that it extracts the opinion holder (the speaker) and the opinion target (the person mentioned inside the quotation) unambiguously when the holder and the target are named persons. Our experiments with online news articles extracted by the EMM system show that the precision of recognition is high enough (99.2% on random selection of multilingual quotes from EMM data) to build a social network based on persons making comments on each other using direct speech. Out of 1,500,000 extracted English quotations, 157,964 contain a reference to another person. 1 We produce a directed graph Q(V,E) in which vertices V represent people, mentioned in the news in the same way as it is with the signed network of attitudes. Each directed edge e = (v 1 , v 2 ) from E represents the fact that at least one news article contains a quotation of the person v 1 in which this person makes reference to v 2 . If we consider again the fragments from news articles shown in the previous section, then the following edge can be derived from the first sentence: {(Hassan Nasrallah, George Bush)}. This edge will be labeled with a reference to the quotation of Nasrallah. In general, the edge between two people will be labeled with a reference to a list of all the quotations of the former about the latter, e.g., all the statements of Nasrallah about Bush reported in the news.
A daily updated version of the quotation network is published on http://langtech. jrc.it/entities/socNet/quotes_en.html
We found that quotations about other persons often express an opinion. As stated in Kim and Hovy [11] , a judgment opinion consists of a valence, a holder, and a topic. In our case, the holder is the author of the quotation, whereas the topic is the target person of the quote. We apply natural language techniques to try to extract automatically the valence of the quotation.
Automatic Expansion of the Signed Social Network
We present here the algorithm, which automatically expands the signed social network of attitudes. It automatically labels some of the edges from the quotation network with attitude polarity and adds them to the signed social network. For illustration purposes, we will use two small networks presented in Fig. 2 .2 and Table 2 .1: the signed social network of attitudes A ± (Va, Ea, F) and the quotation network Q(Vq, Eq). The symbols "+" and "-" on the edges of A show the polarity of the attitude represented by the corresponding edge. The numbers on the edges of Q are references to the rows in Table 2 .1, each of which contains a set of quotations, related to the corresponding edge.
The algorithm performs the following basic steps:
1. It takes as its input the two automatically extracted social network graphs: A ± (Va, Ea, F) and Q (Vq, Eq) (see Fig. 2 .2). 2. It finds all the pairs of people, who appear in both social networks A and Q and are connected in the same direction. In such a way, we find pairs of people for which the polarity of the attitude is defined in A and at the same time the quotations of the first person about the second can be taken from Q. The label on e 1 shows the polarity of the attitude of P 1 toward P 2 and the label on e 2 is a reference to a list of statements of P 1 about P 2 . For example, in Fig. 2.2 A 1 and Q 1 represent the same triple of British politicians. These people are connected in the same way in both subgraphs. The only difference between A 1 and Q 1 is the labeling of the edges. For example, in A 1 the edge corresponding to the pair (Blunkett, Blair) is labeled with the sign "+," which stands for positive attitude, while the edge in Q 1 for the same pair is labeled with "2," which is a reference to row number 2 in Table 2 .1, which contains all the quotations of David Blunkett about Tony Blair. 4. For each pair of people (P 1 , P 2 ), represented in Q 1 (e.g., Blunkett, Blair), we find the set of quotations of P 1 about P 2 from Q 1 . In this example there are two quotations of Blunkett about Blair, which are in row number 2 of Table 2 .1. At the same time (P 1 , P 2 ) will be represented also in the signed network A 1 and, from it, the algorithm takes the polarity of the attitude of P 1 (e.g., Blunkett) toward P 2 (e.g., Blair). The polarity may be positive or negative. The outcome of this step is a set of pairs (q, a), where q is a set of quotations of one person about another person (e.g., the two quotations of Blunkett about Blair) and a is the attitude polarity between these two people (positive in this example). We can assume that the predominant attitude polarity of the quotations in q is equal to a. 5. The algorithm uses the quotation-polarity pairs obtained from the previous step as a training set and trains a Naïve Bayes classifier, which finds the predominant polarity of a quotation set. As features, we use words and word bigrams from the quotation set. The categories are two: positive and negative attitudes. For example, one training instance from the example in Fig. 2.2 and Table 2 .1 will be a vector of words and bigrams extracted from the comments of Blunkett about Blair. This training instance will be labeled with the category "positive attitude." From the example in Fig. 2 .2 and Table 2 .1, we can extract two training instances: one of them we already mentioned and the other one is obtained from the quotation of Howard about Blair (row 1 in Table 2 .1), labeled with negative polarity, defined from network A. 6. The Naïve Bayes classifier is then applied to the set of quotations of each directed edge from Q between two people P 1 and P 2 that was not used during the training stage. In our example these will be the pair (Green, Blunkett). The classifier returns two probabilities pp(P 1 , P 2 ) -the probability that the person P 1 has a positive attitude toward P 2 -and pn(P 1 , P 2 ) -the probability that the attitude is negative. 7. If pp(P 1 , P 2 ) > pn(P 1 , P 2 ) and pp(P 1 ,P 2 ) > minpp," then the pair is added to the signed network A and a positive attitude edge is put between the vertices representing P 1 and P 2 in A. If pn(P 1 , P 2 ) > pp(P 1 , P 2 ) and pn(P 1 ,P 2 ) > minpn, the new edge between P 1 and P 2 is labeled with negative attitude. If pp and pn are not beyond the necessary thresholds (minpp and minpn, set empirically on the training set), then the pair (P 1 , P 2 ) is not added to A. In our example, if the pair (Green, Blunkett) is correctly classified as belonging to the category "positive attitude," a new vertex will be added to A which represents Kate Green, and an edge labeled with "+" will be added between Kate Green and David Blunkett.
Filtering the Results Using Output Network Structural Properties
We also wanted to test whether the performance of the Naïve Bayes classifier could be significantly improved by adding constraints on structural properties of the output signed network. As an example, if a person A likes person B which in turn likes person C, but person A dislikes person C, then we will discard the triple ABC as inconsistent.
There is rich research literature showing how certain kinds of social networks can be globally characterized by a number of structural properties and how these properties can in turn be derived from local constraints like the aforementioned. Consider a signed graph A ± (V, E, F): this represents a simplified model of our signed social network, where the assumption is made that attitude polarities between two persons are always reciprocated: that means it cannot be that person A likes person B while B dislikes A, therefore we can ignore the directions of the edges.
Each of the sub-graphs of A ± (V, E, F) consisting of 3 nodes and 3 edges, or complete triads, can be in one of the 8 states drawn in Fig. 2.3, A. -H. The polarity configurations of the triads in the top row are commonly taken as "minimizing the tension" between the participant nodes or, in other words, as balanced. As an example, when interpreting graph signs as affective attitudes such as liking/disliking, network actors v 1 and v 2 , who like each other, would expect to agree on attitudes toward a third actor v 3 and would take as highly inconsistent to have conflicting attitudes on it. Viewed from the other side: for actor v 3 it would look like inconsistent to find a positive attitude between two persons on which he has inconsistent attitudes.
More formally speaking, the triads on the top row can be viewed as positive sign cycles, where the sign of a cycle in a graph can be calculated as the product of signs on the single edges. If we generalize this to cycles of length larger than 3 we can derive a definition of balance for signed graphs [25] An intuitive consequence of this property is that vertices of the graph can be partitioned into two clusters, that is two subsets V 1 and V 2 of V such that any edge between V 1 and V 2 is negative and any edge within V 1 or V 2 is positive, as in graph I in Fig. 2.3 .
As we found this hypothesis too strong for our application domain, we relaxed some of the constraints of balance and evaluated a more general property of clusterability, as defined in Davis [6] : D2: A signed graph has a clustering iff the graph contains no cycle with exactly one negative edge.
Referring again to triad types, the only unbalanced configuration to be additionally allowed now is the one with three negative signs (Fig. 2.3.H) .
Clearly, the signed graph on quotation pairs output by the Naïve Bayes classifier does not fully satisfy the clusterability principle as such; rather, we tried to enforce statistical tendency toward it and evaluate the precision gain with respect to pure Naïve Bayes. Namely, for each edge e = (v i , v j ), we consider all triads in the graph including e: for each such triad (v i , v j , v k ), we check polarities on edges (v i , v k ) and (v j , v k ) and apply clusterability conditions 3 to derive an expected polarity p for (v i , v j ). For each edge we denote with C(+) the number of triads which imply positive expected attitude for this edge and with C(-) the number of triads which imply negative expected attitude.
We then compute a ratio R = C(+)/C(-) of the expected "+" counts over the "-" counts. Next we take into consideration only the edges for which C(+) and C(-) are significantly different and R > α or R ≤ β, where α ≥ 1 and β ≤ 1. In this way we predict p = + if R > α, p = -if R ≤ β, and do not consider the edges for which α ≥ R > β, since the ratio does not allow for clear prediction.
Finally, we discarded actual values on edge (v i , v j ) which were different from p. Our hypothesis is that, if clusterability is in place in networks of positive or negative attitudes between people, aligning output to it should result in increased accuracy.
Data, Experiments, and Evaluation
We carried out several experiments and evaluations in order to prove that our approach to automatically expand signed social networks is feasible.
The News Data
The source of the data on which relation extraction, quotation recognition, and sentiment analysis is carried out are the English language news articles gathered by the Europe Media Monitor (EMM) news gathering and analysis system. EMM currently monitors an average of 90,000 news articles per day from about 2,200 news portals around the world in 43 languages, as well as from commercial news providers including 20 news agencies. About 15,000 of these articles are written in the English language. To access the various EMM-based online applications, see http://press.jrc.it/overview.html. These public web sites are accessed by an average of 40,000 distinct users per day, with approximately 1.4 million hits per day.
News-based social network data is mostly being produced to serve the information needs of political analysts and journalists. Social networks are one of many ways to look at media information.
The Social Networks Used as Input
We used a signed social network and a quotation network, built automatically from English language news articles, published in the 2.5-year period January 2005-July 2007. The signed social network contains 548 vertices and 595 edges. In order to ensure higher reliability for the training of the Naïve Bayes classifier, we considered only those edges that are supported by at least three articles (see the algorithm description in the section Signed Network). We also excluded the edges which are marked both positive and negative, which can be caused by expression of both positive and negative attitude between the same people. In the period January 2005-July 2007, a daily average of 4.36 pairs involving criticism and 3.52 pairs involving support was found as part of the daily news analysis.
The quotation network was extracted from the same period. It has 11,353 vertices and 17,423 edges. During the reporting period, a daily average of 1159 English quotes was found, of which 51 made reference to other named persons. Due to an increase in the number of articles processed, the number of relations and quotations detected every day is approximately double at the time of writing this chapter (early 2009).
Two hundred seventy-five edges were common between the signed network and the quotation network.
Evaluation Criteria
The task on which we want to evaluate the system is the automatic expansion of the signed social network by deriving attitude polarities from a quotation network. We thus trained the classifier, applied it to new quotes, and then evaluated whether the automatically assigned sentiment polarity is correct. There are two issues to be considered: First, our main task was the expansion of the signed network; the quotation network was used only as an auxiliary resource. For this reason, we did not aim at high recall in the classification of the edges of the quotation network; we rather wanted to get better precision. Second, for our purpose, we are only interested in subjective quotations, i.e., those in which sentiment polarity is expressed, while we do not consider quotations with neutral sentiment. Subjectivity detection is thus the first step, which will eliminate those quotations that are neutral. Polarity detection is then the second step, i.e., the detection of quotations that express either a positive or a negative attitude.
The neutral quotes can be of three different types: (i) neutral or factual quotations that clearly do not express attitude toward the other person, e.g., Bonaiuti said "Today Mr. Berlusconi visited Washington"; (ii) quotations which may express an attitude, but out of the context, it is -even for human judges -not possible to recognize the attitude, and therefore the quotation itself can be regarded as neutral; (iii) sets of quotations in which sentiment is being expressed, but either the sentiment is neither positive nor negative (e.g., expression of a strong sentiment that things are normal, or average) or expressions of positive and negative attitudes are balanced.
The predominant attitude of a person P 1 toward P 2 can be derived from all the quotations of P 1 about P 2 . This is not trivial, since sometimes we have changing attitudes between people (balanced sentiment), so we may have quotations of P 1 about P 2 , which are positive, negative, and neutral. We adopted the following evaluation approach: we ignore the neutral quotations of P 1 about P 2 . If no subjective quotations remain, then we consider that the attitude of P 1 toward P 2 is not defined. For the subjective quotations, we first ignore duplicates or near-duplicates and then count the number of positive and negative quotations. If there are more positive than negative quotations, then the predominant attitude is considered positive; if negative quotations prevail, then we consider the predominant attitude to be negative. In the rare case when the number of positive and negative quotations is the same, we consider the attitude of P 1 toward P 2 not defined.
Precision was defined as the number of assigned labels for which the human judgment coincides with the decision of the system divided by the number of edges for which the system makes a decision.
Experiments and Evaluation
There were about 17,400 ordered pairs of people in the automatically extracted quotation network. We took a random sample of 176 pairs and evaluated manually their distribution into the three classes: positive attitude, negative attitude, and neutral attitude. We found the following distribution: 32.3% positive, 28.4% negative, and 39.2% neutral. A baseline system which labels all the pairs as positives will thus have around 32.3% precision.
As we pointed out earlier, 275 of the ordered pairs of people from the quotation network were common with the signed network. In the signed network, 111 of these pairs were labeled with positive attitude and 164 with negative attitude. However, we think that there is no reason for the negative quotations to be considered more probable in the quotation network. The manual calculation of the distribution mentioned in the previous paragraph confirmed our hypothesis. Presumably the tool simply identified more negative relations because the patterns for this relation are more comprehensive. Considering this, out of the 275 common pairs we produced a balanced training set of 111 positive and 111 negative ordered pairs, by randomly selecting 111 of the negative pairs. Using this set, we trained a Naïve Bayes classifier (see step 5 of the algorithm).
To find the best values for minpp and minpn we used a development set of about 100 pairs of people from the quotation network. We empirically found two settings for minpp and minpn which were likely to give reasonable precision combined with a reasonable number of classified pairs. One of the reasons to test the approach with two settings was the fact that we used a relatively small development set to define the parameters, so we were not sure to what extent the optimality of the found parameters will be generalized across the whole collection.
In parameter settings A, minpp = 0.9199 and minpn = 0.969 In parameter settings B, minpp = 0.9599 and minpn = 0.9899.
We ran the algorithm with both parameter settings on 10,000 randomly chosen pairs of people who do not appear in the signed social network and who were not included in the development set. The system output only those pairs which it succeeded to label as positive or negative. Next, two judges evaluated the output of the system in terms of precision, the percentage of correctly labeled pairs. The coverage was calculated as a percentage of those pairs out of these 10,000 which were given a (correct or incorrect) label by the system. A pair was considered correct only if both the system and the evaluator both labeled it with the same positive or negative label. If a pair was present in the output of the system, but the evaluator considered it neutral, then it was counted as an error, independently of the system-generated label. The evaluation of the algorithm with settings A was carried out on 96 randomly selected pairs. When choosing settings B, 57 out of these 96 pairs remained, the rest were filtered out by the algorithm as being neutral. The results are reported in Table 2 .2. All the reported precision figures are significantly over the baseline precision of 32.3%, with the exception of the evaluation of judge B of the performance of settings A. With settings B, the precision goes 15-17% beyond the baseline, which shows the feasibility of our unsupervised approach. The kappa agreement between judge A and judge B on the run with settings A is 0.67 and with settings B the kappa is 0.70 -both values correspond to significant agreement.
If we exclude the 39.2% neutral cases from the quotation network, then we can evaluate our algorithm on the more classic task of polarity detection (is the statement positive or negative?). For this task, a baseline approach which classifies every pair as positive will have a precision of 53.2%, considering the distribution of positive and negative quotations. We used the evaluated data and took out the pairs which the judges labeled as neutral, then we recalculated the precision on the remaining pairs. The results are shown in Table 2 .3. It can be seen that, with settings A, the algorithm produces results close to the baseline, which means that it does not work in practice when selecting between positive and negative pairs. However, with settings B, the precision is 9-10% above the baseline.
We evaluated also the recall of both settings on the task of identifying positive and negative edges from the quotation network. From 100 randomly taken edges, we found 54 which express positive or negative attitude. Taking into consideration these 54 edges, the following figures were found for the two parameter settings:
Settings A: 20.4% recall Settings B: 18.5%. recall Even if the recall seems to be a bit low, it should be taken into account that, from a quotation network with more than 17,400 edges, this still means extraction of over 3,200 additional edges which can be added to the signed network together with the people, represented by their adjacent vertices. Considering the initial size of the signed network, the level of recall which our method achieves allows for six times increasing the size of the initial signed network.
Finally we evaluated the precision of the algorithm when boosted by the network structural constraints introduced above. We first run the Bayes classifier with settings A on about 17,000 edges from the quotation network, assigning positive or negative labels to around 4,000 edges. Then we applied the filtering procedure based on the clusterability hypothesis, eventually extracting 199 labels. Precision rate counted on a random sample of 100 labels was 59%.
Among the labels filtered out, there were some which were participating in at least one triple in the network: we tried to include them all in another output evaluation: interestingly, while slightly outperforming the pure Bayes classifier, the precision rate in this case was significantly reduced with respect to the structural filtering (45.7%), suggesting that participation in some specific types of triads, rather than generic degree of connectedness of the pair nodes, has a crucial role in improving the performance.
Related Work
Our work touches on various disciplines and areas: sentiment analysis, relation extraction, text classification, quotation extraction, and social networks. We will thus discuss related work for each of these one by one.
Apart from the immediate usefulness of this work for the main target user group, sentiment analysis on reported speech (quotations) is also needed for generic sentiment detection in documents. First, for an overall document sentiment assessment, it is important to identify passages (such as quotations) with different sentiment [17, p. 6] . Second, news articles are relatively likely to contain descriptions of opinions that do not belong to the article's author, e.g., in the case of quotations from a political figure [17, p. 55f ], making opinion holder or opinion source detection in the document an important task. According to Mullen and Malouf [16] and Agrawal et al. [1] , it is common to quote politicians at the other end of the political spectrum. Authors can thus be clustered so that those who tend to quote the same entities are placed in the same cluster [17, p. 49] , similarly to using co-citation analysis to group publications (e.g., [8, 15] ). The work in this chapter contributes to opinion holder identification.
The algorithm described in the previous section detects subjectivity and polarity in a one-step process: only those cases classified with a Naïve Bayes output above certain thresholds are considered as expressing positive or negative opinion, while cases below that threshold are considered neutral. Among the neutral cases, we do not distinguish between objective statements, i.e., those that are more factual and do not express any sentiment and those that are subjective, but where the polarity is balanced (a balanced mix of positive and negative statements). These choices are motivated by our objective, which is the detection of social networks with support and criticism relations. However, it is not uncommon to split subjectivity and polarity detection explicitly and to separate sentiment from polarity, as someone may for instance express a strong feeling that something or someone is mediocre. Mihalcea et al. [14] found that subjectivity recognition is more difficult than the subsequent step of polarity detection, while Yu and Hatzivassiloglou [28] report achieving 97% accuracy with a Naïve Bayes classifier to distinguish more neutral Wall Street Journal reports from the more opinionated editorials. To distinguish neutral from emotionally balanced reports, Wilson et al. [26] worked on intensity classification.
In our algorithm, we use automatically extracted information on support and criticism relations to perform lexicon induction, i.e., to identify positive and negative lexicon entries. Alternatives would be the manual compilation of positive and negative lexicon entries, or lexicon induction by using positive and negative seed words such as "good" and "bad," for which the polarity is known (e.g., [9, 24] ). According to Allison [2] , using only positive and negative words does not consistently improve the classification results, compared to using all words.
Another choice of ours is to use a Naïve Bayes classifier. We did not invest in comparing different classifiers, as Allison [2] has compared Naïve Bayes with SVM and other classifiers and concluded that differences in performance depended on the amount of training data and on the document representation more than on the choice of classifier. On the other hand, the advantage of the Bayes classifier is that it returns the probability distribution of every instance between the two attitude polarity classes -positive and negative. This distribution can be considered to be a measure for the reliability of the classifier decision, i.e., the bigger the difference in the two probabilities is, the more reliable is the decision of the classifier. We used this fact, in order to leave some unreliably classified instances as unclassified and increased the precision in such a way.
Regarding the representation of the quotations, we opted for a bag of unigrams or bigrams, where we used term presence rather than term frequency or term weight. We base this choice on the insights of Pang et al. [18] and Allison [2] , who both achieved better sentiment analysis results using term presence. Pang and Lee [17, p. 33 ] reckon that term presence may work better for sentiment analysis, while term frequency may work better for topic classification.
We achieved better results using a combination of word unigrams and bigrams rather than using only unigrams. This is in line with the results by Dave et al. [5] , who came to the conclusion that, in some settings, word bigrams and trigrams perform better for product review polarity classification.
We did not investigate the usage of more linguistic information or patterns that would detect phrases, negations, syntactic structures, parts-of-speech, and the like. The reason for this is that EMM applications always aim at being highly multilingual. Achieving high multilinguality, while working in a small team, is only possible by keeping language-specific information to a minimum and by trying to use language-independent methods and resources to the largest extent possible [22] . At least regarding the non-usage of part-of-speech information and syntax, we have reasons to believe that this choice does not have a negative impact on the results achieved: While Hatzivassiloglou and Wiebe [10] found that adjectives are good indicators to determine sentence subjectivity, Pang et al. [18] found that adjectives alone perform less well than the most frequent word unigrams, and their usage of part-of-speech information did not improve results compared to simply using word forms. Regarding the usage of syntax, Pang and Lee [17, p. 35] found that -for sentence level sentiment classification tasks -using dependency trees did work better than approaches using bags of unigrams, but the results were comparable to experiments using word n-grams with n >1. Generally speaking, the advantage of using bag of n-gram representations is that the methods are likely to be easily adaptable to further languages, although it is intuitively plausible that at least negation should be considered in sentiment analysis applications. For approaches to considering negation, see Pang and Lee [17, p. 35ff] .
Studies on balance and its effects on global structure of networks of person mutual attitudes can be traced back to the origins of social network analysis [25] .
In social cognition research, evidence was found that human representation of social links is biased by the balance hypothesis, resulting in lower error rates in recalling and learning tasks on actually balanced structures with respect to unbalanced ones [4] . On the other hand, while balance theory proved successful in modeling collaborative relations in political communities and international relations [12] , sociometrical data collected from a range of social networks was not always found fitting the balance structure, leading researchers to look for weaker hypotheses, like clusterability, ranked clusterability and transitivity [7] .
Given the unsupervised nature of our approach and resulting noise in the output data, extracting structural properties from a statistical analysis of the returned networks was not an option for us. On the contrary, we exploratively assumed a minimal constraint on the global structure of the attitude networks (clusterability) and evaluated how much this helped the classifier to better fit data from human annotation.
A relative novelty of our approach is the usage and combination of information from two different networks produced with different means, and the fact that the directed graphs of the social networks (produced in unsupervised fashion) are used for unsupervised training of the classifier. However, Riloff & Wiebe [21] also used some type of bootstrapping: They used the output of two available initial classifiers (one to identify subjective sentences, the other to identify objective sentences) to create labeled data, which was then used to learn more syntactic patterns to recognize sentence subjectivity.
Conclusions and Future Work
We have presented work on automatically expanding existing signed social network graphs. The proposed method is to first combine the signed social network with a second, unsigned network of quotations (person A makes reference to person B in direct reported speech), to train a classifier that distinguishes positive and negative quotations, and to then apply this classifier to the quotation network. By doing this, we managed to add over 3,200 additional edges to the initial smaller network consisting of 548 vertices and 595 edges. Experiments showed that, with the best parameter settings, the classification precision of the added edges in this unsupervised approach is about 62%, when ignoring the neutral quotations. This result is very encouraging as it was produced in an unsupervised setting with input data taken from automated processes for social network generation, but it goes without saying that it could be improved.
Although other methods use bootstrapping for sentiment detection, we did it in a way, which to the best of our knowledge was not previously used: We identified the polarity of the sentiment between two people and then automatically labeled quotations which are likely to express the same sentiment between these two people. We were able to use our approach to identify attitudes between people, organizations, and topics, in this way significantly augmenting the size of the signed social network.
A major advantage of the proposed method is its independence of languagespecific procedures, as no linguistic information was used. It is thus, in principle, possible to combine the monolingual signed social network of support and criticism relations with the highly multilingual data of the quotation network in EMM: Quotations are currently being identified in 13 languages, and an average 3326 new multilingual quotations are found every day, of which 176 make reference to other persons. As positive and negative attitudes between persons should not differ according to the reporting language, it is reasonable to assume that the monolingual English support and criticism relationships can be combined with multilingual quotation relationships. The advantage would be a generous expansion of the existing social networks. Assuming that the two social networks overlap enough to have enough training data, exploring this multilingual extension is on our agenda for future work.
Next steps will thus be to test a range of further methods to reduce the error rates for subjectivity recognition and polarity identification.
One issue to tackle is the fact that changes in attitude of persons over time (like Hillary Clinton and Barack Obama during the electoral campaign) are currently not considered because all quotations for a pair of persons are put into one bag, thus mixing positive, negative, and neutral statements. We thus plan to evaluate whether increasingly reducing the time span of input source news for both signed social network and quotation network could result in a significantly improved accuracy of the trained classifier.
One of the open avenues would also be to evaluate how differently the alternative structural constraints on the output network can contribute in refining the results. We also have the intention to make the postulation of structural properties more grounded on a statistical analysis of the extracted attitude networks.
Users are very interested in a news bias analysis. We would therefore like to investigate whether the subjectivity of quotations differs from one news source to another, and also from one news source country to another. The question is thus, Do the media of one country show more positive or negative quotations for given pairs of persons.
Finally, feeding social networks from live media is an excellent way of feeling the pulse of daily politics. It would thus be particularly attractive to engage in group mining and group dynamics detection focusing on changes that occur over time.
