This paper is concerned with the search for sequences of bases via the key equivalence problem. The approach is related to the hardening of soft databases method due to Cohen et al., [4] . Here, the problem is described in graph theoretic terms. An appropriate optimization model is drawn and solved indirectly. This approach is shown to be effective. Computational results on test databases are included.
Introduction
The search for sequences of bases, corresponding to genes, in the genome has become a crucial problem of medicine and bioinformatics. Genome data is still fresh and yet to be exploited fully. There is a lot of hope to devise new treatments for illnesses such as cancer based on information gleaned from this data. However, the datasets are enormous and searching them, almost for any purpose, is computationally intensive.
In natural language processing, the problem of detecting redundancy in large databases has been considered for many years.
Although not yet satisfactorily solved due to its inherent complexity, many useful methods have been devised for it. These approaches may be different, but all of them measure in one way or another the similarity between records containing symbols of the alphanumeric type. Accuracy and computational efficiency is what separates them. Unlike bioinformatics, a lot of these techniques are mature.
Since genome data is text based (symbols of the alphabet) approaches such as those found in [1] , [11] , [2] , [3] , [4] must, in principle be, applicable. However, the bioinformatics problem must be cast in an appropriate form.
There are many situations in bioinformatics where transfer of technology is possible. The case of interest concerns the scanning of the genome for probes such as the Affymetrix 25-base probes, [12] , which is used to measure mRNA abundance, [13] .
Initially, the genome data or a subsequence of it is sliced into sequences of bases (C, G, T, A) of a certain length to match that of the probes. These sequences are nothing more than strings or words of the alphabet {C, G, T, A}. Each one is then stored as a record in a database containing the probe(s) and then the task of searching for redundancy of records in this database can be approached as, for instance, the key equivalence problem. The latter has been investigated recently through the Hardening Soft Information Sources approach due to Cohen et al., [4] , among others.
Our approach to the problem is related, but simpler. Although it is also formulated as optimization problem, the latter is more tractable than the global optimization one suggested in [4] . This simplification follows from the fact that in [4] , a record has potentially many fields each pointing to a real world object, i.e. it forms a reference. Here, we consider that the whole record, however many fields it may have, points to a single object. This is an important distinction since the initial complete graph we work from is less complex than what would be considered if the model in [4] was exactly adhered to.
The present work explains how this can be done and reports results on real data from Affymetrix, [12] 1 . In section 2 the key equivalence problem is formulated, and in section 3 we define the solution approach. In section 4 we show the results of our experimentation and in section 5 we present some conclusions.
Formulation of the key equivalence problem
Let object identifier O i be any record in a database corresponding to each of the 25-base probes sequences. Let also object be the real target which O i is referring to and key be the unique identification of the record in a database. Then, key equivalence occurs when two or more O i 's in a database refer to the same object, [5] . As said earlier, the main difference between our formulation and that of the hardening approach, [4] , is that here we consider a database as a set of O i 's, while in Cohen et al.'s work, a database consists of a set of tuples, each of which consisting of a set of references, or fields. Each reference points to a real world object.
Since, given a database, it is not easy to tell which records point to the same object, we initially assume that all of them point to the same object. This means that all records can potentially be represented by the same object identifier. Therefore, initially at least, we in fact assume that when all redundancy is removed, we will possibly be left with no database. This assumption may sound unreasonable, since only a small percentage of records in a database might be corrupted, but it is necessary to motivate our method. Moreover, it does not limit the application of the method suggested.
Let now each object identifier be represented by a node. Then, the potential redundancy of an identifier may be represented by a directed arc between this identifier and another one. An incoming arc means the source node is potentially redundant.
Since, as was assumed, initially they all point to each other, no direction is required, leading to a complete graph.
Let G(V, E) be this graph with V = {1, 2, ..., i, ..., n} its set of nodes, each corresponding to an object identifier, and E = {(i, j)|i, j = 1, 2, ..., n, i = j} its set of arcs. By some string similarity metric, it is possible to find weights for all edges of graph G specifying how likely it is that two object identifiers point to the same real world object, i.e. one of them is redundant. A large weight between two O i 's says they are unlikely to point to the same object, and a small weight says otherwise, i.e. there is redundancy. In this fashion, since a given normalized string similarity scales the similarity with values in [0, 1], where 1 is the maximum similarity, we take as a weight its inverse value (1−String similarity). We are, now, left with the question of how close to zero a weight has to be in order to say that one of the records is redundant.
Clearly, a subgraph of G with minimum total weight will catch redundancy. Moreover, this subgraph must have all the nodes of G.
Solution approach
A further formalization, is necessary to model this situation. In particular, we consider that a subgraph of G that captures all or part of the redundancy in the database, is generated by a function from V to V . As such, it has the properties of totality and unicity. Given G, we want to find G (V, E ) such that E ⊆ E, and
is minimized, where e ij = 1 if (i, j) ∈ E and 0, otherwise, n is the size of the database, w ij , i, j = 1, 2, ..., n are the weights, and λ 1 and λ 2 are constants which control the size of the resulting database for the amount of redundancy detected. Equivalently, they are constants which, when exactly known, will give a value z which is smallest for the database that has been cleaned of all its redundancy and nothing else, i.e. the perfect solution. Of course the choice of these constants will influence the effectiveness of the approach advocated here. A simple manipulation of the z expression results in
By constraining z with the requirements of the relation (function) between the nodes, and after a slight transformation of the expression of z, due to the fact that some terms are constants, and also by replacing λ 1 − λ 2 with a single parameter k, we obtain the following optimization problem.
Note that restrictions (3) imply that there is at most one edge (i, j) from each node i. Restrictions (4) and (5) eliminate cycles, [8] .
From the above model, it is clear that if k ≤ 0, the second term of z is zero or positive and so the minimum corresponds to all e ij = 0, i.e. no edge is worth including in the solution, giving E = ∅. If k > 0 the minimum of z must be negative, i.e.
(i,j)∈E,i =j e ij w ij ≤ k (i,j)∈E,i =j e ij in which case the solution to the above model will be those arcs with small weights. Moreover, because we are minimizing, all these weights will be less than k.
Formalization
Parameter k is essential for trapping redundancy and its proper setting will decide on how successful the detection of redundancy will be. Set too large, a connected subgraph of G will be the solution, thus including all nodes (object identifiers). Set too low, very few if any will be included in the solution, thus leaving out genuine redundancy. It must be clear already that trees satisfy the constraints of the above optimization model. A solution to the problem is likely to be a collection of subtrees of the minimum spanning tree of G. In other words, it is most likely to be a forest.
Definition 1 A spanning forest of a connected graph G is a forest whose components are subtrees of a spanning tree of G.

Definition 2 A minimum spanning forest of a connected graph G is a forest whose components are minimum spanning trees of the corresponding components in G.
Proposition 1 The solution to the suggested optimization model is a spanning forest (tree). Moreover, it is a minimum spanning forest (tree).
Proof. Case 1: The database is totally redundant, i.e. it can be represented by a single record.
Let G be the complete graph of the database in hand, and assume that the minimum spanning tree of G is found. Because all nodes are similar to each other, ∀(i, j) in the minimum spanning tree of G, w ij ≤ k, k being the similarity threshold chosen as the weight of the arc linking the two similar records (nodes) with largest weight. Therefore redundancy is clearly captured by a minimum spanning tree.
Case 2: There are at least two records which are not similar to each other.
In this case, the minimum spanning tree of G will have at least two arcs (i, j) such that w ij > k, k being the similarity threshold chosen as the weight of the arc linking the two similar records (nodes) with largest weight. These arcs will be removed from the minimum spanning tree since the linked records are different, according to the chosen k. We know that removing an arc from a tree always results into a disconnected tree, or forest, the redundancy in this case must be captured by a minimum spanning forest.
Case 3: All records are different from each other, i.e. there is no redundancy. In this case k must be 0, which means that all edges of the minimum spanning tree of G are removed, leaving a minimum spanning forest which is completely disconnected.
Proposition 2 For a given k, the optimal solution to model (2)-(5) can be obtained in polynomial time.
Proof. Apply a greedy algorithm to the complete graph of G of the database, to find its minimum spanning tree. Chose an appropriate similarity threshold k. Trim the graph of all its edges with weights greater that k. The remaining subgraph is either a tree or a forest. Both steps can be done in polynomial time.
Estimating k
The threshold constant k can be chosen arbitrarily, below 0.5, for instance. That may well work in some cases. However, in general, it is better to find an estimate directly related to the given database, (Remark 2 ). This can be done as follows.
Algorithm 1:
1. Find the weighted complete graph G corresponding to the given database; 2. Find the minimum spanning tree of G; 3. Assign the largest weight for which a good match between records is found, to k;
Remark 1 The similarity threshold k used is only an approximate value.
Remark 2 The problem of finding the optimum k may not be solvable in polynomial time. This is because the concept of "a good match" cannot be be defined accurately. Also, the length of records may require exponential-time computing procedures to decide whether there is any reasonable similarity. Algorithm 1 is only a practical approach to estimating k.
Remark 3 Parameter k varies from database to database.
Detecting redundancy
Redundant records are detected according to the following algorithm.
Algorithm 2:
1. Apply Algorithm 1 to the given database;
2. Remove all edges with weights > k, from the minimum spanning tree of G output by Algorithm 1;
The output is a tree (or forest) that represents the detected redundant records. Each tree of the spanning forest can be reduced to one node. The remaining nodes of the forest constitute the records of the resulting database after removing redundancy.
Experimental results
Weights computation
In order to obtain the most accurate weights for our model, we compare the performance of several existing string metrics. We generated 5 artificial datasets containing rows of 25-character long sequences. Each dataset contains different sets of corrupted redundant records generated by a corresponding different probability value, ranging from 0.1 to 0.5. We then implement the string metrics contained in the SecondString [6] and SimMetrics packages, [15] .
We evaluate each of the string metrics as follows. Given a database, let N = |E| the number of candidate pairs ranked by score. Let m be the number of actual matching pairs, or redundancies in the database. We measure the non-interpolated average precision defined by
, where c(l) is the number of correct pairs before rank position l and d(l) is equal to 1 if the actual pair is a match, or 0 otherwise, as described in [6] . We also measure the maximum F 1, [6] , defined as max i>0 F 1(l), where F 1(l) = 2 * precision * recall precision+recall is the harmonic mean at rank position
, and c(l) is the number of correct pairs before rank position l.
The best performing methods are shown in Table 1 . The NeedlemanWunsch method performed best on average and a lot better than its nearest competitor, the Levenshtein method. This method, even though its performance is good in comparison to other methods, is computationally expensive. In the next section we introduce an alternative metric, which is combined with the NeedlemanWunsch in order to reduce its computational time.
Efficiency in the weight computation
In order to reduce the computational time required to obtain all the string distances in a given dataset, we introduce a cheap string metric, such that, if the score of this metric is greater to a certain threshold, then we compute the selected method (NeedlemanWunsch). Our cheap string metric is defined as follows:
• Let two sequences be named as: T and U.
• Sample 50% of the characters of T at equally sized locations t. • Sample from position t − 1 to position t + 1 from sequence U until the pair of characters of each sequence T and U agree. Then, count the number of matched characters found in both sequences.
Source Method
• Measure the rate of agreement of the sample characters. In our experiments, we used a rate of agreement of 80%.
In practice, we reduce 60% of the computational time by using the proposed cheap string metric, while the precision and F 1 factors where not affected.
Test dataset results
We implement Algorithm 1, Algorithm 2 and the two string metrics mentioned in last section to the same 5 artificial datasets. Here, the F 1 factor is evaluated at 31 different values of k, between 0 and 1. The results are displayed in Figure  2 . As shown in Figure 2 , the optimal value of k is the same for all the artificial datasets (k = 0.2). Also, we notice that the performance is decreasing according to the probability of corruption of the data, as shown in Figure 3 , the decreasing performance is not lineal, making the method extremely sensible to the corruption rate of sequence data.
Larger datasets
In order to test the robustness of the proposed method for larger examples, we artificially generated 5 datasets, of 1000, 2000, . . ., 5, 000 records, each of them with the same probability of corruption (0.2). We evaluate those datasets the same way, as previously mentioned. The results are shown in Figure 1 . Notice that the performance of the proposed method is not sensitive to the size of the datasets since the quality of the solution obtained does not show any tendency.
Real dataset
We used part of the human genome available in the ensembl project, [9] . We split this sequence into 25-base long subsequences. With these subsequences, we compile a dataset with 10, 000 records. We set the similarity thershold value k to 0.2. This value was pointed out by the results of Figure 1 . A list of redundant records detected by our method is shown in Table 4 .
Conclusion
We have looked at the problem of detecting and removing redundancy in datasets, and we suggested a solution approach. Here this problem was adapted and solved for the case of detecting similar records in 25-base long sequences of the human genome, which is an important up-to-date problem in bioinformatics. An optimization model of the integer programming type has been devised for it. Although, this model is difficult to solve directly, it turns out that a tree graph of a certain kind (a forest) provides an optimum solution, when the all important similarity threshold parameter k, was provided. Moreover, it was shown that in this case, the solution can be obtained in polynomial time. Because the weights measuring the similarity between records are of paramount importance, we also looked at existing methods (or string metrics) for computing them and evaluated them over a set of artificially generated datasets. To reduce the computational time required to obtain these weights, a cheap metric was also introduced.
The reported experimental results, show that the proposed method (Algorithm 1 and Algorithm 2 together), combined with the efficient way of computing the similarity weights, also suggested, is performing well in terms of the quality of the returned solutions, particularly on small size datasets, (see Figure 1. ) However, since datasets, particularly in bioinformatics, are often very large, we also investigated how sensitive the method is, to much larger sets than the ones of Figure 1 . The results show that it is not sensitive to the size of the datasets considered, and the quality of the solution obtained in all cases was still high, (Figure 3 .) Note that in these experiments the levels of corruption are set by hand. Therefore, it is fairly easy to measure how good the method is doing. In real applications, there is no knowledge of the level of corruption and redundancy. Measuring the performance of a given method is therefore more difficult. Such an experiment was also conducted and the results are reported in Table 2 .
