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Abstract
This thesis investigates the implications of incorporating active vibration control
(AVC) into floor structures from the initial design stage, with the goal of enabling
the construction of more slender long-span floors.
The original contributions to knowledge in this work are the investigations into:
the development of a novel walking force that simulates the in-service loading
of an office environment; the comparison between the effectiveness of AVC and
tuned mass dampers (TMDs) when used on floor structures; the investigation into
the effect of AVC over the entire floor area rather than considering single loca-
tions only, leading to conclusions about typical numbers of actuators that would
be required; the investigation into the trade-off between power demand and the
performance of an AVC system; and the initial life cycle analysis (LCA) of a floor
that incorporates AVC at the design stage.
The force model utilises simultaneous pedestrians walking throughout the struc-
ture and was calibrated and verified using experimentally acquired data. AVC
was found to be a significant improvement upon TMDs in that the response of the
structure was reduced to a greater extent using a much smaller inertial masses.
The effectiveness of AVC was generally limited to within a single bay. However,
large reductions in response were observed within each controlled bay. Therefore,
it is suggested that a rule of thumb of one actuator per significant panel is required
to control a given floor area, and that the size of these bays should be maximised
to increase the effectiveness of AVC.
High feedback gains resulted in only slight improvements in structural response,
therefore improvements in the non-overhead power demand for AVC can be
achieved through a simple decrease in the feedback gain. This has the additional
benefit that smaller actuators could be utilised. The initial LCA highlighted the
high financial cost of AVC but also demonstrated that potentially significant ma-
terial savings could be realised through incorporation of AVC at the design stage.
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1.1 Background
Problematic floor vibrations are increasingly being reported in newly constructed
buildings, including offices, shops, classrooms and multi-purpose blocks (Hana-
gan, 1994; Setareh and Hanson, 1992b; Varela and Battista, 2011). Substantial
improvements in design and construction techniques have enabled engineers to
design much more slender floor structures and whilst these perform acceptably
with regards to strength requirements, this type of structure is more prone to ex-
cessive vibrations which can result in complaints from occupants. In addition to
this, for offices there is a trend that open plan layouts are being chosen in prefer-
ence to the traditional compartmentalised layouts whose partitions add significant
amounts of damping to the structure (Nyawako and Reynolds, 2007b; Dı´az and
Reynolds, 2010a; Hudson and Reynolds, 2010).
There are a number of approaches available to reduce these vibrations, includ-
ing structural modification, passive vibration control and active vibration control
(AVC). Often, only structural modification is considered when a vibration prob-
lem occurs and the solution typically involves the addition of extra concrete mass
to the floor or the use of additional props. However, this approach negates the
benefits of having the more slender structural form in the first place, so alternative
technologies are being sought. Moreover, the construction work required to make
these modifications can be very inconvenient and expensive.
AVC improves the vibration response of a structure by applying a force in re-
sponse to its movement. However, in contrast with passive vibration control, the
generation of this force requires an external energy source (Symans and Con-
stantinou, 1999; Nyawako, 2009). AVC can be thought of as the use of force
delivery devices, integrated with real-time processing controllers and sensors at
pre-selected locations within the structure being controlled (Soong and Spencer,
2002).
Recent research has shown that AVC has the potential to achieve very signifi-
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cant reductions in the structural response and has a number of advantages over
structural modification and passive technologies. This research has focussed on
incorporating AVC technology into existing structures that have exhibited vibra-
tion serviceability issues after construction (Hanagan, 2005a). However, because
such large response improvements can be achieved with AVC, there is the poten-
tial to take the application of this technology further and to consider incorporating
AVC from the initial design stage of a building.
The rationale behind this is that as spans increase and damping reduces, the gov-
erning criterion for slenderness shifts from one of strength or deflection require-
ments to that of vibration serviceability, so structures require more construction
materials than would otherwise be the case. Hence, by using AVC to improve
the vibration performance of a structure, more slender structural forms would be
possible which also could potentially realise significant savings in construction
materials.
Improvements in material efficiency alone are not sufficient to keep up with the
demand for new constructions/products; indeed the efficiency of production for
many materials is already high, so reductions in the amount needed to make each
item are required (Gutowski et al., 2013; Allwood, 2013). These are some of the
conclusions presented in the recent issue of the Philosophical Transactions of the
Royal Society A which is dedicated to material efficiency and demonstrates the
need for further research in this area.
However, there are a number of issues that must be addressed before this option
becomes a reality. Firstly, the design of a robust control system with good perfor-
mance is a complicated task and requires specialist knowledge that is not in the
domain of structural engineers. Further research is required to develop a simpli-
fied design procedure that is more readily accessible. Also, the inclusion of AVC
into a structural system may well have significant changes in the optimal struc-
tural layout compared with the structure without control. The combined control
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and structure design is not well researched for floors, so further research is needed
to give insights into what approaches may be better. Furthermore, no research
currently exists examining the potential economic or environmental implications
of incorporating AVC into a structural design. Both the initial savings from ma-
terial costs and the initial and on-going costs of AVC would have to be quantified
before recommendations could be made regarding the efficacy of this technology
on these grounds.
1.2 The Research Problem
The research presented in this thesis was undertaken with the aim of enabling the
construction of longer span, more slender, floor structures through the use of AVC.
In order to achieve this, there are five key areas of research that must be addressed.
1. Firstly, in order to simulate the effect that AVC has within an office envi-
ronment, a novel walking loading model must be developed. This should
simulate the in-service loading that occurs in a typical office, taking into
account the stochastic and spatially varying nature of the forces.
2. Following from this, a comparison of AVC with the alternative passive tech-
nology of tuned mass dampers (TMDs) should be performed. This investi-
gation will indicate the effectiveness of AVC relative to the current alterna-
tive technology.
3. Thirdly, research must be focussed towards investigating how many actu-
ators would be required for a particular floor area. In doing so, this must
address the question of how effective AVC is at reducing the response of
the entire floor structure, rather than just at one or two locations, as has
been the focus of previous research. This work should consider the effect
that different structural designs have on the effectiveness of AVC, with the
aim of arriving at recommendations for optimal structural layouts when the
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structural system is designed in parallel with that of the control system.
4. In addition to these, the trade-off between performance and power demand
of the AVC system should be researched. This will provide insights into
how future AVC implementations could be made to be more efficient and
hence reduce some of the ongoing costs of AVC.
5. Finally, the inclusion of AVC at the design stage to enable more slender
structures will result in a reduction in construction materials compared with
a design without AVC. Therefore, an initial life cycle analysis should be
performed to quantify these reductions with respect to some of the expected
increase in running costs throughout the building life. This should consider
both the financial and environmental implications, with the issues raised by
this giving direction for future work in this area.
1.3 Organisation of Thesis
This thesis is comprised of seven chapters. A brief introduction to the research
problem is provided in Chapter 1 and key aims and objectives of the thesis are de-
tailed. A comprehensive review of the available literature relevant to this research
problem is provided in Chapter 2. This includes a review of AVC, both in gen-
eral terms and specifically with regards to the active control of floor vibrations.
Additionally, the current design guidance for the construction of floors that are
acceptable in terms of their vibration performance are investigated, along with a
review of some of the issues surrounding environmental and economic analyses
of buildings. Chapter 3 introduces the majority of the mathematical models used
in simulations throughout this and following chapters. The development of the
walking load is first introduced in this chapter and this is then used to provide
a comparison between AVC and TMDs for the control of floor vibrations, hence
addressing the first two research objectives. Chapter 4 introduces finite element
models of two typical floor structures and details the calibration and verification
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of the walking model that was first described in Chapter 3. Simulations are per-
formed which investigate the number of actuators required to achieve satisfactory
levels of structural response throughout the entire floor area and the effect that the
different structural designs have on the performance of AVC are investigated. This
chapter therefore directly addresses the third research objective. Following from
this, the trade-off between performance and power demand for a variety of con-
trol laws is investigated in Chapter 5. Specifically, the fourth research objective is
addressed by investigating a typical controller with a reduced feedback gain, and
comparing this with a model-based controller that targets only particular modes of
vibration and a controller which utilises a switching-off rule. Chapter 6 addresses
the fifth and final research objective which is the initial life cycle analysis of a
floor design that incorporates AVC. Here, the economic and environmental impli-
cations of the possible material savings that could be achieved and the ongoing
electricity costs that could be expected from typical in-service office loading are
investigated. Finally, conclusions from the thesis work are provided in Chapter 7
and recommendations for further work are made.
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Chapter 2
Literature Review
The contents of this chapter are an adapted form of a published paper in the journal
Engineering Structures. Details of this paper are as follows:
M J. Hudson and P. Reynolds. Implementation considerations for ac-
tive vibration control in the design of floor structures. Engineering
Structures, 44:334–358, November 2012. ISSN 01410296. doi:
10.1016/j.engstruct.2012.05.034.
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2.1 Introduction
2.1.1 Problem Definition
In recent years, the problem of excessive human-induced floor vibrations caus-
ing annoyance and disturbance has been noted in a wide range of newly built
structures, including offices, retail areas, gymnasia and dance studios and labo-
ratories (Ebrahimpour and Seek, 2005; Brownjohn and Middleton, 2008; Pavic
et al., 2008; Sandun De Silva and Thambiratnam, 2009; Middleton and Brown-
john, 2010; Reynolds and Pavic´, 2011). Improvements in design methods and
construction technology and the use of steel-deck composite floor slabs have en-
abled the construction of longer span floors with less inherent damping (Setareh
et al., 2007; Feldmann et al., 2009; Saidi et al., 2011; Zˇivanovic´ and Pavic´, 2009;
Varela and Battista, 2011) which are more prone to excessive vibrations. In addi-
tion, a shift in the division of office space from compartmentalised to open plan
has reduced the level of damping present (Hudson and Reynolds, 2010; Miskovic
et al., 2009; Setareh et al., 2006; Setareh, 2010). It is important to note that these
vibrations rarely affect the safety of the structure and hence are a serviceability
problem (Bachmann, 1992).
Various strategies exist that aim to reduce the response of the structure to dynamic
loads, typically falling into one of the categories of structural modification, passive
control, active control, semi-active control or hybrid control (a combination of
active and passive control). Frequently, only structural modification is considered
when a floor has been noted to have a serviceability problem after construction.
However, research in the fields of passive and active control has shown that these
strategies should also be considered for vibration mitigation in floors as they hold
a number of advantages over structural modification.
To date, this research has focussed on applying these strategies to fix a problematic
floor after construction (Hanagan, 2005a). However, incorporating these strategies
8
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into the design of new buildings has the potential to allow slenderness to be pushed
further without adverse effects on the vibration serviceability of the structure.
Active vibration control (AVC) is a very promising technique and could poten-
tially yield significant performance enhancements when incorporated into a struc-
ture from the design stage (Nyawako, 2009). However, there are still a number
of research challenges that must be addressed before the implementation of AVC
becomes a more standard practice, namely:
• the general complexity of designing a robust control system with good per-
formance when applied to civil engineering structures;
• a lack of suitable hardware for industrial implementation, particularly actu-
ators;
• a lack of design guidelines for how an engineer could incorporate such a
system, and
• a lack of an assessment of the potential environmental and economic impli-
cations the inclusion might have.
These items must be considered in future research if the potential benefits of using
vibration mitigation systems are to be realised.
The predominant goal of this review is to work towards answering the question
“is it practical and environmentally / financially beneficial to include AVC in the
design of a new building?”. To this end, this review begins with an overview of
current vibration mitigation systems to provide the context of AVC. Following
from this, in Section 2.2 the current guidance documents used to design floors are
examined in an attempt to see how vibration controllers could be incorporated.
The practical issues relating to the implementation of active control are examined
in Section 2.3 so that the key aspects can be identified. In Section 2.4, current re-
search for the environmental assessment of buildings and the potential application
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of economic assessment tools are reviewed. This highlights some of the issues
associated with performing such an evaluation, with particular interest towards an
assessment including an AVC system. Finally, in Section 2.5 some concluding
remarks are given.
2.1.2 Vibration Mitigation Systems for Floors
A review of the range of techniques that could be used to mitigate the effect of
human-induced vibrations is provided below. This introduces the key topics of
structural modification, passive, active, semi-active and hybrid control and briefly
discusses their advantages and disadvantages.
Structural Modification
The traditional methods for improving the dynamic performance of a floor often
involve major additions to the original structure. For example, the addition of
non-structural full-height partitions has been shown to add support and increase
the damping of a floor by up to 14% (Miskovic et al., 2009; Hanagan, 1994). Test-
ing of two nominally identical floors, differing only by nonstructural elements,
has also shown that both floor frequencies and the global or local nature of the
mode shapes are greatly affected by these nonstructural elements (Miskovic et al.,
2009). However, there is the possibility that annoying vibrations can be trans-
mitted to other locations within the building after installation, which in this case
might extend the problem to other locations within the building (Hanagan, 1994).
Alternatively, the framing members can be stiffened. This is most effectively
achieved by installing extra columns to interrupt the most flexible members (Smith
et al., 2007). The extra stiffness reduces the amplitude of vibration and also in-
creases the frequencies of vibration of the floor. If the excitation frequency is
known then it is possible to shift the floor frequencies such that resonance with
the excitation source is avoided or reduced (Setareh and Hanson, 1992a).
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Another commonly considered option is the addition of a concrete layer to the
existing floor. This additional material acts to increase the damping and reduce
both the frequency and amplitude of vibration (Hanagan, 1994). This can actually
cause an increase in the perceived response if the natural frequencies are lowered
to within a range excitable by human-induced forces (Smith et al., 2007) and the
existing structure must be able to (or be made able to) support this additional
weight. This modification is extremely disruptive if the building is occupied.
Passive Control
Types of passive vibration control (PVC) that have been used to reduce the
response of floor structures to human-induced vibrations include tuned mass
dampers (TMDs), viscous dampers, and viscoelastic layers. A thorough, state-
of-the-art review of these is provided by Nyawako and Reynolds (2007a). PVC
improves the vibration response of a structure by increasing its damping (i.e. en-
ergy dissipation) and/or stiffness (i.e. energy storage) through the application of
forces generated in response to the movement of the structure, as shown in Fig-
ure 2.1 and Equation 2.1 (Soong and Spencer, 2002; Housner et al., 1996; 1997).
Excitation Structure Response
Passive
Device
Figure 2.1: Passive Control, after Spencer and Soong (1999)
[M ]{Y¨ (t)}+ ([C] + [∆C]) {Y˙ (t)}+ ([K] + [∆K]) {Y (t)} = {F (t)} (2.1)
where M , C and K are the primary structure’s mass, damping and stiffness matri-
ces respectively, Y (t), Y˙ (t) and Y¨ (t) are the structural displacement, velocity and
accelerations respectively, F (t) is the applied disturbance force and ∆C and ∆K
are the respective additional damping and stiffness contributions from the PVC.
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No external power source is used, which means that no energy can be added to the
structural system for the purposes of control (Housner et al., 1996). The dynamic
characteristics of the PVC remain relatively unchanged over time so suffer an in-
ability to adapt to changes in the external loading conditions. Also, because they
are generally tuned to deal with a specific frequency, as is the case for TMDs, if
the structural parameters or excitation frequency vary over time then “de-tuning”
can occur, which reduces their effectiveness (Jalili, 2002). Further to this, the
reduction in response at one frequency may actually cause a greater response at
other frequencies so care must be taken in the case of human-induced vibrations
because excitation can occur over a range of frequencies. The performance of
some TMDs has been observed to diminish once the amplitude of vibration re-
duces below a certain threshold (Eyre and Cullington, 1985). For example, the
reductions in response amplitude observed by Casado et al. (2010) for running
(high excitation levels) to walking (low excitation levels) on a lively footbridge
reduce from 86% to 36%. Unfortunately even very low amplitude vibrations can
still be found to be annoying. This means that this type of PVC may be of limited
use when mitigating the effects of human-induced vibrations. Despite this, sev-
eral implementations of passive tuned devices have been recorded. For example,
the pendulum tuned mass damper (PTMD) used by Setareh et al. (2006) achieved
reductions of 50% and 70% in the two permanent office floor installations consid-
ered.
Viscoelastic layers can be used to increase the level of damping in a structure
without significant increase in mass or depth: one example of such being the
Resotec system (Willford et al., 2006) for composite floors. However, it should be
noted that the Resotec system requires the exclusion of shear studs along a portion
of the steel beam’s length - thereby reducing its stiffness (Willford et al., 2006).
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Active Control
Active control is a natural development from passive control methods which
have been used extensively due to their simplicity and reliability (Nyawako and
Reynolds, 2007a). The concept of AVC was first introduced in the 1950s but a lack
of the necessary technology delayed development (Housner et al., 1996). Similar
to PVC, AVC improves the vibration response of a structure by applying a force
in response to its motion. However in contrast with PVC, the force is generated
with assistance from an external energy source (Symans and Constantinou, 1999;
Nyawako and Reynolds, 2007a).
AVC can be thought of as force delivery devices, integrated with real-time pro-
cessing controllers and sensors at pre-selected locations within the structure being
controlled (Soong and Spencer, 2002). The sensors detect the motion of the struc-
ture and/or the external excitation. The signals from these sensors are then pro-
cessed by controllers that use a particular algorithm to generate a desirable output
command signal which is then used to drive the force delivery device (Spencer
and Soong, 1999; Housner et al., 1997), as shown in Figure 2.2 and Equation 2.2.
Sensors Controller Sensors
Actuator
Excitation Structure Response
Figure 2.2: Active Control, after Spencer and Soong (1999)
[M ]{Y¨ (t)}+ [C]{Y˙ (t)}+ [K]{Y (t)} = {F (t)}+ {U(t)} (2.2)
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where U(t) = f(Y (t), Y˙ (t), Y¨ (t), F (t)) is the control force applied by AVC. For
example, one common control law that features a velocity feedback scheme can
be represented by Equation 2.3:
U(t) = f(Y˙ (t)) = −KGY˙ (t) (2.3)
where KG is a constant gain. This real-time response gives AVC enhanced effec-
tiveness in response control and applicability to multi-hazard vibration mitigation
systems (Soong and Spencer, 2002; Spencer and Soong, 1999). However, because
additional energy is being brought into the system, it is possible to introduce in-
stability in a previously inherently stable system (Jalili, 2002).
An advancement to this approach features the so-called hybrid mass dampers
(HMDs) which combine both active and passive control systems. Since a por-
tion of the control objective is met by the PVC, the energy demand from the AVC
is reduced (Spencer and Soong, 1999). Active mass dampers (AMDs) are the most
suitable devices for attenuating vibrations in floor structures because they generate
the control force through an inertial mass. This means that the control force can
be produced without a fixed reaction surface, which is unavailable around floor
structures. However, other types of AVC do exist - often for applications such as
full structure control due to seismic or wind loading. These include active tendon-
control and active constrained layer damping (Nyawako and Reynolds, 2007a).
More recently, an active momentum exchange impact damper has been suggested
as a means to reduce shock vibration of floors (Son et al., 2008; 2010). However,
it is not clear how effective such a method would be at dealing with the spatial
variability associated with human-walking impacts. A more thorough analysis of
the benefits and problems of using AVC is provided in Sections 2.3.1 and 2.3.2.
14
Literature Review Introduction
Semi-Active Control
Also known as adaptive-passive or controllable passive (Housner et al., 1997;
Jalili, 2002), semi-active vibration control (SAVC) devices are similar to PVCs,
both in the mechanism by which the corrective force is introduced and in that no
mechanical energy is added to the system. However, some dynamic character-
istics of the device can be altered in real-time, as shown in Equation 2.4 (Jalili,
2002). A schematic for how SAVC devices work is shown in Figure 2.3.
Sensors Controller Sensors
Actuator
Excitation Structure Response
Passive
Device
Figure 2.3: Semi-Active Control, after Spencer and Soong (1999)
[M ]{Y¨ (t)}+ ([C] + [∆C(t)]) {Y˙ (t)}+ ([K] + [∆K(t)]) {Y (t)} = {F (t)}
(2.4)
where ∆C(t) and ∆K(t) are the respective time varying additional damping and
stiffness due to the semi-active controller.
This feature enhances the vibration mitigation performance of these devices over
their passive counterparts, whilst still having some functionality during power-
failure. The energy requirements are typically orders of magnitude less than that
required for AVC (Housner et al., 1997) and because no mechanical energy is
added to the system the devices are guaranteed to have a bounded output. Types
of SAVC currently investigated include electrorheological and magnetorheologi-
cal dampers, adjustable tuned liquid dampers, semi-active TMDs and semi-active
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constrained layer damping (Nyawako and Reynolds, 2007a). This technology has
great potential for the mitigation of vibration in floors, but more research is re-
quired before the technology is at a stage for implementation in floor structures.
16
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2.2 Design Methodologies
Often, the response of a structure is not actually predicted - rather, the lowest
natural frequency of its primary and secondary beams are checked to be greater
than 4Hz (Smith et al., 2007). This is often performed by combining the equation
for free elastic vibration of a uniform beam and the equation for the deflection
due to a uniformly distributed load. In both the simply supported and fixed ended
cases this yields the same formulation, shown in Equation 2.5.
fn1 ≈
18√
δ
(2.5)
where δ is the deflection of the beam due to permanent loading (in mm). The
fundamental natural frequency of the floor as a combined system of the primary
and secondary beams and the slab is then found through the use of Dunkerley’s
Method (Smith et al., 2007).
If this condition is met then the structure was deemed to be satisfactory. How-
ever, this approach merely reduces the likelihood of the first harmonic of walking
causing resonant excitation (Smith et al., 2007). Indeed, there is now evidence
that this method is unreliable and can result in uneconomical designs (Pavic´ and
Willford, 2005). This has led to an increased need to predict what the actual
structural response will be in order to determine if adverse comments will arise
due to human-induced floor vibrations and/or verify that the floor is not being
over-designed.
2.2.1 Walking Excitation
An appreciation of the nature of the force induced by walking is essential in order
to predict the structural response from pedestrians. A typical walking force time
history is shown in Figure 2.4a and the frequency spectrum of the ground reaction
forces for this walking history are shown in Figure 2.4b (Racic, 2009).
17
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Figure 2.4: Measured Walking Properties (Walking at 1.5 m/s)
Walking pacing rates have been measured to vary between 1.4Hz and 2.5Hz with
velocities varying between 0.9m/s and 1.8m/s (Pachi and Ji, 2005), although typ-
ical pacing rates tend to lie in a narrower band. For example, the SCI guidance
(Smith et al., 2007) recommends considering pacing frequencies between 1.8Hz
and 2.2Hz. Frequencies for other activities can vary greatly, for example for
climbing/descending stairs frequencies can range from 1.2Hz to 4.5Hz (Smith
et al., 2007; Davis and Murray, 2009). The walking pace in Figure 2.4 is about
2.05Hz and the multiple harmonics of the walking force at integer multiplies of
2.05Hz are clearly observed. It is important to note that some of these harmonics
have both a significant magnitude and a frequency that potentially could excite
structural modes of vibration greater than 4Hz, which indicates that structural re-
sponse prediction may be preferable over frequency limitation as a design method.
It is possible to use real walking force time histories in the design process. How-
ever, these are usually not available or are too complicated for design engineers to
work with so simplified models have been developed as an alternative. One pop-
ular method is the decomposition to a Fourier series (Smith et al., 2007; Willford
and Young, 2006; Pavic´ and Willford, 2005) as shown in Equation 2.6 (Zˇivanovic´
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et al., 2005) . Typical Fourier coefficients, αh, and phase angles, φh, are given in
Table 2.1.
F (t) = G+
n∑
h=1
G · αh · sin(2pihfpt− φh) (2.6)
where F (t) is the modelled periodic force, G is the static self weight of the person
(commonly taken as 700N), fp is the walking pace, h is the harmonic number and
t is the time.
Harmonic
Number
Frequency
Range for fp
Fourier
Coefficient
Phase Angle
1 1.8-2.2 0.436(fp-0.95) 0
2 3.6-4.4 0.006(fp+12.3) -pi/2
3 5.4-6.6 0.007(fp+5.2) pi
4 7.2-8.8 0.007(fp+2.0) pi/2
Table 2.1: Fourier Coefficients for Design Walking Paces from Smith et al. (2007)
The coefficients shown in Table 2.1, from the SCI guidelines (Smith et al., 2007),
appear to be based on the work by Young (2001) which are chosen from a proba-
bilistic view due to the intra- and inter- variability of human walking such that the
chance of exceedence is 25% (Willford and Young, 2006). Contrary to the phase
angles provided here, Zˇivanovic´ et al. (2007) found no interdependence between
the harmonic frequency and the phase angle: here it was found that the phases
were uniformly distributed in the interval [−pi,+pi].
Various models exist to model each individual footfall, such as: the ‘kf’ method
(Ungar and White, 1979), Arup’s effective impulse (Young, 2001) and the impulse
used in the SCI guidelines (Smith et al., 2007) which is based on Arup’s effective
impulse. Arup’s effective impulse (design value), Ieff , is given by:
Ieff = 54
f 1.43p
fn
1.36
1
(2.7)
where fp is the walking pace rate and fn1 is the lowest natural frequency of the
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floor. This impulse was designed to contain sufficient energy to excite the higher
frequency structural modes that provide the transient response to each footfall
(Zˇivanovic´ and Pavic´, 2009). This is in contrast with the previously described
walking models that contain energy only at lower frequencies and are designed to
simulate excitation achieving resonance with low frequency structural modes.
2.2.2 The Floor as a Dynamic System
An early floor vibration design guide by Wyatt (1989) considered the loss of en-
ergy for the higher harmonics of walking and concluded that the resonant be-
haviour of floors was not “an appropriate model where the natural frequency ex-
ceeds that of the third Fourier harmonic of the walking pace”. Here, it was found
that the response from each footfall dissipates before the next occurs, so the floor
acts impulsively to each footfall (Middleton and Brownjohn, 2010). This differ-
ence leads to the division of floors into ‘low frequency floors’ and ‘high frequency
floors’, a notion popular with some modern design guides (Pavic´ and Willford,
2005; Smith et al., 2007; Willford and Young, 2006; Murray et al., 1997). How-
ever, recently there have emerged examples of floors with significant responses
in both the low and high frequency regions (Zˇivanovic´ and Pavic´, 2009). This
raises doubts about the suitability of a cut-off frequency to indicate how a floor
will respond to walking excitation.
Another key parameter that determines the structural response is the level of
damping present, however it is much more difficult to predict the levels of damp-
ing a priori than to predict the stiffness or mass of the structure. One of the reasons
for this is that the mechanisms by which damping could be provided by a civil
structure are not evident (Middleton and Brownjohn, 2010). Wyatt (1977) sug-
gested that the damping is primarily frictional in nature, but that the summation of
the contributions from the many different mechanisms that provide this results in
damping that appears as viscous. Damping in structures has also been observed as
increasing with amplitude (Jeary, 1986). For mathematical simplicity, damping is
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generally modelled using a viscous damping formulation. Typical assumed damp-
ing values are shown in Table 2.2. The damping values provided by the Canadian
guidance appear to be unrealistically high when compared with other guidance,
which could lead to under-estimates of the response of a floor. Pavic et al. (2001)
note that inadequate experimental damping estimation techniques have been used
in the past - the techniques previously employed have typically utilised the half-
power method or the amplitude decay method which, when applied to structures
having closely spaced modes around the fundamental mode, can lead to overesti-
mates of the damping value of the fundamental mode. This could account for the
large differences observed in the ‘typical’ damping values.
Design Guide Bare floors
Floor with
non-
structural
elements
Floor with
many
full-height
partitions
SCI P354 (Smith
et al., 2007)
1.1 3.0 4.5
AISC (Murray
et al., 1997)
2.0 3.0 5.0
Canadian (CSA,
1989)
3.0 6.0 12.0
Concrete Centre
(Willford and
Young, 2006)
0.8 - 2.0 2.0 - 3.5 3.0 - 4.5
Table 2.2: Typical Damping Values (% of critical damping)
These damping values highlight that, for typical structures, it is generally accepted
that full-height partitions add to the level of damping in the structure. There is less
consensus regarding the effects of non-structural elements such as raised flooring
and suspended ceilings: Williams and Falati (1999) found that raised flooring
on a post-tensioned model floor slab yielded no increase in damping or stiffness
when rigidly attached, but increased the critical damping ratio for the fundamental
mode from 1.1% to 1.8% when the panels edges were not rigidly connected to the
floor slab. To the contrary, Reynolds and Pavic´ (2003) found that for one of the
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structures tested the false flooring could contribute additional damping whether
loosely laid or mechanically fixed, whilst for another structure tested with similar
false flooring, the flooring that was mechanically fixed provided more signifi-
cant increases in damping. It is important to note the conclusions of the authors
(Reynolds and Pavic´, 2003), that there existed “no discernible pattern regarding
which modes would be affected and which would not”.
One method for acquiring estimates of damping is through curve fitting of exper-
imentally acquired data (Middleton and Brownjohn, 2010), though this is clearly
only possible on existing structures and, in addition, the levels of excitation used
during the measurement may not represent the actual day-to-day excitation levels.
The most comprehensive approach for the calculation of the structural response is
through the use of a finite element (FE) model, then performing a modal analysis
or direct integration methods. However, the creation of the FE model here follows
a different procedure to that used for ultimate limit state (ULS) design, namely
(Pavic´ and Willford, 2005; Smith et al., 2007; Willford and Young, 2006):
• generally only the floor in question and the columns above and below should
be modelled
• the dynamic Young’s modulus for concrete should be used
• connections should be modelled as continuous even if they are designed to
be simply supported at ULS due to the relatively low levels of movement
expected
• the imposed load should be taken to be 10% of the ULS imposed load to
represent quasi-permanent loading
• non-structural partitions may be included in the model as these may cause
modes to become more localised.
Several authors have examined FE models of floor structures and investigated how
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closely the derived modal properties match with experimentally determined val-
ues. It is often the case that an FE model will require updating in some form, to
match better with experimental results. For example, a relatively early investi-
gation by Pavic et al. (2001) investigating post-tensioned concrete floors initially
underestimated the natural frequency of the first six modes by between 19% and
23%. However upon updating, which included explicitly modelling the columns
instead of using pin-supports as is now recommended to begin with (Pavic´ and
Willford, 2005; Smith et al., 2007; Willford and Young, 2006), achieved frequen-
cies correct to two significant figures for four of the six modes considered, whilst
the other two differed by 2% and 4%. In addition to this, the mode shapes for
the first three modes correlated very well. Similarly, an investigation into long-
span flat concrete floors by El-Dardiry et al. (2002) matched frequencies to within
3% of experimental. However, no mode shapes were recorded because the exper-
imental frequencies were determined by post-processing the recorded structural
acceleration resulting from a heel-drop in the centre of each bay. The results from
the FE analysis with various boundary conditions indicate that although the nat-
ural frequencies change, for this family of structures the mode shapes remained
quite constant.
The Young’s modulus of concrete that should be used in the FE model is a rela-
tively uncertain parameter. Cracking in the concrete can require a reduction in this
value. For example, Reynolds et al. (2002) achieved a strong correlation of both
mode shapes and natural frequencies for the first seven modes of a steel/concrete
composite floor following model updating which included reducing the Young’s
modulus of concrete from 38GPa to 32.6GPa. The reason cited for this was that
the precast planks used were possibly suffering a loss of stiffness through shrink-
age cracking. Similarly, Pavic et al. (2007) found that their initial FE model of
an open-plan composite steel-concrete floor estimated natural frequencies with an
error of 10-15% relative to measured frequencies. Cracking of the lightweight
concrete was noted as being one possible cause of the discrepancy. However, it
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has also been reported where a higher Young’s modulus must be used: for exam-
ple Reynolds and Pavic´ (2003) found that a value of 40GPa or slightly more was
appropriate for the post-tensioned concrete floor examined.
The effect of cracking in a multi-panel steel/concrete composite floor was ex-
amined by Zheng et al. (2010). It was found that the continuity between panels
was significantly reduced by the minor cracks present and this required modelling
through the use of rotation spring connections. Importantly, the stiffness at the
tested location was found to be significantly overestimated by assuming continu-
ity in the FE model, even though the natural frequencies approximately matched
the measured frequencies.
Miskovic et al. (2009) explored the contribution that non-structural partitions have
on finite element modal analysis results. The steel/concrete composite structure
considered had frequencies that differed by -11% to -25% before model updating.
However after updating, which included explicit modelling of the full-height glass
and full-height double boarded plasterboard partitions, much closer frequencies
and mode shapes were obtained.
All these results demonstrate that finite element models created with the best in-
formation available to a design engineer will still generate modal results that have
a degree of uncertainty attached to them. This is due in part to the uncertainties
involved with the construction itself. It should also be noted that there are still
only recommendations for approximate modal damping values, and certainly no
methods that can predict what the damping ratio for each individual mode of vi-
bration will be. The ability to generate accurate models of floor structures without
the need for model updating is an area where more research is of great importance.
There have been several attempts to simplify the design procedure without the
need for a full FE model because of this complexity (Smith et al., 2007; Willford
and Young, 2006; CSA, 1989; Murray et al., 1997; Feldmann and Heinemeyer,
2007). The accuracy of these methods is naturally inferior to methods focussed
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on a full FE model and as such are of limited use for the design of AVC systems.
Whilst an approximate improvement could be derived when a simple feedback
controller is used (see Section 2.3.4), the same would not be possible for a more
complex controller (see Section 2.3.4) that has the potential for greater improve-
ments to the dynamic response of the structure. Even the full FE method is just
an approximation based on a model, so when it comes to designing the final char-
acteristics of a vibration mitigation device it is usually best to use experimentally
determined data, as will be discussed in Section 2.3.3.
2.2.3 Human Response to Vibrations
The human perception of vibrations depends on a number of factors that can be
broadly divided between direct and indirect effects (ISO, 2007). The magnitude
and frequency of vibration and the orientation of the body are examples of direct
effects, whilst indirect effects include visual cues, audible noise and population
type. Research has quantified the effects of frequency and orientation of the body,
resulting in weighting functions that can be applied to the response. BS6841 (BSI,
1987), ISO2631 (ISO, 1989) and BS6472 (BSI, 2008) provide details for fre-
quency and orientation weighting factors that can be applied which are all based
on the basicentric coordinate system shown in Figure 2.6. These have been incor-
porated by the various floor-vibration design guidelines in the UK (Smith et al.,
2007; Pavic´ and Willford, 2005; Willford and Young, 2006), although there exist
differences between the standards as to which frequency weighting should be ap-
plied for particular situations. For example, the SCI guidance (Smith et al., 2007)
recommends the use of Wg for vertical vibrations in “critical” working areas, Wb
for vertical vibrations in “non-critical” working areas, and Wd for horizontal vi-
brations, as shown in Figure 2.5. This differs to the other guidance (Pavic´ and
Willford, 2005; Willford and Young, 2006) which follows the recommendations
in BS6472 (BSI, 2008) and uses Wb and Wd only.
Often acceleration is used to quantify vibration response because readily available
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Figure 2.5: Frequency Weighting Curves, and their Simplifications, for Different
Orientations, after Smith et al. (2007)
instrumentation for measuring vibrations typically measures acceleration. How-
ever, velocity is also used - in particular when sensitive equipment is under con-
sideration (Gordon, 1991).
An acceleration time history is often characterised by a single number for ease of
comparisons; often the peak value or the running root mean square (RMS) value
are used. The running RMS value over a time period, T (usually 1s or 10s) is
given in Equation 2.8.
aRMS =
√
1
T
∫ T
0
a(t)2 dt (m/s2) (2.8)
It should be noted that when assessing the vibration response from individual
footfalls (as is commonly performed for high frequency floors) the relatively long
periods used in the calculation of the running RMS neglect the effect of additional
footfalls that would occur within that period. For this reason, it has been pro-
posed (Zˇivanovic´ and Pavic´, 2009) that a period of 1/fp (where fp is the pacing
frequency) be used for this situation.
The most common form of limit placed upon acceleration values is the Response
factor (or R factor). This is a multiple of the RMS level of continuous vibration
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Figure 2.6: Directions for Vibration, after Smith et al. (2007)
that is at the average threshold of human perception (Willford and Young, 2006),
as defined by Equation 2.9.
R = max
t
(∫ t+T/2
t−T/2
aw
2(t)dt
)0.5× 1
0.005
(2.9)
where:
T is the period used for the running RMS, s
aw(t) is the frequency weighted acceleration response of the structure in the time
domain, m/s2
The maximum value for a given time history gives the R factor for that vibration
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response which can then be compared with recommended limits for the particular
environment under consideration. Typical values for these are shown in Table 2.3.
Place Time Multiplyingfactor
Critical working areas
Day 1
Night 1
Residential
Day 2 to 4
Night 1.4
Quiet office, open plan
Day 2
Night 2
General office
Day 4
Night 4
Workshops
Day 8
Night 8
Table 2.3: R limits for several locations, after ISO (2007)
The nature of walking excitation is intermittent in nature rather than continuous
which potentially limits the usefulness of the R factor. However, the limits on
the response implicitly consider this difference to some extent because they are
based on feedback from users. Furthermore, BS6841 (BSI, 1987) restricts the
use of the R factor to when the crest factor (the ratio of peak response to mean
response) is less than 6. The vibration dose value (VDV) is another measured used
to characterise the response and this explicitly considers the intermittent nature of
the excitation, as seen in Equation 2.10 (BSI, 1992)
V DV =
(∫ Tt
0
a(t)4 dt
)1/4
(m/s1.75) (2.10)
where Tt is the total time period.
The fourth power of the acceleration is used in this integration, placing greater
emphasis on the magnitude of the response rather than the duration. The rather
unusual units of m/s1.75 for the VDV mean that this measure has no physical mean-
ing, despite which Griffin (1998) asserts that since its inclusion in BSI 6841 (BSI,
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1987) it has been used to evaluate a “very large number of widely differing ex-
posures with reasonable conclusions”. The VDV is referred to in several of the
modern vibration guidelines (Smith et al., 2007; Willford and Young, 2006; Pavic´
and Willford, 2005). The limits placed on VDV values for offices are shown in
Table 2.4, scaling factors can then be applied to these to account for different
environments (e.g. residential, workshops). However, recent research on a prob-
lematic floor by Reynolds and Pavic´ (2011) has shown that these limits could
result in floors that meet the VDV limits but are considered to have unacceptable
vibration levels in reality.
Time
Low
Probability of
Adverse
Comments
Adverse
Comments
Possible
Adverse
Comments
Probable
16h day 0.4-0.8 0.8-1.6 1.6-3.2
8h night 0.1-0.2 0.2-0.4 0.4-0.8
Table 2.4: VDV limits for offices, after BSI (2008)
The SCI guidelines (Smith et al., 2007) have used the work by Ellis (2001) in an
attempt to make the VDV more accessible to engineers in practice, and so have
recommended limits placed on the number of times an activity can occur, based
on the frequency weighted RMS acceleration, aw,rms, as seen in Equation 2.11.
na =
1
Ta
[
V DV
0.68× aw,rms
]
(2.11)
where na is the number of times the activity will occur and Ta is the duration of
the activity (e.g. time to walk along a corridor).
2.2.4 The Inclusion of Vibration Mitigation Measures
When considering incorporating vibration mitigation measures into a structure,
a more detailed knowledge of the vibration characteristics of the structure is re-
quired compared with when only knowledge of the expected human response is
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needed. Here, the specific dynamics that cause the high response must be identi-
fied - that is the modal mass, frequency, damping and shape of all relevant modes
must be identified, particularly noting if the cause of the high response is a sin-
gle mode or multiple modes (Johnson, 1995). For a preliminary design these
parameters can be approximated through an FE model. However, for a final op-
timisation experimental data for the as-built structure may be required; previous
investigations have shown that nominally identical structural floor systems can
have very different dynamic properties once constructed (Zˇivanovic´ and Pavic´,
2009; Miskovic et al., 2009).
Passive Devices
The relative simplicity of passive devices means that closed form solutions can
often be formulated and/or tabulated to assist with the preliminary design. For
example, for TMDs there are three key design parameters - in order of increasing
importance these are the natural frequency, mass and damping of the TMD (Mau-
rer So¨hne, 2004). Optimisation formulae for the frequency and damping of the
TMD for a structural system with no damping subject to harmonic excitation have
been derived (Den Hartog, 1947). The optimal TMD frequency and damping (fopt
and ζopt respectively) are shown in Equations 2.12-2.13.
fopt = fpri ·
(
1
1 + µ
)
(2.12)
ζopt =
√
3µ
8(1 + µ)
(2.13)
where fpri is the frequency of the primary structure’s mode to be controlled and µ
is the mass ratio of the TMD relative to the primary structure.
These formulae have been extended to account for damped systems, systems sub-
ject to white noise and base excited systems (Fujino and Abe´, 1993; Bakre and
Jangid, 2007; Tsai and Lin, 1994; Warburton, 1982). However, this sort of vibra-
tion controller is not typically considered at the design stage of a floor; only once
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a problematic floor has been identified.
One system for mitigation of human-induced vibrations that has been considered
during the floor design is constrained layer damping (CLD). The ability of the
visco-elastic material to increase damping in the primary structure is improved
if the material is located close to the neutral axis and towards the supports; this
subjects the material to the maximum shear strain (Willford et al., 2006). Design
formulae for a variety of boundary conditions have been derived; some of these
are summarised by Torvik (1980) where it is shown that the key design parameters
for the increase in damping of the combined system are the shear modulus, length
and thickness of the constrained layer. It is also important to note that the effec-
tive length of a vibrating beam is determined by the wavelength and hence the
frequency of vibration. This means that the effectiveness of the constrained layer
will differ for different modes of vibration (Torvik, 1980) . Some commercial con-
strained layer damping products have had their material properties incorporated
directly into specific FE packages which can significantly assist the designer in
the fine tuning stage. Potential increases in the modal damping due to the addition
of Resotec, an example of a CLD system, are shown in Figure 2.7. It is important
to note that there are more significant implications for the static design of beams
that have the Resotec layer applied over 50% or more of the beam’s length, which
reduces the improvements in damping that can be achieved in practice (Willford
et al., 2006).
Active Devices
With specific regards to AVC, as yet no procedure exists for structural engineers
to design AVC into buildings for the mitigation of human-induced vibrations, pre-
dominantly due to the complexity of the non-autonomous system precluding both
its inclusion into FE packages and the formulation of closed form solutions. Work
by Hanagan et al. (2000) has gone some way towards achieving this goal. Here,
an algorithm for determining optimal locations for actuators and sensors using
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Figure 2.7: Typical increases in modal damping due to addition of CLD, after
Willford et al. (2006)
data from an FE model was developed. This involved minimising a performance
index based on the states of the structural model along with an exponential time-
weighting function to ensure rapid disturbance rejection. However, it could be
argued that the approach developed here is beyond the scope of most design en-
gineers unless this were incorporated into specialist civil engineering design soft-
ware. This work is based on the direct velocity feedback (DVF) controller which
has been shown to be effective in a number of situations. However, there exist
more robust and higher performing controllers suitable for mitigating floor vibra-
tions so this work could be extended to utilise these. In addition, there are no
indications as to how many actuators and sensors would be required to achieve
a particular level of response reduction for a given size of floor: such response
prediction is generally not available to civil engineers. It is possible that, for con-
trollers based on the feedback of velocity states (such as DVF) the impact of AVC
could be characterised by a pure increase in the level of damping for a structure.
This would need to be linked to a typical zone of influence/effectiveness in or-
der to determine parameters such as size and number of actuators suitable for a
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preliminary design.
2.3 Active Control of Floors
2.3.1 Potential Benefits
There are numerous benefits that active control can provide over alternatives such
as passive control. Compared with TMDs, much smaller masses can be used to
add significant damping to a primary structure. Thus, AVC can be employed in
situations with severe space limitations or when the strength of the structure acts
as a limiting factor to implementing passive schemes (Preumont, 2002; Soong
and Spencer, 2002; Hanagan, 1994). AVC also features the ability to target more
than one mode of vibration simultaneously and can control much lower levels of
vibration (Eyre and Cullington, 1985).
With AVC, variations in the response of the structure can be taken into account by
the control system, such that more effective control can be enforced (Nyawako and
Reynolds, 2007a). This variability can also be used to permit a degree of selectiv-
ity of control objectives, such as optimising human comfort at non-critical times
and optimising structural integrity during severe dynamic loading. In addition,
AVC tends to be relatively insensitive to the conditions of the site, or to ground
motion, and can be applied in situations with multiple hazards (e.g. both seismic
and wind excitation) (Soong and Spencer, 2002; Spencer and Soong, 1999).
2.3.2 Potential Problems
AVC is certainly not without its problems. The active control of vibrations is a
relatively new area of research in the civil engineering community and as such
there are a number of obstacles that must be overcome before the field can mature
fully. As Soong and Spencer (2002) discuss, many of the challenges stem from
the fact that this field is an integration of a number of diverse disciplines which
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are not necessarily within the domain of traditional civil engineering, for example
data processing and control theory.
There are also several difficulties faced when attempting to implement AVC in a
civil engineering environment.
• First of all, the control system has added complexity due to: the magnitude
of control forces which can operate over a very large scale; the non-linear
behaviour of the system (e.g. stroke saturation on an actuator) and the uncer-
tainties in the loading environments (Nyawako and Reynolds, 2007a; Soong
and Spencer, 2002).
• Secondly, physically implementing the system has its own challenges: there
is a limit on the number of sensors and actuators available for use; the actu-
ators are typically large (though still much smaller than the masses used in
a TMD), can have heavy power requirements and have complex dynamics
(Soong and Spencer, 2002).
• On top of this, systems generally have a fail-safe requirement in a civil
engineering application, although this is not as serious a problem in con-
trolling floor vibrations as it is when controlling full structural seismic- or
wind-induced motion, with the exception of highly sensitive equipment that
could be damaged by excessive floor vibrations.
• Active control typically has higher operating and maintenance costs than
passive control (Nyawako and Reynolds, 2007a).
2.3.3 Structural Modelling
For an effective control law to be designed it is important to create a model of
the structure both for simulation purposes and for selection of appropriate con-
troller parameters for different control laws. Generally it is not possible to solve
the partial differential equations that accurately represent a distributed-parameter
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system such as a floor so the system is discretised into a set of ordinary differ-
ential equations that are more readily solved with methods such as the finite ele-
ment method. This discretisation could result in “spillover” due to higher order
modes being neglected, though the effect is often minimal even for complex flex-
ible structures (Hanagan, 1994). The problem of spillover truly occurs when the
system is further reduced to a practical size for control implementation as it can be
very difficult to realise a high-order controller that can perform in real-time (Du
et al., 2008). Consequently, the significant spillover effects dramatically impact
the effectiveness of the control law chosen (Hanagan, 1994). The approximations
of spatial discretisation and modal truncation result in control laws that can never
be fully realised. However, structural control differs from control theory in this re-
spect because lower accuracy can be acceptable, providing the structural response
is limited to a certain amplitude (Housner et al., 1996). Also, control laws have
been repeatedly used to successfully improve the dynamics of real structures, even
with these aforementioned problems. For example, it is common to place an ac-
tuator and sensor in the same location (a collocated setup) because this helps to
reduce both control and observation spillover effects as well as significant phase
lags introduced by non-collocated setups, as will be discussed in further detail in
Section 2.3.5.
A completely different approach to forming a dynamic model of the structure is
through the use of experimental modal analysis (EMA). By exciting the structure
with a known excitation over a broad frequency range and measuring the resulting
structural response it is possible to derive the frequency response functions (FRFs)
of the structure, from which the modal properties (natural frequencies, damping,
modal masses and mode shapes) can then be calculated. This is in contrast with
the theoretical FE route which derives the modal properties purely from a descrip-
tion of the structure (mass, damping and stiffness matrices) (Ewins, 1984). The
modal properties then permit the prediction of the response of the structure when
it is subject to operational use. EMA has the distinct advantage over FE modelling
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in that the dynamic properties of the structure are determined for how it is in real-
life, as opposed to determining the properties of a theoretical model that for sim-
plicity often excludes non-structural components (Smith et al., 2007). Obviously,
the drawback of this method is that it can only be performed post-construction
hence is of little use for pre-construction design of vibration controllers. Further-
more, for large structures it may be difficult to measure the response at sufficiently
many locations which could lead to spatial aliasing (Setareh, 2010). The difficul-
ties associated with modelling floors means that EMA is a very popular method
for designing controllers for retrofit, for example Dı´az and Reynolds (2010a);
Nyawako (2009).
2.3.4 Control Laws
Control laws can be classified in many ways. In terms of the information that is
processed by the controller, there are three different categories. These are (Soong
and Spencer, 2002):
1. feedback (closed-loop), where the structural response is measured and used
to calculate the control force;
2. feedforward (open-loop), where the excitation force is measured and used
to calculate the control force, and
3. feedforward-feedback, where both the structural response and the excitation
force are measured and used to calculate the control force.
When the excitation arises from moving machinery, measuring the forces can be
quite feasible. However, in the case of human-induced vibrations this would re-
quire force plates under the entire floor which would be prohibitively expensive.
For this reason, for the active control of human-induced vibrations the control laws
are limited to those using feedback (closed-loop) (Hanagan, 1994). This feedback
is one of the key elements to AVC; it is this element that allows the control law to
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take account of variations in the structural response (and implicitly the excitation
force) such that a more effective control force can be applied (Soong and Spencer,
2002). A typical AVC configuration is shown in Figure 2.8.
Power
amplifier
Control Force Excitation Force
Accelerometer
Actuator
Feedback
controller
Charge
amplifier
Figure 2.8: Typical AVC configuration, after Figure 13.12 in Preumont (2002)
Feedback based control laws typically fall into one of two categories: (1) direct-
output feedback (DOFB) controllers, or (2) model-based (MB) controllers. In
DOFB the sensor outputs are multiplied by a gain matrix to produce the actuator
commands. Generally, methods based on this control law type require the feed-
back gain matrix to be ‘tuned’ numerically to achieve optimal closed-loop per-
formance with regards to some criterion (e.g. robustness, disturbance rejection)
(Hiramoto et al., 2000). It has been stated that a large number of sensors and actu-
ators are required to allow for a precise control (Hanagan, 1994). However, later
research has shown that good control can be achieved with a very small num-
ber of actuators and sensors in real floor structures (Dı´az and Reynolds, 2010a;
Nyawako, 2009; Hanagan and Murray, 1998). Model-based controllers on the
other hand, use a state estimator to approximate the controlled mode states, upon
which a gain matrix is applied to produce the actuator commands. This method
requires higher processing power and an accurate model of the structure to accu-
rately estimate the mode states in real-time (Hanagan, 1994). The DOFB method,
which does not require a highly accurate model, is an attractive choice (Hana-
gan, 1994), however the difficulties associated with generating an accurate model
should not preclude the use of model-based controllers.
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To the author’s knowledge there has been no investigation into a comparison be-
tween DOFB and model-based controllers with regards to implementation on civil
engineering floor structures. However, most previous research in this field has fo-
cussed on DOFB controllers indicating a general preference for this controller
type - probably due to their ease of implementation.
Direct Output Feedback (DOFB) Control Laws
Some of the DOFB control laws that have been previously investigated include
Direct Velocity Feedback, Direct Velocity Feedback with Feed-through Term, Di-
rect Acceleration Feedback, Compensated Acceleration Feedback and Response-
Dependent Velocity Feedback. More elaborate details of these controllers are
provided below.
Direct Velocity Feedback (DVF)
The DVF control law is one of the simplest control laws to implement which,
in theory, implements pure viscous damping. The inputs to the actuators are the
measured velocities multiplied directly by a gain matrix, as shown in Figure 2.9.
Often accelerometers are used to measure the structural response, in which case
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Figure 2.9: Direct Velocity Feedback Schematic
the outputs must be passed through some form of integrating element, i.e. numer-
ical integration or an integration filter. The narrow restrictions of DVF result in
a stabilising spillover effect, and in the absence of actuator and sensor dynamics
38
Literature Review Active Control of Floors
the collocated case is unconditionally stable (Hanagan, 1994); it has the property
of interlacing poles and zeroes, as shown in Figure 2.10. When the dynamics of
the system are represented as a rational partial differential equation, the poles of
the system are the roots of the denominator and characterise the structure’s natural
frequencies and damping ratios, whilst the zeros are the roots of the numerator.
These poles (and zeros) come in complex conjugate pairs, of the form:
λ1,2 = −ζωn ± ωn
√
ζ2 − 1 (2.14)
where, ζ is the damping ratio of the mode, ωn is the circular natural frequency
of the mode. These are shown in the complex domain on the Root Locus plot
of Figure 2.10 for a system with 3 modes: the corresponding 3 pole pairs are
shown as crosses, whilst the corresponding 3 zero pairs are shown as circles. As
the feedback controller gain is increased the poles shift towards the zeros by the
loci shown on the Root Locus diagram, and the resulting poles for a typical gain
choice are represented by squares. It is observed that all 3 controlled pole pairs
have higher damping than the uncontrolled pole pairs because they have moved
away from the imaginary axis where the damping is zero. However, the control
system and the structure do not behave as independent dynamic systems; there
is a degree of interaction between the excitation and the structure as well as, to
some extent, the sensors and the structure (Symans and Constantinou, 1999). So,
when the actuator and sensor dynamics are considered, additional poles and zeros
are introduced which dramatically affect the structure dynamics and eliminate this
interlacing property for the collocated case (Dı´az and Reynolds, 2010a), as shown
in Figure 2.11. Here, it is observed that the loci for the poles introduced by the
actuator dynamics move into the right half plane for some gain values, indicating
that they would have negative damping and hence be unstable. Therefore, this
places an upper limit on the range of stable feedback gains. In addition to this,
it is usually the poles relating to the dynamics of the actuator that go unstable,
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Figure 2.10: Root Locus for DVF with Interlacing Poles and Zeros
i.e. a low frequency instability, as shown in Figure 2.11. Although the gain is
reduced to ensure stability, the damping ratio of the actuator itself will have been
reduced which means that the force output (and hence stroke) at this frequency
will be increased - potentially inducing stroke saturation as will be discussed later
in Section 2.3.5. In order to avoid this, the feedback gain has to be decreased even
further. Despite this limitation, the DVF control law has been used to successfully
reduce the vibration response of structures. For example, Moutinho et al. (2007)
use DVF to control the motion of a footbridge in Portugal. There are also sev-
eral applications for problematic floor vibrations, such as the office floor and the
chemistry laboratory floor as described by Hanagan et al. (2003).
Much work has been presented with DVF controller (Hanagan, 1994; Hanagan
and Murray, 1997; 1998; Hanagan, 2005a; 2010). However, improvements to this
controller can be achieved to enable greater performance. Also, in some structural
implementations a single actuator/sensor pair will be insufficient to provide con-
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Figure 2.11: Root Locus for DVF with Actuator Dynamics
trol of the entire problematic floor area. In this case more complex control laws,
potentially based on a structural model as in Section 2.3.4, may be required to ro-
bustly control multiple actuators and sensors. These require further investigation
and implementations in real structures.
Single Input-Multiple Output Velocity Feedback
Some of the drawbacks of DVF have been improved upon by extending the range
of inputs to the controller to include other measurements apart from the structural
velocity. For example, Hanagan et al. (2003) utilise the actuator mass’ velocity
and displacement relative to the floor to derive the command voltage sent to a
single actuator. These measurements were combined by the summation of fixed
constant feedback gains applied to each signal. Results for this were mixed: a
marginal improvement was noted on one test floor, whilst significant improve-
ments were observed for another. Similarly, a controller based on the structural
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velocity and structural acceleration is investigated by Nyawako et al. (2011). This
study demonstrated the controller’s ability to target higher frequency modes in
addition to lower frequency modes.
Direct Velocity Feedback with Feed-through Term (DVF with FTT)
The introduction of a feed-through term, with schematic as shown in Figure 2.12,
is investigated by Dı´az and Reynolds (2009a). This feed-through term includes a
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Figure 2.12: DVF with Feed-through term Schematic
small portion of the actuator force to the sensor signal which has the effect of in-
troducing a pair of resonant system zeros at an arbitrary frequency (Aphale et al.,
2007). This property is utilised by Dı´az and Reynolds (2009a) to deal with prob-
lems introduced by the inclusion of actuator and sensor dynamics in a collocated
system. The zeros are located between the poles for the first natural frequency of
the structure and the poles for the natural frequency of the actuator, the frequency
of which is generally chosen to be less than the first natural frequency of the struc-
ture. This re-introduces the property of interlacing poles and zeros when actuator
dynamics are included which permits very high feedback gains without inducing
limit-cycles in the actuator, as shown in Figure 2.13. This method is shown to
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be robust with respect to stability and achieves excellent reductions in vibration
response, as seen in Table 2.5.
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Figure 2.13: Root Locus for Typical DVF with FTT Controller
Direct Acceleration Feedback (DAF)
DAF uses the acceleration output from the sensors as the input to the gain matrix,
as seen in Figure 2.14. This control law can be used in hybrid controllers to en-
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Figure 2.14: Direct Acceleration Feedback Schematic
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hance the effectiveness of the passive component, especially when this is a TMD,
because the motion of the TMD is a result of the acceleration of the structure
(Nishimura et al., 1998; Mackriell et al., 1997). However, in AVC the effective-
ness of DAF is observed to significantly depend on the frequency of the mode(s)
to be controlled. This effect was investigated by Shahabpoor et al. (2010) and it
was found that larger increases in damping could be achieved for higher frequency
modes before instability occurs compared with lower frequency modes. For the
actuator dynamics in this study, the cut-off between these higher and lower fre-
quency modes was at about 7Hz. Furthermore, Dı´az and Reynolds (2009b) con-
clude that DAF can provide better performance than DVF for floors that have a
fundamental natural frequency higher than 6Hz. A DAF control law is also in-
vestigated by Gonza´lez Dı´az and Gardonio (2007). The 90◦ phase shift that this
controller has relative to DVF should, in theory, improve the stability margins.
However, the transition between the actuator resonance and the first structural
mode means that there is still a destabilising effect which places an upper limit on
the implementable feedback gains. A typical root locus plot for DAF is shown in
Figure 2.15. Here it is seen that the first mode is not controlled well, but higher
frequency modes do show improvements to their level of damping.
Compensated Acceleration Feedback (CAF)
Similar to the DAF control law, CAF utilises acceleration measurements in the
feedback mechanism. However, here a compensator is applied to the accelera-
tion outputs, as seen in Figure 2.16. This introduces a phase-lag to account for
the interaction between structure and actuator dynamics, such that the properties
of high damping at the fundamental vibration mode and high stability margins
are achieved (Dı´az and Reynolds, 2010a). A phase-lead compensator, acting as
a high-pass filter, is also included to prevent stroke saturation at low frequencies
(Dı´az and Reynolds, 2010a). Root locus methods are used in order to design the
phase-lag compensator, while the properties of the phase-lead compensator are
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Figure 2.15: Root Locus for Typical DAF controller
calculated through a frequency domain analysis and optimisation study (Dı´az and
Reynolds, 2010a). A typical root locus plot is shown in Figure 2.17. Experimental
results have shown that this control law can significantly reduce the level of vibra-
tion response in a real working environment (an office floor) - see Table 2.5.
Response-Dependent Velocity Feedback (RDVF)
The main idea behind the RDVF control law, shown in Figure 2.18 is to change the
gain matrix that is applied to the velocity measurements, such that the maximum
force output of the actuators is achieved for any velocity within a given range
(Nyawako and Reynolds, 2009). That is, for low velocities a high gain matrix is
used, while for high velocities a low gain matrix is used. A non-linear element is
included such that once a minimum level of vibrations is detected the command
signal to the actuators is zero, thus preventing the onset of limit cycles due to very
high gains (Nyawako and Reynolds, 2009). The advantage of this control law over
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Figure 2.16: Compensated Acceleration Feedback Schematic
simple DVF is the automatic gain selection, whilst performance is very similar to
DVF with tuned gain settings, as seen in Table 2.5. However, this controller is still
the topic of active research and is in need of a thorough stability and performance
analysis.
On-off controllers (bang-bang)
The schematic for these controllers is of a similar nature to that shown in Fig-
ure 2.18 in that the gain varies. However, here the gain varies in such a way that the
command voltage signal is always in one of three states - maximum positive volt-
age, zero voltage or maximum negative voltage. A non-linear velocity feedback
with dead-zone controller and a non-linear velocity feedback with a switching-off
level controller are investigated by Dı´az and Reynolds (2010b). Here, it is shown
experimentally that the introduction of a dead-zone or a switching-off level to ve-
locity feedback can avoid the appearance of limit cycles that are present in DVF
with saturation. The width of dead-zone or switching-off level in the control laws
tested is chosen as a function of the gains that are on the limit of stability. How-
ever, the relationship between settling time and dead-zone width or switching-off
level is complex and results in wide-ranging performance, so should this controller
be implemented in a real structure it would be prudent to investigate a range of
widths or levels to achieve optimum performance.
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Figure 2.17: Root Locus for Typical CAF controller
Summary of experimental investigations
The results of several DOFB control law implementations are summarised in Ta-
ble 2.5. Here, the maximum transient vibration value (MTVV) is used to charac-
terise the response. This is equal to the maximum of the running 1s RMS of the
frequency weighted structural acceleration.
Model-Based (MB) Control Laws
These control laws differ from the relatively simple DOFB laws in that they utilise
an accurate model of the system to determine precise controller properties that
meet specific design criteria. Examples of model-based controllers include the
pole placement method, the linear quadratic regulator (LQR), the linear quadratic
gaussian (LQG), independent modal space control (IMSC),H∞ andH2 methods.
These are discussed in some detail below.
There are now many examples of the use of these laws for active controllers in
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Figure 2.18: Response-dependent Velocity Feedback Schematic
structures for the reduction of the effects of seismic and wind loading (Wu et al.,
2006; 1998; Suhardjo et al., 1992; Ko¨se et al., 1996; Jabbari et al., 1995; Chase
et al., 1999; Du et al., 2008; Lu et al., 2003; Dyke et al., 1996; Spencer et al.,
1994) however applications for the control of human-induced floor vibrations re-
mains extremely limited, though ongoing work is investigating their use for this
application (Nyawako, 2009), hence their inclusion in this review.
Pole Placement
This method focuses on the location of the roots in the complex plane of the
closed-loop transfer function. Usually the aim is to ensure that the dominant poles
of a structural model are both far from the origin so that a fast transient response
is achieved and away from the imaginary axis so that damping is improved, whilst
maintaining stability in all other poles (Lurie and Enright, 2000). A model of the
system must estimate the state dynamics when these are not directly measured;
this can be performed with minimal loss of accuracy if the estimator dynamics are
chosen such that their transient response is much faster than the system dynamics
(Preumont, 2002). Pole placement methods are best suited for situations when the
response is dominated by a small number of modes (Soong, 1988); unfortunately
this situation rarely occurs for complicated civil engineering structures. Further,
while this method benefits from relative simplicity it does suffer a number of
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DOFB
Control
Law
Test
Structure
Uncontrolled
MTVV
(m/s2)
Controlled
MTVV
(m/s2)
Reduction
(%)
Source
DVF Laboratory 0.130 0.054 59 A
DVF
Office
Floor 1
0.058 0.017 70 B
DVF
Chem Lab
Floor
0.038 0.009 75 B
CAF
Office
Floor 2
0.031 0.010 68 C
CAF
Office
Floor 2
0.033 0.016 52 C
DVF with
FTT
Laboratory 0.168 0.007 96 D
RDVF Laboratory 0.130 0.047 64 A
A Nyawako and Reynolds (2009)
B Hanagan and Murray (1998); Hanagan et al. (2003)
C Dı´az and Reynolds (2010a)
D Dı´az and Reynolds (2009a)
Table 2.5: Experimental Reduction in Vibration Response due to Several DOFB
Controllers
drawbacks - namely, that a trial and error approach must be used to design the
compensator and loop gains and there is no measure of how close the performance
is to optimal (Lurie and Enright, 2000). Despite these drawbacks, pole placement
techniques have been used for the control of ground-excited structures (Chang and
Yu, 1998).
Optimal Control
One of the most popular methods for choosing optimal gains of a MB controller is
the LQR method (Cao and Li, 2004; Stavroulakis et al., 2006). In this time-domain
based method, the state feedback matrix is chosen such that a performance index
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Figure 2.19: Pareto Surface for an Optimisation Problem with 2 Variables
(PI) is minimised, the typical form of which is shown in Equation 2.15:
J =
∫ tf
0
xT (t)Qx(t) + ρuT (t)Ru(t) dt (2.15)
where x,u are the system state and input variables respectively, Q,R are the pos-
itive semi-definite and positive definite weighing matrices for x,u respectively,
and tf is the time period considered. A scalar weighting factor, ρ, can be used to
place relative importance between these (Preumont, 2002). The requirement for
positive semi-definite Q and positive definite R ensures stability of the system
which also means that the performance index, J, will be upward convex with a
global minimum (Lynch and Law, 2002).
The range of feasible values for the weighting matrices means that no single solu-
tion exists for the multi-objective optimisation problem - instead, as shown in Fig-
ure 2.19, a set of Pareto optimal solutions exist (Park and Koh, 2004). Therefore
there are numerous methods by which a single optimal solution can be chosen.
The approach highlighted earlier is the use of a scalar weighting applied to the
functions (ρ in Equation 2.15). Two further possible approaches are to constrain
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either the input (input constrained control (ICC)) or the output (output constrained
control (OCC)) to within a certain limit and minimise the other variable (Housner
et al., 1997), as shown in Figure 2.19. The limits at which the variables are con-
strained is a subjective choice, for example Nyawako (2009) uses OCC with the
threshold of human perception of vibration for the mode under consideration, as
specified by BS6472:1992 (BSI, 1992) as the limit. Alternative methods include
increasingR such that the largest expected transient does not saturate the actuator
(though this could lead to a significantly oversized actuator) (Lurie and Enright,
2000) and using weighting matrices based on the system’s kinetic and potential
energy and the input energy (Alavinasab et al., 2006).
Finally, the use of goal-programming could be used to achieve the optimal solution
- this is the solution that minimises the norm of some kind to the idealised goal
(the best possible value for each function were it to be minimised independently)
(Michalewicz and Fogel, 2004).
LQR controllers have linear feedback gains which permits a relatively simple
analysis and implementation and they also possess good disturbance rejection
and tracking (Stavroulakis et al., 2006). Further, there are guaranteed infinite
gain margins and phase margins of 60◦, assuming that all states are available and
the inputs are deterministic (Skogestad and Postlethwaite, 2005). However, sys-
tem uncertainties and actuator non-linearities are not incorporated into the per-
formance index so the ‘optimal’ settings derived may not have the desired effect
when implemented (Lurie and Enright, 2000).
LQR can also be applied to achieve optimal gains for a system derived in modal
space. In IMSC each control force is a function of a single mode only which
removes the coupling between degrees of freedom and permits the calculation
of independent single degree of freedom (SDOF) equations for each controlled
mode (Soong, 1988). This gives a substantial computational benefit especially
when only a few modes are to be controlled. However, at least as many shakers
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are required as the number of modes to be controlled. This is because physical
coupling still exists for each mode so to control modes independently requires an
invertible input matrix (Li et al., 2001). Modifications of IMSC that permit fewer
shakers than modes to be controlled do exist - these are based on either a pseudo-
inverse of the coordinate transformation from modal space to physical space, or
an algorithm that switches between modes to be controlled (Hwang et al., 2006).
The pseudo-inverse method is utilised by Li et al. (2001) for controlling multi-
storey structures so that each storey can be controlled independently. IMSC was
also extended by Park et al. (2004) and Park and Koh (2004) for the control of
seismic-induced vibrations, who use fuzzy logic for the real-time determination
of control gains and genetic algorithms for the determination of optimal gains.
One drawback with the LQR method is the dependence upon knowing the system
states because in practice it can be difficult to directly measure these. The LQG
method builds on the LQR by combining a Kalman filter with the LQR method
to estimate the unknown states (Zhang and Roschke, 1999). The estimated plant
is assumed to differ from the actual plant by the addition of Gaussian white noise
(Lurie and Enright, 2000; Preumont, 2002) with disturbance signals also assumed
to be Gaussian white noise.
This uncertainty gives a better closed-loop response at the crossover frequency
(between the frequencies in disturbance rejection and those of sensor noise). LQG
and variants thereof are a popular choice for the active control of seismic and wind
induced vibrations of civil engineering structures where the assumption of white
noise disturbance signals can be considered appropriate (Sheng et al., 2003; Lu
et al., 1998; Abdel-Rohman, 1984; Zhang and Xu, 2001; Ho and Ma, 2007). As
discussed in Section 2.2.1, human-induced vibrations predominantly occur at har-
monics of a single frequency (or a range of single frequencies if a range of loading
scenarios are considered), thus the suitability of LQG in this situation is compro-
mised. Also, despite the good stability margins of both the LQR controller and the
Kalman filter there are no guaranteed stability margins for the LQG controller, as
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highlighted by Doyle (1978). Loop transfer recovery procedures can be utilised to
approach the stability margins offered by LQR and Kalman filters, though the can-
cellation of plant zeros and the introduction of high gains can limit the practical
use of these.
Robust Control
This class of control laws consider some degree of uncertainty in the structural
model and/or the external disturbance. This is very important in civil engineering
because an accurate dynamic model of the system is not often available, and the
expected loading is stochastic in nature (Stavroulakis et al., 2006). Hence, robust
control relates the two conflicting pressures of performance and stability in the
presence of uncertainty in the system model as well as the exogenous inputs to
which the model is subjected (Alkhatib and Golnaraghi, 2003; Smith and Chase,
1996).
Two of the key controllers in this category are the H2 and H∞ controllers which
are predominantly based in the frequency-domain (Balas et al., 2008; Lurie and
Enright, 2000; Gu et al., 2005). The development of these controllers started from
the work by Zames (1981) in the 1980’s. The H2 norm essentially minimises the
RMS power of the error signal from a generalised plant (Suhardjo et al., 1992), as
shown in Equation 2.16
‖Fwz‖2 ,
(
1
2pi
∫ ∞
−∞
tr [Fwz(jω)Fwz(jω)
∗] dω
)1/2
(2.16)
where Fwz is the transfer function between the exogenous signals, w, and the error
signal z, and (•)∗ denotes the complex conjugate transpose of (•).
It is interesting to note that it is possible to define the error signal and represent
the input signal in such a way that the LQG controller can be formulated from
the general H2 formulation (Skogestad and Postlethwaite, 2005; Montazeri et al.,
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2009).
There are multiple interpretations of the H∞ norm, though they all surmount to
the same controller. Firstly, the H∞ norm can be described as the peak of the
maximum singular value of F (s), as seen in Equation 2.17. Secondly, from a time
domain perspective, it can be described as the induced (worst-case) 2-norm, as
seen in Equation 2.18 (Suhardjo et al., 1992; Skogestad and Postlethwaite, 2005;
Gu et al., 2005; Wu et al., 2006).
‖Fwz‖∞ , sup
ω
σ¯(Fwz(jω)) (2.17)
‖Fwz‖∞ , sup
w(t)6=0
‖z(t)‖2
‖w(t)‖2
(2.18)
where ‖•‖2 ,
(∫∞
0
|•(t)|2 dt)1/2 is the 2-norm of the vector signal (•), and σ¯(•)
represents the singular value of (•).
Generally the H∞ controller is designed by specifying the frequency response
of the disturbance rejection with weight functions that are calculated from the
known disturbance spectral densities (Lurie and Enright, 2000). However, it is
difficult to select the weights such that the controller provides a good trade-off
between the conflicting objectives at crossover, leading to an overly conservative
design (Skogestad and Postlethwaite, 2005). To deal with this a sub-optimal H∞
controller can be designed which has properties similar to an H2 controller and
facilitates a trade-off in this frequency range, or a less conservative design could
be achieved through the use of µ-synthesis (Lurie and Enright, 2000; Montazeri
et al., 2009).
H∞ and variants thereof have been successfully utilised in the design of a vari-
ety of controllers, both for the reduction of seismic-induced vibrations and wind-
induced vibrations in tall buildings (Wu et al., 2006; 1998; Suhardjo et al., 1992;
Ko¨se et al., 1996; Jabbari et al., 1995; Chase et al., 1999), but as previously stated,
there are no recorded examples of this controller being utilised for the reduction
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of human-induced vibrations in floors. Similarly, the H2 controller and variants
have been used in similar applications (Du et al., 2008; Lu et al., 2003; Dyke et al.,
1996; Spencer et al., 1994) but not for the mitigation of human-induced vibrations
in floors.
Adaptive Control
In some cases the complexity and/or level of uncertainty in the structural system
is so great that a fixed, robust, controller can not achieve the desired performance
requirements; in this case an adaptive controller may be desirable (Casciati et al.,
2012). This type of controller has adjustable parameters, often with initial values
based on a fixed controller design, and a mechanism through which the param-
eters are adjusted (Housner et al., 1997). This process involves (Alkhatib and
Golnaraghi, 2003; Housner et al., 1997):
• choosing a general structure for the controller with adjustable parameters,
• choosing a performance index,
• evaluating the performance of the controller in real-time, and
• adjusting the controller parameters in order to improve performance.
Adjustment of the parameters can be performed either directly from the error be-
tween the measured and desired outputs, or indirectly, i.e. using the error signal to
update a model of the uncertain structure and basing the new controller parameters
on this new model (Housner et al., 1997; Ioannou and Fidan, 2006). Unsurpris-
ingly, the design of adaptive controllers is more involved than that for a fixed
controller, in part because their use results in a non-linear time-varying system
which has implications for stability. For example, Dewey and Jury (1965) pre-
sented an unstable adaptive controller whose gain varied within a range of gains
that would have been asymptotically stable for a fixed controller on a linear time-
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invariant system. However, this may be less of a problem for controlling floor
structures because the variations in structural properties result from very infre-
quent modifications such as partition layout changes. This lends itself to a very
slowly changing controller which is likely to exhibit linear properties on a small
timescale, or even a gain scheduling controller where a range of fixed controllers
are implemented, the choice of which depends on the operating conditions (Ioan-
nou and Fidan, 2006).
2.3.5 Issues Associated with DOFB and MB Controllers
Actuator Issues
Typical AVC configurations used for floor vibrations have so far utilised commer-
cially available actuators (Dı´az et al., 2010; Nyawako and Reynolds, 2009; Hana-
gan, 1994). However, these are generally built with modal testing of structures
in mind and so are not optimised for AVC. This means that they have a relatively
large parasitic mass that does not assist with the generation of control forces and
do not necessarily have the desirable dynamics properties for AVC. It is gener-
ally recommended to keep the natural frequency of the shaker well below the first
natural frequency of the structure (Hanagan, 2005b; Elliott et al., 2001). How-
ever, a low natural frequency can lead to problematically high displacement of
the actuator mass due to gravity which places a lower limit on the feasible shaker
natural frequency. This can be overcome through the use of open-loop compen-
sators (Rohlfing et al., 2011a) which alter the command output such that signals
around the mechanical natural frequency are attenuated, whilst lower frequency
components are amplified, thus appearing to reduce the natural frequency of the
shaker.
So far, for the control laws discussed the actuators have been assumed to be lin-
ear devices. This is not the case. Two types of non-linearity are present for the
proof-mass actuators typically used: force saturation and stroke saturation (Rohlf-
ing et al., 2011b). Force saturation occurs when the current in the coil exceeds the
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allowable limits, whilst stroke saturation occurs when the movement of the ac-
tuator mass exceeds the available displacement and hits the stops on the static
component of the actuator. This can impart destabilising impulses into the struc-
ture and potentially permanently damage the actuator (Rohlfing et al., 2011a).
Stroke saturation is generally only a problem at low frequencies because of the
large displacements required to generate forces at these frequencies. Typical mea-
sures taken to avoid saturation therefore include using a command limiter or using
a high pass filter to remove the low frequency components from the command sig-
nal. However, both these methods reduce the performance at higher frequencies.
The command limiter restricts the maximum force that can be generated by cap-
ping the voltage at all frequencies and the high pass filter reduces the controllers
ability to affect the first few modes of vibration (which are often the most im-
portant to control) because they are typically relatively close to the filter cut-off
frequency and there are limits on how steep the filter’s magnitude can roll off.
Controllability and Observability
Some of the most important aspects of active controller design are controllability
and its duality observability. If a system is not controllable then there exists at
least one mode of vibration that remains unchanged by the action of the actua-
tor(s). Equivalently, if a system is not observable there exists at least one mode of
vibration that remains undetected by the sensor(s) (Hespanha, 2007). This idea is
illustrated in Figure 2.20.
The binary characteristics of the notions of controllability and observability can
cause problems, particularly when directly applied to the placement of actuators
and sensors, because a system can be considered completely controllable when
an actuator is located an arbitrarily close distance to a location that results in
an uncontrollable system (Hac´ and Liu, 1993). This leads to the controllability
Gramian and the observability Gramian which give an indication of the degree
of controllability and observability. For the dynamic system represented in state
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Figure 2.20: Controllability and Observability of a Simply Supported Beam
space as:
x˙(t) = Ax(t) +Bu(t) (2.19)
y(t) = Cx(t) +Du(t) (2.20)
where
x(t), u(t) and y(t) are the internal state vector, input vector and output vector
respectively
A, B, C, D are the state matrix, input matrix, output matrix and direct transmis-
sion matrix respectively,
the controllability Gramian (Wc) and the observability Gramian (Wo) are defined
as (McFarlane and Glover, 1990)
Wc ,
∫ ∞
0
eAtBB∗eA
∗t dt (2.21)
Wo ,
∫ ∞
0
eA
∗tC∗CeAt dt (2.22)
where (·)∗ denotes the complex conjugate transpose.
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Optimal Placement of Actuators and Sensors
The optimal placement of actuators and sensors on a flexible floor is not a trivial
decision and it is often the critical factor for the effectiveness of a control law
(Alkhatib and Golnaraghi, 2003). Therefore, this is a crucial area for the effective
implementation of AVC in real structures.
In general, it is not possible to compute both the optimal actuator/sensor locations
and the optimal controller simultaneously when using a MB controller such as
LQR or H∞ since the controller can only be designed to meet closed loop speci-
fications of stability and performance once the locations of actuators and sensors
are fixed (Hiramoto et al., 2000). This means that a sequential design is gener-
ally used to find the optimum placement. DOFB controllers, despite their relative
simplicity, often also require a sequential design (Lee et al., 1996). Here, actu-
ator and sensor dynamics mean that even collocated actuator / sensor pairs are
not unconditionally stable, so the feedback gain matrix must be tuned to fit the
application.
Typical actuator/sensor location optimisation involves the maximisation of a
performance index that is based on system eigenvalues or a controllabil-
ity/observability index, subject to a set of constraints that ensure the design criteria
are satisfied (Li et al., 2004). The performance index gives a quantitative measure
of how close the current solution is to the utopian optimal solution.
Many algorithms consider the problem of actuator and sensor placement inde-
pendently (Hac´ and Liu, 1993; Arbel, 1981; Hanagan et al., 2000; Wang and
Wang, 2001; Bruant and Proslier, 2005). In this situation, a performance index is
formulated based purely upon either the controllability Gramian or observability
Gramian. Two different starting points have been considered during the formula-
tion for optimal actuator placement:
1. minimise the control energy required to bring the system to a set position in
a set time
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2. maximise the energy transmitted to the structure for a given control input
It is interesting to note that both of these approaches have been shown to yield
the same result - that some measure of the controllability Gramian be maximised
(Bruant and Proslier, 2005). For the optimal sensor placement, the equivalent
approach is to maximise the signal measured from the structure - though in reality
it is often convenient to locate the actuators optimally and then ensure collocated
sensors.
In the general case of a system with damping, the system response tends to zero
as time increases so the minimum energy required to bring the response to rest
through the action of the control system is actually zero. A finite time period is
required to avoid this problem, as seen in the work by Hanagan et al. (2000) but
this dependence upon an arbitrary time period is often an unwanted complication
so generally the steady-state controllability Gramian is used instead (Hac´ and Liu,
1993).
Unfortunately, a performance index based purely upon maximising the controlla-
bility Gramian neglects the effect of individual modes - in this global measure it is
possible to arrive at an “optimal” solution where one or more modes are actually
uncontrollable (Hac´ and Liu, 1993). So, a performance index that also considers
the controllability/observability of each mode is used, with a typical performance
index shown in Equation 2.23
PI =
2m∑
λCi︸ ︷︷ ︸
global
·
2m
√
2m∏
λCi︸ ︷︷ ︸
local
(2.23)
where λCi is the i-th eigenvalue of the controllability Gramian. This performance
index shows a general trend of increasing towards areas where the most energy
can be imparted into the structure, but drops off rapidly around areas where any
mode becomes uncontrollable, as seen in Figure 2.21.
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Figure 2.21: Performance index verses location of a force actuator for a simply
supported beam with six modes, after Hac´ and Liu (1993)
One important drawback associated with this method is the dependence upon the
choice of state variables - the difference in magnitude for velocity and displace-
ment cause uneven weightings for the state variables in the optimisation function
(Hanagan et al., 2000; Hac´ and Liu, 1993). A number of solutions exist for this
problem. Firstly, the states ‘modal velocity’ and ‘modal angular velocity’ (i.e.
modal displacement multiplied by natural frequency) should be used if possible
and appropriate (Hac´ and Liu, 1993; Bruant and Proslier, 2005). Secondly, the
states could be normalised by the range of expected values - so for floor vibra-
tions this could be the limits provided by BS6841 (BSI, 1987) and ISO2631 (ISO,
1989). Another approach considered is to scale the state by the maximum value
obtained if that state were specifically controlled by a single actuator (Bruant and
Proslier, 2005). This results in a method that maximises the minimum degree of
controllability and so aims to control every mode with equal weighting. This is
similar to the approach used by Collet (2001) while investigating IMSC. While
it is easy to see the appeal of controlling every mode equally well, one must re-
member the overall aim of reducing the level of vibrations and this method does
not consider the fact that higher order modes tend to contribute less to the overall
response.
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So far the problem of spillover has not been discussed, but this consideration can
be incorporated into the performance index by subtracting the equivalent perfor-
mance index for the residual modes, as shown in Equation 2.24 (Hac´ and Liu,
1993; Bruant and Proslier, 2005; Hanagan et al., 2000):
PI =
2mc∑λCi · 2mc
√
2mc∏
λCi
− γ
2mr∑λCi · 2mr
√
2mr∏
λCi
 (2.24)
where γ > 0 is a scalar weighting through which the importance of minimising the
effect of residual modes can be specified, mc is the number of controlled modes
and mr is the number of residual modes.
It is also possible to form a performance index for the combined optimal place-
ment of actuators and sensors (Schulz and Heimbold, 1983; Lee et al., 1996; Yang
and Lee, 1993). These methods aim to minimise both the flexible system energy
and the control energy and result in a performance index very similar to that used
in LQR formulations. However, here the actuator and sensor locations are kept as
variables.
2.4 Environmental and Economic Implications
2.4.1 Introduction
As previously discussed, improved design methods have led to the use of more
slender floor elements in contemporary building structures. However, these floors
can often fail to meet the limits imposed by vibration serviceability checks, de-
spite satisfying ULS and deflection criteria. The use of AVC can significantly
reduce the level of response in this situation and so has the potential to realise im-
provements in slenderness, and associated materials savings, whilst still adhering
to vibration serviceability limits. This potential reduction in material use is de-
sirable from both environmental and economical points of view. However, there
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are costs associated with the installation and upkeep of an AVC system, whose
relative importance must be quantified to evaluate the net impact of AVC over the
whole life of the structure in which it is installed.
This section discusses the nature of the methods used to assess the environmental
and economic impact of a structural system with specific considerations towards
assessing the impact of an AVC system on a floor.
Environmental Assessment Methods
The increased awareness of environmental issues in recent years has resulted in a
wealth of knowledge that is applicable to the investigation of the impact of AVC,
though to date there exist no reported investigations into this specific area.
Broadly speaking, the environmental assessment methods can be classed as either
(Chevalier and Le Te´no, 1996):
• ‘top-down’ - these methods start from a list of environmental impacts, for
which product-specific causal links are known, and work down to a list of
requirements that the product should adhere to; and
• ‘bottom-up’ - these methods do not have a fixed definition of what an en-
vironmentally friendly product should be like; instead, they work from the
material and energy flows of the building up to a quantified list of environ-
mental impact indicators.
Top-down methods tend to rate the building with a score relative to a benchmark
building and so permit the relative comparison of the environmental performance
of buildings (Crawley and Aho, 1999), which makes them popular with design
engineers. Unfortunately there has been no standardisation in this sector and so
a large number of methods now exist. The most commonly used tools include:
BREEAM (UK), ESCALE (France), EcoEffect (Sweden), ECOPROFILE (Nor-
way), LEED (US) and GBTool (International) (Todd et al., 2001; Haapio and
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Viitaniemi, 2008). A critical evaluation of these methods, and more, is provided
by Haapio and Viitaniemi (2008).
However, problems exist with these top-down methods. The culmination of sev-
eral environmental factors into a single score necessarily involves the subjective
choice about the relative importance of several completely different factors, for
which there is no scientific basis (BSI, 2006b). For example, some of the main is-
sues considered by BREEAM include CO2 emissions, energy efficiency, acoustic
performance, public transport network connectivity, water re-use and recycling
and flood risk (BRE, 2008). This can make it difficult for structural engineers
to utilise these analyses to improve their designs through comparison with other
buildings when there exist site-specific factors that are beyond a structural engi-
neer’s domain.
These issues are less of a problem for bottom-up methods which do not have
a fixed definition of what an environmentally friendly product should be like
(Chevalier and Le Te´no, 1996). The two main methods are (Crawley and Aho,
1999):
• an environmental impact assessment (EIA) - which assesses the actual envi-
ronmental impacts of an object located at a given site and in a given context;
the object is considered as inherently site and context specific; and
• a life cycle assessment (LCA) - which assesses the non-site specific poten-
tial environmental impacts; the object is considered as a generic product
that has a well defined purpose and life cycle.
A building can be considered to have both site specific properties and generic
properties so the choice of an appropriate method is not a simple matter. When
considering the impact of AVC on a building a general result is desired; that is,
it should be as site-independent as possible so that a more generalised conclusion
can be drawn - this favours the LCA approach. There are many examples in the
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literature (Fay et al., 2000; Cole and Kernan, 1996; Junnila and Horvath, 2003;
Li et al., 2010; Thormark, 2002) where an LCA has been adopted as the frame-
work of choice for the identification of the environmental impacts of a building,
predominantly because the nature of this analysis is more useful as a tool for de-
signing generic improvements to buildings. The localised nature of an EIA is not
desirable when evaluating the effect of AVC on a building and so is not considered
further in this review.
2.4.2 Life Cycle Analysis
An LCA generally consists of 4 phases (BSI, 2006b):
1. goal and scope definition: where the purposes of the study and the system
boundaries are defined
2. life cycle inventory (LCI) analysis: this is the stage when data is collected
and calculations are performed to quantify material and energy inputs and
outputs
3. impact assessment: when the significance of the potential environmental
impacts are evaluated, based on the LCI analysis
4. interpretation: provides conclusions and recommendations.
Generally, the costs considered in an environmental LCA are the energy required
to provide the desired product or service, or the carbon dioxide emitted during the
same processes, though other factors such as emission of harmful substances and
acidification are also sometimes considered (Junnila and Horvath, 2003).
There is no single agreed categorisation for the costs associated with the life of a
building. However, one possible breakdown is shown in Figure 2.22. Here, the
total costs are divided between (Dixit et al., 2010; Yohanis and Norton, 2002; Cole
and Kernan, 1996):
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Figure 2.22: LCA Categorisation of Costs, after Dixit et al. (2010)
1. embodied cost - that associated with the building materials during all pro-
cesses of production, construction, demolition and disposal; and
2. operating cost - that associated with the day-to-day use of a building, such
as heating and cooling, ventilation, lighting and power for appliances.
The relationships of embodied cost and operating cost with respect to time are
shown in Figure 2.23.
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Figure 2.23: LCA over time, after Treloar et al. (2001b)
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As previously mentioned, energy consumption is a commonly used cost in LCA
studies. Here, the embodied and operating costs are referred to as embodied
energy (EE) and operating energy (OE). Previous research has shown that in
many situations, the embodied carbon is directly related to the embodied energy
(Scheuer et al., 2003).
Designing AVC into a new structure would realise reductions in the embodied
costs because less structural concrete and steel would need to be extracted, man-
ufactured and transported to site. On the other hand, the operating costs would be
increased due to the unavoidable ongoing maintenance of the AVC system and the
electricity required for its operation.
Methods of Life Cycle Analysis
Process Analysis
In a process analysis the overall product system is subdivided into component unit
processes to facilitate the identification of input and output flows such that (ide-
ally) the energy or material entering the system is drawn from the environment
with no prior human transformation (similarly for energy or materials exiting the
system) (Horvath, 2004; BSI, 2006b;a; Li et al., 2010). The material and en-
ergy flows are then quantified such that the overall impact can be estimated. This
method is quite accurate for the processes that are considered. However, the inclu-
sion of all processes linked to the product would necessitate a prohibitively large
system to analyse. For example, Buchanan and Honey (1994) perform a very thor-
ough LCA, considering not only the energy required by the machines that make
the product, but also the energy required to make those machines in the first place.
Clearly this process of stepping further back from the end product cannot con-
tinue ad infinitum, so the system boundary is truncated such that “small” energy
and material flows are neglected (BSI, 2006a). Problems arise because different
studies truncate at different points, e.g. Scheuer et al. (2003) who only consider
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the impacts from the actual processes themselves, citing relative insignificance as
justification.
It has been shown that this truncation can lead to incompleteness in the products
and processes considered as high as 50% and errors as high as 10% in the final
estimate (Dixit et al., 2010; Lenzen, 2000). This limitation does not prevent the
process-based LCA from being a very useful and frequently used method, indeed
several databases exist that facilitate process based LCA by providing energy in-
tensity coefficients - measures of the net energy inputs involved in the manufacture
and transportation of construction materials, normalised with respect to material
mass or material volume, for example Hammond and Jones (2008). This permits
the calculation of the embodied energy as shown in Equation 2.25.
Embodied Energy
MJ
=∑
(Mass of Component
kg
× Energy Intensity Coefficient
MJ/kg
)
(2.25)
For example, Yohanis and Norton (2002) use a process-based LCA in their anal-
ysis of the OE and EE of a generic single-storey office building in the UK. To
permit the comparison between different analyses the system boundary condi-
tions are generally chosen to start and end at some combination of the following
boundaries (Dixit et al., 2010):
1. cradle - prior to raw material extraction
2. gate - at the entrance of the construction site (i.e. all materials have been
processed and transported)
3. grave - after demolition and waste disposal
It is imperative that researchers make the boundaries clear in their analysis so that
comparisons can be accurately made.
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Input-Output Analysis
An input-output analysis does not suffer from the same truncation errors that a
process analysis does because of the fundamentally different approach to assess-
ing the impact of material and energy flows. Here, economic input-output data,
resource input data and environmental output data are combined to form environ-
mental flows from one industrial sector to another (Treloar et al., 2001b). This
is then used to assess the impact of the processes involved in the product system
based on the cost of each process, as shown in Equation 2.26.
Embodied Energy
MJ
=∑
(Cost of Product
£
× Energy Intensity Coefficient
MJ/£
)
(2.26)
Essentially, the embodied energy is taken as a fraction of the total energy used by
the industrial sector responsible for that product (Yohanis and Norton, 2002). This
approach results in a much more complete analysis but suffers from assumptions
of homogeneity and proportionality, errors and uncertainty of economic data and
aggregation and grouping of sectors, which can lead to errors of up to 50% (Dixit
et al., 2010). Furthermore, considering the case of AVC which is a highly special-
ist section within industry, these assumptions are even less likely to represent the
true costs of installation.
2.4.3 Embodied Energy Analysis
The importance of embodied energy relative to operating energy has been the sub-
ject of much research over the years (Junnila and Horvath, 2003; Scheuer et al.,
2003; Cole and Kernan, 1996; Yohanis and Norton, 2002). Many of these papers
have found that the embodied energy and carbon associated with a building are
much smaller than the respective operating energy and carbon, for example Ed-
wards and Bennett (2003) state that the construction products account for 10-20%
of the total building environmental impact. This has led researchers to conclude
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that efforts should be made to improve the operation phase efficiency at the ex-
pense of initial construction cost.
As a result, there has been an increased number of energy efficient appliances and
improved insulation materials being utilised in buildings (Dixit et al., 2010; Di-
moudi and Tompa, 2008). For example, Kneifel (2010) noted that conventional
energy efficiency measures can reduce energy use by 20-30% without significant
alterations to the building design, and the OE of some buildings entered for the
Green Building Challenge was reduced to such an extent that construction prod-
ucts contributed 50% of the total building impact (Edwards and Bennett, 2003).
This is not an isolated case: a study by Thormark (2002) found that the embodied
energy of low energy buildings in Sweden accounted for 40% of the total energy
for a life span of 50 years, and a study by Yohanis and Norton (2002) found that
the EE of a generic single-storey office building in the UK could account for 40%
of the total energy for a life span of 25 years, though this life span could be con-
sidered shorter than a realistic situation.
A recent paper by Jones (2011) found that the very significant projected reduc-
tions in greenhouse gas emissions from electricity production (DECC, 2010) are
rarely accounted for by current whole life carbon studies for buildings. For ex-
ample, it was shown how neglecting this year-on-year improvement could lead to
overestimates of the operational carbon by 50% and 95% for a typical new do-
mestic building and a new primary school respectively. Whilst it is important to
note that the reductions are based purely on pathways for the UK to meet its 2050
80% reductions targets, they nevertheless provide a useful insight into the effect
of assuming static emissions from electricity production.
Furthermore, Li et al. (2010) note that the impact of the EE may be more sig-
nificant than the OE because of the intensity of the tasks related to EE, which
typically occur over a much shorter period than the life span of the building.
The aforementioned improvements in OE efficiencies have led to a shift in em-
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phasis of research towards improving the EE of a building. However, the results
from different EE analyses vary greatly (Buchanan and Honey, 1994). For exam-
ple Dixit et al. (2010) found that of the commercial buildings they investigated,
the mean EE was 9.19GJ/m2 with a standard deviation of 5.4GJ/m2, indicating
large variability in the calculated EE values.
2.4.4 Importance of Structural Components
Floor structures are a major component of any building and as such generally con-
stitute a significant portion of the EE of the structure. However, the degree of this
contribution varies from study to study. Yohanis and Norton (2002) investigated a
single-storey office building in the UK and found the flooring related to just 7% of
the EE. However, Treloar et al. (2001a) considered five multi-storey office build-
ings in Melbourne, of size 3, 7, 15, 42 and 52 storeys, and found that the floors
represented between 28% and 45% of the structural EE. Further to this, Dimoudi
and Tompa (2008) investigated two contemporary office buildings in Greece and
found that the floor slabs were 27% and 35% of the total EE. In this study, the au-
thors noted that these buildings had large supporting frame elements due to strict
standards for earthquake protection. These frame elements are made of reinforce
concrete which has a high contribution to the EE and so reduces the percentage
contribution from the floor slabs.
The EE of the floors has also been presented as normalised with respect to floor
area. For example, Dimoudi and Tompa (2008) calculated the EE of a typical
floor, consisting of 0.02m plaster, 0.18m reinforced concrete, 0.02m mortar and
0.025m ceramic tiles as 671MJ/m2. Similarly, the ground floor, which varied
only by the addition of 0.05m extruded polystyrene was calculated as 830MJ/m2.
In addition to this, Lawson (1996) calculated that a 200mm precast concrete tee
beam with infill, suitable for upper floors (Aye et al., 1999), would have an EE
of 602MJ/m2 whilst a 200mm hollow core precast floor with concrete topping,
suitable for ground floors, would have an EE of 900MJ/m2. These figures relate
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well with the data calculated by Dimoudi and Tompa (2008).
The possible reduction in floor materials brought about by the use of AVC could
have a secondary effect and result in a decrease in the amount of materials needed
for columns and foundations. These components also contribute significantly to
the overall structural EE. For example, for the two case studies considered by
Dimoudi and Tompa (2008) the columns and foundations contributed a total of
18% and 24% of the overall EE in each building respectively. Similarly, Yohanis
and Norton (2002) report that the substructure alone contributed 17% of the EE
for the office building studied.
2.4.5 Previous Investigations into Cost of Active Control
Gomez-Rivas et al. (2002) state that present-day (in 2002) costs for installation
and maintenance of control systems are relatively low. Eight years later and there
has been very limited uptake from the industrial market which would suggest that
costs may still be an issue. Despite this, there exists no comprehensive review of
the costs of AVC for suppressing human-induced vibrations in civil engineering
floors.
The priorities regarding the decision variables for cost evaluation of whole-
structure control from seismic- or wind-induced vibrations differ greatly from
those for control of human-induced vibration in floors. For example, the risk
of event occurrence is of paramount importance in a cost evaluation for seismic
applications but less so for human-induced vibrations as there are relatively good
estimates of the frequency of excitation available. Further to this, the risk of con-
trol system failure is also more severe in seismic- and wind-induced vibrations
than it is for human-induced vibrations. This clearly has a great impact on the
overall cost effectiveness of a given control system.
There are a small number of investigations into the costs associated with AVC in
seismic or wind applications. In one such investigation by Wen and Shinozuka
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(1998), it was found that the AVC system for seismic-induced vibrations of the
building in their investigation was only cost effective in the extreme situation that
the building life was long and the consequences of failure were large.
The cost-effectiveness of AVC has also been investigated by Wells (1998) for en-
vironmental loading of a 127m footbridge in London. In this particular situation
the slenderness of the bridge was very important and it was found that a total
of 54 tonnes of steel could be removed from the structure with the control sys-
tem in place for the cost of the control system. Unfortunately budget constraints
prevented the realisation of these potential benefits.
2.4.6 Methods for Evaluating the Cost of Active Control
The choice of whether to incorporate AVC into the design of a floor structure can
be considered as an investment choice between:
1. Don’t install AVC. This incurs standard initial construction costs but no
further costs can be expected afterwards.
2. Do install AVC. This achieves reduced initial construction costs but addi-
tional initial AVC installation costs and costs for maintenance and running
of equipment expected afterwards.
The relative magnitude of these costs will dictate which option is better over the
life of the building, as shown in Figure 2.24. Here, option 1 is considered as the
benchmark and the relative cost of option 2 considered against this.
Only a small portion of the overall project is considered here (that which is af-
fected by the installation of the AVC system) which means that this particular
problem differs from many standard investment problems, which the investment
criteria are designed for use with. From Figure 2.24 it is observed that installing
AVC generates all the income it will ever generate in Year 1, and from then on
incurs costs - this is the opposite of a financial investment where an initial expen-
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Figure 2.24: Projected Economic Costs over Life of Building
diture is offset by future income. In this closed case the “best” investment would
be to invest for the shortest duration possible to avoid incurring significant costs,
but clearly this is not desirable for a new building! For this reason, some evalua-
tion figures commonly used in accountancy become less useful for understanding
what is going on (e.g. the rate of return). Equally, there are some measures that
have significant drawbacks in traditional accountancy but their use can be quite
justified in this situation. For example, the payback period which is the time it
takes to recoup the initial expenditure made on the project (Wright, 1973). The
drawback of this method is that it ignores all cash flows after the payback period.
However, when considering AVC installation, it is desirable that the payback pe-
riod is not reached within the life of the building (else installing AVC is a poor
investment). This means that only cash flows up to the payback period are of
interest so that particular disadvantage is not a problem.
The payback method can be improved by accounting for the time value of money;
this is the discounted payback method. It is well known that the present value of
money is more than the future value (Wright, 1973; Mishan, 1988; Rogers, 2001).
This is an important difference with an environmental assessment as the notion of
discounting to account for the time value of costs tends not to be considered when
calculating the energy consumed or CO2 emitted as it would require a subjective
weighting on the importance of these factors for future generations.
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2.5 Concluding Remarks
This review has investigated the issues surrounding the inclusion of AVC into the
design of new buildings as a means to increase performance for slender structures
subject to human-induced vibration. The current guides for the design of floors
from a vibration perspective were examined in Section 2.2 with the purpose of
investigating ways in which AVC could be incorporated into the current design
procedure. The optimisation procedure involved in the initial design of TMD’s
and similar passive devices was shown to be relatively simple and, by character-
ising the PVC as additional damping, permitted an intuitive process by which the
response of the structure can be predicted. A method similar to this has yet to be
realised for AVC, though significant progress towards this goal has been made.
The relative complexity of actuator dynamics and the numerous control laws that
exist are areas where further work is required in order to achieve simplified design
guidance.
Section 2.3 considered the complexities of an AVC system, particularly discussing
the different control laws, the issue of optimal actuator and sensor location and
the current issues surround actuator technology. A number of approaches have
been developed to manage some of the stability issues introduced by actuator dy-
namics, though this does not negate the necessary compromise needed between
avoiding low frequency stroke saturation and performance of control of low fre-
quency modes. So far, only DOFB controllers have been reported in literature for
the mitigation of human-induced vibration in floors and while the performance of
these controllers has been shown to be high, numerical tuning is often required
to prevent stability issues. The use of model-based controllers, as used to mit-
igate seismic- and wind-induced vibrations in tall structures, is as yet relatively
untested in this domain. However, this is likely to change as the trend of imple-
menting more complicated controllers continues in the search for high performing
robust controllers. This would allow greater control over problematic modes, but
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extensive work is required to ensure that the controller remains effective even with
the large model uncertainty that exists in floor structures, for example through the
use of robust control techniques or adaptive control laws.
The final part to this review in Section 2.4 considered the environmental and eco-
nomic impact of including AVC. Many advances have been made in the develop-
ment of ‘green’ buildings. So far, these have focussed on improving the operating
costs at the expense of embodied costs because this is where the biggest savings
could be made. However, the embodied costs are becoming an increasingly im-
portant portion of the whole life-cycle cost of new buildings. As such there is
a need for an assessment into the potential impact that incorporating AVC into
new structures would have. LCA has been shown to be an effective method for
the breakdown of factors that contribute to the overall environmental impact of a
system and can be adapted to investigate AVC, in contrast with methods such as
BREEAM which are more suitable for a comparative assessment of the overall
environmental impact between a building and an arbitrary benchmark building.
Current issues still surrounding the use of LCA are the appropriateness of the
different analysis methods and the inconsistencies in embodied energy estimates.
Any LCA of an AVC system would certainly have to take these aspects into con-
sideration.
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A Comparison with Existing
Technology
This chapter introduces a novel loading model that simulates the in-service load-
ing within an office environment. This is utilised to compare the effectiveness of
AVC with TMDs. The contents of this chapter are an adapted form of two con-
ference papers, presented at the 5th World Conference of Structural Control and
Health Monitoring (2010) and at SPIE Smart Structures/NDE (2012). Details of
these papers are as follows:
M J Hudson and P Reynolds. Analytical and Experimental Evalua-
tion of Active Vibration Control of an Office Floor Structure. In
Proceedings of 5th World Conference on Structural Control and
Monitoring, page 10047, Tokyo, 2010.
M J. Hudson, P Reynolds, and D S. Nyawako. Comparison of pas-
sive and active mass dampers for control of floor vibrations. In
Proceedings of SPIE 2012, April 2012. doi: 10.1117/12.915956.
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3.1 Introduction
Developments in recent years have allowed building engineers to design more
slender elements in floor structures and still achieve ultimate limit state (ULS)
requirements. However, these slender designs are more prone to excessive vibra-
tions resulting from, for example, rotating machinery or pedestrians. When this
leads to vibration serviceability requirements not being met, remediation tech-
niques must be employed to deal with this. Typically, the problem is solved
through the addition of supplementary concrete mass to the floor slab in order to
increase the total mass of the dynamic system, or through the addition of columns
and/or beams to increase the stiffness. The great expense and disruption caused
by these methods have, in part, led to a need for alternative technologies. Two
of these alternatives are tuned mass dampers (TMD), and active vibration control
(AVC) with inertial mass actuators.
A TMD consists of a large mass attached to the main structure through a spring
and a damping element. The mass, stiffness and damping values are chosen to
target a particular mode of vibration such that the combination of the additional
dynamic system and the original, problematic, mode results in two modes that
have a lower overall response than the original mode.
TMDs have been used successfully to reduce the level of vibration in a large num-
ber of structures. However, with specific regards to TMD implementations on
floors: Webster and Vaicaitis (1992) improved the response of a 16.8m long can-
tilevered steel/concrete composite floor by 60% through the use of four 850kg
TMDs. These masses are equivalent to a mass ratio of 4.6% relative to the
masses of the controlled structural modes. Hanagan et al. (2003) installed 14
liquid TMDs to control 2 structural modes in three 15.85m × 4.88m bays of an
office floor. Setareh et al. (2006) demonstrated the use of Pendulum TMDs in
two steel/concrete composite floors used as offices. Reductions of the vibration
amplitude of 50% and 70% were recorded in each floor respectively. Importantly,
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the second office floor utilised three TMDs, located at the centre of three sepa-
rate bays, to control the dominant mode in each. Varela and Battista (2011) per-
formed full-scale laboratory tests of multiple TMDs on a composite floor deck.
Reductions of between 32% and 81% of the RMS acceleration were observed for
the three different walking tests performed. There have also been several devel-
opments on a ‘typical’ TMD design in order to improve its performance and/or
usability. For example, Chen et al. (2012) developed a TMD with a stiffness that
could be adjusted by the addition of locking bolts to the coil mechanism used.
Gad et al. (2012) developed a viscoelastic damper that was activated for very low
levels of vibration (as would be expected in a floor environment) and had a suf-
ficiently small height that it could fit between the floor slab and the false floor
150mm above. This was tested on a real office floor and achieved reductions in
the peak structural acceleration of 40% in the bay tested.
The motion of the inertial actuators used in AVC generate a force that acts to re-
duce the response of the structure. This is achieved by measuring the structural
response with accelerometers and using a given control law to generate a voltage
signal that moves the inertial masses. This approach allows for a more broad-
band reduction in response with smaller, lighter, control units when compared
with TMD technology. However, the technology is also more complicated and
expensive than that of TMDs.
AVC has been used in several recent tests to improve the vibration performance
of both bridges and floors. For example, Moutinho et al. (2007) implemented
AVC on a stressed ribbon footbridge with two spans of 28m and 30m. Despite the
actuators used not being optimal to control the structure having its first mode of
vibration at 1Hz, a reduction of the peak response from 0.30m/s2 to 0.19m/s2 was
achieved under walking excitation. This walking was tuned to match the prob-
lematic 4th vertical mode of vibration. Dı´az et al. (2010) implemented AVC on
the same footbridge that the TMD was implemented on by Casado et al. (2010)
as described earlier. Here, reductions of 63% and 57% were achieved when the
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structure was excited by walking at 1.75Hz and running at 3.5Hz respectively.
Considering the case of floor structures, Hanagan and Murray (1998) success-
fully implemented AVC on a problematic office floor and a problematic labora-
tory floor. Reynolds et al. (2009) implemented AVC on a steel/concrete composite
office floor. The bang-bang controller with a dead-zone nonlinearity was able to
achieve a reduction of 49% of the maximum transient vibration value (MTVV)
during walking tests tuned to the problematic mode of vibration, the MTVV be-
ing the maximum of the 1s running RMS of the structural acceleration. The same
floor was controlled by Dı´az and Reynolds (2010a) through the use of a com-
pensated acceleration feedback controller. This achieved a 62% reduction in the
MTVV when subject to walking tests. Further to this, in-service monitoring was
conducted by Dı´az and Reynolds (2010a) over a period of several days. Here it
was found that the length of time spent above a response factor (defined in Equa-
tion 3.20) of 4 was reduced by 97% with active control.
This chapter investigates the advantages and disadvantages of each remediation
method with regards to mitigating problematic human-induced floor vibrations in
offices. A probabilistic force model is developed and used to simulate in-service
loading on a finite element (FE) model of a typical office floor. The FE model and
the force model are described in Section 3.2. Following from this, the design of
each control technique is described in Section 3.4. The results of the analysis are
described in Section 3.5 and conclusions are drawn in Section 3.6.
3.2 Description of Floor A
A typical office floor structure has been modelled using the FE software ANSYS
(ANSYS, 2000), as shown in Figure 3.1. This is a composite structure of steel
and concrete. A depth of 130mm has been used for the composite slab that spans
between the long-span asymmetric cellular secondary beams. These are 748 ×
152 / 210 × 72.2ACB and the short-span primary beams are 457 × 191 × 74UB.
Full-height partitions and a lift shaft and staircase core have been added to make
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Figure 3.1: FE model of Floor A
the mode shapes more realistic by splitting up the very regular and global modes
that would otherwise be expected from the bay layout in this structure. A modal
analysis of this structure was performed and the results of this are shown in Fig-
ure 3.2.
The modal data for the first 25 modes of vibration were used to construct the
state space model that represents this structure’s dynamics. This corresponds to
all modes with natural frequency less than 20Hz. This frequency cut off is higher
than is recommended in the current guidance (Smith et al., 2007; Willford et al.,
2006; Pavic´ and Willford, 2005). However, recent research (Zˇivanovic´ and Pavic´,
2009) has questioned the suitability of this truncation, showing that even ‘low
frequency floors’ such as this one can have a significant portion of the response
attributed to the higher frequency modes. It was not possible to include more
modes than this due to computational constraints. A damping ratio of 2% was
assumed for all modes of vibration. In comparison with this assumed value, the
SCI P354 guidelines (Smith et al., 2007) recommend using a value of 1.1% for
bare floors and 3.0% for fully fitted out floors. Given the large areas of open-plan
office space in this model, a damping ratio of 3.0% is unlikely to be achieved, so
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Figure 3.2: First six modes of Floor A
a more moderate 2.0% has been chosen.
3.3 Development of the Simulation Model
3.3.1 Plant Model
The natural frequencies, mode shapes and modal masses predicted by the FE
model and damping ratios from experimental modal analysis (EMA) were used
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to create a simulation model of the floor. This model is a transfer function relating
the inputs (applied forces) to the outputs (accelerations). In this situation a modal
plant (i.e. modal input to modal output) is used to facilitate using a roving applied
force, as is discussed in Section 3.3.2.
First, it is useful to appreciate the origins of the plant transfer function. The real
floor is a continuous system; however, this is approximated to a multiple degrees
of freedom (MDOF) system by the FE software. In general, a multi-degree of
freedom dynamic system, consisting of n nodes with one (vertical) degree of free-
dom per node, can be represented as:
m11 m12 · · · m1n
m21 m22 · · · m2n
...
... . . .
...
mn1 mn2 · · · mnn


y¨1(t)
y¨2(t)
...
y¨n(t)

+

c11 c12 · · · c1n
c21 c22 · · · c2n
...
... . . .
...
cn1 cn2 · · · cnn


y˙1(t)
y˙2(t)
...
y˙n(t)

+

k11 k12 · · · k1n
k21 k22 · · · k2n
...
... . . .
...
kn1 kn2 · · · knn


y1(t)
y2(t)
...
yn(t)

=

f1(t)
f2(t)
...
fn(t)

(3.1)
However, it is often easier to write this in the form of matrices:
[M ]{Y¨ (t)}+ [C]{Y˙ (t)}+ [K]{Y (t)} = {F (t)} (3.2)
The deflection at a location, v, can be represented as a linear combination of the
mode shapes at that location, φvi, and the modal amplitude ηi(t), i.e.
y(v, t) =
m∑
i=1
φviηi(t) (3.3)
where m is the number of modes. For the displacement at n locations this results
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in: 
y1(t)
y2(t)
...
yn(t)

=

{φ11 φ12 · · · φ1m}
{φ21 φ22 · · · φ2m}
...
{φn1 φn2 · · · φnm}


η1(t)
η2(t)
...
ηm(t)

(3.4)
Defining
[Φ] =

{φ11 φ12 · · · φ1m}
{φ21 φ22 · · · φ2m}
...
{φn1 φn2 · · · φnm}
 (3.5)
we arrive at
{Y (t)} = [Φ]{H(t)}
{Y˙ (t)} = [Φ]{H˙(t)}
{Y¨ (t)} = [Φ]{H¨(t)} (3.6)
which represents the conversion between physical responses and modal responses.
Substituting Equation 3.6 into Equation 3.2 and premultiplying by [Φ]T yields:
[Φ]T [M ][Φ]{H¨(t)}+ [Φ]T [C][Φ]{H˙(t)}+ [Φ]T [K][Φ]{H(t)} = [Φ]T{F (t)}
(3.7)
This can be simplified by assuming orthogonality of mode shapes and proportional
damping to
[Mm]{H¨(t)}+ [Cm]{H˙(t)}+ [Km]{H(t)} = {Fm(t)} (3.8)
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where
[Mm] = [Φ]
T [M ][Φ]
=

m1 0 · · · 0
0 m2 · · · 0
...
... . . .
...
0 0 · · · mm
 (3.9)
and
[Cm] = [Φ]
T [C][Φ]
=

c1 0 · · · 0
0 c2 · · · 0
...
... . . .
...
0 0 · · · cm
 (3.10)
and
[Km] = [Φ]
T [K][Φ]
=

k1 0 · · · 0
0 k2 · · · 0
...
... . . .
...
0 0 · · · km
 (3.11)
and
{FM(t)} = [Φ]T{F (t)} (3.12)
where mi, ci and ki are the modal mass damping and stiffness for each mode.
The MDOF system has therefore become de-coupled into m independent single
degree of freedom (SDOF) systems. Therefore, by substituting ci = 2miωniζi and
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ki = miω
2
ni
, Equation 3.8 can be rewritten as:
{H¨(t)}+ [C∗]{H˙(t)}+ [K∗]{H(t)} = {FM(t)} (3.13)
where
[C∗] = [Mm]−1[Cm]
=

2ζ1ωn1 0 · · · 0
0 2ζ2ωn2 · · · 0
...
... . . .
...
0 0 · · · 2ζmωnm
 (3.14)
and
[K∗] = [Mm]−1[Km]
=

ω2n1 0 · · · 0
0 ω2n2 · · · 0
...
... . . .
...
0 0 · · · ω2nm
 (3.15)
where ζi is the damping ratio for mode i and ωni is the natural frequency of mode
i. At this point it is worth noting that the MDOF system has been fully described
using only the modal mass, damping, frequencies and mode shapes, all of which
are either outputs from the FE model or (in the case of damping) estimated.
This second order differential equation can be represented in state space form as a
first order differential equation. For a linear time-invariant (LTI) system the state
space equations are of the general form
x˙(t) = Ax(t) +Bu(t)
y(t) = Cx(t) +Du(t) (3.16)
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where
x(t), u(t) and y(t) are the internal state vector, input vector and output vector
respectively
A, B, C, D are the state matrix, input matrix, output matrix and direct transmis-
sion matrix respectively,
For the dynamic system in this work, the state space equation is derived by rear-
ranging Equation 3.8 for {H¨(t)} and using the state vector
x(t) =
 H(t)H˙(t)
 (3.17)
When the modal velocity, H˙ is chosen as the output, this yields H˙(t)H¨(t)
 =
 0 I
−K∗ −C∗
 H(t)H˙(t)
+
 0
I
FM(t)
y(t) =
[
0 I
] H(t)H˙(t)
+ [0]FM(t) (3.18)
This state space system was transformed to transfer function form and multiplied
by the Laplace operator ’s’ to finally produce the modal equation for the plant.
The output of this modal plant is then converted back to physical accelerations
through Equation 3.6, as is shown in Figure 3.3. This demonstrates the general
procedure used for simulations, namely that:
• the output from the modal structural model is converted to physical accel-
erations;
• the physical accelerations corresponding to the locations of the control sys-
tems are isolated and used to calculate the physical force imparted by each
control system;
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Figure 3.3: Block Diagram of Simulation Model
• the physical control forces are converted to modal control forces;
• and finally the modal control forces are summed with the modal excitation
force to get the resultant modal force which is applied as the input to the
modal structural model.
3.3.2 Input Force
In order to assess the vibration serviceability of the floor with all control configu-
rations it was decided to simulate typical in-service loading using a probabilistic
force model (Zˇivanovic´ et al., 2007). Here, multiple pedestrians were simulated si-
multaneously with their walking path determined by random start and end points.
Rather than a simple linear path from start to end, the route taken by each pedes-
trian is based around a set of predefined ‘corridors’ that aim to simulate the walk-
ing paths in an office environment more closely. Naturally, the choice of desk
layout is a subjective choice so the results of this analysis are one of infinitely
many possibilities. However, a sensible choice of corridor paths can provide a
solution that is representative of what could be expected in a real office environ-
ment. The choice of corridors used in these scenarios are shown in Figure 3.4a
and an example of typical walking paths is shown in Figure 3.4b.
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Figure 3.4: Examples of Simulation Method Used
A more comprehensive discussion of this force model is provided in Section 4.4.3
where the number of people walking per minute is calibrated to match experimen-
tal results. However, the key parameters are also discussed here.
There are several parameters that define the nature of the walking force time his-
tory that have a variable value in this probabilistic analysis, all of which are cho-
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sen independently for each pedestrian. The walking frequency and stride length
are both set as normal distributions with mean values of 1.87Hz and 0.71m and
standard deviations of 0.186Hz and 0.071m respectively (Zˇivanovic´ et al., 2007).
The weight of each pedestrian is also set as a normal distribution: here, the mean
weight was set as 76.7kg and standard deviation of 19.4kg which is based on NHS
statistics for the UK (NHS Information Centre, 2010). The number of people start-
ing to walk on the structure was set to be 5 every minute for a 1000m2 office area.
This was based on the results in Section 4.4.3 as discussed earlier. The start times
themselves were distributed evenly throughout the entire time history. However, it
is important to note that the end times for each pedestrian’s route are determined
by the walking frequency, stride length and total distance to travel (i.e. start and
end point locations), and as such the number of people walking at any time will
vary. One hour of walking was simulated but, for simplicity of data manipulation,
this was divided up into six analyses lasting 10 minutes each. Whilst the start and
end of each smaller analysis will be slightly different from the equivalent time
in one long analysis, the effect is minimal when compared with the overall time
history. It is important to note that the same walking time history was used for
each subsequent analysis once it had been randomly generated for the first run -
this was done to allow for a true comparison between the control configurations.
The force applied to the structure varied both spatially and temporally. To account
for this, the contribution to each mode due to the force at a given moment in time
was calculated; that is the walking force-time history was converted into a modal
force-time history. This is then the input used in the simulation model, as can be
seen in Figure 3.3 which is the reason why the model of the structure is a modal
plant model.
3.3.3 Response calculation
The acceleration response of the structure subject to the walking excitation is
calculated at a grid of points through the structure for each control configura-
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tion. Recall that the same input force is used in each configuration so it is only
the control that affects the structural response. The structural response was then
weighted using the Wb frequency weighting (BSI, 2008) for vertical accelerations
and based on this the running root mean square (RMS) was calculated. The most
recent British standard (BSI, 2008) recommends the use of the vibration dose
value (VDV) for evaluation of structural response. However, in addition to this,
the Response (R) factor is also a useful measure of the vibration level. The for-
mulations for these are described in Equations 3.19 and 3.20.
VDV =
(∫ Tt
0
aw
4(t)dt
)0.25
(3.19)
where:
VDV is the Vibration Dose Value, m/s1.75
aw(t) is the frequency weighted acceleration response of the structure in the time
domain, m/s2
Tt is the total time period, s
R = max
t
(∫ t+T/2
t−T/2
aw
2(t)dt
)0.5× 1
0.005
(3.20)
where:
R is the Response factor
T is the period used for the running RMS, s
When calculating the VDV it is usual to compare the value to that covered over a
16 hour day and the recommended acceptability limits proposed in design guides,
for example as shown in Table 3.1. In order to convert the VDVs calculated in the
simulations here with the VDV ranges in the guidance, the calculated VDVs must
91
A Comparison with Existing Technology Vibration Controller Design
be multiplied by a scaling factor given by Equation 3.21.
VDV Scaling Factor =
(
16× 60× 60
Tt
)0.25
(3.21)
Table 3.1: Range of VDV values that might cause adverse comments in offices
(BSI, 2008)
Place and time Low probabil-
ity of adverse
comment
Adverse com-
ment possible
Adverse com-
ment probable
Office building,
16h day
0.4 to 0.8 0.8 to 1.6 1.6 to 3.2
In addition, BSI (1992) recommends a maximum R factor for offices subject to
continuous vibration (16h day, 8h night) as 4. It should be noted that BSI (2008)
dropped the use of R factor in favour of the VDV limit, though in practice the R
factor is still a commonly used vibration serviceability criterion as indicated by
its inclusion in modern design guidance documents, such as Willford and Young
(2006), Smith et al. (2007) and Pavic´ and Willford (2005). Most of these guidance
documents recommend using a R factor limit of 4 in accordance with (BSI, 1992).
However, Smith et al. (2007) recommends that for “busy offices” a more relaxed
limit of 8 be used instead. This doubling of acceptable response significantly in-
creases the probability of adverse comment. Indeed, recent research by Reynolds
and Pavic´ (2011) into a rather lively floor that had attracted complaints from oc-
cupants found the average R factor over several days’ monitoring was 7.83: only
just below the limit recommended by Smith et al. (2007).
3.4 Vibration Controller Design
3.4.1 Tuned Mass Damper
A general schematic for the TMD control system is shown in Figure 3.5. Given
that the structure has many modes of vibration within the frequency band excitable
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Figure 3.5: TMD Schematic
by human walking, multiple TMDs are required to successfully reduce the struc-
tural response over the entire structure. The parameters to optimise here are the
mass, stiffness and damping of each TMD utilised. The mass of the TMD effec-
tively relates to the performance: the higher the TMD mass the more reduction
in response can be achieved. However, there are obvious physical limits on the
practical size and weight of TMDs, therefore generally the maximum feasible size
TMD is chosen.
With regards to the frequency and damping characteristics of the TMD, these
parameters are chosen independently for each TMD and through the use of Den
Hartog’s formulae, as shown in Equations 3.22 and 3.23.
fopt =
1
1 + µ
(3.22)
ζopt =
√
3µ
8(1 + µ)
(3.23)
where:
fopt is the optimum TMD frequency ratio, relative to the modal frequency it is
tuned to
µ is the mass ratio: the mass of the TMD relative to the modal mass
ζopt is the optimum TMD damping ratio.
In order to simulate the effect of the TMD on the system, a model must be derived
to equate the output from the structure, namely the structural acceleration, to the
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force that is applied to the structure as a result of the movement of the TMD. This
is derived below.
The equation of motion for a TMD of mass mT , damping cT and stiffness kT is:
mT y¨T (t) + cT (y˙T (t)− y˙(t)) + kT (yT (t)− y(t)) = 0 (3.24)
where yT (t) and y(t) are the displacement of the TMD and the base structure
respectively. This can be rearranged to give:
mT y¨T (t) + cT y˙T (t) + kTyT (t) = cT y˙(t) + kTy(t) (3.25)
Applying the Laplace transform s with zero initial conditions assumed gives:
mTYT s2 + cTYT s+ kTYT = cTYs+ kTY (3.26)
Collecting like terms and rearranging gives:
YT
Y =
cT s+ kT
mT s2 + cT s+ kT
(3.27)
Dividing through by mT and using the relationships cT = 2ζωnmT and kT =
mTω
2
n gives:
YT
Y =
2ζωns+ ω
2
n
s2 + 2ζωns+ ω2n
(3.28)
Now, to derive a relationship between the acceleration of the structure, A, and the
force imparted by the TMD onto the structure, F , we have:
F
A
=
mTYT s2
Ys2 =
mTYT
Y =
mT (2ζωns+ ω
2
n)
s2 + 2ζωns+ ω2n
(3.29)
It should be noted that, for simplicity, the properties of the TMD are assumed to
be linear. One of the problems cited with TMDs is that the damping elements used
often restrict movement of the mass at low amplitudes; meaning that a minimum
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level of vibration is required to activate the TMD (Eyre and Cullington, 1985).
These simulations do not account for this as it is difficult to quantify at exactly
what vibration level the friction will be overcome and so are therefore potentially
slightly optimistic with regards to TMD performance for low response levels.
3.4.2 Active Vibration Control
A general schematic for the AVC control system is shown in Figure 3.6. This does
not go into the detail of Figure 3.3 which includes conversion between physical
and modal space. However, it can be seen that the ‘Control System’ represented
between points A and B in Figure 3.3 is represented by the ‘Actuator’ and ‘Control
Law’ blocks of Figure 3.6.
Controller
Accelerometer
Structure
Control
Law
Actuator
Excitation
force
Figure 3.6: AVC Schematic
Specifically, this controller is detailed in Figure 3.7. The active control configu-
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compensator
DVFSaturationActuator
High pass
filter
IntegratorLow pass
filter
Gain
Figure 3.7: Schematic for AVC controller
ration consists of several collocated actuator and sensor pairs which act indepen-
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dently to reduce the response at each location; thus resulting in a decentralised
multiple input-multiple output (MIMO) controller, as shown in Figure 3.8. The
Excitation Force
Controller
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K 22
K nn
0 0
0
0 0
0
Actuator
Ga 22
0
0
Ga 11
0
0 Ga nn
0
0
Structure
G 11
G 22
G nn
G 12 G 1n
G 2n
G n1 G n2
G 21
Figure 3.8: Decentralised AVC configuration
feedback gain for each control loop was initially chosen by considering the actua-
tor/sensor pair in isolation and aiming to maximise the gain with the constraints of
minimum gain margin being 2.0 and minimum phase margin being 30◦. However,
the structural system does not act independently at each control location; a force
applied at one location will have a finite influence on the structural response at
another location for every mode that has non-zero components at both locations.
This can have the effect of reducing the stability margins. Therefore the feedback
gain for all controller loops was reduced by the same percentage until the initial
desired stability criteria were achieved.
The actuators used in the experiments were Model 400 electrodynamic shakers
manufactured by APS Dynamics. These apply a force to the structure through
the acceleration of an inertial mass that is attached to the shaker armature. The
acceleration of the mass is caused by the force produced when a current-carrying
coil moves in a magnetic field (Preumont, 2002). The actuator properties can be
modelled by a third order transfer function for the force applied to the structure,
96
A Comparison with Existing Technology Vibration Controller Design
given an applied voltage:
Ga(s) =
F
V
=
−ψs2
s2 + 2ζaωas+ ω2a
· 1
s+ ε
(3.30)
where ψ = 15000N/V is the force-voltage characteristic for the shaker, ζa = 0.6
is the damping ratio for the shaker ωa = 11.31rad/s is the natural frequency of the
shaker and ε = 8× 2pi is a lag term introduced by driving the actuators in voltage
mode.
The control law used is a direct output feedback controller based on direct velocity
feedback (DVF). Collocated actuator/sensor pairs are used with this control law
to significantly improve stability, and independent controllers have been designed
for each actuator/sensor pair which results in a decentralised MIMO controller.
The inputs to the controller are the acceleration from each accelerometer. These
are passed through a 2nd order high pass Butterworth filter with a 1Hz frequency
cut off to remove very low frequency components. An integrator then converts
this filtered acceleration into a filtered velocity. The dynamics of the shaker as
it comes in its purchased state are not ideal for this control implementation, so
are modified through the use of a compensator. The work by Dı´az et al. (2012a)
investigates actuator compensators and provides some recommendations for suit-
able actuator properties that reduce low frequency stroke saturation and instability.
A compensator was therefore designed to achieve effective actuator dynamics of a
natural frequency of 1.3Hz and a damping ratio of 0.7. Additionally, the low pass
component of the actuator is shifted from 20Hz to 50Hz. The design of this com-
pensator was through pole-zero cancellation of the measured undesirable actuator
dynamics. This effect this compensator has is demonstrated in Figure 3.9. It is
important to note the differing scales on the horizontal and vertical axes as this has
the effect of disguising the increased damping associated with the new complex
poles compared with a graph with equal axes. The original poles of the actuator
are wiped out through the choice of zeros in the compensator and new poles are
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applied as the poles of the compensator. This has an important effect on the actu-
ator dynamics, as seen in Figure 3.10. The magnitude plots demonstrate how a
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Figure 3.9: Pole Zero plots for Actuator and Compensator
larger force, relative to the peak force at low frequency, is achieved with the com-
pensator which helps to increase performance at these frequencies. Alternatively,
it could be thought of increasing stability for a given level of performance because
the actuator will have a reduced force output (and hence stroke) at lower frequen-
cies which can often be a problem when the finite dimensions of the actuator are
taken into consideration. Additionally, the reduced roll off at higher frequencies
means that there is a reduced additional phase lag between 4 and 10Hz which is
an important frequency band for control. This means that the control law imple-
mented will be more effective in this region. A 1st order low-pass Butterworth
filter with a 50Hz frequency cut off was used to restrict the control effort to the
frequency range of interest. The feedback gain was chosen specifically for each
individual feedback loop such that the gain margin and phase margins were at least
2 and 30◦ respectively. However, the interactions between each controller need to
be considered also. These can act to destabilise the controller and so the gener-
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Figure 3.10: Bode plots for Actuator Dynamics
alised Nyquist criterion was used to assess the stability of the global controller.
Here, the gains for each controller were then equally scaled to achieve the same
gain and phase margin. Finally, the non-linearities of the actuators, namely force
and stroke saturation, must be considered. For this reason, the output command
voltages that drive each actuator are passed through a saturation non-linearity at
2V.
3.5 Results
A number of control configurations were simulated. These include the base case
with no control at all, 3 TMD configurations and 1 AVC configuration.
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3.5.1 Uncontrolled
The response of the structure with no control is presented first in Figure 3.11.
Here, the maximum R factor for a 1s RMS period has been shown and a non-
linear colour scheme has been used to emphasise the boundary for R=4 which is
considered the upper limit for R factors for a high quality office environment.
0
2
4
6
8
10
0 15 30 45
0
12
24  
Max R = 10.8
(m)
 
(m
)
Figure 3.11: Contour of response of structure with no control
3.5.2 TMD configuration
The response is high in a number of locations. As such, multiple TMDs are re-
quired to reduce the response at all these high-response locations. Preliminary
investigations indicate that the first 9 modes (with a frequency range of 5.6Hz to
10.5Hz) need to be controlled for the response to be reduced sufficiently. There-
fore, by assigning one TMD to each mode of vibration, the minimum number of
TMDs required is 9. The locations of the TMDs were chosen to be the antinodes
of each mode they were tuned to, in order to maximise their effectiveness. How-
ever, by examining Figure 3.2 it is apparent that the antinode for Mode 2 coincides
with the antinode for Mode 7. In order to simulate a physically realisable system
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Table 3.2: Range of TMD masses for various mass ratios
Mass Ratio Range of TMD masses, kg Total Mass of all TMDs, kg
1% 220 - 420 3066
2% 440 - 840 6132
3% 660 - 1260 9198
the TMD for mode 2 was relocated to (37.5, 4.5) which it can be seen is nearly
an antinode also. In addition to this, the TMD for mode 9 had to be relocated
to (37.5, 21.0). This is because when it was located at the antinode of Mode 9
(37.5, 12.0) a particularly high response was observed in the (37.5, 21.0) region.
Moving the TMD to this location did not reciprocate the problem at (37.5, 12.0).
The final TMD locations are shown by the red crosses in Figure 3.14.
It is not apparent what mass ratio will achieve the required reductions in response.
Table 3.2 shows the range of expected TMD masses based on the modal masses
of the first 9 modes for various mass ratios. The performance of each TMD sys-
tem with the proposed mass ratios is shown by the point accelerance frequency
response function (FRF) in Figure 3.12.
The results shown in Figure 3.12 show that as the mass of the TMD increases,
so too does the reduction in response at the frequency that the TMD is tuned to:
at this location the TMD is tuned to the second mode at 6.50Hz. The FRF at 8-
9Hz does not decrease in a similar fashion; in fact, the peak is actually higher for
the larger TMD mass. This is because of the effect from nearby TMDs causing
a detrimental effect in the response at this location - with the significance of this
degradation increasing with the increasing TMD mass. This point is demonstrated
in Figure 3.13. Here, the first three lines show the uncontrolled case and the cases
for a single TMD tuned to the second mode at 6.50Hz at (37.5, 4.5) with mass ratio
of 1% and 3%. Here it is seen that the peak due to the 6.50Hz mode is increasingly
reduced with TMD mass, and the response of the higher frequency modes are also
slightly decreased due to the damping elements within the TMD. Importantly, the
response at the antiresonance at about 8.5Hz remains low for both cases. The
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Figure 3.12: Point accelerance FRF at (37.5, 4.5) with varying mass ratio for all
TMDs
fourth line shows a point mobility FRF with all other TMDs present (with a mass
ratio of 3%) but the TMD at (37.5, 4.5) missing. Here, the antiresonance has been
removed and the higher response has been introduced. This is purely due to the
influence of nearby TMDs.
It should also be noted that the addition of nearly 10t to the superstructure is a
significant amount and careful consideration must be paid to the ULS capacity of
the structure.
The response of the structure was simulated using all three TMD configurations.
The results for a mass ratio of 3% are presented in Figure 3.14.
3.5.3 AVC configuration
Eight actuator/sensor pairs were chosen for the AVC configuration that could
achieve a reduced response over the entire structure, with locations indicated by
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Figure 3.14: Contour of response of structure with 9 TMD’s, each with mass ratio
3%
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the green crosses in Figure 3.16. This number was arrived at by steadily increasing
the number of actuators and sensors, combined with manual optimisation of their
locations, until the response was satisfactorily decreased throughout the floor area.
The initial locations of these actuator sensor pairs were chosen through examina-
tion of where the response was high and with consideration of the mode shapes
that cause such a response. Because of this the locations for the AVC units are
slightly different from those used in the TMD configuration (where the location
was chosen based on the antinode of the mode to be controlled). For a compari-
son, the point accelerance FRF for the actuator/sensor pair located at (37.5, 3.8) is
shown in Figure 3.15 which is a relatively close location to the accelerance FRF
plotted in Figure 3.12 for the TMD configurations.
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Figure 3.15: Point accelerance FRF at (37.5, 3.8) with all AVC units active
The point accelerance FRF shown in Figure 3.15 has a much lower magnitude
in the 5-12Hz region than all TMD configurations shown in Figure 3.12. This is
expected given the broadband controller implemented for AVC which attenuates
the response at all frequencies in a given frequency range, rather than targeting
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just one mode of vibration. It is apparent that the response above about 14Hz
is actually increased slightly with AVC. This is caused by the low-pass filter at
50Hz. Pure velocity feedback utilises a pure integrator on the acceleration signal,
that is it has a -90◦ phase angle. However, to avoid the controller attempting to
attenuate high frequency noise which could cause high frequency instability and
a degradation of performance, a low-pass filter is introduced. This has the effect
of introducing phase lag at frequencies lower than the cut-off frequency for the
filter, which in itself degrades the performance of the AVC units. However, this
is not a problem for the AVC controller because this frequency range is not eas-
ily excitable by pedestrian walking, and what excitement does occur is far offset
by the improvements in response at the lower frequencies. Indeed, the resulting
contour plot of maximum Response factor shown in Figure 3.16 demonstrates this
effectiveness quite clearly.
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Figure 3.16: Contour of response of structure with 8 AVC actuators
The probabilistic nature of the analyses performed here has allowed a long time
duration (1 hour) to be simulated. This means that it is possible to calculate,
not only the maximum response achieved, but the probability that a particular
response level will be exceeded. This approach is used here to simulate what
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R factor equates to a 10% chance of being exceeded, or in other words, a 90%
chance that the response of the structure will be below that R factor. This is very
useful information about the response of a floor because it can be argued that it is
more representative of the typical response actually felt by occupants.
In addition to this, the RMS period used to calculate the R factor can have a
significant effect on the final value. Therefore, in this study two values have been
used to allow for a clear comparison: 1 second and 10 seconds.
Therefore, the results of each control configuration have been processed to calcu-
late the maximum across all locations of: VDV scaled for a 16hour day; R factor
with 1s RMS period and 10s RMS period which 100% of measured responses are
lower than; and R factor with 1s RMS period and 10s RMS period which 90% of
measured responses are lower than. These results are summarised in Table 3.3.
Note, that for indicative purposes the equivalent mass ratio for the AVC configu-
ration has been included. This is calculated by equating the TMD mass for a given
mass ratio to the active mass in AVC; this is therefore effectively an average mass
ratio.
Table 3.3: Results summary for all control configurations
R factor (1s RMS) R factor (10s RMS)
Controller
Max
VDV,
m/s1.75
100% P 90% P 100% P 90% P
No Control 0.21 10.8 2.4 7.1 2.3
AVC (µ ≡ 0.08%) 0.06 3.1 0.6 1.8 0.6
TMD (µ = 1%) 0.13 5.9 1.5 4.0 1.4
TMD (µ = 2%) 0.12 5.4 1.2 3.9 1.1
TMD (µ = 3%) 0.11 6.1 1.1 4.2 1.0
It is interesting to observe that in this situation increasing the TMD mass did not
lead to a reduction in the maximum response measured in the structure. This
links back to the problem discussed earlier where the 9th TMD had to be moved
because its initial inclusion caused a higher response elsewhere. Despite this, the
response is generally lower, as indicated by the 90% R figures. Further to this, the
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area of the building that contains a higher response is reduced by including larger
TMD masses.
3.6 Conclusions
The high response of an office floor has been reduced through the use of two me-
chanical devices that add damping to the structure - TMDs and AVC. The benefits
of using each technology have been shown. For this particular floor, nine TMDs
were able to significantly reduce the response of the structure such that the high-
est response over the entire structure was reduced by between 38% and 45% for
a mass ratio of 1%, depending on the measure used (e.g. VDV, 90% probability
for R factor etc.). This is improved to 41% to 56% by using larger TMDs with a
mass ratio of 3%. For the AVC configuration: eight actuators were able to reduce
the response even further - by between 71% and 75%.
It has also been shown that the effect that TMDs have on locations other than their
point of attachment to the primary structure can actually cause a higher response
than the uncontrolled case if care is not taken. It should be noted that this effect,
though not demonstrated here, also can occur for AVC.
AVC’s ability to target multiple modes of vibration simultaneously allows for very
large reductions in response over the entire frequency range of interest. However,
the issues of observability and controllability mean that multiple actuators are still
required for AVC to fully control all modes of interest in the structure. This idea
leads to a possible improvement to AVC implementations in future, through the
use of a larger number of smaller and cheaper actuators, distributed throughout
the structure.
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Structural Design Implications
The work in this chapter builds on the groundwork developed in Chapter 3 through
further analysis of active control implementations. Here, the number of actuators
required to control a particular floor area is considered through investigation of
two typical floor structures. The effect that these different structural design con-
figurations have is studied, with the aim of finding structural properties that lead
to improvements in the performance of active control. This work is presented as
an adapted form of a paper submitted to the journal Structural Control and Health
Monitoring. Details of this paper are as follows:
M J Hudson and P Reynolds. Implications of structural design on the
effectiveness of AVC of floor structures. Structural Control and
Health Monitoring, In Review, 2013a.
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4.1 Introduction
There have been significant improvements in the design and construction of new
office buildings in recent years. This has enabled the creation of more slender
structures that meet ultimate limit state requirements. However this, combined
with the trend for open-plan office layouts, results in floors that are more prone
to excessive vibrations resulting from human excitation (Middleton and Brown-
john, 2010; Ebrahimpour and Seek, 2005; Pavic et al., 2008; Zˇivanovic´ and Pavic´,
2009). When this problem arises it is usually mitigated through the addition of
extra mass to the floor or by stiffening the framing members, for example by in-
stalling additional columns (Hanagan, 1994; Smith et al., 2007; Setareh and Han-
son, 1992a). This is done in an effort to reduce the amplitude of vibration within
the frequency range that can be excited by human loading. However, both these
solutions inherently detract from the benefits of the more slender structural form
utilised in the first place.
One alternative technology currently being developed for use in civil structures is
active vibration control (AVC). This technology can achieve significant reductions
in the response of a structure whilst maintaining a slender structural form. AVC
involves the use of one or more sensors, typically accelerometers, that monitor
the response of the structure at key locations. These response measurements are
processed in real time by a controller which generates a control voltage that drives
one or more actuators. These impart a force onto the structure in an attempt to
reduce the vibrations monitored.
One of the simplest, yet effective, control laws is direct velocity feedback (DVF).
This controller has the effect of introducing additional damping into the system for
a broad range of modes and, in the absence of actuator dynamics, is uncondition-
ally stable (Hanagan, 1994; Hanagan et al., 2003). However, actuator dynamics
are unavoidable and have a destabilising effect on the controller, which must be
taken into account via reduction of feedback gain or use of suitable compensators
109
Structural Design Implications Introduction
(Hudson and Reynolds, 2012). Nevertheless, DVF has been used by Hanagan
et al. (2003) to achieve response reductions of 70% and 75% on an office floor
and a chemistry lab floor respectively.
There are a number of variations on DVF that have been developed. For example,
compensated acceleration feedback was developed by Dı´az and Reynolds (2010a)
and uses phase lag and phase lead compensators on the acceleration response sig-
nal to retain the property of high damping of the first structural mode and high
stability margins. This was implemented on an office floor and achieved reduc-
tions in the structural response of 68% and 52% for the two pacing rates used for
excitation.
Response-dependent velocity feedback was developed by Nyawako and Reynolds
(2009) as a non-linear controller that implemented velocity feedback, but with a
feedback gain that varies depending on the level of response. Additionally, Dı´az
and Reynolds (2009a) introduced DVF with a feed-through term. This has been
shown to be highly effective at reducing the response of a laboratory test structure
to human-induced vibrations: 96% reductions were achieved.
These previous investigations have focussed on the reductions that AVC can
achieve at a single point; generally a single actuator/sensor pair are used and lo-
cated at the same position. Whilst this is a crucial measure of the AVC perfor-
mance, it is likely that excessive vibrations are a problem over a relatively wide
area not just at a single location, so it is also important to consider how far from
the location of the AVC unit this reduction in response is achieved. This directly
relates to the number of AVC units that would be required to successfully control
a given floor area.
When considering the effectiveness of AVC in terms of its global mitigation per-
formance then controllability and observability of modes is of crucial importance.
This means that in order to control a mode that is causing a high dynamic response,
the mode shape amplitude of that mode must be non-zero (and preferably large)
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at the control location. The mode shapes are clearly dependent upon the struc-
tural design. As further advances are made with AVC of floor structures there is
a real possibility of designing a slender structure that requires AVC to meet vi-
bration serviceability limits. In this scenario it would be possible to design the
structure in a way that optimised the effectiveness of AVC. This chapter therefore
investigates the effect that different ‘typical’ designs have on the effectiveness of
AVC. Two case studies are investigated: both are real structures with observed
vibration serviceability issues. In order for these simulations to be representative
of what would be expected within an office, the force model introduced in Chap-
ter 3 is calibrated and verified using experimentally acquired data. The layout of
this chapter is as follows: the design of the AVC controller used in the studies is
discussed in Section 4.2 and the development of the two models used to represent
the structures is discussed in Section 4.3. Following from this, the methodology
used to assess the structural response is discussed in Section 4.4. This includes
the calibration and verification of the force model. Finally, results are provided in
Section 4.5 and conclusions are drawn in Section 4.6.
4.2 Details of Controller Utilised
A direct output feedback controller was used in this study; this was a decentralised
form of DVF. Details of this controller are provided in Section 3.4.2 but there are
minor modifications to the specific control law used and so details are also pro-
vided here. The general schematic for the controller used is shown in Figure 4.1.
Accelerometers are used to detect the structural response, so this acceleration must
be integrated to provide a velocity signal. A 2nd order high-pass filter at 1Hz is
used to remove low frequency components. These filter properties were chosen
as a compromise between minimising the destabilising effect of low frequency
components and minimising the effect on both actuator dynamics and the lowest
modes of vibration. Additionally, a 2nd order low-pass filter at 50Hz is included
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Figure 4.1: Schematic for AVC controller
to reduce sensitivity to noise and prevent the controller from attempting to control
very high frequency modes that do not contribute significantly to the perceived
structural response.
Whilst DVF is unconditionally stable in the absence of actuator dynamics (Hana-
gan, 1994) there is a limit on the maximum stabilising gain when the finite actuator
dynamics are considered. The actuators used in this study are the APS Dynamics
Model 400 electrodynamic shakers. It has been demonstrated (Dı´az et al., 2012a)
that there is a trade off between stroke saturation, stability and vibration attenua-
tion for the natural frequency and critical damping ratio of the actuator dynamics.
A compensator has been designed to modify the actuator command signal such
that the physical properties of the shaker are effectively modified to desired prop-
erties. These properties are selected as having a natural frequency of 1Hz and
a critical damping ratio of 0.7. This aims to minimise stroke saturation by re-
ducing the magnitude of the command signal at the frequencies corresponding to
the structure’s quasi-static response to the first harmonic of walking. This could
otherwise result in displacements much larger than those needed for the control
of the structural modes and lead to stroke saturation. The compensator achieves
these changes in characteristic properties through pole-zero cancellation of the
existing actuator dynamics. Whilst this approach is not robust for the control of
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structures (Preumont, 2002) the dynamics of the actuators can be determined with
confidence and so can be modified in this way.
The active control configuration consists of several collocated actuator and sen-
sor pairs which act independently to reduce the response at each location; thus
resulting in a decentralised multiple input-multiple output controller, as shown in
Figure 4.2. As discussed in Section 3.4.2, the constant negative feedback gain for
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Figure 4.2: Decentralised AVC configuration
each control loop was initially chosen by considering the actuator/sensor pair in
isolation and aiming to maximise the gain with the constraints of minimum gain
margin being 2.0 and minimum phase margin being 30◦. However, the structural
system does not act independently at each control location; a force applied at one
location will have a finite influence on the structural response at another location
for every mode that has non-zero components at both locations. This can have the
effect of reducing the stability margins. Therefore the feedback gain for all con-
troller loops was reduced by the same percentage until the initial desired stability
criteria were achieved.
In addition to these linear components (or assumed linearity in the case of actuator
dynamics) the control law also contains non-linear elements: the command volt-
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age to each actuator that is generated by the controller described above is passed
through a saturation non-linearity. This acts as a further precautionary step to
avoid both stroke and force saturation in the actuators.
4.3 Development of Finite Element Models
Finite element (FE) models of two floor structures were created. These floors
were chosen because they are both of typical design, but illustrate different modal
properties. Specifically, Floor B has small narrow bays whilst Floor C has more
square, larger bays and this leads to quite distinct mode shapes. Experimentally
determined modal properties were available for these two floors so the FE models
were updated to better match reality before simulations were performed. Addi-
tionally, the author has experience of designing and implementing AVC on both
of these structures so they are deemed ideal for further analysis. The development
of the two FE models are discussed in the following sections.
4.3.1 Floor B
Floor B is the first floor of a relatively new office building in the UK. The details
of this floor are provided here, though they have been previously described by
Hudson and Reynolds (2010). This steel/concrete composite structure has steel
primary beams at 6m spacings, steel secondary beams at 3m spacings and steel
columns located around a 6m × 12m grid, as shown in Figure 4.3. A normal-
weight concrete slab upon steel decking spans between the secondary beams.
Construction drawings of the floor were used to determine the sizes of the struc-
tural elements. Details around irregular geometric details vary (e.g. around lift-
shaft core), but typically: the primary beams are 792 × 191 \ 229 × 101ACB;
the secondary beams are 254 × 146 × 31UB; and the columns are 254 × 254
× 73UC. The asymmetric cellular beams are constructed from two Tee sections:
the upper Tee from a 457 × 191 × 89UB and the lower Tee from a 610 × 229
× 113UB; voids of diameter 550mm are cut at 750c/c. Photographs taken on-
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Figure 4.3: Structural layout for Floor B
site have provided an estimate for the concrete slab as being 130mm deep, with
60mm trapezoidal decking. The Young’s Modulus of this normal weight concrete
was assumed to be 38GPa (Smith et al., 2007; Pavic´ and Willford, 2005).
The FE software ANSYS was used to develop a model of the floor. SHELL63 ele-
ments were used to model the composite concrete slab; the orthotropic properties
were modelled by assuming constant element thickness but using a proportionally
smaller Young’s Modulus in the weaker direction. The steel beams and columns
were modelled using the 3D beam element BEAM188, whilst the slabs were mod-
elled using SHELL63 elements which have both bending and membrane capabil-
ities. The composite action between the steel beams and the composite slab was
modelled by applying a vertical offset to the beams.
The columns were assumed to be fully fixed one storey above and below the floor
under consideration. 10% of the assumed design imposed load and 100% of an
assumed dead load due to services, false flooring etc. was applied as additional
mass to the concrete slab elements, as is recommended in modern guidance (Smith
et al., 2007).
The modal properties of this structure were determined experimentally using mul-
tiple reference excitation and a roving accelerometer configuration, as described
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by Reynolds et al. (2009), with the test grid as indicated in Figure 4.4. Curve fit-
ting of the frequency response function (FRF) was used to approximate the modal
properties up to 9Hz beyond which point it became difficult to fit modes accu-
rately.
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Figure 4.4: Test point locations for experimental modal test on Floor B. Location
of excitation actuators shown by triangles
The experimental data were compared with preliminary modal analysis results
from the finite element model and a number of adjustments were made to the
original model to better reflect the dynamics of the real structure. The two free
corners at A13 and E1 in Figure 4.3 resulted in highly responsive localised modes
in the FE model which were not detected in the experimental data. Although the
location of the actuators would not have excited these localised modes, the fact
that the tenants have no complaints about these areas would suggest that these
modes are being suppressed, possibly due to some form of restraint being pro-
vided by the external cladding. For this reason additional columns were added at
these locations; the effect that these had on the other modes was found to be not
significant.
Further to this, the natural frequencies of the mode shapes tended to be too high.
This indicates that there was either too much stiffness modelled or not sufficient
mass. In order to investigate this issue the connections between the primary beams
and the columns were modified from their fully fixed state and set to a pinned con-
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nection. This modification results in modal properties that correlate better with the
measured data. Unfortunately, no construction details of the connections are avail-
able to verify that this loss of stiffness is the cause of the frequency discrepancy.
Finally, the real structure has a section containing small meeting rooms that are
partitioned off from the rest of the open-plan office. As a result of this, the ex-
perimental data observed much lower mode shape amplitudes in this region when
compared with other areas of the floor. Partitions were therefore modelled in this
area in the FE model by using 100mm wide isotropic SHELL63 elements with a
Young’s Modulus of 30MPa.
A modal analysis of the FE model yielded many modes because of the relatively
flexible partition walls that were included in the analysis. Model reduction was
performed in order to include as many structural modes as possible whilst still
having a computationally feasible problem to solve. This was performed by re-
moving all modes whose maximum mode shape amplitude on the floor slab was
less than 10% of the overall maximum mode shape amplitude, i.e. all modes with
localised partition bending only were removed. The overall effect on the system’s
FRFs at four key locations was found to be negligible, therefore the model reduc-
tion was considered satisfactory.
Some of the key structural modes from the updated FE modal analysis are com-
pared with their equivalent modes from experimental modal analysis (EMA) in
Figure 4.5. It should be noted that the curve fitting procedure used to fit the ex-
perimental modes generated (slightly) complex modes. For comparison purposes
these modes were normalised with respect to the angle of the point with the largest
mode shape amplitude. The higher frequency FE modes tended to differ more in
terms of their mode shape compared with the experimentally determined mode
shapes. It was observed that a single experimental mode was split into several
closely spaced FE modes. However, the net effect on the system is expected to
be approximately the same, as demonstrated by the FRFs shown in Figure 4.6. In
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order to generate this FRF plot a level of damping had to be assumed for each FE
mode. The values chosen were based upon matching the point accelerance FRFs
at the four locations used for the experimental modal testing. The results of this
are that all modes have 3% damping except for the mode at 7.85Hz which had an
assumed level of 5% in order to better match the measured FRFs.
4.3.2 Floor C
Floor C is the second floor of a recently re-developed office building, also in
the UK. This steel/concrete composite structure has a less regular geometry than
Floor B. However, it is loosely based on steel primary beams at 13m spacings,
steel secondary beams at 3m spacings and steel columns on a 13m × 9m grid, as
shown in Figure 4.7. A lightweight concrete slab on steel decking spans between
the long-span secondary beams. Construction drawings of the floor were again
used to determine the sizes of the structural elements. Typically, the primary
beams in this structure are PG500 × 200 × 241; the secondary beams are PG500
× 160 × 94; and whilst many column types are used, the columns supporting
the centre of the floor are 356 × 356 × 287UC. The Fabsec cellular beams used
have voids of diameter 330mm cut for services. The concrete slab is 130mm deep
and is supported by Holorib decking. The Young’s Modulus of the light weight
concrete was initially assumed to be 38GPa; the same value as used in Floor B.
A similar modelling technique was used for this floor, namely that BEAM188
elements were used for the steel beams and columns and SHELL63 elements for
the orthotropic slab.
The modal properties of this structure were also determined experimentally using
multiple reference excitation and a roving accelerometer configuration using the
test grid shown in Figure 4.8. FRF curve fitting was used to approximate the
modal properties up to 11Hz beyond which point it became difficult to fit modes
accurately.
The FE model was updated following comparison between experimental modal
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(a) EMA - 5.75Hz (b) FE - 6.2Hz
(c) EMA - 6.36Hz (d) FE - 6.47Hz
(e) EMA - 6.51Hz (f) FE - 6.62Hz
(g) EMA - 6.95Hz (h) FE - 6.89Hz
Figure 4.5: Comparison between simulated and measured mode shapes for Floor
B
properties and FE modal properties. The natural frequency of the modes were
slightly too high so it was decided that the use of lightweight concrete may require
a slightly lower Young’s Modulus to be used. Therefore, the original value was
reduced by 20% to 30.4GPa.
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Figure 4.6: Comparison of experimentally determined FRFs and those from the
updated FE model at 4 test points (TPs) on Floor B
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Figure 4.7: Structural layout for Floor C
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Figure 4.8: Test point locations for experimental modal test on Floor C. Location
of excitation actuators shown by triangles
Also, in the real structure there is a small office in the corner, between gridpoints
D5 and E5 on Figure 4.7, separated from the rest of the office by a glass partition.
This appeared to have the effect of stiffening the bay in this area such that the
magnitude of the mode shapes around this region was reduced, as compared with
the results in the FE model. Therefore, this partition was added to the FE model,
modelled as a glass plate 4mm thick. The full Young’s Modulus of glass was not
used to model these partitions because the partitions appeared to be connected to
the false ceiling and hence would lose significant stiffness. Numerical updating
was performed and a final value of 5GPa was chosen to match the experimental
data.
Modal reduction was also required to eliminate the partition modes that did not
contribute significantly to the dynamic response of the floor. The same methodol-
ogy was used here as was described earlier for Floor B.
Some of the key structural modes are compared with their equivalent experimen-
tally determined modes in Figures 4.9 and 4.10.
A level of damping had to be assumed for each mode. The value chosen was
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(a) EMA - 5.24Hz (b) FE - 5.22Hz
(c) EMA - 6.00Hz (d) FE - 6.52Hz
(e) EMA - 6.53Hz (f) FE - 6.36Hz
Figure 4.9: Comparison between simulated and measured mode shapes for Floor
C (1)
based upon matching the point accelerance FRFs at the four locations used for the
experimental modal testing. The results of this with an assumed level of damping
of 3% for all modes is presented in Figure 4.11. It is apparent that the FE FRF
does not match as well with the measured FRF for this floor when compared with
the equivalent comparison for Floor B. One reason for this is the difference in
frequencies for the higher frequency modes, although the mode shapes for these
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(a) EMA - 7.70Hz (b) FE - 8.57Hz
(c) EMA - 8.63Hz (d) FE - 10.1Hz
(e) EMA - 11.1Hz (f) FE - 12.9Hz
Figure 4.10: Comparison between simulated and measured mode shapes for Floor
C (2)
modes appear very accurate. Interestingly, this is the opposite situation compared
with Floor B where the modal frequencies matched well but the mode shapes
themselves were split and so did not match as well. This demonstrates some of
the difficulties associated with modelling civil floor structures.
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Figure 4.11: Comparison of experimentally determined FRFs and those from the
updated FE model at 4 locations on Floor C
4.4 Methodology for Assessing Structural Response
4.4.1 Modal model
The modal properties derived from the FE floor models were utilised to generate
the standard equations of motion. For Floor B, 92 structural modes were consid-
ered for these analyses (equating to all modes under 16Hz), whilst for Floor C 113
modes were considered (equating to all modes under 30Hz). The reason for the
difference in frequency ranges is due simply to the inherent nature of the floors’
designs. As many modes as was computationally feasible were chosen for the
analyses. This is despite the first natural frequency of each floor being less than
10Hz and hence classified as a “low frequency floor” by many modern guidelines
(Smith et al., 2007; Willford and Young, 2006; Pavic´ and Willford, 2005). The fre-
quency cut-offs suggested by these guidelines is much lower than the uppermost
frequencies considered here. However, research is starting to indicate (Zˇivanovic´
124
Structural Design Implications Methodology for Assessing Structural Response
and Pavic´, 2009) that ignoring the higher frequency components of the response
can lead to significant inaccuracies. A modal model of the structure was then
created as discussed in Section 3.3.1.
4.4.2 Response post-processing
The response of the structure is evaluated by its acceleration. Each acceleration
time history is filtered using the Wb frequency weighting, in accordance with BSI
(2008), to account for the variation in the human perception of vibrations in the
vertical direction, over the frequency band of interest. The Response (R) factor
was calculated, as described by Equation 4.1.
R = max
t
(∫ t+T/2
t−T/2
aw
2(t)dt
)0.5× 1
0.005
(4.1)
where:
R is the Response factor
T is the period used for the running root mean square (RMS), s
As noted in Section 3.3.3, the more recent standards have dropped the use of R
factor in favour of the vibration dose value (VDV) limit, though in practice the R
factor is still a commonly used vibration serviceability criterion as indicated by its
inclusion in modern design guidance documents. The latest standard that used the
R factor, which is cited in many of the design guides (Willford and Young, 2006;
Smith et al., 2007; Pavic´ and Willford, 2005) recommends a maximum R factor
for offices subject to continuous vibration (16h day, 8h night) as 4.
4.4.3 Force model
The structural response of each floor was then determined by simulating multiple
pedestrian loading. The loading chosen aimed to simulate a typical office envi-
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ronment as accurately as possible.
In order to do this a number of assumptions had to be made. Firstly, it was as-
sumed that the occupants would have an equal probability of walking to and from
any location within the floor plan, i.e. “popular” areas such as the meeting rooms
are not accounted for. It was also assumed that the pedestrians aimed to walk
along pre-defined corridors as opposed to a straight line route, thus taking into
account obstacles such as desks and walls. Naturally, considering this from a de-
sign perspective it is not possible to evaluate every possible desk arrangement to
arrive at the worst case scenario. However, in these existing structures it is possi-
ble to use the existing desk layouts to generate walking paths. The optimal route
for each path was chosen to be the one that minimised the number of corridors
traversed. Where multiple routes have the same number of corridors (a likely
scenario when a grid of overlapping corridors is used) the path with the shortest
distance is chosen.
The force function used for each pedestrian is based on the probabilistic model
developed by Zˇivanovic´ et al. (2007). This uses a normal distribution to represent
step frequency and step length in order to generate time domain representation
of the first 5 harmonics and subharmonics of walking. The force model in this
chapter extends upon this model slightly in that the weight of each pedestrian
is also represented by a normal distribution - the details for which are derived
from NHS 2009 trend data (NHS Information Centre, 2010). This distribution is
defined by a mean of 76.7kg and a standard deviation of 19.42kg.
Calibrating the force model
The start time density for the pedestrians, that is the rate at which new pedestrians
start to walk along their route for a given floor size, was calibrated using experi-
mental data from two days of in-service response monitoring from Floor B. These
data were recorded on Friday 11 November 2010 and Monday 15 November 2010
from 7am to 7pm on each day. This is the most active 12 hour period in the day
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and so was deemed most appropriate for comparing with the responses from the
simulated walking. The response was measured at two locations simultaneously,
as indicated in Figure 4.12.
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Figure 4.12: Locations of accelerometers for experimental in-service monitoring
With regards to the force model, it was assumed that the interval between pedes-
trian start times was equally distributed throughout. However, the random route
length and walking speed mean that the number of active pedestrians on the struc-
ture at any time varies throughout the analysis. Two hours of data were simulated
and the response calculated at the same two locations as used in the experimental
tests. A value of six people per minute has been used for the 1224m2 floor plan
of Floor B. This force model was applied to the FE model of Floor B for a total
duration of two hours. For ease of computation and numerical data handling the
simulation was divided into six runs lasting 20 minutes each. Whilst this does
mean that the force time history will be slightly different at the start and end of
each block when compared with a single continuous run, the net effect is expected
to be minimal on the overall time history. The choice of corridors for these simu-
lations are shown in Figure 4.13, and an example of typical routes for pedestrians
walking along these corridors is shown in Figure 4.14. These corridors were cho-
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sen based on the actual desk arrangement and door locations within the office so
that the corridors were as similar as possible.
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Figure 4.13: Corridors used in walking simulations
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Figure 4.14: Example routes taken by five pedestrians
In order to compare the resultant time histories, the 1-second running RMS of
the Wb frequency weighted acceleration was calculated and used to evaluate the
proportion of time spent at a particular response level for each point. The resultant
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probability distribution (PD) and cumulative distribution function (CDF) (being
the integral of the PD with respect to the response level) for both the simulated
data and the two days’ experimental data are shown in Figure 4.15.
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Figure 4.15: Comparison between simulated and measured responses
It is observed that the simulated trace is similar to the experimental trace for this
start time density. Generally, the simulation trace falls between the inter daily
variation in the PD and CDF curves for each of the two experimental days with
nominally identical in-service loading. However, it is worth discussing some of
the differences that do exist between the two. Firstly, the simulated PD for each
location appears to peak at a lower response level. This corresponds to a very
low level of excitation (less than R=1 which indicates the vibrations are not per-
ceptible to humans). The reason for this could be that other sources of excitation
exist in reality, e.g. car traffic, wind, machinery. These have been ignored in the
simulations because it is assumed that their contribution to the overall response is
small and because their potentially non-stationary nature would be overly compli-
cated to include in the analysis. However, these excitation sources could raise the
response slightly at the low levels of response considered here.
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Finally, a large number of random variables are utilised in this study so it is im-
portant that the simulation runs for long enough such that the results are repre-
sentative of the underlying statistical processes. So, the PD and CDF curves for
each of the 20 minute runs is shown in Figure 4.16 along with the overall PD and
CDF curves. The variation observed is relatively small which indicates that the
simulation duration chosen is sufficient.
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Figure 4.16: Verification that average PD and CDF curves are representative
Verifying the force model
Walking was also simulated on Floor C. This floor also had its response when
subject to in-service walking loads experimentally measured at two locations, as
shown in Figure 4.17; the data from this were used to verify the walking model
used. This walking model utilised the same number of pedestrians per minute
as was used in the walking model for Floor B. This was because the floor areas
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Figure 4.17: Locations for response measurement during in-service loading on
Floor C
are approximately the same (namely, 1224m2 for Floor B and 1137m2 for Floor
C). The walking paths were regenerated using the corridor patterns shown in Fig-
ure 4.18. Once again, these corridors were chosen based on the desk arrangement
and door locations as used in the office during the experimental configuration. The
response at the two locations shown in Figure 4.17 was measured and the proba-
bility distribution and cumulative probability distribution were calculated for the
1s running RMS. These are shown in Figure 4.19 along with the experimentally
measured PD and CDF curves. The simulated and experimental data match very
well, although the response at TP18 is slightly reduced in the measured data and
this reduction in response is not replicated in the simulations.
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Figure 4.18: Corridors used for walking simulations on Floor C
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Figure 4.19: Comparison of simulated PD and CDF with measured data for two
locations on Floor C
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4.5 Results
4.5.1 Floor B
Uncontrolled
Walking was simulated on Floor B as described in Section 4.4.3. However this
time instead of considering two key points, the response at every node in the struc-
ture was simulated so that a contour plot of the response across the structure could
be determined. By doing this the areas of high response can easily be determined
and, in subsequent tests, compared with the reductions made possible through the
use of AVC. The results for the uncontrolled case are shown in Figure 4.20. Note
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Figure 4.20: Contour plot of uncontrolled response for Floor B
that this plot does not show the absolute maximum response achieved at each
point, rather the response that has a 5% chance of being exceeded. This measure
has been chosen because it is believed by the authors to give a better representation
of the typical structural response, particularly given the stochastic excitation force
applied. Unfortunately, there is no available guidance as to what level of response
is acceptable when considering the 5% exceedence level, so the aim of this work
is to investigate how easy it is to reduce the structural response in areas where
the response is particularly high. Figure 4.20 shows that the response is generally
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high at the centre of each 12m × 6m panel and that a significant number of bays
have this high level of response. Interestingly, the highest response is located in
the (x, y) = (27, 15) region whereas the occupants noted the most problematic
area as being in the (x, y) = (57, 6) region. There are many possible reasons
for this observed difference. Firstly, in Figure 4.6 it is observed that the response
at TP31 is noticeably higher at approximately 8Hz in the FE model compared
with the EMA results. The mode shapes in Figure 4.5 indicate that the FE modes
tend to be of a more global nature than those measured, which is likely to be the
cause of this observed difference. A possible reason for the FE model having
more global mode shapes is the presence of unmodelled non-structural features
that exist at (x, y) = (27, 15) in the real structure. Further to this, the pedestri-
ans were assumed to have equal probability of starting at any location within the
structure. However, in the real structure there is a main entrance to the office lo-
cated at (x, y) = (30, 6) which will attract more traffic and some of the people
walking to/from this region would excite modes that extend to the problematic
area. Despite this difference, the results are believed to be a good representation
of the typical structural response.
Controlled
Following from this, the same excitation force was used to simulate the response
of the structure with active control at several locations. Control locations were
chosen based on both the uncontrolled response levels in Figure 4.20 and on the
mode shapes to try and maximise the effectiveness of AVC on all modes of vi-
bration. Three different configurations were examined: configuration 1 consists
of 4 control actuators at intuitively optimal locations; configuration 2 consists of
5 control actuators located such that different bays are controlled when compared
with configuration 1; finally configuration 3 consists of 8 control actuators located
to control all problematic bays. The actual locations of the actuators for each con-
figuration are indicated with green crosses in the contour plots of response shown
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in Figures 4.21-4.23.
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Figure 4.21: Contour plots of controlled structural response with AVC Configura-
tion 1
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Figure 4.22: Contour plots of controlled structural response with AVC Configura-
tion 2
The performance of the AVC system can be evaluated by considering the transfer
function plot of the open and closed loop systems. It is not feasible to present
this for all locations so this has been performed for just 3 locations for Floor B:
these are at (x, y) = (45, 6), (51, 6) and (57, 6), i.e. the three locations on the
bottom bays as shown in Figure 4.23. The transfer function plots for inputs and
outputs at these three locations are shown in Figure 4.24. The performance at low
frequencies (less than 10Hz) is very good at all locations. It is evident that the
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Figure 4.23: Contour plots of controlled structural response with AVC Configura-
tion 3
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Figure 4.24: Transfer function plots for three locations on Floor B
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performance at higher frequencies (typically greater than about 18Hz) is actually
worse with control - i.e. energy is being shifted to these higher frequencies. This
is generally not a problem because the higher frequency modes are not as easily
excited by human excitation which contains most excitation energy at relatively
low frequencies (Zˇivanovic´ et al., 2007). Therefore, the performance benefits by
decreasing the low frequency response typically far outweigh the increase at the
higher frequencies. However, care must be taken to ensure that the gain is not
increased to such an extent that the system becomes unstable at this frequency
region.
The results in Figures 4.21-4.23 clearly show the effect AVC has upon the global
structural response. Each panel that contains an actuator has a highly attenuated
structural response. However, this attenuation does not extend beyond the bound-
aries of each panel. This is because the response at each location is a result of the
combination of many modes of vibration, each localised over a different portion
of the structure. Each actuator will control the modes at its location very well,
hence the high attenuation in that panel. However these modes are only some of
the modes that contribute to the response in adjacent bays. This idea is best pre-
sented by considering the transfer function plots for the controlled system similar
to that previously described but with only one actuator active. This is shown by
the red lines in Figure 4.24 where the second actuator, at (x, y) = (51, 6) is active.
Here it can be seen that the collocated response for the second actuator is signifi-
cantly reduced, as are the off-diagonal terms related to actuator 2. This shows that
the modes that have a non-zero amplitude at position two are successfully con-
trolled. However, the collocated responses away from point 2 are not significantly
reduced, and in fact for point 3 are increased. This is because of the contribution
from other modes that are not controllable from position 2.
Considering Figures 4.21 and 4.22 it is apparent that the various configurations
of AVC with actuators in alternate bays is insufficient to successfully control all
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modes of vibration; it is not until an actuator is placed in each panel, as shown in
Figure 4.23, that a high level of attenuation is observed in all bays.
Finally, it is interesting to consider the effectiveness of each actuator by examining
the reduction in response for the controlled case compared with the uncontrolled.
This is presented as the reduction in R factor from the uncontrolled case for AVC
configuration 1 in Figure 4.25. Here it becomes apparent that the reduction in
response is isolated to each panel individually.
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Figure 4.25: Reduction in response for AVC configuration 1 on Floor B
4.5.2 Floor C
Uncontrolled
Walking was also simulated on Floor C. The 5% exceedence contour plot of the
response was calculated for the uncontrolled case, as shown in Figure 4.26 using
the same method described in Section 4.5.1. This plot indicates that the response
is of similar level to Floor B. The response is generally slightly lower for this
structure but has the similarity that the response is highest around the middle of
each panel. However, it is important to note that the structural arrangement of this
structure means that each panel is much larger compared with the bays in Floor
B.
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Figure 4.26: Contour of response with 5% probability of exceedence for uncon-
trolled Floor C
Controlled
Following from the uncontrolled simulations an AVC system was designed to
reduce the response of the floor. Four control locations were chosen based
on the areas of high response in the uncontrolled case and the mode shapes.
These locations are shown in Figure 4.27. Recall that the structural arrange-
ment of Floor B meant that the effect of each control unit was localised to
each panel. Therefore, it is interesting to observe how localised the AVC sys-
tem effects are in this floor. This is demonstrated for the control units located at
(x, y) = (43.8,−3), (31.5,−3) and (18.8, 3) in Figure 4.28 (referred to as loca-
tions 1, 2 and 3 respectively) where the transfer function plots of the uncontrolled,
fully controlled and partly controlled (one unit active) are shown. Here it can be
seen that the fully controlled case achieves very significant reductions in the re-
sponse at each location. However, when only one actuator is active the reduction
is still localised to each panel. However, the bays are larger in this case and the
control is therefore likely to be effective over a larger physical area. Furthermore,
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Figure 4.27: Contour of response with 5% probability of exceedence for con-
trolled Floor C
it can be seen that there is an appreciable reduction in the response for location
3 in this partly controlled case. By examining the cross-accelerance FRFs it is
clear that the mode that contributes significantly to the high response at location
3 is controllable at location 2, and therefore the control has the effect of reduc-
ing the response at this location. This is achieved because the mode shapes are
more global in nature and so the control can have an appreciable effect at a large
distance away. This effect is not observed for more modes than it is because the
minimum number of actuators have been used which means that the overlap of
controlled modes will be at a minimum - hence, the effect of having more global
mode shapes is that fewer actuators are needed.
Walking was once again simulated on the floor and the response measured at all
locations such that a contour plot of the 5% exceedence could be generated. This
is shown in Figure 4.27. Here it can be seen that the response is significantly
reduced across the entire floor structure using only four actuators. The effective-
ness of each actuator is shown in Figure 4.29 as the reduction in R factor from
the uncontrolled case. This confirms the previous results, namely that the vibra-
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Figure 4.28: Transfer function plots for three locations on Floor C
tion mitigation is still localised to around the actuator. However, the larger size
of the bays and the more global mode shapes mean that the area controlled is in-
creased. There is a slight extension of this effectiveness into nearby bays and this
contributes to a small reduction in response here too.
4.6 Conclusions
The walking simulation model, first described in Chapter 3, was calibrated and
verified in this Chapter. This extends upon the probabilistic force model by
Zˇivanovic´ et al. (2007) in order to simulate multiple pedestrians walking to and
from random locations within a floor area. The simulations were applied to finite
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Figure 4.29: Reduction in response with AVC on Floor C
element models of two structures: one structure was used to calibrate the number
of people walking whilst the other was used to verify these results. A close corre-
lation with measured data was found on both floors which demonstrates the great
potential this method has for predicting the response of structures with a loading
more similar to that of typical in-service loading.
A decentralised controller was also simulated on each floor. Contour plots of the
response in both the uncontrolled and controlled scenarios showed how the control
effectiveness varied throughout each structure. Floor B required a relatively large
number of actuators because the effectiveness of each was quite localised to the
panel in which it was located. On the other hand, Floor C required fewer actuators
to control a similar floor area. This is because the size of each panel was larger and
so the effect of AVC was also spread over a larger area. Additionally, the mode
shapes are global in such a way that control can be extended slightly to areas
outside the panel. The actuators were located such that the minimum number
were needed to control the floor area, and this means that redundancy between
the actuators is minimised. This indicates that a rule of thumb for the number of
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actuators required to control a floor area is based on the number of bays, rather
than on the number of modes as is often the case in traditional control applications.
The increasing number of modern floor structures suffering from excessive vibra-
tion problems means that the inclusion of AVC at the design stage is becoming
a possibility. The implications of this work are that in this scenario it could be
beneficial to design a floor to be more flexible and have larger bays in order to
improve the effectiveness of AVC and hence reduce the number of required actua-
tors. Whilst this could have the effect of increasing the response of the structure in
the uncontrolled case, when the control is active the response will be significantly
reduced.
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Chapter 5
Control Laws from the Power
Demand Perspective
The work in this Chapter investigates the trade off between performance of AVC
and the power demand required. Here, research considers if there are any potential
improvements that could be made to the power demand of active control without
compromising on the perceived response of the structure. The work presented is
an adapted form of a conference paper presented at IMAC XXXI (2013). Details
of this paper are as follows:
M J Hudson, P Reynolds, and D Nyawako. Power requirements for
active control of floor vibrations. In Proceedings of IMAC XXXI,
California, 2013. Society for Experimental Mechanics.
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5.1 Introduction
There have been numerous papers in recent years examining the use of active vi-
bration control (AVC) for the mitigation of annoying vibrations in floor structures
(Hanagan, 1994; Nyawako, 2009; Dı´az and Reynolds, 2010a; 2009a). These have
been shown to be very effective at reducing the vibration responses of the floors.
However, when real floor structures are observed to require vibration mitigation,
it is generally only passive technologies such as tuned mass dampers (TMDs) that
are utilised; very rarely is AVC considered as it is still at a relatively new stage for
this application.
Whilst AVC is a fairly well developed technology in other fields, e.g. aeronautics,
space and marine, its use for the mitigation of floor vibrations is still emerging.
This is one of the reasons why the hardware associated with it is typically ex-
pensive. In addition to this, AVC has on-going costs associated with running the
active devices. Over the life of a building this could amount to substantial electric-
ity costs. The research in this chapter investigates the issue of on-going electricity
costs from the perspective of controller design.
Much research into AVC for floors has focussed on the use of direct output feed-
back (DOFB) controllers. For example, direct velocity feedback (DVF) has been
the basis of much research (Hanagan, 1994; Hanagan and Murray, 1998; Hanagan,
2005a). Here, the structural acceleration from the accelerometers is integrated and
a constant gain applied to the resulting velocity. In the absence of actuator dynam-
ics this acts to increase the structural damping. However, actuator dynamics have
a destabilising effect for high feedback gains. Developments from DVF have in-
cluded: response dependent velocity feedback (RDVF) (Nyawako and Reynolds,
2009); compensated acceleration feedback (CAF) (Dı´az and Reynolds, 2010a);
DVF with a feedthrough term (Dı´az and Reynolds, 2009a) and On-Off nonlinear
control (Dı´az and Reynolds, 2010b). These developments all utilise the key ben-
efit of DVF, namely that the structural damping is effectively enhanced, but offer
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some improvement. For example, RDVF effectively employs an automatic gain
selection for DVF, whilst CAF and DVF with a feedthrough term deal with some
of the instability issues brought about through the dynamics of the actuators. The
On-Off nonlinear control aims to eliminate stability issues that can arise through
non-optimal feedback gain choice when using DVF.
Alongside these developments, model-based (MB) controllers are being investi-
gated for this application; research in this field for the application of floor vibra-
tions is on-going however literature in this area is much less common. For exam-
ple, an LQR (Linear Quadratic Regulator) controller was examined by Nyawako
(2009) which used the threshold of human perception of vibrations and output
constrained control for the optimisation procedure. Further to this, independent
modal space control (IMSC) and Pole-Placement technologies have been inves-
tigated by Nyawako et al. (2012) to isolate individual problematic modes in an
attempt to reduce spillover instability and improve robust performance.
There are two aspects from the currently developed control laws that have po-
tential to facilitate savings in power requirements for AVC of floor vibrations.
Firstly, there is the possibility of using a model-based controller that utilises
known structural dynamics to control specific modes of vibration. For example,
IMSC provides a framework through which one can control low frequency modes
that are more likely to be problematic whilst leaving higher frequency modes un-
controlled. In theory, this could allow the controller to reduce the energy used for
control purposes whilst still achieving vibration mitigation performance for criti-
cal structural modes of vibration. Secondly, the use of a switching-off rule as used
in the on-off control could be utilised. This would allow the actuator to become
inactive during periods of low structural response and only be active when the re-
sponse exceeded a particular threshold. This chapter investigates these two ideas
through experimental research performed on a laboratory slab structure. Addi-
tionally, the use of a switching-off rule is further investigated through simulations
with realistic in-service loading on a finite element (FE) model of a floor.
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The development of the control algorithms is discussed in Section 5.2. Following
from this, the experimental investigation is discussed in Section 5.3 and the fur-
ther investigation into the switching-off rule is discussed in Section 5.4. Finally,
conclusions are drawn in Section 5.5.
5.2 Active Controllers
5.2.1 Direct Output Feedback Design
The direct output feedback controller used in this study is a modified form of
DVF. Here, the acceleration signal from the accelerometer is passed through a 2nd
order high-pass filter at 1Hz to remove low frequency components before being
integrated to yield a velocity signal. A 1st order low-pass filter is also included
at 50Hz to avoid the actuator attempting to control very high frequency modes
and noise. Finally, an actuator compensator is included to artificially reduce the
natural frequency and increase the damping ratio of the actuator. The feedback
gain is chosen such that a gain margin of 2 and a phase margin of 30◦ are achieved.
A saturation non-linearity at 2V is included in the command signal in order to
reduce the chance of stroke saturation occurring at low frequencies and to avoid
force saturation. In addition to this, for some of the tests a switching-off rule has
been incorporated to deactivate the actuator when the root mean square (RMS)
of a previous block of data is below a threshold value. The general schematic
which is used for both the DOFB controller and the MB controller is presented in
Figure 5.1, whilst the schematic for this DOFB controller is shown in Figure 5.2.
5.2.2 Model Based Design
The model based controller used in this study is an IMSC design, as described by
(Nyawako et al., 2012). The active control configuration is very similar to that
described in this study. It was demonstrated that one actuator and two accelerom-
eters can control the first mode of vibration whilst leaving the second mode un-
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Figure 5.1: General AVC Schematic
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Figure 5.2: Control architecture for the DVF controller
attenuated. Here, the simple dynamics of the structure are utilised to simplify the
design process. The structural mode shapes’ orthogonality condition is utilised,
resulting in the actuator being located at one third span and the two accelerome-
ters at third and two-third spans respectively. In this way, the accelerometers and
actuators are located at nodal points for modes 3-6, as shown in Figure 5.4 and the
phase of the second mode differs by exactly 180◦ between the two accelerometers.
This means that the acceleration signal from each accelerometer can be combined
and the resultant signal will only feedback to control the first mode of vibration.
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The controller schematic is shown in Figure 5.3.
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Figure 5.3: Controller design for IMSC
5.3 Experimental Investigation - Floor D
5.3.1 System Description for Floor D
Modal properties
The structure used for this testing is a laboratory slab strip at the University of
Sheffield. This is a 11.2m × 2.0m × 0.275m reinforced concrete slab spanning
10.8m between knife edge supports. The modal properties of this structure were
determined through a forced vibration test using one APS dynamics model 400
shaker located 2.9m from the support and 0.2m from the long edge of the slab, and
21 Honeywell QA accelerometers located on an irregular 3 × 7 grid throughout
the structure. This irregular grid was chosen to capture as many modes as possible
within the frequency band of interest. The data were processed in ME’scope and
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modal parameters identified using global curve fitting with the Ortho Polynomial
method. The resulting mode shapes are shown in Figure 5.4 and modal parameters
in Table 5.1.
(a) Mode 1 (b) Mode 2 (c) Mode 3
(d) Mode 4 (e) Mode 5 (f) Mode 6
Figure 5.4: First six modes of vibration of slab strip
Mode
Number
Natural
Frequency /
Hz
Damping
Ratio / %
Modal
Mass / kg
1 4.6 2.2 6010
2 16.8 0.5 6010
3 26.1 1.2 3540
4 28.7 1.1 21250
5 37.7 1.2 7310
6 51.4 2.3 2600
Table 5.1: Modal properties for first six modes of vibration of slab strip
The modal mass estimated for the fourth mode of vibration is very large. Indeed,
this is larger than the total mass of the structure itself and so cannot be physically
correct. This mode of vibration is very close, both in terms of frequency and
mode shape, to the third mode of vibration which makes it difficult to approximate
accurately. This mode splitting has occurred because the support conditions are
not perfectly simply supported there is a gap between support and structure at
one of the corners (Reynolds, 2000). The increased modal mass will reduce the
simulated response of the fourth mode. However, the modal mass for the third
mode of vibration is a much more realistic value and it is believed that the net
effect will be a response spectrum similar to reality.
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Walking force
The aim of this chapter is to determine and compare the typical power demand
from the active control system due to walking excitation. However, to allow for
accurate comparisons the excitation must be repeatable and human walking is not:
there is both intra- and inter-person variability with walking excitation (Zˇivanovic´
et al., 2007). Therefore, it was decided that the excitation would be provided by
another inertial mass actuator generating a force representative of walking. This
was done by converting a walking force time history into a command voltage such
that when this was used to drive the actuator a force representative of walking was
generated.
The force time history for a pedestrian walking at around 2.2Hz to 2.3Hz was
measured using an instrumented treadmill (Racic, 2009). This frequency of walk-
ing has a second harmonic that will excite the first structural mode of vibration.
However, it is very difficult to generate the component corresponding to the first
harmonic of this walking because of the stroke limits of the inertial mass actuator.
As this frequency component is not the primary cause of the structural response,
it was deemed justifiable to remove this component from the time history through
the use of an 8th order high-pass Butterworth filter at 3Hz. It is worth noting that a
high order filter, such as this, significantly modifies the phase of the signal. How-
ever, it has been shown that the phases between walking harmonics are random
(Zˇivanovic´ et al., 2007) so this additional phase contribution was not considered a
problem.
The actuator was driven in current mode so that the dynamics did not include the
third order lag term that is introduced by running in voltage mode. This meant
that the inverse was physically realisable because the numerator and denominator
coefficients were of the same order. However, the inverse of the actuator dynamics
were modified with the use of a 2nd order high-pass Butterworth filter at 0.5Hz to
avoid magnification of low frequency components, as shown in Figure 5.5.
151
Control Laws from the Power Demand Perspective Experimental Investigation - Floor D
Actuator Dynamics Pure Inverse Modified Inverse
10−2 10−1 100 101 102
−180
0
180
Frequency (Hz)
Ph
as
e 
(° )
 
 
10−2 10−1 100 101 102
−100
0
100
dB
 M
ag
ni
tu
de
Figure 5.5: Original and modified inverse of actuator dynamics
The net effect of all the filtering on the walking time history is shown in Fig-
ure 5.6a. Here, the original force time history after filtering at 3Hz is shown
along with the force measured from the actuator when simulating this force time
history. A close correlation is observed between the experimental force and the
filtered treadmill data, with the exception that the amplitude of the sharp peaks are
slightly reduced for the actuator force. A closer examination into the frequency
content of these two forces indicates that this can be considered negligible. A
fast fourier transform of similar time history segments of each force was calcu-
lated and these are presented in Figure 5.6b. It is apparent from Figure 5.6b that
above about 2Hz, the original treadmill force, the filtered treadmill force and the
force from the actuator are almost identical. There is a slight peak in the actuator
force which corresponds with the resonant peak of the actuator in current mode
at 1.38Hz. However, this peak is minimal and does not contribute significantly to
the response of the structure so is not problematic.
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5.3.2 Results for Floor D
The power demand of the actuator and amplifier was measured through the use of
a custom built power meter. This device samples the mains voltage and current
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supply at 2.8kHz to calculate the average power over 5 mains cycles (0.1 seconds).
The power meter was used to monitor the APS Electrodynamics model 124 EP
extended power amplifier when this was used to drive the APS Electrodynamics
model 400 shakers with attached reaction masses. Monitoring the power at this
point accounts for all losses within the amplifier and actuator circuit and therefore
is indicative of the amount of electricity the device is drawing from the grid.
Both controller types were configured on the laboratory slab structure as described
in Section 5.2, and frequency response function (FRF) measurements were taken
to validate the controllers were performing as expected. The results of this are
shown in Figure 5.7. Here it is observed that DVF successfully reduces the mag-
nitude of response for both modes, whilst IMSC reduces the response for mode
1, but does not reduce the response of mode 2. In fact, a slight increase in the
response is noted for mode 2. It is believed that this is due to the assumption that
the shape function at the location of both accelerometers is exactly equal and op-
posite for mode 2. However, slight differences could be expected in reality which
may result in the slight deterioration in response at this frequency.
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Figure 5.7: FRFs for DVF and IMSC controllers
As previously stated, the aim of this work is to investigate the power demand of
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AVC for human-induced floor vibrations. Therefore, two different walking time
histories were synthesised using the actuator: one at around 2.25Hz to achieve
resonance with the first mode of vibration through the second harmonic of the
walking force, and one at 2.5Hz to impart as much energy into the system at
higher frequencies as is realistic. The idea behind this second time history is
that the impulses due to each footfall will significantly excite the second mode
of vibration and so the difference between DVF and the IMSC controller (which
controls the first mode but does not control the second mode) should become
apparent. In addition to these forces, real walking was conducted on the slab strip
for comparative purposes. This set of walking types was applied to the structure
with 1) no control, 2) control using DVF controller, and 3) control using IMSC
controller. Note that the gain for both DVF and IMSC had to be reduced to 80% of
the original value for the case of the real walking excitation in order to avoid stroke
saturation from the quasi-static structural response to the 2.25Hz component of the
force.
Typical time histories for the acceleration response and the power demand are
shown in Figure 5.8, whilst the maximum response measured and average power
for each of the experiments is shown in Figure 5.9. The maximum response is
characterised by the R factor which is the maximum of the one second running
RMS of the Wb frequency weighted acceleration signal, normalised by 0.005m/s2.
These results show that both controllers reduce the maximum R factor recorded
for all walking excitation types, as should be expected. However, it is particularly
interesting to note the results for the 2.25Hz excitation which aimed to target the
first mode of vibration. Here, IMSC does not reduce the response of the struc-
ture as much as DVF despite the FRFs in Figure 5.7 showing the magnitude of
response for the first mode to be approximately equal for these two controllers.
This is because this excitation also has significant higher frequency components
that excited the second mode of vibration. Considering the power demand, it is im-
portant to note that the amplifiers were left running but had no command voltage
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Figure 5.8: Acceleration and average power measured for 2.25Hz synthesised
walking excitation
applied to them for the uncontrolled case. This is the reason why all uncontrolled
cases reported an average power of 114W - these are the overhead required for the
amplifier to run itself. A marginal improvement in the power demand for IMSC
over DVF was observed for all three excitation types. However, the response of
the structure is significantly higher with IMSC.
Variations in DVF Feedback Gain
In order to explore this area further, the feedback gain of the DVF controller was
systematically decreased and the experiment repeated. The resulting changes to
the controlled structure’s FRF are presented in Figure 5.10, and the results for
these controllers subject to the walking excitation are shown in Figure 5.11
It is apparent that by varying the feedback gain for DVF we have arrived at a set
of controllers that all lie closer to the utopian goal of zero response for zero power
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Figure 5.9: Maximum Response factor and average power measured for various
types of excitation
demand than the IMSC controller. This means that for this structure the DVF
controller is the preferred choice and this is due to the significant contribution to
the structural acceleration from the second mode of vibration. It is crucial to note
that this does not mean that DVF is “better” than IMSC or other model-based
controllers; it means that there is no benefit in designing a model-based controller
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Figure 5.11: Average power and maximum R factor for various feedback gains
(as indicated by % of optimal) of DVF and IMSC
to intentionally not control higher frequency modes (within a range excitable by
human walking) with the idea of reducing power consumption because little power
saving is made and the structural response can be significantly higher.
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Use of a Switching-Off Rule
The effect of using a switching-off rule is considered next. The idea here is to
prevent the actuator from working when the response of the structure is below
a threshold, such that power savings can be made whilst keeping the large re-
sponses low. The nature of the excitation/structural system in this study is such
that high response levels are achieved and maintained for the entire test duration.
This means that the switching-off rule must be set relatively high so that its effect
can be seen. A range of different thresholds were chosen, namely from R=4 to
R=8 (with frequency weightings applied assuming the response is dominated by
the first mode of vibration). In addition to this, a range of time periods used to
calculate the RMS response were considered - 1s, 0.5s and 0.25s. A 2nd order
high pass filter at 1Hz was used to remove low frequency components of the mea-
sured acceleration before the RMS block was calculated. The differences in both
vibration response and average power are very small for the controllers tested.
This means that the results are more strongly influenced by both external excita-
tion and variance in the amplifier overhead. Therefore, to improve reliability of
the experiments, each test was repeated several times and averages of the results
were taken. These averaged results from all the tests with the switching-off rule
for DVF are shown in Figure 5.12 where they are compared with the results for
varying the gain in DVF. Here it is seen that by using a high threshold, i.e. a higher
level of response is permitted before the actuator turns on, the maximum response
is increased and the average power is decreased. This effect is observed for all
RMS block sizes. However, when compared with a simple linear decrease in the
gain for DVF it is seen that reducing the gain is a more effective solution for this
situation; the average power required for a certain level of response is high when
using a switching-off rule. The reason for this can be found by examining the time
history of the power demand and structural response, as shown in Figure 5.13. The
threshold for the switching-off rule in the controller shown in Figure 5.13 is at an
RMS acceleration of 0.042m/s2 which approximately equates to an R factor of 8.
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160
Control Laws from the Power Demand Perspective Experimental Investigation - Floor D
The power demand for the switching-off controller rises rapidly to a high level as
soon as the threshold is exceeded. As the response reduces below the threshold
the controller switches off. However the continuous excitation will cause an in-
crease in the response. This means that at the instant in time when the response
increases above the threshold again, the controller will have to work harder to
reduce the response than if it had been working all the time. In addition to this,
the delay introduced by having to wait one second to determine the RMS of the
acceleration means that the response could actually be higher than the threshold.
Evidence of this is seen in Figure 5.13 where the same threshold values are used
for each block size, but the response factor measured is lower for the smaller
blocks. The continuous nature of the excitation used in these tests meant that the
response alternated between being under and over the switching-off threshold rel-
atively rapidly. This increases the proportion of power spikes relative to the total
duration. As Figure 5.13 shows, the power demand is low when the response is
below threshold, high immediately after the response exceeds the threshold, and
approximately the same as the controller without a switching-off rule once the
response has exceeded the threshold for a short duration. Therefore, the effective-
ness of using a switching-off controller is dependent on the ratio of low to high
levels of response.
Finally, a relatively simple deadzone was considered. This is effectively a special
case of the switching-off rule where the block size for calculating the RMS of the
acceleration is one sample. Thresholds varying from R=1 to R=8 were considered
(with the same assumption of frequency weighting being for the first mode of
vibration as in previous tests). The results of this are shown in Figure 5.14. Here,
again the compromise between increase in response and reduction in power is
observed as the deadzone threshold changes. However, all the solutions lie further
from the utopian goal compared with simply changing the DVF gain.
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5.4 Numerical Investigation - Floor A
Additional simulations were performed using the switching-off rule to further in-
vestigate the possible effectiveness of this control law. This involved simulating
typical office loading onto a model of a real structure rather than using the contin-
uous excitation from just a single pedestrian as considered in Section 5.3.2. This
loading has longer periods of relative quiet and so has the potential to demonstrate
the benefits of using a switching-off rule more effectively. It is important to note
one of the limitations with this method: namely, that the office loading (as vali-
dated in Section 4.4.3) does not have any constant noise applied to it to simulate
the small effects of non-pedestrian excitation (e.g. internal machinery, transmitted
external vibrations etc.). This means that depending on how long each pedestri-
ans route is there could be times when there is absolutely no excitation. In this
situation, both a linear DVF controller and a DVF controller with a switching-off
rule would generate 0.0V command voltage. However, it is expected that this sit-
uation would arise relatively infrequently, especially compared with the situation
where pedestrian excitation occurs a significant distance from a particular actuator
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and so would generate a small structural response at that location. In this latter
situation the two controllers would generate different command voltages.
5.4.1 System Description for Floor A
The structure chosen for this investigation was the 130mm structural variation of
Floor A, as described in Section 3.2. This is a composite structure of steel and
concrete. A depth of 130mm has been used for the composite slab that spans be-
tween the long-span asymmetric cellular secondary beams. These are 748× 152 /
210 × 72.2ACB and the short-span primary beams are 457 × 191 × 74UB. Full-
height partitions and a lift shaft and staircase core have been added to make the
mode shapes more realistic by splitting up the very regular and global modes that
would otherwise be expected from the bay layout in this structure. The in-service
office loading used as the excitation in this analysis is discussed in Section 6.5.2.
As in previous studies the same excitation was applied for each controller type,
though this excitation itself was randomly generated.
A baseline level of power demand for a given maximum structural response was
derived by varying the feedback gain of a linear DVF controller from 0% to 100%
of the desired maximum gain.
The switching-off rule has two key parameters that define its operation: the thresh-
old that the calculated RMS of the structural response must reach before control
is activated from the ‘off’ state, and the time period over which the RMS of the
response is calculated. Both of these parameters were varied during the tests. The
response threshold was varied through R=1, R=2 and R=3, whilst the RMS time
was varied through 0.2s, 0.5s, 1s, 2s and 5s. Whilst these parameters were varied,
a constant value of T=1s and R=1 were used for each variable respectively.
Additionally, a ‘quiet’ office environment was also simulated which had two peo-
ple starting every minute rather than five. This was done to investigate how the
reduced loading in this scenario affected the efficiency of the switching-off rule.
163
Control Laws from the Power Demand Perspective Numerical Investigation - Floor A
5.4.2 Results for Floor A
The results from these simulations are demonstrated in Figure 5.15. Here, each
point represents a single simulation run, characterised by the average power de-
mand during that test (using the correlation between drive voltage as derived in
Section 6.5.1) and the response of the most responsive location on the floor.
Firstly, considering the power demand with respect to the absolute maximum re-
sponse, as shown in Figure 5.15a, the use of the switching-off rule does appear to
be beneficial with respect to the use of DVF for some choices of switching-off pa-
rameters. However, it should be noted that the differences are relatively small. To
investigate this further it is interesting to compare selected time history samples
from similar runs.
Figure 5.16 shows the structural response at the position of the first actuator (at
x = 7.5m, y = 4.6m) and the power demand for this actuator too. Note, that this
does not show the location or indeed necessarily the same run as that which gen-
erated the maximum response - it was deemed more appropriate to compare the
same test run and location each time regardless of the results summary. DVF with
a gain of 60% of maximum and a switching-off rule with RMS duration 1s and
threshold value R=1 are the blue and green lines respectively. The DVF controller
continuously attempts to reduce the structural response whilst the switching-off
rule only does this when the RMS of the response exceeds the threshold value.
The calculation of the RMS of the response necessarily incurs a delay in the time
it takes for the controller to become active again, meaning that the response may
have actually exceeded the threshold value by the time the controller turns on.
This is evident in Figure 5.16b where the response for the switching-off rule ex-
ceeds the threshold and then is controlled.
These two runs have similar maximum responses but the average power require-
ments for the switching-off rule are lower. When the power demand rises, the
switching-off rule power demand rises to a higher level than the DVF rule. This
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Figure 5.15: Summary of power demand results for various controllers under nor-
mal office loading
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Figure 5.16: Time history for structural response and actuator power demand for
one run with Switching-Off rule and DVF at 60%
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is especially evident in the zoomed in view (Figure 5.16b). However, it should be
noted that the difference in power is relatively small, as will be highlighted later.
The key difference between these simulations is the structural response. As noted
earlier, this is not the time history which shows the overall maximum response.
However, in this run the maximum recorded response is a transient phenomenon
and is approximately the same for these two runs, but the response at other times is
consistently lower for DVF compared with the switching-off rule. This is because
the response is relatively low so the switching-off rule is in an inactive state. This
saves power and compensates for the fact that when there is a higher response the
switching-off rule has an increased power demand.
Following from this, it is interesting to compare these results with two other cases
that have similar responses - DVF with a gain of 5% and a switching-off rule with
RMS duration 1s and threshold value R=2 as shown in Figure 5.17.
In this comparison it is evident that the structural response is generally higher
for both scenarios; this is expected given the lower DVF gain and the increased
threshold for the switching-off rule. However, in this scenario the two controllers
effectively achieve the same level of response all the time. This results in a 5%
exceedence response which is similar for the two controllers. However, there is a
significant difference between the power demand for these controllers. The DVF
controller has a low power demand all the time, even during periods of relatively
high excitation, as seen in Figure 5.17b. This is because the gain is so low that the
actuator effort is minimal. However, the switching-off rule has a gain of 100% so
when the structural response does exceed the threshold the power demand is very
high. Looking closer at the time history of the structural response, it is apparent
that the switching-off rule reduces the response in small bursts, using lots of power
as soon as the response exceeds the threshold and reducing the response to near
zero and hence turning off the controller. The response then increases because
the excitation is still present and the pattern repeats. In this situation, the small
gain that is present for the DVF controller is sufficient to keep the response to
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Figure 5.17: Time history for structural response and actuator power demand for
one run with Switching-Off rule and DVF at 5%
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approximately the same level as this threshold, whilst operating continuously it
has a much smaller power demand. As the power demand at other times is very
similar between the two controllers - the net effect is that the switching-off rule
achieves the same level of response but at a greater power cost.
As mentioned earlier, a ‘quiet’ office environment was also simulated to investi-
gate how this would affect the efficiency of the switching-off rule. This was done
by decreasing the number of pedestrians starting to walk on the structure from five
people per minute to two people per minute. The average power and structural re-
sponse were measured in a similar way to that for the ‘normal’ office environment
and the results are presented in Figure 5.18.
The results from these simulations are similar to those for the ‘normal’ office
environment shown in Figure 5.15, particularly for the 5% exceedence case. It is
clear from Figure 5.18 that both the maximum response and the 5% exceedence
response are lower in the quieter office and so too are the power requirements -
which makes sense given the reduced applied load. This means that the period
of time when the switching-off rule is in the inactive state compared with the
standard DVF controller is increased. The maximum response for all switching-
off rules is above the thresholds used, so is similar to (though understandably
slightly higher because of the time delays involved in calculating the RMS of the
response) the case with DVF with 100% gain. This explains why the switching
off rule appears more beneficial for the 0% exceedence response measurement. In
contrast, the DVF controller works in the same manner as for the ‘normal’ office
environment - namely, the actuator effort is low but continuous. This keeps the
general response low and because the gain is low, so too is the power requirement.
The switching-off rules with a threshold of R=1 successfully keep the response
below this value, but the high gains they use when they are active means that the
power requirements are high.
The results from these simulations match well with the experimental results pre-
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Figure 5.18: Summary of power demand results for various controllers under
‘quiet’ office loading
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sented in Section 5.3. The same general relationship between average power and
response factor was observed for the varying gains with DVF. Additionally, the use
of the switching-off rule also matches well - in the experimental case with contin-
uous excitation the switching-off rule does not perform as well because there are
no significant quiet periods for it to improve its average power.
One feature common to all these results is the non-linear relationship between
the power demand and the structural response. Diminishing returns are observed
for higher gains with respect to the reduction in response for a given increase
in power. Considering this from another perspective, this non-linearity can be
utilised to facilitate savings in power demand for a relatively small increase in the
structural response. As observed in Figures 5.15 and 5.18 this applies both to the
absolute maximum and to the 5% exceedence response.
Additionally, it is interesting to compare the FRF plots for the controllers with
these varying gains at actuator location 1. These are shown in Figure 5.19.
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Figure 5.19: FRF magnitude plots for structure at actuator location 1 for a variety
of DVF gains
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Although the 5% and 0% exceedence responses are much more complicated than
the FRF magnitude at a single location, a similar diminishing returns in the re-
sponse reduction is observed for increasing gains. This mirrors the diminishing
returns seen for the 5% and 0% exceedence responses. Indeed, when the root lo-
cus plot for this controller, as shown in Figure 5.20, is examined the reason for
this becomes evident.
Here, the mode at about 7.3Hz has very significant additional levels of damp-
ing introduced as the feedback gain increases. This is highlighted in Figure 5.21
which plots the damping for this mode for various feedback gains.
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Figure 5.20: Root locus plot for controller design at location 1
For gains below about 0.45 of the design gain the damping increases rapidly. How-
ever, this reaches a peak at about 0.5 of the design gain and then steadily decreases
up to the design gain. However, although the damping is decreasing with in-
creased feedback gain, this does not mean that the response is also increasing; it
is believed that these gain levels corresponds to the beginning of the formation of
a nodal point at this location which is how further improvements in the response
at this location are achieved (Preumont, 2002). Recall that the feedback gain was
chosen to meet specific stability margins with the understanding that the response
will decrease with increased feedback gain up to this point. This is indeed ob-
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Figure 5.21: Variation in damping ratio with respect to feedback gain
served in both the FRF plot of Figure 5.10 and the response plots of Figures 5.15
and 5.18. It is possible that with this decrease in damping the response is actually
increased at other locations. Therefore, there could be an improved control design
based on global response minimisation using maximisation of damping. Natu-
rally, when there are many modes of vibration in a specific band of interest then
there is some degree of subjectivity as to how the optimum damping values for
each mode are combined. Additionally, it should be noted that the poles relating
to the other two peaks observed in the bode plot of Figure 5.19 in the 5 to 10Hz
region also have increases in damping for increased feedback gain, but the levels
of damping introduced are much smaller and so are not visible in the root locus
plot of Figure 5.20.
This has potentially significant benefits: a reduced gain increases the stability mar-
gins of the system and reduces the possibility of stroke saturation which can both
damage the actuators and can also potentially destabilise the system. Furthermore,
it may be possible to extend this to utilise smaller, cheaper, actuators given that the
force capacity can be reduced without significant increasing the response. As one
of the key costs associated with active control is the initial cost of the actuators
this could have significant benefits.
173
Control Laws from the Power Demand Perspective Conclusions
5.5 Conclusions
The power requirements of various active control configurations have been in-
vestigated. A repeatable walking force has been generated by inertial actuators,
which facilitates direct comparisons between controller types for the same excita-
tion input.
It immediately became apparent that there is a high power demand from these
actuators when the force output from the actuator is zero. These overheads con-
tribute a significant portion of the total average power demand from the shakers:
the largest average power recorded was about 270W indicating that, for these tests,
at best the overheads accounted for 40% of the total and typically they accounted
for the majority of the power consumption. Future work should certainly inves-
tigate the use of improved actuation technology that has much lower overheads.
Work to this effect is actually already in progress - preliminary results show that
the overhead power of an inverter used to replace the current amplifiers for a new
actuator technology, as discussed in Section 6.5.3 are approximately 24W. This is
a significant improvement on the APS Dynamics amplifiers and with this level of
overhead the relatively small changes in power exhibited by the differing control
laws will become much more important.
With regards to specific controllers tested, it was observed that no significant
power savings were made by using IMSC to intentionally not control the second
vertical mode of vibration, when compared with a simple DVF controller. Indeed,
the marginal power savings made are far outweighed by the increase in response
despite the relatively high frequency of this mode.
For this excitation type the most effective way to reduce the power requirements
of the controller are to use a simple DVF controller with a reduced feedback gain.
Although the use of a switching-off rule did achieve power savings, the struc-
tural response was higher than DVF for any given average power requirement.
However, other excitation types may not result in the same conclusion: the ef-
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fectiveness of the switching-off rule is dependent on the proportion of time the
controller switches from inactive to active resulting in large transient increases in
power demand. The use of a deadzone (i.e. a switching-off rule with block size
of one) was similarly not as effective as a simple reduction in feedback gain for
DVF.
The non-linear relationship between response reduction and power demand has
the potential to realise some further improvements to AVC installations; by using
a reduced feedback gain it is possible to make power savings and also decrease
the possibility of stroke saturation. This in turn means that smaller actuators could
be used which may permit significantly decreased installation costs.
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Chapter 6
A Life Cycle Analysis
Whilst Chapter 3 demonstrated the significant reductions in response that can be
achieved with active control, the costs of doing so were not considered at all.
These are investigated in this Chapter by studying what the economical and envi-
ronmental costs of an active control implementation would be over the entire life
of a building. The contents of this chapter are an adapted form of a paper sub-
mitted to the ASCE Journal of Structural Engineering. Details of this paper are as
follows:
M J Hudson and P Reynolds. A Life Cycle Analysis of an Office
Floor With Active Vibration Control. ASCE Journal of Structural
Engineering, In Review, 2013b.
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6.1 Introduction
The vibration problems associated with many slender floor structures can be reme-
diated through the use of active vibration control (AVC). AVC involves measuring
the dynamic response of a structure, processing the acquired signals and then us-
ing these to derive force signals to be applied to the structure so that its response
is reduced. This approach has numerous advantages over other vibration mitiga-
tion techniques such as structural redesign. For example, adding columns or props
would likely be architecturally undesirable and adding concrete mass to the floor
necessarily involves the use of much more material and is very disruptive during
the remediation phase. Meanwhile, AVC has the advantage of being composed of
a set of small units that can be distributed around the underside of a floor. Hence
it is unobtrusive and does not require additional structural material. However, it
does have the disadvantage of on-going running costs and because this technology
is very new for this application it can be very expensive to set up initially.
Taking this use of AVC further, one might design a floor structure from the out-
set to incorporate AVC to ensure it meets its vibration serviceability limits. This
makes it possible to create more slender structures which require fewer construc-
tion materials whilst still having low vibration levels. This concept of integrating
AVC into the design of a structure has been researched previously for other appli-
cations of AVC. For example, Pil and Haruhiko (1996) present a recursive method
for designing a mechatronic system with vibration control. Park and Koh (2004)
use genetic algorithms to optimise the design of a ten-storey earthquake-excited
building incorporating active tendon control where both the structural stiffness of
each floor and the number and distribution of actuators were some of the design
variables optimised. Additionally, Molter et al. (2012) present a methodology
for designing the topology of a cantilever beam with AVC at specific locations,
with the aim of reducing the tip displacement from the first two vibration modes.
However, to the author’s knowledge there exists no study into the incorporation
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of AVC into the design of new floor structures and no consideration as to the
potential advantages and disadvantages that this might have.
The choice to include AVC at the design stage is significantly different to the
remediation case discussed previously because a deliberate decision would have
been made with the knowledge that the structure would fail vibration service-
ability without AVC. Therefore, there must be a solid rationale for making this
choice. This chapter aims to investigate this issue by considering the advantages
and disadvantage of utilising AVC in a typical floor structure’s design. Here, both
the environmental and the economic aspects are considered. This study takes the
form of a life cycle analysis (LCA) of the floors, both with and without active con-
trol. The main factors considered are: 1) the construction material savings made
possible through the use of AVC; 2) the additional initial cost of the AVC system
and 3) the on-going costs of the AVC system for the lifetime of the building. All of
the initial costs can be considered as ‘embodied’ costs, whilst all costs associated
with the day to day usage of the building can be considered as ‘operating’ costs.
The inclusion of AVC into a structure will reduce the embodied costs of a building
through structural material savings, whilst increasing the operating costs through
AVC’s on-going electrical and maintenance costs. Therefore, to determine the po-
tential benefits of including AVC from the design stage, the amount by which the
embodied and operating costs change must be quantified.
The choice of controller used throughout this study is discussed in Section 6.2 and
the test structure is described in Section 6.3. Next, all the factors that affect the
embodied costs (both environmental and economic) are discussed in Section 6.4.
Following from this, the operating costs are discussed in Section 6.5. Finally, the
results are discussed in Section 6.6 and conclusions are drawn in Section 6.7.
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6.2 Active Control Implementation
Previous research has investigated numerous controllers which aim to improve the
performance of AVC, most of which of which are predominantly based on direct
velocity feedback. The key idea behind this controller is to increase the structural
damping by feeding back the structural velocity and applying a force proportional
to this. The structural damping naturally present in floors is generally very low
so this is a particularly attractive control law as very significant improvements in
the response of the structure can be achieved (Hanagan, 1994; Dı´az et al., 2012b;
Dı´az and Reynolds, 2009a; Nyawako and Reynolds, 2009). The controller used
throughout this study is a modified form of Direct Velocity Feedback (DVF) and
the schematic for this controller is shown in Figure 6.1. In practice, accelerometers
AB
Actuator
compensator
DVFSaturationActuator
High pass
filter
IntegratorLow pass
filter
Gain
Figure 6.1: AVC schematic
are generally used to monitor the structural response, therefore the signal from
these must be integrated to derive a velocity signal. However, a high pass filter
must be incorporated to avoid low frequency amplification resulting from this
integration, and conversely a low pass filter must be incorporated to avoid high
frequency signals from noise on the signal line. Both of these filters are included
in the controller, being represented as a 2nd order high pass filter with a cutoff
frequency of 1Hz and a 2nd order low pass filter with a cutoff frequency of 50Hz
respectively.
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The inherent dynamics of the actuator are not ideally suited to the application
of active control; in order to reduce the chance that the stroke of the actuator be
exceeded a compensator was applied such that the dynamics of the actuator are
effectively modified to have a natural frequency of 1Hz and a damping ratio of 0.7.
This compensator works through pole-zero cancellation of the original actuator
dynamics. Whilst this is generally not a recommended approach for the control
of structures (Preumont, 2002) the dynamics of the actuators can be determined
accurately and so this approach is considered sufficiently robust.
The signal from a single accelerometer is used to derive the command voltage that
drives a corresponding single actuator. Large civil structure will require more than
one actuator/sensor pair to control the entire structure sufficiently. The approach
used here is to decentralise the DVF controller; that is, each actuator/sensor pair
acts to reduce the response at its location based on information at that point only,
as shown in Figure 6.2.
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Figure 6.2: Decentralised AVC configuration
The feedback gain for each actuator/sensor pair was first chosen such that when
the system was evaluated using the generalised Nyquist criterion, a gain margin of
2.0 and a phase margin of 30◦ were achieved. However, there will be some degree
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of interaction between the different controllers wherever there are non-zero mode
shape amplitudes at multiple actuator/sensor locations. This tends to have the
effect of reducing the stability of the system so the phase and gain margins of the
global system will be lower than those of each independent loop. To deal with
this, the feedback gains applied for all control loops were decreased by the same
proportion until the overall stability margins were 2.0 and 30◦ for gain and phase
respectively. Note, that the non-linear trade-off between performance and power
demand for the controller, as discussed in Chapter 5, was not utilised in this study
for simplicity and because the power saving is relatively small compared with the
power overheads. However, future work could incorporate this saving.
Finally, the command voltage is passed through a saturation nonlinearity before it
is sent to the actuator amplifiers. This helps to prevent force saturation and acts as
a further strategy to help reduce the possibility of stroke saturation. In the current
study, this saturation voltage was set at 1V.
6.3 Description of Test Structure
For the purposes of this study a notional test structure was designed. This was
a five-storey steel framed office building with a composite steel/concrete floor
slab. The elevation along the long building wall is shown in Figure 6.3 and the
layout of one of the floors is shown in Figure 6.4. The key areas of interest in
this structure are the first to fourth floors where AVC is simulated; it is assumed
that the ground floor would not have a vibration serviceability issue. The upper
floors are assumed to be identical in construction. Details for this floor structure
have been previously described in Hudson et al. (2011). The column grid used
is 15m × 6m, with 6m long primary beams spanning between the columns and
15m long secondary beams spanning between the columns and primary beams
at 3m spacings. The composite steel/concrete slab spans between the secondary
beams and has an initial design depth of 130mm. This floor is a relatively slender
structure with large panels and subsequently has modes that are easier to control
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Figure 6.4: Structural Layout for Test Floor
with fewer actuators. Most structures have irregularities in the structural layout
which tend to break up the very global modes of vibration and make them more
localised. In order to simulate this a lift shaft and staircase have been included.
Also, two full-height partitions have been modelled to break up this otherwise
very large floor area. These are indicated by the thick dashed lines on Figure 6.4.
The member sizes for this structure were chosen to meet ultimate limit state (ULS)
and deflection criteria when a 130mm slab depth was chosen. Asymmetric cellular
beams were used as the long-span secondary beams because of the long distance
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these relatively light members can span. These were sized at 748 × 152 \ 210 ×
72.2ACB, whilst the primary beams were sized at 457× 191× 74UB. In addition,
columns were modelled from the floor below to the floor above the floor in ques-
tion, fixed at each end. 305 × 305 × 198UC columns were chosen as these met
ULS criteria for the calculated load on the lowest storey. The finite element model
was created in ANSYS (ANSYS, 2000). All beams were modelled using the el-
ement type BEAM44 which is uniaxial with tension, compression, bending and
torsion capabilities (ANSYS, 2000). In addition, this element type permits an off-
set to be supplied; this feature was utilised to model the composite action between
these beams and the concrete slab as accurately as possible, in accordance with
design recommendations (Smith et al., 2007). This slab was modelled using the
orthotropic element SHELL63. A constant depth was used for each slab element
but the Young’s modulus was reduced in the weaker direction and the material
density modified such that the properties of the profiled decking were incorpo-
rated (Smith et al., 2007). The depth of the slab was initially taken as 130mm
but varied between each structural design, as is discussed in Section 6.4.1. Other
standard modelling assumptions were included, namely that: all connections were
assumed to be fully fixed; loading was taken to be 100% of dead load and 10% of
imposed load; and the dynamic young’s modulus of concrete was used (Pavic´ and
Willford, 2005; Smith et al., 2007).
The staircase floor and lift shaft walls were modelled as concrete plates of thick-
ness 300mm and 150mm respectively, and the partitions were modelled as per the
methodology of Miskovic et al. (2009), thereby being 1m long vertical elements
with axial stiffness only with magnitude 1.0× 108N/m.
A modal analysis of the floor resulted in the mode shapes as shown in Figure 6.5.
It is observed that these mode shapes are relatively localised, as intended by the
addition of the lift shaft, staircase core and the partitions. A 2% level of damping
for each mode was assumed. This was based on the fact that this is still a very
open plan office layout and so there are fewer mechanisms through which damp-
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ing could be added to the furnished structure. This value lies between the SCI
guidance values Smith et al. (2007) which recommends 1.1% for bare floors and
3.0% for fully fitted out floors.
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Figure 6.5: First six modes of test structure
6.4 Embodied costs
The embodied costs are those associated with the construction of the building.
In this study, only the changes in embodied energy through the different struc-
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tural design are considered, relative to a benchmark structure. This benchmark
structure is taken to be the structure required to meet vibration serviceability lim-
its without the use of active control. Following from this, more slender building
designs are generated that utilise active control in order to meet the vibration ser-
viceability requirements. These more slender structures can therefore be thought
of as having negative embodied costs, relative to the benchmark structure because
they have required fewer materials in their construction. In this study the depth of
the floor slab is varied to make the floor structures more slender. However, this
in turn can lead to decreased column and foundation sizes due to the reduced self
weight of the structure. However, the inclusion of AVC will also incur a ‘positive’
embodied cost which reduces, to some extent, the benefits from material savings.
The embodied costs considered in this study are financial, embodied energy (EE)
and embodied carbon (EC). The EC in this study also includes the contributions
from other greenhouse gases such as methane, carbon monoxide and dinitrogen
monoxide in their equivalent CO2 mass, often referred to as CO2e.
6.4.1 Methodology for Determining Material Savings
It was decided that the dynamic response of the uncontrolled structure should
not be evaluated using the methodology provided by Appendix G of the Post-
Tensioned Concrete Floors Design Handbook (Pavic´ and Willford, 2005) or simi-
lar modern design guides because these methods cannot incorporate the feedback
and nonlinear properties of AVC. Therefore, to be consistent with both uncon-
trolled and controlled analyses, the response of the structure had to be simulated
using a different methodology.
The approach chosen was to simulate a person walking on the spot for a total
of 20 steps at a grid of points throughout the structure. Ground reaction forces,
measured from an instrumented treadmill (Racic, 2009) at a variety of walking
paces, were utilised to simulate the walking. The pacing rates chosen increased in
0.05Hz increments from 1.5Hz to 2.5Hz. Where the desired pacing rate differed
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slightly to the pacing rate of an available measurement, the closest match was
scaled accordingly in the time domain to represent this more accurately.
The response at each location was calculated for a range of pacing frequencies and
from these the worst case response was calculated. The acceleration response was
then weighted by the Wb filter from BSI (2008) to account for the human body’s
frequency dependent sensitivity to vibrations, and this weighted acceleration was
then used to calculate the response factor, R. This was calculated as the maximum
value of the running 1s root mean square (RMS) of the weighted acceleration re-
sponse, normalised by 0.005m/s2. The calculated response factor for each point in
the structure was compared with recommended limits. For a quiet office environ-
ment this is taken to be a response factor of 4 (BSI, 1992). It should be noted that
more recent standards (BSI, 2008) no longer use this response factor to determine
the vibration serviceability limit of a floor, instead preferring the vibration dose
value (VDV). However, this is not easily calculated for the excitation type consid-
ered here because of the VDVs dependence on duration. Therefore for simplicity
the response factor is used as the determining response measurement of the floor.
The depth of the slab was sequentially increased from its initial depth and the
response recalculated for the entire floor area in each new structure. This was
repeated until the response for the uncontrolled state met vibration serviceability
limits and this depth of slab was taken as the reference floor against which other
designs have some material savings.
The locations for applying AVC were determined by considering the points of
the uncontrolled structure that had a high response, in addition to considering the
configuration of the mode shapes in order to increase controllability and observ-
ability from each controller. The response calculations were repeated for the more
slender structures with AVC. Consequently, the potential material savings on each
floor were thus calculated from the difference between the minimum slab depth
that met vibration serviceability limits in the uncontrolled state and the slab depth
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for the controlled floors. There are also material savings that can be realised in
the columns and supporting substructure due to the reduced dead load from each
floor. Therefore, the columns, piles and pile caps were designed for each structure
and the corresponding material savings calculated.
6.4.2 Material Savings on the Test Floor
The response of the floor was determined using the methodology described in
Section 6.4.1. This was performed for the initial design with a slab depth of
130mm for all modes up to 20Hz (the first 25 modes). In addition to this, the re-
sponses from two other models were calculated. These had increased slab depths
of 170mm and 210mm in an attempt to reduce the vibration response in the uncon-
trolled conditions. The mode shapes for these structures are not presented because
they are very similar to those shown in Figure 6.5. Interestingly, the fundamental
natural frequency of the structures does not decrease significantly despite the ad-
ditional mass; actually a slight increase of 0.1Hz is observed for the most extreme
case. This is because the concrete slab acts compositely with the steel beams so an
increase in concrete depth also results in an increase in stiffness which acts to in-
crease the natural frequencies. The simulations for these structures also included
modes of vibration up to 20Hz, equating to the first 22 and 20 modes respectively
for the structures with a 170mm and 210mm slab depth.
The resultant response data for all three structures are represented in Figures 6.6-
6.8 as contour plots of the maximum response achieved at each location regardless
of excitation frequency. Note that a nonlinear colour scheme has been employed
here to highlight the areas of the floor that exceed the response factor limit of R=4.
The response for the structure with a 130mm slab depth is much greater than
R=4 in six large areas and the absolute maximum response is 10.6. As the slab
depth increases to 170mm and 210mm the response is indeed reduced, with abso-
lute maximum responses being 7.0 and 5.4 respectively. All of these maxima are
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Figure 6.7: Uncontrolled response for 170mm slab depth
greater than the limit of R=4. However, the 210mm structure does not exceed this
limit in many locations - it is only two small areas where the response is large.
This point is demonstrated by examining the percentage of the floor that fails to
meet the vibration serviceability limits, as shown in Table 6.1.
It was decided that the relatively small area of the floor that exceeded the limit
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Figure 6.8: Uncontrolled response for 210mm slab depth
Table 6.1: Response Summary for Floor B Structural Options
Slab Depth Maximum R Factor Percentage of Floor with R>4
(mm) Uncontrolled Controlled Uncontrolled Controlled
130 10.62 5.51 29.55 3.46
170 6.95 4.74 7.4 0.87
210 5.37 n/a 1.95 n/a
for the 210mm structure would not be likely to attract complaints from tenants
on this floor, so this was deemed an acceptable structure in terms of the vibration
serviceability limits. Therefore, having computed the benchmark structure (the
uncontrolled structure with a 210mm deep slab), the next part of the investiga-
tion was to calculate the response of the other two structures (with slab depths of
130mm and 170mm) with control to bring them in line with the vibration service-
ability limits. The minimum number of actuators/sensors required to achieve this
were chosen, with their locations based on both areas of high response and the
mode shapes in order to maximise controllability and observability. The locations
chosen are shown in Figures 6.9-6.10.
The response of the controlled structure was calculated in the same way as for the
uncontrolled structure, and the results of this analysis are provided in Figures 6.9-
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6.10. The effect that AVC has on the structural response is quite apparent in
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Figure 6.9: Controlled response for 130mm slab depth
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Figure 6.10: Uncontrolled response for 170mm slab depth
these contour plots. The areas of high response in the uncontrolled case have been
effectively eliminated and it is only the regions further from the actuators where
the response is slightly higher than R=4. The control law shown for the 130mm
structure involves ten actuators/sensors. However, it is worth noting that when
only six actuators/sensors are used for this slab most of the areas of high response
are satisfactorily reduced, but there are several small areas of response that exceed
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the limit of R=4 and which in total cover 7.47% of the floor area. This was deemed
too high to be acceptable so additional actuators were required for this structure.
It is possible that with an improved controller design these additional actuators
may not be necessary.
A total of five actuators were required to bring the response of the 170mm struc-
ture to within vibration serviceability limits. It is interesting to note that one of the
locations for these actuators in is in area where the response of the uncontrolled
structure was less than R=4. This is because each control loop was designed to
reduce the response for its single location only; not using any information about
other locations. The reason for this is possibly best explained through reference
to Figure 6.2. If one considers the case where n = 2 and K22 = Ga22 = 0 then
the structural responses, a1 and a2 are given by Equations 6.1 and 6.2,
a1 = G11(f1 +Ga11K11a1) +G12f2 (6.1)
a2 = G21(f1 +Ga11K11a1) +G22f2 (6.2)
where G is the structural dynamics, f is the excitation force, Ga is the actuator
dynamics, K is the feedback compensator, and the subscripts refer to degrees of
freedom. K11 is designed to reduce a1 by consideringG11, i.e. Equation 6.1, but it
also has an effect on a2 throughG21, i.e. Equation 6.2. The zeros ofG21 will differ
to those of the collocated G11 system, so there is no guarantee that the beneficial
effects ofK11 will also apply to a2. In order to avoid this problem, eitherK11 must
be designed using information about point 2 or K22 and Ga22 must be non-zero
(i.e. another actuator/sensor pair is included) and designed to reduce the response
of G22. Here, the latter option is chosen for simplicity.
The results of this study revealed three possible design options: an uncontrolled
structure with slab depth of 210mm and two controlled structures with slab depths
of 130mm and 170mm. This demonstrates that significant material savings can be
realised through the use of AVC: in this study, savings of 80mm and 40mm off the
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slab depth were made. For the floor plan of these structures this equated to total
volumes of 86.4m3 and 43.2m3 respectively.
The equivalent EE and EC for this concrete were calculated by multiplying the
mass of the concrete by coefficients from the database provided by Hammond and
Jones (2008). Here, it is assumed that the additional concrete from the base case
of 130mm is the same concrete as is used for the rest of the concrete slab - i.e.
only one layer of concrete is formed. Although this additional concrete would not
have any structural requirements, it is unlikely that a separation would be used in
practice. Therefore, reinforced concrete of strength 25/30MPa with 110kg rebar
per m3 concrete was assumed, and this has EE and EC coefficients 1.92MJ/kg
and 0.198kgCO2e/kg. The low embodied energy of this material means that trans-
portation could become significant. The data provided in the ICE database (Ham-
mond and Jones, 2008) is from cradle to gate, i.e. it does not include the EE
required for getting from the production gates to the site. In 2007 the average
transportation distance by road for ready-mix concrete was 8.3km (Quarry Prod-
ucts Association, 2008), and the EE and EC of road freight transport were calcu-
lated as 0.668MJ/tkm and 0.05kgCO2/tkm (Spielmann et al., 2007). This results
in an increase of less than 1% for both EE and EC coefficients. However, there
is much greater error in the uncertainty of the original data itself. For this rea-
son, the transportation from factory gate to site was not considered. The price of
concrete is variable, so in this study an assumed value of £150/m3 was used. The
changes in embodied energy, carbon and price for the floor slabs in each of the
two structures considered in this study are shown in Table 6.4.
6.4.3 Other Structural Material Savings
This section considers the secondary effects resulting from a decrease in the slab
depth; namely that the reduced self weight of the building can yield reductions in
the column, pile and pile cap sizes. The sizes of these sections were determined
through a simplified design process with further details provided below.
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The column sizes used in Section 6.3 were not changed for each of the differ-
ent structures because the extra stiffening contribution from the relatively small
change in column stiffness would have a negligible effect on the response of the
floor. However, the section size is critical for determining material savings so a
load take down was calculated to determine the column sizes for each structure
considered. For simplicity, it was assumed that the roof was of the same construc-
tion type as the most slender of the office floors’ design, with a constant slab depth
of 130mm and the minimum imposed load for a roof with access of 1.5kN/m2.
The columns were assumed to have pin connections so were checked for axial
compressive strength and buckling only in accordance with BSI (2010). Consid-
ering one of the internal columns, it was found that 305× 305× 198UC columns
were required for the 210mm and 170mm slab depth structures. However, for the
130mm structure, the reduced size of 305 × 305 × 158UC was appropriate. This
was assumed to apply equally to all columns, regardless of location within the
structure. The EE and EC coefficients for steel sections were set at 21.50MJ/kg
and 1.53kgCO2e/kg (Hammond and Jones, 2008) whilst the price of steel was set
at £1.1/kg (Tata Steel, 2012).
The design of the piles requires knowledge of the soil conditions. The building in
this study is not based on an existing structure so no soil conditions were available;
therefore “typical” values were assumed. These are shown in Table 6.2. The piles
were assumed to be bored and were checked for axial capacity only (Curtin et al.,
2006). For the soil conditions assumed, it was calculated that for the 210mm,
170mm and 130mm slab depths, the required pile depths were 27m, 25m and
23m respectively for 4 piles of 500mm diameter per column. The same price and
EE / EC coefficients were assumed for this substructure concrete as were used in
Section 6.4.2.
The pile caps were designed by calculating the depth of cap required to meet the
local shear and bending shear checks (Curtin et al., 2006). The plan dimensions
of the pile caps were calculated using a 100mm cover to the edge of the pile and
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Table 6.2: Assumed soil conditions
Depth (m) Soil type
0 to 5 Fill material. Negligible contribution to axial capacity of pile
5 to 10 Sand and gravel. Assume angle of friction 30◦
10 to 15 Stiff clay. Assume strength of 150kN/m2
15 to 30 Very stiff clay. Assume strength of 300kN/m2
a spacing between piles of 1.5 times the pile diameter. For the piles calculated
earlier, it was therefore calculated that the structures with 210mm, 170mm and
130mm slab depths required pile caps of depth 1.1m, 1.0m and 0.9m respectively
with width and breadth 2.0m.
The changes in embodied energy, carbon and price for these structural components
are shown in Table 6.4.
6.4.4 The Initial Cost of AVC
The AVC system can be broken down into three key components: the sensors that
detect the motion of the structure; the controller which processes these signals;
and the actuator which delivers the controlling force. Previous studies into the
use of AVC for floors (Hanagan, 2005a; Dı´az and Reynolds, 2010a; Hudson and
Reynolds, 2010) have used commercially available equipment that is not tailored
specifically towards an AVC implementation. Naturally, this has the benefits of
flexibility of use. However, it is not the most efficient way to install AVC and
significant savings can be made by using bespoke equipment. Therefore, the ini-
tial cost was calculated based on an actuator, controller and accelerometer that are
tailored for this purpose.
A significant proportion of the cost, both environmentally and economically, of
an AVC installation is expected to come from the actuator. Drawings were used
for a new actuator that was designed at the University of Sheffield and, as of Au-
tumn 2012, is currently being built. These drawings permitted a detailed bill of
quantities to be constructed, and from this the total embodied energy was calcu-
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lated. The full bill of quantities for the AVC components is shown in Table 6.3.
Several assumptions had to be made to derive the EE and EC of the AVC system
from the available data sources. A detailed list of these assumptions is provided
in Appendix A.
Table 6.3: Bill of Quantities for AVC components
Part Name Mass Cost EE EC
(kg) (£) (MJ) (kg CO2e)
Steel lamination 2.15 390.00 70.7 5.9
Bottom plate 3.10 183.50 480.4 28.4
Top plate 3.10 186.50 480.4 28.4
PMa Back Iron 4.59 322.50 92.3 6.7
Guideway 1.72 297.00 97.5 11.2
Shaft 4.00 151.00 80.4 5.8
Flange 0.23 158.00 4.6 0.3
Shell 5.49 501.00 311.1 35.8
End Strip 1.25 450.00 71.0 8.2
Connection board 15.12 390.00 857.4 98.6
Lateral board 0.12 92.00 18.9 1.1
Strip for encoder 0.21 40.00 32.9 1.9
Cheek end plate 0.02 40.00 1.4 0.1
Permanent magnets 1.84 2800.00 69.6 13.8
PM assembly 0.00 350.00 0.0 0.0
Copper wire 1.50 810.00 214.5 11.1
Bearings 4.20 467.20 651.0 34.6
Encoder 0.31 900.00 61.7 3.7
Controller (and ampli-
fier)
2.10 900.00 451.7 27.7
Springs 0.25 60.00 14.2 1.6
Mounting plate 7.05 35.00 141.6 10.3
Embedded controller 0.50 200.00 107.5 6.6
Accelerometer 0.15 500.00 252.9 15.7
Signal conditioner 0.50 50.00 8.5 0.4
Misc cables 0.50 50.00 13.0 0.6
Total 60.00 10323.70 4585.1 358.4
a PM denotes Permanent Magnet
The total embodied energy, carbon and price for the actuators used in each of the
structures is shown in Table 6.4.
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Table 6.4: Total changes relative to benchmark structure
Structure Criterion
Total changes relative to benchmark structure
Slab Piles Pile Caps Columns AVC Total
130mm
Mass (tonnes) -829 -151 -38 -15 2 -1031
Energy (GJ) -1593 -290 -74 -327 183 -2099
CO2e (tonnes) -164 -30 -8 -23 14 -211
Cost (£1000) -52 -9 -2 -17 413 333
170mm
Mass (tonnes) -415 -75 -19 0 1 -508
Energy (GJ) -796 -145 -37 0 92 -886
CO2e (tonnes) -82 -15 -4 0 7 -94
Cost (£1000) -26 -5 -1 0 206 175
6.5 Operating costs
The operational costs are those associated with the ongoing usage of the building.
There were two calculation stages necessary to determine the electrical costs of
the control unit and hence the operational costs. Firstly the probable usage of the
actuators during in-service loading must be calculated; and secondly the power
requirements of each control unit must be determined. The electrical costs of the
accelerometers and controller unit itself are considered to be negligible for the
purposes of this calculation, therefore the latter procedure simplifies to one of
calculating the power demand of the actuators. Although it was possible to base
the embodied costs on actuators that were optimised for AVC, as these are not
available for testing yet it was not possible to do the same for the operating costs.
Therefore, all the costs calculated in this section are based on the current actuator
technology. As with the embodied costs, the factors considered in this study are
financial price, operational energy (OE) and operational carbon (OC).
6.5.1 Power requirement of actuators
The power requirements of each actuator was determined experimentally using a
specially constructed power monitor that provides the instantaneous power draw at
the point of the mains supply. This device samples the mains voltage and current
supply at 2.8kHz and calculates the average power over 5 mains cycles. This
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method of calculating the power has the advantage that all inefficiencies within the
amplifier and actuator are accounted for hence the environmental and economic
cost to the user are easily calculated. However, this method does not guarantee
that a simple relationship between the power demand and a parameter such as the
command voltage could be derived.
The actuator and amplifier used in this study are the APS Electrodynamics model
400 shakers with attached reaction masses and the APS Electrodynamics model
124 EP extended power amplifier respectively. Two types of signal were used to
drive the actuator in voltage mode: a harmonic signal for a range of voltages (0.1V
to 1V) and a range of frequencies (2Hz to 50Hz), and a random signal for a range
of voltages (0.1V to 2V) up to 100Hz. The use of two signal types helps to ensure
the derived relationship is valid for the full range of operation for the shakers.
The power drawn by, command voltage to and current output from the amplifier
were recorded. The average power was calculated for each test and was compared
with the average value of the running RMS (with a 0.25s RMS period) of the
current output. The result of this was found to be a linear relationship as shown in
Figure 6.11a. Log-log axes were used because of the large range of the acquired
data.
Note, that this is an approximation: by using the current measurement only this
is assuming the voltage across the actuator component is perfectly in phase with
the current in order to calculate the real power. In reality, this will not be the
case because of the inductance within the actuator coils, hence the approximation
derives the apparent power - this differs to the real power by the power factor,
which will vary depending on what position the armature is. However, it can be
seen in Figure 6.11a that the empirical fitting is approximately correct for the load
cases considered.
A 0.25s RMS period was used for calibration. A least squares line of best fit was
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Figure 6.11: Analytical prediction of power demand
then modelled to the data and the relationship was found to be:
Power (W) = 114 + 72.8× RMS Current (6.3)
This line of best fit has an R-squared value of 0.995, indicating that 99.5% of the
variation in power was predicted by the linear relationship. A lower and upper
bound on the linear fit have been calculated based on the value of the residuals,
and these are shown in Equations 6.4 and 6.5.
Lower-bound Power (W) = 104 + 72.8× RMS Current (6.4)
Upper-bound Power (W) = 124 + 72.8× RMS Current (6.5)
These are useful to give an idea of the magnitude of the error in the curve fitting
and are shown in Figure 6.11a, though because the axes are logarithmically scaled
they appear as curves rather than straight lines. As stated earlier it is preferable
to derive a relationship between the command voltage and the power demand.
To this end, a transfer function between the command voltage and current output
was experimentally found and a transfer function model was fitted to this data, as
shown in Figure 6.11b.
This transfer function can be utilised with the linear relationship derived in Equa-
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tion 6.3 in order to arrive at the power requirement for a given command voltage
time history.
This relationship was verified experimentally to ensure the methodology chosen
yielded accurate power predictions for typical voltage time histories that are used
in active control - not just the harmonic and random signals used during the iden-
tification stages. Therefore, a simple DVF controller was implemented on the
simply supported slab strip at the University of Sheffield. The actuator and sensor
were both placed at one third span in order to control the first and second modes
of vibration (at 4.5Hz and 16.8Hz respectively), as shown in Figure 6.12.
Control Actuator
Sensor
Mode 1 - 4.6Hz
Mode 2 - 16.8Hz
Mode 3 - 37.7Hz
Figure 6.12: Controller on experimental slab strip to verify power predictions
Walking excitation was provided at 2.25Hz by walking across the structure and
back again. The power demand of the actuator was measured using the custom-
built power meter described earlier and the command voltage to the actuator was
recorded. The voltage time history was used to calculate the power demand using
Equation 6.3 and the transfer function shown in Figure 6.11b. The resulting sim-
ulated power and experimentally measured power are compared in Figure 6.13.
The simulated power tracks the general trend of the measured power very well.
However, small transient peaks and troughs are not simulated as well, as shown at
22.5s and 22.8s in Figure 6.13. This is not a major problem for the present work
because for long durations these peaks and troughs will average out. Indeed, for
199
A Life Cycle Analysis Operating costs
20 25 30 35 40
0
200
400
600
800
Time (s)
Po
w
er
 (W
)
 
 
Measured
Simulated
20 25 30 35 40
−0.1
−0.05
0
0.05
0.1
Time (s)
A
cc
el
er
at
io
n 
(m
/s2
)
 
 
Measured
Figure 6.13: Comparison of simulated and experimentally measured power for
active control
the time history shown the average powers for the measured and simulated time
histories are 249W and 243W respectively, an error of approximately 2.5%.
6.5.2 Probable Actuator Usage
The probable usage of the actuators must be determined through simulation of a
realistic in-service load applied to the structures. Therefore, a probabilistic force
model is used to simulate many pedestrians walking between randomly gener-
ated start and end points. This is the same force model that was developed in
Section 4.4.3. Key details are reproduced here.
An equal distribution of start and end points was assumed. However, the pedes-
trians were not modelled as walking directly between the points: instead a series
of corridors were decided apriori and the pedestrians walked preferentially along
these. This aimed to simulate obstacles such as desks and walls in a real office
environment. The optimal route along the corridors was chosen as the one that
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traversed the fewest number of corridors, and when this yielded multiple options
the shortest distance from those options was chosen. The results from the valida-
tion of this force model in Section 4.4.3 indicate that a suitable distribution of start
times is equally distributed at 6 people per minute for every 1000m2 floor area.
The force function that was applied to each person was based on the probabilistic
model developed by Zˇivanovic´ et al. (2007). Here, the stride length and walk-
ing frequency are represented as normal distributions with means of 0.71m and
1.87Hz and standard deviations of 0.071m and 0.186Hz respectively. In addi-
tion, the pedestrian weight is assumed to be represented by a normal distribution,
defined by a mean of 76.7kg and a standard deviation of 19.52kg.
This loading was applied to the structure over a two hour period whilst active
control was simulated (split into 6 × 20 minute periods for ease of numerical
processing). The command voltage for the actuators was recorded; this voltage
time history was then combined with the results from Section 6.5.1 to derive the
power demand of the actuators over time.
The average power demand over this period was calculated which thus allows
the total annual electrical energy to be calculated. This was used to calculate
the annual OE, OC and operating economic cost. There is great uncertainty over
future electricity prices, so for simplicity it was assumed that electricity prices will
rise each year by the same amount and that this is equal to the prevailing interest
rate. This means that the present value of any future electricity charges will be
equal to the starting year price. It is beyond the scope of this work to predict more
detailed changes in future electricity prices. A fixed price of £0.12/kWhgrid was
assumed which was the average variable unit price for the UK in 2011.
Similarly, a static value for the OE coefficient was used. This is because the OE
depends on the efficiency of the power generation network and it is beyond the
scope of this work to predict how this will change over time. Therefore, a value
of 9.96MJ/kWhgrid was used throughout. The derivation for this value is shown in
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Appendix A.
However, the OC was calculated using the predictions in Jones (2011). This uses
the framework provided by the 2050 pathways analysis from the Department for
Energy and Climate Change (DECC) (DECC, 2010) to predict how the OC of
electricity will vary as the UK strives towards improving the carbon intensity of
energy. The resultant changes in OC coefficient are shown in Figure 6.14. Beyond
this time frame, the OC coefficient was assumed to remain constant at the 2050
level.
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Figure 6.14: Changes to the Operating Carbon of Electricity, from Jones (2011)
6.5.3 Results for Test Structure
The methodology described in Section 6.5.2 was applied to each of the controlled
structures. The power demand to each actuator was recorded and processed to
determine the operating costs of AVC on these structures. A small portion of a
typical run on the 130mm structure is shown in Figure 6.15, whilst the cumu-
lative distribution functions for each actuator’s power for all runs are shown in
Figure 6.16a for the 130mm structure and Figure 6.16b for the 170mm structure.
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Based on these results, the average power for all actuators was then calculated as
128W and 137W for the 130mm and 170mm structure respectively. It is inter-
esting to observe that this average power is not much higher than the overhead
power of 114W which demonstrates one of the disadvantages of the current ac-
tuator technology and the benefits that can be achieved by reducing these high
overheads.
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Figure 6.15: Time history of actuator power for one run on 130mm slab structure
The annual operational costs of running the actuators in each structure were calcu-
lated based on a 12 hour working day for 5 days a week and 52 weeks a year using
the energy, carbon and price coefficients described in Section 6.5.2. This was per-
formed for three cases - 1) with the currently available actuator technology, 2)
with an ideal case where the overheads for running the actuators were zero, and
3) a realistic goal where, the overheads have been reduced to 24W. This value of
24W was derived by measuring the overhead power demand for an inverter which
will be used in future work using linear motor technology in place of the currently
available actuators. At the time of writing this new technology was not in a fully
usable state hence the reason why the previous simulations are based on data from
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(a) Cumulative distribution function for
actuator power on 130mm slab structure
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(b) Cumulative distribution function for
actuator power on 170mm slab structure
Figure 6.16: Typical power demand characteristics for AVC
the existing amplifiers. It is expected that the efficiency in converting electrical
power to mechanical power will be similar, if not better, with the new technol-
ogy so it is deemed appropriate to use the same power demand approximation as
for the old technology, but with the different, measured, overhead power demand.
These results were combined with the embodied costs from Section 6.4 and then
the whole life costing shown in Figures 6.17-6.19.
By their very nature, the operational costs run for as long as the building is in use,
so there comes a point at which the benefits of installing AVC no longer outweigh
the associated costs: this is the payback period and has been calculated for the
two structures, as shown in Table 6.5.
The high initial cost of the actuators results in a higher cost than the savings made
through reduced construction materials before operating costs are even consid-
ered. However, this is an unrealistic comparison because the costs are based on
those for the prototype actuator. In order to investigate the potential benefits that
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Figure 6.17: Whole life energy for both controlled structures
mass production could bring by reducing the cost of the actuators, a further study
was conducted to investigate how the payback period varied with actuator cost.
The results of this are shown in Figure 6.20. It is evident that the cost of the ac-
tuators has to reduce by a significant amount (to less than 20% of the prototype
cost or about £2000) before the benefits of using AVC are seen beyond year 0.
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(a) Whole life CO2e for 130mm Structure
0 10 20 30 40 50
−200
−100
0
100
200
300
Year After Construction
N
et
 C
ar
bo
n,
 to
nn
es
 C
O
2
 
 
Current tech
Ideal case
New tech
(b) Whole life CO2e use for 170mm Structure
Figure 6.18: Whole life carbon for both controlled structures
However, for there to be a saving beyond 50 years then the cost must be reduced
to 12% and 6% for the 130mm and 170mm structures respectively.
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Figure 6.19: Whole life cost for both controlled structures
6.6 Discussion
Some of the results presented in this Chapter are clearly case specific, e.g. the soil
conditions which determine pile size and the structural configuration used for the
floor and for the piles. Although this means that the results cannot be directly ap-
plied to similar structures, this Chapter was intended to show a typical example of
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Table 6.5: Payback period for AVC using the ’new tech’ scenario
Criterion Payback period (years)
130mm 170mm Slab
Energy 47 33
CO2e 13 22
Cost 0 0
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Figure 6.20: Payback period for varying actuator initial cost
the methodology discussed earlier in this chapter and to demonstrate some of the
consequences of this design choice which would be useful information for further
studies. Also, it should be noted that the results from this LCA are limited because
they do not include the contributions from maintenance of the AVC system and
any changes to the thermal mass of the building which could significantly affect
the cooling / heating costs associated with running the building. However, there
are some generalised points that present themselves in this work and are discussed
here.
One of the most critical factors in determining how feasible an AVC installation
would be, in terms of economic or environmental benefits, is the number of actu-
ators required to bring the response of the uncontrolled structure to a satisfactory
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level. In the present study, ten actuators were required for the most slender struc-
ture whilst five were required in the less slender structure. The decentralised mod-
ified DVF controller used in this study is not likely to be the optimal controller for
this floor because of possibility of increasing the structural response at locations
away from an actuator. Indeed, only six actuators were required to bring most
of the floor’s response to an acceptable level. However, additional areas near to
the actuators necessitated four more actuators for satisfactory control. It is possi-
ble that a multiple input-multiple output (MIMO) controller could improve upon
this by utilising information from other locations. The actuators themselves are
the most expensive components of an AVC installation so the possibility of using
more sensors than actuators to improve the response of the structure would also
appear to be a sensible option. The problem with this is the need for a robust con-
troller which can operate well even when the structural properties are modified
slightly, for example by adding or removing non-structural partitions, so this is
still an area of active research.
The initial financial cost of AVC is clearly too high at present, as can be seen in Ta-
ble 6.4. This in itself is significantly higher than all the financial benefits derived
from material savings and so results in a payback period of 0 years for both the
structures considered. Over 90% of the initial economic and environmental costs
associated with AVC are due to the actuators. However, it is important to note that
the price used for these is that for a prototype actuator and as such the price can
be expected to fall once this technology becomes more readily accepted and the
actuators enter mass production. The embodied energy and carbon of the actua-
tors is also significant, though much less than the equivalent savings made through
material savings, as seen in Table 6.4. The main contributor to the EE and EC in
the actuators is the use of aluminium and stainless steel. These are required for
their light weight and durability respectively, so there is not much that can be done
to avoid these besides sourcing alternative materials with similar properties. It is
perhaps surprising that the embodied energy and carbon of the rare earth magnets
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is relatively low despite their high financial cost, as seen in Table 6.3. The coef-
ficients used here were derived through the approximation that their manufacture
is similar to the manufacture of iron sinter and neodymium oxide, as discussed
in Appendix A. There will be some truncation errors in these coefficients, for
example no contribution to land transformation was accounted for, and the man-
ufacturing process of Neodymium magnets will likely involve further processing
than the approximation assumes. However, the magnets account for such a small
portion of the total EE/EC for the actuators, that an increase in this coefficient of
100% would only increase the total AVC EE/EC coefficient by about 1.5% so the
results from this study are not deemed sensitive to this uncertainty.
With regards to the material savings made, the largest contributor to these is the
concrete slab, primarily because this is where the most material can be saved.
However, the large EE/EC coefficients for steel mean that a relatively small saving
here can equate to a significant EE/EC saving, as can be seen by the savings in
column sizes for the 130mm floor. In the cases considered here, only changes
in slab depth were considered. However, it is possible that beam size reductions
could also be realised, in which case the EE/EC savings could be significantly
increased.
The derived relationship between the command voltage and the power demand
for the present actuators appears to represent reality well for the type of usage
expected with a linear controller on a floor as shown in Figure 6.13. There does
appear to be a degree of ‘smoothing’ in the simulated power (i.e. the second by
second variance is less than that measured), but the average power represents re-
ality well which is the important factor in this study.
The biggest factor contributing to the operational cost of the actuators is the over-
head associated with running the amplifiers. This constant 114W power draw
accounts for 89% and 83% of the actuator power demand for the two structures
considered in this study. As discussed, new approaches are being investigated
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to minimise this and preliminary results show that the inverter to be used with
the new prototype actuators has much lower overheads of 24W. It is interesting
to compare the power demand of AVC with those of other typical operating costs
within buildings; these data are shown in Table 6.6. Here we can see that AVC has
only a small contribution to the operating costs of a building even with the current
overheads of 114W included: this is between 0.2% and 1.3% of total electricity
for the structures studied.
Table 6.6: Typical Annual Energy Usage in Office Environments, after BRECSU
(2000)
Annual Energy Usage (kWh/m2)
Standard
air-conditioned
office
Prestige
air-conditioned
office
Heating and hot water (gas/oil) 178 201
Cooling 31 41
Fans, pumps, controls 60 67
Humidification 18 23
Lighting 54 60
Office Equipment 31 32
Catering 6 24
Other 8 15
Computer room 18 105
Total Gas/Oil 178 210
Total Electricity 226 358
AVC (old amplifiers) 3.0 (130mm) or 1.6 (170mm)
AVC (new amplifiers) 0.9 (130mm) or 0.5 (170mm)
There is a relatively large degree of uncertainty regarding future electricity prices.
The data presented in this chapter are assumed to increase constantly with infla-
tion. Whilst this may be considered unlikely for the time period considered, it
is considered beyond the scope of this chapter to predict changes in this value.
This can therefore be considered as a ‘best possible case’ scenario for electricity
prices. Meanwhile, the efficiency of electricity generation and distribution pro-
cesses is assumed to remain constant throughout, although some improvements
are likely to be seen in this area. However, the carbon associated with electricity
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generation was modelled as decreasing in the future, in line with the UK’s aim to
reduce its carbon emissions. This means that a project that starts later will have a
year by year reduction in the OC compared with the case studied here with a start
date of 2012. The rapid changes in OC for electricity seen in these first few years
could result in significant reductions to the OC of AVC in the first few years of
operation.
The financial cost of running the actuators was relatively small compared with
the other costs in the analysis, as seen in Figure 6.19a and 6.19b. For example,
the cost of running the actuators over a 50 year period was calculated as being
£14200 when the new amplifier overheads were used for the 130mm structure,
whilst the total financial savings due to materials savings were about £78500.
However, given that this is using inflation linked electricity prices the reality will
likely be a higher cost. Additionally, the OE and OC for the actuators were very
significant and resulted in a relatively short payback period for the structures that
incorporated AVC, as seen in Table 6.5 and Figures 6.17a-6.17b and 6.18a-6.18b.
No maintenance costs for AVC have been included in this analysis. Given the
infancy of this technology there is not much information available to determine
how long an AVC system would last in continuous operation within an office floor,
nor how much would then have to be replaced. It is worth noting that the payback
periods in this study are all relatively low, so it is not expected that the inclusion
of maintenance costs would significantly affect the results of this work.
At present, the payback period for all criteria is less than fifty years which could
be considered a minimum design life. This means that, for the factors consid-
ered in the current case study and the current level of technology available, the
installation of AVC is not justified by economic or environmental considerations
alone. However, there are some significant factors that this study does not include
because they are hard or impossible to quantify. For example, the cumulative ef-
fect of reducing the slab depth over many storeys could result in the possibility of
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including an additional floor for a fixed building height. This would have great
implications to the expected revenue of the building through the leasing of more
floor space. In addition, AVC allows the creation and use of floors that would
otherwise be impossible. This could be a key feature in prestigious buildings and
it is possible that building owners would pay a small premium to have this luxury.
6.7 Conclusions
This work presents an initial life cycle analysis of the changes brought about by
the incorporation of AVC into the design stage of an office building. Three build-
ings were considered in this analysis: a reference structure which required no
AVC and had a slab depth of 210mm and two, more slender, variants with 170mm
and 130mm slab depths but which utilised AVC to bring the response of the floor
subject to human excitation to an acceptable level. The proposed methodology
examines three factors: the financial cost, the total energy required and the total
carbon dioxide (or equivalent for other greenhouse gases) emitted during both the
initial construction phase and the operation phase over the building’s lifetime.
It was found that the initial financial cost of AVC is too high at present. The result
of this was that for the cases studied here the cost of installing AVC was greater
than the cost of the materials saved, although the ensuing running costs of the
AVC installation were relatively low. The EE and EC of the AVC installation were
much smaller than the equivalent savings from material savings in both structures.
In order to see some benefit of using AVC beyond the installation stage, the cost of
the actuators would have to be reduced by 80% of the prototype cost for these case
studies. However, the initial cost of the actuator installation in terms of energy and
carbon was much smaller than the savings made through construction materials.
The OE and OC are significant costs and resulted in payback periods of between
13 and 47 years, based on using the newer technology considered for the overhead
of the amplifiers.
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The methodology shown demonstrates that there are potential benefits to incorpo-
rating AVC into the design stage of floors based on economic or environmental
principles. However, further research is required to significantly reduce both the
initial and on-going costs of AVC before this can be realised. This will involve
the development of improved actuators and amplifiers, along with improved con-
trol laws that control the floor more efficiently in terms of the power demand they
require.
214
Chapter 7
Conclusions & Recommendations
for Further Work
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The goal of this thesis was to investigate the feasibility of incorporating active vi-
bration control (AVC) to enable more slender floor structures. To investigate this,
a number of key research aims were provided in Chapter 1. The research detailed
in this thesis has worked towards meeting these aims, and as such a number of
conclusions can be drawn. This Chapter draws concluding remarks based on the
previously described work, and provides recommendations for where future work
could be focussed.
7.1 Conclusions
A novel force model that simulates the in-service loading from an office environ-
ment has been developed. Following calibration using experimental data from one
office floor, the force model generated responses that correlated well with the ex-
perimentally acquired response data from a second office floor. This force model
provides the basis for many simulations used in this work in order to assess a more
realistic response from the floor models.
It has been shown in the current work that both tuned mass dampers (TMDs) and
AVC can effectively reduce the response of an entire floor structure. However, the
total participating mass required to do this with TMDs was significantly higher
than the AVC scenario: a total of 9198kg for TMDs compared with 240kg for
AVC for the example floor structure considered. In addition to this, the level of
reduction was significantly higher with AVC: a reduction of 71% to 75% for AVC
compared with only 41% to 56% with TMDs. This demonstrates the key benefits
of using AVC over TMDs, namely a larger reduction over the entire floor area for
a smaller total active mass.
Although AVC has the advantage that it can target many modes of vibration si-
multaneously, it is inherently limited by controllability and observability issues.
This means that there is still a requirement for multiple actuators to control the
response over the entire floor area. The work in this thesis has demonstrated this
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by simulating the response of the structure throughout the entire floor area rather
than at just a single point. From this, a noticeable zone of influence was observed
around each actuator, clearly showing the effect that the actuator has on reducing
the response of the structure in a relatively localised area.
These controllability and observability issues meant that the two different struc-
tural floor designs considered in this work performed quite differently with AVC.
It was found that the floor with larger panels and more global mode shapes was
able to have its response reduced by a smaller number of AVC units than the struc-
ture with smaller, more rectangular bays. This is because when the size of each
bay was larger, so too was the effect of AVC spread over a larger area. Addition-
ally, for this structure the mode shapes were global in such a way that control was
extended slightly to areas outside the controlled bays. The implications of this are
that one could design a structure to be inherently more flexible and have larger
bays; this would likely make the uncontrolled state actually worse, but because
the structure is more controllable the net effect of combined structure and AVC
would be more efficient. Furthermore, the results in this study indicate that a good
rule of thumb for the number of decentralised AVC systems required to control a
particular floor area is based on the number of significant bays, rather than the
number of modes as is the case with traditional control theory.
The overheads associated with running the amplifiers for the actuators are very
high for the off-the-shelf actuators used in the majority of AVC studies. However,
different technologies exists, such as class D amplifiers or linear motor technol-
ogy, which improve on this and the incorporation of these into actuator config-
urations is the focus of current research. Once this has been achieved then the
relatively modest power savings made through the trade-off between performance
and power demand, resulting from changes in the control law, will become more
significant. Here, it was found that one of the most effective ways of reducing
the power demand of a control law is to use a relatively simple controller such
as direct velocity feedback (DVF) but to reduce the feedback gain. Although this
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may appear obvious at first, the non-linear relationship between power demand
and response reduction means that significant power savings can be made without
a significant increase in the structural response as might be expected. The im-
plications of this are that with reduced feedback gain, so too is the output force
which means that smaller, cheaper actuators may be able to be used effectively,
which would reduce the high initial costs as well as the on-going costs.
Alternative strategies such as using a model-based controller to target only par-
ticular modes of vibration did not decrease the power demand significantly but
resulted in an increase in response compared with DVF. The switching-off rule
was effective at reducing the power demand, but a simple decrease in gain for the
DVF controller achieved a better average power to response ratio for most sce-
narios. This is because the switching-off rule utilised a high gain, so when the
response was high so too was the power demand. In contrast, the DVF controller
with a reduced gain achieved similar overall response reductions but on average
the power demand was less because when the response was high the power de-
mand was significantly less. This more than offset the relatively small saving in
power made by the switching-off rule when the response was below the switching-
off threshold.
An initial life cycle analysis has been performed which investigates the implica-
tions of incorporating AVC into a floor design. Here, it was found that the initial
financial cost of AVC is too high at present. This analysis utilised the prototype
cost for the actuator so is a worst case scenario; however, the financial cost of the
AVC was significantly higher than the initial savings made through reduced con-
struction materials usage and the cost of the AVC units would have to be reduced
by 80% for these initial costs to equate. As this is a new technology it is expected
that future research improvements and mass production will reduce these costs,
although it is beyond the scope of this study to predict by how much.
Assuming that the cost issue is either resolved through future research or consid-
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ered a reasonable cost to pay for the benefit of achieving a more slender structural
form, then the environmental considerations will then become of some impor-
tance. Here, the initial environmental costs of installing AVC that were consid-
ered (CO2e emissions and energy required) were found to be significantly lower
than the savings made from reduced construction material usage. However, the
operating energy and carbon costs were significant. This is partly due to the rela-
tively high overhead costs associated with the amplifiers used in this work; that is,
the electricity required before any command signal is sent to the actuators. When
the currently available actuators’ overheads are used, the overheads accounted for
between 83% and 89% of the average power demand and resulted in even shorter
payback periods. Additionally, no account of changes in the thermal mass of the
building were considered, so heating and cooling costs for the building could be
significantly increased through the use of a more slender structural form.
The payback period for all criteria in the life cycle analysis (when using the linear
motor technology) is less than fifty years which could be considered a minimum
design life. This would suggest that it is not currently economically or environ-
mentally favourable to install AVC. However, there are other potential factors that
this study does not include because they are difficult or impossible to quantify.
For example, the cumulative effect of reducing the slab depth over many storeys
could result in the possibility of including an additional floor for a fixed building
height. This would have great implications to the expected revenue of the building
through the leasing of more floor space.
In addition, it should be noted that the conclusions from this environmental as-
sessment are applicable only for the case studied here. The scale by which the
various factors differ (e.g. AVC installation cost compared with construction ma-
terials savings) have allowed some generalisations to be made, but this is still only
a sample size of one so care should be taken when considering the implications of
this study for other floor designs.
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7.2 Recommendations for Further Work
One of the key areas where further research is required is the combined structural
and control system design. In this work, general conclusions were drawn based
on observability and controllability. However, it is expected that further insights
could be sought through further work. One approach to this could be to use a
genetic algorithm (or similar optimisation technique) to evaluate different designs
from the perspective of minimising material costs, number of actuators and overall
response, with the constraints that the solution must be a structurally viable option.
The outcomes from this could provide the necessary insights into which design
approaches are best at achieving the optimal combined system.
Additionally, there is currently no guidance for structural engineers considering
active control for floor control. Therefore, further work is required to develop
guidelines for structural engineers to advise on when AVC is suitable and how a
building should be best designed to incorporate AVC. This might also be supple-
mented with specialist design software to enable practising structural engineers to
evaluate the beneficial effects of active vibration control.
As was mentioned earlier, improvements in actuator cost and overheads are fun-
damental requirements to widespread adoption of this technology. The author is
aware of current research investigating this issue. However, a commercially attrac-
tive/viable option may not be available until even more developments are made.
In addition to this, the methodology developed in this paper should be applied to
a variety of different floor structures. The conclusions drawn from this study are
heavily dependent on the number of actuators required as this dictates both the ini-
tial cost and the on-going costs of AVC. Therefore, different floors with different
AVC requirements will yield different payback periods for the criteria chosen.
For simplicity, changes to the thermal mass of the building and the maintenance
costs of the AVC system have not been considered in the initial life cycle analysis.
Both of these should be quantified as accurately as possible and then included in
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the life cycle analysis to yield more accurate payback period predictions.
Additional factors should be considered in the environmental assessment. Al-
though CO2e and energy are two of the most popular criteria, these are not the
only contributing factors. Alternatives such as resource consumption, air pol-
lution, water pollution etc. are arguably equally important but could have very
different life cycle characteristics to the factors studied here.
There is great potential for the development of smaller actuators that could be
more easily distributed throughout the structure. This would help significantly
with the issue of controllability and observability of modes, and as suggested by
the results in Chapter 5, each smaller actuator may be able to achieve similar
response reductions to the larger ones currently used. However, further work is
required to validate this claim.
A lot of the work in this thesis is based on simulations and it is important to verify
the conclusions of this work through experimentation. One key experiment that
should be investigated is implementing many AVC units within a floor and moni-
toring the response all over, rather than just at the point of control. Although it is
understood that there are practical limitations to this, i.e. the availability of suit-
able structures, and the expense of setting up the monitoring system, the potential
benefits that could be derived through this work are significant.
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Appendix A
Assumptions for EE and EC
coefficients used
A number of databases with EE and EC coefficients were utilised to determine
the total EE and EC of the AVC installation from the bill of quantities. These
provide data for the vast majority of the materials considered in this study. For
example, the EE and EC coefficients for aluminium, mild steel, stainless steel and
glass were taken from the ICE database (Hammond and Jones, 2008). Whilst this
database was developed with the construction industry in mind, it is believed that
the processes required to produce these materials for the mechanical domain here
will be of a similar nature. Of these materials, there was no available data on the
CO2e for stainless steel; only CO2. Therefore, the CO2 value was increased by
6% to allow for the effects of other GHG’s based on the average mixture of fuels
used in the UK industry (Hammond and Jones, 2008). No additional contributions
for transportation from gate to site were considered because the net effect when
applied to these high EE materials was negligible for the current study. In addition
to this database, the database found in the MEEUP Methodology Report (VHK,
246
Assumptions for EE and EC coefficients used
2005) was utilised to determine EE and EC coefficients for the fibre-glass found
in the cheek end plates and the copper winding wire. This database was chosen
preferentially over the ICE database for these materials as this was considered a
more appropriate source for these particular materials.
Further to this, a number of assumptions had to be made when determining the
total EE and EC for the bill of quantities shown in Table 6.3 from the coefficient
data. These are detailed below.
Firstly, no coefficients for laminated steel could be found so these were approxi-
mated as virgin sheet steel to account for the more involved manufacturing process
of laminated steel. The linear bearings were off-the-shelf and used a sliding film
within the aluminium surround. Data for this film was not readily available but its
effect on the overall EE and EC for the bearings is likely to be small because of
its small size and because of the very high EE of aluminium. Therefore, this film
was not considered in the analysis. The encoder was also an off-the-shelf product.
This was approximated as an aluminium bar with mass as specified in the product
datasheet, along with a small glass scale of size 18mm × 58.2mm × 335mm. No
additional EE or EC was considered for the drilling of holes etc. in the steel and
aluminium components, nor for the assembly of the parts together. Details for the
components within the accelerometer were unknown. However, this will likely
have a relatively high EE for its mass. Therefore, this was approximated as an
average of the small and large integrated circuits from the MEEUP Methodology
Report (VHK, 2005). This is expected to be a conservative estimate. In addition,
a 100g HDPE mount was included to allow for steady accelerometer placement,
with EE and EC coefficients also from the MEEUP Methodology Report. The
combined controller and amplifier for the actuator along with the embedded con-
troller used to implement the AVC control algorithm were approximated as having
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the same constituent components as a desktop PC. The EE and EC coefficients for
a desktop pc were taken from the IVF Industrial Research and Development Cor-
poration’s Lot 3 Report (IVF Industrial Research and Development Corporation,
2007). The calculated total EE and EC values here were scaled by mass to apply
to each component in the bill of quantities. An allowance for additional miscel-
laneous cables has been included. A total of 3m of additional cabling has been
allowed for, with the EE and EC being calculated by calculating approximate
masses of copper and pvc in 3 core cables (40 strands of 0.2mm diameter).
No data for the EE or EC of the NdFeB magnets could be sourced. Therefore,
these coefficients had to be approximated as the combination of Neodymimum
Oxide and Iron Sinter (Dahlsten, 2009). These coefficients were calculated manu-
ally, using data provided by Classen et al. (2009); Spielmann et al. (2007); Althaus
et al. (2007) for the majority of the processes, with fuel EE and EC coefficients
calculated from data in the Digest of United Kingdom Energy Statistics (DUKES)
(MacLeay et al., 2010), and weighting factors for GHG emissions taken from the
MEEUP Methodology Report (VHK, 2005). The proportion of neodymium oxide
and iron sinter that were combined to form the NdFeB magnets was calculated by
atomic weights. Neodymium constitutes 86% of Nd2O3 by weight, and it was as-
sumed that iron constitutes 56% of iron sinter by weight, calculated from typical
ratios of the key mineral phases (Fisher, 2010). Therefore, 0.314kg neodymium
oxide and 1.30kg iron sinter were used per kg NdFeB to achieve neodymium and
iron in a ratio of 1:2.71 as per their respective atomic weights in Nd2Fe14B. This
resulted in EE and EC coefficients of 37.90MJ/kg and 7.51kgCO2e/kg respectively
for the NdFeb magnets.
The carbon dioxide emissions for any electricity used in these processes were
taken as 0.617kgCO2/kWh (Jones, 2011). The EE of electricity at the grid was
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calculated using data from MacLeay et al. (2010) on power generation in the UK,
with the process detailed here. In 2009, the total fuel used by generating compa-
nies was 913,396GJ and the total net supplied energy was 354,346GJ, i.e. after
allowing for the power required to run the power stations themselves. In addition
to this, there were approximately 7.1% losses. 22% of these were attributable
to transmission losses from the high voltage power cables, 74% to distribution
losses from the public supply to the customer and 4% losses due to theft or fraud
(MacLeay et al., 2010). It was decided to ignore the effect of theft/fraud on the
losses for the calculation of the EE of electricity, though the effect of this deci-
sion is actually very small. Therefore, the EE of 1kWh of grid electricity was
calculated as 2.766kWh or 9.96MJ/kWhgrid. Given that over 99% of electricity
used in the UK is generated in the UK (MacLeay et al., 2010), this coefficient was
assumed to apply for all UK electricity used.
In this study, when a particular process generated several co-products (differing
to by-products which are considered as of minor importance relative to the main
product) the EE and EC was attributed to each, weighted by its financial price.
This differs to the methodology in the MEEUP Methodology Report (VHK, 2005)
which considers only the main product as having the majority of the EE/EC, with
the co-products only having the EE/EC required to convert them to their final
state from the state at which they would otherwise have left the process. A similar
difference occurs when a product is produced through several processes - here a
weighted average of the EE/EC for each major process is used, though only the
major process is used in the MEEUP Methodology Report. The ICE database
(Hammond and Jones, 2008) is a compilation of many sources so it is likely that
each source used different assumptions here too. These differences are not ex-
pected to affect the end result significantly, but are nonetheless important to note.
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The average of two quotes for manufacturing parts for the actuator were used in
determining the total economic cost of the actuator. Meanwhile, it was possible to
use the commercial prices for the off-the-shelf components, such as the controller,
accelerometer and encoder. The resultant cost is that for the prototype actuators
considered in this study so is therefore higher than would be expected once the
technology has been developed further.
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an
oi
l
H
yd
ro
ch
lo
ri
c
ac
id
6.
20
E
-1
kg
7.
73
E
+0
1.
17
E
+0
30
%
in
H
2O
Tr
an
sp
or
t(
ro
ad
)
2.
20
E
-1
tk
m
1.
47
E
-1
1.
10
E
-2
Tr
an
sp
or
t(
ra
il)
4.
94
E
-1
tk
m
5.
70
E
-2
4.
07
E
-3
252
Data tables used for derivation of EE and EC of NdFeB magnets
Ta
bl
e
B
.3
:E
E
/E
C
br
ea
kd
ow
n
fo
rR
ar
e
E
ar
th
O
xi
de
(R
E
O
)
N
am
e
A
m
ou
nt
U
ni
t
E
E
E
C
N
ot
es
N
eo
dy
m
iu
m
ox
id
e
3.
77
E
-1
kg
4.
19
E
+1
8.
49
E
+0
R
ar
e
ea
rt
h
co
nc
en
tr
at
e
1.
59
E
+0
kg
1.
77
E
+1
4.
12
E
+0
70
%
R
E
O
,f
ro
m
ba
st
na
si
te
,a
tb
en
-
efi
ci
at
io
n
E
le
ct
ri
ci
ty
3.
50
E
-1
kW
h
3.
49
E
+0
2.
16
E
-1
M
ed
iu
m
vo
lta
ge
,a
tg
ri
d
H
ea
vy
fu
el
oi
l
1.
47
E
+0
M
J
1.
47
E
+0
1.
41
E
+0
B
ur
ne
d
in
in
du
st
ri
al
fu
rn
ac
e
Su
lp
hu
ri
c
ac
id
1.
30
E
+0
kg
4.
15
E
-1
2.
66
E
-2
L
iq
ui
d
So
di
um
hy
dr
ox
id
e
7.
00
E
-1
kg
1.
22
E
+1
9.
39
E
-1
50
%
in
H
2O
,a
tp
ro
du
ct
io
n
H
yd
ro
ch
lo
ri
c
ac
id
4.
50
E
-1
kg
5.
61
E
+0
8.
52
E
-1
30
%
in
H
2O
,a
tp
la
nt
Tr
an
sp
or
t(
ro
ad
)
7.
75
E
-1
tk
m
5.
17
E
-1
3.
88
E
-2
Tr
an
sp
or
t(
ra
il)
4.
26
E
+0
tk
m
4.
91
E
-1
3.
51
E
-2
Tr
an
sp
or
t(
oc
ea
n)
3.
70
E
-1
tk
m
3.
77
E
-2
2.
92
E
-3
C
al
cu
la
te
d
as
18
50
0k
m
to
C
hi
na
vi
a
M
ed
ite
rr
an
ea
n,
Su
ez
an
d
M
al
ac
ca
st
ra
its
.
50
,0
00
dw
t
bu
lk
ca
rr
ie
r
C
O
2
8.
55
E
-1
kg
0.
00
E
+0
8.
55
E
-1
Ta
bl
e
B
.4
:E
E
/E
C
br
ea
kd
ow
n
fo
rU
nr
efi
ne
d
Fe
N
am
e
A
m
ou
nt
U
ni
t
E
E
E
C
N
ot
es
U
nr
efi
ne
d
ir
on
or
e
1.
00
E
+0
kg
3.
96
E
-2
2.
38
E
-2
46
%
Fe
,a
tm
in
e
M
in
ed
m
at
er
ia
l
2.
85
E
+0
kg
0.
00
E
+0
0.
00
E
+0
D
ie
se
l
2.
55
E
-2
M
J
2.
55
E
-2
2.
30
E
-2
B
ur
ne
d
in
bu
ild
in
g
m
ac
hi
ne
E
le
ct
ri
ci
ty
1.
42
E
-3
kW
h
1.
41
E
-2
8.
76
E
-4
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Data tables used for derivation of EE and EC of NdFeB magnets
Ta
bl
e
B
.5
:E
E
/E
C
br
ea
kd
ow
n
fo
rR
efi
ne
d
Fe
N
am
e
A
m
ou
nt
U
ni
t
E
E
E
C
N
ot
es
R
efi
ne
d
ir
on
or
e
1.
00
E
+0
kg
2.
52
E
-1
5.
11
E
-2
65
%
Fe
,a
tb
en
efi
ca
tio
n
U
nr
efi
ne
d
ir
on
or
e
1.
66
E
+0
kg
6.
58
E
-2
3.
96
E
-2
46
%
Fe
,a
tm
in
e
E
le
ct
ri
ci
ty
1.
87
E
-2
kW
h
1.
86
E
-1
1.
15
E
-2
M
ed
iu
m
vo
lta
ge
,a
tg
ri
d
Ta
bl
e
B
.6
:E
E
/E
C
br
ea
kd
ow
n
fo
rS
in
te
rF
e
N
am
e
A
m
ou
nt
U
ni
t
E
E
E
C
N
ot
es
Si
nt
er
1.
00
E
+0
kg
2.
30
E
+0
3.
37
E
-1
R
efi
ne
d
ir
on
or
e
1.
00
E
+0
kg
2.
52
E
-1
5.
11
E
-2
65
%
Fe
,a
tb
en
efi
ci
at
io
n
Tr
an
sp
or
t(
oc
ea
n)
2.
84
E
+0
tk
m
2.
90
E
-1
2.
24
E
-2
tr
an
so
ce
an
ic
fr
ei
gh
ts
hi
p
Tr
an
sp
or
t(
co
as
ta
l)
3.
15
E
-2
tk
m
1.
18
E
-2
9.
47
E
-4
ba
rg
e
Tr
an
sp
or
t(
ra
il)
2.
89
E
-1
tk
m
1.
42
E
-1
9.
16
E
-3
L
im
e
5.
00
E
-3
kg
2.
65
E
-2
3.
90
E
-3
qu
ic
kl
im
e,
lo
os
e
pi
ec
es
Tr
an
sp
or
t(
ra
il)
2.
00
E
-2
tk
m
9.
83
E
-3
6.
34
E
-4
Tr
an
sp
or
t(
ro
ad
)
2.
00
E
-3
tk
m
1.
34
E
-3
1.
00
E
-4
Fu
el
ga
s
fo
rh
ea
tin
g
3.
63
E
-2
M
J
3.
63
E
-2
0.
00
E
+0
E
xh
au
st
s
cl
ea
ne
d,
so
on
ly
C
O
2
va
l-
ue
s
as
gi
ve
n
C
ok
e
ch
ip
pi
ng
s
1.
43
E
+0
M
J
1.
43
E
+0
0.
00
E
+0
E
xh
au
st
s
cl
ea
ne
d,
so
on
ly
C
O
2
va
l-
ue
s
as
gi
ve
n
E
le
ct
ri
ci
ty
1.
00
E
-2
kW
h
9.
96
E
-2
6.
17
E
-3
M
ed
iu
m
vo
lta
ge
,a
tg
ri
d
C
O
2
2.
04
E
-1
kg
0.
00
E
+0
2.
04
E
-1
C
O
2.
47
E
-2
kg
0.
00
E
+0
3.
88
E
-2
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Data tables used for derivation of EE and EC of NdFeB magnets
Ta
bl
e
B
.7
:E
E
/E
C
br
ea
kd
ow
n
fo
rT
ra
ns
po
rt
(r
oa
d)
N
am
e
A
m
ou
nt
U
ni
t
E
E
E
C
N
ot
es
Tr
an
sp
or
t(
ro
ad
)
1.
60
E
+1
tk
m
1.
07
E
+1
8.
01
E
-1
<
16
tl
or
ry
,fl
ee
ta
ve
ra
ge
fo
rE
ur
op
e
(c
on
ve
rt
ed
fr
om
1v
km
)
D
ie
se
l
2.
49
E
-1
kg
1.
07
E
+1
0.
00
E
+0
C
O
2
7.
88
E
-1
kg
0.
00
E
+0
7.
88
E
-1
C
O
1.
64
E
-3
kg
0.
00
E
+0
2.
57
E
-3
C
H
4
7.
67
E
-5
kg
0.
00
E
+0
1.
61
E
-3
N
2O
3.
00
E
-5
kg
0.
00
E
+0
8.
88
E
-3
Ta
bl
e
B
.8
:E
E
/E
C
br
ea
kd
ow
n
fo
rT
ra
ns
po
rt
(r
ai
l)
N
am
e
A
m
ou
nt
U
ni
t
E
E
E
C
N
ot
es
O
pe
ra
tio
n,
fr
ei
gh
tt
ra
in
1.
00
E
+0
tk
m
4.
91
E
-1
3.
17
E
-2
E
ur
op
e
av
er
ag
e
fo
rd
ie
se
l/
el
ec
tr
ic
-
ity
E
le
ct
ri
ci
ty
3.
96
E
-2
kW
h
3.
94
E
-1
2.
44
E
-2
D
ie
se
l
2.
26
E
-3
kg
9.
70
E
-2
0.
00
E
+0
C
H
4
2.
94
E
-7
kg
0.
00
E
+0
6.
17
E
-6
C
O
3.
57
E
-5
kg
0.
00
E
+0
5.
60
E
-5
C
O
2
7.
12
E
-3
kg
0.
00
E
+0
7.
12
E
-3
N
2O
2.
26
E
-7
kg
0.
00
E
+0
6.
69
E
-5
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Data tables used for derivation of EE and EC of NdFeB magnets
Ta
bl
e
B
.9
:E
E
/E
C
br
ea
kd
ow
n
fo
rT
ra
ns
po
rt
(C
hi
na
ra
il)
N
am
e
A
m
ou
nt
U
ni
t
E
E
E
C
N
ot
es
O
pe
ra
tio
n,
fr
ei
gh
tt
ra
in
1.
00
E
+0
tk
m
1.
15
E
-1
8.
25
E
-3
C
hi
na
.
C
oa
l
fr
ei
gh
t
tr
ai
n
on
di
es
el
(7
0%
of
tr
ai
ns
ar
e
di
es
el
.)
Fr
ei
gh
tt
ra
in
7.
50
E
-1
tk
m
8.
04
E
-2
5.
99
E
-3
D
ie
se
lp
ow
er
ed
Fr
ei
gh
tt
ra
in
2.
50
E
-1
tk
m
3.
49
E
-2
2.
25
E
-3
E
le
ct
ri
ci
ty
po
w
er
ed
Ta
bl
e
B
.1
0:
E
E
/E
C
br
ea
kd
ow
n
fo
rT
ra
ns
po
rt
(C
hi
na
ra
il
el
ec
tr
ic
)
N
am
e
A
m
ou
nt
U
ni
t
E
E
E
C
N
ot
es
Fr
ei
gh
tt
ra
in
1.
00
E
+0
tk
m
1.
40
E
-1
9.
02
E
-3
E
le
ct
ri
ci
ty
po
w
er
ed
E
le
ct
ri
ci
ty
1.
11
E
-2
kW
h
1.
11
E
-1
6.
85
E
-3
D
ie
se
l
6.
77
E
-4
kg
2.
90
E
-2
0.
00
E
+0
C
O
2
2.
13
E
-3
kg
0.
00
E
+0
2.
13
E
-3
C
O
1.
07
E
-5
kg
0.
00
E
+0
1.
68
E
-5
N
2O
6.
77
E
-8
kg
0.
00
E
+0
2.
00
E
-5
C
H
4
8.
79
E
-8
kg
0.
00
E
+0
1.
85
E
-6
Ta
bl
e
B
.1
1:
E
E
/E
C
br
ea
kd
ow
n
fo
rT
ra
ns
po
rt
(C
hi
na
ra
il
di
es
el
)
N
am
e
A
m
ou
nt
U
ni
t
E
E
E
C
N
ot
es
Fr
ei
gh
tt
ra
in
1.
00
E
+0
tk
m
1.
07
E
-1
7.
99
E
-3
D
ie
se
lp
ow
er
ed
D
ie
se
l
2.
50
E
-3
kg
1.
07
E
-1
0.
00
E
+0
C
H
4
3.
25
E
-7
kg
0.
00
E
+0
6.
83
E
-6
C
O
3.
95
E
-5
kg
0.
00
E
+0
6.
20
E
-5
C
O
2
7.
85
E
-3
kg
0.
00
E
+0
7.
85
E
-3
N
2O
2.
50
E
-7
kg
0.
00
E
+0
7.
40
E
-5
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Data tables used for derivation of EE and EC of NdFeB magnets
Ta
bl
e
B
.1
2:
E
E
/E
C
br
ea
kd
ow
n
fo
rT
ra
ns
po
rt
(o
ce
an
)
N
am
e
A
m
ou
nt
U
ni
t
E
E
E
C
N
ot
es
O
pe
ra
tio
n,
tr
an
so
ce
an
ic
fr
ei
gh
t
1.
00
E
+0
tk
m
1.
02
E
-1
7.
88
E
-3
H
ea
vy
fu
el
oi
l
2.
50
E
-3
kg
1.
02
E
-1
0.
00
E
+0
C
H
4
1.
55
E
-7
kg
0.
00
E
+0
3.
26
E
-6
C
O
1.
76
E
-5
kg
0.
00
E
+0
2.
76
E
-5
C
O
2
7.
79
E
-3
kg
0.
00
E
+0
7.
79
E
-3
N
2O
2.
00
E
-7
kg
0.
00
E
+0
5.
92
E
-5
Ta
bl
e
B
.1
3:
E
E
/E
C
br
ea
kd
ow
n
fo
rT
ra
ns
po
rt
(c
oa
st
al
)
N
am
e
A
m
ou
nt
U
ni
t
E
E
E
C
N
ot
es
O
pe
ra
tio
n,
ba
rg
e
1.
00
E
+0
tk
m
3.
75
E
-1
3.
01
E
-2
D
ie
se
l
8.
74
E
-3
kg
3.
75
E
-1
0.
00
E
+0
C
H
4
2.
25
E
-7
kg
0.
00
E
+0
4.
73
E
-6
C
O
2.
54
E
-5
kg
0.
00
E
+0
3.
99
E
-5
C
O
2
2.
98
E
-2
kg
0.
00
E
+0
2.
98
E
-2
N
2O
7.
52
E
-7
kg
0.
00
E
+0
2.
23
E
-4
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Data tables used for derivation of EE and EC of NdFeB magnets
Ta
bl
e
B
.1
4:
E
E
/E
C
br
ea
kd
ow
n
fo
rS
od
a
N
am
e
A
m
ou
nt
U
ni
t
E
E
E
C
N
ot
es
So
da
3.
00
E
+0
kg
1.
00
E
+1
8.
56
E
+0
M
ad
e
th
ro
ug
h
So
lv
ay
pr
oc
es
s
C
aC
l 2
1.
50
E
+0
kg
1.
00
E
+1
8.
56
E
+0
M
ad
e
th
ro
ug
h
So
lv
ay
pr
oc
es
s
So
di
um
ch
lo
ri
de
1.
50
E
+0
kg
1.
51
E
+0
4.
73
E
-1
L
im
es
to
ne
1.
20
E
+0
kg
7.
44
E
-1
3.
84
E
-2
A
m
m
on
ia
2.
00
E
-3
kg
6.
64
E
-2
4.
43
E
-3
E
le
ct
ri
ci
ty
4.
00
E
-2
kW
h
3.
98
E
-1
2.
47
E
-2
H
ea
t(
co
al
fu
rn
ac
e)
7.
23
E
+0
M
J
7.
23
E
+0
8.
02
E
+0
Tr
an
sp
or
t(
ro
ad
)
1.
53
E
-1
tk
m
1.
02
E
-1
7.
66
E
-3
Ta
bl
e
B
.1
5:
E
E
/E
C
br
ea
kd
ow
n
fo
rS
od
iu
m
Su
lp
ha
te
(p
ro
du
ct
io
n
m
ix
)
N
am
e
A
m
ou
nt
U
ni
t
E
E
E
C
N
ot
es
So
di
um
su
lp
ha
te
1.
00
E
+0
kg
7.
12
E
+0
2.
08
E
+0
Pr
od
uc
tio
n
M
ix
So
di
um
su
lp
ha
te
6.
00
E
-1
kg
1.
13
E
+0
1.
75
E
-1
Fr
om
na
tu
ra
ls
ou
rc
es
So
di
um
su
lp
ha
te
1.
50
E
-1
kg
6.
70
E
-1
3.
71
E
-1
Fr
om
M
an
nh
ei
m
pr
oc
es
s
E
le
ct
ri
ci
ty
3.
33
E
-1
kW
h
3.
32
E
+0
2.
05
E
-1
N
at
ur
al
ga
s
2.
00
E
+0
M
J
2.
00
E
+0
1.
32
E
+0
B
ur
ne
d
Ta
bl
e
B
.1
6:
E
E
/E
C
br
ea
kd
ow
n
fo
rS
od
iu
m
Su
lp
ha
te
(n
at
ur
al
so
ur
ce
s)
N
am
e
A
m
ou
nt
U
ni
t
E
E
E
C
N
ot
es
So
di
um
su
lp
ha
te
1.
00
E
+0
kg
1.
89
E
+0
2.
92
E
-1
Fr
om
N
at
ur
al
So
ur
ce
s
E
le
ct
ri
ci
ty
1.
70
E
-1
kW
h
1.
69
E
+0
1.
05
E
-1
L
ig
ht
fu
el
oi
l
1.
91
E
-1
M
J
1.
91
E
-1
1.
83
E
-1
B
ur
ne
d
D
ie
se
l
4.
28
E
-3
M
J
4.
28
E
-3
3.
85
E
-3
B
ur
ne
d
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Data tables used for derivation of EE and EC of NdFeB magnets
Ta
bl
e
B
.1
7:
E
E
/E
C
br
ea
kd
ow
n
fo
rS
od
iu
m
Su
lp
ha
te
(f
ro
m
M
an
nh
ei
m
Pr
oc
es
s)
N
am
e
A
m
ou
nt
U
ni
t
E
E
E
C
N
ot
es
So
di
um
su
lp
ha
te
1.
00
E
+0
kg
4.
47
E
+0
2.
47
E
+0
Fr
om
M
an
nh
ei
m
pr
oc
es
s
H
yd
ro
ch
lo
ri
c
ac
id
5.
13
E
-1
kg
1.
46
E
+0
8.
07
E
-1
Fr
om
M
an
nh
ei
m
pr
oc
es
s
So
di
um
ch
lo
ri
de
8.
66
E
-1
kg
8.
70
E
-1
2.
73
E
-1
Su
lp
hu
ri
c
ac
id
7.
27
E
-1
kg
2.
32
E
-1
1.
49
E
-2
E
le
ct
ri
ci
ty
6.
50
E
-2
kW
h
6.
47
E
-1
4.
01
E
-2
N
at
ur
al
ga
s
1.
80
E
+0
M
J
1.
80
E
+0
1.
19
E
+0
B
ur
ne
d
H
ea
vy
fu
el
oi
l
1.
80
E
+0
M
J
1.
80
E
+0
1.
72
E
+0
B
ur
ne
d
Tr
an
sp
or
t(
ra
il)
9.
56
E
-1
tk
m
4.
70
E
-1
3.
03
E
-2
Tr
an
sp
or
t(
ro
ad
)
1.
59
E
-1
tk
m
1.
06
E
-1
7.
96
E
-3
Ta
bl
e
B
.1
8:
E
E
/E
C
br
ea
kd
ow
n
fo
rH
yd
ro
ch
lo
ri
c
A
ci
d
(P
ro
du
ct
io
n
M
ix
)
N
am
e
A
m
ou
nt
U
ni
t
E
E
E
C
N
ot
es
H
yd
ro
ch
lo
ri
c
A
ci
d
1.
00
E
+0
kg
1.
25
E
+1
1.
89
E
+0
Pr
od
uc
tio
n
m
ix
H
yd
ro
ch
lo
ri
c
A
ci
d
5.
00
E
-1
kg
1.
11
E
+1
1.
11
E
+0
R
ea
ct
io
n
of
hy
dr
og
en
w
ith
ch
lo
ri
ne
H
yd
ro
ch
lo
ri
c
A
ci
d
5.
00
E
-1
kg
1.
42
E
+0
7.
87
E
-1
Fr
om
M
an
nh
ei
m
pr
oc
es
s
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Data tables used for derivation of EE and EC of NdFeB magnets
Ta
bl
e
B
.1
9:
E
E
/E
C
br
ea
kd
ow
n
fo
rH
yd
ro
ch
lo
ri
c
A
ci
d
(D
ir
ec
tH
C
lP
ro
du
ct
io
n)
N
am
e
A
m
ou
nt
U
ni
t
E
E
E
C
N
ot
es
H
yd
ro
ch
lo
ri
c
A
ci
d
1.
00
E
+0
kg
2.
21
E
+1
2.
21
E
+0
D
ir
ec
tH
C
lp
ro
du
ct
io
n
C
hl
or
in
e
9.
73
E
-1
kg
1.
69
E
+1
1.
31
E
+0
E
le
ct
ri
ci
ty
3.
30
E
-1
kW
h
3.
29
E
+0
2.
04
E
-1
H
yd
ro
ge
n
2.
70
E
-2
kg
1.
81
E
+0
6.
97
E
-1
Tr
an
sp
or
t(
ra
il)
1.
00
E
-1
tk
m
4.
91
E
-2
3.
17
E
-3
Tr
an
sp
or
t(
ro
ad
)
5.
00
E
-2
tk
m
3.
34
E
-2
2.
50
E
-3
Ta
bl
e
B
.2
0:
E
E
/E
C
br
ea
kd
ow
n
fo
rS
ul
ph
ur
ic
A
ci
d
N
am
e
A
m
ou
nt
U
ni
t
E
E
E
C
N
ot
es
Su
lp
hu
ri
c
A
ci
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Appendix C
Design Calculations for Column,
Piles and Pile Caps
C.1 Column Design
C.1.1 Column Load Calculation
First, calculate the total design load due to the floors and roof above for a single
column in the centre of the building:
For 130mm, 170mm and 210mm slab depths, the volume of concrete is given
as 0.097m3/m2, 0.137m3/m2 and 0.177m3/m2 respectively. This gives a concrete
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dead load as:
Concrete DL (130mm) =
9.81
1000
kN/kg × 2400kg/m3 × 0.097m3/m2
= 2.28kN/m2 (C.1)
Concrete DL (170mm) =
9.81
1000
kN/kg × 2400kg/m3 × 0.137m3/m2
= 3.23kN/m2 (C.2)
Concrete DL (210mm) =
9.81
1000
kN/kg × 2400kg/m3 × 0.177m3/m2
= 4.17kN/m2 (C.3)
The primary and secondary steel beams have masses of 74.0kg/m and 72.2kg/m
respectively. Given the beam arrangement shown in Figure 6.4 the total lengths of
steel beam per column were calculated as 6m and 15 × 2=30m respectively. This
gives a total steel weight of:
Steel weight =
9.81
1000
kN/kg × (74.0kg/m× 6m+ 72.2kg/m× 30m)
= 25.6kN (C.4)
Other dead loads are assumed to be services (0.5kN/m2), raised floor (0.3kN/m2),
ducting (0.1kN/m2) and decking (0.1kN/m2), totalling 1kN/m2.
An imposed load of 2.5kN/m2 plus 1kN/m2 for internal partitions was assumed
for office loading, resulting in a total imposed load of 3.5kN/m2 (BSI, 1996).
The area around each central column over which these uniform loads act is 15m×
6m = 90m. Therefore, the design loads for each floor around each central column
are given as (using 1.35 and 1.5 as factors of safety for dead and imposed loads
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respectively):
130mm floor load = (3.5kN/m2 × 1.5 + (2.28 + 1.0)kN/m2 × 1.35)× 90m2
+ (25.6kN × 1.35)
= 906kN (C.5)
170mm floor load = (3.5kN/m2 × 1.5 + (3.23 + 1.0)kN/m2 × 1.35)× 90m2
+ (25.6kN × 1.35)
= 1021kN (C.6)
210mm floor load = (3.5kN/m2 × 1.5 + (4.17 + 1.0)kN/m2 × 1.35)× 90m2
+ (25.6kN × 1.35)
= 1135kN (C.7)
For simplicity, the roof was assumed to have the same structural layout as the most
slender floor design (130mm slab depth). This roof is assumed to have services,
ducting and decking as additional loads, but no raised floor. A minimum imposed
load of 1.5kN/m2 was assumed for access (BSI, 1988). Therefore, the total roof
load per column is:
Roof load = (1.5kN/m2 × 1.5 + (2.28 + 0.7)kN/m2 × 1.35)× 90m2
+ (25.6kN × 1.35)
= 600kN (C.8)
It is assumed that the cross section of the column does not vary with storey. There-
fore, the highest loaded case of the bottom storey of the five storey building was
considered.
267
Design Calculations for Column, Piles and Pile Caps Column Design
The self weight of the steel column is assumed for design purposes to be 198kg/m,
resulting in a total self weight load resulting from the upper four storeys of:
Column self weight =
9.81
1000
kN/kg198kg/m× (3.8m× 4)× 1.35
= 40kN (C.9)
Therefore, the total design vertical loads for each column are given by:
130mm vertical load = (906kN/floor× 4floors) + 600kN + 40kN
= 4264kN (C.10)
170mm vertical load = (1021kN/floor× 4floors) + 600kN + 40kN
= 4721kN (C.11)
210mm vertical load = (1135kN/floor× 4floors) + 600kN + 40kN
= 5179kN (C.12)
C.1.2 Column Specification
An initial size of 305 × 305 × 198UC was assumed for the columns. The design
capacity of this section was calculated by checking the maximum compressive
resistance and the maximum flexural buckling resistance about both the major
and minor axes, assuming the columns were simply supported and loaded axially
only.
The compressive resistance check is given by (Baddoo et al., 1993):
NSd ≤ Nc,Rd = Afy
γM0
(C.13)
where NSd is the design applied compressive force, Nc,Rd is the compressive re-
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sistance of the section, A is the cross sectional area of the section, fy is the char-
acteristic strength, γM0 is the partial safety factor.
Therefore,
Nc,Rd =
252× 102 × 275
1.05× 103
= 6600kN (C.14)
The flexural buckling check is given by (Baddoo et al., 1993):
NSd ≤ Nb,Rd,y and NSd ≤ Nb,Rd,z (C.15)
where
Nb,Rd =
βA × fc × A
γM1
(C.16)
βA = 1 for class 1 elements, γM1 = 1.05 and fc is the reduced characteristic
strength based on the slenderness ratio of the element.
The slenderness ratio, λ is given by (Baddoo et al., 1993):
λy =
l
iy
=
1.0L
iy
=
3800
142
= 26.8 (C.17)
λz =
l
iz
=
1.0L
iz
=
3800
80.2
= 47.4 (C.18)
For buckling about the y − y axis, curve ‘b’ is used from Table 5.14 (Baddoo
et al., 1993), whilst for buckling about the z− z axis, curve ‘c’ is used. This gives
fc = 263N/mm2 and fc = 225N/mm2 for y − y and z − z buckling respectively.
Therefore, checking the buckling design resistance gives:
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Nb,Rd,y =
1.0× 263× 252× 102
1.05× 103
= 6312kN (C.19)
Nb,Rd,z =
1.0× 225× 252× 102
1.05× 103
= 5400kN (C.20)
With reference to Equations C.14, C.19 and C.20 for the design resistances and
Equations C.10-C.12 for the design loads, it is observed that this column size
is suitable for all three design scenarios, namely 130mm, 170mm and 210mm.
However, it may be possible to reduce this column size for some of the lighter
load cases.
Therefore, a 305 × 305 × 158UC was considered. Here, the compressive resis-
tance is given by:
Nc,Rd =
201× 102 × 275
1.05× 103
= 5264kN (C.21)
The slenderness ratios are given by:
λy =
l
iy
=
1.0L
iy
=
3800
139
= 27.3 (C.22)
λz =
l
iz
=
1.0L
iz
=
3800
78.9
= 48.2 (C.23)
which gives reduced characteristic strengths of fc = 263N/mm2 and fc =
224N/mm2 for y − y and z − z buckling respectively. Using these strengths,
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the buckling design resistances are:
Nb,Rd,y =
1.0× 263× 201× 102
1.05× 103
= 5035kN (C.24)
Nb,Rd,z =
1.0× 224× 201× 102
1.05× 103
= 4288kN (C.25)
Now, comparing Equations C.10-C.12 with Equations C.21, C.24 and C.25 it is
observed that this smaller column size is suitable for the 130mm slab depth sce-
nario but is insufficient for the 170mm and 210mm scenarios. Given how close
the design resistance is to the design load for the 130mm case it is unlikely that
any further improvement can be made.
C.2 Pile Design
C.2.1 Pile Load Calculation
The load at the top of the piles was calculated using Equations C.10-C.12 for the
column loads, and adding the appropriate additional loads. These are: the self
weight of the column for the first storey only, the floor load for the ground floor,
and an assumed weight for the pile cap. For simplicity, the ground floor is assumed
to be of a similar construction type to the upper storeys. However, vibrations are
not likely to be a problem on this floor so it has a fixed slab depth of 130mm. This
is considered a reasonable approximation because this assumption is only used to
calculate the floor’s self weight for the purposes of designing the pile caps and
piles - it is not directly considered later in any material savings calculations.
The design of the piles is performed before the design of the pile caps. This is
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because the two designs are linked, but it is easier to approximate the size of
the pile cap than the size of the piles. Therefore, each column is assumed to be
supported by a 2.0m × 2.0m × 1.0m concrete pad, which is itself supported by 4
piles.
The additional load to each pile is therefore given by:
Pile Cap SW =
9.81
1000
kN/kg × 2400kg/m3
× (2.0m× 2.0m× 1.0m)× 1.35
= 127kN (C.26)
Column SW =
9.81
1000
kN/kg × 198kg/m× 3.8m× 1.35
= 10kN (C.27)
Ground Floor SW = 906kN (from Equation C.5) (C.28)
Therefore, the total design loads to be carried by the piles for each design scenario
are:
130mm pile load = 4264kN + 127kN + 10kN + 906kN
= 5307kN (C.29)
170mm pile load = 4721kN + 127kN + 10kN + 906kN
= 5879kN (C.30)
210mm pile load = 5179kN + 127kN + 10kN + 906kN
= 6451kN (C.31)
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C.2.2 Pile Specification
As discussed in Section 6.4.3, the building in this study is not based on an existing
structure so no soil conditions were available; therefore “typical” values were
assumed. These are shown in Table C.1 (repeated from Table 6.2). Four piles
were designed per column, and each was assumed to be bored and checked for
axial capacity only (Curtin et al., 2006).
Table C.1: Assumed soil conditions
Depth (m) Soil type
0 to 5 Fill material. Negligible contribution to axial capacity of pile
5 to 10 Sand and gravel. Assume angle of friction 30◦
10 to 15 Stiff clay. Assume strength of 150kN/m2
15 to 30 Very stiff clay. Assume strength of 300kN/m2
The total resistance of the piles, Q, were found by dividing the load equally be-
tween the piles and then considering each pile in isolation and summing the shaft
resistance, Qs, within each strata and the end bearing resistance, Qb, in the final
strata.
For a single soil strata, the total resistance of one pile with a circular cross section
is given by:
Q = Qb +Qs
= qb ×
(
pi
D2
4
)
+
∫ L
0
τspiD dL (C.32)
where, in sand/gravel:
τs = Ktan(δ)s
′ (C.33)
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Table C.2: Summary of pile design calculations
Resistance Force (kN)
Pile length 23m 24m 25m 26m 27m 28m
Strata 2 Qs 390 390 390 390 390 390
Strata 3 Qs 530 530 530 530 530 530
Strata 3 Qb 0 0 0 0 0 0
Strata 4 Qs 1696 1909 2121 2333 2545 2757
Strata 4 Qb 530 530 530 530 530 530
Total Force Q 3147 3359 3571 3783 3995 4207
Force with FOS 1259 1344 1428 1513 1598 1683
All 4 Piles 5035 5375 5714 6053 6393 6732
whilst, in clay:
τs = αcs (C.34)
qb = Nccb (C.35)
D is the diameter of the pile, L is the length of the pile within that strata, K is an
earth pressure coefficient (assumed K = 0.8 assumed for these bored piles), δ is
the pile-soil adhesion (assumed to be equal to 0.75φ), φ is the angle of friction of
the soil, s′ is the effective overburden pressure s′ = γz, γ is the self weight of the
undrained soil, z is the depth within the strata, α is an adhesion factor (assumed
α = 0.45 for London clay with bored piles), Nc is a bearing capacity (assumed
Nc = 9 for circular piles), cs is the undrained shear strength, cb is the undisturbed
shear strength at the base (assumed to be equal to cs).
These calculations were performed for the soil properties shown in Table C.1 and
with a pile diameter of 0.5m. The details of this calculation are not shown here
but a summary table for several design scenarios is shown in Table C.2. Here, a
factor of safety of 2.5 was used.
Referring to Equations C.29-C.31 and Table C.2 it is observed that for the three
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structural types, piles of length 24m, 26m and 28m respectively are needed.
C.3 Pile Cap Design
C.3.1 Pile Cap Load Calculation
The load at the top of the pile cap was calculated in a similar manner to that for
the pile caps but obviously without the self weight of the pile caps. Using the
same procedure as discussed in Section C.2 the total design loads for each design
scenario are:
130mm pile load = 4264kN + 10kN + 906kN
= 5180kN (C.36)
170mm pile load = 4721kN + 10kN + 906kN
= 5752kN (C.37)
210mm pile load = 5179kN + 10kN + 906kN
= 6324kN (C.38)
C.3.2 Pile Cap Specification
The pile caps were designed based on the pile layout specified in Section C.2,
namely four piles on a square arrangement as shown in Figure C.1. The piles
were spaced at 1.5D (where D is the diameter of the pile) with 100mm cover to
the edges. This gives an overall width of 1.95m which was rounded up to 2.0m
for the square pile caps. The depth of the piles were determined for each design
scenario by considering both local shear and bending shear in the cap using the
bending theory approach in accordance with (BSI, 1997).
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(a) Plan View
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Figure C.1: Pile Cap Design
First, the local shear check (Curtin et al., 2006):
νu =
Pu
ud
≤ 0.8
√
fcu or 5N/mm2 (C.39)
where νu is the shear stress at the face of the column, Pu is the applied verti-
cal load, u is the column perimeter, d is the depth to reinforcement as shown in
Figure C.1 and for grade C35 concrete, 0.8
√
fcu = 4.73N/mm2. Therefore, Equa-
tion C.39 can be rearranged to give a lower limit on d:
d ≥ Pu
4.73u
(C.40)
It was assumed that the column perimeter extended just to the outer edges of the
column, i.e. no extra width for a base plate was accounted for. This is a slightly
conservative approximation as the smaller column perimeter necessitates a larger
pile cap depth.
This check was performed for the three design scenarios, as shown in Equa-
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tions C.41-C.43:
130mm d ≥ 5180× 10
3N
4.73N/mm2 · (4× 350)mm = 782mm (C.41)
170mm d ≥ 5752× 10
3N
4.73N/mm2 · (4× 350)mm = 869mm (C.42)
210mm d ≥ 6324× 10
3N
4.73N/mm2 · (4× 350)mm = 955mm (C.43)
Secondly, the bending shear check which is performed across a section 20% of
the diameter of the pile inside the face of the pile (Curtin et al., 2006):
Vu
bvd
≤
(
2d
av
)
vc (C.44)
where Vu is the shear force across the section (given by half the applied axial
force, Pu, ignoring the self weight of the pile cap), bv is the breadth of the pile
cap, av is the distance shown in Figure C.1, and vc is the design concrete shear
stress which for grade C35 concrete with six T25 bars (assumed) has a minimum
value of 0.4N/mm2. This can be rearranged to:
d ≥
√
avVu
2bvvc
(C.45)
This check was performed for the three design scenarios, as shown in Equa-
tions C.46-C.48:
130mm d ≥
√
325mm× 5180/2× 103N
2× 2000mm× 0.4N/mm2 = 725mm (C.46)
170mm d ≥
√
325mm× 5752/2× 103N
2× 2000mm× 0.4N/mm2 = 764mm (C.47)
210mm d ≥
√
325mm× 6324/2× 103N
2× 2000mm× 0.4N/mm2 = 801mm (C.48)
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Therefore, the overall depth of the pile caps can be calculated by taking the max-
imum of the two calculated d values, as per Equations C.41-C.43 and C.46-C.48
and adding 25mm for the diameter of the reinforcing bars and 75mm for cover.
The overall depth of the pile caps for each of the design scenarios is thus given
by:
130mm h ≥ max(782mm, 725mm) + 25mm+ 75mm
= 882mm ∴ use 900mm (C.49)
170mm h ≥ max(869mm, 764mm) + 25mm+ 75mm
= 969mm ∴ use 1000mm (C.50)
210mm h ≥ max(955mm, 801mm) + 25mm+ 75mm
= 1055mm ∴ use 1100mm (C.51)
It is observed that the final calculated size for the pile caps is 2.0m × 2.0m ×
1.0m ± 0.1m so the original assumption used in Section C.2 for the size of the
pile caps is suitable.
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