Abstract. The goal of this paper is to prove a uniqueness result for a stochastic heat equation with a randomly perturbed potential, which can be considered as a variant of Hardy's uncertainty principle for stochastic heat evolutions.
Introduction
It is well known that the unique continuation property has extensive applications in control theory of partial differential equations, especially observability for the system; see [20] for details, or [19] for a stochastic case.
In this paper, we extend a uniqueness result of deterministic equations to the following stochastic heat equation with multiplicative noise: du = (∆u + V (t, x)u) dt + G(t, x)u dW (t), (t, x) ∈ (0, 1] × R n ,
which formally can be viewed as a heat evolution with a randomly perturbed potential V + GẆ . Our goal is to understand sufficient conditions for the solution u of equation (1.1), the potential V , the noise G and the behavior of the solution at two different times t 0 = 0 and t 1 = 1, in order to guarantee that u ≡ 0. In the deterministic case, there is a series of papers [3, 6, 7, 8, 9, 10, 11] , where the authors solve this problem for the Schrödinger and heat equations. The methodology involved in their project is very robust, as it can be seen in extensions of their results to the magnetic Schrödinger equation [1, 2] and more recently to the discrete Schrödinger equation [12, 13, 16] . Here we aim to adapt their methods to the stochastic setting.
The motivation of proving unique continuation properties for solutions of Schrödinger or heat equations knowing the behavior of the solution at two different times comes from the very famous result of G. H. Hardy [15] or [5, page 131] , concerning the decay of a function f and its Fourier transformf (ξ) = (2π)
Under this definition of the Fourier transform, Hardy proves:
If f (x) = O(e Since its original formulation, the Hardy uncertainty principle has been extended to more general settings. For instance, we have the following L 2 −version of the uncertainty principle [18] :
2f ∈ L 2 (R n ) and αβ ≤ 4 =⇒ f ≡ 0.
Moreover, thanks to the expression of solutions of free Schrödinger and heat equations, it is possible to rewrite the Hardy uncertainty principle in terms of solutions of these equations. Since we are concerned with the heat equation, in this case it is known that f, e |x| 2 /δ 2 e ∆ f ∈ L 2 (R n ) for some δ ≤ 2 =⇒ f ≡ 0.
Thanks to logarithmic convexity properties of solutions with fast decay properties at two different times, the authors extend in [7, 11] this dynamic Hardy uncertainty principle to solutions of the equation ∂ t u = ∆u + V u, where the potential V is bounded, using only real variable techniques, whereas the previous known proofs of the Hardy uncertainty principle, up to the endpoint case, were based on complex analysis arguments. In the preliminary non-sharp version of the result in [7] , they prove first that a solution with Gaussian decay at time t 0 = 0 and t 1 = 1 preserves this decay at any time in between, and, furthermore, in the open interval (0, 1) the solution exhibits better decay properties. Combining this result with a Carleman estimate, they are able to conclude uniqueness for solutions with a non-sharp rate of decay. Every step of the proof follows a formal approach that is justified at the end of the proof, which represents a considerable technical difficulty.
It is reasonable to think that in the presence of a noise term, the statement will not change, at least for small noises. We see in this paper that the approach introduced in [7] can be adapted to our setting to extend the Hardy uncertainty principle, but the rate of the decay depends on the noise. However, this result is likely to be improved, but we do not have a hint about the sharp rate of the decay at the moment.
We need to assume the following hypothesis on the potential V and the noise G in equation (1.1). (
Notice that the potential V considered in the deterministic case is bounded whereas in the stochastic setting we require it to slightly decay at infinity. If we only carry out the formal arguments, we do not need neither the potential nor the noise to decay, but, trying to rigorously prove our statement, just a bounded potential and noise is not enough. This is due to the fact that the procedure to prove the logarithmic convexity result (see Lemma 3.4) is different in the stochastic case, since the justification process fails unless we know first some decay properties of the solution in the interior of the interval [0, 1]. Nevertheless, if the noise G = G(t), is a constant or independent of space variable x, it is easy to see from some obvious transform that the deterministic result still holds. The later statement can also be verified through the proof of the logarithmic convexity in Lemma 3.4, for details see Remark 3.5. Therefore, in the sequel we only focus on the case that G depends on x.
Before we state our main theorem, let us introduce some basic notations. Let F = (Ω, F , {F t } t≥0 , P) be a stochastic basis with usual conditions. On F, we define a standard scalar Wiener process W = {W (t)} t≥0 . We assume that the filtration {F t } t≥0 is generated by W .
Given a Hilbert space H, we denote by L 2 F ([0, 1]; H) the Banach space consisting of all H-valued {F t } t≥0 -adapted processes X such that the square of the canonical norm E 1 0 X(t) 2 H dt < ∞; and denote by C F ([0, 1]; H) the Banach space consisting of all H-valued {F t } t≥0 -adapted continuous processes X such that the square of the canonical norm E sup 0≤t≤1 X(t) 2 H < ∞. We denote by (·, ·) the inner product in L 2 (R n ) and denote by · the norm induced by (·, ·). We also use the notation f ∞ = ess sup (t,x)∈[0,1]×R n |f (t, x)|.
The following is our main result. 
, or Assumption 1.1 holds and γ = 1/(2δ) satisfies
where
(1.3)
As we have pointed out above this result is not likely to be sharp, and a combination of it with the procedure developed in [11] will probably start a self-improvement argument. On the other hand, it is reasonable to claim that a similar result holds for Schrödinger evolutions. We are currently working on both projects.
The rest of the paper is organized as follows: in Section 2, we provide necessary estimates, especially the interior regularity for the decay of the solution. In Section 3, we first introduce a formal calculation leading to the logarithmic convexity, and then focus on rigorous justifications. Section 4 is devoted to the proof of our main result Theorem 1.3.
Preliminary estimates
In this section, we start with the energy estimate for the solution u of equation (1.1), multiplied by a quadratic exponential weight function.
Lemma 2.1 (Energy estimate). Suppose u is a solution of equation (1.1). Then there is a constant
Proof. Formally, let v = e ϕ(t,x) u with ϕ(t, x) = φ γ (t)|x| 2 , then by Itô's formula we have
Applying Itô's formula for v 2 and integration by parts yield
It is clear that |∇ϕ| 2 + ∂ t ϕ = 0, and thus we obtain
Taking expectation on both sides and getting rid of the gradient term, we have
To justify the integration by parts and calculations carried out above, we use the same truncation and mollification as in [7, Lemma 1] , which completes the proof.
Interior regularity (or smoothing property) for deterministic parabolic equations is standard and well known, i.e., the solution becomes smooth for any t > 0, even though the initial data may be singular. Similar but more subtle result for stochastic equations can be proved, see for example [14] . However, in the rest of this section, we will show the interior regularity for the solution u of stochastic equation (1.1), with a quadratic exponential weight, which serves as an important tool for the rigorous justifications in the later sections. The result itself is also interesting and new in this stochastic context.
We define ϕ a as a radial function in R n , i.e., ϕ a (x) = ϕ a (|x|) satisfying 
where ϕ a is defined as in (2.2) and (2.3).
for x such that |x| ≥ N , where B r (x) is a ball centered at x with radius r. Since d(ψu) = ∂ t ψu dt + ψ du, it follows from Itô's formula applied to ψu 2 that
where we have used the fact that ψ(0) = 0. Then by observing that
and taking expectation we obtain
After using Cauchy-Schwarz inequality in the second integral on the right hand side of the previous equality, we have that there is a constant C depending on G ∞ and V ∞ such that
(2.5) Next, let us differentiate the equation satisfied by u with respect to a variable x i and we obtain
where u i = ∂ xi u(t, x), and similarly for (V u) i and (Gu) i . Repeating the computations as before with ψ(t, y) = η(t)θ(y), where
we get
Thus, it follows from (2.5) that
by summing in i = 1, 2, · · · , n. For y ∈ B 2 (x), and |x| ≥ N with N sufficiently large, there is ν > 0 such that
Therefore,
Now by means of a covering lemma, see for example [4, Theorem 1.1], we can find a sequence {x j } with sup j |x j | ≥ N such that {|y| ≥ N } ⊂ j B 1/2 (x j ) and j χ B2(xj ) ≤ C(n). Summing in j, we conclude from (2.6) and (2.8) that
by the energy estimate in Lemma 2.1. Finally, we fix N and ν such that (2.9) and (2.10) hold, and without loss of generality, we may assume N ≥ max{γ, 2}. In this case, we have
For the first integral, we have that ϕ a (x) ≤ (1 − ν)ϕ(x), where ϕ is defined in (2.7), and thus,
which by (2.10) implies that
For the second integral, we use the fact that if
Hence,
which by (2.9) implies that
It follows from (2.11), (2.12) and (2.13) that
Similarly,
For the space integral over the region {|x| < N }, all the estimates are obvious, and we finish the proof. 
Logarithmic convexity
We first introduce a formal calculation to be used frequently for the logarithmic convexity.
Lemma 3.1. Let S and A be a symmetric and a skew-symmetric operators, respectively, possibly dependent on the time variable. Suppose V (t, x) and G(t, x) are bounded functions in [0, 1] × R n , and a reasonable function f (t, x) satisfies
We also assume that there exists a time dependent operator S t such that
Then there is a function Q(t) and a universal constant N such that
2)
Proof. By Itô's formula, we have
(3.5) Let us rewrite D as follows:
and soḢ
By Itô's formula again and equality (3.1), we have
In the last equality, we use the identities
Thus by (3.5) we obtain
where F verifiesḞ
Then it follows from (3.8) and (3.9) that
By Cauchy-Schwarz inequality, we have
which, together with the inequalities are finite for almost every t ∈ [0, 1]. The later fact will be used in the proof of the logarithmic convexity.
In the rest of this section, we will make another assumption on the potential V and the noise G, due to the stochastic conformal transformation studied in Lemma 4.1. 
Proof. Let f = e γϕ u, where ϕ = ϕ(x) is to be chosen. Then f satisfies, formally
where S = ∆ + γ 2 |∇ϕ| 2 , and A = −2γ∇ϕ · ∇ − γ∆ϕ (3.11)
are symmetric and skew-symmetric operators, respectively. We do calculations as in Lemma 3.1, and recall thatḢ
where H, H G , D and D G are defined in (3.4). MultiplyingḢ(t) by (1 − 2t) and integrating in t ∈ [0, 1], we get
On the other hand,
Therefore, we have
Now, formally, if ϕ(x) = |x| 2 we have from (3.11) that
By assumptions on G and V , for a given ε > 0, there exists L > 0 such that when |x| > L we have max sup
Therefore, we obtain that
In the same way, we also have
Putting everything together yields
We can now choose ε small enough so that 2 − 9ε 2 /4 − 2ε > 0 and conclude the result by using the inequality (2.21) in [7] 
In order to make the calculations above rigorous, we set f a = e γϕa u, where ϕ a satisfies (2.2) and (2.3). Then
and thus
where I n is an n × n identity matrix, and E ij is the elementary matrix whose only nonzero entry is a 1 in i-th row and j-th column. Also, in this case we have
Thus,
and so
By choosing a small enough, the first two integrals on the right hand side of the above inequality are non-negative by the condition that γ > G 2 ∞ /4, and so is the last one due to the decay of the noise G in Assumption 3.2.
Observing that
and repeating the formal computations as before, we obtain
where H a (t) = E f a (t) 2 . By letting a tend to zero, we prove (3.12) rigorously. Next, we would like to replace the term R n |∇f | 2 dx by R n e 2γ|x| 2 |∇u| 2 dx in (3.12). To do this, we notice that (3.12) holds for f ρ = e (γ−ρ)|x| 2 u as well. Then by using the same argument as the interior regularity result in Lemma 2.2, we can justify (3.13) with such f ρ for t ∈ [ε, 1]. In the end, we send ρ and ε to zero and complete the proof. Now we are ready to show the logarithmic convexity. 
Proof. Let f = e γϕ u, where ϕ = ϕ(x) is to be chosen. Then a direct calculation from (3.11) shows that 19) and
Then by (3.18), (3.19) and (3.20), we obtain 2 21) where H, H G , D and D G are defined in (3.4), and
Now let ϕ(x) = |x| 2 . Then ∇ϕ = 2x, ∆ 2 ϕ = 0, and D 2 ϕ = 2I n , where I n is an n × n identity matrix. So in this case,
by the assumption. If we at the moment assume the formal calculations in Lemma 3.1, and the computations yielding I(t) ≥ 0 are correct (in fact, later we only show that EI(t) ≥ 0 for almost every t ∈ [0, 1], which is sufficient for our purpose), it follows from (3.2) and (3.21) that
with a universal constant N and a function Q = Q(t) satisfying
and thus we have (3.17). Next, we do the justification for the calculations involved above. To this end, we use the same mollification as in Lemma 3.3, and set f a = e γϕa u, where ϕ a satisfies (2.2) and (2.3). Using (3.14)
Then we obtain (3.21) from (3.16) and (3.24) with I a such that
It follows from the interior regularity that the calculations leading to (3.16) and (3.24) are justified.
In particular, the right hand side of (3.25) is finite for t ∈ [ε, 1]. By the fact that γ > G 2 ∞ /4, and for a small enough, we obtain EI a (t) ≥ F a (t), where
From Lemma 3.3, we notice that F a (t) converges to zero as a decreases to zero, for almost every t ∈ [0, 1]. Therefore, using (3.2) in Lemma 3.1 and (3.21), we arrive at
which implies the logarithmic convexity for H a (t) for t ∈ [ε, 1]. By sending a and ε to zero, we complete the proof.
on the left hand side of (3.21), will disappear. So we can deal with the commutator part as the deterministic case in [7] , and get rid of Assumption 1.1 as well as the restriction on γ to arrive at the logarithmic convexity. Moreover, it is easy to see that the noise does not play a role in the calculations of the next section, so for space-independent noise the deterministic result still holds in the stochastic setting.
Proof of main result
It is noted that in Lemma 3.3 and 3.4, we require that the solution u has the same quadratic exponential decay for t 0 = 0 and t 1 = 1, but Theorem 1.3 assumes no decay for the initial data. In order to overcome this issue, we introduce the following conformal transformation, also known as Appell transformation for our stochastic equation.
Let α, β > 0 and set
then y verifies dy = (∆y + V y)dt + gy dW (b(t)), (4.2)
, and g(t, x) = G(b(t), a(t)x).
Moreover, for any γ ∈ R,
where s = b(t).
Proof. By Itô's formula,
dt + a u dt,
On one hand, observing that
where the second equality follows from the time change formula for Brownian motions, or more generally, local martingales, see for example [17, Proposition 1.5, page 181], and
we have
On the other hand, (dy − ∆y dt)
Using the identities a ′ = κa 2 and b ′ = a 2 , we obtain (4.2). Then relation (4.3) is a consequence of the transform (4.1) and the fact that a(t)a(s) = 1.
It is known that the conformal transformation y is equivalent in probability law to the process u satisfying
and W is another Wiener process. Since the norms we consider are under the probability expectation, we may by a slight abuse of notation denote by u the conformal transformation of u. Then we have
by choosing α = 1, β = 1 + 4γ and γ = 1/(2δ) in Lemma 4.1. We also have
by the identities b ′ = a 2 and a ∞ = √ 1 + 4γ. Finally, we are ready to prove our main theorem.
Proof of Theorem 1.3. Fix R > 0. For γ = 1/(2δ) > 1/2, we can find µ and ε such that
and write H µ (t) = E f (t) 2 with f = e ϕ u, where u is defined in (4.6). Next, we show that H µ (t) is a logarithmically convex function. It follows from (4.7) that V and G satisfy Assumption 3.2, as long as V and G satisfy Assumption 1.1. Therefore, we can apply previous lemmas and the interior regularity to show that the subsequent formal computations are correct.
The equation satisfied by f can be written as
where V , G are defined in (4.7), and
are symmetric and skew-symmetric operators, respectively. We also have
where S t is an operator satisfying (3.1). Thus, we have that
While, on the other hand, for a general function v we have
Therefore, 
Then we can easily estimate the latter to get 
We now need to control the last two integrals by some expression of the type −CH By some elementary analysis, we obtain
(4.9)
Let us first focus on the following integrals
We split these integrals into the regions {|x| > αR} and {|x| ≤ αR}, where α > m µ is to be chosen later. In the first region, 
On the other hand, if |x| ≤ αR,
But we notice that G 2 ∞ < 4µ implies the inequality (4.12) by (4.10). Furthermore, for |x| ≤ αR we have the same bound as in (4.11) . Thus, in this case, we again have It is easy to see that in either case we have 4γ > (4γ 2 − 1)/(8αγ), and so we require that G 2 < (4γ 2 − 1)/(8αγ), or equivalently γ and G satisfy (1.2).
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