In this Paper we give a scheme for the numerical solution of fractional order Logistic equations (FOLE) using operational matrices for fractional order integration and multiplications based on Bernstein Polynomials (BPs). By this method we get the FOLE in the form of a system of algebraic equations which is simple in handling for the numerical solutions and better approximations are obtained. For the illustration of the efficiency and simplicity of the scheme, three examples are added in the paper.
Introduction
The applications of fractional calculus can be studied in many scientific disciplines based on mathematical modeling including physics, aerodynamics, chemistry, signal and image processing, economics, electrodynamics, polymer rheology, economics, blood flow phenomena, biophysics, control theory and many others. For this, we recommend to [1] [2] [3] [4] [5] . Due to the wide range applications of fractional calculus and fractional dynamics, this area caught the interest of many researchers recently in [6] [7] [8] [9] [10] .
Numerical solutions of fractional order differential equations have considered by many researchers such as in [12] , H. Jafari et.al studied Abel differential equation of fractional order using Homotopy analysis method. In [16] , D. Baleanu et.al consider fractional quadratic Riccati differential equations with the Riemann-Liouville derivative via the operational matrices of BPs. In [17] , M. Alipour and D.Rosatamy used BPs for solving Abel's integral equation. In [18] , M. Alipour and D. Rostamy consider the numerical solution of time varying fractional optimal control problem via operational matrices of BPs.
In the literature we see some papers on the study of FOLE including [20] by El-Sayed et al. In [19] S. Bhalekar and V. D. Gejji considered FOLE by the new iterative method introduced by D. Gejji and H. Jafari in [21] .
Our interest in this paper is to produce a numerical scheme for the solution of FOLE using operational matrices of fractional order integration and multiplication of BPs
With initial condition
and ∈ [0,1]. In the following eq. (3), is the Caputo fractional derivative [17] :
We give some properties of fractional derivative and integral from the available resources in [3] [4] [5] :
Where is the fractional Riemann-Liouville integral, given by
0 Organization of our Paper: In Section 2, we present BPs and approximation of functions via BPs. In section 3, we describe about the operational matrices of BPs. In section 4, we develop a numerical scheme for the FOLE (1). In section 5, Illustrative examples are given.
Preliminary Results
Recall that in [8] , the BPs of mth degree defined on the interval [0, 1], given as under
satisfy the recursive relation:
Using the Bionomial expension (1 − ) − , the BPs can be written in terms of linear combination of the basis function as follows
where where
Since det( ) = | | = П =0 , ( ) ≠ 0, it means that A is an invertible matrix.
Approximation of Functions
A square integrable function F(x) in the interval (0, 1) may be approximated in terms of the basis of BPs
And 〈 ( ), ( )〉 = is known as dual matrix of ( ) and is given by the following relation
1 0
And the entries of Q are given by
Where , = 0,1, … , , ultimately by (11) and (13), we get
Operational Matrix for Fractional Integration Based on BPs
The operational matrices of fractional Integration of the vector Ψ(t) can be approximated as [14] :
Where is the (m+1)x(m+1) is Riemann-Liuoville fractional matrix of integration for BPs, by the use of (6), we have
Where * denotes the convolution product and by substituting ( ) = ( ) and from (4) we get
, … ,
=̌
Where D is an (m+1)x(m+1) matrix and ̌ are given by
Now we approximate + by m+1 terms of the BPs basis
Therefore we have 
Where E is (m+1)x(m+1) matrix that has vector for −1̌ ith column. Therefore, we can write
Thus, we have
Where =ADE T is the fractional integration operational matrix.
Operational Matrix for Product
It is always necessary to assess the product of ( ) and ( ) which is called the product matrix forBPs basis. The operational matrices for the
Where ̅ is an (m+1)x(m+1) matrix and we have
Now, we approximate all functions Ӽ , ( ) in terms of ( ) for i, k=0,1,… m. By (10), we have
Where , = [ 
, … , 
Where +1 ( = 0,1, … , ) is an (m+1)x(m+1) matrix that has vectors , given for each column. If we chose an (m+1)x(m+1) matrix ̌= [ 1 , 2 , … , +1 ], then from (25) and (28) we can write
( ) ( ) ≃ ( ) ̌ (29)
And therefore we obtain the operational matrix product ̅ = ̌.
Corrolary: If ( ) = ( ) consequently we can get the approximate function for ( ), using BPs as follows
Where ̅ = ̅ −1 .
Proof. See the proof in [17] .
Scheme for the Numerical Solution of Fractional Order Logistic Equations using BPs
In this section, we employ the operational matrices of BPs for solving the nonlinear FOLE (1). At first we expand fractional derivative in (1) by the Bernstein basis ( ) as follows:
And
are unknowns. Using initial condition (2) and (5), (23), we approximate x(t) by
Where + = and is the fractional operational matrix of integration of order and
By substituting the approximations (31), (34) in (1) we have
Where Id is is the identity matrix. Thus from (36), we can get the following system by the use of the independent property of BPs functions, − ( − ̅ ) = 0, (37) from this system we can get H and hence we can approximate the solution of FOLE (1) i.e x(t), by using (34).
Interpretation of Our Numerical Scheme
Here we consider three examples of FOLE for the numerical solutions on the prescribed method, in order to check the accuracy of our scheme. We consider the solutions for different values of α and compare with the exact solutions in these examples.
Example 1
We consider a FOLE from [19] : Example 2 We consider a FOLE from [19] : 
Example 3
We consider a FOLE: 
Conclusion
In this paper we have given a scheme for the numerical solution of FOLE based on the operational matrices of BPs for fractional order integration and multiplication. The method is too simple and highly efficient for the numerical solutions of the FOLE. The efficiency and simplicity of the scheme is given and justified by the three examples in the paper. In these examples, we see that better results are obtained for the values of α near by 1, keeping the number of approximating terms(m) the same. The simulations were carried out by Mathematica. 
