We study Boolean stable laws, b α,ρ , with stability index α and asymmetry parameter ρ. We show that the classical scale mixture of b α,ρ coincides with a free mixture and also a monotone mixture of b α,ρ . For this purpose we define the multiplicative monotone convolution of probability measures, one is supported on the positive real line and the other is arbitrary.
We denote respectively by * , ⊞ the classical and free additive convolutions, and by ⊛, ⊠ the classical and free multiplicative convolutions. An important class of measures in connection with the study of limit laws is the class of infinitely divisible distributions. A probability measure µ is said to be (classically) infinitely divisible (or ID for short) if, for every natural number n, there exists a probability measure µ n such that µ = µ n * µ n * · · · µ n n times .
In the same way, in free probability a measure µ is said to be freely infinitely divisible (or FID for short) if, for every natural number n, there exists a probability measure µ n such that µ = µ n ⊞ µ n ⊞ · · · ⊞ µ n n times .
We denote by ID( * ) the class of all ID distributions on R and by ID(⊞) the class of all FID distributions on R.
The Boolean stable law b α,ρ appears as the stable distribution for Boolean independence [41] . The positive one b α,1 is the law of quotient of identically distributed, independent positive α-stable random variables. The density is given by The authors studied these measures in [2] in relation to classical and free infinite divisibility, proving that the Boolean stable law is FID for α ≤ 1/2 or 1/2 < α ≤ 2/3, 2 − 1/α ≤ ρ ≤ 1/α − 1. Moreover the positive Boolean stable law for α ≤ 1/2 is both ID and FID. Note that Jedidi and Simon showed that it is HCM, more strongly than ID [30] . The positive Boolean stable law was the first nontrivial continuous family of measures which are ID and FID. Our main result is in Section 4. We extend the results in [2] to classical scale mixtures of Boolean stable laws, giving a large class of probability measures being ID and FID. Theorem 1.1. Let B α,ρ be a random variable following the Boolean stable law b α,ρ , and let X be any nonnegative random variable classically independent of B α,ρ . If α ∈ (0, 1/2] or if α ≤ 2/3, ρ = 1/2, then the law of XB α,ρ is in ID(⊞) ∩ ID( * ).
The proof is given separately for ID and FID parts. We show in Theorem 4.18 that the law of XB α,ρ is ID if: (a) α ≤ 1/2; (b) α ≤ 1, ρ = 1/2. (a), (b) may not be necessary conditions for XB α,ρ being ID. The proof depends on mixtures of exponential distributions for α ≤ 1/2 and mixtures of Cauchy distributions for ρ = 1/2. For the free part, we show in Theorem 4.25 that the law of XB α,ρ is FID for any X ≥ 0 if and only if: (i) α ≤ 1/2; (ii) 1/2 < α ≤ 2/3, 2 − 1/α ≤ ρ ≤ 1/α − 1. The proof is based on complex analysis; we show that the Voiculescu transform has an analytic extension defined in C + taking values in C − ∪ R (see [16] ). When B α,ρ is symmetric or positive, we give a simpler proof by using the identities b α,1 = π where f α,ρ is a free stable law and π is a free Poisson. See Section 2 for the other notations. We also show the multiplicative infinite divisibility for b α,1 with respect to classical, free and monotone convolutions. In Subsections 3.2 and 4.1, we establish a lot of identities involving classical, Boolean and free stable laws, and multiplicative classical ⊛, free ⊠ and monotone convolutions. For this purpose, we define the multiplicative monotone convolution of two probability measures, one is supported on [0, ∞) and the other is on R, in Subsection 3.1. The most outstanding result in this context is the following identity: µ 1/α ⊛ b α,ρ = µ ⊠1/α ⊠ b α,ρ , b α,ρ being positive or symmetric.
The measure µ 1/α is the law of X 1/α when X follows the law µ. This identity gives us a direct connection between classical multiplication and free multiplication, and it suggests the importance of b α,ρ . In Subsection 4.2, we compare classical, free and Boolean stable laws and observe similarities between them.
Examples of random variables XB α,ρ as in Theorem 1.1 are provided in Section 5. We give new probability measures which are both ID and FID, including the generalized beta distributions of the second kind with densities Moreover, these measures are HCM (see [17] ). We compute the limit distributions in free multiplicative laws of large numbers [44, 21] lim n→∞ (µ ⊠n )
1/n
by taking µ to be the law of XB α,1 . The limit distribution is again a scale mixture of Boolean stable laws, but now with stability index α/(1 − α). We consider the free Jurek class which is the free analogue of Jurek class [31] . The law of XB α,ρ belongs to the free Jurek class for α 0.42, ρ = 1 and for α ≤ 1/2, ρ = 1/2. Free Bessel laws, introduced in Banica et al. [8] , are measures π st = (1 − t)δ 0 + D t ((π ⊠s ) ⊞1/t ) for s > 0, 0 < t ≤ 1, where π is the free Poisson with mean 1. Note that π st is a probability measure since π is ⊠-infinitely divisible. It is also known that the parameters may be extended to s ≥ 1, t > 0. The question of whether one can extend these parameters for 0 < s < 1, t > 1 was raised in [8] . Later, from considerations of moments, Hinz and M lotkowski [28] conjectured that (π ⊠s ) ⊞t is not a probability measure for 0 < s, t < 1. In the last part of the paper, we give an answer to the conjecture of Hinz and M lotkowski using the representation (1.1) and the free divisibility indicator, and we then settle the question of the existence of free Bessel laws as a corollary. 
is a sequence of moments of a probability measure on R if and only if max(s, t) ≥ 1. In particular, the free Bessel law π st is a probability measure if and only if (s, t)
Preliminaries

Notations
We collect basic notations used in this paper.
(1) N = {1, 2, 3, . . . } is the set of strictly positive natural numbers.
(2) P is the set of (Borel) probability measures on R.
(3) P + is the set of probability measures on R + = [0, ∞).
(4) P s is the set of symmetric probability measures on R.
(5) For a ∈ R, we denote by D a µ the dilation of a probability measure µ, i.e. if a random variable X follows µ, then D a µ is the law of aX.
(6) C + , C − denote the complex upper half-plane and the lower half-plane, respectively.
(9) For α, β > 0, Γ α,β is the truncated cone {z ∈ C + : |Re(z)| < αIm(z), |z| > β}.
(10) For p ∈ R and µ ∈ P + , let µ p be the push-forward of µ by the map x → x p . If p is an integer, we define µ p for any µ ∈ P. If p ≤ 0, we define µ p only when µ({0}) = 0. We may use the notation √ µ instead of µ 1/2 .
(11) For µ ∈ P + , the measure Sym(µ) is the symmetrization 1 2 (µ(dx) + µ(−dx)).
(12) For z ∈ C \ (−R + ), arg z is the argument of z taking values in (−π, π).
(13) For p ∈ R, the power z → z p denotes the principal value |z| p e ip arg z in C \ (−R + ).
(15) For p ∈ R and θ 1 < θ 2 such that θ 2 − θ 1 ≤ 2π, the power z → (z)
Additive Convolutions
We briefly explain the additive convolutions from non-commutative probability used in this paper. They correspond to notions of independence coming from universal products classified by Muraki [34] : tensor (classical), free, Boolean and monotone independences. We omit monotone convolution since it does not appear in this paper.
Classical Convolution
Let F µ be the characteristic function of µ ∈ P. Then the classical convolution is characterized by
Classical convolution corresponds to the sum of (tensor) independent random variables.
The moment generating function of µ ∈ P is defined by M µ (z) := F µ (z/i), z ∈ iR. When µ ∈ P + , the domain of M µ extends to {z ∈ C : Re(z) ≤ 0}. For µ ∈ P, there exists a ∈ (0, ∞] such that M µ (z) = 0 in i(−a, a), and then we may define the classical cumulant transform of µ ∈ P by
such that it is continuous and C * µ (0) = 0. It then follows that for some c > 0 depending on
In general, C * does not characterize the probability measure, that is, there are two distinct µ, ν ∈ P such that C * µ (z) = C * ν (z) in some i(−a, a). In particular cases such as µ ∈ ID( * ), the characteristic function does not have a zero and hence the classical cumulant transform C * µ extends to a continuous function on iR. Then C * µ on iR (or on −iR + ) uniquely determines µ.
Free Convolution
Free convolution was defined in [45] for compactly supported probability measures and later extended in [33] for the case of finite variance, and in [16] for the general unbounded case. Let
, z ∈ C \ R be the Cauchy transform and the reciprocal Cauchy transform (or F -transform) of µ ∈ P, respectively. It was proved in Bercovici and Voiculescu [16] that there exist α, β, α
µ is defined. Moreover, the free cumulant transform (see [9] ) is a variant of φ µ defined as
The free convolution of two probability measures µ 1 , µ 2 on R is the probability measure
in a common domain Γ γ,δ which is contained in the intersection of the domains of φ µ 1 , φ µ 2 and φ µ 1 ⊞µ 2 . Free convolution corresponds to the sum of free random variables [16] . For any t ≥ 1 and any µ ∈ P, there exists a measure µ ⊞t ∈ P which satisfies φ µ ⊞t (z) = tφ µ (z) in a common domain [37] .
Boolean Convolution
The Boolean convolution [41] of two probability measures µ 1 , µ 2 on R is defined as the probability measure µ 1 ⊎ µ 2 on R such that
where the η-transform (or Boolean cumulant transform) is defined by
Boolean convolution corresponds to the sum of Boolean independent random variables. Such an operator-theoretic model was constructed in [41] for bounded operators and in [20] for unbounded operators. For any t ≥ 0 and any µ ∈ P, there exists a measure µ ⊎t ∈ P which satisfies η
Multiplicative Convolutions
Multiplicative Classical Convolution
The multiplicative classical convolution
for any bounded continuous function f on R. The measure µ 1 ⊛ µ 2 corresponds to the distribution of XY , where X and Y are independent random variables with distributions µ 1 and µ 2 , respectively.
Multiplicative Free Convolution
For probability measures µ 1 ∈ P + , µ 2 ∈ P, the multiplicative free convolution µ 1 ⊠ µ 2 ∈ P is defined as the distribution of √ XY √ X, where X ≥ 0 and Y are free random variables with distributions µ 1 and µ 2 , respectively. Multiplicative free convolution was introduced in [47] for compactly supported probability measures, and then extended in [16] for non compactly supported probability measures.
Suppose that δ 0 = µ ∈ P + (resp. δ 0 = µ ∈ P s ). The function η µ is univalent around (−∞, 0) (resp. i(−∞, 0)) taking values in a neighborhood of the interval (1 − (µ({0})) −1 , 0) (we understand that (µ({0})) −1 = ∞ if µ({0}) = 0), so that one may define the compositional inverse η −1 µ and then the Σ-transform
Multiplicative free convolution ⊠ is characterized by the multiplication of Σ-transforms:
in the common interval (−β, 0), provided µ 1 = δ 0 = µ 2 . The case µ 1 , µ 2 ∈ P + was proved in [16] and the case µ 1 ∈ P + , µ 2 ∈ P s was proved in [6] . When µ 1 ∈ P + , µ 2 ∈ P and they have compact supports, (2.2) was proved in a neighborhood of 0 in [47] and [38] . In the most general case µ 1 ∈ P + and µ 2 ∈ P, it is still an open problem to define an appropriate S-transform S µ 2 and to prove (2.2).
Instead of the Σ-transform, often used to calculate multiplicative free convolution is the S-transform:
If µ ∈ P + , then a convolution power µ ⊠t ∈ P + , satisfying Σ µ ⊠t (z) = (Σ µ (z)) t , is well defined for any t ≥ 1 ( [11] ). A probability measure µ ∈ P + is said to be ⊠-infinitely divisible if for any n ∈ N, there is µ n on R + such that µ = µ ⊠n n = µ n ⊠ · · · ⊠ µ n . For µ ∈ P + , ν ∈ P, the identity
was proved in [13, Proposition 3.5] .
Using the S-transform, it was proved in [6] that, for µ ∈ P + and ν ∈ P s , the following relation holds:
Assume µ ∈ P + and µ({0}) = 0. The following formula is known [22, Proposition 3.13]: Recall that a probability measure µ is ID if and only if its classical cumulant transform C * µ has the Lévy-Khintchine representation (see e.g. [39] )
where η ∈ R, a ≥ 0 and ν is a Lévy measure on R, that is, R min(1, t 2 )ν(dt) < ∞ and ν({0}) = 0. If this representation exists, the triplet (η, a, ν) is unique and is called the classical characteristic triplet of µ.
A FID measure has a free analogue of the Lévy-Khintchine representation.
Theorem 2.1 (Voiculescu [46] , Maassen [33] , Bercovici & Voiculescu [16] , Barndorff-Nielsen & Thorbjørnsen [9] ). For a probability measure µ on R, the following are equivalent.
(1) µ belongs to ID(⊞).
(2) −φ µ extends to a Pick function, i.e. an analytic map of C + into C + ∪ R.
(3) For any t > 0, there exists a probability measure µ ⊞t with the property φ µ ⊞t (z) = tφ µ (z).
(4) A probability measure µ on R is FID if and only if there are η µ ∈ R, a µ ≥ 0 and a Lévy measure ν µ on R such that
The triplet (η µ , a µ , ν µ ) is unique and is called the free characteristic triplet of µ and ν µ is called the Lévy measure of µ.
An important FID distribution in this paper is the free Poisson law π, also known as the Marchenko-Pastur law, with free characteristic triplet (1, 0, δ 1 ) and density
The free Poisson distribution π is infinitely divisible both with respect to ⊠ and ⊞.
Compound Free Poisson Distribution
Suppose that σ ∈ ID(⊞) does not have a semicircular component (a σ = 0) and that the Lévy measure ν σ in (2.8)
Then the Lévy-Khintchine representation reduces to
where η ′ σ ∈ R. The measure σ is called the compound free Poisson distribution ( [40] ) with rate λ and jump distribution ρ if the drift term η ′ σ is zero and the Lévy measure ν σ is λρ for some λ > 0 and a probability measure ρ on R. To clarify these parameters, we denote σ = π(λ, ρ). (2) For any ν ∈ P, the compound free Poisson π(1, ν) coincides with the free multiplication
Free Divisibility Indicator
A one-parameter family of maps {B t } t≥0 on P, introduced by Belinschi and Nica [13] , is defined by
The family {B t } t≥0 is a composition semigroup and, moreover, each map B t is a homomorphism regarding multiplicative free convolution: B t (µ ⊠ ν) = B t (µ) ⊠ B t (ν) for probability measures µ ∈ P + , ν ∈ P. Let φ(µ) denote the free divisibility indicator defined by
which has another expression [4] φ(µ) = sup{t ≥ 0 :
For any µ ∈ P and 0 ≤ s ≤ φ(µ), Belinschi and Nica proved that a probability measure ν s uniquely exists such that B s (ν s ) = µ. Therefore, the definition of B t (µ) may be extended for 0 ≥ t ≥ −φ(µ) by setting B t (µ) = ν −t . The indicator φ(µ) satisfies the following properties [13] .
(2) µ is FID if and only if φ(µ) ≥ 1.
More information on B t (µ) and φ(µ) is found in [13, 4, 29] .
Stable Distributions
Let A be the set of admissible parameters:
Definition 2.4. Assume that (α, ρ) is admissible. The classical n α,ρ (see e.g. [39] ), Boolean b α,ρ [41] , free f α,ρ [16, 15] and monotone m α,ρ [24, 48] strictly stable distributions are defined, respectively, by their classical cumulant, η, free cumulant and F transforms as follows:
The parameters α, ρ are called the stability index and asymmetry parameter.
Remark 2.5. This parametrization follows [25] (except that we include α = 1 too) and is different from [15] to respect the correspondence with the classical stable distributions [49] .
Note that
and it is the Cauchy distribution c ρ with density
with the convention c 0 = δ −1 and c 1 = δ 1 .
The probability density functions of the Boolean (and monotone) stable laws are described in [26] . When α ≤ 1 or when α > 1, 1 − 1/α < ρ < 1/α, the Boolean stable law b α,ρ is absolutely continuous with respect to the Lebesgue measure and the density is given by
For α ∈ [1, 2] and ρ = 1 − 1/α, 1/α, the measure b α,ρ has one or two atoms.
3 Basic Results
Multiplicative Monotone Convolution: General Case
The multiplicative monotone convolution of probability measures µ 1 , µ 2 ∈ P + is defined as the probability measure µ 1 µ 2 ∈ P + such that
Multiplicative monotone convolution corresponds to the operator
and Y are monotone independent random variables [20] and X, Y ≥ 0. Compactly supported measures µ 1 , µ 2 ∈ P + were considered in [14] and measures µ 1 , µ 2 ∈ P + with unbounded supports were considered in [20] .
From the operator model, it is natural to try to define multiplicative monotone convolution for arbitrary µ 1 ∈ P + , µ 2 ∈ P. Actually the above operator model still works for the general case µ 1 ∈ P + , µ 2 ∈ P with a slight modification of proofs.
We will define multiplicative monotone convolution in this general case in terms of complex analysis. For later use, we extract from Belinschi and Bercovici [11] the following characterization of the η-transform for µ ∈ P + .
Conversely, if an analytic map η : C \ R + → C satisfies the conditions (i) -(iv)
, then there exists a probability measure δ 0 = µ ∈ P + such that η = η µ .
We characterize the η-transform of a general µ ∈ P.
Proposition 3.2. Let µ = δ 0 be a probability measure on R. Then the η-transform η µ : C − → C is analytic and satisfies the following.
Conversely, if an analytic map η : C − → C satisfies the above conditions (1), (2), (3), then there exists a probability measure µ = δ 0 on R such that η = η µ .
Remark 3.3. The condition (3) may be replaced by the following simple one:
For our purpose the condition (3) is more useful.
Proof. We have the formula (2.1), and so
, which is possible only when µ = δ 0 , a contradiction. Hence we get (1).
We have 1/z − F µ (1/z) ∈ C − ∪ R \ {0} for z ∈ C − , and hence the condition (2) follows from the identity
Conversely, suppose an analytic map η : C − → C satisfies (1), (2), (3) . From (2), the function zη(1/z) maps C + analytically into C − ∪ R. Hence it has a Nevanlinna-Pick representation
for some a ≥ 0, b ∈ R and a nonnegative finite measure τ . Hence
as z → 0, z ∈ C − non tangentially to R. From (3) it follows that a = 0. From [16, Proposition 5.2], there exists µ ∈ P such that F µ (z) = z − zη(1/z) and hence η = η µ . The condition (1) implies that η = 0 and hence µ = δ 0 . Now we can give a complex analytic definition of µ 1 µ 2 . Theorem 3.4. Let µ 1 ∈ P + and µ 2 ∈ P. There exists a probability measure µ ∈ P such that
Proof. Proposition 3.1(i) for η µ 1 and Proposition 3.2(1) for η µ 2 imply Proposition 3.2(1) for
Take any z ∈ C − . Then we have
where Proposition 3.1(iii) and Proposition 3.2(2) are used on the first line and Proposition 3.1(i) is used on the second. On the other hand, we have:
where Proposition 3.1(i) is used on the first line and Proposition 3.1(iii), (ii) and Proposition 3.2(2) are used on the second. From (3.4) and (3.5), Proposition 3.2(2) holds for (2) , and hence η µ 2 (z) → 0 non tangentially to R + .
Transforms and Identities for Stable Laws
The following relations will be often used.
A direct computation of densities implies the following.
Using the Σ-or S-transform, we are able to show the following.
Proposition 3.7.
(1) Let α ≤ 1 and t > 0. Then
In particular, we have (
We have the representation 
Proof.
(1) Note that α t(1−α)+α ≤ 1. The assertion follows from (3.6) and the identity
(2) is a consequence of (2.13). (3) From (3.9), (3.13) and (3.7), we get
(4) From (3.14), (3.17) and (2.5), we have the representation
This means that
Scale Mixtures of Boolean Stable Laws
In this, the main section of the paper, we find identities between the classical scale mixtures, free mixtures and monotone mixtures of Boolean stable laws. We then consider the classical and free infinite divisibility of scale mixtures of Boolean stable laws.
Definition and Properties
Definition 4.1. Assume that (α, ρ) is admissible and µ ∈ P + .
( For α ∈ (0, 1], ρ ∈ [0, 1] and µ ∈ P + , the scale mixture µ ⊛ b α,ρ is described as follows:
where A key for proving the results in this section is the following formulas for the different transforms of scale mixtures of Boolean stable laws. Proposition 4.3. For any admissible pair (α, ρ) and µ ∈ P + , the following formulas hold.
Proof. Let X, B α,ρ be classical independent random variables following the laws µ, b α,ρ respectively. Then
By replacing µ by µ 1/α , we obtain (4.4). The equality (4.5) follows from (4.4) and (2.1).
In particular, for ρ = 1, we have explicit formulas for the Cauchy transform and related transforms of µ ⊛ b α,1 .
Corollary 4.4. For α ∈ (0, 1], µ ∈ P + , the following formulas hold.
Now we show an important formula saying that a scale mixture of b α,ρ is also a free mixture, and moreover is a monotone mixture.
Theorem 4.5. For any µ, ν ∈ P + , the following relations hold: Proof. We first show (4.9). (4.5) implies η
for z ∈ (−c, 0) where Σ µ (z) is defined. In the last equality, the formula (3.6) was used. (4.10) follows from (4.5) and (2.13).
Corollary 4.7. For any probability measures µ, ν ∈ P + , the following relations hold: 
A particular case of Proposition 4.3 yields a relation between Boolean stable laws with different parameters. 
Proof. This is an easy comparison of η-transforms:
where we used (4.5) on the first equality and η b β,1 (z) = −(−z) β on the second.
From the previous theorems we can derive closure properties of Boolean mixtures.
Proposition 4.9.
(1) For (α, ρ) ∈ A, the set B α,ρ is closed with respect to ⊎.
(2) Let (α, ρ) ∈ A. If σ ∈ P + and τ ∈ B α,ρ , then σ ⊛ τ, σ τ ∈ B α,ρ .
The set B α,1 is closed with respect to ⊛, ⊠, ⊎, .
(1) follows from (4.12). 
where we used (3.15) on the last equality. We define λ = ν We study the behavior of the probability density function at x = 0. 
Then for x > 0, we get
which leads to the conclusion (4.14). The other cases can be treated similarly. If 0 < α < β, then for b β,ρ we have lim x↓0 
Connections between Classical, Free and Boolean Stable Laws
We want to point out some relations between Boolean, free and classical stable laws. As noted in the last paragraph of [2] , there is an interplay among free, Boolean and classical stable laws. We have the identity f α,1 ⊠ (f α,1 ) −1 = n α,1 ⊛ (n α,1 ) −1 for α ∈ (0, 1] as proved in Proposition A4.4 of [15] . Moreover, this coincides with a Boolean stable law:
This relation can be generalized as follows.
Proposition 4.12. The following formulas hold true.
Remark 4.13. These relations do not hold for α > 1 since n α,1 and f α,1 are not defined.
Proof. (4.17) follows from (3.17) and the fact
which can be proved from (2.6), (3.9) and (3.13). 
On the other hand, from [49, Theorem 3.3.1], we get
Hence we get (4.18) by multiplying (4.16) by c ρ .
Here we collect some identities and properties for b α,ρ , f α,ρ , n α,ρ , including known results which may bring some insight into relationship between different kinds of stable law.
Theorem 4.14. The following relations hold.
Moreover, we have the following properties:
for some a, b > 0 depending on µ, α, ρ. In particular, the maps B α,ρ , N α,ρ , F α,ρ : P + → P defined by
are homomorphisms with respect to ⊎, * , ⊞, respectively. The formula (4.24) is exactly (4.5). For the formula (4.25), let X, N α,ρ be independent random variables following the laws µ, n α,ρ respectively. By using (2.12), we have the formula
For the formula (4.26), we compute
and hence
Due to [6, 35] , the relation C ⊞ ν (zS ν (z)) = z holds for ν ∈ P + or ν ∈ P s in an open neighborhood U of (−a, 0) for some a > 0. Therefore f (z) = zS ν (z) is univalent in U and C ⊞ ν is univalent in f (U) which contains an interval (−b, 0) if ν ∈ P + and an interval i(0, c) if ν ∈ P s . Hence we have zS ν (z) = (C ⊞ ν ) −1 (z) and then
for some s > 0. The formula (4.26) follows after some computation and by analytic continuation.
As a final comment regarding multiplicative properties of stable laws, we want to point out that the formulas (4.20) and (4.23) are relatives of the reproducing properties
for s, t ≥ 0, (α, ρ) ∈ A, ρ ∈ {0, 1/2, 1}. The formula (4.27) was established in [15] for ρ = 1 and in [6] for ρ = 1/2, and the formula (4.28) was established in [2] . We expect these formulas, as well as (3.17), (4.9), (4.17), (4.20) and (4.23), to be true for general ρ, but the S-transform is not yet available in the general case.
Classical and Multiplicative Infinite Divisibility
We prove the ID part of Theorem 1.1 and the following paragraph. Before proving it, let us recall some facts about exponential mixtures. See [43] for further details.
Definition 4.16.
A measure is said to be an exponential mixture if µ is distributed as the random variable XE, where E follows the exponential distribution with density e −x 1 (0,∞) (x) and X is any random variable independent of X. If X is positive then µ is called a positive exponential mixture. We denote by EM the set of exponential mixtures.
Some properties of exponential functions are the following.
1. A positive random variable X is an exponential mixture if and only if X has a completely monotone density.
2. If X is a positive exponential mixture then X α is also for α ≥ 1.
3. If X ∈ EM and Y is independent of X, then XY ∈ EM.
The importance of exponential mixtures in this paper comes from the following theorem.
Theorem 4.17. EM ⊂ ID( * ).
Now we are ready to prove part of Theorem 1.1. 
and in particular
If we take p := Proof. The stable distribution n α,1 is ⊛-infinitely divisible (see [49, Theorem 3.5 .1]), and hence so is (n α,1 ) −1 . Therefore b α,1 = (n α,1 ) −1 ⊛ n α,1 is ⊛-infinitely divisible too (see (4.16) ). The ⊠-infinite divisibility follows from (3.15) and the -infinite divisibility follows from (3.16).
Free Infinite Divisibility of B α,ρ
We prove the free part of Theorem 1.1 and the following paragraph. We start from short proofs of the free infinite divisibility of B α,1 and B α,1/2 by using Proposition 3.7. (2) For α ≤ 2/3 and µ ∈ P + , the probability measure Proof. These are obvious from (4.9), (3.17), (3.18) and Remark 2.2.
The complete determination of the free infinite divisibility of B α,ρ requires the ideas of [2] and [18] . Definition 4.22. A probability measure µ is said to be in class UI if F −1 µ , defined in a domain Γ α,β , has an analytic continuation which is univalent in C + . From the Riemann mapping theorem, µ ∈ UI if and only if there exists a domain C + ⊂ D ⊂ C such that F µ extends to an analytic bijectionF µ from D onto C + .
The importance of this class is given by the following lemma (implicitly used in [12] ). 
The following result completes the free part of Theorem 1.1. Moreover, if (α, ρ) satisfies the assumptions of (1) or (2), then any probability measure ν ∈ B α,ρ has free divisibility indicator infinity.
Proof. Let B α,ρ and X be classically independent random variables following b α,ρ and a probability measure µ ∈ P + , respectively. We may assume that X is discrete and takes only a finitely many number of positive values, so in particular a ≤ X ≤ b for some 0 < a < b. The general case follows from approximation since the set UI (resp. ID(⊞)) is closed with respect to the weak convergence [3] (resp. see e.g. [10, Theorem 3.8] and [39, Lemma 7.8] ). Using (4.6), we have
We define
(1) Assume moreover that α ∈ (0, 1/2); the case α = 1/2 follows by approximation. It then holds that θ α,ρ ∈ (−π, 0], φ α,ρ ∈ [π, 2π) and φ α,ρ − θ α,ρ ∈ (π, 2π). Note that D(γ) = C (θα,ρ,φα,ρ) .
We will show that the curve γ satisfies the assumptions in In view of (4.29), it suffices to show that for any x > 0 and z ∈ D(γ) \ {0}, the point w(x, z) :
is not zero. Indeed, when z ∈ C + , w(x, z) is not zero since
, we compute the difference of the arguments of the points z, x α e iαρπ (z) 
From a similar reasoning, w(x, z) = 0. Since w(x, z) is continuous with respect to x, we get inf x∈ [a,b] |w(x, z)| > 0. Hence we can define the analytic continuation of G XBα,ρ bỹ
This extends continuously to D(γ) \ {0}. The arguments around (4.30) and (4.31) actually show thatG(z) = 0 for z ∈ D(γ) \ {0}, because 1/w(x, z) lies in the half-plane (H z ) −1 for any x > 0 and soG(z) = E[1/w(X, z)] ∈ (H z ) −1 too. Thus we established ( * ). LetF (z) := 1/G(z). ThenF is analytic in D(γ) and continuous on D(γ) \ {0} from ( * ). Moreover, since X takes only finitely many values, it is easy to see that lim z→0,z∈D(γ)G (z) = ∞, and henceF extends to a continuous function on D(γ). This is condition (B).
For condition (C), take r > 0 and then
We take the expectation and use (4.29) to obtainG(γ \ {0}) ⊂ C + ∪ R \ {0}. Recall that F (0) = 0 and so we have condition (C).
Finally, since X is bounded, it is easy to show that
uniformly as z → ∞, z ∈ D(γ). This shows condition (D). From Lemma 4.24, the law of XB α,ρ is in UI.
(2) Assume moreover that ρ ∈ (2 − 1/α, 1/α − 1). Note now that θ α,π ∈ (−π, 0), φ α,ρ ∈ (π, 2π). Since now φ α,ρ − θ α,ρ > 2π, the sector C (θα,ρ,φα,ρ) coincides with C \ {0} as a subset of C, we have to modify Lemma 4.24. We use the Riemannian surface corresponding to the interval (θ α,ρ , φ α,ρ ) of arguments and divide the domain into three parts: C (θα,ρ,ρπ) , C (ρπ,φα,ρ) and an open neighborhood of ℓ ρπ . We denote byG 1 ,G 2 ,G 3 analytic maps in these three domains respectively such that each coincides with G XBα,ρ in the intersection of each domain and C + , and we denote byF i their reciprocals. Note that we can define the analytic continuationsG 1 ,G 2 along the same line of the previous case (1); the inequalities (4.30), (4.31) are still true thanks to the assumption ρ ∈ (2 − 1/α, 1/α − 1), and so the functions
(ρπ,φα,ρ) do not vanish. Hence we have the expression forG 1 as
and similarly forG 2 . The mapG 3 is just the restriction of G XBα,ρ . Note thatF 3 (ℓ ρπ ) = ℓ ρπ andF 3 is univalent in an open neighborhood D 3 of ℓ ρπ from a direct computation of derivative ofG 3 . So the left compositional inverse (
exists in an open neighborhood of ℓ ρπ . We want to define a univalent inverse ofF 1 in C (0,ρπ) . Now we take the curve γ 1 = ℓ θα,ρ ∪ {0} ∪ ℓ ρπ as the curve γ in Lemma 4.24. We can check the conditions in Lemma 4.24 similarly to (1) except that we understand that D(γ 1 ) = C (θα,ρ,ρπ) and we replace condition (C) byF 1 (γ 1 ) ⊂ (C (0,ρπ) ) c . Accordingly to these modifications, the conclusion of the lemma changes to: there is a domain D 1 ⊂ C (θα,ρ,ρπ) such thatF 1 is a bijection from D 1 onto C (0,ρπ) . The proof of this fact is almost the same as [18, Proposition 2.1]. Hence its inverse map (
This map is not necessarily univalent, but we can show thatφ(z) :=F −1 (z) − z for z ∈ C + takes values in C − ∪ R; see the arguments in [23, Lemma 2.7] or in [2, Proposition 3.6]. Sinceφ is the analytic continuation of the Voiculescu transform φ XBα,ρ , the law of XB α,ρ is FID from Theorem 2.1.
(3) As proved in [2] , b α,ρ / ∈ ID(⊞) in the following cases: α > 1; α ∈ (1/2, 1) and
The remaining case is α = 1 when b α,ρ is a Cauchy distribution, which itself is FID. However we can show B 1,ρ ⊂ ID(⊞); see Proposition 5.8.
For the final statement, take ν ∈ B α,ρ , which may be written as ν = µ 1/α ⊛ b α,ρ . For any t > 0, from (4.5) we have
and hence φ(ν) = ∞ from (2.11).
Remark 4.26. In the context of complex analysis, the map F µ⊛bα,ρ may be useful because it has the invariant half line ℓ ρπ = {re iρπ : r > 0}.
For a nonnegative finite measure σ on (0, 1/2], the continuous Boolean convolution [2] is the probability measure b(σ) defined by
We can similarly prove the free infinite divisibility for the scale mixture µ ⊛ b(σ). However it turns out that b(σ) belongs to B 1/2,1 as we see in Proposition 5.6.
Examples
Explicit Densities of Probability Measures in
The probability density function (4.1) of µ ⊛ b 1/2,1 is in particular simply written as
By introducing the measure τ (dy) = √ y µ(dy), the density has the expression
We will find explicit probability densities of this form. Proof. From (5.1) and (5.2), it suffices to find a measure τ such that y −1/2 τ (dy) is a finite measure and that −G τ (−x) = x α−1 (x αβ +1) 1/β ; then we may define µ = c · y −1/2 τ (dy) for a normalizing constant c > 0.
We define an analytic map
and we show that this is the Cauchy transform of a probability measure. Since zG(z) = o(1) uniformly as z → ∞, z ∈ C + , it suffices to show that G maps
Let ϕ(re iθ ) := arg(r αβ e −iαβ(π−θ) + 1) and R(re iθ ) := |r αβ e −iαβ(π−θ) + 1|. Since αβ ∈ (0, 1], it is easy to see that r αβ e −iαβ(π−θ) + 1 ∈ C − and ϕ(re iθ ) ∈ (−αβ(π − θ), 0). We have the expression
Since ϕ(re iθ ) ∈ (−αβ(π − θ), 0), we get 0 < (1 − α)(π − θ) − ϕ(re iθ )/β < π − θ < π, and hence Im(G(re iθ )) < 0. Now we know that there exists τ ∈ P such that G = G τ . Since G takes real values on (−∞, 0), it follows from the Stieltjes inversion that τ ∈ P + . Both ϕ and R extend continuously to C + ∪ R \ {1} (R extends to C + ∪ R. ϕ also extends to C + ∪ R if αβ < 1). Therefore 
belongs to B 1/2,1 , where c a > 0 is a normalizing constant. If a = 0, this measure is understood as c 0 · log(1 + x) x 3/2 1 (0,∞) (x) dx. Proof. First consider −1 < a < 0 and let τ a be the shifted beta distribution of the second kind with density , which can be written as
This identity extends to a ∈ (−1, 1) since the integral in the LHS exists and the both hands sides are real analytic functions of a ∈ (−1, 1). Let µ a be the probability measure on (1, ∞) with density 1 B(1+a,1/2−a) · (t−1) a t 3/2 for a ∈ (−1, 1/2). From (5.2) and (5.6), up to the multiplication of a constant the measure µ a ⊛ b 1/2,1 has the density
We present the third example without a proof.
Example 5.3. Let µ be the beta distribution with density
Limit Distributions of Multiplicative Free Laws of Large Numbers
Tucci investigated free multiplicative laws of large numbers for measures with compact support in [44] and then Haagerup and Möller proved the general case as follows [21] : If µ ∈ P + , then the law (µ ⊠n )
1/n weakly converges to a probability measure on R + , which we denote by Φ(µ). A striking fact is that the limit law Φ(µ) is not a delta measure unless µ is a delta measure. In fact the map Φ is even injective. The distribution function of this limit measure can be described in terms of the S-transform as follows:
We compute Φ(µ) when µ is a scale mixture of positive Boolean stable laws.
Theorem 5.4. Let µ ∈ P + and α ∈ (0, 1/2].
(1) It holds that
where Pa(r) is the Pareto distribution
In particular,
This implies that Φ(B α,1 ) ⊂ B α
Proof. First we show (5.8) as follows:
where we used (3.15) on the second line. If a measure ν ∈ P + has a density p(x), the measure ν q has the density 
Example 5.5. Theorem 5.4 in particular implies that Φ(B α,1 ) ⊂ ID(⊞) for α ≤ 1/3. The constant 1/3 is optimal as shown in the following example. Take µ to be the Boolean stable law b α,1 itself for α ∈ (0, 1). Then
where the new parameter β = is now equal to 
Continuous Boolean Convolution
The continuous Boolean convolution b(σ) of Boolean stable laws is defined by
for nonnegative finite measure σ supported on (0, 1] (see [2] ). Symbolically this measure may be written as
The density is given by
Proposition 5.6. For nonnegative finite measure σ on (0, 1/2], we have
Proof. We compare the η-transforms using Corollary 4.4: This can be proved by computing the η-transform (see (3.10)).
Probability Measures in B 1,ρ \ ID(⊞)
We present a two-parameter family of probability measures, some of which belong to B 1,ρ \ ID(⊞). This completes the proof of Theorem 4.25. For t, ρ ∈ [0, 1], let λ t,ρ ∈ B 1,ρ be the probability measure
which appeared in the proof of Theorem 4.18. The measures λ 0,t and λ 1,t are understood to be tδ 0 + (1 − t)δ −1 and tδ 0 + (1 − t)δ 1 respectively. The following result follows from Khintchine's characterization of unimodality (see [32] or [49, Theorem 2.7.3]): a probability measure µ is unimodal with mode 0 if and only if µ = u ⊛ ρ for some ρ ∈ P, where u is the uniform distribution on [0, 1].
Lemma 5.12. If µ ∈ P is unimodal with mode 0, then so is ν ⊛ µ for any ν ∈ P. 
Proof. Let µ ∈ P + , β = α/(1 − α) and assume that ρ = 1/2 or 1. 
Then we have
where we used (4.9) on the first and last lines. This means that the Lévy measure of µ 1/α ⊛ b α,ρ is given by the probability measure (µ Remark 5.14.
(1) As usual, we cannot use the S-transform for general ρ, and we cannot extend Theorem 5.13 for ρ = 0, 1/2, 1.
(2) The Lévy measure (5.13) can be written as
with notations in Theorem 4.14.
Existence of Free Bessel Laws
In this section, we prove Theorem 1.2 which also settles the problem of definition of free Bessel laws stated in Banica et al. [8] .
Free Powers of Free Poisson
Given µ ∈ P + , one can ask whether the convolution powers µ ⊠s and µ ⊞t exist for various values of s, t > 0. Specifically, the question is whether S µ (z) s and tC ⊞ µ (z) are the S-and free cumulant transforms of some probability measures. It is known that for s > 1 or t > 1, the convolution powers µ ⊠s and µ ⊞t always exist as probability measures. Furthermore, one can ask whether the convolution powers (µ ⊠s ) ⊞t or (µ ⊞t ) ⊠s exist, for different values of s, t > 0. Since we have the following "commutation" relation, (µ ⊞t ) ⊠s = D t s−1 (µ ⊠s ) ⊞t , for t ≥ 1 and s ≥ 1 then both questions are equivalent. We answer this question for the case when µ = π. Since the free Poisson distribution π is ⊠-infinitely divisible and free regular (the latter meaning that π ⊞t ∈ P + for any t > 0; see [5] ), then the double powerπ st = (π ⊠s ) ⊞t exists as a probability measure when max(s, t) ≥ 1.
The moments and cumulants ofπ st were studied by Hinz and M lotkowski [28] . In particular, they state the following conjecture which is closely related to the question of the possible parameters of free Bessel laws in Banica et al. [8] as we explain below.
Conjecture 6.1 ([28] ).π st is a probability measure if and only if max(s, t) ≥ 1. Equivalently, the sequence given bym 0 (s, t) = 1 and m n (s, t) = 1 and t < 1, (b α,1 ) ⊞t does not exist as a probability measure.
Proof. The Boolean stable law b α,1 is not FID for α ∈ (1/2, 1) [2] , and so φ(b α,1 ) < 1 from Theorem 2.3 (2) . From the arguments in Subsection 3.3 of [4] , the free divisibility indicator φ(b α,1 ) is either 0 or ∞, but since it is smaller than 1, it is 0. Then Theorem 2.3(1) implies the conclusion. Now, we are in position to prove the first part of Theorem 1.2. That is, we prove the conjecture by Hinz and M lotkowski.
Proof of Conjecture 6.1. Let 0 < s, t < 1, α = and K = t 1−1/α . Suppose thatπ st is a probability measure. Then so is b(s, t) :=π st ⊠ f α,1 . Since t < 1, we can take the 1/t free additive power, yielding b(s, t) ⊞1/t = (π st ⊠ f α,1 )
where we used (2.4) in the second equality and the stability property of f α,1 in the third. Since α = 1 s+1
, then s = (1 − α)/α and s ∈ (0, 1). Thus, we have proved that, for 1/2 < α < 1, b(s, t) ⊞1/t = D K (π This means (b α,1 ) ⊞t exists as a probability measure but this is impossible by Lemma 6.2.
Free Bessel Laws
Let us recall the definition of free Bessel laws, together with some basic facts. The free Bessel laws were introduced in Banica et al. [8] as a two-parameter family of probability measures on R + generalizing the free Poisson π. They studied connections with random matrices, quantum groups and k-divisible non-crossing partitions. The original definition of the free Bessel law is the following.
Definition 6.3. The free Bessel law is the probability measure π st with (s, t) ∈ (0, ∞) × (0, ∞) − (0, 1) × (1, ∞), defined as follows:
(1) For s ≥ 1 we set π st = π ⊠(s−1) ⊠ π ⊞t ;
(2) For t ≤ 1 we set π st = ((1 − t)δ 0 + tδ 1 ) ⊠ π ⊠s .
The compatibility between (1) and (2) comes from the following identity valid for s ≥ 1 and 0 < t ≤ 1:
Special important cases are t = 1 for which π s1 = π ⊠s and s = 1 for which π 1t = π ⊞t . The moments of free Bessel law π st are calculated as follows [8] :
In the particular case where t = 1 and s is an integer we obtain the Fuss-Catalan numbers m n = 1 sn+1 sn+n n , known to appear in several contexts. In particular, they count the number of s-divisible and (s+1)-equal non-crossing partitions. For details on s-divisible non-crossing partitions, see Edelman [19] , Stanley [42] , Arizmendi [1] and Armstrong [7] .
Banica et al. [8] considered the question of whether π st exists as a probability measure for certain points in the critical rectangle (0, 1)×(1, ∞). The precise range of the parameters (s, t) was an open problem. We can determine it from Conjecture 6.1. Indeed, one recognizes the moments in (6.2) as the moments ofπ s,1/t multiplied by t n+1 , and thus we get the following (or see the proof of [8, Theorem 3.1]).
Lemma 6.4. Let s, t > 0. We have π st = (1 − t)δ 0 + tD t (π s,1/t ), (6.3) or equivalentlyπ st = (1 − t)δ 0 + tD t (π s,1/t ), (6.4) where equalities are in the sense of linear functionals on the polynomial ring C[x], e.g. π st (x n ) = m n (s, t), n ≥ 0.
From the previous lemma we directly get the following, proving the last part of Theorem 1.2.
Corollary 6.5. π st is not a probability measure for t > 1 and s < 1.
Proof. Suppose π s,1/t is a probability measure for some 0 < s, t < 1. Then from (6.4),π st is a probability measure too. This is a contradiction to Conjecture 6.1 which we proved to be true.
