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Abstract In this paper, we will show that the width of simplices defined
by systems of linear inequalities can be computed in polynomial time if some
minors of their constraint matrices are bounded. Additionally, we present some
quasi-polynomial-time and polynomial-time algorithms to solve the integer
linear optimization problem defined on simplices minus all their integer vertices
assuming that some minors of the constraint matrices of the simplices are
bounded.
Keywords Integer Programming · Polytope · Unimodular Decomposition ·
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1 Introduction
Let A be am×n integral matrix. Its ij-th element is denoted by Ai j , Ai ∗ is i-th
row of A, and A∗ j is j-th column of A. Additionally, for subsets I ⊆ {1, . . . ,m}
and J ⊆ {1, . . . , n}, AI J denotes the submatrix of A that was generated by
all rows with numbers in I and all columns with numbers in J . Sometimes, we
will change the symbols I and J to the symbol ∗ meaning that we take the set
of all rows or columns, respectively. For a vector b ∈ Zn, by P (A, b) we denote
a polyhedron {x ∈ Rn : Ax ≤ b}. The set of all vertices of a polyhedron P is
denoted by vert(P ).
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Let r(A) be the rank of an integral matrix A. Let ∆k(A) and δk(A) denote
the greatest and the smallest absolute values of the determinants of all k × k
sub-matrices of A, respectively. Let ∆gcd(k,A) and ∆lcm(k,A) be the greatest
common divisor and the least common multiple of the determinants of all
k × k sub-matrices of A, respectively. Additionally, let ∆(A) = ∆r(A)(A),
δ(A) = δr(A)(A), ∆gcd(A) = ∆gcd(r(A), A), and ∆lcm(A) = ∆lcm(r(A), A).
Sometimes, we will use the symbol O˜ instead of the symbol O for an esti-
mation of the complexity. It means that we ignore the logarithmic factor in a
complexity bound, i.e. O˜(f(n)) = {g(n)| ∃c > 0 g(n) = O(f(n)logc(f(n)))}.
Definition 1 For a matrix B ∈ Rs×n, cone(B) = {Bt : t ∈ Rn+} is the cone
spanned by columns of B and conv(B) = {Bt : t ∈ Rn+,
∑n
i=1 ti = 1} is the
convex hull spanned by columns of B.
Definition 2 For v ∈ vert(P (A, b)), let N(v) = cone(A⊤J(v) ∗), where J(v) =
{j : Aj ∗v = bj}. The set N(v) is called the normal cone of the vertex v.
Definition 3 The width of a convex body P is defined asw(P ) = min
c∈Zn\{0}
(max
x∈P
c⊤x−
min
x∈P
c⊤x). A vector c minimizing the difference max
x∈P
c⊤x−min
x∈P
c⊤x on Zn \{0}
is called the flat direction of P .
We will use the classical flatness theorem of Khinchine [17]. Let P be a
convex body. Khinchine shows that if P ∩ Zn = ∅, then w(P ) ≤ f(n), where
f(·) is a concrete function. There are many estimates on w(P ) in the papers
[4,5,6,27]. There is a conjecture claiming that f(n) = O(n). The best known
upper bound on f(n) is O(n4/3 logc(n)) due to Rudelson [27], where c is some
constant that does not depend on n.
An interesting problem is to estimate the width of empty lattice simplices
[4,12,15,28].
Definition 4 A simplex S is called empty lattice if vert(S) ⊆ Zn and (S ∩
Zn) \ vert(S) = ∅.
The best known estimate for empty lattice simplices is f(n) = O(n log(n))
[4].
In our previous papers [10,11], we have proved the following analogues of
the flatness theorem for polytopes.
Theorem 1 Let A ∈ Zm×n, b ∈ Zm, and P = P (A, b) be a polytope. If
w(P ) > (n + 1)∆(A)
∆lcm(A) − 1
∆gcd(A)
, then |P ∩ Zn| ≥ n+ 1. Moreover, there is
a polynomial-time algorithm to find an element of P ∩ Zn.
Theorem 2 Let A ∈ Z(n+1)×n, b ∈ Zn+1, and P = P (A, b) be a simplex. If
w(P ) > δ(A), then P ∩Zn 6= ∅. Moreover, there is a polynomial-time algorithm
to find an element of P ∩ Zn.
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In other words, we have shown that if a polyhedron is broad enough, then
there is its integer point and some its integer point can be found in polynomial
time. The estimate of the first theorem can be excessive for matrices with
large ∆lcm(A), but it can be better for some special classes of matrices, for
example k-modular matrices [19]. In this paper, we also deal with minors of
the constraint matrices.
Sebo¨ shown [28] that the problem of computing the width of simplices de-
fined by systems of rational inequalities is NP-hard. In this paper, we show
that this problem is polynomial in the case, when values of some minors of the
constraint matrices are bounded. We also show solvability of the integer pro-
gramming problem in quasi-polynomial or polynomial time on ”second-order
simplices” defined by taking simplices minus their integer vertices assuming
that some minors of the constraint matrices of the simplices are bounded.
The authors consider this paper as a part for achieving the general aim to
find out critical values of parameters, when a given problem changes complex-
ity. For example, the integer linear programming problem is polynomial-time
solvable on polyhedrons with all-integer vertices, due to [16], see also [14]. On
the other hand, it is NP-complete in the class of polyhedrons with denom-
inators of extreme points equal 1 or 2, due [25]. The famous k-satisfiability
problem is polynomial for k ≤ 2, but is NP-complete for all k > 2. A theory,
when an NP-complete graph problem becomes easier, is investigated for the
family of hereditary classes in the papers [1,3,2,20,21,18,22,23,24].
2 Unimodular cone decomposition
A proof of the following theorem can be found in [29], and the very similar
fact can be found in [7,8].
Theorem 3 Let A ∈ Rm×n, b ∈ Rm, and b = Ay for some y ∈ Rn. Let J+ =
{j : xj > 0} and J− = {j : xj < 0}. Then cone(A) =
( ⋃
j∈J
−
cone(A[j, b])
)
∩( ⋃
j∈J+
cone(A[j, b])
)
, where A[j, b] is the matrix obtained from A by replacing
j-th column with the column b.
Definition 5 A set of cones {C1, C2, . . . , Cs} is called a decomposition of a
cone C, if
s⋃
i=1
Ci = C. A decomposition is called strict, if dim(Ci ∩ Cj) <
dim(C) for any i 6= j.
Corollary 1 Let A ∈ Rm×n, b ∈ Rm, and b = Ay for some y ∈ Rn+. Then
cone(A) =
⋃
j∈J+
cone(A[j, b]) is a strict decomposition of cone(A), where A[j, b]
is the matrix obtained from A by replacing j-th column with the column b.
Lemma 1 For any k, the equality det(A[k, b]) = ykdet(A) holds.
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Proof det(A[k, b]) = det(A[k,Ay]) = det(A[k, ykA∗ k]) = ykdet(A). ⊓⊔
Let A ∈ Zn×n, |det(A)| = ∆ > 0. Let A = PSQ, where S is the Smith
normal form [30] of A and P,Q are unimodular matrices. Let us consider the
system: 

Ax ≡ 0 (modSnn)
0 ≤ x ≤ Snn − 1
x ∈ Zn
. (1)
All solutions of this system can be found with the following formula:
x = Q−1S−1Snnt mod Snn, where t ∈ Z
n. (2)
We can use solutions of the system (1) to make a strict unimodular de-
composition of cone(A). To do that, we need to take some non-zero solution
x of the system (1) and put b = A
x
Snn
. Using Corollary 1, we can obtain a
strict decomposition cone(A) =
⋃
j∈J+
cone(A[j, b]). By Lemma 1, we have that
|det(A[j, b])| =
xj
Snn
∆ < ∆. Therefore, we may use a recursion based on de-
creasing the determinants of appearing matrices. The total number of cones
in the decomposition will be at most n∆.
The very efficient decomposition algorithm called signed decomposition can
be found in works [7,8], but for our purposes we need decomposition with only
positive signs.
We will follow an algorithm that was proposed by A. Y. Chirkov. The
algorithm computes a non-strict unimodular decomposition of cone(A) on at
most n2 log2(∆) cones. The algorithm was mentioned in [29], but it was never
published.
Theorem 4 Let A,B,C ∈ Rn×n, |det(A)| = ∆ > 0, and B = AC, where
0 ≤ Ci j ≤ Ci i for any i, j ∈ {1, . . . , n}. Let I = {i : Ci i > 0}. If I 6= ∅, then
cone(A) =
⋃
i∈I
cone(A[i, B∗ i]).
Proof By Corollary 1, we have cone(A[j, B∗ j ]) ⊆ cone(A). Suppose that x ∈
cone(A). Then x = At for some t ∈ Zn+. Let tk/Ck k = max{tj/Cj j : Cj j 6=
0, j ∈ {1, . . . , n}}. Then x = tk/Ck kB∗ k +
∑
j 6=k
(tj − tkCj k/Ck k)A∗ j . Since
(tj − tkCj k/Ck k) ≥ (tj − tkCj j/Ck k) ≥ 0, we have that x ∈ cone(A[k,B∗ k])
is true. ⊓⊔
Theorem 5 Let A ∈ Zn×n, |det(A)| = ∆ > 0. There is an algorithm to
compute integer unimodular matrices B(j), where j ∈ {1, . . . , s}, such that
cone(A) =
s⋃
j=1
cone(B(j)). The value s ≤ n2 log2(∆) is the total number of
cones in the decomposition of cone(A). The algorithm is polynomial for a fixed
∆.
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Proof Firstly, suppose that ∆ is even. Let q be a solution of the system (1),
such that at list one of the components of q is odd. For example, using the
formula (2), we may put q = (Q−1)∗n. The column (Q
−1)∗n must have an
odd component, because it is a column of the unimodular matrix Q−1.
Let us consider the vector q′ =
Snn
2
q mod Snn. If a component qi is
even, then q′i = 0. If qi is odd, then q
′
i = Snn/2. Hence, q
′ is the non-zero
solution of the system (1) with the property 0 ≤ q′ ≤ Snn/2. So, we can use
Corollary 1 with the vector b = A
q′
Snn
to obtain a decomposition cone(A) =⋃
j∈J+
cone(A[j, b]). By the Lemma 1, if q′j = 0, then |det(A[j, b])| = 0 and if
q′ = Snn/2, then |det(A[j, b])| = ∆/2.
Suppose now that ∆ is odd. Let x be some non-zero solution of the system
(1). Let us consider the vectors y(k) ∈ Zn+ for k ∈ {1, . . . , n}. Let the compo-
nents of y(k) be y
(k)
i = λkxi mod Snn, where λk is the solution of the equation
λkxk ≡ −gcd(Snn, xk) (modSnn). Recall that gcd(a, b) denotes the greatest
common divisor of two naturals a and b. Let us consider the matrix C ∈ Qn×n,
such that C∗ k = y
(k)/∆. By the definition of y
(k)
i , we have gcd(Snn, xi) | y
(k)
i .
The maximal number y
(k)
i of that type is y
(i)
i = Snn − gcd(Snn, xi). Since
Ci k = y
(k)
i /∆, we have 0 ≤ Ci k ≤ Ci i for any i, k ∈ {1, . . . , n}. Moreover,
|det(A[k,B∗ k])| = y
(k)
k = Snn−gcd(Snn, xk), which is an even number. There-
fore, we can use Theorem 4 with the matrix B = AC to obtain the decom-
position cone(A) =
⋃
i∈I
cone(A[i, B∗ i]), where I = {i : Ci i > 0}. After this
step all determinants of cones becomes even numbers, and we can make the
decomposition step for the even case.
It is easy to see that the total number of steps is at most 2 log2(∆).
Hence, the total number of unimodular cones in the decomposition is at most
n2 log2(∆). Moreover, all subroutines of this algorithm are polynomial-time. ⊓⊔
Theorem 6 Let cone(A) =
s⋃
i=1
cone(B(j)) be a decomposition of cone(A) that
was obtained after k ≥ 1 steps of the algorithm. Let b be some column of the
matrix B(j) for some j and b = At for some t ∈ Qn+. Then |t|∞ < 2
k−1.
Proof Let us start the induction from k = 1 and consider the vector t after
the first step of the algorithm. If b is a column of the initial matrix A, then
|t|∞ = 1. If b is a column that was added by the algorithm at the first step,
then we have |t|∞ = 1/2 if ∆ is even and |t|∞ < 1 if ∆ is odd.
Let us consider the general case. Let cone(A) =
m⋃
j=1
cone(A[j, a(j)]) be
a decomposition after the first step of the algorithm, where a(j) ∈ Zn and
1 ≤ m ≤ n. Without loss of generality, we can assume that b ∈ cone(A[1, a(1)]).
So, the column b is obtained by applying the algorithm to cone(A[1, a(1)]) using
k − 1 steps. Hence, there exists y ∈ Qn+ such that b = y1a
(1) +
n∑
j=2
yjA∗ j . We
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know that a(1) = Az for some z ∈ Qn+ and |z|∞ < 1. Hence, b = At =
z1y1A∗ 1 +
n∑
j=2
(zjy1 + yj)A∗ j . By induction, we have |y|∞ < 2k−2.
Finaly, tj =
{
z1y1 < y1 < 2
k−2, for j = 1
zjy1 + yj < y1 + yj < 2
k−1, for any j ∈ {2, . . . , n}.
⊓⊔
Corollary 2 Let {B(j) : j ∈ {1, 2, . . . , s}} be a unimodular decomposition
from Theorem 5. Let b be the column of some B(j) and b = At for some
t ∈ Qn+. Then |t|∞ ≤ ∆
2.
Proof The corollary follows from Theorem 6 and the fact that the number of
steps of the algorithm is at most 2 log2(∆). ⊓⊔
Theorem 7 The bit complexity of the algorithm from Theorem 5 is
O(nΘ+2 log2(∆)M(n log(nα∆2))), where Θ is the matrix multiplication ex-
ponent, ∆ = |det(A)|, α = max{|Ai j |}, and M(t) is the complexity of multi-
plication of two t-bits integers.
Proof The most complex part of the algorithm during k-th step is comput-
ing of many Smith normal forms. Due to Storjohann [31,33], the Smith nor-
mal form computation complexity for n × n matrix A is O(nΘM(nlog α)).
Let cone(A) =
s⋃
i=1
cone(B(i)) be a decomposition that was obtained after k
steps of the algorithm. We know that s ≤ nk and B(k) = AT (k), such that
0 ≤ T
(k)
i j ≤ 2
k−1. Hence, |B(k)|∞ ≤ nα2k−1. So, the total cost of k-th step
is O(nk−1nΘM(n log(nα2k−1))). Finally, the total cost of the algorithm is
s∑
k=1
O(nk−1nΘM(n log(nα2k−1))) = O(nΘ+2 log2(∆)M(n log(nα∆2))). ⊓⊔
3 Computing the width of simplices
Lemma 2 Let p ∈ Zn, B ∈ Zn×n, and det(B) 6= 0. Let A ∈ Zm×n, b ∈ Zn,
and for any i ∈ {1, . . . ,m} we have (Ai ∗)
⊤ ∈ cone((B−1)⊤). Then P (A, b) ∩
(p+ cone(B)) ∩ Zn 6= ∅ if and only if p ∈ P (A, b).
Proof If p /∈ P (A, b), then there exists i ∈ {1, . . . ,m}, such that Ai ∗p > bi. For
any x ∈ (p+ cone(B))∩Zn, we have Ai ∗x = Ai ∗p+Ai ∗c, where c ∈ cone(B).
Since (Ai ∗)
⊤ ∈ cone((B−1)
⊤
), we have Ai ∗ = t
⊤B−1 for some t ∈ Qn+. Since
Ai ∗p > bi and B
−1c > 0, we have Ai ∗x > bi. ⊓⊔
Lemma 3 Let C ∈ Zn×n, p ∈ Qn, |det(C)| = ∆ > 0. Let A ∈ Zm×n,
b ∈ Zn, c ∈ Zn, and for any i ∈ {1, . . . ,m} we have (Ai ∗)
⊤ ∈ cone((C−1)
⊤
)
and c ∈ cone((C−1)
⊤
). Then, for every fixed ∆, there is a polynomial-time
algorithm to solve the problem max{c⊤x : x ∈ P (A, b)∩(p+cone(C))∩Zn}. The
algorithm’s complexity is the same as the algorithm’s complexity in Theorem
7.
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Proof Let, by Theorem 5,
s⋃
i=1
cone(B(i)) be a unimodular decomposition of
cone(C), where B(i) ∈ Zn×n are unimodular matrices and s ≤ n2 log2(∆).
Hence, cone(B(i)) = P (−(B(i))
−1
, 0) and p+cone(C) =
s⋃
i=1
P (−(B(i))
−1
,−(B(i))
−1
p).
Moreover, (p+cone(C))∩Zn =
s⋃
i=1
P (−(B(i))
−1
,−σ(i)), where σ(i) = ⌊−(B(i))
−1
p⌋.
Let x(i) = B(i)σ(i) ∈ Zn. Then, we have (p + cone(C)) ∩ Zn =
s⋃
i=1
(x(i) +
cone(B(i))).
Finally, we need to determine the feasibility of the sets P (A, b) ∩ (x(i) +
cone(B(i))) ∩ Zn for each i ∈ {1, . . . , s}. By Lemma 2, it can be done in
polynomial time by checking whether x(i) belongs to P (A, b). If P (A, b) ∩
(x(i) + cone(B(i))) ∩ Zn is feasible, then c⊤x(i) = max{c⊤x : P (A, b) ∩ (x(i) +
cone(B(i)))∩Zn}, since c ∈ cone((C−1)
⊤
). If every set is empty, then P (A, b)∩
(p+ cone(C)) ∩ Zn is empty too.
So, our algorithm contains the unimodular decomposition step and s check-
ing steps. It is easy to see that the complexity of the algorithm is the same
as the complexity of the unimodular decomposition algorithm (see Theorem
5). ⊓⊔
Corollary 3 Let C ∈ Zn×n, p ∈ Qn, |det(C)| = ∆ > 0. Let A ∈ Zm×n,
b ∈ Zn, and for any i ∈ {1, . . . ,m} we have (Ai ∗)
⊤ ∈ cone((C−1)
⊤
). Then, if
∆ is fixed, there is a polynomial-time algorithm for the feasibility problem in
the set P (A, b) ∩ (p+ cone(C)) ∩ Zn.
Theorem 8 Let A ∈ Z(n+1)×n, b ∈ Zn+1, and P = P (A, b) be a n-dimensional
simplex. If max{∆n(Ab), ∆n−1(A)} is fixed, then there is a polynomial-time
algorithm to find the width and the flat direction of P . The algorithm’s com-
plexity is O(T (n,∆n−1(A))n
3∆(Ab)∆(A)) = O˜(n3+Θ+2log2 ∆n−1(A)), where Θ
is the matrix multiplication exponent and T (n, r) denotes the complexity of
the algorithm of Lemma 5 for square integral n− 1 × n− 1 matrices with the
greatest common divisor of the determinants of all rank-submatrices, equal to
r.
Proof Since P is a simplex, Rn =
⋃
v∈vert(P )
N(v). Hence, Rn =
⋃
v,u∈vert(P )
N(v)∩
(−N(u)). Let M(v, u) = N(v) ∩ (−N(u)) ∩ Zn \ {0}. Using the previous
equation, we have width(P ) = min
v,u∈vert(P )
min
c∈M(v,u)
(max
x∈P
c⊤x − min
x∈P
c⊤x) =
min
v,u∈vert(P )
min
c∈M(v,u)
c⊤(v − u). Hence, the problem to find the width and the
flat direction of P is equivalent to a family of O(n2) problems generated by
all pairs of vertices of P .
Let us consider two different vertices v, u of P and consider the problem
min
c∈M(v,u)
(c⊤(v − u)).
Since v, u are adjacent to the edge v−u, the vertices v, u have n−1 common
facets. Let a matrix B⊤ be induced by rows of the matrix A that correspond
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to n − 1 common facets. Hence, we can assume that N(u) = cone(B au) and
N(u) = cone(B av), where a
⊤
u , a
⊤
v are rows of the matrix A. Additionally, we
have −au ∈ N(v), −av ∈ N(u) and, finally, av,−au ∈M(v, u).
Let us consider the hyperplane H(k) = {x ∈ Rn : (v−u)x = k}. Since ∀c ∈
M(v, u) we have c⊤(v−u) ≥ 0, the equalityM(v, u) =
⋃
k∈Z+
(M(v, u)∩H(k)) is
true. Hence, min
c∈M(u,v)
c⊤(u− v) = min{k ∈ {1, 2, . . . , s} :M(v, u)∩H(k) 6= ∅},
where s = min{a⊤v (v− u),−a
⊤
u (v−u)}. The next lemma will help us to check
the emptiness of the set M(v, u) ∩H(k).
Lemma 4 Let k ∈ R+, then N(v) ∩ (−N(u)) ∩H(k) = (pv(k) + cone(B)) ∩
(pu(k)− cone(B)), where pv(k) is the intersection point of the ray Lv = {avt :
t ∈ R+} with H(k) and pu(k) is the intersection point of the ray Lu = {−aut :
t ∈ R+} with H(k).
Proof Let x ∈ N(v) ∩ (−N(u)) ∩ H(k), then x = Bα + avtv = −Bβ − autu
for some α, β ∈ Qn−1+ and tv, tu ∈ Q+. Additionally, we have x
⊤(v − u) = k.
Since B⊤v = B⊤u, we have tv = k/a
⊤
v (v − u) and tu = −k/a
⊤
u (v − u). Let
us consider the points pv(k) and pu(k). It is easy to see that pv(k) = avtv
and pu(k) = −autu. Since x = Bα + avtv = −Bβ − autu, we have that
x ∈ (pv(k) + cone(B)) ∩ (pu(k)− cone(B)).
Let x ∈ (pv(k) + cone(B)) ∩ (pu(k) − cone(B)). Since B⊤(v − u) = 0, we
have x⊤(v − u) = pv(k)⊤(v − u) = k, and so x ∈ H(k). Finally, x ∈ N(v) and
x ∈ −N(v), because the points pv(k), pu(k) lie on the rays Lv, Lu. These rays
are generating rays for the cones N(v) and −N(u). It finishes the proof of this
lemma. ⊓⊔
Lemma 5 Let k ∈ N. The emptiness of the set M(v, u)∩H(k) can be checked
with a polynomial-time algorithm, if ∆gcd(B) is fixed.
Proof Let d be the greatest common divisor of the components of v−u. So, we
can find a unimodular matrixQ ∈ Zn×n, such that (v−u)Q = (d, 0, . . . , 0) and,
hence, Q1 ∗ = (v−u)/d. After the unimodular map x→ Qx the cone (pv(k)+
cone(B)) ∩ (pu(k)− cone(B)) becomes the cone (Q−1pv(k) + cone(Q−1B)) ∩
(Q−1pu(k)− cone(Q−1B)). Since (v − u)pv(k)/d = (v − u)pu(k)/d = k/d and
(v − u)B = 0, we have Q−1B =
(
0
B′
)
, Q−1pv(k) =
(
k/d
p′v
)
, and Q−1pu(k) =(
k/d
p′u
)
for some B′ ∈ Z(n−1)×(n−1), p′v, p
′
u ∈ Z
n−1. Hence, M(v, u) ∩H(k) is
not empty if and only if the set (p′v + cone(B
′))∩ (p′u − cone(B
′)) has at least
one integer point and d | k. Let a system Rx ≤ r be the dual representation
of the cone p′u − cone(B
′). In other words, P (R, r) = p′u − cone(B
′). We can
take R = (B′)
−1
and r = Rp′u and after that make this matrices integral by
multiplying by an appropriate integer value that has a polynomial size. Finally,
our problem is the feasibility problem in the set p′v+cone(B
′)∩P (R,R)∩Zn−1.
It is easy to see that this polytope satisfies the conditions of Corollary 3,
moreover ∆(B′) = ∆gcd(n − 1, Q−1B) = ∆gcd(n − 1, B). So, the feasibility
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problem in the set p′v + cone(B
′)∩P (R, r)∩Zn−1 and the initial problem can
be solved in polynomial time if ∆gcd(n− 1, B) is fixed. It finishes the proof of
this lemma. ⊓⊔
Let us estimate the complexity of the algorithm. For every two vertices
v, u of the simplex, the algorithm solves the problem min
c∈M(v,u)
c⊤(v − u). Ev-
ery problem can be solved using the equality min
c∈M(v,u)
c⊤(v − u) = min{k ∈
{1, 2, . . . , s} : M(v, u) ∩ H(k) 6= ∅}, where s = min{a⊤v (v − u),−a
⊤
u (v −
u)}. Every feasibility subproblem in the set M(v, u) ∩ H(k) can be solved
using Lemma 5. Hence, the total complexity is O(T (n, r)n2s), where r =
max{∆gcd(n − 1, B) : B is (n − 1) × n submatrix of A}. Let us estimate s =
min{a⊤v (v − u),−a
⊤
u (v − u)}. Due to Cramer’s rule, for every vertex x of the
simplex we have ||x||∞ ≤ ∆(Ab)/δ(A). Additionally, we have ||av||∞ ≤ ∆1(A)
and || − au||∞ ≤ ∆1(A). Hence, s ≤ 2n∆(Ab)∆1(A). Totally, the complex-
ity is O(T (n, r)n3∆(Ab)∆1(A)). Next, we can eliminate the ∆1(A) multi-
plier. To do that, we can assume that the matrix A of the simplex P has
already been transformed to the Hermite normal form [30]. In other words,
we can assume that A =


A1 1 0 0 . . . 0 0
A2 1 A2 2 0 . . . 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
An 1 An 2 An 3 . . . Ann−1 Ann
An+1 1 An+1 2 An+13 . . . An+1n−1 An+1n

, where
0 ≤ Ai j < Ai i < ∆(A) for 1 ≤ i, j ≤ n. Notice that these inequalities are
false for the last row of A. Hence, one of the inequalities ||av||∞ ≤ ∆(A) or
|| − au||∞ ≤ ∆(A) is true. Hence, we have that s ≤ 2n∆(Ab)∆(A). We also
note that r = max{∆gcd(n − 1, B) : B is (n − 1) × n submatrix of A} is the
invariant under any unimodular map that transforms the initial system to a
system in the Hermite normal form. Since r ≤ ∆n−1(A), we have the final
formula O(T (n,∆n−1(A))n
3∆(Ab)∆(A)) for the complexity. It finishes the
proof of the theorem. ⊓⊔
Additionally, if for the simplex P (A, b) we have P (A, b) ∩ Zn = ∅, then we
can use Theorem 2 to bound its width. In this case, the algorithm’s complexity
can be reduced.
Theorem 9 Let A ∈ Z(n+1)×n, b ∈ Zn+1, P = P (A, b) be a n–dimensional
simplex and P ∩ Zn = ∅. Then, if max{δn(A), ∆n−1(A)} is fixed, there is a
polynomial-time algorithm to find the width and the flat direction of P . The
algorithm’s complexity is O(T (n,∆n−1(A))n
2δ(A)) or O˜(n3+Θ+2log2 ∆n−1(A)),
where Θ is the matrix multiplication exponent.
Proof From the proof of the previous theorem we have that min
c∈M(v,u)
c⊤(v −
u) = min{k ∈ {1, 2, . . . , s} : M(v, u) ∩ H(k) 6= ∅}, where s = min{a⊤v (v −
u),−a⊤u (v − u)}. But, it is not necessary to enumerate all k ∈ {1, 2, . . . , s},
since the width of P is bounded. Since P ∩ Zn = ∅, we can use Theorem 2
10 D. V. Gribanov, A. Y. Chirkov
and bound the width by δn(A) = δ(A). Hence, min
c∈M(v,u)
c⊤(v − u) = min{k ∈
{1, 2, . . . , δn(A)} : M(v, u) ∩ H(k) 6= ∅}. Hence, we need to solve only δn(A)
subproblems. The remaining part of the proof is the same as in the previous
theorem. ⊓⊔
4 On the complexity of the integer optimization in a simplex
Let P = P (A, b) be a simplex, where A ∈ Z(n+1)×n and b ∈ Zn+1. Due to
Gomory’s papers [9], see also [13], the feasibility problem in the set P ∩Zn can
be reduced to the group minimization problem and can be solved in polynomial
time if ∆(A) is fixed. Using Papadimitriou’s dynamic programming approach
[26], the problem max{c⊤x : x ∈ P ∩ Zn} can also be solved in polynomial
time if ∆1(Ab) and ∆(A) are fixed. To see this, we need to reduce the initial
system Ax ≤ b with n + 1 inequalities to a system
{
By + Cz ≤ b′
yi ≥ 0
, where
the system By + Cz ≤ b′ has only O(log2∆(A)) inequalities. This reduction
step can be done using the Hermite normal form [30].
In this work, we consider simplices that are generated by convex hulls of
integer points and have bounded sub-determinants of a restrictions matrix. We
note that the feasibility problem in such simplicies can be solved in polynomial
time due to the integer points counting algorithm from [7,8].
Theorem 10 Let A ∈ Zn×(n+1), c ∈ Zn, and S = conv(A) be a n-dimensional
simplex. If ∆(A) is fixed, then there is an algorithm quasi-polynomial on n
to solve the problem max{c⊤x : x ∈ S ∩ Zn \ vert(S)}. Additionally, let
Bi = (A∗ 1 −A∗ i, A∗ 2 −A∗ i, . . . , A∗n+1 −A∗ i). Let α = max
i
{|det(Bi)|}. If
α is fixed, then there is a polynomial-time algorithm for the problem max{c⊤x :
x ∈ S ∩ Zn \ vert(S)}.
Proof Let us assume that the optimum of the linear problemmax{c⊤x : x ∈ S}
is reached on the vector A∗ 1.
Consider the matrix B1 = (A∗ 2 −A∗ 1, A∗ 3 −A∗ 1, . . . , A∗n+1 −A∗ 1). By
definition, the columns of the matrix B1 are edges of the simplex that are
adjacent to the vertexA∗ 1. There exists a halfspaceH = {x ∈ R
n : a⊤x ≤ a0},
such that P = (A∗ 1+cone(B1))∩H . The inequality a⊤x ≤ a0 can be trivially
found in polynomial time as the inequality corresponding to the facet opposite
to the vertex A∗ 1. Since S is a simplex, we have a ∈ cone((B
−1
1 )
⊤
) and c ∈
cone((B−11 )
⊤
). Finally, |det(B1)| ≤ (n+1)∆(A) and we can use the algorithm
from Lemma 3. The complexity of the algorithm is O˜(nΘ+2log2 n+2log2 ∆(A)).
This gives us a quasi-polynomial algorithm’s complexity bound.
Consider the case, when α is fixed. We know that |det(B1)| ≤ α. By the
same argument, the algorithm’s complexity becomes equal to O˜(nΘ+2log2 α),
i.e. becomes polynomial on n. ⊓⊔
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