ABSTRACT A restricted Boltzmann machine (RBM) is a generative model that can capture the probability distribution of data relevant to the problem domain and is usually deployed as the fundamental building block to form more complex deep architectures, such as deep belief network, deep Boltzmann machine, and deep stacked auto-encoder. In addition, the RBM itself can be used as a feature extractor to learn features from raw data. In addition, an RBM is a special type of energy-based model. This paper proposes a modified loss function as an example of an energy-based model defined by restricting the free energy value of the training data. This restriction punishes very low free energy value to reduce the model complexity, which is helpful to the training procedure of the RBM. We validate our method using the MNIST and MNIST-ROTATION datasets. Experiments reveal that the modified loss function behaves better in learning discriminative features as well as in providing better parameters when used to initialize deep feed-forward neural networks (DNN). The convergence speed of the DNN can improve by 44% on both datasets.
I. INTRODUCTION
Deep learning models have recently attracted much attention because of their strong ability of automatically learning features. Furthermore, deep learning models have been successfully applied in various areas, such as speech recognition [1] - [3] , natural language processing [4] , [5] , and which often been applied for investigating physiological oscillations by computational intelligence models and associated healthcare applications [6] - [13] .
The neural network used in deep learning models is of various kinds and structures. Most structures can be divided into three categories [14] : (1) convolutional neural networks (CNN), which are popular at image processing [15] ; (2) recursive neural networks (RNN), which are popular at natural language processing [5] ; (3) restricted boltzmann machines, which are popular at modern speech recognition [2] , [3] .
A restricted boltzmann machine (RBM) is a kind of energybased models. It is an effective model for feature learning from various kinds of data (binary, real value [16] ), just like other dimensionality reduction methods, such as the traditional principal component analysis and recently developed evolutionary computation-based methods [17] , [18] .On the one hand, it can be regarded as primary building blocks of deep boltzmann machine (DBM) [19] , deep belief network (DBN) [20] , deep Gaussian network (DGN) [21] ,and other types of deep networks in the early stages of the development of deep learning. However, now, the RBM is not often used as pre-training models for deep architectures. On the other hand, a stand-alone RBM has been applied in various areas, such as dimensionality reduction [22] , network attack detection [23] , stock market trend prediction [24] , implementation of the RBM on the FPGA platform [25] , [26] , and so on. In addition, aside from the basic RBM, Chen et al. introduced fuzzy mathematics to the RBM and proposed Fuzzy RBM and its training algorithm [27] to improve the robustness of the RBM. Just like in [28] , Cao and Lin Proposed using the inherent fuzzy entropy to increase the reliability of complexity evaluation in electroencephalogram applications. Moreover, the RBM has other forms, such as Gaussian -RBM [8] and sparse-RBM [29] .
Unlike CNN, which has received many studies, RBM still faces many problems. An efficient training algorithm for an RBM must still be obtained. This study focuses on the training algorithm of the RBM. The log-likelihood gradient with respect to the parameters contains one computationally intractable term; hence, researchers concentrate on RBM training algorithms, and different algorithms deploy different methods to approximate that intractable term. Examples include contrastive divergence(CD) [30] , average contrastive divergence [31] , persistent CD (PCD) [32] , fast persistent CD [33] , parallel tempering (PT) [34] , multiple tempering [35] , and equi-energy PT [36] . Reference [6] used two skills to speedup training and testing of the RBM. Reference [37] proposed a dynamic learning rate schedule method for training RBM. This paper is organized as follows. In Section 2, the RBM and its training algorithm are described in detail. In Section3, the proposed objective function and its corresponding learning algorithm are introduced at length. In Section 4,experiments conducted and results are described. Lastly, in Section 5 we conclude this paper and discuss directions for future research.
All CD-based methods, including CD, PCD, FPCD, PT and ACD, need to sample from the model distribution. However, the sampling results are strongly correlated with the complexity of model distribution. We propose herein anew method for training RBM based on reducing the complexity of model distribution. From the point of sampling, reducing the complexity of model distribution is helpful, and this idea inspired us to add an extra term to the objective function for controlling model complexity. We validate our method via the MNIST dataset and its variant dataset MNIST-ROTATION. We perform experiments on two tasks of the RBM, that is, feature learning and pretraining. On the one hand, when considering the ability of feature learning, experimental results indicate that our loss function can result in a much higher accuracy. On the other hand, when using the RBM to initialize a deep feed-forward neural network(DNN), the accuracy of the DNN can improve by 10% on the MNIST dataset and 6% on the MNIST-ROTATION dataset. Moreover, the convergence speed increases by 44% of the DNN on the MNIST and MNIST-ROTATION datasets.
This remainder of this paper is organized as follows: Section 2 describes the RBM and its training algorithm in detail; Section 3 introduces the proposed objective function and its corresponding learning algorithm at length; Section 4describes the conducted experiments and results; and lastly, Section 5 concludes this paper and discusses directions for future research.
A. RESTRICTED BOLTZMANN MACHINES AND BACKGROUNDS
An RBM is an energy-based model [38] , [39] that is also a neural network that consists of two layers. Fig. 1 shows the RBM structure. The visible layer represents the input data, and the hidden layer improves the model capacity such that it could model a much richer function. The RBM topology needs connectivity between all visible and hidden nodes. The inner-layer nodes are not connected. Visible and hidden nodes typically contain binary values (i.e., 0 or 1). The activation probabilities of the hidden units are regarded as features when an RBM is used as a feature extractor. The activation probability of the hidden units could be computed by Eq. (5). The state of the hidden unit takes value one in accordance with its activation probability.
As we discussed earlier, the RBM is an energy-based model (EBM), such that the definition of its energy function for the joint configuration (v, h) of the visible and hidden units is: (1) such that the model parameters θ = {W , b, c} and v i , h j ∈ {0, 1}. The vector v denotes the states of the visible units, and h denotes the states of the hidden units. The vectors b, care the bias terms that correspond to the visible and hidden layers, respectively. n and m denote the number of visible and hidden units, respectively. W is the weight matrix (n×m) that represents the connection between the i th visible unit and the j th hidden unit.
The transformation between the energy function value to a probability value is through the Gibbs distribution. The probability that the model assigns to the configuration of (v, h) is :
such that the partition function is: Z = v h e −E(v,h;θ ) . This function sums over all configurations of visible and hidden units. The partition function is computationally intractable when n or m is large because there are 2 (m+n) configurations in total. Note that a lower energy value corresponds to a higher probability and vice versa.
The RBM contains no inner-layer connections, the visible variables are conditionally independent given hidden variables and vice versa. The conditional probability can be computed as follows:
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such that σ (x) = 1/(1 + exp(−x)), the sigmoid function. The probability of a visible vector v is defined as the marginal:
The notation of free energy is introduced to make this formulation look similar to Eq (2). It is defined below:
Hence, the probability of v can be written as follows in terms of free energy:
The maximum likelihood estimation(MLE) is usually used to learn the RBM's parameters. Given a dataset S = {v (i) , . . . , v (N) } , N is the number of samples in S. The log-likelihood of the dataset S is:
The negative log-likelihood function is used as the loss function to be minimized. One training sample is used for simplicity. The loss function is then defined as:
where v denotes a training sample; θ represents the model parameters; and the second term corresponds to log Z. The gradient of the above loss function with respect to θ is:
where
represents the expectation of variable x ondistribution p.The first term in Eq. (12) is called the positive phase and represents the expectation under the conditional distribution. The second term is called the negative phase and represents the expectation under the joint probability distribution. Calculating an unbiased value of the positive phase is easy. However, the negative phase gradient is intractable because it must sum the overall configurations of the visible and hidden units. The time complexity of this computation is exponential. While obtaining an unbiased estimation of the negative phase gradient is not possible, we can apply Monte Carlo methods to approximate it if we can obtain a sample drawn from the model distribution. However, identifying such a sample is difficult. In computing an estimate of the negative phase gradient, the contrastive divergence(CD) [30] algorithm is the first efficient algorithm capable of performing this task. The CD algorithm initializes a Markov Chain from a training data and performs k steps of state transition by Gibbs sampling. The final state of the Markov Chain is then treated as the sample drawn from the model distribution. We refer to this as CD-K algorithm such that K denotes the number of Gibbs sampling updates. Aside from the CD algorithm, other training algorithms exist, such as PCD,FPCD, PT. We have described methods to obtain the positive and negative phase gradients. We use the stochastic gradient descent algorithm, and the parameter update rules are as follows:
c j :
where η is the learning rate, andṽ is a sample drawn from themodel distribution.
II. MODIFIED LOSS FUNCTION AND ITS TRAININGALGORITHM A. MODIFIED LOSS FUNCTION
We introduce our proposed loss function in this chapter and first provide a discussion regarding the EBMs. The approach of EBMs is a unified framework for capturing dependencies between variables by associating a scalar energy with every configuration of the variables. The EBMs consist of two major procedures: inference and learning. While executing within an RBM, the inference algorithm identifies the status of the hidden units from the given visible units, a task that is quite easy. The RBM learning procedure means minimizing the negative log-likelihood loss function. The negative log-likelihood loss function can be written as follows in terms of free energy:
We can observe from Eq.(16) that the minimized negative loss function corresponds to decreasing the free energy value of the training data and increasing the free energy value of all the configurations of the visible units. The second term also increases the free energy value of the training data, but the first term decreases harder. This procedure will result in the desired energy surface. We refer to the training samples as the observed data and all the other configurations of (v, h) as the unobserved data.
On the one hand, within the RBM, only the difference of the energy value between the observed and unobserved data is relevant. The stand-alone energy value is not relevant. Whether higher energy differences can result in the improvement of the discriminative features is not known. On the other hand, the free energy value of the training data (observed data) decreases along with the training procedure, making the energy surface sharper. We thought that a very sharp energy surface corresponds to a much complex model, which is bad for the CD training algorithm. Based on these ideas, an extra term to control the model complexity is added to the original loss function. The extra term punishes a very low free energy value to make the energy surface much flatter. Furthermore, the flat energy surface is helpful to the CD algorithm. The modified loss function is then defined as follows:
where λ is the penalty coefficient that governs the degree of penalty.
B. TRAINING ALGORITHM
We can use existing algorithms, such as CD, PCD, FPCD and PT, to train the RBM with our proposed loss function. The only difference compared with the original update rules relies on adding one extra term. The gradient of the penalty term with respect to θ is:
Note that the gradient above is proportional to the positive phase gradient, such that the gradient of the modified loss function with respect to θ is:
Lastly, the update rules for the parameters are the following:
such that η is the learning rate,ṽ is the sample drawn from themodel distribution as usual, and e = F(v; θ ), the free energy of an input datum v. From the definition of free energy, we can observe that it can be accurately calculated and it sums the overall configurations of the states of the hidden units.
III. EXPERIMENTS AND RESULTS
We validated our loss function via the basic MNIST handwritten digit dataset and its variation MNIST-ROTATION dataset. The basic MNIST dataset comprises 60000 training images and 10000 testing images. The digits on the variation are rotated by an angle generated between0 and 2π radians. The variant MNIST dataset comprises 12000 training images and 50000 testing images. Each one is a 28 × 28 pixel gray-level image. Each one is a 28 × 28 pixel gray-level image. Each pixel value varies from 0 to 255; hence, we scale the pixel densities of each image to [0, 1]. We performed two sets of experiments to measure the RBM's ability to perform feature learning and initialize deep networks. We used accuracy and convergence speed as measurements. In our experiments, we compared the performance of the basic RBM with the weight decay term and the RBM trained using our proposed loss function. The objective function of the basic RBM with an L2 regularization term is defined as follows:
where γ denotes the weight decay coefficient.
A. SHALLOW NETWORKS
In the first set of experiments, we use the RBM as a standalone feature extractor. The activation probabilities of the hidden units, as features learned, were fed to a soft max regression classifier. The accuracy on the test dataset was used as an evaluation metric. We believe that a higher accuracy means much better discriminative features. We performed two groups of experiments to compare the weight decay regularization and our proposed penalty term to show the effectiveness of the penalty term.
1) ACCURACY ON THE BASIC MNIST DATASET
We trained an RBM that consists of 784 visible units and 500 hidden units to perform feature learning on the MNIST dataset. We performed learning using the CD algorithm with mini-batches of 100 training samples, and the RBM was trained for 100 epochs. For comparison, the learning rate accepts three different values: 0.1, 0.01, 0.001, and λ ∈ {0.01, 0.001, 0.0001}. The contrast experiments were adopted to compare the effect of our proposed penalty term and the weight decay. Figs. 2-4 show the accuracy against the training epoch. In the figures below, λ = 0 corresponds to the old loss function. Each experiment was repeated for20 times. Tables 1-3 show the statistical results of accuracy. After The learning rate is equal to 0.1.γ denotes the weight decay coefficient, while λ denotes the free energy penalty coefficient. The accuracy is revealed in the form of best (mean ± std).
training, the Wilcoxon rank sum test was employed to analyze the accuracy before and after using the penalty term. Table 4 shows the test results. The accuracy was revealed in the form of best (mean ± std).
Figs. 2-4 show that our proposed loss function can lead to a much higher accuracy compared with the negative log likelihood loss function in three different learning ratio values.
TABLE 2. Comparison of the classifications of the basic MNIST dataset
The learning rate is equal to 0.01. γ denotes the weight decay coefficient, while λ denotes the free energy penalty coefficient. The accuracy is revealed in the form of best(mean ± std).
TABLE 3.
Comparison of the classifications of the basic MNIST dataset. The learning rate is equal to 0.001. γ denotes the weight decay coefficient, while λ denotes the free energy penalty coefficient. The accuracy is revealed in the form of best(mean ± std). Moreover, the statistical results of Tables 1-3 show that the accuracy is improved by 0.27% to 1.18%. We performed a rank sum test to compare the experimental results, and the test result indicated a remarkable difference when the level of significance is 5%. 
TABLE 5.
Comparison of the classifications of the MNIST-ROTATION dataset. The learning rate is equal to 0.01. γ denotes the weight decay coefficient, while λ denotes the free energy penalty coefficient. Theaccuracy is revealed in the form of best (mean ± std).
of accuracy. After training, the Wilcoxon rank sum test was employed to analyze the accuracy before and after using the penalty term. Table 7 shows the test results.
Figs. 5 and 6 show that the penalty term can lead to a much higher accuracy at three different penalty coefficients compared with the negative loss function. In addition, the accuracy was improved by approximately 4% when the penalty TABLE 6. Comparison of the classifications of the MNIST-ROTATION dataset. The learning rate is equal to 0.001. γ denotes the weight decay coefficient, while λ denotes the free energy penalty coefficient. The accuracy is revealed in the form of best (mean ± std).
TABLE 7.
Wilcoxon rank sum test results on the MNIST-ROTATION dataset. η denotes the learning rate, while λ denotes the free energy penalty coefficient. coefficient is 0.01. The statistical results revealed that the average accuracy was improved by 2% to 3%. The average accuracy was improved by at most 3.2% when the penalty coefficient is 0.001. The experimental results on the MNISTROTATION dataset further strengthened our conclusion that the free energy penalty term can indeed improve the RBM discriminative ability.
B. DEEP FEED-FORWARD NEURAL NETWORKS
In this set of experiments, we used the RBM to initialize deep feed-forward neural network. For training the DNN, we first used the RBM for pretraining, then fine-tune the whole network parameters. The experiments were repeated for 10times for each parameter configuration. We then made a statistical analysis of the results.
C. MNIST DATASET
The topology of the DNN is 784-500-500-2000-10, that is, the DNN contains 784 input units, 10 output units, and three hidden layers, which consist of 500, 500, and 2000 hidden units, respectively. The hyper-parameters and network settings of the DNN are the same as the Hinton's code [40] . Table 8shows the statistical results. Table 9 presents the rank sum test results. Fig. 7 depicts the variant trend of the number of misclassification cases against the training epoch in the fine tune phase. Table 8 and Fig. 7 show that the convergence speed of the deep neural network speeds up impressively when the penalty term is used. The number of iterations to convergence can reduce from 117 to 65, which means we can save approximately 44% of training time. The training time of the finetune phase can also be saved by approximately 27% when the penalty coefficient takes 1e−04. When it came to misclassification numbers, the penalty term made it decrease from 141 to 126. The accuracy was improved by 10%. The Wilcoxon rank sum results also showed a significant difference before and after using the penalty term.
D. MNIST-ROTATION DATASET
The topology of the deep neural network is 784-200-200-500-10. The network contains 784 input units, 10 output units, and three hidden layers that consist of 200, 200, and 500 hidden units, respectively. The experiment ran for 10times for each parameter configuration. Table 10 shows the misclassification cases and the mean convergence epoch on the test dataset. Table 11 presents the rank sum test results. Fig. 8 shows the variant trend of the misclassification cases of the fine-tune phase against the training. Table 10 and Fig. 8 show that the convergence speed of the deep neural network speeds up impressively when the penalty term is added. The model convergence happened after approximately 162 iterations when the penalty coefficient is 0.01, but it took 300 iterations to convergence if no penalty term is adopted; hence, approximately 44% training time can be saved. The training time of the fine tune phase can also be saved by approximately 36% when the penalty coefficient takes 1e−04. When it came to the misclassification numbers, the penalty term made it decrease by 304 to 387. The accuracy was improved by 4.8% to 6%. The Wilcoxon rank sum results also showed a significant difference before and after using the penalty term.
E. DISCUSSION
From the two sets of experiments, we conclude the Obtained using the proposed objective function can learn a much discriminative feature, which agrees to a much higher accuracy on the MNIST and MNIST-ROTATION datasets. In addition, the discriminative ability and the convergence speed of the deep neural network are improved because of better initialization. Moreover, the experimental results showed a significant difference between the weight decay and the proposed penalty term.
IV. CONCLUSION
This study proposed a modified loss function based on the original negative log-likelihood function by adding a penalty term to control the model complexity. The experiments showed that the features learned by the proposed loss function can result in a much higher accuracy. In addition, the discriminative ability and the convergence speed of the DNN pretrained with our proposed loss function were both improved. The possible improvements to the performance of other deep architectures initialized with the RBM are worthy of research. Another candidate question for study is the investigation that the effects of limiting the energy value to smaller values can generalize to other energy-based models. In addition, we can also use PCD and FPCD to train our proposed loss function and see its performance. However, we can only provide an experimental analysis, and the theory supporting our results is another interesting direction for future study.
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