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Nonlinear and nonlocal effects are discussed in the interaction of laser fields with thermal Rydberg
atoms in electromagnetically induced transparency configuration. We show that under the crucial
approximation that the time variation in the dipole-dipole interactions due to atomic motions can
be neglected in an ensemble average, an analytical form can be obtained for the nonlocal nonlinear
atomic response of the thermal medium, and study it for different parameter cases. We further
propose a generalized model to describe the modulational instability (MI) in absorptive nonlinear
media, in order to understand the propagation dynamics in the thermal Rydberg medium. Inter-
estingly, this model predicts that at short propagation distances, each wave component exhibits the
MI effect in absorptive nonlinear media, unlike in the purely dispersive case.
PACS numbers: 32.80.Ee, 42.50.Gy, 42.65.-k, 34.20.Cf
I. INTRODUCTION
Rydberg atoms, possessing large dipole moments and
therefore long-range dipole-dipole interactions (DDI),
have attracted intensive interests due to its potential ap-
plications in diverse fields [1–3]. The last decade has
witnessed great progresses in the study of ultracold Ry-
dberg atoms. On the one hand, a series of beautiful
experiments have shown that ultracold Rydberg atoms
are capable to realize photon blockade [4–6], interact-
ing photons [7, 8], single-photon transistor [9, 10], trans-
port phenomena [11, 12], to mention a few. On the
other hand, several theoretical models have also been pro-
posed to successfully describe the interacting ultracold
Rydberg atoms under certain circumstances, including
mean field models [13, 14], cluster expansions [15, 16],
rate equations [17–19]. In those models, the thermal mo-
tion effects is reasonably neglected at typically short time
scale (∼ µs) and low temperature (∼ µK) due to the
dominant role of many-body coherent dynamics in dilute
ultracold Rydberg atoms.
In parallel to these developments in ultracold Rydberg
atoms, first experiments have been conducted in thermal
Rydberg gases [20–30], demonstrating evidence for long-
range coherent DDI. In these experiments, typically two
off-resonant probe and control fields interact with the
thermal atoms in such a way that the two-photon transi-
tion to the Rydberg state is near-resonantly driven, while
the single-photon transitions are far off-resonance. In this
electromagnetically-induced-transparency (EIT) configu-
ration, the theoretical description can be simplified [31]
since the time evolution of the intermediate state can be
adiabatically eliminated. However, this simplified picture
cannot fully describe the involved dynamics fo the ther-
mal Rydberg ensemble. The greatest challenge is posed
by the time-varying DDI in the thermal regime due to
the atom motion, but also other effects such as Doppler
shifts and atomic collisions could lead to a breakdown of
present theoretical models.
Here, we develop a different approach to interacting
thermal Rydberg atoms. This model still essentially ne-
glects the temporal variations of the DDI due to the atom
motion, but apart from that provides a proper descrip-
tion of the steady state of thermal Rydberg atoms in-
teracting with two laser fields in EIT configuration. In
particular, we derive analytical expression for the non-
linear nonlocal response of the thermal Rydberg atoms.
Based on this result, we find that in the single-photon
near-resonant regime the nonlinear absorption for the
probe field is weakened as the temperature increases. On
the contrary, when the laser fields are far-off resonance
with the single-photon transitions, the nonlocal nonlin-
ear dispersion remains almost unchanged while the non-
local nonlinear absorption is firstly enhanced and then
weakened as the temperature grows. Motivated by these
results, we further introduce a generalized model for the
modulational instability (MI) in absorptive nonlinear me-
dia. Analytical solutions from this model agree well with
numerical simulations of the propagation dynamics. In
contrast to purely dispersive nonlinear media, this model
predicts that at short propagation distance, each wave
component exhibits the MI effect. At longer propaga-
FIG. 1. (Color online) The three-level scheme for a single
atom (a) interacting with counter-propagating probe and con-
trol fields (b). The two single-photon transitions |1〉 ↔ |2〉
and |2〉 ↔ |3〉 are driven by the two far-detuned probe and
control fields with Rabi frequencies Ωc and Ωp respectively,
while the two-photon transition from |1〉 to the high-lying
Rydberg state |3〉 is of near resonance.
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2tion distances, however, for most frequency components
MI competes with both, the nonlocal nonlinear absorp-
tion and coupling to other spatial frequency modes, and
eventually is suppressed.
The paper is organized as follows. In Sec. II, we
introduce our model for the interacting thermal Ryd-
berg atoms and derive the nonlinear atom response. In
Sec. III, we numerically solve the paraxial wave equa-
tion to study the probe field propagation dynamics, and
present our main results. Section IV contains a discus-
sion and summary of our results.
II. THEORETICAL CONSIDERATIONS
A. Theoretical model
We consider a ladder-type three-level atomic system
as shown in Fig. 1. The ground state |1〉 is coupled by a
weak probe field Ωp with frequency ωp and wavevector kp
to the intermediate state |2〉, which is further driven by a
strong control field Ωc with frequency ωc and wavevector
kc to a high-lying Rydberg state |3〉. The two field fre-
quencies are chosen such that the two-photon transition
from |1〉 to |3〉 is driven at near-resonance, thus form-
ing an electromagnetically induced transparency (EIT)
configuration. In contrast, the single-photon transitions
|1〉 ↔ |2〉 and |2〉 ↔ |3〉 are assumed to be far off-
resonance. The single-photon detunings are defined as
∆p = ωp − ω21 for the probe and ∆c = ωc − ω32 for the
control field.
To model thermal interacting Rydberg atoms, we de-
fine collective transition operators in terms of atomic
transition operators distributed in space r and velocity v
as
σˆαβ(r,v, t) =
∑
j
σˆjαβ(t) δ(r− rj(t)) δ(v− vj(t)) , (1)
in analogy to a similar density distribution function de-
veloped in [32, 33]. Here, σˆjαβ(t) is the atomic tran-
sition operator for the j-th atom defined as σˆjαβ(t) =
|αj(t)〉〈βj(t)|, which obeys the Heisenberg equation
dσˆjαβ(t)
dt
=
i
~
[
H, σˆjαβ(t)
]− Lσˆjαβ(t) , (2)
where i is the imaginary unit i =
√−1, H is the Hamil-
tonian of the system, and Lσˆjαβ(t) denotes the incoher-
ent processes including spontaneous decay and dephas-
ing. As shown in detail in Appendix A, the equations of
motion of the system can be obtained as [32]
dσˆαβ(r,v, t)
dt
=
i
~
[H, σˆαβ(r,v, t)]− Lσˆαβ(r,v, t)
− v · ∂σˆαβ(r,v, t)
∂r
− γc
[
σˆαβ(r,v, t)− Rˆαβ(r, t)F (v)
]
. (3)
Here, F (v) = Exp[−v2/v2p]/(
√
pivp)
3 is the Boltzmann
distribution function, with vp =
√
2kBT/m being the
most probable thermal velocity, and γc is the collision
rate. The latter is proportional to the thermal velocity
γc ∝ vp and therefore γc ∝
√
T . We further defined the
collective transition operator Rˆαβ(r, t) as
Rˆαβ(r, t) =
∫
σˆαβ(r,v, t)dv . (4)
In order to arrive at Eq. (3) we have assumed that the
atomic ensemble has reached to the thermal equilibrium
state. In the right hand side (RHS) of Eq. (3), the first
term describes the internal quantum-mechanical evolu-
tion, while the next two terms characterize external clas-
sical effects such as thermal motion and atomic collisions,
respectively [32].
For convenience, in the following, we use the simplified
notations σˆjαβ and σˆαβ for σˆ
j
αβ(t) and σˆαβ(r,v, t). For
the setup depicted in Fig. 1, the Hamiltonian of the j-th
atom then can be written as (~ = 1)
Hj = −Ωp(rj , t)σˆj21 − Ωc(rj , t)σˆj32 +H.c.
− (∆p − kp · vj)σˆj22 − (∆−∆k · vj)σˆj33
+
∑
l<j
Vjl(t)σˆ
j
33σˆ
l
33 , (5)
where ∆ = ∆p − ∆c is the two-photon detuning, and
∆k = kp − kc is the wavevector difference between the
two laser fields. In Eq. (5), the last term in the RHS rep-
resents the dipole-dipole interaction. We choose a van-
der-Waals type potential
Vjl(t) =
C6∣∣rj(t)− rl(t)∣∣6 . (6)
The total Hamiltonian for the thermal Rydberg atoms
then is the sum over all single-particle Hamiltonian
H =
∑
j
Hj . (7)
With Eqs. (2) and (3), we can obtain the equations of
motion for the relevant transition operators as
∂σˆj12
∂t
= i
[
Ωp(rj) + Ωcσˆ
j
13 + ∆12(vj)σˆ
j
12
]
, (8a)
∂σˆj13
∂t
= i
[
Ωcσˆ
j
12 + ∆13(vj)σˆ
j
13
]− i∑
l 6=j
Vjl(t)σˆ
j
13σˆ
l
33 ,
(8b)
( ∂
∂t
+ v · ∂
∂r
)
σˆ12 = i
[
∆12(v) + iγc
]
σˆ12 + iΩp(r)n0F (v)
+ iΩcσˆ13 + γcRˆ12(r, t)F (v) , (8c)( ∂
∂t
+ v · ∂
∂r
)
σˆ13 = i
[
∆13(v) + iγc
]
σˆ13 + iΩcσˆ12
3− i
∑
j<l
Vjl(t)σˆ
j
13σˆ
l
33δ(r− rj)δ(v− vj)
+ γcRˆ13(r, t)F (v) . (8d)
Here, n0 = N/V is the atomic density, and we have de-
fined
∆12(u) = ∆p − kp · u+ iγ12 , (9a)
∆13(u) = ∆−∆k · u+ iγ13 , (9b)
with u ∈ {vj ,v}.
In deriving Eq. (8), we have approximated 〈σˆj11〉 ' 1,
〈σˆj22〉 ' 0, 〈σˆj23〉 ' 0, 〈σˆ11〉 ' n0F (v), 〈σˆ22〉 ' 0, and
〈σˆ23〉 ' 0. These approximations are valid in the weak
probe limit Ωp  Ωc as well as in the far-detuned regime
∆p  kpvp, γ12,Ωp. Further, we focus on the continuous-
wave case where Ωp(r, t) = Ωp(r), Ωc(r, t) = Ωc(r), and
assume that the control field is approximately constant
across the probe field region, Ωc(r) ' Ωc.
B. Nonlocal effects in Rydberg atoms
In the far-detuned regime, σˆj12 can be adiabatically
eliminated to derive an equation of motion for the corre-
lation operator σˆj13σˆ
l
33 as
∂(σˆj13σˆ
l
33)
∂t
'− iΩp(rj)Ωcσˆ
l
33 + iΩ
2
c σˆ
j
13σˆ
l
33
∆12(vj)
+ i∆13(vj)σˆ
j
13σˆ
l
33 − iVjl(t)σˆj13σˆl33 . (10)
In general, due to the presence of the time-dependent
dipole-dipole interaction Vjl(t) in thermal Rydberg
atoms, it is challenging to solve Eq. (10), even for a
steady-state solution. In order to be able to continue
with the analytical derivation, we make the model as-
sumption
Vjl(t) = Vjl(0) , (11)
such that the dipole-dipole interaction between differ-
ent atoms is considered to be time-independent despite
the motion of atoms. While there is no formal justifi-
cation for this assumption, a physical motivation might
be that for a dilute atomic ensemble in thermal equi-
librium, in a mean-field approximation one could expect
that at least the total interaction of one atom with all of
its surrounding atoms on average remains constant, i.e.,∑
l Vjl(t)/N = Vjl(0). Applying Eq. (11), the state-state
solution for the correlation operator follows as
σˆj13σˆ
l
33 =
−ΩcΩp(rj)σˆl33
Ω2c −∆12(vj)∆13(vj) + Vjl(0)∆12(vj)
. (12)
Substituting Eq. (12) into Eq. (8b) and setting ∂σˆj13/∂t =
0, we can obtain the steady-state solution for σˆj13, and
exploit it to calculate
σˆj33 = σˆ
j
31σˆ
j
13 '
Ω2c
∣∣Ωp(rj)∣∣2
|∆12(vj)∆13(vj)− Ω2c |2
. (13)
Here, we have neglected higher-order contributions of or-
der O(Ω4p). In the paraxial regime, we can assume the
spatial slowly-varying envelope approximation (SVEA)
|v ·∂/∂r|  |∆12(v) + iγc|, |∆13(v) + iγc|. This allows us
to drop the position derivatives in Eq. (8c) and (8d). Us-
ing techniques similar to those developed in Ref. [32, 33],
we finally obtain the atomic response of the thermal Ry-
dberg atoms as
ρ21(r) =〈Rˆ12(r)〉
=Ωp(r)
[
M
D
+
i(γ13 + γc)n
2
0Ω
4
cA
D
×
∫
K(r− r′) ∣∣Ωp(r′)∣∣2 dr′] . (14)
The coefficients are defined as
D =
[
∆k2v2p −
∆k
kp
Ω2c + γ13(γ13 + γc)
]
iγcG− 1
G
−
[
∆k
kp
(∆p + γ12) + i(γ13 + γc)
]
Ω2c , (15a)
M =
[
∆k2v2p + γ13(γ13 + γc)
]
n0 , (15b)
G =
∫
F (v) d3v
∆p − kp · v+ i(γ12 + γc) , (15c)
A =
∫
F (v)
|∆12(v)∆13(v)− Ω2c |2
d3v , (15d)
K(r) =
∫ (1− i ∆k·vγ13+γc )F (v)V (r) d3v
Ω2c −∆12(v)∆13(v) + V (r)∆12(v)
. (15e)
HereG and A are related to the Doppler-averaging single-
and two- photon spectrum respectively, and K(r) corre-
sponds to the dipole-dipole interaction modified by the
thermal atomic motion and collisions. Note that in the
limit T → 0, our results reduce to those obtained in
Ref. [31] for ultracold Rydberg atoms, as expected.
III. PROPAGATION DYNAMICS IN THE
PARAXIAL REGIME
The propagation dynamics of the probe beam is gov-
erned by the Maxwell’s equations, which in the paraxial
regime can be written as(
∂
∂ζ
− i
2
∂2
∂ξ2
)
Ωp(ξ, ζ) = i
3λ2pΓ21Sz
8pi
ρ21(ξ, ζ) (16)
We have rescaled to dimensionless coordinates using ξ =
r⊥/St, ζ = z/Sz and Sz = kpS2t , with St and Sz being
the scales in the transverse and propagation directions,
respectively. Since we consider a continuous-wave probe
field, the evolution of the probe in the ζ direction is much
slower than that of K(ξ, ζ). Therefore, in the nonlocal
integral Eq. (14), we can apply the local approximation
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FIG. 2. (Color online) Scaled absorption against the atomic
density at different temperatures. The parameters are chosen
as λp = 0.795 µm, λc = 0.48 µm, Γ21 = 2pi × 5.75 MHz,
γ12 = Γ21/2, γ13 = 0.001γ12, γc = 0.01|∆k|vp, ∆p = ∆c = 0,
Ωp0 = 2pi× 0.5 GHz, Ωc = 2pi× 10 GHz, C6 = 140 GHz µm6,
and St = 40 µm, zL = 1 cm.
in ζ-direction as Ωp(ξ, ζ) ' Ωp(ξ) [31]. Substituting the
atomic response Eq. (14) into Eq. (16) then results in(
∂
∂ζ
− i
2
∂2
∂ξ2
)
ψ(ξ, ζ)
= i
[
Cl + CnlKs(ξ) ∗ |ψ(ξ)|2
]
ψ(ξ, ζ) , (17)
where “∗” denotes the convolution. We have further set
Ωp(ξ, ζ) = Ωp0ψ(ξ, ζ), where ψ is a normalized shape
function satisfying |ψ(ξ = ζ = 0)| = 1. The scaled kernel
function Ks(ξ) is defined by
Ks(ξ) =
∫ (1− i ∆kvpvγ13+γc )e−v2dvdη
∆12(v)
∆p
+
Ω2cS
6
t
∆pC6
[1− ∆12(v)∆13(v)Ω2c ](ξ2 + η2)3
,
(18)
with v = vpv and
Cl =
3λ2pΓ21SzM
8piD
, (19a)
Cnl =
3iλpΓ21(γ13 + γc)AΩ
4
cS
5
t n
2
0Ω
2
p0
4
√
piD∆p
. (19b)
A. Local nonlinear propagation dynamics
So far, our analysis focused on the regime of large
single-photon detuning, where the adiabatic elimination
is valid. However, in principle, a steady-state solution
can be obtained even in the single-photon near-resonant
regime. Within the applied approximations, the analyt-
ical analysis still holds in this regime, where the non-
linear absorption plays a major role in the propagation
dynamics. In this case, the nonlocal effect in Eq. (14)
can be neglected which means that Ωp(r
′) = Ωp(r) [31].
In the absence of dipole-dipole interactions, i.e., C6 = 0,
the atomic medium becomes transparent for the probe
field because of the EIT configuration. However, in the
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FIG. 3. (Color online) (a) Nonlinear coefficient Cnl
and (b) the ratio between its real and imaginary parts
Im[Cnl]/Re[Cnl] against temperature T . The inset shows
the ratio at lower temperatures, where small values indi-
cate that Im[Cnl] can be neglected when T → 0. Pa-
rameters are n0 = 1.0 × 1020 m−3, ∆p = 2pi × 1.2 GHz,
∆c = −∆p, and St = 5Rc with Rc being the blockade radius
Rc = (|C6∆p|/Ω2c)1/6 ' 0.8 µm. Other parameters are as in
Fig. 2.
presence of the interaction, nonlinear absorption is intro-
duced. The thermal atom motion induces a Doppler av-
eraging over all atoms with different velocities. For near-
resonant light, we expect Doppler effects to effectively
weaken the nonlinear absorption, since they shift atoms
out of resonance with the light (see also Sec. III B). To an-
alyze the absorption, we numerically solve Eqs. (14) and
(16) to obtain the propagation dynamics for a Gaussian-
shaped probe field Ωp(ξ) = Ωp0e
−ξ2/2, from which the
scaled absorption against the atomic density n0 can be
derived. Here, the scaled absorption is defined as the ac-
tual absorption divided by the two-level absorption ob-
tained for Ωc = 0. Results at different temperatures are
shown in Fig. 2. The propagation distance is chosen as
zL = 1.0 cm, close to one Rayleigh length zR = 1.26 cm.
In Fig. 2, the scaled absorption increases nonlinearly as a
function of n0, which is in qualitative agreement with pre-
vious calculations [34, 35] and experiments [36] obtained
in ultracold Rydberg gases. Furthermore, as expected,
the nonlinear absorption at any specific atomic density
is decreased due to Doppler averaging as the temperature
rises.
5B. Nonlocal nonlinear propagation dynamics
1. Nonlinear coefficient Cnl and scaled nonlocal response
Ks(ξ)
Next, we consider the far-detuned regime where the
single-photon detunings dominate, ∆p  kpvp, γ12, Ωp.
In this regime, the local approximation is only valid in
the propagation direction [31], i.e., Ωp(r
′) = Ωp(r′⊥) in
Eq. (14). The propagation dynamics is mainly charac-
terized by the nonlinear coefficient Cnl and the scaled
nonlocal response Ks(ξ), see Eq. (17). In cold Rydberg
atoms, we find |Im[Cnl]|  |Re[Cnl]| such that Cnl can
be approximated as a real number, see Fig. 3. Then,
the real and imaginary parts Re[Ks(ξ)] and Im[Ks(ξ)]
of Ks(ξ) are directly related to the nonlocal nonlinear
dispersion and absorption, respectively. At low temper-
atures, the nonlocal nonlinear absorption determined by
Im[Ks(ξ)] is negligible as compared to the nonlocal non-
linear dispersion, see Fig. 4(a) and (b). Consequently,
the modulational instability (MI) [37, 38] caused by the
nonlocal nonlinear dispersion is expected to crucially in-
fluence the probe propagation dynamics, as discussed in
Ref. [31].
As T increases, we find that Cnl and Ks(ξ) change in
a characteristic way, influencing the propagation dynam-
ics. As shown in Fig. 3, Im[Cnl] first grows and then de-
creases, while the absolute value of the negative quantity
Re[Cnl] decreases monotonically towards zero. Inspect-
ing the quantities which are defined in Eq. (15), we find
that this can be mainly attributed to the collision rate
γc which is a function of T .
Corresponding results for Ks(ξ) are shown in Fig. 4(a)
and (b) for three different temperatures T ∈ {0.01K,
1K, 100K}. The real part Re[Ks(ξ)] is essentially the
same for all three temperatures. However, the imag-
inary part Im[Ks(ξ)] increases strongly with tempera-
ture, while maintaining approximately its shape as a
function of ξ. This can be understood in a velocity-
dependent dressed-state picture. In the far-off reso-
nant regime where ∆p > 0, part of the atoms have
velocities which Doppler-shift their transition frequency
close to the single-photon resonance. This fraction in-
creases with the mean velocity and thus the temperature,
thereby leading to a narrowed and amplified spectrum
for the probe after summing over the contributions of
all atoms [39]. As a result, the amplitude of Ks(ξ) for
the nonlocal nonlinear interaction increases with T . In
contrast, close to the one-photon resonance ∆p ' 0, an
increasing Doppler shift progressively moves the atom
transition frequencies out of resonance with increasing
temperature, thus resulting in a broadened and atten-
uated spectrum for the probe field when summing over
the contributions from all atoms with different velocities.
Therefore, in this case, an increasing temperature T re-
duces the linear and nonlinear absorption for the probe
field, as already discussed in Sec. III A.
Finally, we analyze the combined nonlocal contribu-
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FIG. 4. (Color online) The real (a) and imaginary (b) parts
of the nonlocal response function Ks(ξ) and the real (c) and
imaginary (d) parts of CnlKs(ξ) at different temperatures.
CnlKs(0) as a function of T is plotted in (e) and (f). Param-
eters are the same as in Fig. 3.
tion CnlKs(ξ), as shown in Figs. 4(c) and (d). We
find that as T increases, Re[CnlKs(ξ)] remains roughly
unchanged. However, Im[CnlKs(ξ)] first increases with
growing temperature, assumes a maximum, and subse-
quently decreases again in magnitude. To further illus-
trate this behavior, we show the central value CnlKs(0)
against T in Fig. 4(e) and (f). Again, the maximum of
the imaginary part of the nonlocal contribution at inter-
mediate temperatures is clearly visible. By comparing
the dependence of Cnl and Ks(ξ) on the temperature, it
is found that this behavior is mainly owning to Cnl and
therefore related to the temperature-dependent collision
rate γc ∝
√
T .
2. Propagation dynamics
In order to see how the propagation dynamics varies
with the temperature, we numerically calculated the
probe propagation at different temperatures. The input
probe is chosen as a Gaussian
ψ(ξx, ξy) = e
−(ξ2x+ξ2y)/2w2peiφ(ξx,ξy) , (20)
where the random phase function φ(ξx, ξy) introduces the
spatial noises which may induce MI. Results are shown
in Fig. 5. It can be seen that spatially localized spikes
emerge in the output profile of the probe field. As the
temperature rises, the output intensity firstly decreases
and subsequently grows again, which is consistent with
Fig. (4). Note that at first sight, this figure might give
6FIG. 5. (Color online) Probe field propagation through ther-
mal Rydberg atoms at different temperatures T = 0.01K (a),
T = 1K (b), and T = 100K (c). (d) shows one-dimensional
sections with ξy = 0 at the end of the propagation for the
three cases (a-c). The localized spikes arise due to the MI
effect. Parameters are St = 20Rc, wp = 2, and ζL = 1/16
which corresponds to zL ' 127.3 µm. Other parameters are
as in Fig. 3.
the impression that the width of the probe output profile
increases with the nonlinear absorption. This is an arte-
fact of the different scaling in the plots. Instead, while
the absorption changes the beam profile, the width does
not increase.
Owing to the nonlinear absorption introduced by
Im[CnlK(ξ)], a linear stability analysis [37, 38] would not
be applicable for the MI effect. The reason is that the
plane-wave ansatz assumed in the linear stability analysis
is no longer a solution to Eq. (17) when the absorption
is present. In order to understand MI more clearly, we
instead define a weighted spatial Fourier spectrum
f(k) =
∣∣∣∣ F [ψ(ξx, ξy = 0, ζ), ξx, k]F [ψ(ξx, ξy = 0, ζ = 0), ξx, k]
∣∣∣∣ , (21)
with F [ψ, ξx, k] denoting the spatial Fourier transform
of ψ from ξx to k. This quantity relates the transverse
spatial Fourier component k at propagation distance ζ to
its initial value at ζ = 0, and therefore enables an analysis
of potential nonlinear effects throughout the propagation.
First, we calculate f(k) for three different tempera-
tures. Results are shown in Fig. 6(a). It can be seen
that there are some k components which are strongly en-
hanced (f(k)  1), while others are not. It should be
noted that an enhancement mechanism only becomes vis-
ible in this measure if it is strong enough to overcome the
nonlinear absorption. Therefore, one could argue that
FIG. 6. (Color online) (a) Weighted Fourier spectrum f(k) of
the output probe field at ξy = 0. (b) Spectrum as a func-
tion of temperature T for three specific wave components
k ∈ {−0.36kt, 0.24kt, 6.59kt}. Parameters are as in Fig. 5,
except for kt = 2pi/St.
the condition f(k) > 1 in general is not a necessary con-
dition for the occurrence of MI, as will be discussed in
more detail below. The random noise φ is the origin of
the asymmetry of the spectrum f(k). Setting φ = 0, we
obtained a symmetric spectrum f(k) not shown here.
Next, we analyzed three specific components k ∈
{−0.36kt, 0.24kt, 6.59kt} in more detail as function of
temperature. These components all feature a large
f(k)  1 at low temperatures. The results in Fig. 6(b)
show that the weighted Fourier spectrum of these com-
ponents first decreases, and then increases again, provid-
ing a direct signature of the effect of the temperature-
dependent nonlocal nonlinear absorption in thermal Ry-
dberg media predicted from the nonlocal coefficient Cnl
and the scaled nonlocal response Ks(ξ) in Sec. III B 1.
3. Competition between MI and nonlocal nonlinear
absorption
Owing to the simultaneous presence of MI effect and
the nonlocal nonlinear absorption, a competition be-
tween these two mechanisms can be expected. There-
fore, the weighted spatial wave components f(k) in gen-
eral do not possess a simple exponential dependence on
the propagation distance. In order to show this, we
propagated a two-dimensional plane wave with an ad-
ditional regular perturbation which has the general form
ψ(ξx, ζ = 0) = Exp[ik0ξx] + 0Exp[ikxξx] with 0 real
7and 0  1, k0 6= kx. During the propagation, multiple
wave components j(kx − k0) + k0 are generated due to
the nonlinear effects in Eq. (17). We thus make the fol-
lowing ansatz for the propagated function ψ(ξ, ζ) using
a Fourier expansion
ψ(ξx, ζ) =
∑
j
aj(ζ)e
ij(kx−k0)ξxeik0ξx . (22)
Substituting this form into Eq. (17) leads to a set of
equations for aj(ζ){
∂
∂ζ
+
i
2
[j(kx − k0) + k0]2
}
aj(ζ)
= iCnl
∑
p,q
aj−p+q(ζ)ap(ζ)a∗q(ζ)KF [(p− q)(kx − k0)] ,
(23)
where KF [m(kx − k0)] is the Fourier transform of the
scaled kernel function Ks(ξ) evaluated at m(kx − k0),
i.e.,
KF [m(kx − k0)] =
∫ ∞
−∞
Ks(ξ)e
−im(kx−k0)ξdξ . (24)
KF [m(kx − k0)] is related to the nonlocal nonlinear re-
sponse of the medium for the m-th spatial frequency
component m(kx − k0) + k0. In particular, it is wor-
thy to note that KF (0) =
∫∞
−∞Ks(ξ)dξ, which means
that the nonlocal nonlinear response to a0 remains al-
ways the same no matter what k0 we choose. Thus, it
is not surprising that the nonlocal response to the m-
th component is determined by its frequency difference
from a0, i.e., m(kx− k0), but not by its actual frequency
m(kx − k0) + k0.
In general, analytical solutions of this set of equations
are challenging. However, over a limited propagation dis-
tance ζL or for a weak nonlocal response KF [m(kx−k0)],
the set can be safely truncated to j ≤ jmax. If the propa-
gation distance is sufficiently short, or if |KF [m(kx−k0)]|
decreases sufficiently rapid with order |m|, we can limit
the analysis to jmax = 1 and expand the equations up to
leading order in |a±1/a0|, which gives
da0(ζ)
dζ
=− ik
2
0
2
a0(ζ) + iCnlKF (0)|a0(ζ)|2a0(ζ) ,
(25a)
da1(ζ)
dζ
=− ik
2
x
2
a1(ζ) + iCnl
[
KF (0)|a0(ζ)|2a1(ζ)
+KF (kx − k0)|a0(ζ)|2a1(ζ)
+KF (kx − k0) a20(ζ)a∗−1(ζ)
]
, (25b)
da−1(ζ)
dζ
=− i(2k0 − kx)
2
2
a−1(ζ)
+ iCnl
[
KF (0)|a0(ζ)|2a−1(ζ)
+KF (k0 − kx)|a0(ζ)|2a−1(ζ)
+KF (k0 − kx) a20(ζ)a∗1(ζ)
]
. (25c)
It can be seen from Eq. (25) that a0 will experience a
self-Kerr phase shift as well as a nonlinear absorption
due to the nonlocal nonlinear response CnlKF (0) which
is complex. Furthermore, a1 and a−1 are coupled to
each other via a0 which can be interpreted as a spe-
cial type of four-wave mixing process [40]. In general,
KF (kx − k0) 6= KF (k0 − kx), thus a1(ζ) and a−1(ζ) can
have different evolutions even though a1(0) = a−1(0).
For the special case k0 = 0 considered here, we find that
KF (mkx) = KF (−mkx) by exploiting a symmetry of the
kernel function Ks(ξ) which satisfies Ks(ξ) = Ks(−ξ).
Then Eq. (25) reduces to
da0(ζ)
dζ
=ic0|a0(ζ)|2a0(ζ) , (26a)
da1(ζ)
dζ
=− ik
2
x
2
a1(ζ) + i
[
c0|a0(ζ)|2a1(ζ)
+ c1|a0(ζ)|2a1(ζ) + c1 a20(ζ)a∗−1(ζ)
]
, (26b)
da−1(ζ)
dζ
=− ik
2
x
2
a−1(ζ) + i
[
c0|a0(ζ)|2a−1(ζ)
+ c1|a0(ζ)|2a−1(ζ) + c1 a20(ζ)a∗1(ζ)
]
. (26c)
Here, c0 = c
R
0 + ic
I
0 = CnlKF (0) and c1 = c
R
1 + ic
I
1 =
CnlKF (kx), where c
R
0 = Re[c0] and c
I
0 = Im[c0] and anal-
ogously for c1.
A further simplification is possible by specializing to
an input field of form ψ(ξx, ζ = 0) = 1 + 0cos[kxξx].
Also in this case, the resulting equations of motion again
are Eq. (26). This choice imposes initial conditions
a1(0) = a−1(0). With this special initial condition, by
observing the symmetry of Eqs. (26b) and (26c), we find
that a1(ζ) = a−1(ζ). Then Eq. (26b) can be further sim-
plified to
da1(ζ)
dζ
=− ik
2
x
2
a1(ζ) + i c0 |a0(ζ)|2a1(ζ)
+ i c1 |a0(ζ)|2a1(ζ) + i c1 a20(ζ)a∗1(ζ) . (27)
As shown in Appendix B, Eq. (26a) can be solved to
a0(ζ) =
1√
1 + 2cI0ζ
e
i
cR0
2cI0
ln(1+2cI0ζ)
. (28)
We thus find that a0(ζ) decreases throughout the propa-
gation due to nonlocal nonlinear absorption proportional
to cI0. In the dispersive case where c
I
0 → 0, Eq. (28)
reduces to
a0(ζ)
cI0→0−−−→ eicR0 ζ . (29)
As expected, in this case a0(ζ) will not experience ab-
sorption, but a nonlinear phase modulation throughout
the propagation.
Next, we determine a1(ζ). Using the solution of a0(ζ)
8in Eq. (28), as shown in Appendix C, we find
a1(ζ) = 0 a0(ζ) e
− ik
2
xζ
2
[
s1U
(−ic1
2cI0
,
1 +
cI1
cI0
,
ik2x
2cI0
+ ik2xζ
)
+s2L
(
ic1
2cI0
,
cI1
cI0
,
ik2x
2cI0
+ ik2xζ
)]
, (30)
with the confluent hypergeometric function U(a, b, z) and
Laguerre polynomials L(n, a, x) ≡ Lan(x). The coeffi-
cients s1 and s2 are determined by the initial conditions
a1(ζ = 0) = 0 and da1(ζ = 0)/dζ = −k2x0/2 + i0(c0 +
2c1). To check our analytical solutions given by Eq. (28)
and (30), we compared it to numerical results of Eq. (17).
Fig. 7(c) and (d) show two examples for kx = 6.59kt and
kx = 30.0kt. We found that our model agrees well with
the numerical calculations, and further checks not shown
here have also confirmed this agreement for other spatial
frequencies kx.
Due to the involved confluent hypergeometric function
and generalized Laguerre polynomial contribution, it is
hard to interpret the physics underlying a1(ζ) in an an-
alytical manner. We therefore proceed by approximat-
ing the solution of a1(ζ) for small propagation distances
δ ∼ 0, enabling one to analyze the evolution from any
starting point ζ0 to ζ = ζ0 + δ. We find
a1(ζ) =0(1 + 2c
I
0ζ)
i(c0+c1)
2cI0
× e−(cI0+icR1 )ζ[s1e−λ(kx)ζ + s2eλ(kx)ζ] (31)
= 0a0(ζ)(1 + 2c
I
0ζ)
ic1
2cI0 e−(c
I
0+ic
R
1 )ζ
× [s1e−λ(kx)ζ + s2eλ(kx)ζ] , (32)
where s1 and s2 depend on ζ0, and
λ(kx) =
1
2
√
4|c1|2 + (2cI0 − ik2x + 2icR1 )2 . (33)
From Eq. (32) we conclude that λ(kx) is associated to
the MI in absorptive nonlocal nonlinear media. In the
purely dispersive case where Im[CnlKF (kx)] = 0, MI oc-
curs only for select k wave components. Interestingly,
when nonlinear absorption is present, λ(kx) is complex
for all kx, see Eq. (33) and Fig. 7(b). Thus exponential
gain contributions may contribute at all spatial frequen-
cies. However, the nonlinear absorption cI0 competes with
this gain contribution. Note that in local nonlinear me-
dia where only dispersive effects enter, i.e., KF (kx) = 1
and Cnl = C
∗
nl, the exponential index λ(kx) reduces to
λ(kx) =
i
2
√
k2x(k
2
x − 4Cnl) , (34)
which agrees with the result obtained in Refs. [37, 38].
FIG. 7. (Color online) (a) Nonlocal nonlinear response
CnlKF (kx) as a function of kx in momentum space. (b) shows
the related λ(kx) defined in Eq. (33). In (c), numerical re-
sults f(k) are compared to the analytical solutions |aj | for
kx = 6.59kt. As incident probe field, a weakly perturbed
plane wave is chosen as defined in the main text. (d) is as
(c) except for kx = 30.0kt. Parameters are as in Fig. 6 but
T = 1.0K.
4. Effect of the four-wave mixing process
To further interpret the origin of the exponential
growth components, in this subsection III B 4, we arti-
ficially set c1 = 0, which physically means that the four-
wave mixing process is neglected. Then, one finds
a1(ζ) = 0(1 + 2c
I
0ζ)
c0
2cI0 e−ik
2
xζ = 0a0(ζ)e
−ik2xζ . (35)
As a consequence, |a1(ζ)| decays monotonically due to
the nonlocal nonlinear absorption of a0 denoted by c
I
0.
Since the coupling to a−1(ζ) is neglected, the evolution
of a1(ζ) is similar to that of a0(ζ), except for a different
amplitude and an additional phase. This result can be
furthered tested in our system. By calculating the non-
local nonlinear response CnlKF (kx) in momentum space
as shown in Fig. 7(a), we find that c1 = CnlKF (kx) grad-
ually reduces to zero as |kx| → ∞. We thus can choose a
large kx (= 30.0kt) which has c1 ' 0 in order to approx-
imately realize the considered parameter case. The cor-
responding propagating dynamics is shown in Fig. 7(d).
As expected, a1(ζ) decays in the same way as a0(ζ). We
thus conclude that in the absence of the four-wave mix-
ing process, the higher order spatial Fourier components
a±1 do not exhibit exponential growth contributions.
5. Effect of pump depletion
One might argue that the exponential growth due to
MI could be restricted to short propagation distances
δ ∼ 0 where Eq. (32) is valid, such that the competition
between MI and nonlocal nonlinear absorption would oc-
cur only around ζ ∼ 0. In order to analyze this in more
9FIG. 8. (Color online) (a) Im[c0] = Im[CnlKF (0)] as a func-
tion of temperature T . It can be seen that Im[c0] ≈ 0 at
T = 308.5K. For this temperature, the corresponding non-
local nonlinear response CnlKF (kx) in momentum space and
λ
′
(kx) defined in Eq. (37) are shown in (b) and (c), respec-
tively. (d) compares f(k) and |aj | for kx = 6.59kt. Pa-
rameters are ∆p = 2pi × 0.8 GHz, Ωp0 = 2pi × 0.25 GHz,
Ωc = 2pi × 5 GHz; Other parameters are chosen as in Fig. 3.
detail, we for the moment manually set the nonlinear ab-
sorption cI0 = Im[c0] = 0. Then, Eq. (28) reduces to
a0(ζ) = Exp[ic
R
0 ζ], such that this case can be interpreted
as “undepleted pump approximation”, if a0 is considered
a pump field for the higher order spatial Fourier com-
ponents a±1. As shown in Appendix D, the solution of
a1(ζ) becomes
a1(ζ) = 0e
icR0 ζ−cI1ζ
[
s
′
1e
λ
′
(kx)ζ + s
′
2e
−λ′ (kx)ζ
]
, (36)
with
λ
′
(kx) =
1
2
√
4|c1|2 − (k2x − 2cR1 )2 . (37)
For k2x < 4c
R
1 , we find that λ
′
(kx) > c
I
1. Thus, in the un-
depleted pump case, a1(ζ) grows exponentially despite
the presence of the nonlocal nonlinear absorption repre-
sented by cI1. Interestingly, this condition coincides with
the condition for the occurrence of MI in the purely dis-
persive case [37, 38].
In order to check the prediction given by Eq. (36) with-
out manually setting cI0 = 0, we have to first identify
suitable parameters which satisfy Im[c0] = 0. For this,
we study c0 as function of temperature T , as shown in
Fig. 8(a). For the chosen laser field parameters, Im[c0]
vanishes for approximately T = 308.5K. The corre-
sponding CnlKF (kx) and λ
′
(kx) are shown in Fig. 8(b)
and 8(c). Note that only positive kx values are shown
since λ
′
(kx) is symmetric with respect to kx. We find
that our model predicts that most kx components will
be enhanced, indicated by negative Im[CnlKF (kx)]. This
prediction could serve as a validity check for our model
assumption Eq. (11) for the chosen parameters. From
FIG. 9. (Color online) Modulational instability at higher
atomic density. (a) and (b) show the real and imaginary parts
of λ
′
(kx) for two different atomic densities, respectively. At
n0 = 6.0×1020m−3, a range of kx having real λ′(kx) appears,
which relates to MI. Parameters are as in Fig. 8.
FIG. 10. (Color online) Evolution of Fourier components
|a0(ζ)|, |a1(ζ)| and |a2(ζ)| against propagation distance. The
black dots denote f(k), solid blue lines represent the result
from a full numerical solution to Eq. (23), and the red solid
lines in the middle column show Eq. (36). Note that the mid-
dle and right columns are plotted in logarithmic scale. Pa-
rameters are kx = 16.5kt, ζ
′
L = ζL/25, and other parameters
are as in Fig. 9.
Fig. 8(d), we find that Eq. (36) agrees well to the nu-
merical results. This figure further shows that the weak
amplification of a1(ζ) with increasing ζ is due to a neg-
ative Im[c1], and the oscillating behavior arises due to
the interference between the two parts in Eq. (36) where
λ
′
(kx = 6.59kt) is purely imaginary. This observation
also helps in understanding the oscillation already ob-
served in Fig. 7(c).
Note that due to the high temperature, the nonlocal
nonlinear response is weakened such that λ
′
(kx) becomes
purely imaginary for the parameters in Fig. 8. Real
λ
′
(kx), which may give rise to MI, can be obtained by
adjusting the parameters, for example, increasing the
atomic density. This is shown in Fig. 9, in which λ
′
(kx)
becomes real in a certain range of kx at atomic density
n0 = 6.0× 1020m−3. To investigate this further we ana-
lyze the case kx = 16.5kt in Fig. 10. Subpanel (d) shows
that a1(ζ) grows exponentially over a short range of prop-
agation distance. When propagating further, the coupled
dynamics between different modes gives rise to suppres-
10
sion of MI and turns the propagation dynamics from ex-
ponential growth to regular oscillation, which leads to a
discrepancy between the predictions of Eq. (36) (red solid
lines) and the numerical results (blue dashed lines).
To analyze the effect of weak nonlocal nonlinear ab-
sorption Im[c0] on the MI effect, we calculate the prop-
agation dynamics of the same wave component kx =
16.5kt at lower temperatures which introduce gradually
stronger nonlocal nonlinear absorption for a0. The re-
sults are shown in Fig. 10(e) and (f). While initial expo-
nential growth is still present, its slope is reduced. Fur-
thermore, the suppression of MI occurs at shorter propa-
gation distances for higher absorption Im[c0]. Note that
this deviation between numerical calculations and the re-
sults of Eq. (36) coincides with the breakdown of the
“undepleted pump approximation” for a0 assumed in the
derivation of Eq. (36), as can be seen in the left column
of Fig. 10.
Similar results can also be obtained, e.g., for the laser
parameters chosen in Fig. 3. However, we found that
in this case, vanishing Im[c0] requires high temperatures
around T = 699K and densities n0 = 1.1 × 1021 m−3,
which are more challenging to realize in practice. More-
over, from further numerical calculations, we found that
the MI effect can be obtained at lower temperatures and
atomic densities than in Fig. 10 if the probe detuning
∆p and the control field Rabi frequency Ωc are further
reduced. This is, however, limited by our model assump-
tions that the probe field should be far-detuned and that
Ωp  Ωc.
IV. DISCUSSIONS AND CONCLUSIONS
We have developed a model to describe thermal Ryd-
berg atoms interacting with two laser fields in EIT con-
figuration. Our results lead us to the conclusion that MI
may be observed in thermal Rydberg gases over short
propagation distances. But in contrast to the cold atom
case, in the initial stage of the propagation, there is a
competition between the nonlocal nonlinear absorption
and MI due to the nonlocal nonlinear dispersion. For
longer propagation distances, the coupled dynamics of
the Fourier modes ai prevents the occurrence of exponen-
tial growth indicative of MI. This turnover to the coupled
dynamics is also connected to the breakdown of the un-
depleted pump approximation, in which the magnitude
of the initial Fourier mode a0 remains constant.
However, the calculations are based on the crucial ap-
proximation that the time variation in the interatomic
coupling V (t) is neglected despite the atom motion. This
approximation enabled us to obtain analytical results,
but is likely to limit the validity of the present model.
In turn, our results could serve as a test for this mean
field like approximation in thermal Rydberg gases. A
further theoretical investigation of this approximation is
challenging, but should be a next step to improve the
reliability of the theoretical predictions.
FIG. 11. (Color online) Weighted Fourier spectrum f(k)
against the propagation distance for two modes kx = 0.24kt
and kx = 6.59kt. The initial probe field is a Gaussian beam
as previously employed for Fig. 5. Parameters are as in Fig. 5.
For more complicated input probe field profiles com-
prising many k wave components, the regular oscillations
of the Fourier components observed in our calculations
may not been seen. The reason is that from Eq. (17),
we find that in general all wave components interact
with each other such that the resulting dependence on
propagation distance for a specific component becomes
more intricate and unpredictable. As an example, Fig. 11
shows two of the wave components against the propaga-
tion distance for the same input probe profile previously
used in Fig. 5. It is found that the amplification of com-
ponent kx = 6.59kt against the propagation distance is
irregular and different from that in the simple case shown
in Fig. 7(c). However, we found in our numerical cal-
culations that wave component with smaller kx evolve
more regularly, see the result for kx = 0.24kt in Fig. 11.
One reason for this could be that components with small
kx have a larger initial amplitude in the Gaussian probe
field, and are further associated to a stronger initial MI
growth rate [see Fig. 7(b)], which could reduce the effect
of other Fourier components.
Triggered by the invalidity of the linear analysis of MI
in absorptive nonlocal nonlinear media, we further de-
veloped a generalized model to analyze the MI effect in
absorptive nonlinear systems based on the idea of Fourier
decomposition. Independent from the first model aiming
at describing thermal Rydberg atoms, it enables us to
capture MI in absorptive nonlocal nonlinear systems in
general. Here we have focused on cases in which the
Fourier space could be truncated to few modes. It re-
mains a task for the future to obtain analytical solutions
when also higher frequency components have to be taken
into account.
We thank Martin Ga¨rttner for fruitful discussions. We
are grateful for funding by the German Science Founda-
tion (DFG, Sachbeihilfe EV 157/2-1).
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Appendix A: Theoretical model
In this Appendix, we provide a detailed description of
our model for the thermal Rydberg atoms, following the
method in [32, 33]. All quantities not defined here are
already given in the main text.
We start from the collective transition operator
σˆαβ(r,v, t) introduced in Eq. (1). From the Heisenberg
equation Eq. (2), we find
dσˆαβ(r,v, t)
dt
=
∑
j
dσˆjαβ(t)
dt
δ(r− rj(t)) δ(v− vj(t))
+
∑
j
σˆjαβ(t)
∂δ(r− rj(t))
∂t
δ(v− vj(t))
+
∑
j
σˆjαβ(t) δ(r− rj(t))
∂δ(v− vj(t))
∂t
.
(A.1)
For the second term in the RHS of this equation, we have
∑
j
σˆjαβ(t)
∂δ(r− rj(t))
∂t
δ(v− vj(t))
=
∑
j
σˆjαβ(t)
∂rj(t)
∂t
∂δ(r− rj(t))
∂rj
δ(v− vj(t))
= −v · ∂σˆαβ(r,v, t)
∂r
. (A.2)
Assuming that the atomic system is relaxed to the ther-
mal equilibrium state, the last term describing atomic
collision in the RHS of Eq. A.1 can be rewritten as
∑
j
σˆjαβ(t) δ(r− rj(t))
∂δ(v− vj(t))
∂t
= γc
[
σˆαβ(r,v, t)− Rˆαβ(r, t)F (v)
]
. (A.3)
with all quantities defined in the main text. This finally
leads to Eq. 3 in the main text.
In order to obtain the atomic response of the thermal
Rydberg gas to the incident probe field, we derive the
equations of motions
∂σˆj12
∂t
= i
[
Ωp(rj , t)(σˆ
j
11 − σˆj22) + Ωc(rj , t)σˆj13 + ∆12(vj)σˆj12
]
,
(A.4a)
∂σˆj13
∂t
= i
[− Ωp(rj , t)σˆj23 + Ωc(rj , t)σˆj12 + ∆13(vj)σˆj13]
− i
∑
l 6=j
Vjl(t)σˆ
j
13σˆ
l
33 , (A.4b)
with ∆12(vj) and ∆13(vj) defined in the main text. Sim-
ilarly, for the collective transition operators, we find( ∂
∂t
+ v · ∂
∂r
)
σˆ12 = i
[
∆12(v) + iγc
]
σˆ12 + iΩp(r, t)(σˆ11−
σˆ22) + iΩc(r, t)σˆ13 + γcRˆ12(r, t)F (v),
(A.5a)( ∂
∂t
+ v · ∂
∂r
)
σˆ13 = i
[
∆13(v) + iγc
]
σˆ13 + iΩc(r, t)σˆ12
− iΩp(r, t)σˆ23 + γcRˆ13(r, t)F (v)
− i
∑
j<l
Vjl(t)σˆ
j
13σˆ
l
33δ(r− rj)δ(v− vj).
(A.5b)
In general, Eqs. (A.5) are difficult to solve due to the
dipole-dipole interaction terms, even in the “frozen gas”
limit Vjl(t) = Vjl(t = 0). For a first step, here we
limit ourselves to the far-detuned regime where ∆p,∆c 
kpvp,Ωp, γ12, γ13, γc and also the weak probe limit Ωc 
Ωp, where it was shown that an analytical solution in
steady state is possible at T = 0 [31]. In this far-detuned
regime, we approximate 〈σˆj11〉 ' 1, 〈σˆj22〉 ' 0, 〈σˆj23〉 ' 0,
and find
〈σˆ11〉 =
∑
j
〈σˆj11〉δ(r− rj)δ(v− vj) = n0F (v) , (A.6a)
〈σˆ22〉 = 0 , (A.6b)
〈σˆ23〉 = 0 , (A.6c)
where we have applied the relation∑
j
f(rj ,vj) =
∑
j,N→∞
N
V
F (vj)f(rj ,vj)
V
N
∆vj
= n0
∫
f(rj ,vj)F (vj)d
3rjd
3vj . (A.7)
Next we assume the continuous-wave case Ωp(r, t) =
Ωp(r) and Ωc(r, t) = Ωc(r), and that the beam diame-
ter of Ωc(r) is much larger than that of Ωp(r) such that
Ωc(r) ' Ωc and Ωc can be chosen as real. With these
considerations, Eq. (A.4) and (A.5) can be simplified to
∂σˆj12
∂t
= i
[
Ωp(rj) + Ωcσˆ
j
13 + ∆12(vj)σˆ
j
12
]
, (A.8a)
∂σˆj13
∂t
= i
[
Ωcσˆ
j
12 + ∆13(vj)σˆ
j
13
]− i∑
l 6=j
Vjl(t)σˆ
j
13σˆ
l
33,
(A.8b)
( ∂
∂t
+ v · ∂
∂r
)
σˆ12 = i
[
∆12(v) + iγc
]
σˆ12 + iΩp(r)n0F (v)
+ iΩcσˆ13 + γcRˆ12(r, t)F (v), (A.8c)( ∂
∂t
+ v · ∂
∂r
)
σˆ13 = i
[
∆13(v) + iγc
]
σˆ13 + iΩcσˆ12
− i
∑
j<l
Vjl(t)σˆ
j
13σˆ
l
33δ(r− rj)δ(v− vj)
12
+ γcRˆ13(r, t)F (v). (A.8d)
In the far-detuned regime, σˆj12 can be adiabatically elim-
inated, leading to
σˆj12 = −
Ωp(rj) + Ωcσˆ
j
13
∆12(vj)
. (A.9)
Plugging Eq. (A.9) into Eq. (A.8b), we find
∂σˆj33
∂t
=
∂σˆj31
∂t
σˆj13 + σˆ
j
31
∂σˆj13
∂t
' −2γ13σˆj33. (A.10)
For a Rydberg atom, the lifetime of the highly-lying Ry-
dberg state |3〉 is much longer than that of the inter-
mediate state |2〉, which means γ13  γ12,Ωc. Thus,
σˆj33 decays much slower than the other terms and can be
treated as constant. With this approximation, we find
∂(σˆj13σˆ
l
33)
∂t
=
∂σˆj13
∂t
σˆl33 + σˆ
j
13
∂σˆl33
∂t
' ∂σˆ
j
13
∂t
σˆl33
'− iΩp(rj)Ωcσˆ
l
33 + iΩ
2
c σˆ
j
13σˆ
l
33
∆12(vj)
+ i∆13(vj)σˆ
j
13σˆ
l
33 − iVjl(t)σˆj13σˆl33, (A.11)
where we have neglected the higher order terms∑
m 6=j,l Vjm(t)σˆ
j
13σˆ
m
33σˆ
l
33 which are of order O(Ω
5
p). Mak-
ing use of the key assumption of the model
Vjl(t) = Vjl(0)[= Vjl(t = 0)], (A.12)
discussed in the main text, a steady-state solution for
σˆj13σˆ
l
33 can be obtained from Eq. (A.11),
σˆj13σˆ
l
33 =
−ΩcΩp(rj)σˆl33
Ω2c −∆12(vj)∆13(vj) + Vjl(0)∆12(vj)
.
(A.13)
Setting ∂σˆj13/∂t = 0, we have
σˆj13 =
ΩcΩp(rj)
∆12(vj)∆13(vj)− Ω2c
(
1−∆12(vj)
×
∑
l 6=j
Vjl(0)σˆ
l
33
Ω2c −∆12(vj)∆13(vj) + Vjl(0)∆12(vj)
)
,
(A.14)
and thus
σˆj33 = σˆ
j
31σˆ
j
13 '
Ω2c
∣∣Ωp(rj)∣∣2
|∆12(vj)∆13(vj)− Ω2c |2
. (A.15)
In the derivation of Eq. (A.15), we have also ne-
glected the higher-order contributions O(Ω4p). Substitut-
ing Eq. (A.11) and (A.15) back into Eq. (A.8) results
in
v · ∂σˆ13
∂r
= i
[
∆13(v) + iγc
]
σˆ13 + iΩcσˆ12 + γcRˆ13(r, t)F (v)
+ i
∑
j
∑
l 6=j
ΩcΩp(rj)Vjl(0)δ(r− rj)δ(v− vj)
Ω2c −∆12(vj)∆13(vj) + Vjl(0)∆12(vj)
× Ω
2
c
∣∣Ωp(rl)∣∣2
|∆12(vl)∆13(vl)− Ω2c |2
. (A.16)
Applying Eq. (A.7) to this equation, one finds
v · ∂σˆ13
∂r
= i
[
∆13(v) + iγc
]
σˆ13 + iΩcσˆ12 + γcRˆ13(r, t)F (v)
+ i n20 Ω
3
c AF (v)Ωp(r)
×
∫
V (r− r′)∣∣Ωp(r′)∣∣2d3r′
Ω2c −∆12(v)∆13(v) + V (r− r′)∆12(v)
(A.17)
where V (0) is replaced by V (r− r′), and
A =
∫
F (v)
|∆12(v)∆13(v)− Ω2c |2
d3v . (A.18)
Setting ∂σˆj12/∂t = 0 in Eq. (A.8c), the steady-state solu-
tion for σˆ12 becomes
v · ∂σˆ12
∂r
= i
[
∆12(v) + iγc
]
σˆ12 + iΩp(r)n0F (v)
+ iΩcσˆ13 + γcRˆ12(r, t)F (v) . (A.19)
The propagation dynamics of the probe field is now
completely determined by Eqs. (A.17), (A.19) and
the propagation equation. Moreover, in the paraxial
regime, where the slowly-varying envelope approximation
(SVEA) in the spatial dimension is valid, we have∣∣∣∣v · ∂∂r
∣∣∣∣ ∣∣∆12(v) + iγc∣∣, ∣∣∆13(v) + iγc∣∣ . (A.20)
With this approximation, Eqs. (A.17) and (A.19) lead to
[∆12(v) + iγc]σˆ12 + Ωp(r)n0F (v)
+ Ωcσˆ13 − iγcRˆ12(r)F (v) = 0 , (A.21a)[
∆13(v) + iγc
]
σˆ13 + Ωcσˆ12 − iγcRˆ13(r, t)F (v)
+ n20Ω
3
cAF (v)B(r,v)Ωp(r) = 0 , (A.21b)
where we have defined a kernel function depending on r
and v as
B(r,v) =
∫
V (r− r′)∣∣Ωp(r′)∣∣2d3r′
Ω2c −∆12(v)∆13(v) + V (r− r′)∆12(v)
.
(A.22)
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Integrating Eq. (A.21) over v, we find
kp · Jˆ12(r) =(∆p + iγ12)Rˆ12(r) + n0Ωp(r) + ΩcRˆ13(r) ,
(A.23a)
∆k · Jˆ13(r) =iγ13Rˆ13(r) + ΩcRˆ12(r) + n20Ω3cAΩp(r)f1(r) ,
(A.23b)
where we have set ∆ = 0 for simplicity, and Jˆαβ(r) and
f1(r) are defined as
Jˆαβ(r) =
∫
σˆαβ(r,v)vd
3v , (A.24)
f1(r) =
∫
F (v)B(r,v)d3v . (A.25)
In Eq. (A.21b, when the residual Doppler effect ∆kvp
becomes dominant, we can expand σˆ13(r,v) to the first
order of ∆kvp to give
σˆ13(r,v) ' Rˆ13(r)F (v) + σˆ
(1)
13 (r,v)
∆kvp
, (A.26)
which leads to
Jˆ13 =
1
∆kvp
∫
σˆ
(1)
13 (r,v) d
3v . (A.27)
Expanding σˆ13(r,v) as in Eq. (A.26), multiplying by v
in Eq(A.21b, integrating over v, and keeping the leading
order in ∆kvp, we find
∆k2v2pRˆ13(r)− i(γ12 + γc)∆k · Jˆ13(r)
= Ωc∆k · Jˆ12(r) + n20Ω3cAΩp(r)f2(r) . (A.28)
Here, f2(r) is given by
f2(r) =
∫
F (v)B(r,v)∆k · v d3v . (A.29)
In experimental settings, a common choice of the laser
field geometry is near-collinear propagation, i.e., kp ‖
kc ‖ ∆k. Then from Eq. (A.23) and (A.28), Rˆ13(r) can
be obtained as
Rˆ13(r) =
∆k
kp
Ωc(∆p + iγ12) + iΩc(γ13 + γc)
∆k2v2p − ∆kkp Ω2c + γ13(γ13 + γc)
Rˆ12(r)
+
∆k
kp
n0ΩcΩp(r) + n
2
0Ω
3
cAΩp(r)[f2(r) + i(γc + γ13)f1(r)]
∆k2v2p − ∆kkp Ω2c + γ13(γ13 + γc)
(A.30)
In Eq. (A.21a), we approximate σˆ13(r,v) ' Rˆ13(r)F (v)
and integrate over v, leading to
Rˆ13(r) =
1
Ωc
[
− n0Ωp(r) + iγcG− 1
G
Rˆ12(r)
]
, (A.31)
with
G =
∫
F (v)
∆p − kp · v+ i(γ12 + γc) . (A.32)
Finally, the solution for Rˆ12(r) can be derived from
Eq. (A.30) and (A.31). The coherence ρ21(r) which de-
termine the atomic response reads
ρ21(r) = 〈Rˆ12(r)〉
=
M
D
Ωp(r)
+
1
D
n20Ω
4
cAΩp(r)
[
i(γ13 + γc)f1(r) + f2(r)
]
=
M
D
Ωp(r) + i
(γ13 + γc)n
2
0Ω
4
cA
D
Ωp(r)∫
K(r− r′)∣∣Ωp(r′)∣∣2dr′ . (A.33)
with
D =
[
∆k2v2p −
∆k
kp
Ω2c + γ13(γ13 + γc)
] iγcG− 1
G
− [∆k
kp
(∆p + γ12) + i(γ13 + γc)
]
Ω2c , (A.34a)
M =
[
∆k2v2p + γ13(γ13 + γc)
]
n0 , (A.34b)
K(r) =
∫ (1− i ∆k·vγ13+γc )F (v)V (r)d3v
Ω2c −∆12(v)∆13(v) + V (r)∆12(v)
. (A.34c)
In the limit T → 0, ρ21(r) is reduced to
ρ21(r) =
iγ13n0
Ω2c − iγ13∆12
Ωp(r)
− n
2
0Ω
4
cΩp(r)
(Ω2c − iγ13∆12)|Ω2c − iγ13∆12|2
×
∫
V (r− r′)|Ωp(r′)|2
Ω2c − iγ13∆12 + ∆12V (r− r′)
d3r′ , (A.35)
recovering the results for ultracold gases [31]. Here,
∆12 = ∆p + iγ12.
In the paraxial regime, the propagation equation for
the probe field finally becomes(
∂
∂z
− i
2kp
∂2
∂r2⊥
)
Ωp(r⊥, z) = i
3λ2pΓ21
8pi
ρ21(r) (A.36)
From Eq. (A.33) and (A.36), we can examine the spatial
evolution of the probe field.
Appendix B: Derivation of a0(ζ)
From Eq. (26a) the analytical solution for a0(ζ) can be
found by first rewriting a0(ζ) = f(ζ)e
ig(ζ), which decom-
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poses Eq. (26a) into two parts
df(ζ)
dζ
= −cR0 f3(ζ),
dg(ζ)
dζ
= cI0f
2(ζ),
(B.1a)
(B.1b)
where we have set CnlKF (0) = c0 = c
R
0 + ic
I
0 with c
R
0 =
Re[c0] and c
I
0 = Im[c0]. Eq. B.1 can be solved to give
a0(ζ) = (1 + 2c
I
0ζ)
ic0
2cI0
=
1√
1 + 2cI0ζ
e
i
cR0
2cI0
ln(1+2cI0ζ)
. (B.2)
Appendix C: Derivation of a1(ζ)
We start by rewriting a1(ζ) as
a1(ζ) = 0b1(ζ)e
− ik
2
xζ
2 +i
c0+c1
2cI0
ln(1+2cI0ζ)
, (C.1)
such that Eq. (27) becomes
db1(ζ)
dζ
=
ic1b
∗
1(ζ)
1 + 2cI0ζ
e
ik2xζ−i
cR1
cI0
ln(1+2cI0ζ)
, (C.2)
Taking the complex conjugate of Eq. (C.2) and to replace
b∗1 leads to
d2b1
dζ2
=
[
ik2x −
2(cI0 + ic
R
1 )
1 + 2cI0ζ
]
db1
dζ
+
|c1|2b1
(1 + 2cI0ζ)
2
. (C.3)
This way, the solution of b1(ζ) can be obtained as
b1(ζ) =
(
1 + 2cI0ζ
)−ic1
2cI0
[
s1U
(−ic1
2cI0
,
1 +
cI1
cI0
,
ik2x
2cI0
+ ik2xζ
)
+s2L
(
ic1
2cI0
,
cI1
cI0
,
ik2x
2cI0
+ ik2xζ
)]
, (C.4)
with the confluent hypergeometric function U(a, b, z) and
Laguerre polynomials L(n, a, x) ≡ Lan(x). The coeffi-
cients s1 and s2 are constrained by the initial conditions
b1(ζ = 0) = 1, (C.5a)
db1
dζ
∣∣∣∣
ζ=0
= ic1 . (C.5b)
Finally we obtain
a1(ζ) = 0
(
1 + 2cI0ζ
) ic0
2cI0 e−
ik2xζ
2
[
s1U
(−ic1
2cI0
,
1 +
cI1
cI0
,
ik2x
2cI0
+ ik2xζ
)
+s2L
(
ic1
2cI0
,
cI1
cI0
,
ik2x
2cI0
+ ik2xζ
)]
. (C.6)
Appendix D: Derivation of a1(ζ) when
Im[CnlKF (0)] = 0
In the case of Im[CnlKF (0)], we find from Eq. (25) that
a0(ζ) = e
i[− k
2
0
2 +c
R
0 ]ζ . (D.1)
Thus the equation of motion for a1 and a−1 is reduced
to
da1(ζ)
dζ
= i
[− k2x
2
+ cR0 + c1
]
a1(ζ) + ic1e
i[−k20+2cR0 ]ζa∗−1(ζ) ,
(D.2a)
da−1(ζ)
dζ
= i
[− (2k0 − kx)2
2
+ cR0 + c−1
]
a−1(ζ)
+ ic−1ei[−k
2
0+2c
R
0 ]ζa∗1(ζ) . (D.2b)
where we have set c0 = CnlKF (0), c1 = CnlKF (kx − k0)
and c−1 = CnlKF (k0 − kx). With the transformation
a1(ζ) = b1(ζ)e
i
[
− k
2
x
2 +c
R
0 +c1
]
ζ , (D.3)
a−1(ζ) = b−1(ζ)e
i
[
− (2k0−kx)22 +cR0 +c−1
]
ζ , (D.4)
Eq. (D.2) can be simplified to
db1(ζ)
dζ
= ic1b
∗
−1(ζ)e
i
[
(kx−k0)2−c1−c∗−1
]
ζ , (D.5)
db−1(ζ)
dζ
= ic−1b∗1(ζ)e
i
[
(kx−k0)2−c−1−c∗1
]
ζ , (D.6)
Replacing b−1(ζ) in Eq. (D.6) by b−1(ζ) given in
Eq. (D.5) leads to
d2b1(ζ)
dζ2
= i
[
(kx − k0)2 − c1 − c∗−1
]
db1(ζ)
dζ
+ c1c
∗
−1b1(ζ) . (D.7)
From Eq. (D.7) b1(ζ) can be easily obtained. Finally, the
exact expression for a1(ζ) can be written as
a1(ζ) = 0e
i
[
k0(k0−2kx)
2 +c
R
0 +
c1−c∗−1
2
]
ζ
×
[
s
′
1e
λ
′
(kx)ζ + s
′
2e
−λ′ (kx)ζ
]
, (D.8)
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with
λ
′
(kx) =
1
2
√
4c1c∗−1 −
[
(kx − k0)2 − c1 − c∗−1
]2
. (D.9)
The coefficient s
′
1 and s
′
2 are defined by the initial con-
ditions. With the same procedures, a−1(ζ) can also be
attained, which is not shown here. For the specific case
when k0 = 0, we have c1 = c−1 as we have discussed in
the main text. Thus a1(ζ) is reduced to
a1(ζ) = 0e
icR0 ζ−cI1ζ
[
s
′
1e
λ
′
(kx)ζ + s
′
2e
−λ′ (kx)ζ
]
, (D.10)
and
λ
′
(kx) =
1
2
√
4|c1|2 − (k2x − 2cR1 )2 . (D.11)
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