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1 These storage systems
can be batteries collocated
with the renewable power
generators deployed at
customers’ premises, or
EV batteries, which may
supply back to the grid
part of their stored energy
if necessary.
INTRODUCTION
In these years we are witnessing a rapid transfor-
mation of current electric power systems to meet
the increasing demand for higher resilience, effi-
ciency, adaptability, and sustainability [1, 2].
Indeed, utility companies recognize that the con-
ventional hierarchical, unidirectional, and cen-
tralized model for electricity production, distribu-
tion, and control adopted in the past is not
suitable to meet those goals, as well as to address
the numerous challenges posed by undergoing
transformations in technologies, regulations, and
lifestyles. More specifically, the major trends that
are driving the evolution of the next-generation
electricity grid toward a smart grid include [1]:
• The widespread deployment of renewable
distributed energy resources, or DER (e.g.,
micro-generators at residential customers’
premises or small-scale wind and solar
farms)
• The need of a more active role for con-
sumers, who should better control their
electricity usage in response to variable
energy supply conditions and/or prices
• The large-scale integration of electric vehi-
cles without overloading the electric grid
• The integration of widely dispersed battery
storage systems1
There is a wide consensus that to support the
aforementioned new usage scenarios, a smart
grid must deploy a large-scale dedicated commu-
nication infrastructure to enable a two-way flow
of information between consumers, providers,
and grid devices [3, 4]. For instance, a two-way
communication network, commonly refereed to
as advanced metering infrastructure (AMI), is
needed to interconnect the smart meters (i.e.,
electricity meters that incorporate networking
and data management functionalities) installed
at end customers’ premises with control centers
and data aggregators (Fig. 1 provides an illustra-
tive example). Then AMI systems can contribute
in several ways to the realization of the smart
grid vision. First, a utility company can use the
AMI network as a data acquisition network to
monitor power quality, or how much electricity
is produced/stored by DER units and consumed
by household appliances. The utility can exploit
all those smart metering data to proactively
identify failure conditions and anomalies, and
take appropriate countermeasures, or to imple-
ment sophisticated techniques to regulate elec-
tricity usage patterns (e.g., dynamic pricing or
scheduling of residential loads). In a more gen-
eral view, an extended version of the AMI net-
work is foreseen to interconnect large numbers
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of different intelligent electronic devices (IEDs),
that is, sensor-based controllers of power system
equipment (e.g., circuit breakers, feeders and
substation transformers, DER units, etc.), which
will be widely dispersed within the smart grid to
enable pervasive monitoring and more distribut-
ed autonomous control of the power system.
Utility companies have been considering both
wired and wireless communication technologies
for building AMI networks. Generally speaking,
wired technologies are considered superior to
wireless technologies in terms of reliability, securi-
ty, and bandwidth because cables are easier to
protect from interference and eavesdroppers. Fur-
thermore, the equipment is generally cheaper
compared to wireless solutions, as is the cost of
maintenance. On the other hand, wireless net-
works have low installation costs and enable rapid
deployment even over wide areas. In addition,
recent advances in broadband wireless technolo-
gies are providing data rates and network capaci-
ties comparable to those of popular wired
networks. For these reasons it is commonly accept-
ed by utilities that increasing portions of their
AMI systems can rely on wireless communication
technologies [5]. However, routing and data for-
warding mechanisms are essential in multihop net-
works to find high-quality network paths. More
specifically, in AMI networks routing protocols
must guarantee that the acquisition of measured
data, as well as the dispatch of commands, is car-
ried out in a timely and reliable manner. However,
it can be difficult to design a routing protocol that
is able to meet the communication requirements
of AMI networks. First of all, typical smart meters
are resource-constrained embedded devices with
limited processing power and storage capabilities.
Furthermore, in AMI networks the links between
the devices are generally characterized by high
packet loss rates, low bandwidth, and instability
due to unplanned network deployments and the
use of low-power link layer technologies. These
types of networks are typically referred to as low-
power and lossy networks (LLNs).2 In recent years
several routing protocols have been proposed for
this category of networks [6]; however, the most
mature and commercially viable solution is the
Routing Protocol for LLN (RPL) [7], whose stan-
dardization was completed by the Internet Engi-
neering Task Force (IETF) in March 2012. From
a general perspective, RPL is intended to meet
the requirements of a wide range of LLN applica-
tion domains, including building automation,
urban sensor networks, and large-scale AMI sys-
tems [8]. Given the importance of RPL applica-
tions, recently a few papers have addressed the
performance evaluation of RPL in different use
cases [9], focusing on protocol overheads, network
setup latencies, network throughput, and end-to-
end packet delays. However, the ability of RPL to
meet the stringent reliability requirements of AMI
systems has not been sufficiently investigated. 
The purpose of this article is first to provide
the reader with a reference architecture of the
dedicated network infrastructure envisaged for
smart grids. More specifically, we argue that the
smart grid communication system will emerge
from the interconnection of a large number of
small-scale networks organized into a hierarchical
architecture covering larger geographic areas.
Then we discuss network topologies, communica-
tion technologies, and functionalities that are best
suited for the different network segments of the
smart grid communication infrastructure. Our
focus will be on the networking solutions that
could be used at the distribution level for inter-
connecting smart meters and other IEDs. The sec-
ond contribution of this article is to overview the
RPL routing protocol, which is emerging as the de
facto Internet-related routing protocol for AMI
applications. In particular, we present a thorough
overview of RPL with a twofold objective:
• To explain the main protocol characteristics
and the design principles that would allow
RPL to be used in AMI systems with thou-
sands of smart meters interconnected
through multihop mesh networks
• To identify possible limits of RPL design,
which may hinder RPL’s ability to meet the
requirements of AMI applications
The third and final contribution of this article is
to present a performance analysis of the RPL
routing protocol in a typical AMI network. To
this end, we have used the RPL implementation
provided by Contiki, a popular operating system
for networks of embedded devices with limited2 http://tools.ietf.org/wg/roll/.
Figure 1. A schematic example of a communication architecture for smart grids.
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amounts of memory (e.g., wireless sensor net-
works), and a network simulator that allows us to
emulate real sensor hardware. The focus of our
study is not only on basic performance metrics,
such as average packet losses and end-to-end
delays; we also want to reveal the distribution of
packet losses over the network nodes. The results
shown indicate that a non-negligible fraction of
nodes in the network may suffer from severe
unreliability issues, and those nodes experience
packet losses much higher than the average val-
ues observed over the entire network. The main
reason for this is that RPL lacks complete knowl-
edge of link qualities and may sometimes select
suboptimal paths with highly unreliable links.
This is critical for most AMI applications, which
require reliable communications to each smart
meter. Thus, we believe that enhancements
should be added to the RPL route construction
process to ensure that RPL meets the require-
ments of AMI networks in general cases. We
conclude the article with final remarks and a dis-
cussion of future work.
THE COMMUNICATION
ARCHITECTURE OF THE SMART GRID
To clearly identify the requirements of a routing
protocol suitable for smart grid communications,
in this section we present a general model of the
communication architecture conceived for the
smart grid. There is an increasing consensus that
the large-scale communication system integrated
in smart grids will be composed by a collection
of interconnected networks, which can be struc-
tured in three main tiers or domains:
• The access segment
• The distribution backhaul
• The utility core backbone [3, 4]
To facilitate the following discussion, in Fig. 1
we show a schematic example of a communica-
tion architecture for smart grids. 
THE ACCESS SEGMENT IN THE SMART GRID
As shown in Fig. 1, at the bottom level of the
smart grid communication infrastructure there
are communication networks used to deliver
smart grid services to end customers, as well as
to allow end customers to take an active role in
the electricity production. Specifically, home area
network (HAN) technologies will be of
paramount importance in the smart grid vision
because they can provide low-cost, scalable, and
reliable solutions to monitor and control smart
electric appliances deployed at residential and
business premises [10]. For decades electric utili-
ty companies have attempted to use their electric
infrastructure through power line communica-
tions (PLC) technologies to support local area
networking within houses, as well as to remotely
support building automation [11]. However, the
lack of globally recognized standards, which
resulted in coexistence and interoperability
issues, has hindered the mass market penetration
of PLC-based products. On the other hand, the
recent emergence of consolidated standards for
short-range low-power wireless communications,
such as ZigBee Smart Energy [12], is widely rec-
ognized as one of the most important factors
encouraging the deployment of machine-to-
machine communications in the home environ-
ment [10]. It is also important to note that similar
concepts can be applied to networks with larger
scales such as building area networks (BANs)
and industrial area networks (IANs), which will
be used to monitor and control the electricity
consumption in buildings and industrial facilities.
In the access segment wireless communication
technologies will also be one of the key enablers
for the integration of a massive number of electric
vehicles (EVs) in the power grid. In particular,
vehicle-to-grid (V2G) systems will allow EVs to
communicate with the power grid to either opti-
mize the recharging process with the aim of mini-
mizing the peak loads, or negotiate the provision
of ancillary services to the electricity grid. For
instance, the batteries of EVs can be used as back-
up energy storage systems, and when the EVs are
plugged into the electric grid they can supply back
part of their stored electrical energy if needed
(e.g., to stabilize the electricity produced by inter-
mittent renewable energy sources). It is important
to observe that different scenarios can be envi-
sioned for V2G. In the most basic one, EVs will
be able to communicate with the smart grid
through HANs when parked at home. Alternative-
ly, EVs can be connected to the smart grid while
on the move, for instance, to negotiate recharging
slots within a public charging infrastructure
deployed in urban areas, using public third/fourth
generation (3G/4G) cellular networks or a road-
side communication infrastructure (e.g., WiFi
access points deployed at charging stations) [13].
THE DISTRIBUTION BACKHAUL
IN THE SMART GRID
The second tier of the smart grid communication
infrastructure is formed by communication net-
works that can enable the collection of data
related to the power grid status, and the delivery
of commands in the electricity distribution grid.
AMI systems will be one of the key enabling
technologies of such services because they will
provide a two-way communication network able
to interconnect the smart meters to data aggrega-
tors and control centers in the grid backhaul.
From a more general perspective, the AMI con-
cept goes far beyond the idea of deploying net-
works for automatic meter reading (AMR),
which have already been successfully employed in
many countries and on very large scales.3 Indeed,
smart meters can also operate as gateway nodes
between the smart grid applications and the
home energy management systems (HEMSs)
deployed at customers’ premises. This integrated
system can support optimized energy control
functions, for example, by managing in a coordi-
nated manner both the electrical appliances and
the renewable power resources (e.g., solar panels
and EV batteries) available at multiple houses. It
is also important to observe that there is no sin-
gle communication technology that can meet the
requirements of all the diverse AMI deployment
scenarios. Options include conventional PLC
technologies, point-to-point communications
using cellular networks or medium-range wireless
technologies (e.g., WiMAX or WiFi), or multi-
hop wireless technologies such as mesh network-
The second tier of
the smart grid com-
munication infra-
structure is formed
by communication
networks that can
enable the collection
of data related to
the power grid sta-
tus, and the delivery
of commands in the
electricity distribution
grid. AMI systems
will be one of the
key enabling tech-
nologies of such 
services.
3 One of the largest AMR
networks in the world has
been deployed by the Ital-
ian electric provider and
consists of about 33 mil-
lion smart meters commu-
nicating over low-voltage
power lines to data aggre-
gators.
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ing solutions, which can provide a flexible, low-
cost, and easy-to-deploy extension of wired infra-
structure networks coexisting with them.
As observed before and shown in Fig. 1, AMI
is not the only communication network deployed
in the distribution backhaul. Indeed, besides
providing two-way communications between
smart meters and distribution substations, the
middle layer of the smart grid communication
infrastructure must ensure reliable connectivity
among a huge number of highly diverse grid
devices that are distributed over utilities’ service
territories. Of particular importance are the
IEDs, which are sensor-based controllers of
power system equipment used to monitor and
control the status (e.g., the voltage) of electric
components. Examples of IEDs are phasor mea-
surement units (PMUs), which provide synchro-
nized, real-time, and high-resolution (up to 60
samples/s) measurements of voltage and fre-
quency parameters for the transmission lines to
which they are connected. In the smart grid
vision such a communication system, which cov-
ers a larger area than typical AMI networks and
is used to interconnect heterogeneous field
devices called field area networks (FANs) [3, 4].
In some cases the communication technologies
used in FANs will not be dissimilar from the
ones considered for AMI deployments. Howev-
er, FANs typically have more stringent real-time
demands than AMI networks since they will be
mainly used for state estimation and protection
of the power grid. Furthermore, elements in a
FAN can be physically distant from each other.
Thus, 4G-based solutions (e.g., Long Term Evo-
lution [LTE]) are expected to be a key compo-
nent of most FAN deployments, while they will
be less important in AMI networks. 
THE CORE BACKBONE IN THE SMART GRID
The top layer in the smart grid communication
infrastructure is the wide area network (WAN),
which provides the communication backbone to
interconnect control centers with highly dis-
persed data aggregators deployed at different
locations of the power system. To be effective
the WAN should cover the entire transmission
and distribution systems, including all substa-
tions, and integrate a massive number of dis-
tributed power generation and storage facilities.
In addition, it should also support data manage-
ment services for the large amounts of informa-
tion generated by AMI systems and other data
collection networks deployed in the distribution
grid. Various network architectures have been
considered for the WAN in smart grids. Howev-
er, the fundamental choice utilities are facing is
between the deployment of a private and isolat-
ed WAN or the use of public data networks.
Several factors are influencing the decision of
utilities, the need for high reliability, security,
and low latency being the most important along
with economic affordability. As a matter of fact,
a growing number of utilities are choosing to
deploy a hybrid fiber/wireless network as the
backbone for their own smart grid. 
Before concluding this section we want to dis-
cuss some significant similarities between the
architectural model of the Internet and the
smart grid communication model described so
far [14]. These similarities would justify the
adoption of the Internet design principles for the
specification of optimized solutions for the smart
grid communication system. Specifically, both
the Internet and the power grid have emerged
from the incremental interconnection of an
enormous number of (computing, sensing, and
electric) devices. Both the Internet and the
power grid are highly heterogeneous and wide-
area complex systems, which must support vari-
ous degrees of autonomic control at different
timescales. Finally, both the Internet and the
power grid are witnessing a transition from a
structure with a clear distinction between the
core network and the access network (with
almost all the system intelligence residing in the
core) to a more federated system where the
intelligence of the network (i.e., its ability to dis-
tribute, store, or modify information and energy,
respectively) can be migrated to the periphery
[15]. As observed previously, to cope with scala-
bility, heterogeneity, and decentralization
requirements, the Internet architecture has
relied on a hierarchical network structure, which
emerged from the interconnection of small-scale
and homogeneous subnetworks. Such a structure
can be considered the most suitable for the
smart grid, where smaller systems have the
responsibility of controlling separate geographi-
cal regions (e.g., microgrids or distribution seg-
ments). Then these small-scale grids can easily
be mapped into separate communication net-
works interconnected with each other and orga-
nized into a hierarchical communication
infrastructure [3, 4]. Finally, tighter integration
between the utility infrastructure and the Inter-
net communication network is also advisable in
order to take advantage of:
• The openness of Internet technologies,
which facilitates the interoperability
between heterogeneous systems and pro-
vides improved flexibility
• Easy access to existing Internet services,
such as cloud computing, which can help in
coping with the huge complexity of smart
grid control
On the negative side, Internet openness can
make the power grid system more vulnerable to
security attacks. 
RPL SPECIFICATION
In 2008 the IETF established the Routing Over
Low Power and Lossy Networks (ROLL) Work-
ing Group (WG). The mission of this WG is to
design an IPv6 routing framework that could be:
• Suitable for networks composed of many
embedded devices with limited power,
memory, and processing resources
• Able to meet the requirements of a wide
range of monitoring and control applica-
tions, such as building automation, industri-
al and environmental monitoring,
healthcare, and sensor networks in urban
and smart grid environments
The outcome of the ROLL activities is the RPL
routing protocol, standardized in March 2012 as
RFC 6550 [16], which is rapidly emerging as one
of the most important networking solutions in
the AMI and FAN sectors. 
The fundamental
choice utilities are
facing is between
the deployment of a
private and isolated
WAN or the use of
public data 
networks. Several
factors are influenc-
ing the decision of
utilities, the need for
high reliability, 
security, and low
latency being the
most important
along with economic
affordability.
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In the following we present the main design
principles on which RPL is built, and we describe
the most important RPL mechanisms and fea-
tures. This overview is essential to point out the
main advantages and disadvantages of this rout-
ing protocol, as well as to correctly interpret the
experimental results shown earlier.
RPL DESIGN PRINCIPLES
The design principles of the RPL routing proto-
col directly stem from the type of networks and
traffic patterns for which RPL should be opti-
mized. More specifically, RPL is designed to
operate in large-scale networks made up of tiny
devices communicating over low-power and low-
cost communication technologies. For these rea-
sons, the main goals of RPL are to:
• Minimize the memory requirements (i.e.,
the storage space for maintaining routing
information and routing tables)
• Adopt low-complexity routing and data for-
warding mechanisms to facilitate the
deployment on simple microcontrollers with
constrained capabilities
• Reduce the routing signaling overheads to
lower both the bandwidth usage and energy
consumption
• Distribute compact routing information to
support link layer technologies with restrict-
ed frame sizes
• Efficiently discover links and peers in order
to be suitable for networks that do not have
a predefined topology (e.g., multihop radio
networks)
Furthermore, RPL is primarily optimized for the
routing requirements of data acquisition net-
works, where most traffic is multipoint-to-point;
that is, it flows from RPL nodes toward a single
network aggregation point (i.e., the sink in the
jargon of sensor networks). On the other hand,
less efficient routing is supported for point-to-
multipoint traffic (i.e., from a central control
point to a subset of RPL nodes), while only basic
routing support is provided for point-to-point
traffic (i.e., between two RPL peering nodes),
which is assumed to be unlikely. However, there
are application scenarios for smart grids where
data traffic characteristics are different. In partic-
ular, in many AMI applications traffic is intrinsi-
cally bidirectional. A typical example is the case
of utility companies that wish to proactively
request smart meters to report the current and/or
planned electricity consumption of household
appliances in order to forecast future loads, as
well as to modify the schedule of household
activities. Another example is dynamic electricity
pricing, where the utility may need to periodically
send updated energy prices to individual HEMSs
to enable demand response applications. 
DAG, DODAG, AND RPL INSTANCES
The goal of RPL is to build a network topology
on top of an LLN that includes multiple partially
overlapping link-layer broadcast domains. To
minimize the network state information, RPL
builds multiple “destination-oriented” directed
acyclic graphs (DODAGs), each one rooted at a
different sink (also called border router, gateway,
or DODAG root), which are tree-based network
topologies where all the links are oriented in
such a way that no cycles exist. It is important to
note that each RPL node (i.e., a device that uses
RPL) can be part of at most one DODAG. This
implies that DODAGs are not overlapping, and
their union, called a DAG, is a partition covering
the entire network topology. In order to account
for different routing requirements within the
same communication network, RPL introduces
the concept of an RPL instance. Basically, all
DODAGs within the same instance share the
same routing metrics and constraints, and multi-
ple RPL instances can run independent of each
other within a single network topology. For
instance, RPL instances can enable traffic priori-
tization through the differentiation of traffic for-
warding techniques. Figure 2 provides an
example of how RPL nodes form DODAGs by
selecting suitable parent nodes, and how multiple
DODAGs form an RPL instance.
The main feature that differentiates RPL
instances is the objective function, which specifies
how routing metrics and optimization objectives
are used to select parent nodes in a DODAG,
that is, how routes are constructed to meet the
application quality of service (QoS) requirements
[17]. Furthermore, the objective function is also
used to compute the rank value of a node. Gen-
erally speaking, the node rank represents the vir-
tual coordinates of that node (i.e., its distance to
the DODAG root with respect to a given met-
ric). Although the rank value of an RPL node is
not necessarily equivalent to the cost of the net-
work path from that node to the DODAG root,
it is reasonable to expect that QoS-aware routing
metrics will be commonly used in the rank com-
putation to enforce QoS. It is important to note
that, independent of the specific formulation of
the objective function, rank values must mono-
tonically decrease as a DODAG is followed
toward the sink to allow the efficient use of gra-
dient-based forwarding. An example of a feasible
rank assignment is also depicted in Fig. 2. Final-
ly, RPL restricts the ability of a node to change
its membership (i.e., rank and preferred parent
node) in the DODAG to limit routing instability
and loops.
In the following sections we describe the
most important RPL mechanisms in more detail. 
DODAG CONSTRUCTION FOR
MULTIPOINT-TO-POINT ROUTES
To build a DODAG, a root node advertises its
presence by periodically sending control mes-
sages, called DODAG information object (DIO)
packets, as options of IPv6 router advertise-
ments, which are transmitted using multicast
frames.4 In addition, DIO messages include the
common configuration attributes that all RPL
nodes should adopt in the DODAG. Upon
receiving DIO messages, each RPL node learns
the set of its neighbors and their rank values.
Then, using the OF associated to the RPL
instance to which the advertised DODAG
belongs, each RPL node can compute its rank
value from the rank values of its neighbors. Fur-
thermore, the OF specifies how the RPL node
should select the preferred parent node within its
parent set (i.e., the set of its neighbors with a
lower rank). The preferred parent is used as the
A typical example is
the case of utility
companies that wish
to proactively
request smart meters
to report the current
and/or planned elec-
tricity consumption
of household appli-
ances in order to
forecast future loads,
as well as to modify
the schedule of
household activities.
4 The RPL specification
assumes the allocation of
a new permanent IPv6
multicast address with a
link-local scope for RPL
nodes called all-RPL-
nodes.
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next-hop node when forwarding a packet to the
DODAG root. To disseminate routing informa-
tion, RPL nodes transmit new DIO messages
using the flooding algorithm described earlier.
RPL nodes may also multicast DODAG infor-
mation solicitation (DIS) messages to probe
their neighborhood and solicit DIO messages.
Finally, the root can trigger the recalculation of
the entire DODAG by simply increasing a
sequence number, the DODAG version, in the
emitted DIO messages (e.g., to initiate a global
repair procedure). RPL also supports mecha-
nisms that use DIO messages to locally repair a
DODAG (e.g., if a loop is detected).
It is important to note that DIO messages do
not have the same purpose of HELLO messages in
other routing protocols for multihop wireless net-
works. First of all, RPL nodes do not verify that
they can communicate with the neighbors from
which they have received a DIO message. Second,
DIO messages cannot be used to monitor links
because they are not periodic, as better explained
later. Therefore, RPL must rely on external mech-
anisms in order to verify link properties and parent
reachability. The IPv6 neighbor unreachability
detection (NUD) mechanism [18] is one of the
options considered in the RPL standard. 
DOWNWARD ROUTES AND
DESTINATION ADVERTISEMENTS
A DODAG can be used only to support upward
traffic. To also support downward traffic, RPL
nodes must generate destination advertisement
object (DAO) messages to propagate destination
information upward within the DODAG. More
specifically, RPL assumes that one or more tar-
get devices may be associated with an RPL node
(e.g., household appliances associated with the
smart meter), and DAO messages are periodi-
cally generated by that RPL node to advertise
the addresses of its target devices. It is important
to note that DAO messages are forwarded using
the DAG structure created by DIO messages. In
other words, RPL can construct downward
routes only after having created upward routes.
The way DAO messages are transmitted and
processed by intermediate routers depends on
the mode of operation. In the first mode of
operation, called non-storing mode, an RPL node
with associated targets sends unicast DAO mes-
sages to the DODAG root. In this case, the
DAO message also includes information on the
parent set of the RPL node that has generated
the message. Then, upon receiving DAO mes-
sages from all the RPL nodes along a path, the
DODAG root can construct a source route to
the advertised destinations by recursively looking
at the DAO parent information. In the second
mode of operation, called storing mode, each
RPL node sends unicast DAO messages to a
subset of its parents, which store in their routing
tables the address of that RPL node as the next-
hop node to reach the advertised targets (i.e.,
they record the reverse path information from
the DAO message). On receiving a unicast
DAO, a node must generate a new DAO and
transmit it to its parents to ensure that routing
information propagates in the network. Then
classical hop-by-hop routing is used by RPL
nodes to reach destinations learned from DAOs.
The downsides of the non-storing mode are
that:
• The DODAG root has to maintain in its
routing table as many source routes as des-
tinations.
• The additional source routing headers
increase the probability of data packets’
fragmentation [9].
• If an RPL node N fails or becomes unreach-
able, its entire sub-DODAG (i.e., the set of
nodes with higher rank values than node N,
which are connected to the DODAG root
using paths that go through node N) will
also be unreachable.
On the other hand, in storing mode each RPL
node must store routing information to reach all
the destinations that are in its own sub-DODAG,
which may be too demanding for the limited
memory resources of small embedded devices.
SUPPORT FOR POINT-TO-POINT TRAFFIC
RPL provides only basic support for point-to-point
traffic. Basically, data packets generated by RPL
nodes and addressed to other RPL nodes should
be forwarded along an upward route until they
find a common ancestor5 that has a known route
to the destination. Then the packet is forwarded
from the ancestor to the destination through a
downward route. It is straightforward to observe
that in non-storing mode, the only common ances-
tor is the DODAG root itself, because intermedi-
ate nodes do not store routing information for
downward routes. On the contrary, in storing
mode the common ancestor might be a node clos-
er to both the source and destination. It is evident
that this forwarding approach is inefficient in most
cases, because the point-to-point paths are subject
to potentially significant stretches. 
RPL USE OF THE TRICKLE ALGORITHM
The Trickle algorithm [19] is used to control the
sending rate of RPL control messages. Basically,
the Trickle algorithm implements a consistency
check model to verify if RPL nodes have out-of-
date routing information. If not, the Trickle
algorithm exponentially reduces the rate at
which DIO messages are emitted. Otherwise, it
Figure 2. Example of an RPL instance with two DODAGs. Values in paren-
theses are ranks assigned to each node. Arrows indicate the child-parent rela-
tionship.
RPL instance
(0)
(5)
Root 1
(3)
(6) (7) (4) (6) (9)
Root 2
5 An RPL node that is the
root of a sub-DODAG
which contains both the
source and destination
RPL nodes.
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quickly schedules the transmission of a DIO
message to update this information. More pre-
cisely, an RPL node schedules the transmission
of a DIO message at a given time t, which is uni-
formly sampled from the Trickle interval. During
the period t the RPL node counts all DIO mes-
sages that convey routing information consistent
with its own network state. If the number of con-
sistent DIO messages received when the timer t
expires is below a preconfigured redundancy
threshold, called DIO_REDUNDANCY_CON-
STANT, the scheduled DIO message is transmit-
ted. In the other case the DIO transmission is
cancelled, and the Trickle interval is doubled
(up to a maximum value DIO_INTERVAL_
MAX), and a new DIO transmission is sched-
uled. Finally, RPL resets the Trickle timer to a
minimum value DIO_INTERVAL_MIN if there
is an inconsistent condition, such as reception of
a DIO message with out-of-date information.
PERFORMANCE EVALUATION
Network simulation tools are widely used to
evaluate and compare the performance of rout-
ing protocols for multihop radio networks. The
main advantage of using simulations is that they
ensure:
• Easy and fast protocol deployment
• Controllable and flexible configuration of
network scenarios
• Scalability and repeatability of obtained
results
On the negative side, simulations may lack
credibility due to oversimplified protocol imple-
mentations and channel models. On the contrary,
experiments on real testbeds avoid issues related
to inaccurate protocol implementations and poor
model assumptions, but they are much harder
(and more expensive) to prototype, deploy, and
configure. For these reasons in our study we have
used a hybrid evaluation approach based on a
cross-level emulation tool known as COOJA [20].
More precisely, COOJA is a flexible Java-based
simulator designed for simulating networks of sen-
sors running the Contiki operating system, which
is specifically designed for embedded systems with
small amounts of memory, and is typically used in
applications for the Internet of Things domain
[21]. Furthermore, Contiki natively supports IP-
based communications through a compact imple-
mentation of the IPv4 and IPv6 protocol stack,
called mIP stack, which has been widely adopted
in the industry. Finally, the latest releases of the
Contiki kernel are shipped with software modules
implementing 6LoWPAN header compression
[22] and RPL (hereafter called ContikiRPL6).
ContikiRPL includes all the fundamental mecha-
nisms specified in the standard [16]. However, it
does not support the non-storing mode (i.e.,
source routing) and the security features. 
ContikiRPL relies on the IPv6 Neighbor Dis-
covery (ND) protocol [18] for address resolution
(i.e., ARP-like functionalities) and periodically ver-
ifying that a neighbor is still reachable via a cached
link layer address (i.e., ICMP-like functionalities).
It is also important to note that the neighbor cache
used by the neighbor unreachability detection
(NUD) mechanism [18] has a limited size (20
entries by default), and when the neighbor cache is
full, the oldest entry is removed if a new neighbor
is detected. To make the management of the
neighbor cache more efficient, we have enhanced
the NUD implementation used by ContikiRPL to
replace the least recently used entry in the neigh-
bor cache instead of the oldest one. Regarding the
objective function used to compute nodes’ rank
values, ContikiRPL adopts a variant of the Objec-
tive Function Zero (OF0) specified in RFC 6552
[23]. OF0 is the default objective function of RPL,
and its purpose is to select a preferred and backup
parent in such a way as to find the nearest
DODAG root with respect to the ETX metric. In
addition, ContikiRPL adopts a simple hysteresis
mechanism to reduce parent switches in response
to small metric changes.7 Finally, concerning the
ETX computation, ContikiRPL maintains a small
(12 entries by default) neighbor attribute cache,
where each entry is a moving average of the ETX
samples produced by the MAC driver. It is impor-
tant to observe that the MAC driver does not pass
to the routing protocol the ETX values for neigh-
bors that are not listed in this cache. We have also
enhanced ContikiRPL to manage the neighbor
attribute cache according to a least recently used
replacement policy.
SIMULATION SETUP
As observed above, COOJA is a network simulator
that permits networks of devices running Contiki
programs to be run without the need for any actual
hardware. In this study we have emulated an RPL-
based AMI network with a single sink node, and we
have assumed that the smart meters are randomly
scattered in a square area with a side L = 800 m
and with the sink placed at the center. The number
of RPL nodes in the network varies in the range
[50, 150]. We have investigated the performance of
data acquisition by letting each RPL node periodi-
cally generate 30-byte-long reports for the utility
controller, and we have analyzed low-intensity (one
report/min) up to mid-intensity (four reports/min)
metering traffic. To take into account the resource
(e.g., memory) limitations of real hardware, we have
6 http://www.contiki-
os.org
7 In ContikiRPL, a new
parent is selected only if
its minimum-cost path to
the root is shorter (in
terms of ETX) than the
current path by at least
0.5.
Figure 3. CCDF of packet loss rates per node vs. network size (each RPL node
generates a single data packet per minute).
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used COOJA to emulate a Tmote Sky platform and
an MSP430-based board with an 802.15.4-compati-
ble CC2420 radio chip. Furthermore, to simulate
realistic interference we have used the Multipath
Ray-Tracer Medium (MRM) model supported by
COOJA, which utilizes ray-tracing techniques to
model various radio propagation effects, such as
multipath, refraction, and diffraction. The transmit-
ted power of each RPL node is set to the minimum
value that ensures successful transmissions within a
distance of 150 m if there is no interference or chan-
nel noise. As far as the medium access control
(MAC) protocol is concerned, we use a classic carri-
er sense multiple access with collision avoidance
(CSMA/CA) random scheme shipped with the Con-
tiki kernel. Finally, regarding RPL implementation
in Contiki, the ETX metric is used as link cost when
computing the node rank values.
All following results are the averages over 10
simulation runs, each experiment simulates four
hours of network operations, and statistics are
collected after removing the transient phase (i.e.,
one hour of simulation time). 
EXPERIMENTAL RESULTS
Most performance studies on RPL have focused on
evaluating classical metrics such as path quality,8
end-to-end delay between two nodes, packet loss
rates, and routing control overhead (e.g., in terms
of number of generated DIOs). In Table 1 we
report the observed average results and the 95 per-
cent confidence interval of the aforementioned
statistics for different network sizes and low-intensi-
ty metering traffic. From the shown results we can
derive a few important observations. First, RPL
routes are not significantly longer than the optimal
ones that would be discovered by an ideal shortest
path routing methodology. Second, the average
end-to-end delay is shorter than 320 ms even in
networks with 150 nodes, where RPL nodes need
to use paths longer than six hops to reach the
DODAG. These delay values are typically tolerable
in most monitoring applications. Third, the average
packet loss rates are below 4 percent in all the con-
sidered cases, which might appear sufficient to
ensure reliable AMI operations. Finally, these per-
formance measurements are obtained relaying on a
limited amount of signaling traffic, and fewer than
20 DIO messages are generated by each node per
hour in order to maintain the DODAG. 
Among the various performance metrics the
packet delivery rates can be considered the most
important to validate if RPL is suitable for AMI
systems. It is intuitive to note that the efficiency
and reliability of power grid control depends on
the availability of accurate knowledge of the grid
status. Apparently, the results shown in Table 1
indicate that we can use RPL for supporting large-
scale networks characterized by highly directed
traffic flows between each smart meter and the
utility back-end servers. However, for most control
applications packet loss distributions over RPL
nodes are even more important than average
packet loss rates over the whole network. Indeed,
even if the average loss rates are within the bounds
demanded by the utility metering application, it is
necessary to ensure that there are no individual
meters experiencing high loss rates, because this
would make it impossible to provide reliable grid
services to the homes or buildings controlled by
those meters. For this reason, in Fig. 3 we show
the complementary cumulative distribution func-
tion (CCDF) of the packet loss rates for different
network sizes and low-intensity metering traffic,
while in Fig. 4 we show the CCDF of the packet
loss rates for a network of 100 RPL nodes and dif-
ferent traffic intensities. The shown results clearly
indicate that there are a few RPL nodes that are
not able to reliably transmit their data to the
DODAG root. More specifically, around 95 per-
cent of the RPL nodes in the networks experience
packet delivery rates that range from 0.5 percent
(in 50-node topologies) to 1 percent (in 150-node
topologies). Nevertheless, a few nodes can experi-
ence up to 30 percent packet delivery ratios. Such
high loss rates are loosely correlated to the net-
work size or the traffic intensity. By inspecting the
simulation traces we discovered that most of the
packet losses occur on low-quality links that may
be selected by RPL even if alternative high-quality
links are available. In other words, packet losses
are mostly due to inefficient routing decisions, and
system reliability could be improved by avoiding
the unnecessary use of low-quality links. As a con-
sequence, those packet losses are not necessarily
occurring only in nodes close to the DODAG
sink, where traffic gets concentrated. For a more
detailed discussion on the main causes of unrelia-
bility of RPL in AMI networks the interested
reader is referred to [24]. 
CONCLUSIONS
The design of networking solutions that are able to
meet the equirements of smart grid communication
systems, such as AMI or field area networks, is chal-
lenging because most grid devices will be simple
microcontrollers with limited computing and storage
8 The patch quality is usu-
ally defined as the ratio
between the cost of the
RPL route between any
RPL node and the
DODAG root, and the
cost of the optimal mini-
mum-cost path.
Table 1. RPL performance for different network sizes when each RPL node generates a single data packet per minute.
Number of RPL nodes
50 75 100 150
Avg. path stretch (%) 8.66 (± 0. 94) 11.82 (± 1. 19) 19.07 (± 1. 70) 22.02(± 2. 84)
Avg. packet loss rate (%) 2.22 (± 0. 33) 2.80 (± 0. 26) 2.82 (± 0. 27) 3.36 (± 0. 23)
Avg. end-to-end delays (ms) 218.72 (± 8) 284.37 (± 18. 20) 307.54 (± 12. 10) 314.3 (± 13. 03)
Avg. number of DIO messages per minute 0.25 (± 0. 02) 0.31 (± 0. 02) 0.31 (± 0. 03) 0.32 (± 0. 01)
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capabilities, typically interconnected with low-band-
width and low-power communication technologies.
However, the RPL routing protocol recently stan-
dardized by the IETF is emerging as the most con-
solidated and commercially viable solution for the
smart grid domain. Thus, in this article we have
explored the applicability of RPL in a typical AMI
deployment. First of all, we have critically analyzed
its characteristics to identify its main advantages and
possible weaknesses. Then we have presented
results obtained from testing a RPL prototype in a
network emulator. From our study it appears evi-
dent that RPL shows good scalability properties, but
RPL nodes may suffer from severe unreliability
problems. The main cause of those issues is that
RPL lacks a complete knowledge of link qualities
and it may sometimes select suboptimal paths with
highly unreliable links. Thus, further research is
required to improve the RPL route selection pro-
cess in order to increase routing reliability.
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Figure 4. CCDF of packet loss rates per node vs. traffic intensity in a network
with 100 RPL nodes.
X (percent)
50
0.01
0.001
Pr
(p
ac
ke
tl
os
sr
at
eX
) 0.1
1
10 15 20 25 30
15 seconds
30 seconds
1 minute
10 minutes
BRUNO LAYOUT_Layout 1  12/21/12  12:03 PM  Page 83
