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Abstract
Here we sketch a new derivation of Zipf’s law for word frequencies
based on optimal coding. The structure of the derivation is reminiscent
of Mandelbrot’s random typing model but it has multiple advantages
over random typing: (1) it starts from realistic cognitive pressures (2)
it does not require fine tuning of parameters and (3) it sheds light on
the origins of other statistical laws of language and thus can lead to a
compact theory of linguistic laws. Our findings suggest that the recur-
rence of Zipf’s law in human languages could originate from pressure
for easy and fast communication.
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Zipf’s law for word frequencies states that the probability of the i-th most
frequent word obeys
pi ≈ i
−α (1)
with α ≈ 1 [1, 2]. Here we explore the possibility that Zipf’s law is a conse-
quence of compression, the minimization of the mean length of the words of
a vocabulary [3]. This principle has already been used to explain the origins
of other linguistic laws: Zipf’s law of abbreviation, namely, the tendency
of more frequent words to be shorter [3, 4], and Menzerath’s law, the ten-
dency of a larger linguistic construct to be made of smaller components [5].
The mean length of words is reminiscent of the minimum equation, the cost
function that Zipf put forward to shed light on the origins of Zipf’s law of
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abbreviation: the mean length of words can be interpreted as a particular
case of the minimum equation in which the energetic cost of a word is fully
determined by its length [3]. Our argument for the origins of Eq. 1 combines
two constraints for compression that are ideal for natural languages: (1) non-
singular coding, i.e. any two diﬀerent word types should not be represented
by the same string of letters or phonemes, and (2) unique decipherability,
i.e. given a continuous sequence of letters or phonemes, there should be only
one way of segmenting it into words [6]. The former is needed to reduce the
cost of retrieving the original meaning. The latter is required to reduce the
cost of determining word boundaries. Thus both constraints on compression
and compression itself, are realistic cognitive pressures that are vital to ﬁght
against the now-or-never bottleneck of linguistic processing [7].
Suppose that words are coded using an alphabet ofN letters (or phonemes)
withN > 1 and that pi and li are, respectively, the probability and the length
of the i-th most probable word. Let us consider the optimal assignment of
strings to diﬀerent words assuming that words are made of at least one let-
ter (or phoneme) and that the pi’s are given (the li’s are determined by the
string that is eventually assigned to every diﬀerent word). On the one hand,
optimal uniquely decipherable coding gives [6]
li = ⌈− logN pi⌉, (2)
where ⌈..⌉ is the ceiling function. Thus
li ≈ − logN pi. (3)
On the other hand, optimal non-singular coding gives [4]
li =
⌈
logN
(
N − 1
N
i+ 1
)⌉
. (4)
When i is suﬃciently large, we have
li ≈ logN
(
N − 1
N
i
)
. (5)
Combining Eqs. 3 and 5, one obtains
logN
1
pi
≈ logN
(
N − 1
N
i
)
(6)
and ﬁnally Zipf’s law (Eq. 1) with α = 1.
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By presenting this derivation, we are not taking for granted that real
language use is fully optimal with regard to any of the coding schemes men-
tioned above. Instead, our point is that it is not surprising that languages
tend toward Zipf’s law given the convenience of both kinds of compression
for easy and fast communication [7].
Our derivation of Zipf’s law is reminiscent of Mandelbrot’s derivation
based on typing at random on a keyboard (random typing) [8] and deﬁned
by three parameters, N (the alphabet size), ps (the probability of hitting
the space bar) and l0 (the minimum word length). The last parameter has
been introduced to accommodate other variants of Mandelbrot’s model [9].
Here we revisit his arguments from this generalized model and its predic-
tions about word length. His central assumption is that typing at random
determines the probability of a word, which has two key implications. First,
a relationship between the length of a word and its probability [4]
l = a logN p+ b, (7)
where a and b are constants (a < 0) deﬁned on the parameters of the model
as
a =
(
logN
1− ps
N
)
−1
(8)
and
b = a logN
(1− ps)
l0
ps
. (9)
Second, a relationship between the length of a word and its rank that matches
exactly that of optimal non-singular codes in Eq. 4. Combining these two
implications of random typing, one obtains
logN
N − 1
N
i ≈ a logN p+ b. (10)
With the assumption b ≈ 0, one ﬁnally obtains Zipf’s law for word frequen-
cies with
α = −1/a (11)
= logN
N
1− ps
(12)
= 1− logN (1− ps) (13)
> 1. (14)
Mandelbrot’s derivation of Zipf’s law is based on the assumption that l0 = 0.
While we start from an exact relationship between length and rank (Eq. 4)
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that we approximate later on, Mandelbrot presupposed that the relationship
between length and rank "cannot be represented by any simple analytical
expression" and started from an approximate equation for l0 = 0 [8], i.e.
l ≈ logN [(N − 1)i], (15)
apparently unaware of the connection between random typing and optimal
non-singular coding [8]). Notice that Eq. 7 can be interpreted, approx-
imately, as a linear generalization of the relationship between l and p of
optimal uniquely decipherable codes in Eq. 3. The exact (Eq. 4) and ap-
proximate (Eq. 7) connections between random typing and optimal coding
challenge the view of random typing as totally detached from cost-cutting
considerations [10, 11].
Our derivation of Zipf’s law presents various advantages over random
typing. First, it starts from realistic cognitive pressures [7]. Second, random
typing is based exclusively on random choices but its parameters cannot be
set at random: indeed, a precise tuning of the parameters is needed to mimic
Zipf’s law with α = 1 [8] (Eq. 13 indicates that α depends on N and ps;
the assumption b ≈ 0 implies further parameter tuning). In contrast, our
argument does not require parameter setting. Third, its assumptions are
far reaching: compression allows one to shed light on the origins of three
linguistic laws at the same time: Zipf’s law for word frequencies, Zipf’s law
of abbreviation and Menzerath’s law with the unifying principle of compres-
sion [3–5]. There are many ways of explaining the origins of power-law-like
distributions such as Zipf’s law for word frequencies [12] but compression ap-
pears to be as the only one that can lead to a compact theory of statistical
laws of language.
Although uniquely decipherable codes are a subset of non-singular codes,
it is tempting to think that both optimal non-singular coding and optimal
uniquely decipherable coding cannot be satisﬁed to a large extent simultane-
ously. However, random typing is an example of how both constraints can be
met approximately. We suggest that human languages are additional exam-
ples of a diﬀerent nature. The two forms of optimality can coexist to some
degree because the need for unique decipherability is alleviated by statistical
cues that humans use to segment the linguistic input [13].
A challenge for the present derivation is that α is well-known to vary
around 1 [1,2]. We speculate on some possibilities. One is that some variation
of the exponent could be hidden by the assumptions of the model (e.g.,
that real languages are fully optimal) or by the approximations involved
in our simple derivation of Zipf’s law from compression (e.g., that ranks
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must be large enough). We consider a third possibility that could be purely
formal. Suppose that a language uses an alphabet of N symbols for optimal
non-singular coding and an alphabet of N ′ symbols for optimal uniquely
decipherable coding. Suppose also that the lengths of a word in both schemes
are comparable. Applying the arguments above with a suitable change of
base of the logarithm one would get Zipf’s law with
α = logN N
′. (16)
Thus α could vary above 1 if N ′ > N or below 1 if N ′ < N .
Here we have only sketched a new path to derive power-law-like distri-
butions of ranks from eﬃciency considerations. We hope that our simple
derivation and our speculations stimulate further research.
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