Introduction
Let (Ω, F) be a measurable space and let L b (F) be the space F-measurable and bounded real functions. A possibly nonlinear expectation is a "continuous" functional :
This functional is monotone (i.e., E[X 1 ] ≥ E[X 2 ], if X 1 ≥ X 2 ) and preserves constants (i.e., E[c] = c).
If furthermore E[·] is a linear functional, then by it is a classical expectation under the (additive) probability measure P on (Ω, F) induced by
(1.1)
It is well-known that there is a 1-1 correspondence between linear expectationst and additive probability measures. But this 1-1 correspondence fails in nonlinear situation. In general, given a nonlinear expectation E [·] , one can still apply (1.1) to derive a non additive probability measure P . But the there exist infinite number of nonlinear expectations satisfying the same relation. A simple example is given in [5] : let E[·] be a (linear or nonlinear) expectation. We define the following nonlinear expectation
where f is an arbitrary strictly increasing and continuous function defined on R with f (x) ≡ x, for x ∈ [0, 1]. It is easy to check that
, for all A ∈ F. Clearly, in nonlinear situations, the notion of expectation is more characteristic than that of non additive measures. We refer to [Chen 2001 ] for a deeper investigation. The option pricing, or more generally, contingent claim pricing in an incomplete market with or without constraints on risky portfolios is a typical example of nonlinear expectations. To see this, it suffices to check that E 1 [X] = sup P ∈P E P [X] and E 2 [X] = inf P ∈P E P [X] defines two nonlinear expectations. Here P denotes a set of probability measures. Similarly we can consider E 3 [X] = sup P ∈P inf Q∈Q E P,Q [X] and E 4 [X] = inf Q∈Q sup P ∈P E P,Q [X] . Some concrete models will be discussed.
In dynamic situation, a basic notion is conditional expectations under a given filtration F t . This notion permits us to use the up-date information F t to obtain the best estimate of a given random variable. The well-known martingale theory is fundamentally based on this notion (see [?] ). As in linear situations, the conditional nonlinear expectation of a random variable X under F t is an F t -measurable random variable E[X/F t ] satisfying
An nonlinear expectation E[·] is called F t -consistent if E[X/F t ] exists for all X ∈ L b (F). In nonlinear situations, there exist non-consistence expectations. If E[·]
is F t -consistent, we then can develope the related nonlinear martingale theory, parallel to the classical one.
A type of F t -consistent nonlinear expectations, called g-expectation, was introduced in [Peng,1997[30] ], in which the underlying filtration is a Brownian filtration (F B t ) t≥0 (see Example 2.19 for details) . The related nonlinear decomposition theory of Doob-Meyer of g-super-martingale was obtained in [Peng1999 [31] ] under (F B t ) t≥0 and was generalized to the case of the usual filtration in [8] . A remarkable application of this notion of g-expectations is stochastic utility under ambiguity, see [Chen-Epstein2002[4] ]. [BCHMP2000 [2] ], [Chen1998 [3] ], [ChenPeng2001[9] ], [Chen-Peng2000 [10] ]. A systematical investigation of filtrationconsistent nonlinear expectation under (F B t ) t≥0 [CHMP2002 [5] ] where we have proved that any E µ -dominated nonlinear expectation must be a g-expectation. The notion of g-expectation studied in the above mentioned papers is introduced by and based on a given Wiener probability measure. In this paper, we will provide a far more general and self-closed framework. Here "self-closed" means: the norm or quasi-norm to measure the continuity of a given nonlinear expectation is generated by the nonlinear expectation itself. The notions of "domination" and "self-domination" play important roles. This norm will become to L 1 (Ω, F, P )-norm once the corresponding E is a linear expectation. Another extreme situation, i.e., the L ∞ -norm is also covered. The above defined
and E 4 are also typical examples under this framework.
Thus we obtain the family of finite-dimensional nonlinear distributions of the process (X t ) t≥0 . This family satisfies a generalized Kolmogorov consistence conditions (to be specified latter). We will prove that, conversely, if a family of nonlinear
satisfies generalized Kolmogorov consistence conditions, then there exists an R d -valued stochastic process (X t ) t∈R + in some (Ω, F, E), such that the family of finite-dimensional distributions related to X is T t 1 ,···,tm [·] . This is a generalized Kolmogorov consistence theorem. An important type of such families of distributions is generated by nonlinear Markov chains.
It is a family of distributions with two parameters 0 ≤ s ≤ t satisfying the following Chapman relation is an F t -consistent nonlinear expectation. This result provides a tool to calculate a large kind of nonlinear expectations and the F tconditional nonlinear expectations. The above mentioned g-expectation is a special example of this new kind of F t -consistent nonlinear expectations. The gexpectation is a "quasi-linear" expectation. The present framework covers fully nonlinear expectations.
We will also study the existence and uniqueness of backward stochastic differential equations (BSDE) under our new type of filtration consistent nonlinear expectations. This new type of BSDEs can be fully nonlinear and singular. We have also developed a nonlinear expected utility theorem, i.e., a nonlinear type of von Neumann & Morgenstern's expected utility theorem.
Nonlinear Expectations

Examples in finance
A financial market consists of a non-risk asset with price P 0 (t) satisfying:
and a risk assets with price P v (t) satisfying
where B t , t ≥ 0, is a Brownian motion . We assume that b t , σ t and σ −1 t are uniformly bounded and F B t adapted, where F B t is the filtration generated by the Brownian B. We assume that an investor invests π 0 (t) = n 0 (t)P 0 (t) in the bond and π(t)n(t)P (t) in the stock. His total wealth at time t is y t = π 0 (t) + π(t). Under the self-financing condition, his wealth evolves according to dy t = n 0 (t)dP 0 (t) + n(t)dP (t),
Without loss of generality, we may assume that r t ≡ 0 (otherwise we can take the discount exp(− t 0 r s ds)). Thus
Let ξ be a bounded contingent claim at maturity t = T . It is an F B T -measurable positive and bounded random variable. We can solve equation (2.1) with the terminal condition y T = ξ. This is a backward stochastic differential equation where the solution is a pair (y t , π t ). The value y 0 is the cost to duplicate ξ at the time t = 0. y 0 is the non-arbitrage price of the contingent claim ξ. It has an explicit form
via the following Girsanov transformation 
For each given β ≥ 0, the solution y
The selling price of the contingent claim ξ under the prohibition of short selling is
. 
Both
are uniformly bounded functions. Thus we have
In this situation the non-arbitrage price of a contingent claim at maturity t = T is y
is the expectation under P v via the Girsonov transformation
Thus, in order to duplicate a contingent claim ξ, the minimum cost he need to pay at the time t = 0 is 
Both E * and E * are nonlinear expectations.
General framework
In the above examples we arguments are based on a given Wiener measure. We now introduce a self-closed framework. Let (Ω, F) be a measurable space. Let L b (F) be the linear space of all F-measurable real functions such that
D constitutes a vector lattice. A typical example is
is a partition of (Ω, F), a i ∈ R .
We will consider pre-expectations on this simple space D and then take the completion under a norm induced from these pre-expectations. 
(E2) constant-preserving: Let E * be a self-dominated nonlinear pre-expectation on D. We introduce a quasi-norm:
Since we have
3)
In particular, for each integer n ≥ 1, we have 
Proof. The first limit is due to the fact that
For the second limit, we fix an
The set of null-elements under · * is denoted by D * 0 :
We have
Proof.
and α, β ∈ R. We have
This complete the proof.
Lemma 2.8. We have
Proof. By (2.4), we have
On the other hand
From the above results, we can introduce an equivalent relation∼ in 
(2.10) 
We then have 
and such that
Moreover, this extension E is a E * -dominated (resp. strongly dominated) nonlinear expectation.
Examples
We give some examples of nonlinear expectations.
Example 2.13. An extremely strong nonlinear pre-expectation in the and an extremely weak one on L b (F) in sense of domination are respectively [24] ).
We set
We can check that E * is a strongly self-dominated nonlinear pre-expectations. It follows from
and thus
Then with the notions of the precedent example, 
where the given generator g(z) :
It is the only F t -measurable element satisfying
E g [1 A E g [X/F t ]] = E g [1 A X], ∀A ∈ F t .
We thus call E g a filtration-consistent nonlinear expectation. A particularly interesting case is g µ (z) := µ|z|, where µ is a constant (see [Chen and Epstein, 2002[4]] for an interesting application of E gµ to economics and finance). When µ ≥ 0, then E gµ is a strongly self-dominated nonlinear pre-expectation in D. If µ is bigger than the Lipschitz constant c of a generator g. Then E g is dominated by
E gµ (see [CHMP, 2002[5] 
]). In particular, when
µ = 0, the related completion of D is L 1 (Ω, F ∞ , P ).
Remark 4. A notion of E gµ -dominated and F t -consistant nonlinear expectation was introduced in [CHMP2002[5]]. We have proved that if the nonlinearity of an E gµ -dominated expectation depends only on the risk, then it is a g-expectation.
Example 2.20.
We then define
It is easy to check that E ∞ is still a strongly self-dominated expectation. In finance, this expectation is used in the pricing of contingent claims in an incomplete market (see [11] , [12] , [17] and [18] ).
L ∞ * -Norms
Let E * be a self-dominated nonlinear pre-expectation defined on L b (F) and let L * (F) be the completion of L b (F) under the norm · * in the sense of Theorem 2.9. We assume furthermore that
Lemma 2.21. Under this assumption we also have
and
Proof. In fact, since |X − X n |(ω) 0, ∀ω ∈ Ω. By the self-domination of E * , we have, for the first situation,
and for the second situation,
1 {|X|>0} (ω), as 0 we then have
It follows that there exists an > 0, such that
We then can define
Distributions of Random Variables and Stochasic Processes
In this section we consider nonlinear distributions of R d -valued random variables and R d -valued stochastic processes. As in classic situations, this R d space can be generalized to a Polish space S. We will give a nonlinear generalization of Kolmogorov's consistent theorem.
Distributions of random variables
Let E[·] be a nonlinear pre-expectation on L b (F). We also denote by L b (B(R d )), the space of B(R d )-measurable real functions defined on R d such that sup x∈R |φ(x)| < ∞, ∀φ ∈ L b (B(R d )). let Let X ∈ L b (F) be given. The (expectational) nonlinear distribution of X under E[·] is defined by T [φ] := E[φ(X)], φ ∈ L b (B(R d )). This distribution T [·] is again a nonlinear pre-expectation defined on L b (B(R d ))
Family of finite-dimensional nonlinear distributions of a process
In the rest of this paper Ω will be a collection of
with F = B(C d (R + ))). Our formulation is also applied to some other canonical space such as
(in this paper we always assume that t 1 , · · · , t m are different from each others), we set
. As in classical situations, this family of distributions is consistent in the following sense. Let Π m be the set of all permutations of (1, 2, · · · , m), i.e., for each
We have the following obvious properties. 
Lemma 3.1. The family of finite-dimensional nonlinear distributions of the process
Namely {T Proof. It is directly from (3.1).
We will give an extension of Kolmogorov's consistence theorem to nonlinear situations.
Theorem 3.3. (Nonlinear Kolmogorov Theorem) (i) Let
{T t 1 ,···,tm [φ(·)], m ≥ 1, t 1 , · · · , t m ∈ R + , φ ∈ L b (B[(R d ) m ])}
be a family of nonlinear pre-distributions satisfies (k0), (k1) and (k2). Then there exists a unique nonlinear pre-expectation
( 
ii) If a family of nonlinear pre-distributions
{T * t 1 ,···,tm [φ(·)], m ≥ 1, t 1 , · · · , t m−1 ∈ R + , φ ∈ L b (B[(R d ) m ])} satisfying (k0),
Proof. (i): From (k0), (k1) and (k2) we can consistently define a functional
The uniqueness is clear. From the monotonicity and constant-preserving of T , we have
Thus E * is a nonlinear pre-expectation on L 0 (F). (ii) and (iii): Thanks to the self-domination of T * , we have
In the other words,
The rest of the conclusions follows directly from Theorem 2.9 and its corollaries.
Nonlinear Markov Chains
For simplification, we only consider time-homogeneous nonlinear Markov chains. Non-homogeneous situation can be treated similarly. We consider the following family of nonlinear pre-expectations, parametrized by t ∈ R + ,
In certain cases it is convenient to consider some (lattice) subspaces of
(uniformly continuous and bounded real functions on
R d ), instead of L b (B(R d )).
Definition 4.1. A family of nonlinear pre-expectations (4.1) is called Markov chain if it satisfies (m1) For each fixed
(t, x) ∈ R + × R d , T t [φ](x) is a nonlinear pre-expectation defined on L b (B(R d )). (m2) T 0 [φ](x) = φ(x), (m3) T t [
φ](x) satisfies the following Chapman (semigroup) formula
is said to be self-dominated (resp. strongly self-dominated) if it is dominated (resp. strongly dominated) by itself.
Examples
., we first solve the following nonlinear equation
It is also easy to check that (T
When µ ≥ 0, it is not hard to check that is also easy to check that, T µ is convex
as well as homogeneous:
It is a strongly self-dominated nonlinear Markov chain.
By analogy to the previous example, we first solve the following nonlinear equation
The following examples gives a fully nonlinear self-dominated Markov chain.
n be uniformly continuous and bounded functions such that a ij = a ji , a and b are uniformly Lipschitz functions of x. Let V be a closed and bounded subset of R k . We consider the following fully nonlinear parabolic PDE
Under the notion of viscosity solution, this equation has a unique solution in [25] , [26] , [19] , [1] and [21] , [20] and, recently, [32] .
This is a strongly self-dominated Markov chain defined on
C b (R d ). We alos have T * t [λφ] = λT * t [φ], for λ ≥ 0.
Remark 6. Equation (4.9) is known as Hamilton-Jacobi-Bellman. It is a fully nonlinear equation. For detailed studies of this equation, we refer to ??, also
Example 5. We can also consider a situation similar to Example 4 where (4.9) is replaced by
The corresponding nonlinear Markov chain is dominated by T * · .
Remark 7.
We can also consider a combination of the last two examples (see Peng1992 [28] ).
Filtration-Consistent Expectation Generated by Nonlinear Markov Chain
We will introduce a filtration in the canonical space (Ω, F). A typical example is for
In this case we set
Nonlinear expectation generated by Nonlinear Markov Chains
Let (T t ) t≥0 be a given nonlinear Markov chain satisfying (m1), (m2) and (m3). For a fixed x 0 ∈ R d , we can induce a family of finite-dimensional nonlinear distributions in the following way. For each given integer m ≥ 1 and φ ∈ L b (B(R m×d )) and 0 < t 1 
We then set:
We have the following lemmas.
Then there exists a unique nonlinear pre-expectation E[·] defined on L 0 (F) such that the related family of finite-dimensional nonlinear distributions of the canonical process
is dominated (resp. strongly dominated) by the above T
Conditional nonlinear expectations under F t
Let t > 0 and let X ∈ L 0 (F) be given as
Without loss of generality we may assume t n = t. We consider, for each fixed (
is given by (5.8) .
Remark 8. The above formulations suggest that, contrasting to ones intuition, an F T -consistent expectation is calculated backwardly: i.e., from the terminal point T at which X is measurable to the initial time t = 0. In fact we first have data E[X/F
In some sense, we are calculate a kind of backward SDE of type [27] .
Lemma 5.8. For a given t = t n > 0 we have
Proof. When (x 1 , · · · , x n ) is considered as a parameter, it is clear that
Thus (5.10) 
The following result is a simple consequence of Lemma 5.5.
In particular, if T * is a self-dominated (resp. strongly self-dominated) Markov chain, then the corresponding E * [·/F t ] is also self-dominated (resp. strongly dominated).
Now let E[·] and E[·/F t ] be induced by T which is dominated by the above
we have
We have 
Backward SDE under Nonlinear Expectations
We are in the framework of the previous section. Let E * self-dominated nonlinear expectations defined on [L 0 (F)] * and let E be an E * -dominated nonlinear expectation on [L 0 (F)] * . We assume that E * and E are F t -consistent and satisfy all properties in Proposition 5.10**. We also assume that
Under this assumption,
We are interested in real-valued stochastic processes
We first consider the following space of stochastic processes:
where 
we then have
It is clear that 
is a sequence in L 0 (0, T ) which converges to Y under the norm T 0 · * ds. By (6.1) this integral is uniquely defined. Furthermore
is still in L * (0, T ). We also define a space of adapted processes:
and lim
We also assume that
where C 1 is a fixed constant. For a given terminal data X ∈ [L 0 (F)] * , we consider the following type of Backward Stochastic Differential Equation (BSDE): 
Proof. We first consider a special situation of (6.
Thus Y ∈ M * (0, T ). The first term of the right hand is continuous in time, so is the second term since
We now consider the general situation. By the above discussion, we define a mapping
For each t, we have
We observe that, for any finite number β, the following two norms are equivalent in
Thus we multiply e 2C 1 t on both sides of the above inequality and then integrate them on [0, T ]. It follows that
We then have
Namely, Ψ is a contract mapping on M * (0, T ). It follows that this mapping has a unique fixed point Y :
We now consider the difference of the solution of BSDE (6.7) and the one of the following BSDE:
where X ∈ [L 0 (F)] * and φ ∈ M * (0, T ) are given. We have the following continuously dependence theorem:
where the constant C 0 depends only on C 1 , the Lipschitz constant of f (t, y) with respect to y and T .
Proof. We have
As in the previous proof, we multiply e 2C 1 t on both sides of the above inequality and then integrate them on [0, T ]. 
Nonlinear Expectations and Nonlinear Expected Utilities
To measure the preference of an agent A, a fundamental tool in economics is the utility functional of A. Under this framework, Aprefers a random choice X than We observe that if we assume moreover that U is constant-preserving, then it is a nonlinear expectation defined on L ∞ * (F). In general, a utility is not constantpreserving. But we have the following nonlinear expected utility theorem which generalized the well-known von Neuman-Morgenstern's axiom on expected utility. 
Y is formulated by U(X) ≥ U(Y ). We will work in
Proposition 7.1. Let E[·] be a strictly monotonic expectation satisfying (E1), (E2). We assume that E is continuous in
