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ON AN EXTENSION OF THE MEAN INDEX TO A LARGE
SUBSET OF LINEAR CANONICAL RELATIONS
YUSUF GO¨REN† AND MATTHEW GRACE
Abstract. In this paper, viewing the symplectic linear group as a subset of
the Lagrangian Grassmannian we extend the mean index to the complement
of a codimension-two subset of the Grassmannian. This extension retains
many of the desirable properties of the mean index, the most significant of
which are continuity and a homogeneity condition adapted to the set-theoretic
composition of canonical relations.
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2 YUSUF GO¨REN AND MATT GRACE
1. Introduction
In this paper we prove the existence of a continuous extension ∆ˆ of the mean
index ∆ via the identification of the symplectic group with an open dense subset
of the Lagrangian Grassmannian (definition 2.2). The mean index ∆ may be con-
structed as a real valued map defined over arbitrary paths in Sp(2n) although this
is not the most useful interpretation. Most applications of the mean index tend to
restrict ∆ to paths originating at the identity as the collection of all such paths
in Sp(2n) may be identified up to homotopy with S˜p(2n), the universal cover of
the symplectic group. This paper will use the former notion (remark 2.5 provides
motivation for this choice) to construct ∆ˆ as a real valued map defined over all
paths in the Lagrangian Grassmannian which never intersect a certain set H of
codimension two in the Grassmannian. The bulk of the proof is in showing the
existence of a continuous, circle valued map ρˆ defined on the complement of H in
the Grassmannian which continuously extends the square (see remark 2.4) of the
circle map ρ : Sp(2n)→ S1, perhaps most notable for coinciding with the complex
determinant when restricted to the unitary group U(n) ∼= Sp(2n) ∩O(2n). Indeed
since ρ gives rise to ∆ via a formal construction (see definition 2.3) the existence
and continuity of ∆ˆ is an immediate consequence of the continuity of ρˆ when con-
structed in the same manner (an early example of this lifting procedure may be
found in [Mi]). The extension is shown to preserve some of the desirable qualities of
the mean index, of which fixed endpoint homotopy invariance and a homogeneity
condition adapted to the set-theoretic composition of canonical relations are most
relevant.
The mean index may alternatively be defined (see [Lon08] for a thorough treat-
ment) for any path γ ⊂ Sp(2n) originating at the identity via a generalized Conley-
Zehnder index (see remark 2.5 for the definition of the composition of paths origi-
nating at the identity) as follows,
∆(γ) := lim
k→∞
µcz(γ
k)
k
.
A critical fact relating the two indices is the following bound which holds for paths
in Sp(2n) originating at the identity,
|∆(γ)− µcz(γ)| ≤ n. (1.1)
An early example of this bound is the strict inequality found in [SZ] holding for all
‘admissible’ paths γ. This was later extended to the above in which degenerate γ
are the only paths for which equality may occur.
In addition to satisfying (1.1), the mean index possesses other algebraic proper-
ties, of which the fact that ∆ is the unique, real valued homogeneous quasimorphism
on S˜p(2n) [BG] is crucial. These properties have yielded results [GG15, GG09] in
counting Reeb orbits as well as identifying the multiplicity of the periodic orbits
of a Hamiltonian system within the framework of various Floer homologies. One
of the seminal results in this regard is found in the aforementioned [SZ] in which
the existence of infinitely many periodic orbits of a given Hamiltonian system is
shown provided some non-degeneracy conditions are held by the Hamiltonian at the
orbits, i.e. the Conley conjecture. An example of advances in this direction may be
found in [GG10] in which a generalization of the Conley conjecture is proven via
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local Floer homology wherein any Hamiltonian diffeomorphism of a closed, sym-
plectically aspherical manifold with isolated fixed points possesses simple periodic
points of arbitrarily large period. A proof of the classical Conley Conjecture for
closed, symplectically aspherical manifolds utilizing the mean index and the re-
sulting filtration of the local Floer algebra of an isolated periodic point may be
found in [C¸i]. The index theory common to all of these references may be found
in [GG15] wherein the framework of Lusternik-Schnirelmann theory is applied to
various symplectic and contact homology theories.
The price paid in extending the mean index from the symplectic group to the
complement of H in the Lagrangian Grassmannian is perhaps most plainly demon-
strated by the lack of group structure over the linear canonical relations of a fixed
symplectic vector space when equipped with the set-theoretic composition oper-
ation (definition 2.6). In particular this implies the quasimorphism property ∆
possesses has no immediate analogue for ∆ˆ in the context of linear canonical re-
lations and set-theoretic composition. The composition map for linear canonical
relations is even discontinuous with respect to the usual topology on the Lagrangian
Grassmannian, a fact which is compounded by the presence of severe complications
involved in transitioning categorically to smooth canonical relations [Wei09]. Re-
gardless, the construction of ∆ˆ for linear canonical relations may be a step towards
developing machinery allowing for the further study of Reeb orbits and the evo-
lution and periodicity of Hamiltonian systems within the framework of canonical
relations.
Acknowledgments The authors would like to thank Viktor Ginzburg for his help-
ful advice and guidance throughout the writing of this paper as well as Alan We-
instein for our correspondences.
2. Definitions and Conventions
Let (V 2n, ω) be a symplectic vector space and let V × V denote (V × V, ω˜ =
pi∗1ω − pi∗2ω). A Lagrangian subspace L ≤ V × V , also referred to as a Lagrangian
(canonical) relation is said to have source V and target V although many authors
define the target and source backwards relative to this definition. We introduce the
following notation used in [To] for arbitrary linear relations (with the term halo(L)
introduced in [LorW] and more recently denoted indet(L) as in [LiW]).
Definition 2.1. Given any linear canonical relation L ∈ Λ2n := LagGr(V × V , ω˜)
denote the following distinguished subspaces of V .
• ker(L) := {v ∈ V | (v, 0) ∈ L}
• halo(L) := {v ∈ V | (0, v) ∈ L}
• dom(L) := {v ∈ V | ∃w ∈ V , (v, w) ∈ L} = ker(L)ω
• ran(L) := {v ∈ V | ∃w ∈ V , (w, v) ∈ L} = halo(L)ω
It may be shown that both dom(L) and ran(L) are co-isotropic and share the
same dimension since the target is equal to the source: (V, ω).
Definition 2.2. Define the following smooth map sending each A ∈ Sp(V ) to its
graph, a Lagrangian subspace of V × V .
Sp(V ) ↪→
Gr
Λ2n
A 7→ {(v,Av) ∈ V × V | v ∈ V }
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The above map has an open and dense image in Λ2n [He] so that Λ2n is a
compactification of Sp(2n).
The continuous circle map ρ : Sp(V )→ S1, perhaps most notable for extending
the circle valued complex determinant defined on the subgroup U(n) ∼= Sp(2n,R)∩
O(2n,R) lies at the heart of the mean index.
Definition 2.3. given any path γ : I → Sp(V ) there exists a unique, continuous
θ : I → R such that (ρ ◦ γ)(t) = eiθ(t) and θ(0) ∈ [−pi, pi). Then the mean index for
the path γ is defined as
∆(γ) :=
θ(1)− θ(0)
2pi
.
Remark 2.4. The usual definition of the mean index will need to be altered before
attempting to extend ρ as shown below in example 10.6, we will solve this by
continuously extending ρ2 instead. Despite this difference the extended mean index
∆ˆ may be shown to differ from ∆ by a factor of two.
Remark 2.5. A critical property of the mean index as used in the papers referenced
in the introduction relies on the fact that pi1(Sp(2n)) ∼= Z ∼= pi1(S1) and that ρ is
a circle map (that is, the induced map for ρ yields an isomorphism of fundamental
groups). This allows homotopy classes of paths originating at the identity to be
identified uniquely with g ∈ S˜p(2n) meaning that the mean index then becomes
the unique continuous, homogeneous quasimorphism ∆: S˜p(2n) → R where the
composite of two paths is defined using the group structure of S˜p(2n) and the
above identification. In example 10.2 we consider for n = 1 how to partially address
the obstruction pi1(Λ2n \H) presents in reconstructing this process with canonical
relations.
Definition 2.6. The set theoretic composition for linear (canonical) correspon-
dences is defined below given L,L′ ∈ Λ2n,
L ◦ L′ = {(x, z) | ∃y ∈ ran(L′) ∩ dom(L) such that (x, y) ∈ L′, (y, z) ∈ L} .
As first formulated in [Ho¨] following [Ma], it is necessary to impose the transver-
sality condition dom(L) t ran(L′) since the above set theoretic operation, while
well defined, fails to be continuous without it (see example 4.1). The category
of canonical relations is often denoted SLREL, and (to the best of the author’s
knowledge) was first formally constructed in [BT]. A diverse collection of techniques
have been utilized to avoid first, the obstacle of discontinuity in the linear case and
second, the myriad of additional problems that arise in the smooth case; one early
solution may be found in [GuiS] in which the authors augment Lagrangian relations
with half densities within the context of microlocal analysis of certain integral trans-
forms. This technique and others are mentioned in [Wei09] which approaches the
aforementioned issues from a categorical perspective. We postpone to section 10.2
both the many issues in adapting the extended mean index to smooth objects as
well as the introduction of the most promising ‘extension’ of canonical relations for
our purposes, first developed in [WehW] and later refined in [LiW].
3. Main Theorems and Proof Breakdown
Theorem 3.1. Define H := {L ∈ Λ2n | dim(dom(L) ∩ halo(L)) ≥ 1},
(1) Theorem 5.6: The codimension of H is two.
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(2) Theorem 9.1: There exists a unique, real valued continuous function ∆ˆ
constant on fixed endpoint homotopy classes of paths in Λ2n \H such that
for any path γ : I → Sp(2n) we have that ∆ˆ(Gr(γ)) = 2∆(γ).
(3) Theorem 9.2: The extended mean index ∆ˆ is homogeneous; given any
γ : I → Λ2n \ H with (γ · γ)(t) := γ(t) ◦ γ(t) (where ◦ is defined as in
definition 2.6 above) then ∆ˆ(γk) = k · ∆ˆ(γ) for all k ≥ 0.
The most intricate claim above is part 2 and the key to proving it is showing that
ρ2 may be extended continuously to ρˆ : Λ2n \H → S1 (Theorem 3.2), after which ∆ˆ
may be constructed. Indeed, provided a continuous extension ρˆ exists we have for
any path γ : I → Λ2n \H a unique continuous θˆ : I → R such that (ρˆ◦γ)(t) = eiθˆ(t)
and θˆ(0) ∈ [−pi, pi). Then the extended mean index for the path γ may be defined
as ∆ˆ(γ) := θˆ(1)−θˆ(0)2pi so that part 2 of theorem 3.1 is true if theorem 3.2 is. Note
that the continuity and homotopy invariance of ∆ˆ is a formal consequence of the
continuity of ρˆ. 
The exceptional set H manifests in the two dimensional case as a circle bridging
the two connected components of the parabolic transformations at a projective ‘line
at infinity’ outside the image Gr(Sp(2)) ⊂ Λ2 (see figure 10.2). The fact that ρˆ
is not a circle function is in some sense a consequence of removing H from Λ2n; if
Ai ∈ Sp(2) with Gr(Ai)→ L ∈ H ∼= {〈v〉 × {0} ⊕ {0} × 〈v〉| v ∈ V } then the value
of limi→∞ ρ(Ai) depends in particular on whether one is eventually approaching
via elliptic or hyperbolic sequences. If Tr(Ai) > 2 for all i ∈ N and Gr(Ai) → L
then ρ(Ai) = ±1 for all i so that limi→∞ρ(Ai) = ±1. On the other hand when
approaching H from the elliptic transformations significant discontinuities arise
even in low dimensions; in [Go¨15] a family of sequences of symplectic maps
{
Aθi
} ∈
Sp(2) are constructed for each θ ∈ S1 \ {±1} such that for a fixed L ∈ H each
limi→∞Gr(Aθi ) = L yet ρ(A
θ
i ) = θ for all i ∈ N.
Now we state the theorem at the core of the proof for part 2 of theorem 3.1.
Theorem 3.2. There exists a unique continuous map ρˆ : Λ2n\H → S1 such that for
any L ∈ Λ2n \H satisfying L = Gr(φ) for some φ ∈ Sp(V ) then ρˆ(Gr(φ)) = ρ2(φ).
To extend ρ2 will require proving the following three claims:
(1) Theorem 6.1: For a given L ∈ Λ2n \H there exists a unique symplectic decom-
position of V = Vs ⊕ Vg and φ ∈ Sp(Vg) such that
L = (ker(L)× {0})⊕ ({0} × halo(L))⊕Gr(φ) ≤ (Vs × V s)⊕ (Vg × V g) (3.1)
where ker(L), halo(L) ∈ LagGr(Vs) are transverse.
(2) Theorem 8.1: Given any sequence {Ai}∞i=1 ⊂ Sp(V ) where each Ai has distinct
eigenvalues such that
Gr(Ai)→ L1 × {0} ⊕ {0} × L2 ∈ Λ2n \H
(i.e. L1, L2 ∈ Λn are transversal), then the Ai will eventually have no eigenvalues
λ ∈ S1 \ {±1}. In particular this shows that ρ2(Ai) = 1 for sufficiently large i.
(3) Theorem 8.2: Any sequence {Ai}∞i=1 ⊂ Sp(V ) each with distinct eigenvalues
which has
Gr(Ai) →
i→∞
L ∈ Λ2n \H
such that the graph part φ of L (see (3.1)) has semisimple eigenvalues induces a
sequence of unique Ai invariant symplectic decompositions V = E
i
s ⊕ Eig so that
6 YUSUF GO¨REN AND MATT GRACE
Ai = αi ⊕ βi ∈ Sp(Eis) × Sp(Eig) which satisfies Gr(αi) → ker(L) × {0} ⊕ {0} ⊕
halo(L).
Additionally there exists an N ∈ N for which there is a sequence of symplectic
isomorphisms {
Ii : (E
i
g, ω|Eig×Eig )
∼=→ (Vg, ω|Vg×Vg )
}∞
i=N
uniquely determined by L such that each βi : E
i
g → Eig is conjugate via Ii to some
φi ∈ Sp(Vg) for all i ≥ N with φi → φ. Most importantly we show this preserves
the data used in computing ρ, namely the eigenvalues and the conjugacy classes of
the Ai restricted to elliptic eigenspaces.
Remark 3.3. Refer to the original paper [SZ] or a more recent source such as [Gut]
for a detailed exposition showing how ρ may be continuously extended from the
densely defined set of all semisimple A ∈ Sp(2n), it’s purpose here is to guarantee
the Eig and E
i
s do not become singular in the limit.
With these three ingredients and the fact that ρ is multiplicative with respect to
direct sums we may prove the theorem by defining ρˆ(L) := ρ2(φ) (details found in
section 9).
4. Iterating Linear Canonical Relations
As mentioned above the composition map is not continuous which motivates the
following classic example demonstrating the need for transversality.
Example 4.1. Let Ki = Gr(Ai) and K
′
i = Gr(A
−1
i ) for {Ai}∞i=1 ⊂ Sp(2n) such that
Ki → K = L1×{0}⊕{0}×L2 ∈ Λ2n where the Li ∈ Λn for i = 1, 2. Then the set-
theoretic composition K ′i ◦Ki = 4V for all i ∈ N so that limi→∞(K ′i ◦Ki) = 4V .
Yet we observe K ′i → K ′ = L2 × {0} ⊕ {0} ×L1 as i→∞ so that the composition
of their limits shows a failure of continuity,
limi→∞K ′i ◦ limi→∞Ki = L1 × {0} ⊕ {0} × L1 6= 4V = limi→∞(K ′i ◦Ki).
Note here that ran(K) = dom(K ′) so the pair are in some sense maximally
non-transversal.
Regarding L ∈ Λ2n \H we have dom(L) ⊕ halo(L) = V so certainly dom(L) +
ran(L) = V and dom(L) is transversal to ran(L). This suggests the construction
of a map for any i ∈ Z,
Definition 4.2. For any i ∈ Z define composition as follow,
(∗)i : Λ2n \H → Λ2n \H
L 7→ Li = L ◦ L ◦ · · · ◦ L︸ ︷︷ ︸
i times
.
where L0 := 4V = {(v, v) ∈ V × V | v ∈ V }.
The case when k = 0 is justified since 4V is an ‘identity’ for linear Lagrangian
relations; that is 4V ◦ L = L = L ◦ 4V [Wei09].
Lemma 4.3. Given L ∈ Λ2n \H then Li ∈ Λ2n \H for all i ∈ Z so that (∗)i : Λ2n \
H → Λ2n \ H is well defined. More specifically for any L ∈ Λ2n \ H when i > 0
we have dom(Li) = dom(L) and range(Li) = range(L) and when i < 0 we have
dom(Li) = Ran(L) and range(Li) = dom(L).
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Proof: To show this we first observe that ker(L) ≤ dom(Li) for any i ≥ 1 since
(0, 0) is contained in every canonical relation. Then if dim(ker(L)) = k we may
write a basis (d1, . . . , d2n−2k) such that 〈dj〉2n−2kj=1 ⊕ ker(L) = dom(L) and thus
each dj is associated (non-uniquely) via L to some rj ∈ range(L). The rj are also
linearly independent since if r1 =
∑2n−2k
j=2 cjrj then d1 −
∑2n−2k
j=2 cjdj ∈ ker(L)
which violates 〈dj〉2n−2kj=1 t ker(L).
Now again since L 6∈ H then 〈rj〉2n−2kj=1 + halo(L) = ran(L) and we see that
dom(L) ∩ ran(L) = dom(L) ∩ 〈rj〉2n−2kj=1 . Since dim(dom(L) ∩ ran(L)) ≥ 2n − 2k
we see for dimensional reasons that 〈rj〉2n−2kj=1 ≤ dom(L) and therefore
dom(L2) = (〈rj〉2n−2kj=1 )⊕ ker(L) = dom(L).
An identical argument shows that ran(L2) = ran(L) as well. To conclude for
i ∈ N we use this as the base case of a simple inductive argument regarding the
domain and range of Li ◦ L and L ◦ Li which suffices to prove the claim for i ≥ 2.
As for negative powers we set L−1 := Lr where (v, w) ∈ Lr ⇔ (w, v) ∈ L, moti-
vated by the fact that when L = Gr(φ) then Lr = Gr(φ−1). Since the invariants
described in the next section are symmetric with respect to the domain and range
it follows that κ(Lr) = κ(L) (see (5.1)) implying L ∈ Λ2n \H ⇔ Lr ∈ Λ2n \H so
that L−i := (Lr)i is well defined for any i ∈ N concluding the proof for all i ∈ Z
given the special definition when i = 0. 
We prove in lemma 7.3 that this map is continuous for each i ∈ N.
Remark 4.4. extending homogeneity of the extended mean index over paths to
negative numbers becomes a bit more interesting as it reverses the isotropic pair of
L covered in the next section, steering away from this we will assume the powers
to be non-negative as stated in the theorem for the extended mean index.
5. Isotropic Pairs
5.1. Conjugacy Classes of Isotropic Pairs. Denote the Grassmannian of isotropic
subspaces of (V, ω) with dimension k by Ik(V ) and call any ordered pair (B1, B2) ∈
Ik(V )× Ik(V ) an isotropic pair and consider the following notion of equivalence.
Definition 5.1. (B1, B2) ∼ (B′1, B′2) if and only if there exists A ∈ Sp(V ) for
which (A(B1), A(B2)) = (B
′
1, B
′
2). The equivalence classes coincide with the orbits
of the group action Sp(V )  Ik(V )× Ik(V ) where A · (B1, B2) = (A(B1), A(B2)).
For our purposes we have assumed the isotropic pairs have the same dimension;
our goal in introducing them is to examine L ∈ Λ2n via the associated isotropic
pair (B1, B2) = (ker(L), halo(L)) and since dim(ker(L)) = dim(halo(L)) this as-
sumption is justified. As shown in [LorW] the following four integers (with the
dimensional constraint) form a complete set of invariants for isotropic pairs subject
to the relations 0 ≤ r ≤ κ ≤ k ≤ n and 0 ≤ κ− r ≤ n− k,
(κ, r, k, n) =
(
dim(Bω1 ∩B2), dim(B1 ∩B2), dim(B1),
1
2
dim(V )
)
. (5.1)
Now denoting Λk2n := {L ∈ Λ2n | dim(ker(L)) = k} for any 0 ≤ k ≤ n and
noting H = {L ∈ Λ2n |κ(L) ≥ 1} we see that the above equivalence relation on
Ik(V )× Ik(V ) induces an equivalence relation on Λk2n for each k ≤ n (and therefore
on all of Λ2n) where L ∼ L′ if and only if (ker(L), halo(L)) ∼ (ker(L′), halo(L′)).
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A detail to note is that on Λ02n
∼= Sp(V ) all maps belong to a single equivalence
class under this equivalence relation. We may compare this equivalence relation
induced by the Sp(2n) action on isotropic pairs to a finer relation on Λ2n induced
by an essentially identical Sp(2n) action now acting on Λ2n.
Definition 5.2. L ∼Gr L′ if and only if (v, w) ∈ L ⇔ (Av,Aw) ∈ L′. The
equivalence classes coincide with the orbits of the group action Sp(V )  Λ2n where
A · ((x, y) ∈ L) 7→ (Ax,Ay) ∈ A · L.
This equivalence relation in particular splits the single ∼ equivalence class of
Λ02n into the usual conjugacy classes of the underlying symplectomorphism for each
L ∈ Λ02n while conversely ∼ and ∼Gr are identical on Λn2n. The classification and
production of normal forms for L ∈ Λ2n with respect to this finer equivalence
relation is, to the author’s knowledge, close to completed [Wei18] following the
partial results of [Lor].
5.2. The Codimension of H. First we will need a lemma found in [He],
Lemma 5.3. Given any L ∈ Λk2n there exists a canonical fibration:
Λ02n−2k(dom(L)/ker(L)× ran(L)/halo(L)) ↪→ Λk2n(V × V ) 
Pr
Ik(V )× Ik(V )
L 7→ (ker(L), halo(L))
Remark 5.4. From this result we can define
Hˆk := {(B1, B2) ∈ Ik(V )× Ik(V ) | dim(Bω1 ∩B2) ≥ 1}
so that H ∩ Λk2n = Pr−1(Hˆk) for each 1 ≤ k ≤ n − 1. When k = n the fibers of
the above fibration collapse leaving Hˆn ⊂ Λn2n ∼= In(V )× In(V ). In particular each
H ∩ Λk2n is a principal Sp(2n− 2k) bundle over Hˆk for 1 ≤ k ≤ n− 1.
Remark 5.5. Canonical in this case refers to the fact that the bundle compo-
nents are all derived from a shared symplectic vector space so that the fibers are
smoothly dependent on the base point. The total space Λk2n(V × V ) is a stra-
tum of the Lagrangian Grassmannian yielding the fixed symplectic vector space
(V × V , ω˜). The base is a product of two isotropic Grassmannians over (V, ω) such
that the following symplectic vector space is determined uniquely by the base point
(B1, B2) ∈ Ik(V )× Ik(V ),
(Bω1 /B1 ×Bω2 /B2, ω˜red = pr∗1ω1,red − pr∗2ω2,red)
over which the fiber is defined, namely Λ02n−2k(B
ω
1 /B1 × Bω2 /B2) ∼= Sp(2n − 2k).
So then since ω˜red is the co-isotropic reduction of ω˜|Bω1 ×Bω2 for fixed k the vector
spaces and their induced symplectic form over which the fibers are defined vary
smoothly over the base space as subspaces of the ambient vector space.
Theorem 5.6. codim(H) = 2.
Proof: We refer to [He] where it is shown that codim(Λk2n) = k
2 so that since
H∩Λ02n = ∅ we have the trivial bound of 1 ≤ codim(H). To sharpen this we consider
the equivalence classes [L] ⊂ Λk2n induced by the associated isotropic pair class
[(ker(L), halo(L))] ⊂ Ik(V )×Ik(V ) when k = 1. There are three equivalence classes
contained in I1(V ) × I1(V ) (and therefore three in Λ12n) but the class (κ, r, k) =
(0, 0, 1) does not intersect H so that only the two classes satisfying κ = k = 1 need
be checked, namely dim(ker(L) ∩ halo(L)) = r = 0 or r = 1.
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Case I: r=1
Let L ∈ [L]1 =
{
L ∈ Λ12n |κ(L) = r(L) = 1
}
. With the above lemma we first
consider the associated class [(ker(L), halo(L))] and write dom(L) = halo(L) = 〈v〉
for any v ∈ V . Then since v is arbitrary and all one dimensional subspaces are
isotropic we see that [(〈v〉, 〈v〉)] = 4I1(V ) ⊂ I1(V ) × I1(V ) ∼= RP2n−1 × RP2n−1
implying that dim([(〈v〉, 〈v〉)]) = 2n− 1. Thus it follows that
dim([L]1) = dim(Sp(2n− 2)) + dim([(〈v〉, 〈v〉)])
= 2n2 − 3n+ 1 + (2n− 1)
= 2n2 − n = dim(Λ2n)− 2n
so that codim([L]1) = 2n in Λ2n.
Case II: r=0
When L ∈ [L]0 =
{
L ∈ Λ12n | r(L) = 0, κ(L) = 1
}
we see that
[(ker(L), halo(L))] = {(B1, B2) |B1 6= B2, and B2 ≤ Bω1 }
where the first condition is due to r(L) = 0 and the second from κ(L) = 1. As
before there are 2n− 1 dimensions in freely choosing B1 while the first and second
conditions together imply that B2 is restricted to the image of B
ω
1 \ B1 (a hyper-
plane missing a one dimensional subspace) which descends under the quotient map
R2n → RP2n−1 to a punctured projective hyperplane [Bω1 ] \ {[B1]} ⊂ RP2n−1
so that there are 2n − 2 dimensions available when choosing B2. This yields
dim([(ker(L), halo(L))]) = 4n− 3 so that
dim([L]0) = dim(Sp(2n− 2)) + 4n− 3 = 2n2 + n− 2 = dim(Λ2n)− 2.
Since these are the two equivalence classes in the stratum of minimal codimension
intersecting H we see that codim(H) = 2. 
6. Decomposing Linear Canonical Relations in the Complement of H
Given some L ∈ Λ2n we have the example 10.6 showing that ρ may not be
continuously extended to Λ2n \H. Following section 5.1 we see for 1 ≤ k ≤ n that
the L ∈ Λk2n such that dom(L) t halo(L) form a dense set in Λk2n and as shown
in [Go¨15] this condition yields a natural domain on which ρ2 may be extended
continuously. Conversely in example 10.5 we produce an L ∈ H for which there
exists a uniquely defined graph component. The conjugacy classes described in
theorem 10.3 on which L possesses a graph component with a unique symplectic
map (up to a choice of domain) suggests that Λ2n\H is potentially not the maximal
subset on which ρˆ may be extended continuously.
In the following section we prove that the L 6∈ H induce a unique ω-orthogonal
decomposition of V which informally splits L into the direct sum of its ‘singular’
and ‘graph’ components.
Note: We will proceed denoting L1 := dom(L) and L2 := ran(L) for a given
L ∈ Λ2n.
Theorem 6.1. Given L ∈ Λ2n satisfying L1 ∩ Lω2 = {0} there exists a unique
symplectic decomposition V = Vs ⊕ Vg and symplectic map φ : Vg 	 for which
L = (Lω1 × {0} ⊕ {0} × Lω2 )⊕Gr(φ) ≤ (Vs × Vs)⊕ (Vg × Vg)
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where the Lωi are transverse Lagrangian subspaces of Vs.
Proof:
Given every (v, w) ∈ L we may construct a map:
φ˜ : L1 → L2/Lω2
v 7→ [w].
(i) This map is well defined. Proof: Given (v, w), (v, w′) ∈ L we have that
[w] = [w′]⇔ w − w′ ∈ Lω2 .
(ii) The kernel of φ˜ is Lω1 . Proof: Since φ˜(v) = [w] = 0⇔ (v, w) ∈ L, w ∈ Lω2 ⇔
(0, w) ∈ L. Then by linearity we see (v, 0) ∈ L which by definition means v ∈ Lω1 .
Conversely if v ∈ Lω1 then (v, 0) ∈ L⇒ φ˜(v) = [0] so indeed ker(φ) = Lω1 .
Since the Li are co-isotropic the map φ : L1/L
ω
1 → L2/Lω2 is an isomorphism
between symplectic vector spaces where for both i = 1, 2 we have that
dim(Li/L
ω
i ) = dim(Li)− dim(Lωi ) = (2n− k)− k = 2n− 2k.
In fact since the Li/L
ω
i are reduced co-isotropic subspaces they each possess
a canonical symplectic form: ωired([v], [v
′]) := ω(v, v′) for all v, v′ ∈ Li which is
independent of the choice of representatives v, v′ ∈ Li for i = 1, 2. This leads us to
our next step.
(iii) The map φ : (L1/L
ω
1 , ω
1
red) → (L2/Lω2 , ω2red) is symplectic. Proof: Given
any pair (v, w), (v′, w′) ∈ L they must satisfy
ω˜((v, w), (v′, w′)) = 0⇔ ω(v, v′) = ω(w,w′).
It follows for any [v], [v′] ∈ L1/Lω1 and [w], [w′] ∈ L2/Lω2 such that (v, w), (v′, w′) ∈
L that ωred([v], [v
′]) = ωred([w], [w′]) = ωred(φ[v], φ[v′]) so φ is indeed a symplectic
map between the two reduced spaces.
There always exists a pair of symplectic subspaces Vi ≤ Li which are mapped
bijectively under the projection maps pii : Li → Lωi so that Vi ∼= Li/Lωi and φ : V1 →
V2 satisfies φ
∗ω = ω. This map, although symplectic depends not only on L but
which pair of Vi are chosen as well.
Until this point the hypothesis that κ(L) = 0 has not been needed but is now
required to produce a unique Vg := V1 = V2 on which L induces φ ∈ Sp(Vg) ∼=
Sp(2n− 2k).
Lemma 6.1.1. If κ(L) = 0 then Vg := (L1 ∩ L2, ω) is a symplectic subspace of V
and (Vg, ω) ∼= (Li/Lωi , ωired) for i = 1, 2.
Proof: First note the following three conditions are sufficient to show the above:
(1) dim(L1∩L2) = 2n−2k, (2) Vg is a symplectic subspace of V and (3) ker(pii) =
Lωi has trivial intersection with Vg for i = 1, 2. if (1)-(3) are satisfied then pii|Vg
is a symplectomorphism for both i = 1, 2.
(1) dim(L1 ∩ L2) = 2n− 2k
Proof: Recalling that dim(Li) = 2n − k for some k ≤ n meaning dim(Lωi ) = k
and we see from Lω1 ≤ L1 that
κ(L) = dim(L1 ∩ Lω2 ) = 0⇒ dim(Lω1 ∩ Lω2 ) = 0⇔ dim(Lω1 ⊕ Lω2 ) = 2k
and dim(L1 ∩ L2) = 2n− dim(Lω1 ⊕ Lω2 ) = 2n− 2k.
(2) Vg is a symplectic subspace of V
Proof: We note κ(L) = dim(L1 ∩ Lω2 ) = dim(Lω1 ∩ L2) = 0 implies via inclusion
that
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• L1 ∩ Lω2 = {0} ⇒ (L1 ∩ L2) ∩ Lω2 = {0}
• L2 ∩ Lω1 = {0} ⇒ (L1 ∩ L2) ∩ Lω1 = {0}
so that since 2n− 2k + 2k = 2n we have the following decomposition,
V = Vs ⊕ Vg := (Lω1 ⊕ Lω2 )⊕ (L1 ∩ L2).
Indeed since V ωg = Vs and the above spans V we see that the two form a pair of
complementary symplectic subspaces depending uniquely on L (or more precisely
the isotropic pair associated to L).
(3) Vg ∩ Lωi = {0} for i = 1, 2. Proof: This is an immediate consequence of the
above decomposition. 
Thus letting Vg := L1 ∩ L2 we see since (pi∗i ωred)|Vg×Vg = ω|Vg×Vg for i = 1, 2
there is a φ ∈ Sp(Vg) such that Gr(φ) ≤ Vg × Vg is Lagrangian. Then since the
Lωi are isotropic in V of dimension k it follows that the L
ω
i are transverse maximal
isotropic subspaces of Vs proving the last claim of theorem 6.1. 
7. The Circle Map ρ
7.1. Properties of ρ. In addition to the mean index the circle function ρ has been
used (as it was in [SZ]) to construct the Conley-Zehnder index.
Definition 7.1. [SZ] We define ρ : Sp(2n)→ S1 as follows. Given A ∈ Sp(2n) let
E = Spec(A) ∩ (S1 ∪ R) be the collection of real and elliptic eigenvalues of A. For
elliptic eigenvalues λ ∈ E ∩ (S1 \ {±1}) define m+(λ) to be the number of positive
eigenvalues of the symmetric, non-degenerate two form Q defined on the complex
eigenspace Eλ where
Q : Eλ × Eλ → R
(z, z′) 7→ Im(ω(z, z′)).
Then letting m− denote the sum of the algebraic multiplicities for the real neg-
ative eigenvalues we have
ρ(A) := (−1) 12m−
∏
λ∈S1\{±1}
λ
1
2m
+(λ).
In our case since eigenvalues are unique the term m+(λ) = 1, the counting of
positive eigenvalues of Q over the eigenspace for λ amounts to a consistent way of
choosing a single value from an elliptic eigenvalue pair while still taking the product
over all elliptic eigenvalues.
Proposition 7.2. [SZ]
The map ρ : Sp(2n)→ S1 has the following properties:
(1) (determinant) For A ∈ U(n) ⊂ Sp(2n) we have ρ(A) = DetC(A).
(2) (invariance) ρ is invariant under conjugation,
ρ(B−1AB) = ρ(A), ∀B ∈ Sp(2n).
(3) (normalization) ρ(A) = ±1 if A has no elliptic eigenvalues.
(4) (multiplicativity) If A = B ⊕ C ∈ Sp(2n) × Sp(2m) ⊂ Sp(2(n + m)) then
ρ(A⊕B) = ρ(A)ρ(B).
(5) (homogeneity) If A ∈ Sp(2n) we have that ρ(Al) = ρ(A)l for any l ∈ Z.
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All of the above properties are inherited by ρˆ when L ∈ Λ02n but for non-graph
Lagrangian subspaces some properties no longer have an analog. In example 10.2 we
see that ρˆ is indeed not a circle map on Λ2 \H since there exists a non-contractible
loop γ : I → Λ2 \H for which ∆ˆ(γ) = 0.
7.2. Properties of the Extension of ρ. Despite the above observation, ρˆ does
inherit the above properties with the caveat that they are all only defined for
L ∈ Λ02n and are in that sense trivial. One non-trivial property is found in the
following lemma.
Lemma 7.3.
(1) The operation (∗)l (definition 4.2) is a continuous map for any l ∈ N.
(2) (Homogeneity) Given any L ∈ Λ2n\H with graph part Gr(φ) and assuming
theorem 3.2 is true, that is ρˆ is continuous and ρˆ(L) = ρ2(φ), then ρˆ(Ll) =
ρˆ(L)l.
Proof: As shown in lemma 4.3, the iterated composition operation restricted to
Λ2n \H is a well defined map and we may compute in coordinates L2 where
L = (Ker(L)× {0} ⊕ {0} × halo(L))⊕Gr(φ)
so that we may verify the claim via a Darboux basis adapted to V = ker(L) ⊕
halo(L)⊕ (dom(L) ∩ ran(L)).
Let 〈vi〉ki=1 = ker(L) and 〈wi〉ki=1 = halo(L). Then since (vi, 0), (0, wj) ∈ L
for all i, j ≤ k it follows that (vi, wj) ∈ L ◦ L for all i, j ≤ k, namely ker(L) ×
{0} ⊕ {0} × halo(L) ≤ L ◦ L. Next consider some (v, w) ∈ Gr(φ) so that since
φ ∈ Sp(Vg) for any w ∈ Vg there exists a unique z ∈ Vg for which (w, z) ∈ Gr(φ)
implying (v, z) ∈ L ◦ L. Intuitively this states that Gr(φ) ◦ Gr(φ) = Gr(φ2). As
for (0, wi) ∈ halo(L) in the first L and (vi, 0) ∈ ker(L) belonging to the second L
the only resulting vector derived from these in the product is (0, 0) (regardless of
whether L ∈ H or not) so we see for any l ≥ 1 that
Ll := (Ker(L)× {0} ⊕ {0} × halo(L))⊕Gr(φl)
and ρˆ(Ll) = ρˆ(L)l since ρ is homogeneous on Sp(Vg).
Continuity follows on each Λk2n \ H after referring to lemma 5.3, that is the
fibration Sp(Vg) ↪→ Λk2n \ H  Ik(V ) × Ik(V ) for each 1 < k < n. Since L,Ll
share the same domain and range for all l ∈ N then (∗)l preserves the fibers when
l ≥ 1 (yet swaps the isotropic pair to its reversal for l ≤ −1). Since the fibers
vary smoothly over the base we see that (∗)l is continuous since it is continuous on
each fiber, inheriting the group operation on Sp(Vg). When k = 0 this operation
corresponds to the group operation in Sp(2n) and when k = n it is the identity
map so (∗)l is continuous on Λ2n \H . 
Proposition 7.4. The map ρˆ : Λ2n \H → S1 inherits the following properties:
(1) (determinant) ForA ∈ U(n) ⊂ Sp(2n) we have that ρˆ(Gr(A)) = (DetC(A))2.
(2) (invariance) ρˆ is invariant under conjugation on Λ02n,
ρˆ(Gr(B−1AB)) = ρˆ(Gr(A)) ∀B ∈ Sp(2n).
(3) (normalization) ρˆ(Gr(A)) = 1 if A has no elliptic eigenvalues.
(4) (multiplicativity) If L = K1⊕K2 ∈ Λ2n \H ×Λ2m \H ⊂ Λ2(n+m) \H then
ρˆ(K1 ⊕K2) = ρˆ(K1)ρˆ(K2).
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Proof (4): We begin by observing when L = K1 ⊕K2 ∈ Λ2n \H ×Λ2m \H there
exists a pair of symplectic bases, (xi, yi)
n
i=1 and (ui, vi)
m
i=1 which together form
subspaces which form a decomposition isomorphic to the induced one: R2n⊕R2m =
R2(n+m). With this decomposition we may write
L = (ker(K1)× {0} ⊕ {0} × halo(K1)⊕Gr(φK1))
⊕
(ker(K2)× {0} ⊕ {0} × halo(K2)⊕Gr(φK2)).
Since dom(K1), ran(K1) ≤ 〈xi, yi〉ni=1 and dom(K2), ran(K2) ≤ 〈ui, vi〉mi=1 then
theorem 6.1 implies the two subspaces V js and V
j
g determined by each of the K1
and K2 have pairwise trivial intersection thereby refining the decomposition,
R2(n+m) = (V 1s ⊕ V 1g )⊕ (V 2s ⊕ V 2g ) = R2n ⊕ R2m.
This implies ker(L) = ker(K1)⊕ ker(K2), halo(L) = halo(K1)⊕ halo(K2) and
Gr(φL) = Gr(φK1) ⊕ Gr(φK2), in particular this means that φL = φK1 ⊕ φK2 ∈
Sp(2n) × Sp(2m) ⊂ Sp(2(n + m)). To conclude the proof we assume theorem 3.2
is true so that ρˆ is multiplicative since ρˆ(L) = ρ2(φL) = ρ
2(φK1)ρ
2(φK2) =
ρˆ(K1)ρˆ(K2). 
8. The Asymptotic Behavior of Unbounded Sequences in Sp(2n)
8.1. A Sufficient Condition for Asymptotic Hyperbolicity. The following
theorem states that any A ∈ Sp(2n) with Gr(A) sufficiently near L = L1 × {0} ⊕
{0} × L2 with L1 t L2 has only hyperbolic eigenvalues.
Theorem 8.1. Suppose {Ai}∞i=1 ⊂ Sp(2n) is a sequence of symplectomorphisms
each with distinct eigenvalues such that Gr(Ai) −→
i→∞
L1 × {0} ⊕ {0} × L2 ∈ Λ2n,
Li ∈ Λn and L1 ∩ L2 = {0}. Then there exists K ∈ N such that
Spec(Ai) ∩ (S1 \ {±1}) = ∅
for all i ≥ K.
Proof: Assume there exists some λi ∈ Spec(Ai) such that λi ∈ S1 \{±1} for all
i ≥ K ∈ N. Then since there are no multiple roots such a λi belongs to a unique
symplectic eigenvalue pair
{
λi, λi
}
with |λi| = 1 which are stable in the sense
that they remain elliptic away from the exceptional points ±1 since the points
±1 are the only values at which a (unique) elliptic eigenvalue pair may become
hyperbolic or in general meet another pair to form a quadruple upon passing to
the limit (this is certainly not true without uniqueness). For more details on how
to go about ‘ordering’ the eigenvalues of a sequence of maps so that individual
sequences of eigenvalues may be coherently formed (as done above implicitly) refer
to section 8.2.
This pair of eigenvalues has eigenvectors xi± iyi ∈ C2n with a convergent subse-
quence of corresponding real eigenspaces Ei = 〈xi, yi〉 with Ei → E as i → ∞, on
which Ai is conjugate to a rotation for all i ∈ N. We obtain individual limit vectors
by letting x := limi→∞ xi|xi| and y = limi→∞
yi
|yi| so we may write 〈x, y〉 = E.
The Ei are symplectic so there exists a decomposition V = Ei⊕Fi where the Fi
form a sequence of some symplectic complements to each Ei and Ai = ψi⊕φi : Ei⊕
Fi → Ei ⊕ Fi where ψi and φi are symplectic for each i ∈ N.
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Lemma 8.1.1. The Limit Lagrangian’s Kernel and Halo.
Let {Ai}∞i=1 ⊂ Sp(2n) denote a sequence of symplectic maps for the following:
• For {Ai}∞i=1 such that Gr(Ai)→ L ∈ Λ2n\Λ02n then v ∈ ker(L)⇔ Aiv → 0
and v ∈ halo(L)⇔ A−1i v → 0 as i→∞.
• For {Ai}∞i=1 such that such that Gr(Ai) → L = L1 × {0} ⊕ {0} × L2 it is
true that L1 ∩A−1i L2 = {0} for sufficiently large i.
Note that these both hold regardless of whether L ∈ H or not.
Proof: We prove the first claim after which the lemma follows via contradiction:
(1) v ∈ ker(L)⇔ Aiv → 0.
Proof: We observe v ∈ ker(L) if and only if (v, 0) ∈ L so that since
Gr(Ai)→ L it must be that (v,Aiv)→ (v, 0).
(2) v ∈ halo(L)⇔ A−1i v → 0.
Proof: Again v ∈ halo(L) if and only if (0, v) ∈ L. Yet (A−1i v, v) ∈
Gr(Ai) so as above we see that v ∈ halo(L)⇔ A−1i v → 0.
We now prove the second part of the lemma: given some sequence {Ai}∞i=1 ⊂
Sp(2n) for which Gr(Ai) → L ∈ Λn2n suppose there exists a sequence {vi}∞i=1 ⊂ V
and some N ∈ N for which vi → v 6= 0 and vi ∈ L1 ∩A−1i L2 for all i ≥ N .
Then for any i ≥ N we have vi ∈ L1 implies |Aivi| → 0 and vi ∈ A−1i L2 implies
that wi :=
Aivi
|Aivi| ∈ L2 and therefore |A
−1
i wi| → 0. This means that
|A−1i wi| =
|vi|
|Aivi| → 0
and since |vi| → |v| 6= 0 we have the contradiction |Aivi| → ∞. 
Equivalently for large i we see the Ai induce a sequence L1 ⊕ A−1i L2 = V
of Lagrangian splittings so there exists a unique decomposition for any sequence
ui = vi + wi ∈ Ei with vi ∈ L1 and wi ∈ A−1i L2 such that |Aivi| → 0 and
|Aiwi| → ∞. Denote ψi := Ai|Ei so that |ψivi| → 0 and |ψiwi| → ∞ and consider
the following lemma.
Lemma 8.1.2. Given a sequence of elliptic eigenspaces Ei → E and symplectic
maps {ψi}∞i=1 as above then E ∩ L1 6= {0}.
Proof: First convergence is a consequence of the fact that dim(Ei) is constant for
all i and therefore converges to E along some subsequence [Ka]. Suppose E ∩L1 =
{0}, that is every sequence ui = vi +wi ∈ Ei has wi 6→ 0. We would have for every
ui = vi+wi ∈ Ei that |ψiui| = |ψivi+ψiwi| = |ψiwi−(−ψivi)| ≥ ||ψiwi| − |ψivi|| →
∞ since |ψivi| → 0 and therefore |ψiui| → ∞ for any sequence ui ∈ Ei with wi 6→ 0.
Now dim(Ei) = 2 so that ωi := ω|Ei×Ei is an area form on Ei for each i ∈ N so
we may choose some sequence of balanced neighborhoods Ui ⊂ Ei about zero on
which ∫
Ui
ωi = 1.
Note: These Ui may grow without bound but it is of no consequence since we will
not pass to the limit.
Then we have for any M > 1 a K for which any normalized sequence ui ∈ Ei,
ui → u 6= 0 has |ψiui| > M when i ≥ K. This implies in particular that for each
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M > 1 there exists a K ∈ N for which MUi ⊂ ψiUi for every i ≥ K. It follows
then that
1 =
∫
Ui
ωi <
∫
MUi
ωi ≤
∫
ψiUi
ωi
for every i ≥ K. Each ψi is a symplectomorphism so we have a contradiction by
choosing any M > 1 so that some K exists for which
1 =
∫
UK
ωK =
∫
ψKUK
ωK ≥
∫
MUK
ωK > 1. (8.1)

This lemma may be used in a quick proof of the following.
Lemma 8.1.3. Given the eigenspaces Ei → E and {ψi} as above then E∩L2 6= {0}.
Proof: We have already established there exists a sequence vi → v for which
Aivi → 0 so we consider any ui = vi + wi ∈ Ei ∩ (L1 ⊕ A−1i L2) with wi 6→ 0.
Then Aiui = Aivi +Aiwi so that each Ei is Ai invariant and each Aiwi ∈ L2 ∩Ei.
Then since |Aivi| → 0 as i → ∞ we see limi→∞ Aiui|Aiwi| = limi→∞ Aiwi|Aiwi| → w ∈
halo(L) ∩ E. 
The above lemma and corollary show there exists a sequence of bases 〈vi, wi〉 ∈ Ei
on each real elliptic eigenspace such that vi → v ∈ L1 and wi → w ∈ L2.
Lemma 8.1.4. Let Ei be a two dimensional real eigenspace for a complex eigen-
value λ ∈ S1 \ {±1} which exists for sufficiently large i ∈ N. Then given any
sequence {vi} with each vi ∈ Ei and vi|vi| → v 6= 0 we claim,
v ∈ ker(L)⇔ v ∈ halo(L).
Proof: Consider σi ∈ Sp(Ei) such that ψi = σ−1i ◦ R(θi) ◦ σi where R(θi)
denotes the rotation of the (x′i, y
′
i) = (σixi, σiyi) plane Ei by λi = e
iθi so that we
may compute for any sequence {vi}∞i=1,
|ψ−1i vi| = |(σ−1i ◦R(θi) ◦ σi)−1(vi)| = |(σ−1i ◦R(θi)−1 ◦ σi)(vi)|
= |(σ−1i ◦R(−θi) ◦ σi)(vi)|
and we see ψ−1i is simply the opposite rotation of ψi conjugated by the same matrix
σi ∈ Sp(Ei). There exists ai, bi ∈ R such that vi = aixi+biyi so if we let v′i = σi(vi)
then v′i := σivi = aix
′
i + biy
′
i and thus
ψivi = (σ
−1
i ◦R(θi) ◦ σi)(vi)
= (σ−1i ◦R(θi))(v′i)
= (σ−1i ◦R(θi))(aix′i + biy′i)
= σ−1i (ai cos(θi)x
′
i + ai sin(θi)y
′
i) + σ
−1
i (bi cos(θi)y
′
i − bi sin(θi)x′i)
= (ai cos(θi)− bi sin(θi))xi + (ai sin(θi) + bi cos(θi)) yi
and with squared norm
|ψivi|2 =
(
a2i cos
2(θi)− 2aibi sin(θi) cos(θi) + b2i sin2(θi)
)
+
(
b2i cos
2(θi) + 2aibi sin(θi) cos(θi) + a
2
i sin
2(θi)
)
= a2i + b
2
i → 0⇔ lim
i→∞
vi
|vi| ∈ ker(L).
16 YUSUF GO¨REN AND MATT GRACE
On the other hand
ψ−1i vi = (σ
−1
i ◦R(θi)−1)(v′i)
= (σ−1i ◦R(−θi))(aix′i + biy′i)
= σ−1i (ai cos(θi)x
′
i − ai sin(θi)y′i) + σ−1i (bi cos(θi)y′i + bi sin(θi)x′i)
= (ai cos(θi) + bi sin(θi))xi + (bi cos(θi)− ai sin(θi)) yi
so that
|ψ−1i vi|2 = a2i + b2i → 0⇔ lim
i→∞
vi
|vi| ∈ halo(L)
and it’s evident that |ψivi|2 = |ψ−1i vi|2. Since the last conclusions above follow
from lemma 8.1.1 we see for any sequence vi ∈ Ei where v = limi→∞ vi|vi| that
v ∈ ker(L) ⇔ v ∈ halo(L) when Ei is a two dimensional elliptic eigenspace which
persists for arbitrarily large i in a sequence of symplectic maps {Ai}∞i=1. 
We see now any sequence {Ai}∞i=1 ⊂ Sp(2n) for which Gr(Ai) → L ∈ Λn2n \H
has only real pairs or the usual symplectic quadruples away from the unit circle for
sufficiently large i. 
8.2. Decomposing Certain Unbounded Sequences of Symplectic Maps.
Theorem 8.2. Any sequence {Ai}∞i=1 ⊂ Sp(V ) each with unique eigenvalues for
which
Gr(Ai) →
i→∞
L = ker(L)× {0} ⊕ {0} × halo(L)⊕Gr(φ) ∈ Λk2n \H
for some 1 ≤ k ≤ n − 1 with φ ∈ Sp(Vg) ∼= Sp(2n − 2k) having only semisimple
eigenvalues induces a unique sequence of symplectic splittings of V ,
V = Eis
ω⊕ Eig
into a pair of Ai invariant symplectic subspaces such that Ai = αi⊕ βi ∈ Sp(Eis)×
Sp(Eig) for each i. Then there exists N ∈ N for which the following are true.
(1) lemma 8.3: There exists a subsequence for which Eis →
i→∞
Es = ker(L) ⊕
halo(L) = Vs where dim(E
i
s) = dim(Vs) = 2k and dim(E
i
g) = 2n − 2k for
i ∈ N.
(2) lemma 8.4: That Gr(αi) → ker(L) × {0} ⊕ {0} × halo(L) and Gr(βi) →
Gr(β) for some β ∈ Sp(Eg) as symplectic subspaces of V × V .
(3) lemma 8.5: There exists a subsequence for which Eig → Eg and both
ker(L) ∩ Eig = {0} and Projhalo(L)(Eig) = {0} for all i ≥ N as well as
after passing to the limit. In particular observe that the second claim im-
plies Eig, Eg ≤ ker(L)⊕ Vg for all i ≥ N .
(4) lemma 8.6: For all i ≥ N there exists a unique sequence of symplectic
isomorphisms Ii : E
i
g → Vg such that Ii = ProjVg
∣∣
Eig
and Ii →
i→∞
I : Eg →
Vg where Proj : dom(L) → Vg is the coisotropic reduced space of dom(L)
identified with Vg.
(5) lemma 8.7: Defining φi := Ii ◦ βi ◦ I−1i ∈ Sp(Vg) then φi → φ : Vg → Vg
where Gr(φ) is the graph part of L and the pair φi and βi share the same
eigenvalues and elliptic conjugacy classes for i ≥ N .
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From part 5 we see the pair φi and βi satisfy ρ
2(βi) = ρ
2(φi) for i ≥ N leading
to the main statement of the proof,
lim
i→∞
ρ2(βi) = lim
i→∞
ρ2(φi) = ρ
2(φ) =: ρˆ(L)
for any sequence {Ai}∞i=1 ⊂ Sp(2n) such that Gr(Ai) → L ∈ Λk2n \ H for 1 ≤
k ≤ n− 1.
Proof:
Prerequisites: We first recall that each A ∈ Sp(2n) yields a direct sum of V via
symplectic generalized eigenspaces, that is
V =
⊕
λ∈Spec(A)∩D+2
E[λ] where D
+
2 = {z ∈ C | 0 < |z| ≤ 1, Im(z) ≥ 0}
where E[λ] is the real eigenspace associated to the quadruple (λ, λ
−1, λ, λ−1) sat-
isfying EC[λ] = Eλ ⊕ Eλ−1 ⊕ Eλ ⊕ Eλ−1 ≤ V C and Eλ denotes the (generalized)
complex eigenspace associated to λ. Note that if λ is an eigenvalue of A ∈ Sp(V )
then λ 6= 0, the specification that λ ∈ D+2 is simply a convenient way of picking
a candidate from each quadruple as well as providing a unique limit point for un-
bounded eigenvalues (since the representative chosen from that quadruple tends to
0).
When A has distinct eigenvalues this further restricts the possibilities for the
above eigenspaces; We have already seen that the E[λ] for λ ∈ (S1 ∪ R) \ {0,±1}
are real two dimensional symplectic subspaces on which A|E[λ] is either conjugate
to a rotation by λ ∈ S1 or to a hyperbolic transformation for λ ∈ R \ {0,±1}. The
eigenvalue quadruples with |λ| 6= 1 and Im(λ) 6= 0 manifest as a pair of A invariant
real eigenspaces associated to the conjugate pairs (λ, λ) and ( 1λ ,
1
λ
). A symplectic
normal form for A ∈ Sp(2n) restricted to this 4 dimensional real vector space after
picking some λ = reiθ from a quadruple is given by the following with Darboux
basis (x, x′, y, y′),(
R(re−iθ)−1 0
0 R(re−iθ)t
)
=
(
1
rR(e
iθ) 0
0 rR(eiθ)
)
, R(reiθ) = r
(
cos(θ) − sin(θ)
sin(θ) cos(θ)
)
so that eachAi is the direct sum of a combination of the above symplectic eigenspaces.
We proceed by considering the eigenvalues of each Ai for all i ∈ N as a sequence
of tuples (λi) := (λi1, . . . , λ
i
2n) ∈ C2n treated as an unordered list. The space of
unordered C tuples of length 2n may be identified with the orbit space C2n/S2n
where S2n is the permutation group on 2n elements and the group action on C2n
is given by σ((λ1, . . . , λ2n)) = (λσ(1), . . . , λσ(2n)) for any permutation σ ∈ S2n.
Following [Ka] the topology induced on the space of unordered C tuples of length
2n as constructed above is identical to the one generated by the following metric,
d((λ), (τ)) = minσ∈S2nmaxi≤2n|λσ(i) − τi|
with the helpful property that C2n/S2n is homeomorphic to C2n.
For convenience if we impose some ordering of the A1 eigenvalues we may use a
recursive process to yield an essentially unique representative for every subsequent
element (since distinct permutations may both be a minimum in the above metric).
Given any order for (λ1) we choose the order of the ith eigenvalue list (λi) =
(λi1, . . . , λ
i
2n) for any i ≥ 2 by choosing a permutation which minimizes the above
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metric with respect to the previous element, i.e. (λiτ(j)) = (λ
i−1
j ) where τ is the
minimizing permutation found in the above minimax metric. This allows us to
treat the tuple as ordered given the order of the first.
With this notion we let
{
λij
}l
j=1
denote the l representatives from each eigenvalue
quadruple of Ai which lies in the closed upper half disc so that V =
⊕l
j=1E[λij ] for
all i ∈ N. As mentioned above each sequence E[λij ] eventually has constant dimen-
sion for large i and by compactness each possesses a limit Ej for all j ≤ l, potentially
with lower dimension if distinct eigenvectors converge to each other in the limit. In
our case the eigenvalues may converge but the dimension of the eigenspaces will be
preserved due to the requirement that φ have semi-simple eigenvalues, precluding
this possibility. [Ka]
Lemma 8.3. There exists a subsequence for which Eis →
i→∞
Es = ker(L)⊕halo(L) =
Vs where dim(E
i
s) = dim(Vs) = 2k and dim(E
i
g) = 2n− 2k for any i ∈ N.
Proof: We proceed by distinguishing two possibilities for the behavior of the
sequence of Ai when restricted to each E[λij ], either ||A||E[λij ] = supv∈E[λij ]
|Aiv|
|v| →
∞ or ||A||E
[λi
j
]
= supv∈E
[λi
j
]
|Aiv|
|v| → cj ∈ R. In the first case this implies the
existence of a sequence {vi}∞i=1 where vi ∈ E[λij ] for each i such that vi → v 6= 0
yet |Aivi||vi| → ∞ so that |Aivi| → ∞. Then by setting v′i = vi|Aivi| then v′i → 0 and
we see
|Aiv′i|
|v′i|
=
|Aivi|
|vi| → ∞. (8.2)
Thus we see that (v′i, Aiv
′
i) ∈ Gr(Ai|E
[λi
j
]
) for each i and upon passing to the limit
(v′i, Aiv
′
i) = (v
′
i,
Aivi
|Aivi| ) → (0, w) ∈ L where limi→∞ Aivi|Aivi| = w ∈ halo(L) since the
Aivi
|Aivi| belong to a compact set. Recall the above metric and ordering scheme which
allows us for some fixed j to identify a unique element λij for each i ≥ 2 so that we
may form a single sequence for each of the l eigenvalue quadruple representatives{
λij
}∞
i=1
→
i→∞
λj and the associated quadruple eigenspaces
{
E[λij ]
}∞
i=1
(note that
in the limit the eigenvalue is allowed to vanish). We define
S =
{
j ≤ l | ||Ai|||E
[λi
j
]
→
i→∞
∞
}
⊂ {1, 2, . . . , l}
which certainly satisfies {1, 2, . . . , l} = S ∪Sc so that we may define the symplectic
Ai invariant subspaces based on this condition,
Eis :=
⊕
j∈S
E[λij ], E
i
g :=
⊕
j 6∈S
E[λij ].
We know that V = Eis
ω⊕ Eig for each i and so Ai = αi ⊕ βi ∈ Sp(Eis)× Sp(Eig).
Both subspaces must have constant dimension since the condition defining the two
sets is binary and defined using the asymptotic behavior of the Ai. Since they
reside in a compact space and there are no converging eigenvectors there exists a
subsequence for which both converge to Es and Eg, symplectic subspaces of V . For
v ∈ Es it’s true that limi→∞ |Aiv| → 0,∞ and for v ∈ Eg that limi→∞|Aiv| → d ∈
(0,∞) so that certainly Es ∩ Eg = {0} so that V = Es ⊕ Eg.
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Lemma 8.3.1. Equations (8.1) and (8.2) imply ker(L)⊕ halo(L) ≤ Es.
Proof: We may construct a sequence of isotropic subspaces 〈wij〉kj=1 ≤ Eis as-
suming each of the wij converge such that
limi→∞〈wij〉kj=1 = 〈wj〉kj=1 = halo(L)
and since each Eis is symplectic there exists a sequence (w˜
i
j) ≤ Eis such that
ω(wij , w˜
i
j) = 1 for all j ≤ k and all i ∈ N. Then we consider for each j ≤ k the se-
quence of two dimensional symplectomorphisms Ai|〈wij ,w˜ij〉 on which |A
−1
i w
i
j | → 0.
Using the argument found in lemma 8.1.2 as well as (8.1) and (8.2) the sequence
vij :=
A−1i w
i
j
|A−1i wij |
satisfies |Aivij | → ∞ and since ω|〈wij ,w˜ij〉×〈wij ,w˜ij〉 is an area form pre-
served by Ai|〈wij ,w˜ij〉 for each i we must have for each j ≤ k some sequence
{
zij
}∞
i=1
where each zij ∈ Eis and zij → zj 6= 0 such that |Aizij | → 0 for all j ≤ k. Thus
〈zj〉kj=1 = ker(L) implying ker(L) ≤ Es so that since ker(L) ∩ halo(L) = ∅ we see
that ker(L)⊕ halo(L) ≤ Es. 
Noting that dim(Eg) ≥ dim(Vg) = 2n−2k we see from above that dim(Es) = 2k
and dim(Eg) = 2n− 2k so the corollary finishes part one of the proof. 
Lemma 8.4. Given the above, Gr(βi) →
i→∞
Gr(β) for β ∈ Sp(Eg) and Gr(αi) →
ker(L)× {0} ⊕ {0} × halo(L) as subspaces.
Proof: As we mentioned above there is a subsequence for which Eig → Eg so
that since Gr(αi) ⊕ Gr(βi) = Gr(Ai) → L we see that Gr(βi) → Kg ≤ Eg × Eg.
If Kg 6= Gr(β) for any β ∈ Sp(Eg) then ker(Kg) 6= {0} which violates the known
dimension of ker(L). Indeed since v ∈ ker(Kg) implies v ∈ ker(L) when Kg ≤ L
this shows that Kg = Gr(β) for some β ∈ Sp(Eg).
As for Gr(αi) =
{
(v,Aiv) | v ∈ V is
}
we may write a convergent sequence of 2k
tuples (vij , w
i
j)
k
j=1 ⊂ Eis for all i such that 〈vij〉kj=1 → ker(L) and 〈wij〉kj=1 → halo(L).
Then we see that (vij , Aiv
i
j)→ (vj , 0) ∈ ker(L)× {0} and (A−1i wij , wij)→ (0, wj) ∈
{0} × halo(L) so that indeed Gr(αi)→ Ks = ker(L)× {0} ⊕ {0} × halo(L). 
Lemma 8.5. There exists an N ∈ N for which both ker(L) ∩ Eig = {0} and
Projhalo(L)(E
i
g) = {0} for all i ≥ N as well as after passing to the limit.
Proof: We begin by proving the following lemma,
Lemma 8.5.1. Given Ai as before with dom(L) t halo(L) and j ≤ l fixed then
we claim || Ai|E
[λi
j
]
|| is bounded as i→∞ if and only if there exists an N ∈ N for
which Projhalo(L)(E[λij ]) = {0} for all i ≥ N .
Proof: First suppose Fi := Projhalo(L)(E[λij ]) is a sequence of subspaces such
that Fi 6= {0} for all i ∈ N. Then there exists a sequence {wi} ∈ E[λij ] with wi →
w 6= 0 so that since V = halo(L)⊕ dom(L) we may write wi = fi + gi → f + g = w
where each fi ∈ halo(L) and gi ∈ dom(L). Then since |A−1i fi| → 0 we may define
vi :=
A−1i (fi + gi)
|A−1i fi|
= A−1i
(
fi + gi
|A−1i fi|
)
∈ E[λij ]
and see that |Aivi| = |fi+gi||A−1i fi| . Since gi → g with |g| < ∞ and the same for fi it
must be |Aivi| → ∞ and || Ai|E
[λi
j
]
|| is unbounded. 
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Alternatively if for some N ∈ N for which Projhalo(L)(E[λij ]) = {0} for all i ≥ N
we know E[λij ] ≤ dom(L) and therefore any converging sequence vi ∈ E[λij ] may be
uniquely written as vi = ki + gi ∈ ker(L) ⊕ Vg = dom(L) for any i ≥ N where
ki + gi → k + g = v. Then since |Aiki| → 0 and Aigi → φ(g) ∈ Vg by definition we
see that the operator norm of Ai over E[λij ] is bounded. 
Now since ||Ai|||Eig is bounded by construction then sufficiently large i and the
above lemma shows that Eig ≤ Ker(L) ⊕ Vg. We conclude this portion with a
corresponding corollary regarding the kernel.
Lemma 8.5.2. If ||Ai||E
[λi
j
]
is bounded as i→∞ there exists an N ∈ N for which
E[λij ] ∩ ker(L) = {0} for all i ≥ N .
Assume ||Ai||E
[λi
j
]
→ c ∈ R, then Gr(Ai) → L implies that the sequence
Gr(Ai|E
[λi
j
]
) → K ≤ E[λj ] × E[λj ] such that K ≤ L and since the norm remains
bounded the limit is a graph of a function showing that Gr(Ai|E
[λi
j
]
) → Gr(f) ≤
E[λj ] × E[λj ] for some f ∈ Sp(E[λj ]). Since symplectic maps are non-singular we
have ker(L) ∩ E[λj ] = {0} so that since ker(L) ≤ Es and Eis ⊕ Eig = V we see for
some N ∈ N that ker(L) ∩ E[λij ] = {0} for all i ≥ N as a consequence. 
Lemma 8.6. For all i ≥ N there exists a unique sequence of symplectic isomor-
phisms Ii : E
i
g → Vg such that Ii = ProjVg
∣∣
Eig
and Ii →
i→∞
I : Eg → Vg.
Proof: Since Eig is a 2n−2k dimensional subspace of dom(L) with ker(L)∩Eig =
{0} for sufficiently large i then there eventually exists a unique symplectic map
dom(L)/ker(L) ∼= Eig (refer to theorem 6.1) for each i. We denote the above
isomorphisms (The co-isotropic reduction of dom(L) restricted to Eig) by Ii : E
i
g →
dom(L)/ker(L) and see that Vg ∼= dom(L)/ker(L) ∼= Eig uniquely for large i.
The continuity of the coisotropic reduction with respect to a varying subspace of
constant dimension shows that Ii → I : Eg → Vg. 
Lemma 8.7. Defining φi := Ii ◦ βi ◦ I−1i ∈ Sp(Vg) then φi → φ : Vg → Vg where
Gr(φ) is the graph part of L and the pair φi and βi share the same eigenvalues and
elliptic conjugacy classes for i ≥ N .
Proof: By using the above identification from section 6.1 between Vg and
dom(L)/ker(L) we may define φi := Ii ◦ βi ◦ I−1i ∈ Sp(Vg) so that the φi and
βi are conjugate. Then since Gr(Ai) = Gr(αi)⊕Gr(βi)→ L and βi → β as i→∞
we see from the continuity of the projection and inclusion maps that
lim
i→∞
Ii ◦ βi ◦ I−1i = I ◦ β ◦ I−1 = φ ∈ Sp(V )
and indeed φ and β are conjugate by I as well as φi and βi via Ii for sufficiently
large i.
A subtle yet critical note here is that this notion of conjugacy occurs between
distinct domains so we verify manually that ρ2(φi) = ρ
2(βi) for i ≥ N . First
if λi ∈ Spec(βi) with eigenvector viλ we let wiλ = Ii(viλ) ∈ Vg so that (Ii ◦ βi ◦
I−1i )(wλ) = (Ii ◦ βi)(viλ) = Ii(λiviλ) = λiwiλ and the two indeed share the same
eigenvalues with Ii mapping eigenvectors of βi to eigenvectors of φi.
The remaining concern is regarding the preservation of the conjugacy class of
the elliptic eigenvalues since they are the only eigenvalues which effect ρ2. We must
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verify that the symmetric bilinear form written below maintains the same number
of positive eigenvalues under each Ii, that is if Eλ ≤ V C is an elliptic eigenspace
for βi we let
Qi : Eλi × Eλi → R
(z, z′) 7→ Im(ω(z, z′)).
so that the corresponding bilinear form for φi will be given by Qi ◦ (I−1i × I−1i )
defined over the eigenspace Fλi = Ii(Eλi).
Qi ◦ (I−1i × I−1i ) : Fλi × Fλi → R
(z, z′) 7→ Im(ω(I−1i (z), I−1i (z′))).
We have implicitly extended I−1i to a complex symplectic map in the natural way
(I−1i (iv) := iI
−1
i (v)) so that I
−1
i (z) = I
−1
i (z) meaning
Im(ω(I−1i (z), I
−1
i (z
′))) = Im(ω(I−1i (z), I
−1
i (z
′))).
Then since each Ii is simply the co-isotropic reduction of dom(L) restricted to
Ei we see that ω(I
−1
i z, I
−1
i z
′) = ω(z, z′) for any z, z′ ∈ F iλ and the two bilinear
forms coincide via Ii and therefore share the same number of positive eigenvalues
and ρ2(βi) = ρ
2(φi) for any i ≥ N . 
9. Concluding Proofs for the Main Theorems
Theorem 3.2. Define the map ρˆ : Λ2n \ H → S1 by ρˆ(L) := ρ2(φ) for any L ∈
Λ2n \H possessing the unique decomposition,
L = ker(L)× {0} ⊕ {0} × halo(L)⊕Gr(φ) ≤ (Vs × Vs)⊕ (Vg × Vg).
Then the map ρˆ is continuous and the diagram below commutes.
Λ2n \H
Sp(2n) S1
ρˆ
Gr
ρ2
Proof: We first refer above to our implicit use of theorem 6.1 decomposing L
since dom(L) ∩ halo(L) = {0}. For every L = Gr(A) ∈ Λ02n ∼= Sp(2n) we know
φ = A : V 	 so that ρˆ(L) = ρ2(A) and the above diagram commutes so that ρˆ
extends ρ2 via the graph map, it remains to show continuity.
Note that for any L ∈ Λn2n ∼= Λn×Λn that ρ(L) = ±1 for sufficiently large i (8.1)
so that ρˆ(L) = limi→∞ ρ2(Ai) = 1 for any sequence Ai such that Gr(Ai)→ L ∈ Λn2n
and ρ2 may be (rather trivially) continuously extended to Λn2n.
For L ∈ Λk2n with 1 ≤ k ≤ n − 1 from theorem 8.2 we see there exists some
N ∈ N for which Ai = αi ⊕ βi ∈ Sp(Eis) × Sp(Eig) ∼= Sp(Vs) × Sp(Vg) (the first
coordinate of this isomorphism is arbitrary but since αi diverges it is of no concern,
the second coordinate isomorphism is unique for large i via theorem 8.2) such that
Gr(Ai) = Gr(αi)⊕Gr(βi)→ ker(L)× {0} ⊕ {0} × halo(L)⊕Gr(β).
For any (v, w) ∈ Gr(β) we may decompose v = vk + vg ∈ ker(L) ⊕ Vg so
that since (vk, 0) ∈ ker(L) × {0} we have that (vg, w) ∈ L. Then since we know
Projhalo(L)(E
i
g) = {0} for i ≥ N then w = wh +wg ∈ halo(L)⊕ Vg with wh = 0 so
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that (vg, wg) ∈ Gr(β) ≤ L since vg ∈ Vg means we have wg = φ(vg), i.e. the two
graphs are seen to coincide after removing the ker(L) components from the source
in Gr(β). This is simply an excessive confirmation that the normal form given in
theorem 6.1 is identical to the limit of Gr(αi)⊕Gr(βi) after what amounts to some
column operations on Gr(β).
Now since Gr(αi)→ ker(L)×{0}⊕ {0}× halo(L) with ker(L)∩ halo(L) = {0}
then theorem 8.1 shows that ρ2(αi) = 1 for i ≥ N and thus ρ2(Ai) = ρ2(αi)ρ2(βi) =
ρ2(βi) for all i ≥ N . Then since ρ is continuous on Sp(Vg) it follows that
lim
i→∞
ρ2(Ai) = lim
i→∞
ρ2(βi) = lim
i→∞
ρ2(φi) = ρ
2(φ)
and ρˆ(L) := ρ2(φ) is indeed continuous. 
Theorem 9.1. (theorem 3.1, part 2) There exists a unique real valued continuous
function ∆ˆ defined on fixed endpoint homotopy classes of paths in Λ2n \H such that
for any path γ ∈ Sp(2n) we have that ∆ˆ(Gr(γ)) = 2∆(γ).
Proof: We begin by restating the construction of the extended mean index
for arbitrary paths γ : I → Λ2n \ H using the unique continuous map θˆ : I → R
satisfying θˆ(0) ∈ [−pi, pi) and (ρˆ ◦ γ)(t) = eiθˆ(t) for all t ∈ I. Then if we let
∆ˆ(γ) = θˆ(1)−θˆ(0)2pi it is invariant on fixed endpoint homotopy classes by construction
and since ρˆ = ρ2 on Λ02n
∼= Sp(2n) its clear that for paths γ ⊂ Sp(2n) that
θˆ(t) = 2θ(t) so that
∆ˆ(Gr(γ)) =
2θ(1)− 2θ(0)
2pi
= 2∆(γ). 
Theorem 9.2. (theorem 3.1, part 3) Given γ : I → Λ2n\H and defining the product
(γ · γ)(t) := γ(t) ◦ γ(t) as canonical relations, then ∆ˆ(γl) = l · ∆ˆ(γ) for l ≥ 0.
Proof: Recalling lemma 7.3 we see that ρˆ(γl(t)) = ρˆ(γ(t))l for all t ∈ [0, 1] and
l ∈ N. Then the unique angle function θˆ satisfying (ρ ◦ γ)(t) = eiθˆ(t) and the com-
putation ρ(γl(t)) = ρ(γ(t))l = (eiθˆ(t))l = eilθˆ(t) shows that ∆ˆ(γl) = lθˆ(1)−lθˆ(0)2pi =
l∆ˆ(γ). A quick verification shows that γ0(t) = 4V for any γ so that ∆(γ0(t)) = 0.

10. Remarks
10.1. The extended Mean index on Λ2 \ H. As mentioned above ∆ may be
defined on paths in Sp(2n) originating at the identity so that since ∆ is constant
on fixed end-point homotopy classes, S˜p(2n) may be used as the domain instead.
This is defined via the association of any γ where γ(0) = Id with some g ∈ S˜p(2n)
by setting g := γ˜(1) (where γ˜ is the lifted path). This map is clearly onto as S˜p(2n)
is path connected and is one-to-one on fixed end-point homotopy classes of paths.
Remark 10.1. It is well known that pi1(Λ2n) ∼= Z but pi1(Λ2n \H) is likely to be far
larger. The same approach taken in the symplectic case to consider ∆ˆ : Λ˜2n \H →
R will no longer yield a 1 − 1 map (as ρˆ ceases to be a circle map) meaning an
intermediate covering space will be necessary to at least recover the identification
(if not the group structure) which leads us to our next example.
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Example 10.2. For Sp(2) ↪→ Λ2 we have a nice geometric interpretation: Sp(2) ∼=
D2 × S1 and
Λ2 = S
2 × S1/(x, t) ∼ (−x,−t) ∼= D2 × S1/ ∼
where ∼ identifies boundary points which are antipodal with respect to only the
S1 term (i.e. (1, θ, t) ∼ (1, θ, t+ pi)). Then
Λ2 \H ∼= (S2 × S1/ ∼) \ {(0, θ, pi/2) ∼ (0, θ + pi, 3pi/2)}
has pi1(Λ2 \ H) = Z[η] ∗ Z[τ ] where [η] is the push-forward of the generator for
pi1(Sp(2)) and τ corresponds to a loop about the missing circle.
The minimal covering space E →
Pr
Λ2 \H is the one satisfying the property that
Pr∗(pi1(E)) =
{
ηlτη−l | l ∈ Z} which is given by
E = (D2 × R unionsq
φ : ∂	
D2 × R) \K
where the set K = ∂D2× (pi2 +piZ) and φ identifies the boundaries of the two solid
cylinders via (x, t) ∼ (x, t+ pi).
Remark 10.3. The above subgroup of pi1(Λ2 \ H) is in the kernel for ∆ˆ when
restricted to loops being that ∆ˆ([τ ]) = 1− 1 = 0: it is on such a covering space for
which we will regain the identification between the paths originating at the identity
in Λ2 \H and points in E. One issue still remaining is whether Λ2 \H possesses any
richer structure (like the group structure of S˜p(2n)) so that ∆ˆ may satisfy some
analog of the algebraic properties ∆ possesses.
Figure 1. (Mathematica 10) See Λ02
∼= Sp(2) with H in red (light
gray) and the two connected components of the co-oriented sur-
face of parabolic transformations in blue (dark gray). A pair of
boundary identifications are labeled by like colored ellipses.
10.2. Smooth Canonical Relations. The extended mean index is tied signifi-
cantly to linear relations, and in particular to apply this mean index to lineariza-
tions of paths along Lagrangian submanifolds will impose significant constraints on
said submanifold, two of which follow below are necessary to define the mean index
of a path on a Lagrangian submanifold.
(1) First we require (M,ω) be a symplectic manifold with dim(M) = 4l for
some l ∈ N and let L be a Lagrangian submanifold. Then there must be
a smooth bundle decomposition TM = B ⊕ C where B → M and C →
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M are 2l dimensional real vector bundles modeling the source and target
equipped with some unique bundle isomorphism B ∼= C without which
critical concepts such as ker(TxL) would be meaningless. It is common to
consider smooth relations M ×M for symplectic manifolds M for which
this property holds by construction.
(2) Next we would need that TxL /∈ LagGr(TxM)\Hx for all x ∈ L (or at least
for all x ∈ γ(I), that is the path we are linearizing must stay away from such
points) where Hx = {L ∈ LagGr(TxM) |piBx(L) ∩ (L ∩ ({0}x × Cx))} =
{0}x as well as some further regularity conditions as detailed in [Wei09]
among others. This leads to the question of whether there exists any global
obstructions to a Lagrangian submanifold satisfying these conditions, as
well as the possibility that such Lagrangian submanifolds may be rare or
non-existent for large classes of manifolds satisfying the first property.
(3) Many of the proofs referenced in the introduction rely on ∆ being a quasi-
morphism for which there is no obviously useful analogue in the extended
case known to the author.
The question of which smooth canonical relation framework to work in is also
an immediate question. Perhaps the most promising is the Wehrheim-Woodward
method applied to Lagrangian relations found in [WehW] and [LiW]. The highly
selective category WW(SLREL) consists of pairs (L, k) where L is a canonical re-
lation and k a non-negative integer measuring failure of transversality. The details
of the construction are too nuanced for this paper but a critical step involves con-
structing LagGr•(V ) := unionsq∞k=0LagGr(V ) × {k} equipped with a topology induced
by a discrete metric which yields a weaker topology on each LagGr(V )×{k} than
the usual one over which both the composition and reduction operations become
continuous.
Additionally the properties established regarding composable tuples of Lagrangian
relations, (L1, L2, . . . , Ln) may in particular yield information in the context of
time-dependent flows where the iterated return maps (relations) may be distinct.
Similarly another benefit of the potential use of the mean index in WW(SLREL)
is the ability to coherently form a composition of distinct L,L′ ∈ Λ2n \H so that
bounds of the type |∆ˆ(L ◦ L′) − ∆ˆ(L) − ∆ˆ(L′)| may at least be defined, if not
bounded (as is the case with ∆ since it is a quasimorphism).
Alternatively one might use the extended mean index to define the mean index
of unbounded paths of symplectomorphisms converging in graph to L ∈ Λ2n \H,
perhaps near unbounded punctures of pseudoholomorphic curves.
10.3. A Proof That the Converse of Theorem 3.2, part 1 is False.
Lemma 10.4. Such a Vg as described in lemma 6.1.1 with an associated unique
φ ∈ Sp(Vg) exist if dim((Lω1 + Lω2 ) ∩ (L1 ∩ L2)) ≤ r = dim(Lω1 ∩ Lω2 ) where
Dim(L1 ∩ L2) = 2n − 2k + r for some 0 ≤ r ≤ k. In particular this shows that
the hypothesis of theorem 6.1 is not a necessary one for some L ∈ Λ2n to possess a
uniquely determined graph portion. See (5.1) for the isotropic pair invariants used
above.
Proof: We first claim that such a Vg exists when
dim((L1 ∩ L2)/(Lω1 + Lω2 ) ∩ (L1 ∩ L2)) ≥ 2n− 2k.
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It is important to note that L1 ∩ L2 is no longer necessarily symplectic. The
above certainly implies the existence of a Vg ≤ L1∩L2 such that dim(Vg) = 2n−2k
as well as condition (3) of the proof for theorem 6.1, that is Vg ∩ Lωi = {0} since
Vg ⊂ L1∩L2. Whether Vg may be chosen to be a symplectic subspace remains to be
shown. Since (L1∩L2)/((Lω1 +Lω2 )∩ (L1∩L2)) carries a unique reduced symplectic
form ωred([v], [w]) = ω(v, w) we may choose symplectic Vˆg ≤ (L1∩L2)/((Lω1 +Lω2 )∩
(L1 ∩ L2)) with dimension 2n − 2k and choose Vg ≤ L1 ∩ L2 such that Vg ∼=
pi1,2
Vˆg.
Then since pi∗1,2ωred = ω on L1 ∩ L2 ≤ V it follows that Vg will be a symplectic
subspace of V . Thus the above bound guarantees the existence of Vg such that
φ ∈ Sp(Vg).
We observe that
dim((L1 ∩ L2)/(Lω1 + Lω2 ) ∩ (L1 ∩ L2)) ≥ 2n− 2k ⇔
(2n− 2k + r)− dim((Lω1 + Lω2 ) ∩ (L1 ∩ L2)) ≥ 2n− 2k ⇔
dim((Lω1 + L
ω
2 ) ∩ (L1 ∩ L2)) ≤ r = dim(Lω1 ∩ Lω2 ).
In the context of theorem 3.1 we see that κ = 0 implies r = 0 and indeed
dim((Lω1 ⊕ Lω2 ) ∩ (L1 ∩ L2)) = dim((ker(L)⊕ halo(L)) ∩ Vg) = 0. 
Example 10.5. An explicit example of the existence of Lagrangian L where κ(L) 6=
0, yet φ is uniquely determined follows below. Due to the nature of the bounds
imposed on the invariants found in equation (5.1) such an L exists only when
n ≥ 3, indeed since any L ∈ Λ14 has either r = 0 or r = 1 then either L /∈ H or
dom(L) = ran(L) respectively. Let
L = 〈(e1, 0), (e2, 0), (e3, f3), (f3, e3), (0, e1), (0, f2)〉 ≤ R6 × R6
where (ei, fi)
3
i=1 is a Darboux basis and L is Lagrangian.
We observe that L1 = 〈e1, e2, e3, f3〉, L2 = 〈e1, e3, f2, f3〉, Lω1 = 〈e1, e2〉 and Lω2 =
〈e1, f2〉. Thus dim(L1 ∩Lω2 ) = 1 yet Vg = 〈e3, f3〉 ≤ L1 ∩L2 satisfies Vg ∩Lωi = {0}
for i = 1, 2. Additionally we see that φ =
(
0 1
1 0
)
under basis (e3, f3). Verifying
with the above lemma we see that indeed dim((Lω1 +L
ω
2 )∩ (L1∩L2)) = 1 ≤ r since
r = dim(Lω1 ∩ Lω2 ) = 1.
What follows is an explicit example referenced in remark 2.4 regarding the failure
of continuity for ρ when extending to Λ2n \H.
Example 10.6. Given a Darboux basis (ei, fi)
n
i=1 for a symplectic vector space V
consider the two following sequences of symplectic matrices,
Ak := Diag(1/k, . . . , 1/k︸ ︷︷ ︸
n times
, k, . . . , k)
Bk := Diag(−1/k, . . . , 1/k,−k, . . . , k).
We observe for each k that ρ(Ak) =
∏n
i=1 1 = 1 and ρ(Bk) = −
∏n
i=2 1 = −1,
i.e. each Ak is positive hyperbolic and each Bk negative hyperbolic. Then it’s easy
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to observe that
Gr(Ak) = 〈(e1, e1
k
), . . . , (en,
en
k
), (f1, kf1), . . . , (fn, kfn)〉
→ 〈(e1, 0), . . . , (en, 0), (0, f1), . . . , (0, fn)〉
Gr(Bk) = 〈(e1, −e1
k
), . . . , (en,
en
k
), (f1,−kf1), . . . , (fn, kfn)〉
→ 〈(e1, 0), . . . , (en, 0), (0,−f1), . . . , (0, fn)〉.
Thus both Gr(Ak)→ L← Gr(Bk) yet ρ(Ak) = 1 6= −1 = ρ(Bk) while ρ2(Ak) =
1 = ρ2(Bk) for all k ∈ N.
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