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1. Introducción  
1.1. Motivación y contexto del proyecto 
Durante los últimos años las tecnologías han ido avanzando en gran parte 
gracias a la competencia del mercado de las telecomunicaciones.  
Esto ha llevado a que surjan tecnologías cada vez más atractivas para el 
consumidor, que pese a ser creadas con un propósito concreto, conllevan 
grandes posibilidades en otros ámbitos.  
La motivación de este proyecto nace precisamente de esto, de analizar el 
nacimiento de una de estas nuevas tecnologías, en concreto las 
posibilidades y limitaciones de Kinect y a su vez, experimentar de una 
manera práctica con ella. 
 
1.2. Objetivo 
El principal objetivo será la creación de una aplicación que utilice kinect 
como único medio de interacción, y aprovechar esta misma aplicación con el 
fin de analizar las posibilidades que ofrece.  
La aplicación consistirá en un visor de imágenes que interaccionará con 
unos gestos predefinidos que el usuario deberá llevar a cabo. 
Desde una visión general la aplicación debe ser capaz de: 
 Cargar cualquier imagen que se añada en la carpeta de imágenes 
 
 Pre visualización de imágenes 
 
 Selección de imágenes 
 













1.3 Tecnología y entorno de trabajo 
 
Para el desarrollo de la aplicación se usará el lenguaje de programación 
C++, la API de Directx9, la API de Windows Win32 y el SDK de Microsoft 
para la Kinect. 
La elección de estas herramientas partió de una primera decisión de usar el 
SDK de Kinect para el desarrollo de la aplicación, como consecuencia, esto 
forzó el usar la API win32, y dado que ya nos hallábamos en entorno 
Windows, la decisión de que tipo de librerías usar para el desarrollo gráfico, 
que en un primer momento después de ver las distintas posibilidades se 
debatía entre OpenGl y Directx, se inclinó hacia Directx.  
Finalmente dado que programábamos con la API de Windows se debía elegir 
un lenguaje de programación que pudiera usarla y se decidió por el C++ 





Este proyecto se empezó el 5/08/2011, y según una primera valoración en 
el informe previo, se pretendía acabar con su desarrollo el 25/12/2012. 
Toda la planificación inicial se basaba en cuatro fases: estudio previo de las 
herramientas y entorno, estudio de las posibilidades y desventajas de 











































2.1 Descripción técnica 
 
Kinect cuenta con una cámara RGB, un sensor de profundidad, un 
micrófono multiarray y un procesador personalizado que ejecuta el software 
patentado, que proporciona captura de movimiento de todo el cuerpo en 
3D, reconocimiento facial y capacidades de reconocimiento de voz. 
El micrófono de Kinect permite llevar a cabo la localización de la fuente 
acústica y la supresión de ruido ambiental. 
La cámara cuenta con dos tipos de resolucion (320×240 y 640×480, ambas 
de alto color) y envía datos con una frecuencia de actualización de 30 fps. 
Lo que significa que algunos movimientos tendrán unos frames de retraso, 




• Lentes de color y sensación de profundidad 
 Micrófono multi-arreglo 
 Ajuste de sensor con su motor de inclinación 
 
Campo de visión 
• Campo de visión horizontal: 57 grados 
• Campo de visión vertical: 43 grados 
• Rango de inclinación física: ± 27 grados 










Data Streams (Flujo de datos) 
• 320 × 240 a 16 bits de profundidad @ 30fps 
• 640 × 480 32-bit de color @30fps 
• Audio de 16-bit @ 16 kHz 
 
Sistema de Seguimiento 
• Rastrea hasta 6 personas, incluyendo 2 jugadores activos 
• Rastrea 20 articulaciones por jugador activo 
 
Sistema de audio 
• Sistema de cancelación de eco que aumenta la entrada de voz 





















2.2 Como funciona 
 
Si bien Kinect tiene las mismas características que una cámara normal, lo 
que la hace tan especial es la integración del sensor de profundidad junto a 
su procesador. 
Para detectar la profundidad Kinect utiliza un emisor de infrarrojos para 
emitir una nube de puntos, si utilizáramos un visor nocturno podríamos 






Esta multitud de puntos marca la distancia, es decir, Kinect calcula la 
distancia entre donde estaba el punto al proyectarlo a donde está en la 
proyección.   
Pero como decíamos, esto sería una simple cámara con un sensor de 
profundidad si no fuese por la tecnología que lleva integrada que es capaz 








Nube de puntos emitidos por Kinect 
 







Este proceso es el método por el que kinect es capaz de detectar la figura 
humana cuando se sitúa delante.  
Consta de 6 pasos: 
1- El sensor lanza la nube de puntos 
2- Kinect crea el mapa de profundidad a partir del sensor. 
3- Detecta el suelo y separa los objetos del fondo para encontrar el 
contorno humano. 
4- Hace una clasificación de las partes humanas. 
5- Identifica las articulaciones. 


















2.3 Software development kit de Kinect 
 
En junio de 2011 Microsoft publicó de manera gratuita (temporalmente) el 
SDK de Kinect para que los desarrolladores puedan acceder al código y las 
herramientas facilitadas por la compañía para crear aplicaciones capaces de 
correr en entornos Windows. 
Gracias a este SDK se podrá tener acceso a las siguientes características. 
Los últimos avances en el procesamiento de audio, que incluyen un 
conjunto de micrófonos de cuatro elementos que cancelan el ruido 
acústico de manera sofisticada para un sonido nítido. 
Localización de la fuente de sonido para la formación de haz, que 
permite la determinación de la localización espacial de un sonido, 
mejora de fiabilidad cuando se integra con la API de reconocimiento 
de voz. 
Profundidad de datos que proporciona la distancia de un objeto desde 
la cámara Kinect, así como el audio primas y datos de la imagen, que 
en conjunto se abren oportunidades para la creación de experiencias 
más ricas naturales interfaz de usuario. 
Alto rendimiento en la capacidad de seguimiento para determinar la 
posición del cuerpo de una o dos personas se desplazan dentro de la 
vista del radio de Kinect. 
Documentación de la API y una descripción de la arquitectura SDK. 












2.4 Kinect puesta a prueba 
 
Una vez familiarizado con el entorno podemos llevar a cabo diversas 
pruebas con Kinect para poner a prueba diversos rumores que hemos 
encontrado durante la investigación sobre la cámara. Para ello usaremos 
una imagen de profundidad y de la figura del esqueleto, e iremos 
analizando cada una de ellas. 
 
• Lo primero que haremos será analizar la capacidad de Kinect para 

















           
Intensidad de luz alta         Intensidad de luz baja 
     
   A Oscuras 
 
Intensidad de luz solar alta 
 





Como observamos en las imágenes de profundidad la poca intensidad de luz 
no afecta de manera significativa al reconocimiento de la persona, sin 
embargo cuando se aplica una gran cantidad de luz la imagen de 
profundidad empieza a fallar, no es capaz de detectar correctamente. 
• Otro de los temas que encontramos es la posición de la cámara, es decir 
















La distancia mínima para que reconozca el cuerpo es alrededor de 80 cm  y 
la distancia máxima hasta que deja de reconocerlo es de 360 cm, pese al  






















Como vemos al estar sentado reconoce la parte superior del cuerpo 
mientras que la inferior no, esto hace que en principio funcione bién para 
usarla sentado, sin embargo, la perdida de control de la parte inferior a 
veces afecta a la superior haciendo que se pierda momentaniamente. 
 







Como vemos Kinect es capaz de detectar a mas de dos personas (según las 
especificaciones hasta a 6 personas) pero solo puede conseguir las partes 
del cuerpo de dos (dos personas activas), sin embargo aquí lo que 
queríamos comprobar era el criterio de elección de quien es activo y quien 
no. Después de diversas pruebas hemos llegado a la conclusión de que 
tiene dos criterios de elección, en primer lugar y el prioritaria es coger a las 
dos primeras que detecta y el segundo criterio es que si hay varias 
detectadas escoge a las que estén mas cerca de la cámara.   
 Reconocimiento sentado 
 
Reconocimiento de más de dos personas 
 



















Como vemos en la imagen del animal la cámara ha sido capaz de reconocer 
el objeto en movimiento sin embargo al no tener cuerpo humano es incapaz 
de distinguir las partes del animal.  
De otra banda, un objeto inanimado con aspecto humanoide es capaz de 










Reconocimiento de un gato 
 
Reconocimiento de objeto humanoide 
 




















Como vemos es capaz de reconocer la inclinación de los brazos sabiendo así 































Para que detecte dos usuarios correctamente ninguna parte del cuerpo de 
ellos debe ser tapada entre sí, porque así no es capaz de detectar 















Distancia entre usuarios 
 







Si nos ponemos a pensar en utilidades que podemos darle a este tipo de 
cámara encontramos muchísimas utilidades en muy diversos ámbitos, 
veamos algún ejemplo. 
Ámbito videojuegos: 










• Analizar radiografías, topografías. 










   
Analizar radiografías estérilmente 
   
         Juego de conducción 
 








• Agencias de viajes 
• Mando de electrodomésticos. 
• Manejo de robots a distancia. 









• Pase de diapositivas 
• Juegos educativos para niños 
• Pizarras dinámicas. 
• Aprender a tocar instrumentos 









Probador de bolsos 
 
         
   Haciendo clase con Kinect 
 
 










   La aplicación debe reconocer a cualquier usuario. 
   La aplicación solo reconocerá a un único usuario a la vez. 
   La estatura o peso no afectará al desarrollo de la aplicación pero cambiará  
   la posición física inicial del usuario.  
RNF0002   Visualizar imágenes 
 
El sistema solo aceptara imágenes en formato JPG, PNG y GIF. 
La aplicación debe permitir la visualización de cualquier imagen añadida a 
la carpeta Imágenes adjunta en la aplicación. 
RNF0003 Operaciones con imágenes 
 
Cualquier tipo de modificación en la imagen será únicamente durante el 
proceso de visualización. 
RNF0004 Movimientos cámara  
 
Los movimientos para la interacción con la aplicación se limitarán 
únicamente a gestos realizados con los brazos y manos.  
RNF0005 Conexión Kinect 
 
Si la aplicación no detecta una buena conexión con la cámara emitirá una 
ventana de aviso y la aplicación no funcionará.  
 







El diseño estético de la aplicación quedará al gusto del programador. 
RNF0007 Usabilidad 
 
El uso de la aplicación ha de resultar intuitivo. 
Los movimientos escogidos se deben basar en el estudio previo y la 
elección de los usuarios encuestados.  
 
 
3.2 Requisitos funcionales 
 
RF0001  Visualizar imágenes 
 
La aplicación deberá  mostrar en un lateral la lista de imágenes 
disponibles. 
Si la lista de imágenes es más grande que la capacidad de la pantalla, se 
debe permitir el desplazamiento por ellas. 
En caso de llegar al extremo de la lista la aplicación debe permitir volver a 
empezar.  
 
RF0002   Seleccionar imagen 
 






Para seleccionar una imagen se designará una posición de selección en la 
lista en la que habrá que colocarla.  
RF0003 Pre visualizar imagen 
 
La aplicación permitirá pre visualizar la imagen que seleccionemos si así se 
lo indicamos. 
RF0004 Modo presentación  
RF0004.1 Entrar y salir del modo presentación 
 
La aplicación entrará en modo presentación en el que se podrá visualizar la 
imagen en mayor tamaño. 
Des de este modo se permitirá editar la imagen. 
RF0004.2 Desplazamiento de imágenes en modo 
presentación 
 




El zoom deberá permitir acercarse a la imagen. 
El zoom deberá permitir alejarse de la imagen hasta que se vea entera. 
RF0006 PAN 
 


















La aplicación permitirá desplazarse por la imagen cuando sea demasiado 
grande para mostrarse entera. 
Para poder hacer pan se debe estar en modo presentación y haber hecho 
zoom más allá de las medidas visibles de la imagen. 
RF0007 Rotar imagen 
 
La aplicación permitirá rotar la imagen. 
 
Para rotar la imagen debe estar pre visualizada, o bien en modo 
presentación 
   Se rotará 90º en sentido horario por cada movimiento del brazo izquierdo. 
 





3.3 Diagrama de casos de uso 
 













3.4 Análisis de movimientos 
Antes de comenzar a analizar los movimientos recordemos las 
funcionalidades que hemos definido en el diagrama de casos, ya que hemos 
de ponerle un movimiento a cada una de las funcionalidades.  
 Seleccionar imagen 
 Pre visualizar imagen 
 Rotar imagen 
 Entrar/Salir modo presentación 
 Zoom Imagen 
 Pan Imagen 
 



















Para elegir el movimiento de cada imagen tendremos en cuenta tres 
factores, primero la elección del usuario, segundo, las confrontaciones entre 
movimientos y tercero la dificultad de implementación. Una vez tengamos 
los resultados de cada factor por separado crearemos el movimiento más 
adecuada poniéndolos en común. 
El primer paso que haremos será encuestar a 15 personas diestras en 
edades comprendidas entre los 10 y los 60 años sobre qué movimiento 
harían para cada funcionalidad. 
Seleccionar imagen 
Información que tienen los encuestados:  
Tendremos una tira de imágenes en forma vertical y deberemos poder 
desplazarnos por esta lista de manera que para seleccionar una imagen 
debe colocarse en una posición que saldrá indicada. 
Resultados: 
A) Movimiento del brazo entero de arriba abajo o de abajo arriba 
B) Colocar la mano estática arriba o abajo y que la lista se vaya 
moviendo 
C) Que al colocar la mano encima de una de las imágenes se seleccione 
y que para elegir una de las que no se ven usar la opción A o B 
 
 











Pre visualizar imagen 
Información que tienen los encuestados:  
Tendremos una imagen seleccionada y deberemos indicarle que se muestre 
de manera más grande.  
Resultados: 
A) Extender desde el centro hacia los extremos las manos  
B) Empujar la mano hacia la cámara 
C) Retraer la mano hacia atrás.  























Información que tienen los encuestados:  
Tendremos una imagen delante y deberemos girarla.  
Resultados: 
A) Que la rotación de la mano con la muñeca indica el giro. 
B) Que la rotación del brazo gire la imagen. 
C) Indicar el giro con el movimiento de los dos brazos. 
D) Empujándola de una esquina hacia abajo o hacia arriba con un 






















Entrar/Salir modo presentación 
Información que tienen los encuestados:  
Un movimiento que cambié de pantalla.  
Resultados: 
En concreto esta pregunta dio a múltiples y disparatadas opciones, por las 
que elegimos las mas normales y decidimos hacer elegir sobre ellas. 
A) Empujar la mano hacia la cámara 
B) Un aplauso 
























Información que tienen los encuestados:  
Tienen una imagen delante y se ha de hacer un movimiento tanto como 
para acercarte como para alejarte.  
Resultados: 
A) Con las manos en el centro ir alejándolas o acercándolas 
B) Con una flecha como en los mapas arriba reducir hacia abajo 
aumentar.  






















Información que tienen los encuestados:  
Tienes una imagen ampliada y has de desplazarte por ella. 
A) Que la posición de la mano indica hacia qué lado se desplaza 
B) Que si colocas el brazo hacia el extremo de la pantalla se mueva en 
esa dirección 
C) Que la mano derecha al moverlo verticalmente hacia arriba o hacia 
abajo vaya en esa dirección y lo mismo con la mano izquierda pero en 






















Una vez tenemos estos resultados analizaremos los problemas que puede 
dar cada elección en lo referente a comodidad o conflictos. 
Seleccionar imagen 
A) Movimiento del brazo entero de arriba abajo o de abajo arriba 
- Si el movimiento es continuo y realizamos el movimiento de 
arriba abajo o de abajo arriba repetidamente se podría 
confundir el movimiento hacia abajo del movimiento hacia 
arriba.  
- Como seleccionar imagen será algo bastante común, las 
repetición de este movimiento de cara al usuario puede 
suponer demasiado esfuerzo y nos interesa minimizar el 
esfuerzo.  
B) Colocar la mano estática arriba o abajo y que la lista se vaya 
moviendo 
- Dado que la pose de reposo del cuerpo es con los brazos 
estirados hacia abajo, hay la posibilidad de que movamos hacia 
abajo sin tener la intención de ello. 
C)  Que al colocar la mano encima de una de las imágenes se mueva 
hacia la posición de selección y que para elegir una de las que no se 
ven usar la opción A o B. 
         -  Conlleva los mismos problemas que el A i el B. 












Pre visualizar imagen 
     A) Extender desde el centro hacia los extremos las manos  
- Es un buen candidato 
B) Empujar la mano hacia la cámara 
- Es un buen candidato 
C) Retraer la mano hacia atrás.  
-  Es un buen candidato 
D) Empujar la imagen hacia un lado.  
- Es un buen candidato 
Rotar imagen 
A) Que la rotación de la mano con la muñeca indica el giro. 
- La limitación de la muñeca para girar implica que debemos 
volver al punto de inicio para volver a girar lo que conlleva a 
una posible confusión entre si es giro hacia la izquierda o giro 
hacia la derecha. 
B) Que la rotación del brazo gire la imagen. 
- Quizás podría haber problemas si no se hiciese un movimiento 
muy parecido al circular. 
C) Indicar el giro con el movimiento de las dos manos. 
- Implicaría mayor esfuerzo que otros movimientos 
D) Empujándola de una esquina hacia abajo o hacia arriba con un 
movimiento vertical del brazo.  
- Si el movimiento es continuo y realizamos el movimiento de 
arriba abajo o de abajo arriba repetidamente se podría 
 





confundir el movimiento hacia abajo del movimiento hacia 
arriba.  
Entrar/Salir modo presentación 
A) Empujar la mano hacia la cámara 
- Es un buen candidato 
B) Un aplauso 
- Es un buen candidato 
C) Separar las manos del centro de la pantalla hacia los extremos 
rápidamente 





A) Con las manos en el centro ir alejándolas o acercándolas 
- Si quieres acercar mucho o alejar mucho y necesitas volver al 
punto de inicio puede confundirse el alejar del acercar.  
B) Con una flecha como en los mapas arriba reducir hacia abajo 
aumentar.  
- Es una buen candidato 
C) Brazos en forma de cruz para ampliar y hacia el centro para reducir 










A) Que la posición de la mano indica hacia qué lado se desplaza 
- Si vas hacia un lado y aún falta imagen y quieres ir más hacia 
ese lado debes volver al punto de inicio y durante ese trayecto 
es posible confundir el movimiento.  
B) Que si colocas el brazo hacia el extremo de la pantalla se mueva en 
esa dirección 
- Es un buen candidato 
C) Que la mano derecha al moverlo verticalmente hacia arriba o hacia 
abajo vaya en esa dirección y lo mismo con la mano izquierda pero en 
sentido horizontal.  
- Si vas hacia un lado y aún falta imagen y quieres ir más hacia 
ese lado debes volver al punto de inicio y durante ese trayecto 
es posible confundir el movimiento.  
 
  
Una vez hemos analizado las elecciones de  los usuarios, vistos los 
inconvenientes que plantean y hecho pruebas de implementación para ver 
si era posible, se ha tomado la decisión de los movimientos que se 












3.5 Descripción de los casos de uso 
 
 Añadir imágenes 
Descripción Se añaden nuevas imágenes a la aplicación. 
Precondición Solo pueden tener el formato gif, jpg, png y bmp. 
Activación El usuario accede a la carpeta Imágenes de la aplicación. 
Escenario 
principal 
El usuario transfiere las imágenes q le interese a la 






Descripción Se selecciona la imagen que se quiere.  
Precondición Ha de haber al menos una imagen 
Activación En la pantalla principal 
Escenario 
principal 
El usuario debe colocar su mano derecha en la posición 
superior de la lista de imágenes y apartarla cuando la 




En caso de haber solo una imagen está estará 














Pre visualizar imágenes 
Descripción Se muestra en un tamaño más grande la imagen 
seleccionada 
Precondición Ha de haber alguna imagen seleccionada 
Activación En la pantalla principal una vez seleccionada la imagen 
Escenario 
principal 
El usuario debe desplazar el brazo derecho desde la 
posición de la imagen seleccionada hacia la izquierda de la 








Descripción Rota la imagen seleccionada, ya sea en el modo 
presentación o una vez pre visualizada,  90º en el sentido 
horario 
Precondición La imagen ha de estar pre visualizada o estar en modo 
presentación 
Activación Con la imagen pre visualizada o en modo presentación 
Escenario 
principal 
El usuario debe colocar la mano izquierda en la parte 
superior de la pantalla y bajarla verticalmente hacia la 

















Descripción Se amplía la imagen seleccionada y se permite la 
modificación de esta.  
Precondición Ha de haber una imagen seleccionada 
Activación En la pantalla principal 
Escenario 
principal 
El usuario debe hacer coincidir su mano izquierda con la 
derecha en forma de aplauso durante no más de 2 
segundos.  De la misma manera para salir del modo 






Seleccionar imágenes (Presentación) 
Descripción Se selecciona la imagen que se quiere estando en el modo 
presentación. 
Precondición Ha de haber al menos dos imágenes. 
Activación En el modo presentación 
Escenario 
principal 
El usuario debe desplazar la mano derecha del lateral 
derecho de la imagen hacia el izquierdo como si la 
empujase para seleccionar la imagen de la derecha. El 
movimiento contrario, es decir, la mano izquierda en el 
lateral izquierdo desplazada hacia el lateral derecho, 















Descripción Se acerca a la imagen o se aleja.   
Precondición Ha de haber al menos una imagen 
Activación En el modo presentación una vez seleccionada la lupa de 
la barra de herramientas 
Escenario 
principal 
El usuario debe colocar los brazos en cruz para acercarse 
a la imagen, o bien colocar los brazos estirados hacia el 








Descripción Se desplaza por la imagen si esta es más grande que la 
pantalla 
Precondición Ha de haber al menos una imagen 
Activación En el modo presentación si la imagen ocupa más que la 
pantalla después de haber usado el zoom.   
Escenario 
principal 
El usuario debe colocar la mano derecha encima de las 
flechas para desplazarse hacia la dirección que apuntan, 


















Lista de  
imágenes 
Zona de selección 
4. Diseño 
 
El diseño de la aplicación no era algo prioritario durante la creación de está, 
por lo tanto se dejó una interfaz bastante simple e intuitiva. 
 
La aplicación tendrá dos pantallas básicas, una que hará la función de inicio, 
en la que se podrán ver las imágenes en pequeño y pre visualizarlas, y otra 
para representar el modo presentación donde se podrán ver en tamaño más 
grande y navegar por ella.  
 
La estructura de estas se hará teniendo en cuenta las especificaciones 
previas en cuanto a funcionalidad.  
 
 









































































A continuación se detallarán brevemente las distintas tecnologías que han 




Es el lenguaje de programación escogido para la creación de la aplicación, 
este lenguaje fue creado con la idea de extender el ya existente C pero con 
capacidad de poder manipular objetos.  
Una de las particularidades de c++ es la posibilidad de redefinir los 





Es la interfaz de programación de aplicaciones de Windows (Windows 
application programming interface). Está formada por un conjunto de 
librerías dinámicas que se usan para poder programar en el sistema 
operativo Windows.  Si clasificamos por categorías sus funciones 
encontramos las siguientes: 
• Depuración y manejo de errores 
• E/S de dispositivos 
• Varias DLL, procesos e hilos 
• Comunicación entre procesos 
• Manejo de la memoria 
• Monitoreo del desempeño 
• Manejo de energía 
• Almacenamiento 
• Información del sistema 
• GDI (interfaz para dispositivos gráficos) de Windows (tales como 
impresoras) 









Microsoft visual c++ 2010 
Para poder programar de una manera más eficiente y comoda, se ha 
utilizado un entorno de desarrollo integrado para lenguajes de 
programación C, C++ y C++/CLI. Ya que está especialmente diseñado para 
el desarrollo y la depuración de código escrito para las API’s de Windows y 
Directx.  
Gracias a las herramientas que incluye como son el IntelliSense, 





El sdk de kinect es un kit de desarrollo que saco Microsoft para facilitar el 
uso de la programación con Kinect de manera que puedas interactuar con 




SDK Directx 9.0  
Es una colección de API desarrolladas para facilitar las complejas tareas 
relacionadas con multimedia, especialmente programación de juegos y 
vídeo, en la plataforma Microsoft Windows.  La lista de las API’s que lo 
forman son las siguientes: 
 Direct3D 















5.2 Detalles de implementación 
 
Para implementar la aplicación se optó por generar una aplicación en 
entorno Windows, la cual contenía un frame de directx para poder crear 
objetos poligonales dentro de él.  
 
Para generar la vista previa de las imágenes se crean tantos cuadrados 
como imágenes contenga la carpeta Imágenes, en estos cuadrados se le 
añade la textura, que no es otra que las propias imágenes.  
 
Una vez tenemos los cuadrados creados con las texturas apropiadas ya 
podemos tratar cada uno de los polígonos, provocando así el efecto que 
queramos a las imágenes, como desplazamientos, rotaciones, escalados… 
 
Para evitar que un movimiento perjudicase a otro se tuvo que implementar 
alguna manera para que el sistema supiese que debía empezar a detectar el 
movimiento, ya que Kinect captura los puntos continuamente. Esto se 























     Esquinas  
     Laterales 
     Inferior y superior  
     Centro  




Para la selección de imágenes se optó por detectar si la mano derecha se 
colocaba en la esquina superior de la lista de imágenes esto provocaría 
mover una imagen, por lo tanto se irían moviendo las imágenes siempre 
que se mantenga la mano allí. 
 
Pre visualización 
Para la pre visualización se optó por detectar a partir de que la mano 
derecha se colocase encima de la imagen seleccionada y desde ahí detectar 
un movimiento lateral hacia el centro de la pantalla. Para ello se capturaba 
el momento en que se ponía la mano encima de la imagen (centro lateral 
derecho) y se consultaba si al cabo de un segundo la mano estaba cerca del 
centro de la pantalla.   
 
Modo presentación 
Para el cambio a modo presentación simplemente detecta si la mano 
izquierda y la derecha comparten el mismo punto o muy cerca, pero que a 
la práctica es como dar un aplauso.  
 
Rotación 
La rotación de la imagen se implementó de manera que en el momento que 
detectase la mano izquierda sobre la esquina superior izquierda calculase si 
al cabo de un segundo estaba cerca de la esquina inferior izquierda, es 










Para el zoom se optó por crear un botón específico para detectar que estaba 
activo y así evitar activar el movimiento con otro tipo de movimientos 
involuntarios.  
Una vez activado para acercarse se ha de detectar que la mano derecha 
esta hacia el centro de la zona lateral derecha y la mano izquierda hacia el 
centro de la zona lateral izquierda.  
Para alejarse debe detectar tanto la mano derecha como la mano izquierda 
hacia el centro de la pantalla.  
 
Pan 
Finalmente para la activación del pan se debe estar en modo zoom y que la 
imagen sea más grande que la pantalla, en este momento aparecen unas 
flechas que indican hacia donde se puede desplazar. Para desplazarlas se ha 
de colocar la mano derecha encima de estas flechas que están situadas en 
los centros de los laterales y en el centro de la parte inferior y superior. En  
el caso del lado izquierdo se deberá usar la mano izquierda.  
 
 
A continuación dejamos una serie de grafos que muestra los gestos y 


















Desplazar imágenes derecha e izquierda: 
 


















































































           Desplazar Izquierda                Desplazar Derecha 
 
             Desplazar Arriba                                   Desplazar Abajo 
 





6. Pruebas finales 
Una vez acabada la aplicación se ha dado a probar a los mismos 15 
encuestados para evaluar su usó. 
A los usuarios de menos de 15 años y a los mayores de 50 les ha resultado 
más costoso aprender a usar la aplicación, sin embargo al cabo de unos 
minutos de pruebas han conseguido tener un control bastante aceptable de 
la aplicación. 
En cuanto a los usuarios de edades comprendidas entre los 15 y los 50, han 
tardado poco en sentirse cómodos con los movimientos y han llegado a un 
control muy bueno de la aplicación. 
Los usuarios con conocimientos informáticos les ha resultado mucho más 
fácil que al resto con conocimientos de nivel usuario.  
Una vez realizada la prueba a los distintos usuarios observamos diversos 
errores y les intentamos dar solución: 
 
- A diferentes estaturas se debía cambiar la posición de la cámara y 
esto resultaba un inconveniente a nivel funcional. 
Solución: Se le añadió la opción de mover la cámara con el teclado 
para configurar el ángulo de ésta y así ajustarla a la altura deseada.  
 
- Al estar delante la cámara y hacer algún gesto involuntario como 
pudiese ser el caso de rascarse o un movimiento involuntario con el 
brazo se confundía con algún gesto definido.  
Solución: Marcar los movimientos aún más apurando los márgenes 
al reconocer lo que es un gesto. Sería lo equiparable a los errores del 











- De la misma manera que pudimos observar en las pruebas de Kinect 
al hacer pruebas con luz solar la cámara le cuesta reconocer el 
cuerpo. 
Solución: La cámara no funciona bien con luz solar así que no hay 
solución posible, simplemente, usarlo en interior. 
 
- En cuanto a la utilización del programa los usuarios comentaron que 
el pulsar la lupa debían desplazarse y les era incomodo tener que 
levantar tanto el brazo. 
Esto era inevitable ya que el rango de un usuario estático con los 
brazos es la que marca la circunferencia creada con sus brazos, sin 
embargo la pantalla es rectangular, así pues, para poder llegar a las 








Solución: Sin embargo, pese a que el desplazamiento es inevitable se 
optó por disponer del botón de la lupa en la parte inferior, ya que era 
más cómodo para los usuarios que tener que levantar el brazo.  
 
- En un primer momento la rotación solo se realizaba hacia un solo 
lado con la mano izquierda, esto era debido a que se quería evitar la 
confusión de si se rotaba hacia arriba o hacia abajo como se ha 
explicado, sin embargo, y dado que todos los usuarios lo pidieron, se 
quería poder rotar hacia el otro lado. 
Solución: Con el fin de seguir evitando la confusión se decidió usar la 
mano derecha con el mismo movimiento que la izquierda para rotar en 
sentido inverso.  
 





- Por último, una vez acabada la aplicación y puesta aprueba 
descubrimos que cuantas más horas esta encendido el ordenador con 
Kinect en funcionamiento más lento iba llegando hasta a fallar el 
reconocimiento. 
Solución: Realmente no es un problema de la aplicación sino del 
ordenador en el que se ha creado, ya que su rendimiento disminuye 
con los años. 
 
Finalmente se ha creado un video ilustrativo para enseñar el funcionamiento 
de la aplicación y se ha subido a YouTube, aquí tenéis el enlace junto a una 















7. Planificación final y costes 
 
A la finalización de este proyecto y partiendo de la planificación inicial 
vemos que ha habido un pequeño retraso de 2 o 3 días en cuanto a la 
documentación, el resto se ha cumplido con bastante exactitud y en caso de 
haberse retrasado algún día se ha compensado haciendo más otros días.  
 
COSTES 
En cuanto a los costes del proyecto se dividen en costes del material, costes 
del software y costes del personal, a continuación se detallan cada uno. 
 
COSTE DEL MATERIAL 
El único coste material que implica este proyecto es la cámara Kinect y el 
cable para poder conectarla por usb a un ordenador. 
Material Coste 
Kinect 100€ 
Adaptador USB para Kinect 50€ 















COSTE DEL PERSONAL 
Pese a que este proyecto ha sido realizado por una única persona, 
intentaremos dar la versión global del coste que haría falta para llevarlo a 
cabo a mayor escala. 
ANALISTA: Se encargará de realizar el análisis de los requisitos y la 
elección de movimientos 
DISEÑADOR: Se encargará del diseño gráfico de la aplicación 
PROGRAMADOR: Llevará a cabo la implementación total de la aplicación y 
las pruebas que conlleva.  
DOCUMENTADOR: Documentará el proyecto y a los recursos necesarios 
para el funcionamiento de la aplicación. 
Recurso Horas Precio/Hora %trabajo Total 
Analista 160 25 48% 4000 
Diseñador 40 15 12% 600 
Programador 156 25 47% 3900 
Documentador 60 15 18% 900 















COSTE DE SOFTWARE 
Los costes de los programas usados dado que se han usado licencias de la 
UPC no ha habido ninguno, sin embargo y para seguir en la línea del coste 
real pondremos el precio del mercado.  
Software Coste 
Microsoft Visual Studio    12.769€ 
 TOTAL 12.769€ 
 
COSTE TOTAL 
El coste total viene a ser la suma de todos los costes antes descritos (costes 






















Como conclusión podemos afirmar que hemos conseguido llevar a cabo los 
objetivos propuestos, tanto el de llevar a cabo pruebas con esta nueva 
tecnología como realizar una aplicación funcional que interactuase con ella.  
Por otro lado, una vez acabado el proyecto podemos afirmar que con más 
tiempo podríamos haber conseguido una aplicación mucho más compleja, 
sin embargo al no tener una base de las tecnologías que se han usado y 
haber tenido que empezar de cero ha supuesto un gran retraso en la 
implementación de la aplicación. 
 
OPINIÓN PERSONAL  
Una vez trabajado con Kinect y visto la gran cantidad de posibilidades que 
ofrece estoy seguro que se acabará usando para mucho más que juegos, de 
hecho, durante estos meses desde que salió el nuevo SDK de Microsoft 
muchos equipos de programadores han realizado ya diversas aplicaciones 
como hemos visto en la memoria para extender su usó a muchos otros 
ámbitos.  
En cuanto a la realización del proyecto creo que me ha sido muy útil, 
porque he podido evaluar mis conocimientos y mi capacidad para adquirir 
nuevos por mi cuenta. 
Gracias a la base que he conseguido durante la carrera he sido capaz de 
aprender a usar nuevas herramientas a partir de documentación y 
manuales, pese a que algunas no estuviesen demasiado bien documentadas 
a causa de ser demasiado nuevas como es el caso del SDK de Kinect.  
Así pues creo que este proyecto me ha ayudado mucho a prepararme para 
futuros proyectos.  
 
 








 http://www.cplusplus.com/doc/tutorial/  
 Ivor Horton's Beginning Visual C++ 2010 
 








 Introducción a la Programación Lúdica 
 DIRECTX: PROGRAMACION DE GRAFICOS 3D  
 Diversos foros 
 
[4] Kinect y sdk 
 http://kinectforwindows.org/ 
 http://www.wikipedia.com 
 Diversos foros 
 Programming Guide KinectSDK 
 
 
 
