Abstract. This paper describes and analyzes several variants of a computational method for improving the numerical accuracy of, and for obtaining numerical bounds on, matrix eigenvalues and eigenvectors. The method, which is essentially a numerically stable implementation of Newton's method, may be used to "fine tune" the results obtained from standard subroutines such as those in EISPACK
Introduction. The calculation of an eigenvalue , and the corresponding eigenvector x (here after referred to as an eigenpair) of a matrix A involves the solution of the nonlinear system of equations (A AI)x O.
Starting from an approximation h and , a sequence of iterates may be determined using Newton's method or variants of it. The conditions on and guaranteeing convergence have been treated extensively in the literature. For a particularly lucid account the reader is referred to the book by Rail [3] . In a recent paper Wilkinson [7] describes an algorithm for determining error bounds for a computed eigenpair based on these mathematical concepts. Considerations of numerical stability were an essential feature of that paper and indeed were its main raison d'etre. In general this algorithm provides an improved eigenpair and error bounds for it; unless the eigenpair is very ill conditioned the improved eigenpair is usually correct to the precision of the computation used in the main body of the algorithm.
In this paper we present several extensions of that algorithm which greatly increase its range of application. These extensions cover the efficient determination of the complex conjugate eigenpairs of a real matrix and the determination of appropriate invariant subspaces when individual eigenvectors are very ill conditioned, and finally give more rapid convergence when the initial eigenpair is of low accuracy. It should perhaps be emphasized that the main relevance of these algorithms in the case when the approximate eigenpairs are derived from a well designed eigenvalue package such as EISPACK [4] , [2] is to provide error bounds. As in the earlier paper, the emphasis in each of the algorithms is on the problems of numerical stability.
1. The basic algorithm. We begin with a brief description of the basic algorithm described by Wilkinson . If h, x is an approximate eigenpair, and h +/x, x + 37 is a neighboring eigenpair, then (1.1) this relation being exact. We assume that x is normalized so that [[x[[ 1 xs, and we remove the degree of arbitrariness in 37 by requiring that 37s 0. From (1.1) (A hI) txx hx -Ax + where the last term on the right will be of second order in the errors of h, x. Equation (1.2) may be simplified by the introduction of a vector y defined by (1.3) yr= (y, y2,""", y-t, , ys+l,''", Yn), so that y gives the full information on both z and )7. Equation (1.2) then becomes (1.4) By r + y37, where r hx-Ax is the residual vector corresponding to h, x and B is the matrix A-hi with column s replaced by -x. For use in the analysis (but not in the computation) we may rewrite (1.4) In order to give greater numerical stability in the practical realization, the iteration (1.7) is first recast in the equivalent form:
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(1.11) B6(2) y 2)(2)_ y (sl)}T (1) (ii) When A is one of a set of r ill conditioned eigenvalues (including possibly some defective eigenvectors), one should still be able to determine accurately an n r matrix X and an r r matrix M such that (2.1) AX XM, where the columns of X accurately define the relevant invariant subspace [7] . In this paper we discuss modifications designed to cover the above weaknesses. It should be appreciated that some of the modifications can be coupled together; to cover them all effectively would require a substantial number of programs. m, =/z, and it is expected that both 37 and/x, will be small. We now obtain a set of k loosely coupled nonlinear equations, the matrix B associated with the th set being A-AJ with k of its columns replaced by -x,-x2,'",--Xk. The only new complication is how to determine the k elements of 37 that are to be zero. The choice can be made as follows. Let X be the k x n matrix with rows xi. Let this be reduced to upper-trapezoidal form using Gaussian elimination with column pivoting, rather than the row pivoting involved in the standard partial pivoting algorithm. If the relevant pivotal elements are in columns p, p2,"', Pk, respectively, then these elements are to be zero in the 37. (The last p is chosen to be the maximum element in the final reduced row although no further reduction is to be done at this point. It will readily be verified that when k 2, this gives the choice which we have described. ) At , and x ". The algorithm then becomes (In fact, the basic algorithm itself is merely a recasting of the simplified Newton method in which the Jacobian matrix is not updated.) Convergence could therefore be analyzed using the Newton-Kantorovich theorem [3] . Such We have the following lemma:
(1) We write <0)= and II <)ll e n <o). We see immediately that unless 2e < 1, even B (a) may be singular. It is intuitively obvious that for convergence we require e to be small enough.
We introduce the quantities (') and o) defined by (7.35) (o)=(-a)/(1-2(o-1)n(P-a)), n(')=(')(n('-)) (p= 1,2,...).
Provided all (') are positive, it is evident from (7.30) and (7.32 
(7.40) r/ Hence, (7.41) r(o)+r (1) For the (0), repeated use of (7.35) gives' 8. Complex eigenvalues for real matrices. When we have a real matrix with complex eigenvalues, the previously developed approach for improving the accuracy runs into a problem. While we could use the procedures as described with complex arithmetic throughout, we would end up doing four times as much computation and using twice as much storage. The various components needed in solving this problem for the most part are real; only the diagonal of T-AI and the vector x are complex.
Note that we may regard the process as starting with any of the x p). Because
In the real eigenvalue case, in order to find the improvements we need to solve a system based on the matrix To force this block to be nonsingular, a rank one change is made by adding 1 to the 1, 1 element of that block. The resulting matrix is T+ T-AI + ee .T he matrix then has the form The row q is removed by a rank one change to arrive at 0 We wish to solve systems of the form T+z v. For this system the matrix T+ is real except for its diagonal and last column, and the right-hand side vector v is complex.
Since T+ is almost completely real, hardly any complex arithmetic is involved. To correspond to a 1 x 1 diagonal block of T+ we have to solve (8.7) (t i)z v. This will involve a complex division of v by the quantity t-A-iA. For the 2 2 diagonal block associated with + i, a 2 2 complex linear system will have to be solved.
By using such a procedure the work needed in this case goes up by a factor of two over the case where there is a simple real eigenvalue. This factor of two is not surprising since the improvement process will produce an improved eigenpair and its conjugate. The total additional storage needed will be modest, only a few additional vectors. (ii) Suppose the initial approximation has been derived by a specific algorithm.
If that algorithm is used on two different computers, one of which has a mantissa with one binary digit more than that on the other, the initial values of /3 on the two machines will almost certainly differ by a factor of 2. This puts the relevance of the 1. value/ = n perspective. In the rounding error analysis there is little point in obscuring the essential simplicity of the argument by sailing too close to the wind. On the other hand, realistic bounds are essential for the rounding errors made at each step of the computed sequence.
We assume that Ilall, IIA-AIII, Ilnll are all of order unity throughout, and, thus we shall replace them by unity whenever they occur. For the computation of Pq, where P is an n x n matrix and q is an n vector, we make the following assumption for single-precision floating point computation to the base/3 with a digit mantissa: (9. 2) fl (eq eq / , If, on the other hand, all inner products are accumulated in double precision and rounded to single precision on completion, we assume that (9.3) fl2(Pq) eq + , I111--< -'lleqll + n-='llellllqll, where the second term in the bound for s c comes from the rounding in the double precision part, and the first term comes from the final rounding to single precision. The first term is, of course, the dangerous one" Its omission removes all realism from the analysis. Finally, we assume that the computed solution of Px =q satisfies exactly the relation (9.4) (P + E)x q, IIEII <= n[3-'llPll.
Of the three assumptions, the first two are strict for a computer using a standard rounding procedure. The third assumption is partly empirical in nature, but is likely to be very conservative for stable methods of solving linear systems. The corrected solution is likely to be much less accurate than its predecessor. Because we cannot even conserve a correctly rounded solution, there is little chance that it would ever be attained in the first place. We shall assume, therefore, that all residuals are determined by double precision accumulation with rounding to single precision on completion. We have then from (9.3), (9.10), and (9.11) (9.13) (9.14) Ilfll-<_-'EIlll+llll=]+n -='_-<3-'[/-'+/3-zt]+n/ -2'_-<(n +2)3 -z'. 
We now need to show that the matrices BC")+E A rough preliminary analysis indicates that P) will not exceed a modest multiple of n-', and we now prove by induction that (9.42) I1)11 0.5nB-' for allp (and indeed that the later P) are much smaller). We already know it is true for p 0, and we assume that it is true up to p-1). Notice 
