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Abstract
Suppose that {ek} is an orthonormal basis for a separable, infinite-dimensional Hilbert spaceH. Let D be
a diagonal operator with respect to the orthonormal basis {ek}. That is, D =
∑∞
k=1 λkek ⊗ ek , where {λk}
is a bounded sequence of complex numbers. Let
T = D + u1 ⊗ v1 + · · · + un ⊗ vn.
Improving a result of Foias et al. (2007) [3], we show that if the vectors u1, . . . , un and v1, . . . , vn satisfy
an 1-condition with respect to the orthonormal basis {ek}, and if T is not a scalar multiple of the identity
operator, then T has a non-trivial hyperinvariant subspace.
© 2012 Elsevier Inc. All rights reserved.
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1. Introduction
Let H be a separable, infinite-dimensional Hilbert space. Throughout the paper, we fix an or-
thonormal basis {ek} in H. Then an operator that is diagonal with respect to the chosen orthonor-
mal basis {ek} has the form
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∞∑
k=1
λkek ⊗ ek,
where the sequence of complex numbers {λk} will always be assumed to be bounded.
Diagonal operators are the simplest among all operators. Thus it is intuitively natural in oper-
ator theory to test difficult problems on operators that are “not too far from” diagonal operators.
A good example of such problems is the well-known invariant subspace problem. Moreover, in
the context of operator theory, the meaning of the phrase “not too far from” can be made rather
precise: it is usually taken to mean perturbations of one particular kind or another. But even for
operators that are “not too far from” diagonal operators, finding invariant subspaces is generally
not an easy task. For example, the following specific problem goes back to [8]:
Problem 1.1. Consider a rank-one perturbation D +u⊗ v of D. Suppose that D +u⊗ v is not a
scalar multiple of the identity operator. Then does it have a non-trivial invariant subspace? Does
it have a non-trivial hyperinvariant subspace?
This problem, which had baffled investigators for a long time, was partially solved in 2007.
In [3], Foias, Jung, Ko and Pearcy proved the following:
Theorem 1.2. Suppose that u =∑∞k=1 αkek and v =∑∞k=1 βkek satisfy the condition
∞∑
k=1
(|αk|2/3 + |βk|2/3)< ∞. (1.1)
If the operator D+u⊗v is not a scalar multiple of the identity operator, then it has a non-trivial
hyperinvariant subspace.
Given the importance of the problem, this theorem obviously inspires and motivates further
investigations. The purpose of this paper is to improve Theorem 1.2 in two aspects. First, con-
dition (1.1) will be significantly weakened. Second, instead of rank-one perturbations, we will
consider perturbations of arbitrary finite rank. In fact, the problem of generalizing Theorem 1.2
to the case of higher-rank perturbations was proposed in [5]. See Problem 5.4 in that paper.
Before stating our result, let us introduce
Definition 1.3. Let 1({ek}) denote the collection of vectors u =∑∞k=1 αkek in H satisfying the
condition
∞∑
k=1
|αk| < ∞.
In other words, the notation 1({ek}) is very suggestive: it means what one thinks it means.
The following is the main result of the paper:
Theorem 1.4. Let u1, . . . , un and v1, . . . , vn be vectors in 1({ek}). If the operator
T = D + u1 ⊗ v1 + · · · + un ⊗ vn
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Before giving the proof of Theorem 1.4 in the subsequent sections, let us explain the basic
idea here. Given what is known about hyperinvariant subspaces, it suffices to consider the case
where D has at least two points in its essential spectrum and T has no eigenvalues. In [3],
the existence of non-trivial hyperinvariant subspace was proved through an unconventional kind
of Riesz functional calculus. The same kind of functional calculus also works for the proof of
Theorem 1.4. We call this kind of Riesz functional calculus unconventional because it involves a
contour Γ that has a troublesome segment
s0 =
{
x0 + iy: |y|N
}
,
a segment that possibly passes through the spectrum of T as well as the spectrum of D. In
Section 2, we will show that the condition u1, . . . , un, v1, . . . , vn ∈ 1({ek}) implies the existence
of plenty of desired x0 such that we have continuous maps
z → (D − z)−1uj and z →
(
D∗ − z¯)−1vj , (1.2)
1  j  n, from s0 into H. In Section 3, we will derive an explicit formula for a finite-rank
operator K(z) which has the property that
(T − z)((D − z)−1w −K(z)w)= w (1.3)
for every w in the domain of (D − z)−1. One can interpret (1.3) as a “right inversion formula”
for T − z, even though z may belong to the spectrum of T . As it turns out, this “right inversion
formula” is all that we need for the proof of Theorem 1.4.
The explicit formula for K(z) enables us to show that the continuity of the maps given in (1.2)
implies that the map z → K(z) is continuous on s0 with respect to the operator norm. This
continuity allows us to integrate to obtain the formula
1
2πi
∫
Γ
(
(D − z)−1w −K(z)w)dz = −(P +K)w (1.4)
for vectors w in a certain dense subset W of H, where K is a compact operator and P is an
orthogonal projection with the property that dim(PH) = ∞ and dim((1 −P)H) = ∞. For such
a pair of P and K , it is easy to show that P + K has a non-trivial hyperinvariant subspace. But
from (1.3) and (1.4) we can deduce that the commutant of T is contained in the commutant of
P + K . Hence any hyperinvariant subspace for P + K is also a hyperinvariant subspace for T .
This is our strategy for proving Theorem 1.4.
We would like to emphasize that this paper is narrowly focused on the single issue of the
existence of non-trivial hyperinvariant subspaces for the operators T considered in Theorem 1.4,
and the title of the paper clearly indicates this intention. Our main focus is to show that the
unconventional kind of Riesz functional calculus introduced in [3] can be used to prove Theo-
rem 1.4.
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by Foias, Jung, Ko and Pearcy on rank-one perturbations of diagonal operators. In [4], the focus
was on the class (RO), which consists of operators D + u⊗ v satisfying the conditions that u =∑∞
k=1 αkek and v =
∑∞
k=1 βkek , αk = 0 and βk = 0 for every k, the map k → λk is one-to-one,
and the essential spectrum of D is not a singleton. For operators in (RO), their hyperinvariant
subspaces and commutants were studied in detail in [4]. We cite the following:
Theorem 1.5. (See [4, Theorem 1.4].) If D + u⊗ v ∈ (RO), then the map ϕ(A) = Au is one-to-
one on the commutant of D + u⊗ v.
Proposition 1.6. (See [4, Proposition 1.5].) With D + u ⊗ v ∈ (RO), if the set {Au: A ∈
{D + u⊗ v}′} is closed, then D + u⊗ v has a non-trivial hyperinvariant subspace.
Theorem 1.7. (See [4, Theorem 1.8].) If D + u⊗ v ∈ (RO), then its commutant is abelian.
These very interesting results raise the obvious
Question 1.8.
(a) What is the appropriate analogue of (RO) for finite-rank perturbations of D?
(b) Do analogues of Theorem 1.5, Proposition 1.6 and Theorem 1.7 hold for operators in the
appropriate finite-rank analogue of (RO)?
While the rank of the perturbation plays more prominent a role in [4], the analysis of our
paper can be readily generalized to establish a higher-rank analogue of the main result in [5].
The article [5] deals with the issue of decomposability of the operator D + u⊗ v. Let us recall:
Definition 1.9. (See [1, p. 30].) An operator A ∈ B(H) is said to be decomposable if for every
finite open cover {U1, . . . ,Ud} of the spectrum of A, there exist spectral maximal subspaces
H1, . . . ,Hd of A such that
H1 + · · · +Hd =H
and such that the spectrum of the restricted operator A|Hi is contained in Ui , i = 1, . . . , d .
It is natural that one would consider the question of decomposability as the next step in the
investigation, once the existence of non-trivial hyperinvariant subspace of an operator is estab-
lished.
The authors of [5] considered the class (RO)2, which consists of those operators D + u ⊗ v
in (RO) where u and v are assumed to satisfy (1.1) and where some restriction is placed on the
eigenvalues of D+u⊗v. See [5, Definition 2.9] for the precise definition of this class. The main
result of [5] is that every operator in (RO)2 is decomposable in the sense of Definition 1.9.
In Section 6, we give an outline that the analysis in the present paper can be used to establish
the decomposability of the operators T considered in Theorem 1.4, if some assumption is made
about the eigenvalues of T . That is, an analogue of [5] can be established in our setting. We
acknowledge that the inclusion of the material about decomposability is based on the referee’s
suggestion.
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defined by the usual formula
(u⊗ v)h = 〈h,v〉u.
Second, for a bounded operator A on H, we denote its commutant by {A}′. That is, {A}′ =
{S ∈ B(H): AS = SA}.
2. Spectral consequence of the 1-condition
Recall that our basic setting is the following. Suppose that H is a separable, infinite-
dimensional Hilbert space and that {ek} is an orthonormal basis for H. Throughout the paper,
D is the diagonal operator given by the formula
D =
∞∑
k=1
λkek ⊗ ek, (2.1)
where {λk} is a bounded sequence of complex numbers.
Let m denote the standard Lebesgue measure on R.
Lemma 2.1. Let {αk} be a sequence of complex numbers such that
∞∑
k=1
|αk| < ∞. (2.2)
Then for a.e. x ∈ R\{Re(λk): k ∈ N} we have
∞∑
k=1
|αk|2
(Re(λk)− x)2 < ∞. (2.3)
Proof. Let Θ be the collection of x ∈ R\{Re(λk): k ∈ N} for which (2.3) fails. We need to show
that m(Θ) = 0. For this purpose, pick an arbitrary 
 > 0. Then by (2.2), there is a δ > 0 such that
2δ
∞∑
k=1
|αk| 
. (2.4)
For each k ∈ N, define the closed interval
Ik =
[
Re(λk)− δ|αk|,Re(λk)+ δ|αk|
]
.
Furthermore, for each k ∈ N define the function fk by the rule that
fk(x) = |αk|
2
2 if x ∈ R\Ik(Re(λk)− x)
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∫
fk(x) dx =
∫
|Re(λk)−x|>δ|αk |
|αk|2
(Re(λk)− x)2 dx = |αk|
2 · 2
δ|αk| =
2
δ
|αk|.
If αk = 0, then, of course, we have
∫
fk(x) dx = 0 = 2
δ
|αk|.
Define the function
F(x) =
∞∑
k=1
fk(x)
on R. By the monotone convergence theorem and (2.2), we have
∫
F(x)dx =
∞∑
k=1
∫
fk(x) dx = 2
δ
∞∑
k=1
|αk| < ∞.
This means in particular that F(x) < ∞ for a.e. x ∈ R. That is, m({x: F(x) = ∞}) = 0.
Let Ω =⋃∞k=1 Ik . Then by (2.4),
m(Ω)
∞∑
k=1
m(Ik) = 2δ
∞∑
k=1
|αk| 
. (2.5)
By the definition of the functions fk , if x ∈ R\Ω , then
∞∑
k=1
|αk|2
(Re(λk)− x)2 =
∞∑
k=1
fk(x) = F(x).
This shows that Θ ⊂ Ω ∪ {x: F(x) = ∞}. Since m({x: F(x) = ∞}) = 0, it follows from (2.5)
that m(Θ)  
. Since this is true for every 
 > 0, we conclude that m(Θ) = 0. This completes
the proof. 
We refer the reader to [2] for the spectral theory of normal operators. For any z ∈ C that is not
an eigenvalue of D, (D− z)−1 is a (not necessarily bounded) normal operator. In fact, (D− z)−1
has the spectral decomposition
(D − z)−1 =
∞∑ 1
λk − zek ⊗ ek.
k=1
1362 Q. Fang, J. Xia / Journal of Functional Analysis 263 (2012) 1356–1377The domain of (D − z)−1, which by definition equals the range of D − z, consists of vectors
h =∑∞k=1 hkek in H satisfying the condition
∞∑
k=1
|hk|2
|λk − z|2 < ∞.
In particular, a vector h belongs to the domain of (D−z)−1 if and only if it belongs to the domain
of (D∗ − z¯)−1.
Lemma 2.2. Let u ∈ 1({ek}). Then there is a Borel subset E of R that has the following proper-
ties:
(1) Re(λk) ∈ E for every k ∈ N.
(2) m(E) = 0.
(3) For each x ∈ R\E and each y ∈ R, u belongs to the domain of (D − (x + iy))−1.
(4) For each x ∈ R\E, the maps y → (D − (x + iy))−1u and y → (D∗ − (x − iy))−1u from R
into H are continuous with respect to the norm topology on H.
Proof. Given a u ∈ 1({ek}), we have u =∑∞k=1 αkek , where the sequence of complex numbers{αk} satisfies (2.2). By Lemma 2.1, there is a Borel subset E of R that has properties (1), (2) and
the property that
∞∑
k=1
|αk|2
(Re(λk)− x)2 < ∞ for every x ∈ R\E. (2.6)
Note that for each pair of x ∈ R\E and y ∈ R, it follows from (2.6) that
∞∑
k=1
|αk|2
|λk − (x + iy)|2 
∞∑
k=1
|αk|2
(Re(λk)− x)2 < ∞.
Thus E has property (3). To prove (4), fix an x ∈ R\E for the moment. For each  ∈ N, we define
the H-valued functions
ϕ(y) =
∑
1k
αk
λk − (x + iy)ek and γ(y) =
∑
k>
αk
λk − (x + iy)ek,
y ∈ R. Then
(
D − (x + iy))−1u = ϕ(y)+ γ(y)
for all y ∈ R and  ∈ N. It is obvious that for each , the map ϕ : R →H is continuous with
respect to the norm topology on H. Note that for every y ∈ R, we have
∥∥γ(y)∥∥2 =∑ |αk|
2
|λk − (x + iy)|2 
∑ |αk|2
(Re(λk)− x)2 .
k> k>
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lim
→∞
∑
k>
|αk|2
(Re(λk)− x)2 = 0.
Therefore the sequence of H-valued functions {γ} converges to 0 uniformly on R. Com-
bining this uniform convergence with the continuity of each ϕ, we see that the map y →
(D − (x + iy))−1u is continuous on R.
Similarly, we have (D∗ − (x − iy))−1u = ϕ˜(y)+ γ˜(y) for y ∈ R, where
ϕ˜(y) =
∑
1k
αk
λ¯k − (x − iy)
ek and γ˜(y) =
∑
k>
αk
λ¯k − (x − iy)
ek.
Since ‖γ˜(y)‖ = ‖γ(y)‖, we also have the uniform convergence γ˜ → 0 on R. Since each ϕ˜
is again continuous, we similarly conclude that the map y → (D∗ − (x − iy))−1u is continuous
on R. This proves (4) and completes the proof of the lemma. 
3. Finite-rank perturbation
We will now consider the operator
T = D + u1 ⊗ v1 + · · · + un ⊗ vn,
where D is given by (2.1), and to begin we only assume u1, . . . , un, v1, . . . , vn ∈H.
We would like to repeat something that we mentioned in Section 2: Suppose that z is not an
eigenvalue of D. Then a vector h belongs to the domain of (D − z)−1 if and only if it belongs to
the domain of (D∗ − z¯)−1.
Lemma 3.1. Suppose that z is a complex number satisfying the following three conditions:
(a) z = λk for every k  1.
(b) The vectors u1, . . . un and v1, . . . vn all belong to the domain of (D − z)−1.
(c) ker(T − z) = {0}.
Then the n× n matrix
M(z) =
⎡
⎢⎣
1 + 〈(D − z)−1u1, v1〉 〈(D − z)−1u2, v1〉 · · · 〈(D − z)−1un, v1〉
〈(D − z)−1u1, v2〉 1 + 〈(D − z)−1u2, v2〉 · · · 〈(D − z)−1un, v2〉
· · · · · ·
〈(D − z)−1u1, vn〉 〈(D − z)−1u2, vn〉 · · · 1 + 〈(D − z)−1un, vn〉
⎤
⎥⎦
is invertible.
Proof. Because of (a) and (b), we can factor T − z in the form
T − z = (D − z)(1 + {(D − z)−1u1}⊗ v1 + · · · + {(D − z)−1un}⊗ vn).
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{
(D − z)−1u1
}⊗ v1 + · · · + {(D − z)−1un}⊗ vn = XY,
where
X = {(D − z)−1u1}⊗ e1 + · · · + {(D − z)−1un}⊗ en
and
Y = e1 ⊗ v1 + · · · + en ⊗ vn.
Hence
T − z = (D − z)(1 +XY).
Thus (c) implies that ker(1 + XY) = {0}. Since rank(XY) < ∞, there is a finite-dimensional
reducing subspace E for XY such that XY |(H E) = 0. That is, (1 + XY)|(H E) equals the
identity operator on H E . Therefore the condition ker(1 + XY) = {0} implies that 1 + XY is
invertible. Hence 1 + YX is also invertible, for it is well known that the operator
1 − Y(1 +XY)−1X
is the inverse of 1 + YX whenever 1 +XY is invertible (see, e.g., [2, p. 199]). But
1 + YX =
∑
1i,jn
{
δij +
〈
(D − z)−1uj , vi
〉}
ei ⊗ ej +
∞∑
k=n+1
ek ⊗ ek, (3.1)
where δij is Kronecker’s delta. Thus the invertibility of 1 + YX implies the invertibility
of M(z). 
Lemma 3.1 allows us to introduce
Definition 3.2. For any complex number z that satisfies conditions (a), (b) and (c) in Lemma 3.1,
we set
K(z) = 1
det(M(z))
∑
1i,jn
ai,j (z)
{
(D − z)−1ui
}⊗ {(D∗ − z¯)−1vj}, (3.2)
where ai,j (z) = (−1)i+j det(Mj,i(z)), where Mj,i(z) is the (n − 1) × (n − 1) matrix obtained
from M(z) by deleting the j -th row and the i-th column. (In the event n = 1, a1,1(z) is defined
to be 1.)
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tions (a), (b) and (c) in Lemma 3.1. Furthermore, suppose that for every j ∈ {1, . . . , n}, the maps
z → (D − z)−1uj and z →
(
D∗ − z¯)−1vj (3.3)
are continuous on  with respect to the norm topology of H. Then the map z → K(z) is contin-
uous on  with respect to the operator norm topology.
Proof. Obviously, the continuity of the maps given by (3.3) implies that the map
z →
∑
1i,jn
ai,j (z)
{
(D − z)−1ui
}⊗ {(D∗ − z¯)−1vj} (3.4)
is continuous on  with respect to the operator norm. The continuity of the maps given by (3.3)
also implies that the function det(M(z)) is continuous on . Lemma 3.1 tells us that det(M(z))
does not vanish on . Since  is compact, it follows that the function {det(M(z))}−1 is also
continuous on . Combining this with the continuity of (3.4), the lemma is proved. 
Lemma 3.4. Let z be a complex number that satisfies conditions (a), (b) and (c) in Lemma 3.1.
Then for every w in the domain of (D − z)−1, we have
(T − z)((D − z)−1w −K(z)w)= w.
Proof. Define
L(z) = 1
det(M(z))
∑
1i,jn
ai,j (z)
{
(D − z)−1ui
}⊗ vj .
If w is in the domain of (D − z)−1, then it is easy to see that
K(z)w = L(z)(D − z)−1w.
Therefore
(T − z)((D − z)−1w −K(z)w)= (T − z)(1 −L(z))(D − z)−1w.
Using the operators X and Y introduced in the proof of Lemma 3.1, we have
(T − z)((D − z)−1w −K(z)w)= (D − z)(1 +XY)(1 −L(z))(D − z)−1w. (3.5)
Recall from the proof of Lemma 3.1 that 1 +XY and 1 + YX are invertible. Moreover,
(1 +XY)−1 = 1 −X(1 + YX)−1Y.
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(1 + YX)−1 = 1
det(M(z))
∑
1i,jn
ai,j (z)ei ⊗ ej +
∞∑
k=n+1
ek ⊗ ek.
Multiplying both sides by X on the left and by Y on the right, we obtain
X(1 + YX)−1Y = 1
det(M(z))
∑
1i,jn
ai,j (z)
{
(D − z)−1ui
}⊗ vj = L(z).
Thus 1 −L(z) = (1 +XY)−1. Substituting this in (3.5), the lemma is proved. 
4. Compactness and its implications
For the proof of our main result, we need to recall a few more general operator-theoretical
facts. The content of this section should really be considered as well-known material. Nonethe-
less, we decide to include it here both for the self-containedness of the paper and for the
convenience of the reader.
Lemma 4.1. Suppose that P is an orthogonal projection on a separable Hilbert space H that
has the property that both subspaces PH and (1 − P)H are infinite-dimensional. Then for any
compact operator K , the operator P +K has a non-trivial hyperinvariant subspace.
Proof. Write G = P +K . Then there are the following two possibilities:
(a) Suppose that G2 = G. Since dim(PH) = ∞ and dim((1 − P)H) = ∞, the essential spec-
trum of P is the two-point set {0,1}. Since K is compact, the essential spectrum of G is also
the two-point set {0,1}. Hence G = 0 and G = 1. Thus from the equation G(G − 1) = 0
we deduce that both ker(G) and ker(G− 1) are non-trivial subspaces of H . But ker(G) and
ker(G− 1) are obviously hyperinvariant for G.
(b) Suppose that G2 = G. Then G2 −G = 0. Since P 2 = P , we have
G2 −G = PK +KP +K2 −K,
which is a compact operator. Thus by the famous theorem of Lomonosov [2,7,9], G2 −G has
a non-trivial hyperinvariant subspace. Since {G2 −G}′ ⊃ {G}′, we conclude that G = P +K
has a non-trivial hyperinvariant subspace. 
Lemma 4.2. Let {X,M,μ} be a (finite or infinite) measure space. Let H be a separable Hilbert
space and let K(H) denote the collection of compact operators on H . Suppose that F : X →
K(H) is a weakly M-measurable map. If
∫
X
∥∥F(x)∥∥dμ(x) < ∞, (4.1)
then
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∫
X
F(x)dμ(x)
is a compact operator on the Hilbert space H .
This lemma is, of course, a well-known fact from the theory of Bochner integral. See, for
example, [6, Theorem 3.5.2]. But here we would like to offer the following simple proof, which
takes full advantage of our setting.
Proof of Lemma 4.2. Since H is a separable Hilbert space, there exists a sequence {Ej } of finite-
rank orthogonal projections on H such that limj→∞ Ej = 1 in the strong operator topology. The
rank of each operator EjK is, of course, also finite. But observe that
EjK =
∫
X
EjF(x)dμ(x),
consequently
‖K −EjK‖
∫
X
∥∥F(x)−EjF(x)∥∥dμ(x).
Since F(x) ∈K(H), the strong convergence Ej → 1 implies limj→∞ ‖F(x)−EjF(x)‖ = 0 for
every x ∈ X. Thus by (4.1) and the dominated convergence theorem, we have ‖K − EjK‖ → 0
as j → ∞, proving the compactness of K . 
5. Proof of the main result
With the preparations in the previous sections, we are now ready to prove Theorem 1.4. But
before we get to the actual proof, let us review the various operators, vectors, conditions, symbols
and notation one more time.
Recall that H is a separable Hilbert space, and that {ek} is an orthonormal basis for H. The
diagonal operator D is given by (2.1), where {λk} is a bounded sequence of complex numbers.
The object of our main interest, the operator T , is given by the formula
T = D + u1 ⊗ v1 + · · · + un ⊗ vn.
Theorem 1.4 assumes that the vectors u1, . . . , un and v1, . . . , vn all belong to 1({ek}).
Proof of Theorem 1.4. As usual, we begin by eliminating some trivial cases.
(1) If T has an eigenvalue, and if T is not a scalar multiple of the identity operator, then, of
course, T has a non-trivial hyperinvariant subspace.
(2) If the essential spectrum of the diagonal operator D consists of a single point λ, then D =
λ+K0, where K0 is a compact operator onH. Consequently, T = λ+K1, where K1 = K0+u1⊗
v1 + · · · + un ⊗ vn, which is also compact. If T is not a scalar multiple of the identity operator,
then K1 = 0. By Lomonosov’s theorem [2,7,9], K1 has a non-trivial hyperinvariant subspace.
Since in this case {T }′ = {K1}′, it follows that T has a non-trivial hyperinvariant subspace.
1368 Q. Fang, J. Xia / Journal of Functional Analysis 263 (2012) 1356–1377(3) We now only need to prove the theorem under the following two additional assumptions:
(i) The operator T has no eigenvalues.
(ii) The essential spectrum of D contains as least two distinct points, A and B .
For any θ ∈ R, we have eiθT = eiθD + (eiθu1) ⊗ v1 + · · · + (eiθun) ⊗ vn and {T }′ = {eiθT }′.
Thus, replacing T by some eiθT if necessary, we may require that
(iii) if we set a = Re(A) and b = Re(B), then a < b.
We now apply Lemma 2.2 to the vectors u1, . . . , un and v1, . . . , vn. By Lemma 2.2, we can pick
an x0 ∈ (a, b) with the following three properties:
(α) Re(λk) = x0 for every k.
(β) For each y ∈ R, the vectors u1, . . . , un and v1, . . . , vn all belong to the domain of
(D − (x0 + iy))−1.
(γ ) For each j ∈ {1, . . . , n}, the maps y → (D− (x0 + iy))−1uj and y → (D∗ − (x0 − iy))−1vj
from R into H are continuous with respect to the norm topology.
With this x0, we define the orthogonal projection
P =
∑
Re(λk)<x0
ek ⊗ ek. (5.1)
Since Re(A) = a < x0 < b = Re(B) and since A,B belong to the essential spectrum of D, both
subspaces PH and (1 − P)H are infinite-dimensional. Thus Lemma 4.1 tells us that if K is any
compact operator on H, then P + K has a non-trivial hyperinvariant subspace. Hence the proof
of the theorem will be complete if we can show that
there is a compact operator K such that {P +K}′ ⊃ {T }′. (5.2)
We will accomplish this by using contour integral.
Let N be a positive number such that the disc {z ∈ C: |z|N −1} contains both the spectrum
of T and the sequence {λk}. Let Γ be the rectangular contour in C that is made of the following
four line segments:
s0 = {x0 + iy: −N  y N},
s1 = {x + iN : −N  x  x0},
s2 = {−N + iy: −N  y N},
s3 = {x − iN : −N  x  x0}.
Let Γ be oriented in the usual counter-clockwise direction. By (α), (β) and (i), each z ∈ s0
satisfies conditions (a), (b) and (c) in Lemma 3.1. By the choice of N , the segments s1, s2 and s3
are outside the spectra of T and D. Therefore, for each z ∈ Γ we have the finite-rank operator
K(z) given by (3.2).
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(D∗ − z¯)−1vj are continuous on s0 with respect to the norm topology. But these maps are obvi-
ously continuous on s1 ∪ s2 ∪ s3. Hence for each j ∈ {1, . . . , n}, the maps z → (D − z)−1uj and
z → (D∗ − z¯)−1vj are norm continuous on the entire contour Γ . Consequently, Lemma 3.3 tells
us that the map z → K(z) is continuous on Γ with respect to the operator norm. This allows us
to define
K = 1
2πi
∫
Γ
K(z)dz. (5.3)
Since rank(K(z)) n for every z ∈ Γ and since the numerical function ‖K(z)‖ is bounded on Γ ,
Lemma 4.2 tells us that this K is a compact operator. We will show that this is the K promised
in (5.2).
Let L denote the collection of (finite) linear combinations of the vectors {ek}. Let W be the
collection of vectors w in H satisfying the following two conditions:
• For each z ∈ s0, w belongs to the domain of (D − z)−1.
• The map z → (D − z)−1w from s0 into H is continuous with respect to the norm topology.
By (α), we have W ⊃ L. Thus W is dense in H. We now define
R(z)w = (D − z)−1w −K(z)w for z ∈ Γ and w ∈W .
Then Lemma 3.4 tells us that
(T − z)R(z)w = w for z ∈ Γ and w ∈W . (5.4)
This will be crucial later on.
For each w ∈W , since the map z → (D − z)−1w is continuous on s0, it is continuous on the
entire contour Γ . Thus (D − z)−1w can be integrated over Γ . We claim that
1
2πi
∫
Γ
(D − z)−1wdz = −Pw for every w ∈W, (5.5)
where P is the orthogonal projection given by (5.1). To prove this, take any w ∈ W . If h =∑∞
k=1 ckek ∈ L, i.e., if ck = 0 for all but a finite number of k’s, then
〈
1
2πi
∫
Γ
(D − z)−1wdz,h
〉
= 1
2πi
∫
Γ
〈
(D − z)−1w,h〉dz = 1
2πi
∫
Γ
〈
w,
(
D∗ − z¯)−1h〉dz
=
∞∑
k=1
1
2πi
∫
c¯k〈w,ek〉
λk − z dz.Γ
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〈
1
2πi
∫
Γ
(D − z)−1wdz,h
〉
= −
∑
Re(λk)<x0
c¯k〈w,ek〉 = −〈Pw,h〉.
Since L is dense in H and since the map z → (D − z)−1w is norm continuous on Γ , this
proves (5.5). Combining (5.5) and (5.3), we have
1
2πi
∫
Γ
R(z)w dz = −(P +K)w for every w ∈W . (5.6)
Let S ∈ {T }′ be given. To show that S ∈ {P + K}′, we first show that SW ⊂W . Indeed for
each w ∈W , we apply (5.4) to obtain
Sw = S(T − z)R(z)w = (T − z)SR(z)w = (D − z)SR(z)w +
n∑
j=1
〈
SR(z)w,vj
〉
uj
for every z ∈ s0. Thus by (β), if z ∈ s0, then Sw is in the domain of (D − z)−1, and
(D − z)−1Sw = SR(z)w +
n∑
j=1
〈
SR(z)w,vj
〉
(D − z)−1uj .
Since the maps z → R(z)w and z → (D − z)−1uj , 1 j  n, are norm continuous on s0, so is
the map z → (D − z)−1Sw. This proves the assertion that SW ⊂W .
Using (5.4) again, for each pair of w ∈W and z ∈ Γ we have
(T − z)R(z)Sw = Sw and (T − z)SR(z)w = S(T − z)R(z)w = Sw.
Since T has no eigenvalues, these two identities imply that
R(z)Sw = SR(z)w for all w ∈W and z ∈ Γ.
Combining this with (5.6), for each w ∈W we have
−(P +K)Sw = 1
2πi
∫
Γ
R(z)Sw dz = 1
2πi
∫
Γ
SR(z)w dz
= 1
2πi
S
∫
Γ
R(z)w dz = −S(P +K)w.
Since W is dense in H, we conclude that S commutes with P + K . This proves (5.2) and com-
pletes the proof of the theorem. 
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As we mentioned in the Introduction, the purpose of this section is to give an outline that the
analysis in this paper can be used to establish the decomposability of the operators considered in
Theorem 1.4, if some assumption is made about their eigenvalues. This can be considered as an
analogue of [5] in our setting.
Again, we consider the operator
T = D + u1 ⊗ v1 + · · · + un ⊗ vn,
where the vectors u1, . . . , un and v1, . . . , vn are assumed to be in 1({ek}), and the diagonal
operator D is given by (2.1). Let N be the positive number from Section 5 such that the disc
{z ∈ C: |z|N − 1} contains both the spectrum of T and the sequence {λk}.
While an eigenvalue immediately provides a hyperinvariant subspace, having too many eigen-
values can pose a problem for the proof of decomposability. For this section, we impose
Assumption 6.1. The operator T is assumed to have at most countably many eigenvalues.
As we saw in [5], if one can produce sufficiently many “spectral idempotents”, then decom-
posability follows. We begin with a further development of Lemma 2.2.
Lemma 6.2. Let u ∈ 1({ek}). Then for every 
 > 0, there is an open set U in R that has the
following properties:
(1) U ⊃ {Re(λk): k ∈ N} and U contains the real parts of the eigenvalues of T .
(2) m(U) 
.
(3) For each x ∈ R\U and each y ∈ R, u belongs to the domain of (D − (x + iy))−1.
(4) The maps z → (D − z)−1u and z → (D∗ − z¯)−1u from {x + iy: x ∈ [−N,N ]\U, y ∈ R}
into H are continuous with respect to the norm topology on H.
Proof. Given a u ∈ 1({ek}), we have u =∑∞k=1 αkek , where the sequence of complex numbers{αk} satisfies (2.2). By Lemma 2.1 and Assumption 6.1, there is a Borel subset E of R such that
m(E) = 0, E ⊃ {Re(λk): k ∈ N}, E contains the real parts of the eigenvalues of T , and
∞∑
k=1
|αk|2
(Re(λk)− x)2 < ∞ for every x ∈ R\E .
Let 
 > 0 be given. By Egoroff’s theorem [10, p. 73] and the regularity of the Lebesgue mea-
sure m, there is an open set U such that U ⊃ E , m(U) 
, and
lim
→∞
∑
k>
|αk|2
(Re(λk)− x)2 = 0 uniformly for x ∈ [−N,N ]\U. (6.1)
For each pair of x ∈ R\U and y ∈ R, we have
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k=1
|αk|2
|λk − (x + iy)|2 
∞∑
k=1
|αk|2
(Re(λk)− x)2 < ∞,
verifying property (3). To prove (4), for each  ∈ N we define
ϕ(x + iy) =
∑
1k
αk
λk − (x + iy)ek and γ(x + iy) =
∑
k>
αk
λk − (x + iy)ek,
for x ∈ [−N,N ]\U and y ∈ R. Then
(
D − (x + iy))−1u = ϕ(x + iy)+ γ(x + iy).
It is obvious that for each , the map ϕ : {x + iy: x ∈ [−N,N ]\U, y ∈ R} →H is continuous
with respect to the norm topology on H. Note that
∥∥γ(x + iy)∥∥2 =∑
k>
|αk|2
|λk − (x + iy)|2 
∑
k>
|αk|2
(Re(λk)− x)2 .
Therefore by (6.1), the sequence {γ} converges to 0 uniformly on {x + iy: x ∈ [−N,N ]\U ,
y ∈ R}. Combining this uniform convergence with the continuity of each ϕ, we see that the map
z → (D − z)−1u is continuous on {x + iy: x ∈ [−N,N ]\U, y ∈ R}.
A similar argument shows that the map z → (D∗ − z¯)−1u is also continuous on {x + iy: x ∈
[−N,N ]\U, y ∈ R}. This completes the proof of the lemma. 
Once we have Lemma 6.2, we can apply it to u1, . . . , un, v1, . . . , vn and to 
 = (2np)−1 for
every p ∈ N. This gives us
Corollary 6.3. For every p ∈ N, there exists a compact subset Xp of the interval [−N,N ] such
that the following hold true:
(1) Re(λk) /∈Xp for every k ∈ N. Also, if μ is an eigenvalue of T , then Re(μ) /∈Xp .
(2) m([−N,N ]\Xp) 1/p.
(3) For each x ∈Xp and each y ∈ R, the vectors u1, . . . , un, v1, . . . , vn all belong to the domain
of (D − (x + iy))−1.
(4) For each 1  j  n, the maps z → (D − z)−1uj and z → (D∗ − z¯)−1vj from {x + iy:
x ∈Xp, y ∈ R} into H are continuous with respect to the norm topology on H.
Combining Corollary 6.3(4) above and Lemma 3.3, we have
Corollary 6.4. For each p ∈ N, let Xp be the same as in Corollary 6.3. Define
p =
{
x + iy: x ∈Xp, y ∈ [−N,N ]
}
.
Then the map z → K(z) is continuous on p with respect to the operator norm topology.
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Γξ to be the rectangular contour in C consisting of the following four line segments:
s0(ξ) = {ξ + iy: −N  y N},
s1(ξ) = {x + iN : −N  x  ξ},
s2 = {−N + iy: −N  y N},
s3(ξ) = {x − iN : −N  x  ξ}.
Let Γξ be oriented in the usual counter-clockwise direction. Then Corollary 6.4 allows us to
integrate to obtain
1
2πi
∫
Γξ
K(z) dz = Kξ . (6.2)
Let Wξ be the collection of vectors w in H satisfying the following two conditions:
• For each z ∈ s0(ξ), w belongs to the domain of (D − z)−1.
• The map z → (D − z)−1w from s0(ξ) into H is continuous with respect to the norm topol-
ogy.
As in the proof of Theorem 1.4, we have
1
2πi
∫
Γξ
(D − z)−1wdz = −Pξw for every w ∈Wξ ,
where
Pξ =
∑
Re(λk)<ξ
ek ⊗ ek.
Now define
{
Eξ = Pξ +Kξ ,
Fξ = 1 −Eξ ,
ξ ∈ Xp , p ∈ N. As we showed in the proof of Theorem 1.4, we have {Eξ }′ ⊃ {T }′. This implies
that for each p ∈ N, {Eξ : ξ ∈Xp} is a commuting family of operators.
Lemma 6.5. Suppose that {ξj } is a sequence in some Xp such that
lim
j→∞ ξj = ξ. (6.3)
Then, as j → ∞, we have the convergence Eξ → Eξ in the strong operator topology.j
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convergence Pξj → Pξ as j → ∞. By (6.2), Corollary 6.4 and standard estimates, (6.3) actually
implies ‖Kξj −Kξ‖ → 0 as j → ∞. 
Our next lemma establishes the required spectral property for Eξ .
Lemma 6.6. Suppose that ξ ∈ Xp for some p ∈ N, and let h ∈ H. Then there is an H-valued
analytic function f on the half-plane {z ∈ C: Re(z) > ξ} such that
(T − z)f (z) = Eξh for every z ∈ C with Re(z) > ξ. (6.4)
Similarly, there is an H-valued analytic function g on the half-plane {z ∈ C: Re(z) < ξ} such
that
(T − z)g(z) = Fξh for every z ∈ C with Re(z) < ξ. (6.5)
Proof. Given an h ∈H, we suppose that h =∑∞k=1 ckek . Then we define
f (z) = 1
2πi
∫
Γξ
(λ− z)−1K(λ)hdλ+
∑
Re(λk)<ξ
ck
λk − zek (6.6)
on the half-plane {z ∈ C: Re(z) > ξ}. The analyticity of f is obvious. To verify (6.4), note that
if we set C = supλ∈Γξ ‖K(λ)‖, then for every 
 > 0 we have
∥∥f (z)∥∥ 1


(
8N
2π
C + 1
)
‖h‖ whenever Re(z) > ξ + 
.
By this estimate and the usual convergence argument, it suffices to show that (6.4) holds for the
f defined by formula (6.6) in the special case where h ∈ L. (Recall that L denotes the collection
of (finite) linear combinations of {ek}.) But for h ∈ L, simple contour integral converts (6.6) to
f (z) = 1
2πi
∫
Γξ
(λ− z)−1{K(λ)h − (D − λ)−1h}dλ.
Note that
(λ− z)−1(T − z) = (λ− z)−1(T − λ)+ 1.
By Lemma 3.4, we have (T − λ){K(λ)h − (D − λ)−1h} = −h for every λ ∈ Γξ . Hence if
Re(z) > ξ , then
(T − z)f (z) = −1
2πi
∫
Γξ
(λ− z)−1 dλh+ 1
2πi
∫
Γξ
{
K(λ)h − (D − λ)−1h}dλ = Eξh.
This proves the first half of the lemma. For the second half of the lemma, note that
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∫
Gξ
{
K(λ)w − (D − λ)−1w}dλ for w ∈Wξ ,
where Gξ is the counter-clockwise oriented rectangular contour in C consisting of the segments
{ξ + iy: −N  y N},
{x − iN : ξ  x N},
{N + iy: −N  y N},
{x + iN : ξ  x N}.
Given h =∑∞k=1 ckek , one then defines
g(z) = 1
2πi
∫
Gξ
(λ− z)−1K(λ)hdλ+
∑
Re(λk)>ξ
ck
λk − zek
on the half-plane {z ∈ C: Re(z) < ξ} and similarly verifies that (6.5) holds. 
Lemma 6.7. Suppose that ξ1, ξ2 belong to some Xp . If ξ1 < ξ2, then Eξ1Fξ2 = 0.
Proof. Let ξ1 < ξ2 in Xp be given. Let h ∈ H. By Lemma 6.6, there is an H-valued analytic
function f on the half-plane {z ∈ C: Re(z) > ξ1} such that
(T − z)f (z) = Eξ1h for every z ∈ C such that Re(z) > ξ1.
Similarly, Lemma 6.6 gives us an H-valued analytic function g on the half-plane {z ∈ C:
Re(z) < ξ2} such that
(T − z)g(z) = Fξ2h for every z ∈ C such that Re(z) < ξ2.
Now define
fˆ (z) = Fξ2f (z) and gˆ(z) = Eξ1g(z)
on the respective half-planes. Then on the half-plane {z ∈ C: Re(z) > ξ1}, we have
(T − z)fˆ (z) = (T − z)Fξ2f (z) = Fξ2(T − z)f (z) = Fξ2Eξ1h.
Similarly, on {z ∈ C: Re(z) < ξ2} we have
(T − z)gˆ(z) = (T − z)Eξ1g(z) = Eξ1(T − z)g(z) = Eξ1Fξ2h.
Since {Eξ : ξ ∈Xp} is a commuting family, the above gives us
(T − z)fˆ (z) = (T − z)gˆ(z) whenever ξ1 < Re(z) < ξ2.
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z’s in the strip ξ1 < Re(z) < ξ2. But since fˆ and gˆ are analytic, we conclude that the equality
fˆ (z) = gˆ(z) holds on the whole strip ξ1 < Re(z) < ξ2. Thus fˆ and gˆ are each other’s analytic
extensions. Hence there is an H-valued entire function b on C such that
(T − z)b(z) = Eξ1Fξ2h for every z ∈ C.
But if |z| > N − 1, then T − z is invertible, hence b(z) = (T − z)−1Eξ1Fξ2h. This forces b to
be a bounded entire function on C, hence constant. Since ‖b(z)‖ → 0 as |z| → ∞, we conclude
that b is identically zero on C. Therefore Eξ1Fξ2h = 0, h ∈H. 
From Lemmas 6.5 and 6.7 we immediately obtain
Corollary 6.8. Suppose that ξ is a non-isolated point in Xp . Then EξFξ = 0, and consequently
Eξ is an idempotent.
But for the problem decomposability, because of the issue of “spectral maximal subspace”
[1, p. 18], we need to consider points inXp that are not only non-isolated, but also have Lebesgue
density 1. For each p ∈ N, let X ∗p denote the collection of points of Lebesgue density 1 in Xp . In
other words, X ∗p is the intersection of Xp with the set of the Lebesgue points of the characteristic
function χXp . Then m(Xp\X ∗p) = 0.
By Corollary 6.3(2), m([−N,N ]\Xp)  1/p. Thus given any 0 < δ < 1, if p is sufficiently
large, then X ∗p contains
ξ0 < ξ1 < · · · < ξν
with the properties that
ξ0  δ −N, ξν N − δ, and ξj − ξj−1  δ for j = 1, . . . , ν.
Accordingly, we have the idempotents Eξj − Eξj−1 , j = 1, . . . , ν, with {Eξj − Eξj−1}′ ⊃ {T }′
such that (Eξj −Eξj−1)(Eξ ′j −Eξj ′−1) = 0 if j = j ′ and such that
∑ν
j=1(Eξj −Eξj−1) = 1. Thus
the sets X ∗p , p ∈ N, allow us to decompose T “along the real axis”.
For the full decomposability, we also need to decompose T “along the imaginary axis”. But
that is completely parallel to the construction above. By considering Im(λk) instead of Re(λk)
(equivalently, by considering −iD instead of D), in complete analogue to Corollary 6.3, we have
Lemma 6.9. For every p ∈ N, there exists a compact subset Yp of the interval [−N,N ] such
that the following hold true:
(1) Im(λk) /∈ Yp for every k ∈ N. Also, if μ is an eigenvalue of T , then Im(μ) /∈ Yp .
(2) m([−N,N ]\Yp) 1/p.
(3) For each y ∈ Yp and each x ∈ R, the vectors u1, . . . , un, v1, . . . , vn all belong to the domain
of (D − (x + iy))−1.
(4) For each 1  j  n, the maps z → (D − z)−1uj and z → (D∗ − z¯)−1vj from {x + iy:
x ∈ R, y ∈ Yp} into H are continuous with respect to the norm topology on H.
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{
x + iy: x ∈ [−N,N ], y ∈ Yp
}
with respect to the operator norm topology. Similar to the family {Eξ : ξ ∈ Xp}, appropriate
contour integral gives us a family of operators {Vη: η ∈ Yp} such that {Vη}′ ⊃ {T }′ and such that
the appropriate analogues of Lemmas 6.5–6.7 and Corollary 6.8 hold.
For each p ∈ N, let Y∗p denote the collection of points of Lebesgue density 1 in Yp . Given any
0 < δ < 1, if p is sufficiently large, then Y∗p contains
η0 < η1 < · · · < ην
with the properties that
η0  δ −N, ην N − δ, and ηj − ηj−1  δ for j = 1, . . . , ν.
Accordingly, we have the idempotents Vηj − Vηj−1 , j = 1, . . . , ν, with {Vηj − Vηj−1}′ ⊃ {T }′
such that (Vηj − Vηj−1)(Vη′j − Vηj ′−1) = 0 if j = j ′ and such that
∑ν
j=1(Vηj − Vηj−1) = 1.
Thus each 0 < δ < 1 gives rise to a system of rectangles ri,j = [ξi−1, ξi] × [ηj−1, ηj ], 1 
i, j  ν, described above. To this system of rectangles there corresponds the system
J (ri,j ) = (Eξi −Eξi−1)(Vηj − Vηj−1), 1 i, j  ν,
of idempotents with the desired spectral properties. Once these spectral idempotents have been
constructed, the rest of the proof of the decomposability of T proceeds in exactly the same way
as the argument on pp. 607–608 in [5].
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