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Abstract
We classify real families of minimal degree rational curves that
cover an embedded rational surface. A corollary is that if the pro-
jective closure of a smooth surface is not biregular isomorphic to the
projective closure of the unit-sphere, then the set of minimal degree
rational curves that cover the surface is either empty or of dimension
at most two. Moreover, if these curves are of minimal degree over the
real numbers, but not over the complex numbers, then almost all the
curves are smooth. Our methods lead to an algorithm that takes as
input a real surface parametrization and outputs all real families of
rational curves of lowest possible degree that cover the image surface.
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1 Introduction
Lines play a central role in classical geometry and have been further devel-
oped as geodesics in Riemannian geometry. From an algebro geometric point
of view, we can consider lines as rational curves of minimal degree. Rational
curves of low degree play an important role in the complex classification of
higher dimensional varieties [6, Chapter V], [5, page 342].
We present in Theorem 1 a classification of real families of minimal degree
rational curves that cover an R-rational surface in projective space. In §2.3
we define such families as minimal families . See §2.1 for the definition of
R-rationality. The hypothesis for Theorem 1 requires actually less than R-
rationality, but needs terminology from §2.4. We conjecture that the R-
rationality assumptions in Theorem 1 and Corollary 1 can be omitted.
The plane is covered by a 2-dimensional family of lines, and — over the com-
plex numbers — any smooth projective surface that is covered by a minimal
family of dimension at least two, must be biregular isomorphic to the projec-
tive plane. It follows from our classification that — over the real numbers —
some surfaces are covered by both 1-dimensional and 2-dimensional minimal
families (see Example 1).
In a time span of two thousand years, geometers have dedicated their lives to
prove the parallel postulate using Euclid’s first four postulates, before finally
the projective closure of the unit-sphere turned out to be a natural space for
non-Euclidean geometry. Indeed, the 2-sphere is covered by a 3-dimensional
family of circles. When are curves on a real surface like circles on the sphere?
Corollary 1.a) provides a characterization.
Corollary 1. (classification of real minimal families)
a) Suppose that X ⊂ Pn is the projective closure of an R-rational surface
S ⊂ Rn that is covered by a family of real rational curves that are
of minimal degree. If this family is of dimension at least three, then
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the linear normalization of X is biregular isomorphic to the projective
closure of the unit-sphere.
b) The canonical degree of a minimal family on a R-rational embedded
surface is either -2, -3 or -4, such that the family is of dimension 1, 2
and 3 respectively.
c) A minimal family on a R-rational embedded surface that is not min-
imal over the complex numbers, must be complete. In other words, a
minimal family of curves that are singular outside the singular locus of
the surface must also be minimal over the complex numbers.
We make the notions of canonical degree and completeness of minimal fam-
ilies precise in §2.3. See §2.4 for the definition of linear normalization. For
Corollary 1.a) of Theorem 1, we mention that if X is smooth, then it is bireg-
ular isomorphic to its linear normalization. Moreover, by [17, VI.6.5], we can
replace the R-rationality hypothesis with the condition that the real points
of X form a connected set. A remark for Corollary 1.b) is that the canonical
degree of complex minimal families is either -2 or -3. The canonical degree
of a complex minimal rational curve in a family on a smooth n-dimensional
Fano variety is greater than −(n + 1) [6, Theorem V.1.6].
Minimal families that cover a given surface, give insight into the geometry
of this surface. For example, it was discovered by [19, Christopher Wren,
1669] that a one-sheeted hyperboloid contains two lines through each point.
Sir Wren used his discovery for an “engine designed for grinding hyperbolic
lenses” [2, page 92]. It was shown by astronomer Yvon Villarceau, that the
ring torus is covered by a minimal family of Villarceau circles [18, 1848].
These classical discoveries already indicate the interest of minimal degree
rational curves in geometric modeling. Surfaces that are covered by lines
or conics are of recent interest in architecture [14]. This article is therefore
meant interdisciplinary and our methods are constructive. We present Al-
gorithm 1 for computing minimal families that cover a given real rational
surface.
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The idea for the classification in Theorem 1 is to construct a birational map
X 99K Y , where Y is either a geometrically ruled surface or a weak del Pezzo
surface. The method of adjunction in §2.4 ensures that this map is (almost)
unique up to biregular isomorphism. The generators of the Neron-Severi
lattice of Y , together with the classes of the pullback of exceptional curves
that are contracted by the map, generate the Neron-Severi lattice of X in a
unique way. In Theorem 1 we classify the divisor classes of minimal degree
rational curves with respect to these generators. Notice that the intersection
numbers between families is a topological property of the real surface and
can be recovered from this classification.
We classified complex minimal families in [13, Theorem 46] and [9, Theo-
rem 10]. This paper is mostly self-contained and we recover in Remark 2 the
complex classification as well. In Corollary 2 we classify families of conics
that cover a real surface. Corollary 2 extends the classification of multiple
conical surfaces in [16, Theorem 8 and Theorem 10].
2 Preliminaries
2.1
A real variety X is defined as a complex variety together with an antiholo-
morphic involution σ : X −→ X , which represents the real structure. We
implicitly assume that all structures are compatible with σ unless explicitly
stated otherwise. For example, if P2 99K X is a birational map, then X is
rational over the real numbers. We say in this case that X is R-rational .
2.2
Recall that the algebraic-, numerical- and linear-equivalence relations on divi-
sor classes are the same on rational surfaces. Due to the constructive nature
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of this paper we make the data associated to the Neron-Severi lattice ex-
plicit. The Neron-Severi lattice N(X) (or NS-lattice for short) of a rational
surface X ⊂ Pn consists of the following data:
1. A unimodular lattice defined by divisor classes on its smooth model Y
modulo numerical equivalence. Recall that a smooth model of a singu-
lar surface X is a birational morphism Y −→ X from a nonsingular
surface Y , that does not contract exceptional curves.
2. A basis for the lattice. We shall consider two different bases for N(X):
• type 1 : 〈e0, e1, . . . , er〉 where the nonzero intersections are e
2
0 = 1
and e2j = −1 for 0 < j ≤ r,
• type 2 : 〈ℓ0, ℓ2, ε1, . . . , εr〉 such that the nonzero intersections are
ℓ0 · ℓ1 = 1 and ε
2
j = −1 for 0 < j ≤ r.
3. A unimodular involution σ∗ : N(X) −→ N(X) induced by the real
structure of X .
4. A function h0 : N(X) −→ Z≥0 assigning the dimension of global sec-
tions of the line bundle associated to a class.
5. Two distinguished elements h, k ∈ N(X) corresponding to class of a
hyperplane sections and the canonical class respectively.
2.3
Suppose that X ⊂ Pn is a surface, B a smooth variety and F ⊂ X × B
a divisor. We call F a family of curves of X , or family for short, if the
second projection π2 : F −→ B is dominant. A member of F , corresponding
to b ∈ B, is defined as the curve Fb := (π1 ◦ π
−1
2 )(b) ⊂ X . We can associate
to a curve C ⊂ X its class [C] ∈ N(X) such that classes [C] and [C ′] are
equal if and only if C and C ′ are members of some family. The class [F ] of
F is defined as the class of any of its members.
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• We call F covering if the first projection π1 : F −→ X is dominant.
• We call F rational if the general member of F has geometric genus 0.
• The dimension of F is defined as dimB. Thus a 0-dimensional family
consists of a single curve. If F is complete, then dimF = h0([F ])− 1.
• The degree of F is defined as the degree of any member with respect to
the embedding X ⊂ Pn. Equivalently, the degree of F is h · [F ], where
h ∈ N(X) denotes the class of hyperplane sections.
• The canonical degree of F is defined as k · [F ], where k ∈ N(X) denotes
the canonical class.
• We call F minimal if F is a rational covering family and of minimal
degree with respect to all rational covering families of X .
• We call F complete if there exists a curve C ⊂ X such that the set
{ C ′ ⊂ X | [C ′] = [C] } defines exactly the set of members of F . In
other words, F forms a complete linear series.
We denote the classes of minimal families of X ⊂ Pn as
S(X, h) := { [F ] ∈ N(X) | h·[F ] = θ, F is a rational covering family of X },
where θ := min{ h · [F ] | F is a rational covering family of X }. Recall that
h is the class of hyperplane sections. Notice that we assume that F is real
unless explicitly stated otherwise and thus σ∗[F ] = [F ].
2.4
Let Y be the smooth model of a birationally ruled surface X ⊂ Pn and let
h ∈ N(X) denote the class of hyperplane sections. We call (Y, h) a ruled pair ,
if h is nef and big and if there are no exceptional curves that are orthogonal
to h. The linear normalization of X is defined as ϕh(Y ) ⊂ P
m for m ≥ n.
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Here ϕh denotes the map associated to the class of hyperplane sections h and
X is a linear projection of ϕh(Y ). If h
0(h+ k) > 1, then an adjoint relation
is defined as
µ : (Y, h) −→ (Y ′, h′) := (µ(Y ), µ∗(h+ k)),
where µ : Y −→ Y ′ is a birational morphism that contracts all exceptional
curves E ⊂ Y such that (h+ k) · [E] = 0. It follows from [12, Proposition 1]
that (Y ′, h′) is again a ruled pair.
An adjoint chain is a chain of subsequent adjoint relations
(Y0, h0)
µ0
−→ (Y1, h1)
µ1
−→ . . .
µℓ−1
−→ (Yℓ, hℓ),
such that h0(hℓ + kℓ) ≤ 1. We call (Yℓ, hℓ) a minimal ruled pair .
Remark 1. The current definition for adjoint relation differs from [12, Sec-
tion 3], where instead of h0(h+ k) > 1 we require that the nef threshold of h
is positive with h 6= −k. A posteriori both definitions are equivalent by [12,
Proposition 1], but the current characterization has the advantage of being
computable. ⊳
Proposition 1. (adjoint chain)
a) If µ : (Y, h) −→ (Y ′, h′) is an adjoint relation such that h′2 > 0, then
it is unique up to biregular isomorphism. Moreover, the contracted
exceptional curves are disjoint.
b) If Y0 is the smooth model of a birationally ruled surface X ⊂ P
n, then
its adjoint chain exists.
c) If (Yℓ, hℓ) is a minimal ruled pair, then either one of the following holds:
1. The surface Yℓ is a weak del Pezzo surface such that hℓ = −αkℓ
for α ∈ {1, 1
3
, 2
3
, 1
2
}.
2. The surface Yℓ is a P
1-bundle such that the class of the fiber is
either − 2
hℓ·kℓ
hℓ or −
2
(2hℓ+kℓ)·kℓ
(2hℓ + kℓ).
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Proof. Assertion a) follows from [12, Lemma 1]. It follows from [12, Proposi-
tion 3] that b) holds. Assertion c) is a consequence of [12, Proposition 2].
The following lemma is an adaption of [17, Theorem 4.6] which is attributed
to Comessatti. See also [7, Theorem 1.9]. We generalize the result to also
include singular surfaces, as many basic surfaces that occur in geometric
modelling are singular. For example the ring torus is a weak del Pezzo
surface and its linear normalization in P4 has four complex conjugate isolated
singularities.
Lemma 1. (classification of rational real surfaces)
If Y0 is a C-rational real surface, then there exists an adjoint chain (Y0, h0)
µ0
−→
(Y1, h1)
µ1
−→ . . .
µℓ−1
−→ (Yℓ, hℓ), such that one of the following holds:
1. The surface Yℓ is a blowup of P
2. One has that N(Y0) ∼= 〈e0, e1, . . . , er〉
and N(Yℓ) ∼= 〈e0, e1, . . . , es〉 for 0 ≤ s ≤ r and s ≤ 8 so that σ∗(e0) =
e0, σ∗({e1, . . . , er}) = {e1, . . . , er} and k0 = −3e0 + e1 + . . . + er. The
class e0 is the pullback of the class of lines in P
2. The classes ej for s <
j ≤ r are pullbacks of classes of exceptional curves that are contracted
by some µi for 0 ≤ i ≤ ℓ. If µi∗(ej) = 0 and µi′∗(ej′) = 0 such that
j > j′, then i ≤ i′.
2. The surface Yℓ is a blowup of P
1×P1. One has N(Y0) ∼= 〈ℓ0, ℓ1, ε1, . . . , εr〉
and N(Yℓ) ∼= 〈ℓ0, ℓ1, ε1, . . . , εs〉 for 0 ≤ s ≤ r and s ≤ 7 so that
σ∗({ℓ0, ℓ1}) = {ℓ0, ℓ1}, σ∗({ε1, . . . , εr}) = {ε1, . . . , εr} and k0 = −2(ℓ0+
ℓ1)+ε1+ . . .+εr. The classes ℓ0 and ℓ1 are pullbacks of the class of the
fiber of first and second projections of P1×P1 respectively. The classes
εj for s < j ≤ r are pullbacks of classes of exceptional curves that are
contracted by some µi for 0 ≤ i ≤ ℓ. If µi∗(εj) = 0 and µi′∗(εj′) = 0
such that j > j′, then i ≤ i′.
3. There exists f ∈ S(Yℓ, hℓ) such that kℓ · f = −2 and f
2 = 0.
4. The surface Y0 is not R-rational and 1 ≤ k
2
ℓ ≤ 2.
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Moreover, in cases (i) and (ii) there are natural inclusions ι : N(Yi) →֒ N(Y0)
for all 0 < i ≤ ℓ and these inclusions preserve the generators of the bases.
Proof. It follows from Proposition 1.c) that Yℓ is either a weak del Pezzo
surface or a P1-bundle. In the latter case, the class f of the fiber is in
S(Yℓ, hℓ) with kℓ · f = −2 as asserted in case 3. So we may assume without
loss of generality that Yℓ is a weak del Pezzo surface so that −kℓ is nef and
big.
We apply the real minimal model program (MMP) to Yℓ and contract at
each step a real exceptional curve or disjoint complex conjugate exceptional
curves [7, Theorem 1.8]. By [4, Proposition 8.1.23] the result after each step
is again a weak del Pezzo surface.
Let us first assume that Yℓ is a smooth del Pezzo surface so that −k is
ample. It follows from [7, Theorem 1.9] and [17, Theorem 4.6] that at the
end of MMP, we obtain a surface Z such that either Z ∼= P2, Z ∼= P1×P1, Z
is a conic bundle, or Z is not R-rational with 1 ≤ k2ℓ ≤ 2 as stated in case 4.
If Z is a conic bundle and f ∈ N(Z) is the class of the fiber, then k · f = −2
by the arithmetic genus formula. Either Z is geometrically ruled and we are
in case 1 or 2 of the lemma or f ∈ S(Yℓ, hℓ) as in case 3.
Now suppose that Yℓ is a weak del Pezzo surface. Thus Yℓ is over C the
blowup of the plane in at most 8 points. The configuration of the centers of
blowup are determined by the effective (-2)-classes in N(Yℓ) [4, Section 8.2.7].
If the centers of blowup are in general position, then there are no effective
(-2)-classes. Suppose by contradiction that after applying the MMP we end
up with a weak del Pezzo surface Z ′ that is not covered by case 1, 2, 3 or 4.
There are 3 possibilities:
(i) There exists classes e, e′ ∈ N(Z ′) such that k ·e = k ·e′ = e2 = e′2 = −1,
e · e′ = 0 and σ∗(e) = e
′. In the smooth del Pezzo scenario e and e′
would be classes of disjoint complex conjugate exceptional curves that
can be contracted. By [4, Lemma 8.2.22], e = a+ c where a is the class
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of an exceptional curve, c is the sum of effective (-2)-classes, c2 = −2
and a · c = 0. Thus e = a + c and e′ = a′ + c′, where σ∗(c) = c
′ and
a, a′ are the classes of exceptional curves such that σ∗(a) = a
′. By
Hodge index theorem and k · (c+ c′) = 0 we have (c+ c′)2 < 0 so that
either 0 ≤ c · c′ ≤ 1 or c = c′. Since a and a′ are classes of lines in
the anticanonical embedding we must have 0 ≤ a · a′ ≤ 1. Notice that
c 6= c′, otherwise e · e′ = a · a′ − 2 = 0, which is impossible. Therefore
a · a′ = 0, since e · e′ = a · a′+ c · c′+∆ = 0 where ∆ := a · c′+a′ · c ≥ 0.
We arrived at a contradiction, since Z ′ is not at the end of the MMP as
the disjoint complex conjugate exceptional curves can be contracted.
(ii) There exists a class e ∈ N(Z ′) such that k · e = e2 = −1 and σ∗(e) =
e. In the smooth del Pezzo scenario, e would be the class of a real
exceptional curve that can be contracted. By the same arguments as
in case (i), we find that there exist a real exceptional curve that can
be contracted and thus we arrived at at contradiction as Z ′ is not the
end result of MMP.
(iii) There exists a class u ∈ N(Z ′) such that k · u = −2 and u2 = 0. In
the smooth del Pezzo scenario u would be the class of a conic in a
bundle. Using the same method as in [4, Lemma 8.2.22], we can show
that u = b+ c where b is class of conic such that k · b+ 2 = b2 = 0 and
c is the sum of effective (-2)-classes. By Riemann-Roch theorem and
Kawamata-Viehweg vanishing theorem we find that h0(b) = 2. Thus
we arrived at a contradiction, since Z ′ is a conic bundle as covered in
case 3.
For the remaining assertions for cases 1 and 2 we recall that the contracted
exceptional curves with class ei for some i are orthogonal by Proposition 1.a).
We choose an indexing of the exceptional classes so that classes with a lower
index are contracted later in the chain. The specification of the canonical
class k0 follows from [3, (1.41)]. The remaining details for these cases are
now straightforward and left to the reader.
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Definition 1. (adjoint chains of type 1 and type 2)
An adjoint chain is of type 1 or type 2 , if Lemma 1.1 or Lemma 1.2 holds re-
spectively. Similarly, we say that an adjoint relation µ0 : (Y0, h0) −→ (Y1, h1)
or surface Y0 is of type 1 or type 2 , if it is part of an adjoint chain of type 1
or 2 respectively. ⊳
Lemma 2. (coordinates of classes)
We consider adjoint chain (Y0, h0)
µ0
−→ (Y1, h1)
µ1
−→ . . .
µℓ−1
−→ (Yℓ, hℓ). Let
f0 ∈ N(Y0) be the class of a curve and define fi := (µi−1 ◦ . . . ◦ µ0)∗(f0) for
0 < i ≤ ℓ. Let [t] := 1 if t ≥ 0 and [t] := 0 if t < 0 for all t ∈ Z.
a) If the adjoint chain is of type 1, then
hi = (α0 − 3i)e0 − [α1 − i](α1 − i)e1 − . . .− [αr − i](αr − i)er,
ki = −3e0 + [α1 − i]e1 + . . .+ [αr − i]er,
fi = β0e0 − [α1 − i]β1e1 − . . .− [αr − i]βrer,
where α0−3i > 0 for 0 ≤ i ≤ ℓ, βj ≥ 0 for 0 ≤ j ≤ r and αt ≥ αt+1 > 0
for 0 < t < r.
b) If the adjoint chain is of type 2, then
hi = (α0 − 3i)(ℓ0 + ℓ1)− [α1 − i](α1 − i)ε1 − . . .− [αr − i](αr − i)εr,
ki = −2(ℓ0 + ℓ1) + [α1 − i]ε1 + . . .+ [αr − i]εr,
fi = γ0ℓ0 + γ1ℓ1 − [α1 − i]β1ε1 − . . .− [αr − i]βrεr,
where α0 − 3i > 0 for 0 ≤ i ≤ ℓ, γ0, γ1 ≥ 0, βj > 0 for 1 ≤ j ≤ r and
αt ≥ αt+1 > 0 for 0 < t < r.
Proof. The proof is straightforward and left to the reader.
Example 1. (adjoint chain)
We consider the following adjoint chain
(Y0, h0)
µ0
−→ (Y1, h1)
µ1
−→ . . .
µ5
−→ (Y6, h6),
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where
h0=19e0− 6e1− 6e2− 4e3− 4e4− 3e5− 3e6− 2e7− 2e8
h1=16e0− 5e1− 5e2− 3e3− 3e4− 2e5− 2e6− e7− e8
h2=13e0− 4e1− 4e2− 2e3− 2e4− e5− e6
h3=10e0− 3e1− 3e2− e3− e4
h4= 7e0− 2e1− 2e2
h5= 4e0− e1− e2
h6= 3e0
The action of the real structure on N(Y0) is defined by σ∗(e0) = e0 and
σ∗(ei) = ei+1 for i ∈ {1, 3, 5, 7}. Notice that Y6 ∼= P
2 and h6 = −k6. Let
f0 := 2e0 − e1 − e2 − e3 − e4 be the class of the pullback of conics in the
plane, through 4 points. By Lemma 2 we have f0 = f1 = f2 = f3, f4 = f5 =
2e0 − e1 − e2 and f6 = 2e0.
We will prove in §3 that S(Y0, h0) = { f0 }, S(Y1, h1) = { e0, f1 } and
S(Yi, hi) = { e0 } for 6 ≤ i ≤ 2, where e0 and f1 are classes of one- and
two-dimensional minimal families respectively.
Over the complex numbers or if the real structure would act as the identity,
e0 − e1 and e0 − e2 are classes of minimal families of Yi for 0 ≤ i < 6 (see
Remark 2). ⊳
3 Classification of minimal families
3.1
In the following lemma we recall the proof of [13, Proposition 20] for the
convenience of the reader.
Lemma 3. (canonical degree of families)
If f ∈ N(Y ) is the class of a rational family, then k · f ≤ −2.
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Proof. Let f ∈ N(Y ) be the class of the rational family defined by the
divisor F ⊂ Y × B. Notice that if F is complete, then pa(f) = 0 so that
k · f = −2− f 2 ≤ −2. If F is not complete, then its members are necessarily
singular. We define α : Z −→ F to be a birational morphism such that Z
is a smooth model of F . Suppose that Fb ⊂ Y is a member of F , for some
b ∈ B. Let Gb ⊂ Z be the pullback of Fb along the morphism α composed
with the first projection π1 : F −→ Y . Thus G ⊂ Z × B defines a family of
Z, whose members are Gb for b ∈ B. By the pullback formula for divisors
we have kZ = (π1 ◦ α)
∗k + r, where r ∈ N(Z) is the ramification divisor and
k is the canonical class on Y . The following equality relates the canonical
degrees of F and G:
k · f = k · (π1 ◦ α)∗[G] = (π1 ◦ α)
∗k · [G] = kZ · [G]− r · [G].
If a, b ∈ B such that a 6= b, then Fa 6= Fb and thus Ga ∩Gb = ∅, since π1 ◦ α
is a birational morphism. It follows that [G]2 = 0. By definition, Gb is via
π1 ◦α birationally equivalent to Fb and thus Gb is rational, for all b ∈ B. We
observe that Gb is a fiber of π2 ◦α : Z −→ B, for all b ∈ B. As a consequence
of Sard’s theorem, the general fiber is smooth and thus pa([G]) = 0. We apply
the arithmetic genus formula and we find that kZ · [G] = −2 − [G]
2 = −2.
By [3, (1.41)] we know that h0(r) > 0 and since G ⊂ Z ×B defines a family
whose members are irreducible and movable, it follows that G is nef so that
[G] · r ≥ 0. This concludes the proof since k · f = kZ · [G]− r · [G] ≤ −2.
Lemma 4. (self-intersection of classes of rational curves)
If Y is the smooth model of a weak del Pezzo surface and f ∈ S(Y,−k) such
that k · f = −2, then f 2 ∈ {0, 2, 4}.
Proof. By the adjunction formula one has pa(f) =
1
2
f 2 and thus f 2 is even
and nonnegative. If f 2 ≥ 2, then by Hodge index theorem and f ·(f+αk) = 0
for some α > 0, it follows that either f = −αk or (f + αk)2 < 0. If
(f + αk)2 < 0, then f 2 < α(4 − αk2) so that f 2 < 4. If f = −αk with
k · f = −2, then either f = −k with k2 = 2 — or — f = −2k with k2 = 1.
We conclude that f 2 ∈ {0, 2, 4} as asserted.
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Definition 2. (Ψ0, Ψ1, Ψ2 and Ψ4)
We define Ψ0 to be the maximal set of classes in a NS-lattice of infinite
rank such that each class in Ψ0 is with respect to a type 1 basis — up to
permutation of the (ei)i>0 — in the following list:
e0 − e1,
2e0 − e1 − e2 − e3 − e4,
3e0 − 2e1 − e2 − e3 − e4 − e5 − e6,
4e0 − 2e1 − 2e2 − 2e3 − e4 − e5 − e6 − e7,
5e0 − 2e1 − 2e2 − 2e3 − 2e4 − 2e5 − 2e6 − e7,
4e0 − 3e1 − e2 − e3 − e4 − e5 − e6 − e7 − e8,
5e0 − 3e1 − 2e2 − 2e3 − 2e4 − e5 − e6 − e7 − e8,
6e0 − 3e1 − 3e2 − 2e3 − 2e4 − 2e5 − 2e6 − e7 − e8,
7e0 − 3e1 − 3e2 − 3e3 − 3e4 − 2e5 − 2e6 − 2e7 − e8,
7e0 − 4e1 − 3e2 − 2e3 − 2e4 − 2e5 − 2e6 − 2e7 − 2e8,
8e0 − 3e1 − 3e2 − 3e3 − 3e4 − 3e5 − 3e6 − 3e7 − e8,
8e0 − 4e1 − 3e2 − 3e3 − 3e4 − 3e5 − 2e6 − 2e7 − 2e8,
9e0 − 4e1 − 4e2 − 3e3 − 3e4 − 3e5 − 3e6 − 3e7 − 2e8,
10e0 − 4e1 − 4e2 − 4e3 − 4e4 − 3e5 − 3e6 − 3e7 − 3e8,
11e0 − 4e1 − 4e2 − 4e3 − 4e4 − 4e5 − 4e6 − 4e7 − 3e8.
We define Ψ2 to be the maximal set of classes in a NS-lattice of infinite
rank such that each class in Ψ2 is with respect to a type 1 basis — up to
permutation of the (ei)i>0 — in the following list:
3e0 − e1 − e2 − e3 − e4 − e5 − e6 − e7,
4e0 − 2e1 − 2e2 − e3 − e4 − e5 − e6 − e7 − e8,
5e0 − 2e1 − 2e2 − 2e3 − 2e4 − e5 − e6 − e7 − e8,
6e0 − 3e1 − 2e2 − 2e3 − 2e4 − 2e5 − 2e6 − 2e7 − e8,
7e0 − 3e1 − 3e2 − 3e3 − 2e4 − 2e5 − 2e6 − 2e7 − 2e8,
8e0 − 3e1 − 3e2 − 3e3 − 3e4 − 3e5 − 3e6 − 2e7 − 2e8,
9e0 − 4e1 − 3e2 − 3e3 − 3e4 − 3e5 − 3e6 − 3e7 − 3e8,
We define Ψ1 := { e0 } and Ψ4 := { 6e0 − 2e1 − . . .− 2e8 }.
Notice that f 2 = α for all f ∈ Ψα.
If an NS-lattice is of rank at least 3, then we consider the following basis
changes between bases of type 1 and type 2:
(ℓ0, ℓ1, ε1, . . . , εr) 7→(ℓ0 + ℓ1 − ε1, ℓ0 − ε1, ℓ1 − ε1, ε2, . . . , εr), (1)
(e0, e1, . . . , er) 7→(e0 − e2, e0 − e1, e0 − e1 − e2, e3, . . . , er).
If, for example, N(Y ) is a lattice with basis of type 2 and f ∈ N(Y ) such
that f = ℓ0 + ℓ1 − ε1 − ε2, then f ∈ Ψ0, since we will implicitly use (1) after
which f is equal to e0 − e3. ⊳
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Lemma 5. (classes of minimal families)
If Y is the smooth model of a weak del Pezzo surface and f ∈ S(Y,−k) such
that k · f = −2, then f ∈ Ψ0 ∪Ψ2 ∪Ψ4.
Proof. The set Ψα is the output of [10, Algorithm 1] with input −k·f = 2 and
f 2 = α. By Lemma 4 we have α ∈ {0, 2, 4} which concludes this proof.
Lemma 6. (rational curves with class in Ψ0)
Suppose that Y is the smooth model of a weak del Pezzo surface such that
1 ≤ k2 ≤ 6. We have that k · f = −2, f 2 = 0 and h0(f) = 2 for all f ∈ Ψ0.
Moreover, if Y is R-rational, then S(Y,−k) ∩Ψ0 6= ∅.
Proof. We call [10, Algorithm 1] with input −k ·f = 2 and f 2 = 0 and obtain
Ψ0 as output. It follows from Riemman-Roch theorem and Serre duality that
h0(f) = 2 for all f ∈ Ψ0. By the arithmetic genus formula one has pa(f) = 0.
Now suppose that Y is R-rational so that either case (1), (2) or (3) of
Lemma 1 holds. If case (3) holds, then S(Y,−k)∩Ψ0 6= ∅ as asserted. If case
(1) or (2) holds, then Y is the real blowup of P2 or P1×P1 in at least 3 and 2
points respectively. Thus 4 ≤ rank(N(Y )) ≤ 9 and there exists f ∈ Ψ0 such
that, up to permutation, f ∈ { 2e0− e1− e2− e3− e4, ℓ0+ ℓ1− ε1− ε2} and
σ∗(f) = f .
If f ∈ Ψ0 is the class of an irreducible curve such that σ∗(f) = f , then the
lemma holds, since −k · f ≥ 2 by Lemma 3.
Suppose that f ∈ { 2e0−e1−e2−e3−e4, ℓ0+ℓ1−ε1−ε2} such that σ∗(f) = f ,
and f decomposes into a moving and a fixed component. We consider up to
permutation, all possible decompositions of f . If f = 2e0−e1−e2−e3−e4 and
h0(e0−e2−e3−e4) = 1, then the moving component e0−e1 ∈ Ψ0 is the class of
a rational family. Since −k is nef one has that h0(e0 − e1− e2 − e3− e4) = 0
and thus e0 is not the moving component. If f = ℓ0 + ℓ1 − ε1 − ε2 and
h0(ℓ0 − ε1 − ε2) = 1, then ℓ1 ∈ Ψ0 is the class of a rational family. This
concludes the proof of this lemma, as we considered all possible moving
components.
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Lemma 7. (rational curves with class −k ∈ Ψ2 where k
2 = 2)
Suppose that Y is the smooth model of a weak del Pezzo surface such that
k2 = 2. If C ⊂ Y is a rational curve with class −k, then C is singular and
the pullback of a tangent line of the quartic branching curve B ⊂ P2 along
the 2:1 morphism ϕ−k : Y −→ P
2.
Proof. It follows from [4, Theorem 8.3.2] that ϕ−k is a 2:1 covering. Curves
in the linear series | − k| are the pullback of lines in P2. Since pa(−k) =
1, rational curves in | − k| have a singularity at the ramification locus, as
discussed in [4, Section 6.3.3]. It follows that rational curves are the pullback
of tangent lines of the branching curve B.
Lemma 8. (rational curves with class −2k ∈ Ψ4 where k
2 = 1)
Suppose that Y is the smooth model of a weak del Pezzo surface such that
k2 = 1. If C ⊂ Y is a rational curve with class −2k, then C is singular
and the pullback of a bitangent plane of the sextic branching curve B ⊂ Q
— intersected with the quadric cone Q ⊂ P3 — along the 2:1 morphism
ϕ−2k : Y −→ Q.
Proof. We know from [4, Theorem 8.3.2] that ϕ−2k is a 2:1 covering. Curves
in the linear series | − 2k| are the pullback of plane sections of Q. Since
pa(−k) = 2, rational curves in | − 2k| are singular at the ramification locus
such that that the delta invariants of the singularities adds up to two. It
follows that C is the pullback of a plane section of Q that is bitangent to the
branching curve B, as discussed in [4, Section 8.8.1].
Lemma 9. (rational curves with class −k + e ∈ Ψ2 where k
2 = 1)
Suppose that Y is the smooth model of a weak del Pezzo surface such that
k2 = 1. If C ⊂ Y is a rational curve with class −k+e where k ·e = e2 = −1,
then C is singular and the pullback of a tangent line of the quartic branching
curve B ⊂ P2 along the 2:1 morphism ϕ−k+e : Y −→ P
2.
Proof. Since C is a rational curve, its class −k+ e has no fixed components.
Therefore there exists no c ∈ N(Y ) such that h0(c) > 0, c2 = −2, k · c = 0
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and (−k + e) · c = e · c < 0. It now follows from [4, Lemma 8.2.22] that e is
the class of an exceptional curve E. Let π : Y −→ Y ′ be the contraction of
E to a smooth point in Y ′. It follows from [4, Proposition 8.1.23] that Y ′ is
a weak del Pezzo surface such that k′2 = 2 and k = π∗k′ + e. Thus π(C) is a
rational curve with class −k′ and the pullback of a hyperplane section along
ϕ−k′ ◦π has class −k+ e. This lemma is now a consequence of Lemma 7.
Proposition 2. (minimal family classes for minimal ruled pairs)
Let Ψ0, Ψ1, Ψ2 and Ψ4 be as in Definition 2. If (Y, h) is a minimal ruled
pair such that either Y is R-rational or there exists f ∈ S(Y, h) such that
k · f = −2, then one of the following holds:
1. h = −k, 1 ≤ k2 ≤ 2, S(Y, h) ⊂ Ψ0 ∪Ψ2 ∪Ψ4.
2. h = −k, 3 ≤ k2 ≤ 6, S(Y, h) ⊂ Ψ0.
3. h = −k, k2 = 7, S(Y, h) ⊂ Ψ0 ∪Ψ1.
4. h = −α
2
k for 1 ≤ α ≤ 2, k2 = 8, S(Y, h) ⊂ Ψ0 ∪ { ℓ0, ℓ1, ℓ0 + ℓ1 }.
5. h = −α
3
k for 1 ≤ α ≤ 3, k2 = 9, S(Y, h) = Ψ1.
6. h2 = 0, h 6= 0, S(Y, h) =
{
− 2
h·k
h
}
.
7. (2h+ k)2 = 0, 2h+ k 6= 0, S(Y, h) =
{
− 2
(2h+k)·k
(2h+ k)
}
.
The following table summarizes attributes of a minimal families:
class is in → Ψ0 Ψ1 Ψ2 Ψ4 {ℓ0 + ℓ1}
complete yes yes no no yes
canonical degree −2 −3 −2 −2 −4
dimension 1 2 1 1 3
If f is the class of an incomplete minimal family, then the curves in the family
are singular and the pullback of hyperplane sections, along the associated map
ϕf , that are either tangent or bitangent to the branching locus.
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Proof. It follows from Proposition 1.c) that (1-7) treat all possible cases. The
characterization of minimal families in the table and the assertion at the end,
follow from Lemma 5, Lemma 6, Lemma 7, Lemma 8 and Lemma 9.
If there exists f ∈ S(Y, h) such that k · f = −2, then cases (1), (2), (3) and
(4) are a direct consequence of Lemma 5. In cases (6) and (7) the surface Y
is a projective line bundle (possibly C-irrational) such that the fibers define
the unique minimal family with canonical degree −2.
In the remainder of the proof we assume that Y is R-rational. Cases (1) and
(2) follow from Lemma 6. Cases (6) and (7) are straightforward. In cases (3),
(4) and (5) the surface Y is by Lemma 1 either P2, the blowup of P2 in a real
point, the blowup of P2 in two real points, the blowup of P2 in two complex
conjugate points, P1×P1 or the blowup of P1×P1 in a real point. Notice that
the real structure σ may flip the components of the fiber product P1 × P1.
The details for these cases are straightforward and left to the reader.
3.2
Lemma 10. (pullback of classes of families)
Let µ : (Y, h) −→ (Y ′, h′) be an adjoint relation. If f ′ ∈ N(Y ′) and f := µ∗f ′,
then h · f = h′ · f ′− k′ · f ′. Moreover, if f ′ ∈ N(Y ′) is the class of a rational
family such that k′ · f ′ = −2, then f is the class of a rational family as well.
Proof. We have k · f = k′ · f ′, since k · f = k · µ∗f ′ = µ∗k · f
′ = k′ · f ′ by the
projection formula for divisor classes. Suppose that µ : Y −→ Y ′ contracts
exceptional curves with classes (ei)i∈I . The contracted exceptional curves are
orthogonal to h+ k and thus µ∗h′ = h+ k so that
h · f = (h+ k) · f − k · f = µ∗h′ · f − k · f = h′ · f ′ − k′ · f ′.
If f˜ is the strict transform of f ′ along µ and k′ ·f ′ = −2, then f = f˜ , because
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k · f˜ ≤ −2 by Lemma 3, k · ei = −1 for i ∈ I and
k′ · f ′ = µ∗k · f
′ = k · µ∗f ′ = k · (f˜ +
∑
i∈I
miei) = k · f˜ −
∑
i∈I
mi = −2.
Therefore mi = 0 for all i ∈ I and thus if f
′ is a rational family, then f is as
well.
Lemma 11. (pushforward of classes of families)
Let µ : (Y, h) −→ (Y ′, h′) be an adjoint relation. If f ∈ N(Y ) and f ′ := µ∗f ,
then h′ · f ′ = h · f + k · f . Moreover, if f the class of a rational family, then
f ′ is the class of a rational family.
Proof. Since the classes of the exceptional curves that are contracted by µ are
orthogonal to h+k, we have that µ∗h′ = h+k. It follows from the projection
formula for classes that h′ · f ′ = µ∗h′ · f = h · f + k · f. This lemma is now a
direct consequence of the birational invariance of the geometric genus.
Proposition 3. (minimal families along adjoint relation)
Let µ : (Y, h) −→ (Y ′, h′) be an adjoint relation.
a) If g′ ∈ N(Y ′) is the class of a minimal family such that k′ · g′ = −2,
then its pullback g := µ∗g′ is the class of a minimal family so that
k · g = −2 and h · g = h′ · g′ + 2.
b) If f ∈ N(Y ) and g′ ∈ N(Y ′) are classes of minimal families such that
k′ · g′ = −2, then the pushforward f ′ := µ∗f is the class of a minimal
family so that k · f = k′ · f ′ = −2.
Proof. a) It follows from Lemma 10 that g is a rational family such that
k · g = −2 and h · g = h′ · g′ + 2. Suppose that f ∈ N(Y ) is the class of a
minimal family. By Lemma 11 we have h · f = h′ · f ′−k · f . Since −k · f ≥ 2
by Lemma 3, we find that
h · f = h′ · f ′ − k · f ≥ h′ · f ′ + 2 ≥ h′ · g′ + 2 = h · g,
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and thus g is the class of a minimal family.
b) We know from Lemma 11 that f ′ is the class of a rational family such
that h · f = h′ · f ′− k · f . It follows from a) that h · f = h · g where g = µ∗g′.
As a consequence of Lemma 10 we have h · g = h′ · g′ + 2 and thus
h · f = h′ · f ′ − k · f = h′ · g′ + 2 = h · g.
Since g′ is minimal and k · f ≤ −2 by Lemma 3, it follows that f ′ is minimal
and k · f = −2.
Lemma 12. (pullback of lines)
Let µ : (Y, h) −→ (Y ′, h′) be an adjoint relation of type 1 such that Y ′ ∼= P2.
If σ∗(ej) = ej for some j > 0, then S(Y, h) = { e0−ej | σ∗(ej) = ej, j > 0 }.
Proof. Suppose that f = e0 − ej for some 1 ≤ j ≤ r such that σ∗(f) = f .
We notice that f ′ := µ∗f = e0, k · f = −2 and by Proposition 2.5 we have
S(Y ′, h′) = {f ′}. Suppose by contradiction that g is the class of a minimal
family such that h · g < h · f and let g′ := µ∗g. It follows from h
′ · g′ ≥ h′ · f ′
and Lemma 11 that h·g+k ·g ≥ h·f+k ·f . Thus k ·g ≥ h·f−h·g+k ·f ≥ −1.
We arrived at a contradiction with Lemma 3.
Remark 2. (complex minimal families)
Suppose that real structure acts as the identity on the NS-lattices. By Propo-
sition 2, either kℓ·f = −2 for some f ∈ S(Yℓ, hℓ) or Yℓ ∼= P
2. The classification
of classes of minimal families is in this case a consequence of Proposition 3
and Lemma 12 respectively. Thus up to now we recovered the classification
of complex minimal families in [13, Theorem 46], since the real structure does
not impose additional restrictions. In the following subsection we take care
of the complications coming from σ∗ not being the identity. ⊳
3.3
Remark 3. (key idea for final part of classification proof)
When an adjoint relation is realized by the blowup of the projective plane in
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complex conjugate points, then the canonical degree of the minimal family is
not guaranteed to be -2, so that we cannot apply Proposition 3. The key idea
is that the pullback of conics through four points along the adjoint relation
is a candidate for a minimal family and we show that this candidate can only
be beaten by the pullback of lines. The proof is somewhat technical and in
order to appreciate the key idea, the reader is encouraged to try to prove
that the classes of the families in Example 1 are indeed minimal. Notice that
we do not assume that the centers of the blowup are in general position and
minimal families are a priori not necessarily complete. ⊳
Assumption 1. We consider an adjoint chain of type 1 and coordinates for
hi, ki and fi as stated in Lemma 2.a) for 0 ≤ i ≤ ℓ. Moreover, we suppose
that f0 ∈ S(Y0, h0). If rank(N(Y0)) ≥ 5, then g0 := 2e0 − e1 − e2 − e3 − e4
in N(Y0); If 1 < rank(N(Y0)) ≤ 4, then g0 := 2e0 − e1 − . . . − er, where
r := rank(N(Y0))− 1. We define gi := (µi−1 ◦ . . . ◦ µ0)∗(g0) for 0 < i ≤ ℓ. ⊳
Lemma 13. (irreducibility of g0) We use Assumption 1.
If h0 · g0 < h0 · e0, then g0 is the class of a rational family.
Proof. We have h0 ·g0 = h0 ·e0+h0 · (e0−e1− . . .−er) < h0 ·e0 for 1 ≤ r ≤ 4,
so that h0 · (e0− e1− . . .− er) < 0. Thus h
0(e0− . . .− er) = 0, since h0 is nef
by definition and thus nonnegative against effective classes. We established
that g0 has no fixed components. The adjoint chain is of type 1 and thus
σ∗(g0) = g0. The rationality of the family with class g0 follows from being
the pullback of conics in the plane that pass through r base points.
Lemma 14. (bounding e0 · f0 for small rank) We use Assumption 1.
If hs · fs ≤ hs · gs and rank(N(Ys)) ≤ 4 for some 0 ≤ s ≤ ℓ, then e0 · f0 ≤ 2.
Proof. If rank(N(Ys)) = 1, then fs = β0e0 and gs = 2e0 by Lemma 2 so that
e0 · f0 ≤ 2.
If 2 ≤ rank(N(Ys)) ≤ 4 and σ∗(e1) = e1, then S(Yℓ, hℓ) ⊆ { e0 − ei | i >
0 }∪{e0} by Proposition 2. Thus S(Ys, hs) ⊆ { e0−ei | i > 0 } by Lemma 12
21
and Proposition 3. Recall that by assumption f0 ∈ S(Y0, h0). Therefore, by
Proposition 3, one has fs ∈ S(Ys, hs), so that in this case the lemma holds.
Suppose that rank(N(Ys)) = 3 and σ∗(e1) = e2. We use the notation in
Lemma 2 and let (αi)i be the coefficients of h0. Let α
′
0 := α0 − 3s and α
′
j :=
αj − s for 0 < j ≤ r and notice that α
′
1 = α
′
2 so that hs = α
′
0e0−α
′
1e1−α
′
1e2
and σ∗(hs) = hs. By Lemma 2 and σ∗(fs) = fs one has gs = 2e0 − e1 − e2
and β1 = β2. Since hs · fs ≤ hs · gs, we have 0 ≤ α
′
0β0 − 2α
′
1β1 ≤ 2α
′
0 − 2α
′
1.
Notice that fs is the class of a rational family and therefore does not have
fixed components. In particular, fs · (e0 − e1 − e2) ≥ 0 so that 2β1 ≤ β0. It
follows that β0(α
′
0 − α
′
1) ≤ 2(α
′
0 − α
′
1) and thus β0 ≤ 2 where β0 = e0 · f0.
Finally, suppose that rank(N(Ys)) = 4, σ∗(e1) = e2 and σ∗(e3) = e3. Let
z0 = e0 − e3 in N(Y0) be the class of a rational family so that σ∗(z0) = z0
and k0 · z0 = −2. We define zi := (µi−1 ◦ . . . ◦ µ0)∗(z0) for 0 < i ≤ ℓ,
in accordance with the notation of Assumption 1. We may assume that
rank(N(Ys)) > rank(N(Yℓ)), otherwise it follows from Proposition 2 and
Proposition 3 that e0 · f0 ≤ 2. Let t be the smallest value such that s <
t ≤ ℓ and rank(N(Yt)) ≤ 3. Since f0 ∈ S(Y0, h0) by assumption, we have
h0 · f0 ≤ h0 · z0 and it follows from Lemma 3 that ki · fi ≤ ki · zi = −2 for
0 ≤ i < t. We apply Lemma 11 and find that hi · fi ≤ hi · zi for all 0 ≤ i ≤ t.
By Lemma 2 we find that zt = e0 and thus
ht · ft ≤ ht · e0 ≤ ht · gt = ht · e0 + ht · (gt − e0).
This concludes the proof of this lemma, since we already treated the cases
where rank(N(Yt)) ≤ 3 and ht · ft ≤ ht · gt.
Lemma 15. (bounding e0 · f0) We use Assumption 1.
If h0 ·f0 ≤ h0 ·g0, then either e0 ·f0 ≤ 2 or fℓ ∈ S(Yℓ, hℓ) such that kℓ ·fℓ = −2.
Proof. If rank(N(Y0)) ≤ 4, then by Lemma 14 one has e0 ·f0 ≤ 2. We assume
in the remainder of this proof that rank(N(Y0)) > 4 so that k0 · g0 = −2. By
Lemma 3 we have that k0 · f0 ≤ k0 · g0.
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If ki ·fi ≤ ki ·gi for all 0 ≤ i ≤ ℓ, then by Lemma 11 we have hi ·fi ≤ hi ·gi for
all 0 ≤ i ≤ ℓ. If rank(N(Yℓ)) ≤ 4, then by Lemma 14 one has e0 · f0 ≤ 2. If
rank(N(Yℓ)) > 4, then it follows from Proposition 2.[1,2] and Proposition 3
that fℓ ∈ S(Yℓ, hℓ) such that kℓ · fℓ = −2.
Now, suppose that 0 < s ≤ ℓ is the smallest number such that ks ·fs > ks ·gs.
It follows from Lemma 2 that gs ∈ { 2e0 − e1 − e2 − e3, 2e0 − e1 − e2, 2e0 −
e1, 2e0 } and thus rank(N(Ys)) ≤ 4. By Lemma 11 we have hs · fs ≤ hs · gs
and thus by Lemma 14 one has e0 · f0 ≤ 2. This concludes the proof of this
lemma, since we considered all possible scenarios.
Lemma 16. (bounding (ℓ0 + ℓ1) · f0)
We consider an adjoint chain of type 2 and coordinates for hi, ki and fi
as stated in Lemma 2.b) for 0 ≤ i ≤ ℓ. If f0 ∈ S(Y0, h0), then either
(ℓ0 + ℓ1) · f0 ≤ 2 or fℓ ∈ S(Yℓ, hℓ) such that kℓ · fℓ = −2.
Proof. If rank(N(Y0)) < 4, then it follows from Proposition 2.[3,4,5] that f0 ∈
{ ℓ0, ℓ1, ℓ0+ ℓ1, ℓ0+ ℓ1− ε1 } so that this lemma holds. If rank(N(Yℓ)) ≥ 4,
then we know from Proposition 2.[1,2] and Proposition 3 that fℓ ∈ S(Yℓ, hℓ)
such that kℓ · fℓ = −2.
We assume that rank(N(Y0)) ≥ 4 and rank(N(Yℓ)) < 4 in the remainder of
this proof. We set g0 := ℓ0+ ℓ1− ε1− ε2 and define gi := (µi−1 ◦ . . .◦µ0)∗(g0)
for 0 < i ≤ ℓ. We proceed similarly as in Lemma 13 and Lemma 15.
If the linear series with class g0 has fixed components, then h
0(ℓj−ε1−ε2) = 1
where without loss of generality j = 1. Thus g0 = ℓ0 + (ℓ1 − ε1 − ε2) with
σ∗(ℓ0) = ℓ0 such that ℓ0 ∈ S(Yℓ, hℓ) with kℓ · ℓ0 = −2. It follows from
Proposition 3 that in this case fℓ ∈ S(Yℓ, hℓ) such that kℓ · fℓ = −2 as
asserted. So we may assume without loss of generality that g0 has no fixed
components. By the arithmetic genus formula pa(g0) =
1
2
(g20+k0 ·g0)+1 = 0
and thus g0 is the class of a rational family.
Let 0 < s ≤ ℓ be the minimal value so that rank(N(Ys)) < 4. By assumption
we have h0 ·f0 ≤ h0 ·g0 and it follows from Lemma 3 that k0 ·f0 ≤ k0 ·g0 = −2.
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It follows from Lemma 11 that hi · fi ≤ hi · gi for all 0 ≤ i ≤ s. We already
established that fs ∈ { ℓ0, ℓ1, ℓ0+ℓ1, ℓ0+ℓ1−ε1 } and therefore by Lemma 2
we find that (ℓ0 + ℓ1) · f0 ≤ 2, which concludes the proof of this lemma.
Lemma 17. (pullback of the class e0)
Let µ : (Y, h) −→ (Y ′, h′) be an adjoint relation. If S(Y ′, h′) = {e0}, then for
all f ∈ S(Y, h) either f = e0 or k · f = −2.
Proof. Suppose that f ∈ S(Y, h) and f ′ = µ∗f . It follows from Lemma 11
that f ′ is the class of a rational family such that h′ · f ′ = h · f + k · f . We
know from Lemma 3 that k · f ≤ −2. Notice that k · f ≥ −3, otherwise
f ′ ∈ S(Y ′, h′) and f ′ 6= e0, contradicting the assumption. If k · f = −3, then
e0 · f = 1 otherwise f
′ ∈ S(Y ′, h′) and f ′ 6= e0. This concludes the proof,
since if k · f = −3 and e0 · f = 1, then f = e0.
Theorem 1. (classification of real minimal families)
Suppose that an algebraic surface X ⊂ Pn contains a rational curve through
a general point. Let (Y0, h0) be its associated ruled pair with adjoint chain
(Y0, h0)
µ0
−→ (Y1, h1)
µ1
−→ . . .
µℓ−1
−→ (Yℓ, hℓ),
and let f0 ∈ S(Y0, h0) be the class of a real minimal family. If X is either
R-rational or kℓ · zℓ = −2 for some zℓ ∈ S(Yℓ, hℓ), then one of the following
cases holds:
(i) f0 is the pullback of fℓ ∈ S(Yℓ, hℓ) as specified in Proposition 2 with the
additional property that kℓ · fℓ = −2.
(ii) the adjoint chain is of type 1 so that, up to permutation of (ej)j>0,
f0 ∈ { e0, e0 − e1, 2e0 − e1 − e2 − e3 − e4 }.
(iii) the adjoint chain is of type 2 so that, up to permutation of (εj)j>0,
f0 ∈ { ℓ0 + ℓ1, ℓ0 + ℓ1 − ε1, ℓ0 + ℓ1 − ε1 − ε2 }.
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Proof. If kℓ · zℓ = −2 for some zℓ ∈ S(Yℓ, hℓ), then we are in case (i) by
Proposition 3. In the remainder of the proof we assume that X is R-rational.
We make a case distinction on S(Yℓ, hℓ) in Proposition 2.
Suppose that we are in case (1), (2), (6) or (7) of Proposition 2. By Lemma 6,
there exists zℓ ∈ S(Yℓ, hℓ) such that kℓ · zℓ = −2 and thus we are in case (i)
by Proposition 3.
Now suppose that S(Yℓ, hℓ) = {e0} in case (3) or (5) of Proposition 2. By
Lemma 1 the adjoint chain is of type 1. It follows from Lemma 17 that either
f0 = e0 as in case (ii) or k0 · f0 = −2. Now suppose that k0 · f0 = −2 so
that h0 · f0 ≤ h0 · e0 and let g0 be defined as in Assumption 1. We have
h0 · f0 ≤ h0 · g0, otherwise h0 · g0 < h0 · e0 so that by Lemma 13 there exists
a family with class g0 that is of lower degree than the family with class f0.
Thus it follows from Lemma 15 that e0 · f0 ≤ 2. Since k0 · f0 = −2 and
e0 · f0 ≤ 2, we conclude that we are again in case (ii).
Finally, suppose that S(Yℓ, hℓ) = {ℓ0 + ℓ1} is as in case (4) of Proposition 2.
By Lemma 1 the adjoint chain must be of type 2. It follows from Lemma 16
that we are in case (iii) and this concludes the proof of the theorem.
Proof of Corollary 1.
b) Direct consequence of Riemann-Roch theorem and Serre duality applied
to the classes listed in Theorem 1.
a) Let F ⊂ X × B denote the minimal family of dimension of at least 3. It
follows from Theorem 1 and b) that [F ] = ℓ0 + ℓ2 with σ∗(ℓ0) = ℓ1. Thus
the linear normalization Y0 of X is isomorphic to P
1 × P1, where the real
structure σ : Y0 −→ Y0 flips the P
1-factors. The class of hyperplane sections
is h0 = αℓ0 + αℓ1 ∈ N(X) for some α ∈ Z>0. A projective sphere has pair
(P1 × P1, ℓ0 + ℓ1) and thus Y0 and the sphere are isomorphic.
c) It follows from Remark 2, that a minimal family over the complex numbers
is either specified by case (i) of Theorem 1, has class e0 or is the pullback
of lines through a point as characterized by Lemma 12 with σ∗ the identity.
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We can conclude the proof, since minimal families in all the remaining cases
of Theorem 1 are complete.
The following corollary extends the classification of multiple conical surfaces
in [16, Theorem 8 and Theorem 10], while also incorporating the real struc-
ture.
Corollary 2. (classification real families of conics)
Suppose that X ⊂ Pn is a real algebraic surface with ruled pair (Y, h). If X
contains λ ≥ 1 conics through a general point, then either one of the following
holds:
1. The pair (Y, h) is a minimal ruled pair and either X is geometrically
ruled with degX ≤ n−1 ≤ 3, or the conics form minimal families with
classes characterized by Proposition 2.[2,3,4,5].
2. λ = 1 and there exists an adjoint relation µ : (Y, h) −→ (Y ′, h′) such
that (Y ′, h′) is a minimal ruled pair. The conics form a minimal family
whose class is the pullback along µ of the class in Proposition 2.6.
Proof. Suppose that (Yℓ, hℓ) is the minimal ruled pair of X . It follows from
Lemma 11 and Lemma 3 that the degrees of minimal families on adjoint
surfaces differ by at least two and thus 0 ≤ hℓ · fℓ ≤ 2 for fℓ ∈ S(Yℓ, hℓ).
If hℓ · fℓ = 0, then we are in case (2) of the corollary by Proposition 3. If
hℓ · fℓ > 0, then Lemma 11 and Lemma 3 ensure that ℓ = 0 so that (Y, h) is
a minimal ruled pair. Proposition 2.1 cannot hold, since the map associated
to hℓ = −kℓ is not birational in this case, by Lemma 7 and Lemma 8. Thus
if hℓ · fℓ = 2, then the classes of conics on X are classes of minimal families
as characterized by Proposition 2.[2,3,4,5].
In the remainder of the proof we suppose that hℓ · fℓ = 1 and degX > 2.
Thus X is covered by both lines and conics so that the arithmetic genus
of X is zero. It follows from Proposition 2.7, [12, Proposition 2.c] and [1,
Proposition IV.18] that Yℓ is a Hirzebruch surface such that N(Yℓ) = 〈t, f〉
26
with t2 =: r ≥ 0, f 2 = 0, t ·f = 1, σ∗ = id, kℓ = −2t+(r−2)f , h
0(t−rf) > 0
and 2hℓ+kℓ = af for some a > 0. Suppose that c := αt+βf is the class of a
conic for some α, β ∈ Z. It follows from hℓ ·c = 2, c ·f = α and c ·(t−rf) = β
that α ≥ 0 and β = 2− 1
2
α(r + a + 2) ≥ 0. Since c 6= βf we find that c = t
and (r, a) ∈ {(1, 1), (0, 2)}. If (r, a) = (1, 1), then hℓ = t + f , h
0(hℓ) = 5
and h0(c) = 3 by Riemann-Roch theorem and Kodaira vanishing theorem so
that X is a cubic geometrically ruled surface whose linear normalization is
in P4. If (r, a) = (0, 2), then hℓ = t + 2f with h
0(c) = 2 by Riemann-Roch
theorem and Kodaira vanishing theorem, contradicting that X contains two
conics through a general point.
We considered all possible values of hℓ ·fℓ and therefore concluded the proof.
4 Computing minimal families
In this section we reformulate the results of §3 into an algorithmic form.
The following diagram depicts a birational map H : P2 99K X ⊂ Pn and the
resolution of its baselocus
Z
τ1 ւ ց τ2
P2
H
99K X
(2)
If Z is not biregular to the smooth model Y of X , then it is more convenient
to compute with N(Z) instead of N(X). We denote by hˆ, kˆ ∈ N(Z) the class
of hyperplane sections and the canonical class respectively. Let
S∗(Z, hˆ) = { f ∈ S(Z, hˆ) | f · e = 0 for all e ∈ E },
where E = { e ∈ N(Z) | e2 = kˆ · e = −1, hˆ · e = 0 }. Notice that
N(X) ∼= N(Z)/E .
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Example 2. (sphere)
Let X := { x ∈ P3 | − x20 + x
2
1 + x
2
2 + x
2
3 = 0 } be the projective closure of
the unit-sphere. The projection of X with center (1 : 0 : 0 : 1) is called a
stereographic projection and defined as
X 99K P2, x 7→ (x0 − x3 : x1 : x2).
The inverse of this stereographic projection defines a parametrization of X :
H : P2 99K X, x 7→ (x20 + x
2
1 + x
2
2 + x
2
3 : 2x0x1 : 2x0x2 : −x
2
0 + x
2
1 + x
2
2 + x
2
3).
We find with [11, Algorithm 1] that the base locus of H consists of two
points (±i : 1 : 0) in P2. We denote the blowup of P2 in these two points
by τ1 : Z −→ P
2 so that N(Z) = 〈e0, e1, e2〉, σ∗(e0) = e0, σ∗(e1) = e2,
hˆ = 2e0 − e1 − e2 and kˆ = −3e0 + e1 + e2. Notice that Z is not the smooth
model of X , since the class in E = { e0 − e1 − e2 } is orthogonal to hˆ.
The corresponding line through the basepoints is an exceptional curve and
contracted by τ2 : Z −→ X to a smooth point on X ∼= P
1 × P1. The classes
of the families of complex lines in X are e0 − e1 and e0 − e2. The class of
the family of conics through the center of projection (1 : 0 : 0 : 1) is e0.
The class of the family of all conics on X is the class of hyperplane sections
2e0 − e1 − e2. A minimal family must have conics as members and thus
S∗(Z, hˆ) = { 2e0 − e1 − e2 }. ⊳
If c ∈ N(X) is a class, then c = M(c) + F(c) is its decomposition into its
moving component M(c) and fixed component F(c) so that h0(M(c)) > 1,
h0(F(c)) = 1 and F(M(c)) = 0.
If h0(hˆ+ kˆ) > 1, then a pseudo adjoint relation is defined as
λ : (Z, hˆ) −→ (Z ′, hˆ′) :=
(
λ(Z), M
(
λ∗(hˆ + kˆ)
) )
,
where λ : Z −→ Z ′ contracts exceptional curves E ⊂ Z with the property
that (hˆ+ kˆ) · [E] = 0 and [E] · [C] = 0 for all exceptional curves C such that
hˆ · [C] = 0. Following §2.4 we obtain a pseudo adjoint chain
(Z0, hˆ0)
λ0−→ (Z1, hˆ1)
λ1−→ . . .
λℓ−1
−→ (Zℓ, hˆℓ).
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We call (Zℓ, hˆℓ) a pseudo minimal ruled pair .
The following lemma relates the pseudo adjoint chain to the adjoint chain.
Lemma 18. (pseudo adjoint relation and minimal families)
Suppose that λ0 : (Z0, hˆ0) −→ (Z1, hˆ1) is a psuedo adjoint relation. We con-
sider the following commutative diagram
(Z0, hˆ0)
λ0−→ (Z1, hˆ1)
↓ γ0 ↓ γ1
(Y0, h0)
µ0
−→ (Y1, h1)
(3)
where µ0 is an adjoint relation, h0 = γ0∗hˆ0 and γ0 : Z0 −→ Y0 contracts
exceptional curves C ⊂ Z0 such that hˆ0 · [C] = 0 and γ1 = µ0 ◦ γ0.
Moreover, we assume that N(Z0) has a type 1 basis such that e0 is the pull-
back of lines in P2 and (ei)i>0 are the pullback of exceptional curves, via a
birational morphism Z0 −→ P
2.
a) We have hˆ0 = γ
∗
0h1, hˆ1 = γ
∗
1h1 and γ1 : Z1 −→ Y1 contracts exactly
exceptional curves C ′ ⊂ Z1 such that hˆ1 · [C
′] = 0.
Moreover, N(Z1) has a type 1 basis such that e0 is the pullback of lines
in P2 and (ei)i>0 are the pullback of exceptional curves, via a birational
morphism Z1 −→ P
2.
There is a natural inclusion ι : N(Z1) →֒ N(Z0) that preserves the
generators of the type 1 basis.
b) We have S∗(Zi, hˆi) = { γ
∗
i f | f ∈ S(Yi, hi) } for 0 ≤ i ≤ 1.
c) If there exists f ∈ S∗(Z1, hˆ1) such that kˆ1 · f = −2, then
S∗(Z0, hˆ0) = { λ
∗
0f | f ∈ S∗(Z1, hˆ1) and kˆ1 · f = −2 }.
d) If f ∈ S(Y1, h1)∩Ψj, then γ
∗
0f ∈ S∗(Z1, hˆ1)∩Ψj, for all j ∈ {0, 1, 2, 4}.
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Proof. Let c1, . . . , cs ∈ N(Z0) denote the classes of exceptional curves that
are contracted by γ0.
Claim 1: hˆ0 = γ
∗
0h0 and hˆ1 = γ
∗
1h1.
Since γ0 contracts exceptional curves that are orthogonal to hˆ0 it follows that
hˆ0 = γ
∗
0h0. We recall from §2.4 that (Y1, h1) is a ruled pair so that h0 + k0
has no fixed components. Consequently, γ∗0(h0+k0) has no fixed components
as γ∗0(h0 + k0) · cj = 0 for all 1 ≤ j ≤ s. By [3, (1.41)] we have
kˆ0 = γ
∗
0k0 + c1 + . . .+ cs. (4)
Thus hˆ0+kˆ0 = γ
∗
0(h0+k0)+c1+. . .+cs so that F(λ0∗(hˆ0+kˆ0)) = λ0∗(c1+. . .+
cs), since (hˆ0+ kˆ0) ·cj < 0 for 1 ≤ j ≤ s. It follows that hˆ1 = λ0∗γ
∗
0(h0+k0) =
λ0∗(µ0 ◦ γ0)
∗h1 = γ
∗
1h1, as claimed.
Claim 2: If e ∈ N(Z0) is an exceptional curve contracted by λ0, then γ0∗e ∈
N(Y0) is an exceptional curve contracted by µ0. Moreover, exceptional curves
contracted by λ0 are disjoint from the curves that are contracted by γ0.
Since (hˆ0+ kˆ0) ·e = 0 it follows that hˆ0 ·e = γ
∗
0h0 ·e = h0 ·γ0∗e = 1. Moreover,
kˆ0 ·e = (γ
∗
0k0+c1+. . .+cs)·e = −1 and thus k0 ·γ0∗e = −1−c1 ·e−. . .−cs ·e so
that (h0+k0)·γ0∗e = −c1 ·e−. . .−cs ·e. Since h0+k0 has no fixed components,
it follows that −c1 · e− . . .− cs · e ≥ 0 and thus c1 · e = . . . = cs · e = 0. The
claim now follows from (γ0∗e)
2 = k0 · γ0∗e = −1.
Claim 3: If b ∈ N(Y0) is the class of an exceptional curve contracted by µ0,
then γ∗0b ∈ N(Z0) is the class of an exceptional curve contracted by λ0.
Let γ∗0b = b
′ + m1c1 + . . . + mscs, where b
′ is the strict transform of b and
mi ∈ Z≥0. It follows from the projection formula and (4) that k0 · b =
γ0∗kˆ0 · b = kˆ0 · γ
∗
0b = kˆ0 · b
′ −m0 − . . . − ms = −1 and kˆ0 · b
′ = γ∗0k0 · b
′ =
k0 · γ0∗b
′ = k0 · b = −1. Thus we find that m0 = . . . = ms = 0 such that
γ∗0b = b
′. By (4), claim 1 and (h0 + k0) · b = 0, we have (hˆ0 + kˆ0) · γ
∗
0b = 0
with (γ∗0b)
2 = kˆ0 · γ
∗
0b = −1 so that this claim holds.
Claim 4: The exceptional curves contracted by λ0 and µ0 are disjoint.
Since hˆ20 > 0 and hˆ0 · (c1 + c2) = 0, it follows from Hodge index theorem
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that (c1 + c2)
2 < 0 so that c1 · c2 = 0 and thus ci · cj = 0 for i 6= j. Similar
argument shows this claim for µ0.
Claim 5: γ1 contracts exceptional curves C
′ ⊂ Z1 such that hˆ1 · [C
′] = 0.
Since γ1 = µ0 ◦ γ0, it follows from claims 2, 3 and 4 and Castelnuovo’s
contraction criterion that γ1 contracts exactly the exceptional curves with
classes λ0∗cj for 1 ≤ j ≤ s. We notice that λ
∗
0hˆ1 = γ
∗
0(h0+k0), since the class
of an exceptional curve that is contracted by λ0 is orthogonal to γ
∗
0(h0+ k0).
Thus hˆ1 · λ0∗cj = λ
∗
0hˆ1 · cj = 0 as claimed.
a) By claims 2, 3 and 4 we find that N(Z0) = 〈e0, e1, . . . , er〉 and N(Z1) =
〈e0, e1, . . . , er′〉 where either r = r
′ or r′ < r and the exceptional curves with
classes er′, er′+1, . . . , er are contracted by λ0. These choices for generators
induce the inclusion ι. Claims 1 and 5 conclude the proof for assertion a).
b) If g ∈ S∗(Zi, hˆi) where 0 ≤ i ≤ 1, then hˆi ·γ
∗
i f ≥ hˆi ·g for all f ∈ S(Yi, hi).
It follows from a) that hi ·f ≥ hi ·γi∗g, since hˆi ·γ
∗
i f = hi ·f and hˆi ·g = γ
∗
i hi ·g.
As f ∈ S(Yi, hi) we find that hi·f ≤ hi·γi∗g and thus hˆi·γ
∗
i f = hˆi·g. Therefore
γ∗i f ∈ S∗(Zi, hˆi) and γi∗g ∈ S(Yi, hi) so that assertion b) holds.
c) This assertion follows from b) and Proposition 3.
d) We apply a) and subsequently consider adjoint relations until (Yℓ, hℓ) is a
minimal ruled pair. By assumption, f ∈ Ψj for j ∈ {0, 1, 2, 4} and thus by
Proposition 2 and Proposition 1.c) the surface Yℓ is a weak del Pezzo surface.
By c) we may assume without loss of generality that (Y1, h1) = (Yℓ, hℓ). By
Lemma 5 the set Ψj is constructed with [10, Algorithm 1], as the set of classes
with canonical degree −2 and self-intersection j such that the rank of the NS-
lattice is at most 9. By a) the lattice N(Z1) has a type 1 basis 〈e0, . . . , er〉.
It follows from (4) that γ∗0f ∈ { g ∈ N(Z1) | kˆ1 · g = −2 and g
2 = j }.
Thus, if r ≤ 8, then γ∗0f ∈ Ψj by construction. If r > 8, then there must
exist et for 1 ≤ t ≤ r such that γ
∗
0f · et = 0, since f ∈ N(Y1) and the rank
of N(Y1) is at most 9. It follows, after permutation of the generators, that
N(Z1) = 〈e0, . . . , e8〉 ⊕ 〈e9, . . . , er〉 and γ
∗
0f ∈ 〈e0, . . . , e8〉 so that γ
∗
0f ∈ Ψj .
We conclude from b) that γ∗0f ∈ S∗(Z1, hˆ1) ∩Ψj.
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Example 3. (pseudo adjoint chain)
We consider a pseudo adjoint chain in a diagram following Lemma 18,
(Z0, hˆ0)
λ0−→ (Z1, hˆ1)
λ1−→ (Z2, hˆ2)
↓ γ0 ↓ γ1 ↓ γ2
(Y0, h0)
µ0
−→ (Y1, h1)
µ1
−→ (Y2, h2)
such that
hˆ0= 10e0− 5e1− 5e2− 2e3− 2e4,
hˆ1= 6e0− 3e1− 3e2− e3− e4,
hˆ2= 2e0− e1− e2 ,
kˆ0=−3e0 + e1+ e2 + e3 + e4,
kˆ1=−3e0 + e1+ e2 + e3 + e4,
kˆ2=−3e0 + e1+ e2 ,
h0= 5(ℓ0 + ℓ1) − 2ε1− 2ε2,
h1= 3(ℓ0 + ℓ1) − ε1− ε2,
h2= ℓ0 + ℓ1,
k0=−2(ℓ0 + ℓ1) + ε1+ ε2,
k1=−2(ℓ0 + ℓ1) + ε1+ ε2,
k2=−2(ℓ0 + ℓ1) .
The basis of N(Z0) is of type 1 such that σ∗(e0) = e0, σ∗(e1) = e2 and
σ∗(e3) = e4. The basis of N(Y0) is of type 2 such that σ∗(ℓ0) = ℓ1 and
σ∗(ε1) = ε2. The map γi is the contraction of an exceptional curve C ⊂ Yi
such that [C] = e0− e1− e2 for 0 ≤ i ≤ 2. For computing the psuedo adjoint
chain we notice that M(hˆi + kˆi) = hˆi+1 and F(hˆi + kˆi) = e0 − e1 − e2 for
0 ≤ i ≤ 1. We verify that γ∗i hi = hˆi and kˆi−γ
∗
i ki = e0−e1−e2 for 0 ≤ i ≤ 2,
in accordance with Lemma 18.a) and (4) respectively. We know from case
(4) at Proposition 2 and from Proposition 3 that S(Y2, h2) = { ℓ0 + ℓ1 } and
S(Y0, h0) = S(Y1, h1) = { ℓ0 + ℓ1 − ε1 − ε2 }. We convert from a type 2 to a
type 1 basis via the map
γ∗0 : N(Y0)→ N(Z0), ( ℓ0, ℓ1, ε1, ε2 ) 7→ ( e0 − e1, e0 − e2, e3, e4 ).
By Lemma 18.b) we have that S∗(Z2, hˆ2) = { 2e0−e1−e2 } and S∗(Z0, hˆ0) =
S∗(Z1, hˆ1) = { 2e0− e1− e2− e3− e4 }. Notice that (Z2, hˆ2) is the ruled pair
of a sphere in 3-space, as discussed in Example 2. ⊳
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Algorithm 1. (minimal families)
• Input: A birational map H : P2 99K X .
• Output: The set Γ ⊂ N(Z0) of classes of minimal families, where
τ1 : Z0 −→ P
2 be the resolution of the base locus of H as in (2).
• Method:
1. Compute hˆ0, kˆ0 ∈ N(Z0) using a basepoint analysis algorithm (see [11,
Algorithm 1 and Section 4.3]).
2. i := 0; while h0(hˆi + kˆi) > 1 do
(i) Compute linear series Q = (qj)j of curves in P
2 such that τ ∗1Q
has class hˆi + kˆi in N(Zi) [11, Algorithm 2]. Set Q
′ :=
(
qj
g
)
j
where g is the polynomial gcd of the generators (qj)j . Verify which
of the basepoints computed at step (1) are basepoints of Q′ and
determine their multiplicities.
(ii) Let the tuple (pt)t∈Ti+1 correspond to the basepoints of Q
′ with mul-
tiplicities (mt)t∈Ti+1 and let m0 denote the degree of the curves in
Q′. Let et denote the class of the pullback of the exceptional curve
that contracts via τ1 to pt.
N(Zi+1) := 〈 et | t ∈ {0} ∪ Ti+1 〉;
hˆi+1 := m0e0 −
∑
t∈Ti+1
mtet; kˆi+1 := −3e0 +
∑
t∈Ti+1
et;
(iii) i := i+ 1;
3. Ψ̂ := Ψ0∪Ψ1∪Ψ2∪Ψ4∪
{
2e0 − e1 − e2,
−2
hˆikˆi
hˆi,
−2
(2hˆi+kˆi)ki
(2hˆi + kˆi)
}
;
while i ≥ 0 do
(i) Γ := { f ∈ Ψ̂ | hˆi · f = min{ hˆi · g | g ∈ Ψ̂ } };
Γ := { f ∈ Γ | generators of linear series with class f are coprime };
(ii) if { kˆi · f | f ∈ Γ } = {−2} then return Γ;
(iii) i := i− 1;
4. return Γ; ⊳
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Theorem 2. The output specification of Algorithm 1 is correct.
Proof. At step (1) we compute the generators of the NS-lattice of the pair
(Z0, hˆ0). At step (2) we compute the generators of N(Zi) together with hˆi
and kˆi, for each pair (Zi, hˆi) in the pseudo adjoint chain of (Z0, hˆ0). Step
(3) is a direct consequence of Lemma 18 and Theorem 1: we go backwards
through the pseudo adjoint chain, computed at step (2), until all minimal
families have canonical degree −2. Note that by Lemma 18.a) the inclusion
ι : N(Zi+1) →֒ N(Zi) preserves the generators of a type 1 basis 〈e0, . . . , er〉.
We remark that computing the generators of the linear series at step 3.(i) is
done as at step 2.(i) using [11, Algorithm 2].
Remark 4. (representation of complete minimal families)
Suppose that [F ] in output Γ of Algorithm 1, is the class of a complete
minimal family F ⊂ X × P1. We explain in [10, Section 4], how to compute
a reparametrization P : P1×P1 99K X of H such that for arbitrary but fixed
b ∈ P1, the map P(a, b) parametrizes member Fb ⊂ X with parameter a ∈ P
1
(see §2.3 for the definition of Fb). ⊳
Remark 5. (representation of non-complete minimal families)
Suppose that [F ] in output Γ of Algorithm 1, is the class of a non-complete
minimal family F ⊂ X×A. We sketch an algorithm for computing equations
for F . Recall that a linear series on X is represented as a linear series on P2,
such that a curves in the respective linear series are related via diagram (2)
(see [11, Section 4.3] and [10, Section 4] for more details).
After step (2) in Algorithm 1 we computed hˆℓ. We assume for simplicity that
γℓ : Zℓ −→ Yℓ in Lemma 18 is an isomorphism so that hˆℓ = hℓ = −kℓ. We
know from Proposition 2 that either [F ] ∈ Ψ2 with hˆ
2
ℓ = 2, [F ] ∈ Ψ2 with
hˆ2ℓ = 1 or [F ] ∈ Ψ4 with hˆ
2
ℓ = 1. We make a case distinction.
Suppose that [F ] ∈ Ψ2 and hˆ
2
ℓ = 2. By Lemma 7, the linear series with
class [F ] = hˆℓ defines a map α : P
2 −→ P2 whose branching locus B ⊂ P2
is a quartic curve. We compute its dual B∗ ⊂ P2∗ so that a point in B∗
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correspond to a tangent line of B. Thus each irreducible component of B∗
defines a family of tangent lines of B. Notice that such family is represented
as a linear equation with indeterminate coefficients. For each coefficient that
satisfies the algebraic equations of the component, the corresponding line is
tangent to B. Now suppose that A is the smooth model of some component
of B∗. In this case, the image of the corresponding tangent lines with respect
to H ◦ α−1 defines F ⊂ X × A. We use either Gro¨bner basis or resultants
for inverting rational maps and computing the preimage of varieties under
rational maps [15].
Suppose that [F ] ∈ Ψ2 with hˆ
2
ℓ = 1. By Lemma 9, the linear series of
[F ] = hˆℓ+e defines a map β : P
2 −→ P2, where e is the class of an exceptional
curve. We proceed as in the previous paragraph, but with β instead of α.
Suppose that [F ] ∈ Ψ4 with hˆ
2
ℓ = 1. By Lemma 8, the linear series of
[F ] = 2hˆℓ defines a map γ : P
2 −→ Q, whose branching locus B ⊂ Q is a
sextic curve on a quadric cone Q ⊂ P3. The dual B∗ ⊂ P3∗ is a curve whose
points correspond to osculating planes of B ⊂ P3. Points on a line in the
tangent developable T ∗ ⊂ P3∗ of B∗ correspond to planes though a tangent
line of B. Thus a family of bitangent planes of B correspond to a component
of the singular locus of T ∗. The family of bitangent planes of B that are
also tangent to Q define a triple conic component of the singular locus of T ∗
and the lines in Q are 2:1 coverings of elliptic curves in X [4, Section 8.8.3].
The curve B∗ also defines a component in the singular locus of T ∗, which do
not correspond to bitangent planes but to osculating planes. Suppose that
S∗ ⊂ T ∗ is a component of the singular locus that is not a triple conic or
B∗. Each point P ∗ ∈ S∗ defines a conic in CP := Q∩P where P ⊂ P
3 is the
bitangent plane corresponding to P ∗. Thus we obtain a family of bitangent
plane sections (CP )P ∗∈S∗ . If A is the smooth model of S
∗, then the pullback
of CP ⊂ Q via H ◦ γ
−1 defines a curve in F ⊂ X × A. See [8, Example 38]
for a worked out example with equations. ⊳
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