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Abstract
The practical utility of Møller-Plesset (MP) perturbation theory is severely con-
strained by the use of Hartree-Fock (HF) orbitals. It has recently been shown that use
of regularized orbital-optimized MP2 orbitals and scaling of MP3 energy could lead to
a significant reduction in MP3 error (J. Phys. Chem. Lett. 10, 4170, 2019). In this
work we examine whether density functional theory (DFT) optimized orbitals can be
similarly employed to improve the performance of MP theory at both the MP2 and
MP3 levels. We find that use of DFT orbitals leads to significantly improved perfor-
mance for prediction of thermochemistry, barrier heights, non-covalent interactions,
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and dipole moments relative to standard HF based MP theory. Indeed MP3 (with or
without scaling) with DFT orbitals is found to surpass the accuracy of coupled clus-
ter singles and doubles (CCSD) for several datasets. We also found that the results
are not particularly functional sensitive in most cases, (although range-separated hy-
brid functionals with low delocalization error perform the best). MP3 based on DFT
orbitals thus appears to be an efficient, non-iterative O(N6) scaling wave function ap-
proach for single-reference electronic structure computations. Scaled MP2 with DFT
orbitals is also found to be quite accurate in many cases, although modern double
hybrid functionals are likely to be considerably more accurate.
1 Introduction
Perturbative approaches offer a straightforward route for inexpensively improving predictions
from existing quantum chemistry approximations.1–10 Perhaps the best known perturbation
technique is Møller-Plesset (MP) theory,1,2,11 which acts upon a single Slater determinant
|Φ〉. The zeroth-order Hamiltonian in MP theory is the mean-field one-particle Fock operator
F corresponding to |Φ〉 while the remaining terms of the true many-body Hamiltonian H are
treated as a perturbative fluctuation potentialU. The resulting theory is size-consistent at all
orders in the fluctuation.11 The energies at all orders are also invariant to rotations between
degenerate orbitals, which is not typically true for many other perturbation theories (like
Epstein-Nesbet theory12,13). Such alternative theories can consequently predict dramatically
different energies for different orbital representations,14 making MP theory the preferred
single reference perturbative approach.
Typically, the reference zeroth-order wave function |Φ〉 is a solution to the Hartree-Fock
(HF) equations, which leads to the sum of the zeroth and first-order (i.e. MP0 and MP1)
energies to be equal to the HF energy EHF. Correlation effects thus arise from higher-order
terms by definition, with second-order MP2 perhaps being the simplest wave function based
dynamical correlation approach. The historical popularity of MP2 owes a great deal to its
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relatively low computational cost, which is asymptotically dominated by the formally O(N5)
scaling cost2 of building two electron integrals in the molecular orbital (MO) basis (N being
the number of basis functions). MP2 like expressions also arise in density functional theory
(DFT) via Go¨rling-Levy perturbation theory.15 This has led to development of double hybrid
density functionals16–19 (employing MP2-like expressions within the exchange-correlation
contribution) that are amongst the most accurate DFT approximations known to date.20,21
Higher order terms in the MP series are however not as widely used in practice. This is
largely a consequence of the slow convergence of the MP series for even apparently single ref-
erence problems.2 Spin-unrestricted MP theory has long been known to converge extremely
slowly, on account of spin-contamination in the UHF orbitals.22–24 However, oscillatory be-
havior around the exact value and even divergent behavior are known to arise for closed-shell
systems without spin-symmetry breaking,25–27 even for systems as simple as a Ne atom. In
practice therefore, predictions from MP theory are not guaranteed to be systematically im-
provable beyond MP2. However, addition of only a fraction of the third-order energy to
MP2 is empirically often found to be effective, leading to an equal interpolation between
MP2 and MP3 to gain some popularity as “MP2.5”.28 Nonetheless, MP3 based approaches
are less popular than coupled-cluster singles and doubles (CCSD), despite the latter requiring
multiple O(N6) iterations (vs a single O(N6) scaling step for MP3). This is a consequence
of CCSD being also exact to third-order in U and much better behaved in practice. MP4
is even less competitive due to O(N7) scaling, although its form inspired the development
of the (T) triples correction3 to CCSD, with the resulting CCSD(T) method being widely
considered to be the “gold-standard” of single-reference quantum chemistry.
In practice, the use of MP2 has also been hindered by the use of reference HF orbitals.2
HF has a propensity for artificially breaking spin-symmetry even for mostly single refer-
ence problems, leading to extremely slow convergence of the spin-unrestricted MP series
(and subsequent poor performance of MP2).22–24 HF also overly localizes electron density
due to lack of correlation,29,30 which can adversely affect MP2 performance by providing
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it with a poor starting point. This has led to the development of orbital optimized MP2
(OOMP2) approaches,31–33 where the orbitals are optimized in the presence of MP2 corre-
lation to ameliorate artificial symmetry breaking or overlocalization errors in the reference
Slater determinant. In addition, spin-component scaled MP2 methods34–36 have also been
developed to improve prediction quality, though such approaches cannot be readily extended
to spin-general orbitals. Extensions of both orbital optimization and spin-component scaling
have also been considered at the MP3 level37–40 .
Very recently, some of us have shown that orbitals obtained from a regularized OOMP2
(namely κ−OOMP241) could be employed to dramatically improve performance of MP3.42
Specifically, use of κ-OOMP2 orbitals and scaling the third-order energy EMP3 by 0.8 greatly
improved prediction of thermochemistry, barrier heights and non-covalent interactions by
over a factor of 3 in most cases (relative to standard MP3/MP2.5), leading to better perfor-
mance than CCSD over several datasets. The success of this MP2.8:κ−OOMP2 approach
raises the question as to whether this improvement is largely the consequence of optimiz-
ing orbitals in the presence of MP2 correlation, or if other high quality reference orbitals
would yield similar results (with or without scaling). Specifically, it is interesting to consider
whether DFT approximations with a low penchant for spin-contamination43 and tunable de-
localization error44–46 can yield reasonable results. DFT orbitals have been shown to improve
performance of CC approaches in many difficult cases47–50 and it seems plausible that they
would have an even larger impact on MP theory due to lack of iterative singles amplitudes
(that mimic orbital relaxation in projected CC theories) in the latter. We consequently
examine the performance of both scaled and unscaled MP2 and MP3 with DFT orbitals in
this work, focusing on the ability to predict chemically relevant energy differences and dipole
moments.
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2 Methods
We computed MP energies with DFT orbitals (MP:DFT) via the following protocol:
1. A DFT calculation was run to obtain converged (spin-unrestricted) orbitals, with a
stability analysis to guarantee that a minimum in orbital space is reached.
2. F was built from the converged DFT density matrix, using the HF functional. The
HF energy EHF is also found similarly.
3. F was semi-canonicalized by diagonalizing the occupied-occupied and virtual-virtual
blocks separately. Note that the reference Slater determinant/density matrix is unaf-
fected by this process, and the occupied-virtual block of F remains non-zero in general.
4. MP2 and MP3 energies were computed using the semi-canonicalized orbitals |φp〉 and
the corresponding orbital “energies” ǫp = 〈φp|F |φp〉. The effects of the occupied-
virtual block of F was computed at the MP2 level (the so-called non-Brillouin singles
contribution) but not the MP3 level, similar to Ref 42. Complete exclusion of singles
was considered, but is not presented due to suboptimal behavior, as discussed later
(and demonstrated in the Supporting Information).
This approach is superficially similar to xDH double hybrid functionals,17,51 where a lower
rung functional is employed to generate reference orbitals and a higher rung functional (here
MP2/MP3 with/without scaling) is used to compute the final energy from the previously
converged orbitals (and their energies) without further optimization. However, we stress that
the lower rung orbital energies were not used to compute the MP energies in our protocol,
unlike typical xDH functionals. The entire purpose of the DFT calculation here is to provide
a good set of occupied orbitals, which are then used to form a HF derived F operator from
which semi-canonical orbitals (and their energies) can be obtained for MP theory. Our energy
functional is thus purely wave function based, albeit acting upon a DFT generated reference
Slater determinant. This distinction is important due to the relatively small fundamental
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gaps predicted by many density functionals (leading to MP overcorrelation in a normal xDH
approach52), whose effect should be reduced by use of F orbital energies obtained from HF.
Based on previous success of spin-component scaled MP2s, MP2.5 and the results of Ref
42, we consider four MP models in the present work:
1. MP2: E = EHF + EMP2.
2. Scaled MP2 (sMP2): E = EHF + c2EMP2
3. MP3: E = EHF + EMP2 + EMP3
4. Scaled MP3 (sMP3): E = EHF + EMP2 + c3EMP3
where the scaling parameters c2,3 are found from fitting to the training set (here the non
multi-reference subset of the W4-1153 thermochemistry dataset).
A fifth model with E = EHF + c2EMP2 + c3EMP3 was also considered, but yielded results
very similar to model 4 and was thus not considered further (since it involves two empirical
parameters, as opposed to one for model 4). Further information about this approach is
supplied in the supporting information.
We investigated the performance of MP:DFT in two regimes. The first was an extensive
assessment of performance vs CCSD(T) benchmarks for reasonably sized triple zeta basis
sets (similar to to Ref 42). The relative computational inexpensiveness of this approach
permitted us to assess orbitals obtained from several density functionals like SPW92,54,55
PBE,56 BLYP,57,58 B97M-V,59 SCAN,60 revM06-L,61 TPSS,62 B3LYP,63 PBE0,64 MN15,65
CAM-B3LYP,66 ωB97X-V67 and ωB97M-V.68 We also considered the behavior of pure Slater
exchange54 and HFLYP (100% HF exchange + 100% LYP correlation58) over the training set,
to understand limiting behavior. The relevant ground state energy calculations were done
using the aug-cc-pVTZ basis set,69–71 while the aug-cc-pCVTZ69,70,72 basis set was employed
for dipole moments, in order to be consistent with the CCSD(T)/aug-cc-pCVTZ reference
numbers reported in Ref 46. The dipole moments were computed via a centered two point
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finite difference formula (the same protocol as Ref 46), using a field strength of magnitude
10−4 a.u. The frozen core approximation was not employed for any of these calculations.
The second regime entailed assessment against benchmarks at the complete basis set
(CBS) limit, for direct comparison to DFT approaches. Only MP:ωB97M-V and MP:HF
were examined, with the CBS limit being estimated via the following protocol:
1. The aug-cc-pV5Z basis EHF was treated as the CBS limit.
2. CBS limit EMP2 and EMP3 were found from basis set extrapolation using frozen-core
aug-cc-pVTZ and aug-cc-pVQZ results. The EX = E∞ + AX
−3 extrapolation for-
mula73,74 (where X is basis set cardinality) was employed.
3. The frozen-core correction to EMP2 and EMP3 were estimated from aug-cc-pCVTZ basis
results. Lack of aug-cc-pCVTZ for Br necessitated the use of aug-cc-pwCVQZ basis
(obtained from the basis set exchange75) for Br (and aug-cc-pCVQZ for other atoms in
the relevant systems). The K shell of third period elements was kept frozen throughout
(K and L shells for Br).
4. Orbital stability analysis was initially only carried out at the aug-cc-pVTZ level. Sta-
bility analysis in larger basis sets was only repeated for species that were found to
initially yield unstable solutions at the aug-cc-pVTZ level.
All calculations were done with a development version of the Q-Chem 5.2 package.76 The
RI approximation77,78 was not employed for any MP calculations.
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3 Triple Zeta Basis Results
3.1 Training Set
Table 1: Scaling coefficients fit over the nonMR portion of the W4-11 dataset for the scaled
MP2 (c2) and scaled MP3 (c3) models.
Name c2 (sMP2/Model 2) c3 (sMP3/Model 4)
κ-OOMP2 0.8465 0.8147
HF 0.9035 0.7157
HFLYP 0.9043 0.6466
Slater 0.8157 0.8703
SPW92 0.8158 0.8753
PBE 0.8207 0.8733
BLYP 0.8174 0.8765
B97M-V 0.8411 0.8189
SCAN 0.8331 0.8619
revM06-L 0.8436 0.8449
TPSS 0.8263 0.8721
B3LYP 0.8332 0.8398
PBE0 0.8409 0.8275
MN15 0.8336 0.8281
CAM-B3LYP 0.8380 0.8260
ωB97X-V 0.8464 0.8023
ωB97M-V 0.8412 0.8012
3.1.1 Scaling Parameters
Scaling parameters for the sMP2 (model 2) and sMP3 (model 4) approaches were obtained
via least-squares fitting on CCSD(T) values of the non-multireference (nonMR) subset of
the W4-11 dataset.53 The resulting scaling parameters, for orbitals resulting from various
functionals, are enumerated in Table 1. Fitted c2 parameters mostly range between 0.8-0.85,
which is consistent with the standard expectation that MP2 overcorrelates and a damping
factor is useful.
The inclusion of MP3 energy should ideally ameliorate the MP2 overcorrelation effect,
although the MP3 portion of the energy has to be optimally scaled down in practice (similar
to MP2.5 and MP2.8:κ−OOMP2) to prevent overcorrection into the undercorrelation regime.
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It is thus no longer necessary to scale the second-order term once third-order effects are
included. This was empirically observed by us on attempting to simultaneously fit both c2
and c3 for model 5, which yielded c2 very close to 1 (and performance similar to sMP3, like
the behavior observed in Ref 42). Table 1 shows that the optimal c3 coefficients for sMP3 are
typically between 0.8-0.9 (with the exception of HF/HFLYP) and roughly decreases with the
amount of HF exchange present in the functional. The optimal HF c3 for the training set was
found to be 0.7 (and not 0.5 as in MP2.5), and HFLYP has an even smaller scaling factor at
0.65. It is nonetheless worth noting that most functionals predict c3 similar to κ−OOMP2
(i.e. close to 0.8), with range sepearated hybrid functionals being closest in magnitude.
Table 2: Root mean square errors (RMSE), mean signed errors (MSE), and maximum abso-
lute errors (MAX) in kcal/mol for MP:DFT on the training set. CCSD values (HF orbitals,
and no extra processing) are also supplied as a reference.
Name RMSEMSE MAX RMSEMSE MAX RMSEMSE MAX RMSEMSE MAX
CCSD 4.9 1.5 20.3
MP2 sMP2 MP3 sMP3
κ-OOMP2 12.4 −3.5 56.8 6.2 −0.2 32.3 3.2 0.3 14.6 1.6 −0.4 5.8
HF 12.0 −5.0 51.1 10.4 −2.7 43.4 9.2 −0.9 38.6 8.5 −2.0 39.5
HFLYP 9.2 −3.9 35.0 7.0 −1.7 29.8 6.6 0.0 25.7 5.0 −1.4 24.2
Slater 15.3 −5.5 72.9 6.8 −0.9 33.3 3.4 −0.6 14.0 2.6 −1.3 8.4
SPW92 15.4 −5.1 72.9 6.7 −0.6 34.2 3.1 −0.4 12.6 2.2 −1.0 7.9
PBE 15.0 −4.9 70.9 6.8 −0.6 35.0 3.0 −0.3 12.6 2.2 −0.9 7.4
BLYP 15.3 −4.9 71.4 6.8 −0.5 35.4 3.0 −0.2 11.9 2.1 −0.8 7.1
B97M-V 12.7 −4.2 59.5 6.0 −0.6 30.1 3.3 0.1 14.4 1.8 −0.7 6.4
SCAN 13.9 −4.9 64.7 6.8 −0.8 33.7 3.3 −0.3 13.4 2.4 −0.9 10.7
revM06-L 12.8 −4.4 59.5 6.3 −0.7 32.1 3.0 −0.0 12.9 1.9 −0.7 5.9
TPSS 14.6 −4.9 69.6 6.9 −0.6 35.5 3.0 −0.3 12.5 2.1 −0.9 7.6
B3LYP 13.5 −4.4 62.9 6.4 −0.5 32.7 3.2 −0.1 13.4 1.9 −0.8 6.6
PBE0 12.9 −4.4 60.5 6.3 −0.7 31.7 3.4 −0.1 14.5 2.1 −0.9 7.6
MN15 13.0 −4.2 60.8 5.9 −0.5 29.9 3.3 0.0 13.8 1.9 −0.7 6.5
CAM-B3LYP 12.9 −4.2 59.8 6.1 −0.5 31.2 3.3 0.0 14.0 1.9 −0.7 6.4
ωB97X-V 12.2 −3.8 56.6 6.0 −0.5 30.5 3.5 0.1 15.1 1.8 −0.6 6.4
ωB97M-V 12.2 −3.8 56.7 5.7 −0.5 28.1 3.5 0.1 15.4 1.8 −0.6 6.4
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3.1.2 Training Set Results
Table 2 shows that MP2:HF (i.e. standard MP2 with HF orbitals) has an RMSE of 12
kcal/mol vs CCSD(T). MP2:DFT does not improve this picture–in fact predictions are often
significantly degraded when orbitals obtained from local functionals like PBE or TPSS are
used. This increased MP2:DFT RMSE (vs MP2:HF) almost completely stems from inclu-
sion of non-Brillouin singles (as shown in the Supporting Information), indicating that the
orbital energy differences are not too different from HF values. Scaling alters the picture,
with sMP2:HF still having quite high RMSE of 10.4 kcal/mol, but sMP2:DFT reducing it
to 6-7 kcal/mol, marking a significant improvement. MSE values show that systematic error
is greatly eliminated by scaling (indicating effective overcorrelation in the unscaled case),
and the maximum absolute error is also quite reduced. We also observe that orbitals from
hybrid functionals like ωB97M-V seem to yield lower error than ones from local function-
als, though the overall RMSE variation is small (roughly 1 kcal/mol, comparable to the
anticipated accuracy of CCSD(T) itself over a single-reference thermochemistry dataset of
this nature), indicating somewhat functional agnostic behavior. However these sMP2:DFT
results are not competitive with the best double hybrid20,21 or hybrid DFT functionals,79,80
for thermochemistry (as shown in Section 5). It is also worth noting that (s)MP2:κOOMP2
behaves very similarly to (s)MP2:DFT approaches, yielding performance close to that of
range separated hybrid functionals.
Table 2 further shows that MP3:HF (standard MP3) has an RMSE of 9.2 kcal/mol and
sMP3:HF barely improves upon it, yielding an RMSE of 8.5 kcal/mol. Incredibly, every
single density functional (save HFLYP) tested improves upon HF by essentially a factor of 3,
in both scaled and unscaled regimes. There is also strikingly low variation between different
density functionals (a spread of 0.5-0.6 kcal/mol). In fact, even rung 1 SPW92 LSDA yields
about the same accuracy as hybrid functionals, indicating a remarkable level of functional
agnosticity. It is also worth noting that MP3:DFT fares fairly decently (RMSE of ∼ 3.5
kcal/mol, which is lower than CCSD) and sMP3:DFT only improves performance by about
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1 kcal/mol. In fact, scaling appears to add systematic error by increasing the magnitude of
the MSE. However, sMP3 does appear to reduce the worst case error, which likely contributes
to the lower RMSE. The typical 3 − 3.5 kcal/mol RMSE of MP3:DFT is quite close to the
RMSE of 3.2 kcal/mol obtained from MP3:κ−OOMP2, which indicates that most of the
improvement from explicitly optimizing orbitals in presence of MP2 correlation is captured
by using DFT rather than HF orbitals. The sMP3 models perform similarly as well.
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Figure 1: Correlation coefficients computed between sMP3:DFT errors for the non multiref-
erence portion of the W4-11 dataset.
This remarkably consistent performance by orbitals generated from many different func-
tionals across the first four rungs of Jacob’s ladder raises the question as to whether the
accuracy gains are systematic or whether different functionals are improving performance for
different species to different extents, resulting in similar final RMSEs over the whole dataset.
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Fig 1 shows the correlation coefficient (r) between sMP3 errors predicted by a characteristic
subset of the examined functionals against each other. It is evident that there is quite strong
correlation (r > 0.9) between errors predicted by most DFT methods. SCAN is somewhat
of an outlier, by virtue of having somewhat lower r vs other approaches (and perhaps not
so coincidentally, the largest sMP3 RMSE and MAX). Correlation between sMP3:DFT and
sMP3:κ−OOMP2 errors is also quite strong (r > 0.8 for even local functionals like SPW92).
Overall, Fig 1 indicates that the near functional agnosticity of sMP3:DFT is generally a con-
sequence of consistent improvement in predictions over different initial orbital choices (with
sMP3:κ−OOMP2 acting similarly as well). The Supporting Information shows that the
correlation between sMP3:DFT and CCSD is much lower, showing that the two approaches
are improving different aspects over the dataset. Correlation is also low with sMP3:HF or
sMP3:HFLYP.
Table 3: Root mean square errors in kcal/mol for MP:DFT on the non-spin contaminated
(NSC) and spin contaminated (SC) subsets of the W4-11 dataset. CCSD values (HF orbitals,
and no extra processing) are also supplied as a reference.
Name NSC SC
CCSD 4.9 4.9
MP2 sMP2MP3 sMP3 MP2 sMP2MP3 sMP3
κ-OOMP2 12.2 6.3 3.0 1.5 12.6 6.2 3.4 1.7
HF 8.1 5.4 5.3 2.9 14.9 13.6 11.8 11.7
HFLYP 8.0 5.1 5.1 2.4 10.3 8.5 7.8 6.7
Slater 15.1 6.6 3.0 2.2 15.4 6.9 3.8 2.9
SPW92 15.2 6.7 2.7 2.1 15.5 6.7 3.4 2.3
PBE 14.8 6.7 2.7 1.9 15.2 6.8 3.4 2.4
BLYP 15.1 6.7 2.6 1.9 15.5 6.7 3.3 2.2
B97M-V 12.5 6.0 3.1 1.7 12.9 6.1 3.5 1.9
SCAN 13.5 6.4 2.8 1.7 14.3 7.0 3.7 3.0
revM06-L 12.8 6.3 2.8 1.8 12.9 6.2 3.3 2.1
TPSS 14.3 6.8 2.6 1.8 14.8 6.9 3.4 2.4
B3LYP 13.3 6.3 2.9 1.7 13.7 6.3 3.5 2.1
PBE0 12.7 6.2 3.0 1.7 13.1 6.4 3.6 2.4
MN15 13.0 6.0 3.0 1.8 12.9 5.8 3.5 1.9
CAM-B3LYP 12.8 6.1 3.0 1.7 13.1 6.1 3.5 2.0
ωB97X-V 12.1 6.0 3.2 1.7 12.2 5.9 3.7 1.9
ωB97M-V 12.2 5.7 3.3 1.8 12.3 5.6 3.7 1.9
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3.1.3 Role of spin-contamination
A natural question to consider is whether the significant accuracy gains stem mostly from
DFT functionals lowering spin-contamination, or whether other factors are also at play. This
can be addressed by dividing the nonMR W4-11 energies into non spin-contaminated (NSC)
and spin-contaminated (SC) subsets. An energy is classified as NSC if all of the participating
species have HF 〈S2〉 values that deviate by no more than 10% from the exact, spin-pure 〈S2〉
value. The remaining energies are classified as SC, with the NSC and SC subsets having 373
and 372 reaction energies respectively. Table 3 presents the RMSEs predicted with various
approaches for these subsets. The performance of CCSD is nearly the same across both
subsets, likely as a consequence of the removal of the explicitly multireference species from
W4-11. However, there is a significant degradation in performance of MP:HF on moving
from the NSC to SC subset, leading to an increase in RMSE by ∼7-9 kcal/mol.
Use of DFT orbitals however greatly ameliorates this issue, with MP:DFT methods (save
MP:HFLYP) yielding fairly similar RMSEs over both subsets (although errors are slightly
larger for the SC subset). This leads to significantly better sMP2, MP3 and sMP3 results over
the SC subset relative to HF, highlighting the importance of reducing spin-contamination.
However, it is also worth noting that MP3:DFT has ∼ 3 kcal/mol RMSE over the NSC subset
vs 5 kcal/mol RMSE for MP3:HF, showing that errors are reduced even in the absence of
spin-contamination. Similarly, sMP3:DFT with meta-GGA and hybrid functionals reduces
the sMP3:HF RMSE by 1 kcal/mol over the NSC subset. κ−OOMP2 orbitals yield similar
behavior across both subsets, reproducing CCSD(T) to a slightly better extent than DFT
methods. It thus appears that while reduction of spin-contamination is an important reason
for improved performance of MP:DFT (or MP:κ−OOMP2) over MP:HF, it is not the sole
reason as prediction quality is also improved for non spin-contaminated species as well, albeit
to a smaller extent.
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Table 4: Root mean square errors (RMSE), mean signed errors (MSE), and maximum ab-
solute errors (MAX) in kcal/mol for MP:DFT on the BH76RC dataset.
Name RMSEMSE MAX RMSEMSE MAX RMSEMSE MAX RMSEMSE MAX
CCSD 1.9 −0.6 7.2
MP2 sMP2 MP3 sMP3
κ-OOMP2 6.2 1.0 24.0 3.8 0.8 14.6 1.6 −0.4 6.2 0.8 −0.2 1.5
HF 6.3 −0.1 21.2 5.6 −0.1 21.6 4.5 −1.0 21.6 4.3 −0.7 21.5
SPW92 7.3 1.4 28.7 4.0 1.0 15.8 1.6 −0.4 6.0 1.0 −0.2 2.1
PBE 7.2 1.4 28.6 4.0 1.0 16.1 1.6 −0.4 5.8 0.9 −0.2 2.0
BLYP 7.4 1.4 28.9 4.1 1.0 16.1 1.6 −0.4 5.8 0.9 −0.2 2.1
B97M-V 6.3 1.2 25.2 3.7 0.9 14.9 1.7 −0.4 6.3 0.8 −0.1 1.8
SCAN 6.8 1.4 27.1 4.0 1.0 15.9 1.6 −0.3 5.7 0.9 −0.1 2.2
revM06-L 6.5 1.3 25.7 3.9 1.0 15.6 1.6 −0.3 5.7 1.0 −0.0 2.2
TPSS 7.1 1.4 28.4 4.1 1.0 16.3 1.5 −0.4 5.6 0.9 −0.2 2.1
B3LYP 6.5 1.1 25.2 3.8 0.8 14.6 1.6 −0.5 6.0 0.9 −0.2 1.8
PBE0 6.2 1.1 24.0 3.7 0.8 14.3 1.7 −0.4 6.1 0.9 −0.2 2.0
MN15 6.1 0.9 23.0 3.5 0.7 13.1 1.8 −0.6 6.6 0.9 −0.3 1.9
CAM-B3LYP 6.2 1.0 23.0 3.7 0.7 13.4 1.7 −0.5 6.4 0.9 −0.3 1.7
ωB97X-V 5.9 0.9 21.6 3.6 0.7 12.9 1.8 −0.5 6.7 0.9 −0.2 1.6
ωB97M-V 5.7 0.8 21.1 3.4 0.6 12.2 1.8 −0.6 7.0 0.9 −0.3 1.6
3.2 Test Sets
3.2.1 Thermochemistry
The behavior of MP:DFT (as well as the transferability of the fit coefficients) for other
thermochemistry was tested using the BH76RC81–83 and RSE4384,85 datasets. The BH76RC
dataset consists of the overall reaction energies obtained by taking the difference of the for-
ward and reverse barrier heights in the HTBH38 and NHTBH38 datasets. Table 4 shows that
the RMSEs for this dataset present a very similar picture as W4-11. MP2:DFT tends to fare
worse than MP2:HF, but scaling leads to a significant improvement in performance (lowering
RMSE by ∼ 2 kcal/mol). MP3:DFT however marks a significant improvement over MP3:HF
(by almost a factor of 3), with the resulting RMSE of ∼ 1.7 kcal/mol being competitive with
CCSD. sMP3:DFT fares even better, giving RMSEs of less than 1 kcal/mol, compared to
4.3 kcal/mol with sMP3:HF (or 1.9 kcal/mol from CCSD). There is also fairly low variation
in predictions from orbitals generated from different functionals for the sMP2,and (s)MP3
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approaches.
Table 5: Root mean square errors (RMSE), mean signed errors (MSE), and maximum ab-
solute errors (MAX) in kcal/mol for MP:DFT on the RSE43 dataset.
Name RMSEMSE MAX RMSEMSE MAX RMSEMSE MAX RMSEMSE MAX
CCSD 0.4 0.3 1.0
MP2 sMP2 MP3 sMP3
κ-OOMP2 1.3 −1.0 3.0 0.5 −0.4 1.4 0.5 −0.4 1.6 0.6 −0.5 1.7
HF 4.1 2.3 16.4 3.7 2.2 14.5 2.4 1.6 9.3 2.9 1.8 11.4
SPW92 2.6 −2.3 5.8 0.9 −0.7 2.5 1.0 −0.9 2.2 1.1 −1.0 2.6
PBE 2.3 −2.1 5.2 0.9 −0.7 2.4 1.0 −0.9 2.4 1.2 −1.1 2.7
BLYP 2.4 −2.1 5.3 0.9 −0.7 2.4 1.0 −0.9 2.3 1.2 −1.0 2.7
B97M-V 1.9 −1.6 4.0 0.8 −0.7 2.0 0.9 −0.8 2.3 1.1 −1.0 2.6
SCAN 1.6 −1.2 3.5 0.7 −0.4 2.0 0.8 −0.7 2.1 0.9 −0.8 2.1
revM06-L 1.9 −1.6 4.1 0.9 −0.7 2.0 1.1 −1.0 2.6 1.2 −1.1 2.8
TPSS 2.0 −1.8 4.6 0.8 −0.6 2.2 1.0 −0.9 2.4 1.1 −1.0 2.7
B3LYP 1.8 −1.5 3.6 0.7 −0.6 1.7 0.9 −0.7 2.2 1.0 −0.9 2.4
PBE0 1.5 −1.3 3.1 0.6 −0.5 1.3 0.8 −0.7 2.1 0.9 −0.8 2.2
MN15 1.6 −1.3 3.3 0.6 −0.5 1.3 0.8 −0.7 2.0 0.9 −0.8 2.1
CAM-B3LYP 1.4 −1.2 2.9 0.6 −0.4 1.3 0.7 −0.6 1.8 0.8 −0.7 1.9
ωB97X-V 1.3 −1.1 2.8 0.6 −0.4 1.3 0.6 −0.5 1.6 0.7 −0.6 1.7
ωB97M-V 1.4 −1.2 2.8 0.6 −0.4 1.3 0.7 −0.5 1.7 0.8 −0.7 1.9
The RSE43 dataset consists of reaction energies for hydrogen abstraction of hydrocar-
bons (by a methyl radical). Table 5 shows somewhat different behavior than the datasets
considered previously. MP2:DFT improves significantly over MP2:HF, with several methods
reducing RMSE by nearly a factor of 3. This is likely on account of the DFT approaches
significantly reducing spin-contamination effects in the reference, which degrades the perfor-
mance of standard MP2.24 The role of spin-contamination in degrading MP2:HF predictions
can be gauged by exclusion of reactions involving heavily spin-contaminated species from
the dataset. Nine radicals are found to have UHF 〈S2〉 ≥ 0.9 vs the ideal value of 0.75 (with
the benzyl radical being an extreme case with UHF 〈S2〉 ∼ 1.3) and three singlet organic
molecules are found to have UHF 〈S2〉 ≥ 0; discarding reactions involving these species (9
reactions in total) lowers MP2:HF RMSE to 1 kcal/mol. The effect on MP2:DFT RMSEs
is much more muted (as can be seen from the supporting information), due to significantly
lower spin-contamination with the tested DFT functionals (with benzyl radical again being
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the worst case, with a SCAN 〈S2〉 of 0.86). Scaling further reduces RMSE (over the full
dataset) by a roughly a factor of 2, with sMP2:DFT approaches having RMSE below 1
kcal/mol and being fairly competitive with CCSD (the best functionals yielding an RMSE
of 0.6 kcal/mol and CCSD 0.4 kcal/mol).
Moving on to third-order, the performance of MP3:HF is also negatively affected by the
spin-contamination in HF orbitals, resulting in a fairly large RMSE of 2.4 kcal/mol (vs 0.9
kcal/mol when the nine most spin-contaminated species are removed). MP3:DFT brings
down the RMSE by a factor of 2-3, although sMP3:DFT offers no further improvement in
performance. Indeed, (s)MP3 models do not improve upon sMP2 for this dataset, indicating
that the excellent performance of sMP2:DFT may be somewhat fortuitous. The (s)MP3:DFT
RMSEs show somewhat stronger functional dependence for this dataset (relative to preceding
ones), with hybrid functionals reproducing CCSD(T) values somewhat better than local
functionals. The overall effect is small in absolute terms (∼ 0.5 kcal/mol spread of RMSE,
comparable to the W4-11 spread) but is significant in percentage terms-with ωB97X-V having
essentially half the RMSE of revM06-L. This argues for use of hybrid functionals for orbital
generation (over local functionals). It is also worth noting that use of κ−OOMP2 orbitals
reproduces the CCSD(T) benchmark for RSE43 to a slightly (but perceptibly) better extent
than the tested functionals.
3.2.2 Kinetics
The performance of the MP:DFT models in predicting reaction kinetics was tested via the
HTBH3882 and NHTBH3883 datasets, consisting of 38 hydrogen-transfer and non-hydrogen
transfer barrier heights respectively. In the case of HTBH38, MP2:DFT does not represent an
improvement over standard MP2, but sMP2:DFT fares quite well, halving the RMSE and
yielding performance comparable to CCSD. Inclusion of third-order contributions further
improves performance, with MP3:DFT having RMSEs ranging from 0.8 − 1.6 kcal/mol vs
the CCSD(T) benchmark. These results exhibit greater functional sensitivity than W4-11 or
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Table 6: Root mean square errors (RMSE), mean signed errors (MSE), and max absolute
errors (MAX) in kcal/mol for MP2.n:DFT on the HTBH38 dataset.
Name RMSEMSE MAX RMSEMSEMAX RMSEMSE MAX RMSEMSE MAX
CCSD 2.2 1.9 4.1
MP2 sMP2 MP3 sMP3
κ-OOMP2 4.0 −2.0 8.7 2.2 0.8 5.5 0.7 0.3 1.8 0.7 −0.1 1.4
HF 4.0 3.0 12.1 4.6 4.0 10.3 3.9 3.5 7.2 3.7 3.4 6.3
SPW92 7.6 −5.0 24.2 2.9 0.2 8.6 1.4 −0.6 5.1 1.9 −1.1 7.4
PBE 6.8 −4.5 20.3 2.6 0.2 7.2 1.5 −0.7 5.2 1.9 −1.2 7.1
BLYP 7.2 −4.7 22.1 2.8 0.2 7.9 1.6 −0.8 5.8 2.1 −1.3 7.8
B97M-V 4.8 −3.2 9.7 2.1 0.4 4.0 1.1 −0.5 3.1 1.4 −1.0 4.2
SCAN 5.0 −3.2 10.7 2.2 0.4 4.5 1.1 −0.4 3.4 1.3 −0.8 4.3
revM06-L 4.7 −3.0 9.6 2.2 0.4 4.4 1.1 −0.5 3.0 1.3 −0.9 3.7
TPSS 5.8 −3.7 15.1 2.4 0.4 4.9 1.3 −0.5 4.4 1.6 −0.9 5.8
B3LYP 4.9 −3.2 10.1 2.1 0.4 4.7 1.0 −0.4 2.8 1.3 −0.8 3.9
PBE0 4.4 −2.7 9.0 2.1 0.5 4.7 0.9 −0.2 2.2 1.0 −0.6 2.9
MN15 4.6 −3.0 9.8 2.0 0.5 4.6 1.0 −0.4 2.6 1.1 −0.9 2.6
CAM-B3LYP 4.4 −2.6 9.0 2.1 0.6 4.8 0.8 −0.1 2.1 0.9 −0.6 2.4
ωB97X-V 4.0 −2.3 8.2 2.1 0.7 4.8 0.8 0.1 2.1 0.7 −0.4 1.9
ωB97M-V 4.2 −2.6 8.6 2.0 0.5 4.5 0.8 −0.2 2.5 0.9 −0.7 2.1
BH76RC (but similar to RSE43), with spread in RMSEs being 0.8 kcal/mol and the ratio of
the largest RMSE to smallest being 2. The overall performance of MP3 is generally degraded
by the scaling (significantly for local functionals, less so for hybrids), with the range of RMSEs
being 0.7−2.1 kcal/mol. LSDA/GGAs perform the poorest, while hybrids have the smallest
RMS deviation from the CCSD(T) benchmark. Meta-GGAs like SCAN/B97M-V reduce the
error significantly relative to LSDA/GGAs, for both the unscaled and scaled models (with
TPSS yielding performance between LSDA/GGA and more modern meta-GGAs). However,
meta-GGAs still have larger sMP3 RMSE than hybrids in general.
This significant difference in performance based on functional rung is nicely illustrated
by the correlation coefficients computed between each functional for the HTBH38 dataset
(plotted in Fig. 2). There is clearly reduced correlation between LSDA/GGA and hybrids,
with meta-GGAs occupying an intermediate spot. Indeed, correlation with κ−OOMP2 ef-
fectively provides a visual representation of Jacob’s ladder. The ability of hybrid functionals
to reproduce CCSD(T) values more accurately relative to local functionals may stem from
17
κ-
OO
M
P2
SP
W
92 PB
E
BL
YP
B9
7M
-V
SC
AN
re
vM
06
-L
TP
SS
B3
LY
P
PB
E0
M
N1
5
CA
M
-B
3L
YP
ω
B9
7X
-V
ω
B9
7M
-V
κ-OOMP2
SPW92
PBE
BLYP
B97M-V
SCAN
revM06-L
TPSS
B3LYP
PBE0
MN15
CAM-B3LYP
ωB97X-V
ωB97M-V 0.65
0.70
0.75
0.80
0.85
0.90
0.95
1.00
Figure 2: Correlation coefficients computed between sMP3:DFT errors for the HTBH38
dataset.
the underlying delocalization error in the reference functional. Transition states have more
‘fractional charge’ character than equilibrium geometries,45 making DFT modeling of barrier
heights somewhat more challenging than ground state thermochemistry. Indeed, a number of
functionals with increased HF exchange contributions were explicitly developed for improving
barrier height predictions.86–88 It thus appears that reference orbitals with reduced delocal-
ization error are superior for improving performance of MP theory. However all choices of
DFT orbitals perform much better than the overly localized HF orbitals.
The NHTBH38 dataset presents a similar picture (except that sMP2:DFT is percepti-
bly worse than CCSD in this case). The sMP3 results exhibit a similar level of functional
dependence as well, further highlighting the delocalization driven challenges associated with
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Table 7: Root mean square errors (RMSE), mean signed errors (MSE), and maximum ab-
solute errors (MAX) in kcal/mol for MP:DFT on the NHTBH38 dataset.
Name RMSEMSE MAX RMSEMSE MAX RMSEMSE MAX RMSEMSE MAX
CCSD 2.5 2.1 7.6
MP2 sMP2 MP3 sMP3
κ-OOMP2 5.2 −3.0 21.8 2.9 −0.6 10.5 1.7 1.1 7.2 0.8 0.3 1.8
HF 7.0 4.4 25.6 7.1 4.8 25.0 6.7 5.2 23.3 6.6 4.9 24.0
SPW92 8.0 −5.5 23.7 4.1 −1.1 8.6 1.8 −0.1 5.2 1.9 −0.8 4.1
PBE 7.7 −5.2 24.1 3.9 −1.2 9.5 1.6 −0.2 4.8 1.7 −0.8 3.8
BLYP 7.7 −5.2 24.4 3.8 −1.1 9.4 1.5 −0.2 4.5 1.6 −0.8 3.5
B97M-V 6.1 −3.9 21.1 3.2 −0.8 8.9 1.3 0.2 5.1 1.1 −0.5 2.7
SCAN 6.7 −4.1 22.3 3.6 −0.9 9.4 1.4 0.2 4.9 1.4 −0.4 3.0
revM06-L 6.2 −3.9 21.6 3.3 −0.8 9.6 1.3 0.3 4.8 1.1 −0.4 2.4
TPSS 7.1 −4.6 23.9 3.7 −1.0 10.0 1.4 −0.0 4.7 1.4 −0.6 3.3
B3LYP 6.1 −3.9 20.7 3.3 −0.8 8.4 1.3 0.3 4.9 1.1 −0.4 2.4
PBE0 5.7 −3.6 19.5 3.2 −0.8 8.2 1.4 0.4 5.3 1.1 −0.3 2.4
MN15 5.3 −3.4 19.0 2.7 −0.6 7.3 1.4 0.6 5.4 0.7 −0.1 1.7
CAM-B3LYP 5.2 −3.2 18.5 2.9 −0.5 7.3 1.4 0.6 5.3 0.8 −0.0 1.7
ωB97X-V 4.8 −2.8 17.5 2.7 −0.4 7.3 1.5 0.8 5.8 0.7 0.1 1.3
ωB97M-V 4.9 −3.1 17.7 2.7 −0.5 7.0 1.4 0.7 5.8 0.7 −0.1 1.4
barrier heights (however unscaled MP3:DFT values show significantly less variation). Inter-
estingly, sMP3 performs better than MP3 for hybrid functionals, while little to no benefit is
obtained from scaling for local functionals.
3.2.3 Non-covalent Interactions
The applicability of MP:DFT for predicting non-covalent interactions was tested via the
TA1389 and A2490 datasets.The results were counterpoise corrected to account for the small
basis set size (as was the CCSD(T) benchmark). TA13 consists of nonbonded interaction
energies for small radicals with closed-shell species. MP2:DFT again performs worse than
MP2:HF, but scaling greatly improves performance, resulting in RMSE ∼ 1 kcal/mol for
sMP2:DFT. No systematic behavior with rungs of Jacob’s ladder is seen, with the SPW92
LSDA functional being one of the best performers. Interestingly, third-order contributions
do not perceptibly improve predictions as both MP3 and sMP3 approaches have quite similar
RMSE as sMP2. sMP3:DFT in fact slightly worsens predictions relative to MP3:DFT, with
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Table 8: Root mean square errors (RMSE), mean signed errors (MSE), and maximum ab-
solute errors (MAX) in kcal/mol for MP:DFT on the TA13 dataset.
Name RMSEMSE MAX RMSEMSE MAX RMSEMSE MAX RMSEMSE MAX
CCSD 0.72 0.54 1.47
MP2 sMP2 MP3 sMP3
κ-OOMP2 1.57 −0.53 4.95 0.78 0.14 1.74 0.81 −0.44 2.46 0.82 −0.46 2.08
HF 1.79 0.16 5.16 1.64 0.45 3.93 1.44 0.39 4.00 1.49 0.33 3.84
SPW92 3.29 −2.10 9.21 0.82 0.38 1.69 0.80 −0.49 2.41 0.88 −0.69 2.18
PBE 3.17 −1.80 9.37 0.79 0.20 1.56 0.77 −0.56 2.17 0.93 −0.72 1.95
BLYP 3.23 −1.74 9.58 0.89 0.27 1.92 0.78 −0.56 2.18 0.93 −0.71 1.95
B97M-V 2.80 −1.47 8.31 1.06 −0.09 2.77 0.87 −0.61 2.15 1.15 −0.77 3.27
SCAN 2.92 −1.68 8.68 0.87 −0.14 2.49 0.87 −0.66 1.96 1.10 −0.80 2.88
revM06-L 2.78 −1.50 8.33 0.98 −0.20 2.88 0.90 −0.61 2.26 1.15 −0.75 3.20
TPSS 3.05 −1.70 9.10 0.80 0.07 1.93 0.81 −0.60 1.99 0.99 −0.74 2.28
B3LYP 2.77 −1.46 8.27 0.97 −0.08 2.48 0.83 −0.64 1.74 1.06 −0.77 2.78
PBE0 2.55 −1.42 7.56 0.93 −0.20 2.57 0.83 −0.63 1.84 1.07 −0.77 2.83
MN15 2.63 −1.52 7.88 1.00 −0.24 2.83 0.89 −0.65 2.14 1.15 −0.80 3.13
CAM-B3LYP 2.49 −1.25 7.61 0.99 −0.14 2.63 0.82 −0.62 1.82 1.03 −0.73 2.83
ωB97X-V 2.33 −1.14 7.16 1.01 −0.16 2.70 0.77 −0.57 1.79 1.00 −0.68 2.85
ωB97M-V 2.31 −1.14 7.06 1.00 −0.10 2.56 0.77 −0.58 1.83 1.00 −0.69 2.87
an average RMSE increase of 0.21 kcal/mol. Interestingly, (s)MP3:κ−OOMP2 does not show
a similar degradation, leading to perceptibly better performance than tested DFT methods
at the sMP3 level.
The A24 set consists of interaction energies of closed shell molecules. MP2:DFT is able
to slightly reduce the RMSE relative to MP2:HF (from 0.5 kcal/mol to 0.3-0.4 kcal/mol).
A much more significant reduction in error is acheived by sMP2:DFT, which lowers RMSE
to 0.1-0.2 kcal/mol. Inclusion of third-order contributions does not significantly improve
the already excellent sMP2:DFT predictions, with both MP3:DFT and sMP3:DFT yielding
RMSE on the scale of 0.1 kcal/mol as well. However, scaling does improve κ−OOMP2
performance, allowing it to reproduce the benchmark values with lower RMSE than tested
DFT methods at the sMP3 level.
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Table 9: Root mean square errors (RMSE), mean signed errors (MSE), and maximum ab-
solute errors (MAX) in kcal/mol for MP:DFT on the A24 dataset.
Name RMSEMSE MAX RMSEMSEMAX RMSEMSE MAX RMSEMSE MAX
CCSD 0.25 0.23 0.43
MP2 sMP2 MP3 sMP3
κ-OOMP2 0.20 −0.14 0.60 0.14 0.10 0.33 0.11 0.04 0.37 0.08 0.01 0.24
HF 0.52 0.08 2.41 0.53 0.20 2.43 0.49 0.19 2.20 0.49 0.16 2.26
SPW92 0.50 −0.35 1.87 0.20 0.13 0.47 0.17 0.03 0.48 0.17 −0.02 0.40
PBE 0.43 −0.30 1.60 0.16 0.09 0.43 0.13 −0.01 0.36 0.13 −0.04 0.37
BLYP 0.43 −0.31 1.54 0.15 0.08 0.43 0.11 −0.05 0.25 0.13 −0.08 0.40
B97M-V 0.35 −0.26 1.18 0.13 0.05 0.43 0.12 0.01 0.39 0.12 −0.04 0.30
SCAN 0.38 −0.27 1.34 0.15 0.06 0.46 0.14 0.02 0.43 0.14 −0.02 0.33
revM06-L 0.31 −0.23 1.10 0.14 0.06 0.40 0.13 0.03 0.41 0.11 −0.01 0.30
TPSS 0.38 −0.25 1.40 0.17 0.09 0.43 0.12 0.01 0.35 0.12 −0.02 0.31
B3LYP 0.33 −0.24 1.10 0.14 0.07 0.40 0.10 −0.02 0.29 0.11 −0.05 0.33
PBE0 0.31 −0.23 1.06 0.14 0.06 0.42 0.12 0.02 0.37 0.11 −0.03 0.30
MN15 0.33 −0.26 1.03 0.16 0.08 0.37 0.13 0.02 0.43 0.12 −0.02 0.29
CAM-B3LYP 0.29 −0.22 0.89 0.13 0.07 0.34 0.10 −0.01 0.32 0.10 −0.04 0.27
ωB97X-V 0.26 −0.19 0.80 0.13 0.07 0.31 0.12 0.02 0.38 0.10 −0.02 0.24
ωB97M-V 0.28 −0.22 0.89 0.13 0.07 0.35 0.12 0.01 0.38 0.11 −0.04 0.29
3.2.4 Dipoles
Having examined the performance of MP:DFT on some representative datasets of ground
state energetics, we investigated its performance at predicting molecular dipole moments
(and thereby densities, indirectly). The dataset from Ref 46 was employed, with the 152
species within being separated into 81 not spin-polarized (NSP) and 71 spin-polarized (SP)
cases, depending on whether unrestricted HF broke spin-symmetry or not. For consistency of
assessment, the regularized error expression
µ− µref
max (µref, 1D)
× 100% (vs CCSD(T) reference
value µref) from Ref 46 was employed in order to not weigh ionic species with large dipoles
or nearly non-polar molecules with small dipoles too heavily.
Table 10 shows that MP2:HF is already quite effective at predicting dipole moments
for NSP (i.e. unambiguously closed-shell) species, with a RMS regularized error (RMSRE)
of 3.7%, vs 2.8% for CCSD. Similar to many other datasets, MP2:DFT actually degrades
performance, with LSDA/GGAs predicting RMSRE > 8%. Rung 3 meta-GGAs have lower
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Table 10: Root mean square regularized errors (RMSRE) and mean signed regularized errors
(MSRE), in % for MP:DFT on the non spin-polarized (NSP) subset of the dipole dataset.
Name RMSREMSRE RMSREMSRE RMSREMSRE RMSREMSRE
CCSD 2.8 1.6
MP2 sMP2 MP3 sMP3
κ-OOMP2 5.7 −1.1 3.7 0.5 2.6 1.5 1.7 1.0
HF 3.7 1.3 3.5 2.0 3.9 2.5 2.9 2.1
SPW92 8.5 −3.2 4.8 −0.4 2.8 0.9 2.4 0.4
PBE 8.4 −3.1 4.7 −0.4 2.7 0.9 2.3 0.4
BLYP 8.3 −3.1 4.6 −0.3 2.7 0.9 2.3 0.4
B97M-V 6.6 −2.1 4.0 −0.0 2.5 1.2 1.8 0.6
SCAN 7.2 −2.3 4.2 −0.1 2.6 1.1 2.0 0.6
revM06-L 6.4 −1.5 4.0 0.4 2.6 1.4 2.0 0.9
TPSS 7.9 −2.7 4.6 −0.3 2.6 1.0 2.2 0.5
B3LYP 6.6 −1.9 4.0 0.2 2.6 1.2 2.0 0.7
PBE0 6.2 −1.7 3.9 0.2 2.6 1.2 1.9 0.7
MN15 6.0 −1.0 3.8 0.7 2.7 1.5 1.9 1.0
CAM-B3LYP 5.8 −1.2 3.7 0.6 2.7 1.4 2.0 1.0
ωB97X-V 5.5 −0.8 3.7 0.7 2.7 1.5 1.9 1.0
ωB97M-V 5.6 −1.0 3.7 0.6 2.7 1.4 1.9 0.9
RMSRE, and hybrid functionals yield better results still, suggesting that the error is influ-
enced by delocalization error in the reference functional. Nonetheless, neither κ−OOMP2
nor range separated hybrid functionals with low delocalization error (like ωB97X-V) are able
to attain MP2:HF level results. sMP2:DFT leads to some improvement, with κOOMP2 and
range seperated hybrids attaining (s)MP2:HF level accuracy, but the error still appears to
depend on delocalization error in the underlying functional. In contrast, MP3:DFT RM-
SEs are virtually functional agnostic and represent a significant improvement over MP3:HF,
attaining close to (or slightly better than) CCSD level accuracy for all functionals tested.
Scaling the third-order term leads to further improvement, with mGGA and hybrid function-
als leading to ∼ 2% RMSE, comparable to the best double hybrid density functionals (and
much better than predictions from the best hybrid functionals).46 κ−OOMP2 orbitals lead
to slightly better performance, with an RMSE of 1.7%. It is quite interesting that c3 scaling
parameters trained on W4-11 energies prove to be quite effective for a molecular property
like dipole moments (i.e. derivative of the energy vs an applied field).
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Table 11: Root mean square regularized errors (RMSRE) and mean signed regularized errors
(MSRE) in % for MP:DFT on the spin-polarized (SP) subset of the dipole dataset.
Name RMSREMSRE RMSREMSRE RMSREMSRE RMSREMSRE
CCSD 4.6 2.0
MP2 sMP2 MP3 sMP3
κ-OOMP2 14.5 −2.8 8.9 −0.6 9.4 1.6 8.5 0.8
HF 51.0 14.4 45.6 13.6 29.0 10.0 34.6 11.2
SPW92 14.6 −4.8 7.6 −1.0 6.4 1.3 5.3 0.5
PBE 14.1 −4.3 7.5 −1.1 6.7 1.5 5.6 0.7
BLYP 14.4 −4.4 7.7 −1.0 6.9 1.4 6.0 0.7
B97M-V 13.5 −2.8 7.9 −0.6 7.3 0.5 5.5 −0.1
SCAN 13.1 −3.3 7.0 −0.8 6.2 0.9 4.8 0.3
revM06-L 14.0 −1.9 8.3 0.0 8.0 0.5 5.9 0.1
TPSS 13.3 −3.9 7.1 −0.9 6.1 1.5 5.0 0.8
B3LYP 12.8 −2.5 7.0 −0.2 7.2 1.2 5.7 0.6
PBE0 11.9 −2.2 6.6 −0.2 6.5 1.3 4.9 0.7
MN15 13.4 −2.0 8.1 −0.1 6.7 0.8 5.4 0.3
CAM-B3LYP 11.8 −1.7 6.6 0.2 6.8 1.4 5.3 0.9
ωB97X-V 10.9 −1.3 6.3 0.5 5.9 1.3 4.0 0.8
ωB97M-V 11.5 −1.5 6.6 0.3 6.0 1.2 4.1 0.7
A somewhat different picture is obtained for dipole moments of SP species. Unrestricted
MP2 (UMP2) is known to be problematic for prediction of molecular properties, as the one
particle density matrix could be non N -representable (i.e. occupation numbers greater than
2 or less than 0) in regions where the orbital rotation hessian is singular (or nearly so).91 The
consequences of this behavior are clearly seen for the SP subset of species, with MP2:HF
having an RMSRE of 50%. Use of DFT orbitals significantly reduces spin-contamination,
permitting a dramatic reduction of RMSRE to 10-15% for MP2:DFT (which is still signif-
icantly larger than the corresponding NSP RMSRE). sMP2:DFT leads to further improve-
ments, leading to 6%-8% RMSRE vs 46% RMSRE with sMP2:HF. Third-order contributions
also help reduce error (with the MP3 RMSRE going down relative to MP2) for each orbital
choice, and scaling provides some further improvement. However, sMP3:DFT SP RMSREs
are still fairly large relative to the corresponding NSP values, and a strong level of functional
dependence persists. It is nonetheless encouraging that sMP3:ωB97X-V and sMP3:ωB97M-
V marginally outperform CCSD even for the SP dataset. Interestingly, κ−OOMP2 orbitals
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yield much worse results for this dataset, with sMP3:κ−OOMP2 having over double the
RMSRE of the best sMP3:DFT methods. The most significant instance of MP:κ−OOMP2
failure is prediction of near zero dipole moments for the very challenging NaLi molecule46 (vs
a CCSD(T) benchmark of 0.59 D). The second most significant case of failure is BH, where
(s)MP3:κOOMP3 predicts a dipole of ∼ 2 D vs 1.4 D from CCSD(T). It is also worth noting
that there exists a slightly higher energy spin unpolarized (i.e. restricted) κ−OOMP2 solu-
tion for both NaLi and BH that leads to much more accurate dipole moments with (s)MP3.
It thus appears that sMP3:DFT can be effective for predicting dipole moments for both NSP
and SP species (though with much lower error for NSP species), although sMP2:HF is the
best O(N5) scaling approach. It will be interesting to see whether similar behavior holds for
other properties like static polarizabilities, where MP2:HF is excellent for NSP species, but
more problematic for SP cases.92
3.3 Non-equilibrium configurations
We next examine bond dissociation problems where MP theory is particularly challenged.
Orbital degeneracies lead to divergent behavior when restricted orbitals are employed, re-
sulting in catastrophic failure. UMP2 has its own challenges, with a derivative discontinuity
in the energy at the Coulson-Fischer (CF) point as well as a discontinuity in first-order
(and higher) properties, due to non N -representability of the one particle density matrix.91
Furthermore, xDH functionals are known to yield unphysical behavior (such as inversion
of dipole moments) for highly stretched bonds, due to non-Hellman-Feynman terms com-
ing from the non-perturbative component of the energy (as the orbitals are obtained from
another method and are thus not self-consistent).93 The use of non self-consistent orbitals
in MP:DFT is thus similarly expected to pose a challenge, making bond dissociations an
interesting regime for characterizing the limitations of MP:DFT.
A plot of the MP:DFT dipole moment as a function of bond stretch for the hydrogen
fluoride (FH) molecule is shown in Fig 3. The behavior of MP2 without non-Brillouin singles
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Figure 3: Dipole moments (µ) as a function of internuclear distance (R) for the FH molecule,
for various MP:PBE and MP:LRC-ωPBEh approaches. A CCSD(2)9 benchmark is also sup-
plied. MP2 (no singles) does not contain non-Brillouin singles, while the non-perturbative
(nonPT) approach does not contain any perturbative correction whatsoever (i.e. is ob-
tained from the HF energy computed from DFT densities). MP3:DFT was very similar to
sMP3:DFT and was thus not shown separately. A positive value of µ indicates a polarity of
H+F−.
and the contribution from the non-perturbative (nonPT) terms (i.e. HF:DFT) is also plotted.
It can be seen that the MP2 CF point discontinuity is unsurprisingly retained by MP:DFT,
though the precise location of the CF point is functional sensitive. It can also be seen that
the nonPT models predict unphysically large negative dipole moments at large stretches
for all functionals, spuriously indicating a polarity of H−F+. Inclusion of MP2 doubles
(i.e. MP2 without non-Brillouin singles) partially amerliorates this, but the qualitatively
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problematic behavior persists. This is exactly the behavior seen for xDH functionals, where
the non-Hellman-Feynman terms leads to an overcorrection of the delocalization error in
the underlying functional.93 Orbitals from functionals with less delocalization error have
smaller failures, as can be seen from the relative “success” of the range-separated hybrid
LRC-ωPBEh94 functional, compared to the local PBE functional.
Interestingly however, the unphysical dipole inversion is eliminated upon inclusion of
non-Brillouin singles in MP2, yielding the correct H+F− polarity at all distances. While
exponentiated single excitations are equivalent to orbital rotation,95 it is a little surprising
that inclusion of merely the first-order term in the power series of the orbital rotation operator
is adequate to address the dipole inversion problem. This does not however mean that
MP:DFT is qualitatively successful in the non-equilibrium regime, as the behavior of the
models is very functional sensitive. MP:PBE predicts existence of partial charges in the
dissociation limit (as can be seen from the asymptotically divergent dipoles in Fig 3a),
similar to the behavior predicted by the baseline functional on account of delocalization
error.46,96,97 Indeed, the dissociation limit partial charges appear to be larger for MP:PBE
than PBE itself, based on asymptotic µ divergence rates. The use of local functionals for
generating MP:DFT reference orbitals for cases with catastrophic delocalization error is thus
clearly problematic, and cannot be recommended.
MP:LRC-ωPBEh does however go to the correct dissociation limit of neutral atoms,
similar to the underlying functional. A discontinuity at the CF point is nonetheless re-
tained (in contrast to the derivative discontinuity predicted by the reference DFT functional
itself), although reasonable agreement with a CCSD(2)9 benchmark is observed at other
regimes. Overall however, MP:DFT appears to be ill-suited for non-equilibrium problems
like stretched bonds, due to limitations of both standard MP theory and delocalization
error from DFT functionals. Even dissociation of nonpolar bonds could prove problem-
atic, as many exchange-correlation functionals yield unphysical behavior for highly stretched
nonpolar bonds (relative to unrestricted HF) due to incomplete spin-localization,98 making
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MP:DFT on such references likely much less optimal than MP:HF.
4 Discussion
The good performance of MP:DFT relative to MP:HF naturally raises questions about the
factors that contribute to improved accuracy. A related, but equally intriguing issue is the
relatively low impact the choice of the reference functional has on MP3:DFT errors, even in
the absence of functional specific scaling factors. Traditional wisdom2 would indicate that the
main issue with MP:HF is spin-contamination in HF orbitals, leading to unreasonably slow
convergence of the MP series. Indeed, we do observe significant reduction of error for datasets
like RSE43 or SP dipole moments, where several species are heavily spin-contaminated at
the HF level (but not with the functionals studied). However, this cannot be the sole factor
as Sec 3.1.3 demonstrated that significant reduction in error is possible even for systems
without heavy spin-contamination. Similarly, the A24 results in Table 9 show improved
performance vs MP:HF for unambiguously closed-shell species.
Another potential factor behind improved performance could be the higher quality of
DFT densities over HF46 for molecules at equilibrium. This general idea has precedence
in quantum chemistry, with the density-corrected DFT (DC-DFT)99,100 approach evaluat-
ing DFT energies with HF densities for problems where self-consistent DFT densities are
qualitatively problematic (possibly due to delocalization error99 or incomplete spin localiza-
tion98). However, improved reference densities are unlikely to be responsible for the success
of MP:DFT for many of the datasets studied. The unscaled MP3:PBE and MP3:PBE0 errors
are quite similar for the non-barrier height datasets, despite PBE0 predicting significantly
more accurate densities than PBE.46,101 Similar parallels can be drawn between many other
functional pairs, indicating that accurate reference densities are not the most critical factor.
This is not to insinuate that reference density quality does not matter at all—the barrier
height datasets demonstrate a dependence on delocalization error in the reference functional,
27
and Fig 3 clearly shows that a catastrophically poor reference is unsalvageable with MP the-
ory. However, even MP3:SPW92 exceeds MP3:HF in accuracy for the two barrier height
datasets, showing that factors other than density quality or delocalization error are playing
an important role in reducing error.
A third possible contributor is the role of non-Brillouin singles in MP:DFT. MP2 non-
Brillouin singles are a major contributor to the worse performance of MP2:DFT relative
to MP2:HF (as shown in the Supporting Information), via extra correlation. However,
exclusion of singles leads to significantly poorer MP3:DFT performance and considerably
greater variation over different functionals. It thus appears that a subtle partial cancellation
between MP2 singles and MP3 doubles is responsible for a significant reduction of error at
the MP3:DFT level for many functionals, especially LSDA/GGAs. This cancellation also
appears to be responsible for the low functional dependence of (s)MP3:DFT. However it
is also worth noting that hybrid functionals (especially range separated ones) continue to
have lower MP3:DFT errors than MP3:HF even in the absence of MP2 singles, and thus
presence of singles cannot be the main factor behind improved performance of MP:DFT for
these functionals. Indeed, it does not appear that there is a single obvious factor that is
responsible for the greater accuracy of MP:DFT over MP:HF. It is almost easier to conclude
that HF orbitals are uniquely poor references for quantitative accuracy with low order MP
theory, and almost any DFT approach (or κ−OOMP2) can do significantly better (especially
if a close eye is kept on delocalization error or other qualitative failures).
5 Behavior at the Complete Basis Set Limit
We next gauge the practical utility of MP:ωB97M-V by comparison to various density func-
tionals and MP:HF. Comparison to DFT is only meaningful at the CBS limit, due to different
basis set convergence rates of MP and DFT. The datasets considered are the nonMR sec-
tion of W4-11, 24 diverse barrier heights (DBH24,102 a subset of HTBH38 and NHTBH38)
28
and TA13. These datasets also contain post CCSD(T) corrections to benchmark values (at
least to the CCSDT(Q) level), although such effects could be small in practice (especially
for TA13). The c2 coefficient for sMP2 and c3 coefficient for sMP3 were reparameterized by
fitting to the original benchmark values103 of the nonMR W4-11 subset, though the result-
ing values of 0.8425 and 0.7679 are not too different from the values found from fitting to
CCSD(T) for aug-cc-pVTZ (0.8412 and 0.8012 respectively, given in Table 1). The corre-
sponding c2 and c3 values for MP:HF are 0.9007 and 0.7060 respectively, again quite close
to the values in Table 1 (0.9035 and 0.7157).
Table 12: Root mean square errors (RMSE), mean signed errors (MSE), and maximum
absolute errors (MAX) in kcal/mol for MP:ωB97M-V, MP:HF and various DFT approaches.
ωB97M(2)20/CBS values were obtained in a similar manner as MP:ωB97M-V/CBS (but
without a frozen core correction as the functional was trained without them). Other DFT
results and the reference values were obtained from Ref 79.
nonMR W4-11 DBH24 TA13
Method RMSEMSEMAX RMSEMSEMAX RMSEMSEMAX
MP2:ωB97M-V 12.2 -4.1 53.5 5.0 -2.5 17.1 2.42 -1.36 7.22
sMP2:ωB97M-V 5.3 -0.8 25.4 2.7 0.0 6.5 0.99 -0.14 2.55
MP3:ωB97M-V 4.2 0.1 17.7 1.8 0.7 6.9 0.79 -0.58 1.74
sMP3:ωB97M-V 2.2 -0.9 8.4 0.8 0.0 1.4 1.10 -0.76 3.01
MP2:HF 12.8 -5.4 58.2 7.2 4.8 19.0 1.97 0.07 5.81
sMP2:HF 11.2 -3.0 50.1 7.4 5.4 18.1 1.79 0.47 4.24
MP3:HF 10.2 -1.0 43.2 6.5 5.1 17.4 1.51 0.44 4.23
sMP3:HF 9.6 -2.3 44.2 6.4 5.0 14.2 1.59 0.33 4.03
BLYP-D3(BJ) 6.7 0.6 31.8 9.6 -8.3 21.3 6.10 -3.99 15.62
PBE-D3(BJ) 10.0 -2.2 42.4 10.4 -8.4 29.7 6.54 -4.66 15.98
SCAN-D3(BJ) 5.5 -0.7 17.5 8.0 -6.9 17.1 4.89 -3.57 11.12
B97M-V 3.8 -1.2 26.7 5.0 -3.7 12.1 4.12 -2.49 9.02
B3LYP-D3(BJ) 3.7 0.3 17.5 5.4 -4.6 9.9 3.85 -2.73 8.99
PBE0-D3(BJ) 4.8 -0.9 20.3 4.7 -3.5 13.3 3.31 -2.45 8.57
ωB97X-V 3.6 0.1 11.9 1.8 -0.1 4.2 2.88 -1.29 8.76
ωB97M-V 2.5 -0.2 11.3 1.5 -0.7 3.9 2.75 -0.98 7.92
ωB97M(2) 1.8 -0.6 7.4 0.7 -0.3 1.4 1.14 -0.53 3.37
Table 12 presents MP:DFT errors for these datasets, along with those of MP:HF and
several classic and recent DFT functionals. DFT performs excellently on the nonMR W4-11
subset (as exemplified by the 2.5 kcal/mol RMSE of ωB97M-V), which is relatively un-
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surprising79 due to the lack of multreference species. On the other hand, MP:DFT is not
particularly competitive, with sMP3:ωB97M-V only marginally lowering the RMSE of refer-
ence functional despite much larger computational cost (O(N6) vs O(N4)). MP3:ωB97M-V
performs even more poorly, having an RMSE larger than that of the local B97M-V func-
tional. This appears to indicate that there is little practical sense in applying (s)MP3 to
problems that are considered to be “easy” for DFT. The ωB97M(2) functional20 performs the
best with an RMSE of 1.8 kcal/mol, representing a very reliable approach for thermochem-
istry calculations with only O(N5) scaling cost. Nonetheless, (s)MP3:ωB97M-V represents
a significant increase in accuracy over (s)MP3:HF.
Presence of delocalization error makes barrier heights considerably more challenging for
DFT. Most functionals consequently show significant systematic underestimation of DBH24
barrier heights, bar the range separated (double) hybrid functionals. sMP3:ωB97M-V has
significantly lower RMSE than the reference ωB97M-V functional, although MP3:ωB97M-V
fares slightly worse. It is also evident that MP:DFT leads to a considerable reduction in
RMSE vs MP:HF. However, ωB97M(2) performs equally well as sMP3:ωB97M-V and is the
more practical route for accurate barrier height computations for large systems.
The TA13 dataset of radical-closed shell non-covalent interaction energies offers a clear
scenario where MP:DFT is superior to existing hybrid DFT approaches, with sMP2:ωB97M-
V improving upon the RMSE of ωB97M-V by nearly a factor of 3. Interestingly, MP3:ωB97M-
V is the best performer for this dataset, with sMP3 faring slightly worse (similar to behavior
for aug-cc-pVTZ, as shown by Table 8). Nonetheless, all MP:DFT methods perform very
well, with even unscaled MP2:ωB97M-V being marginally better than the reference func-
tional. Of the DFTmethods, only the ωB97M(2) functional is competitive, having essentially
the same RMSE as sMP3:ωB97M-V. This is perhaps unsurprising on account of the good
performance of sMP2:ωB97M-V, as ωB97M(2) is a more general xDH functional employing
the same reference orbitals. The challenges faced by other DFT methods for this dataset are
delocalization driven (as multireference character appears small, based on the small magni-
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tude of post CCSD(T) corrections for this dataset89), permitting MP (and double hybrid)
approaches to be more effective. Indeed, routine MP:HF performs reasonably well for this
dataset, having RMSEs that are considerably smaller than those predicted by hybrid func-
tionals (though larger than sMP2/(s)MP3:ωB97M-V). It thus appears that (s)MP3:DFT
methods are mostly likely to be useful for problems with significant delocalization error,
where even modern hybrid density functionals are significantly challenged. However, the
great accuracy of MP2 based modern double hybrid functionals likely makes them the more
computationally efficient route for investigating such problems than (s)MP3:DFT. On the
other hand, these results do seem to suggest that MP3 based double hybrid xDH functionals
could potentially be even more accurate.
6 Conclusions and future directions
In this work we have shown that the use of DFT orbitals yields significant improvement to
MP2 and MP3 theory, over all functionals and datasets tested. In fact, the choice of the
reference functional had surprisingly little overall impact on the error, although hybrid func-
tionals with lower delocalization error appear to have an edge (especially for barrier heights).
The exception to this general rule is MP2:DFT, which overcorrelates more than standard
MP2 due to presense of non-Brillouin singles, and thus performs worse in most cases (with
improvements mostly arising from cases with significant spin-contamination in HF, such as
in RSE43). Scaling of the MP2 correlation energy is however adequate for ameliorating
the overcorrelation problem, with sMP2:DFT providing significant improvement relative to
MP2:DFT over the studied datasets (often reducing RMSE by a factor of 2-3). Nonetheless,
modern double hybrid density functionals20,21 are likely to offer even better accuracy than
sMP2:DFT at the same asymptotic cost (as hinted at by Table 12). It is also quite interesting
that the c2 scaling parameter obtained from fitting to W4-11 thermochemistry proved quite
transferable across all datasets, indicating similar levels of MP2 overcorrelation throughout.
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MP3:DFT also proved quite robust, with a typical 2-3 fold reduction in RMSE over
MP3:HF, even without any scaling. The c3 scaling parameter obtained from W4-11 was
not highly transferable, with slight degradation of performance on going from MP3:DFT
to sMP3:DFT in several cases (such as HTBH38). However, the degradation is typically
small (0.1-0.2 kcal/mol) while the improvements for datasets like W4-11 and BH76RC are
larger, making sMP3:DFT preferable to MP3:DFT for general use. Indeed, MP3:DFT and
sMP3:DFT were found to reproduce the CCSD(T) benchmark better than CCSD for several
datasets, suggesting that they are quite attractive as O(N6) scaling wave function methods
(especially as multiple O(N6) iterations are not required, unlike CCSD). (s)MP3:DFT also
significantly improves dipole moment predictions relative to MP3:HF, showing success at
predicting molecular properties as well. The overall behavior remains mostly functional
agnostic (on account of cancellation between MP3 doubles and non-Brillouin MP2 singles),
with an edge for hybrid functionals with low delocalization error for challenging problems
like barrier heights.
It thus appears that DFT orbitals are better suited than HF orbitals for many practical
applications of MP theory. Self-interaction error free κ−OOMP2 orbitals offer a similar im-
provement in performance, but the lower iterative cost of DFT (O(N4) for hybrid functionals)
would reduce the overall computation time. Furthermore, the near universal availability of
DFT and MP features in quantum chemistry packages (relative to OOMP2) would permit
wide applicability of any DFT orbital based MP approach. We therefore recommend use of
range-separated hybrid DFT or κ−OOMP2 orbitals over HF orbitals for practical use of MP
theory. Such reference states would have low delocalization error and thus are likely to be
widely applicable. While there have been many studies showing slow or erratic convergence
of the MP series,2,22–27 it is noteworthy that all of them have used HF orbitals. It may well
be interesting to revisit such problems using DFT orbitals to explore whether or not our
promising results at 2nd and 3rd order are sustained to higher orders as well.
A purely wave function based MP approach however is unlikely to be competitive with
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density functional approaches for ground state computations, even with improved reference
orbitals. Indeed, Table 12 indicates that MP:DFT is likely to only significantly improve
upon hybrid DFT for problems with significant delocalization error, making DFT prefer-
able for most problems. Furthermore, modern double hybrid functionals like ωB97M(2) are
quite competitive with (s)MP3:DFT for even the challenging cases, making them a com-
putationally more efficient route. However, the good performance of sMP3 over sMP2 for
many datasets seem to suggest that xDH double hybrid functionals with MP3 correlation
could potentially significantly improve upon the best performing modern double hybrids.
MP2 geometries are also considered to be quite accurate,104 indicating that MP:DFT could
be a promising route for even more accurate geometries and frequencies at similar cost.
This would entail development of analytical nuclear gradients that account for non-Hellman-
Feynman terms stemming from lack of self-consistency, which we are currently exploring.
State-specific excited state computations offer another potential application for MP:DFT.
Density functional theory based state-specific excited state approaches105–109 are challenged
by the single-determinant nature of Kohn-Sham theory.110 While reasonable recoupling pro-
tocols can be devised in certain cases,111–113 many states with significantly multiconfigu-
rational nature remain inaccessible with DFT alone. However, excited state-specific MP2
approaches (based on HF orbitals) have also been fairly successful for problems with single
configuration state functions.114,115 MP:DFT thus appears to be a promising route that could
be employed for multiconfigurational problems, via employing non-orthogonal configuration
interaction116 based recoupling between single reference states generated via MP117,118 from
DFT optimized orbitals. Work along these directions is presently in progress.
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