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ABSTRACT
We present high time resolution (1.09 s) photometry of GRB080210 obtained with
ULTRASPEC mounted on the ESO/3.6-m telescope, starting 68.22 min after the
burst and lasting for 26.45 min. The light curve is smooth on both short (down to
2.18 s) and long time scales, confirmed by a featureless power spectrum. On top of the
fireball power-law decay, bumps and wiggles at different time scales can, in principle,
be produced by density fluctuations in the circumburst medium, substructures in the
jet or by refreshed shocks. Comparing our constraints with variability limits derived
from kinematic arguments, we exclude under-density fluctuations producing flux
dips larger than 1 per cent with time scales ∆t > 9.2 min (2 per cent on ∆t > 2.3
min for many fluctuating regions). In addition, we study the afterglow VLT/FORS2
spectrum, the optical-to-X-ray spectral energy distribution (SED) and the time decay.
The SED is best fit with a broken power law with slopes βopt = 0.71 ± 0.01 and
βX = 1.59± 0.07, in disagreement with the fireball model, suggesting a non-standard
afterglow for GRB080210. We find AV = 0.18 ± 0.03 mag optical extinction due
to SMC-like dust and an excess X-ray absorption of log (NH/cm
−2) = 21.58+0.18
−0.26
assuming Solar abundances. The spectral analysis reveals a damped Lyα absorber
(log (NH I/cm
−2) = 21.90±0.10) with a low metallicity ([X/H] = −1.21±0.16), likely
associated with the interstellar medium of the GRB host galaxy (z = 2.641).
Key words: gamma-rays: bursts - instrumentation: detectors - dust, extinction -
ISM: kinematics - ISM: abundances
⋆ Based on observations collected with the ULTRASPEC vis-
itor instrument built by a consortium from the University of
Sheffield, Warwick, the UK Astronomy Technology Centre and
ESO, mounted at the ESO/3.6-m telescope on La Silla, Chile, and
on target-of-opportunity observations collected in service mode
under program ID 080.D-0526, P.I. Vreeswijk, with the FOcal
Reducer/low dispersion Spectrograph 2 (FORS2) installed at the
Cassegrain focus of the Very Large Telescope (VLT), Unit 1,
Antu, operated by the European Southern Observatory (ESO) on
Cerro Paranal in Chile. For further information or questions on
the content of the paper, please e-mail to annalisa@raunvis.hi.is.
1 INTRODUCTION
Long (> 2 s) soft gamma ray bursts (GRBs) are the
most powerful explosions known in the Universe. After
the discovery of GRB optical (van Paradijs et al. 1997)
and X-ray (Costa et al. 1997) afterglows in 1997, we have
learned that they mainly occur in distant galaxies and
their connection to core-collapse supernovae is now widely
accepted (for a review see Woosley & Bloom 2006). The
diversity amongst individual GRB events, as well as the
difficulty in observing such transient sources, challenges the-
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Instrument Grism Start time Exposure time δta Coverage FWHM
(UT hh:mm:ss) (s) (min) (A˚) (A˚)
VLT/FORS2 — 08:26:25 10 36.4 R band
VLT/FORS2 300V 08:32:10 600 47.1 3500–9600 13.3
VLT/FORS2 600z+OG590 08:43:13 600 58.1 8000–9000 6.4
VLT/FORS2 1400V 08:54:37 600 69.5 4600–5900 2.5
ULTRASPEC — 08:58:18 1.09× 1455 81.4 V band
VLT/FORS2 1200R+GG435 09:05:47 600 80.7 6000–7000 3.0
VLT/FORS2 300V 09:17:11 600 92.1 3500–9600 13.3
VLT/FORS2 — 09:30:53 45 101.2 R band
Table 1. GRB080210 observation log on date 2008 February 10. a δt is the mid-exposure time after the BAT trigger (07:50:06 UT).
oretical models to explain them, the fireball model providing
the best overall agreement (e.g., Rees & Me´sza´ros 1992;
Me´sza´ros & Rees 1993; Piran 1999). In this scenario, the
GRB afterglow originates from the synchrotron radiation
produced by the interaction between the ultra-relativistic
ejecta (jet) and the surrounding interstellar medium.
Although GRBs can be extremely variable in their
prompt phase and X-ray afterglow flares are commonly
observed during the first minutes after the burst, the
late-time afterglow in general shows a fairly smooth
power-law behaviour at different phases (Zhang et al.
2006), from the X-rays to the optical, IR and radio
wavelengths. Environmental effects and intrinsic disconti-
nuities can introduce afterglow variability on different time
scales, possibly due to (i) ambient density fluctuations
(Wang & Loeb 2000), (ii) substructures in the jets (patchy-
jet; Me´sza´ros, Rees & Wijers 1998), (iii) inhomogeneities
on the emitting surface (patchy-shell; Kumar & Piran
2000), (iv) refreshed shocks (Rees & Me´sza´ros 1998;
Sari & Me´sza´ros 2000) or (v) late-time central engine
activity (Rees & Me´sza´ros 2000).
(i) Density fluctuations can arise from interstellar
turbulence or can be generated, before the GRB event,
by a variable wind from the progenitor star (see e.g.,
van Marle et al. 2005). Linear density fluctuations with
dn/n < 1 on a length scale of 1–103 AU could induce
fluctuations in the afterglow light curve with a fractional
amplitude of up to ∼ 30 per cent over time scales of
tens of minutes in the optical (Wang & Loeb 2000). (ii)
Substructures in the jet can form if the bulk Lorentz factor
depends on the angle inside the jet (Me´sza´ros et al. 1998).
As the emitting region evolves through this patchy-jet,
the flux varies in intensity. (iii) Angular inhomogeneity
of the relativistic ejecta can separate the emitting surface
into different causally disconnected regions (patchy-shell;
Kumar & Piran 2000; Nakar & Oren 2004). These wiggles
evolve within the emitting surface, which is expanding in
time with the blast-wave deceleration, causing variability in
the radiation. (iv) If the ejecta have a range of bulk Lorentz
factors, the slower shells will catch up with the leading blast
wave, once the fireball has been decelerated by the external
medium. The refreshed shocks will boost the luminosity of
the afterglow (Rees & Me´sza´ros 1998). (v) The GRB engine
could contribute to the variability at late times: as debris
accretes onto the black hole in the period following the
burst, its extended activity could heat the environment or
produce new outflows, giving rise to a detectable component
of emission which, like any accretion-powered source, would
be variable (Rees & Me´sza´ros 2000). Thus, the detection
(and even the non-detection) of time variability within
several minutes to a couple of hours after the burst can
provide important constraints on the different proposed
scenarios, and therefore on the physics of the evolution of
the fireball.
Temporal variations in GRB afterglow light curves
were first observed, on time scale as short as ∼ 1 hour,
in GRB011211 (Holland et al. 2002; Jakobsson et al.
2004), induced either by inhomogeneities in the medium
surrounding the GRB, or by a patchy jet. Lazzati et al.
(2003) have argued that the deviations in the afterglow
of GRB021004 are due to the interaction of the GRB
fireball, or jet, with density enhancements in the ambient
medium. However, time-resolved polarimetry of the same
burst suggested that the variations were produced by a
refreshed shock (Bjo¨rnsson, Gudmundsson & Jo´hannesson
2004). Granot, Nakar & Piran (2003) have also interpreted
the variations seen in the light curve of GRB030329 as due
to refreshed shocks.
Several limitations challenge the detection of late-time
variability in GRB light curves. First, the amplitude of
most of the fluctuations that can possibly be expected
decays with time. Moreover, different processes (e.g.,
density fluctuations, patchy shell or refreshed shocks) will
physically constrain the variability over only certain time
scales at one observation time (Ioka, Kobayashi & Zhang
2005). In particular, the fastest variability is the hardest
to detect, partly because it is intrinsically weaker, but
also because the readout noise and dead time of classical
CCDs usually limits the time resolution of the observation
itself. High-speed photometry can now be achieved thanks
to the fast read-out with zero-noise of the frame-transfer
electron-multiplying CCDs (EMCCDs). The ULTRASPEC
camera (Dhillon et al. 2007) adopts such a CCD to amplify
the signal, rendering the read-out noise negligible. In addi-
tion, the frame transfer architecture allows the EMCCD to
read out a completed exposure whilst the next exposure is
being obtained, virtually eliminating the dead time between
exposures.
We observed GRB080210 with ULTRASPEC mounted
on the ESO 3.6-m telescope in La Silla, allowing 1.09 s
time resolution imaging. The highest speed photometry
c© 2010 RAS, MNRAS 000, 1–14
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obtained for a GRB afterglow so far is the TORTORA
observations of the extremely bright “naked eye” GRB
080319B (Greco et al. 2009; Beskin et al. 2010), with a 0.3 s
time bin, from 10 to 100 s after the burst trigger. However,
the ULTRASPEC observations of GRB080210, presented
in this paper, probes the afterglow phase, providing the
lowest ∆t/t so far. This opens a new window on the
fast-variability study of the afterglow itself. Comparing
the variability limits given by Ioka et al. (2005) with the
ULTRASPEC observations, we can constrain the properties
of the circumburst medium and the shock structure.
In addition, we investigate the GRB080210 host galaxy
environment in another way, through ESO-VLT/FORS low-
and medium-resolution spectroscopy, as well as optical-to-
X-ray spectral energy distribution (SED) modelling. Lyα
and metal absorption systems, often observed in GRB lines
of sight, can be used to derive physical properties of the
absorbing gas clouds, such as kinematics, densities and
metallicities (Vreeswijk et al. 2006; Ledoux et al. 2009).
On the other hand, the SED provides information on
both the dust inside the host galaxy and the spectral
properties of the GRB afterglow itself (e.g., Starling et al.
2007). Overall, interpreting the combined optical and X-ray
spectra and light curves within the context of the fireball
model can provide a probe of the blast-wave physics, as
well as the GRB environment (Sari, Piran & Narayan 1998;
Zhang et al. 2006).
The paper is organized as follows: observations and
data reduction are presented in Sec. 2, while their analysis
is reported in Sec. 3: first the ULTRASPEC light curve,
then the optical spectroscopy, the SED modelling and
finally the optical and X-ray afterglow temporal decay. We
discuss our results in Sec. 4 and summarize them in the
last section. Throughout the paper we use the convention
Fν (t) ∝ t−αν−β for the flux density, where α is the
temporal slope and β is the spectral slope. Hereafter we
assume a standard ΛCDM cosmology with H0 = 70.4 km
s−1 Mpc−1, ΩM = 0.27 and ΩΛ = 0.73 (Jarosik et al. 2010).
2 OBSERVATIONS AND DATA REDUCTION
2.1 Swift detection
The Swift Burst Alert Telescope (BAT) triggered on
GRB080210 on February 10th, 2008 at T0 = 07:50:06 UT
(Grupe et al. 2008). The duration spanning 90 per cent
of the GRB emission (15–350 keV) was 45 ± 11 s and its
15–150 keV fluence was 1.8 × 10−6 erg cm−2. The time
integrated BAT spectrum is best fit by a simple power law
with photon index Γ = 1.77 ± 0.12 (Ukwatta et al. 2008).
An X-ray afterglow was observed with the Swift X-Ray
Telescope (XRT), starting 161 s (240 s) after the trigger
in windowed timing (photon counting) mode. An optical
afterglow was detected by the Swift Ultra-Violet/Optical
Telescope at a position R.A. = 16h45m04.01s and Decl.
= +13◦49′35.9′′ (J2000, estimated 90 per cent confidence
error radius of 0.6′′; Marshall & Grupe 2008). We retrieved
the X-ray light curve and spectra from the Swift repository
Figure 1. Estimated slit throughputs (top panel) of the two 300V
spectra due to the wavelength dependence of the PSF and the
misalignment of the slit relative to the parallactic angle at the
high airmass of these observations (2.3 at epoch 1 and 1.8 at
epoch 2). In the bottom panel the ratio between the two slit
throughputs (solid line) is overplotted on the ratio between the
spectra at the two epochs (dotted line).
(Evans et al. 2007, 2009).
2.2 ULTRASPEC imaging
For 26.45 min, starting at 08:58 UT on February 10th
2008, we observed GRB080210 with ULTRASPEC at the
ESO 3.6-m telescope on La Silla, Chile, mounted on the
EFOSC2 spectrograph (D’Odorico 1988). Because of the
frame-transfer capabilities of ULTRASPEC, it is possible
to obtain very high time resolution data without sacrificing
efficiency. Observations were taken in imaging mode,
through the Bessel V -band filter. The CCD pixels were
binned by 2× 2, allowing ∼1 s sampling of the light curve,
with negligible (∼ 10ms) dead time between exposures.
Time-stamping of individual exposures uses a dedicated
GPS-based system with a relative accuracy of 50 µs and
an absolute accuracy of a few ms. The data were bias
subtracted and subsequently flat-fielded using a median of
100 sky-flat frames.
The photometric information about the GRB afterglow
was extracted using an implementation of the optimal
photometry algorithm of Naylor (1998), which provides sig-
nificantly better signal-to-noise than aperture photometry
for faint sources. A nearby comparison star was used both
to estimate the point-spread function and to correct for
transparency variations. The position of GRB080210 was
fixed with respect to the position of the comparison star;
this ensures that centroiding on the faint GRB does not
introduce spurious variability into the light curve. Observa-
tions of a flux standard were taken on the following night to
place the measurements on a standard photometric system.
We were not able to determine the V -band extinction
coefficient for the night of these observations, so the La
Silla average of 0.12 mag/airmass was used to correct for
atmospheric extinction. The observation log is presented in
Table 1.
c© 2010 RAS, MNRAS 000, 1–14
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Figure 2. The fast (1.09 s) sampled ULTRASPEC light curves (V band). The whole observation (4093–5680 s after the trigger) is
displayed in the three upper panels, while the first 100 s are shown in the bottom panel (1σ errors over-plotted). The raw GRB (solid)
and the comparison star (dotted) light curves are shown in the first and second panels, respectively. The GRB light curve, flux calibrated
with the comparison star, is shown in panels 3 and 4. The flux decreases as a power law (F ∝ t−α) with decay index α = 0.74 ± 0.07
(χ2dof = 1.03 for 1453 degrees of freedom). Any short time-scale variation is consistent with statistical fluctuations smaller than 3σ.
2.3 VLT/FORS2 observations
Starting at 08:32 UT on 2008 February 10th (42 min
post-burst), a series of 600 s spectra were obtained with
VLT/FORS2 in long-slit spectroscopy mode with a 1.′′0
wide slit, North-South oriented and centred with an R-band
acquisition image. The sequence of grisms used was 300V,
600z+OG590, 1400V, 1200R+GG435 and finally 300V
again. This allowed us to both cover a larger wavelength
window with the lower resolution grism (300V) and obtain
mid-resolution spectroscopy for different regions of the spec-
trum. The individual spectra were cleaned of cosmic rays
using the Laplacian Cosmic Ray Identification algorithm of
van Dokkum (2001). The seeing remained relatively stable
during the observations, between 1.′′1 and 1.′′4, yielding the
spectral resolutions reported in Table 1. A first analysis
of the spectrum revealed an absorption system associated
with the host galaxy at redshift z = 2.641 (Jakobsson et al.
2008a; Fynbo et al. 2009).
While the mid-resolution spectra were mainly used
for the spectral analysis, we aimed to flux-calibrate the
low-resolution 300V spectra for the SED study. However,
the two 300V spectra were obtained at high airmass (2.3
and 1.8 respectively) where the difference between the
slit position angle and the parallactic angle was 126.6◦
and 133.4◦, respectively. Thus, slit losses influence the
continuum level of the spectra, particularly in the blue. In
order to correct for this, we computed the slit throughput
in the following way. A theoretical model of the point
spread function (PSF) as delivered by an 8.2 m diameter
Unit Telescope, including the central obscuration caused
by the secondary mirror, was built using a piece of IDL
code graciously made available by Enrico Fedrigo (private
communication). In particular, this model includes the
dependence of the diffraction-limited theoretical PSF as a
function of wavelength. This model PSF was then convolved
with a Gaussian whose wavelength-dependent FWHM fol-
lows Roddier’s formula, i.e. ∝ (λ/λref)−0.2, normalized
to the value measured on each observed spectrum at the
effective wavelength of the R filter used for the centering of
the target (λref = 6600 A˚).
For each spectrum, the distance of the PSF centre
to the slit centre at a given wavelength was assumed to
be the differential refraction between this wavelength and
λref multiplied by the cosine of the difference between the
parallactic angle at the time of the observation and the
parallactic angle at the time when the object would be at
an airmass of 1.41, converted to degrees (25◦ and 18◦). Here
we assumed that the Longitudinal Atmospheric Dispersion
Corrector (LADC) of FORS2 (Avila, Rupprecht & Beckers
1997) performs optimally up to airmass of 1.41. For the
calculation of the differential refraction, we assumed the
usual atmospheric conditions at Paranal (temperature
T = 12 ◦C, pressure P = 743 mbar). The integrated
value of the flux along the spatial direction entering the
spectrograph can then be calculated for each wavelength.
The factor representing the slit throughput is then the ratio
between this integrated value and the total flux at that
wavelength. The top panel of Fig. 1 shows the estimated slit
throughputs as a function of wavelength for the two 300V
FORS2 spectra. The bottom panel shows the ratio between
the throughputs compared with the ratio between the two
spectra. The agreement indicates that the slit throughputs
have been reasonably well calculated.
The response curve correction was performed using
observations of the standard star LTT3864. The flux
calibration was rescaled using R-band VLT/FORS2 images.
R-band photometry was secured with VLT/FORS2, before
and after our spectroscopic observation. Calibration was
c© 2010 RAS, MNRAS 000, 1–14
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Figure 3. The power spectrum of the ULTRASPEC light curve in
fractional rms2 units, after correcting for the decay. The minimum
period detectable, given the time resolution, is 2.18 s, while the
longest time scale monitored is 1587 s. The peaks in the power
spectrum are generated by random noise, see Section 3.1 for more
details. The lack of a preferred frequency confirms the smoothness
of the light curve.
carried out by observing the Landolt standard fields SA100
and Rubin 149, which allowed us to obtain a photometric
accuracy of 0.02 mag. The GRB observations were carried
out at large airmass (1.7–2.5), but so was also one of the
two standard fields, which allowed a reliable extinction
coefficient to be computed, in agreement with the value
tabulated in the ESO web page. The photometric conditions
were excellent according to the Paranal night logs.
3 DATA ANALYSIS
3.1 ULTRASPEC light curve
The ULTRASPEC light curve is plotted in Fig. 2. We
Fourier transformed the ULTRASPEC light curve in order
to investigate the variability and possible periodicities
over all time scales. We exclude the flux variation due
to the afterglow natural evolution by first correcting the
light curve with the power-law fit to the decay. Figure
3 shows the power spectra of the unbinned light curve.
Thanks to the fast sampling of ULTRASPEC, we can
monitor the power spectrum down to 2.18 s time scales.
The power spectrum of the light curve shows a peak at
2.8 s, likely due to random noise. Indeed, the peak height
is not significant (3 per cent of the flux, corresponding to
log (∆F/F ) = −1.57, (log ∆t/t) = −3.2 at 81.4 min),
well below the instrument detection limit, see Sec. 4.2. We
performed a Monte Carlo type generation of 100,000 light
curves with random variability equal to the measured GRB
variability and found peaks of this height and greater to
occur in 6 per cent of cases. In addition, the phase-folded
light curve does not show any evidence for periodicity.
Thus, no frequency is preferred in the power spectrum.
The ULTRASPEC light curve is smooth and follows a pure
power law within the statistical fluctuations.
Figure 4. A portion of the normalized optical afterglow spec-
trum, centred on the Lyα absorption line, at the GRB host
galaxy redshift. A neutral hydrogen column density fit to the
damped Lyα line is shown with a solid line (log (NH I/cm
−2) =
21.90± 0.10), while the 1σ errors are shown with dashed lines.
3.2 VLT/FORS2 spectral analysis
In the 300V combined spectrum (averaged from the two
300V flux calibrated spectra), we identify a damped Lyα
absorber (DLA) in addition to a number of absorption
lines at z = 2.641 ± 0.001, associated with the host galaxy
of the burst. We also identify an intervening system at
zint = 2.509 ± 0.001 from Si iv and C iv transitions.
A list of the lines detected in the low resolution 300V
spectrum and their equivalent widths (EWs) is reported
in Fynbo et al. (2009). We measured the EWs for both
300V epochs and find no evidence for spectral variability
in the absorption. For the H i DLA fit, we derived log
(NH I/cm
−2) = 21.90 ± 0.10 (Fig. 4). The tentative de-
tection of Lyα emission inside the DLA, as seen from the
1D spectrum (Jakobsson et al. 2008a), is most likely noise,
since it is not detected in the 2D frame.
A good metallicity estimator is usually the weak
transition Zn ii λ2026, but for GRB080210 this line is only
covered by the low resolution 300V spectrum, allowing
only a crude metallicity estimate. From the simultaneous
Voigt-profile fit of the Zn ii λ2026 with the Si ii λ1526,
λ1808 and Fe ii λ1608, λ1611 lines in the low resolu-
tion spectrum, performed with the MIDAS/FITLYMAN
software (Fontana & Ballester 1995), we derive a log
(NZn II/cm
−2) = 13.53± 0.14 cm2 (i.e. [Zn/H] −0.93± 0.18,
Doppler thermal broadening bth = 0 km s
−1, and turbulent
broadening btur = 39.4 ± 6.8 km s−1). The analysis seems
to show that the Zn ii λ2026 line is on the linear part of the
curve of growth (i.e. unsaturated), despite the low spectral
resolution of the data. The metallicities refer to the solar
abundances reported by Asplund et al. (2009).
Several lines are also identified in the medium resolu-
tion 1400V, 1200R and 600z spectra with the EWs listed
in Table 2. Many of the lines associated with the GRB
host galaxy system show evidence for a two-component
profile (component “a” and “b”). In order to derive reliable
column densities and to study the kinematics of the gas,
we select the Fe ii, Si ii, Al ii and Al iii lines in the higher
resolution grisms 1400V and 1200R that are neither too
c© 2010 RAS, MNRAS 000, 1–14
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Line [λvac] Observed wavelength Redshift Observed EW Notes
(A˚) (A˚) (A˚)
1400V
O i λ1302 4740.6 2.6405 4.52± 0.42
Si ii λ1304 4747.7 2.6398 4.81± 0.41 O i* λ1304 contribution
C ii λ1334 4858.4 2.6406 9.71± 0.47
C ii* λ1335 4864.1 2.6416 1.93± 0.22
Si iv λ1393 4890.5 2.5088a 0.93± 0.33 Si iv λ1402 not detected
Si iv λ1393 5073.8 2.6403 5.52± 0.28
Si iv λ1402 5106.7 2.6404 4.52± 0.27
C iv λ1548 5431.8 2.5085a 2.44± 0.21
C iv λ1550 5440.8 2.5084a 1.93± 0.23
Si ii λ1526
5556.7 2.6396
5.53± 0.34 Two velocity components
5558.7 2.6416
C iv λ1548 5636.0 2.6403 9.56± 0.30
C iv λ1550 5644.9 2.6400 7.75± 0.27
Fe ii λ1608
5854.4 2.6396
3.54± 0.38 Two velocity components
5857.8 2.6416
1200R
Al ii λ1670
6081.0 2.6396
6.08± 0.45 Two velocity components
6083.6 2.6416
Si ii λ1808
6580.9 2.6396
2.36± 0.39 Two velocity components
6583.9 2.6416
Al iii λ1854
6749.8 2.6396
3.36± 0.34 Two velocity components
6753.9 2.6416
Al iii λ1862
6780.0 2.6396
1.37± 0.35 Two velocity components
6783.8 2.6416
600z
Fe ii λ2344
8532.1 2.6496
5.35± 0.30 Two velocity components
8648.5 2.6416
Fe ii λ2374
8642.8 2.6396
3.96± 0.38 Two velocity components
8648.1 2.6416
Fe ii λ2382
8671.5 2.6396
7.23± 0.41 Two velocity components
8675.9 2.6416
Table 2. Absorption lines in the medium resolution 1400V, 1200R and 600z spectra. The redshifts for the two-component profiles (short
vertical lines) are derived from a Voigt profile fit. Observer frame EWs with 1σ errors are reported. a Intervening system.
Ion [transitions] Component a Component b Total column density [X/H]
log (N/cm−2) log (N/cm−2) log (N/cm−2)
Al ii [1670]a > 13.56 > −2.79
Al iii [1854,1862] 13.77± 0.08 13.91 ± 0.13 14.14 ± 0.08 −2.21± 0.13
Fe ii [1608] 15.72± 0.37 15.63 ± 0.54 15.98+0.37
−0.26 −1.42± 0.33
Si ii [1526b, 1808] 15.84± 0.18 15.96 ± 0.16 16.20+0.13
−0.11 −1.21± 0.16
Zn ii [2026]c 13.53 ± 0.14 −0.93± 0.18
Table 3. The ionic column densities estimated from a simultaneous Voigt profile fit to the lines in the 1400V and 1200R medium
resolution grism spectra. aAl ii λ1670 line is saturated, the lower limit on NAl ii is derived from the EW (Table 2).
bThe Si ii λ1526 line
is only included in a first stage to model the line profiles; the Si abundance is computed using only the weaker and non-saturated Si ii
λ1808 line. cZn abundance estimated from the low resolution 300V spectrum (bturb=39.4, bth=0 km s
−1).
saturated nor blended with other transitions, and model
them simultaneously with a two-component Voigt profile,
using the VPFIT1 software. In this way, the line profile
1 Available at http://www.ast.cam.ac.uk/∼rfc/vpfit.html
of all the species is modelled with the same redshift z
and btur, for a given component, resulting in different
column densities for different ions. We expect the Fe ii, Si ii,
Al ii and possibly Al iii to be co-spatial and therefore to
show a similar line profile. This is what we observe in the
c© 2010 RAS, MNRAS 000, 1–14
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Figure 5. The line profiles in the medium resolution 1400V and
1200R spectra are best modelled with two components separated
by 148±25 km s−1 in velocity: za = 2.6396±0.0003, zb = 2.6416±
0.0003 (dotted lines), bturb, a = 38 ± 7 km s
−1, bturb, b = 23± 6
km s−1, bth = 0 km s
−1. The dashed curves show the 1σ errors.
line-of-sight to GRB080210. The Si ii λ1304 transition was
excluded from the analysis because it is blended with the
possibly dominating O i* λ1304 line. The 600z spectrum
was not included in the Voigt profile fit because of its poorer
spectral resolution. The two components that model the
line profiles are separated by 148± 25 km s−1. The normal-
ization was determined locally around each line and telluric
features were excluded from the fit. Figure 5 shows the
two-component Voigt profile fit to the lines in the medium
resolution spectra. The abundances and corresponding
metallicities are presented in Table 3. Iron is probably
depleted onto dust grains and is thus not a good metallicity
indicator (Savage & Sembach 1996). The best metallicity
estimate is derived from silicon [Si/H] = −1.21 ± 0.16 (1σ
uncertainties), corresponding to Z/Z⊙ = 0.06
+0.03
−0.02 .
3.3 Spectral energy distribution
In order to fit the optical-to-X-ray SED, we combine the
averaged 300V optical with the X-ray spectra. We choose
to include the 300V spectrum in the SED to investigate
the significant dust reddening reported by Fynbo et al.
(2009). Also, the larger spectral window coverage of the
300V as compared to the higher resolution spectra makes
it more suitable to investigate the SED. The SED time
is chosen at the logarithmic mean between the two 300V
observations (3945 s). Using the Swift spectrum repository
(Evans et al. 2007, 2009), we extract the X-ray spectrum
from a narrow time interval (3690–4200 s, logarithmically
centred on the SED time), and use its count rate to
scale the X-ray spectrum extracted from a larger time
window (3690–106130 s) and with a better signal-to-noise
(S/N). This approach assumes no spectral evolution in
the X-ray spectrum, as confirmed by extracting spectra
for different time windows and by the constant hardness
ratio. This allows the optical and the X-ray spectra to be
compared in flux. The 300V averaged spectrum was cleaned
(absorption lines removed and frequencies bluer than Lyα
excluded) and corrected for Galactic extinction. The optical
spectrum was then binned into 22 bands (192 A˚) in order
to obtain the same number of data points as in the X-ray
spectrum. The statistical errors were calculated from the
variance in the spectrum. A systematic error introduced
by the response function was calculated by measuring the
amplitude of the spurious wiggles introduced by the flux
calibration process. This uncertainty and the error due to
the calibration against the VLT photometric measurement
were then added in quadrature to the formal error. The
total resulting error on the optical spectrum is about 8 per
cent of the flux. The optical-to-X-ray SED is shown in Fig. 6.
We model the SED from the optical to the X-rays with
a single power law (PL), a broken power law (BPL) and a
tied broken power law (TBPL), where the spectral slopes
are tied to differ by ∆β = 0.5 to reproduce the spectral
break (cooling frequency) expected for a synchrotron spec-
trum. The fit was performed with the Interactive Spectral
Interpretation System (ISIS; Houck & Denicola 2000)
software, which allows all the data to be compared directly
in count space. Working in count space has the advantage
of not requiring any a priori model for the X-rays, otherwise
needed for the conversion of the X-rays into flux (see
e.g Starling et al. 2007). The host galaxy dust extinction
was modelled with Small Magellanic Cloud (SMC), Large
Magellanic Cloud (LMC) or Milky Way (MW) extinction
curves (Pei 1992) and the X-ray absorption (in excess of the
Galactic NH,Gal = (5.59 ± 0.02) × 1020 cm2; Kalberla et al.
2005) is measured from a zphabs model in ISIS, assuming
Solar metallicity. Table 4 summarizes the fit results.
The best fitting model is a BPL with spectral slopes
βX = 1.59 ± 0.11 and βopt = 0.71 ± 0.02, with the cooling
frequency occurring at Ebreak = 1.40
+0.09
−0.13 keV in the soft
X-ray range. These values are derived for SMC-like extinc-
tion (lowest χ2 = 191.6, for 37 degrees of freedom), while
the LMC extinction curve provides a very similar fit, re-
sulting in consistent parameter values. The MW extinction
curve and its related 2175 A˚ bump can be excluded. The
optical spectrum is reddened by dust grains at the redshift
z = 2.641 of the host galaxy, with E(B − V ) = 0.06 ± 0.01
mag, or AV = 0.18 ± 0.03 mag (rest-frame), modelled
with an SMC-like extinction curve. We find an excess
X-ray absorption of NH = 0.38
+0.19
−0.17 × 1022 cm−2 assuming
Solar metallicity, whereas NH = 2.04
+1.03
−0.95 × 1022 cm−2 for
Z/Z⊙ = 0.06. The above errors refer to a 90 per cent confi-
dence level. The SED results should be treated with caution,
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Extinction Model χ2 [dof] E(B − V ) NH β1 β2 Ebreak
type (mag) (1022 cm−2) (keV)
PL 517.2[39] 0.10± 0.01 < 0.03 0.82± 0.02 - -
SMC BPL 191.6[37] 0.06± 0.01 0.38+0.19a
−0.17 0.71± 0.02 1.59± 0.11 1.40
+0.09
−0.13
TBPL 232.0[38] 0.07± 0.01 0.27+0.18
−0.17 Γ2 − 0.5 1.23± 0.02 1.16
+0.10
−0.12
PL 434.9[39] 0.17± 0.02 < 0.22 0.91± 0.02 - -
LMC BPL 194.4[37] 0.10± 0.02 0.48+0.19
−0.18 0.77± 0.03 1.59
+0.11
−0.10 1.41
+0.10
−0.12
TBPL 238.7[38] 0.10± 0.02 0 Γ2 − 0.5 1.28± 0.03 1.32± 0.11
PL 546.9[39] 0.21± 0.02 < 0.25 0.91± 0.03 - -
MW BPL 265.0[37] < 0.02 0.20+0.18
−0.16 0.63
+0.03
−0.01 1.59± 0.11 1.39
+0.09
−0.12
TBPL 323.1[38] 0.05± 0.03 0 Γ2 − 0.5 1.20± 0.03 1.20± 0.10
Table 4. Parameters resulting from a joint fit of the optical-to-X-ray SED at 66 min after the burst, assuming an absorbed PL, BPL
or TBPL, see main text. The host galaxy dust extinction is modelled with a SMC, LMC or MW extinction law (Pei 1992) and the
excess X-ray absorption is measured assuming solar metallicity. The best fitting model is highlighted. All the errors refer to a 90 per cent
confidence level. a NH = 2.04
+1.03
−0.95 × 10
22 cm−2 for Z/Z⊙ = 0.06.
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Figure 6. The SED of the optical 300V spectrum (×) and the X-ray spectrum (+), at 66 min after the burst. The solid line shows the
best fitting model, a broken power law with spectral slopes βX = 1.59± 0.11 and βopt = 0.71 ± 0.02, for an SMC-type dust extinction,
see Table 4. The residuals are displayed in the bottom panel.
because they are dependent on the slit loss correction of
the 300V spectra. In particular, the same SED analysis,
but for the optical spectrum that has not been corrected
for slit losses, provides a 4 per cent change in the optical
slope and 68 per cent in the E(B−V ), for the best fit model.
3.4 Afterglow evolution
Figure 7 shows the afterglow time evolution in the X-ray
and optical bands. We converted the X-ray light curve into
monochromatic flux at 1.73 keV, the logarithmic average
of the XRT band, assuming a spectral slope βX = 1.59 as
derived from the SED (see Section 3.3). Early (< 12 min)
X-ray data were excluded from the fit to avoid the influence
of flares. The last XRT data points were also excluded in
order to avoid the contribution from a possible break at
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Figure 7. The optical and X-ray afterglow light curves of GRB080210. The Swift/XRT X-ray light curve (at 1.73 keV) is plotted
beneath the optical data. The ULTRASPEC V -band light curve is here plotted with a bin factor of 10. The R-band decay is derived
from the VLT/FORS2 data. Late time points were excluded to avoid a possible break. The solid lines show the fit to the data, while the
dotted lines extrapolate the fit to the complete datasets. The vertical line shows the SED time. The errors are 1σ.
Time since GRB (hr) Instrument Magnitude
0.61 VLT/FORS2 18.74±0.05
1.69 VLT/FORS2 19.57±0.05
55.70 Keck-I/LRISa 23.97±0.07
Table 5. The R-band photometry, not corrected for Galactic
extinction (1σ errors). a Perley & Bloom, private communication.
late time that cannot be constrained. We fit the X-ray
light curve with a single power law with temporal slope
αX = 1.24 ± 0.07 (reduced χ2ν = 3.67 for 23 dof), noting
that a broken power law does not improve the fit. The
high χ2ν could be produced by the wiggles observed in the
X-ray light curve, possibly originated by micro-variability.
However, the poor sampling of the X-ray light curve does
not allow us to investigate this further.
The V -band temporal decay was derived from a power-
law fit to the ULTRASPEC light curve αV = 0.74 ± 0.07,
see Section 3.1. We collected the R-band photometric
data points from our VLT/FORS2 acquisition im-
ages and the Keck-I/LRIS data, reported in Table 5,
corrected them for Galactic extinction (AV = 0.276
mag; Schlegel, Finkbeiner & Davis 1998), and converted
them to flux density. A temporal decay with slope
αVLT+Keck = 1.07 ± 0.07 can be derived by a poor power-
law fit to the three R-band data points (reduced χ2ν = 26.5),
in disagreement with the V -band decay. This suggest the
presence of a break in the light curves at late times. Thus,
the Keck data point was excluded from the temporal decay
study to avoid the contribution from the possible break.
The R-band decay derived from the two VLT data points
has a temporal slope αR = 0.75 ± 0.09, consistent with the
V band, where the error was calculated from the minimum
and maximum slopes between the two points.
4 DISCUSSION
4.1 Modelling the afterglow
In order to investigate the physics of the GRB080210
afterglow, we attempt to model it within the synchrotron
scenario. In Table 6 the temporal slope α and the spectral
slope β are collected from both the optical and X-ray
analysis (where Fν ∝ t−α ν−β), as derived above. We first
note that the βX − βopt = 0.88 ± 0.07 disagrees with the
∆β = 0.5 expected from the fireball model. In particular,
this implies that the spectral break is not a cooling break
and that the optical and the X-ray emission are not
produced by a coherent synchrotron process. Possibly, the
optical radiation and the X-rays were emitted in different
regions, the overall SED resulting from a composition of
two synchrotron spectra. Alternatively, different radiative
processes must be invoked to explain the SED.
We further test fireball model predictions calculating
the electron energy distribution index, p, from the temporal
and spectral indices, see Table 6. We assuming a simple
ISM, slow cooling scenario, with no extra energy injection
(Zhang et al. 2006) and the cooling frequency in the soft
X-rays, as derived by the SED fit. The electron indices
derived from the temporal and spectral slope show a poor
agreement (3.5σ) for the optical band, and disagreement
(5.2σ) for the X-rays. Although the optical and X-ray
temporal slopes provide a similar p(α) (within 2.1σ), the
electron indices derived from the spectral slopes disagree at
a 5.3σ level between the optical and the X-rays.
Thus, the closure relations are not satisfied for the
case of GRB080210. In particular, the X-ray spectral slope
seems too steep to be produced by the synchrotron electron
cooling expected in the model. One possible reason for this
is that the X-ray spectral slope was overestimated due to the
degeneracy with the spectral break and the X-ray absorp-
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αobs βobs Regime α(β)exp β(α)exp p(α) p(β) σp(α),p(β)
Optical 0.75± 0.09 0.71 ± 0.01 ν < νc 1.07± 0.02 0.50± 0.06 2.00± 0.12 2.43± 0.02 3.5
X-rays 1.24± 0.07 1.59 ± 0.07 νc < ν 1.88± 0.11 1.16± 0.05 2.32± 0.09 3.18± 0.14 5.2
Table 6. The optical and X-ray temporal and spectral indices α and β as observed and expected from the fireball model. We assume here
an ISM scenario, with no extra energy injection and the slow cooling regime (e.g., Zhang et al. 2006). The errors are 1σ. The electron
energy distribution indices p(α), derived from the temporal slope, agree within 2.1σ between optical and X-rays, while p(β) disagree at
a 5.3σ level. The level of agreement between p(α) and p(β) is indicated by σp(α),p(β).
tion. However, using the optical data in the SED helps in
breaking this degeneracy. This suggests that the the fireball
model cannot properly reproduce the GRB080210 afterglow
and therefore cannot be applied to the data. An indepen-
dent SED study of a larger sample of GRB afterglows shows
similar results for GRB080210 (Zafar et al., in preparation).
4.2 Variability
The ULTRASPEC capability of observing at 1 s time
resolution is a new frontier in the GRB afterglow variability
study. But do we expect to see variability on those short
time scales? How strong? And what processes can produce
such variations? Answering these questions is essential to
interpret not only the current light curve but also future
observations with ULTRASPEC or any equivalent instru-
ment. In order to address these questions and investigate
the ULTRASPEC possibility of detecting fast variability,
we analyse here the variability limits, derived by Ioka et al.
(2005), based on kinematic arguments, showing that only
certain time-scale fluctuations are physically allowed, at
a particular observing time. These authors consider: (a)
dips in the light curve, (b) bumps produced by density
fluctuations, (c) a patchy-shell and (d) a refreshed shock.
For the sake of clarity, we report below the limits from
Ioka et al. (2005) that are relevant for this paper.
(a) The fluctuations that could produce dips in the light
curve are limited to
|∆Fν |
Fν
6
4
5
(
∆t
t
)2
as derived from geometric constraints on the evolving emit-
ting surface, considering causality arguments, relativistic
effects and assuming a sudden shut off of the emission to
obtain the upper limit on the variability.
(b) Regardless of their properties, the density enhance-
ments can decelerate the emitting matter, limiting the vari-
ability to
|∆Fν |
Fν
6
8
5
∆t
t
assuming the same geometric and causality arguments
as above, and that the kinetic energy Ekin is uniformly
distributed in the variable volume.
(c) In case of a patchy shell, the time scale of the fluctua-
tions is initially constrained to grow linearly in time (∆t ∼ t
Nakar & Oren 2004), limiting the variability time scales to
∆t
t
> 1
for persistent angular fluctuations.
(d) Refreshed shocks can produce bumps with time
scales
∆t
t
>
1
4
if the acceleration of the GRB ejecta is hydrodynamic, as a
slow shell will expand with its co-moving sound speed and
collide with the decelerating leading shock-front.
If the emitting region is observed off-axis, i.e. when
the line of sight is not aligned with the jet axis, and many
regions (> 103) contribute to the variability, the dips and
density fluctuations, respectively, are limited to
(a*)
|∆Fν |
Fν
6
6√
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(b*)
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6 24
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as derived by Ioka et al. (2005) from cases (a) and (b) above.
The variability limits discussed above are plotted in
Fig. 8 (adapted from Ioka et al. 2005), where the regions
of allowed variability are indicated by the arrows, for each
process. We also indicate the ULTRASPEC observation
time domain (outlined by the dashed lines) at mid-exposure
time (81.44 min), considering the covered time scales
above 2.18 s (0.03 min < ∆t < 26.45 min) and the
instrument detection limit. This limit is calculated from
the light curve S/N over a single data point (time bin
unit dt = 1.09 s) and extended to longer time scales
(∆F/F (nbins) = ∆F/F (1 bin)/
√
nbins), where nbins is the
number of time bins for each time scale. It is this detection
limit that defines which fluctuations could possibly have
been detected in the ULTRASPEC observations. The
region where the allowed variability overlaps with the
ULTRASPEC monitoring is highlighted in Fig. 8. Given the
smoothness of the GRB080210 light curve, we can exclude
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Figure 8. Adapted from Ioka et al. (2005). The axes show the
relative flux variation amplitude, |∆Fν |/Fν , versus the variability
time scales over the time of observation, ∆t/t. The solid lines
reflect the variability limits derived from dips in the light curves
(a), for bumps produced by density fluctuations (b), a patchy
shell (c) and a refreshed shock (d). The dotted lines refer to the
case of many fluctuation regions and off-axis observations, for
dips (a*) and for density fluctuations (b*). The regions where
variability is allowed by each process are indicated by the arrows.
The GRB080210 ULTRASPEC observation time-scale domain
(2.18 s < ∆t < 26.45 min at mid-exposure time after the burst,
t = 81.44 min, in the observer frame), is enclosed by the dashed
lines. The variability region that is both physically allowed and
detectable by ULTRASPEC is highlighted.
any variability in this region, as it is physically allowed but
not detected by ULTRASPEC.
A number of remarks can be deduced from Fig. 8.
The fastest variability, both allowed and observable, can be
produced by many density fluctuation regions (b*, upper
dotted line in Fig. 8). For a single density fluctuation region
(b, solid line), the S/N of this ULTRASPEC observation
can probe variability only on time scales ∆t > 72.8 s. While
these limits can provide constraints on the fluctuation
amplitudes to be expected in a standard afterglow, they
cannot easily be applied to GRB080210, as this afterglow
does not seem to fit the synchrotron model. Nevertheless,
the limits on dips in the light curve (a and a* lines) do not
depend strictly on the fireball model, they only assume a
relativistically expanding shell, regardless of the particular
model (Fenimore, Madras & Nayakshin 1996). Thus, given
the smoothness of the GRB080210 light curve, we can limit
the possible dips in the light curve to be weaker than 1 per
cent in flux, on time scales longer than ∆t > 9.2 min. In
case of many regions contributing to the dips in the light
curve, we can exclude fluctuations stronger than 2 per cent
of the flux on time scales ∆t > 2.3 min. These constraints
are derived from the intersection between the ULTRASPEC
detectability limit and the theoretical limits on light curve
dips (a and a* lines). These limits on the variation ampli-
tude can be interpreted in terms of under-density of the
circumburst region within the fireball model. However, we
cannot apply this to the case of GRB080210 because of its
non-standard afterglow physics. Finally, with the current
ULTRASPEC dataset, refreshed shocks could in principle
have been detected on time scales 20.00 min < ∆t < 26.45
min, but they were not observed.
4.3 Host galaxy environment
4.3.1 Gas location, metallicity and dust
The spectroscopy of the optical afterglow reveals a number
of absorption lines due to neutral and low-ionization
species, i.e. O i, Si ii, C ii, Fe ii, Al iii and Zn ii, which can be
used to investigate the properties of the absorbing region.
The ionization potential of O i (13.618 eV) is very close
to that of H i (13.598 keV): this already suggests that the
two species could be co-spatial. Indeed, in low ionization
media O i and H i tend to couple due to charge exchange
(Field & Steigman 1971). The ionization potentials of
neutral Si, C, Fe, Al and Zn are well below 13.618 eV.
Thus, all the observed species may, in principle, coexist in
the same region. However, since the oxygen and hydrogen
lines that we detect in the spectrum are saturated, their
profiles cannot be used to compare the kinematics. On
the other hand, the Voigt profile fit to the Fe ii, Si ii and
Al ii transitions indicates that these ions share the same
two-component profile. Furthermore, they have comparable
ionization potentials. These two pieces of evidence strongly
suggest that these species are co-spatial. Al iii is mildly
ionized, and therefore belonging to a different gas-phase;
however, its double velocity profile indicates that Al iii is
still related to the rest of the gas, possibly surrounding the
bulk of the H i.
Regarding the distance of the burst to the absorber,
to first order, we can exclude that the lines are produced
in the close vicinity of the GRB, as ionization is expected
to occur inside ∼10 pc (see eg. Ledoux et al. 2009).
The Mg i is a possible distance limit indicator (> 50 pc;
Prochaska, Chen & Bloom 2006), but none of its transitions
were covered by the observations. The actual distance of
the bulk of the gas may be much larger. Indeed, absorption
systems have been found up to several kpc from the burst
(Vreeswijk et al. 2007; D’Elia 2009; Ledoux et al. 2009),
where the distance was computed using a photo-excitation
(UV pumping) model of the fine-structure line variability.
We also detect fine structure lines (i.e. Si ii*, C ii* and
Fe ii* in the 1400V and 300V grisms, see also Fynbo et al.
2009), but the low resolution of the FORS spectra does not
allow any further modelling.
From the DLA profile fit, we derived a neutral hydro-
gen column density, log (NH I/cm
−2) = 21.90 ± 0.10. This
fairly high column density, compared to the low-resolution
afterglow sample analysed by Fynbo et al. (2009), causes
the neutral hydrogen to screen heavier elements (present
in the same gas with much lower abundances) from
ionization. Thus, we assume that no ionization effects
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can significantly influence the metallicity estimate. The
best metallicity indicator between the optical absorp-
tion lines that we detected is Si ii λ1808, for which we
find [Si/H] = −1.21 ± 0.16 (Z/Z⊙ = 0.06+0.03−0.02). This
suggests a chemically poor environment, quite common
for GRBs with bright optical afterglows, where metallici-
ties fall below 0.3Z⊙ for most absorbers (Fynbo et al. 2006).
From the X-rays, we derive an equivalent hydrogen
column density of log (NH/cm
−2) = 21.58+0.18−0.26 , assuming
Solar abundances, whilst log (NH/cm
−2) = 22.31+0.18−0.27
for Z/Z⊙ = 0.06. The soft X-ray absorption is normally
produced by metals in the line-of-sight, e.g., carbon and
oxygen (Wilms et al. 2000). The equivalent hydrogen
column density measured from the X-ray absorption in
GRB080210 is comparable to the neutral hydrogen column
density log (NH/cm
−2) = 21.90 ± 0.10 from the Lyα.
However, in general the equivalent and neutral hydrogen
column densities correlate extremely poorly (Watson et al.
2007).
We find a visual extinction, AV = 0.18 ± 0.03 mag,
from the SED fitting and interpret it as due to dust. This
value is quite common in GRB afterglows (Kann et al.
2010; Schady et al. 2010; Zafar et al., in preparation.). An
SMC extinction law best reproduces the dust extinction
that affects the GRB080210 afterglow spectrum and a MW
extinction law can be excluded. Consistent with this, we
do not observe the 2175 A˚ bump (7919 A˚ in the observer
frame), which is a typical signature of the Galactic dust
absorption (Pei 1992). Even though such a structure has
been observed in GRB afterglows (Kru¨hler et al. 2008;
El´ıasdo´ttir et al. 2009; Perley et al. 2010), it has been
shown that in most GRB host galaxies, dust typically
displays an SMC extinction curve (e.g., Starling et al. 2007;
Kann et al. 2010). While a Galactic extinction law requires
roughly the same amount of graphite and silicate grains,
the SMC curve can be produced by silicate grains alone (Pei
1992). Thus, we infer a low graphite dust content for the
GRB080210 host galaxy. Although the presence of dust is
expected in DLAs (Pettini et al. 1997), the low metallicity
disfavours the production of dust grains, as shown by the
relation between dust and metallicity (Vladilo 1998).
4.4 Origin of the intervening system
The intervening system at z = 2.508 would require a relative
velocity v ∼ 11, 000 km s−1, if associated with the GRB
host galaxy. Velocities up to 3, 000 km s−1 have been ob-
served in GRB afterglow spectra (e.g., Mirabal et al. 2003)
or expected by Wolf Rayet wind models (van Marle et al.
2005). However, none of the proposed scenarios seems to be
able to reproduce ∼ 10, 000 km s−1.
An intriguing possibility is that such an outflow could
be accelerated by an active galactic nucleus (AGN). About
half of the C iv and Mg ii narrow-line absorbers towards
QSOs with apparent outflow velocities of 3,000–12,000 km
s−1 are actually intrinsic to the QSO/host (Wild et al.
2008). We cannot exclude the possibility that the host
galaxy of GRB080210 is a low-luminosity AGN, since its
emission would fall well below the detectability limit of
X-ray telescopes. However, it is unlikely that a ∼ 10, 000
km s−1 fast outflow could remain as narrow in velocity as
we observe (bturb ∼ 30 km s−1). In addition, if the faster
outflows occur in the polar direction of an axisymmetric
accretion geometry, it might be difficult to locate a star
forming region hosting the burst between the nucleus and
the accelerated absorbing material without invoking a fine
tuned geometry. Moreover, the fastest outflows are typically
located very close to the AGN itself and the burst location
is unlikely to cross them on the line of sight.
Thus, the most favoured origin of the intervening
system at z = 2.509 is an absorber on the line of sight, a
cloud or a galaxy ∼ 43 Mpc from the GRB host galaxy
and unrelated to it. Statistically, a significant incidence
of intervening systems is expected. Given the number
density per unit redshift interval of intervening absorbers,
not associated with the host galaxy, the probability of
detecting at least one random C iv absorber of rest-frame
EW(λ1548) > 0.4 A˚ is 34 per cent (Chen et al. 2007).
5 SUMMARY
We searched for short-term variability, down to 2.18
s, in the ESO 3.6-m/ULTRASPEC observations of the
GRB080210 optical afterglow. The light curve decays as
a power law (α = 0.74 ± 0.07) and appears smooth on
all time scales. Nevertheless, the time-monitoring allows
us to investigate the circumburst environment and the
blast-wave propagation. Comparing our observation with
the variability limits derived by Ioka et al. (2005), we can
exclude dips in the light curve with amplitude stronger
than 1 per cent of the flux on time scales ∆t > 9.2 min and
stronger than 2 per cent on time scales ∆t > 2.3 min, for a
single or many under-dense regions respectively.
The GRB080210 optical and X-ray late afterglows
decay with temporal slopes αopt = 0.75 ± 0.09 and
αX = 1.24±0.07. The spectral slopes βopt = 0.71±0.01 and
βX = 1.59±0.07 are derived from the joint optical-to-X-ray
SED fit with a broken power law (1σ errors). We evaluate
these observations with the theoretical expectation of the
standard model and find no agreement within 5.3σ, sug-
gesting that the GRB080210 afterglow cannot be produced
with the fireball model physics.
From the SED analysis, we find that the spectral break
is located in the soft X-ray at Ebreak = 1.40
+0.09
−0.13 keV, while
the X-rays absorption indicates an excess equivalent hydro-
gen absorption of log (NH/cm
−2) = 21.58+0.18−0.26 assuming
Solar abundances, and log (NH/cm
−2) = 22.31+0.18−0.27 for
Z/Z⊙ = 0.06 (90 per cent confidence level errors). Optical
reddening (AV = 0.18 ± 0.03 mag) is induced by SMC-like
dust (low graphite content).
In the optical VLT/FORS2 spectra, we detect
several metal absorption lines associated with the
GRB host galaxy (z = 2.641), as well as a DLA (log
(NH I/cm
−2) = 21.90±0.10). We find [Si/H] = −1.21±0.16
c© 2010 RAS, MNRAS 000, 1–14
ULTRASPEC fast imaging of GRB080210 13
(Z/Z⊙ = 0.06
+0.03
−0.02) suggesting a low metallicity environ-
ment. A Voigt-profile fit of the medium resolution lines
reveals a two-component profile, separated by 148 ± 25 km
s−1, possibly associated with two major clouds along the
line of sight within the host galaxy.
GRB080210 represents one of the first attempts to
study fast variability in GRB afterglows. Although this
particular case must be treated with caution, due to its
non-standard afterglow physics, our analysis demonstrated
that the expected short-term can be detected by using the
high speed read-out of the ULTRASPEC camera, specially
for bright afterglows with higher S/N.
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