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Many coordination phenomena in Nature are grounded on a synchronisation regime. In the case
of brain dynamics, such self-organised process allows the neurons of particular brain regions to
behave as a whole and thus directly controlling the neural activity, the muscles and finally the
whole human body. However, not always such synchronised collective behaviour is the desired
one, this is the case of neurodegenerative diseases such as Parkinson’s or epilepsy where abnormal
synchronisation induces undesired effects such as tremors and epileptic seizures. In this paper we
propose an innovative, minimally invasive, control method able to effectively desynchronise the
interested brain zones and thus to reduce the onset of undesired behaviour.
PACS numbers: 87.19.Ir, 05.45.Xt, 02.30.Yy, 45.20.Jj
I. INTRODUCTION
Synchronisation is one of the most important mecha-
nism responsible for self-organisation in living beings [1–
3]. Regular and periodic activity emerging from a col-
lective behaviour of a set of interacting cells [4, 5] have
been observed to be crucial for the operation of most pro-
cesses of living organisms. Representative and relevant
examples are the myocyte cells whose collective pulsing
in unison makes possible the pumping of the blood from
the heart [6], or the neurons whose signals, sent in syn-
chrony with each other, command our muscles with a
impressive and somehow mysterious accuracy [7]. The
neurons dynamics and more generally the brain one have
attracted the interest of scientists in recent years, who
increased their efforts to understand the underlying dy-
namics responsible for such emergent behaviour. It has
been, for example observed that a lack of dopamine in the
basal ganglia region of the brain, causes the Parkinson’s
disease symptoms such as uncontrolled and continuous
tremors, rigidity and abnormal gait [8]. Even worse is the
case of epilepsy where strong and often violent episodes
of shaking, unexpectedly occur [9]. Independently from
where the responsible neurons are located, in the depth
part of the brain as in the case of Parkinson’s disease, or
in the cortex as in epilepsy, the common factor is that
these cells abnormally synchronise, for reasons not yet
completely clear [10]. To tackle such issue is thus crucial
to reduce/eliminate the synchronisation process to avoid
these undesired effects and control the symptoms [11].
For the time being, the first used approach to treat the
disease, is the administration of oral drugs whose result
is partially effective over time for Parkinson’s disease [8]
but inefficient at all for nearly one-third of epileptic pa-
tients [9]. Starting from this setting, scientists have ex-
plored new clinical methods such as neurostimulation,
which basically consists in an induced modulation of the
neuronal activity in order to desynchronise the phase dy-
namics of neurons [12–15]. It can be invasive such as the
Deep Brain Stimulation (DBS) where microelectrodes are
inserted in the basal ganglia [16] or less invasive such as
the Transcranial Magnetic Stimulation (TMS) where an
external magnetic field interferes with the neuronal ac-
tivity [12].
Neurostimulation can be applied in other cases of
severe mental disorders such as major depression or
obsessive-compulsive disorder [12] and it results to be
the cutting edge in the fighting of neurological diseases
especially when no other alternative treatment is effec-
tive.
In this paper, we will focus on the study of a novel min-
imally invasive neurostimulation procedure principally
oriented to suppress the epileptic seizures although we
believe it can also be applied to deal with other diseases,
as the ones mentioned above. Based on the fact that neu-
rons share very similar dynamical properties among them
and that they constitute a strongly connected network of
cells, one can infer that synchronisation spontaneously
and easily occurs; in other words, neurons are able to
synchronise even working in a weakly coupled regime, in-
deed the parameter responsible for the interaction among
neurons can, without any loss of generality, be considered
small. An evidence of this claim can be obtained using
the paradigmatic Kuramoto model [17, 18] to describe
the behaviour of the network of linked neurons once one
focuses on their phases, namely to consider each neuron
as an oscillator, nonlinearly coupled with the other ones.
The proposed method is based on a theoretical control
process we recently presented [19] able to reduce the syn-
chronisation state of nonlinearly coupled neurons, mod-
elled using the Kuramoto model. In particular in the
present work, we simplify such theoretical control term
to make it operational, to be implementable in real cases
and hence to be a valid alternative to existing neurostim-
ulation methods because it is not as invasive as the latter.
Roughly speaking, once the coupling among neurons is
below a certain critical value, the system does not self-
organise neither seizures occur, accordingly the control,
even if in action, is much smaller compared to the inter-
action among the neurons and so it almost does not affect
their activity. On the contrary, once the coupling among
the neurons is strong enough to enhance the synchronisa-
tion phenomenon then the control gets stronger and in-
duces a desynchronisation of the neurons dynamics with
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2the consequent suppression of the seizures. Keeping the
stimulus, namely the control parameter, in the brain cor-
tex at its lowest possible value in both the phase-unlocked
and phase-locked regime is important for avoiding any
collateral effect such as hallucinations or hypersexuality,
usually observed in other neurostimulation methods due
to exceeding stimuli [20]. For this reason, the proposed
procedure for controlling the onset of the symptoms of
epilepsy is optimised to get the right compromise be-
tween reducing the seizures but at the same time being
as less invasive as possible.
Let us observe that our method allows us also to pro-
vide a theoretical framework where other empirically de-
termined control strategies proposed in the literature [13–
15] can be grounded on solid theoretical bases.
The proposed method [19] is inspired by the Hamil-
tonian control theory [21, 22] whose validity has been
already successfully demonstrated in other domains [23,
24], and leans on the Hamiltonian formulation of the syn-
chronisation process recently proposed in [25]. However,
this theoretical control procedure assumes a thorough
knowledge of the system observables in terms of network
topology and phase variable and more importantly all
the interacting neurons should be directly controlled. For
sure, this setting doesn’t apply for the brain where in the
best case, we can just measure the local dynamics and can
interfere, using microelectrodes, only with a very limited
number of (zones of) neurons compared with the whole
number of neurons involved. To tackle this problem, we
hereby adapt such theoretical control in order to limit
the number of necessary microelectrodes to achieve the
desired level of control and at the same time restricting
the required information on the signal we measure from
the same electrodes.
In the following section we will introduce the math-
ematical formalism which describes the synchronisation
phenomenon. Then, we will give a short presentation
of the Hamiltonian control theory and we invite the in-
terested reader to consult [19] to have more details. In
section IV, we illustrate the application of the newly pre-
sented method to the neurons desynchronisation in the
framework of the Kuramoto model, while in section V we
extend the method to the more general Stuart-Landau
model. We will then conclude by summing up our re-
sults.
II. NEURONS MODELLED AS NONLINEAR
OSCILLATORS
As already mentioned, the abnormal synchronisation
of the neural activity observed in brain regions (thala-
mus, hippocampus, basal ganglia) is responsible for the
symptoms (tremors, dystonia) emerging in neurological
diseases such as Parkinson’s disease, epilepsy, chronic
pain, obsessive-compulsive disorder, just to mention few
of them. Despite the very different nature of the systems
exhibiting synchronisation phenomena, most of the main
features are quite universal and can thus be described us-
ing the paradigmatic Kuramoto model (KM) [17, 18, 26–
28] of nonlinearly coupled oscillators, that in turns can be
obtained from the more general Stuart-Landau [15, 29]
equation well suited to describe the normal form of a su-
percritical Andropov-Hopf bifurcation, namely a system
able to switch back and forth from a stationary state
into a periodic one - limit cycle - accordingly to a single
bifurcation parameter:
z˙k = (1 + ωk − |zk|2)zk + Zk, (1)
where Zk =
K
N
N∑
j=1
Akjzj
here the complex variable zk = ρke
φk encodes the in-
formation about the amplitude ρk and the phase φk of
the coupled oscillators,  =
√−1 is the imaginary unity,
ωk are the natural frequencies of the oscillators and are
drawn from a symmetric unimodal distribution g(ω), K
is the coupling strength and the symmetric adjacency
matrix Akj encodes the connections among the N oscil-
lators, Akj = Ajk = 1 if oscillators k and j are directly
coupled and zero otherwise. Considering the real part of
Eq. (1) and assuming the amplitudes to be almost equal,
ρk ∼ ρj for all k and j [36], we eventually obtain the
Kuramoto model
φ˙k = ωk +
K
N
N∑
j=1
Akj sin(φj − φk) . (2)
Let us remind that the classic Kuramoto model corre-
sponds to an all-to-all coupling [17], Akj = Ajk = 1, for
all k 6= j, Akk = 0. The model can be rewritten using
the order parameter [18]
ReΨ =
1
N
N∑
j=1
eφj , (3)
a macroscopic index to measure the strength of the syn-
chronisation, if R ∼ 0, the oscillators are almost indepen-
dent each other while if R ∼ 1 they are close to phase-
lock. Substituting the above definition in the original
model we get the mean-field equation
φ˙k = ωk +KR sin(Ψ− φk) . (4)
Thus the oscillators are no longer directly coupled to each
other, but to the global oscillator with phase Ψ.
III. HAMILTONIAN CONTROL AND THE
SYNCHRONISATION PROBLEM
The KM is a dissipative system, however an N di-
mensional Hamiltonian system H(φ, I) written in an-
gles variables φ = (φ1, . . . φN ) and actions variables
I = (I1, . . . , IN ), have been recently proposed [25] that
3embeds as particular orbits the ones of the KM, more
precisely one can define the invariant Kuramoto torus
T := {(I,φ) ∈ RN+ × TN : Ii = 1/2 ∀i} and prove [37]
that the restriction of time evolution of the angles vari-
ables (φ1, . . . φN ) to this torus coincides with Eq. (2).
In [25], authors have numerically shown and analyt-
ically proved that when the Kuramoto oscillators enter
in a synchronisation state, then the dynamics of the ac-
tions close to the Kuramoto torus, become unstable and
exhibit a chaotic behaviour. Based on this result, our
aim is to reduce the synchronisation in the KM (2) by
controlling the Hamiltonian system H(φ, I) by adding a
small control term able to increase the stability of the
invariant torus T , hence to reduce the chaotic behaviour
close to such torus, and thus to impede the phase-lock of
the coupled oscillators. Let us rewrite the Hamiltonian
in the form H = H0 + V , where H0 is the integrable
part, i.e. the uncoupled harmonic oscillators, and V the
non-linear term, namely the KR sin(Ψ− φk) function in
the KM, that can be considered as a perturbation of H0
because of the small parameter K. Then, roughly speak-
ing, the main idea of Vittot and coworkers [21, 23] is to
add to H a small control term f ∼ O(K2), whose ex-
plicit form depends on V , in order to reduce the impact
of the perturbation V , as previously said to increase the
stability of the invariant torus. The size of f implies that
the controlling procedure is much less invasive than other
techniques generally used in control theory and also able
to give a prompt response to possible abnormal dynam-
ics without time lags and more importantly, without any
need for further measure of the system state. Assum-
ing a technical condition on the natural frequencies [38],
namely ω = (ω1, . . . , ωN ) to be not resonant, i.e. for all
k ∈ Z \ {0} then k · ω 6= 0, one can straightforwardly
compute the required control term f(φ, I).
The embedding of the KM into the Hamiltonian sys-
tem is based on the existence of the invariant torus T ,
which is no longer invariant for the controlled Hamilto-
nian H0 + V + f , nevertheless it is possible to provide
an effective control by truncating the latter to its first
term, such that the resulting controlled Hamiltonian sys-
tem preserves the Kuramoto torus. One can thus trans-
pose this information into the KM and achieve a control
strategy:
φ˙k = ωk +KR sin(Ψ− φk) + hk(φ1, . . . , φN ) , (5)
where hk(φ1, . . . , φN ) is the contribution of the control f
to the angles dynamics and it is explicitly given by:
hk(φ1, . . . , φN ) =− K
2
4N2
∑
j
Akj cos(φj − φk)
∑
l
Akl
ωl − ωk cos(φl − φk)+
∑
j
Akj
ωj − ωk sin(φj − φk)
∑
l
Aklsin(φl − φk)+
−
∑
l
Akl cos(φk − φl)∑
j
Ajl
ωj − ωl cos(φj − φl)+
Akl
ωk − ωl sin(φk − φl)
∑
j
Ajlsin(φj − φl)
 ,
(6)
where with a slight abuse we used the same letter to
denote the new angular variable, namely the controlled
one. The truncation to the first order of the control term
f , finds its justification in the Hamiltonian perturbation
theory, moreover the approximation is better the smaller
the perturbation parameter K, being f ∼ O(K2).
To simplify the previous equation, let introduce a sec-
ond modified local order parameter, that depends now
on the node index:
R˜ke
Ψk =
1
N
N∑
j=1
eφj
ωj − ωk . (7)
Then a straightforward computation allows to rewrite the
control term, under the hypothesis of all-to-all coupling
as:
hk(φ1, . . . , φN ) = −K
2
4
[
RR˜k cos(Ψ−Ψk)− Bk
]
, (8)
where the term Bk is defined by
Bk = 1
N
∑
l
cos(φk − φl) cos(Ψl − φl)R˜l
+
∑
l
sin(φk − φl)
ωk − ωl sin(Ψ− φl)R ,
IV. EFFECTIVE DESYNCHRONISATION OF
THE PHASES OF COUPLED NEURONS
Before we enter into the technical details of the pro-
posed method, let us first comment on the obtained ana-
lytic result and discuss about its advantage with particu-
lar attention to the control of the epileptic seizures. As al-
ready anticipated earlier in this paper, our principal aim
is to develop a novel method which targets the desynchro-
nisation of the neurons of the brain cortex responsible for
causing the seizures. However, since the neurostimula-
tion technique suitable for such purpose is often strongly
4invasive, our aim is to optimise the control strategy by
letting the latter to act only when necessary, more pre-
cisely the control should dynamically “switch on”when
the seizures start to appear and again dynamically “turn
off”during the normal neuronal regime, namely it should
be very small in intensity. This is actually what the pro-
posed control term (6) does; the two main contributions
to the control are the prefactor K2 and the denominators
containing the differences of natural frequencies ωj −ωk,
which is of the order of the width of the frequencies dis-
tribution, g(ω). Because it is well known that the critical
value of the coupling strength Kc (< 1) is of the order
∼ g(ω), the control term becomes of order K in the crit-
ical regime, namely once it is necessary to reduce the
synchronisation, on the other hand during the normal
regime, the control size is much smaller than the criti-
cal one, K2  Kc, and in consequence the method is
minimally invasive.
Let us now come back to the theoretical control
term (8) and prove that one can realise it as an oper-
ational control strategy. The first observation is that
the latter requires the control of all unities, neurons or
neural zones, and this is impossible to be done in a realis-
tic situation. The second observation is that the control
demands the exact knowledge of the topology all the in-
teracting involved cells. From the practical point of view
we a priori know that in order to control the synchroni-
sation, we should interfere with the neuronal dynamics,
by sending an electrical signal through a microelectrode
inserted into a suitable zone of the brain tissue. For this
reason the main dilemma inherent with neurostimulation
methods is how to be as less invasive as possible but at
the same time as efficient as possible? To give a possi-
ble solution to this issue we will try to mathematically
carve the formula (8) to fit our goal of having an opera-
tional control. We hereby anticipate that we will able to
achieve our goal, by obtaining a desynchronisation effect
using a limited number of controllers (microelectrodes)
as good as the one involving the control of all the neu-
rons. Regarding to the network of interacting neurons
we will work under the hypothesis that the latter is a
strongly connected one; this assumption is justified by
experimental observations [30] which classify the brain
networks as small-world ones, a topology which partic-
ularly promotes the strong connection between the in-
dividuals belonging to such networks [31]. Moreover we
can safely use a all-to-all coupling without substantially
modifying the resulting dynamics.
The first empirical observation is that the second term,
Bk, in Eq. (8) is very often much smaller than the first
one, mathematically this fact can be understood because
this term involves averages of products of oscillatory
functions that can thus compensate each other. The sec-
ond observation is that one can hardly compute the local
phase Ψk using a limited number of microelectrodes sam-
pling few neurons, we then decide to replace the latter
with the neuron phase φk. We are aware of impact of
these working assumptions, nevertheless the justification
of these choices is obtained a posteriori by observing that
the effective control performs very well. In conclusion the
proposed local control strategy is given by:
hk(φ1, . . . , φN ) = −1
4
γK2RR˜k cos(Ψ− φk) , (9)
let us observe that we added a free parameter γ to take
into account the not perfectly known network structure,
in particular it can be set equal to the ratio of the aver-
age connectivity with the possible maximum number of
links, which is a macroscopic parameter probably known
with good precision in advance. In conclusion let us ob-
serve that the local control term is built using a cosine
function which is nothing but the coupling term in the
KM (2) delayed by a quarter of its period T , we thus
here recover the empirical rule proposed by [13]. The
operational control of a given neuron goes thus as fol-
lows: compute the signal from a given neuron through a
microelectrode, delay the signal by T/4, multiply it by
γKR˜k, where R˜k is computed using a limited number of
signals from neurons where microelectrodes are inserted,
and re-inject the new signal in the initial neuron. In this
way the latter will desynchronise and break away from
the group of neurons acting as a single giant oscillator.
We however observe that this process is not enough to
desynchronise the whole system, only the controlled neu-
ron where the microelectrode is placed is desynchronised
and because we want to limit the number of implanted
electrodes we cannot sufficiently reduce the symptoms
using this strategy. To achieve our goal, it is necessary
to indirectly influence the behaviour of the other neu-
rons and this can be done considering the fact that the
same microelectrode that control a given neuron, is able
to produce a non invasive electromagnetic field poten-
tial [32, 33]. To be more specific, let us denote with
Sstimk the stimulation signal generated on the k-th neu-
ron by the potential produced by the electrode located
at cell l-th, namely the control term:
Sstimk = cs
M∑
l=1
e−2rklhl(φ1, . . . , φN ) , (10)
where rkl and cs are respectively, the distance of the in-
terested node k from the origin of the electromagnetic
field l, and the strength of the potential which in our
case is taken cs = 1, finally M  N is the number of
controlled neurons, namely of implanted microelectrodes.
In Fig. 1 we report the results for a generic numer-
ical simulations of the Kuramoto model, oscillators are
represented as circles laying on the unitary circle whose
angular coordinate is given by the oscillator phase, the
green circle identifies the Kuramoto order parameter, its
angular position is given by Ψ while the distance from the
origin, the black segment (clearly visible on the panel
a)), represents R. Let us observe that the longer such
segment, namely the larger R, the stronger is the syn-
chronisation of the oscillators, as it can clearly be appre-
ciated on the panel a) where most of the circles are very
5a) b)
Figure 1: A snapshot of the Kuramoto dynamics at a generic time. N = 100 oscillators (circles) are drawn on the unitary
circle, their angular position is given by the oscillator phase. The dynamical behaviour presented in panel a) corresponds to the
uncontrolled phase-locked regime for a coupling parameter K = 0.5. In panel b) we report, for the same coupling parameter,
the controlled case obtained acting on M = 30 oscillators, resulting in a desynchronised behaviour. The underlying network
is a Newman-Strogatz small-world network [34] with parameter p = 0.85. The green circle represents the Kuramoto order
parameter, its angular position is given by the angle Ψ while its distance from the origin is R.
close to the green one. On the other hand (see panel b))
one can observe that in the case of non-synchronisation
the oscillators are quite uniformly distributed on the cir-
cle, resulting thus in R ∼ 0. The network chosen for
coupling of the 100 oscillators is a Newman-Watts small
world one [34]. We can clearly observe that in original,
namely uncontrolled, Kuramoto model, for the chosen
coupling parameter K = 0.5 larger than the critical one
Kc ≈ 0.4, the oscillators tend to synchronise, they almost
have the same phase (see panel a)); on the other hand,
for the same value of the coupling parameter, but ap-
plying the effective control using M = 30 oscillators, the
behaviour is completely different, the oscillators almost
uniformly distribute on the unitary circle (see panel b))
corresponding to a desynchronised system.
To mimic the onset of an epileptic seizure in the brain
and the action of the proposed control we realise the
following numerical experiment using N = 100 neurons
connected using a Newman-Watts small-network, firstly
without control and then controlled using M = 30 mi-
croelectrodes. In both cases, during a given period of
time, [0, 5000], we numerically solve the KM with a small
control parameter fluctuating in time to mimic the phys-
iological fluctuations one can observe in the brain; more
precisely every ∆t = 100 time units, we draw a value for
K from an uniform distribution with support [0.05, 0.15],
and thus with average 0.1, and we follow the model dy-
namics with such fixed value for the control parameter
during ∆t time units. Let us observe that the coupling
parameter is smaller than the critical one, Kc ≈ 0.4, and
thus the system remains in a non-synchronised state as
one can appreciate from Fig. 2 where we plot the order
parameter R as a function of time for the uncontrolled
(blue) and controlled (red) KM. Observe moreover that
both system behave very similarly (the curves are very
close), hence the control, even if present, is not changing
the dynamics when not needed.
Then we assume the coupling parameter to quickly in-
crease and then to fluctuate around a large value, mim-
icking the fact the because of the disease the brain is
not able to keep the normal behaviour; mathematically
we assume that during the time interval [5000, 7500] ev-
ery ∆t = 100 time units, we draw a value for K from
a uniform distribution whose average grows linearly in
time from 0.1 at t = 5000 to reach 0.5 for t = 7500,
while in the interval [7500, 125000] the coupling param-
eter is drawn from a uniform distribution with support
[0.55, 0.65], and thus with average 0.6. The results of the
numerical simulations are striking, after a short transient
time the uncontrolled system (blue curve) almost fully
synchronises, R is very close to 1, while the controlled
one remains in the non-synchronised phase, R very close
to 0. Of course when the coupling parameter start to
decrease to eventually reach again a small average value,
the original system and the controlled one both exhibit
a non-synchronised behaviour.
6Figure 2: Onset of an epileptic seizure in the Kuramoto-like neuron population and the outcome of the controlled system. We
represent the order parameter R (blue curve for the KM model and red curve for the controlled one) as a function of time for
100 coupled oscillators linked using a Newman-Watts small world network [34] and 30 microelectrodes for the controlled case.
To smooth the results, each curve is the average over 20 independent realisations. We assume K to be small in the interval
[0, 5000] fluctuating around the average value 0.1, during this period of time both systems behave similarly and do not exhibit
synchronisation. Then we assume the coupling parameter to start to increase, [5000, 7500], to eventually remain, [7500, 125000],
quite large, 0.5 on average; we can observe that the KM falls in a synchronised state while the controlled one still exhibit a
non-synchronised one. Once the coupling parameter decreases and fluctuates again around a small value, 0.1, both systems
recover the same non-synchronised state.
V. EFFECTIVE DESYNCHRONISATION OF
THE COUPLED NEURONS
In the previous section we built an operational control
able to effectively reduce the synchronisation onset in the
phases of the neurons described by the Kuramoto model
even for large values of the coupling parameter. Because
the latter model can be derived (see Section II) from the
more general Stuart-Landau one, we naturally wonder if
one could define a control strategy acting directly on the
Stuart-Landau system self-consistently defined in terms
of the control used for the Kuramoto model.
Let us consider Eq. (1) under the assumption of
all-to-all connection with the additional term Zctrlk =
−K4 R˜kZ, where Z = KN
∑N
j=1 zj , namely
z˙k = (1 + ωk − |zk|2)zk + Z + Zctrlk , (11)
A straightforward computation allows to show that the
time evolution of the phase of the complex variable zk =
ρke
φk in the previous system reduces to the controlled
Kuramoto, see Eq. (5) where hk is given by Eq. (9), once
we assume the amplitudes to be very close each other.
To prove the effectiveness of this control we perform
a numerical simulation similar to the one proposed in
the previous section to mimic the onset of an epileptic
seizure but this time using the full Stuart-Landau model.
More precisely we consider a system of N = 100 neu-
rons described by the Stuart-Landau model (1) and its
controlled version (11) (M = 30 microelectrodes) using
again a Newman-Strogatz network; initially the coupling
parameter fluctuates around a small value and afterward
it becomes larger. In Fig. 3 we represent the total (real
part of the) signal, namely
∑
k <zk =
∑
k ρk cosφk, for
the original Stuart-Landau model (blue curve) and the
controlled one (red curve). In the interval [0,∼ 90], K is
small and both systems do not synchronise as it can be
appreciated looking at the insets A (real part of the sig-
nal for 10 generic neurons for the original Stuart-Landau
model) and C (real part of the signal for 10 generic neu-
rons for the controlled Stuart-Landau model), the am-
plitude of the total signal is thus quite small. On the
other hand for larger times, [∼ 90,∼ 170] (roughly cor-
responding to the shaded central rectangular part of the
figure), K is larger and the Stuart-Landau system enters
7in a synchronised state (see inset B where again we plot
the real part of the signal for the same 10 generic neu-
rons of inset A) while the controlled system remains in a
non-synchronised state (see inset D where again we plot
the real part of the signal for the same 10 generic neu-
rons of inset C), corresponding to a quite large amplitude
for the total signal because now the amplitudes of each
single signal do coherently add together.
VI. CONCLUSIONS
In this paper, we have developed a new method to
control the abnormal synchronisation of neuronal activ-
ity based on the Hamiltonian control formalism, applied
to the paradigmatic Kuramoto model. We focused on
the phase dynamics which lays the foundation for most
of the basic functioning of the brain regions. As well-
known when the coupling strength K exceeds a critical
value the phases of the electrical currents of the inter-
ested set of neurons get locked and as a result due to
a resonance effect, the neural signal amplifies directly
affecting the body activity. However, sometimes this be-
haviour is not the suitable one and can be associated to
neurological diseases. This is the case for example of the
epileptic seizures, strong uncontrolled rhythmic skeleton
muscles which appears unexpectedly and may be dan-
gerous. Often drugs are not sufficient to control (reduce)
the seizures and external brain stimulation becomes nec-
essary. Starting from this setting, we have proposed an
efficient and minimally invasive control technique aimed
to prevent the phase-locking and thus suitable for all the
cases where the synchronisation is the responsible for un-
desired negative effects, as is the case of neurological dis-
eases such as epilepsy, Parkinson’s disease, severe mental
disorders, etc.
Starting from a theoretical results [19] we had further
developed this control term and adapted it for realistic
applications such as epilepsy. The main idea is to effec-
tively control the interested brain region by reducing at
most the collateral effects, namely to have few microelec-
trodes implanted which moreover are active only ”when
needed”, namely the amplitude of the control term be-
comes comparable to the neuronal activity only when the
latter enters in a abnormal synchronised state.
Starting from this control we have been able to define
a control strategy acting directly on the Stuart-Landau
model widely used to describe the interaction of coupled
neurons [35] and numerically proved its effectiveness in
suppressing the synchronisation state and thus the neu-
ronal disease.
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8Figure 3: Onset of an epileptic seizure in the Stuart-Landau-like neurons population and the outcome of the controlled system.
In the main plot, we represent the (real part of the) total signal
∑
k ρk cosφk (blue curve for the SL model and red curve for
the controlled one) as a function of time for 100 coupled oscillators coupled by a Newman-Watts small world network [34] and
30 microelectrodes for the controlled case. We assume K to be small, namely fluctuating around the average value 0.1, in the
interval [0,∼ 90]; during this period of time both systems behave similarly and do not exhibit synchronisation (see inset A
for the SL model and inset C for the controlled SL model). Then we assume the coupling parameter to start to increase to
eventually remain quite large, on average 0.5, in the time interval [∼ 90,∼ 170]; we can observe that the SL synchronises (see
inset B) while the controlled one still exhibit a non-synchronised regime (see inset D). Once the coupling parameter decreases
and fluctuates again around a small value, 0.1, both systems recover the same non-synchronised state (data not shown).
(2016)
[36] This statement is true in a weakly coupled regime as the
case of a neuron ensemble.
[37] We refer the interested reader to [19, 25] , to have a more
detailed description of the model and of its properties.
[38] Let us observe that the theory by Vittot can also handle
more general cases where such additional assumption is
relaxed.
