This paper focuses on a procedure to test for structural changes in the …rst two moments of a time series, when no information about the process driving the breaks is available. We model the series as a …nite-order auto-regressive process plus an orthogonal Bernstein polynomial to capture heterogeneity. Testing for the null of time-invariance is then achieved by testing the order of the polynomial, using either an information criterion, or a restriction test. The procedure is an omnibus test in the sense that it covers both the pure discrete structural changes and some continuous changes models. To some extent, our paper can be seen as an extension of Heracleous, Koutris and Spanos (2008) .
Introduction
This paper deals with models of the form:
where: A(L) = 1 1 L 2 L 2 ::: p L p and the roots 1 1 z 2 z 2 ::: p z p = 0 lie all outside the unit circle, c t is either de…ned as c t = f (t) + " t or c t = p f (t)" t , where in both cases f (t)
is an unknown, possibly time-varying signal, thus inducing heterogeneity in one of the two moments of the conditional distribution, " t is an iid term.
For instance, assume the simple case where f (t) is de…ned as a step-function for the mean:
with c 1 6 = c 2 and t 0 2 [t 1 ; t 2 ]:
Perron (2005) reviews the huge literature dedicated to structural changes testing procedures. Clearly, testing for structural changes is a prior to modelling and testing. On the one hand, structural changes are a source of global nonstationarity (Granger and Starica 2005 and Guégan 2010), and on the other hand, they are likely to bias tests for stationarity (Perron 1989) , and for long memory ( Baek and Pipiras 2011, Char¤edine and Guégan 2011, Berkes et al. 2006 ). Hence, in addition to causing parameter instability and spurious results, time-heterogeneity, or structural changes, may lead to erroneous statistical inference and thus to incorrect modelling. Main tests of structural changes include Nyblom (1989) , Andrews (1993) , Andrews and Ploberger (1994) , Bai (1999) , Bai and Perron (1998, 2003) or Altissimo and Corradi (2003) 
A test of no structural change
For the stationary series fy t g T t=1 where y t is real-valued, de…ne the following Data Generating Process (DGP):
In (3), c t is either de…ned as i) c t = f (t) + " t or ii) c t = p f (t)" t , and " t is a white noise.
In this paper, we are interested in testing two kinds of assumptions: Firstorder time homogeneity, H 1 0 : f (t) = c 1 in i); and conditional on H 1 0 true, for second-order time-homogeneity, H 2 0 : f (t) = c 2 in ii). In such models if the process driving the changes is known, then it can be directly estimated. For instance, if one suspects discrete shifts in f (t) in i), then one can use the Bai and Perron (1998) approach. Nevertheless, in most cases, f (t) is generally unknown.
To approximate it, i.e. to capture heterogeneity in the considered moment, we use an orthogonal Bernstein polynomial 1 of degree k: The Bernstein polynomial is given by: to a more complex signal 2 .
Pease insert here Figure 1 The unconstrained model for the mean in then given by:
and for the variance under H 1 0 true by:
where: " 2 t are the squared residuals of model (5) ,
It is straightforward to see that in models (5) and (6) , no structural change in the conditional distribution of y t implies k = 0, corresponding to a constant signal. Thus, testing for the null amounts to testing: H i 0 : k = 0 against k > 0, i = 1; 2.
In this paper, two testing strategies are used. The …rst one consists in minimizing a Bayesian information criterion to jointly select the order p and the degree k in (5) , and the degree k in (6) . Since, we want to extract a signal, using a classical criterion as the AIC (Akaike 1974) will be inadequate, resulting Perron (1991) . 2 To avoid any confusion, note that we test for second-order time-homogeneity conditional on H 1 0 true. The reason is that the Bernstein polynomial is used only as an approximation. Hence, especially in the discrete shift model, it is likely to produce non-spherical disturbances, thus possibly biaising tests for second-order time-homogeneity. in overweighting the …t as showed by McQuarrie and Tsai (1988) . This leads to use a more penalized AIC, i.e. the AICu criterion. The AICu is here given by:
for the mean, and:
for the variance under H 1 0 true. One is then to accept the null if minimizing the AICu lead to choose k = 0.
Alternatively, if the AICu leads to select k > 0, one can use a classical restriction test in a non-nested environment (see Davidson and MacKinnon 2004) , i.e. estimate (9)
and test H 1 0 : 1 = 2 ::: = k using a standard F test 3 . For the variance, under H 1 0 true, we estimate (10):
and test H 2 0 : 1 = 2 ::: = k : We next turn to an application.
An empirical application
In this section, we implement the test on two series. To simplify, only the decision rule based on the AICu is considered. The series, for the United States, are the in ‡ation rate (1960Q1-2011Q2) and the growth rate of the real GDP (1970Q1-2011-Q2). Concerning the former (Figure 2) , it clearly exhibits a stochastic trend in mean. Jointly selecting the order p and the degree k returns p = 5 and k = 3, supporting the rejection of the null, which is deeply coherent with the series. Concerning the latter, Figure 3 suggests a constant mean.
Using the AICu criterion leads to select p = 2 and k = 0 suggesting indeed a constant signal. Extracting the residuals of the regression, and estimating (10) for di¤erent orders k leads to select k = 4, thus indicating a change in the variance ( Figure 4 ). Thus, clearly for the growth rate of the GDP, the second order time-homogeneity is rejected.
Please insert about here Figures 2,3 & 4 4 A small simulation study
We next turn to a small Monte-Carlo simulation study to estimate the size and power of the procedure. For the changes in mean, we also analyze its relative performance with regard to two competing tests: The CUSUM one (Brown, Durbin and Evans 1975) and the more recent Andrews and Ploberger (1994) approach, based on the supF n statistic. This latter consists in comparing the residuals sum of squares of two models using an F test: The model with no structural change, and the model with a structural change occurring at the period t 2 [t 1 ; t 2 ]. Computing the F stat for each t and taking the supremum returns the supF n . Following Hansen (2000) , The pvalues for the supF n are computed using the …xed regressor bootstrap (using 1000 iterations). For breaks in variance, we also compare our procedure with the CUSUM one.
Our general DGP for the mean is given by:
and the …ve considered cases for f (t) are as follows (see Hansen 2000) :
ii) Mean break: f (t) = 0 for t t 0 and f (t) = 1 otherwise and t 0 is randomly iii) Deterministic trend in mean:
For each case, we run 10000 iterations. Table 1 We now turn to restriction tests, given by We now analyze the size and power of the procedure to detect ruptures in variance. Our DGP is given by: variance only for large sample sizes, i.e. for T 150. Table 7 returns results of the CUSUM test. Clearly the test has low size, but also low power when the variance moves according to a linear or stochastic trend. For discrete shifts, as in our procedure, the power is low for small sample sizes.
Conclusion
In this paper, we have introduced a procedure that tests for the null of time- There is an avenue for further researches using orthogonal polynomials in this …eld. One possible extension would be altering the procedure to detect the breaking dates and/or the di¤erent regimes. 
