Abstract. This paper studies Lipschitz properties, relative to the parameter p, of the set of solutions to problems of the form Find zfp such that Tp(Z) Fp(z).
1. Introduction. This paper presents a general framework for analyzing Lipschitz stability in control and optimization. As applications of the theory, we study the dependence on a parameter of the set of controls and states that satisfies given inequality constraints. We also study the dependence on a parameter of the optimal solutions of various problems in nonlinear control and optimization.
The paper begins by studying (in 2) the following problem:
(1) Along with (1), we consider an auxiliary problem (2) Find z flp such that Lp(z)+ y Fp(z), where y Y is treated as a new parameter. It turns out that if Lp approximates Tp in a suitable sense, and if the set of solutions of (2) possesses certain Lipschitz properties with respect to y, uniformly in p, then the set of solutions of (1) will have analogous properties with respect to p. In particular, if Tp is smooth, then Lp can be its linearization. For a nonsmooth Tp, we should choose a nonsmooth Lp.
Our abstract approach is based on a refinement of the set-valued contracting mapping principle (Lemma 1). An existence result given in Theorem 1, leads to various stability results. In particular, Corollary 1 obtains an estimate for the distance from a reference point to the set of solutions of (1). In Corollary 2, we assume that f/, F, and L are independent of p, obtaining an implicit function theorem: If the solution set of (2) is pseudo-Lipschitz with respect to y around some given point, and if L strongly approximates Tp, then the set of solutions of (1) is pseudo-Lipschitz as well. Corollary 3 obtains a result related to metric regularity of the map T-F.
* Received by the editors July 9, 1990 ; accepted for publication (in revised form) December 4, 1991. Generalized equations of the form (1) have been considered by Robinson in a series of papers [35] - [38] with 12 and F independent of p. Our analysis contains some of his results. While the theory of [35] - [38] is applied to finite-dimensional mathematical programming problems, our focus here is infinite-dimensional optimization, primarily optimal control. Our analysis is more in the spirit of [19] and [20] .
Recently, a different approach to sensitivity based on nonsmooth analysis and the differentiability properties of set-valued maps was developed by Aubin [4] , Aubin and Frankowska [6] , Rockafellar [39] and [41] , King and Rockafellar [24] , Mordukhovich [32] , and others. In [16] this approach is applied to various control problems. A motivation for the nonsmooth approach to Lipschitz stability is given by Rockafellar in [40] .
An outline of our paper follows, while detailed comments connecting specific results in our paper to related literature appear throughout the paper. Section 3 examines the feasible set for a nonlinear control system with inequality state and control constraints that depend on a parameter. We show that if the functions defining the constraints are sufficiently smooth, and if an interior point condition holds for a linearized system, then the feasible set is pseudo-Lipschitz. Moreover, the interior point condition holds if the gradients of the active constraints satisfy an independence condition, the same condition that appeared in Hager's analysis [18] of Lipschitz continuity in time for an optimal control. At the end of 3, we present an example of a nonsmooth control system with state and control constraints, and we demonstrate a method for proving local controllability. Section 4 considers a quadratic minimum problem in a reflexive Banach space with linear cone constraints. We show that a coercivity condition together with surjectivity of the gradients of the (active) constraints guarantee local Lipschitz continuity of the solution relative to the data. In 5 we apply this result to a nonlinear optimization problem, and a quadratic program plays the role of an auxiliary problem.
In 6 we consider a nonlinear control problem with convex control constraints. The treatment of the control problem requires special care due to the discrepancy between the function spaces needed for coercivity and for differentiability. An example shows that the method of analysis can still be applied, even when the coercivity condition is violated.
Finally, in 7 we obtain error estimates for Euler's approximation to a nonlinear optimal control problem with convex control constraints. In this case, the parameter p in (1) corresponds to the mesh spacing. The key step in the analysis is to show that the solution of a perturbed discrete linear-quadratic problem, related to the auxiliary problem (2) , depends Lipschitz continuously on a parameter, uniformly in the mesh spacing. Our method makes use of the so-called averaged modulus of smoothness, introduced by Sendov and Popov [42] . When the optimal contol has bounded variation, the error in the discrete control is on the order of the mesh spacing. 
Find z i2 such that T(z) F(z).
Of course, for appropriate choices of l-l, T, and F, (3) may represent an equation, an inclusion, or a variational inequality. In this section, conditions are formulated that guarantee a solution to (3) . This existence theorem applied to perturbations of (3) We will use a contraction mapping principle for set-valued maps to obtain an existence result for (3) . The proof that follows is similar to the usual proofs for the existence of a fixed point (see [22, p. 31] or [34] so that zn+ B(zo). This completes the induction step.
By the triangle inequality and for n > rn, we have
Thus the Z k form a Cauchy sequence that converges to some limit z B(zo)f3 1). By assumption (b), (3) , we study the following problem: (7) Find z lip such that Tp(z) Fp(z).
Let 0 be a fixed element of P. Using Theorem 1, we will study the continuity of the map p-E(p), where E(p) is the set of solutions of (7), making use of the following auxiliary problem" (8) Find zfp such that Lp(z)-byG Fp(z), where Lp :Zp Yp, and y6 Yp. We give three specific results assuming the maps appearing in (7) and (8) satisfy certain conditions near a reference point. The parameters Dr, At, and 6 of Theorem now depend on p as follows:
, where Ar(p,x)= tA {Tp(z)-Lp(z)}, and
(Although the norms above may depend on p, this dependence is not indicated explicitly. In 5 we consider a finite-dimensional discretization of an optimal control problem, in which case the norms depend on the mesh spacing.) COROLLARY 1. Let p denote a map from a neighborhood of yp to 2t with the following properties: zp p(yp), p(y) is a closed, nonempty subset of the solutions to (8) for each y A(p), where cr > O, and for some 3" and a > O, we have (9) IIp(y)fqB(zp)-p(y2)l<-3"lly-y2ll for every y and y2A(p)lO{yp}. If Dr(p) and 6(p) tend to zero as r and p tend to zero, then for each 3,+> 3' and for each p sufficiently close to zero, (7) has a solution z such that (10) IIz,,-ell--< r/ll T,(z,)-L,(z,)-YpII.
If there is only one solution to (8) for every y A(p), then z, satisfying (10) , is the unique solution of (7) in a neighborhood of Zp. Proof Apply Theorem 1 with 6=6(p) and r= 3'/6(p). If 6=0, then Zp is a solution of (7), and (10) holds with z Zp. If 6 > 0, then choose p sufficiently close to 0 that tr>-r, ),Dr(p)<l, a_->r, and 3'+> 1-3'D(p)"
Hence, Theorem 1 yields (10) . 13 Now we wish to start with a given solution z0 of (7) associated with p 0 and
show that for small perturbations in the parameter, we can solve the equation, and in some sense, the solution is "well behaved." In this analysis, we allow T to depend on p, while f and F are independent of p. That is, the following problem is considered"
Find z f such that Tp(z) F(z).
To study the continuity of the solution map, we work with the fixed auxiliary problem (4) (L is independent of p). [38] ).
In the following corollary, we take Zp Zo and yp Yo, and we replace assumption (9) by pseudo-Lipschitz continuity. Recall (see [4] ) that the map is pseudo-Lipschitz with modulus y, around a point (Yo, Zo) (4) for every y near Yo, then the solution of (11) is unique in Br(zo) for every pc Bs(0). Moreover, the gqC.,(q) satisfying (13) Hence, condition (6) of Theorem 1 holds, and (13) [38] . In [37] 12 is a closed convex set, F(z) is the normal cone to 12 at z, Tp(z) is Fr6chet ditterentiable with respect to z around z Zo and p =0, and both Tp(z) and its derivative T'p(Z) are continuous with respect to z and p at z Zo and p=0.
Furthermore, it is assumed that (4) with L(z)= To(zo)+ T'o(Zo)(Z-Zo) has a unique solution that is Lipschitz near yo=0. In [38] (18) ]lz E(p)I -< y+ll Tp(z) F(z)l.
In particular, if Tp(z)= T(z)+p, we conclude that the map T-F is metrically regular around (Zo, 0). It turns out that metric regularity is equivalent to the pseudo-Lipschitz property (see Penot [33] ). For a discussion of related results, see Cominetti [10] , and the references therein.
Corollary 3 is a generalization of Theorem 1 in [36] where the estimate (18) is obtained under the following conditions: F is a closed, convex cone, independent of z; Tp(z) is continuously Fr6chet differentiable; and interior point regularity holds. This regularity condition implies, via the celebrated Robinson-Ursescu theorem (see [36] and [43] ), that the solution map of the linearized (auxiliary) problem is pseudoLipschitz.
3. Feasibility and controllability. As a first appliction of the abstract theory, we study the continuity of the map "parameter-> feasible set" of a nonlinear control system with constraints. The following model problem is analyzed" Given an interval I [0, 1 ], the state x is a map from I to R n, while the control u is a map from I to R ". Given 0 between 1 and oo, let L(R ') denote the space of functions u" I R with lu(t)l integrable where 1. is the Euclidean norm. Let W1'(R ) denote the space of functions x" I--, R with both x and its derivative in L(R"). We often omit the argument R or R when the context is clear. Of course, when 0 is oo, these spaces are modified in the standard fashion" L is the space of essentially bounded functions, and W 1' is the space of Lipschitz continuous functions (or, equivalently, the space of essentially bounded functions with essentially bounded derivatives). Given functions fp" R+' x I-> R , Kp" R" x I R , and Sp" R" x I-> R , where p is a parameter, and, given a starting condition a R , the feasible set E(p)
consists of the set of u L and x W 1" that satisfy the relations (t) =fp(X(t), u(t), t) and Kp(u(t), t) <-0 a.e. I, (19) x(O) a, Sp(x(t), t) -<_ 0 for every I.
Using the notation of (11), the feasible set in the control problem consists of those z such that Tp(z) F(z), where
Here L denotes the nonpositive functions in L.
Given a pair Zo (Xo, Uo) that is feasible for (19) when p =0, we wish to study the behavior of E(p) for p near zero. Throughout this section, we make the following assumption: There exists a closed set A cRnxR"xI and a 8>0 such that (Xo(t), Uo(t), t) lies in A for almost every /, the distance from (Xo(t), Uo(t), t) to the boundary of A in the hyperplane R x R x {t} is at least 8 for almost every /, the derivatives offp(X, u, t), Kp(u, t), and Sp(x, t) with respect to x and u exist on A, and these derivatives along with the function values are continuous with respect to (x, u, t) A and p near zero. From the development in 2, Lipschitz properties of the solution map for the nonlinear problem are related to Lipschitz properties of the solution map for an auxiliary problem (4) when y is in a neighborhood of To(zo). We consider the following linearization of (19):
where Yl L, Y2 and Y3 G L, and
S(t) VxSo(xo(t), t).
Above any equality or inequality involving measurable functions is interpreted in the sense "almost everywhere." From the development of 2, we see that pseudo-Lipschitz continuity of the feasible map can be deduced from the following three conditions:
(i) Lipschitz continuity of Tp(z) with respect to p, (ii) D o is sufficiently small, (iii) The solution map associated with the linearized system is pseudo-Lipschitz.
With regard to condition (i), Lipschitz continuity of Tp(z) with respect to p is equivalent to Lipschitz continuity of fp (z), Kp (z), and Sp (z) with respect to p. Also, Dp tends to zero as p tends to zero under our smoothness assumptions. In the following two lemmas, we study the Lipschitz continuity of the solution map for the linearized system. LEMMA 2. Let Zo (Xo, Uo) f be feasible in (19) (22) Ko'(Uo(t), t)<=-8 for each ti<: <- (23) Ig'(t)bl lbl for each ti < < ti+l, for every b, where the Bi superscript means those rows (or components) associated with the binding constraints at ri, while the Ni superscript means those rows (or components) associated with nonbinding constraints at ri. The right-hand side of the inequality KoN,(Uo(t), t)<---8 is interpreted as a vector with every component equal to -8.
To prove (22) and (23) (22) and (23) , the % are the centers of the balls in the subcover, while the ti are arbitrary points in the overlap region between adjacent balls. The parameter 8 is given by 8 1 / 2 minimum {e(ro), e(rl),..., e(rN),
The control v that satisfies the interior point condition of Lemma 2 can be constructed in the following way: Given r> 0 and between ti and ti/l, v(t) is the minimum norm solution of the equation K'(t)v(t)=-r (if there are no binding constraints, set v(t)=0). Since Ko(uo(t), t) is nonpositive, we have (24) KSi(t)v(t)q gg'(Uo(t), t)<--r.
By (23) , the smallest singular value of KB'(t) is bounded from below by 6. It follows that v(t) has the following bound in the Euclidean norm:
where/z is the number of component of Ko. Hence, by (22) v also satisfies the inequality (25) gN'(t)v(t)+ go'(Uo(t), t)<--IK'(t)l-.
Relations (24) and (25) imply that v satisfies the interior point condition (21) So,(Xo(t), t) -< -6 for each t _<--< t+.
In addition, the independence condition (23) generalizes to the form (26) IgB'(t)rb + n( t) rS'( t) 7"cl >--(Ibl + Icl). 
(Sn(t)W(t)),=(Sn(tk)W,(tk)),+y,(t--tk) for tk <t<--tk+e, Sn(t)w(t) -o" for tk + e < <--tk-. The parameters y and e are selected so that (Sn(tk+e)W(tk+e))=--tr, or equivalently, so that
Since w(tk) tends to zero as tr tends to zero, it follows that for any e, y tends to zero as tr tends to zero.
To obtain a control that satisfies (27) , we differentiate the second and third equations in (27) and we substitute from the state equation ff Aw+ Bv to obtain dSB(t) Sn(t)B(t)v(t)=yi-w(t)-Sn(t)A(t)w(t) for tk<t<--_tk+e, dt (28) Sa(t)B(t)v(t) dSn(t) w(t) SB(t)A(t)w(t) for k-I- 13 (S(t)w(t)+ So(xo(t), t))i<=iS(t)w(t)[-6.
Since w is bounded by a constant times tr, the induction step is complete.
To conclude, we state a specific sensitivity result for the feasibility problem (19) (29) IIx,-xll ,,o+llu,-ull c(llL(x, where the "+" subscript stands for the positive part and c is independent of p.
Proof. Relation (29) follows from Corollary 3 and Lemma 2, where we identify the z of Corollary 3 with the pair (x, u), while wp is identified with the triple (0, Kp (u)_, Sp(x)_). Here the subscript "-" stands for the negative part.
Remark 4. Using generalized derivatives of set-valued maps, a result related to Theorem 2 is established in [16, Thm. 10 .1] for a problem with final state constraints. A linear system with convex state and control constraints is studied in [14] .
We can use the same approach to study local controllability. The following simple example illustrates the basic ideas. Let us consider the nonsmooth control system (30) .(t) -Ix(t)[ + x(t) u(t) + u(t) a.e. 6 I, with the constraints x(0)=0, x(t)>-_t-1 for every t/, -1-<u(t)-I a.e. tel, x W', uL. A control system is locally controllable around 0 at t-if for each a near zero that satisfies the state constraints at 1, there exists a feasible trajectory with x(1)= a.
We will apply Corollary with the following identifications: These Hilbert space proofs are also valid in a reflexive Banach space.
I-!
The usual second-order sufficient condition for (32) has the form (36) (A(x-), x ) >= a IIxfor every x A, where a > 0. Hence, condition (33) is stronger than the second-order sufficient condition. An important difference between (33) and (36) is that after small perturbations in A, (33) (32) . Note that the conditions (A, B2 + g0=0 and B: + g, K of (40) are often written in the compact form BX + q OK+(A), where OK+(A) {we W**: (w,/-)>0 for each/6 K +} is the normal cone at to the set K+.
If g is a solution to (38) and B is surjective, it is known (see Kurcyusz [25] ) that there exists a unique Lagrange multiplier 6 K + satisfying (40) . Assuming that B is surjective and (33) holds, let us study the dependence of the solution and the multiplier associated with (38) on the parameters & and q. Given b b6 X* and q= q W for 1 and 2, let : be the corresponding solutions to (38) , and let A be the associated multipliers satisfying (40) . If (42) IIv-11 olin-11 ell.
By the triangle inequality, we have (43) (1-clln-ll)llollllvll(l+clln-ll)llell. Defining 6v v-and applying (33) (46) corresponding to p =0, we assume that for each p e P, the functional Cp(x) is twice Fr6chet ditterentiable with respect to x in a neighborhood of Xo, the derivatives C'p(X) and C(x) with respect to x are continuous in p and x in a neighborhood of p =0 and x Xo, and there exists a > 0 such that (47) <Cg(xo)(xl-x=),x,-x=>>-llx,-x2112 for every Xl (55) (56) grxHp(xe, 1e).=0 and Gp(xe)eOK+(p), where xpeX and ,peK +.
It is well known (see [25] [18] and by Robinson in [37] . Note that the coercivity assumption (60) is slightly weaker, in the infinite-dimensional context, than the coercivity assumption used in earlier work (see [18] , [23] , [37] ) since (60) only requires coercivity relative to those xi satisfying the constraint go(Xo) + g'o(Xo)(X, Xo) Kg.
In comparing Corollary 4 to the recent paper [23] of Ito and Kunisch, note that in [23] the infinite-dimensional constraints are linear inequalities, the problem is formulated in a Hilbert space, and the nonlinear constraints for which the associated dual multiplier can vanish are finite-dimensional. Alt presents in 1] and [3] a stability analysis that is related to ours, but different. In [1] he considers a cone constrained problem, under the assumption that any neighborhood of the reference point contains a solution of the perturbed problem. In [3] he studies Lipschitz continuity of the solution of a problem with nonlinear cone constraints and with equality constraints under a weaker constraint qualification (Robinson's constraint regularity condition), but a stronger coercivitym(60) is required to hold on the kernel of the gradients of the equality constraints; moreover, he assumes that the variation of the Lagrange multipliers for the perturbed problem can be estimated in terms of the variation in the solution and the variation in the parameter (under our surjectivity condition, this hypothesis is satisfied). Recently, Malanowski [28] has obtained a Lipschitz continuity result in a Hilbert space setting that parallels the analysis of Ito and Kunisch [23] , using a regularity condition for the constraints that is weaker than surjectivity. -R, U c R" is nonempty, closed, and convex, a is the given starting condition, and 0 e 1, ]. We assume that there exists a solution (Xo, Uo) to (63) corresponding to p 0, and we wish to show that there exists a nearby solution for p in a neighborhood of zero. To this end, suppose that there exists a closed set A c R" x R and a 6 > 0 such that (Xo(t), Uo(t)) lies in A for almost every /, the distance from (Xo(t), Uo(t)) to the boundary of A is at least 6 for almost every /, and the first two derivatives of fp(X, u) and gp(X, u) with respect to x and u exist on A, and these derivatives, along with the function value fp(X, u), are continuous with respect to (x, u) A and p near zero.
Let Hp denote the Hamiltonian defined by
Hp(x, u, A)= gp(X, u)+ A rfp(X, u).
If (Xp, Up) is a solution of (63), then the minimum principle [22, p. 134] implies the following:
V,Hp(xp(t), Up(t),Zp(t))r(V-Up(t))>-O a.e. te 1 and for every ve U, where Z Zp is the solution of the adjoint equation (t) =-VxHp(x(t), u(t), Z(t)) a.e. e I, Z(1) =0, associated with X=Xp and u Up. Let f*o(t) and H*o(t) stand for fo(Xo(t), Uo(t)) and Ho(xo(t), Uo(t), Zo(t)), and define the matrices a(t) =Txf*o(t), B(t)=V,f*o(t), Q(t)=TZxH*o(t),
The following coercivity assumption will be utilized: There exists a > 0 such that (64) f (x(t)VQ(t)x(t)+u(t)TR(t)u(t)+2x(t)VS(t)u(t)) dt >=a f lu(t)l with v(t) and w(t) U for almost every t L By taking v= w except on a small interval, it can be shown, below, that a pointwise coercivity condition holds (see the recent paper [15] ): (65) urR(t)u>-alul a.e. tlwheneveru=v-wwith rand weU. Hence, q is Lipschitz, and by Corollary 2, problem (11) has a locally unique solution that satisfies the conclusion of Theorem 5. Since the estimate of Theorem 5 yields an L perturbation in both state and the control, and since the coercivity assumption (64) is preserved after small perturbations in Q, R, S, A, and B, it follows from Corollary 5 in Appendix 1 that the solution of (11) provided by Corollary 2 is a strict local minimizer for the optimal control problem (63) when p is near zero.
We show by an example that Lipschitz continuity can be obtained without the coercivity condition (64). Consider the following problem:
subject to 21 px sin x2 + u, 22 u2, x(0)= 1, x2(0) 1, U 2<2, +U2= where p is a real parameter. For p =0, the optimal solution is Uo (-1,-1) and Xo (1 t, t), and the corresponding adjoint variable is Ao (-1, 1) (68) subject to 2(t) =f(x(t), u(t)) and u(t) c U a.e. c I,
where f" R "+" R", g" R n+m -R, U R is nonempty, closed, and convex, and a is the given starting condition. We assume that there exists a solution (x*, u*) to (68) with u* Riemann integrable, that there exists a closed set A R n+" where both f and g are twice continuously differentiable, and that there exists 6>0 such that (x*(t), u*(t))A and the distance from (x*(t), u*(t)) to the boundary of A is at least 6 for every L When we write 2", we mean a function whose values on I coincide with those of f(x*, u*).
Let H denote the Hamiltonian defined by H(x, u, h)= g(x, u)+ h rf(x, u), and let h h* be the solution of the adjoint equation (69) (t) -VxH(x(t), u(t), h(t)) a.e. c I, (1)-0, associated with x x* and u u*. By the minimum principle [22, p. 134], we have (70) VuH(x*(t),u*(t),A*(t))r(v-u*(t))>=O a.e. tI andforevery vU.
Given a natural number N, let h 1/N be the mesh spacing, and let xi and ui denote approximations to x(t) and u(t) at ti ih. We consider the Euler discretization of (68) To estimate the distance between (x*, u*) and (xh, uh), we need a coercivity-type assumption for the discrete problem. Define the following matrices: 2 a( t) Vxf*( t), B( t) V,f *( t), Q( t) VxxH t), R(t)=V H*(t), S(t)=V H*(t) Heref*(t) and H*( t) stand forf(x*( t), u*( t)) and H(x*( t), u*( t), A*(t)), respectively. Next, we must analyze the auxiliary problem and establish the existence of a constant satisfying (9) . The analysis essentially parallels that of [20] (V2zzH(z*, be, u)(z-z*), z-z*) >-allz-z*ll 2 whenever g(z*)+g'(z*)(z-z*)eK and h'(z*)(z-z*)=O. Then z* is a strict local minimizer for (83).
In comparing this result to Maurer and Zowe's classic sufficient optimality result [30] , observe that the constraint h'(z*)(z-z*)=O in the coercivity condition above corresponds to a constraint of the form h'(z*)(z-z*) Kh in [30] . In this respect, the coercivity condition of Lemma 8 is weaker than that of [30] . On the other hand, Lemma 8 assumes that u int K-while [30] only assumes that u K / h" Proof Throughout this proof, we let e denote a generic positive constant that can be made arbitrarily small for z sufficiently close to z*, we let a denote a generic positive constant that is uniformly bounded away from zero for z near z*, and we let/3 denote a generic constant that is uniformly bounded from above for z near z*. Expanding H(z, be, u) in a Taylor series about z z*, we have H(z, be, u)= H(z*, be, u)+VzH(z*, be, u)(z-z*) +1/2VzH(z*, , ,,)(z-z*, z-z*)+ R(z), where R(z) <-ellz-z*ll . By the first-order necessary conditions, H(z*, be, u)= C(z*)
and VzH(z*, be, u)=O. Hence, it follows that C(z) C(z*)+ M(z)+ R(z), where M(z)= (be, g(z))+(u, h(z))+1/2VZzzH(z*, be, u)(z-z*, z-z*).
If z is feasible in (83) then since u int K + h, we have (v, h(z))>= IIh(z)ll. Thus we have (be, g(z))+(u, h(z)) c IIh(z)ll.
By the complementary slackness condition, h(z*)=0, and by the differentiability assumption, h(z)-h'(z*)(z-z*)+o(llz-z*ll) and g(z)-g(z*)+g'(z*)(z-z*)+o(llz-z*ll).
Next, we obtain sufficient optimality conditions that are applicable to optimal control problems. A number of relevant sufficient optimality conditions have appeared in the literature; for example, see Ioffe [21] and, in particular, the results of Maurer [29] . Although the basic strategy for obtaining sufficient optimality results in the optimal control setting is developed nicely by Maurer in [29] , the precise results that we need in 6 and 7 are not stated in his paper. For completenesss, we give a brief, selfcontained treatment of the results needed in our paper. We begin with the abstract problem minimize C(z) (85) subject to z A, where A is a subset of a normed vector space Z, and C is a real-valued function. As in [29] , we assume that there are two different norms, denoted by I1" and II1"111, associated with Z.
LEMMA 9. Suppose that z* satisfies the constraints of (85) and that there exists a functional M and a scalar a > 0 with the following property" Then z* is a strict local minimizer for (85) .
Proof By the hypotheses above, we have C(z)-C(z*) >_ , IIIz z'Ill = / o(lllz z*lll 2) as ]lz-z*ll O with z A, which implies that z* is a strict local minimizerfor (85).
In the application of Lemma 9, the following observation is helpful.
LEMMA 10 Proof Given z6 A, let y T be the hypothesized point for which Illz-ylllo(lllz-z*lll). Since We now apply Lemmas 9 and 10 to optimal control problems. Note that in the following result, we neither assume an interior point nor controllability.
COIOLLAR 5 is the L z inner product norm, C(z) is the integral cost function in (68), and A consists of those (x, u) in a convex neighborhood of (x*, u*) that satisfy the constraints F(z)=0, where F(z)=f(x,u)-, u(t)U a.e. tI, and x(0)=a.
The functional M is defined by M(z)=(V,H(x*, u*,h*), u-u*)+b(z-z*,z-z*),z=(x, u), where b(6z, 6z)= f (x(t)rQ(t)6x(t)+6u(t)rR(t)6u(t)+26x(t)rS(t)u(t)) dt, ,z ,x, ,u ). whenever F'(z*)(z-z*)=O for some z=(x, u) with uf, then z* is a local minimizer for (90). Proof We apply Lemma 9 with M(z) VzH(z*, X)(z-z*)+1/2(z-z*) rVZzzH(z*, X*)(z-z*).
The set T of Lemma 10 is given by T={z=(x, u)6 R"+": F'(z*)(z-z*)=O, ufl}. Since the cross-product term xrSiu can be analyzed in a similar manner, the proof of (92) is complete.
[3
