Sophus Lie conjectured, that any finite-dimensional complex transitive Lie algebra of vector fields in the variables x 1 , . . . , x n has a conjugate of which all coefficients lie in the algebra E generated by the x i and the exponentials exp(λx i ). This paper treats this conjecture in the setting of formal power series. First, we derive a formula that realizes an abstractly given transitive Lie algebra by means of formal vector fields. We show how this formula can be used to prove a convergent analogue of Guillemin and Sternberg's Realization Theorem, which implies that the formal version and the convergent version of Lie's conjecture are equivalent.
In the present paper, we prove Lie's first claim without having to go through the whole classification of transitive Lie algebras in 3 variables. The tools used in the proof are applicable in other special cases, but in full generality, the conjecture remains open for n ≥ 4.
In the formal power series setting, Lie's conjecture can be formulated as follows. Let F be a field of characteristic zero; this will be the ground field of all vector spaces in this paper, unless explicitly stated otherwise. Let n be a positive integer, and x = (x 1 , x 2 , . . . , ] are continuous in the M -adic topology. The former are also called coordinate changes, the latter vector fields. By continuity, a vector field v is determined by its values on the x i , so that it is of the form
where
] and ∂ i is the differentiation with respect to x i . Vector fields form a Lie algebraD (n) with respect to the commutator. Whenever n is clear from the context or irrelevant, we shall writeD forD (n) . The Lie algebraD is filtered by the subspaceŝ
, for all i}
This is all notation needed for the notion of transitive subalgebras. Definition 1.1. A subalgebra l ⊂D is called transitive if l∩D 0 has codimension n in l.
Transitive Lie algebras can be viewed as realizations of abstract objects, namely effective pairs. Definition 1.2. Let g be a Lie algebra, and p a subalgebra. Then the pair (g, p) is called effective if p contains no non-zero g-ideal. In general, if i is the largest g-ideal contained in p, then (g/i, p/i) is an effective pair, called the effective quotient of (g, p). Definition 1.3. Let g be a Lie algebra, and p a subalgebra. Then the pair (g, p) is called primitive if p is maximal in g.
Here, as in the rest of this paper, a subalgebra p of a Lie algebra g is called maximal if p = g and any subalgebra of g containing p is equal to either p or g. Definition 1.4. Let g be a Lie algebra over F, and p a subalgebra. A realization of the pair (g, p) in n variables is a homomorphism φ : g →D with φ −1 (D 0 ) = p. It is called transitive if the image is transitive in the sense of Definition 1.1.
Let φ be a realization of the pair (g, p). Then φ induces an injective linear map g/p →D/D 0 . If φ is transitive, then that map is also surjective, hence a linear isomorphism. It follows that codim g p = n, the number of variables. One can easily check that in this case, the kernel of φ is precisely the largest gideal contained in p. Hence, the transitive realizations of a pair are in bi-jective correspondence with the transitive realizations of its effective quotient. From now on, we will only consider transitive realizations.
The algebra of functions referred to by Lie can be characterized as follows.
In words, an element of E satisfies a linear ordinary differential equation with constant coefficients, in each of its variables. If F is algebraically closed, E consists precisely of all polynomials in the x i and the exp(λx i ) for λ ∈ F. The formal version of Lie's conjecture is the following.
, where g is a finite-dimensional Lie algebra and p is a subalgebra, has a transitive realization of which all coefficients are in E.
To be precise, Lie's conjecture concerns the case where F = C. Moreover, he only considers transitive Lie algebras of vector fields analytic in a neighbourhood of 0 and dito coordinate changes, but Proposition 2.5 and Theorem 2.7 of this paper show that the formal version and the analytic version of his conjecture are equivalent.
The following example shows that there are indeed many transitive Lie algebras with coefficients in E. Example 1.6. Let l be a finite-dimensional subalgebra ofD, set l 0 := l ∩D 0 , and suppose that l = ∂ 1 , . . . , ∂ n F ⊕ l 0 as vector spaces. Then l has coefficients in E. Indeed, for i ∈ {1, . . . , n} and l ∈ l, the vector field [∂ i , l] is obtained from l by differentiating all coefficients of l with respect to x i . It follows that all those coefficients are annihilated by P (∂ i ), where P is the minimal polynomial of ad l ∂ i .
We shall prove the following theorems in favour of Lie's conjecture. Theorem 1.7. Let g be a finite-dimensional Lie algebra and p, q subalgebras such that g = p ⊕ q as vector spaces. Assume that q acts nilpotently on g. Then (g, p) has a transitive realization with polynomial coefficients. Theorem 1.8. Let g be a finite-dimensional Lie algebra and suppose that it has a sequence g = g n ⊃ g n−1 ⊃ . . . ⊃ g 0 = p of subalgebras, with dim g i = dim p + i. Then (g, p) has a transitive realization with coefficients in E.
Theorem 1.9. Suppose that F is algebraically closed, let g be a finite-dimensional Lie algebra, and let p be a subalgebra of codimension 1, 2 or 3. Then (g, p) has a transitive realization with coefficients in E.
The remainder of this paper is organized as follows. Section 2 recalls the existence and uniqueness theorem of transitive realizations. From Blattner's proof of this theorem, we derive an explicit realization φ q , which depends on the choice of an ordered basis q = (q 1 , . . . q n ) complementary to p. We show that, if F is endowed with a valuation, then the coefficients of φ q are convergent power series, and that classifying convergent transitive Lie algebras is equivalent to classifying formal ones, see Theorem 2.7. In section 3, we use φ q to prove Theorem 1.7, and in Section 4 we use it to prove Theorem 1.8. Section 5 applies the techniques from the previous two sections to prove Theorem 1.9. Finally, Section 6 briefly discusses Lie's conjecture in more variables. The Appendix contains two GAP-sessions in which explicit realizations are computed.
A Realization Formula
The following theorem is due to Guillemin and Sternberg (see [8] ). Theorem 2.1 (Realization Theorem). Let g be a Lie algebra, and let p be a subalgebra of finite codimension n. Then there exists a transitive realization φ : g →D (n) of the pair (g, p). Moreover, if ψ is another transitive realization of this pair, then there exists a unique coordinate change θ of
Although this theorem is true for infinite-dimensional g as well, g will be assumed finite-dimensional in this as well as the following sections.
Blattner proves the Realization Theorem in a very constructive way in [1] . To do his construction explicitly, choose a basis (p, q) = (p 1 , . . . , p k , q 1 , . . . , q n ) of g, where the p i span p. The universal enveloping algebra U (g) of g has a Poincaré-Birkhoff-Witt basis consisting of monomials
For u ∈ U (g) and i = 1, . . . , n, let χ i (u) be the coefficient of the PBW-monomial q i in u, when the latter is written as a linear combination of this basis.
Theorem 2.2. The map φ : g →D defined by
is a transitive realization of the pair (g, p). Here m! := n i=1 m i ! and q m g is the element of U (g) obtained by multiplying the PBW-monomial q m from the right by g, which is viewed as an element of U (g) through the canonical embedding g → U (g).
Proof. We outline Blattner's construction, and proved that it leads to formula (2) . Define the g-module
as follows: the universal enveloping algebra U (g) becomes a left U (p)-module by multiplication from the left, F is considered as a trivial left U (p)-module, and A is the space of U (p)-module homomorphisms from the former to the latter module. An element g ∈ g acts on such a homomorphism φ ∈ A by (gφ)(u) = φ(ug) for u ∈ U (g), and it is straightforward to check that A does indeed become a g-module in this way. Moreover, Blattner defines a commutative F-bilinear multiplication on A such that g acts on A by F-linear derivations.
Let α : F[x 1 , . . . , x n ] → U (g) be the linear monomorphism given by
From the PBW-theorem it follows that U (g) is a free U (p)-module of which the monomials q m form a basis. Hence, any U (p)-homomorphism from U (g) to F is determined by its values on the PBW-monomials in q 1 , . . . , q n (in fact, such a homomorphism vanishes on all PBW-monomials containing some p i ), and those values can be prescribed arbitrarily. It follows that the pullback To make the action explicit, let g ∈ g, i ∈ {1, . . . , n} and compute gx i as follows. We have β −1 x i = f ei , where e i is the i-th standard basis vector of
Hence, α * (gχ i ) maps x m to χ i (q m g). It follows that
By continuity of the derivation, this suffices to conclude that
as claimed in the theorem. Finally, note that χ i (q 0 q j ) = δ ij and that χ i (q 0 p) = 0 for all i, j = 1, . . . , n and p ∈ p. This proves that φ −1 (D 0 ) = p, so that φ realizes (g, p), as claimed. 
The former term does not contribute to the coefficient of q 2 , so that (also for
hence (also for m = 0, 1):
After division by 2! in the latter case, one finds the realization
The realization (2) depends heavily on q = (q 1 , . . . , q n ), but not on the choice of basis for p. Indeed, one can write elements of U (g) in a unique way as m u m q m with u m ∈ U (p), and each u m can be uniquely written as c m ·1+u m , where c m ∈ F and u m ∈ pU (p). Formula (2) needs only the c m for certain m; they are independent of a choice of basis for p. To stress the dependence on q, the realization φ will be referred to as φ q .
In order to analyse the image of φ q , let us introduce some notation.
Notation 2.4. Let r, r , r ∈ N a , and i ∈ {1, . . . , a}. Then the statement r = r + + i r means 1. r j = 0 for j > i, and 2. r j = 0 for j < i, and 3. r = r + r .
The notation r = r + + r means ∃i : r = r + + i r . Whenever we write r + + r , we assume implicitly that this is a valid expression. Thus, + + becomes an binary operation with a restricted domain in N a × N a . Whenever all formulas are valid, one has (r + + r )+ + r = r + +(r + + r ); therefore brackets can, and will, be left out. Furthermore, define the total degree of r ∈ N a by |r| = i r i .
With respect to an ordered basis
i.e., L maps an element of U (g) to its 'linear part'. In the remainder of this paper, we will frequently encounter linear parts of elements of the form
On the other hand, if m + + i m = m implies i > j, then b j is not 'on the right place', and we find
In the remainder of this section, we assume that F is endowed with an Archimedean valuation |.|, normalized such that |n| = n for n ∈ N. We call an element Proof. Let . be a norm on g compatible with the valuation, and choose C > 0 such that ad(q i )g ≤ C g
for all i = 1, . . . , n and all g ∈ g. Then, for m = m + + m , one has
To see this, proceed by induction on |m|. For |m| = 0, it is trivial. Suppose that the statements holds for |m| = d, and let m be of total degree d + 1. Then, for p ∈ p, one has
In the third step, the induction hypothesis is used, and the fifth step uses the fact that there are at most d + 1 terms. A similar reasoning holds for the q i instead of p; this proves (3). In particular, there exists a constant D > 0 such that
from whence the proposition follows.
Remark 2.6. This proposition raises the question which convergent power series can actually occur as coefficients of φ q . For some time, I believed that they were elements of E -which would prove Lie's conjecture -but I constructed a counterexample over Q in which the coefficients c m ∈ Q of some power series coefficients of φ q does not tend to zero (in the Archimedean valuation) as |m| → ∞.
In view of this proposition, the question arises whether the classification of convergent finite-dimensional transitive Lie algebras of vector fields up to convergent coordinate changes is the same as the classification of formal finitedimensional transitive Lie algebras up to formal coordinate changes. The following theorem, whose proof reviews Blattner's proof of the uniqueness part of the Realization Theorem, states that it is.
Theorem 2.7. Let ψ be a realization of (g, p) with convergent coefficients. Then the unique automorphism θ of
• θ for all g ∈ g maps each x i to a convergent power series.
The proof of this theorem uses the following lemma. 
Then we have, for m ∈ N,
, and proceed by induction to show that
for certain coefficients a m,s satisfying
This is clearly the case for m = 0; assume that it holds for m and compute
where the a m+1,s sum up to
from whence the lemma follows.
Proof of theorem 2.7. We follow Blattner's proof of the uniqueness part of the Realization Theorem. To this end, recall the notation of the proof of Theorem 2.2, and view
] as a g-module via φ q ; it is isomorphic to A = Hom U (p) (U (g), F). The latter module, together with the p-module homomorphism γ : φ → φ(1), A → F, has the following universal property: if V is any g-module, and µ : V → F is a homomorphism of p-modules, then there exists a unique homomorphism ν : V → A of g-modules such that γ • ν = µ. Indeed, this homomorphism ν is defined by
for u ∈ U (g) and v ∈ V . It is straightforward to check that
where the action of g on V has been extended to an action of U (g) on V . 
where ψ has been extended to a homomorphism
], or rather: that the corresponding map A → A is an automorphism of A with respect to the multiplication on A. Summarizing, we find that for
as all ψ(q l ) are convergent, we may choose numbers C, D > 0 such that
for all l, i = 1, . . . , n and m ∈ N n . Now apply Lemma 2.8 to find
Hence, the coefficient of x m in θx i has valuation at most
so that θx i is a convergent power series.
Theorem 2.7 explains why Lie, classifying transitive Lie algebras in two variables whose coefficients are germs of analytic functions, arrives at the same list as I did when classifying finite-dimensional effective pairs of codimension two over any algebraically closed field of characteristic zero. The situation becomes dramatically different if we drop the condition that the Lie algebra be transitive. Indeed, an attempt to classification of formal vector fields inD 0 \D 1 leads to Poincaré-Dulac pre-normal forms, and the problem is even more subtle in the analytic case [2] .
Realizations with Polynomial Coefficients
We use φ q to prove Theorem 1.7, as well as some variants.
There are many results on polynomial transitive realizations in literature; I mention the ones that I am aware of.
1. In [11] , explicit polynomial transitive realizations are computed of pairs (g, p) where g is a complex classical simple Lie algebra, and p is a maximal parabolic subalgebra.
2. In [6] , polynomial transitive realizations are computed of pairs (g, p) for semisimple g and certain maximal parabolic p; the polynomials occurring have degree at most 4. This article also presents some homogeneous rational realizations.
3. The article [7] contains the following theorem: if p has a vector space complement in g that is a subalgebra consisting of ad g -nilpotent elements only, then (g, p) has a polynomial transitive realization.
All constructions above make use of an ad g -nilpotent complementary subalgebra q of p, which is used as a coordinate chart for the homogeneous space G/H of the corresponding Lie groups. The Baker-Campbell-Hausdorff formula is used to explicitly compute the vector fields on G/H induced by g, in the coordinates provided by q. In this section, we prove a generalization of Theorem 5 of [7] , using formula (2) instead of working in a homogeneous space. First, however, we prove Theorem 1.7, which is precisely Theorem 5 of [7] , apart from the fact that we consider arbitrary fields of characteristic zero rather than R or C.
Proof of Theorem 1.7. As q acts nilpotently on itself, there is a basis q 1 , . . . , q n of q such that [q, q i ] ⊆ q i+1 , . . . , q n for all i = 1, . . . , n. The algebra q also acts nilpotently on g/q; hence, one can choose a basis p 1 , . . . , p k of p such that
By induction on j, we will show that for all j, L(q r u l q r ) = 0 for |r + + r | sufficiently large.
Suppose that this is true for all l > j, and consider the expression q r u j q r , where r = r + + r . Applying the PBW rewriting rules, one finds that q r u j q r is equal to a PBW-monomial of degree |r| + 1 plus a linear combination of terms of the form q t [q i , u j ]q t , where t + + e i + + t = r, so that t := t + + t has total degree |t| = |r| − 1. As ad g q i has a lower triangular matrix with respect to the basis (u i ) i , the Lie brackets can be expanded to obtain a linear combination of terms of the form q t u l q t with l > j. By the induction hypothesis, for |t| large enough, each of these terms has zero linear part. Hence so does the original expression for sufficiently large |r|.
Taking r = 0, we find that for all g ∈ g:
L(q r g) = 0 for large |r|.
It follows that φ q is a polynomial transitive realization.
Example 3.2. This theorem proves the existence of polynomial transitive realizations for pairs (g, p) where g is semisimple, and p a parabolic subalgebra containing a split Cartan subalgebra. Such realizations can be computed explicitly by our program in GAP [4] using the De Graaf's algorithms [3] . Example A.1 in the Appendix contains a session in which a realization of the pair (sl 3 , p) is computed, where p is maximal parabolic.
We can slightly generalize theorem 1.7 to the following theorem.
Theorem 3.3. Let g be a finite-dimensional Lie algebra, and let p, h, n be subalgebras such that g = p ⊕ h ⊕ n as vector spaces. Assume that both n and p are invariant under ad g h, that h is nilpotent and that n acts nilpotently on g. Then (g, p) has a polynomial transitive realization.
Proof. As n acts nilpotently on itself, there is a basis n 1 , . . . , n c of n with the property that [n, n i ] ⊆ n i+1 , . . . , n c F for all i = 1, . . . , c. Similarly, we may choose a basis h 1 , . . . , h b such that
Finally, n acts nilpotently on g/(h ⊕ n), so that we can choose a basis p 1 , . . . , p a of p such that
for all i = 1, . . . , a. Define, for i = 1, . . . , a + b + c,
We claim that, for all j = 1, . . . , a + b + c, and |r| + |s| large enough, one has
and we proceed by obtaining similar results for other expressions that emerge in applying the PBW rewriting rules to h r n s u j . First consider the expression h r p j h r n s , where r + + r = r. Since p + h is a subalgebra, this reduces to an expression in which all PBW-monomials end on n s . Hence, if s = 0, then one has
For the case s = 0, induction on |r| shows that
Indeed, this is obvious for |r| = 0. Assume that it holds for |r| = d, let r be of total degree d + 1, and split r = r + + r in any manner. Then h r p j h r equals p j h r plus a linear combination of terms h t [h i , p j ]h t with t + + e i + + t = r. These in turn are a linear combination of terms h t p l h t by the invariance of p under h. Since |t| = d in each of the terms, the induction hypothesis applies.
Next consider the expression h r h j h r n s , where r + + r = r. We claim that, for |r| + |s| large enough, its linear part is zero. Again, the case s = 0 is easy, so assume that s = 0. Proceeding by induction with respect to j, assume that the statement is valid for all l > j. The PBW rewriting rules change the expression into the PBW-monomial h r+ej plus a linear combination of terms of the form h t [h i , h j ]h t , with t + + e i + + t = r. Now [h i , h j ] is a linear combination of the h l with l > j. Hence, the induction hypothesis applies.
Finally consider the expression h r n s u j n s , where s + + s = s. By induction on j, we shall see that its linear part is in p for |r|+|s| sufficiently large. Suppose that this is the case for all l > j. Under the PBW rewriting rules, the current expression is seen to equal a PBW-monomial of degree |r| + |s| + 1, plus a linear combination of terms h r n t [n i , u j ]n t with t + + e i + + t = s, and possibly a term h r u j n s . The latter only occurs if j ≤ a + b, and the preceding two paragraphs show that its linear part is indeed in p, if |r| + |s| is large enough. As for the former terms, they are linear combinations of terms h r n t u l n t with l > j by the choice of the basis n. The induction hypothesis applies, and this concludes the proof of our claim.
The conclusion of the previous paragraph, with s = 0, proves that φ (h,n) is a polynomial realization.
In a similar fashion, one can prove the following theorem.
Theorem 3.4. Let g be a split semisimple Lie algebra. Then (g, 0) has a polynomial transitive realization.
Proof. Consider the ordered basis h 1 , . . . , h l , e 1 , . . . , e m , f 1 , . . . , f m , where the h i span a Cartan subalgebra, the e i are positive root vectors, and the f i are negative root vectors. One can prove that φ (h,e,f ) is a polynomial realization.
Remark 3.5. In the setting of this proof, one can also prove that L(h r e s f j e s f t ) = 0, for large |r + s + t|, where s = s + + s . This remark will be useful in the proof of Theorem 4.2.
Not every pair (g, p) has a polynomial transitive realization, see Proposition 6.1. This motivates our search for realizations with more general coefficients.
Realizations with Coefficients in E
We want to use φ q of (2) to prove Theorem 1.8. For a formal power series to be an element of E, it must satisfy linear ordinary differential equations with constant coefficients in each of its variables. Therefore, we investigate the behaviour of a coefficient in φ q under differential operators.
Lemma 4.1. Let P ∈ F[t] be a univariate polynomial. The formal power series
where, for each m ∈ N n , any partition m = m + + l m is chosen.
Proof. It suffices to prove this when P is a monomial; taking linear combinations on both sides then yields the result. Hence, compute
which was to be proved.
In the setting of Theorem 1.8, we can construct polynomials in the ∂ l that annihilate the coefficients occurring in φ q (g).
Proof of Theorem 1.8. Choose a basis p 1 , . . . , p k of p, and choose q l ∈ g l \ g l−1 for l = 1, . . . , n. We will prove that φ q has coefficients in E. To this end, define the linear maps A l : g → g for l = 1, . . . , n by
) for all m ∈ N n . Indeed, let m = m + + e l , and calculate
Now q m p j is an element of U (g l ), so that the PBW-monomials occurring in it contain only p 1 , . . . ,
For the same reason, this holds if one replaces p j by q j with j < l. Finally, if j ≥ l, then q m q j is a PBW-monomial, so that L(q m q j ) = 0. By induction, this proves the claim.
Let P l be the minimal polynomial of A l . Application of Lemma 4.1 shows that
for f as in that lemma. Hence, the realization φ q has coefficients in E, as claimed.
Another class of Lie algebras with coefficients in E is presented in the following theorem.
Theorem 4.2. Let k 1 , k 2 be isomorphic split semisimple Lie algebra, and g := k 1 ⊕ k 2 . Let p be the diagonal subalgebra of g. Then (g, p) has a transitive realization with coefficients in E.
Proof. For i = 1, 2, let h i := (h i1 , . . . , h il ) be a basis of a split Cartan subalgebra of k i , and e i := (e i1 , . . . , e im ), f i := (f i1 , . . . , f im ) lists of positive and negative root vectors, respectively, such that p is spanned by the h 1j + h 2j , e 1j + e 2j and f 1j + f 2j . As a basis complementary to p, we choose the h 1j , e 1j and f 1j , in this order. From the proof of Theorem 3.4 we know that for g ∈ k 1 :
Hence, these g are realized polynomially. Next consider
Since the e 1i and f 1i are root vectors, the arguments of L in the last two terms are PBW-monomials. Hence, if |r| + |s| + |t| > 1, then the last two sums are zero. The first sum is zero since the Cartan subalgebra is Abelian. Hence, the elements h 1j + h 2j are realized polynomially. Compute 
For |r + s + t| sufficiently large, the last two sums are zero; this follows from the same argument as for the realization of (k 1 , 0). A term in the first sum is zero, unless r = 0. It follows that the first sum reduces to
where H i = − ad h 1i . Again, for |s + t| large, this is zero. Hence, the variables corresponding to the e 1i or to the f 1i appear polynomially. As for the remaining variables: let Q i be the minimal polynomial of H i , and define P i (x) := x d Q i (x) for some sufficiently large d. Then we find that
1 (e 1j + e 2j )) = 0, for all r + + i r = r, s and t. The factor t d in P i is to ensure that the last two sums in (4) are zero, so that only the one in (5) remains. This, in turn, is killed by Q i .
Similarly, using remark 3.5, one finds that also the f 1j +f 2j are realized with coefficients in E.
In the Appendix, Example A.2, the above realization is computed explicitly for the case k 1 , k 2 ∼ = sl 2 .
Remark 4.3. Employing different methods, one can show that the pairs of Theorem 4.2 even have a polynomial realization, but it seems impossible to find a complementary basis q such that φ q is polynomial.
Remark 4.4. For a finite-dimensional transitive subalgebra l ⊆D to have a conjugate with coefficients in E, it is necessary and sufficient that their be an n-dimensional Abelian subalgebra a ⊆D that projects surjectively ontoD/D 0 and has the property that l generates a finite-dimensional a-module under the adjoint action. Indeed, by the uniqueness part of the Realization Theorem, there exists an automorphism θ of F [[x] ] such that
Then, by the argument of Example 1.6, θlθ has coefficients in E. However, we do not use this characterization in this paper.
Transitive Lie Algebras in Few Variables
We prove theorem 1.9 by means of the techniques from the previous sections.
Proof of Theorem 1.9. First, after possibly replacing (g, p) by its effective quotient, we may assume that the pair is effective. The case codim g p = 1 is a trivial case of Theorem 1.8. If codim g p = 2, then either p is maximal in g, or not. In the latter case, Theorem 1.8 applies. In the former, it is well-known (see, e.g., [5] or [11] ) that there are three possibilities:
1. g = sl 2 m, where m is an Abelian two-dimensional ideal, on which sl 2 acts irreducibly, and p = sl 2 .
2. g = gl 2 m, where m is an Abelian two-dimensional ideal, on which gl 2 acts irreducibly, and p = gl 2 . irreducibly, and p = gl 2 .
3. g = sl 3 , and p is a maximal parabolic subalgebra.
In each of these cases, there is a subalgebra q ⊆ g such that g = p ⊕ q as vector spaces, and such that q acts nilpotently on g. Hence, Theorem 1.7 applies, and one gets a polynomial transitive realization. Finally, suppose that codim g p = 3. If p is maximal in g, then one of the following holds.
1. g is simple of type A 3 , B 2 , C 2 and p is the stabilizer of a 1-dimensional subspace in the natural representation of g (isotropic in the latter two cases). For such a parabolic p there is a complementary subalgebra q that acts nilpotently on g, so Theorem 1.7 applies.
2. g = p v, where p acts faithfully and irreducibly on the Abelian ideal v. Again, Theorem 1.7 applies, with q = v.
3. g = sl 2 ⊕ sl 2 , and p is the diagonal subalgebra. Now Theorem 4.2 applies. More explicitly, see Example A.2 in the Appendix.
Now assume that p is not maximal. First suppose that there is a maximal subalgebra k of g, in which p is a maximal subalgebra. There are two cases to be distinguished.
First assume that (codim g k, codim k p) = (1, 2). Choose q 3 ∈ g \ k. Let j be the largest k-ideal in p. The effective pair (k/j, p/j) has codimension two, and is primitive. From the above, it is clear that there is a complementary subalgebra q/j that acts nilpotently on k/j. Let q 1 , q 2 ∈ k be such that q 1 + j, q 2 + j span q/j, and set q := (q 1 , q 2 , q 3 ). Then the image of φ q has coefficients in E, as can be seen as follows. For any g ∈ G, L(q
r3 (g)). Like in the proof of Theorem 1.8 this implies that all coefficients in the Blattner realization are annihilated by P 3 (∂ 3 ), where P 3 is the minimal polynomial of ad(q 3 ). Next note that L(q 2 k) ∈ j for sufficiently large r 1 + r 2 , and all k ∈ k. This follows from the argument in the proof of Theorem 1.7. Thus we find that the variables x 1 and x 2 appear only polynomially in the coefficients of the realization.
For the case (codim g k, codim k p) = (2, 1), I have not found an easy argument like for the previous one. Instead of plunging into the classification of all pairs of this type, we refer to [9] , pages 154-170 for the proof of this part.
Finally, in the remaining case, there are are two intermediate subalgebras:
so that Theorem 1.8 applies.
Remark 5.1. The last case in the proof of Theorem 1.9 is exactly the one that Sophus Lie does not deal with in [9] . In geometric terms, it corresponds to an action of a Lie group G on a three-dimensional manifold M which is very imprimitive in the following sense: M has an invariant foliation of curves, which in turn can be grouped together into two-dimensional surfaces that are also permuted by G.
Beyond Three Variables
In Section 5 we proved Lie's conjecture for transitive Lie algebras in 1, 2 and 3 variables. Our proof relies on the coincidence that an effective pair (g, p) of low codimension is likely to be of the 'very imprimitive' sort (so that Theorem 1.8 applies), or to have a nice nilpotently acting subalgebra complementary to p, in which case we can apply Theorem 1.7. This is not true in higher codimensions, so our arguments fail there.
On the other hand, in order to find counter-examples, one needs tools to prove that some given transitive Lie algebra has no conjugate with coefficients in E. If one replaces E by F[x] , the transcendence degree is such a tool. Indeed, consider the following transitive Lie algebra in two variables x, y:
where Λ is a finite subset of F. For the converse, suppose that λ 1 , λ 2 , λ 3 ∈ Λ are such that λ 1 − λ 3 , λ 2 − λ 3 are linearly independent over Q. Consider any coordinate change u = x + . . . , v = y + . . . , where the dots denote higher-order terms, and suppose that it maps g Λ to a transitive Lie algebra with coefficients that are algebraic over F(u, v). It then follows that f i = exp(λ i − λ 3 )x is algebraic over F(u, v) for i = 1, 2. But this contradicts the fact that v, f 1 , f 2 are algebraically independent over F.
Here we see how the transcendence degree helps to distinguish algebraic functions from general formal power series. For disproving Lie's conjecture, we would like to have a similar tool that distinguishes elements of E from wilder formal power series. However, so far, our attempts to construct such a tool have been unsuccessful. 
