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a b s t r a c t
Fuzzy optimization is a well-known optimization problem in artificial intelligence,
system control, manufacturing and management, establishing general and operable fuzzy
optimization methods are important in both theory and application. In this paper, starting
from the structure of fuzzy information and the mechanism of fuzzy optimization, we
propose the concept of quasi-linear fuzzynumber, anddiscuss its approximationproperties
and the features on arithmetic operations. Further, by distinguishing principal indices and
secondary indices, we establish the fuzzy optimization model based on synthesizing effect
by combining the compound quantification strategy of fuzzy information, and give a fuzzy
optimizationmethod based on principal operations and genetic algorithm (FOM-BPOGA).
Finally, we consider the convergence of our algorithm using the theory of Markov chains
and analyze its performance through two concrete examples. All these indicate that
FOM-BPOGA can effectively merge decision preferences into the optimization process
and it also possess better global convergence, so it can be applied to many fuzzy
optimization problems.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Fuzziness is a widespread phenomenon in the real world and is unavoidable in many practical fields. In 1965,
Zadeh [1] proposed the concept of fuzzy sets and established fuzzy set theory, which formed the foundation for describing
and processing fuzzy information, and the theory and application results have also greatly accelerated the progress of
related fields such as information science, control science, computer science, artificial intelligence, management science,
optimization and decision-making, etc. The theory of fuzzy numbers, an important part of fuzzy set theory, is very popular
in describing uncertain phenomena in actual problems. It is used in many fields such as fuzzy control, fuzzy optimization,
fuzzy data analysis and fuzzy time series, etc. For example, Bellman and Zadeh [2] introduced the aggregation operators
combining the fuzzy goals and the fuzzy decision space. This paper provided a big boost to the development of fuzzy
optimization. Since then, a lot of progress [3,4] has been made in the study of the fuzzy optimization problems. With the
development of computer science and evolution computation theory, evolutionary computation methods came into play
in fuzzy optimization problems. For instance, genetic algorithms were used to deal with optimization problems with fuzzy
coefficients but real variables in [5,6], and evolutionary computation were used in fuzzy linear optimization problems with
fuzzy coefficients and fuzzy variables in [7]. The three papers above have one thing in common: the fuzzy linear optimization
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problems dealt with in these papers can be transformed into ordinary optimization problems. Due to the essential difference
between fuzzy optimization and ordinary optimization, themain difficulties including the ordering of fuzzy information, the
operable description of fuzzy information and the operation of optimization process can’t be solved by analytical methods.
Up to now, there is no effective method for general fuzzy optimization problems.
In this paper we deal with the general fuzzy optimization problems, our main contributions are: (1) Starting from
the structure of fuzzy information and the mechanism of fuzzy optimization, we propose the concept of quasi-linear
fuzzy number, and discuss its approximation properties and the features on arithmetic operations; (2) By combining the
compound quantification strategy of fuzzy information, we establish a fuzzy optimization model based on synthesizing
effect and quasi-linear fuzzy number; (3) By distinguishing principal indices and secondary indices, we give fuzzy
optimizationmethod based on principal operations and genetic algorithm (FOM-BPOGA); (4)We analyze the performance
of FOM-BPOGA through Markov chain theory and two examples.
2. Preliminaries
2.1. Fuzzy numbers
In the following, let R be the set of real numbers, R2 = {(x, y)|x, y ∈ R} number plane, F (R) the family of all fuzzy sets
over R,
∫ b
a f (x)dx the Lebesgue integral of the function f on interval [a, b]. For any A ∈ F (R), the membership function of A
is written as A(x), the λ-cuts of A as Aλ = {x|A(x) ≥ λ}, the support set of A as supp A = {x|A(x) > 0}.
Definition 2.1 (See [8]). A ∈ F (R) is called a fuzzy number if it satisfies the following conditions: (1) A1 6= φ; (2) Aλ is a
closed interval for any given λ ∈ (0, 1]; (3) supp A = {x|A(x) > 0} is bounded The class of all fuzzy numbers is called the
fuzzy number space, which is denoted by E1. In particular, if there exist a, b, c ∈ R such that A(x) = (x− a)/(b− a) for each
x ∈ [a, b), and A(b) = 1, and A(x) = (x − c)/(b − c) for each x ∈ (b, c], and A(x) = 0 for each x ∈ (−∞, a) ∪ (c,+∞),
then we say that A is a triangular fuzzy number, and denote it by A = (a, b, c) for short.
For A ∈ E1, it is easy to see that the closure of supp A is closed interval, in what follows we denote the closure of supp A
by A0. By Definition 2.1, we can prove that Aλ = [a+ (b− a)λ, c − (c − b)λ] for any A = (a, b, c) and λ ∈ [0, 1].
Fuzzy numbers have many good analytical properties for the arithmetic operation, we have the following conclusion:
Theorem 2.1 (See [8]). Let A, B ∈ E1, k ∈ R, f (x, y) be a continuous binary function, Aλ, Bλ be the λ-cuts of A and B,
respectively, then f (A, B) ∈ E1, and for any λ ∈ (0, 1], we have (f (A, B))λ = f (Aλ, Bλ). In particular, we have: A+ B = B+ A,
A · B = B · A, k(A± B) = kA± kB. Here, f (Aλ, Bλ) = {f (x, y)|x ∈ Aλ, y ∈ Bλ}.
2.2. Compound quantification description of fuzzy information
The ordering of fuzzy numbers, an important part of fuzzy numbers theory, is the key to fuzzy optimization problems.
Since 1970s, there have beenmore than20orderingmethods, in general, they canbedivided into four categories: themethod
of preference relation, method of fuzzy mean and extended value, method of fuzzy synthetic evaluation and language
approximation method. In the sequel, we use the compound quantification strategy of fuzzy information proposed in [9].
Definition 2.2 (See [9]). For an uncertain information A, if the real number a (called the principal value of A) denotes
the centralized quantification value in some sense, and the sequence a1, a2, . . . , as denote the secondary quantitative
indices describing the connection between a and A from different angles, we call the total information constituted by a
and a1, a2, . . . , as a compound quantification value, written as (a; a1, a2, . . . , as) for short.
Taking a triangular fuzzy number A = (aL, a, aR) for example, if we use a to describe the centralized position of
A, m(A0) = aR − aL the divergence of A, and d(A) = min{a − aL, aR − a}/max{a − aL, aR − a} the position degree of
A, then (a;m(A0), d(A)) could represent a compound quantification of A in the sense of symmetry. For random variable ξ
on a probability space, the sequence (E(ξ),D(ξ)) is a compound quantification value in average meaning.
Generally speaking, for A ∈ E1, let
I(A) = 1
L∗
∫ 1
0
L(λ)Mθ (Aλ)dλ (1)
be the centralized quantification value of A. Here,Mθ ([a, b]) = a+θ(b−a) is the θ-average of interval [a, b], 0 ≤ θ ≤ 1, L(λ)
is a piecewise continuous and monotone non-decreasing function from [0, 1] to [0,+∞), saying level effect function, and
it is used to describe the reliability of level λ in the process of decision making, L∗ = ∫ 10 L(λ)dλ. In particular, when L∗ = 0,
I(A) is defined as the midpoint of A1. And we take the following index
CD(A) =
∫ 1
0
L(λ)m(Aλ)dλ (2)
as the confidence degree of I(A), and CD(A) is called the dispersion of A. Here,m(Aλ) is the length of Aλ.
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By the properties of fuzzy number and integral, we have I(a+A) = a+ I(A), CD(a+A) = CD(A) for any a ∈ R and A ∈ E1.
In the following, we assume that the value of fuzzy objective function f (x) are non-negative, otherwise, we can convert it
intoM + E(f (x)) by selecting an appropriate largeM .
Obviously, I(A) is the principal index describing the position of A, while CD(A) is a secondary index further describing
I(A) and A, so (I(A); CD(A)) is a compound quantification value of A under level effect function L(λ).
In the process of fuzzy optimization, the secondary indices play the role of supplement and restriction on principal
index. To realize a comparison of fuzzy information, we will map the compound quantification (a; a1, a2, . . . , as) of fuzzy
information into a real number through some method, for example, an effect synthesizing function.
2.3. Fuzzy metric
Fuzzy metric is an important method for measuring difference between fuzzy numbers, also an effective tool for
establishing fuzzy optimization and programmingmethods from analytical aspect. In 2003, Liu [10] established an operable
fuzzy metric by analyzing the weakness of the existing fuzzy metric.
Theorem 2.2 (See [10]). Let A, B ∈ E1, Aλ, Bλ be the λ-cuts of A, B, respectively, L(λ) be a level effect function, p ∈ [1,∞) and
D(A, B) =
(∫ 1
0
L(λ)[d(Aλ, Bλ)]pdλ
)1/p
. (3)
Then: (1) (E1,D) is a quasi-metric space; (2) (E1,D) is a metric space⇔ L(λ) > 0 for each λ ∈ (0, 1]; (3) For the same L(λ),
(E1,D) determined by the norm on R2 has same convergence. Here, d denotes a distance of R2, and we regard [a, b] as a point
(a, b) of R2.
Remark 2.1. In Theorem 2.2,
(1) L(λ) reflects the role level information difference play on the whole information difference in decision process;
(2) This metric model includes the current metric methods, if level effect function L(λ) ≡ 1 then: when
d([x1, y1], [x2, y2]) = max{|x2 − x1|, |y2 − y1|}, (3) is the Lp-metric in [8]; when d((x1, y1), (x2, y2)) = m([x1 ∧
y1, x1 ∨ y1]∆[x2 ∧ y2, x2 ∨ y2]), (3) is the p-mean symmetric difference metric in [11] (here,m is the Lebesgue measure,
A∆B = (A− B) ∪ (B− A)).
3. Quasi-linear fuzzy number and its density in fuzzy number space
Although fuzzy numbers possess many good theoretical properties, it is difficult to establish operable fuzzy optimization
method due to various forms and types. Therefore, the simplification and standardization of fuzzy information in some sense
is the key to solving fuzzy optimization problems, and many scholars have done some researches. For instance, to establish
the solution model for fuzzy programming, Reference [4] used level cuts to represent fuzzy numbers approximately,
and [12] proposed amembership-balanced operator for triangularization by regarding fuzzy information as awhole. Interval
numbers and triangular fuzzy numbers possess many good computational properties, but they can’t reflect the type of fuzzy
information, so they can’t realize the fuzzy optimization with high precision, the bottleneck of which is that the operable
description of fuzzy information. In order to establish general and operable fuzzy optimization model, in the following we
introduce the concept of quasi-linear fuzzy number.
Definition 3.1. Let a = a0 < a1 < · · · < an = b, c0, c1, c2, . . . , cn ∈ (−∞,+∞), if f (x) satisfies f (x) = 0 for each x < a or
x > b, and f (x) = fk(x) = ck−1+ (x− ak−1)(ck− ck−1)/(ak− ak−1) for each ak−1 ≤ x ≤ ak, k = 1, 2, . . . , n, then we say f (x)
is a quasi-linear function on [a, b]with freedom degree n, and written as f = QL((a0, c0), (a1, c1), . . . , (an, cn)) for short.
Definition 3.2. Let A ∈ E1, if A(x) is a quasi-linear function, then we say A is a quasi-linear fuzzy number. The class of all
quasi-linear fuzzy numbers is written as E1QL. In particular, if A0 = [a, b], A(c) = 1, and A(x) is a quasi-linear function with
freedom degreesm and n on [a, c] and [c, b], respectively, thenwe say A is a quasi-linear fuzzy numberwith freedom degree
m⊕ n.
Obviously, a triangle fuzzy number A = (a, b, c) can be viewed as a quasi-linear fuzzy number with freedom degree
1⊕ 1, and written as A = QL((a, 0), (b, 1), (c, 0)).
Theorem 3.1. For A ∈ E1, if A(x) is continuous, then there exists a series of quasi-linear fuzzy numbers {A(n)}∞n=1 such that
{A(n)(x)}∞n=1 uniformly converge to A(x).
Proof. Denote A0 = [a, b], then A(x) is uniformly continuous on [a, b]. For simplicity, we assume that A(c) = 1, then A(x) is
continuous and monotone non-decreasing on [a, c] and monotone non-increasing on [c, b]. For any given natural number
n, let ak = a+ k(c − a)/n, bk = c + k(b− c)/n, sk = A(ak), tk = A(bk), k = 0, 1, . . . , n, then we have
a = a0 < a1 < · · · < an = c, c = b0 < b1 < · · · < bn = b,
s0 ≤ s1 ≤ · · · ≤ sn = 1, 1 = t0 ≥ t1 ≥ · · · ≥ tn.
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Let A(n) = QL((a0, s0), (a1, s1), . . . , (an, sn), (b0, t0), (b1, t1), . . . , (bn, tn)), then it is obvious that A(n) ∈ E1QL. In the
following, we will prove that {A(n)(x)}∞n=1 uniformly converge to A(x).
In fact, by the uniform continuity of A(x) on [a, b], we know, for any given ε > 0, there exists δ > 0 such that
|A(x1)−A(x2)| < ε for |x1− x2| < δ with x1, x2 ∈ [a, b]. From the construction process of A(n)(x), we know that there exists
a natural number N such that 0 ≤ ak − ak−1 < δ, 0 ≤ bk − bk−1 < δ for all n ≥ N and k = 1, 2, . . . , n. Therefore, for any
x ∈ (−∞,+∞), we have:
(1) When x 6∈ [a, b], |A(n)(x)− A(x)| = 0 < ε;
(2) When x ∈ [a, b], there must exist natural numbers k1 or k2 such that x ∈ [ak1−1, ak1 ] or x ∈ [bk2−1, bk2 ], if we assume
x ∈ [ak−1, ak], then |A(n)(x)− A(x)| ≤ max{|A(ak1)− A(ak1−1)|, |A(bk2)− A(bk2−1)|} < ε.
From the above discussions, we know {A(n)(x)}∞n=1 uniformly converge to A(x).
From the proof process, we know Theorem 3.1 is not true when A(x) is not continuous. In many practical optimization
problems, we usually regard the fuzzy information as a whole, therefore we can consider the approach properties of quasi-
linear fuzzy numbers by metric in fuzzy numbers space. Generally speaking, we have the following conclusion.
Theorem 3.2. Let A ∈ E1, D is a fuzzy metric determined by the norm of R2 according to (3), then there must exist a series of
quasi-linear fuzzy numbers {A(n)}∞n=1 such that D(A(n), A)→ 0 (n→∞)
Proof. Denote A0 = [a, b], A(c) = 1, then A(x) is monotone non-decreasing on [a, c], and monotone non-increasing on
[c, b]. For any given natural number n, let ak = a+ k(c− a)/n, bk = c+ k(b− c)/n, s0 = 0, sk = A(ak), tn = 0, tk = A(bk),
k = 0, 1, . . . , n, then we have
a = a0 < a1 < · · · < an = c, c = b0 < b1 < · · · < bn = b,
s0 ≤ s1 ≤ · · · ≤ sn = 1, 1 = t0 ≥ t1 ≥ · · · ≥ tn.
Let A(n) = QL((a0, s0), (a1, s1), . . . , (an, sn), (b0, t0), (b1, t1), . . . , (bn, tn)), then it is obvious that A(n) ∈ E1QL.
In the following, we assume that d([x1, y1], [x2, y2]) = |x2 − x1| + |y2 − y1|, from the construction of A(n) (shown on the
following diagram) and the boundness of L(λ), we know that there exist a real numberM > 0 such that
D(A(n), A) =
(∫ 1
0
L(λ)[d(A(n)λ , Aλ)]
p
dλ
)1/p
≤ M
(∫ 1
0
[d(A(n)λ , Aλ)]pdλ
)1/p
≤ M
(
n∑
k=1
[(
c − a
n
(sk − sk−1)
)p
+
(
b− c
n
(tk−1 − tk)
)p])1/p
We will prove Dp(A(n), A)→ 0 (n→∞) from the following two aspects:
(1) When p = 1, we have
Dp(A(n), A) ≤ M ·
n∑
k=1
[
c − a
n
(sk − sk−1)+ b− cn (tk−1 − tk)
]
= M ·
[
c − a
n
n∑
k=1
(sk − sk−1)+ b− cn
n∑
k=1
(tk−1 − tk)
]
= M ·
(
c − a
n
+ b− c
n
)
= M(b− a)
n
→ 0 (n→∞).
(2) When p > 1, combining with 0 ≤ sk − sk−1 ≤ 1, 0 ≤ tk−1 − tk ≤ 1, we have
Dp(A(n), A) ≤ M
(
n∑
k=1
[(
c − a
n
)p
+
(
b− c
n
)p])1/p
= Mn−(1−p−1)[(c − a)p + (b− c)p]1/p → 0 (n→∞).
This Theorem indicates that quasi-linear fuzzy number is dense on metric (3) in fuzzy number space.
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By using the properties of fuzzy numbers and the definition of quasi-linear fuzzy number, we can directly prove the
following conclusions.
Theorem 3.3. Let A, B ∈ E1QL, k, l ∈ R, then we have kA ∈ E1QL, kA+ lB ∈ E1QL. In particular, for
A = QL((a0, s0), (a1, s1), . . . , (am, sm), (c, 1), (bn, tn), . . . , (b1, t1), (b0, t0)),
A(i) = QL(ai0, si0), (ai1, si1), . . . , (aimi , simi), (ci, 1), (aini , tini), . . . , (ai1, ti1), (ai0, ti0) ∈ EQL1, i = 1, 2,
we have,
(1) If k > 0, then kA = QL((ka0, s0), (ka1, s1), . . . , (kam, sm), (kc, 1), (kbn, tn), . . . , (kb1, t1), (kb0, t0));
(2) If k < 0, then kA = QL((kb0, t0), (kb1, t1), . . . , (kbn, tn), (kc, 1), (am, sm), . . . , (a1, s1), (a0, s0));
(3) A(1) + A(2) = QL((a(s∗0 ± 0), s∗0), (a(s∗1 ± 0), s∗1), . . . , (a(s∗m ± 0), s∗m), (c1 + c2, 1), (a(t∗n ± 0), t∗n ), . . . , (a(t∗1 ±
0), t∗1 ), (a(t
∗
0 ± 0), t∗0 )).
Here, s∗0, s
∗
1, . . . , s
∗
m denote all the different values in s10, s20, s11, s21 . . . , s1m1 , s2m2 , and satisfy 0 ≤ s∗0 < s∗1 < · · · < s∗m ≤ 1,
t∗0 , t
∗
1 , . . . , t
∗
n denote all the different values in t10, t20, t11, t21 . . . , t1n1 , t2n2 and satisfy 0 ≤ t∗0 < t∗1 < · · · < t∗n ≤ 1;ψ(η− 0)
is the left limit of ψ(λ) at η and ψ(η + 0) the right limit; when ψ(η − 0) = ψ(η + 0), (ψ(η ± 0), η) is one point (ψ(η), η),
when ψ(η − 0) 6= ψ(η + 0), (ψ(η ± 0), η) are two points (ψ(η − 0), η) and (ψ(η + 0), η); A(1)λ = [a1(λ), a¯1(λ)], A(2)λ =
[a2(λ), a¯2(λ)] denote the λ-cuts of A(1), A(2), respectively, and a(λ) = a1(λ)+ a2(λ), b(λ) = a¯1(λ)+ a¯2(λ).
Theorems3.1 and3.2 indicate that quasi-linear fuzzy numbers can approach to any fuzzy number, also possess the feature
of better description, so we may use quasi-linear fuzzy numbers as fuzzy variables of optimization problem. Theorem 3.3
indicates that the operation rules of quasi-linear fuzzy numbers can not be concretely described, and the result on non-
linear operation are not generally quasi-linear fuzzy number, therefore, the analytical method can not still realize the fuzzy
optimization operation of quasi-linear fuzzy variables. For this, we can adopt genetic algorithm to describe the process of
fuzzy optimization. Synthesizing the analysis above, we can establish the general fuzzy optimization method through the
following procedures:
(1) Use compound quantification strategy to realize the comparison of fuzzy information;
(2) Use quasi-linear fuzzy numbers to describe fuzzy information;
(3) Use genetic algorithm to realize the fuzzy optimization operation.
Considering that quasi-linear fuzzy numbers with freedom degree 3⊕ 3 can generalize the basic form of fuzzy numbers,
in the sequel, we mainly discuss the optimization with the quasi-linear fuzzy variables with freedom degree 3⊕ 3.
4. Fuzzy optimization model based on synthesizing effect
In classical optimizations, the objective function and constraints are deterministic (i. e., not fuzzy). In practice,
however, the objective function as well as the constraint conditions often have uncertainty in different forms, so solving
uncertain optimization problems is important in both theory and applications. In this paper we will consider the following
optimization problems in which both objective function and the constraints are with fuzzy uncertainty, the general form of
our mathematical model can be expressed as:{
max f (x),
s.t. ϕi(x) ∼= bi, i = 1, 2, . . . ,m, (4)
here, x = (x1, x2, . . . , xn), f and ϕ1, ϕ2, . . . , ϕm are all n-dimensional fuzzy value functions (namely, n-dimensional function
with fuzzy value),∼= denotes the equality relationship in the fuzzy sense (that is, the equality relationship under qualitative
sense), xj ∈ E1 the optimized variables or decision variables, bi ∈ E1 the given fuzzy numbers.
Because fuzzy numbers do not have a complete order like the real numbers, (4) is just a formal model, and can’t be easily
solved. Using the compound quantification strategy, it can be converted into the following model (5):{max I(f (x)),
s.t. CD(f (x)) ≤ δ0,
D(ϕi(x), bi) ≤ δi, i = 1, 2, . . . ,m.
(5)
Here, I(f (x)) and CD(f (x)) denote the centralized quantification value and dispersion of f (x), respectively, δ0 denotes the
maximum dispersion of f (x), δi the maximum relaxation degree of the ith constraint, i = 1, 2, . . . ,m, and D is the metric
on fuzzy number space E1.
Model (5) possess the basic characteristic of general programming problem, but there exists the following two
deficiencies: (1) During the quantitative transformation process of uncertain information, model (4) loses the essential
feature of fuzzy optimization; (2) It is hard to realize the operation of optimization process. Combined with the discussions
of Sections 2 and 3, we can use synthesizing effect and quasi-linear fuzzy numbers to solve the above problems, the basic
strategies are described as follows:
(1) Use quasi-linear fuzzy numbers to describe fuzzy variables;
(2) Use I(f (x)) as the principal index of f (x), CD(f (x)) and di(x) = D(ϕi(x), bi) the secondary indices of f (x), i =
1, 2, . . . ,m.
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(3) Choose the synthesizing effect function S(x, y, z1, z2, . . . , zm) satisfying the following conditions: (1) monotone
non-decreasing on x; (2) monotone non-increasing on y; (3) monotone non-increasing on zi, i = 1, 2, . . . ,m; (4)
S(x, 0, 0, . . . , 0) = x. And use
E(x) = S(I(f (x)), CD(f (x)), d1(x), d2(x), . . . , dm(x)) (6)
as the criteria evaluating the solutions.
The synthesizing effect function, by the position state of objective function and satisfaction state of fuzzy constraints, is
a comprehensive method for evaluating the quality of solutions. For the above synthesizing mode, x is a quantitative index
describing the centralized position of objective function; y is a quantitative index describing the uncertainty of objective
function, the smaller y is, the smaller the uncertainty of objective function is, y = 0 denotes the objective function is crisp;
zi is a quantitative index describing the satisfaction degree of the ith constraint, the greater zi is, the lower the satisfaction
degree of the ith constraint is, zi = 0 denotes the ith constraint is absolutely satisfied. If we regard the uncertainty of
objective function and dissatisfaction degree of constraints as some unreliability, then S(x, y, z1, z2, . . . , zm) satisfying the
above four conditions reflect the basic features of the maximization fuzzy optimization problem.
According to the above process, we can further change (4) into the following model (7):{
max E(x),
s.t. xi ∈ E1QL, i = 1, 2, . . . , n. (7)
And (7) is called the model based on quasi-linear fuzzy number and synthesizing effect.
Obviously, for any given β0, βi ∈ [0,∞), i = 1, 2, . . . ,m, S1(x, y, z1, z2, . . . , zm) = x/(1+ β0y+ β1z1 + β2z2 + · · · +
βmzm) and S2(x, y, z1, z2, . . . , zm) = x exp{−(β0y+β1z1+β2z2+· · ·+βmzm)} are all synthesizing effect functions. Here, β0
and βi are parameters reflecting uncertainty consciousness, they separately reflect the importance of the divergence degree
of f (x) and the relaxation degree of constraints in the optimization process.
In particular, when the synthesizing effect function is
S(x, y, z1, z2, . . . , zm) =
{
x 0 ≤ y ≤ δ0, 0 ≤ zi ≤ δi, i = 1, 2, · · · ,m,
0 y > δ0, zi > δi, i = 1, 2, . . . ,m.
S(I(f (x)), CD(f (x)), d1(x), d2(x), . . . , dm(x)) reflects each requirement of model (5), therefore (7) is a broad operable fuzzy
optimization solution model.
Althoughmodel (7) makes up the deficiency of (5), quasi-linear fuzzy number has not simple analytical operations rules,
and formalistic computation methods don’t exist for fuzzy metric, therefore we can’t still realize solution operation of (7)
by analytical methods. For this, we can adopt genetic algorithm to describe the process of fuzzy optimization.
5. Fuzzy genetic algorithm based on principal indices and quasi-linear fuzzy number (FOM-BPOGA)
As a random searching optimizationmethod simulating the natural evolutionary process, genetic algorithms [13] possess
the features of easy operation and strong flexibility, thus genetic algorithms are one of the most commonly used methods
in the fields of intelligent computation and optimization of complex systems. In this section, in view of quasi-linear fuzzy
number with freedom degree 3, we will focus on the structure of FOM-BPO  GA. And the basic operation strategies are
described from the following two aspects:
(1) For decision variable A = QL((a0, 0), (a1, s1), (a2, s2), (c, 1), (b0, t0), (b1, t1), (b2, 0)), we view c as the principal
index describing the size position of A, (a0, 0), (a1, s1), (a2, s2), (b0, t0), (b1, t1), (b2, 0) the secondary indices. In the
optimization process, we first consider the change of the principal index c , and then by combining the new value of c ,
we determine the new value of the secondary indices by some strategy.
(2) We take the synthesizing effect value of the compound quantification description of fuzzy information as the main
criteria of the quality of the solutions.
In the following, we will give the concrete strategies of FOM-BPOGA:
(1) Coding. Coding is the most basic component of genetic algorithm. And among the numerous methods, binary coding
and real coding are themost commonly used ones. Since quasi-linear fuzzy numbers possess the composite structure feature
of real numbers. In this paper, we use real coding to represent the principal index and the left, right secondary indices of
quasi-linear fuzzy number
(2) Crossover operation. For two given quasi-linear fuzzy numbers:
A(1) = QL((a10, 0), (a11, s11), (a12, s12), (c1, 1), (b10, t10), (b11, t11), (b12, 0))
A(2) = QL((a20, 0), (a21, s21), (a22, s22), (c2, 1), (b20, t20), (b21, t21), (b22, 0)),
the crossover operation can be described as follows: cross the principal indices c1 and c2, respectively, and take one of the
results c as the crossover result of c1 and c2, then determine the left and right secondary indices by some strategy. In this
paper, we take the following methods to determine (a0, a1, a2, b2, b1, b0) and (s1, s2, t2, t1):
(1) a0 = c − r(c1 − a10)− (1− r)(c2 − a20), a1 = c − r(c1 − a11)− (1− r)(c2 − a21),
a2 = c − r(c1 − a12)− (1− r)(c2 − a22); b2 = c + r ′(b12 − c1)+ (1− r ′)(b22 − c2),
b1 = c + r ′(b11 − c1)+ (1− r ′)(b21 − c2), b0 = c + r ′(b10 − c1)+ (1− r ′)(b20 − c2);
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(2) s1 = rs11 + (1− r)s21, s2 = rs12 + (1− r)s22; t2 = r ′t12 − (1− r ′)t22, t1 = r ′t11 − (1− r ′)t21.
Here, r and r ′ are all random numbers on [0, 1].
(3) Mutation operation. For given quasi-linear fuzzy number A = QL((a0, 0), (a1, s1), (a2, s2); (c, 1); (b0, t0), (b1, t1),
(b2, 0))with freedom degree 3, themutation operation can be described as follows:mutate the principal index c , and obtain
amutated result c ′, then determine the left and right secondary indices by some strategy. In this paper, we take the following
methods to determine (a′0, a
′
1, a
′
2, b
′
2, b
′
1, b
′
0) and (s
′
1, s
′
2, t
′
0, t
′
1):
(1) a′0 = r1a+ (1− r1)c ′, a′1 = r2a′0 + (1− r2)c ′, a′2 = r3a′1 + (1− r3)c ′,
b′0 = r ′1b+ (1− r ′1)c ′, b′1 = r ′2b′0 + (1− r ′2)c ′, b′2 = r ′3b′1 + (1− r ′3)c ′;
(2) s′1, s
′
2, t
′
0, t
′
1 are random numbers on [0, 1] satisfying s′1 < s′2, t ′0 > t ′1.
Here, [a, b] is the range of variables, ri and r ′i are random numbers on [0, 1], i = 1, 2, 3.
In practical fuzzy optimization problems, the decision maker is mainly concerned with the size of principal index which
represents the position of the fuzzy information, thus it is reasonable for us to search the optimal solution starting from the
principal index.
6. Convergence of FOM-BPOGA
We know from the discussions above that, the crossover, mutation and selection in FOM-BPOGA only depend on the
current state of population, they have nothing to do with the earlier states. Thus, the FOM-BPOGA is a Markov chain and
its convergence could be analyzed by the Markov chain theory.
Definition 6.1 (See [14]). Let X(t) = {X1(t), X2(t), . . . , XN(t)} be the tth population, Zt denotes the optimal value in
population X(t), that is Zt = max{f (Xi(t))|i = 1, 2, . . . ,N}. If limt→∞ P{Zt = f ∗} = 1, then we say the genetic sequence
{X(t)}∞t=1 converges. Here, f ∗ = max{f (X)|X ∈ S} denotes the global optimal value.
Lemma 6.1. The genetic sequence {X(t)}∞t=1 of FOM-BPOGA is a homogeneous Markov chain.
Proof. According to the operating process of FOM-BPOGA, we know that the tth population X(t) is obtained from the
(t − 1)th population X(t − 1), and it is independent of X(t − 2), X(t − 3) . . . , X(0), therefore
P{X(t) = it |X(0) = i0, X(1) = i1, . . . , X(t − 1) = it−1} = P{X(t) = it |X(t − 1) = it−1},
this implies that {X(t)}∞t=1 is a Markov chain.
Let P (n)ij (m) = P{Xm+n = j|Xm = i} denote the transition probability of state i to j after n steps inmth population. Because
the transition probability of each generation in FOM-BPOGA only depends on the crossover probability, the mutation
probability as well as the population of this generation, and it does not change with time (e.g. evolution generation), that is,
P (n)ij (m) is independent of the initial timem, so {X(t)}∞t=1 is a homogeneous Markov chain.
According to Lemma 6.1, P (n)ij (m) is independent of the initial time m, in the following, denote P
(n)
ij be the transition
probability of state i to j after n steps
Lemma 6.2. The genetic sequence {X(t)}∞t=1 of FOM-BPOGA is an ergodic Markov chain.
Proof. From Lemma 6.1, we know that the genetic sequence {X(t)}∞t=1 of FOM-BPOGA is homogeneous, mutually
attainable, so {X(t)}∞t=1 is an irreducible, positive recurrent and non-periodic Markov chain. Using the Markov chain theory,
we know that the genetic sequence {X(t)}∞t=1 is an ergodic Markov chain, and its stationary probability distribution exists,
that is there exist Pj > 0, j = 1, 2, . . . , K such that P (n)ij → Pj (n→∞) and
∑K
j=1 Pj = 1, and which is independent of the
original states.
Theorem 6.1. The genetic sequence {X(t)}∞t=1 of FOM-BPOGA using the strategy of preserving the optimal individual is
convergent to the global optimal solution.
Proof. Suppose that the state of contemporary population (for example generation t) is j, when the population evolves to
a new generation, the most superior individual of previous generation (generation t − 1) will replace the worst individual
(for instance the individual at position k) of this generation (namely, generation t). We suppose that generation t ′ before
generation t , and i be the population state of generation t ′, and a more superior new individual is produced in the evolution
process from generation t ′ to generation t . It is very obvious that P (n)ij > 0 from the ergodic of mutation by now, which is to
say it is reachable from i to j, simultaneously we also obtain that P (n)ji = 0 from the properties of preserving strategy, which
is to say that it is inaccessible from j to i In the analysis above, for i and j are arbitrary, wemay obtain that: POQL-FGA using
the strategy of preserving the optimal individual is a irreversible evolution process, and it will finally converge to the global
optimal solution.
7. Application examples
In this section, we will analyze the performance of FOM-BPOGA by two examples. All the calculations are based on
Matlab 6.5 and 2.00 GHz Pentium 4 processor and worked out under WindowsXP Professional Edition platform.
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Fig. 1. Iteration result of Case I.
Example 7.1. Consider the following linear programming
max f (x) = (2, 6, 10)x1 + (4, 8, 11)x2
s.t. (3, 5, 7)x1 + (6, 10, 12)x2 =˜ (56, 60, 63)
(1, 4, 7)x1 + (2, 4, 6.7)x2 =˜ (37, 40, 43)
x1, x2 ≥˜ 0.
(8)
For this optimization problem, if the coefficients and variables don’t have fuzziness, that is, fuzzy number (a, b, c) is regarded
as a real number b, then the optimal solutions are x1 = 8, x2 = 2 and the optimal objective value is max f (x1, x2) = 64.
From the operation properties of fuzzy number we know that there does not exist x1 and x2 making the both sides of
the constraints completely same, so the objective is to determine the value of x1 and x2, such that the value of the objective
function reaches the maximum, at the same time, the differences of both sides of the constraints reaches the minimum. If
we take x1 = 8, x2 = 2 as the approximate solution of (8), then the centralized quantification value of the corresponding
objective function is 60, the dispersion is 13 by using (1) and (2)with L(λ) = λ for each λ ∈ [0, 1], θ = 0.5 as the compound
quantification of fuzzy information. For the above method and the results, we should consider the following problems:
(1) The corresponding optimization problem doesn’t have the optimal solutions if the coefficients and variables are not
with fuzziness.
(2) Whether there exists a fuzzy solution making that the centralized quantification value is as great as possible and the
dispersion is as small as possible?
In view of the above problem (8), we separately make experiments based on (7) by using triangular fuzzy variable and
quasi-linear fuzzy variable with freedom degree 3⊕ 3. Let the size of population be 80, the number of evolution generation
be 100, crossover probability pc = 0.6, the mutation probability pm = 0.001, (1) be fuzzy metric, d([a1, a2], [b1, b2]) =
max{|b1−a1|, |b2−a2|}, I(A) = 1L∗
∫ 1
0 L(λ)M0.5(Aλ)dλ is the centralized quantification value of fuzzy information A, CD(A) =∫ 1
0 L(λ)m(Aλ)dλ is the dispersion of I(A), and the synthesizing effect operator S1(x, y, z1, z2) = x/(1+0.8y+0.6z1+0.6z2),
the level effect function L(λ) = λ.
Case I. For triangular fuzzy variable: we can get the optimal value shown on Fig. 1 after 100 times of iterations (taking
the times of iteration as x-coordinate, and the centralized quantification value of fuzzy minimum value as y-coordinate).
The optimal solutions are x1 = (7.4562, 7.9124, 8.1452), x2 = (1.7124, 1.9101, 2.0452), the synthesizing effect value is
22.6715, the centralized quantification value is 60.8732, and the dispersion is 1.3426.
Case II. For quasi-linear fuzzy variable with freedom degree 3 ⊕ 3: we can get the optimal value shown on Fig. 2 after 100
times of iterations. The optimal solutions are
x1 = QL((7.6860, 0), (7.7331, 0.6997), (7.8778, 0.7067), (7.9570, 1),
(8.0215, 0.1823), (8.1814, 0.1805), (8.0900, 0)),
x2 = QL((1.8505, 0), (1.8767, 0.7641), (1.9047, 0.7718),
(1.9503, 1), (2.0426, 0.7943), (2.0214, 0.7864), (2.2175, 0))
the synthesizing effect value is 40.4532, the centralized quantification value is 66.7252, and the dispersion is 0.4264.
In order to further analyze the performance of FOM-BPOGA, we separately make 10 times experiments for Case I and
Case II on the basis of the above parameters, the results are shown as Tables 1 and 2.
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Fig. 2. Iteration result of Case II.
Table 1
10 times computation results for Case I
– Y2 Y1 D C.G. C.T. (s)
1 61.3738 21.9192 1.1557 16 12.1410
2 61.0454 23.4791 1.0591 18 11.8120
3 60.7851 25.3271 0.9524 14 12.1720
4 60.0713 20.8581 1.2148 16 11.9530
5 60.2043 20.0617 1.3507 17 12.8590
6 62.4756 21.5433 1.2414 16 11.9420
7 59.3889 20.7963 1.2608 15 12.5930
8 60.2554 20.0851 1.2567 17 12.2190
9 61.6065 22.0223 1.1751 19 11.8130
10 61.4881 20.4279 1.2679 18 12.5630
A.V. 60.8694 21.6521 1.1935 16.6 12.2067
Table 2
10 times computation results for Case II
– Y2 Y1 D C.G. C.T. (s)
1 66.3561 41.4725 0.3766 19 12.8130
2 66.2168 39.8896 0.4129 17 12.8120
3 67.9556 40.4497 0.4254 16 12.0940
4 66.9701 40.1018 0.4255 16 13.5780
5 68.9205 40.7813 0.4314 15 14.5310
6 67.0689 41.9181 0.3695 17 13.3440
7 68.6377 40.3751 0.4391 20 13.5940
8 66.4194 41.2542 0.3815 15 12.5780
9 67.8614 40.3936 0.4314 16 13.4380
10 67.2882 40.7807 0.4038 18 13.3280
A.V. 67.3695 40.7417 0.4097 16.9 13.2110
In Tables 1 and 2, Y1 denotes the synthesizing effect value of the objective function, Y2 denotes centralized quantification
value, D denotes the dispersion, C.G. denotes the convergence generation, C.T. denotes the computation time (unit: second),
and A.V. denotes the average value.
From the results above we see that: (1) FOM-BPOGA has better convergence stability whether taking triangular fuzzy
numbers or quasi-linear fuzzy numbers as fuzzy variables; (2) Although there is not great differences in convergence
generation and convergence time for case I and case II, the precision of case II is higher than that of case I which shows that
quasi-linear fuzzy numbers are better than triangular fuzzy numbers in describing fuzzy variables; (3) The computational
results of FOM-BPOGA are related to the fuzzy metric, which shows that our method can effectively merge decision
preference into the solution process; (4) FOM-BPOGA has good structure and interpretability, which shows our algorithm
has strong operability.
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Fig. 3. Iteration results for Example 7.2.
Table 3
Computation results of Test I
(β0, β1, β2) Y2 Y1 D C.G. C.T. (s)
(0.8, 0.1, 0.1) −1.0063 −0.7741 0.3128 12 13.3910
(0.8, 1, 1) −1.0638 −0.7286 0.3210 15 14.1400
(2, 0.1, 0.1) −1.0168 −0.5981 0.3302 20 14.7040
(2, 1, 0.5) −1.0045 −0.5429 0.4013 16 15.0940
Example 7.2. Consider the following non-linear programming with equality constraints.
max f (x) = −[x1 − (1.7, 2, 2.5)]2 − [x2 − (0.6, 1, 1.4)]2
s.t. x1 + x2 − (1.6, 2, 2.3) =˜ (−0.3, 0, 0.4)
x21 − x2 =˜ (−0.4, 0, 0.3)
x1, x2 ≥˜ 0.
(9)
For this optimization problem, if the coefficients and variables are all real numbers, then the optimal solutions are x1 = 1,
x2 = 1 and max f (x1, x2) = −1.
For the programming problem (9) with quasi-linear fuzzy variables with freedom degree 3⊕3. Let the size of population
be 80, the crossover probability pc = 0.6, the mutation probability pm = 0.001, the number of evolution generation be
100, I(A) = 1L∗
∫ 1
0 L(λ)M0.5(Aλ)dλ the centralized quantification value of fuzzy information A, CD(A) =
∫ 1
0 L(λ)m(Aλ)dλ the
dispersion, and the synthesizing effect operator S1(x, y, z1, z2) = x/(1 + 0.8y + 0.6z1 + 0.6z2), the level effect function
L(λ) = λ. By using FOM-BPOGA with real coding, we can get the optimal value shown on Fig. 3 after 100 times of
iterations (taking the times of iteration as x-coordinate, and the centralized quantification value of fuzzy minimum value as
y-coordinate). The optimal solutions are
x1 = QL((0.8874, 0), (0.9376, 0.5799), (0.9522, 0.5857),
(0.9937, 1), (1.0280, 0.7412), (1.1678, 0.7339), (1.1836, 0)),
x2 = QL((0.8791, 0), (0.8812, 0.7677), (0.9079, 0.7753),
(0.9854, 1), (1.0304, 0.8137), (1.0566, 0.8056), (1.1323, 0))
the synthesizing effect value is −0.7327, the centralized quantification value of f (x1, x2) is −0.9892, and the dispersion of
f (x1, x2) is 0.3041.
In order to further analyze the performance of FOM-BPOGA, we take different synthesizing effect functions and level
effect functions and do the following tests for Example 2:
Test I: For L(λ) = λ and S1(x, y, z1, z2) = x/(1+ β0y+ β1z1 + β2z2), and (β0, β1, β2) takes (0.8, 0.1, 0.1), (0.8, 1, 1), (2, 0.1,
0.1), (2, 1, 0.5), respectively, the computation results are stated in Table 3.
Test II: ForS1(x, y, z1, z2) = x/(1+ 0.8y+ 0.6z1 + 0.6z2), and L(λ) be λ, λ2, λ0.5, respectively, the computation results are
stated in Table 4.
Test III: For S1(x, y, z1, z2) = x/(1+ 0.8y+ 0.6z1+ 0.6z2) and L(λ) = 1, the results of 10 experiments are stated in Table 5.
In Tables 3–5, Y1 denotes the synthesizing effect value of the objective function, Y2 denotes the centralized quantification
value, D. denotes the dispersion, C.G. denotes the convergence generation, C.T. denotes the computation time (unit: second),
and A.V. denotes the average value.
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Table 4
Computation results of Test II
L(λ) Y2 Y1 D C.G. C.T. (s)
λ0.5 −1.1052 −0.8186 0.3186 20 13.7820
λ −0.9882 −0.7322 0.3036 19 15.4850
λ2 −0.9712 −0.7194 0.3028 15 12.3910
Table 5
Computation results of Test III
– Y2 Y1 D C.G. C.T. (s)
1 −0.9997 −0.7405 0.3016 15 14.1410
2 −0.9976 −0.7389 0.3013 16 13.9060
3 −1.0018 −0.7366 0.3115 21 14.0310
4 −0.8943 −0.6527 0.3217 18 14.2510
5 −1.0055 −0.7421 0.3111 19 14.9220
6 −0.9491 −0.7031 0.3019 20 14.6720
7 −0.9054 −0.6706 0.3112 21 14.9530
8 −0.8998 −0.6675 0.3018 18 15.8120
9 −0.8911 −0.6617 0.3218 19 16.6410
10 −1.0005 −0.7412 0.3314 19 15.5470
A.V. −0.9545 −0.7055 0.3115 18.6 14.8876
From the results abovewe see that: (1) The computational results are related to the level effect function and synthesizing
effect operator, which shows FOM-BPOGA can effectively merge decision preferences into decision process; (2) Despite
of the variations of parameters, the convergence time is within 15 s, and the convergence generation is about 20, which
shows the algorithm have higher computational efficiency and better convergence performance; (3) FOM-BPOGA has
better structure and interpretability, which shows that FOM-BPOGA has strong operability.
8. Conclusion
In the paper, based on the analysis of the essential characteristic of fuzzy optimization, for the deficiencies of the existing
methods, we propose a description method with better theory foundation and operability for fuzzy information, establish a
fuzzy optimization model based on synthesizing effect, and then give the solution method for fuzzy optimization problem
by combining with genetic algorithm. The main contributions are as follows:
(1) We propose the concept of quasi-linear fuzzy numbers, and discuss its approximation properties and the feature on
arithmetic operations. This work strongly solves the description problem of fuzzy information in the process of optimization
and lays a foundation for general fuzzy optimization.
(2) The compound quantification strategies help solving the comparison of fuzzy information, the synthesizing effect
function can effectively merge various uncertainties with different form, and the method of distinguishing principal index
and secondary indices and evolutionary theory help solving the optimization operation. Based on these discussions, we
propose a new fuzzy genetic algorithm based on principal index operation and quasi-linear fuzzy numbers (FOM-BPOGA).
(3) We consider the convergence of FOM-BPOGA by using Markov chain theory, and prove that FOM-BPOGA can
converge to the global optimal solutions in probability under the strategy of preserving the optimal individual.
(4) We further analyze the performance of FOM-BPOGA through two examples, and all the results indicate that
FOM-BPOGA can effectively merge decision preferences into optimization process, also FOM-BPOGA possess many
interesting advantages such as strong robust, faster convergence, less iterations and less chance trapping into the premature
states. So it can be widely used in many fuzzy optimization fields such as manufacturing and management, artificial
intelligence, and optimization control, etc.
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