Abstract Hierarchical multi-label classification (HMC) is a variant of classification where instances may belong to multiple classes at the same time and these classes are organized in a hierarchy. This article presents several approaches to the induction of decision trees for HMC, as well as an empirical study of their use in functional genomics. We compare learning a single HMC tree (which makes predictions for all classes together) to two approaches that learn a set of regular classification trees (one for each class). The first approach defines an independent single-label classification task for each class (SC). Obviously, the hierarchy introduces dependencies between the classes. While they are ignored by the first approach, they are exploited by the second approach, named hierarchical single-label classification (HSC). Depending on the application at hand, the hierarchy of classes can be such that each class has at most one parent (tree structure) or such that classes may have multiple parents (DAG structure). The latter case has not been considered before and we show how the HMC and HSC approaches can be modified to support this setting. We compare the three approaches on 24 yeast data sets using as classification schemes MIPS's FunCat (tree structure) and the Gene Ontology (DAG structure). We show that HMC trees outperform HSC and SC trees along three dimensions: predictive accuracy, model size, and induction Editor: Johannes Fürnkranz. Learn (2008) 73: 185-214 time. We conclude that HMC trees should definitely be considered in HMC tasks where interpretable models are desired.
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Introduction
Classification refers to the task of learning from a set of classified instances a model that can predict the class of previously unseen instances. Hierarchical multi-label classification (HMC) differs from normal classification in two ways: (1) a single example may belong to multiple classes simultaneously; and (2) the classes are organized in a hierarchy: an example that belongs to some class automatically belongs to all its superclasses (we call this the hierarchy constraint).
Examples of this kind of problems are found in several domains, including text classification (Rousu et al. 2006) , functional genomics (Barutcuoglu et al. 2006) , and object recognition (Stenger et al. 2007 ). In functional genomics, which is the application on which we focus, an important problem is predicting the functions of genes. Biologists have a set of possible functions that genes may have, and these functions are organized in a hierarchy (see Fig. 1 for an example). It is known that a single gene may have multiple functions. In order to understand the interactions between different genes, it is important to obtain an interpretable model.
Several methods can be distinguished that handle HMC tasks. A first approach transforms an HMC task into a separate binary classification task for each class in the hierarchy and applies an existing classification algorithm. We refer to it as the SC (single-label classification) approach. This technique has several disadvantages. First, it is inefficient, because the learner has to be run |C| times, with |C| the number of classes, which can be hundreds or thousands in some applications. Second, it often results in learning from strongly skewed class distributions: in typical HMC applications classes at lower levels of the hierarchy often have very small frequencies, while (because of the hierarchy constraint) the frequency of classes at higher levels tends to be very high. Many learners have problems with strongly skewed class distributions (Weiss and Provost 2003) . Third, from the knowledge discovery point of view, the learned models identify features relevant for one class, rather than identifying features with high overall relevance. Finally, the hierarchy constraint is not taken into account, i.e. it is not automatically imposed that an instance belonging to a class should belong to all its superclasses.
A second approach is to adapt the SC method, so that this last issue is dealt with. Some authors have proposed to hierarchically combine the class-wise models in the prediction (Mewes et al. 1999) 1 METABOLISM 1.1 amino acid metabolism 1.1.3 assimilation of ammonia, metabolism of the glutamate group 1.1.3.1 metabolism of glutamine 1.1.3.1.1 biosynthesis of glutamine 1.1.3.1.2 degradation of glutamine ... 1.2 nitrogen, sulfur, and selenium metabolism ... 2 ENERGY 2.1 glycolysis and gluconeogenesis ... stage, so that a classifier constructed for a class c can only predict positive if the classifier for the parent class of c has predicted positive (Barutcuoglu et al. 2006; Cesa-Bianchi et al. 2006 ). In addition, one can also take the hierarchy constraint into account during training by restricting the training set for the classifier for class c to those instances belonging to the parent class of c (Cesa-Bianchi et al. 2006 ). This approach is called the HSC (hierarchical single-label classification) approach throughout the text.
A third approach is to develop learners that learn a single multi-label model that predicts all the classes of an example at once (Clare 2003; Blockeel et al. 2006) . Next to taking the hierarchy constraint into account, this approach is also able to identify features that are relevant to all classes. We call this the HMC approach.
Given our target application of functional genomics, we focus on decision tree methods, because of their interpretability. In Blockeel et al. (2006) , we presented an empirical study on the use of decision trees for HMC tasks. We presented an HMC decision tree learner, and showed that it can outperform the SC approach on all fronts: predictive performance, model size, and induction time.
In this article, we further investigate the suitability of decision trees for HMC tasks, by extending the analysis along several dimensions. The most important contributions of this work are the following:
-We consider three decision tree approaches towards HMC tasks: (1) learning a separate binary decision tree for each class label (SC), (2) learning and applying such single-label decision trees in a hierarchical way (HSC), and (3) learning one tree that predicts all classes at once (HMC). The HSC approach has not been considered before in the context of decision trees. -We consider more complex class hierarchies. In particular, the hierarchies are no longer constrained to trees, but can be directed acyclic graphs (DAGs). To our knowledge, this setting has not been thoroughly studied before. We show how the decision tree approaches can be modified to support class hierarchies with a DAG structure. -The approaches are compared by performing an extensive experimental evaluation on 24 data sets from yeast functional genomics, using as classification schemes MIPS's FunCat (Mewes et al. 1999 ) (tree structure) and the Gene Ontology (Ashburner et al. 2000) (DAG structure). The latter results in datasets with (on average) 4000 class labels, which underlines the scalability of the approaches to large class hierarchies. -When dealing with the highly skewed class distributions that are characteristic for the HMC setting, precision-recall curves are the most suitable evaluation tool (Davis and Goadrich 2006) . We propose several ways to perform a precision-recall based analysis in domains with multiple (hierarchically organized) class labels and discuss the difference in their behavior.
The text is organized as follows. We start by discussing previous work in Sect. 2. Section 3 presents the three decision tree methods for HMC in detail. In Sect. 4, we extend the algorithms towards DAG structured class hierarchies. In Sect. 5, we propose the precisionrecall based performance measures, used for the empirical study described in Sect. 6. Finally, we conclude in Sect. 7.
Related work
Much work in hierarchical multi-label classification (HMC) has been motivated by text classification. Rousu et al. (2006) present the state of the art in this domain, which consists mostly of Bayesian and kernel-based classifiers. Koller and Sahami (1997) consider a hierarchical text classification problem setting where each text document belongs to exactly one class at the bottom level of a topic hierarchy. For each topic in an internal node of the hierarchy, a Bayesian classifier is learned that distinguishes between the possible subtopics, using only those training instances that belong to the parent topic. Test documents are then classified by filtering them through the hierarchy, predicting one topic at each level, until the documents reach the bottom level, thereby ensuring the hierarchy constraint. Errors made at higher levels of the hierarchy are unrecoverable at the lower levels. The procedure is similar to the HSC approach. Nevertheless, as only one path in the hierarchy is predicted, the method is not strictly multi-label. Another difference with HSC is that the node classifiers are not binary.
In the work of Cesa-Bianchi et al. (2006) , every data instance is labeled with a set of class labels, which may belong to more than one path in the hierarchy. Instances can also be tagged with labels belonging to a path that does not end on a leaf. At each node of the (tree-shaped) taxonomy a binary linear threshold classifier is built, using as training instances only those instances belonging to the node's parent class. This is thus an HSC method. The parameters of the classifier are trained incrementally: at each timestamp, an example is presented to the current set of classifiers, the predicted labels are compared to the real labels, and the classifiers' parameters are updated. In that process, a classifier can only predict positive if its parent classifier has predicted positive, ensuring that the hierarchy constraint is satisfied. Barutcuoglu et al. (2006) recently presented a two-step approach where support vector machines (SVMs) are learned for each class separately, and then combined using a Bayesian network model so that the predictions are consistent with the hierarchy constraint. Rousu et al. (2006) presented a more direct approach that does not require a second step to make sure that the hierarchy constraint is satisfied. Their approach is based on a large margin method for structured output prediction (Taskar et al. 2003; Tsochantaridis et al. 2005) . Such work defines a joint feature map Ψ (x, y) over the input space X and the output space Y . In the context of HMC, the output space Y is the set of all possible subtrees of the class hierarchy. Next, it applies SVM based techniques to learn the weights w of the discriminant function F (x, y) = w, Ψ (x, y) , with ·, · the dot product. The discriminant function is then used to classify a (new) instance x as argmax y∈Y F (x, y). There are two main challenges that must be tackled when applying this approach to a structured output prediction problem: (a) defining Ψ , and (b) finding an efficient way to compute the argmax function (the range of this function is Y , which is of size exponential in the number of classes). Rousu et al. (2006) describe a suitable Ψ and propose an efficient method based on dynamic programming to compute the argmax.
From the point of view of knowledge discovery, it is sometimes useful to obtain more interpretable models, such as decision trees, which is the kind of approach we study here. Clare and King (2001) presented a decision tree method for multi-label classification in the context of functional genomics. In their approach, a tree predicts not a single class but a vector of Boolean class variables. They propose a simple adaptation of C4.5 to learn such trees: where C4.5 normally uses class entropy for choosing the best split, their version uses the sum of entropies of the class variables. Clare (2003) extended the method to predict classes on several levels of the hierarchy, assigning a larger cost to misclassifications higher up in the hierarchy, and presented an evaluation on the twelve data sets that we also use here. Blockeel et al. (2006) proposed the idea of using predictive clustering trees (Blockeel et al. 1998; Blockeel et al. 2002) for HMC tasks. As mentioned in the introduction, this work (Blockeel et al. 2006 ) presents the first thorough empirical comparison between an HMC and SC decision tree method in the context of tree shaped class hierarchies. Geurts et al. (2006) recently presented a decision tree based approach related to predictive clustering trees. They start from a different definition of variance and then kernelize this variance function. The result is a decision tree induction system that can be applied to structured output prediction using a method similar to the large margin methods mentioned above (Tsochantaridis et al. 2005; Taskar et al. 2003) . Therefore, this system could also be used for HMC after defining a suitable kernel. To this end, an approach similar to that of Rousu et al. (2006) could be used.
Decision tree approaches for HMC
We start this section by defining the HMC task more formally (Sect. 3.1). Next, we present the framework of predictive clustering trees (Sect. 3.2), which will be used to instantiate three decision tree algorithms for HMC tasks: an HMC algorithm (Sect. 3.3), an SC algorithm (Sect. 3.4), and an HSC algorithm (Sect. 3.5). Section 3.6 compares the three algorithms at a conceptual level. In this section, we assume that the class hierarchy has a tree structure. Section 4 will discuss extensions towards hierarchies structured as a DAG.
Formal task description
We define the task of hierarchical multi-label classification as follows:
Given:
-an instance space X, -a class hierarchy (C, ≤ h ), where C is a set of classes and ≤ h is a partial order (structured as a rooted tree for now) representing the superclass relationship (for all c 1 , c 2 ∈ C: c 1 ≤ h c 2 if and only if c 1 is a superclass of c 2 ), -a set T of examples (x i , S i ) with x i ∈ X and S i ⊆ C such that c ∈ S i ⇒ ∀c ≤ h c : c ∈ S i , and -a quality criterion q (which typically rewards models with high predictive accuracy and low complexity).
Find: a function f : X → 2 C (where 2 C is the power set of C) such that f maximizes q and c ∈ f (x) ⇒ ∀c ≤ h c : c ∈ f (x). We call this last condition the hierarchy constraint.
In this article, the function f is represented with decision trees.
Predictive clustering trees
The decision tree methods that we present in the next sections are set in the predictive clustering tree (PCT) framework (Blockeel et al. 1998) . This framework views a decision tree as a hierarchy of clusters: the top-node corresponds to one cluster containing all data, which is recursively partitioned into smaller clusters while moving down the tree. PCTs are constructed so that each split maximally reduces intra-cluster variance. They can be applied to both clustering and prediction tasks, and have clustering trees and (multi-objective) classification and regression trees as special cases. PCTs (Blockeel et al. 1998) can be constructed with a standard "top-down induction of decision trees" (TDIDT) algorithm, similar to CART (Breiman et al. 1984) or C4.5 (Quinlan 1993 
by the reduction in variance (which is to be defined further) they induce on the instances (Line 4 of BestTest). Maximizing variance reduction maximizes cluster homogeneity and improves predictive performance. If no acceptable test can be found, that is, if no test significantly reduces variance, then the algorithm creates a leaf and labels it with a representative case, or prototype, of the given instances.
The above description is not very different from that of standard decision tree learners. The main difference is that PCTs treat the variance and prototype functions as parameters, and these parameters are instantiated based on the learning task at hand. To construct a regression tree, for example, the variance function returns the variance of the given instances' target values, and the prototype is the average of their target values. By appropriately defining the variance and prototype functions, PCTs have been used for clustering (Blockeel et al. 1998; Struyf and Džeroski 2007) , multi-objective classification and regression (Blockeel et al. 1998 (Blockeel et al. , 1999 Struyf and Džeroski 2006; Demšar et al. 2006) , and time series data analysis . Section 3.3 shows how PCTs can, in a similar way, be applied to hierarchical multi-label classification.
The PCT framework is implemented in the Inductive Logic Programming system TILDE (Blockeel et al. 1998 ) and in the CLUS system. We will use the CLUS implementation. More information about CLUS can be found at http://www.cs.kuleuven.be/~dtai/clus.
Clus-HMC: an HMC decision tree learner
To apply PCTs to the task of hierarchical multi-label classification, the variance and prototype parameters are instantiated as follows (Blockeel et al. 2002 (Blockeel et al. , 2006 . First, the example labels are represented as vectors with Boolean components; the i'th component of the vector is 1 if the example belongs to class c i and 0 otherwise. It is easily checked that the arithmetic mean of a set of such vectors contains as i'th component the proportion of examples of the set belonging to class c i . We define the variance of a set of examples as the average squared distance between each example's label v i and the set's mean label v, i.e.,
In the HMC context, it makes sense to consider similarity on higher levels of the hierarchy more important than similarity on lower levels. To that aim, we use a weighted Euclidean distance , with 0 < w 0 < 1). Consider for example the class hierarchy shown in Fig. 2 , and two examples (x 1 , S 1 ) and (x 2 , S 2 ) with S 1 = {1, 2, 2.2} and S 2 = {2}. Using a vector representation with consecutive components representing membership of class 1, 2, 2.1, 2.2 and 3, in that order,
The heuristic for choosing the best test for a node of the tree is then maximization of the variance reduction as discussed in Sect. 3.2, with the above definition of variance. Note that this essentially corresponds to converting the example labels to 0/1 vectors and then using the same variance definition as is used when applying PCTs to multi-objective regression (Blockeel et al. 1998 (Blockeel et al. , 1999 , but with appropriate weights. In the single-label case, this heuristic is in turn identical to the heuristic used in regression tree learners such as CART (Breiman et al. 1984) , and equivalent to the Gini index used by CART in classification tree mode.
A classification tree stores in a leaf the majority class for that leaf; this class will be the tree's prediction for examples arriving in the leaf. But in our case, since an example may have multiple classes, the notion of "majority class" does not apply in a straightforward manner. Instead, the meanv of the vectors of the examples in that leaf is stored; in other words, the prototype function returnsv. Figure 3a shows a simple HMC tree for the hierarchy of Fig. 2 .
Recall thatv i is the proportion of examples in the leaf belonging to class c i , which can be interpreted as the probability that an example arriving in the leaf has class c i . Ifv i is above some threshold t i , the example is predicted to belong to class c i . To ensure that the predictions fulfill the hierarchy constraint (whenever a class is predicted its superclasses are also predicted), it suffices to choose t i ≤ t j whenever c i ≤ h c j .
Exactly how the thresholds should be chosen is a question that we do not address here. Depending on the context, a user may want to set the thresholds such that the resulting classifier has maximal predictive accuracy, high precision at the cost of lower recall or vice versa, maximal F1-score (which reflects a particular trade-off between precision and recall), minimal expected misclassification cost (where different types of mistakes may be assigned different costs), maximal interpretability or plausibility of the resulting model, etc. Instead of committing to a particular rule for choosing the threshold, we will study the performance of the predictive models using threshold-independent measures. More precisely, we will use precision-recall curves (as will be clear in Sect. 5). 
(2.1|2) and T (2.2|2); trees T (1), T (2), and T (3) are identical to those of SC. Note that the leaves of T (2.1|2) and T (2.2|2) predict conditional probabilities
Finally, the function Acceptable in Table 1 verifies for a given test that the number of instances in each subset of the corresponding partition P is at least mincases (a parameter) and that the variance reduction is significant according to a statistical F -test. We call the resulting algorithm CLUS-HMC.
Clus-SC: learning a separate tree for each class
The second approach that we consider builds a separate tree for each class in the hierarchy (Fig. 3b) . Each of these trees is a single-label binary classification tree. Assume that the tree learner takes as input a set of examples labeled positive or negative. To construct the tree for class c with such a learner, we label the class c examples positive and all the other examples negative. The resulting tree predicts the probability that a new instance belongs to c. We refer to this method as single-label classification (SC).
In order to classify a new instance, SC thresholds the predictions of the different singlelabel trees, similar to CLUS-HMC. Note, however, that this does not guarantee that the hierarchy constraint holds, even if the thresholds are chosen such that t i ≤ t j whenever c i ≤ h c j . Indeed, the structure of the SC trees can be different from that of their parent class's SC tree, 1 and therefore, the tree built for, e.g., class 2.1 may very well predict a higher probability than the tree built for class 2 for a given instance. In practice, post-processing techniques can be applied to ensure that a class probability does not exceed its parent class probability. This problem does not occur with CLUS-HMC; CLUS-HMC always predicts smaller probabilities for specific classes than for more general classes.
The class-wise trees can be constructed with any classification tree induction algorithm. Note that CLUS-HMC reduces to a single-label binary classification tree learner when applied to such data; its class vector then reduces to a single component and its heuristic reduces to CART's Gini index (Breiman et al. 1984) , as pointed out in Sect. 3.3. We can therefore use the same induction algorithm (CLUS-HMC) for both the HMC and SC approaches. This makes the results easier to interpret. It has been confirmed (Blockeel et al. 2006 ) that on binary classification tasks, CLUS-HMC performs comparably to state of the art decision tree learners. We call the SC approach with CLUS-HMC as decision tree learner CLUS-SC.
3.5 Clus-HSC: learning a separate tree for each hierarchy edge Building a separate decision tree for each class has several disadvantages, such as the possibility of violating the hierarchy constraint. In order to deal with this issue, the CLUS-SC algorithm can be adapted as follows (Fig. 3c) .
For a non-top-level class c, it holds that an instance can only belong to c if it belongs to c's parent par(c). An alternative approach to learning a tree that directly predicts c, is therefore to learn a tree that predicts c given that the instance belongs to par(c). Learning such a tree requires fewer training instances: only the instances belonging to par(c) are relevant. The subset of these instances that also belong to c become the positive instances and the other instances (those belonging to par(c) but not to c) the negative instances. The resulting tree predicts the conditional probability P (c|par(c)). W.r.t. the top-level classes, the approach is identical to CLUS-SC, i.e., all training instances are used.
To make predictions for a new instance, we use the product rule P (c) = P (c|par(c)) · P (par(c)) (for non-top-level classes). This rule applies the trees recursively, starting from the tree for a top-level class. For example, to compute the probability that the instance belongs to class 2.2, we first use the tree for class 2 to predict P (2) and next the tree for class 2.2 to predict P (2.2|2). The resulting probability is then P (2.2) = P (2.2|2) · P (2). Again, these probabilities are thresholded to obtain the predicted set of classes. As with CLUS-HMC, to ensure that this set fulfills the hierarchy constraint, it suffices to choose a threshold t i ≤ t j whenever c i ≤ h c j . We call the resulting algorithm CLUS-HSC (hierarchical singlelabel classification).
Comparison
To conclude this section, we compare the three proposed approaches (HMC, SC, and HSC) at a conceptual level, according to the properties mentioned in the introduction: the efficiency of learning the models, how skewed class distributions are dealt with, whether the hierarchy constraint is obeyed, and whether global or local features are identified. Other comparison measures, such as predictive performance and model size, will be investigated in depth in the experiments section. Table 2 gives an overview.
Concerning efficiency, Blockeel et al. (2006) have shown that CLUS-HMC is more efficient than CLUS-SC. The CLUS-HSC algorithm is expected to be more efficient than CLUS-SC, since smaller training sets are used for constructing the trees. Experimental evaluation will have to demonstrate how CLUS-HMC and CLUS-HSC relate.
As mentioned in the introduction, CLUS-SC has to deal with highly skewed class distributions for many of the trees it builds. CLUS-HSC reduces the training data for each class by discarding negative examples that do not belong to the parent class. In most cases, this yields a more balanced class distribution, although there is a small probability that the distribution becomes even more skewed. 2 On average we expect CLUS-HSC to suffer less from imbalanced class distributions than CLUS-SC. For CLUS-HMC, which learns all classes at once, it is difficult to estimate the effect of individual imbalanced class distributions.
As explained before, both CLUS-HMC and CLUS-HSC obey the hierarchy constraint if appropriate threshold values are chosen for each class (e.g., if all thresholds are the same), while CLUS-SC does not.
Finally, whereas the models found by CLUS-HSC and CLUS-SC will contain features relevant for predicting one particular class, CLUS-HMC will identify features with high overall relevance.
Hierarchies structured as DAGs
Until now, we have assumed that the class hierarchy is structured as a rooted tree. In this section, we discuss the issues that arise when dealing with more general hierarchies that are structured as directed acyclic graphs (DAGs). Such a class structure occurs when a given class can have more than one parent class in the hierarchy. An example of such a hierarchy is the Gene Ontology (Ashburner et al. 2000) , a biological classification hierarchy for genes. In general, a classification scheme structured as a DAG can have two interpretations: if an instance belongs to a class c, then it either belongs also to all superclasses of c, or it belongs also to at least one superclass of c. We focus on the first case, which corresponds to the "multiple inheritance" interpretation, where a given class inherits the properties (classes) of all its parents. This interpretation is correct for the Gene Ontology.
In the following sections, we discuss the issues that arise when dealing with a DAG type class hierarchy, and discuss the modifications that are required to the algorithms discussed in the previous section to be able to deal with such hierarchies. Obviously, CLUS-SC requires no changes because this method ignores the hierarchical structure of the classes.
Adaptations to Clus-HMC
CLUS-HMC computes the variance based on the weighted Euclidean distance between class vectors, where a class c's weight w(c) depends on the depth of c in the class hierarchy (e.g., 2 Suppose we have 200 examples, of which 100 belong to class 1 and 20 to class 1.1; then when learning class 1.1 from the whole set, 10% of the training examples are positive, while when learning from examples of class 1 only, 20% are positive. So, the problem becomes better balanced. If, on the other hand, among the 100 class 1 examples, 90 belong to 1.1, then the original distribution has 90/200 = 45% positives, whereas when learning from class 1 examples only we have 90% positives: a more skewed dataset. Generally, the problem will become more balanced for classes c where ). When the classes are structured as a DAG, however, the depth of a class is no longer unique: a class may have several depths, depending on the path followed from a top-level class to the given class (see for instance class c 6 in Fig. 4a) . As a result, the class weights are no longer properly defined. We therefore propose the following approach. Observe that w(c) = w depth(c) 0 can be rewritten as the recurrence relation w(c) = w 0 · w(par(c)), with par(c) the parent class of c, and the weights of the top-level classes equal to w 0 . This recurrence relation naturally generalizes to hierarchies where classes may have multiple parents by replacing w(par(c)) by an aggregation function computed over the weights of c's parents. Depending on the aggregation function used (sum, min, max, average), we obtain the following approaches:
-w(c) = w 0 j w(par j (c)) is equivalent to flattening the DAG into a tree (by copying the subtrees that have multiple parents) and then using w(c) = w depth(c) 0
. The more paths in the DAG lead to a class, the more important this class is considered by this method. A drawback is that there is no guarantee that w(c) < w(par j (c)). For example, in Fig. 4a , the weight of class c 6 is larger than the weights of both its parents.
-w(c) = w 0 · min j w(par j (c)) has the advantage that it guarantees ∀c, j : w(c) < w(par j (c)). A drawback is that it assigns a small weight to a class that has multiple parents and that appears both close to the top-level and deep in the hierarchy. We compare the above weighting schemes in the experimental evaluation. Note that all the weighting schemes become equivalent for tree shaped hierarchies. The trees constructed by CLUS-HSC. Assume that these trees predict, for a given test instance, the conditional probabilities indicated below each tree. CLUS-HSC then predicts the probability of a given class c with the combining rule P (c) = min j P (c|par j (c)) · P (par j (c)) (indicated below each class)
Adaptations to Clus-HSC
Recall that CLUS-HSC builds models that predict P (c|par(c) ). This approach can be trivially extended to DAG structured hierarchies by creating one model for each combination of a parent class with one of its children (or equivalently, one model for each hierarchy edge) predicting P (c|par j (c)) (Fig. 4b) . To make a prediction, the product rule P (c) = P (c|par j (c)) · P (par j (c)) can be applied for each parent class par j (c), and will yield a valid estimate of P (c) based on that parent. In order to obtain an estimate of P (c) based on all parent classes, we aggregate over the parent-wise estimates.
Recall that CLUS-HSC fulfills the hierarchy constraint in the context of tree structured class hierarchies. We want to preserve this property in the case of DAGs. To that aim, we use as aggregate function the minimum of the parent-wise estimates, i.e., P (c) = min j P (c|par j (c)) · P (par j (c)). CLUS-HSC applies this rule in a top-down fashion (starting with the top-level classes) to compute predicted probabilities for all classes in the hierarchy. Figure 4b illustrates this process.
Instead of building one tree for each hierarchy edge, one could consider building a tree for each hierarchy node and using as training set for such a tree the instances labeled with all parent classes. This would yield trees predicting P (c| par j (c)). While this approach builds fewer trees, it has two important disadvantages. First, the number of training instances per tree can become very small (only the instances that belong to all parent classes are used). Second, the predicted class probabilities are now given by the rule P (c) = P (c| par j (c)) · P ( par j (c)), and it is unclear how the last term of this rule can be estimated for a test example. CLUS-HSC therefore relies on the approach outlined above with one model per hierarchy edge.
Predictive performance measures
After having proposed three decision tree methods for HMC tasks with DAG structured class hierarchies, our next step is to compare their predictive performance, model size, and induction times. Before proceeding, we discuss how to evaluate the predictive performance of the classifiers.
Hierarchical loss
Cesa-Bianchi et al. (2006) have defined a hierarchical loss function that considers mistakes made at higher levels in the class hierarchy more important than mistakes made at lower levels. The hierarchical loss function for an instance x k is defined as follows:
where i iterates over all class labels, v represents the predicted class vector, and y the real class vector. In the work of Cesa-Bianchi et al., the class hierarchy is structured as a tree, and thus, it penalizes the first mistake along the path from the root to a node. In the case of a DAG, the loss function can be generalized in two different ways. One can penalize a mistake if all ancestor nodes are predicted correctly (in this case, the above definition carries over), or one can penalize a mistake if there exists a correctly predicted path from the root to the node.
In the rest of the article, we do not consider this evaluation function, since it requires thresholded predictions, and we are interested in evaluating our methods regardless of any threshold.
Precision-recall based evaluation
As argued before, we wish to evaluate our predictive models independently from the threshold, as different contexts may require different threshold settings. Generally, in the binary case, two types of evaluation are suitable for this: ROC analysis and analysis of precisionrecall curves (PR curves). While ROC analysis is probably better known in the machine learning community, in our case PR analysis is more suitable. We will explain why this is so in a moment, first we define PR curves.
Precision and recall are traditionally defined for a binary classification task with positive and negative classes. Precision is the proportion of positive predictions that are correct, and recall is the proportion of positive examples that are correctly predicted positive. That is, A precision-recall curve (PR curve) plots the precision of a model as a function of its recall. Assume the model predicts the probability that a new instance is positive, and that we threshold this probability with a threshold t to obtain the predicted class. A given threshold corresponds to a single point in PR space, and by varying the threshold we obtain a PR curve: while decreasing t from 1.0 to 0.0, an increasing number of instances is predicted positive, causing the recall to increase whereas precision may increase or decrease (with normally a tendency to decrease).
Although a PR curve helps in understanding the predictive behavior of the model, a single performance score is more useful to compare models. A score often used to this end is the area between the PR curve and the recall axis, the so-called "area under the PR curve" (AUPRC). The closer the AUPRC is to 1.0, the better the model is.
The reason why we believe PR curves to be a more suitable evaluation measure in this context is the following. In HMC datasets, it is often the case that individual classes have few positive instances. For example, in functional genomics, typically only a few genes have a particular function. This implies that for most classes, the number of negative instances by far exceeds the number of positive instances. We are more interested in recognizing the positive instances (that an instance has a given label), rather than correctly predicting the negative ones (that an instance does not have a particular label). Although ROC curves are better known, we believe that they are less suited for this task, exactly because they reward a learner if it correctly predicts negative instances (giving rise to a low false positive rate). This can present an overly optimistic view of the algorithm's performance. This effect has been convincingly demonstrated and studied by Davis and Goadrich (2006) , and we refer to them for further details.
A final point to note is that PR curves can be constructed for each individual class in a multi-label classification task by taking as positives the examples belonging to the class and as negatives the other examples. How to combine the class-wise performances in order to quantify the overall performance, is less straightforward. The following two paragraphs discuss two approaches, each of which are meaningful.
Area under the average PR curve
A first approach to obtain an overall performance score is to construct an overall PR curve by transforming the multi-label problem into a binary problem as follows (Yang 1999; Tsoumakas and Vlahavas 2007; Blockeel et al. 2006) . Consider a binary classifier that takes as input an (instance, class) couple and predicts whether that instance belongs to that class or not. Precision is then the proportion of positively predicted couples that are positive and recall is the proportion of positive couples that are correctly predicted positive. A rank classifier (which predicts how likely it is that the instance belongs to the class) can be turned into such a binary classifier by choosing a threshold, and by varying this threshold a PR curve is obtained. We will evaluate our predictive model in exactly the same way as such a rank classifier.
For a given threshold value, this yields one point (Prec, Rec) in PR space, which can be computed as follows:
where i ranges over all classes. (This corresponds to micro-averaging the precision and recall.) In terms of the original problem definition, Prec corresponds to the proportion of predicted labels that are correct and Rec to the proportion of labels in the data that are correctly predicted.
By varying the threshold, we obtain an average PR curve. We denote the area under this curve with AU(PRC).
Average area under the PR curves
A second approach is to take the (weighted) average of the areas under the individual (per class) PR curves, computed as follows:
The most obvious instantiation of this approach is to set all weights to 1/|C|, with C the set of classes. In the results, we denote this measure with AUPRC. A second instantiation is to weigh the contribution of a class with its frequency, that is, w i = v i / j v j , with v i c i 's frequency in the data. The rationale behind this is that for some applications more frequent classes may be more important. We denote the latter measure with AUPRC w .
A corresponding PR curve that has precisely AUPRC w 1 ,...,w |C| as area can be drawn by taking, for each value on the recall axis, the (weighted) point-wise average of the class-wise precision values. Note that the interpretation of this curve is different from that of the microaveraged PR curve defined in the previous section. For example, each point on this curve may correspond to a different threshold for each class. Section 6.3 presents examples of both types of curves and provides more insight in the difference in interpretation.
Experiments in yeast functional genomics
In earlier work (Blockeel et al. 2006) , CLUS-HMC has been compared experimentally to CLUS-SC on a tree-shaped hierarchy, showing that CLUS-HMC has advantages with respect to accuracy, model size, and computational efficiency (time needed for learning and applying the model). Here we report on a broader and more detailed experimental study, which differs from the previous one in the following ways: -In the earlier work it was assumed that it is sensible to use greater weights in CLUS-HMC's distance measure for classes higher up in the hierarchy. This was not validated experimentally, however. Here we experiment with different weighting schemes. -Besides CLUS-HMC and CLUS-SC, CLUS-HSC is included in the comparison. One could argue that CLUS-HSC is a better baseline learner to compare to than CLUS-SC, because the general principle of applying single class learners hierarchically has been proposed before, though not in the decision tree context. -Only tree-shaped hierarchies were considered previously. We have described how the method can be extended to DAG-shaped hierarchies, but it is not obvious that results on tree-shaped hierarchies will carry over towards DAG-shaped hierarchies. -For multi-label classification, it is not obvious how to measure the overall performance of a predictive system, averaged out over all classes. In our previous work, precision-recall curves were constructed, using a natural definition of precision and recall over all classes together. Here we suggest a number of alternative measures. It turns out that different measures may give a quite different view of the relative performance of the methods.
Before presenting the results (Sect. 6.3), we first discuss the data sets used in our evaluation (Sect. 6.1) and the applied methodology (Sect. 6.2).
Data sets
Saccharomyces cerevisiae (baker's or brewer's yeast) is one of biology's classic model organisms, and has been the subject of intensive study for years. We use 12 yeast data sets from Clare (2003) (Table 3) , but with new and updated class labels. The different data sets describe different aspects of the genes in the yeast genome. They include five types of bioinformatic data: sequence statistics, phenotype, secondary structure, homology, and expression. The different sources of data highlight different aspects of gene function. Below, we describe each data set in turn.
D 1 (seq) records sequence statistics that depend on the amino acid sequence of the protein for which the gene codes. These include amino acid ratios, sequence length, molecular weight and hydrophobicity. Some of the properties were calculated using PROTPARAM (Expasy 2008), some were taken from MIPS (Mewes et al. 1999 ) (e.g., the gene's chromosome number), and some were simply calculated directly. D 1 's attributes are mostly real valued, although some (like chromosome number or strand) are discrete. D 2 (pheno) contains phenotype data, which represents the growth or lack of growth of knock-out mutants that are missing the gene in question. The gene is removed or disabled and the resulting organism is grown with a variety of media to determine what the modified organism might be sensitive or resistant to. This data was taken from EUROFAN, MIPS and TRIPLES (Oliver 1996; Mewes et al. 1999; Kumar et al. 2000) . The attributes are discrete, and the data set is sparse, since not all knock-outs have been grown under all conditions. D 3 (struc) stores features computed from the secondary structure of the yeast proteins. The secondary structure is not known for all yeast genes; however, it can be predicted from the protein sequence with reasonable accuracy. The program PROF (Ouali and King 2000) was used to this end. Due to the relational nature of secondary structure data, Clare performed a preprocessing step of relational frequent pattern mining; D 3 includes the constructed patterns as binary attributes. D 4 (hom) includes for each yeast gene, information from other, homologous genes. Homology is usually determined by sequence similarity. PSI-BLAST (Altschul et al. 1997) . The use of microarrays to record the expression of genes is popular in biology and bioinformatics. Microarray chips provide the means to test the expression levels of genes across an entire genome in a single experiment. Many expression data sets exist for yeast, and several of these were used. Attributes for these data sets are real valued, representing fold changes in expression levels.
We construct two versions of each data set. The input attributes are identical in both versions, but the classes are taken from two different classification schemes. In the first version, they are from FunCat (http://mips.gsf.de/projects/funcat), a scheme for classifying the functions of gene products, developed by MIPS (Mewes et al. 1999) . FunCat is a treestructured class hierarchy; a small part is shown in Fig. 1 . In the second version of the data sets, the genes are annotated with terms from the Gene Ontology (GO) (Ashburner et al. 2000) (http://www.geneontology.org), which forms a directed acyclic graph instead of a tree: each term can have multiple parents (we use GO's "is-a" relationship between terms).
3 Table 4 compares the properties of FunCat and GO. Note that GO has an order of magnitude more classes than FunCat for our data sets. The 24 resulting datasets can be found on the following webpage http://www.cs.kuleuven.be/~dtai/clus/hmcdatasets.html.
Method
Clare (2003) presents models trained on 2/3 of each data set and tested on the remaining 1/3. In our experiments we use exactly the same training and test sets.
The stopping criterion (i.e., the function Acceptable in Table 1 ) was implemented as follows. The minimal number of examples a leaf has to cover was set to 5 for all algorithms. The F-test that is used to check the significance of the variance reduction takes a significance level parameter s, which was optimized as follows: for each out of 6 available values for s, CLUS-HMC was run on 2/3 of the training set and its PR curve for the remaining 1/3 validation set was constructed. The s parameter yielding the largest area under this average validation PR curve was then used to train the model on the complete training set. This optimization was performed independently for each evaluation measure (discussed in Sect. 5) and each weighting scheme (Sect. 4.1). The PR curves or AUPRC values that are reported are obtained by testing the resulting model on the test set. The results for CLUS-SC and CLUS-HSC were obtained in the same way as for CLUS-HMC, but with a separate run for each class (including separate optimization of s for each class).
We compare the AUPRC of the different methods, using the approaches discussed in Sect. 5. For GO, which consists of three separate hierarchies, we left out the three classes representing these hierarchies' roots, since they occur for all examples. PR curves were constructed with proper (non-linear) interpolation between points, as described by Davis and Goadrich (2006) . The non-linearity comes from the fact that precision is non-linear in the number of true positives and false positives.
To estimate significance of the AUPRC comparison, we use the (two-sided) Wilcoxon signed rank test (Wilcoxon 1945) , which is a non-parametric alternative to the paired Student's t-test that does not make any assumption about the distribution of the measurements. In the results, we report the p-value of the test and the corresponding rank sums. 4 The experiments were run on a cluster of AMD Opteron processors (1.8-2.4 GHz, >2 GB RAM) running Linux.
Results
In the experiments, we are dealing with many dimensions: we have 12 different descriptions of gene aspects and 2 class hierarchies, resulting in 24 datasets with several hundreds of classes each, on which we want to compare 3 algorithms. Moreover, we consider 3 precisionrecall evaluation measures, and for CLUS-HMC we proposed 4 weighting schemes. In order to deal with this complex structure, we proceed as follows.
We start by evaluating the different weighting schemes used in the CLUS-HMC algorithm. Then we compare the predictive performance of the three algorithms CLUS-HMC, CLUS-HSC, and CLUS-SC. Next, we study the relation between the three evaluation measures AU(PRC), AUPRC, and AUPRC w . Afterwards, we give some example PR curves for specific datasets. Finally, we compare the model size and induction times of the three algorithms.
Comparison of weighting schemes
First, we investigate different instantiations for the weights in the weighted Euclidean distance metric used in the heuristic of CLUS-HMC. We have arbitrarily set w 0 to 0.75. The precise questions that we want to answer are:
1. Is it useful to use weights in CLUS-HMC's heuristic? In other words, is there a difference between using weights that decrease with the hierarchy depth and setting all weights to 1.0? 2. If yes, which of the weighting schemes for combining the weights of multiple parents (Sect. 4.1) yields the best results for data sets with DAG structured class labels?
Tables 5 (upper part) and 6 show the average AUPRC values, and the Wilcoxon test outcomes for FunCat. As can be seen from the tables, using weights has slight advantages over not using weights. Therefore, for FunCat only results using weights will be reported in the rest of the paper. Recall that FunCat is a tree hierarchy, and thus, the second question does not apply.
For GO, the results are less clear. Table 5 (lower part) shows the average AUPRC values and Fig. 5 visualizes the Wilcoxon outcomes. W.r.t. AUPRC w , there are no differences between the methods. For AU(PRC), w(c) = w 0 · avg j w(par j (c)) performs slightly better than all other methods (although not significant), while for AUPRC, w(c) = w 0 · max j w(par j (c)) performs better. For the rest of the experiments, we decided to use the former because it also performs well for AUPRC and because the averaging may make the scheme more robust than the scheme that takes the parents' weights maximum. Blockeel et al. (2006) assumed that it is advisable to use weights in the calculation of CLUS-HMC's distance measure, giving greater weights to classes appearing higher in the hierarchy. However, it turns out that using weights is only slightly better than not using weights. For GO, averaging the weights of the parent nodes seems the best option. Recall that for tree shaped hierarchies, the DAG weighting schemes all become identical to the tree weighting scheme. As a result, we can use the same weighting method (w(c) = w 0 · avg j w(par j (c))) for both the GO and FunCat experiments. 
Conclusion

Precision-recall based comparison of CLUS-HMC/SC/HSC
CLUS-HMC has been shown to outperform CLUS-SC before (Blockeel et al. 2006 ). This study was performed on datasets with tree structured class hierarchies. Here we investigate how CLUS-HSC performs, compared to CLUS-HMC and CLUS-SC, and whether the results carry over to DAG structured class hierarchies. Tables 7 and 8 show AUPRC values for the three algorithms for FunCat and GO, respectively. Summarizing Wilcoxon outcomes comparing CLUS-HMC to CLUS-SC and CLUS-HSC are shown in Table 9 . We see that CLUS-HMC performs better than CLUS-SC and CLUS-HSC, both for FunCat and GO, and for all evaluation measures. Table 10 compares CLUS-HSC to CLUS-SC. CLUS-HSC performs better than CLUS-SC on GO, w.r.t. all evaluation measures. On FunCat, CLUS-HSC is better than CLUS-SC w.r.t. AU(PRC). According to the two other evaluation measures, CLUS-SC performs better, but the difference is not significant.
Conclusion
The result that CLUS-HMC performs better than CLUS-SC carries over to DAG structured class hierarchies. Moreover, CLUS-HMC also outperforms CLUS-HSC in both settings. CLUS-HSC in turn outperforms CLUS-SC on GO. For FunCat, the results depend on the evaluation measure, and the differences are not significant.
Relation between the different AUPRC measures
In Sect. 5, we have proposed several ways of combining class-wise PR-curves into a single PR-curve. It turns out that these methods are quite different with respect to what they measure. This difference is best explained by looking at the behavior of these curves for a default model, that is, a degenerate decision tree that consists of precisely one leaf (one CLUS-HMC leaf, or equivalently, a set of single leaf CLUS-SC trees). The class-wise predicted probabilities of 'default' are constant (the same for each test instance) and equal to the proportion of training instances in the corresponding class, i.e., the class frequency (Fig. 6a) .
PR curves of a default classifier
The PR-curve of this default predictor for a single class c i is as follows: if the overall frequency f i of the class is above t , then the predictor predicts positive for all instances, so we get a recall of 1 and a precision of f i ; otherwise it predicts negative for all instances, giving a recall of 0 and an undefined precision. This leads to one point in the PR-diagram at (1, f i ). To obtain a PR-curve, observe that randomly discarding a fraction of the predictions results in the same precision, but a smaller recall. The PR-curve thus becomes the horizontal line (r, f i ) with 0 < r ≤ 1 (Fig. 6b ) (Davis and Goadrich 2006) . Consequently, the average PR-curve constructed using the AUPRC and AUPRC w methods is also a horizontal line, at height 1 |C| i f i or i w i f i , respectively. The former is shown in Fig. 6c .
The average PR-curve for AU(PRC) is quite different, though. This curve is constructed from predictions for all classes together. For a threshold t , all instances are assigned exactly the classes S with frequency above t , i.e., S = {c i |f i ≥ t}. While decreasing the classification threshold t from 1.0 to 0.0, S grows from the empty set to the set of all classes C. At the same time, the average precision drops from the frequency of the most frequent class to the average of the class frequencies. Correct interpolation between the points (Davis and Goadrich 2006) leads to curves such as the one shown in Fig. 6d .
Interpretation of different average default curves Now consider the model 'allclasses' (Fig. 6a) , that predicts each class with probability 1.0. This model's classwise PR curves are shown in Fig. 6b and are identical to those of 'default'. As a consequence, also the average PR curve combined with AUPRC and AUPRC w is identical to those of 'default' (Fig. 6c) . Since the set S = C for all values of t for 'allclasses', its average PR curve for AU(PRC) is a horizontal line with precision equal to the average of the class frequencies (Fig. 6d) , just as for AUPRC. These results show that it is more difficult to outperform 'default' with AU(PRC) than with AUPRC and AUPRC w : in the latter cases, the model is Davis and Goadrich 2006) better than default if it is better than always predicting all classes. Another way of stating this is that AU(PRC) rewards a predictor for exploiting information about the frequencies of the different classes. The AUPRC and AUPRC w methods, on the other hand, average the performance of individual classes, i.e., they ignore the predictor's ability to learn the class frequencies. Table 11 compares CLUS-HMC, SC, and HSC to the default model. W.r.t. AUPRC and AUPRC w , all models perform better than 'default', and this is true for all 24 data sets. This means that on average, for each individual class, the models perform better than always predicting the class. Interestingly, if we consider AU(PRC), then CLUS-SC, and also CLUS-HSC on FunCat, perform worse than 'default'. W.r.t. this evaluation measure, these methods produce overly complex models and may overfit the training data.
Comparison of CLUS-HMC/SC/HSC to default
The overfitting can be quantified by subtracting the AUPRC obtained on the test set from that on the training set. Table 12 shows these differences, which are indeed highest for the CLUS-SC and CLUS-HSC methods. Conclusion We have shown that the three proposed ways of averaging classwise PR curves are indeed different. The AU(PRC) evaluation measure looks at the performance of the model in a mix of classes, whereas the AUPRC and AUPRC w measures evaluate the performance of individual classes independently. W.r.t. the AU(PRC) measure, CLUS-SC, and also CLUS-HSC on FunCat, were shown to overfit the training data.
Example PR curves for specific datasets
Figures 7 and 8 show averaged PR curves for two data sets. These curves illustrate the above conclusions. We see that, for both data sets, CLUS-HMC performs best, especially for the AU(PRC) or AUPRC w evaluation measures. If we consider AU(PRC), then overfitting can be detected for CLUS-SC and CLUS-HSC. Figure 9 shows a number of class-wise PR curves for the dataset 'hom'. We have chosen the four classes for which CLUS-HMC (parameter s optimized for AU(PRC)) yields the largest AUPRC on the validation set, compared to the default AUPRC for that class. Since not all of these classes occurred in the test set, we have chosen the four best classes that occur in at least 5% of the test examples. We see that for FunCat, CLUS-HMC performs better on these classes, while for GO, the results are less clear. Indeed, if we look at Table 8 , we see that the three algorithms perform similarly for this data set if all classes are considered equally important (corresponding to the AUPRC evaluation method). However, the other evaluation methods (which do take into account class frequencies) show a higher gain for CLUS-HMC, which indicates that the latter performs better on the more frequent classes. Plotting the difference in AUPRC against class frequency (Fig. 10 ) confirms this result. Figure 11 shows a part of the tree learned by Clus-HMC for the dataset 'hom' for GO. The tree contains in total 51 leaves, each predicting a probability for each of the 3997 classes. In the figure, we only show classes for which this probability exceeds 85% and which are most specific. The homology features are based on a sequence similarity search for each gene in yeast against all the genes in a large database called SwissProt. The root test, for instance, tests whether there exists a SwissProt protein A that has a high similarity (e-value lower than 1.0e-8) with the gene under consideration, has "inner_membrane" listed as one of its keywords and has references to a database called "prints".
Comparison of Clus-HMC/SC/HSC's tree size and induction time
We conclude this experimental evaluation by comparing the model size and computational efficiency of the three algorithms.
Tables 13 and 14 present the tree sizes obtained with the different methods. We measure tree size as the number of leaves. The tables include three numbers for CLUS-HMC: one number for each of the evaluation measures. Recall that CLUS-HMC uses the evaluation measure to tune its F -test parameter s. Different evaluation measures may yield different optimal s values and therefore different trees. SC and HSC trees, on the other hand, predict only one class, so there is no need to average PR-curves; the tree induction algorithm tunes its F -test parameter to maximize its class's AUPRC.
Averaged over the evaluation measures and datasets, the HMC trees contain 60.9 (FunCat) and 53.6 (GO) leaves. The SC trees, on the other hand, are smaller because they each Observe that the HSC trees are smaller than the SC trees (a factor 2.2 on FunCat and 2.8 on GO). We see two reasons for this. First, HSC trees encode less knowledge than SC ones because they are conditioned on their parent class. That is, if a given feature subset is relevant to all classes in a sub-lattice of hierarchy, then CLUS-SC must include this subset in each tree of the sub-lattice, while CLUS-HSC only needs them in the trees for the sublattice's most general border. Second, HSC trees use fewer training examples than SC trees, and tree size typically grows with training set size.
We also measure the total induction time for all methods. This is the time for building the actual trees; it does not include the time for loading the data and tuning the F -test parameter. CLUS-HMC requires on average 3.3 (FunCat) and 24.4 (GO) minutes to build a tree. CLUS-SC is a factor 58.6 (FunCat) and 129.0 (GO) slower than CLUS-HMC. CLUS-HSC is a factor 10.2 (FunCat) and 5.1 (GO) faster than CLUS-SC, but still a factor 6.3 (FunCat) and 55.9 (GO) slower than CLUS-HMC.
Conclusion Whereas the size of the individual trees learned by CLUS-HSC and CLUS-SC is smaller than the size of the trees output by CLUS-HMC, the total model size of the latter is much smaller than the total size of the models output by the single-label tree learners. As was expected, the CLUS-HSC models are smaller than the CLUS-SC models. Also w.r.t. efficiency, CLUS-HMC outperforms the other methods.
Conclusions
In hierarchical multi-label classification, the task is to assign a set of class labels to examples, where the class labels are organized in a hierarchy: an example can only belong to a class if it also belongs to the class's superclasses. An important application area is functional genomics, where the goal is to predict the functions of gene products.
In this article, we have compared three decision tree algorithms on the task of hierarchical multi-label classification: (1) an algorithm that learns a single tree that predicts all classes at once (CLUS-HMC), (2) an algorithm that learns a separate decision tree for each class (CLUS-SC), and (3) an algorithm that learns and applies such single-label decision trees in a hierarchical way (CLUS-HSC). The three algorithms are instantiations of the predictive clustering tree framework (Blockeel et al. 1998) and are designed for problems where the class hierarchy is either structured as a tree or as a directed acyclic graph (DAG). To our knowledge, the latter setting has not been studied before, although it occurs in real life applications. For instance, the Gene Ontology (GO), a widely used classification scheme for genes, is structured as a DAG. The DAG structure poses a number of complications to the algorithms, e.g., the depth of a class in the hierarchy is no longer unique.
We have evaluated the algorithms on 24 datasets from functional genomics. The predictive performance was measured as area under the PR curve. For a single-label classification task this measure is well-defined, but for a multi-label problem the definition needs to be extended and there are several ways to do so. We propose three ways to construct a PR curve for the multi-label case: micro-averaging precision and recall for varying thresholds, taking the point-wise average of class-wise precision values for each recall value, and weighing the contribution of each class in this average by the class's frequency.
The most important results of our empirical evaluation are as follows. First, CLUS-HMC has a better predictive performance than CLUS-SC and CLUS-HSC, both for tree and DAG structured class hierarchies, and for all evaluation measures. Whereas this result was already shown for CLUS-HMC and CLUS-SC by Blockeel et al. (2006) in a limited setting, it was unknown where CLUS-HSC would fit in. Somewhat unexpectedly, learning a single-label tree for each class separately, where one only focuses on the examples belonging to the parent class, results in lower predictive performance than learning one single model for all classes. That is, CLUS-HMC outperforms CLUS-HSC. CLUS-HSC in turn outperforms CLUS-SC for DAGs; for trees the performances are similar.
Second, we have compared the precision-recall behavior of the algorithms to that of a default model. Using micro-averaged PR curves, we have observed that CLUS-SC performs consistently (for 23 out of 24 datasets) worse than default, indicating that it builds overly complex models that overfit the training data. Interestingly, the other precision-recall averaging methods are not able to detect this overfitting.
Third, the size of the HMC tree is much smaller (2 to 3 orders of magnitude) than the total size of the models output by CLUS-HSC and CLUS-SC. As was expected, the CLUS-HSC models are smaller than the CLUS-SC models (a factor 2 to 3).
Fourth, we find that learning a single HMC tree is also much faster than learning many regular trees. Whereas CLUS-HMC has been shown to be more efficient than CLUS-SC before (Blockeel et al. 2006) , it turns out to be also more efficient than CLUS-HSC. Obviously, a single HMC tree is also much more efficient to apply than 4000 (for GO) separate trees.
Given the positive results for HMC decision trees on predictive performance, model size, and efficiency, we can conclude that their use should definitely be considered in HMC tasks where interpretable models are desired.
