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Abstract—In this work, we consider the problem of distributed
approximation of functions over multiple-access channels with
additive noise. In contrast to previous works, we take fast
fading into account and give explicit probability bounds for the
approximation error allowing us to derive bounds on the number
of channel uses that are needed to approximate a function up
to a given approximation accuracy. Neither the fading nor the
noise process is limited to Gaussian distributions. Instead, we
consider sub-gaussian random variables which include Gaussian
as well as many other distributions of practical relevance. The
results are motivated by and have immediate applications to a)
computing predictors in models for distributed machine learning
and b) the max-consensus problem in ultra-dense networks.
I. INTRODUCTION
Massive wireless sensor networks with thousands of sen-
sors are expected to enable many important 5G applications
including mobile health care, environment monitoring, smart
transportation and smart agriculture to name a few. Efficient
and reliable data collection in such massive communication
scenarios requires fundamentally new approaches to the prob-
lem of massive access with many sensors competing for access
to scarce wireless resources. An important entry point for
improvements is that it is often not necessary to reconstruct
all the individual transmitted data, but rather some function of
them [11]. In addition, many applications do not require the
exact function value but can instead work with a noisy version
of it as long as the noise is bounded or otherwise controlled. In
this work, we focus on a particular class of objective functions
and propose a method for approximating them over fast fading,
noisy channels. One particular application we have in mind is a
distributed computation of the estimator function of machine
learning models. Considering the recent interest in machine
learning, this can be expected to become an increasingly
important problem in future wireless networks.
Generally, we expect functions of the form
f(s1, . . . , sK) = F
(
K∑
k=1
fk(sk)
)
,
called nomographic functions, to be amenable to distributed
approximation over a wireless channel in which a superpo-
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sition of signals results in a noisy sum of the transmitted
signals to arrive at the receiver, and in fact it turns out that
every multivariate real function f has such a representation [2].
However, even extremely weak noise in the individual com-
ponents can have an unpredictable impact on the overall error
if such representations are used. Therefore, it is necessary
to introduce additional requirements on f1, . . . , fK and F . It
is known [10] that every continuous function mapping from
[0, 1]K to R can be represented as a sum of no more than
2K + 1 nomographic functions with continuous represen-
tations. Another result worth noting in this context is that
nomographic functions with continuous representations are
nowhere dense in the space of continuos functions [3] and
thus the representation as a sum of nomographic functions
is really necessary. However, even with suitable continuous
representations available, it is hard to control the impact of
the channel noise. We therefore consider a different class of
functions and use Fmon to denote this class. Although there are
functions of practical interest that are not in Fmon, we observe
that many important functions belong to this class. We show
how to approximate these functions in a distributed fashion in
a massive access scenario with fast fading and additive noise.
The fading and noise distributions are assumed to be sub-
gaussian, which includes Gaussian distributions as a special
case as well as many other practical distributions.
Distributed computation of functions has been introduced
in [11] with applications in network coding, but in contrast to
this approach of exactly and repeatedly computing instances
of the same discrete function with arguments drawn from a
known random distribution, we focus on approximate one-
shot computation of analog functions with arbitrary arguments.
This means that we do not have a computation rate, but instead
an approximation error and an associated number of channel
uses which is uniform in the transmitted data, and can thus
be arbitrary. An assumption that it follows a probability dis-
tribution is not necessary. We revisit the approach from [12],
modify it slightly, and provide a detailed theoretical analysis of
the approximation error. Other approaches to and applications
of the distributed approximation of nomographic functions
appeared in [9], [6], [7], [8].
Our main contributions in this work are
1) a detailed technical analysis of a method of distributed
approximation of functions in Fmon in a multiple-access
setting with fast fading and additive noise,
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Fig. 1. Channel model.
2) the treatment of sub-gaussian fading and noise, gener-
alizing the Gaussian case so as to accommodate many
fading and noise distributions that occur in practice,
3) applications of these techniques to a subclass of machine
learning models in Section III and to a highly scalable
max-consensus protocol for ultra-dense networks in Sec-
tion IV.
II. SYSTEM MODEL AND PROBLEM STATEMENT
A. Sub-Gaussian Random Variables
We begin with a short overview of the relevant definitions
and properties of sub-gaussian random variables. More on this
topic can be found in Section V-D and in [4], [15], [14].
For a random variable X , we define1
τ (X) := inf
{
t > 0 : ∀λ ∈ R
E exp (λ(X − EX)) ≤ exp (λ2t2/2)}. (1)
X is called a sub-gaussian random variable if τ (X) <∞. The
function τ (·) defines a semi-norm on the set of sub-gaussian
random variables [4, Theorem 1.1.2], i.e., it is absolutely
homogeneous, satisfies the triangle inequality, and is non-
negative. τ (X) = 0 does not necessarily imply X = 0 unless
we identify random variables which are equal almost every-
where. Examples of sub-gaussian random variables include
Gaussian and bounded random variables.
B. System Model
We consider the following channel model with K transmit-
ters and one receiver, depicted in Fig. 1: For m = 1, . . . ,M ,
the channel output at the m-th channel use is given by
Y (m) =
K∑
k=1
Hk(m)xk(m) +N(m), (2)
where:
1Note that other norms on the space of sub-gaussian random variables that
appear in the literature are equivalent to τ (·) (see, e.g., [4]). The particular
definition we choose here matters, however, because we want to derive results
in which no unspecified constants appear.
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Fig. 2. System model.
• xk(m) ∈ C are transmit symbols. We assume a peak
power constraint |xk(m)|2 ≤ P for k = 1, . . . ,K and
m = 1, . . . ,M .
• Hk(m), k = 1 . . . ,K , m = 1, . . . ,M , are independent
complex-valued random variables such that for every
m = 1, . . . ,M and k = 1, . . . ,K , the real part Hrk(m)
and the imaginary part Hik(m) of Hk(m) are indepen-
dent, sub-gaussian random variables with mean zero and
variance 1. Moreover, we assume that there is a σF ≥ 0
with
max
(
τ(Hrk (m)), τ(H
i
k(m))
) ≤ σF (3)
for all k = 1, . . . ,K and m = 1, . . . ,M .
• N(m), m = 1, . . . ,M , are independent complex-valued
random variables. We assume that the real and imaginary
parts N r(m), N i(m) of N(m) are independent sub-
gaussian random variables with mean zero for m =
1, . . . ,M and that there is a real number σN ≥ 0 such
that
max
(
τ(N r(m)), τ(N i(m))
) ≤ σN , (4)
for m = 1, . . . ,M .
• We assume that N(m) and Hk(m), k = 1, . . .K , m =
1, . . . ,M , are independent.
Remark 1. If for all m, N r(m), N i(m) is distributed ac-
cording to N (0, σ2), i.e., N(m) is a circularly symmetric
gaussian random variable, then a direct computation of the
moment generating function in (1) shows that σN in (4) can
be replaced with the variance σ of N r(m), N i(m).
The same holds for the fading random variables Hrk(m)
and Hik(m). If they follow the standard normal distribution,
σF in (3) can be replaced with 1.
C. Distributed Approximation of Functions
Our goal is to approximate functions f : S1×. . .×SK → R
in a distributed setting. The sets S1, . . .SK ⊆ R are assumed
to be closed and endowed with their natural Borel σ-algebras
B(S1), . . . ,B(SK), and we consider the product σ-algebra
B(S1)⊗ . . .⊗B(SK) on the set S1 × . . .×SK . Furthermore,
the functions f : S1 × . . .×SK → R under consideration are
assumed to be measurable in what follows.
An admissible distributed function approximation scheme
for f : S1 × . . .× SK → R for M channel uses, depicted in
Fig. 2, is a pair (EM , DM ), consisting of:
1) A pre-processing function EM = (EM1 , . . . , E
M
K ),
where each EMk is of the form
EMk (sk) = (xk(m, sk, Uk(m)))
M
m=1 ∈ CM
with random variables Uk(1), . . . , Uk(M) and a mea-
surable map
(sk, t1, . . . , tM ) 7→ (xk(m, sk, tm))Mm=1 ∈ CM .
The encoder EMk is subject to the peak power constraint
|xk(m, sk, Uk(m))|2 ≤ P for all k = 1, . . . ,K and
m = 1, . . . ,M .
2) A post-processing functionDM : The receiver is allowed
to apply a measurable recovery functionDM : CM → R
upon observing the output of the channel.
So in order to approximate f , the transmitters apply their pre-
processing maps to
(s1, . . . , sK) ∈ S1 × . . .× SK
resulting in EM1 (s1), . . . , E
M
K (sK) which are sent over the
channel. The receiver observes the output of the channel and
applies the recovery map DM . The whole process defines an
estimate f˜ of f .
Let ε, δ ∈ (0, 1) and f : S1×. . .×SK → R be given. We say
that f is ε-approximated afterM channel uses with confidence
level δ if there is an approximation scheme (EM , DM ) such
that the resulting estimate f˜ of f satisfies
P(|f˜(sK)− f(sK)| ≥ ε) ≤ δ (5)
for all sK := (s1, . . . , sK) ∈ S1 × . . . × SK . Let M(f, ε, δ)
denote the smallest non-negative integer such that there is an
approximation scheme (EM , DM ) for f satisfying (5). We
call M(f, ε, δ) the communication cost for approximating a
function f with accuracy ε and confidence δ.
D. The class of functions to be approximated
We set for k = 1, . . . ,K
Fk,∞ := {f : Sk → R : f is measurable and bounded}. (6)
A measurable function f : S1 × . . . × SK → R is called a
generalized linear function if there are bounded measurable
functions fk ∈ Fk,∞, k = 1, . . . ,K , with
f(s1, . . . , sK) =
K∑
k=1
fk(sk), (7)
for all (s1, . . . , sK) ∈ S1 × . . .× SK . The set of generalized
linear functions from S1× . . .×SK → R is denoted by FK,lin.
Our main object of interest will be the following class of
functions.
Definition 1. A measurable function f : S1× . . .×SK → R is
said to belong to Fmon if there exist fk ∈ Fk,∞, k = 1, . . . ,K ,
a measurable set D ⊆ R with the property f1(S1) + . . . +
fK(SK) ⊆ D, a measurable function F : D → R such that
for all (s1, . . . , sK) ∈ S1 × . . .× SK we have
f(s1, . . . , sK) = F
(
K∑
k=1
fk(sk)
)
, (8)
and there is a strictly increasing function Φ : [0,∞)→ [0,∞)
with Φ(0) = 0 and
|F (x) − F (y)| ≤ Φ(|x − y|) (9)
for all x, y ∈ D. We call the function Φ an increment majorant
of f .
Some examples of functions in Fmon are:
1) Obviously, all f ∈ FK,lin belong to Fmon.
2) For any f ∈ FK,lin and B-Lipschitz function F : R→ R
we have F ◦ f ∈ Fmon with Φ : [0,∞) → [0,∞),
x 7→ Bx.
3) For any p ≥ 1 and S1, . . . ,SK compact, || · ||p ∈ Fmon.
In this example we have fk(sk) = |sk|p, k = 1, . . . ,K ,
F : [0,∞)→ [0,∞), x 7→ x 1p , and F = Φ.
This can be seen as follows. We have to show that for
all nonnegative x, y ∈ R and p ≥ 1 we have
|x 1p − y 1p | ≤ |x− y| 1p . (10)
We can assume w.l.o.g. that x < y holds. Then since
|x 1p − y 1p | = |y| 1p
(
1−
(
x
y
) 1
p
)
(11)
it suffices to prove that for all a ∈ [0, 1] and p ≥ 1 we
have
1− a 1p ≤ (1− a) 1p , (12)
which in turn is equivalent to
1 ≤ a 1p + (1− a) 1p . (13)
Since this clearly holds for a ∈ [0, 1] and p ≥ 1, we can
conclude that (10) holds.
We are now in a position to state our main theorem on
approximation of functions in Fmon. To this end, we introduce
the notion of total spread of the inner part of f ∈ Fmon as
∆¯(f) :=
K∑
k=1
(φmax,k − φmin,k), (14)
along with the max-spread
∆(f) := max
1≤k≤K
(φmax,k − φmin,k), (15)
where
φmin,k := inf
s∈Sk
fk(s), φmax,k := sup
s∈Sk
fk(s). (16)
We define the relative spread with power constraint P as
∆(f‖P ) := P · ∆¯(f)
∆(f)
. (17)
Theorem 1. Let f ∈ Fmon, M ∈ N, and the power constraint
P ∈ R+ be given. Let Φ be an increment majorant of f . Then
for any ε > 0, there exist pre-processing and post-processing
operations creating the estimate f¯ such that upon M uses of
the channel (2) we have
P(|f¯(sK)− f(sK)| ≥ ε) ≤ Γ1,M (ε,K, f, σF )
+ Γ2,M (ε,K, f, σN , σF , P ), (18)
for all sK ∈ S1 × . . .× SK , where
• Γ1,M (ε,K, f, σF ) is given by
Γ1,M (ε,K, f, σF )
= 2 exp
(
− Mη
2
2∆(f)σ2F η + 8∆(f)
2Kσ4F
)
, (19)
where η = Φ−1(ε)/2.
• Γ2,M (ε,K, f, σN , σF , P ) is given by
Γ2,M (ε,K, f, σN , σF , P ) = 2 exp
(
− Mη
2
2Lη + 4L2
)
,
(20)
where L = 3σ2F ∆¯(f)+
4σNσF
√
∆(f)∆¯(f)√
P
+
2σ2N∆(f)
P
and
η = Φ−1(ε)/2.
Remark 2. This theorem implies a bound on the communica-
tion cost M(f, ε, δ). Indeed, we can upper bound (18) as
P(|f¯(sK)− f(sK)| ≥ ε)
≤ 2max (Γ1,M (ε,K, f, σF ),Γ2,M (ε,K, f, σN , σF , P ))
and solve the expression for M to obtain
M(f, ε, δ) ≤ log 4− log δ
Φ−1(ε)2
max (γ1(f, ε, δ), γ2(f, ε, δ)) ,
(21)
where
γ1(f, ε, δ) = 4∆(f)σ
2
FΦ
−1(ε) + 32∆(f)2Kσ4F (22)
γ2(f, ε, δ) = 4LΦ
−1(ε) + 16L2. (23)
Example 1. Consider the sum function
f : [0, 1]K → R, (s1, . . . , sK) 7→ s1 + · · ·+ sK .
By Definition 1, f ∈ Fmon, where f1, . . . , fK , F and Φ are all
equal to the identity function. We therefore have ∆¯(f) = K ,
∆(f) = 1 and η = ε/2. Putting these into (19) and (20), we
have
Γ1,M (ε,K, f, σF ) = 2 exp
(
− Mε
2
4σ2F ε+ 32Kσ
4
F
)
(24)
Γ2,M (ε,K, f, σN , σF , P ) = 2 exp
(
− Mε
2
4Lε+ 16L2
)
, (25)
where
L = 3σ2FK +
4σNσF
√
K√
P
+
2σ2N
P
. (26)
We can also view this in term of the communication cost; i.e.,
for this f , (21) holds with Φ−1(ε) = ε and
γ1(f, ε, δ) = 4σ
2
F ε+ 32Kσ
4
F (27)
γ2(f, ε, δ) = 4Lε+ 16L
2, (28)
where L is given in (26).
Therefore, if we want to achieve a bounded approximation
error in the case K → ∞, we have to let M grow propor-
tionally with K2.
Example 2. Consider the arithmetic average function
f : [0, 1]K → R, (s1, . . . , sK) 7→ s1 + · · ·+ sK
K
.
The situation is almost the same as in Example 1, except that
F : s 7→ s/K and Φ = F . Therefore, ∆(f) and ∆¯(f) are as
in Example 1, while η = Kε/2. Substituting these into (19)
and (20) yields
Γ1,M (ε,K, f, σF ) = 2 exp
(
− MKε
2
4σ2F ε+ 32σ
4
F
)
(29)
Γ2,M (ε,K, f, σN , σF , P ) = 2 exp
(
− Mε
2
4Lε+ 16L2
)
, (30)
where
L = 3σ2F +
4σNσF√
PK
+
2σ2N
PK
. (31)
Therefore, we can achieve a bounded approximation error in
the case K →∞ without having to let M grow with K .
Example 3. Consider the 2-norm of vectors in a hypercube
f : [−1, 1]K → R, (s1, . . . , sK) 7→
√
s21 + · · ·+ s2K .
We have f1 = · · · = fK : s 7→ s2 and F = Φ : s 7→ √s.
Therefore, ∆(f) = 1, ∆¯(f) = K and η = ε2/2. Substituting
these into (19) and (20), we get
Γ1,M (ε,K, f, σF ) = 2 exp
(
− Mε
4
4σ2F ε
2 + 32Kσ4F
)
(32)
Γ2,M (ε,K, f, σN , σF , P ) = 2 exp
(
− Mε
4
4Lε2 + 16L2
)
, (33)
where L = 3σ2FK +
4σNσF
√
K√
P
+
2σ2N
P
.
III. DISTRIBUTED FUNCTION APPROXIMATION IN
MACHINE LEARNING
In this section, we discuss how the methods described in this
paper can be used to compute the estimators of support vector
machines (SVM) in a distributed fashion. First, we briefly
sketch the setting as in [13]. We consider an input alphabet
X , a label alphabet Y ⊆ R and a probability distribution
P on X × Y which is in general unknown. A statistical
inference problem is characterized by the input alphabet, the
label alphabet and a loss function L : X × Y × R → [0,∞).
The objective is, given training samples drawn i.i.d. from P ,
to find an estimator function f : X → R such that the risk
RL,P := EPL(X,Y, f(X)) is as small as possible. In order
for the risk to exist, we must impose suitable measurability
conditions on L and f . In this paper, we deal with Lipschitz-
continuous losses. We say that the loss L is B-Lipschitz-
continuous if L(x, y, ·) is Lipschitz-continuous for all x ∈ X
and y ∈ Y with a Lipschitz constant uniformly bounded
by B. Lipschitz-continuity of a loss function is a property
that is also often needed in other contexts. Fortunately, many
loss functions of practical interest possess this property. For
instance, the absolute distance loss, the logistic loss, the Huber
loss and the ε-insensitive loss, all of which are commonly
used in regression problems [13, Section 2.4], are Lipschitz-
continuous. Even in scenarios in which the naturally arising
loss is not Lipschitz-continuous, for the purpose of design-
ing the machine learning model, it is often replaced with
a Lipschitz-continuous alternative. For instance, in binary
classification, we have Y = {−1, 1} and the loss function
is given by
(x, y, t) 7→
{
0, sign(y) = sign(t)
1, otherwise.
This loss is not even continuous, which makes it hard to deal
with. So for the purpose of designing the machine learning
model, it is commonly replaced with the Lipschitz-continuous
hinge loss or logistic loss [13, Section 2.3].
Here, we consider the case in which the inputs are K-
tuples and the SVM can be trained in a centralized fashion.
The actual predictions, however, are performed in a distributed
setting; i.e., there are K users each of which observes only
one component of the input. The objective is to make an
estimate of the label available at the receiver while using as
little communication resources as possible.
To this end, we consider the case of additive models which
is described in [5, Section 3.1]. We have X = X1× · · · ×XK
and a kernel κk : Xk×Xk → R with an associated reproducing
kernel Hilbert space Hk of functions mapping from Xk to R
for each k ∈ {1, . . . ,K}. Then by [5, Theorem 2]
κ : X × X → R, ((x1, . . . , xK), (x′1, . . . , x′K)) 7→
κ1(x1, x
′
1) + · · ·+ κK(xK , x′K) (34)
is a kernel and the associated reproducing kernel Hilbert space
is
H := {f1 + · · ·+ fK : f1 ∈ H1, . . . , fK ∈ HK}. (35)
So this model is appropriate whenever the function to be
approximated is expected to have an additive structure. We
know [13, Theorem 5.5] that an SVM estimator has the form
f(x) =
N∑
n=1
αnκ(x, x
n), (36)
where α1, . . . αN ∈ R and x1, . . . xN ∈ X . In our additive
model, this is
f(x1, . . . , xk) =
K∑
k=1
fk(xk), (37)
where for each k,
fk(xk) =
N∑
n=1
αnκk(xk, x
n
k ). (38)
We can now state a result for the distributed approximation
of the estimator of such an additive model as an immediate
corollary to Theorem 1.
Corollary 1. Consider an additive machine learning model,
i.e., we have an estimator of the form (37), and assume that
L is a B-Lipschitz-continuous loss. Suppose further that all
the fK have bounded range such that the quantities ∆¯(f) and
∆(f) as defined in (14) and (15) exist and are finite. Let ε, δ >
0 and M ≥M(f, ε, δ) as defined in (21), where Φ−1(ε) = ε.
Then, given any xK = (x1, . . . , xK) at the transmitters and
any y ∈ Y , through M uses of the channel (2), the receiver
can obtain an estimate f¯ of f(xK) satisfying
P(|L(xK , y, f¯)− L(xK , y, f(xK))| ≥ Bε) ≤ δ. (39)
Proof. The Lipschitz continuity of L yields
P(|L(xK , y, f¯)− L(xK , y, f(xK))| ≥ Bε)
≤ P(|f¯ − f(xK)| ≥ ε),
from which (39) follows by Remark 2.
We conclude this section with a brief discussion of the
feasibility of the condition that f1, . . . , fK have bounded
ranges in the case of the additive SVM model discussed above.
The coefficients α1, . . . , αN are a result of the training step
and can therefore be considered constant, so all we need is for
the ranges of κ1, . . . , κK to be bounded. This heavily depends
on X1, . . . ,XK and the choices of the kernels, but we remark
that the boundedness criterion is satisfied in many cases of
interest. The range of Gaussian kernels is always a subset of
(0, 1], and while other frequent choices such as exponential,
polynomial and linear kernels can have arbitrarily large ranges,
they are nonetheless continuous which means that as long as
the input alphabets are compact topological spaces (e.g. closed
hyperrectangles or balls), the ranges are also compact, and
therefore bounded.
IV. APPLICATION TO THE MAX-CONSENSUS PROBLEM
In this section, we consider the problem of achieving
max-consensus in a network of agents, which is relevant in
many practical applications such as task assignment, leader
election, rendezvous, clock synchronization, spectrum sensing,
distributed decision making and formation control. In our
previous work [1], we propose the ScalableMax scheme for
achieving max-consensus in large star-shaped networks and
an extension to not necessarily star-shaped but nonetheless
highly connected networks. A notable restriction in [1] is
the assumption that the fading coefficients of the wireless
multiple-access channel considered are all deterministically
equal to 1. In this section, we show how this restriction can
be lifted in light of Theorem 1 of the present work so as to
accommodate a fast fading channel.
In the max-consensus problem, we consider K agents, all
of which hold an input value from a totally ordered set (e.g.,
a real interval). We say that max-consensus has been achieved
if all agents hold an output estimate which is equal to the
maximum of the inputs. The objective of the max-consensus
problem is to achieve max-consensus with as little usage of
communication resources as possible.
The ScalableMax scheme solves a somewhat simpler prob-
lem, called weak m-max-consensus, where m is a designable
parameter that can depend on the noise, but is usually inde-
pendent of the size of the network. It is argued that once weak
m-max-consensus has been achieved, state-of-the-art methods
allow for reaching max-consensus in a number of channel uses
linear in m. The higher m is, the more resilient the scheme is
against noise, but the more channel resources are needed for
this follow-up scheme.
The communication model assumed in [1] is that the coor-
dinator can multicast digital information noiselessly to all the
agents simultaneously (which can in a practical application be
achieved with state-of-the-art coding techniques even if the
actually available channel is noisy) and that the agents can
simultaneously transmit analog messages to the coordinator
through a multiple-access channel γ =
∑K
k=1 αk +N , where
α1, . . . , αK are the channel inputs, γ is the channel output
and N is arbitrary noise, the tail probabilities of which can
be bounded. One communication step is a combination of
one noiseless multicast transmission from the coordinator
to the agents and three uses of the noisy multiple-access
channel from the agents to the coordinator. [1] also defines the
maximum description length d, which depends on the agents’
inputs, but is, e.g., logarithmic in the number of agents in case
their inputs are uniformly randomly distributed over some real
interval. We have the following result about achieving weak
m-max-consensus in this system:
Theorem 2 ([1]). Suppose thatm is even. Then the probability
that the ScalableMax scheme reaches weak m-max-consensus
within d+ 1 steps is at least P(|N | ≤ m/4)3(d+1).
As a direct corollary of Theorem 1, we can now replace
one use of the idealized channel assumed in Theorem 2 with
M uses of the channel (2), and obtain the following result.
Corollary 2. Fix some integer M > 0 and some even integer
m > 0. Define γ to be the right hand side of (18), where Γ1,M
and Γ2,M are defined as in (24) and (25) with ε := m/4.
Then weak m-max-consensus can be reached with at most
3M(d + 1) uses of the channel (2) and M(d + 1) digital
multicast transmissions from the coordinator to all agents with
probability at least (1− γ)3(d+1).
We remark that an issue of scalability remains as an open
problem. In order to achieve a constant tail probability for the
noise as K grows, it is shown in Example 1 that the number of
channel uses has to grow linearly with K2, leading to a scaling
in the number of overall channel uses which is less favorable
than the logarithmic growth of the number of applications of
the distributed approximation scheme suggests.
V. PROOF OF THEOREM 1
The proof of Theorem 1 is organized as follows: In Sections
V-A and V-B, we give our pre- and post-processing operations
explicitly. They are, up to slight modifications, already given
in [12]. The basic structure of the approximation error event
is discussed in Section V-C. Basically, we split the error
event into two parts. One part is determined by the fading
process and the other part is caused by the effective noise
composed of fading process, additive channel noise, and the
randomness introduced during pre-processing. It turns out that
all involved random variables are sub-exponential random
variables. Therefore, in Section V-D we recall the necessary
definitions and basic properties of this type of random vari-
ables and derive bounds on the sub-exponential semi-norm
of the random variables appearing in our proof. Moreover,
we recall Bernstein’s inequality for sub-exponential random
variables and the principle of rotational invariance of sub-
gaussian random variables which will be used to derive bounds
on the probability of the approximation error event in Section
V-E.
A. Pre-Processing
In the pre-processing step we encode the function values
fk(sk), k = 1, . . . ,K as transmit power:
Xk(m) :=
√
gk(fk(sk))Uk(m), 1 ≤ m ≤M (40)
with gk : [φmin,k, φmax,k]→ [0, P ] such that
gk(t) :=
P
∆(f)
(t− φmin,k), (41)
where ∆(f) is given in (15) and φmin,k is defined in (16).
Uk(m), k = 1, . . . ,K , m = 1, . . . ,M are i.i.d. with the
uniform distribution on {−1,+1}. We assume the random
variables Uk(m), k = 1, . . . ,K , m = 1 . . . ,M , are indepen-
dent of Hk(m), k = 1, . . . ,K , m = 1, . . . ,M , and N(m),
m = 1, . . . ,M .
B. Post-Processing
The post-processing is based on receive energy which has
the form
Y˜sK =
M∑
m=1
|Y (m)|2 =
K∑
k=1
gk(fk(sk))‖Hk‖22 + N¯sK , (42)
where Hk = (Hk(1), . . . , Hk(M)) is the vector consisting of
fading coefficients, and N¯sK =
∑M
m=1 N¯sK (m). The random
variables N¯sK (m), m = 1, . . . ,M , are given by
N¯sK (m) :=
K∑
k,l=1,
k 6=l
√
gk(fk(sk))gl(fl(sl))Hk(m)Hl(m)
× Uk(m)Ul(m)
+ 2Re
(
N(m)
K∑
k=1
√
gk(fk(sk))Hk(m)Uk(m)
)
+ |N(m)|2,
(43)
and are independent for any sK = (s1, . . . , sK) ∈ S1 ×
. . . × Sk . The receiver applies to Y˜sK in (42) the following
recovery operations:
1) A function g¯ : R→ R
g¯(t) :=
∆(f)
2 ·M · P t+
K∑
k=1
φmin,k,
resulting in
h¯(sK) := g¯(Y˜sK )
=
K∑
k=1
f ′k(sk)
‖Hk‖22
2M
+
α
M
N¯sK
+
K∑
k=1
φmin,k (44)
where f ′k(sk) := fk(sk)− φmin,k, and α := ∆(f)2P .
2) Moreover, since from (43) it follows that for all m =
1, . . . ,M
E(N¯sK (m)) = E((N
r(m))2) + E((N i(m))2), (45)
which is independent of sK ∈ S1×. . .×SK , the receiver
can add
− α
M
E(N¯sK ) = − αM
M∑
m=1
E(N¯sK (m))
to (44) and obtains
h˜(sK) :=
K∑
k=1
f ′k(sk)
‖Hk‖22
M
+
α
M
(N¯sK − E(N¯sK ))
+
K∑
k=1
φmin,k. (46)
3) Finally, the receiver applies the outer function F in order
to obtain an estimate of the function f :
f¯(sK) := F (h˜(sK)), (47)
where h˜(sK) is given in (46).
C. The Error Event
For a given ε > 0 and sK ∈ S1× . . .×SK we are interested
in bounding the probability of the event
{|f¯(sK)− f(sK)| ≥ ε} . (48)
We will now use the assumption that f ∈ Fmon to simplify
the deviation event in (48). Since F has the property (9) we
obtain for a function Φ : [0,∞)→ [0,∞) with Φ(0) = 0
|f¯(sK)− f(sK)| =
∣∣∣∣∣F (h˜(sK))− F
(
K∑
k=1
fk(sk)
)∣∣∣∣∣
≤ Φ
(∣∣∣∣∣h˜(sK)−
K∑
k=1
fk(sk)
∣∣∣∣∣
)
= Φ
(∣∣∣∣∣
K∑
k=1
f ′k(sk)
(‖Hk‖22
2M
− 1
)
+
α
M
(N¯sK − E(N¯sK ))
∣∣∣∣∣
)
,
(49)
where we have used (46) with f ′k(sk) := fk(sk)−φmin,k and
α = ∆(f)/2P . This has the following consequence: For any
ε > 0 and sK ∈ S1 × . . .× SK we have that
|f¯(sK)− f(sK)| ≥ ε (50)
implies∣∣∣∣∣
K∑
k=1
f ′k(sk)
(‖Hk‖22
2M
− 1
)
+
α
M
(N¯sK − E(N¯sK ))
∣∣∣∣∣
≥ Φ−1(ε). (51)
Using (51) and the union bound we can bound the approxi-
mation error probability for sK ∈ S1 × . . .× SK as
P(|f¯(sK)− f(sK)| ≥ ε)
≤ P
(∣∣∣∣∣
K∑
k=1
f ′k(sk)
(‖Hk‖22
2M
− 1
)∣∣∣∣∣ ≥ Φ
−1(ε)
2
)
+ P
(∣∣∣ α
M
(N¯sK − E(N¯sK ))
∣∣∣ ≥ Φ−1(ε)
2
)
.
(52)
In the next subsection we recall some elementary techniques
for bounding the probabilities on the right-hand side of (52).
D. Sub-Exponential Random Variables and Bounds
In this subsection we will derive bounds on the sub-
exponential semi-norms of the random variables
N¯sK (m)− E(N¯sK (m)), (53)
where N¯sK (m) is given in (43), and the summands of
‖Hk‖22
2M
− 1, (54)
i.e.
(Hrk(m))
2 − 1 and (Hik(m))2 − 1, (55)
for m = 1, . . . ,M .
This will allow us to apply Bernstein’s inequality [4, Chapter
1] for sub-exponential random variables and will lead to
exponentially decreasing error bounds in (52).
In the following we recall some basic definitions and results
from [4, Chapter 1]. For a random variable X we define2
θ (X) := sup
k≥1
(
E(|X |k)
k!
) 1
k
(56)
If θ (X) < ∞ then X is called a sub-exponential random
variable. θ (·) defines a semi-norm on the vector space of
sub-exponential random variables [4, Remark 1.3.2]. Typical
examples of sub-exponential random variables are bounded
random variables and random variables with exponential distri-
bution. We collect some useful properties of and interrelations
between the sub-exponential and sub-gaussian norms in the
following lemma.
Lemma 1. Let X,Y be random variables. Then:
1) If X is N (µ, σ2) then we have
τ (X) = σ. (57)
2) (Rotation Invariance) If X1, . . . , XM are independent,
sub-gaussian and centered, we have
τ
(
M∑
m=1
Xm
)2
≤
M∑
m=1
τ (Xm)
2
(58)
3) If X is a random variable with |X | ≤ 1 with probability
1 and if Y is independent of X and sub-gaussian then
we have
τ (X · Y ) ≤ τ (Y ). (59)
4) If X and Y are sub-gaussian and centered, then X · Y
is sub-exponential and
θ (X · Y ) ≤ 2 · τ (X) · τ (Y ). (60)
5) (Centering) If X is sub-exponential and X ≥ 0 almost
surely, then
θ (X − E(X)) ≤ θ (X). (61)
Proof. (57) follows in a straightforward fashion by calculating
the moment generating function of X . (58) is e.g. proven in
[4, Lemma 1.1.7]. (59) follows directly from the definition
conditioning on X . We show (60) first for X = Y . In this
case, we have
θ
(
X2
)
= sup
k≥1
(
EX2k
k!
) 1
k
≤ sup
k≥1
(
2k+1kkτ (X)
2k
ekk!
) 1
k
= 2τ (X)
2
sup
k≥1
(
2
1
k k
e(k!)
1
k
)
≤ 2τ (X)2, (62)
where the first inequality is by [4, Lemma 1.1.4] and the
second follows from 2kk/k! ≤ ek, which is straightforward to
prove for k ≥ 1 by induction. In the general case, we have
2Note that as with our definition of the sub-gaussian norm, other norms on
the space of sub-exponential random variables that appear in the literature are
equivalent to θ (·) (see, e.g., [4]). The particular definition we choose here
matters, however, because we want to derive results in which no unspecified
constants appear.
θ (XY ) = τ (X)τ (Y )θ
(
XY
τ (X)τ (Y )
)
(63)
≤ τ (X)τ (Y )θ
(
1
2
(
X
τ (X)
)2
+
1
2
(
Y
τ (Y )
)2)
(64)
≤ 2τ (X)τ (Y ), (65)
where the first inequality can be verified in (56), considering
that ab ≤ a2/2 + b2/2 for all a, b ∈ R, and the second
inequality follows from the triangle inequality and the special
case X = Y .
For (61), we assume without loss of generality EX = 1
(otherwise we can scale X), and note that for all a ∈ [0,∞)
and k ≥ 1, ak − |a− 1|k > a− 1 and thus
E(Xk − |X − 1|k) ≥ E(X − 1) = 0.
Lemma 1 will enable us to derive the desired bounds on the
sub-exponential norm θ (·) of the random variables N¯sK (m)
and
‖Hk‖22
2M . This is the content of the following lemma.
Lemma 2. 1. The random variables (Hrk(m))
2 − 1 and
(Hik(m))
2 − 1 are sub-exponential and we have
θ
(
Hrk(m)
2 − 1), θ (Hik(m)2 − 1) ≤ 2σ2F , (66)
for all k = 1, . . . ,K and m = 1, . . . ,M .
2. For every sK ∈ S1 × . . . × SK the random variables
N¯sK (m), m = 1, . . . ,M , are sub-exponential and we have
θ
(
N¯sK (m)− E(N¯sK (m))
) ≤ 6σ2F∆(f‖P )
+8σNσF
√
∆(f‖P ) + 4σ2N ,
(67)
where ∆(f‖P ) is given in (17).
Proof. 1. The first claim follows easily from (3), (60), and the
centering property (61).
2. We write ak := gk(fk(sk)) for k = 1, . . . ,K and note
that from (41), (16), (17), and (15) it follows that
K∑
k=1
ak ≤ ∆(f‖P ).
First, we observe
τ
(√
akH
i
k(m)Uk(m)
) ≤ √akτ (Hik(m)) ≤ √akσF , (68)
where the inequalities follow by (59) and (3). Since√
akH
i
k(m)Uk(m) have zero mean and are independent for
k = 1 . . .K , we can use (58) and get
τ
(
K∑
k=1
√
akH
i
k(m)Uk(m)
)
≤
√√√√ K∑
k=1
akσ2F ≤ σF
√
∆(f‖P ).
(69)
In the same fashion, we can derive the bound
τ
(
K∑
k=1
√
akH
r
k(m)Uk(m)
)
≤
√√√√ K∑
k=1
akσ2F ≤ σF
√
∆(f‖P ).
(70)
We next bound the sub-exponential norm of the first sum-
mand in (43). Using the triangle inequality, (60), (69), (70)
and (3), we obtain
θ


K∑
k,l=1,
k 6=l
√
akalHk(m)Hl(m)Uk(m)Ul(m)


≤ θ

 K∑
k,l=1
√
akalHk(m)Hl(m)Uk(m)Ul(m)


+ θ
(
K∑
k=1
ak|Hk(m)|2
)
≤ θ

 K∑
k,l=1
√
akalH
i
k(m)H
i
l (m)Uk(m)Ul(m)


+ θ

 K∑
k,l=1
√
akalH
r
k(m)H
r
l (m)Uk(m)Ul(m)


+ θ
(
K∑
k=1
ak|Hk(m)|2
)
≤ 2τ
(
K∑
k=1
√
akH
i
k(m)Uk(m)
)2
+ 2τ
(
K∑
k=1
√
akH
r
k(m)Uk(m)
)2
+
K∑
k=1
ak
(
τ
(
Hik(m)
)2
+ τ (Hrk(m))
2
)
≤ 6σ2F∆(f‖P ). (71)
For the second summand in (43) we use the triangle inequality,
(60), (69) and (70) and obtain
θ
(
2Re
(
N(m)
K∑
k=1
√
akHk(m)Uk(m)
))
≤ 2θ
(
N r(m)
K∑
k=1
√
akH
r
k(m)Uk(m)
)
+ 2θ
(
N i(m)
K∑
k=1
√
akH
i
k(m)Uk(m)
)
≤ 4τ (N r(m))τ
(
K∑
k=1
√
akH
r
k(m)Uk(m)
)
+ 4τ
(
N i(m)
)
τ
(
K∑
k=1
√
akH
i
k(m)Uk(m)
)
≤ 8σNσF
√
∆(f‖P ). (72)
The norm of the last summand in (43) can be bounded as
follows:
θ
(|N(m)|2) = θ (N r(m)2 +N i(m)2)
≤ θ (N r(m)2)+ θ (N i(m)2)
≤ 2τ (N r(m))2 + 2τ (N i(m))2
≤ 4σ2N , (73)
where in the second line we have used the triangle inequality,
in the third line we have used (60), and in the last line we
have used (4). Finally, the triangle inequality combined with
the centering property (61) applied to |N(m)|2, which is the
only noncentered summand in (43), proves (67).
Our arguments in the following sections will be based on a
version of Bernstein’s inequality for sub-exponential random
variables from [4].
Theorem 3 (Bernstein’s inequality). Let X1, . . . , XM be in-
dependent and centered, and assume θ (X1), . . . θ (XM ) ≤ L.
Then for every t ≥ 0, we have
P
(∣∣∣∣∣
M∑
i=1
Xi
∣∣∣∣∣ ≥ t
)
≤ 2 exp
(
− t
2
2(Lt+ 2ML2)
)
. (74)
Proof. The proof is given in Appendix A.
E. Performance Bounds
The final step of the proof consists of bounding the proba-
bility of the error event
P
(|f¯(sK)− f(sK)| ≥ ε) (75)
via Bernstein’s inequality, Theorem 3.
To this end, we use (52) which states that
P
(|f¯(sK)− f(sK)| ≥ ε)
≤ P
(∣∣∣∣∣
K∑
k=1
f ′k(sk)
(‖Hk‖22
2M
− 1
)∣∣∣∣∣ ≥ η
)
+ P
(∣∣∣ α
M
(N¯sK − E(N¯sK ))
∣∣∣ ≥ η ) ,
(76)
where η = η(Φ, ε) := Φ
−1(ε)
2 .
We bound the last term in (76) first. To this end we note
that N¯sK =
∑M
m=1 N¯sK (m) is a sum of independent random
variables by our construction, and that we have the upper
bound (67) for the sub-exponential norm of the random
variables N¯sK (m). An application of Bernstein’s inequality
leads to
P
(∣∣∣ α
M
(N¯sK − E(N¯sK ))
∣∣∣ ≥ η )
≤ 2 exp
(
− Mη
2
2Lη + 4L2
)
, (77)
where
L = 3σ2F ∆¯(f) +
4σNσF
√
∆(f)∆¯(f)√
P
+
2σ2N∆(f)
P
. (78)
Next, we use (15), (66) and Theorem 3 to bound
P
(∣∣∣∣∣
K∑
k=1
f ′k(sk)
(‖Hk‖22
2M
− 1
)∣∣∣∣∣ ≥ η
)
≤ P
(∣∣∣∣∣
K,M∑
k,m=1
∆(f)
2M
(((Hrk(m))
2 − 1)
+ ((Hik(m))
2 − 1))
∣∣∣∣∣ ≥ η
)
≤ 2 exp
(
− Mη
2
2∆(f)σ2F η + 8∆(f)
2Kσ4F
)
(79)
Combining (79), (77), and (76) concludes the proof of Theo-
rem 1.
APPENDIX
A. Proof of Bernstein’s Inequality, Theorem 3
The proof is along the lines of the proof of [4, Theorem
1.5.2]. We carry out the changes that are necessary to pass
from the statement involving the second moments in [4,
Theorem 1.5.2] to the sub-exponential bounds in Bernstein’s
inequality.
Lemma 3. Let X be a random variable with E(X) = 0 and
θ (X) < +∞. For any λ ∈ R with |λθ (X)| < 1 we have
E(exp(λX)) ≤ 1 + |λ|2θ (X)2 · 1
1− |λθ (X)| . (80)
Proof. Let λ ∈ R satisfy |λθ (X)| < 1. Then
E(exp(λX)) = 1 +
∞∑
k=2
λkE(Xk)
k!
≤ 1 +
∞∑
k=2
|λ|kE(|X |k)
k!
≤ 1 +
∞∑
k=2
|λ|kθ (X)k
= 1 + |λ|2θ (X)2
( ∞∑
k=0
|λθ (X)|k
)
= 1 + |λ|2θ (X)2 · 1
1− |λθ (X)| , (81)
where in the last line we have used |λθ (X)| < 1.
In the next lemma we derive an exponential bound depend-
ing on θ (X) on the moment generating function of the random
variable X .
Lemma 4. Let X be a random variable with E(X) = 0 and
θ (X) < +∞. For any c ∈ (0, 1) and λ ∈
(
− c
θ(X) ,
c
θ(X)
)
we
have
E(exp(λX)) ≤ exp
(
λ2
2
2 · θ (X)2
1− c
)
. (82)
Proof. For λ ∈
(
− c
θ(X) ,
c
θ(X)
)
we have
|λθ (X)| < c < 1, (83)
therefore by Lemma 3
E(exp(λX)) ≤ 1 + |λ|2θ (X)2 · 1
1− |λθ (X)|
≤ 1 + |λ|2θ (X)2 · 1
1− c
≤ exp
(
λ2
2
2 · θ (X)2
1− c
)
, (84)
where in the second line we have used the first inequality in
(83) and the last line is by the numerical inequality 1 + x ≤
exp(x) valid for x ≥ 0.
Lemma 5. Let X1, . . . , XM be independent random variables
with E(Xi) = 0 and θ (Xi) < +∞, i = 1, . . . ,M . Let L :=
max1≤i≤M θ (Xi), c ∈ (0, 1), and λ ∈
(− c
L
, c
L
)
. Then for
SM :=
∑M
i=1Xi we have
E(exp(λSM )) ≤ exp
(
λ2
2
2 ·∑Mi=1 θ (Xi)2
1− c
)
. (85)
Proof. By independence of X1, . . . , XM we have
E(exp(λSM )) =
M∏
i=1
E(exp(λXi)). (86)
Combining this with Lemma 4 proves the claim of the lemma.
The next lemma establishes the basic tail bound for random
variables satisfying inequalities of type (85). The proof can be
found in [4, Lemma 1.4.1].
Lemma 6. Let X be a random variable with E(X) = 0. If
there exist τ ≥ 0 and Λ > 0 such that
E(exp(λX)) ≤ exp
(
λ2
2
τ2
)
, (87)
holds for all λ ∈ (−Λ,Λ), then for any t ≥ 0 we have
P(|X | ≥ t) ≤ 2 ·Q(t), (88)
where
Q(t) =
{
exp
(
− t22τ2
)
, 0 < t ≤ Λτ2
exp
(−Λt2 ) , Λτ2 ≤ t. (89)
Lemma 6 and Lemma 5 immediately imply the following
tail inequality for sums of independent sub-exponential ran-
dom variables.
Lemma 7. Let X1, . . . , XM be independent random variables
with E(Xi) = 0 and θ (Xi) < +∞ for k = 1, . . . ,M . Let
L := max1≤i≤M θ (Xi), c ∈ (0, 1), and SM :=
∑M
i=1Xi.
Then for any t ≥ 0
P(|SM | ≥ t) ≤ 2 · V (c, t), (90)
where
V (c, t) =

exp
(
− t2(1−c)
4
∑
M
i=1
θ(Xi)
2
)
, 0 < t ≤ 2c
∑M
i=1
θ(Xi)
2
L(1−c)
exp
(− ct2L) , 2c∑Mi=1 θ(Xi)2L(1−c) ≤ t.
(91)
The proof of Theorem 3 follows from Lemma 7. To this
end we observe that for fixed t ≥ 0 the lower expression in
(91) is decreasing in c while the upper expression in (91) is
increasing in c. The c′ that minimizes the V (c′, t) for fixed
t ≥ 0 can be found by solving the equation
2c′
∑M
i=1 θ (Xi)
2
L(1− c′) = t, (92)
resulting in
c′ =
Lt
Lt+ 2
∑M
i=1 θ (Xi)
2
. (93)
Inserting the expression for c′ given in (93) into V (c′, t) and
using the representation (91) we obtain
P(|SM | ≥ t) ≤ 2 · exp
(
− t
2
2(Lt+ 2ML2)
)
, (94)
where we have used
M∑
i=1
θ (Xi)
2 ≤ML2. (95)
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