A theoretical model for the M n12 acetates is derived including a 'random field' effect arising from isomer effects in some families of host acetate materials. Estimates for the important energy scales are given. Phase boundaries are determined using a mean field approximation. Predictions for experiment are presented
The transverse field and random field Ising models have been the subject of extensive theoretical study, but few experimental realizations exist. One realization is the diluted antiferromagnet in a magnetic field introduced by Fishman and Aharony 1 . Another realization is the Li(Ho/Y )F 4 system 2,3 where the physics includes spin glass 2, 4 and random field 5, 6 effects. However in LiHoF 4 the nuclear hyperfine interactions play also an important role 7, 8 . Recently, a new system with the potential to exhibit this physics has been uncovered: the M n 12 acetates 9,10,11 . The M n 12 molecule is in effect a local magnetic moment of spin S = 10, with a strong uniaxial anisotropy favoring the two states of maximal magnitude of spin projection along a quantization axis defined by the structure of the M n 12 molecule 12, 13 . In the M n 12 acetates the M n 12 ions reside on the sites of body centered tetragonal (BCT) lattice and the interspin distance is large enough that only the dipole interaction is important. Unlike in the LiHoF 4 system, nuclear hyperfine fields are not believed to be important. In a perfect M n acetate crystal the quantization axes of all of the M n 12 units are parallel to the distinguished (c) axis of the BCT structure and a magnetic field applied in the place perpendicular to this axis is a transverse field which acts to mix the two states picked out by the uniaxial anisotropy.
However, in some M n acetate materials residual orientational disorder in the crystal structure 14 , see also 11, 15, 16 leads to a distribution of quantization axes, so a field applied perpendicular to the BCT c-axis will have a component along the local spin quantization axis. Ref [17] observed that this provides a random field of strength proportional to the applied field. The parameters are such that for experimentally realizable disorder, the random field may be the dominant non-thermal disordering effect. A random field with a different physical origin exists in diluted Li(Ho/Y )F 4 .
The M n 12 -acetates therefore offer in principle the opportunity to study transverse-field and random-field driven quantum criticality. However spins on different sites are separated widely enough that they interact only via the dipolar interaction. The long range of the dipole interaction leads to a variety of interesting consequences for the macroscopic domain structure 18, 19 but renders the critical behavior essentially mean field-like 20, 21, 22 . Further, as noted previously by many workers, the large spin magnitude suppresses quantum tunneling effects at small applied field, leading to an effectively frozen dynamics which limits the temperatures accessible in the present generation of experiments. Also, as will be explained below, the random field appears to have an unusual distribution, in which the random field actually vanishes at a non-neligible fraction of sites. Finally, an applied transverse field acts to cant the M n 12 spins and this canting affects the Hamiltonian parameters.
In this paper we present a theoretical model of the M n 12 acetates. The derivation of the Hamiltonian follows 23, 24 and our results are qualitatively similar, but incorporates features which are specific to the M n 12 system. We determine the phase boundaries using a meanfield approximation. We provide estimates for the important energy scales; the dipolar coupling we obtain is in agreement with previous results of Garanin and Chudnovsky 18 . We compute the uniform susceptibility including the effects of the shape anisotropy, and determine the temperature range required to access the critical behavior and to determine the transitions temperatures arXiv:0912.0251v1 [cond-mat.mes-hall] 1 Dec 2009 accurately.
II. HAMILTONIAN AND ENERGY SCALES

A. Hamiltonian
For our purposes the M n 12 acetates may be viewed as a body centered tetragonal lattice with lattice constants a = b ≈ 17Å and c ≈ 12Å. These are the conventional "cubic" lattice parameters, so the 8 nearest neighbors of a site are at relative position R = 0.5(±ax, ±bŷ, ±cẑ). The c/a ratio of the experimental samples is ≈ 0.7 but we will also present results for other c/a ratios. Each site of the BCT lattice hosts a M n 12 complex, which may be thought of as a single spin of magnitude S = 10. The separation between M n 12 molecules is large enough that the spins interact only via the dipolar fields.
A uniaxial anisotropy favors spin states parallel or antiparallel to a specific spatial direction defined by the structure of the M n 12 molecule. We take this direction to be the spin quantization (spin z) axis. In a perfect M n 12 -acetate crystal the spin quantization axis is aligned to the c axis of the BCT structure. In some crystals disorder leads to a misalignment of the quantization axis, which on site i may deviate from the crystal c axis by a small angle θ i . The misalignment is also characterized by an azimuthal angle φ i which apparently 16 takes one of a small set of discrete values. It is of interest to consider the effects of a magnetic field applied perpendicular to the crystalline c axis. We choose this direction to be the spin x. Projecting the applied field onto the local quantization axis leads to a field of magnitude H T ≡ H cos θ i ≈ H parallel to the spin-x direction and to a field of magnitude H ran,i ≡ H sin θ i cos φ i ∼ Hθ cos φ i along the z direction of the spin quantization axis. For azimuthal angle φ i = 0 the energy splitting between the S = ±10 is ∆E = 2Sgµ B Hθ i .
The distribution of the random field depends on the distribution of angles θ i , φ i . Experiment 11, 14, 15 and density functional calculations 16 suggest that this distribution is discrete, with a fraction of order 1/4 of the M n sites characterized by a θ i = 0 and the remaining fraction by a θ i which density functional calculations indicate is about 0.5
•16 and experiment 15, 17 indicates is somewhat larger, ∼ 1 − 2
• . The distribution is discussed in more detail in Appendix A.
These considerations lead to the following Hamiltonian
with
Here R and R label sites of a body centered tetragonal lattice and the components of the spin operator S are matrices corresponding to the spin S = 10 representation of SU (2). There are additional small terms in Eq 2 relating to quartic and higher nonlinearities, which are not important for our considerations. We account for their effects by renormalizing the coefficient D of the uniaxial anisotropy from the measured value to D ≈ 0.548K to D ≈ 0.665K 12, 13, 17 . The uniaxial anisotropy term favors the states with |S z | = 10. The gap to the next lowest lying states is 19D ≈ 13K at H T = 0; as we shall see, in an applied transverse field the gap may become as small as 6T , but this is always large compared to the energy scales relevant to phase transitions, so a reduction to an effective two-level system is generally appropriate.
We take the free electron g-factor g = 2 so that an applied transverse field of 6T corresponds to an energy of about 10K, enough to rotate the spin significantly away from the z axis preferred by the D term. For a tilt angle of 1
• the scale of the random-field induced splitting
The strength of the dipolar interaction at the interatomic separation is set by
and the geometrical factors lead to an effective spin-spin interaction scale about 5 − 10 × E dip . Because this interaction scale is much less than the splitting induced by the uniaxial anisotropy, we may focus only on the lowestlying states of Eq 2. We observe that because the dipole interaction varies as the cube of the distance, modestly smaller intersite distances could dramatically increase the energy scale associated with the dipolar coupling.
B. Solution of Single-Ion Hamiltonian
In this subsection we present the solution of H single−ion as a function of applied transverse magnetic field. The solution is straightforwardly obtained by diagonalizing Eq 2, which is just a 21 × 21 matrix. In the absence of applied fields the eigenstates come in degenerate pairs. The pair with S z = ±10 are favored and the gap to the next lowest-lying pair is about 12K. Because the two states favored by the unixial anisotropy are S ± 10 the transverse field, which couples in essence to S ± , has a highly nonlinear effect. In a simple perturbative picture 20 applications of the operator coupling to the transverse field are required to shift the system from one ground state of −DS applied fields the splitting of the ground state doublet induced by a small transverse field
and is negligible. Above a critical value the splitting becomes important. However, even if the splitting of the two lowest eigenvalues is negligible, an applied transverse field H will cant the spins away from the z axis, changing the ground state wave function and the gap to the next lowest-lying states appreciably. Fig. 1 shows the dependence on applied transverse field of the energy difference E 12 between the ground state and the lowest-lying excited state (solid trace, black on-line and dotted trace, green on-line ) and second (dashed line, red on-line and dash-dotted trace, magenta on-line) and the difference E 13 between the ground state and the next-lowest-lying excited state. These differences are computed for the model with (solid and dashed) and without (dotted and dash-dotted) random fields. We see that there is always a significant gap to the third excited level. The minimum in the 1 − 3 energy difference is a consequence of spin canting while the apparent threshold behavior of the 1−2 energy difference is a consequence of the highly nonlinear action of S x on the ground-state doublet.
The large gap to the third excited level justifies a reduction of the Hamiltonian to a two-state system in which each site characterized by a mean canting angle θ such that < S x > (H) = S sin θ. We have computed θ from H single−ion for the M n 12 parameters. The result is shown as the dashed line (red on-line) in Fig 2. The two allowed values of < S z (H) > are ± S 2 − S 2 x = ±S cos θ. To represent this situation we introduce Ising variables s i on each site i such that the spin magnitude on site i is
The two lowest-lying states are coupled by quantum tunneling which we parametrize by an energy ∆(H). Further as noted above, a misalignment of the M n 12 by a small angle θ i leads to an effective field along the z spin direction and hence a additional contribution to the level splitting which we parametrize by an energy h ran which can be relatively large because of the large value of the z moment. Thus the projection of the on-site Hamiltonian to the two lowest-lying states may be written
We define the tunnel splitting parameter ∆(H) from the energy difference E 12 of the two lowest-lying levels of H single−ion with no random field via ∆ = 0.5E 12 and we define the random field parameter h ran from the difference ∆E 12 between the splitting of the two lowest levels with and without random field, via 2∆E 12 = ∆ 2 + h 2 ran − ∆. These energy parameters are also shown in Fig 2. 
C. Intersite Energy
In terms of the Ising variables s i and angle θ introduced in the previous section the intersite energy, Eq 3 becomes
The applied magnetic field enters via the spin canting angle θ and the other terms arē
Thus the intersite energy is the sum of three terms: a true interaction which is bilinear in the Ising variables, a term linear in the Ising variables which expresses the z component of the magnetic field arising (via the dipolar interaction) from the x direction spin polarization, and a term which is independent of the Ising variables, which we neglect henceforth. Recalling the dipole energy E dip (Eq 5) and the unit cell volume V cell = a 2 c/2 we have (similar results were found for LiHoF 4 by Chakraborty et. al. 24 and for M n 12 acetate by Garanin and Chudnovsky 18 )
and
H or cosθ is shown in Appendix B to be just the z component of the demagnetization field induced by the x−direction spin polarization caused by spin canting. This vanishes for a properly oriented ellipsoidal sample and is generally expected to be small. It will be neglected henceforth.
As will be seen below, an appropriate measure of the interaction strength is the ferromagnetic exchange constant which for the M n 12 acetate c/a ratio is J = (2.46 + 8π/3)E dipole (this number is in good agreement with the value previously established by Garanin and Chudnovsky 18 ). Jcos 2 θ is also plotted in Fig 2. In the remainder of this paper we analyse the physics implied by H Ising (Eq 7), H interaction (Eq 12) and H orientation (Eq 13).
III. MEAN FIELD THEORY A. Formalism
In mean field theory one assumes that each site is an independent spin problem specified by the Hamiltonian
with z direction magnetic field the sum of the random field term, any externally applied field, and a contribution coming from the polarizations of the other spins:
Eq 16 implies that the expectation value of the Ising spin operator on site R is
For ordering at a wavevector Q we have < s R >= Re < s > e iQ·R and
The prime on the sum denotes the restriction that the site R must be within the sample volume. Within mean field theory the effective field h ef f determined by putting the expectation values computed from Eq 16 back into the equation for h ef f and requiring self-consistency. A magnetic state is found when self consistency occurs for < s > = 0 in vanishing applied z-direction field. A second order magnetic phase boundary is defined by the temperature at which Eqs 18,19 are satisfied by an infinitesimal < s > at vanishing applied z-direction field. The nature of the phase is determined by Q which maximizes J(Q).
Appendix B presents the evaluation of J(Q). For the ferromagnetic case Q = 0 careful attention must be paid to the long range of the dipole interaction because the sum is only conditionally convergent; for non-zero Q the complication does not arise. For the ferromagnetic case we find
Here J SR comes from short ranged physics and depends on the details of the crystal structure including (for the BCT lattice) the c/a ratio. For the c/a = 0.7 relevant to the M n 12 acetates we find J SR (0.7) ≈ 1.23. The second term comes from the long ranged part of the dipole interaction and is independent of the specifics of the crystal structure or the over-all shape of the sample. This term is in effect a long-ranged interaction, which justifies the use of a mean field theory and is of course absent in the antiferromagnetic case. Λ is the demagnetization factor, which is non-negative but tends to zero for a prolate crystal highly elongated in the direction parallel to the applied field. Eq 21 was derived on the assumption of a uniform ferromagnetic state. In a crystal which is not highly prolate, the ordered state will have a domain structure consisting of domains highly elongated along z to minimize the demagnetization factor; thus the ferromagnetic transition temperature is determined by Eq 21 with Λ = 0. We have also studied the Q dependence. We find that the largest exchange constants are for Q = 0 and for Q = (π, ±π, 0). When translated into a real-space picture of sites on the BCT lattice the Q = (π, ±π, 0) state corresponds to ferromagnetic sheets oriented perpendicular to the basal plane of the BCT and extending along (1, ±1) directions of the simple cubic lattice from which the BCT lattice is constructed.
Energy differences depend sensitively on the c/a ratio and can lead to a change of ordering pattern. For c/a < ∼ 2.5 the ferromagnetic state is favored; for c/a > ∼ 2.5 the (π, π, 0) antiferromagnet has the lowest energy. The dependence on the c/a ratio of the exchange constant characterizing these two states is shown in Fig 3. We find that for c/a < ∼ 0.5 the ferromagnet and the (π, π, 0) antiferromagnet become extremely close in energy while for c/a > ∼ 2.2 the state preferred within mean field theory is the (π, π, 0) antiferromagnet, with the (π, π, π) antiferromagnet becoming extremely close in energy as c/a is further increased. The proximity of these other states may be important in the random field case, as it is possible to imagine that particular configurations of the random field might locally favor one or the other of the states. The dependence of the mean field exchange constant on ordering wavevector along the basal plan Brillouin zone diagonal is shown in Fig 4. B. Phase boundaries: ferromagnetic case, c/a = 0.7
The ferromagnetic phase boundary is determined in mean field theory by linearizing Eq 18 in s and then seeking the temperature at which Eq 19 is satisfied. As noted above, in general the transition is to a state with domains highly elongated along z so that in determining the transition temperature we evaluate J with Λ = 0. Denoting by angle brackets the average over sites in the system the equation for the Curie temperature T c is
If the randomness vanishes the mean field equation becomes
The quantum critical point at which the mean field transition vanishes is J = ∆; the corresponding field can be read off from Fig 2. The random field case is more involved . Fig 2 indicates that for the experimentally measured tilt angles the random field scale becomes comarable to the basic exchange scale while the tunnel splitting ∆ is still very small. Neglecting ∆ in Eq 22 we obtain Pure System Random System φ=0 Random System φ=0.15π
FIG. 5:
Transition temperatures for pure (solid line, black online) and two random-field cases: applied field aligned along crystal x axis (dashed line, red on-line) and aligned at an angle of 0.15π with respect to the crystal x axis. M n12 parameters as discussed above are used, with polar tilt angle θi taken to be 1
The physics of this equation is straightforward: as T is decreased below h ran,i the cosh −2 term becomes negligible so these sites drop out of the mean field equation. As the random field is increased a higher and higher fraction of sites have dropped out of the mean field equation at any given temperature so the transition temperature drops. If the distribution of random fields were continuous, Eq 24 would lead to a quantum critical point at which T c vanished even without a tunnel splitting. However, in the actual materials the distribution of random fields is apparently 14, 15, 16 such that a non-negligible fraction of sites experience zero random field (see Appendix A); this fraction can (within mean field theory) sustain an ordered state which is only suppressed by tunnel splitting.
We have used the field dependence of the exchange, tunnel splitting and random field energies to compute the phase boundaries implied by Eq 22. In the random case we have used the distribution function shown in Appendix A. The results are shown in Fig 5. In the pure system we observe a roughly mean-field-like curve, with however a very steep rise near the endpoint which is related to the rapid onset of the tunnelling term in the Hamiltonian. In the random field case we observe an initial drop in transition temperature related to freezing out of spins quenched by the random field. The field scale for the initial drop is set by the polar tilt angle θ i which in Fig 5 has been set to θ i = 1 • . If the typical θ i for sites with tilt were a factor of two smaller, the field scale at which the drop occurs would be about a factor of two larger (with small corrections relating to the effect of the over-all canting on the basic exchange energies). For larger fields (H > 2T for the parameters used in Fig 5) the calculated behavior controlled by the sites where the random field vanishes; the number of these sites depends on the orientation of the field relative to the molecule axis defined by the coordinate φ. If the applied field is aligned along the direction φ = 0 then some fraction of tilted sites are characterized by φ = ±π/2 and thus vanishing random field; for a generic angle of applied field, all of the tilted sites are subject to some random field. Remarkably, a phase diagram with a shape very similar to that found in our random field case was computed for diluted LiHoF 4 23 although in this case the structure is due to the interplay of hyperfine and dipolar interactions.
IV. SPIN-SPIN INTERACTION
It is interesting to consider the spin-spin interaction term in a formally infinite system, so that momentum is a good quantum number and H interaction becomes (with the use of Ewald summation techniques along the lines of Appendix B to Fourier transform the dipole interaction)
Here G is a reciprocal lattice vector and q is the separation parameter used to effect the Ewald summation; the results are independent of the value of q chosen, but values of q between 1.5 and 2.5 seem to lead to the most rapid convergence. This result applies only for a ferromagnetic ground state and for k large compared to the inverse of the domain size.
The first term in Eq 26 is independent of the magnitude of k but strongly dependent on the ratio k z /k. It is independent of any of the atomic-scale details of the material but carries information about the shape anisotropy of the sample and it favors states with k z = 0 but for k z = 0 is independent of the wave vector in the xy plane. The remaining terms are not singular as k → 0 and depend on the magnitude of k and on the crystal structure. The variation of the energy as momentum is varied through the Brillouin zone of the BCT lattice for c/a = 0.7 is plotted in Fig 6. As the lattice anisotropy c/a is decreased below 1 the variation in energy across the k z = 0 plane rapidly decreases.
V. SUSCEPTIBILITY
An important experimental probe is the magnetic susceptibility. At present 17 this can be carried out for M n 12 only at relatively high temperatures (at least for small applied transverse fields) because the small value of the tunnel amplitude ∆ means that the system drops out of equilibrium as the temperature is decreased. Phase diagrams have been inferred from a Curie-Weiss extrapolation of the measured χ.
We calculate the susceptibility by writing the mean field equations in the presence of a small probe field. Expanding for small probe field and small magnetization we find (the canting angle enters the equations because it determines the magnitude of the Ising spin):
with the cos θ factor expressing the canting of the spins in the transverse applied field, and the angle brackets again representing an average over the random field. The susceptibility is a measurement of the uniform magnetization induced by a uniform field, and as such is substantially affected by shape anisotropy effects which as noted above affect the domain structure of the ordered state but not the ordering temperature. One should therefore include the demagnetization contribution Λ in the exchange constant J. Some insight comes from considering the susceptibility in the high temperature limit. Expanding Eq 29 yields
Thus the first correction to the Curie-Weiss behavior is an upward curvature whose amplitude depends on the tunnel splitting and on the average strength of the random field. However, when temperature becomes low enough that for a given site h ran,i becomes greater than T , then the contribution proportional to I 2 vanishes and the con- tribution proportional to I 1 becomes equal to the sign of h ran and vanishes on averaging; thus mathematically this site drops out of the mean field equation for the susceptibility. Fig 7 shows results for a highly prolate sample (needlelike, elongated along z) for which Λ = 0. In the pure case (top panel) the field dependence for small fields is entirely due to the field dependence of the basic exchange constant; by contrast in the random case (lower panel) there is additional field dependence is due to the random field. The random field case has structure at low temperatures, caused by the physics discussed above: a non-negligible fraction of the sites have a vanishing or very small random field; the sites are able (at small fields and low temperatures) to order. Note that the dependence on alignment of the applied field and the sample x axis is only important very near to the ordering transition, as can be seen by comparing the two curves shown for H = 6T . Fig 8 compares the calculated susceptibility for needle like (Λ = 0; no demagnetization factor) and spherical (Λ = 4π/3; demagnetization factor cancels 'ClausiusMosotti' 4π/3 factor) samples with no random fields at two representative applied fields. The χ −1 = 0 intercept of the curves reveals the 'short ranged' part of the interaction. The effect of the shape anisotropy is evident.
VI. CONCLUSION
A model of spins with a uniaxial anisotropy interacting via the dipolar interaction has been presented and applied to data on M n 12 -acetates. The model includes physics specifically relevant to M n 12 , in particular the crystal structure and a random field arising from an isomer structure of the some of the host acetate materials. The model is similar to that previously formulated for LiHoF 4 3,23,24 although the leading term in the random field has a different physical origin in M n 12 than in LiHoF 4 . One should note that although LiHoF 4 crystallizes in a body centered tetragonal structure, the LiHoF 4 unit cell has a more complicated structure than that of M n 12 (including 4 atoms per unit cell to the 2 in M n 12 ) so the dependence of the exchange constants on the c/a ratio, for example, will be different in the two systems. Also, M n 12 is simpler than LiHoF 4 because the nuclear hyperfine field plays no role in M n 12 .
We presented estimates of the relevant energy scales. The phase diagram and susceptibility were computed in a mean field approximation. In the random field case the plot of transition temperature versus transverse field has an unusual structure arising from a particular feature of the theoretically proposed distribution of random fields. The random fields arise from a random distribution of isomers of the acetate molecules which host the M n 12 ions. The distribution is such that a fraction (either 1/4 or 1/2) of the sites feel no on-site random field, while the remainder are subject to a random field, of strength proportional to the transverse applied field. The large fraction of sites on which the random field vanishes leads to a 'foot', extending to higher fields, in the calculated transition temperature versus applied transverse field curve. The strength of the random field, and therefore the field and temperature regime in which the unusual structure of the phase boundary becomes apparent, depends on the mean tilt angle. Theory and experiment differ on what is the best value of this angle to use; however for all reasonable parameters it appears that measurements at temperatures below 1K will be required to unravel the nature of this transition.
An important experimental probe of the M n 12 system is the magnetic susceptibility. These measurements are at present limited to relatively high temperatures because (especially at applied fields less than a few T ) the small value of the effective tunnelling amplitude means that the system has difficulty equilibrating at low T . It is therefore of interest to consider the information which may be obtained from measurements of the susceptibility at higher temperatures, above the actual ordering temperature. Caution in choosing a temperature range is suggested because our results also indicate that particularly for fields ∼ 5 − 7T higher excited states (not included in the present calculations) may start to play a role at temperatures ∼ 5K or greater. We find that at temperatures well above any ordering temperatures the leading effect of the random field is an upward deviation of the inverse susceptibility, ∼ 1/T , from the Curie Weiss behavior. The coefficient of the deviation gives the mean square amplitude of the random field.
Our phase diagrams and susceptibilities are obtained from mean field theory, which should provide a reasonable estimate of the scales but which is not highly accurate even with the long range of the dipole interaction 19, 24 . In particular, the mean field theory captures the leading effect of the random field, namely that the spins on sites where the random field is nonzero are 'slaved' to the random field and thus drop out of the mean field equation, leading to an effective dilution that reduces the transition temperature. However, the mean field approximation neglects the dipolar coupling between the frozen moments on the misaligned sites and the potentially ferromagnetically ordered spins on the aligned sites. This coupling leads to an additional random field which averages to zero but has a typical value of the order of the basic exchange constant 1, 5, 6 . It also neglects the possibility of other spin glass state or frozen moment states at low dilutions (such states are believed to occur for dilutions greater than about 80% in LiHoF 4 2,4 ). A rough estimate indicates that in the 50% dilution case (occurring if the transverse field is aligned along an azimuthal symmetry axis) the root mean square value of the dipolar-induced random field is less than the mean field associated with ferromagnetic ordering, but for a general azimuthal field alignment the root mean square value of the dipolar-induced random field may be larger than the ferromagnetic mean field.
Important topics for future investigation are a better characterization of the random fields, a more theoretically rigorous investigation of the model we have defined (along the lines of 19, 22 ), including an investigation of the interplay between the random field and the mean field-like interaction, and an investigation of materials in which quantum fluctuations are larger, enabling measurements down to lower temperatures. Forming crystals with a smaller lattice constant and different c/a ratios would also be of considerable interest because they would vary the dipolar interaction.
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APPENDIX B: EWALD SUMMATION AND THE MEAN FIELD INTERACTIONS
This Appendix uses Ewald summation arguments to perform the sums needed for the mean field theory of the dipolar Ising magnet. We need to evaluate
(B1) Here we find it convenient to allow the sum over R to range over infinite space, and take the magnetization M (R ) = 0 for R outside the sample.
We now introduce an arbitrary separation length ξ which is large compared to a lattice constant but small compared to the system size and introduce kernels K LR and K SR | with
The term in Eq B1 involving K SR is (up to boundary terms) local and independent of the shape of the system, however it does depend on the crystal structure including, for a BCT lattice, the c/a ratio. Assuming that M varies slowly on the scale of ξ it gives a contribution (B9) The κ integral is dominated by κ ∼ G so we may set ξ = 0 and perform κ integral obtaining finally
