Thermal fluctuation field for current-induced domain wall motion by Kim, Kyoung-Whan & Lee, Hyun-Woo
Thermal fluctuation field for current-induced domain wall motion
Kyoung-Whan Kim and Hyun-Woo Lee
PCTP and Department of Physics, Pohang University of Science and Technology, Pohang 790-784, Korea
Received 18 May 2010; revised manuscript received 23 August 2010; published 20 October 2010
Current-induced domain wall motion in magnetic nanowires is affected by thermal fluctuation. In order to
account for this effect, the Landau-Lifshitz-Gilbert equation includes a thermal fluctuation field and literature
often utilizes the fluctuation-dissipation theorem to characterize statistical properties of the thermal fluctuation
field. However, the theorem is not applicable to the system under finite current since it is not in equilibrium. To
examine the effect of finite current on the thermal fluctuation, we adopt the influence functional formalism
developed by Feynman and Vernon, which is known to be a useful tool to analyze effects of dissipation and
thermal fluctuation. For this purpose, we construct a quantum-mechanical effective Hamiltonian describing
current-induced domain wall motion by generalizing the Caldeira-Leggett description of quantum dissipation.
We find that even for the current-induced domain wall motion, the statistical properties of the thermal noise is
still described by the fluctuation-dissipation theorem if the current density is sufficiently lower than the
intrinsic critical current density and thus the domain wall tilting angle is sufficiently lower than  /4. The
relation between our result and a recent result R. A. Duine, A. S. Núñez, J. Sinova, and A. H. MacDonald,
Phys. Rev. B 75, 214420 2007, which also addresses the thermal fluctuation, is discussed. We also find
interesting physical meanings of the Gilbert damping  and the nonadiabaticy parameter ; while  charac-
terizes the coupling strength between the magnetization dynamics the domain wall motion in this paper and
the thermal reservoir or environment,  characterizes the coupling strength between the spin current and the
thermal reservoir.
DOI: 10.1103/PhysRevB.82.134431 PACS numbers: 75.78.Fg, 75.60.Ch, 05.40.Ca
I. INTRODUCTION
Current-induced domain wall DW motion in a ferro-
magnetic nanowire is one of representative examples to
study the effect of spin-transfer torque STT. The motion of
DW is generated by the angular momentum transfer between
space-time-dependent magnetization m x , t and conduction
electrons, of which spins interact with m by the exchange
coupling. This system is usually described by the Landau-
Lifshitz-Gilbert LLG equation,1–3
m
t
= 0H ef f  m +

ms
m 
m
t
+
jpB
ems
 m
x
−

ms
m 
m
x
 ,
1
where 0 is the gyromagnetic ratio, jp is the spin-current
density, ms= m  is the saturation magnetization, and B is the
Bohr magneton.  is the Gilbert damping coefficient, and 
is the nonadiabatic coefficient representing the magnitude of
the nonadiabatic STT.4 In Eq. 1, the effective magnetic
field Hef f is given by
H ef f = A2m + H ani + H th, 2
where A is stiffness constant, H ani describes the effect of the
magnetic anisotropy, and H th is the thermal fluctuation field
describing the thermal noise. In equilibrium situations, the
magnitude and spatiotemporal correlation of H th are gov-
erned by the fluctuation-dissipation theorem,5–7
Hth,ix,tHth,jx,t	 =
4kBT

	x − x	t − t	ij , 3
where ¯ 	 represents the statistical average, i, j denote x, y,
or z component, kB is the Boltzmann constant, T is the tem-
perature, and =ms /B is the spin density. Equation 3
plays an important role for the study of the magnetization
dynamics at finite temperature,8
Equation 3 has been also used in literature9–13 to exam-
ine effects of thermal fluctuations on the current-induced
DW motion. In nonequilibrium situations, however, the
fluctuation-dissipation theorem does not hold generally.
Since the system is not in equilibrium any more when the
current is applied, it is not clear whether Eq. 3 may be still
used. Recalling that H th is estimated to affect the magnetiza-
tion dynamics considerably in many experimental
situations14–17 of the current-driven DW motion, it is highly
desired to properly characterize H th in situations with non-
zero jp. Recently, Duine18 attempted this characterization and
showed that Eq. 3 is not altered by the spin current up to
first order in the spin-current magnitude. This analysis how-
ever is limited to situations where the spin-flip scattering is
the main mechanism responsible for . In this paper, we
generalize this analysis by using a completely different ap-
proach which does not assume any specific physical origin of
.
Hth arises from extra degrees of freedom other than mag-
netization, which are not included in the LLG equation. The
extra degrees of freedom phonons for instance usually have
much larger number of degrees of freedom than magnetiza-
tion and thus form a heat reservoir. Thus properties of Hth are
determined by the heat reservoir. The heat reservoir plays
another role. In the absence of the extra degrees of freedom,
the Gilbert damping coefficient  should be zero since the
total energy should be conserved when all degrees of free-
dom are taken into account. Thus the heat reservoir is re-
sponsible also for finite . These dual roles of the heat res-
ervoir are the main idea behind the Einstein’s theory of the
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Brownian motion.19 There are also claims that  is correlated
with  Refs. 18 and 20–22 in the sense that mechanisms,
which generate , also contribute to . Thus the issue of H th
and the issue of  and  are mutually connected. Recalling
that the main mechanism responsible for  varies from ma-
terial to material, it is reasonable to expect that the main
mechanism for H th and  may also vary from material to
material. Recently, various mechanisms of  were examined
such as momentum transfer,23–25 spin mistracking,26,27 spin-
flip scattering,18,21,22,25,28 and the influence of a transport
current.29 This diversity of mechanisms will probably apply
to H th as well.
Instead of examining each mechanism of H th one by one,
we take an alternative approach to address this issue. In
1963, Feynman and Vernon30 proposed the so-called influ-
ence functional formalism, which allows one to take account
of damping effects without detailed accounts of damping
mechanisms. This formalism was later generalized by Smith
and Caldeira.31 This formalism has been demonstrated to be
a useful tool to address dissipation effects without specific
accounts of detailed damping mechanisms on, for instance,
quantum tunneling,32 nonequilibrium dynamic Coulomb
blockade,33 and quantum noise.34 To take account of damp-
ing effects which are energy nonconserving processes in gen-
eral, the basic idea of the influence functional formalism is to
introduce infinite number of degrees of freedom called en-
vironment behaves like harmonic oscillators which couple
with the damped system. See Eq. 13. Caldeira and
Leggett32 suggested the structure of the spectrum of environ-
ment Eq. 13 and integrated out the degrees of freedom of
environment to find the effective Hamiltonian describing the
classical damping Eq. 12. For readers who are not familiar
with the Caldeira-Leggett’s theory of quantum dissipation,
we present the summary of details of the theory in Sec. II B.
In order to address the issue of H th, we follow the idea of
the influence functional formalism and construct an effective
Hamiltonian describing the magnetization dynamics. The ef-
fective Hamiltonian describes not only energy-conserving
processes but also energy-nonconserving processes such as
damping and STT. From this approach, we find that Eq. 3
holds even in nonequilibrium situations with finite jp, pro-
vided that jp is sufficiently smaller than the so-called intrin-
sic critical current density23 so that the DW tilting angle 

to be defined below is sufficiently smaller than  /4. We
remark that in the special case where the spin-flip scattering
mechanism of  is the main mechanism of H th, our finding is
consistent with Ref. 18, which reports that the spin flip scat-
tering mechanism does not alter Eq. 3 at least up to the first
order in jp. But our calculation indicates that Eq. 3 holds
not only in situations where the spin flip scattering is the
dominant mechanism of H th and  but also in more diverse
situations as long as the heat reservoir can be described by
bosonic excitations such as electron-hole pair excitations or
phonon, i.e., the excitations effectively behave like har-
monic oscillators to be described by Caldeira-Leggett’s
theory. We also remark that in addition to the derivation of
Eq. 3 in nonequilibrium situations, our calculation also re-
veals an interesting physical meaning of , which will be
detailed in Sec. III.
This paper is organized as follows. In Sec. II, we first
introduce the Caldeira-Leggett’s version of the influence
functional formalism and later generalize this formalism so
that it is applicable to our problem. This way, we construct a
Hamiltonian describing the DW motion. In Sec. III, some
implications of this model is discussed. First, a distinct in-
sight on  is emphasized. Second, as an application, statisti-
cal properties of the thermal fluctuation field are calculated
in the presence of nonzero jp, which verifies the validity of
Eq. 3 when jp is sufficiently smaller than the intrinsic criti-
cal density. It is believed that many experiments16,17 are in-
deed in this regime. Finally, in Sec. IV, we present some
concluding remarks. Technical details about the quantum
theory of the DW motion and methods to obtain solutions are
included in Appendices.
II. GENERALIZED CALDEIRA-LEGGETT DESCRIPTION
A. Background
Instead of full magnetization profile m x , t, the DW dy-
namics is often described2,23,35–37 by two collective coordi-
nates, DW position xt and DW tilting angle 
t. When
expressed in terms of these collective coordinates, the LLG
Eq. 1 reduces to the so-called Thiele equations,
dx
dt
=
jpB
ems
+ 
d

dt
+
0K
ms
sin 2
 + xt , 4a

d

dt
= − 
dx
dt
+ 
jpB
ems
+ pt . 4b
Here K is the hard-axis anisotropy,  is the DW thickness.
xt and pt are functions describing thermal noise field
Hth,ix , t. By definition, the statistical average of the thermal
noise field Hth,ix , t is zero and similarly the statistical aver-
ages of xt and pt should also vanish regardless of
whether the system is in equilibrium. The question of their
correlation function is not trivial however. If the thermal
noise field Hth,ix , t satisfies the correlation in Eq. 3, it can
be derived from Eq. 3 that xt and pt satisfy the cor-
relation relation12
it jt	  kBT	ij	t − t , 5
for 
i , j= 
x , p. But as mentioned in Sec. I, Eq. 3 is not
guaranteed generally in the presence of the nonzero current.
Then Eq. 5 is not guaranteed either. The question of what
should be the correlation function it jt	 in such a situ-
ation will be discussed in Sec. III.
When the spin-current density jp is sufficiently smaller
than the so-called intrinsic critical density e0K /B,23 

stays sufficiently smaller than  /4. In many experimental
situations,38–40 this is indeed the case,41 so we will confine
ourselves to the small 
 regime in this paper. Then, one can
approximate sin 2
2
 to convert the equations into the
following form:42
dx
dt
= vs +
S
2KM
dp
dt
+
p
M
+ 1t , 6a
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dp
dt
= −
2KM
S
dx
dt
+
2KM
S
vs + 2t , 6b
where p=2KM
 /S, S is the spin angular momentum at
each individual magnetic site, and vs= jpB /ems is the adia-
batic velocity,43 which is a constant of velocity dimension
and proportional to jp. The yet undetermined constant M is
the effective DW mass42–44 which will be fixed so that the
new variable p becomes the canonical conjugate to x. 1t
and 2t are the same as xt and pt except for propor-
tionality constants.
When the thermal noises 1t and 2t are ignored, one
obtains from Eq. 6 the time dependence of the DW posi-
tion,
xt = x0 +


vst +
S
2KM2
1 − e−2Kt/S1+
2
p0 − Mvs −  . 7
Note that after a short transient time, the DW speed ap-
proaches the terminal velocity vs /. Thus the ratio  / is
an important parameter for the DW motion. When the ther-
mal noises are considered, they generate a correction to Eq.
7. However, from Eq. 6, it is evident that the statistical
average of xt should still follow Eq. 7. Thus as far as the
temporal evolution of the statistical average is concerned, we
may ignore the thermal noises. In the rest of Sec. II, we aim
to derive a quantum mechanical Hamiltonian, which repro-
duces the same temporal evolution as Eq. 7 in the statistical
average level. In Sec. III, we use the Hamiltonian to derive
the correlation function it jt	 in the presence of the
nonzero current.
Now, we begin our attempt to construct an effective
Hamiltonian that reproduces the DW dynamics Eq. 6 or
equivalently Eq. 7. We first begin with the microscopic
quantum-mechanical Hamiltonian Hs-d,
Hs-d = − J
i
S i · S i+1 − A
i
S i · zˆ2 + K
i
S i · yˆ2 + HcS,
8
which has been used in previous studies20 of the DW dynam-
ics. Here J represents the ferromagnetic exchange interac-
tion, A and K represent longitudinal easy-axis and trans-
verse hard-axis anisotropy, respectively. The last term HcS
represents the coupling of the spin system with the spin-
polarized current,
HcS = − 
i,=↑,↓
tci
† ci+1 + ci+1
† ci − ci
† ci − JH
i
Sci · S i,
9
where JH is the exchange interaction between conduction
electron and the localized spins, ci is the annihilation opera-
tor of the conduction electron at the site i, Sci is the electron-
spin operator, t is the hopping integral, and  is the chemical
potential of the system.
Recently Kim et al.43 analyzed Hs-d in detail in the small
tilting angle regime and found that Hs-d contains gapless
low-lying excitations and also high-energy excitations with a
finite energy gap. The gapless excitations of Hs-d are de-
scribed by a simple Hamiltonian H0,
H0 = vsP +
P2
2M
10
while the high-energy excitations have a finite energy gap
2SAA+K. In Eq. 10, P is the canonical momentum of
the DW position operator Q, and M = 2K  2AJa4 is the effective
DW mass called Döring mass.44 Here, a is the lattice spacing
between two neighboring spins. See, for details, Appendix
A. Below we will neglect the high energy excitations and
focus on the low-lying excitations described by Eq. 10. For
the analysis of the high-energy excitation effects on the DW,
See Ref. 42.
From Eq. 10, one obtains the following Heisenberg’s
equation of motion:
dQ
dt
= vs +
P
M
, 11a
dP
dt
= 0. 11b
Note that the current proportional to vs appears in the equa-
tion for dQdt . Thus the current affects the DW dynamics by
introducing a difference between the canonical momentum P
and the kinematic momentum P+Mvs. In this sense, the ef-
fect of the current is similar to a vector potential canonical
momentum P and kinematic momentum P + e /cA . The
vector potential difference between the canonical momen-
tum and the kinetic momentum allows the system in the
initially zero momentum state to move without breaking the
translational symmetry of the system. In other words, the
current-induced DW motion is generated without any force
term in Eq. 11b violating the translational symmetry of the
system. This should be contrasted with the effect of the mag-
netic field or magnetic defects, which generates a force term
in Eq. 11b.
The solution of Eq. 11 is trivial, Qt	= Q0	
+ P0	 /M +vst. Here, the statistical average ¯ 	 is de-
fined as ¯ 	=Tr¯ /Tr, where  denotes the density
matrix at t=0. Associating Qt	=xt, Pt	= pt, one
finds that Eq. 11 is identical to Eq. 6 if ==0. This
implies that the effective Hamiltonian H0 Eq. 10 fails to
capture effects of nonzero  and . In the next three sections,
we attempt to resolve this problem.
B. Caldeira-Leggett description of damping
To solve the problem, one should first find a way to de-
scribe damping. A convenient way to describe finite damping
within the effective Hamiltonian approach is to adopt the
Caldeira-Leggett description32 of the damping. Its main idea
is to introduce a collection of additional degrees of freedom
called environment and couple them to the original dy-
namic variables so that energy of the dynamic variables can
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be transferred to the environment. For instance, for a one-
dimensional 1D particle subject to damped dynamics,
dx
dt
=
p
M
, 12a
dp
dt
= −
dVx
dx
− 
dx
dt
. 12b
Caldeira and Leggett32 demonstrated that its quantum-
mechanical Hamiltonian can be constructed by adding damp-
ing Hamiltonian H1 to the undamped Hamiltonian H0
= P2 /2M +VQ. The damping Hamiltonian H1 contains a
collection of environmental degrees of freedom 
xi , pi be-
having like harmonic oscillators see Eq. 14, which couple
to the particle through the linear coupling term iCixiQ be-
tween Q and the environmental variables xi. Here, Ci is the
coupling constant between xi and Q. The implication of the
coupling is twofold: i the coupling to the environment gen-
erates damping, whose precise form depends on Ci, mi, and
i. It is demonstrated in Ref. 32 that the coupling generates
the simple damping of the form in Eq. 12b if Ci, mi, and i
satisfy the following relation of the spectral function J:
J 

2 i
Ci
2
mii
	 − i =  . 13
ii The coupling also modified the potential V by generating
an additional contribution −iCi
2Q2 /2mii2. This implies that
Vx in Eq. 12b should not be identified with VQ in H0
even though the same symbol V is used but should be iden-
tified instead with the total potential that includes the contri-
bution from the environmental coupling. If we express the
total Hamiltonian H in terms of the effective Vx that ap-
pears in Eq. 12b, it reads
H = H0 + H1, 14a
H0 =
P2
2M
+ VQ , 14b
H1 = 
i
 pi22mi + 12mii2xi + Cimii2Q
2 . 14c
By identifying xt= Qt	, pt= Pt	, the equations of
motion obtained from Eqs. 13 and 14 reproduce Eq. 12.
C. Generalization to the DW motion:  term
Here we aim to apply the Caldeira-Leggett approach to
construct an effective Hamiltonian of the DW dynamics sub-
ject to finite damping 0. To simplify the problem, we
first focus on a situation, where only  is relevant and  is
irrelevant. This situation occurs if there is no current vs
=0. Then Eq. 6 reduces to
dx
dt
=
S
2KM
dp
dt
+
p
M
, 15a
dp
dt
= −
2KM
S
dx
dt
. 15b
Note that  does not appear. Note also that these equations
are slightly different from Eq. 12, where a damping term is
contained only in the equation of dpdt . However, in the equa-
tions of the DW Eq. 15, damping terms appear not only in
the equation of dpdt Eq. 15b but also in the equation of
dx
dt
Eq. 15a.
Thus the Caldeira-Leggett description in the preceding
section is not directly applicable and should be generalized.
To get a hint, it is useful to recall the conjugate relation
between Q and P. The equations of dQdt and dPdt are obtained
by differentiating H with respect to P and −Q, respectively.
Of course, it holds for xi , pi, also. Thus, one can obtain
another set of Heisenberg’s equation of motion by exchang-
ing Q ,xi↔ −P ,−pi. By this canonical transformation, the
position coupling iCixiQ changes to a momentum coupling
term, and the damping term in the equation of dPdt is now in
that of dQdt . This mathematical relation that the momentum
coupling generates a damping term in the equation of dQdt
makes it reasonable to expect that the momentum coupling
iDipiP is needed45 to generate the damping in the equation
for dQdt . Here Di is the coupling constant between P and pi.
The reason why, in the standard Caldeira-Leggett approach,
the damping term appears only in Eq. 12b is that Eq. 14
contains only position coupling terms iCixiQ. It can be eas-
ily verified that the implications of the momentum coupling
are again twofold: i the coupling indeed introduces the
damping term in the equation of dQdt . ii it modifies the DW
mass. The mass renormalization arises from the fact that in
the presence of the momentum coupling iDipiP, the kine-
matic momentum mi
dxi
dt of an environmental degree of free-
dom xi is now given by pi+DimiP instead of pi. Then the
term i
pi2
2mi +DipiP can be decomposed into two pieces,
i
pi+DimiP2
2mi , which is the kinetic energy associated with xi,
and −i
Di2mi
2 P
2
. Note that the second piece has the same
form as the DW kinetic term P
2
2M . Thus this second piece
generates the renormalization of the DW mass. Due to this
mass renormalization effect, M in Eq. 15 should be inter-
preted as the renormalized mass that contains the contribu-
tion from the environmental coupling. If M in H0 in Eq. 10
is interpreted as the renormalized mass, the environment
Hamiltonian H2 for the DW dynamics becomes
H2 = 
i
 12mi pi + DimiP2 + 12mii2xi + Cimii2Q
2 .
16
Here, ipi+DimiP2 /2mi coupling is equivalent to the origi-
nal form ipi
2 /2mi+DipiP under the mass renormalization
1 /M→1 /M −iDi2mi /2. Note that in H2, the collective co-
ordinates Q and P of the DW couple to the environmental
degrees of freedom 
xi , pi through two types of coupling,
iCixiQ and iDipiP.
Finally, one obtains the total Hamiltonian describing the
DW motion in the absence of the current,
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H = H0vs=0 + H2 =
P2
2M
+ 
i
 12mi pi + DimiP2
+
1
2
mii
2xi + Ci
mii
2Q2 . 17
Now, the renormalized mass M in the above equation is iden-
tical to the mass in Eq. 15. To make the physical meaning
of xi clearer, we perform the canonical transformation,
xi → −
Ci
mii
2xi, pi → −
mii
2
Ci
pi. 18
Defining i=
CiDi
i
2 , and redefining a new mi as minew=
Ci2
mii
4 ,
the Hamiltonian becomes simpler as
H =
P2
2M
+ 
i
 12mi pi − iP2 + 12mii2xi − Q2 .
19
Now, the translational symmetry of the system and the physi-
cal meaning of xi become obvious.
The next step is to impose proper constraints on i and mi,
so that the damping terms arising from Eq. 19 agree exactly
with those in Eq. 15. For this purpose, it is convenient to
introduce Laplace transformed variables Q˜ , P˜ , x˜i,
p˜i, where Q˜ =0e−tQt	dt, and other transformed
variables are defined in a similar way. Then the variables x˜i
and p˜i can be integrated out easily see Appendix B. After
some tedious but straightforward algebra, it is verified that
when the following three constraints on i, i, mi are satis-
fied for any positive ,

i
ii
2
2 + i
2 = 0, 20a

i
i
2
mi2 + i
2
=
S
2KM
, 20b

i
mii
2
2 + i
2 =
2KM
S
, 20c
the DW dynamics satisfies the following equation:
  −
1
M
−
S
2KM
2KM
S
  Q˜P˜ 
= Q0	P0	  +−
S
2KM
P0	
2KM
S
Q0	  , 21
which is nothing but the Laplace transformation of the DW
equation Eq. 15 if Q	 and P	 are identified with x and p.
Thus we verify that the Hamiltonian H in Eq. 19 indeed
provides a generalized Caldeira-Leggett-type quantum
Hamiltonian for the DW motion. As a passing remark, we
mention that in the derivation of Eq. 21, the environmental
degrees of freedom at the initial moment t=0 are assumed
to be in their thermal equilibrium so that
xi0	 = Q0	 , 22a
pi0	 = iP0	 . 22b
Equation 22 can be understood as follows. First, one ob-
tains Eq. 22 by following Appendix D which describes the
statistical properties of Eq. 19 at high temperature. In Ap-
pendix D, xi0−Q0	= pi0−iP0	 is reduced to an in-
tegration of an odd function so it is shown to vanish. The
second way is probably easier to understand and does not
require the classical limit or high-temperature limit. The
Hamiltonian Eq. 19 is symmetric under the canonical
transformation Q0→−Q0, P0→−P0, xi0→−xi0,
and pi0→−pi0. Due to this symmetry, one obtains
xi0−Q0	= Q0−xi0	 and pi0−iP0	= iP0
− pi0	, which lead to xi0	= Q0	 and pi0	=iP0	,
respectively.
Here physical origin of the momentum coupling  be-
tween the DW and environment deserves some discussion.
Equation 19 is reduced to the original Caldeira-Leggett
Hamiltonian if i=0. However, Eq. 20b implies that the
momentum coupling as well as the position coupling is in-
dispensable to describe the Gilbert damping. To understand
the origin of the momentum coupling i, it is useful to recall
that since P
 tilting, one can interpret P and Q as
transverse and longitudinal spin fluctuation of the DW state,
respectively. See, for explicit mathematical relation, Appen-
dix A. Thus, if there is rotational symmetry on spin interac-
tion with the heat bath or environment, the existence of the
position coupling requires the existence of the momentum
coupling. Thus the appearance of the damping terms both in
Eqs. 15a and 15b is natural in view of the rotational sym-
metry of the spin exchange interaction and also in view of
the physical meaning of P and Q as transverse and longitu-
dinal spin fluctuations.
D. Coupling with the spin current:  term
In this section, we aim to construct a Caldeira-Leggett-
type effective quantum Hamiltonian that takes account of not
only  but also . Since  becomes relevant only when there
exists finite spin current, we have to deal with situations with
finite current vs0. Then the system is not in thermal equi-
librium.
As demonstrated in Eq. 10, the spin current couples with
the DW linear momentum, i.e., vsP. Here, adiabatic velocity
vs acts as the coupling constant proportional to spin current.
The spin current may also couple directly to the environmen-
tal degrees of freedom. Calling this coupling constant v, one
introduces the corresponding coupling term ivpi. Later we
find that this coupling is crucial to account for nonzero . At
this point we will not specify the value of v. Now, the total
effective Hamiltonian in the presence of the spin current ob-
tained by adding the coupling term ivpi to Eq. 19. Then,
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Htot = H + Hcurrent =
P2
2M
+ vsP + 
i
vpi
+ 
i
 12mi pi − iP2 + 12mii2xi − Q2 . 23
In order to illustrate the relation between Eqs. 6 and
23, we consider a situation, where the current is zero until
t=0 and turned on at t=0 to a finite value. This situation is
described by the following time-dependent Hamiltonian:
Htot =
P2
2M
+ vstP + 
i
vtpi
+ 
i
 12mi pi − iP2 + 12mii2xi − Q2 , 24
where vst=vst and vt=vt. And t is
t = 1 for t 0,0 for t 0. 25
To make a quantitative comparison between Eqs. 6 and
24, one needs to integrate out environmental degrees of
freedom 
xi , pi, which requires one to specify their initial
conditions. Since the system is in thermal equilibrium until
t=0, we may still impose the constraint in Eq. 22 to exam-
ine the DW dynamics for t0. By following a similar pro-
cedure as in Sec. II C and by using the constraints in Eq.
20,46 one finds that the effective Hamiltonian H Eq. 24
predicts
Qt	 = Q0	 + vt + S
2KM2
1 − e−2Kt/S1+
2
P0	 − Mvs − v . 26
This is exactly the same as Eq. 7 if


=
v
vs
. 27
So by identifying v with vs /, we obtain a Caldeira-
Leggett-type effective quantum Hamiltonian of the DW dy-
namics.
One needs to consider an external force on Eq. 6b or
Eq. 4b when the translational symmetry of the system is
broken by some factors such as external magnetic field and
magnetic defects. To describe this force, one can add a posi-
tion dependent potential VQ Ref. 47 to Eq. 24. Consid-
ering the Heisenberg’s equation, the potential VQ generates
the term −VQ in Eq. 6b.
III. IMPLICATIONS
A. Insights on the physical meaning of 
Equation 27 provides insights on the physical meaning
of .  depends largely on the coupling between the envi-
ronment and current, not on the damping form. Recalling
that vs describes the coupling between the current and the
DW, we find that  /, which describes the asymptotic be-
havior of the DW motion, is the ratio between the current-
magnetization DW in the present case coupling and
current-environment coupling. That is,


=
Coupling between the current and the environment
Coupling between the current and the DW
. 28
To make the physical meaning of Eq. 28 more transpar-
ent, it is useful to examine consequences of the nonzero cou-
pling v between the current and the environment. One of the
immediate consequences of the nonzero v appears in the ve-
locities of the environmental degrees of freedom. It can be
verified easily that the initial velocities of environmental co-
ordinates are given by exactly v, x˙i0	=v. Recalling that
the terminal velocity of the DW, Q˙ t	 approaches vs /,
one finds from Eq. 27 that the terminal velocity of the DW
is nothing but the environment velocity. This result is very
natural since the total Hamiltonian Htot Eq. 23 is Galilean
invariant and the total mass of the environment or reservoir
is much larger than the DW mass.48 A very similar conclu-
sion is obtained by Garate et al.29 By analyzing the Kamber-
sky mechanism,49 which is reported50 to be the dominant
damping mechanism in transition metals such as Fe, Co, Ni,
they found that the ratio  / is approximately given by the
ratio between the drift velocity of the Kohn-Sham quasipar-
ticles and vs. Since the collection of Kohn-Sham quasiparti-
cles play the role of the environment in case of the Kamber-
sky mechanism, the result in Ref. 29 is consistent with ours.
It is interesting to note that our calculation, which is largely
independent of details of damping mechanism, reproduces
the result for the specific case.29 This implies that the result
in Ref. 29 can be generalized if the drift velocity of the
Kohn-Sham quasiparticles is replaced by the general cou-
pling constant v between the current and the environment.
Our claim that the origin of  is the direct coupling be-
tween the current and environment has an interesting con-
ceptual consistency with the work by Zhang and Li.4 Zhang
and Li derived the nonadiabatic term by introducing a spin-
relaxation term in the equation of motion of the conduction
electrons. A clear consistency arises from generalizing the
spin relaxation in Ref. 4 to the coupling with environment in
our work. In Ref. 4, Gilbert damping  and the nonadia-
batic STT  are identified as the spin relaxation of magne-
tization and conduction electrons, respectively. Generalizing
the spin relaxation to environmental coupling,  and  are
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now identified as the coupling of the environment with the
magnetization i.e., the DW in our model and the coupling
of the environment with current, respectively. It is exactly
how we identified  and , and this gives the conceptual
consistency between our work and Ref. 4. As an additional
comment, while some magnitudes and origins of  claimed
in different references, such as Refs. 4 and 29, seem to be
based on completely independent phenomena, our work and
interpretation on  provide a connection between them
through the environmental degrees of freedom.
B. Effect of environment on stochastic forces
Until now, our considerations has been limited to the evo-
lution of the expectation values Qt	 and Pt	 and thus
thermal fluctuation effects have been ignored. In this section,
we address the issue of thermal fluctuations. For this pur-
pose, we need to go beyond the expectation values and so we
derive the following operator equations from the Hamil-
tonian Eq. 23:
Q˙ = vs +
S
2KM
P˙ +
P
M
+ 1t , 29a
P˙ = −
2KM
S
Q˙ + 2KM
S
v + 2t , 29b
where
1t = 
i
iixi sin it − pi
mii
cos it , 30a
2t = 
i
mii
2xi cos it + ipi sin it . 30b
Here xixi0−Q0 and pipi0−iP0. The deriva-
tion of Eqs. 29 and 30 utilizes constraints Eqs. 20 and
27. We remark that the result in Sec. II D can be recovered
from Eqs. 29 and 30 by taking the expectation values of
the operators. When Eq. 29 is compared to Eq. 6, it is
evident that 1t and 2t defined in Eq. 30 carry the
information about the thermal noise. It is easy to verify that
the expectation values of 1t and 2t vanish, thus repro-
ducing the results in the earlier section. Here it should be
noticed that Eq. 30 relates 1t and 2t in the nonequi-
librium situations after the current is turned on or t0 to
the operators xi and pi, which are defined in the equilib-
rium situation right before the current is turned on or t=0.
Thus by combining Eq. 30 with the equilibrium noise char-
acteristics of xi and pi, we can determine the thermal
noise characteristic in the nonequilibrium situation t0.
To extract information about the noise, one needs to
evaluate the correlation functions 
it , jt	 i , j=1,2,
where 
, denotes the anticommutator. Due to the relations in
Eq. 30, the evaluation of the correlation function reduces to
the expectation value evaluation of the operator products

xi0 , pj0, xi0xj0, and pi0pj0 in the equilibrium
situation governed by the equilibrium Hamiltonian Eq.
19.
In the classical limit →0, see the next paragraph to find
out when the classical limit is applicable, Eq. 19 is just a
collection of independent harmonic oscillators of 
xi ,pi.
Hence, the equipartition theorem determines their correla-
tions,
xi	 = pi	 = xipi	 = 0, 31a
xixj	 =
kBT
mii
2	ij , 31b
pipj	 = mikBT	ij . 31c
Equation 20 and 31 give the correlations of 1t and
2t. After some algebra, one straightforwardly gets
it	 = 0, 32a
1t2t	 = 0, 32b
1t1t	 =
S
2KM
kBT	t − t , 32c
2t2t	 =
2KM
S
kBT	t − t . 32d
These relations are consistent with Eq. 5 when 1t and
2t in Eq. 30 are identified with those in Eq. 6. Thus
they confirm that the relations Eq. 32 assumed in many
papers9–13 indeed hold rather generally in the regime where
the tilting angle remains sufficiently smaller than  /4.
Next we consider the regime where the condition of the
classical limit is valid. Since statistical properties of the sys-
tem at finite temperature is determined by kBT , the classical
limit →0 is equivalent to the high-temperature limit T
→. Thus, in actual experimental situations, the above cor-
relation relations, Eq. 32, will be satisfied at high tempera-
ture. In this respect, we find that most experimental situa-
tions belong to the high-temperature regime. See Appendix
D for the estimation of the “threshold” temperature, above
which Eq. 32 is applicable. In Appendix D, the correlations
in the high temperatures are derived more rigorously.
Finally we comment briefly on the low-temperature quan-
tum regime. In this regime, one cannot use the equipartition
theorem since the system is not composed of independent
harmonic oscillators, that is, xi ,pj= i	ij + j. Note
that the commutator contains an additional term i j. Here,
the additional term i j comes from the commutator −Q ,
− jP. Then, Eq. 32, which is assumed in other papers,9–13
is not guaranteed any more.
IV. CONCLUSION
In this paper, we examine the effect of finite current on
thermal fluctuation of current-induced DW motion by con-
structing generalized Caldeira-Leggett-type Hamiltonian of
the DW dynamics, which describes not only energy-
conserving dynamics processes but also the Gilbert damping
and STT. Unlike the classical damping worked out by Cal-
deira and Leggett,32 the momentum coupling is indispensable
to describe the Gilbert damping. This is also related to the
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rotational symmetry of spin-interaction nature. It is demon-
strated that the derived Caldeira-Leggett-type quantum-
mechanical Hamiltonian reproduces the well-known DW
equations of motion.
Our Hamiltonian also illustrates that the nonadiabatic
STT is closely related with the coupling of the spin current to
the environment. Thus, the environmental degrees of free-
dom are responsible for both the Gilbert damping  and the
nonadiabatic STT . By this process, the ratio of  and 
was derived to be the ratio of current-DW coupling and
current-environment coupling. The nonadiabatic term is
nothing but the result of the direct coupling between the
current and environment in our theory.
By using the Calderia-Leggett-type Hamiltonian, which
describes the time evolution of the system, we obtained the
expression of stochastic forces caused by thermal noise in
the presence of the finite current. By calculating the equilib-
rium thermal fluctuation at high temperature, we verify that
when jp is sufficiently smaller than the intrinsic critical den-
sity, jp does not modify the correlation relations of thermal
noise unless the temperature is extremely low. The upper
bound of the critical temperature, below which the above
conclusion does not apply, is obtained by reexamining the
system with Feynman path integral. The bound is much
lower than the temperature in most experimental situations.
Lastly we remark that the Joule heating51 is an important
factor that affects the thermal fluctuation field since it raises
the temperature of the nanowire. The degree of the tempera-
ture rise depends on the thermal conductivities and heat ca-
pacities of not only the nanowire but also its surrounding
materials such as substrate layer materials of the nanowire.
Such factors are not taken into account in this paper. Simul-
taneous account of the Joule heating dynamics and the ther-
mal fluctuation field in the presence of current goes beyond
the scope of the paper and may be a subject of future re-
search.
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APPENDIX A: EFFECTIVE HAMILTONIAN OF THE DW
MOTION FROM 1D s-d MODEL (Ref. 52)
The starting point is 1D s-d model,
Hs-d = − J
i
S i · S i+1 − A
i
S i · zˆ2 + K
i
S i · yˆ2 + HcS,
A1
as mentioned in Sec. II A.
In order to consider the DW dynamics, one first introduce
the classical DW profile initially given by
S i · xˆ	 = S sin zi , A2a
S i · yˆ	 = 0, A2b
S i · zˆ	 = S cos zi , A2c
where zi is the position of the ith localized spin, and z
=2 cot−1 e−2A/Ja
2z−q
. Here q is the classical position of the
DW. Small quantum fluctuations of spins on top of the clas-
sical DW profile can be described by the Holstein-Primakoff
boson operator bi, to describe magnon excitations. Kim et
al.43 found eigenmodes of these quantum fluctuations in the
presence of the classical DW background, which amount to
quantum mechanical version of the classical vibration eigen-
modes in the presence of the DW background reported long
time ago by Winter.53 The corresponding eigenstates of this
Hamiltonian are composed of spin-wave states with the finite
eigenenergy Ek=JSa2k2+2ASJSa2k2+2AS+2KS
2SAA+K and so-called bound magnon states with
zero energy Ew=0. Here, k is the momentum of spin wave
states and a is the lattice spacing between two neighboring
spins. Let ak and bw denote proper linear combinations of bi
and bi
†
, which represent the boson annihilation operators of
finite-energy spin-wave states and zero-energy bound mag-
non states, respectively. In terms of these operators, Eq. 8
reduces to
Hs-d =
P2
2M
+ 
k
Ekak
†ak + HcS, A3
where higher-order processes describing magnon-magnon in-
teractions are ignored. Here M is the so-called Döring
mass,44 defined as M = 
2
K
 2A
Ja4 , and P is defined as
−i 2AS
2
Ja4 
1/4bw
†
−bw. According to Ref. 43, P is a translation
generator of the DW position, that is, expiPq0 / shifts the
DW position by q0. Thus P can be interpreted as a canonical
momentum of the DW translational motion. The first term in
Eq. A3, which amounts to the kinetic energy of the DW
translational motion, implies that M is the DW mass. We
identify this M with the undetermined constant M in Eq. 6.
According to Ref. 43, P is also proportional to the degree of
the DW tilting, that is, bw
†
−bwSiy.
In the adiabatic limit, that is, when the DW width  is
sufficiently large in view of the electron dynamics, the re-
maining term HcS can be represented in a simple way in
terms of the bound magnon operators and the adiabatic ve-
locity of the DW,20,43
HcS = vsP . A4
Then the effective s-d Hamiltonian of the DW motion be-
comes
Hs-d =
P2
2M
+ vsP + 
k
Ekak
†ak. A5
Note that the bound magnon part and the spin-wave part are
completely decoupled in Eq. A5 since P contains only the
bound magnon operators, which commute with the spin-
wave operators.
The DW position operator should satisfy the following
two properties: geometrical relation Q	−q= a2SiS i · zˆ	 and
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canonical relation Q , P= i. Then, one can show that Q
=q−  Ja
4
32AS2 
1/4bw
† +bw satisfies these two properties. Note
that Q is expressed in terms of the bound magnon operators.
Then as far as the Heisenberg equations of motion for Q and
P are concerned, the last term in Eq. A5 does not play any
role. This term will be ignored from now on. Thus, the ef-
fective Hamiltonian for the DW motion is reduced to
H0 =
P2
2M
+ vsP A6
so we got Eq. 10, the effective Hamiltonian of the DW
motion.
APPENDIX B: SOLUTION FOR A GENERAL QUADRATIC
DAMPING
This section provides the solution of the equation of mo-
tion for a general quadratic damping. This is applicable not
only for the generalized Caldeira-Leggett description in this
paper but also for any damping type which quadratically
interacts with the DW.
In general, let us consider a general quadratic damping
Hamiltonian,
H =
P2
2M
+ vsP + 
i
i
TAii, B1
where i= Q P xi piT, and Ai is a 44 Hermitian matrix.
Now, one straightforwardly gets the corresponding coupled
equations,
dQ
dt
=
P
M
+ vs + 
i
B21
i Q + B22i P + B23i xi + B24i pi ,
B2a
dP
dt
= − 
i
B11
i Q + B12i P + B13i xi + B14i pi , B2b
dxi
dt
= B41
i Q + B42i P + B43i xi + B44i pi, B2c
dpi
dt
= − B31
i Q + B32i P + B33i xi + B34i pi . B2d
Here, Bi is a 44 real symmetric matrix defined as Bi
=2 ReAi, and Bjk
i is the element of Bi in jth row and kth
column.
With the Laplace transform of the expectation values of
each operator, for example,
Q˜   LQt = 
0

Qt	e−tdt , B3
the set of coupled equations transforms as
Q˜ − Q0	 = P
˜
M
+
vs

+ 
i
B21
i Q˜ + B22i P˜ + B23i x˜i + B24i p˜i ,
B4a
P˜ − P0	 = − 
i
B11
i Q˜ + B12i P˜ + B13i x˜i + B14i p˜i ,
B4b
x˜i − xi0	 = B41
i Q˜ + B42i P˜ + B43i x˜i + B44i p˜i, B4c
p˜i − pi0	 = − B31
i Q˜ + B32i P˜ + B33i x˜i + B34i p˜i .
B4d
Rewriting these in matrix forms, the equations become sim-
pler as
Q˜
P˜
 − Q0	 + vs
P0	  = 0
1
M
0 0  + i  B21
i B22
i
− B11
i
− B12
i 
Q˜
P˜
 + 
i
 B23i B24i
− B13
i
− B14
i 
 x˜ip˜i , B5a
 x˜ip˜i − xi0	pi0	  =  B41i B42i− B31i − B32i Q˜P˜ 
+  B43i B44i
− B33
i
− B34
i  x˜ip˜i .
B5b
From Eq. B5b, one can calculate x˜i p˜iT in terms of Q˜ and
P˜ ,
 x˜ip˜i =  − B43i − B44iB33i  + B34i 
−1 B41i B42i
− B31
i
− B32
i Q˜
P˜

+  − B43i − B44iB33i  + B34i 
−1xi0	pi0	  . B6
From Eqs. B5a and B6, one finally gets the equation of
Q˜ P˜ T,
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 − 1M0   − i  B21i B22i− B11i − B12i  +  B23i B24i− B13i − B14i  − B43i − B44iB33i  + B34i 
−1 B41i B42i
− B31
i
− B32
i Q˜P˜ 
= Q0	 + vs
P0	  + i  B23
i B24
i
− B13
i
− B14
i  − B43i − B44iB33i  + B34i 
−1xi0	pi0	  . B7
Inverting the matrix in front of Q˜ P˜ T, one can get the solu-
tion of Q˜ P˜ T. Then, finally, the solution Q	P	T is ob-
tained by the inverse Laplace transform of Q˜ P˜ T,
Qt	Pt	  = L−1Q˜ P˜   . B8
APPENDIX C: SOLUTION OF EQ. (24)
In the special case that current is applied at t=0, t in
Eq. 25 becomes Heaviside step function. This is the case
we are interested in. In a real DW system, the DW velocity
jumps from 0 to a finite value at the moment that the spin
current starts to be applied. This jumping comes from the
discontinuity in Eq. 25 which makes the Hamiltonian dis-
continuous. Right before the current is applied, the DW re-
mains on the stable or equilibrium state described by Eq.
22.
Suppose that Eq. 20a also holds for =0. Then, Eq. 24
transforms as up to constant
Htot =
P2
2M
+ vstP + 
i
 12mi pi − iP + mivt2
+ 
i
1
2
mii
2xi − Q2. C1
Performing the canonical transform pi→pi−mivt, one can
transform this Hamiltonian in the form of Eq. B1,
Htot =
P2
2M
+ vstP + 
i
 12mi pi − iP2 + 12mii2xi − Q2 .
Here, one of the constraints Eq. 20a is generalized to hold
even for =0, so that ii=0. Note that the discontinuity due
to vt is absorbed in the new pi. Thus, Eq. 22b should be
written as
pi0+	 = pi0−	 + miv = iP0	 + miv . C2
The initial condition of xi is the same as Eq. 22a. Now,
using these initial conditions and Eqs. B7 and B8 under
the constraints in Eq. 20, one gets the solution of this sys-
tem as Eq. 26.
APPENDIX D: CORRELATIONS OF STOCHASTIC
FORCES AT HIGH TEMPERATURE
This section provides the quantum derivation of correla-
tion relations of stochastic forces at high temperature. The
classical correlation relations in Eq. 32 are valid quantum
mechanically at high temperature. Since Eq. 31 implies Eq.
32, it suffices to show Eq. 31 in this section. The basic
strategy is studying statistical properties of the Hamiltonian
Eq. 19 under quadratic potential bQ254 by the Feynman
path integral along the imaginary-time axis. The Feynman
path integral of a system described by a quadratic Lagrang-
ian is proportional to the exponential of the action value
evaluated at the classical solution. Hence, the key point of
the procedure is to get the classical solution with imaginary
time.
1. General relations
a. Classical action under high-temperature limit
Define a column vector = Qx1x2¯T. Let the Euclidean
Lagrangian of the system be LE=
1
2 ˙
TA˙+ 12B, where A
and B are symmetric matrices. The symbols “A” and “B” are
not the same as those in Appendix B. Explicitly, L
=
1
2nmx˙nAnmx˙m+
1
2nmxnBnmxm. Here x0Q.
LE
x˙n
=mAnmx˙m
=A˙ and LExn =mBnmxm=B lead to the classical equation of
motion,
A¨ = B . D1
The classical action value Sc evaluated at the classical path
is then, Sc=0
LEdt=
1
20
˙TA˙+Bdt= 12TA˙ 0

+0
−TA¨+Bdt= 12TA˙ 0

. Here, = /kBT. Now, the
only thing one needs is to find ˙ at boundary points.
In the case of Eq. 19, A is invertible. Hence, the equa-
tion becomes ¨=A−1B. Suppose that A−1B is diagonaliz-
able, that is A−1B=C−1DC. Here Dnm=n	nm is diagonal ma-
trix and n is nth eigenvalue of A−1B. Define a new vector
=C. Finally, we get the equation,
¨ = 0 0 ¯0 1 ¯] ]   . D2
Imposing the boundary condition 0=i, = f and de-
fining the corresponding i=Ci,  f =C f, then one gets the
solution of  and its derivative straightforwardly,
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n =
 fn + in
2
cosh nt − 2
cosh n

2
+
 fn − in
2
sinh nt − 2
sinh n

2
,
D3
˙n = n  fn + in2 sinh nt −

2
cosh n

2
+
 fn − in
2
cosh nt − 2
sinh n

2
 . D4
Now, ˙ at boundary points are obtained as
˙n0 = n−  fn + in2 tanh n2 +  fn − in2 coth n2 ,
D5
˙n = n  fn + in2 tanh n2 +  fn − in2 coth n2 .
D6
If
n
2 =
n
2kBT 1, tanh
n
2 
n
2 . Then,
˙n0  −
 fn + in
2
n
2
+
 fn − in

, D7
˙n 
 fn + in
2
n
2
+
 fn − in

. D8
In matrix form,
˙0  − D
 f + i
2

2
+
 f − i

= − DC
 f + i
2

2
+ C
 f − i

,
D9
˙  D
 f + i
2

2
+
 f − i

= DC
 f + i
2

2
+ C
 f − i

.
D10
Using A−1B=C−1DC, it leads to
˙0  − A−1B
 f + i
2

2
+
 f − i

, D11
˙  A−1B
 f + i
2

2
+
 f − i

. D12
Finally one can obtain the classical action,
Sc =
1
2
TA˙0

=  f + i2 
T
B f + i2  2
+  f − i2 
T
A f − i2 2 . D13
This is valid even if some eigenvalues are zero. By taking
limit of i→0, cosh and sinh becomes constant and linear,
respectively.
b. Propagator and its derivatives
The propagator is given by the Feynman path integral,
K f ,i ;=  fe−H/kBTi	=De−LEdt/, where D=iDxi.
For quadratic Lagrangian, it is well known that
De−LEdt=Fe−Sc/. Here F is a smooth function de-
pendent on  only.
Now we aim to calculate Ki+	 ,i ;. It is easy to
obtain the corresponding classical action by replacing  f
=i+	 in Eq. D13,
Sci + 	,i; =

2
i
TBi +

2
i
TB	 +

8
	TB	
+
1
2
	TA	 . D14
Then, Ki+	 ,i ; is up to second order of 	,
Ki + 	,i; = Fe−Sc/ = Fe−/2i
TBi
1 − 1

 2iTB	 + 8	TB	
+
1
2
	TA	 + 122 2iTB	
2 .
Zeroth order:Fe−/2i
TBi
.
First order:−

2
Fe−/2i
TBii
TB	
= −

2
Fe−/2i
TBinm xinBnm	xm.
Second order:Fe−/2i
TBi− 1

 8	TB	
+
1
2
	TA	 + 122 2iTB	
2
= Fe−/2i
TBi− 12nm 	xn 4Bnm + 1Anm	xm
+
2
82 klmn xikBkn	xnxilBlm	xm . D15
By the relation, Ki+	 ,i ;=Ki ,i ;+m
K
xfm
	xm
+nm
1
2
2K
xfnxfm
	xn	xm+O	3,
Ki,i; = Fe−/2i
TBi, D16
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 K
xfm

i=f
= −

2
Fe−/2i
TBi
n
Bnmxin, D17
 2K
xfn  xfm

i=f
= Fe−/2i
TBi− 1 4Bnm + 1Anm
+
2
42kl BknxikBlmxil
= Fe−/2i
TBi− 1 4Bnm + 1Anm
+
2
42k Bknxikk Bkmxik . D18
c. Correlations
Statistical average of an operator A is given by TrAe
−H/kBT
Tre−H/kBT .
What we want to find are the averages of xnxm, pnpm,
and 
xn ,pm for xnxn−Q and pnpn−nP,
Trxnxme−H/kBT = diixnxme−H/kBTi	
= dixin − Qixim − Qiie−H/kBTi	
= dixin − Qixim − QiKi,i; ,
D19
Trpnpme−H/kBT = diipnpme−H/kBTi	
= − 2di xfn − n Qf
 
xfm
− m

QfK f,i;i=f ,
D20
Trxnpme−H/kBT = diixnpme−H/kBTi	
= − idixin − Qi xfm
− m

QfK f,i;i=f ,
D21
Tre−H/kBT = diie−H/kBTi	 = diKi,i; ,
D22
where di=ndxin.
2. Correlations under quadratic potential
Under potential bQ2, the matrices A and B corresponding
the Hamiltonian Eq. 19 are
A =
M M1 M2 ¯
M1 M1
2 + m1 M12 ¯
M2 M21 M2
2 + m2 ¯
] ] ]   , D23
B =
b + 
n
mnn
2
− m11
2
− m22
2 ¯
− m11
2 m11
2 0 ¯
− m22
2 0 m22
2 ¯
] ] ] 
 . D24
Then, e−/2i
TBi is written as e−/2nmnn
2Qi − xin2+bQi
2
.
a. x-x correlations
Since K , ; is an even function of xn−Qi, it is
trivial that Trxnxme−H/kBT=0 unless n=m.
For n=m, Trxn
2e−H/kBT=dixin−Qi2Ki ,i ;.
Thus,
Trxn
2e−H/kBT
Tre−H/kBT
=
 dxinxin − Qi2e−/2mnwn2Qi − xin2
 dxine−/2mnwn2Qi − xin2
=

mnwn
2 =
kBT
mnwn
2 . D25
So, finally one gets xnxm	=
kBT
mnwn
2	nm.
b. x-p correlations
Explicitly rewriting the derivative of K,
 K
xfm

i=f
= −

2
Ki,i;mmm
2 xim − Qi for m
 0 , D26
 K
Qf

i=f
= −

2
Ki,i;bQi2 + 
n
mnn
2Qi − xin .
D27
Using the above relations,
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Trxnpme−H/kBT = − idixin − Qi xfm − m QfK f,i;i=f
= −
i
2 dixin − QimbQi2 + ml mll2Qi − xil + mmm2 Qi − ximKi,i;
= −
i
2 dixin − Qiml mll2Qi − xil + mmm2 Qi − ximKi,i;
=
i
2
m
l
mll
2 Trxinxile−H/kBT + mmm
2 Trxinxime−H/kBT . D28
In the third line, it is used that dxinxin−Qi
 even function ofxin−Qi=0.
One can now write the x-p correlations in terms of x-x
correlations.
xnpm	 =
i
2 ml mll2xinxil	 + mmm2 xinxim	
=
ikBT
2 ml 	nl + 	nm =
i
2
m + 	nm , D29
which is purely imaginary. Thus, 
xn ,pm	= xnpm	
+ xnpm	=0.
c. p-p correlations
It is convenient to calculate di
2K
xfnxfm
i=f. The trickiest
part is dikBknxikkBkmxikKi ,i ;,
n 0, m 0:
k
Bknxik
k
Bkmxik = mnn
2xin − Qimmm2 xim
− Qi ,
n = 0, m 0:
k
Bknxik
k
Bkmxik = 
k
mkk
2Qi − xik
+ bQimmm2 xim − Qi ,
n = 0, m = 0:
k
Bknxik
k
Bkmxik = 
k
mkk
2Qi − xik + bQi

k
mkk
2Qi − xik + bQi .
After integrating over xik, odd terms with respect to xik
−Q vanish. Taking only even terms, one obtains
n 0, m 0 → mn2n4xin − Qi2	nm = mmm2 xin − Qi2Bnm,
n = 0, m 0 → − mm2m4 Qi − xim2 = mmm2 xim − Qi2Bnm,
n = 0, m = 0 → 
k
mk
2k
4Qi − xik2 + b2Qi2.
Integrating out and using the identity duu2e−u2/2
=due−u2/2 for 0, one finds
n 0, m 0: dimmm2 xin − Qi2BnmKi,i;
=


Bnm diKi,i; ,
n = 0, m 0: dimmm2 xim − Qi2BnmKi,i;
=


Bnm diKi,i; ,
n = 0, m = 0: di
k
mk
2k
4Qi − xik2 + b2Qi2Ki,i;
=

 k mkk2 + b diKi,i;
=


Bnm diKi,i; .
The result is BnmdiK independent of the cases. Finally,
one can obtain
di 2Kxfn  xfmi=f = − 1 4Bnm + 1Anm
+

4
Bnm diKi,i;
= −
Anm

 diKi,i; , D30
or equivalently,
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 2
xn  xm
 = − kBT
2
Anm = −
kBT
2
Mnm + mn	nm ,
D31
where 0=1, m0=0. Finally, p-p correlation is obtained
pnpm	 = − 2 xn − n Q xm − m Q
= kBTAnm − mAn0 − nAm0 + nmA00
= kBTMnm + mn	mn − Mmn − Mnm
+ Mnm = mnkBT	mn. D32
The above three results of x-x, x-p, and p-p correlations
are the same as Eq. 31.
3. Sufficient condition for “high” temperature
We assumed the high-temperature approximation kBT

n
2 . Indeed, the temperature should satisfy
kBT
 
M
2 ,
where M is the absolute value of maximum eigenvalue of
A−1B. It is known that, for eigenvalue  of a matrix A,  is
not greater than maximum column or row sum,55
max
j

i
aij   A . D33
According to the above definition of  ·  , It is not hard to see
that  AB   A  B .
The above argument says
M   A−1B   A−1  B . D34
It is not hard to obtain A−1 with the following LDU factorization.

M M1 M2 ¯
M1 M1
2 + m1 M12 ¯
M2 M21 M2
2 + m2 ¯
] ] ]   =
1 0 0 ¯
1 1 0 ¯
2 0 1 ¯
] ] ]  
M 0 0 ¯
0 m1 0 ¯
0 0 m2 ¯
] ] ]  
1 1 2 ¯
0 1 0 ¯
0 0 1 ¯
] ] ]   . D35
Inverting the factorized matrices,
A−1 =
1 1 2 ¯
0 1 0 ¯
0 0 1 ¯
] ] ]  
−1

M 0 0 ¯
0 m1 0 ¯
0 0 m2 ¯
] ] ]  
−1

1 0 0 ¯
1 1 0 ¯
2 0 1 ¯
] ] ]  
−1
=
1 − 1 − 2 ¯
0 1 0 ¯
0 0 1 ¯
] ] ]  
1
M
0 0 ¯
0
1
m1
0 ¯
0 0
1
m2
¯
] ] ] 


1 0 0 ¯
− 1 1 0 ¯
− 2 0 1 ¯
] ] ]   =
1
M
+ 
n
n
2
mn
−
1
m1
−
2
m2
¯
−
1
m1
1
m1
0 ¯
−
2
m2
0
1
m2
¯
] ] ] 
 . D36
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Thus, the maximum column sum of A−1 is
 A−1 = max
n
 1M + i i
2
mi
+ 
i
i
mi
,
1 + n
mn
 . D37
If i are on the order of 1 or larger,
1
M +i
i
2
mi
+i
i
mi
is the
maximum value. And, in this limit, it is smaller than 1M
+2i
i
2
mi
. So one can get
 A 
1
M
+ 2
i
i
2
mi
. D38
Since B is given by
B =
b + 
n
mnn
2
− m11
2
− m22
2 ¯
− m11
2 m11
2 0 ¯
− m22
2 0 m22
2 ¯
] ] ] 
 , D39
the maximum column sum of B is
 B 1 = max
n
b + 2
i
miwi
2
,2mnwn
2 b + 2
i
miwi
2
.
D40
Finally, one obtains the upper bound of M,
M   A−1  B   1M + 2i i
2
mi
b + 2
i
mii
2 .
D41
In order to evaluate the expression on the right-hand side of
the inequality Eq. D41, we use the constraints Eq. 20. To
convert the summations to known quantities, we generalize
the constraint to the Caldeira-Legget-type continuous form
with the following definitions of spectral functions,
Jp 

2 i
i
2i
mi
	i −  =
S
2KM
 , D42
Jx 

2 i mii
3	i −  =
2KM
S
 . D43
Checking the constraints,

i
i
2
mi2 + i
2
=
2

 d Jp
2 + 2
=
2

S
2KM d 12 + 2 = S2KM ,
D44

i
mii
2
2 + i
2 =
2

 d Jx
2 + 2
=
2

2KM
S  d 12 + 2 = 2KMS .
D45
Finally,

i
i
2
mi
=
2

 d S2KM = SKMc, D46

i
mii
2
=
2

 d2KMS = 4KMS c, D47
where c is the critical frequency of the environmental exci-
tations.
Therefore, M 
1
M +
2S
KMc
b+ 8KMS c. Hence, one fi-
nally finds that the sufficient condition of the high tempera-
ture is TTc, where the critical temperature Tc is defined as
Tc 

2kB
 1M + 2SKMcb + 8KMS c .
D48
Now, we check if the above condition is satisfied in ex-
perimental situations. Ignoring b, the critical temperature
becomes 1+ 2SK c 2KS c. Since the environmental excita-
tion is caused by magnetization dynamics, one can note that
there is no need to consider the environmental excitation
with frequencies far exceeding the frequency scale of mag-
netization dynamics. This concludes that c is on the order
of the frequency of magnetization dynamics, which is known
as about 10 GHz or less.56,57 With conventional scale 
!0.01, K!10−4 eV, and 2S!, the critical temperature is
estimated as Tc!30 mK. Therefore, our calculation is con-
cluded to be well satisfied in most experimental situation.
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