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PRESENTING SCHUR ALGEBRAS
STEPHEN DOTY AND ANTHONY GIAQUINTO
Abstract. Motivated by work of R.M. Green, we obtain a pre-
sentation of Schur algebras (both the classical and quantized ver-
sions) in terms of generators and relations. The presentation is
compatible with the usual presentation of the (quantized or classi-
cal) enveloping algebra of gl
n
. As a result, we obtain a new “inte-
gral” basis for Schur algebras which is a subset of Kostant’s basis
of the integral form of the enveloping algebra (or its q-analogue).
Projection onto an appropriate component gives a new “integral”
basis and a presentation for the Hecke algebra, compatible with
the basis and presentation for the Schur algebra. Finally, we find a
second presentation of Schur algebras which is similar to Luzstig’s
modified form of the quantized enveloping algebra.
Introduction
Let R be a commutative ring. The (classical) Schur algebra SR(n, d)
may be defined as the algebra EndΣd(V
⊗d
R ) of linear endomorphisms on
the dth tensor power of an n-dimensional free R-module VR commuting
with the action of the symmetric group Σd, acting by permutation of the
tensor places (see [Gr]). The Schur algebras form an important class of
quasi-hereditary algebras, and, when R is an infinite field, the family of
Schur algebras {SR(n, d)}d≥0 determines the polynomial representation
theory of the general linear group GL(VR).
All these algebras, for various R, can be constructed from the integral
form SZ(n, d) by base change, since SR(n, d) ∼= R ⊗Z SZ(n, d). Fixing
our base field at Q (we could use any field of characteristic zero), we
henceforth write S(n, d) for SQ(n, d), V for VQ.
In this paper, we give an alternative construction of Schur algebras,
as follows. First we obtain a presentation of S(n, d) by generators
and relations (Theorem 1.1). This presentation is compatible with
Serre’s presentation of the universal enveloping algebra U = U(gln)
of the Lie algebra gln of n × n matrices. Then we construct SZ(n, d)
as the precise analogue of the Kostant Z-form UZ, and we obtain new
bases for SZ(n, d) (Theorem 1.3). We also obtain a second presentation
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of S(n, d) by generators and relations (Theorem 1.4) which is closely
related to Lusztig’s construction (see [Lu3]) of the modified form U˙ of
the quantized enveloping algebra U.
Our approach is based on the classic “double-centralizer” theory of
Schur [Sc] (and its quantization). The group GL(V ) acts on V ⊗d by
means of the natural action in each tensor factor, and by differentiating
this action on tensors we obtain an action of U on V ⊗d. These actions
obviously commute with the action of the symmetric group Σd. So we
have representations
U −−−→ End(V ⊗d) ←−−− QΣd
induced from the commuting actions. Then Schur’s result is that the
image of each representation is precisely the commuting algebra for the
action of the other algebra. In particular, S(n, d) is the image of the
representation U → End(V ⊗d). It is a very natural problem to ask
for an efficient generating set for the kernel of this representation. By
solving this problem we obtain the presentation of Theorem 1.1. We
note that, in the quantum case, the analogue of the surjective map
U → S(n, d) was studied by R.M. Green [RG1, RG2], who described a
basis for the kernel.
In the quantum case one replaces in the above setup Q by Q(v) (v
an indeterminate), V by an n-dimensional Q(v)-vector space V, Σd by
the corresponding Hecke algebra H = H(Σd), and U by the Drinfeld-
Jimbo quantized enveloping algebra U = U(gln). Then the resulting
commuting algebra, S(n, d), is known as the q-Schur algebra, or quan-
tized Schur algebra. It appeared first in work of Dipper and James
[DJ1, DJ2], and, independently, Jimbo [Ji]. Dipper and James showed
that the q-Schur algebras determine the representation theory of the
finite general linear groups in non-describing characteristic. (Note that
one should replace their parameter q by v2 to make the correspon-
dence with our version of S(n, d).) In [BLM] a geometric realization
of S(n, d) was given. In [Du] the [BLM] approach was reconciled with
the Dipper-James approach; moreover, it was shown in that paper that
S(n, d) may be identified with the image of the map
U −−−→ End(V⊗d).
In the quantum situation, one replaces Z by A = Z[v, v−1]. In this case
the analogue of SZ(n, d) is a certain A-form SA(n, d) in S(n, d).
Our results in the quantum case are almost exact analogues of the
results in the classical case, although the proofs are sometimes more
difficult. First we obtain a presentation of S(n, d) by generators and re-
lations (Theorem 2.1). This presentation is compatible with the usual
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presentation of the quantized enveloping algebra U (over Q(v)) cor-
responding to gln. Then we construct SA(n, d) as the analogue of
Lusztig’s A-form UA, and we obtain new bases for SA(n, d) (Theorem
2.3). Finally, we have a second presentation of S(n, d) by generators
and relations (Theorem 2.4) which is closely related to the algebra U˙.
Upon specializing v to 1, the presentation of Theorem 2.4 coincides
with the presentation of Theorem 1.4. (This does not apply to Theo-
rem 2.1 in relation to Theorem 1.1.)
In the final section we give some applications of our results to the
Borel Schur algebras and Hecke algebras. In particular, in Proposition
11.3 we obtain a simple basis for the Borel Schur algebras which is a
subset of the integral basis obtained (in Theorem 2.3) for the entire
Schur algebra. We also get a new basis for the Hecke algebra (realized
as a subalgebra of the Schur algebra) which is a subset of our basis
in Theorem 2.3, and an integral presentation of it. We also write out
some examples in the final section.
In rank 1 we have more precise results than in this paper, obtained
by different arguments [DG1]. The results in the current paper were
summarized in the announcement [DG3].
Acknowledgements. The authors have benefitted from discussions
with T. Bru¨stle, K. Erdmann, R.M. Green, S. Ko¨nig, R. Marsh. We
are grateful to the referee for useful suggestions.
1. Main results: classical case
Let Φ be the root system of type An−1: Φ = {εi − εj | 1 ≤ i 6= j ≤
n}. Here the εi form the standard orthonormal basis of the euclidean
space Rn. Let ( , ) denote the inner product on this space and define
αi = εi − εi+1. Then {α1, . . . , αn−1} is a base of simple roots and
Φ+ = {εi − εj | i < j} is the corresponding set of positive roots.
We now give a precise statement of our main results in the classical
case. The proofs are contained in sections 3–6. The first result describes
a presentation by generators and relations of the Schur algebra over the
rational field Q.
Theorem 1.1. Over Q, the Schur algebra S(n, d) is isomorphic with
the associative algebra (with 1) on the generators ei, fi (1 ≤ i ≤ n−1),
and Hi (1 ≤ i ≤ n) with relations
HiHj = HjHi(R1)
eifj − fjei = δij(Hj −Hj+1)(R2)
Hiej − ejHi = (εi, αj)ej , Hifj − fjHi = −(εi, αj)fj(R3)
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e2i ej − 2eiejei + eje
2
i = 0 (|i− j| = 1)
eiej − ejei = 0 (otherwise)
(R4)
f 2i fj − 2fifjfi + fjf
2
i = 0 (|i− j| = 1)
fifj − fjfi = 0 (otherwise)
(R5)
H1 +H2 + · · ·+Hn = d(R6)
Hi(Hi − 1) · · · (Hi − d) = 0.(R7)
Note that the enveloping algebra U = U(gln) is the algebra on the
same generators but subject only to the relations (R1)–(R5), and U(sln)
is isomorphic with the subalgebra of U generated by the ei, fi, Hi−Hi+1
(1 ≤ i ≤ n− 1).
Next we introduce the root vectors xα (α ∈ Φ), which may be defined
inductively as follows. Write α = εi − εj and assume that i < j. If
j − i = 1 then α = αi and we set xα = ei, x−α = fi. If j − i > 1 then
we inductively set
xα = eixα−αi − xα−αiei, x−α = x−α+αifi − fix−α+αi .
The linear span of the set {xα} ∪ {Hi} is a subspace of U isomorphic
with the Lie algebra gln under the Lie bracket given by [x, y] = xy−yx,
and the xα correspond to the usual root vectors in gln.
Remark 1.2. The defining relation (R6) can be used to rewrite one of
the Hi’s in terms of the others. Fix an integer i0 with 1 ≤ i0 ≤ n and
set
G = {xα | α ∈ Φ} ∪ {Hi | i 6= i0}
and fix an arbitrary ordering for this set. We conjecture that S(n, d)
has a Q-basis consisting of all monomials in G (with specified order) of
total degree not exceeding d. This basis would be an analogue of the
Poincare-Birkhoff-Witt (PBW) basis of U .
Our next result constructs the integral Schur algebra SZ(n, d) in
terms of the generators given above. We need more notation. For
B = (Bi) in N
n, we write
HB =
n∏
i=1
(
Hi
Bi
)
where
(
Hi
m
)
= Hi(Hi − 1) . . . (Hi −m+ 1)/(m!) (m ≥ 1),
(
Hi
0
)
= 1.
Let Λ(n, d) be the subset of Nn consisting of those λ ∈ Nn satisfying
|λ| = d (here |λ| =
∑
λi); this is the set of n-part compositions of d.
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Given λ ∈ Λ(n, d) we set 1λ = Hλ.We will show that the collection {1λ}
as λ varies over Λ(n, d) forms a set of pairwise orthogonal idempotents
in SZ(n, d) which sum to the identity element.
For m ∈ N and α ∈ Φ, set x
(m)
α = xmα /(m!). Any product of elements
of the form
x(r)α ,
(
Hi
s
)
(r, s ∈ N, α ∈ Φ, 1 ≤ i ≤ n),
taken in any order, will be called a Kostant monomial. Note that
the set of Kostant monomials is multiplicatively closed. We define a
function χ (content function) on Kostant monomials by setting
χ(x(m)α ) = mεmax(i,j), χ(
(
Hi
m
)
) = 0
where α = εi−εj (i 6= j), and by declaring that χ(XY ) = χ(X)+χ(Y )
whenever X, Y are Kostant monomials.
For A ∈ NΦ
+
we set |A| =
∑
α∈Φ+ A(α). For A,C ∈ N
Φ+ we write
eA =
∏
α∈Φ+
x(A(α))α , fC =
∏
α∈Φ+
x(C(−α))α
where the products in eA and fC are taken relative to any two fixed
orders on Φ+.
The first part of the next result shows that SZ(n, d) is the analogue
in S(n, d) of Kostant’s Z-form UZ in U .
Theorem 1.3. The integral Schur algebra SZ(n, d) is the subring of
S(n, d) generated by all divided powers e
(m)
i , f
(m)
i . Moreover, each of
the disjoint unions
Y+ =
⋃
λ {eA1λfC | χ(eAfC)  λ}(a)
Y− =
⋃
λ {fA1λeC | χ(fAeC)  λ},(b)
as λ varies over Λ(n, d), and where  denotes the componentwise par-
tial ordering on Nn, is a Z-basis of SZ(n, d).
Finally, we have another presentation of the Schur algebra by gener-
ators and relations. This presentation has the advantage that it pos-
sesses a quantization of the same form, in which we can specialize v to
1 to recover the classical version.
Theorem 1.4. The Q-algebra S(n, d) is the associative algebra (with
1) given by generators 1λ (λ ∈ Λ(n, d)), ei, fi (1 ≤ i ≤ n− 1) subject
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to the relations
1λ1µ = δλ,µ1λ,
∑
λ∈Λ(n,d)
1λ = 1(R1
′)
ei1λ =
{
1λ+αiei if λ+ αi ∈ Λ(n, d)
0 otherwise
fi1λ =
{
1λ−αifi if λ− αi ∈ Λ(n, d)
0 otherwise
1λei =
{
ei1λ−αi if λ− αi ∈ Λ(n, d)
0 otherwise
1λfi =
{
fi1λ+αi if λ+ αi ∈ Λ(n, d)
0 otherwise
(R2′)
eifj − fjei = δij
∑
λ∈Λ(n,d)
(λj − λj+1)1λ(R3
′)
along with the Serre relations (R4), (R5).
2. Main results: quantum case
Our main results in the quantum case are similar in form to those
in the classical case. Proofs are given in sections 7–10. The first result
describes a presentation by generators and relations of the quantized
Schur algebra over the rational function field Q(v).
Theorem 2.1. Over Q(v), the q-Schur algebra S(n, d) is isomorphic
with the associative algebra (with 1) with generators Ei, Fi (1 ≤ i ≤
n− 1), Ki, K
−1
i (1 ≤ i ≤ n) and relations
KiKj = KjKi, KiK
−1
i = K
−1
i Ki = 1(Q1)
EiFj − FjEi = δij
KiK
−1
i+1 −K
−1
i Ki+1
v − v−1
(Q2)
KiEj = v
(εi,αj)EjKi, KiFj = v
−(εi,αj)FjKi(Q3)
E2iEj − (v + v
−1)EiEjEi + EjE
2
i = 0 (|i− j| = 1)
EiEj − EiEj = 0 (otherwise)
(Q4)
F 2i Fj − (v + v
−1)FiFjFi + FjF
2
i = 0 (|i− j| = 1)
FiFj − FjFi = 0 (otherwise)
(Q5)
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K1K2 · · ·Kn = v
d(Q6)
(Ki − 1)(Ki − v)(Ki − v
2) · · · (Ki − v
d) = 0.(Q7)
We note that the quantized enveloping algebra U = U(gln) is the al-
gebra on the same set of generators, subject only to the relations (Q1)–
(Q5). Moreover, the quantized enveloping algebra U(sln) is isomorphic
with the subalgebra ofU generated by all Ei, Fi, KiK
−1
i+1 (1 ≤ i ≤ n−1).
We have q-analogues of the root vectors in gln, which can be defined
as follows. For α ∈ Φ+, write α = εi − εj for i < j. If j − i = 1 then
set Xα = Ei, X−α = Fi. For j − i > 1 we inductively set (following Xi
[Xi1, §5.6])
Xα = v
−1EiXα−αi −Xα−αiEi, X−α = vX−α+αiFi − FiX−α+αi.
Our notation differs from that in [Xi1] where the elements Xα and X−α
are denoted Ei,j−1 and Fj,i+1, resp. Up to scalar multiplication by units
in A, the elements Xα (α ∈ Φ) first appeared in Jimbo’s paper [Ji].
Remark 2.2. Fix an integer i0 with 1 ≤ i0 ≤ n and write N
n
i0
for the
set of B ∈ Nn such that Bi0 = 0. We conjecture that S(n, d) has a
Q(v)-basis consisting of all monomials of the form∏
α∈Φ+
XA(α)α
∏
i 6=i0
KBii
∏
α∈Φ+
X
C(α)
−α (A,C ∈ N
Φ+ , B ∈ Nni0)
of total degree not exceeding d, where the products of powers of Xα,
X−α are taken with respect to arbitrary fixed orders on Φ
+. This basis
would be the analogue of the PBW-type basis of U, given in Lusztig
[Lu2, Proposition 1.13].
Our next result constructs the A-form SA(n, d) in terms of the gen-
erators given above. We write
[
Ki
t
]
short for
[
Ki; 0
t
]
, where (following
Lusztig) we define[
Ki; c
t
]
=
t∏
s=1
Kiv
c−s+1 −K−1i v
−c+s−1
vs − v−s
,
[
Ki; c
0
]
= 1
for t ≥ 1, c ∈ Z. For B in Nn, we write
KB =
n∏
i=1
[
Ki
Bi
]
.
Given λ ∈ Λ(n, d) we set 1λ = Kλ. Just as in the classical case,
the collection {1λ} forms a set of pairwise orthogonal idempotents in
SA(n, d) which sum to the identity element.
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Form ∈ Z let [m] denote the quantum integer [m] = (vm−v−m)/(v−
v−1) and set
[m]! = [m][m − 1] · · · [1], [0]! = 1[
c
m
]
=
[c][c− 1] · · · [c−m+ 1]
[m]!
,
[
c
0
]
= 1
for c ∈ Z, m ≥ 1. The q-analogues of the divided powers of root
vectors are defined by X
(m)
α = Xα/[m]!. The Kostant monomials in
this situation are products of elements of the form
X(r)α ,
[
Ki
s
]
, K±1i (r, s ∈ N, α ∈ Φ, 1 ≤ i ≤ n),
taken in any order. As before, the set of Kostant monomials is mul-
tiplicatively closed. By analogy with the classical case, χ is defined
by
χ(X(m)α ) = mεmax(i,j), χ(
[
Ki
m
]
) = χ(K±1i ) = 0
where α = εi − εj ∈ Φ, and by declaring that χ(XY ) = χ(X) + χ(Y )
whenever X, Y are Kostant monomials. For A,C ∈ NΦ
+
we write
EA =
∏
α∈Φ+
X(A(α))α , FC =
∏
α∈Φ+
X
(C(α))
−α
where the products in EA and FC are taken relative to any two specified
orderings on Φ+.
Theorem 2.3. The integral q-Schur algebra SA(n, d) is the subring of
S(n, d) generated by all quantum divided powers E
(m)
i , F
(m)
i , along with
the elements
[
Ki
m
]
. Moreover, each of the sets
Y+ =
⋃
λ {EA1λFC | χ(EAFC)  λ}(a)
Y− =
⋃
λ {FA1λEC | χ(FAEC)  λ},(b)
as λ ranges over Λ(n, d), forms an A-basis of SA(n, d).
We conjecture that the elements
[
Ki
m
]
lie within the subring gener-
ated by the E
(m)
i , F
(m)
i , in which case we would obtain the more precise
analogue of Theorem 1.3.
Finally, we have another presentation of the q-Schur algebra by gen-
erators and relations. These relations are similar to relations that hold
for the modified form U˙ of U (see [Lu3, Chap. 23]). This presentation
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has the advantage that upon specializing v to 1, we recover the classical
version given in Theorem 1.4.
Theorem 2.4. The algebra S(n, d) is the associative algebra (with 1)
given by generators 1λ (λ ∈ Λ(n, d)), Ei, Fi (1 ≤ i ≤ n− 1) subject to
the relations
1λ1µ = δλ,µ1λ,
∑
λ∈Λ(n,d)
1λ = 1(Q1
′)
Ei1λ =
{
1λ+αiEi if λ+ αi ∈ Λ(n, d)
0 otherwise
Fi1λ =
{
1λ−αiFi if λ− αi ∈ Λ(n, d)
0 otherwise
1λEi =
{
Ei1λ−αi if λ− αi ∈ Λ(n, d)
0 otherwise
1λFi =
{
Fi1λ+αi if λ+ αi ∈ Λ(n, d)
0 otherwise
(Q2′)
EiFj − FjEi = δij
∑
λ∈Λ(n,d)
[λj − λj+1]1λ(Q3
′)
along with the q-Serre relations (Q4), (Q5).
3. The algebra T
From now on we hold n and d fixed, and set S = S(n, d). We
define an algebra T = T (n, d) (over Q) by the generators and relations
of Theorem 1.1. Since U is the algebra on the same generators but
subject only to relations (R1)–(R5), we have a surjective quotient map
U → T (mapping generators onto generators). Eventually we shall
show that T ≃ S, which will prove Theorem 1.1.
Lemma 3.1. Under the representation U → End(V ⊗d) the images of
the Hi satisfy the relations (R6) and (R7). Moreover, the relation (R7)
is the minimal polynomial of (the image of) Hi in End(V
⊗d).
Proof. Relation (R6) is trivial in the case d = 1, from which the general
case follows since each Hi acts as a derivation of V
⊗d. The relation (R7)
follows from the fact (which can be verified by induction on d) that the
eigenvalues of the diagonal operators Hi are 0, 1, . . . , d. The proof is
complete.
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As we know, S = S(n, d) is the image of the representation U →
End(V ⊗d) mentioned in the introduction. From the above lemma it
follows that this surjection U → S factors through T . Because T , S are
homomorphic images of U , any relations between generators holding
in U will automatically carry over to T , S. We will not distinguish
notationally between the generators or root vectors for U , T , or S.
Recall the triangular decomposition of U , that the multiplication
map U−⊗U0⊗U+
≈
−→ U is an isomorphism of vector spaces, where U+
(resp., U−) is the subalgebra of U generated by the ei (resp., fi) and
U0 is the subalgebra of U generated by all Hi. Thus U = U
−U0U+.
From this we obtain a similar triangular decomposition of T :
T = T−T 0T+(3.2)
where T+, T−, T 0 are defined to be the images of U+, U−, U0 under the
quotient mapping U → T .
We also have similar factorizations over Z. Setting U+Z , U
−
Z , U
0
Z to
be, respectively, the intersection of U+, U−, U0 with the Kostant Z-
form UZ (the subring of U generated by all e
(m)
i , f
(m)
i ,
(
Hi
m
)
), we have
the factorization UZ = U
−
Z U
0
ZU
+
Z , which immediately induces similar
equalities
TZ = T
−
Z T
0
ZT
+
Z(3.3)
where the various subalgebras are defined in the obvious way as appro-
priate homomorphic images of U+Z , U
−
Z , U
0
Z.
Since U+Z (resp., U
−
Z ) is the Z-subalgebra of U generated by the x
(m)
α
for α ∈ Φ+ (resp., α ∈ Φ−) and m ∈ N, the same statement applies
to T+Z (resp., T
−
Z ) in relation to T . Moreover, U
0
Z is the Z-subalgebra
of U generated by the
(
Hi
m
)
for 1 ≤ i ≤ n and m ∈ N, so T 0Z is the
Z-subalgebra of T generated by the same elements.
Now we investigate the structure of the algebra T 0. We start with the
algebra U0, which is isomorphic with the polynomial ringQ[H1, . . . , Hn]
in n commuting indeterminates H1, . . . , Hn. By the remarks following
Lemma 3.1 we have surjections U → T → S. Let S0 be the image in S
of U0 under the map U → S. Clearly we have surjections U0 → T 0 →
S0 obtained from U → T → S by restriction.
Proposition 3.4. Define an algebra T ′ = U0/I0 where I0 is the ideal
in U0 generated by elements Hi(Hi − 1) · · · (Hi − d) (1 ≤ i ≤ n) and
H1 + · · ·+Hn − d.
(a) We have an algebra isomorphism T ′ ∼= T 0.
PRESENTING SCHUR ALGEBRAS 11
(b) The set {1λ | λ ∈ Λ(n, d)} is a Q-basis for T
0 and a Z-basis for
T 0Z; moreover, this set is a set of pairwise orthogonal idempotents which
add up to 1.
(c) HB = 0 for any B ∈ N
n such that |B| > d.
Proof. Consider first the algebra T˜ ′ defined to be the quotient of U0
by the ideal generated only by the elements Hi(Hi − 1) · · · (Hi − d)
(1 ≤ i ≤ n). Since each of the relations in T˜ ′ is a polynomial in just
one of the variables, we have the factorization
T˜ ′ ∼= Q[H1]/(p(H1))⊗ · · · ⊗Q[Hn]/(p(Hn))
where p(X) = X(X − 1) · · · (X − d). By the Chinese Remainder The-
orem applied to each tensor factor we obtain from the above isomor-
phisms (products denote direct products)
T˜ ′ ∼=
d∏
i=0
(Q[H1]/(H1 − i))⊗ · · · ⊗
d∏
i=0
(Q[Hn]/(Hn − i))
and by rearranging the order of factors we obtain
∼=
∏
0≤µ1,... ,µn≤d
(Q[H1]/(H1 − µ1)⊗ · · · ⊗Q[Hn]/(Hn − µn))
∼=
∏
0≤µ1,... ,µn≤d
Q[H1, . . . , Hn]/(H1 − µ1, . . . , Hn − µn).
The isomorphism is realized by the map which sends a polynomial
f(H1, . . . , Hn) in T˜
′ to the element (f(µ1, . . . , µn))0≤µ1,... ,µn≤d of the
direct product. Since T ′ is isomorphic with T˜ ′/(H1+ · · ·+Hn− d), we
deduce from the above that
T ′ ∼=
∏
µ∈Λ(n,d)
Q[H1, . . . , Hn]/(H1 − µ1, . . . , Hn − µn)
and this isomorphism (which we denote by φ) is realized by the map
sending f(H1, . . . , Hn) to the element (f(µ1, . . . , µn))µ∈Λ(n,d).
Thus, given any λ ∈ Λ(n, d), we have
φ(1λ) =
((
µ1
λ1
)
· · ·
(
µn
λn
))
µ∈Λ(n,d)
= (δλµ)µ∈Λ(n,d)
Since the vector on the right of the above equality consists of zeros and
ones, with precisely one nonzero entry, and since φ is an isomorphism,
it follows that the various 1λ are orthogonal idempotents which add up
to the identity of T ′.
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Now let I be the ideal in U generated by elements Hi(Hi−1) · · · (Hi−
d) (1 ≤ i ≤ n) and H1 + · · ·+Hn − d. Then by definition T ∼= U/I.
The canonical quotient map U → U/I induces, upon restriction to U0,
a map U0 → U/I. The image of this map is T 0 and its kernel is U0∩I,
so T 0 ∼= U0/(U0∩I). Clearly I0 ⊂ U0∩I. Thus we obtain the following
sequence of algebra surjections
T ′ = U0/I0 −−−→ U0/(U0 ∩ I)
≈
−−−→ T 0 −−−→ S0(3.5)
where the last map is obtained by Lemma 3.1, and the middle map
is actually an isomorphism. By the above we see that the dimension
of T ′ is the cardinality of the set Λ(n, d). This is well-known to equal
the dimension of the zero part S0 of the Schur algebra S = S(n, d). It
follows that all the surjections above are algebra isomorphisms. This
proves parts (a) and (b).
To prove part (c), suppose that B ∈ Nn such that |B| > d. Then
for each µ ∈ Λ(n, d), there exists i with µi < bi. Thus φ(HB) = 0
and HB must be 0 since the map φ is an isomorphism. The proof is
complete.
The next result is obtained by a similar argument.
Proposition 3.6. Let 1 ≤ i ≤ n, b ∈ N, λ ∈ Λ(n, d), and B ∈ Nn.
We have the following identities in the algebra T 0:
Hi1λ = λi1λ,
(
Hi
b
)
1λ =
(
λi
b
)
1λ(a)
HB 1λ = λB 1λ, where λB =
∏
i
(
λi
Bi
)
(b)
HB =
∑
λ
λB 1λ(c)
where the sum in part (c) is carried out over all λ ∈ Λ(n, d).
Proof. We apply the isomorphism φ from the proof of the preceding
proposition to the product on the left-hand-side of (a), obtaining
φ(
(
Hi
b
)
1λ) = φ(
(
Hi
b
)(
H1
λ1
)
· · ·
(
Hn
λn
)
).
The right-hand side of the above equality gives the vector((
µi
b
)(
µ1
λ1
)
· · ·
(
µn
λn
))
µ∈Λ(n,d)
=
((
µi
b
)
δµλ
)
µ∈Λ(n,d)
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which is the same as
(
λi
b
)
φ(1λ) since from the preceding proof φ(1λ) =
(δµλ)µ. Since φ is an isomorphism, part (a) is proved.
Part (b) follows immediately from part (a). Then by the result of
part (b) we obtain the equalities HB = HB ·1 = HB
∑
λ 1λ =
∑
λ λB1λ,
proving part (c).
We write Nni0 for the set of B = (Bi) ∈ N
n such that Bi0 = 0.
Corollary 3.7. For any fixed choice of i0 (1 ≤ i0 ≤ n) the set {HB |
B ∈ Nni0, |B| ≤ d} is a Q-basis for T
0 and a Z-basis for T 0Z.
Proof. The sets Λ(n, d) and {B ∈ Nni0, |B| ≤ d} have the same cardi-
nality. For instance, the map
λ→ λ− λi0εi0
is bijective between the sets in question, with inverse map
B → B + (d− |B|)εi0.
Thus, to prove the result it is enough to show that the set {HB | B ∈
Nni0, |B| ≤ d} spans T
0
Z . This can be deduced by considering a certain
order (depending on i0) on each of these sets.
Fixing 1 ≤ i0 ≤ n, we order the set Λ(n, d) by declaring that λ
precedes λ′ if λi0 < λ
′
i0
, or if λi0 = λ
′
i0
and there exists an index l 6= i0
such that λj ≥ λ
′
j for all j ∈ {1, . . . l} − {i0}. Similarly, we order the
set {B ∈ Nni0 , |B| ≤ d} by declaring that B precedes B
′ if there exists
an index l 6= i0 such that bj ≥ b
′
j for all j ∈ {1, . . . l}−{i0}. With these
orderings, it follows from part (c) of the preceding proposition that the
matrix of coefficients obtained by expressing the HB’s in terms of the
1λ’s is lower unitriangular. To see this, observe that for any given B,
with corresponding λ = B+(d−|B|)εi0, any µ which succeeds λ in the
above order satisfies µB = 0, and moreover λB = 1. It follows that these
equations can be inverted over Z and so every 1λ is expressible as a Z-
linear combination of elements from the set {HB | B ∈ N
n
i0
, |B| ≤ d}.
This proves that this set spans T 0Z and, by our remarks above, it must
therefore be a Q-basis, and thus is linearly independent over Z, and
hence also a Z-basis. The proof is complete.
The next step is to find spanning sets for the plus part T+ and minus
part T− of T . For this we use the following result.
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Proposition 3.8. For any α ∈ Φ, λ ∈ Λ(n, d) we have the commuta-
tion formulas
xα1λ =
{
1λ+αxα if λ+ α ∈ Λ(n, d)
0 otherwise
and similarly
1λxα =
{
xα1λ−α if λ− α ∈ Λ(n, d)
0 otherwise.
Proof. Write α = εi − εj with i 6= j. From the defining relation (R3)
and the definition (see §1) of xα we have
Hlxα = xα(Hl + (εl, α)).(3.9)
From this we obtain equalities
xα1λ = xα
(
H1
λ1
)
· · ·
(
Hn
λn
)
=
((
Hi − 1
λi
)(
Hj + 1
λj
)∏
l 6=i,j
(
Hl
λl
))
xα.
Multiplying on the left by Hi/(λi + 1) and then commuting with xα
yields the equality
xα
Hi + 1
λi + 1
1λ =
Hi
λi + 1
((
Hi − 1
λi
)(
Hj + 1
λj
)∏
l 6=i,j
(
Hl
λl
))
xα
which by Proposition 3.6(a) simplifies to give
xα1λ =
((
Hi
λi + 1
)(
Hj + 1
λj
)∏
l 6=i,j
(
Hl
λl
))
xα
which (if λj > 0) can be rewritten in the form
xα1λ =
(
Hi
λi + 1
)((
Hj
λj
)
+
(
Hj
λj − 1
))∏
l 6=i,j
(
Hl
λl
)
xα.
The first summand on the right-hand-side of the preceding equality
vanishes, by Proposition 3.4(c). This proves the first part of the propo-
sition in the case λj > 0. In case λj = 0 the right-hand-side is zero.
This proves the first part of the proposition. The proof of the second
part is similar.
Corollary 3.10. We have in T the equalities xd+1α = 0 for all α ∈ Φ.
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Proof. By iterating the result of the preceding proposition we see that
xd+1α 1λ = 0 for any α ∈ Φ and any λ ∈ Λ(n, d), since it is clear that
λ+ (d+ 1)α does not belong to Λ(n, d). Thus we have equalities
xd+1α = x
d+1
α · 1 = x
d+1
α
∑
λ∈Λ(n,d)
1λ =
∑
λ∈Λ(n,d)
xd+1α 1λ = 0
and this proves the claim.
4. Straightening
We need the following variants of the notion of content. We define
functions χL and χR (left and right content) on Kostant monomials by
setting
χR(x
(m)
α ) = mεj, χL(x
(m)
α ) = mεi,
χR(
(
Hi
m
)
) = χL(
(
Hi
m
)
) = 0
(4.1)
where α = εi− εj , and again using the rule χL(XY ) = χL(X)+χL(Y )
(similarly for χR) whenever X and Y are Kostant monomials. Note
that for A,C ∈ NΦ
+
we have
χ(eA) = χR(eA), χ(fC) = χL(fC).(4.2)
From this it follows immediately that
χ(eAfC) = χR(eA) + χL(fC).(4.3)
From Proposition 3.8 it follows that for any A,C ∈ NΦ
+
, λ ∈ Λ(n, d)
we have equalities
eA1λfC = 1λ′eAfC = eAfC1λ′′(4.4)
where λ′ = λ+
∑
αA(α)α, λ
′′ = λ+
∑
αC(α)α (both sums over Φ
+).
Moreover, we have equalities∑
α∈Φ+
A(α)α =
∑
α=εi−εj ; i<j
A(α)(εi − εj)
= χL(eA)− χR(eA)
= −χL(fA) + χR(fA)
from which it follows that
λ′ = λ− χR(eA) + χL(eA), λ
′′ = λ+ χR(fC)− χL(fC).(4.5)
Lemma 4.6. χ(eA1λfC)  λ ⇔ χL(1λ′eAfC)  λ
′ ⇔ χR(eAfC1λ′′) 
λ′′.
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Proof. By the definitions we have χ(eA1λfC) = χ(eAfC), with similar
equalities for χR, χL. From equation (4.3) and the above we have the
following equivalences
χ(eA1λfC)  λ⇔ χR(eA) + χL(fC)  λ
⇔ χL(fC)  λ− χR(eA)
⇔ χL(fC) + χL(eA)  λ− χR(eA) + χL(eA)
⇔ χL(1λ′eAfC)  λ
′.
This establishes the first equivalence of the lemma. The second equiv-
alence is established by a similar argument.
By similar reasoning one can obtain similar equivalences in which
the fA precede the eC .
It follows from the preceding lemma that the set Y+ (see Theorem
1.3) can be rewritten in either of the forms⋃
λ′ {1λ′eAfC | χL(eAfC)  λ
′}
=
⋃
λ′′ {eAfC1λ′′ | χR(eAfC)  λ
′′}
(4.7)
with a similar statement applying to the set Y−.
The subspace of U spanned by the Hi and xα is isomorphic with the
Lie algebra gln of n × n matrices. The isomorphism is determined by
sending ei → ei,i+1, fi → ei+1,i. Here the notation eij stands for the
matrix with all entries 0, except for the (i, j)th entry, which is 1. It
follows from the definition of xα (see §1) that the isomorphism carries
Hi to eii and xα to eij when α = εi − εj ∈ Φ. From this one can now
easily verify that (for α = εi − εj, β = εk − εℓ for i 6= j, k 6= ℓ)
xαxβ − xβxα =

Hα if α + β = 0
cα,βxα+β if α + β ∈ Φ
0 otherwise
(4.8)
where Hα = Hi −Hj and where for α + β ∈ Φ we have
cα,β =
{
1 if j = k and i 6= ℓ
−1 if i = ℓ and j 6= k.
The above relations hold in the enveloping algebra U , since we use only
the defining relations (R1)–(R5) in their verification. Hence they are
valid as well as in the quotient T .
For r, s ∈ N, α, β ∈ Φ, one deduces the following commutation rela-
tions from the above by induction (compare with Kostant [Ko, Lemma
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1]):
x(r)α x
(s)
−α =
min(r,s)∑
j=0
x
(s−j)
−α
(
Hα − r − s+ 2j
j
)
x(r−j)α ,(4.8a)
and, for α + β 6= 0, α + β ∈ Φ
x(r)α x
(s)
β = x
(s)
β x
(r)
α +
min(r,s)∑
j=1
cjα,βx
(s−j)
β x
(j)
α+βx
(r−j)
α .(4.8b)
For α + β 6= 0, α + β /∈ Φ
x(r)α x
(s)
β = x
(s)
β x
(r)
α .(4.8c)
From these formulas it follows that we can always interchange the order
of a product of two divided powers of root vectors, up to a Z-linear
combination of terms of strictly lower degree and (right or left) content.
In the following argument we make use of the fact that
(
Hα − t
s
)
(s, t ∈ Z, α ∈ Φ) belongs to the subring of U generated by the divided
powers of all root vectors, and thus belongs to T 0Z . This follows from
[Ko, Lemma 1] by an inductive argument. We will also use the identity
x(a)γ x
(b)
γ =
(
a+ b
a
)
x(a+b)γ (γ ∈ Φ).(4.9)
which follows immediately from the definitions.
Proposition 4.10. The sets Y+ and Y− span the algebra TZ.
Proof. We prove just the claim about Y+, as the other case is similar.
We use the second formulation of Y+ given in (4.7). The algebra TZ is
spanned by the set of all products formed from divided powers of root
vectors and idempotents 1λ. By Proposition 3.8, in any such product,
one may always commute the idempotents all the way to the right.
Hence, TZ is spanned (over Z) by the set of all monomials of the form
M = x(ψ1)γ1 · · ·x
(ψm)
γm 1µ(4.11)
for various m ∈ N, γ ∈ Φm, ψ ∈ Nm, µ ∈ Λ(n, d). We can assume that
γi 6= γi+1 for all i ≤ m − 1, for otherwise the monomial is an integral
multiple of a monomial having that property, by (4.9). Call monomials
of such form special.
Let χ = χR(M). We define the deviation of M by δ =
∑
χi>µi
(χi −
µi). Note that if
M ′ = x
(ψ′1)
γ′
1
· · ·x
(ψ′
m′
)
γ′
m′
1µ
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is another special monomial with the same idempotent part 1µ, then
χR(M)  χR(M
′)⇒ δ(M) ≤ δ(M ′) and χR(M)  µ⇔ δ(M) = 0.
Now we claim that all special monomials M of deviation 0 lie in the
Z-span of Y+. We argue by induction on the degree r =
∑
i ψi of M .
If r = 0 then M = 1µ, which belongs to Y+. Suppose that r > 0. If
M ∈ Y+ then we are done. Otherwise, we can apply the commutation
relations (4.8) to reorder the factors in M , obtaining an equality of the
form
M = x(ψ1)γ1 · · ·x
(ψm)
γm = c eAfC + lower terms
for some c ∈ Z, A,C ∈ NΦ
+
. Here, the lower terms are integral mul-
tiples of Kostant monomials of strictly lower degree and content. The
constant c ∈ Z arises not from the commutation formulas but when two
divided powers are combined via the equality (4.9). Note that, in the
lower order terms, whenever a factor of the form
(
Hα − t
s
)
(s, t ∈ Z)
appears, we express it in terms of a Z-linear combination of 1λ’s, and
then apply Proposition 3.8 to commute the idempotents as far to the
right as possible. Upon right multiplication of the above equality by
1µ we obtain the equality
M = c eAfC1µ + lower terms
where the lower terms are integral multiples of terms of the same form
asM (each having a factor 1µ on the right), but again, of strictly lower
degree and content than that of M . Now, in the above equality the
right content of eAfC1µ is equal to the right content of M , and thus
eAfC1µ ∈ Y+. By induction the lower terms belong to the Z-span of
Y+. The claim is proved.
Now we proceed by induction on deviation. (The above claim forms
the base step in the induction.) Let M be a special monomial of the
form (4.11) of deviation δ = δ(M) > 0. Set χ = χR(M). Since χ 6 µ,
there exists an index j for which χj > µj. Fixing this index j, we call
β ∈ Φ bad if β = εi − εj for some i 6= j and call β good otherwise. We
extend this terminology to the factors x
(ψγ )
γ of M . We define the defect
D of the monomial M by the equality D(M) =
∑
ψα where the sum
is taken over the set {x
(ψα)
α } of good factors in M which appear to the
right of some bad factor. Note that D = 0 if and only if all the bad
factors in M appear as far to the right as possible. From Proposition
3.8 it follows immediately that M = 0 in T whenever D(M) = 0.
Now suppose that D(M) > 0. So there exists at least one good
factor x
(a)
α in M appearing to the right of some bad factor x
(b)
β . We
PRESENTING SCHUR ALGEBRAS 19
may assume that x
(a)
α is the leftmost such good factor in M . It has one
or more bad factors immediately to its left. We successively commute
x
(a)
α with each bad factor to its left, using relations (4.8). As before,
we express factors of the form
(
Hα − t
s
)
in terms of idempotents 1λ,
and commute these all the way to the right using Proposition 3.8. By
Proposition 3.6 we know that such factors act as integral scalars on
1µ. The result of all this is thus, up to a Z-linear combination L of
Kostant monomials (all involving the same idempotent 1µ on the right)
of strictly lower right content, an integral multiple of a monomialM ′ of
the same right content as M but of strictly lower defect. By induction
(on defect) M ′ lies in the Z-span of Y+, and, since the monomials in L
have lower deviation than M does, L must also lie within the Z-span
of Y+. This proves that M lies in the Z-span of Y+, and hence that Y+
spans TZ. The argument for Y− is similar (interchange right and left,
+ and − in the above argument).
5. Proof of Theorems 1.1 and 1.3
Since S = S(n, d) is the image of the map U → End(V ⊗d), it fol-
lows immediately from Lemma 3.1 that the images of the Hi in the
Schur algebra S satisfy the defining relations for the algebra T , so the
surjection U → S factors through the algebra T . In particular, this
gives a surjection T → S. It follows that dimT ≥ dimS. In order
to produce the opposite inequality, which will complete the proof of
Theorem 1.1, it is enough to produce a spanning set in T of cardinality
equal to the dimension of S. We know from Proposition 4.10 that the
sets Y+, Y− span T , so the proof of Theorem 1.1 is completed by the
following lemma.
Lemma 5.1. The cardinality of Y+ and Y− is equal to the dimension
of S = S(n, d).
Proof. By symmetry, it is enough to prove this for Y+. It is well known
(see [Gr]) that the dimension of S(n, d) is given by the number of mono-
mials of total degree d in n2 variables. This is the same as the number
of monomials in n2 − 1 variables of total degree not exceeding d; in
other words, the dimension of S(n, d) is the same as the cardinality of
the set
P = {eAHBfC | B ∈ N
n
1 , A, C ∈ N
Φ+ , |A|+ |B|+ |C| ≤ d}.
20 STEPHEN DOTY AND ANTHONY GIAQUINTO
Thus, to prove the result it suffices to give a bijective correspondence
between P and Y+. One such is given by the map
eAHBfC → eA1λfC
where λ = (d− |A| − |B| − |C|)ε1 +B + χ(eAfC). The inverse map is
given by
eA1λfC → eAHBfC
where B = λ− χ(eAfC)− λ1ε1. The lemma is proved.
It remains to prove Theorem 1.3. It follows from the preceding ar-
guments that the quotient map T → S is an isomorphism of algebras,
and from Proposition 4.10 we conclude that Y+ and Y− are bases for
T (over Q). Hence these sets are linearly independent over Q, and
thus also over Z. Thus they are Z-bases for TZ. Carter and Lusztig
[CL, Thm. 3.1] showed that the restriction to UZ of the map U → S
gives a surjection UZ → SZ = SZ(n, d). It follows that the restriction
map TZ → SZ is an isomorphism, and that the sets Y+, Y− are integral
bases for the Schur algebra SZ. Moreover, the restriction of the map
UZ → SZ to UZ(sln) is still surjective, according to [Do, p. 44], and thus
the image is generated by all e
(m)
i , f
(m)
i . This proves Theorem 1.3.
Remark 5.2. We conjecture that the set P appearing in the proof of
Lemma 5.1 is actually another integral basis for SZ(n, d). More gener-
ally, for any fixed i0, (1 ≤ i0 ≤ n), either of the sets
{eAHBfC}, {fAHBeC}
(B ∈ Nni0 , A, C ∈ N
Φ+ , |A|+ |B|+ |C| ≤ d) should be an integral basis
of SZ(n, d). This would be a truncated form of Kostant’s well-known
basis for UZ. The conjecture is true when n = 2; see [DG1].
6. Proof of Theorem 1.4
Let B be the Q-algebra given by the generators and relations of
Theorem 1.4. In B we define elements Hj for j = 1, . . . , n by setting
Hj =
∑
λ λj1λ, where the sum is carried over all λ ∈ Λ(n, d).
Since the various 1λ’s commute it follows that the Hj ’s must also
commute, so relation (R1) holds for the elements Hj. Relation (R2)
follows immediately from the defining relations (R3′) and the definition
of the Hj.
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From the defining relations (R1′) and the definition of the Hj it
follows that
n∑
j=1
Hj =
n∑
j=1
∑
λ
λj1λ =
∑
λ
(
n∑
j=1
λj
)
1λ =
∑
λ
d 1λ = d · 1 = d.
This proves that the Hj satisfy relation (R6). Moreover, we also have
equalities
1λHj = Hj 1λ =
∑
µ
µj1µ 1λ = λj1λ
for each λ, j, from which we obtain the equalities
Hj(Hj − 1) · · · (Hj − b) =
(∑
λ
λj 1λ
)
(Hj − 1) · · · (Hj − b)
=
∑
λ
λj(λj − 1) · · · (λj − b) 1λ
(6.1)
for any b ∈ N. This is 0 when b = d, since λ is a composition of d, and
thus each part λj of λ is an integer in the interval 0, . . . , d. This proves
that the Hj satisfy relation (R7).
We now want to show that the Hj also satisfy relation (R3). For this
we will use the defining relations (R2′). For convenience, we extend the
definition of the symbol 1λ to all λ ∈ Z
n such that |λ| =
∑
λi = d,
defining it to have the value 0 if any part of λ is negative. With this
convention we have
Hjei =
∑
λ
λj 1λei =
∑
λ
λj ei1λ−αi(6.2)
where the sums are taken over all λ ∈ Zn such that |λ| = d. Replacing
λ−αi by µ and noting that λj = µj if j 6= i, i+1, λj = µj +1 if j = i,
and λj = µj − 1 if j = i+ 1 we obtain
Hjei =
∑
µ
λj ei1µ = eiHj + (δij − δi+1,j)ei.(6.3)
where again the sum is over all µ ∈ Zn satisfying |µ| = d. This proves
that the Hj, ei satisfy relation (R3); a similar argument shows the same
for the Hj, fi.
From (6.1) it follows (upon replacing b by b − 1 and dividing by b!)
that (
Hj
b
)
=
∑
λ
(
λj
b
)
1λ(6.4)
22 STEPHEN DOTY AND ANTHONY GIAQUINTO
where the sum is over Λ(n, d). It then follows from relations (R1′) and
the above, by a simple calculation, that for any µ ∈ Λ(n, d) we have
n∏
j=1
(
Hj
µj
)
= 1µ
and thus the Hj , (1 ≤ j ≤ n) together with the ei, fi (1 ≤ i ≤ n − 1)
generate the algebra B. Since we have proved that these generators
satisfy the defining relations for the algebra T , it follows that B is a
homomorphic image of T .
On the other hand, by Proposition 3.8 we know that the elements
ei, fi, 1λ of T satisfy relations (R2
′). They also satisfy relation (R1′),
clearly, and relation (R3′), by Proposition 3.6. Moreover, T is gener-
ated by the 1λ, ei, fi since by Proposition 3.6(c) we know that Hj is
expressible as a linear combination of the 1λ. Thus T is a homomor-
phic image of B. Combining this with the conclusion of the preceding
paragraph, we see that B ∼= T ∼= S(n, d). Theorem 1.4 is proved.
7. The algebra T.
We turn now to the quantum case. Fix n and d, and set S = S(n, d).
We define an algebra T = T(n, d) (over Q(v)) by the generators and
relations of Theorem 2.1. SinceU is the algebra on the same generators
but subject only to relations (Q1)–(Q5), we have a surjective quotient
map U → T. Eventually we shall show that T ≃ S, which will prove
Theorem 2.1.
The q-analogue of Lemma 3.1 is the following. The proof is similar
to the proof in the classical case, except that it is multiplicative where
the classical argument is additive.
Lemma 7.1. Under the representation U→ End(V⊗d) the images of
the Ki satisfy the relations (Q6) and (Q7). Moreover, the relation
(Q7) is the minimal polynomial of Ki in End(V
⊗d).
Since S = S(n, d) is the image of the representation U→ End(V⊗d),
we have a surjection U → S. From the lemma it follows that the
surjection U → S factors through T. Because T, S are homomorphic
images of U, any relations between generators in U will carry over to
T, S. We do not distinguish notationally between the generators or
root vectors for U, T, or S.
Rosso [Ro] has shown that multiplication defines a Q(v)-linear iso-
morphismU−⊗U0⊗U+
≈
−→ U, whereU+ (resp., U−) is the subalgebra
of U generated by the Ei (resp., Fi), and U
0 is the subalgebra of U
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generated by all Ki, K
−1
i . It follows that U = U
−U0U+. From this we
obtain a similar triangular decomposition of T:
T = T−T0T+(7.2)
where T+,T−,T0 are defined to be the images of U+,U−,U0 under
the quotient mapping U→ T.
There are similar factorizations over A. Setting U+A, U
−
A, U
0
A to be,
respectively, the intersection of U+, U−, U0 with Lusztig’s A-formUA
(the A-subalgebra of U generated by the E
(m)
i , F
(m)
i , K
±1
i ,
[
Ki
m
]
), Du
[Du, §2] has shown (using results of Lusztig) that UA = U
−
AU
0
AU
+
A;
thus
TA = T
−
AT
0
AT
+
A(7.3)
where the various subalgebras are defined in the obvious way as appro-
priate homomorphic images of U+A, U
−
A, U
0
A.
Since U+A (resp., U
−
A) is the A-subalgebra of U generated by the
E
(m)
α (resp., F
(m)
α ) for α ∈ Φ+ and m ∈ N, the same statement applies
to T+A (resp., T
−
A) in relation to T. Moreover, U
0
A is the A-subalgebra
of U generated by the K±1i ,
[
Ki
m
]
for 1 ≤ i ≤ n, m ∈ N, so T0A is the
A-subalgebra of T generated by the same elements.
Now we determine the structure of the algebra T0. As we shall see,
the structure turns out to be essentially the same as that in the classical
case. Consider first the algebra U0, which may be identified with the
commutative polynomial algebra Q(v)[K±11 , . . . , K
±1
n ]. We define S
0 to
be the image of U0 under the quotient map U→ S. As in the classical
case, this map factors through the algebra T0.
Proposition 7.4. Define an algebra T′ = U/I0 where I0 is the ideal
inU0 generated by the elements (Ki−1)(Ki−v) · · · (Ki−v
d) (1 ≤ i ≤ n)
and K1K2 · · ·Kn − v
d.
(a) We have an algebra isomorphism T′ ∼= T0.
(b) The set {1λ | λ ∈ Λ(n, d)} is a Q(v)-basis for T
0 and an A-basis
for T0A; moreover, this set is a set of pairwise orthogonal idempotents
which add up to 1.
(c) KB = 0 for any B ∈ N
n such that |B| > d.
Proof. The argument is similar to the proof of Proposition 3.4. Con-
sider first the algebra T˜′ defined to be the quotient of U0 by the
ideal generated only by the p(Ki) = (Ki − 1)(Ki − v) · · · (Ki − v
d)
24 STEPHEN DOTY AND ANTHONY GIAQUINTO
for i = 1, . . . , n. Since p(Ki) is a non-constant polynomial with non-
zero constant term, eachK−1i already lies in the ring T˜
′. Thus it follows
that
T˜′ ∼= Q(v)[K1]/(p(K1))⊗ · · · ⊗Q(v)[Kn]/(p(Kn)).
From the Chinese Remainder Theorem we obtain, as in the proof of
3.4, an isomorphism (products denote direct products)
T˜′ ∼=
∏
0≤µ1,...µn≤d
Q(v)[K1, . . . , Kn]/(K1 − v
µ1 , . . . , Kn − v
µn).
Since T′ = T˜′/(K1 · · ·Kn − v
d), we deduce that
T′ ∼=
∏
µ∈Λ(n,d)
Q(v)[K1 . . . , Kn]/(K1 − v
µ1 , . . . , Kn − v
µn).
The preceding isomorphism, which we denote by φ, is given by the
map sending f(K1, . . .Kn) to the vector (f(v
µ1 , . . . , vµn))µ∈Λ(n,d). In
particular, if λ ∈ Λ(n, d), then
φ(1λ) =
([
µ1
λ1
]
· · ·
[
µn
λn
])
µ∈Λ(n,d)
= (δλµ)µ∈Λ(n,d).
Thus the various 1λ are orthogonal idempotents whose sum is the iden-
tity.
Now let I be the ideal in U generated by elements (Ki − 1)(Ki −
v) · · · (Ki − v
d) (1 ≤ i ≤ n) and K1 · · ·Kn − v
d. Then by definition
T ∼= U/I. The canonical quotient map U → U/I induces, upon
restriction to U0, a map U0 → U/I. The image of this map is T0 and
its kernel is U0 ∩ I, so T0 ∼= U0/(U0 ∩ I). Clearly I0 ⊂ U0 ∩ I. Thus
we obtain the following sequence of algebra surjections
T′ = U0/I0 −−−→ U0/(U0 ∩ I)
≈
−−−→ T0 −−−→ S0(7.5)
where the last map is obtained by Lemma 7.1, and the middle map is
actually an isomorphism. By the above we see that the dimension of
T′ is the cardinality of the set Λ(n, d). This is the same as dimS0, so
all the surjections above are algebra isomorphisms. This proves parts
(a) and (b).
Part (c) is proved in exactly the same way as part (c) of Proposition
3.4.
Proposition 7.6. Suppose 1 ≤ i ≤ n, c ∈ Z, t ∈ N, λ ∈ Λ(n, d), and
B ∈ Nn. Then we have the following identities in the algebra T0:
K±1i 1λ = v
±λi1λ;
[
Ki; c
t
]
1λ =
[
λi + c
t
]
1λ(a)
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KB 1λ = λB 1λ, where λB =
∏
i
[
λi
Bi
]
(b)
KB =
∑
λ
λB 1λ,(c)
where the sum in part (c) is carried out over all λ ∈ Λ(n, d).
Proof. We prove part (a). Apply the isomorphism φ from the proof
of Proposition 7.4. We have φ(K±1i 1λ) = (v
±µiδλµ)µ = v
±λiφ(1λ). It
follows that K±1i 1λ = v
±λi1λ. Similarly, we have
φ(
[
Ki; c
t
]
1λ) = φ
((
t∏
s=1
Kiv
c−s+1 −K−1i v
−c+s−1
vs − v−s
)
1λ
)
=
(
t∏
s=1
vµivc−s+1 − v−µiv−c+s−1
vs − v−s
δλµ
)
µ
=
([
µi + c
t
]
δλµ
)
µ
=
[
λi + c
t
]
φ(1λ)
which proves the second equality in (a). Note that the equality[
Ki
t
]
1λ =
[
λi
t
]
1λ(7.7)
is the case c = 0 of the above.
The rest of the proof is similar to the proof of Proposition 3.6.
By essentially the same argument as in the classical case we obtain
Corollary 7.8. For any fixed choice of i0 (1 ≤ i0 ≤ n) the set {KB |
B ∈ Nni0, |B| ≤ d} is a Q(v)-basis for T
0 and an A-basis for T0A.
We also have the following exact analogue of Proposition 3.8.
Proposition 7.9. For any α ∈ Φ and any λ ∈ Λ(n, d) we have the
commutation formulas
Xα1λ =
{
1λ+αXα if λ+ α ∈ Λ(n, d)
0 otherwise
and similarly
1λXα =
{
Xα1λ−α if λ− α ∈ Λ(n, d)
0 otherwise.
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Proof. We will need the following identities (see [Lu2, §2.3 (g3), (g4)]):[
Ki; 0
t
] [
Ki;−t
t′
]
=
[
t+ t′
t
] [
Ki; 0
t+ t′
]
(t, t′ ∈ N)(7.10) [
Ki; c+ 1
t
]
= vt
[
Ki; c
t
]
+ vt−c−1K−1i
[
Ki; c
t− 1
]
(t ≥ 1).(7.11)
From the defining relation (Q3) and the definition (see §2) of the root
vector Xα one proves that
KlXα = v
(εl,α)XαKl (α ∈ Φ).(7.12)
From this it follows by a simple calculation that[
Kl; c
t
]
Xα = Xα
[
Kl; c+ (εl, α)
t
]
(α ∈ Φ, c ∈ Z, t ∈ N).(7.13)
From this last equality it follows that for λ ∈ Λ(n, d), α = εi − εj ∈ Φ
(i 6= j) we have
Xα1λ =
[
Ki;−1
λi
] [
Kj ; 1
λj
](∏
l 6=i,j
[
Kl
λl
])
Xα.
Multiply both sides of the preceding equality by
[
Ki
1
]
=
[
Ki; 0
1
]
and
use (7.10) to simplify the right-hand-side and use (7.13) to simplify the
left-hand-side. The result is the equality
Xα
[
Ki; 1
1
]
1λ =
[
λi + 1
1
] [
Ki
λi + 1
] [
Kj; 1
λj
](∏
l 6=i,j
[
Kl
λl
])
Xα.
By Proposition 7.6(a) the left-hand-side of this equality simplifies to
give the equality[
λi + 1
1
]
Xα1λ =
[
λi + 1
1
] [
Ki
λi + 1
] [
Kj ; 1
λj
](∏
l 6=i,j
[
Kl
λl
])
Xα
and after cancelling the common scalar factor and expanding by means
of (7.11) (assuming λj > 0) this becomes
Xα1λ =
[
Ki
λi + 1
](
vλj
[
Kj
λj
]
+ vλj−1K−1j
[
Kj
λj − 1
])(∏
l 6=i,j
[
Kl
λl
])
Xα.
In case λj > 0 after multiplying through in the above expression and
applying Proposition 7.4(c) we see that the first summand must be zero,
so the above equality in that case simplifies toXα1λ = v
λj−1K−1j 1λ+αXα.
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Now by Proposition 7.6(a) K−1j acts on 1λ+α as v
−(λj−1). Thus we ob-
tain the equality in the first part of the proposition in the case λj > 0.
If λj = 0 then one sees easily by Proposition 7.4(c) that the right-
hand-side vanishes. The first part of the proposition is proved. The
proof of the other part is similar.
Corollary 7.14. We have in T the equalities Xd+1α = 0 for all α ∈ Φ.
Again, the proof is the same as in the classical case.
8. Quantum straightening
Similar to the classical case, we define left and right content χL, χR
on Kostant monomials by
χR(X
(m)
α ) = mεj, χL(X
(m)
α ) = mεi,
χR(
[
Ki
m
]
) = χL(
[
Ki
m
]
) = χR(Ki) = χL(Ki) = 0
(8.1)
where α = εi− εj , and again using the rule χL(XY ) = χL(X)+χL(Y )
(similarly for χR) whenever X and Y are Kostant monomials.
The q-analogues of (4.2)–(4.7) hold, with the same argument as in
the classical case. In particular, we can work with the description of
Y+ in which the idempotent appears on the right.
Now we write Xij for the root vector Xα when α = εi − εj and
write Kα = Kij = KiK
−1
j (1 ≤ i 6= j ≤ n). Note that Ei = Xi,i+1,
Fi = Xi+1,i. We assume that i < j and k < l. By Xi [Xi1, §5.6] we
have the following root vector commutation formulas, listed below in
formulas (8.2) and (8.3) (some of which appeared already in [Lu2] and
[Ro]). Note that our notation differs from Xi’s: he writes Ei,j−1 (resp.,
Fi,j−1, Ki,j−1) where we write Xij (resp., Xji, Kij).
XijXkl =

XklXij (j < k or k < i < j < l)
v−1XklXij (i = k < j < l or i < k < j = l)
vXil + vXklXij (j = k)
XklXij + (v
−1 − v)XilXkj (i < k < j < l)
(8.2)
which, as Xi (loc. cit.) proves, lead to the following
X
(M)
ij X
(N)
kl = X
(N)
kl X
(M)
ij (j < k or k < i < j < l)(8.2a)
X
(M)
ij X
(N)
kl = v
−MNX
(N)
kl X
(M)
ij
(i = k < j < l or i < k < j = l)
(8.2b)
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X
(M)
ij X
(N)
kl =
min(M,N)∑
t=0
v(M−t)(N−t)+tX
(N−t)
kl X
(t)
il X
(M−t)
ij
(j = k)
(8.2c)
X
(M)
ij X
(N)
kl =
min(M,N)∑
t=0
v−t(t−1)/2(v−1 − v)t[t]!X
(t)
kj X
(N−t)
kl X
(M−t)
ij X
(t)
il
(i < k < j < l).
(8.2d)
We note that these formulas lead to others, of the same form as those
given above, except for signs and (in some cases) a scalar factor of some
integral power of v. The new formulas are obtained from the ones listed
above by solving for the term X
(N)
kl X
(M)
ij and then interchanging (i, j)
and (k, l).
We also note that the formulas one obtains in this way, together
with the ones already listed, exhaust the possibilities for a commuta-
tion of two root vectors labelled by positive roots. Indeed, given two
finite intervals [i, j], [k, l] one of the following mutually exclusive pos-
sibilities must apply: 1) the intervals are disjoint; 2) one interval is
properly included in the other without shared endpoints; 3) one inter-
val is properly included in the other with the two intervals sharing a
common endpoint; 4) the intervals coincide; 5) the intervals meet at a
single point; 6) the intervals properly overlap. Looking at the formulas
listed above, we see that case (a) covers possibilities 1) and 2), case (b)
covers possibility 3), case (c) is possibility 5), and case (d) is possibility
6). We do not need a formula for possibility 4).
There are five cases listed in [Xi1, §5.6 (d0)] and only four cases listed
above, but the second of the five cases in (loc. cit.) is superfluous, as
we have just proved.
There are similar commutation formulas for products of negative
root vectors. One way to get them is by applying the isomorphism Ω :
U → Uopp of [Lu2, 1.2], defined by ΩEi = Fi, ΩFi = Ei, ΩKi = K
−1
i ,
Ωv = v−1, to the positive root vector commutation formulas discussed
above.
Xi (loc. cit.) also gives the following, which express the commutation
between positive and negative root vectors. Still under the assumption
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i < j and k < l we have
XijXlk =

XlkXij (j ≤ k or k < i < j < l)
XlkXij + v
−1K−1kj Xik (i < k < j = l)
XlkXij −XljK
−1
ij (i = k < j < l)
XlkXij +
[
Kij ; 0
1
]
(i = k, j = l)
XlkXij + v
−1(v − v−1)XljK
−1
kj Xik (i < k < j < l)
(8.3)
which, as Xi proves, lead to the following
X
(M)
ij X
(N)
lk = X
(N)
lk X
(M)
ij (j ≤ k or k < i < j < l)(8.3a)
X
(M)
ij X
(N)
lk =
min(M,N)∑
t=0
vt(N−t−1)X
(N−t)
jk K
−t
kj X
(M−t)
ij X
(t)
ik
(i < k < j = l)
(8.3b)
X
(M)
ij X
(N)
lk =
min(M,N)∑
t=0
(−1)tvt(M−t)X
(t)
lj X
(N−t)
lk K
−t
ij X
(M−t)
ij
(i = k < j < l)
(8.3c)
X
(M)
ij X
(N)
ji =
min(M,N)∑
t=0
X
(N−t)
ji
[
Kij ; 2t−M −N
t
]
X
(M−t)
ij(8.3d)
X
(M)
ij X
(N)
lk =
min(M,N)∑
t=0
ξ(v, t)X
(N−t)
lk X
(t)
lj K
−t
kj X
(M−t)
ij X
(t)
ik
where ξ(v, t) = v−t(2N+t−1)/2(v − v−1)t[t]! (i < k < j < l).
(8.3e)
As before, these formulas lead to others, of a similar form as those given
above. The new formulas in this case are obtained by first applying
Ω to get a formula in Uopp, then switching order of factors to get a
formula in U, and finally interchanging (i, j) with (k, l).
The formulas one obtains in this way, together with the ones already
listed, exhaust the possibilities for a commutation involving a positive
root vector followed by negative root vector. For the possibilities 1)
– 6) listed earlier for two finite intervals [i, j], [k, l], we see that case
(a) covers possibilities 1), 5), and 2), cases (b), (c) cover possibility 3),
case (d) is possibility 4), and case (e) is possibility 6).
There are similar commutation formulas for the case of a negative
root vector followed by a positive root vector. They are obtained from
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the ones already described, by simply solving for the term X
(N)
lk X
(M)
ij .
The new formulas will be of the same form, except for signs.
Thus we see that the formulas listed in (8.2) and (8.3), together
with formulas easily derivable from them, give the commutation in U
between q-divided powers of any two root vectors.
The most important feature of these commutation formulas, for our
purposes, is that every product of the form X
(r)
α X
(s)
β may be expressed
as a scalar multiple (by an element of A) of the product in the opposite
order, modulo an A-linear combination of monomials of degree and
(right or left) content which is no greater that that of the original
product. This differs from the classical case, where the extra terms in
any such commutation always have strictly lower degree and content.
A central result of [Lu2] is a q-analogue of Kostant’s basis for UZ.
The description of this basis uses the “box ordering” on Φ+ defined as
follows: if α = εi − εj and β = εr − εs, then α ≻ β if either s > j or
s = j and r > i. For B ∈ Nn−1 and δ ∈ {0, 1}n−1 set
Kδ,B = K
δ1
α1
· · ·Kδn−1αn−1
[
Kα1 ; 0
B1
]
· · ·
[
Kαn−1 ; 0
Bn−1
]
.
Then Lusztig [Lu2, Thm. 4.5] proves that the set of all elements of the
form
FAKδ,BEC (A,C ∈ N
Φ+ , B ∈ Nn−1, δ ∈ {0, 1}n−1)(8.4)
is an A-basis of UA(sln), provided the products in EC are taken in
the box order on Φ+ and the products in FA are taken in the reverse
box order. In [Xi2, Theorem 2.4] it is shown that the box order is not
necessary as one may take any ordering on Φ+ when forming FA and
EC . By applying the involution ω (see [Lu3, 3.1.3]) which interchanges
the Ei and Fi we obtain another such basis, consisting of all elements
of the form
EAKδ,BFC (A,C ∈ N
Φ+ , B ∈ Nn−1, δ ∈ {0, 1}n−1)(8.5)
We note that elements
[
Kα; c
t
]
appear in some of Xi’s commutation
formulas. In the following argument we use the fact that any
[
Kα; c
t
]
(α ∈ Φ, c ∈ Z, t ∈ N) belongs to U0A and thus belongs to T
0
A. This was
proved by Lusztig [Lu1, 4.5] in case α is simple. Lusztig’s argument
extends immediately to general α ∈ Φ since one has a version of [Lu1,
(4.3.1)] for any α.
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We shall also need the relation
X(a)γ X
(b)
γ =
[
a+ b
a
]
X(a+b)γ (γ ∈ Φ).(8.6)
which follows immediately from the definitions.
Proposition 8.7. The sets Y+ and Y− span the algebra TA.
Proof. We just prove the statement for Y+. As in the classical case,
the algebra TA is spanned by the set of all “special” monomials of the
form
M = X(ψ1)γ1 · · ·X
(ψm)
γm 1µ(8.8)
for m ∈ N, γ ∈ Φm, ψ ∈ Nm. By (8.6) we may assume that γi 6= γi+1
for all i ≤ m − 1. Set χ = χR(M) and define the deviation of M by
δ =
∑
χi>µi
(χi − µi). We claim that the set of all special monomials
of deviation 0 lie within the A-span of Y+. However, the proof of
this claim is different in the present case. By (8.5) we can express the
product X
(ψ1)
γ1 · · ·X
(ψm)
γm (which lies in the subalgebra U(sln)) in terms
of an A-linear combination of terms of the form EAKδ,BFC . In this
expression, each of the terms has right content not exceeding that of
M , because commutation does not increase degree or right content. We
express each Kδ,B in terms of an A-linear combination of idempotents
1λ, and use Proposition 7.9 to commute the idempotents all the way
to the right. Upon right multiplication of the resulting expression by
1µ we obtain an equality of the form
M =
∑
A,C
aA,C EAFC1µ (aA,C ∈ A)
in which the right content of each term on the right-hand-side is no
greater than that of M . It follows that each term in the right-hand-
side of the above equality has deviation 0, and thus lies in Y+. This
proves the claim.
Now we proceed by induction on deviation, with the above claim
forming the base step in the induction. Let M be a special monomial
of the form (8.8) of deviation δ = δ(M) > 0. Set χ = χR(M). Since
χ 6 µ, there is an index j for which χj > µj. Fixing this index j, we
call β ∈ Φ bad if β = εi − εj for some i 6= j and call β good otherwise.
We extend this terminology to the factors X
(ψγ)
γ of M . We define the
defect D of the monomial M by the equality D(M) =
∑
ψα where
the sum is over the set {X
(ψα)
α } of good factors in M appearing to the
right of some bad factor. The defect of M is 0 if and only if all the bad
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factors in M appear as far to the right as possible. As in the classical
case we have by Proposition 7.9 that M = 0 whenever D(M) = 0.
Now suppose that D(M) > 0. Then there exists at least one good
factor X
(a)
α appearing to the right of some bad factor. We may assume
that X
(a)
α is the leftmost such good factor in M . It has one or more
bad factors immediately to its left. If there is just one bad factor
X
(b)
β to the left of X
(a)
α we apply relations (8.2), (8.3) to the product
X
(b)
β X
(a)
α . In all cases except (8.2d), (8.3e) the argument is similar to
the classical case, and we obtain a multiple (by an element of A) of
a Kostant monomial of the same deviation as M but of strictly lower
defect, modulo an A-linear combination of monomials of strictly lower
deviation. In cases (8.2d), (8.3e) (as written) we obtain an A-linear
combination of monomials of the same defect and deviation asM . But
in relation (8.2d) the factors X
(M−t)
ij , X
(t)
il commute (up to a power of
v), and so do the factors X
(t)
kj , X
(N−t)
kl . After interchanging those pairs
of factors, the factors X
(t)
kj , X
(t)
il will be adjacent, and they commute.
Thus we see that the right-hand-side of formula (8.2d) can be rewritten
in such a way that the bad factors X
(t)
kj , X
(M−t)
ij appear on the right,
and thus all the monomials we obtain after applying (8.2d) toM are of
strictly lower defect than that ofM . In case (8.3e) similar commutation
applies to obtain the same result: here X
(M−t)
ij , X
(t)
ik commute up to a
power of v, then X
(t)
ik , X
(t)
lj commute by case (8.3a) since k − 1 < j.
(One needs also in this case to express the factor K−tkj as an A-linear
combination of idempotents, and then commute those all the way to
the right.)
Now suppose there is more than one bad factor to the left of X
(a)
α .
Let X
(b)
β be the rightmost such bad factor. We again apply relations
(8.2), (8.3) to the product X
(b)
β X
(a)
α and repeat the argument given
above. The result in the cases (8.2d), (8.3e) is an A-linear combination
of Kostant monomials of the same defect and deviation as that of M ,
but with fewer bad factors to the left of the good factor X
(a)
α . By
induction on the number of such factors, we are done.
This proves that M lies in the A-span of Y+, and hence that Y+
spans TA. The argument for Y− is similar.
9. Proof of Theorems 2.1 and 2.3.
Since S is the image of the representation U → End(V⊗d), it fol-
lows from Lemma 7.1 that the images of the Ki in the quantum Schur
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algebra S satisfy the defining relations for the algebra T, so the sur-
jection U→ S factors through the algebra T. In particular, this gives
a surjection T → S. Thus, as in the classical case, to complete the
proof of Theorem 2.1 it is enough to produce a spanning set in T of
cardinality equal to the dimension of S. We know from Proposition
8.7 that Y+ and Y− span the algebra T, and it is clear that these sets
have cardinality equal to the dimension of S, since they are in bijective
correspondence with the set Y+. This proves that T ≃ S and Theorem
2.1 follows. It also follows that the sets Y+ and Y− are Q(v)-bases for
S. Hence these sets are linearly independent over Q(v), and thus also
over A. Thus they are A-bases for TA. By [Du], the restriction to UA
of the map U → S gives a surjection UA → SA. It follows that the
restriction map TA → SA is an isomorphism (of A-algebras), and that
the sets Y+, Y− are A-bases for the q-Schur algebra SA. Moreover, by
Proposition 7.4, Ki and K
−1
i lie in the subalgebra of TA generated by
the
[
Ki
b
]
. This proves Theorem 2.3.
Remark 9.1. We conjecture that for any fixed i0 (1 ≤ i0 ≤ n) either of
the sets
{EAKBFC}, {FAKBEC}
(B ∈ Nni0, A, C ∈ N
Φ+ , |A| + |B| + |C| ≤ d) is an A-basis of SA(n, d).
These are a truncated form of Lusztig’s analogue for UA of Kostant’s
basis for UZ. The conjecture is true when n = 2; see [DG2].
10. Proof of Theorem 2.4
To prove Theorem 2.4, one sets Kj =
∑
λ v
λj1λ, K
−1
j =
∑
λ v
−λj1λ
and verifies that these elements, along with the Ei, Fi, satisfy the rela-
tions (Q1)–(Q7). The argument is similar to that given in the proof of
Theorem 1.4. The details are left to the reader.
11. Applications
In this section we apply our main results to study some subalgebras
of S. In what follows, we will focus entirely on the quantum case as
the corresponding results for the classical case are essentially the same.
Recall the triangular decomposition (7.3), which we now write in
the form SA = S
+
AS
0
AS
−
A in light of the identification SA
∼= TA. We
consider the plus part S+A. We give a new proof for the following result
of R.M. Green [RG2, Prop. 2.3].
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Proposition 11.1. Let EA ∈ S
+
A and suppose the products are taken
in the box order. Then EA = 0 if |A| > d. Similarly if FC ∈ S
−
A and
the products are taken in the reverse box order, then FC = 0 if |C| > d.
Proof. Let EA ∈ S
+
A be given in the box order with |A| > d. For each
j = 2, . . . , n set
EAj =
j−1∏
i=1
X
(Aj−i,j)
j−i,j ,
where we write Xj−i,j (resp., Aj−i,j) short for Xεj−i−εj (resp., Aεj−i−εj).
Then EA = EAn · · ·EA2 . According to Proposition 7.9, if EAj1λ 6= 0,
then EAj1λ = 1µEAj where µj = λj−
∑j−1
r=1Aj−r,j and µs = λs if s > j.
Therefore for EA1λ 6= 0 it is necessary that λj ≥
∑j−1
r=1Aj−r,j for all
j = 2, . . . , n, and thus
n∑
j=2
λj ≥
n∑
j=2
j−1∑
r=1
Aj−r,j = |A|.
This inequality cannot be satisfied since Σnj=2λj ≤ d and |A| > d.
Therefore EA1λ = 0 for all λ ∈ Λ(n, d). This forces EA = 0, since
1 =
∑
1λ. This completes the proof for the claim about the plus part.
The proof for the other claim is similar.
Proposition 11.2. Fix an order on Φ+. The set of EA (resp., FA)
such that |A| ≤ d, with products of factors taken in the designated
order, is an A-basis of S+A (resp., S
−
A).
Proof. First consider the box order on Φ+. From Lusztig [Lu2, §4.7]
we know that the set of all EA (products taken in the box order) is
an A-basis of U+. Thus, by Proposition 11.1, the set Γ consisting of
those EA satisfying the condition |A| ≤ d is an A-spanning set of S
+
A.
The cardinality of this spanning set is equal to dimQ(v) S
+, so it follows
that it forms a basis (over Q(v)) of S+. Hence the elements in the set
are linearly independent over Q(v), and thus also over A. Hence they
form an A-basis of S+A.
Now we form products EA with respect to an arbitrary (but fixed)
order on Φ+. By [Xi2, Theorem 2.4] the set of such products spans
S+A. But the commutation formulas (8.2) do not increase degree; hence
when we express an element of Γ as an A-linear combination of EA’s (in
the given fixed order on factors) the degree cannot increase. It follows
that the set of EA (|A| ≤ d) must span S
+
A (over A). It follows that
this set is also an A-basis of S+A.
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This proves the statement for the plus part. The proof for the minus
part is similar.
Next we consider the Borel Schur algebras S>0A = S
0
AS
+
A and S
60
A =
S0AS
−
A.
Proposition 11.3. Fix an order on Φ+. With products taken in the
specified order, the set {EA1λ | χ(EA)  λ} (resp., {1λFC | χ(FC) 
λ}) is an A-basis of S>0A (resp., S
60
A ).
Proof. From the preceding result and the decomposition S>0A = S
+
AS
0
A
we see that the set of all EA1λ spans S
>0
A . We can argue as in the
proof of Proposition 8.7 that with the restriction χ(EA)  λ the set
still spans. Clearly this set is linearly independent over A since it is a
subset of an A-basis of SA. This proves the first statement. The proof
of the other case is similar.
Remark 11.4. We conjecture that the set of all elements of the form
EAHB (A ∈ N
Φ+ , B ∈ Nni0) satisfying |A| + |B| ≤ d is an A-basis of
S
>0
A , with a similar statement applying to S
60
A .
Now we consider an application to Hecke algebras. Suppose that
n ≥ d. Let ω = (1d). Then the subalgebra 1ωS(n, d)1ω is isomorphic
with the Hecke algebra H = H(Σd). If EA1λFC (χ(EAFC)  λ) is
any basis element of S then by Propositions 7.4 and 7.9 we see that
1ωEA1λFC1ω = 0 unless
λ+
∑
α∈Φ+
A(α)α = ω = λ+
∑
α∈Φ+
C(α)α,(11.5)
in which case 1ωEA1λFC1ω = EA1λFC = 1ωEAFC1ω = 1ωEAFC =
EAFC1ω. Therefore the nonzero elements EA1λFC of Y+ satisfying
condition (11.5) comprise an A-basis of H. There is a similar basis for
H as a subset of the basis Y−.
Taking d = n, we can see that H is generated by the elements ti =
1ωEiFi1ω (1 ≤ i ≤ n − 1). One can check directly from relations
(Q1)–(Q7) and the propositions in §7 that these generators satisfy the
following relations:
t2i = [2] ti(H1)
titj = tjti (|i− j| > 1)(H2)
titi+1ti − ti+1titi+1 = ti − ti+1.(H3)
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Setting ei = ti/[2] and putting q = v
2 establishes the equivalence of
the above presentation with the presentation in terms of generators ei
given in Wenzl [We, §2].
Note that (with q = v2) the elements Ti = v
2−vti satisfy the relations
T 2i = (q − 1)Ti + q(H1
′)
TiTj = TjTi (|i− j| > 1)(H2
′)
TiTi+1Ti = Ti+1TiTi+1(H3
′)
which is the “usual” presentation of H.
Note also that by (Q2) and Proposition 7.6(a) we have 1ωEiFi1ω =
1ωFiEi1ω, so the alternative ordering of the basis elements of the Schur
algebra does not yield another presentation of H.
Example 11.6. The easiest way to write down the basis elements in
the basis Y+ (Y− is similar) uses the alternate description in the q-
analogue of (4.7), with the idempotent on the right. Once one has
the basis elements, it is a simple matter to rewrite them with the
idempotent anywhere one pleases using 7.9 repeatedly.
Given n, d and λ ∈ Λ(n, d) set Y+(λ) = {EAFC1λ | χR(EAFC)  λ},
so that Y+ =
⋃
λY+(λ) (disjointly). The partition pieces Y+(λ) are
obtainable as follows. One must choose orders on the factors in EAFC
(the two parts can be ordered independently). Once that is done, then
for each j = 1 . . . , n one writes out the set of monomials in variables
Xij (i 6= j) of total degree not exceeding λj. (As before, we write Xij
short for Xα with α = εi − εj .) Then one takes the ordered Cartesian
product of these sets over j, respecting the given order, with the factor
1λ at the right. (From this it is easy to write a formula for |Y+(λ)| as
a product of binomial coefficients.)
Note that it suffices to describe Y+(λ) just for dominant λ ∈ Λ(n, d),
since the sets indexed by non-dominant λ can be obtained from the
dominant one in its orbit by applying the appropriate permutation to
the indices (and then reordering the product to conform to the specified
orders on factors of EA, FC , if necessary). We list below the elements
EAFC such that EAFC1λ ∈ Y+(λ), for dominant λ. The elements
corresponding with basis elements of the Hecke algebra are underlined.
For SA(2, 2) the elements in question are
1(2,0) : {1, X21, X
(2)
21 }
1(1,1) : {1, X12, X21, X12X21}.
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Thus dimS(2, 2) = 2 · 3 + 4 = 10. (There are two sets in the (2, 0)
orbit, each of cardinality 3.)
For SA(3, 3) we fix the order (12) ≺ (13) ≺ (23) ≺ (21) ≺ (31) ≺
(32). Then the sets are determined by the elements
1(3,0,0) : {1, X21, X31, X
(2)
21 , X
(2)
31 , X21X31, X
(3)
21 , X
(3)
31 , X
(2)
21 X31, X21X
(2)
31 }
1(2,1,0) : {1, X12, X21, X31, X32, X12X21, X12X31, X
(2)
21 , X
(2)
31 , X21X31,
X21X32, X31X32, X12X
(2)
21 , X12X
(2)
31 , X12X21X31, X
(2)
21 X32,
X
(2)
31 X32, X21X31X32}
1(1,1,1) : {1, X12, X13, X23, X21, X31, X32, X12X13, X12X23, X12X21,
X12X31, X13X21, X13X31, X13X32, X23X21, X23X31, X23X32,
X21X32, X31X32, X12X13X21, X12X13X31, X12X23X21,
X12X23X31, X13X21X32, X13X31X32, X23X21X32, X23X31X32}.
Note that for the λ = (2, 1, 0) case we took the ordered Cartesian
product of {1, X12, X32} with {1, X21, X31, X
(2)
21 , X
(2)
31 , X21X31} and for
the λ = (1, 1, 1) case we computed the ordered Cartesian product of
the sets {1, X13, X23}, {1, X12, X32}, and {1, X21, X31}. There are 10
elements in the (3, 0, 0) piece, 18 in the (2, 1, 0) piece, and 27 in the
(1, 1, 1) piece. There are 3 pieces in the (3, 0, 0)-orbit, 6 in the (2, 1, 0)-
orbit, and 1 in the (1, 1, 1)-orbit. Thus dimS(3, 3) = 3·10+6·18+27 =
165.
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