Abstract-This article presents a simple method for the detection and diagnosis of bearing faults, by fusing the information coming from two accelerometers. The method relies on three simple and intuitive features, extracted from the data coming from accelerometers placed at two different locations of the system under investigation. Our preliminary results indicate that by using simple statistical measures, such as the elements of the covariance matrix of the two sensors, faults at an early stage can be detected. In the proposed scheme, the extracted features are fed to a k-nearest neighbor classifier for diagnosis purposes or to an ensemble of one-class detectors, if only the information from normal situation is available. As it is proven, based on experimental results, in both scenarios a remarkably high detection/diagnostic performance is achieved.
INTRODUCTION
Fault detection, diagnosis and failure prognosis have received a considerable amount of attention during the past years, especially in industrial processes due to the negative impact of unexpected shutdowns, as well as due to the need for the development of more effective maintenance strategies. The latter has been marked by a shift in maintenance paradigm from Preventive Maintenance (PM) to Condition Based Maintenance (CBM) [1] . CBM relies heavily on the existence of monitoring parameters that can reflect the condition of the system. Depending on the system, different measurements can carry potential information for its condition. For the case of systems involving bearings (a typical construction is presented in Fig. 1 ) the most widely used systems for fault detection and diagnosis involve vibration monitoring [2] even though other measures can enhance the performance requiring however more expensive equipment [3] .
Moreover, rolling element bearings faults account for 45-55% of asynchronous motor failures [4] . Therefore, it is of paramount importance to detect faults at an early stage before they lead to an irreversible failure of the system. To this end many approaches have been proposed ranging from anomaly detectors [5] , [6] and fault diagnosis methods [7] - [9] , to methods that try to capture the propagation of the fault within a failure prognosis framework [10] .
As it was mentioned, vibration analysis is the tool of preference when it comes to bearing condition monitoring. The reason is that a defect of any part of the bearing creates an alteration to the behavior of the bearing that is depicted in the way that the system vibrates. However, the raw signal is hardly ever used due to: a) its high dimensional nature and b) the presence of noise. To alleviate both of these problems, a feature extraction stage is usually involved which tries to capture the most relevant information embedded in the raw vibration signal.
Therefore, numerous feature extraction methods have been proposed. Some of them rely on time analysis of the monitored signal [11] , while others involve frequency analysis, since the occurrence of the fault is followed by the occurrence of characteristic components in the frequency spectrum. Other methods employ time-frequency analysis, such as wavelet analysis [12] or the empirical mode decomposition (EMD) [13] to name just a few of the possible time-frequency tools. Other approaches use envelope analysis [5] , features coming from the symbolic transformation of the vibration signal [9] , cepstrum analysis [14] , the kurtogram [15] , nonlinear features [16] , etc. The major contribution of this article stems from the extraction of simple novel statistical descriptors, treating together the measurements coming from two accelerometers located at different positions of the test bed. The efficiency of these features for bearing condition monitoring is assessed under two different scenarios: a) under an anomaly detection scenario, where a detector is trained using only data coming from normal operation, and b) in a diagnostic framework where the problem is treated as a classification one using data from faulty cases to train the classification algorithm.
The rest of the paper is structured as follows. In Section II the feature extraction as well as the anomaly detection and fault diagnosis techniques are presented. Section III presents the experimental set up as well as the different sets of experiments carried out. The experimental results are summarized in Section IV, while Section V concludes the paper.
II. METHODS

A. Feature Extraction
In a previous work [8] it was shown that in case we have at our disposal two measured vibration signals, informative features can be extracted by using an ellipsoid representation of the measurements. In this work a different approach is used to characterize the two dimensional measurements through a simpler method, which can also be quite robust to noise levels. It is well know that when we have two (or more) signals a way to characterize them individually, as well as in combination, is through their covariance matrix, which summarizes both the variance of each signal, as well as the degree that they are (linearly) related:
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and [ ] ( )( )
with ⋅ being the expectation operator.
A first empirical assessment of the potential utilization of the elements of the covariance matrix (in fact three out of four since
) can be done by observing the different subplots of Fig. 2 , where the scatter plots of the raw vibration measurements are depicted (each vibration measurement corresponds to one of the axis) for four different conditions of a bearing (healthy condition and three different types of faults under the same load). As it can be seen, both the spread of the point-cloud along the axes (which can be quantified by the variances) as well as its "orientation" (which can be quantified by the covariance) is affected by the presence of a fault. The experimental measurements come from the testbed described in Section III.
Similar conclusions about the applicability of the method can be drawn from Fig. 3 , where the three extracted features, noted as
 , are depicted. In this case 1 X , 2 X correspond to the measurements coming from the first and the second sensor respectively, again for four different health conditions but this time with different loading. 
B. Anomaly Detection
Anomaly detection is the crudest approach to condition monitoring, since it only detects that there is something out of the usual happening to the system. On the other hand, when the gathering of faulty conditions is difficult (for a number of reasons: too costly to run accelerated fault tests or seeded fault tests, unknown number of faulty conditions etc.), anomaly detection offers a way to have an alarm, indicating that something is going wrong and has the potential to offer the user the chance to run more appropriate (usually costly) procedures in order to pinpoint the fault.
Thus, a number of approaches have been proposed over the years to tackle the problem of anomaly detection, which is strongly related to the notions of novelty detection and outlier detection [17] - [19] . Among the different approaches a oneclass formulation [20] within an ensemble scheme [21] has been proven quite successful [6] for bearing fault detection using however a more computational demanding feature extraction stage.
In this work following the promising results of the ensemble detector presented in [6] , three simple one-class classifiers are combined for the final detection: a Principal Component Analysis (PCA) anomaly detector, a Nearest Neighbor (NN) anomaly detector and a Gaussian anomaly detector. The combination is performed through a standard majority-voting scheme (at least two out of three detectors should detect a faulty condition). In the following paragraphs the underlying assumptions made by each one of the detectors are presented in brief. All detectors were implemented using the Data Description Toolbox [22] .
Nearest Neighbor Anomaly Detector
The NN anomaly detector assumes that normal data appear in dense clusters, while anomalies appear at a distance quite far apart from those clusters. More specifically, having a new data point new x it is decided whether it corresponds to an anomaly or
In most of the cases the distance is measured using the Euclidian norm.
Gaussian anomaly detector
The Gaussian anomaly detector assumes a Gaussian distribution of the normal class with a probability density function given by:
where d is the dimension of the input space, µ is the mean value and C is the covariance matrix, which are estimated based on the training data. Using a threshold for p , (eq. 5), data that are quite away from the center are declared as anomalies. The threshold can be computed analytically given a desired false negative rate [20] . However in most cases it is calculated using the available data.
PCA Anomaly Detector
PCA anomaly detector uses the reconstruction error as a means to detect anomalies, where the reconstruction error is defined as:
where W is a d l × matrix, whose columns are the eigenvectors corresponding to the l largest eigenvalues of the covariance matrix C as in conventional PCA [23] , [24] .
C. Fault Diagnosis
In the case of sufficient training data (data covering all potential fault conditions), a data driven condition monitoring process can move a step further from the simple anomaly detection scheme and build a diagnostic system following a standard pattern classification approach, with a plethora of classification methods that could be used in this case. However taken into account the structure of the feature space, as it is revealed in Fig. 3 , it seems that different classes form quite concrete clusters. Therefore a simple NN method seems a viable candidate.
The NN classifier is a very simple nonlinear classifier. It is based on the general principal that "nature does not make jumps" ("Natura non facit saltus") [25] . This means that data belonging to the same class it is highly luckily to have similar attributes (feature values). Similarity is usually measured using the Euclidian distance. Therefore given a labeled training set, the NN classifier assigns a new unseen example to the class of its most similar (nearest) neighbor [26] .
III. EXPERIMENTAL VALIDATION
A. Test Bed
For testing the utility of the system the well-known data set from Case Western Reserve University [27] is used, which contains seeded bearing faults, introduced using electrodischarge machining with various fault diameters. Only faulty conditions at the drive end were tested, for which measurements from both the drive end and the fan end sensors are available. Furthermore all the outer race faults are treated as belonging to one super-class of outer race faults (three different fault locations were actually engaged during the experiment). The experimental set-up is shown in Fig. 4 .
From each experiment a number of data points are extracted using a sliding window without overlapping of duration equal to approximately 20 revolutions. The sampling frequency was 12kHz.
B. Detection setting
For the detection setting, normal condition data produced from different loading conditions along with data coming from three faulty conditions with different loadings and with the smallest available fault size (0.007 inches) are used. By this setting, the efficiency of the method for detecting what could be considered an "incipient" fault (a fault with size as small as 0.007 inches) is put to test.
In order to estimate the performance of the proposed method, 10 fold cross validation (CV) procedure is used, which is repeated 10 times (10x10 CV) each time randomly reshuffling the available data [28] . This means that 9/10 of normal data samples are used for training and 1/10 for testing for each fold. The results are summarized in the following section.
C. Diagnosis setting
For testing the diagnostic capabilities of the proposed method, a slightly modified set of tests than those proposed in [7] is performed as it follows.
Test A: a four class diagnostic problem considering only incipient faults. Practically the same data, as for the case of detection described above, using however during the training process apart from the normal-class data, also data belonging to the faulty classes. In other words the learning method (the NN classifier) is given information not only about the normal operating condition, but also about the faulty operating conditions, for the minimum size of the seeded fault (0.007 inches). In order to get as unbiased an estimate of the performance of the algorithm as possible 10x10 CV is employed (the standard 10 fold CV procedure is repeated 10 times after reshuffling of the data and the results are summed across the 10 repetitions).
Test B: a ten class diagnostic problem:
In this setting apart from the normal condition class, there are nine more classes: ball fault of size 0.007, ball fault of size 0.014, ball fault of size 0.021, inner race fault of size 0.007, inner race fault of size 0.014, inner race fault of size 0.021, outer race fault of size 0.007, outer race fault of size 0.014 and finally inner race fault of size 0.021. In other words for each one of the main three fault categories (ball fault, inner race fault, outer race fault) three subcategories are considered based on the dimension (severity) of the fault. The same procedure (10x10 CV) as in the previous setting is employed for estimating the performance. 
IV. RESULTS
The results of the achieved detection and diagnostic performances are summarized in Tables I-IV Tables I-IV shows the aggregated confusion matrices (CF) of the three detectors as well as the ensemble detector (Note: a CF is a table containing information about the actual and the predicted classess as these have been assigned by a classification or detection system. All performnce measures are derived by manipulating the different elements of this matrix. For example the overal accuracy equals the sum of the diagonal elements of the matrix divided by the sum of all elements of the matrix. Usually, the columns are labeled with the predicted classes and the rows with the actual/true classes even though the transpose is also encountered in the literature. Therefore, each entry ( ) , CF i j in the matrix denotes the number of cases that actually belong to class i and have been assigned to class j by the classification algorithm. The better the classifier the less non-zero off-diagonal elements exist, with the perfect classification system corresponding to a diagonal matrix. As it can be seen even without the ensembe scheme the detection accuracy it is very high (the off diagonal elements are a very small fraction of the total number of cases) with the detectors not missing any faulty conditions and producing only very few false alarms. The use of the ensemble scheme eliminates false alarms further improving the reliability of the detector.
Table V presents the aggregated CF for Test A. As it can be seen this is a diagonal matrix indicating that the classifier performs optimally. Test B is diffucult to be represented in the form of a confusion matrix due to the large number of elements. Therefore, instead of the CF, the overall classification accuracy is summarized in Table VII along with the acurracy of Test A for completeness.
V. CONCLUSIONS
In this article, a very simple yet quite effective feature extraction scheme for bearing fault detection and dianogis is proposed. The method relies on the fusion of the information coming from two sensors through the estimation of the covariance matrix of the two signals, an approach which is probably among the simplest ones for fusing information of two different sources (sensors). The different classes-health conditions have been well characterized by this feature set for this specific test case. This can be also visually verified due to the three dimensional nature of the feature space as it is depicted in Fig. 3 .
The extracted features are combined with very simple detection and diagnostic algorithms with very promising results. The ensemble scheme is capable of further increasing the detection accuracy of the individual detectors. Nevertheless, further experimentation is needed before safer conclusions can be drawn, since the method was tested only under seeded fault scenarios.
In future work we will try to test the effectiveness of the method in real life long degradation tastings. Apart from that, as it was mentioned, the proposed scheme is probably the simplest data fusion approach that can be established. Therefore, in future work other features/descriptors that can be extracted from the "cloud points" will be tested along with the possibility to use embedding to alleviate the need for more than one sensors. 
