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DISTRIBUTIONAL CHAOS FOR WEIGHTED TRANSLATION
OPERATORS ON GROUPS
CHUNG-CHUAN CHEN, KUI-YO CHEN, AND MARKO KOSTIC´
Abstract. In this paper, we initiate the study of distributional chaos for
weighted translations on locally compact groups, and give a sufficient condi-
tion for such operators to be distributionally chaotic. We also investigate the
set of distributionally irregular vectors of weighted translations from the views
of modulus, cone, equivalent class and atom. In particular, we show that the set
of distributionally irregular vectors is residual if the group is the integer. Be-
sides, the equivalent class of distributionally irregular vectors is path connected
if the field is complex.
1. introduction
In the past several decades, the study of linear dynamics has attracted a lot of
attention. At this present stage, there are some excellent books (for instance, see
[3, 13, 15]) on this topic. Hypercyclicity and linear chaos play important roles in
this investigation. A linear operator T on a separable Banach space X is called
hypercyclic if there is a vector x ∈ X such that the set {x, Tx, T 2x, · · ·} is dense
in X . It is well known that hypercyclicity is equivalent to topological transitivity
on separable Banach spaces. If T is hypercyclic together with the dense set of
periodic points, then T is said to be Devaney chaotic.
Devaney chaos is highly related to distributional chaos which was introduced by
Schweizer and Smı´tal in [19] and can be viewed as an extension of Li-Yorke chaos.
Recently, the notion of distributional chaos was considered for linear operators
on Banach spaces and Fre´chet spaces in [4, 5, 12, 16, 17, 18]. Inspired by these,
in this paper, we initiate the investigation of distributional chaos for a class of
specific linear operators, namely, weighted translations on locally compact groups,
and give some characterizations for their properties.
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The investigation of hypercyclicity and chaos on locally compact groups G was
first studied in [7, 8]. Since then, some authors continue to tackle this theme.
Indeed, disjoint hypercyclicity of weighted translations on Lp(G) was characterized
in [6, 14, 20]. The existence of hypercyclic weighted translations on Lp(G) was
discussed in [11]. Also, Abakumov and Kuznetsova in [1] focused on the density
of translates in the weighted Lebesgue space Lpw(G), and observed some different
phenomenon from that in [8], where w is a weight on G. Recently, linear dynamics
on Orlicz spaces LΦ(G) and hypergroups are studied in [2, 9, 10]; here, Φ is a Young
function. However, distributional chaos on locally compact groups has not yet been
considered in the existing literature. Hence, it is significant to study distributional
chaos for weighted translations on groups. We first recall the definition and some
properties of distributional chaos for further discussions.
In [19], Schweizer and Smı´tal introduced distributional chaos by the distribu-
tional function. Let f : X → X be a continuous map on a metric space X . The
distributional function F nxy : R
+ → [0, 1] is defined by
F nxy(τ) :=
1
n
card{1 ≤ j ≤ n− 1 : d(f j(x), f j(y)) < τ}
for each pair x, y ∈ X and n ∈ N where cardS is the cardinality of the set S.
Moreover, set
Fxy(τ) := lim inf
n→∞
F nxy(τ) and F
∗
xy(τ) := lim sup
n→∞
F nxy(τ).
Definition 1.1. A continuous map f : X → X on a metric space X is distribu-
tionally chaotic if there exist an uncountable set Γ ⊂ X and ε > 0 such that for
every τ > 0 and each pair of distinct points x, y ∈ Γ, we have
Fxy(ε) = 0 and F
∗
xy(τ) = 1.
If this is the case, the set Γ is called a distributionally ε-scrambled set and the pair
(x, y) is said to be a distributionally chaotic pair.
For a set A ⊂ N, the upper and lower densities of A are defined by
dens(A) = lim sup
n→∞
card(A ∩ [1, n])
n
and dens(A) = lim inf
n→∞
card(A ∩ [1, n])
n
,
respectively. Then one can replace the conditions Fxy(ε) = 0 and F
∗
xy(τ) = 1 in
Definition 1.1 by the following conditions
dens{n ∈ N : d(fn(x), fn(y)) < ε} = 0 and dens{n ∈ N : d(fn(x), fn(y)) < τ} = 1.
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In [5], some equivalent conditions of distributional chaos were obtained for linear
operators on Banach spaces by applying the Distributional Chaos Criterion (DCC,
for short) and using distributionally irregular vectors, which will be recalled in
Section 2 and Section 3 respectively.
Theorem 1.2. ([5, Theorem 12]) Let T be a bounded linear operator on a Banach
space X. Then the following conditions are equivalent.
(i) T satisfies the Distributional Chaos Criterion (DCC);
(ii) T has a distributionally irregular vector;
(iii) T is distributionally chaotic;
(iv) T admits a distributionally chaotic pair.
It should be noted the above results hold for Fre´chet spaces in the original
version [5]. In this note, we will focus on a specific class of linear operators on
Banach spaces and give a sufficient condition for such operators to be distribu-
tionally chaotic in Section 2 by applying (DCC). This characterization ensures,
in particular, the existence of distributionally chaotic weighted translations on lo-
cally compact groups. Hence, it becomes meaningful to describe the structures
and properties of distributionally irregular vectors for such operators in Section 3.
2. sufficient conditions
We first introduce our setting to begin this section. Throughout this paper,
let G be a second countable locally compact group with a right invariant Haar
measure λ, and denote by Lp(G) (1 ≤ p < ∞) the complex Lebesgue space with
respect to λ. A bounded continuous function w : G → (0,∞) is called a weight
on G. Let a ∈ G and let δa be the unit point mass at a. A weighted translation
operator on G is a weighted convolution operator Ta,w : L
p(G) −→ Lp(G) defined
by
Ta,w(f) := wTa(f) (f ∈ Lp(G))
where w is a weight on G and Ta(f) = f ∗ δa ∈ Lp(G) is the convolution:
(f ∗ δa)(x) :=
∫
G
f(xy−1)dδa(y) = f(xa−1) (x ∈ G).
If w−1 ∈ L∞(G), then the inverse of Ta,w is Ta−1,w−1∗δ−1a , which is also a weighted
translation. To simplify notations, we write Sa,w for Ta−1,w−1∗δ−1a , and let
ϕn :=
n∏
j=1
w ∗ δj
a−1
and ϕ˜n :=
(
n−1∏
j=0
w ∗ δja
)−1
.
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Given a weight w on G, define the operator Mw : L
p(G)→ Lp(G) by
Mw(f)(x) := w(x)f(x), (f ∈ Lp(G), x ∈ G).
Then one can deduce T na,w = TanMϕn for all n ∈ N.
In [5], the authors introduce the so called Distributional Chaos Criterion. We
recall and reformulate this criterion below.
Definition 2.1. ([5, Definition 10]) Let T be a bounded linear operator on a
Banach spaceX . We say that T satisfies the Distributional Chaos Criterion (DCC)
if
(i) there exist a sequence (xk) in X and A ⊂ N with dens(A) = 1 such that
lim
n∈A
T nxk = 0 for all k;
(ii) there exist y ∈ span{xn : n ∈ N} and B ⊂ N with dens(B) > 0 such that
lim
n∈B
‖T ny‖ =∞.
Remark 2.2. We note that condition (ii) of Definition 2.1 in the original version is
stated as follow:
(ii’) yk ∈ span{xn : n ∈ N}, ‖yk‖ → 0 and there exist ε > 0 and an increasing
sequence (Nk) in N such that
card{1 ≤ j ≤ Nk : ‖T jyk‖ > ε} ≥ εNk
for all k ∈ N.
However, conditions (ii) and (ii’) are equivalent by setting X = span{xn : n ∈ N}
in [5, Proposition 8].
In this section, we will give a sufficient condition for weighted translations Ta,w
to be distributionally chaotic. The following lemma is very useful for proving this
result.
Lemma 2.3. Let (Kn) be a sequence of compact sets in L
p(G) with positive mea-
sures. Then the following conditions are equivalent.
(i) There exists B ⊂ N with dens(B) > 0 such that∑
n∈B
λ(Kn)
1
p
‖ϕn|Kn‖p
<∞.
(ii) There exist a nonnegative sequence (cn) and B ⊂ N with dens(B) > 0 such
that cn = 0 (n 6∈ B), lim
n∈B
cn‖ϕn|Kn‖p =∞ and
∑
n∈B
cnλ(Kn)
1
p <∞.
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Proof. We will only prove the non-trivial implication (i)⇒ (ii). Let
an =
{
λ(Kn)
1
p
‖ϕn|Kn‖p if n ∈ B;
0 if n 6∈ B.
Let rn =
∑
i≥n
ai and let
cn =
{ 1√
rn‖ϕn|Kn‖p if n ∈ B;
0 if n 6∈ B.
Then lim
n∈B
cn‖ϕn|Kn‖p =∞. Moreover, by
an = (
√
rn +
√
rn+1)(
√
rn −√rn+1) ≤ 2√rn(√rn −√rn+1)
and
∑
n∈B
λ(Kn)
1
p
‖ϕn|Kn‖p
<∞, we deduce that
∑
n∈B
cnλ(Kn)
1
p =
∑
n∈B
an√
rn
=
∑
n∈N
an√
rn
≤ 2√r1
= 2
√∑
n∈N
an = 2
√∑
n∈B
an = 2
√√√√∑
n∈B
λ(Kn)
1
p
‖ϕn|Kn‖p
<∞.

Definition 2.4. Let Ta,w be a weighted translation on L
p(G). If there exist a
sequence of compact sets (Kn) in G with positive measures such that
(i) there exists A ⊂ N with dens(A) = 1 such that lim
n∈A
‖ϕn|Kk‖p = 0 for all k,
(ii) there exists B ⊂ N with dens(B) > 0 such that∑
n∈B
λ(Kn)
1
p
‖ϕn|Kn‖p
<∞,
then we say that Ta,w satisfies the Distributional Chaos Criterion for Weighted
Translations (DCCW, for short).
Theorem 2.5. Let Ta,w be a weighted translation on L
p(G). If Ta,w satisfies
(DCCW), then it is distributionally chaotic.
Proof. We first show that condition (i) of Definition 2.1 holds. Define xk := χKk .
Then T na,wxk = TanMϕnχKk = Tan(ϕnχKk). Hence one obtains lim
n∈A
T na,wxk = 0 by
the fact lim
n∈A
‖Tanϕn|Kk‖p = lim
n∈A
‖ϕn|Kk‖p = 0.
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Next, we prove that condition (ii) of Definition 2.1 is satisfied, as well. By
Lemma 2.3, there exist a nonnegative sequence (cn) and B ⊂ N with dens(B) > 0
such that cn = 0 (n 6∈ B), lim
n∈B
cn‖ϕn|Kn‖p =∞, and
∑
n∈B
cnλ(Kn)
1
p <∞. Set
y :=
∑
n∈B
cnχKn.
Then ∥∥∥∑
n∈B
cnχKn
∥∥∥
p
≤
∑
n∈B
cn‖χKn‖p =
∑
n∈B
cnλ(Kn)
1
p <∞.
From the above inequality, the inclusion y ∈ span{xn : n ∈ N} readily follows.
On the other hand, if n ∈ B, then
T na,wy =
∑
k∈B
ckT
n
a,wχKk
=
∑
k∈B
ckTan(ϕnχKk)
≥ Tan (cnϕnχKn) ,
which implies that ‖T na,wy‖p ≥ cn‖ϕn|Kn‖p →∞ as n ∈ B and n→∞.
Combining all this, Ta,w satisfies the Distributional Chaos Criterion. Therefore,
Ta,w is distributionally chaotic. 
In (DCCW), it is not too difficult for operators to satisfy condition (i) of
(DCCW). However, this is not the case for condition (ii) of (DCCW), which is
more crucial to determine whether an operator satisfies (DCCW). Hence, in the
following, we will characterize other equivalent statements for condition (ii) of
(DCCW), and give the explicit description for bilateral weighted shifts.
Lemma 2.6. Let Ta,w be a weighted translation on L
p(G). Let Ta,w satisfy (DCCW)
for a sequence of compact sets (Kn). Then Ta,w also satisfies (DCCW) for some
compact subsets K ′n of Kn with sup
K ′n
ϕpn − inf
K ′n
ϕpn arbitrary small.
Proof. We first prove that condition (ii) of (DCCW) holds for K ′n. There are two
cases. If
λ
({
x ∈ Kn
∣∣∣∣∣ϕpn(x) = supKn ϕpn
})
> 0,
then choose
K ′n ⊆
{
x ∈ Kn
∣∣∣∣∣ϕpn(x) = supKn ϕpn
}
.
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Otherwise, choose some α ∈ [ 1
λ(Kn)
∫
Kn
ϕpn, sup
Kn
ϕpn) close enough to sup
Kn
ϕpn. Set
K ′n ⊆ Uα := {x ∈ Kn|ϕpn(x) > α}. Then, in both cases, we have∑
n∈B
λ(K ′n)
1
p
‖ϕn|K ′n‖p
=
∑
n∈B
(
1
1
λ(K ′n)
∫
K ′n
ϕ
p
n
) 1
p
≤
∑
n∈B
(
1
1
λ(Kn)
∫
Kn
ϕ
p
n
) 1
p
=
∑
n∈B
λ(Kn)
1
p
‖ϕn|Kn‖p
<∞
together with sup
K ′n
ϕpn − inf
K ′n
ϕpn arbitrary small.
Concerning condition (i) of (DCCW), one always has
lim
n∈A
‖T na,wχK ′k‖p ≤ limn∈A ‖T
n
a,wχKk‖p = 0
if K ′k ⊆ Kk. 
Using the result above, we can give another description for condition (ii) of
(DCCW).
Theorem 2.7. Let Ta,w be a weighted translation operator on L
p(G). Then the
following conditions are equivalent.
(i) There exist B ⊂ N with dens(B) > 0 and a sequence of compact sets (Kn)
in G such that ∑
n∈B
λ(Kn)
1
p
‖ϕn|Kn‖p
<∞.
(ii) There exists B ⊂ N with dens(B) > 0 such that ∑
n∈B
1
ϕn(gn)
< ∞ for some
gn ∈ G.
Proof. (i) ⇒ (ii). By Lemma 2.6, we may assume that sup
Kn
ϕpn− inf
Kn
ϕpn is arbitrary
small. We have ∣∣∣∣∣
(
1
ϕ
p
n(gn)
) 1
p
−
(
1
1
λ(Kn)
∫
Kn
ϕ
p
n
) 1
p
∣∣∣∣∣ < 12n
for some gn ∈
{
x ∈ Kn
∣∣∣∣∣ϕpn(x) = supKn ϕpn
}
. Hence
∑
n∈B
1
ϕn(gn)
<∞.
(ii)⇒ (i). Since ϕpn is continuous at gn, we can find neighborhoods Vn such that∣∣∣∣∣
(
1
ϕ
p
n(gn)
) 1
p
−
(
1
1
λ(Vn)
∫
Vn
ϕ
p
n
) 1
p
∣∣∣∣∣ < 12n .
By the inner regularity of Haar measure, we can find Kn ⊆ Vn with λ(Kn) > 0
such that ∣∣∣∣∣
(
1
1
λ(Kn)
∫
Kn
ϕ
p
n
) 1
p
−
(
1
1
λ(Vn)
∫
Vn
ϕn
) 1
p
∣∣∣∣∣ < 12n .
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Thus ∑
n∈B
λ(Kn)
1
p
‖ϕn|Kn‖p
=
∑
n∈B
(
1
1
λ(Kn)
∫
Kn
ϕ
p
n
) 1
p
<∞.

We will apply the above theory to bilateral weighted shifts. Let G = Z and
a = −1, and let w be a weight on Z. Then the weighted translation T−1,w is
nothing but a bilateral weighted shift denoted by Bw := T−1,w on ℓp(Z).
Lemma 2.8. Let Bw be a bilateral weighted shift on ℓ
p(Z). Then the following
conditions are equivalent.
(i) There exists B ⊂ N with dens(B) > 0 such that ∑
n∈B
1
ϕn(gn)
< ∞ for some
gn ∈ Z.
(ii) There exist intervals In in Z of length n and B ⊂ N with dens(B) > 0 such
that
∑
n∈B
∏
s∈In
w−1(s) <∞.
Proof. First, one can easily find gn ∈ Z such that
∏
s∈In
w−1(s) = 1
ϕn(gn)
. Therefore,∑
n∈B
1
ϕn(gn)
< ∞. For the converse, there exist intervals In in Z of length n such
that 1
ϕn(gn)
=
∏
s∈In
w−1(s). Hence,
∑
n∈B
∏
s∈In
w−1(s) <∞. 
Corollary 2.9. Let Bw be a bilateral weighted shift on ℓ
p(Z). If there exists C > 1
such that the set {x ∈ Z : w(x) > C} contains intervals In of length n for all n ∈ N,
then Bw satisfies condition (ii) of (DCCW).
Proof. Let the intervals In satisfy the assumption. Then
∑
n∈B
∏
s∈In
w−1(s) < ∞ for
any subset B ⊂ N by the fact ∏
s∈In
w−1(s) < C−n for all n. Hence, Bw satisfies
condition (ii) of (DCCW) by Lemma 2.8. 
From Theorem 2.5, one realizes that (DCCW) is a sufficient condition for Ta,w
to be distributionally chaotic. Hence, it is natural to ask if the converse is true.
In the next result, we characterize the gap between (DCCW) and distributional
chaos for invertible weighted shifts Bw. Since the proof of Theorem 2.10 relies
on some results of Section 3, we postpone the proof. It should be noted that the
problem still remains open whether (DCCW) is equivalent to the distributional
chaos since we do not have any counterexample constructed.
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Theorem 2.10. Let Bw be invertible on ℓ
p(Z). Then Bw satisfies (DCCW) if,
and only if, it is distributionally chaotic, and there exist intervals In in Z of length
n and B ⊂ N with dens(B) > 0 such that ∑
n∈B
∏
s∈In
w−1(s) <∞.
3. distributionally irregular vectors
In this section, we recall the definition of distributionally irregular vectors,
and discuss the structures and properties of distributionally irregular vectors of
weighted translations on locally compact groups.
Definition 3.1. ([5, Definition 3]) Let T be an operator on a Banach space X .
Then x ∈ X is called a distributionally irregular vector for T if there exist A,B ⊂ N
with dens(A) = dens(B) = 1 such that
lim
n∈A
T nx = 0 and lim
n∈B
‖T nx‖ =∞.
If x ∈ X in Definition 3.1 satisfies lim
n∈A
T nx = 0 together with dens(A) = 1, then
the orbit of x is said to be distributionally near to 0 in [5]. On the other hand,
x has a distributionally unbounded orbit if lim
n∈B
‖T nx‖ = ∞ holds with dens(B) =
1. Hence x ∈ X is distributionally irregular if, and only if, its orbit is both
distributionally near to 0 and distributionally unbounded.
For further study, we denote by DIV (T ) the set of all distributionally irregular
vectors of an operator T , and set
X0,A(T ) :=
{
x ∈ X : lim
n∈A
T nx = 0
}
and
DIVA,B(T ) :=
{
x ∈ X : lim
n∈A
T nx = 0 and lim
n∈B
‖T nx‖ =∞
}
for fixed A,B ⊂ N with dens(A) = dens(B) = 1. If the given operator T and
the full upper density set A are clear, then we write DIV , X0 and DIVA,B for
simplification.
First, we observe that T n is distributionally chaotic for each n ∈ N whenever
the operator T is.
Theorem 3.2. Let T be a distributionally chaotic operator on X. Then T n is also
distributionally chaotic for each n ∈ N. Moreover, DIV (T ) ⊆ DIV (T n) for each
n ∈ N.
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Proof. Fix n ∈ N. Let nN := {nm : m ∈ N}. Assume T is distributionally chaotic.
Then there exists y ∈ DIV (T ) ⊂ X with dens(A) = 1 and dens(B) = 1 such that
lim
k∈A
T ky = 0 and lim
k∈B
‖T ky‖ =∞. Now let A′ := 1
n
(A∩ nN) and B′ := 1
n
(B ∩ nN).
Then both A′ and B′ have full upper densities, lim
k∈A′
T nky = 0 and lim
k∈B′
‖T nky‖ =∞.
Hence, y ∈ DIV (T n). 
From here on, we turn our attention to weighted translations Ta,w. The next
result reveals that for any m ∈ Z, all subsequences of orbits of f and Tamf under
Ta,w converge in the same rate.
Lemma 3.3. Let Ta,w be an invertible weighted translation operator on L
p(G).
Then for any m ∈ Z and f ∈ Lp(G), we have
M−2|m|‖T na,wf‖p ≤ ‖T na,w(Tamf)‖p ≤M2|m|‖T na,wf‖p
for some M > 0 and n large enough.
Proof. Let M = max{supw, (inf w)−1}. Then M <∞ by the invertibility of Ta,w.
Rewrite Ta−mϕn =
n+m∏
s=1+m
Ta−sw as
ϕn ·
m∏
s=1
Ta−sw ·
n+m∏
s=n+1
Ta−s(w
−1) if n >> m > 0;
ϕn ·
0∏
s=1+m
Ta−s(w
−1) ·
n∏
s=n+m+1
Ta−sw if n >> 0 > m.
Then we have that
M−2|m|ϕn ≤ Ta−mϕn ≤M2|m|ϕn
for n large enough. Hence,
M−2|m|‖T na,wf‖p ≤ ‖T na,w(Tamf)‖p ≤M2|m|‖T na,wf‖p
by the computations
T na,wf = TanMϕnf
and
T na,wTamf = TanMϕnTamf = Tan+mMTa−mϕnf.

Based on the above lemma, we have the following:
Theorem 3.4. Let Ta,w be a weighted translation on L
p(G). Then the following
conditions are equivalent.
(i) y ∈ DIVA,B.
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(ii) |y| ∈ DIVA,B.
In addition, if Ta,w is invertible, then above assertions are also equivalent to the
following.
(iii) Tamy ∈ DIVA,B for some m ∈ Z.
(iv) Tamy ∈ DIVA,B for all m ∈ Z.
Proof. Assume y is a distributionally irregular vector of Ta,w w.r.t. A,B. That
means
lim
n∈A
T na,wy = 0 and lim
n∈B
‖T na,wy‖p =∞.
Since
‖T na,wy‖pp = ‖Tan(ϕny)‖pp = ‖ϕny‖pp =
∫
G
ϕpn|y|p,
conditions (i) and (ii) are equivalent. By Lemma 3.3, conditions (iii) and (iv) are
also equivalent to (i). 
Assume that y is a distributionally irregular vector of Ta,w. By definition of
distributionally irregular vectors, (DCC) is satisfied by letting xk = y and y = y.
According to condition (i) of Definition 2.1 (DCC), there exists A ⊂ N with
dens(A) = 1 such that lim
n∈A
T na,wxk = 0 for all k. Then the set of all distribution-
ally irregular vectors of Ta,w is a residual set in X0,A by [5, Proposition 9] and
the argument in the proof (i) ⇒ (ii) of [5, Theorem 12]. In particular, for the
case of invertible weighted shifts Bw := T−1,w, we will show that the set of all
distributionally irregular vectors of Bw is residual in ℓ
p(Z).
Theorem 3.5. Let Bw be an invertible weighted shift on ℓ
p(Z). If Bw is distri-
butionally chaotic, then the set of all distributionally irregular vectors of Bw is
residual in ℓp(Z).
Proof. By [5, Theorem 12], Bw has a distributionally irregular vector y. Let
X0 :=
{
x : lim
n∈A
Bnwx = 0
}
for some fixed A, which is associated with y. Let g ∈ Z with y(g) 6= 0, and
let χg be the characteristic function of g. Since |y(g)|χg ≤ |y| ∈ X0, we have
lim
n∈A
Bnw|y(g)|χg = 0, which implies χg ∈ X0. By Lemma 3.4, for any m ∈ Z,
the vector Tmχg belongs to X0, as well. Hence, X0 contains the standard basis
of ℓp(Z), that is, X0 = ℓ
p(Z). Therefore, the set of all distributionally irregular
vectors of Bw is residual in ℓ
p(Z). 
12 C-C. CHEN, K-Y. CHEN, AND M. KOSTIC´
Remark 3.6. In the proof of Theorem 3.5, one can observe that the intersection
of the set X0 associated to all distributionally irregular vectors of Bw contains
span{χg : g ∈ Z}. Also, one can choose a nonnegative (in particular, real) distri-
butionally irregular vector y of Bw on ℓ
p(Z) such that y(0) = 1 and
∑
n∈Z\{0}
yp(n) is
arbitrary small. This is true because the set DIV (Bw) is dense so that a distribu-
tionally irregular vector y′ can be chosen close enough to the characteristic function
χ0 and set y =
|y′|
|y′(0)| . Although the set DIV (Bw) has some nice properties, how-
ever, it should be noted that in general, X0 6= Lp(G) for weighted translations
Ta,w. Indeed, let y be a distributionally irregular vector of T−2,w′ where the weight
w′ is given by
w′(n) :=
{
w(n) if n is even;
1 if n is odd.
Then T−2,w′ acts on ℓp(Z) = ℓp(2Z) ⊕ ℓp(2Z + 1), and X0 = ℓp(2Z) where X0 is
associated with y.
Applying Theorem 3.5, we can prove Theorem 2.10 as follows:
Proof of Theorem 2.10. Assume that Bw satisfies (DCCW). Then the required
conditions follow from Theorem 2.5, Theorem 2.7 and Lemma 2.8 directly.
On the other hand, for Bw, if there exist intervals In in Z with length n and
B ⊂ N with dens(B) > 0 such that ∑
n∈B
∏
s∈In
w−1(s) <∞, then it satisfies condition
(ii) of (DCCW) for some Kn by Theorem 2.7 and Lemma 2.8. In addition, if Bw is
distributionally chaotic, then there exists some A ⊂ N with dens(A) = 1 such that
for any compact set K, χK ∈ span{χg : g ∈ Z} ⊆ X0,A. Thus, 0 = limn∈ABnwχK =
limn∈A ‖ϕn|K‖p which is condition (i) of (DCCW) exactly.

Next, we will show that DIVA,B(Ta,w) contains a cone structure.
Theorem 3.7. Let Ta,w be a weighted translation operator on L
p(G). Let y be a
distributionally irregular vector of Ta,w on L
p(G). Define the cone C by
C :=
{ ∑
finite j
cj|yj| : cj > 0, where yi ∈ DIVA,B(Ta,w)
}
for fixed A,B associated with y. Then each nonzero vector in the set C is also
a distributionally irregular vector. Furthermore, if Ta,w is invertible, then C is
invariant under these operators Ta, Ta,w, Mw, MTanw, Mϕn and their inverses.
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Proof. Since each vector of C is distributionally near to 0 w.r.t. A, it follows
that C ⊆ X0. On the other hand, the vector
∑
finite j
cj|yj| is also distributionally
unbounded w.r.t. B by the inequality
∑
finite j
cj |yj| ≥ cj0|yj0|, where |yj0| is a distri-
butionally irregular vector for some fixed j0. Combing all this, one obtains that
each element in C is in DIVA,B.
For the invariance of C, we only need to prove the two cases Ta and Ta,w since
the others are just the composition of them. C is invariant under Ta,w by the
inequality
m‖T na,wy‖p ≤ ‖T n+1a,w y‖p ≤M‖T na,wy‖p
for some constant m,M > 0. Besides, the invariance of C under Ta can be deduced
by Theorem 3.4, which relies on the invertibility of Ta,w. 
Remark 3.8. We note that C is path connected since ty + (1 − t)y′ ∈ C for any
y, y′ ∈ C and t ∈ [0, 1].
Let y be a distributionally irregular vector of Ta,w. By constructing the equiva-
lence class of y, one has another observation for distributionally irregular vectors.
Indeed, define the equivalence class [y] by
[y] := {z : c1|z| ≤ |y| ≤ c2|z| for some c1, c2 > 0 which only depend on y, z}.
Then all elements in [y] are distributionally irregular vectors of Ta,w.
Theorem 3.9. Let Ta,w be a weighted translation operator on L
p(G), and let y be
a distributionally irregular vector of Ta,w. Then we have the following.
(i) All vectors in the equivalence class [y] are distributionally irregular vectors.
(ii) The class [y] is path connected.
(iii) The class [y] is dense in the closed subspace Lp({y 6= 0}). In particular,
the set DIV ∩ Lp({y 6= 0}) is connected.
Proof. (i) Let z ∈ [y]. Then, by the inequality c1|z| ≤ |y| ≤ c2|z|, z is a distribu-
tionally irregular vector.
(ii) Let z ∈ [y]. We define a path p′ : [0, 1]→ [y] from |z| to |y| by
p′(t) = t|y|+ (1− t)|z|.
Then p′ is continuous since t(|y| − |z|) converges to 0 in the p-norm as t → 0 by
the dominated convergence theorem. On the other hand, let g ∈ G, rg = |z(g)|
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and θg = Arg z(g). Then z(g) = rge
iθg . Define another path p′′ : [0, 1]→ [y] from
|z| to z by
p′′(t)(g) = rgeitθg
where |p′′(t)| = |z| for all t. Hence the class [y] is path connected by p′ and p′′.
(iii) Let
Sy,α,β = {x : α < |y(x)| < β}
where α, β > 0. Let ζ ∈ Lp(Sy,α,β) satisfy
0 < m ≤M <∞
where m := infζ(g)6=0 |ζ(g)| and M := supg∈G |ζ(g)|. Then one can find ε0 :=
min{m
2β
, 1} > 0 such that ζ + εy ∈ [y] for ε ∈ (0, ε0). Thus ζ ∈ [y].
To see this, let c1 = ε and c2 = max{Mα , 1} + 1, and let g ∈ {ζ 6= 0}. Then
2ε|y(g)| ≤ m |y(g)|
β
≤ m ≤ |ζ(g)|. So we have
ε|y(g)| ≤ |ζ(g)|−ε|y(g)| ≤ |(ζ+εy)(g)| ≤ |ζ(g)|+|y(g)| ≤ (M
α
+1)|y(g)| ≤ c2|y(g)|.
Hence, c1|y| ≤ |ζ + εy| ≤ c2|y| a.e. since it is trivial for the case g ∈ {ζ = 0}.
Next, let ϕ ∈ Lp({y 6= 0}) be bounded and with compact support. Consider
ζn := ϕχS
y, 1n ,n
χ{|ϕ|> 1
n
} ∈ Lp(Sy, 1
n
,n).
By the discussion above, ζn ∈ [y] and ζn → ϕ in p norm as n→∞. Hence, ϕ ∈ [y],
which says that [y] = Lp({y 6= 0}). 
Remark 3.10. (i) We note that DIVA,B is path connected. Indeed, let y in DIVA,B.
Then |y| ∈ [y] ∩ C. Since both C and [y] are path connected, DIVA,B is path
connected. (ii) In the above theorem, we cannot replace {y 6= 0} by supp(y) since
the measure of the boundary of {y 6= 0} could be positive. For instance, the
boundary of {χU 6= 0} has the positive measure, where U denotes the complement
of Cantor-like set in [0, 1].
Corollary 3.11. Let Ta,w be a weighted translation operator on L
p(G) and let
{yi}∞i=1 ⊆ DIVA,B. Then DIVA,B∩Lp(∪∞i=1{yi 6= 0}) is dense in Lp(∪∞i=1{yi 6= 0}).
In particular, DIV ∩ Lp(∪∞i=1{yi 6= 0}) is connected.
Proof. Let y′N :=
N∑
i=1
|yi|. By the fact y′N ∈ C, we get that y′N ∈ DIVA,B. Let
ζ ∈ Lp(∪∞i=1{yi 6= 0}) be bounded and with compact support. Consider
fN := ζχ{y′
N
6=0} ∈ Lp({y′N 6= 0}) = [y′N ] ⊆ DIVA,B ∩ Lp(∪∞i=1{yi 6= 0}).
DISTRIBUTIONAL CHAOS FOR OPERATORS ON GROUPS 15
Then ζ ∈ DIVA,B ∩ Lp(∪∞i=1{yi 6= 0}) since ζ is a limit of {fN}. Hence
Lp(∪∞i=1{yi 6= 0}) = DIVA,B ∩ Lp(∪∞i=1{yi 6= 0}).
To see that DIV ∩ Lp(∪∞i=1{yi 6= 0}) is connected, it is sufficient to show that
DIVA,B ∩ Lp(∪∞i=1{yi 6= 0}) is path connected. Let z, z′ ∈ DIVA,B ∩ Lp(∪∞i=1{yi 6=
0}). As in the proof of Theorem above, we can find a path starting from z to z′
through |z| and |z′|. 
Remark 3.12. It should be noted that in the above corollary we cannot state the
stronger statement
Lp(∪y∈DIVA,B{y 6= 0}) = DIVA,B,
which looks more natural. This is because the union ∪y∈DIVA,B{y 6= 0} is uncount-
able, and the measurability could be doubtful. But there is a way in which we can
improve the result of Corollary 3.11 (see Theorem 3.16).
Theorem 3.13. Let DIVA,B(Ta,w) be nonempty, and set
DIVA,•(Ta,w) = DIV (Ta,w) ∩X0,A(Ta,w).
Then DIVA,•(Ta,w) is path connected.
Proof. According to Remark 3.10 (i), DIVA,B is path connected. Moreover
DIVA,• = DIV ∩X0,A =
⋃
dens(B)=1
DIVA,B.
So it is sufficient to show thatDIVA,B′∩DIVA,B′′ 6= ∅ if bothDIVA,B′ andDIVA,B′′
are nonempty.
Let y′ ∈ DIVA,B′ and y′′ ∈ DIVA,B′′. Then y := |y′|+ |y′′| is in X0,A. Also, y is
distributionally unbounded w.r.t. B′ and B′′ by |y′| ≤ y and |y′′| ≤ y respectively.
Hence, y ∈ DIVA,B′ ∩DIVA,B′′. 
Lemma 3.14. Let X be a second countable space, and let Y be an arbitrary subset
of X. Then there exists a sequence {yi}∞i=1 in Y such that the sequence is dense
in Y . Hence, {yi} = Y in X.
Proof. The subspace Y is separable since it is second countable. 
Theorem 3.15. There exists a unique (with respect to the sets of measure zero)
measurable set MA such that the closed subspace X0,A(Ta,w) is of the form L
p(MA).
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Proof. Applying Lemma 3.14 with X = Lp(G) and Y = X0, there exists {yi}∞i=1
in X0 such that {yi} = X0. Let MA := ∪i{yi 6= 0}. Then X0 = {yi} ⊆ Lp(MA).
On the other hand, let M be a subset of MA with finite measure, and let
Mi,k :=M ∩
(∪iℓ=1{yℓ 6= 0} \ ∪i−1ℓ=1{yℓ 6= 0}) ∩
{
1
k
< |yi| ≤ 1
k − 1
}
,
where we set 1
k−1 := ∞ when k = 1. Then M =
∐
i,kMi,k is a countable disjoint
union. Moreover, by 0 ≤ 1
k
χMi,k ≤ |yi|, we have χMi,k ∈ X0 which implies χM ∈ X0.
Therefore, all the simple functions of Lp(MA) are contained in X0.
Combing all this, X0 = L
p(MA), and the uniqueness follows by the fact that
Lp(M ′) = Lp(M ′′) implies M ′ = M ′′ almost everywhere. 
Theorem 3.16. There exists a unique (with respect to the sets of measure zero)
measurable set MA,B such that the closed subspace DIVA,B(Ta,w) is of the form
Lp(MA,B). Moreover, if DIVA,B is nonempty, then MA =MA,B almost everywhere
where MA is induced by the previous theorem. In other words, if both DIVA,B and
DIVA,B′ are nonempty, then
DIVA,B = DIVA,B′ = L
p(MA) = X0.
Proof. By setting X = Lp(G) and Y = DIVA,B in Lemma 3.14, there exists {yi}∞i=1
in DIVA,B so that {yi} = DIVA,B. Let MA,B := ∪i{yi 6= 0}. Then by Corollary
3.11, we have
DIVA,B = {yi} ⊆ Lp(MA,B) = DIVA,B ∩ Lp(MA,B) ⊆ DIVA,B.
Hence DIVA,B = L
p(MA,B).
By the assumption that DIVA,B is nonempty, we may choose y ∈ DIVA,B to be
nonnegative. Let K ⊆ MA \MA,B be compact where MA is induced in the same
way of Theorem 3.15. As in the proof of Theorem 3.15, we may assumeK =
∐
j Mj
is a countable disjoint union, where χMj ∈ X0. Set y′j := χMj + y ∈ X0. Then y′j
is distributionally unbounded w.r.t. B by y ≤ y′j. So y′j ∈ DIVA,B = Lp(MA,B).
Thus, K = ∪jMj ⊆ ∪j{y′j 6= 0} ⊆ MA,B almost everywhere, which implies that
the measure of K is zero. Hence MA = MA,B almost everywhere, and
DIVA,B = DIVA,B′ = L
p(MA,B) = L
p(MA) = X0.

Remark 3.17. From the discussion above, we observe that MA satisfies
MAa
n ⊆MA for n ∈ N.
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In particular, if Ta,w is invertible, then
MAa
n =MA for n ∈ Z.
Indeed, since X0 is invariant under Ta,w, we have Ta,wyi ∈ X0, where yi is defined
as in the proof of Theorem 3.15. This means that {yi 6= 0}a = {Ta,wyi 6= 0} ⊆MA.
Thus, MAa = ∪i{yi 6= 0}a ⊆ MA. If Ta,w is invertible, then X0 is also invariant
under T−1a,w. Hence, MAa
n =MA.
Comparing with Theorem 3.5, we use a different method to obtain the following
result:
Corollary 3.18. Let Bw be invertible and distributionally chaotic on ℓ
p(Z). Then
DIV (Bw) is dense and connected in ℓ
p(Z).
Proof. Let y ∈ DIVA,B(Bw) for some A,B, and recall that Bw = Ta,w when
a = −1. Then the only nonempty subset MA of Z satisfying MAan = MA for
all n (or rewrite it in the form of the addition group, that is, MA − n = MA for
n ∈ Z) is Z itself. Thus, MA = Z. Hence, DIV is dense in ℓp(MA) = ℓp(Z) by
Theorem 3.16.
On the other hand, since MA is a countable union of nonzero part of distribu-
tionally irregular vectors and DIV = DIV ∩ ℓp(Z) = DIV ∩ ℓp(MA), the set DIV
is connected by Corollary 3.11. 
So far, it is clear that DIV (Ta,w) is dense and connected in some subspace
Lp(M), where M is measurable. But, can we strengthen this result to the whole
space Lp(G)? That is whether DIV is connected or dense in Lp(G). Another
question is if it is possible to show DIV = Lp(M). Unfortunately, both answers
are negative in general. The following example will reveal that there exists a
weighted translation Ta,w such that DIV (Ta,w) is neither connected nor dense in
Lp(G). Moreover, DIV has exactly two connected components DIV ∩Lp(M ′) and
DIV ∩ Lp(M ′′) for some M ′,M ′′, and the closure of DIV is Lp(M ′) ∪ Lp(M ′′).
Example 3.19. LetBw′ be invertible and distributionally chaotic. LetG = Z×Z2,
a = (−1, 0) and
w(n,m) =
{
w′(n) if m = 0;
1
w′(n)
if m = 1.
ThenDIV (Ta,w) has exactly two connected componentsDIV ∩Lp(Z×{0}), DIV ∩
Lp(Z× {1}), and DIV = Lp(Z× {0}) ∪ Lp(Z× {1}).
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Recall that a set S is atomic (in the measure sense), or we say that a set S is an
atom if for any S ′ ⊂ S, the measure of S ′ is either 0 or |S| > 0. We note that in
the category of a second countable locally compact Hausdorff group G, a set S is
atomic only if S is a singleton. In particular, G is discrete in this case. From the
view of atoms, we end the paper by an observation for distributionally irregular
vectors below.
Lemma 3.20. Let G be a second countable locally compact Hausdorff group. If a
set S ⊂ G is atomic, then S is a singleton and G is discrete.
Proof. According to the regularity of Haar measure and atomicity of S, there exists
a compact subset S0 of S with 0 < |S| = |S0| <∞. Then there exists B1(x1) (w.r.t.
some metric on G) for some x1 ∈ S0 such that |B1(x1) ∩ S0| = |S0|, where B1(x1)
denotes the ball centered at x1 with radius 1. Thus S1 := B1(x1) ∩ S is an atom
again. By induction, Sn := B2−n(xn) ∩ Sn−1 with |Sn| = |S0| for some xn ∈ Sn−1.
Then the Cauchy sequence {xn} converges to x0 (since the compact metric space
is complete). Moreover, ∩nSn = {x0}. Hence 0 < |S0| = lim
n
|Sn| = |{x0}|. Thus
G is discrete and S = {x0}. 
Theorem 3.21. Let Ta,w be a weighted translation operator on L
p(G). Let y ∈
DIV (Ta,w) be nonnegative. Then we have the following.
(i) If the set {y > 0} is not atomic, then there exist 0 ≤ y1, y2 ≤ y such that
y1 + y2 = y, where {y1, y2} is linearly independent, and both y1 and y2 are
distributionally irregular vectors of Ta,w.
(ii) If the set {y > 0} is atomic, then there exists g ∈ G such that Ta,w|ℓp({gai: i∈Z})
is also distributionally chaotic.
Proof. Assume that y ∈ DIVA,B(Ta,w) w.r.t. A,B ⊆ N being nonnegative.
(i) If the set {y > 0} is not atomic, then choose a non-null and non-full measur-
able subset K of the set {y > 0}. Set y1 = y3(2 − χK) and y2 = y3(1 + χK). Then
{y1, y2} is linearly independent, and y1 + y2 = y. Moreover, by y3 ≤ y1, y2 ≤ y,
both vectors y1 and y2 are in DIVA,B. (ii) Assume that the set {y > 0} is atomic,
then y = αχg for some g ∈ G and α ∈ C \ {0}. Hence y is also a distributionally
irregular vector of Ta,w|ℓp({gai: i∈Z}). 
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