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IMPLEMENTASI CB-SEM DAN SEM-PLS UNTUK ANALISIS TINGKAT 
KEMISKINAN DI KABUPATEN BANGKALAN 
 
Kabupaten Bangkalan merupakan salah satu kabupaten yang terus berbenah dalam 
mengatasi masalah kemiskinan. Program pemerintah Kabupaten Bangkalan 
melalui Dinas Sosial terus berupaya menekan angka kemiskinan dengan 
memberikan Bantuan Sosial (Bansos). Namun peran pemerintah masih belum 
maksimal dan bantuan yang diberikan kepada masyarakat karena adanya penyalah 
gunaan bantuan. Mengingat permasalahan kemiskinan merupakan permasalahan 
krusial yang perlu mendapatkan perhatian dan segera dilakukan penanganan, 
maka salah satu upaya yang dapat dilakukan adalah mengukur bantuan yang 
berkeadilan dan tepat sasaran kepada masyarakat sehingga program bantuan yang 
diberikan benar-benar mampu mengatasi atau mengurangi tingkat kemiskinan. 
Metode yang dapat dilakukan tersebut yaitu dengan metode analisis statsitika 
yaitu analisis Structural Equation Modelling (SEM) guna mendapatkan hasil 
model bantuan rumah tangga miskin yang berdasarkan indikator kesehatan, 
ekonomi dan SDM di Kabupaten Bangkalan. Hasil dari penelitian ini 
menunjukkan bahwa variabel kesehatan berpengaruh positif dan signifikan 
terhadap bantuan. Metode CB-SEM diperoleh model persamaan struktural adalah 
Bantuan = 5,950Kesehatan + 𝜁𝜁1. Sedangkan untuk SEM-PLS diperoleh model 
persamaan strukturalnya adalah Bantuan = 0,425Kesehatan. 
Kata kunci: Bantuan Kemiskinan, Structural Equation Modelling (SEM), CB-
SEM, SEM-PLS.   




































IMPLEMENTATION OF CB-SEM AND SEM-PLS FOR POVERTY 
LEVEL ANALYSIS IN BANGKALAN DISTRICT 
 
 
Bangkalan district is one of the districts that continues to improve in overcoming 
the problem of poverty. Bangkalan district government program through the 
social department continues to try reduce poverty by providing social assistance. 
But the role of government is still not optimal and the assistance provided to the 
community is due to misuse of aid. Given the problem of poverty is a crucial 
problem that needs attention and immediate action is taken, one of the effort that 
can be done is to map out the type of aid that are just and targeted to the 
community so that asisstance program that is given is truly able to overcome or 
reduce poverty. The method that can be done is the statistical analysis method, 
namely Structural Equation Modelling (SEM) analysis in order to get the result of 
a model of assistance for poor households based on health, economics, and SDM 
indicators in Bangkalan district. The results of the study indicate that health 
variables have a positive and significant effect on aid. The CB-SEM method 
obtained by the structural equation modelling is help = 5,950health + 𝜁𝜁1. Whereas 
for SEM-PLS the structural equation model obtained is help = 0,425health. 
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A. Latar Belakang 
Kemiskinan merupakan permasalahan yang dimana kondisinya masih 
sulit diukur. Permasalahan kemiskinan menjadi permasalahan krusial yang 
perlu mendapatkan perhatian. Hal tersebut seiring dengan tujuan 
pembangunan nasional yang sejahtera dan adil, sebagaimana yang tertera 
dalam sila terakhir pancasila dan Pembukaan UUD 1945. Berdasarkan UUD 
1945 pasal 34, kesejahteraan sosial perlu direalisasikan. Salah satunya adalah 
dengan melakukan pengentasan dan perlindungan kepada masyarakat miskin. 
Penanggulangan kemiskinan berkaitan erat dengan pembangunan, pemerataan 
dan kewilayahan dengan prioritas pada sarana untuk menyamakan 
pemerataan kelompok pendapatan, mengurangi kesenjangan pembangunan 
antar daerah. 
Upaya pemerintah guna meningkatkan koordinasi penanggulangan 
kemiskinan ditandai dengan diterbitkannya Peraturan Presiden Nomor 15 
Tahun 2010 yakni tentang Percepatan Penanggulangan Kemiskinan. Adapun 
penanggulangan kemiskinan tersebut berupa program pengentasan 
kemiskinan yaitu Bantuan dan Perlindungan Sosial meliputi Program 
Keluarga Harapan (PKH), program bantuan beras untuk orang miskin 
(Raskin), Jaminan Kesehatan Nasional, Kartu Indonesia Pintar (KIP) dan lain 
sebagainya. 

































    
 
Pada tahun 2018, jumlah penduduk miskin di Jawa Timur sampai 
4.332,59 ribu jiwa atau 10,98%, berkurang hingga 72,68 ribu jiwa, jika 
dibandingkan dengan situasi pada tahun 2017 yang jumlah penduduknya 
lebih banyak yaitu 4.405,27 ribu jiwa atau 11,20%. Presentase penduduk 
miskin di Jawa Timur tertinggi terdapat di Kabupaten Bangkalan sebesar 
19,59% dari total penduduk miskin. Angka tersebut sudah mengalami 
penurunan dari tahun sebelumnya. Namun di Kabupaten Bangkalan masih 
tercatat sebagai daerah yang memiliki angka kemiskinan yang tertinggi di 
Jawa Timur (Badan Pusat Statistika, 2018). 
Kabupaten Bangkalan merupakan salah satu kabupaten yang terus 
berbenah dalam mengatasi masalah kemiskinan. Rumah tangga di Kabupaten 
Bangkalan sebesar 141.500 dari jumlah 229.208 hidup dalam garis 
kemiskinan yang tersebar di 18 kecamatan dan terdapat 281 desa atau 
kelurahan di Kabupaten Bangkalan (Dinas Sosial Kabupaten Bangkalan, 
2019). 
Pemerintah Kabupaten Bangkalan melalui Dinas Sosial 
mengupayakan untuk mengurangi angka kemiskinan dengan cara 
memberikan Bantuan Sosial (Bansos), yang bersumber dari anggaran daerah 
atau pemerintah pusat. Dinas Sosial menargetkan bahwa untuk jumlah 
kemiskinan di Kabupaten Bangkalan bisa menurun hingga 1000 rumah 
tangga. Namun peranan pemerintah masih kurang maksimal dan terdapat 
penyalah gunaan bantuan yang telah diberikan kepada masyarakat, seperti  
untuk bantuan KIP, mayoritas tidak digunakan untuk biaya pendidikan, 

































    
 
namun digunakan untuk keperluan lain yang bukan merupakan kebutuhan 
pokok (Pemerintah Kabupaten Bangkalan, 2018). 
Mengingat permasalahan kemiskinan merupakan permasalahan 
krusial yang perlu mendapatkan perhatian dan segera dilakukan penanganan, 
maka upaya yang bisa dilakukan adalah dengan memetakan jenis bantuan 
yang berkeadilan dan tepat sasaran kepada masyarakat sehingga program 
bantuan yang diberikan benar-benar mampu mengatasi atau mengurangi 
tingkat kemiskinan. Metode yang dapat dilakukan untuk keperluan tersebut 
bisa menggunakan analisis statistika. Dalam analisis statistika terdapat 
beberapa metode diantaranya adalah Structural Equation Modelling (SEM), 
Multivariate Adaptive Regression Splines (MARS), Regresi Nonparametrik 
B-Spline, dan sebagainya. 
SEM (Structural Equation Modelling) adalah metode analisis statistik 
multivariat yang menggabungkan analisis regresi dengan analisis faktor untuk 
membuat model guna menjelaskan keterkaitan hubungan linier secara 
simultan antara variabel indikator dan variabel laten atau variabel yang tidak 
dapat diukur secara langsung (Santoso, 2018). 
Beberapa penelitian berkaitan dengan SEM dan pemodelan 
kemiskinan antara lain: Aprillia, Otok, dan Latra (2014) tentang Model 
Bantuan Rumah Tangga Miskin di Kabupaten Jombang menggunakan CB-
SEM (Covariance Based-Structural Equation Modelling), diperoleh simpulan 
bahwa bantuan program 2 lebih dominan dipilih oleh rumah tangga miskin di 
Kabupaten Jombang. Dalam uji CFA, terdapat 8 indikator yang signifikan 

































    
 
dalam variabel kesehatan, sedangkan untuk variabel ekonomi terdapat 6 
indikator yang signifikan. Selanjutnya pada uji SEM, hasil yang diperoleh 
adalah variabel kesehatan dan SDM mempunyai pengaruh negatif yang 
signifikan terhadap bantuan yaitu sebesar -0,325 dan -0,193. Kesehatan dan 
SDM memiliki pengaruh positif dan signifikan terhadap bantuan 1 yaitu 
sebesar 0,313 dan 0,179. Model terakhir hasilnya didapatkan bahwa SDM 
dan kesehatan berpengaruh negatif dengan signifikan terhadap bantuan 2 
yaitu sebesar -0,295 dan -0,193. 
Ningrum dan Otok (2014) menggunakan Structural Equation 
Modelling-Partial Least Square guna mendapatkan faktor yang berpengaruh 
terhadap kemiskinan di Kabupaten Jombang. Hasil penelitian tersebut 
menunjukkan bahwa semua variabel indikator kesehatan, ekonomi, SDM dan 
kemiskinan signifikan terhadap konstruk. Untuk variabel kesehatan memiliki 
pengaruh negatif terhadap kemiskinan dengan nilai -0,057. Ekonomi 
memiliki pengaruh positif terhadap kemiskinan, sedangkan SDM juga 
memiliki pengaruh positif yang sebesar 0,737 dan 0,344. 
Fitriani dan Otok (2013) tentang mengembangkan indikator serta 
menentukan rumah tangga miskin di Provinsi Jawa Timur menggunakan 
Spatial Structural Equation Modelling, yang menunjukkan bahwa kesehatan 
berpengaruh negatif terhadap ekonomi sebesar -0,543, SDM berpengaruh 
positif terhadap ekonomi sebesar 1,305. Sedangkan untuk variabel kesehatan 
berpengaruh positif terhadap SDM sebesar 0,833, dan SDM berpengaruh 
negatif terhadap kemiskinan sebesar -0,98. 

































    
 
Saputro dan Otok (2013) tentang mengembangkan indikator rumah 
tangga miskin Provinsi Jawa Timur menggunakan Structural Equation 
Modelling Bootstrap Aggregating (SEM BAGGING). Hasil dari penelitian 
tersebut menunjukkan bahwa variabel kesehatan berpengaruh negatif dan 
signifikan terhadap ekonomi sebesar -0,3, SDM berpengaruh positif dan 
signifikan terhadap ekonomi sebesar 1,077. Sedangkan untuk variabel 
kesehatan berpengaruh positif dan signifikan terhadap SDM 0,835. Kesehatan 
berpengaruh positif dan tidak signifikan terhadap kemiskinan sebesar 0,103. 
Begitu juga dengan ekonomi berpengaruh negatif dan tidak signifikan pada 
kemiskinan sebesar -0,19 kurang dari nilai t-tabel sebesar 1,96. Dan untuk 
SDM berpengaruh positif dan  signifikan terhadap kemiskinan sebesar 0,76. 
Anuraga dan Otok (2013) tentang Structural Equation Modelling-
Partial Least Square (SEM-PLS) dalam Pemodelan Kemiskinan di Jawa 
Timur, menunjukkan semua indikator valid, signifikan dan reliability 
terhadap setiap variabel kemiskinan, ekonomi, SDM, dan kesehatan. Nilai R-
square (𝑅2) untuk SDM sebesar 0,988 berarti bahwa model dapat 
menjelaskan variasi dari SDM pada kasus kemiskinan di Provinsi Jawa Timur 
sebesar 98,8%, untuk variabel ekonomi sebesar 0,986 atau 98,6% dan 
sedangkan model kemiskinan sebesar 0,925 atau 92,5%. 
Riyanti (2018) tentang SEM-PLS untuk analisis struktur kemiskinan 
di Provinsi Jawa Tengah Tahun 2017. Estimasi dengan bootsrap 
menunjukkan bahwa SDM memiliki pengaruh signifikan pada ekonomi, 
kesehatan memiliki signifikan terhadap SDM, kemudian SDM berpengaruh 

































    
 
signifikan terhadap ekonomi, oleh karenanya bahwa ekonomi dan kesehatan 
mempunyai pengaruh yang signifikan terhadap kemiskinan. 
Dari beberapa penelitian yang menerapkan Structural Equation 
Modelling (SEM) sebagai metode analisis permasalahan kemiskinan maka 
peneliti tertarik menggunakan metode Structural Equation Modelling (SEM) 
sebagai metode analisis tingkat kemiskinan sebagai dasar pemberian bantuan 
di Kabupaten Bangkalan agar tepat sasaran. 
Metode yang dapat digunakan adalah metode CB-SEM dan SEM-
PLS. Metode CB-SEM merupakan analisis multivariat yang mengasumsikan 
data harus memenuhi distribusi normal, juga ukuran sampel minimum dan 
hasil estimasinya lebih tepat (Gio, 2019). Namun jika asumsi data tidak 
berdistribusi normal, maka data tersebut dapat diproses dengan menggunakan 
metode SEM berbasis varians atau partial least square (SEM-PLS). Metode 
SEM-PLS merupakan analisis yang powerfull, juga metode ini tidak 
didasarkan pada banyak asumsi seperti data tidak harus berdistribusi 
mutivariat normal dan jumlah sampel tidak harus besar (Wold, 1985). 
B. Rumusan Masalah 
Menurut latar belakang yang sudah dijelaskan, maka rumusan masalah 
yang dapat diambil pada penelitian ini adalah sebagai berikut : 
1. Bagaimana model persamaan struktural bantuan rumah tangga miskin di 
Kabupaten Bangkalan menggunakan metode SEM? 
2. Variabel apa saja yang signifikan terhadap bantuan rumah tangga miskin 
di Kabupaten Bangkalan menggunakan SEM? 

































    
 
C. Tujuan Penelitian 
Berdasarkan rumusan masalah, maka tujuan dari penelitian ini adalah : 
1. Untuk mengetahui model persamaan struktural bantuan rumah tangga 
miskin di Kabupaten Bangkalan menggunakan SEM. 
2. Untuk mengetahui variabel apa saja yang signifikan terhadap bantuan 
rumah tangga miskin menggunakan SEM. 
D. Manfaat Penelitian 
Adapun manfaat dari penelitian ini dibagi menjadi dua, yaitu secara 
teoritis dan secara praktis sebagai berikut : 
1. Manfaat Teoritis 
Secara teoritis, bagi bidang pembangunan perekonomian dan ilmu 
matematika penelitian ini dapat menambah referensi atau teori tentang 
analisis SEM (Structural Equation Modelling) dalam menganalisis 
bantuan rumah tangga miskin. 
2. Manfaat Praktis 
Bagi instansi pemerintah, bisa dijadikan sebagai informasi dan 
acuan lanjutan dalam menentukan strategi yang akan diambil mengenai 
bantuan rumah tangga miskin khususnya di Kabupaten Bangkalan. 
E. Batasan Masalah 
Berdasarkan penelitian ini terdapat dua batasan masalah adalah 
sebagai berikut. 
1. Terdapat 4 variabel laten dalam penelitian ini yakni variabel kesehatan 
terdapat 7 indikator, variabel ekonomi terdapat 3 indikator, sedangkan 

































    
 
variabel SDM terdapat 1 indikator, dan untuk variabel bantuan terdapat 1 
indikator. 
2. Data yang digunakan adalah data yang diperoleh dari Dinas Sosial 
Kabupaten Bangkalan pada Tahun 2018. 






































Suatu perkara yang dipengaruhi oleh beberapa faktor, diantaranya 
yaitu pendapatan, pendidikan, lokasi, gender, dan kondisi lingkungan 
(Khomsan, Darmawan, Saharuddin, Alfiasari, Syarief, & Sukandar, 2015). 
Keadaan sepenuhnya terjadi bukanlah keinginan orang yang berkaitan 
adalah kemiskinan. Karena masyarakat dapat dikatakan miskin jika 
mempunyai ciri rendahnya ilmu pengetahuan, pendapatan, produktivitas 
kerja, kesehatan dan gizi serta kesejahteraan hidupnya yang menunjukkan 
bahwa ada pada lingkar ketidakberdayaan. 
Jenis kemiskinan dapat dikelompokkan menjadi dua yaitu kemiskinan 
absolut dan kemiskinan relatif (Khaliq & Uspri, 2017). 
a. Kemiskinan absolut 
Suatu kondisi dimana seseorang dapat dikatakan miskin apabila 
tidak sanggup untuk mencukupi kebutuhan pokok minuman guna 
memelihara fisik supaya dia bisa bertindak dengan penuh dan efisien. 
b. Kemiskinan relatif 
Keadaan seseorang atau sekelompok orang yang tentu miskin 
karena dipengaruhi oleh peraturan pembangunan yang belum sanggup 
menggapai seluruh masyarakat. 

































    
 
Menurut Badan Pusat Statistika terdapat dua penyebab kemiskinan 
yaitu kemiskinan kultural, struktural, namun Kartasia (1996) menambahkah 
menjadi tiga yaitu (Artati, Supriyadi, & Suparman, 2015). 
a. Kemiskinan natural 
Situasi atau kondisi miskin yang awalnya miskin. Kalangan 
masyarakat ini miskin dikarenakan tidak mempunyai sumber daya baik 
yang berupa sumber daya alam, sumber daya manusia dan sumber daya 
pembangunan. 
b. Kemiskinan kultural 
Kemiskinan yang mengarah pada sikap masyarakat dipicu gaya 
hidup dan budaya mereka yang hidup mampu dan tidak kekurangan. 
Contoh sikap yang mencirikan kemiskinan kultural, antara lain: sikap 
malas, enggan berprestasi, berorientasi masa lalu, dan tidak berjiwa 
enterpreneur. 
c. Kemiskinan struktural 
Kemiskinan yang dipicu oleh perbuatan manusia seperti kebijakan 
ekonomi tidak adil, distribusi aset produksi tidak merata, korupsi dan 
kolusi serta tatanan ekonomi dunia yang condong hanya menguntungkan 
masyarakat tertentu saja.  
Menurut standar Badan Pusat Statistika, terdapat beberapa kriteria 
rumah tangga dapat dikatakan miskin, diantaranya adalah sebagai berikut 
(Dinas Sosial dan Pemakaman Kota Batam, 2012). 

































    
 
1. Rumah tangga yang luas lantai bangunan tempat tinggalnya yaitu kurang 
dari 8 m2. 
2. Jenis lantai tempat tinggal berasal dari tanah/bambu/kayu yang 
kualitasnya rendah. 
3. Tidak mempunyai fasilitas buang air besar/bersama-sama dengan rumah 
tangga lain. 
4. Sumber penerangan tidak menggunakan listrik. 
5. Sumber air minum rumah tangga berasal dari sumur/mata air yang tidak 
terlindungi atau sungai atau air hujan. 
6. Bahan bakar untuk memasak seharinya yaitu kayu bakar atau arang atau 
minyak tanah. 
7. Rumah tangga dapat mengkonsumsi daging, susu, dan ayam hanya satu 
kali dalam seminggu. 
8. Rumah tangga mampu membeli hanya satu stel pakaian dalam setahun. 
9. Rumah tangga hanya bisa makan dalam sehari sebanyak satu atau dua 
kali. 
10. Tidak sanggup membayar biaya pengobatan di puskesmas atau 
poliklinik. 
11. Tidak memiliki tabungan ataupun barang yang mudah dijual dengan 
harga minimum RP. 500.000,-. 
12. Pendidikan tertinggi kepala rumah tangga adalah tidak sekolah atau tidak 
tamat SD ataupun hanya tamat SD. 

































    
 
13. Sumber pendapatan kepala rumah tangga yaitu petani dengan luas lahan 
500 m2, buruh tani, nelayan, pekerja konstruksi, buruh perkebunan, atau 
pekerjaan lainnya dengan penghasilan perbulannya dibawah RP. 
600.000,-. 
B. Bantuan Rumah Tangga Miskin 
Program bantuan sosial bertujuan untuk memajukan kesejahteraan 
sosial melalui pengurangan kemiskinan. Bantuan sosial yang diberikan dapat 
secara langsung dalam bentuk uang atau dalam bentuk barang dan pelayanan. 
Bantuan sosial ini sebagai program guna untuk menurunkan kemiskinan 
dengan melindungi dan mendistribusikan kemakmuran rumah tangga dari 
perubahan pendapatan ekonomi. Program bantuan sosial untuk 
menanggulangi kemiskinan adalah tanggung jawab Pemerintah pusat maupun 
daerah (Kantor Staf Presiden, 2019). 
Salah satu program prioritas pemerintah pada saat ini untuk 
mengurangi kemiskinan di Indonesia adalah program bantuan dan 
perlindungan sosial. Program bantuan dan perlindungan sosial tersebut 
diantaranya yaitu Program Keluarga Harapan (PKH), program beras orang 
miskin (Raskin) atau Jaminan Pangan, Jaminan Kesehatan Nasional atau 
Program Kartu Indonesia Sehat (KIS), Program Kartu Indonesia Pintar (KIP), 
Jaminan Ketenagakerjaan, dan lain sebagainya (Susanto, 2018). 
C. Normalitas Data dan Outlier 
Asumsi normalitas merupakan asumsi yang paling mendasar pada 
Structural Equation Modelling (SEM) untuk sampel yang berdistribusi 

































    
 
normal univariat maupun multivariat (Bowo, Hoyyi, & Mukid, 2013). Uji 
normalitas yang dilakukan pada SEM memiliki 2 tahapan. Tahapan yang 
pertama yaitu uji normalitas untuk setiap variabel. Sedangkan tahapan yang 
kedua adalah uji normalitas semua variabel secara bersama-sama atau 
multivariate normality (Santoso, 2018). 
Uji normalitas univariat maupun multivariat memiliki nilai kritis 
dalam interval ± 1,96 pada tingkat signifikansi α = 5%. Jika z-value ada pada 
interval nilai kritis (1,96 ≤ z-value ≤ 1,96) maka asumsi data normal univariat 
maupun multivariat terpenuhi (Ferdinand, 2002). 
Nilai z-value dapat diuji dengan menggunakan skewness (tingkat 
kemencengan) dan kurtosis (tingkat keruncingan) yang dihitung sebagai 
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Dimana 
𝑆 : Nilai Skewness 
𝑁 : Jumlah data 
𝐾 : Nilai Kurtosis 
Apabila data tidak berdistribusi normal, maka dilihat terlebih dahulu 
apakah terdapat data outlier ataukah tidak. Jika terdapat data yang outlier, 
maka perlu menghapus sejumlah data yang dianggap outlier. Atau dilakukan 
dengan transformasi data. 

































    
 
Mendeteksi data outlier dapat diukur dengan jarak mahalanobis 
(Mahalanobis Distance). Jarak mahalanobis dapat dihitung dengan rumus  
sebagai berikut (Johnson & Wichern, Applied Multivariate Statistical 
Analysis, 1998). 
𝑑𝑖
2 =  (𝑥 −  𝜇)′Σ−1(𝑥 −  𝜇)     (2.3) 
Dimana 
𝜇 : vektor mean berukuran (q x 1) 
Σ : matriks varian-kovarian simetris dari sampel 
Nilai mahalanobis dibandingkan dengan 𝜒𝛼;𝑝2  dan p adalah jumlah 
variabel yang diteliti dan 𝛼 = 0,05. Apabila jarak minimal atau maksimal 
kurang dari nilai 𝜒𝛼;𝑝2 , maka dapat disimpulkan bahwa tidak terdapat outlier 
multivariat. 
Transformasi data merupakan salah satu usaha yang gunanya untuk 
mengubah skala pengukuran data asli menjadi bentuk lain sehingga data bisa 
memenuhi asumsi yang diharapkan (normalitas) (Hadi, Sa'diyah, & 
Sumertajaya, 2007). Transformasi data bisa dilakukan beberapa cara, salah 
satunya yaitu dengan Square Root (Akar kuadrat). 
Namun jika data memang tidak bisa berdistribusi normal maka 
alternatif lainnya yaitu data dapat diproses dengan metode partial least 
square (PLS). Secara prinsip metode PLS mempunyai asumsi yang lebih 
longgar seperti tidak diperlukan data yang normal. 
 
 

































    
 
D. Struktural Equation Modelling (SEM) 
Suatu metode analisis teknik multivariat yang dapat mencerminkan 
hubungan linier antara variabel laten dan variabel indikator secara simultan 
atau bersamaan (Sholihin & Ratmono, 2013). 
1. Konsep Dasar SEM 
SEM adalah perluasan dari beberapa teknik analisis multivariat 
yaitu analisis regresi berganda dan analisis faktor (Supranto, 2004). 
Pemodelan persamaan struktural merupakan suatu teknik statistik guna 
menganalisis variabel indikator, variabel laten dan kesalahan 
pengukuran. Dengan SEM dapat menganalisis bagaimana hubungan 
antara variabel latennya yang dikenal sebagai persamaan pengukuran 
(measurement equation), hubungan antara variabel laten yang satu 
dengan variabel laten yang lain dikenal sebagai persamaan struktural 
(structural equation) yang secara bersama-sama melibatkan kesalahan 
pengukuran (Bachrudin & Tobing, 2017). 
Istilah lain sering kali SEM disebut juga analisis faktor 
konfirmatori, model struktur kovarians dan model variabel laten. 
Pemrosesan data dengan SEM ini tidak bisa dilakukan secara manual. 
Umumnya prosedur pengolahan data dilakukan secara iteratif, yang 
sekarang tersedia beberapa program komputer yang kaitannya dengan 
pengolahan data menggunakan SEM, misalnya LISREL, AMOS, 
MPLUS, SmartPLS, dan sebagainya (Bachrudin & Tobing, 2017). 

































    
 
Penggunaan SEM dalam penelitian sosial semakin banyak. Ada 
tiga alasan mengapa SEM banyak digunakan dalam penelitian 
(Bachrudin & Tobing, 2017) yaitu: 
a. Pada umumnya penelitian menggunakan pengukuran untuk 
menggambarkan variabel konstruk. 
b. Para peneliti sosial sangat tertarik terhadap prediksi. Memprediksi 
tidak hanya melibatkan model dua variabel, tapi bisa melibatkan 
model yang lebih “rumit” berupa struktur hubungan antara beberapa 
variabel penelitian. 
c. SEM dapat berfungsi sebagai analisis kualitas pengukuran dan 
prediksi, terutama dalam model variabel laten. 
2. Kajian Teoritis Model Persamaan SEM 
Model persamaan SEM terbagi menjadi dua bagian utama yaitu 
model pengukuran variabel laten (eksogen dan endogen) dan model 
struktural antarvariabel laten. Sebagaimana terdapat pada Gambar 2.1 
dibawah ini. 



















































Gambar 2.1 Model Persamaan Structural Equation Modelling (SEM) 
Disamping itu terdapat beberapa aturan dalam mendesain diagram 
jalur, yang dapat dijelaskan sebagai berikut : 
a. Variabel Laten 
Variabel yang tidak dapat diukur secara langsung kecuali diukur 
dengan satu atau lebih variabel indikator. Dalam SEM, variabel laten 









































































    
 
b. Variabel Laten Eksogen dan Endogen 
Variabel laten dalam SEM dapat dibagi dua yakni variabel laten 
Eksogen dan variabel Endogen. 
1) Variabel Laten Eksogen 
Variabel yang menyebabkan fluktuasi nilai variabel laten 
lainnya dalam suatu model. Perubahan nilai variabel eksogen 
tidak dijelaskan oleh model, akan tetapi dianggap berpengaruh 
oleh faktor lain diluar itu. Variabel laten eksogen dalam SEM, 
dilambangkan dengan “ksi”(𝜉𝜉) (Riadi, 2018). 
2) Variabel Laten Endogen 
Variabel laten endogen identik dengan variabel terikat 
(dependent) yang demikian variabel endogen dipengaruhi oleh 
variabel eksogen dalam model, baik secara langsung maupun 
tidak langsung. Perubahan nilai variabel endogen dijelaskan 
pada variabel laten yang mempengaruhi mereka termasuk dalam 
spesifikasi model. Variabel laten endogen dalam SEM, 
dinotasikan dengan “eta”(𝞰𝞰) (Riadi, 2018). 
c. Variabel Indikator 
Variabel yang dapat diukur dan diketahui secara langsung dan 
digunakan sebagai indikator pada konstruk laten. Variabel indikator 
dalam SEM, diilustrasikan dengan kotak. Variabel indikator untuk 
membentuk konstruk laten eksogen diberi simbol X, sedangkan 

































    
 
variabel indikator yang untuk membentuk konstruk variabel laten 
endogen diberi simbol Y (Riadi, 2018). 
3. Model Pengukuran 
Model pengukuran adalam model yang menjelaskan hubungan 
antara variabel indikator dengan variabel laten yang dinyatakan dalam 
loading factor (𝜆𝜆). Loading factor merupakan korelasi antara variabel 
laten dengan variabel indikator. Model pengukuran biasanya melalui 
analisis konfirmatori atau Confirmatory Factor Analysis (CFA) (Riadi, 
2018). 
a. Model pengukuran untuk 𝑋𝑋 adalah : 









Gambar 2.2 Variabel Laten Eksogen dan Indikator 
Secara matematis Gambar 2.2 dapat diuraikan dengan 














































    
 
𝑋𝑋1  =  𝜆𝜆11𝜉𝜉1 +  𝛿𝛿1
𝑋𝑋2  =  𝜆𝜆21𝜉𝜉1 +  𝛿𝛿2
⋮
𝑋𝑋𝑛𝑛  =  𝜆𝜆𝑛𝑛1𝜉𝜉1 +  𝛿𝛿𝑛𝑛�     (2.4) 
Persamaan (2.4) dapat dinotasikan dalam matriks yang 
ditunjukkan pada Persamaan (2.5) berikut: 
















𝑋𝑋 : vektor indikator pxl 
𝜉𝜉 : (ksi), vektor variabel laten mxl 
𝛿𝛿 : (delta), vektor error yang berhubungan dengan 𝑋𝑋 
𝛬𝑥 : matriks lamda (loading factor) pxm 
b. Model pengukuran untuk 𝑌𝑌 adalah : 

















































Gambar 2.3 Variabel Laten Endogen dan Indikator 
 
Secara matematis Gambar 2.3 dalam bentuk persamaan model 
pengukuran untuk semua variabel 𝑌𝑌 dapat ditulis sebagai berikut 
(Maruyama, 1998). 
𝑌𝑌1  =  𝜆𝜆11𝜂𝜂1 + 𝜀𝜀1
𝑌𝑌2  =  𝜆𝜆21𝜂𝜂1 +  𝜀𝜀2
⋮
𝑌𝑌𝑛𝑛  =  𝜆𝜆𝑛𝑛1𝜂𝜂1 +  𝜀𝜀𝑛𝑛�      (2.6) 
Persamaan (2.6) dapat dinotasikan dalam matriks yang 
ditunjukkan pada Persamaan (2.7) berikut : 









�, 𝜂𝜂 = [𝜂𝜂1] , 𝜀𝜀 =  �𝜀𝜀1𝜀𝜀2⋮
𝜀𝜀𝑛𝑛
� 
Keterangan :  
𝑌𝑌 : vektor indikator untuk variabel endogen 
𝜂𝜂 : (eta), vektor variabel laten endogen 















































    
 
𝛬𝑦  : matriks lamda (loading factor) 
4. Persamaan Model Struktural 
Hubungan antar variabel laten yang dapat ditulis notasi persamaan 
model umum sebagai berikut (Bollen, 1989). 
𝜂𝜂(𝑚𝑥𝑙) = 𝐵(𝑚𝑥𝑚) η(𝑚𝑥𝑙) +  Γ(𝑚𝑥𝑛𝑛) ξ(𝑛𝑛𝑥𝑙) + ζ(𝑚𝑥𝑛𝑛)   (2.8) 
Dimana : 
𝜂𝜂 : Variabel laten endogen mxl 
𝐵 : koefisien variabel laten endogen mxm 
Γ  : koefisien variabel laten eksogen mxn  
ξ  : variabel laten eksogen nxl 
ζ  : error model mxl  
𝑚 : banyaknya variabel laten endogen  
𝑋𝑋 : banyaknya variabel laten eksogen 
Secara matematis pada Gambar 2.1 dapat dituliskan pada 
Persamaan berikut: 
𝜂𝜂2 = 𝛾𝛾11𝜉𝜉1 + 𝜁𝜁1 
𝜂𝜂1 = 𝛾𝛾11𝜉𝜉1+ 𝛽𝛽21𝜂𝜂2 + 𝜁𝜁1 
𝜂𝜂3 = 𝛾𝛾31𝜉𝜉1 +  𝛽𝛽31𝜂𝜂1 + 𝛽𝛽32𝜂𝜂2 + 𝜁𝜁1   





� =  � 0 0 0𝛽𝛽21 0 0
𝛽𝛽31 𝛽𝛽32 0� �𝜂𝜂2𝜂𝜂1𝜂𝜂3� + �𝛾𝛾11 0 0𝛾𝛾11 0 0𝛾𝛾31 0 0� �𝜉𝜉1𝜉𝜉1𝜉𝜉1� + �𝜁𝜁1𝜁𝜁1𝜁𝜁1� (2.9)  
 
 

































    
 
5. Galat SEM 
Terdapat galat atau kesalahan dalam Structural Equation Modelling 
(SEM) diantaranya yaitu: 
a. Galat Struktural 
Galat struktural disimbolkan dengan 𝜁𝜁 “zeta”, guna memperoleh 
estimasi parameter yang konsisten, kesalahan struktural diasumsikan 
tidak berkorelasi dengan variabel eksogen dari model. Meskipun 
begitu, kesalahan struktural bisa dimodelkan agar berkorelasi dengan 
kesahalahan struktural lainnya. 
b. Galat Pengukuran 
Variabel indikator X dilambangkan dengan 𝛿𝛿 “delta” dan 
variabel indikator Y dilambangkan dengan 𝜀𝜀 “epsilon”. Matriks 
kovarians dari dilambangkan dengan “theta delta” dan untuk matriks 
kovarian dari “theta epsilon”. Galat dalam model pengukuran 
berpengaruh terhadap estimasi parameter dan besar kecilnya varians. 
Hal ini dapat diatasi oleh SEM melalui persamaan-persamaan yang 
ada dalam model pengukuran. 
6. Matriks Kovarian dalam SEM 
Matriks kovarian dari variabel indikator sebagai berikut (Timm, 
2002). 
∑(𝜃) = �Σ𝑦𝑦(𝜃) Σ𝑦𝑥(𝜃)
Σ𝑥𝑦(𝜃) Σ𝑥𝑥(𝜃)�     (2.10) 
Dengan 
Σ𝑦𝑦(𝜃) = matriks kovarian 𝑦 

































    
 
Σ𝑥𝑥(𝜃) = matriks kovarian 𝑥 
Σ𝑥𝑦(𝜃) = matriks kovarian 𝑥 dengan 𝑦 
Σ𝑦𝑥(𝜃) = matriks kovarian 𝑦 dengan 𝑥 
a. Σ𝑦𝑦(𝜃) 
Σ𝑦𝑦(𝜃) = 𝐶𝑜𝑣(𝑌𝑌,𝑌𝑌) = 𝐸(𝑌𝑌𝑌𝑌′) 
               = E[(𝛬𝑦η + ε)(𝛬𝑦η + ε)′] 
          = E[(𝛬𝑦η + ε)(𝛬𝑦′ η′ + ε′)] 
               = 𝛬𝑦𝐸(ηη′)𝛬𝑦′ + 𝛬𝑦𝐸(ηε′) + 𝛬𝑦𝐸(εη′) + 𝐸(εε′) 
               = 𝛬𝑦𝐸(ηη′)𝛬𝑦′ + 0 + 0 + Θ𝜀    
         = 𝛬𝑦𝐸(ηη′)𝛬𝑦′ + Θ𝜀      (2.11) 
𝐸(ηη′) bisa diperoleh terlebih dahulu dengan mengubah η 
dalam bentuk tereduksi. Bentuk tereduksi dari persamaan struktural 
merupakan bentuk dimana variabel endogen dinyatakan sebagai 
fungsi dari variabel eksogen dan variabel kesalahan saja. Bentuk 
tereduksi dari Persamaan (2.11) adalah sebagai berikut: 
𝜂𝜂 = 𝐵 η +  Γ ξ +  ζ  
𝜂𝜂 − 𝐵 η = Γ ξ +  ζ  (𝐼 − 𝐵)𝜂𝜂 = Γ ξ +  ζ  
𝜂𝜂 = (𝐼 − 𝐵)−1Γ ξ + (𝐼 − 𝐵)−1 ζ     (2.12) 
Persamaan (2.12) ini dinamakan sebagai bentuk persamaan 
tereduksi dari Persamaan (2.8). Dengan demikian, didapatkan 
sebagai berikut: 
𝐸(ηη′) = 𝐸[((𝐼 − 𝐵)−1Γ ξ + (𝐼 − 𝐵)−1 ζ)((𝐼 − 𝐵)−1Γ ξ + (𝐼 − 𝐵)−1 ζ)′] 

































    
 
        = (𝐼 − 𝐵)−1ΓE( ξ ξ′)Γ′(𝐼 − 𝐵)−1′ + (𝐼 − 𝐵)−1ΓE(ζζ ′)Γ′(𝐼 − 𝐵)−1′ 
         =  (𝐼 − 𝐵)−1ΓΦΓ′(𝐼 − 𝐵)−1′ + (𝐼 − 𝐵)−1Ψ(𝐼 − 𝐵)−1′  
         =  (𝐼 − 𝐵)−1[ΓΦΓ′ + Ψ](𝐼 − 𝐵)−1′   (2.13) 
Dengan mensubtitusikan Persamaan (2.13) ke Persamaan (2.11) 
diperoleh sebagai berikut: 
Σ𝑦𝑦(𝜃) = 𝛬𝑦  (𝐼 − 𝐵)−1[ΓΦΓ′ + Ψ](𝐼 − 𝐵)−1′𝛬𝑦′ + Θ𝜀 (2.14) 
b. Σ𝑥𝑥(𝜃) 
Σ𝑥𝑥(𝜃) =𝐶𝑜𝑣(𝑋𝑋,𝑋𝑋) = 𝐸(𝑋𝑋𝑋𝑋′) 
               = E[(𝛬𝑥𝜉𝜉 +  𝛿𝛿)(𝛬𝑥𝜉𝜉 +  𝛿𝛿 )′] 
               = E[(𝛬𝑥𝜉𝜉 +  𝛿𝛿)(𝛬𝑥′ 𝜉𝜉′ +  𝛿𝛿′)]  
               = 𝛬𝑥𝐸(𝜉𝜉𝜉𝜉′)𝛬𝑥′ + 𝛬𝑥𝐸(𝜉𝜉𝛿𝛿′) + 𝛬𝑥𝐸(𝛿𝛿𝜉𝜉′) + 𝐸(𝛿𝛿𝛿𝛿′) 
               = 𝛬𝑥𝐸(𝜉𝜉𝜉𝜉′)𝛬𝑥′ + 0 + 0 + Θ𝛿    
               = 𝛬𝑥𝐸(𝜉𝜉𝜉𝜉′)𝛬𝑥′ + Θ𝛿     (2.15) 
c. Σ𝑥𝑦(𝜃) 
Σ𝑥𝑦(𝜃)=𝐶𝑜𝑣(𝑋𝑋,𝑌𝑌) = 𝐸(𝑋𝑋𝑌𝑌′) 
          = E[(𝛬𝑥𝜉𝜉 +  𝛿𝛿)(𝛬𝑦η + ε)′]  
= E[(𝛬𝑥𝜉𝜉 +  𝛿𝛿)(𝛬𝑦′η′ + ε′)] 
= 𝛬𝑥𝐸(𝜉𝜉𝜉𝜉′)𝛬𝑥′ + 𝛬𝑥𝐸(𝜉𝜉𝛿𝛿′) + 𝐸(𝛿𝛿η′)𝛬𝑦 + 𝐸(𝛿𝛿ε′) 
= 𝛬𝑥𝐸(𝜉𝜉η′)𝛬𝑦′ + 0 + 0 + 0 
= 𝛬𝑥𝐸(𝜉𝜉η′)𝛬𝑦′       (2.16) 
Kembali terlebih dahulu dengan mengubah η dalam bentuk 
tereduksi, 𝐸(𝜉𝜉η′) dapat diperoleh sebagai berikut: 
𝐸(𝜉𝜉η′) = 𝐸[𝜉𝜉((𝐼 − 𝐵)−1Γ ξ + (𝐼 − 𝐵)−1 ζ)′] 

































    
 
    = 𝐸[𝜉𝜉𝜉𝜉′Γ′(𝐼 − 𝐵)−1′ + 𝜉𝜉𝜉𝜉′(𝐼 − 𝐵)−1′] 
    = 𝐸(𝜉𝜉𝜉𝜉′)Γ′(𝐼 − 𝐵)−1′ + (𝐼 − 𝐵)−1𝐸(𝜉𝜉𝜉𝜉′) 
    = ΦΓ′(𝐼 − 𝐵)−1′ + 0 
   = ΦΓ′(𝐼 − 𝐵)−1′     (2.17) 
Dengan mensubstitusikan Persamaan (2.17) ke Persamaan 
(2.16), didapatkan sebagai berikut: 
Σ𝑥𝑦(𝜃)=ΦΓ′(𝐼 − 𝐵)−1′𝛬𝑦′     (2.18) 
d. Σ𝑦𝑥(𝜃) 
Σ𝑦𝑥(𝜃) = [Σ𝑥𝑦(𝜃)]′ 
            = [𝛬𝑥ΦΓ′(𝐼 − 𝐵)−1′𝛬𝑦′]′ 
           = 𝛬𝑦(𝐼 − 𝐵)−1ΓΦ𝛬𝑥′     (2.19) 
Dengan mensubstitusikan Persamaan (2.14), Persamaan (2.15), 
Persamaan (2.16) dan Persamaan (2.17) ke matriks paling kanan 











∑(𝜃)=�𝛬𝑦(𝐼 − 𝐵)−1[ΓΦΓ′ + Ψ](𝐼 − 𝐵)−1′𝛬𝑦′+ Θ𝜀 𝛬𝑦(𝐼 − 𝐵)−1ΓΦ𝛬𝑥′
𝛬𝑥ΦΓ′(𝐼 − 𝐵)−1′𝛬𝑦′ 𝛬𝑥Φ𝛬𝑥′+ Θ𝛿 �   (2.20) 
 

































    
 
7. Identifikasi Model 
Tahapan yang membahas tentang kemungkinan memperoleh nilai 
unik untuk parameter dan memungkinkan diperoleh persamaan simultan 
dalam model. Proses identifikasi adalah aktivitas untuk menguji Derajat 
Kebebasan (Degree of Freedom) yang dianjurkan dalam SEM. Degree of 
Freedom (𝑑𝑓) adalah jumlah data yang diketahui dikurangi jumlah 
parameter estimasi (Riadi, 2018). 
𝑑𝑓 = 𝑠 − 𝑡       (2.21) 
Dimana: 
𝑡 = jumlah parameter yang ditaksir 
𝑠 = jumlah persamaan yang terbentuk dengan perhitungan 𝑠 = [(𝑝 + 𝑞)(𝑝 + 𝑞 + 1)] 2⁄  
𝑝 = jumlah variabel endogen 
𝑞 = jumlah variabel eksogen 
Terdapat beberapa identifikasi dalam model persamaan struktural 
(SEM) diantaranya yaitu (Narimawati & Sarwono, 2017). 
a. Under identified 
Dalam model ini, apabila 𝑑𝑓 < 0. Hal ini terjadi apabila jumlah 
data yang diketahui lebih kecil dari jumlah parameter yang 
diperkirakan. Dengan demikian, model akan kekurangan informasi 
yang cukup untuk mencari pemecahan estimasi parameter, hal 
tersebut dikarenakan akan terdapat solusi yang tidak terhingga untuk 
model seperti ini. 

































    
 
b. Just identified 
Dalam model ini, jika 𝑑𝑓 = 0. Hal ini terjadi apabila jumlah 
data yang diketahui sama dengan dari jumlah parameter yang 
diestimasi. Model ini secara ilmiah tidak menarik karena tidak ada 
Degree of Freedom (𝑑𝑓), sehingga model harus selalu diterima 
(tidak dapat ditolak). 
c. Over identified 
Dalam model ini, jika 𝑑𝑓 > 0. Hal ini terjadi apabila jumlah 
data yang diketahui lebih besar dari jumlah parameter yang 
diestimasi. Dengan demikian, dalam model ini memungkinkan 
adanya penolakan model. 
d. Saturated model 
Model ini mempunyai parameter bebas sebanyak jumlah 
moments (rata-rata dan varian). Jika dianalisis dengan data yang 
lengkap, maka model akan selalu cocok dengan data sampel dengan 
sempurna (dalam hal ini 𝑐ℎ𝑖 𝑠𝑞𝑢𝑎𝑟𝑒 0,0;  𝑑𝑓 = 0). 
8. Estimasi Parameter SEM 
Dalam metode SEM, umum digunakannya metode estimasi yaitu 
metode Maximum Likelihood (ML). Metode Maximum Likelihood (ML) 
memiliki sejumlah sifat yang lebih baik, hal tersebut dikarenakan 
beberapa diantaranya yakni konsisten dan efisien. Metode maximum 
likelihood (ML) tersebut mengestimasi 𝜃 dengan cara meminimumkan 
fungsi sebagai berikut (Bollen, 1989). 

































    
 
𝐹𝑀𝐿 = log|Σ(𝜃)| + 𝑡𝑟[𝑆Σ−1(𝜃)] −  log|𝑆| −  (𝑝 + 𝑞) (2.22) 
Dengan: 
Σ(𝜃) : matriks kovarian yang diturunkan dari model S : matriks kovarian sampel yang diobservasi  
𝑝 + 𝑞 : banyaknya variabel indikator 
Untuk suatu sampel random dengan 𝑋𝑋 pengamatan yang saling 
bebas 𝑧. Pdf untuk setiap 𝑧𝑖 (untuk 𝑖 =  1,2, . . . ,𝑋𝑋) adalah 𝑓(𝑧𝑖, 𝜃), 
dimana 𝜃 merupakan parameter tetap. Karena masing-masing 𝑧𝑖 
independen satu sama lain, maka pdf bersamanya adalah 
𝑓 (𝑧𝑖;  𝜃) = 𝑓 (𝑧1,𝜃) 𝑓 (𝑧2, 𝜃) … 𝑓 (𝑧𝑛𝑛 ,𝜃)    (2.23) 
Dengan fungsi likelihood 
𝐿(𝜃; 𝑧1, 𝑧2, … , 𝑧𝑛𝑛 ) =  𝐿(𝜃, 𝑧1)𝐿(𝜃, 𝑧2) … 𝐿(𝜃, 𝑧𝑛𝑛)  (2.24) 
Dimana 𝐿(𝜃; 𝑧𝑖) merupakan nilai dari 𝑓(𝑧𝑖, 𝜃) yang dapat 
dituliskan sebagai berikut: 
𝑓(𝑧; Σ) =  (2𝜋)−(𝑝+𝑞)/2|Σ|−1/2𝑒��−12�𝑧′Σ−1𝑧�    (2.25)  
Fungsi kepadatan bersama untuk sampel acak bebas pada z sebagai 
berikut: 
𝑓(𝑧1, 𝑧2, … , 𝑧𝑛𝑛;Σ) = ∏ 𝑓(𝑧𝑖; Σ)𝑛𝑛𝑖=1  
= 𝑓(𝑧1; Σ)𝑓(𝑧2; Σ) … 𝑓(𝑧𝑛𝑛;Σ) 
=(2𝜋)−(𝑝+𝑞) 2⁄ |Σ|−12𝑒��−12�𝑧1′Σ−1𝑧1�. (2𝜋)−(𝑝+𝑞) 2⁄ |Σ|−12𝑒��−12�𝑧2′Σ−1𝑧2� ⋯ 
(2𝜋)−(𝑝+𝑞)/2|Σ|−12𝑒��−12�𝑧𝑛′Σ−1𝑧𝑛�  
=(2𝜋)−𝑛𝑛(𝑝+𝑞) 2⁄ |Σ|−𝑛𝑛 2⁄ �𝑒��−12�𝑧1′Σ−1𝑧1�. 𝑒��−12�𝑧2′Σ−1𝑧2� … 𝑒��−12�𝑧𝑛′Σ−1𝑧𝑛�� 

































    
 
= (2𝜋)−𝑛𝑛(𝑝+𝑞)/2|Σ|−𝑛𝑛/2𝑒��−12� ∑ 𝑧𝑖′Σ−1𝑧𝑖𝑛𝑖=1 �  
Maka fungsi likelihood adalah: 
𝐿(𝜃) =  (2𝜋)−𝑛𝑛(𝑝+𝑞)/2|Σ(𝜃)|−𝑛𝑛/2𝑒��−12�𝑧𝑖′Σ−1(𝜃)𝑧𝑖�     (2.26) 






�∑ 𝑧𝑖′Σ−1(𝜃)𝑧𝑖𝑛𝑛𝑖=1     (2.27) 
Misalkan Persamaan −�1
2
�∑ (𝑧𝑖′Σ−1(𝜃)𝑧𝑖)𝑛𝑛𝑖=1 , berdasarkan sifat trace 




�∑ (𝑧𝑖′Σ−1(𝜃)𝑧𝑖)𝑛𝑛𝑖=1  = −�12�∑ 𝑡𝑟(𝑧𝑖′Σ−1(𝜃)𝑧𝑖)𝑛𝑛𝑖=1 ; 𝑡𝑟(𝐴𝐵𝐶) =
𝑡𝑟(𝐶𝐴𝐵) 







  =  −�𝑛𝑛
2
� 𝑡𝑟[𝑆Σ−1(𝜃)]      (2.28) 
Dimana 𝑆 =  𝑋𝑋−1𝑧𝑖′𝑧𝑖 adalah matriks kovarian sampel berdasarkan 
MLE. Substitusi Persamaan (2.28) ke Persamaan (2.27) sebagai berikut: 





� {log|Σ(𝜃)| + 𝑡𝑟[𝑆Σ−1(𝜃)]} (2.29) 
Nilai 𝜃 yang memaksimumkan 𝐿(𝜃) diperoleh dengan 
mendifferensialkan log 𝐿(𝜃) terhadap 𝜃 dan disamadengankan nol, dan 




= 0        (2.30) 





































< 0        (2.31) 
Nilai 𝜃 yang memaksimumkan log( 𝜃) disebut sebagai taksiran 
maximum likelihood dan dinotasikan dengan 𝜃�. 
9. Keakuratan Parameter CFA 
Tujuan dari CFA ini yaitu berguna untuk mengkonfirmasi teori 
yang sudah ada dalam menguji keakuratan parameter. Hubungan antara 
variabel-variabel indikator dalam menghitung variabel laten dapat 
diketahui dengan statistik uji t, karena loading factor (𝜆𝜆𝑖) dalam CFA 
menggunakan standadized estimate yang dimana mempunyai kedudukan 
yang sama dengan regresi (Ferdinand, 2002).  Hipotesis yang digunakan 
adalah sebagai berikut. 
𝐻0 : 𝜆𝜆𝑖 = 0 
(loading faktor tidak signifikan dalam menghitung variabel laten) 
𝐻1 : 𝜆𝜆𝑖 ≠ 0 
(loading faktor tidak signifikan dalam menghitung variabel laten) 
Dimana 𝑖 =  1,2, . . . ,𝑋𝑋 variabel indikator 
Statistik uji t dapat dihitung dengan Persamaan (2.32) berikut. 
𝑇ℎ𝑖𝑡𝑢𝑛𝑛𝑔 =  𝜆�𝑖𝑆𝐸  �𝜆�𝑖�      (2.32) 
Dimana 
?̂?𝜆𝑖 = taksiran prameter hubungan kausal 
𝑆𝐸�?̂?𝜆𝑖� = �𝜎�2𝑛𝑛        (2.33) 

































    
 
𝜎�2 =  ∑ (𝑥𝑖−?̅?)2𝑛𝑖=1
𝑛𝑛−1
      (2.34) 
𝑥𝑖 = nilai variabel pengamatan 𝑥 ke 𝑖 
?̅? = Rata-rata nilai variabel indikator 𝑥 
Keputusan: Jika nilai 𝑇ℎ𝑖𝑡𝑢𝑛𝑛𝑔 <  𝑡�𝛼 2� ,𝑑𝑓� maka batal tolak 𝐻0 dan 
dapat disimpulkan bahwa 𝜆𝜆𝑖 tidak signifikan dalam menghitung atau 
membentuk variabel laten. 
Reliabilitas variabel laten bisa diketahui dengan menghitung dari 
nilai construct reliability (𝜌�𝑐) pada Persamaan (2.35) berikut. 





+ �∑ 𝛿�𝑖𝑛𝑖=1 ��     (2.35) 
Dimana : 
𝜌�𝑐 = construct reliability 
?̂?𝜆𝑖 = loading factor ndikator 
?̂?𝛿𝑖 = measurement error untuk setiap indikator, ?̂?𝛿𝑖 = 1 −  ?̂?𝜆𝑖2 
𝑋𝑋 = jumlah indikator dalam variabel laten 
Variabel laten bisa dikatakan reliabel, apabila mempunyai 
construct reliability dengan nilainya lebih besar dari 0,5. 
10. Uji Kesesuaian Model 
Indikator kesesuaian model SEM bisa dilihat dari bagian ukuran 
yang diantaranya yaitu Chi-Square Statistic, The Root Mean Square 
Error of Approximation (RMSEA), Goodnest of Fit Indices (GFI), 
Adjusted Goodnest of Fit Index (AGFI), dan Comparative Fit Index (CFI) 
(Engel, Moosbrugger, & Muller, 2003). 

































    
 
a. Chi Square (χ2) dan Probabilitas 
Uji statistik pertama dan satunya dalam GOF (Goodnes of Fit). 
Chi Square ini berguna untuk menguji seberapa erat kecocokan 
antara matriks kovarian sampel S dengan matrik kovarian ∑(𝜃) . Uji 
statistik χ2 adalah 
χ2(𝑑𝑓) = (𝑋𝑋 − 1)𝐹(𝑆,∑(𝜃))    (2.36) 
Sebuah distribusi Chi-Square dengan degree of freedom (df) 
sebesar 𝑐 − 𝑝. 
Dimana 
𝑐 = (𝑋𝑋𝑥 + 𝑋𝑋𝑦)(𝑋𝑋𝑥 + 𝑋𝑋𝑦 + 1) 2⁄  adalah banyaknya matrik 
varian-kovarian dari variabel teramatai 
𝑋𝑋𝑥 = banyaknya variabel 𝑥 
𝑋𝑋𝑦 = banyaknya variabel 𝑦 
𝑝 = parameter yang diestimasi 
𝑋𝑋 = ukuran sampel 
Menurut Joreskog & Sorbom (1989), χ2 seharusnya lebih 
diperlakukan sebagai ukuran goodnes of fit (atau badness of fit) dan 
bukan uji statistik. χ2 disebut sebagai badness of fit apabila nilai 𝜒2 
yang besar sehingga menunjukkan kecocokan yang kurang baik, 
sedangkan nilai χ2 yang kecil menunjukkan kecocokan yang baik 
(goodnes of fit). 
𝑃 merupakan probabilitas guna didapatkan penyimpangan besar 
sehingga nilai chi-square yang signifikan (≤ 0,05) menunjukkan 

































    
 
bahwa data empiris yang didapatkan mempunyai perbedaan teori 
yang sudah dibangun. Sedangkan nilai probabilitas tidak signifikan 
yaitu yang diharapkan menunjukkan data empiris sesuai dengan 
model. Oleh karena itu diperoleh kesimpulan hipotesis diterima jika 
nilai 𝑝 yang diharapkan lebih besar daripada 0,05. 
Dengan demikian χ2 tidak bisa dijadikan sebagai satunya ukuran 
dalam kecocokan model keseluruhan. Maka dari itu para peneliti 
menggunakan banyak alternatif ukuran kecocokan data model guna 
memperbaiki bias karena sampel yang besar juga meningkatkan 
kompleksitas model. 
b. The Root Mean Square Error of Approximation (RMSEA) 
Ukuran guna memperbaiki kecenderungan statistik χ2 menolak 
model dengan jumlah sampel besar. Nilai RMSEA antara 0,05 
sampai 0,08 yang merupakan ukuran yang dapat diterima. Hasil uji 
empiris RMSEA cocok untuk menguji model konfirmatori dengan 
jumlah sampel besar. 
𝑅𝑀𝑆𝐸𝐴 =  �max ��𝜒𝑚𝑜𝑑𝑒𝑙2 − 𝑑𝑓𝑚
𝑛𝑛𝑑𝑓𝑚
� , 0�    (2.37) 
Dimana 
𝜒𝑚𝑜𝑑𝑒𝑙
2 = nilai statistik uji χ2 model yang dianalisis 
𝑑𝑓𝑚= derajat bebas pengujian model yang dianalisis 
𝑋𝑋 = jumlah sampel 
 

































    
 
c. Goodnest of Fit Indices (GFI) 
Ukuran non statistik yang nilainya berkisar dari nilai 0 (poorfit) 
sampai 1.0 (perfect fit). Nilai GFI tinggi menunjukkan nilai fit yang 
lebih baik. Dianjurkan nilai GFI diatas 90% untuk ukuran good-fit. 
𝐺𝐹𝐼 =  1 − 𝜒𝑚𝑜𝑑𝑒𝑙2
𝜒𝑛𝑢𝑙𝑙𝑙
2       (2.38) 
Dengan: 
𝜒𝑚𝑜𝑑𝑒𝑙
2  = nilai statistik uji χ2 model yang dianalisis 
𝜒𝑛𝑛𝑢𝑙𝑙
2  = nilai statistik uji χ2 model nol 
d. Adjusted Goodnest of Fit Index (AGFI) 
Pengembangan dari GFI yang disesuaikan dengan ratio degree 
of freedom untuk proposed model dengan degree of freedom untuk 
null model. Nilai yang direkomendasikan adalah ≥ 0,90. 
𝐴𝐺𝐹𝐼 =  1 − 𝑑𝑓𝑛𝑢𝑙𝑙
𝑑𝑓𝑚𝑜𝑑𝑒𝑙
(1 −  𝐺𝐹𝐼)  
    =  1 −  𝜒𝑚𝑜𝑑𝑒𝑙2 /𝑑𝑓𝑚𝑜𝑑𝑒𝑙
𝜒𝑛𝑢𝑙𝑙
2 / 𝑑𝑓𝑛𝑢𝑙𝑙     (2.39) 
Dengan 
𝜒𝑚𝑜𝑑𝑒𝑙
2  = Nilai Chi-Square modelyang dianalisis 
𝜒𝑛𝑛𝑢𝑙𝑙
2   = Nilai Chi-Square model nol 
𝑑𝑓𝑛𝑛𝑢𝑙𝑙 = (𝑝 + 𝑞)(𝑝 + 𝑞 + 1)/2 = jumlah derajat kebebasan 
model nol 
𝑑𝑓𝑚𝑜𝑑𝑒𝑙 = (𝑝+𝑞)(𝑝+𝑞+1)2  – 𝑡 = jumlah derajat kebebasan model 
yang dianalisis. 
 

































    
 
e. Comparative Fit Index (CFI) 
Nilai CFI berkisar antara 0 sampai 1. Nilai CFI ≥ 0,97 
menunjukkan good fit. Sedangkan 0,95 ≤ CFI < 0,97 sering disebut 
sebagai marginal fit. Nilai CFI dapat dihitung dengan menggunakan 
rumus sebagai berikut: 
𝐶𝐹𝐼 = 1 −  max��𝜒𝑚𝑜𝑑𝑒𝑙2 −𝑑𝑓𝑚𝑜𝑑𝑒𝑙�,0�
𝑚𝑎𝑥��𝜒𝑚𝑜𝑑𝑒𝑙
2 −𝑑𝑓𝑚𝑜𝑑𝑒𝑙�−�𝜒𝑚𝑑
2 −𝑑𝑓𝑚𝑜𝑑𝑒𝑙�,0�  (2.40) 
Dimana : 
𝜒𝑚𝑑
2  = Nilai Chi-Square dari model dasar (independent model) 
𝜒𝑚𝑜𝑑𝑒𝑙
2  = Nilai Chi-Square dari model yang dianalisis 
𝑑𝑓 = derajat kebebasan 
Nilai kritis yang direkomendasikan untuk indikator-indikator 
kesesuaian model tersebut, ditunjukkan pada Tabel 2.1 berikut. 
Tabel 2.1 Nilai Kritis Indikator Kesesuaian Model 
 Model Fit Model Dapat Diterima 
Chi Square 0 ≤  χ2  ≤ 2𝑑𝑓 2𝑑𝑓 <  χ2  ≤ 3𝑑𝑓 
P-value 0,05 < 𝑃 − 𝑣𝑎𝑙𝑢𝑒 ≤ 1,00 1,00 ≤ 𝑃 − 𝑣𝑎𝑙𝑢𝑒 ≤ 0,05 
GFI 0,95 ≤ 𝐺𝐹𝐼 ≤ 1,00 0,90 ≤ 𝐺𝐹𝐼 < 0,95 
AGFI 0,90 ≤ 𝐴𝐺𝐹𝐼 ≤ 1,00 0,85 ≤ 𝐴𝐺𝐹𝐼 < 0,90 
RMSEA 0 ≤ 𝑅𝑀𝑆𝐸𝐴 ≤ 0,05 0,05 < 𝑅𝑀𝑆𝐸𝐴 ≤ 0,08 
CFI 0,97 ≤ 𝐶𝐹𝐼 ≤ 1,00 0,95 ≤ 𝐶𝐹𝐼 < 0,97 
 Sumber: (Engel, Moosbrugger, & Muller, 2003) 
Dari beberapa uji kesesuaian model yang telah dijelaskan di atas, 
suatu model dapat dikatakan baik apabila setidaknya ada salah satu 
metode uji kesesuaian model memenuhi kriteria di atas.   
11. Tahapan SEM 
Dalam pemodelan dan analisis struktural (SEM) terdapat beberapa 
tahapan dan langkah-langkahnya juga memiliki syarat-syarat yang harus 

































    
 
dipenuhi agar model yang diujikan benar dan mampu dikatakan model 
yang baik. Tahapan dan langkah-langkahnya adalah sebagai berikut 
(Wijanto, 2007). 
a. Membuat konseptualisasi model dan teori 
Melakukan identifikasi secara teoritis terhadap permasalahan 
penelitian. Topik penelitian ditelaah secara mendalam dan hubungan 
antara variabel yang akan dihipotesiskan harus didukung oleh 
justifikasi teori yang kuat. Hal tersebut dikarenakan SEM guna untuk 
mengkonfirmasi apakah data observasi sesuai dengan teori atau 
tidak. Langkah ini mutlak harus dilakukan dan setiap hubungan yang 
akan digambarkan dalam langkah lebih lanjut harus mempunyai 
dukungan teori yang kuat. 
b. Membuat diagram alur untuk menjelaskan pola hubungan antar 
variabel laten 
Langkah selanjutnya yakni menyusun diagram jalur untuk 
hubungan antar variabel. Terdapat dua hal yang harus dilakukan 
yakni menyusun model struktural yaitu menghubungkan antar 
variabel laten baik eksogen maupun endogen dan menyusun 
measurement model merupakan menghubungkan variabel laten 
eksogen atau endogen dengan variabel indikator. 
c. Mengkonversi diagram jalur ke dalam persamaan struktural dan 
model pengukuran 

































    
 
Langkah ketiga yaitu mengkonversi diagram jalur ke dalam 
persamaan, baik persamaan struktural maupun persamaan model 
pengukuran. 
1) Persamaan struktural (Structural Equation Modelling) yang 
dirumuskan untuk menyatakan hubungan sebab-akibat antar 
beragam variabel. 
2) Persamaan spesifikasi model pengukuran (measurement model), 
yang mana perlu ditentukan variabel yang mengukur konstruk 
dan menentukan serangkaian matriks guna menunjukkan 
korelasi antar variabel. 
d. Mengidentifikasi model struktural 
Tahap identifikasi model ini adalah tahapan yang mengkaji 
mengenai terdapat kemungkinan diperoleh nilai yang unik untuk 
paramater dan kemungkinan yang dihasilkan pada persamaan 
simultan dalam model.  
e. Mengevaluasi kesesuaian model 
Tahapan yang menguji dari kecocokan antara model dengan 
data yang digunakan. Beberapa kriteria ukuran kecocokan atau 
Goodness Of Fit (GOF) diantaranya yaitu Chi-Square, P-value, GFI, 
AGFI, RMSEA, dan CFI yang dapat digunakan untuk melakukan 
langkah ini. Dari beberapa uji kecocokan model tersebut, jika salah 
satu uji kecocokan model kriterianya yang pada Tabel 2.1 telah 
terpenuhi maka model dapat dikatakan baik. 

































    
 
f. Interpretasi dan Modifikasi model 
Memodifikasi model guna model yang diperoleh itu tidak 
memenuhi syarat pengujian yang telah dilakukan. Ketika model 
sudah dinyatakan diterima, maka dapat dipertimbangkan untuk 
dilakukannya modifikasi model guna memperbaiki penjelasan 
teoritis atau goodness of fit. Modifikasi dari model awal harus 
dilakukan setelah dikaji banyak pertimbangan. Jika model 
dimodifikasi, maka model tersebut harus diestimasi dengan data 
terpisah sebelum model modifikasi diterima. 
Pengukuran model dapat dilakukan dengan modification indices. 
Nilai modification indices yaitu sama dengan terjadinya penurunan 
Chi-square apabila koefisien diestimasi. 
12. Structural Equation Modelling berbasis varians (Partial Least Square) 
Metode yang kuat dari analisis dikarenakan kurangnya 
ketergantungan pada skala pengukuran, ukuran sampel dan distribusi 
residual. PLS mejadi metode alternatif untuk Structural Equation 
Modelling (SEM) (Wold, 2013). SEM dengan PLS adalah suatu teknik 
alternatif pada analisis SEM dimana data yang dipergunakan tidak harus 
berdistribusi normal multivariat. SEM-PLS terdiri dari tiga komponen, 
yaitu model struktural (inner model), model pengukuran (outer model), 
dan weight relation. 
 
 

































    
 
a. Uji Kelayakan Model 
Dalam uji kelayakan model pengukuran terdapat penilaian 
terhadap variabel penelitian yaitu reliabelitas dan validitas atau bisa 
disebut sebagai hubungan antara indikator dengan variabel laten. 
Kriteria model pengukuran terdiri dari convergent validity, 
deskriminant validity, dan composite reliability. 
1) Convergent Validity 
Model pengukuran dinilai berdasarkan korelasi antar item 
score dengan construct score yang dihitung dengan 
menggunakan PLS. Model dikatakan baik apabila nilai korelasi 
lebih tinggi dari 0,70 dengan konstruk yang ingin diukur. 
2) Deskriminant Validity 
Model pengukuran dinilai berdasarkan cross loading 
pengukuran dengan konstruk. Apabila nilai korelasi konstruk 
dengan item pengukuran lebih besar daripada ukuran konstrak 
lainnya, maka konstruk laten memprediksi ukuran blok mereka 
lebih baik daripada ukuran pada blok lainnya. 
Average Variance Extracted (AVE) adalah metode lain 
untuk mengukur deskriminant validity yaitu dengan 
membandingkan nilai akar kuadrat dari AVE, tetapi jika nilai 
akar kuadrat AVE setiap konstruk lebih besar daripada nilai 
korelasi antara konstruk dengan konstruk lainnya dalam model, 

































    
 
maka dikatakan mempunyai nilai deskriminant validity yang 
baik. Dimana rumus dari AVE sebagai berikut. 
𝐴𝑉𝐸 =  ∑ 𝜆𝑖2𝑛𝑖=1
∑ 𝜆𝑖
2𝑛
𝑖=1 +∑ 𝑣𝑎𝑟(𝜀𝑖)𝑛𝑖=1      (2.41) 
Dimana 
𝜆𝜆𝑖 = component loading indikator  
𝑣𝑎𝑟(𝜀𝜀𝑖) = 1 − 𝜆𝜆𝑖2   
Nilai AVE yang direkomendasikan yaitu harus lebih dari 0,05. 
3) Composite Reliability 
Blok indikator yang menghitung suatu konstruk yang 
dapat dievaluasi dengan dua macam ukuran yaitu interval 
consistency dan cronbach’s alpha. Berikut rumus untuk 
composite reliability. 







     (2.42) 
𝑝𝑐 merupakan ukuran interval consistency hanya dapat 
digunakan untuk konstruk indikator. Variabel laten mempunyai 
reliabilitas yang tinggi apabila nilai composite reliability atau 
cronbach’s alpha diatas 0,7. 
Pengujian model struktural dilakukan untuk melihat 
hubungan antar variabel laten, yang mana dilihat dari R-square 
juga dengan melihat besar koefisien jalur strukturalnya. 
Stabilitas dari estimasi ini dievaluasi dengan menggunakan uji t-
statistik yang diperoleh lewat prosedur bootstraping. 

































    
 
Setelah melakukan evaluasi terhadap kesesuaian model, 
dilakukannya kesesuaian model pengukuran terhadap masing-
masing konstruk laten dalam model. Ukuran kesesuaian yang 
baik akan didapatkan apabila: 
a) Nilai t-statistik muatan faktor (loading factor) lebih besar 
dari t-tabel (1,96) 
b) Standardized loading factor sebesar 0,5 
Tahap terakhir dalam pengujian adalah memeriksa 
kesesuaian model struktural yang berkaitan dengan pengujian 
hubungan antar variabel yang dihipotesiskan. Evaluasi akan baik 
apabila: 
a) Koefisien hubungan antar variabel signifikan (t-statistik 
1,96). 
b) Nilai R-square mendekati 1. Nilai ini menjelaskan seberapa 
besar variabel eksogen yang dihipotesisikan dalam 
persamaan mampu menerangkan variabel endogen. 
b. Bootstrap 
Metode nonparametrik yang bisa menaksir parameter-parameter 
dari suatu distribusi, varians dari sampel median serta dapat 
menaksir error (Efron & Tibshirani, 1993). Metode bootstrap 
dilakukan pengambilan sampel dengan pengambilan pada sampel 
data. Penentuan besarnya nilai 𝐵 (banyaknya replikasi) sangat 
variatif, karena besar kecilnya nilai 𝐵 dapat memberikan hasil yang 

































    
 
berbeda pada setiap tahapan dalam analisis. Nilai 𝐵 yang besar 
biasanya akan sangat baik untuk menentukan selang kepercayaan. 
c. Pengujian Hipotesis 
Pengujian hipotesis untuk (𝛾𝛾 dan 𝜆𝜆) dapat dilakukan dengan 
metode resampling bootstrap. Hipotesis yang digunakan adalah 
sebagai berikut : 
1) Hipotesis statistik guna struktur model, pengaruh antar variabel 
laten (eksogen –endogen atau endogen-endogen) adalah: 
𝐻0 : 𝛾𝛾𝑖 = 0 
𝐻0 : 𝛾𝛾𝑖 ≠0 
2) Sedangan hipotesis untuk pengukuran model adalah: 
𝐻0: 𝜆𝜆𝑖 = 0 
𝐻0 : 𝜆𝜆𝑖 ≠ 0 
Pengujian menggunakan statistik uji t yang dihitung melalui 
rumus berikut: 
𝑡 =  𝛾�
𝑆𝐸(𝛾�) dan 𝑡 =  𝜆�𝑆𝐸�𝜆��       (2.43) 
Apabila didapatkan hasil t-statistik lebih besar dari nilai kritis t 
pada 2-tailed yaitu 1,96 pada taraf signifikansi 5%, maka bisa 
disimpulkan bahwa koefisien jalur signifikan dan sebaliknya (Hair, 





































    
 
E. Integrasi Keislaman dalam Pemberian Bantuan Kemiskinan 
Dalam islam memerintahkan umatnya agar menjadi umat yang suka 
bergotong royong saling tolong menolong kepada sesama. Sebagaimana  
terdapat dalam Al-Qur’an Surah Al-Maidah ayat 2: 
  َ َّ�ٱ َِّنإ ۖ َ َّ�ٱ ْاوُق َّ�ٱَو �ِٰن�َۡدُعۡلٱَو ِۡمث ِ�ۡٱ 
َ�َ ْاُونَواَع�َ �ََو ٰۖىَوۡقَّ�ٱَو ِ ّ�ِ
ۡلٱ َ�َ ْاُونَواَع�ََو 
 ِباَقِعۡلٱ ُديِدَش )۲(  
Artinya :”Dan tolong-menolonglah kamu dalam (mengerjakan) 
kebajikan dan takwa, dan jangan tolong-menolong dalam berbuat dosa dan 
pelanggaran. Dan bertakwalah kamu kepada Allah, sesungguhnya Allah 
sangat berat siksaan-Nya”. 
Rasulullah SAW juga telah menyerukan untuk hidup saling bergotong 
royong saling bantu membantu dan tolong menolong antara sesama manusia. 
Pada hakekatnya manusia merupakan insan sosial yang tidak bisa memenuhi 
kebutuhan hidupnya sendiri dan selalu membutuhkan bantuan orang lain, oleh 
karena itu manusia satu dengan manusia lainnya pasti saling membutuhkan. 
Di sinilah fungsi sikap tolong-menolong dibutuhkan dalam bentuk 
membantu juga meringankan beban satu sama lain. Misalnya manusia itu 
diberi wewenang sebagai pemimpin. Jika sebagai pemimpin (pemerintahan) 
maka seharusnya mempergunakan kewenangan tersebut untuk membantu 
rakyatnya yang sedang mengalami kesusahan atau membuat program-
program guna mengentaskan suatu masalah yaitu kemiskinan. Program-

































    
 
program yang dimaksudkan disini yaitu Program Bantuan dan Perlindungan 
Sosial. 
Selain itu, manusia sebagai ilmuwan. Maka upaya yang dapat 
dilakukan manusia sebagai ilmuwan adalah salah satunya dengan memetakan 
jenis bantuan yang berkeadilan dan tepat sasaran kepada masyarakat sehingga 
program bantuan yang diberikan benar-benar mampu mengatasi atau 
mengurangi tingkat kemiskinan menggunakan metode Structural Equation 
Modelling (SEM).  
 
 





































A. Jenis Penelitian 
Berdasarkan data dan tujuan yang ingin dicapai dalam penelitian ini, 
maka penelitian ini merupakan penelitian deskriptif kuantitatif, karena data 
dalam penelitian ini berupa data angka atau numerik yang dideskripsikan 
untuk menjawab permasalahan. 
B. Data 
Dalam penelitian ini menggunakan data sekunder yang diperoleh dari 
Dinas Sosial Kabupaten Bangkalan pada tahun 2018. Data yang digunakan 
dalam penelitian ini adalah sebagai berikut : 
Tabel 3.1 Data Penelitian 
Variabel 
Laten 
 Variabel Indikator (Tiap Desa) 
Kesehatan 
X1 Persentase rumah tangga miskin dengan jenis 
dinding bangunan tempat tinggalnya terbuat dari 
bambu atau rumbia atau kayu berkualitas rendah 
 X2 Persentase rumah tangga miskin luas kavling 
termasuk bangunan yang kurang dari 60m2 
 X3 Persentase rumah tangga miskin tidak 
mempunyai septictank pembuangan air tinja 
 X4 Persentase rumah tangga miskin yang sumber air 
minumnya berasal dari sumur atau mata air yang 
tidak terlindung ataupun sungai 
 X5 Persentase rumah tangga miskin tidak 
mempunyai fasilitas tempat buang air besar 
 X6 Persentase rumah tangga miskin tidak 
mempunyai jenis atap dari genteng 
 X7 Persentase rumah tangga miskin tidak sanggup 
membayar biaya pengobatan di Puskesmas atau 
poliklinik 
Ekonomi Y1 Pesentase rumah tangga miskin sumber 
penerangan tidak menggunakan listrik 
 Y2 Persentase rumah tangga miskin bahan bakar 

































    
 
yang digunakan untuk memasak sehari-hari 
adalah kayu bakar atau arang atau minyak tanah 
 Y3 Persentase rumah tangga miskin status 
kepemilikan bangunan tidak milik sendiri 
SDM Y4 Persentase pendidikan tertinggi kepala rumah 
tangga miskin tidak sekolah atau tidak tamat SD 
ataupun hanya tamat SD 
Bantuan Y5 Prosentase program bantuan rumah tangga 
miskin 
 
C. Teknik Analisis Data 
Teknik analisis yang digunakan dalam penelitian ini ada 2, 
diantaranya yaitu pertama, teknik analisis data menggunakan metode CB-
SEM dan kedua, teknik analisis data menggunakan metode SEM-PLS sebagai 
berikut: 
1. Teknik Analisis Data Menggunakan Metode CB-SEM 
a. Pengujian asumsi yaitu normalitas data yang dilakukan dengan 
menggunakan metode uji skewness dan kurtosis. Dan juga 
mendeteksi data outlier dengan melihat mahalanobis distance. 
Apabila data tidak normal maka dapat dilakukan dengan 
transformasi data dengan cara akar kuadrat (Square Root). 
b. Melakukan pengujian Confirmatory Factor Analysis (CFA). 
c. Melakukan pengujian Covariance Based-Structural Equation 
Modelling (CB-SEM) yaitu sebagai berikut. 
1) Membuat konseptualisasi model dan teori diantaranya adalah 
sebagai berikut. 
Model 1 : Kesehatan berpengaruh signifikan terhadap SDM 

































    
 
Model 2 : Kesehatan dan SDM berpengaruh signifikan terhadap 
Ekonomi 
Model 3 : Kesehatan, Ekonomi dan SDM berpengaruh 
signifikan terhadap Bantuan 
2) Membuat diagram jalur yang dapat menjelaskan pola hubungan 










Gambar 3.1 Diagram Jalur pada Variabel Laten  
3) Mengkonversi diagram jalur ke dalam persamaan struktural. 
Model 1: 𝜂𝜂2 = 𝛾𝛾21Kesehatan + 𝜁𝜁1 
Model 2: 𝜂𝜂1 = 𝛾𝛾11Kesehatan + 𝛽𝛽21 SDM + 𝜁𝜁1 
Model 3: 𝜂𝜂3 = 𝛾𝛾31Kesehatan +  𝛽𝛽31 Ekonomi + 𝛽𝛽32 SDM + 𝜁𝜁1 
4) Mengidentifikasi model untuk memeriksa model dalam keadaan 
















































    
 
5) Mengevaluasi kesesuaian model yaitu GOF untuk melihat 
kebaikan model berdasarkan kriteria yang ada berdasarkan pada 
Tabel 2.1. Sehingga kriteria tersebut akan didapatkan model 
yang sesuai. 
6) Melakukan modifikasi model jika terdapat model yang belum fit 
dan tidak memenuhi syarat untuk mendapatkan model yang 
sesuai. 
7) Menginterpretasikan model yang diperoleh. 
8) Menganalisis pengaruh bantuan pada setiap indikator yang 
didapatkan dari hasil model tersebut terbaik CB-SEM 
(Covariance Based-Structural Equation Modelling). 
2. Teknik Analisis Data Menggunakan SEM-PLS 
a. Merancang model pengukuran, yaitu hubungan antara variabel laten 
dengan variabel indikator. 
b. Merancang model struktural (hubungan antar variabel laten yang 
digunakan). 
c. Membuat diagram jalur yang menjelaskan pola hubungan antara 
variabel laten dengan indikatornya.  
d. Melakukan konversi diagram jalur kedalam persamaan struktural. 
Model 1: 𝜂𝜂2 = 𝛾𝛾21Kesehatan + 𝜁𝜁1 
Model 2: 𝜂𝜂1 = 𝛾𝛾11Kesehatan + 𝛽𝛽21 SDM + 𝜁𝜁1 
Model 3: 𝜂𝜂3 = 𝛾𝛾31Kesehatan +  𝛽𝛽31 Ekonomi + 𝛽𝛽32 SDM + 𝜁𝜁1 
 

































    
 
e. Melakukan evaluasi model SEM-PLS 
Evaluasi model SEM-PLS pada model pengukuran dievaluasi 
dengan melihat validitas dan reliabilitas, selanjutnya juga evaluasi 
model struktural. Sedangkan untuk evaluasi goodness of fit model 
struktural diukur dengan melihat R-Square yang diperoleh pada 
setiap variabel laten endogen. 
f. Melakukan pengujian hipotesis 
Pengujian hipotesis ini dilakukan dengan metode resampling 
bootstrap karena memungkingkan berlakunya data berdistribusi 
bebas sehingga tidak memerlukan asumsi distribusi normal. Statistik 
yang digunakan dalam penelitian ini yaitu menggunakan statistik t 
(uji t). 
g. Menarik kesimpulan. 
D. Diagram Alir Penelitian 
Tahap analisis penyelesaian untuk penelitian ini sebagaimana 








































































Pemodelan Persamaan Struktural 
model dugaan 1, 2 dan 3   
Perancangan Model CFA dan 
Struktural  


































































Merancang Model Pengukuran 
Merancang Model Struktural 
Membuat Diagram Jalur 










































ANALISIS DAN PEMBAHASAN 
Dalam bab ini menjelaskan mengenai perbandingan CB-SEM dan SEM-
PLS untuk analisis tingkat kemiskinan di Kabupaten Bangkalan. Sampel yang 
digunakan dalam penelitian ini yaitu 263 desa, dikarenakan dari 281 desa 
sebanyak 18 desa tidak diikutkan dalam analisis karena tidak mendukung analisis 
selanjutnya yaitu terdapat data yang kosong. Dalam penelitian ini menggunakan 
metode statistik untuk menganalisis tingkat kemiskinan di Kabupaten Bangkalan 
sebagai dasar pemberian bantuan berdasarkan indikator kesehatan, ekonomi, dan 
SDM yang diantaranya meliputi analisis statistika deskriptif, CFA (Confirmatory 
Factor Analysis), dan SEM (Structural Equation Modelling).  
A. Deskripsi Data Penelitian 
Dalam penelitian ini menggunakan data prosentase rumah tangga 
miskin di Kabupaten Bangkalan pada tahun 2018 dengan beberapa variabel 
laten beserta indikatornya, diantaranya yaitu terdapat 7 indikator dalam 
variabel laten kesehatan, kemudian 3 indikator dalam variabel laten ekonomi, 
1 indikator dalam variabel laten SDM, dan sedangkan variabel laten bantuan 
terdiri 1 indikator. Setiap data yang membentuk variabel laten dapat 
digambarkan sebagai berikut: 

































    
 
 
Gambar 4.1 RTM Jenis Dinding Bangunan Tempat Tinggal (X1) 
Berdasarkan Gambar 4.1 diketahui bahwa rumah tangga miskin 
dengan jenis dinding bangunan tempat tinggalnya terbuat dari bambu atau 
rumbia atau kayu yang berkualitas rendah tiap desa di Kabupaten Bangkalan 
yaitu sebesar 30%.  Sedangkan untuk rumah tangga miskin dengan jenis 
dinding bangunan tempat tinggal yang terbuat dari tembok sebesar 70%. 
Sedangkan untuk luas kavling bangunan yang dimiliki rumah tangga miskin 
tiap desa di Kabupaten Bangkalan dapat dilihat pada Gambar 4.2 berikut. 
 
Gambar 4.2 RTM Luas Kavling Banguan Tiap Desa (X2) 
Berdasarkan Gambar 4.2 bahwa rumah tangga miskin tiap desa di 













































    
 
dari 60 𝑚2 sebesar 89%. Sedangkan untuk luas kavling yang lebih besar dari 
60 𝑚2  sebesar 11%. Jika dilihat dari kepemilikan septictank rumah tangga 
tiap desa ditunjukkan pada Gambar 4.3 berikut. 
 
Gambar 4.3 RTM Kepemilikan Septictank Pembuangan Air Tinja (X3) 
Berdasarkan Gambar 4.3 bahwa rumah tangga miskin di Kabupaten 
Bangkalan yang tidak mempunyai septictank pembuangan air tinja lebih 
banyak yaitu sebesar 90%. Sedangkan rumah tangga miskin yang memiliki 
septictank pembuangan air tinja sebesar 10%. Sedangkan untuk sumber air 
minum yang dikonsumsi rumah tangga miskin di Kabupaten Bangkalan dapat 
dilihat pada Gambar 4.4 berikut. 
 














































    
 
Berdasarkan Gambar 4.4 bahwa rumah tangga miskin di Kabupaten 
Bangkalan yang mengonsumsi sumber air minumnya berasal dari sumur atau 
mata air yang tidak terlindungi sebesar 33%. Sedangkan untuk rumah tangga 
miskin di Kabupaten Bangkalan yang mengkonsumsi sumber mata air yang 
terlindungi sebesar 67%. Selain keempat indikator yang sudah dijelaskan 
diatas, terdapat beberapa indikator yang berpengaruh dalam rumah tangga 
miskin di Kabupaten Bangkalan pada variabel laten kesehatan diantaranya 
yaitu kepemilikan fasilitas buang air besar atau bersifat umum yang 
ditunjukkan pada Gambar 4.5. 
 
Gambar 4.5 Kepemilikan Fasilitas Buang Air Besar (X5) 
Berdasarkan Gambar 4.5 bahwa rumah tangga miskin di Kabupaten 
Bangkalan yang tidak mempunyai fasilitas buang air besar sebanyak 30%. 
Sedangkan untuk 70% yaitu rumah tangga yang meiliki fasilitas buang air 
besar milik pribadi. Sedangkan untuk rumah tangga miskin yang berdasarkan 







































    
 
 
Gambar 4.6 RTM Jenis Atap Bangunan Tempat Tinggal (X6) 
Berdasarkan Gambar 4.6 bahwa rumah tangga miskin di Kabupaten 
Bangkalan yang mempunyai jenis atap genteng sebesar 86%. Sedangkan 
untuk rumah tangga tidak mempunyai jenis atap berasal dari genteng sebesar 
14%. Sedangkan untuk rumah tangga miskin yang tidak sanggup membayar 
biaya pengobatan di tempat pengobatan ditunjukkan pada Gambar 4.7 
berikut. 
 
Gambar 4.7 RTM Kesanggupan Membayar Biaya Pengobatan Di 
Tempat Pengobatan (X7) 
Berdasarkan Gambar 4.7 bahwa rumah tangga miskin di Kabupaten 
















































    
 
adalah sebesar 75%. Sedangkan untuk rumah tangga miskin yang tidak 
mampu membayar biaya pengobatan di puskesmas atau poliklinik adalah 
sebesar 25%. Sedangkan apabila dilihat dari sumber penerangan untuk rumah 
tangga miskin di Kabupaten Bangkalan dapat dilihat pada Gambar 4.8 
berikut. 
 
Gambar 4.8 RTM Jenis Sumber Penerangan (Y1) 
Berdasarkan Gambar 4.8 bahwa rumah tangga miskin di Kabupaten 
Bangkalan yang sumber penerangan yang digunakan dengan listrik sebesar 
73%. Sedangkan yang tidak menggunakan listrik sebesar 27%. Apabila 
dilihat dari bahan bakar memasak sehari hari rumah tangga miskin di 











































    
 
 
Gambar 4.9 RTM Jenis Bahan Bakar Untuk Memasak (Y2) 
Berdasarkan Gambar 4.9 bahwa rumah tangga miskin di Kabupaten 
Bangkalan untuk penggunaan bahan bakar memasak sehari-hari yang 
digunakan paling banyak adalah dengan kayu bakar/arang/minyak tanah 
sebesar 97%. Sedangkan untuk yang menggunakan gas/elpiji yakni sebesar 
3%. Selain kedua indikator yang sudah dijelaskan diatas, terdapat indikator 
yang berpengaruh terhadap variabel laten kesehatan yaitu indikator rumah 
tangga miskin yang status kepemilikan bangunan, sebagaimana ditampilkan 
pada Gambar 4.10 berikut ini. 
 
















































    
 
Berdasarkan Gambar 4.10 bahwa rumah tangga miskin di Kabupaten 
Bangkalan yang stastus kepemilikan bangunannya sendiri yakni sebesar 59%. 
Sedangkan rumah tangga miskin yang status kepemilikannya bukan milik 
sendiri adalah sebesar 41%. Sedangkan untuk pendidikan kepala rumah 
tangga miskin ditunjukkan pada Gambar 4.11 berikut ini. 
 
Gambar 4.11 RTM Pendidikan Tertinggi Kepala Rumah Tangga (Y4) 
Berdasarkan Gambar 4.11 bahwa pendidikan kepala rumah tangga 
miskin di Kabupaten Bangkalan yang paling banyak yakni sebesar 62% 
kepala rumah tangga miskin tidak tamat SD. Sedangkan pendidikan kepala 
rumah tangga miskin yang lebih dari SD yakni sebesar 38%. 
B. Normalitas Data dan Outlier 
Asumsi normalitas merupakan asumsi yang paling mendasar pada 
Structural Equation Modelling (SEM) untuk sampel yang berdistribusi 
normal univariat maupun multivariat. Uji normalitas dalam penelitian ini 
dilakukan dua tahap. Tahap pertama diuji normalitas setiap variabel 









































    
 
disebut multivariat. Uji normalitas yang harus dipenuhi adalah normalitas 
univariat dan multivariat. Uji normalitas ini  dapat dihitung menggunakan uji 
skewness (kemencengan) dan kurtosis (keruncingan). Data dikatakan 
berdistribusi normal apabila nilai CR skewness dan kurtosis berada pada 
kisaran ±1,96 baik secara univariat dan multivariat. 
Tabel 4.1 Uji Normalitas Data 
Variable min max skew c.r. kurtosis c.r. 
SDM ,109 ,999 -,803 -5,313 ,098 ,324 
Bantuan ,001 4,894 3,191 21,127 15,642 51,780 
Y3 ,001 1,327 1,966 13,018 3,356 11,108 
Y2 ,001 7,163 8,348 55,271 100,871 333,918 
Y1 ,001 1,348 2,530 16,748 7,427 24,587 
X1 ,001 1,590 3,225 21,353 13,175 43,615 
X2 ,001 1,439 ,972 6,433 ,950 3,143 
X3 ,001 ,885 ,296 1,962 -,389 -1,289 
X4 ,001 ,919 1,929 12,768 3,127 10,351 
X5 ,001 1,553 3,208 21,242 17,602 58,269 
X6 ,001 1,553 5,572 36,888 42,168 139,589 
X7 ,001 1,309 2,720 18,008 7,815 25,871 
Multivariate      321,487 142,214 
 
Berdasarkan Tabel 4.1 diatas hasil uji normalitas secara univariat 
maupun multivariat. Diketahui untuk nilai CR skewness dan kurtosis 
mempunyai nilai lebih dari 1,96 yang artinya masing-masing indikator 
mempunyai kemencengan (skewness) dan keruncingan (kurtosis) yang tidak 
membentuk pola kurva normal. 
Selanjutnya, apabila distribusi tidak normal, maka sebelumnya perlu 
dilihat sebaran data terlebih dahulu. Apakah data penelitian ini terdapat 
outlier. Mendeteksi data outlier dapat diukur dengan jarak mahalanobis 

































    
 
(Mahalanobis Distance), dan berdasarkan hasil yang diperoleh terdapat data 
sebagai berikut. 
Tabel 4.2 Data Outlier 
Observation number Mahalanobis d-squared p1 p2 
236 199,503 ,000 ,000 
231 138,986 ,000 ,000 
164 85,572 ,000 ,000 
70 76,619 ,000 ,000 
214 61,657 ,000 ,000 
218 61,242 ,000 ,000 
44 59,376 ,000 ,000 
50 39,487 ,000 ,000 
71 39,144 ,000 ,000 
49 38,591 ,000 ,000 
25 37,040 ,000 ,000 
74 36,725 ,000 ,000 
241 36,703 ,000 ,000 
232 35,392 ,000 ,000 
202 33,994 ,001 ,000 
215 33,863 ,001 ,000 
224 33,398 ,001 ,000 
83 32,890 ,001 ,000 
69 32,163 ,001 ,000 
76 31,472 ,002 ,000 
216 31,447 ,002 ,000 
52 31,396 ,002 ,000 
207 31,242 ,002 ,000 
90 27,655 ,006 ,000 
11 27,354 ,007 ,000 
67 27,340 ,007 ,000 
59 25,251 ,014 ,000 
77 24,636 ,017 ,000 
46 24,469 ,018 ,000 
95 23,909 ,021 ,000 
26 23,599 ,023 ,000 
211 23,527 ,024 ,000 
203 23,471 ,024 ,000 
47 23,298 ,025 ,000 
230 23,297 ,025 ,000 
68 23,281 ,025 ,000 

































    
 
Observation number Mahalanobis d-squared p1 p2 
233 23,148 ,026 ,000 
61 22,116 ,036 ,000 
99 21,788 ,040 ,000 
200 21,164 ,048 ,000 
75 20,356 ,061 ,000 
209 20,123 ,065 ,000 
51 19,496 ,077 ,000 
82 19,185 ,084 ,000 
80 18,823 ,093 ,000 
117 18,767 ,094 ,000 
210 18,615 ,098 ,000 
205 18,541 ,100 ,000 
206 18,214 ,109 ,000 
72 18,008 ,115 ,000 
33 17,922 ,118 ,000 
39 17,461 ,133 ,002 
142 17,267 ,140 ,004 
201 16,988 ,150 ,010 
204 16,952 ,151 ,007 
226 16,948 ,152 ,005 
237 16,924 ,152 ,004 
252 16,655 ,163 ,009 
223 16,596 ,165 ,008 
115 16,547 ,167 ,007 
212 15,892 ,196 ,086 
81 15,781 ,201 ,097 
40 15,703 ,205 ,098 
208 15,632 ,209 ,097 
191 14,824 ,251 ,584 
257 14,736 ,256 ,601 
246 14,597 ,264 ,658 
78 14,581 ,265 ,619 
258 14,093 ,295 ,890 
84 13,905 ,307 ,934 
133 13,704 ,320 ,966 
56 13,506 ,333 ,984 
255 13,449 ,337 ,984 
87 13,113 ,361 ,997 
187 12,924 ,375 ,999 
55 12,639 ,396 1,000 

































    
 
Observation number Mahalanobis d-squared p1 p2 
228 12,616 ,398 1,000 
37 12,336 ,419 1,000 
251 12,068 ,440 1,000 
45 11,650 ,474 1,000 
116 11,612 ,477 1,000 
227 11,413 ,494 1,000 
150 11,269 ,506 1,000 
41 10,735 ,552 1,000 
253 10,664 ,558 1,000 
79 10,618 ,562 1,000 
94 10,574 ,566 1,000 
219 10,362 ,584 1,000 
48 10,083 ,609 1,000 
178 10,059 ,611 1,000 
235 9,937 ,621 1,000 
181 9,695 ,643 1,000 
229 9,678 ,644 1,000 
73 9,360 ,672 1,000 
64 9,163 ,689 1,000 
225 8,871 ,714 1,000 
53 8,849 ,716 1,000 
29 8,783 ,721 1,000 
91 8,766 ,723 1,000 
145 8,697 ,729 1,000 
 
Berdasarkan Tabel 4.2 diatas terdapat data yang mengandung oulier, 
maka perlu penghapusan data. Selanjutnya diuji normalitas lagi. 
Tabel 4.3 Hasil Uji Normalitas Setelah Terdeteksi Data Outlier 
Variable min Max skew c.r. kurtosis c.r. 
SDM ,109 ,999 -,792 -5,223 ,082 ,272 
Bantuan ,001 4,894 3,248 21,421 16,041 52,899 
Y3 ,001 1,327 1,955 12,892 3,305 10,900 
Y2 ,001 1,891 1,538 10,146 3,413 11,255 
Y1 ,001 1,348 2,516 16,597 7,347 24,228 
X1 ,001 1,590 3,212 21,186 13,059 43,065 
X2 ,001 1,439 ,962 6,342 ,921 3,038 
X3 ,001 ,885 ,297 1,962 -,371 -1,225 
X4 ,001 ,919 1,917 12,644 3,078 10,150 

































    
 
Variable min Max skew c.r. kurtosis c.r. 
X5 ,001 ,671 1,805 11,905 2,657 8,761 
X6 ,001 ,787 3,673 24,225 14,193 46,805 
X7 ,001 1,309 2,706 17,848 7,727 25,483 
Multivariate      156,272 68,865 
 
Berdasarkan Tabel 4.3 diatas hasilnya pun masih tetap tidak 
berdistribusi normal. Karena nilai CR skewness dan kurtosis mempunyai nilai 
lebih dari 1,96 artinya masing-masing indikator memiliki kemencengan 
(skewness) dan keruncingan (kurtosis) yang tidak membentuk pola kurva 
normal. 
Setelah diketahui data tidak normal, maka dilakukan transformasi data 
dengan cara Akar Kuadrat (Square Root) yang diperoleh pada Tabel 4.4 
berikut. 
Tabel 4.4 Hasil Transformasi Data 
No. Kesehatan Ekonomi SDM Bantuan X1 X2 ... X7 Y1 Y2 Y3 Y4 Y5 
1. 0,32 0,46 ... 0,07 0,07 0,23 0,27 0,63 0,07 
2. 0,21 0,49 ... 0,66 0,11 0,66 0,11 0,49 0,11 
3. 0,14 0,11 ... 0,03 0,05 0,03 0,05 0,64 0,05 
4. 0,32 0,05 ... 0,08 0,1 0,33 0,03 0,63 0,1 
5. 0,28 0,56 ... 0,03 0,04 0,04 0,07 0,54 0,04 
6. 0,11 0,06 ... 0,03 0,05 0,03 0,05 0,63 0,05 
 
Dari Tabel 4.4 diperoleh hasil dari transformasi data. Setelah diuji 
distribusi normal masih tidak normal, oleh karena itu meskipun data masih 
belum berdistribusi normal, asumsi normal boleh diabaikan  (Santoso, 2018). 
Sehingga proses dapat dilanjutkan ke Metode CB-SEM. Selanjutnya, 
dilakukannya uji CFA (Confirmatory Factor Analysis) yang gunanya untuk 

































    
 
mengidentifikasi apakah indikator adalah konstrak dari variabel penelitian 
atau indikator-indikator tersebut merupakan satu-kesatuan.    
C. Confirmatory Factor Analysis (CFA) 
Uji CFA init terdiri dari 2 bagian yaitu pada variabel laten eksogen 
dan variabel endogen 
1. CFA Variabel Kesehatan 
Dalam penelitian ini untuk variabel kesehatan bisa diukur dengan 7 
indikator. Untuk mengetahui indikator mana saja yang berpengaruh 
terhadap variabel kesehatan dapat diketahui dengan menggunakan CFA 
(Confirmatory Factor Analysis). Model CFA dari variabel kesehatan 
tersebut ditampilkan pada Gambar 4.12 berikut ini. 
 
Gambar 4.12 CFA Variabel Laten Kesehatan 
 

































    
 
Hasil estimasi pengukuran model pada Gambar 4.12 menggunakan 
metode estimasi Maximum Likelihood yang ditunjukkan pada Tabel 4.5 
berikut.  
Tabel 4.5 Estimasi Parameter CFA Variabel Kesehatan 
   Estimate S.E. C.R. P Label 
X1 <--- Kesehatan 1,000     
X2 <--- Kesehatan 2,208 ,381 5,792 *** par_1 
X3 <--- Kesehatan ,880 ,191 4,615 *** par_2 
X4 <--- Kesehatan ,760 ,181 4,190 *** par_3 
X5 <--- Kesehatan ,365 ,143 2,543 ,011 par_4 
X6 <--- Kesehatan ,296 ,124 2,386 ,017 par_5 
X7 <--- Kesehatan ,735 ,179 4,102 *** par_6 
 
Berdasarkan Tabel 4.5 diatas bahwa 7 indikator mampu 
menjelaskan variabel laten kesehatan. Hal ini dilihat dari nilai critical 
ratio dan Probability. Dikatakan memenuhi kriteria apabila nilai dari 
critical ratio lebih dari 1,96 dan probability kurang dari 0,05. Dan dari 
hasil diatas 7 indikator sudah memenuhi kriteria dan sangat signifikan. 
Sedangkan untuk perhitungan kesesuaian model ditunjukkan pada Tabel 
4.6 berikut. 
Tabel 4.6 Goodness of fit Variabel Kesehatan 
Goodness of Fit Index Hasil Model Keterangan 
Chi Square 80,806 Model tidak dapat diterima 
P-value 0,000 Model cukup diterima 
GFI 0,927 Model dapat diterima 
AGFI 0,854 Model dapat diterima 
CFI 0,672 Model tidak dapat diterima 
RMSEA 0,135 Model dapat diterima 
 
Dari Tabel 4.6 dapat diketahui bahwa model tidak dapat diterima 
atau belum memenuhi kriteria kebaikan model, karena nilai-nilai pada 

































    
 
tabel diatas menunjukkan belum memenehi kriteria yang ditetapkan. 
Maka perlu dilakukan modifikasi model dengan menentukan indikator-
indikator yang signifikan. Hasil modifikasi dari model dan indikator yang 
mempunyai pengaruh signifikan terhadap model ditunjukkan pada 
Gambar 4.13. 
 
Gambar 4.13 CFA Kesehatan setelah Modifikasi 
Model hasil modifikasi diatas juga perlu diuji kriteria kesesuaian 
model. Model dikatakan baik jika nilai kesesuaian model sudah 
memenuhi kriteria sesuai yang ditunjukkan pada Tabel 4.7. 
Tabel 4.7 Goodness of fit Variabel Kesehatan setelah modifikasi 
Goodness of Fit Index Hasil Model Keterangan 
Chi Square 3,981  
P-value 0,913 Model Fit 
GFI 0,996 Model Fit 
AGFI 0,987 Model Fit 
CFI 1,000 Model Fit 
RMSEA 0,000 Model dapat diterima 
 

































    
 
Dari beberapa uji kesesuaian model yang ada pada Tabel 4.7 diatas, 
dapat disimpulkan model sudah memenuhi kriteria baik. 
2. CFA Variabel Ekonomi 
Dalam penelitian ini untuk variabel ekonomi bisa diukur dengan 3 
indikator. Untuk mengetahui indikator mana saja yang berpengaruh 
terhadap variabel kesehatan dapat diketahui dengan menggunakan CFA 
(Confirmatory Factor Analysis). Model CFA dari variabel ekonomi 
tersebut ditampilkan pada Gambar 4.14 berikut. 
 
Gambar 4.14 CFA Ekonomi 
Hasil estimasi pengukuran model pada Gambar 4.14 menggunakan 
metode estimasi Maximum Likelihood yang ditunjukkan pada Tabel 4.8 
berikut. 
Tabel 4.8 Estimasi CFA Variabel Ekonomi 
   Estimate S.E. C.R. P Label 
Y1 <--- Ekonomi 1,000     
Y2 <--- Ekonomi 2,068 ,804 2,573 ,010 par_1 
Y3 <--- Ekonomi 1,764 ,877 2,013 ,044 par_2 
 

































    
 
Berdasarkan Tabel 4.8 bahwa 3 indikator mampu menjelaskan 
variabel laten ekonomi. Hal ini dilihat dari nilai critical ratio dan 
Probability. Dikatakan memenuhi kriteria apabila nilai dari critical ratio 
lebih dari 1,96 dan probability kurang dari 0,05. Jadi dari hasil diatas 3 
indikator sudah memenuhi kriteria dan sangat signifikan. Sedangkan 
untuk perhitungan kesesuaian model ditunjukkan pada Tabel 4.9 berikut. 
Tabel 4.9 Goodness of fit Variabel Ekonomi 
Goodness of Fit Index Hasil Model Keterangan 
Chi Square 0,000  
P-value -  
GFI 1,000 Model Fit 
AGFI -  
CFI 1,000 Model Fit 
RMSEA -  
 
Dari Tabel 4.9 dapat diketahui bahwa dari beberapa uji kesesuaian 
model yang ada di atas, model sudah memenuhi kriteria baik, karena 
dapat dilihat bahwa salah satu uji diatas sudah memenuhi nilai kritis 
untuk model dikatakan fit, diantaranya yaitu untuk nilai uji GFI diperoleh 
sebesar 1,000 dan uji CFI diperoleh sebesar 1,000. 
D. Structural Equation Modelling berbasis kovarian (CB-SEM) 
Setelah dilakukan analisis menggunakan Confirmatory Factor 
Analysis, tahap selanjutnya yaitu dilakukan analisis model struktural untuk 
mengetahui keterkaitan antar variabel laten. Dalam penelitian ini, ada 3 
model dugaan yakni kesehatan mempunyai pengaruh signifikan terhadap 
SDM, kesehatan dan SDM mempunyai pengaruh signifikan terhadap 
ekonomi, dan selanjutnya kesehatan, ekonomi dan SDM mempunyai 

































    
 
pengaruh signifikan terhadap bantuan. Model dugaan SEM ditampilkan pada 
Gambar 4.15 berikut. 
 
Gambar 4.15 Model Struktural Pada Setiap Variabel Laten 
 
Hasil estimasi model struktural pada Gambar 4.15 yang ditunjukkan 
pada Tabel 4.10 berikut. 
Tabel 4.10 Estimasi Model Struktural 
   Estimate S.E. C.R. P Label 
SDM <--- Kesehatan -,222 ,242 -,919 ,358 par_11 
Ekonomi <--- Kesehatan ,757 ,263 2,882 ,004 par_9 
Ekonomi <--- SDM ,017 ,018 ,964 ,335 par_13 
X7 <--- Kesehatan 1,000     
X6 <--- Kesehatan ,403 ,154 2,616 ,009 par_1 
X5 <--- Kesehatan ,471 ,190 2,475 ,013 par_2 
X4 <--- Kesehatan 1,266 ,346 3,663 *** par_3 
X3 <--- Kesehatan 1,332 ,367 3,626 *** par_4 

































    
 
   Estimate S.E. C.R. P Label 
X2 <--- Kesehatan 3,215 ,741 4,341 *** par_5 
X1 <--- Kesehatan 2,069 ,527 3,924 *** par_6 
Y1 <--- Ekonomi 1,000     
Y2 <--- Ekonomi 4,839 1,197 4,041 *** par_7 
Y3 <--- Ekonomi 1,748 ,444 3,938 *** par_8 
Bantuan <--- Kesehatan 5,108 2,005 2,548 ,011 par_10 
Bantuan <--- SDM ,152 ,169 ,900 ,368 par_12 
Bantuan <--- Ekonomi 1,152 1,367 ,843 ,399 par_14 
 
Berdasarkan Tabel 4.10 di atas, bahwa untuk variabel kesehatan 
terhadap SDM tidak signifikansi karena CR kurang dari 1,96 dan probability 
lebih besar dari 0,05. Kemudian untuk variabel ekonomi terhadap SDM juga 
tidak signifikansi karena CR kurang dari 1,96 dan probability lebih besar dari 
0,05. Selanjutnya variabel bantuan terhadap SDM juga tidak signifikansi 
karena CR kurang dari 1,96 dan probability lebih besar dari 0,05. Dan 
variabel bantuan terhadap ekonomi juga tidak signifikansi karena CR kurang 
dari 1,96 dan probability lebih besar dari 0,05. Maka dari itu variabel-variabel 
yang tidak signifikan perlu dihilangkan, kemudian dimodifikasi model agar 
suatu model yang diperoleh dapat dikatakan model telah memenuhi kriteria 
model fit. 
Dari model struktural pada Gambar 4.15 dilihat apakah model sudah 
memenuhi kriteria model yang baik. yang ditunjukkan pada Tabel 4.11 
berikut. 
Tabel 4.11 Goodness of fit persamaan struktural 
Goodness of Fit Index Hasil Model Keterangan 
Chi Square 129,631  
P-value 0,000 Model Fit 
GFI 0,919 Model Fit 
AGFI 0,874 Model Dapat diterima 

































    
 
Goodness of Fit Index Hasil Model Keterangan 
CFI 0,837 Model tidak dapat diterima 
RMSEA 0,078 Model Dapat Diterima 
 
Berdasarkan Gambar 4.15 diketahui bahwa terdapat variabel yang 
tidak signifikan maka perlu dihilangkan untuk variabel yang tidak signifikan. 
Hasil dari tahap selanjutnya dapat dilihat pada Gambar 4.16 berikut. 
 
Gambar 4.16 Model Struktural setelah modifikasi dan signifikan 
Berdasarkan Gambar 4.16 di atas diperoleh hasil estimasi model 
struktural yang disajikan dalam Tabel 4.12 berikut. 
Tabel 4.12 Hasil Estimasi Model Struktural setelah Modifikasi 
   Estimate S.E. C.R. P Label 
Ekonomi <--- Kesehatan ,766 ,268 2,863 ,004 par_9 
X7 <--- Kesehatan 1,000     
X6 <--- Kesehatan ,486 ,167 2,920 ,004 par_1 
X5 <--- Kesehatan ,561 ,215 2,614 ,009 par_2 
X4 <--- Kesehatan 1,292 ,347 3,722 *** par_3 

































    
 
   Estimate S.E. C.R. P Label 
X3 <--- Kesehatan 1,512 ,416 3,634 *** par_4 
X2 <--- Kesehatan 3,282 ,782 4,199 *** par_5 
X1 <--- Kesehatan 2,126 ,543 3,918 *** par_6 
Y1 <--- Ekonomi 1,000     
Y2 <--- Ekonomi 5,118 1,280 3,997 *** par_7 
Y3 <--- Ekonomi 1,686 ,394 4,276 *** par_8 
Bantuan <--- Kesehatan 5,950 1,561 3,811 *** par_10 
 
Berdasarkan Tabel 4.12 di atas diketahui bahwa hasil estimasi setiap 
variabel juga setelah dimodifikasi hasilnya sudah signifikan. Selanjutnya 
dilihat untuk uji kesesuaian model yang ditampilkan pada Tabel 4.13 berikut. 
Tabel 4.13 Goodnes Of Fit Model Setelah Modifikasi 
Goodness of Fit Index Hasil Model Keterangan 
Chi Square 35,993  
P-value 0,208 Model Fit 
GFI 0,976 Model Fit 
AGFI 0,947 Model Fit 
CFI 0,988 Model Fit 
RMSEA 0,028 Model Dapat Diterima 
 
Berdasarkan Tabel 4.13 dapat disimpulkan model baik, karena 
terdapat salah satu uji kesesuaian model sudah terpenuhi. Selanjutnya yaitu 
uji signifikansi antar variabel laten dengan cara melihat hubungan antara 
keempat variabel laten tersebut. Diantaranya yaitu hubungan antara variabel 
laten kesehatan mempunyai pengaruh signifikan terhadap variabel laten 
SDM, kemudian variabel laten kesehatan dan SDM mempunyai pengaruh 
signifikan terhadap variabel laten ekonomi, dan variabel laten kesehatan, 
ekonomi dan SDM mempunyai pengaruh signifikan terhadap variabel laten 
bantuan. Estimasi koefisien jalur dan signifikan hubungan antar variabel laten 
ditampilkan pada Tabel 4.14 berikut. 

































    
 
Tabel 4.14 Estimasi Koefisien Jalur Persamaan Struktural  
Hubungan Koef. Jalur P-value Keterangan 
Bantuan<--- Kesehatan 5,950 0,004 Signifikan 
Ekonomi<--- Kesehatan 0,766 0,000 Signifikan 
 
Dari Tabel 4.14 di atas, hubungan antar variabel laten yang signifikan 
diantaranya yaitu variabel laten kesehatan berpengaruh terhdap bantuan dan 
variabel ekonomi berpengaruh terhadap variabel laten kesehatan yang 
disajikan dalam persamaan struktural sebagai berikut. 
Model 2 : Ekonomi = 0,766Kesehatan + 𝜁𝜁1 
Model 3: Bantuan = 5,950Kesehatan + 𝜁𝜁1 
E. SEM-PLS 
Structural Equation Modelling berbasis varians atau bisa disebut 
dengan Partial Least Square adalah salah satu alternatif untuk mengatasi 
kolineritas dalam pemodelan statistika yang juga suatu metode yang 
powerfull karena tidak didasarkan pada banyak asumsi, salah satunya yaitu 
semua variabel yang diteliti berdistribusi multivariat normal. Berdasarkan 
data yang mengandung asumsi tidak berdistribusi normal, maka alternatifnya 
yaitu menggunakan metode SEM berbasis varians atau PLS. 
1. Model Pengukuran 
Sebelum melakukan pengujian hipotesis guna hubungan antara 
variabel laten dalam struktural, maka dilakukannya evaluasi model 
pengukuran dahulu guna verifikasi indikator dan variabel laten. Kriteria 
yang digunakan untuk evaluasi model pengukuran diantaranya yaitu 

































    
 
dengan menggunakan indicator reliability, composite reliability, 
convergent validity, dan discriminant validity sebagai berikut. 
 
Gambar 4.17 Diagram Jalur disertai Nilai Loading Factor  
Berdasarkan Gambar 4.17 di atas menunjukkan bahwa tidak semua 
indikator yang mengukur setiap variabel laten memiliki nilai loading 
factor lebih dari 0,5. Terdapat beberapa indikator yang nilai loading 
factornya kurang dari 0,5 diantaranya yaitu X3, X4, X5, X6 dan X7 yang 
sebagai indikator dari variabel laten kesehatan. Sedangkan nilai loading 
factor yang lebih besar dari 0,5 diantaranya yaitu X1 dan X2. Artinya 
hanya variabel indikator X1 dan X2 saja yang mampu menjelaskan 
variabel laten kesehatan. 
Sedangkan untuk nilai loading factor dari variabel laten ekonomi, 
semua indikator nilainya lebih besar dari 0,5. Artinya setiap indikator 
dalam mampu menjelaskan variabel laten ekonomi. 

































    
 
Kriteria selanjutnya adalah composite reliability dan convergent 
validity atau yang diukur menggunakan nilai average variance extracted 
(AVE) yang ditampilkan oleh Tabel 4.15 berikut: 
Tabel 4.15 Nilai Composite Reliability dan AVE 
Variabel Composite Reliability AVE Keterangan 
Kesehatan 0,718 0,288 Reliabel 
Ekonomi 0,700 0,449 Reliabel 
SDM 1,000 1,000 Reliabel 
Bantuan 1,000 1,000 Reliabel 
 
Berdasarkan hasil yang disajikan dalam Tabel 4.15 menunjukkan 
bahwa untuk nilai AVE menunjukkan hasil yang baik karena memiliki 
nilainya lebih besar 0,05. Dan untuk nilai composite reliability dari setiap 
variabel laten juga menunjukkan hasil yang baik, karena memiliki nilai 
lebih besar dari 0,7. 
Kemudian untuk mengukur uji kelayakan model pengukuran 
lainnya yaitu dengan descriminany validity yang diukur dengan melihat 
cross loading yang ditampilkan pada Tabel 4.16 berikut. 
Tabel 4.16 Cross Loading antara Variabel Laten dengan Indikator  
 Kesehatan Ekonomi SDM Bantuan 
X1 0,716 0,248 -0,218 0,536 
X2 0,798 0,283 -0,214 0,577 
X3 0,479 0,121 -0,135 0,184 
X4 0,491 0,128 -0,104 0,162 
X5 0,319 0,141 -0,072 0,058 
X6 0,327 0,062 -0,042 0,053 
X7 0,433 0,097 -0,140 0,067 
Y1 0,180 0,509 -0,231 0,166 
Y2 0,912 0,612 -0,477 0,967 
Y3 0,318 0,844 -1,211 0,215 
Y4 -0,318 -0,803 1,000 -0,215 
Y5 1,469 0,737 -0,488 1,000 
  

































    
 
Tabel 4.16 di atas adalah nilai loading antara seluruh variabel laten 
dengan variabel indikatornya. Nilai cross loading menunjukkan bahwa 
indikator masing-masing variabel konstruk memberikan nilai convergent 
validity lebih besar dari 0,7 yang berarti nilai indikator lebih tinggi 
didalam mengukur variabel konstruk yang lainnya. Namun terdapat 
beberapa indikator yang memberikan nilai convergent validity kurang 
dari 0,7 yang berarti nilai indikator kurang didalam mengukur variabel 
konstruk lainnya. 
Selanjutnya kelayakan sebuah model dapat ditunjukkan bahwa 
indikator-indikator yang digunakan valid. Hal ini dapat dilihat dengan 
menggunakan nilai t-statistik hasil loading model pengukuran, yaitu 
dengan syarat nilai t-statistik harus lebih besar dari t-tabel 1,96 pada 
tingkat signifikan 0,05. Hasil loading dari model pengukuran ini dapat 
dilihat pada Tabel 4.17 berikut. 
Tabel 4.17 Hasil Loading Model Pengukuran 





Kesehatan X1 0,716 0,127 5,619 
 X2 0,798 0,145 5,497 
 X3 0,479 0,214 2,240 
 X4 0,419 0,228 2,151 
 X5 0,319 0,219 1,461 
 X6 0,327 0,206 1,592 
 X7 0,433 0,218 1,985 
Ekonomi Y1 0,509 0,281 1,812 
 Y2 0,612 0,218 2,809 
 Y3 0,844 0,068 12,384 
SDM Y4 1,000 0  
Bantuan Y5 1,000 0  
  

































    
 
Berdasarkan Tabel 4.17 menunjukkan model pengukuran untuk 
masing-masing variabel laten yang cukup baik, hal tersebut dapat dilihat 
dari variabel indikator yang mempunyai loading faktor lebih besar dari 
0,5. Namun terdapat beberapa yang nilai loading faktornya kurang dari 
0,5 yaitu untuk variabel indikator X3, X4, X5, X6, dan X7. Sedangkan 
untuk nilai t statistik semua indikator mempunyai nilai lebih besar dari t-
tabel 1,96, akan tetapi terdapat beberapa variabel indikator yang nilai t-
statistiknya kurang dari t-tabel 1,96 diantaranya yaitu X5, X6 dan Y1. 
2. Model struktural 
Dalam model struktural menggambarkan hubungan antara variabel 
laten yang dievaluasi menggunakan koefisien jalur. Hasil koefisien jalur 
ditunjukkan pada tabel 4.18 berikut. 
Tabel 4.18 Koefisien Jalur Model Struktural 
 Original 
sample 
T statistik Keterangan 
KesehatanEkonomi 0,185 1,322 Tidak Signifikan 
SDMEkonomi -0,796 8,086 Signifikan 
KesehatanSDM -0,261 1,683 Tidak Signifikan 
KesehatanBantuan 0,425 2,056 Signifikan 
EkonomiBantuan 0,378 0,944 Tidak Signifikan 
SDMBantuan 0,261 0,923 Tidak Signifikan 
 
Tabel 4.18 diatas menunjukkan bahwa : 
a. SDM berpengaruh negatif dan signifikan terhadap ekonomi. 
Hal tersebut dapat dilihat pada koefisien jalur yang bertanda 
negatif sebesar -0,796 dengan nilai t-statistiknya 8,086. 
b. Kesehatan berpengaruh positif dan signifikan terhadap 
bantuan. Hal tersebut dapat dilihat pada keofisien jalur yang 

































    
 
bertanda positif sebesar 0,425 dengan nilai t-statistiknya 
sebesar 2,056. 
Selanjutnya uji kelayakan model struktural yaitu dengan nilai R-
Square. Nilai R-Square untuk variabel endogen dapat dilihat pada Tabel 
4.19 berikut. 






Berdasarkan tabel 4.19 diatas menunjukkan bahwa untuk nilai R-
Square variabel laten endogen ekonomi sebesar 0,745 lebih besar dari 
0,5, maka model struktural yang didapatkan layak. Namun terdapat 
variebel laten endogen yang nilai R-Square kurang dari 0,5 yaitu variabel 
laten endogen SDM dan Bantuan. 
Selanjutnya dalam analisis SEM-PLS dilakukannya resampling 
bootstrap agar memperkecil nilai bias, dengan jumlah resampling 
sebanyak 100 kali yang ditunjukkan dengan gambar diagram jalur 
berikut. 

































    
 
 
Gambar 4.18 Diagram Jalur SEM-PLS Bantuan Kemiskinan di 
Kabupaten Bangkalan 
 
Adapun Tabel 4.18 di atas, disajikan dalam persamaan struktural 
sebagai berikut. 
Model 2 : Ekonomi = -0,796SDM 
Model 3 : Bantuan = 0,425Kesehatan 
Dari hasil yang diperoleh diatas diketahui bahwa hubungan yang 
terjadi pada model struktural masing-masing variabel laten untuk 
hubungan Kesehatan, Ekonomi, dan SDM terhadap variabel laten 
Bantuan yang mempunyai nilai t-statistik lebih besar dari 1,96 pada 
tingkat signifikan 0,05 adalah variabel laten kesehatan. Yang berarti 
bahwa untuk variabel laten kesehatan berpengaruh terhadap variabel 
laten bantuan. Sedangkan untuk variabel SDM berpengaruh terhadap 
variabel ekonomi. 
 

































    
 
F. Implementasi CB-SEM dan PLS-SEM 
Berdasarkan hasil yang telah dijelaskan diatas, maka dapat diketahui 
bahwa ketika menggunakan metode SEM berbasis kovarian diperoleh bahwa 
untuk variabel laten kesehatan berpengaruh positif terhadap variabel bantuan 
dan variabel kesehatan berpengaruh positif terhadap variabel ekonomi, yang 
disajikan dalam persamaan struktural berikut. 
Model 2 :Ekonomi = 0,766Kesehatan + 𝜁𝜁1 
Model 3: Bantuan = 5,950Kesehatan + 𝜁𝜁1 
Dari analisis pengaruh diatas, kesehatan berpengaruh positif dan 
signifikan terhadap ekonomi sebesar 0,766 yang berarti jika kesehatan 
meningkat, maka ekonomi rumah tangga miskin di Kabupaten Bangkalan 
juga akan meningkat. Sedangkan kesehatan berpengaruh positif dan 
signifikan terhadap bantuan. Besar pengaruh kesehatan terhadap bantuan 
yang diberikan pemerintah yakni sebesar 5,950. Dalam hal ini berarti bahwa 
kesehatan akan mengalami peningkatan, maka bantuan yang diberikan 
pemerintah akan maksimal. 
Sedangkan jika menggunakan metode SEM-PLS diperoleh bahwa 
variabel kesehatan berpengaruh positif terhadap variabel bantuan. Sedangkan 
variabel SDM berpengaruh negatif terhadap variabel ekonomi yang disajikan 
dalam persamaan model struktural sebagai berikut. 
Model 2 : Ekonomi = -0,796SDM 
Model 3 : Bantuan = 0,425Kesehatan 

































    
 
Dari hasil persamaan diatas, dapat diketahui bahwa SDM berpengaruh 
negatif dan signifikan terhadap ekonomi sebesar -0,796. Hal ini menunjukkan 
bahwa apabila SDM (pendidikan tertinggi kepala rumah tangga miskin). 
Sementara itu, untuk kesehatan berpengaruh positif dan signifikan terhadap 
bantuan sebesar 0,425, yang berarti bahwa kesehatan mengalami peningkatan, 
maka bantuan yang diberikan pemerintah akan maksimal. 
Besar kecilnya pengaruh kesehtan, ekonomi, dan SDM terhadap 
bantuan dapat digunakan sebagai bahan pertimbangan dan saran kepada 
pemerintah Kabupaten Bangkalan dalam bantuan rumah tangga miskin di 
Kabupaten Bangkalan bisa maksimal. Sehingga kemiskinan dapat 
diminimalisir dengan baik. 
 
 






































Adapun hasil analisis dan pembahasan, maka bisa ditarik simpulan 
sebagai berikut: 
1. Model persamaan struktural bantuan rumah tangga miskin di Kabupaten 
Bangkalan adalah sebagai berikut: 
a. Covarians Based – Structural Equation Modelling (CB-SEM) 
diperoleh : 
Model 2 : Ekonomi = 0,766Kesehatan + 𝜁𝜁1 
Model 3 : Bantuan = 5,950Kesehatan + 𝜁𝜁1 
b. Structural Equation Modelling berbasis varians (Partial Least 
Square) diperoleh : 
Model 2 : Ekonomi = -0,796SDM  
Model 3 : Bantuan = 0,425Kesehatan 
2. Untuk SEM berbasis kovarian (CB-SEM) diperoleh bahwa variabel 
kesehatan berpengaruh positif dan signifikan terhadap variabel bantuan, 
sedangkan variabel kesehatan berpengaruh positif dan signifikan 
terhadap variabel ekonomi. Sedangkan untuk SEM berbasis varian (PLS-
SEM) diperoleh bahwa variabel kesehatan berpengaruh positif terhadap 
variabel bantuan. Sedangkan variabel SDM berpengaruh negatif terhadap 
variabel ekonomi. 
 

































    
 
B. Saran 
Adapun hasil dan pembahasan maka bisa diberikan saran guna 
penelitian selanjutnya yaitu sebagai berikut: 
1. Hasil yang diperoleh agar lebih akurat sebaliknya dapat dilakukan 
dengan penambahan indikator dan variabel baru guna mendapatkan 
model yang baik dan signifikan semua. 
2. Dalam memilih indikator guna untuk rumah tangga miskin di Kabupaten 
Bangkalan terhadap bantuan sebaiknya diperhatikan sehingga model 
yang dihasilkan baik dan signifikan.  
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