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1. Introduction 
Oscillatory integrals in finitely many dimensions of the form 
i 
I (h) = s e h I ( X ) g ( x) dx , 
Rd 
( 1 • 1 ) 
where h is a parameter and ~. g suitable smooth real functions, 
are a classical object of study. In particular one is interested 
in discussing the asymptotic behaviour of I(h) when the parameter 
h goes to zero. Well known examples of simple integrals of the 
above form are the Fresnel integrals of the theory of wave diffrac-
tion and Airy's integrals of the theory of the rainbow. More gene-
rally such integrals arise quite naturally in the study of partial 
differential equations and in particular of those describing wave 
phenomena. The study of the asymptotic behaviour of integrals of 
the form (1.1) when h ~ 0 is the subject of the well known classi~ 
cal method (Stokes, Kelvin,.~.) of the stationary phase and the 
related saddle point methods, see e.g. [1]. 
More recently a new vigorous investigation of oscillatory 
integrals of the form (1.1) has been initiated from two different 
points of view. One by Maslov, mainly in connection with the study 
of the classical limit of quantum mechanics, and the other by 
Hormander, who developed the theory of Fourier integral operators 
as a powerful tool in the study of partial differential equations. 
For the work of Maslov see [2] and for the work of Hormander see 
Ref. [3], and references therein, as well as Ref. [4], [5]. For 
the study of the case of degenerate critical points of the phase 
function ~ in (1.1) it turns out to be useful to consider inte-
grals of the 
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more general form 
I(h,y) 
~I (x,y) 
= J e g ( x, y) dx , 
Rd 
( 1. 2) 
where y is a new parameter in Rk • The theory of unfoldings 
of singularities applied to the discussion of. the asymptotic 
behaviour of such integrals as h ~ 0 has brought the study, of 
finite dimensional oscillatory integrals and the corresponding 
stationary phase method to a high level of mathematical perfec-
tion. See in particular Arnold's work [6]. The reason why the 
study of integrals of the form (1.2), with the additional para-
meters y E RK , yields more information also on the original 
integral (1.1) is simple. One can namely control easily the 
asymptotic behaviour for h ~ 0 of integrals of the form (1.1) 
by the standard classical method of stationary phase only when 
the phase function ~(x) has only non degenerate stationary points. 
This case is generic in the sense that, by Morse theory, the set 
of functions ~(x) with such property is open and dense in the 
set of all C00 functions and the complement has in a natural 
sense codimension one. Hence the situation where ~(x) does 
have degenerate stationary points is unstable under perturbations 
arbitrary small in the C00 topology. If however ~ depends on 
additional parameters y then, by Thorn's transversality theorem, 
see e. g. [ 9 ] , there exists an open dense set of functions 
y ~ ~(·,y) from Rk into C00 (Rd) such that for each function 
in this set the function induced in the jet bundle over Rd 
intersects transversally the singular manifold in this jet bundle, 
hence the intersection is stable, a fact which makes it natural to 
study singularities of codimension k > 1 by studying k-dimen-
sional families parameterized by y E Rk • 
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The theory of oscillatory integrals in finitely many dimensions 
has received recently considerable attention also from another 
point of view. Thanks particularly to the work of Htlrmander, 
see e.g~ [ 3 ], and also [4], [ 5 ] , a calculus of Fourier integral 
operators has been developed which greatly generalizes methods 
for existence and regularity for elliptic and pseudoelliptic 
operators to cover more general differential operators and, above 
all, provides constructive tools for the solutions of the corre-
sponding equations. Integrals of the form (1.2) are naturally 
incorporated in Htlrmander's theory of Fourier integral operators. 
A synthesis of the Maslov-Arnold line of work with HBrmander's 
one is contained in a recent paper of Duistermaat [$]. 
In the present paper we shall give a theory for the correspondent 
infinite dimensional case in which Rd is replaced by a real 
separable Hilbert space. The oscillatory integrals we treat are 
those which we introduced in [10] for the mathematical foundation 
of Feynman path integrals, and are natural generalizations of 
integrals of the form (1.1), and (1.2). Our study in the infinite 
dimensional situation uniformizes in particular the treatment of 
the finite dimensional cases. In all respects it generalizes the 
result on oscillatory integrals infinitely many dimensions, in 
particular the stationary phase method and all expansions in 
powers of h , to the infinite dimensional case. 
When applied to the particular case of the Feynman path integrals 
of quantum mechanicsas treated in [10], the corresponding asymp-
totic expansions in powers of h yield detailed results on the 
approach to the classical limit. Let us remark that theseresults 
justify one of the central arguments put forward formally by 
Dirac and Feynman for the formulation of quantum dynamics in 
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terms of Feynman path integrals, namely that the classical limit 
should be a natural outcome of this formulation. 
Independently of motivations concerning applications to the 
Feynman path integrals and the classical limit of quantum mechanics, 
we observe that our results lead in a natural way to a theo~y of 
Fourier integral operators in infinitely many dimensions and thus 
provide entirely new methods for the study of partial differential 
operators in infinitely many dimensions (11]. 
The present paper is part I of a series of two papers. We 
shall now briefly outline the content of part I. 
In section 2 we develop the method of the stationary phase for 
oscillatory integral of the form 
,.., ~ 2 (x) 
I(h) = J e g(x)dx , 
Jl3 
(1.3) 
where ~ is the normalized integral on the real separable Hilbert 
space dtJ defined in [ 10 ] , and ~(x) is of the form tx2- V(x) , 
where V(x) is the Fourier transform of a complex measure such 
that ~(x) has a single non degenerated stationary point in Je . 
We get in particular explicit asymptotic expansions in powers of h, 
to all orders in h , with control on the remainder. 
In section 3 the oscillatory integrals (1.3) are studied in a 
more general situation where the phase function ~(x) can have 
several stationary points. The method used is analogous to the 
one described above in connection with the usefulness of considering 
paramet!ic integrals of the form (1.2) for the further study of 
integrals of the form (1.1). In particular we follow closely 
ideas of the theory of Hormander [ 3 ] and of [ !i)]. 
In section 4 we take up the study of the oscillatory integrals 
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of the form (1.3) in the case where the phase function ~(x) can 
have stationary points which are degenerate. The line of attack 
is parallel to the one used for oscillatory integrals in finitely 
many dimensions, as developed in Hormander [3];,,1) and Duistermaat 
[5]. In fact we show that this approach has a completely analogue 
extension to the infinite dimensional case we are considering. 
We formulate this extension by following very closely Ref. [5], 
and the reader is urged to read this reference,-as well as [3]~1}, 
in parallel to our developments in order to fully appreciate the 
content of this section and the results obtained. 
In section 5 we apply the methods of the previous sections to the 
study of the asymptotic approach to the classical limit from 
quantum mechanics. Let us first briefly mention some previous 
related work, which goes under the generic name of semiclassical 
-
approximations, see e.g. [12]. A subset of such studies belongs 
to the circle of ideas around the classical JKWB method (see e.g. 
[13J [1J,2),Jlhlch is the version for Schrodinger's equation of the more 
general method of asymptotic expansions for differential equations. 
Well known classical applications are e.g. in the study of the 
relations between wave optics and geometrical optics~ Related 
methods are used e.g. in [14]. The recent developments of Ref. 
[ 2 ] - [ 8 ] extend all such methods. For other methods used in th~ 
particular case of the approach to the classical limit from quant~ 
mechanics see e.g. [15]. 1 ) The method we develop in the present 
for this problem paper/is a mathematical version of the formal procedure used 
originally by Dirac and Feynman, see e.g. [20], C21] (more refe-
rences are [1], [2] of [10]) and pursued later in [22], [23] • 
We also note that this beautiful heuristic idea of Dirac and 
Feynman has been a source of inspiration for the work of Pauli and 
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Choquard, [24], [25], as well as for Maslov's work [26]. 
Coming now to our work, we give a mathematical realization of the 
idea by using the theory of oscillatory integrals in infinitely 
many dimensions and their asymptotic expansions, as developed in 
sections 2-4, and applying it to the particular oscillatory inte-
grals which occur in our formulation of the Feynman path solutions 
of Schr5dinger's equation in Ref. [10]. In fact, the expansions 
of these Feynman path integrals in powers of Planck's constant t 
is reduced to a problem concerning finite dimensional oscillatory 
integral·s and by this means we recover the asymptotic series in 
powers of t for the solution of Schrodinger's equation. 
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2. The method of the stationary phase in the analytic case. 
Let J.a be a real separable Hilbert space with inner product 
x•y • In (10] the normalized integral over ~ 
"' i 2 J e ~x f(x)dx 
JB 
(2.1) 
was defined for the class ~(Je) of Fresnel integrable functions ~ 
where f E '1 (JB) if and only if f is the Fouriertransform of 
a bounded complex measure on ~'i.e. 
f(x) = J e ixa. d~J.(a.) , 
J{S 
and the definition of (2.1) is simply 
(2,.2) 
(?.3) 
In [10] it was proven that J(J£) is a Banach function algebra 
in the natural norm llfll 0 = I11Jl! , where 111-LII is the total vari-
ation of \J.. ' and the normalized integral ( 2.1) is a bounded 
continuous normalized linear functional on 7(Je) 
• 
We shall consider now the Hilbert space Je with the scaled inner 
product 1 hX•Y, where h is a positive real number, and corre-
spondingly we consider the normalized integral on ~ normalized 
with respect to this scaled inner product. 
It follows from (2.2) and (2.3) that, if f(x) is given by (2.2), 
then 
"' i 2 ih a.2 J e '2li x f ( x) dx = J e - 2 d~ (a. ) , 
£, .J8 
(2. 4) 
where the integral on the left hand side is normalized with 
respect to the inner product 
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We remark that '1(J&) is independent of h 0 Let now v ahd g 
be in 1<d&) then we have that exp(- ~ V) •g is also in '5- (JB), 
since :f(Jg) is a Banach algebra. In this section we shall 
study the asymptotic behaviour as h _. 0 of integrals of the form 
- i x2 - i V( x) J e 2li e h g ( x) dx 1 (2.5) 
JB, 
where V(x) is a real function. 
Since g and V are in J.(JB,) we have 
V(x) = J e ia.x d\J,(a.) (2.6) 
and ~ 
g(x) = J e iSX d\) <a) , (2.7) 
Jfp 
where \J. and \) are bounded complex measures. 
In what follows we shall always assume that the first and second 
moment~ of the measure \J. exist i.e. 
Jet di\J.J<a> <CO , (2.8) 
,;& 
where I\J.I (a) is the absolute value of and 2 is the IJ. a. 
square of the norm of a • This implies that V(x) is twice 
continuously Frechet differentiable. Hence the Frechet deri-
vative dV(x) exists and, since ~ is self dual, it may be 
identified with an element in ~ • In fact we get from (2.6) 
that 
S ·a. dV(x) = !. a.e 1 x d\J.(a.) , (2.9) 
J& 
so x .... dV(x) is a continuous function from ~ into J& • 
From the assumption (2.8) we get also that the function x _. dV(x) 
is Frechet differentiable and its Frechet derivative d2V(x) at 
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the point x is a continuous linear function from JC; into J& 
i.e. an operator on J& , in fact a bounded symmetric operator. 
From (2,9) we get 
2 J 2 . a. du.(o.) (2.10) y•d V(x)y = - (a. •y) e~ x • 
"JB, 
From (2.10) we have that d2V(x) is an integral with respect 
eio.x d\J,( a.) of the one dimensional operator 2 to the measure -a. .p , a. 
where Po. is the orthogonal projection onto the subspace spanned 
by a. • Hence 
(2 .. 11) 
where the integral may be taken as a strong integral in the 
Banach space of bounded operators. It follows also from (2.10) 
that d2V(x) is of trace class and 
(2.12) 
where II 11 1 is the trace norm. This follows from the following 
formula 
(2.13) 
where the supremum is taken over all complete orthonormal systems 
But by the triangle inequality 
hence 
E 1Yn•d2V(x)yn1 ~ J rf d IIJ.I (a.) • 
n Jfl, 
In fact we get in the same way that x ~ d2V(x) is a continuous 
function from Jt, into L1 (.1ft,) , where L1 ( ~) is the Banach 
space of trace class operators. 
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In fact 
Lemma 2.1. 
Let V(x) = J e ixa. d~(a.) be a real function such that 
Je 
Ja2 d!~j(a.) < 1 , then the equation 
Jf., 
y = dV(y) 
has a unique solution in .M • 
Proof: From(2.9)and the triangle inequality we get 
where l!a.ll is the norm of a. , so that 
2 i(x-y) •a. !ldV(x)- dV(y)l! s. llx-yll J a. 1 1 - tx-y)•a. I dl~l (a.) • 
Now I i<1- eit)l is a bounded function of t, in fact 
it it t 
1{(1-eit)l = lt(e2_;7)1 = 2lsit ~~ < 1 • 
Hence we have that 
(2.14) 
By the assumption of the lemma and the contraction mapping 
principle the lemma is proven. 0 
Lemma 2.2. 
Let V(x) = J e ixa. d~(a.) where ~ is a finite complex measure 
such that 
dfj 
J e ~2ja.j diu.! (a.) < 1 
Jf, 
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and such that V(O) = 0 and dV(O) = 0 , and let 
g(x) = I e ixa. dv(a.) , where v is a bounded complex measure with 
~ I e ~ I ~ I d j\1 I ( f3 ) < oo , then 
i 2 i 
""I ~x - n:v<x> I (h) = e e g ( x) dx 
Jt 
is ~nalytic in Imh < 0, and C00 on the real line. Moreover 
I ( o ) = 11 - d 2v ( o) 1-t g ( o) , 
where is the determinant of the operator 2 1-d V(O). 
- iv 
Proof: Since n 
00 (-i)n 1 n e = 'E 11 --r V , where the sum is norm con-
n=o n. 
ver~ent in 1(J&) , we have by the properties of the normalized 
integral that 
. n 2 
- ~ h( 'E a.J·+f3) 
I S j-1 n ••• e - . n d~( a. j) dv ( ~) J=1 (2.15) 
and outside a neighborhood of zero the series is uniformly con-
vergent in Im h ~ 0 and each term is obviously analytic there. 
From the assumptions on V we have that 
J du( a.) = 0 and I a. d\J.(a.) = 0 , (2.16) 
so that the n-1 first derivatives of 
. 2 
S 
- ~ h("Ea. .+f3) n 
••. I e J n diJ, (a. . > a\) ( a > 
j=1 J (2.17) 
with respect to h are zero at zero, hence each term in (2.15) 
is C00 on R • Consider now the function 
1 (eit_n;1 (it) 8 q(t) = -;,_._ LJ - a.' ] (it)n B=O (2.18) 
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We verify easely that q(t) is given by 
1 J J i tn q(t) = tTI ••• e dt1 ••• dtn 
t~ t 1.2: ••• 2: t~ 0 
(2.19) 
so that 
I q( t) I 1 < -n, • 
- . 
(2.20) 
Now (2.15) may be written 
n 
ih( ) 2 ( -~( L: a. ·+a)2)s 
m (-i;)n I I -ih n ~ -n[ -"2 Ea.j+a n-1 c. j=1 J J 
I(h) = E n. • •• (-r (.E a.J·+SJ ) e - I: s! 
n=o J=1 s=o 
(2.21) 
and by (2.20) we have that the sum of the absolute values of the 
terms is bounded by 
m 
< E 
n=o 
2-n J n n ( n! ) 2 ••• I ( j ~ 1 I a. j I + I s I ) 2n j ~ 1 d IIJ.I (a. j ) d I v I (a ) 
Consider now the power series for x > 0 : 
(2 .. 22) 
(2n)' J J n kj ko 
k' k:, ••• n la.J.I dlu.l(a..)lsl dlvl(s). 
o•••• n• j=1 J 
(2.23) 
By Stirling's formula for n! we get that the power series 
(2.23) has the same radius of convergence as the power series 
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co 
~ E E 
n=o k0 , ... , k~o 
= ~(Je\1'2x'la.l dliJ./(a.))n·Je.-ml$1 dlvl($), 
n=o 
which is bounded for x = 1 iff 
(2.25) 
Je'V'21sl dlvl(s) <co. (2.26) 
Hence the series in (2.15) is uniformly and absolutely convergent, 
which proves that I(h) is a continuous bounded function on R , 
since each term in (2.15) is coo. Consider now I(n)(h) 
' 
the 
n-th derivative of I (h). By taking the n-th derivative of each 
term in (2.15) we obtain by the corresponding estimate that 
I(n)(h) is the uniform limit of C00 functions, which gives us 
that I(h) is ~ on R under the conditions (2.25) and (2.26). 
For the value of I(h) at zero we get by the uniform convergence 
from (2.15) that 
00 1 n 1 2 J J n 2n n r(o) = E C7") Cnr) ••• ( Ea.+~) n d!J,(a..)dv(s) • 
n=o j=1 J j=1 J (2.27) 
Since Jd~(a.) = 0 and Ja.d~J,(a.) = 0 we have that all terms in 
n 
( E a.J.+s) 2n which are not quadratic in each a.1 , ••• ,a.n do not j=1 
contribute, hence 
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[ co 1 n 1 2 J J n 2n n J I(O) = E (T) (n!) .... ( .E a.j) 2 .n dv{o.j) g{O) , 
n=o J=1 J=1 
(2.28) 
n 2n 
where (_E a.J.) 2 is the sum over all terms in the expansion of J=1 
n 2n ( E a.j) which are exactly quadratic in each a.1 , ••• ,a.n. j=1 
On the other hand (2.25) implies that 
so that lld2V(O)II1 < 1 • Hence the determinant 
exists and has a convergent power series expansion in the 
operator d2V(O) • Using now that 
I 2 ( )J- l. 2 1- d V 0 2 = exp[-2 tr ln(1-d V(O))] 
and the fact that 
x• d2V(O)x =- J(ax) 2 ei~~ d~(a) 
Jt 
(2.29) 
(2.30) 
(2.31) 
we get, by expanding (2.25) in powers of d2V(O) , an expansion 
that converges for lld2V(0)!! 1 < 1 and this expansion is in fact 
the series given in (2.28). This proves the lemma. () 
We say that y is a critical point of a function f(y) if 
df(y) = 0 • We shall also say that a critical point y of f is 
regular if d2f(y) is bounded with bounded inverse as a linear 
opera tor on ~ • 
By lemma 2.1 we have that if V(x) = Jeixa. d~(a) with ~ a 
bounded complex measure and 
(2.32) 
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2 then there is a unique critical point of the exponent tx - V(x) • 
The next lemma shows that this unique critical point may be 
approximated from a finite dimensional situation. 
Lemma 2.3. 
Let V(x) = Jeixa d~(a) 
where ~ is a finite complex measure such that 1~1 has a finite 
second moment Ja2 dj~j(a) • Then V(x) is twice differentiable 
with continuous d2V(x) • Let !1d2V(x)ll be the norm of d2V(x) 
as a linear operator on dG • If lld2V(x)ll ~ k < 1 for all x E J&, 
we have that the equation 
y = dV(y) 
has a unique solution in Jt . Moreover let Pn be a sequence of 
finite dimensional projections in Je which converges strongly to 1r 
Let Vn(x) = V(Pnx) , and Yn the unique solution of 
Then PnYn = Yn and Yn converges strongly to y as n tends 
to infinity. 
Proof: It follows by dominated convergence that if Ja2 dl~l (a)< co 
then V(x) is twice continuously differentiable. That d2V(x) 
is strongly continuous as a mapping x ... d2V(x) of J& into B(~) 
follows from the fact that the norm is bounded by the trace norm 
and we easely prove the estimate for the trace norm 
2 2 J 2 i(x-y)a 
lid V(x)- d V(y)l! 1 .$ a 11-e ldllJ.I(a) , 
which goes to zero as x-y by dominated convergence. Since 
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d2V(x) is continuous in x we get by the mean value theorem 
that 
dV(x) - dV(y) = d2V(Ax+ (1-Ay))(x-y) 
for some A, 0 <A < 1 • By the assumption we therefore have 
I dV(x)- dV(y) I ~ klx- yj 
so that x ~ dV(x) is contractive. Hence there is a unique 
solution of y = dV(y) • Now since d2Vn(x) = Pnd2V(Pnx)Pn we 
have that !ld2Vn(x)IJ < k and d2Vn(x) depends continuously on x. 
Therefore y - dV (y ) n - n n has a unique solution Yn , and since 
Let now T(x) = dV(x) and Tn(x) = dVn(x) then by the contraction 
mapping theorem we have for any x0 E ~ that 
y = lim Tm(x ) 
m .... ro 0 
(2.33) 
and 
(2.34) 
But 
S 
iP X•a. 
= e n d~(a.) = ixP a. Je n d\.l(a.) 
so that 
Hence 
Since 
• ( 1 p ) ix ( 1 -Pn )a. 
l.X - n a. . I ( ) I I e -1 I le ~ 1j ~ lxl 1-Pn a. x(1-P )a 
n 
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and f~( ei t- 1) I ~ 1 we then get 
which goes to zero by dominated convergence and this convergence 
is uniform for x in any bounded set in ~ • Now Tn as well as 
T map Je, into the ball of radius Jla.l di!JI (a.) , hence Tnm(x 0 ) 
as well as Tm(x0 ) are all in this ball, and in this ball Tn(x) 
converges to T(x) uniformly in x • From this and (2.24) and 
(2.25) it follows that y -+ y n strongly as n tends to infinity. 
This proves the lemma. 
Unfortunately lemma 2.2 is only applicable to the asymptotic 
behavio~ for small h of 
,.... i 2 iv( ) 
S ~X - h X I (h) = e e 
J& 
g(x)dx (2.35) 
when the critical point of the exponent 2 tx - V(x) is at X = 0 • 
If,however, ~is a finite dimensional real Hilbert space, we have 
by the classical theory of oscillating integrals the following 
lemma. 
Lemma 2.4. 
Let Jt be finite dimensional and let V and g be cfO with g 
in L1 , such that the exponent ~x2 - V(x) has a unique regular 
2' 
critical point a , i.e. a = dV(a) and 1- d V(a) is invertible, 
and is such that *a2 - V(a) = o • · Then the function· I(h) , 
,.... i x2 - i V(x) 
I (h) = J e ~ e Ii g ( x) dx , 
J& 
is co C on R , and 
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Proof: The proof of this classical lemma may be found for in-
stance in Ref .[3], 1) prop. 1. 2. 3. Note here that the n'ormalized 
integral on a finite dimensional Hilbert space by Prop. 2.1 of Ref. 
[10] coincides in the case g(x) is in L1 with the usual 
Lebesgue integral up to a factor, so that in fact 
1d· w i 2 iv( ) ~ 1mq_,J ~X - 'fi X I(h) = (2rrih) e e g(x)dx (2.36) 
where dx in (2.36) is the Lebesgue measure normalized so that 
the unit cube has volume 1. 
Lemma 2.5. 
Let J& be a real separable Hilbert space, and let 
V( X) = s eixo. d\-1( (1) and g( X) = s~ixo. d \) (ci) With 
J& df, 
and J e ~ a.j d I \) I ( o. ) < co .· 
~ 
0 
and such that V(a) =. ~ e.2 where 
that dV(a) = a • Then 
a is the unique point such 
~ (.:;J.)n 1 J J< n )2(n-k) n ( )d ( ) 0 Ll c. n! ( n-k)! .. • I: a.J. + ~ n d~ a. . \) 13 = 
n=k j=1 j=1 J 
for k = 1~2, •••• 
Proof: Let I(h) be given ae in (2.36),. then by a previous 
calculation we have 
(2.37) 
The assumption of the lemma implies the inequality (2.32) and 
hence a unique point a E d8 such that dV(a) = a • Now if df, 
is finite dimensional the assumptions of the lemma imply that V(x) 
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and g(x) are C 00 and that g(x) is in L1 • We therefore 
get by lemma 2.4 that I(h) is C00 , so that I(h) tends to a 
limit as h ~ 0 • From (2.37) we have then 
~ (T-1 ) n 1 J J ( ~ ) 2 ( n-k) nn d ( ) d ( Q ) 
L. I ( k) f ••• L. (J.J. +!3 \.! Q.J. \) IJ = 
n=k n .. n- • j=1 j=1 0 • 
(2 .. 38) 
We note that by estimates of the type (2.22) the sum and the 
integrals in (2.38) converge. absolutely. Consider now the left 
hand side of the equation (2.38) in the general infinite dimen-
sional case, and let Pn be a sequence of finite dimensional 
projections such that Pn converges strongly to the identity. 
Let Vn(x) = V(Pnx) and an the unique points such that 
an = dVn(an) • Then 
(2.39) 
satisfies the assumptions of this lemma and one has 
~n being the bounded complex measure defined by 
J f (a.) d!-!n (a.) = J f ( P n a.) d~ (a.) - en f ( 0) , ( 2 • 40) 
d& Jf, 
2 2 
where en = Vn(an) ... ~an = V(an) -tan since Pnan = an by 
lemma 2.3. Let now gn(x) = g(Pnx) • Then 
with 
also satisfies the assumptions of this lemma. Hence by what we 
have already observed in the finite dimensional situation we have 
- 22 -
that 
.~ (~)m m!(~-k)! J ..• J ~ aj+ra) 2 (m-k) ~ d!J. (a.)dvn(t3) ;== o, (2 .. 42) 
m=k (P ~m j=1 j=1 n J 
n 
on the other hand, by (2.40) and (2.41), this is equal to 
Now converges to zero since V(x) is con-
tinuous and an converges to a by lemma 2.3, so that 
en ... V(a) - ~ a.2 , which is zero by assumption. Moreover by esti-
mates of the type (2.22) we have that the sum and the integrals 
in (2.43) are absolutely convergent and uniformly so in n • In 
fact if lcnl < c for all n we have that each integrand in 
(2.43) is bounded by 
(~)m ml(~-k)! ( ~ fa·l+lal) 2 (m-k) W (diiJ.I(a.)+co(a.))djvj(a) j=1 J j=1 J J 
and by estimates of the type (2.22) we have that 
co m ( ) m 
E (t)m m'(~-k)'J ... JC.E jo.J·I+Ial) 2 m-k .n (di1J.I(aj)+c&(o.J.))dlvl(f3) 
m=k • • J=1 J=1 
is finite. So by Lebesgue's theorem on dominated convergence we 
have that (2.43) converges to 
m -1 m 1 J J 2(m-k) m E (T) m!{m-k)! ... (Eo.J.+13) .n d~(a.)dv(S) 
m=k J=1 J 
(2.44) 
and since (2.43) was zero for all n we have proved that (2.44) 
is also zero. This then proves the lemma. Cl 
We shall now see that we have the following theorem. 
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Theorem 2.1. 
Let V(x) = I e ixa. d\J,( a.) where 1J. is a finite complex measure 
~ 12' 
on rJ8 such that J e 2 I a. I d I IJ.I (a.) 
. de < 1 and g(x) = Jeixa. d\)(a) de 
with I e ~~ f' I d I \) I ( 13 ) < co • 
Cf& 
Then there is a unique point a E Jf3 
such that dV(a) = a • Let 
,..., i x2 - i V(x) 
I (h) = J e ~ e h g ( x) dx • 
rJB 
Then I(h) is analytic in Imh < 0 , and 
-if(~a2-v(a)) * 
e I(h) = I (h) 
is a 0 00 function of h on the real line. Moreover its value 
at zero is given by 
* 2 J. I (0) = 11- d V(a)j 2 g(a) 
where 11 -d2V(a)j is the Fredholm determinant of the operator 
1- d2V(a) • 
Proof: The analyticity in Imh < 0 follows in the same way as 
* I(h) in lemma 2.2. Now I (h) is computed with 
* +~a 2 - V(a) V(x) V (x) = V(x) instead of , so we may therefore 
just as well assume that V(a) l. 2 = 2a • Now we have as in (2.15) 
(2.45) 
Since we assume V(a) = ta2 we have by lemma 2.5 that 
i n 2 
co n 1 I J 1 I. - ~h( -~1a. ·+13) n-1 . h s 1 n 2 
I(h) = ~ (-i) nt ••• nle J- J - ~ (-T) --.( l: a.j+S) s] 
n=o • h s=o s. j=1 
n 
n d~J.(a.j)d\)(a) • (2.46) j=1 
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Each term in (2.46) is obviously a C00 function of h • Now 
(2~21) is the same expression as (2.46) and by estimating in the 
same way as for (2~21) we get that 
n 
II diJ. (a. J. ) d v (a ) j=1 
converges as m _. oo uniformly on compacts together with all its 
* derivatives. This then proves that I (h) is coo. It follows 
from this that, if V(a) =~a 2 then I(O) is given by , 
00 1 m 1 2 J J 2m m I ( 0 ) = E ( T ) ( iiiT ) • • • ( E a.J. + s ) II d\J, ( a. . ) d v ( 13 ) • 
m=o j=1 J (2.48) 
However, this is the formula (2.44) with k = 0 and it follows 
in the same way as for k > 1 that (2.48) is the limit of 
(2.49) 
as n _. oo, where Pn is a sequence of finite dimensional pro-
jections such that Pn converges strongly to 1 • But (2.49) 
* seen, equal to I(h,Vn,gn) taken at 
= V(Pnx)- en and gn(x) = g(Pnx) , with 
by what we have already 
* h = 0 , where Vn(x) 
is, 
en = Vn(an)- ~ an2 ' an being the unique point such that an= dV(an). 
* Now by the fact that Vn and only depend on a finite number 
of dimensions we have that the normalized integral * I(h,Vn,gn) 
reduces to a finite dimensional integral by prop 2_2 of Ref. [10 ]. 
Hence by lemma 2.4 we get 
(2.50) 
- 25 -
We have, on the other hand? the trace norm estimate 
\ld2V~(x)-d2V(x)ll ~ JIC1-Pn)a.! 2 di~-LI(a) + lcniJ a 2dlul(a.), 
(2.51) 
which goes to zero.by dominated convergence,and 
(2.52) 
which also goes to zero as x ... y by domina ted convergence~ 
2 * 2 Hence d Vn(an) -. d V(a) in trace norm and since gn(an) :=:, 
g(an) ... g(a) , g(x) being continuous, we get, by expanding 
(2-50) in powers of d2V~(an) , that ~.50) goes to 
2 1 11- d V(a) I~ g(a) (2.53) 
as n ... oo. On the other hand (2.50) is equal to (2.49)t which 
we have already seen converges to (2.48) as n ... oo. This proves 
the theorem. 0 
Corollary 2 ... 1. 
Let V(x) and g(x) satisfy the assumptions of theorem 2.1, 
and let bE de and 
S
- ~hx 2 - hi(V(x)+b•x) 
i (h) = e .::: n e g ( x) dx • 
a& 
Then I(h) is analytic in Im h < 0 and 
* - t ( ~ a. 2 -v (a)-ba) 
I (h) = e I (h) 
is a C00 function of h on R , where a is the unique point 
such that 
dV(a) + b = a • 
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* Moreover the value of I (h) at h = 0 is given by 
Proof: By the translation invariance of the normalized integral 
(Proposition 2.3 of Ref. (10]), we have that 
i_b2,., i x2 - iv(x+b) 
I(h) = e~ J e ~ e h g{x+b)dx • (2.54) 
d& 
Now V(x+b) and g{x+b) satisfy the assumptions of theorem 2.1, 
and hence the corollary follows from theorem 2.1, since dV{y+b)=y 
has the solution y = a - b • This proves the corollary. 0 · 
Corollary 2.2. 
Let V(x) and g{x) be as in theorem 2.1 and let a be the 
unique point such that dV(a) = a • Let us also assume that 
I 
V(a) = t a2 • Let Pn be a sequence of finite dimensional pro-
jections in J8 such that Pn converges strongly to 1. Let 
v:(x) = V(Pnx)- en with en = V(an)- ta.n2 , where an is given 
by dV(Pnan) = an , and let gn(x) = g(Pnx) • If 
roJ i 2 i 
Je
"2hx -hV(x) 
I(h;V,g) = e g(x)dx 
df, 
and 
then 
and 
* I(h;Vn,gn) converges, uniformly on compacts together 
with all its derivatives with respect to h , to I(h;V,g) • 
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~roof: From (2.47) we have that 
i k 2 
m k 1 J J 1 [ -~h(j~10.·+~) k-1 "h s 1 k 2s] Im(h;V,g) = ~ (-i) E' ••• :-:1C e - J - ~ <T> :;;-( ~a..+~) 
k= 0 • h S= 0 S • j = 1 J 
k (2.55) 
j ~ 
1 
d\J, (a. j ) dv ( 13 ) 
converges uniformly on compacts with all its derivatives to 
I(h;V,g) as m~ oo. On the other hand we have by the same type 
of estimates as for (2.21) that 
. k 2 
* m k 1 J 11 r:-~h1Pn(ji;1o..+s)l k-1 ~:ih 6 1 k 2s ~(h,Vn,~)= ~(-i) U •••J:JcLe - J - ~ (T)s"iiPn(~ o.j+s)l ] 
k=o h: s=o • J=1 
k ( 2. 56) 
j~1 d~oL(o.j)dv(s) 
converges uniformly on compacts with all its derivatives to 
(2.55) as n-+ oo uniformly in m • Moreover, again by 
the same type of estimates as in (2.21), we get that * Im(h,Vn,gn) 
* converges to I(h,Vn,gn) uniformly on compacts with all its 
derivatives as m .... oo, uniformly in n • Combining these two con-
vergences we have the corollary. o. 
Corollary 2.3. 
Let V(x) = Jeixo. d\J.(a.) 
dt 
on r}g such that, for some 
where u is a finite complex measure 
}.. > 0 , ;. J e~A I a. I d I IJ.I (a. ) < 1 and 
A d& 
g(x) = J eixa. dv (a.) with J e '1/2\lsl d 1 v 1 ( 13) < oo • Then the 
~ ~ 
conclusions of theorem 2.1 hold. 
Proof: It follows immediately from the definition of the norma-
lized integral that 
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where,in accordance with our notations,the first integral is 
normalized with respect to the form t x2 and the second with 
A2 2 
respect to the form 11 x • So we therefora get that 
"" i x 2 - i J.v(Ax) 
I(A 2h) = J e ~ e n A g{Ax)dx • 
JB 
On the other hand we have that 
1 V(Ax)= 1 Jeix•Aad~(a) andg(Ax)=Jeix·A~ dv(e), rz ~ 
so by the assumption of the corollary we may apply theorem 2.1 
,,..~ 
to the function I(A 2h) • This proves the corollary. !J 
Corollary 2.4. 
Let V(x) and g(x) be as in theorem 2.1 and let a be the 
unique point such that dV(a) = a , and let also V(a) 1 2 = 2a • 
Then 
"" ih:x2 - iv( x) 
I(h) = Je h eli g(x)dx 
Je 
have the two indentical asymptotic expansions at zero 
OJ m -i)m OJ c-1 )n 1 s I< n )2(m+n) 
=-E h (T E '""2"" ni(m+n)! ... .: aj+a 2 
m=o n=o J-1 
n iaaJ. 
n e . d~ (a j ) e iae dv (e) , 
j=1 
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where ( ~ ~-+a) 2 (m+n) is the sum of all terms in the expansion j=1 J 2 
o~ ( ~ ~-+s) 2 (m+n) which are at least quadratic in each ~J. , 
j=1 J 
j = 1, ••• ,n Moreover we have the estimate 
Proof: That I(h) has an asymptotic expansion follows from the 
fact that I(h) is a ~ function, and the first form of its 
asymptotic expansion follows from (2.55) and the fact that 
Im(h;Vfg) converges uniformly on compacts with all its deri-
vatives to I(h) as m ~ oo. Now if the critical point a is 
at a = 0 , the two expansions are obviously identical. Suppose 
now a I 0 , t~en let us first assume that ~ is finite dimensi-
onal i.e. Je= R1 for some 1 , and let us suppose that, in 
addition to the conditions of theorem 2.1 , g E t{(R1 ) • We then 
know that the normalized integral is equal to an ordinary integral 
. 2 • 
"'"'J kx - ~V(x) 
I (h) = e e g ( x) dx 
Rl 
1 . 2 . 
- ~ ~x -.!v(x) 
= (2nih) J e h e h g(x)dx ., 
(2 .. 57) 
Let now a E R1 be the critical point so that dV(a) = a . We 
th-en have 
. 2 i 
. _1; 2 J 2\. x - h (V(x+a)-x·a-V(a)) I(h) = (2n1h) e e g(x+a)dx, (2.58) 
Rl 
- ~(V(x+a )-x•a-V (a)) 
since V(a) = ~ a 2 • Expanding now e in 
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powers of U(x) = V(x+a)- x•a- V(a) and using that U(O) = 0 
and dU(O) = 0 and the fact that 
V(x+a) = J e ix•a. eia•a. diJ,(a.) (2.59) 
we get, in the same way as in the proof of lemma 2.2, that I(h) 
has the following asymptotic expansion 
(2.60) 
Hence we have proved the identity of the two expansions if Je 
is finite dimensional and g E ,1 • So if d{, is finite dimensional, 
we have actually proved the identities 
00 
( -1 ) n 1 I I ( n 2( m+n) n E 2 n! ( m+n) , • ·• . E a. J. + ~) n d\.L (a. . ) d v ( ~ ) 
n= o • J = 1 j = 1 J 
( 2.-61) 
oo n · 
_ -1 n 1 J J , 2 ( m+n) n 1aa. j . 
- E (T) n'(m+n)' ... ( E a.J.+a)2 n e d~J,(a..) elaf3 dv(s) t 
n= o • • j = 1 j = 1 J 
if Ie42'1a.l di~-LI(a.) < 1 and Je.f2'1sl dlvl(a) <OO and 
v (a) E /:1 (R1 ) • Since if is weakly dense in the set of measures 
and the left hand side of (2.61) is finite for J e-f2'1eldlvl(~) < oo, 
we have that the right hand side is also finite and equal to the 
left hand side. Hence we have proved the identity of the two 
expansions for J£ finite dimensional. The identity of the two 
expansions for arbitrary separable Jf3 then follows from corollary 
2.2. For the estimate we get from (2.21) that 
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I ( ) N m(-i)m 00 (-1)n 1 J I( n )2(m+n) n ( ) ()I I h - ~ h T ~ T n~ (m+n)! ... ~ a.J.+a . n diJ. a.J. dv s 
m=o n=o j=1 J=1 
(2.61) 
l
hiN+1 ~ 2-(n+N+1) (2n+2N+1)! (n+N+1)! < 2 ni 
n=o [(n+N+1)!] 
. I·- I 
< lh/N+1 ~ 2n+N+1 (n+N-;1)! J ..J ~ k , 1 k 1 
n=o n. o•••• n• 
n k 
n la.J.j j dlu.l(aJ.) j=1 
k 0 + ••• +~=2(n+N+1) k 
1131 ° d/vl (13/ 
= I h I N + 1 ~ ( n+ N "!" 1 ) ! J ... I ~ 1 1 , ~ I fi a ·I k j d !IJ I (a · ) 
n= o n • k o • • • • kn • j = 1 J J 
k 0 + ••• +~=2(n+N+1) k 
I ~2'131 o a I v I ( a ) 
This proves the corollary. 0 
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Corollary 2.5. 
Let V(x) and g(x) be. as in theorem 2.1, then I(h) has the 
following asymptotic expansion 
I(h) = ~ hm(~)m ~-(~)n 1 [ ( ~ V + 'V. )2 ( m+n) V ( x 1 ) • ..., V ( xn) g( y) J , n!(m+n)! . 1 X. y 2 m=o n=o J= J 
where the value of [ ] is to be taken at x.= J. y = a. . and 
where a is the critical point,i.e. VV(a) = a, and V(a) = ia2 
(E v + v )2 (m+n) is the sum of all terms in the expansion j xj y 2 
of (~ v + v ) 2 (m+n) which are of at least second degree with 
J xj y 
respect to each vx. , j = 1, ••• ,n. 
J 
Proof: This is just the second version of the asymptotic 
expansion in the previous corollary. 0 
• 
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3. The method of the stationary phase in the general case. 
In the previous section we developed the method of the 
stationary phase for the case where the phase function 
V(x) = J e ia.x d~(a.) 
Je 
( 3.1 ) 
is gentle and small. We shall say that V(x) given by (3.1) 
is gentle if there is a A > 0 such that 
Je ..J2\ Ia. I dl ~1 (a.) 
Jf, 
11~11 < A 2 and <co, 
and we shall say that V(x) is small and gentle if 
b J e.ffi I a. I d I \.I. I c a. > < 1 
d& 
for some A > 0 • With this denominations, we have that 
(3.2) 
(3.3) 
theorem 2.1 and corollary 2.3 give the asymptotic expansion of 
,.w i x2 - iv(x) 
I ( h) = J e "21i e 'fi g ( x ) dx (3.4) 
for V(x) small and gentle. We have seen that V(x) small 
and gentle implies that the total phase function tx2 -V(x) has 
one and only one critical or stationary point a , d(tx2-V(x)~=a=O, 
and from corollary 2.5 we have that all the terms in the asymp-
totic expansion of I(h) at h = 0 are given by the derivatives 
of V(x) and g(x) at the point a only. 
We know that in the finite dimensional case,if we have several 
critical or stationary points, the asymptotic expansion of I(h) 
is just the sum over all the stationary points of the corresponding 
expansion for each critical point. In the finite dimensional case 
this is namely immediately seen by writing g(x) as a sum of 
functions each one with support containing only one critical 
point. 
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In our case, however, which is the infinite dimensional case, 
this can not be done because we do not know whether I(h) has 
an asymptotic expansion at all, if 
g(x) = J e ix~ dv(~) (3.5) 
does not satisfy the condition 
<CO. (3.6) 
But if g satisfies (3.6) we have that , for z = X+ iy , with 
x and y in Je 9 
S i z•Q g(z) = e '"' dv(~) 
J8 
(3.7) 
is analytic in IYI < ~~ , hence the support of g(x) must be 
all of Je;. 
However, in this section we shall see how to overcome this problem. 
So let now V(x) be gentle i.e. there is a A > 0 such that (3.2) 
holds and let g(x) satisfy (3.6). Let Pn be orthogonal pro-
jections on cJe with finite dimensional ranges such that Pn 
converge strongly to the identity. By Lebesgue lemma on dominated 
convergence we then have that 
(3.8) 
Hence there is some projection P with finite dimensional range 
such that 
~ 2 J e ,J2)_ I C 1-P )a! d I~ I <a) < 1 • 
tJ£ 
(3.9) 
Let d~ = Jf.1 ® Jf,2 = ( 1-P) Je (£) P Jt , and we shall use the notation 
x = ( y, z) for x = y (£) z • Since Je = J€1 (£) J-&2 is isomorphic as a 
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metric space, and therefore as a measure space, with ,j£1 X J82 
we have that d!J.(a) may be considered as a measure d)J. ( 13 , y) on 
the product space J&1 X £2 , a.= (13,y) • With the notation 
V(x) = V(y,z) we then have 
V(y,z) = s eil3y • eiyz du(13,y) • (3.10) 
Je1x~ 
Let now 1-Lz(l3) be the measure on JB, given by 
J f(13)d!-Lz(~) = J f(s) eiyz d1J.(I3,y) • 
Jf_, J€., X Jt; 
(3.11) 
We then have 
V(y,z) = J·eil3y d!J. (13) • 
J&, z 
(3.12) 
Moreover by the Minkowski inequality 
so from (3.9) we have 
(3 .. 13) 
Hence we see that, for any fixed z E Je2 , V(y,z) is gentle 
and small as a function of y EJ£1 • From (3.13) it follows that 
(3.14) 
so by lemma 2.1 we have that the equation 
d1V(y,z) = y , (3.15) 
where d1V(y,z) is the derivative of V(y,z) with respect of y , 
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has a unique solution b(z) 
d1 V( b (z) , z) = b ( z) • (3.16) 
We shall see that b( z) is a smooth function from J-6 2 into Je, 1 • 
By taking the derivative of (3.16) we get 
(3.17) 
By (2.12) we have 
and by the Minkowsk~ inequality we therefore have from (3.9) 
the following uniform estimate for the trace-norm 
Hence 1- d1
2v(y,z) has a uniformly bounded inverse and from (3.17) 
(3.18) 
This then proves that db(z) is uniformly bounded and continuous 
in z , so that z ~ b(z) is a smooth mapping. In fact it follows 
from the assumptions on V that 
lim y/ 2 + lim z/ 2 < 2A 2 and since 
d1V(y,z) is analytic in 
b(z) is a regular solution of 
d1V(b(z),z) = b(z) 
we therefore get that b(z) is real analytic from J62 into d£ 1 • 
We state this result in the following lemma. 
Lemma 3.1. If V(x) is gentle,i.e. satisfies (3.2), then there 
exists a decomposition df = d£1 (f) J£2 with finite dimensional JB2 
such that, with V(x) = V(y,z) for x = y@ z , V(y,z) is, as a. 
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function of y , gentle and small uniformly in z , i.e. 
Moreover the equation 
d1V(y,z) = y 
has a unique solution y = b(z) for all z E Jf2 and the mapping 
z ~ b(z) is real analytic from Je 2 into J8 1 • () 
Let us now consider the equation 
(3.19) 
where d2V(y,z) is the partial derivative of V(y,z) with 
respect to z • Since d2V(y,z) is analytic in y and z , 
we have that d2V(b(z),z) is an analytic function on the finite 
dimensional space Jt 2 , so that (3.19) has at most a discrete 
set {z.} 
1 of solutions. Hence we have proved the following lemma~ 
Lemma 3.2. 
If V(x) is gentle, i.e. satisfies (3.2), then the equation 
dV(x) = X 
has at most a discrete set S of solutions, i.e. S has no 
limit points in dB • 0 
Let us now consider the Fresnel integral 
,.... i 2 i ( ) 
S 
'2hx -iivx 
I(h) = e e g(x)dx. 
By Proposition 2.4 of ref. (10] (The Fubini theorem for Fresnel 
integrals) we have that, with the splitting Jt = £1 ~ £ 2 of 
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lemma 3.1: 
I(h) J"" i. z 2 ,.. k y2 - hi V( y, z) = . e 2h ( J e .:::h e g ( y, z) dy) dz • 
J/1 dt'2 
(3.20) 
Now by lemma 3.1 V(y,z) is, as a function of y , gentle and 
small and d1V(y,z) = y has a unique solution. We may therefore 
apply theorem 2.1 and its corollary 2.3 to the 
.w i 2 iv( ) 
inner integral 
l 2b:Y -h y,z I 1 (h, z) = e e g (y, z) dy • Je2 ( 3. 21 ) 
We then get that 
. 2 
- ~ <t b( z) - v ( b ( z) , z) ) 
I 2 (h,z) = e r1 (h,z) (3.22) 
is a 0 00 function o·f h , and 
"" i z 2 ~ b( z) 2- ~ v ( b ( z ) ' z ) 
I(h) = J e ~ e I 2 (h,z)dz , 
dt2 
(3.23) 
so that I(h) is given by a finite dimensional oscillatory 
integral. 
Now by theorem 2.1 we have that 
(3 .. 24) 
and by the corollaries 2,3 and 2.4 and lemma 3.1 we have 
so that 
2 2 -12'>.. I ~ I -2 J2 >.. I sl II 2 (h,z)-I 2 (o,z)ls.~- lhi(1-A.- Je dllll(a,y)) Je djvj(~,y). 
(3.25) 
Hence I 2(h,z)- I 2(o,z) tends to zero uniformly in z • 
Now there exists, as we shall see, a partition ~.(z) of the 
l 
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identity in the finite dimensional space J.C2 by smooth functions 
of compact support, such that 
I(h) 
~ i 2 i ( )2 i ( ( ) ) ooJ '2hz ~bz -hVbz ,z 
= E e e cp. ( z) r 2 ( h, z) dz. i=1~ 1 
(3.26) 
This is in fact a consequence of the following lemmas 3.3 and 3.4. 
Lemma 3.3. 
Let J8 be a finite dimensional real Hilbert space and f E J(df,), 
S 
. a. 
i.e. f(x) = e 1 •X d~(a.) for some bounded complex measure ~ 
on Je and let cp E // (Jf) be such that. cp ( 0) = 1 , then 
where 
Proof: 
Hence 
I'V i 2 J e '2"x f(x)dx = ~ i 2 lim J e ~ x cp ( ex) f ( x) dx 
e .... o oe dt i 2 
= lim(2ni)n/2 J e 2 x cp(ex)f(x)dx , 
€-tO Jt 
n = dim J.E. 
Let cp(x) = J eia.x <$(a.)dn, then 
de 
cp(ex) = J eia.•ex <$(a)da. = e-nJeia.x $(la)da. • 
~ e 
,..., i 2 i ( )2 
J ~X I -~ a.+ a 1 e cp(ex)f(x)dx = e-n e <$(-sa.)dad\.1(13) 
Je . 2 cit -~( ea+s) 
= s e <$ (a ) dl.l. ( a ) da. , 
dfj 
which by dominated convergence tends to 
This proves the first identity of the lemma. The second identity 
follows from the facts that f(x) is bounded, so that cp(ex)f(x) 
is in L1 , and one has the identity of the normalized and Riemann 
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integral on tfCde) as proved in ref.(10] proposition 2.1. By 
the continuity of these integrals in F(,Jg) and L1 (JfJ) respecti-
vely this identity also holds for functions in L1 (de ) n :T (J£) • 
This then proves the lemma. 0 
Lemma 3.4. 
There is a partition ~i(x) of the identity of the finite 
dimensional real Hilbert space Jt by smooth functions of compact 
support such that for any f E .:F(J-6) 
,.. i 2 J e ~x f(x)dx 
Jf .. 
,., i 2 
co I ~X 
= . E e cp i ( X ) f ( X ) dx • 
~=1 cit 
Proof: Take w(x) such that w(x) is a smooth function 
0 < w(x) < 1 and 
- -
{ 1 for lxl ~ 1 
w(x) = 
0 for lxl > 2 
' 
and let wn(x) = w<ix> and define cpn(x) = '$n (x)- l\ln-1 (x) for 
n > 1 and ~1 (x) = 1\11 (x) • 
Then obviously ~n(x) is a partition of the unit by smooth func-
n 
= 1\Jn(x) tions of compact support and since E ~i (x) this lemma 
i=1 
follows from the previous one. 0 
As a consequence of this lemma we have verified (3.26). Hence 
to study the asymptotic behavior of I(h) we may consider the 
asymptotic behavior of each term in (3.26). Now for each term 
the integrand is in q:: (J£2 ) n L1 (Jf2 ), so the normalized integrals 
are actually Riemann integrals and we may therefore use the 
classical theory of oscillatory integrals. 
Since the solutions of the equation 
(3.27) 
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form a discrete set, we may assume that only one solution of 
(3.27) is contained in the support of each ~i(z) , if needed by 
writing each ~i in (3.26) as a finite sum of positive smooth 
functions. Hence it is enough to consider integrals of the form 
,... i 2 i ( )2 i ( ( ) ) 
I 2hz "2'iibz -hVbz,z I(h,'iJ) = ,e e ~(z)I2 (h,z)dz (3~28) ' 
11(;2 . 
where w is of compact support and only one solution of (3.27) 
is contained in the support of w • 
By the corollaries 2.3 and 2.4 and lemma 3.1 we have that 
Hence, up to terms of order lhiN+1 , (3.28) may be written as 
~ i 2 
N hm J ~ z 
E m! e 
.JE b(z )2 - i V(b( z), z) 
e h h ~(z)I~m)(O,z)dz • (3.30) 
m=o Jt 
2 
It is therefore enough to study the asymptotic behavior of the 
integrals 
""' i 2 i ( )2 i ( ( ) ) 
J 2hz ~ b z - h V b z , z (m) e e w(z)I (O,z)dz 
Jf2 
(3.31) 
and we know from the classical theory that (3.31) is a C00 
function of h if the critical points of the exponent are non 
degenerate. I.e., setting ~(z) = tz2+ ~b(z) 2 - V(b(z),z) , we 
have that the question is whether the solutions of ~(z) = 0 
are discrete and whether d2~(z 0 ) is a non degenerate matrix 
for any solution of d~(z 0 ) = 0 • 
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Now 
dcp(z) = z+ b(z)•db(z)- d1V(b(z),z)db(z)- d2V(b(z),z) (3.32) 
and, since b(z) = 'd1V(b(z),z) , we have that 
dcp(z) = z- d2V(b(z) ,z) , (3.33) 
so that the critical points are the solutions of (3.27). Hence 
there existsonly one critical point on the support of w •. Let c 
be this point and set b = b(c), and a = (b,c) then we see that 
a is a solution of 
Let us now compute 
dV(x) = 
d 2cp (c) • 
X • 
From (3.33) we have 
Since b(z) = d1V(b(z),z) we get that 
db(z) = d12V(b(z),z)db(z)+ d1d2V(b(z),z) • 
(3.34) 
(3.35) 
As a consequence of lemma 3.1, 1- d1
2V(b(z),z) has a bounded 
inverse,so that 
(3.36) 
Hence 
Assume now that c E Je2 and d2cp(c)c = 0 , then, with 
(3.38) 
and s = ( fJ, C ) , we have that 
( 1 - d 2v (a) ) s = o • (3.39) 
This is so because (3.39) is equivalent with 
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{1- a1
2
v(a))'tl + a1a2v(a)' = o 
d2d1V(a)'Y) + (1- d22v(a))~ = 0 • 
The first equation gives, since (1- d1
2
v(a)) is non degenerate, 
the equation (3,38) and the other then gives (3.37). 
On the other hand if, for some ~ E Je, (1- d2V(a))~ = 0 then 
d2~(c)~ = 0 , where C is the projection of ; on Je2 • So 
that the condition that d2~(c) is non degenerate is equivalent 
with the condition that 1- d2V(a) is non degenerate. Moreover 
we easely get from (3.37) that 
Hence we have that, if 
is a C00 function of 
2 1- d V(a) is non degenerate, then I(h,ljr) 
h , and we can find its asymptot1a ex-· 
pansion at h = 0 by the standard method of stationary phase, 
see for instance HBrmander ref. [3],1). 
Up to now we have assumed V(x) and g(x) to be gentle in the 
sense of (3.2) and (3.6) respectively. However we see from the 
proofs above that everything except the discreteness of the 
solutions of dV(x) = x carries through under a weaker condition 
which we could call gentle up to finite codimension. The precise 
condition is given in the following theorem. 
Theorem 3.1. 
Let Je be a real separable Hilbert space, and V and g in 
J(Jf,), i.e. there are bounded complex measures on fe such that 
V(x) = J e ixa. d!J,(a.) 
Je 
and g(x) = J e ixa. dv(a.) • 
J8 
Let us assume V and g cfO , i.e. all moments of \.1 and v 
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exist. Moreover we assume J8 = Jf1 ® Jf.2 where dim £ 2 < oo , 
and if d!J.((3,y) , dv((3,y) are the measures on df1 x£2 given 
by \J. and v , then there is a A. such that !IIJ.ll < A. 2 and 
<OO and 
Then if the equation dV(x) = x has only a finite number of 
solutions x1 , ••• ,xn on the support of the function g(x) , such 
2 that none of the operators 1- d V(xi) has zero as an eigenvalue, 
then the function 
~ i 2 i V( ) 
J '2hx -- x I(h) = e h e h Jf, g{x)dx 
is of the following form 
I(h) 
where I~(h) is a C00 function of h such that 
in 
* 2nk 2 -i-Ik(O) = e 1Det(1- d V(xk)) I g(xk) 
where nk is the number of eigenvalues of d2V(xk) which are 
larger than 1 • 
If V(x) is gentle on J8 i.e. satisfies (3 .. 2), then the solution13 
of the equation dV(x) = x have no limit points. 
Proof: By applying lemma 3.1 to the real separable Hilbert space 
~ we get a .decomposition of cJe = J£~ EB Jt; with J£2 s Je~ and Jt; 
finite dimensional such that, with X='Y.'e>z', V(x)=V(yr,z•) is, 
as a function of y' E £ ~ , gentle and small uniformly in z E Jf~. 
In fact we have that 
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So, if necessary by using the decomposition £ = £~ EE> £~ instead 
of Jf = Jf 1 EE> Jf2 , we may assume that, with the notations of the 
theorem, 
And from this it follows in the same way as in lemma 3.1 that the 
equation 
has a unique solution y = b(z) • Moreover from (3.41) we get 
that 
lld12V(y,z)l! _:;;hi eml~l dIl-L I ( f.l , v) < 1 , (3.43) 
df 
hence z ~ b(z) is a smooth mapping of Je1 into Jt2 • 
Now by using the Fubini theorem (Prop. 2.4 of ref. (10] ) on I(h) 
we have the formula(3.23). Since there are only a finite number 
of critical points x1 , ••• ,xn on the support of g(x) there 
will only be a finite number of critical points z1 , ••• ,zm with 
xk = (b(zk),zk) and zk are the solutions of 
d2V(b(z),z)) = z, (3.44) 
because any solution of (3.44) gives rise to a solution of 
dV(x) = x of the form x = (b(z),z) • Hence we have only a 
finite number of critical points for the exponent in (3.23). 
We may therefore choose a finite partition ~ 1 , ••• ,~n of the 
unit in J62 such that ~k are identically one in a neighbour-
hood of zk and zero in a neighbourhood of with j I k 
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and the asymptotic expansion for 
,.... i 2 i ( )2 i ( ( ) ) 
I ~z 2hbz -hVb z ,z = e . e I (h,z)\lk(z)dz ~ z (3.45) 
follows in the same way as the asymptotic expansion of I(h,\1) 
given in (3.28). 
Utilizing the identity (3.40) for the determinants and the fact 
that d2cp(c) and 1.:.. d 2v(a) with a = (b(c) ,c) have the same 
number of negative eigenvalues, since l!d12V(a)ll < 1 
' 
the rest 
of the theorem then follows from the classical theory of oscillating 
integrals, see for instance ref.B],1) section 1. 
To see that d2cp(c) and 1- d2V(a) have the same number of 
negative eigenvalues we use the determinant identity (3.40) with 
tV(x) instead of V(x). We then have that 
2 2 2 -1 ( ) 2 d cpt(c) = 1-t d2d1V(a)(1-td1 V(a)) d1d2V a- td2 V(a) 
(3.46) 
and the determinant equation takes the form 
(3.47) 
Now Det (1- td1
2
v(a))-1 > 0 for 0 ~ t ~ 1 so that Det(d2cpt(c)) 
and Det(1- td 2V(a)) have the same zeros with the same multipli-
cities, moreover the sign of the derivatives with respect to t 
at the zeros must be the same. So if the negative eigenvalues of 
2 1- d V(a) are all distinct the number of negative eigenvalues of 
a2cp(c) and 1- d2V(a) must be the same, because then all zeros 
of the two functions are simple. If 1- d2V(a) has multiple 
negative eigenvalues, there is an operator close in trace norm to 
1- d2V(a) which has negative eigenvalues which are all distinct, 
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and the result follows from the continuous dependence of d2~(c) 
on and the continuity of the determinant with respect 
to the trace norm. This then proves the theorem. 
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4. Oscillatory Integrals and Lagran~e Immersions, 
In the previous sections we have studied the behavior of the 
integrals of the form 
t'W i 2 i 
J ~X --V(x) I (h) = e h e h g ( x) dx dB ( 4.1) 
where d8 is a real separable Hilbert space and V and g are 
in :T (J£) , and we proved under additional regularity assumptions 
on V and g (theorem 3.1) that, if the phase function ix2-V(x) 
has only non degenerate critical points, then I(h) is a C00 
function of h and its asymptotic expansion at h = 0 depends 
only on the derivatives of V and g at these critical points. 
We know from the ~ase of finite dimensional Je that, if some 
critical point of ~x2 -V(x) is degenerate, then I(h) will not 
tend to a limit as h ~ 0 • In the case of finite dimensional de 
however, one studies the situation of degenerate critical points 
for the phase function by letting V and g depend on some 
additional parameter y E Rk • This is very natural because we 
know by the Morse theorem that the set of functions V(x) such 
that ~x2 -V(x) has only non degenerate critical points form 
an open and dense set in the space of C00-functions. In fact 
the complement is in a natural sense of codimension 1 • Hence 
the case of degenerate critical points is unstable in the sense 
that degenerate critical points will disappear under arbitrary 
small perturbations, i.e. small in the sense of the C0 C topo-
logy. 
On the other hand if V depends on additional parameters 
y E Y = Rk , we know by Thorn's transversality theorem (ref.[9]) 
that there is an open dense set of functions y ~ V(•,y) from 
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Y = Rk into C00(dt) such that for each function y ~ V(•,y) 
in this set, the function induced by y - tx2 - V(x,y) in the jet 
bundle over de intersects the singular manifolds in this jet 
bundle transversally, hence they intersect only the singular 
manifolds of codimension at most k • Moreover these intersections 
are transversal hence stable, i.e. all nearby functions also 
intersect the same singular manifolds. For this reason it is 
only natural to study singularities of codimension k by studying 
k-dimensional families. We shall see in what follows that this 
is the situation also when ~ is a infinite dimensional real 
separable Hilbert space. 
So in what follows we shall consider oscillatory integrals of 
the form 
I(h,y) 
,.., i 2 i ( ) 
I ~x -h V x,,y = . e e g ( x, y) dx (4.2) 
df 
where we assume that y E Y = Rk and that y ~ V(•,y) and 
y ... g( • ,y) are C 00 -functions from Y into :f(J{;) in the 
strong topology, so that I(h,y) is a C 00 -function in y for 
h -1 0 • 
As in the case of finite dimensional Je (see 
we study (4.2) by integrating I(h,y) with an 
~ i w(y) 
oscillatory function e h X(y) where w and X are C00 -
functions and x has compact support. Hence let 
h . 
-"2" - .!w(y) 
= (2nih) J e h X(y)I (h,y)dy • (4.3) 
y 
We shall assume that V(x,y) and g(x,y) satisfy as functions 
of x the conditions of theorem 3.1 uniformly in g on the 
support of x • By the Fubini theorem for the Fresnel integral 
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(Prop.2.4 ref.[10]) we may consider (4.3) as the normalized inte-
gral over J{) $ Y , where Y is equipped with the scalar product 
~y·y. We shall therefore apply theorem 3.1 to (4.3) • We see 
that the conditions of theorem 3.1 are satisfied if the phase 
function 
cp(x,y) = tx2 - V(x,y)- i/(y) (4.4) 
has only a finite number of regular critical points on the support 
of X(y)g(x,y) • 
The critical points of (4.2) are the solutions of the equation 
x = d1V(x,y) • Hence we define the singular locus Sv by 
Sv = ((x,y) EJe$Y; x = d1V(x,y)} • (4 .. 5) 
That (4.4) has only regular critical points is the condition that 
on the set of solutions of 
X = d1V(x,y) and - d2V(x,y) = dW(y) (4 .. 6) 
~ 
' the o\erator 
' i 
- d12v 
d2cp 
= (4.7) , 
- d21v .... d22 ("' + V) 
where d12v = d2d1V etc., is non singular. By the assumptions 
in theorem 3.1 V is gentle up to finite codimension, which implie~ 
that d11v is compact. Hence by the Fredholm alternative d
2
cp 
is non singular if and only if it is surjective. But then the 
·first component must be surjective so that 
(4.8) 
is surjective as a operator from .:If® Rk into elf;'. Since d11 V 
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is compact, we get by the Fredholm alternative that the kernel 
of the operator (4.8) is k dimensional. We have namely that 
this kernel is given by 
If 1 is not an eigenvalue of 
taking x = ( 1 - d11 V) - 1 d12 Vy , 
k-dimensional. If however, 1 
(4.9) 
d11 v , then we solve (4.9) by 
so that the kernel of (4.8) is 
is an eigenvalue of d11 v with 
the finite dimensional eigenspace J&1 , we get from the fact 
that (4.8) is surjective that 
(4.10) 
From (4.10) it follows that if 1 = dim d~ , then 1 ~ k • 
Let P1 be the orthogonal projection onto Jt1 , then (4.9) 
implies that 
( 4.11 ) 
for all solutions (x,y) of ( 4. 9). Now if 1 = k, we have from 
(4.10) that d£1 = (d12V)Y , and, since 1 = k , the range Je, 
of d12v has the same dimension as the domain y so that the 
dimension of the kernel of d12v must be zero. So for 1 = k 
(4.11) implies that y = 0 , hence d12Vy = 0 and the solutions 
of (4.9) are of the form (x,O) with X E J81 , which again is 
k dimensional. 
Now if 1 < k let U ~ y be the k-1 dimensional subspace of 
solutions of (4.11). For arbitrary y E U (4.9) has a solution 
because of (4.11) and the dimension of the set of solutions is 
equal to the dimension of J£1 which is 1 • Hence the dimension 
of the space of solutions is again k • So we have proved that 
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the dimension of the kernel of (4~8) is always k • Set now 
T = dd 1 ~ and, for (x,y) E Sv, set 
A(x,y) = T*T • (4.12) 
Then A(x,y) is a symmetric operator on the Hilbert space de ~ Y 
such that A- 1 is compact. Moreover A(x,y) depends norm 
continuously on (x,y) E Sv and A (x,y) has ·as eigenspace for 
the eigenvalue 0 the kernel of T = dd 1 ~ • By the theory of 
regular perturbation (see ref. (27]) of s~lf adjoint opera:tore 
with discrete spectrum we have that, since the dimension of the 
eigenspace for the eigenvalue 0 is constant, none of the eigen-
values different from zero approach zero so that zero is an isolated 
eigenvalue as (x,y) runs over Sv • From this it follows by 
the standard technique of the perturbation of operators with 
discrete spectrum, that if P(x,y) is the projection onto the 
eigenspace of the eigenvalue zero, then P(x,y) is norm continuous 
in ( x , y ) E SV • 
However, T(x,y) is the derivative of the function d 1 ~ = 
x-d1V(x,y), so that the kernel of T(x,y) is the tangent space 
of Sv at the point (x,y) E Sv • Hence P(x,y) is the projec-
tion in Je' ~ Y onto the tangent space of Sv at (x,y) E Sv • 
By the argument above it follows that 
= 1 J dz 
2TTL z-A( ) ' (4.13) lzi=P x,y 
where p can be taken independent of (x,y) for (x,y) E K c Sv , 
where K is any compact subset of Sv • Since A(x,y) = T*T 
is a C 00-function of (x,y) 
CD 
a C -function of (x,y) • 
we get from (4.13) that P(x,y) 
This then gives us that is a 
is 
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smooth manifold in ~ $ Y , and in fact that Sv is a smooth 
manifold is equivalent with (4.8) being surjective. Phase func-
tions tx2 - V(x,y) which satisfy this condition are called non 
degenerate. So only for non degenerate phase functions can we 
hope to find a $(y) such that d2~ have only regular singulari-
ties. We also observe from the proof above that for a non de-
generate phase function we have that the multiplicity of the 
eigenvalue zero of 1- d11 v at (x,y) E Sv is always smaller 
or equal to k = dim Y • 
Consider now the mapping from diJ EB Y -+ T*Y , where T*Y is the 
cotangent bundle of Y , given by 
(X, y) -+ ( y, - d2 V (X 1 y)) • ( 4. 14) 
This mapping has a differential the restriction of which to the 
space of solutions of (4.9) is injective. This is seen in the 
following way. (~x,~y) is in the kernel of the differential of 
(4.14) if 
so that ~y = 0 and d21 v ~x = 0 • Hence if (~x,~y) is also 
a solution of (4.9), then we have ~x E Jt1 and d21 V ~x = 0 • 
So we have only to prove that the restriction of d 21 v to ~ 1 
is injective. But from the fact that (4.8) is surjective it 
follows that d£ 1 ~ (d12v)Y and this implies, since d12v is the 
adjoint of d 21 V , that the restriction of d21 V to d{!; 1 is 
indeed injective. Therefore the restriction of (4.14) to Sv is 
locally a smooth embedding of Sv in T*Y since the solutions 
of (4.9) are the tangent space of Sv • So the restriction of 
(4.14) to Sv defines an immersion AV of the singular locus Sv 
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in T*Y • So that Av is a smooth k-dimensional manifold in 
T*Y • It follows as in the finite dimensional case (see [5] 
section 1.2) that AV is a Lagrange manifold, i.e. the canonical 
symplectic form on T*Y vanishes on the tangent spaces of AV • 
Therefore we say that AV is the Lagrang.e immersion in T*Y of 
the singular locus Sv • 
Because the differential of (4.14) is given by 
(4.15) 
and the tangent space of Sv is given by 
(4.16) 
we have to prove that the image of the subspace given by (4.16) 
by the mapping (4.15) is symplectic. 
Since Y = Rk there is a natural identification of T*Y with 
Y EB Y and of the tangent space of T*Y with Y EB Y • Under this 
identification the canonical symplectic form is given by 
(4.17) 
where s = (a,s) and ~ = (y,o) • Let now s be the image of 
(6x1 ,6y1 ) and ~ the image of (6x2,6y2 ) with (8xi,8yi) 
satisfying (4.16), then 
= d12 V 8 Y 1 • 6X2 - d12 V 8 y 2 • 6X1 , 
which by (4.16) is equal to 
8X1 ( 1 - d11 V) 6X2- 8X1. ( 1- d11 V) 8X2 • 
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Hence we have that (s,~) ~ 0 • 
Now we see that in order that d2~ given by (4.7) should be non 
singular, we must have that the restriction of 
to the kernel of (4.8) should be injective. So we get the 
condition on w that if (Ax,Ay) satisfies 
and 
then ~x = AY = 0 • 
( 4.19) 
Now Av is the image by (4.14) of the solutions of x = d1V(x,y), 
so the other equation (4.6), that is dW(y) =- d2V(x,y) , says 
just that the graph (y,d~(y)) intersects Ay at the points 
in Ay which are images of points (x,y) E Sv that satisfy (4.6). 
Now (y,dw(T)) is obviously a Lagrange manifold of dimension k 
and the condition given by (4.19) is just that the Lagrange mani-
fold (y,dw(y)) intersects Ay transversally. Because both are 
k-dimensional and T*Y is of dimension 2k, it is enough to 
prove that the intersection of their tangent spaces contains only 
the zero vector. The tangent space of Ay is given by (4.15) 
and (4.16) on the form 
(4.20) 
where (Ax,Ay) satisfies (4.16) • 
On the other hand the tangent space of (y,dw(y)) is given by 
all vectors of the form ( AY, d22 wAy) • Hence the intersection 
of the two tangent spaces is exactly given by the two equations 
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(4.19). Therefore the original condition that (4.19) has only the 
trivial solution is equivalent to the condition of transversal 
intersection. 
Hence the final condition on w is just that (y,d.$(y)) and "v 
are transversal, which is a condition given entirely by the 
Lagrange immersion Ay in the tangent bundle T*Y of the finite 
dimensional parameterspace Y • 
Let us now assume that the two Lagrange manifolds (y,d$(y)) and 
Av intersect transversally and that only one point of the inter-
section is contained in the support of x . We denote this point 
by (y0 ,; 0 ) • Then by theorem 3.1 we have that, for I(h,$) given 
by (4.3) 9 
2 1 i rr2 n( d 2 cp ) hi ( ~ x o 2-V ( x o , Yo ) ) I( ) ID t d rr1l-:;f ( ) ( ) ( ) h, * = e 't' e e g x 0 , y 0 X g 0 + 0 h , 
(4.21) 
where we have assumed that *(y0 ) = 0 and that only one point 
(x0 ,y0 ) E Sv is in the preime.ge of (y0 ,; 0 ) E Av by the Lagrange 
immersion (4.14). More generally if the Lagrange immersion 
Sv ~ Ay c T*Y is proper 9 then instead of (4.21) we get the sum 
over all preimage (x0 ,y0 ) of (y0 ,~0 ) • Remark that n(d2cp) 
2 is the number of negative eigenvalues of d cp(x
0
,y
0 ) • Since we 
have proved that the differential of Sv ~ Ay is injective, we 
know that locally the mapping is one-to-one, so for local considera-
tions we may take the oscillating factor S = tx0
2
-V(x0 ,y0 ) in 
(4.21) to be a function on AV Since x0 = d1V(x0 ,y 0 ) and 
-d2V(x0 ,y0 ) = d$(y0 ) = s 0 for any (x0 ,y0 ) E Sv we see that 
ds = s·dy , (4.22) 
where s·dy is the restriction to Ay of the canonical one-form 
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k 
;·dy = ~ s.dy. in the cotangent bundle T*Y • Hence up to an 
i=1 1. 1. 
additive constant the oscillating factor S = ~x0 2 -V(x0 ,y0 ) 
depends only on the Lagrange immersion Av c T*Y • 
Now IDet d2~1 and n(d2~} depend of course on the 
2 function v(y) but only through d $(yo) , i.e. on the direction 
of the Lagrange manifold (y,dv(y)) at the point of intersection 
(y0 ,; 0 ) • We now write (4.7) as 
2 A1 
d ~ = ~ ) 
2 
where A1 is a mapping from Je ~ Y into Je and A2 is into Y. 
Since d2~ is non degenerate, we have that both the following 
two mappings are non degenerate 
(4.23) 
Now let U be an orthogonal transformation that maps Y onto 
ker A1 and hence J0 onto the orthogonal complement of ker A1 • 
That there is such an orthogonal transformation follows from the 
fact that ker A1 = T( )SV, which we have shown to·have the xo,Yo 
same dimension as Y • Then d2~·U maps Je into dB and Y 
into Y Hence a2~·U = B1 ®B2 , where Bi = AiU restricted to dB 
and Y respectively, so that Det d2~.u = Det B1·Det B2 • Since 
Det U is equal to ±1 we therefore have 
(4.24) 
Because of Bi = AiU we have, U being orthogonal, that IDet Bil 
is equal to the volume deformation of the transformations (4.23). 
In particular Vols = IDet B1 1-1 is the volume in the tangent v 
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space of Sv , which in the finite dimensional case is the volume 
given by 6(x- d1V(x,y)) i.e. the restriction of the canonical 
volume in J& ~ Y to the submanifold Sv • Vol SV is independent 
of $ and by the local isomorphism Sv ~ Av it induces a volume 
Volv on "v • 
On the other hand !Det B2 1 is the volume deformation by the 
second transformation (4.23), the differential of which is given 
by 
(4.25) 
Now the differential of the immersion Sv ~ "v is given by the 
restriction to the tangent space of Sv of the mapping 
(4.26) 
Consider now the mapping T(x,y)Sv ~ T;Y given by composing the 
differential of the Lagrange immersion Sv ~ "v with the projec-
tion along the direction given by the tangent.space of (y,d$(y)) 
of the tangent of 
"v onto the fiber T*Y y • This projection is 
obtained by adding to the right hand side of (4.26) an element 
of the form (~y 1 ,d2 $·~y 1 ) such that the result is in the fiber 
T;Y • Hence ~y 1 = -~y and the differential of T(x,y)Sv ~ T;Y 
is given by 
( ~ , ~y ) _. ( 0 , - d21 V ~ X - d2 2 ( V + $) ~ y ) , 
which is identical with (4.25). So we see that Vol~ = jDet B21 
is simply the volume deformation of the 
space at (x,y) of sv into the fiber 
mapping 
T*Y , y 
from the tangent 
by first taking 
- "v and then 
projecting the tangent of "v onto the fiber T;Y along the 
direction given by the tangent of (y,d$(y)) • We have thus that 
the differential of the Lagrange immersion sv 
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(4.27) 
Moreover for the number of negative eigenvalues of d2cp we have 
the following lemma 
Lemma 4.1. 
2 
n(d cp) = n(1-d11 v) + n(AI\I) 
' 
where n(A) is the number of negative eigenvalues of 1-A for 
a compact operator A with the convention that each zero eigen-
value is counted as t , and Al\l is the symmetric transformation 
of given by AV~ = ~Y , where ~y is given by the unique 
solution of 
Proof: The proof of this lemma goes exactly through in the same 
way as in the case of finite dimensional dfj , and in this case it 
is the lemma 1.2.2 of ref. [5]. 0 
In particular we get that with two different 1\1 1 and w2 giving 
the same point of intersection (y ~=' ) we have o''='o 
where M1 = * T y ' Yo 
i.e. the fiber over Yo in the cotangent 
bundle T*Y , and M2 is the tangent space of 'V at (yo,so) 
Ll\11 and Lw2 are the tangent spaces of (y,d'4/1(y)) and 
(y,di\J2(y)) , where cr is defined in ref.[3],1) section 3.3. 
Definition. If A. 1 ,A. 2 ,~1 ,~..~. 2 are four Lagrange planes in a 
symplectic vector space E such that each of the two first is 
• 
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transveral to each of the two last, we have 
0 (A 1 ' A 2 ; \J.1 '1..1. 2 ) = (y,a.E)!, 
where y is a closed curve in t\(E) (the set of Lagrange planes 
in E) which consists of an arc from \J.1 to \J.2 of Lagrange 
planes transversal to A1 followed by an arc from \J.2 to \J.1 
of Lagrange planes transversal to A2 • Here a.E is the canoni-
cal cohomology class studied by Keller, Maslov and Arnold and 
called the Maslov index by Arnold. For an introduction to t~e 
Maslov index we refer the reader to a paper by Arnold C28] 
which appeared also as Appendixin Maslov's book [2],2). 
We have now in fact proved the following theorem. 
Theorem 4.1. 
If y ~ g(x,y) and y ~ X(y) are !-densities in Y , then the 
leading term of the asymptotic expansion of 
k i 
l. l. -~ --~ 1Vol~l 2 I(h,~) = 1Vol~l 2 (2nih) ~e h x(y)I(h,y)dy , 
where I'W i 2 iv( ) 
I ~x -h x,y I(h,y) = e e g(x,y)dx, Je 
is an element of Ot (y0 ,s 0 ) 6?)L(y0 ,s 0 ) , where Ot (y0 ,e; 0 ) 
denotes the space of !-densities on T(y
0
,s
0
)"v and L(y0 ,s 0 ) 
is the fiber at (y0 ,s 0 ) of the Maslov canonical line bundle L 
on "v , where we have assumed that V and g satisfy as func-
tions of x the conditions of theorem 3.1 uniformly in y , 
(y,d~(y)) intersects "v transversally , the Lagrange immersion 
Sv ~ "v is proper, and the phase function tx2 - V(x,y) is nou 
degenerate. Moreover the leading term is given by the sum of the 
values of the/ 
/following expression evaluated at the preimages (x0 ,yJ E Sv of 
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the points (y0 ,s0 ) of intersection between the Lagrange immer-
sion ~ and the Lagrange manifold (y,dw(y)) • The expression 
is 
1 i;n(1-d11 v) ¥n (A.~r) is _ii/J 1Volvl2 e e '~' eli gxe h ) 
where S(x0 ,y0 ) = ~x02 - V(x0 ,y0 ) is given uniquely up to an 
additive constant by the Lagrange immersion Ay • In fact we 
have, if we locally consider S as a function on Ay , 
dS = ~·dy • 
Moreover if we have two different w1 and w2 with the same 
point of intersection (y0 ,s 0 ) then 
where M1 
at (yo,~o) 
is the cotangent fiber and M2 
and are the tangents to 
the tangent to 
(y,dwi(y)) • 
Proof: That the leading term transforms as an element of 
"v 
0.1. ® L 
2 
follows in the same way as in the finite dimensional case, and 
for this case we refer to Duistermaat (5 , section 1] and 
Hormander [3], 1) section 3 • The rest up to the formula for 
n(AW
1
)- n(AW
2
) is actually proved in what precedes the theorem, 
~hile. the transformation properties of n(AW) 
follow in the same way as in the finitedimensional case treated 
by Ht:5rmander (3], 1), section 3 -• 0 
Let now again V(x,y) and g(x,y) satisfy the conditions of 
theorem 3.1 as functions of x E J6 , uniformly for y E Y • 
Then Jt = Je1 <B Jt2 , 
and the functions 
x = x1 6:) x2 
V(x1 ,x2 ,y) 
where A3 1 is finite dimensional 
and g(x1 ,x2 ,y) satisfy the con-
ditions of theorem 2.1 as functions of x2 uniformly in (x1,y) • 
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Let us now define 
(4.29) 
and 
where b(x1 ,y) E ~2 is the unique solution of 
(4.31) 
If we assume that y ~ V(x,y) and y ~ g(x,y) is strongly C00 
from Y to 'F(JB) and that the conditions in theorem 3.1 are 
satisfied uniformly in y we get obviously, in the same way as 
in the proof of theorem 3.1, that I~(x1 ,y,h) is C00 in all 
variables and has an asymptotic expansion in h which is uniform 
in (x1 ,y) , and that 
Moreover we get that b : ,Jf1 ® Y ~ df2 is C c:o • Hence we have 
that I(h,y) given by (4.2) also may be written 
where n is the dimension of df31 • Hence we see that I(h,y) 
is an oscillatory integral in the classical sense of Hormander 
with phase function cp(x1 ,y) = ~x1 2 +tb2 (x1 ,y)-V(x1 ,b(x 1 ,y),y). 
It is easy to see that the Lagrange immersion defined by the phase 
function cp(x1 ,y) is precisely Av. Utilizing the fact that 
in the finite dimensional case two germs of non degenerate phase 
functions cp1 (a 1 ,y) and cp 2 (a2 ,y) define the same class of 
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oscillatory integralsmodulo oscillatory factors of the form 
i . h •const. 
e if and only if they define tpe same germ of a Lagrange 
immersion in T*Y , we get the following theorem 
Theorem 4.2. 
Let v.(x.,y) and gi(xi,y) be functions on df)1@ y where Jti ~ ~ 
are separable real Hilbert spaces, such that y ... Vi(xi,y) and 
y ... g.(x.,y) are strong coo ~ ~ functions from y to !T(df,1) and, 
as functions of xi , they satisfy the conditions of theorem 3.1 
uniformly in 
2 
x. -V.(x.,y) ~ ~ ~ 
y • Moreover let us assume that the phase functions 
are non degenerate at (xi,y 0 ) E Sv. • Then ~ 
,.... i 2 i ( ) 
S 
"21ihx. -~v. x. ,y 
= e ~ e u ~ ~ g.(x.,y)dx. 
. ~ ~ ~ 
~ 
define the same class of oscillatory integrals modulo oscillatory 
factors 
~ const 
e if and only if the germs of the two phase func-
tions 2 (x~,yo) x. -V.(x.,y) at respectively define the same ~ ~ ~ 
germs of Lagrange immersions Av and Av in T*Y • That the 
1 2 
oscillatory integrals belong to the same class just means that 
one gets the one from the other by making a smooth y-dependent 
transformation in the integral. 
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5. The approach to the classical limit in Quantum Mechanics. 
In this section we shall as an illustration apply the theory 
of the asymptotic behavior of oscillatory integrals on infinite 
dimensional spaces, as developed in the preceding sections, 
...,._, 
to the particular case of the Feynman path integral as developed 
in ref. [ 1 0]. 
So let 
t 
s = <J ~ q_2 CT)-v(q('T)))d'T ( 5.1) 
0 
be the classical action of a classical mechanical system of d 
degrees of freedom, i.e. q('T) is a continuous function from 
[O,t] to Rd , and V(q) is the potential of the system. We 
shall assume that the potential V is real and in J71Rd) i.e. 
(5.2) 
where v is a bounded complex measure and ~) = v(-S) • We 
shall also for simplicity of notation take m = 1 • 
Let now J£ be the real Hilbert space of continuous functions 
y('T) from [0 1 t] to Rd such that y(t) = 0 and 
t 
lv/ 2 = J0 1~1 2 d'T (5.3) 
is finite. In theorem 3.1 of ref [10] we proved that the solu-
tion of the Schrodinger equation 
2 
ih -H = 4- Ll ~ + v ~ (5.4) 
with initial condition ~(x,O) = ~(x) is given by the normalized 
integral 
ljr,(x,t) 
j; 
-M V( y ( r. )+x)d'l" 
e 0 cp(y(O)+ x)dy (5.5) 
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for cp E §(Rd) • We also write ( 5. 5) shortly as 
or 
. t i t 
S
"' ~ l l!f 12 d r - i J V ( y ( '1') ) dr 
w(x,t) = e 0 e o cp(y(O))dy 
y(t)=x 
w(x,t) = 
,.. is 
J e~ cp(y(O))dy 
y(t)=x 
(5.6) 
(5.7) 
We now introduce the transition amplitude Gt(x,y) such that 
(5.8) 
Then Gt(x,y) is the kernel of the one parametric unitary group 
-~tH 
e , where 
"h2 
H =·- T 6 +V • 
By the Fubini theorem (Prop. 2.4 of ref.[10]), we may express 
Gt(x,y) as a Feynman path integral as follows. Let J80 be the 
closed subspace of d& consisting of paths y(r) such that 
y(O) = 0 • The orthogonal complement of dt0 is then one dimen-
sional and spanned by the path ~(r) = 1-i. We then have that 
so that the decomposition 
(5.10) 
with y E Je0 is a direct decomposition in orthogonal subspaces. 
By the Fubini theorem for normalized integrals we then have 
i I I 2 2 . rt ,... 2 i t 
""s 21i ~ ·y _"'s ~.b 1~1 dr -t.bv<Y'+Y~+x)d'l' ,.. 
w(x,t)= e L e e cp(x+y)dy]dy. 
d 
R d6o (5.11) 
Since the integral over Rd is normalized with respect to the 
quadratic form t1~1 2 -y2 , we get by the definition of the norma-
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lized integral, remarking that -1 
= t ' 
w(x,t) 
So that 
G~(x,y) 
- d i IT112Y2 
= (2nft.t) '2' J e~ 
Rd 
. It ,... Jt 
,... l. d2 i ,... 
J 
~ I~ dr "1i' 0 V( y+yT)+x)dr e~n o . e 
Jeo 
d i 2 2 -~ '2bl111 (y-x) 
= (2ni'ht) e 
cp(x+y)dy dy. 
i It d"' 2 . tt 
J
,... 2h lrl dr -_i;Lv(v+(y-x)T1+x)dr,.., 
e or eno d y • 
~0 
(5.12) 
(5.13) 
Since however y = y + (y-x)TJ + x runs for y E Jf0 through 
exactly all paths of finite kinetic energy ~J:1~1 2drthat start 
at y for t = 0 and end at x for r = t , and the kinetic 
energy is equal 
J:t d 2 2 2 Jt d"' ~ lrrl dt = tl11l Cy-x) + l-af12 dr 0 0 , (5.14) 
we shall also write (5.13) shortly as 
d i Jt d 2 . rt 
;li -"2' s"" ~ olrrl dr -~JI V(y(r))dr 
Gt(x,y) = (2ni1lt) e e 0 dy 
y(O)=y 
(5.15) 
y(t)=x 
or also 
d "' is -~ : i ( 2ni"h t) j e dy • 
y(O)=y 
y(t)=x 
(5.16) 
d We see that,for a fixed x E R , Gt(x,y) as a function of y 
is of the form (4.2) with I(h,y) ~Gt(x,y) a:nd h = -fi, and the 
Hilbert space Je = £ 0 of paths with finite kinetic energy such 
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that y(O) = y(t) = 0 • Let us now assume for the potential V 
that 
with 
for some 
V(x) = J e ix·~ dv(s) 
Rd . 
J e lsl·e dlvl (13) <co 
e: > 0 . For Y E eM we set 0(;0 
(5.17) 
(5.18) 
v1 (knt) = 0 , k = 0,1, ••• ,n and v2 is piecewise linear with 
discontinuities of the derivatives only at the points kt 
n 
k = 1 , ••• , n-1 We see immediately that y = v1 + v2 is a direct 
decomposition of d£0 = J£1 EEl Je2 
for any ~ E Rd and s E [O,t] 
with dim~ = n• d < oo • Moreover 
the linear functional ~·v{s) E de~ 
decomposes in a direct sum 
with the following norm estimate for the first component 
I~. Y1 ( s) I ~ Is I [t"f;; ·I y1 I , 
because if kt (k+1)t n ~ s < n then 
s dy 
= 1J s·d d-r 1 
n· 
-n n 
Now, with y = v1 + v2 E df0 = £ 1 <£ df!-2 , we consider 
t 
V{y1 ,y2 ,y) = J V (y{r) + (y-x)TJ(-r) + x)d-r , 
0 
where TJ( T) = 1 - ~ • Then we have 
(5.19) 
(5.20) 
(5.21) 
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Hence by (5.20) we have that if 
then V(y,y) = V(y1 ,y2 ,y) satisfies the conditions of theorem 4.1. 
By the condition (5.18) on the measure ~ we see that there are, 
for any t , numbers A > 0 and n such that (5.23) is satis-
fied. Hence we may apply theorem 4.1 to the function G~(x,y) 
given in (5.16). So that the following function 
(5.24) 
is, in the notation of theorem 4. 1 , of the form I (h, -f) • 
Hence we may use theorem 4.1 to study the as.ymptotic behavior 
as t ~ 0 . We remark that the results here are not new, but 
we like to state them anyhow as an example of the application 
of theorem 4.1. 
First we compute the singular locus Sv and we see by (4.5) 
that (y,y) E Sv iff y = y + (y-x)il +x 
such that y(t) = x and y(O) = y , i.e. 
differential equation 
is a classical path " 
... y satisfies the 
Furthermore we get by (4.14) that the mapping Sv ~ AV of the 
singular locus into the Lagrange manifold Av is given by 
(y,y) ~ (y, dy 'S'(x,y)) , (5.26) 
where S(x,y) is the classical action (5.1) computed along the 
classical path (5.25). Now since 
we have 
So that 
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t -
S(x,y) = J (~1%¥1 2 - V(y(r)))dr 
0 
. t 
dyS= m ~ <%¥ • fr-<dyy(r))- vV(y)•dyy(T))dr • 
(5.27) 
t 2- • 
· d "S = - J ( m ~ + VV( y) ) dyy ( 1) d,. - my ( 0) dyy ( 0) • 
Y o dr 
From the fact that y satisfies (5.25) and y(O) = y we see that 
• 
dy S ( x, y) = - my( 0) (5.28) 
and also, from the calculation above, that 
• 
dxS ( x, y) = my ( t) • (5.29) 
So that Ay in this case just consists of the points (y,p) 
in the phase space T*Y, where p is a momentum at y of a 
classical particle that starts at x and ends at y in the 
time interval [O,t]. 
The condition on the phase function f(y) is then that the 
Lagrange manifold (y,- V f(y)) intersects Av transversally 
and the contribution to the limit as li- 0 in theorem 4.1 comes 
therefore from all classical paths that start at y with momentum 
Vf(y) and end at x • We can now formulate these results in the 
following 
Theorem 5.1. Consider the Schrodinger equation in Rd 
ib 2_ ~li (x,t) = (- h2 6 + V(x) ~b (x,t), 
at ~ 
where the potential is the Fouriertransform of some complex measure 
v such that 
with 
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V(x) = J eix~ dv(~) 
R'(l 
for some e > 0 • 
Let the initial condition be 
'li (y,O) = e ~f(y) x(y) 
with x E C
0
00 (Rd) and f E cfO (Rd) and such that the Lagrange 
manifold Lf e (y, -vf) intersects the subset Av· of phase space 
transversally, where Ay is the subset of all points (y ~P) of 
phase space such that p is momentum at y of a classical particle 
that starts at time zero from xf moves under the action of V and 
ends at y at time t. 
Then the conclusions of Theorem 4.1 hold, with 
'li (x,t) = I(t, -f) • 
In particular '11 (x, t) has an asymptotic expansion in powers of 
h, whose leading term is the sum of the values of the function 
taken at the points y(j) such that a classical particle starting 
from :;{j) at time zero with momentum Vf(y(j)) is in x at 
time t. S is the classical action along this classical path y ( j) 
and m = -[n(1 - d11v) + n(A_f)] , in the notations of Theorem 4.1, 
is the Maslov index of the path y(j) • 
Let ~ ~j) and y 1 (j) be the k-th respectively 1-th 
component of y ( j) respectively 7( j) , then we have 
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Remark: It is clear that, at this point, we could continue the 
discussion of the approach to the classical limit in all details, 
following essentially the same lines as e.g. in Ma.slov, particularly 
(21. 1). However we shall not do this here, our aim in this 
section having been only to provide an example in which the general 
theory of oscillatory integrals in infinitely many dimensions and 
their asymptotic expansions can be applied, through Feynman path 
integrals as defined in [10]. Since in fact, as we have seen using 
the theory of the previous section, the whole discussion is reduced 
to the study of oscillatory integrals in finitely many dimensions, 
for which a well developed theory is available, one recovers in 
this way the asymptotic series in powers of :h for the solution 
of Schrodinger's equation, hence a detailed analysis of the asympto-
tic approach to the classical limit of quantum mechanics. 
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Footnote 
1) Concerning the general problem of the relations between quantum 
mechanics and classical mechanics there exist many other app 
approaches e.g. [16]. An approach centered around the quanti-
zation conditions of the "old quantum theory" have found recently 
increasing interest, and is also part of Maslov's theory as 
well as of the global theory of Fourier integral operators, 
see e.g. [17]. An early particularly striking example of such 
connections between classical and quantum mechanical quantities 
follows from the work of A. Huber [18], as pointed out by Fierz 
[19] to· one of us about twelve years ago. 
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