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Prefacio
Durante el primer semestre del año 2008, tomé un curso de técnicas de regularización con el pro-
fesor Carlos Daniel Acosta. Uno de los trabajos que debí realizar para ese curso, consistía en una
exposición acerca de un método llamado “Mínimos Cuadrados Totales Truncados”, más conocido
como “TTLS” por sus siglas en inglés. Cuando me dediqué a buscar la literatura del caso, encontré
algunos artículos, densos como rocas, que comenzaban siempre asumiendo que el lector tenía cono-
cimiento previo y basto acerca de los “Mínimos Cuadrados Totales” (sin truncar), lo cual, para mi
caso era absolutamente falso. Así que, ante la enorme dificultad que representa tratar de entender
un discurso cuando ni siquiera se sabe de qué se trata, pensé que lo más sensato sería empezar por
leer acerca de estos distinguidos precursores del método que yo debía exponer. Tenía la web en mis
manos, repleta de información, pero cada artículo o documento que leía me confirmaba en la idea de
que los matemáticos modernos no tienen mucho sentido de la estética, y parecen disfrutar llenando
páginas de fórmulas abstrusas. Para mí, en cambio, las matemáticas son ante todo una cuestión de
estética.
Pero como no tenía más remedio que leer lo que estaba a mi disposición, entre artículos y libros
poco menos que impenetrables, me fuí dando cuenta de que en torno a los Mínimos Cuadrados
Totales, había algunas ideas geométricas verdaderamente dignas de ser contempladas, ideas que,
de ser clara y elegantemente presentadas, podían, además de producir placer estético, permitir a
cualquier persona medianamente preparada en matemáticas, entender la importancia de la teoría de
Regularización. Como en esos días me hallaba yo en el trance de escoger un tema para mi trabajo de
grado, me pareció bastante interesante asumir el reto de presentar esas ideas como a mí me hubiera
gustado encontrarlas presentadas. No era mi propósito cuadrar el círculo, duplicar el cubo o trisecar
el ángulo. Sólo quería desentrañar humildemente, lo que había de bello y de útil al otro lado de la
muralla de las nomenclaturas.
Y aunque yo no pretendía “correr las fronteras del conocimiento”, me di cuenta de que al estu-
diar sistemas de ecuaciones cada vez más simples, se me ocurrían las ideas más interesantes. Fue
así como terminé estudiando la ecuación general de primer grado en una sola incógnita. Observé
que a través del estudio de esa simple ecuación era posible comprender claramente las dificultades
inherentes a los problemas inversos. Y fue estudiando esa ecuación que hallé el primer indicio de un
hecho que ni siquiera vi mencionar en todos los artículos que leí, y que los lectores de este trabajo
encontrarán demostrado en el apéndice A. También estudiando sistemas de una simplicidad que
pudiera calificarse de ridícula, observé que tanto el método de los Mínimos Cuadrados Totales co-
mo el de los Mínimos Cuadrados, cuando se aplican a un sistema de ecuaciones sobredeterminado
(con más ecuaciones que incógnitas), pueden verse como un intento de encontrar un vector normal
a todos los vectores de un conjunto dado, aún en el caso en que esto es imposible. De ahí surgió
poco a poco la idea de las funciones de dependencia lineal, que el lector encontrará desarrollada en
la introducción, en la cual se explica el propósito del trabajo, y resume brevemente el mismo.
En los capítulos segundo y tercero se desarrollan en detalle las ideas expuestas en la introducción.
Es allí donde se cumple la promesa que se halla pomposamente expresada en el título de la tesis. De
manera rigurosa, pero sin llegar a lo esotérico, se formula el problema de la mínima dependencia y
se explica cómo resolverlo con el método de los TTLS.
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En el capítulo cuarto se explica la manera de implementar computacionalmente una serie de
pruebas numéricas para estudiar la eficacia del método y se presentan los resultados de esas pruebas.
Finalmente, en el quinto capítulo se hace, a manera de conclusión, una reflexión acerca de todo el
trabajo.
Eso es todo. Hubiera querido, por ejemplo, desarrollar mejor ciertas ideas que me surgieron en
torno a las funciones de dependencia lineal, o hacer un estudio geométrico de la regularización por
truncamiento, pero ya me había prometido a mí mismo terminar este trabajo este semestre, y a mi
ritmo lento no alcancé a realizar más de lo que aquí presento.
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1. Introducción
Muchos problemas se reducen matemáticamente a tratar de hallar una solución a un sistema de
ecuaciones lineales. Aunque a primera vista podría parecer que esta es una tarea sencilla, al llevarla
a cabo suelen presentarse al menos dos situaciones que la convierten en algo sumamente complejo:
en primer lugar, puede suceder que un sistema que tendría solución exacta si sus datos o parámetros
se conocieran con absoluta precisión, carezca de solución cuando los datos de los cuales se dispone,
están sujetos a errores1. En este caso los errores deben ser compensados hallando alguna solución
aproximada al sistema, y aquí surge la dificultad de escoger uno entre los muchos métodos posi-
bles de hallar tal solución. En segundo lugar, puede ocurrir que aún sorteada la anterior dificultad,
y habiéndose ya escogido un método para resolver aproximadamente el sistema, la solución pro-
porcionada por éste resulte ser extremadamente sensible a pequeñas modificaciones en los datos,
de modo que cualquier error que estos presenten, puede hacer que la solución se aparte drástica-
mente de aquella que se obtendría con unos datos absolutamente precisos. Esta situación obliga a
modificar el método escogido a fin de encontrar otra solución que sea más estable frente a posibles
imprecisiones en los datos. El presente trabajo consiste, escencialmente, en presentar una forma de
abordar estas dos situaciones para resolver sistemas de ecuaciones en los cuales cualquiera de los
datos puede estar sujeto a errores.
Para comenzar a tratar en detalle las ideas anteriores, supóngase que la ecuación matricial
ArX = br, (1.1)
representa un sistema de m ecuaciones lineales con n incógnitas, siendo Ar la matriz de coeficien-
tes, X el vector de las incógnitas y br el vector de términos independientes o resultados. Supóngase
además que tanto Ar como br carecen de errores, y que el sistema tiene una solución exacta, a la cual
llamaremos Xr. Si de Ar y br sólo conocemos las aproximaciones respectivas A y b, posiblemente
el sistema
AX = b, (1.2)
1Estos errores se originan típicamente en los procesos de discretización de señales análogas, en la medición de cier-
tos parámetros, y en las operaciones de redondeo y truncamiento que son inevitables cuando se realizan cómputos
numéricos con la ayuda de dispositivos digitales.
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carecerá de solución. Si este es el caso y los errores presentes en A y en b no son muy grandes, es
de esperarse que algún vector X que esté cerca de satisfacer (1.2), estará también cerca del vector
Xr que satisface (1.1). Por lo tanto, al resolver (1.2) de forma aproximada, es posible hallar alguna
aproximación de Xr. Esto, sin embargo, puede llevarse a cabo de infinitas formas diferentes. Uno
de los aportes teóricos que ofrecemos en el presente trabajo, consiste en partir de ciertas ideas
geométricas, para dar origen a una familia de métodos de solución aproximada a (1.2). En resumen
se trata de lo siguiente: si (1.2) lo expresamos en la forma equivalente
[A b]
[
X−1
]
= 0, (1.3)
podemos pensar que X satisface aproximadamente este sistema, si el vector
[
X−1
]
es “aproxima-
damente ortogonal” a cada una de las filas de la matriz [A b]. Por supuesto que la ortogonalidad
aproximada carece de sentido, ya que, dados dos vectores de un cierto espacio sólo puede decirse
que estos son ortogonales o que no lo son. Si embargo podemos asignar a cada par de vectores un
“grado de dependencia lineal” que varíe continuamente entre un valor mínimo que indique ortogo-
nalidad y un valor máximo que indique paralelismo. Hecho esto, la solución aproximada de (1.3)
será el vector X que minimice simultáneamente los grados de dependencia de
[
X−1
]
con respecto
a cada una de las filas de [A b]. La asignación del grado de dependencia asociado a cada par de
vectores se hace a través de la definición de ciertas funciones que hemos denominado “funciones de
dependencia lineal”, cuyos valores son la medida de cantidades elementales como la componente
de un vector sobre el otro o el coseno del ángulo entre los dos vectores. Todo esto explica por qué al
problema de aproximar Xr por medio de una solución aproximada de (1.3), lo hemos denominado
“problema de la mínima dependencia”.
A la familia de métodos para resolver (1.3) que resultan de definir las diferentes funciones de de-
pendencia lineal, pertenecen el método de los Mínimos Cuadrados2, y el de los Mínimos cuadrados
Totales. Este último consiste en tomar como solución, el X que hace que el vector formado por las
componentes de las filas de [A b] sobre
[
X−1
]
tenga norma euclídea mínima, es decir, el que resuelve
el problema de minimización
mı´n
X∈Rn‖[A b]Y‖ con Y = ‖[X
T ,−1]‖−1
[
X−1
]
. (1.4)
Este problema es equivalente al de encontrar una matriz [Aˆ bˆ] de norma de Frobenius mínima, tal
que el sistema
(A + Aˆ)X = b + bˆ
2Este es, sin duda, el método más ampliamente utilizado para resolver aproximadamente un sistema de ecuaciones
inconsistente o incompatible. En [7] y en [16] el método se halla expuesto de manera completa y detallada.
2
posea solución exacta, o dicho de otro modo, efectuar sobre la matriz [A b] la mínima corrección
necesaria para que (1.2) tenga solución exacta. Debido a esto, el método basado en la solución de
(1.4) resulta particularmente adecuado cuando tanto A como b están sujetos a errores, y por esta
razón es que lo hemos escogido entre todos los métodos posibles, para afrontar la situación de tener
que resolver aproximadamente un sistema de ecuaciones en presencia de errores. El problema (1.4)
se conoce con el nombre de “Problema de los Minimos Cuadrados Totales”3. La solución de éste
puede obtenerse elegantemente haciendo uso de una de las más poderosas herramientas del álgebra
lineal numérica: el teorema de la descomposición completa en valores singulares. Gracias a éste es
posible encontrar un conjunto de vectores {v1, . . . , vn+1}, que constituyen una base ortonormal para
Rn+1 y que satisfacen la desigualdad
||[A b]v1|| ≥ · · · ≥ ||[A b]vn+1||,
siendo además ||[A b]vn+1|| el menor valor que puede tomar ||[A b]Y || cuando Y es sustituído por
cualquier vector unitario de Rn+1. Por lo tanto, si ||[A b]vn|| > ||[A b]vn+1|| y la última componente
de vn+1 es distinta de cero, (1.4) tendrá solución única, la cual se obtiene escalando vn+1 para que
tome la forma
[
X−1
]
, y tomando las primeras n componentes del vector resultante. Si a esta solución
la denotamos XT LS , tendremos entonces que
[
XT LS−1
]
= − vn+1
vn+1,n+1
(1.5)
Si ||[A b]vn|| > ||[A b]vn+1|| pero la última componente de vn+1 es igual a cero, (1.4) carece de
solución, y si ||[A b]vi|| = ||[A b]vi+1|| = · · · = ||[A b]vn+1|| para un cierto i < n, cada vector del
conjunto {vi, . . . , vn+1} cuya última componente sea distinta de cero, dará origen a una solución
diferente.
Lo anterior resume la forma en que hemos abordado la primera de las situaciones problemáticas
que mencionamos al comienzo de esta introducción. La segunda situación presenta desafíos aún
mayores. Supongamos que [A0 b0] es una matriz que al ser descompuesta en valores singulares,
hace que ||[A b]vn|| > ||[A b]vn+1|| y que vn+1,n+1 sea igual a cero. Como dijimos antes, en este
caso el problema (1.4) carece de solución. Si los elementos de otra matriz [A b] se perturban de
modo que ésta se aproxime cada vez más a [A0 b0], es posible que al descomponer [A b] en valores
singulares, vn+1,n+1 tienda a cero, lo cual, de acuerdo con (1.5), hará que ||XT LS || tienda a infinito.
En tal caso, entre más grande sea ||XT LS ||, mucho mayor aún será ∇||XT LS ||, y por lo tanto más
sensible será XT LS a las perturbaciones que se efectúen en [A b]4. Otra situación en la que XT LS
3El estudio más completo que hasta la fecha se ha escrito acerca de este problema se encuentra en [17].
4Esto es consecuencia de una proposición a la que hemos denominado “lema de la sensibilidad de un campo escalar”, y
que aparece demostrada en el apéndice A.
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puede ser extremadamente sensible, se presenta cuando, luego de descomponer [A b] en valores
singulares, se tiene que ||[A b]vi|| ≈ ||[A b]vi+1|| ≈ · · · ≈ ||[A b]vn+1|| para un cierto i < n. Aunque en
este caso (1.4) tenga solución única determinda por vn+1, un cambio infinitesimal en alguno de los
elementos de [A b], puede ocasionar una especie de permutación de las columnas de V , dando lugar
a una solución completamente diferente. Esto puede suceder aún cuando el número de condición5
de [A b] esté muy cercano a 1.
Una manera de modificar el método de los Mínimos Cuadrados Totales para hallar una solución
al problema de la mínima dependencia en los casos que acabamos de describir, de modo que tal
solución resulte menos susceptible a las posibles imprecisiones en los elementos de [A b], consiste
en definir un cierto entero k entre 1 y n, y construír una combinación lineal de norma mínima con
los vectores vk+1, . . . , vn+1, obtenidos de la descomposición de [A b] en valores singulares. Tal pro-
cedimiento se plantea en [17], como una manera de construir una solución única para el problema
de los Mínimos Cuadrados Totales, cuando éste tiene múltiples soluciones. En [5], el procedimiento
se presenta por primera vez como un método de regularización, al que sus autores denominan “Re-
gularización por Mínimos Cuadrados Totales Truncados (TTLS)”. En el citado artículo se hace una
comparación minuciosa del método de los TTLS con otro método de regularización similar cono-
cido como “Descomposición en Valores Singulares Truncada (TSVD)”, y se propone un algoritmo
que permite la aplicación del método de los TTLS a sistemas de gran tamaño, pero se deja de lado la
importante y difícil tarea de escoger el valor del entero k, que determina la cantidad de vectores que
se emplean en la construcción de la combinación lineal de norma mínima que antes mencionamos,
y que actúa como parámetro de regularización o de truncado en el método de los TTLS. Dicha tarea
es abordada por Diana Sima y Sabine Van Huffel, quienes en [15] proponen una manera de adap-
tar algunos criterios clásicos de escogencia del parámetro de regularización (GCV, GCI, Curva-L,
etc.), que se emplean comunmente en otros métodos de regularización, al método de los TTLS. Al
final de dicho artículo se presentan los resultados de algunos experimentos numéricos efectuados
por sus autoras, con datos proporcionados por el paquete Regularization Tools6. Con base en esos
experimentos, Sima y Van Huffel sugieren que, en general, el criterio de Validación Cruzada Gene-
ralizada (GCV) adaptado por ellas, produce mejores resultados que los otros. Al tratar de reproducir
dichos experimentos, nosotros encontramos resultados muy similares a los de Sima y Van Huffel,
pero cuando cambiamos los datos, pudimos observar que la solución obtenida a través del criterio
GCV, es extremadamente sensible a un incremento en el tamaño de la solución exacta del problema
5El número de condición de una matriz A es la razón de su mayor valor singular a su menor valor singular positivo, y
es una medida de la sensibilidad de la solución de un sistema de la forma AX = b a perturbaciones en A y en b. En
general, entre mayor sea el número de condición, mayor será la sensibilidad de la solución. Un tratamiento detallado
del número de condición puede encontrarse en [7] o en [16].
6Este es un vasto conjunto de programas en MATLAB desarrollados por Per Christian Hansen, para la experimentación
numérica con distintos métodos de regularización. El paquete es de libre adquisición en Internet, y viene acompañado
con un excelente manual que sintetiza los aspectos fundamentales de la teoría de Regularización, que el mismo autor
expone a fondo en su libro [10].
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(Xr), la cual se construye de antemano para poder evaluar la calidad de la solución aproximada. Esto
nos indujo a trabajar en el desarrollo de otro criterio de selección del parámetro de regularización.
Inspirados en el lema de la sensibilidad de un campo escalar, obtuvimos un criterio al que denomi-
namos “Criterio de la Razón de Estabilidad (CRE)”, el cual, de acuerdo con los experimentos que
presentamos el capítulo 4, parece dar origen a soluciones menos sensibles al tamaño de Xr, aunque
para ciertos datos produce resultados bastante deficientes. De todos modos, al ser un criterio que
apenas se encuentra en fase de experimentación, es aún susceptible de muchas mejoras.
Buscando antecedentes del uso del método de los TTLS en la solución de problemas específicos,
encontramos tres artículos recientes, todos provenientes de la República Popular China. En [3] se
describe la manera en que se utilizó el método para la obtención de imágenes por dispersión inversa
de ultrasonido (Ultrasound Inverse Scattering). El artículo da cuenta también de una comparación
entre los métodos de Tikhonov y TTLS, tras la cual los autores concluyen que este último produce
mejores resultados, para el caso concreto del problema por ellos tratado. Al final afirman que no
existe un buen criterio para la escogencia del parámetro de truncado, pero que después de numero-
sas simulaciones, encontraron adecuado el criterio de la Curva-L. En [4], se explica cómo emplear
el método de los TTLS en la reconstrucción de potenciales del epicardio, a partir de potenciales de
la superficie del cuerpo. Al referirse a la escogencia del parámetro de truncado, los autores afirman
que esta no es una tarea fácil, pero que después de una serie de investigaciones, hallaron que el
criterio GCV es el mejor, y que puede conducir a una solución óptima al problema de electrocardio-
grafía estudiado por ellos, superando a otros métodos de regularización como el de Tikhonov y el
TSVD. Por último, en [19] se reporta el uso exitoso de los TTLS para la reconstrucción de fuentes
de bioluminiscencia interna, a partir de señales ópticas superficiales. El artículo contiene una im-
portante afirmación concerniente a los criterios de escogencia de los parámetros de regularización
en general. Dicen los autores que dichos criterios dependen principalmente del problema concreto a
resolver, y en consecuencia, para abordar el problema de la bioluminiscencia, desarrollan un criterio
particular de escogencia del parámetro de truncado asociado al método de los TTLS, el cual es, en
síntesis, una mejora al criterio GCV propuesto por Sima y Van Huffel en [15].
El de los TTLS no es el único método de regularización basado en los Mínimos Cuadrados
Totales. Con el nombre de Mínimos Cuadrados Totales Regularizados, se conoce a una familia de
métodos en los cuales la regularización se logra agregando ciertas restricciones al problema 1.4,
o modificando en éste la función a optimizar. En [14] y en las referencias contenidas allí, puede
encontrarse información detallada acerca de los trabajos más recientes que sobre este tema se han
desarrollado.
Para terminar esta introducción indicamos las referencias principales de los capítulos siguientes.
Para el capítulo dos: [7], [8], [16] y [17]. Para el capítulo tres: [5], [10] y [15]. Para el capítulo
cuatro: [15] y [18].
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2. Problema de la mínima dependencia
y su solución por Mínimos Cuadrados Totales
Cuando un sistema de ecuaciones lineales de la forma AX = b se expresa en la forma equivalente
[A b]
[
X−1
]
= 0, (2.1)
puede pensarse que un X está cerca de satisfacer el sistema, si el vector
[
X−1
]
está “cerca de ser
ortogonal” a todas las filas de la matriz [A b]. Para darle sentido a esta afirmación comencemos
por hacer algunas definiciones que nos permitan aclarar lo que significa, desde un punto de vista
numérico, que dos vectores estén cerca de ser ortogonales.
2.1. Entre el paralelismo y la ortogonalidad
Suele definirse la ortogonalidad en Rn diciendo que dos vectores no nulos x y y de dicho espacio,
son ortogonales si y sólo si su producto punto es igual a cero, es decir, si x · y = 0. Sin embargo,
del análisis de otras condiciones necesarias y suficientes para la ortogonalidad, pueden obtenerse
ciertas funciones continuas que permiten establecer en qué grado dos vectores están lejos o cerca de
ser ortogonales o paralelos. Se presentan a continuación tres de esas condiciones y cuatro funciones
que llamaremos “Funciones de Dependencia Lineal”, que pueden obtenerse a partir de ellas.
2.1.1. Primera condición de ortogonalidad
Dos vectores no nulos de Rn son ortogonales si y sólo si el cuadrado de la norma de su diferencia
es igual a la suma de los cuadrados de las normas de los vectores. Si llamamos x y y a los vectores,
esta condición se puede expresar formalmente así:
‖x − y‖2 = ‖x‖2 + ‖y‖2 (2.2)
Claramente, si los vectores se conciben como segmentos de recta, la condición, de acuerdo con el
teorema de Pitágoras, sinifica que x y y son los catetos de un triángulo rectángulo. Si los vectores
no son ortogonales, la ecuación (2.2) no se satisface y la diferencia entre sus dos miembros tiene un
valor absoluto positivo igual a 2|x · y|. A partir de esto, y de la identidad x · y = ‖x‖‖y‖cosα, siendo
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α el ángulo entre x y y, podemos obtener una primera función de dependencia lineal D1, definida
para cualquier par de vectores no nulos de Rn, cuyo valor está dado por:
D1(x, y) = |x · y| = ‖x‖‖y‖|cosα|
Es claro que el valor de D1 depende de las normas de x y y, así como del ángulo entre ellos. Además
el mínimo valor posible de D1 es cero, que se obtiene cuando los vectores son ortogonales, y aunque
D1(x, y) no está acotado superiormente, si se dejan fijas las normas de x y de y, el valor máximo de
la función es ‖x‖‖y‖, que se obtiene cuando los vectores son paralelos. La continuidad de D1 y de
las otras funciones que en seguida se definen, se sigue de la continuidad del producto punto entre
vectores de Rn.
2.1.2. Segunda condición de ortogonalidad
Dos vectores no nulos de Rn son ortogonales si y sólo si la componente de un vector sobre el otro
es igual a cero. Nuevamente, si los vectores son x y y, esta condición puede expresarse formalmente
así:
x · y
‖x‖ = 0 o
x · y
‖y‖ = 0
Si x y y no son ortogonales, ninguna de estas ecuaciones se satisface y los miembros izquierdos de
ambas poseen valores absolutos positivos, a partir de lo cual podemos obtener otras dos funciones
de dependencia lineal D2 y D3, cuyos valores están dados por:
D2(x, y) =
|x · y|
‖x‖ = ‖y‖|cosα| y D3(x, y) =
|x · y|
‖y‖ = ‖x‖|cosα|
Claramente el valor de D2 depende sólo de la norma de y y del ángulo entre x y y, alcanzando un
máximo de ‖y‖ cuando los dos vectores son paralelos (siendo y de norma fija), y un mínimo de cero
cuando son ortogonales. Análogamente, el valor de D3 depende sólo de la norma de x y del ángulo
entre x y y, alcanzando un máximo de ‖x‖ cuando los dos vectores son paralelos (siendo x de norma
fija) y un mínimo de cero cuando son ortogonales.
2.1.3. Tercera condición de ortogonalidad
Dos vectores no nulos de Rn son ortogonales si y sólo si el coseno del ángulo entre ellos es igual
a cero. Esta última condición, expresada formalmente en términos de los vectores x y y equivale a:
x · y
‖x‖‖y‖ = 0
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Y tal como lo hicimos anteriormente, obtenemos a partir de esta condición una función D4 cuyo
valor está dado por:
D4(x, y) =
|x · y|
‖x‖‖y‖ = |cosα|,
el cual depende sólo del ángulo entre x y y, alcanza un máximo de 1 cuando éstos son paralelos y
un mínimo de cero cuando son ortogonales.
Aunque las cuatro funciones de dependencia lineal no pueden considerarse “métricas” en el sen-
tido que a esta palabra se da en análisis funcional, ya que no satisfacen la desigualdad triangular y
en el caso de D2 y D3 tampoco satisfacen el axioma de simetría, sí permiten cuantificar el grado de
paralelismo u ortogonalidad entre dos vectores, de cuatro formas que producen valores cercanos a
cero cuando los vectores están cerca de ser ortogonales, y valores lejanos de cero cuando los vecto-
res están cerca de ser paralelos. Lo que significa estar cerca o lejos de cero depende, por supuesto,
de la función de dependencia lineal que se utilice.
2.2. Formulación del problema de la mínima dependencia
Habiendo aclarado lo que significa que dos vectores estén cerca de ser paralelos, podemos formu-
lar verbalmente el problema de encontrar una solución aproximada a un sistema de la forma AX = b
así:
Dadas una matriz A ∈ Rm×n y un vector b ∈ Rm, los cuales son aproximaciones respectivas de
otra matriz Ar y otro vector br que no se conocen, encontrar un vector de la forma
[
X−1
]
∈ Rn+1 que
sea mínimamente dependiente con respecto a la filas de [Ar br].
Cada una de las funciones de dependencia lineal que definimos en la sección anterior, permite
reformular este problema en cuatro formas distintas: Si la i-ésima fila de la matriz [A b] la denotamos
Fi, entonces una forma de medir la dependencia de
[
X−1
]
con respecto a todas las filas de [A b] es
formando un vector de Rm, cuya i-ésima componente sea Dk(FTi ,
[
X−1
]
) (donde k puede ser cualquier
entero entre 1 y 4), y calcular luego la norma euclídea de ese vector. Si llamamos Lk a dicha norma,
tenemos entonces que Lk depende de X y que
Lk(X) = ‖[Dk(FT1 ,
[
X−1
]
),Dk(FT2 ,
[
X−1
]
), . . . ,Dk(FTm,
[
X−1
]
)]‖. (2.3)
Con esto podemos decir que basta con encontrar un X que minimice Lk(X), para que
[
X−1
]
sea
mínimamente dependiente, según Dk, con respecto a todas las filas de [A b]. Ahora bien, con k = 1
Lk(X) se convierte en ||AX − b||, el problema de la mínima dependencia se convierte en
mı´n
X∈Rn ||AX − b||,
y su solución será la proporcionada por el método de los Mínimos Cuadrados. Con k = 2, Lk(X) =
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||AuX − bu||, donde [Au bu] es la matriz que se obtiene dividiendo cada fila de [A b] por su propia
norma, con lo cual el problema se traduce en
mı´n
X∈Rn ||AuX − bu||.
Con k = 3, Lk(X) = ||[A b]Y || siendo Y = ‖[XT ,−1]‖−1
[
X−1
]
, y el problema se traduce en
mı´n
X∈Rn‖[A b]Y‖ con Y = ‖[X
T ,−1]‖−1
[
X−1
]
, (2.4)
cuya solución corresponde a la de los Mínimos Cuadrados Totales. Por último, con k = 4, Lk(X) =
||[Au bu]Y || siendo nuevamente Y = ‖[XT ,−1]‖−1
[
X−1
]
y [Au bu] la matriz que se obtiene dividiendo
cada fila de [A b] por su propia norma. Así el problema se traduce en
mı´n
X∈Rn‖[Au bu]Y‖,
Dado que tanto A como b son sólo aproximaciones de Ar y br respectivamente, ambas pueden
estar sujetas a errores, y por lo tanto, de acuerdo con lo que se dijo en la introducción, el método
más adecuado resulta ser el de los Mínimos Cuadrados Totales.
2.3. Solución por mínimos cuadrados totales (TLS)
Si el valor de L3 alcanza un mínimo para un cierto X0, entonces para todo X ∈ Rn se tendrá que
L3(X0) ≤ L3(X), y puesto que el valor de L3 nunca es negativo, la anterior desigualdad equivale a
(L3(X0))2 ≤ (L3(X))2. Esto significa que minimizar L3(X) equivale a minimizar (L3(X))2, y dado
que (L3(X))2 = ||[A b]Y ||2 = YT [A b]T [A b]Y , lo que se trata entonces es de minimizar una forma
cuadrática en la esfera unitaria. Ahora bien, puesto que [A b]T [A b] es simétrica, el mínimo valor de
||[A b]Y ||2 coincide con el menor de los valores propios de [A b]T [A b], y se obtiene cuando Y es un
vector propio unitario asociado a ese valor propio mínimo, según se prueba en [1]. Debe tenerse en
cuenta, sin embargo, que, de acuerdo con (2.4), la última componente de Y tiene que ser distinta de
cero, y por lo tanto, si los vectores propios asociados al menor de los valores propios de [A b]T [A b]
no satisfacen esta condición, el problema carece de solución, es decir L3 no posee un valor mínimo.
Todo lo anterior indica que para hallar una o varias soluciones, o para establecer la inexistencia de
soluciones al problema (2.4), basta con encontrar los valores propios de [A b]T [A b] y los vectores
propios asociados a ellos. El siguiente teorema nos ofrece una forma de llevar a cabo esta tarea.
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Teorema de la descomposición completa en valores singulares (SVD)
Toda matriz A de Rm×n puede descomponerse en la forma
A = UΣVT , (2.5)
donde U ∈ Rm×m, Σ ∈ Rm×n, V ∈ Rn×n y además:
UUT = UT U = Im, (2.6)
VVT = VT V = In, (2.7)
Σ = diag(σ1, σ2, . . . , σp), ( p = min {m, n} ), (2.8)
σ1 ≥ σ2 ≥ · · · ≥ σp ≥ 0. (2.9)
Las columnas de U en esta descomposición se denominan “vectores singulares izquierdos”, las
columnas de V, “vectores singulares derechos” y los elementos de la diagonal de Σ, “valores sin-
gulares” de A. 1
Si en (2.5) sustituímos A por [A b], tendremos que [A b] = UΣVT , con U ∈ Rm×m, V ∈ R(n+1)×(n+1)
, Σ ∈ Rm×(n+1), y p = min {m, n + 1}. Como consecuencia de (2.6) y de (2.7) resulta que:
[A b]T [A b]V = VΣT Σ. (2.10)
Cuando m > n, es decir cuando estamos tratando con un sistema de ecuaciones “sobredetermina-
do”, se tiene que ΣT Σ = diag(σ21, σ
2
2, . . . , σ
2
p), con p = n + 1. Por otra parte, cuando m ≤ n, se tiene
que ΣT Σ = diag(σ21, σ
2
2, . . . , σ
2
p, σ
2
p+1, . . . , σ
2
n+1), con p = m y σp+1 = · · · = σn+1 = 0. En cualquier
caso la ecuación (2.10) puede expresarse en la forma equivalente
[A b]T [A b]vk = σ2kvk , para k = 1, 2, . . . , n + 1. (2.11)
Esta ecuación indica que los elementos de la diagonal de ΣT Σ son los valores propios de [A b]T [A b],
y que las columnas de V son vectores propios asociados a esos valores propios. De acuerdo con
(2.9), el menor de éstos es σ2n+1, y el vector propio correspondiente es vn+1.
Con esto podemos ya decir que (2.4) carece de solución si existe un k ≤ n tal que
1En [7] se encuentra una sencilla y elegante prueba de este teorema, así como la manera de hallar cocretamente U, Σ y
V , y en [16] hay una extensión del teorema a matrices complejas. El software MATLAB cuenta con una instrucción
(SVD) que permite también hallar U, Σ y V .
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σk > σk+1 = · · · = σn+1 , pero
vn+1,k+1 = · · · = vn+1,n+1 = 0.
Por otra parte existirán varias o aún infinitas soluciones si existe un k ≤ n tal que
σk > σk+1 = · · · = σn+1 , pero
vn+1,i , 0 y vn+1, j , 0 con k < i < j ≤ n + 1.
Finalmente, la solución a (2.4) es única si existe un k ≤ n y un único i (k < i ≤ n + 1) tales que
σk > σk+1 = · · · = σn+1 y vn+1,i , 0.
En este último caso vi es un vector unitario que es mínimamente dependiente con respecto a las
filas de [A b], y como su última componente (vn+1,i) es distinta de cero, puede escalarse para que
adopte la forma
[
X−1
]
, hecho lo cual la solución X de (2.4) estará dada por:
[
X−1
]
= − vi
vn+1,i
(2.12)
El siguiente algoritmo resume los pasos necesarios para obtener una solución cuando ésta existe,
la cual denotaremos “XT LS ”. Si el problema tiene varias soluciones, el algoritmo sólo proporciona
aquella que corresponde al vector singular derecho de mayor subíndice.
Algoritmo 1. Solución por Mínimos Cuadrados Totales
1. Obtenga la SVD de [A b]
2. k ← n + 1
3. σ← σn+1
4. Mientras que vn+1,k = 0 haga k ← k − 1
5. Si σk = σ entonces
[
XT LS−1
]
= − vkvn+1, k
5.1. Si no, escriba “No hay solución”
En seguida abordaremos el hecho de que [A b] es sólo una aproximación de [Ar br], o lo que es
lo mismo, es el resultado de efectuar algunas perturbaciones a los elementos de esta última matriz.
Comenzamos por considerar los casos en los cuales la solución puede verse más afectada por dichas
perturbaciones.
11
problema de la mi´nima dependencia
y su solucio´n por mi´nimos cuadrados totales
2.4. Inestabilidad de la solución por mínimos cuadrados totales
2.4.1. Cuando la norma de la solución tiende a infinito
Consideremos el sistema ArX = br, donde:
Ar =

−3 1 0
−2 0 1
0.001 0 0
1 −1 1

y b =

0
0
1
0

(2.13)
que tiene la solución exacta
Xr =

1000
3000
2000

cuya norma es aproximadamente 3741.657. Si se produce un incremento de una diezmilésima en
el primer elemento de la tercera fila de Ar de modo que ésta se convierte en
A =

−3 1 0
−2 0 1
0.0011 0 0
1 −1 1

, (2.14)
la nueva solución, hallada por el método de los TLS, resulta ser:
XT LS =

909.0909...
2727.2727...
1818.1818...

cuya norma es aproximadamente 3401.5067. En conclusión, un incremento de una diezmilésima
en un solo elemento de Ar produce decrementos en todas las componentes de la solución y en su
norma del orden de las centenas, de modo que esta última se reduce en cerca de un 9 %. Si en
vez de un incremento se efectúa un decremento de una diezmilésima en el mismo elemento de Ar,
obtenemos
XT LS =

1111.1111...
3333.3333...
2222.2222...

y ||XT LS || ≈ 4157.3971, es decir, ahora se producen incrementos en la solución y en su norma del
orden de las centenas, y esta última se incrementa en cerca de un 11 %. Esta enorme sensibilidad
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de la solución a pequeñas perturbaciones en Ar, puede verse como una consecuencia del siguiente
lema.
Lema de la sensibilidad de un campo escalar
Si S ⊆ Rn es cualquier región abierta que contiene un punto P y f : S − {P} → R es un campo
escalar diferenciable con derivada direccional positiva en la dirección de P para todo punto de
S − {P}, se tiene que:
Si lı´m
X→P f (X) = ∞ entonces lı´mX→P
f (X)
||∇ f (X)|| = 0. (2.15)
Dado que este importante lema no es mencionado en la bibliografía que hemos tenido a nuestra
disposición, incluímos una demostración del mismo en el apéndice A.
Es sabido que ||∇ f (X)|| representa la mayor derivada direccional de f en X, es decir, el máximo
incremento que podría experimentar f (X) si X se desplazase una unidad de longitud a lo largo de un
vector cualquiera. Por lo tanto, la implicación (2.15) significa que si f (X) tiende a infinito cuando
X tiende a P, entonces en las proximidades de este punto, f (X) puede llegar a ser insignificante
en relación con el incremento que el propio f (X) experimente. Más exactamente, si f (X) tiende a
infinito cuando X tiende a P, entonces para todo  > 0 existe un δ > 0, tal que
| f (X)|
||∇ f (X)|| < , (2.16)
siempre que 0 < ||X − P|| < δ, lo cual equivale a:
||∇ f (X)|| > | f (X)|

, (2.17)
y esta a su vez indica que existe un entorno de P en el cual la máxima derivada direccional de f
supera en magnitud a f (X) , para cualquier  positivo. Para dar un ejemplo concreto de lo que esto sig-
nifica, consideremos la función f : R2−{(0, 0)} → R, cuyo valor está dado por f (x, y) = 1/(x2 +y2).
El gradiente de esta función es ∇ f (x, y) = −2(x2+y2)2 (x, y), cuya norma es ||∇ f (x, y)|| = 2/(x2 + y2)3/2.
Claramente f (x, y) tiende a infinito y f (x, y)/||∇ f (x, y)|| tiende a cero cuando cuando (x, y) tien-
de, a (0, 0). Haciendo x = y = 0.01, tendremos que f (x, y) = 5000, ||∇ f (x, y)|| ≈ 707106.78 y
f (x, y)/||∇ f (x, y)|| < 0.0071, con lo cual ||∇ f (x, y)|| > 140 f (x, y) = 700000, y esto quiere decir
que si se produce una cierta perturbación en (x, y), f (x, y) puede resultar incrementándose en más
de 700000 veces la magnitud de esa perturbación. Por ejemplo con ∆x = −0.001 y ∆y = −0.002,
resulta que f (x + ∆x, y + ∆y) = 6896.55, en tanto que ||(∆x,∆y)|| = 0.0022. Esto indica que el
icremento experimentado por f (x, y), es cerca de 860000 veces la norma del incremento de (x, y).
Análogamente, con ∆x = 0.001 y ∆y = 0.002, se tiene que f (x + ∆x, y + ∆y) = 3773.58. Esta vez
f (x, y) experimenta un decremento equivalente a unas 557000 veces la norma del incremento de
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(x, y). Naturalmente (x, y) puede ser perturbado de tal modo que f (x, y) resulte mínimamente modi-
ficado, pero en general, entre mayor sea el valor de f , más susceptible será éste a las perturbaciones
producidas en (x, y).
Lo anterior nos permite entender por qué cualquier solución (exacta o aproximada) de un sistema
de ecuaciones de la forma AX = b puede llegar a ser tan sensible a perturbaciones en [A b]: la
norma de dicha solución es un campo escalar que depende de los elementos de [A b] y que tiende a
infinito cuando esos elementos tienden a cierto conjunto de puntos que puede ser distinto para cada
método de solución. Así por ejemplo ||XT LS || tiende a infinito cuando las filas de [A b] tienden a ser
mínimamente dependientes con respecto a un vector de la forma [YT , 0]T , con Y ∈ Rn. En este caso
el elemento vn+1,k, por el cual se divide vk para hallar XT LS en el paso 5. del Algoritmo 1, tenderá a
cero. Los elementos de Ar y br en (2.13) fueron escogidos de modo que las filas de [Ar br] fueran
ortogonales al vector [1, 3, 2, ]T , y posteriormente se sustituyó  por 0.001. Es fácil comprobar que
cuando  tiende a cero, la norma de la solución tiende a infinito. Finalmente, es importante tener en
cuenta que ||XT LS || no es igualmente sensible con respecto a todos los elementos de [A b]. Así por
ejemplo, si se produce un incremento o decremento de una diezmilésima en el primer elemento de
la primera fila de Ar en (2.13), la alteración que experimenta ||XT LS || es del orden de 0.002 %.
2.4.2. Cuando el problema tiende a tener múltiples soluciones
Consideremos de nuevo el sistema ArX = br, donde:
Ar =

3 1 −4
1 3 2
3 −1 1
1 −3 2

y b =

2
1
−2
4

(2.18)
Aunque este sistema es inconsistente y por lo tanto carece de solución exacta, puede aplicarse el
Algoritmo 1 con A = Ar y b = br, para obtener una solución que podemos llamar XT LS 1 y que está
dada por
XT LS 1 =

0
−2
−1

Si ahora se disminuye el tercer elemento de la tercera fila de Ar en 10−14, y se aplica de nuevo el
Algoritmo 1, se obtiene otra solución que llamaremos XT LS 2, dada por
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XT LS 2 =

2
0
1

Claramente se aprecia que aunque la norma de la solución no se ve afectada por tan ínfima
perturbación, la dirección sí se modifica sustancialmente (de hecho, el ángulo entre XT LS 1 y XT LS 2 es
muy cercano a 101.54o), y en conclusión ambas soluciones son bastante diferentes entre sí. La razón
de este cambio abrupto de dirección radica en el hecho de que los dos valores singulares menores
de [Ar br] son idénticos y por lo tanto cada uno de los vectores singulares asociados a esos valores
(v3 y v4), podría dar origen a una solución diferente. Al disminuír Ar(3, 3) en 10−14, se produce una
diferencia del mismo orden en dichos valores singulares, lo cual ocasiona una permutación en los
vectores singulares: el nuevo v4 resulta apuntando en la dirección que antes tenía v3, y el nuevo v3
apunta en la dirección opuesta a la del antiguo v4. En consecuencia, [XT LS 1,−1]T y [XT LS 2,−1]T
son ortogonales, y esto explica el hecho de que XT LS 1 y XT LS 2 estén también cerca de serlo.
Una situación similar se presenta cuando Ar es de rango deficiente. En este caso dos o más de los
valores singulares de [Ar br] son iguales a cero, y por lo tanto una modificación insignificante en los
elementos de dicha matriz, puede causar una alteración en las direcciones de los vectores singulares
asociados a aquellos valores singulares, de modo que la solución de (2.4) obtenida a través del
Algoritmo 1 después de dicha modificación, resulte ser completamente diferente, tanto en tamaño
como en dirección, de la que se obtendría antes de la modificación. Para dar un ejemplo dramático
de esto considérese el sistema ArX = br con
Ar =

1 3 2
1 −1 1
3 5 5
1 7 3

y b =

0
10
10
−10

En este caso el rango de Ar es dos, y dos de los valores singulares de [Ar br] son igules a cero. El
sistema tiene infinitas soluciones, una de las cuales es la solución por mínimos cuadrados totales,
que redondeada hasta la cuarta cifra decimal es:
XT LS 1 =

−148.3416
−33.6683
124.6733

Al incrementar Ar(3, 3) en 10−14, la nueva solución por mínimos cuadrados totales, redondeada
hasta la cuarta cifra decimal es
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XT LS 2 =

0.7887
−3.8423
5.3691

La disminución en el valor absoluto de todas las componentes de la solución, y por ende de la
norma de la misma es tal, que XT LS 2 no podría ni remotamente considerarse como una aproximación
de XT LS 1. Si el mismo incremento de 10−14 se aplica a br(4), el resultado es:
XT LS 3 =

−615.9979
−127.1996
498.7983

Con esta nueva solución sucede lo contrario de lo que sucede con XT LS 2: ahora las componentes
de la solución y la norma de ésta se han incrementado de tal modo que XT LS 3 resulta del todo inútil
como aproximación a XT LS 1.
Los ejemplos presentados en esta sección muestran claramente que aún cuando A y b sean apro-
ximaciones muy cercanas a Ar y a br respectivamente, un X que esté cerca de satisfacer AX = b,
puede estar tan lejos de satisfacer ArX = br, que una solución al problema de la mínima dependen-
cia, hallada por el método de los Mínimos Cuadrados Totales, puede resultar del todo inútil.
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Ante la imposibilidad de efectuar mejores mediciones y de hallar una matriz A que aproxime
con mayor precisión a Ar, puede pensarse en pulir la solución proporcionada por el Algoritmo 1,
de modo que resulte más confiable. Para lograr esto, podemos partir del hecho al que ya hemos
aludido, de que cuando la norma de la solución tiende a infinito, entre mayor sea dicha norma,
mayor será el cambio que ésta experimente ante variaciones en los elementos de A y de b. Debido
a esto, si la norma de una solución es mucho mayor de lo que cabría esperarse, resulta factible que
al disminuír su valor, se encuentre una solución mejor, en el sentido de que sea menos sensible
a las perturbaciones. Sin embargo esa disminución debe llevarse a cabo sin alejarse mucho del
propósito de minimizar la dependencia del vector
[
X−1
]
con respecto a las filas de la matriz [A b],
es decir, procurando que el valor de la función Lk ( con k = 3 ) definida en (2.3) permanezca
tan pequeño como sea posible. Una solución de este tipo se denomina “Solución Regularizada”,
y al proceso de hallarla, “Método de regularización”. Una versión regularizada de la solución por
Mínimos Cuadrados Totales se puede construir, no escalando uno de los vectores sigulares derechos
de [A b] de modo que adquiera la forma
[
X−1
]
, como se hace en el Algoritmo 1, si no formando una
combinación lineal de norma mínima con varios de esos vectores, sujeta a la restricción de poseer
también la forma
[
X−1
]
.
3.1. Desarrollo analítico del método
Concretamente, sea UΣVT la descomposición en valores singulares de [A b] y sea k un ente-
ro tal que 1 ≤ k ≤ n. Para construir una combinación lineal de norma mínima con los vectores
vk+1, vk+2, . . . vn+1, que además posea la forma
[
X−1
]
, debemos escoger un conjunto de escalares
αk+1, αk+2, . . . αn+1 que satisfagan la condición:
αk+1vn+1,k+1 + αk+2vn+1,k+2 + · · · + αn+1vn+1,n+1 = −1, (3.1)
con lo cual obtendremos una solución que llamaremos XTT LS , dada por:
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XTT LS−1
 = αk+1vk+1 + αk+2vk+2 + · · · + αn+1vn+1. (3.2)
Y dado dado que {vk+1, vk+2, . . . , vn+1} es un conjunto ortonormal, se tendrá que
∥∥∥∥∥∥∥
XTT LS−1

∥∥∥∥∥∥∥ =
√
α2k+1 + α
2
k+2 + · · · + α2n+1. (3.3)
Para minimizar esta norma, sujeta a la restricción (3.1), puede aplicarse el método de los multi-
plicadores de Lagrange, con el cual se obtiene que los escalares buscados están dados por:
αi = − vn+1,i∑n+1
j=k+1(vn+1, j)
2
para i = k + 1, k + 2, . . . , n + 1. (3.4)
Este resultado indica que para que exista una solución de norma mínima, es necesario que∑n+1
j=k+1(vn+1, j)
2 , 0. Si esta condición no se cumple, es preciso disminuir el valor de k hasta que la
anterior sumatoria contenga al menos un término diferente de cero. Combinando (3.4) con (3.2), se
obtiene finalmente que
XTT LS−1
 = − 1∑n+1
j=k+1(vn+1, j)
2
(vn+1,k+1vk+1 + vn+1,k+2vk+2 + · · · + vn+1,n+1vn+1). (3.5)
De aquí resulta claro que cuando k = n, XT LS y XTT LS coinciden. La anterior solución suele
expresarse en forma más compacta por medio de la siguiente partición de la matriz V:
V =
V11 V12V21 V22
 , (3.6)
donde V11 ∈ Rn×k, V12 ∈ Rn×n+1−k, V21 ∈ R1×k y V22 ∈ R1×n+1−k. De este modo,V22 es el vector
fila (vn+1,k+1, vn+1,k+2, . . . , vn+1,n+1), en tanto que V12 representa la matriz formada por las primeras n
componentes de las columnas vk+1, vk+2, . . . , vn+1, que aparecen en (3.5). Con esto puede escribirse
la solución en la siguiente forma:
XTT LS = −
V12VT22
||V22||2 . (3.7)
El procedimiento para hallar esta solución puede resumirse en el siguiente algoritmo:
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1. Obtenga la SVD de [A b]
2. Escoja un k tal que 1 ≤ k ≤ n
3. Particione la matriz V obtenida en el paso 1. en la forma (3.6)
4. Si V22 , 0 entonces XTT LS = −V12VT22/||V22||2
4.1. Si no, disminuya el valor de k y vuelva al paso 3.
Combinando (3.4) con (3.3) y utilizando (3.6), se obtiene que:
∥∥∥∥∥∥∥
XTT LS−1

∥∥∥∥∥∥∥ = 1||V22|| , (3.8)
con lo cual puede hallarse la siguiente fórmula explícita para ||XTT LS ||:
||XTT LS || =
√
1
||V22||2 − 1 (3.9)
A medida que aumenta el valor de k, disminuye el número de componentes del vector V22, y
en consecuencia ||V22|| disminuye o permancece constante, lo cual permite afirmar que ||XTT LS ||,
considerada como función de k, es no decreciente. Por otra parte, de la igualdad [A b] = UΣVT , se
desprende que [A b]V = UΣ, lo cual puede expresarse en la forma:
[A b]vi = σiui para i = 1, 2, . . . , n + 1 (3.10)
De esto, de (3.5) y de (3.8), se obtiene la siguiente fórmula para L(XTT LS ), es decir, para ||[A b]Y ||
con Y =
[
XTT LS−1
]
/
∥∥∥∥[ XTT LS−1 ]∥∥∥∥:
L(XTT LS ) =
1
||V22||
√
σ2k+1v
2
n+1,k+1 + σ
2
k+2v
2
n+1,k+2 + · · · + σ2n+1v2n+1,n+1, (3.11)
y debido a la propiedad (2.9) y a que 0 ≤ v2n+1,i/||V22||2 ≤ 1 para i = k + 1, k + 2, . . . , n + 1, es
claro que
σn+1 ≤ L(XTT LS ) ≤
√
σ2k+1 + σ
2
k+2 + · · · + σ2n+1. (3.12)
Puede observarse entoces que a medida que k tiende a n, L(XTT LS ) tiende a σn+1. Si las filas de
[A b] se proyectan en el espacio generado por los vectores {v1, v2, . . . , vk}, que es el complemento
ortogonal del generado por {vk+1, vk+2, . . . , vn+1}, se obtiene una matriz [Ak bk], que entre todas las
de rango k es la que minimiza la norma ||[A b] − [Ak bk]||F . Es fácil probar que:
||[A b] − [Ak bk]||F =
√
σ2k+1 + σ
2
k+2 + · · · + σ2n+1. (3.13)
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En [15] y [10] se sugiere el uso de esta norma como parte del criterio para la escogencia del valor
apropiado de k.
3.2. Selección del parámetro de truncado
Es claro que la solución al problema de la mínima dependencia proporcionada por el Algoritmo
2, depende del valor de k que se escoge en el paso 2., ya que una vez escogido ese valor, la solución
se construye con los últimos n + 1 − k vectores singulares derechos de [A b]. Es debido a esto que
el valor de k se conoce como “Parámetro de Regularización” o “Parámetro de Truncado”. Cuando
varios de los valores singulares menores de [A b] son iguales o muy similares entre sí, y por lo tanto
el problema (2.4) tiende a tener varias soluciones, resulta natural escoger k de modo que n+1−k sea
igual a la cantidad de esos valores singulares. Así se obtiene una solución única de norma mímima
a la cual contribuyen todos los vectores singulares que tomados aisladamente, podrían dar lugar a
soluciones enteramente diferentes. Una situación mucho más compleja se presenta cuando no existe
una brecha apreciable en la sucesión decreciente de los valores singulares de [A b], caso en el cual
el problema se califica de “Mal planteado” 1.
De acuerdo con Hansen ([12]), “Escoger el parámetro de regularización para un problema mal
planteado es un arte basado en una combinación de buenas heurísticas y conocimiento previo del
ruido en las observaciones”. Y más adelante en el mismo libro agrega: “Todo método de escogen-
cia de parámetro, incluyendo los tres discutidos, tiene fallas severas: ya sea porque requiere más
información de la que usualmente está disponible, o porque no converge a la solución verdadera
cuando la norma del error tiende a cero”. Los métodos a los cuales se refiere Hansen en la cita
anterior, se conocen con los nombres de “Principio de Discrepancia”, “Curva-L” y “Validación Cru-
zada Generalizada”. Estos métodos de escogencia del parámetro, al igual que algunos otros, fueron
desarrollados para ser usados con métodos de regularización en los cuales se supone que la matriz
A está libre de errores o “ruido”2, y dado que éste no es el caso del método de los TTLS, se hace
necesario desarrollar nuevos criterios de escogencia del parámetro, o al menos modificar los ya exis-
tentes, para ser usados con dicho método. Quizá el mejor trabajo que hasta el momento se ha hecho
en ese sentido, se halla sintetizado en [15]. Dado que en el problema de la mínima dependencia,
tal como fue enunciado al comienzo del capítulo anterior, no se asume ningún conocimiento acerca
de las características de los errores que transforman [Ar br] en [A b], consideramos a continuación
algunos métodos de selección del parámetro de truncado, adecuados para este caso. Para enfatizar la
dependencia de una solución con respecto al parámetro, llamaremos Xk a la solución proporcionada
por el Algoritmo 2 para un cierto valor de k.
1 En inglés “Ill Posed Problem”
2Un tratamiento detallado de los principales métodos de escogencia del parámetro de regularización puede ser hallado
en el capítulo siete de [10].
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Figura 3.1.. Forma típica de la curva-L para un parámetro continuo
3.2.1. Criterio de la Curva-L
La Curva-L es una curva paramétrica en la cual la ordenada de cada punto representa el logaritmo
de la norma o seminorma de la solución correspondiente a un cierto valor del parámetro de regula-
rización, y la abcisa representa el logaritmo de la norma residual correspondiente a dicha solución.
Es una herramienta conveniente para mostrar la relación entre el tamaño de una solución regula-
rizada y su ajuste a los datos dados, a medida que varía el parámetro de regularización, dando así
una idea clara de las propiedades del método de regularización empleado, y proporcionando ayuda
en la escogencia del parámetro. El nombre de la curva se debe a la forma típica que toma la mis-
ma cuando el parámetro es una variable continua, según se aprecia en la figura 3.1. Intuitivamente,
el mejor parámetro de regularización es el que corresponde al punto en que la curva posee mayor
curvatura (el vértice formado por los tramos vertical y horizontal de la curva), pues en los puntos
que se hallan a la derecha de éste, la norma residual se incrementa rápidamente y la norma de la
solución decrece lentamente, mientras que en los puntos que se hallan a la izquierda, la norma de
la solución se incrementa rápidamente sin una disminución apreciable de la norma residual. Por lo
tanto es de esperarse que un valor del parámetro correspondiente a un punto cercano al vértice de la
curva, equilibre los errores debidos a las perturbaciones y los debidos a la regularización.
En el caso del método de los TTLS, el parámetro de regularización es una variable discreta, y en
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Figura 3.2.. Curva-L para el método de los TTLS usando como norma residual ||[A b] − [Ak bk]||F
consecuencia la gráfica del logaritmo de la norma de la solución contra el logaritmo de la norma
residual no es propiamente una curva, sino una sucesión de puntos que se genera de abajo hacia
arriba y de derecha a izquierda. En [15] y [10] se sugiere emplear (3.13) como norma residual
para el cálculo de las abscisas de dichos puntos. Sin embargo, después de numerosos ensayos,
hemos constatado que el uso de dicha norma produce en general una gráfica bastante irregular, con
muchos cambios abruptos de dirección que hacen imposible la localización de un punto que pueda
ser considerado como vértice de la gráfica (ver figura 3.2). En cambio si se usa (3.11) como norma
residual, el resultado es siempre la perfecta versión discreta de una curva-L, como se aprecia en la
figura 3.3, con un vértice claramente distinguible en la mayoría de los casos.
Para localizar automáticamente este vértice, algunos autores sugieren utilizar una curva continua
para interpolar los puntos, determinar el punto de mayor curvatura de esa curva y luego determinar el
valor de k correspondiente al punto de la gráfica original más cercano al punto de máxima curvatura
de la curva de interpolación. Proponemos aquí un procedimiento mucho más sencillo y económico,
que consiste en recorrer los puntos en el orden en que se generan, asignando a cada punto atravesado,
el coseno del ángulo que es preciso girar a partir de ese punto para pasar al punto siguiente, como
se ilustra en la figura 3.4.
Al pasar del punto P1 al P2 se lleva una dirección determinada por el vector
−−−→
P1P2. Para pasar de
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Figura 3.3.. Curva-L para el método de los TTLS usando como norma residual ||[A b]Y ||
Figura 3.4.. Ilustración del procedimiento para hallar el vértice de la curva-L
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P2 a P3 es preciso girar un ángulo θ2, cuyo coseno está dado por
cos(θ2) =
−−−→
P1P2 · −−−→P2P3
||−−−→P1P2||||−−−→P2P3||
Este coseno es asignado a P2, y el mismo proceso se repite hasta haber recorrido todos los puntos
de la curva. De este modo se registran n − 2 cosenos, correspondientes a los puntos P2, . . . , Pn−1,
y dado que el coseno es una función monótonamente decreciente en el intervalo [0 pi], el vértice
de la curva será, en general, el punto al cual se halla asignado el menor coseno, pues en ese punto
se presentará el cambio más abrupto de dirección. Pero dado que normalmente el vértice será un
punto a partir del cual se gira un ángulo negativo para pasar al punto siguiente (Pi en la figura3.4),
el coseno mínimo puede buscarse entre aquellos puntos a los cuales corresponde un ángulo negativo
de giro, y para ello basta con saber que el signo del ángulo de giro en el punto Pi es el mismo que
el del determinante de la matriz cuyas filas primera y segunda son
−−−−→
Pi−1Pi y
−−−−→
PiPi+1 respectivamente.
Claramente se supone en este procedimiento que el vértice jamás se hallará en uno de los extremos
de la curva, lo cual implica que el parámetro de regularización proporcionado por este método nunca
será igual a 1 ni a n. Sin embargo, si ninguno de los ángulos de giro posee signo negativo, y por lo
tanto la curva es cóncava hacia abajo, supondremos que el valor de k es igual a n.
3.2.2. Criterios basados en el número efectivo de parámetros (GCV y GIC)
Cualquier solución exacta o aproximada de un sistema de ecuaciones AX = b puede expresarse
como una combinación lineal de los vectores singulares derechos de A. Concretamente, si A =
U′Σ′V ′T es la descomposición en valores singulares de A, y X es una solución del sistema, entonces
ésta puede expresarse en la forma:
X =
r∑
i=1
fi
u′Ti b
σ′i
v′i , (3.14)
donde r es el rango de A. Para valores de i cercanos a r, suele suceder que σ′i sea muy cercano
a cero, y que v′i posea muchos cambios de signo, todo lo cual da lugar con frecuencia a soluciones
bastante irregulares, dominadas por el ruido presente en b. En las soluciones regularizadas, los
factores fi tienen la función de reducir tales efectos, razón por la cual se denominan “Factores
Filtrantes”. Idealmente, el valor de fi estará cercano a cero en los términos de (3.14) dominados por
el ruido, y estará cercano a uno en los términos no dominados por el ruido. En [5] se prueba que
cuando los valores singulares no nulos de A y de [A b] forman sucesiones estrictamente decrecientes,
los factores filtrantes de una solución Xk, están dados por
fi = ||V22||−2
k∑
j=1
v2n+1, j
 σ′2iσ2j − σ′2i
 , (3.15)
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donde V22 es el mismo vector definido en (3.6), vn+1, j es el j-ésimo elemento de ese vector y σ j
es el j-ésimo valor singular de [A b]. En [15], se prueba que si ||V22|| < σ′i/σ1 para algún i > k,
entonces fi > 1, y en particular fk+1 será mucho mayor que 1 si y sólo si ||V22|| es mucho menor
que σ′k+1/σ1. En el mismo artículo las autoras muestran que para valores pequeños de k, los fac-
tores fi, f2, . . . , fk permanecen cercanos a 1, en tanto que fk+1, . . . , fr permanecen cercanos a cero,
pero que cuando se incrementa gradualmente el valor de k, aparece de súbito un valor a partir del
cual cambia dicho comportamiento, dado que los factores con índices cercanos a ese valor se in-
crementan dramáticamente, arruinando su función regularizadora. La idea es entonces tomar como
parámetro de regularización, el mayor valor de k para el cual el comportamiento de los factores
filtrantes se acerca al ideal. Sima y Van Huffel proponen dos criterios para la determinación del pa-
rámetro, que dependen ambos de la suma de los factores filtrantes correspondientes a cada solución
Xk, haciendo variar k entre 1 y n, suma que ellas denominan “Número Efectivo de Parámetros”, y
que representan simbólicamente como peffk , es decir:
peffk =
r∑
i=1
fi, (3.16)
donde fi está dado por (3.15). El primer criterio propuesto por Sima y Van Huffel es una modifi-
cación del criterio clásico de “Validación Cruzada Generalizada”, abreviadamente GCV, y consiste
en tomar como parámetro el valor de k que minimice
||AXk − b||2
(m − peffk )2
(3.17)
considerando sólo valores de k en el intervalo [1, kmax], donde kmax es el máximo valor de k tal
que peff1 ≤ peff2 ≤ ... ≤ peffkmax < m.
El segundo criterio se denomina “Información Generalizada”, abreviadamente GIC, y consiste en
tomar como parámetro el valor de k que minimice
log(||AXk − b||) +
peffk
m
, (3.18)
considerando nuevamente valores de k sólo en el intervalo [1, kmax]
Para el cálculo de peffk no es estrictamente necesario hacer uso de (3.15). De hecho resulta más
económico hallar los fi a partir de la igualdad
Xk =
r∑
i=1
fi
u′Ti b
σ′i
v′i . (3.19)
Multiplicando ambos miembros de ésta por v′Ti se obtiene
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v′Ti Xk = fi
u′Ti b
σ′i
. (3.20)
Despejando de aquí fi resulta
fi =
σ′iv
′T
i
u′Ti b
Xk, (3.21)
y finalmente, sumando con i desde 1 hasta r, se obtiene la fórmula
peffk =
 r∑
i=1
σ′iv
′T
i
u′Ti b
 Xk. (3.22)
3.2.3. Criterio de la Razón de Estabilidad (CRE)
Este criterio fue desarrollado por el autor del presente trabajo, y está inspirado en el lema de la
sensibilidad de un campo escalar (ver apéndice A), aunque su heurística es similar a la del criterio de
la Curva-L. Concretamente, consiste en escoger k de modo que ||Xk|| y ||AXk−b||/||[XTk ,−1]|| sean tan
estables como sea posible con respecto a alteraciones en el valor de k. Esto equivale a construir Xk
con una combinación lineal de vectores de V , de modo que si se agregan o quitan algunos vectores
a dicha combinación lineal, tanto el tamaño de la solución como la norma residual asociada a ésta,
se modifiquen mínimamente. Para llevar a cabo esta idea, es preciso comenzar por establecer una
forma de cuantificar la estabilidad de una función cuyo valor depende de una variable discreta, con
respecto a los cambios que dicha variable pueda experimentar.
Sabemos que si una función f : D → R, con D ⊆ R, es derivable en un punto x de D, entonces
f ′(x) es la razón del cambio experimentado por f (x) cuando x experimenta un incremento infinitesi-
mal, a la magnitud de dicho incremento. Sin embargo esa razón puede ser más o menos significativa
dependiendo de la magnitud de f (x). Supongamos, por ejemplo que f ′(x) = 2. Esto indica que un
incremento infinitesimal en x produce un incremento en f (x) que es el doble del incremento en x.
Por lo tanto, si f (x) continuase creciendo al mismo ritmo, cuando x se hubiese incrementado en una
unidad, f (x) se habría incrementado en dos unidades. Ahora bien, si por ejemplo f (x) = 1, ese in-
cremento de dos unidades significa que f (x) se duplicaría cuando x se incrementara en una unidad.
En cambio si f (x) = 10, aquel incremento de dos unidades significa que f (x) aumentaría sólo en
una quinta parte de su valor, cuando x se incrementara en una unidad. Esta idea sugiere definir una
razón de estabilidad de una función f en un punto x de su dominio en el cual f es derivable, como el
cociente entre | f (x)| y | f ′(x)|, siempre que f ′(x) , 0. Concretamente, si llamamos R a dicha razón,
tendremos que
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R( f (x)) =
| f (x)|
| f ′(x)| ,
para todo x del dominio de f , tal que f ′(x) , 0. Si f ′(x) = 0 para algún x, se puede hallar R( f (x))
tomando el límite cuando t tiende a x de | f (t)|/| f ′(t)|. Entre mayor sea el valor de R( f (x)), más
insignificante será la razón de cambio de f con respecto a su valor en x, y por lo tanto más estable
será f (x) con respecto a incrementos en x.
Si f : [1, n] → R es una función de una variable discreta k, puede definirse su derivada para
cualquier k de (1, n), así:
f ′(k) =
f (k + 1) − f (k − 1)
2
.
Con esta definición puede entonces calcularse R( f (k)) para todo k de (1, n) tal que f ′(k) , 0,
aplicando la misma definición que dimos para el caso de funciones de variable real. En cuanto a
R( f (n)), puede definirse de modo que continúe con el mismo ritmo de crecimiento o decrecimiento
presentado por R( f (k)), cuando k pasa de n − 2 a n − 1, para lo cual basta con hacer R( f (n)) =
2R( f (n − 1)) − R( f (n − 2)). Análogamente se puede hacer R( f (1)) = 2R( f (2)) − R( f (3)), para que
R( f (1)) posea el mismo ritmo de crecimiento o decrecimiento presentado por R( f (k)), cuando k pasa
de 2 a 3. Los valores de R( f (1)) y R( f (n)) así definidos pueden ser eventualmente negativos, pero
esto no representa inconveniente alguno cuando se trata de hallar un punto de máxima estabilidad.
En conclusión, la definición de la razón de estabilidad de f para todo k en [1, n], está dada por:
R( f (k)) =

| f (k)|/| f ′(k)| si 1 < k < n
2R( f (2)) − R( f (3)) si k = 1
2R( f (n − 1)) − R( f (n − 2)) si k = n
(3.23)
Definamos ahora las funciones f y g mediante el siguiente par de ecuaciones:
f (k) = ||Xk||
g(k) = ||AXk − b||/||[XTk ,−1]||
En general, f es creciente y g es decreciente en [1, n], y por lo tanto f ′(k) y g′(k) son distintos de
cero para todo k en (1, n). La figura 3.5 muestra las gráficas de R( f (x)) y R(g(x)), donde A es una
matriz de R100×100 y b un vector de R100, generados artificialmente. Puede observarse que, en gene-
ral, los valores de k para los cuales ambas gráficas alcanzan extremos locales, son los mismos. Tal
comportamiento es típico, según hemos podido observar en numerosos experimentos. Esto sugiere
que la búsqueda del parámetro k para el cual f (k) y g(k) son mínimamente sensibles, se haga con
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Figura 3.5.. Gráficas de las razones de sensibilidad típicas de f (k) y g(k)
.
base en una sola de estas funciones, y aunque lo que parece más razonable es emplear aquella cuya
razon de estabilidad promedio sea máxima, en los experimentos que hemos efectuado, los mejores
resultados se obtienen siempre utilizando la función f .
Observando de nuevo la figura 3.5, se aprecia que ambas razones de estabilidad presentan nume-
rosos máximos locales, algunos con magnitudes bastante similares entre sí, lo cual hace que resulte
más bien arbitrario señalar uno de ellos como el punto de máxima estabilidad global. Esto sugiere
que la razón de estabilidad de una función f en un cierto valor k del intervalo (1, n), se calcule
teniendo en cuenta, no sólo a f (k + 1) y a f (k − 1), sino a todos los valores de f a la izquierda y a
la derecha de k. Una forma de hacer esto consiste en redefinir la derivada de f en k, de modo que
no sea la mitad de la diferencia entre f (k + 1) y f (k − 1), sino la mitad de la diferencia entre el
promedio de los valores de f a la derecha de k y el promedio de los valores de f a la izquierda de k.
concretamente, puede redefinirse f ′(k) así:
f ′(k) =
1
2
 1n − k
n∑
i=k+1
f (i) − 1
k − 1
k−1∑
i=1
f (i)

Al utilizar este nuevo valor de f ′(k) en (3.23), se obtiene una nueva razón de estabilidad con
muy pocos extremos locales, y en la cual la determinación del máximo global carece, en general de
toda arbitrariedad. El valor de k en el cual esta razón alcanza su máximo global, es el que propone
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Figura 3.6.. Gráfica de la razón de estabilidad de f (k), siendo A y b los mismos que se utilizaron para obtener
las gráficas de la figura 3.5
.
nuestro criterio CRE para ser utilizado como parámetro de regularización. La figura 3.6 muestra la
gráfica de R( f (k)), siendo A y b los mismos que se utilizaron para obtener las gráficas de la figura
3.5. El máximo global aparece señalado con un pequeño círculo.
En el siguiente capítulo se presentan los resultados de una serie de experimentos encaminados
a establecer qué tan efectiva puede ser la solución al problema de la mínima dependencia por el
método de los TTLS, y cuál de los métodos de selección de parámetro puede considerarse, en
general más confiable.
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A fin de deteminar la eficacia de las soluciones que pueden obtenerse para el problema de la mí-
nima dependencia a través de método de los TTLS cuando dicho problema es mal planteado, hemos
desarrollado varios ejemplos o experimentos numéricos haciendo uso del software MATLAB, y del
paquete Regularization Tools, desarrollado por P. C. Hansen, de libre adquisición a traves de Inter-
net. La siguiente es una lista de los símbolos que utilizaremos en la presentación de los ejemplos,
con su respectiva descripción:
A. Matriz de datos contaminada con ruido.
Ar. Matriz de datos no contaminada.
b. Vector de resultados contaminado.
br. Vector de resultados no contaminado.
Xr. Solución exacta al problema no contaminado. Satisface la ecuación ArX = br.
E(X). Error relativo de la solución X. Su valor está dado por E(X) = ||X − Xr ||/||Xr ||.
k. Parámetro de truncado asociado al método TTLS.
Xk. Solución por el método TTLS al problema AX ≈ b, para un cierto valor de k.
XTS V . Solución por el método TSVD al problema AX ≈ b para un parámetro de truncado escogido
con el criterio GCV.
XT IK . Solución por el método de Tikhonov al problema AX ≈ b para un parámetro de regulariza-
ción escogido con el criterio GCV.
kmin. Valor de k que minimiza E(Xk).
kGCV. Valor de k escogido con el criterio GCV.
kCRE. Valor de k escogido con el criterio CRE.
kLCU. Valor de k escogido con el criterio de la Curva-L.
pr. Porcentaje de ruido agregado a los datos de prueba.
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M. Mayor valor singular de un matriz Ar generada artificialmente.
q. Parámetro de decrecimiento de los valores singulares de una matriz Ar generada artificialmente.
N. Norma de una solución Xr generada artificialmente.
f . Frecuencia de oscilación de una solución Xr generada artificialmente.
Dado que los criterios GCV y GIG para la selección del parámetro de truncado producen resulta-
dos enteramente similares, mostraremos sólo los resultados referentes al primero de estos criterios.
Antes de presentar los ejemplos, explicaremos la forma en que agregamos ruido a los datos, y la
función que empleamos para medir la eficacia de una solución.
Incorporación de ruido
Para obtener una matriz A y un vector b que aproximen respectivamente a Ar y a br con un
determinado porcentaje de error, hemos construído una función en MATLAB que toma como argu-
mentos una matriz cualquiera A y un porcentaje de ruido pr, y retorna otra matriz de las mismas
dimensiones de A, contaminada con un pr por ciento de ruido. El siguiente es el código de dicha
función:
function AE= ruido(A,pr)
E = 2*rand(size(A))-1;
E = E / norm(E,’inf’);
AE = A + (pr/100)*norm(A,’inf’)*E;
La primera de estas instrucciones crea una matriz E de igual tamaño que A, cuyos elementos
están uniformemente distribuídos en el intervalo [−1 1]. La segunda instrucción divide a E entre
su propia norma infinita1 , tras lo cual la norma de E es 1. Finalmente, en la tercera instrucción se
suma A con un múltiplo escalar de E, cuya norma infinita es el pr por ciento de la norma de A, y el
resultado de esta suma se retorna en la variable AE.
1La norma infinita de una matriz A es el máximo valor que puede obtenerse sumando los valores absolutos de los
elementos de una fila de A.
31
ejemplos nume´ricos
Error Relativo
La norma ||X − Xr || es una medida del error absoluto que se comete al aproximar el vector Xr
mediante X. Sin embargo no es siempre correcto inferir que un valor grande de dicha norma indica
que X es una mala aproximación a Xr y que un valor pequeño de la misma, representa una buena
aproximación, pues, por ejemplo, si ||Xr || es mucho mayor que ||X − Xr ||, el error absoluto, aunque
grande, puede ser poco significativo con respecto a la solución real. Debido a esto, para medir la
eficacia con que una solución X aproxima a la solución exacta Xr, se suele utilizar una medida que
involucra la norma de ésta última. A dicha medida se la denomina Error Relativo, y su valor para
cualquier X, está dado por:
E(X) =
||X − Xr ||
||Xr ||
Por supuesto esta medida sólo es válida cuando Xr es distinta de cero, y esto es algo que asumi-
remos aquí. Por lo demás, la anterior igualdad es claramente equivalente a:
||X − Xr || = E(X)||Xr ||,
Así por ejemplo, si para un cierto X se tiene que ||X − Xr || = 5 pero ||Xr || = 100, entonces
E(k) = 0.05. Esto significa que aunque el error absoluto parece grande, representa en realidad sólo
el 5 % de la solución exacta, y por lo tanto X puede ser considerada una buena aproximación a Xr.
4.1. Primer ejemplo: Tras la huella de Sima y Van Huffel
El artículo de Sima y Van Huffel [15], en el cual basamos nuestra implementación del criterio
GCV para la escogencia del parámetro de regularización asociado al método de los TTLS, incluye
los resultados de algunos experimentos numéricos que tenían como fin determinar cuánto se acerca
el parámetro escogido por dicho criterio (kGCV), a aquel que minimiza el error relativo de la solu-
ción (kmin). Para sus ejemplos, ellas utilizaron ocho matrices de prueba, del paquete Regularization
Tools, de P. C. Hansen, con sus respectivos vectores de resultados y sus soluciones exactas. Con
cada una de estas ternas de datos, repitieron 100 veces el proceso de agregar ruido aleatorio del
0.1 % a la matriz y al vector de resultados, o sólo a éste último, para luego hallar kGCV y kmin.
Los resultados de estas pruebas indican que cuando se agregó ruido tanto a las matrices como a los
vectores de resultados, kGCV y kmin coincidieron en el 36 % de los casos, y que la diferencia entre
ambos valores de k fue menor que 3 en el 79 % de los casos. Por otra parte, cuando sólo se agregó
ruido a los vectores de resultados, kGCV y kmin coincidieron en el 37 % de los casos, en tanto que
la diferencia entre ellos fue inferior a 3 en el 75 % de los casos.
Nosotros tratamos de reproducir esos experimentos, a pesar de que en el citado artículo no se
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indican las dimensiones de las matrices utilizadas ni las características del ruido agregado. Utilizan-
do matrices de 40 filas e igual cantidad de columnas y agregando un ruido a las matrices también
del 0.1 %, encontramos que cuando el ruido se agregó tanto a las matrices como a los vectores de
resultados, kGCV y kmin coincidieron en el 42 % de los casos, siendo la diferencia entre ambos
menor que 3 en el 86.25 % de los casos. Análogamente, cuando sólo se agregó ruido a los vectores
de resultados, kGCV y kmin coincidieron en el 42.25 % de los casos, mientras que la diferencia
entre ellos fue inferior a 3 en el 87.875 % de los casos. Claramente nuestros resultados son más
favorables que los obtenidos por Sima y Van Huffel. Las figuras 4.1 y 4.2 presentan gráficamente
estos resultados: ambas están divididas en ocho columnas, correspondientes a las ocho matrices de
prueba utilizadas. En cada columna aparece, por cada una de las cien pruebas efectuadas, un punto
cuya posición en la escala vertical representa la razón kGCV/kmin. Los puntos en la posición 1,
representan los casos en los cuales kGCV y kmin coinciden, mientas que los puntos más alejados de
esta posición representan los casos en los cuales la diferencia entre kGCV y kmin es mayor.
Figura 4.1.. Razón de kGCV a kmin en 800 pruebas con ruido del 0.1 % tanto en A como en b.
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Figura 4.2.. Razón de kGCV a kmin en 800 pruebas con ruido del 0.1 % en b.
Pruebas adicionales
Los resultados de este ejemplo dan una excelente imagen del criterio GCV asociado al método de
los TTLS. Aunque podría pensarse que la efectividad del criterio se debe aquí al bajo porcentaje de
error incorporado a los datos, la verdad es que con niveles de ruido superiores, el criterio funciona
aún mejor, según pudimos constatar en experimentos adicionales al que aquí presentamos. Así por
ejemplo, con un ruido del 10 % tanto en A como en b, el número de coincidencias de kmin con
kGCV se elevó hasta el 59.5 %, mientras que el número de veces que ambos valores de k estuvieron
a una distancia inferior a 3, llegó hasta el 99 %. Por otra parte, el hecho de que la distancia entre
kGCV y kmin sea inferior a 3, no es garantía de que los errores asociados a las soluciones respec-
tivas, estén también cercanos. Debido a esto decidimos llevar a cabo pruebas con los mismos datos
utilizados por Sima y Van Huffel, en las cuales medimos el error relativo asociado a las soluciones
determinadas por los criterio GCV, CRE y Curva-L, y lo comparamos con el error asociado a la
solución óptima (Xkmin). Dichas pruebas fueron efectuadas con tres niveles de ruido diferentes, apli-
cados tanto a las matrices de datos como a los vectores de resultados: pr = 0.1, pr = 1 y pr = 10.
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Las figuras 4.3, 4.4 y 4.5 muestran gráficamente los resultados de estas pruebas2. En ellas puede
apreciarse claramente que los errores asociados a las soluciones determinadas por el criterio GCV
son los que permanecen más cerca de los asociados a las soluciones óptimas. En segundo lugar se
encuentra el criterio de la Curva-L, para el cual abundan los casos en los cuales el error relativo
supera el valor de 1, y por último se encuentra el criterio CRE, que pareciera estar destinado a pro-
ducir soluciones con error relativo máximo, pero que según veremos más adelante, puede superar
en ciertas circunstancias, el desempeño de los otros criterios.
Figura 4.3.. Errores relativos de las soluciones Xk para k = kmin, k = kLCU, k = kGCV y k = kCRE con
pr = 0.1.
4.2. Segundo ejemplo: Selección de un criterio de selección
Aunque ya el ejemplo anterior da un indicio claro de que, de los tres criterios de selección del
parámetro de regularización considerados, el que produce mejores resultados es el de Validación
Cruzada Generalizada (GCV), decidimos efectuar otros experimentos en los cuales fuera posible
2Una línea horizontal roja en cada columna, representa el error relativo promedio de las 100 soluciones halladas con la
terna de datos correspondiente a dicha columna (ver encabezado de las columnas de las figuras 4.1 y 4.2)
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Figura 4.4.. Errores relativos de las soluciones Xk para k = kmin, k = kLCU, k = kGCV y k = kCRE con
pr = 1.
modificar libremente el ritmo de decrecimiento de los valores singulares de la matriz Ar, el porcen-
taje de ruido agregado a los datos, y la forma y tamaño de la solución exacta Xr. Antes de presentar
los resultados de esos experimentos, explicaremos la manera artificial que utilizamos para construír
Ar, Xr y br.
Generación de una matriz de datos de prueba
Para construir una matriz Ar de Rm×n, que al ser descompuesta en valores singulares posea la su-
cesión de valores singulares que se desee, basta con hallar dos matrices ortogonales U de Rm×m y V
de Rn×n, y una matriz Σ de Rm×n, cuya diagonal principal esté formada por la sucesión deseada. Con
esto se tendrá que la matriz Ar = UΣVT , satisfará la condición requerida. La siguiente istrucción en
MATLAB permite hallar U y V:
[U,x,V]=svd(rand(m,n));
El comando rand(m,n) genera una matriz pseudoaleatoria C de Rm×n, cuyos elementos están
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Figura 4.5.. Errores relativos de las soluciones Xk para k = kmin, k = kLCU, k = kGCV y k = kCRE con
pr = 10.
uniformemente distribuídos en el intervalo [0, 1], y el comando svd(rand(m,n)) lleva a cabo
una descomposición en valores singulares de dicha matriz, es decir, genera un par de matrices
ortogonales U y V , y una matriz diagonal x tales que C = UxVT . Para la obtención de Σ utilizaremos
la sucesión monótonamente decreciente { σ(i) }pi=1, siendo p = min {m, n} y
σ(i) = M
(
1 −
(
i − 1
p
)q)
,
donde M es el máximo valor singular que se quiere para Ar, y q es un real positivo que permite
controlar el ritmo al cual decrecen los valores singulares: si q < 1, éstos decrecerán rápidamente
al principio y tenderán lentamente a cero a medida que i tiende a p, en tanto que si q > 1 , los
primeros valores singulares estarán muy cerca de M, y decrecerán súbitamente cuando i esté muy
cerca de p. De acuerdo con la clasificación propuesta por B. Hoffman en [11] para los problemas mal
planteados, en el primer caso (q < 1), se dice que el problema es “Moderadamente Mal Planteado”,
en tanto que en el seguando caso (q > 1), se dice que es “Ligeramente Mal Planteado”. Si el ritmo
de decaimiento de los valores singulares se asemeja al de una función exponencial con un valor de la
37
ejemplos nume´ricos
Figura 4.6.. Gráfica de { σ(i) }pi=1 para distintos valores de q
.
forma σ(i) = e−αi siendo α > 0, se dice entonces que el problema es “Severamente Mal Planteado”.
La figura 4.6 muestra cuatro gráficas de { σ(i) }pi=1, con M = 1, p = 100 y q =0.1, 0.5, 2 y 10.
En resumen, las siguientes son las instrucciones necesarias para producir una matriz de prueba,
una vez establecidos los valores de m, n, M, p y q:
1 [U,x,V]=svd(rand(m,n));
2 p=min([m n]);
3 S=zeros(m,n);
4 for i=1:p
S(i,i)=M*(1-((i-1)/p)ˆ q );
end
5 Ar=U*S*V’;
En la instrucción 3 se define una matriz de ceros de m filas por n columnas, cuya diagonal se
sustituye en la instrucción 4 por los valores de { σ(i) }pi=1. Finalmente en la instrucción 5 se obtiene
Ar = UΣVT .
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Generación de de una solución exacta y un vector de resultados
El vector Xr de Rn, que ha de servir como solución exacta para el sistema ArXr = br, puede
escogerse de manera arbitraria. Sin embargo, para estudiar el efecto de la magnitud de la solución
exacta sobre una solución aproximada, y para poder hacer una comparación visual de ambas solu-
ciones, hemos decidido hacer que Xr sea una discretización de una función sinusoidal de frecuencia
variable f y norma N. Las instrucciones para obtener Xr son la siguientes:
1 i=1:n;
2 Xr=sin((2*pi*f*(i-1))/(n-1))’;
3 Xr=N*Xr/norm(Xr);
La instrucción 1 crea un vector i cuyos elementos son los enteros desde 1 hasta n; la instrucción
2 crea el vector Xr, cuya i−ésima componente está dada por:
Xr(i) = sen
(
2pi f
i − 1
n − 1
)
.
Cuando i varía entre 1 y n, se obtienen y se almacenan en el vector Xr, n valores de la función
sen( f t), donde t recorre el intervalo [0, 2pi] a través de n puntos igualmente espaciados. La ins-
trucción 3 divide Xr entre su propia norma euclídea, para obtener un vector unitario que luego se
multiplica por N, con lo cual se garantiza que éste sea el valor final de la norma de Xr.
Una vez obtenida la solución exacta Xr, el vector de resultados exactos se obtiene al multiplicar
Ar por Xr, es decir:
br=Ar*Xr;
4.2.1. Variando el ritmo de decrecimiento de los valores singulares
La primera serie de pruebas que llevamos a cabo utilizando datos generados artificialmente en la
forma explicada anteriormente, consistió en definir primero una solución exacta Xr con parámetros
fijos N = 0.1 y f = 1, y luego hacer variar el parámetro q, que determina el ritmo de decrecimiento
de los valores singulares, en el intervalo [0.001,2]. Con este objeto se efectuó una partición de
dicho intevalo en 1000 partes iguales, y se asignaron sucesivamente a q los valores que determinan
la partición. Para cada valor de q se generó una matriz Ar de R100×50 y un vector br de R100, a
los que se agregó ruido del 5 % (pr = 5). El mayor valor singular de Ar fue en todas las pruebas
M = 1. Luego se procedió a obtener las soluciones Xk para k = kmin, k = kLCU, k = kGCV y
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Figura 4.7.. Errores relativos de las soluciones Xk obtenidas en el ejemplo 2.1 para k = kmin, k = kLCU,
k = kGCV y k = kCRE con m = 100, n = 50, M = 1, N = 0.1, f = 1 , pr = 5 y q variando entre
0.001 y 2.
k = kCRE y a medir el error relativo de dichas soluciones. La figura 4.7 muestra los resultados de
estas pruebas. El comportamiento del error relativo fue enteramente similar para Xkmin y para las
soluciones determinadas por los tres criterios de selección del parámetro k: cuando el valor de q
está muy cercano a cero, el error se encuentra muy cercano a 1, pero rápidamente decrece a medida
que aumenta q, de modo que cuando este parámetro alcanza el valor de 0.5, el error prácticamente
se estabiliza en un nivel cercano a 0.25. Los valores promedio de E(kmin), E(kLCU), E(kGCV) y
E(kCRE) son, respectivamente, 0.2198, 0.2616, 0.2801 y 0.2825. Hay, por lo tanto, una leve ventaja
del criterio de la Curva-L sobre GCV y CRE.
4.2.2. Variando el porcentaje de ruido
Después de las anteriores pruebas, quisimos conocer el desempeño de los tres criterios de esco-
gencia del parámetro de trucado, ante la presencia de un porcentaje de ruido variable en los datos.
Una vez generados Ar, Xr y br, con los parámetros fijos m = 100, n = 50, M = 1, q = 0.01, N = 0.1
y f = 1, hicimos variar el porcentaje de ruido pr, tomando 1001 valores igualmente espaciados en
el intervalo [0,2]. Para cada valor de pr generamos A y b, y obtuvimos Xkmin, XkLCU , XkGCV y XkCRE
con sus respectivos errores relativos. En la figura 4.8, aparecen los resultados de estas pruebas. Esta
vez el criterio de la Curva-L muestra una clara deficiencia para porcentajes de ruido cercanos a cero,
para los cuales E(XkLCU) está por encima de 0.9. Sin embargo, al alcanzar pr un valor cercano 0.1,
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Figura 4.8.. Errores relativos de las soluciones Xk obtenidas en el segundo ejemplo, para k = kmin, k =
kLCU, k = kGCV y k = kCRE con m = 100, n = 50, M = 1, q = 0.01, f = 1 , N = 0.1 y pr
variando entre 0 y 2.
E(XkLCU) se reduce dramáticamente, y a partir de entonces toma valores cercanos a los de E(Xkmin).
En contraste E(XkGCV ) y E(XkCRE) parten desde cero y aumentan de manera similar a E(Xkmin).
Esta vez los valores promedios de E(kmin), E(kLCU), E(kGCV) y E(kCRE) son, respectivamente,
0.3365, 0.4147, 0.4054 y 0.3853, con una ventaja leve de CRE sobre Curva-L y GCV.
4.2.3. Variando el tamaño de la solución exacta
Esta vez, tras generar una matriz Ar con m = 100, n = 50, M = 1 y q = 0.0001, hicimos
que la norma de la solución exacta (N), tomase 1001 valores igualmente espaciados en el intervalo
[0.001,4]. Para cada valor de N, generamos una solución exacta Xr con f = 1 y un vector br, sin
agregar ruido a Ar ni a br, para luego hallar las soluciones Xk, con k = kmin, k = kLCU, k = kGCV
y k = kCRE, y sus errores relativos asociados. En la figura 4.9, donde aparecen los resultados de
estas pruebas se aprecia claramente que cuando N es menor que 0.79, E(XkGCV ) está muy cerca
del valor promedio de E(Xkmin) y de E(XkCRE) (5.6163 × 10−12). Sin embargo, cuando N alcanza el
valor de 0.79, E(XkGCV ) se dispara repentinamente hasta valores cercanos a 0.8, para manterse en
niveles inaceptables para todos los demás valores de N. Por su parte, E(XkLCU), presenta desde el
comienzo, una tendencia general a tomar valores por encima de 0.8. Esta vez la balanza se inclina
claramente a favor del criterio CRE.
En conclusión, criterio GCV es adecuado cuando la norma de la solución exacta es pequeña,
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Figura 4.9.. Errores relativos de las soluciones Xk obtenidas en el ejemplo 2.2 para k = kmin, k = kLCU,
k = kGCV y k = kCRE con m = 100, n = 50, M = 1, q = 0.0001, f = 1 , pr = 0 y N variando
entre 0.001 y 4.
pero a partir de cierto tamaño, que hasta el momento no sabemos en qué forma depende de los
datos de prueba, el error relativo alcanza súbitamente valores muy cercanos a 1, y las soluciones
Xk determinadas por dicho criterio, se aleja demasiado de las soluciones exactas Xr. Por otra parte,
el criterio de la Curva-L resulta adecuado para problemas moderada o ligeramente mal planteados,
siempre que el porcentaje de ruido presente en los datos, no esté muy cercano a cero. Eventualmente
este criterio puede producir soluciones con errores relativos muy por encima de 1, cosa que no
sucede con GCV. Finalmente, el criterio CRE parece ser el menos sensible a cambios en el tamaño
de la solución exacta, y presenta un buen desempeño frente a variaciones en q y en pr. Sin embargo,
esporádicamente produce soluciones con errores aún mayores que los de la Curva-L.
4.3. Tercer ejemplo: triple competencia TTLS vs Tikhonov vs
TSVD
En este tercer ejemplo se compara el desempeño del método de los TTLS con otros dos métodos
clásicos de regularización: el de Tikhonov y el de Descomposición en Valores Singulares Truncada
(TSVD). Estos dos métodos se encuentran implementados en el paquete Regularization Tools, de P.
C. Hansen, al igual que algunos criterios para la escogencia automática del parámetro de regulari-
zación. Con el fin de poner a los tres competidores en un mismo terreno, resolvemos cada problema
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AX ≈ b, con los tres métodos, escogiendo el parámetro de regularización con sendas versiones del
criterio de Validación Cruzada Generalizada (GCV).
Matrix Market
Las matrices de prueba para este ejemplo, provienen del sitio web de Matemáticas, Estadís-
tica y Ciencias de la Computación del NIST (National Institute of Standards and Technology),
math.nist.gov, el cual incluye un repositorio (Matrix Market) de matrices de datos, para el estudio
comparativo de algoritmos de álgebra lineal numérica. De este mercado de matrices, hemos tomado
cuatro de ellas, las cuales pertenecen a una familia (DRICAV) de 30, que fueron obtenidas a partir
del modelamiento de un flujo a través de una cavidad de sección transversal cuadrada, y que están
clasificadas por tamaños y por número de condición. Las cuatro matrices están etiquetadas con los
códigos e05r0000, e05r0100, e05r0200 y e05r0300, y sus números de condición son 34195, 36184,
71941 y 217390 respectivamente. Todas poseen 236 filas e igual cantidad de columnas. La figura
4.10 muestra la configuración de los valores singulares de las cuatro matrices.
Figura 4.10.. Gráficas de los valores singulares de las matrices de prueba del ejemplo 3.
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Figura 4.11.. Errores relativos de las soluciones Xkmin, XkGCV , XT IK y XTS V , con f = 1, pr = 0 y N variando
entre 0.001 y 1, siendo Ar la matriz e05r0000.
4.3.1. Variando el tamaño de la solución exacta
Ante la deficiencia presentada por la versión del criterio GCV propuesta por Sima y Van Huffel
para el método de los TTLS en lo que respecta al tamaño de la solución exacta, decidimos primero
efectuar el triple duelo variando dicho tamaño, sin agregar ruido a los datos, para así conocer las
condiciones bajo las cuales dicha versión resulta ser competitiva, y de paso observar si las otras
dos versiones del mismo criterio son también sensibles al tamaño de la solución. Haciendo Ar
la matriz e05r0000, generamos Xr de manera artificial con f = 1, haciendo que N tomara 101
valores igualmente espaciados en el intervalo [0.001,1]. Para cada valor de N calculamos el error
relativo de las soluciones Xkmin, XkGCV , XT IK y XTS V . Los resultados del duelo aparecen en la
figura 4.11. Claramente se aprecia en dicha figura que a partir de un valor de N muy cercano a cero
(concretamente 0.021), E(XkGCV ) se acumula definitivamente en una estrecha banda al rededor de 1,
en tanto que E(Xkmin), E(XkT IK) y E(XkTS V ) no parecen verse afectados en absoluto por la variación
de N.
Al repetir la anterior serie de pruebas cambiando la matriz de datos por e05r0100 y dejando los
demás parámetros sin modificar, obtuvimos los resultados que se presentan en la figura 4.12. Esta
vez el valor de N a partir del cual E(XkGCV ) se dispara, fue 0.6204. Nuevamente E(Xkmin), E(XkT IK)
y E(XkTS V ) no experimentaron ningún cambio sustancial.
Haciendo luego que Ar fuese la matriz e05r0200, los resutados, que aparecen el la figura 4.13,
fueron casi idénticos a los de la figura 4.12. En este caso E(XkGCV ) está muy cercano a E(XkTS V )
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Figura 4.12.. Errores relativos de las soluciones Xkmin, XkGCV , XT IK y XTS V , con f = 1, pr = 0 y N variando
entre 0.001 y 1, siendo Ar la matriz e05r0100.
cuando N es inferior a 0.5, pero a partir de este valor, E(XkGCV ) permanece casi constante en un
valor muy cercano a 1.
Finalmente con la matriz e05r0300 como Ar, E(XkGCV ) se comporta casi como una función es-
calonada: si N es menor o igual a 0.39, el promedio de E(XkGCV ) es de 0.00195; en el intervalo
[0.40,0.57], es de 0.447, y en el intervalo [0.59,1], es de 0.94295, según puede apreciarse en la
figura 4.14.
4.3.2. Variando el porcentaje de ruido
Haciendo que Ar fuese de nuevo e05r0000, con N = 0.001, f = 1 y pr tomando 501 valores
igualmente espaciados en el intervalo [0,0.05], obtuvimos los resultados que se aprecian en la fi-
gura 4.15. El comportamiento de E(Xkmin) y el de E(XT IK) son bastante similares, en el sentido de
que aumentan de forma casi proporcional con respecto a pr, siendo E(Xkmin), en general, un poco
menor que E(XT IK), el primero con promedio 0.1061 y el segundo con promedio 0.1104. Por otra
parte, E(XkGCV ) y E(XTS V ) se comportan también de forma similar el uno al otro aunque algo más
compleja. Sin embargo E(XkGCV ) alcanza eventualmente valores muy cercanos a 1, lo cual eleva su
promedio a 0.1370, frente al 0.1271 de E(XTS V ). En resumen, en esta parte de la competencia el
ganador es Xkmin, mientras que el segundo, tercero y cuarto lugar los ocupan, respectivamente XT IK ,
XTS V y XkGCV .
Haciendo que Ar fuese la matriz e05r0100, aumentando el valor de N a 0.2 y haciendo variar
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Figura 4.13.. Errores relativos de las soluciones Xkmin, XkGCV , XT IK y XTS V , con f = 1, pr = 0 y N variando
entre 0.001 y 1, siendo Ar la matriz e05r0200.
Figura 4.14.. Errores relativos de las soluciones Xkmin, XkGCV , XT IK y XTS V , con f = 1, pr = 0 y N variando
entre 0.001 y 1, siendo Ar la matriz e05r0300.
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Figura 4.15.. Errores relativos de las soluciones Xkmin, XkGCV , XT IK y XTS V , con f = 1, N = 0.001 y pr
variando entre 0 y 0.05, siendo Ar la matriz e05r0000.
pr en el mismo intervalo [0,0.05], obtuvimos los resultados que aparecen en la figura 4.16. Nueva-
mente E(Xkmin) y E(XT IK) parecen aumentar proporcionalmente con respecto a pr, con promedios
de 0.2571 y 0.2558 respectivamente, en tanto que E(XkGCV ) y E(XTS V ) presentan también un com-
portamiento muy similar, tomando eventualmente E(XkGCV ), valores superiores a 1. Los promedios
para estos dos errores son, respectivamente, 0.3607 y 0.3406.
Siendo Ar la matriz e05r0200, tomando de nuevo el valor 0.2 para N, y haciendo variar pr otra
vez en el intervalo [0,0.05], obtuvimos los resultados que aparecen en la figura 4.17. Claramente se
observa un incremento general de los errores relativos, debido al aumento del número de condición
de Ar, y aunque sigue presentándose gran similitud entre E(Xkmin) y E(XT IK) de un lado, y entre
E(XkGCV ) y E(XTS V ) de otro lado, se hacen más frecuentes los casos en que las tres versiones del
criterio GCV dan origen a soluciones con errores que superan el valor 1, siendo la versión asociada
al método de los TTLS, la más propensa a ello. Los valores promedio de E(Xkmin), E(XkGCV ),
E(XT IK) y E(XTS V ) fueron 0.3654, 0.5806, 0.3768 y 0.4924. Esta vez el ganador del duelo es,
evidentemente Xkmin.
Finalmente, haciendo que Ar fuese la matriz e05r0300, y dejando los demás parámetros tal como
estaban en la prueba anterior, los nuevos resultados difieren de los anteriores sólo en el aumento
general de los errores, debido al incremento en el número de condición, según puede apreciarse en
la figura 4.18. Los promedios de E(Xkmin), E(XkGCV ), E(XT IK) y E(XTS V ) fueron, respectivamente,
0.4348, 2.3725, 0.4920 y 0.6722. Nuevamente el ganador es Xkmin, seguido de cerca por XT IK ,
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Figura 4.16.. Errores relativos de las soluciones Xkmin, XkGCV , XT IK y XTS V , con f = 1, N = 0.2 y pr variando
entre 0 y 0.05, siendo Ar la matriz e05r0100.
Figura 4.17.. Errores relativos de las soluciones Xkmin, XkGCV , XT IK y XTS V , con f = 1, N = 0.2 y pr variando
entre 0 y 0.05, siendo Ar la matriz e05r0200.
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Figura 4.18.. Errores relativos de las soluciones Xkmin, XkGCV , XT IK y XTS V , con f = 1, N = 0.2 y pr variando
entre 0 y 0.05, siendo Ar la matriz e05r0300.
seguido no muy de cerca por XTS V , seguido a gran distancia por XkGCV 3.
3El enorme promedio de E(XkGCV ) se explica por la ocurrencia esporádica de valores cercanos a 500, los cuales no
fueron incluídos en la figura, para poder hacer una mejor comparación de E(XkGCV ) con los otros errores
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5. Conclusión
Cuenta John D. Barrow en su extraordinario libro La trama oculta de universo [2], que cuando
Bertrand Russell descubrió su célebre paradoja acerca de la teoría de conjuntos, se la comunicó en
una carta al gran lógico alemán Gottlob Frege que estaba terminando el segundo volumen de su
tratado clásico sobre los fundamentos lógicos de la aritmética. La noticia fue devastadora para su
trabajo. Frege respondió como pocos otros estudiosos lo habrían hecho, si se hubiesen visto frente
a tal desastre en la culminación de doce años de trabajo meticuloso, añadiendo a su libro uno de los
reconocimientos más demoledores que se puedan leer:
“Dificilmente puede un científico enfrentarse a algo menos deseable que tener que repudiar el
fundamento de su trabajo precisamente cuando está acabado. En esta situación me ha puesta una
carta de Mr. Bertrand Russell, cuando el trabajo estaba a punto de entrar en la imprenta.”
Guardadas las proporciones, tras casi dos años dedicados parcialmente a la elaboración del pre-
sente trabajo, los ejemplos numéricos presentados en el capítulo anterior, me han permitido degustar
un poco de la enorme frustración que debió experimentar Frege al recibir la carta de Rusell. En re-
sumen, la conclusión a la que hemos llegado es que la solución que puede darse al problema de la
mínima dependencia, a través del método de los TTLS es, en general, muy buena cuando el pará-
metro de truncado se escoge de manera óptima. Sin embargo, los criterios de selección de dicho
parámetro que hemos considerado en este trabajo, dan origen a soluciones que, en muchas ocasio-
nes, se apartan drásticamente de la solución óptima. Esto indica que hay todavía mucho trabajo por
hacer en lo que respecta a los criterios de selección del para este método de regularización
Mi primera reacción al descubrir la sensibilidad al tamaño de la solución exacta, de los criterios
GCV y CIC propuestos por Sima y Van Huffel, fue pensar que quizás yo había cometido algún error
en la implementación. Pero cuando me convencí de que mi implementación concordaba totalmente
con las ideas presentadas en el artículo [15], tuve que resignarme a aceptar que dicha sensibilidad era
innegable. Tras hacer algunas variaciones a dichos criterios con respecto a las restricciones bajo las
cuales se lleva a cabo la minimización, sin haber obtenido ninguna mejora sustancial, opté por tratar
de mejorar mi implementación del criterio de la Curva-L. Después de muchos experimentos, y de la
lectura del artículo de Hansen, Jensen y Rodriguez “An adaptive pruning algorithm for the discrete
L-curve criterion” [13], concluí que aunque se hagan los esfuerzos más descomunales por encontrar
el vértice de la Curva-L, habrá muchos casos en los cuales el punto correspondiente al parámetro
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óptimo de truncado, se encuentre muy lejos de dicho vértice, y en consecuencia la solución hallada
con este criterio, se encontrará también muy lejos de la solución óptima, con errores relativos que
fácilmente superan el 100 %. Entonces, en un arranque de optimismo, traté de desarrollar mi propio
criterio de escogencia del parámetro de truncado, inspirado en el lema de la sensibilidad de un
campo escalar (ver apéndice A), y después de un mes de trabajo frenético, di con el criterio CRE,
que parece no ser muy sensible al tamaño de la solución exacta, pero que, al igual que el criterio
de la Curva-L, eventualmente produce soluciones con errores relativos que superan ampliamente el
100 %. Cabe destacar aquí que este criterio está basado en ideas que no han sido exploradas en la
literatura que he tenido a mi disposición, y que tal vez puedan, en el futuro, constituír un aporte útil
a la teoría de regularización.
Finalmente debo destacar que a pesar de los resultados poco alentadores de los ejemplos numéri-
cos, este trabajo produjo otros dos resultados de tipo teórico que, en mi opinión, pueden llegar a ser
significativas: las funciones de dependencia lineal, y el lema de la sensibilidad de un campo escalar.
Las primeras permiten contemplar, como ramas de un mismo árbol, los dos métodos más importan-
tes para la solución aproximada de sistemas de ecuaciones lineales: el de los Mínimos Cuadrados
y el de los Mínimos cuadrados totales. El segundo permite comprender cómo y por qué, a medida
que el tamaño de la solución de un sistema de ecuaciones tiende a infinito, dicha solución se vuelve
cada vez más sensible a perturbaciones en los parámetros de los cuales depende. Esto es lo que
tengo para ofrecer por ahora, a quienes tengan la paciencia para leerlo.
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A. Prueba del lema de la sensibilidad de un
campo escalar
Enunciamos aquí el lema de la sensibilidad de un campo escalar tal como se enunció en la
subsección 2.3.1 y en seguida presentamos una demostración del mismo.
Si S ⊆ Rn es cualquier región abierta que contiene un punto P y f : S − {P} → R es un campo
escalar diferenciable con derivada direccional positiva en la dirección de P para todo punto de
S − {P}, se tiene que:
Si lı´m
X→P f (X) = ∞ entonces lı´mX→P
f (X)
||∇ f (X)|| = 0.
Demostración
Sea S ⊆ Rn una región abierta que contiene un punto P y sea f : S − {P} → R un campo escalar
con derivada direccional positiva en la dirección de P para todo punto de S − {P}, tal que
lı´m
X→P f (X) = ∞ (A.1)
De acuerdo con esta hipótesis, existe en S una bola abierta B(P; r) centrada en P y de centro r > 0,
tal que f (X) > 0 para todo X en B(P; r). Sea entonces X un punto cualquiera de B(P; r).
Nuevamente la hipótesis (A.1) implica que existe un δX tal que 0 < δX < ||X − P|| y una bola
abierta B(P; δX) tal que
f (Y) > 2 f (X)
para todo Y en B(P; δX). Haciendo Y = X + hu con h = ||X − P|| − δX2 y u = P−X||X−P|| , es claro que
||Y − P|| = δX2 < δX . Esto implica que Y está en B(P; δX), y por lo tanto
f (X + hu) > 2 f (X).
Dado que h es positivo, la anterior desigualdad equivale a
f (X + hu) − f (X)
h
>
f (X)
h
,
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y ésta a su vez equivale a
h >
f (X)
f (X+hu)− f (X)
h
> 0.
Ahora bien, cuando X tiende a P, δX tiende a cero, e igual sucede con h. Pero al tender h a cero, el
cociente f (X+hu)− f (X)h tiende a convertirse en la derivada direccional de f en X con respecto al
vector u, la cual denotaremos Du f (X). Escribiendo la anterior desigualdad en la forma equivalente
h >
f (X)
Du f (X)
Du f (X)
f (X+hu)− f (X)
h
> 0,
y aplicado el principio de intercalación, tendremos entonces que
lı´m
X→P
f (X)
Du f (X)
Du f (X)
f (X+hu)− f (X)
h
= 0. (A.2)
Y dado que
lı´m
X→P
Du f (X)
f (X+hu)− f (X)
h
= 1,
y que el límite de un producto es igual al producto de los límites, A.2 implica entonces que
lı´m
X→P
f (X)
Du f (X)
= 0.
Esta igualdad implica que para todo  > 0 existe un δ y una bola abierta B(P; δ) tal que
f (X)
Du f (X)
< , siempre que X ∈ B(P; δ),
lo cual equivale a decir que
f (X)

< Du f (X), siempre que X ∈ B(P; δ),
y puesto que para todo X en S − {P} y para todo vector unitario u se cumple que
Du f (X) ≤ ||∇ f (X)||, lo anterior implica que
f (X)

< ||∇ f (X)||, siempre que X ∈ B(P; δ),
y en conclusión, para todo  > 0 existe un δ > 0 tal que
f (X)
||∇ f (X)|| < , siempre que X ∈ B(P; δ).
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Esto, por supuesto significa que
lı´m
X→P
f (X)
||∇ f (X)|| = 0,
que es lo que se quería probar .
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