Abstract-We investigate the problem of enumerating the words that are common to two random strings. We show that when the source models are memoriless that the number of common words is sublinear in the length of the sequence, and linear when the source models are exactly the same. We draw the same conclusions for the number of common nodes in the associated respective suffix trees.
I. INTRODUCTION
What have in common dogs, cats and computers? They are all based on codes. Genetic codes or computer codes are not written with the same language and alphabet. But there are more similarities between the codes of two dogs than between of a dog and the code of a cat. The question is how to efficiently measure the distance between a sequence and another sequence when they are written with the same alphabet. One possible way is to use the mutual complexity of the two strings, i.e. the number of distincts words that are common to both strings. We study the average number of common words between two random sequences of length n. We investigate the model of memoriless sources (for instance binary, but easily extendable to larger alphabet). The Markov source model can also be extended the same way but this will not be investigated in the current paper. In [1] , Janson, Lonardi and Szpankowski have investigated the complexity of a random string, i.e. the average number of distinct words in a random sequence. In [2] , Jacquet and Szpankowski have investigated the number of occurence of a given word in a random string, result later extended by Regnier and Szpankowski on Markov model [3] , [4] . The analysis is based on the convergence between the suffix tree statistics to the independent tries statistics.
In the present paper we analyze the average number of common words in two random sequences, generated from two different random sources. We will show that the average number of common words between two sequences of length n is in @(n) when the sequence are generated from the same source model and is in e(n0) for some t < 1 when the source models are different. Therefore the number of common words between two strings is very sensitive to model discrepancy and the use of this parameter can be useful to check that two sequences belong to the same source. We make use of analytic information theory and will use [2] as inspiration source for the general results used in this paper. We also introduce the two-variable Mellin transform for extracting asympotic expansions. We also investigate the average number of common nodes between the suffix trees of two random sequences as a powerful tool to analyse the analogy between two models. The paper is organized as follows. In next section we introduce the concept of autocorrelation in sequences that will be used throughout this paper. In section III we apply this concept in order to directly derive the complexity of a random sequence as a warmup exercise. In section IV we investigate the mutual complexity of two random sequences. After a brief introduction on the analytic tools we first investigate the mutual complexity of two random sequences generated by the same source, and second the more general problem of the mutual complexity of two sequences generated by two different sources. Section V is devoted to the analysis of the number of common suffix nodes between two random sequences, which is a similar parameter as the number of common words, but is easier to compute via suffix trees.
II. AUTOCORRELATIONS IN SEQUENCE
In [2] we have shown that the distribution of the number Nn (a) of occurence of a word a in a sequence of length n is Pn(v, a) = Zk P(Nnf(o') = k)vk satisfies the identity:
where p(a) is the probability of the word a in the considered source model, a,r(z) is the autocorrelation polynomial of the word a in the considered source model.
The important fact is that we prove that excepted for a set S of words a we have Pn(v, a) = P/\(v, a)(1 +O(n-6)) for some c > 0, with
And for all n, Z,sH1f1 P(07) <Q(pn) for some p < 1.
We notice that PnfT(v, ) is the p.g.f. of the number of sequences among n independent independent sequences that accept a as prefix.
III. WARMUP: SEQUENCE COMPLEXITY
Let X be a string and C(X) the set of distinct words in the string X. For example if X = 0110 then C(X) = {f,1,f01,l10,11,f011,l110,f0110}. The complexity of a sequence X is the number of distinct words: IC(X)I.
Let Cn be the average complexity of a sequence of length n [1] . The number of words is (n+l)n but some of them are 2 identical, for example there are n words of length 1 but no more than two distinct words. Therefore we have which is much smaller.
Our aim is to give the average mutual complexity Kn of two random sequences of same length n but not on the same source model. We assume that the bit probability distribution
where Nn (a) is the number of occurence of word a in the string of length n under source model i. With respect of [2] result we have Kn Cn,n + 0(n-6) with Cn,m = Z,(1- 
We will prove that Cn,n = n222 + Q(logn)n + o(n), with h =-p logp -q log q the entropy rate. Quantity function Q() is a small periodic function (amplitude smaller than 10-6) which is non zero only when logP irrational (excepted when (6) Therefore the leading term is 2 log 2n. When log P is rational [Zn] [Zm] C (ZI, )CZI+Z2,~~~~~~h log q It turns that Cn,m =[zj7 [z1 ] C(z2 Z2)
, which is a then there is a subsequence of the Sk that are regularily spaced double depoissonization operation. We will prove that Cn,n = on the vertical axis X(s) =-1. This impacts the leading term C(n, n) + 0(1) via double depoissonization. with a small periodic correcting term zQ(log z).
C. Common words between different source models We will show in a large set of cases and conjecture in other cases that C(z, z) = O(z') where t < 1 and t is the smallest real number such there exists 3i, s8 > 0 such that si + 82 = and p 1p12 + q 1q2 1. ( 1 1) We will look at the simplified case where Pi q1 1 and 2 (P2,q2) = (p,q) general. In this case R(s1,s2) = 21R(s2) with R(s) = p-' + q-S the Reynier entropy. Now we will move the integration line of sl toward positive real axis direction. We meet one pole at s, 0 (residu 1). The poles of function (1-2`1 R(s2)) 1 at s1 -log2 R(s2) + l ik2, There re the integration path can be moved toward arbitrary position. Anyhow we cannot increase too much the value of C2 because the function zL(s) log2 increases when s -) o0. Therefore we can take for c2 the value of which minimizes L(s) -s between -1, 0. Let's call t this minimum value. We can ignore the term in 1 zR(s) since L(s) > 0 for s between -1,0.
Therefore we have Classic analysis gives for the binary alphabet: log q2 log log q2 + log p, log log p, -log q2P1 log log q2P1 T(zl, Z2) = n,m Tn,m n!mn! e 1 2 yields T(z,,Z2) T(plzi,P2Z2) +T(qlzl,q2z2) +(1 -(1 + zI)e-z)( -(1 + Z2)e-Z2) ( 
17)
We have Tn,n T(n, n) + 0(1) via double depoissonization.
The Mellin transform T*(si, 32) is defined for -2 < R(s1), R(s2) < 1 and has value: T (1, 82) IF(SI + 1)1(2 + 1)
Using the same derivation as in the previous section we will get when the sequence source models differ: and therefore t(z) n + Q5(log n) + o(n) where Q5(.) is periodic when logp is rational.
VI. CONCLUSION AND PERSPECTIVES
We have shown that the numbers of common words or nodes between two strings follow similar distribution. We get the unexpected results that this number is in n' where t can be explicitly expessed with the parameters of the source models. In the future work we must also investigate the impact of error terms in n-' that arise when we neglect the impact of auto-correlation polynomials. The results have been detailled for binary alphabet but are easily extendable for any finite alphabet (although quantity t would loose its close-formula expression). Using the standard approach used in [4] , one expects to extend those results to Markov sources.
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