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Abstract—HTTP adaptive streaming (HAS) technology is be-
coming a popular vehicle for online video delivery. HAS ap-
plications often compete for network resources without any
coordination between each other in a shared network. This
leads to quality of experience (QoE) fluctuations and unfairness
between end users. This paper introduces a user-level fairness
model (UF) which exploits video quality, switching impact and
cost efficiency as the fairness metrics to achieve user-level fairness
in resource allocation. Experimental results demonstrate how this
model is a foundation to orchestrate the resource consumption
of HAS streams.
I. INTRODUCTION
Globally, IP video traffic is estimated to be 79% of all
consumer Internet traffic in 2018, up from 66% in 2013
[3]. HTTP adaptive streaming (HAS) protocols, especially the
MPEG Dynamic Adaptive Streaming over HTTP (DASH),
are becoming popular for online video delivery, thanks to
their unique adaptation feature that allows dynamic selection
of quality representations in the face of network fluctuation.
Most HAS protocols adopt TCP as the transport layer protocol
whose retransmission mechanism greatly mitigates the impact
of network impairments, such as packet loss, to the delivered
video quality. TCP aims to increase bandwidth utilization
whilst avoiding congestion, which allows the application to
fully exploit the available network resources. The adaptation
between representations is often managed at the client side
and is not specified by the DASH standard. Recent years have
seen an increasing number of single-stream HAS optimization
algorithms [10], [22], [14], [19] with the main objective being
to maximize the quality of user experience of a single HAS
stream by exploiting bandwidth estimation, client-side buffer
management, and QoE measurement. However such optimiza-
tion algorithms work on user clients independently without
any coordination with other devices in the same network. This
leads to QoE fluctuations and unfairness when multiple HAS
streams on heterogeneous user devices compete for network
resources. The conventional fairness models such as propor-
tional fairness [12] are not suitable for HAS applications where
video streams of different characteristics exhibit distinctive
utilities. Additionally, crucial HAS QoE impact factors such
as the representation switching impact are often neglected.
This paper presents a user-level fairness UF model to be
exploited by either of the orchestration frameworks. The UF
model incorporates video quality, switching impact and cost
efficiency as the fairness metrics, and provides recommen-
dations on resource allocation with respect to the particular
balance to be achieved between the three fairness metrics. We
carried out a number of experiments to verify the performance
of the UF model against the conventional network provisioning
mechanisms with different degrees of network fluctuations
and various numbers of competing user clients. We also
investigated how each dimension of fairness contributes to the
overall user-level fairness as well as the impact of the UF
model to the user perceived video quality for HAS streams.
The results demonstrate the benefits of enabling user-level
fairness as a service for future networks. The remainder of the
paper is organized as follows. Section II explores background
and related work in the field of network management for HAS
streams. The design of the UF model is detailed in Section
III. Section IV introduces the experiment set-up as well as the
results. Discussions and conclusions are given in Section V
and VI respectively.
II. BACKGROUND AND RELATED WORK
Using MPEG-DASH as an example, HAS content is pre-
pared in multiple representations, each of which is a version
of the same content prepared using different encoding spec-
ifications (such as bitrate and resolution) according to pre-
defined use scenarios. A number of associated representations
formulate an Adaptation Set. Each representation is served with
time-coded chunks addressable using URLs and retrievable via
HTTP. By exploiting the switching points between chunks,
“seamless” switching between representations becomes pos-
sible. Upon a playback request, the user client receives a
Media Presentation Description (MPD), the manifest file that
specifies all the resources and structure information required
for video retrieval and playback. A DASH client often starts
from a representation that matches its screen resolution and at
modest bitrates. Once the client detects an increase in available
bandwidth, it can switch to a higher bitrate.
Most HAS protocols adopt TCP as the transport mechanism.
TCP aims to increase bandwidth utilization whilst avoiding
congestion so that HAS applications can fully exploit the
network resources and potentially maximize the quality of the
delivered content. However, this presents two challenges in
delivering a good quality of user experience especially in a
shared network environment with heterogeneous user devices.
The first challenge is the network fluctuation caused by the978-1-4673-7113-1/15/$31.00 c©2015 IEEE
packet delivery scheme. A DASH client may continuously
inflate its receiver window during TCP ON periods. This
inadvertently forces the sender to burst as much traffic as
possible on to the network, until either enough video chunks
are buffered at the client (which then switches to OFF mode),
or until the sender incurs TCP packet loss. This behavior
causes extremely bursty traffic and TCP inefficiency, as con-
nections are repeatedly restarted between ON and OFF periods,
resulting in unstable video playback quality[1], [9]. The second
challenge is the gap between network-level fairness and user-
level fairness when network resources are shared between
multiple HAS streams on different devices over heterogeneous
networks. Conventionally, the goal of resource allocation in
the network is to maximize the aggregate utility of all the
users in the network subject to the capacity constraints of
the network [12], [17]. One known implementation based on
this theory is proportional fairness [12]. Proportional fairness
performs well when all users follow the same utility. When
users have different QoS needs, proportional fairness favors
users who require lower rates to achieve high utility. Therefore,
maximizing the combined utility does not necessary lead to
fairness between users. In fact, research work in the field of
video quality analysis shows that there is no linear correlation
(video quality utility) between the bitrate of a video stream
and its perceptual quality [2]. This suggests that an increase
in bitrate could lead to a significant gain in resulting quality
or very limited quality improvement that is barely noticeable
to the end user. In order to optimize the efficiency of network
resource allocation whilst maintaining a satisfactory level of
user experience, it is essential to incorporate the video-quality
utility of media streams.
Recent years have seen significant work put forward to
improve the QoE of HAS (particularly MPEG-DASH) video
distribution. One solution is to have some cross-layer in-
teraction between TCP and HTTP in order to provide the
streaming application with better metrics and to allow TCP
to reach steady-state [9]. This would indeed improve TCP
performance, but would not control the ON/OFF nature of
DASH-style applications. Furthermore, it would not attain
network-wide fairness across all devices. Tian and Liu [22]
use throughput-prediction algorithms to attenuate video rate
fluctuations. Mansy et al. [18] have shown that DASH’s bursty
nature leads to excessive queuing in the network (a phe-
nomenon commonly referred to as bufferbloat [7]), and they
proposed adjusting DASH’s buffering behavior to keep the size
of the client’s receiver window low. FESTIVE [11] attempts to
improve fairness, stability and efficiency using a DASH player
with a stateful, delayed-bitrate update mechanism. Huang et
al. introduce a buffer-based approach to rate adaptation to
reduce the rebuffer rate in online HAS streaming [10]. A client-
side rate-adaptation algorithm for HAS is introduced in [14].
Georgopoulos et al. incorporated OpenFlow and video quality
utility as part of work towards network-wide QoE fairness [6].
Most of the aforementioned work focuses on optimizing
the network efficiency or the quality of user experience of
individual media streams. There is currently a lack of research
addressing the user-level fairness of network resource pro-
visioning in a multi-HAS-stream environment. With the in-
creasing number of high-throughput HAS streams delivered in
IP networks, quality assurance via over-provisioning becomes
less feasible. It is crucial for the service providers to depart
from simply providing best-effort networks to orchestrating
the network resource consumption with a better understanding
of the user-level requirements of user applications, especially
the resource-intensive HAS applications. The utility and QoE
metrics are defined to a class of application such as HAS
streaming and not customized for a service provider. Hence,
our proposition also does not conflict with the framework of
network neutrality.
III. USER-LEVEL FAIRNESS MODEL
The ultimate goal of the user-level fairness UF model is to
orchestrate network resource allocation between HAS streams
to improve the QoE fairness. The model takes into account
multiple fairness metrics such as video quality (fidelity of
video frames), HAS adaptation impact as perceived by the end
user, as well as the efficiency of media distribution in achieving
user experience from the perspective of service providers. The
underlying principle of the UF model is depicted in Figure 1.
Fig. 1. User-level fairness model
The UF model incorporates three fairness metrics: video-
quality fairness, switching-impact fairness and cost-efficiency
fairness. The metrics address either the fairness between HAS
streams using QoE measurements, or the fairness between
network providers and resource consumers as a whole. The
fairness metrics are evaluated using: 1) input parameters in-
cluding context information regarding HAS streams such as
current playback bitrate, resolution, etc., 2) current network
capacity of user devices, and 3) total bandwidth to share
between multiple devices. Both the network capacity and the
total bandwidth are dynamic and can be affected by the change
of link capacity or background traffic. The input parameters
can be derived using a network-level or application-level QoE
framework. The actual extraction of input parameters is further
discussed in our related work [4]. Once the UF model deter-
mines the best resource allocation strategy to warrant user-
level fairness based on given information, recommendations
can be forwarded to the network management functions for
QoE-aware network management such as metering or QoE
routing. Recent advances in networking, such as software-
defined networking (SDN) and network-function virtualization
(NFV), enable network-wide flexibility and programmability
allowing comprehensive network and service functions to be
deployed easily in an on-demand fashion.
A. Video quality fairness
In order to fairly share network resources between HAS
streams with respect to the QoE, it is crucial to understand
and model the impact of network impairments on the delivered
video quality. A HAS application chooses an optimal resolu-
tion that best matches the native resolution of the playback
device and dynamically selects a representation (of a certain
bitrate) from the adaptation set of the same frame resolution
according to available bandwidth. Based on the assumption
that the same encoding scheme (e.g., Group of Picture struc-
ture, motion estimation schema, etc.) is employed, a higher
encoding bit-rate results in less compression loss and therefore
yields higher video quality pertaining to picture fidelity. A
video-quality utility (VQ) function (a type of rate-distortion
function) is often employed to capture the relationship between
bitrate and video quality. It captures the notion of the law
of diminishing returns [20] – a certain addition of resources
to what one already has increased the total worth, but it
contributes less and less to the increase if one has more of
the resource already.
We adopt the utility functions derived in our previous work
[6] as the foundation of the QoE modelling. Figure 2 shows
the scatter plot and the fitted utility curves of the HAS video
bitrate utility in the three named resolutions. The figure reflects
the common understanding that more resources are required to
deliver video of the same quality on higher resolutions. The

























Fig. 2. Scatter plot and utility curves of bitrate utilities
Qres = ar
b + c (1)
Q720p = −4.85r−0.647 + 1.011 (2)
Equation 1 is the generic QoE utility function. r denotes
the video bitrate and the Q is the video quality. A Q of 1 is
the maximum possible video quality (when no compression
or lossless compression is applied to the content). A utility
function Ures(r) is often developed to capture the relative
video fidelity (Qres(r)) compared with QMAXres . With the
QMAXres rescaled to be 1 as the reference, Qres(r) has the data
range of (0,1]. a, b, and c are the coefficients that instantiate
the utility function for certain video resolutions. For instance,
Equation 2 is an instance of utility function for 720p videos.
The utility function is of low complexity (suitable for real-time
quality assessment) and yet offers high performance. Equation
2 shows significant correlation (R2 of 0.9983 and RMSE of
0.002923) to the observed experimental results in [6].
The standard utility function Ures(r) provides quality esti-
mation based on the theoretically highest quality. In practice,
content providers offer a finite set of representations in an
adaptation set and the highest quality offered for the content
(QTOPres ) is defined in a content manifest such as the MPD
by the best representation (r = rTOP ) in the adaptation set.
By adopting such a companion content descriptor provided
by the content provider, we prevent the over-provisioning of
resources beyond the capacity of HAS streams and therefore
avoid HAS streams with higher top representations being
penalized. To this end, we are able to further improve the
video quality fairness measurement by incorporating both
the modeling of user perception and the nature of media
applications. We rescale Ures(r) so that the video quality
reaches its maximum value 1 when the best representation is
active (i.e., QTOPres = U ′res(rTOP ) = 1). Hence the adjusted
video quality utility function is:
U ′res(r) = Ures(r)Ures(rTOP ) (3)
In practice, the maximum feasible quality of a stream is also
limited by the network capacity at the user device. The network
capacity then determines the highest bitrate feasible (rMAX )
for the corresponding media stream. For instance, a user may
have only 2 Mbit/s network capacity using Wifi networks in the
garden, though she subscribes to 50 Mbit/s broadband network
over DSL. Hence, it is not necessary to provision more than
2 Mbit/s of network resource on the shared access network
for this user. Network capacity is often determined by the link
capacity and any background traffic on the same link. The
video quality utility is therefore tuned to reflect the network
resource constraint at a user device:
U ′res(r) = Ures(r)Ures(rMAX) , if r
MAX < rTOP (4)
Using such video quality utility functions, we can then
divide network resources between HAS media streams in a
way that minimizes any discrepancy between the delivered
video quality on all HAS streams, hence achieving the video
quality fairness.
Q1 = Q2 = ... = QN (5)
U ′res1(r1) =U ′res2(r2) = ... = U ′resN (rN ),
with r1 + r2 + ...+ rN = B
(6)
Overall, the optimal video quality fairness of a HAS media
stream can be achieved mathematically using Equation 6 as
influenced by the available bandwidth and the adaptation set
given by the content provider. The fairness between media
streams can be measured using Relative Standard Deviation
(RSD) (Equation 8), obtained by multiplying the standard
deviation s by 100 and dividing this product by the mean Q¯.
RSD captures not only the deviation but also the scale of the
video quality difference. A small RSD means less difference
between video quality perceived over related HAS streams,






(Qj − Q¯)2 (7)
V Q = sV Q−RSD = 100× sV Q
Q¯
(8)
B. Switching impact fairness
HAS media streams have the capability of switching be-
tween representations as the means to adapt to the available
network resource. The purpose of switching can be increasing
the bitrate to improve video quality or reducing the bitrate
to avoid buffer underrun and playback stalling. However, the
switching process itself may cause disturbance to the end user.
The impact of quality switches (SI) is influenced by the ampli-
tude and the distribution of switching events [5]. The ampli-
tude is determined by the perception of video quality changes
between representations. We define such quality change as
ΔV Q = |Q−Q′| with Q′ as the projected video quality after
the representation switch. A higher change of video quality
leads to more severe perceptual impact at the time of switch.
In a related work, Liu et al. observed that the impact caused by
“increasing switch” is much smaller than “decreasing switch”
of the same scale [15]. The modeling of this advanced feature
requires further subjective experiments, which will be carried
out in our future work. A crucial aspect when modeling the
HAS switching impact is the forgiveness effect, which captures
the psychological observations that, when followed by intact
content, the impact of quality distortion degrades over time.
The forgiveness effect related to video quality degradation was
first studied and modeled by Seferidis et al. [21] and Hands
[8]. One of the key findings from the user ratings is that the
impact of quality distortion is reduced to nearly 70% after 20
seconds. We incorporate the forgiveness effect (Equation 9)
in our model based on the generalized model introduced by
Liu et al [16]. Equation 9 is a function of intensity of quality




ti is the time of the quality switch i
(9)
Using Equation 9, the initial switching impact will eventu-
ally diminish to a negligible value when t − ti is sufficiently
large. We consider the QoE as the overall acceptability of
a video session as perceived by human user. Therefore, we
define 10% of initial switch impact as a residual influence
that lasts for the user’s entire viewing session. This means
that the residual impact from multiple switching events will
accumulate till the end of the viewing session. The impact
function is updated as:
SIi(t) =max((ΔV Q)e
−0.015(t−ti), 0.1ΔV Q)
ti is the time of the quality switch i
(10)
Figure 3(a) shows the video quality (VQ) for playing the test
video with options to switch between different video bitrates in
720p video resolution. The figure demonstrates the non-linear
mapping between the video bit-rate and the video quality. For
instance, a switch between two very high bitrates shows less
impact on the video quality compared with the same amount
of bitrate change between representations of lower bitrates.
Such QoE measurements are valuable for both single-stream
quality optimization and QoE fairness between media streams.
Switching impact accounts for the frequency and distribution
of changes over the playing time. As demonstrated in Figure
3(b), high switching impact can be caused by high video


















































































Fig. 3. Impact of HAS adaptation
Through switching impact measurement, we can evaluate
a resource allocation solution or compare different solutions







(SIj − S¯I)2 (11)
SI = sSI−RSD = 100× s
S¯I
(12)
During network fluctuations representation switching is in-
evitable on one or multiple HAS streams. Switching impact
fairness captures the impact of switches throughout the entire
life-cycle of a HAS stream, and balances such impact between
related HAS streams. As an example, a relatively high RSD
measure on switching impact suggests that one or more HAS
streams have experienced more frequent or severe quality adap-
tation between representations. Using the SI fairness metric,
the UF model would be able to mitigate such imbalance and
potentially protect the playback bitrate of certain HAS streams
from further variations.
C. Cost efficiency fairness
Content consumers, especially those having invested in high-
definition TV and broadband internet connections, expect on-
demand movies or live football matches to be delivered at
the highest possible quality. Distributing video content in
high definition, high framerate, and high color depth with
the companion multi-channel high quality audio tracks is only
possible with a high degree of guaranteed network bandwidth.
Such requirements place great challenges on network opera-
tors, particularly during prime time when a large amount of
concurrent video streams must be supported by shared network
resources. High throughput video streams can also overwhelm
“vulnerable” segments of delivery networks and deteriorate
packet delivery of other applications. It is in network operators’
interests to assure a high degree of user satisfaction on HAS
video streams whilst moderating any excessive utilization of
network resources.
We define cost efficiency CT as a metric to capture the
notion of fairness between content consumers and network
operators. CT of a target network segment (usually a bottle-
neck) is quantified as the required (or consumed) bandwidth
per unit of total targeted (or delivered) video quality. A high
CT denotes low cost efficiency as it requires more bandwidth
to deliver a unit of video quality. Given the bitrate of selected
representations of related video streams and their adjusted
utility functions U ′, CT can be quantified using Equation 13.
Unlike video quality fairness and switching impact fairness,
which capture the level of deviation in a quality metric between
media streams, the cost-efficiency fairness is evaluated based










It is also possible to determine the most (theoretically) cost-
effective bandwidth-provisioning solution(s) using Lagrange




ri ≤ B. However, a fairness model built
entirely based on CT would most likely favor bitrates towards
the lower end of the chart due to the nature of utility curves
(Figure 2). Therefore, CT fairness should be in principle
exploited in balance with at least a complementary metric such
as video quality.
D. Fairness-aware resource allocation
Using video-quality fairness, switching-impact fairness, and
cost-efficiency fairness as the user-level metrics, a QoE service
can dynamically program specific segments of a network
using platforms like SDN so that network resources can be
provisioned fairly with respect to the user perception of video
content, and cost efficiency of the network, to deliver good user
experience. Incorporating the fairness metrics in production
networks either as a network service or a QoE middleware
poses a number of challenges.
Firstly, the adaptation sets of HAS streams comprise discrete
and finite representations, hence the optimal solution to share
available bandwidth between media streams cannot be derived
directly from any continuous utility functions. Ultimately a de-
cision is made from the many combinations of representations
of each media streams. For the case that N HAS streams,
each with M representations to adapt to, are present for band-
width sharing, NM combinations are available per fairness
metric. This leads to the second challenge of computational
complexity. Taking HAS streams of 10 representations per
resolution as an example, the presence of 4 streams results in
upto 10, 000 potential solutions for bandwidth sharing using a
single fairness metric. Every new stream joining the network
would increase the number of combinations tenfold, and the
UF model is to be queried to provide a new provisioning
solution whenever there is a major change (e.g., a new client
joining) in the network. When multiple QoE metrics are
incorporated, the complexity of the fairness model will also
increase accordingly. For stateless metrics such as VQ and
CT, which are independent from past status (e.g., bitrate), it is
possible to employ techniques such as dynamic programming
to improve runtime performance [13]. Stateful metrics like SI
require historical information related to quality switches from
the start of the video session, hence it is more difficult to
reduce their runtime complexity.
In order to improve the feasibility of the UF model for live
resource allocation optimization, we approach this challenge
with an optimization method of three internal stages. At the
first stage, the framework uses the continuous VQ utility func-
tions to derive the theoretically optimal sharing of bandwidth
which ensures that an identical degree of video quality is
delivered on all HAS streams. The process also maximize the
utilization of total available bandwidth to share. This is done
by solving the following equation of adjusted utility functions:
U ′res1(r1) =U ′res2(r2) = ... = U ′resN (rN ),
with r1 + r2 + ...+ rN = BW
(14)
Because VQ utility functions are monotonically increas-
ing, Equation 14 gives at most one set of results: Rˆ =
[rˆ1, rˆ2, ..., rˆN ].
The second stage takes the optimal solution given by the
first stage as the starting point, and conducts a bi-directional
search of nearest representations (defined in MPD) of every
optimal bitrate in Rˆ. The search returns one or two playback














i ] are the
bitrates of representations that best approximate the optimal
rate of rˆi, with rli ≤ rˆi and rhi ≥ rˆi. In the cases that rˆi is
higher than the highest representations or lower than the lowest
representations, only rli or r
h
i will be available. The searching
stage serves as a screening process that greatly reduces the
complexity of resource allocation between N streams with M
levels of representations from MN (exhaustive search) to a
much more manageable candidate list C of a maximum of 2N
items.
The last stage of the optimization process evaluates the
candidate list C using three fairness metrics: VQ, SI and CT,
and identifies the candidate that achieves the best balance
of fairness between all three metrics. The process begins
by calculating video quality fairness V Qc , switching impact
fairness SIc , and cost fairness CTc of all c in candidate list
C. We then continue with a pooling process by combining all
three measurements and deriving an overall rating for each c.
Because the fairness metrics are in different scales, we rescale
the fairness measurements using the maximum value of the





The rescaled fairness measurement ¨c has the scale of
[0, 1]. Because a higher value in our fairness metrics denote
lower fairness, ¨c = 1 represents the worst solution from
all candidates with respect to a given fairness. Any value
between 0 and 1 quantifies the level of improvement a solution
c achieves on a fairness metric compared with the worst
solution. Using the rescaled fairness measurements, we then
combine the three fairness measurements using the weighted-
sum method:
¨combinedc =wV Qc ∗ ¨V Qc + wSIc ∗ ¨SIc + wCTc ∗ ¨CTc






wc is the weight coefficient for each fairness metric and it
defines how fairness of video quality, switching impact and
cost is balanced. We define the UF model by reaching an
equal balance between three fairness metrics (i.e., wV Qc =
wSIc = w
CT
c ). This standard configuration help us investigate
the impact of each fairness metric to the overall resource
allocation solution. In practice, a QoE management framework
may adopt a different balance between video quality fairness,
switching impact fairness and cost fairness according to spe-
cific preferences. The candidate solution c which exhibits the
minimum value of combined fairness ¨combinedc is considered
to be the best option to achieve the overall user-level fairness.
IV. EXPERIMENTS
In order to assess the effectiveness of the UF model
under different network conditions, we use a purpose-built
evaluation testbed (Figure 4). Using profiles specified by a
tester (e.g., number of clients, frequency of network fluctu-
ations, client link capacities, etc.), the test scripter function
generates randomized network events for test manifests. A
testbed function parses any given test manifest and simulates
client arrival/departure and network fluctuation accordingly.
The resource-allocation function encapsulates a number of
APIs which allow the testbed to specify network status and
metadata of HAS streams, and acquire solutions to optimize
resource allocation between all relevant media streams. Session
logs, which capture time-coded representation changes for all
media streams, are also maintained for stateful metrics such
as SI fairness. In order to study the characteristics of each
fairness metric in achieving user-level fairness, we employed
three additional fairness models, each exclusively uses one of
the three fairness metrics (VQ, SI, and CT) to direct resource
allocation. We also incorporate a baseline model, which resem-
bles how network resources are provisioned through transport
protocols without the help of an overarching orchestration
framework. Together with the UF model, there are five fairness
models (i.e., VQ, SI, CT, UF, and baseline) to be studied in
the experiment. The testbed is therefore designed to carry out
any experiment with five independent threads, each hosting
one of the five fairness models. As a result, we are able to
comparatively study the results given by each model based on
identical test conditions.
Fig. 4. Evaluation testbed
Tests are specified using a generic tree structure. A num-
ber of clients (c1,...,cN ) connect to an aggregation node via
corresponding links (l1,...,lN ) and share the resource of an
access network. One HAS stream is delivered to each of
the clients. The first test is defined with the duration of
10 minutes and four clients (streams). The total available
bandwidth accessible to video streams on the access network
randomly fluctuates between 2Mb/s to 8 Mb/s as influenced by
background traffic. The resolution of video streams delivered
to the clients is randomly selected between 360p, 720p, or
1080p. The bitrates for each resolution are given in Table
I. The available bandwidth on each client link also changes
randomly between 500kb/s to 8Mb/s during the course of the
test to simulate change of link capacity (such as in wireless
networks) or background traffic. The total available access
network bandwidth is shared between all video streams with
respect to the resource available on client links.
For the first test, we compare how the baseline model and
UF fairness model provision network resource differently in a
dynamic environment. Figure 5(a) and Figure 5(b) show how
network resource is shared between four video streams in the
first 65 seconds of the test as instructed by the two different
TABLE I. SET BITRATES FOR THREE VIDEO RESOLUTIONS
Resolution Video Bitrate (kbps)
1080p 100, 200, 600, 1000, 2000, 4000, 6000, 8000
720p 100, 200, 400, 600, 800, 1000, 1500, 2000
360p 100, 200, 400, 600, 800, 1000
models. The resultant video quality of each video stream is
given in Figure 6(a) and Figure 6(b) for baseline model and UF
model respectively. The results clearly demonstrate the signifi-
cant difference of the network provisioning strategy adopted by
the user-level model compared with the conventional network-
level baseline model. The baseline model allows video streams
with more intensive requests at the transport layer to acquire
more resources, leading to some video streams being heavily
penalized (Figure 5(a)). Using the first 20 seconds of the test
as an example, stream2, stream3 and stream4 all suffered from
low video quality and severe quality fluctuation while the
quality of stream1 remains high through the entire test (Figure
6(a)). This example demonstrates the gap between network-
level and user-level fairness. Using the bespoke UF model,
which takes advantage of three fairness metrics, the network-
management element in the testbed is able to schedule the
resource according to the QoE requirements and link status of
every HAS stream (Figure 5(b)). As a result, network resources
are dynamically provisioned in a way that similar video quality
is maintained on all related media streams for the entire course
of the experiment (Figure 6(b)). Furthermore, the UF model
also avoided any severe video quality fluctuation thanks to its
incorporation of switching-impact fairness.
In order to further investigate the performance of the UF
fairness model and specifically how each individual fairness
metric contributes to the user-level fairness, we defined a
test manifest similar to the first test and enabled all five
fairness models. Test manifests are defined with respect to
a test scenario such as “busy wireless home network with
a DSL broadband connection”. It specifies the number of
HAS streams, and the overall frequency at which the total
shared bandwidth and the network capacity at user devices
fluctuate. The exact timing and scale of the dynamics are
purposely randomized and will only be instantiated at run time.
Therefore every iteration of the test will generate a unique test
configuration of a predefined scenario and hence test results.
This also allows us to evaluate the consistency of the model.
Exploiting such a feature of the testbed, we repeated the test 50
times. Figure 7(a) compares how five models perform in terms
of video quality fairness. It reflects our previous observations
in Figure 5 that the UF model significantly outperforms the
baseline model (a lower value in fairness metric denotes better
fairness). Between the VQ, SI and CT models, VQ (whose
objective is to maximize the video-quality fairness exclusively
without considering other fairness metrics) yields the best
results, unsurprisingly. The SI and CT models compromise
on video-quality fairness to balance switching impact or cost
fairness but still greatly outperform the baseline model.
The evaluation based on switching impact fairness is shown
in Figure 7(b). Similar to the conclusions in Figure 7(a), all






























































(b) Resource allocation by UF model
Fig. 5. Resource allocation of UF and baseline model
baseline model, while we can maximize the switching impact
fairness using the SI model. The results delivered by the VQ
and CT models are between SI and baseline. The results on
cost-efficiency fairness are slightly different (Figure 7(c)) to
the other two. In this case, the baseline model exhibits better
performance in delivering cost-efficiency fairness compared
with VQ, SI and UF, and is only beaten by the CT model.
This is due to the fact that gaining a unit of video quality is
easier when the bitrate of video is low according to the video
quality utility function which resembles the law of diminishing
returns. With more streams in the lower-bitrate and lower-
quality ranges, the baseline model can be more cost effective in
terms of consumed bitrate per unit of delivered quality, though
the delivered video quality is still much lower than UF and
other models as demonstrated in Figure 6(a).
Overall, video-quality fairness, switching-impact fairness
and cost-efficiency fairness all exhibit their distinctive benefits
to the overall user-level fairness. A model achieving the best
on one fairness metric usually shows sub-optimal performance
on the other two fairness metrics. Experimental results suggest
that by combining the fairness models, it is possible to achieve
a good balance on all fairness measurements.
In practice, a shared network can be very quiet or extremely
busy. To study the consistency of the UF model during network
fluctuations to various degrees, we specified new test manifests






































(b) Video quality delivered by UF model






















































(c) Cost efficiency fairness measurement
Fig. 7. Fairness measurements of resource allocation models
the test scripter. We generated a total of 400 10-minute-long
tests with the number of bandwidth changes varying from
around 20 (one change to the shared bandwidth every 30
seconds) to 120 (one change to the shared bandwidth every
5 seconds). Every change of the shared bandwidth leads to
a reallocation process instructed by the resource-allocation
function. Again, we use both the UF and baseline models
for a comparative analysis. The increasing number of quality
fluctuations is believed to have an impact on the UF model
especially through its stateful SI metric, where every change
of video quality is accounted for in the user experience.
Figure 8 compares how the UF and baseline models deliver
user experience on media streams using the three fairness mea-
surements for networks of different characteristics. Each point
on the figure projects the mean value of the corresponding
fairness measure of the entire test. The UF model achieves its
design objectives of delivering a good level of video quality
fairness and switching impact fairness whilst maintaining the
cost efficiency compared with the baseline model. The SI
fairness measurements are more scattered between tests of
fewer bandwidth changes than the tests of frequent bandwidth
changes (Figure 8(b)). This is due to the fact that switching
impact is a stateful metric that recognizes the dependency
between consecutive changes of playback bitrate. Hence, tests
with larger numbers of quality switches are more likely to
statistically capture the performance of the a model on SI
fairness. Furthermore, as defined in Equation 16, the UF
model may be configured to balance between the three fairness
metrics equally (as for the experiment), or to favour certain
metric(s) with respect to a particular service strategy. For
instance, a service provider may allow a level of discrepancy
on video quality whilst giving more priority to maximizing the


































































(c) Cost efficiency fairness measure-
ment
Fig. 9. Performance of UF model influenced by the number of clients
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(c) Cost efficiency fairness measurement
Fig. 8. Performance of UF model influenced by the number of bandwidth fluctuations
algorithm is its scalability. We continue the experiments using
test manifests that allows different numbers of user clients
(media streams), ranging from 4 (used by previous tests) to
14. The total bandwidth is configured to be fluctuating between
2Mbps to 8Mbps for around 35 times during the course of the
10-minute-long test. This set-up helps us to investigate whether
the UF model can perform with the same level of user-level
fairness when more clients join the shared network and share
the same pool of network resources. Figure 9 suggests that
increasing the number of clients does not significantly impact
the output of the UF model. There seems to be a trend of CT
fairness reduction when the number of clients increases beyond
10. However, the fairness measurements still stay within the
data range observed in Figure 8(c) where the number of clients
is 4.
V. DISCUSSIONS
In Section IV, we investigated the effectiveness of the UF
model in achieving user-level fairness using a tree-like network
topology. The UF model, designed to be topology-agnostic, can
be exploited for different use scenarios where resources are
shared between multiple entities. For more complex network
structures, the UF model may be applied recursively or in a
level of abstraction (e.g., resource provisioning between two
sub-networks).
The goal of the UF model is to look beyond network-
level metrics and maximize the fairness of resource allocation
at a user level. In other words, the model keeps end users
equally happy by provisioning network resources according
to application and user requirements. We consider the UF
model as our first step towards user-level fairness. There are
still a number of challenges to be addressed. For instance, the
ultimate user-level fairness may come at the cost of sacrificing
the QoE of some HAS streams (such as stream1 in Figure
6(a) and Figure 6(b)). It is worth studying whether certain
streams are overly penalized. In the worst case, achieving
fairness may also result in all users being equally unhappy.
Therefore, a balance has to be reached between user experience
on individual HAS streams and the overall fairness between
users.
VI. CONCLUSIONS
HAS is becoming a popular vehicle for online video de-
livery. The adaptiveness of HAS maximizes the utilization
of network resources for better video quality and ensures
smooth playback during network fluctuations. However, HAS
applications often work independently without coordination
between each other in the same network. This leads to QoE
fluctuations and unfairness between end users. This paper
introduces a UF model, which facilitates the orchestration of
network resource allocation to achieve user-level fairness. The
UF model incorporates video quality, switching impact, and
cost efficiency as the fairness metrics. The performance and
scalability of the model is evaluated through a number of
experiments. Future work will look into employing the UF
model and piloting in-network and transparent QoE manage-
ment using technologies such as software defined networking.
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