A Combined Spectroscopic and Theoretical Approach to the Development of Homogeneous Catalysts for Hydrogen Transfer Chemistry by Hall, Andrew
        
University of Bath
PHD
A Combined Spectroscopic and Theoretical Approach to the Development of








If you require this document in an alternative format, please contact:
openaccess@bath.ac.uk
General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.
            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain
            • You may freely distribute the URL identifying the publication in the public portal ?
Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
Download date: 18. Sep. 2021
        
Citation for published version:
Hall, A 2019, 'A Combined Spectroscopic and Theoretical Approach to the Development of Homogeneous








Attention is drawn to the fact that copyright of this thesis rests with the author. A copy of this thesis has been
supplied on condition that anyone who consults it is understood to recognise that its copyright rests with the
author and that they must not copy it or use material from it except as permitted by law or with the consent of the
author. Published articles included within this thesis are copyright of the Royal Society of Chemistry or American
Chemical Society respectively and are reproduced by permission.
This thesis may not be consulted, photocopied or lent to other libraries without the permission of the author for
12 months from the date of acceptance of the thesis.
University of Bath
General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.
Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.




A Combined Spectroscopic and 
Theoretical Approach to the 
Development of Homogeneous 





Andrew M. R. Hall 
 
A thesis submitted for the degree of Doctor of Philosophy  
University of Bath  




Attention is drawn to the fact that copyright of this thesis rests with the author. A copy of this 
thesis has been supplied on condition that anyone who consults it is understood to recognise 
that its copyright rests with the author and that they must not copy it or use material from it 
except as permitted by law or with the consent of the author. Published articles included 
within this thesis are copyright of the Royal Society of Chemistry or American Chemical Society 
respectively and are reproduced by permission. 
 
This thesis may not be consulted, photocopied or lent to other libraries without the permission 
of the author for 12 months from the date of acceptance of the thesis.  
 
The material presented here for examination for the award of a higher degree by research has 
not been incorporated into a submission for another degree. 
 
I am the author of this thesis, and the work described therein was carried out by myself 
personally, except for the published articles included in chapters 3, 4 and 5, where 
contributions from other authors are detailed explicitly. 
 
 







“I’m being quoted to introduce something, but I have no idea what 
it is and certainly don’t endorse it.” 




TABLE OF CONTENTS 
1 Introduction ...................................................................................................................................................... 1 
1.1 On-line Reaction Monitoring ............................................................................................................ 1 
1.1.1 Analytical techniques used for reaction monitoring .................................................... 1 
1.1.2 Approaches for monitoring a chemical reaction ............................................................ 2 
1.1.3 Techniques for monitoring very fast reactions ............................................................... 3 
1.1.4 Apparatus for on-line NMR spectroscopy ......................................................................... 4 
1.1.5 Examples of reactions monitored by on-line NMR spectroscopy ........................... 7 
1.2 NMR Techniques Applicable for On-line Reaction Monitoring .......................................... 8 
1.2.1 Solvent suppression ................................................................................................................. 10 
1.2.2 Selective Excitation ................................................................................................................... 11 
1.3 Monitoring Photochemical Reactions with NMR Spectroscopy ...................................... 12 
1.4 Catalytic Asymmetric Transfer Hydrogenation ...................................................................... 14 
1.4.1 Catalysts and mechanism ....................................................................................................... 15 
1.4.2 Noyori’s TsDPEN catalyst ....................................................................................................... 16 
1.4.3 The mechanism of hydrogen transfer ............................................................................... 17 
1.4.4 The role of base in Noyori asymmetric transfer hydrogenation ........................... 18 
1.5 References .............................................................................................................................................. 20 
2 Apparatus Design and Hardware Development .............................................................................. 29 
2.1 First generation design ..................................................................................................................... 29 
2.2 Second generation design ................................................................................................................ 33 
2.3 Third Generation (DReaM Facility) ............................................................................................. 37 
2.3.1 UV-Vis spectroscopy................................................................................................................. 37 
2.3.2 High Performance Liquid Chromatography ................................................................... 38 
2.3.3 Mass Spectrometry ................................................................................................................... 43 
2.3.4 Process control ........................................................................................................................... 46 
2.3.5 Material choice ........................................................................................................................... 50 
2.3.6 Pump ............................................................................................................................................... 50 
ii 
2.4 Fourth Generation (TgK Scientific) ............................................................................................. 51 
2.5 Conclusions ........................................................................................................................................... 53 
2.6 References ............................................................................................................................................. 55 
3 Practical Aspects of Reaction Monitoring with FlowNMR Spectroscopy .............................. 57 
3.1 Introduction to Published Work .................................................................................................. 58 
3.2 Statement of Authorship ................................................................................................................. 59 
3.3 Practical Aspects of Real-time Reaction Monitoring using Multi-nuclear High 
Resolution FlowNMR Spectroscopy .......................................................................................................... 60 
3.3.1 Introduction ................................................................................................................................ 60 
3.3.2 Results and Discussion ........................................................................................................... 63 
3.3.3 Conclusions.................................................................................................................................. 79 
3.3.4 Experimental .............................................................................................................................. 80 
3.3.5 Associated Content ................................................................................................................... 84 
3.3.6 Author information .................................................................................................................. 84 
3.3.7 Acknowledgements .................................................................................................................. 84 
3.4 Commentary and Conclusions....................................................................................................... 85 
3.5 References ............................................................................................................................................. 86 
4 Online Monitoring of a Photochemical Reaction ............................................................................. 91 
4.1 Introduction to published work ................................................................................................... 92 
4.2 Statement of Authorship ................................................................................................................. 93 
4.3 Online Monitoring of a Photocatalytic Reaction by Real-time High Resolution 
FlowNMR Spectroscopy ................................................................................................................................. 94 
4.3.1 Introduction ................................................................................................................................ 94 
4.3.2 Results and Discussion ........................................................................................................... 96 
4.3.3 Conclusions................................................................................................................................ 107 
4.3.4 Conflicts of interest ................................................................................................................ 107 
4.3.5 Acknowledgements ................................................................................................................ 107 
4.3.6 Experimental ............................................................................................................................ 108 
4.4 Commentary ....................................................................................................................................... 111 
iii 
4.4.1 By-products .............................................................................................................................. 111 
4.5 Conclusions ......................................................................................................................................... 112 
4.6 References ........................................................................................................................................... 113 
5 Noyori Asymmetric Transfer Hydrogenation: Kinetics and Mechanism ............................ 117 
5.1 Introduction to Submitted Work ............................................................................................... 118 
5.2 Statement of Authorship ............................................................................................................... 119 
5.3 Kinetics of Asymmetric Transfer Hydrogenation, Catalyst Deactivation, and 
Inhibition with Noyori Complexes as Revealed by Real-time High Resolution FlowNMR 
Spectroscopy .................................................................................................................................................... 120 
5.3.1 Introduction .............................................................................................................................. 121 
5.3.2 Results and Discussion ......................................................................................................... 123 
5.3.3 Conclusions ............................................................................................................................... 146 
5.3.4 Acknowledgements ............................................................................................................... 147 
5.3.5 Conflict of interest statement ............................................................................................ 147 
5.4 Experimental ...................................................................................................................................... 148 
5.4.1 FlowNMR apparatus .............................................................................................................. 148 
5.4.2 Receiver Gain calibration .................................................................................................... 149 
5.4.3 NMR acquisition parameters ............................................................................................. 151 
5.4.4 Transfer hydrogenation of acetophenone ................................................................... 152 
5.4.5 Catalyst Intermediate Synthesis4 ..................................................................................... 154 
5.4.6 Chiral separation of enantiomers .................................................................................... 154 
5.5 Commentary ....................................................................................................................................... 155 
5.5.1 Variation of base ..................................................................................................................... 155 
5.5.2 Product inhibition .................................................................................................................. 157 
5.5.3 Alkoxide complexes ............................................................................................................... 159 
5.6 Conclusions ......................................................................................................................................... 165 
5.7 Experimental Details for Commentary ................................................................................... 167 
5.7.1 Transfer hydrogenation reactions .................................................................................. 167 
5.7.2 Synthesis of complexes 4d and 4e ................................................................................... 167 
iv 
5.7.3 Density Functional Theory calculations ........................................................................ 168 
5.8 References ........................................................................................................................................... 169 
6 Stereochemistry of the Noyori Transfer Hydrogenation of Acetophenone ....................... 175 
6.1 Introduction ........................................................................................................................................ 175 
6.2 Experimental Evidence for Diastereomers of Complex 3 ................................................ 179 
6.2.1 Observation of catalyst diastereomers using FlowNMR ........................................ 179 
6.2.2 Achiral ligand ............................................................................................................................ 181 
6.2.3 Interconversion of Diastereomers ................................................................................... 183 
6.2.4 Assignment of Diastereomers ............................................................................................ 185 
6.2.5 Prediction of NMR shifts from computed tensors ..................................................... 189 
6.3 Implications of Diastereomeric Hydride Complexes in Asymmetric Transfer 
Hydrogenation Catalysis .............................................................................................................................. 192 
6.3.1 Reactivity of diastereomeric hydrides 3a and 3b ...................................................... 194 
6.3.2 Tethered catalyst .................................................................................................................... 195 
6.3.3 Density Functional Theory calculations ........................................................................ 198 
6.4 A New Tethered Catalyst Architecture .................................................................................... 204 
6.4.1 Selection of tethering group ............................................................................................... 206 
6.4.2 DFT modelling of reaction pathway ................................................................................ 210 
6.4.3 Synthesis ..................................................................................................................................... 213 
6.5 Conclusions ......................................................................................................................................... 215 
6.6 Experimental ...................................................................................................................................... 217 
6.6.1 Density Functional Theory calculations ........................................................................ 217 
6.6.2 Catalyst synthesis ................................................................................................................... 217 
6.7 References ........................................................................................................................................... 220 
7 Conclusions and Future Work .............................................................................................................. 223 
8 Appendices ............................................................................................................................................................ 
8.1 Appendix to Chapter 3 .......................................................................................................................... I 
8.1.1 Reynolds Number calculation .................................................................................................. I 
8.1.2 Diagrams ........................................................................................................................................... I 
v 
8.1.3 Additional Experimental Details ........................................................................................... V 
8.1.4 Example Methodology for FlowNMR reaction: ............................................................... V 
8.2 Appendix to Chapter 4 ..................................................................................................................... VII 
8.2.1 Characterisation data for N-allylbenzylamine (1) ...................................................... VII 
8.2.2 Characterisation data for N-Allyl-1-phenylmethanimine (2) ...............................VIII 
8.2.3 Characterisation data for N-Benzyl-1-phenylmethanimine (3) .............................. IX 
8.3 Appendix to Chapter 5 ....................................................................................................................... XI 
8.3.1 Figures ............................................................................................................................................ XI 
8.3.2 Kinetic Modelling ...................................................................................................................... XV 
8.3.3 Acetophenone concentration variation .......................................................................... XVI 
8.3.4 Catalyst concentration variation ..................................................................................... XVII 
8.3.5 Rate law derivation ................................................................................................................... XX 
8.4 Appendix to Chapter 6 ................................................................................................................... XXV 
8.4.1 Ts(ethylenediamine) ............................................................................................................. XXV 
8.4.2 [RuCl2(mesitylene)]2 ........................................................................................................... XXVI 
8.4.3 1,3-dihydro phenylacetic acid ........................................................................................XXVII 





Firstly, I would like to thank my supervisors; Uli, Antoine and John, along with their respective 
research groups, for all the help and advice that they have given me throughout my PhD. I 
would also like to thank my funders: the EPSRC, the Centre for Sustainable Chemical 
Technologies and Bruker UK Ltd.  
I would like to thank Dan Berry and Rachael Broomfield-Tagg for their assistance in 
performing some of the experiments for the Noyori transfer hydrogenation and 
photochemical reactions. I would also like to thank Catherine Lyall, Tim Woodman and Shaun 
Reeksting for their help with setting up and using the analytical equipment, along with Anna 
Codina, Pete Gierth and Matteo Pennestri at Bruker for their support and many helpful 
discussions.  
I would also like to thank Ted King for providing me with the opportunity to undertake an 
industrial placement at TgK Scientific, and for his support in the design of the fourth 
generation FlowNMR apparatus. 
Finally, I would like to thank my family and friends who have helped to make my time at Bath 
very enjoyable, and who also volunteered many hours of their time to help with proof-reading 




Understanding the speciation of homogeneous catalysts in solution under turnover 
conditions and their dynamic evolution over the course of the reaction presents a long-
standing challenge for traditional mechanistic investigations based on initial rate analysis and 
stoichiometric test experiments. This thesis shows how high resolution FlowNMR 
spectroscopy is a powerful non-invasive tool for studying air-sensitive transition metal 
catalysis under working conditions in real time, as exemplified by the investigation of the 
photochemical oxidation of N-allybenzylamine requiring a sustained input of light and air, 
and the asymmetric transfer hydrogenation of aryl ketones from isopropanol using Noyori 
catalysts.  
Four different designs of FlowNMR apparatus are presented, with comparison between the 
advantages and disadvantages of each design. Incorporation of additional analytical 
instrumentation, including Mass Spectrometry, High-Performance Liquid Chromatography 
and UV-Visible Spectroscopy along with process control instrumentation is discussed. 
General considerations for the operation of FlowNMR apparatus are discussed, including flow 
effects, acquisition parameters and data treatment, which are important to consider if 
accurate kinetic data are to be obtained from FlowNMR experiments. Flow effects on NMR 
peak areas are particularly important as they can lead to large quantification errors if 
overlooked, but can easily be corrected for and even used to increase temporal resolution 
with suitably adjusted instrument settings. 
The Eosin Y mediated photo-oxidation of N-allylbenzylamine was shown to produce imines 
as primary reaction products from which undesired aldehydes formed after longer reaction 
times. Facile variation of reaction conditions during the reaction in flow allowed for probe 
experiments to give information about the mode of action of the photocatalyst. 
High quality kinetic data was obtained for the asymmetric transfer hydrogenation of aryl 
ketones from isopropanol using Noyori’s catalyst, allowing mechanistic pathways to be 
probed. Application of selective excitation pulse sequences allowed fast and quantitative 
monitoring of a key ruthenium hydride intermediate during catalysis that is shown to interact 
with both substrates by polarisation transfer experiments. Comparison of reaction profiles 
with catalyst speciation profiles in conjunction with reaction progress kinetic analysis using 
variable time normalization and kinetic modelling indicated the existence of two independent 
catalyst deactivation/inhibition pathways from different catalytic intermediates in this 
viii 
widely used chemistry. Isotopic labelling directly showed arene loss to be the entry point into 
deactivation pathways for (arene)Ru(TsDPEN) - type catalysts. 
Investigation into the formation of diastereomeric hydride catalyst species in the reaction 
showed the major hydride species to be the RRS diastereomer, with interconversion between 
the two diastereomers possible during turnover. The major RRS catalyst diastereomer was 
found to be responsible for the formation of the major (R)-1-phenylethanol product in a ‘lock-
and-key’ mechanism, whilst the minor RRR catalyst diastereomer remained inactive. Density 
functional theory calculations were used to predict the catalyst reaction pathway. 
A new tethered catalyst is proposed, which is expected to have improved selectivity and 
stability compared to Noyori’s catalyst. Density functional theory calculations were used to 
predict transition state energy barriers, and indicate that this catalyst is likely to be active in 
the asymmetric transfer hydrogenation of aryl ketones. A new synthetic route to the 
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1 
1 INTRODUCTION 
1.1 ON-LINE REACTION MONITORING 
Transition metal homogeneous catalysts are amongst the most active and selective known 
synthetic catalysts.1 The high degree of tunability of both ligand and metal centre allows 
catalysts to be designed that are able to selectively and efficiently catalyse reactions that are 
challenging or impossible to carry out by other means.  
Knowledge of the catalyst reaction pathway is vital for the design of new homogeneous 
catalysts and to optimise the performance of existing catalysts. The usual method of deriving 
reaction mechanisms requires kinetic data for the reaction, which are used to calculate 
reaction orders for each component. These reaction orders can then be used alongside 
structural information from isolated intermediates to propose a reaction mechanism. 
Computational studies including Density Functional Theory (DFT) calculations are frequently 
used to model transition states and pathways to test the viability of proposed mechanisms. 
1.1.1 Analytical techniques used for reaction monitoring 
Many different analytical techniques may be used to measure reaction kinetics, and may be 
broadly divided into ‘differential methods’ such as microcalorimetry or electrochemical 
amperometry, where reaction rate is measured directly, and ‘integral methods’ including 
most spectroscopic techniques, where the concentration of a reagent or product is measured 
over time, and must be differentiated if rate data is required.2 
Nuclear Magnetic Resonance (NMR), Infrared (IR), Ultraviolet-visible (UV-vis) and Raman 
spectroscopies, along with Mass Spectrometry (MS) and liquid and gas chromatographies 
(HPLC and GC) are amongst some of the most frequently used techniques for reaction 
monitoring. Each of these techniques provides different information about the reaction 
mixture, and some techniques will be better suited to studying a reaction process than others. 
In practice it would be rare for more than two or three of these techniques to be required to 
monitor any single reaction. 
NMR and MS are the most commonly used techniques when structural information is 
required, as both techniques provide information that may be used to identify unknown 
species within a reaction. MS offers greater sensitivity than NMR, routinely measuring micro- 
to nano-molar sample concentrations, compared to tens of micro-molar for NMR. 
2 
Apart from NMR spectroscopy, all techniques listed above require calibration with reference 
samples before quantitative concentration data may be obtained. This causes practical issues 
for quantifying species which cannot be isolated or where the structure is unknown. The 
inherently quantitative nature of NMR spectroscopy means that the concentration of any 
species in a reaction may be determined at any point in the reaction, either with implicit 
reference to starting concentrations, or by explicit comparison to an inert reference 
compound added to the reaction mixture. 
A key advantage of NMR spectroscopy that has helped secure its place as one of the most 
widely used chemical analytical techniques is the ability to perform two-dimensional 
experiments, correlating the relative positions of atoms within a molecule.3-4 Short- and long-
range homo- and hetero-nuclear correlation experiments (including COSY, HSQC and HMBC) 
and through-space correlation (NOESY) experiments allow detailed structural information to 
be determined about unknown compounds. Time dependent experiments such as Diffusion 
Ordered Spectroscopy (DOSY) and Exchange Spectroscopy (EXSY) allow information to be 
obtained about the behaviour and interaction of molecules in solution.5 Other advanced 
techniques can help to overcome the inherent sensitivity limitations of NMR, resolve peaks 
broadened by fast relaxation or chemical exchange and suppress inter-nuclear coupling, 
aiding analysis of complex mixtures.3, 6-9 
1.1.2 Approaches for monitoring a chemical reaction 
The aim of reaction monitoring is to track changes that are taking place within a reaction in a 
non-invasive manner, without disturbing the reaction in any way, either chemically, or 
physically due to a change in the reaction environment.10 
Reaction monitoring techniques may be coupled directly to a reaction vessel (in-situ or in-line 
monitoring), with a probe inserted into the reaction, or where the reaction is carried out 
inside an observation chamber such as a cuvette. Alternatively, the reaction vessel may be 
connected indirectly to the monitoring technique (on-line monitoring), with sample 
transferred from the reaction to the analytical instrument via hyphenated tubing or other 
sample transfer system. 
For monitoring techniques that require the sample to be prepared prior to analysis, off-line 
techniques (sometimes referred to as at-line in a manufacturing context) are typically used, 
with samples taken from the reaction at set time-points. 
In-situ methods are generally preferred as they do not introduce sampling delays and 
minimise the chance of disturbance to the reaction system or sample aliquot. In-situ methods 
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are not applicable to every reaction system, and in cases where significant modification to 
reactor design or reaction conditions is required to accommodate an in-situ monitoring 
technique, on-line or off-line monitoring may be preferable. 
Reaction monitoring by NMR spectroscopy is most commonly performed in-situ, with the 
reaction carried out on a small scale in a standard sample tube within the spectrometer, or 
off-line by sampling from a reaction mixture.  
In-situ measurements allow high data densities to be obtained more easily than off-line 
measurements, however the time required to prepare and load the sample into the 
spectrometer means that initial data points and the information that these provide about 
catalyst activation, induction periods and initial rates may be lost. The small volume and 
narrow diameter of a standard NMR tube mean that convectional mixing is limited, which 
combined with the lack of mechanical stirring results in significant changes to the reaction 
environment compared to a reaction flask. Accurate measurement of reagent quantities is 
more challenging at small scale, leading to greater uncertainty in concentrations. Small 
sample volumes and high surface area-to-volume ratio means that thermal transfer is very 
efficient, which may be beneficial for ensuring good thermal homogeneity, but also means 
that small variations in ambient temperatures will have a greater effect on the reaction. The 
poor mass transport due to the lack of mechanical mixing has been shown to result in 
significant differences in reaction rate for reactions carried out in-situ vs. on-line, leading to 
inaccurate kinetic data being acquired.11 
Off-line analysis allows reactions to be carried out with minimal disturbance to the reaction 
conditions. Poor reproducibility is frequently found for off-line sampling, due to sample 
decomposition or incomplete quenching leading to the reaction continuing in the delay 
between sampling and analysis. Achieving high data density is more challenging for off-line 
sampling due to the large number of samples required. 
1.1.3 Techniques for monitoring very fast reactions 
Stopped flow and rapid injection techniques have been developed for NMR spectroscopy, 
reducing the time between initiating the reaction and first data acquisition, overcoming some 
of the limitations of in-situ monitoring by minimising the delay resulting from sample 
preparation and loading into the spectrometer.12-19 
In stopped flow analysis, the reagents are loaded into two or more syringes which are 
connected to a rapid mixing device (either passive or active mixing) located immediately 
before the observation cell.12, 15, 18-20 Both syringes are driven simultaneously, pushing the 
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reagents through the mixer and into the observation cell. A ‘stopping syringe’ is connected to 
the outlet of the observation cell, which stops the reagent delivery and triggers the analytical 
technique once a set volume of reagent has been delivered. This method allows very rapid 
initiation of the reaction and analysis, with sample mixing and delivery times of less than a 
few tens of microseconds.20 
Other rapid injection methods have utilised a compartmentalised NMR tube, with reagents 
separated by a physical barrier within the tube.21 To initiate the reaction, this barrier is 
removed, allowing the reagents to passively mix. A common design uses concentric tubes 
containing the two reagents, with mixing triggered by lifting the inner tube to release its 
contents.  
The lengthy relaxation time (on the order of 1 to 10 seconds for 1H) required for NMR 
acquisition limits the temporal resolution of rapid NMR reaction monitoring compared to 
techniques such as UV-Vis and Raman spectroscopy. However, with a sufficiently 
reproducible sample preparation technique, multiple datasets with different time offsets can 
be combined to increase temporal resolution.12 ‘Time efficient’ NMR methods have also been 
developed that allow the acquisition of secondary experiments with different nuclei or 
parameters during delay times within the pulse sequence; examples include simultaneous 
13C-1H HSQC and 15N-1H HSQC acquisition,22 and TOCSY experiments using two different 
mixing times.23 Another approach to circumvent long relaxation times is the use of slice 
selective techniques, where one spatially resolved volume of the sample may be measured 
whilst the previous volume is relaxing.24-25 
1.1.4 Apparatus for on-line NMR spectroscopy 
In contrast to in-situ and off-line NMR techniques that are well established and widely used 
by synthetic chemists, on-line NMR spectroscopy is a comparatively unusual technique. On-
line NMR offers many benefits, as the accessibility of the reaction vessel positioned outside of 
the spectrometer allows variation of temperature, pressure, gas atmosphere, stirring and 
addition of reagents without interrupting analysis. 
Early examples of hyphenated NMR techniques have their origin in combined HPLC-NMR 
analysis, where NMR is used for structural elucidation of compounds exiting a HPLC 
column.26-28 Delivering samples continuously to the NMR spectrometer is challenging using 
conventional probes, leading to the development of flow probes with a ‘bubble cell’ design 
(Figure 1.1).28 Sample exiting the HPLC column enters the bottom of the probe via narrow 
diameter polymer tubing before passing to the glass bubble cell, which is surrounded by the 
Radio Frequency (RF) coils. After exiting the observation cell, sample passes out of the flow 
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probe to waste or further analysis. These dedicated HPLC-NMR probes are typically only 
tuned to 1H and 13C, however triple detection probes are also available, allowing multiple 
nuclei decoupling and acquisition.  A pseudo-2D or pseudo-3D spectrum is acquired, plotting 
NMR acquisition against HPLC elution time. 
 
Figure 1.1: Schematics of a) conventional, and b) continuous flow probe designs compatible with cryogenic magnets. 
Reproduced from Albert, 2003 with permission.28 
Both commercial and custom flow probe designs have been adapted for use in reaction 
monitoring.29-34 The low volume design of HPLC-NMR probes is designed to maximise the 
temporal resolution of the eluted species, but leads to a poorer signal-to-noise ratio than for 
conventional probes.  
The limitations of HPLC-NMR flow probes for reaction monitoring has led to the development 
of larger volume flow tubes. Whilst designs vary between different research groups, most 
flow tubes use a capillary to deliver reaction sample to the bottom of the NMR tube, with the 
sample exiting at the top of the tube (an example of such a design is shown in Figure 1.2).35-38 
This design allows the flow tube to be used interchangeably with standard NMR probes, 
taking advantage of the wider range of 1D and 2D experiments that are possible, along with 
the increased sensitivity of more modern probes, including cryoprobes. A commercial flow 
tube using the same design was released in 2014, making on-line NMR techniques accessible 




Figure 1.2: Schematic of InsightMR flow tube, showing internal connections of sample transfer and heat exchange 
fluid. (not to scale) 
In addition to larger volume flow probes, microfluidic flow probes have been developed for 
use in monitoring extremely low volumes of reaction mixtures, typically of biological 
samples.40-45 These flow probes feature a microfluidic reactor which is situated inside the 
NMR coils. In contrast to on-line monitoring techniques where reaction mixture is circulated 
between a batch reactor located outside the spectrometer and the NMR flow tube/probe, 
microfluidic flow probes operate in continuous flow, with reagents mixed as they enter the 
microfluidic reactor and the reaction progressing as a function of distance travelled through 
the reactor (proportional to residence time) rather than as a function of time.  
Recent improvements in permanent magnet construction has led to a rise in the use of ‘low 
field’ (≤ 2 Tesla) spectrometers. The small size, low cost and absence of cryogens makes these 
spectrometers popular both for reaction monitoring in research laboratories and for process 
control in industry.33, 46-53 Whilst modern low field instruments equipped with multi-nuclei 
receiver coils and gradients are available, the resolution and range of experiments available 
is still more limited than for high field instruments. Low field instruments may be useful for 
monitoring substrate and product concentrations to determine reaction kinetics, however 
high field instruments remain superior for the detection, assignment and quantification of 
low concentration species such as catalytic intermediates.  The temperature of the static 
magnet used in low field spectrometers must be controlled precisely to ensure a 
homogeneous magnetic field, meaning that reaction samples must be cooled or heated before 
entering the magnet, which may lead to false reaction kinetics being observed that are not 
representative of the kinetics elsewhere in the apparatus. 
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1.1.5 Examples of reactions monitored by on-line NMR spectroscopy 
On-line NMR reaction monitoring apparatus has been used to study a wide range of different 
reactions, including the formation of imines,36, 54 hydrogenation reactions,35  acetylation55 and 
complex organic transformations.56 So far, there are very few reported studies of catalytic 
reactions by high-field FlowNMR spectroscopy, and none that investigate the mechanism of 
the catalyst directly.  
On-line FlowNMR is particularly useful for reactions which require conditions that are 
challenging for conventional NMR techniques. A good example of this is photochemical 
reactions, since these require a sustained input of photons for the reaction to proceed, which 
is very difficult to achieve inside an NMR magnet. This thesis presents the design and 
implementation of FlowNMR reaction monitoring apparatus, along with kinetic and 
mechanistic studies for two reactions which take place under conditions that are challenging 
for conventional NMR methods. 
  
8 
1.2 NMR TECHNIQUES APPLICABLE FOR ON-LINE REACTION 
MONITORING 
One of the key advantages of NMR spectroscopy is the wide range of different experiments 
that can be performed, allowing complex structural information to be determined. A large 
number of pulse sequences and NMR experiments have been extensively documented in the 
literature,3 and for the most part are applicable to reactions carried out using on-line NMR 
with only minor modification.  
The motion of the sample through the flow probe results in ‘in-flow’ and ‘out-flow’ effects 
which can affect quantification of data if the sample does not have time to acquire full 
magnetisation before reaching the detector coils.26, 31, 57 In-flow effects arise from incomplete 
magnetisation of the sample due to a fast flow rate resulting in the sample having a residence 
time within the magnetic field of less than the five times the T1 relaxation time required for 
‘full’ (>99.33%) magnetisation build-up.58 Out-flow effects are a result of the more rapid 
apparent decay of the FID signal due to sample exiting the detection region and being replaced 
by freshly magnetised sample, leading to a reduction in the effective T2 relaxation time, and a 
broadening of the NMR peaks. In-flow and out-flow effects in relation to reaction monitoring 
by FlowNMR are discussed in greater detail in Chapter 3. 
Since NMR pulse sequences are typically dependent on a series of pulses and delays, the 
motion of the sample through the flow tube means that pulse sequences involving long delays 
may not work properly on flowing samples. This is particularly true for spatially selective 
pulse sequences such as diffusion ordered spectroscopy (DOSY) but is also of concern for 
some 2D experiments where mixing delays are used to allow evolution of spin states. For 
experiments that require multiple scans to construct a spectrum, lengthy acquisition times 
increase the likelihood of the sample changing during acquisition due to chemical reaction, 
resulting in time-averaging of the kinetic data. 
Rapid acquisition pulse sequences have been developed that allow extremely fast acquisition 
of some 2D experiments.59-61 Combined with techniques such as Non-Uniform Sampling 
(NUS),62-63 these pulse sequences can reduce the acquisition time of a typical 2D spectrum 
from tens of minutes to just seconds, with only minimal compromise to spectral resolution. 
Given a sufficiently concentrated sample, this allows 2D NMR techniques to be used in 
reaction monitoring applications. 
To prevent unwanted solvent kinetic effects from influencing the reaction, and to reduce costs 
when performing reactions on a larger scale, it is desirable to perform reactions in non-
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deuterated solvents. The downside of this is that using non-deuterated solvents results in 
large solvent peaks being observed in the NMR spectra, which due to the limited range of the 
spectrometer analogue-to-digital signal converter can prevent the smaller peaks of interest 
being distinguished from the background noise. Solvent suppression and selective excitation 




1.2.1 Solvent suppression 
One method to improve the signal-to-noise ratio when using non-deuterated solvents is to 
suppress the solvent peaks, thereby allowing the analogue-to-digital converter range to be 
adjusted to provide the maximum possible sensitivity for the smaller peaks. The most 
commonly used solvent suppression methods are ‘presaturation’ and ‘WET’ (Water 
suppression Enhanced through T1 effects).  
Presaturation of the solvent peaks uses a selective, low power pulse with a duration of several 
seconds to equalise the populations of the nuclear energy levels (saturation), preventing the 
saturated peaks from experiencing subsequent pulses applied to the sample (Scheme 1.1). 
Whilst presaturation is the simplest solvent suppression technique to apply, the long pulses 
required give poorer results on flowing samples than other more advanced methods (Chapter 
3). 
 
Scheme 1.1: Schematic illustration of a simple presaturation pulse sequence. 
WET suppression uses a train of pulses applied selectively to the solvent peak(s), each 
followed by a gradient pulse which dephases (and therefore eliminates) the solvent signal. A 
normal hard pulse (or a composite pulse comprising of multiple hard pulses with different 
phasing as shown in Scheme 1.2) is then applied which acts to excite the remaining non-
solvent signal.3, 9, 64 Application of a decoupling pulse to the 13C channel allows suppression of 
satellite peaks. WET pulse sequences are shorter and more tolerant to changes in T1 and 
magnetic homogeneity than presaturation, meaning that they produce better results on 
flowing samples.9 
 
Scheme 1.2: Schematic illustration of a WET pulse sequence for solvent suppression. 
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1.2.2 Selective Excitation 
If only a small region of the NMR spectrum is required for analysis, then selective excitation 
techniques often yield better results than solvent suppression. Selective excitation may be 
considered as the reverse of solvent suppression, with all regions of the spectrum other than 
that selected being suppressed.7-8  
A 90° hard pulse is applied to bring all magnetisation into the x-y plane. Gradient fields are 
then used to dephase the sample, with a selective 180° pulse applied to the region of interest 
so that when the gradient is applied for a second time, this region is refocused (spin-echo), 
whilst the rest of the spectrum is dephased further (Scheme 1.3). A series of two gradient and 
180° pulse elements, with different phases are typically used to obtain maximum suppression 
of the unwanted regions. As the larger solvent peaks are suppressed, the analogue-to-digital 
converter range may be adjusted to increase sensitivity towards smaller peaks, effectively 
increasing the signal-to-noise within the excited region. 
 




1.3 MONITORING PHOTOCHEMICAL REACTIONS WITH NMR 
SPECTROSCOPY 
Monitoring photochemical reactions using conventional NMR techniques is very challenging, 
due to the difficulty of ensuring adequate irradiation of the sample within the magnet bore. 
Various strategies have been used to overcome this issue using in-situ analysis, typically using 
fibre optics or light guides to direct light from an external light source into the magnet.65-71 
These methods are not without drawbacks; since the light is typically directed into the sample 
from the top of the NMR tube, the amount of light reaching the sample varies dramatically 
throughout the sample volume, which may lead to false kinetics due to different reaction rates 
at the top and bottom of the sample tube.72 
For this reason, many photochemical reactions are studied using optical spectroscopies such 
as UV-Vis absorption or fluorescence or IR and Raman spectroscopies.70, 73 When NMR is used 
as a monitoring technique for photochemical reactions, it is typically performed as off-line 
analysis, with samples taken from a reaction mixture which are then worked up and re-
dissolved in a suitable solvent for NMR analysis. 
Many photochemical reactions involve radical species containing unpaired electrons. If high 
concentrations of radicals are present in a reaction mixture, then this may cause faster 
relaxation of nuclei, resulting in an unwanted broadening of NMR peaks. Since the lifetime of 
free radical species in a reaction mixture is typically very short, radicals are less likely to 
impact on spectral quality for reactions monitored on-line or off-line than for in-situ 
monitoring, due to the delay between the sample leaving the illuminated reaction vessel and 
analysis. Radical species within a reaction mixture may studied directly using Electron 
Paramagnetic Resonance (EPR) spectroscopy. 
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Whilst there are many published examples of off-line and in-situ NMR monitoring of 
photochemical reactions, there are relatively few examples of the use of on-line NMR 
techniques. Prior to the publication of our paper investigating the photochemical oxidation of 
N-allylbenzylamine (Chapter 4), only two examples where on-line NMR spectroscopy was 
used for monitoring a photochemical reaction existed in the literature. One study utilised a 
HPLC-NMR flow probe to monitor the degradation of environmental pollutants under UV 
irradiation,34 whilst the other used a low-field spectrometer to analyse the reaction products 
from a photochemical flow reactor.74 Neither study reported reaction kinetic data or 
mechanistic information derived from the NMR monitoring.  
Since the publication of this work, a number of other papers reporting the use of on-line NMR 
reaction monitoring of photochemical reactions have been published.75-76 
  
14 
1.4 CATALYTIC ASYMMETRIC TRANSFER HYDROGENATION 
Transfer hydrogenation is a general category of reactions that add hydrogen across an 
unsaturated bond, without the use of elemental hydrogen gas. Avoiding the use of hydrogen 
gas enables reactions to be carried out with milder conditions, and without the risk of 
handling potentially explosive gas mixtures.  
Whilst transfer hydrogenation may be applied to alkenes77-78 and to imines,79-83 it is most 
commonly used as a means of selective reduction of ketone functional groups to alcohols 
(Scheme 1.4), with a large number of different catalytic systems published in the literature.84-
87 Traditional heterogeneous hydrogenation catalysts such as Pd/C or Pt/C are mostly 
unselective and reduce C=O, C=N and C=C equally. Selective hydrogenation of C=O or C=N 
bonds in the presence of C=C functional groups has therefore tended to rely on stoichiometric 
reducing agents such as NaBH4 and LiAlH4, which have poor atom efficiency and can pose 
practical challenges when used on large scale.88 Homogeneous transfer hydrogenation 
catalysts offer an alternative to these stoichiometric hydride donors, enabling milder reaction 
conditions to be used and providing greater selectivity. 
Transfer hydrogenation reactions are particularly useful for the generation of chiral alcohols 
from prochiral ketones, or for kinetic resolution of racemic alcohol mixtures, with many chiral 
transfer hydrogenation catalysts known.84, 86, 89-93 Both heterogeneous and homogeneous 
transfer hydrogenation catalysts are routinely used, however homogenous catalysts are 
generally favoured due to the higher reaction rate and greater selectivity that they offer.  
 
Scheme 1.4: Catalytic transfer hydrogenation reaction 
The transfer hydrogenation reaction is reversible, with the equilibrium conversion 
determined by the relative thermodynamics of the reagents and products. When using a chiral 
catalyst, the selectivity is a result of competing kinetics for the R and S pathways, leading to 
one chiral product being favoured. As the reaction is reversible, this selectivity is eroded over 
time by repeated forward and reverse reaction until a racemic equilibrium mixture is 
obtained. To achieve a chiral product it is therefore necessary to halt the reaction once there 
is sufficient conversion to the desired product, but before the mixture has had time to reach 
the true equilibrium. 
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1.4.1 Catalysts and mechanism 
Early systems for transfer hydrogenation such as the Meerwein−Ponndorf−Verley (MPV) 
reaction used metal alkoxide catalysts (typically aluminium based) to facilitate an 
intermolecular reaction between a ketone and an alcohol (Scheme 1.5).94-95 In this reaction 
the metal alkoxide coordinates to the ketone, activating the double bond, whilst also helping 
to hold the two molecules in the correct geometry for the transfer of the hydrogen atom 
between the two carbon atoms.  
 
Scheme 1.5: Meerwein−Ponndorf−Verley (MPV) reaction for transfer hydrogenation of alcohols and ketones using a 
metal alkoxide catalyst, [M], such as an aluminium alkoxide. 
Whilst the MPV reaction is a very simple and effective means of transfer hydrogenation that 
is used in many industrial processes including the manufacture of flavourings,86 the reaction 
is unselective and a mixture of isomers will be produced if the alcohol and ketone contains 
two different substituents. In order for the reaction to be catalytic, the binding of the metal 
alkoxide to the alcohol must be reversible, otherwise the alkoxide will remain attached to the 
alcohol at the end of the reaction and cannot re-enter the catalytic cycle. In many cases it is 
necessary to add a stoichiometric quantity of alkoxide to overcome this slow exchange and 
achieve a good reaction rate.95 Many metal alkoxides are water-sensitive and so may be 
deactivated by trace quantities of water in the reaction mixture. 
To overcome the selectivity issues with the MPV reaction for alcohols and ketones containing 
multiple different substituents, a large number of homogeneous asymmetric transfer 
hydrogenation catalysts have been developed and have been reviewed extensively in the 
recent literature (Scheme 1.6).86, 89 Most asymmetric transfer hydrogenation catalysts are 
based on group 8 and 9 transition metals such as Ru, Rh and Ir.86 Iron based catalysts are also 
known and have been developed as cheaper alternatives in this reaction, however these are 
generally less active than catalysts based on heavier metals.84-85, 91, 96  
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Scheme 1.6: Examples of some transfer hydrogenation catalysts. 
Many catalysts feature N-heterocyclic carbene, diamine or phosphine based ligands with a 
protonated heteroatom bound to the metal. These ligands are proposed to act in a non-
innocent manner with heteroatoms on the ligand directly involved in the hydrogen transfer 
mechanism.97-99 A catalytic amount of base (typically NaOH or KOH) is often used to facilitate 
transfer of the alcohol OH proton, with transfer of the hydride occurring via a metal-hydride 
intermediate.  
1.4.2 Noyori’s TsDPEN catalyst 
One of the best known asymmetric transfer hydrogenation catalysts is the highly active chiral 
Noyori catalyst (1) (Scheme 1.7), for which Noyori received a share in the 2001 Nobel Prize 
in Chemistry.90, 100-101  
 
Scheme 1.7: Noyori asymmetric transfer hydrogenation catalyst (1). Whilst the catalyst is shown with a mesitylene 
ligand, numerous other aromatic groups, including benzene, para-cymene and hexamethylbenzene are also reported 
to produce active catalysts. 
The Noyori catalyst is usually synthesised as a chloride pre-catalyst, (1), which is a reasonably 
air-stable orange solid. The chloride pre-catalyst shows no catalytic activity on its own, 
however addition of one equivalent of base leads to the formation of a 16-electron 
‘unsaturated’ complex, (2) which is thought to be the active catalyst in the reaction. This 
unsaturated intermediate rapidly reacts with primary and secondary (but not tertiary) 
alcohols to form an 18-electron hydride complex, (3), producing the corresponding ketone as 
a by-product. This hydride intermediate has been shown to react with ketones, 
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asymmetrically reducing them to chiral alcohols, regenerating (2) in the process (Scheme 
1.8).97-98, 100, 102-103 
 
Scheme 1.8: Proposed catalytic cycle for the Noyori catalyst in the transfer hydrogenation of acetophenone to 1-
phenylethanol.100-101, 103 
1.4.3 The mechanism of hydrogen transfer 
The reaction with the Noyori catalyst is thought to occur via an outer-sphere mechanism with 
transition states (2’) and (3’) (Scheme 1.9). In an analogous mechanism to the MPV reaction, 
the H2-donor/acceptor forms a 6-membered cyclic transition state where the protic NH 
interacts with the oxygen and the hydridic RuH interacts with the carbon.103 As the NH acts 
as an internal base that is built in to the catalyst, no additional base is required after activation 
of the catalyst, unlike many other catalysts which require a catalytic quantity of base to 
facilitate proton transfer.104  
 
Scheme 1.9: Proposed transition states for the Noyori catalyst in the transfer hydrogenation of acetophenone.103 
The outer-sphere mechanism is proposed to be the reason behind the ‘non-innocent’ 
behaviour of many transfer hydrogenation catalysts containing proton bearing heteroatoms 
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in close proximity to the metal centre, even if the heteroatom is not bound directly to the 
metal.  
The Shvo catalyst is also thought to react via an outer-sphere mechanism (Scheme 1.10).80 
Unlike the Noyori catalyst, the ligand in the Shvo catalyst does not contain any nitrogen atoms 
and has no heteroatoms adjacent to the metal centre, with reaction occurring instead at an 
oxygen atom on the aromatic ring. As well as catalysing transfer hydrogenation of alcohols 
and ketones, the Shvo catalyst is also known to catalyse a number of other reactions, including 
the disproportionation of alcohols to esters, hydrogenation of alkynes, and reduction of 
imines to amines.87, 105-106 
 
Scheme 1.10: Proposed transition state for the Shvo catalyst in the transfer hydrogenation reaction.80  
The outer-sphere mechanism proposed by Noyori is by no means the only possible means of 
transferring hydrogen between complex (3) and a ketone. Much of the early computational 
work performed on the Noyori system focused on comparison with the classical inner-sphere 
mechanism, where the ketone binds directly to the metal centre with hydride transfer 
occurring via a 4-membered transition state.99 Most studies now agree that the outer-sphere 
mechanism is likely to dominate in the Noyori system, due to steric hinderance at ruthenium 
preventing both hydride and substrate from binding simultaneously. Inner-sphere 
intermediates may however play a role in non-productive or off-cycle species.102, 107-109 
Mono-alkylation of the amine NH in (1) does not affect the ability of the complex to catalyse 
transfer hydrogenation of alcohols,110-111 however double alkylation leads to a significant 
drop in catalytic activity.112-113 This has been taken as evidence that an outer-sphere 
mechanism must be occurring, with assistance from the NH ligand.103, 114 The decrease in 
activity is less severe for imine reduction than for ketones, suggesting that an inner sphere 
mechanism is also possible, but at a reduced rate.112-113 
1.4.4 The role of base in Noyori asymmetric transfer hydrogenation 
One equivalent of base (typically KOH, NaOH or NaOiPr) is required to remove the chloride 
from (1), generating the unsaturated intermediate, (2). It has been shown that using pre-
formed unsaturated intermediate, (2), or hydride intermediate, (3), catalysis may be carried 
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out in the absence of base, showing that base is only required for the activation of the 
catalyst.115  
Despite this, numerous papers have shown that the choice of base along with concentration 
of base can have a significant effect on the reaction rate, both for (1), and other transfer 
hydrogenation catalysts.116-118 A specific example of the influence of base on the reaction is 
the ‘potassium effect’, in which the rate of reaction of RuCl2(BINAP)(DPEN) catalysts is 
increased when potassium bases are used compared to other cations.81, 102, 104, 119-120 The non-
innocent role of the base is sometimes used as evidence of a conventional inner-sphere 
reaction mechanism, where the base helps to mediate the transfer of a proton from the 
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2 APPARATUS DESIGN AND HARDWARE 
DEVELOPMENT 
Online techniques for reaction monitoring allow reactions to be studied in real time, with 
minimal disruption to the reaction conditions. Whilst off-line and in-situ techniques are well 
developed for NMR spectroscopy, taking advantage of the large amount of structural 
information that can be gained about unknown compounds and the inherently quantitative 
nature of the technique, online techniques are still relatively uncommon.  
At the time that this project began, no commercial systems for online NMR reaction 
monitoring existed, with the few examples in the literature all using custom equipment.26, 28, 
30-32, 54-56, 121 During this project, four different apparatus designs have been used, each 
building on the knowledge and experience gained from previous designs: 
2.1 FIRST GENERATION DESIGN 
The equipment used for FlowNMR has its origins in combined HPLC-NMR analysis, where 
flow probes were designed to allow samples to be flowed from the HPLC instrument to the 
NMR spectrometer for structural analysis.9, 27-28, 122 As HPLC typically uses very small 
quantities of sample, the priority with flow probe designs was on minimising sample volume. 
Therefore, most commercial flow probes feature a tubular glass flow cell, which sits directly 
within the detector coils, with connections made at either end to narrow gauge plastic HPLC 
tubing (Figure 1.1b). 
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Figure 2.1: Schematics of a) conventional, and b) continuous flow probe designs compatible with cryogenic magnets. 
Reproduced from Albert, 2003 with permission.28 
The first generation FlowNMR apparatus used at the University of Bath (constructed by Jon 
Chouler) used a flow probe of this design, in common with many other FlowNMR reaction 
monitoring setups.29, 33, 47  
In order to minimise the delay time between a change occurring in the reaction vessel and the 
arrival of the sample in the spectrometer for detection it is desirable to ensure that the volume 
of the tubing connecting the reaction vessel to the spectrometer is minimised, therefore 
narrow diameter polyetheretherketone (PEEK) tubing (1.588 mm o.d., 0.762 mm i.d., 
Upchurch Scientific) was used for connections between the reaction vessel, pump and flow 
probe. PEEK was chosen for its chemical compatibility and good mechanical properties (pH 0 
– 14, -50 – 100 °C, >300 bar) along with low gas permeability. A dual piston HPLC pump 
(JASCO PU-2085 Plus) with a semi-micro pump head was used to circulate the reaction 
mixture between the flask and the flow probe (Figure 2.2). A by-pass loop was added to allow 
the flow probe to be by-passed in case of leak or blockage. 
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Figure 2.2: First generation FlowNMR apparatus schematic. 
 
Figure 2.3: First generation FlowNMR apparatus, showing location of pump and reaction vessel on trolley next to 
spectrometer. UV-Vis spectrometer used for residence time distribution measurements also shown. 
This simple apparatus allowed reaction species, including catalyst, substrate and product to 
be detected and reaction kinetics determined, however the lack of heating/cooling and ability 
to withstand pressure of the flow probe design limited the range of reaction conditions that 
the system was able to monitor. The low volume design of the flow probe – optimised for 
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HPLC analysis – proved to be a hindrance for reaction monitoring, due to the reduction in 
sensitivity and signal-to-noise ratio (Figure 2.4). The flow probe design was also restricted to 
monitoring 1H and 13C nuclei only. 
 
Figure 2.4: Comparison between 1H spectra of isopropanol CH and 1,3,5-trimethoxy benzene CH3 peaks in isopropanol 
using first-generation (HPLC-NMR flow probe, 400 MHz magnet with room-temperature BBO probe) and third-
generation (InsightMR flow tube, 500 MHz magnet with N2 BBO cryoprobe) designs. (1s acquisition time, 4 s 
relaxation delay, 0.3 Hz line broadening). Data courtesy of Dan Berry. 
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2.2 SECOND GENERATION DESIGN 
Improved designs for NMR flow systems for reaction monitoring have been devised by 
several groups,35-36, 55 with the first commercial design being produced by Bruker in 2015 
(Figure 2.5).39 These designs typically have a larger sample volume than the conventional 
HPLC-NMR flow probes, enabling measurements with greater signal-to-noise. Rather than 
building an entire probe, complete with RF coils as was done for HPLC-NMR flow probes, the 
flow tubes are designed to replicate the shape of a 5 mm NMR tube and spinner, allowing 
them to be used with any 5 mm probe. This means that the flow tubes can take advantage of 
advances in NMR probe design, allowing multi-nuclei receiver and cryo-probes to be used. 
As noted above, minimising the volume of FlowNMR apparatus is important to minimise the 
delay in transferring sample between the reaction flask and observation cell. In the InsightMR 
design, the sample is carried to and from the spectrometer in two polytetrafluoroethylene 
(PTFE) capillary tubes (0.794 mm o.d., 0.500 mm i.d.).36, 38 The sample transfer lines pass 
inside two concentric tubes which take heat exchanger fluid (50:50 ethylene glycol : water) 
to and from the flow tube (Figure 1.2). Foam insulation surrounds the heat exchanger fluid 
tubing.  
The observation cell is designed to mimic a standard 5 mm NMR tube and spinner. A plastic 
‘spinner adaptor’ contains connections for the sample flow cell and acts as the terminus for 
heat transfer fluid. The two PTFE sample capillaries are connected to the glass flow cell, with 
the inlet capillary continuing to the end of the flow cell. Sample passes down the capillary 
before flowing back along the glass flow cell to the return tubing. 
 
Figure 2.5: Schematic of InsightMR flow tube, showing internal connections of sample transfer and heat exchange 
fluid. (not to scale) 
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The second generation FlowNMR apparatus, constructed as part of this project, used an 
InsightMR flow tube.  Reactions were carried out in a standard glass round-bottomed flask, 
with connections made using the same PEEK tubing and pump as for the first-generation 
design (Figure 2.6). All equipment was positioned on a mobile trolley made of plastic 
(Rubbermaid), allowing the equipment to be transported between the laboratory and the 
spectrometer as required. The trolley and apparatus were able to be placed at a minimum 
distance of 0.5 m from the shielded magnet without experiencing adverse magnetic effects.  
 
Figure 2.6: Flow scheme and instrumentation diagram for the FlowNMR reaction monitoring apparatus (not to scale). 
 




Figure 2.8: 2nd Generation FlowNMR experimental setup, showing apparatus in storage position. 
 
 
Figure 2.9: InsightMR flow tube. 
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The InsightMR flow tube design allows the apparatus to be used with any standard 5 mm 
probe, taking advantage of the higher resolution and sensitivity offered by modern probes 
and higher field magnets. The InsightMR flow tube is compatible with a much broader range 
of conditions than the flow probe, allowing reaction temperatures of -40 to +80 °C and 
pressures of up to 10 bar.39 This allows a much wider range of reactions to be studied, and 
more sophisticated NMR techniques to be used than for the first-generation design.  
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2.3 THIRD GENERATION (DREAM FACILITY) 
Although NMR is able to detect and quantify a wide range of compounds, the sensitivity and 
inherent properties of the technique mean that there will always be some compounds that 
NMR is unable to detect. It is therefore desirable to combine data from multiple analytical 
techniques, to gain as much information as possible about a reaction. Using multiple 
techniques also allows results to be cross-referenced and validated, increasing confidence in 
the data.123 
Previous generations of FlowNMR apparatus were mounted on trolleys, allowing the 
equipment to be transported between the laboratory and the NMR instrument. The third-
generation apparatus was constructed as part of the Dynamic Reaction Monitoring facility 
(DReaM), which provides a permanent space for reaction monitoring apparatus, including a 
dedicated fume hood for carrying out reactions. 
2.3.1 UV-Vis spectroscopy 
The first technique to be integrated alongside NMR was Ultra-Violet/Visible (UV-Vis) 
spectroscopy. Although UV-Vis provides far less structural information than NMR, and only 
works for complexes possessing a suitable chromophore, it remains one of the most sensitive 
analytical techniques available.  
A variable pathlength UV-Vis flow cell (Ocean Optics) was inserted into the flow path after the 
NMR flow tube, with fibre optic cables used to connect the flow cell to the light source (Ocean 
Optics DH-2000-BAL) and UV-Vis spectrometer (Ocean Optics QE-Pro) (Figure 2.10). To 
correct for any variability in light intensity over the course of long reaction times, an 
electronically controlled shutter (Ocean Optics FOS-2X2-TTL) was included, allowing 
automated spectral re-referencing via a separate reference channel. The location of the UV-
Vis flow cell after the flow tube allows it to be used for determining residence time 
distribution (Figure 3.2). 
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Figure 2.10: Schematic of FlowNMR apparatus showing position of UV-Vis flow cell. 
2.3.2 High Performance Liquid Chromatography 
NMR is unable to distinguish between different enantiomers without the use of chiral 
resolving agents. To enable enantioselective reactions such as those discussed in Chapter 5 
and 6 to be studied, a technique that can distinguish different enantiomers is required. 
The most commonly used techniques for measuring enantiomeric ratio in liquid samples are 
polarimetry and chiral High-Performance Liquid Chromatography (HPLC). In the case of the 
Noyori asymmetric transfer hydrogenation reaction discussed in Chapters 5 and 6, the 
presence of a chiral catalyst can distort optical rotation measurements, so chiral HPLC is the 
favoured technique.124 
A protocol has previously been developed for off-line analysis of the Noyori transfer 
hydrogenation reaction, and involves dilution of a reaction sample in hexane before passing 
through a silica plug to remove the catalyst, followed by HPLC analysis using a Chiracel OD-H 
chiral column (4.6 mm diameter, 250 mm length, 5 μm particle size), eluted with 90 : 10 
Hexane : Isopropanol.125 To ensure that metal catalysts do not damage the HPLC column, a 
sacrificial guard column (Chiracel OD-H, 4.6 mm diameter, 10 mm length, 5 μm particle size) 
was used to remove any traces of catalyst before entering the column. 
HPLC may be classed as a destructive analytical technique for reaction monitoring purposes, 
since the dilution of the sample in eluent solvent means that the sample cannot be returned 
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to the reaction after analysis. A different approach to integrating HPLC into the reaction flow 
loop is therefore required than for UV-Vis or NMR analysis.  
The simplest way of taking a sample from the reaction loop would be to use a two-position, 
six-port valve, where the reaction passes through one side of the valve, and the HPLC solvent 
on the other (Figure 2.11a). This valve configuration is similar to that used for manual 
injection into the HPLC flow path. When the valve is in the position as shown in Figure 2.11a, 
with ports 1 and 6 connected, the reaction mixture flows through the sample loop. When the 
valve is switched so that ports 1 and 2 are connected, the volume of reaction sample within 
the loop enters the HPLC flow path and is diluted, ready for analysis. Although this simple 
design operates well for manual injection of samples, the small volume of HPLC solvent that 
is in the valve will enter the reaction loop when the valve is switched. Whilst this may only be 
a few microliters, it may be enough to quench sensitive reactions, particularly if the HPLC 
instrument is operating in reverse phase with aqueous solvents. 
 
Figure 2.11: Schematic of HPLC valve configurations; a) 6-port, 2-position valve, b) 10 port, 2-position sample valve, 
with 6-port, 2-position dilution valve outside fume hood. 
To overcome the potential problems due to HPLC solvent entering the reaction path, a 10-
port, 2-position valve (Agilent 1260 Infinity II) was used to sample from the reaction mixture 
(Figure 2.11b). Rather than flowing the reaction mixture through the valve, the valve was 
connected to the flow path with a T-piece connector (Upchurch Scientific) and a short (~2 
cm) length of tubing (PEEK, 1.588 mm O.D., 0.762 mm I.D., Upchurch Scientific). This ensures 
that the HPLC solvent can never enter the main reaction flow path, whilst minimising the 
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volume reaction mixture required for each sample. In the ‘closed’ position shown, the reaction 
mixture is prevented from flowing through the valve by a blanking nut at port 7. To take a 
sample from the reaction, the valve is switched so that ports 1 and 2 are connected. This 
allows the reaction mixture to flow through the sample loop to a waste bottle. After the valve 
has been left open for sufficient time for the T-piece, tubing and sample loop to be purged 
with fresh reaction sample, the valve is closed, injecting the contents of the sample loop into 
the HPLC flow path. 
A tracer dye (Rose Bengal, approx. 1 mg/100 mL) was used to measure the minimum time 
that the valve must be left in the ‘sample’ position to ensure that the volume of the T-piece, 
tubing and sample loop is completely replaced with fresh reaction mixture. At a reaction 
mixture flow rate of 4 mL/min, the sample volume was completely refreshed 30 s after 
opening the valve. 
To avoid increasing the length of the reaction flow path too much, the HPLC sample valve was 
located inside the fume hood, immediately after the UV-Vis flow cell. This meant that 
approximately 4 m of tubing was required to connect the sample valve to the HPLC column 
chamber, located outside of the fume hood. The transfer time from the sample valve to the 
HPLC instrument is between 10 - 15 s. Despite using narrow diameter (180 μm) tubing to 
promote laminar flow, significant back-mixing was observed within the transfer line, leading 
to peak tailing in the HPLC (Figure 2.12). 
 
Figure 2.12: UV absorption response (254 nm) at HPLC detector for direct sampling (no HPLC column or refocusing) 
of a mock reaction mixture containing 0.4 M acetophenone in isopropanol using a single HPLC sample valve located 
4 meters from the HPLC instrument, showing peak tailing due to back-mixing within the transfer tubing. 
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A second valve was used to ‘refocus’ the sample prior to entering the HPLC column (Figure 
2.11b). This valve, located next to the HPLC instrument, resamples and dilutes the output 
from the first valve, ready for analysis.  The resampling process eliminates peak tailing due to 
back-mixing in the transfer line, leading to sharp, well-resolved peaks (Figure 2.13). The valve 
timings must be carefully synchronised, however by using separate solvent pumps for each 
of the valves, flow rate and solvent composition can be changed independently for the 
sample/dilution and analysis loops. A schematic illustration of the timing sequence used for 
HPLC data acquisition is shown in Figure 2.14. 
 
Figure 2.13: Example chromatogram acquired from a mock reaction mixture containing acetophenone (200 mM), 
rac-1-phenylethanol (200 mM) and 1,3,5-trimethoxybenzene (0.1 M) in isopropanol. Peaks eluting before 6 minutes 
are background signals from the solvent. 
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Figure 2.14: Schematic illustration of timing sequence for HPLC valves for at-line analysis from a reaction (not to 
scale). 
Automated sampling directly from the reaction loop eliminates variation due to sample 
workup procedure or sample decomposition prior to analysis, leading to minimal scatter 
between samples taken at different time points during a reaction (Figure 2.15). 
 
Figure 2.15: Example enantioselectivity data acquired using in-line HPLC with automated sampling from a reaction 
mixture (Noyori asymmetric transfer hydrogenation of acetophenone to 1-phenylethanol, 2 mM cat., 400 mM 
Acetophenone, 10 mM KOH, 10 mL isopropanol, 20°C. See Chapter 5 for further details.).  
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2.3.3 Mass Spectrometry 
After NMR, Mass Spectrometry (MS) is probably the next most commonly used chemical 
characterisation technique. Like NMR, MS supplies high resolution data that can be used to 
deduce structural information about compounds. MS is a much more sensitive technique than 
NMR, enabling extremely dilute samples to be studied. As MS is not inherently quantitative, 
calibration curves must be measured before concentrations can be calculated, limiting the 
usefulness of the technique for monitoring unknown species during a reaction. 
Since MS is also a destructive technique, and requires similar sample dilution to HPLC, it 
makes sense to combine these two techniques. As MS data is acquired continuously, with time 
averaging performed during data processing, peak tailing is not an issue and refocusing of the 
sample plug is unnecessary. Therefore, the MS was simply connected to the output of the 
second HPLC valve (Figures 2.16 to 2.19). Using separate pumps for each of the HPLC valves 
allows different solvents to be used for MS and HPLC analysis, which is of key importance 
when developing HPLC and MS analysis procedures. A custom cable was constructed to 
connect the HPLC to the MS, allowing the HPLC software to trigger MS data acquisition. 
 
Figure 2.16: Schematic of FlowNMR apparatus, including integration of UV-Vis, HPLC and MS instruments. 
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Figure 2.17: Photograph of third generation apparatus, with HPLC/MS flow path highlighted. 
 
Figure 2.18: Photograph of HPLC sample valve and connections, located within fume hood. 
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Figure 2.19: Photograph of HPLC ‘refocusing’ and dilution valve and external pump, located next to HPLC instrument. 
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2.3.4 Process control 
Accurate control of reaction temperature and pressure is vital for ensuring reliable and 
reproducible kinetics.  
The InsightMR flow tube has a triple walled design (Figure 2.20a), allowing heat transfer fluid 
to be flowed around the outside of the sample transfer lines, keeping them at a constant 
temperature all the way to the magnet. The connections between the flow tube, reactor, 
pump, UV-Vis and HPLC valve, however, are not temperature regulated, leading to large heat 
losses.* 
Jacketing the transfer lines in a similar way to the flow tube proved challenging, due to the 
number of connections to other instruments where the transfer line would be required to exit 
the heating jacket. Instead, a simpler parallel tubing design was used, where the tubing 
containing the heat transfer fluid ran alongside the sample transfer lines, with both tubes 
wrapped in foam insulation (Figure 2.20b). A downside of this method is that heat transfer is 
less efficient than in the multi-walled design, however by heating the jacketed tubing above 
the desired reaction temperature, a constant temperature (±10%) can be maintained around 
the entire flow circuit. 
 
Figure 2.20: Cross-section schematic of heat transfer tubing; a) triple walled design used in flow tube, b) parallel 
tubing design used in rest of system. 
Two heater/chiller units (Julabo CorioCD 300F) were used to regulate the reaction 
temperature, with one supplying the flow tube and jacketed tubing with a 50:50 mixture of 
water and ethylene glycol, and the other the reaction flask (Drysyn Snowstorm heat 
                                                          
* Experimentally, it was found that without additional jacketing, the temperature of the tubing had 
equilibrated to room temperature within 0.5 m of leaving a reaction flask heated to 50°C. 
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exchanger) (Figure 2.21). Since heat transfer is more efficient within the flow tube than the 
rest of the jacketed tubing, the flow tube was placed at the end of the heat exchanger fluid 
circuit. Setting the heater/chiller so that the correct temperature is measured in the flow tube 
means that a higher heat exchange fluid temperature is recorded in the rest of the flow 
system, compensating for the poorer heat transfer. 
To monitor the reaction temperature, five thermocouples were placed at strategic points in 
the system; in the reaction flask, after the pump, in the flow tube, after the flow tube and in 
the heater/chiller water bath (Figure 2.21). Pressure sensors (DJ Instruments DF2-TI-01) 
were placed before and after the flow tube, allowing any blockages or leaks in the system to 
be detected. Readings from the temperature and pressure sensors were logged using a 
LabView programme created by Catherine Lyall. 
A 250 psi pressure relief valve (Upchurch Scientific) was fitted after the pump to prevent 
damage to the flow tube in case of blockage. An injection port before the pump allows 
reagents to be added directly into the reaction loop if required.  
Knowledge of the reaction flow rate is important for calculating the residence time (and 
therefore the volume) of a reaction sample within the flow apparatus and NMR flow cell, 
which has important implications for NMR pulse sequences and selection of reaction 
conditions (see Chapter 3 for further details). As discussed above, the flow rate also affects 
integration of other techniques, including timing of HPLC valves. Whilst flow rate is not 
expected to vary significantly between experiments with similar reaction conditions, 
changing solvent or temperature will impact viscosity, which may lead to variation in flow 
rate. A flow meter (Bronkhorst mini CORI-FLOW M13) was therefore fitted on a bypass loop, 




Figure 2.21: Schematic of FlowNMR apparatus, including integration of UV-Vis, HPLC and MS instruments, and 
temperature and pressure control systems. 
49 
 
Figure 2.22: Photograph of third generation FlowNMR apparatus. 
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2.3.5 Material choice  
The standard InsightMR flow tube design uses PTFE tubing for all sample transfer lines. 
Whilst PTFE has one of the greatest range of chemical compatibilities of any polymer, its 
mechanical strength is relatively poor. The thin walls and small diameter (0.794 mm o.d., 
0.500 mm i.d.) of the PTFE tubing in the InsightMR flow tube means that the tubing is prone 
to damage if bent or kinked, which leads to weaknesses in the tubing wall, blockages and 
leaks. 
Polyetheretherketone (PEEK) is a tough polymer which is commonly used for machined parts 
due to its hardness and durability. Whilst the chemical compatibility of PEEK is slightly poorer 
than PTFE, it is still compatible with the vast majority of commonly used chemicals. PEEK has 
a lower gas permeability than PTFE, and so is more suitable for reactions performed at 
elevated pressure. 
The second-generation FlowNMR apparatus used the standard PTFE tubing within the flow 
tube, however bending of exposed sections of the PTFE tubing led to leaks on several 
occasions. To reduce the chance of leaks due to damaged tubing, and to take advantage of the 
improved gas permeability properties of PEEK, the transfer lines within the flow tube were 
replaced with PEEK tubing (0.794 mm i.d., 0.500 mm i.d., Upchurch Scientific). 
2.3.6 Pump 
The first and second-generation FlowNMR apparatus both used a dual piston HPLC pump to 
circulate the reaction mixture around the apparatus.  This pump is designed for use at high 
pressures with pure solvent only, and so is prone to blockage due to restrictions within the 
pump check valves, and may be corroded by some strongly acid or basic reaction mixtures. 
For the third-generation design, the piston pump was replaced with a peristaltic pump 
(Vaportec SF-10). This pump is designed for reagent and gas dosing, and so offers high 
chemical compatibility and accurate flow rate. Since the reaction mixture never encounters 
the mechanical drive components, the risk of contamination or corrosion is greatly reduced. 
The peristaltic pump is unable to operate at high pressures, with a maximum pressure of 10 
bar, however the flow tube is also restricted to the same maximum pressure. 
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2.4 FOURTH GENERATION (TGK SCIENTIFIC) 
Both the second and third generation FlowNMR apparatus designs used the commercial 
InsightMR flow tube. The commercial flow tube design uses a continuous length of 1/32” 
PTFE or PEEK tubing from the by-pass valve all the way to the glass flow cell tip. Minimising 
the number of connections within the flow tube reduces possible sources of leaks, however 
the flexible nature of both PTFE and PEEK allows the tubing to twist within the glass flow cell 
(Figure 2.23a), resulting in turbulent sample flow and poorer shimming. 
 
Figure 2.23: Photograph of flow tube tip and glass flow cell, a) third generation apparatus, showing twisting of PEEK 
tubing (orange); b) fourth generation design using fused silica capillary. 
A stopped flow (InsightXpress) version of the InsightMR flow tube has been developed by the 
University of Edinburgh in collaboration with TgK Scientific.12 Due to the high flow rates 
required for stopped flow, a rigid fused-silica capillary (Figure 2.23b) is used for the final 
section of tubing within the glass flow cell, preventing the capillary from moving during 
acquisition. 
For the fourth generation FlowNMR apparatus, a hybrid flow tube design was used (Figure 
2.24), combining the fused-silica capillary of the InsightXpress design with the continuous 
flow InsightMR design. To connect the inlet PEEK tubing to the fused silica capillary, a piece 
of 0.030” ID PEEK tubing (approx. 4 cm length) was used as an adaptor to connect the two 
1/32” OD tubing. Connections were made by push fitting the smaller tubing into the larger 
tubing to a depth of 2-3 mm. 6-40 1/16” fittings were then placed over the connection so that 
when tightened the fitting would compress the outer tubing onto the inner, preventing leaks.  
A 6-40 union (TgK Scientific) was placed over the connection between the 1/32” and the 
1/16” OD PEEK tubing to provide a socket for the fitting to be tightened into, securing the 
connection. A 0.040” sleeve was used to cover the PEEK tubing on the other side of the union 
to help keep the tubing central in the union. 
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Figure 2.24: Schematic of modified flow tube design, showing replacement of tubing within flow cell with fused silica, 
recessed fittings within spinner-adaptor and connection to the 1/32” PEEK transfer lines via 1/16” PEEK tubing and 
union. Modified parts shown in red. 
The improvement in magnetic field homogeneity with the modified flow tube is relatively 
modest for many samples (reduction in half-height line width of around 0.5 Hz), since peaks 
are approaching the natural linewidth. The greatest improvements are seen for samples 
where convection or poor sample homogeneity results in broadened peaks (Figure 2.25). The 
reduction in turbulence in the glass flow cell using the fused silica tubing appears to reduce 
the magnetic inhomogeneities caused by biphasic mixtures, reducing peak broadening and 
producing spectra with better resolution. A similar effect is observed for samples acquired at 
elevated temperature. 
 
Figure 2.25: Comparison between 1H spectra of n-butanol CH3 and CH2 peaks in a bi-phasic mixture of water and n-
butanol using second-generation (PEEK) and fourth-generation (fused silica) flow tube designs. (3.28 s acquisition 
time, 1 s relaxation delay, 0.3 Hz line broadening). Data courtesy of Rachael Broomfield-Tagg. 
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2.5 CONCLUSIONS 
To monitor reactions by on-line NMR spectroscopy requires the construction of FlowNMR 
apparatus. Four different generations of FlowNMR apparatus have been developed in this 
project, with each building on previous designs. 
The recent commercialisation of NMR flow tubes has allowed FlowNMR spectroscopy to 
become much more widely available. The flow tube design allows reaction monitoring to be 
carried out on any NMR spectrometer with a standard 5 mm probe. This makes the technique 
more accessible and allows multiple nuclei 1D and 2D NMR methods to be used than were not 
possible with early FlowNMR designs using HPLC-NMR flow probes. 
Combining FlowNMR spectroscopy with other analytical techniques including mass 
spectrometry, UV-Vis spectroscopy and HPLC provides a much more detailed understanding 
of reaction mechanism than may be gained by any individual technique. Connecting 
techniques with different analytical timescales and sampling methods has required different 
approaches, with UV-Vis spectroscopy used as an on-line technique, whilst MS and HPLC 
analysis are performed in-line. 
Regulating reaction temperature and pressure throughout the entire analytical setup is vital 
to ensure accurate kinetic data. Jacketing the sample transfer tubing with a separate tube 
carrying heat transfer fluid has allowed the sample temperature to be maintained throughout 
the entire sample pathway. Flow, temperature and pressure sensors have been incorporated 
into the FlowNMR apparatus design, allowing parameters to be monitored throughout the 
course of a reaction. 
The choice of materials used in the FlowNMR apparatus is important due to differences in 
chemical and material properties. The PTFE tubing used in the standard InsightMR flow tube 
design was found to be prone to damage by mechanical stress, leading to leaks in the flow 
system. PEEK tubing was therefore used throughout the FlowNMR apparatus due to the 
higher mechanical strength and lower gas permeability that this material offers. Twisting of 
the PTFE/PEEK tubing within the flow cell was found to cause poorer magnetic homogeneity 
within the sample, leading to peak broadening. Replacement of the tubing within the flow cell 
with a fused silica capillary design used in stopped flow NMR apparatus was found to lead to 
an improvement in shim quality and narrower peak linewidths, resulting in higher quality 
spectra.  
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The FlowNMR apparatus designs described within this chapter are used for monitoring of the 
reactions discussed in subsequent chapters, with additional testing and calibration of the 
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3 PRACTICAL ASPECTS OF REACTION 
MONITORING WITH FLOWNMR 
SPECTROSCOPY 
The work presented in this chapter has been published in the journal ‘Catalysis Science and 
Technology, volume 54, issue 1, pages 30-33 and is reproduced with the permission of the 
Royal Society of Chemistry. Page, reference and figure numbers have been altered for 
consistency. Some figures originally published in the Electronic Supplementary Information 




3.1 INTRODUCTION TO PUBLISHED WORK 
In Chapter 2, design considerations for the construction of FlowNMR apparatus and hardware 
were discussed, including selection of materials and integration with other analytical 
techniques. The next chapter addresses some practical aspects of using FlowNMR 
spectroscopy for reaction monitoring. 
Unlike conventional NMR spectroscopy, where a static sample remains unchanged over time, 
FlowNMR spectroscopy is a dynamic technique, with both sample motion through the flow 
cell and chemical reaction to consider. The dynamic nature of the technique leads to 
challenges not usually faced in conventional NMR spectroscopy, as time pressures rule out 
experiments requiring long acquisition times or large number of transients. If the sample flow 
rate through the flow tube is similar or greater than the rate of magnetisation build up and 
T1/T2 relaxation then in-flow and out-flow effects are also observed, which can alter peak 
intensities and shapes.26, 28  
Whilst some flow effects have been discussed previously in the context of HPLC-NMR 
spectroscopy,27-28 these effects are dependent on the apparatus and spectrometer used, and 
so will be different for a flow tube than for a flow probe. For this reason, the effects of sample 
flow were investigated for the apparatus discussed in Chapter 2,† along with other general 




                                                          
† The experiments in this chapter were carried out using the second-generation apparatus discussed 
in Chapter 2, however the findings are generally applicable to all FlowNMR setups discussed. 
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FlowNMR spectroscopy is an excellent technique for non-invasive real-time reaction 
monitoring under relevant conditions that avoids many of the limitations that bedevil other 
reaction monitoring techniques. With the recent commercial availability of FlowNMR hard- 
and software solutions for high resolution spectrometers it is enjoying increased popularity in 
both academia and industry. We present an account on practical aspects of high field multi-
nuclear FlowNMR for reaction monitoring including apparatus design, flow effects, 
acquisition parameters and data treatment, which are important to consider if accurate kinetic 
data are to be obtained from FlowNMR experiments. Flow effects on NMR peak areas are 
particularly important as they can lead to large quantification errors if overlooked, but can 




The ability to monitor chemical reactions by simultaneously following the concentration of 
different species in real time under reaction conditions is a vital tool for determination of 
reaction kinetics and elucidation of reaction mechanisms, as well as for process development 
and monitoring on an industrial scale. In principle a variety of methods are suitable for 
application in real-time reaction monitoring, including spectroscopic techniques such as 
Infrared (IR), Raman, Ultraviolet-Visible (UV-Vis) and Nuclear Magnetic Resonance (NMR) 
spectroscopies along with other methods such as calorimetry, mass spectrometry, 
electrochemistry, chromatography and chemical analysis. In practice, the ideal reaction 
monitoring technique would provide information about all species within a reaction mixture 
under normal reaction conditions, with high sensitivity and temporal resolution, whilst 
remaining accessible to a non-specialist and at minimum cost. Whilst none of the above 
61 
methods are able to fulfil these rather exacting conditions, one of the most commonly used 
techniques is NMR spectroscopy, which is particularly useful due to the large amount of 
information it can provide about the structure of the species under investigation and its 
inherently quantitative nature. 
Reaction monitoring techniques may be coupled directly to a reaction vessel, with a probe 
inserted into the vessel (in-situ or in-line monitoring) or with the reaction vessel connected 
to the instrument via hyphenated tubing (on-line monitoring). Alternatively, reaction 
monitoring may be performed remotely from the reaction vessel by sampling (at-line or off-
line monitoring). In-situ methods are generally preferred as they do not introduce sampling 
delays and minimise the risk of disturbing the reaction system or changing the aliquot taken, 
which is vital for accurate mapping of the reaction kinetics. Reaction monitoring by NMR is 
typically performed either by off-line sampling or by in-situ monitoring of a reaction carried 
out a on small scale in a standard sample tube within the spectrometer.21 Despite the many 
intrinsic benefits of NMR spectroscopy both approaches have significant practical limitations: 
off-line sampling introduces delays in the order of several minutes and exposes the sample to 
different conditions potentially leading to compositional changes, whilst the lack of mixing in 
commonly used 5 mm NMR tubes may cause unrepresentative kinetic data to be acquired. A 
recent study by Foley et al. clearly demonstrates the significance of mass transfer limitations 
when using static NMR tubes for reaction monitoring, leading to strikingly different kinetic 
results for the same reaction when monitored by different NMR techniques.11 
An alternative to these established techniques is the growing field of on-line NMR monitoring, 
which is amenable to a wide range of reaction conditions including reactions requiring 
heating, cooling and inert or reactive gas atmospheres,35, 126-127 and in principle can 
circumvent the above limitations. Performing the reaction outside of the spectrometer allows 
reagents to be added without stopping data acquisition and the reaction to be properly mixed 
to ensure that the reaction kinetics measured are not obscured by diffusional effects. This 
means that reactions can be performed under realistic conditions and without the delay that 
is introduced by sampling techniques.  
Flow techniques in NMR spectroscopy are well known in the context of High Performance 
Liquid Chromatography (HPLC) NMR coupled setups for multi-technique analysis and high-
throughput characterisation.27, 50, 122, 128 Recently, however, interest in flow techniques for on-
line reaction monitoring has grown, both on a laboratory scale33, 54, 56, 126 and for process 
monitoring and control in industry.29, 31, 121, 129 This has in part been driven by the recent 
development and commercialisation of a number of systems for on-line NMR reaction 
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monitoring for both high field36, 130 and low field49 approaches. Whilst modern low field 
instruments with good field stability have proven increasingly useful for process monitoring 
in industrial settings due to their lower cost and portable design,48, 52, 131 low field 
spectrometers lack the resolution and variety of experiments required for studying most 
catalytic mechanisms and kinetics in a research setting, where the reaction by-products and 
intermediates may not be well known.49 In addition, due to the high degree of temperature 
control required for magnetic field stability in low field instruments, the reaction sample must 
be brought to the magnet temperature before passing through the spectrometer to avoid 
disrupting the magnetic field homogeneity.49 Multi-nuclear spectra have become possible 
with modern low field instruments, and deconvolution techniques can be used to alleviate 
some of the constraints on spectral resolution,52-53 but high field instruments are clearly much 
more useful for reaction and catalyst development due to higher spectral resolution, 
increased sensitivity, and the ability to study a wide range of nuclei and perform advanced 
measurements. A significant advance in high field reaction monitoring has been the recent 
development of integrated flow tubes that can be inserted into a standard spectrometer probe 
without having to use specialised flow probes such as those developed for HPLC-NMR27, 122 or 
microfluidic devices,40-45 reducing costs and greatly facilitating use of the technique.36, 55 
With all these benefits of performing on-line reaction monitoring by continuous-flow high 
resolution NMR spectroscopy, the presence of flow can have significant effects on the quality 
and quantification of the NMR signal, and it is important that these effects are considered if 
accurate data are to be generated. Although some basic principles of how NMR data 
acquisition is affected by moving samples have been known for some time,27, 122 and the use 
of low field NMR spectroscopy in process monitoring has been well covered in the recent 
literature,33, 52, 131-132 we felt it necessary to re-investigate the considerations required for real-
time reaction monitoring using high field FlowNMR with contemporary instruments and 
software. Here we report a summary of the most important effects and parameters that need 
to be considered when using multi-nuclear high resolution FlowNMR for accurate reaction 





3.3.2 Results and Discussion 
3.3.2.1 Hardware configuration and design 
On-line NMR reaction monitoring may be performed either with continuous flow, where data 
is acquired whilst the sample is moving through the receiver coil, or with a pulsed flow, where 
the flow is halted during measurement. Most on-line-NMR reaction monitoring systems use 
continuous flow33, 35, 54-55, 131 as this means that the sample within the spectrometer is 
continually refreshed to ensure that the volume measured is always representative of the 
mixture within the reaction vessel; however, pulsed systems have been developed for use 
with some low field spectrometers where continuous flow is not possible.133 For all on-line 
NMR reaction monitoring setups there is an inherent time required for the sample to be 
pumped from the reaction vessel to the spectrometer, leading to a slight delay between a 
change occurring in the reaction vessel and detection. This delay means that standard on-line 
NMR is not suitable for monitoring reactions with half-lives of less than a few minutes that 
are triggered by an external stimulus (such as the addition of a reagent). Fast-injection 
methods, including stopped-flow NMR techniques, have been developed to overcome this, 
although these typically use a static sample that is discarded after measurement.13-14, 16, 19, 30, 
134-136 Capturing fast events that are naturally occurring in a flowing sample during the 
reaction, however, is not limited by the pump delay but the NMR acquisition parameters. 
We have used a closed-loop continuously recirculating flow system‡ based on a simple setup 
using off-the-shelf commercial components (Figure 2.6). The reaction vessel may be anything 
from an open beaker to a Schlenk flask or a pressure reactor. As long as adequate mixing in 
the reaction vessel is provided, ensuring that the sample circulated through the spectrometer 
is representative of the bulk, there is no upper limit on the reaction volume. A standard HPLC 
pump with 1/16” HPLC tubing was used to circulate the sample through the system, with a 
bypass loop fitted for safety reasons. A NMR flow tube with a flexible, thermally jacketed 
transfer line and 5 mm glass sample tip inserted into a standard 500 MHz spectrometer was 
used as the flow module. Details on all components used can be found in the experimental 
section. 
                                                          
‡ Note that whilst NMR data is acquired on a flowing aliquot, the reaction itself is performed as a batch 
process in a continuously stirred reaction vessel, yielding reaction profiles as a function of time rather 
than of reactor length or flow velocity as would be the case for continuous flow mode.137  
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Figure 3.1: Flow scheme and instrumentation diagram for the FlowNMR reaction monitoring apparatus (not to scale; 
for details see the experimental section). 
As expected for such small dimensions, under typical conditions (4 mLmin-1 flow rate, water-
like densities and viscosities) the hydrodynamics of the system are characterised by a low 
Reynolds number of Re = 113 operating in the laminar flow regime. Laminar flow leads to 
back-mixing within the flowing sample due to shearing, causing a symmetrical broadening of 
the residence time distribution.10 In order to quantify the degree of back-mixing and check 
for additional dead volumes within the system, residence time distribution profiles were 
recorded by step tracer experiments quantified by an in-line UV-vis flow cell positioned at the 
exit (cf.Figure 3.1). Figure 3.2a shows the difference between the residence time distribution 
(RTD) of the apparatus with the flow tube bypassed, and with the flow tube included. At 4 
mLmin-1 (acetone, 25°C) the pump and tubing alone have a reasonably sharp RTD with a mean 
residence time of τ = 18.7 sec with only minor tailing, signifying negligible hold-up by non-
uniform flow paths.§ Adding the flow tube to the system shifts the total mean residence time 
to τ = 53.7 sec, showing the total internal volume to be 3.6 mL. As expected, the RTD profile 
broadening is increased after the longer travel, but also a slightly more pronounced tailing is 
seen with the flow tube included. Visual analysis of the flow tube during injection and 
displacement of a tracer dye illustrates the non-ideal plug flow in the tip end of the flow tube, 
where the narrow transport tubing expands into the 5 mm analysis tube and back out again 
(see sample hold-up in Figure 3.2b and c, and the video in the electronic supporting 
information). 
                                                          
§All experiments were performed with the internal pressure sensor of the pump disconnected due to 




Figure 3.2: a) Residence time distribution profiles for the apparatus described in Figure 2.6 at a flow rate of 4 mLmin-
1 (acetone, 25˚C), comparing the effects on residence time distribution with and without the flow tube. Still images 
captured at different time points during the b) addition and c) removal of a tracer dye solution into the flow tube at 
a flow rate of 4 mLmin-1 (video available at dx.doi.org/10.1039/C6CY01754A). Note: Time values in a) correspond to 
a complete circuit of the apparatus returning to the reaction vessel, whilst time values in b) and c) are the time taken 
to travel between the reaction vessel and flow tube only. 
3.3.2.2 Intrinsic flow effects on NMR quantification 
The hydrodynamics of a NMR flow system are not only important for quantifying internal 
volumes, residence times and sample back-mixing, but they also directly impact on NMR 
signal acquisition as they determine the time a given volume element experiences the 
magnetic field (pre-magnetisation) and spends in the detector coil. In our setup, the volume 
of the tubing between the sample entering the magnet and arriving at the flow tube is 
approximately 0.2 mL, leading to a residence time within the magnet, before entering the 
detector coil region, of approximately 3 seconds (at a flow rate of 4 mLmin-1). The volume of 
the flow tube itself is approximately 0.5 mL, corresponding to a residence time of around 8 
seconds in the detector. As the residence time within the magnet prior to detection is 
significantly less than the 5 times the T1 relaxation time delay required for complete 
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magnetisation for many nuclei, this may impact on signal intensity and quantification in a way 
that is not an issue for conventional NMR spectroscopy on static samples. This effect and its 
impact on NMR data has been studied in some detail in the context of HPLC-NMR,27, 122 
however, there has been some recent discussion of flow effects in the context of on-line 
reaction monitoring.31, 33, 35, 47  
To illustrate how flow may affect the signal intensity of peaks in the NMR spectrum, the 
apparatus may be divided into three sections (Figure 3.3): Section A is outside the influence 
of the magnetic field (B = 0); section B is defined as within the magnet but before the detector 
(0 < B < B0), whilst section C encompasses the sample volume within the detector (at B0). For 
simplicity and to aid explanation, the schematic in Figure 3.3 assumes three distinct regions, 
whereas in reality there would be a gradual increase in magnetic field strength as the sample 
approaches sections B and C. Before entering the magnet (A), all nuclei have random spin 
orientations, leading to an overall magnetisation vector of zero. Upon entering the magnetic 
field (B), the nuclear spins start to align along the Z axis, leading to an increase in the 
magnitude of the overall magnetisation vector, M. For a given flow rate, the extent of this 
process is dependent on the individual T1 relaxation times of each of the respective nuclei, 
with nuclei with short T1 values (Figure 3, solid red line) building up magnetisation faster 
than those with longer T1 relaxation times (Figure 3, dashed and dotted red lines). 
 
Figure 3.3: Schematic illustration of magnetisation build-up effects in flow, resulting in non-quantitative results for 
nuclei with long T1 relaxation times or for high flow rates, where τB < 5 × T1. B = magnetic field strength, τB = residence 
time of sample in magnet prior to entering detector. Note: for the purpose of clarity, the sample is shown as exiting 
through the base of the instrument in this diagram, whereas in reality the sample returns by a path parallel to that it 
entered the instrument by (see Figure 2.6). Stray field effects are ignored in this example. 
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Thus if the flow rate is “fast” or the nuclei have “long” T1 values (or both), the residence time 
(τB) within the magnet (section B) will be insufficient to allow full build-up of magnetisation 
before the sample reaches the detector region (C). In this case the free induction decay (FID) 
detected in the receiver coils will be less than it would be if the nuclei were fully magnetised, 
leading to an underestimation of signal intensity. Most importantly however, since the T1 
relaxation time will be different for each nucleus within a molecule or reaction mixture, the 
amount of magnetisation of the nuclei as they enter the detector will be different (see example 
in Figure 3.4). This causes the signal intensity to vary for each nucleus, affecting the ability to 
quantify reaction progress based on different peak areas in flow, an issue which doesn’t arise 
with static samples in which all nuclei will have had sufficient time for full magnetisation 
build-up before acquisition. 
 
Figure 3.4: Variation of relative 1H NMR integral areas for a mixture of organic molecules over flow rate (isopropanol, 
25˚C, 30° pulse, 4 sec acquisition time, 1 sec relaxation delay). 
As can be seen inFigure 3.4, relative 1H peak area discrepancies induced by flow can be as 
high as 25% at flow rates of 4 mLmin-1. If unaccounted for, such differences would directly 
translate to erroneous kinetic data being acquired with a technique that is otherwise valued 
for being inherently quantitative. Of course, this effect is not restricted to 1H but equally 
applies to other common hetero-nuclei often used for reaction monitoring such as 19F, 11B, 31P 
and 13C. At a given flip angle, the decrease in peak integral area at a given flow rate only 
depends on the intrinsic T1 relaxation time of the nucleus. 1H and 19F have relatively short 
relaxation times and thus are affected to a lesser degree by flow effects, which are much more 
pronounced for 31P and 13C which have longer T1 times causing up to 70% signal loss at 4 
mLmin-1. Such severe signal reductions may not only falsify quantification by relative 
integration but even lead to missing transient reaction intermediates. Figure 3.5shows an 
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overview plot of relative integral area reduction induced by flow for various nuclei (for details 
see the experimental section and Appendix 8.1.2). 
 
Figure 3.5: Correlation between the decrease in integral area at a flow rate of 4 mLmin-1 and the T1 relaxation time 
at a flow rate of 0 mLmin-1 for a variety of commonly used NMR nuclei (25°C, 30° pulse, inverse gated decoupling for 
31P and 13C, various delay and acquisition times – see experimental section for details). *Highly symmetrical 
compounds such as BH4-, BF4- and PPh3 result in unusually long relaxation times.138-139 
Fortunately, this so-called in-flow effect on peak area is relatively easy to correct for. 
Previously reported methods for preventing quantification errors have included the addition 
of a pre-magnetisation loop within the magnetic field to increase τB for complete 
magnetisation of the sample,33 or simply restriction to lower flow rates to ensure operation 
within the regime where in-flow effects are negligible.131 Both of these methods suffer from 
an increased delay between a change occurring in the reaction vessel and the change being 
detected in the spectrometer, which may be undesirable for fast reacting systems. An 
alternative which does not require any modification of equipment or additional delays in data 
acquisition is simply to record two spectra of the same sample mixture; one with the sample 
flowing at the desired flow rate and one with a stationary (fully pre-magnetised, quantitative 
conditions) sample. These additional spectra may easily be acquired at the start and end of 
the reaction, or by temporarily halting the flow when there are intermediate species of 
interest. A correction factor may then be calculated for each peak using the simple 
mathematical formula expressed below (I = peak integral, CF = correction factor). 
Equation 3.1: 𝐼𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑 = 𝐶𝐹 × 𝐼 
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For reactions where the starting material and products have significantly different T1 values, 
the difference between the corrected and uncorrected reaction profiles can be significant as 
demonstrated below for the oxidation of triphenylphosphine as followed by 31P FlowNMR 
spectroscopy at 4 mLmin-1 (Figure 3.6). 
 
Figure 3.6: Comparison between uncorrected and corrected reaction progress data of the oxidation of 
triphenylphosphine [T1 = 15.6 sec] to triphenylphosphine sulphide [T1 = 4.8 sec] from 31P FlowNMR accounting for 
incomplete pre-magnetisation (toluene, 25°C, 30° pulse, inverse gated decoupling, 0.8 sec acquisition time, 2 sec 
relaxation delay). Both datasets corrected for relaxation delay quantification effects (see experimental section for 
details). 
In addition to in-flow effects due to incomplete pre-magnetisation, flowing the sample 
through the detector also has the effect of continuously replenishing the polarised nuclei 
within the detection region C with fresh material for each scan. This so-called out-flow effect 
(cf. Figure 3.3) leads to a faster decay of the FID under flow conditions, and faster restoration 
of Z-magnetisation, because nuclei with detectable magnetisation in the XY plane at the start 
of the acquisition period are leaving the detector before they have fully relaxed, being 
replaced by either fresh Z-magnetisation from nuclei in region B (if flow is relatively slow 
and/or T1 relatively fast) or at least partial Z-magnetisation (if flow is relatively fast and/or 
T1 is relatively slow).  
This out-flow effect on the effective T1 relaxation time for different 1H environments can be 
directly observed by standard T1 measurements, with effective T1 reductions of up to 66% at 
4 mLmin-1 as compared to static samples (Figure 3.7). Whilst the absolute (intrinsic) T1 
relaxation times remain unaffected by the motion of the sample, the effective T1 value that is 
observed under flow conditions (T1*) decreases as flow rate is increased in a manner that is 
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proportional to the static T1 value. This decrease in measured T1 relaxation time has been 
documented previously as a feature of HPLC-NMR,27  and is governed by the following 
equation, where B is the residence time within the magnetic field, prior to entering the 












Figure 3.7: Measured 1H T1* relaxation times for a mixture of organic molecules over flow rate (isopropanol, 25°C, 2 
sec acquisition time, 20 sec relaxation delay). 
Under favourable conditions (e.g. slow flow rates where essentially all the sample arriving in 
the detector region is freshly Z-magnetised) this may allow for shorter repetition times to be 
used between scans without compromising on quantitation, since under static conditions 
leaving 4.6 x T1 between scans is required for recovery of 99% of the equilibrium 
magnetisation.  A similar principle has previously been applied to increase signal acquisition 
rate on static samples,140 and in ‘moving tube’ experiments.141 However, at higher flow rates, 
in-flow effects dominate and are the major factor to be considered if quantitative data are 
required (see below and Figure 3.10). 
The faster decay in the FID brought about by the out-flow effect necessarily leads to a 
concomitant decrease in the measured T2 relaxation time (Figure 3.8) which is governed by 













Figure 3.8: Decrease in 1H T2 relaxation times with increasing flow rate (Isopropanol, 25°C, CPMG pulse sequence, 4 s 
acquisition time, 15 s relaxation delay) 
This decrease in effective T2 with increasing flow rate causes an increase in peak linewidth as 
flow rate is increased, however, in practice when using the flow tube for reaction monitoring, 
linewidths are dominated by magnetic inhomogeneity effects caused by the presence, and 
asymmetry in the positioning, of the capillary within the flow tube. Therefore, the impact of 
increasing flow rate on the effective T2 value, T2*, is actually minimal (Figure 3.9). 
 
Figure 3.9: Decrease in 1H T2* relaxation times with increasing flow rate (isopropanol, 25°C, 30° pulse, 4 sec 
acquisition time, 15 sec relaxation delay). 
Under certain conditions it is also possible to observe an initial enhancement in signal 
intensity when flowing a sample through the detector, compared to a static sample. This effect 
may occur when the relaxation delay time between pulses is set too short, and a return to the 
Boltzmann distribution between scans is not achieved in the absence of flow. Under slow flow 
conditions, the rate of return to Boltzmann distribution is then artificially increased by the 
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influx of freshly polarised nuclei (from region B of Figure 3.3). This effect is more pronounced 
for large flip angle pulses, since the return to equilibrium takes longer (Figure 3.10). At 
progressively higher flow rates, in-flow effects of incompletely magnetised fresh sample 
mean that the signal intensity drops off (Figure 3.4); but under conditions where insufficient 
relaxation times have been left between scans, the relative integral area remains higher when 
using a 90 degree pulse rather than a 30 degree pulse since the in-flow of even partially Z-
magnetised nuclei contributes to a faster return to the Boltzmann distribution and an increase 
in relative integral area (Figure 3.10).   
 
Figure 3.10: Variation in 1H integral area of acetone CH3 peak with increase in flow rate for different flip angles, 
showing increase in integral areas due to relaxation delay time effects for flip angles greater than 30°. (25°C, 3.2 sec 
acquisition time, 4 sec relaxation delay). 
Since this effect is only significant if the relaxation times between pulses is set too short 
(which would also result in non-quantitative results under static conditions), it is unlikely to 
be an issue for quantitative FlowNMR studies using appropriate relaxation time delays. 
However, use of the methods already described (Equations 1 and 2) would be able to 
compensate for any such errors should they arise.  
If the interpulse delay is set long enough to allow full T1 relaxation in the absence of flow, no 
signal enhancements caused by out-flow effects are observed at any flip angle when starting 
to flow (Figure 3.11). 
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Figure 3.11: Variation in integral area of acetone 1H peak with increase in flowrate for different flip angles, showing 
increase in integral areas due to relaxation delay time effects for flip angles greater than 30°. (25°C, 3.17 sec 
acquisition time, 15 sec relaxation delay). 
The extent of all flow effects on NMR signal quantification discussed here are dependent on 
the exact specifications of the probe and spectrometer used. For instance, the design of the 
magnet and its shielding can greatly modify the amount of stray field experienced by the 
sample as it approaches the detector, leading to large differences in the results obtained 
between different instruments even at the same nominal field strength (Figure 3.12). We 
therefore recommend our results to be taken as a qualitative guideline, and any compensation 
calculations and parameter fine-tuning should be based on data acquired with the instrument 
used for reaction monitoring in flow. 
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Figure 3.12: Comparison of in-flow effects on relative integral area of the acetone 1H resonance using the same flow 
tube setup with different spectrometers (25°C, 30° flip angle, 4 sec acquisition time, 15 sec relaxation delay). 
 
3.3.2.3 Practical aspects of data acquisition and processing 
Due to the high cost of deuterated solvents and the amount of solvent required for a typical 
flow experiment (about one order of magnitude higher than tube experiments), it is generally 
not practical to carry out FlowNMR reactions in deuterated solvents.142-143 In addition, from a 
mechanistic perspective deuterated solvents may also cause problems when interacting with 
reaction intermediates or actively participating in the reaction (H/D exchange), falsifying 
measured kinetics through isotope effects.47 It is therefore desirable to carry out FlowNMR 
reactions in non-deuterated solvents; however, this leads to decreased spectral intensity due 
to the need to adjust the receiver gain of the spectrometer to ensure that the dominant solvent 
peaks do not overwhelm the detector, otherwise causing severe distortions to the spectrum. 
In order to improve the relative signal intensity of peaks of interest when using non-
deuterated solvents it is common to use solvent suppression pulse sequences that reduce 
solvent peak intensity, allowing the receiver gain to be increased to reach satisfactory signal-
to-noise values of the smaller peaks of interest.9, 142 Standard presaturation sequences 
typically used for solvent suppression are unfortunately of limited use in FlowNMR, since 
some of the solvent molecules that have been presaturated during the relaxation delay will 
have been replaced by fresh unsaturated solvent molecules with full signal intensity when the 
actual FID is recorded.9 WET pulse sequences are much more effective in suppressing solvent 
signals in flow than pre-saturation due to the significantly shorter pulse sequences employed 
75 
in WET which are less affected by sample motion.28, 57 With advanced WET techniques it is 
also possible to simultaneously suppress multiple resonances (Figure 3.13) including their 
carbon satellites very effectively (Figure 3.14; for details see the supplementary information). 
 
Figure 3.13: Triple solvent suppression of all isopropanol 1H resonances using WET pulse sequence with automated 
peak detection and suppression including 13C decoupling, leading to an approximately 100-fold reduction in peak 
intensity (500 MHz, 25°C, 2 sec acquisition time, 4 sec relaxation delay, 0 mLmin-1 flow rate). 
 
Figure 3.14: Suppression of the acetonitrile CH3 peak in flow comparing a simple presaturation pulse sequence with 
a WET pulse sequence including 13C decoupling, leading to an approximately 500-fold reduction in peak intensity (500 
MHz, 25°C, 3.17 sec acquisition time, 4 sec relaxation delay, 4 mLmin-1 flow rate). * Solvent impurity peak not 
suppressed, demonstrating selectivity of WET suppression. 
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In addition to eliminating solvent peaks, deuterated solvents are traditionally also used to 
perform field locking and shimming of the spectrometer. While with most high field 
spectrometers it is still not possible to perform field locking without an internal 2H standard, 
modern instruments are capable of maintaining a high level of field stability over extended 
periods of time. For instance, signal drifts for the 500 MHz Bruker Ultrashield spectrometer 
used in this study are in the order of 0.1 Hz/h (0.0002 ppm/h), which is quite acceptable for 
most reaction monitoring time scales. Where field drift is significant, the spectrometer can 
usually be set to compensate continuously for the measured drift. Shimming of the magnetic 
field can easily be performed on solvent proton signals using automated shimming programs, 
however, if a high degree of field homogeneity is required then manual fine tuning of the 
shims may be required. Using the setup described in Figure 3.1, due to the capillary within 
the flow tube there is a substantial increase in magnetic inhomogeneity in the XY plane, 
meaning that particular attention must be paid to ensuring good shimming in these planes. 
Slight differences in tube positioning will require a shim check before each run, though this 
can easily be performed starting from previously saved parameters. As internal and external 
differences in magnetic susceptibility can affect the local magnetic field, the shim quality may 
drift over the course of a reaction monitoring experiment. Although we haven’t found this to 
be an issue over periods as long as 24 hours using a shielded 500 MHz instrument (variation 
in HHLW <0.05 Hz/h), it is possible to include periodic shimming routines in the reaction 
monitoring sequence should significant drifting occur during a long term experiment. 
Once good data has been recorded it is vital to ensure that all spectra are well phased and 
have a flat base line to avoid errors when integrating various peaks across multiple spectra 
for deriving quantitative reaction profiles. The amount of data generated (easily hundreds to 
thousands of spectra) generally means that one has to rely on automated processing, which 
can be performed with a variety of contemporary NMR software packages. Whilst most of 
these offer multi-spectra commands for automatic phasing and baseline correction, manual 
adjustment of the parameters used is recommended to achieve high accuracy and precision. 
For instance, we often find substantial improvements in data quality when phasing and 
baseline corrections are performed within manually defined ranges of interest rather than 
the full spectral window as the standard setting, as spectra often include bent edges of varying 
size and phasing that can cause severe data scattering through baseline jumps or tilts when 
using automated correction commands (Figure 3.15). 
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Figure 3.15: Comparison between the same 1H reaction progress data processed using automatic phase and baseline 
corrections (left) and with manual refinement of parameters to reduce baseline distortions and data scatter (right). 
Note that a particularly noisy data set was chosen for illustration purposes, and higher quality reaction profiles are 
typically obtained from FlowNMR experiments (see e.g. Figures 6 and 13). 
Even with the above precautions, drifting peaks and overlapping signals may pose additional 
challenges to extracting the desired information from the data generated. Recent software 
solutions offer the ability to track moving peaks across multiple spectra for accurate 
integration, and perform automatic deconvolution of overlapping signals. Spectral 
deconvolution is used extensively in quantitative process monitoring by UV-vis and IR 
spectroscopies, and has recently been discussed at great length as an important tool for low 
field NMR reaction monitoring where spectral resolution is similarly low.52 Although not 
always required, these advances can also be applied to high field measurements with equal 
success, where not having to rely on well-separated diagnostic peaks for each molecule of 
interest within a dynamic mixture adds to the utility of reaction monitoring by NMR. Below 
in Figure 3.16 we show an example where overlapping resonances have been deconvoluted 




Figure 3.16: Comparison of reaction conversion profiles calculated for the transfer hydrogenation reaction of 
acetophenone and isopropanol to 1-phenylethanol and acetone, based on the peak areas of the CH(OH) and CH3 peaks 
in 1-phenylethanol (the latter overlapping with the CH3 peak in isopropanol), with and without spectral alignment 
and deconvolution (isopropanol, 25°C, 30° pulse, 1 sec acquisition time, 4 sec relaxation delay, 4 mLmin-1). Increased 
scattering in the deconvoluted data (green) is due to slight shifts in peak positions in some spectra, leading to 
deconvolution inaccuracies. Inset: 1H NMR spectrum of reaction mixture with and without peak deconvolution, 
indicating location of 1-phenylethanol CH(OH) peak (*) on shoulder of isopropanol CH3 peak, in close proximity to 





High field on-line NMR is a particularly versatile and useful tool for real time reaction 
monitoring as it offers direct insight into complex mixtures without the need of external 
calibration and is applicable to a wide range of reaction conditions. FlowNMR systems are 
easy to set up, using commercially available apparatus and software, and are a time and cost 
efficient means of analysing reaction kinetics and studying mechanisms. Reactions may be 
studied under realistic conditions with efficient mixing, whilst allowing reagents to be added 
during the course of the reaction. Suitable solvent suppression techniques can remove the 
need for deuterated solvents, reducing cost and avoiding unwanted isotope effects. 
The inherently quantitative nature of NMR is of great benefit for reaction monitoring, 
however, precautions must be taken when accurate results are required from reactions 
where T1 relaxation times are similar or greater than the residence time of the sample within 
the magnet at the chosen flow rate. Residence time effects may lead to a decrease in the 
amount of signal detected, which has the potential to cause inaccuracies when comparing 
concentrations of species with different relaxation times. However, these in-flow effects can 
easily be corrected by simple mathematical calculation. 
Out-flow effects, reducing the delay time required between scans, may be used to increase the 
amount of data that can be acquired within a given time period. This allows increasing either 
the temporal resolution of the experiment (more spectra per time) or the quality of the data 
(more scans per spectrum) as required. 
A number of software packages are available to assist with the acquisition and processing of 
FlowNMR data, and include methods for suppressing solvent peaks and tracking peak drift 
over time. Care must be taken when applying automatic multiple spectra commands for 
phasing and base line correction, and manual adjustment of the parameters is recommended. 






Reactions were carried out in a standard glass round-bottomed flask, with a double-piston 
HPLC pump (JASCO PU-2085 Plus) with a semi-micro pump head used to circulate the mixture 
around the system to an InsightMR flow tube (Bruker) located within the spectrometer 
(Bruker 500 MHz Avance II+ Ultrashield equipped with a broadband BBO probe). In order to 
minimise the delay time between a change occurring in the reaction vessel and the arrival of 
the sample to the spectrometer for detection it is desirable to ensure that the volume of the 
tubing connecting the reaction vessel to the spectrometer is minimised, therefore narrow 
diameter polyetheretherketone (PEEK) tubing (0.762 mm I.D., Upchurch Scientific) was used. 
The PEEK tubing offers high chemical and mechanical stability (pH 0 – 14, -50 – 100 °C, >300 
bar) along with good flexibility and low gas permeability. For reactions at atmospheric 
pressure standard rubber seals were used to connect the tubing with the reaction solution, 
and found effective for air-sensitive systems over prolonged times (>10 hours) when sealed 
off with silicone grease. All other connections were made using standard HPLC-type PEEK 
connectors (Upchurch Scientific), allowing the apparatus to be purged with inert or reactive 
gases as required. All equipment was positioned on a mobile trolley made of plastic 
(Rubbermaid), allowing the equipment to be transported between the laboratory and the 
spectrometer as required. The trolley and apparatus were able to be placed at a minimum 
distance of 0.5 m from the shielded magnet without experiencing adverse magnetic effects. 
Data acquisition was performed without lock and with shimming performed using automated 
1H shimming routines, followed by manual fine tuning. Data processing was performed using 
commercially available software. All samples were prepared using reagents purchased from 
Sigma Aldrich or Alfa Aesar at reagent grade or higher and were used without further 
purification. 
Residence time distribution profiles were obtained by concentration step using a tracer dye. 
Acetone was flowed through the apparatus at a continuous flow rate of 4 mLmin-1 before the 
sample inlet was switched to a solution of Fluorescein in acetone (1 gdm-3). The change in 
absorbance at 334 nm at the outlet tubing was monitored over time using a fibre optic light 
source (Avantes AvaLight-DH-S-BAL), flow cell and spectrometer (Avantes AvaSoft 2048L) 
until no further change was observed. The input was then switched back to clean acetone and 
the process repeated. Data was fitted using a 5 parameter sigmodal function and the fitted 
data differentiated to provide the residence time distribution. Photographs and video of the 
sample hold-up within the flow tube were recorded by concentration step using a Rose Bengal 
dye (1 gdm-3, acetone) in an analogous way to the residence time distribution profiles. 
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1H T1 relaxation time measurements were performed on a mixture of acetophenone, 1-
phenylethanol, acetone and 1,3,5-trimethoxybenzene in isopropanol using an inversion-
recovery pulse sequence with variable delay times of 0.01, 0.25, 0.5, 1, 2, 3, 5, 7.5, 10 and 15 
seconds and a relaxation delay time between data acquisition of 15 seconds (4 sec acquisition 
time), averaged over 8 scans with 4 dummy scans to ensure an equilibrium state was attained 
prior to data acquisition. Data was processed and fitted using the Topspin ‘t1guide’ utility. 1H 
integral area measurements were performed on the same sample using a standard 30° pulse 
sequence (1 sec delay, 4 sec acquisition time, 8 scans) at flow rates between 0-4 mLmin-1. 
19F T1 relaxation time measurements were performed on a mixture of α,α,α-trifluorotoluene, 
2-fluorotoluene, trifluoroethanol, trifluoroacetic acid, tetrabutylammonium 
hexafluorophosphate, and tetrabutylammonium fluoride in acetone using an inversion-
recovery pulse sequence with variable delay times of 0.05, 0.25, 0.5, 1, 1.5, 2, 3, 5, 7.5  and 10 
seconds and a relaxation delay time of 10 seconds (4.65 sec acquisition time), averaged over 
8 scans with 2 dummy scans. Due to limited pulse excitation width, data was acquired 
separately for regions -50 – -90 ppm, -105 – -135 ppm and -170 – -200 ppm. Data was zero 
filled to quadruple the size of the FID before data processing using the ‘t1guide’ utility. 19F 
integral area measurements were performed on the same sample using a standard 30° pulse 
sequence (10 sec delay, 4.65 sec acquisition time, 16 scans) at flow rates between 0-4 mLmin-
1. Integral area data was zero filled and linear back prediction (128 points) used to remove 
broad spectral distortions due to fluorine in the probe prior to integration. 
31P T1 relaxation time measurements were performed on a mixture of 
dichlorophenylphosphine, chlorodiphenylphosphine, triphenylphosphine oxide, 
triphenylphosphine sulphide, triphenylphosphine, triphenylphosphate and 
tetrabutylammonium hexafluorophosphate in acetone using an inversion-recovery pulse 
sequence modified to include an adiabatic 180° pulse and inverse gated proton decoupling. 
Variable delay times of 0.05, 0.25, 0.5, 1, 2, 3, 5, 10, 20 and 30 seconds were used with a 
relaxation delay time of 30 seconds (2 sec acquisition time), averaged over 8 scans with 4 
dummy scans. Data was zero filled to quadruple the size of the FID before data processing 
using the ‘t1guide’ utility. 31P integral area measurements were performed on the same 
sample using a standard 30° pulse sequence with inverse gated 1H decoupling (45 sec delay, 
2 sec acquisition time, 8 scans) at flow rates between 0-4 mLmin-1. 
11B T1 relaxation time measurements were performed on a mixture of phenylboronic acid, 
bis(pinacolato)diboron, tri(isopropyl)boron, sodium tetrafluoroborate and sodium 
borohydride in 1 M aqueous sodium hydroxide solution using an inversion-recovery pulse 
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sequence. Due to the range of 11B T1 values observed for this mixture, the experiment was 
performed in two sections, the first using variable delay times of 0.0005, 0.001, 0.0015, 0.002, 
0.003, 0.004, 0.005, 0.0075, 0.01, 0.02, 0.03, 0.05, 0.075, 0.1, 0.15, 0.2, 0.3, 0.5, 0.75 and 1 
seconds with a relaxation delay time of 1.5 seconds (0.8 sec acquisition time), averaged over 
8 scans with 4 dummy scans, and the second using variable delay times of 0.1, 0.5, 1, 2, 3, 4, 5, 
7.5, 10 and 25 seconds with a relaxation delay time of 30 seconds (0.8 sec acquisition time), 
averaged over 8 scans with 4 dummy scans. Data was zero filled to quadruple the size of the 
FID before data processing using the ‘t1guide’ utility. 11B integral area measurements were 
performed on the same sample using a standard 30° pulse sequence (30 sec delay, 1 sec 
acquisition time, 4 scans) at flow rates between 0-4 mLmin-1. Integral area data was zero filled 
and linear back prediction (128 points) used to remove broad spectral distortions due to the 
borosilicate glassware prior to integration. 
13C T1 relaxation time measurements were performed on a mixture of equal volumes of 
toluene, ethanol, cyclohexane and acetone using an inversion-recovery pulse sequence 
modified to include an adiabatic 180° pulse and inverse gated proton decoupling. Variable 
delay times of 0.05, 0.1, 0.5, 1, 3, 5, 7.5, 10, 15, 20, 30, 40, 60 and 90 seconds were used with 
a relaxation delay time of 90 seconds (0.82 sec acquisition time), averaged over 16 scans with 
4 dummy scans for the spectral region 40 – -40 ppm. Data was zero filled to quadruple the 
size of the FID before data processing using the ‘t1guide’ utility. 13C integral area 
measurements were performed on the same sample using a standard 30° pulse sequence with 
inverse gated 1H decoupling (80 sec delay, 3.72 sec acquisition time, 8 scans) at flow rates 
between 0-4 mLmin-1. 
1H T2 relaxation time measurements were performed on a mixture of acetophenone, 1-
phenylethanol, acetone and 1,3,5-trimethoxybenzene in isopropanol using a CPMG pulse 
program with a 20 ms delay between successive 180 degree pulses, and variable loop counts 
of 2, 10, 20, 40, 60, 100, 150, 200, 300 and 500, giving echo times of between 40 and 10000 
ms. A 15 sec delay time between data acquisition was used, and the signal averaged over 8 
scans with 16 dummy scans. Data was processed and fitted using the Topspin ‘t1guide’ utility. 
T2* values were calculated from 1H peak linewidths from the same sample as the 1H integral 
area measurements (15 sec delay, 4 sec acquisition time, 30° pulse, 8 scans). Peaks were 
deconvoluted from the spectra and peak widths at half height (HHLW) taken from the fitted 







1H flip angle variation experiments were performed on a mixture of acetophenone, 1-
phenylethanol, acetone and 1,3,5-trimethoxybenzene in isopropanol using a standard 90° 
pulse program (4 or 15 sec delay, 3.17 sec acquisition time, 4 scans). The pulse length was 
varied manually between 15° and 90° and data acquired at flow rates between 0-4 mLmin-1. 
Solvent suppression was performed on a sample of 1% benzaldehyde in acetonitrile at a flow 
rate of 4 mLmin-1. Spectra were acquired using a standard 30° pulse program (4 sec delay, 
3.17 sec acquisition, 8 scans, receiver gain = 6.35, transmitter frequency offset = 2.78 ppm), a 
presaturation pulse sequence (4 sec delay, 3.17 sec acquisition, 8 scans, receiver gain = 114, 
transmitter frequency offset = 2.78ppm) and a WET pulse sequence with a shaped pulse and 
low power 13C decoupling during acquisition (4 sec delay, 3.17 sec acquisition, 8 scans, 
receiver gain = 203, transmitter frequency offset = 2.78ppm). 
3.3.4.1 Reaction of triphenylphosphine with sulfur 
Following the general procedure for FlowNMR experiments given in the ESI, the FlowNMR 
apparatus was purged with toluene and then filled with a solution of triphenylphosphine 
(0.624 g, 2.4 mmol) in toluene (13.6 mL). 31P data was acquired for the static sample (inverse 
gated 1H decoupled, 2 sec delay, 0.803 sec acquisition time, 30° pulse, 16 scans). Flow of 
sample around the apparatus was started (4 mLmin-1) and a second spectrum acquired. Both 
spectra were integrated and the absolute integral values compared to calculate a flow 
correction factor for triphenylphosphine. An additional spectrum acquired under 
quantitative conditions (inverse gated 1H decoupled, 60 sec delay, 0.803 sec acquisition time, 
30° pulse) was used to calculate a second correction factor which was applied to both datasets 
to compensate for the non-quantitative conditions required during reaction monitoring.** A 
solution of S8 (87 mg, 0.34 mmol) in toluene (10 mL) was added to the stirred reaction flask 
and data acquisition started (1 spectrum per minute for the first hour of data acquisition, 1 
spectrum every 2 minutes for the second and third hour or acquisition). After three hours, 
data acquisition was halted. Spectra were recorded at flow rates of 0 and 4 mLmin-1 and a 
second correction factor calculated for the triphenylphosphine sulphide product. All spectra 
were integrated and the integrals scaled by the correction factor for each peak respectively 
to give the corrected integral for conversion calculation. 
3.3.4.2 Transfer hydrogenation of acetophenone 
The FlowNMR apparatus was purged with dry nitrogen for 30 min to remove any traces or 
air or moisture. The apparatus was filled with 10 mL of a stock solution of potassium 
                                                          
** In practice, both effects may be corrected for simultaneously by ensuring that the static spectrum 
acquired for the calculation of a correction factor for flow effects is acquired under quantitative 
conditions. 
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hydroxide (anhydrous, 0.112 g, 2 mmol) and 1,3,5-trimethoxybenzene (3.364 g, 0.02 mol) in 
dry, degassed isopropanol (200 mL) and acetophenone (0.47 mL, 4 mmol) was added. Data 
acquisition was started (4 sec delay, 1 sec acquisition time, 30° pulse, 4 scans) and a solution 
of the catalyst (S,S)-(TsDPEN)mesitylruthenium chloride (12 mg, 0.02 mmol) in isopropanol 
(1 mL) was added to start the reaction. 
Concentrations of species were determined by peak integrals and referenced to 1,3,5-
trimethoxybenzene as internal standard. For deconvolution of the 1-phenylethanol peaks 
(overlapping with isopropanol) spectra were first aligned before automatic deconvolution of 
spectra was performed. Deconvoluted spectra were integrated in the usual manner to obtain 
peak areas for concentration determination. 
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3.4 COMMENTARY AND CONCLUSIONS 
To ensure quantitative results when using online FlowNMR spectroscopy to measure reaction 
kinetics requires a number of precautions to be taken. In-flow and out-flow effects can lead 
to changes in the measured signal intensity of different peaks for flowing samples, when T1 
relaxation times are similar or greater than the residence time within the magnet. If left 
uncorrected, this may result in inaccurate concentrations of reaction species being calculated. 
It is therefore vital that these effects are understood, and a mathematical correction applied 
for every apparatus and reaction. 
Whilst the results presented in this chapter apply to the second-generation apparatus design 
discussed in Chapter 2, the conclusions are general and apply to all FlowNMR apparatus. In 
the case of the third-generation apparatus used to acquire data in subsequent chapters, mean 
residence times are given in Table 3.1 below. 
Table 3.1: Mean residence time for different third-generation FlowNMR apparatus configurations (Figure 2.21). 
Apparatus configuration Mean residence 
time (s) 
With flow tube 57 
Flow tube bypassed 41 
With flow meter, flow tube bypassed 57 
With flow tube and flow meter 95 
The residence time of the third-generation apparatus is slightly longer than for the second-
generation (Figure 3.2), reflecting the increased flow path distance due to inclusion of UV-Vis, 
HPLC/MS and process control instruments. Inclusion of the flow meter significantly increases 
the residence time of the system; hence the flow meter is usually bypassed unless required 
(Figure 2.21). 
Having established methods to acquire, correct and process FlowNMR data, these techniques 
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4 ONLINE MONITORING OF A 
PHOTOCHEMICAL REACTION 
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4.1 INTRODUCTION TO PUBLISHED WORK 
As discussed in Chapter 2, FlowNMR has the potential to allow monitoring of reactions that 
would be challenging to study using conventional NMR techniques. To test the scope of the 
FlowNMR apparatus for monitoring reactions that are challenging for traditional methods, a 
photochemical reaction was chosen for investigation. 
Photochemical reactions have previously proved to be very challenging to study by NMR 
spectroscopy, as ensuring constant and homogenous irradiation of the sample within the 
spectrometer is very difficult.34, 65 For this reason, most photochemical reactions using NMR 
for reaction monitoring are performed off-line, with samples taken from the reaction for 
analysis at a later stage. 
The reaction selected for analysis (Scheme 4.1) is currently under investigation by the 
Carbery group at the University of Bath as a new synthetic route for the formation of N-
Benzylidenebenzylamine derivatives.144-145  
Prior to investigation using FlowNMR spectroscopy, analysis of reaction kinetics had been 
performed off-line. A sample was removed from the reaction after a given time and the solvent 
evaporated, before re-dissolving in deuterated solvent for NMR analysis. Data acquired using 
this method produced very scattered conversion profiles, due to variability in the work-up 
and analysis delay between different samples (Figure 4.2). All samples were found to contain 
benzaldehyde as an impurity, however the concentration did not correlate well to reaction 
time.  
For the photochemical reaction, a modified version of the apparatus described in Chapter 2 
was required. As photochemical reactions are very sensitive to changes in light intensity due 
to positioning of the light source and reaction vessel, it was important to use the same 
equipment for reaction monitoring in flow as had been used previously for the off-line 
measurements. In this case, the inlet and outlet tubing from the FlowNMR apparatus were 
simply placed into the glass dish filled with the reaction solution (Figure 4.1).   
This simple setup allowed the reaction to be monitored in real time, whilst maintaining 
constant illumination and air flow over the sample, both of which have proved crucial to the 
reaction. Having demonstrated the ability of the FlowNMR apparatus to produce reliable 
results for the photochemical reaction, conditions were varied, providing insights into the 
reaction mechanism. 
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We demonstrate how FlowNMR spectroscopy can readily be applied to investigate 
photochemical reactions that require sustained input of light and air to yield mechanistic 
insight under realistic conditions. The Eosin Y mediated photo-oxidation of N-
allylbenzylamine is shown to produce imines as primary reaction products from which 
undesired aldehydes form after longer reaction times. Facile variation of reaction conditions 
during the reaction in flow allows for probe experiments that give information about the mode 
of action of the photocatalyst. 
 
4.3.1 Introduction 
Photochemical reactions are an important part of the modern synthetic chemists’ repertoire 
due to the unique chemistry occurring in the excited state.146-150 Visible light 
photo(redox)catalysis is of particular current interest due to the potential for utilization of 
sunlight as sustainable energy source in chemical synthesis.151-156  
In order to gain an understanding of the mechanisms involved in these reactions it is 
necessary to have a means of producing high quality kinetic data under realistic conditions. 
Spectroscopic techniques such as Ultra-violet visible (UV-vis), Infrared (IR) and fluorescence 
spectroscopies have been widely used for monitoring photochemical reactions, however, 
these techniques are only able to provide limited structural information about reaction 
species and require calibration before use.34, 65-66, 73, 146 Mass Spectrometry offers a 
complimentary technique with higher sensitivity and resolution, but structural information 
may still be limited for novel complexes where fragmentation patterns are not known, and 
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calibration with each compound is required before quantitative results may be attained.157-
158  
Although less sensitive, Nuclear Magnetic Resonance (NMR) spectroscopy provides a wealth 
of structural information over a wide detection range and does not require external 
calibration. However, conventional NMR techniques are incompatible with photochemical 
reactions due to the difficulties in irradiating the sample once it is inside the magnet.34, 65 
For this reason, most NMR monitoring of photochemical reactions is performed off-line, but 
the delays and sample work-up procedures between reaction and analysis often entail 
compositional changes. In-situ approaches including setups where light is guided from an 
external source to the sample inside the spectrometer using mirrors or fibre-optic cables,69, 72 
special sample tubes with miniature LED light sources inside the spectrometer67, 159 and 
modified NMR probes have been developed34, 65 but these require custom-made equipment 
and are the domain of specialists. In addition, these setups do not allow for mixing of the 
sample or changes in reaction conditions,11 and often deliver light at one point only.65, 67, 72, 159 
The lack of control of light intensity across the sample means that recreating realistic 
conditions is difficult, which may result in different rates or/and mechanisms for reactions 
that are limited by photon density.  
The use of NMR as online monitoring technique has been known for some years, primarily as 
a detection method in HPLC-NMR coupled analysis,27-28 but only recently gained interest as a 
method for real-time reaction monitoring. This has been spurred on by the recent 
commercialisation of a number of dedicated FlowNMR monitoring systems36, 49, 55, 121 
accompanied by several reports detailing general considerations for their use.52, 121, 160  
Online FlowNMR techniques utilize an external reaction vessel, situated outside of the 
influence of the magnetic field, with sample continuously pumped into the spectrometer 
through a dedicated NMR flow tube located within a standard NMR probe before returning to 
the reaction vessel (Figure 4.1).36, 160 This setup permits full control over the reaction 
conditions during the analysis, including mixing, addition of reagents, temperature regulation 
as well as irradiation of the sample.11 Advanced solvent suppression techniques allow the use 
of non-deuterated reaction solvents without compromising data quality, reducing cost and 
avoiding unwanted isotope effects.9  
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Figure 4.1: FlowNMR setup for monitoring photochemical reactions (not to scale). 
Two recent papers have explored the possibility of utilizing online NMR reaction monitoring 
to study photochemical reactions, with one study investigating the photochemical 
degradation of environmental pollutants,34 and another using a low-field NMR spectrometer 
for analysis of products exiting from a photochemical flow reactor.74 Neither study reports 
reaction kinetics or mechanism, and to the best of our knowledge, no examples of high-
resolution FlowNMR reaction monitoring for kinetic and mechanistic investigations of 
photochemical reactions have thus far been reported. 
4.3.2 Results and Discussion 
Examples of visible light photocatalysis are abundant in nature, forming the basis of many key 
biological processes.146-147, 150 Flavins, based on a tricyclic isoalloxazine ring system, are an 
important class of natural photocatalysts.147, 161-163 Synthetic fluorescent dyes mimicking the 
core structure of flavins have been developed as staining agents for biological systems, 
including compounds such as Fluorescein, Eosin and Rose Bengal.  
In the presence of visible light and air, Flavin and Eosin Y have been found to catalyse 
reactions of secondary amines to give a mixture of inter- and intramolecular oxidation 
products (Scheme 4.1).145 The reaction proceeds at room temperature in acetonitrile solution 
under white or green light irradiation in air (Scheme 4.1).  
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Scheme 4.1: Structure of Eosin Y and photocatalytic oxidation of allylic amines. 
Sampling off-line 1H NMR analysis of the reaction showed the major products to be oxidation 
product 2 and intermolecular coupling product 3 (Figure 4.2). Small amounts of 
benzaldehyde were also observed throughout the reaction as an undesired by-product. Even 
with utmost care, data from off-line sampling was always scattered and difficult to reproduce 
due to slight variations between different samples and the need for work-up before the 
analysis (Figure 4.2).  
 
Figure 4.2: Off-line and on-line FlowNMR reaction profiles of N-allylbenzylamine (1) in MeCN (6.4 mM) at 20°C in the 
presence of Eosin Y catalyst (1 mol%) under green LED illumination (633 µW) to form 2, 3 and 4. (On-line: 100 mL, 4 
mLmin-1 flowrate, WET solvent suppression, 1.64 s acquisition time, 3 s relaxation delay, 12 scans. Off-line: 300 mL, 3 
s acquisition time, 1 s relaxation decay, 16 scans. 20 mL samples were periodically withdrawn from the reaction 
mixture and concentrated under reduced pressure before dissolving in CDCl3 for analysis). See the experimental 
(Section 4.3.6.3) for details. 
Monitoring the reaction under the same conditions by online 1H FlowNMR spectroscopy 
however (Figure 4.1) yielded smooth and highly reproducible concentration profiles of all 
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components from a single experiment (Figure 4.2). The ~30 second time lapse between 
leaving the continuously illuminated vessel and reaching the NMR probe was sufficient to 
avoid adverse effects on NMR data acquisition by photo-generated radicals, and the returning 
aliquot resumed turnover once returned to the illuminated vessel.
†† 
The data obtained revealed a steady consumption of the N-allylbenzylamine starting material 
with corresponding increase in concentration of products 2 and 3 in a 1:1 ratio at virtually 
identical rates. The rate of the reaction was constant until about 65% conversion, indicating 
pseudo-zero order kinetics in 1 under the conditions applied.  
Interestingly, no benzaldehyde formation was observed by FlowNMR during the initial stages 
of the reaction; the associated peaks did not appear until about 2 hours into the reaction, 
corresponding to >80% substrate consumption. This clearly showed benzaldehyde to be a 
secondary reaction product formed from imines 2 and 3 rather than from amine 1, which 
appeared much more pronounced in the off-line reaction monitoring data due to degradation 
between sampling and data acquisition.  
Under the conditions applied, substrate conversion reached completion after ~4 hours, after 
which the concentration of benzaldehyde continued to increase at the expense of both 2 and 
3, although degradation of allylphenylimine 2 was slightly faster than the more stable 
benzylphenylimine 3. 
Increasing the concentration of 1 seven-fold resulted in a lengthening of the reaction time, 
again with constant rates during the first 6 hours up to ~65% conversion indicative of 
saturation kinetics (Figure 4.3).  
                                                          
†† Total volume of FlowNMR apparatus = 3.7 mL. For a 100 mL reaction volume the sample spends 4% 
of the reaction time outside the reaction vessel (on average). 
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Figure 4.3: Kinetic data for the reaction of N-allylbenzylamine (1) (25.6 mM) in the presence of green light and Eosin 
Y catalyst (1 mol% soln. in acetonitrile (100 mL)) to form 2, 3 and 4. (20°C, Green LED light source (100 W), WET 
solvent suppression, 1.64 s acquisition time, 3 s relaxation delay, 12 scans, 4 mLmin-1 flowrate). 
Over these longer reaction times a number of other (currently unidentified) by-products were 
observed to form at low concentration, as evidenced by the appearance of a variety of small 
peaks in the 1H spectra (Figure 4.4).  
 
Figure 4.4: 1H NMR spectra (solvent suppressed) of the reaction mixture a) before irradiation, b) after irradiation for 
15 h with a green LED light source (633 µW at 510 nm) and c) after irradiation for 30 min with a white halogen light 
source (250 mW at 510 nm). (WET solvent suppression, 1.64 s acquisition time, 3 s relaxation delay, 12 scans). 
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Sum integration of the aromatic region remained constant over the course of the reaction, 
however, demonstrating that the reaction mass-balance was maintained (Figure 4.5). 
 
Figure 4.5: Sum integration of aromatic region (8.25 – 7 ppm) throughout course of the reaction of N-
allylbenzylamine (1) (6.4 mM) in the presence of green light and Eosin Y catalyst (1 mol% soln. in acetonitrile (100 
mL)) to form 2, 3 and 4. (20°C, Green LED light source (633 µW at 510 nm), WET solvent suppression, 1.64 s 
acquisition time, 3 s relaxation delay, 12 scans, 4 mLmin-1 flowrate). 
Having access to the reaction vessel during FlowNMR experiments means that the mode and 
power of illumination may easily be changed while ensuring even light input across the 
sample, as a way of investigating whether the reaction is limited by the availability of photons.  
When using a more powerful light source (250 mW halogen lamp) the reaction became much 
faster, reaching completion in just 30 minutes at 0˚C (Figure 4.6), with fewer by-products 
formed than with lower power LED light sources that required longer reaction times.  
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Figure 4.6: 1H FlowNMR reaction profiles of N-allylbenzylamine (1) in MeCN (6.4 mM) at 0°C in the presence of Eosin 
Y catalyst (1 mol%) under halogen light illumination (250 mW) to form 2, 3 and 4 (200 mL, 4 mLmin-1 flowrate, WET 
solvent suppression, 4 s acquisition time, 1 s relaxation delay, 16 scans). 
Since the Eosin Y exhibits a sharp absorption peak at 535 nm, with minimal absorption at 
other wavelengths emitted by the lamp (Figure 4.7), this difference in reaction rate is 
attributed to the greater light intensity, rather than absorption of photons of different 
wavelengths. This is confirmed by performing the reaction using a filter to remove higher 
energy photons, which shows a comparable reaction rate to the reaction using the full spectral 
range, allowing for a small amount of light scattered or absorbed by the filter (Figure 4.8). 
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Figure 4.7: a) UV-vis absorption spectrum for the reaction mixture (6.4 mM N-allylbenzylamine, 7.0 mM DMSO and 1 
mol% Eosin Y soln. in acetonitrile); b) UV-vis transmission spectrum for acrylic UV filter used in Figure 4.8; c) Power 
spectra for the two lamps used in the study (NB. The power scale is arbitrary and is not comparable for the two lamps 
due to different slit sizes required when acquiring the data). 
 
Figure 4.8: Conversion profiles for the reaction of N-allylbenzylamine (1) (6.4 mM) in the presence of white light and 
Eosin Y catalyst (1 mol% soln. in acetonitrile (100 mL)) to form 2, 3 and 4; a) without filtering of light source, and b) 
with a colourless acrylic filter to block UV wavelengths (400 nm cut-off). (20°C, White halogen light source (250 mW 
at 510 nm), WET solvent suppression, 1.64 s acquisition time, 3 s relaxation delay, 16 scans, 4 mLmin-1 flowrate).  
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The formation of benzaldehyde was not significantly affected by light intensity, proceeding at 
roughly the same rate regardless of light source once appreciable amounts of 2 and 3 had 
formed in the reaction mixture. 
Varying light intensity further revealed the reaction to be photon-limited under typical 
conditions, with higher lamp powers yielding increased initial reaction rates (Table 4.1 & 
Figure 4.9).  
Table 4.1: Measured power outputs of light sources used at 510 nm. Green LED lamp (high setting) measured at 9 cm 
from reaction surface. 
Light source Nominal power 
/W 
Measured power 
output at 9 cm /mW 
Green LED lamp (high setting) 50 633 × 10-3 
Green LED lamp (low setting) 50 95 × 10-3 
White Halogen lamp 400 250 
 
Figure 4.9: Initial first order reaction rates on the consumption of N-allylbenzylamine (1) (6.4 mM) in the presence of 
green light and Eosin Y catalyst (1 mol% soln. in acetonitrile (50 mL)) with varying lamp power. All reactions were 
carried out with same mode of illumination (top) and exposed surface area (19 cm diameter dish).  
While under photon-limited conditions, 2 and 3 appeared to form in parallel (Figure 4.2), 
under high illumination conditions 2 formed as soon as the light was switched on, but 
formation of 3 occurred only after an induction period of 2-3 minutes (Figure 4.6). This 
observation suggests the formation of 3 to proceed via reaction of 2 with 1 activated by the 
excited photocatalyst system (most likely an α-aminoradical),145 leading to coupling and loss 
of two allylic groups. No allylic signals other than those from 1 were ever observed by NMR, 
but spiking a reaction mixture with allylamine showed it to rapidly disappear from the 
spectra as soon as the reaction was restarted by illumination (Figure 4.10), showing likely by-




Figure 4.10: 1H NMR spectra (solvent suppressed) of the reaction mixture a) before irradiation b) after irradiation 
for 30 min (633 µW at 510 nm) c) addition of 5 µL allylamine and d) continuation of the reaction for 10 min. (WET 
solvent suppression, 1.64 s acquisition time, 3 s relaxation decay, 16 scans). 
To investigate the nature of the photo-initiated radical reaction system, variations of 
atmosphere and illumination were undertaken during the reaction. A chopped illumination 
experiment performed in air (Figure 4.11) revealed that no further reaction took place in the 
absence of light after initial irradiation, showing the photo-generated reactive species to have 
short lifetimes and only operate under sustained input of photons.  
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Figure 4.11: 1H FlowNMR reaction profiles of N-allylbenzylamine (1) in MeCN (6.4 mM) at 20°C in the presence of 
Eosin Y catalyst (1 mol%) under chopped green LED illumination (633 µW) to form 2, 3 and 4 (100 mL, 4 mLmin-1 
flowrate, WET solvent suppression, 1.46 s acquisition time, 3 s relaxation delay, 12 scans). 
Product distribution profiles were identical to experiments performed under continuous 
illumination. Altering reaction atmospheres during light variation showed that some product 
formed very slowly in an illuminated reaction mixture under dry argon, and no reaction took 
place when air was introduced but the light switched off (Figure 4.12). Only when illuminated 
under aerobic conditions product formation occurred, and the reaction stalled immediately 
when the light was switched off again.  
 
Figure 4.12: 1H FlowNMR reaction profiles of N-allylbenzylamine (1) in MeCN (6.4 mM) at 20°C in the presence of 
Eosin Y catalyst (1 mol%) under chopped green LED illumination (633 µW) and different atmospheres (argon to dry 
air) to form 2, 3 and 4 (50 mL, 4 mLmin-1 flowrate, WET solvent suppression, 1.46 s acquisition time, 3 s relaxation 
delay, 16 scans). 
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The formation of benzaldehyde 4 seemed to occur only under illumination in air (Figure 4.12). 
Test reactions showed the imine products 2 and 3 to be resistant to hydrolysis in the absence 
of Eosin Y,144 and addition of water to an anhydrous photocatalytic FlowNMR experiment did 
not affect the amount of benzaldehyde formation (Figure 4.13).  
 
Figure 4.13: Kinetic data for the reaction of N-allylbenzylamine (1) (6.4 mM) in the presence of green light and Eosin 
Y catalyst (1 mol% soln. in acetonitrile (50 mL)) to form 2, 3 and 4. Reaction performed under anhydrous conditions, 
with a continuous flow of dry air over the reaction. Reaction spiked with 100 μL distilled water after 170 min. (20°C, 
Green LED light source (633 µW at 510 nm), WET solvent suppression, 1.64 s acquisition time, 3 s relaxation delay, 
16 scans, 4 mLmin-1 flowrate) 
Thus, product degradation to the undesired aldehydes must be a parallel photo-initiated 
process rather than a simple hydrolysis reaction. This may proceed via the formation of the 
corresponding iminoradicals,145 or due to the presence of singlet oxygen formed upon 
excitation of Eosin Y.164 Combining all these observations leads to the proposed reaction 
network shown in Scheme 4.2. 
 




We have shown how FlowNMR spectroscopy can be readily applied to investigate 
photochemical reactions under realistic conditions to provide valuable mechanistic insight. 
Substrate consumption profiles showed the reaction to operate under saturation kinetics 
(photon starvation), and product formation profiles revealed their relative order of 
formation. Variation of light intensities and reaction atmospheres in conjunction with 
chopped illumination experiments gave insight into the mode of action of the Eosin Y 
photocatalyst system, and showed aldehyde formation to occur from the imines via a parasitic 
photocatalytic pathway. This information, not easily accessible by alternative reaction 
monitoring techniques, will allow swift optimisation of reaction conditions and assist the 
design of improved photocatalytic systems in the future. 
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4.3.6.1 Equipment and reagents 
Reactions were carried out in air in an open glass dish (19 cm diameter), with either a double-
piston HPLC pump (JASCO PU-2085 Plus) with a semi-micro pump head or peristaltic pump 
(Vaportech SF-10) used to circulate the mixture around the system to an InsightMR flow tube 
(Bruker) located within the spectrometer (Bruker Avance II + 500 MHz Ultrashield equipped 
with a broadband observe probe). In order to minimise the delay time between a change 
occurring in the reaction vessel and the arrival of the sample to the spectrometer for detection 
it is desirable to ensure that the volume of the tubing connecting the reaction vessel to the 
spectrometer is minimised, therefore narrow diameter polyetheretherketone (PEEK) tubing 
(0.762 mm i.d., Upchurch Scientific) was used. The PEEK tubing offers high chemical and 
mechanical stability (pH 0 – 14, -50 – 100 °C, >300 bar) along with good flexibility and low 
gas permeability. All other connections were made using standard HPLC-type PEEK 
connectors (Upchurch Scientific). All equipment was positioned inside a fume hood, located 
approximately 1 m from the shielded NMR spectrometer, without experiencing any adverse 
magnetic effects. 
Photochemical reactions were performed using either a 50 W green LED light source 
(TechBox T50W flood lamp) or a 400 W white halogen light source (Maplin Electronics 400 
W halogen flood lamp) positioned 9 cm above the open reaction mixture. 
Controlled atmosphere reactions were carried out in a Schlenk flask (100 mL) positioned 
horizontally 9 cm above the lamp, using standard Schlenk technique and dry, degassed 
solvents. Flasks were kept under a positive pressure of argon or dry air for anaerobic and 
aerobic reactions respectively. A rubber seal was used to connect the tubing with the reaction 
solution, and found effective for air-sensitive systems over prolonged times (>10 hours) when 
sealed off with silicone grease. The sample depth in the Schlenk flask was comparable to that 
in the open dish reactor. 
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Figure 4.14: FlowNMR reaction setup inside fume hood. 
Data acquisition was performed without lock and with shimming performed using automated 
1H shimming routines, followed by manual fine tuning. Data processing was performed using 
commercially available software. Solvent suppression of the acetonitrile resonance using a 
WET pulse sequence with a shaped pulse and low power 13C decoupling during acquisition 
was carried out with the Bruker pulse program “wetdc”, using a standard LC-NMR automated 
acquisition program, “au_lc1d” that first acquires a scout scan to identify and subsequently 
suppress the desired number of solvent peaks. 
All samples were prepared using reagents and catalyst purchased from Sigma Aldrich at 
reagent grade or higher. All reactions were performed using non-deuterated solvents. 
4.3.6.2 N-allylbenzylamine synthesis 
Benzaldehyde (5 mL, 5.2 g, 49 mmol) and allylamine (4 mL, 3.1 g, 53 mmol) were dissolved 
in dichloromethane (20 mL) and stirred at room temperature for 2 h. Solvent was evaporated 
under reduced pressure before redissolving in ethanol (20 mL) and cooling in an ice bath. 
Sodium borohydride (3.250 g, 85.9 mmol) was added slowly and the reaction left to stir for 5 
h, before addition of saturated ammonium carbonate solution (10 mL) to quench the reaction. 
The solvent was evaporated under reduced pressure and the product extracted with ethyl 
acetate (3 x 25 mL). The crude was purified by column chromatography (eluent: petroleum 
ether/ethyl acetate 8:2), to produce the final product as a pale-yellow oil (yield = 87%, 36 
mmol) 
4.3.6.3 Photochemical reactions 
The FlowNMR apparatus was purged with acetone for 5 min at 4 mL/min. The apparatus was 
filled with a stock solution of 1 mol% Eosin Y in acetonitrile (4 mg/100 mL) (3.7 mL) and 
connected to the reaction vessel containing 1 mol% Eosin Y in acetonitrile (100 mL), N-
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allylbenzylamine (100 μL, 0.638 mmol) and Dimethylsulfoxide (50 μL, 0.704 mmol) as an 
internal concentration reference. 
The flow tube was then inserted into the spectrometer and automated shimming and tuning 
routines were performed. Best results were obtained if automated shimming and tuning was 
performed on static samples, however acceptable results were still obtained in flow. 
Frequency lock was switched off when using non-deuterated solvents, and shimming 
performed on proton peaks. Manual fine tuning of X and Y shims was often required to get a 
good peak line width. Spectra of the reagents were recorded without flow and again at the 
flowrate desired for the reaction. Comparison of the integral area of the peaks in each 
spectrum was used to calculate a correction factor for each reagent peak. (I = peak integral, 
CF = correction factor).160 
𝐼𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑 = 𝐶𝐹 × 𝐼 




With the sample flowing, data acquisition was started using an automated kinetic routine or 
dedicated InsightMR reaction monitoring software, with solvent suppressed 1H spectra 
recorded at specified time intervals. To start the reaction the light source was switched on. 
At the end of the reaction, or if intermediates of interest were observed, additional spectra 
were recorded with and without flow, and correction factors were calculated for the 
intermediate or product peaks, which were applied to each spectrum to give the final peak 
areas for calculation of species concentration and plotting of kinetic data. Concentrations of 






As noted in Figure 4.4, many small peaks were seen to grow during the course of the reaction 
which are attributed to minor by-products from radical side reactions. These minor by-
products are the reason why the final product concentration never reaches that of the starting 
material (Figure 4.3), however as shown in Figure 4.5, the mass balance remained constant 
across the entire reaction. 
In addition to allylamine, hydrogen is another possible by-product of the oxidation of 1. 
Whilst several small NMR peaks were observed in the region of 4.5 ppm, bubbling hydrogen 
into the reaction mixture confirmed that none of these matches the exact chemical shift of 
hydrogen in acetonitrile (Figure 4.15). As with allylamine (Figure 4.10), hydrogen is 
extremely volatile, and therefore would not be expected to remain in solution long enough for 
detectable concentrations to build up.  
 
Figure 4.15: 1H NMR spectra (solvent suppressed) of the reaction mixture a) before bubbling H2 b) after bubbling H2 





Using the FlowNMR apparatus discussed in Chapter 2, the photochemical oxidation of N-allyl 
benzylamine was successfully monitored, enabling important information about the reaction 
pathway to be determined.  
Data from the online measurements have less scatter and are more reproducible than 
reactions run with off-line sampling, as the need to work-up samples before analysis, and the 
variability that this introduces are eliminated. Varying reaction conditions (light intensity, 
reaction atmosphere) allowed a reaction network to be constructed, showing the origins of 
products and by-products. Spiking the reaction mixture with suspected by-products not 
observed in the NMR spectrum of the reaction revealed these to be unstable under reaction 
conditions. 
The experiments discussed in this chapter demonstrate how FlowNMR spectroscopy can be 
applied to the study of reactions that are challenging to study by conventional NMR methods. 
Although photochemical reactions have been studied before using online NMR, this is the first 
example of the use of FlowNMR spectroscopy to build a mechanistic understanding of a 
photocatalytic reaction. 
Having demonstrated that the FlowNMR apparatus constructed in Chapter 2 is able to 
successfully monitor a challenging photochemical reaction, the technique was next applied to 
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5 NOYORI ASYMMETRIC TRANSFER 
HYDROGENATION: KINETICS AND 
MECHANISM 
 
The work presented in this chapter has been published in the journal ‘ACS Catalysis’ and is 
reproduced with permission from ACS Catalysis, 2019, 9 (3), 2079-2090. Copyright 2019 
American Chemical Society. Page, reference and figure numbers have been altered for 
consistency. Experimental conditions and some figures originally submitted for publication 
as part of the Electronic Supplementary Information have been included in the main text 





5.1 INTRODUCTION TO SUBMITTED WORK 
An example of how FlowNMR spectroscopy can be applied to the study of a photochemical 
reaction was shown in Chapter 4, where the photocatalytic oxidation of N-benzylamine was 
investigated to help derive a reaction network. In this chapter, a reaction involving air-
sensitive metal catalysts is investigated, demonstrating the ability of FlowNMR spectroscopy 
to provide detailed kinetic data, including information about catalyst speciation. 
Catalytic asymmetric transfer hydrogenation is an industrially important reaction, used 
widely as a means of introducing chirality into a molecule.86 A large number of transition 
metal catalysts are known to catalyse the reaction, with many of the most successful catalysts 
being Ru, Rh, Ir or Fe based. One of the earliest and most active catalysts is Noyori’s 
RuCl(TsDPEN)(arene).90 Noyori’s catalyst converts prochiral ketones to chiral alcohols with 
high yield and selectivity, using a sacrificial alcohol (usually ethanol or propanol) or formic 
acid as the hydrogen donor (Scheme 5.1). 
The mechanism of the Noyori catalyst has been studied in detail by many different groups, 
with the majority focusing on the origins of enantioselectivity and the possible inner-sphere 
and outer-sphere hydrogen transfer mechanisms.97-99, 102, 116, 165-166 A 18-electron ruthenium-
hydride and a 16-electron “unsaturated” complex have been isolated and characterised, and 
are proposed as intermediates in the reaction.115 Despite the interest in this reaction, little is 
known about the deactivation pathway of the catalyst, and the role that the auxiliary base 
plays in the reaction. 
The catalytic asymmetric transfer hydrogenation of acetophenone with the Noyori catalyst 
was selected for investigation by FlowNMR as the well characterised intermediates provide 
an opportunity for direct observation of the catalyst under turnover conditions. Although it 
would be possible to monitor this reaction using insitu or offline NMR techniques, FlowNMR 
allows continuous data acquisition whilst reagents are added, allowing fast changes to be 
monitored, as well as stirring to ensure good mass transport within the reaction. 
The Noyori catalyst is known to undergo slow decomposition in solution, which is accelerated 
in the presence of air.167 To minimise catalyst decomposition during the reaction, inert 
conditions are required (dry, degassed solvents and inert atmosphere). Since the FlowNMR 
apparatus discussed in Chapter 2 is completely sealed, air can be excluded from the reaction 
and the apparatus flushed with inert gas prior to use. Online UV-Vis, HPLC and MS 
instruments were also used to follow the reaction, alongside NMR. 
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Catalytic hydrogen transfer from basic iso-propanol to aryl-ketones mediated by 
[(arene)(TsDPEN)RuCl] complexes has been investigated by operando 1H NMR 
spectroscopy using a recirculating flow setup. Selective excitation pulse sequences allowed 
fast and quantitative monitoring of the key [(mesitylene)(TsDPEN)Ru-H] intermediate 
during catalysis, which is shown to interact with both substrates by polarisation transfer 
experiments. Comparison of reaction profiles with catalyst speciation traces in conjunction 
with reaction progress kinetic analysis using variable time normalization and kinetic 
modelling showed the existence of two independent catalyst deactivation/inhibition 
pathways: whereas excess base exerted a non-competitive inhibition effect on the unsaturated 
catalyst intermediate, the active hydride suffered from an inherent first order decay that is not 
evident in early stages of the reaction where turnover is fast. Isotopic labelling directly showed 




Homogeneous catalysis is an extremely powerful tool for chemical synthesis, offering 
molecular engineering of complex transformations with unrivalled precision under mild 
conditions.1, 168-169 Understanding the reactivity displayed by the catalyst, including possible 
inhibition and deactivation pathways,170 is key to improving existing systems and developing 
new catalytic technologies.171-173 Due to the complex and dynamic nature of catalytic systems 
operating under kinetic control this is still a significant challenge. Reaction progress 
monitoring and kinetic analysis can guide catalyst development, but require high quality data 
and don’t provide information on how the catalyst accomplishes the transformation.123, 174-177 
Operando methods that allow measuring the kinetics of the reaction and observing the 
speciation of the catalyst under realistic conditions are thus key to advancing catalysis 
research.178 Online or in-situ techniques such as UV-vis, Infrared (IR) and Raman 
spectroscopies, along with sampling Gas Chromatography (GC), Mass Spectrometry (MS), or 
High Performance Liquid chromatography (HPLC) are often used for reaction monitoring and 
analysis,54, 179-183 and can be very powerful for selected analytes. However, most of these 
techniques require calibration before use and are not always amenable to non-invasive 
observation of a-priori unknown catalytic intermediates. Multi-nuclear high resolution 
FlowNMR spectroscopy has recently emerged as a powerful tool for real-time reaction 
monitoring,11, 33, 36-37, 47, 160, 184 providing a wealth of information about complex mixtures and 
overcoming many of the limitations of alternative in-situ and off-line techniques due to the 
ability of maintaining realistic reaction conditions, including good mass transport and 
temperature control (Figure 5.1). As long as residence time and flow effects on signal 
quantification are considered, highly accurate data may be obtained without any modification 
of the NMR spectrometer.36, 47, 52, 160 
Transition-metal catalysed asymmetric transfer hydrogenation reactions are an important 
synthetic procedure commonly used to introduce chirality into a molecule through reduction 
of pro-chiral ketones or imines to alcohols and amines with high enantioselectivities.86, 88, 91-
92, 98, 101, 185-187 One of the earliest examples and still most powerful catalyst systems are 
Noyori’s original TsDPEN complexes which contain a chiral diamine ligand bound to a 
ruthenium centre.90, 115 These combine exquisite chemoselectivities, high reaction rates and 
excellent stereoselectivities for a range of aryl ketones, work with both isopropanol and 
formic acid as the reductant, and tolerate a range of auxiliary bases.100, 117 Despite their 
effectiveness and ease of use, however, turnover numbers are still limited due to catalyst 
deactivation.170 A lot of effort has been devoted to understanding the mechanism of hydrogen 
transfer,97-98, 102, 115-117, 165 but little is known about the origin and nature of catalyst 
deactivation in these systems. 
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Figure 5.1: FlowNMR apparatus schematic (not to scale). 
Here we investigate the asymmetric transfer hydrogenation of acetophenone with Noyori’s 
RuCl[(R,R)-TsDPEN](mesitylene) catalyst, 1, using real-time FlowNMR spectroscopy to 
readily obtain high quality kinetic data on this air-sensitive, transition metal catalysed 
transformation that includes and explains inhibition and deactivation pathways.  
 




5.3.2 Results and Discussion 
We found that no modification of the reaction conditions (scale, concentrations, solvent, 
reaction vessel, etc.) was required for the analysis by FlowNMR spectroscopy; all experiments 
discussed in the following were performed under literature conditions (V=10 mL, 0.4 M 
substrate, 0.25-1 mol% [Ru], 1-20 equivalents KOH, inert atmosphere, room temperature, iso-
propanol-H8). For a 10 mL sample volume, the sample spends approximately 37% of the 
reaction time within the flow apparatus (V=3.7 mL).160 The volume of the NMR flow cell is 
approximately 0.5 mL, corresponding to a mean residence time within the detection region 
of 8 seconds at a flow rate of 4 mLmin-1.160 As described earlier,160 the high field and shim 
stability of modern spectrometers together with application of advanced multiple solvent 
suppression techniques allows the use of non-deuterated solvents, which is particularly 
important in cases like transfer hydrogenation, where deuterated solvents would otherwise 
lead to unwanted isotope effects (as demonstrated further below). Like its many variations, 
the original Noyori catalyst is known to be air sensitive in solution, gradually decomposing to 
Ru nanoparticles83, 167 that progressively erode reaction rates and stereoselectivity (Table 
5.1). Thus, all reagents and solvents were dried and degassed, and the FlowNMR apparatus 
(consisting mainly of HPLC grade PEEK and Teflon tubing) purged with argon and flushed 
with dry solvent prior to use. The reactions were carried out in a standard Schlenk-type glass 
flask with magnetic stirring under dry argon atmosphere, with the sample tubing to and from 
the FlowNMR tube fed through a rubber seal. At typical flow rates of 4 mL/min residence 
times in the FlowNMR apparatus were about one minute, resulting in a 30 second time lapse 
between the reaction vessel and NMR detection. Continuous NMR spectra acquisition was set 
up and started on a flow of solvent, and the reaction initiated by sequential addition of 
reagents via air-tight syringes.  
With this setup (Figure 5.1) and using optimised 1H NMR acquisition parameters accounting 
for flow effects160 (for details see experimental Section 5.4.3) we were able to follow catalytic 
product formation in real time, providing high quality kinetic reaction profiles (Figure 5.2). 
The solution of the FlowNMR experiment went through the same colour changes over time as 
a separate control experiment in a sealed Schlenk flask, and comparing conversions and 
enantioselectivities over time as derived from the operando FlowNMR experiment with data 
from off-line sampling showed identical values (Figure 5.2). This proves that the chemistry in 
solution is not affected by the flow and proceeds the same even after several hundred 
residence times, but more and better data is generated by the FlowNMR experiment at 
reduced experimental effort.  
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Figure 5.2: Reaction progress and enantioselectivity data for the catalytic transfer hydrogenation of acetophenone to 
(R)-1-phenylethanol (400 mM acetophenone, 10 mM KOH, 2 mM (1), 9.5 mL dry isopropanol, 20°C) monitored using 
on-line 1H FlowNMR spectroscopy and off-line 1H NMR spectroscopy on samples taken from the reaction mixture at 
different timepoints throughout the reaction. Off-line reaction performed in sealed Schlenk flask under inert 
atmosphere. On-line FlowNMR reaction performed in sealed round bottom flask under inert conditions (see SI for 
details). Enantioselectivity determined by chiral HPLC analysis (see SI for details).  
 
The reaction profile smoothly converged to equilibrium (86 ± 2% conversion under the 
conditions applied) over the course of a few hours, with no noticeable induction period once 
the catalyst precursor 1 was added to a solution of acetophenone and KOH in deaerated 
isopropanol. Enantioselectivity towards (R)-1-phenylethanol was >99% e.e. up to about 50% 
conversion, then started to decrease to 98% e.e. near equilibrium conversion, and continued 
to fall when the reaction was left for longer. This behaviour is known and typically ascribed 
to the reversibility of the reaction,101 but catalyst deactivation to less selective species also 
contributes to the erosion of enantioselectivity over time (Figure 5.2). 
The quantitative nature and high quality of the reaction profiles obtained from FlowNMR 
means that the data are exquisitely well suited for reaction progress kinetic analysis 
(RPKA).174 Variable Time Normalisation Analysis (VTNA) has recently been shown to be 
particularly useful for performing RPKA directly on integral rate data such as derived from 
spectroscopy.175, 188 Applying variable time normalization to reaction profiles obtained with 
different amounts of 1 showed good overlay when plotted against (time × [cat]n) with n = 1.0, 
revealing a first order rate dependence on ruthenium concentration (Figure 5.3) and first 
order in substrate (Figure 5.4). This reaction order is in agreement with that derived from 
initial rate data (Figure 8.6), and with the proposed mechanism involving monomeric 
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ruthenium species in the turnover limiting step (TLS).99, 109 However, while the overlay is very 
good in the initial regime of the reaction up to ~50% conversion, and identical equilibrium 
conversions were reached at longer reaction times, lower normalized rates were evident for 
lower catalyst loadings at intermediate reaction stages (Figure 5.3, inset), indicating some 
catalyst deactivation over the course of the reaction.  
 
Figure 5.3: Conversion plots for the catalytic transfer hydrogenation of acetophenone to (R)-1-phenylethanol with 
various amounts of (1) (400 mM acetophenone, 10 mM KOH, 9.5 mL dry isopropanol, 20°C), showing dependence of 
catalyst concentration on reaction rate. Inset: Variable Time Normalisation Analysis (VTNA) of conversion data. 
 
Figure 5.4: Conversion plots for the catalytic transfer hydrogenation of acetophenone to (R)-1-phenylethanol with 
various amounts of acetophenone (2 mM 1, 10 mM KOH, 9.5 mL dry isopropanol, 20°C), showing dependence of 
acetophenone concentration on reaction rate. Inset: Variable Time Normalisation Analysis (VTNA) of conversion 
data, normalised for different equilibrium position due to change in reaction conditions, showing first order 
dependence of reaction rate on acetophenone concentration. 
126 
The reverse reaction starting with acetone and racemic 1-phenylethanol resulted in a 
conversion of 16% of the (R)-1-phenylethanol to acetophenone with negligible conversion of 
(S)-1-phenylethanol (Figure 5.5a), confirming the reversibility of the reaction and the final 
conversion values seen in the forward reaction to be equilibrium under the conditions 
applied. Injection of a second portion of substrate showed the catalyst to remain active after 
the initial end-point had been reached (Figure 5.5b), albeit with only about half the initial 
reaction rate and reduced enantioselectivity. 
 
Figure 5.5: a) Reaction profiles for the transfer hydrogenation of racemic 1-phenylethanol and acetone to 
acetophenone and isopropanol (400 mM rac-1-phenylethanol, 10 mM KOH, 9.5 mL dry acetone, 2 mM 1, 20°C). b) 
Reaction profiles and enantioselectivity for the catalytic transfer hydrogenation of acetophenone to (R)-1-
phenylethanol (400 mM acetophenone, 10 mM KOH, 4 mM 1, 9.5 mL dry isopropanol, 20°C) where an additional 4 
mmol acetophenone was added after 100 minutes (800 mM total acetophenone concentration). 
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The ability to readily acquire high quality reaction profiles suitable for kinetic analyses 
without prior calibration makes FlowNMR an attractive tool for reaction development and 
optimisation. For mechanistic investigations in catalysis however it would be even more 
desirable to also follow catalyst speciation at the same time, because if intermediates can be 
observed under the same conditions as product formation takes place we can understand 
their kinetic relevance, a crucial link that is missing from traditional ex-situ analyses and 
model reactions.178 We thus strived to detect catalyst intermediates during acetophenone 
reduction from isopropanol catalysed by 1 directly under the standard literature conditions 
used. 
Akin to related olefin reduction, the traditional Meerwein-Ponndorf-Verley (MPV) 
mechanism for ketone reduction involves direct (i.e. inner sphere) coordination of the 
substrates to the metal, from which the alkoxide product is liberated after hydride addition 
to the activated carbonyl.97-98 An alternative mechanism explaining the very high 
chemoselectivities of C=O versus C=C reduction observed with ruthenium diamine complexes 
involves an outer sphere pathway, where hydrogen atoms are transferred from a metal 
hydride and amine proton in a metal-ligand bifunctional manner (HOL / TOL 
(Hydrogenation/Transfer hydrogenation, Outer sphere, Ligand assisted) mechanisms in 
Morris’ classification97) that does not require the substrates to coordinate to the metal.98, 100-
101, 115  As shown by Noyori, treatment of the precursor complex 1 with a base such as 
potassium hydroxide leads to deprotonation of the bound amine and loss of the chloride 
ligand resulting in the ‘unsaturated’ 16 electron complex 2 (Scheme 5.2). Addition of a 
reducing alcohol to 2 then results in the formation of the 18 electron mono-hydride complex 
3 along with the corresponding ketone. 3 may transfer the reducing equivalents to another 














𝑘−2 𝜒[𝐴𝑐𝑝]0 + 𝑘3[𝐴𝑐𝑝]0(1 − 𝜒)
𝑘2[𝐼𝑃𝐴]0 + 𝑘−3 𝜒[𝐴𝑐𝑝]0
 
Scheme 5.2: Commonly accepted mechanism of the catalytic asymmetric transfer hydrogenation of acetophenone 
using RuCl[(R,R)-TsDPEN](mesitylene) 1 in basic isopropanol and its corresponding rate law. 
It is important to note that although various versions of this mechanism based on different 
transition states have been discussed,109 the involvement of 2 and 3 as the key catalytic 
intermediates is common to all these scenarios.99 Thus, our following mechanistic discussion 
is based on 2 and 3 as the main in-cycle species, and in this study we refrain from speculating 
on how these interconvert during turnover. 
Because all in-cycle events are fully reversible when using isopropanol as the reductant, the 
rate law for this simple mechanism contains four rate constants, and the distribution of 
catalyst during turnover expressed as 𝐾𝑐𝑎𝑡 =
[2]
[3]
 is a function of all of these as well as the 
reaction progress χ (Scheme 5.2). Kinetic modelling of the catalyst speciation over the course 




= 0.88 over the course of the reaction under the conditions applied (Figure 5.6). 
The fact that Kcat is predicted not to change further once final conversion values have been 
reached reflects the reversibility of the reaction, and shows the catalyst to remain busy 
cycling in the equilibrium mixture. 
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Figure 5.6: Simulation of the change in Kcat and conversion during course of reaction (see SI for details of simulation, 
kinetic parameters and derivation of rate laws). 
The reduced catalyst intermediate 3 contains a ruthenium mono-hydride that is 
characterized by a singlet peak reported at -5.47 ppm (d8-toluene) in the 1H NMR spectrum,115 
which presents itself as a convenient spectroscopic handle as no other component of the 
reaction mixture has any resonances in this chemical shift range. However, the low 
concentration of catalyst (0.25 – 1 mol% relative to substrate) means that under catalytic 
conditions, where only a part of the ruthenium exists as 3, the hydride peak is within the noise 
level of the 1H NMR spectrum at 500 MHz (Figure 5.7) because the receiver gain of the 
instrument is limited by the much larger solvent and substrate signals. Use of a shaped 
excitation pulse sequence however enabled the hydride region of the spectrum to be 
amplified selectively, with minimal excitation of off-resonance peaks. This allowed the 
receiver gain to be adjusted to increase the S/N for the hydride peak of 3, effectively 
amplifying its signal by >1000 times (Figure 5.7).  
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Figure 5.7: Selective 1H excitation of the hydride peak of 3 under turnover conditions in flow (4 mL/min) using a 
gradient spin echo pulse sequence with a shaped 180° pulse centred at -5.4 ppm, resulting in >1000 times increase in 
signal amplification. (Without selective excitation: 4 scans, 1 s acquisition time, 4 s delay time; Selective excitation: 
24 scans, 1 s acquisition time, 1 s delay time, 880 μs Gaussian shaped pulse; both spectra processed with 0.5 Hz 
exponential line broadening). Data for experiment without selective excitation multiplied by a factor of 100 for visual 
clarity. 
Although no significant change in linewidth was detectable throughout the reaction at room 
temperature, polarisation transfer experiments (EXSY NMR) of 3 thus observed under 
reaction conditions showed a (on the NMR timescale) fast exchange between the ruthenium 
hydride and both the isopropanol and 1-phenylethanol CH protons (Figure 5.8). This data is 
direct proof for 3 to be an in-cycle catalytic species undergoing continuous reversible 
exchange with both substrate and product (Scheme 5.2),189 and represents key information 
for mechanistic interpretation of the intermediate observed that would be very difficult to 
obtain using other reaction monitoring techniques. 
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Figure 5.8:  Selective 1D EXSY NMR data showing excitation of isopropanol and 1-phenylethanol alcohol CH peaks, 
and the resulting exchange signal (-5.3 ppm) attributed to 3. Negative-phase peaks are NOESY interactions of 
isopropanol and 1-phenylethanol respectively. (0.8 M acetophenone, 0.01 M KOH, 0.5 mL dry isopropanol, 20 mM 1, 
0.1 M 1,3,5-trimethoxybenzene (internal concentration reference), 25°C). Selective NOESY with gradient refocusing 
(128 scans, 2.18 s acquisition time, 2 s delay time, 80000 μs Gaussian excitation peak, 0.5 s mixing time). 
A selectively excited 1H spectrum with good S/N could be acquired in less than one minute, 
and was found to be fully compatible with continuous flow conditions. The spectrometer used 
(see Experimental Section 5.4.1 for details) exhibited a linear signal response with increasing 
receiver gain, allowing for quantitative integration of the selectively excited peak (Figure 
5.22). Thus, interleaving normal +10 – 0 ppm 1H scans with selectively excited 0 – -10 ppm 1H 
scans allowed us to track both the reaction progress as well the catalyst speciation under the 
same conditions in a single 1H FlowNMR experiment, all the while giving the operator full 
control over the reaction conditions. 
The versatility and power of this setup is demonstrated in the experiment shown in Figure 
5.9, from which a wealth of information can be derived. Addition of 1 to the reaction vessel 
containing a stirred solution of KOH in isopropanol-H8 lead to the rapid formation of a peak 
at -5.3 ppm indicative of 3. This showed the activation of the precursor 1 to be fast and 
quantitative under the conditions applied, in line with the absence of any noticeable induction 
periods in the conversion profiles (Figure 5.2). As no substrate was present at this point, the 
catalyst resided exclusively in the reduced hydride form, however, with some noticeable 
132 
decrease in concentration over time (discussed below). Addition of acetophenone substrate 
(0.47 mL, 4 mmol) caused the concentration of the hydride complex 3 to drop to 54% of the 
concentration prior to substrate addition, indicating catalytic turnover taking place that 
involves cycling of the catalyst through the unsaturated intermediate 2 to give an 
experimentally determined Kcat = 0.85 close to the predicted value of 0.88 (Figure 5.6). 
 
 
Figure 5.9: Concentration profile of the hydride peak of 3 at -5.3 ppm, and conversion profile of acetophenone to (R)-
1-phenylethanol, during the course of catalytic transfer hydrogenation of acetophenone to (R)-1-phenylethanol in 
flow at 4 mL/min (400 mM acetophenone, 10 mM KOH, 4 mM 1, 9.5 mL dry isopropanol, 20°C). Selective excitation of 
3 using a gradient spin echo pulse sequence with a shaped 180° pulse centred at -5.3 ppm (8 scans, 2 s acquisition 
time, 1 s delay time, 1600 μs Gaussian shaped pulse; spectra processed with 0.1 Hz exponential line broadening). 
 
The concentration of 3 remained steady during the initial stages of the reaction up to 50% 
conversion, after which another, slower decrease in concentration set in over the later stage 
of the reaction which was not predicted by the kinetic modelling of the simple mechanism 
(Figure 5.6). This correlated exactly with the deviation seen in the VTNA of the reaction 
progress profiles (Figure 5.3) and further indicated catalyst deactivation, consistent with the 
reduced reaction rates observed upon catalyst reuse (Figure 5.5b). Visual observation of 
gradual darkening of the reaction mixture over time suggested the eventual formation of Ru 
black (Figure 5.10), a transformation that was faster and more pronounced when the reaction 
was performed in air (Table 5.1), consistent with the known oxygen sensitivity of the 
activated catalyst.83, 167 
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Figure 5.10: Photographs of a) 1 dissolved in 0.01 M KOH solution in isopropanol, b) 1 dissolved in 0.01 M KOH solution 
in isopropanol with 0.4 M acetophenone added, c) 1 dissolved in 0.01 M KOH solution in isopropanol with 0.4 M 
acetophenone added after exposure to air. 
Table 5.1: Conversion data for transfer hydrogenation of acetophenone to (S)-1-phenylethanol performed under inert 
atmosphere (Schlenk tube, Ar atmosphere) and with the reaction vessel exposed to air. (0.4 M acetophenone, 0.01 M 
KOH, 9.5 mL dry isopropanol, 2 mM 1, 0.1 M 1,3,5-trimethoxybenzene (internal concentration reference), 20°C).   
Catalyst 
concentration (mM) 





4 2 84% 90% 
2 4 80% 88% 
1 6 67% 87% 
 
The rate of catalyst deactivation being greatest before the addition of acetophenone substrate 
(Figure 5.9, inset) suggests the process to occur directly from the hydride intermediate 3, 
which is the dominant ruthenium species prior to the system entering turnover. Upon taking 
up substrate turnover the rate of deactivation is decreased, as a smaller percentage of catalyst 
is present in the hydride form quickly interconverting to 2 and back. 
The conventional TOL mechanism97 shown in Scheme 5.2 does not account for catalyst 
deactivation, and kinetic modelling of the concentration of 3 over the course of the reaction 
showed that none of the decreases in the concentration of 3 observed experimentally are 
described by its rate law (Figure 5.11a). Introduction of a slow, irreversible catalyst 
deactivation pathway producing an inactive species 5 from 3 introduces a deactivation term 
to the rate law that decreases the amount of ruthenium available to productively cycle 
between 2 and 3. Kinetic modelling of this expanded rate law reproduced the experimentally 
observed catalyst profile both before and after substrate addition (Figure 5.11b). 
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Figure 5.11: Simulated catalyst distribution profiles for a): Conventional mechanism of catalytic transfer 
hydrogenation of acetophenone considering only active intermediates 2 and 3; b): with inclusion of irreversible 
catalyst deactivation from 3. See SI for details of simulation, kinetic parameters and derivation of rate laws. 
The auxiliary base, KOH in this case, is another important part of the catalyst system that is 
known to affect its performance.97 In metal-ligand bifunctional transfer hydrogenation 
catalysis the external base is not thought to be involved in any in-cycle transformations,99, 115 
so in theory one equivalent per ruthenium suffices to initiate the catalysis. In practice 
however, various amounts of excess base are used to ensure fast and complete precursor 
activation.90, 101, 115 As noted by others before,166 we found that increasing base concentration 
also led to a decrease in the rate of product formation (Figure 5.12), with VTNA revealing an 
order of -¼ for the influence of excess KOH. [As hydroxide (pKa 15.7) and isopropoxide  (pKa 
16.5) are in equilibrium in solution this value may not easily be interpreted directly]. 
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Figure 5.12: Conversion plots for the catalytic transfer hydrogenation of acetophenone to (R)-1-phenylethanol (400 
mM acetophenone, 2 mM 1, 9.5 mL dry isopropanol, 20°C) with varying equivalents of KOH per [Ru] (1 scan, 1.64 s 
acquisition time, 1 s relaxation delay time). Inset: VTNA plot of conversion data, indicating a -0.25 order in excess 
KOH on reaction rate. 
This observation alone might suggest the involvement of KOH in the catalyst deactivation 
discussed above, however, monitoring the concentration of 3 during reactions with various 
amounts of excess base showed the rate of catalyst deactivation, as indicated by the slope of 
the decay of 3 over time, to be independent of base concentration (Figure 5.13). Instead, 
increasing base concentration led to a decrease in the amount of hydride present during 
turnover.‡‡ The fact that prior to entering catalysis the same amount of 3 is generated in all 
cases, with similar decreases due to progressive formation of 5, strongly suggests a second, 
independent inhibition mechanism caused by the action of excess base on 2. 
                                                          




Figure 5.13: Concentration profiles of the hydride peak of 3 at -5.3 ppm during the course of catalytic transfer 
hydrogenation of acetophenone to (R)-1-phenylethanol in flow at 4 mL/min (400 mM acetophenone, 2 mM 1, 9.5 mL 
dry isopropanol, 20°C) with varying equivalents of KOH per [Ru]. Selective excitation of 3 using a gradient spin echo 
pulse sequence with a shaped 180° pulse centred on the hydride peak (20°C, 8 scans, 2 s acquisition time, 1 s delay 
time, 1600 μs Gaussian shaped pulse). 
 
This data therefore revealed the existence of another off-cycle ruthenium species 4 that 
further reduces the concentration of active ruthenium available to the catalytic cycle, causing 
the apparent decrease in concentration of 3 via consumption of 2, thereby leading to the 
observed reduction in turnover rate (Scheme 5.3). Indeed, a classical Lineweaver-Burk 
analysis of reaction rates at different base loadings showed excess base to exert competitive 
inhibition behaviour on product formation (Figure 5.14).  
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Figure 5.14: Lineweaver-Burk analysis of catalytic transfer hydrogenation of acetophenone to (R)-1-phenylethanol 
(400 mM acetophenone, 2 mM 1, 9.5 mL dry isopropanol, 0.1 M 1,3,5-trimethoxybenzene (internal concentration 
reference), 20°C) with varying equivalents of KOH per [Ru] (1 scan, 1.64 s acquisition time, 1 s relaxation delay time).  
A further expansion of the mechanism and associated rate law including off-cycle species 4 
formed by reaction of 2 with base (either hydroxide or isopropoxide) enabled our kinetic 
model to accurately reproduce the effects of increasing base on both the product formation 
kinetics as well as the hydride concentration profiles (Figure 5.15). Without inclusion of 4 





Figure 5.15: Simulated reaction kinetics for proposed modification of the catalytic transfer hydrogenation mechanism 
of 1 (Scheme 5.3), including the effect of varying KOH concentration on a) catalyst speciation, b) reaction progress, 
and c) hydride profiles. See SI for details of simulation, kinetic parameters and derivation of rate laws. 
Combining catalyst inhibition by formation of 4 from 2 and catalyst deactivation by formation 
of 5 from 3 yields the modified reaction mechanism shown in Scheme 5.3, which accounts for 
all experimental observations describing both the reaction progress as well as catalyst 
speciation by its associated rate law.  




















𝑘−2 𝜒[𝐴𝑐𝑝]0 + 𝑘3[𝐴𝑐𝑝]0(1 − 𝜒)





Scheme 5.3: Expanded mechanism for catalytic transfer hydrogenation using 1 including base-induced formation of 
off-cycle species 4 from 2 and deactivation of 3 to 5 with the associated rate law. 
Once the various catalyst deactivation phenomena have been quantitatively identified, they 
can be factored into the RPKA analysis to check whether they now accurately describe the 
global kinetic behaviour of the system.175, 188 Including the deactivation rates from our 
expanded rate law (Scheme 5.3) in the VTNA of the reaction profiles at different Ruthenium 
























𝑘−2 𝜒[𝐴𝑐𝑝]0 + 𝑘3[𝐴𝑐𝑝]0(1 − 𝜒)




Figure 5.16: Variable Time Normalisation Analysis (VTNA) plot for the catalytic transfer hydrogenation of 
acetophenone to (R)-1-phenylethanol with various amounts of 1, adjusted for experimentally observed catalyst 
deactivation (Figure 5.9) (400 mM acetophenone, 10 mM KOH, 9.5 mL dry isopropanol, 20°C). 
The final piece of information required to improve the catalysis is understanding the 
molecular origin of the deactivation/inhibition events identified. In this case, based on the 
kinetic evidence of competitive base inhibition, off-cycle species 4 are most likely simple base 
adducts of 2 (Scheme 5.4). Indeed, an earlier computational study by Noyori et al. proposed 
the reversible formation of stable alkoxide complexes by reaction of 2 with alcohols or other 
protic compounds potentially acting as off-cycle reservoirs of 2 in the catalytic cycle.99 
Similarly, the related formate adducts are known and have been shown to inhibit transfer 
hydrogenation catalysis from formic acid / triethylamine mixtures.116, 165 Thus, although the 
structures of 4 are currently not known with certainty, (all of our attempts at detecting or 
isolating various base adducts of 1 or 2 have so far failed, and no structurally characterized 
examples have been reported in the literature either) the fact their formation may be limited 
simply by using a minimum amount of base (i.e. stoichiometric in 1) together with the 
observation that any excess base (if present) does not contribute to other deactivation 
phenomena during the course of the reaction is sufficient information for optimal use of 1 
with regards to the amount of base added. 
 
Scheme 5.4: Formation of base adduct complexes 4 from the unsaturated intermediate 2. For isopropanol or 1-
phenylethanol these would be in-cycle, and for KOH/H2O off-cycle. 
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The instability of 3 that leads to gradual catalyst decomposition is more intriguing, as it 
appears to be an inherent feature of the catalyst that limits its effective turnover number and 
progressively erodes its enantioselectivity over time (Figure 5.5b). Complete ligand loss and 
formation of ruthenium black has been observed before in this chemistry,167 however, as we 
have found the rate of this multi-step degradation pathway to be first order in 3 (Figure 5.17, 
see also Figure 6.5 for deactivation profile over longer time) its rate-determining step (as 
described by k5) must involve a key transformation of the molecular hydride intermediate. 
 
Figure 5.17: Concentration profiles of the hydride peak at -5.3 ppm attributed to 3 during the course of catalytic 
transfer hydrogenation reaction of acetophenone to 1-phenylethanol in flow at 4 mL/min (400 mM acetophenone, 10 
mM KOH, 9.5 mL dry isopropanol, 0.1 M 1,3,5-trimethoxybenzene (internal concentration reference), 20°C, 16 scans, 
1.64 s acquisition time, 1 s delay time), showing first order deactivation of 3 at varying catalyst loadings. Selective 
excitation of 3 using a gradient spin echo pulse sequence with a shaped 180° pulse centred on the hydride peak (20°C, 
24 scans, 1 s acquisition time, 1 s delay time, 880 μs Gaussian shaped pulse). 
In a typical 1H FlowNMR experiment carried out under literature conditions, most ligand 
signals were obscured by dominant solvent, substrate and product peaks. Various NMR 
strategies for resolving minor signals underneath dominant peaks exist (including advanced 
spectral deconvolution,49, 51-52 multiple solvent suppression,9, 190 and 2D experiments with T1, 
T2 or diffusion filtering191-193), these may be challenging in cases where multiple, a priori 
unknown minor signals are to be detected and quantified in the vicinity of much more intense 
peaks. Chemical modification of the system by way of isotopic labelling is an alternative 
strategy for discriminating different species or functionalities using different NMR 
frequencies. In this case perdeuterated solvent is commercially available, so using this with 
the standard (i.e. non-deuterated) Noyori catalyst moves these dominant resonances into the 




Scheme 5.5: Catalytic asymmetric transfer hydrogenation of acetophenone to (R)-1-phenylethanol with RuCl[(R,R)-
TsDPEN](mesitylene) 1 in isopropanol-d8 solution. 
As mentioned above, deuteration of the solvent entailed a significant composite kinetic 
isotope effect of kH/kD = 5.85 on the reaction (Figure 5.18) proceeding through a series of X-
H/D cleavage steps (X = C, O, Ru) each expected to result in a primary KIE.  
 
Figure 5.18: Kinetic data for transfer hydrogenation reaction of acetophenone to 1-phenylethanol perfromed in 
Isopropanol-h8 or Isopropanol-d8 demonstrating a strong kinetic isotope effect of 5.85, (0.4 M acetophenone, 0.02 M 
KOH, 9.5 mL isopropanol, 2 mM 1, 0.1 M 1,3,5-trimethoxybenzene (internal concentration reference), 20°C). Selective 




Figure 5.19: Sample spectrum for the catalytic transfer hydrogenation reaction of acetophenone to (R)-1-
phenylethanol in flow at 2 mL/min, showing the position of TsDPEN and mesitylene peaks of 2 + 3, along with free 
TsDPEN and free mesitylene as determined by spiking reaction mixture. (2 mM 1, 400 mM acetophenone, 20 mM KOD, 
9.5 mL isopropanol-d8, 20°C, 16 scans, 1.64 s acquisition time, 1 s delay time). 
Furthermore, rapid exchange of the acetophenone CH3 protons with deuterium was observed 
under the conditions applied (Figure 5.19), as expected for an enolisable ketone. More 
importantly, however, interleaving 1H and 2H FlowNMR acquisitions on this partially 
deuterated system allowed us to follow the fate of the mesitylene and TsDPEN ligands bound 
to the ruthenium over the course of the reaction. As previously seen from the profiles of 3 
using selective excitation of the hydride signal, the concentrations of both 2 and 3 were 
observed to decrease over time as the catalysis converged to equilibrium (Figure 5.20). 
Whereas virtually all detectable TsDPEN signals originated from metal-bound species, the 
continuous liberation of mesitylene from the ruthenium centre was clearly observed (as 




Figure 5.20: Concentration profile of combined 2 + 3 (determined from TsDPEN CH peaks), free TsDPEN and free 
mesitylene during the course of catalytic transfer hydrogenation reaction of acetophenone to (R)-1-phenylethanol in 
flow at 2 mL/min (2 mM 1, 400 mM acetophenone-d8, 20 mM KOD, 9.5 mL isopropanol-d8, 20°C). Essentially no free 
TsDPEN signals were observed throughout the reaction, the slight scatter between 100 and 500 minutes stems from 
tailing of other resonances into the chemical shift range of free TsDPEN (see Figure 5.19 for example spectrum). 
The liberation of free mesitylene kinetically correlated with the onset of catalyst deactivation, 
showing it to be the RDS in k5. This observation clearly shows loss of the arene ligand to be 
the Achilles’ heel of these widely used (arene)Ru(TsDPEN) transfer hydrogenation catalysts. 
When 3 was heated or left in isopropanol solution for prolonged periods of time, additional 
hydride peaks were observed to form at the expense of 3 in the 1H NMR spectra (Figure 5.21). 
Although their multitude and low abundances precluded more comprehensive 
characterisation, their characteristic chemical shift range (-10 to -20 ppm as compared to -
5.3 ppm for 3) and T1 values (4-5 sec as compared to 0.25 sec for 3) are in good agreement 
with their formulation as hydride-bridged dimers.194  
 
Figure 5.21: Sample 1H selective excitation NMR spectrum of 1 heated in isopropanol in the presence of excess KOH 
for 6 h. NB. Due to wide excitation range, signals are non-quantitative. Peak intensities of different species observed 
to vary over time. 
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We therefore conclude that catalyst deactivation from 3 occurs by way of loss of the 
mesitylene ligand to form hydride bridged dimeric ruthenium species, which then oxidise 
further to give ruthenium nanoparticles as the final catalyst degradation product (Scheme 
5.6). Although an η6 L3 arene ligand may be expected to be more strongly bound to the metal 
centre than an η2 LX amino/amido ligand in terms of coordination chemistry principles, the 
situation is clearly different in catalysis where many reagents present in large excess 
repeatedly push the catalyst through a series of multiple species. Reversible hapticity shifts 
of the bound arene have been discussed in the context of the mechanism of transfer 
hydrogenation before (i.e. in the interconversion of 2 and 3),97 whereas the TsDPEN ligand is 
only required to switch between an LX and an X2 η2 coordination mode throughout the cycle. 
 
Scheme 5.6: Proposed mode of catalyst deactivation by formation of hydride-bridged dimers 5 (Figure 5.21) from 3 
as first step leading to complete decomposition into Ru black (n = 1, 2, 3 with remaining coordination sites occupied 
by solvent). 
Our finding of arene loss leading to catalyst deactivation is consistent with the increased 
stability reported for Noyori-type Ru catalysts containing an arene ring that is tethered to the 
chiral TsDPEN ligand,185, 195-198 and similar ligand loss and formation of hydride-bridged 
dimers have been reported for related iridium-based transfer hydrogenation catalysts.170, 199-
200 Linking ligands together to limit catalyst decomposition by way of de-coordination is a 
well-known strategy in organometallic chemistry,68 but being able to directly follow the fate 
of the different ligands bound to the catalyst by operando NMR spectroscopy to identify the 
point of failure in the catalyst coordination sphere during turnover allows more targeted 




We have shown high resolution FlowNMR spectroscopy to be a powerful non-invasive tool 
for studying air-sensitive transition metal catalysis under working conditions in real time. 
Using variable time normalization analysis, the data is particularly well suited for reaction 
progress kinetic analysis as a straightforward way of obtaining relevant kinetic information 
of the reaction system. Highly enantioselective acetophenone transfer hydrogenation from 
basic isopropanol by Noyori’s [(mesitylene)(TsDPEN)RuCl] catalyst system has been shown 
to follow ideal first-order kinetics up to ~50% conversion, after which catalyst deviations 
became apparent in the RPKA. By kinetically correlating reaction progress with the 
concentration of Ru-H intermediate 3 during transfer hydrogenation catalysis initiated by 
sequential addition of reagents, and comparing it with modelled profiles derived from the 
rate law of the reaction, we were able to find evidence for two independent catalyst 
deactivation/inhibition events: deactivation of hydride intermediate 3 caused by gradual loss 
of the arene ligand, and inhibition of unsaturated intermediate 2 by excess base. Inclusion of 
both pathways into the reaction mechanism resulted in a kinetic model that accurately 
reproduces all experimental data, and accounts for observations of the effect of varying base 
concentration on conversion. These new mechanistic insights gained into the widely used 
hydrogen transfer chemistry mediated by (arene)Ru(TsDPEN) - type complexes provide a 
basis for devising strategies to combat catalyst decomposition, and hopefully stimulate wider 
use of operando spectroscopy for a better understanding of the dynamic and interlinked 
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5.4 EXPERIMENTAL  
5.4.1 FlowNMR apparatus 
Reactions were carried out in a standard glass round-bottomed flask, with a double-piston 
HPLC pump (JASCO PU-2085 Plus) with a semi-micro pump head used to circulate the mixture 
around the system to an InsightMR flow tube (Bruker) located within the spectrometer 
(Bruker 400 or 500 MHz Avance II+ Ultrashield equipped with either a broadband (BBO) 
probe or a nitrogen cooled Prodigy CryoProbe). In order to minimise the delay time between 
a change occurring in the reaction vessel and the arrival of the sample to the spectrometer for 
detection it is desirable to ensure that the volume of the tubing connecting the reaction vessel 
to the spectrometer is minimised, therefore narrow diameter polyetheretherketone (PEEK) 
tubing (0.762 mm i.d., Upchurch Scientific) was used. The PEEK tubing offers high chemical 
and mechanical stability (pH 0 – 14, -50 – 100 °C, >300 bar) along with good flexibility and 
low gas permeability. For reactions at atmospheric pressure standard rubber seals were used 
to connect the tubing with the reaction solution, and found effective for air-sensitive systems 
over prolonged times (>10 hours) when sealed off with silicone grease. 
All other connections were made using standard HPLC-type PEEK connectors (Upchurch 
Scientific), allowing the apparatus to be purged with inert or reactive gases as required. All 
equipment was positioned on a mobile trolley made of plastic (Rubbermaid), allowing the 
equipment to be transported between the laboratory and the spectrometer as required. The 
trolley and apparatus were able to be placed at a minimum distance of 0.5 m from the shielded 
magnet without experiencing adverse magnetic effects. 
The total volume of the flow apparatus was 3.7 mL, and the volume of the NMR flow cell was 
approximately 0.5 mL, corresponding to a mean residence time within the detection region 
of 8 seconds at a flow rate of 4 mLmin-1.160  
Data acquisition was performed without lock and with shimming performed using automated 
1H shimming routines, followed by manual fine tuning. Data processing was performed using 
commercially available software. 
All samples were prepared using reagents and catalyst purchased from Sigma Aldrich or Alfa 
Aesar at reagent grade or higher. Acetophenone was distilled and isopropanol degassed prior 
to use. All other reagents were used without further purification. 
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5.4.2 Receiver Gain calibration  
Since selective excitation experiments are recorded at significantly higher receiver gain than 
standard proton spectra, it is necessary to determine a compensation factor to allow 
comparison between peaks on the two different spectra.  
Relative integral area of the methyl peak of a 100 mgdm-3 solution of 1,3,5-
trimethoxybenzene solution in isopropanol were recorded at a range of receiver gains, 
resulting in a calibration factor of 1.033 to transform integral values recorded at different 
receiver gains. 
 
Figure 5.22: Receiver gain calibration for Bruker 500 MHz Avance II+ Ultrashield spectrometer with broadband BBO 
probe. 100 mgdm-3 1,3,5-trimethoxybenzene in isopropanol calibration standard. Selective excitation using spin echo 
shaped pulse sequence (8 scans, 2 s acquisition time, 1 s delay time, 1600 μs Gaussian excitation peak, 20°C). 
In order to allow comparison between the integral of the hydride peak recorded using 
selective excitation and the 1,3,5-trimethoxybenzene concentration reference, the integral of 
the hydride peak is reduced to give a Reduced Integral Value (RIV) according to the following 
equation: 




Where Ihydride = Integral area of hydride peak, RGnormal = receiver gain for selective excitation 
experiment of internal standard (e.g. TMB), RGhydride = receiver gain for selective excitation 
experiment of hydride. 
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The concentration of the hydride species can then be calculated by comparison to a selective 
excitation experiment of the internal reference (such as 1,3,5-trimethoxybenzene (TMB)) of 
known concentration: 
Equation 2: [𝐻𝑦𝑑𝑟𝑖𝑑𝑒] = 𝑅𝐼𝑉 ×
[𝑇𝑀𝐵] 
𝐼𝑇𝑀𝐵/𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑟𝑜𝑡𝑜𝑛𝑠 𝑎𝑠𝑠𝑜𝑐𝑖𝑎𝑡𝑒𝑑 𝑤𝑖𝑡ℎ 𝑇𝑀𝐵 𝑝𝑒𝑎𝑘
 
This calculation process was tested on a standard sample containing known concentrations 
of acetophenone and 1,3,5-trimethoxybenzene in isopropanol solvent and the accuracy of 
component concentrations calculated with this method compared to actual concentrations of 
components was found to have an error 3.6%. 
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5.4.3 NMR acquisition parameters 
Unless specified in figure captions, the following parameters were used for the acquisition of 
all NMR data: 
1H selective excitation and 1H (non-selective) spectra acquisition were interleaved with 
selective excitation spectra acquired every 30 seconds and non-selective spectra acquired 
every 60 seconds. 
5.4.3.1 1H (without selective excitation) 
1H spectra for the determination 1-phenylethanol, acetophenone, acetone and 1,3,5-
trimethoxybenzene concentration were acquired using a standard 30° pulse sequence, with 
a 1.64 s acquisition time and 1 s relaxation delay time, using a single transient. 
5.4.3.2 1H Selective excitation 
1H selective excitation spectra for the determination of the concentration of catalyst species 
3 were acquired using a 1D double spin echo pulse sequence with gradient refocusing. A Q3 
gaussian 180° pulse with a pulse length of 2272 μs (approximately 3 ppm width), centred on 
-5.5 ppm was used for selective refocusing with a 200 μs gradient recovery time. 8 transients 
were acquired with a 2 s acquisition time and 1 s relaxation delay time. 
 
Figure 5.23: Schematic illustration of double spin echo pulse sequence with gradient refocusing 
5.4.3.3 1H EXSY 
1H selective exchange spectroscopy (EXSY) spectra were carried out with a 1D spin echo pulse 
sequence with gradient refocusing using a gaussian shaped selective 180° pulse with a length 
of 80 ms, centred on either 4.90 or 4.02 ppm. 128 transients were acquired with 2.18 s 
acquisition time, 2 s relaxation delay time and 0.5 s NOESY mixing time. 
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5.4.4 Transfer hydrogenation of acetophenone 
The FlowNMR apparatus was purged with dry nitrogen for 30 min to remove any traces or 
air or moisture. The apparatus was filled with 8.53 mL of a stock solution of potassium 
hydroxide (anhydrous, 0.112 g, 2 mmol) and 1,3,5-trimethoxybenzene (3.364 g, 0.02 mol) in 
dry, degassed isopropanol (200 mL).  
The flow tube was then inserted into the spectrometer and automated shimming and tuning 
routines were performed. Best results were obtained if automated shimming and tuning was 
performed on static samples, however acceptable results were still obtained in flow. 
Frequency lock was switched off when using non-deuterated solvents, and shimming 
performed on proton peaks. Manual fine tuning of X and Y shims was often required to get a 
good peak line width. Spectra of the reagents were recorded without flow and again at the 
flowrate desired for the reaction. Comparison of the integral area of the peaks in each 
spectrum was used to calculate a correction factor for each reagent peak. (I = peak integral, 
CF = correction factor).160 
Equation 3:   𝐼𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑 = 𝐶𝐹 × 𝐼 




With the sample flowing, data acquisition was started using an automated kinetic routine or 
dedicated reaction monitoring software, with spectra recorded at specified time intervals. (4 
s delay, 1.64 s acquisition time, 30° pulse, 4 scans) and a concentrated solution of the catalyst 
(R,R)-(TsDPEN)mesitylruthenium chloride (12 mg, 0.02 mmol) dissolved in 1 mL of the stock 
solution was added. To start the reaction, acetophenone (0.47 mL, 4 mmol) was added. 
At the end of the reaction, or if intermediates of interest were observed, additional spectra 
were recorded with and without flow, and correction factors were calculated for the 
intermediate or product peaks, which were applied to each spectrum to give the final peak 
areas for calculation of species concentration and plotting of kinetic data. 
Concentrations of species were determined by peak integrals and referenced to 1,3,5-
trimethoxybenzene internal standard.  
For the reverse reaction (Figure 4a), acetophenone was substituted with racemic 1-
phenylethanol (0.47 mL, 4 mmol) and isopropanol was substituted with acetone (9.5 mL). For 
the catalyst stability test (Figure 4b), additional acetophenone (0.47 mL, 4 mmol) was added 
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after 100 minutes. For experiments with varying concentration of base, acetophenone or 
catalyst, the above method was adjusted with the appropriate quantities of each reagent. 
Kinetic Isotope Effect (KIE) and deactivation studies (Figures 13 and S7) were performed 
using the method described above, with isopropanol replaced with perdeuterated-
isopropanol and potassium hydroxide replaced with potassium deuteroxide. 
EXSY data (Figure 5.8) was acquired on a sample of 1 (4.6 mg, 0.0074 mmol) and 
acetophenone (0.05 mL, 0.4 mmol) in 0.5 mL of a stock solution containing 1,3,5-




5.4.5 Catalyst Intermediate Synthesis4 
5.4.5.1 Unsaturated intermediate (2) 
Unsaturated intermediate 2 was prepared according to a modified literature procedure.115 
Noyori catalyst (80 mg, 0.13 mmol) was dissolved in dry DCM (5 mL) to give a bright orange 
solution. A solution of potassium tert-butoxide (0.13 mL, 1M in THF, 0.13 mmol) was added, 
causing the solution to immediately turn deep purple in colour. The mixture was stirred for 5 
mins at room temperature before filtering. The purple filtrate was evaporated under vacuum 
and the resulting purple solid dried overnight under vacuum to give a purple powder: Isolated 
yield: 0.029 g, 36%. λmax = 565 nm, ϵ565 = 1377 mol-1dm3cm-1. 
5.4.5.2 Hydride intermediate (3) 
Hydride intermediate 3 was prepared according to a modified literature procedure.115 
Unsaturated intermediate 2 was dissolved in dry isopropanol (5 mL) to give a yellow-brown 
solution. Solvent was evaporated under vacuum to give a brown powder. 1H NMR (400 MHz) 
δ (CDCl3): -5.5 (s, 1H). 
5.4.6 Chiral separation of enantiomers 
HPLC analysis carried out using an Agilent 1260 Infinity II LC instrument fitted with a 
Chiracell OD-H column (Daicell chiral, 250 mm length, 4.6 mm diameter, 5 μm particule size). 
Samples were eluted with a 9:1 Hexane:IPA solvent mixture at 1 mL/min with detection using 
a UV detector at 254 nm. The (R)-1-phenylethanol peak was observed after 7.6 minutes, and 
(S)-1-phenylethanol at 8.2 minutes. Enantiomeric excesses were calculated using Equation 5: 









5.5.1 Variation of base 
The role of the base in generating off-cycle species has been discussed above (Figure 5.12). In 
all cases potassium hydroxide was used, as this is was the base originally used by Noyori,90 
and remains one of the most commonly used bases for catalyst activation in isopropanol 
solution.  
Due to the respective pKa values of HO- and (CH3)2CHO- (Table 5.2), an equilibrium will exist 
between the two species in solution, which may explain the fractional –0.25 reaction order 
observed for KOH (Figure 5.12).   
Table 5.2: pKa values of selected bases in water. Values from March, 2007.201 a= Value from Hiyama, 2011 .202 









Some studies have also indicated that the counter ion may also play a role in mediating the 
hydrogen transfer reaction.97, 203 This ‘potassium effect’ has been studied in the 
RuCl2(BINAP)(DPEN) type catalysts, where a significant increase in activity is observed for 
potassium over other counter ions.81, 102, 104, 119 The same acceleration effect of potassium is 
not observed in the  RuCl(TsDPEN)(arene) catalysts, where increasing the concentration of 
base decreases reaction rate (Figure 5.12). 
To test the effect that choice of base has on reaction rate and catalyst speciation, the reaction 
was repeated using tBuONa and tBuOK in place of KOH (Figure 5.24).  
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Figure 5.24: Concentration profile of the hydride peak of 3 at -5.3 ppm, and conversion profile of acetophenone to (R)-
1-phenylethanol, during the course of catalytic transfer hydrogenation of acetophenone to (R)-1-phenylethanol with 
either KOH, KOtBu or NaOtBu in flow at 4 mL/min (400 mM acetophenone, 10 mM base, 2 mM 1, 9.5 mL dry 
isopropanol, 20°C). Selective excitation of 3 using a gradient spin echo pulse sequence with a shaped 180° pulse 
centred at -5.3 ppm (8 scans, 2 s acquisition time, 1 s delay time, 1600 μs Gaussian shaped pulse; spectra processed 
with 0.1 Hz exponential line broadening). 
The reaction proceeded with virtually identical rate for all three bases. The deactivation rate 
of the catalyst was the same for both KOH and KOtBu, with only a very minor difference for 
NaOtBu. The lack of any significant difference in catalyst deactivation rate when base anion 
and cation was changed, along with data for different concentrations of base (Figure 5.13), 
suggests that the initial, rate-limiting deactivation step to liberate mesitylene and form 
hydride-bridged dimeric complexes (Scheme 5.6) does not involve base. The involvement of 
base in subsequent steps to form ruthenium nanoparticles cannot be ruled out, and visual 
inspection showed reactions with KOH to darken in colour (used as a proxy for formation of 
ruthenium nanoparticles) more quickly than those with alkoxide bases. 
The initial concentration of 3 during turnover was higher for both KOtBu and NaOtBu than for 
KOH. This is consistent with a base activated off-cycle species removing active catalyst from 
the main catalytic cycle. Since tert-butoxide is both bulkier and a weaker acid than hydroxide 
or iso-propoxide, formation of ruthenium alkoxide off-cycle species is predicted to be less 
favourable for tert-butoxide, resulting in a lower concentration of off-cycle species and a 
corresponding increase in concentration of 3 during turnover. 
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5.5.2 Product inhibition 
In addition to the catalyst deactivation discussed above, it is also possible that the product 
may inhibit the reaction. Product inhibition is often difficult to distinguish from catalyst 
deactivation, as both manifest themselves as a decrease in reaction rate as the reaction 
progresses.174 In this case, the power of NMR spectroscopy to monitor the catalytic species 
directly allows catalyst deactivation to be shown explicitly, and decomposition products 
observed (Figure 5.20). Whilst catalyst deactivation has been demonstrated for this reaction, 
product inhibition cannot be ruled out as an additional inhibition process without further 
experimentation. 
Catalyst deactivation is typically a pseudo-first order reaction, depending only on catalyst 
concentration (Figure 5.17). Whilst the concentration of oxygen is also thought to be a factor 
in catalyst decomposition, this is assumed to be constant throughout the course of the 
reaction.  
For a fixed catalyst concentration, product inhibition also displays a pseudo-first order rate 
dependency on product concentration. As reported by Donna Blackmond in her paper on 
Reaction Progress Kinetic Analysis (RPKA), the first order dependency means that both 
product inhibition and catalyst deactivation produce similar effects on the reaction 
kinetics.174 To separate the two effects, reaction conditions are chosen such that differences 
in reaction rate due to one of the effects (usually product inhibition) are cancelled out. 
For asymmetric reactions, determining whether product inhibition is occurring is more 
complex, since either or both product enantiomers may inhibit the reaction. The term ‘chiral 
poisoning’ is used to refer to a situation where the minor product enantiomer inhibits the 
reaction, potentially by binding to the catalytic site but not reacting. Whilst chiral poisoning 
is usually undesirable, by selectively inhibiting one catalyst enantiomer the effect can be used 
to enhance enantioselectivity in a reaction.204-205   
For a fully reversible reaction, product inhibition (with the product formed preferentially in 
the reaction) is difficult to distinguish from the reverse reaction, since both result in a 
decrease in observed rate with increasing product concentration. In the case of the Noyori 
asymmetric transfer hydrogenation reaction using (R,R)-1, the major (R)-1-phenylethanol 
product would be expected to show inhibition-like behaviour due to the reversibility of the 
reaction, however separating out the two effects is challenging since individual forward and 
reverse rates are not known. Unless chiral poisoning is occurring, the minor (S)-1-
phenylethanol product would not be expected to show inhibition behaviour since reaction 
with the (R,R) catalyst is negligible.  
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To test for chiral product inhibition, a mixture of acetophenone and (S)-1-phenylethanol was 
used to simulate starting the reaction from 50% conversion (Figure 5.25, blue). This rate may 
then be compared with that of the reaction started from 0% conversion (black) as a function 
of concentration to see if the lines overlay.174 A third reaction starting with the same 
concentration of acetophenone as the 50% conversion reaction, but without added product 
was also carried out (red). 
 
Figure 5.25: Rate vs. Acetophenone concentration plot during the course of catalytic transfer hydrogenation of 
acetophenone to (R)-1-phenylethanol with a) 400 mM acetophenone and b) 200 mM acetophenone, 200 mM (S)-1-
phenylethanol (10 mM base, 2 mM 1, 9.5 mL dry isopropanol, 20°C). 
In the absence of product inhibition or catalyst deactivation, all three lines would be expected 
to overlay, since the reaction rate is dependent only on concentration of substrate and initial 
catalyst concentration. Since it has already been shown that catalyst deactivation is occurring, 
it is no surprise to see that the curves do not overlay. 
If there is catalyst deactivation but no product inhibition, then the reactions started with half 
the concentration of substrate (red and blue) would be expected to have a faster rate than the 
equivalent concentration on the black trace since there is more active catalyst present in the 
reaction. The red and the blue traces would be expected to overlay, since presence of product 
should not affect the rate in the absence of chiral product inhibition. Under the conditions 
shown in Figure 5.25, both reactions started at 50% conversion overlay, indicating that there 
is no chiral poisoning occurring due to the presence of small quantities of (S)-1-phenylethanol 
in the product.  
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5.5.3 Alkoxide complexes 
As discussed above, alkoxide and hydroxide complexes have been proposed as off-cycle 
intermediates in the asymmetric transfer hydrogenation reaction with Noyori’s 
RuCl(TsDPEN)(mesitylene) catalyst. 
There are no reported examples of these complexes from the experimental literature, 
however multiple computational papers have suggested that such complexes should be stable 
and are predicted to be the lowest energy structures in a disfavoured inner-sphere β-
elimination/insertion mechanism.99, 107, 109 
Complexes of 2 with primary or secondary alkoxides have the potential to reversibly 
exchange a CH proton with ruthenium to form 3, and are therefore unlikely to be stable in 
solution. This process may occur either via arene ring-slippage and β-hydride abstraction or 
by dissociation of the alkoxide ligand followed by hydride transfer in an analogous process to 
the in-cycle reaction (Scheme 5.7). Complexes with tertiary or aromatic alkoxides are 
expected to be more stable due to the lack of an α-CH on the alcohol carbon.  
 
Scheme 5.7: Possible mechanisms for reversible exchange between ruthenium primary or secondary alkoxide complex 
4 and ruthenium hydride complex 3, via either ring-slippage and β-H insertion or dissociation of the alkoxide ligand. 
DFT calculations [rM06L/LANL2DZ/6-31+G(d)] predict a linear relationship between pKa 
(Table 5.2) and formation energy of alkoxide complexes from 2 and the corresponding alcohol 
(Figure 5.26). The reaction of 2 with tert-butanol is predicted to be unfavourable by 4.0 
kcal/mol, and indeed, no reaction was observed experimentally. Noyori also reported that no 
reaction takes place between 2 and tert-butanol.115 In contrast, the reaction of 2 with phenol 
is predicted to be favourable by 8.2 kcal/mol and reaction was observed (see below).  
160 
Of particular relevance to the Noyori reaction and discussion of off-cycle species above, is the 
fact that the isopropoxide complex 4b (Scheme 5.8) has a predicted formation free energy of 
almost zero, meaning that an equilibrium will exist with 2 under reaction conditions. Since 
the equilibrium constant is close to 1, the concentration of 4b present in the reaction will be 
dominated by the equilibrium between hydroxide and isopropoxide, leading to a complex 
reaction order as observed experimentally when concentration of hydroxide was varied. 
 
Figure 5.26: Relationship between pKa (Table 5.2) and predicted formation energy of alkoxide complexes from 2 and 
the corresponding alcohol [rM06L/LANL2DZ/6-31+G(d)]. 
 
Scheme 5.8: Structures and predicted formation energy from 2 + corresponding alcohol (rM06L/LANL2DZ/6-
31+G(d)) of Noyori-tert-butoxide 4a, Noyori-isopropoxide 4b, Noyori-methoxide 4c, Noyori-phenoxide 4d, and 
Noyori-pentafluorophenoxide 4e,  complexes. 
161 
Experimentally, when phenol is added to a solution of 2 in C6D6, a colour change from purple 
to orange is observed, consistent with the formation of a six-coordinate Ru(II) species. No 
hydride signals are observed in the region of -5 ppm in the proton NMR spectrum, ruling out 
formation of 3, however the rest of the spectrum remains intractable, suggesting a mixture of 
different products (Figure 5.27). High resolution mass spectrometry (Figure 5.28 and Table 
5.3) shows only 2 and a hydride bridged dimer (also seen at very low concentration in the 1H 
NMR spectrum (-11.4 ppm) and likely to be a decomposition product or formed during the 
ionisation process) along with their sodium, potassium and hydrogen adducts. When heated, 
the mixture becomes purple, reverting to orange again upon cooling. This suggests a 
reversible equilibrium, explaining the complex NMR spectrum observed. 
 
Figure 5.27: 1H NMR spectrum of 2 (16 mM) + phenol (200 mM) in C6D6 (25°C, 1.64 s acquisition time, 1 s relaxation 
delay time, 128 scans) . INSET: Enhancement of 0 to -15 ppm region (x75 multiplication factor).  
Table 5.3: Assigned compounds, theoretical and experimental m/z and errors for high resolution mass spectrometry 
analysis of product from the reaction of 2 with phenol (positive electrospray ionisation, acetonitrile, analysis carried 
out at the National Mass Spectrometry facility, Swansea). 
Compound Theoretical m/z Experimental m/z Error (ppm) 
C30H33N2O2RuS
+
 587.13007 587.1273 -4.72 
C30H32N2NaO2RuS
+
 609.11202 609.1090 -4.96 
C30H32KN2O2RuS
+
 625.08596 625.0829 -4.90 
C60H67N4NaO4Ru2S2
+
 1200.25938 1200.2600 +0.52 
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Figure 5.28: High resolution mass spectrometry data with structures of assigned complexes for the product from the 
reaction of 2 with phenol (positive electrospray ionisation, acetonitrile, analysis carried out at the National Mass 
Spectrometry facility, Swansea). 
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When the orange solid isolated from the reaction of 2 with phenol is dissolved in isopropanol, 
formation of hydride 3 is observed. Addition of acetophenone leads to turnover, producing 1-
phenylethanol, showing that the putative phenoxide complex, 4d, is able to re-enter the 
catalytic cycle. The reaction rate and concentration of 3 (Figure 5.29) are approximately half 
that of what would be expected for the concentration of 4d added to the reaction (assuming 
complete reaction of 2 to 4d), which is attributed to the higher acidity of phenol compared to 
isopropoxide (pKa 9.95 vs. 16.5) helping to stabilise 4d and shifting the equilibrium towards 
the phenoxide complex. When an additional 10 equivalents of phenol are added to the 
reaction, the concentration of hydride 3 is observed to drop, which is consistent with a change 
in the equilibrium position between on-cycle and off-cycle species (Figure 5.29). 
 
Figure 5.29: Concentration profile of the hydride peak of 3 at -5.3 ppm during the course of catalytic transfer 
hydrogenation of acetophenone to (R)-1-phenylethanol in flow at 3 mL/min (0.765 mM 4b, 400 mM acetophenone, 
10 mM base, 9.5 mL dry isopropanol, 20°C). Phenol (7 mg, 7.65 mM) added after 155 min.  Selective excitation of 3 
using a gradient spin echo pulse sequence with a shaped 180° pulse centred at -5.5 ppm (8 scans, 2 s acquisition time, 
1 s delay time, 1600 μs Gaussian shaped pulse; spectra processed with 0.1 Hz exponential line broadening). 
Whilst crystallisation of the product from the reaction between 2 and phenol repeatedly 
failed, and structural characterisation by other means was inconclusive, the related 
pentafluorophenol complex, 4e, proved more amenable to analysis. Pentafluorophenol is 
more acidic than phenol, continuing the trend observed for tert-butanol and phenol above 
that more acidic alcohols are more favourable for forming alkoxide complexes with 2. No 
colour change is observed for 4e when heated to 80 °C in benzene, supporting the increased 
stability of the pentafluorophenoxide over the phenoxide complex. 
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The 19F NMR spectrum for 4e shows a shift to lower frequencies of the meta and para fluorine 
peaks upon complexation to ruthenium, consistent with the reported changes for 
deprotonation of C6F5OH to C6F5O- (Figure 5.30).206 All fluorine peaks are significantly 
broadened in the complex with ruthenium, partially resolving upon cooling, suggesting a 
dynamic exchange process as implicated above for the phenoxide complex, 4d.  
 
Figure 5.30: 19F NMR spectra in C6D6 of a) pentafluorophenol, b) 2 + pentafluorophenol at 300 K, c) 2 + 
pentafluorophenol at 283 K, showing shift in meta and para peaks upon complexation and peak sharpening upon 
cooling. 
19F DOSY NMR (THF-d8) gave a diffusion constant of 1.25x10-9 m2s-1 for 4e (Figure 8.7). 
Estimation of molecular weight based on diffusion constant207-208 gives an approximate value 
of 250 g.mol-1. This value does not correspond to any of the expected ruthenium complexes 
or free pentafluorophenol (even accounting for the large error of up to 50% in calculating 
molecular weight using this method207), however the value lies between that of 4e and 
pentafluorophenol, which may be further indication of a dynamic exchange process resulting 
in averaging of diffusion rates. 
Whilst no crystals suitable for diffraction have yet been isolated for either the phenol or 
pentafluorophenol complexes with 2, the behaviour of both samples is consistent with a 
ruthenium-alkoxide structure as the most likely representation of 4. 
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5.6 CONCLUSIONS 
The work presented in this chapter demonstrates how FlowNMR spectroscopy can be applied 
to the study of an air-sensitive homogeneous catalytic reaction. In addition to monitoring 
overall reaction kinetics, catalytic species involved in the reaction were studied directly, 
allowing the catalyst to be observed at work. By following the catalyst throughout the 
reaction, mechanistic information about catalyst deactivation and off-cycle species to be 
discovered and these two processes added to the reaction mechanism for the first time.   
Further investigation of the role of base on the reaction has shown that the reaction rate is 
unchanged using different inorganic and alkoxide bases.  Catalyst deactivation rate is also 
similar for the different bases, supporting the proposed mechanism where base is not 
involved in the initial catalyst deactivation step. The concentration of 3 present during 
turnover is higher for tert-butoxide bases than for KOH, which is consistent with the proposed 
off-cycle alkoxide species, since formation of an off-cycle ruthenium tert-butoxide species is 
expected to be less favourable than the corresponding hydroxide species.  
Addition of (S)-1-phenylethanol product to the reaction does not affect the reaction kinetics, 
indicating that there is no chiral poisoning taking place due to the small amount of the minor 
product formed in the reaction. Product inhibition by the major (R)-1-phenylethanol product 
cannot be ruled out, however isolating this effect from the reversibility of the reaction is very 
challenging and has so far not been tested. 
The nature of the proposed hydroxide/alkoxide off-cycle intermediates has been investigated 
in more detail, using phenol and pentafluorophenol as model compounds. The favourability 
of Noyori-alkoxide complex formation is proportional to pKa of the respective alcohol. For 
isopropanol, the formation free energy is close to zero, meaning that formation of an alkoxide 
complex is a viable off-cycle process. Due to the potential for further reaction, isopropoxide 
and other primary and secondary alkoxide complexes are too unstable to isolate. 
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The formation of aromatic alkoxide complexes is predicted to be more favourable than for 
aliphatic alkoxide complexes due to the increased acidity of the alcohol. Whilst obtaining pure 
samples of both phenoxide and pentafluorophenoxide complexes has so far proved 
challenging, there is strong indirect evidence in the form of colour changes, reactivity and 
NMR shifts that these complexes are formed. A test reaction using the complex formed by 
reaction of 2 with phenol showed catalytic activity for the transfer hydrogenation of 
acetophenone to 1-phenylethanol, along with formation of hydride intermediate 3, indicating 




5.7 EXPERIMENTAL DETAILS FOR COMMENTARY 
5.7.1 Transfer hydrogenation reactions 
5.7.1.1 With tert-butoxide base 
The reaction was carried out as described in Section 5.4.4, with either sodium tert-butoxide 
(9.6 mg / 10 mL isopropanol, 0.01 M) or potassium tert-butoxide (11.2 mg / 10 mL 
isopropanol, 0.01 M) in place of potassium hydroxide. 
5.7.1.2 Product inhibition 
The reaction was carried out as described in Section 5.4.4, with the following quantities of 
reagents: 
‘400 mM Acetophenone’: 0.1 M TMB/0.01 M KOH stock solution in isopropanol (9.53 mL), 
(R,R)-(TsDPEN)mesitylruthenium chloride (12 mg, 0.02 mmol) and acetophenone (0.47 mL, 
4 mmol). 
‘200 mM Acetophenone’: 0.1 M TMB/0.01 M KOH stock solution in isopropanol (9.77 mL), 
(R,R)-(TsDPEN)mesitylruthenium chloride (12 mg, 0.02 mmol) and acetophenone (0.23 mL, 
2 mmol). 
‘400 mM Acetophenone + 200 mM (S)-1-phenylethanol’: 0.1 M TMB/0.01 M KOH stock 
solution in isopropanol (9.39 mL), (R,R)-(TsDPEN)mesitylruthenium chloride (12 mg, 0.02 
mmol), acetophenone (0.23 mL, 2 mmol), (S,S)-1-phenylethanol (0.23 mL, 2 mmol) and 
acetone (0.15 mL, 2 mmol). 
5.7.1.3 With ruthenium phenoxide complex 4d 
The reaction was carried out as described in Section 5.4.4, using complex 4d (5.2 mg, 0.0077 
mmol) in place of (R,R)-(TsDPEN)mesitylruthenium chloride and without potassium 
hydroxide. 
5.7.2 Synthesis of complexes 4d and 4e 
5.7.2.1 NMR scale reactions 
(R,R)-(TsDPEN)mesitylruthenium chloride (5 mg, 0.008 mmol), potassium tert-butoxide (2 
mg, 0.018 mmol) and either phenol (1 mg, 0.01 mmol) or pentafluorophenol (2 mg, 0.01 
mmol) were dissolved in C6D6 (1 mL). The orange solution was syringe filtered to remove any 
un-dissolved particles.  
19F NMR spectra were recorded with standard 90° pulse program with a 0.577 s acquisition 
time and 1 s relaxation delay time, averaging 16 transients. 19F DOSY spectra were acquired 
using a gradient DOSY sequence with convection compensation, with a 0.577 s acquisition 
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time, 1 s delay time, using a 32 point linear gradient ramp, δ of 0.0015 s and Δ of 0.0474 s, 
averaging 16 transient for each gradient strength. DOSY data was processed using Dynamic 
Centre 2.5.4 with a γ of 4005.2 Hz.  
5.7.2.2 Complex 4d isolation 
(R,R)-(TsDPEN)mesitylruthenium chloride (50 mg, 0.08 mmol) and potassium tert-butoxide 
(9 mg, 0.08 mmol) were dissolved in dry toluene (10 mL) to produce a purple solution of 2. 
Phenol (8 mg, 0.08 mmol) was added, causing the mixture to become orange. The mixture 
was stirred at room temperature for 30 min before filtering to isolate an orange solid which 
was dried under high vacuum (approx. 10 mg, 20%). 
5.7.3 Density Functional Theory calculations 
Density Functional Theory calculations were carried out using the Gaussian 09 (rev. D.01-v3) 
209 software package. Geometry optimisation, frequency and NMR shift calculations were 
performed in a SMD polarizable continuum solvent model210 of implicit isopropanol. The 
restricted rM06L functional was used with a LANL2DZ basis set on ruthenium and 6-
311+G(d) basis set on all other atoms. Starting geometries were taken from published crystal 
structures,101 or calculated geometries,99, 108-109 where available. DFT integration grids with 
99 radial and 590 angular points (Ultrafine) were used for all transition state calculations. All 
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6 STEREOCHEMISTRY OF THE NOYORI 
TRANSFER HYDROGENATION OF 
ACETOPHENONE 
6.1 INTRODUCTION 
One of the key benefits of the Noyori TsDPEN type catalysts is the high enantioselectivity of 
the reaction; typically greater than 90% enantiomeric excess in the alcohol product can be 
achieved.1-2 Whilst the relationship between the stereochemistry of the ligand and the 
product is regularly correlated, the importance of the stereochemistry at the metal centre has 
received less consideration.  
For each of the two enantiomers of the TsDPEN ligand there exists a diastereotopic catalyst 
pair, with different configurations at the ruthenium centre (Scheme 6.1). [Note: The nominal 
stereochemistry at ruthenium is dependent on the bound substituent (Cl or H), and the CIP 
descriptor will be inverted in the chloride precursor, 1, compared to the hydride 
intermediate, 3. (i.e. (RRR)-1 will have the same structure as (RRS)-3)3-4 
 
Scheme 6.1: Structure and relationship between possible enantiomers/diastereoisomers of Noyori’s 
RuH(TsDPEN)(mesitylene) catalyst. 
During the asymmetric transfer hydrogenation reaction, the catalyst undergoes an achiral-at-
ruthenium intermediate state, 2 (Scheme 6.2), meaning that the distribution of 
diastereomeric hydrides must be a result of a directing influence from the TsDPEN ligand. 
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Scheme 6.2: Structure of the 16-electron Ru((R,R)-TsDPEN)(mesitylene) complex, believed to be an intermediate in 
the catalytic asymmetric transfer hydrogenation reaction. 
For each of the two sets of catalyst diastereomers, there are six different conformational 
isomers, with different conformations around the ligand backbone C-C and C-N bonds 
(Scheme 6.3). Of these possible isomers, conformation theory, along with DFT calculations of 
the catalyst5-7 suggest that the ligand backbone should adopt a gauche conformation (λ in the 
case of the RR ligand), optimising orbital overlap whilst minimising steric interaction 
between the two phenyl rings and the mesitylene (Scheme 6.4). This is supported by 
experimental crystal structures.8-9 
 
Scheme 6.3. Possible conformational isomers of Noyori’s RuH(TsDPEN)(mesitylene) catalyst, with δ, λ or symmetric 
envelope (se) geometry of the TsDPEN ring and axial (S) or equatorial (R) configuration of the tosyl nitrogen. Adapted 











Scheme 6.4: Expected geometry of Noyori’s RuH(TsDPEN)(mesitylene) catalyst for the two possible diastereomers 
resulting from inversion of chirality at ruthenium. 
As reported in a computational study by Noyori, the δ/λ conformation of the ligand backbone 
results in different spacial relationships between the Ru-H and N-H bonds for the two 
diastereomers.5 In the case of the (R,R)-TsDPEN ligand, the steric interaction of the phenyl 
groups favours the λ-conformer. This results in a syn-configuration for the Ru-H and N-H 
bonds in the RRS diastereomer, and an anti-configuration in the RRR diastereomer. Noyori’s 
calculations suggested a 3-5 kcal/mol stability enhancement for the syn geometry, which is 
usually attributed to N-H---Cl/H hydrogen bonding.5, 9 
The generally accepted mechanism for asymmetric transfer hydrogenation with Noyori’s 
catalyst involves a 6-membered ‘outer-sphere’ transition state where both the Ru-H and N-H 
hydrogens are transferred simultaneously (Scheme 1.9). The spacial relationship between the 
Ru-H and N-H bonds is therefore very important for catalysis, since the hydrogen transfer is 
expected to be most efficient when a six-membered cyclic transition state can be formed. If 
all other steric and electronic interactions are ignored, the syn-conformation would be 
expected to be more catalytically active than the anti-configuration, since this leads to the 
most favourable orbital overlap between the H-Ru-N-H and substrate, and so a lower 
transition state energy. 
 
Scheme 6.5: Proposed transition states for the Noyori catalyst in the transfer hydrogenation of acetophenone.11 
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The formation of catalyst diastereomers has important implications for the stereochemistry 
of the product. Product enantiomeric excess (EEProd) may be considered as a product of the 
enantiomeric excess of the reaction using enantiopure catalyst (EE0) and the enantiomeric 
excess (or diastereomeric excess) of the catalyst itself (eecat).12-13 
Equation 6.1  𝐸𝐸𝑃𝑟𝑜𝑑 = 𝐸𝐸0 ∙ 𝑒𝑒𝑐𝑎𝑡 
This is a somewhat over-simplified approach and assumes that the reaction rate and catalyst 
enantioselectivities are identical for both catalyst enantiomers. This is by no means the case, 
and there are well documented examples where one catalyst enantiomer is much more active, 
and dominates the product forming reaction.14-15 Improved models have been devised, which 
take into account the non-linear effects produced by differing catalytic rates, or inversion of 
catalyst stereochemistry (usually shown as a result of a dimerisation process).12-13, 16 
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6.2 EXPERIMENTAL EVIDENCE FOR DIASTEREOMERS OF COMPLEX 3 
The formation of a minor diastereomer of hydride complex 3 was first reported by Noyori 
and Haack in 1997,8 where it was observed in the 1H NMR spectrum of the hydride complex 
3 as a small peak, <1% of the size of the major hydride peak. Based on the crystal structure of 
the isolated hydride complex, Noyori assigned the major diastereomer as (S,S,R)-3, with a 
chemical shift of -5.47 in toluene-d8.8 The same paper also reported the crystal structures of 
the catalyst chloride precursor, 1, and unsaturated intermediate, 2 (referred to by Noyori as 
the ‘true catalyst’). 
Noyori’s 1997 paper did not provide evidence for the existence of either isomer of 3 during 
catalysis, however it was shown that both 2 and 3 (presumably containing <1% of the minor 
hydride diastereomer observed in the NMR spectrum) were able to catalyse the asymmetric 
transfer hydrogenation of acetophenone with a range of alcohols, and in the absence of base.8  
Since first reported by Noyori, diastereomeric hydride pairs have been observed and 
discussed in the literature for both the Noyori TsDPEN catalyst and tethered derivatives.17-20 
The reported ratio of the two diastereomer peaks in the 1H NMR spectrum appears to vary 
considerably depending on reaction conditions and catalyst structure.    
With the exception of one study looking at the kinetics of Wills’ C3-tethered catalyst,18 most 
reported spectra of the diastereomeric hydride complexes were performed under non-
catalytic conditions with stoichiometric reagents, and there have been no reported examples 
of multiple catalyst diastereomers being observed during catalytic turnover. Indeed, as noted 
in Chapter 5, the low concentrations of catalyst employed in the reaction makes detecting 
catalytic species in situ challenging.  
6.2.1 Observation of catalyst diastereomers using FlowNMR 
Using FlowNMR spectroscopy, in combination with selective excitation of the hydride region, 
two hydride peaks were observed at -5.26 and -6.54 ppm (isopropanol-h8) during the 
catalytic asymmetric transfer hydrogenation of acetophenone using (R,R)-1 (Figure 6.1). 
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Figure 6.1: 1H NMR spectra of hydrides 3a and 3b, during the course of catalytic transfer hydrogenation of 
acetophenone to (R)-1-phenylethanol in flow at 4 mL/min (400 mM acetophenone, 10 mM KOH, 2 mM (1), 9.5 mL dry 
isopropanol, 20°C). Selective excitation using a gradient spin echo pulse sequence with a shaped 180° pulse centred 
at -5.5 ppm (8 scans, 2 s acquisition time, 1 s delay time, 1600 μs Gaussian shaped pulse; spectra processed with 0.1 
Hz exponential line broadening). 
When pre-catalyst 1 was dissolved in 0.01 M KOH solution in isopropanol, hydride 3a is 
formed immediately (Figure 6.2). Although 3a slowly deactivates (see Chapter 5), no other 
hydride species were observed until the addition of the acetophenone substrate, at which 
point hydride 3b started to form. Unlike 3a, the formation of 3b did not happen 
instantaneously, instead requiring around 30 minutes to reach equilibrium. 
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Figure 6.2: Concentration profiles of hydride peaks 3a (-4.87 ppm) and 3b (-6.59 ppm), during the course of catalytic 
transfer hydrogenation of acetophenone to (R)-1-phenylethanol in flow at 4 mL/min (400 mM acetophenone, 10 mM 
KOH, 2 mM (1), 9.5 mL dry isopropanol, 20°C). Selective excitation using a gradient spin echo pulse sequence with a 
shaped 180° pulse centred at -5.5 ppm (8 scans, 2 s acquisition time, 1 s delay time, 1600 μs Gaussian shaped pulse; 
spectra processed with 0.1 Hz exponential line broadening). 
The absence of any 3b prior to the addition of acetophenone supports the assignment of this 
peak as a diastereoisomer of 3a, since the catalyst must pass through achiral intermediate 2 
(Scheme 6.2) to convert between the two diastereomers, which is only possible when 
substrate is present to turn over the catalyst.  
6.2.2 Achiral ligand 
An alternative explanation for the appearance of 3b could be that either acetophenone or the 
products, 1-phenylethanol and acetone, bind to the hydride, altering its chemical shift. 
Formation of an acetophenone adduct may be ruled out, as this would be expected to form 
immediately after addition of acetophenone, which is not observed, however an adduct with 
product would be expected to produce a similar concentration profile to that observed in 
Figure 6.2. 
To test whether this was the case, catalyst 6, with an achiral Ts(ethylenediamine) ligand was 
synthesised (Scheme 6.6). Whilst still chiral at ruthenium, the absence of any chirality in the 
ligand ensures that no diastereomeric hydride species are possible. 
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Scheme 6.6: Structure of the RuH(Ts(ethylenediamine))(mesitylene) catalyst, 6, showing the achiral 
Ts(ethylenediamine) ligand. 
Under identical conditions to Figure 6.2, 6 exhibited a single hydride peak at -6.20 ppm 
throughout the entire course of the reaction (>3 hours), remaining unchanged in the presence 
of base, substrate and product (Figure 6.3). This confirms that that the two peaks observed 
previously were a result of diastereomers with differing chirality at ruthenium, and not a 
result of product adducts. 
 
Figure 6.3: 1H NMR spectra of hydride 6, during the course of catalytic transfer hydrogenation of acetophenone to 
(R)-1-phenylethanol in flow at 4 mL/min (400 mM acetophenone, 10 mM KOH, 2 mM (6), 9.5 mL dry isopropanol, 
20°C). Selective excitation using a gradient spin echo pulse sequence with a shaped 180° pulse centred at -5.5 ppm (8 
scans, 2 s acquisition time, 1 s delay time, 1600 μs Gaussian shaped pulse; spectra processed with 0.1 Hz exponential 
line broadening). 
The ethylenediamine complex was also able to catalyse the transfer hydrogenation of 
acetophenone to 1-phenylethanol, however at a slower rate than 1, and without favouring 
either product enantiomer of course (Figure 6.4). The concentration of hydride present 
during turnover was lower for the ethylenediamine complex, which is likely to be due to a 
difference in catalyst speciation due to the different electronic properties of the ligand. The 
deactivation rate also appeared lower for the ethylenediamine complex, which may indicate 
that the phenyl rings play a role in promoting the loss of the mesitylene, possibly due to the 
increased steric interactions between the amine and arene ligands. 
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Figure 6.4: Concentration of hydride intermediate (3 or 6), during the course of catalytic transfer hydrogenation of 
acetophenone to (R)-1-phenylethanol in flow at 4 mL/min with either 1 or RuCl(mesitylene)(Ts-ethylenediamine) 
catalyst (400 mM acetophenone, 10 mM KOH, 2 mM cat., 9.5 mL dry isopropanol, 20°C). Selective excitation using a 
gradient spin echo pulse sequence with a shaped 180° pulse centred at -5.5 ppm (8 scans, 2 s acquisition time, 1 s 
delay time, 1600 μs Gaussian shaped pulse; spectra processed with 0.1 Hz exponential line broadening). 
6.2.3 Interconversion of Diastereomers 
The evolution of the ratio between the two diastereomers, 3a and 3b,  over time has been 
discussed previously in the literature.18, 20 The process appears to be strongly dependent on 
reaction conditions and ligand modification, with observed ratios of diastereomers varying 
between 65:1 to 1:5.  
Whilst less noticeable than for 3a, 3b also underwent slow deactivation over a period of 
several hours under reaction conditions (Figure 6.5). The ratio between 3a and 3b remained 
unchanged, indicating that the deactivation rate is the same for both diastereomers. This 
suggests that either the deactivation pathway is the same for both diastereomers, or that 
exchange between the two diastereomers is rapid enough to maintain the relative 
concentrations of each diastereomer throughout the deactivation. 
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Figure 6.5: Concentration profiles of hydride peaks 3a (-4.87 ppm) and 3b (-6.59 ppm) in flow at 4 mL/min (40 mM 
acetophenone, 360 mM rac-1-phenylethanol, 360 mM acetone, 10 mM KOH, 4 mM (1), 9.5 mL dry isopropanol, 20°C). 
Selective excitation using a gradient spin echo pulse sequence with a shaped 180° pulse centred at -5.5 ppm (8 scans, 
2 s acquisition time, 1 s delay time, 1600 μs Gaussian shaped pulse; spectra processed with 0.1 Hz exponential line 
broadening). 
Analysing the hydride (formed by reaction of 2 with 10 equivalents of IPA) in an inert solvent 
such as C6D6 and without product or substrate present allowed the relationship between the 
two diastereomers to be investigated over longer time periods (Figure 6.6). In the absence of 
substrate, the interconversion between 3a and 3b relies on trace acetone from catalyst 
activation, resulting in a much slower rate of exchange. Over the course of 36 h, slow 
interconversion between the two catalyst species resulted in an equilibrium ratio of 4.2:1 
under these conditions. 
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Figure 6.6: Concentration profiles of hydride peaks 3a (-4.87 ppm) and 3b (-6.59 ppm), during the interconversion 
between diastereomers 3a and 3b in the absence of product or substrate. (6 mM (1), 12 mM NaOiPr, 0.5 mL C6D6, 20 
μL isopropanol, 25 °C, Ar atmosphere, conventional NMR tube). Selective excitation using a gradient spin echo pulse 
sequence with a shaped 180° pulse centred at -5.5 ppm (8 scans, 2 s acquisition time, 1 s delay time, 1600 μs Gaussian 
shaped pulse; spectra processed with 0.1 Hz exponential line broadening). 
6.2.4 Assignment of Diastereomers 
To assign the absolute stereochemistry of each of the two hydride peaks observed in the 1H 
NMR spectra, Nuclear Overhauser Effect (NOE) NMR experiments were performed to identify 
through-space interactions within the complex. 
Similar NOE experiments have been performed previously by Strotman et al. on the related 
formic acid/triethylamine system,20 however the reported peak positions for the two 
diastereomers are substantially different to the isopropanol system, making comparison 
difficult. 
As the assignment of the two backbone CHs is vital for the correct assignment of absolute 
stereochemistry, TOCSY spectra of the interaction between the CH and NH2 protons were 
acquired with varying mixing times. A medium range 4JHH coupling is observed for the NH2-
CH-CH-NTs proton and a shorter range 3JHH coupling for the NH2-CH proton , which may also 
be observed in the additional splitting of the CH-NH2 proton peak, confirming the assignment 
of the two CH protons. 
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Figure 6.7: 1H NMR spectrum of hydride complex 3a showing ligand backbone CH peaks with 3JCH-CH and 3JCH-NH 
coupling values indicated. 
6.2.4.1 Hydride 3a 
Hydride 3a (-4.87 ppm in C6D6) shows correlation to the mesitylene CH3 and CH protons at 
2.00 and 4.60 ppm respectively and tosyl CH-C-SO2 protons at 7.68 ppm, along with the CH-
NTs proton at 4.13 ppm and axial-NH proton at 4.54 ppm (Figure 6.8). In all cases, a 
corresponding NOE interaction was observed at the hydride when these protons were 
excited, confirming that the signals observed are true NOE interactions and not spectral 
artefacts. 
The presence of an NOE interaction between the hydride and the CH-NTs proton indicates 
that the two nuclei are in close proximity, suggesting that they are on the same face of the 
complex. This is reinforced by the absence of any NOE interaction between the CH-NH2 proton 
at 4.01 ppm and the hydride, which despite being more closely connected through bonds, are 
on opposing faces of the molecule and therefore do not show any NOE interaction. This 
indicates the assignment of the hydride at -4.87 ppm to be the (R,R,S)-3 diastereomer in the 
λ (syn) configuration.  
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Figure 6.8: 1H and selective NOE NMR spectra of hydride 3a (-4.87 ppm), showing NOE interactions of the hydride 
with other protons within the molecule, chemical shifts and assignment (6 mM (1), 12 mM NaOiPr, 0.5 mL C6D6, 20 μL 
isopropanol, 25 °C, Ar atmosphere, conventional NMR tube). 1H acquisition (16 scans, 2.18 s acquisition time, 1 s delay 
time, spectra processed with 0.3 Hz exponential line broadening). Selective NOE using a gradient spin echo pulse 
sequence with a shaped 180° pulse centred at -4.88 ppm (2048 scans, 2.18 s acquisition time, 2 s delay time, 1600 μs 
Gaussian shaped pulse; spectra processed with 0.1 Hz exponential line broadening). 
To confirm the assignment, NOE interactions between the backbone CH protons and the 
mesitylene were also measured. The mesitylene exhibited strong, mutual NOE interactions 
with the CH-NH2 and equatorial-NH protons, but not with the CH-NTs proton, supporting the 
assignment of the hydride as RRS. 
A significant difference in the chemical shift values of the axial (4.55 ppm) and equatorial 
(2.30 ppm) NH protons was observed. The higher chemical shift value for the axial NH 
suggests a more acidic proton, which is consistent with the greater reactivity at this position 
in plane with the Ru-H bond. 
6.2.4.2 Hydride 3b 
Hydride 3b (-6.59 ppm in C6D6) showed NOE correlations to a different set of mesitylene 
peaks at 1.91 and 4.35 ppm, however no reliable NOE interactions with either backbone CH 
proton were observed at this concentration (Figure 6.9). A small peak at 3.13 ppm might 
possibly be an interaction with a shifted NH proton, however concentrations are too low for 
assignment with any confidence, even when 10240 transients were acquired. 
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Whilst conclusive assignment of 3b is hampered by low concentrations, the fact that the 
mesitylene protons were shifted supports the theory that the second hydride peak is the 
(R,R,R)-3 diastereomer in the λ (anti) configuration, as inversion of stereochemistry at 
ruthenium will affect the magnetic environment of all bound ligands.  
 
Figure 6.9: 1H and selective NOE NMR spectra of hydride 3b (-6.59  ppm), showing NOE interactions of the hydride 
with other protons within the molecule, chemical shifts and assignment (6 mM (1), 12 mM NaOiPr, 0.5 mL C6D6, 20 μL 
isopropanol, 25 °C, Ar atmosphere, conventional NMR tube). 1H acquisition (16 scans, 2.18 s acquisition time, 1 s delay 
time, spectra processed with 0.3 Hz exponential line broadening). Selective NOE using a gradient spin echo pulse 
sequence with a shaped 180° pulse centred at -4.88 ppm (2048 scans, 2.18 s acquisition time, 2 s delay time, 1600 μs 
Gaussian shaped pulse; spectra processed with 0.1 Hz exponential line broadening). 
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6.2.5 Prediction of NMR shifts from computed tensors 
To confirm the NMR assignments of the diastereomers and ascertain the configuration of each 
structure, Density Functional Theory (DFT) calculations were used to predict the NMR 
chemical shifts of both diastereomers.  
The calculation of isotropic NMR shifts requires fully energy minimised structures calculated 
at a high level of theory to gain accurate results. For this study, an SDD effective core potential 
basis set was used for ruthenium, with a 6-311++G(d,p) basis set on the arene, ligand 
backbone and heteroatoms and a 6-31+G(d) basis set for the phenyl rings. This basis set 
combination has previously been reported to provide good energy and frequency prediction 
results with ruthenium hydrides.6, 10, 21 
To convert the calculated isotropic shifts into predicted NMR chemical shifts, a calibration 
model is needed. A linear correction curve, constructed from a library of ruthenium hydride 
complexes with known NMR shifts is reported to give accurate results for a range of 
ruthenium hydrides.22 For each of the four functionals used to calculate the NMR shifts, a 
range of ruthenium hydride complexes with known NMR shifts were also optimised and used 






Figure 6.10: a) Ruthenium hydride complexes used to build calibration curves for NMR shift prediction, with their 
corresponding literature22-23 and calculated [SDD/6-311++G(d,p)/6-31+G(d)] chemical shift values. b) Calibration 
curves for the rωB97X-D, rB3PW91, rPBE1PBE and rM06L functionals. 
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Using the correction curves for each functional, the predicted chemical shifts for both RRS-3 
and RRR-3 were calculated (Table 6.1). Although the predicted shifts are all significantly 
lower than the experimentally observed peaks, there is a consistent trend across all four 
functionals of the major RRS diastereomer, 3a, being more de-shielded than the minor RRR 
diastereomer, 3b. This is also consistent with the assignments based on NOE interactions. 
Table 6.1 Calculated [SDD/6-311++G(d,p)/6-31+G(d)] and experimental (C6D6) NMR shifts of complexes RRS-3a and 
RRR-3b. 
Functional Predicted Chemical Shift (ppm) 
RRS-3a RRR-3b 
Experimental -4.87 -6.59 
rωB97X-D -2.66 -2.71 
rPBE1PBE -2.11 -4.04 
rB3PW91 -2.79 -3.89 
rM06L -3.54 -3.65 
  
The discrepancies between the predicted and experimental shifts and separation of the peaks 
may be ascribed to the solvation model used in the calculation of NMR tensors. In all cases a 
continuum solvation model was applied, surrounding the molecule with a field of uniform 
charge. Explicit solvation of the hydride may enable more accurate NMR shift prediction; 
however this is computationally expensive. As observed experimentally, both 3a and 3b are 
very sensitive to changes in solvation, with the chemical shift changing by up to 1 ppm 
depending on solvent choice. 
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6.3 IMPLICATIONS OF DIASTEREOMERIC HYDRIDE COMPLEXES IN 
ASYMMETRIC TRANSFER HYDROGENATION CATALYSIS 
Consideration of the minor RRR-3b hydride diastereomer requires a modification of the 
mechanism discussed in Chapter 5, to include a second cycle as shown in Scheme 6.7. The 
enantioselectivity of the ‘minor’ cycle has not been previously reported, and so whilst the 
cycle is assumed to proceed with opposite selectivity to the ‘major’ cycle to produce the minor 
(S)-1-phenylethanol product, this has not yet been proven (this will be discussed further in 
Section 6.3.3).  
Whilst the chiral pocket of RRS-3a favours the formation of (R)-1-phenylethanol, reverse 
binding of acetophenone is also possible, resulting in the formation of the minor (S)-1-
phenylethanol product (Scheme 6.7, Grey). Computational studies have indicated that the 
enantioselectivity of RRS-3a is dependent on a C-H···π interaction between mesitylene and 
the acetophenone phenyl ring, which is expected to result in an enantioselectivity of >97% 
for this cycle.10 The same process for the minor RRR-3b hydride would result in the formation 
of (R)-1-phenylethanol. This gives four possible product forming steps, with the overall 
product enantioselectivity depending on both substrate binding and catalyst enantiopurity. 
Although RRS-3a is the highest concentration ruthenium hydride species present in the 
reaction mixture, this does not mean that it is necessarily the major product forming species. 
Paradoxically, it is frequently the case that intermediates which are long-lived enough to 
observe under reaction conditions are too stable to be involved in producing the major 
product, and it is the highly reactive ‘minor’ intermediates that are responsible for product 
formation (‘major-minor’ mechanism).14-15 Switching between a ‘major-minor’ mechanism 
and the more straightforward ‘lock-and-key’ mechanism (major catalyst intermediate forms 
the major product) may be possible by changing reaction conditions to reduce the 
concentration of minor intermediate present in the reaction.14 
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Scheme 6.7: Expanded mechanism for catalytic transfer hydrogenation using (1) including base-induced formation 
of off-cycle species (4) from (2) and deactivation of (3) to (5) showing possible major and minor hydride pathways. 
The relative rates of the formation of (S) and (R)-1-phenylethanol with (RRR)-3 are not known, so the stereochemistry 
of the major product from this cycle may be inverted.   
‘Major-minor’ product distributions require a pre-equilibrium of catalyst intermediates 
where both major and minor species are present.14 No such pre-equilibrium exists for the 
Noyori asymmetric transfer hydrogenation reaction, since no RRR-3b was observed until 
acetophenone was added (Figure 6.2). As product formation began immediately after 
addition of acetophenone, with no induction time, this strongly suggests that the product is 
formed by the major RRS-3a intermediate in a ‘lock-and-key’ mechanism. Computational 
studies indicate that the minor RRR-3b hydride diastereomer should favour the (S)-1-
phenylethanol product as expected,10 again supporting a ‘lock-and-key’ mechanism where the 
major hydride diastereomer RRS-3a forms the major (R)-1-phenylethanol product. 
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6.3.1 Reactivity of diastereomeric hydrides 3a and 3b 
To test the reactivity of the two diastereomeric hydrides 3a and 3b, carbon dioxide gas was 
bubbled into a solution containing the two diastereomers. Carbon dioxide is known to react 
rapidly with the hydride complex to form a ruthenium-formate species, which is the most 
abundant intermediate observed during transfer hydrogenation carried out in a 
triethylamine-formic acid solvent mixture.20 As shown in Figure 6.11, the major hydride 
diastereomer, 3a, reacted rapidly with CO2, disappearing from the NMR spectrum almost 
entirely. In contrast, the minor hydride, 3b, barely reacted at all, with the concentration of 3b 
remaining unchanged after bubbling with CO2. 
This is a clear indicator that 3a is much more reactive than 3b (as is expected from the 
orientation of the RuH and NH bonds and computational studies5, 10), supporting the ‘lock-
and-key’ mechanism, where the major RRS-3a hydride diastereomer leads to the formation 
of the major (R)-1-phenylethanol product. 
 
Figure 6.11: 1H NMR spectra of a) hydride complexes 3a and 3b b) hydride complexes 3a and 3b after bubbling with 
CO2 leading to reaction of 3a to form the corresponding ruthenium-formate complex. (THF-H8, 20°C). Selective 
excitation using a gradient spin echo pulse sequence with a shaped 180° pulse centred at -9 ppm (12 scans, 1.33 s 
acquisition time, 1 s delay time, 1000 μs Gaussian shaped pulse; spectra processed with 0.3 Hz exponential line 
broadening). Data courtesy of Dan Berry. 
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6.3.2 Tethered catalyst 
Tethered versions of the Noyori catalyst have been developed, using either ether or alkyl 
linkages to attach the arene ring to the TsDPEN ligand, either via the NH2 nitrogen or sulfonyl 
groups.17-18, 24-26 These catalysts are highly active at low catalyst loadings, but more 
importantly are much more stable than the non-tethered catalyst under reaction conditions, 
allowing evolution of catalyst species to be monitored over longer time periods.  
For this study, Wills’ C3-tethered pre-catalyst, 7 (Scheme 6.8) was chosen, as it is one of the 
most selective and versatile of the tethered catalysts.17 As with the non-tethered Noyori 
catalyst, the 16-electron ‘unsaturated’ intermediate, 8, and 18-electron hydride intermediate, 
9, are both known to exist in the reaction mixture (Scheme 6.8). In isopropanol solution, the 
tethered catalyst existed predominantly as 8, with less than a third of the catalyst in the 
hydride intermediate 9. This is contrary to the non-tethered catalyst, where hydride 
intermediate 3 comprises >90% of the catalyst speciation prior to entering turnover (Figure 
6.12). The difference in catalyst speciation may also be clearly seen in the colour of the 
reaction mixture (Figure 6.13), with the deep purple colour observed for the tethered catalyst 
indicating a high concentration of unsaturated intermediate, 8. 
 
Scheme 6.8: Structures of Wills’ RuCl(TsDPEN-C3-benzene) pre-catalyst, 7, along with active species 8 and 9. 
 
Figure 6.12: Comparison between the concentration of non-tethered hydride intermediates 3a and 3b, and tethered 
hydride intermediates 9a and 9b before entering turnover and during turnover (4 mM (1) or (7), 20 mM KOH, 400 
mM acetophenone, 10 mL isopropanol, 20°C). Selective excitation using a gradient spin echo pulse sequence with a 
shaped 180° pulse centred at -5.5 ppm (8 scans, 2 s acquisition time, 1 s delay time, 1600 μs Gaussian shaped pulse; 




          b) 
 
Figure 6.13: Photographs of reaction mixtures for the asymmetric transfer hydrogenation of acetophenone using a) 
non-tethered catalyst 1, and b) tethered catalyst 7 (4 mM cat., 20 mM KOH, 400 mM acetophenone, 10 mL isopropanol, 
20°C). 
Under the same conditions (4 mM cat, 20 mM KOH, 400 mM acetophenone, 10 mL 
isopropanol), the tethered catalyst, 7, was less active than 1 in the reduction of acetophenone 
(kobs = 6.19 mM/min for 7, compared to kobs = 18.7 mM/min for 1). The lower activity may be 
linked to the difference in catalyst speciation, since a lower concentration of hydride 9 during 
catalysis is indicative of the reaction of unsaturated intermediate, 8, with isopropanol being 
rate limiting (k2 in Scheme 6.7). The lower reactivity (and therefore higher turnover 
concentration) of 8 compared to 2 is due to the more donating nature of the secondary amine, 
leading to a greater stabilisation of the 16 electron complex 8 in the tethered catalyst. 
As with the non-tethered catalyst, the concentration of hydride 9a immediately droped when 
acetophenone was added and turnover began, due to reaction with substrate forming 8 
(Figure 6.14). Whilst the concentration of acetophenone remained high, the concentration of 
9 remained low; again indicating that the reaction of 8 with isopropanol to regenerate 9 is 
the rate limiting step (k2 in Scheme 6.7). As acetophenone was consumed, the overall reaction 
rate slowed down until the point at which the reaction of 9 with acetophenone became rate 
limiting (k3 in Scheme 6.7) and the concentration of 9 increased again. The concentration of 
9 never reached pre-turnover values as even after the reaction had reached equilibrium, the 
catalyst was still actively involved in cycling between substrate and product. This deviation 
in hydride concentration during the initial stages of turnover was also observed for the non-
tethered hydride, 3, although the effect is less pronounced (Chapter 5, Figure 5.9). 
Over longer periods of time, a slow decrease in concentration of 9a was observed, along with 
an increase in the concentration of 9b. Whilst the same exchange has been observed for the 
non-tethered catalyst between hydride diastereomers, 3a and 3b (Figure 6.6), the rate of 
catalyst deactivation was much faster than for the tethered catalyst, meaning that the 
interconversion of the hydride diastereomers under reaction conditions cannot be studied 
over long periods of time for the non-tethered catalyst, 1. For the tethered catalyst, 7, 
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deactivation was much slower, allowing tracking of the concentration of both diastereomers 
over periods of 24 h without significant catalyst deactivation (Figure 6.14).  
 
Figure 6.14: Concentration of hydride species 9a and 9b, conversion and enantioselectivity data for the asymmetric 
transfer hydrogenation of acetophenone to (S)-1-phenylethanol (4 mM RR-7, 20 mM KOH, 400 mM acetophenone 
(additional 400 mM acetophenone added after 19 h), 10 mL isopropanol, 20°C). 
The distribution of the two diastereomers, 9a and 9b, appeared to reach equilibrium after 
approximately 18 h, with roughly equal concentrations of each diastereomer. To test whether 
the catalyst speciation between the two diastereomers has any effect on reaction rate, an 
additional 400 mM of acetophenone was added to restart the reaction.  
The reaction rate was substantially reduced for the second addition of acetophenone (k’obs= 
1.05 mM.min-1 compared to kobs= 6.19 mM.min-1 for the initial reaction). As the overall catalyst 
concentration remains constant over the course of the reaction, this suggests that 
diastereomer 9b has minimal catalytic activity.  
This may be confirmed by comparing the turnover frequency (TOF) for both initial and 
secondary reactions, calculated using the concentration of 9a only; this gives a value for the 
initial reaction of TOF9at=0 = 31.0 min-1, compared to TOF9at=19 h = 23.3 min-1 for the second 
addition of acetophenone. If 9b were active in the reaction, the apparent TOF with respect to 
9a would be expected to be greater for the second addition of acetophenone than the first. 
Since this is not the case, it may be concluded that 9b has minimal catalytic activity. Together 
with the evidence for the lack of reactivity of non-tethered hydride diastereomer 3b, this 
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strongly supports a ‘lock-and-key’ mechanism for product formation. The small decrease in 
TOF for the second addition of acetophenone is attributed to an increased rate component 
from the reverse reaction, due to the presence of product from the initial reaction. 
The lack of activity of 9b is consistent with the structure of the RRR diastereomer, where the 
Ru-H and NH proton are not in the same plane (Scheme 6.9), which is expected to increase 
the barrier to reaction. 
 
Scheme 6.9: Schematic of RRR-λ-3b structure, showing the (anti)-configuration of the Ru-H and N-H bonds. 
6.3.3 Density Functional Theory calculations 
Density Functional Theory (DFT) calculations have previously been used to explore possible 
reaction pathways for the Noyori asymmetric transfer hydrogenation reaction.5-7, 10, 21, 27 
Whilst most studies have focused on the differences between the concerted outer-sphere 
hydrogen transfer mechanism proposed by Noyori,5, 28 and the conventional inner-sphere 
mechanism (with or without cooperative ligand effects),9 a few have investigated the role that 
the ligand plays in directing stereochemistry of the product.7, 9-10 
A 2013 paper by Dub et al. demonstrated the differences in transition state energy barriers 
for the formation of R- and S-1-phenylethanol from RRS-3 in the gas state, and with explicit 
solvation.7 In this work, they propose that the acetophenone first forms a hydrogen bonded 
ion pair with the catalyst NH, which helps to stabilise the hydride, as well as positioning the 
acetophenone in the correct geometry to be reduced (Scheme 6.10).  The catalyst and 
substrate then undergo a 6-member, planar transition state to form the product as a hydrogen 
bonded ion pair with RR-2. The energy barrier for the transition state is higher for the 
reaction forming S-1-phenylethanol than for R-1-phenylethanol, which is used as the 
rationale for the difference in product selectivity. Although energy barriers were decreased 
when explicit solvation with isopropanol was included, the same overall trends in transition 
state energies were observed. 
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Scheme 6.10: Reaction mechanism and transition state proposed by Dub ( 2013), for the reaction of 2 with isopropanol 
to give (RRS)-3 and acetone.7 
This was then followed up in a 2016 paper investigating the cause of enantioselectivity in 
asymmetric transfer hydrogenation catalysed by 1, along with RuCl2(BINAP)(DPEN).10 They 
demonstrate using absolute rate theory that a 2 kcal/mol difference in the transition state 
energies for the two product enantiomers is expected to result in >90 % ee.29 The difference 
in transition state energies was attributed to arene C-H···π attractions between the 
mesitylene and acetophenone arene rings, along with oxygen lone pair-π repulsion between 
the SO2 group and acetophenone favouring the transition state where the acetophenone is 
pointing towards the mesitylene and away from the tosyl group (Scheme 6.11). 
 
Scheme 6.11: Schematic of a) favourable C-H···π attractions between the mesitylene and acetophenone arene rings 
and b) unfavourable oxygen lone pair-π repulsion between the SO2 group and acetophenone in the transition state 
between (RRS)-3a and acetophenone. 
Although some consideration was given to the probable effects of inversion of 
stereochemistry at ruthenium, leading to the opposite product enantiomer being formed, no 
calculations were performed to support this.10 
To explore the role of the minor catalyst diastereomer in the reaction, DFT calculations were 
performed to calculate free energies of reaction intermediates and transition states. 
Calculations were optimised using the rM06L functional and an implicit SMD solvation model 
(isopropanol), with a simplified basis set of LANL2DZ applied for ruthenium, and 6-31+G(d) 
for all other atoms.  
200 
The first step in the generation of RRS-3a or RRR-3b is the reaction of 2 with isopropanol. 
Depending on which face of 2 the isopropanol attacks, different diastereomers of 3 will be 
produced. The mechanism proposed by Dub7 (Scheme 6.10) involves the initial formation of 
a hydrogen bonded ion pair between the isopropanol and NH. Dub reported that these ion 
pairs are between 1 to 2.5 kcal/mol lower in energy than the free catalyst and substrate.7 
Using the less computationally expensive rM06L functional, basis set and implicit solvation 
as described above, these ion pairs were found to have ground state energies that lie between 
the unbound catalyst and the transition state (Scheme 6.12). Despite this discrepancy, the 
overall transition state energy barriers are comparable to those reported by Dub.7 Since the 
Curtin-Hammett principle dictates that relative reaction rates depend only on transition state 
energies, the ground state ion-pairs have no influence on the relative reaction rate of each 
pathway , and are therefore ignored in subsequent calculations. 
 
Scheme 6.12: Proposed mechanism and calculated ground and transition state energies for the formation of either 
(RRR)-3 or (RRS)-3 from (RR)-2 and isopropanol. [rM06L, LANL2DZ (Ru), 6-31+G(d)]. 
As shown in Scheme 6.12, the energy barriers for formation of the RRS-3a diastereomer are 
between 2.4 – 2.6 kcal/mol lower than for the formation of the RRR-3b diastereomer, both 
201 
for the initial complexation of isopropanol and for the subsequent transition state barrier. 
The energy span model30 predicts that for every turnover, the RRS pathway should be around 
80 times more favourable than the RRR pathway. Whilst predicting the equilibrium ratio of 
the two hydrides over many turnover cycles is more complex, involving both forward and 
reverse rates, the calculations are in good agreement with experimental results which show 
the major RRS-3a hydride dominating in early stages of the reaction. 
Calculated ground state energies and transition state energy barriers are reported for the 
reaction of the major RRS-3a isomer with acetophenone.7 The difference in transition state 
energy barriers is only 0.8 kcal/mol in the gas phase (0.5 kcal/mol with explicit solvation), 
which would not be enough to cause the large difference in enantioselectivity observed 
experimentally. Instead Dub proposed that it is the initial formation of a chiral hydrogen 
bonded ion pair with the catalyst and substrate that is predicted to determine the 
stereochemistry of the product, with a difference in predicted ground stage energies of 3.3 
kcal/mol in the gas phase (1.5 kcal/mol with explicit solvation) resulting in theoretical 
enantioselectivities of >97%.10 As discussed above, using the rM06L/LANL2DZ/6-31+G(d), 
SMD=Isopropanol method, no reduction in ground state energy was found for these hydrogen 
bonded ion-pairs, however the difference in energy barrier for the pathways was found to be 
comparable with Dub’s results. 
Scheme 6.13 and Scheme 6.14 show the different reaction pathways and energy barriers for 
the formation of (R) and (S)-1-phenylethanol from acetophenone with RRS-3a and RRR-3b 
respectively. Calculated energy barriers differ from those reported by Dub7 due to differences 
in solvation, functional and basis sets used in the calculations. 
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Scheme 6.13: Proposed mechanism and calculated ground and transition state energies for the reaction of 
acetophenone and RRS-3 to form RR-2 and either (S) or (R)-1-phenylethanol [rM06L, LANL2DZ (Ru), 6-31+G(d)]. 
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Scheme 6.14: Proposed mechanism and calculated ground and transition state energies for the reaction of 
acetophenone and RRR-3 to form RR-2 and either (S) or (R)-1-phenylethanol [rM06L, LANL2DZ (Ru), 6-31+G(d)]. 
As expected from observed experimental selectivities, RRS-3a is also predicted to favour the 
(R)-1-phenylethanol product, with a difference in predicted energy barriers of 0.9 kcal/mol – 
very close to the 1.5 kcal/mol reported by Dub.7  
The result for RRR-3b is more surprising. Not only is the complex predicted to favour the 
formation of the (R)-1-phenylethanol product, rather than the (S)-1-phenylethanol that 
would be expected, but the calculated energy barrier for doing so is 2.4 kcal/mol lower than 
for RRS-3a. RRR-3b is therefore predicted to be the more active catalyst, although both RRS-
3a and RRR-3b are expected to favour the (R)-1-phenylethanol product. This would predict 
a ‘major-minor’ product formation mechanism, where the minor catalyst diastereomer 
results in the major product. Experimental results (Figures 6.11 and 6.14) contradict this 
finding, showing minimal catalytic activity for the minor RRR-3b diastereomer. Since 
calculated energy barriers may vary slightly depending on the computational method, 
comparison with results calculated using different functionals and basis set are required to 
confirm the relative energy barriers for the (R) and (S) reaction pathways, and whether the 
lower energy barrier for RRRRTS2,3 is anomalous. 
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6.4 A NEW TETHERED CATALYST ARCHITECTURE 
Existing tethered catalyst designs have frequently shown improved stability, 
enantioselectivity and substrate scope compared to their non-tethered partners.17, 19, 25 There 
have been no detailed studies into why the tether improves the catalyst properties, however, 
as seen in Chapter 5, suppression of catalyst deactivation by arene loss is likely to play a 
significant role in the improved stability of tethered catalysts. 
So far, all tethered catalysts in the literature have the tether attached via one of the TsDPEN 
nitrogen atoms, either directly, or through the sulfonyl group. Whilst this is an effective means 
of connecting the two ligands, with a straightforward synthetic route, the existence of an 
unsaturated intermediate which is achiral at ruthenium means that inversion of 
stereochemistry may occur (Scheme 6.15), still leading to the two diastereomers previously 
observed. 
 
Scheme 6.15: Inversion of stereochemistry at ruthenium in Wills’ tethered catalyst 9 via planar unsaturated 
intermediate 8. 
Attachment of the tethering group to the nitrogen atom alters the electronic properties of the 
ligand, leading to a change in the distribution of catalytic intermediate present in the reaction. 
In the case of the three-carbon linkage used in Wills’ catalyst, 7, the change in electronic 
properties of the ligand causes the reaction of unsaturated intermediate, 8, with isopropanol 
to become less favourable, reducing the concentration of hydride intermediate, 9 and 
decreasing the overall reaction rate (Figures 6.12, 6.13 and 6.14).  
If a new tether could be designed which both prevents arene loss, whilst also selectively 
forming the most active diastereomer at the same time, it would improve both catalyst 
stability and activity, whilst retaining maximum enantioselectivity. 
We therefore propose a new tethered catalyst architecture, 10, where the tether is attached 
to one of the TsDPEN phenyls. Since steric interaction with the tether prevents approach of 
substrate to this face of the catalyst, only one hydride diastereomer is possible (Scheme 6.16). 
Providing that the tether is short enough, interconversion by rotation of the tethered arene is 
also prevented, locking the catalyst into a single configuration. As shown earlier in this 
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chapter, the RRS (or SSR) hydride diastereomer is both the major and most active catalyst 
species, therefore the new catalyst architecture aims to selectively form this diastereomer 
only. 
 
Scheme 6.16: a) Proposed new tethered catalyst architecture. b) Steric interaction with tether prevents substrate 
approach from top face of catalyst, whilst bottom face remains unhindered. 
The proposed new ligand is based around a N-para-toluenesulfonyl-1,2-bis(2-
hydroxyphenyl)-1,2-ethylenediamine (TsDPOHEN) backbone, with one of the phenol groups 
tethered back to the arene ligand by either a 3 or 4 atom linker. 
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6.4.1 Selection of tethering group 
To gain a better understanding of the relative stability and likely geometry of the different 
catalysts 10a-f, DFT calculations were performed to predict minimum energy geometries 













Figure 6.15: Calculated minimal energy geometries of tethered complexes 10a - f [rM06L/LANL2DZ/6-31+G(d)]. 
As can be seen from the optimised geometries (Figure 6.15), both 3 and 4 atom linkers 
provide enough flexibility to allow both the arene and amine ligands to remain fully 
coordinated without putting too much strain on the tether. In the case of the four atom linker, 
the arene ring is rotated by approximately 60° to accommodate the extra CH2 unit.  
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For complexes 10a and 10e with ester linkages, a close (2.2 – 2.6 Å) interaction between the 
C=O and backbone CH may help stabilise the complex via weak hydrogen bonding. In contrast, 
complexes 10b and 10f adopts a geometry that is closer to planar between the phenyl ring 
and the amide bond (θ= ~60°), preventing the oxygen from coming into contact with the 
backbone CH.  
Whilst the three atom linkers are too short to reach the second phenyl ring, the four atom 
linkers are easily able to do so, leading to a possible structural isomer, 11 (Figure 6.16). For 
the ester linked complex 10d, the phenyl-NH2 tethered isomer, 11, is disfavoured by around 
1.7 kcal/mol compared to the phenyl-NTs tethered isomer. 
Unlike in 10d, inversion of stereochemistry at ruthenium is possible in 11 by rotation of the 
phenyl-CH bond, forming the RRS diastereomer.§§ Although this diastereomer is disfavoured 
by 12.3 kcal/mol for the chloride complex, 11 (13.5 kcal/mol for the hydride complex, 12), 
and the barrier to rotation is likely to be high, the possibility of multiple structural and 
stereochemical isomers means that the four atom linkers make a poor choice for tethering 
the arene ring. 
  
                                                          
§§ Note: RRS configuration in chloride precursor corresponds to RRR in hydride due to the difference 
in CIP priorities for chloride and hydride when assigning absolute configuration. 
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10d, 0.0 kcal/mol 
 
RRR-11, 1.7 kcal/mol 
 
RRS-11, 12.3 kcal/mol 
Figure 6.16: Calculated geometries and relative ground state energies of tethered complexes 10d, RRR-11 and RRRS-
11 [rM06L/LANL2DZ/6-31+G(d)]. 
Of the three atom linkers, the ester linked 10a (Scheme 6.17) was selected due to the expected 
ease of synthesis. However, as there is potential for hydrolysis of the ester in the basic alcohol 
reaction conditions, amide, ether or thioether linkages may prove more stable for future 
catalyst designs. 
 
Scheme 6.17: Structure of tethered complex RRR-10a (RuCl(TsDPOHEN-phenylacetate)). 
One potential limitation of the three-atom tethered catalyst, is the increased strain that the 
tether induces into the 16-electron, unsaturated intermediate, 13 (Figure 6.17). By tethering 
the arene to the amine ligand, the catalyst is unable to adopt a trigonal bipyramidal geometry 
with the diamine ligand perpendicular to the arene, and is forced to remain in a distorted 
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square planar geometry with a vacant site at ruthenium. Whilst this raises the energy of the 
unsaturated intermediate by 10.8 kcal/mol relative to the hydride, 12, the active site of the 






Figure 6.17: Calculated geometries of tethered 18-electron complex RRR-12 (RuH (TsDPOHEN-phenylacetate)) and 
16-electron complex RRRS-13 (Ru(TsDPOHEN-phenylacetate)). [rM06L/LANL2DZ/6-31+G(d)]. 
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6.4.2 DFT modelling of reaction pathway 
As discussed in Section 6.3.3 above, DFT modelling of the likely reaction pathway can provide 
insights into how stereochemistry is induced into the products. In the case of tethered catalyst 
10a, only the RRS (or SSR) diastereomer can exist; eliminating the need to consider the 
pathway for forming product via the minor RRR (SSS) diastereomer.  
Although the net catalytic pathway is expected to be the same for both the tethered and non-
tethered catalyst, changes in electronic and steric properties of the ligand will alter the energy 
levels and barriers. To compare the different energetic pathways for the two catalysts, DFT 
calculations were performed, using the same functional and basis set as before [rM06L / 
LANL2DZ (Ru) / 6-31+G(d)].  
The position of the arene ring and steric interaction with the tether mean that attack of the 
isopropanol on the ‘R’ face of 13 is strongly disfavoured. The tether ensures that attack via 
the ‘S’ face is the only favourable means of forming 12, meaning that only the RRS catalyst 
diastereomer is formed (Scheme 6.18).  
  
Scheme 6.18: Proposed mechanism and calculated ground and transition state energies for the formation of either 
RRS-12 from RR-13 and isopropanol. [rM06L, LANL2DZ (Ru), 6-31+G(d)]. 
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The free phenol group is predicted to play a non-innocent role in the catalysis, forming a 
hydrogen bond to the substrate, and helping to stabilise the transition state.  The stabilisation 
provided by the phenol group is very fortuitous, and helps to reduce the reaction energy 
barriers, which is expected to lead to faster kinetics. Removing the stabilising effect of the 
phenol-substrate hydrogen bond results in a transition state energy, RRSTS12,13, that is both 4.9 
kcal/mol higher in energy, and which contains additional imaginary frequencies, indicating 
incomplete optimisation of the geometry. 
As with the non-tethered catalyst, hydrogen transfer may occur on either face of the 
acetophenone, forming either the (S) or (R)-1-phenylethanol product. As with the non-
tethered catalyst the (R) product is slightly favoured by 0.9 kcal/mol. The difference in energy 
between the two transition state barriers is the same as that calculated for the non-tethered 
catalyst (Scheme 6.13), and the enantioselectivity of the reaction is therefore expected to be 
similar to that of the non-tethered catalyst. 
  
Scheme 6.19: Proposed mechanism and calculated ground and transition state energies for the reaction of 
acetophenone and RRS-12 to form RR-13 and either (S) or (R)-1-phenylethanol [rM06L, LANL2DZ (Ru), 6-31+G(d)]. 
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The overall energy barriers for the tethered catalyst are around 3 kcal/mol higher than for 
the non-tethered catalyst. This may in part be due to the additional strain introduced by the 
tether resulting in a destabilisation of the unsaturated intermediate, 13, and transition state 
relative to the hydride intermediate, 12. The reaction of 13 with acetone has a comparatively 
low energy barrier, suggesting that the reaction with acetophenone is likely to be rate 
limiting, with the majority of the catalyst residing in hydride intermediate, 12, during 
turnover.  
The increase in energy barriers compared to the non-tethered catalyst is consistent with the 
trend observed for other tethered catalysts, which typically exhibit greater selectivities and 
stabilities than their non-tethered counterparts, although at the expense of slightly decreased 
reaction rate.17, 24-25 The stabilising effects of the phenol OH on the transition state means that 
the new catalyst 10a is likely to perform better than other tethered catalysts where this 
stabilisation is not possible. The expected increase in stability to deactivation resulting from 
the tethering of the arene prolongs the lifetime of the catalyst, meaning that slightly reduced 




The conventional route for forming tethered catalysts used by Wills and Ikariya, involves 
tethering the arene to the TsDPEN ligand prior to complexation to ruthenium (Scheme 
6.20).17, 25 
 
Scheme 6.20: Example synthesis of a tethered catalyst. Adapted from Hayes, 2005.17 
This route would be challenging for 10a, due to the difficulty in selectively controlling which 
of the multiple regio-isomers possible for the tosyl and tethered arene groups are formed. 
Instead, a new synthetic route was devised, where both ligands are complexed to the 
ruthenium before tethering, which then allows the ruthenium to be used as a chiral template 
for the formation of the arene-TsDPOHEN linkage (Scheme 6.21).  This method of forming the 
arene-TsDPOHEN linkage in-situ takes advantage of the stereochemistry of the chloride 
complex, where the configuration at ruthenium is effectively locked due to strong hydrogen 
bonding between the chloride and axial-NH.5 
 
Scheme 6.21: Proposed synthetic route to SSS-10a. Reaction conditions: i) EtOH, 78 °C, 2 h; ii) Selective protection of 
phenol OH iii) TsCl (1 equiv.), THF, 0 °C; iv) Deprotection of phenol OH.; v) NEt3, IPA, 82 °C, 1 h; vi) Toluene,  HBF4, 110 
°C, 1 h. PG= protecting group. 
The ruthenium precursor, 15 was formed from dihydro-phenylacetic acid and ruthenium 
trichloride under the same conditions as for the analogous mesitylene and p-cymene 
complexes.31 Under the alcoholic reaction conditions, the ethyl ester was formed. Hydrolysis 
back to the carboxylic acid was easily achieved by heating in 2M sodium hydroxide solution, 
however it is more convenient to leave the ester as a protecting group, preventing unwanted 
coordination of the carboxylic acid to ruthenium. 
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Initial attempts to form 18 by direct tosylation of 1,2-bis(2-hydroxy phenyl)-1,2-
ethylenediamine using literature procedures32-33 for tosylation of DPEN were unsuccessful. 
Despite there being literature precedent for tosylation of 2-hydroxybenzylamine,34 under the 
dilute conditions required for selective mono-tosylation no reaction is observed.  
Protection of the phenol OH groups with a suitable O-selective protecting group such as 
acetate or trimethyl silane should allow mono-tosylation of the 1,2-bis(2-hydroxy phenyl)-
1,2-ethylenediame, however suitable conditions have not yet been found. Work within the 
research group is ongoing to identify a suitable synthetic route to produce the mono-tosylated 
amine, with microwave assisted methods appearing promising.35 
Complexation of the TsDPOHEN ligand to ruthenium is expected to proceed under the same 
conditions used for TsDPEN, with refluxing isopropanol solvent and triethylamine added to 
remove HCl formed during the complexation. Protection of the phenylacetic acid as the ethyl 
ester should prevent the carboxylic acid from binding to the ruthenium. 
The final transesterification step to form the tethered catalyst uses a strong acid in a high 
boiling point non-ionising organic solvent such as toluene, so that the ethanol (or 
isopropanol) is driven off, pushing the equilibrium towards the desired product. 
Stereochemistry of the final product is dependent on that of the precursor, 19. Due to the 
directing influence of the N-H···Cl hydrogen bond,5 the configuration with (S) chirality at 
ruthenium is expected to be the dominant structure for the (S,S)-diamine. This (S,S,S) 
configuration means that the phenol closest to the tosyl group is in the same plane as the 
phenylacetic acid ligand, leading to reaction at this alcohol only, forming product (S,S,S)-10a.  
When treated with base to remove the chloride ligand, unsaturated intermediate 13 is 
expected to form, with intermediate 12 expected upon reaction with a hydrogen donor such 





The Noyori RuH(TsDPEN)(arene) catalyst can form two different diastereoisomers due to 
inversion of stereochemistry at ruthenium. Two hydride peaks were observed in varying 
ratios in the 1H NMR spectrum of the catalyst and have previously been assigned as the two 
different diastereomers of the catalyst.  
Assignment of the two hydride peaks as diastereomers has been confirmed using through-
space correlation NMR spectroscopy. The major diastereomer, 3a, was found to correspond 
to the RRS-diastereomer, which is in agreement with the assignment literature conformation 
based on single crystal X-ray diffraction. The concentration of the minor diastereomer, 3b, 
was too low to allow absolute assignment by NOE interactions, however computational 
modelling and predicted NMR shifts for both diastereomers supports the assignment and 
relative positions of the NMR peaks for the two diastereomers. Synthesis of the corresponding 
catalyst with an achiral Ts-ethylenediamine ligand shows only a single hydride peak, again 
supporting the assignment of 3a and 3b as diastereomers.  
The Ts-ethylenediamine catalyst appears to be much more stable to deactivation than 3, 
indicating that the different electronic or steric properties of this ligand may help to stabilise 
the catalyst. Further work is required to investigate the stability of the Ts-ethylenediamine 
catalyst over time, by addition of further substrate after the completion of the reaction. 
Using online FlowNMR spectroscopy it was possible to track the concentration of both 
diastereomers over the course of the reaction. From this data it can be shown that the minor 
diastereomer, 3b, was formed during the initial stages of the reaction at the expense of the 
major diastereomer, 3a. The rate of interconversion between the two diastereomers was 
accelerated in the presence of substrate, which is consistent with the proposed 
interconversion pathway via complex 2 which is achiral at ruthenium. Both diastereomers 
are observed to undergo slow deactivation, as discussed in Chapter 5. 
Formation of the major (R)-1-phenylethanol may occur from either the major (RRS)-3a 
hydride diastereomer (lock-and-key mechanism) or the minor (RRR)-3b hydride 
diastereomer (major-minor mechanism). Bubbling CO2 into a reaction containing a mixture 
of 3a and 3b showed rapid reaction of 3a, but negligible reaction for 3b, indicating that the 
minor diastereomer is inactive and that product formation occurs via a lock-and-key 
mechanism as is expected from the structure of each diastereomer and literature 
computational studies. 
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Whilst the tethered catalyst RR-7, also exhibited faster kinetics when the concentration of 
RRS-9a was high than when the concentrations of RRS-9a and RRR-9b were equal, again 
supporting a lock-and-key mechanism for product formation. 
DFT calculations appear to contradict these experimental results, predicting both a faster rate 
and a selectivity towards the (R)-1-phenylethanol product for RRR-3b, which would result in 
a major-minor mechanism for product formation. Since these calculations are dependent on 
a small number of optimised transition state geometries, the predicted energy barriers and 
reaction mechanism are susceptible to small changes in optimised geometry. Further work is 
therefore required to calculate the energy barriers using different functionals and basis sets 
to determine whether the predicted reactivity is correct. 
Since experimental results indicate that the minor hydride diastereomer RRR-3b is inactive 
in the reaction, a new tethered catalyst architecture is proposed, which should minimise the 
formation of the unwanted RRR diastereomer, whilst favouring reaction via the RRS pathway. 
Tethering the arene and diamine ligand has been shown to improve the stability of the 
catalyst to deactivation via the mechanisms discussed in Chapter 5, so the new tethered 
catalyst is also expected to show better stability than the non-tethered equivalent. 
DFT calculations were used to screen possible tethering linkages. A three-atom linkage was 
found to be optimal for preventing inversion of stereochemistry at ruthenium without 
inducing too much strain into the complex. The calculations predict a similar product 
distribution to the non-tethered catalyst, with a difference in energy barrier of around 1 
kcal/mol favouring the formation of (R)-1-phenylethanol over (S)-1-phenylethanol. The 
reaction rate of the tethered catalyst is predicted to be slower than the non-tethered catalyst, 
however this is offset by the expected greater selectivity and stability. As with the DFT 
calculations for 3a and 3b, further work using different functionals and basis sets is required 
to confirm these results. 
A new synthetic route to the formation of tethered catalysts is proposed, where the ruthenium 
chloride precursor is used as a template for the formation of the tether. Using the ruthenium 
as a template means that only one enantiomer may be formed as the tether is restricted to the 
closest phenyl group. Due to time limitations, the full synthetic route has not been tested, with 
selective mono-tosylation of the diamine ligand proving challenging. This synthesis is the 
subject of ongoing work within the research group, investigating the use of protecting groups 




6.6.1 Density Functional Theory calculations 
Density Functional Theory calculations were carried out using the Gaussian 09 (rev. D.01-v3) 
36 software package. Geometry optimisation, frequency and NMR shift calculations were 
performed in a SMD polarizable continuum solvent model37 of implicit isopropanol. 
Restricted rωB97X-D, rB3PW91, rPBE1PBE and rM06L functionals, along with SDD or 
LANL2DZ (Ru) and 6-311++G(d,p) or 6-311+G(d) basis sets were used as indicated. Starting 
geometries were taken from published crystal structures,38 or calculated geometries,5, 7, 10 
where available. DFT integration grids with 99 radial and 590 angular points (Ultrafine) were 
used for all transition state calculations. All ground state geometries were free of imaginary 
frequencies. 
6.6.2 Catalyst synthesis 
Ruthenium chloride and complexes 1 and 7 were purchased from Alfa Aesar. 
[RuCl2(mesitylene)]2 was synthesised according to literature procedure.31 All other 
compounds were purchased from Sigma Aldrich and used without further purification. Unless 
otherwise specified, all reactions were carried out under argon atmosphere with dry and 
degassed solvents. THF, toluene, methanol, hexane and ammonia were all freshly distilled 
before use. 
NMR spectra were collected on a Bruker AVIII 400 MHz (broad band observe probe) or a 
Bruker AVANCE 500 MHz (broad band observe nitrogen cryoprobe) NMR spectrometer. Mass 
spectra were recorded on a Bruker Daltonics MicroTOF mass spectrometer fitted with an 
electrospray ionisation source. IR spectra were recorded on a Bruker Alpha spectrometer 
fitted with an ATR accessory. 
6.6.2.1 Ts(ethylenediamine) 
Synthesis modified from a literature procedure.32 Ethylene diamine (0.27 mL, 4.8 mmol) and 
triethylamine (2 mL, 14.3 mmol) were dissolved in dry THF (40 mL) and cooled to 0 °C in an 
ice bath. A solution of para-toluene sulfonyl chloride (0.9 g, 4.8 mmol) in THF (10 mL) was 
added dropwise to the reaction over 30 min. The mixture was warmed to room temperature 
before stirring overnight. The mixture was washed with saturated sodium hydrogen 
carbonate solution (80 mL) and dichloromethane (80 mL). The organic phase was washed 
with brine and evaporated to give a white powder. 0.85 g, 83%, m.p. 116 – 117 °C [lit. 118– 
120 °C]39. 1H NMR (500 MHz, CDCl3) δ:  7.74 (d, 2H, JHH= 7.3 Hz, Ts arom.), 7.28 (d, 2H, JHH= 7.5 
Hz, Ts arom.), 3.67 (br, 3H, NH), 2.96 (t, 2H, JHH= 5.2 Hz, NCH), 2.83 (t, 2H, JHH= 5.0 Hz, NCH), 
2.40 (s, 3H, TsCH3).  
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6.6.2.2 [RuCl2(mesitylene)]2 
Sythesis was performed according to a literature procedure.31 Ruthenium trichloride hydrate 
(0.5 g, 1.9 mmol) and 1,3,5-trimethylcyclohexyl-1,4-diene (1.4 mL, 9.4 mmol) were dissolved 
in absolute Ethanol (20 mL) and heated at reflux for 16 h. The mixture was allowed to cool, 
before filtering to isolate an orange-brown powder which was washed with Ethanol (2x 5 mL) 
and dried under high vacuum. 0.38 g, 68%. 1H NMR (400 MHz, DMSO-d6) δ: 7.21 (s, 1H), 3.32 
(s, 3H). 
6.6.2.3 RuCl(Ts(ethylenediamine))(mesitylene), 6. 
Synthesis modified from a literature procedure.32 Mono-tosyl ethylene diamine (0.2 g, 0.93 
mmol), [RuCl2(mesitylene)]2 (0.28 g, 0.47 mmol) and triethylamine (0.5 mL, 3.58 mmol) were 
dissolved in isopropanol (20 mL) and heated to 80 °C for 2 h. The volume of the mixture was 
reduced to approx. 10 mL under vacuum and filtered to remove a fine black solid. The bright 
orange filtrate was evaporated to give an orange crystalline solid, which was washed with 
water (approx. 2 mL) and dried under high vacuum. 0.39 g, 89%. 1H NMR (500 MHz, CDCl3) 
δ: 7.66 (d, 2H, JHH= 8.0 Hz, Ts arom.), 7.06 (d, 2H, JHH= 7.8 Hz, Ts arom.), 5.28 (s, 3H, mesitylene 
CH), 2.85 (br, 2H, CH2), 2.63 (br, 2H, CH2), 2.25 (s, 3H, Ts CH3), 2.20 (s, 9H, mesitylene CH3). 
6.6.2.4 1,3-dihydro phenylacetic acid 
Phenylacetic acid (2 g, 14.7 mmol) was dissolved in dry THF (10 mL) and cooled to -78 °C. 
Liquid ammonia (approx. 10 mL) was distilled into the flask and lithium granules (0.4 g, 58.8 
mmol) added slowly before stirring for 1 h. Absolute ethanol (1.7 mL, 29.4 mmol) was added 
dropwise before stirring for a further 1 h. Absolute ethanol (2 mL) and ammonium chloride 
(5 g) were added to quench the reaction, and the mixture was slowly warmed to room 
temperature to evaporate the ammonia. Ethanol (10 mL) and water (10 mL) were added and 
the mixture separated. The organic layer was washed with water (10 mL). The combined 
aqueous layers were acidified with conc. HCl until a white precipitate formed. 
Dichloromethane (50 mL) was added to dissolve the precipitate and the aqueous layer was 
extracted with a further 50 mL DCM. The combined DCM layers were dried over MgSO4 and 
filtered. The solvent was evaporated under vacuum to give a white crystalline powder which 
was dried under high vacuum. (1.8 g, 89%) m.p. 107.7 – 109.0 °C, %. 1H NMR (400 MHz, CDCl3) 
δ: 11.59 (br, 1H, COOH), 5.64 - 5.63 (m, 2H, CH=CH), 5.87 (m, 1H, (CH2COOH)C=CH), 2.97 (s, 
2H, CH2COOH), 2.68 – 2.65 (m, 4H, CH2-CH2). 13C NMR (100 MHz, CDCl3) δ: 178.6, 127.7, 123.8, 
123.7, 123.6, 42.8, 28.9, 26.8. 
6.6.2.5 [RuCl2(ethyl phenylacetate)]2 
Ruthenium trichloride hydrate (0.5 g, 1.9 mmol) and dihydro phenylacetic acid (0.5 g, 3.6 
mmol) were dissolved in absolute ethanol (25 mL) and heated at reflux for 2 h. The mixture 
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was allowed to cool, before filtering to isolate an orange powder which was washed with 
ethanol (10 mL) and diethyl ether (10 mL) and dried under high vacuum. (0.64 g, 50%) 1H 
NMR (400 MHz, DMSO-d6) δ: 6.05 (t, 2H, JHH= 5.9 Hz, meta-CH), 5.95 (d, 2H, JHH= 5.9 Hz, ortho-
CH), 5.86 (t, 1H, JHH= 5.9 Hz, para-CH), 4.12 (q, 2H, 7.3 Hz, CH2CH3), 3.58 (s, 2H, CH2C(O)), 1.21 
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7 CONCLUSIONS AND FUTURE WORK 
This thesis has presented the use of on-line FlowNMR spectroscopy for monitoring catalytic 
reactions, providing kinetic data that may be used to help derive reaction mechanisms and 
identify catalyst species. 
The design and construction of four generations of FlowNMR apparatus for on-line reaction 
monitoring was, considering the advantages and disadvantages of different designs and 
materials. Early apparatus designs using HPLC-NMR flow probes were found to have limited 
sensitivity and signal-to-noise ratio compared to standard NMR probes, and are only able to 
tune to proton and carbon resonance frequencies, restricting the quality of data and range of 
experiments possible using this apparatus. 
Second and third-generation apparatus designs used a commercial NMR flow tube, which 
allowed the use of standard NMR probes, leading to an increase in sensitivity due to the larger 
sample volume. Other analytical techniques, including UV-Vis spectroscopy, High 
Performance Liquid Chromatography and Mass Spectrometry were integrated into the 
reaction monitoring system, allowing information from multiple techniques to be compared 
and used together to give a more detailed understanding of reaction kinetics and mechanism. 
The choice of material for the capillary tubing through which the reaction mixture flows was 
found to be very important. Flexible fluoropolymers such as PTFE offer high chemical 
compatibility, but have poor mechanical properties, leading to twisting of the tubing within 
the sample cell, reducing magnetic field homogeneity and increasing peak line width. More 
rigid polymers such as PEEK show improved properties compared to PTFE, however are still 
able to bend, resulting in peak broadening. The best magnetic field homogeneity was found 
when using a rigid fused-silica capillary, however the brittleness of this material makes 
handling the flow tube more challenging. 
Achieving good temperature control throughout the flow system proved challenging, due to 
the number of apparatus connections, and the small volume of the sample tubing, leading to 
rapid cooling. A jacketed tubing design was used to help regulate the temperature of the 
transfer line tubing, and was found to perform adequately for temperatures close to room 
temperature, but requires further work to improve regulation at higher temperatures. 
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General considerations for the operation of a FlowNMR system were discussed in Chapter 3, 
including measurement of apparatus volume and residence time. The effect of flowing 
samples on NMR acquisition was discussed, with high flow rates or nuclei with long T1 
relaxation times found to result in a decrease in observed signal intensity due to ‘in-flow’ 
effects caused by the sample having insufficient time to build up complete magnetisation 
before reaching the sample cell. It was found that these in-flow effects may be corrected for 
by a simple linear calibration factor, determined by comparing the peak integrals with and 
without the sample flowing. 
It was found that flow of the sample out of the NMR observation cell leads to an apparent 
increase in the decay rate of the FID, leading to a slight broadening of the peaks. The 
contribution towards peak line broadening due to out-flow effects was found to be small 
compared to the increase in linewidth due to magnetic field inhomogeneity resulting from the 
capillary within the flow tube. Replacement of the sample volume due to sample flow was 
found to allow measurements at a faster rate than would be possible for a static sample, 
meaning that more transients can be acquired in a given time, leading to signal-to-noise 
improvements.  
Techniques that are applicable to reaction monitoring in non-deuterated solvents were 
reviewed, including methods for solvent suppression and deconvolution of overlapping 
peaks. WET solvent suppression was found to be more effective than simple presaturation 
techniques, due to the shorter pulse sequences and greater tolerance to changes in T1 and 
magnetic field strength. 
Two examples of reactions that have been monitored by FlowNMR spectroscopy were 
presented. The first was the photochemical oxidation of N-allylbenzylamine, which requires 
conditions that would make it very challenging to monitor using conventional NMR 
techniques. Data acquired using on-line NMR spectroscopy was shown to be of higher quality 
than the same data acquired by sampling from the reaction off-line, due to the variability in 
sample preparation for off-line measurements. Variation of light intensity showed the 
reaction to be photon limited, requiring a sustained input of light for the reaction to proceed. 
The reaction was also found to require the presence of oxygen, presumably as the oxidant in 
the reaction, however no change in rate or product distribution was observed when water 
was added to the reaction.  
A by-product of the reaction, benzaldehyde, which was observed in all off-line samples, was 
found to result from a secondary reaction that only occurs when the concentration of product 
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is high. The formation of benzaldehyde was found to be dependent on both light and oxygen. 
Other expected by products of the reaction including allylamine and hydrogen were not 
observed in the reaction mixture, however both were found to be volatile under reaction 
conditions. Future work to investigate the mechanism of this reaction may use additional 
techniques such as headspace mass spectrometry that are able to detect volatile complexes 
evaporating from the reaction. 
The second reaction studied was the Noyori asymmetric transfer hydrogenation of 
acetophenone. The kinetics of the overall reaction were studied, and the reaction was found 
to be first order with respect to both catalyst and acetophenone. No chiral product inhibition 
was found to result from the minor (S)-1-phenylethanol formed during the reaction, however 
the effect of product inhibition from the major (R)-1-phenylethanol product cannot be ruled 
out. Using selective excitation, the concentration of hydride intermediate, 3, was tracked 
throughout the course of the reaction, allowing catalyst speciation to be determined. By 
kinetically correlating reaction progress with the concentration of ruthenium mono-hydride 
intermediate 3 during transfer hydrogenation catalysis initiated by sequential addition of 
reagents, and comparing it with modelled profiles derived from the rate law of the reaction 
evidence was found for two independent catalyst deactivation/inhibition events: 
deactivation of hydride intermediate 3 caused by gradual loss of the arene ligand, and 
inhibition of unsaturated intermediate 2 by excess base. Inclusion of both pathways into the 
reaction mechanism resulted in a kinetic model that accurately reproduces all experimental 
data, and accounts for observations of the effect of varying base concentration on conversion.  
Further investigation into the role of base in the reaction showed that changing base anion or 
cation had little effect on catalyst decomposition rate, although it did alter the catalyst 
speciation during the reaction. The higher concentration of hydride observed during turnover 
for tert-butoxide base is consistent with the proposed off-cycle alkoxide species formed by 
reaction with base, since the reaction of 2 with the bulkier, more weakly acidic tert-butoxide 
is expected to be less favourable than with hydroxide or isopropoxide bases. 
Identification and isolation of alkoxide complexes is important for determining the nature of 
the off-cycle species, 4, that is inferred from the reaction kinetics. Computational studies have 
demonstrated that such complexes should theoretically be stable, however no ruthenium 
alkoxide complexes are reported in the literature. The instability of the alkoxide species and 
tendency to dissociate or react makes isolation of these complexes challenging. DFT 
calculations indicate a relationship between the acidity of the alcohol and the stability of the 
corresponding alkoxide complex, predicting that aromatic phenoxides should form more 
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stable ruthenium-alkoxide than aliphatic alkoxides. The synthesis of both phenoxide and 
pentafluorophenoxide-ruthenium complexes was attempted. Whilst the sample colour, 19F 
NMR spectra and reactivity all indicate that an 18-electron octahedral Ru(II) complex was 
formed, 1H NMR and Mass Spectrometry do not show any conclusive structural evidence for 
this complex. Work to identify and crystallise these complexes is ongoing. 
The relationship between the two hydride peaks observed in the NMR spectrum during 
turnover was investigated, and the peaks were found to correspond to two diastereomeric 
hydride complexes. Using a combination of 1H NOESY experiments and DFT calculations, the 
major NMR peak was found to correspond to the RRS diastereomer that has previously been 
isolated and crystallised. Interconversion between the two diastereomers occurs in the 
presence of a ketone, however the decomposition of the hydride species under reaction 
conditions means that the relationship between the two diastereomers cannot be studied 
over longer periods of time. Reaction of a mixture of the two hydride diastereomers with CO2 
indicates that the major RRS diastereomer is more reactive than the minor RRR diastereomer, 
which is essentially inert under these conditions. This suggests that the product formation 
occurs via a ‘lock-and-key’ mechanism, with the major catalyst diastereomer forming the 
major product.  
The related tethered complex 9 is more stable, and interconversion of the two diastereomers 
was observed to continue until the concentrations were approximately equal. Greater 
reactivity of the RRS diastereomer was found for the tethered catalyst, 9, again supporting 
the proposed ‘lock-and-key’ mechanism. Further work to identify the catalytic activity of the 
minor hydride RRR-3b is necessary, using an analogous experiment to that shown in Figure 
6.14 for the tethered catalyst. 
DFT calculations of the reaction mechanism of 1, support the experimentally observed result 
that the RRS-3a hydride is the favoured diastereomer from the reaction of 2 with 
isopropanol, however the calculations also predict that the minor RRR-3b hydride 
diastereomer should be more reactive towards product formation (‘major-minor’ 
mechanism), contradicting the experimentally observed behaviour. The DFT result is 
therefore treated with caution, and further work is required to establish whether the relative 
energy barriers are the same with other functionals and basis sets. 
Based on the conclusions that the major RRS-3a hydride diastereomer is the more active 
catalyst species and that catalyst decomposition occurs via loss of the arene ligand, a new 
tethered catalyst structure was proposed. This tethered catalyst features a tethering group 
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that connects the arene ligand to one of the diamine ligand phenyl groups, preventing 
inversion of ruthenium stereochemistry. The tether is also expected to improve stability of 
the complex by preventing the loss of the arene ligand, in the same manner that has been used 
to justify the increased stability of other tethered catalysts. 
Density Functional Theory calculations were used to predict the structure of various 
tethering groups, to determine which structures are likely to be stable. A three-atom ester 
linkage was selected for further investigation, as this short enough to prevent inversion of the 
ruthenium stereochemistry, whilst being long enough not to induce too much additional 
strain into the molecule. Calculations predicted that this catalyst should be active for the 
transfer hydrogenation of acetophenone, favouring the (R) product, although at a slower rate 
than the non-tethered catalyst. The availability of a free phenol OH close to the active catalyst 
site is predicted to help stabilise the catalyst transition state by hydrogen bonding to the 
substrate.  
Conventional methods for synthesising tethered catalysts typically involve the complexation 
of a pre-formed tethered ligand with a metal, making it challenging to control the absolute 
stereochemistry at the metal. A new synthetic route to selectively forming a single 
diastereomer of the proposed tethered catalyst has been devised, utilising the favoured 
geometry of the ruthenium chloride complex as a chiral template for the formation of the 
tether linkage. Obtaining the mono-tosylated diamine ligand has so far proved challenging, 
meaning that the chiral templating synthesis is yet to be tested. Future work to investigate 
the role of this complex in the asymmetric transfer hydrogenation of acetophenone is needed. 
Should the complex prove to be a successful catalyst then other tethering groups could be 








8.1 APPENDIX TO CHAPTER 3 
8.1.1 Reynolds Number calculation 
The Reynolds number for the FlowNMR apparatus was calculated using the equation for 





Re = Reynolds Number, Q = Volumetric Flowrate (m3s-1), Dh = Pipe Diameter (m), ν = Kinematic 
Viscosity (m2s-1), A = Cross-sectional area (m2). 
For the 1/16” PEEK tubing (I.D. 0.75 mm) with a flowrate of 4 mLmin-1 water (ν = 1x10-6 m2s-
1) the Reynolds number is calculated as follows: 
𝑅𝑒 =
6.67 × 10−8 𝑚3𝑠−1  ∙  7.5 × 10−4 𝑚
1.00 × 10−6 𝑚2𝑠−1  ∙  4.42 × 10−7 𝑚2
= 112.7 
Systems with Re < 2300 are usually considered to be in the laminar flow regime.10 
8.1.2 Diagrams 
 
Figure 8.1.1: FlowNMR experimental setup, showing location of apparatus on trolley next to NMR spectrometer. 
II 
 
Figure 8.1.2: FlowNMR experimental setup, showing apparatus in storage position. 
 




Figure 8.1.4: Residence time distribution profiles for the apparatus described in Figure 1 at a flowrate of 4 mLmin-1 
(acetone, 25˚C), comparing the effects on residence time distribution with and without the pump pressure sensor (flow 




Figure 8.1.5: Correlation between the decrease in integral area at a flow rate of 4 mLmin-1 and the T1 relaxation time 
at a flow rate of 0 mLmin-1 for a variety of commonly used NMR nuclei, with structural assignment (25°C, 30° pulse, 
inverse gated decoupling for 31P and 13C, various delay and acquisition times – see experimental section for details).  
⚫

























8.1.3 Additional Experimental Details 
Comparison between different spectrometers was performed using a mixture of 
acetophenone, 1-phenylethanol, acetone and 1,3,5-trimethoxybenzene in isopropanol with a 
standard 30° pulse sequence (15 sec delay, 4 sec acquisition time, 8 scans) at flowrates 
between 0-4 mLmin-1. Tests were performed using a Bruker 500 MHz Avance II+ Ultrashield 
spectrometer (broadband BBO probe), a Bruker 400 MHz Avance Ultrashield Spectrometer 
(broadband BBO probe), a Bruker 250 MHz Avance Spectrometer (13C/1H dual probe) with 
an Oxford/Spectrospin unshielded magnet, and a Bruker Avance III 400 MHz spectrometer 
(broadband BBO probe) with an Oxford Instruments unshielded magnet.  
Triple solvent suppression using WET was carried out with the Bruker pulse program 
“wetdc”, using a standard LC-NMR automated acquisition program, “au_lc1d” that first 
acquires a scout scan to identify and subsequently suppress the desired number of solvent 
peaks. 
8.1.4 Example Methodology for FlowNMR reaction: 
In the case of air sensitive reactions, the flow tube and apparatus were purged with a flow of 
dry nitrogen for at least 30 minutes before use to remove any traces of air or moisture in the 
system. The system was then purged with fresh, inert solvent for a minimum of 5 minutes at 
4 mLmin-1 before connecting to the reaction vessel containing the reagents and solvent under 
an atmosphere of dry nitrogen. The solution volume in the flask was adjusted considering the 
volume of solvent already in the apparatus; typically an overall liquid volume of 10 mL was 
used. Where possible the final reagent or catalyst was not added to the reaction mixture until 
ready to start the reaction. The reaction mixture was circulated around the apparatus for 
several residence times to ensure the sample was uniformly mixed throughout the apparatus.  
The flow tube was then inserted into the spectrometer and automated shimming and tuning 
routines were performed. Best results were obtained if automated shimming and tuning was 
performed on static samples, however acceptable results were still obtained in flow. 
Frequency lock was switched off when using non-deuterated solvents, and shimming 
performed on proton peaks. Manual fine tuning of X and Y shims was often required to get a 
good peak line width. Spectra of the reagents were recorded without flow and again at the 
flowrate desired for the reaction. Comparison of the integral area of the peaks in each 
spectrum was used to calculate a correction factor for each reagent peak. (I = peak integral, 
CF = correction factor). 
𝐼𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑 = 𝐶𝐹 × 𝐼 
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With the sample flowing, data acquisition was started using an automated kinetic routine or 
dedicated reaction monitoring software, with spectra recorded at specified time intervals. 
The reaction was then started by the addition of the final reagent or catalyst to the stirred 
flask using a syringe. 
At the end of the reaction, or if intermediates of interest were observed, additional spectra 
were recorded with and without flow, and correction factors were calculated for the 
intermediate or product peaks, which were applied to each spectrum to give the final peak 
areas for calculation of species concentration and plotting of kinetic data. 
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8.2 APPENDIX TO CHAPTER 4 
8.2.1 Characterisation data for N-allylbenzylamine (1) 
1H NMR (500 MHz, CH3CN) δ = 7.38 – 7.33 (m, 4H, Ar), 7.28 – 7.25 (m, 1H, Ar), 5.96 (ddt, J = 
17.3, 10.5, 5.4 Hz, 1H, CH2CH=CH2), 5.23 (dq, J = 17.2, 1.8 Hz, 1H, CH2CH=CH2), 5.12 (ddt, 
J=10.3, 2.1, 1.4 Hz 1H, CH2CH=CH2), 3.77 (s, 2H, benzylic), 3.24 (dt, J = 5.8, 1.5 Hz, 2H, 
CH2CH=CH2). 







8.2.2 Characterisation data for N-Allyl-1-phenylmethanimine (2) 
1H NMR (500 MHz, CDCl3) δ = 8.30 (s, 1H ArCH=N), 7.80 – 7.72 (m, 2H, Ar), 7.46 – 7.38 (m, 3H, 
Ar), 6.07 (ddt, 1H, J = 17.1, 10.3, 5.7 Hz, CH2CH=CH2), 5.24 (dq, 1H, J = 17.2, 1.7 Hz, 
CH2CH=CH2), 5.17 (dq, 1H, J = 10.3, 1.7 Hz, CH2CH=CH2), 4.27 (dq, 2H, J = 5.7, 1.5 Hz, 
CH2CH=CH2). 







8.2.3 Characterisation data for N-Benzyl-1-phenylmethanimine (3) 
1H NMR (500 MHz, CDCl3) δ = 8.41 (t, 1H, 1.5 Hz, ArCH=N), 7.84 – 7.77 (m, 2H, Ar), 7.46 – 7.41 
(m, 3H, Ar), 7.38 – 7.34 (m, 4H, Ar), 7.32 – 7.27 (m, 1H, Ar), 4.85 (d, 2H, J = 1.5 Hz, NCH2Ar). 







8.3 APPENDIX TO CHAPTER 5 
8.3.1 Figures 
 
Figure 8.3.1: Initial rate data for the asymmetric transfer hydrogenation of acetophenone and isopropanol catalysed 
by the Noyori catalyst, (R,R)-1, (0.4 M acetophenone, 0.01 M KOH, 9.5 mL dry isopropanol, 0.1 M 1,3,5-
trimethoxybenzene (internal concentration reference), 25°C), showing first order dependence of catalyst 
concentration on reaction rate.  
  



























Figure 8.3.2: 19F DOSY data for complex 4e in THF-d8. Peaks 1,2, and 5 correspond to the ortho, meta and para 
fluorines respectively (peaks are shifted due to solvent interactions). Other peaks were not assigned and show no COSY 








Figure 8.3.4: Sample spectrum of reaction mixture showing product, substrate, reference and solvent 1H NMR peaks. 





8.3.2 Kinetic Modelling 
Kinetic modelling was performed with COPASI 4.15 Biochemical modelling software, using a 
deterministic (LSODA) time course model (10000 s duration, 1 s time interval).229 Since 
individual rates of elementary reaction steps are not known, values for the kinetic parameters 
were chosen to qualitatively provide a good visual fit with experimental data. The purpose of 
the kinetic model is to assess the viability of the proposed mechanism by comparison of 
experimental and simulated trends, and kinetic parameters do not necessarily represent true 
reaction rates. 
Species and starting concentrations: 













1 1 + KOH -> 2 irreversible k1 
2 2 + Propan-2-ol = 3 + Acetone  mass action (reversible) k2, k-2 
3 3 + Acetophenone = 2 + 1-phenylethanol mass action (reversible) k3, k-3 
4 2 + KOH = 4 mass action (reversible) k4, k-4 




Time = 600 s Catalyst 1 added 
Time = 1200 s Acetophenone added 
Kinetic parameters: 
k1 1000 mL/(mmol*s) 
k2 1 mL/(mmol*s) 
k-2 0.032 mL/(mmol*s) 
k3 1 mL/(mmol*s) 
k-3 0.168 mL/(mmol*s) 
k4 1 mL/(mmol*s) 
k-4 0.1 1/s 
k5 0.0001 1/s 
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8.3.3 Acetophenone concentration variation 
To simulate the effect of varying concentration of acetophenone, the model was run using 
starting concentrations of acetophenone between 0.2 and 1 moldm-3. All other parameters 
were identical to those described above. The simulated curves reproduce the trend observed 
experimentally in Figure 8.3.1 , including the change in equilibrium conversion. 
 
Figure 8.3.5: Simulated reaction kinetics for proposed mechanism of the catalytic transfer hydrogenation of 




8.3.4 Catalyst concentration variation 
To simulate the effect of varying concentration of catalyst, the model was run using starting 
concentrations of ruthenium chloride complex (1) between 0.001 and 0.005 moldm-3. All 
other parameters were identical to those described above. The simulated curves reproduce 
the trends observed experimentally in Figure 5.3 and Figure 8.3.1, including change in 
reaction rate and catalyst deactivation rate. 
 
Figure 8.3.6: Simulated reaction kinetics for proposed mechanism of the catalytic transfer hydrogenation of 
acetophenone to 1-phenylethanol, showing the effect of catalyst concentration on the reaction rate. 
 
Figure 8.3.7: Simulated reaction kinetics for proposed mechanism of the catalytic transfer hydrogenation of 
acetophenone to 1-phenylethanol, showing the effect of catalyst concentration on the concentration of hydride (3) 
present during turnover, and deactivation rate. 
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8.3.4.1 Modelling of enantiomeric excess 
To assess the effect of catalytic turnover on the enantioselectivity of the product, the model 
was repeated with additional terms for (R) and (S)-1-phenylethanol. The 98.5 : 1.5 ratio of 
reaction rates for (R) and (S) product was determined using the predicted enantioselectivity 
of the reaction reported from DFT calculations of the transition states.108 
Species and starting concentrations: 













1 1 + KOH -> 2 irreversible k1 
2 2 + Propan-2-ol = 3 + Acetone  reversible k2, k-2 
3R 3 + Acetophenone = 2 + (R)-1-phenylethanol reversible k3R, k-
3R 
3S 3 + Acetophenone = 2 + (S)-1-phenylethanol reversible k3S, k-
3S 
4 2 + KOH = 4 reversible k4, k-4 
5 3 -> 5 irreversible k5 
Events: 
Time = 600 s Catalyst 1 added 
Time = 1200 s Acetophenone added 
Kinetic parameters: 
k1 1000 mL/(mmol*s) 
k2 1 mL/(mmol*s) 
k-2 0.032 mL/(mmol*s) 
k3R 0.985 mL/(mmol*s) 
k-3R 0.165 mL/(mmol*s) 
k3S 0.015 mL/(mmol*s) 
k-3S 0.003 mL/(mmol*s) 
k4 1 mL/(mmol*s) 
k-4 0.1 1/s 
k5 0.0001 1/s 
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The simulated enantioselectivity plot starts at a maximum enantioselectivity of 97% and 
slowly decreases over the course of the reaction due to the reversible reaction and the 
cumulative effect of the enantioselectivity of the elementary reaction steps. Both the initial 
enantioselectivity and the subsequent decline match the experimentally observed data 
(Figure 5.2) well. 
 
Figure 8.3.8: Simulated reaction kinetics for proposed mechanism of the catalytic transfer hydrogenation of 
acetophenone to (R) or (S)-1-phenylethanol along with change in enantioselectivity during course of reaction. 
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8.3.5 Rate law derivation 
8.3.5.1 Simple mechanism 
 
Assumptions:  
• k1 ≫ k2, k-2, k3, k-3, therefore can be neglected from calculation, and [1]≈0 
• Steady State Approximation 
From the mechanism: 
Equation A:  𝑟𝑎𝑡𝑒 =
𝑑[𝑃𝐸]
𝑑𝑡
= 𝑘3[3][𝐴𝑐𝑝] − 𝑘−3[2][𝑃𝐸] 
Equation B:  
𝑑[2]
𝑑𝑡
= −𝑘2[2][𝐼𝑃𝐴] + 𝑘−2[3][𝐴𝑐] + 𝑘3[3][𝐴𝑐𝑝] −
𝑘−3[2][𝑃𝐸] ≅ 0  
Equation C:  [𝑅𝑢] ≅ [2] + [3] 
Rearranging Eq. B:  𝑘2[2][𝐼𝑃𝐴] + 𝑘−3[2][𝑃𝐸] = 𝑘−2[3][𝐴𝑐] + 𝑘3[3][𝐴𝑐𝑝] 






= 𝐾𝑐𝑎𝑡   [Equation D] 
Combining Eq. C + D:  [𝑅𝑢] = 𝐾𝑐𝑎𝑡[3] + [3] = (𝐾𝑐𝑎𝑡 + 1)[3] 
    [3] = (𝐾𝑐𝑎𝑡 + 1)
−1[𝑅𝑢]   [Equation E] 
Combining Eq. A + D:  𝑟𝑎𝑡𝑒 = 𝑘3[3][𝐴𝑐𝑝] − 𝑘−3[3][𝑃𝐸]𝐾𝑐𝑎𝑡 
= (𝑘3[𝐴𝑐𝑝] − 𝑘−3[𝑃𝐸]𝐾𝑐𝑎𝑡)[3] 




8.3.5.2 With deactivation 
 
For the reaction without deactivation: 






Since k2, k-2, k3, k-3 are assumed to be independent of catalyst deactivation, the on-cycle 
reaction is unchanged, however the overall reaction rate decreases over time as catalyst is 
removed from the cycle: 




Equation E:  [3] = (𝐾𝑐𝑎𝑡 + 1)
−1[𝑅𝑢]𝑎𝑐𝑡𝑖𝑣𝑒 
Combining Eq. E and F:  
𝑑[𝑅𝑢]𝑎𝑐𝑡𝑖𝑣𝑒
𝑑𝑡
= −𝑘5(𝐾𝑐𝑎𝑡 + 1)
−1[𝑅𝑢]𝑎𝑐𝑡𝑖𝑣𝑒 














Combining this with the previously derived rate law: 







8.3.5.3 With deactivation and off-cycle species 
 
Assumptions:  
• k1 ≫ k2, k-2, k3, k-3, therefore can be neglected from calculation. [1]≈0 
• Steady State Approximation for on-cycle equilibria 
• Quasi-equilibrium approximation for off-cycle equilibria  
From the mechanism: 
Equation A:  𝑟𝑎𝑡𝑒 =
𝑑[𝑃𝐸]
𝑑𝑡
= 𝑘3[3][𝐴𝑐𝑝] − 𝑘−3[2][𝑃𝐸] 
Equation G:  𝑘4[2][𝐾𝑂𝐻]
0.25 ≅ 𝑘−4[4] 
Equation H:  
𝑑[2]
𝑑𝑡
= −𝑘2[2][𝐼𝑃𝐴] + 𝑘−2[3][𝐴𝑐] + 𝑘3[3][𝐴𝑐𝑝] −
𝑘−3[2][𝑃𝐸] − 𝑘4[2][𝐾𝑂𝐻]
0.25 + 𝑘−4[4] ≅ 0 
Equation I:  [𝑅𝑢]𝑎𝑐𝑡𝑖𝑣𝑒 ≅ [2] + [3] + [4] 
Combining Eq. G and H:  
𝑑[2]
𝑑𝑡
= −𝑘2[2][𝐼𝑃𝐴] + 𝑘−2[3][𝐴𝑐] + 𝑘3[3][𝐴𝑐𝑝] −
𝑘−3[2][𝑃𝐸] − 𝑘−4[4] + 𝑘−4[4] ≅ 0 




    [Equation D] 
Combining this with Eq. I: [𝑅𝑢]𝑎𝑐𝑡𝑖𝑣𝑒 = 𝐾𝑐𝑎𝑡[3] + [3] + [4] 























 [Equation J] 
Combining Eq. A and J:  𝑟𝑎𝑡𝑒 = 𝑘3[3][𝐴𝑐𝑝] − 𝑘−3𝐾𝑐𝑎𝑡[3][𝑃𝐸] 
   = (𝑘3[𝐴𝑐𝑝] − 𝑘−3[𝑃𝐸]𝐾𝑐𝑎𝑡)[3] 
Equation K:  







Including catalyst deactivation: 




Combining Eq. F and J:  
𝑑[𝑅𝑢]𝑎𝑐𝑡𝑖𝑣𝑒
𝑑𝑡






















Equation L:  







Combining Eq. K and L gives the final rate law: 
















8.3.5.4 Catalyst equilibrium 
From previous equations, the equilibrium between 2 and 3 may be expressed in terms of the 








The stoichiometry of the reaction allows reagents and products to be expressed in terms of 
the overall reaction conversion, χ: 
Equation M:  [𝑃𝐸] = [𝐴𝑐] 
Equation N:  [𝐴𝑐𝑝]0 = [𝐴𝑐𝑝] + [𝑃𝐸] 
Equation O:  [𝐼𝑃𝐴]0 = [𝐴𝑐] + [𝐼𝑃𝐴] 
Equation P:  [𝐴𝑐] = 𝜒[𝐴𝑐𝑝]0 












Since isopropanol is in large excess, saturation kinetics may be assumed, simplifying the 
expression further: 





















8.4.4  [RuCl2(ethyl phenylacetate)]2 
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