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Supervised Learning has been successfully used to produce phase diagrams and identify phase
boundaries when local order parameters are unavailable. Here, we apply unsupervised learning
to this task. By using readily available clustering algorithms, we are able to extract the distinct
eigenstate phases of matter within the transverse-field Ising model in the presence of interactions
and disorder. We compare our results to those found through supervised learning and observe
remarkable agreement. However, as opposed to the supervised procedure, our method requires no
strict assumptions concerning the number of phases present, no labeled training data, and no prior
knowledge of the phase diagram. We conclude with a discussion of clustering and its limits.
I. INTRODUCTION
Recently, machine learning has been applied to the
task of identifying phases of matter – particularly in
scenarios in which local order parameters are not avail-
able [1–21]. Approaches have largely focused on the ap-
plication of supervised learning. Using this technique,
data is sampled from points in parameter space known to
belong to a certain phase. Some function (often a neural
network) is then trained to predict the phase given input
data. If the function is able to effectively generalize, it
is then possible to apply it to data coming from points
across the parameter space. This allows one to produce
a phase diagram, and gain insight into the underlying
physics.
Techniques from unsupervised learning have also been
shown to be effective at identifying phases [5, 7–12, 20,
21]. When applied to the 2D Ising model, for instance,
tools such as autoencoders have been able to extract a lo-
cal order parameter [10, 20]. In addition, clustering tech-
niques have been used to accurately distinguish spin data
known to correspond to distinct topological sectors [7].
Here, we expand on work applying unsupervised learn-
ing towards identifying phases. Using readily available
clustering algorithms, we explore the parameter space of
a system known to display many-body localization and
eigenstate phase transitions. In particular, the problem
we study has been effectively treated using supervised
learning [1, 2], which, when compared to conventional
techniques, was able to predict the sharpest phase bound-
ary to date [1].
We therefore use this supervised approach as a starting
point from which to compare our unsupervised method,
and find that we are able to produce highly similar re-
sults. Notably, our method relies on no separate training
data, no prior knowledge of the phase space, and even no
explicit assumption of the number of phases present.
We conclude with a discussion of what can be learned
from this success, as well as the role and usefulness of
machine learning algorithms for the task of identifying
phases.
II. CLUSTERING MANY-BODY LOCALIZED
PHASES
Generally, an isolated interacting quantum system is
said to display many-body localization (MBL) if it fails
to thermalize under its own unitary time evolution. On
the other hand, a quantum system is said to be ther-
mal if it is able to serve as its own heat bath. Different
MBL phases exist, displaying different symmetries and
topological order. The transition of a state among these
thermal and MBL phases represents a dynamic eigenstate
phase transition – for which an extensive theoretical de-
scription does not currently exist.
Here we use clustering algorithms to analyze eigenstate
phase transitions within the transverse-field Ising model
in the presence of interactions and disorder:
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Above, σαi are the Pauli matrices and {Ji} and {hi}
are log-normal distributions with respective means J¯ and
h¯, and the standard deviations of their logarithms equal
to 1. We use open boundary conditions and a length 12
spin chain.
The limits of this model have been studied, and are
known to exhibit different eigenstate phases [22–25]. In
particular, for h L, λ, the system is expected to exhibit
a many-body localized paramagnetic phase (MBL PM).
In this limit, MBL PM eigenstates roughely correspond
to product states in the σx basis (e.g. |←←→ · · ·〉). In
the opposite limit of J  h, λ the system is expected to
be in a many-body localized spin-glass phase (MBL SG).
Here, states resemble global superpositions of spins in the
σz basis with frozen domain walls (e.g.
1√
2
(| |↑↓↑↑ · · ·〉 ±
|↓↑↓↓ · · ·〉). In the limit of λ  J = h the system is
expected to be in a thermal phase. In addition, the model
is self dual about Log(J) = Log(h). Therefore, up to the
effects of finite size and open boundary conditions, we
should observe symmetry about this point in the phase
diagram.
Supervised learning has been used to study this
model [1, 2] and determine phase boundaries with more
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2precision. In [1], the authors demonstrate that super-
vised learning can accurately identify phase boundaries
with a high degree of clarity. Therefore, to evaluate the
success of our analysis, we will compare our results to
those found through the use of supervised learning fol-
lowing the procedure of [1].
A. Producing Data
We vary two parameters: λ and ∆Jh := Log(J) −
Log(h), and obtain data for a grid of points in parameter
space where λ ∈ [0, 2] and ∆Jh ∈ [−3, 3] [1]. At each
point, we obtain the Hamiltonian and find its eigenvec-
tors [26]. For each eigenvector, |ψ〉, we can calculate the
reduced density matrix as follows:
We consider the system to be split into two parts: re-
gion A containing the middle 4 spins, and region B con-
taining the outer 8. We then trace over the states of B
to obtain the reduced density matrix:
ρA = TrH\HA
( |ψ〉 〈ψ| )
The−Log of the eigenvalues of ρA would give us the en-
tanglement spectrum – known to carry information con-
cerning many body localization [27–29]. The eigenvalues
of ρA themselves are probabilities, giving us a vector in
24 = 16 dimensions with elements summing to 1.
There exist established distance metrics motivated by
information theory for expressing the similarity of two
probability distributions. For this reason, combined with
the additional benefit of having the data live in a com-
pact region, we use the probability vectors correspond-
ing to the eigenvalues of the reduced density matrix as
our data for clustering. We take our distance metric be-
tween two probability vectors to be the Jensen-Shannon
distance [30], which is a bounded metric expressing sim-
ilarity between probability distributions.
Therefore, for each disorder realization and each point
in parameter space, we calculate an array of lists con-
taining reduced density matrix eigenvalues (one list of
eigenvalues for each eigenvector). Here we generate 100
disorder realizations and evaluate Hamiltonians at 1200
points in parameter space.
B. Clustering Data
We collect N = 1000 samples of our data, each with
n = 5 elements taken at each of the 1200 positions in
parameter space (= 6000 elements per sampling).
As a first step, we apply the HDBSCAN clustering
algorithm [31] (Hierarchical Density-Based Spatial Clus-
tering of Applications with Noise) to run an exploratory
analysis and identify structure within the data set. HDB-
SCAN is ideal for exploratory clustering due to its lack of
hard assumptions about the data. In particular, it does
not assume clusters to be convex, nor does it assume a
set number of clusters to search for. A more complete
discussion of HDBSCAN can be found in the appendix.
We next set HDBSCAN’s two main parameters. We
set the minimum cluster size (min_cluster_size) by
using a rough prior concerning the size of the smallest
cluster we expect to see. This clearly varies based on
application. Here we specify that we are interested in
finding clusters which comprise at least 1/10 of the to-
tal data set. This gives us a minimum cluster size of
6000/10 = 600 elements.
A suitable value for the min_samples parameter
can be set by evaluating the density-based validation
score [32] across a range. The value of min_samples,
however, is observed to have little effect on the cluster-
ing. By identifying cluster labels with their phase space
positions, we may then obtain a corresponding phase di-
agram (Fig. 1).
FIG. 1. A phase diagram found by applying the HDBSCAN
clustering algorithm to a single sampling of data from across
parameter space. Two clusters are identified, one to the left
(red) and one to the right (blue). A darker region in the
center corresponds to data classified as low-density noise.
FIG. 2. A phase diagram obtained by averaging 1000 sam-
ples of data from across parameter space, each clustered us-
ing HDBSCAN clustering. Clusters from each sample of data
were identified with one another using their relative ∆Jh po-
sition – the cluster with lower mean value was colored red,
and the cluster with the higher value colored blue. Averaging
over all diagrams gives us the above result.
By examination, we can see that there are two ob-
served clusters which may be ordered by their average
∆Jh value. We then apply HDBSCAN to all 1000 sam-
ples, and note that in over 98% of samples, two such
clusters were formed – the remaining < 2% forming only
a single cluster. We discard these, identify clusters by
3their weighted ∆Jh order, and average over samples to
obtain a phase diagram (Fig. 2).
By inspection, we can identify three regions of the
phase diagram: two to the left and right identified as
clusters, and a third in the center considered noise.
HDBSCAN does not attempt to allocate every element
into a cluster. Rather, it assumes that data sets may con-
tain sparse noise not belonging to any particular cluster.
Here, we can see that the data HDBSCAN considers noise
may instead form a third, more sparse cluster.
To investigate this, we apply an algorithm known as
spectral clustering [33] (discussed in more detail in the
appendix). While still not assuming convexity of clus-
ters, spectral clustering allows us to include assumptions
about the number of clusters to form within the data. We
repeat the above procedure, taking the number of clus-
ters to form to be 3, and again using Jensen-Shannon
distance. Averaging over 1000 samples, we obtain a total
phase diagram (Fig. 3).
III. ANALYSIS OF RESULTS
FIG. 3. Unsupervised Phase Diagram: The phase di-
agram found by applying spectral clustering to data from
across parameter space using a total of 100 disorder realiza-
tions, and clustering 1000 subsets of data sampled from these
realizations. During clustering, we use reduced density ma-
trix eigenvalues as data, and the Jensen-Shannon distance as
our metric.
FIG. 4. Supervised Phase Diagram: The phase diagram
found by applying a trained neural network to the entangle-
ment spectra from across parameter space using 100 disorder
realizations.
We see that the sparse data considered noise by HDB-
SCAN was successfully identified as a third cluster. Phys-
ically, we do expect three phases to be present: two clus-
ters corresponding to a many-body localized paramag-
netic phase and a many-body localized spin-glass phase
(referred to as MBL PM and MBL SG, respectively), and
one cluster corresponding to a thermal phase which con-
forms to the eigenstate thermalization hypothesis.
Up to the effects of finite system size and open bound-
ary conditions, we expect our phase diagram to be sym-
metric under ∆Jh → −∆Jh, and for the phases to exist in
the general regions identified within the phase diagram.
Therefore, we appear to have formed clusters correspond-
ing to each of these predicted phases.
FIG. 5. Unsupervised C Diagram: The measure of con-
fusion, C, plotted across parameter space obtained through
spectral clustering.
FIG. 6. Supervised C Diagram: C plotted across parameter
space obtained using a trained neural network.
A. Comparison to Supervised Learning
Following the procedure outlined in [1] and using the
framework of TensorFlow [34], we produce a phase dia-
gram for the system by applying a trained neural network
to our data. We can then compare this to the phase di-
agram found through unsupervised learning.
We train a neural network on a set of simulated data
emanating from three points in ∆Jh, λ space:
(0.8, 0.2), (−0.8, 0.2), (0.0, 1.0)
These correspond to the MBL SG, MBL PM, and Ther-
mal phases, respectively. After training, we apply the
neural network to data from across the parameter space
4.
FIG. 7. Slices of the C diagrams taken at λ = 1 and λ = 2
showing both the supervised and unsupervised results.
and use the resulting phase predictions to produce a
phase diagram (Fig. 4).
To measure uncertainty in a phase assignment, in [1]
the authors define a quantity C. If each point on the final
phase diagram has a corresponding probability vector,
~p = (p1, p2, p3), then C is defined as C = 1 − dmin. Here
dmin = min|~p− ~v| : ~v ∈ Q, and Q is the set of points of
extremal phase uncertainty: (1/2, 1/2, 0), (1/2, 0, 1/2),
(0, 1/2, 1/2), and (1/3, 1/3, 1/3). dmin is then the value
of dmin normalized by its maximum possible value.
We calculate this measure for both the unsupervised
(Fig. 5) and the supervised (Fig. 6) approaches, and
compare the two.
Qualitatively, the two diagrams are similar. We ex-
amine this agreement by taking slices of C at constant
λ. Again, we find agreement at both λ = 1 and λ = 2
(Fig. 7). Note, however, that the supervised method
produces consistently lower values of C away from phase
transitions.
We also observe agreement at λ = 0, where both meth-
ods observe the same asymmetry at ∆Jh = 3, present po-
tentially due to open boundary conditions and finite-size
effects (Fig. 11).
IV. DISCUSSION
Here, we have outlined an unsupervised method to
study the phase space of a system demonstrating MBL
transitions. Our method applies readily available cluster-
ing algorithms to segment phase space into three regions.
Specifically, we apply HDBSCAN and spectral cluster-
ing to the eigenvalues of reduced density matrices, using
Jensen-Shannon distance as a metric for clustering.
When compared to the corresponding result obtained
through supervised learning, we find remarkable agree-
ment between the phase boundaries that both methods
FIG. 8. Slices of the phase diagrams found using both unsu-
pervised (top) and supervised (bottom) methods, and taken
along Log(J) − Log(h) = 0. The y-axis indicates the prob-
ability of classification into a given phase. Note that both
methods predict the similar presence of a thermal phase as λ
increases,
predict. Both techniques are able to produce these mean-
ingful results using small data sets. Here we relied on a
set of only 100 disorder realizations. Our method, how-
ever, requires no strict assumptions about the number of
clusters present, no labeled training data, and no prior
knowledge of the phase diagram.
In the case of supervised learning applied to eigenstate
phases, it is not readily apparent which features are be-
ing extracted from the data that would indicate the pres-
ence of a particular phase. Therefore, this is a black box
method – an issue present in many applications of ma-
chine learning. In our use of clustering, the same problem
exists.
When applying a clustering algorithm, data is seg-
mented into groups according to each algorithm’s im-
plicit conception of what a cluster comprises. Moreover,
there does not exist – and cannot exist [35] – a satisfy-
ing universal axiomatic approach to define the goals of
clustering. Rather, trade-offs between different cluster-
ing criteria are intrinsic. These trade-offs can be seen
in practice. Clustering algorithms often fail to perform
when the ideal clusters are of very different sizes, dif-
ferent densities, and different shapes. Algorithms which
perform well in one of these situations may fail in an-
other.
Choosing a function to express the similarity between
two elements (i.e. a distance function) also often relies on
heuristics. Distance functions can be chosen based on the
5FIG. 9. Slices of the unsupervised phase diagram taken at
λ = 1 (top) and λ = 2 (bottom) showing the probability of
classification into one of three phases.
FIG. 10. Slices of the supervised phase diagram taken at
λ = 1 (top) and λ = 2 (bottom) showing the predicted prob-
abilities of each phase.
nature of the data at hand and the goal of the clustering.
Other tools from unsupervised learning can be effective
here. Autoencoders, for instance, map elements from an
original space to a latent space. Spatial separation of two
data points in the latent space then corresponds to some
meaningful difference between the two initial elements.
A set of words, for example, can be mapped to vectors
in a latent space. Spatial similarity between vectors in
this latent space (e.g. cosine similarity) corresponds to
similarity in meanings of the words. Forming clusters in
this latent space can then yield meaningful groupings.
From the perspective of clustering, there does not nec-
essarily exist an a priori ‘correct’ partitioning of the data.
The optimal clustering of data is instead dependent on
the application. HDBSCAN uses a quantified heuristic
expressing hierarchical depth within the data to deter-
mine the number of clusters to form. Other methods to
determine the optimal number of clusters are also avail-
able, but all rely on optimizing some conception (either
stated explicitly or implied) of what a cluster should be.
With these concerns in mind, when using a clustering
algorithm whose optimization criteria is without a direct
mapping to physics, one cannot be immediately sure that
the resulting partitioning of physical data must usefully
correspond to distinct physical categories. Nonetheless,
we have demonstrated that the clustering procedure ap-
plied here has yielded useful results. Our goal, however,
is not to show that clustering techniques accurately and
reliably extract MBL phase boundaries. Rather, it is to
show that meaningful relationships within physical data
can be quickly and cheaply explored by using reasonably
applied clustering techniques.
This work was supported in part by funds from David
S. Saxon Presidential Term Chair at UCLA.
FIG. 11. Slices of the unsupervised (top) and supervised (bot-
tom) phase diagrams along λ = 0. Note the asymmetry near
Log(J)− Log(h) = 3 is found in both procedures.
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V. APPENDIX
A. High level Overview of Relevant ML
Supervised Learning
Supervised learning makes use of a function, f , to clas-
sify data into n categories.
fW : R
N → Rn
with parameters W , as well as n sets of labeled training
data – each representative of its corresponding category
of data. We wish to interpret the output of fW (v)i to
obtain the probability that a data point, v ∈ RN , belongs
to the ith data set. To do this, we normalize fW using
the softmax function:
softmax(v) =
Exp(v)∑
iExp[vi]
And interpret
P (v ∈ Categoryi) = softmax(fW (v))i
We then use the training data sets to find optimal pa-
rameters W ′, such that for v ∈ Ti, softmax(fW ′(v))i is
maximized, while for j 6= i, softmax(fW ′(v))j is min-
imized. This is achieved through the minimization of
some loss function which characterizes the error of the
prediction (for example, cross entropy).
7If care is taken to avoid overfitting and each training
set is sufficiently representative of its corresponding cat-
egory of data, then softmax◦fW ′ can be interpreted as a
function which probabilistically categorizes our data into
n sets. In particular, fW is often chosen to take the form
of a neural network.
Unsupervised Learning
In unsupervised learning, we do not require data to be
labeled. Rather, we follow a procedure to extremize some
quantity in order to identify structure present in the data.
Clustering is a form of unsupervised learning whose goal
is to separate data into groups such that elements within
a group are in some sense similar, and elements between
groups are different.
Different clustering algorithms use different ap-
proaches to group data. Below, we describe some mean-
ingful differences in approaches that clustering algo-
rithms can take.
Parametric vs Density-Based
Parametric clustering algorithms assume (either im-
plicitly or explicitly) that the data takes a certain form.
This could be that the clusters are convex (as assumed by
algorithms such as k-means) or that the pdf from which
the data points are drawn are sums of Gaussians (as
assumed by a Gaussian mixture model). Furthermore,
these models generally assume knowledge of the number
of clusters present in advance.
On the other hand, density-based clustering assumes
that the data is generated according to a probability dis-
tribution and seeks to identify connected components of
level sets of the pdf. In practice, these algorithms sep-
arate high density regions of the data from low density
regions. Connected components of these high density re-
gions are then considered clusters.
Flat vs Hierarchical
Flat clustering algorithms require us to set a parame-
ter identifying the ‘granularity’ of the clusters we would
like to form. For parametric algorithms, this could corre-
spond to specifying the number of clusters to form in the
data (i.e. the resolution of clustering). For density-based
clustering algorithms, this might correspond to choosing
which level set of the pdf to use in clustering. Different
level sets may then yield different connected components.
Hierarchical clustering algorithms avoid setting a gran-
ularity parameter. Rather, they construct a hierarchy of
groupings, with similar clusters merging into one another
as we decrease the resolution.
HDBSCAN
HDBSCAN is a density-based clustering algorithm
which also uses tools from hierarchical clustering. It
builds upon DBSCAN, a flat density-based algorithm,
and can be ideal for exploratory clustering.
In exploring an unknown data set, we would like our
clustering algorithm to make as few assumptions about
the data as possible. These include assumptions about
the number of clusters present, as well as the shape of
those clusters.
As the HDBSCAN algorithm is density-based, it does
not assume that clusters must be of a specific form. In
addition, instead of assuming a specific number of clus-
ters to find, HDBSCAN uses a hierarchical analysis of
the data to quantify the ‘depth’ of potential clusters.
Its hierarchical technique allows HDBSCAN to predict
which clusters to form, based on how resilient their pres-
ence is under variation of the clustering resolution. Fur-
thermore, HDBSCAN does not attempt to segment each
point into a cluster. Rather, it assumes that clusters may
be surrounded by lower density noise.
HDBSCAN has two parameters:
min_cluster_size, and min_samples. The
min_cluster_size parameter simply puts a lower
bound on the size of clusters to form. min_samples is
less intuitive. It expresses how conservative or aggressive
a given clustering of the data should be. A greater
value corresponds to a more conservative clustering
and more points being declared as noise. Its value
generally does not radically affect the final partitioning.
However, some quantitative reference for a suitable
value of min_samples can be found by applying the
density-based validation score to resulting clusters.
Spectral Clustering
Spectral clustering is a density-based clustering algo-
rithm related to manifold learning and the DBSCAN al-
gorithm. It allows the user to include specific assump-
tions concerning the number of clusters to form. Spectral
clustering approaches separating and grouping data as a
graph partitioning problem. Given a distance metric, d,
the algorithm generates a similarity matrix. Typically
this is done using a Gaussian kernel similarity function:
Si,j = e
−d2i,j/(2σ2)
Where σ corresponds to the size of neighborhoods ex-
pected to form within the data.
The algorithm then computes the Laplacian matrix
of the resulting graph and collects the first k eigenvec-
tors. Data is then projected to the k dimensional vector
space spanned by these eigenvectors and clustered in this
space using a more simple algorithm (such as k-means).
This process corresponds to moving to a vector space in
which position expresses connectivity, and clustering in
this space.
