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Zusammenfassung: Die Arbeit behandelt verschiedene Modelle der Quanten-
elektrodynamik aus Sicht der Mathematik.
Zunächst wird die Fortsetzung der Douglas-Kroll-Heß-Transformation für Systeme
mit mehr als einem Teilchen diskutiert. Anschließend folgt eine ausführliche Untersu-
chung verschiedener Eigenschaften komplex dilatierter Dirac-Operatoren. Insbeson-
dere werden positive und negative Spektralprojektionen sowie entsprechende Trans-
formationsfunktionen eingeführt. Ferner wird der nicht-relativistische Limes solcher
Operatoren untersucht. Diese Ergebnisse dienen als technische Vorbereitung zur Be-
handlung eines relativistischen Modells der Quantenelektrodynamik, sind jedoch auch
von unabhängigem Interesse.
In einem weiteren Kapitel wird das Dirac-Fock-Funktional im Falle schwacher
Elektron-Elektron-Wechselwirkung behandelt. Insbesondere wird die Existenz von
Lösungen der Dirac-Fock-Gleichungen mit bestimmten zusätzlichen Eigenschaften
gezeigt. Es wird bewiesen, dass diese Lösungen gewisse Minimierungseigenschaften
bezüglich des Dirac-Fock-Funktionals aufweisen.
Schließlich wird die Wechselwirkung von Materie mit dem quantisierten elektro-
magnetischen Feld untersucht. Im Pauli-Fierz-Modell sowie in einem relativistischen
Modell werden dabei obere und untere Schranken an die Lebensdauer angeregter
Zustände bewiesen.
This thesis discusses different models of quantum electrodynamics from a mathe-
matical point of view.
First, the continuation of the Douglas-Kroll-Heß transformation for systems with
more than one particle will be discussed. Then follows a thorough investigation of
different properties of complex dilated Dirac operators. In particular, positive and
negative spectral projections and the corresponding transformation functions will be
introduced. Moreover, the non-relativistic limit of such operators will be examined.
These results serve as a preparation for the discussion of a relativistic model of quan-
tum electrodynamics, but are also of independent interest.
In a further chapter, the Dirac-Fock functional in the case of weak electron-electron
interaction will be discussed. In particular, the existence of solutions of the Dirac-
Fock equations with certain additional properties will be shown. It will be proven
that these solution have certain minimizing properties with regard to the Dirac-Fock
functional.
Eventually, the interaction of matter with the second quantized radiation field
will be investigated. For the Pauli-Fierz model and a relativistic model, an upper and
lower bound of the life time of excited states will be shown.
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IV.4. Sphärische Symmetrie 72
IV.5. Lösungen der Dirac-Fock-Gleichungen als Minimierer 74
vii
viii INHALTSVERZEICHNIS
Teil 3. Atome in Wechselwirkung mit dem
Strahlungsfeld 79
Kapitel V. Das Pauli-Fierz-Modell 81
V.1. Modell und Definitionen 82
V.2. Abschätzungen an den numerischen Wertebereich 88
V.3. Lebensdauer angeregter Zustände 93
V.4. Anwendung auf das Wasserstoffatom 97
V.4.1. Die Eigenfunktionen des Wasserstoffatoms 97
V.4.2. Auswahlregeln für Dipolübergänge 98
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KAPITEL I
Einleitung
Die Idee von Photonen geht bis auf Planck [121] und Einstein [46] zurück. Der
Grundstein für eine quantenmechanische Beschreibung des Lichtes (Quantenelektro-
dynamik) wurde bereits von den Vätern der Quantenmechanik Born, Dirac, Heisen-
berg, Jordan und Pauli gelegt. Wir erwähnen hier nur die Arbeiten von Born et al.
[28], von Dirac [38] und von Heisenberg und Pauli [81]. Für eine detaillierte Darstel-
lung verweisen wir auf den Übersichtsartikel von Jordan [95].
Später wurde klar, dass nicht nur Photonen, sondern auch Elektronen und ihre
Antiteilchen, die Positronen, als Anregungen eines Quantenfeldes betrachtet werden
müssen. Diese Tatsache ergibt sich unmittelbar aus der Notwendigkeit, die Dyna-
mik von Elektronen im Feld schwerer Atome relativistisch beschreiben zu müssen.
Durch die Einführung des Dirac-Operators [41], dessen positiver Spektralraum der
Zustandsraum der Elektronen ist, kommt in natürlicher Weise auch das Positron ins
Spiel [39, 40]. Kombiniert mit der Wechselwirkung dieser geladenen Teilchen ist nun-
mehr die Elektronenzahl im Allgemeinen keine Konstante mehr.
Die Quantenelektrodynamik (QED) kann als die physikalische Theorie gesehen
werden, die diese beiden Ansätze vereint. Bei ihrer Entwicklung haben viele Forscher
Beiträge geleistet. Sie gilt durch die Arbeiten von Tomonaga, Schwinger und Feyn-
man im Wesentlichen als physikalisch abgeschlossen. Wir zitieren hier exemplarisch
die Arbeiten [132, 133, 134, 135] von Schwinger, die Arbeiten [142, 143] von To-
monaga und die Arbeiten [53, 54, 55] von Feynman. Eine Auswahl der wichtigsten
Originalarbeiten zur Quantenelektrodynamik findet man in [136]. Das Buch [131]
bietet einen schönen Überblick über die historische Entwicklung der QED.
Der formale Hamilton-Operator der Quantenelektrodynamik ist in SI-Einheiten
gegeben durch (siehe [35, Seite 431] und auch [27, Gleichung (15.28)])
H =
∫
dx Ψ+(x)
[
βmc2 +
~c
i
α · ∇
]
Ψ(x)(I.1)
+
∫
dx
∫
dx ′
Ψ+(x)Ψ(x)Ψ+(x′)Ψ(x′)
8πε0|x− x′|
+
∫
dk
∑
λ,λ′
~c|k|
[
a+λ (k)aλ(k) +
1
2
]
− ec
∫
dx Ψ+(x)α · A(x)Ψ(x).
Hierbei ist Ψ(x) der Feldoperator des Elektronen-Positronen-Feldes, β und α sind
die Dirac-Matrizes (siehe Kapitel II.1), ~ ist die reduzierte Planck-Konstante, c die
Lichtgeschwindigkeit, m die Elektronenmasse, ε0 die Dielektrizitätskonstante und e
die Elementarladung. A(x) ist das Strahlungsfeld in zweiter Quantisierung (siehe auch
Kapitel V.1).
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Der erste Summand in (I.1) ist dabei die kinetische Energie des Elektronen-
Positronen-Feldes, der zweite die Wechselwirkungsenergie des Elektronen-Positronen-
Feldes, der dritte die Feldenergie des Photonenfeldes, und der vierte Summand be-
schreibt die Wechselwirkung zwischen Materiefeld und Photonenfeld.
Eine mathematisch konsistente Behandlung der QED und des Hamilton-Opera-
tors (I.1) ist nach wie vor ein ungelöstes Problem. Nicht einmal die elementarsten
Fragen dieser Theorie sind geklärt. Selbst die Frage nach dem Zustandsraum muss
noch als offen gelten.
Im Wesentlichen können zwei Ansätze unterschieden werden: Zum einen wird die
Elektronenzahl fix gehalten und das Photonenfeld quantisiert. Typischerweise wird die
Dynamik der Elektronen durch die Schrödinger-Gleichung oder die Pauli-Gleichung
gegeben, d.h. sie ist nicht-relativistisch. Wir bezeichnen diese Richtung kurz als nicht-
relativistische QED. Zum anderen wird Wert darauf gelegt, die Dynamik der Teilchen
relativistisch zu behandeln. Die Wechselwirkung wird in der Regel durch Coulomb-
kräfte gegeben. Das Photonenfeld wird für die Beschreibung von Bindungseffekten da-
bei gerne unterdrückt. Wir sprechen in diesem Falle vom relativistischen Elektronen-
Positronen-Feld.
Wir werden im Folgenden etwas genauer auf einige Modelle eingehen, zu denen
die vorliegende Arbeit einen Beitrag leistet, ohne dabei Anspruch auf Vollständigkeit
erheben zu wollen. Eine umfassende Darstellung des Standes der Forschung würde
ohnedies den Rahmen dieser Einleitung sprengen.
Wir geben zunächst einen kurzen Überblick über den Stand der Forschung auf
diesen Gebieten und ordnen dann die Ergebnisse der vorliegenden Arbeit ein.
Stand der Forschung
Das Elektronen-Positronen-Feld. Die relativistische Behandlung physikali-
scher Systeme ist besonders für Atome mit schweren Kernen relevant, da sich die
Elektronen – insbesondere auf den inneren Schalen – mit einer so hohen Geschwin-
digkeit bewegen, dass relativistische Effekte nicht vernachlässigt werden können. Je
nach Situation können dabei verschiedene Modelle angebracht sein, die wir im Fol-
genden beschreiben.
Sektoren fixer Teilchenzahl mit voller Korrelation ohne Photonenfeld. Wenn die
im System auftretenden Energien a priori als so niedrig angenommen werden können,
dass es nicht zur Erzeugung von Elektron-Positron-Paaren kommen kann, dann reicht
es aus, im Operator (I.1) die Beiträge des Photonenfeldes zu vernachlässigen und den
Operator bzw. seine quadratische Form auf Sektoren fester Elektronenzahl einzu-
schränken. Die entstehenden Operatoren werden als No-Pair-Hamilton-Operatoren
mit Coulomb-Wechselwirkung bezeichnet. Eine wichtige Frage dabei ist die Wahl des
Elektronenraumes, für den mehrere Wahlen in Frage kommen. Typischerweise wählt
man den Elektronenraum bezüglich des Einteilchen-Dirac-Operators mit äußerem
Einteilchen-Potential (Furry-Bild) oder bezüglich des freien Einteilchen-Operators
(freies Bild). Der Operator zum freien Bild wird auch als Brown-Ravenhall-Operator
bezeichnet [30]. Es sind auch andere Wahlen möglich, die noch ein mittleres Potential
der Elektronen berücksichtigen (Zwischenbild).
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Das Furry-Bild wird in der Praxis häufig durch Modelle behandelt, die auf einer
Entwicklung nach der Feinstrukturkonstanten beruhen (siehe [42] oder [94]). Sieden-
top und Stockmeyer [138] haben für den Einteilchen-Dirac-Operator im Furry-Bild
gezeigt, dass die entsprechende Entwicklung tatsächlich in einem gewissen Sinne kon-
vergiert. Die entsprechende Entwicklung liefert in erster Ordnung gerade den Brown-
Ravenhall-Operator, in zweiter Ordnung den Jansen-Heß-Operator. Der Jansen-Heß-
Operator wurde hauptsächlich von Jakubaßa-Amundsen (siehe unter anderem [92]
und [90]) untersucht. Jakubaßa-Amundsen [93] und Morozov und Vugalter [118] ha-
ben den HVZ-Satz für den Brown-Ravenhall-Operator bewiesen.
Hartree-Fock-Näherung ohne Photonen. In diesem Modell werden im Operator
(I.1) wiederum die Beiträge des Photonen-Feldes vernachlässigt und die entstehende
quadratische Form auf quasi-freie Zustände (Hartree-Fock-Zustände) eingeschränkt.
Die Minimierung der Energie über solche Zustände lässt sich auf das Dirac-Fock-
Funktional (siehe [8] und Kapitel IV.2) zurückführen .
Bach et al. [8, 7] bewiesen die Stabilität des relativistischen Elektronen-Positro-
nen-Feldes in Hartree-Fock-Näherung. Darauf aufbauend zeigten Barbaroux et al. [19]
die Existenz von Atomen. Die zugehörigen Schranken wurden von Brummelhuis et
al. [31] und Röhrl [128] verbessert.
Eine in diesem Zusammenhang entscheidende Frage ist, welche Wahl des Elektro-
nenraumes die richtige ist, insbesondere im Hinblick auf die Stabilität der Materie.
Wegweisend in diesem Zusammenhang ist eine Vermutung von Mittleman [115], die
besagt, dass der physikalische Zustandsraum des Elektrons derjenige ist, der die größte
Grundzustandsenergie liefert. Die Gleichung für den Maximierer hat Mittleman be-
reits angegeben. Es handelt sich um die Dirac-Fock-Gleichung. Allerdings ist die Her-
leitung nur formal. Die Gültigkeit dieser und einer verwandten Vermutung wurde von
Barbaroux, Esteban und Séré [18] und von Barbaroux, Helffer und Siedentop [20]
untersucht.
No-Pair-Hamilton-Operator mit Photonen. Dieses Modell erhält man, indem man
im Operator (I.1) die Beiträge des klassischen oder quantisierten Photonenfeldes
berücksichtigt, aber das Elektronen-Positronen-Feld auf einen Sektor fester Elektro-
nenzahl einschränkt. Die Wahl des Elektronenraumes ist dabei von entscheidender
Bedeutung für die Stabilität [107, 108, 106]. Matte und Stockmeyer [111] haben
für dieses Modell einen HVZ-Satz bewiesen.
Nicht-relativistische QED. In diesem Modell wird für den elektronischen An-
teil des Operators und für die Wechselwirkung mit dem Photonenfeld eine nicht-
relativistische Approximation verwendet; das daraus resultierende Modell ist das
Pauli-Fierz-Modell (siehe Kapitel V). Häufig wird auch das einfachere Nelson-Modell
behandelt. Die mathematische Untersuchung dieses Ansatzes geht auf Fröhlich [62,
61] zurück. Einen Überblick über das Gebiet findet man in [66].
Die Untersuchung eines vollen Modells der nicht-relativistischen QED, d.h. un-
ter Verwendung des Pauli-Fierz-Operators, wurde erst vor wenigen Jahren von Bach,
Fröhlich und Sigal [9, 10, 12] begonnen. In [13] zeigen sie die Existenz eines Grund-
zustandes für Teilchen in einem äußeren Bindungspotential sowie eine obere Schranke
an die Lebensdauer angeregter Zustände.
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Die Existenz von Grundzuständen im Pauli-Fierz-Modell unter wesentlich allge-
meineren Voraussetzungen, insbesondere ohne Einschränkungen an den Ultraviolett-
Cutoff und die Kopplungskonstante, wurde von Griesemer, Lieb und Loss [68] bewie-
sen. Die asymptotische Vollständigkeit für Rayleigh- und Compton-Streuung wurde
von Fröhlich, Griesemer und Schlein [58, 59, 60] bewiesen.
In [76] haben Hainzl, Vougalter und Vugalter gezeigt, dass ein spinloses Teilchen,
das an ein Photonenfeld koppelt, Bindungszustände haben kann, selbst wenn der zu-
gehörige Einteilchen-Schrödinger-Operator keine Eigenwerte hat, weil das Potential
nicht
”
tief“ genug ist. Diese und ähnliche Untersuchungen wurde von Chen, Vougalter
und Vugalter [32] und von Barbaroux, Linde und Vugalter [21] fortgesetzt. Barba-
roux, Chen und Vugalter haben Bindungsbedingungen für Systeme mit mehreren
Elektronen gezeigt [17] sowie die Grundzustandsenergie des translationsinvarianten
Pauli-Fierz-Modells untersucht [16].
Hasler und Herbst [77] haben die Selbstadjungiertheit und den Definitionsbereich
von Modellen vom Pauli-Fierz-Typ bewiesen sowie die Nicht-Existenz von Grund-
zuständen für eine Klasse von translationsinvarianten Modellen gezeigt [78]. Grie-
semer und Hasler [67] haben eine analytische Störungstheorie für nicht-ausgeartete
Grundzustände entwickelt.
Übersicht über die Hauptergebnisse der Arbeit
Wir geben hier lediglich eine kurze Übersicht über die Ergebnisse der Arbeit.
Ausführlichere Einleitungen zu den betrachteten Modellen sind den entsprechenden
Kapiteln vorangestellt.
In Teil 1 geben wir grundlegende Resultate über Dirac-Operatoren. In Kapitel
II betrachten wir zunächst selbstadjungierte Dirac-Operatoren und fassen einige ih-
rer wohlbekannten Eigenschaften zusammen. Dann folgen wir [88] und verallgemei-
nern die Arbeit von Siedentop und Stockmeyer [138] (siehe oben) auf N-Teilchen-
Dirac-Operatoren. Wir zeigen insbesondere, dass auch die N-Teilchen-Version der
Douglas-Kroll-Transformation zu einer im Sinne der Normresolventenkonvergenz kon-
vergenten Reihenentwicklung in der Kopplungskonstanten γ führt. Dies ist für prakti-
sche Rechnungen in der Quantenchemie von Interesse, da das Douglas-Kroll-Schema
zur Behandlung von Systemen mit vielen Elektronen eingesetzt wird. Der technisch
nicht besonders schwierige Beweis beruht auf der Idee, die Analytizität in der Kopp-
lungskonstanten γ durch die Definition geeigneter Gewichte auf den Einteilchen-Fall
zurückzuführen. Diese Technik wird später bei der Behandlung eines relativistischen
Elektrons in Wechselwirkung mit dem quantisierten Photonenfeld in Kapitel VI wie-
der verwendet.
Danach diskutieren wir in Kapitel III Dirac-Operatoren, die bei der Behandlung
von Resonanzen durch komplexe Dilatation auftreten. Diese Operatoren sind weder
selbstadjungiert noch normal. Die Ergebnisse aus diesem Kapitel werden wir ebenfalls
zur Behandlung des relativistischen Modells der QED benötigen. Die Ergebnisse sind
jedoch auch von unabhängigem Interesse: Wir führen zunächst eine Spektralanalysis
des dilatierten Dirac-Operators mit dem nicht relativ-kompakten Coulomb-Potential
durch. Dies scheint in der Literatur (siehe z.B. [137] oder [144]) nicht behandelt wor-
den zu sein. Anschließend definieren wir positive und negative Spektralprojektionen
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für dilatierte Dirac-Operatoren. Auch diese Frage scheint bisher nicht behandelt wor-
den zu sein. Schließlich diskutieren wir den nicht-relativistischen Grenzfall dilatierter
Dirac-Operatoren. Die Beweise hier verlaufen im Wesentlichen wie im selbstadjun-
gierten Fall [141].
In Kapitel IV folgen wir [87] und untersuchen das Dirac-Fock-Funktional im Falle
abgeschlossener Schalen. Wir zeigen mit Hilfe des Banachschen Fixpunktsatzes die
Existenz von Lösungen der Dirac-Fock-Gleichungen mit der zusätzlichen Eigenschaft,
dass die Lösungen Eigenfunktionen zu den kleinsten Eigenwerten des zugehörigen
Dirac-Fock-Operators sind. Außerdem zeigen wir, dass diese Lösungen die Energie des
Dirac-Fock-Funktionals minimieren, wenn man die Quantisierung bzgl. dieser Lösung
wählt. Dies zeigt insbesondere eine Ungleichung der Mittlemanschen Vermutung. Die
umgekehrte Ungleichung gilt – ohne Einschränkung auf abgeschlossene Schalen – für
hinreichend kleine α (Barbaroux et al. [18, Formel (13)]).
Schließlich untersuchen wir in Kapitel V die Wechselwirkung von Materie mit dem
Photonenfeld im nicht-relativistischen Pauli-Fierz-Modell. [79] folgend zeigen wir eine
obere und untere Schranke an die Lebensdauer angeregter Zustände und setzen somit
die Arbeit von Bach, Fröhlich und Sigal [13] fort.
Ferner betrachten wir in Kapitel VI ein relativistisches Elektron im Furry-Bild
und zeigen ebenfalls eine obere und untere Schranke an die Lebensdauer angeregter
Zustände. Wie die naive Betrachtung der nach Fermi benannten
”
Goldenen Regel“
[124, Kapitel XII.6] nahelegt, ist die Lebensdauer in niedrigster Ordnung in der Fein-
strukturkonstanten dieselbe wie im Pauli-Fierz-Modell. Die Frage nach der Existenz
eines Grundzustandes werden wir offen lassen.
Zu der in der englischsprachigen Literatur
”
Fermi’s Golden Rule“ genannten
Formel sei angemerkt, das die zu Grunde liegende Theorie bereits Dirac [38] und
Wentzel [146] bekannt war. Die Bezeichnung
”
Fermi’s Golden Rule“ scheint darauf
zurückzuführen sein, dass Fermi die Formel [51, Gleichung (VIII.2), S. 142] in einer
Vorlesung an der Universität Chicago als
”
Golden Rule No. 2“ bezeichnet hat. Fermi
selbst zitiert als Referenz das Buch von Schiff [130]. Wir werden die Formel kurz als
”
Goldene Regel“ bezeichnen.
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Teil 1
Dirac-Operatoren

KAPITEL II
Selbstadjungierte Dirac-Operatoren
Wir werden in Kapitel II selbstadjungierte Operatoren betrachten und uns da-
bei auf diejenigen Definitionen und Eigenschaften beschränken, die wir tatsächlich
benötigen. Eine ausführlichere Diskussion findet man z.B. in [141].
Als Anwendung werden wir die Douglas-Kroll-Heß-Transformation (siehe Sieden-
top und Stockmeyer [138]) auf Atome mit mehr als einem Elektron verallgemeinern.
II.1. Grundlagen
Die Dirac-Matrizes sind [141, Kapitel 1.1]
αi :=
(
0 σi
σi 0
)
, β :=
(
12×2 0
0 −12×2
)
,
wobei
σ1 :=
(
0 1
1 0
)
, σ2 :=
(
0 −i
i 0
)
, σ3 :=
(
1 0
0 −1
)
die Pauli-Matrizes sind. Sie erfüllen die Vertauschungsrelationen
αiαk + αkαi = 2δik1, i, k = 1, 2, 3
αiβ + βαi = 0, i = 1, 2, 3
β2 = 1.
Der freie Dirac-Operator (für die Lichtgeschwindigkeit c > 0)
(II.1) Dc,0 := −icα · ∇+ c2β
ist ein Operator auf dem Hilbert-Raum H := L2(R3;C4). Er ist auf dem Definitions-
bereich Dom(Dc,0) := H
1(R3;C4) selbstadjungiert [141, Kapitel 1.4].
Der Coulomb-Dirac-Operator
(II.2) Dc,γ := −icα · ∇+ c2β − γ| · |
ist ebenfalls ein Operator auf dem Hilbert-Raum L2(R3;C4), der für γ ∈ R mit
|γ| < c√3/2 auf dem Definitionsbereich Dom(Dc,γ) := Dom(Dc,0) = H1(R3;C4)
selbstadjungiert ist [141, Kapitel 4.3.3]. γ wird als Kopplungskonstante bezeichnet.
Zur Abkürzung setzen wir
V :=
1
| · | .
Wir bezeichnen die positiven bzw. negativen Spektralprojektionen des Operators
Dc,γ mit
(II.3) Λ(+)c,γ := χ[0,∞)(Dc,γ), Λ
(−)
c,γ := χ(−∞,0)(Dc,γ),
9
10 II. SELBSTADJUNGIERTE DIRAC-OPERATOREN
wobei für eine messbare Menge A ⊂ Rn die Funktion χA deren charakteristische
Funktion ist. Im Falle des freien Operators Dc,γ sind die Spektralprojektionen durch
Fouriertransformation unitär äquivalent zu Multiplikationsoperatoren. Sie sind expli-
zit gegeben durch
(II.4) Λ
(±)
c,0 :=
1
2
(
1± Dc,0√−c2∆ + c4
)
.
Die Eigenwerte des Operators (II.2) sind (siehe [141, Formel (7.140)] und [24,
Formel (14.29)])
(II.5) En,κ(c, γ) := c
2

1 + γ
2/c2(
n− |κ|+
√
κ2 − γ2/c2
)2


−1/2
.
Hierbei ist n die Hauptquantenzahl und κ = ±(j+1/2) der Eigenwert des Spin-Bahn-
Operators, wobei j ∈ N mit j = 1/2, . . . , n−1/2 die Drehimpulsquantenzahl ist. Eine
Entwicklung dieser Formel in Potenzen von 1/c liefert
(II.6) En,κ(c, γ) := c
2 − γ
2
2n
− γ
4
2c2n3
(
1
|κ| −
3
4n
)
+O(1/c4).
Der erste Term entspricht dabei der Ruheenergie des Elektrons, der zweite ist der
Eigenwert des Schrödinger-Operators
(II.7) Hγ := −1
2
∆− γ| · |
zur Hauptquantenzahl n, und der dritte Term ist die erste relativistische Korrek-
tur. Man beachte, dass die relativistische Korrektur negativ ist. Die Aufspaltung der
Schrödinger-Eigenwerte durch die relativistische Korrektur wird als Feinstrukturauf-
spaltung bezeichnet.
Mit Ẽn,l(c, γ) bezeichnen wir ebenfalls die Eigenwerte des Operators Dc,γ, wobei
n die Hauptquantenzahl bezeichnet und l die Eigenwerte, die zur Hauptquantenzahl
n gehören, der Größe nach nummeriert ohne Zählung der Vielfachheit. Es gilt n ∈ N
und l ∈ N mit l ≤ n. Wir setzen
(II.8) En,l(c, γ) := Ẽn,l(c, γ)− c2, En(∞, γ) := − γ
2
2n
,
wobei En(∞, γ) der n-te Eigenwert (ohne Zählung von Vielfachheiten) des Schrödin-
ger-Operators (II.7) ist. Statt En(∞, γ) schreiben wir auch En(γ).
Mit φn,l(c, γ) bezeichnen wir eine normierte Eigenfunktion des Dirac-Operators
(II.2) zum Eigenwert En,l(c, γ).
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II.2. Block-Diagonalisierung
II.2.1. Die Douglas-Kroll-Transformation. Wir beginnen mit einer Diskus-
sion der Foldy-Wouthuysen-Transformation. Dazu definieren wir für p ∈ R3 die Ma-
trix
ÛFW(c, p) : =
c2 + Ec(p) + ce
−θβα · p
Nc(p)
(II.9)
=
1
Nc(p)
(
(c2 + Ec(p))12×2 cσ · p
−cσ · p (c2 + Ec(p))12×2
)
mit Ec(p) :=
√
c2p2 + c4 und Nc(p) :=
√
2Ec(p)(c2 + Ec(p)). Mit ÛFW(c) bezeichnen
wir den maximalen Matrixmultiplikationsoperator auf L2(R3;C4), der durch UFW(p, c)
erzeugt wird. Analog definieren wir
V̂FW(p, c) : =
c2 + Ec(p)− cβα · p
Nc(p)
(II.10)
=
1
Nc(p)
(
(c2 + Ec(p))12×2 −cσ · p
cσ · p (c2 + Ec(p))12×2
)
und VFW(c). Die Fouriertransformierten dieser Operatoren sind
UFW(c) := F−1ÛFW(c)F , VFW(c) := F−1V̂FW(c)F .
Es gilt VFW(c) = UFW(c)
∗ = UFW(c)−1. Die unitäre Transformation UFW(c) wird
Foldy-Wouthuysen-Transformation genannt. Sie (block-)diagonalisiert den freien Dirac-
Operator (siehe [141, Kapitel 1.4]), d.h. es gilt
UFW(c)Dc,0VFW(c) =
(√−c2∆ + c4 0
0 −√−c2∆ + c4
)
=
√
−c2∆ + c4β(II.11)
UFW(c)Λ
(±)
c,0 VFW(c) = β±(II.12)
mit β± := 12 (1± β) .
Die Arbeit von Foldy und Wouthuysen [56] beschreibt nicht nur die obige Block-
Diagonalisierung des freien Dirac-Operators, sondern enthält auch ein störungstheo-
retisches Verfahren zur Block-Diagonalisierung des Dirac-Operators mit Potentialen.
Leider konvergiert die dort angegebene Entwicklung nicht (siehe Thaller [141,
Kapitel 6] und die dort zitierte Literatur). Der Grund hierfür ist, dass die richtige
Entwicklung etwa im Hinblick auf Konvergenz der Spektren die Kopplungskonstante
des Potentials als Entwicklungsparameter benützen sollte. Eine entsprechende iterati-
ve störungstheoretische Methode stammt von Douglas und Kroll [42] und wurde von
Jansen und Heß [94] korrigiert. Die Methode ist für numerische Berechnungen sehr at-
traktiv, da die dabei auftretenden Hamilton-Operatoren auf Pauli-Spinoren operieren.
Sie wurde während der letzten zwanzig Jahre für praktische Rechnungen in der rela-
tivistischen Quantenchemie erfolgreich eingesetzt (siehe [22, 94, 99, 147, 126, 127]
und die dort zitierte Literatur).
Aus der Sicht der Mathematik wurde der Einteilchen-Fall (für die Lichtgeschwin-
digkeit c = 1) von Siedentop und Stockmeyer untersucht [138]. Sie beweisen – unter
geeigneten Voraussetzungen an das Potential – die Existenz einer Familie UDK(γ)
von unitären Operatoren, die in der Kopplungskonstante γ analytisch sind. Diese
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unitäre Transformation entkoppelt elektronische und positronische Zustände exakt.
Außerdem haben Siedentop und Stockmeyer gezeigt, dass der in eine Potenzreihe in γ
entwickelte block-diagonalisierte Operator zumindest formal in den niedrigsten Ord-
nungen mit den Operatoren von Douglas, Kroll und Heß übereinstimmt. Außerdem
haben sie gezeigt, dass die Spektren der
”
abgeschnittenen“ Operatoren gegen das
Spektrum des ursprünglichen Operators konvergieren.
Wir setzen zur Abkürzung Dγ := D1,γ und P
γ
± := Λ
(±)
1,γ . Die Douglas-Kroll-
Transformation ist definiert durch
(II.13) UDK(γ) := (P
0
+P
γ
+ + P
0
−P
γ
−)(1− (P 0+ − P γ+))2)−1/2.
Wir führen einige wichtige Eigenschaften von UDK(γ) ([138, Theorem 1, Theorem 2,
Lemma 9]) im folgenden Lemma auf und setzen γc := 0.3775.
Lemma II.1. (1) UDK(γ) ist analytisch in γ und unitär für |γ| < 0.6841. Es
gilt die Beziehung
UDK(γ)P
γ
± = P
0
±UDK(γ).
(2) Der Operator |D0|1/2UDK(γ)|D0|−1/2 ist beschränkt und analytisch in γ für
γ < γc.
(3) Der Operator |D0|−1/2UDK(γ)DγUDK(γ)∗|D0|−1/2 ist beschränkt und analy-
tisch in γ für γ < γc.
Wir werden den Beweis hier nicht wiedergeben, bemerken jedoch, dass wir die zu
Grunde liegenden Ideen in den Kapiteln III.2.3 und III.2.4 verwenden werden.
Wir halten außerdem fest, dass man das Hauptergebnis der Arbeit von Siedentop
und Stockmeyer über die Existenz selbstadjungierter Realisierungen der
”
abgeschnit-
tenen“ Operatoren und deren Normresolventenkonvergenz aus den Sätzen II.3 und
II.5 in Kapitel II.2.2 zurückerhält, wenn man dort den Fall N = 1 betrachtet. Wir
verzichten daher darauf, das Ergebnis an dieser Stelle gesondert wiederzugeben.
Wir werden außerdem folgende Ungleichung benötigen: Für 0 ≤ γ <
√
3
2
setzen
wir Cγ :=
1
3
(√
4(γ)2 + 9− 4γ
)
und dγ :=
1
2
(1 + C2γ −
√
(1− C2γ)2 + 4γ2C2γ). Dann
gilt das folgende Lemma (siehe Morozov [117] und auch Brummelhuis et al [31]):
Lemma II.2. Für 0 ≤ γ <
√
3
2
gilt die Operator-Ungleichung
|Dγ|2 ≥ d2γ|D0|2.(II.14)
Diese Ungleichung wird uns in Lemma A.7 bei der Behandlung von Dirac-Fock-
Operatoren wieder begegnen.
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II.2.2. Verallgemeinerung auf den N-Teilchen-Fall. In diesem Abschnitt
folgen wir nun [88] und verallgemeinern die Ergebnisse aus [138] auf den N -Teilchen-
Coulomb-Dirac-Operator (mit N > 1) im Furry-Bild, d.h. wir schränken den Operator
auf die positiven Spektralräume der Einteilchen-Dirac-Operatoren ein. Mit Hilfe ein-
facher Verallgemeinerungen der Methoden in [138] beweisen wir die Normresolventen-
konvergenz der Operatoren, die man durch Abschneiden der Potenzreihenentwicklung
in γ der transformierten projizierten Operatoren erhält.
Wir beginnen mit der Beschreibung der Problemstellung und der Einführung der
erforderlichen Notation. Den N-Teilchen-Hilbert-Raum bezeichnen wir mit
H(N) = H⊗ · · · ⊗ H,
wobei H := L2(R3,C4) ist. Die Fortsetzung eines abschließbaren Operators A auf H
mit Definitionsbereich D nach H(N), der auf die j-te Komponente wirkt, schreiben
wir als
Aj := 1⊗ · · · ⊗ A︸︷︷︸
j-te Stelle
⊗ · · · ⊗ 1,
und das n-fache Tensorprodukt als
A := A⊗ · · · ⊗ A.
Wenn A aufD wesentlich selbstadjungiert ist, dann sind beide Operatoren auf ⊗Nj=1D
wesentlich selbstadjungiert (siehe [122], Kapitel VIII.10). Aus technischen Gründen
werden wir den Operator D0 :=
∑N
j=1 |D0|j benötigen.
Der Coulomb-Dirac-Operator ist formal gegeben durch
(II.15) H
(N)
CD :=
N∑
j=1
[Dγ]j +
γ
Z
∑
1≤i<j≤N
Wij,
wobei Z die Kernladungszahl des Atoms ist, und γ die Kopplungskonstante des
Einteilchen-Potentials. Physikalisch betrachtet gilt γ = Zα, wobei α ≈ 1/137 die
Feinstrukturkonstante ist.
Wij ist die Wechselwirkung zwischen den Teilchen i und j, die für f ∈ H1(R3)4⊗
· · · ⊗H1(R3)4 durch
(Wijf)(x1, . . . , xN) :=
f(x1, . . . , xi, . . . , xj, . . . , xN)
|xi − xj|
gegeben ist. Wir setzen Wγ :=
γ
Z
∑
1≤i<j≤N Wij. Es ist bekannt, dass der Operator in
(II.15) ohne die Elektron-Elektron-Wechselwirkung Wγ die gesamte reelle Achse als
Spektrum hat.
Anstelle von (II.15) betrachten wir den Coulomb-Dirac-Operator im Furry-Bild,
d.h. wir schränken den Operator (II.15) auf die positiven Spektralräume der einzelnen
Einteilchen-Operatoren Dγ ein. Der Hilbert-Raum ist
H(N)+ (γ) = P γ+H⊗ · · · ⊗ P γ+H.
Die N -Teilchen-Projektion ist gegeben durch
Pγ+ := P γ+ ⊗ · · · ⊗ P γ+.
Wir interessieren uns für den Operator Pγ+H(N)CD Pγ+, insbesondere für seine Realisierung
im Raum der N -Teilchen-Pauli-Spinoren.
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Dazu betrachten wir die N-Teilchen-Versionen der Douglas-Kroll-Transformation
und der Foldy-Wouthuysen-Transformation
UDK(γ) := UDK(γ)⊗ · · · ⊗ UDK(γ)
und
UFW := UFW ⊗ · · · ⊗ UFW.
Es gilt UDK(γ)Pγ+UDK(γ)−1 = P0+. Des Weiteren erfüllt die N -Teilchen-Foldy-Wout-
huysen-Transformation UFW die Beziehung UFWP0+ = β+⊗· · ·⊗β+UFW. Daher ist der
formale Hamilton-Operator im Raum der N-Teilchen-Pauli-Spinoren gegeben durch
(II.16) HNdiag = UFWUDK(γ)Pγ+H(N)CD Pγ+UDK(γ)−1U−1FW.
Das Hauptergebnis dieses Abschnitts, Satz II.5, impliziert, dass die Spektren der Ope-
ratoren, die durch Entwicklung von (II.16) in Potenzreihen in γ entstehen, gegen das
Spektrum des Furry-Operators konvergieren, der formal durch Pγ+H(N)CD Pγ+ gegeben
ist.
Bevor wir dieses Ergebnis formulieren können, müssen wir sicherstellen, dass die
erwähnten Operatoren überhaupt selbstadjungierte Realisierungen besitzen.
Wir bemerken, dass für |γ| < 1 die Ungleichung |Dγ| ≥
√
1− γ2 > 0 gilt (vgl.
Gleichung (II.5)). Wir definieren den Operator T̃γ : H
(N)
+ → H(N)+ ohne Elektron-
Elektron-Wechselwirkung durch
T̃γ = Pγ+
N∑
i=1
[Dγ]iPγ+,
mit Definitionsbereich Dom(T̃γ) = Pγ+H1(R3,C4)⊗̂N . Für |γ| <
√
3/2 ist der Opera-
tor T̃γ wesentlich selbstadjungiert([122, Theorem VIII.33]), wobei ⊗̂ das algebraische
Tensorprodukt ist. Wir bezeichnen den Abschluss von T̃γ mit Tγ und seinen Formde-
finitionsbereich mit Q(Tγ).
Wir setzen q(f, g) := (f, Tγg)+(f, Wγg) für f, g ∈ Q(Tγ). Dann liefert der folgende
Satz eine selbstadjungierte Realisierung des Furry-Operators.
Satz II.3 ([88], Theorem 1). Es sei 0 ≤ γ < √3/2. Dann gibt es einen selbstad-
jungierten Operator Hγ,+ : H(N)+ (γ) → H(N)+ (γ) mit Q(Hγ,+) = Q(Tγ) =
Pγ+H1/2(R3N ,C4N ), wobei Pγ+(H1(R3)4)⊗N determinierender Formbereich für den Ope-
rator Hγ,+ ist, so dass für alle f, g ∈ Q(Hγ,+) die Gleichung
q(f, g) = (f, Hγ,+g)
gilt. Diese selbstadjungierte Fortsetzung ist die Friedrichs-Fortsetzung des auf dem
Definitionsbereich Pγ+⊗̂Nj=1H1(R3)4 symmetrischen Operators T̃γ + Pγ+WγPγ+.
Zum Beweis von Satz II.3 benötigen wir das folgende Lemma:
Lemma II.4 ([88], Lemma 3). Es sei f ∈ H1/2(R3N,C4N ). Dann gilt
(f, Wijf) ≤ π
2
(f, |D0|jf) für i 6= j.
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Beweis. Sei f ∈ ⊗̂Nj=1H1(R3)4 beliebig. Dann gilt
(f, Wijf) =
=
∫
dx1 · · · dxNf(x1, . . . , xi, . . . , xN) 1|xi − xj|f(x1, . . . , xi, . . . , xN)
=
∫
dx1 · · · dxNf(x1, . . . , xi + xj, . . . , xN) 1|xi|f(x1, . . . , xi + xj, . . . , xN)
≤ π
2
∫
dx1 · · · dxNf(x1, . . . , xi + xj, . . . , xN)|D0|if(x1, . . . , xi + xj, . . . , xN)
≤ π
2
(f, |D0|if),
wobei wir die Kato-Ungleichung verwendet haben. Diese Ungleichung lässt sich auf
f ∈ H1/2(R3N ,C4N ) fortsetzen. ¤
Beweis von Satz II.3 .
Schritt 1: Wohldefiniertheit von q. Wegen Lemma II.2 gibt es eine positive Kon-
stante dγ, so dass
(II.17) (f, |D0|if) ≤ 1
dγ
(f, |Dγ|if) ≤ 1
dγ
(f, Tγf)
gilt. Daraus folgt zusammen mit Lemma II.4 die Wohldefiniertheit von q.
Schritt 2: Definition von Hγ,+. Wir folgen dem Beweis des KLMN-Satzes und
verwenden die Notation von Reed-Simon [123, Theorem X.17]. Es sei f ∈ Q(Tγ).
Wir zeigen zunächst (f,Wγf) ≤ C(f, Tγf) für ein C > 0. Wegen f ∈ H(N)+ gilt
(T−1/2γ f,WγT
−1/2
γ f) =
=
γ
Z
∑
1≤i<j≤N
(T−1/2γ f, |D0|1/2i |D0|−1/2i Wij|D0|−1/2i |D0|1/2i T−1/2γ f)
≤ γπ
2Z
∑
1≤i<j≤N
(T−1/2γ f, |D0|iT−1/2γ f) ≤
γπN(N − 1)
4Zdγ
‖f‖2 =: C‖f‖2,
(II.18)
wobei wir Lemma II.4 und Gleichung (II.17) benützt haben. Daher gilt
(II.19) (f, Tγf) + (f,Wγf) ≤ (1 + C)(f, Tγf) ≤ (1 + C)(f, (Tγ + Wγ)f).
Dies zeigt, dass die Normen ‖ · ‖+1,Tγ und ‖ · ‖+1,q äquivalent sind. Daher ist q ei-
ne halbbeschränkte, abgeschlossenene quadratische Form auf Q(Tγ), die daher einen
selbstadjungierten Operator Hγ,+ mit Formdefinitionsbereich Q(Hγ,+) = Q(Tγ) defi-
niert.
Schritt 3: Bestimmung des Formdefinitionsbereichs. Es gilt die folgende Kette von
Ungleichungen, wobei wir Lemma II.2 im zweiten und die Hardy-Ungleichung im
dritten Schritt verwendet haben:
dγ
√
−43N + 1 ≤ dγ
N∑
i=1
|D0|i ≤
N∑
i=1
|Dγ|i
≤
N∑
i=1
(1 + 2γ)|D0|i ≤ (1 + 2γ)N
√
−43N + 1
(II.20)
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Die Ungleichungen (II.20) implizieren, dass H1/2(R3N ,C4N ) bezüglich
b(f, f) :=


(
N∑
i=1
|Dγ|i
)1/2
f,
(
N∑
i=1
|Dγ|i
)1/2
f


für f ∈ H1/2(R3N ,C4N ) vollständig ist. Da Pγ+ mit
∑N
i=1 |Dγ|i vertauscht, folgt
Pγ+H1/2(R3N ,C4
N
) ⊂ H1/2(R3N ,C4N ).
Ferner ist Pγ+H1/2(R3N ,C4N ) eine abgeschlossene Teilmenge von H1/2(R3N ,C4N ) be-
züglich der von b erzeugten Norm. Folglich ist Pγ+H1/2(R3N ,C4N ) vollständig bezüglich
der Einschränkung von b. Da T̃γ wesentlich selbstadjungiert ist, ist der selbstadjun-
gierte Operator, der zu der Einschränkung von b gehört, gleich Tγ. Daher gilt
Q(Tγ) = Pγ+H1/2(R3N ,C4
N
).
Da offensichtlich
Dom(HNγ,+) ⊂ Q(HNγ,+) = Pγ+H1/2(R3N ,C4
N
)
gilt, folgt, dass HNγ,+ die Friedrichsfortsetzung des symmetrischen Operators T̃γ +
Pγ+WγPγ+ ist. ¤
Wir wenden uns nun dem Operator UDK(γ) := UDK(γ) ⊗ · · · ⊗ UDK(γ) zu, der
eine unitäre Abbildung UDK(γ) : H(N)+ (γ) → H(N)+ (0) ist. Wir definieren den Operator
H̃γ,+ : H(N)+,0 → H(N)+,0 durch
H̃γ,+ := UDK(γ)Hγ,+UDK(γ)−1,
wobei H(N)+,0 := H(N)+ (0) ist. Entsprechend definieren wir den Operator
Hdiagγ,+ : L
2(R3N ,C2N ) → L2(R3N ,C2N ) durch
Hdiagγ,+ = UFWH̃γ,+U−1FW,
wobei wir die Foldy-Wouthuysen-Transformation als Abbildung
UFW : H(N)+,0 → L2(R3,C2)⊗N = L2(R3N ,C2N ) auffassen.
Auf diese Weise kann Hdiagγ,+ als die Block-Diagonalisierung von H̃γ,+ betrachtet
werden. Wegen Satz II.3 sind H̃γ,+ und H
diag
γ,+ selbstadjungierte Operatoren mit Form-
definitionsbereich UDK(γ)Q(Tγ) bzw. UFWUDK(γ)Q(Tγ). Genauer gilt
UDK(γ)Q(Tγ) = P0+H1/2(R3N ,C4
N
),
da D1/20 UDK(γ)D−1/20 ein beschränkter Operator ist (siehe den Beweis von Lemma
II.10). Da UFW mit D0 vertauscht, erhalten wir
UFWUDK(γ)Q(Tγ) = H1/2(R3N ,C2N ).
Wir bezeichnen mit h̃kγ,+ die formale Taylorreihe von H
diag
γ,+ bis einschließlich der
Potenz γk, die ein Operator auf
C := UFWUDK(γ)P+(γ)H1(R3,C4)⊗N
ist. C ist determinierender Formbereich für Hdiagγ,+ . Wir setzen
Rkγ = H
diag
γ,+ − h̃kγ,+.
Das Hauptergebnis dieses Abschnitts ist:
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Satz II.5 ([88], Theorem 2). Für 0 ≤ γ < γc und hinreichend große k besit-
zen die Operatoren h̃kγ,+ eine selbstadjungierte Fortsetzung h
k
γ,+, die Dom(h
k
γ,+) ⊂
Q(Hdiagγ,+ ) = H
1/2(R3N ,C2N ) erfüllt. Ferner gilt hkγ,+ → Hdiagγ,+ für k → ∞ im Sinne
von Normresolventenkonvergenz.
Wir halten zunächst einige Bemerkungen fest:
Bemerkung II.6. Die Normresolventenkonvergenz impliziert die Konvergenz der
Spektren und Spektralprojektionen [122, Theorem VIII.2.3].
Bemerkung II.7. Die unitäre Transformation UDK(γ) ist nicht eindeutig. Mit
der Wahl aus [138] ist bekannt, dass Satz II.5 mindestens für γc = 0, 3775 gilt, was
einer kritischen Kernladungszahl von Z = 52 entspricht.
Bemerkung II.8. Die Operatoren hkγ,+ wirken auf dem Raum der N-Teilchen-
Pauli-Spinoren. Unter Verwendung der expliziten Ausdrücke für UDK(γ) und UFW,
lassen sie sich bis zu jeder gewünschten Ordnung k berechnen (siehe [138, Appendix
A] für ein Beispiel). Der Operator hkγ,+ ist eine selbstadjungierte Realisierung des
Douglas-Kroll-Hess-Operators der Ordnung k für N Teilchen.
Bevor wir Satz II.5 beweisen können, müssen wir noch eine Reihe technischer
Hilfsaussagen zeigen (siehe [88], Lemma 4 bis Lemma 6):
Lemma II.9. Für |γ| < γc ist der Operator D−1/20 Hdiagγ,+ D−1/20 beschränkt und reell
analytisch um null. Insbesondere gilt ‖D−1/20 RkγD−1/20 ‖ → 0.
Beweis. Wir zeigen zunächst, dass |D0|1/2i D−1/20 beschränkt ist. Zum Beweis
wählen wir ein beliebiges f ∈ ⊗̂Nj=1H1(R3)4 und bemerken die Identität
‖|D0|1/2i f‖2 = (f, |D0|1f) ≤ (f, |D0|1f) + · · · + (f, |D0|Nf) = ‖D1/20 f‖2.
Daraus folgt die Behauptung, da ⊗̂Nj=1H1(R3)4 in H(N) dicht ist.
Wegen Lemma II.1 ist der Operator |D0|−1/2UDK(γ)DγUDK(γ)∗|D0|−1/2 beschränkt
und analytisch in γ für |γ| < γc, und dasselbe gilt für den Operator
[|D0|−1/2UDK(γ)DγUDK(γ)∗|D0|−1/2]m mit m = 1, . . . , N . Um die Behauptung zu be-
weisen, reicht es, die Analytizität jedes einzelnen Summanden von H̃γ,+ zu zeigen.
Einteilchen-Terme: Die Analytizität folgt unmittelbar aus
D−1/20 [UDK(γ)P
γ
+DγP
γ
+UDK(γ)
−1]mD
−1/2
0 = P0+D−1/20 [|D0|1/2]m
× [|D0|−1/2UDK(γ)DγUDK(γ)∗|D0|−1/2]m|D0|1/2m D−1/20 P0+.
Wechselwirkungsterme: Der Operator
|D0|−1/2m UDK(γ)|D0|1/2m = UDK(γ)⊗ · · · ⊗ |D0|−1/2UDK(γ)|D0|1/2 · · · ⊗ UDK(γ)
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ist wegen Lemma II.1 analytisch, und |D0|−1/2m Wm,l|D0|−1/2m ist wegen Lemma II.4
beschränkt. Daher folgt aus der Gleichung
D−1/20 UDK(γ)Pγ+Wm,lPγ+UDK(γ)−1D−1/20
= P0+D−1/20 UDK(γ)Wm,lUDK(γ)−1D−1/20 P0+
= P0+D−1/20 |D0|1/2m |D0|−1/2m UDK(γ)|D0|1/2m |D0|−1/2m Wm,l|D0|−1/2m
× |D0|1/2m UDK(γ)−1|D0|−1/2m |D0|1/2m D−1/20 P0+
die Analytizität des Wechselwirkungsterms.
Da UFW mit D0 vertauscht, ist auch der Operator D−1/20 Hdiagγ,+ D−1/20 analytisch und
hat daher eine konvergente Taylorreihe mit ‖D−1/20 RkγD−1/20 ‖ → 0 für k →∞. ¤
Lemma II.10. Es sei |γ| < γc. Dann ist der Operator D1/20 UDK(γ)D−1/20 beschränkt
auf H(N)0 .
Beweis. Es gilt die Ungleichung D1/20 ≤
N∑
i=1
|D0|1/2i . Wegen Lemma II.1 ist der
Operator |D0|1/2UDK(γ)|D0|−1/2 beschränkt. Daher ist
‖D1/20 UDK(γ)D−1/20 ‖
= ‖D1/20 (
N∑
i=1
|D0|1/2i )−1
N∑
i=1
|D0|1/2i UDK(γ)D−1/20 ‖
= ‖D1/20 (
N∑
i=1
|D0|1/2i )−1
N∑
i=1
(|D0|1/2i UDK(γ)|D0|−1/2i |D0|1/2i D−1/20 )‖
≤
N∑
i=1
‖|D0|1/2i UDK(γ)|D0|−1/2i |D0|1/2i D−1/20 )‖
≤
N∑
i=1
‖|D0|1/2i UDK(γ)|D0|−1/2i ‖‖|D0|1/2i D−1/20 ‖
endlich. ¤
Lemma II.11. Es sei f ∈ H(N)+ (γ) und 0 ≤ γ <
√
3/2. Dann gilt die Abschätzung
‖D1/20 H−1/2γ,+ f‖ ≤ 1/
√
dγ‖f‖.
Beweis. Sei f ∈ P+(γ) (H1(R3)4)⊗N beliebig. Mittels Lemma II.2 und Wγ ≥ 0
erhalten wir
(f, D0f) ≤ 1
dγ
(f,
∑
j
(P γ+DγP
γ
+)jf) ≤
1
dγ
(f, Hγ,+f).
¤
Mit Hilfe dieser Lemmata sind wir schließlich in der Lage, den Beweis von Satz
II.5 anzutreten. Wir bemerken, dass wir zum Beweis der Dilatationsanalytizität des
Operators für ein relativistisches Elektron in Wechselwirkung mit dem quantisier-
ten Strahlungsfeld in Kapitel VI.2 ähnliche Methoden wie in den obigen Lemmata
verwenden werden.
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Beweis von Satz II.5. Wegen [97, Theorem VI.3.11 und Corollary VI.3.12]
reicht es zu zeigen, dass es eine Folge ak gibt mit ak → 0 für k → ∞, so dass
für alle f ∈ C
(II.21) (f, Rkγf) ≤ ak(f, Hdiagγ,+ f)
gilt. Das ist äquivalent zu
(II.22) (f, H
−1/2
γ,+ UDK(γ)−1U−1FWRkγUFWUDK(γ)H−1/2γ,+ f) → 0
für f ∈ P+(γ)H1(R3,C4)⊗N . Es gilt
(f,H
−1/2
γ,+ UDK(γ)−1U−1FWRkγUFWUDK(γ)H−1/2γ,+ f)
≤ ‖D−1/20 RkγD−1/20 ‖ ‖D1/20 UγD−1/20 ‖2 ‖D1/20 H−1/2γ,+ f‖2,
(II.23)
wobei der letzte Term wegen der Lemmata II.9, II.10 und II.11 gegen Null konvergiert.
Im letzten Schritt haben wir benützt, dass UFW mit |D0| vertauscht und daher UFW
mit D0 und jeder Funktion davon vertauscht. ¤

KAPITEL III
Komplex dilatierte Dirac-Operatoren
In Kapitel III wenden wir uns komplex dilatierten Operatoren zu. Solche Opera-
toren erhält man bei der Behandlung von Resonanzen mittels der Methode der kom-
plexen Dilatation (siehe z.B. [2, 14, 137, 144]. Insbesondere werden wir für solche
Operatoren eine Spektralanalysis durchführen, positive und negative Spektralprojek-
tionen definieren und den nicht-relativistischen Limes untersuchen. Diese Ergebnisse
werden in Kapitel VI verwendet werden, sind jedoch auch von unabhängigem Inter-
esse.
III.1. Definitionen
Wir definieren für θ ∈ C, γ ∈ R und c ≥ 1 die dilatierten Operatoren
(III.1) Dc,0(θ) := −ice−θα · ∇+ c2β
und
(III.2) Dc,γ(θ) := −ice−θα · ∇+ c2β − γe
−θ
| · |
auf dem Definitionsbereich Dom(Dc,0(θ)) = Dom(Dc,γ(θ)) = H
1(R3;C4). Es ist klar,
dass Dc,0(θ) auf diesem Definitionsbereich abgeschlossen und (wegen der Hardy-
Ungleichung) Dc,γ(θ) zumindest wohldefiniert ist. Weitere Eigenschaften werden wir
in Kapitel III.2.2 beweisen. Zur Abkürzung setzen wir
V (θ) :=
e−θ
| · | = e
−θV.
Wir werden non nun an grundsätzlich γ ≥ 0 voraussetzen. Des Weiteren definieren
wir für θ ∈ R die unitäre Dilatation
U(θ) : L2(R3;C4) → L2(R3;C4)
durch
(U(θ)f)(x) := e32 θf(eθx).
Sie erfüllt die Beziehung
U(θ)Dc,γU(θ)∗ = Dc,γ(θ).
Die Operatoren Dc,γ(θ) sind Fortsetzungen des Operators U(θ)Dc,γU(θ)∗ für komple-
xe θ. Man beachte, dass die Abbildung U(θ) sich nicht als beschränkter Operator
fortsetzen lässt, jedoch angewandt auf Elemente der dichten Teilmenge der analyti-
schen Vektoren für den Erzeuger der Dilatationen. Der Konvergenzradius der Funkti-
on θ 7→ U(θ)ψ hängt dabei von dem jeweiligen analytischen Vektor ψ ab (siehe [123,
Kapitel X.6]).
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Wir werden jedoch in Kapitel III.3 zeigen, dass unter bestimmten Voraussetzungen
die Einschränkung von U(θ) auf gewisse spektrale Teilräume des Dirac-Operators ein
beschränkter, beschränkt invertierbarer Operator ist.
Wir definieren außerdem für p ∈ R3 die Matrix
Dc,0(p; θ) := ce
−θα · p + c2β.
Für die komplexe Wurzelfunktion verwenden wir die Konvention
√· : C \ R−0 → C :
√
z = rei φ/2,
wobei z = rei φ mit r ≥ 0 und −π < φ < π ist. Wir stellen fest, dass für w ∈ C mit
| arg w| ≤ π
4
die Abschätzung
(III.3) Re
√
w ≥
√
Re w ≥ 0
gilt, was sofort aus der Formel cos(2φ) = (cos φ)2 − (sin φ)2 ≤ (cos φ)2 folgt.
Wir definieren für ε > 0 den Streifen
Sε := {z ∈ C||Im z| < ε}.
III.2. Grundlagen
III.2.1. Foldy-Wouthuysen-Transformation. In diesem Abschnitt untersu-
chen wir zunächst die komplexe Fortsetzung der Foldy-Wouthuysen-Transformation
und zeigen in Satz III.1 einige wichtige Eigenschaften. Es sei erwähnt, dass eine kom-
plexe Fortsetzung der Foldy-Wouthuysen-Transformation implizit bereits von Evans,
Perry und Siedentop [50] bei der Untersuchung des Spektrums des Brown-Ravenhall-
Operators verwendet wird. Auch Balslev und Helffer [15] benützen holomorphe Fort-
setzungen des Foldy-Wouthuysen-Transformation.
Zunächst definieren wir für p ∈ R3 und θ ∈ Sπ/2 die Matrix
ÛFW(c, p; θ) : =
c2 + Ec(p; θ) + ce
−θβα · p
Nc(p; θ)
(III.4)
=
1
Nc(p; θ)
(
(c2 + Ec(p; θ))12×2 ce−θσ · p
−ce−θσ · p (c2 + Ec(p; θ))12×2
)
,
wobei
Ec(p; θ) :=
√
e−2θc2p2 + c4
und
Nc(p; θ) :=
√
2Ec(p; θ)(c2 + Ec(p; θ))
gilt. Mit ÛFW(c; θ) bezeichnen wir den maximalen Matrixmultiplikationsoperator auf
L2(R3;C4), der durch UFW(p, c; θ) erzeugt wird. Analog definieren wir
V̂FW(p, c; θ) : =
c2 + Ec(p; θ)− ce−θβα · p
Nc(p; θ)
(III.5)
=
1
Nc(p; θ)
(
(c2 + Ec(p; θ))12×2 −ce−θσ · p
ce−θσ · p (c2 + Ec(p; θ))12×2
)
,
und VFW(c; θ). Die Fouriertransformierten dieser Operatoren sind
UFW(c; θ) := F−1ÛFW(c; θ)F , VFW(c; θ) := F−1V̂FW(c; θ)F .
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Man beachte, dass diese Operatoren für θ = 0 mit der üblichen Foldy-Wouthuysen-
Transformation (siehe [141] sowie Kapitel II.2.1) übereinstimmen, jedoch für θ /∈ R
nicht unitär sind. Dennoch definieren die Operatoren eine Ähnlichkeitstransforma-
tion, die den freien dilatierten Dirac-Operator diagonalisiert. Dies ist für die folgenden
Abschnitte unter anderem deswegen von Bedeutung, da der diagonalisierte dilatierte
Dirac-Operator
√
−c2 exp−2θ ∆ + c4β im Gegensatz zum Operator Dc,0(θ) normal ist.
Satz III.1. Es sei θ ∈ Sπ/4. Dann gilt:
a) Der Operator UFW(c; θ) ist ein beschränkter Operator auf L
2(R3;C4) mit
beschränkter Inverser VFW(c; θ). Es gibt eine Konstante CFW (unabhängig
von c und θ), so dass
(III.6) ‖UFW(c; θ)‖ ≤
√
1 + CFW| sin Im θ|
und
(III.7) ‖VFW(c; θ)‖ ≤
√
1 + CFW| sin Im θ|
gilt.
b) Die Foldy-Wouthuysen-Transformation diagonalisiert den Dirac-Operator:
(III.8) UFW(c; θ)Dc,0(θ)VFW(c; θ) =
√
−c2e−2θ∆ + c4β.
Beweis.
a) Eine einfache Rechnung zeigt
(III.9) ÛFW(p, c; θ)V̂FW(p, c; θ) = V̂FW(p, c; θ)ÛFW(p, c; θ) = 1.
Es gilt
‖UFW(c; θ)‖ ≤ sup
p∈R3
‖ÛFW,c(p; θ)‖.
Folglich genügt es, den Fall c = 1 und Re θ = 0 zu betrachten. Wir beachten die
Beziehung ‖ÛFW,c(p; θ)‖2 = ‖ÛFW,c(p; θ)∗ÛFW,c(p; θ)‖ und finden mit ϑ ∈ (−π/4, π/4)
ÛFW,c(p; i ϑ)
∗ÛFW,c(p; i ϑ) =(III.10)
=
1 + E1(p;−i ϑ)− βαpei ϑ√
2E1(p;−i ϑ)(1 + E1(p;−i ϑ))
1 + E1(p; i ϑ) + βαpe
−i ϑ
√
2E1(p; i ϑ)(1 + E1(p; i ϑ))
=
(1 + E1(p; i ϑ))(1 + E1(p;−i ϑ)) + p2
Ñ
+
βα · p(e−i ϑ(1 + E1(p;−i ϑ))− ei θ(1 + E1(p; i ϑ)))
Ñ
mit
Ñ :=
√
4E1(p; i ϑ)E1(p;−i ϑ)(1 + E1(p; i ϑ))(1 + E1(p;−i ϑ)).
Man beachte, dass der Ausdruck unter der Wurzel reell ist.Wir stellen fest, dass
|1 + E1(p;±i ϑ)| ≥ |E1(p;±i ϑ)| = 4
√
1 + 2 cos(2ϑ)p2 + p4 ≥ 4
√
1 + p4
gilt, wobei wir |ϑ| < π/4 benützt haben. Folglich kann der Nenner in Gleichung
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(III.10) gemäß
(III.11) |Ñ | ≥ 2
√
1 + |p|4
abgeschätzt werden. Als Nächstes beobachten wir, dass
(III.12) |ei ϑE1(p; i ϑ)− e−i ϑE1(p;−i ϑ)| =
=
2| sin(2ϑ)|
|ei ϑE1(p; i ϑ) + e−i ϑEc(p;−i ϑ)| ≤
| sin(2ϑ)|√
p2 + cos(2ϑ)
gilt, wobei wir die Abschätzung |w| ≥ |Re w| und (III.3) benützt haben. Aus (III.12)
folgt
(III.13) ‖βα · p(ei ϑ(1+E1(p; i ϑ))− e−i ϑ(1+E1(p;−i ϑ)))‖ ≤ 2|p|| sin(ϑ)|+ | sin 2ϑ|.
Des Weiteren gilt
(III.14) 1− (1 + E1(p;−i ϑ)) (1 + E1(p; i ϑ)) + p
2
Ñ
=
Ñ − ((1 + E1(p;−i ϑ)) (1 + E1(p; i ϑ)) + p2)
Ñ
=
Ñ2 + ((1 + E1(p;−i ϑ)) (1 + E1(p; i ϑ)) + p2)2
Ñ
(
Ñ + ((1 + E1(p;−i ϑ)) (1 + E1(p; i ϑ)) + p2)
)
Wegen (1 + E1(p;−i ϑ))(1 + E1(p; i ϑ)) + p2) > 0 können wir mit Hilfe von (III.11)
den Nenner abschätzen durch
(III.15) |Ñ(Ñ + ((1 + E1(p;−i ϑ))(1 + E1(p; i ϑ)) + p2))| ≥ 4(1 + |p|4).
Um den Zähler abzuschätzen, finden wir nach einigen Rechnungen
4E1(p;−i ϑ)E1(p; i ϑ)(1 + E1(p;−i ϑ))(1 + E1(p; i ϑ))(III.16)
− ((1 + E1(p;−i ϑ))(1 + E1(p; i ϑ)) + p2)2
=2p4 + 2(e2i θ + e−2i ϑ)p2 + 2p2(e−2i ϑE1(p;−i ϑ) + e2i ϑE1(p; i ϑ))
− 2p2 − 2p2(E1(p;−i ϑ) + E1(p; i ϑ))− 2p2E1(p;−i ϑ)E1(p; i ϑ).
Wir kombinieren geeignete Terme in (III.16). Es gilt
(III.17) (e2i θ + e−2i θ)p2 − 2p2 = 2(cos(2θ)− 1)p2,
|2p2(e−2i ϑE1(p;−i ϑ) + e2i ϑE1(p; i ϑ))− 2p2(E1(p;−i ϑ) + E1(p; i ϑ))|(III.18)
≤4p2|
√
p2 + e2i ϑ −
√
p2 + e−2i ϑ|
≤4p2 2 sin(2ϑ)
|
√
p2 + e2i ϑ +
√
p2 + e−2i ϑ|
≤ 4|p| sin(2ϑ)
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und
|2p4 + 2 cos(2ϑ)p2 − 2p2E1(p;−i ϑ)E1(p; i ϑ)|(III.19)
=|2p2 (p
2 + cos(2ϑ))2 − (E1(p;−i ϑ)E1(p; i ϑ))2
p2 + cos(2θ) + E1(p;−i ϑ)E1(p; i ϑ) |
≤2p2 | sin(2ϑ)|
2
p2 + cos(2ϑ)
≤ 2| sin(2ϑ)|2.
Indem wir die Abschätzungen (III.11) und (III.13) bis (III.19) zusammenfassen, er-
halten wir schließlich
‖ÛFW(i ϑ, p)∗ÛFW(i ϑ, p)− 1‖ ≤ (2|p|| sin(ϑ)|+ sin 2ϑ)
2
√
1 + |p|4
+
2| cos(2ϑ)− 1|p2 + 4|p|| sin(2ϑ)|+ 2| sin(2ϑ)|2
4(1 + |p|4)
≤
[
|p|+ 1√
1 + |p|4 +
p2 + 2|p|+ 1
1 + |p|4
]
| sin(ϑ)|,
(III.20)
wobei wir | sin(2ϑ)| ≤ 2| sin ϑ| für |ϑ| ≤ π/4 verwendet haben. Wenn wir
CFW := sup
t∈R+0
[
t + 1√
1 + t4
+
t2 + 2t + 1
1 + t4
]
setzen, zeigt (III.20) die Behauptung über UFW(c; θ). Die Behauptung über den in-
versen Operator VFW(c; θ) zeigt man analog.
b) Es gilt
ÛFW(c, p; θ)Dc,0(p; θ)V̂FW(c, p; θ) = Dc,0(p; θ)V̂FW(c, p; θ)
2
sowie
V̂FW(c, p; θ) = ÛFW(c, p; θ)− 2ce−θβα · p/Nc(p; θ).
Daraus folgt
ÛFW(c, p; θ)Dc,0(p; θ)V̂FW(c, p; θ) = Dc,0(p; θ)− A,
wobei
A :=
1
Nc(p; θ)2
Dc,0(p; θ)[2ce
−θβα · p][c2 + Ec(p; θ)− ce−θβα · p].
Ausmultiplizieren liefert
A = −2c
2e−2θp2Ec(p; θ)β
Nc(p; θ)2
+ ce−θα · p,
woraus
(III.21) ÛFW(c, p; θ)Dc,0(p; θ)V̂FW(c, p; θ) = Ec(p; θ)β
folgt, was (III.8) zeigt. ¤
Bemerkung III.2. Satz III.1 zeigt, dass Dc,0(θ) ähnlich zu einem normalen Ope-
rator ist. Er ist also ein skalarer spektraler Operator im Sinne von Dunford [44]
(siehe auch [43] und [45]). Es stellt sich die Frage, unter welchen Voraussetzungen
dilatierte Schrödinger- oder Dirac-Operatoren spektrale Operatoren sind. Kato [96]
hat gezeigt, dass Schrödinger-Operatoren mit in einem geeigneten Sinne hinreichend
kleinen Potentialen in der Tat spektrale Operatoren sind. Dieses Ergebnis wurde von
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Mochizuki [116] partiell verallgemeinert. Andererseits ist der dilatierte Operator des
harmonischen Oszillators im Allgemeinen nicht spektral (siehe [37]). Allgemeine Be-
dingungen an das Potential, unter denen ein dilatierter Operator spektral ist, scheinen
nicht bekannt zu sein.
Wir werden in Satz III.8 die Existenz von positiven und negativen Spektralpro-
jektionen für den Coulomb-Dirac-Operator zeigen. Dies könnte ein erster Schritt sein,
um die Spektralität einer hinreichen großen Klasse von dilatierten Operatoren nach-
zuweisen. Hierzu wären jedoch wesentlich feinere Abschätzungen an die Resolvente
erforderlich als die im Beweis von Satz III.8 verwendeten.
III.2.2. Dilatationsanalytizität und Spektrum. Wir zeigen, dass die in Glei-
chungen (III.1) und (III.2) definierten Operatoren holomorphe Familien von abge-
schlossenen Operatoren sind. Da wir später nur am nicht-relativistischen Grenzfall
der Operatoren interessiert sind, beschränken wir uns auf den Fall, der sich durch die
Anwendung der Hardy-Ungleichung behandeln lässt.
Für θ ∈ Sπ/2 definieren wir die Menge Mγ/c := {θ ∈ C|2γc < cos(Im θ)}.
Satz III.3. Es sei θ ∈ Sπ/2. Dann ist der Operator Dc,γ(θ) für 2γc < cos(Im θ) auf
Dom(Dc,γ(θ)) = H
1(R3;C4) abgeschlossen und es gilt Dc,γ(θ)∗ = Dc,γ(θ̄). Dc,γ(θ) ist
für θ ∈ Mγ/c eine holomorphe Familie vom Typ (A) im Sinne von Kato. Dc,0(θ) ist
eine ganze Familie vom Typ (A).
Beweis. Es gilt für f ∈ H1(R3;C4)
‖Dc,0(θ)f‖2 = |e−θ|2c2((−i α · ∇)f, (−i α · ∇)f) + c4(f, f)+
+ 2c3i Im e−θ(βf, (−i α · ∇)f) ≥ |Re e−θ|2c2‖∇f‖2.
Aus der Hardy-Ungleichung erhalten wir
‖e−θγV f‖2 ≤ 4γ2|e−θ|2‖∇f‖2
und folglich
(III.22) ‖e−θγV f‖ ≤ 2γ
c cos(Im θ)
‖Dc,0(θ)f‖,
was die Abgeschlossenheit und die stetige Invertierbarkeit von Dc,γ(θ) zeigt. Somit
ist der Definitionsbereich Dom(Dc,γ(θ)) = H
1(R3;C4) unabhängig von θ ∈ Mγ/c. Es
ist klar, dass für f ∈ Dom(Dc,γ(θ)) die Abbildung Mγ/c → L2(R3;C4), θ 7→ Dc,γ(θ̄)f
holomorph ist, woraus folgt, dass Dc,γ(θ) eine holomorphe Familie vom Typ (A) ist
[97, Kapitel VII-2.1].
Ferner gilt offensichtlich Dc,γ(θ̄)
∗ ⊃ Dc,γ(θ). Es reicht also, die Inklusion
Dom(Dc,γ(θ̄)
∗) ⊂ Dom(Dc,γ(θ)) = Ran(Dc,γ(θ)−1)
zu zeigen. Wir adaptieren eine im Fall selbstadjungierter Operatoren wohlbekannte
Strategie (vgl. [145, Satz 5.14]). Es gilt Dom(Dc,γ(θ)
−1) = Ran(Dc,γ(θ̄)) = L2(R3;C4).
Für f ∈ Dom(Dc,γ(θ̄)∗) gilt also
f0 := Dc,γ(θ)
−1Dc,γ(θ̄)∗f ∈ Dom(Dc,γ(θ)) ⊂ Dom(Dc,γ(θ̄)∗).
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Es folgt Dc,γ(θ)f0 = Dc,γ(θ̄)
∗f0, und aus der Definition von f0 folgt Dc,γ(θ̄)∗f =
Dc,γ(θ)f0. Daher gilt
Dc,γ(θ̄)
∗(f − f0) = 0,
also
f − f0 ∈ N(Dc,γ(θ̄)∗) = Ran(Dc,γ(θ̄))⊥ = {0},
und somit f = f0 ∈ Dom(Dc,γ(θ)). ¤
Das folgende Lemma beinhaltet eine einfache, aber nützliche Aussage:
Lemma III.4. Es seien a, b > 0. Dann gilt
sup
p∈R3
√
a2c2p2 + c4√
b2c2p2 + c4
≤ max
{
1,
a
b
}
.
Beweis. Der Fall a ≤ b ist offensichtlich. Der Fall a > b folgt wegen
√
a2c2p2 + c4√
b2c2p2 + c4
=
a
b
√
c2p2 + c4/a2√
c2p2 + c4/b2
.
¤
Nun benötigen wir das Spektrum des Operators Dc,γ(θ). Satz III.1 zeigt (siehe
Abbildung III.1)
σ(Dc,0(θ)) = Σ
−
c (θ) ∪ Σ+c (θ),
wobei
Σ±c (θ) = ±Ec(R; θ).
Abbildung III.1. Das Spektrum des Operators Dc,0(θ) für c = 1 und
θ = i π/4.
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Im Falle von selbstadjungierten Operatoren könnte man nun aus der Kompakt-
heit der Differenzen von freier und wechselwirkender Resolvente folgern, dass Dc,0(θ)
und Dc,γ(θ) mit γ 6= 0 dasselbe wesentliche Spektrum besitzen. Diese Aussage lässt
sich jedoch nicht ohne Weiteres auf nicht-selbstadjungierte Operatoren übertragen.
Insbesondere gibt es verschiedene, im Falle von nicht-selbstadjungierten Operatoren
im Allgemeinen nicht äquivalente Definitionen des wesentlichen Spektrums, die auch
unterschiedliche Invarianz-Eigenschaften besitzen [129, 73, 74].
Im Falle von relativ-kompakten Potentialen bei dilatierten Schrödinger- und Dirac-
Operatoren kann man diese Schwierigkeit durch die Anwendung des analytischen
Fredholm-Theorems umgehen [144]. Da das Coulomb-Potential jedoch nicht rela-
tiv Dc,0(θ)-kompakt ist, adaptieren wir eine Idee von Nenciu [119] an den nicht-
selbstadjungierten Fall. Dazu benötigen wir zunächst das folgende Lemma:
Lemma III.5. Es sei θ ∈ Sπ/4 und z /∈ σ(Dc,0(θ)). Dann ist der Operator
V 1/2(Dc,0(θ)− z)−1
kompakt.
Beweis. Es reicht, den Fall z = 0 zu betrachten. Wir schreiben
V 1/2Dc,0(θ)
−1 =V 1/2
(√
−c2e−2θ∆ + c4β
)−1
×
(√
−c2e−2θ∆ + c4β
)
Dc,0(θ)
−1.
Wegen V 1/2 ∈ L6w(R3) und 1/
(
±
√
c2e−2θ(·)2 + c4 − z
)
∈ L6(R3) ist der Operator
V 1/2(
√−c2e−2θ∆ + c4β− z)−1 kompakt (siehe [139, Theorem 4.2] oder [125, Appen-
dix 2 zu Kapitel XI.3, Theorem XI.21]). Ferner gilt
‖
(√
−c2e−2θ∆ + c4β
)
Dc,0(θ)
−1‖ ≤
≤ ‖
√
−c2e−2θ∆ + c4Dc,0(θ)−1‖ ≤ 1 + CFW|Im θ|
wegen Satz III.1. Dies zeigt die Behauptung. ¤
Wir definieren für z /∈ σ(Dc,0(θ)) den Operator
Mc;θ(z) := V
1/2(Dc,0(θ)− z)−1V 1/2.
Außerdem seien Bc;θ;+ und Bc;θ;− diejenigen abgeschlossenen Teilmengen von {z ∈
C|Re z > 0} bzw. {z ∈ C|Re z < 0}, die von den Kurven [c2,∞) und Ec(R; θ) bzw.
(−∞,−c2] und −Ec(R; θ) eingeschlossen werden (siehe Abbildung III.2). Wir setzen
Bc;θ = Bc;θ;+ ∪Bc;θ;−.
Des Weiteren definieren wir für θ ∈ Sπ/4 die Konstanten
C(Im θ) :=
1 + CFW|Im θ|√
cos(2Im θ)
(III.23)
C1(Im θ) :=
1 + CFW|Im θ|√
cos(2Im θ)
+
1 + CFW|Im θ|
cos(Im θ)
.(III.24)
Man beachte die Ungleichung 1/ cos(Im θ) ≤ C(Im θ).
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Abbildung III.2. Die Mengen Bc;θ;± für c = 1 und θ = i π/4.
Der folgende Satz liefert eine präzise Beschreibung des Spektrums von Dc,γ(θ). Ins-
besondere stimmen außerhalb der Menge Bc,θ die Spektren von Dc,γ(θ) und Dc,γ(0)
überein, so dass eventuelle Einteilchen-Resonanzen nur innerhalb der Menge Bc,θ lie-
gen können.
Mit B(L2(R3;C4)) bezeichnen wir die Menge beschränkten und überall definierten
Operatoren auf L2(R3;C4). Ferner setzen wir Ba(x0) := {x ∈ R3||x − x0| < a} für
a > 0 und x0 ∈ R3
Satz III.6. Es sei θ ∈ Sπ/4 und 2γc C(Im θ) < 1. Dann gilt
σ(Dc,γ(θ)) = σ(Dc,0(θ)) ∪ Ac,γ;θ.
Ac,γ;θ ist eine diskrete Teilmenge von C \ σ(Dc,0(θ), und es gilt Ac,γ;θ ∩ (C \ Bc;θ) =
σdisc(Dc,γ(0)). Die Menge Ac,γ;θ hat höchstens die Punkte ±c2 als Häufungspunkte.
Für z /∈ σ(Dc,γ(θ)) gilt die Resolventenbeziehung
(III.25) (Dc,γ(θ)− z)−1 = (Dc,0(θ)− z)−1+
+ e−θγ(Dc,0(θ)− z)−1V 1/2(1− e−θγMc;θ(z))−1V 1/2(Dc,0(θ)− z)−1.
30 III. KOMPLEX DILATIERTE DIRAC-OPERATOREN
Beweis. Wir bezeichnen die rechte Seite von Gleichung (III.25) mit Rc,γ;θ(z).
Schritt 1: Beweis von (III.25) für z = i η, η ∈ R. Wir erhalten unter Verwendung
der Kato-Ungleichung und Satz III.1
(III.26) ‖e−θγMc;θ(i η)‖ = ‖e−θγV 1/2(Dc,0(θ)− i η)−1V 1/2‖
≤ γπe
−Re θ(1 + CFW|Im θ|)
2
‖ |∇|√−e−2θc2∆ + c4β − i η‖
≤ γπe
−Re θ(1 + CFW|Im θ|)
2
‖| |∇|√− cos(2Im θ)c2e−2Re θ∆ + c4‖ ≤
γ
c
π
2
C(Im θ).
Wir haben hierbei (III.3) und Lemma III.4 benützt. (III.26) zeigt die Gültigkeit von
Gleichung (III.25) für z = i η, η ∈ R.
Schritt 2: Beweis von (III.25), allgemeiner Fall. Es gilt
1− e−θγMc;θ(z) = 1− e−θγMc;θ(0)− e−θγ(Mc;θ(z)−Mc;θ(0)) =
=
(
1− e−θγMc;θ(0)
)
(1−N(z)) ,
wobei
N(z) := z
(
1− e−θγMc;θ(0)
)−1 [
V 1/2Dc,0(θ)
−1(Dc,0(θ)− z)−1V 1/2
]
.
Wegen Schritt 1 und Lemma III.5 ist N(z) für z ∈ C \ σ(Dc,0(θ)) kompakt und eine
holomorphe Funktion von z. Die Anwendung des analytischen Fredholm-Satzes [122,
Theorem VI.14] liefert, dass (1−N(z))−1 eine meromorphe Funktion auf C\σ(Dc,0(θ))
mit Werten in B(L2(R3;C4)) ist, deren Residuen Operatoren endlichen Ranges sind.
Wiederum wegen Schritt 1 gilt dies auch für (1 − e−θγMc;θ(z))−1. Insbesondere gibt
es eine Menge Ac,γ;θ ⊂ C \ σ(Dc,0(θ)), die in C \ σ(Dc,0(θ)) keinen Häufungspunkt
hat, so dass z 7→ Rc,γ;θ(z) in C \ (σ(Dc,0(θ)) ∪ Ac,γ;θ) holomorph ist.
Schritt 3: Die Abbildung
z 7→ Rc,γ;θ(z) (Dc,γ(θ)− z) f
mit f ∈ Dom(Dc,γ(θ)) ist auf C \ (σ(Dc,0(θ))∪Ac,γ;θ) holomorph. Wegen Schritt 1 ist
Rc,γ;θ(z) für z = i η, η ∈ R gleich der Resolvente von Dc,γ(θ). Es folgt
Rc,γ;θ(z) (Dc,γ(θ)− z) f = f
für alle z ∈ C \ (σ(Dc,0(θ)) ∪ Ac,γ;θ) und f ∈ Dom(Dc,γ(θ)).
Ferner ist leicht zu sehen, dass Ran Rc,γ;θ(z) ⊂ H1/2(R3;C4) gilt. Somit erhal-
ten wir wie zuvor (g, (Dc,γ(θ)− z) Rc,γ;θ(z)f) = (g, f) für alle f ∈ L2(R3;C4), g ∈
H1/2(R3;C4) und z ∈ C \ (σ(Dc,0(θ)) ∪ Ac,γ;θ). Es folgt Ran Rc,γ;θ(z) ⊂ H1(R3;C4)
und
(Dc,γ(θ)− z)Rc,γ;θ(z)f = f
für alle f ∈ L2(R3;C4) und z ∈ C \ (σ(Dc,0(θ)) ∪ Ac,γ;θ).
Insgesamt erhalten wir, dass
Rc,γ;θ(z) = (Dc,γ(θ)− z)−1
für alle z ∈ C \ (σ(Dc,0(θ))∪Ac,γ;θ) gilt. Insbesondere folgt σ(Dc,γ(θ)) ⊂ σ(Dc,0(θ))∪
Ac,γ;θ.
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Sei nun z0 ∈ Ac,γ;θ. Dann gibt es wegen des analytischen Fredholm-Satzes ein
f ∈ L2(R3;C4) mit (1 − N(z0))f = 0, also auch (1 − e−θγMc;θ(z0))f = 0. Wir
gehen nun vor wie im Beweis des Birman-Schwinger-Prinzips. Da (Dc,0(θ)− z)−1V 1/2
beschränkt ist, folgt f ∈ Ran(V 1/2), d.h. f = V 1/2g für ein g ∈ L2(R3;C4). Es folgt
e−θγ(Dc,0(θ)− z0)−1V g = g, also e−θγV g = (Dc,0(θ)− z0)g in H−1/2(R3;C4). Es folgt
g ∈ Dom(Dc,γ(θ)) und (Dc,γ(θ)− z0)g = 0, d.h. z0 ∈ σ(Dc,γ(θ)). Dies zeigt
σ(Dc,γ(θ)) ∩ (C \ σ(Dc,0(θ))) = Ac,γ;θ.
Schritt 4: Es bleibt zu zeigen, dass σ(Dc,γ(θ))∩σ(Dc,0(θ)) = σ(Dc,0(θ)) gilt. Dazu
wählen wir E ∈ σ(Dc,0(θ)) und ein p ∈ R3 mit E = Ec(p; θ) um eine geeignete
Weyl-Folge zu konstruieren. Zunächst definieren wir ψp,c;θ ∈ C(R3;C4) durch
(III.27) ψp,c;θ(x) :=
1
Nc(p; θ)
(
c2 + Ec(p; θ)χ
ce−θσ · pχ
)
e−ipx
mit
χ =
(
1
0
)
.
Wegen Gleichung (III.5) und Gleichung (III.21) gilt
(III.28) (−icα · ∇+ βc2)ψp,c;θ(x) = Ec(p; θ)ψp,c;θ(x).
Wir wählen nun eine Funktion 0 6= φ ∈ C∞0 (R3) mit supp φ ⊂ B1(0) und setzen für
n ∈ N
φn(x) := φ(
1
n
x− ne1)
mit e1 = (1, 0, 0)
T sowie
fn := φnψp,c;θ.
Offensichtlich gilt fn ∈ Dom(Dc,γ(θ)). Zunächst berechnen wir
(III.29) ‖fn‖ ≥ 1√
1 + CFW
‖φn‖ = n
3/2
√
1 + CFW
‖φ‖
wobei wir die Definition (III.27) von ψp,c;θ, Gleichung (III.5), Gleichung (III.9) und
Gleichung (III.6) sowie
∫
dxφn(x)
2 =
∫
dx φ(
1
n
x− ne1) = n3
∫
dxφ(x)2
verwendet haben. Des Weiteren gilt für n ≥ 2
‖V fn‖2 =
∫
dx
1
|x|2φn(x)
2‖ψp,c;θ(0)‖2(III.30)
≤(1 + CFW|Im θ|) 4
n4
∫
dxφn(x)
2
=
4(1 + CFW|Im θ|)
n4
n3‖φ‖2,
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denn supp φn ⊂ Bn(n2e1) und ‖ψp,c;θ(0)‖ ≤
√
1 + CFW|Im θ| wegen Formel (III.7).
Außerdem erhalten wir
(III.31) ‖(cα · ∇φn)ψp,c;θ(·)‖ ≤
≤ c
√
1 + CFW|Im θ|‖∇φn‖ = c
√
1 + CFW|Im θ|
n
n3/2‖∇φ‖
Aus den Formeln (III.28) bis (III.31) folgt
‖(Dc,γ(θ)− Ec(p; θ))fn‖
‖fn‖ ≤
≤
2
√
1+CFW|Im θ|
n2
n3/2‖φ‖+ c
√
1+CFW|Im θ|
n
n3/2‖∇φ‖
n3/2√
1+CFW
‖φ‖
−→
n→∞
0.
Daher ist Dc,γ(θ)−Ec(p; θ) nicht stetig invertierbar und somit Ec(p; θ) ∈ σ(Dc,γ(θ)).
Schritt 5: Der Beweis von Ac,γ;θ ∩ (C \ Bc;θ) = σdisc(Dc,γ(0)) ist ein Standard-
Argument, das die Dilatationsanalytizität der Operatoren Dc,γ(θ) ausnützt (siehe
[124, Kapitel XII.6] oder [137]). Selbiges gilt für die Behauptung über die Häufungs-
punkte. ¤
III.2.3. Spektralprojektionen. In diesem Abschnitt erweitern wir den Begriff
der positiven und negativen Spektralprojektion auf dilatierte Dirac-Operatoren. Wir
definieren für p ∈ R3 die Matrizes
Λ
(±)
c,0 (p; θ) :=
1
2
(
1± cp ·α + c
2β
Ec(p; θ)
)
.
Eine einfache Rechnung zeigt, dass
Λ
(±)
c,0 (p; θ)
2 = Λ
(±)
c,0 (p; θ)
und
Λ
(±)
c,0 (p; θ)Dc,0(p; θ) = ±Ec(p; θ)Λ(±)c,0 (p; θ)
gilt. Ferner verifiziert man die Beziehung
Λ
(±)
c,0 (p; θ) =
1
2
± 1
2π
lim
R→∞
R∫
−R
1
Dc,0(p; θ)− i η .
Diese Beobachtungen legen nahe, positive und negative Spektralprojektionen für die
dilatierten Operatoren durch
(III.32) Λ(±)c,γ (θ) :=
1
2
± 1
2π
s-lim
R→∞
R∫
−R
1
Dc,γ(θ)− i η
zu definieren. Ferner ist bekannt [97, Kapitel VI-5.2, Lemma 5.6], dass Formel (III.32)
für reelle θ die Projektionen auf den positiven bzw. negativen Spektralraum liefert.
Man beachte, dass entsprechende Projektionen für nicht notwendig selbstadjungierte
Operatoren im Prinzip in der Literatur bekannt sind (siehe [63, Kapitel VX]). Dort
wird jedoch eine etwas andere Definition für die positiven bzw. negativen Spektral-
projektionen benützt.
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Wir zeigen zunächst in Satz III.8, dass diese Operatoren auch für θ /∈ R wohl-
definierte und beschränkte Projektionen sind. Zuvor benötigen wir jedoch noch ein
technisches Lemma:
Lemma III.7. Es sei θ ∈ Sπ/4. Dann gilt für alle η ∈ R
(III.33) ‖|Dc,0(Re θ)| − i η
Dc,0(θ)− i η ‖ ≤ C1(Im θ),
wobei C1(Im θ) in (III.24) definiert wurde.
Beweis. Wir beweisen die Abschätzung
‖ |Dc,0(Re θ)| − i η√−e−2θc2∆ + c4β − i η‖ ≤ ‖
|Dc,0(Re θ)|√−e−2θc2∆ + c4β − i η‖(III.34)
+‖ η√−e−2θc2∆ + c4β − i η‖ ≤
1√
cos(2Im θ)
+
1
cos Im θ
.
Den ersten Summanden schätzen wir mit Ungleichung (III.3) und Lemma III.4 ab.
Für den zweiten Summanden beschränken wir uns auf Im θ < 0, da der Beweis im
Fall Im θ > 0 analog verläuft und (III.33) für Im θ = 0 offensichtlich wahr ist. Ferner
können wir uns auf den Re θ = 0 beschränken. Wir betrachten |
√
e−2θc2p2 + c4− i η|.
Im Fall η > 0 gilt wegen Im
√
e−2θc2p2 + c4 < 0
| −
√
e−2θc2p2 + c4 + i η| ≥ |η|.
Im Fall η < 0 gilt wegen Im
√
c2p2 + e+2θc4 > 0
|
√
c2p2 + e+2θc4 − ie+θη| ≥ − cos(Im θ)η = cos(Im θ)|η|,
was (III.34) beweist. Mit Satz III.1 folgt die Behauptung. ¤
Satz III.8. Es sei θ ∈ Sπ/4 und 2γc C(Im θ) < 1. Dann gelten die Aussagen
Λ
(±)
c,γ (θ) ∈ B(L2(R3;C4)), Λ(±)c,γ (θ) = Λ(±)c,γ (θ)2 und Λ(+)c,γ (θ) + Λ(−)c,γ (θ) = 1. Die Ope-
ratoren Λ
(±)
c,γ (θ) sind beschränkte holomorphe Familien in θ für θ ∈ Mγ/c.
Beweis. Der Beweis ist inspiriert durch ähnliche Abschätzungen in [138].
Schritt 1: Aus der Resolventenbeziehung (III.25) und der Abschätzung (III.26)
folgt die Konvergenz der Reihe
(III.35)
1
Dc,γ(θ)− i η −
1
Dc,0(θ)− i η =
= γe−θ
∞∑
n=1
1
Dc,0(θ)− i ηV
1/2
[
γe−θV 1/2
1
Dc,0(θ)− i ηV
1/2
]n−1
V 1/2
1
Dc,0(θ)− i η
in Norm.
Schritt 2: Wir zeigen, dass durch den Ausdruck
(III.36) lim
R→∞
R∫
−R
(
f,
[
1
Dc,γ(θ)− i η −
1
Dc,0(θ)− i η
]
g
)
, f, g ∈ L2(R3;C4)
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ein beschränkter Operator auf L2(R3;C4) definiert wird. Dazu schätzen wir
∣∣∣∣∣
(
f,
1
Dc,0(θ)− i ηV
1/2
[
γe−θV 1/2
1
Dc,0(θ)− i ηV
1/2
]n−1
V 1/2
1
Dc,0(θ)− i ηg
)∣∣∣∣∣
≤ π
2
∥∥∥∥
|∇|1/2
Dc,0(θ̄) + i η
f
∥∥∥∥
∥∥∥∥
|∇|1/2
Dc,0(θ)− i ηg
∥∥∥∥
(γ
c
π
2
C(Im θ)
)n−1
≤ π
2ce−Re θ
∥∥∥∥
|Dc,0(Re θ)|1/2
|Dc,0(Re θ)|+ i ηf
∥∥∥∥
∥∥∥∥
|Dc,0(Re θ)|1/2
|Dc,0(Re θ)| − i ηg
∥∥∥∥ C1(Im θ)2
(γ
c
π
2
C(Im θ)
)n−1
ab, wobei wir in der ersten Abschätzung (III.26) und in der zweiten Abschätzung
zweimal Lemma III.7 benützt haben. C(Im θ) und C1(Im θ) wurden in (III.23) und
(III.24) definiert. Wie in [138, Beweis von Lemma 1] erhalten wir
∞∫
−∞
∥∥∥∥
|Dc,0(Re θ)|1/2
|Dc,0(Re θ)|+ i ηf
∥∥∥∥
∥∥∥∥
|Dc,0(Re θ)|1/2
|Dc,0(Re θ)| − i ηg
∥∥∥∥ ≤ π‖f‖‖g‖
und somit
(III.37)
∞∫
−∞
∣∣∣∣
(
f,
[
1
Dc,γ(θ)− i η −
1
Dc,0(θ)− i η
]
g
)∣∣∣∣ ≤
≤ πγ
c
π
2
‖f‖‖g‖C1(Im θ)2 1
1− (γ
c
π
2
C(Im θ)
)
Schritt 3: Die Ausdrücke
(
f,
1
Dc,0(θ)− i ηV
1/2
[
γe−θV 1/2
1
Dc,0(θ)− i ηV
1/2
]n−1
V 1/2
1
Dc,0(θ)− i ηg
)
sind holomorphe Funktionen von θ ∈ Sπ/4. Die obigen Abschätzungen zeigen die
Existenz einer von θ unabhängigen, summier- und integrierbaren Majorante für θ ∈
Mγ/c. Der in Gleichung (III.36) definierte Operator hängt somit holomorph von θ
ab [97, Kapitel VII-1.1]. Die für θ ∈ R offensichtlich wahre Gleichung Λ(+)c,γ (θ) =
Λ
(+)
c,γ (θ)2 behält somit auch für θ ∈ Mγ/c Gültigkeit, in anderen Worten ist Λ(+)c,γ (θ) ein
Projektionsoperator.
Schritt 4: Wir zeigen, dass der Grenzwert tatsächlich als starker Grenzwert exis-
tiert. Dazu schätzen wir für g ∈ H1/2(R3;C4) wie folgt ab:
∣∣∣∣∣
(
f,
1
Dc,0(θ)− i η
[
γe−θV
1
Dc,0(θ)− i η
]n−1
V
1
Dc,0(θ)− i ηg
)∣∣∣∣∣
≤ 2
ce−Re θ
∥∥∥∥
|Dc,0(Re θ)|1/2
|Dc,0(Re θ)|+ i η
∥∥∥∥ ‖f‖
∥∥∥∥
1
|Dc,0(Re θ)| − i η
∥∥∥∥
∥∥|Dc,0(Re θ)|1/2g
∥∥
× C1(Im θ)2
(
2γ
c
C(Im θ)
)n−1
Hierbei haben wir den Ausdruck in der eckigen Klammer ähnlich wie in (III.26) ab-
geschätzt, jedoch unter Verwendung der Hardy-Ungleichung. Außerdem haben wir
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zweimal die Abschätzung (III.33) verwendet. Wegen σ(Dc,0(Re θ)) = (−∞, c2] ∪
[c2,∞) gilt (vgl. den Beweis von Lemma IV.2 für eine ähnliche Abschätzung)
‖ |Dc,0(Re θ)|
1/2
|Dc,0(Re θ)|+ i η‖ = sup|λ|≥c2
√
|λ|√
λ2 + η2
≤ min{1
c
,
1√
|η|}.
Diese Abschätzung zeigt, dass die Konvergenz in Formel (III.36) gleichmäßig in f ∈
L2(R3;C4) ist, woraus die starke Konvergenz folgt [97, Theorem III.1.32 und Lemma
III.3.5], weil H1/2(R3;C4) dicht in L2(R3;C4) liegt. ¤
Offensichtlich gilt Λ
(+)
c,γ (θ) + Λ
(−)
c,γ (θ) = 1. Wir setzen
H(±)c,γ (θ) := Λ(±)c,γ (θ)L2(R3;C4)
und finden L2(R3;C4) = H(+)c,γ (θ) uH(−)c,γ (θ), wobei u die direkte Summe bezeichnet.
Wir bezeichnen Λ
(±)
c,γ (θ) als positive bzw. negative Spektralprojektion und H(±)c,γ (θ)
als positiven bzw. negativen Spektralraum. Diese Bezeichnung ist wegen Satz III.10
gerechtfertigt.
Das folgende Korollar verallgemeinert [138, Lemma 1] auf dilatierte Spektralpro-
jektionen.
Korollar III.9. Es sei θ ∈ Sπ/4. Dann gibt es eine Konstante CNR > 0, so dass
für 2γ
c
C(Im θ) < 1
‖Λ(±)c,γ (θ)− Λ(±)c,0 (θ)‖ ≤ CNR
γ
c
gilt.
Beweis. Dies folgt unmittelbar aus Gleichung (III.37) im Beweis von Satz III.8.
¤
Der nächste Satz zeigt, dass die Räume H(±)c,γ (θ) invariant unter Dc,γ(θ) sind,
und er beschreibt das Spektrum der Einschränkung des Operators auf diese Räume.
Entsprechende Aussagen für den Fall, dass ein Teil des Spektrums in einer Jordan-
Kurve enthalten ist, finden sich in [97, Theorem III-6.17]. Der folgende Satz behandelt
eine allgemeinere Situation, die wesentlichen Elemente des Beweises von [97, Theorem
III-6.17] lassen sich jedoch adaptieren.
Für einen abgeschlossenen Operator A bezeichnen wir mit ρ(A) dessen Resolven-
tenmenge.
Satz III.10. Es sei θ ∈ Sπ/4 und 2γc C(Im θ) < 1. Dann gilt
(III.38) Λ(±)c,γ (θ)
1
Dc,γ(θ)− z =
1
Dc,γ(θ)− zΛ
(±)
c,γ (θ)
für alle z ∈ ρ(Dc,γ(θ)). Die Teilräume Ran Λ(+)c,γ (θ) und Ran Λ(−)c,γ (θ) sind invariante
Teilräume für Dc,γ(θ). Es gilt
(III.39) σ(Dc,γ(θ)|RanΛ(+)c,γ (θ)) = σ(Dc,γ(θ)) ∩ {z ∈ C|Re z > 0}
und
(III.40) σ(Dc,γ(θ)|RanΛ(−)c,γ (θ)) = σ(Dc,γ(θ)) ∩ {z ∈ C|Re z < 0}.
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Beweis. Sicherlich gilt für alle z /∈ σ(Dc,γ(θ)), alle η ∈ R und alle f ∈ L2(R3;C4)
die Gleichung
(Dc,γ(θ)− z)−1(Dc,γ(θ)− i η)−1f = (Dc,γ(θ)− i η)−1(Dc,γ(θ)− z)−1f.
Daraus folgt sofort
(Dc,γ(θ)− z)−1 lim
R→∞
R∫
−R
dη (Dc,γ(θ)− i η)−1 f =
= lim
R→∞
R∫
−R
dη (Dc,γ(θ)− i η)−1 (Dc,γ(θ)− z)−1 f
und somit (III.38). Dies impliziert [97, Kapitel III-5.6 und Theorem III.6.5]
(Dc,γ(θ)− z)−1 Ran Λ(±)c,γ (θ) ⊂ Ran Λ(±)c,γ (θ)
und
Λ(±)c,γ (θ) Dom(Dc,γ(θ)) ⊂ Dom(Dc,γ(θ)), Dc,γ(θ)H(±)c,γ (θ) ⊂ H(±)c,γ (θ).
Wir definieren die Operatoren
D(±)c,γ (θ) := Dc,γ(θ)|H(±)c,γ (θ)
und (zunächst für z /∈ σ(Dc,γ(θ))) die Resolventen
R
(±)
c,γ;θ(z) := (D
(±)
c,γ (θ)− z)−1 = (Dc,γ(θ)− z)−1|H(±)c,γ (θ).
Insbesondere gilt σ(D
(±)
c,γ (θ)) ⊂ σ(Dc,γ(θ)).
Andererseits gilt für f ∈ H(±)c,γ (θ) und z /∈ σ(Dc,γ(θ))
R
(±)
c,γ;θ(z)f = (Dc,γ(θ)− z)−1f = (Dc,γ(θ)− z)−1Λ(±)c,γ (θ)f.
Wir berechnen daher mit Hilfe der ersten Resolventengleichung für z ∈ Cmit Re z < 0
(III.41) (Dc,γ(θ)− z)−1Λ(+)c,γ (θ)f =
=
1
2
(Dc,γ(θ)− z)−1f + 1
2π
lim
R→∞
R∫
−R
dη (Dc,γ(θ)− z)−1(Dc,γ(θ)− i η)−1f
=
1
2
(Dc,γ(θ)− z)−1f + 1
2π
lim
R→∞
R∫
−R
1
z − i η [(Dc,γ(θ)− z)
−1 − (Dc,γ(θ)− i η)−1]f
− 1
2π
∞∫
−∞
dη
1
z − i η (Dc,γ(θ)− i η)
−1f,
denn für z ∈ C mit Re z < 0 erhält man mit Hilfe des Residuensatzes
lim
R→∞
R∫
−R
dη
1
z − i η = limR→∞
R∫
−R
dη
z
z2 + η2
= −π.
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Analog erhält man für z ∈ C mit Re z > 0
(III.42) (Dc,γ(θ)− z)−1Λ(−)c,γ (θ)f = −
1
2π
∞∫
−∞
dη
1
z − i η (Dc,γ(θ)− i η)
−1f.
Die rechten Seiten der Gleichungen (III.41) und (III.42) sind holomorph für z /∈ iR.
Folglich besitzt R
(+)
c,γ;θ(z) eine holomorphe Fortsetzung nach {z ∈ C|Re z < 0} und
R
(−)
c,γ;θ(z) nach {z ∈ C|Re z > 0}. Aus der Holomorphie der Resolvente und dem Iden-
titätssatz folgt {z ∈ C|Re z < 0} ⊂ ρ(D(+)c,γ (θ)) und {z ∈ C|Re z > 0} ⊂ ρ(D(−)c,γ (θ)).
Dies zeigt σ(D
(−)
c,γ (θ)) ⊂ {z ∈ C|Re z < 0} und σ(D(+)c,γ (θ)) ⊂ {z ∈ C|Re z > 0}.
Andererseits kann für z ∈ σ(Dc,γ(θ)) nicht z ∈ ρ(D(−)c,γ (θ)) und gleichzeitig z ∈
ρ(D
(+)
c,γ (θ)) gelten, da sonst wegen (Dc,γ(θ)−z)−1 = (D(+)c,γ (θ)−z)−1Λ(+)c,γ (θ)+(D(−)c,γ (θ)−
z)−1Λ(−)c,γ (θ) der Widerspruch z ∈ ρ(Dc,γ(θ)) folgen würde. Dies zeigt (III.39) und
(III.40). ¤
Als Nächstes benötigen wir noch Spektralprojektionen für die Eigenwerte: Für
alle n ≥ 1 definieren wir Spektralprojektionen
(III.43) Pn(c, γ; θ) := − 1
2πi
∫
Γn(c,γ)
1
Dc,γ(θ)− zdz ,
wobei Γn(c, γ) im mathematisch positiven Sinn durchlaufen wird und so gewählt ist,
dass für alle 1 ≤ l ≤ n die Eigenwerte Ẽn,l(c, γ) innerhalb der Integrationskontour
liegen, jedoch keine weiteren Punkte des Spektrums von Dc,γ(θ).
Für später benötigen wir außerdem noch Spektralprojektionen für die einzelnen
Feinstrukturkomponenten. Wir setzen für n ≥ 1 und 1 ≤ l ≤ n
(III.44) Pn,l(c, γ; θ) := − 1
2πi
∫
Γn,l(c,γ)
1
Dc,γ(θ)− zdz ,
wobei Γn,l(c, γ) im mathematisch positiven Sinn durchlaufen wird und so gewählt ist,
dass nur der Eigenwert Ẽn,l(c, γ) innerhalb der Integrationskontour liegt. Zugehörige
normierte Eigenfunktionen bezeichnen wir mit φn,l(c, γ; θ).
III.2.4. Transformationsfunktionen. Für verschiedene Abschätzungen benö-
tigen wir außerdem Transformationsfunktionen zwischen den Spektralräumen der
dilatierten und der nicht dilatierten Operatoren. Ein anderes Beispiel für eine sol-
che Transformationsfunktion ist die von Siedentop und Stockmeyer [138] untersuch-
te Douglas-Kroll-Transformation, die eine (unitäre) Transformationsfunktion zwi-
schen den positiven Spektralräumen des nicht-dilatierten freien Dirac-Operators und
des nicht-dilatierten Coulomb-Dirac-Operators ist (siehe Kapitel II.2). Da die hier
zu Grunde liegenden Projektionen nicht orthogonal (selbstadjungiert) sind, werden
unsere Transformationsfunktionen jedoch lediglich zu Ähnlichkeitstransformationen
führen.
Um die Existenz der Transformationsfunktion sicherzustellen, benötigen wir Nor-
mabschätzungen an die Differenz der Spektralprojektionen.
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Lemma III.11. Es sei θ ∈ Sπ/4.
a) Dann gibt es eine Konstante CDL > 0 (unabhängig von c, γ und θ), so dass
für 2γ
c
C(Im θ) < 1 die Abschätzung
(III.45) ‖Λ(±)c,γ (0)− Λ(±)c,γ (θ)‖ ≤ CDL|θ|
gilt. Der Operator |Dc,0(0)|1/2[Λ(±)c,γ (0)−Λ(±)c,γ (θ)]|Dc,0(0)|−1/2 hängt holomorph
von θ ∈ Mγ/c ab.
b) Es sei ferner 0 < q < 1. Dann gibt es eine Konstante CDLS > 0 (unabhängig
von c, γ und θ), so dass für 2γ
c
C(Im θ) < q die Abschätzung
(III.46) ‖|Dc,0(0)|1/2[Λ(±)c,γ (0)− Λ(±)c,γ (θ)]|Dc,0(0)|−1/2‖ ≤ CDLS|θ|
gilt.
Beweis. Wir adaptieren eine Methode, die von Siedentop und Stockmeyer [138]
sowie von Griesemer, Lewis und Siedentop [69] für andere Wahlen der Projektionen
verwendet wurde. Wir beginnen mit der Berechnung der Resolventendifferenz
(III.47)
1
Dc,0(θ)− i η −
1
Dc,0(0)− i η =
= ic[e−θ − 1] 1
Dc,0(θ)− i ηα · ∇
1
Dc,0(0)− i η
und stellen fest, dass |e−θ − 1| ≤ B|θ| gilt mit B = eπ/4 für alle |θ| ≤ π/4.
Schritt 1: Beweis für die freien Projektionen. Aus Gleichung (III.47) folgt mit
Lemma III.7
∣∣∣∣
(
f,
[
1
Dc,0(θ)− i η −
1
Dc,0(0)− i η
]
g
)∣∣∣∣
≤B|θ|
∥∥∥∥
|Dc,0(Re θ)|1/2
|Dc,0(Re θ)|+ i ηf
∥∥∥∥
∥∥∥∥
|Dc,0(0)|1/2
Dc,0(0)− i ηg
∥∥∥∥
×
∥∥|Dc,0(Re θ)|−1/2cα · ∇|Dc,0(0)|−1/2
∥∥
∥∥∥∥
|Dc,0(Re θ)| − i η
Dc,0(θ)− i η
∥∥∥∥
≤ B|θ|
e−Re θ/2
C1(Im θ)
∥∥∥∥
|Dc,0(Re θ)|1/2
|Dc,0(Re θ)|+ i ηf
∥∥∥∥
∥∥∥∥
|Dc,0(0)|1/2
Dc,0(0)− i ηg
∥∥∥∥ ,
wobei wir die Abschätzung ‖c|∇||Dc,0(Re θ)|−1‖ ≤ 1/e−Re θ verwendet haben.
Dies zeigt (vgl. [138, Beweis von Lemma 1] und Beweis von Korollar III.9)
‖Λ(±)c,0 (0)− Λ(±)c,0 (θ)‖ ≤ C̃DL|θ|
mit einem C̃DL > 0 und ebenso
‖|Dc,0(0)|1/2[Λ(±)c,0 (0)− Λ(±)c,0 (θ)]|Dc,0(0)|−1/2‖ ≤ C̃DL|θ|,
weil |Dc,0(0)|1/2 mit allen Operatoren in (III.47) vertauscht.
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Schritt 2: Beweis von (III.45). Als Nächstes schreiben wir
∥∥∥∥∥
[
V 1/2
e−θ
Dc,0(θ)− i ηV
1/2
]
−
[
V 1/2
1
Dc,0(0)− i ηV
1/2
]∥∥∥∥∥(III.48)
≤
∥∥∥∥
[
V 1/2
e−θ
Dc,0(θ)− i ηV
1/2
]
−
[
V 1/2
e−θ
Dc,0(0)− i ηV
1/2
]∥∥∥∥
+ |e−θ − 1|
∥∥∥∥
[
V 1/2
1
Dc,0(0)− i ηV
1/2
]∥∥∥∥ ≤
B|θ|π
2c
(C(Im θ) + 1).
Dabei haben wir den zweiten Summanden durch B|θ|π/(2c) nach oben abgeschätzt,
und den ersten Summanden ähnlich wie in (III.26) gemäß
∥∥∥∥e−θ(e−θ − 1)
[
V 1/2
1
Dc,0(θ)− i η cα · ∇
1
Dc,0(0)− i ηV
1/2
]∥∥∥∥ ≤
≤ B|θ|π
2c
∥∥∥∥
|Dc,0(Re θ)|
Dc,0(θ)− i η
∥∥∥∥
∥∥∥∥
|Dc,0(0)|
Dc,0(0)− i η
∥∥∥∥ ≤
B|θ|π
2c
C(Im θ).
Auf ähnliche Weise erhalten wir∥∥∥∥∥
[
e−θ/2V 1/2
1
Dc,0(θ)− i η − V
1/2 1
Dc,0(0)− i η
]
g
∥∥∥∥∥(III.49)
≤|e−θ/2 − eθ/2|
∥∥∥∥e−θV 1/2
1
Dc,0(θ)− i η cα · ∇
1
Dc,0(0)− i ηg
∥∥∥∥
+ |e−θ/2 − 1|
∥∥∥∥V 1/2
1
Dc,0(0)− i ηg
∥∥∥∥
≤B|θ|
√
π
2c
(C(Im θ) + 1/2)
∥∥∥∥
|Dc,0(0)|1/2
Dc,0(0)− i ηg
∥∥∥∥ .
Ferner gilt wegen Lemma III.7
(III.50)
∥∥∥∥V 1/2
e−θ/2
Dc,0(θ)− i ηg
∥∥∥∥ ≤ C1(Im θ)
√
π
2c
∥∥∥∥
|Dc,0(Re θ)|1/2
|Dc,0(Re θ)| − i ηg
∥∥∥∥
und (siehe (III.26))
(III.51)
∥∥∥∥V 1/2
e−θ
Dc,0(θ)− i ηV
1/2
∥∥∥∥ ≤
πC(Im θ)
2c
.
Die Formeln (III.48) bis (III.51) zeigen
∣∣∣γn
(
f,
e−θ/2
Dc,0(θ)− i ηV
1/2
[
V 1/2
e−θ
Dc,0(θ)− i ηV
1/2
]n−1
V 1/2
e−θ/2
Dc,0(θ)− i ηg
)
−
− γn
(
f,
1
Dc,0(0)− i ηV
1/2
[
V 1/2
1
Dc,0(0)− i ηV
1/2
]n−1
V 1/2
1
Dc,0(0)− i ηg
)∣∣∣
≤ B|θ|
(
πγC(Im θ)
2c
)n−1 (
πγC1(Im θ)
2c
)
(C(Im θ) + 1)
×
∥∥∥∥
|Dc,0(0)|1/2
|Dc,0(0)| − i ηf
∥∥∥∥
[
n
∥∥∥∥
|Dc,0(Re θ)|1/2
|Dc,0(Re θ)|+ i ηg
∥∥∥∥ +
∥∥∥∥
|Dc,0(0)|1/2
Dc,0(0) + i η
g
∥∥∥∥
]
,
woraus (III.45) folgt.
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Schritt 3: Beweis von (III.46). Wir verwenden hier die Entwicklung
(III.52)
1
Dc,γ(θ)− i η −
1
Dc,0(θ)− i η
=
∞∑
n=1
γn
1
Dc,0(θ)− i η
[
V
e−θ
Dc,0(θ)− i η
]n−1
V
e−θ
Dc,0(θ)− i η .
Wir beginnen mit den erforderlichen Abschätzungen für die Resolventendifferenzen.
Es gilt mit der Hardy-Ungleichung und wie in (III.26)
∥∥∥∥
[
e−θV
1
Dc,0(θ)− i η − V
1
Dc,0(0)− i η
]
|Dc,0(0)|−1/2g
∥∥∥∥(III.53)
≤ 2B|θ|
c
(C(Im θ) + 1)
∥∥∥∥
|Dc,0(0)|1/2
Dc,0(0)− i ηg
∥∥∥∥ .
Ebenso erhalten wir
(III.54)
∥∥∥∥V
[
e−θ
Dc,0(θ)− i η −
1
Dc,0(0)− i η
]∥∥∥∥ ≤
2B|θ|
c
(C(Im θ) + 1)
sowie ∥∥∥∥
[
1
Dc,0(θ̄) + i η
− 1
Dc,0(0) + i η
]
|Dc,0(0)|1/2f
∥∥∥∥(III.55)
≤
∥∥∥∥∥[e
θ̄ − 1] e
−θ̄
Dc,0(θ̄) + i η
cα · ∇ |Dc,0(0)|
1/2
Dc,0(0) + i η
f
∥∥∥∥∥
≤ 2B|θ|C(Im θ)
∥∥∥∥
|Dc,0(0)|1/2
Dc,0(0) + i η
f
∥∥∥∥ .
Für die Terme mit den Resolventen schätzen wir mit Hilfe von Lemma III.7 und
Lemma III.4∥∥∥∥e−θV
1
Dc,0(θ)− i η |Dc,0(0)|
−1/2g
∥∥∥∥ ≤
2
c
∥∥∥∥
|Dc,0(Re θ)|
Dc,0(θ)− i η |Dc,0(0)|
−1/2g
∥∥∥∥(III.56)
≤ 2C1(Im θ)e
π/8
c
∥∥∥∥
|Dc,0(Re θ)|1/2
|Dc,0(Re θ)| − i ηg
∥∥∥∥ ,
und (vgl. Abschätzung (III.26))
(III.57)
∥∥∥∥e−θV
1
Dc,0(θ)− i η
∥∥∥∥ ≤
2
c
∥∥∥∥|Dc,0(Re θ)|
1
Dc,0(θ)− i η
∥∥∥∥ ≤
2C(Im θ)
c
ab. Die Formeln (III.53) bis (III.57) zeigen
γn
∣∣∣
(
f, |Dc,0(0)|1/2 1
Dc,0(θ)− i η
[
V
e−θ
Dc,0(θ)− i η
]n−1
V
e−θ
Dc,0(θ)− i η |Dc,0(0)|
−1/2g
)
−
(
f, |Dc,0(0)|1/2 1
Dc,0(0)− i η
[
V
1
Dc,0(0)− i η
]n−1
V
1
Dc,0(0)− i η |Dc,0(0)|
−1/2g
)∣∣∣
≤ eπ/4B|θ|
(
2γC(Im θ)
c
)n−1 (
2γC1(Im θ)
c
)
(C(Im θ) + 1)
∥∥∥∥
|Dc,0(0)|1/2
Dc,0(0) + i η
f
∥∥∥∥
×
[
n
∥∥∥∥
|Dc,0(Re θ)|1/2
Dc,0(Re θ)− i ηg
∥∥∥∥ +
∥∥∥∥
|Dc,0(0)|1/2
Dc,0(0)− i ηg
∥∥∥∥
]
,
was wiederum (III.46) beweist.
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Schritt 4: Holomorphie. Dies folgt wie im Beweis von Satz III.8 daraus, dass die
Ausdrücke(
f, |Dc,0(0)|1/2 1
Dc,0(θ)− i η
[
V
e−θ
Dc,0(θ)− i η
]n−1
V
e−θ
Dc,0(θ)− i η |Dc,0(0)|
−1/2g
)
holomorphe Funktionen von θ sind und die obigen Abschätzungen die Existenz einer
von θ unabhängigen summier- und integrierbaren Majorante zeigen. ¤
Bevor wir in Satz III.13 die Existenz einer Transformationsfunktion zwischen den
dilatierten und den nicht-dilatierten Spektralräumen zeigen können, benötigen wir
noch zwei Operator-Ungleichungen, die in [69] bewiesen wurden. Der Vollständigkeit
wegen geben wir dennoch den kurzen Beweis. Zumindest für eine der beiden Unglei-
chungen existiert eine verbesserte Version (siehe [117] bzw. Lemma II.2). Da jedoch
an verschiedenen anderen Stellen ebenfalls die Einschränkung γ
c
≤ 1
2
auftritt und wir
letztlich ohnehin nur an der Anwendung auf den Fall großer Lichtgeschwindigkeiten
c interessiert sind, begnügen wir uns mit der ursprünglichen Version:
Lemma III.12. Es sei ϑ ∈ R und γ
c
< 1
2
. Dann gelten die Operator-Ungleichungen
(1− 2γ
c
)|Dc,0(ϑ)‖ ≤ |Dc,γ(ϑ)| ≤ (1 + 2γ
c
)|Dc,0(ϑ)|.
Insbesondere gelten die Abschätzungen
‖|Dc,γ(ϑ)|1/2|Dc,0(ϑ)|−1/2‖ = ‖|Dc,0(ϑ)|−1/2|Dc,γ(ϑ)|1/2‖ ≤
√
1 +
2γ
c
und
‖|Dc,0(ϑ)|1/2|Dc,γ(ϑ)|−1/2‖ = ‖|Dc,γ(ϑ)|−1/2|Dc,0(ϑ)|1/2‖ ≤
√
1− 2γ
c
.
Beweis. Es reicht den Fall ϑ = 0 zu betrachten. Zur Vereinfachung der Notation
unterdrücken wir die Abhängigkeit von ϑ. Es sei f ∈ H1(R3;C4). Dann gilt
‖Dc,γf‖ ≤ ‖Dc,0f‖+ γ‖V f‖ ≤ ‖Dc,0f‖+ 2γ‖∇f‖ ≤ (1 + 2γ
c
)‖Dc,0f‖
und
‖Dc,γf‖ ≥ ‖Dc,0f‖ − γ‖V f‖ ≥ ‖Dc,0f‖ − 2γ‖∇f‖ ≥ (1− 2γ
c
)‖Dc,0f‖,
wobei wir die Hardy-Ungleichung verwendet haben. ¤
Nun können wir schließlich die Transformationsfunktion zwischen den positiven
Spektralräumen des dilatierten und des nicht-dilatierten Coulomb-Dirac-Operators
definieren und untersuchen. Diese Transformationsfunktion wird an verschiedenen
Stellen nützlich sein. Ihr Hauptzweck besteht jedoch darin, anstelle des dilatierten
und auf seinen positiven Spektralraum eingeschränkten Coulomb-Dirac-Operators
D
(±)
c,γ (θ) den Operator UDL(c, γ; θ)D(±)c,γ (θ)UDL(c, γ; θ)−1 betrachten zu können, der auf
einem festen Raum (nämlich Ran Λ
(+)
c,γ (0)) operiert. Insbesondere werden wir von die-
sem Operator in Satz VI.5 zeigen, dass er eine holomorphe Familie von Operatoren
definiert.
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Satz III.13. Es sei θ ∈ Sπ/4, 2γc C(Im θ) < 1 und CDL|θ| < q für ein 0 < q < 1.
Dann gilt:
a) Dann gibt es eine beschränkte Abbildung UDL(c, γ; θ) : L2(R3;C4) → L2(R3;C4)
mit
(III.58) UDL(c, γ; θ)Λ(+)c,γ (θ)UDL(c, γ; θ)−1 = Λ(+)c,γ (0)
mit beschränkter Inverser VDL(c, γ; θ) := UDL(c, γ; θ)−1. Es gibt eine Kon-
stante CUDL > 0, unabhängig von c, γ und θ, so dass
(III.59) ‖UDL(c, γ; θ)− 1‖ ≤ CUDL|θ|
gilt.
b) Wenn zusätzlich CDLS|θ| < q gilt, dann gibt es eine Konstante CUDLS, un-
abhängig von c, γ und θ, so dass
(III.60) ‖|Dc,0(0)|1/2UDL(c, γ; θ)|Dc,0(0)|−1/2 − 1‖ ≤ CUDLS|θ|
gilt. Dieselben Abschätzungen gelten für VDL(c, γ; θ).
c) Der Operator UDL(c, γ; θ) sowie für CDLS|θ| < q der Operator
|Dc,0(0)|1/2UDL(c, γ; θ)|Dc,0(0)|−1/2
und der Operator
|Dc,0(0)|−1/2UDL(c, γ; θ)|Dc,0(0)|1/2
hängen holomorph von θ ab. Dieselben Aussagen gelten für VDL(c, γ; θ).
Beweis. Wir folgen [138, Theorem 1] sowie [97, Kapitel I-4.6.] und definieren
die gesuchte Abbildung durch
UDL(c, γ; θ) :=
[
Λ(+)c,γ (0)Λ
(+)
c,γ (θ) + Λ
(−)
c,γ (0)Λ
(−)
c,γ (θ)
] [
1− (Λ(+)c,γ (θ)− Λ(+)c,γ (0))2
]−1/2
.
Man verifiziert leicht, dass (Λ
(+)
c,γ (θ) − Λ(+)c,γ (0)2 mit Λ(+)c,γ (θ) und Λ(+)c,γ (0) vertauscht,
und dass UDL(c, γ; θ) invertierbar ist mit Inverser
VDL(c, γ; θ) :=
[
Λ(+)c,γ (θ)Λ
(+)
c,γ (0) + Λ
(−)
c,γ (θ)Λ
(−)
c,γ (0)
] [
1− (Λ(+)c,γ (θ)− Λ(+)c,γ (0))2
]−1/2
,
sowie die Gültigkeit der Gleichung (III.58). Da jedoch nicht beide Projektionen or-
thogonal sind, sind die Abbildungen im Gegensatz zu [138] nicht unitär.
UDL(c, γ; θ) hängt wegen Lemma III.11 holomorph von θ ab, denn (1 − A)−1/2
besitzt für beschränkte A mit ‖A‖ < 1 eine norm-konvergente Reihenentwicklung.
Beweis von (III.59): Wir folgen nun [138, Beweis von Lemma 5]. Es gilt
Λ(+)c,γ (0)Λ
(+)
c,γ (θ) + Λ
(−)
c,γ (0)Λ
(−)
c,γ (θ) = 1−
[
Λ(−)c,γ (0)− Λ(+)c,γ (0)
] [
Λ(+)c,γ (θ)− Λ(+)c,γ (0)
]
und somit
UDL(c, γ; θ) :=
=
{
1−[Λ(−)c,γ (0)− Λ(+)c,γ (0)
] [
Λ(+)c,γ (θ)− Λ(+)c,γ (0)
]} [
1−(Λ(+)c,γ (θ)− Λ(+)c,γ (0))2
]−1/2
.
III.2. GRUNDLAGEN 43
Unter Verwendung der Darstellung [65, Formel 3.197.4]
(1− a2)−1/2 = 1
π
1∫
−1
1√
1− y2
1
1− yady
erhalten wir
UDL(c, γ; θ) =
{
1− [Λ(−)c,γ (0)− Λ(+)c,γ (0)
] [
Λ(+)c,γ (θ)− Λ(+)c,γ (0)
]}
× 1
π
1∫
−1
1√
1− y2
1
1− y(Λ(+)c,γ (θ)− Λ(+)c,γ (0))
dy .
Wegen Lemma III.11 gilt
∥∥[Λ(−)c,γ (0)− Λ(+)c,γ (0)
] [
Λ(+)c,γ (θ)− Λ(+)c,γ (0)
]∥∥ ≤ 2CDL|θ|
und
∥∥∥∥∥∥
1
π
1∫
−1
1√
1− y2
1
1− y(Λ(+)c,γ (θ)− Λ(+)c,γ (0))2
dy − 1
∥∥∥∥∥∥
=
=
∥∥∥∥∥∥
1
π
1∫
−1
1√
1− y2
y(Λ
(+)
c,γ (θ)− Λ(+)c,γ (0))
1− y(Λ(+)c,γ (θ)− Λ(+)c,γ (0))
dy
∥∥∥∥∥∥
≤ C̃CDL|θ|
mit einem C̃ > 0, wobei wir
∥∥∥∥∥
1
1− y(Λ(+)c,γ (θ)− Λ(+)c,γ (0))
∥∥∥∥∥ ≤
1
1− |y|
∥∥∥Λ(+)c,γ (θ)− Λ(+)c,γ (0)
∥∥∥
verwendet haben.
Beweis von (III.60): Die Strategie ist ähnlich zu der im Beweis von (III.59). Wir
schreiben
|Dc,0(0)|1/2UDL(c, γ; θ)|Dc,0(0)|−1/2 =
=
{
1− |Dc,0(0)|1/2|Dc,γ(0)|−1/2
[
Λ(−)c,γ (0)− Λ(+)c,γ (0)
] |Dc,γ(0)|1/2|Dc,0(0)|−1/2
× |Dc,0(0)|1/2
[
Λ(+)c,γ (θ)− Λ(+)c,γ (0)
] |Dc,0(0)|−1/2
}
× 1
π
1∫
−1
1√
1− y2
1
1− y|Dc,0(0)|1/2
(
Λ
(+)
c,γ (θ)− Λ(+)c,γ (0)
)
|Dc,0(0)|−1/2
dy ,
wobei wir benützt haben, dass |Dc,γ(0)|−1/2 mit Λ(±)c,γ (0) vertauscht. Mit Lemma III.12
und Lemma III.11 erhalten wir wie vorher die Behauptung. ¤
Eine erste Anwendung der Transformationsfunktion UDL(c, γ; θ) ist das folgen-
de Lemma, das die Differenz zwischen dem dilatierten und dem nicht-dilatierten
Coulomb-Dirac-Operator abschätzt.
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Lemma III.14. Unter den Voraussetzungen von Satz III.13 b) gibt es eine Kon-
stante CUD > 0, unabhängig von γ, c und θ, so dass
(III.61)
∥∥∥|Dc,0(0)|−1/2
× [UDL(c, γ; θ)Dc,γ(θ)UDL(c, γ; θ)−1 −Dc,γ(0)
] |Dc,0(0)|−1/2
∥∥∥ ≤ CUD|θ|
gilt.
Beweis. Es gilt
|Dc,0(0)|−1/2[UDL(c, γ; θ)Dc,γ(θ)UDL(c, γ; θ)−1 −Dc,γ(0)]|Dc,0(0)|−1/2
=|Dc,0(0)|−1/2[UDL(c, γ; θ)− 1]|Dc,0(0)|1/2|Dc,0(0)|−1/2Dc,γ(θ)|Dc,0(0)|−1/2
× |Dc,0(0)|1/2UDL(c, γ; θ)−1|Dc,0(0)|−1/2+
+ |Dc,0(0)|−1/2[Dc,γ(θ)−Dc,γ(0)]|Dc,0(0)|−1/2
× |Dc,0(0)|1/2UDL(c, γ; θ)−1|Dc,0(0)|−1/2+
+ |Dc,0(0)|−1/2Dc,γ(0)|Dc,0(0)|−1/2|Dc,0(0)|1/2[UDL(c, γ; θ)−1 − 1]|Dc,0(0)|−1/2,
woraus wegen
(III.62) ‖|Dc,0(0)|−1/2[Dc,γ(θ)−Dc,γ(0)]|Dc,0(0)|−1/2‖
= ‖|Dc,0(0)|−1/2(e−θ − 1)[−icα · ∇ − γV ]|Dc,0(0)|−1/2‖ ≤ B|θ|(1 + πγ
2c
)
und Satz III.13 die Behauptung folgt. Im Beweis von (III.62) haben wir die Unglei-
chung |e−θ − 1| ≤ B|θ| mit B = eπ/4 sowie die Kato-Ungleichung verwendet. ¤
III.2.5. Eine Resolventenabschätzung für den Dirac-Operator.
Wir wählen im Folgenden ein η > 0 so, dass für ein ñ > 1 und alle c ≥ 1 gilt
Ẽñ,ñ(c, γ) < c
2 − η und Ẽñ+1,1(c, γ) > c2 − η.
Mit den Bezeichnungen aus Kapitel III.2.3 definieren wir
Pdisc,ñ(c, γ; θ) :=
∑
1≤n≤ñ
Pn(c, γ; θ)
und
P̄disc,ñ(c, γ; θ) := 1− (Λ(−)c,γ (θ) + Pdisc,ñ(c, γ; θ)).
Man beachte, dass P̄disc,ñ(c, γ; θ) auf einen Teilraum des positiven Spektralraums pro-
jiziert.
Der folgende Satz verallgemeinert [13, Lemma 3.8] partiell für Dirac-Operatoren
(siehe auch Satz B.3). Im nicht-relativistischen Grenzfall werden wir den Satz noch
etwas erweitern (siehe Lemma III.19 und Korollar III.21). Der Satz sowie Korol-
lar III.21 erlauben eine gewisse Kontrolle über die Norm der Resolvente des nicht-
selbstadjungierten Operators Dc,γ(θ)|Ran P̄disc,ñ(c,γ;θ). Man beachte, dass für nicht-nor-
male Operatoren im Allgemeinen die Norm der Resolvente nicht durch den inversen
Abstand vom Spektrum nach oben abgeschätzt werden kann. Insbesondere geht im
Allgemeinen die Norm der Resolvente gegen nicht null, wenn der Abstand des Spek-
tralparameters zum Spektrum gegen unendlich geht; man denke etwa an das Beispiel
einen unbeschränkten Operators mit leerem Spektrum.
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Satz III.15. Es gelten die Voraussetzungen von Satz III.13 b) und es seien für
ein 0 < q < 1 die Ungleichungen CUD|θ|(1 + 2γ/c) < q sowie 2γ(1 + CFW|Im θ|) < q.
Dann gilt: Der Operator Dc,γ(θ)|Ran P̄disc,ñ(c,γ;θ)−z hat für alle z ∈ C mit Re z ≤ c2−1
eine beschränkte Inverse. Es gibt eine Konstante CR > 0, unabhängig von c, γ und
θ, so dass für alle z ∈ C mit Re z ≤ c2 − 1 die Abschätzung
∥∥∥∥
[
Dc,γ(θ)|Ran P̄disc,ñ(c,γ;θ) − z
]−1
P̄disc,ñ(c, γ; θ)
∥∥∥∥ ≤
CR‖P̄disc,ñ(c, γ; θ)‖
c2 − η − Re z
gilt.
Beweis. Wir führen eine Fallunterscheidung durch.
Fall 1: Re z ≤ 0. Da wegen Satz III.13 die Inklusion
Ran
(UDL(c, γ; θ)P̄disc,ñ(c, γ; θ)UDL(c, γ; θ)−1
) ⊂ Ran(Λ(+)c,γ (0))
gilt, reicht es, wiederum wegen Satz III.13, die Abschätzung
∥∥∥
[
(UDL(c, γ; θ)Dc,γ(θ)UDL(c, γ; θ)−1)|RanΛ(+)c,γ (0) − z
]−1
Λ(+)c,γ (0)
∥∥∥
≤ C
c2 − η − Re z
zu zeigen.
Wir führen hierzu wie in [13, Beweis von Lemma 3.8] eine Resolventenentwicklung
durch:
[(UDL(c, γ; θ)Dc,γ(θ)UDL(c, γ; θ)−1)|RanΛ(+)c,γ (0) − z]
−1Λ(+)c,γ (0)(III.63)
=
∞∑
n=0
[Dc,γ(0)|Ran Λ̄(+)c,γ (0) − z]
−1Λ(+)c,γ (0)
×
[
Λ(+)c,γ (0)[UDL(c, γ; θ)Dc,γ(θ)UDL(c, γ; θ)−1 −Dc,γ(0)]Λ(+)c,γ (0)
× [Dc,γ(0)|RanΛ(+)c,γ (0) − z]
−1Λ(+)c,γ (0)
]n
=
∞∑
n=0
[Dc,γ(0)|RanΛ(+)c,γ (0) − z]
−1Λ(+)c,γ (0)|Dc,γ(0)|1/2
×
[
Λ(+)c,γ (0)|Dc,γ(0)|−1/2|Dc,0(0)|1/2|Dc,0(0)|−1/2
× [UDL(c, γ; θ)Dc,γ(θ)UDL(c, γ; θ)−1 −Dc,γ(0)]
× |Dc,0(0)|−1/2|Dc,0(0)|1/2|Dc,γ(0)|−1/2Λ(+)c,γ (0)
× |Dc,γ(0)|1/2[Dc,γ(0)|RanΛ(+)c,γ (0) − z]
−1
× Λ(+)c,γ (0)|Dc,γ(0)|1/2
]n
|Dc,γ(0)|−1/2
Um die Konvergenz der Reihe und die behauptete Abschätzung zu zeigen, müssen
wir die einzelnen Terme abschätzen.
Zunächst stellen wir fest, dass wegen Re z ≤ 0 die Abschätzung
(III.64)
|Dc,γ(0)|
Dc,γ(0)|RanΛ(+)c,γ (0) − z
Λ(+)c,γ (0) = sup
λ≥c2
λ
|λ− z| ≤ 1
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gilt. Außerdem erhalten wir wegen des Spektralsatzes:
‖|Dc,γ(0)|1/2[Dc,γ(0)|RanΛ(+)c,γ (0) − z]
−1Λ(+)c,γ (0)‖2(III.65)
≤‖[Dc,γ(0)|RanΛ(+)c,γ (0) − z]
−1Λ(+)c,γ (0)‖
× ‖|Dc,γ(0)|[Dc,γ(0)|RanΛ(+)c,γ (0) − z]
−1Λ(+)c,γ (0)‖ ≤
C
c2 − η − Re z
Lemma III.14, Lemma III.12 und (III.64) zeigen die Konvergenz der Reihe in
(III.63). Zusammen mit Formel (III.65) folgt die Behauptung für Re z ≤ 0 dann aus
(III.63).
Fall 2: 0 ≤ Re z ≤ c2 − 1. Wir benützen die Resolventenentwicklung
(III.66) [Dc,γ(θ)− z]−1 =
∞∑
n=0
[Dc,0(θ)− z]−1[γe−θV [Dc,0(θ)− z]−1]n.
Die Hardy-Ungleichung und Satz III.1 liefern
‖γe−θV [Dc,0(θ)− z]−1‖ ≤ 2γe−Re θ(1 + CFW|Im θ|)‖ |∇|√−e−2θc2∆ + c4β − z‖.
Um diese Norm zu kontrollieren, schätzen wir für 0 ≤ Re z ≤ (c2 − 1) wie folgt ab:
sup
p∈R3
e−Re θ|p|
|
√
e−2θc2p2 + c4 ± z|
= sup
p∈R3
|p|
|
√
e−2Im θc2p2 + c4 ± z|
≤ sup
p∈R3
|p|
|
√
cos(2Im θ)c2p2 + c4 ± Re z =
1√
cos(2Im θ)
sup
p∈R3
|p|
|
√
c2p2 + c4 ± Re z
Wegen |p|√
c2p2+c4+Re z
≤ 1/c reicht es, den Fall mit Minus-Zeichen zu betrachten. Dazu
suchen wir für 0 ≤ l ≤ (c2 − 1) das Supremum der Funktion
fc,l : [0,∞) → R, fc,l(r) := r√
c2r2 + c4 − l .
Durch Differenzieren finden wir, dass diese Funktion ihr Maximum bei der Stelle
r0 :=
√
c4−l2c
l
annimmt. Wir definieren die Funktion (0 ≤ l ≤ (c2 − 1))
gc(l) := fc,l(r0) =
c√
c4 − l2 .
Diese Funktion ist offensichtlich monoton steigend in l und nimmt ihr Maximum
folglich an der Stelle l0 := c
2 − 1 an. Es gilt
gc(l0) =
c√
c4 − (c2 − 1)2 =
c√
2c2 − 1 ≤ 1.
Somit folgt aus Gleichung (III.66) und Satz III.1 die Abschätzung
‖[Dc,γ(θ)− z]−1‖ ≤ C̃‖ 1√
e−2θc2p2 + c4β − z
‖
mit einem C̃ > 0. Da der Operator
√
e−2θc2p2 + c4β normal ist, erhält man die
Abschätzung
‖[Dc,γ(θ)− z]−1‖ ≤ CR
c2 − η − Re z ,
welche gültig bleibt, wenn wir die Resolvente auf Ran P̄disc,ñ(c, γ; θ) einschränken. ¤
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III.3. Nicht-Relativistischer Grenzfall
In diesem Abschnitt diskutieren wir den nicht-relativistischen Grenzfall komplex
dilatierter Dirac-Operatoren. Entsprechende Abschätzungen werden wir insbesonde-
re benötigen, um in Kapitel VI bestimmte Erwartungswerte der Wechselwirkung mit
dem quantisierten Strahlungsfeld abschätzen zu können. Außerdem können wir im
nicht-relativistischen Grenzfall auch den in Satz III.15 noch fehlenden Bereich in der
Nähe des diskreten Spektrums abdecken und die Norm der in diesem Satz auftreten-
den Projektion kontrollieren.
III.3.1. Allgemeine Theorie. Wir übertragen einige operatortheoretische Aus-
sagen aus [141] auf den nicht-selbstadjungierten Fall. Zur Abkürzung setzen wir
β± := 12(1 ± β) sowie M := {z ∈ C| − 1 ≤ Re z < 0, |Im z| ≤ 1} und fixieren
ein γ > 0 so, dass Dc,γ(θ) − c2 keine Eigenwerte E mit Re E ≤ −1 hat. Dies ist für
0 ≤ γ < 1 in jedem Fall erfüllt (vgl. Formel (II.5)). Wir definieren als Operatoren auf
L2(R3;C4):
D∞,0(θ) := −e
−2θ
2
∆
D∞,γ(θ) := −e
−2θ
2
∆− γV (θ)β+
Kc,0(θ) := (D∞,0(θ)− z − z
2
2c2
)−1
Kc,γ(θ) := (D∞,γ(θ)− z − z
2
2c2
)−1
sowie
R∞,0;θ(z) := (D∞,0(θ)− z)−1, Rc,0;θ(z) := (Dc,0(θ)− z)−1
R∞,γ;θ(z) := (D∞,γ(θ)− z)−1, Rc,γ;θ(z) := (Dc,γ(θ)− z)−1.
Wir verallgemeinern zunächst [141, Theorem 6.1 und Theorem 6.4] auf dilatierte
Operatoren. Wie in [141] ist Satz III.16 der Ausgangspunkt für die Behandlung des
nicht-relativistischen Limes.
Satz III.16. a) Es sei θ ∈ Sπ/4 und c ≥ 1. Dann gilt für z /∈ σ(Dc,0(θ)) ∪
σ(D∞,0(θ)) die Resolventenbeziehung
(III.67) (Dc,0(θ)∓ c2 − z)−1 =
(
β± ± 1
2c2
(−icα · ∇ ± z)
)
×
(
1∓ 1
2c2
z2 (±D∞,0(θ)− z)−1
)−1
(±D∞,0(θ)− z)−1,
b) Es sei θ ∈ Sπ/4 und 2γc C(Im θ) < 1. Dann gilt für z ∈ M \ R
(III.68) (Dc,γ(θ)− c2 − z)−1 =
(
β+ +
1
2c2
(−ice−θα · ∇+ z)
)
×Kc,γ(θ)
(
1− γ
2c2
V (θ)(−ice−θα · ∇+ z)Kc,γ(θ)
)−1
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sowie
(III.69) Kc,γ(θ) =
(
1− z
2
2c2
(D∞,γ(θ)− z)−1
)−1
(D∞,γ(θ)− z)−1.
Beweis.
a) Wir folgen dem Beweis von [141, Theorem 6.1], wobei wir beachten, dass z ∈ C
mit z(1 + z
2c2
) /∈ e−2i Im θ[0,∞) äquivalent ist zu z + c2 /∈ σ(Dc,0(θ)). Zum Beweis von
Gleichung (III.67) definieren wir die Operatoren
A±(θ) := Dc,0(θ)± c2 ± z = −icα · ∇ ± 2c2β± ± z
und stellen fest dass
A+(θ)A−(θ) = A−(θ)A+(θ) = −c2e−2i θ∆− 2c2z − z2
gilt. Daraus folgt
(III.70) A±(θ)−1 =
A∓(θ)
2c2
(
D∞,0(θ)− z − z
2
2c2
)−1
,
was wiederum die Behauptung impliziert. Man beachte, dass alle Operatoren äquiva-
lent zu Multiplikationsoperatoren sind.
b) Wir folgen dem Beweis von [141, Theorem 6.2]. Wegen Satz III.6 gilt z + c2 /∈
σ(Dc,γ(θ)). Es folgt
Dc,γ(θ)− (c2 + z) = A−(θ)− γe−θV = (1 + γe−θV A−(θ)−1)A−(θ).
Weil Dc,γ(θ)−(c2+z) und A−(θ) stetig invertierbar sind, ist der beschränkte Operator
1 + γe−θV A−(θ)−1 bijektiv, also insbesondere stetig invertierbar. Wegen Gleichung
(III.70) folgt
(Dc,γ(θ)− c2 − z)−1 = (A−(θ)− γV (θ))−1(III.71)
=A−(θ)−1(1− γV (θ)A−(θ)−1)−1
=
(
β+ +
1
2c2
(−ice−θα · ∇+ z)
)
(D∞,0(θ)− z − z
2
2c2
)−1
×
(
1− γV (θ)β+Kc,0(θ)− γ
2c2
V (θ)(−ice−θα · ∇+ z)Kc,0(θ)
)−1
.
Mit z ∈ M \ R gilt auch z + z2/(2c) ∈ M \ R, also insbesondere auch z(1 + z
2c2
) /∈
σ(D∞,γ(θ)), was (III.69) zeigt. Außerdem gilt Kc,γ(θ) = Kc,0(θ) − γV (θ)β+ = (1 −
γV (θ)β+Kc,0(θ)
−1)Kc,0(θ), wobei man beachte, dass aus z + c2 /∈ σ(Dc,γ(θ)) folgt
z + c2 /∈ σ(Dc,0(θ)) und daraus wiederum z(1 + z2c2 ) /∈ σ(D∞,0(θ)), d.h. Kc,0(θ) ist
stetig invertierbar. Folglich hat der beschränkte Operator 1− γV (θ)β+Kc,0(θ)−1 eine
stetige Inverse, und es gilt
(III.72) Kc,γ(θ)
−1 = Kc,0(θ)−1(1− γV (θ)β+Kc,0(θ)−1)−1
sowie
(III.73)
(
1− γV (θ)β+Kc,0(θ)− γ
2c2
V (θ)(−ice−θα · ∇+ z)Kc,0(θ)
)−1
= (1− γV (θ)Kc,0(θ)−1β+)−1
×
(
1− γ
2c2
V (θ)(−ice−θα · ∇+ z)Kc,0(θ)(1− γV (θ)Kc,0(θ)−1β+)−1
)−1
.
Mit (III.72) und (III.73) folgt (III.68) aus (III.71). ¤
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Wir wählen nun ein η wie in Kapitel III.2.5 und definieren für jedes ε̃ > 0 die
Menge
Mη,ε̃ := {z ∈ C|1 ≤ Re z ≤ −(η + ε̃), |Im z| ≤ 1, dist(z, σ(Dc,γ(θ))) ≥ ε̃}.
Ferner setzen wir D(w, r) := {z ∈ C||z − w| < r} für w ∈ C und r > 0. Wir
fixieren im Folgenden ein festes ε̃ > 0 so klein, dass für alle n, n′ ∈ N mit n 6= n′ und
1 ≤ n, n′ ≤ ñ die Mengen D(En(∞, γ), 2ε̃) und D(En′(∞, γ), 2ε̃) disjunkt und in der
Menge {z ∈ C|1 ≤ Re z ≤ −(η + ε̃), |Im z| ≤ 1} enthalten sind.
Damit können wir nun [141, Corollary 6.5] für dilatierte Operatoren verallgemei-
nern.
Korollar III.17. Es sei |θ| < θ0, wobei θ0 in Anhang B definiert ist, und θ ∈ Sπ/4
sowie 2γ
c
C(Im θ) < 1. Dann gilt für alle z ∈ Mη,ε̃ und hinreichend großen c die
Reihenentwicklung
(III.74)
[
Dc,γ(θ)− (c2 + z)
]−1
=
∞∑
n=0
1
cn
Rn(z).
Die Reihe konvergiert in Norm gleichmäßig in θ und z. Insbesondere gilt
[Dc,γ(θ)− (c2 + z)]−1 −→
c→∞
[D∞,γ(θ)− z]−1β+
gleichmäßig in θ und z.
Beweis. Wir benötigen zunächst eine Abschätzung an die Resolvente von D∞,γ(θ).
Wir teilen die Resolvente gemäß
[D∞,γ(θ)− z]−1 = [D∞,γ(θ)|Ran P̄disc(∞,γ;θ) − z]−1P̄disc(∞, γ; θ)(III.75)
+
ñ∑
n=1
[D∞,γ(θ)|Ran Pn(∞,γ;θ) − z]−1Pn(∞, γ; θ)
auf. Wegen Satz B.3 ist die Norm des ersten Summanden in (III.75) beschränkt durch
2/η. Die Normen der anderen Summanden lassen sich wegen Korollar B.2 gemäß
∥∥[D∞,γ(θ)|Ran Pn(∞,γ;θ) − z]−1Pn(∞, γ; θ)
∥∥ ≤ ‖Pn(∞, γ; θ)‖
dist(z, En(γ))
≤ C|θ|
dist(z, En(γ))
abschätzen. Folglich gilt für hinreichend kleine 1/c (abhängig von ε̃) und alle z ∈ Mη,ε̃
die Entwicklung
(
1− z
2
2c2
(D∞,γ(θ)− z)−1
)−1
= (D∞,γ(θ)− z)−1
∞∑
n=0
(
z2
2c2
(D∞,γ(θ)− z)−1
)n
.
Aus der Hardy-Ungleichung erhalten wir für f ∈ H2(R3;C4) die Abschätzungen
‖V f‖ ≤ 2‖∇f‖ ≤ a‖∆f‖ + (1/a)‖f‖ und e−2Re θ‖∆f‖ ≤ 1/(1 − 2aγ)‖D∞,γ(θ)f‖ +
2γ/[a(1− 2aγ)]‖f‖ mit einem hinreichend kleinen a > 0. Folglich gilt
∥∥∥ γ
2c2
V (θ)(−ice−θα · ∇+ z)(D∞,γ(θ)− z)−1
∥∥∥ ≤
≤ γ
c
[
C1 + C2 ‖(D∞,γ(θ)− z)−1 ‖
]
mit C1, C2 > 0 (unabhängig von γ, c und θ), woraus folgt, dass sich auch der letzte
Faktor in (III.68) für 1/c klein genug in eine Norm-konvergente Reihe in 1/c entwickeln
lässt. ¤
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Bemerkung III.18. Wie in [141] finden wir
R0(z) := β+R∞,γ;θ(z).
Da −ice
−θα·∇
2
der einzige ungerade Operator (d.h. mit α antikommutierende Operator)
in (III.68) ist und auch der einzige Operator der 1/c als Vorfaktor hat, und außerdem
alle anderen Operatoren in (III.68) entweder einen Vorfaktor 1/c2 oder aber einen
in c konstanten Vorfaktor haben, folgt, dass in (III.74) die Operatoren zu geraden
Potenzen von 1/c gerade und die Operatoren zu ungeraden Potenzen von 1/c ungerade
sind (siehe [141, Bemerkung nach Corollary 6.5]).
Wir wählen nun für ein ε̃ > 0 eine positiv orientierte Kontour Γ, so dass Γ in Mη,ε̃
liegt und nur den Eigenwert En(γ), jedoch keine anderen Elemente von σ(D∞,γ(θ))
im Innern enthält. Dann setzen wir
Pn(∞, γ; θ) := − 1
2πi
∫
Γ
dz R∞,γ;θ(z)β+.
Lemma III.19. Unter den Voraussetzungen von Korollar III.17 gibt es eine Kon-
stante CP,n > 0 (unabhängig von c und θ), so dass für hinreichend große c
‖Pn(c, γ; θ)− Pn(∞, γ; θ)‖ ≤ CP,n
c
gilt.
Beweis. Dies folgt unmittelbar aus Korollar III.17. ¤
Damit können wir nun in den beiden folgenden Korollaren Satz III.15 erweitern.
Satz III.15 und Korollar III.21 sind ein gewisser Ersatz für die bei nicht-selbstadjun-
gierten Operatoren fehlende Möglichkeit, die Norm der Resolvente durch den inversen
Abstand vom Spektrum nach oben abschätzen zu können.
Korollar III.20. Unter den Voraussetzungen von Korollar III.17 gibt es eine
Konstante C > 0 (eventuell abhängig von θ), so dass für alle z ∈ C mit −1 ≤ Re z ≤
−η und |Im z| ≤ 1 und alle hinreichend großen c die Abschätzung
‖[Dc,γ(θ)|Ran P̄disc,ñ(c,γ;θ) − (c2 + z)]−1P̄disc,ñ(c, γ; θ)‖ ≤ C
gilt.
Beweis. Wegen Korollar III.17 ist [Dc,γ(θ)|Ran P̄disc,ñ(c,γ;θ)−(c2 +z)]−1 gleichmäßig
in z ∈ Mη,ε̃ und c (für hinreichend große c) beschränkt. Aus Lemma III.19 und Lemma
III.11 folgt die Existenz einer von c unabhängigen Schranke an
‖P̄disc,ñ(c, γ; θ)‖ = ‖1− (Λ(−)c,γ (θ) + Pdisc,ñ(c, γ; θ))‖.
Daher ist die Behauptung für z ∈ Mη,ε̃ wahr.
Sei also z0 ∈ D(En(∞, γ), ε̃). Dann gilt Γ := {z ∈ C||z − En(∞, γ)| = 2ε̃} ⊂ Mη,ε̃
wegen der Definition der Menge Mη,ε̃. Da [Dc,γ(θ)|Ran P̄disc,ñ(c,γ;θ)) − (c2 + z)]−1 in z ∈
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{z ∈ C| − 1 ≤ Re z ≤ −η, |Im z| ≤ 1} holomorph ist, gilt
[Dc,γ(θ)|Ran P̄disc,ñ(c,γ;θ) − (c2 + z0)]−1P̄disc,ñ(c, γ; θ) = −
1
2πi
×
∫
Γ
[Dc,γ(θ)|Ran P̄disc,ñ(c,γ;θ)) − (c2 + z)]−1P̄disc,ñ(c, γ; θ)
1
z − z0 dz ,
wobei die Kontour im mathematisch positiven Sinn durchlaufen wird. Hieraus folgt
jedoch die Behauptung auch für z0 ∈ D(En(∞, γ), ε̃). ¤
Korollar III.21. Unter den Voraussetzungen von Satz III.15 und Korollar III.17
gilt: Es gibt ein C > 0 (eventuell abhängig von θ), so dass für alle z ∈ C mit −∞ <
Re z ≤ −η und |Im z| ≤ 1 und alle hinreichend großen c die Abschätzung
‖[Dc,γ(θ)|Ran P̄disc,ñ(c,γ;θ) − (c2 + z)]−1P̄disc,ñ(c, γ; θ)‖ ≤
C
−η − Re z
gilt.
Beweis. Dies folgt sofort aus Korollar III.20 und aus Satz III.15 in Verbindung
mit Lemma III.19. ¤
Wir definieren nun eine Transformationsfunktion UNR(c, γ; θ) : L2(R3;C4) →
L2(R3;C4) durch
UNR(c, γ; θ) :=
= [Pn(c, γ; θ)Pn(∞, γ; θ) + (1− Pn(c, γ; θ))(1− Pn(∞, γ; θ))]
× [1− (Pn(c, γ; θ)− Pn(∞, γ; θ))2]−1/2.
Lemma III.22. Es gelten die Voraussetzungen von Korollar III.17 sowie die Un-
gleichung CP,n/c < q < 1 für ein 0 < q < 1. Dann ist die Abbildung UNR(c, γ; θ)
beschränkt mit beschränkter Inverser VNR(c, γ; θ). Es gilt
(III.76) UNR(c, γ; θ)Pl(∞, γ; θ)UNR(c, γ; θ)−1 = Pl(c, γ; θ)
und
(III.77) ‖UNR(c, γ; θ)− 1‖ ≤ CNRP
c
mit einer Konstanten CNRP > 0 unabhängig von c und θ. UNR(c, γ; θ) hängt holomorph
von θ ab.
Beweis. Unter Verwendung von Lemma III.19 folgt dies genauso wie Satz III.13.
Für die holomorphe Abhängigkeit von θ beachte man, dass die Potenzreihen (in 1/c)
für Rc,γ;θ(z), Pn(c, γ; θ) und UNR(c, γ; θ) gleichmäßig in θ konvergieren. ¤
Bemerkung III.23. Aus der Reihendarstellung
(1− A)−1/2 =
∞∑
n=0
(
1/2
n
)
An
für beschränkte Operatoren A mit Norm ‖A‖ < 1 folgt aus Bemerkung III.18, dass
in der Reihenentwicklung für UNR(c, γ; θ) die Operatoren zu geraden Potenzen von
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1/c gerade Operatoren, die Operatoren zu ungeraden Potenzen von 1/c ungerade
Operatoren sind. Insbesondere haben wir die Darstellung
(III.78) UNR(c, γ; θ) = UNR,g(c, γ; θ) + 1
c
UNR,ug(c, γ; θ),
wobei UNR,g(c, γ; θ) und UNR,ug(c, γ; θ) in 1/c holomorphe gerade bzw. ungerade Ope-
ratoren sind.
Der folgende Satz verallgemeinert [141, Theorem 6.7] und zeigt, dass die untere
Komponente eines Eigenspinors des Dirac-Operators für große c → ∞ gegen null
konvergiert.
Satz III.24. Unter den Voraussetzungen von Lemma III.22 gilt: Die normierten
Eigenfunktionen φn(c, γ; θ) von Dc,γ(θ) zum Eigenwert En,l(c, γ) sind von der Form
(III.79) φn,l(c, γ; θ) = φn,l,+(c, γ; θ) +
1
c
φn,l,−(c, γ; θ),
φn,l,±(c, γ; θ) ∈ β±L2(R3;C4),
wobei die Funktionen φn,l,±(c, γ; θ) stetig von 1/c abhängen.
Beweis. Es gilt
Pn(c, γ; θ)Dc,γ(θ)Pn(c, γ; θ) = − 1
2πi
∫
Γ
z
Dc,γ(θ)− zdz .
Jeder Eigenvektor φ̃n(c, γ; θ) von Pn(c, γ; θ)Dc,γ(θ)Pn(c, γ; θ) und somit jeder Eigen-
vektor von Dc,γ(θ) zu einem Eigenwert En,l(c, γ) ist gegeben durch
φ̃n,l(c, γ; θ) = UNR(c, γ; θ)φn,l(∞, γ; θ)
für ein φn,l(∞, γ; θ) ∈ β+L2(R3;C4). Somit folgt aus Bemerkung III.23 und der ana-
lytischen Störungstheorie
φ̃n,l(c, γ; θ) = φ̃n,l,+(c, γ; θ) +
1
c
φn,l,−(c, γ; θ),
wobei die Funktionen φ̃n,l(c, γ; θ) und φ̃n,l,±(c, γ; θ) holomorph von 1/c abhängen.
Da die Projektionen Pn(c, γ; θ) nicht orthogonal sind, werden die normierten Eigen-
funktionen im Allgemeinen nicht holomorph von 1/c abhängen. Jedoch gilt dennoch
‖φ̃n,l(c, γ; θ)‖ ≥ 1− C 1c für ein C > 0 und somit (III.79). ¤
Diese Aussagen werden nun verwendet, um Aussagen über die Konvergenz und
Beschränktheit von Eigenfunktionen in der Norm von H1(R3;C4) zu beweisen.
Satz III.25. Unter den Voraussetzungen von Lemma III.22 gilt: Es gibt eine Kon-
stante CEF > 0, unabhängig von c, so dass die normierten Eigenfunktionen φn(c, γ; θ)
von Dc,γ(θ) zum Eigenwert En,l(c, γ) für hinreichend große c die Abschätzungen
(III.80) ‖∇φn,l,+(c, γ; θ)‖ ≤ CEF
und
(III.81) ‖∇φn,l,−(c, γ; θ)‖ ≤ CEF
c
erfüllen.
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Beweis. Wir folgen Esteban und Séré [47, Beweis von Lemma 7 und Theorem 3],
die den nicht-relativistischen Grenzfall von selbstadjungierten Dirac-Fock-Operatoren
betrachtet haben.
Da Dc,γ(θ) nicht selbstadjungiert ist, haben wir einige zusätzliche Schwierigkeiten
zu überwinden. Zur Vereinfachung der Notation unterdrücken wir die Abhängigkeit
der Funktionen φn,l(c, γ; θ) von c, γ und θ.
Es gilt
En,l(c, γ)
2‖φn,l‖2 = ‖Dc,γ(θ)φn,l‖2
≥‖Dc,0(θ)φn,l‖2 − 2Re γe−θ(Dc,0(θ)φn,l, V φn,l)
=c2e−2Re θ‖∇φn,l‖2 + c4‖φn,l‖2 + 2ic3e−Re θ sin Im θ(−i α · ∇φn,l, βφn,l)
− 2cγRe (−ie−θα · ∇φn,l, e−θV φn,l)− 2c2γRe (βφn,l, e−θV φn,l)
≥e−2Re θ[c2(1− 2 sin Im θ − γ/4)− 4cγ]‖∇φn,l‖2
+[c4(1− 2 sin Im θ)− 16γc2]‖φn,l‖2.
Wir haben dabei die Hardy-Ungleichung verwendet. Es folgt wegen En,l(c, γ)
2−c4 ≤ 0
für genügend große c
(III.82) ‖∇φn,l‖2 ≤ En,l(c, γ)
2 − c4 + 2 sin Im θc2 + 16c2
c2(1− 2 sin Im θ − 1/4)− 4cγ ‖φn,l‖
2
≤ C(sin Im θc2 + 1)‖φn,l‖2,
wobei C > 0 unabhängig von c ist.
Man beachte, dass für Im θ = 0 der Term proportional zu c2 in (III.82) nicht vor-
handen ist, woraus man unmittelbar die Beschränktheit von ‖∇φn,l‖ folgern könnte.
Um diese Schwierigkeit zu umgehen, schreiben wir die Dirac-Gleichung komponen-
tenweise, wobei wir unter Missbrauch der Notation mit φn,l,± die oberen bzw. unteren
Komponenten von φn,l bezeichnen:
ce−θσ · ∇φn,l,− − γe−θV φn,l,+ + c2φn,l,+ = En,l(c, γ)φn,l,+(III.83)
ce−θσ · ∇φn,l,+ − γe−θV φn,l,− − c2φn,l,− = En,l(c, γ)φn,l,−(III.84)
Indem wir (III.83) durch c dividieren, die Hardy-Ungleichung verwenden und aus-
nützen, dass En,l(c, γ)− c2 beschränkt ist, finden wir unter Verwendung von (III.82)
(III.85) ‖∇φn,l,−‖ ≤ 2
c
‖∇φn,l,+‖+ |En,l(c, γ)− c
2|
c|e−Re θ| ‖φn,l,+‖ ≤ C
für ein C > 0 unabhängig von c, d.h. ‖∇φn,l,−‖ ist in c beschränkt. Indem wir (III.84)
durch c dividieren, erhalten wir mit Satz III.24 und Gleichung (III.85)
(III.86) ‖∇φn,l,+‖ ≤ 2
c
‖∇φn,l,−‖+ |En,l(c, γ) + c
2|
c|e−Re θ| ‖φn,l,−‖ ≤ C
für ein C > 0 unabhängig von c, was (III.80) zeigt. Wenn wir (III.86) in (III.85)
einsetzen, folgt (III.81). ¤
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Bemerkung III.26. Für die Beweise der Sätze III.24 und III.25 haben wir im
wesentlichen nur die Hardy-Ungleichung verwendet. Die Sätze gelten somit für eine
weit größere Klasse von Potentialen und nicht nur für das Coulomb-Potential. Für
das Coulomb-Potential kann man die Richtigkeit der Sätze übrigens fast unmittelbar
aus der expliziten Form der Eigenfunktionen ablesen (siehe den Beweis von Lemma
III.30.)
Wir benötigen außerdem noch eine Schranke an die Norm des Dilatationsoperators
U(θ), eingeschränkt auf die Räume Ran Pn(c, γ; θ). Man beachte, dass der nicht auf
einen Eigenraum restringierte Operator U(θ) nicht beschränkt ist.
Lemma III.27. Es sei θ ∈ C mit |θ| ≤ π/4 und es gelten die Voraussetzun-
gen von Lemma III.22. Dann ist U(θ)|Ran Pn(c,γ;0) : Ran Pn(c, γ; 0) → Ran Pn(c, γ; θ)
gleichmäßig in c und θ beschränkt.
Beweis. Sicherlich ist U(θ)|Ran Pn(∞,γ;0) : Ran Pn(∞, γ; 0) → Ran Pn(∞, γ; θ) für
jedes θ ∈ C mit |θ| ≤ π/4 wohldefiniert (siehe [2, 14]) und (als Abbildung zwischen
endlich-dimensionalen Vektorräumen) beschränkt. Da der Operator ein beschränkter
holomorpher Operator ist, hängt er insbesondere stetig von θ ab, folglich gibt es für
|θ| ≤ π/4 eine von θ unabhängige Schranke C ′ > 0 an die Norm.
Es sei f ∈ Ran Pn(c, γ; 0). Dann gibt es ein
f̃ ∈ Ran Pn(∞, γ; 0) mit f = UNR(c, γ; 0)f̃ , und es gilt für reelle θ
f(θ) := Uel(θ)f = U(θ)UNR(c, γ; 0)U(θ)−1f̃(θ) = UNR(c, γ; θ)f̃(θ),
wobei f̃(θ) := Uel(θ)f̃ ist. Durch holomorphe Fortsetzung erhalten wir für komplexe θ
die Gleichung
f(θ) = UNR(c, γ; θ)f̃(θ).
Folglich gilt wegen Lemma III.22
‖f(θ)‖ ≤ ‖UNR(c, γ; θ)‖‖f̃(θ)‖ ≤ (1 + CNRP/c)C ′‖f̃‖ ≤ (1 + CNRP/c)C ′‖f‖
für ein C ′ > 0 unabhängig von c und θ. ¤
Das folgende Korollar zeigt, dass auch die Projektionen auf die Feinstrukturkom-
ponenten gleichmäßig in c beschränkt sind. Dies folgt im Wesentlichen daraus, dass
die dilatierten Projektionen wegen Lemma III.27 ähnlich zu den (selbstadjungierten)
nicht-dilatierten Projektionen sind. Die Beschränktheit der Projektionen Pn,l(c, γ; θ)
in c kann im Allgemeinen nicht aus der Beschränktheit der Projektionen Pn(c, γ; θ)
gefolgert werden (siehe [97, Kapitel II-1.5]).
Korollar III.28. Es sei 1 ≤ n ≤ ñ. Dann gilt unter den Voraussetzungen von
Lemma III.27
‖Pn,l(c, γ; θ)‖ ≤ C
für ein C > 0 unabhängig von n, l, c und θ.
Beweis. Da die Projektionen Pn,l(c, γ; 0) = U(θ)−1Pn,l(c, γ; 0)U(θ) orthogonal
sind, folgt dies aus Lemma III.28. ¤
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III.3.2. Anwendung auf Erwartungswerte von Dirac-Matrizes. Die obi-
gen Aussagen über den nicht-relativistischen Grenzfall ermöglichen es nun, Aussagen
über Erwartungswerte der α-Matrix zu treffen. Da α ein ungerader Operator ist,
liefert der Erwartungswert dieser Matrix Skalarprodukte der oberen mit den unteren
Komponenten eines Dirac-Spinors. Man erwartet also, dass solche Erwartungswerte
für geeignete Zustände für c →∞ wie 1/c gleichmäßig in diesen Zuständen gegen Null
konvergieren. Die folgenden Sätze und Lemmata zeigen, dass dies insbesondere richtig
ist, wenn einer der Zustände ein Bindungszustand ist und der andere ein beliebiger
Zustand im positiven Spektralraum. Dieses Ergebnis ist jedoch nicht zu erwarten für
zwei beliebige Zustände aus dem positiven Spektralraum. Dies kann man unter an-
derem daran erkennen, dass die freie positive Spektralprojektion nur stark gegen β+
konvergiert, nicht jedoch in Norm, wovon man sich anhand der expliziten Form der
Spektralprojektion in Gleichung (II.4) leicht überzeugen kann.
Lemma III.29. Es gelten die Voraussetzungen von Lemma III.27 und es sei ñ wie
in Kapitel III.2.5. Dann gibt es eine Konstante C > 0, unabhängig von c und θ, so
dass für alle 1 ≤ n, n′ ≤ ñ, 1 ≤ l ≤ n, 1 ≤ l′ ≤ n′ und k1, k2 ∈ R3 die Abschätzung
‖Pn,l(c, γ; θ)k1 ·αeik2·xPn′,l′(c, γ; θ)‖ ≤ C|k1|
c
gilt.
Beweis. Da α ein ungerader Operator ist, folgt dies aus Satz III.24 und Korollar
III.28. ¤
Lemma III.30. Es sei c ≥ 1 und γ/c < √3/2. Dann gibt es eine Konstante C > 0,
unabhängig von c, so dass
‖|x|Pn,l(c, γ; 0)‖ ≤ C
erfüllt ist, wobei x den Operator der Multiplikation mit der Ortsvariablen bezeichnet.
Beweis. Wir definieren die unitäre Dilatation Uc
fc(x) := (Ucf)(x) := c
−3/2f(c−1x)
und stellen fest, dass UcDc,γU
−1
c = c
2D1,γ/c gilt. Wenn also f ∈ H1(R3;C4) eine
normierte Eigenfunktion von Dc,γ zum Eigenwert En,l ist, dann ist fc eine normierte
Eigenfunktion von D1,γ/c zum Eigenwert En,l/c
2. Die Radialteile fc,±(r) der oberen
bzw. unteren Komponenten von fc sind (siehe [104, Abschnitt 36]) gegeben durch
fc,±(r) :=
±(2λ)3/2
Γ(2γ̃ + 1)
[
(1± En,l/c2)Γ(2γ̃ + nr + 1)
4 γ
cλ
( γ
cλ
− κ)nr!
]
(2λr)γ̃−1e−λr
×
{( γ
cλ
− κ
)
F (−nr, 2γ̃ + 1, 2λr)∓ nrF (1− nr, 2γ̃ + 1, 2λr)
}
.
Hierbei ist die radiale Quantenzahl nr ∈ N0 falls κ < 0 und nr ∈ N falls κ > 0.
Dabei ist κ ∈ ±N der Eigenwert des Spin-Bahn-Operators (siehe [141, Kapitel 4.6]),
wobei F die konfluente hypergeometrische Funktion bezeichnet, die hier lediglich ein
Polynom in 2λr ist (siehe [104, Abschnitt 36] und [103, Abschnitt d]). Ferner gilt
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γ̃ :=
√
κ2 − γ2/c2 und λ :=
√
1− E2n,l/c4. Folglich sind die Radialteile f±(r) der
oberen bzw. unteren Komponenten von f gegeben durch
f±(r) :=
±(2cλ)3/2
Γ(2γ̃ + 1)
[
(1± En,l/c2)Γ(2γ̃ + nr + 1)
4 γ
cλ
( γ
cλ
− κ)nr!
]
(2λr)γ̃−1e−cλr
×
{( γ
cλ
− κ
)
F (−nr, 2γ̃ + 1, 2cλr)∓ nrF (1− nr, 2γ̃ + 1, 2cλr)
}
.
Mittels der expliziten Formel (II.5) für die Eigenwerte sehen wir, dass cλ eine in
c beschränkte Funktion ist mit cλ −→ γ/n für c → ∞. Ferner gilt offensichtlich
γ̃ → |κ|. Dies zeigt die Behauptung. ¤
Lemma III.31. Es gelten die Voraussetzungen von Lemma III.27 und es sei ñ wie
in Kapitel III.2.5. Ferner sei f : C→ C mit |f(z)| ≤ |z|. Dann gibt es eine Konstante
C > 0, unabhängig von c, so dass für alle 1 ≤ n ≤ ñ, 1 ≤ l ≤ n und k1, k2 ∈ R3 die
Abschätzung
‖Pn,l(c, γ; 0)k1 ·αf(k2 · x)Pn′,l′(c, γ; 0)‖ ≤ C|k1||k2|
c
gilt.
Beweis. Wegen Lemma III.30 ist ‖xPn,l(c, γ; 0)‖ gleichmäßig in c beschränkt, also
insbesondere (mit den Bezeichnungen von Satz III.24) xφn,l,+(c, γ; 0). Damit folgt die
Behauptung genau wie in Lemma III.29. ¤
Der folgende Satz zeigt, dass die Aussage von Lemma III.29 auch richtig ist, wenn
man eine der beiden Projektionen durch die Projektion auf den gesamten positiven
Spektralraum ersetzt. Diese Verallgemeinerung ist nicht offensichtlich, da nicht einmal
die untere Komponente der freien positiven Spektralprojektion in Norm wie 1/c gegen
null geht. Daher benötigen wir im Beweis zusätzlich, dass die H1-Norm der oberen
Komponente von normierten Bindungszuständen gleichmäßig in c beschränkt ist (Satz
III.25).
Satz III.32. Es gelten die Voraussetzungen von Lemma III.27 und es sei ñ wie
in Kapitel III.2.5. Dann gibt es eine Konstante C > 0, unabhängig von c und θ, so
dass für alle 1 ≤ n ≤ ñ, 1 ≤ l ≤ n und k1, k2 ∈ R3 die Abschätzung
‖Pn,l(c, γ; θ)k1 ·αeik2·xΛ(±)c,γ (θ)‖ ≤
C|k1|(1 + |k2|)
c
gilt.
Beweis. Wegen Korollar III.9 und Korollar III.28 gilt
‖Pn,l(c, γ; θ)k1 ·αeik2·xΛ(±)c,γ (θ)‖ ≤ ‖Pn,l(c, γ; θ)k1 ·αeik2·xΛ(±)c,0 (θ)‖+ CNR|k1|
γ
c
mit einem C > 0 unabhängig von θ und c. Es reicht also
‖Pn,l(c, γ; θ)k ·αeik2·xΛ(±)c,0 (θ)‖ ≤
C|k1|(1 + |k2|)
c
für ein C > 0 zu zeigen. Wir wählen dazu zunächst f ∈ Ran Pn,l(c, γ; θ̄) und g ∈
Ran Λ
(±)
c,0 (θ) normiert, aber sonst beliebig. Es gilt g = VFW(c; θ)(g̃, 0)
T für ein g̃ ∈
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L2(R3;C2). Es folgt
g = F−1
(
c2+Ec(p;θ)
Nc(p;θ)
F g̃
ce−θσ·p
Nc(p;θ)
F g̃
)
,
wobei wir hier mit F sowohl die Fouriertransformation auf L2(R3;C2) als auch auf
L2(R3;C4) bezeichnen. Entsprechend gilt
f = (f+, f−)T
mit f± ∈ L2(R3;C2). Es folgt
|(f, Pn,l(c, γ; θ)k1αeik2·xΛ(±)c,0 (θ)g)|
≤|(f+, k1 · σF−1−ce
−θσ · p
Nc(p; θ)
F g̃)|+ |k1|‖f−‖‖g̃‖ sup
p∈R3
|c
2 + Ec(p; θ)
Nc(p; θ)
|.
Mit ähnlichen Überlegungen wie im Beweis von Satz III.1 sieht man, dass das Supre-
mum supp∈R3 | c
2+Ec(p;θ)
Nc(p;θ)
| unabhängig von c und θ beschränkt ist. Somit erhalten wir
aus Satz III.24 die Behauptung für den zweiten Summanden.
Für den ersten Summanden beobachten wir supp∈R3 | ce
−θ
Nc(p;θ)
| ≤ eπ/4/c und erhalten
|(f+, k1 · σeik2·xF−ce
−θσ · p
Nc(p; θ)
F−1g̃)|
= |(σ · (−i∇)k1 · σe−ik2·xf+,F −ce
−θ
Nc(p; θ)
F−1g̃)| ≤ |k1|e
π/4
c
‖∇eik2·xf+‖‖g̃‖.
Wegen Satz III.1 gilt ‖g̃‖ ≤
√
1 + CFW|Im θ|‖g‖, woraus wegen Satz III.24 und Satz
III.25 die Abschätzung
(III.87) |(f, Pn,l(c, γ; θ)k1αeik2·xΛ(±)c,0 (θ)g)| ≤ C‖f‖‖g‖
folgt mit einem C > 0.
Wir wählen nun f, g ∈ L2(R3;C4) beliebig und wenden (III.87) auf die Funktionen
Pn,l(c, γ; θ̄)f und Λ
(±)
c,0 (θ)g an. Daraus folgt wegen Korollar III.28 sowie Lemma III.11
die Behauptung. ¤
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KAPITEL IV
Dirac-Fock-Funktional und Minimierer
IV.1. Einleitung
Bach et al. [8] haben gezeigt, dass die Energie des relativistischen Elektronen-
Positronen-Feldes (siehe Gleichung (I.1)) in Hartree-Fock-Näherung in Wechselwir-
kung mit dem Coulomb-Feld eines Atomkerns nicht-negativ ist, wenn man die Quan-
tisierung bezüglich des äußeren Feldes wählt, und dass das Vakuum ein Minimierer
ist. Sie zeigten ferner, dass die Quantisierung bezüglich des äußeren Feldes optimal ist
in dem Sinne, dass jede andere Wahl der Quantisierung zu einer niedrigeren Grund-
zustandsenergie führt.
Barbaroux et al. [19] haben die Existenz von Atomen in diesem Modell betrachtet,
d.h. sie haben gezeigt, dass das Funktional einen Minimierer hat, der die No-Pair-
Dirac-Fock-Gleichungen erfüllt, wenn man den Erwartungswert der Ladung fixiert.
Die Existenz von Lösungen der Dirac-Fock-Gleichungen wurde von Esteban und
Séré [48] und Paturel [120] bewiesen. Ferner haben Esteban und Séré [47] den
nicht-relativistischen Grenzfall der Dirac-Fock-Gleichungen betrachtet. Sie haben ge-
zeigt, dass gewisse Lösungen der Dirac-Fock-Gleichungen gegen energieminimierende
Lösungen der Hartree-Fock-Gleichungen konvergieren, wenn die Lichtgeschwindigkeit
gegen unendlich geht. Das erlaubt ihnen, den Begriff der Grundzustandslösungen und
Grundzustandsenergie der Dirac-Fock-Gleichungen zu definieren.
Im Sinne von Mittleman [115] sollte man die physikalische Grundzustandsenergie
durch Maximierung der Grundzustandsenergie (wie z.B. in [19] definiert) über alle
erlaubten Einteilchen-Elektronenräume erhalten. Man könnte vermuten, dass ein ent-
sprechender Grundzustand eine Lösung der Dirac-Fock-Gleichungen ist. Ferner sollte
eine solche Lösung die Energie unter allen Lösungen der Dirac-Fock-Gleichungen mi-
nimieren. Wir nennen diese Vermutung die
”
Mittleman-Vermutung“.
Die Gültigkeit der Mittlemanschen Vermutung wurde bereits von Barbaroux et al.
[18] diskutiert. Sie bestätigten die Vermutung für den Fall abgeschlossener Schalen
und schwacher Elektron-Elektron-Wechselwirkung sowie großer Lichtgeschwindigkeit.
Im Falle offener Schalen wurde die Vermutung lediglich von Barbaroux et al. [20] im
Falle von Wasserstoff bewiesen. Alle anderen Fälle sind unbekannt.
Eine stärkere Vermutung, die von Barbaroux et al. [18] formuliert wurde, ist:
Für das Maximin-Paar (maximierendes Λ und minimierendes γ) ist γ eine ortho-
gonale Projektion auf die ersten N Eigenfunktionen des selbstkonsistenten Dirac-
Fock-Operators und Λ ist die Spektralprojektion auf den negativen Spektralraum
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dieses Operators. Barbaroux et al. [18] zeigten, dass diese Vermutung im nicht-
relativistischen Limes im Falle offener Schalen und für schwache Elektron-Elektron-
Wechselwirkung nicht wahr ist, was für N = 1 auch unter allgemeineren Voraus-
setzungen bewiesen werden kann (siehe Barbaroux et al. [20]). Sie bestätigten ihre
Vermutung jedoch für abgeschlossene Schalen im nicht-relativistischen Grenzfall und
für schwache Elektron-Elektron-Wechselwirkung.
In diesem Kapitel folgen wir Barbaroux et al. [18] und betrachten den Fall schwa-
cher Wechselwirkung zwischen den Elektronen. Ähnlich zu Barbaroux et al. [18, Pro-
position 8] und Esteban und Séré [47, Theorem 5] zeigen wir die Existenz einer eindeu-
tigen Lösung der Dirac-Fock-Gleichungen mit der Eigenschaft, dass die Eigenwerte zu
diesen Lösungen die kleinsten Eigenwerte des entsprechenden Dirac-Fock-Operators
sind und der nächste Eigenwert echt größer ist.
Wieder ähnlich zu Barbaroux et al. [18] und zu Esteban und Séré [47, Theo-
rem 6] ermöglicht uns das zu zeigen, dass diese Lösung der Minimierer der Dirac-
Fock-Energie über der Menge aller Lösungen der Dirac-Fock-Gleichungen mit nicht-
negativen Eigenwerten ist. Wir können jedoch sogar zeigen, dass diese Lösung der
Minimierer des Dirac-Fock-Funktionals bei Minimierung über alle Ladungsdichtema-
trizes ist (siehe das entsprechende Ergebnis von Barbaroux et al. [18, Proposition 8,
Gleichung (15)]), wenn die Quantisierung bezüglich dieser Lösung gewählt wird. Wir
lassen also nicht nur Positronen in den Ladungsdichtematrizes zu, sondern benötigen
auch die Annahme nicht mehr, dass die außerdiagonalen Terme von γ verschwinden,
wie dies bei Barbaroux et al. (Corollary 6) vorausgesetzt wurde. Wir zeigen außer-
dem, dass der Minimierer eindeutig bestimmt und in einem gewissen Sinne sphärisch
symmetrisch ist.
Unsere Methoden sind so direkt, dass wir nicht nur Existenzaussagen erhalten,
sondern auch wichtige Eigenschaften der Lösungen beweisen können. Außerdem er-
halten wir explizite Abschätzungen an die erlaubten Kopplungskonstanten.
IV.2. Modell und Definitionen
Wir verwenden die Notation von Barbaroux, Farkas, Helffer und Siedentop [19]
und folgen der Darstellung in [87]. Insbesondere bezeichnen wir in diesem Kapitel mit
dem Zeichen γ eine Ladungsdichtematrix und keine Kopplungskonstante. Wir werden
daher für die Kopplungskonstante des Dirac-Operators den Buchstaben g verwenden.
Des Weiteren ist in diesem Kapitel die Lichtgeschwindigkeit c = 1. Wir werden den
Buchstaben c auch anderweitig verwenden.
Wir geben hier einen kurzen Überblick über die Notation aus [19]. Die erforder-
lichen technischen Hilfsmittel aus dieser Arbeit sowie aus einigen anderen Arbeiten
haben wir in Anhang A zusammengefasst.
In diesem Kapitel setzen wir Dg := D1,g, d.h.
Dg := −iα · ∇+ β − g| · |−1.
Physikalisch gilt g = Zα, wobei α ≈ 1/137 die Sommerfeldsche Feinstrukturkonstante
ist und Z die Kernladungszahl des Elements.
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Wir geben zunächst einige Definitionen aus [19]. Zur Vereinfachung der Nota-
tion führen wir die Menge G := R3 × {1, 2, 3, 4} und das Maß dx := dx ⊗ dµ ein,
wobei dx das Lebesgue-Maß auf R3 ist und dµ das Zählmaß auf der Menge {1, 2, 3, 4}.
Wir bezeichnen den Banachraum der Spurklasse-Operatoren auf H = L2(R3;C4) mit
S1(H) und die zugehörige Norm mit ‖ · ‖1. Ferner setzen wir
F := {γ ∈ S1(H)|γ = γ∗, D0γ ∈ S1(H)}.
F ist ein Banachraum mit der Norm ‖γ‖F := ‖D0γ‖1 = ‖|D0||γ|‖1. Wegen Lemma
A.7 (bzw. Lemma II.2) ist ‖γ‖F,g := ‖Dgγ‖1 eine äquivalente Norm für 0 ≤ g <
√
3/2.
Wir schreiben den Integralkern eines γ ∈ F unter Verwendung seiner Eigenwerte
λn und Eigenspinoren ξn als
γ(x, y) =
∞∑
n=1
λnξn(x)ξn(y).
Die zu γ gehörende Einteilchen-Dichte ist
ργ(x) :=
4∑
s=1
∞∑
n=1
λn|ξn(x)|2
und der Operator für das zugehörige elektrische Potential φ(γ) := ργ ∗ | · |−1. Der
entsprechende Austauschoperator X(γ) ist durch seinen Integralkern
X(γ)(x, y) := γ(x, y)/|x− y|
gegeben. Der Operator für die Gesamtwechselwirkung ist
W (γ) = φ(γ) −X(γ).
Das Coulomb-Skalarprodukt ist gegeben durch
D(ρ, σ) :=
1
2
∫
R3
dx
∫
R3
dy
ρ(x)σ(y)
|x− y|
und das Austausch-Skalarprodukt durch
E(γ, γ′) :=
1
2
∫
G
dx
∫
G
dy
γ(x, y)γ′(x, y)
|x− y| .
Die Energie der Gesamtwechselwirkung ist
Q(γ, γ′) := D(ργ, ργ′)− E(γ, γ′).
Für α ≥ 0 und γ ∈ F ist der Dirac-Fock-Operator definiert durch
D(γ)g,α := Dg + αW
(γ).
Wir führen einige nützliche Eigenschaften dieser Operatoren in Anhang A.1 auf. Man
beachte, dass wir α als kleinen Parameter verwenden werden. Einige der diskutierten
Ergebnisse gelten jedoch auch für den physikalischen Wert αphys ≈ 1/137.
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Für N ∈ N und δ ∈ F definieren wir
S̃(δ)∂N :={γ ∈ F | −Λ(δ)− ≤ γ ≤ Λ(δ)+ , tr γ = N},
S̃(δ) :={γ ∈ F | −Λ(δ)− ≤ γ ≤ Λ(δ)+ },
SN :={γ ∈ F | 0 ≤ γ, tr γ ≤ N}
und das Dirac-Fock-Funktional
Eg,α(γ) := tr Dgγ + αQ(γ, γ)
wobei Λ
(δ)
+ = χ[0,∞)(D
(δ)
g,α) die Projektion auf den positiven Spektralraum von D
(δ)
g,α
ist und Λ
(δ)
− = 1 − Λ(δ)+ die Projektion auf den negativen Spektralraum (vgl. die
entsprechende Definition für den Fall α = 0 in Kapitel II.1).
Außerdem werden wir häufig die Abkürzungen
cg,α,N := (bg − 4αN)−1, c̃g,α,N := (π/4)αNcg,α,N
verwenden mit bg :=
√
1− g2(
√
4g2 + 9 − 4g)/3 (siehe auch Lemma A.7). Mit ε0j
und ε
(γ)
j (j = 1, . . .) bezeichnen wir die Eigenwerte von Dg bzw. D
(γ)
g,α (nach Größe
geordnet und im Gegensatz zu Kapitel II.1 unter Zählung der Vielfachheiten ).
Wir werden Lösungen der Dirac-Fock-Gleichungen betrachten:
Definition IV.1. Wir bezeichnen die Menge der Lösungen der Dirac-Fock-Glei-
chungen mit DF, d.h.
DF := {γ ∈ F |γ = γ2, [D(γ)g,α, γ] = 0, γΛ(γ)+ = γ}.
Für festes g und kleines α finden wir folgende Ergebnisse: Für Atome mit abge-
schlossenen Schalen gibt es eine Lösung δ ∈ DF, so dass δ die Projektion auf die ersten
N positiven Eigenwerte von D
(δ)
g,α ist (Satz IV.5). Wir beweisen dieses Ergebnis mit
Hilfe des Banachschen Fixpunktsatzes, was als Nebenprodukt sofort die Eindeutigkeit
der Lösung liefert. Außerdem beweisen wir, dass der Fixpunkt (Korollar IV.9) und
das Energiefunktional Eg,α (Theorem IV.10) in einem gewissen Sinne sphärisch sym-
metrisch sind und dass der Fixpunkt das Funktional Eg,α auf DF minimiert (Korollar
IV.7). Hierbei geht die Eindeutigkeit des Fixpunktes entscheidend ein.
Ferner zeigen wir (Satz IV.13), dass diese Lösung das Funktional Eg,α sogar auf der
Menge S̃(δ)∂q minimiert. Hierfür ist die Einschränkung Λ(δ)+ γΛ(δ)− = 0 nicht erforderlich,
eine Tatsache, die in der Diskussion der No-Pair-Hartree-Fock-Theorie in [19] offen
geblieben war. Satz IV.13 wurde bereits in [86] bewiesen.
Man beachte, dass sich der Begriff
”
abgeschlossene Schalen“ hier auf den Cou-
lomb-Dirac-Operator bezieht, d.h. für N ∈ N liegt der Fall der abgeschlossenen Scha-
len vor, wenn ε0N+1 > ε
0
N gilt. Dabei spielt es keine Rolle, ob es sich um die Lücke
zwischen Schalen verschiedener Hauptquantenzahlen handelt oder um die Feinstruk-
turaufspaltung. Der Fall abgeschlossener Schalen ist also für N = 2, 8, 10, ... gegeben.
Zur Abkürzung bezeichnen wir die Menge aller solchen N mit CS.
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IV.3. Das Spektrum von Dirac-Fock-Operatoren
Zum Beweis der Hauptergebnisse müssen wir die Eigenwerte von Dirac-Fock-
Operatoren durch die Eigenwerte des Coulomb-Dirac-Operators kontrollieren. Die
entsprechenden Abschätzungen werden wir in diesem Abschnitt unter Verwendung
des Minimax-Prinzips von Griesemer und Siedentop [70] herleiten, das wir in An-
hang A.2 wiedergegeben haben. Wir werden dabei den Coulomb-Dirac-Operator als
ungestörten Operator behandeln und den Dirac-Fock-Operator als gestörten Opera-
tor. Als Erstes stellen wir sicher, dass die Voraussetzungen des Minimax-Theorems
[70, Theorem 3] bzw. Satz A.8 erfüllt sind.
Lemma IV.2 ([87], Lemma 1). Es sei A = D
(γ)
g,α mit 0 ≤ γ ∈ F , h = L2(R3)4,
Q = D(A). Ferner sei Λ+ := χ(0,∞)(Dg), Λ− := χ(−∞,0)(Dg), h± := Λ±hund 0 /∈
σ(D
(γ)
g,α). Dann sind die Voraussetzungen von Satz A.8 erfüllt, wenn (π/2)α‖γ‖1 ≤ bg
gilt.
Beweis. Es sei f ∈ Q−. Dann gilt
(f, D(γ)g,αf) = (f,Dgf) + α(f, W
(γ)f) ≤ (f,Dgf) + α(f, φ(γ)f)
≤ (f,Dgf) + π
2
α‖γ‖1(f, |∇|f) ≤ (f,Dgf) + π
2
α‖γ‖1 1
bg
(f, |Dg|f) ≤ 0,
wobei wir die Lemmata A.3 und A.7 sowie Formel (A.2) benützt haben. Die Bedin-
gung
(f, D(γ)g,αf) > 0
für alle f ∈ Q(A) ∩ H+ ist trivialerweise erfüllt wegen W (γ) ≥ 0 (Lemma A.3). Es
bleibt die Beschränktheit von (|D(γ)g,α|+ 1) 12 P−Λ+ zu zeigen. Dazu gehen wir wie folgt
vor: Wie in [69, Lemma 1] gilt
P−Λ+ = − α
2π
∞∫
−∞
(D(γ)g,α − iη)−1W (γ)(Dg − iη)−1dη Λ+,
d.h. wir müssen den Ausdruck
∞∫
−∞
(|D(γ)g,α|+ 1)
1
2 (D(γ)g,α − iη)−1W (γ)(Dg − iη)−1dη
abschätzen. Nun gilt ‖(Dg − iη)−1‖ ≤ [(ε01)2 + η2]−1/2. Ferner betrachten wir die
Funktion
[λ0,∞) → R, fη(λ) :=
√
(λ + 1)/(λ2 + η2),
wobei nach Annahme λ0 := inf σ(|D(γ)g,α|) > 0 gilt. Diese Funktion nimmt ihr Maximum
beim Punkt max{λ0,−1 +
√
1 + η2} an, d.h. es gilt
sup
λ
fη(λ) =



√
(λ0 + 1)/(λ20 + η
2) |η| ≤
√
(λ0 + 1)2 − 1√
(−1+
√
1+η2)+1
(−1+
√
1+η2)2+η2
|η| >
√
(λ0 + 1)2 − 1.
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Wir folgern (vgl. Schritt 4 im Beweis von Satz III.8), dass
∞∫
−∞
∥∥(|D(γ)g,α|+ 1)1/2(D(γ)g,α − iη)−1
∥∥ ∥∥W (γ)
∥∥ ∥∥(Dg − iη)−1
∥∥ dη
endlich ist, woraus die Beschränktheit von (|D(γ)g,α|+ 1) 12 P−Λ+ folgt. ¤
Lemma A.7 zeigt, dass die Bedingung 0 ∈ ρ(D(γ)g,α) in Lemma IV.2 erfüllt ist, wenn
bg > 4α‖γ‖1 gilt.
Lemma IV.2 ermöglicht es, die Eigenwerte des Dirac-Fock-Operators durch die
Eigenwerte des Coulomb-Dirac-Operators zu kontrollieren. Da das Minimax-Prinzip
die Eigenwerte geordnet nach Größe und unter Zählung der Vielfachheiten liefert,
erhalten wir nicht nur Informationen über die Lokalisierung der Eigenwerte, sondern
auch über die Dimension der Projektion auf einen gegebenen Teil des diskreten Spek-
trums. Man beachte, dass die Abschätzung nur von ‖γ‖1 abhängt, aber nicht von γ
selbst.
Lemma IV.3 ([87], Lemma 2). Es sei 0 ≤ γ ∈ F und es gelten die Voraussetzun-
gen von Lemma IV.2. Dann gilt für alle n ∈ N die Abschätzung
ε0n ≤ ε(γ)n ≤ (1 + (π/2)α‖γ‖1b−1g )ε0n.
Beweis. Wegen 0 ≤ X(γ), 0 ≤ φ(γ) und 0 ≤ W (γ) (Lemma A.3) folgt aus Lemma
A.2 und Lemma A.7 die Ungleichungskette
Dg ≤ Dg + αW (γ) ≤ Dg + αφ(γ) ≤ Dg + π2α‖γ‖1|∇|
≤ Dg + π2α‖γ‖1b−1g |Dg| ≤ (1 + π2α‖γ‖1b−1g )(Dg)+ + (1− π2α‖γ‖1b−1g )(Dg)−,
wobei (Dg)+ und (Dg)− der positive bzw. negative Teil des Coulomb-Dirac-Operators
ist. Wir wählen nun h± := Λ±h. Dann folgt aus der obigen Operatorungleichung so-
fort für alle n ∈ N die Ungleichung λn(Dg) ≤ λn(D(γ)g,α) ≤ (1+(π/2)α‖γ‖1b−1g )λn(Dg),
wobei die λn die Minimax-Werte sind, die in Satz A.8 definiert sind. Wegen Lemma
IV.2 sind die Voraussetzungen von Satz A.8 für D
(γ)
g,α erfüllt. Für Dg sind die Voraus-
setzungen wegen der Wahl von h± := Λ±h trivialerweise erfüllt. Für den Operator
(1 + (π/2)α‖γ‖1/dg)(Dg)+ + (1− (π/2)α‖γ‖1/dg)(Dg)−
sind die Voraussetzungen ebenfalls erfüllt, da er dieselben positiven und negativen
Spektralräume hat wie Dg. Somit folgt aus Satz A.8 sofort die behauptete Unglei-
chung. ¤
Lemma IV.4 ([87], Lemma 3). Es sei 0 ≤ γ ∈ F mit ργ sphärisch symmetrisch
und es gelten die Voraussetzungen von Lemma IV.2. Dann gilt für alle n ∈ N die
Ungleichungskette
ε0n ≤ ε(γ)n ≤ ε(g − α‖γ‖1)0n,
wobei ε(g−α‖γ‖1)0n die Eigenwerte des Coulomb-Dirac-Operators Dg−α‖γ‖1 sind, d.h.
des Coulomb-Dirac-Operators, in dem die Kopplungskonstante g durch g − α‖γ‖1
wurde.
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Beweis. Die erste Ungleichung ist dieselbe wie in Lemma IV.3. Für die zweite
Ungleichung stellen wir fest, dass aus der Newtonschen Ungleichung φ(γ) ≤ ‖γ‖1
| · |−1 folgt. Daher gilt wegen Lemma A.3 die Abschätzung
D(γ)g,α = Dg + αφ
(γ) − αX(γ) ≤ Dg + α‖γ‖1| · |−1.
Da
(f, (D0 − g| · |−1 + α‖γ‖1| · |−1)f) = (f, Dg−α‖γ‖1f) ≤ 0
wegen der Kato-Ungleichung und Lemma A.7 für alle f ∈ Q− gilt, erhalten wir aus
dem Minimax-Satz A.8
λn(Dg−α‖γ‖1) ≤ ε(g − α‖γ‖1)0n.
Zusammen mit Lemma IV.2 folgt daraus die Behauptung. ¤
Wir definieren nun c := (1 + (π/2)αN/bg)ε
0
N und η := ε
0
N+1 − c = ε0N+1 − (1 +
(π/2)αN/bg)ε
0
N . Es sei
α0 := sup{α ∈ R|ε0N+1 − (1 + π2αN/bg)ε0N > 0} = 2(ε0N+1 − ε0N)bg/(πNε0N).
Um die Notation zu vereinfachen, haben wir die Abhängigkeit dieser Größen von g
und α unterdrückt. Schließlich setzen wir
gg,N(α) := (ε
0
N)
2π2N3α3 + [−6πN2ε0Nε0N+1 +
(
4π − 1/4π2) N2(ε0N)2]bgα2
+ [(π − 12)Nε0Nε0N+1 − 4Nε01ε0N + 12n(ε0N+1)2 + (4− π) N(ε0N)2]bg2α
− bg3(ε0N + ε0N+1)2
und definieren α′0 als die kleinste Wurzel der kubischen Gleichung gg,N(α) = 0. Ferner
folgt aus Z ≤ α−1phys
√
1− (1 +√33)/16)2 ≈ 124.23 die Ungleichung ε01 ≥ ε03 − ε01, so
dass für diese Werte von Z die Abschätzung ε01 ≥ η gilt.
Satz IV.5 ([87], Theorem 1). Es sei N ∈ CS und α < min{α0, α′0, bg/(4N)}. Wir
wählen eine Kontour C gemäß
C(t) :=



ε01 − η2 + t(c + η2 − (ε01 − η2))− iη2 0 ≤ t ≤ 1
c + η
2
− iη
2
+ (t− 1)η 1 ≤ t ≤ 2
c + η
2
+ (t− 2)(ε01 − η2 − (c + η2)) + iη2 2 ≤ t ≤ 3
ε01 − η2 + iη2 − i(t− 3)η 3 ≤ t ≤ 4.
Dann hat die Abbildung
T : SN → SN , γ 7→ −(2πi)−1
∫
C
(D(γ)g,α − z)−1dz
einen eindeutigen Fixpunkt.
Wir bemerken, dass unsere Abschätzung an die zulässigen Werte für die Feinstruk-
turkonstante α wie 1/N gegen Null geht. Der hauptsächliche technische Grund hierfür
ist, dass die Kontrolle der Eigenwerte des Dirac-Fock-Operators durch die Eigenwer-
te des Coulomb-Dirac-Operators mit wachsendem N schlechter wird, da die Lücke
zwischen den Eigenwerten kleiner wird (siehe Lemma IV.3). Dies ist auch der Grund
dafür, dass unsere Abschätzungen an die Kontraktionseigenschaft der Abbildung T
mit steigendem N schlechter wird.
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Beweis von Satz IV.5.
Schritt 1: Man beachte, dass SN eine abgeschlossene Teilmenge von F ist. Es sei
γ ∈ SN . Wegen der Ungleichungen (siehe Lemma IV.3)
ε01 ≤ ε0k ≤ ε(γ)k ≤ (1 + π2αNb−1g )ε0k ≤ (1 + π2αNb−1g )ε0N < ε0N+1
für k = 1, . . . , N und weil T (γ) die Projektion auf den spektralen Teilraum von D
(γ)
g,α
zu den N kleinsten Eigenwerten von D
(γ)
g,α ist (Reed und Simon [124, Theorem XII.6]),
folgt γ ∈ F , tr T (γ) = N und γ ≥ 0. Folglich ist T wohldefiniert.
Schritt 2: Wir zeigen, dass die Abbildung T eine Kontraktion ist: Es sei γ, γ′ ∈ SN .
Es sei P die Projektion auf Ran(|Dg|(T (γ)−T (γ′)). Wegen dim Ran((T (γ)−T (γ′)) ≤
2N gilt dim Ran(|Dg|(T (γ)− T (γ′)) ≤ 2N , woraus ‖P‖1 ≤ 2N folgt. Daher gilt
‖T (γ)− T (γ′)‖F,g = ‖|Dg|(T (γ)− T (γ′))‖1 = ‖P |Dg|(T (γ)− T (γ′))‖1
≤ ‖P‖1 ‖|Dg|(T (γ)− T (γ′))‖ ≤ 2N
1− 4αN/bg
∥∥|D(γ)g,α|(T (γ)− T (γ′))
∥∥
≤ 2Ncg,α,Nbg
∥∥|D(γ)g,α|(T (γ)− T (γ′))
∥∥
≤ π−1cg,α,NbgN
∥∥∥∥∥∥
|D(γ)g,α|
∫
C
(
D(γ)g,α − z
)−1 −
(
D(γ
′)
g,α − z
)−1
dz
∥∥∥∥∥∥
≤ αcg,α,NNbg
π
∥∥∥∥∥∥
∫
C
|D(γ)g,α|
(
D(γ)g,α − z
)−1
W (γ−γ
′)
(
D(γ
′)
g,α − z
)−1
dz
∥∥∥∥∥∥
≤ αcg,α,NN(2η + (c− ε01))×
max
z∈C([0,4)]
(∥∥|D(γ)g,α|(D(γ)g,α − z)−1
∥∥) max
z∈C([0,4)]
∥∥∥∥
(
D(γ
′)
g,α − z
)−1∥∥∥∥ ‖γ − γ′‖F,g ,
wobei wir Lemma A.7, die Resolventengleichung, Lemma A.2 und Gleichung (A.1)
benützt haben.
Es sei z = x + iy ∈ C (x, y ∈ R) beliebig. Wir zeigen Abschätzungen an
‖|D(γ)g,α|(D(γ)g,α − z)−1‖. Es sei A := R \ [(0, ε01) ∪ (c, ε0N+1)] und E die Spektralschar
von D
(γ)
g,α. Wegen E[(0, ε01) ∪ (c, ε0N+1)] = 0 folgt∥∥|D(γ)g,α|(D(γ)g,α − z)−1
∥∥ ≤ sup
λ∈A
|λ|/|λ− z| = sup
λ∈A
fx,y(λ)
mit
fx,y(λ) := |λ|/|λ− z| = |λ|((λ− x)2 + y2)−1/2.
Es sei zunächst x = c + η/2 und y beliebig. Wegen fx,y(λ) ≤ |λ|/|λ− x| erhalten wir
sup
λ∈A
fx,y(λ) ≤ |ε0N+1|/|ε0N+1 − x| = 2ε0N+1/η.
Ähnlich gilt für x = ε01 − η/2 und beliebiges y die Abschätzung∥∥|D(γ)g,α|(D(γ)g,α − z)−1
∥∥ ≤ 2ε01/η.
Es sei nun y = ±η/2 und x ∈ [ε01 − η/2, c + η/2]. Offensichtlich gilt mit B :=
[ε01, c] ∪ [ε0n+1,∞) die Identität
sup
λ∈A
fx,y(λ) = sup
λ∈B
fx,y(λ).
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Eine kleine Rechnung zeigt, dass die Funktion fx,y ihr Maximum auf dem Intervall
[0,∞) bei λ0 = (x2 + y2)/x annimmt. Ferner gilt fx,y(λ) ≤ |λ|/|y| für alle λ ∈ R,
woraus
∥∥|D(γ)g,α|(D(γ)g,α − z)−1
∥∥ ≤ fx,y(λ0) ≤ (x2 + y2)/(x|y|)
folgt. Da die Funktion hy(b) := (b
2 + y2)/(b|y|) ihr Minimum auf (0,∞) bei b = |y|
annimmt und für b > |y| monoton steigend ist, erhalten wir
∥∥|D(γ)g,α|(D(γ)g,α − z)−1
∥∥ ≤ [(c + η/2)2 + η2/4] / [(c + η/2)η/2] ,
weil x > y gilt wegen der Bemerkung vor dem Satz. Eine kleine Rechnung zeigt nun
(c + η/2)2 + (η/2)2
(c + η/2)η/2
≤ 2ε
0
N+1
η
,
woraus ‖|D(γ)g,α|(D(γ)g,α−z)−1‖ ≤ 2ε0N+1/η für alle z ∈ C([0, 4]) folgt. Außerdem benützen
wir ∥∥∥(D(γ′)g,α − z)−1
∥∥∥ ≤ 1/ dist(z, σ(D(γ′)g,α )) = 2/η
für z ∈ ρ(D(γ′)g,α ), woraus zusammen
‖T (γ)− T (γ′)‖F,g ≤αcg,α,NN · (2η + (c− ε01))2ε0N+1η−12η−1‖γ − γ′‖F,g
=α[4Ncg,α,Nε
0
n+1(2η + (c− ε01))]η−2‖γ − γ′‖F,g
folgt. Die Bedingung 4αNcg,α,Nε
0
N+1(2η + (c− ε01))η−2 < 1 führt zu der Ungleichung
gg,N(α) < 0, woraus die Behauptung folgt. ¤
Man beachte, dass die Menge der Dichte-Matrizes γ ∈ F mit sphärisch sym-
metrischer Dichte ργ in der F -Norm abgeschlossen ist. Dies sieht man wie folgt:
Man wähle eine F -konvergente Folge γn solcher Dichtematrizes. Wir haben ledig-
lich zu zeigen, dass die Dichte des Grenzwertes ebenfalls sphärisch symmetrisch ist.
Jedoch folgt aus der Konvergenz in F die Konvergenz der entsprechenden Dichten
ρn in L
1. Es sei R eine Rotation. Dann gilt ρn,R(x) := ρn(Rx)
a.e.
= ρn(x) und somit
L1−limn→∞ ρn = L1−limn→∞ ρn,R. Daher können wir den Fixpunktsatz auf diese klei-
nere Menge anwenden. Das verbessert die Abschätzungen im Beweis von Satz IV.5
geringfügig, wenn wir Lemma IV.4 verwenden. Wir stellen das Ergebnis der numeri-
schen Auswertung dieser komplizierteren Bedingung in Abbildung IV.1 graphisch dar.
Wir bemerken Folgendes zu dieser Abbildung: In unseren Beweisen benützen wir aus
theoretischen Gründen zwei verschiedene Parameter, nämlich g und α. Physikalisch
würde man folgende Wahl treffen: (i) g = αphysZ, wobei Z die Kernladungszahl des
betreffenden Elements ist. (ii) α = αphys, wobei αphys ≈ 1/137. Um eine Beziehung
zur Physik herzustellen, wählen wir die erste Möglichkeit und stellen den maximalen
Wert von α dar, der unsere Voraussetzungen erfüllt. Die Grafik zeigt, dass wir αphys
nicht erreichen; jedoch liegt unser Ergebnis für hoch ionisierte mittelschwere Atome
in der richtigen Größenordnung.
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Abbildung IV.1. Der maximale Wert von α, für den die Kontrakti-
onseigenschaft von T garantiert werden kann, in Abhängigkeit von der
Kernladung Z = 137g und für N = 2 mit und ohne die zusätzliche
Annahme der sphärischen Symmetrie.
Korollar IV.6 ([87], Corollary 1). Es sei N ∈ CS und α erfülle die Vorausset-
zungen von Satz IV.5. Dann gibt es ein eindeutiges δ ∈ F , das die Projektion auf den
Eigenraum zu den N kleinsten Eigenwerten von D
(δ)
g,α ist.
Beweis. Satz IV.5 liefert die Existenz eines solchen δ. Andererseits erfüllt jede
Projektion γ auf die N kleinsten Eigenwerte von D
(γ)
g,α die Gleichung T (γ) = γ, die
die eindeutige Lösung δ hat. ¤
Wir setzen
EN := ε
0
1 + . . . + ε
0
N−1 a := 2πN
2(EN + ε
0
N)
b := [−3
4
πEN − (4 + π4 )ε0N+1 + (4− π2 ) ε0N ]bgN c := (−ε0N + ε0N+1)b2g
ag,N := (−b−
√
b2 − 4ac)/(2a).
Korollar IV.7 ([87], Corollary 2). Es sei N ∈ CS und es existiere eine Lösung
δ der Gleichung T (γ) = γ. Dann minimiert diese die Energie des Dirac-Fock-Funktio-
nals auf der Menge der Dirac-Fock-Lösungen, d.h. diese Lösung erfüllt
Eg,α(δ) = min{Eg,α(γ)|γ ∈ DF, tr γ = N},
wenn α ≤ min{ag,N , bg/(4N), α0} gilt.
Beweis. Wegen Lemma A.4 gilt für alle γ ≥ 0 die Ungleichung
(IV.1) Eg,α(γ) = tr D(γ)g,αγ − αQ(γ, γ) ≤ tr D(γ)g,αγ.
Wir wählen eine beliebige Lösung γ ∈ DF mit tr γ = N . Mit Lemma A.4 und Lemma
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A.7 erhalten wir
(IV.2) Eg,α(γ) = tr D(γ)g,αγ − αQ(γ, γ) ≥ tr D(γ)g,αγ − αD(ργ, ργ)
≥ tr D(γ)g,αγ − π4αN tr |∇||γ| ≥ tr D(γ)g,αγ − π4αNcg,α,N tr |D(γ)g,α||γ|
= (1− c̃g,α,N) tr D(γ)g,αγ.
Es seien εk, k = 1, . . . , N, diejenigen Eigenwerte (geordnet nach ihrer Größe und unter
Zählung der Vielfachheiten) von D
(γ)
g,α, deren Eigenvektoren im Wertebereich von γ
sind. Wenn die εk, k = 1, . . . , N, die Ungleichung
ε01 ≤ εk ≤
(
1 + π
2
αNb−1g
)
ε0N
für k = 1, . . . , N erfüllen, dann ist γ die Projektion auf den Eigenraum zu den N
kleinsten Eigenwerten von D
(γ)
g,α und daher gleich dem eindeutigen Fixpunkt δ von T .
Wegen Gleichung (IV.1) und Lemma IV.3 erhalten wir für die Energie des Fixpunktes
Eg,α(δ) ≤
N∑
m=1
ε(δ)m ≤ (1 + π2αNb−1g )
N∑
m=1
ε0m.
Wenn es andererseits ein l ∈ {1, . . . , N} gibt, so dass εj ≥ ε(0)N+1 für alle j ≥ l und
εj ≤ (1 + π2αNb−1g )ε
(0)
n für alle j ≤ l − 1 gilt, dann erhalten wir aus (IV.2) die
Abschätzung
Eg,α(γ) ≥ (1− c̃g,α,N) tr D(γ)g,αγ = (1− c̃g,α,N)
N∑
m=1
εm
≥ (1− c̃g,α,N)
( l−1∑
m=1
ε0m +
N∑
m=l
εm
) ≥ (1− c̃g,α,N)
( N−1∑
m=1
ε0m + ε
0
N+1
)
.
Wegen εm ≥ ε(0)N+1 > ε(0)N für m ≥ l folgt
Eg,α(γ)− Eg,α(δ)
= (1− c̃g,α,N)
N−1∑
m=1
ε0m + (1− c̃g,α,N)ε0N+1 − (1 + π2αNbg )
N∑
m=1
ε0m
= −α(π
4
Ncg,α,N +
πN
2bg
)
N−1∑
m=1
ε0m + (1− π4αNcg,α,N)ε0N+1 − (1 + π2αNbg )ε0N .
Die Bedingung Eg,α(γ)− Eg,α(δ) ≥ 0 liefert die in α quadratische Gleichung
2πN2(EN + ε
0
N)α
2 +
[−3π
4
EN −
(
4 + π
4
)
ε0n+1 + (4− π2 )ε0N
]
bgNα
+
(−ε0N + ε0N+1
)
b2g = 0,
deren kleinste Wurzel ag,N relevant ist. ¤
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Abbildung IV.2. Die Konstante min{ag,n, bg/(4N), α0} in
Abhängigkeit von der Kernladung Z = 137g für N = 2.
IV.4. Sphärische Symmetrie
Als nächsten Schritt folgen wir teilweise [18] und zeigen, dass der Fixpunkt von
T in einem gewissen Sinne sphärisch symmetrisch ist. Für jedes R ∈ SO(3) gibt es
ein UR ∈ SU(2) mit (Rx) · ~σ = UR(x · ~σ)U−1R für alle x ∈ R3. Man beachte, dass
UR nicht eindeutig ist; die beiden möglichen Wahlen unterscheiden sich jedoch nur
um −1. Da wir lediglich an Eigenvektoren interessiert sind, kümmern wir uns nicht
weiter um diese Zweideutigkeit. Für
f =
(
f (u)
f (l)
)
∈ L2(R3;C4)
definieren wir
fR(x) =
(
URf
(u)(R−1x)
URf
(l)(R−1x)
)
.
Offensichtlich gilt fR ∈ L2(R3;C4). Für γ =
∑∞
n=1 λn|ξn〉〈ξn| ∈ F definieren wir
γR :=
∞∑
n=1
λn|(ξn)R〉〈(ξn)R|.
Zunächst zeigen wir das folgende Lemma:
Lemma IV.8 ([87], Lemma 4). Es sei f ∈ L2(R3;C4) Eigenfunktion von D(γ)g,α mit
Eigenwert ε. Dann ist fR ∈ L2(R3;C4) Eigenfunktion von D(γR)g,α mit Eigenwert ε.
Beweis. Wir behandeln den Dirac-Fock-Operator Term für Term:
Erster Term: Es sei Q = R−1. Dann gilt
(IV.3) (−i α · ∇fR)(x) = VR(−i α · ∇f)(Qx)
mit
VR =
(
UR 0
0 UR
)
.
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Beweis: Wir bezeichnen mit ∂ die totale Ableitung und mit ∂j die entsprechende
partielle Ableitung. Es gilt
∂jfR =
(
UR∂jf
(u)
R
UR∂jf
(d)
R
)
=
(
UR[(∂f
(u))◦Q]Qej
UR[(∂f
(l))◦Q]Qej
)
=


UR
3∑
k=1
[(∂kf
(u))◦Q]Qkj
UR
3∑
k=1
[(∂kf
(l))◦Q]Qkj

 ,
woraus
α · ∇fR =
3∑
j=1
3∑
k=1
(
σjUR[(∂kf
(l))◦Q]Qkj
σjUR[(∂kf
(u))◦Q]Qkj
)
=
3∑
k=1
(
URU
−1
R (~σ ·Rek)UR(∂kf (l))◦Q
URU
−1
R (~σ ·Rek)UR(∂kf (u))◦Q
)
=
3∑
k=1
(
URσk(∂kf
(l)) ◦Q
URσk(∂kf
(u)) ◦Q
)
= VR(α · ∇f) ◦Q
folgt.
Zweiter Term: Es gilt
(IV.4) βfR = β
(
UR 0
0 UR
)(
f (u) ◦Q
f (l) ◦Q
)
= VR(βf) ◦Q
Dritter Term:
(IV.5) | · |−1fR = VR|Q · |−1f ◦Q = VR| · |−1f ◦Q
Vierter Term:
(IV.6) φ(γR)fR = VR
[∑
n
λn
〈(
UR[ξ
(u)
n ◦Q]
UR[ξ
(l)
n ◦Q]
)
,
(
UR[ξ
(u)
n ◦Q]
UR[ξ
(l)
n ◦Q]
)〉
C4
∗ 1| · |
]
(f ◦Q)
= VR
∫ ∑
n
λn
〈(
ξ
(u)
n (y)
ξ
(l)
n (y)
)
,
(
ξ
(u)
n (y)
ξ
(l)
n (y)
)〉
C4
dy
| · −Ry|f ◦Q
= VR[(φ
(γ) ◦Q)(f ◦Q)] = VR[(φ(γ)f) ◦Q]
Fünfter Term: Es gilt
(IV.7) (X(γR)fR)(x)
=
∫ ∑
n
λn
(
URξ
(u)
n (Qx)
URξ
(l)
n (Qx)
)〈(
URξ
(u)
n (Qy)
URξ
(l)
n (Qy)
)
,
(
URf
(u)(Qy)
URf
(l)(Qy)
)〉
C4
dy
|x− y|
= VR
∫
dy
∑
n
λn
(
ξ
(u)
n (Qx)
ξ
(l)
n (Qx)
)〈(
ξ
(u)
n (y)
ξ
(l)
n (y)
)
,
(
f (u)(y)
f (l)(y)
)〉
C4
|x−Ry|
= VR(X
(γ)f)(Qx),
woraus
(D(γR)fR)(x) = VR(D
(γ)
g,αf)(Qx) = εVRf(Qx) = εfR(x)
folgt, was die Behauptung zeigt. ¤
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Korollar IV.9 ([87], Corollary 3). Wenn α < α0 gilt und wenn T einen ein-
deutigen Fixpunkt δ hat, dann gilt
δR = δ
für alle R ∈ SO(3), d.h. δ ist sphärisch symmetrisch.
Beweis. Wegen des vorangehenden Lemmas folgt die Behauptung aus der Ein-
deutigkeit des Fixpunktes von T . ¤
Der folgende Satz ist in [18, Seite 4] angedeutet.
Satz IV.10 ([87], Theorem 2). Das Energiefunktional Eg,α ist invariant unter
Rotationen von Dichtematrizes, d.h. für alle γ ∈ F und alle R ∈ SO(3) gilt
Eg,α(γ) = Eg,α(γR).
Beweis. Wir bemerken die Identitäten 2E(γ, γ) = tr X(γ)γ und 2D(ργ, ργ) =
tr φ(γ)γ. Für alle f ∈ H1(R3)4, alle γ ∈ F und alle R ∈ SO(3) erhalten wir unter
Verwendung von (IV.3) bis (IV.7) die Gleichungen
(fR, DgfR) =
∫
G
VRf(Qx)
t
VR(Dgf)(Qx)dx = (f, Dgf)(IV.8)
(fR, X
(γR)fR) =
∫
G
VRf(Qx)
t
VR(X
(γ)f)(Qx)dx = (f,X(γ)f)(IV.9)
(fR, φ
(γR)fR) =
∫
G
VRf(Qx)
t
VR(φ
(γ)f)(Qx)dx = (f, φ(γ)f).(IV.10)
Das zeigt die Behauptung. ¤
IV.5. Lösungen der Dirac-Fock-Gleichungen als Minimierer
In diesem Abschnitt zeigen wir, dass die oben konstruierte Lösung der Dirac-
Fock-Gleichungen einen Minimierer des Dirac-Fock-Funktionals auf der Menge aller
Dichtematrizes liefert, wenn die Quantisierung bezüglich der Lösung der Dirac-Fock-
Gleichungen gewählt wird. Diese Aussage wurde bereits in [86] bewiesen, jedoch muss-
te dort noch die Existenz einer entsprechenden Lösung vorausgesetzt werden.
Wir benötigen zunächst eine technische Bemerkung:
Definition IV.11. Es sei γ ∈ F und P− eine orthogonale Projektion. Dann heißt
γ Dichtematrix bezüglich P− genau dann, wenn die Operatorungleichung
0 ≤ γ + P− ≤ 1
erfüllt ist.
Für Dichtematrizes bezüglich P− gilt das folgende Lemma:
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Lemma IV.12 ([87], Lemma 5). Es sei γ eine Dichtematrix bezüglich P− und es
sei P+ := 1− P−. Dann gelten die folgenden Operatorungleichungen
P−γP−P−γP− + P−γP+P+γP− ≤ −P−γP−
P+γP+P+γP+ + P+γP−P−γP+ ≤ P+γP+.
Beweis. Der Beweis folgt aus der Tatsache, dass die Ungleichung 0 ≤ γ +P− ≤ 1
die Ungleichung (γ + P−)2 ≤ γ + P− impliziert (siehe [8], Gleichungen (18) und
(19)). ¤
Mit diesen Vorbereitungen ist das Hauptergebnis dieses Abschnitts ein Korollar
aus dem folgenden Satz:
Satz IV.13 ([87], Theorem 3). Es sei δ = χ
[0,ε
(δ)
N ]
(D
(δ)
g,α) und N = tr δ. Ferner
gelte γ ∈ S̃(δ) und γ′ := γ − δ. Darüber hinaus sei 0 < π
4
cg,α,Nα < 1. Dann gilt
(IV.11) Eg,α(γ) ≥ Eg,α(δ),
wenn eine der folgenden Bedingungen erfüllt ist:
(1) Die Dichtematrix γ′ ist eine orthogonale Störung von δ, d.h. δγ′δ = 0.
(2) Es gilt γ ∈ S̃(δ)∂N und die Differenz ε(δ)N+1 − ε(δ)N ist so groß, dass
(IV.12) (1− π
4
cg,α,Nα)ε
(δ)
N+1 − (1 + π4 cg,α,Nα)ε
(δ)
N ≥ 0
gilt.
Beweis. Zunächst bemerken wir, dass aus der Voraussetzung die Ungleichung
ε
(δ)
N+1 > ε
(δ)
N folgt. Wir setzen P− := χ(−∞,ε(δ)N ]
(D
(δ)
g,α) und P+ := 1−P−. Diese Wahl der
Projektionen bedeutet, dass wir den Dirac-See so verschieben, dass die Eigenfunktio-
nen der besetzten Orbitale zum Dirac-See gehören.
Wir wählen nun eine beliebige Dichtematrix in γ ∈ S̃(δ). Es gilt
0 ≤ γ + Λ− = γ′ + δ + Λ− = γ′ + P− ≤ 1,
d.h. γ′ ist eine Dichtematrix bezüglich P−, wobei Λ+ := Λ
(δ)
+ und Λ− := Λ
(δ)
− ist. Wir
setzen nun γ in das Funktional ein und erhalten
Eg,α(γ) = tr (Dg (γ′ + δ)) + αQ (γ′ + δ, γ′ + δ)
= tr (Dgδ) + αQ (δ, δ) + tr (Dgγ
′) + 2αQ (δ, γ′) + αQ (γ′, γ′)
= Eg,α (δ) + tr D(δ)g,αγ′ + αQ (γ′, γ′) ≥ Eg,α (δ) + tr D(δ)g,αγ′ − αE(γ′, γ′).
Ferner gilt
γ′γ′ = P+γ′P+γ′P+ + P+γ′P+γ′P− + P+γ′P−γ′P+ + P+γ′P−γ′P−
+ P−γ′P−γ′P− + P−γ′P−γ′P+ + P−γ′P+γ′P− + P−γ′P+γ′P+.
Mit Lemma A.5 und Lemma A.7 berechnen wir E(γ′, γ′), wobei wir die Ungleichungen
aus Lemma IV.12 beachten. Außerdem verschwinden alle Terme der Form
tr(|D(δ)g,α|
1
2 P−γ′P+P+γ′P+|D(δ)g,α|
1
2 ),
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denn die Spektralprojektionen vertauschen mit D
(δ)
g,α. Wir finden
E(γ′, γ′) ≤ π
4
tr (γ′|∇|γ′) ≤ π
4
cg,α,N tr(γ
′ ∣∣D(δ)g,α
∣∣ γ′)
≤ π
4
cg,α,N tr
(
|D(δ)g,α|
1
2 (P+γ
′P+ − P−γ′P−)‖D(δ)g,α|
1
2
)
= π
4
cg,α,N tr
(
D(δ)g,α(P+γ
′P+ + Λ−γ′Λ− − δγ′δ)
)
.
Ferner gilt
tr D(δ)g,αγ
′ = tr
(
D(δ)g,α(P+γ
′P+ + Λ−γ′Λ− + δγ′δ
)
,
d.h. wir erhalten insgesamt
Eg,α(γ) = Eg,α (δ) + tr D(δ)g,αγ′ + αQ(γ′, γ′)
≥ Eg,α (δ) +
(
1− π
4
cg,α,Nα
)
tr D(δ)g,αP+γ
′P+
+
(
1 + π
4
cg,α,Nα
)
tr D(δ)g,αδγ
′δ +
(
1− π
4
cg,α,Nα
)
tr D(δ)g,αΛ−γ
′Λ−.
Wir sehen, dass die Energie wächst, wenn γ′ eine orthogonale Störung von δ ist, denn
in diesem Fall gilt δγ′δ = δ(γ − δ)δ = 0. Dies zeigt den ersten Teil der Behauptung.
Wir wenden uns nun dem Beweis des zweiten Teils der Behauptung zu: Von nun
an nehmen wir γ ∈ S̃(δ)∂N an. Wegen tr γ = tr δ gilt tr γ′ = 0. Ferner ist
tr γ′ = tr Λ−γ′Λ− + tr δγ′δ + tr P+γ′P+,
so dass
0 ≤ − tr Λ−γ′Λ− = tr δγ′δ + tr P+γ′P+
gilt, denn Λ−γ′Λ− = Λ−γΛ− ist ein negativer Operator. Es folgt
tr δγ′δ ≥ − tr P+γ′P+.
Man beachte tr δγ′δ ≤ 0. Es gilt sogar −1 ≤ δγ′δ ≤ 0, denn es ist
(f, δγ′δf) = (fDF , δγ′δfDF)
= (fDF, δγδfDF)− (fDF, δfDF) ≤ (fDF, Λ+fDF)− (fDF, fDF) = 0
und
(f, δγ′δf) = (fDF, δγ′δfDF) = (fDF, δγδfDF)− (fDF, δfDF)
≥ −(fDF, Λ−fDF)− (fDF, fDF) = −(fDF, fDF) ≥ −(f, f),
wobei wirfDF := δf gesetzt haben.
Es seien nun λi, i = 1, . . . , N , und fi, i = 1, . . . , N , Eigenwerte und die entspre-
chenden Eigenvektoren von δγ′δ, und λi, i > N , sowie fi, i > N , Eigenwerte und die
entsprechenden Eigenvektoren von P+γ
′P+. Dann gilt
tr D(δ)g,αδγ
′δ =
N∑
i=1
λi
(
fi, D
(δ)
g,αfi
) ≥ ε(δ)N tr δγ′δ ≥ −ε(δ)N tr P+γ′P+
und
tr D(δ)g,αP+γ
′P+ =
∞∑
i=N+1
λi
(
fi, D
(δ)
g,αfi
) ≥ ε(δ)N+1 tr P+γ′P+.
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Es folgt
(IV.13) Eg,α(γ)− Eg,α(δ) ≥ (1− π4 cg,α,Nα) tr D(δ)g,αP+γ′P+
+ (1 + π
4
cg,α,Nα) tr D
(δ)
g,αδγ
′δ
≥ (1− π
4
cg,α,Nα)ε
(δ)
N+1 tr P+γ
′P+ − (1 + π4 cg,α,Nα)ε
(δ)
N tr P+γ
′P+
= [(1− π
4
cg,α,Nα)ε
(δ)
N+1 − (1 + π4 cg,α,Nα)ε
(δ)
N ] tr P+γ
′P+.
Wegen tr P+γ
′P+ = tr P+γP+ ≥ 0 zeigt das die Behauptung. ¤
Wir setzen a := (2πN2 − 1/8π2N)ε0N , b := ((4N − 1/4π − 1/2πN)ε0N − (4N +
1/4π)ε0N+1) bg und c := (ε
0
N+1 − ε0N)(bg)2 und definieren damit
kg,N := (−b−
√
b2 − 4ac)(2a)−1.
Korollar IV.14 ([87], Corollary 4). Es sei N ∈ CS und δ wie in Satz IV.13.
Ferner sei α ≤ min{kg,N , bg4N }. Dann gilt
(IV.14) Eg,α(δ) = EDFN := inf{Eg,α(γ)|γ ∈ S̃(δ)∂N}.
Beweis. Es reicht, Gleichung (IV.12) in Satz IV.13 zu verifizieren. Wegen Lemma
IV.3 reicht es,
(
1− π
4
cg,α,Nα
)
ε0N+1 −
(
1 + π
4
cg,α,Nα
) · (1 + π
2
αNb−1g )ε
0
N ≥ 0
zu zeigen. Diese Bedingung führt zu der quadratischen Gleichung
(
2πN2− 1
8
π2N
)
ε0Nα
2+
((
4N− 1
4
π− 1
2
πN
)
ε0N−
(
4N+ 1
4
π
)
ε0N+1
)
bgα
+
(
ε0N+1 − ε0N
)
(bg)
2 = 0,
deren relevante kleinere Lösung durch kg,N gegeben ist. ¤
Wir schließen das Kapitel mit einigen Bemerkungen:
(1) Im Sinne von Mittleman ist die Grundzustandsenergie EMN von N relativisti-
schen Elektronen im Feld eines Kerns mit Kopplungskonstante g in Hartree-
Fock-Näherung definiert durch
(IV.15) EMN := sup{inf{Eg,α(γ)|γ ∈ S̃(δ)∂N}|δ ∈ F, δ = δ2, tr δ = N}.
Korollar IV.14 zusammen mit Gleichung (IV.11) zeigt unter den dort ge-
machten Annahmen, dass EMN ≥ EDFN gilt. Die umgekehrte Ungleichung gilt
– ohne Einschränkung auf abgeschlossene Schalen – für hinreichend kleine α
(Barbaroux et al. [18, Formel (13)]). Folglich stimmen diese beiden Defini-
tionen der Grundzustandsenergien für hinreichend kleine α überein. In der
Tat zeigt das eine Vermutung von Barbaroux-Esteban-Séré für diesen Fall.
(Siehe Barbaroux et al. [18, Theorem 5]).
(2) Da diese Vermutung im Falle offener Schalen falsch ist (siehe [18, 20]), zeigt
die vorangehende Bemerkung auch, dass die Einschränkung auf den Fall ab-
geschlossener Schalen nicht nur technischer Art ist.
(3) Unter der Annahme, dass δ eine sphärisch symmetrische Dichte ρδ hat, lässt
sich die Behauptung von Korollar IV.14 sogar für größere α zeigen, indem
Lemma IV.4 statt Lemma IV.3 verwendet wird. Die Ergebnisse dieser nume-
rischen Berechnung sind zusätzlich in Abbildung IV.3 dargestellt.
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Abbildung IV.3. Der maximale Wert von α, für den wir garantieren
können, dass eine Projektion δ ∈ DF auf die kleinsten Eigenwerte von
D(δ) die Energie minimiert, in Abhängigkeit von der Kernladung Z =
137g und für N = 2.
Teil 3
Atome in Wechselwirkung mit dem
Strahlungsfeld

KAPITEL V
Das Pauli-Fierz-Modell
In diesem Teil untersuchen wir Atome mit einem oder mehreren Elektronen in
Wechselwirkung mit dem Strahlungsfeld in zweiter Quantisierung in Coulomb-Eichung.
Von Interesse ist dabei insbesondere die Lebensdauer angeregter Zustände. In Kapitel
V betrachten wir das Pauli-Fierz-Modell, in dem die Elektronen nicht-relativistisch
durch den Schrödinger-Operator beschrieben werden. Dieses Modell wurde eingehend
von Bach, Fröhlich und Sigal [9, 10, 12, 13], von Griesemer, Lieb und Loss [68], von
Fröhlich, Griesemer und Schlein [58, 58, 59, 60], sowie vielen weiteren untersucht.
Bach et al. [13] haben unter anderem die Lebensdauer angeregter Zustände betrach-
tet. Sie zeigen, dass die Überlebenswahrscheinlichkeit (für kleine Kopplungskonstan-
ten) durch einen in der Zeit exponentiell abfallenden Term und einen polynomialen
Term nach oben beschränkt ist. Wir verwenden und erweitern die Analysis von Bach,
Fröhlich und Sigal, um (ebenfalls für kleine Kopplungskonstanten) eine obere und
untere Schranke an die Überlebenswahrscheinlichkeit zu beweisen. Auf die inhaltli-
chen und technischen Unterschiede zu der Arbeit [13] werden wir in Bemerkung V.13
in Kapitel V.3 im Detail eingehen. Abou Salem, Faupin, Fröhlich und Sigal [1] ha-
ben wenige Monate nach [79] ein ähnliches Ergebnis mit etwas anderen Methoden
bewiesen. Die Darstellung in Kapitel V folgt [79].
Wir bemerken, dass wir in Kapitel VI ein relativistisches Elektron im Feld ei-
nes Atomkerns betrachten. Sowohl im Pauli-Fierz-Modell als auch im relativistischen
Modell stimmen unsere Formeln an den führenden exponentiellen Term für den Zer-
fall mit den Vorhersagen der Goldenen Regel (siehe [124, Kapitel XII.6] und [24,
Abschnitt 59 ff.]) überein.
In beiden Modellen werden wir wie in [12, 13] komplex dilatierte Operatoren
verwenden. Da diese Operatoren nicht normal sind, existiert keine hinreichend gute
Störungstheorie für die Spektren dieser Operatoren. Wie in [12, 13] werden wir da-
her die Technik der Feshbach-Projektion in Verbindung mit Abschätzungen an den
numerischen Wertebereich verwenden.
Die sogenannte Feshbach-Methode ist nach dem Physiker Herman Feshbach be-
nannt, der diese zur Behandlung von Resonanzen in der Kernphysik verwendet hat
[52, Gleichung (2.14)]. Auch Howland [85] verwendet die Methode bzw. den Feshbach-
Operator unter der Bezeichnung
”
Livšic-Matrix“, da Livšic [110, 109] die Methode
in der Streutheorie verwendet hatte. Darüber hinaus ist die Methode unter dem Na-
men
”
Schur-Komplement“ bekannt. Diese Bezeichnung scheint auf Haynsworth [80]
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zurückzugehen, die die Bezeichnung in Anlehnung an die Schursche Determinanten-
formel verwendete. Für eine detaillierte Übersicht über die Geschichte des Schur-
Komplements und seine Anwendungen in der Mathematik verweisen wir auf [148].
Auch Menniken und Motovilov [113, 112] verwenden das Schur-Komplement unter
der Bezeichnung
”
Transfer-Funktion“ zur Behandlung von Resonanzen bei 2 × 2-
Operator-Matrizes.
Man beachte, das wir in diesem und dem folgenden Kapitel bei Operatoren der
Form PAP , wobei A ein abgeschlossener Operator ist und P eine Projektion mit
Dom A ⊂ Ran P , nicht zwischen den Operatoren PAP und PAP |Ran P unterschei-
den. Es ist aus dem Zusammenhang ersichtlich, welcher der Operatoren gemeint ist.
Skalarprodukte werden wir in diesem und dem folgenden Kapitel mit 〈·, ·〉 bezeichnen.
V.1. Modell und Definitionen
Der Hilbert-Raum des Pauli-Fierz-Modells ist
H := Hel ⊗F ,
wobei
Hel := ANL2[(R3 × Z2)]N
der Hilbert-Raum für N Elektronen mit Spin und
F :=
∞⊕
N=0
SNL2[(R3 × Z2)]N
der Fock-Raum (mit Vakuum Ω) des quantisierten elektromagnetischen Feldes unter
Berücksichtigung der zwei Polarisationen der Photonen ist. AN und SN sind die Pro-
jektionen auf die Teilräume der Funktionen, die anti-symmetrisch bzw. symmetrisch
unter einer Permutation der Variablen sind. Der Operator
H ′el := −
~2
2m
∆3N +
e2
4πε0
[
N∑
j=1
−Z
|xj| +
∑
1≤i<j≤N
1
|xi − xj|
]
,
der auf Dom(H ′el) := Hel ∩H2[(R3 × Z2)]N selbstadjungiert ist, beschreibt die Elek-
tronen, und der Operator für das gesamte System ist
H ′g :=
1
2m
N∑
j=1
: [σj · (−i ~∇xj − eA′κ′(xj))]2 : +H ′f
+
e2
4πε0
[
N∑
j=1
−Z
|xj| +
∑
1≤i<j≤N
1
|xi − xj|
]
,
wobei Z die Kernladungszahl ist, e < 0 die Elektronenladung, ~ die reduzierte Planck-
Konstante, ε0 die Dielektrizitätskonstante des Vakuums, m die Masse des Elektrons,
σj der Vektor der Pauli-Matrizes für das j-te Elektron, und : · · · : Normalordnung
bedeutet.
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Die kinetische Energie der Photonen ist
(V.1) H ′f := ~c
∑
µ=1,2
∫
k∈R3
dk |k|a′∗µ (k)a′µ(k),
wobei die a′∗µ (k) und a
′
µ(k) die üblichen Erzeugungs- und Vernichtungsoperatoren
sind. Das Strahlungsfeld in zweiter Quantisierung ist A′κ′(x) := A
′
κ′(x)+ + A
′
κ′(x)−,
wobei
A′κ′(x)+ :=
∑
µ=1,2
∫
k∈R3
dk κ′(|k|)
√
~
2ε0c|k|(2π)3 ε
′
µ(k)e
−ik·xa′∗µ (k)(V.2)
A′κ′(x)− :=
∑
µ=1,2
∫
k∈R3
dk κ′(|k|)
√
~
2ε0c|k|(2π)3 ε
′
µ(k)e
i αk·xa′µ(k)(V.3)
gilt. Hierbei sind ε′µ(k), µ = 1, 2, die Polarisationsvektoren des Photons, die nur von
der Richtung von k abhängen, und c ist die Lichtgeschwindigkeit.
Wir benützen hier SI-Einheiten; für physikalische Details zu diesen Operatoren
verweisen wir auf [34, 35]. Wir setzen a0 := α
−1( ~
mc
) (Bohr-Radius), ζ := a0 und
ξ−1 := α
a0
. Des Weiteren ist κ′(r) := κ(rξ) eine Abschneidefunktion, die von der
Sommerfeldschen Feinstrukturkonstanten α = e
2
4πε0~c abhängt. κ ist eine Funktion,
die auf dem Intervall [0,∞) positiv ist, die Bedingung κ(r) → 1 für r → 0 erfüllt
und eine analytische Fortsetzung in einen Kegel um die positive reelle Achse hat,
die beschränkt ist und schneller als jedes inverse Polynom abfällt, z.B. κ(r) := e−r
4
.
Wir folgen [13, 12] und skalieren den Operator mit der Transformation xj → ζxj
und k → ξ−1k. Die zugehörige unitäre Abbildung bezeichnen wir mit U . Nach dieser
Transformation werden die Positionen der Elektronen in Einheiten von a0 gemes-
sen, die Wellenvektoren der Photonen in Einheiten von α
a0
und Energien in Einheiten
von 2Ry, wobei das Rydberg definiert ist durch Ry := α
2mc2
2
. Diese Wahl der Ska-
lierung bzw. der physikalischen Einheiten ist für die Beschreibung von photonischen
Übergängen zwischen angeregten Zuständen von Atomen zweckmäßig. Die Einheit
der Photonenkoordinaten ist so nämlich gerade von der Ordnung der Radien der
klassischen Elektronenumlaufbahnen, die Einheit der Energie von der Ordnung der
Energieniveaudifferenzen des Atoms und die Einheit der photonischen Wellenvektoren
gerade von der Ordnung der Wellenvektoren der Lichtquanten, die bei den betrach-
teten Übergängen ausgesandt werden. Die Skalierung unterscheidet sich von der in
[13, 12] gewählten um einen Faktor zwei, da dies den Vergleich mit dem relativisti-
schen Modell in Kapitel VI vereinfacht.
Die Erzeugungs- und Vernichtungsoperatoren transformieren sich gemäß
Ua′µ(k)U
−1 = ξ3/2aµ(ξk), Ua′∗µ (k)U
−1 = ξ3/2a∗µ(ξk).
Ferner setzen wir
εµ(k) := ε
′
µ(ξ
−1k), µ = 1, 2.
Folglich erhalten wir
UH ′gU
−1 = α2(mc2)Hg,
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mit Hg := H0 + Wg und H0 := Hel ⊗ 1f + 1el ⊗Hf , wobei
(V.4) Hel := −1
2
∆3N +
N∑
j=1
−Z
|xj| +
∑
1≤i<j≤N
1
|xi − xj| .
Hierbei ist
(V.5) Hf :=
∑
µ=1,2
∫
k∈R3
dk |k|a∗µ(k)aµ(k)
und die Wechselwirkung ist gegeben durch
Wg :=
N∑
j=1
{
α3/2Aκ(αxj) · (−i∇xj) +
α3
2
: A2κ(αxj) :
+
α5/2
2
σj · (∇× Aκ)(αxj)
}
,
wobei Aκ(x) := Aκ(x)+ + Aκ(x)− mit
Aκ(x)+ :=
∑
µ=1,2
∫
k∈R3
dk κ(|k|)√
4π2|k| εµ(k)e
−ik·xa∗µ(k)(V.6)
Aκ(x)− :=
∑
µ=1,2
∫
k∈R3
dk κ(|k|)√
4π2|k| εµ(k)e
ik·xaµ(k)(V.7)
das transformierte Strahlungsfeld in zweiter Quantisierung ist.
Wie in [13] setzen wir g := α3/2. Im Folgenden betrachten wir die Kopplungskon-
stante g := α3/2 > 0 als den Störungsparameter. Wir nehmen an, dass das Spektrum
von Hel die Struktur
σ(Hel) = {E1, E2, . . .} ∪ [Σ,∞)
hat, wobei Σ := inf σess(Hel) gilt und E1 < E2 < . . . (mindestens zwei) Eigenwerte
sind, die sich höchstens bei Σ häufen. Dies ist für N ≤ Z erfüllt [149], jedoch nicht
für N ≥ 2Z + 1 [105].
Wir betrachten einen (festen) Eigenwert En of Hel mit n ≥ 2. Für 0 < ε < 1/3
setzen wir ρ0 := g
2−2ε und A := [En − δ/2, En + δ/2] + i [−g2−ε,∞), wobei δ :=
dist(En, σ(Hel) \ {En}) > 0 ist. Die Abhängigkeit der Menge A von g unterdrücken
wir zur Verkürzung der Notation. Wir definieren Operatoren
Hel(θ) : = Uel(θ)HelUel(θ)−1, Hg(θ) := U(θ)HgU(θ)−1 und(V.8)
Wg(θ) : = U(θ)WgU(θ)−1
für reelle θ, wobei U(θ) die unitäre Gruppe ist, die vom Erzeuger der Dilatationen ge-
neriert wird. Sie ist so definiert, dass die Koordinaten der Elektronen gemäß xj 7→ eθxj
dilatiert werden, und die Impulse der Photonen gemäß k 7→ e−θk. Man kann zeigen
[13, Corollary 1.3, Corollary 1.4], dass die Operatoren in Gleichung (V.8) für |θ| ≤ θ0
mit einem θ0 > 0 holomorphe Familien von Operatoren sind. Wir setzen θ := i ϑ
mit ϑ > 0. Ferner ist Uel(θ) die oben beschriebene Dilatation auf dem elektronischen
Hilbert-Raum.
Wir definieren (mit r > 0 klein genug) Pel,n′(θ) := −(2πi )−1
∫
|En′−z|=r(Hel(θ) −
z)−1dz als Projektion auf den Eigenraum von Hel(θ) zum Eigenwert En′ und setzen
P el,n′(θ) := 1−Pel,n′(θ). Ferner definieren wir P := Pel,n(θ)⊗χHf≤ρ0 und P := 1−P (θ).
Zur Abkürzung schreiben wir Pel,n′ := Pel,n′(0).
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Wir folgen [13] und verwenden den Feshbach-Operator
(V.9) FP (θ)(Hg(θ)− z) := P (θ)(Hg(θ)− z)P (θ)
− P (θ)Wg(θ)P (θ)[P (θ)(Hg(θ)− z)P (θ)]−1P (θ)Wg(θ)P (θ).
Die wichtigsten Eigenschaften dieses Operators fassen wir in Anhang B ohne Be-
weis zusammen. Für Details verweisen wir den Leser auf [12, Abschnitt IV] und [13]
sowie auf Kapitel VI, wo wir analoge Aussagen für das relativistische Modell betrach-
ten werden.
Bach, Fröhlich und Sigal [12, 13] haben gezeigt, dass der Feshbach-Operator in
einem gewissen Sinne durch die Operatoren
Z̃od(α) := lim
ε↓0
∑
µ=1,2
∫
k∈R3
dk Pel,nw0,1(k, µ; 0)(V.10)
× P el,n[P el,nHel − Ej + |k| − i ε]−1P el,nw1,0(k, µ; 0)Pel,n
und
(V.11) Z̃d(α) :=
∑
µ=1,2
∫
k∈R3
dk
|k|Pel,nw0,1(k, µ; 0)Pel,nw1,0(k, µ; 0)Pel,n
approximiert werden kann. Die Kopplungsfunktionen w0,1(k, µ; θ) und w1,0(k, µ; θ)
werden wir später mit θ 6= 0 benötigen. Wenn wir den Impuls des j-ten Elektrons mit
pj bezeichnen, dann sind die Kopplungsfunktionen
(V.12) w0,1(k, µ; θ) := w1,0(k, µ; θ̄)
∗
:=
N∑
j=1
{e−θG(θ)xj (k, µ) · pj +
1
2
σj ·B(θ)xj (k, µ)}
mit
(V.13) G(θ)x (k, µ) :=
e−θκ(e−θ|k|)√
4π2|k| e
i αk·xεµ(k)
und
(V.14) B(θ)x (k, µ) :=
αe−2θκ(e−θ|k|)
i
√
4π2|k| e
i αk·x(k × εµ(k)).
Wir setzen
(V.15) Z̃(α) := Zdj (α) + Z
od
j (α), Z̃(α; θ) := Uel(θ)Z̃(α)Uel(θ)−1,
Z(θ) := Z̃(0; θ) und Z := Z̃(0; 0).
Bereits in [13] wurde bemerkt, dass der Realteil der Matrix Z die Lamb-Verschiebung
in Übereinstimmung mit Bethes Ergebnis [23] liefert. Die Lamb-Verschiebung wird
in Bemerkung VI.3 besprochen, auch wenn ihre mathematische Behandlung nicht
Gegenstand dieser Arbeit ist.
Wir betrachten den Feshbach-Operator FP (θ)(Hg(θ)− z) als Operator auf Ran P .
Ebenso betrachten wir die Operatoren Z̃(α) := Zd(α) + Zod(α) und Z̃(α, θ) als Ope-
ratoren auf Ran Pel,n bzw. Ran Pel,n(θ).
Wir können nun das Hauptergebnis dieses Kapitels formulieren, das wir in Kapitel
V.3 beweisen werden.
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Satz V.1 ([79], Theorem 1). Es sei 0 < ε < 1/3 und g > 0 klein genug. Es seien
φ1 und φ2 normierte Eigenvektoren von Hel mit Eigenwert En und ψi := φi ⊗ Ω.
Außerdem sei der Imaginärteil Im Z := 1
2i
(Z −Z∗) von Z auf Ran Pel,n strikt positiv.
Dann gilt mit dem dimensionslosen Zeitparameter s ≥ 0
〈ψ1, e−isHgψ2〉 = 〈φ1, e−is(En−g2Z)φ2〉+ b(g, s),
wobei |b(g, s)| ≤ Cgε für ein C ≥ 0.
Aus diesem Satz folgt sofort das folgende Korollar:
Korollar V.2 ([79], Corollary 2). Es gelten die Voraussetzungen von Satz V.1
und es sei ψ := φ ⊗ Ω, wobei φ := φ1 = φ2 ein Eigenvektor von Z mit Eigenwert Γ
ist. Dann gilt, wenn 0 < τ := g2s konstant gehalten wird,
lim
g↓0
|〈ψ, e−isHgψ〉| = e−τ ImΓ.
Bevor wir uns in den folgenden Abschnitten dem Beweis dieses Ergebnisses wid-
men werden, halten wir noch einige Beobachtungen fest:
Bemerkung V.3. Die Einschränkung ε < 1/3 ist rein technischer Natur und auf
die Abschätzungen aus [13, 12] zurückzuführen, die im Beweis verwendet werden.
Es ist möglich, diese Abschätzungen so zu verbessern, dass auch der Fall ε = 1/3
eingeschlossen ist. Wir verzichten jedoch auf die Durchführung dieser langwierigen
und technischen Abschätzungen für das Pauli-Fierz-Modell, um die Darstellung nicht
unnötig zu verlängern. Stattdessen geben wir für das relativistische Modell in Kapitel
VI Abschätzungen, die den Fall ε = 1/3 mit einschließen.
Bemerkung V.4. Die Aussage des Satzes kann auch mit Hilfe der ursprüng-
lichen Operatoren formuliert werden: Es seien φ′1 und φ
′
2 normierte Eigenvektoren
von H ′el mit Eigenwert α
2mc2En und ψ
′
i := φ
′
i ⊗ Ω. Dann gilt 〈ψ′1, e−it~
−1H′gψ′2〉 =
〈φ′1, e−it
α2mc2
~ (Ej−g2Z′)φ′2〉+O(α3ε/2) = 〈φ1, e−it
α2mc2
~ (En−g2Z)φ2〉+O(α3ε/2) mit φi⊗Ω =
U [φ′i ⊗ Ω]. Hierbei ist
Z ′ :=
~2
α4m3c2
[
lim
ε↓0
∑
µ=1,2
∫
k∈R3
dk
κ′(|k|)2
4π2|k| P
′
el,nε
′
µ(k) · p′P
′
el,n
× [P ′el,nH ′el − α2mc2En + ~c|k| − i ε]−1P
′
el,nε
′
µ(k) · p′P ′el,n
+
∑
µ=1,2
∫
k∈R3
dk
~c|k|
κ′(|k|)2
4π2|k| P
′
el,nε
′
µ(k) · p′P ′el,nε′µ(k) · p′P ′el,n
]
.
P ′el,n ist dabei die Projektion auf den Eigenraum von H
′
el zum Eigenwert α
2mc2En,
und wir haben p′j := −i ~∇xj und p′ :=
∑n
j=1 p
′
j gesetzt.
Bemerkung V.5. Man beachte, dass die Matrix Z̃(α) von der Feinstrukturkon-
stanten α abhängt, da auch die Kopplungsfunktionen in (V.12), (V.13) und (V.14)
α-abhängig sind. Wegen des exponentiellen Abfalls der Eigenfunktionen des elektro-
nischen Operators kann Z̃(α) in eine Potenzreihe in α = g2/3 entwickelt werden.
Der Term nullter Ordnung entspricht dabei den elektrischen Dipolübergängen (E1-
Übergänge), die Terme höherer Ordnung entsprechen magnetischen Dipolübergängen
und elektrischen und magnetischen Übergängen höherer Ordnung.
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Für ein C > 0 gilt
(V.16) g2‖Z̃(α; θ)− Z(θ)‖ ≤ Cg2+2/3.
Es ist leicht zu sehen, dass der Imaginärteil von Z durch (siehe auch [12, Gleichung
(IV.19)]) die Gleichung
Im Z =π
n−1∑
n′=1
∑
µ=1,2
∫
|ω|=1
dω (En′ − En)2(V.17)
× κ(En − En′)
2
4π2(En − En′)Pel,n[εµ(ω) · p]Pel,n
′ [εµ(ω) · p]Pel,n
=
2
3
n−1∑
n′=1
(En − En′)κ(En − En′)2Pel,npPel,npPel,n
gegeben ist. Im letzten Schritt haben wir dabei die Beziehungen
∑
µ=1,2
(εµ(ω))m(εµ(ω))n = δm,n − ωmωn
und ∫
|ω|=1
dω ωmωn =
4πδm,n
3
verwendet, wobei δm,n das Kronecker-Symbol ist. Ferner ist p :=
∑N
j=1 pj und der
Ausdruck Pel,npPel,n′pPel,n bedeutet ein euklidisches Skalarprodukt. Analog setzen wir
x :=
∑N
j=1 xj. Mit der Kommutatorbeziehung
[x,Hel] = ip
erhalten wir
(V.18) Im Z =
2
3
n−1∑
n′=1
(En − En′)3κ(En − En′)2Pel,nxPel,n′xPel,n.
Wir analysieren Gleichung (V.18) für das Wasserstoffatom in Kapitel V.4, wo wir
insbesondere zeigen werden, dass Im Z in der Tat strikt positiv ist außer für n = 2.
Für n = 2 hat Im Z einen Eigenwert null, da der 2s-Zustand des Wasserstoffs nicht
über elektrische Dipolübergänge zerfallen kann. Die 2p-Zustände können jedoch über
elektrische Dipolübergänge zerfallen. Es scheint ein interessantes offenes Problem zu
sein, auch diesen Fall zu behandeln.
Man beachte, dass die Zerfallsrate proportional zu g2α2 ∝ α5 ist, in Übereinstim-
mung mit der Literatur in der Physik (siehe zum Beispiel [24, Abschnitt 59]).
Bemerkung V.6. Die Eigenvektoren von Hel sind analytische Vektoren für den
Erzeuger der Dilatationen, und daher ist
Uel(θ) : ker(Hel(0)− Ej) → ker(Hel(θ)− Ej)
eine beschränkte und beschränkt invertierbare Abbildung zwischen endlich-dimensio-
nalen Vektorräumen. (Letzteres ist wahr für |Im θ| < π/2, siehe [2, 14] sowie [124,
Kapitel XIII.10]) Folglich sind die Matrizes Z(0) und Z(θ) ähnlich. Insbesondere sind
die beschränkten Operatoren [−g2Z(0)⊗1f +e−θ1el⊗Hf ]|Ran P (0) und [−g2Z(θ)⊗1f +
e−θ1el⊗Hf ]|Ran P (θ) ähnlich (vergleiche [13, Abschnitt 3]). Wir werden diese Tatsache
im Beweis von Satz V.1 und in Kapitel V.3 benützen.
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V.2. Abschätzungen an den numerischen Wertebereich
Wie in [13] benötigen wir Abschätzungen an den numerischen Wertebereich und
die Norm der Inversen verschiedener Operatoren. Wir benützen zahlreiche Aussagen
und Ergebnisse, die von Bach, Fröhlich und Sigal [13, 12] bewiesen wurden und ohne
Beweis in Anhang B.2 zusammengefasst sind. Die meisten dieser Aussagen werden
wir in Kapitel VI für das relativistische Modell beweisen.
Wir benützen die folgenden Definitionen aus [13] (siehe auch Kapitel III.2.5 für
den Fall des Dirac-Operators): Für η > 0 mit En + δ/2 < Σ − η definieren wir
Pdisc(θ) :=
∑
i:Ei≤Σ−η Pi(θ) und P disc(θ) := 1− Pdisc(θ).
Außerdem benötigen wir den Operator (siehe [12, Gleichung (IV.67)])
(V.19) Q(θ)(z) :=
∑
µ=1,2
∫
k∈R3
dk P (θ)[w0,1(k, µ; θ)⊗ 1f ]
×
[
P (θ)(|k|)
Hel(θ) + e−i ϑ(Hf + |k|)− z
]
[w1,0(k, µ; θ)⊗ 1f ]P (θ),
definiert auf Ran P (θ) und für z ∈ A. Wir haben hierbei die Definition P (θ)(|k|) :=
P el,j(θ) ⊗ 1f + Pel,j(θ) ⊗ χHf+|k|≥ρ0 benützt. Des Weiteren werden wir den Operator
Q
(θ)
0 (z) auf Ran Pel,n(θ) benützen, der für alle φ ∈ Ran Pel,n(θ) durch [Q(θ)0 (z)φ]⊗Ω :=
Q(θ)(z)[φ⊗ Ω] definiert ist. Er ist explizit gegeben durch die Formel
(V.20) Q
(θ)
0 (z)
=
∑
µ=1,2
∫
k∈R3
dk χ|k|≥ρ0Pel,n(θ)w0,1(k, µ; θ)
[
Pel,n(θ)
En + e−i ϑ|k| − z
]
w1,0(k, µ; θ) Pel,n(θ)
+
∑
µ=1,2
∫
k∈R3
dk Pel,n(θ)w0,1(k, µ; θ)
[
P el,n(θ)
Hel(θ) + e−i ϑ|k| − z
]
w1,0(k, µ; θ) Pel,n(θ).
Wir bemerken, dass beide Operatoren für z ∈ A holomorph sind. Das folgt aus
der Tatsache, dass die Resolventen in den Definitionen der Operatoren gleichmäßig in
z ∈ A beschränkt werden können. (Siehe den Beweis von Lemma V.7 für einen Beweis
im Falle von Q
(θ)
0 (z). Der Beweis für Q
(θ)(z) verläuft ähnlich und benützt zusätzlich
den Spektralsatz für Hf .)
Man beachte, dass wegen der Annahme Im Z > 0 in Satz V.1 eine Konstante
c > 0 existiert mit Im Z ≥ c. Da Z beschränkt ist, gibt es Konstanten a, b > 0 so dass
NumRan Z gemäß NumRan Z ⊂ A(c, a, b) lokalisiert ist, wobei die Menge A(c, a, b)
durch A(c, a, b) := ic + [−a, a] + i [0, b] definiert ist (siehe Abbildung V.1). Wir setzen
ν := min{ϑ, arctan(c/(2a))}.
Schließlich definieren wir für w ∈ C und r > 0 die Menge D(w, r) := {z ∈
C||z − w| < r}, und für A ⊂ C setzen wir D(A, r) := {z ∈ C| dist(z, A) < r}.
Das Symbol [z, w] bezeichnet entweder die Strecke zwischen z ∈ C und w ∈ C oder
eine lineare Kontour von z ∈ C nach w ∈ C. Entsprechend ist [z1, w1] + [z2, w2]
entweder als Summe der Mengen [z1, w1] ⊂ C und [z2, w2] ⊂ C zu verstehen, oder als
Zusammensetzung der entsprechenden Wege.
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Da die operatorwertige Funktion Q
(θ)
0 für die Lokalisierung der Polterme im Be-
weis der Zeitentwicklung entscheidend ist, benötigen wir einige Eigenschaften dieser
Funktion:
Lemma V.7 ([79], Lemma 3). Es sei 0 < ϑ genügend klein und gε/sinϑ ≤ 1/2.
Dann ist Q
(θ)
0 (z) gleichmäßig beschränkt für z ∈ A.
Beweis. Der Beweis folgt wie in [12, Kapitel IV], jedoch unter Verwendung der
folgenden Abschätzungen: Für den ersten Summanden in Gleichung (V.20) benützen
wir die Abschätzung |e−i ϑ|k|+ En− z| ≥ |Im (e−i ϑ|k|+ En− z)| ≥ | sin ϑ|k| − g2−ε| ≥
| sin ϑ|·||k|−ρ0/2| ≥ 1/2 sin ϑ|k|, die wegen |k| ≥ ρ0 gilt. Für den zweiten Summanden
in (V.20) beobachten wir, dass für alle En′ mit n
′ 6= n die Abschätzung |En′+e−θ|k|−
z| ≥ sin ϑδ/2− g2−ε ≥ 1/4δ sin ϑ gilt, und dass aus Satz B.3
∥∥(Hel(θ)− (z − e−i ϑ|k|))−1P disc(θ)
∥∥ ≤ 2
Σ− η − Re z + cos ϑ|k|
folgt. ¤
Aus diesem Lemma erhält man sofort das folgende Korollar:
Korollar V.8 ([79], Corollary 4). Es gibt eine Konstante C > 0, so dass für
alle z ∈ A die Abschätzung
NumRan(En − g2Q(θ)0 (z)) ⊂ D(En, C · g2)
gilt.
Wir benützen das folgende Lemma, um die Inverse des Feshbach-Operators zu
kontrollieren:
Lemma V.9 ([79], Lemma 5). Es sei A ein beschränkter Operator auf einem
Banach-Raum und es sei A′ ähnlich zu A, d.h. es gibt einen beschränkten, beschränkt
invertierbaren Operator G mit A′ = GAG−1. Ferner sei B ein anderer beschränkter
Operator. Dann gilt für alle q > 1 und für alle z /∈ D(NumRan(A), q ·‖B‖‖G‖·‖G−1‖)
die Abschätzung
∥∥(A′ + B − z)−1
∥∥ ≤ ‖G‖ · ‖G−1‖ q
q − 1 · dist(z, NumRan(A))
−1.
Insbesondere folgt σ(A′ + B) ⊂ D(NumRan(A), q · ‖B‖‖G‖ · ‖G−1‖).
Beweis. Zuerst beobachtet man, dass für alle z /∈ NumRan(A) wegen der Ähn-
lichkeit von A′ und A
‖(A′ − z)−1‖ ≤ ‖G‖ · ‖G−1‖ · ‖(A− z)−1‖ ≤ ‖G‖ · ‖G−1‖ · dist(z, NumRan(A))−1
gilt. Durch eine Reihenentwicklung erhalten wir für z /∈ D(NumRan(A), q ·‖B‖·‖G‖·
‖G−1‖) die Identität
(A′ + B − z)−1 = (A′ − z)−1
∞∑
n=0
[−B(A′ − z)−1]n.
Wir erhalten die Behauptung, indem wir auf beiden Seiten die Norm nehmen. ¤
Wir folgen [13] und kontrollieren den Feshbach-Operator FP (θ)(Hg(θ) − z) für
z ∈ D(En, ρ0/2) wie folgt (siehe Abbildung V.1):
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Lemma V.10 ([79], Lemma 6). Es sei 0 < ϑ < θ0 und 0 < g ¿ ϑ klein genug.
Dann gelten die folgenden Aussagen:
a) Es gibt Konstanten C1, C2 > 0, so dass FP (θ)(Hg(θ)− z) für alle z ∈
D(En, ρ0/2) \D(NumRan(En− g2Z(0)⊗ 1f + e−θ1el⊗Hf)|Ran P (0), C1 · g2+ε)
beschränkt invertierbar ist und für λ ∈ [En−ρ0/2, En+ρ0/2] die Abschätzung
∥∥FP (θ)(Hg(θ)− λ)−1
∥∥ ≤ C2
sin ν
√
(En − λ)2 + cg4
gilt, wobei c und ν in Kapitel V.2 nach Gleichung (V.20) definiert wurden.
Dasselbe gilt für (En − z − g2Q(θ)(z)⊗ 1f + e−θ1el ⊗Hf)|Ran P (θ).
b) Es gibt eine Konstante C > 0, so dass für alle z ∈ C \ NumRan(En −
g2Z(0))|Ran Pel,n(0) der Operator (En−z−g2Z(θ))|Ran Pel,n(θ) beschränkt inver-
tierbar ist und die Abschätzung
‖[(En − z − g2Z(θ))|Ran Pel,n(θ)]−1‖
≤ C
dist(z, NumRan(En − g2Z(0))|Ran Pel,n(0))
erfüllt. Es gibt Konstanten C1, C2 > 0, so dass für alle z ∈ D(En, ρ0/2) \
D(NumRan(En − g2Z(0))|Ran Pel,n(0), C1 · g2+ε) der Operator
(En−z−g2Q(θ)0 (z))|Ran Pel,n(θ) beschränkt invertierbar ist und die Abschätzung
‖[(En − z − g2Q(θ)0 (z))|Ran Pel,n(θ)]−1‖
≤ C2
dist(z, NumRan(En − g2Z(0))|Ran Pel,n(0))
erfüllt.
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Abbildung V.1. Die numerischen Wertebereiche der Operatoren
En − g2Z(0) und NumRan(En − g2Z(0)⊗ 1f + e−θ1el ⊗Hf)|Ran P (0).
Beweis. Wegen der Ähnlichkeit (vgl. Bemerkung V.6) von Z(0) und Z(θ) erhal-
ten wir sofort für ein C3 > 0 die Abschätzung
‖[(En − z − g2Z(θ)⊗ 1f + e−θ1el ⊗Hf)|Ran P (θ)]−1‖
≤ C1 · dist(z, NumRan(En − g2Z(0)⊗ 1f + e−θ1el ⊗Hf)|Ran P (0))−1.
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Wegen Lemma B.9, Korollar B.11 und Lemma V.9 gibt es Konstanten C1, C2 > 0, so
dass
‖FP (θ)(Hg(θ)− z)−1‖
≤ C2 dist(z, NumRan(En − g2Z(0)⊗ 1f + e−θ1el ⊗Hf)|Ran P (0))−1
gilt für z /∈ D(NumRan(En − g2Z(0)⊗ 1f + e−θ1el ⊗Hf)|Ran P (0)), C1 · g2+ε). Es folgt
NumRan[(−g2Z(0) ⊗ 1f + e−θ1el ⊗ Hf)|Ran P (0)] ⊂ −g2A(c, a, b) + e−θ[0, ρ0] (siehe
Abbildung V.1). Durch geometrische Überlegungen sehen wir, dass diese Menge in
der Menge −i c
2
g2 − i {rei φ| − (ν − π
2
) ≤ φ ≤ ν − π
2
, r ∈ [0,∞)} enthalten ist. Das
wiederum impliziert die Behauptung in a).
Die Behauptung in b) zeigt man auf ähnliche Weise. ¤
Da die Abschätzungen in Lemma V.10 a) für λ ∈ [En − δ/2, En + δ/2] \ (En −
ρ0/2, En + ρ0/2) nicht zu gelten scheinen (siehe auch die Bemerkung nach Lemma
B.10) beschränken wir im nächsten Lemma FP (θ)(Hg(θ)− λ)−1 in diesem Gebiet auf
andere Weise.
Lemma V.11 ([79], Lemma 7). Es sei 0 < ϑ < θ0 und 0 < g ¿ ϑ klein genug.
Dann ist FP (θ)(Hg(θ) − z) für alle z ∈ A \ D(En, ρ0/2) beschränkt invertierbar und
es gibt eine Konstante C > 0, so dass für hinreichend kleine g > 0 und für z ∈
A\D(En, ρ0/2) der numerische Wertebereich von FP (θ)(Hg(θ)−z) wie folgt lokalisiert
ist:
NumRan(FP (θ)(Hg(θ)− z) + z) ⊂ D(En + e−θ[0, ρ0], Cg2).
Insbesondere gilt für λ ∈ [En−δ/2, En +δ/2]\ (En−ρ0/2, En +ρ0/2) die Abschätzung
‖FP (θ)(Hg(θ)− λ)−1‖ ≤ 1
sin ϑ|λ− En| − Cg2 .
Analoge Aussagen gelten, wenn wir FP (θ)(Hg(θ)−z) durch En−z−g2Q(θ)0 (z) ersetzen.
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Abbildung V.2. Globale Lokalisierung des numerischen Wertebe-
reichs von En + g
2Q
(θ)
0 (z) und des Feshbach-Operators FP (θ)(Hg(θ)−
z) + z.
Beweis. Aus Lemma B.9 folgt ‖P (θ)Wg(θ)P (θ)‖ = O(g2+ε). Daher reicht es, die
Abschätzung
‖P (θ)Wg(θ)P (θ)[P (θ)(Hg(θ)− z)P (θ)]−1P (θ)Wg(θ)P (θ)‖ = O(g2)
zu zeigen.
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Wir folgen [13, Beweis von Lemma 3.14] und benützen eine Entwicklung in eine
Neumann-Reihe:
(V.21) P (θ)[P (θ)(Hg(θ)− z)P (θ)]−1P (θ)
=
∞∑
n=0
P (θ)[P (θ)(H0(θ)− z)P (θ)]−1P (θ)
×
[
−P (θ)Wg(θ)P (θ)
[
P (θ)(H0(θ)− z)P (θ)
]−1
P (θ)
]n
.
Diese Entwicklung gilt zunächst für z ∈ A mit Im z ≥ C für ein C > 0 (unabhängig
von g). Wir definieren Bθ(ρ) := Hel(θ)⊗1f −En + e−θ(1el⊗Hf + ρ) wie in [13] (siehe
auch Anhang B.2). Die rechte Seite von Gleichung (V.21) ist gleich
(V.22)
∞∑
n=0
|Bθ(ρ0)|−1/2|Bθ(ρ0)|1/2P (θ)
[
P (θ)(H0(θ)− z)P (θ)
]−1
× P (θ)|Bθ̄(ρ0)|1/2
[
− |Bθ̄(ρ0)|−1/2Wg(θ)|Bθ(ρ0)|−1/2|Bθ(ρ0)|1/2P (θ)
× [P (θ)(H0(θ)− z)P (θ)
]−1
P (θ)|Bθ̄(ρ0)|1/2
]n
|Bθ̄(ρ0)|−1/2 =: R(z)
für alle z ∈ A mit Im z ≥ C. Wegen Lemma B.6 und Korollar B.5 konvergiert die
Reihe in Gleichung (V.22) gleichmäßig für z ∈ A und ist daher eine holomorphe
Funktion von z im Innern von A. Daher gilt
P (θ)[P (θ)(Hg(θ)− z)P (θ)]−1P (θ) = R(z)
für alle z ∈ A durch holomorphe Fortsetzung und für alle z ∈ A gilt
(V.23) P (θ)Wg(θ)P (θ)
[
P (θ)(Hg(θ)− z)P (θ)
]−1
P (θ)Wg(θ)P (θ)
= P (θ)|Bθ̄(ρ0)|1/2|Bθ̄(ρ0)|−1/2Wg(θ)R(z)Wg(θ)|Bθ(ρ0)|−1/2|Bθ(ρ0)|1/2P (θ).
Man beachte die Identitäten ‖|Bθ(ρ0)|P (θ)‖ = ‖Bθ(ρ0)P (θ)‖ und ‖P (θ)|Bθ̄(ρ0)|‖ =
‖P (θ)Bθ(ρ0)‖. Unter Verwendung von
‖P (θ)|Bθ̄(ρ0)|1/2‖ ≤ ‖P (θ)|Bθ̄(ρ0)|‖ · ‖|Bθ̄(ρ0)|−1/2‖ = O(ρ1/20 ),
und indem wir die Potenzen von ρ0 in (V.23) zählen, erhalten wir die erste Behaup-
tung. Die Abschätzung an die Inverse folgt aus geometrischen Überlegungen. Die
Behauptung über En − z − g2Q(θ)0 (z) folgt aus Lemma V.7. ¤
Man beachte, dass wegen des Wechselwirkungsterms Wg(θ) auf beiden Seiten der
Resolvente [P (θ)(Hg(θ)− z)P (θ)]−1 und wegen der Projektionen P (θ) die Divergenz
der Resolvente für ρ0 → 0 vollständig kompensiert wird (siehe auch die Bemerkung
nach Lemma B.8).
Wir benützen das folgende Korollar anstelle von [13, Theorem 3.2]:
Korollar V.12 ([79], Corollary 8). Es sei 0 < ϑ < θ0 und 0 < g ¿ ϑ klein
genug. Dann gilt
A \ (En −D(g2A(c, a, b), C · g2+ε) + e−θ[0, ρ0]) ⊂ ρ(Hg(θ))
für ein C > 0. Insbesondere ist das Intervall [En− δ/2, En + δ/2] in der Resolventen-
menge ρ(Hg(θ)) enthalten.
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Beweis. Wegen Lemma V.11 ist FP (θ)(Hg(θ)−z) beschränkt invertierbar für alle
z ∈ A\D(En, ρ0/2). Wegen Lemma V.10 ist FP (θ)(Hg(θ)−z) beschränkt invertierbar
für
z ∈ D(En, ρ0/2) \D(NumRan(En − g2Z(0)⊗ 1f + e−θ1el ⊗Hf)|Ran P (0), C1 · g2+ε).
Die Behauptung folgt nun aus Lemma B.8. ¤
V.3. Lebensdauer angeregter Zustände
In diesem Abschnitt geben wir nun den Beweis von Satz V.1:
Beweis von Satz V.1.
Schritt 1: Spektraler Cutoff. Wir zeigen zunächst, dass wir einen spektralen Cutoff
mit einem Fehler der Ordnung O(g) einführen können: Wir wählen eine Funktion
F ∈ C∞0 ((En − δ/2, En + δ/2)) mit 0 ≤ F (x) ≤ 1 für alle x ∈ [En − δ/2, En + δ/2]
und F (x) = 1 für alle x ∈ [En − δ/4, En + δ/4]. Mit Hilfe des fast-analytischen
Spektralkalküls [82, 36] finden wir
F (Hg) =
1
π
∫
dx dy
∂F̃ (z)
∂z̄
(Hg − z)−1
=
1
π
∫
dx dy
∂F̃ (z)
∂z̄
(H0 − z)−1 − 1
π
∫
dx dy
∂F̃ (z)
∂z̄
(Hg − z)−1Wg(H0 − z)−1,
wobei F̃ ∈ C∞0 (C) eine fast-analytische Fortsetzung von F (x) mit
|∂F̃ (z)
∂z̄
| = O(|Im z|2)
ist. Wegen
1
π
∫
dx dy
∂F̃ (z)
∂z̄
〈eisHgψ1, (H0 − z)−1ψ2〉 = 〈eisHgψ1, ψ2〉
und
| 1
π
∫
dx dy 〈eisHgψ1, ∂F̃ (z)
∂z̄
(Hg − z)−1Wg(H0 − z)−1ψ2〉|
≤ 1
π
∫
dx dy ‖ψ1‖|∂F̃ (z)
∂z̄
|‖(Hg − z)−1‖|(En − z)−1|‖Wgψ2‖ ≤ Cg,
erhalten wir 〈ψ1, e−isHgψ2〉 = 〈ψ1, e−isHgF (Hg)ψ2〉+O(g).
Schritt 2: Analog zu [89] und [13] schreiben wir
〈ψ1, e−isHgF (Hg)ψ2〉 = − 1
2πi
lim
ε↓0
∫
dλ e−i λsF (λ)[f(0, λ− i ε)− f(0, λ + i ε)]
= − 1
2πi
∫
dλ e−i λsF (λ)[f(θ, λ)− f(θ, λ)],
wobei f(θ, λ) := 〈ψ1(θ), 1Hg(θ)−λψ2(θ)〉 mit ψi (θ) := φi (θ)⊗ Ω und φi (θ) := Uel(θ)φi .
Wir haben im ersten Schritt den Satz von Stone [122, Theorem VII.13] benützt. Im
zweiten Schritt haben wir die Analytizität von Hg(θ) benützt sowie die Tatsache, dass
Hg(θ) kein Spektrum im Intervall [En − δ/2, En + δ/2] hat (siehe [13, Theorem 3.2]
und Korollar V.12).
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Indem wir die Identität
〈ψ1(θ), 1
Hg(θ)− λψ2(θ)〉 = 〈ψ1(θ),FP (θ)(Hg(θ)− λ)
−1ψ2(θ)〉
(siehe [12, Gleichung (IV).14] und Lemma B.8) beachten und die zweite Resolven-
tengleichung verwenden, erhalten wir
(V.24) f(θ, λ) = 〈ψ1(θ),FP (θ)(Hg(θ)− λ)−1ψ2(θ)〉
= 〈φ1(θ), [En − λ− g2Q(θ)0 (λ)]−1φ2(θ)〉 − 〈ψ1(θ), [En − λ− g2Q(θ)0 (λ)]−1 ⊗ 1f
× [FP (θ)(Hg(θ)− λ)− (En − λ + e−θ1el ⊗Hf − g2Q(θ)(λ))P (θ)]
×FP (θ)(Hg(θ)− λ)−1ψ2(θ)〉 =: f̃(θ, λ) + B(θ, λ),
wobei f̃(θ, λ) der erste Term in der Summe ist.
Die Strategie besteht nun darin, die Kontour für den ersten Term geeignet zu
verschieben, um einen Polbeitrag (siehe Abbildung V.3) zu erhalten und den zweiten
Term auf der reellen Achse abzuschätzen:∫
dλ e−i λsF (λ)[f(θ, λ)− f(θ, λ)]
=
∫
dλ e−i λsF (λ)[B(θ, λ)−B(θ, λ)] +
∫
C1+C5
dz e−i zsF (z)[f̃(θ, z)− f̃(θ, z)]
+
∫
C2+C3+C4
dz e−i zs[f̃(θ, z)− f̃(θ, z)]−
∫
C0
dz e−i zs[f̃(θ, z)− f̃(θ, z)],
wobei wir C := C1 +C2 +C3 +C4 +C5 gesetzt haben mit C1 := [En− δ/2, En− δ/4],
C2 := [En − δ/4, En − δ/4− ig2−ε/2], C3 := [En − δ/4− ig2−ε/2, En + δ/4− ig2−ε/2],
C4 := [En + δ/4− ig2−ε/2, En + δ/4] und C5 := [En + δ/4, En + δ/2]. Die Kontour C0
(siehe unten) liefert den Pol-Beitrag von f̃(θ, z). Die Holomorphie-Eigenschaften zur
Rechtfertigung dieses Prozesses werden wir unten diskutieren. Man beachte, dass die
Kontour C nicht einfach viel weiter nach unten verschoben werden kann, weil Q
(θ)
0 (z)
außerhalb von A Singularitäten haben könnte.
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A( , )ä å
2ag
2
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Abbildung V.3. Die Integrationskontour für das Pauli-Fierz-Modell.
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Schritt 3: Abschätzungen auf der reellen Achse. Wir unterteilen das Integrati-
onsintervall [En − δ/2, En + δ/2] in zwei Teile: Auf [En − δ/2, En + δ/2] \ (En −
ρ0/2, En + ρ0/2) benützen wir Lemma B.9 und Lemma V.11, um die Abschätzung
|B(θ, λ)| ≤ C · g2+ε
(sin ϑ)2(|λ−En|−Cg2/ sin ϑ)2 . zu erhalten. Wegen
(sin ϑ)−2
∞∫
g2−2ε
2
dλ
(λ− Cg2/ sin ϑ)2 = (sin ϑ)
−2g−2
∞∫
g−2ε
2
dλ
(λ− C/ sin ϑ)2
= (sin ϑ)−2g−2
1
g−2ε/2− C/ sin ϑ = O(g
−2+2ε),
ist der Fehlerterm für dieses Gebiet von der Ordnung g3ε. Auf (En− ρ0/2, En + ρ0/2)
schätzen wir mit Hilfe von Lemma B.9 und Lemma V.10 ab: |B(θ, λ)| ≤ Cν−2 ·
g2+ε
(En−λ)2+c2g4 . Wie man leicht sieht, ist
∫
dλ g
2+ε
(En−λ)2+c2g4 von Ordnung g
ε, und dieselbe
Abschätzung gilt für B(θ̄, λ). Dies zeigt die Abschätzung auf der reellen Achse.
Schritt 4: Abschätzungen entlang der Kontour C: Wir schätzen das Integral∫
C
|e−isz||f̃(θ, z)− f̃(θ, z)||dz | ab. Wegen der Identität
(V.25) f̃(θ, z)
=
1
En − z 〈φ1(θ), φ2(θ)〉+ g
2〈φ1(θ), 1
En − zQ
(θ)
0 (z)
1
En − z − g2Q(θ)0 (z)
φ2(θ)〉
heben sich die Terme der niedrigsten Ordnung von f(θ, z) und f(θ, z) auf, und es reicht
zu zeigen, dass die Terme der höheren Ordnung mindestens die Ordnung gε haben.
Weil Q
(θ)
0 (z) wegen Lemma V.7 für z ∈ A gleichmäßig beschränkt ist, erhalten wir
mit Korollar V.8 (siehe Abbildung V.2) die Abschätzung
g2|〈φ1(θ), 1
En − (λ− ig2−ε)Q
(θ)
0 (λ− ig2−ε)
× 1
En − (λ− ig2−ε)− g2Q(θ)0 (λ− ig2−ε)
φ2(θ)〉| ≤ C · g
2
(En − λ)2 + (g2−ε)2 .
Daher ist leicht zu sehen, dass das Integral entlang C3 über obigen Ausdruck von
Ordnung gε ist. Das Integral über die verbleibende Kontour ist von Ordnung g2,
da dist(z, En) auf dieser Kontour unabhängig von g abgeschätzt werden kann. Das
Integral über f̃(θ, z) kann auf dieselbe Weise abgeschätzt werden.
Schritt 5: Abschätzungen an den Polterm. Da Q
(θ)
0 (z) wegen Lemma V.7 in z ∈ A
gleichmäßig beschränkt ist, hat die Funktion f̃(θ, z) keine Polstellen inA\D(En, ρ0/2).
Aus Lemma V.10 folgt , dass En−z−g2Q(θ)0 (z) für z ∈ D(En, ρ0/2)\(En−g2A(c, a, b)+
D(0, C1 · g2+ε)) ⊂ D(En, ρ0/2) \ [NumRan(En− g2Z(0)) + D(0, C1 · g2+ε)] beschränkt
invertierbar ist, d.h. alle Polstellen von f̃(θ, z) befinden sich innerhalb der Menge
W := En − g2A(c, a, b) + D(0, C1 · g2+ε).
Wegen Lemma V.10 gilt für z ∈ D(En, ρ0/2) \ W die Abschätzung ‖(En − z −
g2Q
(θ)
0 (z))
−1‖ ≤ C dist(z, NumRan(En − g2Z))−1 für ein C > 0. Um die Polterme
abzuschätzen, wählen wir eine Kontour C0 um W herum, so dass die Länge der
Kontour und ihr Abstand zu W von Ordnung g2 sind. Eine mögliche Wahl ist C0 =
[En +g
2(−(a+c/2)− ic/2), En +g2((a+c/2)− ic/2)]+[En +g2((a+c/2)− ic/2), En +
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g2((a + c/2)− i (b + 3c/2))] + [En + g2((a + c/2)− i (b + 3c/2)), En + g2(−(a + c/2)−
i (b + 3c/2))] + [En + g
2(−(a + c/2)− i (b + 3c/2)), En + g2(−(a + c/2)− i (c/2))]. Wir
benützen jetzt die Entwicklung
〈φ1(θ), (En − z − g2Q(θ)0 (z))−1φ2(θ)〉 = 〈φ1(θ), (En − z − g2Z(θ))−1φ2(θ)〉
+ g2〈φ1(θ), (En − z − g2Q(θ)0 (z))−1(Q(θ)0 (z)− Z(θ))(En − z − g2Z(θ))−1φ2(θ)〉.
Das Integral über den ersten Term liefert den behaupteten führenden Term, der zweite
Term ist wegen Korollar B.11 und Lemma V.10 von Ordnung gε.
Mit denselben Überlegungen (wobei wir θ durch θ̄ ersetzen) sehen wir, dass die
Funktion f̃(θ, z) keine Polstellen in der unteren Halbebene hat. Folglich erhalten wir
von dieser Funktion keinen Polbeitrag (siehe auch Bemerkung B.12). ¤
Bemerkung V.13. Wir vergleichen hier unseren Beweis und unsere Abschätzung
mit der Abschätzung, die Bach, Fröhlich und Sigal [13] erhalten haben:
Diese Autoren wählen einen Testzustand
ψj := F (Hg)e
−g−2Hfφj⊗η, wobei η einen Photonenwolke beschreibt, und schätzen
seine Überlebenswahrscheinlichkeit durch
|〈ψj, e−isHgψj〉| ≤ Bη
(
Ce−s(g
2Γj−Cg2+ε) + CLs−Lg4
)
ab, wobei Bη, C, CL > 0 Konstanten unbekannter Größe sind und Γj := inf σ(Im Z)
als nicht-ausgeartet vorausgesetzt wird. Sie zeigen also, dass die Überlebenswahr-
scheinlichkeit kleiner als jedes δ > 0 wird, wenn man s ≥ s0 für ein s0 = O(g−2)
wählt.
Wir wählen einen Testzustand ψj := φj ⊗ Ω und erhalten die Abschätzung
〈ψ1, e−isHgψ2〉 = 〈φ1, e−is(Ej−g2Z)φ2〉+ b(g, s),
mit |b(g, t)| ≤ gε und 0 < ε < 1/3. Diese Abschätzung zeigt, dass für Zeiten kleiner als
s0 = O(g−2 ln g) der exponentielle Term dominiert und wir erhalten daher eine mehr
oder weniger präzise Beschreibung der Überlebensamplitude für diese Zeiten. Man
beachte, dass wir weder einen spektralen Cutoff in unserem Testzustand voraussetzen
noch die Nicht-Ausgeartetheit von Γj.
Was die technische Seite unseres Ansatzes betrifft, verwenden wir die Analysis von
Bach, Fröhlich und Sigal [12, 13], erweitern diese aber in verschiedene Richtungen,
um eine untere Schranke zu erhalten.
Da die Matrix Z(θ) den Feshbach-Operator FP (θ)(Hg(θ) − z) nicht global auf A
mit einem Fehler kleiner als O(g2) zu approximieren scheint (siehe die Bemerkung
nach Lemma V.10), ersetzen wir Z(θ) durch die z-abhängige Approximation Q(θ)(z),
die in Gleichung (V.19) definiert wurde und in [12] als Zwischenobjekt auftaucht. Als
Konsequenz müssen wir die Menge A in zwei g-abhängige Gebiete aufteilen. In dem
Gebiet nahe bei Ej benützen wir eine Variante der Abschätzungen an den numerischen
Wertebereich, die von Bach, Fröhlich, und Sigal gezeigt wurde (vgl. Lemma V.10).
Weg von Ej benützen wir eine andere Abschätzung an den numerischen Wertebereich
(vgl. Lemma V.11).
Man beachte, dass die Wahl der Integrationskontour sorgfältig bedacht werden
muss: Da der Operator Q(θ)(z) für z /∈ A Singularitäten haben kann, können wir
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die Integrationskontour nicht nach außerhalb von A verschieben. Andererseits er-
hielten wir Abschätzungen, die für g → 0 divergieren, wenn wir die Kontour zu
nahe an den numerischen Wertebereich von FP (θ)(Hg(θ) − z) bewegten. Wir ver-
wenden daher folgende Strategie: Im Gegensatz zu [13] benützen wir die Identität
〈ψ1(θ), 1Hg(θ)−λψ2(θ)〉 = 〈ψ1(θ),FP (θ)(Hg(θ) − λ)−1ψ2(θ)〉 bevor wir die Konturen
verschieben. Dann trennen wir in Gleichung (V.24) den Term der führenden Ord-
nung f̃(θ, λ) := 〈φ1(θ), [Ej − λ− g2Q(θ)0 (λ)]−1φ2(θ)〉 vom Term 〈ψ1(θ),FP (θ)(Hg(θ)−
λ)−1ψ2(θ)〉. Anstatt die Restterme B(θ, λ) und B(θ̄, λ) in die Nähe der Singularitäten
zu verschieben und sie durch Ce−s(g
2Γj−Cg2+ε) mit einem C > 0 unbekannter Größe
von oben abzuschätzen, schätzen wir sie auf der reellen Achse ab und beschränken
sie gleichmäßig in s ≥ 0 nach oben durch Cgε.
Da Q(θ)(z) die Photonenzahlsektoren invariant lässt, können wir die Integrations-
kontour für die Terme f̃(θ, λ) und f̃(θ̄, λ) über die Singularitäten verschieben. Für
f̃(θ, λ) erhalten wir dabei einen Polbeitrag, der für den exponentiellen Abfall sorgt.
Um f̃(θ, z) und f̃(θ̄, z) auf der verschobenen Kontour abzuschätzen, extrahie-
ren wir erneut einen führenden Term. Da die führenden Terme von f̃(θ, z) und
f̃(θ̄, z) identisch sind und mit entgegengesetzten Vorzeichen auftreten (siehe Glei-
chung (V.25)), heben sich diese Terme heraus, da wir im Gegensatz zu [13] für beide
Terme dieselbe Integrationskontour gewählt haben.
V.4. Anwendung auf das Wasserstoffatom
In diesem Abschnitt diskutieren wir die Anwendbarkeit der Methode auf das
Wasserstoff-Atom. Insbesondere zeigen wir, dass Im Z strikt positiv ist, es sei denn
es gilt n = 2. Wir werden die triviale Spinabhängigkeit von Z = Z̃(0, 0) in diesem
Abschnitt ignorieren.
V.4.1. Die Eigenfunktionen des Wasserstoffatoms. Wir definieren die asso-
ziierten Laguerre-Funktionen (siehe [24, Gleichung (3.5)]) für λ, µ ∈ N0 mit 0 ≤ µ ≤ λ
durch
Lµλ(r) :=
(
d
dr
)µ (
er
(
d
dr
)λ (
e−rrλ
)
)
und setzen (siehe [24, Gleichung (3.16)])
(V.26) Rn,l(r) := − (n− l − 1)!
1/2
(n + l)!3/2(2n)1/2
(2/n)3/2e−r/n
(
2r
n
)l
L2l+1n+l (2r/n).
Man beachte, dass es für die Indizes der assoziierten Laguerre-Funktionen verschie-
dene Indizes gibt.
Für n ∈ N und l, m ∈ Z mit 0 ≤ l ≤ n − 1 und −l ≤ m ≤ l sind die normierten
Eigenfunktionen zum Eigenwert En
(V.27) un,l,m(r, θ, φ) := Rn,l(r)Yl,m(θ, φ),
wobei die Yl,m Kugelflächenfunktionen sind (siehe [24, Abschnitt 1]) und wir durch
x = r sin θ cos φ
y = r sin θ sin φ
z = r cos θ
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Polarkoordinaten eingeführt haben mit 0 ≤ θ ≤ π und 0 ≤ φ ≤ 2π. Man beachte,
dass in diesem Abschnitt x, y und z die kartesischen Koordinaten des Elektrons
bezeichnen. Man beachte des Weiteren, dass die Eigenwerte En n
2-fach ausgeartet
sind.
V.4.2. Auswahlregeln für Dipolübergänge. In diesem Unterabschnitt zitie-
ren wir einige wichtige Ergebnisse aus [24]. Wir definieren
(V.28) Rn
′,l′
n,l :=
∞∫
0
dr r3Rn′,l′(r)Rn,l(r).
Diese Integrale wurden von Gordon [64] (siehe auch [24, Abschnitt 63]) berechnet.
Wir benötigen lediglich (siehe [24, Gleichung (63.4)])
(V.29) |Rn,02,1 | =
√
215n9(n− 2)2n−6
3(n + 2)2n+6
.
Man findet für die Dipolmomente (un′,l′,m′ , zun,l,m) (siehe [24, Gleichung (60.11)]) für
alle n, n′ ∈ N die Identität
(V.30) (un′,l′,m′ , zun,l,m) = 0 es sei denn l
′ = l ± 1 und m′ = m.
Ferner benötigen wir die Beziehung (siehe [24, Gleichung (60.7)])
(V.31) (un′,0,0, zu2,1,0) =
√
1
3
Rn
′,0
2,1 .
Aus den Auswahlregeln in [24, Gleichung (60.11)] folgt sofort
(V.32) (un′,l′,m′ , xun,l,m) = (un′,l′,m′ , yun,l,m) = 0,
es sei denn l′ = l ± 1 und m′ = m± 1
V.4.3. Der Imaginärteil von Z. In diesem Unterabschnitt kommen wir zum
eigentlichen Beweis dafür, dass die vorgestellte Methode auf das Wasserstoffatom
anwendbar ist, sofern nicht n = 2 gilt.
Satz V.14 ([79], Theorem B.1). Es sei n ∈ N und
Im Z =
2
3
n−1∑
n′=1
(En − En′)3κ(En − En′)2
× [Pel,nxPel,n′xPel,n + Pel,nyPel,n′yPel,n + Pel,nzPel,n′zPel,n]
für n−1 wie in Gleichung (V.18). Dann gilt für alle l, m, l′,m′ ∈ N0 mit 0 ≤ l ≤ n−1,
−l ≤ m ≤ l, 0 ≤ l′ ≤ n− 1, und −l′ ≤ m′ ≤ l′
(un,l′,m′ , Im Zun,l,m) = 0,
es sei denn l = l′ und m = m′, und für alle l,m ∈ N0 mit 0 ≤ l ≤ n− 1, −l ≤ m ≤ l
(un,l,m, Im Zun,l,m) > 0,
es sei denn n = 2. Insbesondere ist Im Z positiv, es sei denn n = 2.
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Beweis.
Schritt 1: Außerdiagonale Matrix-Elemente. Da Im Z rotationsinvariant ist, ist es
in der Basis {un,l,m| 0 ≤ l ≤ n − 1, −l ≤ m ≤ l} diagonal. Diese Behauptung lässt
sich auch direkt durch eine längere Rechnung unter Verwendung der expliziten Formel
für die Dipol-Matrixelemente in [24, Abschnitt 63] verifizieren. Man beachte, dass die
Matrizes Pel,nxPel,n′xPel,n, Pel,nyPel,n′yPel,n und Pel,nzPel,n′zPel,n einzeln nicht diagonal
sind. Wir erwähnen, dass auch der Realteil in der Basis {un,l,m| 0 ≤ l ≤ n− 1, −l ≤
m ≤ l} diagonal ist.
Schritt 2: Diagonale Matrixelemente. Zunächst stellen wir fest, dass das Matrixele-
ment
(u2,0,0, [Pel,2xPel,1xPel,2 + Pel,2yPel,1yPel,2 + Pel,2zPel,1zPel,2] u2,0,0)
wegen der Auswahlregeln (V.32) und (V.30) verschwindet. Es sei nun n ≥ 3. Wir
müssen zeigen, dass es ein n′ < n gibt, so dass für alle φ ∈ Ran Pel,n
∑
υ=x,y,z
‖Pel,n′pυφ‖2 > 0
gilt. Da Im Z in der Basis {un,m,l|l = 0 . . . n − 1, m = −l, . . . , l} diagonal ist, reicht
es, die Ungleichung
∑
υ=x,y,z
‖Pel,n′pυun,l,m‖2 > 0
für alle 0 ≤ l ≤ n− 1 und −l ≤ m ≤ l zu zeigen. Im Falle l = 0, m = 0 folgt aus den
Gleichungen (V.31) und (V.29) dass der Übergang (n, 0, 0) → (2, 1, 0) ein erlaubter
elektrischer Dipol-Übergang ist, denn es ist zn,0,02,1,0 > 0. Folglich gilt die Ungleichung
(un,0,0, Im Zun,0,0) > 0.
Daher reicht es, den Fall l > 0 zu betrachten. Wir führen einen Widerspruchs-
beweis. Angenommen, es sei
∑
υ=x,y,z ‖Pel,n′pυun,l,m‖2 = 0 für alle n′ < n − 1 und
gewisse l,m. Dann würde υ = x, y, z
(pυun,l,m, Helpυun,l,m) ≥ En(pυun,l,m, pυun,l,m)
folgen. Jedoch ist aus Gleichung (V.26) leicht zu sehen, dass für l > 0 pυun,l,m ∈
Dom(Hel) gilt. Mittels partieller Integration und wegen un,l,m(0) = 0 zeigen wir die
Gleichung
∑
υ=x,y,z
(pυun,l,m, Helpυun,l,m) = En
∑
υ=x,y,z
(pυun,l,m, pυun,l,m).
Aus dem Minimax-Prinzip folgt
Helpυun,l,m = Enpυun,l,m.
Jedoch gilt
Enpυun,l,m = Helpυun,l,m = Enpυun,l,m + [Hel, pυ]un,l,m
für υ = x, y, z und
[Hel, px] = −i x
r3
mit r =
√
x2 + y2 + z2, so dass wir einen Widerspruch erhalten. ¤
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V.4.4. Numerisches Beispiel. Wir geben hier explizite numerische Werte für
die Matrix Im Z im Fall n = 3, wobei wir die Abschneidefunktion κ identisch gleich 1
setzen. Mit Hilfe von Maple und der expliziten Form der Eigenfunktionen in Gleichung
(V.27) berechnen wir die Matrizes Pel,1xPel,3 und Pel,2xPel,3 sowie die entsprechenden
Matrizes für die Koordinaten y und z. Mit diesen Matrizes berechnen wir Im Z gemäß
Gleichung (V.18). Zahlenwerte für andere Hauptquantenzahlen ließen sich auf dieselbe
Weise berechnen.
Die Matrix Im Z (und auch Z) ist diagonal in der Basis {u3,l,m| 0 ≤ l ≤ 2, −l ≤
m ≤ l}. Die Diagonalelemente hängen nur von l, aber nicht von m ab. Wir erhal-
ten (u3,0,0, Im Zu3,0,0) =
384
1953125
, (u3,1,m, Im Zu3,1,m) =
738423
125000000
für −1 ≤ m ≤ 1,
und (u3,2,m, Im Zu3,2,m) =
98304
48828125
für −2 ≤ m ≤ 2. Wir bemerken, dass die Ei-
genwerte von 2 · (α5mc2/~)Im Z genau die inversen Lebensdauern τ−1n,l,m der entspre-
chenden Eigenzustände des Wasserstoffatoms sind. Der zusätzliche Faktor zwei ist
darauf zurückzuführen, dass Lebensdauern mit Hilfe der zugehörigen Überlebens-
wahrscheinlichkeiten und nicht mittels Wahrscheinlichkeitsamplituden definiert sind.
Wenn wir α = 7.29735 · 10−3, m = 9.10939 · 10−31 kg, c = 2.99792 · 108 m/s und
~ = 1.05457 · 10−34 Js einsetzen, erhalten wir τ3,0,0 = 1.58303 · 10−7 s, τ3,1,m =
5.26860 · 10−9 s für −1 ≤ m ≤ 1 und τ3,2,m = 1.54593 · 10−8 s für −2 ≤ m ≤ 2.
Die experimentellen Werte für diese Lebensdauern sind nicht sehr präzise. Wir zi-
tieren einen Wert von τ3,1,m = (5.5 ± 0.2) × 10−9 s aus [33]. Bickel und Good-
man [26] finden τ3,1,m = (5.58 ± 0.13) × 10−9 s und Etherton et al. [49] erhalten
τ3,1,m = (5.41± 0.18)× 10−9 s. Die experimentellen Werte stimmen also im Wesentli-
chen mit der Theorie überein.
KAPITEL VI
Ein relativistisches Modell
In diesem Kapitel betrachten wir ein relativistisches Elektron im Feld eines Atom-
kerns. Die Quantisierung wird dabei bezüglich des äußeren Feldes gewählt. Auch für
dieses Modell zeigen wir eine obere und untere Schranke an die Lebensdauer angereg-
ter Zustände. Es stellt sich heraus, dass die Lebensdauer im relativistischen Modell in
niedrigster Ordnung in der Feinstrukturkonstanten α identisch zur Lebensdauer im
Pauli-Fierz-Modell ist. Relativistische Effekte spielen bei der Lebensdauer angeregter
Zustände also eine untergeordnete Rolle.
Technisch betrachtet ist das relativistische Modell wesentlich schwieriger zu hand-
haben. Grund hierfür ist unter anderem die Feinstrukturaufspaltung der Eigenwerte.
Zur Behandlung des relativistischen Modells werden wir auf die Ergebnisse aus Ka-
pitel III zurückgreifen.
VI.1. Modell und Definitionen
Der Coulomb-Dirac-Operator mit Lichtgeschwindigkeit c, Planck-Konstante ~,
Elektronenmasse m, Elementarladung e, Kernladungszahl Z und Dielektrizitätskon-
stante ε0 ist in SI-Einheiten
D′ := −i ~cα · ∇+ βmc2 − e
2Z
4πε0
1
| · | .
Wir bezeichnen die positive Spektralprojektion dieses Operators mit Λ′(+). Wir
schränken diesen Operator auf seinen positiven Spektralraum ein und koppeln ihn das
quantisierte Strahlungsfeld A′κ′(x) := A
′
κ′(x)+ + A
′
κ′(x)−, wobei A
′
κ′(x)+ und A
′
κ′(x)−
wie im nicht-relativistischen Fall durch (V.2) und (V.3) definiert sind.
Addieren wir noch den Operator H ′f für die kinetische Energie der Photonen (siehe
Gleichung V.1), so erhalten wir den Operator (vgl. [35, B-V.1., Formel (35) bis (39),
Seite 431])
H ′ := Λ′(+)[cα · (−i ~∇− eA′κ′(x)) + βmc2 −
e2Z
4πε0
1
| · | ]Λ
′(+) + H ′f ,
wobei e die Elementarladung ist. Zwar könnte man den Operator auch ohne Ein-
schränkung auf den positiven Spektralraum betrachten. In diesem Fall ist zumindest
bekannt, dass selbstadjungierte Realisierungen existieren [3, Theorem 1.2]. Jedoch
sind diese nicht explizit bekannt; insbesondere ist unklar, ob und ggf. auf welchem
Definitionsbereich der Operator wesentlich selbstadjungiert ist. Darüber hinaus würde
der Ausdruck für die inverse Lebensdauer (siehe Gleichung (VI.13)) ohne Ultraviolett-
Cutoff divergieren, die Untersuchung dieses Operators im Hinblick auf die Lebensdau-
er angeregter Zustände nicht sinnvoll wäre. Es sei in diesem Zusammenhang jedoch
bemerkt, dass für eine gewisse Klasse von Potentialen – die das Coulomb-Potential
101
102 VI. EIN RELATIVISTISCHES MODELL
nicht einschließt – bekannt ist, dass der nicht projizierte Operator auf einen geeig-
neten Definitionsbereich wesentlich selbstadjungiert ist (siehe Stockmeyer und Zenk
[140] und Arai [3]).
Wie im nicht-relativistischen Fall setzen wir a0 := α
−1( ~
mc
) (Bohrradius), ζ := a0
und ξ−1 := α
a0
und skalieren den Operator gemäß x → ζx und k → ξ−1k. Die
entsprechende unitäre Abbildung bezeichnen wir mit U . Mit dieser Skalierung können
wir erwarten, den Operator ähnlich wie im nicht-relativistischen Fall behandeln zu
können. Wir müssen also die Ersetzungen
~∇ → αmc∇
eA′κ′(x) → α5/2mcAκ(αx)
e2
4πε0
1
| · | → α
2mc2
1
| · |
H ′f → α2mc2Hf
vornehmen und erhalten
(VI.1) H̃ ′α,Z := UH
′U∗ = α2mc2
[
Λ
(+)
α−1,Z[Dα−1,Z −
√
αα · Aκ(αx)]Λ(+)α−1,Z + Hf
]
.
Hierbei ist Λ
(+)
α−1,Z die in Gleichung (II.3) definierte positive Spektralprojektion des
Operators Dα−1,Z, wobei nach der Skalierung α
−1 die Rolle der Lichtgeschwindigkeit
übernimmt und Z die Rolle der Kopplungskonstanten. Hf und Aκ(x) sind durch die-
selben Ausdrücke wie im nicht-relativistischen Fall (vgl. Gleichungen (V.5) bis (V.7))
gegeben.
Wir betrachten im Folgenden den Operator
(VI.2) Hα := Λ
(+)
α−1,Z[Dα−1,Z − α−2 −
√
αα · Aκ(αx)]Λ(+)α−1,Z + Hf
auf Λ
(+)
α−1,ZL
2(R3;C4) ⊗ F , wobei wir triviale Faktoren ⊗1f oder 1el⊗ nicht mit an-
schreiben.
Um die Ergebnisse über den nicht-relativistischen Grenzfall aus Kapitel III.3 an-
wenden zu können, und um die Methoden zur Behandlung eines nicht-relativistischen
Atoms aus Kapitel V mit möglichst geringen Änderungen übernehmen zu können,
ziehen wir α−2, also die Ruheenergie, vom Operator ab. Wie im nicht-relativistischen
Fall definieren wir den Störungsparameter g := α3/2 > 0 und den Störungsoperator
W (α) :=
√
αΛ
(+)
α−1,Zα · Aκ(αx)Λ(+)α−1,Z,
sowie den freien Operator
Hα,0 := Λ
(+)
α−1,ZDα−1,ZΛ
(+)
α−1,Z + Hf − α−2
und den elektronischen Operator
H
(α)
el := Λ
(+)
α−1,Z[Dα−1,Z − α−2]Λ(+)α−1,Z.
Wir werden immer Z > 0 annehmen.
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Wir werden die Selbstadjungiertheit dieser Operatoren in Kapitel VI.2 beweisen.
Man beachte, dass im Gegensatz zum nicht-relativistischen Fall auch der freie Ope-
rator von α abhängt. Wir unterdrücken die Abhängigkeit der Operatoren Hα, Hα,0
und H
(α)
el von der Kernladungszahl Z, da wir diese als festen Parameter betrachten.
An dem Operator (VI.2) fällt zweierlei auf: Erstens ist der Vorfaktor vor dem
Photonenfeld nur
√
α und nicht α3/2 wie im nicht-relativistischen Fall. Zweitens hängt
der elektronische Operator Dα,Z im Gegensatz zum nicht-relativistischen Fall von der
Feinstrukturkonstanten ab. Der Grenzwert α → 0 entspricht in dieser Skalierung
dem nicht-relativistischen Grenzfall. Bei der Behandlung der Resonanzen für diesen
Operator wird nun auch der Abstand der Eigenwerte mit α klein, was es erforderlich
macht, die Abschätzungen an den Feshbach-Operator zu verbessern.
Trotzdem verwenden wir wie im nicht-relativistischen Fall den Störungsparameter
g = α3/2. Zur Übersicht fügen wir eine Tabelle ein, die verschiedene Potenzen von α
und g miteinander vergleicht:
√
α g1/3
α g2/3
α3/2 g
α2 g4/3
Wir definieren nun die (komplexe) Dilatation dieser Operatoren. Auf dieselbe
Weise wie im nicht-relativistischen Fall definieren wir auf L2(R3;C4)⊗F für reelle θ
eine unitäre Dilatation U(θ). Wir erhalten auf diese Weise den Operator
H
(α)
el (θ) := Uel(θ)H(α)el Uel(θ−1) = Λ(+)α−1,Z(θ)[Dα−1,Z(θ)− α−2]Λ(+)α−1,Z(θ)
auf Λ
(+)
α−1,Z(θ)L
2(R3;C4), der auf Dom(H(α)el (θ)) = Λ
(+)
α−1,Z(θ)H
1(R3;C4) selbstadjun-
giert ist, sowie die Operatoren
Hα(θ) := Λ
(+)
α−1,Z(θ)[Dα−1,Z−α−2−
√
αα·A(θ)κ (αx)]Λ(+)α−1,Z(θ) + e−θHf
W (α)(θ) :=
√
αΛ
(+)
α−1,Z(θ)[α · A(θ)κ (αx)]Λ(+)α−1,Z(θ)
Hα,0(θ) := Λ
(+)
α−1,Z(θ)Dα−1,Z(θ)Λ
(+)
α−1,Z(θ) + e
−θHf − α−2
auf Λ
(+)
α−1,Z(θ)L
2(R3;C4)⊗F . Hierbei ist A(θ)κ (x) := A(θ)κ (x)+ + A(θ)κ (x)−, wobei
A(θ)κ (x)+ :=
∑
µ=1,2
∫
k∈R3
dk G(θ̄)x (k, µ)
∗a∗µ(k)
und
A(θ)κ (x)− :=
∑
µ=1,2
∫
k∈R3
dk G(θ)x (k, µ)aµ(k)
gilt mit
G(θ)x (k, µ) :=
e−θκ(e−θ|k|)√
4π2|k| e
i k·xεµ(k).
Wir werden in Kapitel VI.2 zeigen, dass diese Operatoren eine holomorphe Fortset-
zung für gewisse komplexe θ zulassen.
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Für später definieren wir außerdem
W
(α)
1,0 (θ) :=
√
αΛ
(+)
α−1,Z(θ)
[
α · A(θ)κ (αx)+
]
Λ
(+)
α−1,Z(θ)(VI.3)
W
(α)
0,1 :=
√
αΛ
(+)
α−1,Z(θ)
[
α · A(θ)κ (αx)−
]
Λ
(+)
α−1,Z(θ)(VI.4)
w0,1(k, µ; θ) :=
√
αα ·G(θ)αx(k, µ)(VI.5)
w1,0(k, µ; θ) := w0,1(k, µ; θ̄)
∗
.(VI.6)
Mit den Bezeichnungen aus Kapitel III.2.3 definieren wir die Projektionen
P
(α)
el,n,l(θ) := Pn,l(α
−1,Z; θ) P (α)el,n,l := Pn,l(α
−1,Z; 0)
P
(α)
el,n(θ) := Pn(α
−1, Z; θ) P (α)el,n := Pn(α
−1, Z; 0)
P
(α)
el,n(θ) := Λ
(+)
α−1,Z(θ)− P (α)el,n(θ) P
(α)
el,n := Λ
(+)
α−1,Z − P (α)el,n
P
(α)
el,n,l(θ) := P
(α)
el,n(θ)− P (α)el,n,l(θ) P
(α)
el,n,l := P
(α)
el,n − P (α)el,n,l
P
(α)
el,n,l(θ) := Λ
(+)
α−1,Z(θ)− P (α)el,n,l(θ) P (α)el,n,l := Λ(+)α−1,Z − P (α)el,n,l
als Operatoren auf Λ
(+)
α−1,Z(θ)L
2(R3;C4) bzw. Λ(+)α−1,ZL
2(R3;C4). Ferner benötigen wir
für ein η > 0 wie in Kapitel III.2.5 die Projektionen
(VI.7) Pdisc(α; θ) := Pdisc,ñ(α
−1, Z; θ) =
∑
1≤n′≤ñ
Pn′(α
−1,Z; θ)
und
(VI.8) P̄disc(α; θ) := Λ
(+)
α−1,Z(θ)− Pdisc(α; θ)
ebenfalls als Operatoren auf Λ
(+)
α−1,Z(θ)L
2(R3;C4). η wird dabei so gewählt, dass ñ > n
gilt. Des Weiteren setzen wir
δn,l,±(α) :=



|En,l(α)− En,l±1(α)|/2 1 < l < n
|En,l(α)− En,l+1(α)|/2 l = 1
|En,l(α)− En,l−1(α)|/2 l = n
δn,l(α) := min{δn,l,+(α), δn,l,−(α)}
δn,± := |En − En±1|/2
δn := min{δn,+, δn,−},
wobei wir (vgl. Formel (II.8)) für n ∈ N und für 1 ≤ l ≤ n
En := En,l(∞, Z)
En,l(α) := En,l(α
−1,Z)
definieren. Wir bemerken, dass δn,l(α) = δn,l,±(α) gilt für l = 1 oder l = n. Die
Abhängigkeit dieser Größen von α werden wir stellenweise unterdrücken, um die No-
tation zu verkürzen.
Wegen Gleichung (II.6) gilt für alle α < α0 mit einem hinreichend kleinen α0 > 0
die Ungleichung
(VI.9) c1α
2 ≤ δn,l,±(α) ≤ c2α2
mit zwei Konstanten 0 < c1 < c2 unabhängig von α und l.
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Als relativistisches Analogon zu den Operatoren (V.10) und (V.11) definieren wir
(VI.10) Zodn,l,±(α) := lim
ε↓0
∑
µ=1,2
∫
k∈R3
dk P
(α)
el,n,lw0,1(k, µ; 0)
× P (α)el,n,l
[
P
(α)
el,n,lH
(α)
el − En,l(α) + |k| ± i ε
]−1
P
(α)
el,n,lw1,0(k, µ; 0)P
(α)
el,n,l
und
(VI.11) Zdn,l(α) :=
∑
µ=1,2
∫
k∈R3
dk
|k|P
(α)
el,n,lw0,1(k, µ; 0)P
(α)
el,n,lw1,0(k, µ; 0)P
(α)
el,n,l
sowie
(VI.12) Zn,l,±(α) := Zdn,l(α) + Z
od
n,l,±(α)
als Operatoren auf Ran P
(α)
el,n,l. Außerdem definieren wir θ-abhängige Versionen der
Operatoren Zn,l,±(α) (vgl. Formel (V.15)). Wir setzen für Im θ 6= 0
Zn,l(α; θ) :=
∑
µ=1,2
∫
k∈R3
dk P
(α)
el,n,l(θ)w0,1(k, µ; θ)
× P (α)el,n,l(θ)
[
P
(α)
el,n,l(θ)H
(α)
el (θ)− En,l(α) + e−θ|k|
]−1
P
(α)
el,n,l(θ)w1,0(k, µ; θ)P
(α)
el,n,l(θ)
+
∑
µ=1,2
∫
k∈R3
dk
e−θ|k|P
(α)
el,n,l(θ)w0,1(k, µ; θ)P
(α)
el,n,l(θ)w1,0(k, µ; θ)P
(α)
el,n,l(θ).
Es gilt
Zn,l(α; θ) = Uel(θ)Zn,l,−(α)Uel(θ)−1
für Im θ > 0 und
Zn,l(α; θ) = Uel(θ)Zn,l,+(α)Uel(θ)−1
für Im θ < 0. Man beachte, dass Uel(θ) eingeschränkt auf Ran P (α)el,n,l eine Ähnlichkeits-
transformation ist (Lemma III.27).
Es ist leicht zu sehen, dass der Imaginärteil von Zn,l,±(α) gegeben ist durch (vgl.
Gleichung (V.17) in Bemerkung V.5 für das Pauli-Fierz-Modell)
Im Zn,l,±(α) =∓ π
∑
n′,l′:
En′,l′ (α)<En,l(α)
∑
µ=1,2
∫
|ω|=1
dω (En′,l′(α)− En,l(α))2
× P (α)el,n,lw0,1((En,l(α)− En′,l′(α))ω, µ; 0)P (α)el,n′,l′
× w1,0((En,l(α)− En′,l′(α))ω, µ; 0)P (α)el,n,l.
Es wird sich zeigen, dass die Lebensdauer in niedrigster Ordnung in der Feinstruk-
turkonstanten α durch denselben Ausdruck gegeben ist wie im nicht-relativistischen
Fall. Wir definieren daher (vgl. Gleichung (V.18) im Pauli-Fierz-Modell)
Zn,l,im =g
2 2
3
∑
1≤n′<n
1≤l≤n
(−En′ + En)3(VI.13)
× κ(| − En′ + En|)2P (0)el,n,lxP (0)el,n′,l′xP (0)el,n,l
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und
(VI.14) Yn,l,±(α) := UNR(α−1, Z; 0)−1Re Zn,l(α)UNR(α−1,Z; 0)∓ i Zn,l,im
als Operatoren auf Ran P
(0)
el,n,l, wobei
Ran P
(0)
el,n,l := UNR(α−1,Z; 0)−1P (α)el,n,lUNR(α−1,Z; 0).
Zur Abkürzung setzen wir
Zn,l(α) := Zn,l,−(α), Yn,l(α) := Yn,l,−(α).
Man beachte, dass im Gegensatz zum Pauli-Fierz-Modell die Kopplungskonstante
g in den Definitionen der Objekte Zn,l(α), Yn,l(α) usw. enthalten ist. Aus Glei-
chung (VI.13) sehen wir, dass Übergänge zwischen den Feinstrukturkomponenten
einer Hauptquantenzahl in niedrigster Ordnung in α keine Rolle spielen.
Man beachte, dass wir die Abhängigkeit von α lediglich aus dem Imaginärteil
entfernen, da eine Diskussion des Realteils, der die Lamb-Verschiebung [100, 23]
liefert (siehe auch Bemerkung VI.3), ohne Ultraviolett-Renormierung nicht sinnvoll
ist. Die Lamb-Verschiebung ist im Übrigen auch für die experimentelle Messung der
mittleren Lebensdauer mit der so genannten
”
beam-foil“-Methode [33, 49, 25, 26]
unerheblich.
Wir können nun den Hauptsatz dieses Kapitels formulieren. Wir fixieren dazu ein
n > 2. Da man Zn,l,im aus der entsprechenden Matrix im nicht-relativistischen Fall
durch Einschränkung der zugehörigen quadratischen Form auf Ran P
(0)
el,n,l erhält, sehen
wir sofort, dass dann Zn,l,im für alle 1 ≤ l ≤ n strikt positiv ist (vgl. Kapitel V.4).
In der Tat werden wir im Beweis den Feshbach-Operator und die Matrizes Zn,l,±(α)
und Yn,l,±(α) für alle Feinstrukturkomponenten zur betrachteten Hauptquantenzahl
benötigen und nicht nur für diejenige Feinstrukturkomponente, an deren Lebensdauer
wir interessiert sind.
Satz VI.1. Es sei n > 2 und φ(α) ein normierter Eigenvektor von H
(α)
el mit
Eigenwert En,l(α), ψ(α) := φ(α)⊗Ω und φ(0) := UNR(α−1,Z; 0)−1φ(α). Dann gibt es
ein C > 0, so dass für alle α > 0 klein genug und alle s ≥ 0
〈ψ(α), e−isHαψ(α)〉 = 〈φ(0), e−is(En,l(α)−Yn,l(α))φ(0)〉+ b(g, s)
gilt, wobei |b(g, s)| ≤ C√α.
Wir werden Satz VI.1 in Kapitel VI.6 beweisen.
Bemerkung VI.2. Wenn wir die Definition (VI.14) von Yn,l(α) mit der Formel
(V.18) im nicht-relativistischen Fall vergleichen, sehen wir, dass die Lebensdauer eines
angeregten Zustandes in dem relativistischen Modell dieselbe ist, wie im Pauli-Fierz-
Modell. Relativistische Effekte spiele also beim Zerfall angeregter Zustände durch
elektrische Dipolübergänge eine untergeordnete Rolle. Jedoch scheint es beim Zerfall
des metastabilen 2s-Zustandes des Wasserstoffs einen kleinen relativistischen Beitrag
zu geben (siehe Breit und Teller [29]).
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Bemerkung VI.3. Dass im Operator (VI.2) der Fall kleiner Feinstrukturkon-
stanten α zu einem nicht-relativistischen Grenzfall führt, ist technischer Natur. Man
beachte, dass im Operator (VI.1) die Lichtgeschwindigkeit c nicht nur in der Feinstruk-
turkonstanten α = e
2
4πε0~c auftritt. Insofern ist ”
α klein“ nicht vollständig äquivalent
zu
”
c groß“, auch wenn die oben verwendete Transformation U dazu verwendet wer-
den kann, um aus der Kenntnis bestimmter Eigenschaften in dem einen Grenzfall
Aussagen über den jeweils anderen zu gewinnen. Physikalisch gesehen sollte der von
uns betrachtete Fall kleiner α als der Fall kleiner Elementarladungen e – ebenso wie
im Pauli-Fierz-Modell – interpretiert werden.
Cohen-Tannoudji et. al [35, Kapitel V-V.2, Seite 432 ff.] vertreten die Ansicht,
dass das Pauli-Fierz-Modell der nicht-relativistische Grenzfall eines kovarianten re-
lativistischen Modells ist. Arai [4] hat dies für ein Elektron unter der zusätzlichen
Annahme eines Cutoffs in der Feldenergie und im geraden Teil des äußeren Poten-
tials bewiesen. Der Fall des Coulomb-Dirac-Operators ohne zusätzliche Annahmen
scheint noch offen zu sein. Man beachte, dass im Operator (VI.1) die in der Definition
(V.2) bzw. (V.3) von A′κ′(x) sowie der Definition (V.1) von H
′
f enthaltenen Faktoren
c mit herausskaliert wurden, während [4, 35] diesen Faktor nicht berücksichtigen.
Die Vorgehensweise von Cohen-Tannoudji et. al und Arai ist durchaus üblich; auch
Thaller (siehe [141, Remark 2 in Kapitel 6.1.1]) absorbiert bei der Diskussion des
nicht-relativistischen Grenzfalls einen Faktor c im (klassischen) Vektorpotential. Mit
anderen Worten betrachten Arai, Cohen-Tannoudji et al. und Thaller einen nicht-
relativistischen Grenzfall bezüglich des elektronischen Anteils des Operators. Alle im
Zusammenhang mit dem quantisierten oder nicht quantisierten Strahlungsfeld stehen-
den Faktoren c werden nicht in die Betrachtung des nicht-relativistischen Grenzfalls
eingeschlossen. Insofern würde die Betrachtung des Falls großer Lichtgeschwindig-
keit c im Operator (VI.1) nicht mit dem nicht-relativistischen Grenzfall im Sinne von
Arai, Cohen-Tannoudji oder Thaller übereinstimmen.
Die vorliegende Arbeit zeigt, dass das Pauli-Fierz-Modell durchaus in der Lage
ist, gewisse Aspekte – wie die Lebensdauer eines angeregten Zustandes – einer rela-
tivistischen Theorie richtig wiederzugeben. Da jedoch die Lamb-Verschiebung – also
die Verschiebung der atomaren Spektrallinien durch die Wechselwirkung mit dem
Strahlungsfeld – wesentlich kleiner ist [100] als die Feinstrukturaufspaltung, ist an-
dererseits nicht zu erwarten, dass das Pauli-Fierz-Modell die experimentell beobachte-
ten Spektrallinien korrekt vorhersagen kann. Nichtsdestoweniger stellt sich die Frage,
inwieweit eine nicht-relativistische Theorie wie das Pauli-Fierz-Modell Vorhersagen
über die Lamb-Verschiebung treffen kann.
Die Lamb-Verschiebung wurde in der physikalischen Literatur ausführlich dis-
kutiert. Lamb und Retherford erhielten für die Aufspaltung zwischen dem 2s1/2-
Zustand und dem 2p1/2-Zustand einen experimentellen Wert von zunächst 1000 MHz
[100, 101] und wenig später [102] einen Wert von 1062± 5 MHz.
Bethe [23] erhielt aus einer nicht-relativistischen Theorie in Dipol-Näherung für
den 2s-Zustand des Wasserstoffatoms einen Wert von 1040 MHz, der gut mit dem
experimentellen übereinstimmt, indem er ad hoc einen Cutoff in Höhe der Ruheenergie
des Elektrons einführte.
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Au und Feinberg [6] erhielten – ebenfalls in einer nicht-relativistischen Rech-
nung – ohne Verwendung der Dipolnäherung, dass die Energiedifferenz ohne Re-
normierung endlich ist. Je nach verwendeter Methode fanden sie einen numerischen
Wert von 950.5 MHz oder 996.6 MHz, was nicht besonders gut mit dem Experiment
übereinstimmt (vgl. auch [5], wo die numerischen Werte nochmals geringfügig kor-
rigiert wurden). Grotch [72] fand unter Berücksichtigung des Zeeman-Terms einen
Wert von 1030.9 MHz (siehe jedoch auch das Erratum [71] zur Frage der Massenre-
normierung).
Kroll und Lamb [98] fanden mit einer relativistischen Rechnung 1052 MHz, French
und Weisskopf [57] erhielten ebenfalls mit einer relativistischen Rechnung 1051 MHz.
Für eine detailliertere Diskussion der relativistischen und nicht-relativistischen Quan-
tenelektrodynamik einschließlich der Lamb-Verschiebung verweisen wir auf [114].
Der Beitrag der Vakuumpolarisation zur Lamb-Verschiebung wurde von Hainzl
und Siedentop [75] ohne Verwendung störungstheoretischer Methoden behandelt. Ei-
ne mathematisch rigorose und nicht störungstheoretische Behandlung des photoni-
schen Anteils der Lamb-Verschiebung scheint insbesondere für relativistische Modelle
noch auszustehen.
VI.2. Selbstadjungiertheit und Dilatationsanalytizität
Bevor wir in den folgenden Kapiteln den Operator Hα im Detail untersuchen
können, müssen wir zunächst seine Selbstadjungiertheit beweisen und untersuchen,
in welchen Sinne die Operatoren Hα(θ) eine holomorphe Familie sind.
Satz VI.4. Es sei 0 < αZ <
√
3/2. Dann gilt: Der Operator
Hα : D ⊂ (Λ(+)α−1,ZL2(R3;C4))⊗Dom(Hf) → (Λ(+)α−1,ZL2(R3;C4))⊗F
ist auf D := Λ(+)α−1,ZH1(R3;C4))⊗̂Dom(Hf) wesentlich selbstadjungiert, wobei ⊗̂ das
algebraische Tensorprodukt bezeichnet.
Beweis. Wegen [141, Theorem 4.4] ist H
(α)
el + α
−2 auf dem Definitionsbereich
Dom(H
(α)
el ) = Λ
(+)
α−1,ZH
1(R3;C4) selbstadjungiert und positiv. Da Hf auf einem geeig-
neten Definitionsbereich Dom(Hf) selbstadjungiert und positiv ist, folgt aus [122,
Theorem VIII.33], dass Hα,0 + α
−2 auf dem (algebraischen) Tensorprodukt D =
Λ
(+)
α−1,ZH
1(R3;C4)⊗̂Dom(Hf) wesentlich selbstadjungiert und positiv ist. Es gilt für
alle ψ ∈ D und alle ε > 0 mit einem C > 0 (siehe z.B. [13, Beweis von Lemma 1.1])
‖W (α)ψ‖ ≤ C√α‖(Hf + 1)1/2ψ‖ ≤ C
√
α(‖ψ‖+
√
‖ψ‖‖Hfψ‖)
≤ C√α[(1 + 1
2ε
)‖ψ‖+ ε
2
‖Hfψ‖] ≤ C
√
α[(1 +
1
2ε
)‖ψ‖+ ε
2
‖(Hα,0 + α−2)ψ‖].
Folglich ist W (α) infinitesimal (Hα,0+α
−2)-beschränkt und somit Hα+α−2 (und damit
auch Hα) auf Dom(Hα,0) wesentlich selbstadjungiert. ¤
Wir bezeichnen die in Satz VI.4 definierten selbstadjungierten Operatoren wieder
mit Hα bzw. Hα,0.
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Wir wenden uns nun den Operatoren Hα(θ) und Hα,0(θ) auf dem Definitionsbe-
reich Dom(Hα(θ)) = Dom(Hα,0(θ)) = Λ
(+)
α−1,Z(θ)H
1(R3;C4)⊗̂Dom(Hf) zu. Im folgen-
den Satz zeigen wir, dass die Familien von Operatoren
(VI.15) UDL(α
−1, Z; θ)Hα(θ)UDL(α−1,Z; θ)−1,
UDL(α
−1,Z; θ)Hα,0(θ)UDL(α−1,Z; θ)−1
definiert im Hilbert-Raum Λ
(+)
α−1,ZL
2(R3;C4)⊗F mit Definitionsbereich
UDL(α
−1, Z; θ)Λ(+)α−1,Z(θ)H
1(R3;C4)⊗̂Dom(Hf), holomorphe Familien vom Typ (B) auf
geeigneten Definitionsbereichen bestimmen. Wir schreiben auch für den Operator
UDL(α
−1, Z; θ)⊗ 1f kurz UDL(α−1, Z; θ).
Satz VI.5. Es sei θ ∈ Sπ/4, 2αZC(θ) < 1, CDL|θ| < q und CDLS|θ| < q für ein
0 < q < 1. Dann gibt es ein θ0 > 0 unabhängig von 0 < α ≤ 1, so dass für alle |θ| ≤
θ0 die Operatoren (VI.15) holomorphe Familien von Operatoren H̃α(θ) bzw. H̃α,0(θ)
vom Typ (B) auf einem geeigneten Definitionsbereich Dom(H̃α(θ)) = Dom(H̃α,0(θ))
definieren. Diese Operatoren sind m-sektoriell.
Beweis. Zunächst ist der Ausdruck
qα−1,0(ψ) := 〈ψ, (Dα−1,Z ⊗ 1 + 1⊗Hf)ψ〉
für ψ ∈ D eine positive abschließbare quadratische Form, deren Abschluss q̃α−1,0
einen selbstadjungierten Operator definiert, der mit dem in Satz VI.4 definierten
Operator Hα,0 übereinstimmt. Es gilt Dom(q̃α−1,0) = Dom((Hα,0 + α
−2)1/2). Für ψ ∈
Dom(q̃α−1,0) gilt insbesondere
‖|Dα−1,Z|1/2ψ‖ = ‖(Λ(+)α−1,ZDα−1,ZΛ(+)α−1,Z)1/2ψ‖
≤ ‖(Λ(+)α−1,ZDα−1,ZΛ(+)α−1,Z ⊗ 1 + 1⊗Hf)1/2ψ‖ < ∞,
und auf dieselbe Weise sehen wir ‖(Hf + 1)1/2ψ‖ < ∞.
Für ψ ∈ Dom(q̃α−1,0) finden wir daher
〈ψ,UDL(α−1; θ)Dα−1,Z(θ)UDL(α−1; θ)−1ψ〉(VI.16)
=〈|Dα−1,Z|1/2ψ, |Dα−1,Z|−1/2|Dα−1,0|1/2
× |Dα−1,0|−1/2UDL(α−1; θ)Dα−1,Z(θ)UDL(α−1; θ)−1|Dα−1,0|−1/2
× |Dα−1,0|1/2|Dα−1,Z|−1/2|Dα−1,Z|1/2ψ〉.
Wegen Lemma III.14 und Lemma III.12 gilt somit
|〈ψ, UDL(α−1; θ)Dα−1,Z(θ)UDL(α−1; θ)−1ψ〉 − 〈ψ,Dα−1,Zψ〉| ≤ C|θ|〈ψ, Dα−1,Zψ〉
mit einem C > 0 unabhängig von α und θ. Außerdem gilt
|e−θ〈ψ,Hfψ〉 − 〈ψ,Hfψ〉| ≤ B|θ|〈ψ,Hfψ〉
mit B := eπ/4.
Wegen ‖W (α)(θ)(Hf + 1)−1/2‖ ≤
√
αC1 mit einem C1 > 0 unabhängig von θ und
α (siehe z.B. [13, Beweis von Lemma 1.1]) erhalten wir für alle ε > 0
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(VI.17) |〈ψ, UDL(α−1; θ)W (α)(θ)UDL(α−1; θ)−1ψ〉|
= |〈ψ, UDL(α−1; θ)W (α)(θ)(Hf + 1)−1/2UDL(α−1; θ)−1(Hf + 1)1/2ψ〉|
≤ √αC1(1 + CDL|θ|)2[(1/ε2 + ε2)‖ψ‖2 + ε2〈ψ, Hfψ〉].
Folglich ist die für ψ ∈ Dom(q̃α−1,0) definierte quadratische Form
pα−1;θ(ψ) := 〈ψ, (Hα + α−2)ψ〉
für hinreichend kleine |θ| wohldefiniert. Wählen wir |θ| so klein, dass (C + B)|θ| < 1
gilt, und dann in (VI.17) ε > 0 (in Abhängigkeit von θ) klein genug, so sehen wir,
dass die quadratische Form pα−1;θ − q̃α,0 relativ q̃α,0-beschränkt ist mit Formschranke
kleiner 1.
Wegen [97, Theorem VI-1.33] ist die quadratische Form pα−1;θ abgeschlossen mit
Dom(pα−1;θ) = Dom(q̃α−1,0) und sektoriell. Außerdem gilt
|Dα−1,0|−1/2UDL(α−1; θ)Dα−1,Z(θ)UDL(α−1; θ)−1|Dα−1,0|−1/2
=|Dα−1,0|−1/2UDL(α−1; θ)|Dα−1,0|1/2|Dα−1,0|−1/2Dα−1,Z(θ)|Dα−1,0|−1/2
× |Dα−1,0|1/2UDL(α−1; θ)−1|Dα−1,0|−1/2.
Wegen Gleichung (VI.16) und Satz III.13 c) hängt 〈ψ,UDL(α−1; θ)Dα−1,Z(θ)×
× UDL(α−1; θ)−1ψ〉 für alle ψ ∈ Dom(pα−1;θ) holomorph von θ ab. Es ist leicht zu
sehen, dass
(Hf + 1)
−1/2UDL(α−1; θ)W (α)(θ)UDL(α−1; θ)−1(Hf + 1)−1/2
beschränkt und holomorph ist, woraus folgt, dass
〈ψ,UDL(α−1; θ)W (α)(θ)UDL(α−1; θ)−1ψ〉
holomorph von θ abhängt. Folglich hängt pα−1;θ(ψ) für alle ψ ∈ Dom(pα−1;θ) =
Dom(q̃α−1,0) holomorph von θ ab. Die durch diese Familie von quadratischen Formen
definierte Familie von m-sektoriellen Operatoren ist somit eine holomorphe Familie
vom Typ (B) (siehe [97, Kapitel VII-4.2]). Der Beweis für den Operator ohne Wech-
selwirkung verläuft analog. Wegen ‖W (α)(θ)(Hf + 1)−1/2‖ ≤
√
αC1 (siehe oben) ist
die Wechselwirkung zum freien Operator infinitesimal (Operator)-beschränkt, woraus
die Gleichheit der Definitionsbereiche folgt. ¤
Bemerkung VI.6. Der obige Beweis zeigt auch, dass für hinreichend kleine |θ|
die Operatoren UDL(α
−1; θ)Dα−1,Z(θ)UDL(α−1; θ)−1|RanΛ(+)
α−1,Z
auf dem Raum
Λ
(+)
α−1,ZL
2(R3;C4) sektoriell sind. Insbesondere sind die Voraussetzungen des Ichinose-
Lemmas (siehe [124, Corollary 2 auf Seite 183] oder [91]) erfüllt, so dass
σ(Dα−1,Z(θ)|RanΛ(+)
α−1,Z(θ)
⊗ 1f + e−θ1el ⊗Hf) =
= σ(Dα−1,Z(θ)|RanΛ(+)
α−1,Z(θ)
) + e−θσ(Hf)
gilt. Wir bemerken, dass das Ichinose-Lemma auch noch unter etwas allgemeineren
Voraussetzungen gilt, jedoch auch Gegenbeispiele existieren, wenn diese Vorausset-
zungen nicht erfüllt sind (siehe Herbst [84, 83]).
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Wir werden im Folgenden die Operatoren UDL(α
−1,Z; θ)−1H̃α(θ)UDL(α−1,Z; θ)
und UDL(α
−1,Z; θ)−1H̃α,0(θ)UDL(α−1, Z; θ) auf den jeweiligen Definitionsbereichen
UDL(α
−1, Z; θ)−1 Dom(H̃α(θ)) bzw. UDL(α−1,Z; θ)−1 Dom(H̃α,0(θ)) betrachten und die-
se Operatoren wieder mit Hα(θ) bzw. Hα,0(θ) bezeichnen.
VI.3. Technische Lemmata
In diesem Abschnitt formulieren und beweisen wir alle technischen Aussagen,
die wir im folgenden Abschnitt benötigen werden, um die Existenz des Feshbach-
Operators sicherzustellen und um ihn durch geeignete andere Operatoren approxi-
mieren zu können.
Auf Grund der Dilatationsanalytizität können wir uns in den folgenden Betrach-
tungen auf θ = i ϑ mit 0 < ϑ < θ0 beschränken. Wir wählen dabei θ0 so klein, dass
sowohl die Aussagen von Satz VI.5 als auch die Aussagen in Anhang B.1 Gültigkeit
haben. Des Weiteren wählen wir für dieses θ0 ein α0 > 0 so klein, dass die Aussagen
aus Kapitel III.3 über den
”
nicht-relativistischen Grenzfall“ des Operators Dα−1,Z(θ)
und Ungleichung (VI.9) gelten. Insbesondere sind alle vorkommenden Projektionen
gleichmäßig in α und θ beschränkt.
Wir wählen ρ, σ > 0 und definieren die Mengen (siehe Abbildung VI.1)
A<n,l(α, σ) := [En,l(α)− δn,l,−(α), En,l(α) + δn,l,+(α)] + i [−σ,∞), 1 ≤ l ≤ n
und
An,l(α, σ) :=



[En,l(α)− δn,l,−(α), En,l(α) + δn,l,+(α)] + i [−σ,∞) 1 < l < n
[En − δn,−, En,l(α) + δn,l,+(α)] + i [−σ,∞) l = 1
[En − δn,l,−(α), En + δn,+] + i [−σ,∞) l = n
sowie die Projektionen
Pn,l(θ) := P
(α)
el,n,l ⊗ χHf≤ρ, P n,l(θ) := 1− Pn,l(θ)
und für R > 0
P n,l(θ; R) := P
(α)
el,n,l(θ)⊗ χHf+R>ρ + P (α)el,n,l ⊗ 1f
als Operatoren auf Λ
(+)
α−1,Z(θ)L
2(R3;C4) ⊗ F . Man beachte, dass für 1 < l < n die
Identität A<n,l(α, σ) = An,l(α, σ) gilt. Des Weiteren definieren wir analog zu [13]
Bθ(ρ) := Λ
(+)
α−1,Z(θ)[H
(α)
el (θ)− En,l(α) + e−θ(Hf + ρ)]Λ(+)α−1,Z(θ)
als Operator auf Λ
(+)
α−1,Z(θ)L
2(R3;C4)⊗F mit Definitionsbereich
Dom(Bθ(ρ)) = UDL(α
−1,Z; θ)−1 Dom(H̃α,0(θ)).
Der Operator ist dicht definiert und abgeschlossen (vgl. Satz VI.5 und die darauf
folgenden Bemerkungen). Folglich ist auch Bθ(ρ)
∗ dicht definiert und es gilt Bθ(ρ)∗∗ =
Bθ(ρ). Man beachte, dass die Adjungierte im Sinne von Λ
(+)
α−1,Z(θ)L
2(R3;C4) ⊗ F zu
verstehen ist. Insbesondere ist Bθ(ρ)
∗ 6= Bθ̄(ρ). Wie im Pauli-Fierz-Modell ist Bθ(ρ)
lediglich ein Hilfsobjekt, das in verschiedenen Resolventenentwicklungen eine Menge
Kombinatorik erspart (vgl. Kapitel B.2). Man könnte alle Aussagen im Prinzip auch
ohne Verwendung von Bθ(ρ) beweisen. Wir weisen darauf hin, dass alle Normen,
Skalarprodukte und Adjungierten in diesem und den folgenden beiden Abschnitten
im Sinne von Λ
(+)
α−1,Z(θ)L
2(R3;C4) oder Λ(+)α−1,Z(θ)L
2(R3;C4)⊗F zu verstehen sind.
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Über ρ und σ werden wir später verfügen; wir werden ρ und σ als geeignete Funk-
tionen der Kopplungskonstanten g wählen. Zunächst jedoch setzen wir nur voraus,
dass σ und ρ nicht-negativ und durch eine Konstante nach oben beschränkt sind.
In den Beweisen in diesem und den folgenden Abschnitten bezeichnet C grund-
sätzlich eine generische, positive Konstante, die von α und ggf. von z unabhängig ist,
jedoch eventuell von ϑ abhängt.
In den folgenden Lemmata beweisen wir zunächst einige Abschätzungen an die
Resolvente des freien Operators Hα,0 sowie des elektronischen Operators H
(α)
el . Die
Lemmata verallgemeinern und verfeinern entsprechende Aussagen und deren Beweise
aus [13]. Dabei müssen wegen der Feinstrukturaufspaltung und der fehlenden Potenz
von α in der Wechselwirkung eine Reihe zusätzlicher Schwierigkeiten überwunden
werden.
Lemma VI.7. Es sei 0 < ϑ < θ0. Dann gelten die folgenden Aussagen:
a) Es gibt ein C > 0, so dass für alle α ≤ α0, alle σ ≤ δn,l(α) sin ϑ2 cos ϑ , alle R > 0
und alle z ∈ An,l(α, σ) gilt:
(VI.18)
∥∥∥
[
P
(α)
el,n,l ⊗ 1f(H(α)el (θ) + e−θ(Hf + R)− z)P
(α)
el,n,l ⊗ 1f
]−1
P
(α)
el,n,l ⊗ 1f
∥∥∥ ≤
≤ C
δn,l(α) sin ϑ
b) Es gibt ein C > 0, so dass für alle ρ > 0, alle σ ≤ ρ sin ϑ
2
, alle R ≥ ρ und alle
z ∈ An,l(α, σ) gilt:
(VI.19)
∥∥∥
[
P
(α)
el,n,l⊗1f(H(α)el (θ)+ e−θ(Hf +R)− z)P
(α)
el,n,l⊗1f
]−1
P
(α)
el,n,l⊗1f
∥∥∥ ≤ C
R sin ϑ
c) Es gibt ein C > 0, so dass für alle α ≤ α0, alle σ ≤ δn sin ϑ2 cos ϑ , alle R > 0 und
alle z ∈ An,l(α, σ) gilt:
(VI.20)
∥∥∥
[
P
(α)
el,n ⊗ 1f(H(α)el (θ) + e−θ(Hf + R)− z)P
(α)
el,n ⊗ 1f
]−1
P
(α)
el,n ⊗ 1f
∥∥∥ ≤ C
δn sin ϑ
Beweis.
a) Wir splitten die Projektion (und die Resolvente) gemäß
P
(α)
el,n,l(θ) =
∑
1≤l′≤n
l′ 6=l
P
(α)
el,n,l′(θ)
und verwenden diejenige Darstellung (Spektralsatz), in der Hf die Multiplikation mit
der Variablen r ist. Um die Notation zu verkürzen, unterdrücken wir die Abhängigkeit
der Eigenwerte En,l′(α) von α. Wir bemerken, dass für En,l′ < En,l
(VI.21) |En,l′ − z + e−θ(r + R)| ≥ Im (eθ(z − En,l′)) ≥
≥ −(cos ϑ)σ + sin ϑ(Re z − En,l′) ≥ sin ϑδn,l(α)
2
und für En,l′ > En,l
(VI.22) |En,l′ − z + e−θ(r + R)| ≥ Re (En,l′ − z + e−θ(r + R)) ≥ δn,l(α)
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gilt, was wegen Korollar III.28 die Behauptung zeigt. Falls l = 1 bzw. l = n, entfal-
len die Abschätzungen (VI.21) bzw. (VI.22). Wir haben in der ersten Abschätzung
verwendet, dass (cos ϑ)σ ≤ sin ϑδn,l(α)
2
gilt.
b) Wir schätzen ab
Im (−En,l′ + z − e−θ(r + R)) ≥ −σ + sin ϑ(r + R) ≥ sin ϑR
2
,
wobei wir verwendet haben, dass σ ≤ sin ϑR
2
gilt.
c) Wir splitten gemäß Gleichung (VI.7) die Projektion
P
(α)
el,n = P̄disc(α; θ) +
∑
1≤n′≤ñ
n′ 6=n
P
(α)
el,n′(θ)
und erhalten analog zum Beweis von Aussage a)∣∣∣∣
1
En,l′ − z + e−θ(r + R)
∣∣∣∣ ≤
C
δn sin ϑ
.
sowie mit Korollar III.21
∥∥∥
[
P̄disc(α; θ)⊗ 1f(H(α)el (θ) + e−θ(Hf + R)− z)P̄disc(α; θ)⊗ 1f
]−1
P̄disc(α; θ)⊗ 1f
∥∥∥
= sup
r>0
∥∥∥
[
P̄disc(α; θ)⊗ 1f(H(α)el (θ) + e−θ(r + R)− z)P̄disc(α; θ)⊗ 1f
]−1
P̄disc(α; θ)⊗ 1f
∥∥∥
≤ sup
r>0
C
−η − (Re z − (r + R)) ≤
C
δn
.
¤
Lemma VI.8. Es sei 0 < ϑ < θ0. Dann gelten die folgenden Aussagen:
a) Es gibt ein C > 0, so dass für alle α ≤ α0, alle R > 0 , alle
σ ≤ min{ δn,l(α) sin ϑ
2 cos ϑ
, δn sin ϑ
2 cos ϑ
, 1/2ρ sin ϑ} und alle z ∈ An,l(α, σ) gilt:
(VI.23)
∥∥∥
[
P n,l(θ; R)(H
(α)
el (θ) + e
−θ(Hf + R)− z)P n,l(θ; R)
]−1
P n,l(θ; R)
∥∥∥ ≤
≤ C
min{δn, δn,l(α), ρ} sin ϑ
b) Es gibt ein C > 0, so dass für alle α ≤ α0, alle σ ≤ min{ δn,l(α) sin ϑ2 cos ϑ ,
δn sin ϑ
2 cos ϑ
, 1/2ρ sin ϑ} und alle z ∈ An,l(α, σ) gilt:
(VI.24)
∥∥∥
[
P n,l(θ)(Hα,0(θ)− z)P n,l(θ)
]−1
P n,l(θ)Bθ(ρ)
∥∥∥ ≤
≤ C
sin ϑ
(
1 +
ρ
min{δn,l(α), δn}
)
Beweis.
a) Wir splitten die Projektion
P n,l(θ; R) = P
(α)
el,n ⊗ 1f + P
(α)
el,n,l ⊗ 1f + P (α)el,n,l ⊗ χHf+R≥ρ.
Für r + R ≥ ρ schätzen wir wie folgt ab:
Im (−En,l + z − e−θ(r + R)) ≥ −σ + sin ϑ(r + R) ≥ sin ϑρ
2
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Hierbei haben wir verwendet, dass σ ≤ 1/2ρ sin ϑ und r + R ≥ ρ gilt. Zusammen mit
den Gleichungen (VI.18) und (VI.20) in Lemma VI.7 zeigt das die Behauptung.
b) Wie im Beweis von a) splitten wir die Projektion
P n,l(θ) = P
(α)
el,n ⊗ 1f + P
(α)
el,n,l ⊗ 1f + P (α)el,n,l ⊗ χHf≥ρ.
Wir beginnen mit
∥∥∥
[
P
(α)
el,n,l(θ)⊗ χHf≥ρ(Hα,0(θ)− z)
]−1
P
(α)
el,n,l(θ)⊗ χHf≥ρBθ(ρ)
∥∥∥
= sup
r≥ρ
| e
−θ(r + ρ)
En,l − z + e−θr |‖P
(α)
el,n,l(θ)‖ ≤ sup
r≥ρ
2(r + ρ)
sin ϑr
‖P (α)el,n,l(θ)‖
≤ 4
sin ϑ
‖P (α)el,n,l(θ)‖,
wobei wir die Ungleichung
(VI.25) Im (−En,l + z − e−θr) ≥ −σ + sin ϑr ≥ sin ϑr
2
benützt haben, die aus σ ≤ sin ϑρ
2
und ρ ≤ r folgt.
Unter Verwendung der Gleichungen (VI.21) und (VI.22) aus dem Beweis von
Lemma VI.7 sowie von (VI.25) erhalten wir mit einem C > 0 unabhängig von α
∣∣∣En,l′ − En,l + e
−θ(r + ρ)
En,l′ − z + e−θr
∣∣∣ ≤
∣∣∣∣
En,l′ − En,l + e−θρ
En,l′ − z + e−θr
∣∣∣∣ +
∣∣∣∣
e−θr
En,l′ − z + e−θr
∣∣∣∣
≤C 2(α
2 + ρ)
sin ϑδn,l(α)
+



2ρ
sin ϑδn,l(α)
, r ≤ ρ
2r
sin ϑr
, r > ρ
≤C 4
sin ϑ
(1 +
ρ
δn,l(α)
).
Analog erhalten wir für n′ 6= n
|En′,l′ − En,l + e
−θ(r + ρ)
En′,l′ − z + e−θr | ≤ C
4
sin ϑ
(1 +
ρ
δn
).
Schließlich gilt∥∥∥
[
P̄disc(α; θ)(Hα,0(θ)− z)
]−1
P̄disc(α; θ)Bθ(ρ)
∥∥∥
=
∥∥∥
[
P̄disc(α; θ)(Hα,0(θ)− z)
]−1
P̄disc(α; θ)
[
(H
(α)
el (θ)− z + e−θ(Hf + ρ0))
+ z − En,l − e−θρ0
]∥∥∥
≤‖P̄disc(α; θ)‖+ sup
r≥0
∥∥∥ z − En,l − e
−θρ
P̄disc(α; θ)(H
(α)
el (θ)− z + e−θ(r + ρ0))
P̄disc(α; θ)
∥∥∥
≤‖P̄disc(α; θ)‖+ sup
r≥0
max{δn,−, δn,+}+ ρ
Re (−η − z) + cos ϑr ≤
C
δn
,
wobei wir Korollar III.21 benützt haben. ¤
Teil b) des vorangegangenen Lemmas sowie die folgenden Lemmata sind bereits
Vorbereitungen für den Beweis von relativen Schranken an die Wechselwirkung.
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Korollar VI.9. Es sei 0 < ϑ < θ0. Dann gibt es ein C > 0, so dass für alle
α ≤ α0, alle σ ≤ min{ δn,l(α) sin ϑ2 cos ϑ , δn sin ϑ2 cos ϑ , 1/2ρ sin ϑ} und alle z ∈ An,l(α, σ) gilt:
‖|Bθ(ρ)|1/2[P n,l(θ)(Hα,0(θ)− z)P n,l(θ)]−1P n,l(θ)|Bθ(ρ)∗|1/2‖ ≤ C
sin ϑ
Beweis. Wir berechnen∥∥∥|Bθ(ρ)|
[
P n,l(θ)(Hα,0(θ)− z)P n,l(θ)
]−1
P n,l(θ)
∥∥∥
=
∥∥∥Bθ(ρ)
[
P n,l(θ)(Hα,0(θ)− z)P n,l(θ)
]−1
P n,l(θ)
∥∥∥
=
∥∥∥
[
P n,l(θ)(Hα,0(θ)− z)P n,l(θ)
]−1
P n,l(θ)Bθ(ρ)
∥∥∥
=
∥∥∥Bθ(ρ)∗
([
P n,l(θ)(Hα,0(θ)− z)P n,l(θ)
]−1
P n,l(θ)
)∗∥∥∥
=
∥∥∥|Bθ(ρ)∗|
([
P n,l(θ)(Hα,0(θ)− z)P n,l(θ)
]−1
P n,l(θ)
)∗∥∥∥
=
∥∥∥
[
P n,l(θ)(Hα,0(θ)− z)P n,l(θ)
]−1
P n,l(θ)|Bθ(ρ)∗|
∥∥∥.
Die Behauptung folgt nun durch komplexe Interpolation [123, Kapitel IX.4, Propo-
sition 9] aus Lemma VI.8 b). ¤
Lemma VI.10. Es sei 0 < ϑ < θ0. Dann gibt es ein C > 0, so dass für alle
0 < α < α0 und alle ρ > 0 die folgenden Aussagen gelten:
a)
(VI.26)
∥∥∥P (α)el,n(θ)Bθ(ρ)−1
∥∥∥ ≤ C
sin ϑ
b)
(VI.27)
∥∥Bθ(ρ)−1
∥∥ ≤ C
sin ϑ
(
1 +
1
ρ
)
c)
(VI.28)
∥∥HfBθ(ρ)−1
∥∥ ≤ C
sin ϑ
Beweis.
a) Unter Verwendung von Korollar III.21 schätzen wir ab
‖P̄disc(α; θ)Bθ(ρ)−1‖
= sup
r≥0
‖[P̄disc(α; θ)(H(α)el (θ)− En,l + e−θ(r + ρ))]−1P̄disc(α; θ)‖
≤ sup
r≥0
C
−η − En,l + cos ϑ(r + ρ) ≤
C
δn
und bemerken, dass analog zu den Formeln (VI.21) und (VI.22) für n′ < n
(VI.29) |En′,l′ − En,l + e−θ(r + ρ)| ≥ Im (eθ(z − En,l))
≥ −(cos ϑ)σ + sin ϑ(En,l − En′,l′) ≥ sin ϑδn
und für n′ > n
(VI.30) |En′,l′ − En,l + e−θ(r + ρ)| ≥ Re (En′,l′ − En,l + e−θ(r + ρ)) ≥ δn
gilt, was die Behauptung zeigt.
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b) Wegen Teil a) reicht es, die Abschätzung auf Ran P
(α)
el,n zu zeigen. Wir finden
für alle 1 ≤ n′ ≤ ñ und alle 1 ≤ l ≤ n′, also insbesondere für n′ = n,
(VI.31) |En′,l′(α)− En,l(α) + e−θ(r + ρ)| ≥ sin ϑ(r + ρ) ≥ ρ sin ϑ,
was die Behauptung zeigt.
c) Unter Verwendung von Formel (VI.31) erhalten wir für alle 1 ≤ n′ ≤ ñ und alle
1 ≤ l ≤ n′
r
|En′,l′(α)− En,l(α) + e−θ(r + ρ)| ≤
r
sin ϑ(r + ρ)
≤ 1
sin ϑ
,
was die Behauptung auf Ran Pdisc(α; θ) zeigt. Auf Ran P̄disc(α; θ) gilt wegen Korollar
III.21
∥∥HfBθ(ρ)−1P̄disc(α; θ)
∥∥
= sup
r≥0
∥∥∥r
[
P̄disc(α; θ)(H
(α)
el (θ)− En,l + e−θ(r + ρ))
]−1
P̄disc(α; θ)
∥∥∥
≤C sup
r≥0
r
η − En,l + cos ϑ(r + ρ) ≤ C
1
cos ϑ
.
Man beachte außerdem | sin ϑ| < cos ϑ für |ϑ| < π/4. ¤
Korollar VI.11. Es sei 0 < ϑ < θ0. Dann gibt es ein C > 0, so dass für alle
0 < α < α0 und alle ρ > 0 die folgenden Abschätzungen gelten:
a)
‖P (α)el,n(θ)|Bθ(ρ)|−1/2‖ ≤
C√
sin ϑ
‖|Bθ(ρ)∗|−1/2P (α)el,n(θ)‖ ≤
C√
sin ϑ
b)
‖|Bθ(ρ)|−1/2‖ ≤ C√
sin ϑ
(
1 +
1√
ρ
)
‖|Bθ(ρ)∗|−1/2‖ ≤ C√
sin ϑ
(
1 +
1√
ρ
)
c)
‖H1/2f |Bθ(ρ)|−1/2‖ ≤
C√
sin ϑ
‖H1/2f |Bθ(ρ)∗|−1/2‖ ≤
C√
sin ϑ
Beweis.
a) Wir finden
‖P (α)el,n(θ)|Bθ(ρ)|−1/2‖2 = ‖|Bθ(ρ)|−1/2P
(α)
el,n(θ)
∗‖2
=‖P (α)el,n(θ)|Bθ(ρ)|−1P
(α)
el,n(θ)
∗‖
≤‖P (α)el,n(θ)‖‖(Bθ(ρ)∗)−1P
(α)
el,n(θ)
∗‖ = ‖P (α)el,n(θ)‖‖P
(α)
el,n(θ)Bθ(ρ)
−1‖
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und
‖|Bθ(ρ)∗|−1/2P (α)el,n(θ)‖2 = ‖P
(α)
el,n(θ)
∗|Bθ(ρ)∗|−1P (α)el,n(θ)‖
≤‖P (α)el,n(θ)∗‖‖Bθ(ρ)−1P
(α)
el,n(θ)‖.
Die Behauptung folgt nun aus Lemma VI.10.
b) Dies folgt unmittelbar aus dem Spektralsatz für selbstadjungierte Operatoren.
c) Aus Formel (VI.28) in Lemma VI.10 folgt
‖Hfψ‖ ≤ C
min{sin ϑ, cos ϑ}‖Bθ(ρ)ψ‖
für alle ψ ∈ Dom(Bθ(ρ)). Indem wir die Wurzel aus dieser Operator-Ungleichung
ziehen, erhalten wir die Behauptung. Die zweite Ungleichung folgt analog unter Ver-
wendung der Identität
‖HfBθ(ρ)−1‖ = ‖[Bθ(ρ)∗]−1Hf‖ = ‖Hf [Bθ(ρ)∗]−1‖.
¤
In den letzten beiden Lemmata in diesem Abschnitt beweisen wir nun relative
Schranken an die Wechselwirkung. Wie im nicht-relativistischen Fall verwenden wir
dabei den Operator Bθ(ρ) als Hilfsobjekt. Für die Notwendigkeit dieser Konstruk-
tion siehe die Bemerkung nach Lemma B.6. Man beachte, dass hier die zusätzliche
Schwierigkeit auftritt, dass der Faktor vor der relativistischen Wechselwirkung nur
√
α
ist. Um diese Schwierigkeit zu umgehen, benützen wir die Aussagen über den nicht-
relativistischen Grenzfall des Dirac-Operators aus Kapitel III.3.2. Treten nämlich
Erwartungswerte der α-Matrix mit mindestens einem Bindungszustand des Dirac-
Operators auf, so gewinnen wir aus diesem Erwartungswert einen zusätzlichen Faktor
α. Andererseits divergiert auf Spektralräumen
”
weg“ von der betrachteten Haupt-
quantenzahl die Resolvente nicht für ρ → 0, so dass wir auf diese Weise den fehlenden
Faktor wieder wett machen.
Lemma VI.12. Es sei 0 < ϑ < θ0. Dann gibt es ein C > 0, so dass für alle
0 < α < α0 und alle ρ > 0 die Abschätzung
∥∥|Bθ(ρ)∗|−1/2W (α)(θ)|Bθ(ρ)|−1/2
∥∥ ≤ C
sin ϑ
√
α
[
1 + α
(
1 +
1
ρ1/2
)]
gilt.
Beweis. Wir splitten die Projektion gemäß Λ
(+)
α−1,Z(θ) = P1(θ) + P2(θ), wobei
P1(θ) = P
(α)
el,n(θ)⊗ 1f
P2(θ) = P
(α)
el,n(θ)⊗ 1f .
Da die Abschätzung mit A
(θ)
κ (αx)+ analog verläuft, beschränken wir uns auf den Fall
mit A
(θ)
κ (αx)−. Wir finden für ψ, ψ′ ∈ Λ(+)α−1,Z(θ)L2(R3;C4)⊗F und i, j ∈ {1, 2}∣∣∣
〈
ψ′, |Bθ(ρ)∗|−1/2Pi(θ)α · A(θ)κ (αx)−Pj(θ)|Bθ(ρ)|−1/2ψ
〉∣∣∣(VI.32)
≤
∑
µ=1,2
∫
k∈R3
dk |κ(e−θ|k|)|√
4π2|k|
∣∣∣
〈
ψ′, |Bθ(ρ)∗|−1/2
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× Pi(θ)α · εµ(k)ei αk·xaµ(k)Pj(θ)|Bθ(ρ)|−1/2ψ
〉∣∣∣
≤
∑
µ=1,2
∫
k∈R3
dk |κ(e−θ|k|)|√
4π2|k|
∥∥Pi(θ)∗|Bθ(ρ)∗|−1/2ψ′
∥∥
×
∥∥Pi(θ)α · εµ(k)ei αk·xPj(θ)
∥∥ ∥∥aµ(k)Pj(θ)|Bθ(ρ)|−1/2ψ
∥∥ .
Wir müssen nun zwei Fälle unterscheiden:
Fall 1: i = j = 2. Mit Korollar VI.11 a) erhalten wir
‖|Bθ(ρ)∗|−1/2Pi(θ)‖ ≤ C.
Außerdem gilt
‖Pi(θ)α · εµ(k)ei αk·xPj(θ)‖ ≤ C.
Die rechte Seite von Formel (VI.32) lässt sich dann abschätzen durch
C‖ψ′‖
√ ∑
µ=1,2
∫
k∈R3
dk |κ(e−θ|k|)|2
|k|2(VI.33)
×
√ ∑
µ=1,2
∫
k∈R3
dk |k|‖aµ(k)Pj(θ)|Bθ(ρ)|−1/2ψ‖2
≤C‖ψ′‖‖ψ‖‖H1/2f |Bθ(ρ)|−1/2‖ ≤
C√
sin ϑ
‖ψ′‖‖ψ‖
mit einem generischen C > 0, wobei wir im letzen Schritt Korollar VI.11 c) verwendet
haben.
Fall 2: Alle anderen Kombinationen von i und j. Aus Lemma III.29 oder Satz
III.32 erhalten wir die Abschätzung
‖Pi(θ)α · εµ(k)ei αk·xPj(θ)‖ ≤ Cα(1 + α|k|),
und aus Korollar VI.11 a) und b)
‖|Bθ(ρ)∗|−1Pi(θ)‖ ≤ C√
sin ϑ
(
1 +
1
ρ1/2
)
.
Die rechte Seite von Formel (VI.32) lässt sich in diesem Fall abschätzen durch
(VI.34) α
C√
sin ϑ
(
1 +
1
ρ1/2
)
‖ψ′‖
√ ∑
µ=1,2
∫
k∈R3
dk |κ(e−θ|k|)|2(1 + α|k|)2
|k|2
×
√ ∑
µ=1,2
∫
k∈R3
dk |k|‖aµ(k)Pj(θ)|Bθ(ρ)|−1/2ψ‖2 ≤ α C
sin ϑ
(
1 +
1
ρ1/2
)
‖ψ′‖‖ψ‖
mit einem generischen C > 0. ¤
Lemma VI.13. Es sei 0 < ϑ < θ0. Dann gibt es ein C > 0, so dass für alle
0 < α < α0 und alle ρ > 0 die folgenden Abschätzungen gelten:
a)
∥∥∥|Bθ(ρ)∗|−1/2W (α)1,0 (θ)Pn,l(θ)
∥∥∥ ≤ C√
sin ϑ
g(VI.35)
∥∥∥Pn,l(θ)W (α)0,1 (θ)|Bθ(ρ)|−1/2
∥∥∥ ≤ C√
sin ϑ
g
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b)
∥∥∥|Bθ(ρ)∗|−1/2W (α)0,1 (θ)Pn,l(θ)
∥∥∥ ≤ C√
sin ϑ
gρ1/2(VI.36)
∥∥∥Pn,l(θ)W (α)1,0 (θ)|Bθ(ρ)|−1/2
∥∥∥ ≤ C√
sin ϑ
gρ1/2
c) ∥∥∥W (α)0,1 (θ)Pn,l(θ)
∥∥∥ ≤ Cgρ(VI.37)
∥∥∥Pn,l(θ)W (α)1,0 (θ)
∥∥∥ ≤ Cgρ
Beweis. Wir beginnen mit
∥∥∥|Bθ(ρ)∗|−1/2W (α)0,1 (θ)Pn,l(θ)
∥∥∥
≤ √α
∥∥|Bθ(ρ)∗|−1/2
∥∥
∥∥∥Λ(+)α−1,Z(θ)α · A(θ)κ (αx)−Pn,l(θ)
∥∥∥
und finden mit Satz III.32 ähnlich wie in [12, Lemma IV.9.]
(VI.38)
∣∣∣
〈
ψ′, Λ(+)α−1,Z(θ)α · A(θ)κ (αx)−Pn,l(θ)ψ
〉∣∣∣
≤
2∑
µ=1
∫
k∈R3
dk |κ(e−θ|k|)|√
4π2|k|
∣∣∣
〈
ψ′, Λ(+)α−1,Z(θ)α · εµ(k)ei αk·xP (α)el,n,laµ(k)χHf≤ρψ
〉∣∣∣
≤ Cα
√√√√√
2∑
µ=1
∫
|k|≤ρ
dk
|κ(e−θ|k|)|2(1 + α|k|)2
|k|2
√√√√
∑
µ=1,2
∫
k∈R3
|k|‖aµ(k)χHf≤ρψ‖2
≤ αρ‖ψ‖‖ψ′‖.
Für ‖Pn,l(θ)W (α)1,0 (θ)|Bθ(ρ)|−1/2‖ zeigt man eine ähnliche Abschätzung, so dass man
mit Korollar VI.11 b) die Behauptung in b) erhält.
Formel (VI.38) und eine analoge Rechnung für W
(α)
1,0 (θ) beweisen außerdem die
Behauptung in c).
Um a) zu beweisen, schätzen wir ähnlich wie in Formel (VI.38)
|〈ψ′, Pn,l(θ)W (α)0,1 (θ)|Bθ(ρ)|−1/2ψ〉
≤ C√αα‖ψ′‖‖H1/2f |Bθ(ρ)|−1/2‖‖ψ‖ ≤
C√
sin θ
g‖ψ′‖‖ψ‖
ab. Die Abschätzung an ‖|Bθ(ρ)∗|−1/2W (α)1,0 (θ)Pn,l(θ)‖ folgt analog. ¤
VI.4. Existenz und Approximation des Feshbach-Operators
Wir setzen nun ρ0 = g
4/3 = α2 und σ0 = g
5/3 = α5/2 und wenden die Abschätzun-
gen aus Kapitel VI.3 für ρ = ρ0 und σ = σ0 an.
Wir definieren den Feshbach-Operator
(VI.39) FPn,l(θ)(Hα(θ)− z) := Pn,l(θ)(Hα(θ)− z)Pn,l(θ)
− Pn,l(θ)W (α)(θ)P n,l(θ)[P n,l(θ)(Hα(θ)− z)P n,l(θ)]−1P n,l(θ)W (α)(θ)Pn,l(θ)
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als Operator auf Ran Pn,l(θ). Man beachte, dass wir den Feshbach-Operator für jede
Feinstrukturkomponente zu der betrachteten Hauptquantenzahl benötigen werden,
also für alle 1 ≤ l ≤ n.
Wir folgen der Strategie aus [13], wobei jedoch wie im vorhergehenden Abschnitt
zusätzliche Schwierigkeiten überwunden werden müssen. Im folgenden Lemma, das
Lemma B.7 auf den relativistischen Fall verallgemeinert, zeigen wir zunächst die Exis-
tenz der Inversen [P n,l(θ)(Hα(θ)− z)P n,l(θ)]−1.
Lemma VI.14. Es sei 0 < ϑ < θ0. Dann gibt es ein C > 0, so dass für alle
hinreichend kleinen α > 0 gilt: Der Operator P n,l(θ)(Hα(θ) − z)P n,l(θ) ist für alle
z ∈ An,l(α, σ0) invertierbar auf Ran P n,l(θ), und es gilt
‖[P n,l(θ)(Hα(θ)− z)P n,l(θ)]−1P n,l(θ)‖ ≤ C
sin2 ϑρ0
.
Beweis. Die Behauptung folgt ähnlich wie im Beweis von Lemma V.11 aus der
Reihenentwicklung
∥∥∥
[
P n,l(θ)(Hα(θ)− z)P n,l(θ)
]−1
P n,l(θ)
∥∥∥
=
∥∥∥
∞∑
n=0
[
P n,l(θ)(Hα,0(θ)− z)P n,l(θ)
]−1
P n,l(θ)
×
[
−W (α)(θ)[P n,l(θ)(Hα,0(θ)− z)P n,l(θ)
]−1
P n,l(θ)
]n ∥∥∥
=
∥∥∥
∞∑
n=0
|Bθ(ρ0)|−1/2
× |Bθ(ρ0)|+1/2
[
P n,l(θ)(Hα,0(θ)− z)P n,l(θ)
]−1
P n,l(θ)|Bθ(ρ0)∗|1/2
×
[
− |Bθ(ρ0)∗|−1/2W (α)(θ)|Bθ(ρ0)|−1/2
× |Bθ(ρ0)|+1/2
[
P n,l(θ)(Hα,0(θ)− z)P n,l(θ)
]−1
P n,l(θ)|Bθ(ρ0)∗|1/2
]n
× |Bθ(ρ0)∗|−1/2
∥∥∥
≤
∥∥|Bθ(ρ0)|−1/2
∥∥ ∥∥|Bθ(ρ0)∗|−1/2
∥∥
×
∥∥∥|Bθ(ρ0)|+1/2
[
P n,l(θ)(Hα,0(θ)− z)P n,l(θ)
]−1
P n,l(θ)|Bθ(ρ0)∗|1/2
∥∥∥
×
∞∑
n=0
[ ∥∥|Bθ(ρ0)∗|−1/2W (α)(θ)|Bθ(ρ0)|−1/2
∥∥
×
∥∥∥|Bθ(ρ0)|+1/2
[
P n,l(θ)(Hα,0(θ)− z)P n,l(θ)
]−1
P n,l(θ)|Bθ(ρ0)∗|1/2
∥∥∥
]n
≤ C
sin2 ϑ
√
ρ0
√
ρ0
∞∑
n=0
[ C
sin2 ϑ
√
α
(
1 + α
(
1 +
1√
ρ0
))]n
≤ C
sin2 ϑρ0
∞∑
n=0
(
C
sin2 ϑ
√
α
)n
mit einem generischen C > 0 unabhängig von z und α. Hierbei wurden Korollar
VI.11 b), Korollar VI.9 und Lemma VI.12 benützt. ¤
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Wir können uns nun der Existenz des Feshbach-Operators zuwenden und Lemma
B.8 verallgemeinern.
Lemma VI.15. Es sei 0 < ϑ < θ0 klein genug. Dann gibt es ein C > 0, so dass für
alle hinreichend kleinen α > 0 und alle z ∈ An,l(α, σ0) die folgenden Abschätzungen
gelten:
a)
(VI.40)
∥∥Pn,l(θ)W (α)(θ)[P n,l(θ)(Hα(θ)− z)P n,l(θ)]−1P n,l(θ)
∥∥ ≤ g C
sin2 ϑ
√
ρ0
.
(VI.41)
∥∥[P n,l(θ)(Hα(θ)− z)P n,l(θ)]−1P n,l(θ)W (α)(θ)Pn,l(θ)
∥∥ ≤ g C
sin2 ϑ
√
ρ0
.
b) Für alle 1 ≤ l, l′, l′′ ≤ n gilt
(VI.42)
∥∥∥Pn,l′(θ)W (α)(θ)P n,l(θ)[P n,l(θ)(Hα(θ)− z)P n,l(θ)]−1
× P n,l(θ)W (α)(θ)Pn,l′′(θ)
∥∥∥ ≤ C
(sin ϑ)2
g2
c) Der Feshbach-Operator, definiert in Gleichung (VI.39), existiert für alle z ∈
An,l(α, σ0) und erfüllt die Gleichung
(VI.43) (Hα(θ)− z)−1 =
=
[
Pn,l(θ)− P n,l(θ)
(
P n,l(θ)Hα(θ)P n,l(θ)− z
)−1
P n,l(θ)W
(α)(θ)Pn,l(θ)
]
× [FPn,l(θ)(Hα(θ)− z)
]−1
×
[
Pn,l(θ)− Pn,l(θ)W (α)(θ)P n,l(θ)
(
P n,l(θ)Hα(θ)P n,l(θ)− z
)−1
P n,l(θ)
]
+ P n,l(θ)
(
P n,l(θ)Hα(θ)P n,l(θ)− z
)−1
P n,l(θ),
wobei die linke Seite genau dann existiert, wenn die rechte Seite existiert.
Beweis.
a) Wir erhalten wie im Beweis von Lemma VI.14 die Abschätzung∥∥∥Pn,l(θ)W (α)(θ)P n,l(θ)
[
P n,l(θ)(Hα(θ)− z)P n,l(θ)
]−1
P n,l(θ)
∥∥∥
≤
∥∥∥Pn,l(θ)W (α)(θ)|Bθ(ρ)|−1/2
∥∥∥
×
∥∥∥|Bθ(ρ)|+1/2
[
P n,l(θ)(Hα,0(θ)− z)P n,l(θ)
]−1
P n,l(θ)|Bθ(ρ)∗|1/2
∥∥∥
×
∞∑
n=0
[∥∥|Bθ(ρ)∗|−1/2W (α)(θ)|Bθ(ρ)|−1/2
∥∥
×
∥∥|Bθ(ρ)|+1/2
[
P n,l(θ)(Hα,0(θ)− z)P n,l(θ)
]−1
P n,l(θ)|Bθ(ρ)∗|1/2
∥∥
]n
‖
× ‖|Bθ(ρ)∗|−1/2‖
≤g C
sin2 ϑ
√
ρ0
∞∑
n=0
(
C
sin2 ϑ
√
α
)n
,
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wobei wir zusätzlich Lemma VI.13 a) und b) benützt haben. Die andere Abschätzung
folgt analog.
b) Die Behauptung folgt ähnlich wie in a).
c) Dies folgt wegen Lemma VI.14 und Teil a) aus [12, Theorem IV.1]. ¤
Nachdem nun die Existenz des Feshbach-Operators sichergestellt ist, können wir
den Feshbach-Operator durch geeignete Operatoren approximieren. Dies hat unter
anderem das Ziel, den numerischen Wertebereich des Feshbach-Operators kontrollie-
ren zu können und so Informationen über seine Invertierbarkeit zu gewinnen.
Für z ∈ An,l(α, σ0) definieren wir analog zu Gleichung (V.19) im Pauli-Fierz-
Modell den Operator
Q
(α)
n,l (z; θ) :=
∑
µ=1,2
∫
k∈R3
dk Pn,l(θ)[w0,1(k, µ; θ)⊗ 1f ]
×
[
P n,l(θ; |k|)
H
(α)
el (θ) + e
−i ϑ(Hf + |k|)− z
]
[w1,0(k, µ; θ)⊗ 1f ]Pn,l(θ)
als Operator auf Ran Pn,l(θ) und die folgenden Restterme:
Rem0 :=
= Pn,l(θ)W
(α)(θ)(θ)P n,l(θ)[P n,l(θ)(Hα(θ)− z)P n,l(θ)]−1P n,l(θ)W (α)(θ)Pn,l(θ)
− Pn,l(θ)W (α)(θ)P n,l(θ)[P n,l(θ)(Hα,0(θ)− z)P n,l(θ)]−1P n,l(θ)W (α)(θ)Pn,l(θ)
Rem1 :=
= Pn,l(θ)W
(α)(θ)P n,l(θ)[P n,l(θ)(Hα,0(θ)− z)P n,l(θ)]−1P n,l(θ)W (α)(θ)Pn,l(θ)
− Pn,l(θ)W (α)0,1 (θ)P n,l(θ)[P n,l(θ)(Hα,0(θ)− z)P n,l(θ)]−1P n,l(θ)W (α)1,0 (θ)Pn,l(θ)
Rem2 :=
= Pn,l(θ)W
(α)
0,1 (θ)P n,l(θ)[P n,l(θ)(Hα,0(θ)− z)P n,l(θ)]−1P n,l(θ)W (α)1,0 (θ)Pn,l(θ)
−Q(α)n,l (z; θ)
Rem3 := Pn,l(θ)W
(α)(θ)Pn,l(θ)
Zunächst verallgemeinern wir Lemma B.9:
Lemma VI.16. Es sei 0 < ϑ < θ0. Dann gibt es ein C > 0, so dass für alle
hinreichend kleinen α > 0 und alle z ∈ An,l(α, σ0) gilt
‖[FPn,l(θ)(Hα(θ)− z)− (H(α)el − z + e−θHf −Q(α)n,l (z; θ))Pn,l(θ)]‖ ≤
C
sin4 ϑ
g2
√
α.
Beweis. Wir beginnen mit der Abschätzung an Rem0:
‖Rem0‖ ≤
∞∑
n=1
∥∥∥Pn,l(θ)W (α)(θ)|Bθ(ρ0)|−1/2
× |Bθ(ρ0)|+1/2
[
P n,l(θ)(Hα,0(θ)− z)P n,l(θ)
]−1
P n,l(θ)|Bθ(ρ0)∗|1/2
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×
[
− |Bθ(ρ0)∗|−1/2W (α)(θ)|Bθ(ρ0)|−1/2
× |Bθ(ρ0)|+1/2
[
P n,l(θ)(Hα,0(θ)− z)P n,l(θ)
]−1
P n,l(θ)|Bθ(ρ0)∗|1/2
]n
× |Bθ(ρ0)∗|−1/2W (α)(θ)Pn,l(θ)
∥∥∥
≤
∥∥Pn,l(θ)W (α)(θ)|Bθ(ρ0)|−1/2
∥∥∥∥|Bθ(ρ0)∗|−1/2W (α)(θ)Pn,l(θ)
∥∥
×
∥∥∥|Bθ(ρ0)|+1/2
[
P n,l(θ)(Hα,0(θ)− z)P n,l(θ)
]−1
P n,l(θ)|Bθ(ρ0)∗|1/2
∥∥∥
×
∞∑
n=1
[∥∥|Bθ(ρ0)∗|−1/2W (α)(θ)|Bθ(ρ0)|−1/2
∥∥
×
∥∥|Bθ(ρ0)|+1/2
[
P n,l(θ)(Hα,0(θ)− z)P n,l(θ)
]−1
P n,l(θ)|Bθ(ρ0)∗|1/2
∥∥
]n
≤ C
sin2 ϑ
g2
∞∑
n=1
( C
sin2 ϑ
√
α
)n
≤ C
sin4 ϑ
g2
√
α
Wir haben hierbei Lemma VI.13 a) und b), Lemma VI.12 und Korollar VI.9 verwen-
det. Für Rem1 erhalten wir
‖Rem1‖ ≤
∥∥∥|Bθ(ρ0)|+1/2
[
P n,l(θ)(Hα,0(θ)− z)P n,l(θ)
]−1
P n,l(θ)|Bθ(ρ0)∗|1/2
∥∥∥
×
(∥∥Pn,l(θ)W (α)1,0 (θ)|Bθ(ρ0)|−1/2
∥∥∥∥|Bθ(ρ0)∗|−1/2W (α)1,0 (θ)Pn,l(θ)
∥∥
+
∥∥Pn,l(θ)W (α)1,0 (θ)|Bθ(ρ0)|−1/2
∥∥∥∥|Bθ(ρ0)∗|−1/2W (α)0,1 (θ)Pn,l(θ)
∥∥
+
∥∥Pn,l(θ)W (α)0,1 (θ)|Bθ(ρ0)|−1/2
∥∥∥∥|Bθ(ρ0)∗|−1/2W (α)0,1 (θ)Pn,l(θ)
∥∥
)
≤ C
sin2 ϑ
g2ρ
1/2
0 =
C
sin2 ϑ
g2α
nach Korollar VI.9 sowie Lemma VI.13 a) und b).
Für Rem2 verwenden wir die Pull-Through-Formel [12, Lemma IV.8]: Es gilt
Rem2 =α
∑
µ,µ′=1,2
∫
k∈R3
dk
∫
k′∈R3
dk ′Pn,l(θ)α ·G(θ)αx(k, µ)a∗µ′(k′)
× P
(α)
el,n,l ⊗ 1f + P (α)el,n,l ⊗ χHf+|k|+|k′|≥ρ0
H
(α)
el (θ) + e
−θ(Hf + |k|+ |k′|)− z
α ·G(θ)αx(k′, µ′)aµ(k)Pn,l(θ).
Unter Verwendung von Lemma VI.8 (für die Resolvente) und Satz III.32 (für die
Erwartungswerte der Dirac-Matrix) erhalten wir
∣∣〈ψ, Rem2ψ′
〉∣∣ ≤ Cα
2∑
µ,µ′=1
∫
|k|≤ρ0
dk
∫
|k′|≤ρ0
dk ′
|κ(e−θ|k|)|√
|k|
|κ(e−θ|k′|)|√
|k′|
×
∥∥P (α)el,n,l(θ)α · εµ(k)ei αx·kΛ(+)α−1,Z(θ)
∥∥∥∥Λ(+)α−1,Z(θ)α · εµ(k′)e−i αx·k
′
P
(α)
el,n,l(θ)
∥∥
×
∥∥∥P
(α)
el,n,l(θ)⊗ 1f + P (α)el,n,l(θ)⊗ χHf+|k|+|k′|≥ρ0
H
(α)
el (θ) + e
−θ(Hf + |k|+ |k′|)− z
∥∥∥
×
∥∥aµ(k)χHf≤ρ0ψ
∥∥∥∥aµ′(k′)χHf≤ρ0ψ
∥∥
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≤ Cg
2
sin ϑρ0
2∑
µ,µ′=1
∫
|k|≤ρ0
dk
|κ(e−θ|k|)|(1 + α|k|)√
|k|
√
|k|
√
|k|
∥∥aµ(k)χHf≤ρ0ψ
∥∥
×
∫
|k′|≤ρ0
dk ′
|κ(e−θ|k′|)|(1 + α|k′|)√
|k′|
√
|k′|
√
|k′|
∥∥aµ′(k′)χHf≤ρ0ψ′
∥∥
≤ Cg
2
sin ϑρ0
( ∫
|k|≤ρ0
dk
1
|k|2
)∥∥H1/2f χHf≤ρ0ψ′
∥∥∥∥H1/2f χHf≤ρ0ψ
∥∥
≤ Cg
2
sin ϑρ0
ρ20‖ψ′‖‖ψ‖ =
C
sin ϑ
g2α2‖ψ′‖‖ψ‖
mit einem generischen C > 0.
Schließlich betrachten wir Rem3 := Pn,l(θ)W
(α)(θ)Pn,l(θ). Wir zeigen nur die
Abschätzung mit A
(θ)
κ (αx)−. Die Abschätzung mit Aκ(αx)+ verläuft analog. Es gilt
mit Lemma III.29
√
α
∣∣〈ψ′, P (α)el,n,l(θ)⊗ χHf≤ρ0α · A(θ)κ (αx)−P (α)el,n,l(θ)⊗ χHf≤ρ0ψ
〉∣∣
≤√α
2∑
µ,µ′=1
∫
|k|≤ρ0
dk
|κ(e−θ|k|)|√
|k|
×
∥∥P (α)el,n,l(θ)α · εµ(k)ei αx·kP (α)el,n,l(θ)
∥∥∥∥ψ′‖‖aµ(k)χHf≤ρ0ψ
∥∥
≤Cg
√√√√
∫
|k|≤ρ0
dk
1
|k|2
∥∥ψ′‖‖H1/2f χHf≤ρ0ψ
∥∥ ≤ Cgρ0‖ψ′‖‖ψ‖ = C
√
αg2‖ψ′‖‖ψ‖.
¤
Man beachte, dass das folgende Lemma VI.17 nur für z ∈ A<n,l(α, σ0) gilt, im
Gegensatz zu Lemma VI.16. Es verallgemeinert Lemma B.10.
Lemma VI.17. Es sei 0 < ϑ < θ0. Dann gibt es ein C > 0, sodass für alle
hinreichend kleinen α > 0 und alle z ∈ A<n,l(α, σ0) die Abschätzung
∥∥∥Q(α)n,l (z; θ)− Zn,l(α; θ)
∥∥∥ ≤ C
sin2 ϑ
g2α
gilt.
Beweis. Wir splitten Q
(α)
n,l (z; θ)− Zn,l(α; θ) = Rem4a + Rem4b mit
Rem4a :=
∑
µ=1,2
∫
k∈R3
dk Pn,l(θ)[w0,1(k, µ; θ)⊗ 1f ]
×
[
P
(α)
el,n,l(θ)⊗ χHf+|k|≥ρ0
H
(α)
el (θ) + e
−θ(Hf + |k|)− z
]
[w1,0(k, µ; θ)⊗ 1f ]Pn,l(θ)
−
∑
µ=1,2
∫
k∈R3
dk
e−θ|k|P
(α)
el,n,l(θ)w0,1(k, µ; θ)P
(α)
el,n,l(θ)w1,0(k, µ; θ)P
(α)
el,n,l
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und
Rem4b :=
∑
µ=1,2
∫
k∈R3
dk Pn,l(θ)[w0,1(k, µ; θ)⊗ 1f ]
×
[
P
(α)
el,n,l(θ)⊗ 1f
H
(α)
el (θ) + e
−θ(Hf + |k|)− z
]
[w1,0(k, µ; θ)⊗ 1f ]Pn,l(θ)
−
∑
µ=1,2
∫
k∈R3
dk P
(α)
el,n,l ⊗ χHf≤ρ0w0,1(k, µ; θ)
×
[
P
(α)
el,n,l(θ)
H
(α)
el (θ)− En,l + e−θ|k|
]
w1,0(k, µ; θ)P
(α)
el,n,l(θ)⊗ χHf≤ρ0 .
Wir beginnen mit der Abschätzung an Rem4a: Wie in Beweis von Lemma VI.8 a)
zeigt man für ρ0 ≤ r + |k| die Ungleichungen
(VI.44) |En,l(α) + e−θ(r + |k|)− z)| ≥ −σ0 + sin ϑ(r + |k|) ≥ |k| sin ϑ
2
und
(VI.45) |En,l(α) + e−θ(r + |k|)− z)| ≥ −σ0 + sin ϑ(r + |k|) ≥ ρ0 sin ϑ
2
,
denn es gilt σ0 ≤ ρ0 sin ϑ2 ≤ (r+|k|) sin ϑ2 für hinreichend kleine α > 0.
Wie im Beweis von Lemma VI.12 erhält man unter Verwendung von Lemma III.29
die Ungleichung
(VI.46) ‖P (α)el,n,l(θ)w0,1(k, µ; θ)P (α)el,n,l(θ)‖ ≤ Cg
|κ(e−θ|k|)|√
|k| .
Damit erhalten wir schließlich nach einer kleinen Umformung von Rem4a
∥∥Rem4a
∥∥ =
∥∥∥
∑
µ=1,2
∫
k∈R3
dk Pn,l(θ)[w0,1(k, µ; θ)⊗ 1f ]P (α)el,n,l(θ)
×
[(
e−θHf + En,l(α)− z
)
χHf+|k|≥ρ0χHf≤ρ0
(En,l(α) + e−θ(Hf + |k|)− z) e−θ|k|
]
× P (α)el,n,l(θ)[w1,0(k, µ; θ)⊗ 1f ]Pn,l(θ)
−
∑
µ=1,2
∫
k∈R3
dk P
(α)
el,n,l(θ)w0,1(k, µ; θ)P
(α)
el,n,l(θ)
× χHf≤ρ0χHf+|k|≤ρ0
e−θ|k| w1,0(k, µ; θ)P
(α)
el,n,l
∥∥∥
≤ C
sin ϑ
g2(α2 + ρ0)
( 1
ρ0
∫
|k|≤ρ0
dk
|κ(e−θ|k|)|2
|k|2 +
∫
|k|≥ρ0
dk
|κ(e−θ|k|)|2
|k|3
)
+ g2
∫
|k|≤ρ0
dk
|κ(e−θ|k|)|2
|k|2
≤ C
sin ϑ
g2(α2
ρ0
ρ0
+ α2 ln ρ−10 + ρ0) ≤
C
sin ϑ
g2α.
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Hierbei haben wir im ersten Summanden die Integration in die Bereiche |k| ≤ ρ0
und |k| > ρ0 aufgeteilt. Im ersten Bereich verwenden wir Ungleichung (VI.45), im
zweiten Bereich Ungleichung (VI.44).
Die Abschätzung an Rem4b ist schwieriger. Wir splitten die Projektion P
(α)
el,n,l =
P
(α)
el,n + P
(α)
el,n,l und erhalten sowohl für P = P
(α)
el,n als auch für P = P
(α)
el,n,l
∥∥∥
∑
µ=1,2
∫
k∈R3
dk P
(α)
el,n,l(θ)⊗ χHf≤ρ0 [w0,1(k, µ; θ)⊗ 1f ]
×
[
P ⊗ 1f
H
(α)
el (θ) + e
−θ(Hf + |k|)− z
]
[w1,0(k, µ; θ)⊗ 1f ]P (α)el,n,l(θ)⊗ χHf≤ρ0
−
∑
µ=1,2
∫
k∈R3
dk P
(α)
el,n,l(θ)⊗ χHf≤ρ0w0,1(k, µ; θ)
×
[
P ⊗ 1f
H
(α)
el (θ)− En,l + e−θ|k|
]
w1,0(k, µ; θ)P
(α)
el,n,l(θ)⊗ χHf≤ρ0
∥∥∥
≤α
∑
µ=1,2
∫
k∈R3
dk
|κ(e−θ|k|)|2
|k|
×
∥∥P (α)el,n,l(θ)α · εµ(k)ei αx·kΛ(+)α−1,Z(θ)
∥∥∥∥Λ(+)α−1,Z(θ)α · εµ(k′)e−i αx·k
′
P
(α)
el,n,l(θ)
∥∥
×
[∥∥ P ⊗ 1f
H
(α)
el (θ) + e
−θ(Hf + |k|)− z
∥∥∥∥ P
H
(α)
el (θ)− En,l + e−θ|k|
∥∥
× (|En,l − z|+ ‖HfχHf≤ρ0‖
)]
≤Cg2α2
∫
k∈R3
dk
|κ(e−θ|k|)|2(1 + α|k|)2
|k|
×
∥∥ P ⊗ 1f
H
(α)
el (θ) + e
−θ(Hf + |k|)− z
∥∥∥∥ P
H
(α)
el (θ)− En,l + e−θ|k|
∥∥.
Dabei haben wir Satz III.32 verwendet. Wir stellen fest, dass alle Abschätzungen
an ‖ P⊗1f
H
(α)
el (θ)+e
−θ(Hf+|k|)−z
‖ aus Lemma VI.7 auch für ‖[PH(α)el (θ) − En,l + e−θ|k|]−1P‖
gelten, denn der Operator unter der Norm im zweiten Ausdruck ist die Projektion
des Operators im ersten Ausdruck auf den Vakuumsektor mit z = En,l.
Fall 1: P = P
(α)
el,n,l. Wir teilen die Integration in die Bereiche B1 := {k ∈ R3||k| ≤
ρ0} und B2 := {k ∈ R3||k| > ρ0} auf. Mit Formel (VI.18) in Lemma VI.7 a) kann das
Integral über B1 durch
C
sin2 ϑ
g2α2
1
δn,l(α)2
∫
k∈B1
dk
1
|k| ≤
C
sin2 ϑ
g2α−2ρ20 =
C
sin2 ϑ
g2α2
abgeschätzt werden. Mit Formel (VI.19) in Lemma VI.7 b) schätzen wir das Integral
über B2 durch
C
sin2 ϑ
g2α2
∫
k∈B2
dk
|κ(e−θ|k|)|2(1 + α|k|)2
|k|3 ≤
C
sin2 ϑ
g2α2 ln ρ−10
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ab.
Fall 2: P = P
(α)
el,n. Wir schätzen die Resolventen mit Lemma VI.7 c) ab und
erhalten als Abschätzung für das Integral
C
δ2n sin
2 ϑ
g2α2
∫
k∈R3
dk
|κ(e−θ|k|)|2(1 + α|k|)2
|k| ≤
C
δ2n sin
2 ϑ
g2α2 =
C
δ2n sin
2 ϑ
g2α2.
¤
Das folgende Lemma verallgemeinert schließlich Korollar B.11, jedoch mit dem
Unterschied, dass wir im relativistischen Fall die α-Abhängigkeit des Realteils nicht
entfernen.
Lemma VI.18. Es gibt eine Konstante C > 0, sodass für alle hinreichend kleinen
α > 0 die Abschätzung
‖UNR(α−1,Z; 0)−1Zn,l,±(α)UNR(α−1, Z; 0)− Yn,l,±(α)‖ ≤ Cg2α
gilt.
Beweis. Wir beschränken uns auf den Fall mit Minuszeichen. Der andere Fall
wird analog bewiesen. Es reicht zu zeigen, dass
‖UNR(α−1,Z; 0)−1Im Zn,l,−(α)UNR(α−1, Z; 0)− Zn,l,im‖ ≤ Cg2α
gilt. Wegen [x,H
(α)
el ] = i α
−1α und |ei αk·x − 1| ≤ α|k||x| erhalten wir mit Lemma
III.29 und Lemma III.31
‖Im Zn,l,−(α)− g2π
∑
n′,l′:
En′,l′ (α)<En,l(α)
∑
µ=1,2
∫
|ω|=1
dω (En′,l′(α)− En,l(α))
× κ(|En′,l′(α)− En,l(α)|)
2
4π2
P
(α)
el,n,lεµ(ω) · xP (α)el,n′,l′εµ(ω) · xP (α)el,n,l‖ ≤ g2α.
Das Integral über ω und die Summe über die Polarisationen lassen sich wie im nicht-
relativistischen Fall ausführen (siehe Bemerkung V.5). Wenn wir zusätzlich |En,l′(α)−
En,l(α)| ≤ Cα2 berücksichtigen, erhalten wir
‖Im Zn,l,−(α)− g2 2
3
∑
n′,l′:n′<n
(En′,l′(α)− En,l(α))
× κ(|En′,l′(α)− En,l(α)|)
2
4π2
P
(α)
el,n,lxP
(α)
el,n′,l′xP
(α)
el,n,l‖ ≤ g2α.
Aus Lemma III.22 folgt
UNR(α−1,Z; 0)−1P (α)el,n,l = P (0)el,n,lUNR(α−1,Z; 0).
Mit Lemma III.19, Gleichung (III.77) in Lemma III.22 und Lemma III.30 sowie Glei-
chung (II.6) folgt die Behauptung. Man beachte dabei, dass κ eine analytische Fort-
setzung besitzt. ¤
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VI.5. Abschätzungen an den numerischen Wertebereich
Die Abschätzungen aus Kapitel VI.4 ermöglichen es, den numerischen Wertebe-
reich des Feshbach-Operators zu kontrollieren, insbesondere können wir Abschätzun-
gen an die Norm seiner Inversen erhalten. Da jedoch Re Zn,l,±(α) im Gegensatz zum
nicht-relativistischen Modell von α abhängt, müssen wir zunächst noch zeigen, dass
Zn,l,±(α) von Ordnung g2 ist:
Lemma VI.19. Es sei 0 < ϑ < θ0. Dann gilt:
a) Es gibt ein C > 0, so dass für alle hinreichend kleinen α > 0 die Abschätzung
‖Zn,l,±(α)‖ ≤ Cg2
gilt.
b) Es gibt ein c > 0, so dass für alle hinreichend kleinen α > 0 die Abschätzun-
gen
Im Zn,l,−(α) ≥ cg2 +O(g2α)
Im Zn,l,+(α) ≤ −cg2 +O(g2α)
gelten.
Beweis.
b) folgt unmittelbar aus Lemma VI.18, denn wegen Satz V.14 gibt es ein c > 0,
so dass die Ungleichungen Im Yn,l,−(α) ≥ cg2 bzw. Im Yn,l,+(α) ≤ −cg2 gelten (vgl.
die Definition (VI.14) von Im Yn,l,±(α) sowie die Bemerkung vor Satz VI.1).
a) Wie in den Abschätzungen für Rem4a im Beweis von Lemma VI.17 folgt
‖
∑
µ=1,2
∫
k∈R3
dk
e−θ|k|P
(α)
el,n,l(θ)w0,1(k, µ; θ)P
(α)
el,n,l(θ)w1,0(k, µ; θ)P
(α)
el,n,l‖ ≤ Cg2.
Außerdem erhalten wir
‖
∑
µ=1,2
∫
k∈R3
dk P
(α)
el,n,l(θ)⊗ χHf≤ρ0w0,1(k, µ; θ)
× P (α)el,n,l(θ)[P (α)el,n,l(θ)H(α)el (θ)− En,l + e−θ|k|]−1
× P (α)el,n,l(θ)w1,0(k, µ; θ)P (α)el,n,l(θ)⊗ χHf≤ρ0‖ ≤ Cg2.
Um dies zu sehen, gehen wir genauso vor, wie in der Abschätzung an Rem4b im Beweis
von Lemma VI.17: Im Fall 1 können wir das Integral über B1 abschätzen durch
C
sin ϑ
g2
1
δn,l(α)
∫
k∈B1
dk
|κ(e−θ|k|)|2(1 + α|k|)2
|k| ≤
C
sin ϑ
g2α−2ρ20 =
C
sin2 ϑ
g2α2
und das Integral über B2 durch
C
sin ϑ
g2
∫
k∈B2
dk
|κ(e−θ|k|)|2(1 + α|k|)2
|k|2 ≤
C
sin ϑ
g2.
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Im Fall 2 erhalten wir die Abschätzung
C
δn sin ϑ
g2
∫
k∈R3
dk
|κ(e−θ|k|)|2(1 + α|k|)2
|k| ≤
C
δn sin ϑ
g2.
Lemma III.27 liefert die Behauptung. ¤
Aus diesem Lemma folgt insbesondere, dass der numerische Wertebereich von
Zn,l,±(α) in einem Ball um 0 mit Radius O(g2) enthalten ist. Insbesondere gilt dies
für den Realteil Re Zn,l,±(α) = Re Yn,l,±(α). Wie im nicht-relativistischen Fall gibt es
also Konstanten a, b > 0, so dass NumRan Yn,l,±(α) ⊂ g2A(c, a, b) mit A(c, a, b) :=
ic + ([−a, a] + i [0, b]) gilt. Wie im nicht-relativistischen Fall setzen wir ν :=
min{ϑ, arctan(c/(2a))}. Da wir nur an n ≤ ñ interessiert sind, können wir die Menge
A(c, a, b) und den Winkel ν unabhängig von n und l wählen.
Damit können wir die Inverse des Feshbach-Operators FPn,l(θ)(Hα(θ) − z) für
z ∈ A<n,l(α, σ0) analog zum nicht-relativistischen Fall (siehe Lemma V.10) wie folgt
kontrollieren (siehe Abbildung VI.1):
Lemma VI.20. Es sei 0 < ϑ < θ0 und 0 < g ¿ ϑ klein genug. Dann gelten die
folgenden Aussagen
a) Es gibt Konstanten C1, C2 > 0, sodass FPn,l(θ)(Hα(θ) − z) für alle z ∈
A<n,l(α, σ0)\D(NumRan(En,l(α)−Yn,l(α)⊗1f+e−θ1el⊗Hf)|Ran P (0)el,n,l , C1·g
2
√
α)
beschränkt invertierbar ist, und für λ ∈ [En,l(α)− δn,l,−(α), En,l(α)
+ δn,l,+(α)] gilt die Abschätzung
(VI.47)
∥∥FPn,l(θ)(Hα(θ)− λ)−1
∥∥ ≤ C2
sin ν
√
(En,l(α)− λ)2 + cg4
.
b) Es gibt Konstanten C1, C2 > 0, sodass für alle z ∈ C \D(NumRan(En,l(α)
− Yn,l(α))|Ran P (0)el,n,l(0), C1 · g
2α) der auf Ran P
(α)
el,n,l(θ) definierte Operator
(En,l(α) − z − Zn,l(α; θ))|Ran P (α)el,n,l(θ) beschränkt invertierbar ist und die Ab-
schätzung
(VI.48) ‖[(En,l(α)− z − Zn,l(α; θ))|Ran P (α)el,n,l(θ)]
−1‖
≤ C
dist(z, NumRan(En,l(α)− Yn,l(α))|Ran P (α)el,n,l(0))
erfüllt, und insbesondere auch die Abschätzung (VI.47).
Beweis. Dies beweist man unter Verwendung der Lemmata VI.16, VI.17 und
VI.18 genau wie im Beweis von Lemma V.10 im nicht-relativistischen Fall. ¤
Im Fall l = 1 oder l = n ist die Menge An,l(α, σ0) eine echte Obermenge von
A<n,l(α, σ0), so dass wir in diesem Fall ein relativistisches Analogon von Lemma V.11
brauchen.
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Lemma VI.21. Es sei 0 < ϑ < θ0 und 0 < g ¿ ϑ klein genug und l = 1
oder l = n. Dann gilt: Der Feshbach-Operator FPn,l(θ)(Hα(θ) − z) ist für alle z ∈
An,l(α, σ0) \ A<n,l(α, σ0) beschränkt invertierbar und es gibt ein C > 0, sodass für
λ ∈ [En − δn,−, En,1(α) − δn,1,−(α)] bzw. λ ∈ [En,n(α) + δn,n,+(α), En + δn,+] die
Abschätzung
‖FPn,l(θ)(Hα(θ)− λ)−1‖ ≤
C
sin ϑ|λ− En,l(α)| − Cg2
mit l = 1 bzw. l = n erfüllt ist. Dieselbe Abschätzung gilt für [En,l(α)−λ−Q(α)n,l (λ; θ)]−1.
Beweis. Dies folgt analog zum nicht-relativistischen Fall (siehe den Beweis von
Lemma V.11) aus Lemma VI.15 b). Für die Behauptung über [En,l(α)−λ−Q(α)n,l (λ; θ)]−1
beachte man zusätzlich Lemma VI.16 bzw. den Beweis davon. ¤
Korollar VI.22. Es sei 0 < ϑ < θ0 und 0 < g ¿ ϑ klein genug. Dann gilt für
alle 1 ≤ l ≤ n:
σ(Hα(θ)) ∩ An,l(α, σ0)
⊂ D(NumRan(En,l(α)− Yn,l(α)⊗ 1f + e−θ1el ⊗Hf)|Ran P (0)el,n,l , C1 · g
2
√
α),
wobei C1 in Lemma VI.20 definiert wurde. Insbesondere gilt [En − δn,−, En + δn,+] ⊂
ρ(Hα(θ)).
Beweis. Dies folgt wegen Lemma VI.15 c) unmittelbar aus Lemma VI.20 und
Lemma VI.21. ¤
Bemerkung VI.23. Die Abschätzungen in den Kapiteln VI.3 und VI.4 gelten wie
im nicht-relativistischen Fall (vgl. Bemerkung B.12) analog auch für −θ0 < ϑ < 0,
wenn man die Mengen An,l(α, σ0) und A<n,l(α, σ0) an der reellen Achse spiegelt und für
die Lokalisierung des numerischen Wertebereichs Yn,l(α) = Yn,l,−(α) durch Yn,l,+(α)
ersetzt.
VI.6. Lebensdauer angeregter Zustände
Nun sind wir schließlich in der Lage, Satz VI.1 zu beweisen. Die Vorgehensweise ist
grundsätzlich ähnlich wie im Pauli-Fierz-Modell. Durch die Feinstrukturaufspaltung
der Eigenwerte ergeben sich jedoch einige Unterschiede: Da ein spektraler Cutoff nur
um die betrachtete Feinstrukturkomponente herum wie α2 gegen Null ginge, wäre
er aus physikalischer Sicht wenig sinnvoll und ließe sich auch nicht mit einem Fehler
einführen, der mit α gegen Null geht. Wir führen daher einen spektralen Cutoff um alle
Feinstrukturkomponenten der betrachteten Hauptquantenzahl herum ein, was dazu
führt, dass wir auch Integrale in der Umgebung der anderen Feinstrukturkomponenten
abschätzen müssen. Es stellt sich jedoch heraus, dass diese von höherer Ordnung in α
sind, so dass wir nur bei der Feinstrukturkomponente einen exponentiell abfallenden
Beitrag erhalten, zu der der Testzustand ψ(α) gehört.
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Beweis von Satz VI.1.
Schritt 1: Wie im nicht-relativistischen Fall führen wir einen spektralen Cutoff ein.
Dazu wählen wir eine Funktion F ∈ C∞0 (R) mit F (x) = 0 für |x| ≥ 1 und F (x) = 1
für |x| ≤ 1/2 und definieren eine Abschneidefunktion Fα(x) := F (δ−1n (x− En)). Wie
im nicht relativistischen Fall (siehe Schritt 1 im Beweis von Satz V.1) zeigt man
|〈ψ(α), e−isHαF (Hα)ψ(α)〉 − 〈ψ(α), e−isHαψ(α)〉| ≤ C
√
α
gleichmäßig in s ≥ 0.
Schritt 2: Analog zum Beweis für das Pauli-Fierz-Modell schreiben wir
〈ψ(α), e−isHαF (Hα)ψ(α)〉 =− 1
2πi
lim
ε↓0
∫
dλ e−i λsF (λ)[f(0, λ− i ε)− f(0, λ + i ε)]
=− 1
2πi
∫
dλ e−i λsF (λ)[f(θ, λ)− f(θ, λ)],
wobei f(θ, λ) := 〈ψ(α; θ), 1
Hα(θ)−λψ(α; θ)〉 mit ψ(α; θ) := φi(α; θ) ⊗ Ω und φ(α; θ) :=
Uel(θ)φ(α). Hierbei wählen wir Im θ > 0. Wir haben dabei im ersten Schritt den
Satz von Stone [122, Theorem VII.13] benützt. Im zweiten Schritt haben wir die
Dilatationsanalytizität von Hα(θ) benützt (siehe Satz VI.5) sowie die Tatsache, dass
Hα(θ) kein Spektrum im Intervall [En− δn,−, En + δn,+/2] hat (siehe Korollar VI.22).
Wir teilen nun die Integration in verschiedene Intervalle auf:
− 1
2πi
∫
dλ e−i λsF (λ)[f(θ, λ)− f(θ, λ)]
= − 1
2πi
{
n∑
l′=1
En,l′ (α)+δn,l′,+(α)∫
En,l′ (α)−δn,l′,−(α)
dλ e−i λs[f(θ, λ)− f(θ, λ)]
+
En,1(α)−δn,1,−(α)∫
En−δn,−
dλ e−i λsF (λ)[f(θ, λ)− f(θ, λ)]
+
En+δn,+∫
En,n(α)+δn,n,+(α)
dλ e−i λsF (λ)[f(θ, λ)− f(θ, λ)]
}
Hierbei haben wir verwendet, dass F (λ) = 1 ist für λ ∈ [En,1(α)− δn,1,−(α), En,n(α)
+ δn,n,+(α)] ⊂ [En − δn/2, En + δn/2].
Schritt 3: Für λ ∈ [En,l(α)−δn,l,−(α), En,l(α)+δn,l,+(α)] beobachten wir, dass wie
im nicht-relativistischen Fall wegen Gleichung (VI.43) in Lemma VI.15
〈ψ1(α; θ), 1
Hg(θ)− λψ2(α; θ)〉 = 〈ψ1(α; θ),FPn,l(θ)(Hα(θ)− λ)
−1ψ2(α; θ)〉
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gilt und erhalten unter Verwendung der zweiten Resolventengleichung
f(θ, λ) =〈ψ(α; θ),FPn,l(θ)(Hα(θ)− λ)−1ψ(α; θ)〉
=〈φ(α; θ), [En,l(α)− λ− Zn,l(α; θ)]−1φ(α; θ)〉
− 〈ψ(α; θ), [En,l(α)− λ− Zn,l(α; θ)]−1
× [FPn,l(θ)(Hα(θ)− λ)− (En,l(α)− λ + e−θ1el ⊗Hf − Zn,l(α; θ))Pn,l(θ)]
×FPn,l(θ)(Hα(θ)− λ)−1ψ(α; θ)〉 =: f̂(θ, λ) + B1(θ, λ),
wobei f̂(θ, λ) der erste Term in der Summe ist. Unter erneuter Verwendung der zwei-
ten Resolventengleichung und unter Ausnützung der Dilatationsanalytizität erhalten
wir
f̂(θ, λ) = 〈φ(α), [En,l(α)− λ− Zn,l,−(α)]−1φ(α)〉
=〈φ(0), [En,l(α)− λ− UNR(α−1, Z; 0)−1Zn,l,−(α)UNR(α−1, Z; 0)]−1φ(0)〉
=〈φ(0), [En,l(α)− λ− Yn,l,−(α)]−1φ(0)〉
− 〈φ(0), [En,l(α)− λ− Yn,l,−(α)]−1
× [UNR(α−1,Z; 0)−1Zn,l,−(α)UNR(α−1,Z; 0)− Yn,l,−(α)]
× [En,l(α)− λ− UNR(α−1,Z; 0)−1Zn,l,−(α)UNR(α−1,Z; 0)]−1φ(0)〉
= : f̃−(λ) + B2,−(λ),
wobei f̃−(λ) der erste Term in der Summe ist. Wir setzen B(θ, λ) := B1(θ, λ)+B2,−(λ).
Entsprechend erhalten wir
f̂(θ̄, λ) = 〈φ(α), [En,l(α)− λ− Zn,l,+(α)]−1φ(α)〉
=〈φ(0), [En,l(α)− λ− Yn,l,+(α)]−1φ(0)〉
− 〈φ(0), [En,l(α)− λ− Yn,l,+(α)]−1
× [UNR(α−1,Z; 0)−1Zn,l,+(α)UNR(α−1,Z; 0)− Y+(α)]
× [En,l(α)− λ− UNR(α−1, Z; 0)−1Zn,l,+(α)UNR(α−1,Z; 0)]−1φ(0)〉
= : f̃+(λ) + B2,+(λ),
wobei f̃+(λ) der erste Term in der Summe ist. Wir setzen B(θ̄, λ) := B1(θ̄, λ)+B2,+(λ).
Wie im nicht-relativistischen Fall verschieben wir für die Terme f̃±(λ) die Kontour
und schätzen die Terme B(θ, λ) und B(θ̄, λ) auf der reellen Achse ab. Es gilt
∫
dλ e−i λs[f(θ̄, λ)− f(θ, λ)]
=
∫
dλ e−i λs[B(θ, λ)−B(θ, λ)] +
∫
C1+C5
dz e−i zs[f̃+(z)− f̃−(z)]
+
∫
C2+C3+C4
dz e−i zs[f̃+(z)− f̃−(z)]−
∫
C0
dz e−i zs[f̃+(z)− f̃−(z)],
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wobei wir C := C1 +C2 +C3 +C4 +C5 setzen mit C1 := [En,l(α)− δn,l,−(α), En,l(α)−
δn,l,−(α)/2], C2 := [En,l(α)−δn,l,−(α)/2, En,l(α)−δn,l,−(α)/2−i δn,l(α)], C3 := [En,l(α)
− δn,l,−(α)/2− i δn,l(α), En,l(α) + δn,l,+(α)/2− i δn,l(α)], C4 := [En,l(α) + δn,l,+(α)/2−
i δn,l(α), En,l(α) + δn,l,+(α)/2] und C5 := [En,l(α) + δn,l,+(α)/2, En,l(α)
+ δn,l,+(α)]. Man beachte, dass diese Kontour teilweise außerhalb von An,l(α, σ0)
verläuft, was zulässig ist, da wir hier im Gegensatz zum Pauli-Fierz-Modell keine In-
tegrale betrachten, die Q
(α)
n,l (z; θ) enthalten. C0 ist eine geeignete Kontour, um einen
Pol-Beitrag von f̃(θ, z) zu erhalten. Wir wählen hierzu dieselbe Kontour wie im Be-
weis des Pauli-Fierz-Modells, nämlich C0 = [En,l(α)+g
2(−(a+c/2)− ic/2), En,l(α)+
g2((a + c/2)− ic/2)] + [En,l(α) + g2((a + c/2)− ic/2), En,l(α) + g2((a + c/2)− i (b +
3c/2))]+[En,l(α)+g
2((a+c/2)− i (b+3c/2)), En,l(α)+g2(−(a+c/2)− i (b+3c/2))]+
[En,l(α) + g
2(−(a + c/2)− i (b + 3c/2)), En,l(α) + g2(−(a + c/2)− i (c/2))].
Abschätzungen auf der reellen Achse: Wir zeigen die Abschätzung an B1(θ, λ).
Mit Lemma VI.16, Lemma VI.17 und Lemma VI.20 erhalten wir |B1(θ, λ)| ≤ Cν−2 ·
g2
√
α
(En,l(α)−λ)2+c2g4 . Es ist leicht zu sehen, dass
∫
dλ g
2√α
(En,l(α)−λ)2+c2g4 von Ordnung O(
√
α)
ist. Dieselben Abschätzungen gelten für B1(θ̄, λ). Die Abschätzung an B2,±(λ) verläuft
analog unter Verwendung von Lemma VI.18 und Lemma VI.20.
Abschätzungen entlang der Kontour C: Wir schätzen das Integral∫
C
|e−isz||f̃+(z)− f̃−(z)||dz |
ab: Man beachte, dass
f̃−(z) =
1
En,l(α)− z 〈φ(0), φ(0)〉
+〈φ(0), 1
En,l(α)− zYn,l,−(α)
1
En,l(α)− z − Yn,l,−(α)φ(0)〉
gilt. Folglich heben sich die führenden Terme von f̃−(z) und f̃+(z) gegenseitig auf,
und es reicht zu zeigen, dass die verbleibenden Terme mindestens von Ordnung
√
α
sind. Aus Gleichung (VI.14) und Lemma VI.19 folgt
‖Yn,l,±(α)‖ ≤ Cg2.
Wir können daher z.B. abschätzen
|〈φ(0), 1
En,l(α)− (λ− i δn,l(α))Yn,l,−(α)
× 1
En,l(α)− (λ− i δn,l(α))− Yn,l,−(α)φ(0)〉| ≤ C ·
g2
(En,l(α)− λ)2 + δn,l(α)2 .
Da die Kontour C3 die Länge O(α2) hat, können wir das Integral über obigen Aus-
druck durch Cα nach oben abschätzen. Entlang der Konturen C1, C2, C4 und C5
gelten ähnliche Abschätzungen. Das Integral f̃+(z) lässt sich genauso abschätzen wie
das Integral über f̃−(z).
Pol-Term: Das Integral entlang C0 über f−(z) liefert den behaupteten Term, das
Integral über f+(z) ist null.
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Schritt 4: Für λ ∈ [En,l′(α)− δn,l′,−(α), En,l′(α) + δn,l′,+(α)] mit l′ 6= l beobachten
wir, dass wegen φ(α) ∈ Ran P (α)el,n,l
P n,l′(θ)ψ(α; θ) = (P
(α)
el,n,l′(θ)⊗ χHf≥ρ0 + P (α)el,n,l′(θ)⊗ 1f)ψ(α; θ) = ψ(α; θ)
und Pn,l′(θ)ψ(α; θ) = 0 gilt, woraus wegen Gleichung (VI.43) in Lemma VI.15 die
Beziehung
f(θ, λ) =
〈
ψ(α; θ̄), P n,l′(θ)
(
P n,l′(θ)Hα(θ)P n,l′(θ)− λ
)−1
P n,l′(θ)W
(α)(θ)Pn,l′(θ)
× [FPn,l′ (θ)(Hα(θ)− λ)
]−1
× Pn,l(θ)W (α)(θ)P n,l′(θ)
(
P n,l(θ)Hα(θ)P n,l′(θ)− λ
)−1
P n,l′(θ)ψ(α; θ)
〉
+
〈
ψ(α; θ̄), P n,l′(θ)
(
P n,l′(θ)Hα(θ)P n,l′(θ)− λ
)−1
P n,l′(θ)ψ(α; θ)
〉
= : f1(θ, λ) + f2(θ, λ)
folgt, wobei f1(θ, λ) der erste Summand ist. Mittels der zweiten Resolventengleichung
erhalten wir
f1(θ, λ) = f1,a(θ, λ) + f1,b(θ, λ) + f1,c(θ, λ)
mit
f1,a(θ, λ) :=
〈
ψ(α; θ̄), P n,l′(θ)
(
P n,l′(θ)Hα,0(θ)P n,l′(θ)− λ
)−1
×P n,l′(θ)W (α)(θ)Pn,l′(θ)FPn,l′ (θ)(Hα(θ)− λ)−1Pn,l′(θ)W (α)(θ)P n,l′(θ)
×(P n,l′(θ)Hα,0(θ)P n,l′(θ)− λ
)−1
P n,l′(θ)ψ(α; θ)
〉
,
f1,b(θ, λ) := −
〈
ψ(α; θ̄), P n,l′(θ)
(
P n,l′(θ)Hα,0(θ)P n,l′(θ)− λ
)−1
× P n,l′(θ)W (α)(θ)P n,l′(θ)
(
P n,l′(θ)Hα(θ)P n,l′(θ)− λ
)−1
× P n,l′(θ)W (α)(θ)Pn,l′(θ)
[FPn,l′ (θ)(Hα(θ)− λ)
]−1
Pn,l′(θ)W
(α)(θ)P n,l′(θ)
× (P n,l′(θ)Hα,0(θ)P n,l′(θ)− λ
)−1
P n,l′(θ)ψ(α; θ)
〉
−〈ψ(α; θ̄), P n,l′(θ)
(
P n,l′(θ)Hα,0(θ)P n,l′(θ)− λ
)−1
× P n,l′(θ)W (α)(θ)Pn,l′(θ)
[FPn,l′ (θ)(Hα(θ)− λ)
]−1
Pn,l′(θ)W
(α)(θ)P n,l′(θ)
× (P n,l′(θ)Hα(θ)P n,l′(θ)− λ
)−1
P n,l′(θ)W
(α)(θ)P n,l′(θ)
× (P n,l′(θ)Hα,0(θ)P n,l′(θ)− λ
)−1
P n,l′(θ)ψ(α; θ)
〉
und
f1,c(θ, λ) :=
〈
ψ(α; θ̄), P n,l′(θ)
(
P n,l′(θ)Hα,0(θ)P n,l′(θ)− λ
)−1
× P n,l′(θ)W (α)(θ)P n,l′(θ)
(
P n,l′(θ)HαP n,l′(θ)− λ
)−1
× P n,l′(θ)W (α)(θ)Pn,l′(θ)
[FPn,l′ (θ)(Hα(θ)− λ)
]−1
Pn,l′(θ)W
(α)(θ)P n,l′(θ)
× (P n,l′(θ)Hα(θ)P n,l′(θ)− λ
)−1
P n,l′(θ)W
(α)(θ)P n,l′(θ)
× (P n,l′(θ)Hα,0(θ)P n,l′(θ)− λ
)−1
P n,l′(θ)ψ(α; θ)
〉
.
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Wir finden
f1,a(θ, λ) =
1
(En,l(α)− λ)2 〈ψ(α; θ̄), W
(α)
0,1 (θ)Pn,l′(θ)
×FPn,l′ (θ)(Hα(θ)− λ)−1Pn,l′(θ)W
(α)
1,0 (θ)ψ(α; θ)〉.
Lemma VI.13 c) und Lemma VI.20 a) implizieren
|f1,a(θ, λ)| ≤ 1|En,l(α)− λ|2
g2ρ20
g2
,
woraus
En,l′ (α)+δn,l′,+(α)∫
En,l′ (α)−δn,l′,−(α)
dλ |f1,a(θ, λ)| ≤ ρ
2
0
α2
= O(α2)
folgt. Für die Abschätzung an f1,b(θ, λ) reicht es, den ersten Summanden zu be-
trachten, da die Abschätzung an den zweiten Summanden analog verläuft. Der erste
Summand lässt sich abschätzen durch
1
|En,l(α)− λ|2 |〈ψ(α; θ̄),
× Pn,l(θ)W (α)(θ)P n,l′(θ)
(
P n,l′(θ)Hα(θ)P n,l′(θ)− λ
)−1
P n,l′(θ)W
(α)(θ)Pn,l′(θ)
× [FPn,l′ (θ)(Hα(θ)− λ)
]−1
Pn,l′(θ)W
(α)
1,0 (θ)ψ(α; θ)〉|
≤ C|En,l(α)− λ|2
g2gρ0
g2
,
wobei wir im letzten Schritt Lemma VI.13 c), Lemma VI.20 a) und Lemma VI.15 b)
verwendet haben. Es folgt
En,l′ (α)+δn,l′,+(α)∫
En,l′ (α)−δn,l′,−(α)
dλ |f1,b(θ, λ)| ≤ C gρ0
α2
= O(g) = O(α3/2).
Schließlich erhalten wir wiederum mit Lemma VI.20 a) und Lemma VI.15 b)
|f1,c(θ, λ)| = 1|En,l(α)− λ|2 |〈ψ(α; θ̄), Pn,l(θ)W
(α)(θ)P n,l′(θ)
× (P n,l′(θ)Hα(θ)P n,l′(θ)− λ
)−1
P n,l′(θ)W
(α)(θ)Pn,l′(θ)
× [FPn,l′ (θ)(Hα(θ)− λ)
]−1
× Pn,l′(θ)W (α)(θ)P n,l′(θ)
× (P n,l′(θ)HαP n,l′(θ)− λ
)−1
P n,l′(θ)W
(α)(θ)Pn,l(θ)ψ(α; θ)〉|
≤ C 1|En,l(α)− λ|2
g4
g2
,
und Integration liefert
En,l′ (α)+δn,l′,+(α)∫
En,l′ (α)−δn,l′,−(α)
dλ |f1,c(θ, λ)| ≤ C g
2
α2
= O(α).
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Nun müssen wir noch den Term f2(θ, λ) behandeln. Mittels der zweiten Resolven-
tengleichung erhalten wir
f2(θ, λ) = f2,a(θ, λ) + f2,b(θ, λ) + f3,c(θ, λ),
mit
f2,a(θ, λ) :=〈ψ(α; θ̄), P n,l′(θ)
(
P n,l′(θ)Hα,0(θ)P n,l′(θ)− λ
)−1
P n,l′(θ)ψ(α; θ)〉,
f2,b(θ, λ) :=− 〈ψ(α; θ̄), P n,l′(θ)
(
P n,l′(θ)Hα,0(θ)P n,l′(θ)− λ
)−1
× P n,l′(θ)W (α)(θ)P n,l′(θ)
× (P n,l′(θ)Hα,0(θ)P n,l′(θ)− λ
)−1
P n,l′(θ)ψ(α; θ)〉
und
f2,c(θ, λ) := 〈ψ(α; θ̄), P n,l′(θ)
(
P n,l′(θ)Hα,0(θ)P n,l′(θ)− λ
)−1
× P n,l′(θ)W (α)(θ)P n,l′(θ)
(
P n,l′(θ)Hα(θ)P n,l′(θ)− λ
)−1
× P n,l′(θ)W (α)(θ)P n,l′(θ)
(
P n,l′(θ)Hα,0(θ)P n,l′(θ)− λ
)−1
P n,l′(θ)ψ(α; θ)〉.
Wir finden unter Ausnützung der Dilatationsanalytizität
f2,a(θ, λ) =
1
En,l(α)− λ〈ψ(α; 0), ψ(α; 0)〉,
woraus f2,a(θ̄, λ)− f2,a(θ, λ) = 0 folgt. Des Weiteren gilt
f2,b(θ, λ) = − 1
(En,l(α)− λ)2 〈ψ(α; θ̄),W
(α)(θ)ψ(α; θ)〉 = 0
und
|f2,c(θ, λ)| = 1|En,l(α)− λ|2 |〈ψ(α; θ̄), Pn,l(θ)W
(α)(θ)P n,l′(θ)
× (P n,l′(θ)Hα(θ)P n,l′(θ)− λ)−1P n,l′(θ)W (α)(θ)Pn,l(θ)ψ(α; θ)〉|
≤ C g
2
|En,l(α)− λ|2 ,
wobei wir im letzten Schritt Lemma VI.15 b) verwendet haben. Integration liefert
En,l′ (α)+δn,l′,+(α)∫
En,l′ (α)−δn,l′,−(α)
dλ |f2,c(θ, λ)| ≤ C g
2
α2
= O(α).
Schritt 5: Für λ ∈ [En,n(α) + δn,n,+(α), En + δn,+] und ebenso für λ ∈ [En −
δn,−, En,1(α)− δn,1,−(α)] müssen wir etwas anders vorgehen. Wir betrachten nur den
zweiten Fall, da der erste analog verläuft, und machen eine Fallunterscheidung.
1. Fall: 1 < l ≤ n. Aus Lemma VI.21 ergibt sich mit l′ = 1 die Ungleichung
‖FPn,l′ (θ)(Hα(θ)− z)−1‖ ≤
C
sin ϑ|λ− En,l′(α)| − Cg2 ≤
C
α2
,
die wir für die Abschätzung an f1(θ, λ) verwenden. Die Abschätzungen an f2(θ, λ)
verlaufen genau wie in Schritt 4. Man beachte, dass sowohl bei den Abschätzungen
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an f1(θ, λ) als auch bei den Abschätzungen an f2(θ, λ) die Integrationsgrenzen ent-
sprechend geändert werden müssen. Damit erhalten wir auf dieselbe Weise wie in
Schritt 4 die Abschätzungen
∣∣∣
En,1(α)−δn,1,−(α)∫
En−δn,−
dλ e−i λsF (λ)[f(θ, λ)− f(θ, λ)]
∣∣∣ = O(α)
2. Fall: l = 1. Mit der zweiten Resolventengleichung erhalten wir
f(θ, λ) = 〈ψ(α; θ),FPn,l(θ)(Hα(θ)− λ)−1ψ(α; θ)〉
=〈ψ(α; θ), [En,l(α)− λ−Q(α)n,l (λ; θ)]−1ψ(α; θ)〉
− 〈ψ(α; θ), [En,l(α)− λ−Q(α)n,l (λ; θ)]−1
× [FPn,l(θ)(Hα(θ)− λ)− (En,l(α)− λ + e−θ1el ⊗Hf −Q(α)n,l (λ; θ))Pn,l(θ)]
× [FPn,l(θ)(Hα(θ)− λ)
]−1
ψ(α; θ)〉 =: f̃(θ, λ) + B(θ, λ),
wobei f̃(θ, λ) der erste Summand ist. Lemma VI.21 liefert die Abschätzung
‖FPn,l(θ)(Hα(θ)− λ)−1‖ ≤
C
sin ϑ|λ− En,l(α)| − Cg2
sowie dieselbe Abschätzung für [En,l(α) − λ − Q(α)n,l (λ; θ)]−1. Damit gilt wegen Lem-
ma VI.16 die Abschätzung
|B(θ, λ)| ≤ Cg
2
√
α
(sin ϑ|λ− En,l(α)| − Cg2)2
und somit folgt
En,1(α)−δn,1,−(α)∫
En−δn,−
dλF (λ)|B(θ, λ)| = O(g) = O(α3/2)
mit derselben Rechnung wie im nicht-relativistischen Fall (Beweis von Satz V.1,
Schritt 2). Dieselbe Abschätzung gilt für B(θ̄, λ).
Für die Abschätzung an f̃(θ, λ) verwenden wir
f̃(θ, λ) = 〈ψ(α; θ̄), [En,1(α)− λ]−1ψ(α; θ)〉+
+ 〈ψ(α; θ̄), [En,l(α)− λ]−1Q(α)n,1(λ; θ)[En,1(α)− λ−Q(α)n,1(λ; θ)]−1ψ(α; θ)〉.
Der erste Summand hebt sich mit dem entsprechenden ersten Summanden von f̃(θ̄, λ)
heraus. Der zweite Summand lässt sich abschätzen durch
g2
C
|En,1(α)− λ| (sin ϑ|λ− En,l(α)| − Cg2) ,
woraus mit derselben Begründung wie oben
En,1(α)−δn,1,−(α)∫
En−δn,−
dλF (λ)|f̃(θ, λ)− f̃(θ̄, λ)| = O(g2/3) = O(α)
folgt. ¤
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Abbildung VI.1. Die Integrationskontour im relativistischen Modell
für die Hauptquantenzahl n = 3.
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Anhang

ANHANG A
Operatorungleichungen und Minimax-Prinzip
A.1. Einige Operator-Ungleichungen
In diesem Anhang listen wir einige nützliche Ungleichungen aus [8] und [19] sowie
geringfügige Verbesserungen davon auf. Wir verwenden die Notation aus Kapitel IV.
Lemma A.1 ([19], Lemma A.5 und Lemma A.8). Es sei γ ∈ F . Dann gilt
φ(γ) ≤ π
2
‖|∇|γ‖1 ≤ π2‖|D0|γ‖1 = π2‖γ‖F ,(A.1)
φ(γ) ≤ π
2
‖γ‖1|∇| ≤ π2‖γ‖1|D0|.(A.2)
Lemma A.2 ([19], Lemma A.9). Es sei γ ∈ F . Dann gilt
X(γ) ≤ φ(|γ|), ‖X(γ)‖ ≤ ‖φ(|γ|)‖, und ‖W (γ)‖ ≤ ‖φ(|γ|)‖.
Beweis. Wir beweisen nur die dritte Aussage. Es sei γ = γ+ − γ−, d.h. γ+ und
γ− seien der positive bzw. negative Teil von γ. Dann gilt
W (γ) = φ(γ+) − φ(γ−) −X(γ+) + X(γ−) ≤ φ(γ+) + X(γ−) ≤ φ(γ+) + φ(γ−) = φ(|γ|),
wobei wir die Lemmata A.3 und A.2 benützt haben. Auf dieselbe Weise erhalten wir
W (γ) ≥ −φ(γ−) −X(γ+) ≥ −φ(γ−) − φ(γ+) = −φ(|γ|), so dass |(f, W (γ)f) ≤ (f, φ(|γ|)f)
für alle f ∈ H gilt. Daraus folgt sofort die Behauptung. ¤
Lemma A.3. Es sei 0 ≤ γ ∈ F . Dann gilt 0 ≤ X(γ) ≤ φ(γ) und insbesondere
0 ≤ W (γ).
Eine unmittelbare Konsequenz des vorhergehenden Lemmas ist
Lemma A.4 ([19], Lemma 2.2). Es sei γ = γ∗ ∈ S1(H) und γ′ ∈ F . Dann gilt
|D(ργ, ργ′)| ≤π4‖γ‖1 tr(|∇||γ|),
E(γ, γ′) ≤D(ρ|γ|, ρ|γ′|).
Außerdem benötigen wir
Lemma A.5 (Bach et al. [8]). Für alle γ ∈ F gilt E(γ, γ) ≤ π
4
tr(γ|∇|γ).
Das folgende Lemma zeigt die relative Kompaktheit der Hartree-Fock-Wechsel-
wirkung.
Lemma A.6 ([19], Lemma A.10 und Lemma A.11). Es sei γ ∈ F sowie g ∈
(−√3/2,√3/2) und α ∈ R. Dann ist W (γ) relativ D0-kompakt. Der Operator D(γ)g,α ist
selbstadjungiert mit D(D(γ)g,α) = D(Dg) = H1(R3)4 und
σess(D
(γ)
g,α) = σess(Dg) = (−∞,−1] ∪ [1,∞).
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Schließlich benötigen wir noch folgendes Lemma (siehe [19, Lemma A.7] und
[117]):
Lemma A.7. (1) Es sei Cg := (
√
4g2 + 9− 4g)/3, und für 0 ≤ g < √3/2 sei
dg := (1 + C
2
g −
√
(1− C2g )2 + 4g2C2g )/2.
Dann gilt für g ∈ [0,√3/2] nach Morozov ([117])
|Dg|2 ≥ d2g|D0|2.
Wenn zusätzlich γ ∈ F und dg − 4|α|‖γ‖1 > 0 gilt, dann folgt außerdem
|D(γ)g,α|2 ≥ (dg − 4|α|‖γ‖1)2|D0|2.
(2) Mit bg :=
√
1− g2(
√
4g2 + 9− 4g)/3 und für g ∈ (0,√3/2) gilt
|Dg|2 ≥ b2g|∇|2.
Wenn zusätzlich bg − 4|α|‖γ‖1 > 0 gilt, dann folgt
|D(γ)g,α|2 ≥ (bg − 4|α|‖γ‖1)2|∇|2,
|D(γ)g,α|2 ≥ (1− 4|α|‖γ‖1b−1g )2|Dg|2.
A.2. Das Minimax-Prinzip von Griesemer und Siedentop
In [70] wurde folgendes Minimax-Prinzip für nach unten unbeschränkte Operato-
ren bewiesen:
Satz A.8. Es sei A ein selbstadjungierter Operator in einem Hilbert-Raum h =
h+ ⊕ h− mit h+ ⊥ h−. Es sei Λ± die orthogonale Projektion auf h± und es sei Q ein
Teilraum mit D(A) ⊂ Q ⊂ Q(A) und Λ±h ⊂ Q, wobei D(A) und Q(A) den Operator-
bzw. Formdefinitionsbereich bezeichnen. Es sei P+ := χ(0,∞)(A), P− := χ(−∞,0)(A),
Q± := Q ∩ h± und
λn(A) := inf
M+⊂Q+
dim(M+)=n
sup
φ∈M+⊕Q−
‖φ‖=1
(φ,Aφ).
Dann gilt:
(1) Wenn (φ,Aφ) ≤ 0 für alle φ ∈ Q− gilt, dann folgt
λn(A) ≤ µn(A|P+h).
(2) Wenn (φ,Aφ) > 0 für alle 0 6= φ ∈ Q(A) ∩ h+ gilt und (|A| + 1) 12 P−Λ+
beschränkt ist, dann folgt
λn(A) ≥ µn(A|P+h).
Hierbei sind die µn die üblichen (Courant)Minimax-Werte eines nach unten halbbe-
schränkten Operators.
ANHANG B
Dilatierte Schrödinger-Operatoren und das
Pauli-Fierz-Modell
B.1. Abschätzungen für dilatierte Schrödinger-Operatoren
In diesem Anhang zitieren wir einige Ergebnisse aus [13], die wir für die Betrach-
tung des nicht-relativistischen Grenzwertes dilatierter Dirac-Operatoren in Kapitel
III.3 sowie für die Behandlung von Resonanzen im Pauli-Fierz-Modell in Kapitel V
benötigen. Insbesondere Satz B.3 verallgemeinern wir in Satz III.15 in Kapitel III.2.5
partiell auf dilatierte Dirac-Operatoren.
Wir wiederholen Definition (V.4) des Mehrteilchen-Schrödinger-Operators aus Ka-
pitel V.1
(B.1) Hel := −1
2
∆3N +
N∑
j=1
−Z
|xj| +
∑
1≤i<j≤N
1
|xi − xj|
sowie seine (komplex) dilatierte Version
(B.2) Hel(θ) := −e
−2θ
2
∆3N +
N∑
j=1
−e−θZ
|xj| +
∑
1≤i<j≤N
e−θ
|xi − xj| .
Man beachte den zusätzlichen Faktor von 1/2 vor dem Laplace-Operator im Vergleich
zu [13]. Dieser ändert jedoch nichts an den Aussagen oder Beweisen der zitierten
Sätze.
Wir nehmen an, dass das Spektrum von Hel die Struktur
σ(Hel) = {E1, E2, . . .} ∪ [Σ,∞)
hat, wobei Σ := inf σess(Hel) gilt und E1 < E2 < . . . (mindestens zwei) Eigenwerte
sind, die sich höchstens bei Σ häufen. Wir setzen δ := dist(En, σ(Hel)\{En}) > 0 und
definieren (mit r > 0 klein genug) Pel,n′(θ) := −(2πi )−1
∫
|En′−z|=r(Hel(θ) − z)
−1dz
als Projektion auf den Eigenraum von Hel(θ) zum Eigenwert En′ . Zur Abkürzung
schreiben wir P el,n′(θ) := 1−Pel,n′(θ) und Pel,n′ := Pel,n′(0). Für η > 0 mit En +δ/2 <
Σ− η definieren wir Pdisc(θ) :=
∑
i:Ei≤Σ−η Pi(θ) und P disc(θ) := 1− Pdisc(θ).
Das folgende Lemma erlaubt es, den dilatierten Operator (B.2) durch den nicht
dilatierten Operator (B.1) zu kontrollieren. Wir wählen im Folgenden ein hinreichend
kleines θ0 > 0.
Lemma B.1 ([13], Corollary 1.4.). Es gibt eine Konstante C > 0, so dass für alle
|θ| < θ0
‖[Hel(θ)−Hel](Hel ± i )−1‖ ≤ C|θ|
gilt.
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Korollar B.2 ([13], Gleichung (3.79)). Es gibt ein C > 0, so dass für alle
|θ| < θ0
‖Pn(θ)− Pn(0)‖ ≤ C|θ|
gilt. Dieselbe Abschätzung ergibt sich, wenn man Pn durch Pdisc ersetzt.
Mit Hilfe von Lemma B.1 und Korollar B.2 sowie einer Resolventenreihe zeigt
man
Satz B.3 ([13], Lemma 3.8.). Es sei z ∈ C mit Re z < Σ − η. Dann ist für
hinreichend kleines |θ|(1 + (Σ− η−Re z)−1) der Operator Hel(θ)− z auf Ran P̄disc(θ)
invertierbar, und es gilt
∥∥(P̄disc(θ)Hel(θ)P̄disc(θ)− z)−1P̄disc(θ)
∥∥ ≤ 2(Σ− η − Re z)−1.
Der Beweis dieses Lemmas benützt, dass für θ = 0 die Abschätzung mit Konstante
eins (statt zwei) gilt, und dass wegen Lemma B.1 der Operator Hel(0)−Hel(θ) relativ
Hel(0)-beschränkt ist.
B.2. Abschätzungen für das Pauli-Fierz-Modell
In diesem Abschnitt geben wir einige wichtige technische Abschätzungen aus [12]
und [13] ohne Beweis.
Zur Erinnerung definieren wir nochmals (siehe [13] und den Beweis von Lemma
V.11) Bθ(ρ) := Hel(θ) ⊗ 1f − Ej + e−θ(1el ⊗ Hf + ρ0) mit ρ0 = g2−ε. Bθ(ρ) ist ein
Hilfsobjekt, mit dessen Hilfe man sich in verschiedenen Resolventenentwicklungen
eine Menge kombinatorischer Überlegungen erspart. Man beachte die Inklusion A ⊂
ρ(P (θ)H0(θ)). Ferner definieren wir P (θ) := Pel,n(θ)⊗ χHf≤ρ0 und P (θ) := 1− P (θ).
Im Übrigen verweisen wir auf die Definitionen in Kapitel V.1.
Lemma B.4 ([13], Lemma 3.11). Es gibt eine Konstante C > 0, so dass für
0 < ϑ < θ0, alle g mit 0 ≤ gρ−1/20 ≤ 1/3 und 0 < ρ0 ≤ (δ/3) sin ϑ sowie für alle z ∈ A
die Abschätzung
(B.3) ‖Bθ(ρ0) P (θ)
H0(θ)− z‖ ≤
C
ϑ
gilt.
Der Beweis von Lemma B.4 beruht auf Lemma B.3, der Tatsache, dass Hel(θ) ein-
geschränkt auf Ran Pdisc(θ) ähnlich zu einem selbstadjungierten Operator ist und
verschiedenen anderen Abschätzungen an die Resolvente von Hel(θ) sowie der An-
wendung des Spektralsatzes für Hf .
Das folgende Korollar wurde in [11] benützt:
Korollar B.5. Es gibt eine Konstante C > 0, so dass für 0 < ϑ < θ0, alle g mit
0 ≤ gρ−1/20 ≤ 1/3 und 0 < ρ0 ≤ (δ/3) sin ϑ und für alle z ∈ A die Abschätzung
‖|Bθ(ρ0)|1/2 P (θ)
H0(θ)− z |Bθ̄(ρ0)|
1/2‖ ≤ C
ϑ
gilt.
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Beweis. Indem wir in Gleichung die Adjungierten nehmen (B.3), finden wir
‖ P (θ)
H0(θ)−z |Bθ̄(ρ0)|‖ ≤ Cϑ . Die Behauptung folgt nun durch komplexe Interpolation [123,
Kapitel IX.4, Proposition 9]. ¤
Lemma B.6 ([13], Lemma 3.13). Es gibt eine Konstante C > 0, so dass für
0 < ϑ < θ0 genügend klein, θ1, θ2 ∈ {±i ϑ} und für alle ρ > 0 die Abschätzung
(B.4) ‖|Bθ1(ρ)|−1/2Wg(θ)|Bθ2(ρ)|−1/2‖ ≤ g
C
ϑ
(1 + ρ−1/2)
gilt.
Der Beweis von Lemma B.6 benützt, dass ‖Aκ(x)−ψ‖ ≤ C‖H1/2f ψ‖ und ‖Aκ(x)+ψ‖
≤ C‖(Hf +1)1/2ψ‖ für ein 0 < C und alle ψ im Definitionsbereich von H1/2f gilt, dass
Hel(0) −Hel(θ) relativ Hel(0)-beschränkt ist, und einige andere Abschätzungen. Der
Term proportional zu ρ−1/2 ist auf das +1 in der Abschätzung für den Erzeugungsope-
rator Aκ(x)+ und eine ähnliche Konstante in der Abschätzung des elektronischen Ope-
rators zurückzuführen. Man beachte, dass die symmetrische Form der Abschätzung
(B.4) wesentlich ist. Abschätzungen an Wg(θ)|Bθ2(ρ)|−1 führen zu einem schlechteren
Verhalten für ρ → 0.
Lemma B.7 ([13], Lemma 3.14). Es gibt ein C > 0, so dass für ϑ ∈ (0, θ0),
ρ0 < (δ/3) sin ϑ, 0 < gρ
−1/2
0 ¿ ϑ2 und für alle z ∈ A der Operator P (θ)HgP (θ) − z
auf Ran P (θ) invertierbar ist und die Abschätzung
‖[P (θ)Hg(θ)P (θ)− z]−1P (θ)‖ ≤ C
ϑρ0
erfüllt.
Der Beweis von Lemma B.7 benützt Korollar B.5, Lemma B.6 und eine Entwicklung
in eine Neumann-Reihe.
Lemma B.8 ([13], Lemma 3.15). Es gelte ϑ ∈ (0, θ0). Es sei ρ0 < (δ/3) sin ϑ und
0 < gρ
−1/2
0 ¿ ϑ2. Dann gilt für alle z ∈ A, dass der Feshbach-Operator FP (θ)(Hg(θ)−
z), der in Gleichung (V.9) definiert wurde, existiert.Wenn z ∈ A gilt, dann ist Hg(θ)−
z beschränkt invertierbar genau dann, wenn der Feshbach-Operator FP (θ)(Hg(θ)− z)
beschränkt invertierbar ist. Es gilt die Gleichung
(B.5) (Hg(θ)− z)−1 = [P (θ)− P (θ)(P (θ)Hg(θ)P (θ)− z)−1P (θ)Wg(θ)P (θ)]
×FP (θ)(Hg(θ)− z)−1[P (θ)− P (θ)Wg(θ)P (θ)(P (θ)Hg(θ)P (θ)− z)−1P (θ)]
+ P (θ)[P (θ)Hg(θ)P (θ)− z]−1P (θ),
wobei die linke Seite genau dann existiert, wenn die rechte Seite existiert.
Außerdem gibt es eine von g unabhängige Konstante C > 0, so dass für alle z ∈ A
die Abschätzungen
(B.6) ‖(P (θ)Hg(θ)P (θ)− z)−1P (θ)Wg(θ)P (θ)‖ ≤ Cg
ϑρ
1/2
0
und
(B.7) ‖P (θ)Wg(θ)P (θ)(P (θ)Hg(θ)P (θ)− z)−1‖ ≤ Cg
ϑρ
1/2
0
gelten.
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Die Formeln (B.6) und (B.7) werden ähnlich bewiesen wie Lemma B.7. Zusammen mit
Lemma B.7 implizieren sie die Existenz des Feshbach-Operators und die Gültigkeit
von Gleichung (B.5) (siehe [12, Theorem IV.1]). Man beachte, dass der Operator
Wg(θ) in den Formeln (B.6) und (B.7) die Divergenz für ρ0 → 0 im Vergleich zu B.7
reduziert.
Das folgende Lemma gibt global für alle z ∈ A eine Approximation des Feshbach-
Operators (siehe [13], Lemma 3.16, Abschätzungen an Rem0 bis Rem3):
Lemma B.9. Es sei 0 < ε < 1/3 und 0 < ϑ < θ0. Dann gibt es eine Konstante
C ≥ 0, so dass für alle genügend kleinen g > 0 mit ρ0 < (δ/3) sin ϑ und für alle z ∈ A
die Abschätzungen
‖[FP (θ)(Hg(θ)− z)− (Ej − z + e−θ1el ⊗Hf − g2Q(θ)(z))]P (θ)‖ ≤ Cg2+ε
und
‖P (θ)Wg(θ)P (θ)‖ = O(g2+ε)
gelten.
Der lange und technische Beweis von Lemma B.9 beruht auf der Entwicklung der
Resolvente in eine Neumann-Reihe, auf ähnlichen Abschätzungen wie in B.6 und auf
der pull-through-Formel [12, Lemma IV.8].
Für z genügend nahe zu Ej kann Q
(θ)(z) durch Z̃(α, θ) approximiert werden (siehe
[13, Lemma 3.16, Abschätzungen an Rem4 und Rem5]).
Lemma B.10. Es sei 0 < ε < 1/3 und 0 < ϑ < θ0. Dann gibt es eine Konstante
C ≥ 0, so dass für alle genügend kleinen g > 0 mit ρ0 < (δ/3) sinϑ und alle z ∈
D(Ej, ρ0/2) die Abschätzung
g2‖Q(θ)(z)− Z̃(α, θ)‖ ≤ Cg2+ε
gilt.
Zum Beweis benötigt man zusätzliche Abschätzungen, um die z-Abhängigkeit von
Q(θ)(z) zu eliminieren. Jedoch scheint Lemma B.10 nicht für alle z ∈ A zu gelten,
was in [13] anscheinend benutzt wird. Lemma B.10 und Formel (V.16) implizieren
Korollar B.11. Unter den Annahmen von Lemma B.10 gilt
g2‖Q(θ)(z)− Z(θ)‖ ≤ Cg2+ε.
Bemerkung B.12. Man beachte, dass zur Approximation des Feshbach-Opera-
tors FP (θ̄)(Hg(θ̄) − z) für θ = i ϑ mit ϑ > 0 das −i ε in der Definition (V.10) durch
+i ε ersetzt werden muss. Insbesondere müssen das Spektrum und der numerische
Wertebereich dieses Operators an der reellen Achse gespiegelt werden.
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S. 1101–1136
147
148 LITERATURVERZEICHNIS
[18] Barbaroux, Jean-Marie ; Esteban, Maria J. ; Séré, Eric: Some Connections Between Dirac-
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Bosons. In: Ann. Inst. H. Poincaré Sect. A (N.S.) 19 (1973), S. 1–103
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Ann. Henri Poincaré 8 (2007), Nr. 2, S. 337–360
[94] Jansen, Georg ; Heß, Bernd A.: Revision of the Douglas-Kroll Transformation. In: Physical
Review A 39 (1989), Nr. 11, S. 6016–6017
[95] Jordan, P.: Die Lichtquantenhypothese. Entwicklung und gegenwärtiger Stand. In: Ergebnisse
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