The modelling of extremes of a time series has progressed from the assumption of independent observations to more realistic forms of temporal dependence. In this paper, we focus on Markov chains, deriving a class of models for their joint tail which allows the degree of clustering of extremes to decrease at high levels, overcoming a key limitation in current methodologies. Theoretical aspects of the model are examined and a simulation algorithm is developed through which the stochastic properties of summaries of the extremal behaviour of the chain are evaluated. The approach is illustrated through a simulation study of extremal events of Gaussian autoregressive processes and an application to temperature data.
INTRODUCTION
Historically, models for the extremes of a time series were constructed on the assumption of independent observations. More recently, attention has been given to processes which can better represent the temporal dependence of physical phenomena. Here we focus on the extremal behaviour of {A',};^, a stationary first-order Markov chain with continuous state space. More precisely, we consider models for {X t } and methods to derive summaries of its distributional characteristics, when the chain reaches extreme states.
The probabilistic characterisation of extremal properties of Markov chains is well developed and a range of asymptotic results is available; see for example Rootzen (1988) , Smith (1992) and Perfekt (1994) . However, relatively limited attention has been given to the interpretation of these limiting representations as a motivation for statistical modelling of the tail of a Markov chain. One approach, by Smith, Tawn & Coles (1997) , is based on the assumption that the limiting behaviour of the chain can be considered exact over a fixed high threshold, u o , and that above u 0 the dependence structure between consecutive variables, X x and X 2 , is determined by a bivariate extreme value distribution. This approach is appropriate when X x and X 2 are asymptotically dependent, in the sense that lim pr(A r 2 >x|A r 1 >x) = c>0, (11), a class we will refer to as asymptotically independent Markov chains. This is a nontrivial class, including many commonly studied processes, such as Gaussian Markov chains (Sibuya, 1960) . If the procedure of Smith et al. (1997) is applied to an asymptotically independent Markov chain it leads to a misspecification of dependence in which pr{X 2 > x|X t >x) is approximated either by a value c> 0 or by pr(X 2 > x), for all x>u 0 . In both situations there is an assumption of stability in the dependence with threshold level, which gives a misleading representation of the extreme events of the chain. We shall see that for an asymptotically independent Markov chain the degree of dependence between exceedances of x generally decreases as x-»x*, with the extremal behaviour of {X i } ii . l increasingly resembling that of an independent and identically distributed series at high thresholds. This phenomenon has been noticed in a number of data and theoretical applications; see for example Tawn (1990) , Smith & Weissman (1994) and Hsing, Htlsler & Reiss (1996) .
Our aim is to model the behaviour of asymptotically independent Markov chains over a high threshold, and to produce summaries of their extremal characteristics which are threshold-dependent. This is achieved in two steps: first, by replacing bivariate extreme value distributions with a broader class, introduced by Ledford & Tawn (1996 , which explicitly models the convergence of pr(X 2 > x\X^> x) to zero; secondly, through a simulation algorithm that mimics the local behaviour of the chain as x->x*.
The model of Ledford & Tawn (1996 ) is a leading order characterisation of the joint survivor function of consecutive pairs and leads to classical bivariate extreme results in the limit. Analogously, our approach is a penultimate one, in the sense that the proposed approximations change with threshold level but converge ultimately to classical extreme value limits. As such it includes the approach of Smith et al. (1997) as a special case, under the stronger assumption of asymptotic dependence.
The paper is structured as follows. Section 2 gives a brief review of the bivariate extreme value model of Smith et al. (1997) and presents the joint upper tail model for bivariate distributions of Ledford & Tawn (1996 , which is more appropriate for dealing with asymptotically independent Markov chains. In § 3 threshold-dependent summaries of the extremal behaviour are described, their properties under asymptotic independence are obtained, and the simulation scheme for within-cluster behaviour is developed. The benefits of the new procedure are illustrated in § 4 through a simulation study of stationary Gaussian autoregressive processes. In § 5, we describe the methodology by an application to a series of daily temperatures recorded at Wooster, U.S.A., for which models based on the assumption of asymptotic dependence between consecutive days are shown to give misleading results. Finally, in § 6 extensions to negatively dependent processes are discussed.
MODEL FOR THE TAIL OF MARKOV CHAINS
Denote by F(x ls x 2 ) = pr^ < x 1; X 2 ^ x 2 ) the joint distribution function of two consecutive variables of the stationary first-order Markov chain, {X i } i>1 , and by F l (x l ) = pr^ ^ xj its marginal distribution. The joint density of {X h i = 1,..., n} evaluated at (x 1 ,...,x B )is where / is the joint density of X l and X 2 , and / t is its marginal component.
To model the extremes of the series we focus on the marginal tail and the joint upper tail of the distribution of consecutive pairs. Specifically, we propose a parametric family of bivariate distributions, G, to model F at extreme levels. The specification of G requires the choice of a marginal distribution, G 1; to describe the univariate tail behaviour over a high threshold, u 0 say, and of a dependence model, over the region R = (u 0 , oo) x (u 0 , oo), to represent the way in which consecutive high values of the chain are related.
Standard univariate extreme value theory arguments (Davison & Smith, 1990 ) justify the use of the generalised Pareto distribution as a model for F x over a high threshold u 0 , which leads to where (x)+ = max(x, 0), X = pr(X 1 >u 0 ), and £, and a are shape and scale parameters, respectively.
To develop a dependence model for the extremes of (X x , X 2 ), consider the transformations Z ; = -I/log F^Xi) (i^ 1), so that Z ( has a unit Frechet distribution, pr(Z (^z ) = exp(-1/z) for z>0, and u f = -I/log F^uJ. Also, let F+ be the joint distribution of (Z U Z 2 ), that is Two approaches have been proposed to provide a class of asymptotically justified dependence models. These are based, respectively, on representations for F^(z 1 ,z 2 ) and *( z i» z i) = P r (Zi > z l ,Z 2 > z 2 ), as both z y and z 2 tend to infinity. We will describe each approach in turn, and show the relationship between the resulting dependence models.
The first approach assumes that F + is in the domain of attraction of a bivariate extreme value distribution with unit Frechet margins, that is lim {F + («z 1 ,nz 2 )} n = exp{-F(z 1 ,z 2 )} (z 1 >0,z 2 >0), (2-3)
with V being a homogeneous function of order -1 on R + \{0}, satisfying V(x lt oo) = x 1~1 and V(OD,X 2 ) = X 2 l (Pickands, 1981; Resnick, 1987) . Extending ideas of Coles & Tawn (1991) and Joe, Smith & Weissman (1992) , Ledford & Tawn (1996) argued that the right-hand side in (2-3) can be used to approximate F t (z x , z 2 ) if min^, z 2 ) > u f , for sufficiently large u f . A parametric model for F on R is then derived by combining a parametric family for V with equation (2-2) for the univariate marginal behaviour, leading to
We refer to model (2-4) as the bivariate extreme value model. The derivation of Ledford & Tawn (1996) differs slightly from that of Smith et al. (1997) , though the models are equivalent for large x x and x 2 . An example of a parametric specification for V is the 854 PAOLA BORTOT AND JONATHAN A. TAWN logistic model (Gumbel, 1960) , given by
where 0<a^l. Here a = l corresponds to independence, and decreasing a increases dependence with complete dependence arising as a -> 0. The second approach requires slightly stronger regularity conditions on the joint density decay, under which Ledford & Tawn (1998) show that the joint survival function, for large values of z t and z 2 , satisfieŝ (zi,z 2 )~^(z 1 ,z 2 )zr c >z 2 -% (2-6)
where JS? is a bivariate slowly varying function (Bingham, Goldie & Teugels, 1987 , Appendix 1) and c t > 0, for i = 1, 2, with c t + c 2^ 1. Ledford & Tawn (1997) suggested treating representation (2-6) as an identity for min(zj, z 2 ) > u f . In this case, a parametric model for F on R is obtained by combining a parametric model for if in (2-6) with a marginal transformation to distribution (2-2), giving
for (x l5 x 2 ) e R. We refer to this model as the joint tail model. To see the connections between the dependence models in (2-4) and (2-7) consider the asymptotic behaviour of the conditional probability pr(Xj > x \ X x > x) as x -* x*. For the bivariate extreme value model,
for large x. Since 1 < V{1, 1) < 2, the leading order term in the right-hand side of (2-8) is 2-7(1,1) if K(l, 1)<2, and pr(X 2 > x) if F(l,l) = 2. Thus, model (2-4) allows only asymptotic dependence or exact independence between consecutive pairs, corresponding, respectively, to a < 1 and a = 1, if V = V a . In contrast, the joint tail model gives
where t(x) = -I/log Gj(x), ^(z) = 5£ (z, z) is a univariate slowly varying function, and r\ = {c 1 + c 2 )~l with t] e(0,1]. For all 0 < r\ < 1, and when r\ = 1 with ^fj(z)-+0 as z-»oo, X t and X 2 are asymptotically independent since the conditional probability (2-9) tends to zero. On the other hand, if rj = 1 and j2\(z)-f*0 as z->oo, Xj and X 2 are asymptotically dependent. Exact independence corresponds to t] -\ and JSf^z) = 1. Furthermore, by comparison of probability (2-9) with pr(X 2 > x), we see that X l and X 2 are positively associated in their joint tail if \<t]< 1, and negatively associated if 0<rj<j. As r\ governs the behaviour of (2-9) for large x it is termed the coefficient of tail dependence.
In this paper, we use a parametric specification for the bivariate slowly varying function Jz? which is a special case of the one proposed by Ledford & Tawn (1997) , namely (2-10)
where V a is as in equation (2-5), and QQ^O is constrained so that S£ >0. For this model
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855 JS? t (z) = OQ + 2 -2", that is a constant; hence, asymptotic independence can only occur when t\ < 1. The limitations of the bivariate extreme value model for modelling Markov chains are now apparent: only independent or asymptotically dependent chains can be handled, for each of which stability of temporal dependence is assumed above u 0 . Replacing the bivariate extreme model with the joint tail model enables both asymptotically dependent and asymptotically independent chains to be modelled, and, for the latter class, the dependence properties are allowed to vary across extreme states. Now consider inference for models (2-4) and (2-7). We adopt maximum likelihood procedures within the framework proposed by Smith et al. (1997) . This uses the joint density, g, of the parametric model for points in R and censors observations lying outside this region. Denoting by g x the corresponding marginal density, the likelihood function can be constructed as follows. The contribution to the numerator of equation (21) given by a typical point (x^^x,-), is as follows: Testing whether the data support the assumption of asymptotic dependence, that is whether n = 1 against the alternative hypothesis n < 1, is a nonregular problem since r\ falls on the boundary of the parameter space under the null hypothesis. Despite the Markov structure of the series, the standard asymptotic results of Self & Liang (1987) for the behaviour of the likelihood ratio test in boundary value problems can be applied, leading to the test statistic asymptotically being 0 with probability \ and having a x\ distribution otherwise.
3. WlTHIN-CLUSTER BEHAVIOUR 31. Introduction There are four key components which describe the behaviour of a stationary process above a high threshold: the probability of exceeding the threshold, the distribution of the excesses of the threshold, the long-range dependence between exceedances, and the local clustering of the exceedances within any set of dependent excursions of the threshold. The first two features are determined by the marginal model (2-2). At long range the exceedances are approximately independent if the process satisfies the tail mixing condition D of Leadbetter, Lindgren & Rootzen (1983, p. 53 ), a condition which holds for all continuous state space Markov chains with non-degenerate transitions (O'Brien, 1987) . Here we focus on the within-cluster behaviour of the extremes of a process, which is determined by the short-range temporal dependence. While the usual measures of clustering are limiting quantities, in § 3-2 we introduce threshold-dependent equivalents, and in § 3-3 we describe their limiting properties, as the threshold increases, for Markov chains. In § 3-4 we evaluate some of these summaries analytically for asymptotically independent Markov chains and use these results to derive explicit rates of convergence for other summaries. More generally, for a broader range of summary statistics, Monte Carlo evaluation is required. In § 35 algorithms are proposed which involve the simulation of the extremal behaviour of the chain. In § § 3-3-3-5 we concentrate on Markov chains with positively associated consecutive pairs. The discussion of negative association is deferred to § 6. 
Threshold-dependent summaries of clusters
The most commonly used measure of short-range dependence of extremes for any stationary process satisfying the Leadbetter et al. (1983) D condition is the extremal index, 9, with 0^0^ 1. For such processes, the temporal dependence influences the limiting distribution of M n = max^,..., X n ) only through 6, since
where {w n } n>1 is a sequence such that n{\ -F^MJ} is 0(1). If the process is independent and identically distributed, then 0=1; however, 6=1 also for many temporally dependent processes, including all weakly mixing Gaussian processes (Leadbetter et al., Ch. 4, 1983) . Like other measures of the extremal dependence, the extremal index is linked to the stochastic structure of clusters of extremes. A cluster is defined to be the collection of the variables X l} ...,X n which exceed the threshold u n in any epoch of length p n , where the increasing sequence of integers {p n } n >i satisfies p n = o{n), with its rate of growth depending on the long-range dependence properties of the chain. Under suitable conditions, O'Brien (1987) characterises the extremal index as
The choice of the sequence p n is not unique, in the sense that if there is some sequence p' n for which the result holds, it then holds for any p H ^ p' n with p n = o{n). In general, p n can be chosen with a smaller growth rate the weaker the temporal dependence of the process. For example, p n can be specified as p n = 2 for independent series, p n >m and p n is 0(1) for m-dependent processes, and p n = O(logn) is found by Smith & Weissman (1994) for a class of doubly stochastic processes with 6 < 1.
As 0 is independent of the magnitude of the exceedances without loss of generality, we can rewrite equation (3-2) in terms of the transformed sequence {ZJ with unit Fr6chet marginal distribution, where Z,= -I/log F^Xi). Specifically, if we let
for u 5? 0, where [xj denotes the integer part of x and the sum in the right-hand side is considered equal to 0 if p Lu j = 2, it follows that 9= lim 0(u,p LuJ ).
u-* oo
Other threshold-dependent summaries of the clustering of extremes may also be of interest. One measure is the cluster size distribution, which is related to an alternative characterisation of 6 as the reciprocal of the asymptotic mean cluster size. If N u~u is the number of {Z,} variables exceeding u for i e {1,..., P[ u j}, then «(;; «. PL«J ) = P r ( N «.^U J =JI N ", FLUJ > 0) U>V is the threshold-dependent cluster size distribution. Hsing, Hosier & Leadbetter (1988) show that
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The quantities n(j; u, p^j) converge, as u-> oo, to n(j), the limiting cluster size distribution. Another cluster summary is the within-cluster aggregate excess of the level u n , defined by
Unlike 9(u, p^j) and n(j; u, P[ u j), A(u n , p n ) depends on the marginal distribution. The quantities 9(u, p^uj), n(j; u, p^j) and A(u n , p n ) measure the tendency of extremes to occur in clusters at finite levels and, as the notation highlights, such tendency depends on both the level u and the cluster window p^u\. Determination of threshold-dependent summaries is important as they may not be well represented by their limiting values. For example, the limiting representation (31) is frequently used to give the approximation
for large n and q, but we shall show that for first-order Markov chains with 0=1 this approximation can be improved by using (3-3) instead of 9.
3-3. Limiting results for clusters from Markov chains
For first-order Markov chains the threshold-dependent cluster measures are determined by F. Different situations can arise. If X^ and X 2 are asymptotically dependent, it is easily verified that, asu-»oo, implying that clusters of extremes occur for all thresholds. Expressions for these limiting values and for the limiting aggregate excess distribution are given by Smith (1992) , Perfekt (1994) and Smith et al. (1997) , respectively. In contrast, if X x and X 2 are asymptotically independent, a thinning of clusters generally takes place as the threshold increases, until exceedances occur singly. Formally, for asymptotically independent Markov chains, under conditions (2-2) and (2-9) of Smith (1992) , %,p LuJ Hl, «(;;«, PL.jJ-jJ j^jj' (3-5)
as u-*oo. Similarly, under weak summability conditions on the 7i(j; u, p Lu j)'s, from equation (3-5) it follows that
converges, for fixed w>0, as n-»oo, to the limiting distribution of the cluster maximum excess, i.e. to
3-4. Analytical forms and rates of convergence For asymptotically independent Markov chains the limiting results of § 3-3 provide no insight into the form of clustering at finite thresholds, nor into how clustering weakens at higher thresholds. In this section we propose an analytical approximation for 9{u, p^j), when w is large, and obtain rates of convergence for other threshold-dependent characteristics. As numerical evaluation of cluster characteristics is possible using the simulation 858 PAOLA BORTOT AND JONATHAN A. TAWN algorithms of § 3-5, the results here have two roles: first, for identifying the importance of the coefficient of tail dependence on the threshold-dependent behaviour of clustering, and secondly, for providing estimates of 6(u, p Lu j) with vastly reduced computational effort.
The results in this section are all achieved under the conditions for the joint tail characterisation (2-6) and under an additional condition, A (2) (u n , p n ), which controls the form of clustering that can arise. The proofs and technical details of the statements of this section are contained in the 1997 University of Padova Ph.D. thesis of P. Bortot. Chernick, Hsing & McCormick (1991) , which requires only that the sum of the numerators in (3-7) converges to 0.
We conjecture that the A (2) (u n ,p n ) condition holds for all nonnegatively associated asymptotically independent Markov chains, i.e. with \ ^ n < 1, but this result is difficult to verify. For Markov chains having n = \, which include the special case of {XJ being independent, an admissible choice for p n is p H = 2, for which A (2) (u n , p n ) is automatically satisfied. When \ < r\ < 1, evidence that the condition holds is provided by a mixture of theoretical and simulation results. Specifically, it can be verified that each term in (3-7) converges to zero, so provided the growth of p n is sufficiently slow A (2) (u B ,p n ) will hold. Extensive simulation studies suggest that it is the case, although convergence appears to be slow for processes with n near \, i.e. close to exact independence. Further evidence is obtained from use of approximation (41) in Smith & Weissmann (1994) which leads to A (2) (u B , p n ) holding for any p n = o(n 2~(1/lj) ). For asymptotically independent Markov chains, if the A (2) (u n , p n ) condition is satisfied, it follows that, for any fixed p ^ 2 and u ->• oo, Consequently, for all sequences p n satisfying A (2) (u n , p n ), 9{u, p Lu j) can be approximated by 9(u) = 9(u, p) for any fixed p. We term 9{u) the extremal index function. Then, under the above conditions and result (2-9), we have that as u-> oo
Analogously, using arguments by Leadbetter & Nandagopalan (1989) , under the A (2) (u n , p n ) condition, the following rates of convergence hold for n(j; u, p, u ,) (;^ 1):
One further use of these results is to improve on approximation (3-4), when 6 = 1, by using * (3-11)
where q* = -I/log F^q), that is, by substituting the limiting value with the extremal index function. Specifically, under the conditions above and additional conditions on the longrange dependence, if u n is such that lim,,..^ n{\ -F^uJ} = T, with T > 0 fixed, then
A simple modification of the proof of (312) gives
where 0(.) is defined by (3-9) and u* = -I/log ^(uj. Rootz6n (1983) showed (312) holds for m-dependent Gaussian stationary sequences, with an autocorrelation that is positive and decreases with lag. Thus (313) represents an extension to non-Gaussian dependence structures of existing results and shows how the next order behaviour in (312) can be incorporated into the approximation through the use of the extremal index function.
3-5. Simulation of cluster statistics
Here we develop methods for simulating cluster statistics by generalising the technique of Smith et al. (1997) for asymptotically dependent Markov chains to include the class of asymptotically independent Markov chains. First we summarise the Smith et al. (1997) procedure. Smith et al. (1997) simulate clusters of the Markov chain from the fitted model by first simulating the maximum of the cluster and then simulating values backwards and forwards over the cluster window according to the limiting transition density of the fitted Markov chain. The limiting distribution of the cluster maximum is the same as the limiting distribution of an arbitrary exceedance (Hsing, 1987; Anderson, 1990) , that is the generalised Pareto distribution; compare (2-2). Simulation from the limiting transition density exploits a representation of the tail of first-order Markov chains (Smith, 1992; Perfekt, 1994 ), which we state in terms of the sequence {Z i } with unit Frechet margins. Under regularity conditions, conditionally on Z t > u, the ratios Z 2 /Z 1 ,..., ZJZ q -u as u-> oo and for fixed q, are independent with common distribution function
H F (t)= Mm pr(Z 2^t u\Z 1 =u) (t>0). (3-14)
u-»oo Thus, suppose that a cluster maximum for the sequence {Z,} has been simulated. The observations following the maximum are then generated by simulating the ratios Z i /Z i -l as independent values from (3-14). The observations preceding the maximum are produced by simulating the ratios Z { -JZi as independent points from This simulation scheme is only appropriate if X t and X 2 are asymptotically dependent. More generally, under approximation (2-6), if we replace S£ with the parametric model (2-10) and write SB (z 1; z 2 ) = J^ {zJ{ Zl + z 2 )}, for large u, 
For r/< 1, Hp(t;u) and H*(t;u) are asymptotically equivalent as 1 -Hf(t;u)1 -//*(£; u), for U-KX), and they both provide a model for the transition distribution which is threshold-dependent. However, H F (t; u) holds also for t] = l, giving in this case an approximation for H F which is threshold-independent. On the other hand, H*(t; u) is valid only for r\ < 1, but has the advantage of producing an approximation which is a proper distribution function. Since our main interest is in asymptotically independent Markov chains, for the remainder of the paper we work with Hf(t; u) and H%{t; u).
The whole simulation procedure requires also some criteria for specifying p LuJ in (3-3) so that clusters are determined unambiguously. This amounts to pre-specifying a cluster window p, to replace p Lu j for a given value of u. Both approximation (3-8) and sensitivity checks suggest that, for t] < 1, results are robust to the precise choice of p. However, for moderately large values of u, p should be large enough to ensure that clusters are not truncated: we found p==20 -30 to be sufficient. With these adjustments, the complete simulation algorithm is as follows. Other functionals of interest may also be evaluated at step 7. However, if the functional includes the value of the exceedances, such as A(u n , p n ), it is necessary to transform the simulated points Z, exceeding u to the original scale of the chain through the probability integral transform G 1~1 {exp(-1/Z,)}.
As an alternative to this simulation scheme, and closer in spirit to Smith et al. (1997) , the limiting representation of the chain can be used, treating the ratios Zj/Zj-j, within each simulated event, as independent and identically distributed with distribution Hf(t; u), having u replaced by the cluster maximum. This amounts to setting u = Z 0 in step 3. The first algorithm, which exploits the exact Markov chain structure, is likely to give a closer representation of the true process at low thresholds, but the differences between the two disappear at higher thresholds.
Both schemes ensure that the clusters generated have their maximum above u. For a threshold u* > u, the schemes are internally consistent in the sense that clusters generated for a threshold u, which exceed u*, can be used to construct functionals for the u* threshold. However, to ensure we have the same estimation precision for each level, in practice we repeated the whole algorithm for each threshold of interest.
SIMULATION STUDY FOR GAUSSIAN PROCESSES
Consider the class of stationary Gaussian autoregressive processes of order 1 {X*}, with standard normal marginal distribution and lag x correlation equal to p\ that is
where {e ( } are independent and identically distributed standard normal variables. This is a family of asymptotically independent Markov chains with 0=1 (Leadbetter et al., 1983, Ch. 4) . This process exhibits dependence at sub-asymptotic levels, and our interest is in assessing the accuracy of the procedure developed in § § 2 and 3 in inferring its thresholddependent extremal behaviour. A realisation of length 10 000 was generated from (41) for both p = 0-2 and p = 0-6. To restrict attention to dependence aspects, the simulated points were transformed to unit Frechet variables, X t (i = 1,..., 10 000), and the marginal distribution was treated as known. For a bivariate normal dependence structure, the joint tail form is given by (2-6) with c^ = c 2 = 1/(1 + p), that is r\ = (1 + p)/2, and
see Ledford & Tawn (1996 . Strictly, this dependence structure falls outside the parametric model (210), as jSfj is not constant. Nonetheless, we retain (210) as a model for <£, to illustrate the flexibility of the joint tail model in more complex situations. The joint tail model (2-7) was fitted to each simulated dataset. In order to select the threshold u f , the model was fitted at different levels, from the 0-5 to 099 quantiles of the marginal distribution. We selected the level over which the model parameter estimates showed stability, corresponding to the 0-9 and the 0-92 marginal quantiles for p = 0-2 and p = 0-6, respectively. As expected, since the process is time-reversible, likelihood considerations supported the reduction c^ = c 2 . The estimates obtained for the coefficient of tail dependence were fj = 0-6 (002) for p = 0-2 and fj = 084 (005) for p = 0-6, where standard errors are in parentheses. Both estimates are very close to the true values and significantly different from one, confirming the asymptotic independence of X x and X 2 . For comparison, the bivariate extreme value model (2-4) was also fitted to the two series, again with the marginal distribution known and V defined by (2-5). For both values of p, no stability in 862 PAOLA BORTOT AND JONATHAN A. TAWN the estimates of a was observable across thresholds, emphasising the inadequacy of this model. For illustration, the same thresholds were chosen as for the joint tail model. The corresponding estimates of a are a = 096 and 0-79 for p = 02 and 06 respectively. Figure 1 shows the true behaviour of the extremal index function 6{u) for p = 02 and 06, and estimates for the fitted models (2-4) and (2-7) derived from the simulation scheme of § 3-4. For the true process, cluster features, such as Q(u), were evaluated empirically through simulation of clusters using the true transition densities. The joint tail model gives threshold-dependent estimates, 6{u), which are evaluated using transitions based on Hf(t; u), with u = Z o in step 3. Similar results, except at very low thresholds, were obtained using the simulation scheme where u = Z l -l . For the fitted bivariate extreme value model, the simulation scheme of Smith et al. (1997) was adopted, producing threshold-independent estimates S. For large u, Q(u) is accurately reflected by 6(u), with the convergence to one being faster for the smaller p. By comparison, the estimates & = 094 and 07, for p = 02 and 06 respectively, are poor at thresholds above u f . The error in 6(u) for p = 06 is due to errors in both the estimate of r\ and the structure of the parametric model for Z£. This feature is not exhibited by the process with p = 0-2, since r\ is better estimated and its smaller value reduces the impact of the misspecification of the slowly varying function. Fig. 1 . Estimates of 6{u) plotted against logu for a Gaussian autoregressive process of order 1. The solid line corresponds to the joint tail model estimates, the dotted line to the true values and the short-dashed line to the threshold-independent bivariate extreme value model estimates. The longdashed line corresponds to the asymptotic approximation (3-9) using the true values of r) and jS?,.
Also shown on Fig. 1 , for each p, is the asymptotic approximation (3-9) for 6(u), evaluated using the true values of r\ and J §f\. For p = 02 the approximation to the true d(u) is poor, because of the slow convergence of the A (2) (u n ,p n ) condition as indicated in § 3-4, but for p = 06 the approximation is good. We also evaluated the approximation using the estimated values of r\ and <£ y ; these are not shown, but for both values of p the approximations are identical to the simulation estimates for log u > 6. This suggests that the analytical form (3-9) can be used to approximate 6(u) avoiding the computational burden of the simulation algorithm.
The distribution of the logarithm of the within-cluster aggregate excess is compared in Fig. 2 for a range of different thresholds. The plots are shown as exponential Q-Q plots since (3-6) converges to the limiting distribution of the cluster maximum excess, which, under logarithmic transformation, is the exponential distribution. This explains the tendency of the curves from the true process and the fitted joint tail model to approach linearity as the threshold is increased. At all thresholds there is a good agreement between the two curves, while, for each value of p, the bivariate extreme value model substantially overestimates at higher levels than u f . Other features of sub-asymptotic dependence were studied, but detailed results are not shown. For n(j; u,p) (j^ 1) a close agreement between the true process and the fitted joint tail model, and a disagreement at higher thresholds with the bivariate extreme value model, are found. The behaviour of pr(M n ^ n) was also evaluated as a function of n, for p = 0-2 and 0-6. For each n, the true value was obtained by simulation, while the estimated values were based on equation (311) with 8(.) replaced by 6(.) and $ for the thresholddependent and threshold-independent models, respectively. For both values of p, the threshold-dependent estimate reproduces well the convergence to the limit, e" 1 . However, in the case p = 0-2, convergence is so fast that there is only a limited gain in replacing 6=1 with f)(.). In each case the bivariate extreme value distribution model provides a poor approximation.
APPLICATION TO TEMPERATURE DATA
Introduction
We now illustrate the techniques of the previous sections through an application to data analysed by Smith et al. (1997) . The data are a series of daily minimum temperatures recorded to the nearest degree Fahrenheit at Wooster, Ohio, covering the period 1893 . Smith et al. (1997 focused on the winter extreme low temperatures of this series, applying the bivariate extreme value model (2-4). Fitting the broader family (2-7), we found that, at the selected threshold, fj = 0-95 with standard error 004. This estimate is consistent with the reduction to r\ = 1, justifying the analysis of Smith et al. (1997) .
Here we concentrate on high temperatures over the summer months from June to August, assuming stationarity within this season and over years. The study of high temperatures is motivated by general meteorological and health concerns. Since the data are daily minima, an exceedance of a threshold u implies the temperature remained above this level for the whole day, and is consequently a natural measure of the extremity of that day's temperatures. The scientific background for this problem does not lead us to focus on specific functionals of within-cluster behaviour. Therefore we merely illustrate the properties of clustering through consideration of 0(u), which will then be used in the evaluation of return values.
5-2. Modelfitting
As a preliminary analysis the cluster maximum procedure of Davison & Smith (1990) was carried out, by identifying independent clusters of exceedances over a suitable threshold and fitting the generalised Pareto distribution to cluster maxima. One of the drawbacks of this method, relative to the approach proposed in this paper, is the arbitrariness of the cluster identification scheme and the sensitivity of the results to the particular choice made. We considered two different schemes, clusters of fixed length and clusters terminating when a fixed number of consecutive observations fall below the threshold. The second scheme led to more stable estimates. Our presentation is made on the basis of cluster termination after 5 consecutive observations have fallen below the 0-94 marginal quantile, giving rise to 338 events. The corresponding estimates of the generalised Pareto distribution parameters are d = 2-19 and £ = -01. This method, besides being wasteful of data, does not allow for the modelling of within-cluster behaviour, so Markov chain models were also applied.
The joint tail model (2-7) was fitted at different thresholds through the censored likelihood of § 2. Unlike for the simulated data, the marginal distribution of the series is not known; thus, estimation of the parameters of the generalised Pareto distribution is required. Stability in both the dependence and the marginal parameters was observable over the 0-92 marginal quantile, which was therefore selected as the threshold u 0 . A symmetric model with c t = c 2 was supported by a likelihood ratio test. Maximum likelihood estimates for the parameters of the reduced model, with standard errors in parentheses, are £ = -006 (003), ^ = 1-91 (01), a = 0-61 (0048), rj = 0-15 (004) and ^ = 0-3 (012). The estimated value of r\ confirms the asymptotic independence and positive association of X x and X 2 .
For comparison the model of Smith et al. (1997) , i.e. equation (2-4), was also fitted with V=V a . No stability was observable in the estimates of a, but, as marginal parameter estimates appeared to be stable over the 0-94 marginal quantile, this threshold was chosen. The corresponding estimates are I = -0-004 (005), & = 1-95 (0-13) and 6t = 0-8 (002).
5-3. Within-cluster behaviour
To evaluate within-cluster behaviour, the scheme of § 3-5 was applied. Unlike in § 4, in step 3 of the simulation algorithm u = Z i -1 was used to obtain a better approximation at relatively low thresholds, as here we are interested in comparing estimates with the empirical extremal behaviour. Figure 3 shows the empirical estimate of 9(u) and 9(u) for the fitted joint tail model. The empirical estimate was obtained as the reciprocal of the sample mean cluster length at the level u, using the same cluster identification scheme as for the cluster maximum approach, i.e. terminating a cluster when 5 observations have fallen below the threshold u. There is generally a good agreement between the empirical and the model-based estimates, though at lower levels some discrepancies can be observed. To make the comparison between the two estimates more consistent, the simulation algorithm of § 3-5 was repeated using the same cluster definition as for the empirical calculations. The resulting estimates of 0{u), shown in Fig. 3 , follow more closely the empirical values at low levels. This suggests that the cluster identification scheme adopted for the empirical estimates tends to truncate longer events artificially and thus leads to slight overestimation of 6{u) for low u. Also contained in Fig. 3 is the estimate 8 = 0-72, obtained under the bivariate extreme value model, which seems inconsistent with the empirical findings. Similar conclusions are obtained from a comparison of n (i; u, p), n(2; u, p) and the aggregate excess distribution estimated empirically and under the two dependence models; details are given in the 1997 University of Padova Ph.D. thesis of P. Bortot. The results suggest that the threshold-dependent model provides a faithful extrapolation of the empirical estimates, but also that above the threshold log u = 8 extremal quantities can be evaluated as if the series was independent, since essentially no clustering of extremes is expected beyond such a level.
Return values
To complete the analysis, return values of the process were computed for the joint tail model, the bivariate extreme value model and the cluster maximum approach. For the joint tail model, it follows from equation (311) where m = 92 is the number of days in the summer period and x* = -I/log G^Xp). For evaluating 6{.) we adopted the approximation (3-9), where 7] and J §?J are replaced by the estimated values. For the bivariate extreme value model, equation (51) was used with 0(.) replaced by # = 0-72. The resulting equation is solvable explicitly. The estimates, in degrees Fahrenheit, obtained for the 1000 year return level are 80-95 (1-31) for the joint tail model, 8402 (2-53) for the bivariate extreme value model and 8063 (1-79) for the cluster maximum approach. The bivariate extreme value model seems to overestimate relative to the two other methods, which are in good agreement. Furthermore, of the three methods, the joint tail model produces the narrowest confidence intervals, because of the increased exploitation of within-cluster data.
6. NEGATIVE DEPENDENCE So far, we have focused on positively associated consecutive pairs, but this is not too restrictive, as in most environmental applications negative association is unrealistic. For completeness of discussion, here we consider the situation of first-order Markov processes with negatively associated consecutive pairs. If X x and X 2 are negatively associated, model (2-7) still gives an appropriate form for their joint upper tail, but inference based on the censored likelihood and extrapolation of cluster behaviour through the simulation scheme are both problematic. Typically, a very large observation will be followed by a very small one and vice versa, so that, if Xj is the cluster maximum, then the values X j+2 , X J+4 ,... are most likely to exceed the threshold within the cluster, whilst X j+1 , X j+3 ,... are expected to fall below. Consequently, most consecutive pairs will have only one large component and not enough information is available on the joint upper tail region for model (2-7) to be estimable. One possible solution is simply to model the lag-2 transitions through a thinning of the process around the cluster maxima. Alternatively, if the complete temporal structure of the extreme event is important, the chain could be modelled by transforming the lower tail observations in a cluster into correspondingly extreme upper tail observations, thus inducing positive association. Simulation from the model fitted to the transformed series, followed by a transformation back to the original scale, would result in clusters with the stochastic properties of the original series. ACKNOWLEDGEMENT We wish to thank Stuart Coles for many helpful discussions and the referees for comments which clarified the presentation.
