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ABSTRACT
The present thesis deals with two main topics. First, I study in detail the interaction
of a delocalized molecular matter-wave with a standing-wave laser grating. Due to
absorption of photons in an optical grating, molecules can get excited and numer-
ous internal photophysical processes are induced. For the theoretical description of
the molecule-light interaction I take three relevant internal molecular processes into
account: intersystem crossing, fluorescence and internal conversion. Furthermore, the
fact that molecules can change their optical properties because of the photoexcitation
is shown to have a measurable effect on matter-wave interferometry. The second topic
of this thesis is about collisions between a polar molecule and non-polar environmen-
tal gas atoms, and their effects on the coherence of the center-of-mass state. Because
the scattering potential depends on the molecular orientation the molecular rotational
state must also be considered. Assuming a slow rotation of the molecule compared to
the scattering time and that the molecular mass fairly exceeds the mass of a gas atom, I
present a master equation of collisional decoherence, which depends on the molecular
orientation. Its predictions for matter-wave interferometry are discussed both in the
near and far field.
ZUSAMMENFASSUNG
Die vorliegende Arbeit behandelt zwei Hauptthemen. Das erste ist die Wechselwirkung
zwischen der delokalisierten Materiewelle eines Moleküls und einer stehenden Laser-
Welle. Aufgrund der Photonabsorptionen in dem optischen Gitter kann das Molekül
elektronisch angeregt werden, was zahlreiche photophysikalische Prozesse zur Folge
hat. Die hier entwickelte Beschreibung der Molekül-Licht-Wechselwirkung umfasst
drei relevante interne molekulare Prozesse: intersystem crossing, interne Konversion
und Fluoreszenz. Zudem können die optischen Eigenschaften eines Moleküls durch
Photoanregung beeinflusst werden. Es wird in dieser Arbeit gezeigt, dass solche Än-
derungen eine große Auswirkung auf die Materiewellen-Interferometrie haben kön-
nen. Das zweite Thema dieser Arbeit ist die Beschreibung von Kollisionen zwischen
einem polaren Molekül und unpolaren Gasatomen und deren Auswirkung auf die Ko-
härenz des molekularen Schwerpunktszustandes. Da das Wechselwirkungspotential
von der Orientierung des Moleküls abhängt, muss die Beschreibung eines Stoßvor-
gangs auch den Rotationszustand des Moleküls berücksichtigen. Die Mastergleichung
für die Quanten-Dynamik des Moleküls aufgrund der Gasumgebung wird mit der
Annahme hergeleitet, dass das Molekül im Vergleich zur Stoßzeit langsam rotiert und
dass das Molekül gegenüber den Gasatomen sehr massiv ist. Schließlich illustriere und
diskutiere ich ihre Konsequenzen anhand konkreter Materiewellen-Interferometer im
Nah- und Fernfeld.
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1
INTRODUCTION
Quantum theory has been verified by numerous experiments since its birth in 1900
when Max Planck introduced an energy quantum ε = hν to explain the black body
radiation [1]. One of the earlier successes of quantum mechanics is the description of
the hydrogen spectrum. Classical electrodynamics predicts an unstable electron orbit
in an atom because an electron would lose its energy by emitting Bremsstrahlung and
it would fall into the nucleus within a short time of ∼ 10−11 sec [2]. Quantum theory,
in contrast, predicts orbits with discrete radii due to the quantization of the electron’s
energy. Today, quantum electrodynamics (the quantized theory of electrodynamics) is
one of the most accurate theories in physics, whose prediction (e.g. of the fine-structure
constant α) agrees with experiment within an astonishingly small relative uncertainty
of ∼ 10−6 % [3, 4].
Accompanied with its successes, quantum theory brings some curious conceptional
and interpretative difficulties, which cannot be explained in the framework of classical
theories. One of the most astonishing consequence is the wave-particle duality. This phe-
nomenon is well illustrated by a double-slit experiment, analogous to Young experiment
providing the wave nature of light. On the one hand, each measurement of a particle
creates a point on the detection screen. On the other hand, the particles build up an
interference fringe pattern, as becomes visible for large number of detected particles,
see Fig. 1 from left to right. That is, each particle interferes with itself, passing the two
slits simultaneously, just like a wave does. This experiment demonstrates impressively
the particle-wave duality and is counted as the most beautiful experiment in physics
[5]. Richard Feynman even went so far to say that this experiment contains the only
mystery of quantum mechanics [6].
If one believes in the predictions of quantum mechanics, at least one of the most
essential premises of classical physics must be renounced: Locality, meaning that no
physical influence travels faster than the speed of light, or realism, i.e. physical objects
(a) (b) (c) (d)
Figure 1: Schematic illustration of an interferogram of the Young experiment with matter-
waves. Panel (a) - (d) show the interference pattern for different numbers of measured
particles, 10, 100, 1000 and 5000, respectively.
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have definite properties independent of measurement [7]. In the example of a double-
slit experiment, a particle, which passes through two slits simultaneously, does not
have a definite position before it gets measured on the screen. If the assumption of
realism is abandoned, the measured and unmeasured particle in this example are sim-
ply different objects [7]. One may still take the view that a microscopic system (electron,
photon, proton etc.) is governed by different physical laws than a macroscopic system:
An electron, for example, is so far away form our everyday perception, it may seem
plausibel that our common sense cannot be applied to it. But what is about a macro-
scopic object like a cat in Schrödinger’s famous gedanken experiment, where quantum
mechanics predicts a superposition of the cat in “dead” and “alive” state [8]?
Decoherence theory delivers a quantum mechanical description of the emergence of
classical dynamics [9–11]. This theory is based on the concept of open quantum dynam-
ics, that is, a considered quantum system is in permanent contact with an environment.
In the example of Schrödinger’s paradox, the cat interacts with environmental gas par-
ticles, emits thermal radiation etc. These couplings to the environment leads to a rapid
loss of coherence, i.e. decoherence, of this macroscopic object and restore the classical dy-
namics. However, this theory still assumes the unitary dynamics of the total quantum
system. That means that a considered system follows the law of quantum mechanics
if it is perfectly isolated from the environment. One can argue that a macroscopic ob-
ject is never perfectly isolated. But what is for example about a dust particle or even
a comet floating perfectly isolated in the Universe? Could they exist in a quantum
superposition? Is our assumption of macro-realism simply wrong?
Some theories predict a spontaneous localization of a wave function (collapse of the
wave function) beyond a certain mass scale so that the macro-realism is recovered. One
of these collapse theories, the Schrödinger-Newton equation, modifies the Schrödinger
equation to include self-gravity [12–14]. The gravitational self-interaction creates an
additional nonlinear term in the Schrödinger equation, which becomes noticeable for
a large mass. A numerical evaluation of this equation shows that the effect of this
additional term becomes observable, if for example a particle of mass 1010 amu is in
a superposition of positions separated by about 2µm [15]. However, this model im-
plies conceptional problems like superluminal communication [16] and its validity is
still controversially discussed. Another prominent collapse theory is the CSL (contin-
uous spontaneous localization) model. This model is based on the modification of the
Schrödinger equation with an additional non-linear stochastic term [17]. The strength
of the spontaneous collapse of the wave function is predicted to be directly propor-
tional to the mass squared [18].
A matter-wave interferometer with a high-mass interfering particle provides a possi-
bility for a direct verification of the particle’s wave nature. Beginning with the demon-
stration of far-field interference of C60 [19], the quantum nature of molecules with
increasing masses tested both in far-field [20] and in near-field interferometers [21–25].
The currently most massive interfering molecule has a mass exceeding 10, 000 amu,
and consists of 810 atoms in total [26]. In the future, high-mass interferometers could
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give the answer to the question, whether there is a boundary between a quantum and
macroscopic world, or not [27].
The theoretical groundwork for high-mass matter-wave interferometry, as developed
in [21, 28–33], involves the interaction of a delocalized particle with material gratings
as well as with optical gratings. So far, the theoretical description between a light and a
delocalized molecule was based on two phenomenological parameters, the molecular
polarizability and the photon absorption cross section, and this description was veri-
fied by several experiments [19, 23, 25, 32, 34]. However, a strong laser field will lead to
the population of the molecular triplet excited state, which can exhibit different optical
internal properties, and can trigger fluorescence [35, 36]. These internal molecular pho-
tophysical processes are expected to affect significantly the matter-wave interference,
which serves as a motivation to consider the first topic of the present thesis:
• Interaction between a delocalized molecular matter-wave with an optical grat-
ing. Here I present a transformation of the molecular center-of-mass state by an
optical grating including several relevant internal photophysical processes. The
optical properties of the molecular triplet state are shown to have a significant
effect on matter-wave interference if the laser power of the optical grating is
sufficiently high. This result can be used for a measurement of vacuum optical
properties of a triplet excited molecule.
Decoherence due to environmental influences plays an essential role in matter-wave
interferometry. It explains the emergence of classical dynamics and can predict the
possible limit of interference in a matter-wave interferometer. The description of de-
coherence due to the thermal radiation of a hot molecule and collisional decoherence
with environmental gas particles are presented in [37, 38] and [28, 39, 40], respectively.
Especially, collisions with environmental gas particles are omnipresent and are the
most significant source of decoherence. In general, the quantum dynamics of a par-
ticle in a gaseous environment follows the quantum linear Boltzmann equation [41, 42].
The description so far, however, is restricted to a spherical scattering potential. Because
large organic molecules are predominantly polar and the scattering potential is thus
non-spherical, it is intriguing to ask how the polarity affects the collisional decoher-
ence. This motivates the second topic of this thesis:
• Collisional decoherence of a polar molecule due to scattering with environ-
mental gas atoms. The collisional decoherence is described in terms of the total
and the differential scattering cross section, which are a function of the molecu-
lar orientation in the case of nonspherical scattering potential. The polarity of a
molecule is shown to have significant effect on scattering. That is, the permanent
dipole moment of the molecule can be measured, in principle, by examining the
total and differential cross section as shown in Chapter 5. I present an approx-
imate analytical expression of the decoherence function, which describes decoher-
ence due to a single scattering event. The result is compared with the numerical
calculation, which shows a good agreement.
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The results relating to these two main subjects are published in [43–45]. The present
thesis is structured as follows.
In Chapter 2, I discuss the quantum motion of the molecular center of mass in two
types of interferometers: A far-field interferometer and near-field Talbot-Lau interfer-
ometer. Here, the Wigner function is introduced for the description of the phase-space
dynamics of a molecule, which provides us with an intuitive picture of the quantum
motion [46]. In the framework of the Wigner representation, the essential concepts of
spatial and longitudinal coherence of a quantum state are discussed, which represent a
measure of the interference capability of a particle [47]. This chapter serves as a reca-
pitulation of the molecular center-of-mass dynamic in interferometers, as developed
previously in Ref. [28, 29, 31, 33, 47]. It contains no new material but is required as a
reference for the rest of the thesis.
Chapter 3 deals with the interaction between a complex molecule and light. The
theoretical description involves two essential phenomena: The dipole interaction and
photon absorption. Unlike an atom, complex molecules can absorb many photons
without subsequent re-emission, which leads to the stepwise increase of its internal
temperature. It is an intriguing question whether a molecule is capable to interfere
after absorption of photons, or whether “which way” information is revealed by ab-
sorptions. It is shown with the help of interferometers that molecules can still inter-
fere even after many absorptions of laser photons. The absorption of photons ignites
numerous photophysical processes in molecules, e.g. photo-excitation, fluorescence,
phosphoresce etc. I discuss in this chapter especially the effect of the excitation of a
molecule to the long-lived triplet state [35], which can change internal molecular prop-
erties. The theoretical developments reported in this chapter found an agreement with
a matter-wave experiment with C70 [44], published also in Ref. [45].
The effect of fluorescence is examined in Chapter 4. Here, one expects decoherence,
i.e. a reduction of the molecular spatial coherence, to occur because an emission of
a fluorescence photon implies the transfer of momentum. In other words, the fluo-
rescence photon reveals “which way” information about the molecule. Today, fluores-
cence finds wide applications in physics, chemistry and biology, e.g. in a STED micro-
scope [48], which was awarded with the Nobel prise in 2014, or the detection of single
molecules [49]. However, the effect of fluorescence on the molecular center-of-mass
state seems to be still unexplored, which makes the interferometric examination of flu-
orescence interesting. Here, one expects a reduction of the molecular spatial coherence,
as known from atom interferometry [50].
In Chapter 5, I discuss collisions between a polar molecule and environmental gas
atoms, and their effect on the molecular center-of-mass state (collisional decoherence).
Such scattering is expected to lead to more pronounced decoherence than fluorescence
because the transfered momentum can be larger by orders of magnitude. Because
of polarity, the interaction potential is anisotropic, which complicates the theoretical
description. Based on the assumption of a large molecular mass and a slow rotation
compared to the collision time, I present an analytical expression for results of the
master equation describing the molecular center-of-mass motion through a gaseous
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environment. Here, I make use of the monitoring approach for the derivation of the
master equation [41, 51]. The results in this chapter are published in Ref. [43].
As an application of the results in previous chapters, I consider far-field and near-
field interferometers in Chapter 6. Beside the well known far-field interferometer
[19, 52], two interferometers based on the Talbot-Lau scheme are treated: the Kapitza-
Dirac-Talbot-Lau interferometer (KDTLI) [23, 31] and the optical time-domain matter-wave
(OTIMA) interferometer [24, 32]. These near-field interferometers are optimized for
the interference of large particles and play a central role in high-mass matter-wave
interferometry. With the help of these interferometers, I discuss the effect of photon
absorption, molecular excitation, fluorescence and collisional decoherence.
Finally, I conclude this thesis and give a short outlook in Chapter 7.

2
PHASE -SPACE DESCRIPT ION OF THE
MOLECULAR CENTER -OF -MASS
MOTION
x
p
f(x,p,t=0)
f'(x p t)
Figure 2: Schematic illustration of the classical
phase-space dynamics of the center-
of-mass motion in one dimension.
An initial phase space distribution
f0(x, p) evolves to the state ft(x, p)
obeying the Liouville equation.
An important ingredient of the present
thesis is the description of a particle’s
motional state in a matter-wave interfer-
ometer, which includes the free propa-
gation and the interaction with interfer-
ometer components and with various en-
vironments. In this chapter, the Wigner
representation of quantum mechanics in
phase space is reviewed, which is an im-
portant tool to describe a quantum mo-
tional state [28, 29, 46]. This phase-space
representation implicates some essential
advantages. First, a quantum motional
state is represented by a real-valued dis-
tribution function in phase space, instead of the rather abstract density operator in
Hilbert space quantum mechanics [53]. This distribution function provides us with an
intuitive picture of quantum mechanical phenomena. Second, in this representation it
is possible to compare classical and quantum mechanical predictions directly in terms
of the phase-space distribution. This fact is especially important in a near-field inter-
ferometer, where interference patterns must be distinguished from a possible classical
shadow effect (moiré pattern) [28, 31, 54]. Finally, as discussed in Part II of this the-
sis, the effect of decoherence can be included intuitively and elegantly in the Wigner
representation.
From the classical point of view, a point particle is characterized by its momentum
P and its center-of-mass position R, which correspond to a point in phase space, and
its motion is represented by a trajectory, as depicted for the one dimensional case in
Fig. 2. The motion of a statistical ensemble of classical particles is governed by the
Liouville equation, which describes shifts and deformations of an initial phase-space
distribution f0(x, p) [55]. Quantum mechanics, however, is a statistical theory even for
a single particle and a motional state can no longer be described by a point in phase
space because of Heisenberg’s uncertainty principle. Thus, the concept of the classical
trajectory loses its meaning. On the other hand, the mean position and momentum fol-
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low the classical equations of motion, 〈R˙〉 = 〈P〉/m and 〈P˙〉 = −∇RV(〈R〉), provided
the potential V(R) contains only terms up to second order in position R [56]. This
fact indicates a possibility to formulate quantum mechanics in terms of a distribution
function in phase space analogous to classical mechanics.
The first phase-space representation of quantum mechanics was discovered by
Wigner [57] and generalized by Moyal [58]. Here, a quantum motional state is charac-
terized by a real-valued distribution function, the Wigner function W(R,P). Since then,
a number of different phase-space representations were discovered, for instance the
Glauber-P-function [59], the Husimi-Kano Q-funciton [60] and full counting statistics
(FCS) [61]. However, these representations are optimized for the quantized electromag-
netic field [46] or for quantum transport [62]. The Wigner representation is still most
appropriate to describe a mechanical state.
Phase-space dynamics of the Wigner function in interferometers are already dis-
cussed in various papers in detail [28, 29, 31, 47]. The aim in this chapter is to give an
overview of the Wigner formalism and discuss the interference effect both in the far-
and near-field regime. I begin in Sect. 2.1 with the preparation of a coherent matter-
wave beam, which is a requisite for all matter-wave experiments. In Sect. 2.2 and 2.3,
I shortly review the Wigner function and its dynamics in phase space. The charac-
teristic function associated to the Wigner function is introduced in Sect. 2.4, which
will be useful in further calculations. In Sect. 2.5, I consider the interaction between
particles and different interferometric components: a material collimator, a material
grating, and an optical pure phase grating. Finally in Sect. 2.6, the particle’s density
distribution is calculated for both a far-field interferometer and a near-field Talbot-Lau
interferometer.
2.1 preparation of a coherent matter-wave beam
A matter-wave interferometer consists of a beam source, interferometric components
(collimators and gratings) and a detector, see Fig. 3. First of all, the initially incoher-
ent beam must be prepared so that the interference at a diffraction grating is possible.
This involves the transversal (x-axis, the grating direction) delocalization of a interfer-
ing particle in front of the diffraction grating, which is illustrated as a superposition of
two center-of-mas position of a molecule in Fig. 3. The length scale of the delocaliza-
tion is referred to as the transversal coherence length and is connected directly with an
interference condition: For interference to occur, at least two neighboring openings of
a grating must be illuminated coherently, that is, the coherence length must be at least
as large as the grating period d. The coherence length may be defined by means of the
non-diagonal elements of the density operator ρ(−s/2, s/2) as discussed in Sect. 2.5.3.
A beam of particles is created often by a thermal source (e.g. laser evaporation, ther-
mal sublimation or supersonic expansion of a gas into vacuum [63]) and thus, their
transversal coherence is initially on the order of the thermal de Broglie wavelength λth
[64]. Assuming the Maxwell-Boltzmann distribution for a temperature of T = 1000 K
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Figure 3: A typical setup for matter-wave interference. For the preparation of a coherent beam,
molecules are collimated in both x- and y- direction. Interference occurs if the co-
herence length of the molecular beam is larger than the distance of two neighboring
slits of a diffraction grating. As an example of a interfering particle, the Hypericin
(C30H16O8) is depicted in this figure.
and molecular mass of m = 1000 amu, this wavelength is λth = h/
√
2pimkBT ≈ 1.7 pm.
Thus, the thermal beam is initially too incoherent for interference experiments.
A possible way to prepare the transverse coherence is to collimate a beam e.g. by
a material slit of width Dc in x-direction. The collimation and the subsequent free
propagation over a distance L in z-direction create a transverse coherence of about
Wc = LλdB/Dc, see Sect. 2.5.3. The interference condition is then given by LλdB/Dc &
2d. For typical values d = 100 nm, Dc = 5 µm and λdB = 2 pm, the collimation
condition is L & 0.6 m. In practice, all particles experience the same grating potent
irrespective of their y-positon because of an additional collimation in y-direction and
the velocity selection.
The spread of the longitudinal momentum of particles ∆pz plays also an important
role in the interferometer, because it leads to the smearing of the velocity-dependent
interferogram. Defining the longitudinal coherence length Lc = λdB pz/∆pz, which is a
measure of the spectral purity of a beam source [65], the condition for a far-field
interferometers is Lc & 2λdB, as discussed in Sect. 2.6.1. In general, for N-th order
interference a longitudinal coherence length of NλdB is required [47]. For the prepara-
tion of longitudinal coherence velocity selectors are used, which serve to decrease the
momentum spread ∆pz.
A good collimation of a matter-wave beam, which is a requisite for all matter-wave
experiments, admits an important simplification of the Schrödinger equation for the
free propagation. It reads
Eψ(R) = − h¯
2
2M
(
∂2
∂x2
+
∂2
∂y2
+
∂2
∂z2
)
ψ(R) (2.1)
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with the particle’s mass M, kinetic energy E and center-of-mass position R = (x, y, z).
A solution of this differential equation is
ψ(R) = ψ0
exp [i|P||R|/h¯]
|R| , (2.2)
which correspond to the wave emitted by a point source at the coordinate origin with
the momentum P. If a matter-wave beam is well collimated both in x- and y-direction,
this solution may be expanded to leading order in terms of x/z 1 and y/z 1,
ψ(R) = ψ0
eipzz/h¯
z
exp
[
i
pz
(
x2 + y2
)
2h¯z
]
+O
(
x2 + y2
z2
)
= ϕ(x, y, z)eipzz/h¯ +O
(
x2 + y2
z2
)
. (2.3)
This approximation is referred to as the paraxial approximation. Inserting this approx-
imated solution into (2.1) and neglecting the term ∂2ϕ/∂z2, which is of the order of
O([x2 + y2]/z2), the Schrödinger equation takes the form
ih¯vz
∂ϕ(x, y, z)
∂z
= − h¯
2
2M
(
∂2
∂x2
+
∂2
∂y2
)
ϕ(x, y, z). (2.4)
That is, the 3D stationary Schrödinger equation (2.1) in this limit corresponds to the
dynamical 2D Schrödinger equation with the time t = z/vz. In addition, a typical
matter-wave experiment is configured so that all particles experience the same grating
potential irrespective of their y-positions. Because of this translation invariance the
particle’s motion may be treated effectively in one dimension.
The motion of a pure quantum state is described by Eq. (2.4) in terms of the wave
function. However, in order to incorporate dynamics of a statistical mixture of quan-
tum states, one must apply the density operator ρ = ∑j pj
∣∣ψj〉 〈ψj∣∣, where the en-
semble is in a state
∣∣ψj〉 with a probability pj. In the position representation, the
non-diagonal elements of the density operator 〈x1 | ρ | x2〉 ≡ ρ(x1, x2) with x1 6= x2
represents a measure of correlation between two different positions, i.e. coherence of
the state. The diagonal elements ρ(x, x) in contrast gives the spatial distribution of
particles. The temporal evolution of the density matrix is given by the von Neumann
equation ∂tρ = [H, ρ]/ih¯ with the Hamilton operator H [56].
Due to some advantages, however, I make use of the phase space description of
quantum mechanics, where a state is represented by the Wigner function. In the fol-
lowing section, I give a short review on the Wigner function for the one-dimensional
transversal motion of particles.
2.2 wigner function
In order to formulate quantum mechanics in phase space, one must find an one-to-one
map of the density operator ρ to a distribution function W(x, p). For simplicity, I con-
sider the two-dimensional phase space spanned by the position x and the momentum
2.2 wigner function 11
p. However, the generalization to higher dimensions is straightforward. The distribu-
tion function W(x, p) is supposed to fulfill the following axioms for a quasi-probability
distribution function [46] ∫
R
dx W(x, p) = w(p), (2.5)∫
R
dp W(x, p) = w(x), (2.6)∫
R
∫
R
dxdp W(x, p) = 1. (2.7)
Here w(x) = 〈x | ρ | x〉 and w(p) = 〈p | ρ | p〉 are the position and momentum distri-
bution of the quantum state, respectively. Note that a classical distribution function
f (x, p) fulfills beside the conditions (2.5)-(2.7) also the positivity condition f (x, p) ≥ 0.
As we will see later in this section, W(x, p) can take negative values, which turns out
to highlight the nonclassical features of the state. The conditions (2.5) and (2.6) define
the connection between ρ and the sought-after density distribution W(x, p) in terms
of position representation. The momentum distribution reads
w(p) = 〈p | ρ | p〉
=
1
2pih¯
∫
R
∫
R
dxdx′ e−ip(x−x
′)/h¯ 〈x ∣∣ ρ ∣∣ x′〉 . (2.8)
By means of the transformation x → x− s/2 and x′ → x + s/2, Eq. (2.8) is converted
to a form
w(p) =
1
2pih¯
∫
R
dx
∫
R
ds eips/h¯
〈
x− s
2
∣∣∣ ρ ∣∣∣ x + s
2
〉
. (2.9)
From this expression and Eq. (2.5), one finds a definition of the density distribution
W(x, p) =
1
2pih¯
∫
R
ds eips/h¯
〈
x− s
2
∣∣∣ ρ ∣∣∣ x + s
2
〉
. (2.10)
This expression gives the definition of the Wigner function in terms of the density
operator in the position representation, which is first introduced by Eugene Wigner in
1934 [57]. Inserting I =
∫
R
dp1,2 |p1,2〉 〈p1,2| into (2.10), one obtains
W(x, p) =
1
(2pih¯)2
∫
R
dp1
∫
R
dp2 eix(p1−p2)/h¯ 〈p1 | ρ | p2〉
∫
R
ds eis(p−p1/2−p2/2)/h¯.
By means of the transformation p1 → p− q/2 and p2 → p + q/2, one finds an equiv-
alent expression for the Wigner function, which is defined in terms of the density
operator in the momentum representation
W(x, p) =
1
2pih¯
∫
R
dq e−ixq/h¯
〈
p− q
2
∣∣∣ ρ ∣∣∣ p + q
2
〉
. (2.11)
Because of the hermiticity of the density operator, the Wigner function is always
real valued. For the illustration of important properties of the Wigner function, let us
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examine a superposition of two plane waves |ψ〉 = (|p1〉 + |p2〉)/
√
2. Inserting the
density matrix ρ = |ψ〉 〈ψ| in Eq. (2.11), one gets
W(x, p) =
1
2pih¯
[
1
2
δ(p− p1) + 12δ(p− p2) + δ
(
p− p1 + p2
2
)
cos
( x
h¯
(p1 − p2)
)]
.
(2.12)
The Wigner function consists of two localized distributions at p = p1 and p2, whose
width in the x-direction is infinite reflecting the uncertainty principle. The third term
in Eq. (2.12) would be absent in a mixture ρ = 1/2 |p1〉 〈p1|+ 1/2 |p2〉 〈p2| and there-
fore describes the coherence between the two momentum states. It shows an oscillating
behavior and takes also negative values. As become clear in this simple example, neg-
ative parts of the Wigner function indicate the presence of quantum coherence.
Moreover, the phase-space area occupied by the Wigner function can not be arbitrary
small to accommodate the uncertainty principle. A measure of the occupied phase-
space area A can be defined in terms of the phase-space integral over the square of the
Wigner function [46],
A =
[∫
R
∫
R
dxdp W2(x, p)
]−1
. (2.13)
After some calculations, the phase-space integral can be expressed by a trace over the
square of the density operator,∫
R
∫
R
dxdp W2(x, p) =
1
(2pih¯)2
∫
R
dx
∫
R
ds1
〈
x− s1
2
∣∣∣ ρ ∣∣∣ x + s1
2
〉
×
∫
R
ds2
〈
x− s2
2
∣∣∣ ρ ∣∣∣ x + s2
2
〉 ∫
R
dp eip(s1+s2)/h¯
=
1
2pih¯
∫
R
∫
R
dxds1
〈
x− s1
2
∣∣∣ ρ ∣∣∣ x + s1
2
〉 〈
x +
s1
2
∣∣∣ ρ ∣∣∣ x− s1
2
〉
=
1
2pih¯
Tr
[
ρ2
]
. (2.14)
In the first line of this calculation I make use of the delta function δ(x) =∫
dp eixp/2pi. Because the right side of the Eq. (2.14) is bounded by Tr
[
ρ2
] ≤ 1 [56],
where Tr
[
ρ2
]
= 1 applies only for a pure state, the phase-pace area is limited by
A ≥ 2pih¯. (2.15)
That is, the phase-space area occupied by a Wigner function takes the minimal value
of 2pih¯ for a pure state.
2.3 free propagation and grating transformation of
the wigner function
The coherent dynamics of the density operator ρ is described by the von Neumann
equation
∂tρ =
1
ih¯
[
p2
2m
+ V(x; t), ρ
]
, (2.16)
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where p is the momentum operator, m is the mass of a particle and V(x; t) is the
potential that is diagonal in position and depends explicitly on time t. Evaluating the
matrix elements 〈x− s/2 | ∂tρ | x + s/2〉, the corresponding dynamic equation for the
Wigner function can be derived [46](
∂
∂t
+
p
m
∂
∂x
− ∂V(x; t)
∂x
∂
∂p
)
Wt(x, p) =
∞
∑
`=1
(−1)`(h¯/2)2`
(2`+ 1)!
∂2`+1V(x; t)
∂x2`+1
∂2`+1
∂p2`+1
Wt(x, p),
(2.17)
where I write the time dependence of the Wigner function in the subscript in order
to shorten the notation. This Equation (2.17) is referred to as the quantum Liouville
equation, where the right side of the equation represents the quantum modification of
the classical Liouville equation. In the formal classical limit h¯ → 0, assuming that the
Wigner function does not depend on h¯ in this limit, the quantum correction vanishes
and the classical Liouville equation is recovered. Interestingly, this correction vanishes
also for finite h¯ if ∂2`+1x V(x; t) = 0 for ` ≥ 1. That is, classical and quantum mechanics
yield the same dynamics of a phase-space density if the potential depends at most
harmonically on x.
For the free propagation V(x; t) = 0, the solution of Eq. (2.17) is therefore given in
terms of the shearing transformation analogous to classical mechanics [55],
Wt(x, p) = W0(x− pt/m, p). (2.18)
For the description of matter-wave interferometers, it is essential to examine the in-
teraction between particles and components of an interferometer such as collimators
and gratings. In the presence of a potential V(x; t) 6= 0, however, the general solu-
tion of the quantum Liouville equation is much more complicated. Fortunately, in
a typical matter-wave experiment, the interaction time ∆t is very short. If both the
shift due to the free propagation p∆t/m  a and the deflection due to the potential√
2|V|/m∆t  a is small compared to the characteristic length scale of the potential
a, the position derivative of the Wigner function in Eq. (2.17) becomes redundant and
may be neglected,
∂
∂t
Wt(x, p) =
∞
∑
`=0
(−1)`(h¯/2)2`
(2`+ 1)!
∂2`+1V(x; t)
∂x2`+1
∂2`+1
∂p2`+1
Wt(x, p).
This procedure is referred to as the eikonal approximation [29].
This equation can be solved by means of the Fourier transform, which allows
replacing the momentum derivative ∂p by is/h¯,
∂
∂t
∫
R
dp e−ips/h¯Wt(x, p)
=
∞
∑
`=0
(−1)`(h¯/2)2`
(2`+ 1)!
∂2`+1V(x, t)
∂x2`+1
(
i
s
h¯
)2`+1 ∫
R
dp e−ips/h¯Wt(x, p)
=
i
h¯
[
V
(
x +
s
2
; t
)
−V
(
x− s
2
; t
)] ∫
R
dp e−ips/h¯Wt(x, p). (2.19)
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In the second line of the calculation, I identified the sum as the Taylor expansion of
V(x + s/2; t)−V(x− s/2; t). The solution of (2.19) can be expressed in terms of a
convolution
Wt0+∆t(x, p) =
∫
R
dp0Wt0(x, p0)TW(x, p− p0), (2.20)
where t0 is the starting time of the interaction. The convolution kernel is given by [28]
TW(x, p) =
1
2pih¯
∫
R
ds exp
[
i
ps
h¯
+ iφ
(
x− s
2
)
− iφ
(
x +
s
2
)]
, (2.21)
with the eikonal phase φ(x) defined by the time integral over the potential
φ(x) = −1
h¯
∫ t0+∆t
t0
dt V(x; t). (2.22)
This result corresponds to a transformation of the density matrix ρ→ UρU† with the
unitary operator U = exp (iφ(x)).
If the potential is periodic in position with the period d, as is the case for a grating
potential, the convolution kernel (2.21) can be expanded as a Fourier series,
TW(x, p) =
1
2pih¯ ∑n∈Z
exp
(
i
2pix
d
n
) ∫
R
ds eips/h¯Bn
( s
d
)
(2.23)
with the Fourier coefficients
Bn (ξ) =
1
d
∫ d/2
−d/2
dx exp
[
−i2pix
d
n + iφ
(
x− d ξ
2
)
− iφ
(
x + d
ξ
2
)]
. (2.24)
These coefficients are referred to as the Talbot coefficients, which play a central role in
matter-wave interferometry. Because of the periodic potential, the Talbot coefficients
Bn(ξ) are again periodic in the argument ξ with the period 2.
As shown in Eq. (2.20), the diffraction of a matter wave by a potential can be de-
scribed in the eikonal approximation by a convolution. It turns out that the calculation
is more simple and elegant in the Fourier space, where the convolution turns into a
simple multiplication according to the convolution theorem. The Fourier transform of
the Wigner function, the characteristic function, is treated in the next section.
2.4 characteristic function representation
Analogous to the case of classical probability theory, the characteristic function of the
Wigner function is defined as the two-dimensional Fourier transform
χt(s, q) =
∫
R
∫
R
dxdp ei(qx−ps)/h¯Wt(x, p). (2.25)
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The position and the momentum distribution are given in terms of the characteristic
function by
w(x) =
1
2pih¯
∫
R
dq e−iqx/h¯χt(0, q), (2.26)
w(p) =
1
2pih¯
∫
R
ds eips/h¯χt(s, 0). (2.27)
Normalization of the Wigner function (2.7) leads to a corresponding condition for the
characteristic function
χt(0, 0) = 1. (2.28)
In the characteristic representation, s and q have the dimension of position and
momentum, respectively. The free propagation is represented by a shearing transfor-
mation analogous to the Wigner function,
χt(s, q) =
∫
R
∫
R
dxdp ei(qx−ps)/h¯W0(x− pt/m, p) = χ0(s− qt/m, q).
The eikonal solution in the presence of an interaction potential (2.20) reads
χt0+∆t(s, q) =
∫
R
dq0 χt0(s, q0)Tχ(s, q− q0), (2.29)
where the convolution kernel is given by
Tχ(s, q) =
1
2pih¯
∫
R
dx exp
[
i
qx
h¯
+ iφ
(
x− s
2
)
− iφ
(
x +
s
2
)]
. (2.30)
The characteristic function provides some conveniences for describing quantum
phase-space dynamics in an interferometer. First, the transformation due to a periodic
grating has a simple and intuitive form. By means of the Talbot coefficients Bn(s/d)
(2.24), the grating transformation reads
χt0+∆t(s, q) = ∑
n∈Z
Bn
( s
d
)
χt
(
s, q +
2pih¯
d
n
)
. (2.31)
The effect of the grating transformation becomes apparent in this representation:
it describes transfers of the grating momentum 2pih¯/d. The n-th Talbot coefficient
Bn(s/d) is then closely related to the probability for the transfer of the n-fold grat-
ing momentum. For example, a momentum state |p〉 turns into a superposition of
“kicked” states |p + 2pih¯n/d〉 after the interaction with a pure phase grating, as illus-
trated in Fig. 4. Second, including the effect of decoherence is much simpler in this
representation, as discussed in Part II of this thesis. Because of these advantages, the
characteristic function representation is used throughout this thesis.
16 phase-space description of the molecular center-of-mass motion
Figure 4: Schematic illustration of transfers of grating momenta in a pure phase grating. The
initial momentum eigenstate |p〉 turns into superposition of different momentum
states |p + 2pih¯n/d〉 after the interaction.
2.5 calculation of the convolution kernel and the
talbot coefficients
As shown in the previous section, the calculation of the Talbot coefficients is the cen-
tral task in describing a matter-wave interferometer. In this section, I consider three
elements of a typical matter-wave interferometer: an optical pure phase grating, a ma-
terial grating and a collimator. The convolution kernel for the collimator and the Talbot
coefficients for the gratings are calculated explicitly.
2.5.1 Optical pure phase grating
In this section, an idealized optical grating is treated, where the possibility of photon
absorptions is neglected. A detailed analysis of the interaction incorporating photon
absorptions is given in Chapter 3. Results in this section will be used for the discussion
of interference effects in Sect. 2.6.
For an optical pure phase grating, the eikonal phase is given by φ(x) = φ0 cos2(pix/d),
see Chapter 3. Evaluating Eq. (2.24) with this eikonal phase yields the Talbot coeffi-
cients
Bn
( s
d
)
= Jn
[
φ0 sin
(pis
d
)]
, (2.32)
where Jn is the Bessel function of the first kind. As discussed in Sect. 2.4, the n-th
Talbot coefficient Bn(s/d) is closely related to the probability for the transfer of the
n-fold grating momentum 2pih¯n/d. The Bessel function vanishes rapidly Jn(φ0) ∼
(eφ0/2n)n/
√
2pin as n→ ∞ [66]. That is, one can estimate the maximal number of the
transfered momentum Nf to
Nf ∼ e2φ0. (2.33)
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For the typical value of φ0 = pi, an optical grating transfers no more than 4 grating
momenta to the particles according to this estimate.
2.5.2 Material grating
For the description of a realistic material grating two effects must be included: the
projection of a particle’s density distribution and the dispersive interaction between
particles and grating walls. Assuming that particles are absorbed and thus removed
from the beam if they collide against the grating walls, the grating transformation of
the density operator is given by
ρ→ tg(x)eiφ(x)ρtg(x)e−iφ(x), (2.34)
where tg(x) = ∑n∈ZΘ(Dg/2− |x + nd|) is the transmission function with the Heav-
iside function Θ, slit width Dg and grating period d. For the zeroth slit, n = 0, the
transmission function is tg = 1 for x ∈ [−Dg/2, Dg/2] and tg = 0 otherwise. Note
that this grating transformation is no longer unitary. The eikonal phase φ includes the
dispersive interactions between the grating walls and a particle. The corresponding
Talbot coefficients then read
Bn (ξ) =
1
d
∫ d/2
−d/2
dx tg
(
x− d ξ
2
)
tg
(
x + d
ξ
2
)
× exp
[
−i2pix
d
n + iφ
(
x− d ξ
2
)
− iφ
(
x + d
ξ
2
)]
. (2.35)
For ξ = 0 the terms with the eikonal phase φ vanish and this integral can be evaluated
analytically to
Bn(0) = f sinc( fpin), (2.36)
where f = Dg/d is the opening fraction of the grating.
A realistic model for the interaction potential between a particle and a grating wall
involves the Casimir-Polder interaction [28, 67]. Effects of dispersive interactions are
discussed in several articles for the near-field [21, 22, 28, 29] and also for far-field
interferometry [52]. It turns out that a grating with dispersive interactions can be
effectively approximated in a far-field interferometer by an interaction-free grating
with a smaller slit width [52, 68].
For the present thesis, which deals only with optical diffraction gratings, the precise
form of the interaction potential plays no role.
2.5.3 Collimator
A collimator is utilized in an interferometer for a preparation of a coherent matter-
wave beam. Here, one may neglect the dispersive forces between particles and collima-
tor walls because the width of a collimator is typically much larger than the range
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of dispersive forces. For the calculation of the convolution kernel (2.29), the term
exp[iφ(x)] is replaced by the transmission function tc(x) = Θ(Dc/2− |x|) with the
collimator width Dc. It yields
Tcoll(s, q) =
1
2pih¯
∫
R
dx eiqx/h¯tc
(
x− s
2
)
tc
(
x +
s
2
)
= Θ(Dc − |s|)Dc − |s|2pih¯ sinc
[
(Dc − |s|) q
2h¯
]
. (2.37)
In order to illustrate the effect of a collimator, let us consider the collimation of
a fully incoherent state χ0(s, q) ∝ δ(s)δ(q), which corresponds to a constant Wigner
function1. After the collimation and a free propagation for the time interval t = L/vz,
the characteristic function reads
χt(s, q) =
2pih¯
Dc
Tcoll(s− qt/m, q). (2.38)
As a measure for the spatial coherence of two points separated by the distance s, let
us consider the non-diagonal elements of the density operator〈
− s
2
∣∣∣ ρ ∣∣∣ s
2
〉
=
1
2pih¯
∫
R
dq χt(s, q) =
1
Dc
sinc
(
pis
Wc
)
. (2.39)
This function corresponds to the two-point correlation function for positions separated
by a distance s. In Eq. (2.39) the coherence length is introduced as the characteristic
length
Wc =
2pih¯L
Dc pz
=
LλdB
Dc
, (2.40)
where λdB = 2pih¯/pz is the de Broglie wavelength of a particle (assuming the transver-
sal momentum is much smaller than the longitudinal one p/pz  1). That means
the collimation and subsequent free propagation over a distance L create a spatial co-
herence of about Wc. For the interference at the grating with period d, at least two
neighboring grating slits must be illuminated coherently, Wc = LλdB/Dc & 2d. The
required period of the diffraction grating scales linearly with the de Broglie wave-
length and thus this collimation condition amounts to a critical limit for high-mass
interferometry in this scheme.
2.6 molecular density distribution in interferome-
try
Having introduced the Wigner function to describe a quantum state in phase space,
I am now in position to consider matter-wave dynamics in concrete interferometer
1 As discussed in Sect. 2.2, the phase-space area A occupied by the Wigner function is limited by A ≥
2pih¯
(
Tr
[
ρ2
])−1. A completely incoherent quantum state with Tr [ρ2] = 0 thus corresponds to a constant
Wigner function.
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Figure 5: Schematic set up of a far-field interferometer
setups. As discussed in Sect. 2.1, we may treat transversal and longitudinal motional
state separately for well collimated beams. Thus, one may calculate in the transverse
x-direction Wt=mz/pz(x, p) with a constant longitudinal momentum pz for the matter-
wave dynamics in interferometers. At the end, the results must be averaged over pz
weighted by the momentum distribution µ(pz).
In general, a grating interaction changes both the transversal and longitudinal mo-
mentum p → p + ∆p and pz → pz + ∆pz. As discussed in Sect. 2.4, the change of the
transversal momentum is given in terms of the grating momentum ∆p ∼ 2pih¯/d with
the grating period d. Due to the energy conservation
(pz + ∆pz)2 + (p + ∆p)2 = p2 + p2z
the modification of the longitudinal momentum yields for a collimated beam
|∆pz| ≈ |p|pz ∆p 〈pz〉 .
Thus the longitudinal motion may be treated as unmodified throughout the interfer-
ometer.
2.6.1 Far-field scheme
Figure 5 shows a typical setup for far-field interference. Particles are emitted from a
point-like source, interact with a collimator with width Dc after the free propagation
over the distance L1. After a subsequent interaction with a diffraction grating of period
d and another free propagation over the distance L2, they finally reach the detection
screen. A more realistic, spatially extended beam source can be described by an inco-
herent sum of point sources, which leads to a smearing of the interference pattern, as
we will see later in this section.
The characteristic function immediately after the point-like source is proportional
to δ(s). The shearing transformation s → s− pL1/pz and subsequent collimator and
grating transformation (2.31) result in
χL1(s, q) =
2pih¯
Dc
∑
n∈Z
Bn
( s
d
)
Tcoll
(
s, q− pzs
L1
+
2pih¯
d
n
)
. (2.41)
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Note that I assumed that the collimator and diffraction grating are at the same place in
order to simplify the problem. Here, Tcoll(s, q) is the convolution kernel of a collimator
(2.37) and Bn(s/d) is the n-th Talbot coefficient (2.24). The normalization factor 2pih¯/Dc
guarantees χL1(0, 0) = 1. The density distribution in the detection screen is calculated
from the characteristic function χL1+L2(s, q) = χL1(s− pL2/pz, q) using Eq. (2.26),
w(x) =
1
2pih¯
∫
R
dq e−iqx/h¯χL1(−pL2/pz, q)
=
1
Dc
∑
n∈Z
∫
R
dq e−ixq/h¯Bn
(
−qL2
pzd
)
×Tcoll
[
− q
pz
L2,
(
1+
L2
L1
)
q +
2pih¯
d
n
]
. (2.42)
Inserting the convolution kernel of a collimator (2.37), the density distribution reads
w(x) =
LT
DcL2
∑
n∈Z
∫ Dc/d
−Dc/d
dq0 exp
(
i
2pix
d
LT
L2
q0
)
(Dc/d− |q0|)Bn(q0)
×sinc
{
pi(Dc/d− |q0|)
[
LT
(
1
L2
+
1
L1
)
q0 − n
]}
. (2.43)
Here, the Talbot time and Talbot length are introduced,
tT =
md2
2pih¯
and LT = vztL =
d2
λdB
, (2.44)
which define the typical time and length scale of near field interference.
near-field interference So far, no far-field approximation is utilized, thus
Eq. (2.43) is valid also in the near field. For a better illustration of near-field inter-
ference, I consider a large distance L1/LT  1 and the limit of a large collimator
opening Dc  d. In this limit, the curvature of the spherical wave created by the point-
like source (see Fig. 5) can be neglected at the diffraction grating, which corresponds
to the illumination of the diffraction grating with a plane wave. Using a representation
of the δ-function lima→∞ a sinc(piax) = δ(x), the density distribution (2.43) simplifies
in this case to
w(x) = ∑
n∈Z
Bn
(
L2
LT
n
)
exp
(
i
2pix
d
n
)
. (2.45)
As discussed in Sect. 2.3, the Talbot coefficients Bn(s/d) are periodic in s with period 2d.
That is, if the ratio L2/LT is an even number 2N with N ∈N, the density distribution
corresponds to |t(x)|2, the transmission function of the grating,
w(x) L2/LT=2N= ∑
n∈Z
Bn (0) exp
(
i
2pix
d
n
)
= |t(x)|2.
This periodic self-imaging of the transmission function is the Talbot effect, which was
first observed with light in 1836 by Henry Fox Talbot [69].
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Figure 6: Near-field interference pattern depending on transversal x/d and longitudinal posi-
tion L2/LT . An optical pure phase diffraction grating (2.32) with the maximal phase
of (a) φ0 = pi and (b) φ0 = 2pi are considered. Panel (c) shows the density distribution
predicted by classical mechanics, which is calculated by means of the classical Talbot
coefficients (2.67) with the maximal phase φ0 = pi. For this figure, the collimator
opening and the distance between the beam source and the diffraction grating are
assumed to be very large, Dc/d  1 and L1  LT . In Panel (a) and (b), the period
of the interference pattern in the longitudinal direction is given by twice the Talbot
length L2 = 2LT . As illustrated in panel (b), a high phase shift creates finer structures
in the interference pattern because the number of contributing Fourier components
increases linearly with the eikonal phase, see Eq. (2.33).
In the same way, the density distribution can be calculated for an odd ratio, L2/LT =
2N + 1
w(x) L2/LT=2N+1= ∑
n∈Z
Bn (1) exp
(
i
2pix
d
n
)
=
∣∣∣∣t(x + d2
)∣∣∣∣2 .
The result is a shifted transmission function, because the Talbot coefficients fulfill
Bn(1) = exp(ipin)Bn(0). Figure 6 shows the near-field density distribution (2.45) for an
optical pure phase grating. The interferogram is also referred to as the Talbot carpet; it
depends on the lateral x/d and the longitudinal position L2/LT. The density distribu-
tion is periodic both in x- and z-direction with the period d and 2LT, respectively. The
Talbot effect emerges at L2/LT = 1, 2, 3, . . . , where the transmission function of the op-
tical grating |t(x)|2 = 1 is reconstructed. The high contrast in the density distribution
between two Talbot length L2/LT ∈ (N, N + 1) is the result of quantum interference,
which is absent in the classical prediction shown in Fig. 6 (c). This interference pat-
tern is highly non-sinusoidal in the x-direction because many Fourier components
contribute to the interferogram in the near-field regime. The estimated number of the
contributing Fourier components for an optical pure phase grating is Nf = eφ0/2, see
Section. 2.5.1. For a typical value of φ0 = pi, this number is Nf ∼ 4.
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far-field interference In order to discuss the far-field interference effect, I
transform the density distribution (2.43) into a more appropriate form. Summarizing
the collimator and grating transformation into a single mappring ρ→ t(x)ρt†(x) with
the grating function t(x), the total convolution kernel for the characteristic funciton
reads
Ttot(s, q) = ∑
n∈Z
Bn
( s
d
)
Tcoll
(
s, q +
2pih¯
d
n
)
=
1
2pih¯
∫
R
dx eixq/h¯t
(
x− s
2
)
t∗
(
x +
s
2
)
.
(2.46)
Inserting this kernel in Eq. (2.42), the density distribution yields
w(x) =
1
2pih¯Dc
∫
R
dqdx′ exp
(
i
h¯
q
[
x− x′
(
1+
L2
L1
)])
×t
(
x′ − q
2pz
L2
)
t∗
(
x′ +
q
2pz
L2
)
. (2.47)
Defining two shifted variables x1 = x′ − qL2/2pz and x2 = x′ + qL2/2pz, this expres-
sion finally reduces to
w
( x
∆x
)
=
LT
d2L2Dc
∫
R
dx1dx2 exp
(
i
2piLT
L2
×
[
(x1 − x2)x− (x
2
1 − x22)
2
(
1+
L2
L1
)])
t(x1)t∗(x2)
=
LT
L2Dc
∣∣∣∣∫
R
dx0 exp
[
i
2pix
d∆x
x0 − i pidd∆x x
2
0
(
1+
L2
L1
)]
t(x0)
∣∣∣∣2 , (2.48)
where ∆x = dL2/LT is a new length scale, which corresponds to the separation of
two neighboring diffraction peaks in a far-field interferogram. As expected, Eq. (2.48)
reproduces the well known result of the Kirchhoff integral with the Fresnel approxima-
tion [65]. The paraxial approximation, which is used to separate the longitudinal and
transversal motion (see Sect. 2.1), corresponds to the Fresnel approximation in Elec-
trodynamics. In the Fraunhofer limit L2/LT  (Dc/d)2, the term with x20 is neglected
and the density distribution is determined by the squared modulus of the Fourier
transform of the grating function t(x).
Figure 7 shows the density distribution (2.48) for an optical pure phase grating. In
the near-field regime, L2/LT . Dc/2d, the Talbot interference pattern is still visible and
behind this regime, separated diffraction peaks begin to emerge. The separation of the
diffraction peaks ∆x grows linearly with the longitudinal distance, ∆x = dL2/LT, and
they are already well separated for L2/LT & 2Dc/d. The Talbot length for a molecule
is typically in the range of ∼ 1cm (vz = 60 m/s, m = 1000 amu), implying that the
Fraunhofer limit L2  (Dc/d)2LT ≈ 1m (for Dc/d = 10) is often not reached in a
experiment.
Finally, I consider a more realistic, spatially extended beam source with an arbitrary
source distribution w0(x) and with the longitudinal momentum distribution µ(pz). Be-
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cause an extended source can be described by an incoherent sum of point-like sources,
a simple geometrical consideration leads to the averaged interference pattern
w(x) =
∫
R
dpz µ(pz)
∫
R
dx0 w0(x0)w
[
x
∆x(pz)
− L2
L1
x0
]
. (2.49)
That is, in order to avoid a complete blurring of the interference pattern, the width of
the beam source ∆w0
∆w0 . L1∆x/2L2 = λdB
L1
2d
, (2.50)
The longitudinal momentum distribution ∆pz must fulfill the conditions ∆x(pz) −
∆x(pz + ∆x) . ∆x(pz), which can be simplified to
∆pz
pz
. 1
2
. (2.51)
Note that I assumed ∆pz  pz for this estimation.
The condition (2.50) sets a strong limit for high-mass matter-wave interference in
a far-field scheme. The required grating period scales linearly with the de Broglie
wavelength of a particle, d . λdBL1/2∆w0 and thus it reaches quickly a unfabricably
low value of d ≤ 100 nm [47]. In principle, one can increase the factor L1/∆w0 and so
the required period by better collimation but the inevitable loss of particles prevents
this procedure.
In contrast, the near-field Talbot-Lau scheme, which is the subject in the next section,
is more suitable for a high-mass interference. A interferometer in this scheme does not
require collimation (at least in principle) and, more importantly, the required period
of the diffraction grating merely scales as the square root of the de Broglie wavelength,
see Eq. (2.57).
2.6.2 Near-field Talbot-Lau scheme
A Talbot-Lau type interferometer requires three aligned gratings. The first and second
grating have longitudinal separation of L1, the third grating is shifted in the lateral
direction by xs relative to the other gratings and is placed at the distant L2 behind the
second grating, see Fig. 8. I consider here the most relevant case for experiments that
all three grating have the same period d. The general case of non-equal grating period
is analyzed in [28, 29]. In contrast to the far-field calculation in Sect. 2.6.1, I consider
here a relaxed collimation condition. That is, the width of the transversal the momen-
tum distribution σp =
√〈p2〉+ 〈p〉2 shall be much larger than the grating momentum
2pih¯/d and the beam size is much larger than the grating period. However, the eikonal
approximation for the grating transformation must be still valid, i.e. pmax∆t/M  d,
where pmax is the maximal transversal momentum of particles, ∆t the interaction time
for the grating transformation and M the particle’s mass. As we will see later in this
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Figure 7: Density distribution after the collimator of the width Dc/d = 10 and after an optical
pure phase grating with the maximal phase shift φ0 = pi. The distance between the
beam source and the diffraction grating is chosen to be large L1/LT = 100. In the
near-field regime L2/LT . 5, the Talbot effect is still visible, see for comparison
Fig. 6. Diffraction peaks emerge if the distance L2 is sufficiently large.
Figure 8: Schematic illustration of a Talbot-Lau interferometer. An incoherent and broad molec-
ular beam propagating in z-direction passes three gratings with the same period d,
which are separated with the distances L1 and L2. The detector measures the total
count of molecules depending on the lateral position of the third grating xs. In or-
der to measure interference fringes with a high contrast, the distances between the
grating must fulfill the resonance condition L1/L2 ∈N.
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section, interference in the Talbot-Lau scheme is still possible even for this relaxed
condition.
In the course of this thesis, I consider two kinds of interferometers in the Talbot-
Lau scheme: the KDTLI (Kapitza-Dirac-Talbot-Lau interferometer) [31, 44, 70], and the
OTIMA (optical time-domain ionizing matter-wave) interferometer [24, 32]. KDTLI
operates with two material masks (first and third grating) and with an optical grating
in the center. In OTIMA, all three gratings are formed by standing laser light with
sufficient photon energy to ionize the particles. The details of these interferometers
are treated in Chap. 3. The interference pattern in the KDTLI is discussed later in this
section, where photon absorptions in an optical grating are neglected.
In the following, the density distribution of the interfering particles in a Talbot-
Lau interferometer is examined. For that I consider the dynamics of the characteristic
function χt(s, q) in three different sections of the interferometer: the section between
the first and second grating, between the second and third grating and finally between
the third grating and detector.
first grating → second grating Assuming that the beam width of parti-
cles is wide compared to the grating period, and their momentum distribution is
given by a Gaussian of width σp , the initial Wigner function reads W0 (x , p) ∝
exp(−( p/σp )2 /2). Inserting this into Eq. (2.25), I get the corresponding initial char-
acteristic function
χ0 (s , q) ∝ δ(q) exp
[
− 1
2
( σp s
h¯
)2]
. (2.52)
Note that the state is not normalized. Here, I chose a gaussian momentum distribution
for the convenience of the calculation. However, the exact form of the distribution
does not influence the contrast of the interference pattern, as we will see later in this
section. According to the grating transformation Eq. (2.31), the characteristic function
immediately after the grating reads
χ ′0 (s , q) = ∑
n∈Z
Bn
( s
d
)
exp
[
− 1
2
( σp s
h¯
)2]
δ
(
q +
2pi h¯
d
n
)
. (2.53)
Because I consider here a large momentum spread of the momentum distribution,
σp  2pi h¯/d, the characteristic function (2.53) is only nonzero for s/d  1. That is,
for the first grating transformation, the approximation B (1)n (s/d) ≈ B (1)n (0) may be
used. After the first grating transformation and the free propagation over the distance
L1, the characteristic function reads
χL1 (s , q) =
2pi h¯
d ∑n∈Z
B (1)n (0) exp
[
− 1
2
( σp
h¯
)2 (
s − q
pz
L1
)2]
δ
(
q +
2pi h¯
d
n
)
.
(2.54)
The purpose of the first grating is to create the spatial coherence for the interference
at the second grating. For the discussion of the created coherence, let us consider for
example a material grating with the opening fraction f , see Sect. 2.5.2. The coherence
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of the density operator 〈 − s/2 | ρ | s/2〉, which is a measure of the spatial coherence,
is given by
〈 − s/2 | ρ | s/2〉 = 1
2pi h¯
∫
R
dq χL1 (s , q)
= f ∑
n∈Z
sinc(pi f n) exp
[
−1
2
(
σpd
h¯
)2 ( s
d
− L1
LT
n
)2]
≈ f sinc
(
LTpi f
L1d
s
)
∑
n∈Z
exp
[
−1
2
(
σpd
h¯
)2 ( s
d
− L1
LT
n
)2]
. (2.55)
In the last line, the approximation σpd/h¯  1 is used again. The coherence length Wc,
defined by the width of the function 〈 − s | ρ | s〉, is determined by the envelop function
sinc(pis/Wc) and given by
Wc = d
L1
LT f
. (2.56)
At least two neighboring grating slits must be illuminated coherently for interference.
This gives the condition for the distance between first and the second grating L1 &
2 f LT. This inequality leads to the condition for the required period of the grating in
the Talbot-Lau scheme
d .
√
L1λdB
2 f
. (2.57)
In contrast to the far-field scheme, the required grating period scales merely as the
square root of the de Broglie wavelength, which makes this setup suitable for high-
mass matter-wave experiments.
second grating → third grating After the passage through the second grat-
ing and the free propagation over the distance L2, the characteristic function reads
χL1+L2 (s , q) = ∑
n∈Z
B (2)n
(
s
d
− q
d pz
L2
)
χL1
(
s − q
pz
L2
)
. (2.58)
The density distribution in front of the third grating is then given by
w(x) =
1
2pi h¯
∫
R
dq e− iqx/ h¯χL1+L2 (0, q)
= ∑
`∈Z
e i2pix`/d ∑
n∈Z
B (1)n (0)B
(2)
`−n
(
`
L2
LT
)
× exp
[
− 1
2
(
σp d L2
h¯ LT
)2 (
` +
L1
L2
n
)2]
. (2.59)
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Because of the exponential suppression, only those Talbot coefficients contribute ap-
preciably in the sum (2.59), which fulfill the resonance condition
` +
L1
L2
n = 0. (2.60)
To illustrate the emergence of the Talbot-Lau interference pattern, I exemplary con-
sider the KDTLI, i.e. a material and an optical grating for the first and second grating,
respectively. Figure 9 shows the evolution of the particle’s density distribution in this
interferometer. Directly after the first grating a classical shadow effect is present, which
disappears quickly for L/ LT > 0. Behind the optical grating, structures in the density
distribution emerge for some longitudinal positions L2. Note that the pattern imme-
diately after the second grating L2 / LT ≈ 0 is indistinguishable from the classical
deflection effect. As discussed in Sect. 2.7, classical mechanics predicts a focusing of
the beam directly behind an optical grating because particles experience a force toward
the intensity maximum of the optical grating for attractive potentials.
The other structures in the density distribution are a consequence of quantum inter-
ference. The contrast of the interference pattern is maximal at positions L1/L2 ∈N that
fulfill the resonance condition (2.60). This phenomenon is referred to as the Talbot-Lau
effect. The period of the interference patterns in the case of L1/L2 = j, j ∈N exhibit the
period jd as shown in Fig. 9. The most relevant interference pattern for matter-wave
experiments is at L2 = L1, where the interferogram has the grating period d.
third grating → detector The detector measures the number of transmitted
particles through the third grating depending on its relative displacement xs to the
other gratings. The signal S is given by the integral of the transmission function of the
third grating | tg (x − xs ) |2 and the density distribution (2.59),
S(xs ) ∝
∫
R
dx | tg (x − xs ) |2 w(x) .
Here, I consider the most relevant resonance case L2 = L1 = L. Inserting the Fourier
series of the transmission function | tg (x) |2 = ∑n∈Z B (3)n (0) exp( i2pixn/d), the
signal reads [28, 31]
S(xs ) ∝ ∑
j∈Z
B (3)j (0)
∫
R
dx w(x) exp
(
i
2pi (x − xs )
d
j
)
= S¯
[
1 +
∞
∑
j=1
V j
(
L
LT
)
cos
(
2pixs
d
j
)]
(2.61)
with the position mean of the signal S¯ =
∫
dxs S(xs ) and the Fourier coefficients
V j (ξ ) = 2
B (1)− j (0)B
(2)
2 j ( jξ ) B
(3)
− j (0)
B (1)0 (0)B
(2)
0 (0) B
(3)
0 (0)
. (2.62)
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Figure 9: The density distribution in the KDTLI with a material grating (at L1 = 0) and an
optical pure phase grating (at L1/LT = 6.5). A maximal phase modulation of the
optical grating φ0 = pi is chosen and the width of the momentum distribution is
given by σp/h¯ = 10d. Directly after the first grating, the classical shadow effect is
visible, which disappears beyond L1/LT & 0.1. The density distribution is constant
in front of the second grating. The interference fringes emerge behind the second
grating for longitudinal distances that fulfill the resonance condition L1/L2 ∈N. The
density contrast immediately behind the second grating is the result of the classical
focusing effect.
Because this coefficients decrease quickly for large Fourier order j, the signal S can be
well approximated by a sinusoidal curve in practice. For example for a KDTLI with
the realistic values (opening fraction f = 0.42, phase modulation φ0 = pi and grating
separation L/ LT = 1.5), the ratio between the first and second Fourier coefficients
is|V2 /V1 | ≈ 0.02. In this case, the signal is characterized solely by the mean counts
S¯ and the sinusoidal visibility Vsin ≡ V1
S(xs) ≈ S¯
[
1+ Vsin cos
(
2pixs
d
)]
, (2.63)
where
Vsin = 2
B(1)−1(0)B
(2)
2 (L/LT) B
(3)
−1(0)
B(1)0 (0)B
(2)
0 (0) B
(3)
0 (0)
. (2.64)
If the grating separation corresponds to a multiple of the Talbot-length, L/LT = N
with N ∈ N, the Talbot-coefficients in Eq. (2.64) fulfill Bn(N) = exp(ipin)Bn(0), as
discussed in Sect. 2.6.1. Thus, Bn(N) corresponds to the n-th Fourier coefficient of the
grating transmission |t(x)|2,
Bn(N) =
1
d
∫ d/2
−d/2
dx exp
(
−i2pix
d
n
)
|t(x)|2.
2.7 classical grating transformation 29
As a consequence, the phase effect of the grating does not show up for these grat-
ing separations. For a pure phase grating, |t(x)|2 = 1, one expects a zero visibility
for L/LT = N. A more detailed examination of the effects of phase and amplitude
modulation is presented in Chapter 6.
2.7 classical grating transformation
It is important, especially for near-field matter-wave experiments probing the wave
nature of quantum particles, to distinguish quantum interference from the classical
moiré effect. In this section, I consider the dynamics of a classical phase-space density
distribution ft(x, p) in an interferometer. It turns out that one can obtain the classical
results by replacing the Talbot coefficients Bn(s/d) with the classical ones Cn(s/d)
(2.67).
As discussed in Section 2.3, the free propagation is described by a shearing trans-
formation ft(x, p) = f0(x− pt/m, p) both in quantum and classical mechanics. In the
presence of an interaction potential, the classical Liouville equation is given by the
limit h¯→ 0 of Eq. (2.17). Using the eikonal approximation ∂x ft(x, p) = 0, it reads[
∂
∂t
− ∂V(x; t)
∂x
∂
∂p
]
ft(x, p) = 0. (2.65)
Analogous to the quantum case, this differential equation can be solved by means of a
Fourier transform. The solution is given by the convolution [28, 47]
ft0+∆t(x, p) =
∫
R
dp0 ft0(x, p− p0)Tcl(x, p0)
with the convolution kernel
Tcl(x, p) = δ(p− h¯∂xφ(x)) = 12pih¯ ∑n∈Z
exp
(
i
2pix
d
n
) ∫
R
ds eips/h¯Cn
( s
d
)
. (2.66)
Here, φ(x) is the eikonal phase (2.22) and the classical Talbot coefficients are defined
by
Cn (ξ) =
1
d
∫ d/2
−d/2
dx exp
[
−i2pix
d
n− iξd∂xφ(x)
]
. (2.67)
Note that h¯∂xφ(x) represents the time integration of the force acting on a particle in a
potential.
A significant difference compared to the quantum Talbot coefficients (2.24) is that
the coefficients (2.67) are not periodic in the argument s/d. However, in the limit of
s/d  1, the eikonal phase in Eq. (2.24) can be approximated by φ(x + s/2)− φ(x−
s/2) = s∂xφ(x) +O[(s/d)2]. In this case, the classical and quantum mechanical Talbot
coefficients are the same
Bn(s/d)
s/d1
= Cn(s/d). (2.68)
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That is, the repeating structure of the Talbot-Lau interference pattern (see Fig. 9),
which originates from the periodicity of the Talbot-coefficients Bn(L2/LT), is classi-
cally inexplicable. However, classical and quantum mechanics predict the same density
distribution directly behind the diffraction grating L2/LT ≈ 0.
3
INTERACTION BETWEEN MOLECULES
AND GRATINGS OF L IGHT
Optical gratings are essential tools in matter-wave experiments. Although material
gratings are successfully utilized in several high-mass interference experiments [21,
52], a strong velocity-dependent phase modulation of the matter-wave, which origi-
nates from the van der Waals interaction between molecules and grating walls, can
lead to a blurring of the interferogram [47]. A laser grating does not have this problem
and because of its perfectly defined period, high transmission and tunable interaction
potential, it is more suitable for a high-mass interferometry [24, 25, 70]. The aim of this
chapter is to introduce a model that describes the interaction between a standing-wave
laser grating and a delocalized complex molecule. Because light-matter interactions
depend strongly on the size and internal structure of the interacting particle, let us
consider sequentially the case of an electron, an atom and a molecule.
Already in 1933, Kapitza and Dirac discussed the diffraction of an electron in a
standing-wave of light [71]. They described the interaction in terms of stimulated Comp-
ton scattering: an electron absorbs and subsequently re-emits a photon, the latter be-
ing stimulated by a counter-propagating photon, see Fig. 10(a). Because the emitted
photon has the same frequency and propagation direction as the stimulating photon,
the electron experiences a total momentum transfer of twice a photon momentum
2h¯kL, which corresponds to the grating momentum 2pih¯/d with the grating period
d = λL/2 = pi/kL. This phenomenon is known as the Kapitza-Dirac effect [72].
In contrast to an electron, which has no internal structure, an atom exhibits discrete
internal energy levels, which lead to resonance phenomena in the light interaction.
If the laser frequency ωL is near the resonance frequency ωL ≈ ω0 = (E2 − E1)/h¯
between two electronic states with energy E1 and E2, an oscillation of the electronic
population between these two levels is induced, as is illustrated in Fig. 10(b). This is
the Rabi oscillation, which plays a central role in atomic interferometry [73]. However,
if a laser is far-off detuned, i.e. |ωL − ω0|  ω0, the Rabi oscillation is suppressed
and the laser-atom interaction can be approximately described in terms of the dipole
interaction [74]. The details are discussed in Sect. 3.2.
Internal states of a molecule are more complicated compared to an atom as illus-
trated schematically in Fig. 10(c). A molecule additionally possesses numerous inter-
nal rotational and vibrational (rovibrational) states, whose lifetimes are on the order
of a few picoseconds [36]. Because of the extremely short lifetimes, the Rabi oscillation
between two rovibrational states can not complete a cycle. We will see in this case that
the molecule-laser interaction can be effectively described in terms of the photon ab-
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a) Electron
Figure 10: A schematic illustration of the interaction between a standing-wave laser and a parti-
cle of different sizes. (a) An electron experiences a force due to stimulated Compton
scattering (Kapitza-Dirac-effect), which corresponds to an absorption and a stimu-
lated emission of a photon. In this process twice a photon momentum 2h¯kL is trans-
fered to the electron. (b) In the case of atom-light interaction, the electronic states
of an atom (in this figure with the energy E1 and E2) must be taken into account.
An essential consequence is the oscillation of the electronic population between dif-
ferent states, known as the Rabi oscillation. (c) In contrast to an atom, a molecule
exhibits numerous internal rovibrational states, whose lifetime is on the order of
picoseconds. One expects no Rabi oscillations between different rovibrational states
because of the extremely short lifetime. Molecular internal states can be categorized
into singlet and triplet states, which is depicted by |S0〉, |S1〉 and |T1〉 in this figure,
depending on the spin of electrons [35]. Here, the subscript 0 and 1 stand for the
ground state and first excited state, respectively. Molecular photophysical processes
can be explained effectively by the excitation and deactivation of electrons between
these internal levels.
sorption and the dipole interaction just like in the case of an atom in a far-off detuned
laser. Furthermore, absorption of photons can lead to the population of the molecular
triplet state, which can exhibit different optical properties compared to the ground
state.
A challenge in describing the interaction between a delocalized molecular matter
wave and an optical grating is to consider both the center-of-mass motion and numer-
ous internal molecular processes like fluorescence. I begin reviewing some relevant
molecular photophysical processes in Sect. 3.1. In order to find a connection between
atomic and molecular interferometry, I consider in Sect. 3.2 Rabi oscillations between
a ground and an excited state with a fast relaxation time. It is shown that the Rabi
model is not realistic for a complex molecule due to fast decay channels. In Sect. 3.3 I
introduce the ladder model, which describes molecular diffraction at an optical grating
in the presence of the excitation of molecules to the triplet state. Note that I neglect in
this chapter the effect of fluorescence, which is examined in detail in Chapter 4. Finally
in Sect. 3.4, I present the calculation of the Talbot-coefficients, which play a central role
in the theoretical description of matter-wave interferometry.
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spectral region wavelength photon energy [eV] photophysical process
γ-rays 20 pm 6.2 · 104 nuclear effects
UV 50 nm 24 ionization
visible 500 nm 2.5 electronic transition
infrared 10 µm 1.2 · 10−1 vibrational transitions
microwave 1 mm 1.2 · 10−3 rotational transitions
Table 1: Photophysical processes occurring in a molecule for different photon energies.
3.1 photophysical processes of molecules
Molecular photophysical processes are conveniently visualized by the Jablonski dia-
gram, which is introduced in Sect. 3.1.1. A number of molecular internal processes
(internal conversion, internal system crossing, vibrational relaxation, fluorescence and
phosphorescence) are discussed with the help of this diagram. In Sect. 3.1.2, the deac-
tivation processes of the excited states are examined, where I introduce the quantum
yield, which plays an important role in molecular spectroscopy. The spatial distribu-
tion of the laser intensity is decisive for photophysical processes, which is examined
in Sect. 3.1.3.
3.1.1 The Jablonski diagram
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Figure 11: A Jablonski diagram of a typical
molecule. The solid and dashed lines
denote radiationless and radiative
transitions, respectively.
The mechanism of interaction between
light and a molecule depends strongly
on the photon energy. Table 1 shows dif-
ferent molecular photophysical processes
and associated spectral regions of the
electromagnetic field. A typical energy
separation of two rovibrational states is
between 10−3 and 10−1 eV, which cor-
responds to the infrared and to the mi-
crowave domain. The ionization energy
of most molecules is in the range of 7 to
15 eV [75], that is, the relevant photophys-
ical processes occurring for an ultraviolet
light is ionization. For an optical grating
in matter-wave experiments, visible laser
light is usually used, which leads to elec-
tronic transitions of molecules.
Analogously to atomic spectroscopy,
electronic transitions in molecules can be
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visualized by a energy level diagram, which is referred to as the Jablonski diagram in
molecule spectroscopy [36, 76]. As shown in Fig. 11, molecular internal levels can be
divided into singlet and triplet states depending on the electron spins. If all valence
electrons of a molecule appear in a spin-up-down pair as denoted with two antiparal-
lel arrows in Fig. 11, the molecular state is singlet Sn. Here, the subscript n stands for
the rank of the excitation. If at least one electron-pair appears in a spin-up-up or spin-
down-down configuration as denoted with two parallel arrows in Fig. 11, the molecule
is in a triplet state Tn. It is known that most of molecules have a singlet ground state
S0 1.
Absorption of a photon promotes an electron to the excited singlet state S∗0 → S∗1 ,
where the superscript ∗ denotes the vibrational excitation. Note that a direct transition
from a singlet to triplet state is forbidden because of the different symmetries: singlet
and triplet wave functions are symmetric and antisymmetric under the permutation
of two electrons, respectively. According to the selection rule [35, 77], optical dipole
transitions are allowed only between states with the same permutation symmetry. The
transition between a singlet and a triplet state is thus said to be spin forbidden.
In most cases, a molecule is vibrationally excited after absorption of a photon. The
vibrational excitation relaxes to the equilibrium state S∗1 → S1 after a very short time
of picoseconds [76]. In this process, the excess photon energy is redistributed between
the numerous internal degrees of freedom, which is also referred to as intramolecular
vibrational randomization [78, 79]. Further photon absorptions promotes the electron
further to the higher excited states S1 → Sn, which has an extremely short lifetime of
10−14 − 10−12 sec [36, 76]. Because of this short lifetime, the decay Sn → S1 takes place
radiationless, which is denoted as the internal conversion. Again, the excess photon
energy is redistributed into the many molecular rovibrational degrees of freedom.
Once a molecule reaches the vibrational equilibrium of the excited state S1, there are
three possibilities for further deactivations. First, the radiationless internal conversion
to the ground state S1 → S∗0 . Second, a radiative decay to the ground state S1 → S∗0 +γ,
which is known as fluorescence. And finally, a radiationless decay to the triplet state
S1 → T∗1 , the intersystem crossing. The intersystem crossing is a spin-changing transition
and becomes possible with the help of the spin-orbit coupling [36]. Because the direct
transition between a singlet and a triplet state is spin forbidden, the lowest triplet
state T1 has a comparably long lifetime of 10−4 − 100 sec. A triplet state can decay
either radiatively (phosphorescence, T1 → S∗0 +γ) or radiationless via internal conversion
(T1 → S∗0). Table 2 summarizes the typical time scales of the different photophysical
processes.
The interaction time between a laser and a traversing molecule is given by tL =√
pi/2wz/vz with the gaussian waist of the laser wz and the longitudinal velocity of a
molecule vz. It is typically in the order of about 0.5 µs, see Sect. 3.1.3. That is, in the
context of matter-wave interferometry, the internal conversion of highly excited state,
Sn → S1 and Tn → T1, and the vibrational relaxation may be treated as instantaneous.
In addition, the decay of the triplet state T1 → S0 may be neglected because of its long
1 Molecular oxygen is a rare example of of a triplet ground electronic state.
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Process transition time scale in sec
Light absorption S0 → Sn < 10−15 (instantanous)
Internal conversion
Sn → S1, Tn → T1 10−14 − 10−12
S1 → S0 > 10−8
T1 → S0 10−4 − 10
Intersystem crossing S1 → T1 10−11 − 10−7
Vibrational relaxation S∗n → Sn, T∗n → Tn 10−14 − 10−10
Fluorescence S1 → S0 + γ 10−9 − 10−6
Phosphorescence T1 → S0 + γ 10−4 − 100
Table 2: Photophysical processes of a molecule and their typical time scales. The values of time
scale are taken from [36] except for the vibrational relaxation [80].
lifetime. Thus, in the given time scale of the interaction, the molecular internal state
may be approximated by the three level system consisting of the ground state S0, the
lowest singlet S1, and the lowest triplet state T1.
3.1.2 Decay of the first singlet excited state S1
As discussed in the previous section, the first singlet excited state S1 has three channels
for further decay; fluorescence, internal conversion and intersystem crossing. For a
systematic analysis of decay processes, it is essential to consider the probability PA
that a molecule undergoes the specific process A after absorption of a photon. For
this sake, I consider the situation that molecules are illuminated by a short light pulse
with the duration tL. After this interaction time, the probability that a molecule is
still in the ground state is given by P0 = exp(−γtL), where γ is the rate for photon
absorption. Now for the examination of the decay processes, I consider the following
rate equations involving the population of the excited state P1, and the probabilities PF,
PIC and PISC relating to the fluorescence, internal conversion and intersystem crossing,
respectively. They read
∂tP1 = −γtotP1, ∂tPF = γFP1 (3.1)
∂tPIC = γICP1, ∂tPISC = γISCP1, (3.2)
where γA is the rate for the decay process A given by the inverse of the lifetime
γA = 1/τA and γtot = γF + γIC + γISC denotes the total decay rate. For the initial
values P1(0) = 1 − P0 and PA(0) = 0, the solutions of these differential equation
system read P1(t) = (1− P0) exp(−γtott) and PA(t) = γA(1− P0)[1− exp(−γtott)]/γtot.
Thus the probability PA in the limit of a long decay time is given by limt→∞ PA(t) =
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molecule ΦT ΦF ΦIC = 1−ΦT −ΦF τtot in ns
C60 (in toluene) 0.96 [85] 2.2 · 10−4 [86] 0.04 1.3 [85]
C70 (in toluene) 0.9 [87] 8.5 · 10−4[87] 0.1 0.7[85]
TPP (in toluene) 0.73 [88] 0.1 [88] 0.17 16 [89]
Hypericin (in ethanol) 0.52 [90] 0.48 [91] 0 5.5 [91]
Anthracene (in ethanol) [83] 0.72 0.27 0 5.1
Table 3: Quantum yields for different decay channels and the lifetime of the singlet excited
state.
γA(1 − P0)/γtot. The ratio of this probability PA(∞) to the probability for the light
absorption (1− P0)
ΦA =
γA
γF + γIC + γISC
(3.3)
is the quantum yield of a decay process A, which plays an important role in molecular
spectroscopy [36].
Table 3 shows quantum yields and lifetimes of the singlet excited state S1 for several
molecules, which are already used as the interfering particles in matter-wave experi-
ments [19, 22, 44, 81]. The lifetimes shown in Tab. 3 are much smaller than the typical
time for a molecule transversing an optical grating tL ∼ 0.5 µs, see Sect. 3.1.3. C60 and
C70 prefer to decay via intersystem crossing with the quantum yield greater than 0.9
and the fluorescence rate is practically zero. Hypericin (C30H16O8), TPP (tetraphenyl-
porphyrin, C44H30N4) and Anthracene (C14H10) can decay both over fluorescence and
radiationless internal conversion to the ground state. Note that the values in Table 3
are measured in solvation and that they can differ from the molecular vacuum prop-
erties. However, the deviation is expected be small for large molecules because they
predominantly deactivate the excitation by internal processes [82]. In addition, the
quantum yield of the intersystem crossing can depend on the internal temperature of
molecules [82–84]. Hot molecules are expected to have a larger quantum yield ΦISC
for inter-system crossing than the values in Table 3, which are properties of room
temparature molecules.
3.1.3 Gaussian laser
The spatial light intensity distribution plays a major role for the description of laser-
molecule interaction. In this section I consider an optical grating made by a gaussian
laser mode, which is often applied in matter-wave experiments. First of all, in order to
create a thin optical grating, the incoming laser is focused in the z-direction (molecular
beam direction) by means of a cylinder lens, see Fig. 12. Note that the laser is unfo-
cused in y-direction so that molecules experience the same laser intensity irrespective
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zx
y
vz
Figure 12: Schematic illustration of a typical standing-wave laser grating. A laser is focused
in the direction of the molecular propagation (z-axis) by means of a cylinder lens.
A standing wave in x-direction is created by placing a mirror near the focus of the
lens.
to their y-coodinates. If the initial laser waist is wy (assumed to be symmetric in y- and
z-direction), the waist in z-direction at the focus is given by [92]
wz =
λL f
piwy
, (3.4)
where λL is the laser wavelength and f is the focus length of a cylinder lens. For typical
values λL = 532 nm, f = 100 mm and wy = 425 µm, the focused waist is wz ≈ 40 µm.
Placing a mirror at the focus, a standing wave is created, whose intensity profile is
given by
I(x, y, z) =
8PL
piwywz
exp
(
−2y
2
w2y
− 2z
2
w2z
)
cos2 (kLx) , (3.5)
where PL is the running wave laser power. The prefactor 8PL/piwywz in Eq. (3.5) is
determined from the condition that the surface integral of the intensity in the yz-plane
corresponds to the laser power,
∫
R
dydz I(x, y, z) = 4PL cos2 (kLx). Note that the peak
intensity of a standing-wave is increased by the factor 4 compared to a running wave.
In practice, the molecular beam is collimated around y = 0, where the intensity has its
maximum. Because the molecular beam width is much smaller than the laser width
wy, one may set y = 0 for all molecules passing through the grating. Thus, I assume
y = 0 for further calculations.
In most of calculations carried out in this thesis, analytical solutions are unfortu-
nately not available with this exact gaussian intensity profile Eq. (3.5). However, the
interaction processes depend mainly on the maximum of the intensity and on the inter-
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action time in the case of a thin grating [93]. Thus the gaussian intensity distribution
may be approximated by a rectangular function
Ic(x, z) = ImaxΘ
(√
pi
2
wz − 2|z|
)
cos2(kLx), (3.6)
where Θ(z) is the Heavyside theta function and Imax = 8PL/piwywz is the maximum
of the laser intensity. The width of this function wz
√
pi/2 is determined from the
condition that the total laser power 4PL cos2 (kLx) remains constant. Equation (3.6)
implies the interaction time
tL =
√
pi
2
wz
vz
, (3.7)
where vz is the molecular velocity in z-direction. For the typical values wz = 40 µm
and vz = 100 m/s, the interaction time is tL =
√
pi/2wz/vz ≈ 0.5 µs, which is much
larger than the time scales for many photophysical processes of a molecule, see Tab. 2.
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Figure 13: Schematic illustration of the Rabi os-
cillation between the ground state S0
and the excited state S∗n. The excited
state is assumed to decay to S1 with
the rate 1/τIC.
So far, I treated internal molecular pro-
cesses. In this section I consider a delocal-
ized molecular state passing through an
optical grating. For this sake, the molec-
ular internal dynamics must be incorpo-
rated into the description of the center-
of-mass motion. It is in general quite a
challenging task due to the numerous in-
ternal states of a complex molecule. Here,
I consider the internal dynamics between
a ground state S0 and an excited state
S∗n, which relaxes to the lowest singlet
excited state S1 via internal conversion,
see Fig. 13. As discussed in Sect. 3.1.1,
the lifetime τIC is much smaller than the
laser-molecule interaction time tL. We will see that the interaction can be described in
terms of photon absorptions and the dipole interaction due to the small decay time
τIC. For convenience, I denote the states |0〉 =ˆ |S0〉, |1〉 =ˆ |S∗n〉 and |2〉 =ˆ |S1〉.
The laser shall drive the transition between |0〉 and |1〉 with a detuning ∆ = ωL−ω0,
where ω0 is the resonance frequency of the transition and ωL is the laser frequency.
The laser-molecule interaction is then characterized by a position-dependent Rabi fre-
quency in the rotating wave approximation [73],
Ω(x) = −dzE0
h¯
cos(kLx) =: Ω0 cos(kLx), (3.8)
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where dz = 〈0 | ez |1〉 is the transition dipole moment assuming that the laser is linearly
polarized in z-direction [56]. Note that Eq. (3.8) does not depend on the z-coordinate
(molecular beam direction) because I assume a constant intensity profile of the laser,
see Sect. 3.1.3. In terms of the Rabi frequency the interaction Hamiltonian reads as
H = h¯2 [Ω(x) |1〉 〈0| − ∆ |1〉 〈1|] + h.c [73]. The relaxation of the excited state is, how-
ever, an incoherent process and thus cannot be described by the Hamilton operator. A
spontaneous decay can be incorporated with the help of the master equation
∂tρ =
1
ih¯
[H, ρ] + LρL† − 1
2
{L†L, ρ} (3.9)
with the Lindblad operator L = |2〉 〈1| /√τIC describing the relaxation |1〉 → |2〉 [94].
The braces {A, B} = AB + BA in Eq. (3.9) denote the anticommutator. Decomposing
the density operator into the matrix elements ρnn′(x, x′; t) := 〈x, n| ρ |x′, n′〉, the master
equation corresponds to nine partially coupled differential equations. Four coupled
differential equations contain the ground state density matrix ρ00(x, x′; t),
∂
∂t
ρ00 = − i2
[
ρ10Ω(x)− ρ01Ω(x′)
]
(3.10)(
∂
∂t
+
1
τIC
)
ρ11 =
i
2
[
ρ10Ω(x′)− ρ01Ω(x)
]
(3.11)(
∂
∂t
+
1
2τIC
)
ρ01 = − i2
[
ρ11Ω(x)− ρ00Ω(x′) + 2∆ρ01
]
(3.12)(
∂
∂t
+
1
2τIC
)
ρ10 =
i
2
[
ρ11Ω(x′)− ρ00Ω(x) + 2∆ρ10
]
, (3.13)
where the argument (x, x′; t) of the density operator is omitted for simplicity. This
differential equation system can be solved exactly, but instead of lengthy general solu-
tions let us focus on the relevant solution in the limiting cases.
In the limit of an infinitely long lifetime, τIC → ∞, one obtains the well-known
Rabi oscillation between the ground and the excited state with the position-dependent
frequency
√
∆2 +Ω2(x) [73]. If the lifetime is finite, the coherences ρ01 and ρ10 are
exponentially suppressed, which leads to a damping of the Rabi oscillation and to a
population transfer to the state S1. In the limit of a short lifetime τIC/tL  1, Eqs. (3.12)
and (3.13) may be solved in the quasi-stationary approximation, where the time deriva-
tives are neglected. In addition, due to the short lifetime, the state |1〉 is scarcely pop-
ulated, |ρ11|  |ρ00|. In this approximation the stationary solutions of the coherences
are given by [95]
ρ01 ≈ 2∆τ
2
IC − iτIC
1+ 4∆2τ2IC
Ω(x′)ρ00, ρ10 ≈ −2∆τ
2
IC − iτIC
1+ 4∆2τ2IC
Ω(x)ρ00. (3.14)
40 interaction between molecules and gratings of light
Inserting these solutions into (3.10), one gets the differential equation for the ground
state, which can be integrated analytically for an arbitrary initial condition ρ(x, x′; 0) =
ρ˜(x, x′),
ρ00(x, x′; tL) = ρ˜(x, x′) exp
(
iφ0
[
cos2 (kLx)− cos2
(
kLx′
)])
× exp
(
−n0
2
[
cos2 (kLx) + cos2
(
kLx′
)])
. (3.15)
Thus, the ground state dynamics can be described in terms of two constants
φ0 =
tL∆τ2ICΩ
2
0
1+ 4∆2τ2IC
, n0 =
tLτICΩ20
1+ 4∆2τ2IC
. (3.16)
To illustrate the meaning of the constant n0, let us consider the population of the
ground state density operator ρ00(x, x) = exp
[−n0 cos2 (kLx)], which corresponds to
the transmission of molecules on the ground state. This expression is the position
dependent Poisson probability e−n(x) for absorbing no photons within the interaction
time, where n(x) = n0 cos2(kLx) is the mean absorbed photon number. That is, the
constant n0 stands for the mean absorbed photon number at the anti-nodes of the
standing light field. The other constant φ0 describes a unitary transformation of the
density operator ρ → UρU† with U = exp(iφ0 cos2[kLx]). The associated interaction
potential can be obtained from Eq. (2.22),
V(x) = − h¯
tL
φ0 cos2(kLx) = −α4 E
2
0 cos
2(kLx), (3.17)
where α = 4d2z∆τ2IC/(1 + 4∆
2τ2IC). This potential is proportional to the laser inten-
sity and thus the constant α can be interpreted as the effective polarizability of the
molecule [74]. Equation (3.17) can be expressed as the time averaged interaction poten-
tial between laser and polarized molecule, see Sect. 3.3.1,
V(x) = −1
2
〈αE2(x, t)〉t. (3.18)
That means, because of the fast relaxation of the vibrational states, the laser-molecule
interaction can be effectively described in terms of the polarization and the photon
absorption cross section of the molecule. Based on these results, I introduce in the
next section a model of the laser-molecule interaction in a more realistic scenario,
where molecular triplet excited states are also taken into account.
3.3 ladder model for absorbing molecules
As discussed in the previous section, the molecule-light interaction can be described by
the dipole interaction and the photon absorption process due to fast vibrational decays.
However, for a more realistic description one must also include also the intersystem
crossing S1 → T1, internal conversion S1 → S0 and fluorescence S1 → S0 + γ, as
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discussed in Sect. 3.1. Furthermore, a molecule in the triplet state T1 can exhibit an
enhanced polarizability and absorption cross section compared to the ground state
[36], which makes the theoretical description more involved.
For the examination of the effect of molecular triplet state, I consider in this sec-
tion that the singlet lifetime of a molecule is much shorter than the interaction time
τtot/tL  1 and that the quantum yield for the intersystem crossing is ΦISC = 1. That
is, any photon absorption is assumed to transfer a molecule to the triplet state in-
stantaneously. In this case, the internal molecular states may be approximated by two
energy levels: a ground state S0 and a triplet state T1. This approximation is well justi-
fied some molecules e.g. for C60 and C70, however it likely to fail for TPP, Hypericin or
Anthracene, whose quantum yields for the decay to the ground state are not negligi-
ble, see Table 3 in Sect. 3.1.2. The general case, incorporating the singlet excited state
dynamics, is treated in Chapter 4, where also the effect of fluorescence is discussed.
In Sect. 3.3.1, I consider the dipole interaction of a molecule in a standing-wave
laser beam, which depends on the polarizability of the ground state α(ωL) and of the
triplet state αT(ωL). Note that the polarizability is a function of the laser frequency
ωL. In contrast to the previous Rabi model, the change of the polarizability α → αT
after the absorption of a photon must be taken into account. The probability of photon
absorption is described in terms of the ground state and triplet state absorption cross
section σ(ωL) and σT(ωL). As discussed in Sect. (3.3.2), each absorption event implies
the coherent transfer of a photon momentum ±h¯kL. In Sect. 3.3.3, I introduce a master
equation including both the dipole-interaction and photon absorptions. The master
equation is solved for the case α = αT, σ = σT in Sect. 3.3.3 and also for the general case
α 6= αT, σ 6= σT in Sect. 3.3.4. Finally in Sect. 3.3.5, an interpretation of the solutions of
the master equation is discussed.
3.3.1 Dipole interaction between molecule and light
The interaction potential of a polarizable molecule with permanent dipole moment d
and polarizability α in a electric field E(r; t) is given by [2, 35]
V(r; t) = −d · E(r; t)− 1
2
α|E(r; t)|2. (3.19)
The electric field of a standing-wave laser beam reads E(r; t) = < [E0(x, y, z)eze−iωLt],
where I assume a linear polarization of the laser in z-direction. Because of the fast
oscillation of the electric field with the frequency ωL, the time averaged interaction
potential V is relevant on the time scale of the interaction tL,
V(x, z) := 〈V(x, 0, z; t)〉t = −d · 〈E(x, 0, z; t)〉t − 12α〈|E(x, 0, z; t)|
2〉t
= −1
4
αE20(x, 0, z). (3.20)
Here, I assume that the molecular beam is collimated around y = 0, see also Sect. 3.1.3.
Note that the interaction due to the permanent dipole moment d vanishes after the
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Figure 14: Schematic illustration of the ladder model. Absorption of a photon changes the
internal state |`〉 → |`+ 1〉. Once molecule is excited to the triplet state, further
photon absorptions lead only to the stepwise heating of the molecule.
time averaging and the interaction potential is given solely by the polarizability α
and the time independent electric field amplitude E0(r). Using the relation between
intensity and electric field, I = ε0c|E|2/2, the interaction potential for a gaussian laser
is given by
V(x, z) = − 4P
piwywz
α
ε0c
exp
(
−2z
2
w2z
)
cos2 (kLx) . (3.21)
Inserting this potential into Eq. (2.22), the associated position dependent eikonal phase
is calculated to [31]
φ(x) = −1
h¯
∫ ∞
−∞
dt V(x, 0, vzt)
= φ0 cos2(kLx) with φ0 =
√
8
pi
α
h¯ε0c
PL
wyvz
. (3.22)
3.3.2 Photon absorption
For the description of photon absorptions I assume that the excess photon energy
h¯ωL after the absorption is redistributed immediately among the molecular internal
degrees of freedom. This assumption is well justified for a sufficiently large molecule
whose internal degrees of freedom act as its own heat sink [82]. As a consequence,
absorption of photons leads to the stepwise increase of the internal microcanonical
temperature by ∆T = h¯ωL/C, where C is the heat capacity of the molecule. I intro-
duce the ladder model in order to incorporate this stepwise heating: Starting from a
molecule in its electronic ground state |0〉, every subsequent photon absorption shall
excite the internal state to distinct orthogonal states |1〉 → |2〉 → |3〉 → . . .. The
internal temperature of the state |`〉 is then given by T` = T0 + `∆T.
In addition, a photon absorption effects the transfer of the momentum h¯kL. Because a
standing-wave is a superposition of two counter propagating plane waves, one expects
that an absorption splits a momentum eigenstate |p〉 into a superposition
|p〉 → 1√
2
(|p + h¯kL〉+ |p− h¯kL〉) =
√
2 cos(kLx) |p〉 . (3.23)
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As shown in Eq. (3.23), this coherent momentum splitting can be described by the
operator
√
2 cos(kLx). This transformation holds for an arbitrary state
|ψ〉 →
√
2 cos(kLx) |ψ〉 . (3.24)
For a dynamical description of the absorption processes, the position dependent
rates of photon absorption γ(x) of the ground state and γT(x) of the triplet state must
be taken into account. The rate is given by the absorption cross section σ multiplied
by the photon flux,
γ(x; t) =
σ
h¯ωL
I(x, 0, vzt). (3.25)
Integration over the time yields the absorption number in the laser
n(x) =
∫ ∞
−∞
dt γ(x; t)
= n0 cos2(kLx) with n0 =
8√
2pi
σ
h¯ωL
PL
wyvz
. (3.26)
3.3.3 Master equation for the ladder model
Having reviewed the dipole interaction and photon absorption separately in the last
two sections, I am finally in a position to combine these effects. In order to describe the
interaction between a delocalized matter-wave of a molecule and light, I make use of a
master equation, which includes both the dipole interaction and photon absorptions.
The Hamiltonian of a molecule in an optical grating is given in terms of the dipole
potential
H = V(x, vzt)|0〉〈0|+
∞
∑
`=1
VT(x, vzt)|`〉〈`|. (3.27)
The dipole potentials for the singlet and triplet state are denoted by V and VT, respec-
tively. Because the polarizability and absorption cross section are largely independent
of the molecular internal temperature [96], I assume that the triplet state potential VT
is the same for all |` ≥ 1〉. The kinetic term in Eq. (3.27) is neglected because we are
dealing with a well collimated molecular beam and the eikonal approximation may be
applied, see Sect. 2.3. Photon absorption can be described as a jump process in terms
of a Lindblad-type master equation [97, 98]. Motivated from Eq. (3.24), the Lindblad
operator describing the photon absorptions is given by
L =
√
γ(t) cos (kLx) |1〉 〈0|+
√
γT(t)
∞
∑
`=1
cos (kLx) |`+ 1〉 〈`| . (3.28)
Note that the factors
√
γ(t) and
√
γT(t) in Eq. (3.28) are chosen so that the master
equation incorporates the correct Poissonian probability for absorptions in the case of
γ = γT. The Lindblad operator (3.28) describes two effects of photon absorption: The
stepwise change of state |`〉 → |`+ 1〉 (stepwise heating) and the coherent transfer of
a photon momentum ±h¯kL, as discussed in Sect. 3.3.2.
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The evolution of the density operator follows the master equation ∂tρ = [H, ρ]/ih¯ +
LρL† − {L†L, ρ}/2. In the basis of internal states and center-of-mass position
ρ``′(x, x′; t) = 〈`, x | ρ | `′, x′〉, the master equation corresponds to a sequence of cou-
pled ordinary differential equations. Because all molecules are initially in the ground
state, all non-diagonal elements ρ``′(` 6= `′) vanish. The remaining differential equa-
tions for the internally diagonal terms ρ``(x, x′; t) read
∂tρ00 =
[
V(x, vzt)−V(x′, vzt)
ih¯
− γ(t)cos
2(kLx) + cos2(kLx′)
2
]
ρ00, (3.29)
∂tρ11 =
[
VT(x, vzt)−VT(x′, vzt)
ih¯
− γT(t)cos
2(kLx) + cos2(kLx′)
2
]
ρ11
+γ(t) cos(kLx) cos(kLx′)ρ00. (3.30)
∂tρ`` =
[
VT(x, vzt)−VT(x′, vzt)
ih¯
− γT(t)cos
2(kLx) + cos2(kLx′)
2
]
ρ``
+γT(t) cos(kLx) cos(kLx′)ρ`−1`−1 (for ` > 1). (3.31)
The imaginary terms in Eqs. (3.29)-(3.31) describe the dipole interaction, while the
other terms represent absorption of photons with the rates γ(t) and γT(t).
Let us first consider the simplified case that the ground state and triplet state have
the same optical properties, i.e. VT = V and γT = γ. The general case is considered in
the next section. In this simplified case, the equation system (3.29)-(3.31) can be solved
sequentially beginning with the ground state equation. For the initial condition of a
incoming molecule ρ00(x, x′;−∞) = ρ˜(x, x′), the solution of the ground state reads
ρ00(x, x′; t) = ρ˜(x, x′) exp
[∫ t
−∞
dτ
V0(x, vzτ)−V0(x′, vzτ)
ih¯
]
× exp
[
−cos
2(kLx) + cos2(kLx′)
2
∫ t
−∞
dτ γ(τ)
]
. (3.32)
Note that I do not use the approximation of the laser intensity Eq. (3.6) in this calcula-
tion. Based on this result, solutions for all higher states can be calculated. The outgoing
density operator for t→ ∞ is given by
ρ``(x, x′,∞) = U(x)U∗(x′)K`(x)K`(x′)ρ˜(x, x′). (3.33)
The dipole interaction leads to the unitary transformation of the density operator
ρ → UρU† with the operator U = exp(iφ(x)). The effect of photon absorptions is
represented by the non-unitary operator
K`(x) =
√
n`0
`!
cos`(kLx) exp
[
−n0
2
cos2(kLx)
]
, (3.34)
For the diagonal elements of the solution (3.33), which corresponds to the spatial
distribution of molecules, the effect of the dipole interaction vanishes and the solution
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corresponds to the position dependent Poisson probability for absorbing `-photons,
ρ``(x, x;∞) = n`(x) exp(−n(x))/`!. If a detector in an experiment is insensitive to
internal molecular states, the unconditional solution ρun is relevant, which is defined
by the sum
ρun(x, x′) :=
∞
∑
`=0
ρ`` = ρ˜(x, x′)U(x)U∗(x′)
∞
∑
`=0
K`(x)K`(x′)
= ρ˜(x, x′) exp
[
iφ(x)− iφ(x′)]
× exp
(
−n0
2
[
cos (kLx)− cos
(
kLx′
)]2) . (3.35)
3.3.4 Incorporating excited state polarizability and absorption cross section
In the previous section, the master equation of the ladder model is solved under the
assumption that the polarizability and the absorption cross section are independent of
the molecular internal states. This assumption is valid if the absorbed photon number
is small, that is, the triplet state is sparsely populated. However, if the population of
the triplet state can no longer be neglected, this assumption may no longer be justified.
Therefore, I present the solution of the master equation (3.29)-(3.31) incorporating the
triplet state polarizability and absorption cross section.
First of all, I introduce two dimensionless parameters η(T)p and η
(T)
a , which describe
the change of the triplet state dipole potential VT = η
(T)
p V and the absorption rate γT =
η
(T)
a γ. In order to obtain an analytical solution of the master equation, I approximate
the Gaussian laser envelope by a rectangular shape with the effective interaction time
tL =
√
pi/2wz/vz. This assumption, which leaves the time-integrated parameters φ0
and n0 unchanged, is well justified in the Raman-Nath regime, i.e. for a short interaction
time [93], see also Sect. 3.1.3. For notational simplicity, I introduce four abbreviations
D(x, x′) = i
[
φ(x)− φ(x′)]− 1
2
[
n(x) + n(x′)
]
(3.36)
DT(x, x′) = iη
(T)
p
[
φ(x)− φ(x′)]− η(T)a
2
[
n(x) + n(x′)
]
(3.37)
N(x, x′) = n0 cos(kLx) cos(kLx′) (3.38)
NT(x, x′) = n0η
(T)
a cos(kLx) cos(kLx′) (3.39)
With these abbreviations, the master equation reads
∂tρ00 =
D(x, x′)
tL
ρ00 (3.40)
∂tρ11 =
DT(x, x′)
tL
ρ11 +
N(x, x′)
tL
ρ00 (3.41)
∂tρ`` =
DT(x, x′)
tL
ρ`` +
NT(x, x′)
tL
ρ`−1`−1 (for ` ≥ 2). (3.42)
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These equations can be evaluated iteratively beginning with the ground state solution
ρ00(x, x′; t) = ρ˜(x, x′) exp(D(x, x′)t/tL), where ρ˜(x, x′) is the spatial part of the initial
density operator, i.e. ρ``(x, x′; 0) = ρ˜(x, x′)δ`0. Equation (3.41) can be solved by means
of the ansatz ρ11 = C(t) exp(DTt/tL). Inserting this into Eq. (3.41), the unknown func-
tion C(t) can be determined,
∂tC(t) =
Nρ˜
tL
e(D−DT)t/tL ,
⇒ C(t) = Nρ˜
tL
∫ t
0
dτ e(D−DT)τ/tL =
Nρ˜
D− DT
(
e(D−DT)t/tL − 1
)
. (3.43)
Here and from now on, I drop the arguments (x, x′) of the functions D, DT N, NT and
ρ˜, in oder to simplify the expressions. In the same way, the solutions for all higher
states can be calculated,
ρ``(x, x′; tL) = ρ˜
NN`−1T
(D− DT)`
(
eD − eDT
`−1
∑
j=0
[D− DT]j
j!
)
. (3.44)
This solution can be expressed in a compact form by means of the confluent hyperge-
ometric function 1F1 [66],
ρ``(x, x′; tL) = ρ˜
NN`−1T
`!
eD1F1(`; `+ 1;− [D− DT]). (3.45)
If η(T)a = η
(T)
p = 1, the confluent hypergeometric function is 1F1(`; `+ 1; 0) = 1 and the
solution Eq. (3.45) reduces to Eq. (3.33).
Again, the unconditional solution can be calculated as the sum ρun(x, x′) =
∑∞`=0 ρ``(x, x
′; tL). This sum can be evaluated analytically using the integral represen-
tation of the hypergeometric function 1F1(`; ` + 1; z) = `
∫ 1
0 dθ e
z(1−θ)(1− θ)`−1 [66].
Using this, the unconditional density operator is given by
ρun(x, x′; tL) = ρ˜
{
eD + N
∫ 1
0
dθ exp [Dθ + DT(1− θ)]
∞
∑
`=1
[NT(1− θ)]`−1
(`− 1)!
}
= ρ˜
{
eD +
N [exp (DT + NT)− exp(D)]
DT + NT − D
}
. (3.46)
It can be readily checked that the diagonal elements of this unconditional density
operator are unchanged, ρun(x, x; tL) = ρ˜(x, x), i.e. an optical grating does not affect
the molecular spatial distribution immediately after the interaction.
3.3.5 Optical grating transformation as a generalized measurement
Having presented the solutions of the master equation in the previous sections, I am
now in a position to discuss their interpretation. The dipole interaction leads to the
unitary transformation of the density operator ρ → exp(iφ(x))ρ exp(−iφ(x)) with the
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position dependent eikonal phase φ(x), see Sect. 3.3.3. However, the absorption of pho-
tons is an incoherent process because of the dissipation of the photon energy and thus
the state transformation cannot be represented by a unitary operator. Such incoherent
transformations of a quantum state can be formulated within the framework of oper-
ational quantum theory [99]. In this theory, photon absorptions can be described as a
generalized measurement transformation with a set of operators {M`}, which fulfill the
normalization condition ∑∞`=0 M
†
`M` = I [100, 101]. Here ` is the number of absorbed
photons, which can in principle post-detected by a detector sensitive to the internal
molecular temperature. Given a measurement result `, the conditional transformation
of the reduced molecular state ρ reads
ρ→ ρ(`) := M`ρM
†
`
Tr
[
M†`M`ρ
] . (3.47)
Note that the solution of the master equation ρ``(x, x′) and the conditional density op-
erator ρ(`) are normalized differently: While the ρ``(x, x′) fulfill the condition
∑∞`=0 ρ``(x, x) = 1, the conditional density operator ρ
(`) is normalized with respect
to the trace Tr
[
ρ(`)
]
= 1.
First of all, let us consider the simplified case, where η(T)p = η
(T)
a = 1, that is, the
polarizability and absorption cross section are independent of the molecular internal
states. In this case, the measurement operator M` can be readily identified from the
solution of the master equation (3.33) as
M` = U(x)K`(x)
=
√
n`0
`!
cos`(kLx) exp
[
i
(
φ0 − n02
)
cos2(kLx)
]
. (3.48)
In order to illustrate the influence of absorptions on matter-wave diffraction, let
us examine how the measurement operators M` act on a momentum eigenstate |p〉,
i.e. when a perfectly collimated plane matter wave hits the grating. For this sake, it is
convenient to expand the operators in a Fourier series
U(x) = ∑
ν∈Z
uν exp
(
i
2pix
d
ν
)
, K` = ∑
ν∈Z
κ`,ν exp
(
i
2pix
d
ν
)
. (3.49)
The Fourier coefficients of the unitary operator are given by
uν =
1
2pi
∫ pi
−pi
dx′ exp
[
−iνx′ + iφ0 cos2
(
x′
2
)]
= eiφ0/2 Iν
(
i
φ0
2
)
. (3.50)
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Here Iν is the modified Bessel function of the first kind [66]. Analogously, the coeffi-
cients κ`,ν can be determined to be
κν,` =
√
n`0
`!
1
2pi
∫ pi
−pi
dx′ cos`(kLx′) exp
[
−iνx′ − n0
2
cos2
(
x′
2
)]
=
√
n`0
`!
e−n0/4
2`
`
∑
n=0
(
`
n
)
1
2pi
∫ pi
−pi
dx′ exp
[
−i (ν+ n− `/2) x′ − n0
4
cos
(
x′
2
)]
=
√
n`0
`!
e−n0/4
2`
`
∑
n=0
(
`
n
)
Iν+n−`/2
(
−n0
4
)
. (3.51)
In the first line of this calculation, I make use of the binomial expansion of cos`(kLx).
It follows from the Fourier decomposition (3.50) that the dipole interaction leads to
the transfer of the grating momentum 2h¯kL [31, 44, 102],
U(x)|p〉 = eiφ0/2
∞
∑
ν=−∞
Iν
(
i
φ0
2
)
|p + 2νh¯kL〉 . (3.52)
The Fourier coefficients uν relate closely to the probability for a transfer of a ν-fold
grating momentum, which is given by | 〈p + 2νh¯kL |U(x) | p〉 |2 = J2ν(φ0/2) [102]. The
transformation (3.52) describes the ideal phase-grating effect for non-absorbing parti-
cles. If a molecule absorbs no photon, the incoherent part of the measurement operator
transforms the momentum eigenstate to
K0(x)|p〉 = e−n0/4
∞
∑
ν=−∞
Iν
(
−n0
4
)
|p + 2νh¯kL〉 . (3.53)
Remarkably, a diffraction effect is present because the matter-wave amplitude is modu-
lated by this conditional transformation: The spatial density of the post-measurement
state is redistributed closer to the standing-wave nodes where absorption events rarely
take place. Note that this conditional transformation (3.53) is also used to describe the
diffraction at optical ionization gratings [32, 33], where only those particles arrive at
the detector that have not absorbed any photon, see also Sect. 6.2.
In the case of ` subsequent absorption processes, the conditional transformation is
given by [44]
K`(x)|p〉 = e
−n0/4
2`
√
n`0
`!
∞
∑
ν=−∞
Iν
(
−n0
4
) `
∑
n=0
(
`
n
)
× |p + 2h¯kLν+ (`− 2n)h¯kL〉 . (3.54)
Apart from the conditional diffraction by amplitude modulation, this transformation
consists of a coherent transfer of ` photon recoils in units of ±h¯kL: Each absorption
event splits the momentum state into two branches shifted by ±h¯kL, which can be seen
as the quantum analogue of a Galton board.
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The situation is more complicated if the modified triplet state polarizability αT =
η
(T)
p α and absorption cross section σT = η
(T)
a σ are taken into account. It turns out
that the corresponding measurement operator can be obtained from the solution of
the master equation (3.45) using the integral representation of the hypergeometric
function, 1F1(`; `+ 1; z) = `
∫ 1
0 dθ e
z(1−θ)(1− θ)`−1 [66]. In this integral representation,
the solution reads
ρ`` =
ρ˜
tL
∫ tL
0
dt1
NN`−1T
(`− 1)!
(
1− t1
tL
)`−1
eDt1/tL+DT(1−t1/tL) (3.55)
=
1
tL
∫ tL
0
dt1 M˜`(x; t1/tL)ρ˜(x, x′)M˜∗` (x
′; t1/tL). (3.56)
From this solution the measurement operator for ` > 0 can be determined as
M˜`(x; θ) =
√
n`0 [ηa(1− θ)]`−1
(`− 1)! cos
`(kLx)
× exp
[
i
(
θ + η
(T)
p (1− θ)
)
φ(x)−
(
θ + η
(T)
a (1− θ)
)
n(x)/2
]
. (3.57)
For the case of ` = 0, the transformation operator is given by M˜0(x; t1) = M0(x) from
Eq. (3.48).
The measurement operator (3.57) depends on a new parameter t1 ∈ [0, tL], which
can be interpreted as the time of the first photon absorption. With this time, the state
transformation can be divided into three regimes: 1© For 0 ≤ t < t1, the quantum state
transforms in terms of the measurement operator M0 with the ground state proper-
ties φ0 and n0. 2© At t = t1, an absorption event transforms the state with the jump
operator
√
n0 cos(kLx), see Eq. (3.28). 3© For the remaining time t1 < t ≤ tL, the state
transformation is given by the measurement operator M`−1 with the excited-state prop-
erties η(T)p φ0 and η
(T)
a n0. Thus the measurement operator M˜`(x; t1) can be equivalently
expressed as
M˜`(x; θ) = M0 (φ0θ, n0θ)︸ ︷︷ ︸
1©
√
n0 cos(kLx)︸ ︷︷ ︸
2©
M`−1
(
η
(T)
p φ0 [1− θ] , η(T)a n0 [1− θ]
)
︸ ︷︷ ︸
3©
. (3.58)
3.4 calculation of the talbot coefficients for the
ladder model
For calculating the molecular density distribution in matter-wave interferometers Tal-
bot coefficients are needed, as discussed in Chapter 2. In this section, I present the
calculation of the Talbot-coefficients based on the results of the ladder model intro-
duced in Sect. 3.3. If the polarizability and absorption cross section are independent
of the molecular internal state, i.e. η(T)p = η
(T)
a = 1, the Talbot coefficients can be
evaluated analytically, as we will see later in this section.
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3.4.1 Unconditional Talbot coefficients
Let us first consider the simpler case of unconditional Talbot coefficients, which are
required if a detector is insensitive to the internal molecular temperature. They are
given by the Fourier integral of the unconditional solution of the master equation
(3.35),
Bn(ξ) =
1
d
∫ d/2
−d/2
dx exp
(
−i2pix
d
n
) ∞
∑
`=0
M`(x− ξd/2)M∗` (x + ξd/2)
=
e−ζ ′abs(ξ)
2pi
∫ pi
−pi
dx′ exp
(−inx′ + ζcoh(ξ) sin(x′)− ζ ′abs(ξ) cos(x′)) .(3.59)
Here, the functions
ζcoh(ξ) := φ0 sin(piξ), ζ ′abs(ξ) := n0 sin
2
(
piξ
2
)
(3.60)
represent the dipole interaction and photon absorptions, respectively [31, 33]. The
prime sign for ζ ′abs is used in order to distinguish it from ζabs, which appears in the
calculation of the conditional Talbot coefficients in the next section. The integral (3.59)
can be evaluated by means of the convolution theorem. The Talbot coefficients are then
given by a discrete convolution of two Bessel functions
Bn(ξ) = e−ζ
′
abs ∑
j∈Z
Jj (ζcoh) In−j
(
ζ ′abs
)
, (3.61)
where Jj(x) is the Bessel function of the first kind [66]. By means of a special case of
Graf’s addition theorem [66], this convolution can be evaluated analytically [31, 33],
∑
j∈Z
Jj (u) Ij+n (v) =
(
u− v
u + v
)n/2
J−n
(
sgn(u + v)
√
u2 + v2
)
(3.62)
⇔ ∑
j∈Z
Jj (u) In−j (v) =
(
u + v
u− v
)n/2
Jn
(
sgn(u− v)
√
u2 + v2
)
. (3.63)
For the second line of this calculation, I make use of I−ν(x) = Iν(x), Jn(−x) =
(−1)n Jn(x) [66] and(
u− v
u + v
)−n/2
sgn(u + v)n =
(
u + v
u− v
)n/2
sgn(u− v)n ∀u, v ∈ R. (3.64)
The unconditional Talbot coefficients then read [33]
Bn(ξ) = e−ζ
′
abs
(
ζcoh + ζ
′
abs
ζcoh − ζ ′abs
)n/2
Jn
[
sgn
(
ζcoh − ζ ′abs
)√
ζ2coh −
(
ζ
′
abs
)2] . (3.65)
Note that the earlier model predict different Talbot coefficients, where photon ab-
sorption was treated as a classical random walk in phase space [31], disregarding the
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coherent transfer of photon momenta in a standing wave. Curiously, the difference are
given by merely the sign flip ζcoh → −ζcoh in 3.65, which is equivalent to replacing
Bn(ξ) by Bn(−ξ) = B−n(ξ) using the relation (3.64). That is the difference vanish for
both pure phase and pure absorptive gratings.
3.4.2 Conditional Talbot coefficients
The conditional Talbot coefficients can be calculated from the solution of the ladder
master equation (3.45),
Bn(ξ; `) =
1
d
∫ d/2
−d/2
dx exp
(
−i2pix
d
n
)
M`(x− ξd/2)M∗` (x + ξd/2). (3.66)
Using again the convolution theorem, the Talbot coefficients may be represented by a
discrete convolution
Bn(ξ; `) = ∑
j∈Z
Jj (ζcoh) Babsn−j(ξ; `). (3.67)
Here, the coefficients Babsn (ξ) relate to the absorption part of the interaction and are
given by the Fourier integral
Babsn (ξ; `) =
1
d
∫ d/2
−d/2
dx exp
(
−i2pix
d
n
)
K`(x− ξd/2)K`(x + ξd/2)
=
e−n0/2
`!
1
2pi
∫ pi
−pi
dx′ e−ix
′n
(n0
2
cos(x′) + ζabs(ξ)
)`
e−ζabs(ξ) cos x
′
.(3.68)
The function ζabs represents the effect of photon absorption and is defined by
ζabs(ξ) :=
n0
2
cos(piξ) =
n0
2
− ζ ′abs(ξ). (3.69)
Note that this definition differs from ζ ′abs in the unconditional case, see Eq. (5.40).
Using the binomial expansion, the Fourier integral can be evaluated to
Babsn (ξ; `) =
e−n0/2
`!
`
∑
k=0
(
`
k
)
ζ`−kabs
(n0
2
)k 1
2pi
∫ pi
−pi
dx′ cosk(x′)e−ζabs cos(x
′)
=
e−n0/2
`!
`
∑
k=0
(
`
k
)
ζ`−kabs
(n0
2
)k
(−1)k ∂
k
∂ζkabs
In (−ζabs)
=
e−n0/2
`!
`
∑
k=0
k
∑
m=0
(n0
4
)k (`−m)!ζ`−kabs
(`− k)!(k−m)! In−k+2m (−ζabs) . (3.70)
For the third line of this calculation, I make use of the derivative relation of the Bessel
function [∂z]k In(z) = 2−k ∑km=0 (
k
m)In−k+2m [66]. Using again a special case (3.63) of
Graf’s addition theorem, I finally obtain an analytic result for the conditional Talbot
coefficients. The coefficients for ` = 0 read
52 interaction between molecules and gratings of light
Bn(ξ; 0) = e−n0/2
(
ζcoh − ζabs
ζcoh + ζabs
)n/2
Jn
[
sgn (ζcoh + ζabs)
√
ζ2coh − ζ2abs
]
. (3.71)
This coincides with the Talbot coefficients for a single-photon ionization grating [32,
33]. For ` > 0 the Talbot coefficients read
Bn(ξ; `) =
`
∑
k=0
k
∑
m=0
(n0
4
)k (`−m)!ζ`−kabs
`!(`− k)!(k−m)! Bn−k+2m(ξ; 0). (3.72)
The Eqs. (3.65) and (3.72) are used for the numerical calculation of interferograms in
several matter-wave interferometers in Chapter 6.
In this Chapter, I examined how the triplet excited state affects the diffraction of
molecules by an optical grating. I introduced the ladder model to describe the interplay
of the molecular center-of-mass motion and the internal dynamics, where I assumed
that the quantum yields of fluorescence S1 → S0 + γ and internal conversion S1 → S0
are small, ΦIC, ΦF  1. In the next chapter, I discuss the more general case including
fluorescence and internal conversion, which are expected to have an large impact on
the molecular motional state.
4
INCORPORATING FLUORESCENCE
In the previous chapter, I introduced the ladder model of a delocalized molecular
matter-wave with a standing light field. It delivers reliable results if the singlet lifetime
is short compared to the interaction time and if the intersystem crossing dominates the
relaxation process. While it is a good approximation e.g. for C60 or C70 [44], this model
is likely to fail for a molecule which has a large fluorescence yield e.g. Hypericine, TPP
and Anthracene. In this chapter, I present a master equation, which includes also the
effect of fluorescence.
One of the most striking effect of fluorescence in a matter-wave interferometer is
decoherence, the reduction of the molecular center-of-mass coherence, as already ob-
served in atom interferometry [103]. In principle, one could obtain information on the
whereabouts of a molecule by measuring a fluorescence photon implying that fluores-
cence leads to decoherence. As we will see in Chapter 6, the effect of fluorescence can
no longer be neglected if the mean absorbed photon number of the molecule exceeds
n0 & 2.
In Sect. 4.1 I consider the molecular dynamics consisting of three internal states: a
ground S0, a singlet excited S1 and a triplet excited state T1. Because the lifetime of the
singlet excited state is usually much shorter than the interaction time, it is reasonable
to consider the effect of fluorescence in the limit of τtot/tL  1 treated in Sect. 4.2.
4.1 fluorescence master equation
The ladder master equation introduced in the previous chapter describes the effect of
photon absorptions by considering the conditional state ρ`` associated to the number
of absorbed photons `. The aim of this chapter is to examine the effect of fluorescence,
and because the fluorescence lifetime is largely independent of the molecular internal
temperature [84], I consider the unconditional density operator ρ = ∑∞`=0 ρ``, where
the absorbed photon number is traced out. After reviewing general characteristics of
fluorescence in Sect. 4.1.1, a fluorescence master equation is introduced and solved in
Sect. 4.1.2.
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Figure 15: This figure illustrates schematically the photoexcitation of a molecule S0 → S∗1 as
well as fluorescence S1 → S0 + γ and the associated absorption and fluorescence
spectra σ(λ) and fλ(λ). Note that the molecule is excited both in the electronic
and vibrational states S∗1 after the absorption of photons. The maximum of the fluo-
rescence spectrum fλ(λ) is red shifted compared to the absorption spectrum σ(λ),
which is known as Stockes Shift.
4.1.1 General characteristics of fluorescence
Fluorescence originates from the vibrational ground state of the first excited state,
S1 → S∗0 + γ. Note that the decay to the vibrational ground state S1 → S0 + γ is not
preferred according to the Franck-Condon principle [35]. This principle states that an
electronic transition between the two vibrational states is more likely if the overlap
of two vibrational wave functions is large. For most molecules, however, the wave-
function overlap between the vibrational ground states of S1 and S0 is small [35].
In contrast to an atomic photon emission, fluorescence exhibits a quasi-continuous
spectrum fλ(λ) because numerous vibrational states are involved, see Fig. 15. The
decay of a higher singlet state to the next lower singlet state Sn → Sn−1 occurs predom-
inantly radiationless over internal conversion because of its extremely short lifetime. In
addition, fluorescence originates usually from the vibronic ground state S1, and thus
a fluorescence spectrum fλ(λ) is generally independent of the excitation wavelength,
which is known as the Kasha’s rule [76, 83].
Often the fluorescence spectrum corresponds to a mirror image of the absorption
spectrum as depicted in Fig. 15. This phenomenon is known as the mirror-image rule
and results from the fact that the vibrational level spacings in the ground S0 and
excited state S1 are similar. Relating to the mirror-image rule, the maximum of a fluo-
rescence spectrum is red shifted comparing to the absorption spectrum. This displace-
ment is referred to as the Stokes shift, which was already observed in 1845 by G. G.
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Stokes [76]. This phenomenon can be led back to the fact that the excess energy of the
absorbed photon dissipates due to radiationless relaxations, see also Sect. 3.1.
An emission of a fluorescence photon also effects the molecular center-of-mass state:
A molecule experience a momentum recoil −h¯kF with the wavevector of a fluorescence
photon kF. Because it is possible, in principle, to gain “which-way” information on the
molecular position from an emitted photon, fluorescence leads to the reduction of
the molecular coherence. The precision of a position measurement increases with the
frequency of the emitted photon according to the Abbe diffraction limit [65]. That means,
the higher the fluorescence frequency is, the greater is the effect of decoherence.
4.1.2 Formulation of a master equation
γ γICγF
0
γISC
1
2
Figure 16: Schematic illustration of the three
level model. Solid and dashed lines
represent radiative and radiationless
process, respectively.
Having reviewed the general properties
of fluorescence, I present in this sec-
tion a master equation, which describes
the molecule-light interaction including
the effect of fluorescence. As discussed
in Sect. 3.1, internal molecular states
can be approximated effectively by the
three level system consisting of a singlet
ground state |0〉, an excited singlet state
|1〉 and the lowest triplet state |2〉. In
contrast to the ladder model introduced
in Sect. 3.3, where only the ground and
triplet state play a major role, I consider
the more general case, where also the sin-
glet excited state is taken into account.
The singlet excited state has three decay
channels: decay over intersystem crossing to the triplet state, decay over internal con-
version and fluorescence to the ground state. The rate of each process shall be denoted
by γISC, γIC and γF, respectively.
Using the approximated laser intensity (3.6), the dipole interaction can be described
by the Hamiltonian
H =
φ0
tL
cos2(kLx)
[
|0〉 〈0|+ η(S)p |1〉 〈1|+ η(T)p |2〉 〈2|
]
, (4.1)
where η(S)p and η
(T)
p are the enhancement factors of the molecular polarizability for
the singlet and triplet excited state, respectively. In order to incorporate the effect of
photon absorptions and decays, I introduce six Lindblad operators
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L0 =
√
γ cos(kLx) |1〉 〈0| , L1 =
√
γη
(S)
a cos(kLx) |1〉 〈1| , (4.2)
L2 =
√
γη
(T)
a cos(kLx) |2〉 〈2| , L3 = √γISC |2〉 〈1| , (4.3)
L4 =
√
γIC |0〉 〈1| , L5 = √γF exp (−ik · exx) |0〉 〈1| . (4.4)
The operators L0, L1 and L2 represent the effect of a photon absorption in the levels
0, 1, 2, respectively ,where the operator cos(kLx) describes the coherent transfer of the
photon momentum, see Eq. (3.28). Note that the operators L1 and L2 do not change the
internal electronic level because of the fast internal conversion of the excitation energy.
The other operators L3, L4 and L5 stand for the decay processes of the singlet excited
state. The operator L5 for fluorescence contains exp(−ik · exx), which represents a
momentum kick h¯k projected on the x-axis (laser direction). Note that only molecular
motion in x-direction is relevant, as discussed in Chapter 2.
Assuming an isotropic emission of the fluorescence photons, the master equation
reads
∂tρ =
1
ih¯
[H, ρ] +
4
∑
j=0
LjρL
†
j −
1
2
{L†j Lj, ρ}+
∫ d3k
4pik2
fk(k)
[
L5ρL
†
5 −
1
2
{L†5L5, ρ}
]
. (4.5)
Here, the fluorescence part is averaged over the wavevector k weighted by the normal-
ized isotropic spectrum fk(k)/4pik2. For the matrix elements ρjj(x, x′) = 〈j, x | ρ | j, x′〉,
the master equation (4.6) results three coupled differential equations
∂tρ00 =
D(x, x′)
tL
ρ00 +
[
γIC + γFF(x− x′)
]
ρ11 (4.6)
∂tρ11 =
[
DS(x, x′) + NS(x, x′)− γtottL
] ρ11
tL
+
N(x, x′)
tL
ρ00 (4.7)
∂tρ22 =
[
DT(x, x′) + NT(x, x′)
] ρ22
tL
+ γISCρ11, (4.8)
where the following abbreviations are introduced,
DS(x, x′) = iη
(S)
p
[
φ(x)− φ(x′)]− η(S)a
2
[
n(x) + n(x′)
]
NS(x, x′) = n0η
(S)
a cos(kLx) cos(kLx′).
Note that the internally non-diagonal elements vanish for the initial condition
ρjj′(x, x′; t = 0) = ρ˜(x, x′)δj0δj′0. Here, the total decay rate of the singlet state is de-
noted by γtot = γISC + γIC + γF and the effect of fluorescence contains the function
F(x− x′) =
∫ ∞
0
dk fk(k)
∫ dΩ
4pi
e−ik·ex(x−x
′)
=
∫ ∞
0
dk fk(k)sinc
[
k(x− x′)] . (4.9)
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It can be shown by means of the triangle inequality for the integral that this function is
bounded by |F(x− x′)| ≤ 1 with the equality only for x− x′ = 0. That is, this function
represents the reduction of the spatial coherence i.e. decoherence due to fluorescence.
At first, the differential equations (4.6) and (4.7) are solved using the general solution
of the 2×2 coupled differential equations presented in Appendix A. For the initial
condition ρjj(x, x′; 0) = ρ˜(x, x′)δj0, the solution reads
ρ00(x, x′; tL) =
ρ˜
λ+ − λ−
{
λ+eλ+tL − λ−eλ−tL
− 1
tL
(DS + NS − γtottL)
(
eλ+tL − eλ−tL
)}
(4.10)
ρ11(x, x′; tL) =
Nρ˜
λ+ − λ−
(
eλ+tL − eλ−tL
)
, (4.11)
where λ± are the eigenvalues given by
λ±(x, x′) =
1
2tL
[
D + DS + NS − γtottL
±
√
(D− DS − NS + γtottL)2 + 4NtL(γIC + γFF(x− x′))
]
. (4.12)
The solution for the triplet state can be obtained by means of the ansatz ρ22 = C(x, x′; t)
exp[(DT + NT)t/tL]. Inserting this into the differential equation (4.8), the unknown
function C(x, x′; t) can be determined to
C(x, x′; t) = γISC
∫ t
0
dτ ρ11e−(DT+NT)τ/tL
= ρ˜
γISCN
λ+ − λ−
{
exp [(λ+tL − DT − NT) t/tL]− 1
λ+tL − DT − NT
−exp [(λ−tL − DT − NT) t/tL]− 1
λ−tL − DT − NT
}
. (4.13)
The solution of the triplet state then reads
ρ22(x, x′; tL) = ρ˜
γISCN
λ+ − λ−
{
exp (λ+tL)− exp (DT + NT)
λ+tL − DT − NT
−exp (λ−tL)− exp (DT + NT)
λ−tL − DT − NT
}
. (4.14)
As an application of this result, I examine interference pattern of fluorescing molecules
in several interferometers in Chapter 6.
For a graphical examination of the solutions (4.10), (4.11) and (4.14), it is conve-
nient to look at the reduction of spatial coherence ρ(−s/2, s/2) associated with the
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separation length s and molecular transmission ρ(x, x). Figure 17(a) shows the co-
herence ρ(−s/2, s/2) for three different internal molecular states. At the separations
|s/d| = (2n + 1), where n ∈ N, the coherence of the ground state reaches its max-
imum ρ00 = 1, while the singlet and triplet coherence vanishes. These separations
correspond to the distance between two nodes of the laser intensity, as depicted in
Fig. 17(c), and thus the grating does not affect this superposition state. As expected,
the spatial coherence of a molecule is suppressed with increasing separation due to
fluorescence decoherence. However, the triplet state seems to be more robust against
decoherence compared to the ground and singlet exited state. This is due to the fact
that a significant amount of the triplet population experiences no fluorescence. As we
will see in Sect. 4.2.2, about 32% of triplet molecules undergo no fluorescence for the
parameters in Fig. 17. As expected, the transmission of the ground state becomes max-
imal at the laser anti-nodes and minimal at the laser nodes, see Fig. 17(b). Because the
intersystem-crossing quantum yield is chosen to be small ΦISC = 0.05, the mean triplet
population is only ∼ 13% after the interaction.
4.2 fluorescence in the limit of short singlet life-
time
Because a typical singlet lifetime τtot ∼ 10 ns is much shorter than the typical laser-
molecule interaction time tL ∼ 0.5 µs, the singlet excited state is expected to play a
minor role in the interaction process. In this section, I consider the limit of a short
singlet lifetime τtot/tL → 0, which leads to a considerable simplification of the general
solution of the fluorescence master equation. For detailed analysis of the fluorescence
effect, it turns out to be useful to distinguish the molecules in terms of the number of
fluorescence events `F. It is natural to expect that the more fluorescence events take
place, the stronger gets the effect of decoherence. In Sect. 4.2.2, I introduce the master
equation, which depends also on the number of fluorescence photon `F and present
its analytical solution.
4.2.1 Unconditional solution of the master equation
Let us consider the solution of the master equation (4.10), (4.11) and (4.14) in the limit
of short singlet lifetime. First of all, a Taylor expansion of the exponential terms yields
eλ+tL = exp (D + N [ΦIC +ΦFF]) +O
(
τtot
tL
)
, (4.15)
eλ−tL = e−tL/τtot
{
exp (DS + NS − N [ΦIC +ΦFF]) +O
(
τtot
tL
)}
, (4.16)
where ΦIC and ΦF are the quantum yields for the internal conversion and fluorescence,
see Sect. 3.1.2. In this expansion, the role of the eigenvalues λ± becomes clear: λ+ and
λ− are relevant for the dynamics of the ground and singlet excited state, respectively.
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Figure 17: Panel (a) shows the spatial molecular coherence ρ(−s/2, s/2) after the interaction
with an optical grating. The solid, dashed and dash-dotted lines stand for the
ground state S0, excited singlet state S1 and the triplet state T1, respectively. For a
better illustration, I assume the incident molecule to be a plane wave, i.e. a constant
initial coherence and density distribution ρ˜(−s/2, s/2) = ρ˜(x, x) = 1. The spatial
coherence of a molecule is reduced for a large separation |s| due to the effect of flu-
orescence decoherence. The separation |s/d| = (2n + 1), n ∈ N, corresponds to the
distance between adjacent intensity nodes, and thus there is no interaction between
laser light and the molecule in this state. Hence, the coherence of the ground state re-
mains maximal ρ00 = 1, while the coherences of S1 and T1 vanish. This phenomenon
is illustrated in Panel (c). Panel (b) shows the molecular transmission ρ(x, x) after
an optical grating. The transmission of the ground state (solid line) is maximal
and minimal at nodes and anti-nodes of the laser intensity, respectively. In order to
demonstrate the fluorescence effect, I assumed a large fluorescence quantum yield
ΦF = 0.95, a short singlet lifetime with γtottL = 5 and a high absorption number
n0 = 5. The quantum yields and the enhancement factors are set to ΦISC = 0.05,
ΦIC = 0 and , η
(S)
a = η
(T)
a = 1. For simplicity, I consider here a delta-like spec-
tral density of fluorescence fk(k) = δ(k − kL), where the fluorescence wavevector
is chosen to kF = 0.7kL. Note that both the spatial coherence ρ(−s/2, s/2) and the
transmission ρ(x, x) do not depend on the strength of the dipole interaction and are
real functions.
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Figure 18: In order to construct a master equation which also depends on the number of fluo-
rescence events `F, I label the molecular state additionally with `F, i.e. |G, `F〉, |S, `F〉
and |T, `F〉 for ground, singlet, and triplet excited state, respectively. Absorption of
a photon excites a molecule to the singlet state, |G, `F〉 → |S, `F〉, whose lifetime is
assumed to be short, τtot  tL. The singlet excited state decays either over intersys-
tem crossing, internal conversion or fluorescence with the corresponding quantum
yield ΦISC, ΦIC and ΦF. In addition, fluorescence causes the stepwise increase of the
number `F, |S, `F〉 → |G, `F + 1〉. Because the triplet lifetime is much larger than the
interaction time, the decay of the triplet to the singlet state T1 → S0 is neglected, see
also Sect. 3.1.
Equation (4.16) shows that the terms with exp(λ−tL) are suppressed by the factor
exp(−tL/τtot) and can be neglected. In other words, the dynamics of the singlet excited
state becomes redundant in this limit. The leading order contribution of the solutions
of the master equation is then given by
ρ00(x, x′; tL) = ρ˜ exp [D + N (ΦIC +ΦFF)] +O
(
τtot
tL
)
(4.17)
ρ11(x, x′; tL) = O
(
τtot
tL
)
ρ22(x, x′; tL) =
ΦISCN [ρ˜ exp (DT + NT)− ρ00]
DT + NT − D− N (ΦIC +ΦFF) +O
(
τtot
tL
)
, (4.18)
where ΦISC is the quantum yield for the intersystem crossing, see Sect. 3.1.2. Note that
the functions D, DT, N, NT and F in Eqs. (4.17) and (4.18) depend on positions x
and x′, as defined by Eqs. (3.36)-(3.39) and Eq. (4.9). It can be readily shown that the
transmission of the molecule is normalized: ρ00(x, x) + ρ22(x, x) = 1. As expected, the
total quantum state ρ00(x, x′) + ρ22(x, x′) in the limit of ΦISC = 1 and ΦIC = ΦF = 0
reduces to the unconditional results of the ladder model, see Eq. (3.35).
4.2.2 Conditional master equation in terms of the number of fluorescence events
In order to provide a more detailed analysis of the fluorescence effect, I introduce in
this section the number `F that counts the fluorescence events. The greater the number
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`F, the greater a decoherence effect we expect. Of course, if a molecule does not emit
a fluorescence photon (`F = 0), there is no decoherence. The singlet ground, singlet
and triplet excited state are denoted by |G, `F〉, |S, `F〉 and |T, `F〉, respectively. An
absorption event, which promotes a molecule to the singlet excited state, |G, `F〉 →
|S, `F〉, occurs with the rate γ. In the limit τtot/tL → 0, this state decays immediately
either over intersystem crossing, internal conversion or fluorescence with the quantum
yields ΦISC, ΦIC and ΦF. In the case of fluorescence, the number `F is increased by 1,
|S, `F〉 → |G, `F + 1〉.
These photophysical processes can be described by four Lindblad operators,
L1 =
√
γη
(T)
a cos(kLx)
∞
∑
`F=0
|T, `F〉 〈T, `F| (4.19)
L2 =
√
γΦISC cos(kLx)
∞
∑
`F=0
|T, `F〉 〈G, `F| (4.20)
L3 =
√
γΦIC cos(kLx)
∞
∑
`F=0
|G, `F〉 〈G, `F| (4.21)
L4 =
√
γΦFe−ik·exx cos(kLx)
∞
∑
`F=0
|G, `F + 1〉 〈G, `F| . (4.22)
The first Lindblad operator L1 describes photon absorption of a molecule in the triplet
state. The other operators L2 − L4 stand for the three decay processes of the singlet ex-
cited state. Note that the operators (4.19)-(4.22) do not contain the singlet excited state
|S, `F〉 because of the assumption τtot/tL → 0. Together with the Hamilton operator H
that describes the dipole interaction
H =
φ0
tL
cos2(kLx)
∞
∑
`F=0
[
|G, `F〉 〈|G, `F|+ η(T)p |T, `F〉 〈|T, `F|
]
, (4.23)
the master equation reads
∂tρ =
1
ih¯
[H, ρ] +
3
∑
n=1
LnρL
†
n −
1
2
{L†nLn, ρ}+
∫ d3k
4pik2
fk(k)
[
L4ρL
†
4 −
1
2
{L†4L4, ρ}
]
. (4.24)
For the matrix elements ρG,`F = 〈G, `F | ρ |G, `F〉 and ρT,`F = 〈T, `F | ρ |T, `F〉, the master
equation corresponds to an infinite set of coupled differential equations,
tL∂tρG,0 = (D +ΦICN) ρG,0 (4.25)
tL∂tρG,`F = (D +ΦICN) ρG,`F +ΦFNFρG,`F−1 (`F ≥ 1) (4.26)
tL∂tρT,`F = (DT + NT) ρT,`F +ΦISCNρG,`F . (4.27)
Here, the functions N(x, x′), NT(x, x′), D(x, x′) and DT(x, x′) are defined by Eqs. (3.36)-
(3.39).
62 incorporating fluorescence
For the initial condition ρG,`F = ρ˜(x, x
′)δ`F0, the ground state differential equations
(4.26) can be solved iteratively starting with ρG,0 = exp(D +ΦICF(x − x′)). The solu-
tion reads
ρG,`F(x, x
′; tL) = ρ˜
[ΦFN(x, x′)F(x− x′)]`F
`F!
exp
[
D(x, x′) +ΦICN(x, x′)
]
. (4.28)
The spatial coherence of the molecule gets reduced with the factor |F(x − x′)|`F ≤ 1
and thus, as expected, the larger the number of emitted photons `F is, the greater gets
the effect of decoherence. Based on the ground state solution (4.28), the triplet state
solution can be calculated with the ansatz ρT,`F = C(x, x
′; t)e(DT+NT)t/tL . Inserting this
ansatz in Eq. (4.27), the unknown function C(x, x′; t) is determined to
C(x, x′; t) =
∫ t
0
dt′ ρG,`F exp
[− (DT + NT) t′/tL]
=
ΦISCN [ΦFNF(x− x′)]`F
`F!
∫ t
0
dτ τ`Fe(D+ΦIC N−DT−NT)τ/tL .
This integral can be evaluated analytically and the solution for the triplet state reads
ρT,`F(x, x
′; tL) = ρ˜
ΦISCN [ΦFNF]
`F
[DT + NT − D−ΦICN]`F+1
[
exp (DT + NT)
− exp (D +ΦICN)
`F
∑
k=0
[DT + NT − D−ΦICN]k
k!
]
(4.29)
= ρ˜
ΦISCN [ΦFNF]
`F exp (DT + NT)
(`F + 1)!
×1F1 (`F + 1; `F + 2;− [DT + NT − D−ΦICN]) . (4.30)
Here, 1F1(a; b; x) is the confluent hypergeometric function [66].
Let us discuss these solutions graphically in Fig. 19, which shows plots of the
coherence of the ground state ρG,`F(−s/2, s/2) in Panel (a) and of the triplet state
ρT,`F(−s/2, s/2) in Panel (c). Both the ground state and triplet state coherences are
reduced due to fluorescence, except for `F = 0, of course. In addition, Fig. 19(a) and (c)
confirm a large decoherence effect for molecules with a high fluorescence number `F.
The transmission of the ground state ρG,`F(x, x) and triplet state ρT,`F(x, x) are shown
in Fig. 19(b) and (d), respectively. Because the quantum yield for the intersystem cross-
ing is chosen to be small, ΦISC = 0.05, the triplet state transmission is much smaller
compared to the ground state. Near the intensity nodes of the laser, x/d = n + 1/2
with n ∈ N, molecules without fluorescence (`F = 0) dominate the transmission. For
the given parameters, only about 13% of the molecules are in the triplet state after the
interaction and about 32% of them experience no fluorescence.
As discussed in this chapter, fluorescence reduces the spatial coherence of molecules.
If a molecule emits in total `F fluorescence photons, its spatial coherence is reduced by
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Figure 19: Panel (a) and (c) show the spatial coherence of ground state ρG,`F(−s/2, s/2) and
triplet state molecules ρT,`F(−s/2, s/2), respectively. The solid lines stand for `F =
0, dashed lines for `F = 1 and the dash-dotted lines for `F = 2. While the solid
line indicates no effect of fluorescence, the spatial coherences are reduced for `F >
0 due to fluorescence decoherence. The decoherence effect is stronger for `F = 2
compared to `F = 1. Panel (b) and (d) illustrate the position-dependent transmission
for the ground ρG,`F(x, x) and triplet state ρT,`F(x, x), respectively. Because of the
small intersystem crossing quantum yield ΦISC = 0.05, the triplet state is much less
populated than the ground state. The mean transmission of triplet state is merely
about 13%. In addition, the triplet state population consists to a significant amount
of molecules that undergo no fluorescence event. For the given parameter, about
32% of triplet molecules are not affected by fluorescence. For these plots I used the
same parameters as in Fig. 17.
ρ′(x, x′)→ |F(x− x′)|`Fρ(x, x′), where F(x− x′) is the decoherence function defined by
Eq. (4.9). I presented the analytical solution for both the conditional and unconditional
master equations. Based on the results in this chapter, the effect of the fluorescence on
matter-wave interference is examined in detail in Chapter 6.

5
COLL IS IONAL DECOHERENCE IN
PRESENCE OF A NON-SPHERICAL
INTERACTION
So far, I considered the quantum description of the free propagation and the inter-
action between an optical grating and a molecule. However, in reality no particle is
perfectly isolated and thus also the coupling to the environment must be taken into
account. For example, a particle can be disturbed by its own emission of thermal
photons [37], or by the scattering with environmental photons [50] and gas particles
[39]. A coupling to an environment of sufficient size is known to cause the reduction
of coherence of in the particle state, which is also referred to as decoherence [9–11].
Thus the understanding of these decoherence processes is indispensable in a high-
precision matter-wave interferometer [27]. In practice, the main source of decoherence
is the scattering with environmental particles, i.e. collisional decoherence. While the ef-
fect of thermal radiation is only relevant for very hot molecules [39], collisions are
omnipresent, independent of molecular internal temperature. In the present thesis I
therefore concentrate on collisional decoherence.
The effect of collisions on a center-of-mass (c.m.) quantum state is well understood if
the interaction potential between the scatterers is spherical, e.g. for the van der Waals
interaction. In this case, the Quantum linear Boltzmann equation gives a Markovian, non-
perturbative, microscopic description of the particle’s motion through a thermal envi-
ronment [41, 42]. However, large molecules such as biomolecules are predominantly
polar, and thus, the scattering potential is non-spherical. In this chapter I examine how
the polarity of a molecule affects its collisional decoherence. The results of this chapter
are published in [43].
For the formulation of collisional decoherence in the presence of non-spherical in-
teractions, both the molecule’s c.m. and its orientational degrees of freedom must
be taken into account. In a scattering process, energy exchange can occur between the
c.m. and rotation state, that is, for the description one deals with the inelastic scattering,
which is captured by the multi-channel scattering theory of quantum theory [104–106].
The master equation for the molecular c.m. motion thus depends on the multichannel
scattering amplitude [107], which is in general difficult to access. However, the rota-
tional period of a large molecule is typically much larger than the collision time, as
examined in Sect. 5.1.3. In this case a molecule may be considered as non-rotating dur-
ing the interaction and a scattering event becomes effectively elastic [108, 109]. We will
see in Sect. 5.1.2 that the master equation for the molecular c.m. depends in this ap-
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proximation on the orientation-averaged total and differential cross section. Note that
I focus on the c.m. decoherence of non-spherical molecules, rather than orientational
[110–112] or configurational decoherence [113].
This chapter is structured as follows: In Sect. 5.1 I shortly review the derivation
of the c.m. master equation for a non-spherical molecule in a mono-atomic gas. The
scattering between a polar molecule and an atom is examined in detail in Sect. 5.2,
where the orientation averaged total and differential cross sections are derived. The
solution of the master equation in the limit of large molecular mass is presented in
Sect. 5.3.
5.1 master equation for the center-of-mass motion
It is natural to expect that the molecular c.m. coherence is reduced due to the scatter-
ing with environmental particles. In Sect. 5.1.1, I consider a single collision between a
molecule and an atom in the limit of large molecular mass, where this intuitive picture
is confirmed. The dynamic description of scattering processes on the center-of-mass
motion is treated in Sect. 5.1.2, where a master equation is derived by means of the
monitoring approach [41]. The results in the present section are based on the approxi-
mation that a molecule is non-rotating during the scattering process. In Sect. 5.1.3, I
examine the validity of this approximation.
5.1.1 State transformation due to a single collision
For the description of a single collision, I assume that the molecule and the gas atom
are initially uncorrelated. That is, the total density operator is given by the product
ρtot = ρM ⊗ ρg, where ρM and ρg are density operator describing a molecule and an
atom. Because the interaction potential for the collision depends on the molecular
orientation, the molecular density operator ρM contains both the c.m. (center-of-mass)
state ρ and the orientation state ρΩ. In order to make the theoretical treatment more
general, I consider the case, where ρM 6= ρ⊗ ρΩ, although the molecular internal states
and c.m. state are most likely uncorrelated in practice.
It is known from scattering theory that a collision transforms the density operator
ρtot of an asymptotically incoming state into ρ′tot = SρtotS†, where S is the scattering
operator and ρ′tot is the asymptotic outgoing state [40, 104]. The asymptotic molecular
c.m. state is obtained by tracing out the molecular orientation and the environmental
gas state, ρ′ = TrΩ
[
Trgas [ρ′tot]
]
. For the examination of the decoherence effect, let us
at first consider the spatial coherences〈
R1
∣∣ ρ′ ∣∣R2〉 = TrΩ [Trgas [〈R1 ∣∣∣S (ρM ⊗ ρg) S† ∣∣∣R2〉]] , (5.1)
where R1/2 is the molecular c.m. position. I proceed to evaluate the rotational trace
in Eq. (5.1) under the assumption that the molecule is non-rotating during the interac-
tion, i.e. in the sudden approximation [108]. As examined in Sect. 5.1.3, this assumption is
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well justified for a large molecule interacting with a gas at a room temperature. In this
approximation, the scattering operator S is diagonal in the orientation basis with the
diagonal element S(Ω), where Ω denotes the molecular orientation. The diagonal ele-
ments of the total molecular state ρM in the orientation basis are 〈Ω | ρM |Ω〉 = ρ/8pi2.
Here, the factor 8pi2 corresponds to the area of the three dimensional configuration
space of the orientational degrees of freedom S = S2 × S1, represented e.g. by the
three Euler angles α ∈ [0, 2pi], β ∈ [0,pi] and γ ∈ [0, 2pi] [114, 115]. The expression (5.1)
then simplifies to〈
R1
∣∣ ρ′ ∣∣R2〉 = 〈Trgas [〈R1 ∣∣∣S(Ω) (ρ⊗ ρg) S†(Ω) ∣∣∣R2〉]〉
Ω
, (5.2)
where the orientation average 〈·〉Ω is defined by
〈K〉Ω =
∫
S
d3Ω
8pi2
K(Ω). (5.3)
The trace over the gas state in Eq. (5.2) can be calculated conveniently in the position
representation of the gas particle r,〈
R1
∣∣ ρ′ ∣∣R2〉 = 〈∫ d3r 〈r| 〈R1| S(Ω) (ρ⊗ ρg) S†(Ω) |R2〉 |r〉〉
Ω
. (5.4)
For the further evaluation, I insert four identity operators in the representation of the
gas-particle position (r˜1, r˜2) and the molecule position (R˜1, R˜2),〈
R1
∣∣ ρ′ ∣∣R2〉 = 〈 ∫ d3r ∫ d3r˜1d3r˜2d3R˜1d3R˜2 〈r| 〈R1| S(Ω) ∣∣R˜1〉 |r˜1〉 〈R˜1 ∣∣ ρ ∣∣ R˜2〉
× 〈r˜1 ∣∣ ρg ∣∣ r˜2〉 〈r˜2| 〈R˜2∣∣ S†(Ω) |R2〉 |r〉〉
Ω
. (5.5)
Because the scattering operator affects only the relative position of the scatterers,
S(Ω) = Ic.m. ⊗ [S0(Ω)]rel, the matrix element 〈r′| 〈R′| S(Ω) |R〉 |r〉 simplifies in the
c.m. and in the relative coordinate. In the limit m/M→ 0 with molecular mass M and
atomic mass m, the matrix element is given by [104]〈
r′
∣∣ 〈R′∣∣ S(Ω) |R〉 |r〉 = δ(3)(R′ − R) 〈r′ − R ∣∣S0(Ω) ∣∣ r− R〉 (5.6)
= δ(3)(R′ − R)
〈
r′
∣∣∣e−ip·R/h¯S0(Ω)eip·R/h¯ ∣∣∣ r〉 . (5.7)
For the second line of this calculation, I make use of the translation operator
e−ip·R/h¯ |r〉 = |r+ R〉, where p is the momentum operator acting on the state of the
gas particle [53]. Inserting this result in Eq. (5.5) and evaluating the δ-functions, I end
up with [40]〈
R1
∣∣ ρ′ ∣∣R2〉 = 〈R1 | ρ |R2〉〈 ∫ dr ∫ dr˜1dr˜2 〈r| e−ip·R1/h¯S0(Ω)eip·R1/h¯ |r˜1〉
× 〈r˜1 ∣∣ ρg ∣∣ r˜2〉 〈r˜2| e−ip·R2/h¯S†0(Ω)eip·R2/h¯ |r〉〉
Ω
(5.8)
= 〈R1 | ρ |R2〉
〈
Trgas
[
S†R2(Ω)SR1(Ω)ρg
]〉
Ω
, (5.9)
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t t+Δt
Figure 20: For a monitoring approach of a master equation, one considers a molecule interact-
ing with environmental gas atoms. Here the multi-body scatterings are excluded. In
accordance with the Markov assumption, the collision induced correlation between
a molecule and a gas particle disperses quickly. That is, the total quantum state prior
to each scattering process is given by the product ρtot = ρM ⊗ ρg. A challenge to de-
rive a master equation is to incorporate the state-dependent scattering rate into the
dynamical description. For this sake, an imaginary transit detector is introduced,
which monitors the molecule continuously and detects a gas particle before each
scattering event with the temporal resolution ∆t.
where the abbreviation SRj(Ω) = e−ip·Rj/h¯S0(Ω)eip·Rj/h¯ is introduced in order to sim-
plify the expression. It can be readily shown from the unitarity of the scattering
operator S†0S0 = I that the diagonal elements 〈R | ρ′ |R〉 in Eq. (5.9) are unchanged
by the scattering. In contrast, the coherences are modified by the factor〈
Trgas
[
S†R2(Ω)SR1(Ω)ρg
]〉
Ω
. By means of the Cauchy inequality, it can be shown that
the absolute value of this factor is smaller than unity,
∣∣Trgas[S†2 (Ω)S1(Ω)ρg]∣∣ ≤ √Trgas [S†R2(Ω)SR2(Ω)]
√
Trgas
[
SR1(Ω)ρ2gS†R1(Ω)
]
=
√
Trgas
[
ρ2g
]
≤ 1. (5.10)
Thus, as expected, collision reduces the molecular spatial coherence.
5.1.2 Monitoring approach for the master equation
As shown in the previous section, a single collision with an environmental particle
leads to the reduction of the molecular spatial coherence, which is described by the
scattering operator S(Ω). In order to describe the dynamics of the motional molecular
state through a gaseous environment, one requires additionally the collision probabil-
ity, which depends on both the molecular state ρM and the gas state ρg. The monitoring
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approach incorporates this state-dependent probability into the scattering description
in a consistent way [41]. What follows is a brief summary of the derivation of the
master equation with this approach.
First of all, for the description of the collision probability, a rate operator Γ is intro-
duced, which is completely positive operator and acts in a two particle Hilbert space.
In the limit of a slowly rotating molecule, this operator is diagonal in the molecular
orientation with the diagonal elements Γ(Ω). Furthermore, just like the scattering op-
erator S(Ω), it acts solely on the relative state, Γ = Ic.m.⊗ [Γ0(Ω)]rel. The probability for
the collision to occur in a small time interval ∆t is given in terms of the rate operator
by [41]
Prob (C∆t|ρ) = ∆tTr [Γρtot] . (5.11)
In the monitoring approach for the master equation, scattering processes are thought
to be “monitored” by an imaginary transit detector with the temporal resolution ∆t,
see Fig. 20. This imaginary detector tells us whether a gas atom is about to scatter
off the molecule, or not. Note that this monitoring changes the quantum state accord-
ing to the theory of generalized measurements as ρtot → ρ′tot = M(ρtot|C∆t), where
M(·|C∆t) is a completely positive map and satisfies Tr[M(ρtot|C∆t)] = ∆tTr[Γρtot]
[100, 101]. In order to specify this measurement transformationM(·|C∆t), two proper-
ties for the imaginary transit detector are proposed:
1. There is no classical uncertainty for the measurement (measurement is efficient).
2. There is no measurement induced back-action (measurement is minimally inva-
sive).
These two conditions are well justified because the only task of this imaginary detector
is to incorporate the collision probability into the scattering description in a consistent
way. With these two conditions the measurement transformation can be specified to
[41, 42]
M(ρtot|C∆t) = Γ
1/2ρtotΓ
1/2
Tr[Γρtot]
∆t. (5.12)
Because the rate operator Γ and the scattering operator S depend only parametrically
on the molecular orientation in my calculation, the master equation can be derived fol-
lowing the same steps as for a spherical particle [41, 42]. Combining the measurement
transformation (5.12) and the scattering transformation ρtot → ρ′tot = SρtotS†, the
molecular c.m. master equation is obtained in the limit of the continuous monitoring
∆t→ 0 [51, 116],
∂
∂t
ρ =
1
ih¯
[H, ρ] +Rρ+ Lρ. (5.13)
The first term with the free Hamiltonian H = P2/2M describes the free propagation.
The first superoperator
Rρ = i
〈
Trgas
([
Γ1/2Re (T) Γ1/2, ρ⊗ ρg
])〉
Ω
(5.14)
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describes the renormalization of the system energy due to the coupling to the environ-
ment, where T = T(Ω) is the non-trivial part of the scattering operator S(Ω) = 1 +
iT(Ω). Note that the orientation dependence of the operators in Eq. (5.14) are dropped
for convenience. The bracket 〈·〉Ω denotes the orientation average, see Eq. (5.3). The
second superoperator
Lρ =
〈
Trgas
(
TΓ1/2ρ⊗ ρgΓ1/2T† − 12
{
ρ⊗ ρg, Γ1/2T†TΓ1/2
})〉
Ω
(5.15)
stands for an incoherent evolution of ρ due to scatterings. Note that the Markov as-
sumption is made for the derivation of (5.13), that is, the collision induced molecule-
gas correlation disperses completely before a new scattering.
Assuming that the environmental gas state is in thermal equilibrium for all times,
the trace over the gas state can be evaluated explicitly. Instead of the complicated
general expression of the quantum linear Boltzmann equation [51], let us consider
the relevant limit of high molecular mass m/M → 0, which results in considerable
simplifications. In this limit, Eq. (5.14) yields a constant energy shift, which can be
dropped [42]. The second term in Eq. (5.14) describes decoherence in the position
representation [51],
lim
m/M→0
〈R1 |Lρ |R2〉 = −γ [1− η(R1 − R2)] 〈R1 | ρ |R2〉 . (5.16)
Here, γ is the scattering rate and can be given as
γ =
ng
m
∫
d3 p pµ(|p+ mvM|) 〈σtot(p)〉Ω , (5.17)
where p = |p| is the norm the momentum vector, ng is the density of the gas, µ(|p|)d3 p
is the momentum distribution of a gas and 〈σtot(p)〉Ω is the orientation averaged total
scattering cross section. Note that the thermal gas distribution µ(|p+mvM|) is shifted
by mvM due to the molecule’s velocity vM. Since the most probable momentum pg
of gas particles (given by
√
2mkBT for the Maxwell-Boltzmann distribution) of gas
particles is usually much higher than the momentum mvM, the scattering rate can be
expanded in orders of mvM/pg. This yields
γ =
4ping
m
∫ ∞
0
dp p3µ(p) 〈σtot(p)〉Ω
[
1+O
(
m2v2M
p2g
)]
. (5.18)
The effective strength of the decoherence due to a single scattering is described by
the decoherence function
η(R) =
1
N
∫ ∞
0
dp p3
∫
d2n
∫
d2n′µ(|p+ mvM|)
× 〈| f (p,n · n′)|2〉Ω exp( iph¯ (n− n′) · R
)
, (5.19)
where n and n′ are the incoming and outgoing directions of the scattered gas atom,
respectively. This function is given in terms of the orientation averaged differential
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cross section
〈| f (p,n · n′)|2〉Ω. The normalization constant N ensures η(0) = 1, so
that the diagonal elements of ρ remain unchanged. Because of the orientation average,
the differential scattering cross section 〈| f (p,n · n′)|2〉Ω depends on the angle between
incoming and outgoing momentum rather than on the individual directions. Again,
this result can be expanded in orders of mvM/pg to
η(R) =
8pi2
N
∫ ∞
0
dp p3µ(p)
∫ pi
0
dθ sin θ〈| f (p, cos θ)|2〉Ω
×sinc
[
sin
(
θ
2
)
2p|R|
h¯
] [
1+O
(
m2v2M
p2g
)]
(5.20)
with cos θ = n ·n′. It is demonstrated in Appendix B.1 that the linear order in Eq. (5.20)
vanishes. The normalization constant N is then determined to
N =
1
4pi
∫ ∞
0
dp p3µ(p)〈σtot(p)〉Ω, (5.21)
where I used the relation 2pi
∫ pi
0 dθ sin θ
〈| f (p, cos θ)|2〉Ω = 〈σtot(p)〉Ω.
The main approximation made in the course of this section is that molecules are
considered to be non-rotating during the scattering processes. In the next section the
validity of this approximation is examined by comparing the rotational period τrot and
the collision time τc.
5.1.3 Validity of non-rotating approximation
For the examination of a non-rotating molecule, I first consider the collision time τc.
The most relevant long-range interaction potentials between a molecule and an atom
are of the form V(r) = −C/rs with an interaction constant C and the relative distance
between the scatterers r. The interaction potential between a polar molecule and an
atom contains an anisotropic part, which induces small correction in the total and
differential cross section, as discussed in Sect. 5.2. For an estimation of the interaction
time I ignore this anisotropy in this section. From the total scattering cross section
σ0(p) [117], one estimates the effective interaction range
Rw = 2
√
σ0(p)
pi
= 2
√
2 sin
(
pi
2
s− 3
s− 1
)
Γ
(
s− 3
s− 1
)[√
piC
h¯v
Γ
( s−1
2
)
Γ(s/2)
]1/(s−1)
,
where v is the relative velocity of scatterers. The collision time can be then estimated
to τc = Rw/vg, where vg is the most probable velocity of gas atoms. Assuming the
Maxwell-Boltzmann distribution with the temperature T, the most probable velocity
is given by vg =
√
2kBT/m. For the dipole-induced dipole interaction, the interaction
constant is given by C = α0d20/32pi
2ε20, where α0 is the polarizability of a gas atom
and d0 is the dipole moment of a molecule, see Sect. 5.2.1. Considering the collision
between a molecule with the dipole moment 5 Debye and a helium atom with m =
4 amu, α0/4piε0 = 0.2 Å
3
and T = 300 K, the interaction time is estimated to τc '
0.8 ps.
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molecule mass in amu size in Å estimated rotation period in ps
(a)C30H12F30N2O4 1034 b = 3, bz = 16 25
(b)C60 720 b = 4, bz = 4 15
(c)TPP 614 b = 5, bz = 1 14
Table 4: Estimation of the rotation period for some molecules approximated by a spheroid
with an internal molecular temperature TM = 1000 K. Note that the length of semi-
axes are estimated by a visual judgment. Some of these molecules are already applied
in matter-wave experiments: (a) perfluoroalkyl-functionalized diazobenzene [23] (b)
C60 fullerene [19, 44, 81] (c) TPP.
x
y
z
b b
bz
Figure 21: Spheroid with z as the symmetry
axis
For an estimation of the molecular ro-
tational period, I approximate molecules
as a spheroid with the semi-axes b (along
the x- and y-axis) and bz (along the z-
axis), see Fig. 21. Its moments of inertia
relating to the rotation about the prin-
cipal axes are given by Iz = 2Mb/5
(about the z-axis) and I = M(b2 + b2z)/5
(about the x- and y-axes). Assuming that
internal molecular states are in thermo-
dynamical equilibrium with the temper-
ature TM, each rotational degrees of free-
dom possesses the energy kBTM/2. Thus
the frequency of the molecular rotation may be estimated to
ωz =
√
kBTM
Iz
, ω =
√
kBTM
I
.
In order to simplify the discussion, I consider the mean rotational period ω = (2ω +
ωz)/3. Table 4 shows the estimated periods 2pi/ω for some organic molecules, applied
as interfering particles in matter-wave experiments. The internal temperature of the
molecules is assumed to be larger than room temperature (in Tab. 4 I assumed TM =
1000 K) because they are often emitted by an oven in practice. For the high mass
molecules considered in Tab. 4, the values of the rotational periods are about 20 times
larger than the collision time. Thus the approximation of a non-rotating molecule is
well justified, which was applied in order to derive the master equation in Sect. 5.1.2.
5.2 collisional decoherence
Collisional decoherence is chracterized by the scattering rate γ and the decoherence
function η(R), as discussed in Sect. 5.1. In this section, I present an approximated
analytical expression of these functions for the scattering between a polar molecule
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m(Ω)
r(θ,φ)
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Figure 22: Definition of a coordinate for a molecule-atom scattering. A molecule is arranged
at the origin, whose orientation is given by the unit vector m(Ω). The gas atom is
propagating initially in n-direction with the impact parameter b, which is scattered
asymptotically for t→ ∞ into n′-direction.
and non-polar gas atoms. In the final section, I will also give an analytical expression
for the Fourier transform of the decoherence function η˜(Q), which corresponds to
the distribution of the transfered momentum Q due to collisions. As the first step, I
calculate the total and the differential scattering cross section in Sect. 5.2.1 and 5.2.2.
5.2.1 Total scattering cross section
I begin the calculation of the cross sections with the definition of the interaction poten-
tial between a polar molecule and an atom. In terms of the multipole expansion of a
electrostatic interaction potential, the leading order contribution is the dipole-induced
dipole interaction [118]. In order to make the interaction slightly more general, I con-
sider potentials of the form
V (r, cosΘ) = −C
rs
(
1+ a cos2 Θ
)
(5.22)
with s ≥ 3, which also includes the anisotropic van der Waals interaction of a linear
molecule [119]. The polar and van der Waals interaction are always attractive, i.e. C > 0.
However, the present calculation can also be applied to a repulsive potential. The po-
tential is homogeneous of degree s relating to the relative distance |r| = r and depends
on the angle Θ between the molecular orientation represented by the unit vector m(Ω)
and the relative position r, i.e. cosΘ = m · r/r. The strength of the interaction and the
anisotropy is quantified by the constants C and a, respectively. In the case of the dipole-
induced dipole interaction, the parameters correspond to s = 6, C = α0d20/32pi
2ε20 and
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a = 3, where α0 is the atomic polarizability and d0 is the molecular dipole moment
[119].
For the calculation of the cross sections for a fixed molecular orientation, I make
use of Schiff’s approximation, which corresponds to the eikonal approximation for an
anisotropic scattering potential [120]. This approximation is valid if the kinetic energy
of the scatterer fairly exceeds the magnitude of the potential energy, E  |V|, and if
the interaction range of the potential is much larger than the de Broglie wavelength
of the scattering atom λ, i.e. a  λ/2pi [117, 120]. For a room-temperature gas, this
approximation is well justified and shows a good agreement with the numerical result,
see Fig. 23 and 24. In this case, the scattering particle is only slightly deflected by the
interaction and the motion may be treated effectively one-dimensional. Thus the phase
difference between an incident and outgoing wave, the scattering phase, is appropriately
given by the integral of the interaction potential V(r,Θ) along the straight trajectory
[121]
χ(b;m) = − m
h¯p
∫ ∞
−∞
dz V
(√
b2 + z2, (b+ zez) ·m/r
)
, (5.23)
where the initial relative momentum is chosen to be along the z-axis, p = pez and
b = r− zez is the impact vector (see Fig. 22). This integral can be evaluated analytically
using cylinder coordinate
χ(b;m) = −mC
√
piΓ[(s− 1)/2]
h¯pΓ(s/2)
G2/(s−1)(m)
bs−1
. (5.24)
Here the angle dependent term is defined by
G(m) =
[
1+
a
s
(m · ez)2 + a(s− 1)s (m · ex)
2
](s−1)/2
. (5.25)
With the scattering phase (5.24) the scattering amplitude in Schiff’s approximation can
be given by [120]
f (p,n′;m) = −i p
2pih¯
∫
d2b e−ipn
′
⊥·b/h¯ (exp [iχ(b;m)]− 1) , (5.26)
where n′⊥ is the xy-components of the projection of the out-going gas particle n′. This
approximation provides reliable results for small angle scattering [108], which will
show to be most important for the decoherence function, see Sect. 5.2.4.
According to the optical theorem [53], the total scattering cross section can be ob-
tained from the scattering amplitude (5.26) evaluated at n′ = n = ez. The orientation
averaged total cross section is then given by [108]
〈σtot(p)〉Ω = σ0(p) 〈G(m)〉Ω , (5.27)
where
σ0(p) = 2pi sin
(
pi
2
s− 3
s− 1
)
Γ
(
s− 3
s− 1
)(√
pimC
h¯p
Γ[(s− 1)/2]
Γ(s/2)
)2/(s−1)
, (5.28)
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Figure 23: The total scattering cross section depending on the relative collision velocity v.
The solid and dashed lines correspond to the numerical and approximate an-
alytical results (Eq. (5.29)), respectively. For the numerical calculation the Log-
derivative method is applied [122, 123] to a spheric interaction potential V(r) =
−C(1 + a/3)/r6. The numerical data exhibits numerous resonances and an oscil-
lating behavior, which correspond to orbiting resonances and the glory diffraction
[124]. For this plot, parameters are set to d0 = 5 Debye, α0/4piε0 = 0.2 Å
3
and
m = 4 amu, which corresponds to the scattering with a helium atom.
is the total cross section resulting from the isotropic part of the interaction potential,
i.e. for a = 0 [117]. The orientation averaged function 〈G(m)〉 in Eq. (5.27) can be well
approximated by (1 + a/3)2/(s−1), see Appendix B.2. The differential cross section is
then given by a compact expression
〈σtot(p)〉Ω ≈ σ0(p)
(
1+
a
3
)2/(s−1)
. (5.29)
Thus the anisotropy of the potential (5.22) enhances the total cross section by a constant
factor, C → (1+ a/3)C.
Figure 23 compares the approximate analytically result Eq. (5.29) with a numerical
calculation. The numerical data is the result of implementing Johnson’s log derivative
method [122, 123] for the spherical potential with the enhanced interaction constant
C(1 + a/3). The numerous resonances in the numerical cross section are due to the
instable orbiting of the gas atom around the molecule, known as orbiting resonances
[124]. The oscillating behavior of the numerical total scattering cross section at long
velocity scales can be led back to the glory diffraction [124]. The approximate analytical
curve in Fig. 23 does not contain these oscillations and resonances. However, these
deviations turn out to play a minor role in the calculation of the decoherence function
in Sect. 5.2 because their influences average out in the evaluation, see also Sect. 5.2.4.
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5.2.2 Differential cross section
Let us now turn our attention to the differential scattering cross section. In general,
the scattering amplitude (5.26) cannot be evaluated in closed form. For a systematic
approximation of the scattering amplitude, I first consider the small angle expansion.
As presented in Appendix B.2, the differential cross section can be expanded as
〈| f (p, cos θ)|2〉Ω = A(p)
[
1−
(
θ
θ∗(p)
)2
+O(θ4)
]
, (5.30)
where the amplitude A(p) and the angle θ∗(p) are given by
A(p) =
(
p〈σtot(p)〉Ω
4pih¯ cos[pi/(s− 1)]
)2
, (5.31)
θ∗(p) =
h¯
p
√
8pi
〈σtot(p)〉Ω Γ
(
s− 3
s− 1
)
Γ−1/2
(
s− 5
s− 1
)
. (5.32)
In accordance with the result for the total scattering cross section, the anisotropy of
the interaction effectively enhances the interaction constant by C → (1+ a/3)C.
Thus the differential cross section decays quadratically with the angle θ in the small
angle regime. For the calculation of the decoherence function (5.19), however, one re-
quires the differential cross section for all angles θ ∈ [0,pi]. One possibility to overcome
this problem is to approximate the cross section by a Gaussian curve with amplitude
A(p) and width θ∗(p)
〈| f (p, cos θ)|2〉Ω ≈ A(p) exp
[
−
(
θ
θ∗(p)
)2]
. (5.33)
It was demonstrated in [109] that this approximation gives reliable results for θ  1,
which I will refer from now on as the soft scattering region. However, a crucial short-
coming of this approximation is that Eq. (5.33) does not contain the correct asymptotic
behavior for θ ∼ 1 [125, 126],
〈| f (p, cos θ)|2〉Ω θ∼1−→ Icl(p)θ−2(s+1)/s, (5.34)
where
Icl(p) =
1
s
(
(s− 1)√pimC(1+ a/3)
p2
Γ[(s− 1)/2]
Γ(s/2)
)2/s
. (5.35)
This is the known result from classical scattering theory [117]. I will refer to this regime,
where classical scattering theory can be applied, as the hard scattering region. The emer-
gence of the classical behavior for a large scattering angle is due to the fact that the
transfered momentum fairly exceeds the uncertainty in the momentum, Q  ∆p and
thus quantum effects may be neglected [127]. The approximated small angle result
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Eq. (5.33) is compared with a numerical calculation in Fig. 24(a), which confirms a
good agreement for θ . 0.1. In the hard scattering region θ & 0.1, however, there
is a clear deviation from the numerical result. The numerical data indicates that the
classical differential cross section provides a good approximation in this region.
To achieve a better approximation for all angles, I consider the following ansatz for
the differential cross section〈
| f (p, cos θ)|2
〉
Ω
≈ A(p) exp
[
−
(
θ
θ∗(p)
)2]
+
[
1− exp
(
−
[
θ
θcl(p)
]ν)]
Icl(p)θ−2(s+1)/s.
(5.36)
Here, the task of the function [1− exp(−[θ/θcl]ν)] is to connect the soft and the hard
collision region smoothly. The function θcl(p) denotes the angle, where the classical
scattering becomes noticeable. Because the small angle behavior | f (p, cos θ)|2 ∝ θ2
must not be disturbed by the additional term (1 − exp[−(θ/θcl)ν])Iclθ−2(s+1)/s, the
power ν must fulfill the condition ν > 4 + 2/s. Furthermore, the power ν is chosen
to be as small as possible in order to guarantee a smooth connection between the soft
and hard collision region. From these conditions, the optimal value of the power ν can
be determined to
ν =
⌈
4+
2
s
⌉
= 5. (5.37)
Here, dxe = min(k ∈ Z|k ≥ x) denotes the ceiling function.
The remaining unknown angle θcl(p) is determined from the condition that the an-
gular integral over the differential cross section (5.36) must result in the total scattering
cross section (5.29), i.e. 2pi
∫
dθ sin θ
〈
| f (p, cos θ)|2
〉
Ω
= 〈σtot(p)〉Ω. Let us consider at
first the soft collision part of the angular integral. The integral can be evaluated in the
small angle approximation, where sin θ is replaced by θ and the integration boundary
is extended to infinity. It yields
2pi
∫ ∞
0
dθ θA(p) exp
[
−
(
θ
θ∗(p)
)2]
= piA(p)θ2∗(p)
= h(s) 〈σtot(p)〉Ω . (5.38)
The calculated value differs form the total scattering cross section by the factor
h(s) = Γ2
(
s− 3
s− 1
)/
2Γ
(
s− 5
s− 1
)
cos2
(
pi
s− 1
)
. (5.39)
Note that the result Eq. (5.38) is only meaningful for s ≥ 6, where this factor takes
values 0 < h(s) < 1. For the most relevant case of s = 6, this factor is F(6) ≈ 0.36, that
is, about 64% of the total scattering cross section originates from hard scatterings. As
shown in Fig. 25, this factor converges for large s to 1/2.
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Assuming that the remaining fraction of the total scattering cross section [1− h(s)]
〈σtot(p)〉Ω comes from the hard scattering part of the differential cross section (5.36),
the unknown function θcl(p) can be determined,
2pi
∫ ∞
0
dθ
[
1− exp(−(θ/θcl)5
]
Icl(p)θ−(s+2)/s
!
= (1− h(s)) 〈σtot(p)〉Ω
⇔ θcl(p) =
[
spiΓ(1− 2/5s)Icl(p)
(1− h(s)) 〈σtot(p)〉Ω
]s/2
(5.40)
As a result, the differential cross section (5.36) includes both the correct small angle
behavior (Eq. (5.30)) and the asymptotic behavior for a hard scattering (Eq. (5.34)). It
agrees very well with the numerical results, as shown in Fig. 24(b). The oscillating
structures in the numerical data originate from the glory effect [128]. This effect, how-
ever, average out in the evaluation of the decoherence function (5.19) and can therefore
be ignored in our case.
Having presented the analytical expression for the total and differential cross section,
I am now finally in the position to compute the scattering rate γ and the decoherence
function η(R) in the following sections.
5.2.3 Scattering rate
In order to calculate the scattering rate, I insert the total scattering cross section
(5.29) into Eq. (5.17). Assuming the Boltzmann distribution for the gas momentum
µ(p)d3 p = exp[−(p/pg)2]/(
√
pipg)3d3 p, the rate is
γ =
2ng pg
〈
σtot(pg)
〉
Ω
m
√
pi
e−(mvM/pg)
2
∫ ∞
0
dx x(3s−5)/(s−1)e−x
2
×
∫ pi
0
dθ sin θ exp
[
−2
(
mvM
pg
)
x cos θ
]
, (5.41)
where x = p/pg is the dimensionless integration variable, vM = |vM| is the molecular
velocity and θ is the angle between p and vM, i.e. cos θ = p · vM/pvM. These three
integrals can be evaluated analytically without any approximations to
γ =
2ng pg
〈
σtot(pg)
〉
Ω
m
√
pi
e−(mvM/pg)
2
Γ
(
2s− 3
s− 1
)
×1F1
[
2s− 3
s− 1 ;
3
2
;−
(
mvM
pg
)2]
, (5.42)
where 1F1(a; b; x) is the confluent hypergeometric function [66]. Because in practice,
the molecular velocity is much smaller than the most probable velocity of the gas
particles, it is reasonable to consider the expansion in terms of mvM/pg [28],
γ =
2ng pg
m
√
pi
Γ
(
2s− 3
s− 1
) 〈
σtot(pg)
〉
Ω
(
1+O
[(
mvM
pg
)2])
. (5.43)
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Figure 24: Comparison between the numerically calculated differential cross section (solid line)
and the approximate analytical results. (a) The dashed line corresponds to the ex-
ponentially approximated small angle result (Eq. (5.33)), which shows a good agree-
ment for the soft collision regime θ . 0.1. The classical result (Eq. (5.34), dash-
dotted line) approximates the hard collision behavior of the differential cross section
for θ & 0.1. (b) The dashed line shows the improved theoretical result (Eq. (5.36)),
which also incorporates the correct classical asymptotic behavior in the hard scatter-
ing region. The relative velocity of scatterers is chosen to v = 1000 m/s. The same
parameters are taken as in Fig. 23.
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Figure 25: The soft collision contribution of the total scattering cross section h(s). For the most
relevant case of s = 6, hard scattering contribution is ca. 64%. This factor converges
to 1/2 for s→ ∞.
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This is a good approximation for mvM/pg . 0.5, where the relative error is smaller
than 4% for all powers s. For s = 6 and a typical value mvM/pg = 0.1, the relative
error of this approximation is merely 0.1%.
The scattering rate is proportional to ng pg
〈
σtot(pg)
〉
Ω /m, which is the effective cur-
rent of gas atoms passing through the total scattering cross section. For the case of the
dipole-induced dipole interaction, the scattering rate reads to leading order in mvM/pg
as
γd−id =
27/5√
pi
Γ
(
9
5
)
ng pgσ0(pg)
m
. (5.44)
In particular, it is proportional to ngα2/50 d
4/5
0 (T/m)
3/10 and thus depends only weakly
on the gas temperature T and the polarizability of the gas atoms. The anisotropy of
the interaction potential leads to an additional prefactor 22/5 ' 1.3 compared to the
scattering rate of a spherical molecule [28].
5.2.4 Decoherence function
First of all, for the calculation of the decoherence function η(R) (Eq. (5.20)) its normal-
ization constant N must be determined, see Eq. (5.21). Assuming again the Boltzmann
distribution, it reads
N =
4pg√
pi
∫ ∞
0
dx x3e−x
2 〈
σtot(pgx)
〉
Ω , (5.45)
where x = p/pg is a dimensionless integration variable. With the total scattering cross
section,
〈
σtot(pgx)
〉
Ω = x
−2/(s−1) 〈σtot(pg)〉Ω, the remaining integral over x can be
evaluated and the normalization constant is determined to
N = 2pi−1/2 pg
〈
σtot(pg)
〉
Ω Γ
(
2s− 3
s− 1
)
. (5.46)
The evaluation of the decoherence function for a general case R 6= 0 is more com-
plicated. Because the main contribution of the differential cross section (5.36) is in the
small angle region θ . 1 (see Fig. 24), the integral for the decoherence function can
be evaluated in an approximation, where I replace sin θ by θ and extend the integra-
tion boundary to infinity, i.e.
∫ pi
0 dθ →
∫ ∞
0 dθ. The decoherence function (5.20) in the
leading order contribution in mvM/pg reads
η(R) ≈ 4pi〈
σtot(pg)
〉
Ω Γ [(2s− 3) / (s− 1)]
∫ ∞
0
dx x3e−x
2
∫ ∞
0
dθ θ
× 〈| f (pgx, cos θ)|〉Ω sinc( pg|R|h¯ xθ
)(
1+O
[(
mvM
pg
)2])
. (5.47)
Let us consider the angle integration in the soft and hard collision region, separately.
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In the case of the exponential differential cross section, this angle integral can be
evaluated to
A(p)
∫ ∞
0
dθ θ exp
[
−
(
θ
θ∗(p)
)]
sinc
(
p|R|
h¯
θ
)
= h(s)
〈
σtot(pg)
〉
Ω
2pi
x−2/(s−1)D1
(
pg|R|θ∗(pg)
2h¯
x1/(s−1)
)
. (5.48)
Here, I defined an auxiliary function
D1(x) =
e−x2
x
∫ x
0
dξ eξ
2
, (5.49)
which is related to the Dawson’s integral F(x) by D1(x) = F(x)/x [66]. The function
D1(x) is symmetric and monotonically decreasing, with its maximum value D1(x =
0) = 1. It decreases for large arguments as D1(x) ∼ 1/x2, see also Fig. 26.
In the case of the hard scattering part of the differential cross section, the angular
integral cannot be evaluated in closed form. This integral can be approximately eval-
uated by replacing the function [1− exp(−[θ/θcl]5)] by a Heaviside function Θ(θ −
θ′(p)). The detailed calculation is shown in Appendix B.3. The approximated result is
given by
Icl(p)
∫ ∞
0
dθ θ−(s+2)/s
(
1− exp
[
−
(
θ
θcl(p)
)5])
sinc
(
p|R|
h¯
θ
)
≈ [1− h(s)]
〈
σtot(pg)
〉
Ω
2pi
x−2/(s−1)D2
(
pg|R|θcl(pg)
2h¯Γs/2(1− 2/5s) x
1/(s−1)
)
, (5.50)
where I defined another auxiliary function
D2(x) = 1F2
[
−1
s
;
3
2
,
s− 1
s
;−x2
]
− 2
(s+2)/s
s
cos
(pi
s
)
Γ
(
− s + 2
s
)
|x|2/s. (5.51)
Here, 1F2(a; b, c; x) is a generalized hypergeometric function [129]. This function is con-
fined by |D2(x)| ≤ 1, where equality holds only for x = 0 and converges to D2(x)→ 0
for large arguments x → ∞.
Using the results for the angular integration Eq. (5.49) and (5.50), the decoherence
function reads
η(R) =
∫ ∞
0
dξ ν(ξ)
(
h(s)D1
[
pg|R|θ∗(pg)
2h¯
ξ
]
+[1− h(s)]D2
[
pg|R|θcl(pg)
2h¯Γs/2(1− 2/5s) ξ
])
, (5.52)
where ξ = (p/pg)1/(s−1) is a new dimensionless integration variable. Here, ν(ξ) is a
probability distribution defined by
ν(ξ) =
2(s− 1)
Γ[(2s− 3)/(s− 1)] ξ
4s−7 exp
(
−ξ2(s−1)
)
, (5.53)
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which fulfills the normalization condition
∫ ∞
0 dξν(ξ) = 1. The function ν(ξ) is sharply
peaked near its mean value
ξs = Γ
(
2− 1
2[s− 1]
)/
Γ
(
2− 1
s− 1
)
(5.54)
so that the function D1(x) and D2(x) are approximately linear in this region. This al-
lows us to approximate the integral (5.52) to obtain the decoherence function. The de-
tailed calculation is presented in Appendix B.4. The approximated decoherence func-
tion reads
η(R) ≈ h(s)D1
( |R|
wη
)
+ [1− h(s)]D2
( |R|
wη
µ(s)
)
, (5.55)
where the characteristic width wη of the decoherence function and the factor µ(s) are
given by
wη =
2h¯
ξs pgθ∗(pg)
=
[
ξsΓ
(
s− 3
s− 1
)]−1√〈σtot(pg)〉
2pi
Γ
(
s− 5
s− 1
)
. (5.56)
µ(s) = Γ−s/2
(
1− 2
5s
)
θcl(pg)
θ∗(pg)
=
(s− 1)√
8[1− h(s)]
√
Γ
(
s− 5
s− 1
) [
Γ
(
s− 3
s− 1
)]−(s+1)/2
×
[
2(1− h(s)) sin
(
pi
2
s− 3
s− 1
)](1−s)/2
. (5.57)
For the most relevant case s = 6, this factor is given by µ(6) ' 1.2.
In spite of the some approximations made in the evaluation, the expression Eq. (5.55)
agrees very well with the numerical calculation, as shown in Fig. 26(a). This surpris-
ingly good agreement is partially due to the fact that the glory oscillation and orbiting
resonances in the cross sections discussed in Sect. 5.2.1 and 5.2.2 average out in the
evaluation of the decoherence function. The hard scattering part of the decoherence
function becomes noticeable for a small path separation |R| . wη . Thus the asymptotic
behavior for R → ∞ and the width of the decoherence function, which are important
properties for its characterization, are mainly determined by soft collisions. A super-
position state with a large spatial separation |R|  wη suffers a total decoherence,
where the decoherence function (5.19) shows the asymptotic behavior η(R) → 0. The
width of the decoherence function Eq. (5.56) decreases with increasing momentum as
∝ p−1/(s−1)g . Thus as expected, the higher the temperature of a gas is, the more pro-
nounced is the decoherence effect. In the case of the dipole-induced dipole interaction,
the width of the decoherence function wη ≈ 0.6
√
〈σtot(pg)〉Ω is typically in the of
range of nanometers. The width is estimated to wη ' 0.5 nm if a polar molecule with
a dipole moment d0 = 5 Debye is propagating in a helium gas with the most probable
velocity pg/m = 103 m/s.
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Figure 26: (a) Comparison of the numerical and the approximate analytical decoherence func-
tion η(R). For the numerical data (solid line), the numerical differential cross sec-
tion in Fig. 24 is used. The numerical integration of Eq. (5.20) with this differ-
ential cross section gives the solid line in Panel (a). The dash-dotted and dotted
lines show the theoretical results for the soft, h(s)D1(|R|/wη), and hard collision,
(1− h(s))D2(|R|µ(s)/wη), respectively. The dashed line stands for the total theoret-
ical decoherence function η(R) Eq. (5.55). (b) Comparison between the numerical
and theoretical results for the transfered momentum distribution η˜(Q). The solid
curve is the result of the numerical integration of Eq. (5.60) using the differential
cross section from Fig. 24. The dash-dotted and dotted lines are theoretical results
for the soft scattering (η˜s(Q), Eq. (5.64)) and hard scattering contribution (η˜h(Q),
Eq. (5.66)), respectively. The dashed line shows the total theoretical kick distribution
η˜(Q) = η˜s(Q) + η˜h(Q). For this Figure a gas temperature of T = 300 K is assumed.
Otherwise the same parameter are used as in Fig. 23 and 24.
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5.2.5 Kick distribution
The decoherence function treated in the previous section describes the decay of the
spatial coherence by a single scattering event. Another useful quantity is the distribu-
tion of the transfered momentum Q, which is given by the Fourier transform of the
decoherence function [28]
η˜(Q) =
1
(2pih¯)3
∫
d3Rη(|R|) exp
(
−iQ · R
h¯
)
=
1
2pi2h¯3
∫ ∞
0
dR R2η(R)sinc
(
QR
h¯
)
, (5.58)
Here, the norm of the vectors R = |R| and Q = |Q| are introduced. Instead of using
the approximated decoherence function (5.55), I insert the general expression Eq. (5.20)
into Eq. (5.58). Using the orthogonality relation of the sinc-function [66]∫ ∞
0
dx x2sinc(kx) sinc(k′x) = piδ(k− k′)/2k2, (5.59)
the kick distribution can be evaluated to
η˜(Q) =
[〈
σtot(pg)
〉
Ω Γ
(
2s− 3
s− 1
)
Q2
]−1 ∫ ∞
0
dx x3e−x
2
×
∫ pi
0
dθ sin θ
〈∣∣ f (pgx, cos θ)∣∣2〉
Ω
δ
(
Q− 2pgx sin
(
θ
2
))
, (5.60)
where x = p/pg. The delta function in Eq. (5.60) guarantees the conservation of the
total momentum after a scattering event, i.e. Q = p − p′, where p and p′ are the
incoming and outgoing momentum of the gas particle. In accordance with the con-
servation of the energy, the norm of the transfered momentum must fulfill |Q| =
p
√
2− 2 cos θ = 2p sin(θ/2) with the scattering angle θ. Evaluating the delta function
in the small angle approximation, where sin θ ≈ θ, the distribution function reads
η˜(Q) ≈
[〈
σtot(pg)
〉
Ω Γ
(
2s− 3
s− 1
)
Qp2g
]−1 ∫ ∞
0
dx xe−x
2
〈∣∣ f (pgx, cos θ)∣∣2〉
Ω
∣∣∣∣∣
θ=Q/pgx
(5.61)
= η˜s(Q) + η˜h(Q). (5.62)
In the following, I consider the soft scattering part η˜s(Q) and the hard scattering part
η˜h(Q) of the kick distribution separately.
Inserting the soft scattering part of the differential cross section Eq. (5.33) into
Eq. (5.61), the distribution reads
η˜s(Q) =
A(pg)
2Qp2g
〈
σtot(pg)
〉
Ω
∫ ∞
0
dξ
ν(ξ)
ξ2
exp
[
−
(
Q
pgθ∗(pg)ξ
)2]
, (5.63)
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where ξ = x1/(s−1). The probability function ν(ξ) is defined in Eq. (5.53). This integral
can be evaluated in the same approximation applied for the calculation of the decoher-
ence function, see Sect. 5.2.4 and Appendix B.4. The approximated expression of the
distribution function is then given by
η˜s(Q) ≈ A(pg)2Qp2g
〈
σtot(pg)
〉
Ω ξ
2
s
exp
[
−
(
Q
pgθ∗(pg)ξs
)2]
=
h(s)
2piQ
(wη
2h¯
)2
exp
[
−
(
Qwη
2h¯
)2]
, (5.64)
which involves the mean transferred momentum
√
pih¯/wη . The same result can be
obtained by a direct Fourier transformation of the decoherence function Eq. (5.49).
Analogously, the hard scattering part can be evaluated to
η˜h(Q) =
1− h(s)
2spiΓ(1− 2/5s)Q2
(
θcl(pg)pg
Q
)2/s
×
∫ ∞
0
dξ ν(ξ)ξ2/s
(
1− exp
[
−
(
Q
pgθcl(pg)ξ
)5])
(5.65)
≈ 1− h(s)
2spiΓ(1− 2/5s)Q3
(
Qwη
2h¯µ(s)
)−2/s(
1− exp
[
−
(
Qwη
2h¯µ(s)
)5])
.(5.66)
Note that the singularity of η˜(P) at P = 0 reflects the fact that the decoherence
function (5.55) is not normalizable, i.e.
∫
d3R η(R) = ∞. Nevertheless, its Fourier
transform (5.62) is normalized
∫
d3Q η˜(Q) = 1 in accordance with η(0) = 1. Fig-
ure 26(b) shows the distribution for the absolute value of the transfered momentum
4piQ2η˜(|Q|), which confirms a good agreement of the theory with the numerical result.
The most probable transfered momentum seems to be well approximated by
√
pih¯/wη
(solid vertical line in Fig. 26(b)). As expected, the hard collision part of the differential
cross section describes a high transfered momentum Q & 2h¯/wη .
5.3 phase-space dynamics in the presence of colli-
sional decoherence
Having derived an analytical expression for the decoherence function η(R), which
describes the loss of spatial coherences due to a singe collision, I am now in a position
to treat the molecular motional state in a gaseous environment. As demonstrated in
Sect. 5.1, the master equation in the limit of high molecular mass m/M → ∞ is given
by
∂t 〈R1 | ρ |R2〉 = 1ih¯ 〈R1 | [ρ, H] |R2〉 − γ(t)[1− η(R1 − R2)] 〈R1 | ρ |R2〉 , (5.67)
where γ(t) is the scattering rate and η(R) is the decoherence function. Here I consider
the one-dimensional dynamics in the x-direction, which is relevant for the application
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to the matter wave interferometer in Chap. 6, as discussed in Sect. 2.1. For simplicity I
denote the molecular c.m. coordinate and momentum in x-direction as R · ex = x and
P · ex = p.
The master equation (5.67) can be conveniently solved using the characteristic func-
tion of the Wigner function, see Sect. 2.25. Let us first consider the free propagation
in absence of collisional decoherence. As discussed in Sect. 2.3, the free evolution of
the Wigner function is described by the equation ∂tW(x, p) = −p∂xW(x, p)/M. This
corresponds in the picture of the characteristic function to
∂tχt(s, q)
γ=0
= −
∫ ∫
dxdp ei(qx−ps)/h¯
p
M
∂
∂x
Wt(x, p) = − qM
∂
∂s
χt(s, q). (5.68)
Its solution is a shearing transformation χt(s, q) = χ0(s − qt/m, q) as in the Wigner
representation, see Sect. 2.3. Thus the master equation Eq. (5.67) in the characteristic
function representation reads
∂tχt(s, q) = − qM∂sχt(s, q)− γ(t)[1− η(s)]χt(s, q). (5.69)
On the one hand, this partial differential equation has a simple solution χt(s, 0) =
χ0(s, 0) exp(−
∫ t
0 dτ γ(τ)[1− η(s)]) if q = 0. On the other hand, the general solution
must contain the free propagation solution χt(s, q) = χ0(s − qt/m, q) in the limit
of γ → 0. Combining these two special solutions, one gets the general solution of
Eq. (5.69) [130]
χt(s, q) = χ0
(
s− qt
M
, q
)
exp
{∫ t
0
dτ γ(τ)
[
η
(
s− q
M
(t− τ)
)
− 1
]}
. (5.70)
It can be readily shown that this characteristic function solves the differential equation
(5.69). Thus in the characteristic function representation, the effect of decoherence is
represented by an exponential factor.
6
APPL ICATION TO MATTER -WAVE
INTERFEROMETRY
In the previous chapters, I concentrated on the description of the molecule-light in-
teraction including diverse photophysical molecular processes as well as the effect of
molecule-atom scattering. As an application, I examine interference of molecules in
some prominent interferometers in this chapter: the KDTL (Kapitza-Dirac-Talbot-Lau)
interferometer in Sect. 6.1, OTIMA (Optical time-domain ionizing matter-wave) inter-
ferometer in Sect. 6.2 and a far-field interferometer in Sect. 6.3. Interferometers show
the quantum nature of particles in an illustrative way and can also be applied for a
measurement of vacuum properties of particles [47]. In the course of this chapter, I
especially highlight three effects with the help of interferometers: photon absorption,
fluorescence and collisional decoherence.
Photon absorption results in a transfer of momentum and excites a molecule. The
absorption-induced recoil can shift an interferogram, which is well illustrated espe-
cially in a far-field interferometer: noticeable additional sub-peaks occur in the inter-
ferogram, see Sect. 6.3.1. In addition, an optical excitation of a molecule can enhance
its absorption cross section and the polarizability, which is shown to have a significant
effect on both the near- and far-field interference. That is, an interferometer with op-
tical gratings can be used for a measurement of excited state properties of molecules,
which are otherwise hard to access.
Both fluorescence and collisional decoherence are expected to result in a reduction of
interference contrast, which is discussed in Sect. 6.1 and 6.4. Compared to fluorescence,
the decoherence due to scattering with an environmental gas is more pronounced be-
cause the collision-induced momentum transfer is typically about 100 times larger
than the grating momentum 2pih¯/d, see also Sect. 5.2.5. Due to this large impact of
scatterings, one expects also that a lot of the scattered molecules are kicked out of an
interferometer, which causes a signal loss. While collisional decoherence leads to an ex-
ponential reduction of the visibility in a near-field interferometer, scattered molecules
can create a flat underground in a far-field interferogram as examined in 6.4.
6.1 kapitza-dirac-talbot-lau interferometer
As discussed in Subsection. 2.6.2, the KDTLI is a near-field Talbot-Lau interferometer
consisting of three gratings. The first material grating imprints periodic patterns into
the molecular density distribution in order to create sufficient spatial coherence in
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front of the second grating. The quantum diffraction occurs at the second grating,
which is formed by a standing-wave laser beam. The third material grating serves to
scan the molecular density distribution. I consider here the most relevant symmetric
case, that is, the gratings have the same period d and are equally separated by the
distance L. In Sect. 6.1.1, the results of the ladder model are discussed, which describes
the transformation of the molecular center-of-mass state by an optical grating. Here,
also the triplet excited state of a molecule is taken into account, which can enhance
the absorption cross section and polarizability of molecules. The ladder model is a
good approximation if the Rabi-oscillation between the ground and excited state is
negligible, which is guaranteed by the extremely short lifetime of molecular vibronic
states, see Sect. 3.2. Nevertheless, it is an interesting question, how Rabi-oscillations
affect the KDTLI interference for dipole transitions with long lifetimes as in the case
of atomic interferometry. It turns out that the interferogram gets highly nonsinusoidal,
as shown in Sect. 6.1.3. Finally, in Sect. 6.1.4, the effect of fluorescence is examined.
6.1.1 Ladder model
As discussed in Sect. 2.6.2, the interference pattern of KDTLI has a sinusoidal form,
characterized by the visibility Vsin and the mean molecular count rate S, see Eq. (2.64).
Due to the absorption-induced increase of the internal temperature, molecules are
distinguishable in terms of the absorbed photon number `. If a molecule absorbs `
photons, the conditional sinusoidal interference pattern reads
S`(xs) = S`
[
1+ Vsin (`) cos
(
2pixs
d
)]
, (6.1)
where xs is the shift of the third grating and S` is the mean molecular counts. The
interferogram is characterized by the conditional visibility
Vsin(`) = 2sinc2(pi f )B2 (L/LT; `)B0 (0; `) , (6.2)
where f = Dg/d is the opening fraction of the material gratings and LT is the Tal-
bot length, see Eq. (2.44). From the solution of the ladder-model master equation ρ``,
Eq. (3.45), the conditional Talbot-coefficients Bm(ξ; `) can be calculated in terms of the
Fourier integral
Bm(ξ; `) =
1
d
∫ d/2
−d/2
dx exp
(
−i2pix
d
m
)
ρ``(x− dξ/2, x + dξ/2)
ρ˜(x− dξ/2, x + dξ/2) . (6.3)
Here, ρ˜ is the initial density operator prior to the laser interaction. Note that the un-
conditional interferogram is given by the sum S = ∑∞`=0 S`, however, the unconditional
visibility does not corresponds to the sum of conditional ones, Vsin 6= ∑∞`=0 Vsin(`). The
unconditional visibility is given by the sum
Vsin =
∞
∑
`=0
B0(0; `)Vsin(`) (6.4)
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Figure 27: (a) Unconditional sinusoidal visibility based on the ladder model as a function of the
Talbot parameter L/LT. The visibility in the presence of photon absorptions (solid
line, φ0 = pi, n0 = 1) is compared with the case of a pure phase grating (shadowed
area, φ0 = pi, n0 = 0). The earlier description of the photon absorption as a classical
random-walk [31] (dashed line) does not agree with the correct quantum prediction.
(b) The solid, dashed and dash-dotted lines are the conditional visibilities Eq. (6.2)
for ` = 0, 1, and 2 photon absorptions, respectively. Compared to the unconditional
result (shaded area), one expects higher maximal visibilities. Panel (c) and (d) show
the KDTLI interferograms for L/LT = 3.25 and 4.25, respectively. These values are
indicated in Panel (b) as the vertical lines. The thick top line is the unconditional
interferogram and the thin lines correspond to conditional ones for ` = 0, 1 and 2
from the top. For this figure, I set the opening fraction of the first and third grating to
f = 0.42 and the enhancement factor to η(T)a = η
(T)
p = 1, i.e. a molecule is assumed
not to change its properties upon absorption of photons.
weighted by the conditional transmission B0(0; `) with ∑∞`=0 B(0; `) = 1.
In oder to examine the effect of photon absorptions, let us consider the case of
η
(T)
a = η
(T)
p = 1, that the molecular polarizability and the absorption cross section are
independent of the internal molecular excitation. In this case the integral in Eq. (6.3)
can be evaluated analytically, as presented in Sect. 3.4. Absorption of photons leads to
a reduction of the unconditional visibility almost everywhere, as shown in Fig. 27(a),
which compares the results in the presence (solid line) and in the absence of absorp-
tions (shadowed area). The reduction is especially pronounced in the range L/LT ∈
[3, 4], which is due to the fact that some of the conditional interferograms are phase-
flipped with respect to the others. Indeed, the conditional interferograms of molecules
that absorbed an odd number of photons exhibit a negative visibility in this region,
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Figure 28: (a) Unconditional visibility as a function of the Talbot parameter L/LT. The visibility
for no triplet enhancement (η(T)a = η
(T)
p = 1, solid line) is compared with the case of
an enhanced triplet absorption cross section (η(T)a = 1.5 and η
(T)
p = 1, dashed line)
and an enhanced triplet polarizability (η(T)a = 1 and η
(T)
p = 1.5, dash-dotted line).
The mean absorption number n0 = 1.5 and the phase φ0 = 1.25n0 are assumed for
this plot. (b) Unconditional visibility as a function of the mean absorbed photon
number n0, which scales linearly with the laser power. For this plot, the Talbot
parameter is fixed to L/LT = 2.2. For reference, the red dots denotes the same spot
(L/LT = 2.2, n0 = 1.5) in both panels.
as shown in Fig. 27(b). In contrast, in the region L/LT ∈ [4, 5], the conditional inter-
ferograms are mostly in phase so that the unconditional visibility is comparably high.
This phase flip is illustrated in Fig. 27(c) and (b), where the conditional interferograms
are plotted for L/LT = 3.25 and 4.25. In general, conditional interferograms exhibit a
higher maximal visibility than the unconditional one, which is mainly due to a low
conditional transmission probability: only 36% of the molecules absorb at least one
photon. While the conditional interferograms reach a maximal visibility of about 0.7,
the unconditional visibility is Vsin . 0.5, see Fig. 27(b).
It is important to remark that the earlier description of photon absorption imple-
mented as classical random-walk in phase space [31] predicts a different visibility
compared to the quantum model. Curiously, these two models predict mirror-imaged
visibility curves, see Fig. 27(a). This difference, however, was not observed in previous
experiments [23, 31] because this subtle effect is only visible if the molecular velocity
distribution is sufficiently narrow. A new experiment with an improved velocity selec-
tion indicates the correctness of the ladder model [44], which is discussed in the next
section.
The results in Fig. 27 are valid for low laser powers, where the ground state popula-
tion dominates the molecular dynamics. However, for high laser powers, the long-lived
molecular triplet state can no longer be neglected. For C70 in toluene, the absorption
cross section of the triplet state exceeds that of the singlet state by the factor 1.5 (for the
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Figure 29: Panels (a)-(d) show experimental data measured in the KDTLI (gray points) and
the unconditional visibility as predicted by the ladder model (solid line) for a laser
power of (a) P = 3.5 W, (b) P = 3.75 W, (c) P = 5.25 W and (d) P = 5.75 W [44]. C70
molecules interfere in this experiment, whose polarizability and absorption cross
section are given by α(C70) = 4piε0 × 114 Å and σ = 1.97 · 10−21 m2 for the laser
wavelength of λL = 532 nm [81]. The blue dotted curve is the quantum prediction
of a pure phase grating. The red dashed curve corresponds to the result of the
absorption model, which treats photon absorptions incoherently in terms of the
random momentum kicks in phase space [31].
laser wavelength of 523 nm) [131]. As shown in Fig. 28(a), the enhanced triplet-state
polarizability and absorption hardly effects the visibility for n0 = 1.5. For higher laser
powers, where the mean absorption number exceeds n0 & 2.5, the effect of the molec-
ular triplet state becomes visible, see Fig. 28(b). While the visibility is significantly
affected by an enhanced polarizability (dashed line), the enhancement of the absorp-
tion cross section (dash-dotted line) seems to have a modest effect. That is, KDTLI
could provide a non-spectroscopic measurement of the molecular excited-state polar-
izability, which is in general hard to access. (Because the triplet polarizability for C70
cannot be found in the literature, I assumed η(T)p = η
(T)
a = 1.5 for Fig. 28)
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6.1.2 Experimental verification of the ladder model
Figure 29 shows the comparison between the experimental KDTLI visibilities (gray
dots) and the theoretical prediction of the ladder model Eq. (6.4) (solid curve). The
experimental data confirm the characteristic reduction of the visibility for the region
L/LT ∈ [3, 4] compared to the case of a pure phase grating (blue dotted line). The
previous model, which treats photon absorptions as a classical random walk in phase
space [31], cannot explain this reduction. That is, this experimental data provide evi-
dence that the momentum transfer of ±h¯kL due to a photon absorption is a coherent
process as described in the ladder model. The negative visibilities in Fig. 29 indicate
phase flips of the interferogram, as discussed in the previous section.
The experimental data do not indicate any effect of enhanced triplet-absorption
cross section and triplet-polarizability of the C70 molecule. The mean absorbed photon
number in this experiment is n0 . 1.8 and thus the laser power is not high enough
for the measurement of the enhancement factors η(T)a and η
(T)
p . With increasing laser
power, the visibility curve gets more structured, as illustrated by Panels (a)-(d), and
the mean visibility becomes smaller [23, 31]. This effect might be a challenge for future
KDTLI experiments with greater laser powers.
6.1.3 Rabi model
In the present thesis, photon absorptions by molecules are treated incoherently, assum-
ing that Rabi-transitions between two molecular vibronic states are suppressed due to
extreme short life times of the excited states. While it is a good approximation for
many large molecules, there are also special cases, where a few Rabi cycles are permit-
ted [132, 133]. My aim in this section is to examine the effect of Rabi-oscillations on
the KDTLI interferogram.
For the examination of Rabi oscillation effects, I consider the dynamics between the
molecular ground state |S0〉 =ˆ |0〉and an excited state |S∗n〉 =ˆ |1〉, which decays with
the lifetime τIC to the lowest singlet excited state |S1〉 =ˆ |2〉, see Sect. 3.2. If the decay
time of the excited state is comparable to the interaction time tL, the internal dynam-
ics exhibits damped Rabi oscillations. The Rabi-oscillations due to an optical grating
imprint an oscillating structure in the ground state transmission, because the oscilla-
tion frequency ΩR(x) =
√
Ω20 cos2(kLx) + ∆2 depends on the position of the particle
x, where Ω0 is the on-resonance Rabi frequency and ∆ is the detuning. This phe-
nomenon is illustrated in Fig. 30(a), which compares the transmission of the ladder
model Eq. (3.33) (shadowed area) to that of the Rabi-model (solid line). The trans-
mission of the Rabi-model in Fig. 30(a) corresponds to the solution ρ00(x, x; tL) of the
master equation (3.10)-(3.13). For the Rabi case, there are two minima of zero transmis-
sion between a standing-wave node and an antinode, which correspond to an effective
pi- and 3pi-pulse length. At an antinode, the transmission is below 100% due to losses
into the dark state.
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Figure 30: (a) Transmission probability for molecules ending up in the ground state. The solid
line corresponds to the analytical solution ρ00(x, x; tL) of the master equation (3.10)-
(3.13). For comparison, a conditional transmission of the ladder model for zero pho-
ton absorption (n0 = 1.2, shadowed area) is shown. Here, I assumed the resonant
case ∆ = 0, a long excited state lifetime τIC = tL and the Rabi frequency Ω0tL = 4pi,
i.e. a 4pi-pulse at the laser anti-nodes. (b)-(e) Numerical results for the KDTLI fringe
pattern (2.61) in the presence of Rabi oscillations. For better illustration of the Rabi-
effect on the interferogram, the detector is assumed to be sensitive only to the
ground-state particles. The separation of the KDTLI gratings is L = 2LT and the
opening fraction of the first and the third grating is chosen to be small, f = 0.1. The
Rabi frequencies are Ω0tL = 2pi to 8pi in panels (b) to (e), respectively. The interfero-
grams become highly nonsinusoidal because higher-order fringes emerge with each
Rabi cycle.
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Because of the additional oscillation in the molecular transmission probability, one
expects higher-order fringe oscillations also in the KDTLI interferograms. Figure 30(b)-
(e) shows the interferograms of ground-state molecules for different Rabi frequencies,
which indicates the higher harmonics in the fringe patterns. For these curves the
ground-state density operator ρ00(x, x′; tL), evaluated from the master equation (3.10)-
(3.13), is inserted into Eq. (2.61). Note that the opening fraction of the first and third
grating is assumed to be small, f = 0.1, not to wash out small structures in the fringe
pattern.
6.1.4 Fluorescence
The ladder model delivers reliable results for molecules, where the intersystem cross-
ing dominates the deactivation processes of the singlet excited state, e.g. for C60 or
C70. However for molecules with sufficiently high fluorescence yield, e.g. Hypericin
or TPP, one expects in addition decoherence due to fluorescence, i.e. reduction of the
interference visibility. The calculation of the sinusoidal visibility is analogous to the
ladder model in Sect. 6.1.1. The conditional visibility reads
Vsin(`F) = 2sinc2(pi f )B2 (L/LT; `F)B0 (0; `F) (6.5)
if a molecule undergoes `F fluorescence events. The conditional Talbot coefficients
Bm(ξ; `F) can be calculated from the solutions of the fluorescence master equation
(4.28) and (4.30),
Bm(ξ; `F) =
1
d
∫ d/2
−d/2
dx exp
(
−i2pix
d
m
)
×ρG,`F(x− dξ/2, x + dξ/2) + ρT,`F(x− dξ/2, x + dξ/2)
ρ˜(x− dξ/2, x + dξ/2) (6.6)
Here, the subscripts G and T stand for the ground state and triplet state, respec-
tively. The unconditional visibility is given by the sum over all conditionals Bm(ξ) =
∑∞`F=0 Bm(ξ; `F).
It turns out that the effect of fluorescence decoherence is small directly behind a
diffraction grating, as illustrated in Fig. 31(a). Note that for simplicity I assumed a δ-
like fluorescence spectrum fk(k) = δ(k− kF) with the fluorescence wavenumber kF =
0.7kL in Fig. 31. The mean momentum recoil h¯kF/2 of a fluorescence photon leads after
free propagation over a distance L to a shift of the molecular position of about
∆xF =
h¯kF
2M
L
vM
=
kFd
2kL
L
LT
, (6.7)
where M and vM are the mass and the longitudinal velocity of a molecule. For example,
for L/LT . 0.5 and kF = kL, the estimated shift of molecules due to the emission of a
fluorescence photon is ∆xF . 0.15d. Because this shift is small compared to the period
of the interferogram d, fluorescence does not lead to a total destruction of the visibility.
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This is demonstrated in Fig. 31(b), where the conditional visibilities are shown for
different numbers of fluorescence events `F = 0, 1 and 2 for the solid, dashed and
dash-dotted line, respectively. For L/LT . 0.5 one expects still high visibilities, while
for L/LT & 0.5 fluorescence deteriorates the conditional visibilities for `F ≥ 1 almost
completely. Of course, the zeroth conditional visibility (solid line in Fig. 31(b)) is not
affected by fluorescence, that is why the unconditional visibility is still nonzero even
for L/LT & 0.5.
Surprisingly, the unconditional visibility is enhanced due to fluorescence in the
range L/LT ∈ [1, 2], see Fig. 31(a). Recalling the ladder model discussed in Sect. 6.1.1,
this is the region where photon absorptions deteriorate the visibility because some
conditional interferograms exhibit a negative visibility. Due to fluorescence decoher-
ence, the contribution with negative conditional visibilities vanish, which leads to an
improvement of the unconditional visibility.
The effect of fluorescence depends sensitively on the mean absorbed photon number
n0, i.e. on the laser power, as shown in Fig. 27(c), where the unconditional visibility is
examined for a fixed Talbot parameter L/LT = 2.5. The maximum of the visibility at
n0 ≈ 2 reduces about 30% due to fluorescence. Interestingly, the effect of fluorescence
is less pronounced for a high absorption number n0. That is, in order to examine
the effect of fluorescence, one does not need a high-power laser. A mean absorption
number of n0 = 1.5− 3.5 is quite sufficient for this sake.
6.2 otima interferometer
In any interferometer based on the Talbot-Lau scheme the initially incoherent beam
of particles must interact with an absorptive grating, which modulates the particle’s
transmission periodically. In the case of KDTLI, the first material grating serves as
a preparer for a coherent beam, see Sect. 2.6.2. In the OTIMA (optical time domain
matter wave) interferometer, an absorptive grating is realized by a standing-wave laser
grating, whose wavelength is short enough to ionize particles [32]. OTIMA consists of
the three ionizing optical gratings and operates in time-domain, that is, these gratings
are switched on for a short time interval. One of the useful features of OTIMA is the
fact that the interference pattern is largely independent of the particle’s longitudinal
coherence and of the dispersive phase shifts, a general characteristic of time-domain
interferometers [24].
In Sect. 6.2.1, I discuss the OTIMA interference assuming that a single absorption
event leads to an ionization of a particle. A detailed description for this case is pre-
sented also in Ref. [32]. In Sect. 6.2.2, I consider a particle, which can store multiple
photon energies before it gets ionized.
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Figure 31: (a) Unconditional KDTLI visibility as a function of the Talbot parameter L/LT in
the presence (solid line) and in the absence of fluorescence (shadowed area). The
quantum yields are chosen to be ΦISC = 0.52, ΦIC = 0 and ΦF = 0.48 for the solid
line, which corresponds to Hypericin. The shadowed area is a prediction of the
ladder model. (b) The conditional visibilities for different numbers of fluorescence
events `F = 0 (solid line), 1 (dashed line) and 2 (dash-dotted line). For Panels (a)
and (b) the mean absorbed photon number and the phase are set to n0 = 2 and
φ0 = 1.25n0, respectively. (c) Unconditional visibility as a function of the mean
absorption number n0 for a fixed Talbot parameter L/LT = 2.5. The visibility in
the presence of fluorescence (solid line) is compared with the result of the ladder
model (dashed line). The visibility reduction is maximal for n0 ≈ 2. The red dots
denote the same point (L/LT, n0) = (2.5, 2) in Panel (a) and (c). The fluorescence
spectrum is assumed to be δ-shaped in this figure, i.e. fk(k) = δ(k − kF) with the
fluorescence wavelength kF = 0.7kL.
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Figure 32: Schematic illustration of the OTIMA setup. A cloud of molecules passes through
three pulsed optical ionizing gratings, which illuminate the molecules at times t = 0,
T and 2T. The ionized molecules are removed from the interferometer by means of
a homogeneous electric field.
6.2.1 Single-photon ionization grating
As depicted in Fig. 32, the OTIMA interferometer consists of three optical gratings
G1, G2 and G3, which illuminate subsequently a cloud of particles for a short time
∆t. The delay time T between two grating pulses serves as a control parameter in
OTIMA, while the spatial separation of the gratings are fixed. For realizing an absorp-
tive grating, an UV laser is utilized, whose wavelength is short enough to ionize the
particles. These gratings are referred to as a single-photon ionization (SPI) gratings.
The ionized particles are then removed from the interferometer by means of a homo-
geneous electric field. That is, these ionization gratings create a spatial modulation of
the non-ionized particles similar to a material grating.
From theoretical point of view, the description of OTIMA and KDTLI is the same:
OTIMA can be interpreted as a conditional KDTLI, which detects only such particles
that absorb no photons. That is, the OTIMA interferograms are described by means of
the conditional Talbot coefficient Bm(T/tT; ` = 0), see Eq. (3.71). Note that the inter-
ferogram depends on the pulse delay T/tT, where tL is the Talbot time, see Eq. (2.44).
The sinusoidal visibility is thus given by [32]
Vsin = 2
B(1)−1(0; 0)B
(2)
2 (T/tT; 0) B
(3)
−1(0; 0)
B(1)0 (0; 0)B
(2)
0 (0; 0) B
(3)
0 (0; 0)
= 2
I1(n
(1)
0 /2)
I0(n
(1)
0 /2)
(
ζcoh − ζabs
ζcoh + ζabs
) J2 (√ζ2coh − ζ2abs)
I0(n
(2)
0 /2)
I1(n
(3)
0 /2)
I0(n
(3)
0 /2)
. (6.8)
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Here, the superscript of the absorption number n(j)0 and the Talbot coefficients B
(j)
m (ξ; `)
denotes the j-th grating. This result is examined in detail in [32] and also confirmed
experimentally [24, 25].
In the next subsection, I consider the general multi-photon absorption grating, where
particles are not ionized until they absorb N photons.
6.2.2 Multi-photon ionization grating
If the ionization energy exceeds the photon energy, a particle ends up in an excited but
not ionized state after absorption of a photon so that multiple photons are needed for
ionization. In OTIMA a particle can absorb photons at three different optical gratings
G1, G2 and G3. Assuming that a particle has absorbed `tot photons in total, there are
∑`totj=0(j + 1) = (`tot + 1)(`tot + 2)/2 possibilities to absorb photons at these gratings.
For example for `tot = 1, an absorption can occur at G1, G2 or G3, i.e. there are three
possibilities. For the calculation of the OTIMA visibility with N-photon ionization
gratings, all these combinations must be taken into account, i.e. the sinusoidal visibility
reads
VNsin = 2
C1(T/tT; N)
C0(0; N)
. (6.9)
Here, Cj(ξ; N) denotes the total Talbot coefficients
Cj(ξ; N) =
N
∑
`tot=0
`tot
∑
`1=0
`tot−`1
∑
`2=0
B(1)−j (0; `1)B
(2)
2j (ξ j; `2)B
(3)
−j (0; `tot − `1 − `2), (6.10)
where the sum indices `1and `2 stand for the number of absorbed photons at the
first and the second grating, respectively. The triple sums in Eq. (6.10) involve all
∑N`tot=0(`tot + 1)(`tot + 2)/2 = (N + 1)(N + 2)(N + 3)/6 possible combinations of the
Talbot coefficients. Note that the particle’s polarizability and absorption cross section
are assumed to be independent of the absorbed photon number `. The effect of the
enhancement of the polarizability and absorption cross section is discussed in the next
section.
A main consequence of a multi-photon ionization is the reduction of the visibility
for a fixed laser power, as shown in Fig. 33(a). The maximal visibility for quadruple-
photon ionization gratings (dotted line) is reduced by about 80% compared to the case
of SPI gratings. This reduction can be explained by the enhancement of the transmis-
sion C0(0; N), see Fig. 33(b), because the visibility (6.9) is inversely proportional to the
transmission.
6.2.3 Double-photon ionization grating incorporating the excited state
In a multi-photon ionization grating, one must consider the photo-excitation of par-
ticles, which can lead to the enhancement of the polarizability and absorption cross
section of the particle. For example, a molecule can be excited to the long-lived triplet
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Figure 33: (a) Sinusoidal visibility (6.9) of the OTIMA with multi-photon ionization gratings
as a function of the Talbot parameter T/tT. The solid, dashed, dash-dotted and
dotted line correspond to the case of single-, double-, triple-, quadruple-photon
ionization gratings, respectively. The parameters are set to n0 = 2 and φ0 = 1.25n0(b)
Corresponding total transmission through the three optical gratings as a function of
the mean absorbed photon number n0.
state as discussed in Sect. 3.3. For the examination of this effect, I consider in this
section the case of a double-photon ionization (DPI) grating.
As discussed in the previous subsection, there are three possibilities for the absorp-
tion of a single photon in the case of three DPI gratings. Let us consider at first the
case that a particle absorbs a single photon at G1. Here, the grating transformation
of G1 is given in terms of the conditional Talbot coefficients B
(1)
m (0; ` = 1). Because
this particle is excited after G1, the enhancement of the absorption number n0 → ηan0
and phase modulation φ0 → ηpφ0 must be taken into account for the subsequent grat-
ings transformations at G2 and G3. The transformation by the gratings G2 and G3 are
thus represented by the conditional Talbot coefficients B˜(2)m (ξ; 0) and B˜
(3)
m (0; 0), respec-
tively. Here, the tilde denotes that the Talbot coefficients refer to an excited particle.
Considering all possibilities, the visibility reads
Vsin = 2C1(T/tT)C0(0) , (6.11)
where the total Talbot coefficients are given by
Cj(ξ) = B
(1)
−j (0; 0)B
(2)
2j (ξ j; 0)B
(3)
−j (0; 0) + B
(1)
−j (0; 1)B˜
(2)
2j (ξ j; 0)B˜
(3)
−j (0; 0)
+B(1)−j (0; 0)B
(2)
2j (ξ j; 1)B˜
(3)
−j (0; 0) + B
(1)
−j (0; 0)B
(2)
2j (ξ j; 0)B
(3)
−j (0; 1). (6.12)
Note that the first term stands for particles that absorbed no photons.
Wile the enhancement of the polarizability ηp does not have a major effect (Fig. 34(b)),
the enhancement of the absorption cross section leads to a clear increase of the visibil-
ity, see Fig. 34(a). It turns out, in the limit of ηa → ∞, the DPI visibility (6.11) converges
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Figure 34: Visibility of OTIMA with DPI gratings as a function of Talbot parameter T/tT. For
the comparison, the shadowed area denotes the visibility in the case of SPI gratings.
Panel (a) illustrates the effect of enhancement of the absorption cross section by
comparing the visibilities for ηa = 1 (solid line), ηa = 2 (dashed line) and ηa = 3
(dashed-dotted line), while the polarizability is assumed to be unchanged, ηp = 1.
For Panel (b), in contrast, I assumed a constant absorption cross section ηa = 1 and
different excited state polarizability with ηp = 1 (solid line), ηp = 2 (dashed line)
and ηp = 3 (dash-dotted line).
to the SPI case (6.8). In this case, the absorption of a single photon implies immediate
absorption of an another one, i.e. a DPI grating in this limit is equivalent to a SPI
grating. The OTIMA interferometer turns out to be sensitive to the enhancement of
the absorption cross section, while the KDTLI is rather suitable for the measurement
of the excited state polarizability, see Fig. 28. That is, OTIMA and KDTLI can serve as
complementary measurement schemes for excited state properties.
6.3 far-field interferometer
A far-field interferometer tests the quantum nature of a particle in a very illustrative
way since the interference pattern on the detection screen demonstrates clearly the
particle-wave duality. Far-field interferometers have been successfully utilized to in-
vestigate the quantum properties of electrons [134], atoms [135] and also molecules
[19, 52]. In this section I consider a far-field setup with an optical diffraction grating.
It turns out that the recoil effect due to photon absorptions is highlighted in a far-
field interferogram as additional sub-peaks, see Sect. 6.3.1. The effect of fluorescence
is examined in Sect. 6.1.4.
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6.3.1 Ladder model
A typical far-field interferometer consists of a beam source, a collimator, a diffraction
grating, and a detector. The distance between a beam source and a diffraction grating
shall be L1. After the interaction with a diffraction grating, molecules propagate freely
over the distance L2 before they get detected. In this section I assume an optical grating
for the diffraction and I present the implications of the ladder model applied to a far-
field interferometer. For a detailed description of a far-field set up, see also Fig. 5 in
Sect. 2.6.1.
As discussed in Sect. 3.3.5, the solution of the ladder master equation, which de-
scribes the transformation of the molecular center-of-mass state by an optical grating,
can be given in terms of the generalized measurement operators M˜`(x; θ),
ρ``(x, x′; tL) =
∫ 1
0
dθ M˜`(x; θ)ρ˜(x, x′)M˜∗` (x
′; θ). (6.13)
Here, the subscript ` denotes the number of absorbed photons and ρ˜(x, x′) is the initial
density operator prior to the grating interaction. The operator M˜`(x; θ) is diagonal in
position x and depends on a dimensionless parameter θ, which corresponds to the
time of the first photon absorption θ = t1/tL, see Sect. 3.3.5.
Following the same calculation as in Sect. 2.6.1, the conditional far-field interfero-
gram can be expressed by
w`(x/∆x) =
d
∆xH
∫ 1
0
dθ
∣∣∣∣∫
R
dx0 exp
[
i
2pix
d∆x
x0 − i pidd∆x x
2
0
(
1+
L2
L1
)]
t`(x0; θ)
∣∣∣∣2 ,
(6.14)
where t`(x0; θ) is the grating function describing the molecule-laser interaction,
t`(x; θ) = Θ(H/2− |x|)M˜`(x; θ). (6.15)
Here, the Heaviside function Θ(H/2− |x|) represents a collimator of width H directly
in front of an optical grating. Again, the unconditional interferogram is given by the
sum w(x/∆x) = ∑∞`F=0 w`F(x/∆x).
Figure 35 compares the unconditional interferograms in the presence (solid line)
and in the absence of photon absorption (shadowed area). The main diffraction peaks
appear at x/∆x = n, n ∈ Z, where ∆x = dL2/LT is the separation of two neighbor-
ing diffraction peaks. This distance ∆x corresponds to the shift, which results from
the transfer of one grating momentum 2pih¯/d at the diffraction grating. Absorption
processes create additional peaks in the interferogram, which are located between the
main diffraction peaks, i.e. at x/∆x = 1/2+ n. An absorption event implies the trans-
fer of half of the grating momentum h¯kL = pih¯/d, which leads to the shift of the con-
ditional interferograms in units of ∆x/2. As illustrated in Fig. 35(b), these additional
peaks consist of molecules that absorbed an odd number of photons.
I examine the effect of enhancement of the triplet-state polarizability and the ab-
sorption cross section with the help of the unconditional interferogram in Fig. 5. The
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Figure 35: Far-field interferogram as a function of the lateral position x/∆x, where ∆x =
dL2/LT corresponds to the separation of two main diffraction peaks. Panel (a) com-
pares the unconditional interferograms of non-absorbing (shadowed area, n0 = 0,
φ0 = 2.5) and absorbing molecules (solid line, n0 = 2, φ0 = 2.5). The signal is nor-
malized on the maximum of the solid line. Panel (b) shows the contribution of the
conditional interferograms (thin lines) to the unconditional interferogram (top thick
line). The thin lines from top to bottom are the conditional interferograms (6.14) for
` = 0, 1 and 2 photon absorptions, respectively. Note that for a better illustration
the curves are shifted vertically. For this figure, I assumed L1 = L2, no enhancement
factor for the triplet state, η(T)a = η
(T)
p = 1, the width of the collimator H/d = 10,
and a finite detector resolution of Dd/∆x = 0.1.
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Table 5: Unconditional far-field interferogram as a function of the position x/∆x. Panel (a) ex-
amines the effect of enhanced triplet-state absorption cross section by comparing the
interferograms for η(T)a = 1 (solid line), η
(T)
a = 2 (dashed line) and η
(T)
a = 3 (dash-
dotted line), while the polarizability is assumed to be unchanged, η(T)p = 1. The en-
hancement of the absorption cross section leads to a reduction of the diffraction peaks.
The effect is more pronounced for the sub-peaks at x/∆x = 1/2+ n, n ∈ Z, compared
to the main diffraction peaks at x/∆x = n. In Panel (b) the interferograms are illus-
trated for different values of the enhancement factor, η(T)p = 1 (solid line), η
(T)
p = 2
(dashed line) and η(T)p = 3 (dash-dotted line). Here, the absorption cross section is as-
sumed to be constant η(T)a = 1. Otherwise, the same parameters are used as in Fig. 35.
A higher triplet state polarizability causes the population of higher diffraction peaks,
in contrast to Panel (a).
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enhancement factors η(T)a for the absorption cross section and η
(T)
p for the polarizabil-
ity are introduced in Sect. 3.3.4. Because the sub-peaks at x/∆x = 1/2 + n, n ∈ Z
contain only molecules that absorbed at least one photon, they are more strongly af-
fected by the enhancement compared to the main diffraction peaks. An enhancement
of the absorption cross section has its impact on the conditional transmission probabil-
ity through the grating. The enhancement of the polarizability leads to the population
of higher diffraction peaks, see Fig. 5(b).
6.3.2 Fluorescence
As discussed in Chapter 4, fluorescence of molecules is expected to have a contrast-
reducing effect on a far-field interferogram. In contrast to the ladder model treated in
the previous subsection, the solution of the fluorescence master equation (4.27) and
(4.28) cannot be represented in the from ρ = Mρ˜M†, where M is a generalized mea-
surement operator. Thus the compact expression (2.48) for the far-field interferogram
in terms of a grating function t(x) cannot be applied. Instead of that, the more general
expression Eq. (2.43) of the far-field density distribution is employed,
w`F(x/∆x) =
D
∆xH ∑n∈Z
∫ Dc/d
−Dc/d
dq0 exp
(
i
2pix
∆x
q0
)
(H/d− |q0|)Bn(q0; `F)
×sinc
{
pi(H/d− |q0|)
[
LT
(
1
L2
+
1
L1
)
q0 − n
]}
, (6.16)
which corresponds to a conditional interferogram of a molecule undergoing `F fluo-
rescence events. The n-th Talbot coefficient Bn(ξ; `F) is given by the Fourier integral of
the solution of the fluorescence master equation,
Bn(ξ; `F) =
1
d
∫ d/2
−d/2
dx exp
(
−i2pix
d
m
)
×ρG,`F(x− dξ/2, x + dξ/2) + ρT,`F(x− dξ/2, x + dξ/2)
ρ˜(x− dξ/2, x + dξ/2) (6.17)
Note that there are two solutions of the fluorescence master equation: the ground state
ρG,`F and the triplet excited state part ρT,`F , see Sect. 4.2.2. If the detection scheme in an
experiment is insensitive to the number of fluorescence events `F, the unconditional
interferogram is relevant, which is given by the sum w(x/∆x) = ∑∞`F=0 w`F(x/∆x).
The expected contrast-reducing effect is illustrated in Fig. 36(a) by comparing the
interferograms in the presence (solid line) and in the absence of the fluorescence
(shadowed area). The reduction is more pronounced for the half-integer sub-peaks
at x/∆x = 1/2 + n, n ∈ Z, compared to the main diffraction peaks at x/∆x = n,
see discussion in Sect. 6.3.1. For the given quantum yields ΦISC = 0.42, ΦIC = 0 and
ΦF = 0.58, which are properties of hypericin, and the mean absorption number n0 = 2,
one still expects a high contrast of the interferogram despite fluorescence decoherence
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Figure 36: (a) Unconditional interferogram w(x/∆x) in the presence (solid line) and in the
absence of fluorescence (shaded area), where the quantum yields for the solid line
are chosen to ΦISC = 0.42, ΦIC = 0 and ΦF = 0.58. The shadowed area is the
result of the ladder model discussed in Sect. 6.3.1. (b) Conditional interferograms
for different number of fluorescence events, `F = 0 (solid line), `F = 1 (dashed line)
and `F = 2 (dash-dotted line). The same parameters are used as in Fig. 31.
because 75% of molecules undergo no fluorescence. However, the conditional inter-
ferograms for molecules that emit at least one fluorescence photon, exhibit a nearly
complete loss of the interference contrast, as depicted in Fig. 36(b).
6.4 collisional decoherence
In this section I consider the effect of collisional decoherence both in a near-field
Talbot-Lau and in a far-field interferometer. Because the momentum transfer due to
a scattering with an environmental gas atom is about 100 times larger than the grat-
ing momentum 2pih¯/d, one may assume a total loss of spatial coherence of scattered
molecules. In this case, one observes an exponential reduction of the visibility in a
Talbot-Lau interferometer, Vsin exp(−nc), with the mean number of collision events nc,
see Sect. 6.4.1. On the other hand, one expects a large loss of molecules because of this
large recoil. In order to minimize this loss, I consider a far-field interferometer with a
collision chamber placed directly in front of a detector in Sect. 6.4.2.
6.4.1 Talbot-Lau scheme
A detailed calculation of the interferogram in an Talbot-Lau interferometer is pre-
sented in Sect. 2.6.2. The theoretical description is based on the grating transformation
of the characteristic function χt ′(s, q) = ∑n∈Z Bn (s/d) χt (s, q + 2pih¯n/d), where Bn(ξ)
is the n-th Talbot coefficient, and a free propagation χt(s, q) = χ0(s− qt/M, q). In this
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section I examine the effect of collisional decoherence on the Talbot-Lau interference
visibility.
As discussed in Sect. 5.3, the free propagation of the characteristic function in the
presence of decoherence is given by
χt(s, q) = χ0
(
s− qt
M
, q
)
exp
{∫ t
0
dτ γ(τ)
[
η
(
s− q
M
(t− τ)
)
− 1
]}
. (6.18)
The effect of decoherence is represented by an exponential factor, which contains a de-
coherence function η(R) as well as rate of events γ(t). Following the same calculation
as in Sect. 2.6.2, the interferogram S is given by
S = S
[
1+
∞
∑
j=1
Vj
(
L
LT
)
Dj
(
L
LT
)
cos
(
2pixs
d
j
)]
, (6.19)
where xs is the lateral shift of the third grating. The Fourier coefficients Vj(ξ) (2.62)
are modified due to the decoherence represented by an exponential factor
Dj(ξ) = exp
{∫ 1
0
dθ γ(ξtLθ) [η (dξθ j)− 1]
}
.
× exp
{∫ 1
0
dθ γ(ξtL[θ + 1]) [η (dξ[1− θ]j)− 1]
}
(6.20)
Here, I assumed a symmetric Talbot-Lau setup, i.e. three gratings are equally separated.
The first and second exponential function in Eq. (6.20) correspond to decoherence
events in the first and second half of the interferometer, respectively. For collisions
with environmental gas atoms, the width of the decoherence function η(R) is typically
on the order of wη ' 0.5 nm, as discussed in Sect. 5.2.4. Because the grating period
in an interferometer is typically d ' 200 nm and the Talbot parameter is typically
L/LT ' 2, the decoherence function in Eq. (6.20) is a very sharply peaked function,
which can be approximated by the Kronecker delta, η (dξτ j) ≈ δj0. In this case the
modification coefficients (6.20) read
Dj(ξ) =
1 for j = 0exp(−nc) otherwise , (6.21)
where nc =
∫ 2ξtL
0 dτ γ(τ) is the mean number of scattering events. This leads to an
exponential decay of the sinusoidal visibility
Vsin = 2
B(1)−1(0)B
(2)
2 (L/LT) B
(3)
−1(0)
B(1)0 (0)B
(2)
0 (0) B
(3)
0 (0)
exp(−nc), (6.22)
which is experimentally verified in Ref. [39]. Note that the mean signal S is constant
in this calculation because I assume an infinitely large detector. However, in a real
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experiment, one must also consider the collision-induced signal loss. In this case the
0-th modification coefficient is D0 6= 1, which represents the reduction of the detected
molecular number. The visibility (6.22) must then modified to Vsin/D0.
Let us estimate the loss of molecules due to scattering with environmental gas atoms.
The mean transfered momentum in a scattering event
√
pih¯/wη (see Eq. (5.64)) leads
after a free propagation over a distance z to the lateral shift of a molecule
∆xr =
√
pih¯
wη
z
vz
=
1
2
√
pi
dL
wηLT
z
L
d, (6.23)
where d is the grating period and vz is the longitudinal velocity of a molecule. If
the detectable range is x/d ∈ [− fd/2, fd/2], the scattering at a position z/L &√
pi fdwηLT/Ld results in a loss of the molecule. For typical values of wη = 0.5 nm,
d = 200 nm, fd = 3600, L/LT = 2 and L = 10 cm [23], this distance yields z & 80 cm.
That is, the expected signal loss is small owing to the large detection area.
6.4.2 Far-field scheme
Unlike in a near-field interferometer, a far-field interferogram is much larger than the
grating period. Its width is typically ' 10µm, that is, it is about 500 times larger than
a grating period. Hence, we expect that collisional decoherence causes the position-
dependent modification of far-field interferograms, in contrast to the constant reduc-
tion of the visibility in the near field. Nevertheless, a molecule may well get kicked out
of the detectable region if a collisions takes place far away from a detector. According
to the estimation of the collision-induced shift Eq. (6.23), the collisions that occur at
distance z & 3.5 cm imply signal loss, where I assumed typical values of fd = 500,
L2/LT = 100 and L2 = 1 m. That is, in a simple experiment, where whole interfer-
ometer is filled with a gas, one would observe only an exponential decay exp(−nc) of
the interferogram due to the losses of molecules but not the reduction of interference
constant [136].
For a more sophisticated examination of the decoherence effect, I consider in this
section a collision chamber of width `c filled with a gas, which is placed in front of a
detector. The distance between the detector and the right edge of the collision chamber
shall be Lc. Assuming that a gas is distributed homogeneously within the chamber, the
characteristic function at the detection screen χt1+t2(s, q) is modified by
χ′t1+t2(s, q) = χt1+t2(s, q) exp
{
nc
∫ 1
0
dθ
[
η
(
s− q
MvM
(Lc − `cθ)
)
− 1
]}
, (6.24)
where nc = γ`c/vM is the mean number of scattering events. The dimensionless in-
tegration variable θ in Eq. (6.24) corresponds to the relative position in the chamber
where a collision takes place. The far-field interferogram w(x) =
∫
dqe−iqx/h¯χ′t1+t2(0, q)
then reads
w(x) = e−nc [w0(x) + wsc(x)] , (6.25)
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where the first and second term correspond to the density distribution of non-scattered
and scattered molecules, respectively. While the undisturbed interferogram w0(x) is
given by Eq. (2.48), the scattered part is modified by mean of the convolution
wsc(x) =
∫
dx′w0(x′)h(x− x′) (6.26)
with
h(x) =
∫ dq
2pih¯
e−iqx/h¯
{
exp
[
nc
∫ 1
0
dθ η
(
q [Lc + `cθ]
MvM
)]
− 1
}
. (6.27)
It can be shown readily that the number of total molecules is unchanged due to scat-
tering, i.e.
∫
dx w(x) =
∫
dx w0(x).
In the case of collisional decoherence, this modification h(x) (solid line in Fig. 37(a))
is a broad function compared to the typical far-field interferogram, which represents
a large collision-induced shift of molecules. As discussed in Sect. 5.2.4, the decoher-
ence function η(x) due to collisions can be represented by a soft and hard scattering
part, see Eq. (5.55). Compared to the soft collision part (dashed line), the hard scat-
tering contribution to the modification h(x) (dash-dotted line) exhibits a flat position
dependence. Thus the hard scattering leads merely to a constant redistribution of the
scattered molecules on the detection screen.
The scattered molecules form a wide underground in the interferogram as shown
in Fig. 37(b). The width of the underground wsc(x) can be estimated to
∆I
∆x
' d
2
√
piwη
Lc + `c/2
L2
, (6.28)
where I assume that scatterings occur exactly in the middle of the collision cham-
ber. Thus for scattered molecules to be detected, the collision chamber should best
be placed directly in front of the detector. As shown in Fig. 37(c), the total interfero-
gram exhibits still a good interference contrast because for the chosen mean number
of scatterings, nc = 1, a significant amount of molecules do not experience collisions.
In this chapter I examined effects of internal molecular photophysical processes and
collisional decoherence on interferograms of three different types of matter-wave inter-
ferometers; the near-field Talbot-Lau interferometers, KDTLI and OTIMA, as well as
a far-field interferometer. It was shown that the excitation of a molecule to the triplet
state in an optical grating has detectable effects both in near and far field interfer-
ence if laser powers are sufficiently high. It turns out that the KDTLI is sensitive to
the triplet-state polarizability, whereas the effect of the triplet-state absorption cross
section is more pronounced in OTIMA. Both the change of polarizability and absorp-
tion cross section have a significant effect on the far-field interference. If molecules
undergo fluorescence, interference contrasts get reduced both in the near and far field.
Interestingly, fluorescence can lead to an enhancement of visibility in the near-field
interferograms depending on experimental parameters, as discussed in Sect. 6.1.4. I
discussed also multi-photon ionization gratings in OTIMA, which exhibit a significant
reduction of the visibility compared to the single ionization case. Finally, I examined
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the effect of collisional decoherence. The decoherence effect on near-field interference
can be described by an exponential reduction of the visibility. In contrast to the near-
field case, collisional decoherence leads to a position dependent modification of the
far-field interferogram, see Fig. 37.
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Figure 37: (a)The modification function h(x) as a function of the lateral position x/∆x. The
solid line is the result of the numerical integration of Eq. (6.27) using the collision de-
coherence function Eq. (5.55). The dashed and dash-dotted line are the results for the
soft and hard scattering part of the decoherence function η(R) = h(s)D1(|R|/wη)
and η(R) = (1− h(s))D2(|R|µ(s)/wη), respectively. For this plot I assume a small
width of the collision chamber `c = 0.05L and a small chamber-detector distance
Lc = 0.02L. (b) The scattered part of the interferogram wsc(x) is shown for differ-
ent positions of the collision chamber. The lines from top to bottom corresponds
to Lc/L = 0.001, 0.02, 0.1 and 0.5, respectively. (c) The total far-field interferogram
Eq. (6.25) for different positions of the collision chamber Lc. The undisturbed in-
terferogram w0(x) is the result of Eq. (2.48) assuming a pure phase grating, as de-
scribed by the total grating function t(x) = exp(ipi cos2(x))Θ(H/2− |x|). Here, H
is the width of the collimator. The parameters are set to: the mean number of scat-
tering events nc = 1, the width of the collimator H/d = 10, the resolution of the
detector Dd/∆x = 0.2 and the distances L1 = L2 = 100LT.
7
CONCLUS ION AND OUTLOOK
In this thesis, I have treated two main subjects: the interplay of coherent and inco-
herent processes in the diffraction of the molecular center-of-mass state by an optical
grating, and the effect of collisional decoherence due to scattering with environmental
gas atoms. After a review of molecular phase-space dynamics in Chapter 2, Chapters
3-5 treated these two main topics. In Chapter 6, I applied and illustrated the results
in terms of three interferometric setups; far-field interference, KDTLI and OTIMA in-
terference. These interferometers play a central role in high-mass matter-wave interfer-
ometry, which are operated by the Arndt group in the University of Vienna.
Let me summarize some main results of this thesis.
• Photon absorption A complex molecule can act as a photon-absorber without
subsequent re-emission due to its numerous internal rovibrational states. Each
absorption leads to a stepwise increase of molecule’s internal temperature. As
discussed in Chapter 6, molecules can still interfere after absorption of many
photons. If molecules absorb at least one photon, the conditional interferograms
can exhibit even higher visibility as the unconditional one in KDTLI, see Fig. 27.
The absorption-induced photon-recoil h¯kL can shift an interferogram, which is
beautifully illustrated in a far-field interferometer: the absorption of photons cre-
ates additional sub-peaks in a far-field interferogram beside the main diffraction
peaks, see Fig. 35. Because these sub-peaks consist of almost only molecules that
absorbed at least one photon, this scheme can be used for separating photo-
excited molecules from unexcited ones.
• Photo-excitation of molecules Excited molecules can exhibit an enhancement of
their polarizability and absorption cross section. This enhancement is shown to
have a significant effect both on far-field and near-field interferograms. It turns
out that KDTLI and OTIMA are sensitive to the excited-state polarizability and
absorption cross section, respectively. Thus, these two Talbot-Lau interferometer
can act as complementary measurement schemes for excited-state properties of a
molecule. A far-field interferogram is significantly affected by the enhancement
of both quantities.
• Fluorescence A fluorescent molecule is affected by spatial decoherence because
the emitted fluorescence photons can reveal the particle’s whereabouts. Indeed,
it is shown that if a molecule undergoes at least one fluorescence event, the
conditional interferogram is strongly deteriorated, see Fig. 36 and 31. The total
unconditional interferogram, in contrast, exhibits still a high interference contrast
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because most molecules near the intensity nodes of a laser do not experience
photon absorption and are therefore unaffected by fluorescence decoherence.
• Collisional decoherence of polar molecules Assuming that the rotation period
of a molecule is much larger than the collision time, I derived a master equation
by means of the monitoring approach. The master equation for the molecular
center-of-mass state can be expressed in terms of the decoherence function and
the scattering rate in the limit of large molecular mass. The approximate analyt-
ical expressions of these functions are presented in Chapter 5, which agree very
well with the numerical results, see Fig. 26. The solution of the master equation
is presented in the characteristic function representation in Sec. 5.3. The Fourier
transform of the decoherence function corresponds to the distribution of the
transfered momentum in scattering events. From the approximated analytical
expression of this distribution, Eq. (5.64) and (5.66), one can estimate the most
probable transfered momentum, which is about 100 times larger than the grat-
ing momentum in typical experimental conditions. That is, a collision destroys
the required coherence completely. In a near-field interferometer this leads to
the exponential reduction of the visibility with exp(−nc), where nc is the mean
number of scattering events. Due to the large momentum transfer, one expects
that a large part of the scattered molecules are kicked out of the interferometer,
which leads to a signal loss. In order to minimize the signal loss, I considered
a far-field interferometer with a collision chamber placed in front of the detec-
tor. Depending on the distance between the chamber and the detector, scattered
molecules create a broad underground in an interferogram, see Fig. 37.
In this thesis, I treated the interaction between a point-like particle and a light. For
future matter-wave experiments with macroscopic objects, however, the size of a con-
sidered particle can become larger than the period of an optical grating. In this case,
the description of the dipole interaction can no longer be applied and all higher multi-
pole moment must be taken into account. For a spherical dielectric particle, Mie theory
[137] provides the interaction potential, which is examined in detail in Ref. [33]. The
extension of the Mie theory for spheroidal particles [138, 139] is interesting because a
large class of molecules can be approximated by a spheroid.
A
GENERAL SOLUTION FOR THE 2× 2
COUPLED DIFFERENTIAL EQUATIONS
Here, I consider the following coupled differential equations(
∂tx
∂ty
)
=
(
A B
C D
)(
x
y
)
. (A.1)
The eigenvalues and corresponding eigenvectors of this system of differential equa-
tions are given by
λ± =
A + D
2
±
√
(A + D)2 − 4(AD− BC)
2
(A.2)
v± =
( −D+λ±
C
1
)
. (A.3)
The general solution then reads(
x
y
)
= f+v+eλ+t + f−v−eλ−t.
The unknown coefficients f± are determined from the initial conditions x(0) = x0 and
y(0) = y0 as
f± = ± 1
(λ+ − λ−) [Cx0 + (D− λ∓)y0] .
Thus, the solution of the initial value problem is given by
x(t) =
(λ+ − D)x0 + By0
λ+ − λ− e
λ+t − (λ− − D)x0 + By0
λ+ − λ− e
λ−t
y(t) =
Cx0 − (λ− − D)y0
λ+ − λ− e
λ+t − Cx0 + (λ+ − D)y0
λ+ − λ− e
λ−t.
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B
SCATTERING RATE AND
DECOHERENCE FUNCTION
b.1 influence of the anisotropy of the thermal gas
distribution
I consider here the angular integration required to evaluate the decoherence function
(5.19), i.e.
I =
∫
d2n
∫
d2n′ µ(|p+ p0|)〈| f (p,n · n′)|2〉Ω exp
[
iζu · (n− n′)] , (B.1)
where u = (R2 − R1)/|R2 − R1| and ζ = |R2 − R1|p/h¯. This function I is expanded
in orders of |p0|/pg assuming that the most probable momentum of the thermal dis-
tribution µ(|p|) is much larger than the momentum shift |p0| = mvM. In this section, I
will show that the linear contribution in this expansion vanishes.
The Taylor expansion of the distribution function up to the linear order gives
µ(|p+ p0|) = µ(p) + (p0 · n)∂pµ(p)
[
1+O
(
mvM
pg
)]
, (B.2)
where n = p/|p|. Using this expansion, the zeroth and first order contribution of (B.1)
are given by
I0 = 8pi2µ(p)
∫ pi
0
dθ sin θ〈| f (p, cos θ)|2〉Ωsinc
[
2ζ sin
(
θ
2
)]
, (B.3)
I1 = [∂pµ(p)]p0 ·
∫
d2n
∫
d2n′ n〈| f (p,n · n′)|2〉Ω exp
[
iζu · (n− n′)] , (B.4)
where cos θ = n · n′. Note that the zeroth order contribution µ(p) is spherically sym-
metric, and thus I0 is independent of the direction u. Because I1 must invariant under
the parity transformation n → −n and n′ → −n′, its real part must vanish. On the
other hand, the imaginary part of I1 can be expressed as
I1 − I∗1
2i
∝ p0 · ∇u I0. (B.5)
That is, the also imaginary part of I1 vanishes since I0 is independent of the direction
u. Thus the the integral (B.1) are given by
I = I0
[
1+O
(
m2v2M
p2g
)]
(B.6)
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b.2 the small angle differential scattering cross
section
In this section, I consider the small angle expansion of the scattering amplitude
Eq. (5.26). For this sake, I use spherical coordinates, where the polar and azimuthal
angles (θ, φ) and (β, α) denote the outgoing momentum p′ = p′n′(θ, φ) and molecu-
lar orientation m = m(β, α), respectively. In addition, ϕ is the angle between impact
vector b and the x-axis.
In what follows, I will employ the following two approximations:
1
2pi
∫ 2pi
0
dφ(1+ c cos2 φ)µ ≈
(
1+
c
2
)µ
, (B.7)
where 0 ≤ c . 3 and 0 ≤ µ ≤ 1, and
1
2
∫ pi
0
dφ sin φ(1+ c cos2 φ)µ ≈
(
1+
c
3
)µ
, (B.8)
where |c| < 1 and 0 ≤ µ ≤ 3. The relative error does not exceed 3% for the parameter
range given above.
The integral (5.26) using cylinder coordinate reads
f (p,n′;m) = −i p
2pih¯
∫ 2pi
0
dϕ
∫
db be−ipb sin θ sin(φ−ϕ)/h¯
×
(
exp
[
−iB G
2/(s−1)(β, ϕ− α)
bs−1
]
− 1
)
, (B.9)
where B = mC
√
piΓ[(s − 1)/2]/h¯pΓ(s/2) and the orientation-dependent function is
given by
G(β, ϕ) =
(
1+
a
s
cos2 β+
a(s− 1)
s
cos2 ϕ sin2 β
)2/(s−1)
.
The Taylor expansion of Eq. (B.9) yields
f (p,n′;m) = f0(p,n′;m) + f2(p,n′;m)θ2 +O(θ4). (B.10)
Note that the odd orders do not appear in the expansion (B.10) because they contain
the integral
∫ 2pi
0 dϕ sin
2k+1(φ − ϕ − α)F(cos2 ϕ), which vanishes for all k ∈ N. The
zeroth and second order contribution can be evaluated with the help of following
integrals [129]
∫ ∞
0
db bm sin2
(
B
2bs−1
)
=
B(m+1)/(s−1)
2(m + 1)
Γ
(
s−m− 2
s− 1
)
sin
(
pi
2
s−m− 2
s− 1
)
(B.11)
∫ ∞
0
db bm sin
(
B
bs−1
)
=
B(m+1)/(s−1)
(m + 1)
Γ
(
s−m− 2
s− 1
)
cos
(
pi
2
s−m− 2
s− 1
)
, (B.12)
B.3 evaluation of the angle integral for decoherence function 117
for B, m ∈ R, and 1 < (m + s)/(s − 1) < 3 as well as 0 < (m + s)/(s − 1) < 2,
respectively. Thus, one obtains
f0(p,n′;m) =
p
4pih¯
exp
(
ipi
2
s− 3
s− 1
)
Γ
(
s− 3
s− 1
)
B2/(s−1)
∫ 2pi
0
dϕ G(β, ϕ), (B.13)
f2(p,n′;m) = − p16pih¯ exp
(
ipi
2
s− 5
s− 1
)
Γ
(
s− 5
s− 1
)(
pθ
h¯
)2
B4/(s−1)
×
[
sin2(φ− α)
∫ 2pi
0
dϕ G2(β, ϕ) + cos(2φ− 2α)
∫ 2pi
0
dϕ cos2 ϕG2(β, ϕ)
]
. (B.14)
The orientation averaged differential cross section in the small angle expansion then
reads〈
| f (p, cos θ)|2
〉
Ω
=
〈∣∣ f0(p,n′;m)∣∣2〉
Ω
+ 2 〈< [ f0(p, cos θ) f ∗2 (p, cos θ)]〉Ω θ2 +O(θ4)
= A(p)
[
1−
(
θ
θ∗(p)
)2]
+O(θ4),
where the amplitude A(p) and angle θ∗(p) are given by
A =
(
pσ0(p)
4pih¯
)2 [
1+ tan2
(
pi
s− 1
)]
h1(a), (B.15)
θ∗ =
h¯
p
√
8pi
σ0(p)
Γ
(
s− 3
s− 1
) [
Γ
(
s− 5
s− 1
)
h2(a)
]−1/2
. (B.16)
Here I defined two functions
h1(a) =
1
8pi2
∫ pi
0
dβ sin β
[∫ 2pi
0
dϕG(β, ϕ)
]2
, (B.17)
h2(a) =
1
4pi2h1(a)
∫ pi
0
dβ
∫ 2pi
0
dϕdϕ′ sin βG(β, ϕ)G2(β, ϕ′). (B.18)
With the approximations presented above, the two functions (B.17) and (B.18) can be
written as
h1(a) =
(
1+
a
3
)4/(s−1)
, (B.19)
h2(a) =
(
1+
a
3
)2/(s−1)
, (B.20)
which finally gives Eqs. (5.31) and (5.32), respectively.
b.3 evaluation of the angle integral for decoher-
ence function
In this section, I consider an angular integral
Int = Icl(p)
∫ ∞
0
dθ θ−(s+2)/s
(
1− exp
[
−
(
θ
θcl(p)
)5])
sinc
(
p|R|
h¯
θ
)
, (B.21)
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which appears in the calculation of the hard scattering part of the decoherence func-
tion. Because this integration can not be evaluated in closed form, I consider an ap-
proximation, where the function
(
1− exp [−(θ/θcl(p))5]) in Eq. (B.21) is replaced by
a Heaviside-function Θ[θ − θ′(p)]. I determine the unknown angle θ′(p) so that the
integral (B.21) for |R| = 0 stays constant in this approximation,∫ ∞
θ′(p)
dθ θ−(s+2)/s !=
∫ ∞
0
dθ θ−(s+2)/s
(
1− exp [−(θ/θcl)5])
⇔ θ′(p) = θcl(p)
Γs/2(1− 2/5s) . (B.22)
The angles θcl and θ′ differ by a factor of Γs/2(1− 2/5s), which is ≈ 1 for all s ≥ 2.
This approximation allows us an analytical evaluation of (B.21),
Int ≈ Icl(p)
∫ ∞
θ′(p)
dθ θ−(s+2)/ssinc
(
p|R|
h¯
θ
)
=
s
2
Icl(p)θ−2/scl (p)Γ
(
1− 2
5s
)
D2
(
2p|R|
h¯Γs/2(1− 2/5s) θcl(p)
)
= [1− h(s)] 〈σtot(p)〉Ω
2pi
D2
(
2p|R|
h¯Γs/2(1− 2/5s) θcl(p)
)
. (B.23)
Here, the function D2(x) is defined by
D2(x) = 1F2
[
−1
s
;
3
2
,
s− 1
s
;−x2
]
− 2
(s+2)/s
s
cos
(pi
s
)
Γ
(
− s + 2
s
)
|x|2/s, (B.24)
which corresponds to the hard scattering part of the decoherence function, see Sect. 5.2.4.
b.4 momentum average for decoherence function and
kick distribution
The calculation of the decoherence function η(R) in Eq. (5.52) and kick-distribution
η˜(Q) in Eqs. (5.63) and (5.65) involves the evaluation of the following integral
Int =
∫ ∞
0
dξ ν(ξ)F(βξ), (B.25)
where ν(ξ) is the distribution function defined in Eq. (5.53). In this section, I present an
approximated evaluation of this integral, which is based on the fact that the function
ν(ξ) is a sharply peaked function and the function F(βξ) is slowly varying near the
maximum of ν(ξ).
For a systematic approximation of the integral B.25, I expand the function F(βξ) at
a point ξ = ξs near the maximum of the distribution function,
Int = F(βξs) +
∞
∑
n=0
F(n)(βξs)ε(s, n), (B.26)
B.4 momentum average for decoherence function and kick distribution 119
where F(n)(βξs) denotes the n-th derivative of the function F(βξ) evaluated at the
point ξ = ξs. The factor ε(s, n) contains the integral over ξ, which can be evaluated
analytically,
ε(s, n) =
∫ ∞
0
dξ
(ξ − ξs)n
n!
ξ4s−7 exp
(
−ξ2(s−1)
)
(B.27)
=
1
2(s− 1)
n
∑
k=0
Γ
[
4s− 6+ k
2(s− 1)
]
(−ξs)n−k
k!(n− k)! . (B.28)
2 3 4 5 6 7 8
10−10
10−8
10−6
10−4
10−2
ε(6
,n)
/ε(
6,0
)
n
← 0.0036
Figure 38: The function ε(6, n) decays rapidly
with n
In order to optimize this approxima-
tion, ξs is chosen so that the first correc-
tion ε(s, 1) vanishes. From this condition
I obtain the optimal value for the evalua-
tion point
ξs =
Γ (2− 1/ [2(s− 1)])
Γ (2− 1/[s− 1]) , (B.29)
which corresponds to the mean value∫ ∞
0 ξν(ξ)dξ. This function ε(s, n) for the
chosen ξs (B.29) is a fast decaying func-
tion, as shown in Fig. 38. In the case of
s = 6, the next to leading order contribu-
tion ε(6, 2)/ε(6, 0) is merely 0.36%. If the function F(βξ) varies slowly in the vicinity
of ξ ∼ ξs, the integral can be approximated by
Int ≈ F(ξsβ). (B.30)
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