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RESUMO:
Os indicadores compósitos de actividade económica são hoje uma forma simples e
rapidamente implementável de obter uma indicação sobre a evolução de curto prazo
das economias. No entanto, as metodologias de construção deste tipo de indicadores
têm algumas fraquezas que nem sempre são convenientemente apresentadas e discu-
tidas.
O grande contributo que este trabalho pretende dar consiste na comparação das
metodologias e das variáveis contidas nos indicadores coincidentes habitualmente cons-
truídos por algumas entidades em Portugal (bem como com outras metodologias não
aplicadas ao caso português até hoje), tentando avançar explicações para as diferenças
observadas.
Dada a grande visibilidade e rápida disponibilização destes indicadores de ciclo,
são muitas vezes confundidos com outras medidas de actividade económica, gerando-
se alguma controvérsia perante resultados distintos, normalmente desprovida de sen-
tido. Este trabalho tem como objectivo adicional a claricação desta situação, sendo
avançadas sólidas fundamentações sobre as diferenças conceptuais entre as diversas
medidas de actividade económica e sobre a inadequação de determinadas comparações
habitualmente efectuadas. Para este propósito, são analisadas as mais importantes
metodologias de extracção das componentes cíclicas das séries económicas e é efectu-
ada uma análise comparativa entre o Produto Interno Bruto, a sua componente cíclica
e os indicadores coincidentes de actividade económica.
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Glossário de Termos e Abreviaturas
AR - AutoRegressive;
ARMA - AutoRegressive Moving Average;
ARIMA - AutoRegressive Integrated Moving Average;
BoP - Banco de Portugal;
BK - Baxter e King;
DGEP - Direcção Geral de Estudos e Previsão, Portugal;
DOC - Department of Commerce, Estados Unidos;
GDFM - Generalized Dinamic Factor Model;
HP - Hodrick e Prescott;
HPA - Hodrick e Prescott ARIMA;
IEFP - Instituto de Emprego e Formação Prossional;
IFO - Ifo Institute for Economic Research, Munique;
INE - Instituto Nacional de Estatística, Portugal;
LRRO - Long Run Restrictions Imposed on Output;
LRROI - Long Run Restrictions Imposed on Output and Ination;
MMSE - Minimum Mean Square Error;
MTS - Ministério do Trabalho e Solidariedade;
NAIRU - Non Accelerating Ination Rate of Unemployment;
NBER - National Bureau of Economic Research, Estados Unidos;
OCDE - Organização para a Cooperação e o Desenvolvimento Económico;
PAT - Phase Average Trend;
PIB - Produto Interno Bruto a preços de mercado (preços constantes);
PIB_HP - Componente cíclica do PIB obtido via Filtro HP;
PIB_BK - Componente cíclica do PIB obtido via Filtro BK;
PTVH - Pseudo-Taxa de Variação Homóloga;
RBC - Real Business Cycles;
TVH - Taxa de Variação Homóloga;
TVHPIB - Taxa de Variação Homóloga do PIB;
VAR - Vector AutoRegression.
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Falar de ciclos económicos é falar, no fundo, de toda a teoria macroeconómica. Seria
pretencioso querer-se explorar a fundo questões que ocupam tantos economistas, desde
há tanto tempo, num trabalho de tão poucas páginas. No entanto, a preocupação
deste trabalho recai somente numa vertente da macroeconomia. Podemos distinguir
duas vertentes principais, gerais, nas quais aquela se divide: teorias do crescimento
económico e teorias das utuações económicas ou teorias dos ciclos económicos. A
primeira vertente pretende estudar a evolução de longo prazo das economias, estudar
as causas para os comportamentos diferenciados dos países, bem como encontrar for-
mas de acelerar esse crescimento de longo prazo. A segunda, pelo contrário, preocupa-
se com as utuações de curto prazo das economias, em torno de uma trajectória de
crescimento de longo prazo. Pretende estudar as causas para essas utuações, bem
como as formas de combater os seus efeitos negativos. Normalmente colocadas numa
perspectiva dicotómica, alguns estudos recentes pretenderam provar a existência de
fortes ligações quantitativas entre ciclos económicos e crescimento económico1.
São precisamente estes fenómenos de utuação cíclica das economias que interes-
sam para esta dissertação e, em particular, as metodologias existentes para o acompa-
nhamento da evolução das economias no curto prazo. Mas antes de avançarmos neste
objectivo, é imperativo que se teçam algumas considerações teóricas sobre a temática
dos ciclos económicos.
1Ver Pedersen e Elmer [1998].
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O estudo dos ciclos económicos oresceu durante as décadas de 10 a 40, tendo-se
assistido à publicação de diversos trabalhos de crucial importância, como seja o tra-
balho de Wesley C. Mitchell, em 19132. A visão deste autor sobre ciclos económicos
era essencialmente descritiva, consistindo na decomposição de um elevado número de
séries, em sequências de ciclos, sendo estes últimos divididos em quatro fases distin-
tas. O trabalho deste autor teve continuidade com Arthur A. Burns, tendo levado à
publicação do trabalho-chave destes autores e que se veio a tornar nuclear na análise
dos ciclos económicos. Nessa obra, Measuring Business Cycles, os autores avançam
uma denição de ciclos económicos, amplamente aceite durante muitos anos:
Business cycles are a type of uctuation found in the aggregate eco-
nomic activity of nations that organize their work mainly in business en-
terprises: a cycle consists of expansions ocurring at about the same time
in many economic activities, followed by similarly general recessions, con-
tractions, and revivals which merge into the expansion phase of the next
cycle; this sequence of change is recurrent but not periodic; in duration
business cycles vary from more than one year to ten or twelve years; they
are not divisible into shorter cycles of similar character with amplitudes
approximating their own (Burns e Mitchell [1946], página 3).
Paralelamente a esta visão mais descritiva, muitas teorias de explicação das u-
tuações cíclicas foram aparecendo. O estudo mais aprofundado do problema levou a
uma tipicação dos ciclos3 que actualmente se pode encontrar em diversos manuais
de teoria económica: ciclos sazonais (até um ano); ciclos de Kitchin (3 anos); ciclos
de Juglar (9-10 anos); ciclos de Kuznets (15-20 anos); e ciclos de Kondratiev (48 a
60 anos). Destes, os mais discutíveis são os últimos, havendo muitos economistas que
não acreditam na sua existência.
As teorias sobre utuações cíclicas evoluíram muito desde as primeiras tentati-
vas que ligavam as utuações económicas a factores externos, das quais as teorias
2Referido em Kydland e Prescott [1990], página 3.
3Ver Reiter e Woitek [1999].
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climáticas do ciclo são um dos exemplos4. As primeiras tentativas de uma teorização
económica dos ciclos deveram-se a Clement Juglar, que ligava as utuações económi-
cas a utuações do crédito. Outros exemplos poderiam ser dados de teorias de
sobre-investimento, tais como as teorias devidas a Knut Wicksell ou Mikhail Tugan-
-Baranovsky. Este último merece destaque pelo facto de ter introduzido a primeira
teoria sobre utuações do produto, quando até essa data toda a análise dos ciclos
económicos era com base nas utuações dos preços. Numa vertente distinta, alguns
autores recorreram aos factores psicológicos como explicativos dos ciclos económicos.
John Stuart Mill e Irving Fisher são exemplos de autores que conferiram importância
às expectativas e à conança dos empresários na determinação da evolução de curto
prazo das economias.
Para além destas teorias baseadas no lado realda economia, também as expli-
cações monetárias das utuações cíclicas oresceram, destacado-se a teoria puramente
monetária de Ralph G. Hawtrey (baseada na dependência dos empresários face ao
crédito bancário e, logo, na grande sensibilidade face à taxa de juro), bem como a
teoria de Friedrich von Hayek, também assente no crédito, mas colocando ênfase na
procura de bens de investimento relativamente à procura de bens de consumo.
Numa abordagem algo diferente das que até aqui foram referidas, Kydland e
Prescott [1990] referem-se aos trabalhos de Ragnar Frisch e Eugen Slutsky. Estes
últimos introduzem as chamadas teorias dos choques estocásticos para a explicação
das utuações económicas e que, ao contrário das anteriores teorias que se preocu-
pavam com as condições de equilíbrio da economia e as formas de o atingir, estavam
mais viradas para o estudo dos fenómenos do desequilíbrio e suas causas. Frisch
e Slutsky defendiam que existem diversos fenómenos que podem induzir um choque
real na economia, desviando-a do andamento de equilíbrio. Deste modo, a propagação
de apenas um, mas substancial, choque negativo pela economia, podia ser suciente
para a fazer entrar numa trajectória descendente. No entanto, esta abordagem carecia
dos fundamentos económicos que explicavam a existência de tais choques.
4A evolução histórica aqui sintetizada pode ser encontrada no site do Departamento de Economia
da New School University, http://cepa.newschool.edu/het/home.htm.
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Durante as décadas de 50 e 60, a preocupação com as utuações cíclicas esmoreceu.
A pesquisa focava-se agora nos fundamentos teóricos do crescimento das economias.
Eram desenvolvidos modelos macro-econométricos de sistemas de equações, que per-
mitiram a aplicação da teoria do equilíbrio geral em ambientes dinâmicos. Nos nais
da década de 60, duas teorias digladiavam-se pelo domínio na macroeconomia: a abor-
dagem comportamental e empírica da tradição Keynesiana e a abordagem neoclássica,
assente na hipótese de agentes racionais e maximizadores. Esta última dominava as
teorias sobre nanças públicas, crescimento e comércio internacional.
Foi com Lucas [1977] que os ciclos económicos voltaram a estar no centro das
atenções dos economistas. Foi também com Lucas que desabrochou uma nova forma
de abordagem dos ciclos económicos:
Let me begin to sharpen the discussion by reviewing the main quali-
tative features of economic time series which we call the business cycle.
Technically, movements about trend in gross national product in any coun-
try can be well described by a stochastically disturbed di¤erence equation
of very low order (Lucas [1977], página 15).
Contrastando com a anterior visão de Burns e Mitchell sobre ciclos económicos,
Lucas não considera a existência de sequências de ciclos como sendo utuações i-
nevitáveis da actividade económica, nem a necessidade de distinguir as diferentes
fases do ciclo. Aquilo que é para Lucas de importância vital são os co-movimentos ao
longo do tempo das componentes cíclicas dos agregados económicos5.
Uma questão deixada em aberto por Lucas e nunca perfeitamente resolvida, diz
respeito à denição de tendência. O conceito de tendência está normalmente associado
às teorias de crescimento de steady-state. Este crescimento de longo prazo, por seu
lado, está na directa dependência da taxa de mudança tecnológica. Em teoria: a
tendência deveria ser aproximadamente a curva que se desenharia no gráco da série
temporal; deveria ser uma transformação linear dessa série temporal; o prolongamento
da série não deveria alterar signicativamente o valor dos desvios; e o esquema deveria
5Kydland e Prescott [1990], página 5.
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ser bem denido e facilmente reproduzível6. No entanto, passar estes critérios a um
procedimento matemático de decomposição de séries temporais tem sido objecto de
grandes discussões. Este é um assunto que nos irá ocupar numa boa parte deste
trabalho.
Nas décadas de 80 e 90, o estudo das utuações económicas esteve muito activo. Do
estudo essencialmente descritivo da herança Burns e Mitchell, houve uma evolução
para uma perspectiva essencialmente teórica nas décadas de 60 e 70. Nos últimos
anos houve de novo uma mudança, privilegiando-se agora os trabalhos teóricos quan-
titativos. Deste modo, deixaram também de ter tanta importância, como factores
explicativos das utuações económicas, os factores monetários, havendo maior pre-
ocupação com factores do lado realda economia: mudanças tecnológicas, alterações
scais, ou choques de termos de troca.
Estas preocupações estão na base de uma das teorias mais importantes de ex-
plicação das utuações económicas dos últimos anos: a teoria dos ciclos económicos
reais (Real Business Cycles - RBC). O aparecimento desta corrente está ligada ao
artigo de Kydland e Prescott [1982], Time to Build and Aggregate Fluctuations, no
qual os aspectos tecnológicos foram colocados como factor central no funcionamento
das economias. Eram assim os choques de tecnologia as causas dos ciclos económi-
cos. Muitos outros trabalhos sobre esta importante corrente da macroeconomia foram
surgindo durante os últimos anos, sendo de realçar o recente trabalho de King e Rebelo
[2000].
Os ciclos económicos, embora de carácter recorrente, não são periódicos, pelo que
se tornam de difícil previsão. Apesar disso, muitos fenómenos têm sido identicados
como tendo lugar em todas as utuações económicas. Estes factos estilizados, que
dizem respeito a certas regularidades dos ciclos económicos, foram observados para a
economia americana, mas podem ser considerados gerais7. Essas regularidades são,
tal como Lucas [1977] refere: i) os outputs dos vários sectores movem-se em conjunto;
6Kydland e Prescott [1990], página 6.
7Facilmente se comprova a adequação de algumas dessas regularidades ao ciclo económico por-
tuguês. Um desses factos pode mesmo ser comprovado pela Figura B.2 do apêndice estatístico.
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ii) a produção de bens duradouros exibe maior amplitude que a produção de bens
não duradouros; iii) a produção e preços de bens agrícolas e recursos naturais move-se
pouco com o ciclo (baixa conformidade); iv) os lucros exibem uma alta conformidade
e maior amplitude do que outras variáveis; v) os preços são geralmente pró-cíclicos;
vi) as taxas de juro de curto prazo são pró-cíclicas e as de longo prazo são ligeiramente
pró-cíclicas; vii) os agregados monetários e a velocidade de circulação de moeda são
pró-cíclicos.
Resumindo, a problemática dos ciclos económicos é vasta. As teorias explicativas
das utuações económicas são inúmeras. E inúmeras são também as causas avançadas
para essas utuações económicas. Cada teoria avança o seu mecanismo predilecto de
funcionamento. E embora algumas dessas teorias possam ser facilmente postas em
causa, outras há em que tal não acontece e entre as quais é difícil distinguir. A
denição de ciclo económico avançada por Lucas deixava em aberto o problema da
denição de tendência. Ver os ciclos como os movimentos em torno da tendência
tornou-se comum, mas o problema da denição dessa tendência nunca foi completa-
mente resolvido. Kydland e Prescott [1990] claricaram o conceito de tendência, mas
facilmente se podem avançar alternativas, tão válidas quanto a primeira. Tratam-se
de variáveis não observadas e, como tal, será sempre difícil testar a validade desta ou
daquela teoria.
Um dos objectivos deste trabalho é contribuir para a claricação desta dicotomia
ciclo-tendência, adoptando uma abordagem pragmática. No capítulo 2, vamos abor-
dar as principais metodologias existentes para a medição do ciclo económico. Para
além de focarmos a atenção nos indicadores cíclicos, iremos também distinguir entre
métodos de tipo estatístico e métodos de tipo estatístico-económico. Do primeiro
tipo, iremos abordar as tradicionais metodologias de decomposição ciclo-tendência,
das quais se destacam a metodologia ARIMA, o ltro Hodrick e Prescott, ou o ltro
Baxter e King. Iremos também apresentar outras metodologias que fazem um maior
apelo à teoria económica, terminando o capítulo com uma apresentação breve dos
indicadores compósitos de actividade económica.
Estes indicadores compósitos e, em concreto, os indicadores compósitos coinci-
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dentes são exactamente o objecto nuclear deste trabalho. O principal objectivo é,
precisamente, estudar as principais metodologias existentes para a construção deste
tipo de indicadores, bem como estudar os resultados obtidos para o caso português.
No capítulo 3 serão apresentadas detalhadamente cinco metodologias, sendo que três
são regularmente publicadas por organismos nacionais, ao passo que as outras duas
serão aqui aplicadas. Essa aplicação ao caso português será apresentada no capítulo
4. Finalmente, no capítulo 5, é apresentada uma análise comparativa, tanto a nível
metodológico, como ao nível dos resultados obtidos. A nível metodológico serão a-
presentadas as vantagens e desvantagens de cada metodologia, não se pretendendo,
no entanto, encontrar a metodologia óptima, até porque, na verdade, tal não existe.
São sempre metodologias não testáveis, no sentido em que a variável que pretendem
representar, não é observável. Todas partem de determinadas hipóteses, umas mais
discutíveis que outras, mas descartando aquelas que partem de hipóteses demasiado
simplistas ou mesmo grosseiras, torna-se difícil optar por uma ou outra, com base em
critérios puramente cientícos. Ao nível dos resultados, iremos efectuar uma compara-
ção efectiva de cada metodologia. Essa comparação será efectuada não apenas entre os
resultados das cinco metodologias analisadas, mas também recorrendo a outras medi-
das amplamente utilizadas no seguimento da conjuntura económica, como seja o PIB
trimestral, previamente expurgado da sua componente de longo prazo (tendência).
Isso será efectuado quer usando a comum TVH trimestral, quer seja por utilização de
um ltro de decomposição ciclo-tendência, até porque os resultados de um e de outro
método não são coincidentes.
No nal deste trabalho, em jeito de conclusão, serão tecidos alguns comentários a
respeito da cautela com que devem ser vistos os resultados destes indicadores compósi-
tos. Apesar do cuidado com que algumas das metodologias foram desenvolvidas, estas
não deixam de ser uma grande simplicação de uma realidade complexa e dinâmica.
Tentar captar o andamento da economia a partir de um único indicador de síntese,
é um exercício complicado e de resultados nem sempre satisfatórios. Esperamos que
este trabalho possa contribuir para a claricação destes indicadores e de qual a real
utilidade destes no acompanhamento de curto prazo das economias.
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Capítulo 2
Ciclos Económicos e a sua Medição
Denir o ciclo económico pode parecer fácil. E sê-lo-á, em teoria. Burns e Mitchell
[1946] zeram-no; Lucas [1977] também. E para o seguimento desse ciclo económico,
Burns e Mitchell zeram uma intensiva utilização de indicadores cíclicos de modo a
inferir o comportamento do ciclo económico, fazendo uso da chamada abordagem dos
indicadores (Zarnowitz [1992]). Note-se que estes não servem para uma verdadeira
medição do ciclo económico, mas mais para uma avaliação do comportamento deste.
Apesar de denido em teoria, na prática, pelo contrário, muitos são os proble-
mas na identicação e medição do ciclo económico. Tratando-se de uma variável não
observada, têm de ser tomadas certas hipóteses quanto ao seu comportamento. Tais
hipóteses não são únicas, nem pacícas. Dentro dos métodos existentes para a medição
dos ciclos económicos, um grupo particularmente importante comporta os métodos
de decomposição ciclo-tendência, que partem normalmente de uma hipótese básica
para o comportamento da tendência e/ou do ciclo. No entanto, muitos são os perigos
desta decomposição, de certo modo ad-hoc, uma vez que se baseia essencialmente em
critérios estatísticos. Para tentar minimizar os problemas destes métodos simpli-
cados, foram introduzidas algumas melhorias, constituindo as chamadas abordagens
híbridas.
Um método mais atractivo de medição do ciclo económico é a chamada mo-
delização. Esta abordagem permite obter, normalmente, um bom compromisso entre
pressupostos da teoria económica e pressupostos estatísticos. Dentro desta catego-
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ria, cabem modelos de tipo estatístico, alimentados normalmente por especicações
ARIMA, ou modelos mais complexos, dotados de racionalidade estatística, para além
de uma sólida base económica. São, de qualquer modo, modelos de componentes não
observadas e que, em alguns casos (Stock e Watson [1989, 1991 e 1993b] por exemplo),
servem de base a metodologias de construção de indicadores compósitos coincidentes.
Finalmente, uma outra forma particularmente interessante de medição dos ciclos
económicos consiste na construção de indicadores compósitos de actividade económica,
que constituem o objecto principal deste trabalho. Tratam-se de verdadeiros instru-
mentos de medição do estado da economia, uma vez que são, grosso modo, uma
tradução numérica da avaliação de diversos indicadores cíclicos.
2.1 Indicadores de Ciclo
Os indicadores económicos, no geral, são porventura a forma básica de acompa-
nhamento da conjuntura económica. Permitem a análise de curto prazo da economia
e podem constituir importantes elementos em modelos econométricos de previsão.
Zarnowitz [1992] refere-se a esta como a abordagem dos indicadorese baptiza de
indicadores de ciclo aqueles que permitem monitorizar, detectar pontos de viragem e
efectuar previsões da evolução futura da economia. Estão directa e sistematicamente
ligados ao ciclo económico, segundo a denição clássica de Burns e Mitchell.
Nesta fase convém distinguir três tipos de indicadores de ciclo em termos da sua
relação com os movimentos da economia. Estes indicadores podem ser adiantados,
coincidentes ou atrasados. Os indicadores adiantados são aqueles que tendem a mudar
de tendência em antecipação ao ciclo económico; incluem normalmente variáveis de
uxo e de preço, altamente sensíveis aos movimentos da economia. Os indicadores
coincidentes, como o seu próprio nome indica, movem-se com o ciclo e, portanto, de-
nem o próprio ciclo económico. São indicadores que, basicamente, medem a activi-
dade económica. Por m, com bastante menos importância, os indicadores atrasados
são aqueles que variam depois do ciclo e, portanto, servem apenas para conrmar os
pontos de viragem; incluem, em geral, variáveis de stock muito estáveis.
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2.1.1 Indicadores e o acompanhamento dos ciclos
A tentativa de identicar pontos de viragem na economia implica a análise de diversos
indicadores coincidentes e a análise dos pontos de viragem destes. Isto é feito dada a
estreita relação entre estes indicadores e o estado da economia, a inexistência de uma
medida única para a actividade económica e porque cada indicador, por si só, está
sujeito a erros de medição que podem ser ultrapassados pela utilização de um leque
vasto e variado de indicadores independentes.
Um grande trabalho de identicação e análise de uma extensa lista de indicadores
foi levado a cabo por Burns e Mitchell [1946], para os Estados Unidos. Os indicadores
disponíveis naquele país não têm qualquer paralelo com o que existe em Portugal, quer
seja em número, qualidade ou extensão das séries disponíveis. Deste modo, qualquer
análise que se pretenda efectuar está limitada à partida pelos dados existentes.
Apesar de todas estas limitações práticas, é possível retirar algumas conclusões
através da análise de algumas séries frequentemente utilizadas no seguimento da
economia, pretendendo-se fazer uso da chamada abordagem dos indicadores. Pela
análise gráca de alguns indicadores de curto prazo, podemos identicar claramente a
evolução cíclica da economia portuguesa nos últimos anos. Isso mesmo pode ser visto
no Apêndice B.2, onde se apresentam algumas dessas séries. Essa evolução resulta
clara particularmente no caso da análise do PIB, ou melhor, da evolução do PIB visto
em taxas de variação homóloga. Facilmente se identica a crise de 1993, a última
digna desse nome. Também nos outros indicadores apresentados se manifestam os
efeitos dessa crise, com consequências disseminadas um pouco por toda a economia.
2.1.2 Indicadores avançados e a evolução futura da economia
Vimos já que é importante identicar o tipo de indicador que estamos a utilizar. Mais
concretamente, é necessário determinar a magnitude do desfasamento que liga cada
indicador ao andamento da economia1 e não apenas avaliar os indicadores à luz dessa
1Falamos aqui apenas em desfasamento, no geral, mas referimo-nos principalmente a avanço, dado
ser este mais importante aquando da avaliação do andamento futuro da economia. A análise dos
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tipicação. Só a avaliação precisa desses desfasamentos permite efectuar previsões
mais acertadas do andamento futuro da economia. Note-se ainda que esta avaliação
não é estática: mudanças estruturais nas economias podem ditar uma alteração deste
timing2.
A particular atenção que concedemos aqui aos indicadores avançados tem a ver
com as suas características previsionais, que tão atractivos os torna aos olhos de
economistas e políticos. Na verdade, sendo através deste tipo de indicadores que são
retirados sinais sobre o andamento futuro da economia, é perfeitamente compreensível
que seja sobre estes que recaem os estudos mais recentes nesta área. Existem múltiplos
exemplos de estudos que procuram encontrar novos indicadores avançados para a
economia e muito se tem feito em torno das variáveis nanceiras, que normalmente
apresentam avanços apreciáveis face ao ciclo económico3.
No entanto, é também sobre estes indicadores que se geram maiores controvérsias.
Quando falamos em indicadores cíclicos coincidentes, a forma como eles inuenciam
a economia é relativamente pacíca4. Por exemplo, o emprego em actividades não
agrícolas é um indicador coincidente e a sua inuência na economia no seu todo não
traz qualquer controvérsia. Ao invés, os indicadores avançados implicam normalmente
um mecanismo de inuência muitas vezes pouco claro. E aqui pesa muito a questão
da teoria económica ou, melhor falando, teorias económicas. Na verdade, mediante
a teoria económica a que se dá prevalência, assim podemos dar maior relevo a um
indicador avançado ou a outro.
Zarnowitz [1992] sumariza brilhantemente estas disparidades de efeitos causados
pelas diferentes teorias económicas. Como podemos ver pelo Quadro 2.1, cada teoria
atrasos não é de tão grande interesse para os economistas.
2Por exemplo, como indica Zarnowitz [1992], um aumento do peso dos sectores de serviços pode
ditar um estreitamento do desfasamento que liga o emprego (em actividades não agrícolas) ao ciclo
económico. Isto mesmo terá ocorrido em Portugal, com o incremento substancial das actividades
terciárias.
3Por exemplo, Estrella e Mishkin [1998] utilizam variáveis nanceiras num modelo de previsão de
recessões.
4O que muitas vezes pode não ser pacíco, é a magnitude da inuência desses indicadores sobre
a economia.
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elege um mecanismo base de funcionamento da economia e um ponto a partir do qual
as utuações económicas se geram.
Modelos do tipo acelerador- Interacção entre investimento, Grandes movimentos cíclicos
multiplicador; hipóteses em procura final e poupança. nos compromissos de investi-
investimento autonómo, mento (pedidos, contratos)
inovações e desfasamentos precedem o output e o emprego;
de gestação. Movimentos mais reduzidos
no investimento realizado são
coincidentes ou atrasados.
Modelos de gestão de stocks. Ajustamento dos stocks em Aumentos de stocks lideram;
resposta a alterações na procura reduzem-se durante recessões
e seus efeitos na produção. suaves e são elevados face aos
da procura final.
Sobreinvestimento monetário Variações na oferta de moeda, Fluxos de moeda e crédito (taxas
e teorias monetaristas actuais. crédito, taxas de juro e no peso de variação) são altamente
da dívida privada. sensíveis e líderes  'precoces';
velocidade, taxas de juro de
mercado e crédito concedido
são coincidentes ou atrasados.
Hipóteses de desequilíbrios Variações nos custos e preços, Variáveis de lucro e índices de
custo-preço, volatilidade das na difusão, margens e lucros totais cotações de acções são
taxas de retorno esperadas e e nas expectativas de actividade. indicadores avançados sensíveis;
erros de expectativas. custos unitários do trabalho são
indicadores atrasados.
Teoria dos choques Choques de produtividade Melhoramentos na tecnologia,
económicos reais (RBC). e de tecnologia. maior especialização da mão de
obra, desenvolvimento de novos
produtos e diminuição do preço
de factores de produção impor-
tados (petróleo) são normalmente
indicadores avançados.
Fonte : adaptado de Zarnowitz [1992].
Teorias ou Modelos Factores Determinantes Evidência dos Indicadores
Tabela 2.1: Teorias do Ciclo Económico e Indicadores
Por se tratar de uma teoria relativamente recente, destaque-se a teoria dos ci-
clos económicos reais (RBC). Nesta teoria, o mecanismo de geração dos ciclos parte
de choques de produtividade, que inuenciam a actividade económica em geral. Se-
gundo Chatterjee [1999], um crescimento acima da média da produtividade total dos
factores, implica um crescimento global da economia, traduzido pelo crescimento de
variáveis fundamentais como o produto, o consumo, o investimento e as horas traba-
lhadas. Este crescimento processa-se de uma forma sustentada, de tal modo que as
tendências de longo prazo das variáveis também se deslocam. Desta forma, podemos
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identicar como variáveis avançadas, e normalmente com avanços assinaláveis5, todos
os factores susceptíveis de fazer elevar a produtividade total dos factores, alguns dos
quais identicados no quadro acima.
Torna-se necessário perceber, portanto, quais os indicadores que são avançados e
por que razão, ou seja, que mecanismo económico explica essa relação adiantada face
ao ciclo. Nesse sentido, vários têm sido os modelos explicativos desenvolvidos e que
servem para demonstrar até que ponto a teoria económica tem inuência sobre os
indicadores avançados (principalmente estes) a que se dá maior relevância. Zarnowitz
refere o modelo de Popkin, que dá particular atenção às transações entre unidades
de produção e não entre consumidores nais, uma vez que considera que a indústria
(principalmente transformadora) é a mais sensível ao ciclo económico. Deste modo
serão os indicadores relativos à indústria transformadora, os principais de entre o
grupo de indicadores avançados (como por exemplo, encomendas de bens de con-
sumo, encomendas de bens de equipamento e construções, horário semanal médio dos
trabalhadores, etc)6.
Numa abordagem algo diferente, mas com o mesmo objectivo, De Leeuw [1991]
pretende minimizar os custos de uma rma satisfazer a procura esperada. De Leeuw
encontra como variáveis explicativas desfasadas (e, portanto, são indicadores avança-
dos) o crescimento do emprego, variações de stocks e de encomendas não satisfeitas e
outras variáveis proxies da procura esperada.
Num outro modelo de De Leeuw a que Zarnowitz faz referência, o ênfase é colocado
naquilo a que o autor chama prime movers, tais como políticas monetárias e scais,
decisões regulamentares, desenvolvimentos económicos internacionais, mudanças de-
mográcas, etc. De Leeuw considera que são os movimentos destes prime movers
que determinam o andamento do ciclo económico. Deste modo, o autor desenvolve
um indicador sintético avançado, numa abordagem baseada nestes prime movers,
através da regressão do output em várias destas variáveis7.
5Isto porque os mecanismos de propagação deste tipo de choques são normalmente lentos.
6Para mais detalhes ver Popkin, citado por Zarnowitz [1992], página 310.
7Alguns dos indicadores utilizados foram, por exemplo, o agregado monetário M2, exportações,
preços relativos das importações, inação, etc. Para mais detalhe ver De Leeuw, citado em Zarnowitz
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2.1.3 Particularidades de alguns indicadores
A leitura de alguns indicadores deve ser mais cuidadosa. A grande maioria dos indi-
cadores económicos relaciona-se positivamente com o ciclo, aumentando em expansões
e diminuindo durante recessões. No entanto, alguns indicadores, tais como a taxa de
desemprego ou o número de falências de empresas, têm um comportamente inverso.
Outras séries, como as taxas de crescimento da moeda, têm longos avanços quando
analisadas numa base positiva, mas reduzidos atrasos quando analisadas numa base
invertida. Ou seja, os indicadores atrasados de referência passam a ser avançados
quando analisados numa base invertida. O exemplo das taxas de juro é sugestivo. As
taxas de juro normalmente sobem desde cedo em períodos de contracção da actividade
económica, mas diminuem de forma tardia quando a pressão da procura diminui. Estas
diminuições sinalizam uma redução do custo do crédito, o que estimula a concessão
de crédito para investimento. Deste modo, a taxa de juro pode ser ligada ao próximo
processo de recuperação económica, com avanço.
Uma outra particularidade de algumas séries diz respeito à forma diversa como
estas se ligam ao ciclo económico, consoante se trate de uma fase contraccionária ou
expansionista. A maioria das séries tem um comportamento semelhante em cada uma
das fases do ciclo económico, mas algumas existem que o não têm. Um caso exem-
plar diz respeito ao emprego. Séries de ofertas de empregos e séries de desemprego,
tendem a relacionar-se com o ciclo económico com avanços nas expansões e atraso
nas recessões. Isto é assim ...because employment typically rises slowly in both the
initial and the late stages of a business expansion, whereas the labour force grows at
a fairly steady pace. (Zarnowitz [1992], página 303).
Estas conclusões interessantes no que diz respeito ao timing de ligação de alguns in-
dicadores com o ciclo económico foram retiradas de estudos efectuados por Zarnowitz,
para a economia americana. Não sendo possível efectuar uma análise semelhante para
Portugal 8, podemos no entanto tomar como gerais, algumas das suas considerações.
[1992], página 311.
8Esta impossibilidade não deriva apenas da escassez de séries longas de indicadores, mas também
da inexistência de uma datação completa e precisa das recessões e expansões pelas quais a econo-
mia portuguesa passou. Esta cronologia existe nos Estados Unidos, sendo bastante completa e de
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2.2 Métodos de Decomposição Ciclo-Tendência
Os métodos de decomposição ciclo-tendência9 são, porventura, os mais utilizados no
acompanhamento e medição dos ciclos económicos. São relativamente fáceis de im-
plementar, pressupondo sempre algumas hipóteses de partida em relação ao compor-
tamento de cada uma das componentes da actividade económica. Como tipos mais
simples de métodos de decomposição ciclo-tendência, existe a aplicação de médias
móveis (geralmente lineares) two-sided ou a diferenciação. Atractivas pela sua sim-
plicidade, estas metodologias são basicamente aproximações mais ou menos grosseiras
de ltros ideais, em particular a diferenciação, dado que, não sendo de tipo two-sided,
provoca um desvio na leitura do ciclo.
Um procedimento usual é a decomposição da actividade económica (vista por
intermédio de uma série de referência, o PIB10, geralmente) em duas componentes:
uma tendência determinística e desvios estocásticos que representam a componente
cíclica residual11. No entanto, dicilmente uma tendência determinística pode persistir
durante longos períodos de tempo. Uma alternativa é a utilização da modelização
ARIMA, em que se faz uso de um processo estacionário em diferenças, em contraste
com o processo estacionário em tendência anteriormente considerado. Outra possibi-
lidade é o uso do método PAT como forma de obter a tendência, resultando o ciclo
como a diferença face à série original12.
Actualmente, muita atenção recai sobre os denominados ltros mecânicos, para
adoptar a terminologia utilizada por Guay e St-Amant [1996], dos quais se destacam
os ltros Hodrick e Prescott e Baxter e King 13. Estes ltros pretendem isolar das séries
aceitação generalizada.
9Ver Baxter e King [1995] para uma comparação detalhada de diversos métodos de decomposição
ciclo-tendência. Note-se que a apresentação aqui efectuada utiliza a abordagem temporal e não a
abordagem da análise das frequências (análise espectral). Para uma análise da ltragem de séries
temporais no domínio das frequências, ver Pedersen [1999a].
10Previamente limpo da sua componente sazonal. Caso contrário, o modelo pressupõe uma com-
ponente adicional referente à parte sazonal contida na grande maioria das séries económicas.
11Zarnowitz [2000].
12Ver Zarnowitz e Ozyildirim [2001].
13Note-se que existem muitos outros ltros mecânicos, como o de Christiano e Fitzgerald [1999]
(ver também Fournier [2000]), por exemplo, mas que não serão aqui abordados.
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determinadas frequências, de modo a identicar a componente cíclica. Sendo sempre
aproximações aos ltros ideais, a sua aplicação acarreta problemas. Nomeadamente,
Guay e St-Amant referem o fraco comportamento dos ltros HP e BK em frequências
que não aquelas para as quais foram criados. Ao contrário do bom comportamento
em elevadas frequências, o funcionamento destes ltros em baixas frequências é insa-
tisfatório. Dada a forma espectral típica das séries macroeconómicas identicada por
Granger (ver Granger e Newbold [1986]), que se concentra nas baixas frequências e
decresce fortemente a partir daí, a aplicação dos ltros HP ou BK implica resultados
pouco dedignos.
2.2.1 Modelos ARIMA
A aplicação da metodologia ARIMA14 decorre do facto estilizado da maioria das
séries macroeconómicas serem integradas de 1a ordem (I(1)). O teste clássico ADF
(Augmented Dickey Fuller) rejeita normalmente de forma clara a hipótese de uma
segunda raíz unitária na generalidade das séries de produto. Nos modelos ARIMA,
as séries são tornadas estacionárias por diferenciação, havendo uma posterior análise
das suas componentes auto-regressiva e de média móvel. No caso de séries de PIB,
uma escolha possível seria um processo ARIMA(0,1,2) com constante. Alternativa-
mente, pode ser considerado o modelo clássico auto-regressivo puro ARIMA(1,1,0).
Este pode ser aconselhável em situações de previsão de curto prazo, mas não como
mecanismo de descrição do comportamento das séries (Harvey e Jaeger [1993]). Ou-
tro exemplo de aplicação desta metodologia foi levada a cabo por Blanchard e Fischer
(citado em Pedersen [1999a]). Estes autores propõem a estimação da componente
tendência recorrendo a um modelo ARIMA(1,1,2), obtendo-se a componente cíclica
por diferença, assumindo a prévia limpeza da série da sua componente sazonal15.
Uma forma expedita de aplicar a metodologia ARIMA consiste na aplicação de
programas de dessazonalização, como o X12 ARIMA ou o TRAMO-SEATS, em séries
macroeconómicas, em que de forma automática se procede ao ajustamento de um
14A literatura sobre modelos ARIMA é muito vasta. Ver, por exemplo, Granger e Newbold [1986].
15Ver Pedersen [1999], página 94.
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modelo ARIMA, com o qual se identica a componente sazonal e a tendência. Deste
modo, conseguem-se obter estimativas para o ciclo económico, visto como um resíduo.
2.2.2 Filtro Hodrick-Prescott
Do universo dos ltros mecânicos de identicação da componente cíclica de uma série,
este é sem dúvida o mais conhecido. Desenvolvido por Hodrick e Prescott [1980]
(citado em Harvey e Jaeger [1993]), foi já extensamente analisado, discutido e criti-
cado16. Trata-se de um ltro de tipo high-pass, que remove as baixas frequências e
deixa passaras frequências mais elevadas17. Parte do pressuposto que uma dada
série yt é a soma de uma componente de crescimento, gt e uma componente cíclica,
ct: yt = gt + ct, com t = 1; :::; T . A aplicação do ltro HP envolve a minimização da
variância da componente cíclica, sujeita a uma penalização pela variação nas segun-
das diferenças da componente de crescimento. A componente de crescimento resulta









[(gt   gt 1)  (gt 1   gt 2)]2
)
(2.1)
onde  é o parâmetro de alisamento, que penaliza a variabilidade da componente
de crescimento: quanto maior , mais lisa é a série obtida (para a componente de
crescimento). Para séries trimestrais, os autores defendem  = 1600.
Como referem Guay e St-Amant, o uso do ltro HP para a identicação do ci-
clo de séries macroeconómicas não pode ser justicado na base de ltragem óptima,
uma vez que é normal que surjam problemas associados com as hipóteses que são
tomadas: 1) componente transitória e tendência não correlacionadas, o que implica
que as componentes de crescimento e ciclo sejam gerados por processos económicos
distintos; 2) yt é integrada de ordem 2, o que é incompatível com os pressupostos
16Discussões e críticas adicionais podem ser vistas em Harvey e Jaeger [1993], Baxter e King [1995],
Cogley e Nason [1995], Guay e St-Amant [1996], Hodrick e Prescott [1997], St-Amant e van Norden
[1997], Kaiser e Maravall [1999] e Pedersen [1999a], entre outros.
17Guay e St-Amant [1996].
18Hodrick e Prescott [1997].
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usuais para séries macroeconómicas; 3) a componente transitória é um ruído branco,
o que é pouco provável; 4) o parâmetro  é apropriado, o que é normalmente difícil
de conseguir, dados os problemas que envolvem a sua estimação.
Sendo basicamente um ltro com base numa média móvel de tipo two-sided, Baxter
e King alertaram para a necessidade de ignorar observações extremas, uma vez que o
ltro se transforma numa média móvel one-sided nos extremos das séries. Deste modo,
devem-se retirar doze observações no princípio e no m de cada série. Como referem
St-Amant e van Norden [1997], no centro da amostra, o ltro HP é um verdadeiro
ltro two-sided, em que cada observação não contribui com mais de 6%; no entanto,
nos extremos da amostra, o ltro é de tipo one-sided, em que a última observação pode
contribuir até 20%, tornando o ltro HP mais volátil nesses extremos. De qualquer
das formas, Singleton [1988] (citado em Guay e St-Amant [1996]) mostra que o ltro
HP pode ainda ser considerado uma boa aproximação a um ltro de tipo high-pass,
quando aplicado a séries estacionárias.
Cogley e Nason [1995] frisaram o diferente comportamento do ltro HP em séries
estacionárias em tendência e em séries estacionárias em diferenças. No caso das
primeiras, o ltro HP equivale a um processo em dois passos, em que no primeiro se
retira a tendência e, num segundo passo, se aplica o ltro aos desvios face à tendên-
cia, operando como um ltro de tipo high-pass. No caso de séries estacionárias em
diferenças, o ltro HP assemelha-se a um ltro linear em dois passos, em que num
primeiro passo se estacionarizam as séries por diferenciação e, num segundo passo, se
alisam as séries diferenciadas por um ltro de média móvel assimétrica. Desta forma,
o ltro HP não funciona como um ltro high-pass, pelo que pode originar ciclos e
co-movimentos, mesmo que estes estejam ausentes das séries originais19, bem como
gera uma série nal exageradamente volátil.
Na tentativa de melhorar o funcionamento do ltro HP e, em concreto, ultrapassar
as limitações deste no que diz respeito ao seu fraco comportamento nos extremos das
19É o problema da possibilidade de serem gerados ciclos espúreos no caso de séries estacionárias
em diferenças, também apelidado de crítica de Nelson-Kang. Ver Cogley e Nelson [1995] para maior
detalhe sobre esta crítica ao ltro HP.
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séries e ao excessivo ruído extraído das séries cíclicas, Kaiser e Maravall [1999] propõem
um ltro HP modicado, denominado ltro Hodrick-Prescott ARIMA (HPA). Em
termos práticos, consiste na aplicação do ltro HP às séries estendidas por previsões
ARIMA, resultantes da aplicação do programa TRAMO-SEATS para remoção da
componente sazonal20. Deste modo, reduz-se o mau comportamento do ltro nos
extremos das séries, bem como o ruído presente nas séries nais. O resultado da
aplicação deste ltro ao caso português pode ser visto na Figura 2.1. Note-se a
grande semelhança entre o ltro HP e o ltro HPA. Esta situação resulta do facto
de também a série ltrada pelo ltro HP original ter sido previamente limpa da sua
componente sazonal, embora com o programa X12ARIMA (e não com o programa
Tramo-Seats, como é sugerido para o ltro HPA). Naturalmente, a aplicação do ltro
HP à série original resultaria numa série muito volátil, em que os movimentos sazonais
se sobreporiam aos movimentos cíclicos. As diferenças apenas são visíveis no m da
série, dado o ltro HPA ter sido aplicado a uma série estendida por previsões ARIMA,



















































































Figura 2.1: Componente Cíclica do PIB Trimestral Português
20A série resultante da aplicação deste programa contém a tendência e o ciclo, expurgados da
componente sazonal, mas tendo já havido algum alisamento.
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2.2.3 Filtro Baxter e King
Desenvolvido por Baxter e King [1995], trata-se de um ltro band-pass, que pretende
ser uma aproximação ao ltro band-pass ideal, de acordo com a denição de ciclo
de Burns e Mitchell [1946]. Consiste numa média móvel nita, que elimina frequên-
cias baixas e elevadas, deixando passaras componentes das séries temporais com
utuações entre seis e trinta e dois trimestres. No domínio temporal e seguindo a
notação mais atractiva de Guay e St-Amant [1996], quando aplicado a séries tem-





ahyt h = a(L)yt (2.2)
sendo L o operador de desfasamento. No domínio das frequências, o ltro é caracte-
rizado pela sua transformação de Fourier, (!). Os ponderadores ah são derivados a






j(!)  (!)j2 d! sujeito a (0) = 0 (2.3)
em que j(!)j é o ganho do ltro ideal.
Exactamente por se tratar de uma média móvel, perdem-se doze trimestres em
cada extremo das séries, o que limita bastante o interesse do uso do ltro BK para
análises de dados contemporâneos21. A aplicação do ltro BK, para K=12, pode ser
vista na Figura 2.1 apresentada anteriormente. Note-se que foram eliminadas doze
observações em cada extremo da série. Resulta claro nesta gura a muito menor
volatilidade do ciclo obtido por utilização do ltro BK. No entanto, ao utilizarmos
a banda que os autores recomendam (6 a 32 trimestres), estamos a eliminar os ci-
clos de menor frequência. Se, em vez de termos 6 trimestres como limite inferior do
ltro band-pass, tivéssemos 2 trimestres, a semelhança entre os resultados do ltro
BK e os resultados do ltro HP seria espantosa. A esta situação não é alheio, con-
certeza, o facto de o ltro HP estimar a tendência, obtendo o ciclo por diferença face
à série original. Deste modo, a componente irregular está presente na componente
21No entanto, tal como no caso do ltro HP, também o ltro BK pode ser aplicado à série de PIB
previamente estendida por previsões ARIMA, de modo a contornar esta limitação.
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cíclica. Pelo contrário, o ltro BK estima realmente o ciclo, vindo a tendência por
diferença. Podemos então concluir que o ltro BK é, verdadeiramente, um método de
extracção da componente cíclica das séries económicas, isolando-a de todas as outras
componentes. Por este motivo, a escolha do método a usar não pode ser dissociada do
problema que queremos tratar. Temos sempre de ter presente que, em qualquer análise
comparativa que se faça, estamos perante dois ltros de características diferentes: um
é de tipo high-pass, enquanto o outro é de tipo band-pass.
Guay e St-Amant referem que tal como foi identicado por Cogley e Nason, bem
como Harvey e Jaeger para o ltro HP, também o ltro BK amplica as frequências dos
ciclos e gera ciclos espúreos, quando comparado com o ltro ideal (embora amplique
muito menos do que o ltro HP, como é claro na Figura 2.1).
Tal como foi já referido, o facto de a maior parte das séries macroeconómicas a-
presentar a chamada forma típica de Granger, em que o pico das séries é nas baixas
frequências, leva a que o comportamento dos ltros HP e BK seja fraco, dado estes
serem desenhados para funcionarem com frequências mais elevadas. É exactamente
nestas baixas frequências que os ltros HP e BK mais se afastam do ltro ideal.
Woitek refere que uma potencial solução seria aumentar o período de análise. Mas
normalmente isso não é possível. Uma solução mais exequível consiste na utilização
de janelas espectrais, pelo que se denem novos pesos para os ltros22.
Num estudo comparativo de vários métodos mecânicos de decomposição ciclo-
-tendência, Pedersen [1999a] conclui que, apesar de todos os problemas apontados
ao ltro HP e ignorando as 12 observações extremas (tal como sugerido por Baxter
e King [1995]), este tem o melhor desempenho de entre os ltros de tipo high-pass
(enquanto que o ltro BK é considerado o melhor de entre os band-pass). Esta situação
é alcançada caso o valor do parâmetro de alisamento  seja óptimo, no sentido em





em que H(!) é a função de transferência de um ltro ideal, H(!) a função de trans-
ferência do ltro a ser testado e v(!) os ponderadores, denidos como o rácio da
22Para uma análise mais detalhada, ver Woitek [1998].
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densidade espectral do processo na frequência !, Sy(!), em relação à variância da
série. Deste modo, Q! mede aproximadamente o dobro da área entre os espectros das
séries ltradas (usando o ltro ideal e o ltro testado)23. No entanto, na estimação
efectuada24 para a série de PIB portuguesa, não foram encontradas diferenças assi-
naláveis entre as séries resultantes da aplicação do ltro HP usando o valor clássico
para o parâmetro de alisamento ( = 1600) e usando o valor óptimo.
Na tentativa de ultrapassar as limitações identicadas para os métodos mecânicos
de decomposição, oresceram algumas extensões multivariadas desses métodos ad-
-hoc, particularmente no que ao ltro HP diz respeito. A extensão multivariada ao
ltro HP, tal como St-Amant e van Norden [1997] apresentam, consiste na adição dos
resíduos de uma relação económica estrutural ao problema clássico de minimização.
Pode ser representada como:
fygt gT+1t=0 = argmin
TX
t=1
(yt   ygt )2 + g(2ygt+1)2 + ""2t (2.5)
sendo "t = zt f(ygt ; xt): f(:) modeliza zt (uma variável económica de interesse) como
uma função de algumas variáveis explicativas (xt) e da tendência não observada (y
g
t ).
Esta representação pode ser alargada de modo a incluir n relações estruturais.
St-Amant e van Norden apresentam duas abordagens principais. A primeira, da
autoria de Laxton e Tetlow, é chamada de ltro multivariado. Laxton e Tetlow uti-
lizaram uma curva de Phillips e uma lei de Okun que liga a taxa de desemprego à
componente cíclica do produto. A segunda abordagem, introduzida por Butler, usa
simultaneamente múltiplas relações estruturais.
Note-se que estas metodologias híbridas não constituem uma panaceia, dado que
são normalmente difíceis de estimar e são pouco robustas a calibragens alternativas.
Problemas com esta abordagem prendem-se com a denição das relações estruturais
auxiliares e com a denição dos parâmetros g;", que compõem agora um vector de
incógnitas adicionais25.
23Para uma mais aprofundada derivação desta medida de avaliação, ver Pedersen [1999a].
24Esta estimação foi efectuada usando o programa Optimalvaluehplter.m, escrito em MATLAB
e disponibilizado pelo autor em http://www.econ.ku.dk/tmp.
25Para outras extensões ao ltro HP, nomeadamente a abordagem da função de produção, a re-
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2.3 Modelização
Para além dos métodos tradicionais de decomposição ciclo-tendência apresentados,
que funcionam de uma forma mais ou menos mecânica, existem outros métodos,
mais complexos, que pretendem explicar o funcionamento cíclico das economias. O
aparecimento desta abordagem decorre essencialmente da necessidade de ultrapas-
sar limitações dos ltros ad-hoc, conferindo uma base estatística e uma formaliza-
ção matemática robusta ao processo de avaliação do ciclo económico. Estes modelos
macroeconómicos podem fazer uso de variáveis explicativas26 ou, simplesmente, partir
de especicações para as componentes não observadas, muitas vezes de tipo ARIMA.
Um exemplo de modelo de tipo estatístico-econométrico, pode ser encontrado em
Maravall [1993]. Este modelo paramétrico geral, constitui uma nova abordagem na es-
timação de modelos de componentes não observadas e deriva em muito da modelização
ARIMA.





em que cada componente é vista como o resultado de um processo estocástico linear:
i(B)xit =  i(B)ait (2.7)
sendo ait uma variável ruído branco,  i(B) = i(B)='i(B), com i(B), i(B) e  i(B);
polinómios de ordem nita. Deste modo, temos:
'i(B)i(B)xit = i(B)ait (2.8)
i(B)xit = i(B)ait (2.9)
em que zit = i(B)xit é a transformação estacionária de xit e os polinómios i(B) e
i(B) têm ordens pi e qi, respectivamente.
solução do problema dos extremos da amostra e o método TOFU (Trivial Optimal Filter that may
be Useful), ver St-Amant e van Norden [1997].
26Sendo estes os modelos mais atractivos, pelo facto de terem uma base económica de sustentação
dos pressupostos estatísticos.
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Das equações (2.6) e (2.9) e tomando algumas condições de consistência, resulta:
(B)xt = (B)at: (2.10)
Como dissemos, é possível obter diversos casos particulares deste modelo, tomando
diferentes especicações para cada uma das componentes do modelo. A tendên-
cia pode ser determinística ou estocástica; também a componente cíclica pode ser
modelizada de diferentes formas, sendo normalmente formalizada como um processo
ARMA estacionário.
Este modelo pode ser estimado utilizando o ltro de Kalman ou o ltro Wiener-
Kolmogorov, apresentando, no entanto, problemas de identicação, pelo que se torna
necessário impôr restrições adicionais.
Harvey e Jaeger [1993] apresentam um outro modelo de tipo estatístico para
medição do ciclo económico. Trata-se do modelo tendência e ciclo (trend plus cy-
cle model na terminologia original), em que a série observada é dividida em três
componentes, podendo ainda incluir uma componente sazonal:
yt = t +  t + "t (2.11)
sendo yt a série observada, t a tendência,  t o ciclo e "t a componente irregular. A
tendência é do tipo linear local, denida como:
t = t 1 + t 1 + t (2.12)
t = t 1 + t (2.13)
em que t é o declive da tendência e t e t são ruídos brancos, independentes um
do outro. Note-se que, denida deste modo, a tendência é equivalente a um processo
ARIMA(0,2,1). A componente cíclica estocástica é gerada por:
 t =  cosc t 1 +  sinc 

t 1 + {t (2.14)
 t =   sinc t 1 +  cosc t 1 + {t (2.15)
com 0 6  6 1, sendo c a frequência do ciclo, e {t e {t ruídos brancos não correla-
cionados. A componente cíclica,  t, é estacionária se  fôr estritamente inferior a um.
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Torna-se equivalente a um processo ARIMA(2,1) caso se imponham certas condições,
desejavelmente, a priori27.




{; ; c; 
2
") pode ser efectuada por
máxima verosimilhança (usando, por exemplo, o ltro de Kalman, depois de re-escrito
o modelo em espaço de estado), permitindo obter estimativas das componentes de yt.
Este modelo é semelhante ao modelo univariado de componentes não observadas a-
presentado em Orlandi e Pichelmann [2000] para a decomposição em tendência e ciclo
das séries de desemprego. Estes autores provam que, com alguma manipulação, o sis-
tema constituído pelas equações (2.14) e (2.15) pode ser reduzido a uma especicação
AR(2):
 t = (2 cosc) t 1   2 t 2 + t (2.16)
O outro tipo de modelos, mais apelativos para os economistas, partem de uma
modelização economicamente robusta, estando simultaneamente assente em pressu-
postos estatísticos. Exemplos deste tipo de modelos podem ser encontrados em
Diebold e Rudebusch [1994], que utilizam um modelo factorial dinâmico com alte-
ração de regime, de modo a captar tanto o co-movimento entre as séries cíclicas, como
a não linearidade resultante das diferentes fases cíclicas em que a economia se pode
encontrar em cada momento. Os autores defendem que o comportamento cíclico é
necessariamente diferente em fases de expansão ou recessão, pelo que um modelo que
pretenda acompanhar a realidade deve ter em conta essa não linearidade.
Também a extensão multivariada ao modelo de componentes não observadas a-
presentado em Orlandi e Pichelmann constitui um bom exemplo desta categoria de
modelos. Neste modelo, explora-se a clássica relação de Phillips com o intuito de
decompôr séries de desemprego em tendência e ciclo. A grande diferença face ao
modelo sintetizado pela equação (2.16) passa pela inclusão de equações de medida
adicionais, representativas da relação entre a variável não observada (o ciclo) e diversas
variáveis observadas que se pense estarem contemporaneamente correlacionadas com
o ciclo. No entanto ...the advantage of adding an additional equation rests crucially
on a correct specication of the additional equation. (Orlandi e Pichelmann [2000],
27Ver Harvey e Jaeger [1993] para mais detalhe.
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página 8).
Uma abordagem particularmente interessante deriva do conhecido modelo triangu-
lar de inação de Robert Gordon [1996] e foi desenvolvida por Apel e Jansson [1999a]
e [1999b]. Recentemente, esta metodologia foi aplicada ao caso português por Martins
e St. Aubyn [2001]. Apel e Jansson partem de duas ideias fundamentais: i) as com-
ponentes cíclicas (referidas pelos autores como gap, uma vez que dizem respeito aos
desvios face à tendência, ou seja, o valor natural ou de longo prazo28) do desemprego
e do produto estão directamente ligadas; ii) uma vez que estes desvios medem até
que ponto a economia está afastada do seu equilíbrio de longo prazo, é de esperar
que inuenciem o andamento da inação. Deste modo, uma correcta decomposição
ciclo-tendência do produto tem necessariamente de ter em conta a estreita relação
com o desemprego, bem como com a inação. Os autores criticam, assim, todos os
métodos existentes que não tenham em conta estas importantes inter-relações.
Na formalização do seu modelo, Apel e Jansson partem da relação triangular de
inação de Gordon. Trata-se de um mecanismo do tipo curva de Phillips, modicada
de modo a ter em conta choques de oferta. A sua denominação triangular, deriva das
três determinantes consideradas para a inação: inércia, procura e oferta. A primeira
equação do modelo, a versão modicada do modelo triangular de inação de Gordon,













em que t é o logaritmo do Índice de Preços no Consumidor (IPC), ut é a taxa de
desemprego, unt é a NAIRU e zt é um vector de proxies para choques de oferta
29.
A segunda equação do modelo é uma relação de Okun, que associa as utuações
28No caso do desemprego, a tendência é identicada como sendo a NAIRU - Non Accelerating
Ination Rate of Unemployment, enquanto para o produto, a sua tendência é o produto potencial.
29Este pode incluir variáveis como a taxa de câmbio real, a produtividade, os preços relativos das
importações e do petróleo e variáveis dummy para eventuais alterações nas taxas de imposto sobre
o valor acrescentado.
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cíclicas de produto e desemprego. Os autores representam-na como sendo:
yt   ypt =
1X
l=0
l(ut l   unt l) + "olt (2.18)
onde yt é o logaritmo do produto e y
p
t é o logaritmo do produto potencial.











unt   unt 1 =
2X
m=1
m(ut m   unt m) + "ct (2.21)
Note-se que todos os termos de erro são assumidos serem IID e mutuamente não
correlacionados de variância constante. As equações (2.19) e (2.20) especicam que a
NAIRU e o produto potencial são caracterizados por tendências estocásticas, sendo a
primeira um passeio aleatório puro e o segundo um passeio aleatório com deriva. Por
m, a equação (2.21) especica a evolução assumida para o desemprego cíclico, que
neste caso se trata de um processo auto-regressivo puro.
O modelo é então estimado usando o ltro de Kalman e o método da máxima
verosimilhança, sendo necessário passar previamente a especicação anterior para
espaço de estado. Os resultados obtidos pelos autores para vários países (Suécia,
Canadá, Reino Unido e Estados Unidos) são bastante bons, o que nos leva a estar op-
timistas no que diz respeito à utilização deste modelo na estimação das componentes
cíclicas do emprego e produto. Esta abordagem peca pela morosidade da sua imple-
mentação face a métodos mais expeditos (como os ltros mecânicos), mas tem como
ponto forte a sólida base económica dos pressupostos considerados. As hipóteses mais
discutíveis dizem respeito aos processos adoptados para as componentes, mas análises
casuísticas30 podem levar a encontrar melhores especicações e que são facilmente
introduzidas no modelo.
Outras abordagens também apelativas podem ser encontradas em St-Amant e
van Norden [1997]. Estas consistem na imposição de restrições de longo prazo em
30Nos países analisados pelos autores, as hipóteses foram testadas, tendo-se chegado à conclusão
que os dados são bem representados pelos processos considerados.
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modelos VAR, para a estimação da componente cíclica do produto. Uma dessas
abordagens é apelidada de restrições de longo prazo sobre o produto (LRRO - Long-
-Run Restrictions Imposed on Output), enquanto a outra se denomina por restrições
de longo prazo sobre o produto e a inação (LRROI - Long-Run Restrictions Imposed
on Output and Ination). A segunda é mais renada, uma vez que combina restrições
sobre o produto com restrições sobre a inação, permitindo obter uma componente
cíclica do produto consistente com a tendência da inação31.
2.4 Indicadores Compósitos de Actividade Econó-
mica
As múltiplas teorias e vasta literatura existentes sobre ciclos económicos não nos
permitem concluir pela existência de uma causa única para todas as utuações cíclicas.
Pelo contrário, tal como Zarnowitz [1992] aponta e como vimos na introdução, existem
múltiplas hipóteses explicativas dessas oscilações. Consequentemente, não é possível
identicar sintomas que nos possam dar uma ideia clara do andamento da economia
no futuro imediato. As regularidades nos comportamentos cíclicos por vezes existem,
mas não as podemos tomar como certas.
Grosso modo, podemos agrupar estas teorias em dois grandes grupos: as teo-
rias externas, que explicam os movimentos cíclicos com factores externos ao sistema
económico (guerras, ciclo político, avanços tecnológicos, etc) e as teorias internas, que
colocam particular ênfase nos mecanismos internos da economia.
Dada esta diculdade em encontrar uma teoria, de síntese, sobre o comporta-
mento dos ciclos económicos, é natural a idêntica diculdade em fazer depender a
análise dos ciclos económicos de indicadores cíclicos tomados individualmente. Isto
porque a relevância de cada indicador, per se, varia tendo em conta o elemento causal
dominante. Daqui decorre a necessidade de utilizar indicadores mais gerais, de sín-
tese, que reitam a globalidade dos movimentos na economia. E pela facilidade de
implementação e estimação, a utilização de indicadores compósitos tem hoje grande
31A formalização destas abordagens pode ser encontrada no trabalho referido.
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aceitação junto dos analistas económicos, sobrepondo-se largamente aos sosticados,
mas pesados, modelos macro-econométricos.
2.4.1 Indicadores Compósitos Avançados, Coincidentes e A-
trasados
Os indicadores compósitos (ou de actividade) pertencem aos chamados métodos em-
píricos de previsão32, uma vez que ...não recorrem a um modelo teórico de forma-
lização de comportamento..., razão pela qual ...não fornecem directamente previsões
quantitativas.33. Esta metodologia centra-se, portanto, na observação e tratamento
de séries económicas no sentido de explicar o andamento actual ou prever o andamento
futuro da economia.
À semelhança do que foi apontado para os indicadores cíclicos, também os indi-
cadores de actividade podem ser de três tipos básicos, a saber, indicadores avançados,
indicadores coincidentes ou aproximadamente coincidentes e indicadores atrasados.
Dada a semelhança desta tipologia com aquela que foi efectuada para os indicadores
cíclicos, não repetimos aqui o que então foi dito (ver secção 2.1). Mais uma vez, como
também foi já sugerido, vital importância recai sobre os indicadores avançados de
actividade económica, dada a sua adequação para a previsão de curto prazo.
Uma das grandes vantagens destes indicadores compósitos é aumentarem as pos-
sibilidades de obter indicações correctas sobre o andamento da actividade económica,
pela combinação, num índice, de um grupo relativamente diversicado de indicadores
cíclicos. Deste modo, é possível sintetizar num único indicador, informações sobre
diferentes actividades, pela incorporação de um leque variado de indicadores de curto
prazo.
Por outro lado, a sintetização num índice de toda a informação veiculada pelos
indicadores cíclicos, permite reduzir os erros de medição presentes na generalidade das
séries infra-anuais, na medida em que esses erros são assumidos serem independentes.
32Na terminologia utilizada em Vilares e outros [1996].
33Vilares e outros [1996], página 20.
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Em terceiro lugar, os indicadores compósitos permitem reduzir o ruídonormal-
mente presente em todas as séries de elevada frequência. Para além dos movimentos
sazonais, que devem ser eliminados antes de qualquer análise, a generalidade dos in-
dicadores cíclicos reete principalmente os movimentos erráticos de curto prazo e não
tanto os movimentos cíclicos de maior duração. A utilização dos índices compósi-
tos permite a eliminação da preponderância desses movimentos erráticos, resultando
numa série mais suave.
Estas características dos indicadores compósitos, bem como a facilidade do seu cál-
culo e monitorização, têm ditado a disseminação da utilização destes como elementos-
-chave na análise de curto prazo, tendo sido provada a sua utilidade no acompa-
nhamento e previsão das utuações da economia.
Quer se tratem de indicadores compósitos avançados, coincidentes ou atrasados,
as diversas metodologias existentes para o seu cálculo traduzem diferentes formas de
ponderar a informação que os compõe. Na verdade, não será muito errado dizer-
-se que as grandes diferenças entre indicadores resultem mais do seu conteúdo (ou
seja, as séries utilizadas na sua construção) do que propriamente da forma como
essa ponderação é efectuada. Nos capítulos seguintes iremos exemplicar isso para o
caso português e, em concreto, estudar a construção de indicadores coincidentes e a
inuência das diversas metodologias existentes nos resultados obtidos.
Não sendo objectivo desta dissertação o aprofundar da temática dos indicadores
compósitos avançados, não pode deixar de ser focada a sua elevada importância.
Muitas das metodologias de construção deste tipo de indicadores derivam directa-
mente das metodologias de construção de indicadores compósitos coincidentes. Em
boa verdade, a maior parte dos indicadores compósitos avançados permite prever
o andamento futuro do indicador compósito coincidente, derivando daí a grande li-
gação entre ambos. Essa previsão é normalmente efectuada usando indicadores cíclicos
avançados, que devem reunir certas características: estabilidade, complementaridade,
lead-time elevado, lead-time estável e rápida disponibilização, tal como referido em
Auerbach [1982] ou Gomes [1995].
Uma metodologia muito utilizada na construção de indicadores avançados é aquela
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que a OCDE utiliza actualmente. Deriva muito da metodologia tradicional que apre-
sentaremos no capítulo seguinte e que permite obter indicadores compósitos avança-
dos, coincidente e atrasados. A grande diferença face a essa metodologia diz respeito
ao uso do método PAT pela OCDE, para estimar as tendências de longo prazo34.
Em Stock e Watson [1989], paralelamente à apresentação do novo indicador com-
pósito coincidente (cuja metodologia veremos no ponto 3.2), é também desenvolvido
um indicador compósito avançado, que consiste na previsão (a seis meses) do indi-
cador coincidente. A forma mais simples de pensar este indicador avançado é vê-lo
como a projecção do indicador coincidente nas variáveis avançadas (os indicadores
avançados usados na previsão), numa modelização do tipo VAR 35. Phillips [1998] faz
uma avaliação deste indicador avançado, bem como de outros, à luz da capacidade
destes em prever recessões.
Também em Melro [1996] é apresentada uma outra metodologia de construção
de um indicador compósito avançado para Portugal. Neste caso é utilizada uma
análise em componentes principais de cinco indicadores avançados para a economia
portuguesa. A utilização deste método justica-se pela elevada colinearidade entre as
séries utilizadas.
Outros exemplos de metodologias de construção de indicadores compósitos avança-
dos podem ser dados. Rera-se, adicionalmente, a metodologia proposta em Forni,
Hallin, Lippi e Reichlin [2001], que fazendo uso de uma elaborada análise factorial
dinâmica, propõem a construção de um indicador avançado para a área euro36.
O desempenho do indicador compósito avançado é bastantes vezes analisado à
luz da sua capacidade em sinalizar pontos de viragem na economia. Embora nas
economias desenvolvidas de hoje o fenómeno de abrandamento do crescimento seja
mais comum do que o fenómeno da recessão, continua a haver grande preocupação
em obter indicadores para a sinalização de recessões. É com base nesta preocupação
34Ver OCDE [1998] para maior detalhe sobre a construção deste indicador compósito avançado.
35Para maior detalhe na construção do indicador avançado, ver Stock e Watson [1989a] ou Gomes
[1995], onde este indicador é aplicado ao caso português.
36De notar que esta metodologia é também utilizada na construção de indicadores compósitos
coincidentes e será apresentada no capítulo seguinte.
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que Stock e Watson [1993b] desenvolvem um modelo probabilístico habilitado para a
previsão de pontos de viragem na economia, fazendo uso de indicadores avançados.
2.4.2 Indicadores de Clima Económico e Índices de Difusão
É comum interpretar-se um índice de difusão como um indicador de clima económico.
Especicamente, os índices de difusão revelam a percentagem de séries que variam
num dado período de tempo. No entanto, estes índices apenas revelam o sentido da
variação, não quanticando a sua amplitude. A designação de indicador de clima
deriva da utilização de séries provenientes de inquéritos de opinião (normalmente
designadas por séries qualitativas). Por traduzirem opiniões dos empresários, ne-
cessariamente subjectivas, considera-se que a leitura que delas é feita corresponde,
grosso modo, a um dado clima presente numa indústria, sector, ou mesmo econo-
mia. Na verdade, estas séries qualitativas assumem as características de índices de
difusão, uma vez que variam entre -100 e +100, traduzindo a mudança de direcção
(crescente/inalterado/decrescente) e o tipo de apreciação (boa/satisfatória/má).
Diversos são os exemplos de índices de difusão amplamente utilizados, bem como
diversas são as metodologias empregues na sua construção. Um desses exemplos é
o indicador de clima económico do IFO37. Este indicador é construído a partir das
opiniões expressas por um elevado número de empresas quanto à situação actual da
actividade (boa/satisfatória/má) e quanto às expectativas de evolução da actividade
nos próximos seis meses (melhor/igual/pior). As diversas respostas para cada uma das
duas perguntas são ponderadas de acordo com a importância da indústria e é calculado
o saldo (diferença entre respostas positivas e negativas) das respostas médias a cada
pergunta. Finalmente, o índice sintético é calculado como a média geométrica das
respostas às duas perguntas, é denido um ano base (actualmente 1991) e a série
resultante é corrigida de sazonalidade.
Um outro exemplo de indicador de clima é apresentado em INE [1997], neste caso
para Portugal. O indicador é visto como o factor comum presente em diversas séries
37Instituto Alemão de investigação económica. Ver IFO [2001].
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qualitativas (previamente escolhidas de acordo com a sua ligação ao ciclo económico)
e é calculado utilizando técnicas de análise factorial.
A mesma metodologia é empregue pela Comissão Europeia no cálculo do indicador
de clima para a área euro, que neste momento se conna à indústria (por motivos natu-
rais de indisponibilidade de informação na área dos serviços). Tal como é apresentado
em Comissão Europeia [2000a], este indicador de clima é o factor comum presente
em diversas séries qualitativas para a área euro (sendo cada uma destas obtida por
agregação das séries nacionais, usando como ponderadores o valor acrescentado bruto
da indústria de cada país, face ao total da área euro).
Numa abordagem algo diferente, Stock e Watson [1998] fazem uso de um mod-
elo de análise factorial dinâmica para construir um índice de difusão. Deste modo o
índice de difusão é interpretado como a estimativa dos factores não observados nesse
modelo factorial dinâmico. Tal como noutras metodologias de construção de índices
de difusão, também a apresentada por Stock e Watson não é mais do que uma média
de diversos indicadores cíclicos. No entanto, dado que os factores dinâmicos esti-
mados são identicados apenas parcialmente38, não terão a mesma interpretação dos
índices de difusão tradicionais. Os autores deixam assim em aberto a questão de como
transformar os factores estimados em índices de difusão interpretáveis.
Como vemos, diversas metodologias podem ser empregues na construção de indi-
cadores de clima económico. Grosso modo, é possível utilizar as mesmas técnicas de
construção dos indicadores de actividade. A grande atractividade deste tipo de indi-
cador resulta da rápida disponibilização das séries qualitativas. Naturalmente peca
por não dar uma tradução numérica das variações na actividade.
38Os autores alertam para: ... they are identied only up to a nonsingular kk transformation.





É sobre este tipo de indicador compósito que se desenrola o núcleo desta dissertação.
Não obstante a importância dos indicadores compósitos avançados como forma de
previsão do andamento da economia num futuro próximo, considerou-se que a análise
aprofundada das metodologias de construção dos índices coincidentes constituiria uma
boa base de trabalho. Isto até porque as metodologias hoje utilizadas na construção
de indicadores compósitos avançados derivam, em grande medida, das metodologias
utilizadas nos indicadores coincidentes.
Muito do trabalho em torno da utilização de indicadores no seguimento da con-
juntura económica foi levado a cabo por Burns e Mitchel [1946]. No entanto, estes
autores não eram muito a favor da construção de indicadores compósitos, duvidando
do seu valor no seguimento da conjuntura económica. Na verdade, alertaram mesmo
para os perigos do uso de estatísticas-síntese, uni-dimensionais, na tentativa de perce-
ber os movimentos cíclicos da economia. Em palavras dos autores, ...no single time
series can reveal business cycles as we have dened them., de tal forma que ...only
by analyzing numerous time series, each of restricted signicance, can business cycles
be made to reveal themselves... (Burns e Mitchell [1946], página 11).
Apesar de todas estas reticências e advertências, seguidores de Burns e Mitchell
viram a necessidade de criar indicadores compósitos de actividade que pudessem sin-
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tetizar um conjunto alargado de indicadores.
Os primeiros índices compósitos foram desenvolvidos por Geo¤rey Moore e Julius
Shiskin1, dois proeminentes defensores dos indicadores (ou índices) compósitos. Moore
construiu uma metodologia de previsão da produção industrial, combinando diversos
indicadores cíclicos. A forma como esses indicadores eram construídos (principalmente
no que diz respeito à estandardização das séries utilizadas) foi evoluindo e para isso
muito contribuiu Shiskin2.
Mas a partir da década de 60, vários desenvolvimentos ocorreram. Em particular,
as economias desenvolvidas (em especial a dos Estados Unidos) passaram a ter um
comportamento cíclico diferente, na medida em que as recessões passaram a ser pouco
severas, a tal ponto que as contracções económicas deram lugar a meras desacelerações
no crescimento. Como referem Boschan e Banerji [1990], foi necessário adaptar a
construção de indicadores a novas denições de ciclos, quer seja em termos de desvios
face à tendência (os chamados deviation cycles) ou em termos de diminuição das
taxas de crescimento (os denominados growth cycles).
No seguimento destes desenvolvimentos teóricos, novos indicadores compósitos
foram construídos pelo Departamento de Comércio (DOC - Department of Commerce)
dos Estados Unidos, tendo conduzido à sua produção regular entre 1968 e 1995. Nesta
data, a construção destes indicadores passou para o The Conference Board, uma
organização empresarial não lucrativa. A metodologia utilizada é bastante simples e
decorre disso mesmo a sua atractividade. Começaremos por abordar esta metodologia
no ponto 3.1, dado tratar-se da metodologia mais próxima da que foi inicialmente
desenvolvida pelos paisdos indicadores compósitos.
No ponto seguinte deste capítulo, será abordada a metodologia Stock-Watson,
desenvolvida com o intuito de dar uma racionalidade estatística à construção de indi-
cadores compósitos, algo que a metodologia tradicional não fazia. Paralelamente, foi
desenvolvida em Portugal uma metodologia alternativa, que pela sua novidade face às
metodologias até então existentes, merece também um certo destaque. Mais tarde, a
1Citado em Boschan e Banerji [1990].
2Para maior detalhe na evolução histórica dos indicadores compósitos, ver Boschan e Banerji
[1990].
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abordagem em componentes principais inicialmente efectuada foi melhorada pelo uso
da análise factorial clássica, mas mantendo essencialmente o mesmo espírito. Esta
metodologia será aorada no ponto 3 deste capítulo. Na sequência dos importantes
trabalhos de Stock e Watson [1989] e [1991], foi desenvolvida uma metodologia que,
partindo daquela, introduz algumas modicações e melhoramentos. Esta metodologia,
a que tão simplesmente chamamos derivada, será abordada no ponto 4 deste capítulo.
Finalmente, este capítulo será encerrado com a exposição de uma metodologia
relativamente recente, fazendo uso de técnicas de análise factorial dinâmica e que
pensamos poder vir a tornar-se o grande desenvolvimento para o futuro nesta área.
3.1 A Metodologia Tradicional
Nesta secção vamos abordar uma metodologia que é utilizada nos Estados Unidos
desde a década de 60 e que tem basicamente permanecido intacta desde então. Como
já vimos na introdução a este capítulo, esta metodologia de construção de indicadores
(que é utilizada na construção de indicadores avançados, coincidentes e ainda atrasa-
dos) deriva de trabalhos antigos de Moore e Shiskin.
Trata-se de uma metodologia bastante simples, que assenta em 3 etapas básicas:
selecção das componentes; transformação das componentes; e esquema de ponderação.
Como resultado, obtemos indicadores compósitos que não são mais do que médias
ponderadas de vários indicadores. Os indicadores avançados, coincidentes e atrasa-
dos partilham a mesma metodologia, diferindo apenas no conjunto de indicadores
cíclicos utilizado na construção de cada um. Neste processo de construção dos indi-
cadores compósitos, a etapa que recebe maior atenção é a selecção das componentes.
Considera-se que cada um dos três conjuntos de indicadores utilizados na construção
dos três indicadores compósitos são os melhores na explicação da realidade a que se
destinam.
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3.1.1 Construção do Indicador
Assumindo que a etapa crucial de escolha dos melhores indicadores para cada realidade
está completada, é necessário combiná-los da melhor forma. Num artigo publicado
pelo The Conference Board [1997], são bem evidentes cinco passos no cálculo dos
indicadores compósitos. Vamos considerar t e t   1 como os meses corrente e an-
terior, respectivamente, e que x e m denotam uma componente particular do índice
compósito.
1. Cálculo das variações mensais para cada componente
Se determinada componente X está já em variação percentual, a transformação
a operar é a simples diferença: xt = Xt Xt 1. Se, por outro lado, a componente
é expressa em níveis, então calculam-se as variações percentuais simétricas: xt =
200  (Xt  Xt 1)=(Xt +Xt 1).3
2. As variações mensais são ajustadas de modo a igualarem a volatilidade
de cada componente
Partindo do desvio-padrão das variações de cada componente, vx, calcula-se a
soma do inverso dos desvios-padrão k =
P
xwx, sendo wx = 1=vx. Posterior-
mente, as medidas estatísticas de volatilidade (desvio-padrão) são recalculadas,
de modo a que os factores de estandardização das componentes do indicador
compósito somem a unidade: rx = 1=(k  vx). Podemos então calcular as vari-
ações ajustadas de cada componente como sendo mx = rx  xt.
3. Cálculo da soma das variações mensais ajustadas
No caso do indicador compósito coincidente4, a variação mensal percentual (vista
pela fórmula simétrica) do indicador é simplesmente a soma das variações men-
sais ajustadas de cada componente, ou seja, it =
P
mmt.
3Ao contrário da fórmula tradicional de cálculo das variações percentuais, esta fórmula trata as
variações positivas e negativas de forma simétrica. Deste modo, um aumento de 1% seguido de uma
diminuição de 1%, leva o índice para o seu valor original.
4Reside aqui uma diferença entre o cálculo do indicador compósito coincidente e os indicadores
compósitos avançado e atrasado, dado que estes últimos sofrem ainda um ajustamento adicional.
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4. O nível do indicador compósito é calculado usando a fórmula da vari-
ação percentual simétrica
O valor do índice para o primeiro mês é simplesmente I1 = (200+ i1)=(200  i1),
sendo It = It 1  (200 + it)=(200  it) para t = 2; :::; n.
5. O indicador compósito é recalculado para base 100 num ano escolhido
O ano base escolhido no texto original foi 1992. Para isso, o histórico do índice
é multiplicado por 100 e dividido pela média dos 12 meses de 1992.
Podemos sintetizar estes passos na construção do indicador coincidente tal como
faz Boldin [2000], utilizando uma especicação logarítmica (que para variações peque-
nas é muito aproximada à variação percentual simétrica):
zt = zt   zt 1 =
X
j
wj(xj;t   xj;t 1) (3.1)
onde w é o factor de ponderação de cada componente5, x é a componente (na forma
logarítmica) e z é o indicador coincidente (também na forma logarítmica). Em termos












sendo z0 um ajustamento arbitrário para denição do ano-base.
Em torno desta metodologia existem também várias discussões e diversas são as
alternativas apontadas, em especial no que toca à estandardização prévia a efectuar
aos indicadores utilizados. Naturalmente, o método de estandardização adoptado tem
também inuência na denição da base do índice (etapa 5.).
Boschan e Banerji [1990], bem como Cullity e Banerji [1996] expôem e analisam
as vantagens e desvantagens de alguns métodos utilizados. Não havendo particu-
lar interesse em sermos demasiado exaustivos e descritivos, vamos apenas apresentar
5Que, como vimos, é inversamente proporcional ao desvio-padrão das variações mensais para cada
componente no período observado.
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duas alternativas ao método utilizado pelo The Conference Board6 que, note-se, cor-
responde ao que anteriormente era utilizado pelo Department of Commerce e que
muitas vezes se denomina por método de Shiskin.
Uma dessas alternativas é o método empregue pela OCDE. No cálculo dos in-
dicadores compósitos para diversos países, esta organização utiliza como factor de
estandardização, os desvios médios absolutos das séries sem tendência, em relação à
sua média. Cada série, depois de lhe ser retirada a tendência, é dividida pelo fac-
tor de estandardização correspondente. Posteriormente, as séries estandardizadas são
agregadas, obtendo-se o indicador compósito.
A outra alternativa a que faremos menção é a abordagem proposta em Boschan e
Banerji [1990]. Os autores enfatizam a importância da resolução de dois problemas:
qual o procedimento apropriado para o cálculo do factor de estandardização e qual a
natureza das séries a serem estandardizadas. No que diz respeito à primeira destas
questões, Boschan e Banerji defendem o uso do desvio-padrão da série alisada depois de
retirada a tendência. Em relação ao segundo destes problemas, os autores defendem a
necessidade de assegurar a aplicação do factor de estandardização a séries estacionárias
em amplitude (isto pode ser alcançado, por exemplo, aplicando logaritmos às séries
iniciais).
Também na última etapa, que diz respeito à denição do nível do indicador com-
pósito, residem algumas diferenças de abordagem. No caso descrito, que se trata do
tratamento original dado pelo The Conference Board aos seus indicadores, o indicador
apenas é recalculado de modo a ter base 100 num ano previamente escolhido. Jorrat
[1998] utiliza um tratamento diferente. Faz um ajustamento da tendência do indi-
cador compósito coincidente de modo a que este tenha uma tendência de longo prazo
semelhante ao crescimento de longo prazo do PIB. Deste modo, é retirada qualquer
tendência espúrea ainda presente no indicador compósito. Para tal, Jorrat dene o
crescimento médio do PIB num intervalo relativamente alargado de tempo (1970 a
1997). Finalmente, o indicador compósito é reconstruído tendo em conta as variações
6Para maior detalhe nestes métodos de estandardização e, em especial, problemas associados à
sua utilização, ver os textos referidos.
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mensais denidas na etapa 4., ajustadas ao crescimento de longo prazo do PIB.
No caso dos indicadores da OCDE, é utilizado um método em que a tendência
é devolvidaà série do indicador. Para isso, o indicador (depois de ajustada a sua
amplitude) é multiplicado pela tendência da série de referência (na unidade original),
previamente obtida pelo método PAT7.
3.2 A Metodologia Stock-Watson
A metodologia desenvolvida por James Stock e Mark Watson, é porventura a mais
importante no universo de metodologias de construção de indicadores compósitos.
Esta secção segue de perto os artigos de 1989 e de 19918 destes dois autores, nos quais
é desenvolvido um modelo probabilístico explícito, com base em técnicas modernas
de análise de séries temporais, ao contrário do que era efectuado até então pelo DOC
nos Estados Unidos. Segundo Stock e Watson [1991], este modelo gera resultados
em tudo semelhantes ao antigoindicador do DOC, mas permite ter por detrás uma
racionalidade estatística na sua construção e interpretação.
O modelo de Stock e Watson baseia-se na ideia da existência de um elemento
comum nos co-movimentos entre muitas variáveis macroeconómicas e que pode ser
representado por uma única variável subjacente e não observada. Os autores chamam
a esta variável o estado da economia (em palavras dos autores, ...this variable re-
presents the general state of the economy, Stock e Watson [1991], página 64).
Esta variável não observada deve ser denida antes de ser estimada e isto requer a
formulação de um modelo probabilístico. O modelo em causa é um modelo de índice
único, sendo o índice o estado da economia, Ct. Tratando-se de um modelo linear nas
variáveis não observadas, é usado o ltro de Kalman para a construção da função de
verosimilhança. Deste modo, os parâmetros do modelo serão estimados pelo método
da máxima verosimilhança.
7Sobre este método, ver Zarnowitz [2000], Zarnowitz e Ozyildirim [2001] ou OCDE [1998].
8Na verdade, este artigo de 1991 é de facto de 1989, publicado inicialmente como NBER Working
Paper n.o 2772. Foi posteriormente publicado em Lahiri e Moore [1991].
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3.2.1 Especicação do Modelo
Seja Xt um vector n 1 de variáveis macroeconómicas que se julga moverem-se con-
temporaneamente com a economia. Neste modelo, Xt tem duas componentes estocás-
ticas: a componente comum, ou seja, o valor da variável de estado da economia,
Ct e uma componente de dimensão n, que representa os movimentos idiossincráticos
das séries e o erro de medição, vt = (v1t; v2t; :::; vnt)0. Ambas as componentes são
modelizadas como tendo estuturas estocásticas lineares e, para mais, Ct é assumida
entrar contemporaneamente em cada variável. Deste modo, a formulação sugerida é:
Xt = ~ + Ct + vt (3.3)
~(L)Ct =  + t (3.4)
~D(L)vt = t (3.5)
Note-se que L é o operador de desfasamento, ~(L) é um polinómio escalar em L e
~D(L) é uma matriz de polinómios em L. Vemos claramente pela equação (3.3) que
Ct entra nas n equações que a compõem, mas com diferentes ponderações.
Dado não ser possível garantir a cointegração entre as séries coincidentes, o sistema
(3.3) a (3.5) é reformulado em termos de variações. Na reparametrização efectuada
por Stock e Watson, vamos então obter o sistema:
Yt =  + Ct + ut (3.6)
(L)Ct =  + t (3.7)
D(L)ut = t (3.8)
Esta reparametrização assume que ~(L) = (L) e ~D(L) = D(L), onde  = 1 L
e que Yt = Xt e ut = vt. Note-se ainda que os polinómios (L) e D(L) têm ordens
nitas p e k, respectivamente, que  é uma constante e que  e  são vectores n  1
de constantes.
Neste modelo de índice único, a hipótese básica de que os co-movimentos das séries
resultam apenas da variável não observadaCt é atingida assumindo que (u1t; u2t; :::; unt;
Ct) são mutuamente não correlacionados para todos os desfasamentos. Isto é con-
seguido assumindo que a matriz D(L) é diagonal e que t e t são ruídos brancos não
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correlacionados:




35h t 0t i =  = diag(2; 21 ; :::; 2n)
Por uma questão de identicação do modelo, é efectuada a normalização 2 = 1.
Stock e Watson fazem ainda uma hipótese adicional, de modo a estimar a taxa média
de crescimento de Ctjt, ou seja, a estimativa do indicador coincidente no momento t,
obtida com informação disponível até esse mesmo momento. Esta é calculada como a
média ponderada das taxas de crescimento das séries iniciais. Deste modo, podemos
obter Ctjt neste modelo como sendo:
Ctjt = W (L)Yt (3.9)
Em que W (L) é um vector de polinómios em L, de dimensão 1  n. A média
de Ctjt iguala W (1)Y , sendo W (1) = 
1
i=0Wi e Y a média de Yt. Isto implica
 = (1)W (1)Y .
Todas estas hipóteses são necessárias e sucientes para impôr as restrições de
identicação que nos permitem estimar o modelo, usando o ltro de Kalman. Isso
será feito em dois passos, estimando, em primeiro lugar, os parâmetros do modelo e
usando essas estimativas, num segundo passo, para obter a componente comum, ou
seja, o indicador compósito coincidente, Ct.
3.2.2 O Filtro de Kalman
Stock e Watson [1991] mostram que o primeiro passo para estimar o modelo (3.6)
a (3.8) é explicitá-lo sob a representação de espaço de estado, de modo a podermos
utilizar o ltro de Kalman9 na avaliação da função de verosimilhança.
A representação em espaço de estado é composta por dois conjuntos de equações:
um conjunto de equações de medida e um outro de equações de transição. O último
descreve a evolução do vector das variáveis de estado não observáveis, Ct, ut e os seus
9Sobre a derivação do ltro de Kalman ver Harvey [1991] e Cuthbertson e outros [1992].
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desfasamentos, enquanto que o primeiro relaciona as variáveis observadas, Yt, com os
elementos do vector de estado10. Como foi demonstrado por Stock e Watson [1991], a
equação de transição (3.10) é obtida combinando as equações (3.7) e (3.8), enquanto
que a equação de medida (3.11) é obtida reescrevendo a equação (3.6) como uma
combinação linear do vector de estado, obtendo-se assim:
t =  + Ttt 1 +Rt (3.10)























































A representação em espaço de estado acima efectuada contém um termo de erro
t na equação de medida (não correlacionado com t) e a matriz de transição Tt varia
ao longo do tempo. No entanto, Stock e Watson acabam por efectuar a estimação
assumindo t nulo e uma matriz de transição invariável.
10Daqui em diante referiremo-nos a estas equações como a equação de medida e a equação de
transição, tendo sempre presente, no entanto, que se trata de uma representação matricial, na qual
guram diversas equações.
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Sendo uma conhecida forma de construir a função de verosimilhança Gaussiana,
o ltro de Kalman permite obter estimativas do erro quadrático médio mínimo (Mi-
nimum Mean Square Error - MMSE) do vector de estado não observável, de forma
recursiva. O ltro é composto por dois conjuntos de equações, um de previsão e outro











. Deste modo, as equações de previsão
do ltro de Kalman são:





Pela equação de medição (3.11), a previsão de Yt em t  1 é Ytjt 1 =  + Ztjt 1. As
equações de actualização do ltro são:
tjt = tjt 1 + Ptjt 1Z
0F 1t vt (3.14)
Ptjt = Ptjt 1   Ptjt 1Z 0F 1t ZPtjt 1 (3.15)
em que Ft = E [vtv0t] = ZPtjt 1Z
0 +H e vt = Yt   Ytjt 1.11
As equações (3.12) a (3.15) do ltro de Kalman permitem a estimação recursiva
do vector de estado tjt 1 e da matriz de covariâncias da estimativa, Ptjt 1, assu-
mindo valores iniciais para os parâmetros desconhecidos em Tt, R, , H e Z (os
hiper-parâmetros do sistema) bem como os valores iniciais para tjt e Ptjt. Para
uma estimação por máxima verosimilhança exacta, estes valores iniciais são toma-
dos como sendo o valor esperado não condicional de t e a sua matriz de covariân-
cias, E

(t   Et) (t   Et)0










como indicam Stock e Watson [1991], P0j0 pode ser igualado a uma matriz constante
arbitrária. Neste caso, as estimativas não são exactas, mas são assimptoticamente
equivalentes à máxima verosimilhança.
A partir dos valores iniciais arbitrários dados aos hiper-parâmetros, a aplicação
do ltro de Kalman permite gerar os inputs necessários à composição da função de
verosimilhança, ou seja, vt e Ft. De posse da função de verosimilhança e assumindo er-
ros Gaussianos, é possível obter as estimativas Gaussianas de máxima verosimilhança,
11Caso se assuma a hipótese de t = 0; então H será nulo.
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Ou seja, o ltro de Kalman não gera, por si só, estimativas dos parâmetros
desconhecidos do modelo. Na verdade, apenas permite obter estimativas (condi-
cionais nos parâmetros desconhecidos) do erro de previsão (do tipo one step-ahead),
vt = Yt   Ytjt 1 e da sua matriz de variâncias-covariâncias, Ft, a partir de valores ini-
ciais dados aos hiper-parâmetros do sistema e aos parâmetros (tjt e Ptjt). Estas são
depois utilizadas na construção da função de verosimilhança e o seu valor é avaliado.
O processo iterativo decorre até que os hiper-parâmetros e parâmetros sejam tais que
a função de verosimilhança é máxima. Ou seja, os parâmetros do ltro de Kalman
são óptimos na medida em que maximizam a função de verosimilhança L.
Podemos ver então que o ltro de Kalman é uma ferramenta poderosa de esti-
mação: apesar de conter variadas incógnitas (no caso que vimos de construção do
indicador coincidente, temos a variável subjacente bem como os parâmetros do sis-
tema como incógnitas), permite obter estimativas da parte não observada do modelo
(variável subjacente e respectiva matriz de covariâncias da estimativa) e dos hiper-
parâmetros, tudo na mesma operação.
3.2.3 Construção e Estimação do Indicador Coincidente
O indicador coincidente compósito retirado do modelo de índice único é o estimador
MMSE de Ct, construído utilizando os dados dos indicadores coincidentes, deno-
tado por Ctjt. Usando o estimador do vector de estado, tjt, obtido pelo ltro de
Kalman dado (Y1; :::; Yt), é possível obter facilmente o indicador coincidente utilizando
a equação (3.10), vindo dado por Ctjt =

Zc 01(p 1) 01nk 1

tjt: Adicional-
mente, a variância deCtjt vem dada por





Zc 01(p 1) 01nk 1
0
:
O ltro de Kalman também possibilita a obtenção do polinómio de ponderação
W (L) da equação (3.9). Dado que Ct = e01tjt com e1 =

1 0 ::: 0
0
, então
encontrar os ponderadores implicitamente utilizados no cálculo de Ct é um caso
57
especial do problema de encontrar os pesos correspondentes em tjt. Substituindo
vt = Yt   ( + Ztjt 1) na equação (3.14) e utilizando a equação (3.12), vamos obter:
tjt = (I  GtZ)( + Ttt 1jt 1) +GtYt  Gt (3.17)
sendo Gt = Ptjt 1Z 0F 1t o ganho de Kalman. Quando Tt é invariante no tempo
(Tt = T ), então Gt converge de forma não estocástica para o ganho de Kalman de
steady-state, G. Deste modo, a equação (3.17) pode ser re-escrita como:
(I  KL)tjt = GYt (3.18)
comK = (I GZ)T  e, por construção, (I GZ) = G. Os ponderadoresW (L)
são obtidos por inversão de (I  KL) na equação (3.18) e, seleccionando a primeira







Uma particularidade adicional do ltro de Kalman é a possibilidade de se obterem
estimativas retrospectivas do estado da economia, CtjT (ou, de forma mais geral, tjT ).
É possível obter estimativas para t utilizando toda a amostra, através do Kalman
smoother12. O ltro de Kalman, por si só, calcula as melhores estimativas para o
vector de estado tjt 1, baseado na informação disponível até t   1. Mas o ltro de
Kalman também pode produzir as melhores estimativas de t dada toda a informação
(t = 1; :::; T ). O alisamento que o ltro de Kalman pode fazer signica, basicamente,
olhar para trás a partir de t = T para obter as melhores estimativas para t = T   1,
t = T   2, etc. As equações de alisamento são equações recursivas que funcionam da
frente para trás, a partir de T e PT .
Sejam tjT e PtjT o estimador alisado e a sua covariância. Deste modo, as equações
de alisamento13 serão:
tjT = t + P

t (t+1jT   Tt+1t) (3.20)
PtjT = Pt + P

t (Pt+1jT   Pt+1jt)P 0t (3.21)
12Na ausência de tradução adequada, optou-se por conservar a designação original.
13Segundo Harvey [1989] e Cuthbertson e outros [1992].
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com:




t+1jt t = T   1; T   2; :::; 1
Como referem Cuthbertson e outros [1992], não existe nenhuma intuição apelativa
que se possa dar a estas recursões de alisamento. Nos modelos em que se assumem
parâmetros variáveis no tempo (caso mais geral, não assumido por Stock e Watson
na estimação), a interpretação destas equações é mais apelativa, dado que podem ser
vistas como as melhores estimativas possíveis de obter a partir de toda a informação
disponível, apesar de se continuar a assumir que os parâmetros são variáveis no tempo.
Apesar da diculdade de avaliação das equações em si, os resultados obtidos a partir
das equações de alisamento são economicamente intuitivas, uma vez que permitem
fazer uso de toda a informação disponível em cada momento.
3.3 Componentes Principais e Análise Factorial Clás-
sica
A metodologia sugerida por Pinheiro e Melro [1992] difere substancialmente da que foi
apresentada na secção anterior. Para o acompanhamento da economia, existemmuitos
indicadores de referência que dizem respeito a diferentes agregados de uma variável
macroeconómica de síntese, como é o Produto Interno Bruto. Um indicador sintético
de evolução da economia deve ser uma combinação dos indicadores disponíveis. A
questão é sempre em relação à forma de combinar a informação. Esta metodologia
sugere, como forma de tratamento, a utilização do método das componentes principais,
com o objectivo de reduzir a dimensionalidade14, aplicado às taxas de variação dos
indicadores. Depois de aplicada a análise das componentes principais, os indicadores
daí resultantes são utilizados numa regressão que explora a correlação destes com as
taxas de variação das séries das Contas Anuais.
Segundo os autores, a superioridade desta abordagem face à metodologia Stock
e Watson tradicional, advém da possibilidade de uso de um conjunto alargado de
14Pois existe um número elevado de indicadores, comparativamente com o número de observações
disponíveis.
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indicadores. Com o uso do ltro de Kalman, o elevado número de parâmetros implica
que não podem ser usados mais de quatro ou cinco indicadores. Por outro lado,
a metodologia Stock e Watson obriga a que os indicadores utilizados tenham uma
evolução cíclica aproximada, o que torna crítico o processo de escolha das variáveis.
Pinheiro e Melro consideram que neste ponto a abordagem das componentes principais
se superioriza à metodologia Stock e Watson15.
Posteriormente, esta análise em componentes principais foi melhorada com o re-
curso à análise factorial clássica. Esta vertente é abordada em INE [1997]16, fazendo
uso do trabalho efectuado por Doz e Lenglart [1996]. Trata-se claramente de uma
abordagem superior à análise em componentes principais (que mais não é do que um
caso particular - e mais simples - da análise factorial clássica), pelo que esta secção se
concentrará no modelo de análise factorial.
3.3.1 Aplicação do Método das Componentes Principais na
Transformação dos Dados
Como foi já mencionado, a utilidade do método das componentes principais decorre
da possibilidade de ultrapassar os problemas de escassez de graus de liberdade na
estimação. Por outro lado, permite também evitar problemas de colinearidade entre
as séries utilizadas. Deste modo, o método das componentes principais agura-se de
maior relevância quando as séries iniciais apresentam uma forte correlação entre si.
Pinheiro e Melro optam pela aplicação do método das componentes principais
às pseudo taxas de variação homólogas das séries17, Tendo em conta os manifestos
sintomas de não estacionaridade das séries mensais...18, sendo o método das compo-
nentes principais então aplicado a estas PTVHs.
Finalmente, o modelo construído é estimado utilizando as componentes principais
das PTVHs dos indicadores. Para essa estimação, os autores ensaiaram diversas
15Mais à frente (capítulo 5) veremos estas e outras questões em maior detalhe.
16Sendo a metodologia que hoje em dia é utilizada na construção do indicador compósito do INE.
17Assim apelidadas dado que na transformação operada pelos autores, existe um termo de erro na
equação de denição das variações homólogas.
18Pinheiro e Melro [1992], página 208.
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regressões, utilizando combinações das primeiras dez componentes, tendo a escolha
recaído na regressão com mais componentes signicativas.
3.3.2 Modicações Recentes
Num trabalho posterior (INE [1997]), esta metodologia de construção de um indicador
coincidente compósito com recurso ao método das componentes principais foi equa-
cionada de modo diferente e os indicadores utilizados foram repensados. Similarmente,
a forma de tratamento prévio desses indicadores foi também alterada.
Vimos já que o objectivo principal do método das componentes principais é a re-
dução da dimensionalidade do vector de variáveis iniciais (indicadores cíclicos), tendo
em vista a sua substituição por um número reduzido de variáveis subjacentes, que
se designam por factores comuns. Nesta redução de dimensão, as novas variáveis (os
factores comuns) são derivadas por ordem decrescente de importância. O resultado é
tanto melhor quanto mais reduzido for o número de factores comuns que traduzem o
essencial da informação contida nas variáveis iniciais (cujo número é elevado).
Nesse trabalho recente (INE [1997]), que se alimenta essencialmente da análise
efectuada por Doz e Lenglart [1996] para o estudo da indústria francesa, é aplicada
a análise factorial tradicional (não dinâmica) que, segundo os autores, ...provides
consistent estimators of the parameters of the model, even when the variables are
autocorrelated time variables... (Doz e Lenglart [1996], página 2). Deste modo,
é possível aplicar este método utilizando packages tradicionais, que permitem ainda
obter elementos estatísticos necessários à escolha do número de componentes a utilizar.
Seja o seguinte conjunto de I variáveis iniciais, y1t; y2t; :::; yIt19. Existindo J va-
riáveis subjacentes (sendo J < I), designadas por F1; F2;...; FJ , então cada variável
inicial yit pode ser representada como uma função linear destes J factores comuns e
de uma variável residual.
yit = i1F1t + :::+ iJFJt + uit com i = 1; :::; I (3.22)
19Vamos aqui utilizar a notação empregue no texto original de Doz e Lenglart [1996].
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Neste modelo de análise factorial, os pesos ij, designados por factor loadings,
representam o coeciente de correlação da variável i com o factor j (de outro modo,
representam a contribuição do factor Fj para a explicação da variável yit). Os factores
Fj designam-se por factores comuns e representam as correlações entre as variáveis.
Por m, a variável residual ui, também apelidada de factor especíco (ou componente
idiossincrática), representa a variável residual especíca de Xi. As variáveis residuais
ui são independentes umas das outras e independentes dos factores e, tal como os
factores Fj, podem estar autocorrelacionadas20.
Utilizando notação matricial, em que yt = (y1t; :::; yIt)
0, Ft = (F1t; :::; F1J)
0, ut =
(uit; :::; uIt)
0 e  = (ij), com 1 6 i 6 I e 1 6 j 6 J , o modelo vem:
yt = Ft + ut (3.23)






 ) = 0 8(t; 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E(FtF
0
 ) = 0 e E(utu
0
 ) = 0; 8(t; ) com t 6=  .
Facilmente se constata que os factores não são denidos de forma única, uma vez
que podem ser modicados por uma qualquer combinação linear, desde que os factor
loadings sejam alterados em consonância.
No modelo básico, em que os factores comuns não estão correlacionados entre si e
os factores especícos e comuns não são autocorrelacionados21, temos que:
V (yt) = 
0 +D









i , para i = 1; ::; I e 8t:
Ou seja, a variância total da variável yit é composta pela contribuição total dos
factores, h2i , também apelidada de communality da variável yit e pela variância de uit,
não explicada pelos factores. Cada 2ij representa a parte da variância de yit explicada




ij mede a contribuição total do factor Fj
para a variância de todas as variáveis.
20Doz e Lenglart [1996], no apêndice do trabalho, provam que os estimadores são consistentes,
podendo sofrer, ou não, de autocorrelação.
21Em notação matricial, o mesmo é dizer que E(FtFt) = Id; e que E(FtF 0 ) = 0 e E(utu
0
 ) = 0;
8(t; ) com t 6=  .
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Na construção de um indicador coincidente de actividade económica, estamos par-
ticularmente interessados no caso em que um factor é suciente na explicação das
variáveis observadas. Deste modo, o modelo simplica-se:
yt = Ft + ut (3.24)
assumindo-se V (Ft) = 1 em adição às hipoteses anteriormente tomadas.
A estimação do factor comum pelo método da análise factorial parte da primeira
componente da análise em componentes principais. Aliás, tal como apontam Doz e
Lenglart [1996], ...running principal factor analysis is equivalent to running a princi-
pal component analysis on a specic matrix: the o¤-diagonal elements of this matrix
are the correlations between the variables, while its diagonal elements are equal to
prior estimates of the communalities.22. Rera-se, adicionalmente, que este modelo
pode também ser estimado por máxima verosimilhança23, fornecendo assim estimati-
vas ecientes dos parâmetros.
Chegando-se a uma situação (desejável) em que a primeira componente traduz
grande parte da variabilidade das séries de base, esta componente vai servir para esti-
mar o factor comum, que ...constitui o indicador coincidente de actividade económica.24.
3.4 Metodologia Derivada
Nesta secção, vamos abordar uma metodologia que se baseia na metodologia Stock
e Watson tradicional, mas que introduz algumas particularidades com o objectivo
de a adaptar melhor à realidade a que se destina. Esta metodologia, inicialmente
aplicada por Garrat e Hall [1996], foi posteriormente adoptada na construção de um
novo indicador coincidente para Portugal por Rito e Nunes [2000]. A necessidade de
adaptação e melhoramento da metodologia inicialmente proposta por Stock e Watson
22Doz e Lenglart [1996], página 6.
23Tal como apresentam Lawley e Maxwell [1971], o modelo de factor comum pode ser estimado
por máxima verosimilhança, num ambiente Gaussiano.
24INE [1997], página 6.
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deriva da inclusão de séries que não estão atempadamente disponíveis e para as quais
é necessário um tratamento adicional.
Rito e Nunes modicam a metodologia Stock e Watson de modo a incorporarem
a taxa de variação homóloga do PIB como uma das variáveis de input do modelo. O
mesmo tinham já feito Garrat e Hall [1996] para a construção de um novo indicador
coincidente para o Reino Unido. Adicionalmente, também neste trabalho de 1996,
estes autores estudam aprofundadamente o problema da estacionaridade das séries
utilizadas, com o objectivo de testar qual dos indicadores é o melhor: em níveis,
ou em primeiras diferenças. Como vimos na primeira secção deste capítulo, Stock e
Watson não conseguiram concluir pela cointegração das séries coincidentes utilizadas,
pelo que adoptaram uma especicação em variações. Pelo contrário, Garrat e Hall
concluem pela superioridade do indicador em níveis.
Rito e Nunes utilizam uma especicação em níveis, pois utilizam apenas variáveis
estacionárias. Na verdade, duas das séries utilizadas são não estacionárias, mas no
modelo são utilizadas as suas TVHs, que são estacionárias. Deste modo, a especi-
cação do modelo utilizado por estes autores assume a variável Ct, enquanto no modelo
Stock e Watson era utilizado Ct.
3.4.1 Aplicação do Filtro de Kalman com Algumas Séries não
Disponíveis
A incorporação da TVH do PIB obriga a algumas modicações no modelo Stock e
Watson, para além de ser usada uma especicação em níveis desse mesmo modelo.
Este facto deriva do atraso com que o PIB trimestral é disponibilizado, que na antiga
base era de vários trimestres25. Consequentemente, torna-se necessário especicar o
25Convém neste ponto claricar um aspecto. À data de realização do estudo de Rito e Nunes,
ainda não estavam disponíveis as Contas Trimestrais na nova base SEC95. Entretanto, as Contas
Trimestrais divulgaram novos valores para o PIB do primeiro trimestre de 1995 ao quarto trimestre
de 2000. Note-se que nesta nova base, o desfasamento de publicação é apenas de quatro meses após
o trimestre de referência. Deste modo, o problema de previsão de vários trimestres, com que Rito e
Nunes se debateram, é agora amenizado, sendo necessário prever apenas um trimestre.
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modelo de modo diferente, para que o ltro de Kalman possa ser utilizado na sua
estimação. Podemos aqui encontrar mais duas vantagens da utilização deste método
na estimação de variáveis subjacentes: o facto de poder ser utilizado na previsão de
valores não observados de uma variável e a possibilidade de utilizar variáveis com
diferentes periodicidades.
Vamos então supor que, em dado momento t, as primeirasm (1 < m < n) variáveis
são observadas, enquanto as restantes (n  m) variáveis são não observadas, de um
universo de variáveis Y1;t; Y2;t; :::; Ym;t; Ym+1;t; :::; Yn;t. Deste modo, a equação (3.11)
tem de ser alterada de forma a comportar apenas as variáveis observadas, Yj;t, com
1 6 j 6 m. Podemos escrever o vector Y por blocos, tendo em conta a separação











t = (Y1;t; :::; Ym;t) e Y
20
t = (Ym+1;t; :::; Yn;t)
O mesmo pode ser efectuado para a matriz Z, fazendo Z1 como a matriz que se
obtém eliminando as últimas (n m) linhas de Z e Z2, obtida eliminando as primeiras




. Adoptando a notação usada pelos
autores (que omitem t e  da equação de medida (3.11)), obtemos a nova equação
de medida:
Y 1t = Z
1t (3.25)
onde se omitem as variáveis não observadas. A estimativa de t baseada em (Y1; ::: ;
Yt 1; Y
1
t ) pode ser obtida utilizando o ltro de Kalman. É também possível obter as
novas equações de actualização (que substituem as anteriores equações de actualização
(3.14) e (3.15)):
tjt = tjt 1 + Ptjt 1Z
10(F 1t )
 1v1t (3.26)
Ptjt = Ptjt 1   Ptjt 1Z10(F 1t ) 1Z1Ptjt 1 (3.27)




t ] = Z
1Ptjt 1Z
10, v1t = Y
1
t   Y 1tjt 1 e Y 1tjt 1 = Z1tjt 1.26
26Também aqui a notação difere da utilizada por Stock e Watson, ao ser omitido H, uma vez que
se assume t = 0.
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De forma similar, dado que Y 2t = Z
2t então podemos obter a estimativa de Y 2t
com base em (Y1; :::; Yt 1; Y 1t ), que vem dada pela expressão:
Y 2tjt = Z
2tjt (3.28)
Considere-se agora uma amostra de dimensão T em que para as últimas q ob-
servações apenas estejam disponíveis as variáveis Y 1t . Mesmo neste caso, é possível
aplicar o ltro de Kalman na estimação e obter estimativas para as variáveis não obser-
vadas. Podemos assim calcular de forma recursiva tjt e Y 2tjt (para t = T  q+1; :::; T ),
usando as equações de previsão (3.12) e (3.13), bem como as novas equações de ac-
tualização (3.26) e (3.27). Consequentemente é também possível obter v1t e F
1
t , pelo


























ln jF 1t j (3.29)
Similarmente ao que vimos para a metodologia Stock-Watson, de posse da função
de verosimilhança (construída com a estimativa inicial de v1t e F
1
t do ltro de Kalman,
utilizando para isso valores iniciais para os parâmetros e hiper-parâmetros), é agora
possível estimar por máxima verosimilhança as incógnitas do modelo, maximizando
a função L. Neste caso particular, as incógnitas a estimar são ainda mais numerosas,
pois para além de ser necessário estimar os parâmetros do sistema (os hiper-parâmetros,
na terminologia original) e a variável subjacente e respectiva matriz de covariâncias
da estimativa (os parâmetros do modelo), é também necessário estimar os valores
não observados das variáveis cujos valores para o nal da amostra não estão ainda
disponíveis.
3.5 A Análise Factorial Dinâmica na Construção
de Indicadores
A aplicação do método da análise factorial dinâmica à construção de indicadores de
actividade foi equacionada de dois modos diversos. Doz e Lenglart [1999], zeram
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uma extensão ao modelo de análise factorial clássica apresentado em Doz e Lenglart
[1996], passando a estimar o modelo por ltro de Kalman, após terem xado o número
de factores do modelo pela análise factorial clássica (que provam fornecer estimadores
convergentes dos parâmetros num quadro dinâmico estacionário). Desta forma, o
dinamismo das variáveis do modelo é introduzido a posteriori, via ltro de Kalman.27
Numa vertente bem diferente, Forni e outros [2001] reconciliam a análise em com-
ponentes principais dinâmicas com a análise factorial dinâmica, o que permite obter
indicadores a partir de grandes painéis de variáveis económicas. Em concreto, são
obtidos novos indicadores coincidente e avançado para a área euro. Este trabalho
baseia-se no modelo factorial dinâmico generalizado desenvolvido em Forni e Lippi
[1999] e em Forni e outros [2000]. Trata-se de uma consequência lógica de todo um
trabalho desenvolvido em torno do problema da análise factorial dinâmica e da ex-
tracção de factores comuns dinâmicos em grandes modelos seccionais, apresentado em
Forni e Reichlin [1996] e [1998].
3.5.1 Análise Factorial e Filtro de Kalman
Como vimos no ponto 3.3 deste trabalho, Doz e Lenglart [1996] desenvolvem um
modelo de factores comuns (equação 3.22) que, no caso especíco da construção de
um indicador coincidente, se reduz ao modelo de um único factor comum (equação
3.23). Vimos também que este modelo pode ser estimado quer por análise factorial
clássica, quer por máxima verosimilhança.
Doz e Lenglart [1999] provam que num quadro dinâmico, os estimadores obtidos
pela análise factorial estática são convergentes. Supõe-se que os processos Fit e uit
são estacionários e que podem apresentar autocorrelação. No entanto, o modelo é
estimado usando um procedimento de máxima verosimilhança, como se não existissem
problemas de autocorrelação.
27De notar o reduzido ênfase dado ao desenvolvimento desta metodologia. Essa situação resulta
da conclusão a que chegam os autores em relação à semelhança entre as análises estática e dinâmica.
Deste modo, esta vertente da análise factorial dinâmica não será implementada para o caso português,
pelo que será apenas aorada no plano teórico.
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Em relação ao que foi visto no ponto 3.3, façamos uma pequena mudança de
variável (tal como fazem os autores):
V (yt) =  = 
0 +D
e V (yit) =
JX
j=1
2ij + di = h
2
i + di, para i = 1; ::; I e 8t:
onde  é a matriz de variância-covariância teórica. Para todo o t xo, considere-




t a matriz de variância-covariância das
observações e  =
0@ vec
d
1A, com d = (d1; :::; dn)0. Podemos então escrever a pseudo-
verosimilhança (em logaritmos), usando a derivação efectuada por Lawley e Maxwell












Doz e Lenglart provam28 que o estimador de , ̂T , obtido por maximização de
LT (x;), calculada sob as hipóteses de normalidade e ausência de autocorrelação, é
convergente.
O grande contributo do trabalho aqui referido foi o desenvolvimento de um pro-
cedimento de teste do número de factores a considerar num modelo dinâmico. Seja H0
a hipótese de que existe um modelo a p factores: vech0 = h(0), onde h é a aplicação





















onde ̂0T é o estimador para  do modelo com restrições, sob H0; P é uma matriz de
projecção; Dn é uma matriz de duplicação que, para qualquer matriz M simétrica de
ordem n, faz: vecM = DnvechM ; e D+n é a pseudo-inversa de Dn que, para qualquer
28Ver Doz e Lenglart [1999], anexo 1.
29Para maior desenvolvimento deste teste, ver Doz e Lenglart [1999], páginas 96-101.
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matriz M simétrica de ordem n, faz: vechM = D+n vecM . Note-se ainda que:
̂0T = ̂T ̂
0
T + D̂T





























((n  p)2   (n+ p))
A estimação por máxima verosimilhança efectuada sem ter em conta a autocorre-
lação das variáveis fornece estimadores assimptoticamente normais, mas não assimp-
toticamente ecientes.
Depois de xado o número de factores comuns do modelo, os autores modelizam
explicitamente a dinâmica das variáveis consideradas, de modo a obter estimadores
assimptoticamente ecientes. Efectuando diversas tentativas, os autores chegaram à
especicação ARMA(2,1) para o factor comum e AR(1) para as componentes especí-
cas. O modelo denido deste modo pode ser transposto para uma especicação em
espaço de estado, podendo ser estimado pelo ltro de Kalman.
Surpreendentemente para os próprios autores, o factor comum obtido pelo ltro
de Kalman é muito próximo daquele que se obtém da análise factorial clássica, ape-
sar desta última metodologia não ter em conta a dinâmica das variáveis utilizadas.
Segundo Doz e Lenglart [1999], página 107: ... lanalyse factorielle classique fournit
des résultats qui demeurent, en pratique, utilisables dans le domaine temporel lorsque
les données observées présentent une très forte corrélation instantanée..
3.5.2 Análise Factorial Dinâmica em Grandes Painéis
Neste ponto faremos um estudo aprofundado da metodologia utilizada em Forni e ou-
tros [2001] para a construção de indicadores coincidente e avançado para a área euro.
O modelo utilizado na construção destes indicadores é o modelo factorial dinâmico
generalizado (GDFM - Generalized Dynamic Factor Model), que reconcilia a análise
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factorial dinâmica com componentes principais dinâmicas. O estimador é construído
de modo a ter em conta as diferenças na relação dos indicadores face ao ciclo, o que per-
mite a utilização de variáveis avançadas, coincidentes e atrasadas, sem ser necessária
a sua pré-classicação como tal. Devido aos fortes co-movimentos entre a maioria das
séries macroeconómicas, o dinamismo de cada variável pode ser representado como
a soma de uma componente comum a todas as variáveis e uma outra, residual, i-
diossincrática e ortogonal. Isto permite-nos utilizar um vasto leque de indicadores na
construção do indicador compósito.
Como resultado do trabalho que serve de base a esta secção, os autores obtiveram
um indicador coincidente para a área euro, denido como a média ponderada da
componente comum limpa30 de cada país.
O trabalho destes autores marca um corte com a literatura até aqui existente nesta
área, diferenciando-se marcadamente de metodologias como a de Stock e Watson. Na
verdade, esta última dene o indicador coincidente como o factor comum extraído de
um modelo de índice único, estimado com base num conjunto reduzido de variáveis,
pré-denidas como, coincidentes. Pelo contrário, a metodologia aqui analisada permite
obter um indicador que tem em conta as correlações cruzadas dentro e entre países
e que sintetiza a parte da dinâmica do PIB com relevância para a denição do ciclo
económico da área euro.
TEORIA
Limpezadas Variáveis via Componentes Principais Dinâmicas
Trata-se de um passo preliminar crucial no procedimento de construção do in-
dicador compósito. Intuitivamente, para eliminar o ruído das séries observadas,
deve-se, em primeiro lugar, denir um conjunto de agregados que captem a maior
parte da variância dos agregados no painel e, de seguida, projectar cada variável nos
avanços e atrasos de cada um desses agregados. Deste modo, decompomos cada série
30Na terminologia dos autores. Com isto se quer dizer que já se retirou o efeito errático das
componentes idiossincráticas de cada uma das séries que compõem o indicador compósito.
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em duas componentes ortogonais, em que a primeira capta a parte da dinâmica in-
dividual da série, fortemente correlacionada com o resto do painel e a segunda não
tendo qualquer interesse para a análise. Como agregados são utilizadas as primeiras
componentes principais dinâmicas.
Formalizando o problema, vamos assumir que as nossas séries temporais são rea-
lizações de um processo n-dimensional, de média nula e estacionário: xt = (x1t :::
xnt)
0. Queremos então sintetizar o que os processos xit; i = 1; :::; n têm em comum
com um reduzido número de q índices agregados, representados pelos processos zht;
h = 1; :::; q. Vamos supor que estes satisfazem as seguintes propriedades:
(a) zht é uma combinação linear nos avanços e atrasos das variáveis contidas em xt:
zht =ph(L)xt; h = 1; :::; q, em que L é o operador de desfasamento e ph(L) é
um vector-linha de dimensão 1 n de ltros lineares two-sided.
(b) zht e zkt são mutuamente ortogonais em qualquer avanço ou atraso para h 6= k e
os ltros ph(L) são normalizados por forma a que ph(L)pk(F )0 = 0 para h 6= k
e ph(L)ph(F )0 = 1, sendo F = L 1.
















nt) é a projecção de xt no presente, passado e futuro de z
q
t = (z1t
... zqt)0 e &
q
t é o vector residual. Adicionalmente, requeremos que:
(c) os ltros ph(L) e os processos associados zht, h = 1; :::; q sejam tais que a soma





Os processos z1t; :::; znt que satisfaçam (a) a (c) para q = 1; :::; n; existem em
condições gerais e são chamados de séries componentes principais ou componentes
principais dinâmicas de xt. Como referem os autores, a projecção 
q
t é única, apesar
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das componentes principais não o serem. Deste modo, substituímos o vector xt pela
sua projecção qt no presente, passado e futuro das primeiras q componentes principais.
Torna-se importante neste ponto claricar alguns conceitos e denições relaciona-
dos com a análise em componentes principais dinâmicas, fazendo um paralelismo com
a sua versão estática31.
Em primeiro lugar, tal como as componentes principais clássicas estão relacionadas
com os valores e vectores próprios da matriz de variância-covariância, assim estão as
componentes principais dinâmicas ligadas aos valores e vectores próprios da matriz
de densidade espectral de xt. Seja então ();  <  6  a matriz de densidade
espectral de xt. O vector ph(e i) será o vector próprio correspondente ao h-ésimo
valor próprio de (), em ordem decrescente, denotado por h(). Fazendo h =R 
  h()d (Brillinger [1981], teorema 9.3.4), a variância máxima explicada (equação
(3.33)) é 1 + :::+ q, pelo que a percentagem de variância explicada vem dada pelo
quociente:
1 + :::+ q
1 + :::+ n
: (3.34)
Em segundo lugar, e tal como apresentam os autores, é possível obter explícita-
mente os ltros Cq(L) e Kq(L) da equação (3.32):
Cq(L) =

p1(F )0 ::: pq(F )0

Kq(L) = Cq(L)Cq(F )0 = p1(F )0p1(L) + :::+ pq(F )0pq(L):
(3.35)
Finalmente, é de notar que a denição dos ltros ph(L) envolve parâmetros desco-
nhecidos, como sejam as variâncias da equação (3.33), pelo que devem ser estimados.
A derivação do estimador utilizado, Tnt, é apresentada no Apêndice A.
Componentes Principais e o Modelo Factorial Dinâmico Generalizado
A escolha de q foi, até aqui, algo arbitrária, não tendo sido dado qualquer pro-
cedimento para a sua escolha. No entanto, se x segue o modelo factorial dinâmico
generalizado, é possível ter presente um critério para a selecção de q. Na análise fac-
torial dinâmica, as variáveis são compostas por duas componentes não observadas: as
31Toda esta fundamentação teórica pode ser vista em Brillinger [1981].
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componentes comuns, explicadas por um número reduzido de factores comuns a todas
as variáveis; e as componentes idiossincráticas, não correlacionadas com as compo-
nentes comuns e especícas de cada variável. Podemos então formalizar o modelo
factorial dinâmico generalizado:
xjt = jt + jt = bj(L)ut + jt (3.36)
onde jt denota a componente comum; ut = (u1t :::: uqt)0 é o vector dos choques
comuns (trata-se de um processo q-vectorial, estacionário em covariância e com matriz
de densidade espectral não singular); bj(L) é um vector linha de ltros, elevados ao
quadrado e somados, possivelmente two-sided ; e jt é a componente idiossincrática,
ortogonal a ut k, para qualquer k e j: Tomando agora xt como sendo formado pelos
primeiros n elementos de uma sequência innita xjt, j = 1; :::;1; podemos reescrever
o modelo (3.36):
xnt = nt + nt = Bn(L)ut + nt (3.37)
Denam-se agora hn() e 

hn() como os h-ésimos valores próprios das matrizes de
densidade espectral de nt e nt, respectivamente, em ordem decrescente de magnitude.
Vamos então assumir que: i) os valores próprios de nt são limitados quando n !
1: hn() < ; 8 2 [ ; ]; ii) os primeiros q valores próprios de nt divergem:
limn!1 

hn() =1, para h 6 q e 8 2 [ ; ].
Nestas condições, o modelo (3.36) pode ser considerado similar ao de Geweke
[1977], com a diferença que aqui não estamos a impôr a condição restritiva das com-
ponentes idiossincráticas serem mutuamente não correlacionadas. Apenas impomos
as condições i) e ii) de modo a obtermos um comportamento particular em cada
uma das componentes, comum e idiossincrática. Como indicam Forni e outros [2000],
com a segunda condição, garante-se a existência de um valor mínimo de correlação
cruzada entre as componentes comuns; a primeira condição implica que as compo-
nentes idiossincráticas causam a variação, estando o efeito concentrado num número
nito de unidades (embora possa ser partilhado por muitas, ou mesmo todas, as
unidades), tendendo para zero à medida que i tende para innito. Estas condições
denem a noção de componentes comuns e idiossincráticas em termos assimptóticos
e, adicionalmente, garantem a unicidade destes.
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Tal como passámos da equação (3.36) para a equação (3.37), podemos reescrever
a equação (3.32):
xnt = nt + &nt = Cn(L)znt + &nt (3.38)
Vamos agora tomar duas condições adicionais: iii) os valores próprios não nulos de
&nt (ou seja, os últimos n   q valores próprios de xnt) são limitados quando n ! 1:
hn() < ; com h = q + 1; :::; n e 8 2 [ ; ]; iv) os primeiros q valores próprios de
nt (ou seja, os primeiros q valores próprios de xnt) divergem: limn!1 hn() = 1,
para h 6 q e 8 2 [ ; ].
Forni e Lippi [1999] mostram que se as condições iii) e iv) sobre os valores próprios
dos xs são satisfeitas, então o modelo factorial dinâmico generalizado (3.36) existe;
inversamente, se o modelo (3.36) existe, então as condições iii) e iv) são satisfeitas.
O j-ésimo elemento de nt, jnt, converge para jt quando n!1; qualquer que
seja j. Ou seja, para n grande, nt é uma boa aproximação a jt: Este é o fundamento
do teorema de consistência do estimador32: o j-ésimo elemento do estimador, Tjnt,
converge em probabilidade para jt, à medida que n e T tendem para innito. Na
verdade, para um n sucientemente grande, a(s) componente(s) principal(ais) ca(m)
cada vez mais colinear(es) com o factor comum, ao mesmo tempo que a inuência da
componente idiossincrática vai desaparecendo.
Estes resultados fazem a ponte entre componentes principais e análise factorial.
Usando componentes principais, estamos basicamente a utilizar uma média dos xs:
E quando n é grande, estamos perante uma espécie de Lei dos Grandes Números:
as componentes idiossincráticas desaparecem, pelo que camos essencialmente com
combinações lineares (de avanços e atrasos) das componentes comuns. Ao projectar xjt
no espaço das referidas combinações lineares das componentes comuns, aproximamos
jt, que mais não é do que a projecção de xjt no espaço dos factores comuns.
Podemos agora denir o critério de escolha do número de componentes principais
a considerar. Se o modelo (3.36) se verica, os valores próprios hn =
R 
  hn()d
são limitados para h > q e divergem para h 6 q; quando n ! 1. Desta forma,
para n grande, espera-se que exista um salto entre qn e q+1;n. Isto sugere que se
32Tal como foi provado em Forni e outros [1999b].
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vá adicionando componentes principais até que o aumento na variância explicada seja
menor que um valor pré-denido. Denotando Thn como a estimativa de hn para T
observações e denindo  2 (0; 1) como o critério de paragem, o procedimento de









Thn <  (3.39)
O modelo (3.36) é bastante geral, permitindo mais do que um choque. O modelo
de Stock e Watson, visto anteriormente, é um caso particular deste: impõe que as
componentes idiossincráticas sejam mutuamente ortogonais e que exista apenas um
choque, pelo que Bn(L) é um vector. Neste caso podemos identicar claramente o
ciclo comum, uma vez que o único factor comum existente, b(L)ut, entra no modelo
contemporaneamente com as variáveis xnt. Portanto, não se permite a existência de
variáveis avançadas ou atrasadas e a fonte de variação comum é única.
PROCEDIMENTO DE CONSTRUÇÃO DO INDICADOR
[ 1 ] Escolha das Variáveis
Teoricamente, todas as variáveis devem ser incluídas. Mas, na prática, não de-
vemos incluir variáveis com pequenas componentes comuns e grandes componentes
idiossincráticas. Na escolha que Forni e outros [2001] zeram para a constituição do
painel de variáveis utilizadas na construção do indicador para a área euro, foram iden-
ticados dois conjuntos de variáveis: um núcleo, formado por variáveis a incluir com
toda a certeza e um conjunto de variáveis candidatas. Todas as variáveis foram esta-
cionarizadas (por diferenciação33) e normalizadas (subtraindo a média e dividindo-as
pelo desvio-padrão).
Utilizando o critério (3.39) e as variáveis nucleares, determinamos q e calculamos
o grau de commonality, medido pelo rácio da variância (3.34). Fixando esse rácio
(denotado por ), podemos avaliar cada uma das variáveis candidatas: utilizando o
33Alternativamente, podia ser utilizado um qualquer ltro do tipo band-pass. No entanto, esse
procedimento criaria problemas de estimação nos pontos extremos das séries.
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conjunto alargado formado pelas variáveis nucleares e por cada uma das candidatas
(uma a uma), calculamos o novo rácio (3.34), usando q = q. Desde que o valor
obtido para o rácio supere , a variável candidata será adicionada ao núcleo (mas
apenas depois de avaliadas todas as candidatas). De posse do conjunto de variáveis
formado pelas variáveis nucleares e não nucleares adicionadas, estimamos o vector
de componentes comuns, nt, e a sua matriz de densidade espectral, 
(), usando
q = q.
[ 2 ] Indicador Coincidente
Seja g;t a componente comum do PIB do país g = 1; :::; G. O indicador agregado
da área euro será a média ponderada dos g;ts, sendoWg o ponderador, denido como








O nível do indicador agregado é calculado adicionando o drift  (o valor esperado
não condicionado do PIB médio) e calculando a soma acumulada de Ct + .
[ 3 ] Variáveis Pró-cíclicas e Anti-cíclicas
O objectivo é agora classicar as componentes comuns (jt) como estando a favor
ou contra o movimento cíclico do indicador coincidente agregado. Para isso, usando a
estimativa de (), construímos a densidade espectral cruzada de cada componente
comum face a Ct. De seguida, calculamos o argumento dessas densidades, que é
o atraso angular da fase34, face ao PIB Europeu, na frequência zero35. Seja j() o
desvio angular da fase de jt, com   <  6 ; na frequência zero, a fase será 0 ou
, dependendo de a correlação de longo prazo ser positiva ou negativa. Deste modo,
j(0) =  indica que jt está em oposição à fase angular. Podemos denir uma nova
série como:
!jt =
8<: jt se j(0) = 0 jt se j(0) =  :
34Que indica a que distância a função periódica (onda) foi desviada da sua origem natural.
35Na forma polar, Shj() = Ahj()e ihj() é a densidade espectral cruzada entre h e j, onde
Ahj() é a amplitude e hj() a fase (que mede o desvio angular entre as funções periódicas de h e
de j).
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[ 4 ] Classicação das Variáveis
Vamos agora classicar as variáveis resultantes como avançadas, coincidentes ou
atrasadas, tendo em conta o seu atraso angular da fase em relação ao indicador coin-
cidente. Para isso, calculamos o desvio angular da fase de !jt, j = 1; :::; n, em relação
a Ct, para uma dada frequência 
 > 0: Denotando  j(
) como a fase angular,
classicamos !jt como: coincidente se
 j() <  , sendo  um valor pré-denido;
avançado se  j(
) <   ; e atrasado se  j() >  .
Note-se, a este respeito, que não é necessário determinar previamente as carac-
terísticas das séries utilizadas face ao ciclo. Na verdade, a aplicação dos ltros ph(L)
faz com que se consiga eliminar os avanços e atrasos de cada variável. Deste modo,
não havendo o perigo de distorção do indicador coincidente pelo uso de variáveis com
diferentes comportamentos cíclicos, é possível utilizá-las no processo de limpeza, com
manifestos ganhos de eciência.
[ 5 ] Indicador Avançado
Este é denido como a média ponderada das variáveis avançadas. Sendo $ o







[ 6 ] Ajustamento nos Pontos Extremos da Amostra
Com a aplicação do ltro two-sided de dimensão 2M + 1, KTn (L), as estimativas
nos extremos da amostra, t = 1; :::;M e t = T  M + 1; :::; T , são de má qualidade.
Para contornar este problema, os autores propõem a substituição das observações em
falta nos extremos da amostra, pela projecção de Tjtn no presente e passado da média
das variáveis coincidentes e da média das variáveis avançadas.
[ 7 ] Pontos de Viragem
São identicados através do indicador coincidente (sem drift) e são simplesmente
as datas t para as quais Ct atinge um mínimo ou máximo local.
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[ 8 ] Previsão
A previsão a um período do indicador coincidente é a projecção de Ct+1 em
valores presentes e passados de uma média de variáveis avançadas e coincidentes.
Concluindo, trata-se de uma metodologia bastante exível, que permite a utiliza-
ção de um leque variado de indicadores, independentemente do seu comportamento
cíclico (avançado, coincidente ou atrasado). É uma metodologia bastante geral, que
pode ter como caso particular a metodologia Stock e Watson, se supusermos compo-
nentes idiossincráticas mutuamente ortogonais e um único choque; neste caso, existe
uma relação contemporânea entre o indicador coincidente e os indicadores cíclicos
utilizados, pelo que apenas podem ser usados indicadores coincidentes na estimação
do indicador compósito coincidente. Pode ainda ter como caso particular o modelo
de Geweke, supondo componentes idiossincráticas mutuamente não correlacionadas.
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Capítulo 4
Aplicações ao Caso Português
Neste capítulo vamos proceder à aplicação prática ao caso português das cinco metodo-
logias expostas no capítulo anterior. Dada a necessidade de estabelecer um período
temporal de análise, que tenha em conta a disponibilidade dos dados e que seja tão
actual quanto possível, estabeleceu-se que este se iria estender até ao m do ano 2000.
Um comentário prévio justica-se neste momento: intuitivamente, esperamos en-
contrar diferenças entre os resultados das várias metodologias aqui aplicadas. No
entanto, essas discrepâncias não serão apenas motivadas pelas diversas metodologias,
mas também (e com igual ou maior importância ainda) do facto de utilizarmos in-
dicadores distintos na construção do indicador compósito coincidente. Deste modo,
tentar-se-á, sempre que isso for possível, utilizar indicadores semelhantes para as dife-
rentes metodologias. No entanto, dada a produção e publicação regular de indicadores
com base em três das cinco metodologias aqui expostas1, torna-se imperativo que se
analizem os resultados que estas produzem.
Começaremos exactamente por exemplicar as metodologias já aplicadas ao caso
português, fazendo uso dos indicadores produzidos e publicados pelas diferentes en-
tidades. Na primeira secção deste capítulo, será apresentado o indicador coincidente
do Banco de Portugal, que corresponde à aplicação da metodologia Stock e Watson.
Na secção seguinte, apresentaremos o indicador da Direcção Geral de Estudos e Pre-
visão (DGEP) do Ministério das Finanças, que aplica a metodologia anteriormente
1Estes são, especicamente, o indicador do Banco de Portugal, o indicador do INE (cuja produção
se encontra momentaneamente interrompida) e o indicador do Ministério das Finanças.
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apelidada de derivada. Na terceira secção, apresentaremos o indicador do INE, que
faz uso da metodologia da análise factorial clássica. Na secção seguinte, aplicaremos
a metodologia tradicional, utilizando para isso as mesmas variáveis que são actual-
mente utilizadas pelo The Conference Board para a construção de indicadores para os
Estados Unidos. Por m, será aplicada a metodologia da análise factorial dinâmica.
Trata-se de uma aplicação nova ao caso português, uma vez que no artigo original de
Forni e outros [2001], a indisponibilidade de dados impediu os autores de a efectuar.
Essa lacuna será colmatada no presente trabalho.
Finalmente, note-se que todas as variáveis utilizadas neste capítulo (bem como
no seguinte) são apresentadas no Apêndice B.1, onde é também referida a respectiva
fonte e transformação operada.
4.1 Aplicação daMetodologia Stock-Watson ao caso
Português: o Indicador Coincidente do Banco
de Portugal
Como já referimos, o indicador coincidente do Banco de Portugal corresponde à apli-
cação da metodologia desenvolvida por Stock e Watson. A única diferença de destaque
face ao método aplicado pelos autores originais tem a ver com o tratamento nal da
série. Em Dias [1993], artigo que aplica esta metodologia ao caso português, por não
se ter considerado relevante o nível do indicador (mas apenas o andamento da primeira
e segunda derivadas), foi utilizada a tendência do PIB trimestral com o intuito de o
calibrar.
Na selecção das variáveis teve-se em atenção a escolha de variáveis contempo-
raneamente correlacionadas com o estado da economia e que proporcionassem um
elevado grau de cobertura das diversas actividades económicas. Adicionalmente, foi
dada preferência às variáveis de maior periodicidade (mensal), embora o indicador
coincidente seja construído trimestralmente. Não foi utilizada como variável de refe-
rência o PIB trimestral, uma vez que para além da diferença de conceitos entre PIB e
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estado da economia, procurou-se ...manter de reserva um termo de comparação que
permitisse ajuizar da possível qualidade dos resultados...2.
Dada a necessidade de incluir variáveis disponíveis rapidamente, a escolha recaíu
sobre algumas variáveis qualitativas (provenientes dos inquéritos de opinião às em-
presas). Em concreto, as variáveis incluídas pelo Banco de Portugal no seu indicador
coincidente foram: o saldo de respostas extremas em relação às vendas vericadas
do Inquérito de Conjuntura ao Comércio a Retalho (ICCRVV); o saldo de respostas
extremas relativamente às vendas vericadas do Inquérito de Conjuntura ao Comér-
cio por Grosso (ICCGVV); o saldo de respostas extremas relativamente à produção
vericada no trimestre do Inquérito de Conjuntura à Indústria Transformadora (IC-
ITPROD); e as vendas de cimento para Construção (CIMEN). Com estes indicadores,
cobre-se de forma satisfatória a generalidade das actividades económicas: comércio,
indústria e construção.
Como vimos no capítulo anterior, a metodologia Stock e Watson foi desenvolvida
numa especicação em variações, de modo a tornar estacionárias as variáveis uti-
lizadas. No caso concreto do indicador do Banco de Portugal, três das variáveis são
já estacionárias, pela sua própria natureza: os saldos de respostas extremas variam
entre -100 e +1003. Quanto à série de vendas de cimento, esta é claramente não esta-
cionária, pelo que foi incluída no modelo em taxas de variação homóloga. Isto mesmo
pode ser visto no Apêndice B.2.
A estimação do modelo por ltro de Kalman conduziu às estimativas de parâme-
tros descritas no Quadro 4.1. Os coecientes são claramente signicativos e de sinal
esperado. Nos vários ensaios efectuados pelo autor para os processos estocásticos
das componentes idiossincráticas das variáveis, acabou por se xar uma modelização
AR(2). Procedeu-se ainda à calibração do indicador com o PIB trimestral (obrigando
o primeiro a ter a mesma média e desvio-padrão do segundo), de modo a que casse
numa escala facilmente legível e comparável.
2Dias [1993], página 56.
3Estas variáveis foram previamente transformadas em índices, utilizando a metodologia apresen-
tada em Santos [1986].
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Parâmetros CIMEN ICITPROD ICCRVV ICCGVV
γ i 0.151 0.095 0.225 0.251
(5.51) (2.79) (6.90) (5.93)
δ1i 1.297 1.571 1.370 1.276
(13.81) (12.62) (9.23) (7.84)
δ2i -0.727 -0.662 -0.488 -0.395
(-9.03) (-5.25) (3.81) (-2.74)
σεi 0.253 0.183 0.142 0.254
(8.41) (10.16) (4.40) (8.13)
∆Ct = 1.545∆Ct-1 - 0.649∆Ct-2 + ηt
       (15.98)         (-7.51)
Nota: entre parêntises encontram-se os  t-rácios
Fonte:  Dias [1993]
Tabela 4.1: Estimativas dos Parâmetros - Banco de Portugal
Recentemente, o indicador do Banco de Portugal foi revisto. Em Banco de Por-
tugal [2001] é apresentada a alteração levada a cabo no indicador coincidente, que
passou pela substituição da variável ICCRVV. Devido a grandes diferenças nos saldos
de respostas extremas de periodicidade trimestral e mensal, com grande volatilidade
da primeira no ano de 2000, foi decisão do Banco de Portugal proceder à substituição
da série trimestral pela série mensal trimestralizada (média aritmética simples). Adi-
cionalmente, foi também substituída a série trimestral da variável ICCGVV pela sua























































































Figura 4.1: Indicador Coincidente - Banco de Portugal
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O efeito destas alterações pode ser vericado na Figura 4.1, onde são apresentadas
as evoluções das TVHs dos indicadores original e revisto. Vemos claramente que
a mera substituição de duas variáveis teve algum efeito no indicador coincidente,
ultrapassando 1 p.p. de diferença em alguns trimestres. É clara a inuência de uma
mudança de variável neste indicador, o que só vem comprovar o que anteriormente foi
dito em relação à forte inuência da utilização de diferentes indicadores no resultado
obtido.
De qualquer das formas, o autor considera que o indicador apresenta um anda-
mento em muito semelhante ao PIB, evidenciando de forma clara os movimentos
cíclicos mais marcantes da nossa economia nos últimos anos, como sejam as fortes
contracções de 1984 e de 1993, bem como a forte expansão pós-1993 até meados de
1998.
4.2 Extensões ao Modelo Stock-Watson: o Indi-
cador da DGEP
Vimos no capítulo anterior que a metodologia a que chamámos derivada vai buscar o
essencial à metodologia Stock e Watson, introduzindo-lhe, no entanto, alguns desen-
volvimentos. O maior desses desenvolvimentos passa pela inclusão do PIB trimestral
no modelo. No entender dos autores (Rito e Nunes [2000]), essa inclusão confere ao
modelo maior estabilidade e precisão.
Tal como na metodologia utilizada pelo Banco de Portugal, também Rito e Nunes
estabelecem como critérios de escolha das variáveis a utilizar, a disponibilidade atem-
pada da informação, o grau de cobertura da actividade económica e o grau de corre-
lação (contemporânea) com a actividade económica. Dadas certas limitações ao nível
das séries disponíveis, os autores optaram também por incluir séries trimestrais desde
1977. Todas as séries foram previamente dessazonalizadas e as séries provenientes dos
inquéritos de opinião foram transformadas em índices pela metodologia descrita em
Santos [1986].
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À semelhança do indicador anteriormente apresentado, também aqui foi dada
preferência às séries provenientes dos inquéritos de opinião, dada a sua rápida disponi-
bilização. Em concreto, as séries escolhidas foram os saldos de respostas extremas
sobre as vendas vericadas no comércio por grosso (ICCGVV), os saldos de respostas
extremas relativos à procura global (PROCGL) e produção actual (ICITPROD) na
indústria transformadora, as vendas de cimento (CIMEN) e, como foi já mencionado,
o Produto Interno Bruto (PIB a preços constantes, trimestral)4. Como tinha sido
visto anteriormente5, as séries provenientes dos inquéritos de opinião são manifesta-
mente estacionárias, o mesmo não acontecendo com as séries PIB e CIMEN. Não
tendo os autores provado a existência de uma relação de cointegração entre as duas
variáveis, optaram então pela inclusão no modelo das TVHs das mesmas (TVHPIB
e TVHCIM)6.
Os autores estimam o modelo referido no capítulo anterior utilizando as variáveis
atrás descritas, previamente normalizadas (eliminando, deste modo, os parâmetros
 e  das equações (3.6) e (3.7) do modelo Stock e Watson). Para as componentes
idiossincráticas das variáveis, foram adoptados processos AR(1) para PROCGL e
ICITPROD, AR(4) para TVHPIB e AR(5) para TVHCIM. Para a variável ICCGVV
não foi adoptada qualquer componente auto-regressiva, enquanto que para a variável
Ct foi adoptado um processo AR(2).
Aplicando o ltro de Kalman, obtiveram-se as estimativas alisadas (Kalman smoo-
ther) que, uma vez que utiliza toda a amostra disponível, são mais apropriadas. Os
resultados obtidos são apresentados no Quadro 4.2, que denota coecientes claramente
signicativos. Recentemente, este indicador foi revisto de modo a ser coerente com
as novas Contas Trimestrais, segundo a metodologia SEC95. Os efeitos da revisão do
indicador TVHPIB em termos dos parâmetros estimados são negligenciáveis, mas a
modicação teve algum impacto negativo ao nível dos t-rácios obtidos7.
4No indicador original, o PIB utilizado foi determinado segundo a metodologia SEC79.
5Remetemos de novo para o Apêndice B.2.
6Isto apesar de os testes efectuados pelos autores, teste ADF (Augmented Dickey-Fuller) e teste
PP (Phillips-Perron), serem contraditórios na identicação de raíz unitária para as séries.
7Dado que os resultados revistos não diferem muito dos dados originais apresentados no Quadro
4.2, escusamo-nos de os apresentar.
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Parâmetros ICCGVV PROCGL ICITPROD TVHPIB TVHCIM
γ i 0.1667 0.2125 0.2125 0.1892 0.1051
(5.276) (5.188) (6.126) (5.386) (3.012)
σεi
2 0.4640 0.1264 0.1181 0.2165 0.4321
(6.389) (5.745) (4.832) (6.072) (6.531)
di1 0.000 0.7439 -0.3544 0.1895 0.4667
- (9.399) (-2.762) (1.830) (4.758)
di2 0.000 0.000 0.000 0.2684 0.3088
- - - (2.703) (3.073)
di3 0.000 0.000 0.000 0.3170 -0.2211
- - - (3.183) (-2.146)
di4 0.000 0.000 0.000 -0.4331 -0.4379
- - - (-4.026) (-4.292)
di5 0.000 0.000 0.000 0.000 0.4270
- - - - (-4.262)
Ct = 1.6229 Ct-1 - 0.7191Ct-2
     (15.701)       (-7.118)
Nota: entre parêntises encontram-se os  t-rácios
Fonte:  Rito e Nunes [2000]
Tabela 4.2: Estimativas dos Parâmetros - DGEP
Na Figura 4.2 são apresentados os indicadores coincidentes original (construído












































































Figura 4.2: Indicador Coincidente - DGEP
Note-se que o indicador, sendo uma medida sintética, não possui níveis com sig-
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nicado, sendo importante apenas a análise da sua primeira derivada, que nos dá
indicações de aceleração ou desaceleração da economia. O indicador assim construído
resulta numa série mais lisa e estável do que a metodologia anterior, em virtude da
inclusão da TVHPIB como variável explicativa. Nem mesmo a recente revisão desta
variável teve impactos assinaláveis no resultado nal, evidenciando apenas pontos
extremos mais pronunciados. Para qualquer das versões do indicador, original ou
revisto, o gráco apresentado mostra bem as evoluções mais marcantes da economia
portuguesa, quer sejam as recessões de 1983/1984 e de 1993, quer sejam as recupe-
rações subsequentes.
4.3 Aplicação da Metodologia da Análise Factorial
Clássica: o Indicador Coincidente do INE
A obtenção do indicador coincidente do INE [1997] passa pela aplicação do método
da análise factorial clássica a diversas séries mensais (quinze, mais concretamente),
que são, em primeiro lugar, diferenciadas em termos homólogos e, posteriormente,
normalizadas.
As variáveis usadas foram o índice de produção industrial para indústrias trans-
formadoras (IPI), índice de produção industrial dos países clientes (IPICL), vendas
de gasolina (GASOLI), vendas de gasóleo (GASOL), consumo de energia eléctrica
(CELT), vendas de cimento (CIMEN), vendas de varão para betão (VAR), oferta
de empregos ao longo do mês (OFERT), desempregados inscritos ao longo do mês
(DESEMP), vendas de veículos comerciais pesados (COMPES), vendas de veículos
comerciais ligeiros (COMLIG), vendas de veículos ligeiros de passageiros (AUTO),
taxa de cobertura das exportações face às importações (TXCOB), dormidas totais
na hotelaria (DORM) e salários reais contratados (SALR). Já recentemente, e até à
data de interrupção da produção regular deste indicador pelo INE, foram retiradas as
séries TXCOB e SALR, cando o indicador composto por treze séries de referência.
Dado que para o período mais recente não existem dados publicados no que ao
indicador do INE diz respeito, foi necessário replicar esta metodologia com as treze
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variáveis anteriormente identicadas. A estimação efectuada conduziu aos resultados
apresentados no Quadro 4.3.
Painel A Painel B
Componente Valor Próprio R2 Acumulado Variável Correlação Pesos
PC1 8.072 0.621 IPI 0.550 0.096
PC2 1.465 0.734 GASOLI -0.320 -0.051
PC3 1.152 0.822 GASOL 0.249 0.038
PC4 1.010 0.900 CELT 0.604 0.125
PC5 0.464 0.936 CIMEN 0.275 0.041
PC6 0.261 0.956 VAR 0.230 0.035
PC7 0.176 0.969 OFERT 0.366 0.057
PC8 0.109 0.978 DESEMP -0.614 -0.128
PC9 0.107 0.986 COMPES 0.472 0.081
PC10 0.076 0.992 COMLIG 0.041 0.007
PC11 0.057 0.996 AUTO 0.003 -0.001
PC12 0.030 0.998 DORM 0.554 0.101
PC13 0.020 1.000 IPICL 0.942 0.599
Tabela 4.3: Resultados da Análise Factorial Clássica
Analisando o painel A do referido quadro, ca claro que a primeira componente
principal é bastante representativa das variáveis utilizadas, explicando cerca de 62%
da variabilidade destas. No painel B é possível analisar separadamente cada uma das
variáveis. Facilmente se constata a adequação dos sinais das correlações das variáveis
com o factor comum, particularmente no que à variável DESEMP diz respeito. A
variável de maior correlação com o factor comum é a variável IPICL (índice de pro-
dução industrial dos países clientes), pelo que é também a variável de maior peso
no indicador compósito. Menos compreensível será a correlação negativa do factor
comum com as vendas de gasolina (GASOLI).
A Figura 4.3 representa a evolução do indicador construído tendo por base a
metodologia utilizada pelo INE. Note-se que a maior volatilidade da série obtida
resulta do facto de este ser um indicador construído a partir de séries mensais, que
estão mais sujeitas a comportamentos idiossincráticos. Embora o indicador obtido
não permita efectuar uma comparação das fases de expansão pré e pós-crise de 1993,
mostra claramente o perl descendente que conduziu até à referida crise, bem como
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a forte expansão subsequente. Desde 1993, a economia portuguesa mostra um ritmo
elevado de crescimento, apenas interrompido ciclicamente por algum abrandamento,
























































































Figura 4.3: Indicador Coincidente - INE
4.4 A Metodologia Tradicional Aplicada ao caso
Português
Para a aplicação desta metodologia ao caso português, foi necessário, em primeiro
lugar, denir quais as variáveis importantes no seguimento da economia e contem-
porâneas com esta. Vimos anteriormente que a escolha dessas variáveis não é pacíca.
Dos três exemplos já vistos, as variáveis utilizadas diferem de forma substancial. Neste
capítulo, em que vamos meramente aplicar a referida metodologia, vamos fazer uso
das mesmas variáveis que o The Conference Board utiliza na construção do indicador
compósito coincidente para os Estados Unidos.
As variáveis consideradas foram o número total de empregados (EMP), o índice
da produção industrial (IPI), o consumo de electricidade (CELT), as dormidas totais
na hotelaria (DORM), as vendas de cimento para construção (CIMEN) e o índice do
volume de vendas no comércio a retalho, deacionado com o IPC dos bens (IVVCR).
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Dado que esta última variável apenas tem observações a partir do primeiro trimestre
de 1990, procedeu-se à construção de dois indicadores compósitos, um contendo esta
variável e o outro não.







Tabela 4.4: Ponderadores das Componentes - Metodologia Tradicional
No Quadro 4.4 apresentam-se os ponderadores utilizados na construção dos dois
indicadores referidos. É notório o elevado peso dado à variável emprego (EMP), o que
deriva do facto de se tratar de uma variável muito estável. A introdução da variável
IVVCR faz aumentar ainda mais o peso da variável EMP, dado que esta última
é ainda menos volátil do que as outras variáveis, quando restringimos o horizonte
temporal de análise aos anos mais recentes. Como tínhamos visto no capítulo anterior,
os ponderadores usados nesta metodologia são determinados pelo inverso do desvio-
padrão de cada série, ajustado de modo a que a soma seja a unidade. O indicador é
então obtido pela média ponderada das variações simétricas dos indicadores.
Da observação da Figura 4.4 resulta claro que a introdução da variável IVVCR tem
alguma inuência no resultado nal do indicador, situação particularmente notória
nos anos mais recentes. Tal resultado deve-se ao crescimento elevado do sector dos
serviços, principalmente a partir de 1997, o que é repercutido no indicador nal por
intermédio da variável IVVCR. Resulta também claro que esta metodologia origina
uma série nal bem mais errática do que as metodologias anteriormente apresentadas.
Isso é consequência de não se utilizarem as tendências das séries (nem qualquer tipo
de alisamento), mas apenas se proceder a uma normalização das mesmas. Aparte
esse comportamento mais errático, o indicador coincidente construído desta forma
revela uma evolução relativamente semelhante à que foi já identicada por intermédio
dos outros indicadores. Embora o indicador esteja construído apenas para o período
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que começa no segundo trimestre de 1984, é notória a recuperação económica que
teve lugar desde essa altura. A economia claramente passou por um período de forte
expansão, tal como a que se seguiu à crise de 1993. Fica, contudo, em aberto, a
discussão relativamente à comparação dos ritmos de crescimento das fases pós-crises
de 1984 e 1993, uma vez que a inclusão da variável IVVCR (apenas a partir de 1990)





















































































Figura 4.4: Indicador Coincidente - Metodologia Tradicional
4.5 Aplicação da Análise Factorial Dinâmica
Como foi visto no capítulo anterior, esta metodologia foi utilizada na construção de um
indicador coincidente para a área euro, com grandes vantagens face a metodologias até
aqui existentes. Essas vantagens dizem respeito à capacidade desta metodologia ter
em conta não apenas os comportamentos especícos de cada economia, mas também
as interacções geradas entre as economias da área euro. Não sendo nosso objectivo
obter um indicador para a área euro, pretende-se aqui ver até que ponto a metodologia
apresentada é capaz de fornecer um bom indicador coincidente para o ciclo económico
português. Note-se que o indicador assim construído não possui níveis com leitura.
O extenso painel de variáveis utilizadas neste indicador pode ser visto no Apêndice
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B.1.2, sendo igualmente referida a transformação operada em cada variável. No
Quadro B.1 são apresentadas as mesmas variáveis, mas distribuídas pelos países con-
siderados. Note-se que face ao artigo original que está na base desta metodologia
(Forni e outros [2001]), foram introduzidas algumas novas observações para Portu-
gal, concretamente no que se refere às variáveis CONS, EMP, FBCF e PIB, que não
existiam no painel original.
N.º de Factores Variância Explicada Variáveis Adicionadas
Modelo 1 1 30.5% EMP, UNMEN, UNY
Modelo 2 2 43.0% UNMEN
Modelo 3 3 51.8% -
Tabela 4.5: Análise Factorial Dinâmica - Modelos Estimados
Nas várias estimações efectuadas8, chegou-se a 3 modelos nais, diferenciando-se
entre eles pelo número de factores comuns considerado. Daqui em diante faremos
menção: ao modelo 1, que considera um único factor comum; ao modelo 2, para o
qual foram considerados dois factores comuns; e, nalmente, ao modelo 3, contendo
três factores comuns. A apresentação global destes modelos pode ver vista no Quadro
4.5. A menção Variáveis Adicionadasdiz respeito às variáveis que, após a xação
do número de factores, se provou contribuírem para reduzir a componente idiossin-
crática global, pelo que são adicionadas ao núcleo de variáveis9. O resultado obtido
(quantos menos factores são considerados, maior o número de variáveis adicionadas)
é intuitivo, uma vez que a um número reduzido de factores corresponde uma com-
ponente idiossincrática grande, pelo que a probabilidade de uma variável contribuir
para a diminuição da mesma é relativamente elevada.
No que diz respeito ao tipo de variáveis adicionadas, é notória a excelência das
variáveis de mercado de trabalho na redução da componente idiossincrática global.
Outra conclusão que se pode retirar deste processo de escolha de variáveis tem a ver
com a reduzida commonality das variáveis de preços com o lado real da economia,
uma vez que nenhuma das variáveis deste tipo foi escolhida.
8A estimação foi efectuada por intermédio de programas escritos em MATLAB 5.3, disponíveis
em http://www.dynfactors.org.
9Este mecanismo de repescagemde variáveis foi exposto na secção 3.5.2.
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No Quadro B.2 constante do apêndice estatístico são apresentadas as variâncias
relativas das componentes comuns de cada variável face ao seu total. Estes rácios dão
uma ideia do grau de commonality das variáveis, uma vez que indicam a parte da va-
riância de cada variável, explicada pela componente comum. Tal como foi identicado
no artigo original que aplica esta metodologia, as variáveis que apresentam um grau
de commonality mais elevado são o PIB e as variáveis relacionadas com o mercado de
trabalho (EMP, DESEMP, UNMEN e UNY). No entanto, uma variável ressalta como
tendo o mais elevado grau de commonality: o IPI, algo que constitui uma diferença









































































Figura 4.5: Indicador Coincidente - Análise Factorial Dinâmica
Na Figura 4.5 são apresentados os resultados dos três modelos anteriormente referi-
dos. De um modo geral, o resultado obtido é semelhante nas três representações. Isto
signica uma certa estabilidade do próprio funcionamento desta metodologia, pois a
inclusão de mais uma ou menos uma variável, a consideração de mais um ou menos
um factor comum, não tem uma inuência particularmente marcante no resultado
nal. Na análise da gura referida, sobressai desde logo uma expansão mais longa e
pronunciada nos anos compreendidos entre 1989 e a crise de 1993, do que tinha sido
identicado nos resultados das metodologias anteriores. Sobressai também a mais
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longa crise de 1993, que persistiu até 1996/1997, a acreditar nos resultados obtidos.
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No capítulo seguinte tentaremos encontrar as explicações para esta disparidade nos
resultados obtidos, em especial no que a esta última metodologia diz respeito, pelo que
avançaremos utilizando somente o modelo 2 da análise factorial dinâmica10. No caso
dos indicadores do Banco de Portugal e da DGEP, levaremos em conta apenas as suas
versões revistas, que são actualmente publicados pelas respectivas entidades. Final-
mente, no caso do indicador obtido por intermédio da metodologia por nós apelidada
de tradicional, concentrar-se-ão esforços na versão que não inclui a variável IVVCR11,
embora recorrendo à versão alternativa quando tal se justique.
10Como vimos, os resultados nais obtidos (em termos da evolução do indicador) são muito seme-
lhantes.
11Situação originada pela maior extensão dessa série, embora possamos considerar a superioridade




Neste capítulo vamos nalmente confrontar as várias metodologias, bem como os re-
sultados por elas produzidos. Na primeira secção, começamos por avançar os aspectos
metodológicos mais problemáticos de cada metodologia: para além daqueles aborda-
dos pelos próprios autores, ou pelos autores proponentes de metodologias alternativas,
adiantaremos outros que nos parecem ser pouco robustos. Naturalmente, sendo indi-
cadores compósitos, cuja nalidade é dar uma evolução da economia no curto prazo,
disponíveis tão rápido quanto possível, todas as metodologias terão uma qualquer
característica menos positiva. A questão a que tentaremos dar resposta é saber até
que ponto esses aspectos menos positivos podem levar a que se tenha uma leitura da
economia contrária à que depois vericamos pela análise do Produto Interno Bruto,
aquela que é a medida de actividade económica mais usual.
Na segunda secção deste capítulo, faremos a comparação dos resultados das di-
versas metodologias, tentando, nos casos em que tal seja possível, eliminar as dife-
renças decorrentes da utilização de diferentes indicadores, isolando, assim, os efeitos
metodologia. Tentaremos, deste modo, fazer a ligação entre as diferenças encontradas
e as fraquezas metodológicas identicadas na secção precedente. Adicionalmente,
iremos analisar a capacidade dos indicadores compósitos em fazer um seguimento
adequado do ciclo económico, testando a ligação destes com algumas medidas de ciclo
amplamente utilizadas.
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5.1 Aspectos Críticos das Várias Metodologias
A nível metodológico, várias são as fraquezas que podemos apontar aos métodos de
construção de indicadores compósitos que apresentámos e aplicámos ao caso português
nos capítulos anteriores. Essas fraquezas decorrem normalmente de hipóteses simpli-
cadoras que, necessariamente, têm de ser tomadas, sob prejuízo de as metodologias
não serem exequíveis.
Começando pela metodologia tradicional (fazendo um paralelismo com o terceiro
capítulo no que à sequência do tratamento das metodologias diz respeito), a principal
crítica que pode ser apontada é a sua excessiva simplicidade. O critério de ponderação
da informação contida no indicador compósito é meramente o inverso da volatilidade
de cada série, ajustado para que a soma seja a unidade1. Deste modo, as séries exces-
sivamente voláteis terão pouca ponderação no resultado nal. Consequentemente, o
indicador compósito estará mais próximo das séries de menor volatilidade, não sendo
relevante se esses são os indicadores cíclicos mais importantes para a percepção da
evolução da economia. Assim sendo, trata-se de uma metodologia assente principal-
mente em critérios estatísticos, em que a componente económica está apenas presente
na denição das séries utilizadas. No entanto, não se deve desprezar este facto: como
veremos no ponto seguinte deste capítulo, a denição das variáveis é um passo crucial.
Uma outra crítica que podemos apontar a esta metodologia é a sua reduzida ro-
bustez. Uma metodologia deve produzir resultados tão estáveis quanto possível e não
estar demasiado dependente de uma só variável. O que acontece neste caso é que
retirando uma variável de peso elevado no indicador compósito, este deixa de pro-
duzir resultados aceitáveis, levando a uma série demasiado volátil, pois foi retirada
a variável mais estável (uma vez que, pela construção do indicador, a variável mais
estável é também a de maior peso no indicador). Naturalmente podemos contrapor
que este exercício de retirar a variável de maior peso não faz sentido, uma vez que,
efectuada a escolha inicial das variáveis, são essas que devemos usar daí em diante.
As vantagens na utilização desta metodologia decorrem da rapidez e facilidade na
sua implementação. Se anteriormente questionámos a sua validade dada a grande
1Remetemos para o ponto 3.1.1 deste trabalho, onde esta questão foi devidamente tratada.
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simplicação operada, temos agora de referir essa simplicação como também sendo
uma vantagem, uma vez que permite obter, de forma rápida e fácil, as estimativas
para o indicador compósito.
Vimos, nos capítulos anteriores, duas metodologias que fazem uso do ltro de
Kalman como técnica de estimação: a metodologia utilizada pelo Banco de Portugal,
que decorre da conhecida metodologia Stock e Watson e a metodologia da DGEP, que
decorrendo também da metodologia Stock e Watson, introduz-lhe, no entanto, algu-
mas novidades e melhoramentos. Esta metodologia surgiu da necessidade de conferir
uma racionalidade estatística e uma formalização matemática robusta à construção de
indicadores compósitos, que até à data da publicação dos importantes artigos de Stock
e Watson [1989] e [1991], estava limitada à simplicidade da metodologia anteriormente
analisada.
Começando num plano mais geral, existem alguns problemas normalmente asso-
ciados à utilização do ltro de Kalman. Um desses problemas decorre do próprio
modo de funcionamento do ltro de Kalman: na sua forma alisada, e uma vez que
utiliza toda a informação disponível até ao momento, nova informação implica ne-
cessariamente uma revisão dos últimos valores estimados. Esta situação pode não ser
muito benéca, uma vez que se sabe que o indicador estimado num dado momento,
será revisto no momento seguinte; trata-se de um problema particularmente grave em
momentos em que ocorrem pontos de viragem na economia e que pode gerar confusão
nos utilizadores. No entanto, em termos metodológicos, o facto de se estar a utilizar
toda a informação disponível em cada momento, torna a estimativa mais robusta e
completa.
Uma limitação importante na utilização desta metodologia diz respeito ao número
de variáveis que é possível incorporar na estimação do indicador coincidente. Dadas
as limitações crónicas das séries económicas portuguesas, especialmente em termos de
extensão, existe um problema de reduzido número de graus de liberdade. Na verdade,
o ltro de Kalman comporta a estimação de diversos parâmetros associados a cada
uma das variáveis incluídas no modelo, pelo que a introdução de uma nova variável
resulta num custo em termos do número de parâmetros a estimar. A consequência
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directa deste problema é a limitação do número de variáveis a utilizar. Deste modo,
podemos estar a limitar a cobertura do indicador coincidente pelas diversas actividades
que compõem a economia.
Apesar de tudo, o ltro de Kalman é um instrumento de estimação muito poderoso
e robusto, bem como versátil, permitindo representar, de forma conveniente, a função
de verosimilhança de modelos possivelmente muito complexos.
A metodologia derivada comunga destes problemas, mas comporta problemas adi-
cionais na sua utilização. Vimos no capítulo 3 que a modicação a que a metodolo-
gia original Stock e Watson é sujeita, relaciona-se com a necessidade de inclusão de
uma variável que não está disponível atempadamente (o PIB trimestral) e que, ne-
cessariamente, tem de ser alvo de previsão para o momento mais recente. O ltro
de Kalman possibilita essa previsão, mas este facto é também potenciador de erros
adicionais: temos associado não apenas o erro normal decorrente de qualquer esti-
mação econométrica, mas também o erro associado à previsão de um dos indicadores
utilizados. Esta situação, em conjugação com o problema anteriormente identicado
da revisão dos últimos valores disponíveis, pode levar a grandes revisões nos valores
inicialmente estimados. Também não podemos descurar a diculdade de prever uma
variável como o PIB, numa pequena economia aberta como a nossa, recorrendo apenas
ao instrumental fornecido pelo ltro de Kalman e apenas utilizando como indicadores
aqueles que compõem o indicador compósito. Portanto, apesar de se poder conside-
rar, tal como fazem os autores desta metodologia, que a inclusão do PIB vai conferir
estabilidade e robustez ao modelo, para além de a sua inclusão fazer sentido à luz da
elevada correlação desta variável com o estado da economia, é necessário pesar estes
benefícios face às desvantagens referidas.
Passando agora para a metodologia que faz uso da análise factorial clássica como
instrumento de estimação de um indicador coincidente, metodologia essa utilizada
pelo INE, podemos também apontar vantagens e desvantagens na sua utilização. Uma
das vantagens tem a ver com a capacidade desta metodologia em trabalhar com um
conjunto alargado de indicadores, possivelmente correlacionados entre si. Deste modo,
é possível cobrir de uma forma extensiva as diversas actividades económicas, desde
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que para tal existam indicadores de referência disponíveis. Esta possibilidade deriva
do próprio objectivo da análise factorial: redução da dimensionalidade dos dados. Ao
representar cada variável em função de x factores comuns, é possível utilizar depois
esses factores comuns em modelos de estimação, reduzindo assim o número de va-
riáveis e incorporando o máximo de informação possível. No caso da denição de um
indicador coincidente, pretende-se sintetizar no primeiro factor comum (aquele que
explica a maior percentagem de variância das variáveis e que tem associado a si o
maior valor próprio da matriz de partida2) a maior parte da informação contida nas
variáveis iniciais. Este factor comum é geralmente aproximado à primeira componente
principal da análise em componentes principais, padecendo dos mesmos males. Um
primeiro problema tem a ver com o número de factores comuns a considerar. Não
existe nenhummétodo simples e eciente que indique qual o número óptimo de factores
a reter. Deste modo, na construção de um indicador coincidente, ao considerarmos
apenas o primeiro factor comum, podemos estar a deitar fora informação importante
contida nas variáveis de partida. Um segundo problema, talvez mais grave, tem a
ver com a diculdade de interpretação do factor comum. Na óptica da construção de
um indicador coincidente, é normal interpretar-se o factor comum como o factor que
está contido na generalidade das variáveis económicas, traduzindo assim o andamento
do ciclo económico, na acepção de Burns e Mitchell. No entanto, não nos podemos
esquecer que esta é uma técnica matemática de redução da dimensionalidade dos
dados e querer dar, ao factor comum, a interpretação que nos convém, pode signicar
um enorme desvio da realidade.
Outras críticas, menos graves, podem ser apontadas a esta metodologia. Comparan-
do com as metodologias que fazem uso do instrumental ltro de Kalman, a análise
factorial tem a desvantagem de não especicar a parte dinâmica das variáveis. Deste
modo, é uma metodologia que não se adequa a tarefas de previsão. No entanto, como
foi visto no ponto 3.5.1, a perda não é grande, pois a incorporação da parte dinâmica,
via ltro de Kalman, não produz resultados muito diferentes da análise factorial clás-
sica, não dinâmica. Finalmente, podemos ainda apontar o facto de a análise factorial
não ser capaz de lidar com variáveis observadas com diferentes periodicidades. Mais
2Ver ponto 3.3.2.
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uma vez, esta é uma crítica pouco signicativa, pois apesar do ltro de Kalman per-
mitir esse tratamento diferenciado, a verdade é que nenhuma das metodologias aqui
analisadas faz uso dessa possibilidade.
Para terminar este ponto, resta-nos analisar a metodologia que faz uso da análise
factorial dinâmica em grandes painéis. Um dos problemas que se destaca desde logo
é a diculdade da sua implementação, não apenas pelo suporte analítico que tem por
detrás (relembre-se que esta metodologia apela ao instrumental da análise espectral),
mas principalmente pelo tratamento de um considerável volume de informação a que
o seu funcionamento obriga. Desde logo, ao considerar não apenas as relações que se
geram numa economia, mas também as relações que se geram entre as economias que
compõem a área euro, a aplicação desta metodologia pressupõe a existência de dados
para todos esses países. Adicionalmente, o funcionamento deste método é tanto me-
lhor quanto maior for o número de variáveis incorporadas no modelo. Multiplicando
esse tão elevado quanto possívelnúmero de variáveis, pelo número de países consi-
derado, camos com um volume de informação quase intratável. Mas para além deste
problema relacionado com a quantidade de dados necessária, existe ainda o problema
adicional de muitas dessas variáveis estarem disponíveis apenas com grande atraso
para alguns países.
É fácil de concluir que numa situação de construção de um indicador coincidente de
actividade económica, disponível tão rapidamente quanto possível, a utilização desta
metodologia ca completamente fora de questão. A sua implementação é demasiado
pesada, necessitando de um longo período de recolha de dados e estimação. Deste
modo, a sua importância é mais de tipo académico, orientada para a condução de
estudos de comportamento das economias e, em particular, estudos de comparação
dos países da área euro e as relações que entre eles se geram.
Para além desta crítica de teor mais prático, relacionada com diculdades na im-
plementação deste método, existem também problemas com a própria construção do
indicador coincidente. Relembrando um pouco o que foi dito no ponto 3.5.2 deste tra-
balho, tudo gira em torno da denição de um indicador coincidente para a área euro.
Este é denido como uma média ponderada das componentes comuns de cada país.
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Há depois uma importante fase que diz respeito à classicação de todas as variáveis,
em termos da sua relação com o ciclo europeu. É a partir desta classicação que se
denem quais as variáveis que, para cada país, vão denir o seu indicador coincidente.
O problema reside exactamente neste ponto: como as variáveis são classicadas em
relação ao ciclo europeu, podemos estar a criar um desvio na denição do ciclo de
cada país. É reconhecido o carácter atrasado da nossa economia face à área euro.
Ao estarmos a construir um indicador coincidente com base em variáveis coincidentes
com o ciclo europeu, podemos estar, na verdade, a construir um indicador avançado
da nossa economia. No entanto, este é um problema que é de difícil teste, até porque
a reduzida extensão da série do indicador assim construído, não o permite. Outro
problema, talvez de mais fácil entendimento, tem a ver com a denição das compo-
nentes comuns. Na selecção de variáveis que esta metodologia acarreta, as variáveis
adicionadas3 são escolhidas com base na sua capacidade de reduzir a componente i-
diossincrática global. Deste modo, dicilmente essa escolha está em consonância com
a escolha que seria efectuada se estivéssemos a tratar de um só país.
Fica então claro que esta metodologia está particularmente habilitada para traba-
lhar numa perspectiva agregada, para um conjunto de países, denindo a relação do
ciclo de cada um dos países face ao ciclo agregado. É bastante interessante na análise
dos avanços e atrasos dos países face ao ciclo da área euro4, mas não tanto para a
construção de indicadores compósitos para cada país. Da representação gráca dos
resultados desta metodologia5 ressalta também que o ciclo assim extraído é de mais
longo prazo do que aquele a que estamos habituados a trabalhar (normalmente, 6 a
32 trimestres, como é sugerido por Baxter e King). A forma como as componentes
comuns são denidas parece levar a uma sobre-estimação da parte idiossincrática (que
é ignorada), levando à denição de ciclos de maior duração.
3Remetemos de novo para o ponto 3.5.2 deste trabalho.
4Ver Quadro B.3 e Figura B.10 no Apêndice B.3.
5Ver Figura 4.5.
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5.2 As Metodologias à luz dos Resultados Obtidos
Nesta secção do trabalho vamos efectuar a comparação dos resultados obtidos com
cada uma das metodologias, tentando fazer a ponte entre esses resultados e as desvan-
tagens apontadas na secção anterior. Será também nesta secção que iremos replicar
algumas das metodologias, usando diferentes variáveis, de modo a separar os efeitos
metodologia dos efeitos causados pelo uso de variáveis diversas. Para além desta com-
paração entre as metodologias, será necessário encontrar uma medida com a qual pos-
samos comparar os indicadores obtidos. Mas, como foi já referido por diversas vezes,
este é um problema sem uma solução clara. O PIB trimestral é normalmente utilizado
como série de referência nestes estudos. No entanto, estamos apenas interessados na
componente cíclica do PIB. Vimos no capítulo 2 que os métodos existentes para reti-
rar a tendência às séries económicas são vários e produzem resultados quase sempre
díspares. Os ltros mecânicos, como o ltro HP ou o ltro BK, são intensamente
utilizados, mas a escolha entre um e outro comporta sempre alguma arbitrariedade.
Economistas americanos tendem a utilizar o ltro HP; autores europeus, como em
Ladiray e Mazzi [2001] ou Astol, Ladiray e Mazzi [2001], tendem a dar preferência
ao ltro BK. Consequentemente, será necessário comparar não apenas os indicadores
compósitos coincidentes, mas também os vários métodos de separar a componente
cíclica do PIB.
As metodologias apresentadas que fazem uso do ltro de Kalman não foram por
nós aplicadas, tendo havido apenas uma apropriação dos resultados a que os autores
chegaram. Esta situação não é particularmente grave, até porque não seria possível
aplicar a metodologia do ltro de Kalman às variáveis que são utilizadas pelo INE no
seu indicador coincidente. Vimos na secção anterior que um dos problemas com o uso
do ltro de Kalman é a impossibilidade de utilização de muitas variáveis, ao contrário
da metodologia do INE. Também pelas razões que já vimos, não é possível efectuar
semelhante simulação com a metodologia que faz uso da análise factorial dinâmica.
Deste modo, iremos simular os indicadores do Banco de Portugal e da DGEP com
as metodologias tradicional e do INE. Pelo elevado número de séries nele contido, o
indicador do INE apenas poderá ser simulado com a metodologia tradicional.
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Para tentarmos medir a consistência entre os indicadores coincidentes, mas tam-
bém entre estes e a componente cíclica do PIB, um problema adicional emergiu.
Dado que a maioria dos indicadores aqui abordados não tem uma leitura numérica,
tendo apenas interesse a sua evolução, não é possível calcular estatísticas como o
erro quadrático médio (EQM). Seria sempre possível efectuar uma calibragem dos
indicadores (por exemplo, recorrendo ao PIB), mas isso introduziria erros adicionais
decorrentes da estimação de calibragem. Uma medida mais sensata será o simples
coeciente de correlação. Para estas medidas de correlação, consideraram-se apenas
os indicadores do Banco de Portugal, da DGEP, do INE e o indicador decorrente






































































































Figura 5.1: Indicadores Coincidentes - Principais Metodologias
Começando por apresentar as três principais metodologias, a saber, a do Banco de
Portugal, da DGEP e do INE, podemos ver claramente na Figura 5.1 as diferenças que
existem entre os resultados de cada uma delas. A semelhança entre os indicadores da
DGEP e do INE é surpreendente, até porque, quer a metodologia, quer os indicadores,
são bastante diferentes. Isso mesmo é conrmado pela elevada correlação entre os dois
indicadores, que podemos observar no Quadro 5.1. Outra razão para essa surpresa
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prende-se com o facto de o indicador coincidente do INE ter uma variável (cujo valor
no seguimento do ciclo económico português é muito discutível) que pesa bastante no
indicador nal. Na verdade, a variável IPICL (que, recordamos, é o IPI médio pon-
derado dos países importadores de mercadorias portuguesas) pesa cerca de 60% do
indicador. A consequência directa é a exagerada semelhança do indicador coincidente
com a componente cíclica da variável IPICL (obtida através do ltro HP)6. Este facto
é tanto mais grave quando, numa simulação efectuada, retirada essa variável do con-
junto de variáveis que compõem o indicador compósito, este se tornou absolutamente
instável e sem qualquer leitura.
BoP DGEP INE Tradicional
Indicador do Banco de Portugal 100%
Indicador da DGEP 84% 100%
Indicador do INE 71% 93% 100%
Metodologia Tradicional 83% 72% 58% 100%
Tabela 5.1: Coecientes de Correlação - Principais Metodologias
Quanto ao indicador do Banco de Portugal, já são visíveis algumas diferenças. Ao
contrário das duas outras metodologias, que produzem resultados bastante alisados,
o indicador do Banco de Portugal acentua os picos. Mas as diferenças são mais mar-
cantes nos últimos anos: enquanto que os indicadores do INE e da DGEP mostram
ondas mais ou menos semelhantes e regulares de 1995 até 2000, o indicador do Banco
de Portugal mostra um acentuado pico em 1998, com um signicativo desacelerar da
actividade desde então. Uma crítica adicional que podemos fazer ao indicador do
Banco de Portugal, tal como ao indicador da DGEP, embora com menor gravidade,
é a excessiva dependência destes nas variáveis provenientes dos inquéritos de opinião.
Pese embora o seu indiscutível valor no seguimento da economia, são também in-
discutíveis os problemas que envolvem, principalmente, o seu tratamento numérico.
Para além dos problemas relacionados com o facto de serem resultados de inquéritos
de opinião, com características de percepção e de expectativa, há ainda o clássico
problema da passagem destas variáveis a índice. A metodologia empregue em Santos
[1986] é amplamente utilizada, mas não perfeitamente consensual. Naturalmente que
6Ver Figura B.8 no apêndice B.2.
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a situação é menos preocupante no caso do indicador da DGEP, pois a utilização de
três destas variáveis é contrabalançada com a utilização de duas variáveis numéricas,
uma da quais o PIB.


















































































Variáveis Banco de Portugal
Variáveis DGEP
Figura 5.2: Metodologia INE Aplicada a Diferentes Conjuntos de Variáveis
Como foi anteriormente referido, a utilização de diferentes variáveis pode ser a princi-
pal causa para a obtenção de diferentes resultados ao nível dos indicadores compósitos
de actividade económica. Na Figura 5.2 apresentam-se os resultados da aplicação da
metodologia do INE7 (análise factorial clássica) aos conjuntos de variáveis que com-
põem os indicadores coincidentes do INE, do Banco de Portugal e da DGEP. Desta
forma são anulados os efeitos metodologia, isolando-se os efeitos causados pelo uso
de diferentes variáveis. A aplicação de outra metodologia às variáveis utilizadas pelo
Banco de Portugal e pela DGEP, causou algumas diferenças face ao indicador ori-
ginal, mas não muito marcantes, uma vez que as correlações entre estes indicadores
simulados e os indicadores originais mantiveram-se acima dos 90% (ver Quadro 5.2).
É ainda notório o desacelerar da economia desde 1997/1998 identicado pelo conjunto
7Que é, no fundo, a metodologia mais exível e mais fácil de implementar nestas simulações.
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de variáveis utilizado pelo Banco de Portugal, embora de uma forma menos acentu-
ada. Destaque-se ainda uma situação curiosa: simulando o indicador da DGEP com
a metodologia do INE obtém-se uma correlação de 85% em relação ao indicador do
INE, quando entre os indicadores originais essa correlação era de 93%. Neste caso, o
uso da mesma metodologia provocou um afastamento dos resultados produzidos.
Variáveis BoP Variáveis DGEP Indicador INE Variáveis 'Tradicional'
Variáveis BoP 100%
Variáveis DGEP 91% 100%
Indicador do INE 58% 85% 100%
Variáveis 'Indicador Tradicional' 70% 81% 77% 100%
Indicador do Banco de Portugal 93% 87% 71% 62%
Indicador da DGEP 85% 98% 93% 76%
Indicador Tradicional 82% 77% 58% 69%
Tabela 5.2: Coecientes de Correlação - Inuência das Variáveis
De um modo geral, as correlações entre os vários indicadores não aumentaram, em
resultado das diferenças entre os indicadores originais e simulados não serem particu-
larmente marcantes. Grosso modo, a não coincidência entre os resultados observados
para os indicadores originais manteve-se, apesar de, neste ponto, estarmos a utilizar a
mesma metodologia. Este resultado vem conrmar o que atrás tinha sido avançado: a
inuência do uso de diferentes variáveis nos resultados obtidos é bastante forte, situ-
ação particularmente visível para o conjunto de variáveis do Banco de Portugal. Na
verdade, as variáveis utilizadas pelo Banco de Portugal revelam uma evolução algo
diferente da economia portuguesa, principalmente nos últimos anos de análise.
5.2.2 Inuência da Escolha da Metodologia
Podemos ainda renar esta análise, comparando a aplicação de diferentes metodolo-
gias a cada um dos conjuntos de variáveis, isolando assim os efeitos metodologia.
Começando pelo conjunto de variáveis que compõem o indicador do Banco de Por-
tugal, facilmente podemos constatar que a aplicação de outra metodologia que não
aquela habitualmente empregue pelo Banco de Portugal (metodologia Stock e Wat-
son) produz resultados algo diferentes. A Figura 5.3 mostra claramente essa situação,
sendo evidente o atenuar de algumas oscilações por parte da aplicação do método
106
do INE. Esta situação está estreitamente ligada ao facto de o indicador do Banco
de Portugal ser essencialmente composto por séries dos inquéritos de opinião, habi-
tualmente voláteis, pelo que diferente ponderação (decorrente da aplicação de outra
metodologia), implica necessariamente diferente resultado. Esta diferença no resul-
tado é comprovada pela perda de correlação entre o indicador simulado e o indicador
original, que passa de 100% (metodologias perfeitamente equivalentes) para 93%. Esta






















































































































Figura 5.3: Diferentes Metodologias Aplicadas ao Conjunto de Variáveis do Banco de
Portugal
Indicador BoP Metodologia INE Metodologia Tradicional
Indicador do Banco de Portugal 100% 93% 58%
Indicador da DGEP 84% 85% 64%
Indicador do INE 71% 58% 72%
Metodologia Tradicional 83% 82% 45%
Indicador do Banco de Portugal 100%
Metodologia INE 93% 100%
Metodologia Tradicional 58% 56% 100%
Tabela 5.3: Coecientes de Correlação - Variáveis do Banco de Portugal
8Note-se que neste Quadro 5.3 (bem como no Quadro 5.4 a seguir apresentado), o primeiro painel
indica as correlações dos indicadores simulados com os indicadores originais, enquanto que o segundo
painel indica as correlações cruzadas entre os indicadores simulados.
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No que diz respeito à simulação efectuada com a metodologia tradicional, a perda
de correlação é por demais evidente (58%), sendo também visível a sua grande volati-
lidade, em virtude de esta metodologia não proceder a nenhum tipo de alisamento
das séries utilizadas na construção do indicador compósito.
No caso das variáveis utilizadas pela DGEP, a situação é um pouco diferente
da anteriormente descrita. Na Figura 5.4 é notória a extrema coincidência entre o
indicador da DGEP e o indicador simulado com as variáveis da DGEP, fazendo uso do
método INE. Isso mesmo é conrmado pelo elevado coeciente de correlação, a rondar
os 98%. Por este motivo não será descabido dizer-se que existe uma quase perfeita
equivalência entre a metodologia da DGEP e do INE, pelo menos em relação ao
conjunto de variáveis utilizado pela DGEP na construção do seu indicador compósito.
Daqui se pode concluir que as diferenças existentes entre os indicadores da DGEP e


























































































































Figura 5.4: Diferentes Metodologias Aplicadas ao Conjunto de Variáveis da DGEP
À semelhança do que vimos para as variáveis do Banco de Portugal, também a
simulação efectuada com as variáveis da DGEP, aplicando a metodologia tradicional,
produziu resultados consideravelmente diferentes, embora conseguindo uma correlação
bastante superior à que então tinha sido obtida (74%).
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Indicador DGEP Metodologia INE Metodologia Tradicional
Indicador do Banco de Portugal 84% 87% 61%
Indicador da DGEP 100% 98% 74%
Indicador do INE 93% 85% 81%
Metodologia Tradicional 72% 77% 53%
Indicador da DGEP 100%
Metodologia INE 98% 100%
Metodologia Tradicional 74% 71% 100%
Tabela 5.4: Coecientes de Correlação - Variáveis da DGEP
Dadas as restrições que mencionámos no início desta secção no que diz respeito à
simulação de indicadores utilizando as variáveis do INE, as conclusões retiradas a par-
tir deste conjunto de variáveis não são muito interessantes. Na verdade, vimos já que
os resultados da aplicação da metodologia tradicional, pela sua grande volatilidade,
não são facilmente comparáveis com as outras metodologias em análise. Deste modo,
tendo apenas como ponto de comparação esta metodologia, não será possível retirar
conclusões muito renadas. De qualquer das formas, a correlação entre o indicador
simulado (com a metodologia tradicional) e o indicador original do INE é de 73%.
Não sendo um valor particularmente elevado, indicia que, em termos médios, os dois
























































































Figura 5.5: Diferentes Metodologias Aplicadas ao Conjunto de Variáveis do INE
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Indicador INE Metodologia Tradicional
Indicador do Banco de Portugal 71% 79%
Indicador da DGEP 93% 74%
Indicador do INE 100% 73%
Metodologia Tradicional 58% 72%
Tabela 5.5: Coecientes de Correlação - Variáveis do INE
Do exposto nos dois pontos anteriores podemos concluir que o efeito variáveis
se sobrepõe ao efeito metodologia, contribuindo para a maior percentagem das dis-
crepâncias nos resultados obtidos ao nível dos indicadores compósitos. Fica assim
claro que a escolha das variáveis é um passo crucial no processo de construção de
um indicador compósito. No entanto, a forma como o tratamento e ponderação da
informação são efectuados também não podem ser descurados. Em concreto, vimos
que para o conjunto de variáveis utilizadas pelo Banco de Portugal, a questão da
metodologia não era tão neutra como acontecia com o conjunto de variáveis da DGEP,
evidenciando a contribuição do efeito metodologiapara as discrepâncias encontradas
ao nível dos indicadores compósitos originais.
5.2.3 Capacidade de Seguimento do Ciclo Económico
Neste ponto vamos avaliar os indicadores à luz da capacidade destes no seguimento
do ciclo económico. Para isso vamos analisar aquela que é, usualmente, a variável de
referência: o PIB. Vemos claramente na Figura 5.3 aquilo que anteriormente tínhamos
apontado: a não consistência entre as várias medidas de avaliação da componente
cíclica do PIB9. Consequentemente, torna-se mais complicado o trabalho de avaliação
dos indicadores apresentados, uma vez que não existe um benchmark concreto e bem
denido.
9Note-se que a série do PIB português foi previamente estendida por previsões ARIMA, de modo
a que a aplicação do ltro BK pudesse produzir resultados para o período mais recente; da mesma
forma, a aplicação do ltro HP foi também efectuada sobre essa série estendida de PIB, correspon-

















































































































Figura 5.6: Componente Cíclica do PIB - Principais Métodos
Da observação das guras até aqui apresentadas, já cou clara a reduzida con-
sistência dos indicadores coincidentes com a componente cíclica do PIB, vista por
qualquer dos métodos de decomposição analisados. Apesar de não podermos aceitar
grandes e continuados desvios, o que é certo é que a realidade que os indicadores pre-
tendem descrever não é exactamente aquela que é veiculada pelo PIB, uma variável
contabilística. Visto na acepção de Burns e Mitchell, o ciclo consiste em expansões,
seguidas de recessões, que ocorrem sensivelmente ao mesmo tempo na generalidade
das actividades económicas. Por esta razão, choques localizados em determinados
sectores da economia, que afectam o PIB, não se reetem necessariamente no estado
da economia. O exemplo clássico são os choques que ocorrem no sector agrícola,
com causas relativamente concentradas e identicadas (factores climatéricos, essen-
cialmente), que afectam o PIB, mas não o ciclo económico. No entanto, se virmos o
ciclo na acepção de Lucas, então este será exactamente a componente cíclica do PIB,
vista como desvios em relação à tendência. Neste caso, o discutível será o método de
obtenção dessa tendência.
Foi ainda calculado um indicador médio com base nos quatro indicadores em
análise nesta fase, tão válido quanto qualquer um dos outros: não havendo uma forma
clara e única de testar qual o melhor indicador, é sensato tentar-se implementar um
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indicador médio10, que atenue os picos mais exagerados e que acentue o ciclo médio,
veiculado pelo conjunto dos indicadores considerados.
TVHPIB PIB_HP PIB_BK Indicador Médio
Indicador do Banco de Portugal 74% 44% 56% 95%
Indicador da DGEP 83% 35% 36% 94%
Indicador do INE 72% 15% 14% 89%
Metodologia Tradicional 75% 65% 64% 88%
Tabela 5.6: Coecientes de Correlação - Indicadores e Medidas de Ciclo
Os resultados desses cálculos constam do Quadro 5.6. Talvez de forma surpreen-
dente, a metodologia tradicional produz resultados com elevadas correlações com o
PIB ltrado (quer com o ltro HP, quer com o ltro BK). Este indicador, ao contrário
dos outros, não é feito com as TVH das variáveis cíclicas, pelo que acaba por conseguir
ter a melhor aproximação aos resultados dos métodos de extracção da componente
cíclica do PIB. Na verdade, este indicador coincidente, apesar dos elevados picos, os-
cila em torno da TVH do PIB. Não surpreende a elevada correlação do indicador da
DGEP com a TVHPIB, visto que esta é uma das variáveis que o compõe.
Em relação ao indicador obtido como a média dos quatro indicadores aqui ana-
lisados, vemos que são os indicadores do Banco de Portugal e da DGEP que possuem
maior correlação com este ciclo médio. Estes dois indicadores mostram-se, assim,
como os indicadores mais centrais de entre os quatro analisados. Conjugando esta
análise com a que efectuámos anteriormente, poderíamos eleger o indicador da DGEP
como preferível. Mas tal não deriva tanto da metodologia em si, mas mais do tipo
de informação que este indicador compósito contém, permitindo-lhe ser o indicador
mais estável, mais robusto e mais central. Tínhamos já visto que a metodologia do
INE, aplicada ao conjunto de variáveis da DGEP, permitia simular bastante bem este
último. Mas as certezas que podemos ter a este respeito não são muitas. Mesmo o in-
dicador obtido por aplicação da metodologia tradicional produz resultados aceitáveis,
em média, apesar da sua grande volatilidade. Fazendo um alisamento deste indicador,
mesmo que apenas visualmente, vemos que este segue bastante bem o PIB, visto em
10Sendo uma média não ponderada, uma vez que não é possível hierarquizar os indicadores com
base em critérios cientícos.
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qualquer das suas formas ltradas.
As disparidades de resultados e a pouca consistência com as medidas alternativas
de ciclo podem ter uma explicação adicional: actualmente é muito comum fazer-se
uso da TVH das séries económicas com o intuito de as tornar estacionárias e assim
expurgá-las da sua componente de longo prazo. Aliás, isso mesmo é efectuado pela
maioria das metodologias de construção de indicadores compósitos aqui analisadas.
No entanto, componente cíclica de uma variável (como o PIB) e a sua TVH são dois
conceitos distintos. Na gura atrás apresentada são visualmente claras essas diferenças
conceptuais. Na verdade, apenas em situações muito particulares, e dicilmente ve-
ricáveis, de comportamento da série e da sua tendência é que TVH e componente
cíclica poderão ser similares. A TVH é um simples conceito matemático que traduz o
crescimento de uma série contabilística, face a ela própria; o conceito de componente
cíclica de uma série pressupõe a denição de uma tendência e dos desvios face a essa
tendência.
Deste modo, não são de espantar as diferenças que a gura revela. Nos períodos
de crescimento estável, os resultados dos três métodos apresentados são relativamente
semelhantes, situação visível, por exemplo, a partir de 1998. As grandes discrepâncias
geram-se nos momentos pós-crise, em plena fase de recuperação económica. Nestas
fases, em que o produto está já a crescer, a componente cíclica do PIB pode ainda
mostrar uma evolução negativa durante mais algum tempo, evidenciando um compor-
tamento efectivo abaixo do crescimento potencial. Esta é a visão de ciclo de Lucas.
Enquanto que a variável TVHPIB mostra uma recuperação rápida, o mesmo não acon-
tece com as variáveis PIB ltradas. Essa situação está directamente ligada ao facto
de a tendência ser, no caso português, estocástica11. Deste modo, os turning points
originam uma deslocação da própria tendência. Estas mudanças estruturais não são,
nem têm que ser, captadas pela TVH do PIB, o que implica uma sobre-estimação da
componente cíclica em fases de recuperação económica.
11Na Figura B.9 em apêndice mostram-se a tendência do PIB português, obtida via ltro HP,
bem como a sua TVH. São notórias as utuações existentes da própria tendência, o que evidencia o
diferente comportamento desta em fases de expansão e de recessão.
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Parece haver, pelo atrás exposto, alguma confusão de conceitos na utilização dos
indicadores compósitos. Vimos no capítulo 3 que as metodologias de construção destes
indicadores fazem uso de séries estacionárias. No entanto, a grande maioria das séries
económicas, excepto aquelas provenientes dos inquéritos de opinião, são integradas
de primeira ordem; consequentemente, é necessário tornar estacionárias essas séries.
Nos exemplos expostos e simulados anteriormente, essa estacionaridade era atingida
pelo uso das TVH das séries em causa. Ou seja, apesar de estarmos preocupados
em construir indicadores (compósitos) de ciclo que, necessariamente, estarão ligados
às componentes cíclicas das séries económicas, acabamos por não fazer uso dessas
componentes cíclicas. Ao usar a TVH não estaremos verdadeiramente a construir um



























































































Indicador INE (filtro BK)
PIB_BK
Figura 5.7: Indicador INE e Componente Cíclica do PIB - Filtro BK
Para testar esta ideia foram construídos dois indicadores compósitos alternativos,
recorrendo à metodologia de análise factorial clássica. Este método foi então aplicado
ao conjunto de variáveis do INE, mas para tornar estacionárias as séries foram utiliza-
dos o ltro HP e o ltro BK, em detrimento do cálculo das TVH. Os resultados são
os esperados e bem visíveis, quer na Figura 5.7, quer no Quadro 5.7: a aproximação
do indicador construído com as séries ltradas à componente cíclica do PIB é con-
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siderável. As correlações rondam os 90%, sendo que para o caso do ltro BK atinge
mesmo os 95%.
TVHPIB PIB_HP PIB_BK
Variáveis INE HP filtradas 63% 88% 93%
Variáveis INE BK filtradas 53% 88% 95%
Tabela 5.7: Coecientes de Correlação - Indicadores Alternativos e Medidas de Ciclo
Apesar desta grande aproximação aos resultados dos métodos de extracção da
componente cíclica do PIB, persistem ainda alguns problemas e outros foram criados.
Como é visível no gráco anteriormente apresentado, existem algumas inconsistências
na determinação dos turning points. Embora os pontos máximos e mínimos (troughs
e peaks como são habitualmente designados) sejam claramente identicados, existem
pontos de inexão intermédios cuja identicação não é clara. Por exemplo, embora
a recessão de 1993 seja clara e precisamente (3o trimestre de 1993) identicada pelo
indicador do INE construído da forma acima apresentada, a evolução da economia no
período subsequente não é clara. Enquanto que o indicador evolui positivamente até
1995 e estabiliza no período subsequente, a componente cíclica do PIB mostra uma
evolução positiva até ao 4o trimestre de 1998, desacelerando ligeiramente após esse
momento.
Os problemas adicionais criados pelo uso deste procedimento dizem respeito à
própria aplicação do ltro BK. Para que seja possível obter resultados até ao período
actual, é imperativo utilizar-se a modelização ARIMA para obter uma previsão da
série e, deste modo, aplicar o ltro BK12. Consequentemente, existirão revisões, pos-
sivelmente signicativas, nos últimos valores do indicador. No entanto, o mesmo
acontece quando aplicamos o ltro BK à série de PIB. Por este motivo, os resultados
para os últimos trimestres devem ser olhados com algum cuidado. É também por este
motivo que o interesse de um indicador assim construído, é algo limitado, embora seja
conceptualmente mais robusto e coerente.
12Relembre-se que este método, pela média móvel que aplica, perde 12 observações nos extremos




Os indicadores compósitos de actividade económica são hoje uma forma simples e
rapidamente implementável de obter uma indicação sobre a evolução actual e futura
das economias no curto prazo. Em particular, os indicadores compósitos coincidentes
são vulgarmente utilizados por diversas entidades que efectuam estudos de conjuntura,
por forma a obter uma indicação da evolução cíclica da economia enquanto a medida
global de avaliação económica, o PIB, não está ainda disponível.
As metodologias de construção de indicadores compósitos evoluírammuito desde as
primeiras investigações, que se tratavam de métodos puramente empíricos. Em nais
da década de 80 e inícios da década de 90, os trabalhos de Stock e Watson deram uma
nova dimensão ao processo de construção de indicadores compósitos, conferindo-lhes
uma racionalidade estatística e uma formalização matemática robusta.
Na análise das metodologias e dos resultados efectuada nos capítulos anteriores,
não nos foi possível hierarquizar claramente os diversos indicadores compósitos. Po-
dem ser apontadas lacunas, quer de informação, quer da própria metodologia, a qual-
quer um dos indicadores analisados.
O indicador do Banco de Portugal, por exemplo, demasiado assente em variáveis
dos inquéritos de opinião, está sujeito a um género de espiral de pessimismo, de tal
modo que evidencia um signicativo desacelerar da economia a partir de 1998. Esta
situação tem tendência para acontecer em momentos de desaceleração do crescimento,
principalmente se existirem prenúncios de crise ou estagnação: as variáveis qualitati-
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vas, frutos da percepção e expectativa dos empresários, reagem cedo e, muitas vezes,
de forma acentuada, aos movimentos da economia.
O indicador do INE, por outro lado, parte de uma metodologia que é ainda hoje
bastante utilizada, mas que tem também os seus problemas, principalmente ao ní-
vel da interpretação do factor comum. No entanto, os maiores problemas decorrem
das variáveis incluídas no indicador compósito: uma só variável, IPICL, tem uma
ponderação de 60%, levando a que o andamento do indicador seja similar ao desta
variável. Adicionalmente, é muito discutível o valor desta variável no seguimento do
ciclo económico português: sendo uma proxy da procura externa dirigida à indús-
tria, ter um peso de cerca de 60% no indicador de actividade é exagerado, dada a
preponderância do sector dos serviços na economia nacional.
No que diz respeito ao indicador da DGEP, este parece ser o mais robusto, fruto da
informação nele contida. A metodologia é bastante equivalente à metodologia do INE
(numa análise condicionada ao conjunto de variáveis considerado), mas a informação
que os compõe difere de forma substancial. Deste modo, parece-nos que a considerável
semelhança entre os dois indicadores é mais resultado do acaso e da coincidência do
que de qualquer outro factor, até pelas fragilidades apontadas ao indicador do INE.
Quanto ao indicador obtido através da metodologia que designámos tradicional,
foi possível concluir pela diculdade da sua utilização para efeitos de análise de curto
prazo. Esta situação resulta da excessiva simplicidade da metodologia, que origina um
indicador demasiado volátil, uma vez que transpõe para o indicador compósito grande
parte da irregularidade dos indicadores cíclicos que o compõem. Também concluímos
pela inadequação do indicador obtido por implementação da metodologia da análise
factorial dinâmica, por razões bem diversas. Trata-se de uma metodologia adequada
para construir indicadores compósitos de áreas económicas (como a área euro, por
exemplo), dando grande importância não apenas às interacções que se geram dentro
de cada país, mas também às interacções entre os países. Está, assim, particularmente
habilitada para estudos comportamentais e comparativos das economias e não tanto
para o seguimento da conjuntura económica.
Foram efectuadas diversas simulações, o que nos permitiu retirar uma importante
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conclusão: as maiores disparidades observadas entre os indicadores decorrem prin-
cipalmente da utilização de diferentes variáveis e não tanto do uso de metodologias
diversas. Este facto vem conrmar o que já havia sido avançado: o processo de escolha
de variáveis é, provavelmente, o passo mais importante na construção de um indicador
compósito. No entanto, é também a fase menos objectiva do processo, assentando sig-
nicativamente na experiência do analista, em conjunto com análises de correlações
entre variáveis, entre as componentes cíclicas das variáveis e a componente cíclica do
PIB, etc.
A este propósito, convém referir uma fraqueza adicional comum às três principais
metodologias analisadas: a não inclusão de indicadores de comércio externo. Numa
economia pequena e aberta ao exterior como a nossa, seria importante incluir no
indicador compósito variáveis de exportações e importações (deacionadas, natural-
mente), de modo a reetir o andamento da componente externa. O grande problema
neste domínio tem a ver com a tardia disponibilização de tais indicadores.
Sendo o processo de escolha de variáveis, fulcral, como vimos, não pode deixar
de ser assinalada a importância da forma como essa informação é ponderada. As
metodologias, em termos simplistas, diferem entre si na forma de tratamento da in-
formação de base e na ponderação que atribuem a cada uma das variáveis incluídas
no indicador compósito. O que acontece com estes indicadores compósitos é que os
pesos são determinados por critérios estatísticos e não por critérios económicos. Deste
modo, os ponderadores assim encontrados podem-se afastar, e afastam-se de facto, dos
pesos implícitos nas Contas Nacionais. A consequência desta situação é poder haver
uma qualquer variável que tenha um peso muito elevado no indicador compósito, mas
que represente uma parte reduzida no universo das Contas Nacionais. O resultado ao
nível do indicador compósito será, assim, enganador.
Adicionalmente ao problema de comparação de metodologias e determinação das
melhores variáveis a incluir no indicador compósito, a questão da avaliação dos indi-
cadores compósitos como instrumentos de acompanhamento da conjuntura económica
encontra um outro entrave: como denir e como medir o ciclo económico? Estas
questões ainda hoje levantam polémica e quaisquer respostas são sempre questionáveis.
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Recentemente, Diebold e Rudebusch [2001] relembraram cinco questões sobre ciclos
económicos, para as quais não avançam respostas denitivas: 1) os ciclos económicos
ter-se-ão moderado recentemente?; 2) as expansões (ou recessões) morrem de velhice?;
3) quais são as características que denem o ciclo económico?; 4) como pode o cresci-
mento de longo prazo ser distinguido das utuações cíclicas?; 5) como podem os ciclos
económicos ser previstos?
Quanto às duas primeiras questões, não é possível responder exemplicando com
o caso português. Estas dizem respeito à mudança do comportamento das economias
nas eras pré e pós-guerra, essencialmente. A ausência de uma série longa de Contas
Nacionais Portuguesas não permite tais estudos. No que diz respeito ao problema
da previsão dos ciclos económicos, este não foi por nós abordado. Ao invés, as duas
outras questões foram amplamente discutidas. Diversas características denem os
ciclos económicos, sendo o co-movimento das séries económicas um elemento fulcral.
Esta característica fundamental baseava a denição de ciclo económico defendida por
Burns e Mitchell [1946]. Outra característica importante dos ciclos económicos é o
seu carácter recorrente, mas não periódico.
O PIB é geralmente a medida de actividade económica utilizada em todas as análi-
ses. No entanto, nos estudos sobre utuações económicas, apenas estamos interessados
na componente cíclica do PIB, denição de ciclo económico na acepção de Lucas [1977]:
desvios face a uma tendência de uma série de produto. Por outro lado, sendo o ciclo
económico visto na acepção de Burns e Mitchell, a ideia do co-movimento das séries
económicas, que dene o estado da economia, obriga a que se faça uma distinção clara
entre PIB e ciclo (ou estado da economia). O primeiro, tratando-se de uma variável
contabilística, está sujeito a todo o tipo de choques que afectem qualquer sector da
economia; o segundo, pelo contrário, apenas estará sujeito a choques que ocorram
sensivelmente ao mesmo tempo, na generalidade dos sectores da economia, pelo que
estará reetido na maioria dos indicadores económicos de curto prazo. Note-se que as
duas denições de ciclo não se excluem completamente: a denição de ciclo de Burns
e Mitchell chama a atenção para a necessidade de se olhar para o co-movimento de
um conjunto alargado de variáveis, outras que não apenas o PIB, enquanto que Lucas
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operacionaliza e torna mais objectiva a determinação do ciclo económico. Sendo o
PIB uma estatística de síntese, terá concentrado em si, em teoria, os movimentos da
grande maioria das variáveis económicas. A grande questão será, então, como separar
a componente cíclica, da componente de longo prazo?
Vimos neste trabalho os principais métodos de separação da componente cíclica,
desde os mais simplistas métodos estatísticos, até aos mais complexos modelos macro-
econométricos, que muito apelo fazem da teoria económica. Através da aplicação de
alguns desses métodos ao caso português, vimos que a tarefa de identicação do ciclo
não está minimamente facilitada. Os métodos de decomposição são muitos; as com-
ponentes cíclicas assim obtidas também. Diebold e Rudebusch sintetizam brilhante-
mente este problema: What can we conclude then about the nature of trend and
cycle decompositions? As a blanket statistical statement, painfully little. (Diebold
e Rudebusch [2001], página 9).
A diculdade em identicar o ciclo económico vem criar ainda mais problemas ao
processo de obtenção de um indicador compósito. A comparação das metodologias e
dos resultados obtidos torna-se mais complicada na falta de uma medida base para
o ciclo económico. As diversas metodologias existentes para identicação do ciclo,
bem como os diversos resultados por estas produzidos, deixam um enorme espaço de
desconhecimento e incerteza. Por este motivo, não nos foi possível hierarquizar as
metodologias de construção de indicadores compósitos, embora tenham sido clara-
mente apontados pontos fortes e fracos em todas elas.
Importa realçar um ponto comum à maioria dos indicadores analisados e que
nos parece ser fonte de alguns problemas. Uma característica partilhada pelas três
principais metodologias diz respeito à necessidade destas trabalharem apenas com
séries estacionárias. Dado que a grande maioria das séries económicas são integradas
de 1a ordem, é comum utilizarem-se as TVH dessas séries. No entanto, trata-se de
uma simplicação: apesar de o objectivo ser o de construir um indicador (compósito)
de ciclo, usamos as TVH das séries e não as suas componentes cíclicas. Como vimos no
capítulo anterior, uma e outra não são a mesma coisa. Existe uma marcada diferença
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entre os dois conceitos, situação particularmente grave em presença de tendências
estocásticas, como aliás parece ser o caso da economia portuguesa. Do mesmo modo,
o andamento da TVH do PIB não é o andamento do ciclo económico. Ficou clara a
distinção entre PIB e ciclo económico; a TVH é apenas o crescimento de uma série face
a ela própria, nada tendo que ver com um conceito muito mais abrangente como é o
de ciclo económico. É por esta razão que as comparações que habitualmente se fazem
entre os indicadores compósitos de ciclo e a TVH do PIB são erradas. Se queremos
construir indicadores de previsão da TVH do PIB, existem outras metodologias mais
adequadas para tal objectivo, embora a previsão de uma medida tão global como o PIB
seja uma tarefa necessariamente complicada. Se, pelo contrário, queremos construir
verdadeiros indicadores de ciclo, não devemos car demasiado surpreendidos com as
diferenças encontradas face à evolução do PIB.
Idealmente, deveria existir em Portugal um sistema de acompanhamento da con-
juntura como existe nos Estados Unidos. Nesse país existe uma entidade, o NBER,
que leva a cabo uma completa e rigorosa datação dos pontos de viragem na economia
norte-americana. Esta datação é efectuada a partir da leitura de um vasto lote de in-
dicadores cíclicos, entre eles o PIB, o que vem ao encontro da ideia de ciclo económico
como co-movimento entre a generalidade dos indicadores económicos. Vem também
ao encontro da ideia de não olharmos para o ciclo simplesmente como o andamento do
PIB. No mínimo, devemos olhar para o ciclo como o andamento da componente cíclica
do PIB, assumindo que toda a informação de curto prazo se encontra sintetizada no
produto.
Num sistema imperfeito como o português, qual o papel dos indicadores com-
pósitos de actividade no acompanhamento da conjuntura económica? Apesar dos
problemas apontados, das imperfeições e simplicações que envolvem a construção
de indicadores compósitos, estes não deixam de ter um importante papel na leitura
económica de curto prazo, em virtude da facilidade e rapidez de cálculo. No entanto,
a sua utilização acarreta alguns perigos, em duas vertentes principais. Em primeiro
lugar, a sua grande visibilidade pode sobre-estimar a capacidade que estes têm em
dar correctas leituras das utuações cíclicas das economias. Devemos ter presente que
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estes indicadores compósitos sintetizam uma pequena parte da informação de curto
prazo habitualmente disponível. Concerteza não será por acaso que os paisdas ideias
que hoje baseiam a construção de indicadores compósitos, Arthur F. Burns e Wesley
C. Mitchell, sempre se tenham oposto à construção de tais indicadores, considerando
que o ciclo económico, pela sua complexidade e multiplicidade de efeitos, não pode ser
revelado por um conjunto restrito de indicadores. Em segundo lugar, existe o risco
latente de utilizadores menos informados compararem as evoluções dos indicadores
compósitos com outras medidas de actividade económica que, conceptualmente, nada
têm que ver com os primeiros.
Os indicadores compósitos de actividade continuarão a desempenhar um impor-
tante papel na leitura da conjuntura económica, num primeiro momento. Contudo,
não são, de maneira nenhuma, a melhor medida do ciclo económico. Mostra-se tam-
bém necessário que haja alguma informação veiculada sobre a natureza destes in-
dicadores, a realidade que eles pretendem descrever, bem como as suas fraquezas e
virtudes.
Não defendemos o puro e simples abandono deste tipo de indicadores compósitos.
Como já foi dito, têm como principal virtude a sintetização, num único índice, da
informação contida num conjunto (reduzido, é certo) de indicadores de curto prazo.
Defendemos, isso sim, a sua cuidadosa utilização, tendo sempre bem presente o m
para o qual foram desenvolvidos.
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Apêndice A
O Estimador da Análise Factorial
Dinâmica
Nesta secção vamos ver como estimar nt e a sua densidade espectral. Vamos aqui
adoptar a notação das equações (3.37) e (3.38). Vimos anteriormente como jt é
consistente quando n e T tendem para innito. Trivial é o resultado de consistência
do estimador para jnt, quando T tende para innito.
O procedimento de estimação pode ser dividido em três etapas. Em primeiro
lugar, estima-se a matriz de densidade espectral () de xnt para várias frequências,
usando a janela espectral de Bartlett1, de dimensão M = M(T ). Seja  Tk a matriz
de covariância amostral de xnt e xnt k. Dena-se então a transformação discreta de





com   k =  
0






onde s = 2s=(2M + 1), s = 0; :::; 2M e !k = 1   jkj =(M + 1) são os pesos da
janela espectral de Bartlett de dimensão M (muitas vezes denotado por (k), como
em Müller [1996], por exemplo). O estimador para (s) é consistente desde que
M(T )!1 eM(T )=T ! 0 quando T !1. Os autores acabam por escolherM = 3.
Em segundo lugar, determinam-se os primeiros q vectores próprios, Thn(s), h =
1; :::; q de Tn (s), para s = 0; :::; 2M . Note-se que para M = 0, as componentes
1Ver Müller [1996] ou Kendall e Ord [1990].
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principais reduzem-se à sua vertente estática: Thn(0) é simplesmente o h-ésimo vector
próprio da matriz de variância-covariância estimada de xnt. Dena-se a partir dos
vectores próprios:









onde ~ denota conjugação e transposição.
Por m determina-se o estimador da matriz dos ltros Kn(L); de dimensão nn,
como a transformação discreta inversa de Fourier de (Tn (0); :::;
T
































B.1 Descrição das Variáveis
Expõem-se nesta secção as variáveis utilizadas neste trabalho e respectivas fontes.
Note-se que estas são apenas aquelas séries que são de algum modo utilizadas na
construção dos indicadores apresentados e que se pensou serem de importância no
seguimento da economia no curto prazo. Dada a especicidade e o elevado número
de variáveis utilizadas (uma vez que se está a trabalhar com os países da área euro)
na aplicação da metodologia da análise factorial dinâmica (ponto 3.5.2), optou-se por
apresentar as variáveis desta abordagem separadamente das variáveis utilizadas na
aplicação das outras metodologias. Adicionalmente, é também indicada a transfor-
mação operada nas variáveis utilizadas no modelo da análise factorial dinâmica. Uma
nota técnica ainda para o facto de todas as séries de saldos de respostas extremas,
provenientes dos inquéritos de opinião (ou de conjuntura), estarem transformadas em
índice, segundo a metodologia descrita em Santos [1986].
B.1.1 Variáveis Comuns
 AUTO - vendas de veículos ligeiros de passageiros (periodicidade: mensal;
unidade: número). Fonte: ACAP;
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 CELT - consumo de energia eléctrica referido à emissão (periodicidade: mensal;
unidade: gwh). Fonte: EDP;
 CIMEN - vendas de cimento para construção (periodicidade: mensal; unidade:
toneladas). Fontes: CIMPOR e SECIL;
 COMLIG - vendas de veículos ligeiros de mercadorias (periodicidade: mensal;
unidade: número). Fonte: ACAP;
 COMPES - vendas de veículos pesados de mercadorias (periodicidade: mensal;
unidade: número). Fonte: ACAP;
 DESEMP - desempregados inscritos ao longo do mês (periodicidade: mensal;
unidade: número). Fonte: IEFP;
 DORM - dormidas totais na hotelaria (periodicidade: mensal; unidade: número).
Fonte: INE, Turismo;
 EMP - número de empregados, total (periodicidade: trimestral; unidade: núme-
ro). Fonte: INE, Inquérito ao Emprego;
 GASOL - vendas de gasóleo (periodicidade: mensal; unidade: tonelada). Fontes:
PETROGAL, APETRO e DGE;
 GASOLI - vendas de gasolina (periodicidade: mensal; unidade: tonelada).
Fontes: PETROGAL, APETRO e DGE;
 ICCGVV - vendas vericadas no comércio por grosso (periodicidade: mensal a
partir de Junho de 1994; unidade: saldo de respostas extremas). Fonte: INE,
Inquéritos de Conjuntura;
 ICCRVV - vendas vericadas no comércio a retalho (periodicidade: mensal a
partir de Junho de 1994; unidade: saldo de respostas extremas). Fonte: INE,
Inquéritos de Conjuntura;
 ICITPROD - produção vericada na indústria transformadora (periodicidade:
mensal a partir de Junho de 1994; unidade: saldo de respostas extremas). Fonte:
INE, Inquéritos de Conjuntura;
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 IPI - Índice da Produção Industrial, total da indústria transformadora, corrigido
dos dias úteis (periodicidade: mensal; unidade: índice). Fonte: INE;
 IPICL - Índice da Produção Industrial dos países clientes: média dos IPIs
para as indústrias transformadoras dos Estados Unidos, Japão, Bélgica, França,
Alemanha, Itália, Holanda, Espanha, Suécia e Reino Unido, ponderados pela es-
trutura das exportações portuguesas por país de destino (periodicidade: mensal;
unidade: índice). Fontes: INE, Comércio Externo e OCDE, Hot le;
 IVVCR - índice do volume de vendas no comércio a retalho, total, deacionado
com o IPC dos bens (periodicidade: trimestral; unidade: índice). Fonte: INE,
Inquéritos de Conjuntura;
 OFERT - ofertas de emprego ao longo do mês, comunicadas pelas entidades
patronais (periodicidade: mensal; unidade: número). Fonte: IEFP;
 PIB - Produto Interno Bruto a preços de mercado, preços constantes de 1995.
Série 1995 a 2000 em SEC95, colada para trás com série 1977 a 1998 em SEC79
(periodicidade: trimestral; unidade: milhões de escudos). Fonte: INE, Contas
Nacionais Trimestrais;
 PROCGL - produção vericada na indústria transformadora (periodicidade:
mensal a partir de Junho de 1994; unidade: saldo de respostas extremas). Fonte:
INE, Inquéritos de Conjuntura;
 SALR - índice de salários contratados reais: instrumentos de regulamentação
colectiva, deacionados pelo IPC (periodicidade: mensal; unidade: índice).
Fonte: MTS, DCT e INE, IPC;
 TXCOB - taxa de cobertura das exportações face às importações (periodicidade:
mensal; unidade: percentagem). Fonte: INE, Comércio Externo;
 VAR - vendas totais de varão para construção (periodicidade: mensal; unidade:
tonelada): Fonte: Siderurgia Nacional e INE, Comércio Externo.
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B.1.2 Variáveis Utilizadas na Análise Factorial Dinâmica
 CAPUT - capacidade utilizada (periodicidade: trimestral; unidade: percen-
tagem; transformação: diferenças). Fonte: Eurostat;
 CARNET - carteira de encomendas da indústria transformadora (periodicidade:
trimestral; unidade: índice; transformação: diferenças). Fonte: Eurostat;
 CONS - consumo privado, preços constantes de 1995, Contas Trimestrais (SEC95);
colada com anterior série em SEC79 para os países sem dados retrospectivos em
SEC95 (periodicidade: trimestral; unidade: milhões de euros; transformação:
dessazonalização; diferenças dos logaritmos). Fonte: Eurostat;
 DESEMP - número total de desempregados (periodicidade: trimestral; unidade:
índice; transformação: diferenças). Fonte: Eurostat;
 EMP - número total de empregados (periodicidade: trimestral; unidade: índice;
transformação: diferenças). Fonte: Eurostat;
 ENERT - consumo de energia total (periodicidade: trimestral; unidade: mi-
lhares TOE; transformação: dessazonalização; diferenças). Fonte: Eurostat;
 FBCF - Formação Bruta de Capital Fixo, preços constantes de 1995, Contas
Trimestrais (SEC95); colada com anterior série em SEC79 para os países sem
dados retrospectivos em SEC95 (periodicidade: trimestral; unidade: milhões
de euros; transformação: dessazonalização; diferenças dos logaritmos). Fonte:
Eurostat;
 IPC - Índice de Preços no Consumidor total, harmonizado (periodicidade: trimes-
tral; unidade: índice; transformação: diferenças). Fonte: Eurostat;
 IPI - Índice de Produção Industrial, total da indústria sem construção (periodi-
cidade: trimestral; unidade: índice; transformação: dessazonalização; diferenças
dos logaritmos). Fonte: Eurostat;
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 IPPI - Índice de Preços da Produção Industrial, total da indústria sem cons-
trução (periodicidade: trimestral; unidade: índice; transformação: dessazona-
lização; diferenças dos logaritmos). Fonte: Eurostat;
 M1 - agregado monetário M1, valores em m de período (periodicidade: trimes-
tral; unidade: taxa de variação homóloga; transformação: diferenças dos loga-
ritmos). Fonte: Eurostat;
 M2 - agregado monetário M2, valores em m de período (periodicidade: trimes-
tral; unidade: taxa de variação homóloga; transformação: diferenças dos loga-
ritmos). Fonte: Eurostat;
 M3 - agregado monetário M3, valores em m de período (periodicidade: trimes-
tral; unidade: taxa de variação homóloga; transformação: diferenças dos loga-
ritmos). Fonte: Eurostat;
 MRATE - taxa de juro média diária (periodicidade: trimestral; unidade: per-
centagem; transformação: diferenças). Fonte: Eurostat;
 MTH3 - taxa de juro média a três meses (periodicidade: trimestral; unidade:
percentagem; transformação: diferenças). Fonte: Eurostat;
 PIB - Produto Interno Bruto a preços de mercados, preços constantes de 1995,
Contas Trimestrais (SEC95); colada com anterior série em SEC79 para os paí-
ses sem dados retrospectivos em SEC95 (periodicidade: trimestral; unidade:
milhões de euros; transformação: dessazonalização; diferenças dos logaritmos).
Fonte: Eurostat;
 REAL - taxa de juro real; calculada como: REAL = MRATE   (ln IPC)
(periodicidade: trimestral; unidade: percentagem; transformação: diferenças).
Fonte: cálculo próprio;
 SHARES - preço das acções, total (periodicidade: trimestral; unidade: índice;
transformação: diferenças). Fonte: Eurostat;
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 UNMEN - taxa de desemprego - homens (periodicidade: trimestral; unidade:
percentagem; transformação: dessazonalização; diferenças dos logaritmos). Fon-
te: Eurostat;
 UNWO - taxa de desemprego - mulheres (periodicidade: trimestral; unidade:
percentagem; transformação: dessazonalização; diferenças). Fonte: Eurostat;
 UNY - taxa de desemprego - jovens com menos de 25 anos (periodicidade:
trimestral; unidade: percentagem; transformação: dessazonalização; diferenças).
Fonte: Eurostat.
Variáveis Alemanha Áustria Bélgica Espanha Finlândia França Holanda Irlanda Itália Portugal
CAPUT N - N N - N N - N N
CARNET x x x - x x x x x -
CONS N N N N N N N - N N
DESEMP - - N N - N N N N N
EMP A/x/x - A/x/x A/x/x - A/x/x - - A/x/x A/x/x
ENERT N - N N - N N N N N
FBCF N N N N N N N - N N
IPC x x x x x x x x x x
IPI N N N N N N N N N N
IPPI x x x x x x x x x -
M1 - x x x x x - x x x
M2 - - - x x x - - - x
M3 - x x x x x - - - x
MRATE x x - x - x x - - -
MTH3 x x x x x x x x x x
PIB N N N N N N N - N N
REAL x x x x x x x x x x
SHARES x x x x - x x x x -
UNMEN - - A/A/x A/A/x - A/A/x A/A/x A/A/x A/A/x A/A/x
UNWO - - x x - x x x x x
UNY - - A/x/x A/x/x - A/x/x A/x/x A/x/x A/x/x A/x/x
N - variáveis de núcleo; A - variáveis adicionadas; x - variáveis não utilizadas na estimação final
A/x/x - variável adicionada no modelo 1 / variável não utilizada no modelo 2 / variável não utilizada no modelo 3
A/A/x - variável adicionada no modelo 1 / variável adicionada no modelo 2 / variável não utilizada no modelo 3
Tabela B.1: Variáveis Utilizadas por Países
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B.2 Análise Gráca
Nesta secção fazemos a apresentação gráca de algumas séries utilizadas neste tra-
balho1, havendo a preocupação de analisar algumas séries típicas: não estacionárias,
estacionárias e índices. Note-se que todas as variáveis não estacionárias são apresen-
tadas em taxas de variação homóloga (TVH), permitindo, deste modo, expurgar dos
efeitos sazonais contidos nas séries. As excepções vão para a Figura B.3, na qual se
apresentam as séries ltradas (por intermédio do ltro HP) do PIB e do Emprego,
evidenciando a elevada correlação entre ambas e a Figura B.8, na qual se evidencia
a grande similaridade entre o indicador do INE e a variável IPICL HP ltrada. As
séries estacionárias, essencialmente as séries provenientes dos inquéritos de opinião,
são apresentadas na sua forma original (saldos de respostas extremas), isto apesar de
serem previamente transformadas em índice para inclusão nos modelos de construção





































































































Figura B.1: Produto Interno Bruto e Taxa de Variação Homóloga






































































































































































































































































































































































































































































































































































































































































































































































































































































































Figura B.9: Tendência do PIB Português e TVH
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B.3 Resultados Adicionais da Análise Factorial Di-
nâmica
Modelo 1
Variáveis Alemanha Áustria Bélgica Espanha Finlândia França Holanda Irlanda Itália Portugal
CAPUT 0.28 - 0.30 0.14 - 0.31 0.12 - 0.05 0.03
CONS 0.08 0.05 0.22 0.35 0.35 0.15 0.13 - 0.46 0.35
DESEMP - - 0.66 0.75 - 0.67 0.25 0.46 0.23 0.36
EMP 0.43 - 0.29 0.66 - 0.76 - - 0.36 0.12
ENERT 0.04 - 0.05 0.05 - 0.02 0.02 0.04 0.03 0.06
FBCF 0.08 0.06 0.14 0.41 0.29 0.61 0.05 - 0.55 0.17
IPI 0.92 0.95 0.87 0.93 0.92 0.92 0.79 0.82 0.92 0.90
PIB 0.19 0.12 0.23 0.42 0.30 0.55 0.22 - 0.30 0.38
UNMEN - - 0.58 0.79 - 0.75 0.29 0.43 0.29 0.32
UNY - - 0.52 0.75 - 0.74 0.12 0.36 0.21 0.20
Modelo 2
Variáveis Alemanha Áustria Bélgica Espanha Finlândia França Holanda Irlanda Itália Portugal
CAPUT 0.51 - 0.58 0.31 - 0.39 0.27 - 0.15 0.16
CONS 0.36 0.19 0.38 0.43 0.49 0.41 0.26 - 0.55 0.56
DESEMP - - 0.71 0.74 - 0.69 0.33 0.57 0.39 0.52
ENERT 0.31 - 0.30 0.36 - 0.37 0.18 0.22 0.28 0.17
FBCF 0.27 0.32 0.17 0.58 0.43 0.65 0.36 - 0.58 0.29
IPI 0.93 0.94 0.93 0.96 0.96 0.95 0.93 0.88 0.96 0.95
PIB 0.44 0.28 0.34 0.49 0.65 0.62 0.35 - 0.40 0.49
UNMEN - - 0.61 0.45 - 0.31 0.31 0.67 0.37 0.50
Modelo 3
Variáveis Alemanha Áustria Bélgica Espanha Finlândia França Holanda Irlanda Itália Portugal
CAPUT 0.52 - 0.55 0.43 - 0.50 0.46 - 0.31 0.24
CONS 0.35 0.22 0.37 0.45 0.47 0.38 0.35 - 0.55 0.51
DESEMP - - 0.67 0.77 - 0.71 0.41 0.63 0.43 0.50
ENERT 0.34 - 0.44 0.33 - 0.42 0.39 0.32 0.32 0.20
FBCF 0.32 0.39 0.23 0.54 0.43 0.65 0.36 - 0.58 0.30
IPI 0.94 0.96 0.92 0.96 0.95 0.95 0.88 0.88 0.95 0.94
PIB 0.41 0.37 0.40 0.51 0.54 0.62 0.37 - 0.46 0.45
Tabela B.2: Variâncias Relativas das Componentes Comuns
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Modelo 1
Variáveis Alemanha Áustria Bélgica Espanha Finlândia França Holanda Irlanda Itália Portugal
CAPUT Lead - Lead Lead - Lead Lead - Lead Lead
CONS Lagg Coin Coin Coin Lead Coin Lagg - Coin Lagg
DESEMP - - Coin Coin - Coin Coin Coin Lagg Lagg
EMP Coin - Coin Coin - Coin - - Coin Coin
ENERT Lagg - Coin Lagg - Coin Lagg Coin Coin Coin
FBCF Coin Lead Coin Coin Coin Coin Coin - Coin Coin
IPI Coin Coin Coin Lead Coin Lead Coin Coin Lead Lagg
PIB Lagg Coin Lead Coin Lead Coin Coin - Coin Coin
UNMEN - - Coin Coin - Coin Coin Coin Lagg Coin
UNY - - Coin Coin - Coin Coin Lead Lagg Coin
Modelo 2
Variáveis Alemanha Áustria Bélgica Espanha Finlândia França Holanda Irlanda Itália Portugal
CAPUT Lead - Lead Lead - Lead Lead - Lead Lead
CONS Lagg Coin Coin Coin Lead Coin Lagg - Coin Coin
DESEMP - - Coin Coin - Coin Coin Coin Lagg Coin
ENERT Lagg - Coin Lagg - Coin Lagg Coin Coin Coin
FBCF Coin Lead Coin Coin Coin Coin Coin - Coin Coin
IPI Coin Coin Coin Lead Coin Lead Coin Coin Lead Coin
PIB Coin Coin Coin Coin Lead Coin Coin - Coin Coin
UNMEN - - Coin Coin - Coin Coin Coin Lagg Coin
Modelo 3
Variáveis Alemanha Áustria Bélgica Espanha Finlândia França Holanda Irlanda Itália Portugal
CAPUT Lead - Lead Lead - Lead Lead - Lead Lead
CONS Lagg Coin Coin Coin Lead Coin Coin - Coin Lagg
DESEMP - - Coin Coin - Coin Coin Coin Lagg Coin
ENERT Lagg - Coin Lead - Lead Lagg Lead Coin Lead
FBCF Coin Lead Coin Coin Coin Coin Coin - Coin Coin
IPI Coin Coin Coin Lead Coin Lagg Coin Coin Lead Coin
PIB Coin Coin Coin Coin Lead Coin Coin - Coin Coin
Lead: variável avançada; Coin: variável coincidente; Lagg: variável atrasada.
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Figura B.10: Indicador Coincidente da Área Euro e por Países
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