Abstract
Introduction

38
Surface energy fluxes are an important component of Earth's global energy budget and a primary 39 1 ( ) exp( LAI) 1
where f(θ) is the factor considers water stress and is expressed as: 159 Hydrol. Earth Syst. Sci. Discuss., https://doi.org/10.5194/hess-2018-430 Manuscript under review for journal Hydrol. Earth Syst. Sci. In this study, we consider the reciprocal of bulk stomatal resistance, known as canopy conductance. 183
The calculation of gs c is the same as in the PM model. The two aerodynamic resistances (ra a and ra s ) and 184 the boundary layer resistance (rac) are modeled following the approach proposed by Shuttleworth and 185 Gurney (1990) . 186
Priestley-Taylor and Flint-Childs (PT-FC) model 187
The Priestley-Taylor (Priestley and Taylor, 1972 ) model was introduced to estimate evaporation from 188 an extensive wet surface under conditions of minimum advection (Stannard, 1993 where αPT is a unitless coefficient. The Priestley-Taylor model was modified by Flint and Childs (1991) where α is as a function of the environmental variables, which could be related to any process that limits 196
ET (e.g., soil hydraulic resistance, aerodynamic resistance, stomatal resistance); however, only soil 197 moisture status was considered to simplify ET estimation in the PT-FC model (Flint and Childs, 1991) . In where αPT is the Priestley-Taylor coefficient, usually taken as 1.26 (Priestley and Taylor, 1972 
BME Estimation 215
Thermodynamic Integration Estimator 216
Estimating the BME using power posterior estimators such as thermodynamic integration (TI) 217 
13
The above integral takes a simplified form by the potential: 228
thus, the integration can be directly estimated by following: 230
Power posterior sampling 232
The Metropolis acceptance ratio is 
Estimation of BME using TI 246
After obtaining the power posterior samples, the corresponding likelihoods are used to estimate the 247 BME. This step simply requires the log-likelihoods 
and 253
Each panel in this one-dimensional integral is given by , TI k r for the case of the trapezoidal rule (Eq. 255 31), and the summation of these panels gives the natural logarithm of BME. 256 
Traditional statistical evaluations
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Results
268
Parameter estimation
269
There were five parameters gmax, D50, Q50, KQ and QA in the PM model, and two additional parameters, 270 b1 and b2, in the SW model. The PT-FC and AA models include two parameters, denoted as β1 and β2 271 (Table 1 ). The prior probability density of each parameter was specified as a uniform distribution with the 272 ranges listed in Table 1 . A total of 50,000 realizaitions were generated with DREAM and the calibration 273 period data were from DOY 154 to DOY 202. In the calculations, the chain number, N, was equal to the 274 parameter number, i.e., N = 5, 7, 2 and 2 for the PM, SW, PT-FC and AA models, respectively. For each 275 model, the first 10,000 samples were discarded as burn-in data, and the remaining 40,000 samples were 276 used to set up posterior density functions for each chain. 277
To understand the efficiency and convergence of DREAM for the ET models, Figure 1 shows trace plots of the G-R statistic for each of the different parameters in the PM and SW models with the 279 different color (PT-FC and AA models not shown). The algorithm requires about 8,000 generations to 280 make the G-R statistic smaller than 1.2 for the both models. Obviously, the complete mixing of the 281 different chains and convergence of DREAM were attained after about 620 and 450 generations for PM 282 and SW models, respectively. The acceptance rates for the PM and SW models were about 15.3% and 283
18.9%, respectively. 284
Histograms and cumulative distribution functions (CDFs) of the DREAM-derived marginal 285 distributions of the parameters are presented in Figure 2 and summarized in Table 2 by Maximum 286
Likelihood Estimates (MLEs), posterior medians and 95% probability intervals. The uppercase in Figures  287 2A-2E, 2I-2O, 2F-2G, and 2H and 2P showed histograms, and the corresponding lowercase of 2a-2e, 2i-2o, 288 2f-2g, and 2h and 2p show CDFs, for the PM, SW, PT-FC and AA models, respectively. 289
Parameter gmax ( Fig. 2A ) in the PM model, parameters gmax, KA, b1, b2 (Fig. 2I, 2M, 2N , 2O) in the SW 290 model, and parameter β1 (Fig. 2F) were well constrained and occupied a relatively small range. These 291 parameter sample displayed a unimodal distribution, and became approximately symmetric. Parameters 292 Q50, D50, KQ and QA (Fig. 2B-2E ) in the PM model and parameters D50, KQ in the SW model ( Fig. 2K-2L ) 293 exhibited relatively large uncertainty reductions. However, the histograms obviously deviated from 294 normality and tended to concentrate in the lower bounds. When the upper limits of these parameters were 295 decreased, similar histograms were reached (not shown) and still did not show statistically meaningful 296 distributions. In contrast, Q50 was not only poorly constrained (Fig. 2J) that in the SW model (0.01 mm s -1 ) ( Fig. 2A and 2I ; Table 2 ), except that D50 in the PM and SW models 300 and β2 in the PT-FC and AA models exhibited similar regions ( Fig. 2C and 2K, 2G and 2P; Table 2 ). 301
Performance of the models
302
The performances of the four evaporation models were evaluated during the whole season in 2014. 303
The calibrated parameters of the four models were used and individual ET models were run to estimate the 304 half-hourly λET values. Statistical results for the performance of the models were summarized in tables as 305 the regression line slope, R 2 , RMSE, MBE, IA, and EF as shown in Table 3 comparison between the slope and MBE, the PM model performance was higher than the SW, PT-FC and 314 AA models, with a slope almost equal to 1 and with relatively lower MBE. The SW model was ranked 315 second, while the AA model was comparable to the PT-FC, but slightly higher, and was ranked third. Table 3 showed that the estimated BME is -6300.5 natural log units (nits) for the PM model, 341
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-6025.1 nits for the SW model, -6366.8 nits for the PT-FC model, and -7042.8 nits for the AA model. The 342 BME for the SW model was substantially larger than that for the other three models, and the BME for the 343 AA model was the smallest. Although the parameters of the PM model were less than for the SW model, 344 the potential evolution of the SW model was substantially different to that of the PM model. In summary, 345 the PT-FC and AA models, consisting of the same number of parameters, had similar potential patterns of 346 evolution with the coefficient βk. Although adding more βk values may improve the BME estimation, it was 347 not undertaken because of the computational cost. For each βk value, 150,000 DREAM simulations were 348 large enough to ensure convergence. 349 
Discussion
Parameter uncertainty analysis
351
With regard to the efficiency of the DREAM algorithm, the acceptance rates of the PM (15.33%) and 352 SW (18.94%) models were much higher than some MCMC algorithms which used in the previous studies, 353 like 0.019% in the population Monte Carlo sampling algorithm (Sadegh et al., 2014) . This was a large 354 improvement in search efficiency, which in large part resulted from its ability to sample groups of variable 355 in turn. Furthermore, this method ran multiple chains in parallel and adaptively updated the scale and 356 orientation of the proposal distribution (Vrugt et al., 2008) . Therefore, the DREAM scheme substantially 357 improved not only the convergence, but also its sampling efficiency for ET models. 358 The results showed that the DREAM algorithm successfully reduced the assumed prior uncertainties 359 from the large number of parameters in the four models. The well-constrained parameters were those that 360 had significant contribution. For example, the ecophysiological parameter gmax, in both the PM and SW 361
Hydrol. Earth Syst. Sci. Discuss., https://doi.org/10.5194/hess-2018-430 Manuscript under review for journal Hydrol. Earth Syst. Sci. and humidity deficit at which stomatal conductance at its half maximum value, which may change over a 377 shorter or longer time scale rather than half-hours. KQ was another parameter that cannot be well 378 constrained, and this may be resulted from either the estimated ET was insensitive to these parameters, or 379 there were correlations between the parameters. We expected a complementary correlative relationship 380 between the visible radiation flux and extinction coefficient for shortwave radiation, which indicated that 381 the information in EC-measured ET data was insufficient to separate these parameters, and therefore the 382 parameters cannot be constrained separately. 383
The sensitive parameters (such as gmax, b1 and b2) were just corresponding to the well-constrained 384 parameters. Therefore, the major parameters in PM and SW models were well optimized, except that 385 several parameters (Q50 and KQ) appeared to be not well constrained. In addition, the posterior parameter 386 bounds exhibited a larger reduction using the DREAM algorithm compared with other studies using the 387
Metropolis-Hasting algorithm (Zhu et al., 2014) . This further demonstrated that DREAM can efficiently 388 handle problems involving high-dimensionality, multimodality, nonlinearity, and local optima. 389
In general, parameters related to soil surface resistance in the SW model were well evaluated, while 390 parameters related to canopy surface resistance in PM and SW models were poorly estimated. Therefore, 391 using a reliable canopy surface resistance equation in the ET model was crucial for improving its 392
performance. In addition, in our study, the traditional approach was used to quantify the uncertainty which 393 assumed that the uncertainty mainly came from the parameter uncertainty. However, this method did not 394 explicitly consider errors in the input data and model structural inadequacies. This was unrealistic for real 395 applications, and it was desirable to develop a more reliable inference method to treat all sources of 396 uncertainty separately and appropriately (Vrugt et al., 2008) . Moreover, simultaneous direct measurement 397 by micro-lysimeter of sap flow and daily soil evaporation will further help to constrain the model 398 parameters. 399
Evaluation and selection of the models
400
In this study, the traditional statistical measures and BME were chosen to evaluate and compare the 401 performance of four ET models. From the respective composition of these measures, the statistical 402 with data and model complexity (Schöniger et al., 2014) . In this case, the most complex SW model had the 419 highest BME and was chosen as the best-behaved model. This likely resulted from the fact that the 420 complex SW model was indeed the most reliable model among the alternative ET models. SW model was 421 a two-layer model, and estimated soil evaporation and plant transpiration separately, but PM model was a 422 single-layer model while the plant transpiration and soil evaporation cannot be separated (Monteith, 1965) . 423 Hydrol ET and potential ET (Brutsaert and Stricker, 1979). Based on these physical mechanisms and processes for 426 these ET models, the rank order of the models was reasonable. 427
The estimates showed that the maximum values of R 2 , IA and EF, and the minimum value of RMSE, 428 all selected the most complex SW model as the best performing model. The results indicated that the SW 429 model was the best performing model evaluated by squared-residual-based measures, which resulted from 430 the ability of the model to fit the measured data, irrespective of model complexity. It was interesting to 431 note that both the squared-residual-based measures and the BME consistently yielded the same rank order. 432
Although the squared-residual-based measures seemed to identify a reasonable rank order, this had often 433 not been the case, since the simple traditional statistical measures were known to usually provide a biased 434 view of the efficacy of a model (Kessler and Neas, 1994; Legates and McCabe, 1999 ). In addition, 435 sensitivity to outliers was associated with these measures and leads to relatively high values due to the 436 squaring of the residual terms (Willmott, 1981) . Furthermore, these traditional statistical measures ignored 437 the priors, without penalizing model complexity, which was in fact used in a Bayesian analysis. The 438 dimensionality (model's parameter space) not only affected model evaluation by BME (Schöniger et al., 439 2014) but it may also affect the evaluation using traditional statistical measures. Here, two-dimensional 440 models of PT-FC and AA provided identical estimates of R 2 and IA. This was most likely because both the 441 PT-FC and AA models had the same dimensions and a similar model structure, whereas BME estimates 442 remain well-behaved for the two ET models. gap-filling in rainy days; dew and fog; inadequate areal coverage of point-scale soil water measurement; 456 mechanical limitations of the EC system; and inaccurate measurements of wind-speed, soil water, radiation 457 and vapor pressure deficit. ET processe was described using equations that can only capture parts of the 458 complex natural processes and the model structures were an inherent simplification of the real system. 459
These inadequacies can thus lead to biased parameters and implausible predictions. 460
In our study, the results indicated that the PM and SW models overestimated the half-hourly ET 461 Comparing the AA and PT-FC models, the former included forcing data of available radiation, soil 497 water content and relative humidity, but the PT-FC model only requires available radiation and soil water 498 content and was independent of relative humidity. However, the similar statistical results and similar 499 degrees of MBE scatter indicated that relative humidity has little influence on the AA model simulation. 500
The consistent and consecutive underestimation of ET by the PT-FC and AA models during the late 501 maturity stage showed that the model-data disagreement is caused mainly by regional advection and 502 rainfall interception, because atmospheric processes and thermally-induced circulation can only occur at 503 certain times and during certain days. Therefore, we suggested that the consistent underestimation of ET 504 by the PT-FC and AA models primarily results from conceptual and structural inadequacies, energy 505 imbalance, and soil water stress. Although the PM and SW models shared a common theoretical basis and 506 the PT-FC model was the simplification of the PM model, these models performed significantly differently. 507
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Conclusions
523
This study illustrated the use of the Bayesian approach for the statistical analysis and model selection 524 of four widely used ET models. BME can be used to rank the alternative models in our study, although 525 numerical evaluation of BME is computationally expensive particularly for high-dimensional models. 526
Bayesian model comparison identified the SW model as the best ET model. Although the 527 squared-residual-based measures, including R 2 , IA, RMSE, and EF, provide a congruent model ranking 528 with that of BME, it must be noted that these squared-residual-based measures do not allow using prior 529 information for comparing the models. We advocated that caution is needed when using these statistical 530 methods, and that BME should be used instead. In contrast, residual-based measures disagree with the 531 BME measure, and thus these measures can not be used for evaluating model performance. 532
The model-data mismatches were analyzed to facilitate model improvement after using Bayesian 533 model calibration and comparison. The results indicated that model-data mismatches are mainly resulted 534 from energy imbalance caused by anisotropic turbulence, the absence of a mechanistic representation of 535 the physiological response to plant hydrodynamics, and additional energy induced by advection processes. 536
Among them, energy imbalances and additional energy were related to forcing data error rather than to an 537 unreasonable model structure. Thus, understanding the process of the physiological response to plant 538 hydrodynamics, such as developing or selecting more reasonable and process-based canopy resistance 539 models, was essential for improving the performance of evapotranspiration models. Overall, in our study, 540 the applications of Bayesian calibration, Bayesian model evaluation and analysis of model-data 541 mismatches, provided a promising framework for reducing uncertainty and improving the performance of 542 ET models. Hydrol where n is the number of observations and σ represents the error variances. 791
In this study, we used the DREAM algorithm (Vrugt et al., 2008 (Vrugt et al., , 2009 ) to explore the ET models' 792 parameter space and to estimate BME. The DREAM sampling scheme is an adaptation of the global 793 optimization algorithm of a shuffled complex evolution metropolis (SCEM-UA). This algorithm was 794 descripted in more detail in Vrugt et al. (2008 Vrugt et al. ( , 2009 Figure 1 Trace plots of the G-R statistic of Gelman and Rubin (Gelman and Rubin, 1992) 
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