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The extended Gutzwiller trajectory approach is presented for the semiclassical description of nu-
clear collective dynamics, in line with the main topics of the fruitful activity of V.G. Solovjov.
Within the Fermi-liquid droplet model, the leptodermous effective-surface approximation was ap-
plied to calculations of energies, sum rules and transition densities for the neutron-proton asymmetry
of the isovector giant-dipole resonance and found to be in good agreement with the experimental
data. By using the Strutinsky shell-correction method, the semiclassical collective transport coef-
ficients such as nuclear inertia, friction, stiffness, and moments of inertia can be derived beyond
the quantum perturbation approximation of the response-function theory and the cranking model.
The averaged particle-number dependence of the low-lying collective vibrational states are described
in good agreement with basic experimental data, mainly due to an enhancement of the collective
inertia as compared to its irrotational flow value. Shell components of the moment of inertia are
derived in terms of the periodic-orbit free-energy shell corrections. A good agreement between the
semiclassical extended Thomas-Fermi moments of inertia with shell corrections and the quantum
results is obtained for different nuclear deformations and particle numbers. Shell effects are shown
to be exponentially dampted out with increasing temperature in all the transport coefficients.
I. INTRODUCTION
Many experimental data on the fundamental prop-
erties of fission, and collective excitations in nuclei,
were successfully explained by using the macroscopic-
microscopic approaches to the description of finite Fermi
systems with strongly interacting nucleons [1–11]. One
of the transparent and, at the same time, fruitful ways
to study collective excitations in complex nuclei was sug-
gested by V.G. Solovjov and his collaborators within the
semi-microscopic Quasiparticle-Phonon Model (QPM)
[9, 10, 12–16]. We should also mention the theoretical
mean-field approaches, based in particular on the crank-
ing model [6, 17–19]. By using the cranking model and
the Strutinsky shell-correction method (SCM) [2, 4, 5],
shell effects in the vibrational and rotational bands were
intensively studied [1, 6, 7]. These approaches are
rooted in the self-consistent finite-Fermi-system theory
[1, 20] and its mean-field Hartree-Fock (HF) [21] and HF-
Bogoliubov (HFB) [22–24] approximations. For small-
amplitude collective excitations they are equivalent to
the Random Phase Approximation (RPA) of the QPM.
However, the HF and HFB approaches go beyond the
RPA since they can be applied for large-amplitude col-
lective motion as well. Concerning all these approaches,
we should also mention pairing correlations [25–29], and
high spins physics (see [30] for a review). The problem
of the coexistence of oblate-prolate shapes in relation to
rotational bands was discussed in [31, 32].
For the description of nuclear collective excitations
within the general response-function theory [6, 11],
which can be associated with the RPA of the QPM, the
basic idea is to parametrize the complex dynamical prob-
lem of the collective motion of many strongly interacting
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particles in terms of a few main collective variables found
from the physical meaning of the considered dynamical
problem, for example the nuclear surface itself [33–35]
or its multipole deformations [6, 22]. We can then study
the response of the dynamical quantities, describing the
nuclear collective motion in terms of these variables, to
an external field. Thus, we get important information
on the transport properties of nuclei. For such a the-
oretical description of the collective motion it is often
very important to take into account the temperature de-
pendence of the dissipative nuclear characteristics as the
friction coefficient, as shown in [11, 36–38].
However, a precise quantum description of dissipa-
tive phenomena in nuclei is rather complicated because
one has to take into account the residual interaction be-
yond the mean-field approximation. Therefore, a sim-
pler Fermi-liquid drop model (FLDM) [39–42] account-
ing for some macroscopic properties of the many-body
Fermi system can be helpful to understand the global
average properties of the collective motion. Such a
model is based on the Landau Fermi-liquid theory [43–
46], applied for the nuclear interior and some simple
macroscopic boundary conditions on the nuclear surface
[34, 35, 41, 47, 48]. An extension of the effective-surface
method [33–35] to neutron-proton systems, that is ac-
counting for the asymmetry, spin-orbit and Swiatecki’s
derivative terms in the local energy-density approach
[49, 50] is given in [51–55]. A more extensive discussion
of other macroscopic approaches, in particular with dif-
ferent boundary conditions can be found in the review
[42]. In [40], the response-function theory was applied
to describe collective nuclear excitations as the isoscalar
quadrupole mode. The transport coefficients, such as
friction and inertia, are simply calculated within the
macroscopic FLDM, and their temperature dependence
can be easily discussed [40–42]. The isospin asymmetry
of heavy nuclei near their stability line and the structure
2of the isovector dipole resonance are studied within the
FLDM [41, 42, 52–56]. In this way, the giant multipole
resonances were described, in particular, by taking into
account a gradual transition with increasing tempera-
ture from a zero sound mode to the hydrodynamic first
sound [39, 40, 42]. The friction phenomenon is described
in [39, 40] as being due to nucleon-nucleon collisions,
which were taken into account in the relaxation-time ap-
proximation (see e.g. [44–46] for a general description,
and [39, 42] for a specific account of a temperature and
frequency dependence (retardation effects)) [39, 42, 43].
Relations to some general problems of the response-
function theory [11] and their understanding, taking the
example of an analytically solved model based on a non-
trivial temperature-dependent Fermi-liquid theory, can
be found in [42]. One of the most important questions
which was clarified there is the temperature dependence
of friction and interaction-coupling constants.
Within this extended macroscopic (FLDM) theory,
one can determine the structure of the isovector dipole
resonance (IVDR) as a splitting of the collective states
due to the nuclear symmetry interaction between neu-
trons and protons near the stability line [41, 42, 52–56].
Also, the neutron skin of exotic nuclei with a large neu-
tron excess is still one of the exciting subjects of nu-
clear physics and nuclear astrophysics [3, 57–67]. Simple
and accurate solutions for the isovector particle density
distributions were obtained within the nuclear effective-
surface (ES) approximation [33–35, 51–55] which ex-
ploits the saturation property of nuclear matter and a
narrow diffuse-edge region in finite heavy nuclei. In
particular, in the Extended Thomas–Fermi (ETF) ap-
proach [68, 69] (with Skyrme forces [70–77]) this can
be done for any deformation by using an expansion in
a small leptodermic parameter. The latter can be de-
fined as the diffuse surface thickness of a heavy nucleus
relative to its mean curvature radius, proportional to
A−1/3, where A is the nuclear particle number. For de-
formed nuclear shapes such an approach can be carried
through under the constraint on some multipole mo-
ments. The accuracy of the ES approximation in the
ETF approach without the spin-orbit (SO) and asym-
metry terms was checked [35] by comparing with the
results of the HF [21, 23] and ETF calculations [68, 69]
for different Skyrme forces. The ES approach [33–35]
was then extended by taking the SO interaction, and
asymmetry effects into account [51–55]. Solutions for
the isoscalar and isovector particle densities and ener-
gies at the quasi-equilibrium in the ES approach of the
ETF approach were applied to analytical calculations of
the neutron skin and isovector stiffness coefficients in
leading order of the leptodermic parameter and to the
derivations of the macroscopic boundary conditions [33–
35, 51, 52, 55] and compared with those obtained in the
liquid droplet model (LDM) [3, 57–59]. These analytical
expressions for the surface-energy constants can also be
used for IVDR calculations within the FLDM (see [42]
and references therein).
A further interesting application of the semiclassical
response-function theory would consist in the study of
the properties of collective transport phenomena, in par-
ticular the low-lying excitations and rotational bands in
heavy deformed nuclei. One may consider nuclear collec-
tive rotations within the cranking model as a response of
the nuclear system to the Coriolis external-field pertur-
bation. The moment of inertia (MI) can be calculated
as a kind of susceptibility with respect to this exter-
nal field. The rotation frequency of the rotating Fermi
system is determined in the cranking model for a given
nuclear angular momentum through a constraint, as for
any other integral of motion, as in particular the parti-
cle number conservation [23]. In order to simplify such a
rather complicated problem, the Strutinsky shell correc-
tion method (SCM) [2, 4] was adjusted to the collective
nuclear rotations in [5, 7]. The collective MI is expressed
as function of the particle number and temperature in
terms of a smooth part and an oscillating shell correc-
tion. The smooth component can be described by a suit-
able semiclassical macroscopic model, like the dynami-
cal ETF approach [68, 69, 78–83] which has proven to
be both simple and precise. For the definition of the MI
shell correction, one can apply the Strutinsky averaging
procedure to the single-particle (s.p.) MI, in the same
way as for the well-known free-energy shell correction.
For a deeper understanding of the quantum results
and the correspondence between classical and quantum
physics of the MI shell components, it is worth to ana-
lyze these shell components in terms of periodic orbits
(POs), what is now well established as the semiclas-
sical periodic-orbit theory (POT) [69, 84–90] (see also
its extension to a given angular-momentum projection
along with the energy of the particle [91], to the par-
ticle densities [92, 93] and pairing correlations [93–96]).
Gutzwiller was the first who developed the POT for com-
pletely chaotic Hamiltonians with only one integral of
motion (the particle energy) [84]. The Gutzwiller ap-
proach of the POT, extended to potentials with contin-
uous symmetries, for the description of the nuclear shell
structure can be found in [69, 86, 88–90, 97]. The semi-
classical shell-structure corrections to the level density
and energy have been tested for a large number of s.p.
Hamiltonians in two and three dimensions (see, for in-
stance, [69, 89, 90, 98–105]). For a Fermi gas the entropy
shell corrections of the POT as a sum of periodic orbits
were derived in [86], and with its help, simple analyt-
ical expressions for the shell-structure energies in cold
nuclei were obtained in [69]. These shell-correction en-
ergies are in good agreement with the quantum SCM re-
sults, for instance for the elliptic and spheroidal cavities,
including the superdeformed bifurcation region within
the improved stationary-phase method (improved SPM
or shortly ISPM) [89, 90, 99, 101, 102, 104, 105]. In
particular in three dimensions, the superdeformed bifur-
cation nanostructure leads, as function of deformation,
to the double-humped shell-structure energy with the
first and second potential wells in heavy enough nuclei
[69, 89, 90, 97, 101, 103], which is well known as the
double-humped fission barriers in the region of actinide
nuclei. At large deformations the second well can be
understood semiclassically, for spheroidal type shapes,
through the bifurcation of equatorial orbits into equato-
rial and the shortest three-dimensional periodic orbits.
For finite heated fermionic systems, it was also shown
[69, 86, 93, 106–108] within the POT that the shell-
3structure of the entropy, the thermodynamical (grand-
canonical) potential and the free-energy shell corrections
can be obtained by multiplying the terms of the POT
expansion by a temperature-dependent factor, which is
exponentially decreasing with temperature. For the case
of the so called “classical rotations ” around the symme-
try z axis of the nucleus, the MI shell correction is ob-
tained at finite temperature for any rotational frequency
within the extended Gutzwiller approach (EGA) to the
POT through the averaging of the individual angular
momenta aligned along this symmetry axis [91, 106, 107].
A similar POT problem, dealing with the magnetic sus-
ceptibility of fermionic systems, like metallic clusters and
quantum dots, was worked out in [108, 109].
It was suggested [110] to use the spheroidal cavity
and the classical perturbation approach to the POT by
Creagh [69, 111] to describe the collective rotation of de-
formed nuclei around an axis (x axis) perpendicular to
the symmetry z axis. The small parameter of the POT
perturbation approximation turns out to be proportional
to the rotational frequency, but also to the classical ac-
tion (in units of ~), which causes an additional restriction
to Fermi systems (or particle numbers) of small enough
size, in contrast to the usual semiclassical POT.
In [112–115], the nonperturbative EGA POT was used
for the calculation of the MI shell corrections within the
mean-field cranking model for both the collective and
the alignment rotations. In these studies of the sta-
tistical equilibrium nuclear rotations, the semiclassical
MI shell corrections were obtained in good agreement
with the quantum results in the case of the harmonic-
oscillator potential. We extended this approach for col-
lective rotations perpendicular to the symmetry axis to
the analytical calculations of the MI shell corrections
for the case of different mean fields, in particular with
spheroidal shapes and sharp edges in the phase space
representation, also taking into account the ETF sur-
face corrections to the MI shell components [115]. The
main purpose was here to study semiclassically, within
the ISPM [89, 90, 99, 101, 102, 104, 105], the enhance-
ment effects in the MI, due to the bifurcations of periodic
orbits in the superdeformed region.
In the present review in Section II we give a general
presentation of the periodic-orbit theory in the EGA us-
ing phase-space variables, a theory that is valid for any
mean-field potential. In Section III we present the ETF
local-density approach within the ES approximation and
apply it to the study of the isovector dipole-resonance
structure by using the FLDM. We show in Section IV
how transport coefficients can be obtained within the
collective response-function theory using the EGA. The
smooth ETF and fluctuating shell-structure components
of the moments of inertia are derived in Section V for
collective rotations of heavy nuclei. The MI shell com-
ponent is analytically written in terms of the periodic
orbits and their bifurcations within the phase space ap-
proach of the POT taking into account the ETF surface
corrections as well as the temperature effects of a heated
Fermi system. This component is compared with the
quantum results for the simplest case of the deformed
spheroidal cavity. Comments and conclusions are finally
given in Sec. 6. Some details of the ETF and POT cal-
culations are developed in the Appendix A.
II. THE EXTENDED GUTZWILLER
APPROACH
The periodic-orbit theory is a powerful semiclassical
tool for the analytical description of the main static and
dynamic properties of finite Fermi systems, such as nu-
clei, metallic clusters and quantum dots [84–88] (for an
introductory review see also [69, 89, 90]). It provides
us with the quantum-classical correspondence where
the quantum statistically averaged and fluctuative-shell
properties of such systems can be described within one
approach in terms of the classical objects, the short-time
nearly local trajectories and the periodic orbits of the
classical Hamiltonian dynamics, respectively. This the-
ory answers, sometimes even analytically, some funda-
mental questions concerning the physical origins of the
shell structure in any finite Fermi system, its pronounced
strength depending on the symmetries and symmetry
breaking of the Hamiltonian, and the role of the bifur-
cations of the POs. All these origins are of significant
importance for a deeper understanding, based on clas-
sical pictures, the transport coefficients of the collective
dynamics, and also the double-humped fission barrier,
in particular, the existence of isomeric shapes at large
deformations [69, 89, 90, 97, 116]. The chaos-order tran-
sitions and the chaotic nature of the nucleon dynamics
itself are at the center of the progress achieved by the
POT. Some applications of the POT to the nuclear defor-
mation energies were presented and discussed concern-
ing the bifurcations of periodic orbits with pronounced
shell effects [99–102] (see also [69, 90, 102, 105, 117–
130] concerning the bifurcations and normal-form the-
ories). Last but not least, the POT presents the com-
bined semiclassical macroscopic (ETF) and microscopic
(PO shell-structure) dynamics, as the analytical version
of the SCM extended to the nuclear collective dynamics.
According to the SCM [2, 4], the oscillating part of
the total energy of a finite fermion system, the so-called
shell-correction energy, is associated with an inhomo-
geneity of the s.p. energy levels near the Fermi surface.
Depending on the level density at the Fermi energy –
and with it the shell-correction energy – being a maxi-
mum or a minimum, the nucleus is particularly unstable
or stable. This situation varies with particle number and
deformation, diffuseness and other parameters of the nu-
clear mean field. In consequence, the shapes of stable
nuclei depend strongly on particle numbers and defor-
mations. The SCM was successfully used to describe
nuclear masses and deformation energies and, in partic-
ular, fission barriers of heavy nuclei. One of the most
remarkable triumphs of the SCM is the description of
the mass asymmetry of fission fragments because of the
shell effects beyond the LDM. The miscroscopic foun-
dations of the SCM are discussed in an early review by
Strutinsky’s group [4].
On the way to a more realistic semiclassical calcula-
tion, it is important to account for a diffuseness of the
nuclear surface. As found in [104, 130, 131], the shell
structure in the radial power-law potentials (RPLP) and
4more general deformed power-law potentials (PLP) are
good approximations to those of the corresponding famil-
iar WS potential for nuclei in the spatial domain where
the particles are bound [90].
In this section, we present the POT within the EGA,
focusing on the nuclear collective dynamics and account-
ing for the symmetry-breaking and bifurcation phenom-
ena by using the ISPM. The main ingradients of the POT
concerning the semiclassical Green’s functions based on
the Feynman path-integral representation of the mean-
field dynamics are presented in Section IIA. In Section
IIB the ISPM trace formulas for the level densities are
derived within the phase-space approach. In Section IIC,
we show the trace formulas for the averaged level densi-
ties, and (free-) energy shell corrections as the PO sums
being the analytical versions of the SCM. The specific
expression of the oscillating level density for degener-
ate families in any integrable potentials, in terms of the
action-angle variables, is presented in Section IID. The
POT will be applied in the next sections for the calcu-
lations of the transport coefficients of the nuclear dy-
namics, such as the inertia, friction and stiffness of the
collective vibrations, and the moments of inertia of the
collective rotations of nuclei.
A. SEMICLASSICAL GREEN’S FUNCTIONS
The mean field approach can be founded on the one-
body Green’s function formalism starting from the quan-
tum Feynman path-integral propagator [69, 84]. This
Feynman representation for the time-dependent Green’s
function is conveniently used in order to develop the
analytical semiclassical approximations by applying the
SPM to calculate the path integral. The stationary-
phase conditions of this method reduce it to the sum
over classical trajectories (CT) giving the dominating
contributions to the Green’s functions. It is especially
helpful for the calculations of their traces, such as s.p.
level and particle densities, partition functions, and free
energies.
With the help of the SPM, Gutzwiller derived [84]
from the Feynman path-integral propagator in the en-
ergy ε representation the semiclassical CT expansion of
the Green’s function for a time independent Hamilto-
nian:
G(r1, r2; ε) =
∑
CTGCT(r1, r2; ε)
= GCT0 (r1, r2; ε) +
∑
CT 6=CT0
GCT(r1, r2; ε), (1)
where
GCT(r1, r2; ε) = ACT eiΦCT ,
ΦCT =
1
~
SCT (r1, r2; ε)−
π
2
µCT . (2)
The summation index in (1) covers all the manifolds of
the CTs inside the potential well which connect two spa-
tial points r1 and r2 of the nucleus for a given energy ε.
These semiclassical derivations can be applied in the case
of kFR ∼ A1/3 ≫ 1, where kF = pF /~ is the wave num-
ber at the Fermi energy εF , R the size, and A the particle
number of a finite Fermi system, as a heavy nucleus.
Among all these CTs, one can find a short specific tra-
jectory CT0 without intermediate reflections from the
nuclear boundary and other trajectories like CT1 with
reflections, as shown in Fig. 1 for the example of an in-
finitely deep spherical square-well potential. The first
term in (1) can be approximated by the Green’s func-
tion of the locally free particle motion,
GCT0 ≈ G0 = −
m
2π~2s
exp
[
ips
~
]
,
s = |s|, s = r2 − r1, p =
√
2m [ε− V (r)], (3)
with the modulus of the particle momentum p in the
mean-field potential V (r) (p =
√
2mε inside of a billiard
potential). In (2), SCT is the action for the motion of
the particle along such a CT, and µCT is the Maslov
phase related to the catastrophe (turning and caustic)
points along the CT [86, 89, 90, 102, 132–135]. For the
amplitude ACT in the semiclassical Green’s function (2)
in the case of an unclosed isolated CT one has [69, 84, 86]:
ACT(r1, r2; ε)=−
1
2π~2
|JCT(p1, tCT; r2, ε)|1/2, (4)
where JCT(p1, tCT; r2, ε) is the Jacobian for the trans-
formation from the initial momentum p1 and time tCT
of the particle motion along the CT to its final coordi-
nate r2 and energy ε. The specific expressions of the
amplitudes ACT for the unclosed isolated trajectories
(4) and one-parametric families of the degenerate closed
periodic orbits in the infinitely deep spherical square-
well potential were derived in [86]. For contributions
of the one- and two-parametric degenerated families in
the EGA amplitudes ACT for the case of the harmonic
oscillator potential, one can refer to [98].
The trace r2 → r1 of the first term GCT0(r1, r2; ε) in
(1) corresponds to the smooth level density of the ETF
model, gETF(ε), [69, 84–86].
As well known [69, 86], other terms of the Green’s
function in Eq. (1) are strongly oscillating components,
due to ~ in the denominators of the exponents of (2).
These oscillations become the stronger the smaller their
period with increasing S/~ in the imaginary exponent
for the semiclassical asymptotic limit ~ → 0. The di-
mensionless parameter related to ~ is ~/SCT, which, for
potentials with sharp walls, like billiards, is of the or-
der of ∼ 1/kFR ≪ 1 near the Fermi surface. There-
fore, the convergence of the second term in Eq. (1) with
respect to this semiclassical parameter appears only af-
ter averaging of the Green’s function traces (like level
densities), over energies ε, or kR for billiard-like po-
tentials. Near the Fermi energy, this corresponds to
an averaging over a large enough interval of the par-
ticle number A through the radius R [see Section IVA2,
equation (89)]. The corresponding Strutinsky averaging
[2, 4, 69, 89, 90, 102, 103] with a Gaussian width Γ˜, which
covers at least a few major shells in the energy spectrum
(see Appendix B3) leads to a local (r2 → r1) smooth
quantity, e.g., the level and particle density and the free
5energy of the statistical Thomas-Fermi model. The non-
local (r2 6= r1) contributions to the ETF transport coeffi-
cients become also important (Section IV). Therefore, we
need a more extended statistical averaging in the phase
space (energy and spatial coordinate) variables. This is
similar to the averaging used in the derivation of the
local hydrodynamical equations from the semiclassical
kinetic equation within the many-body particle density
or Green’s function formalism [39, 136].
B. PHASE-SPACE TRACE FORMULA
The level density, g(ε) =
∑
i δ(ε− εi), determined by
the energy spectrum εi for the Hamiltonian H(r,p), can
be obtained as a semiclassical approximation by using
the phase-space trace formula in D dimensions [99–102]:
gscl(ε) =
1
(2π~)D
Re
∑
CT
∫
dr′′
∫
dp′
× δ (ε−H(r′′,p′′)) |JCT(p′⊥,p′′⊥)|1/2
× exp
{
i
~
ΦCT − iπ
2
µCT
}
, (5)
where ΦCT is the phase integral related to the classical
actions in suitable variables by
ΦCT ≡ SCT(p′,p′′; tCT)− (p′ − p′′) · r′′
= SCT(r
′, r′′; ε) + p′ · (r′ − r′′) (6)
(see the derivations in [90]). In (5), the sum is taken
over all discrete CT manifolds for particle motion from
the initial r′,p′ to the final r′′,p′′ point with a given
energy ε (see [102]). A CT can uniquely be specified by
fixing, for instance, the initial condition r′′ and the final
momentum p′ for a given time tCT of the motion along
the CT. SCT(p
′,p′′; tCT) is the action in the momentum
representation,
SCT(p
′,p′′; tCT) = −
∫
p
′′
p′
dp · r(p) . (7)
The integration by parts relates (7) to the action in the
spatial coordinate space,
SCT(r
′, r′′; ε) =
∫
r
′′
r′
dr · p(r) (8)
(or other generating functions) by the Legendre trans-
formation (6). The Maslov phase µCT corresponds to
the number of conjugate ( turning and caustics) points
along the CT [102, 132–134]). We introduced here a
local phase-space 3D coordinate system, r = {x, y, z},
p = {px, py, pz}, related to a PO which gives the main
contribution into the trace integral among the CTs.
The variables x, px are locally the parallel and {r⊥,p⊥}
the perpendicular ( with respect to a reference CT)
phase-space coordinates (r⊥ = {y, z}, p⊥ = {py, pz}
) [69, 84, 97]. In (5), JCT(p′⊥,p′′⊥) is the Jacobian for
the transformation from the initial p′⊥ to the final p
′′
⊥
momentum, perpendicular to the CT.
For calculations of the trace integral by the SPM, one
may write the stationary phase conditions in both p′
and r′′ variables. According to the definitions (6) and
(7), the stationary phase condition for the p′ variable is
the closing one in spatial coordinates:(
∂ΦPO
∂p′
)∗
≡ (r′ − r′′)∗ = 0 . (9)
Here and below a star on a quantity indicates that we
evaluate that quantity at the stationary point, p′ = p′ ∗.
Thus, one has the closing condition, according to (9),
Φ∗PO = SPO(r
′, r′′; ε). In the next integration over r′′ by
the SPM we use the Legendre transformation (6). The
stationary phase condition for this integration over the
Cartesian spacial coordinates r = r′ = r′′ writes(
∂ΦCT
∂r′
+
∂ΦCT
∂r′′
)∗
≡
(
∂SCT
∂r′
+
∂SCT
∂r′′
)∗
≡ − (p′ − p′′)∗ = 0 , (10)
where the star means r′ = r′′ = r∗ along with p′ ∗ =
p′′∗, and one has the closing condition for a CT in the
momentum space, too. Therefore, the stationary phase
conditions are equivalent to the periodic-orbit equations
(9) and (10). After applying these two conditions we
arrive at the trace formula in terms of a sum over POs
[69, 89].
C. THE TOTAL ISPM TRACE FORMULAS
The total ISPM trace formula is the sum of contribu-
tions of all POs (the isolated families with the classical
degeneracy degree1 K ≥ 1 and the isolated orbits with
K = 0),
δgscl(ε) =
∑
PO
δgPO(ε) (11)
where
δgPO(ε) = Re
{
BPO exp
[
i
~
SPO(ε)− iπ
2
µPO
]}
, (12)
with BPO the amplitude of the density oscillations de-
pending on the PO classical degeneracy K and stability
factors through the Green’s function amplitudes APO
[84, 86]. In (12), SPO(ε) =
∮
dr ·p is the action and µPO
the Maslov phase along the PO [42, 69, 84, 86, 89, 102].
The Maslov phase µPO is determined by the phase shifts
through the turning and caustic points, according to the
catastrophe Maslov&Fedoriuk theory [132–135].
1. The averaged level density
.
1 The classical degeneracy degree K of a CT family is the number
of independent parameters which determine a CT of the mani-
fold with a fixed action SCT at a given particle energy.
6For comparison with quantum densities we need also
to average the trace formula (11) over the spectrum
in a given mean-field potential. Since this trace for-
mula has the simple form of a sum of separate PO
terms everywhere including the bifurcations, one can
take approximately analytically the integral over ener-
gies with the Gaussian weight factor (folding integral)
[69, 86, 89, 90, 102, 104]. As a result for the averaged
density δgsclΓ (ε), one obtains with this weight function
for the averaging parameter Γ, which is much smaller
than the Fermi energy εF ,
δgsclΓ (ε)=
∑
PO
δgPO(ε) exp
[
− (tPOΓ/~)2
]
, (13)
where tPO = ∂SPO(ε)/∂ε = Mt
M=1
PO is the time period
for a particle motion along the PO, accounting for the
number of periods M , where t
(M=1)
PO is the period for a
primitive (one cycle, M = 1) PO.
The total ISPM level density as function of the energy
ε is given by
gsclΓ (ε) = gETF (ε) + δg
scl
Γ (ε) , (14)
where gETF(ε) is the average part obtained within the
ETF approximation [69]. The convergence of the PO
sum in (13) is provided mainly by the exponential Gaus-
sian factor of this summand. Only the short-time POs
(small-length POs for billiard potentials) give the main
contributions to the PO sum (13) at a given finite av-
eraging parameter Γ. According to (13), with increas-
ing the PO period, tPO, and the averaging parame-
ter, Γ, one finds a similar smearing out of the long-
time PO contributions. For large Γ (much larger than
the distance D between the neighbor s.p. levels but
smaller or of order of the distance between the neigh-
bor major shells, D ≪ Γ∼< ~Ω ≪ εF , where ~Ω ∼
2π/tPO ∼ εF /A1/3), one finds the coarse-graining (ma-
jor) shell-structure effects of short-time POs. For smaller
Γ (D∼< Γ ≪ ~Ω), one observes a fine-reserved shell
structure involving the long-time POs. In this case, the
amplitudes BPO can be enhanced by the bifurcation phe-
nomena [90, 97, 101, 102, 104].
2. Energy shell corrections
The PO expansion for the energy shell corrections
δEscl writes [42, 69, 86, 89, 90, 99, 101, 104]
δE = ds
∑
PO
~
2
t2PO
δgPO(εF ) , (15)
where tPO = Mt
M=1
PO (εF ) is the time of particle motion
along the PO (taking into account its repetition num-
ber M) at the Fermi energy ε = εF , where t
M=1
PO is the
time of particle motion along the primitive (M = 1)
PO (at ε = εF ). The factor ds takes into account the
spin (spin-isospin) degeneracy for neutron and/or pro-
ton Fermi systems. The Fermi energy εF is related to
the conservation of the particle number A through the
equation:
A = ds
∫ εF
0
dε g(ε) . (16)
Note that the energy shell corrections δE which are
the observed physical quantities do not contain arbitrary
averaging parameter Γ, in contrast to the level density
gsclΓ (ε) (14). The convergence of the PO sum (15) is en-
sured by the additional factor in front of the density com-
ponent δgPO which is inversely proportional to the time
tPO squared along the PO. Therefore, we need short-time
POs if they occupy enough large phase-space volumes.
Within the POT, at a given temperature T , after the
statistical averaging over the canonical ensemble, one ob-
tains the PO sum for the semiclassical free-energy shell
correction δFscl [42, 86, 106, 109, 113]:
δF =
∑
PO
πtPOT/~
sinh(πtPOT/~)
δEPO , (17)
where δEPO is the PO component of the energy shell
correction,
δEPO = ds
~
2
t2PO
δgPO(λ) , (18)
and δgPO(λ) is the PO component (12) in the oscillat-
ing level density (11) at the chemical potential ε = λ.
The oscillating (free) energy shell correction, δF (17), is
function of the particle number, A, through the chemical
potential λ, which, at small temperatures T , equals ap-
proximately the Fermi energy εF , [λ ≈ εF , see (16)].
Notice that, in addition to the 1/t2PO factor of the
PO energy shell-correction component (15), there is the
temperature-dependent factor, which leads to the expo-
nential decrease of the contributions of long-time POs,
and ensures the convergence of the PO sum in the free-
energy shell correction (17). The temperature T in (17)
for δF takes a similar role concerning the convergence
of the PO sum as the averaging parameter Γ in the av-
eraged level-density shell correction (13). With increas-
ing temperature T , one finds the exponential decrease
of the oscillating free-energy shell correction, i.e., an ex-
ponential disappearance of the shell effects in the free
energy. For finite temperature, one obtains such a dis-
appearance of the long-time POs, such that only the
short-time POs give the main contributions to the PO
sum (17). The critical temperature Tcr ≈ π/~Ω ≈ 2− 3
MeV for the disappearance of the shell effects in heavy
nuclei (A = 100 − 200) (see, e.g., [42, 86, 106, 113]) is
in good agreement with the quantum SCM calculations
[4]. See more specific expressions of δgPO (12) in terms
of the PO classical degeneracy, the stability factors, and
the action along the PO in [42, 69, 84, 86, 89, 90]. The
POs appear through the stationary phase conditions (9)
and (10) (which, in the present context, is equivalent to
the PO condition [102]) for the calculation of integrals
over r′′ and p′ in (5) by the ISPM [89, 90, 101, 102].
7D. SPHERICAL ACTION-ANGLE VARIABLES
We now transform the phase space trace formula (5)
from the Cartesian phase space variables {r,p} to the
canonical angle-action ones {Θ, I}. The latter variables
have a clearer physical meaning, and are simpler to use
for integrable Hamiltonians. For integrable systems, the
action-angle variables are particularly useful because the
Hamiltonian H does not depend on the angle variables
Θ, i.e., H = H(I). Since the angles Θ are the cyclic
variables in this integrable case, the corresponding ac-
tion variables I are the integrals of the particle motion.
Therefore, from (5) one has
gscl(ε) =
1
(2π~)3
Re
∑
CT
∫
dΘ′′
∫
dI
× δ(ε−H(I)) |JCT(p′′⊥,p′⊥)|1/2 ×
× exp
[
i
~
ΦCT − iπ
2
µCT
]
. (19)
The phase integral ΦCT (6), as expressed in terms of
the action-angle variables through the actions (7) or (8)
(standard generating functions) are considered, in the
mixed representation. The Jacobian J (p′′⊥,p′⊥) is also
transformed to the new variables. We took also into ac-
count explicitly that the actions I are constants of mo-
tion for a spherical integrable Hamiltonian, omitting the
upper subscripts in I as related to their initial (prime)
and final (double prime) values. We used also usual Ja-
cobian determinant transformations from a set of vari-
ables to another set, taking into account that there is
no variations in a parallel x direction along the PO,
and the Jacobian of the canonical transformations equals
one. Note that in spite of the non-orthogonality of the
angle-action coordinate system there are still the def-
inite relations between the parallel (or perpendicular)
components of the quantities expressed in terms of the
action SCT(r
′, r′′; ε) in the Cartesian and in the angle-
action coordinate system, because of the conservation of
the actions Ii for integrable Hamiltonians along a tra-
jectory CT [102]. Therefore, it makes sense to relate
the x components Ix and Θx and the corresponding y, z
components of actions and the corresponding angles to
the “parallel” and “perpendicular” components with re-
spect to the reference PO in the final trace formula (19),
respectively.
PO solutions to the stationary phase equations (9)
and (10) are also invariants with respect to the con-
sidered canonical transformation as Hamiltonian, alto-
gether that always can be expressed through both the
Cartesian, and the angle-action coordinate system by
using the suitable transformation equations.
III. THE ETF EFFECTIVE SURFACE
APPROACH
The explicit and accurate analytical expressions for
the particle density distributions were obtained within
the nuclear ES approximation [33–35]. They take advan-
tage of the saturation properties of nuclear matter in the
narrow diffuse-edge region in finite heavy nuclei. The ES
is defined as the location of points with a maximal den-
sity gradient. An orthogonal coordinate system related
locally to the ES is specified by the distance ξ of a given
point from the ES and a tangent coordinate parallel to
the ES. Using the nuclear energy-density functional the-
ory [49, 50], one can simplify the variational condition
derived from minimization of the nuclear energy at some
fixed integrals of motion in these coordinates within the
leptodermous approximation. In particular, in the ETF
approach [68], this can be done in sufficiently heavy nu-
clei for any fixed deformation using the expansion in a
small parameter a/R ∼ A−1/3 ≪ 1, where a is of the
order of the diffuse edge thickness of the nucleus, R is
the mean-curvature radius of the ES, and A the number
of nucleons. The accuracy of the ES approximation in
the ETF approach was checked [35] without the spin-
orbit (SO) and asymmetry terms by comparing the re-
sults with those of Hartree-Fock (HF) and other ETF
models for some Skyrme forces. The ES approach [35]
was also extended by taking into account the SO and
asymmetry effects [51–53, 137].
Solutions for the isoscalar and isovector particle den-
sities and energies in the ES approximation of the ETF
approach were applied to analytical calculations of the
surface symmetry energy, the neutron skin and isovector
stiffness coefficient in the leading order of the parameter
a/R [52]. Our results are compared with older investi-
gations [3, 57–59] within the LDM and with more recent
works [60–64, 66, 67, 138–145].
The splitting of the IVDR into the main and satellite
peaks [53–55, 142–144, 146] was obtained as function of
the isovector surface-energy constant within the FLDM
[41, 56] in the ES approach. The analytical expressions
for the surface symmetry-energy constants have been
tested by the IVDR energies and sum rules within the
FLDM [53–55] for some Skyrme forces neglecting deriva-
tives of the nongradient terms in the symmetry energy
density per particle with respect to the mean particle
density. In the present review, following [55], we shall
extend the variational-ES method accounting for these
derivatives introduced originally by Swiatecki and Myers
within the LDM [3].
In Section IIIA, we give an outlook of the basic points
of the ES approximation within the density-functional
theory. The main results for the isoscalar and isovector
particle densities are presented in Section IIIB with em-
phasizing the derivatives of the symmetry energy den-
sity per particle. Section IIIC is devoted to analytical
derivations of the symmetry energy in terms of the sur-
face energy coefficient, the neutron skin thickness and
the isovector stiffness including these derivatives. Sec-
tions IIID and IIIV are devoted to the collective dynam-
ical description of the IVDR structure in terms of the
response functions and transition densities. Discussions
of the results are given in Section IIIVI and summarized
at the end of this section. Some details of calculations
are presented in Appendix A.
8A. SYMMETRY ENERGY AND PARTICLE
DENSITIES
We start with the nuclear energy E as a functional
of the isoscalar (ρ+) and isovector (ρ−) densities ρ± =
ρn ± ρp in the local density approach [68, 70–77]:
E =
∫
dr ρ+E (ρ+, ρ−) , (20)
where E (ρ+, ρ−) is the energy density per particle,
E(ρ+, ρ−)=−bV+JI2+ε+(ρ+)+ε−(ρ+, ρ−)
+
(C+
ρ+
+D+ + Γ
4ρ2+
)
(∇ρ+)2
+
(C−
ρ+
+D−
)
(∇ρ−)2 . (21)
Here, bV ≈ 16 MeV is the separation energy of a parti-
cle, J ≈ 30 MeV is the main volume symmetry-energy
constant of infinite nuclear matter, and I = (N −Z)/A
the asymmetry parameter; N =
∫
drρn(r) and Z =∫
drρp(r) are the neutron and proton numbers, and
A = N + Z. These constants determine the first two
terms of the volume energy. The last four terms are sur-
face terms: The first two terms are independent of the
gradients of the particle densities, and the last two ones
depend on these gradients. For the first surface term
independent of the gradients, ε+, one can simply use
ε+(ρ+) =
K+
18
e+ [ǫ(w+)] , (22)
where K+ ≈ 220−245 MeV (see Table 1) is the isoscalar
in-compressibility modulus of symmetric nuclear matter,
w+ is the dimensionless isoscalar-particle density, w+ =
ρ+/ρ, and
e+ [ǫ (w+)] = 9ǫ
2 + I2 [Ssym(ǫ)− J ] /K+ . (23)
The small parameter ǫ,
ǫ =
ρ− ρ+
3ρ
=
1− w+
3
, (24)
is used in the expansion,
Ssym(ǫ) = J − Lǫ+ K−
2
ǫ2 + · · · , (25)
around the particle density of infinite nuclear matter
ρ = 3/4πr30 ≈ 0.16 fm−3, and r0 is the commonly ac-
cepted constant in the A1/3 dependence of a mean ra-
dius. Several other constants, L and K−, which were
introduced by Myers and Swiatecki [3], will be explained
below. The next isovector surface term ε−(ρ+, ρ−) in
(21) can be defined through the same function Ssym(ǫ)
(25):
ε− (ρ+, ρ−) = Ssym(ǫ)
(
ρ−
ρ+
)2
− JI2. (26)
For the first and second derivatives of Ssym(ǫ) with re-
spect to ǫ, one can take in (25) the derivative values
L ≈ 20÷120MeV and, even less known,K− [63, 67, 147].
The constants C± and D± in (21) are defined by the pa-
rameters of the Skyrme forces [68, 70, 72, 74, 77],
C+ = 1
12
(
t1 − 25
12
t2 − 5
3
t2x2
)
,
C− = − t1
48
(
1 +
5
2
x1
)
− t2
36
(
1 +
19
8
x2
)
. (27)
The isoscalar SO gradient terms in (21) are defined with
a constant: D+ = −9mW 20 /16~2, where W0 ≈ 100 - 130
MeV·fm5 and m is the nucleon mass. The constant D−
is usually relatively small and will be neglected below
for simplicity. Within the ETF, the terms proportional
to Γ of the gradient part in (21) is coming from the ~2
correction to the TF kinetic energy density [69], Γ =
~
2/18m (Appendix D). Equation (21) can be applied
in a semiclassical approximation for a realistic Skyrme
force [70, 71, 74–76], in particular by neglecting higher
~ corrections in the ETF kinetic energy [34, 35, 68] and
also Coulomb terms. All of them can be easily taken into
account [33, 35, 51] neglecting relatively small Coulomb
exchange terms. Such exchange terms can be calculated
numerically in extended Slater approximations [148].
The energy density per particle in (21) contains the
first two volume terms, and the surface components
including the new L and K− derivative corrections of
ε− (26), along with the isoscalar and isovector density-
gradient terms. Both are important for finite nuclear
systems. These gradient terms, together with the other
surface components in the energy density (21), within
the ES approximation are responsible for the surface ten-
sion in finite nuclei.
As usual, we minimize the energy E under the con-
straints of fixed particle number A =
∫
dr ρ+(r) and
neutron excess N − Z = ∫ dr ρ−(r) using the Lagrange
multipliers λ+ and λ− with the isoscalar and isovec-
tor chemical-potential surface corrections (see Appendix
A). Taking also into account additional deformation con-
straints (like the quadrupole moment), our approach can
be applied for any deformation parameter of the nuclear
surface, if its diffuseness a is small with respect to the
curvature radius R. Approximate analytical expressions
of the binding energy will be obtained at least up to or-
der A2/3. To satisfy the condition of particle number
conservation with the required accuracy we account for
relatively small surface corrections (∝ a/R ∼ A−1/3 in
first order) to the leading terms in the Lagrange multi-
pliers [34, 35, 51, 52]. We take into account explicitly
the diffuseness of the particle density distributions. So-
lutions of the variational Lagrange equations can be de-
rived analytically for the isoscalar and isovector surface-
tension coefficients (surface energy constants), instead of
the phenomenological constants of the standard LDM [3]
(the neutron and proton particle densities were consid-
ered earlier to be distributions with a strictly sharp edge
while, in the ES approach, the ES is diffused).
9B. ISOSCALAR AND ISOVECTOR DENSITIES
For the isoscalar particle density, w = ρ+/ρ, one has
up to leading terms in the leptodermous parameter a/R
the usual first-order differential Lagrange equation [35,
51, 52, 54, 55]. Integrating this equation, one finds the
solution:
x = −
w∫
wr
dy
√
1 + βy
y e+[ǫ(y)]
, x =
ξ
a
, (28)
for x < x(w = 0) and w = 0 for x ≥ x(w = 0), where
x(w = 0) is the turning point. β = D+ρ/C+ is the
dimensionless SO parameter, see (23) for e+[ǫ(y)] (for
convenience, we often omit the lower index “+” in w+
). For wr = w(x = 0), one has the boundary condition,
d2w(x)/dx2 = 0 at the ES (x = 0):
e+[ǫ(wr)]+wr(1+βwr)
[
de+[ǫ(w)]
dw
]
w=wr
=0 . (29)
In (28), a ≈ 0.5 − 0.6 fm is the diffuseness (mean-
squared) parameter [35, 51, 52],
a =
√
C+ρK+
30b2V
, (30)
found from the asymptotic behavior of the particle den-
sity, w ∼ exp(−ξ/a) for large ξ (ξ ≫ a).
As shown in [35, 51], the influence of the semiclas-
sical ~ corrections (related to the ETF kinetic energy)
to w(x) is negligibly small everywhere, except for the
quantum tail outside the nucleus (x∼> 1). Therefore, all
these corrections were neglected in (21). With a good
convergence of the expansion of e+[ǫ(y)] in powers of
1 − y up to the quadratic term [35, 51] and small I2
corrections in (23), e = (1 − y)2, one explicitly finds
analytical solutions of (28) in terms of the algebraic,
trigonometric and logarithmic functions [52]. For β = 0
(i.e. , without SO terms), it simplifies to the solution
w(x) = tanh2 [(x− x0)/2] for x < x0 = 2arctanh(1/
√
3)
and zero for x outside the nucleus (x ≥ x0). As shown
in Appendix A1, for C± = D± = 0, one obtains the well-
know solution w(x) = 1/[1 + exp(x)], symmetrical with
respect to the ES, in contrast to the results mentioned
above for a finite β.
After simple transformations of the isovector Lagrange
equation (A.1), one similarly finds up to the leading term
in a/R in the ES approximation for the isovector density,
w−(x) = ρ−/(ρI), the equation and the boundary con-
dition (A.3). The analytical solution w− = wcos[ψ(w)]
can be obtained through the expansion (A.5) of ψ in
powers of
γ(w) =
3ǫ
csym
, csym = a
√
J
ρ |C−| . (31)
Expanding up to the second order in γ, one obtains (Ap-
pendix A1)
w− = w cos [ψ(w)] ≈ w
(
1− ψ
2(w)
2
+· · ·
)
, (32)
with
ψ(w) =
γ(w)√
1 + β
[1 + c˜γ(w) + · · ·] , (33)
c˜ =
βc2sym + 2 + c
2
symL(1 + β)/(3J)
2csym(1 + β)
; (34)
see also the constant c3 at higher (third) order correc-
tions. Notice that w− depends on L in second order in
γ but it is independent of K− at this order.
In Fig. 2, the L dependence of the function w−(x)
is shown within approximately the total interval from
L = 0 to L = 100 MeV [64], and it is compared to that
of the density w(x) for the SLy5* force as a typical ex-
ample. As shown in Fig. 3 in a larger (logarithmic) scale,
one observes notable differences in the isovector densities
w− derived from different Skyrme forces [70, 72] within
the edge diffuseness. All these calculations have been
done with the finite proper value of the slope parameter
L. For SLy forces this value is taken from [73], for SGII
from [64] and for others from [72] (Table 1). As shown
below, this is in particular important for calculations of
the neutron skin of nuclei. Notice that, with the pre-
cision of line thickness, our results are almost the same
taking approximately L = 50 MeV for SLy5* and L = 60
MeV for SVsym32. Note also that, up to second order
in the small parameter γ, the isovector particle density
w− in (32) does not depend on the symmetry energy in-
compressibility K−. The K− dependence appears only
at higher (third) order terms in the expansion in γ (Ap-
pendix A1). Therefore, as a first step of the iteration
procedure, it is possible to study first the main slope ef-
fects of L neglecting small I2 corrections to the isoscalar
particle density w+ (28) through e+ (23). Then, we may
study more precisely the effect of the second derivatives
K− taking into account higher order terms.
We emphasize that the dimensionless densities, w(x)
(see (28) and [52, 54]) and w−(x) (32), shown in Figs.
2 and 3, were obtained in the leading ES approxima-
tion (a/R ≪ 1) as functions of specific combinations of
Skyrme force parameters as β and csym (31) accounting
for the L-dependence (34). These densities are at leading
order in the leptodermous parameter a/R approximately
universal functions, independent of the properties of spe-
cific nucleus. It yields largely the local density distribu-
tions in the normal-to-ES direction ξ with the correct
asymptotic behavior outside of the deformed ES layer
at a/R ≪ 1, as it is the case for semi-infinite nuclear
matter. Therefore, at the dominating order, the particle
densities w± are universal distributions independent of
the specific properties of the nucleus while higher order
corrections to the densities w± depend, indeed, on its
specific macroscopic properties.
C. ISOVECTOR ENERGY AND STIFFNESS
The nuclear energy E [equation (20)] in the improved
ES approximation (Appendix A3) is split into the volume
and surface terms [52, 55],
E ≈ −bV A+ J(N − Z)2/A+ ES . (35)
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For the surface energy ES one obtains
ES = E
(+)
S + E
(−)
S (36)
with the isoscalar (+) and isovector (-) surface compo-
nents:
E
(±)
S = b
(±)
S
S
4πr20
, (37)
where S is the surface area of the ES, b(±)S are the
isoscalar (+) and isovector (−) surface-energy constants,
b
(±)
S ≈ 8πr20C±
∫ ∞
−∞
dξ
(
1 +
D±
C± ρ+
)(
∂ρ±
∂ξ
)2
. (38)
These constants are proportional to the corresponding
surface tension coefficients σ± = b
(±)
S /(4πr
2
0) through
the solutions (28) and (32) for ρ±(ξ), which can be taken
into account in leading order of a/R (Appendix A) .
These coefficients σ± are the same as found in the expres-
sions for capillary pressures of the macroscopic boundary
conditions; see Appendix A2, and [34, 35, 51, 52] with
new values ε± modified by L and K− derivative cor-
rections of (23) and (26), also [54, 55]). Within the im-
proved ES approximation where higher order corrections
in the small parameter a/R are taken into account, we
derived in [52] equations for the nuclear surface itself (see
also [34, 35, 51]). For more exact isoscalar and isovec-
tor particle densities we account for the main terms at
next order of the parameter a/R in the Lagrange equa-
tions [see (A.1) for the isovector and [34, 35, 51] for the
isoscalar case]. Multiplying these equations by the cor-
responding ∂ρ±/∂ξ and integrating them over the ES
in the normal-to-surface direction ξ and using the so-
lutions for w±(x) up to the leading orders [(28) and
(32)], one arrives at the ES equations in the form of
the macroscopic boundary conditions (Appendix A2 and
[6, 34, 35, 41, 47, 48, 51, 52]. They ensure equilibrium
through the equivalence of the volume and surface (capil-
lary) pressure variations. As shown in Appendix A2, the
latter ones are proportional to the corresponding surface
tension coefficients σ±.
For the energy surface coefficients b
(±)
S (38), one ob-
tains
b
(+)
S = 6C+ρJ+/(r0a),
J+ =
1∫
0
dw
√
w(1 + βw) e+[ǫ(w)], (39)
b
(−)
S = kS I
2, kS = 6ρ C− J−/(r0a), (40)
J− =
1∫
0
dw
√
w e+[ǫ(w)]
1 + βw
{cos(ψ)
+
wsin(ψ)
csym
√
1 + β
[1 + 2c˜γ(w)]
}2
≈
∫ 1
0
dw(1 − w)
×
√
w
1 + βw
{
1 +
2γ(w)
csym(1 + β)
+
(
γ
1 + β
)2
×
[
1
c2sym
+ 6(1 + β)
(
c˜
csym
− 1
2
)]}
, (41)
see (31) and (34) for γ and c˜, respectively. Simple expres-
sions for the constants b
(±)
S in (39) and (40) can be easily
derived explicitly in terms of algebraic and trigonomet-
ric functions by calculating analytically integrals over w
for the quadratic form of e+[ǫ(w)] [(A.16) and (A.18)].
Note that in these derivations, we neglected curvature
terms and, being of the same order, shell corrections,
which have been discarded from the very beginning of
Section III. The isovector energy-density terms were ob-
tained within the ES approximation with high accuracy
up to the product of two small quantities, I2 and (a/R)2.
According to the macroscopic theory [3, 52, 55, 57, 58],
one may define the isovector stiffness Q with respect to
the difference Rn −Rp between the neutron and proton
radii as a dimensionless collective variable τ ,
E
(−)
S = −
ρr0
3
∮
dS Qτ2 ≈ −Qτ
2S
4πr20
,
τ = (Rn −Rp) /r0 , (42)
where τ is the relative neutron skin. Comparing this
expression to equation (37) for the isovector surface en-
ergy written through the isovector surface-energy con-
stant b
(−)
S (40), one obtains
Q = −kS
I2
τ2
. (43)
Defining the neutron and proton radii Rn,p as positions
of maxima of the neutron and proton density gradients,
respectively, one finds the neutron skin τ [52, 55],
τ =
8aI
r0c2sym
ς(wr), (44)
where
ς(w)=
w3/2(1 + βw)5/2
(1+β)(3w+1+4βw)
{
w(1 + 2c˜γ)2
+ 2γ (1 + c˜γ) [c˜w − csym (1 + 2c˜γ)]} (45)
is taken at the ES value wr (29). Finally, taking into
account equations (43) and (40), one arrives at
Q = −ν J
2
kS
, ν =
k2SI
2
τ2J2
=
9J 2−
16ς2(wr)
, (46)
where J− and ς(w) are given by (41) and (45), respec-
tively. Note that Q = −9J2/4kS has been predicted in
[3, 57]: For ν = 9/4, the first part of (46), which re-
lates Q with the volume symmetry energy J , and the
isovector surface-energy constant kS, is identical to that
used in [3, 57–59, 63, 64]. However, in our derivations
ν deviates from 9/4, and it is proportional to the func-
tion J 2−/ς2(wr). This function depends significantly on
the SO interaction parameter while β is approximately
insensitive on the specific Skyrme force [52].
The approximate universal functions w(x), ((28) and
[52]), and w−(x) (32) can be used in the leading order
of the ES approximation for calculations of the surface
energy coefficients b
(±)
S (38), and the neutron skin τ ∝ I
(44). As shown in [52] and in Appendix A3, here only
the particle density distributions w(x) and w−(x) are
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needed within the surface layer through their derivatives.
The lower limit of the integration over ξ in (38) can be
then approximately extended to −∞ because there are
no contributions from the internal volume region in eval-
uations of the main surface terms of the pressure and
energy. Therefore, the surface symmetry-energy coeffi-
cient kS in (40) and (A.18) , the neutron skin τ (44),
and the isovector stiffness Q (46) can be approximated
analytically in terms of functions of definite critical com-
binations of the Skyrme parameters β, csym, a, C− and
parameters of infinite nuclear matter (bS, ρ, and K+),
also the symmetry energy constants J , L and K−. Thus,
in the considered ES approximation, they do not depend
on the specific properties of the nucleus (for instance, the
neutron and proton numbers), the curvature and the de-
formation of the nuclear surface.
D. THE FERMI-LIQUID DROPLET MODEL
For IVDR calculations, the FLD model based on
the linearized Landau-Vlasov equations for the isoscalar
[δf+(r,p, t)] and isovector [δf−(r,p, t)] distribution
functions can be used in phase space [41, 42],
∂δf±
∂t
+
p
m∗±
∇r
[
δf±
+ δ (e− eF )
(
δV± + V
±
ext
)]
= δSt±. (47)
Here e = p2/(2m∗±) is the equilibrium quasiparticle en-
ergy (p = |p|) and e
F
= (p±F )
2/(2m∗±) is the Fermi en-
ergy. The isotopic dependence of the Fermi momenta
p±F = pF (1∓∆) is given by a small parameter ∆ =
2 (1 + F ′0) I/3 . The reason of having ∆ is the difference
between the neutron and proton potential depths be-
cause of the Coulomb interaction. The isotropic isoscalar
F0 and isovector F
′
0 Landau interaction constants are re-
lated to the isoscalar in-compressibility K = 6e
F
(1+F0)
and the volume symmetry energy J = 2e
F
(1 + F ′0)/3
constants of nuclear matter, respectively. The effective
masses m∗+ = m(1 + F1/3) and m
∗
− = m(1 + F
′
1/3)
are determined in terms of the nucleon mass m by
anisotropic Landau constants F1 and F
′
1. Equations
(47) are coupled by the dynamical variation of the quasi-
particles’ self-consistent interaction δV± with respect to
the equilibrium value p2/(2m∗±). The time-dependent
external field V ±ext ∝ exp(−iωt) is periodic with a fre-
quency ω. For simplicity, the collision term δSt± is cal-
culated within the relaxation time T (ω) approximation
accounting for the retardation effects due to the energy-
dependent self-energy beyond the mean-field approach,
T = 4π2T0/(~ω)2 with the parameter T0 ∝ A−1/3 (see
(80) of [42] at zero temperature and [41]]).
The solutions of equations (47) are related to the dy-
namic multipole particle-density variations, δρ±(r, t) ∝
Yλ0(rˆ), where Yλ0(rˆ) are the spherical harmonics and
rˆ = r/r. These solutions can be found in terms of the
superposition of plane waves over the angle of a wave
vector q ,
δf±(p, r, t)=
∫
dΩqYλ0(qˆ) δf±(p,q, ω)
× exp [−i (ωt− qr)] , (48)
where δf±(p,q, ω) is the Fourier transform of the dis-
tribution function. The time dependence (48) is peri-
odic as the external field V ±ext is also periodic with the
same frequency ω = p±F s
±q/m∗±, where s
+ = s and
s− = s
(
NZ/A2
)1/2
. The factor
(
NZ/A2
)1/2
accounts
for conserving the position of the mass center for the
isovector vibrations [149]. The sound velocity s can be
found from the dispersion equations [41]. The two solu-
tions sn with n = 1, 2 are functions of the Landau inter-
action constants and ωT . The “out-of-phase” particle-
density vibrations of the s1 mode involve the “in-phase”
mode s2 inside of nucleus because of the symmetry in-
teraction coupling.
For small isovector- and isoscalar-multipole ES-radius
vibrations of the finite neutron and proton Fermi-
liquid drops around the spherical nuclear shape, one
has δR±(t) = Rα
±
S (t)Yλ0(rˆ) with a small time-
dependent amplitudes α±S (t) = α
±
S exp(−iωt). The
macroscopic boundary conditions (surface continuity
and force-equilibrium equations) at the ES are given by
[41, 42, 52]:
u±r
∣∣∣
r=R
= Rα˙±S Yλ0(r̂),
δΠ±rr
∣∣∣
r=R
= α±S P
±
S Yλ0(r̂) . (49)
The left hand sides (LHS) of these equations are the
radial components of the mean-velocity field u = j/ρ (j
is the current density) and the momentum flux tensor
δΠνµ defined both through the moments of δf(r,p, t)
in momentum space [41, 42]. The RHS of (49) are the
ES velocities and capillary pressures. These pressures
are proportional to the isoscalar and isovector surface-
energy constants b±S in (38),
P
±
S =
2
3
b±S ρ P± A∓1/3, (50)
where P+ = (λ− 1)(λ+2)/2 , P− = 1 . The coefficients
b±S are essentially determined by the constants C± (27)
of the energy density (21) in front of its gradient density
terms. The conservation of the center of mass is taken
into account in the derivations of the second boundary
conditions (49) [41, 42]. Therefore, one has a dynamical
equilibrium of the forces acting at the ES.
E. TRANSITION DENSITY AND NUCLEAR
RESPONSE
The response function, χ±(ω), is defined as a linear
reaction to the external single-particle field Qˆ(r) with
the frequency ω. For convenience, we may consider this
field in terms of a similar superposition of plane waves
(48) as δf± [41, 42]. In the following, we will consider
the long wave-length limit with
V±ext(r, t) = α±,ωext (t)Qˆ(r) , (51)
where
α±,ωext (t) = α
±,ω
ext e
−i(ω+i0)t , (52)
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α±,ωext the amplitude, and ω the frequency of the external
field. In this limit, the s.p. operator Qˆ(r) becomes the
standard multipole operator, Qˆ(r) = rλYλ0(rˆ) for λ ≥ 1.
The response function χ±(ω) is expressed through the
Fourier transform of the transition density ρω±(r) as
χ±(ω) = −
∫
dr Qˆ(r) ρω±(r)/α
±,ω
ext . (53)
The transition density ρω±(r) is obtained through the dy-
namical part of the particle density δρ±(r, t) in a macro-
scopic model in terms of solutions δf±(r,p, t) of the
Landau-Vlasov equations (47) with the boundary con-
ditions (49) as the same superpositions of plane waves
(48) [41]:
δρ−(r, t) = ρ α
−
S ρ
ω
−(x) Y10(rˆ) e
−iωt, (54)
where
ρω−(x) =
qR
j′1(qR)
[
j1 (κ)w(x) +
g
V
g
S
dw−
dx
]
, (55)
gV =
w0∫
0
dw
√
w(1 + βw)
1− w κ
3j1(κ), (56)
g
S
=
w0∫
0
dw κ3
[
1 +O(γ2(w))] , (57)
κ = κo
[
1 +
a
R
x(w)
]
, κo = qR . (58)
The first term in (55), proportional to the dimensionless
isoscalar density w(x) [(28), in units of ρ] accounts for
volume density vibrations. The second term ∝ dw−/dx,
where w− is a dimensionless isovector density [(32), in
units of ρI] corresponds to the density variations due to
a shift of the ES. The particle number and the center-
of-mass position are conserved. In (56) and (57), jλ(κ)
and j′λ(κ) are the spherical Bessel functions and their
derivatives. The upper integration limit w
0
in (56) and
(57) is defined as the root of a transcendent equation
x(w0) + R/a = 0. As shown in Appendix A1 [55], the
SO and L dependent density w−(x) is of the same or-
der as w(x). The dependencies of w−(x) on different
Skyrme force parameters, mostly the isovector gradient-
term constant C−, the SO parameter β, and the deriva-
tive of the volume symmetry energy L are the main rea-
sons for the values of the neutron skin.
With the help of boundary conditions (49), one can
derive the response function (53) [41],
χλ(ω) =
∑
n
χ
(n)
λ (ω)
=
∑
n
A(n)λ (κo)/D(n)λ
(
ω − iΓ
2
)
, (59)
with ω = pF snκo
(
NZ/A2
)1/2
/(m∗R) (m∗− ≈ m∗+ =
m∗). This response function describes two modes, the
main (n = 1) IVDR and its satellite (n = 2) as related
to the out-of-phase s1 and in-phase s2 sound velocities,
respectively. We assume here that the “main” peak ex-
hausts mostly the energy weighted sum rule (EWSR),
and the “satellite” corresponds to a significantly smaller
part of the EWSR. This two-peak structure is due to the
coupling of the isovector and isoscalar density-volume
vibrations because of the neutron and proton quasipar-
ticle interaction δV± in (47). Therefore, one takes into
account an admixture of the isoscalar mode to the isovec-
tor IVDR excitation. The wave numbers q = κo/R of
the lowest poles (n = 1, 2) in the response function (59)
are determined by the secular equation,
D(n)λ ≡ j′λ(κo)
−3eFκoc
(n)
1
2b−SA
1/3
[
jλ(κo) + c
(n)
2 j
′′
λ(κo)
]
= 0 . (60)
The width of an IVDR peak Γ in (59) corresponds to
an imaginary part of the pole having its origin in the
collision term δSt± of the Landau-Vlasov equations. At
this pole, for the relaxation time one has
Tn = 4π2T0/(~ωn)2 (61)
with an A dependent constant, T0 ∝ A−1/3. For the am-
plitudes one finds A(n)λ ∝ ∆n−1. The complete expres-
sions for amplitudes A(n)λ and constants c(n)i are given
in [41, 42]. Assuming a small value of ∆, one may call
the n = 2 mode as a “satellite” (or some kind of the
pygmy resonance) in comparison with the “main” n = 1
peak. On the other hand, other factors such a collisional
relaxation time, the surface symmetry energy constant
b−S , and the particle number A lead sometimes to a re-
distribution of the EWSR values among these two IVDR
peaks. The slope L dependence of the transition densi-
ties ρω−(x) (55), and the strength of the response function
(59),
S(ω) = Imχλ(ω)/π (62)
have its origin in the symmetry energy coefficient b
(−)
S
(40) and (41); see also (23), (25), and (34). Thus, one
may evaluate the EWSR contribution of the nth peak by
integration over the region ~∆ω around the peak energy
En = ~ωn,
S(1)n = ~
2
∫
dω ω Sn(ω). (63)
In accordance with the time-dependent HF approaches
based on the Skyrme forces, see for instance [142–144],
we may expect that the energies of the satellite reso-
nances in the IVDR and ISDR channels can be close.
Therefore, we may calculate separately the neutron, ρωn ,
and proton, ρωp , transition densities for the satellite by
calculating the isovector and isoscalar transition densi-
ties at the same energy E2 ,
ρωn(x) =
[
ρω+(x) + ρ
ω
−(x)
]
/2 ,
ρωp (x) =
[
ρω+(x)− ρω−(x)
]
/2 . (64)
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F. DISCUSSIONS OF RESULTS
In Table 2 we show the isovector surface-energy coef-
ficient kS (40), the stiffness parameter Q (46), its con-
stant ν and the neutron skin τ (44) [55]. They are ob-
tained within the ES approximation with the quadratic
expansion for e+[ǫ(w)] and neglecting the I
2 slope cor-
rections, for several Skyrme forces [70, 71] whose pa-
rameters are presented in Table 1. Also shown are the
quantities kS 0, ν0, Q0 and τ0 neglecting the slope cor-
rections (L = 0,K− = 0). This is in addition to results
of [52] where another important dependence on the SO
interaction measured by β was presented. In contrast
to a fairly good agreement for the analytical isoscalar
surface-energy constant b
(+)
S (39), the isovector surface-
energy coefficient kS is more sensitive to the choice of
the Skyrme forces than the isoscalar one b
(+)
S [51, 52].
The modulus of kS is significantly larger for most of the
Skyrme forces SLy... [70] and SV... [71] than for the
other ones. However, the L dependence of kS is not
strong (cf. the first two rows of Table 2, where low sub-
script shows the quantities obtained with L = 0) as it
should be for a small parameter ǫ of the symmetry energy
density expansion (25). For SLy and SV forces, the skin
stiffnesses Q are correspondingly significantly smaller in
absolute value being closer to the well-known empirical
values Q ≈ 30 − 35 MeV [57–59] obtained by Swiatecki
and collaborators. Note that the isovector stiffness Q is
even much more sensitive to the parametrization of the
Skyrme force and to the slope parameter L than the con-
stants kS. In [52], we studied the hydrodynamical results
for Q as compared to the FLDM for the averaged prop-
erties of the giant IVDR (IVGDR) at zero slope L = 0.
The IVDR structure in terms of the two (main and satel-
lite) peaks was discussed in [53–55] in some magic nu-
clei with a large neutron excess within the semiclassical
FLDM based on the effective surface approach. For the
comparison with experimental data and other theoreti-
cal results we present in Table 2 (rows 9 and 11) a small
L dependence of the IVGDR energy parameter
D = EIVGDR A
1/3 (65)
where EIVGDR is the IVGDR energy averaged over the
strength distribution Sn for a given nucleus,
EIVGDR =
E1S1(ω1) + E2S2(ω2)
S1(ω1) + S2(ω2)
(66)
[see also (62) for the definition of the strength S(ω), D0
is obtained with L = 0]. A more precise reproduction
of the A-dependence of the IVGDR energy parameter
D for finite values of L (see the last three rows for sev-
eral isotopes) might determine more consistent values of
Q, but, at present, it seems to be beyond the accuracy
of both the hydrodynamical (HD) and the FLD models.
The IVGDR energies obtained by solving the semiclassi-
cal Landau-Vlasov equations (47) with the macroscopic
FLDM boundary conditions (49) [52] are also basically
insensitive to the isovector surface-energy constant kS
[52, 53, 55, 137]. They are in a good agreement with
the experimental data, and do not depend much on the
Skyrme forces, even if we take into account the symme-
try energy slope L (last three rows in Table 2).
More realistic self-consistent HF calculations tak-
ing into account the Coulomb interaction, the surface-
curvature, and quantum-shell effects have led to larger
values of Q ≈ 30 − 80 MeV [64, 68]. For larger Q (Ta-
ble 2) the fundamental parameter (9J/4Q)A−1/3 of the
LDM expansion in [3] is really small for A∼> 40, and
therefore, the results obtained using the leptodermous
expansion are better justified.
An investigation within the ES approach shows that
the IVDR strength is split into a main peak which ex-
hausts an essential part of the EWSR independent of
the model and a satellite peak with a much smaller con-
tribution into this quantity Figs. 4–6. Focusing on a
more sensitive kS dependence of the IVDR satellite res-
onances, one may take now into account the slope L de-
pendence of the symmetry energy density (25) [54, 142–
144]. The total IVDR strength function, being respec-
tively the sum of the “out-of-phase” n = 1 and “in-
phase” n = 2 modes for the isovector- and isoscalar-like
particle density vibrations in the nuclear volume, respec-
tively (solid lines in Figs. 4 and 5 for the zero L, and
dotted and dashed ones for the finite L), has a rather re-
markable shape asymmetry [53–55]. For SLy5∗ (Fig. 4)
and for SVsym32 (Fig. 5) one has the “in-phase” satel-
lite to the right of the main “out-of-phase” peak. An
enhancement to the left of the main peak for SLy5* is
due to the increasing of the ”out-of-phase” strength (rare
dotted curve in Fig. 4) at small energies because of ap-
pearance of a peak at the energy about a few MeV, in
contrast to the SVsym32 case. The semiclassical FLDM
calculations at the lowest ~ order should be improved
here, for instance by taking into account the quantum
effects as shell corrections within a more general POT
[42, 150]. In the nucleus 132Sn the IVDR energies of the
two peaks do not change much with L in both cases:
E1 = 17 MeV, E2 = 20 MeV for SLy5
∗ (Fig. 4) and
E1 = 15 MeV, E2 = 18 MeV for SVsym32 (Fig. 5). We
find only an essential re-distribution of the EWSR con-
tributions (normalized to 100% for the EWSR sum of
the main and satellite peaks) [(63) for S
(1)
n ] , This is due
to a significant enhancement of the main “out-of-phase”
peak with increasing L, S
(1)
1 = 89% and S
(1)
2 = 11% for
SLy5∗ (Fig. 4) and more pronounced EWSR distribution
S
(1)
1 = 76% and S
(1)
2 = 24% for SVsym32 (Fig. 5) [cf.
with the corresponding L = 0 results: S
(1)
1 = 88% and
S
(1)
2 = 12% for SLy5* and S
(1)
1 = 73% and S
(1)
2 = 27%
for SVsym32]. These more precise calculations change
essentially the IVDR strength distribution for the SV
forces because of the smaller csym value as compared to
other Skyrme interactions (Table 1). The collision relax-
ation time, T = 4.3 · 10−21 s, is taken in Figs. 4– 6 in
agreement with the IVGDR widths [42]. Decreasing the
relaxation time T by a factor of about 1.5 almost does
not change the IVDR strength structure. However, we
found a strong dependence on the relaxation time T in a
wider region of T values. The “in-phase” strength com-
ponent with a wide maximum does not depend much
on the Skyrme force [70, 72, 77], the slope parameter
L, and the relaxation time T . We found also a regular
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change of the IVDR strength for different double-magic
isotopes (Fig. 6). Besides of a big change for the energy
(mainly because of E1) and the strength [S1(ω)], one
also obtains more asymmetry for 68Ni than for the other
isotopes. Calculations for nuclei with different mass A
were performed with the relaxation time T (61) where
T0 = T0Pb(208/A)1/3 with the parameter T0Pb = 300
MeV2·s derived from the IVGDR width of 208Pb, in
agreement with experimental data for the averaged A
dependence of the IVGDR widths (∝ A−2/3). In this
way the IVDR width becomes larger with decreasing A
as A1/3, and at the same time, the height of peaks de-
creases. The L corrections are also changing much in the
same scale of all three nuclei.
The essential parameter of the Skyrme HF approach
leading to the significant differences in the kS and Q
values is the constant C− [(21) and Table 1]. Indeed,
C− is the key quantity in the expression for Q (46) and
the isovector surface-energy constant kS [or b
(−)
S (40)],
because Q ∝ 1/kS ∝ 1/C− and kS ∝ C− [52]. Concern-
ing kS and the IVDR strength structure, this is even
more important than the L dependence; though the lat-
ter changes significantly the isovector stiffness Q, and
the neutron skin τ . As seen in Table 1, the constant C−
is very different in absolute value and in sign for differ-
ent Skyrme forces whereas C+ is almost constant. The
isoscalar energy-density constant b
(+)
S is proportional to
C+ (39), in contrast to the isovector one. All of Skyrme
parameters are fitted to the well-known experimental
value b
(+)
S = 17− 19 MeV while there are so far no clear
experiments which would determine kS well enough be-
cause the mean energies of the IVGDR (main peaks)
do not depend very much on kS for different Skyrme
forces (the last three rows of Table 2). Perhaps, the
low-lying isovector collective states are more sensitive
but, at the present time, there is no careful systematic
study of their kS dependence. Another reason for so dif-
ferent kS and Q values might be due to difficulties in
deducing kS directly from the HF calculations because
of the curvature and quantum effects. In this respect,
the semi-infinite Fermi system with a hard plane wall
might be more adequate for the comparison of the HF
theory and the ETF effective surface approach. We have
also to go far away from the nuclear stability line to sub-
tract uniquely the coefficient kS in the dependence of
b
(−)
S ∝ I2 = (N − Z)2/A2, according to (40). For exotic
nuclei one has more problems to derive kS from the ex-
perimental data with enough precision. Note that, for
studying the IVDR structure, the quantity kS is more
fundamental than the isovector stiffness Q because of
the direct relation to the tension coefficient σ− of the
isovector capillary pressure. Therefore, it is simpler to
analyze the experimental data for the IVGDR within the
macroscopic HD or FLD models in terms of the constant
kS . The quantity Q involves also the ES approximation
for the description of the nuclear edge through the neu-
tron skin τ in (43). The L dependence of the neutron
skin τ is essential but not so dramatic in the case of
SLy and SV forces (Table 2), besides of the SVmas08
forces with the effective mass 0.8. The precision of such
a description depends more on the specific nuclear mod-
els [63, 64, 67]. On the other hand, the neutron skin
thickness τ , as the stiffness Q, is interesting in many as-
pects for an investigation of exotic nuclei, in particular,
in nuclear astrophysics.
We emphasize that for specific Skyrme forces there ex-
ists an abnormal behavior of the isovector surface con-
stants kS and Q. It is related to the fundamental con-
stant C− of the energy density (21) but not to the deriva-
tive corrections to the symmetry energy density. For the
parameter set T6 (C− = 0) one finds kS = 0 [52]. There-
fore, according to (46), the value of Q diverges (ν is
almost independent from C− for SLy and SV forces; Ta-
ble 2 and [52–54]). The isovector gradient terms which
are important for the consistent derivations within the
ES approach are also not included (C− = 0) into the
symmetry energy density in [60, 62]. In relativistic in-
vestigations [138, 139, 141] of the pygmy modes and the
structure of the IVGR distributions, the dependence of
these quantities on the derivative terms has not been
investigated so far. It therefore remains an interesting
task for the future to apply similar semiclassical methods
such as the ES approximation used in here also in rel-
ativistic models. Moreover, for RATP [70] and SV [71]
(like for SkI) Skyrme forces, the isovector stiffness Q is
even negative as C− > 0 (kS > 0) in contrast to other
Skyrme forces. This would lead to an instability of the
vibration of the neutron skin.
Table 2 shows also the coefficients ν of (46) for the
isovector stiffness Q. They are almost constant for all
SLy and SV Skyrme forces, unlike other forces [52]. How-
ever, these constants ν, being sensitive to the SO (β) de-
pendence through (45), (44) and (41), change also with
L (Table 2). As compared to 9/4 suggested in [3], they
are significantly smaller in magnitude for the most of the
Skyrme forces.
Figs. 6 and 7 show more systematic study for several
isotopes and for the chain of the Sn isotopes, respectively.
In Fig. 7, we compare the results of our calculations with
the experimental data [151–156]. The latter were ob-
tained by the fitting of the experimental strength curve
for a given almost spherical Sn isotope by the two Loren-
zian oscillator-strength functions as described in [41, 42].
It is always possible in the case of the asymmetric shapes
of the strength curves with usual enhancement on right
of the main peak, even in the case if the satellite can-
not be distinguished well from the main peak in almost
spherical nuclei (unlike the clear shoulders for the IVDRs
in deformed ones). Each of these functions has three fit-
ting parameters such as the inertia, stiffness and width
of the peak [42]. We found rather a good agreement
of our ETF ES results with these experimental data for
the energies, ratio of the strengths at the satellite to the
main modes and the EWSR contributions.
More precise L-dependent calculations change essen-
tially the IVDR strength distribution for the SV forces
because of the smaller csym value as compared to other
Skyrme interactions (Table 1). For 208Pb one obtains
E1 = 15 MeV, S
(1)
1 = 91% for the main peak and
E2 = 17 MeV, S
(1)
2 = 9% the satellite for SLy5
∗; and
E1 = 13 MeV, S
(1)
1 = 83% for the main peak and
E2 = 16 MeV, S
(1)
2 = 17% the satellite for SVsym32
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forces. These calculations are qualitatively in agreement
with the experimental results: E1 = 13 MeV, EWSR
1 = 98% for the main peak and E2 = 17 MeV, EWSR
2 = 2% the satellite. Descrepances might be related to
the strong shell effects in this stable double magic nu-
cleus which are neglected in the ETF ES approach.
In Fig. 8 we show, in the case of the Skyrme forces
SLy5* and SVsym32, the transition densities ρω∓(x) of
(55) for the “out”- of-phase (-) and the “in”- phase (+)
modes of the volume vibrations at the excitation en-
ergy E2 of the satellite. These are the key quantities
for the calculation of the IVDR strengths, according to
(53). The L dependence is rather small, slightly no-
table mostly near the ES (|x|∼< 1). From Fig. 9, one
finds a remarkable neutron versus proton excess near
the nuclear edge for the same forces, which is however,
very slightly depending on the slope parameter L. A
small dependence of the transition densities on L comes
through the symmetry-energy constant kS which is al-
most the same in modulus for these forces. We did not
find a dramatic change of the transition densities with
the sign of kS. Therefore, there is a weak sensitivity of
the transition densities on L through the energy E2. We
would have expected a stronger influence of the sign of
kS on the vibrations of the neutron skin rather than on
the IVDR. This different sign leads to the opposite, sta-
ble and unstable, neutron skin vibrations. One observes
also other differences between the upper (SLy5*) and
the lower (SVsym32) panels in both figures: We find a
redistribution of the surface-to-volume contributions of
the transition densities for these two modes. In Figs. 10
and 11, one finds a considerable change of the neutron-
proton transition densities for the same different isotopes
for SLy5* and SVsym32 forces as in Fig. 6.
The last three figures show theoretical (Figs. 12 and
13) and experimental (Fig. 14) evaluations of the neu-
tron skin. Fig. 12 presents our calculations of the di-
mensionless skin τ/I. Being independent of the specific
properties of the nucleus, this quantity is universal. Fig.
13 shows the absolute values of the skin obtained from
τ/I multiplying the mean-square evaluations of the nu-
clear radii by the factor
√
3/5 for an easy comparison
with experimental data in Fig. 14. For 208Pb, one finds
that the experimental values ∆rexpnp = 0.12 − 0.14 fm
in Fig. 14 (0.156+0.025−0.021 fm, see [157]) are in good agree-
ment with our calculations ∆rtheornp ≈ 0.10 − 0.13 fm
within the ES approximation (the limits show values
from SLy5* to SVsym32). For the isotope 124Sn one
obtains ∆rtheornp ≈ 0.09 − 0.12 fm, also in good agree-
ment with experimental results (Fig. 14). For the isotope
132Sn, we predict the value ∆rtheornp ≈ 0.11− 0.15. Simi-
larly, for 60Ni and 68Ni, one finds ∆rtheornp ≈ 0.03− 0.04
(as in Fig. 14) and 0.08− 0.11, respectively.
Thus, in this section, the slope parameter L was taken
into account in the leading ES approximation in order to
derive simple analytical expressions for the isovector par-
ticle densities and energies. These expressions were used
for calculations of the surface symmetry energy, the neu-
tron skin thickness and the isovector stiffness coefficients
as functions of L. For the derivation of the surface sym-
metry energy and its dependence on the particle density
we have to include main higher order terms in the pa-
rameter a/R. These terms depend on the well-known pa-
rameters of the Skyrme forces. Results for the isovector
surface-energy constant kS, the neutron skin thickness
τ , and the neutron skin stiffness Q depend in a sensitive
way on the parameters of the Skyrme functional (espe-
cially on the parameter C−) in the gradient terms of the
density in the surface symmetry energy [see (21)]. The
isovector constants kS, τ and Q depend also essentially
on the slope parameter L, in addition to the SO inter-
action constant β. For all Skyrme forces, the isovector
stiffness constants Q are significantly larger than those
obtained in earlier investigations. However, taking into
account their L dependence they come closer to the em-
pirical data. It influences more on the isovector stiff-
ness Q and on the neutron skin τ , than on the surface
symmetry energy constant kS. The mean IVGDR ener-
gies and sum rules calculated in the macroscopic models
like the FLDM [41, 137] in Table 2 are in a fairly good
agreement with the experimental data for most of the
kS values. As compared with the experimental data and
other recent theoretical works, we found a rather rea-
sonable two-peak structure of the IVDR strength within
the FLDM. According to our results for the neutron and
proton transition densities [Figs. 8, 9 and 10], we may in-
terpret semiclassically the IVDR satellites as some kind
of pygmy resonances [146] on right of the main IVDR
peak, though they might be of different nature from the
so called Pygmy Dipole Resonances (PDRs) found on
left of this peak [138–144, 156, 158, 159]. The IVDR
energies, sum rules and n-p transition densities obtained
analytically within the semiclassical FLD approximation
are sensitive to the surface symmetry energy constant kS
and the slope parameter L. Therefore, their comparison
with the experimental data can be used for the evalua-
tion of k
S
and L. It seems helpful to describe them in
terms of only few critical parameters, like kS and L.
For further perspectives, it would be worthwhile to
apply our results to calculations of the satellite reso-
nances in the IVDR strength within the FLDM [41] in
a more systematic way. In this respect it is also in-
teresting that the low-lying collective isovector states
are expected to be even more sensitive to the values
of kS within the POT [150, 160, 161]. More general
problems of classical and quantum chaos in terms of
the level statistics and Poincare´ and Lyapunov expo-
nents (see [162] and references therein) might lead to a
progress in studying the fundamental properties of col-
lective dynamics like nuclear fission within the Swiate-
cki&Strutinsky macroscopic-microscopic model. Our ap-
proach is helpful also for further study of the effects in
the surface symmetry energy because it gives analyti-
cal universal expressions for the constants kS, τ and Q
as functions of the slope parameter L which do not de-
pend on specific properties of nuclei as they are directly
connected with a few critical parameters of the Skyrme
interaction without any fitting.
IV. COLLECTIVE EXCITATIONS
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AS A SEMICLASSICAL RESPONSE
The collective dynamics of complex nuclei at low ex-
citation energies, such as the vibration modes, can be
described within several theoretical approaches [6, 9, 10,
16, 89, 163]. One of the most powerful tools for its de-
scription is based on the response function theory [6, 11],
in particular, within a semiclassical kinetic approach
[42]. This theory basically equivalent to the Random
Phase Approximation (RPA) in the QPM [9, 10, 16].
The collective variables are introduced [6, 11] explicitly
as deformation parameters of a mean single-particle field.
The nuclear collective excitations are parametrized in
terms of the transport coefficients as the stiffness, the
inertia, and the friction parameters through the ade-
quate collective-response functions [11]. The quantum
formulation of this problem can be significantly simpli-
fied by using the SCM [2, 4, 69, 103] within the semiclas-
sical approximation of the POT (Section II, and [69, 84–
86, 164]). It would be worth to apply first the ideas of
the SCM averaging and POT at a few leading orders
in ~, as the ETF approach [69], for calculations of the
smooth transport coefficients at low excitation energies.
The semiclassical derivations of the famous wall for-
mula for the average friction, owing to collisions of par-
ticles of the perfect Fermi-gas with a slowly moving sur-
face of the mean-field edge-like potential, were suggested
in [165–167], see also its derivations in [36, 168, 169].
The explicit analytical expressions of a smooth friction
and inertia for the low-lying nuclear collective excita-
tions within the semiclassical Gutzwiller path-integral
approach to the POT [84, 86] at leading orders in ~, with
the main focus on the consistency condition [6, 11, 170]
between the variations of potential and particle number
density, were considered in [42, 160, 171–173]. In the first
Section IVA we derive the response function at small fre-
quencies in terms of the averaged transport coefficients
for studying the low-lying collective-vibration states.
A. LOW-LYING COLLECTIVE EXCITATIONS
OF NUCLEI
Following [11], we begin with a general response func-
tion formalism for transport coefficients in Section IVA1.
They are expressed in terms of the semiclassical Green’s
functions (Section II) and averaged in the phase space
variables over many s.p. states near the Fermi surface in
the simple case of a spherical cavity-like potential for a
mean field at equilibrium in Section IVA2. The self-
consistent relations between the transport coefficients
and the coupling constant are presented in Section IVA3.
The mean statistically vibration energies of the low-lying
collective states and their EWSR contributions are de-
rived in terms of analytical functions of nuclear parti-
cle number in Section IVA4. The reduced probabilities
for the direct radiation decay of gamma quanta and the
corresponding lifetimes of nuclei are discussed in Sec-
tion IVA5. These analytical results for the low-lying
quadrupole and octupole collective modes are compared
with experimental data [174–176] in Section IVA6 and
are summarized at the end of this section. Some details
of the derivations are presented in Appendix B.
1. Response theory and transport coefficients
Many-body collective excitations can be described in
terms of the nuclear response to an external perturbation
(51). For the symmetric nuclei, one has
Vext = Qˆ q
ω
exte
−iωt , (67)
with a vibration amplitude, qωext, and the multipole s.p.
operator, Qˆ = rλYλ0(θ), (λ ≥ 2) [6]. Its quantum aver-
age perturbation, δ〈Qˆ〉t, at time t is calculated through
the Fourier transform δ〈Qˆ〉ω obtained within the linear
response theory [6, 11, 42],
δ〈Qˆ〉ω = −χcollQQ(ω)qωext , (68)
where χcollQQ(ω) is the collective response function in the
Q mode. [In Section IV, Q should not be confused with
the neutron skin stiffness of the previous Section III.]
The total Hamiltonian, Htot = H + Vext at q
ω
ext = 0,
i.e. , H , depends on a collective variable q defined as
the time-dependent amplitude q(t) of the potential V (q).
The vibrations of the axially-symmetric nuclear surface
with a multipolarity λ near the spherical shape can be
described by
R(θ, q) = R[1 + q(t)Yλ0(rˆ)] ,
q(t) = qωe
−iωt , rˆ = r/r = cosθ , (69)
in the spherical coordinates, Yλ0(rˆ) is the spherical func-
tion of rˆ. The unperturbed quantities in dynamical vari-
ations are zero in this case. The consistency condition
writes
δ〈Qˆ〉ω = κQQ δqω , (70)
where κQQ is the coupling constant, see Appendix B1.
With help of the condition (70), the collective response
[6],
χcollQQ(ω) = κQQ
χQQ(ω)
χQQ(ω) + κQQ
, (71)
is expressed in terms of the so called intrinsic response
function, χQQ(ω), defined by
δ〈Qˆ〉ω = −χQQ(ω) (δqω + qωext) . (72)
One dominating peak in the collective strength function,
S(ω) =
1
π
ImχcollQQ(ω) , (73)
based on (71), at low excitation energies, ~ωλ, is as-
sumed to be well separated from all other solutions of
the secular equation χQQ(ω) + κQQ = 0 for ω = ωλ. See
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more detailed explanations of this approach for the case
of another s.p. operator
Fˆ = (∂V/∂q)q=0 (74)
with a mean field V (q) in (B.1) and for its applications to
the collective nuclear dynamics in [11, 42, 170, 171]. The
corresponding oscillator response function in the q-mode,
χcollqq (ω), can be conveniently written in an inverted ap-
proximate form [11, 170]:
1
χcollqq (ω)
=
1
χqq(ω)
+ κFF
= −MFFω2 − iγFFω + CFF , (75)
where κFF is the coupling constant in the F mode, as
shown in (B.1),
χqq(ω) =
χFF(ω)
κ2FF
=
χQQ(ω)
κ2QQ
. (76)
According to the consistency conditions (70) and (B.1),
we used in (76) the approximate transformations be-
tween the quantities defined in different variables F and
Q, corresponding to the s.p. operators Fˆ and Qˆ. These
transformations will be used for presentation of the re-
sults satisfying the consistency condition for variations of
the nuclear potential, and the particle density in suitable
units. Thus, according to (76), the inverse collective-
response function for low frequencies ω is approximated
by (75) through the response function of a damped har-
monic oscillator, χcollqq (ω), with the stiffness of the nuclear
free energy F , CFF ≈ CFF(0) =
(
∂2F/∂q2)
q=0
, see [11],
the friction γFF and the inertia MFF parameters,
CFF = CQQ
κ2FF
κ2QQ
,
γFF = γQQ
κ2FF
k2QQ
,
MFF =MQQ
κ2FF
κ2QQ
. (77)
The consistent transport coefficients CQQ, γQQ andMQQ
in a variable Q are related to the auxiliary intrinsic pa-
rameters CQQ(0), γQQ(0) and MQQ(0), as those of ex-
pansion of the intrinsic response function, χQQ(ω), in ω
in the “zero-frequency limit”, ω → 0, for a slow collective
motion [11],
χQQ (ω) = χQQ(0)− iγQQ(0)ω
−MQQ(0) ω2 + · · · ,
χQQ(0) = −κQQ − CQQ(0) . (78)
Thus, for the transport parameters of the oscillator ω-
dependence in (75) and (77), one has
CQQ =
[
1 + CQQ(0)/χQQ(0)
]
CQQ(0) ,
γQQ = [1 + CQQ(0)/χQQ(0)]
2 γQQ(0) ,
MQQ = [1 + CQQ(0)/χQQ(0)]
2
× [MQQ(0) + γ2QQ(0)/χQQ(0)] . (79)
With (76) and (77), the poles of the oscillator response
function of (75) are determined by the Newtonian equa-
tion of motion with a friction,
MFFQ¨+ γFFQ˙− CFF = 0, (80)
which is helpful to clarify the physical meaning of the
inertia MFF, the friction γFF, and the stiffness CFF of
the collective motion.
The intrinsic response χQQ(ω) in equations (71) and
(72) can be expressed in terms of the s.p. Green’s func-
tion G(r1, r2; ε) (see (81) after the replace Qˆ = Fˆ
[11, 164]).
χQQ(ω) =
ds
π
∞∫
0
dε n(ε)
∫
dr1
∫
dr2
× Qˆ(r1) Qˆ(r2) ImG(r1, r2; ε)
× [ G (r1, r2; ε− ~ω) +G (r1, r2; ε+ ~ω)] , (81)
where n(ε) is the Fermi occupation numbers at the en-
ergy ε for temperature T , n(ε) = {1+exp[(ε−λ)/T ]}−1,
with the chemical potential, λ ≈ εF, εF is the Fermi en-
ergy. The factor of ds accounts again for the spin (spin-
isospin) degeneracy by neglecting differences between the
neutron and the proton potential wells (Section II). For
the Green’s function G(r1, r2; ε) (bar above G in (81)
means the complex conjugation) we use the energy spec-
tral representation,
G (r1, r2; ε) =
∑
i
ψi(r1)ψi(r2)
ε− εi + iǫo , (82)
where εi is eigenvalues, ψi eigenfunctions, and ǫo → +0
in the quantum mean-field approximation.
With the help of (81), the intrinsic response function,
χQQ(ω), in the “zero-frequency limit” (78) (ω → 0) can
be expressed in terms of the Green’s function G through
the intrinsic parameters [11, 170],
γQQ(0) = −i
(
∂χQQ(ω)
∂ω
)
ω=0
=
ds~
π
∞∫
0
dε n(ε)
∫
dr1
∫
dr2 Qˆ (r1) Qˆ (r2)
× ∂
∂ε
[ImG (r1, r2; ε)]
2
, (83)
MQQ(0) =
1
2
(
∂2χQQ(ω)
∂ω2
)
ω=0
=
ds~
2
π
∞∫
0
dε n(ε)
∫
dr1
∫
dr2 Qˆ(r1) Qˆ(r2)
× ImG (r1, r2; ε) ∂
2
∂ε2
ReG (r1, r2; ε) . (84)
Using the spectral representation (82) for the Green’s
function G one reduces equivalently equation (84) to
the well-known cranking model inertia in the mean-field
limit in the F mode (ǫ0 → +0) [11],
M(0) = ds~
2
∑
ij
′ ni − nj
(εj − εi)3 | < i|Fˆ|j > |
2, (85)
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where < i|Fˆ|j > is the matrix element of the operator
Fˆ (74); see, e.g. , [11]. The prime means that the diago-
nal terms, εi = εj , are excluded in these summations.
For the collective response function at the low-lying
excitation energies, (68), with the help of (75) and (76),
one has
χcollQQ (ω) =
κ2QQ
−MFFω2 − iγFFω + CFF
, (86)
where the inertia MFF, the friction γFF, and the stiff-
ness CFF are given by (77), (79), (83) and (84). The
coupling constant κQQ is defined by the consistency con-
dition (70), see Appendix B1. According to (86) for the
response function χcollQQ(ω) (λ = 2, 3, · · ·) , the strength
function Sλ(ω) (73) for the first lowest peak is given by
Sλ(ω)=
κ2QQ
π
γFF ω
(−MFFω2 + CFF)2 + γ2FFω2
. (87)
Substituting this strength function into its moments,
S
(l)
λ = ~
l+1
∞∫
0
dω ωl Sλ(ω) , (88)
l = 0, 1, ..., one can evaluate the probability distributions
for excitations of the low-lying collective states.
2. Semiclassical EGA for transport coefficients
The trace of the first term GCT0(r1, r2; ε), r2 → r1, in
(1) corresponds to a smooth level density, gETF(ε), and
the ETF particle number conservation writes [69, 85]
A = ds
∞∫
0
dε n˜(ε) gETF(ε)
≈ ds
[
2(kFR)
3
9π
− (kFR)
2
4
+
2kFR
3π
]
, (89)
where n˜ is the occupation number averaged by using the
Strutinsky smoothing [2, 4], kF is the Fermi momen-
tum in units of ~, kF =
√
2mεF /~2 for billiards. Equa-
tion (89) determines the semiclassical parameter kFR
as function of the particle number A. The second and
third terms in the very right approximation in (89) for
spherical cavity-like mean fields, which becomes exact
for the infinitely deep square-well potential, account for
important surface and curvature corrections to the first
main volume component, respectively. The temperature
corrections, ∼ (T/εF )2, might be taken into account
through the usual Sommerfeld expansion, too, see be-
low and [11, 171]. We shall omit such small corrections
because the applications will be applied to the low-lying
collective excitations at zero temperature.
As well known [69, 86], due to ~ in the denominators
of exponents of (2) in the oscillating terms of the Green’s
function traces, their semiclassical expansions in ~, or in
dimensionless parameter, ~/SCT ∼ 1/kFR, converge af-
ter averaging in kFR, for instance, over a large enough
interval of the particle number A through the radius
R in accordance with (89). The Strutinsky averaging
[2, 4, 89, 103] with a Gaussian width Γ˜, which covers
at least a few major shells in energy spectrum, see Ap-
pendix B1, leads to the local (r2 → r1) averaged quanti-
ties; in particular, the smooth level and particle density,
and free energy. According to (83), (84), the unlocal
(r2 6= r1) contributions into the ETF transport coeffi-
cients become also important. Therefore, we need more
extended statistical averaging in the phase space (energy
and spatial coordinate) variables, as in the semiclassical
(moreover, local hydrodynamical) derivations within the
many-body particle density or Green’s function formal-
ism [39, 136].
The averaged semiclassical inertia, M˜QQ(0), and fric-
tion, γ˜QQ(0), parameters can be found by substitution
of the trajectory expansion of Green’s function (1) into
(83) and (84),
M˜QQ(0) =
ds~
2
π
∑
CT,CT′
〈
∞∫
0
dεn(ε)
×
∫
dr1
∫
dr2 Qˆ (r1) Qˆ (r2)
× ImGCT (r1, r2; ε) ∂
2
∂ε2
ReGCT′ (r1, r2; ε)〉av , (90)
γ˜QQ(0) =
ds~
π
∑
CT,CT′
〈
∞∫
0
dε n(ε)
×
∫
dr1
∫
dr2 Qˆ (r1) Qˆ (r2)
× ∂
∂ε
[ImGCT (r1, r2; ε) ImGCT′ (r1, r2; ε)]〉av ,(91)
where the angle brackets < · · · >av mean an averag-
ing over the phase space coordinates, including the SCM
averaging in kFR variable with a width related to Γ˜,
as mentioned above. In order to calculate analytically
these quantities, we need to distinguish the two limit
cases [160, 171]:
(i) the nearly local part, SCT(r1, r2; εF )/~ ≈
kFLCT∼< 1 ,
and
(ii) nonlocal contributions, kFLCT >> 1 ,
where LCT is the length of the CT in the edge-like po-
tential wells. We emphasize that the averaging over
phase-space variables (the spatial coordinates, and the
energy spectrum) leads to the nearly local approxima-
tion (NLA) (i) for the inertia (90) and friction (91)
coefficients, in contrast to the case (ii). For the case
(i), the partial SCM averaging in kFR (for instance,
in nuclear sizes R or particle numbers A for the con-
stant kF fixed by the particle density of infinite matter)
ensures a convergence of the semiclassical expansions
of smooth quantities in 1/kFR within the ETF model
[69]. The strong energy-dependent exponential factor
of (2), exp(iSCT(ε)/~), for ~ → 0 serves appearance of
the damping factor, ∝ exp[−(LCTΓ/4R)2] after such av-
eraging with a width of the Gaussian weight function,
Γ∼> (2÷4)kFR ~Ω/2, see Appendix B3. This averaging,
19
corresponding to the 2÷ 4 distances between the major
shells in energy spectrum, ~Ω ≈ εF /A1/3 = 7÷ 10 MeV
for heavy nuclei, A = 200÷50, respectively, removes shell
effects, like in the ETF both level and particle densities
[2, 4, 69, 171, 173]. The most important contribution
is coming then from the trajectory, CT=CT′=CT0, see
Fig. 1, with a short length smaller than a few wave
lengths, 1/kF , LCT0 = s = |r2 − r1|∼< 1/kF << R, at
large semiclassical parameter, kFR >> 1.
As in [39, 136, 171], it is convenient now to transform
the variables {r1, r2} to the Wigner coordinates {r, s},
r = (r1 + r2)/2, s = r2 − r1, (92)
to simplify calculations of the inertia M˜QQ(0) (90) and
the friction γ˜QQ(0) (91) by separating a slow motion of
particles in variable r and their fast motion in s. With
the transformation (92) and exchange of the energy and
spatial integrations, in the case (i), one has
M˜QQ(0) =
ds~
2
π
× 〈
∫
dr
∫
ds Qˆ
(
r+
s
2
)
Qˆ
(
r− s
2
)
×
∞∫
0
dε n(ε) ImGCT0
(
r+
s
2
, r− s
2
; ε
)
× ∂
2
∂ε2
ReGCT0
(
r+
s
2
, r− s
2
; ε
)
〉av, (93)
γ˜QQ(0) =
ds~
π
× 〈
∫
dr
∫
ds Qˆ
(
r+
s
2
)
Qˆ
(
r− s
2
)
×
∞∫
0
dε n(ε)
∂
∂ε
[
ImGCT0
(
r+
s
2
, r− s
2
; ε
)]2
〉av .(94)
As shown in Appendix B3, for small enough length
s of the trajectory CT0, s/R << 1 in the case (i), the
corresponding component GCT0 of Green’s function (1)
in (93), (94) in terms of the new integration variables
{r, s} is reduced approximately to its simple analytical
form (3) [42, 171]. Formally, G0 coincides with the well-
known Green’s function for a free particle motion [85,
86, 166, 167].
The internal integral over ε in (93) and (94) can be
taken analytically within the nearly local approximation
(3). For the analytical integrations over the Wigner co-
ordinates r and s, the integrands depending on kF s in
(93), (94) are simplified by means of averaging in the
phase space variables. As shown in Appendix B3, using
the approximation (3) one may identically transform the
expressions for the inertia MQQ(0), the friction γQQ(0)
and the isolated susceptibility χQQ(0) to sums of local
(volume) terms and their small nonlocal (surface) correc-
tions. The integrands, proportional linearly to the non-
local (correlation-like) components depending on kFR,
are zeros within the considered approach (i). The in-
ertia terms expressed linearly through the correlation
function, < Q(r + s/2)Q(r − s/2) − Q2(r) >av, aver-
aged in phase-space variables, are neglected like in the
derivations of the hydrodynamic model (HDM) starting
from a many-body system of strong interacting parti-
cles. A more general statistical principle of the weak-
ness of correlations is used usually in the semiclassical
derivations of the kinetic equations with integral colli-
sion terms, by separating a slow motion along the mean
coordinate r within nearly local condition (i) from a fast
dynamics in the relative coordinate s in terms of its col-
lisional correlations [39, 42, 136]. Such correlation-like
functions are concentrated at small s of the order of a
few wave lengths, 1/kF , as explained in Appendix B3.
The transport coefficients are simplified by averaging in
fast oscillations of functions of the relative coordinate s
at a given mean coordinate r. The integrations over an-
gles of vectors s and r can be approximately performed
analytically in the NLA (i), see Appendix B3.
Thus, the main contribution into remaining integrals
over s and r in (93) and (94) within the NLA (i) is coming
from s∼< 1/kF for 1/kFR << 1. The major terms can
be found in the perfect local case when a smooth prod-
uct of the multipole operators in these equations can be
approximately taken off the integral over s at s = 0, ac-
cording to the property of the phase-space averaging of
the correlation functions mentioned above. For the main
local approximation in the case (i), after the integration
over ε (or corresponding kR), one may take also ana-
lytically the integrals over s and r in (93) and (94), see
Appendix B3. As the final result, for λ ≥ 2 one finally
arrives at the inertia,
M˜QQ(0) =
dsm
3R2λ+6
12π~4
f
(3)
λ , (95)
the friction,
γ˜QQ(0) =
dsm
2R2λ+4
2π2~3
f
(1)
λ , (96)
and the isolated susceptibility,
χ˜QQ(0) =
dsmR
2λ+2 kFR
2π2 ~2
f
(0)
λ , (97)
see Appendix B, respectively. Here, f
(n)
λ are the integrals
over the dimensionless radial variable,
f
(n)
λ =
1∫
0
d℘ ℘2λ+2 (℘+ 1)
n
, (98)
f
(0)
λ =
1
2λ+ 3
, f
(1)
λ =
4λ+ 7
2(λ+ 2)(2λ+ 3)
,
f
(3)
λ =
(4λ+ 9)[(4λ+ 9)2 − 7]
4(λ+ 2)(λ+ 3)(2λ+ 3)(2λ+ 5)
, (99)
where n = 0, 1, 2, ..., ℘ = r/R. The next high-order
terms of expansion of the product of multipole opera-
tors in powers of the dimensionless variable s/R lead to
some small surface corrections, relatively ∼ 1/kFR, at
large particle number A. In particular, it is shown that
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the next order curvature corrections, ∼ 1/(kFR)2, for a
given large kFR can be neglected within the considered
almost local (TF) approximation in the case (i). Notice
that more important surface (∼ 1/kFR) and curvature
(∼ 1/(kFR)2) corrections are originated from those of
the ETF relationship between kFR and particle number
A (89). The derivation of the surface and curvature cor-
rections are considered in Appendix B shown for short-
ness only at the very end of Section IVA3. All of them
will be discussed in last Sections IVA4–IVA6.
For evaluation of the contributions (ii) of longer trajec-
tories, the Gutzwiller expansion (1) with (2) valid for the
isolated classical paths, fails because we have to account
for a continuous symmetry of the spherical Hamiltonian,
e.g. , appearance of the axially-symmetric degenerated
families of planar POs with their points fixed inside of
the spherical reflection boundary [86]. For such a fam-
ily, due to the integration over its continuous parame-
ter, the amplitude of the Green’s function term, GCT,
in expansion (1) over trajectories CTs is enhanced in
order of (kFLCT)1/2 (or ~−1/2, kFLCT >> 1), as com-
pared to (1) and (2) [86, 98]. For the case of higher
classical degeneracy K (Section II) the CTs closed in
the phase space, i.e. , PO families, yield the contribu-
tions into the Green’s function amplitude enhanced by
the factor (kFLCT)K/2 for billiards, or [SCT(εF )/~]K/2
for potentials with the edge diffuseness as RPLP in [90].
For the nondiagonal (CT 6=CT′) contributions (ii) into
the integrals over r2 (or s in the r, s coordinates) in
(90) and (91) with parameter Γ of the SCM averaging,
much smaller than that related to the distance between
major shells ~Ω, the leading terms in semiclassical pa-
rameter kFR are the POs, according to the stationary
phase conditions [164]. These nondiagonal terms pro-
vide, through the stationary phase (PO) conditions pro-
vide mainly the shell (nonlocal) corrections to the inertia
MQQ(0), the friction γQQ(0), and the isolated suscepti-
bility χQQ(0) [173]. They will be discussed in details in
further publications. In following, within this Section
IVA, we shall consider only the smooth transport coeffi-
cients, and therefore, for simplicity, the tilde above them
will be omitted everywhere.
3. Coupling constants and transport coefficients
As shown in [11, 160, 171], the consistent collective-
transport coefficients γQQ, MQQ and CQQ of (79) dif-
fer from their auxiliary “intrinsic” parameters γQQ(0)
(96), MQQ(0) (95) and CQQ(0), see also χQQ(0) (97), in
the low frequency expansion (78) by small semiclassically
corrections,
CQQ(0)
χQQ(0)
=
CFF(0)
χFF(0)
∼ 1
(kFR)
2
<< 1 , (100)
as shown in [11, 171], and
γ2QQ(0)
χQQ(0)MQQ(0)
=
6
π
[f
(1)
λ ]
2
f
(0)
λ f
(3)
λ
1
kFR
≈ 1
kFR
<< 1 , (101)
in contrast to the corresponding result within the ap-
proach of [171]. Therefore, in the following derivations,
one may neglect the curvature corrections (100) in (79)
but keep (101) for the surface terms (∼ 1/kFR),
CQQ ≈ CQQ(0), γQQ ≈ γQQ(0) ,
MQQ ≈MQQ(0) + γ2QQ(0)/χQQ(0) . (102)
For calculations of the response function χcollQQ(ω) (86),
one has to transform the transport coefficients γQQ,
MQQ and CQQ from the variableQ related to the s.p. op-
erator Qˆ to another variable associated with the operator
Fˆ by using (77) [6, 11, 171]. The coupling constants κFF
and κQQ appearing both in the transformation equations
(77) are given by
κFF = −
32ρbVKR
4
675bSr0
≈ − 8 KR
225π bSr0
bVA (103)
and
κQQ = ρR
L+3 ,
ρ = ρ
(
1 +
6bSr0
KR
)
≈ ρ , (104)
with the parameters bV, K, r0 (ρ) of infinite nuclear
matter defined in Section IIA. The energy surface con-
stant, bS = b
(+)
S , is given by (39). For the typical nuclear
parameters, the surface-tension particle-density correc-
tion in (104) inside of nucleus is small relatively for heavy
nuclei, 6bSr0/KR ≈ 6bS/KA1/3 << 1, in the ES approx-
imation [34, 35].
Substituting (79), (103), (104), (95) and (96) into (77)
for the consistent transport coefficients in the Thomas-
Fermi approach, one approximately finds
MFF = 6π
2Lf
(3)
λ ρ
(
16bv KR
2025εF bSr0
)2
× (kFR)
4
A
Mirr , Mirr =
3AmR2
4λπ
, (105)
γFF =
1
2
f
(1)
λ
(
32bV KR
675εF bSr0
)2
γwf ,
γwf =
3
4
~ρkFR
4 , (106)
where Mirr is the irrotational flow inertia of the hydro-
dynamical LDM (HDM) [6], and γwf is the wall formula
[165, 167] re-derived in [171] for the operator Fˆ of (B.1)
in the NLA (i). They both are used below as convenient
units. Notice, the convergence of the expansions in semi-
classical parameter, 1/kFR, and leading terms (105) for
MFF and (106) for γFF survive owing to the Strutinsky
averaging in kFR [see (B.19)] with a Gaussian width Γ˜
corresponding at least to a few major shells ~Ω of the
energy spectrum [2, 4, 69]. The in-compressibilityK and
the surface energy constant bS appear in these equations
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in terms of the same semiclassical and leptodermous pa-
rameter, 1/kFR ∼ a/R ∝ bS/KA1/3 (kF a ∼ kF r0 ∼ 1,
R = r0A
1/3) up to a number constant, through (103) for
the coupling constant κFF, see Appendix B1 and Sec-
tion III. Such general common properties of the ETF
and liquid-droplet models based both on expansion in
small parameter a/R were found, for instance, within
the ES approach [34, 35].
However, the ETF inertia (105) is much larger than
that of irrotational flow, Mirr, in terms of the parameter
kFR ∼ A1/3 >> 1,
MFF
Mirr
=MFFA , (107)
MFF ≈ 0.036, for λ = 2 ,
MFF ≈ 0.043, for λ = 3 . (108)
In these evaluations of the relative inertia for the sym-
metric Fermi-system of A nucleons we used the nuclear
data mentioned above (bV = 16 MeV, K = 220 MeV,
ρ = 0.16 fm−3, bS = 18 MeV). The Fermi energy εF is
determined through the Fermi wave number kF by par-
ticle density of infinite nuclear matter, ρ = 2k3F /3π
2, as
usually in the Thomas-Fermi model [69]. For particle
number A = 100÷200, the inertia valuesMFF are larger
than the irrotational flow one by factor of about 4÷7 for
the quadrupole (L=2) and almost 4÷ 9 for the octupole
(L=3) vibrations, respectively. Note that an inertia en-
hancement with respect to the quantity Mirr was found
in [177] within the stochastic cranking model.
Taking into account the unlocal surface corrections
(B.22) of (93) and (101) of (79) (∝ γ2QQ(0)), which are
both small relatively as 1/kFR ∼ A−1/3, for the iner-
tia MFF, see also (77), up to small negligibly curvature
corrections of (100), one obtains
MFF =
πρm3R2L+6
2~4k3F
κ2FF
κ2QQ
×
(
f
(3)
λ +
ζλ
π kFR
)(
1 +
6[f
(1)
λ ]
2
πkFRf
(0)
λ f
(3)
λ
)
. (109)
Here, κFF and κQQ are the coupling constants (103) and
(104) [(B.7) and (B.9)] completed by small surface and
curvature corrections, respectively; f
(n)
λ are given by (98)
and (99); ζλ = ζ
(1)
λ + ζ
(2)
λ > 0, where ζ
(1)
2 = −3f (2)2 =
−127/84, ζ(2)2 = 1279/576 for λ = 2 , ζ(1)3 = −3f (2)3 =
−199/165, and ζ(2)3 = 67031/42240 at λ = 3, f (2)λ =
(8λ2+32λ+31)/[(λ+2)(2λ+3)(2λ+5)], see Appendix
B, (B.21) and (B.22).
For the stiffness, CFF, at leading order of expansion
in A−1/3 within the ES approximation [34, 35, 160, 171],
as for the coupling constant, κFF, one has the values of
the HDM for the vibration multipolarity λ [6],
CFF ≡ C(S)λ + C(Coul)λ . (110)
The surface component of the HD stiffness,
C
(S)
λ =
bS
4πr20
(λ− 1)(λ+ 2)R2 , (111)
is complemented by the Coulomb term along the β-
stability line [6, 178],
C
(Coul)
λ = −
3 (λ− 1)
2π (2λ+ 1)
Z2e2
R
,
Z =
[
A
2 + 3e2A2/3/10r0J
]
, (112)
where Ze is the charge of nucleus. The square brackets
in (112) mean the integer part of number, and J is the
coefficient of symmetry term in the nuclear binding en-
ergy (Section III). The approximation CFF ≈ CFF(0) up
to small semiclassically curvature corrections, ∼ A−2/3,
see (100), was used here as in (109) [11, 160, 171].
4. Vibration energies and sum rules
The energies of the collective vibration modes are de-
termined by poles of the response function (86) with the
inertia MFF (105), the friction γFF (106), the stiffness
CFF (110), and the coupling constant κQQ (104). These
poles are given by
ω± = ̟
(
±
√
1− η2FF − iηFF
)
, (113)
where
̟ =
√
CFF
MFF
,
ηFF =
γFF
2
√
MFF CFF
. (114)
Subscript “FF” in ηFF will be omitted within this sec-
tion for simplicity. According to (106), (105), (111) and
(112), for the effective damping parameter η, see (114),
one finds η∼< 0.4 and 0.2 for λ = 2 and 3, respectively.
The last estimates were obtained for the same nuclear
parameters shown above at A∼< 200 with accounting for
surface and curvature corrections. As seen from these
estimates, the collective motion under consideration is
underdamped, η < 1, for any realistic particle numbers,
A∼< 200. Note that the residue interaction was zero from
the very beginning in (82) for the Green’s function G,
ǫ0 = +0. The averaging over kFR which guarantees a
convergence of smooth transport coefficients in the semi-
classical expansion over ~ (or 1/kFR in dimensionless
units), leads to a finite friction coefficient, γFF, or an
effective damping constant η, as formally with ǫo 6= 0
in (82). More precisely, it takes place for the formal av-
eraging with Lorentzian weight function, see [85, 167].
However, as shown in this and two next sections, the
influence of the effective damping parameter η on calcu-
lations of the excitation energies, transitions probabili-
ties, and EWSR contributions can be neglected in the
following derivations.
Neglecting now by small η2 term in the real part of
(113) for calculations of the smooth low-lying collective
vibration energy, ~ω = ~Re ω+ ≈ ~̟, from (113), (114),
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(105) and (110), at λ ≥ 2 one approximately obtains
~ωλ =
Dλ
A
,
Dλ = Dλ
(
1 +
C
(Coul)
λ
C
(S)
λ
)1/2
, (115)
Dλ =
75 bSεF
4πbVK
×
√
3εF bS(λ− 1)(λ+ 2)
f
(3)
λ
. (116)
For nuclear parameters mentioned above, the constant
Dλ , independent of the particle number A, is given ap-
proximately by D2 = 100 MeV and D3 = 180 MeV.
With the Coulomb corrections of (115), these constants
become slightly almost linearly decreasing functions of
A within the interval about A = 100 ÷ 200. For this A
interval they are modified approximately to the values
D2 = 90 ÷ 70 MeV, and D3 = 170 ÷ 150 MeV, respec-
tively, see (111) and (112).
We may now evaluate the EWSR S
(1)
λ for contribu-
tion of the first low-lying excitation, see the integral (88)
for l = 1 with the strength function Sλ(ω) (87). Using
now the even parity of its integrand, one can extend the
low integration limit to −∞ and integrate over ω by the
residue method in complex plane of ω. Closing the in-
tegration contour in lower plane of ω we calculate the
contributions of the two poles ω = ω± inside of this
closed contour. Finally, for the EWSR of the low-lying
collective excitation, one finds [see also (88), (104) and
(105)]
S
(1)
λ =
~
2 κ2QQ
2MFF
=
Mirr
MFF
Sλ,cl , (117)
where
Sλ,cl =
~
2 κ2QQ
2Mirr
=
3λ; εF
4π (kFR)2
AR2λ. (118)
This Sλ,cl appears to be exactly the same as the contri-
bution of the low-lying peak in the HDM of the irrota-
tional flow in a classical liquid droplet. It is equivalent
to the EWSR estimation independent of the model, see
(6.179a) in [6]. The ratio of the inertias, Mirr/MFF, in
(117) is given by (105). Note that the last equation in
(117) recalls the EWSR relation (6.183) of [6]. Thus, we
may evaluate the relative contribution of the low-lying
collective state into this total EWSR estimation Sλ,cl,
see (117) with (105) and (107),
S
(1)
λ
Sλ,cl
=
S
(1)
λ
A
,
S
(1)
λ =
2
λf
(3)
λ
(
225 εF bSkF r0
8πbVK
)2
, (119)
with constants S
(1)
2 ≈ 7 and S
(1)
3 ≈ 6 for the same nu-
clear parameters. For A ∼ 100 ÷ 200 one has a small
relatively EWSR contribution of the low-lying collective
excitations in the framework of the ETF model. Accord-
ing to (107), this is obviously because of small values of
the ratio of inertia parameters, Mirr/MFF, for large par-
ticle numbers A. It is in contrast to the HDM where
the first low-lying peak exhausts erroneously 100% of
the EWSR Sλ,cl independent of the model [6]. By this
reason, the ETF approach to the collective nuclear vi-
brations is much improved with respect to the HDM re-
sults: In addition to the low-lying collective states, one
has a possibility for the giant multipole-resonance con-
tributions which mainly exhaust the EWSR.
The small relatively surface and curvature corrections
can be taken into account in the vibration energies (114)
and sum rules (117) through (109) for the inertia and
(89) for the ETF relationship of the parameter kFR to
the particle number A, see Appendices B1 [(B.7) and
(B.9)] and B3. The last kind of the relative surface (∼
A−1/3) and curvature (∼ A−2/3) corrections from (89)
yield the major contribution into the A-systematics of
the vibration energies (115) for large A,
~ωλ =
Dλ
A
(
1− w
(s)
λ
A1/3
+
w
(c)
λ
A2/3
)
, (120)
where Dλ is defined in (115) and (116),
w
(s)
λ =
(
9π
8
)2/3
≈ 2.3 ,
w
(c)
λ = 3
(
8
9π
)2/3
≈ 1.3 . (121)
Similarly, from (117) one obtains the EWSR ratio:
S
(1)
λ
Sλ,cl
=
S
(1)
λ
A
×
(
1− 2w
(s)
λ
A1/3
+
[w
(s)
λ ]
2+2w
(c)
λ
A2/3
)
, (122)
where Sλ is the constant independent of the particle
numbers A in (119). Other surface and curvature compo-
nents do not contribute almost due to their smallness or
mutual compensations. Note that the surface corrections
decrease essentially both vibration energies ~ωλ (120),
and EWSR contributions S
(1)
λ (122) for large sufficiently
values of particle numbers, A = 100 ÷ 200, because of
positive sign of the dominating surface correction con-
stant w
(s)
λ , Eq. (121), that is important especially for
the EWSR.
5. Transport probabilities and direct radiation decay
The radiation decay of the low-lying collective states
can be considered as a direct emission of the gamma-
quantum from nucleus with the semiclassical descrip-
tion of a charged system within our ETF approach. A
similar process for the case of the direct radiation de-
cay of isoscalar giant multipole resonances by using the
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Landau-Vlasov approach with the macroscopic bound-
ary conditions (Appendix A2) within the framework of
the semiclassical description of a nuclear system was
studied in [179]. For the probability of the transitions
per unit of time with the electric radiation of the gamma-
quantum energy εγ at multipolarity λ, one has [178]
W (Eλ, I1 → I2) = 8π(λ+ 1)
λ[(2λ+ 1)!!]2~
×
(εγ
~c
)2λ+1
B(Eλ, I1 → I2) . (123)
Here, I1 and I2 are the spins of the initial and the final
states, B(Eλ, I1 → I2) is the reduced probability,
B(Eλ, I1 → I2)
=
∑
µM2
|〈I2M2|M(Eλ, µ)|I1M1〉|2 , (124)
µ and M2 are the projections of the gamma-quantum
spin λ and the angular momentum of a final nuclear
state I2, respectively, and
M(Eλ, µ) = eZ
A
∫
drρ(r) rλYλµ(θ, ϕ) . (125)
The effective charge factor can be approximately put one
for the isoscalar collective excitations with λ ≥ 2.
The quantum reduced probability B(Eλ, 0→ λ) (124)
can be evaluated through the zero moment S
(0)
λ (88) of
the strength function Sλ(ω) (87). Taking into account
the conservation equations for the energy, εγ = ~ωλ, and
the angular momentum, I2 = λ (I1 = 0) in the direct
nuclear-gamma decay [178, 179] for the zero moment of
(88) by using a handbook one obtains
S
(0)
λ =
~ κ2QQ
2πMFFωλ
√
1− η2
× arccot
[
2η2 − 1
2η
√
1− η2
]
=
~ κ2QQ
2MFF ωλ
[
1− 2η
π
+O (η2)] , (126)
where MFF, κQQ and η = ηFF are given by (109),
(B.9) and (114), respectively, see also (106) and (110),
η < 1/
√
2. As shown in the previous section, the con-
tribution of η terms is really small enough for particle
numbers A∼< 200 and all multipolarities λ ≥ 2 under
consideration such that one may neglect all η correc-
tions in (126). The averaged probability B(Eλ, 0 → λ)
(124) can be then approximated semiclassically within
the ETF model,
B(Eλ, 0→ λ) ≈ Bscl(Eλ, 0→ λ)
=(2λ+ 1)
(
eZ
A
)2
S
(0)
λ ≈(2λ+ 1)
(
eZ
A
)2
× ~ κ
2
QQ
2MFF ωλ
. (127)
The degeneracy factor 2λ + 1 was accounted because
of the additional summation over the projections M2 of
the final angular momentum I2 = λ in (124) with (125),
as compared to the simplest multipole operator for the
isoscalar excitations of A nucleons,
∫
drρ(r) rλYλ0(θ),
considered in the previous sections. The factor (eZ/A)2
must be also taken into account in the last two equa-
tions in (127), see (124), (125), and (6.61), (6.182) of
[6]. The semiclassical energy of the low-lying collec-
tive state, ~ωλ, was derived in Section IVA4, see the
first equation in (114) and its approximations (115) and
(120), as applied for the considered direct radiation de-
cay like in [179]. Other denotations are the same as in
the sum rule (117). Thus, from comparison of the tran-
sition probability (127) and the EWSR (117) modified
with the operator (125), one has the following approxi-
mate relationship between the probability (127) and the
corresponding sum rule [6, 179]:
Sλ,scl ≡ (2λ+ 1)
(
eZ
A
)2
S
(1)
λ
= ~ωλBscl(Eλ, 0→ λ). (128)
According to (128), (117), (107) and (115), the re-
duced probability B(Eλ), for example, for the radiation
process λ→ 0 in units of the s.p. estimation [178] mainly
writes
Bscl(Eλ)
Bs.p.(Eλ)
≈ ~
2λ(3 + λ)2
6mr20 DλMFF
(
Z
A
)2
A1/3 . (129)
As seen from this simple evaluation, the particle depen-
dence of the reduced probability Bscl(Eλ) divided by the
factor (Z/A)2 in the s.p. units is roughly proportional to
a large semiclassically parameter A1/3. In these deriva-
tions we used the approximate relation (112) of the pro-
ton number Z to the total particle number A. Taking
into account also the coefficient in front of the A1/3 de-
pendence (129), one obtains even larger magnitude for
this relative probability, ≈ 80÷130 for the quadrupole
and ≈ 80 ÷ 90 for the octupole low-lying collective
states at large particle numbers, A = 100÷ 200, respec-
tively. With the main surface and curvature corrections
of (122) and (120), owing to the ones of the ETF rela-
tionship (89) between kFR and A, these quantities are
decreased with respect to their local (volume) approxi-
mation, ≈ 50÷ 70 for λ = 2 and ≈ 50÷ 60 for λ = 3.
Thus, in any case the quadrupole and octupole electric
transitions within our semiclassical model are the well
pronounced sufficiently collective excitations.
For the mean semiclassical lifetime with respect to the
direct gamma decay, one has
tλ,scl =W
−1
scl (Eλ, λ→ 0)
∝ ω−(2λ+1)λ B−1scl (Eλ, λ→ 0)
∝ (A/eZ)2A2(2λ+1)/3. (130)
With the semiclassical ETF probability per unit of time
Wscl(Eλ, λ → 0) (123) corresponding to the reduced
probability Bscl(Eλ, λ → 0) (127), one obtains t2,scl ≈
80 ÷ 1100 and t3,scl ≈ (17 ÷ 1100) · 106 ps for the
quadrupole and octupole low-lying collective vibration
states within the same particle number interval. We ac-
counted for the main surface and curvature corrections
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which increase significantly lifetimes tλ,scl (130). In these
evaluations we neglected the corrections owing to the
conversion processes which become important for much
smaller excitation energies.
6. Comparison with experimental data
Figures 15 and 16 show the local Thomas-Fermi ap-
proach to the low-lying collective quadrupole, ~ω2, and
octupole, ~ω3, excitation energies; see (115) with (110)
for the stiffness, CFF, and (105) for the inertia, MFF,
without surface and curvature corrections, as compared
to the experimental data [174] and [175], respectively,
see also [176]. The calculations are performed for the
following nuclear parameters: ρ = 0.16 fm−3 (r0 = 1.14
fm), bV = 16 MeV, bS = 18 MeV, K = 220 MeV,
Jsym = 30MeV (Section III). The almost spherical nuclei
with quadrupole deformations, q2∼< 0.05, are selected
from these experimental data [171, 176, 180, 181]. The
Thomas-Fermi results for smooth vibration energies are
significantly improved with respect to the hydrodynamic
(HD) behavior with the same stiffness CFF (110) but the
irrotational flow inertia, Mirr of (105), especially for the
quadrupole case.
More complete ETF approach (115), (110) and (109)
with accounting for the surface and curvature corrections
of the function, kFR(A), found from (89) and those of
the inertia MFF, (109), (B.7) and (B.9), see Appendices
B1 and B3, are shown as ETF curves in Figs. 15 and 16.
As expected, the comparison with experimental data, ex-
cept for several doubly-closed-shell (magic) nuclei which
appear above the regular A-systematics, is essentially
improved by these corrections, mainly for smaller par-
ticle numbers A. The Coulomb stiffness component be-
comes important for larger A. The reason of better agree-
ment of the ETF approach, as compared to the HD
model, with experimental data for nonmagic nuclei can
be explained by larger ETF inertiasMFF, see (107), than
that of the irrotational flow, Mirr, for heavy nuclei. As
seen from these Figures, the explicit analytical formula
(120) (ETFA, dashed), where the only surface and cur-
vature corrections in the kFR(A) ETF dependence (89)
were taken into account, is a good asymptotics for large
particle numbers, A∼> 40. We should emphasize that
this asymptotics versus the TF and ETF curves shows
importance of namely these corrections, as compared to
all other ones.
Figs. 17 and 18 show the semiclassical reduced proba-
bility,
Bscl(Eλ, 0→ λ) = (2L+ 1)Bscl(Eλ, λ→ 0)
[see (127)], related to the zero moment of the strength
function (73), see also (88) at l = 0, versus experimen-
tal data [174–176] for the quadrupole, 0+ → 2+, and
the octupole, 0+ → 3−, electric collective transitions in
the low-lying energy region for the same nearly spher-
ical nuclei. The logarithmic scale is used in order to
show this comparison in a wide region of particle num-
bers. As seen from these Figures, one has a good agree-
ment between the averaged semiclassical reduced tran-
sition probabilities and the global behavior of experi-
mental data [174, 175] (besides of magic nuclei). The
surface and curvature correction effects measured by dif-
ferences between TF and ETF curves are in fact smaller
than both of them in comparison with the HD values.
Our semiclassical smooth A-systematic results look bet-
ter versus the experimental data than that of the HDM.
The agreement between the full ETF (thin solid) and
the analytical asymptotics ETFA (thick dashed) with
the main surface and curvature corrections coming from
(89) is really perfect for almost all particle numbers, ex-
cept for very small particle numbers, A∼< 40. As shown
in Section IVA5, the comparison in Figs. 17 and 18 is
a basis in experimental and theoretical analysis of the
direct radiation decay of the low-lying collective states.
For instance, the quadrupole lifetime tλ,scl (130) (Fig.
19) associated with the direct processes of the gamma-
quantum emission [178, 179] are reasonable in order of
the magnitude as compared to the experimental data
[174]. As seen from comparison of the frequent dashed
(ETF∗) and solid lines (ETF) in Figs. 17 and 18, one
may really neglect the η corrections of (127) which arise
from the averaging procedure. The dynamic surface ef-
fects improve our semiclassical lifetime tλ,scl (130) to-
wards the experimental data [174, 176].
One of the most important characteristics of the low-
lying collective states is their energy weighted sum rule
contribution (117) into the total value Sλ,cl (118), in-
dependent of the model [6], see Figs. 20 and 21. The
experimental EWSRs were evaluated as the products of
the measured transition probabilities B(Eλ), plotted in
Figs. 17 and 18, and the corresponding vibration energies
~ωλ (Figs. 15 and 16) taken both from [174] and [175]
for the quadrupole (Fig. 17 ) and octupole (Fig. 18) vi-
brations, respectively. According to (107), by the same
reason of enhancement of the inertia MFF with respect
to the irrotational flow Mirr, the relative contribution of
the low-lying collective states into the EWSR within the
Thomas-Fermi approach (117), (105) and more complete
ETF model (117), (109), (B.7) and (B.9), become basi-
cally correct for larger particle numbers A, in contrast
to the HDM. As displaced in Figs. 17 and 18, within
the ETF approximation we obtained much smaller rela-
tively EWSR contributions of these states [(117), (122)
and (121)] into the total EWSR (118) for large particle
numbers, A∼> 70. This is mainly in agreement with ex-
perimental data [174, 175] for the EWSR at such particle
numbers A, especially better with accounting for surface
and curvature corrections. Again, a good EWSR asymp-
totics (122) (ETFA) for large A takes only into account
the surface and curvature corrections of the kFR(A)
function determined by the ETF particle number con-
servation equation (89).
However, Figs. 15-18 show also obvious importance
of other contributions, first of all arising from the shell
effects, pronounced especially for the quadrupole case,
see Figs. 15, 17 and 20. We should not expect that the
smooth ETF model approximates the statistically aver-
aged experimental data [174, 175] (without shell fluctua-
tions) depending on particle number, in the characteris-
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tics of the low-lying collective states. In contrast to the
stiffness which is almost linear in oscillating shell com-
ponents as the free energy, F = F˜+δF , see next section
and [173], the energies ~ωλ (114), probabilities B(Eλ)
(127) and EWSRs (87) are positive and depend on these
components, through the inertia and coupling constants,
in a more complicate (nonlinear) way. They are certainly
beyond the smooth ETF approximation [173]. As ex-
pected, the magic nuclei like 208Pb (the full point much
above others on right of Figs. 15, 17 and near the very
right of minimum of the B(Eλ) in Fig. 17), for exam-
ple, should be excluded from comparison with the ETF
approach for vibration energies, the reduced transition
probabilities and the EWSR contributions. They are
certainly out of the smooth A systematics. The deflec-
tion of the experimental data for B(Eλ) from the aver-
aged semiclassical particle-number dependencies can be
assumed to be referred to those of the matrix elements
in (124) within more exact RPA and POT approaches
taking both into account the shell effects. As noted in
[171, 173], the pairing effects in calculations of the inertia
within the cranking model [4, 182] for even–even nuclei
(all full heavy experimental dots), lead basically to the
A−2/3 behavior for not too both heavy and light nuclei
[180, 181]. Notice, the mean vibration energy, ~ωλ, as
function of its multipolarity λ [(115), (116) and (120)]
differs essentially from that predicted by the hydrody-
namic approach [6], the pairing cranking model [182] and
that found in [171] with the same surface HD stiffness
because of different evaluations of the inertia. As seen
from all Figures 15–21, the ETF approximation account-
ing for the Coulomb, surface and curvature corrections
are largely in good agreement with the experimental data
for almost spherical heavy nuclei, except for enhance-
ment due to the pronounced obviously shell effects in a
few doubly closed shell nuclei.
As conclusions from this section, for low-lying nuclear
collective excitations related to the standard multipole
transitions, within a few lowest orders of the POT in
~ corresponding to the ETF approximation, we derived
smooth inertia for the vibrations near a spherical shape
of the mean edge-like field. The consistent collective
ETF inertia is significantly larger than that of irrota-
tional flow. The smooth low-lying collective vibration
energies in spherical nuclei might roughly satisfy the A−1
particle-number dependence with the relative A−1/3 sur-
face and A−2/3 curvature corrections for heavy enough
nuclei, in contrast to the mainly A−1/2 behavior pre-
dicted by the HDM and A−1/3 dependence obtained in
[171]. We emphasize importance of the surface correc-
tions, coming mainly from the ETF dependence of the
semiclassical parameter kFR on particle number A, in
comparison with experimental data for the quadrupole
and octupole vibration energies, the lifetime of the low-
lying collective states and their EWSR contributions, be-
sides of doubly magic nuclei. The major behavior of the
electric reduced transition probabilities in nonmagic al-
most spherical nuclei are in rather good agreement with
averaged semiclassical estimations. In particular, the
semiclassical lifetimes with respect to the direct radi-
ation decay are reasonable as compared to their experi-
mental data in order of the magnitude. We found sim-
ple analytical asymptotics for the vibration energies, the
reduced probabilities, the corresponding lifetimes, and
EWSRs with explicit analytical A-dependence (ETFA)
for larger particle numbers A in good agreement with
more complete ETF approach. As the ETF inertia MFF
is significantly larger than Mirr for the irrotational flow,
our vibration energies and contributions to the EWSR
are basically in agreement with their experimental data
(besides of magic nuclei) than those found in the HD
approach for large particle numbers. We proved semi-
classically that the reduced transition probabilities in
the Weisskopf units for the low-lying vibration excita-
tions are very large that allows us to refer them to the
collective states. The effect of surface corrections on
the smooth vibration energies, sum rules and lifetimes
of these states within the ETF approach is emphasized
much as compared to the TF approximation leading in
semiclassical expansion over 1/kFR. We point out also
importance of the shell effects in all such characteristics
of low-lying collective states in magic nuclei, especially
for the collective quadrupole-vibration modes which are
certainly out the smooth A-systematics predicted by the
ETF model.
For further perspectives, the Gutzwiller trajectory ex-
pansion (1) with account for symmetries of the Hamil-
tonian [86] can be used in the semiclassical derivations
of the inertia and friction by applying the stationary-
phase method for calculations of the transport coeffi-
cients in order to study their shell corrections related
to the periodic orbits [164]. We may hope to overcome
semiclassically some difficulties with the inertia and the
friction calculations which take into account the dissipa-
tive width of the multipole strength functions.
B. CORRECTIONS TO ETF TRANSPORT
COEFFICIENTS
For calculations of the static nuclear properties of the
total binding and deformation energy, the famous SCM
was successfully applied in many successful works, see for
instance [4, 69]. The nuclear energy was defined [2] as a
sum of the phenomenological macroscopic part given by
the liquid-drop energy and the (semi)microscopic shell
correction. The SCM is based on the concept of exis-
tence of the quasiparticle spectrum near the Fermi sur-
face by the Migdal theory of finite fermion systems with
the strong interaction of particles [1]. Within this con-
cept, the nuclear shell-correction free energy can be con-
sidered perturbatively as a quasiparticle correction to
the total statistically smoothed (macroscopic) free en-
ergy described phenomenologically through the LDM or
the ETF approach [69].
A first attempt to generalize these ideas to the col-
lective dynamics were suggested as the so called liquid-
particle (liquid-gas) model [34] for time evolution of
the one-body density matrix by extracting the quasi-
particle effects of the quantum Fermi gas of almost in-
dependent particles moving in a mean field from the
macroscopic time-dependent liquid-drop state. For sim-
plicity, the latter was assumed to be approximately as
the in-compressible condensed matter. In this model
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of the combined microscopic-macroscopic dynamics, the
macroscopic quantities, determined by means of their av-
eraging over the particle phase space, describe the short-
length correlation (liquid-like) properties, as compared
to the mean radius of a heavy nucleus. Small nuclear
quasiparticle excitations near the Fermi surface [1] are
responsible for the long-length (quasiparticles’ gas) cor-
relations. Thus, they arise as the self-consistent shell
corrections to a phenomenological LDM in line of the
quasiparticle Fermi-liquid theory by Landau [43] and the
self-consistent finite Fermi systems by Migdal [1]. In
the semiclassical approximation to the liquid-gas model
[47], such a splitting into the two components, described
by the suitable liquid and gas properties, is realized
in the nuclear volume. The collective dynamics within
a relatively small nuclear-surface layer is reduced self-
consistently to the macroscopic boundary conditions for
the Landau-Vlasov equation of the quasiparticle motion
inside the nucleus (Section III and Appendix A2).
For the description of the low-lying nuclear-energy col-
lective excitations [1, 6, 11, 20, 163], more simple pro-
posals were suggested in [164, 171, 172] by employing the
response theory (Section IVA). The collective variables
were introduced there explicitly as deformation param-
eters of a mean s.p. field. The nuclear excitations were
parametrized in terms of the transport coefficients, such
as the stiffness, the inertia, and the friction parameters
defined through the adequate collective-response func-
tions. In analogy with the SCM, the response function
was split into the smooth macroscopic and the fluctuat-
ing shell (quasiparticle) components. Its fluctuating part
was calculated semiclassically within the POT (Section
III and [69, 85, 86, 97, 101]), which is a powerful analyt-
ical tool for study of the shell effects in the level density
and the energy shell correction.
The main scope of this Section is a suggestion of a
simple version of the SCM splitting with applying it im-
mediately to the transport coefficients for slow collective
motion, as the sum of their macroscopic (statistically
averaged) ETF part and shell corrections. As shown in
[160, 171] (Section IVA), the averaged transport coeffi-
cients can be simplified analytically with the help of the
POT at leading orders in ~ in the nearly local approxi-
mation corresponding to the ETF approach. Following
the response function theory of the transport coefficients
(Section IVA with replacing Qˆ = Fˆ , see also [11]) we
are going now to formulate the modified SCM for cal-
culations of transport coefficients, such as the nuclear
inertia and friction in a slow collective dynamics. Sec-
tion IVB1 shows the well-known SCM as applied for the
semiclassical POT free energy and stiffness taking the
example of small multipole vibrations near the spherical
surface of a sharp-edged potential. In Section IVB2, we
suggest to extend the SCM to the calculations of trans-
port coefficients for a slow collective motion by making
use of the consistent ETF approximation [160, 171] for
the macroscopic part of the combined SCM dynamics.
For calculations of their shell corrections, the infinitely
deep spherical square-well potential is used as a mean
equilibrium field. Our SCM results for the temperature
dependence of the transport coefficients as well as the
quadrupole vibration energies, the reduced and effective
friction parameters are compared in Section IVB3 with
their contrpartners of the quantum independent-particle
cranking model [11, 36] and experimental data discussed
in [171, 183–185]. The smooth trajectory corrections to
the ETF components of the transport coefficients, in ad-
dition to the shell effects, are derived in Section IVB4.
The conclusion remarks are given at the end of this Sec-
tion.
1. Shell corrections to the free
energy and stiffness
For calculations of the quasi-static quantities as the
free energy F and the stiffness C, the SCM [2, 4, 69]
was successfully applied in many works, see for instance
[11, 69]. The basic point of these calculations is the
Strutinsky renormalization for heated Fermi systems,
which is similar to that for the SCM binding and de-
formation energies of nuclei,
F = FLD + δF ,
δF = FIP(T,A)− F˜IP(T,A)
≡ δΩ(T, λ) = ΩIP(T, λ)− Ω˜IP(T, λ), (131)
where FLD, T , A, and λ are the LDM free energy, tem-
perature, particle number and the chemical potential, re-
spectively. For the free energy FIP(T,A), and the grand
canonical thermodynamical potential ΩIP(T, λ) of the
quantum independent particle (IP) model (IPM), one
has
FIP(T,A) ≡ ΩIP(T, λ) + λA,
ΩIP(T, λ) = −2T
∑
i
ln
(
1 + e(λ−εi)/T
)
,
A = 2
∑
i
ni = 2
∑
i
n˜i , (132)
where εi is the energy spectrum in a given potential well.
(The factor 2 accounts for the spin degeneracy of the
symmetrical system of nucleons.) Their SCM averaged
quantities F˜IP(T,A), Ω˜IP(T, λ) and smooth occupation
numbers of quantum i states n˜i are determined with the
help of the Strutinsky local-energy averaging procedure
(Appendix B3), see the analytical expressions for n˜i at
a given temperature T for the infinitely deep spherical
square-well (spherical box) potential in [171, 173]. They
are valid under the conditions T/εFA
1/3 << ∆ <<
kFR ≈ 2A1/3, where ∆ is the width of Gaussian weight
function, f
(2M)
av [(kFR− k′FR) /∆], with the correction
polynomials of the order of 2M for the averaging over a
suitable current variable, k′FR, for a billiard (cavity po-
tential) system. (The tilde means traditionally the SCM
averaging [2, 4]). The shell structure components of the
SCM, δF and δΩ, are determined in (131) in terms of
quantities of the IPM. The stiffness C can be then cal-
culated by
C =
(
∂2F
∂q2
)
q=0
= CLD + δC,
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δC = CIP(0)− C˜IP(0),
CLD =
bS
4πr20
(λ− 1)(λ+ 2)R2, (133)
where CLD is the stiffness of the LDM (λ ≥ 2) [6]. The
surface energy constant bS is derived in Section III with
the help of Appendix A3 (bS ≈ 18 MeV in this section),
see also the usual definition for r0 through the particle
density ρ of infinite nuclear matter in Section III, ρ =
k3F /3π
2 in this Section. The IPM stiffness,
CIP(0) = (∂
2FIP/∂q2)q=0 , (134)
can be also decomposed in terms of the two components
C˜IP(0) and δC in line of that for the SCM free energy
F (131), i.e. , through the average F˜ (in kFR), and
the oscillating shell component, δF , respectively. The
averaged quantum stiffness C˜IP(0) (133) can be found
with the averaging parameters, ∆ = 1.5 andM = 3, for
which we found a good plateau condition at tempera-
tures T ≈ 1÷4 MeV. Notice that the smooth stiffness of
the perfect Fermi gas, C˜IP(0), differs essentially from the
liquid-drop quantity, CLD, which takes phenomenologi-
cally into account a strong interaction of the nucleons,
in contrast to C˜IP(0). The total stiffnesses C and CIP(0)
(133) as F and FIP in (131) describe different (liquid and
gas) physical systems through the corresponding SCM
and IPM. Note also that in the IPM calculation of δC
(133) we shall neglect approximately the curvature of the
s.p. levels with respect to the dominating contributions
of squares of their slopes [186].
Fig. 22 shows good agreement of the IPM shell cor-
rections δF (131) to the free energy F (see bottom) and
δC (133) to the stiffness C (top) for the spherical box
potential (at equilibrium) with the corresponding semi-
classical POT results, δFscl and δCscl, as functions of
kFR at a small temperature T = 1 MeV as example
[171, 172]. The calculations were performed for the av-
eraging parameters ∆ = 1.5 and M = 3, and the arrow
shows a magic value kFR = 13.36 for this billiard poten-
tial [ρ = 0.16 fm−3 (r0 = 1.14 fm), bS = 18 MeV]. For
such a potential, one obtains
δFscl =
∑
PO
δFPO (λ, q) ,
δCscl =
(
∂2δFscl
∂q2
)
Q=0
= − 5
84π
∑
PO
(kFLPO)2δFPO (λ, 0) , (135)
where
δFPO (λ, q) =
(
2εF
kFLPO
)2
× Φ
(
πkFLPOT
2εF
)
δg
(PO)
scl (λ, q),
Φ(z) = z/sinh(z) , (136)
where LPO(q) is the PO length, kF = pF /~ the wave
number at the Fermi energy εF . Here, the sums are
taken over POs in the spherical cavity, and δg
(PO)
scl (ε, q)
is the PO-component of the oscillating part of the POT
level density (11),
δgscl(ε, q) =
∑
PO δg
(PO)
scl (ε, q) ,
δg
(PO)
scl (ε, q)=BPO cos [SPO(ε, q)/~− πµPO/2] ,(137)
with the explicitly written deformation argument q and
the amplitude BPO from Section II, see [85, 86, 97, 101].
SPO(ε, q) and µPO are the classical action and the
Maslov phase for the PO, respectively,
SPO (λ, q) = pFLPO(q),
pF =
√
2mλ ≈√2mεF . (138)
In order to obtain the stiffness shell correction δCscl in
(135) we used the POT sum for δFscl (135) over POs in
the slightly deformed spheroidal-box potential which is a
good approximation for the quadrupole shapes at small
static deformations q. As shown in [164], the q deriva-
tives of the strong oscillating cosine in the level density
component of (136), δg
(PO)
scl (λ, q), yield the semiclassi-
cally leading (in order of ~) contribution of the main
POs (triangles, quadrangles and so on) in the merid-
ian plane of the spheroidal cavity at these deformations
[89, 97, 101]. All quantities in (135), (136) shown in
Fig. 22, are taken finally at the spherical equilibrium,
q = 0. Fig. 22 shows the strong major-shell oscillations
of δF and δC as functions of kFR in the s.p. spectrum.
The convergence of the POT sum for the stiffness, δCscl,
is more slow than that for the free energy, δFscl, shell
corrections because of the additional factor of (kFLPO)2
in δCscl, see (135). The exponential convergence of the
both PO sums in (136) is provided by the temperature-
dependent factor, Φ(πkFLPOT/2εF ), written explicitly
in (136) for δFPO. The shell corrections to the free en-
ergy δFPO (135) decrease exponentially due to this fac-
tor with growing both temperature T and semiclassical
parameter, kFLPO ∝ kFR ≫ 1. Therefore, for large
temperature and particle numbers, kFR ∼ 2A1/3, the
shortest POs give the major contribution into the POT
sums (135) for δFscl and δCscl, and, as seen from Fig. 22,
approximately one finds δC ∝ −δF , as seen from Fig.
22. The critical temperature, Tcr, for disappearance of
the shell effects in the free energy F (131) and the stiff-
ness C (133) can be related to the distance between the
major shells ~Ω through the period tPO of the shortest
POs, tPO = mLPO/pF , see (135), (136) and [86],
Tcr ≈ ~Ω/π, ~Ω ≈ 2π~/〈τPO〉
=
4πεF
kF 〈LPO〉
≈ εF
A1/3
, (139)
where 〈tPO〉 and 〈LPO〉 are the mean period and length
of the main short orbits, respectively.
2. The inertia and friction
For the example of the infinitely deep spherical square-
well potential, V (q), the s.p. operator, Fˆ , in (81) is given
analytically by (74),
Fˆ(r) = −V0R δ(r −R)Yλ0(rˆ), (140)
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with the boundary condition:
2m
~2
V0G→
(
∂2G
∂r1∂r2
)
rj=R
, j = 1, 2 . (141)
Here V0 is the depth of the potential well, and V0 → ∞
at its edge. With the spectral representation of (81)
for the Green’s function, G(r1, r2; ε), in the mean-field
limit ǫ0 → +0, the equation (79) for the inertia M(0)
is equivalent to the well-known cranking model inertia
(85), which we use now with the replacement Qˆ = Fˆ.
In close analogy with the nuclear SCM relationships
(131) and (133) for the free energy F and stiffness C,
one can obtain the renormalized SCM inertia,
M =METF + δM,
δM =MIP(0)− M˜IP(0)
= 2~2
∑
ij
′ δni − δnj
(εj − εi)3
∣∣∣< i|Fˆ |j >∣∣∣2 , (142)
where δni = ni − n˜i, see [34] for the inertia shell correc-
tion δM , MIP(0) is given by (85). For the smooth part
of inertiaMETF in (142), one may apply the macroscopic
approach (102) [171]
METF = (1 + CLD/χETF(0))
2
×
(
METF(0) +M
(1)
corr
)
≈METF(0) +M (1)corr ,
M
(1)
corr = γTF(0)
2/χETF(0) ≈ −γ2wf/κETF . (143)
Here, CLD is the LDM stiffness given in (133), γETF(0)
and METF(0), (79), are the auxiliary “intrinsic” friction
and inertia parameters in the ETF approximation [171]
(Appendices B1, and B3). We assume here that the shell
fluctuations of the inertia M are dominating from the
occupation number variations δni as compared to the
squares of matrix elements in the cranking formula (85).
For the ETF isolated susceptibility χETF(0) in (143), one
finds [171]
χETF(0) = −κETF − CLD
= κETF
[
1 +O (A−2/3)] , (144)
where κETF is the ETF coupling constant,
κETF = −8bVKR4/225π bS r40 , (145)
with bV being the binding energy per nucleon, bS the
surface energy constant, and K the in-compressibility
modulus of infinite symmetric nuclear matter (see Sec-
tion III). Finally, with (145) one obtains
γETF ≈ γETF(0)
= γwf
(
1 + γ
(1)
corr
) (
1 + π
2 T¯ 2
3
)
, (146)
with
γwf =
~(kFR)
4
4π2
, γ(1)corr = −
1
42
, (147)
M (1)corr =
225mR2 (kF r0)
4 bS εF (kFR)
2
(64π3 bVK)
, (148)
and
METF(0) =
mR2
8π
[
16(kFR)
3
385π
(
1 + π
2 T¯ 2
8
)
− (kFR)2
+
87368 kFR
9009π
(
1− π2 T¯ 224
)]
, T = TεF
. (149)
Notice that the nuclear dynamical ES approximation
(Section III) used in the derivation of κETF in [171] re-
lates the statistical ETF approach to the LDM. They
are described both in terms of the local quantities, such
as the particle, current and energy densities, the vol-
ume (in-compressibility modulus K), and surface capil-
lary pressures (surface energy constant bS), in contrast
to the IPM. As shown in Section III, the ES is defined as
the positions of maxima of the particle density gradient
[34, 35]. The ES approximation is based on the lepto-
dermous expansion in small parameter, a/R ∼ A−1/3,
where a is the diffuseness of the nuclear edge and R
the curvature radius of the ES. In particular, the par-
ticle density inside the nucleus is almost constant (with
small A−1/3 surface corrections) for large particle num-
bers. Therefore, as shown in [171], one can neglect a
small ratio, CLD/κLD ∼ A−2/3, in (144) and (143). The
small nonlocal friction correction γ˜cor (147) was omit-
ted in (143), too. The “intrinsic” inertia METF(0) (149)
in the limit kFR → ∞ is the sum of the “volume”,
∝ (kFR)3, the “surface”, ∝ (kFR)2, and the “curva-
ture”, ∝ kFR, terms. It is similar to the ETF expansion
(89) in 1/kFR for the relationship of kFR to the particle
number A. However, it is modified now by a temperature
dependence through the Fermi distribution (occupation
number) n(ε) as
A = 2
∫ ∞
0
dε n(ε) gETF(ε)
= 2
[
2(kFR)
3
9π
(
1 +
π2T¯ 2
8
)
− (kFR)
2
4
+
2kFR
3π
(
1− π
2T
2
24
)]
, (150)
with the ETF level density gETF(ε) [69, 85]. The fac-
tor of 2 accounts for the spin degeneracy and the weak
T¯ 2 temperature dependence was found by the Sommer-
feld expansion as in the derivation of (147) and (149)
[171]. Therefore, we may call (149) for the inertia, and
similarly, (147) for the friction, as the ETF approxima-
tion for a heated Fermi system [69]. It should be noted
that from (150) one finds kFR as function of the par-
ticle number A and temperature parameter T . This
temperature-dependent function can be substituted into
(147) and (149) to obtain the A dependence of γTF(0)
andMTF(0). The other temperature corrections propor-
tional to T
2
are written explicitly in these equations.
In order to compute the inertia shell corrections δM by
(142) we note that the averaged IPM “intrinsic” inertia
M˜IP(0) (AIM) as function of kFR [or particle numbers A,
according to (150)] is assumed to be dependent on kFR
through the occupation numbers ni in (85). Therefore,
as mentioned above, one may apply the same averaging
procedure [2, 4, 69] to the occupation numbers ni in (85).
The averaging parameters around ∆ = 4 andM = 3 can
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be found from study of the plateau condition (Appendix
B3).
We point out that the ETF inertia, METF, cannot be
considered as the approximation to the smooth M˜IP(0)
of the IMP because they describe physically different
systems through the corresponding models, like in com-
parison between the LDM stiffness CLD (or free energy
FLD) and the C˜IP(0) (or F˜IP) of the IPM, respectively.
Indeed, there is the dependence ofMETF (143) on the en-
ergy surface, bS, and the in-compressibility modulus, K,
constants describing the dense Fermi-liquid drop through
METF ∝ bS/K, in contrast to the perfect Fermi gas
bounded by the sharp-edge potential cavity. Moreover,
the inertiaM
(1)
corr (148) depends on both the ETF friction
γETF(0) (146), γETF(0) ≈ γwf , and the LDM suscepti-
bility χETF(0) (144).
Concerning the friction, a renormalization procedure,
similar to (142), for the inertia is assumed to be applied
too,
γ = γETF + δγ ,
γETF = (1 + CLD/χETF(0))
2 γETF(0) ,
δγ = γIP(0)− γ˜IP(0) , (151)
where γETF(0) is defined by (147), and one has γ = γETF
because γIP(0) = γ˜IP(0) = 0, according to (83) with
the help of the equation (82) at ǫ0 = +0. However,
we emphasize, in particular for understanding the mean-
ing of the undamped inertia componentMETF (143) that
there is a dramatic discrepancy between the finite fric-
tion γETF (151) in the statistical ETF model and zero
IPM friction values in the perfect Fermi-gas cranking
model. The reason is the same essential difference in
physical properties of these two compared models, as
mentioned above in relation to the smooth free energy,
stiffness and inertia. The friction γETF (151) is equal
approximately to the wall formula γwf up to both small
CLD/χETF(0) and small T
2
corrections, γETF ≈ γwf , see
(147). Therefore, as usual, it is called as the one-body
friction, in contrast to the friction of another nature re-
lated, for instance, to the two-body collisional viscosity
from a realistic residue interaction between particles. In
the ETF model within the phase-space representation,
one assumes the undamped one-body motion inside the
nucleus as well as an existence of the nuclear ES formed
by a many-body strong interaction of particles as in the
LDM [34, 35]. In this sense, if we take also into account
the dynamical ES, the wall friction γwf is not really of
the only one-body nature: The origin of the friction γwf
is the collisions of the internal independent particles with
the ES considered as an external wall of the gas container
with respect to those in the nuclear volume (the macro-
scopic “piston” model [165]). The lost of the energy of
particles inside of the system in such a model, −γwf q˙2,
is due the work of the external force coming from the ES
(“piston”). As well-known, there is no such a friction
in the completely self-consistent problems where a split-
ting into the “volume” and “surface” motion is absence
at all. The ES can be also included self-consistently into
the system, for instance, through the boundary condi-
tions derived for the kinetic Landau-Vlasov equation of
motion inside the nucleus in the FLDM (Section III, Ap-
pendix A2 and [34, 40, 41, 47]). Thus, the friction co-
efficient, γwf , is not really the nuclear dissipation of the
only one-body nature in such a self-consistent picture.
In particular, we may describe the undamped (nondis-
sipative) motion by using the ETF inertia METF [see
(143) and (149)] depending on γwf because of applying
the consistency condition [11, 170].
Following the basic ideas of the SCM for dense Fermi
systems [1, 34] in our renormalization procedure we
suggest to replace correspondingly the averaged IPM
free energy F˜IP, stiffness C˜IP(0) and inertia M˜IP(0) of
the IPM, see (131), (133) and (142), by more relevant
phenomenological macroscopic quantities FLD, CLD and
METF. A similar replacement of the averaged suscepti-
bility χ˜IP(0) for the perfect Fermi gas, which is divergent
for a box potential [according to (81] by the finite ETF
(liquid-drop) isolated susceptibility χETF(0) (144) can be
used within the SCM, too. Their significant difference,
can be immediately understood from (144) by looking at
the formal zero limit of the LDM surface energy coeffi-
cient bS proportional to the diffuseness parameter a in
the ES approximation [34, 35], see also (B4) and (B5) of
[171]. These comments might be also helpful in order to
clarify the meaning of the inertia METF given by (143).
Such a theoretical scheme for the stiffness, the inertia
and the friction looks logically more closed and conse-
quent for the dense Fermi systems with the strong inter-
acting particles within the Migdal theory [1] because the
quasiparticle states near the Fermi surface are mainly in-
volved in the calculations based on the one-body Green’s
function representation of (81) by meaning of the renor-
malization procedure [34]. Other contributions of the
s.p. states far from the Fermi surface on distance larger
a few major shells in this dynamical version of the SCM
[2, 4] are replaced by another, macroscopic (almost lo-
cal) components of a many-body nature [1, 20, 34].
The macroscopic terms are available at the present mo-
ment with using the nuclear phenomenological properties
known from the experiment, such as the particle density
of infinite nuclear matter, surface tension, separation en-
ergy per one nucleon, in-compressibility modulus and so
on, similarly to the consistent ETF approximation (143)
(Section III). Note also that other versions of the phe-
nomenological macroscopic components of the friction
and inertia can be also considered for the specific dy-
namical problems. However, as well known [6, 11, 42],
the simultaneous use of the irrotational flow inertia and
standard hydrodynamical friction disagrees with experi-
mental data on the nuclear collective-excitation energies
and fission in many aspects, and the consistent ETF ap-
proach might be preferable for the macroscopic parts of
the SCM.
3. Numerical results
We compare now the renormalized SCM (SC) iner-
tiaM (142) and its semiclassical ETF componentMETF
(143) with the corresponding quantum IPM (IP) result
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(77), (85) as functions of kFR in Fig. 23. For conve-
nience, this comparison is performed in the irrotational
flow units, Mirr, with accounting for the ETF relation-
ship (150) between the particle number A and kFR. In
our SCM approach for calculations of the IP and the SC
we use the infinitely deep spherical square-well potential
for the equilibrium mean field. In these calculations, the
averaging parameter ∆ = 4 for good plateau condition
is larger than that found in calculations of Fig. 22 with
the same polynomial correction orderM = 3. Note that
for the perfect quantum Fermi gas in this potential one
has MIP = MIP(0) (77) because the isolated suscepti-
bility χIP(0) is infinity as mentioned above. In Fig. 23,
the pronounced shell effects measured by the deviation
of the SC (142) from the ETF (143) are seen well at
zero temperature T for all kFR. The shell oscillation
amplitude of the inertia M (142) (SC) decreases signif-
icantly with increasing temperature T and practically
disappears at T = 3÷ 4 MeV. As seen from Fig. 23, for
large kFR and temperatures T , one finds rather close
ETF values METF (dashed) of the SC inertia (142), as
compared to that of the IPMMIP(0) (solid) (85), and its
average (AIP) M˜IP(0) (dash-dotted). Notice, the total
SC inertia (dots) (142) approximately coincides with the
IP results near kFR ≈ 12 ÷ 14. However, the kFR (or
particle number A1/3) dependence of our smooth local
TF inertia approach, MTF ∝ (kFR)4 (in fact, even a
little stronger), differs essentially from behavior of both
the irrotational flow inertia,Mirr ∝ (kFR)5, and the AIP
one, as should be expected, see Section IVB3.
Fig. 24 displays the collective ETF friction γETF
(151), SCM inertia M (142) (SC) [with ETF inertia
METF (143), and the POT free-energy shell corrections
δFscl (135) versus the corresponding independent parti-
cle model (IP) results [see, e.g. , (85) forMIP =MFF(0)
and (131) for δFIP as functions of temperature T at
kFR = 13.36, respectively. As shown in Fig. 22 by the
arrow, this number of kFR corresponds to a minimum of
the free-energy shell correction δF(kFR) (131) and (135)
at T = 0. It is an example of the completely closed shells
related to a large magic-particle number A = 254 in the
considered spherical-box equilibrium potential through
(89) for the relationship A to kFR at zero temperature.
Within the temperature interval restricted by the small
parameter (T/εF )
2 of a Sommerfeld expansion, one may
neglect a change of kFR with temperatures, T ≪ εF , for
a given particle number A.
The ETF friction γETF (thin frequent dashed), see
(151), is shown at the top of Fig. 24. It is a slightly
increasing function of temperature T due to the correc-
tions proportional to T 2. It is typical for the Fermi liq-
uid system in the regime of rare (zero-sound) collisions
of the quasiparticles, and therefore, significantly differs
from the well-known (decreasing) hydrodynamic behav-
ior, ∝ 1/T 2, from the two-quasiparticle collisional vis-
cosity [11, 40, 42]. The ETF0 approximation (thick rare
dash-dotted) for the “intrinsic” friction γETF(0) (147) is
rather close to the temperature-dependent wall formula
WF (thick solid) of the perfect local approximation [TF
without ~ ETF corrections, see (146) without the γ
(1)
corr
correction] [36, 166]. The latter is approximately equal,
up to small T 2 corrections, to the constant γwf in (147).
A small difference between the full ETF approach for
the friction coefficient γETF (151), and the “intrinsic”
ETF0 approximation γETF(0) (147) [or the wall formula
γwf in (147), γETF(0) ≈ γwf ], is due to a small collective
consistent correction, ∼ 2CLD/κETF, for large particle
numbers as mentioned above [171].
In the bottom of Fig. 24, one finds a perfect agreement
between the IP (131) and the POT (135) temperature
dependencies of the free-energy shell correction δF , as
in Fig. 22 for its kFR dependence. A similar sharp de-
crease of the both quantum shell corrections in the free
energy (131) and the inertia (142) at about the same
critical temperature Tcr (139) are seen from comparison
of the bottom and middle panels of this Figure. The
reason is that the corresponding PO-components of the
POT sums for δM (see [164, 171]) and δF (135) de-
crease exponentially with increasing both the tempera-
ture T and semiclassical parameter kFLPO due to the
same temperature-dependent factor, Φ(πkFLPOT/2εF ),
written explicitly in (136) for δFPO.
The middle panel of Fig. 24 shows transparently that
the SC inertia (dots) rapidly converges to the ETF
asymptotics for temperatures T ∼> Tcr = 2÷3 MeV. The
ETF and SC inertias [through its ETF part, see (142)
and (143)] depend on the in-compressibility modulus K.
For its conventional nuclear value, K = 220 MeV, we
obtain rather a good agreement of the ETF approx-
imation versus IP (also its average AIP, thin frequent
dash-dotted) and SC for particle numbers A ∼ 200÷300
and temperatures T ∼> Tcr, see the middle of Figs. 23
and 24 nearby kFR ∼ 12 ÷ 14 at T = 2 and 4 MeV.
This agreement becomes the better the larger tempera-
ture T , as shown in Fig. 24 for example at kFR = 13.36.
The magnitudes of IP ( and average AIP), SC and its
ETF asymptotic inertias for high enough temperatures,
T ∼> Tcr, are a factor of about 3 larger than the irrota-
tional flow value Mirr.
As seen from the difference between the SC and the
ETF inertia in the middle of Fig. 24, the shell effects are
rather strong for temperatures smaller than Tcr. In the
zero temperature limit one finds a minimum of about
2Mirr in the IP and SC inertias M . Such a decrease
might be related to the magic particle number (A =
254) with closed shells. We emphasize importance of the
term M
(1)
corr (143) in our collective inertia calculations
with accounting for the consistency relation [11, 170].
Fig. 25 displays the temperature dependencies of
the quadrupole collective-excitation energies, ~
√
C/M ,
reduced friction, γ/M , and effective friction, η =
γ/2
√
CM (all in the F mode), for the SC model versus
their consistent ETF approximation [171] and IP results
at ǫ0 → +0, except for obvious IP zeros of the quanti-
ties proportional to γ. All the quantities in Fig. 25 are
rather slow functions of temperature T at large enough
values, T ∼> Tcr, see (139). As expected, the temperature
for disappearance of the shell effects in all these quan-
tities is near the critical Tcr (139) as in Fig. 24 for the
inertia, δM , and the free energy, δF , as well as for the
stiffness, δC, shell corrections (Fig. 22). For high tem-
peratures, T ∼> Tcr, the SC practically coincides with its
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almost constant TF asymptotics. The significant shell ef-
fects are naturally manifested at temperatures T smaller
than Tcr.
As shown in the top panel of Fig. 25, the IP (thin
solid) and SC (dots) quadrupole-vibration energy pa-
rameter, ~
√
C/M , is approximated well by the ETF
curve (thin frequent dashed) at temperatures T ∼> Tcr,
where the shell effects are exponentially small. Such a
parameter at finite temperature might be used in anal-
ysis of the fission experimental data [183–185]. Again, a
good agreement between IP and SC energies, ~
√
C/M ,
can be found for all temperatures. It is similar to the
results obtained for the inertia (Fig. 23) because of the
same renormalized stiffness C used in both IP and SC
calculations, and the only inertia M is critical in this
comparison. The significant shell enhancement in the
collective vibration energies, ~
√
C/M , at smaller tem-
peratures improves comparison with the experimental
results for the quadrupole collective states in magic cold
nuclei [171]. In the small temperature limit, these ener-
gies are strengthed because of the minimum of the iner-
tia, δM , and the maximum of the stiffness, δC, associ-
ated both with the minimum of the free energy, δF , shell
correction for a magic particle number. A small decrease
of the vibration energy maximum at low temperatures is
related mainly to a negative Coulomb stiffness correction
CcoulLD given explicitly in [171] [see the IP1 (thick solid)
for its IP result, and the SC1 (full heavy rare squares) for
the corresponding SC renormalization with the smooth
ETF1 high-temperature asymptotics (thick rare dashed)
in this part of Fig. 25, see also [6, 178]. The other sur-
face (A−1/3) corrections (included also in IP1, SC1 and
ETF1) are much smaller because of a large particle num-
ber A. It should be noted, however, that the comparison
of our SC results with the experimental data for magic
nuclei, discussed in [171] for instance for Pb208, requires
certainly more realistic calculations [6, 11, 20, 163]. On
a qualitative level, we may only point out here that our
SC results become more close to the experimental data
for magic nuclei mainly because of accounting for the
shell effects.
As seen in the middle panel of Fig. 25 for higher
temperatures, the ETF reduced friction, γ/M ≈
γETF/METF, [(143) and (151)] is of order of the esti-
mation [171], which is basically comparable within the
same order as its evaluation from the experimental fis-
sion data in [184] for the nearly spherical shapes of com-
pound nuclei. More exact SC values are notably en-
hanced at smaller temperatures because of the shell ef-
fects. Note that the maximum of γ/M at zero tempera-
ture can be explained by minima of the both free energy
F and inertia M (Fig. 24) because there is no friction
shell corrections at ǫ0 = +0, according to (151). In this
comparison we should take into account that the ETF
approach is expected to be a good approximation for sig-
nificantly heated systems for which one may disregard
shell effects. We neglected also the nuclear equilibrium
deformations which influence essentially on the reduced
friction for fission processes [170, 183–185]. We should
expect also the importance of residue interactions as the
two-body viscosity in this comparison.
Rather a strong overdamped motion, η > 1, at tem-
peratures T ∼> Tcr, where the ETF practically coincides
with the SC approximation, is shown in the bottom panel
of Fig. 25. As seen from comparison of the ETF versus
the SC, the effective friction η is decreasing monotoni-
cally to about one with decrease of temperature because
of the shell effects. These calculations are also roughly in
agreement with evaluations of the effective damping co-
efficient, η, found from the experimental data on fission
[184].
Thus, our results for the collective vibration energies
at zero temperature, as well as the reduced, and the
effective-friction coefficients for larger temperatures are
qualitatively in reasonable agreement with the experi-
mental data [171, 183–185]. We suggested in this Section
the modified SCM for calculations of the nuclear trans-
port coefficients for a slow collective motion. The con-
sistent ETF approach can be used for the smooth parts
of transport coefficients in this SCM modified with the
collective dynamics. We pointed out the importance of
the renormalization (SCM) procedure for inertia as for
the shell correction calculations of the nuclear free en-
ergy and stiffness. The shell structure components δM
for the inertia and δC for the stiffness are significant at
small temperatures. According to the POT, they disap-
pear approximately with increasing temperature by an
exponential law at about the same critical temperatures
2 ÷ 3 MeV as well as the free-energy shell corrections
δF . After the SCM renormalization of the quantum
transport coefficients we obtained somewhat improved
results toward experimental data for the quadrupole vi-
bration excitation energy at small temperatures, and for
the reduced friction and effective damping parameters at
large temperatures; as compared to the hydrodynamical
model. The quantum and semiclassical SCM calcula-
tions of the transport coefficients might be helpful for
understanding and overcoming some difficulties within
the linear response theory at the finite two-body dissi-
pation related to a residue interaction.
4. Smooth trajectory corrections
In this Section, we shall deal with nonlinear effects in
the transport coefficients because of their quadratic ex-
pression (83) and (84) through the Green’s function (1).
Therefore, the smooth semiclassical nonlocal corrections
to the transport parameters [(93) and (94)] because of
the classical trajectories with finite actions might yield
the significant contributions, in addition to the wall for-
mula and ETF inertia.
The famous wall formula (WF) describing the local
one-body friction, suggested originally by Swiatecki and
his collaborators [165], was re-derived in many works
based on the semiclassical and quantum arguments (see
[160, 167, 171], for instance). Important non-adiabatic
nonlinear corrections were used in the microscopic col-
lective classical and quantum dynamics [187], in particu-
lar for calculations of the excitation energy and its time
derivatives [161, 187, 188]. Then, the peculiarities of the
excitation energies for many periods of oscillations of the
classical dynamics were discussed [161, 188] for several
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multipole surface shapes (the order of Legendre polyno-
mials). However, some problems in the analytical study
of a multipolarity dependence of the smooth one-body
friction and inertia should be still clarified within the
EGA of the POT (Section II).
For slow (small-amplitude) vibrations around the
spherical equilibrium shape of a nucleus described ex-
plicitly through the mean field in terms, e.g., of the cav-
ity with sharp edges, one can use (81) of the linear re-
sponse theory [11] to relate the transport coefficients (79)
through the “intrinsic” (friction γ(0), and inertia M(0))
ones to the one-body Green’s function G(r1, r2; ε) [164].
This relationship is especially useful for the semiclassi-
cal derivations of transport coefficients. We shall not
show sometimes, within this Section, the argument “0”
of these transport coefficients for simplicity of notations
writing comments if necessary to avoid misunderstand-
ing. The tilde above statistically averaged quantities will
be disregarded too within this Section because only such
smooth ones will be considered up to the end of this
Section IVB4. Using also the spherical symmetry of the
equilibrium shape and its expansion in Legendre poly-
nomials Pn, one has [167]:
γ =
∫ π
0
dψ sinψ Pn (cosψ) Υ (ψ) ,
M =
∫ π
0
dψ sinψ Pn (cosψ) B (ψ) , (152)
where ψ = θ2 − θ1 is the polar angle between the two
vectors r1 and r2. These vectors are arguments of the
Green’s function G(r1, r2; ε) at the equilibrium surface
in a major plane crossing any symmetry z axis because
of the spherical symmetry (Fig. 26). The kernels, Υ(ψ)
and B(ψ), for the integrals over ψ are given by [(83) and
(84)]
Υ (ψ) =
ds~
5R60
2m2
(
∂2ImG
∂r1∂r2
)2
r=R0,ε=εF
,
B (ψ) =
ds~
6R60
2m2
×
∫ εF
0
dε
(
∂2ImG
∂r1∂r2
∂2
∂ε2
∂2ReG
∂r1∂r2
)
r=R0
. (153)
For billiards, one writes εF = p
2
F /2m, where pF is the
Fermi momentum. The effective mean field for motion of
the particle at equilibrium is taken as the infinitely deep
square-well potential depending on time t through the
multipole variations of a time-dependent surface radius
R(θ, t) (69), [187] keeping also the volume and the po-
sition of the center of mass conserved. The deformation
parameter was traditionally introduced as α = q
√
4π/5
to exclude a difference in constant between the Legen-
dre polynomial description of the ES quadrupole and
spheroidal shapes for small deformations [187]. In (153),
R0 is the radius of the equivalent sphere; and α(t) is
a periodic function of time, α(t) = αcos (ωt), where α
(without the argument t) is an amplitude. Thus, the
rate of the excitation energy in time t can be then writ-
ten in terms of the consistent collective inertia M , and
friction γ [see (79)] through the intrinsic ones M(0) and
γ(0) given in (152):
dE/dt =Mα˙α¨+ γα˙2. (154)
The friction γ and inertia M (intrinsic) coefficients
[(152) and (153)] can be found with the help of the semi-
classical expansion of the Green’s function G derived by
Gutzwiller [69, 84, 86, 164] for kFR ∼ A1/3 ≫ 1 [kF is
the wave number at the Fermi energy εF , see Section
IVA2; and (1), (2), (3), and (4)].
Following [167], according to the Green’s function ex-
pansion (1) over the CTs, one may split the transport
coefficient kernels Υ(ψ) and B(ψ) given by (153), both
averaged over the phase space variables [160], into the
two terms,
Υ(ψ) = Υwf(ψ) + Υcorr(ψ) ,
B(ψ) = BETF(ψ) +Bcorr(ψ) . (155)
Here
Υwf(ψ) = γwfδ(ψ)/sinψ ,
γwf ≈ ds~(kFR0)4/(10π) (156)
is the WF friction within the TF approach, according to
[171], and BETF(ψ) = METFδ(ψ)/sinψ , where METF
presents the ETF (volume, surface and curvature) iner-
tia terms [see (143)]. These (local TF and nearly local
ETF) terms are related to the short CT0 component of
the Green’s function trajectory expansion (1) after av-
eraging over the phase space variables to remove their
oscillations. Note that we have taken into account here
the friction-dependent correction (148) to the intrinsic
inertia M(0) in (143) for the smooth consistent collec-
tive inertia METF [171], i.e. ,
M ≈METF(0) +M (1)corr +M (2)corr , (157)
where METF(0) is the ETF component (149), M
(1)
corr is
the self-consistent correction (148) in the ETF inertia
(143), and M
(2)
corr the smooth nonlocal trajectory correc-
tion to the ETF inertia,
M (2)corr =
∫ π
0
dψ sinψ Pn (cosψ) Bcorr(ψ) , (158)
and similarly, for the smooth trajectory-friction correc-
tion γ
(2)
corr in the sum γ ≈ γETF(0) + γ(2)corr. We neglected
also a relatively small smooth nonlocal correction γ
(1)
corr
[see (147)] to the friction γETF(0) (146) in calculations
of the corresponding components of the inertia M and
friction γ (γ
(1)
corr ≪ γwf). The second terms Υcorr(ψ) and
Bcorr(ψ) in (155) are the nonlocal corrections to the fric-
tion and inertia kernels, respectively,
Υcorr(ψ) = γwf
∑
v,w
sin3φ cosφ
2vsinψ
× RΥ(ψ, v, w) , (159)
Bcorr(ψ) = −M0
∑
v,w
sin3φ cosφ|sinφ|
sinψ
× RB(ψ, v, w), (160)
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where M0 = dsmR
2
0 (kFR0)
3/(16π2). The summations
over v and w run over all CT 6=CT0 from r1 to r2 in
the spherical box (like T1 shown in Fig. 26), in accor-
dance with the Green’s function expansion (1). The
number of sides v ≥ 2 (intermediate vertexes plus one)
and the winding number w ≤ [v/2] for clockwise and
w ≥ −[v/2] for anticlockwise motion specify the CT
(the square brackets show the integer number of v/2).
As shown in Fig. 26, φ is a half of the central angle
for any chord of the equivalent sides of the trajectory,
φ = φPO − ψ/(2v), φPO = πw/v, (2vφ + ψ = 2πw, see
Fig. 26). In (159) and (160), we introduced also the
modulation factors
RΥ(ψ, v, w)=1−J0
[
(∆S(ψ, v, w)/~)1/2
]
,
RB(ψ, v, w)=1−J0
[
(8∆S(ψ, v, w)/~)1/2
]
, (161)
where J0(x) is the cylindrical Bessel function of zero or-
der; and
∆S(ψ, v, w) = πpFR0 cosφPO sinψ (162)
is the action perturbation, ∆SCT, depending on the rel-
ative angle ψ, and the v, w integers which all specify the
CT. Notice first that the calculation of the radial deriva-
tives of the second terms (2) in the Green’s function ex-
pansion G (equation (1)) are mainly (at leading order of
~) reduced to the derivatives of the action, SCT = pLCT,
where LCT = 2R0vsinφ is the length of the CT in (153)
for cavity-like potentials. These derivatives are the nor-
mal (radial) components of the particle momenta pr1 and
pr2 at the spherical surface which are related to the ini-
tial r1 and the final r2 point, pr 1 = pr 2 = p sinφ (Fig.
26).
In contrast to the work [167], we derive the expres-
sions (159) for the friction and (160) for the inertia solv-
ing the symmetry breaking problem. Indeed, we have to
integrate the kernels Υ(ψ) and B(ψ) in (152) over all ψ
from 0 to π. However, in the limit ψ → 0 a nonclose
isolated trajectory of the type of T1 (Fig. 26) turns into
the degenerated one-parametric family of the closed pe-
riodic orbits. The parameter of each of these families is
the angle of the rotation of a periodic orbit (PO) around
the z axis directed from the center of the spherical box
to the vertex point r1 = r2 = r with the same action
(φ = φPO). The expression for the Green’s function am-
plitude ACT in (2) for the contribution of the PO family
is in principle enhanced by the semiclassical factor ~−1/2
as compared to that for the isolated trajectory (4) due
to the one-parametric PO degeneracy [86, 89] (Section
II). With ψ decreasing to zero, one has a sharp increase
of the Green’s function amplitudes within the angle of
order of the wave length 1/kF over the size R0 of the
Fermi system at 1/kFR0 ≪ 1. Applying these expres-
sions for the Green’s function amplitudes from [86, 164]
to the smooth friction and inertia corrections (155) at
ψ = 0, one in fact obtains zeros for the PO contributions
because of the summations over all positive w (for clock-
wise) and negative w (for anticlockwise) motion with the
odd summands in w. However, their analytical behavior
is important for a continuous match of the transport co-
efficients with the asymptotic Gutzwiller ones related to
the isolated trajectories T1 at nonzero ψ ≫ 1/kFR0.
The smooth transition between this asymptotics for
the friction and inertia kernels, Υ(ψ) and Bcorr(ψ) and
the limit ψ → 0 can be found by using the uniform ap-
proximation [69]. This transition can be considered as a
perturbation of the action, ∆SCT = ∆S(ψ, v, w) (162),
due to the symmetry breaking at ψ = 0. Then, we trans-
form a cycle variable, say ϕ at ψ = 0, into another cycle
one ϕ˜ = ϕ˜(ϕ) (not necessary to be specified) with the
increasing parameter ψ such that for the phase integral
ΦCT of the semiclassical Green’s function in (2) [69, 86],
one finds by definition,
ΦCT(ϕ˜) ≡ ΦCT(ϕ)
= Φ˜0CT +
√
8 ∆SCT/~ cos (ϕ˜) , (163)
for the inertia calculations and without factor 8 in front
of ∆SCT under the square root for the friction ones. The
unknown constants Φ˜0CT and ∆SCT/~ can be found now
from the two asymptotic solutions at the ψ → 0 and
ψ ≫ 1/kFR0 limits for the friction Υcorr(ψ) and iner-
tia Bcorr(ψ) components of (155). We emphasize that
these transport coefficients are quadratic in G rather
than linear one for the level density calculations in the
standard procedure for the uniform approximations [69].
Therefore, in contrast to the standard transformation
which is linear in the action perturbation ∆SCT, see
[69], called as the “pendulum transformation”, one finds
a square root of ∆SCT in (163). Finally, one obtains the
uniform approximation (159) and (160) for the smooth
nonlocal friction and inertia corrections in terms of the
modulation factor R(ψ, v, w) (161). These results for
kFR0 → ∞ (R(ψ, v, w) → 1) as functions of φ coincide
formally with the smooth trajectory corrections found in
[167]. By using a different method, one obtains the same
results as presented in [167] if we ignore, nevertheless, the
significant symmetry breaking for the transition from
the PO family to the isolated CT contributions. This
symmetry breaking leads to the divergences which can
be removed for the friction calculations by the artificial
procedure suggested in [167]. One finds the same reason
also for the divergences of the inertia for which, however,
this procedure does not help (for even n). Notice also
that the definition of the angle itself φ is different from
that of [167]. The action perturbation ∆SCT(ψ) (162)
in units of ~ with a small ψ measures the width in the
variable ψ, ψ∼< ~/∆SCT ∼ 1/πkFR0 << 1, for the uni-
form transition between the two abovementioned limits
at a finite kFR0 , the contribution of the PO family, and
the Gutzwiller limit for the isolated CT.
Our results (159) and (160) for Υcorr and Bcorr as-
sociated with the smooth trajectory corrections at fi-
nite values kFR0 essentially differ from their asymptotics
kFR0 →∞ by the modulation factor R(ψ, v, w) defined
in (161) in terms of the Bessel function J0, and therefore,
from those of [167]. We obtained the finite ψ dependence
of the nonlocal friction- and inertia-correction kernels,
Υcorr(ψ) (159) and Bcorr(ψ) (160), respectively, due to
smooth contributions of the T1-like classical trajectories
(Fig. 26). In order to see the convergence of summa-
tions over the trajectories v and w in Υcorr (159) [or
Bcorr in (160)] with our definition of φ, one can subtract
sin3φPOcosφPO from sin
3φcosφ, and add the same one in
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the correction summand. The additional extra compo-
nent of the friction Υcorr (or inertia Bcorr) is identically
zero because of the symmetry of the summation over
negative (anticlockwise) and positive (clockwise) wind-
ing numbers w provided that the summand is an odd
function of w, as mentioned above. Thus, the summa-
tion over positive and negative w in (159) for the friction
coefficient correction gives one more factor multiplier ap-
proximately ∝ 1/v at large v (ψ ≤ π, |w| ≤ [v/2]). This
leads to the fast convergence of sum over the trajecto-
ries specified by v, w after the summation in w as 1/v2.
More slow convergence (∝ 1/v) over these trajectories
occurs for the inertia coefficient correction (160). A slow
convergence, ∼ 1/v, takes nevertheless place because of
oscillations in the numerator of the inertia summation
for large v (alternating series at large v) .
The smooth friction coefficients γ (153) and (159) in
units of γwf show their essential difference from the
w.f. for smaller multipolarities n, especially for the
quadrupole friction (Table 3). With increasing n, they
decrease toward one in agreement with the results of
[167], see last line taken from [167]. However, the fric-
tion coefficient γ depends much on the finite kFR0 value.
The limit kFR0 →∞ shown in Table 3 can be compared
with the results of [167]. As seen from Table 3, we found
an essential difference of the friction coefficients for all
multipolarities, especially for smaller even n, from those
of [167] for γ/γwf which are independent of kFR0. But
there is no dramatic difference between the smooth fric-
tion for the quadrupole and octupole dynamical surface
distortions, in contrast to that found in [167].
We present the smooth inertia ratios M/Mirr [see
(157)] for several values of kFR0 in Table 4. The kFR0
dependence of these ratios appears mainly through the
ETF values METF/Mirr (numbers shown in the brack-
ets). Their self-consistent positive surface component
[see M
(1)
corr (148) in (143)] is dominating at smaller kFR0
and disappears at kFR0∼> 10 as the surface correc-
tion, proportional relatively to A−1/3 with respect to
the volume irrotational-flow inertia. The corrections
M
(2)
corr/Mirr are much less sensitive to the variations of
kFR0 than for the friction γ
(2)
corr/γwf (c.f. Tables 3 and
4). Note that our results for the inertias differ signifi-
cantly from the ones obtained in [167] (last line of the
Table 4). The quantities M/Mirr for even n are finite, in
contrast to the divergent results of [167] (even after the
renormalization procedure suggested in [167] to avoid
divergence). For the quadrupole vibrations, one finds
the positive values of M of the order of Mirr for smaller
kFR0∼< 10 (160). The inertia M for larger kFR0 are
not shown because of almost the same smooth trajec-
tory (nonlocal) correction M
(2)
corr, and the ETF (nearly
local) part METF [METF(0) and M
(1)
corr components] are
unknown as we do not know what are the parameters,
especially the isoscalar surface-energy constant bS of the
ETF ES [171] for so large particle numbers. In particu-
lar, by this reason, the values of the inertia M/Mirr in
the limit kFR0 →∞ should be improved. With increas-
ing multipolarity n, one obtains much larger inertia M
as compared to its irrotational value Mirr [6]. For odd
multipolarities one has significantly larger inertia, in con-
trast to much smaller values obtained in [167], even after
the renormalization procedure which is rather artificial
for the inertia.
Concluding we have obtained the smooth nonlocal cor-
rections from longer trajectories to the WF friction and
ETF inertia coefficients within the EGA POT by us-
ing the uniform approximation for solving the symmetry
breaking problem. The convergence of the friction cor-
rections to the WF was found with increasing multipo-
larity of the surface distortions. The inertia parameters
are larger than the irrotational flow value in the nuclear
region of particle numbers.
C. MAJOR-SHELL EFFECTS IN THE
DISSIPATIVE
NUCLEAR DYNAMICS
As shown semiclassically in the previous Sections,
many dynamical problems, in particular, in nuclear
physics can be reduced to the collective motion of inde-
pendent particles in a mean field with a relatively sharp
time-dependent ES within the microscopic-macroscopic
approaches [2, 3]. In recent years it became apparent
that the collective nuclear dynamics is very much related
to the nature of the nucleonic motion. Behavior of the
nucleonic dynamics is important in physical processes as
fission and heavy ion collisions where a great amount
of the collective energy is dissipated into a chaotic nu-
cleonic motion. We have to mention here very inten-
sive studies of the one-body dissipative phenomena de-
scribed largely through the macroscopic wall formula for
the excitation energy rate with taking into account the
non-adiabatic nonlinear corrections (Section IVB4 and
[3, 160, 165, 167, 187]). For instance, it was extended
to the microscopic collective classical and quantum dy-
namics. We like also to emphasize the significance of
the transparent classical picture through the Poincare´
sections of surfaces and Lyapunov exponents showing
the order-chaos transitions, and quantum results for the
average of the time-dependent excitation energy rate
[187]. Then, the peculiarities of the excitation energies
for many periods of the oscillations of the classical dy-
namics were discussed for the ES described by several
Legendre polynomials [161]. The statistics of the spac-
ing between the neighboring levels and its relation to
the shell effects depending on the specific properties of
the s.p. spectra, as well as the multipolarity and defor-
mation of the ES shapes were studied [162]. Our main
purpose in this Section is to look at the time-dependent
derivatives of the excitation energies of the quantum gas
of particles and focus to their correlations with the shell
effects at slow and small-amplitude collective motion.
1. Time-dependent energy rate
To study the shell effects in the friction coefficients, we
start with the time-dependent s.p. Schro¨dinger equation
for the wave function ψ(t) [187],
i~∂ψ/∂t = Hˆ(t)ψ . (164)
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The Hamiltonian Hˆ(t) describes a gas of independent
particles. For the deformed Woods-Saxon (WS) poten-
tial one has
V (r, θ, t) = − V0
1 + exp {[r −R(θ, t)] /a} , (165)
depending on time t through a time-dependent radius of
the effective surface R(θ, t) [165, 187, 188]
R(θ, t) =
R0
Λ(t)
[
1 + α(t)
√
4π
5
Yn0 (θ)
+ α1(t)
√
4π
3
Y10 (θ)
]
. (166)
Here, Λ(t) is a normalization factor ensuring a vol-
ume conservation, α1(t) stands for keeping a fixed po-
sition of the center of mass for odd multipolarities, and
R0 is the radius of the equivalent sphere, Yn0(θ) =√
(2n+ 1)/4π Pn (cosθ). Pn (cosθ) is the Legendre poly-
nomial, and α(t) a periodic function of time. For the
collective multipole vibrations (166) near the spherical
shape, one may write α(t) = αcos (ωt) where α is their
amplitude [α(t) = q(t)(4π/5)1/2 where q(t) is the defor-
mation parameter as in Section IVB4].
Starting with oscillations from a maximum displace-
ment of the Pn deformation equal to α, one can tradi-
tionally [187] introduce the adiabaticity parameter ηad
being the ratio of the biggest wall speed to the biggest
speed of particles:
ηad = αω/Ω, Ω = vF /R0 , (167)
where ω and Ω are the frequencies of the collective and
particle motions with the Fermi velocity vF . Note that a
condition of smallness of the frequency ω with respect to
Ω is used often in the nuclear collective dynamics, in par-
ticular, within the microscopic-macroscopic approaches
[2–4]. Again, Ω determines the distance between the ma-
jor shells [69, 86, 89], ~Ω ∼ εF /A1/3 ≈ 7 − 10 MeV in
heavy nuclei, with the Fermi energy εF and the particle
number A in nucleus (Section II).
For small amplitude vibrations around the sphere, one
can use an approximate expression for the rate of the
excitation energy of the gas [165],
dE
dt
= mρv¯
∮
n˙2dS , (168)
where ρ is the particle density, v¯ the mean particle speed,
and n˙ the normal speed of the surface element of the wall.
The integral is taken over the entire surface.
Solutions to the dynamical equation (164) for the wave
function ψ(t), ψ(t) =
∑
iCi(t)φi, is taken as an expan-
sion over the eigenfunctions φi of the static eigenvalue
problem: Hˆ0φi = εiφi , where Hˆ0 is a static Hamiltonian
taken at the spherical shape. Thus, the problem is re-
duced to calculations of the time-dependent coefficients
Ci(t).
2. Averaged energy rates and shell effects
The s.p. spectra are calculated for the quadrupole
and octupole shapes of the WS potential (165) are pre-
sented in [161]. For the solution of the eigenvalue prob-
lem, it is convenient to use the expansion over the well-
known deformed axially-symmetric harmonic-oscillator
basis [187]. To study the quantum-classical correspon-
dence [188] we deal with the WS potential (165) having
a sharp edge (diffuseness a = 0.1 fm) and large depth
(V0 = 200 MeV), similarly to those of a classical mo-
tion of particles inside the container with the infinitely
deep depth and sharp walls. The spectra are having the
strong shell effects at small deformations near the spheri-
cal shape [161]. The magnitudes of inhomogeneity of the
s.p. levels near the Fermi energy, i.e. , the shell effects,
become smaller at deformations α & 0.1 because of the
symmetry breaking (Section II, [69, 86, 89]). However,
the shell effects are not decreasing with deformations
as the considered ES multipolarities have the same az-
imuthal symmetry which leads to a partial integrability
of the Hamiltonian Hˆ0 having the deformed potential
[89].
Figs. 27 and 28 show the quadrupole (P2) and octupole
(P3) averages of the time derivatives of the excitation
energies, 〈dE/dt〉, for a slow collective motion, ω/Ω =
0.2, with a small amplitude, α ∼ 0.1, and corresponding
shell-correction energies δE as functions of the particle
number parameter N1/3, N is the neutron number in
nucleus. These averages are proportional to the one-
body friction coefficient γ,
〈dE/dt〉 = γω2α2/2 . (169)
For the corresponding WF (168), derived within the TF
approach, one finds
〈dE/dt〉wf = γwfω2α2/2
= 9εFηad α ωA/20 . (170)
The quantum numerical results for 〈dE/dt〉 are small as
compared to those of the WF (170). However, as clearly
seen from these Figures, especially in Fig. 28 for the oc-
tupole vibrations, one can observe rather strong corre-
lations between the fluctuations of the time-dependent
energy-rate average 〈dE/dt〉 depending on the particle
number, N1/3, and those of the shell-correction ener-
gies, δE, in good agreement with the shell effects in
spectra near the spherical shape (Fig. 22). These cor-
relations should be expected from the results of [161] for
the shell fluctuations of the level densities and energies,
respectively. Note that for α . 0.1, the positions of the
minima and maxima of the shell correction energies, δE,
become almost the same, at least for not too large par-
ticle numbers, though the amplitude of δE as oscillating
function of N1/3 increases with decreasing deformation,
c.f. the solid curve for α = 0.1 and dashed for α = 0.05
in the bottom panel of Fig. 28. For such a small α, one
should not expect significant differences between the fric-
tion coefficients for the quadrupole and octupole vibra-
tions because the energy level structure becomes almost
the same for all multipolarities at the small-amplitude
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collective motion. The excitation energy should be cor-
related to the shell structure of levels around the Fermi
surface through an inhomogeneous distribution of the
energy levels εi near the Fermi surface εF , i.e. , the shell
effects in the level density at the energy ε ≈ εF .
Notice that the smooth semiclassical friction γ/γwf in
the limit of the small amplitudes (α→ 0) and frequencies
(ω → 0) of vibrations of the spherical box is much larger
(5 orders of the magnitude) than the averaged quantum
values obtained in [161] for slightly multipole deformed
WS potential. Notice also that the results for friction
coefficients depend on widths of the Gaussian averaging
over the phase space variables [160]. With decreasing
widths one can find the situation with alternative con-
tributions of the WF γwf and correction γcorr in (155).
In this case, the WF might be not dominating and one
has another explanation of the small-average quantum
friction found in [161] for the quadrupole and octupole
vibrations.
The main period of the friction shell correction δγ as
function of the particle (neutron) number variable N1/3
is of order of that of the energy shell correction δE (see
Section IVB). According to the POT [69, 86, 89] it can
be evaluated largely as 2g˜~Ω/3N2/3 ≈ (N/A)1/3/2 ≈ 0.4
for large total particle numbers A in the nucleus. (Here,
~Ω ≈ 2π~/tPO ≈ εF /A1/3, where tPO is the period
of motion of the particle along the shortest PO and
g˜ ≈ 3N/4εF in the TF approximation for a smooth level
density.) This is mainly in agreement with our numeri-
cal results presented in Figs. 27 and 28. The derivations
of oscillating components of the friction coefficient (in-
cluding the shell effects) due to other contributions of
the CTs (also POs) within the POT will be presented
elsewhere.
Thus, we found thus a fairly strong correlations be-
tween fluctuations of the excitation energies for a slow
and small-amplitude vibration near the spherical shape
and shell-correction energies. They are especially pro-
nounced for the octupole case for which our dynamical
calculations are far going to smaller deformations with
a good accuracy. We obtained the smooth corrections
related to longer trajectories to the wall formula within
the POT and found convergence to the WF with in-
creasing multipolarity of the surface distortions. The in-
vestigations of correlations between the shell effects and
the dissipative character in the one-body friction coeffi-
cients within the semiclassical POT is under the way. It
might be perspective to use the combined macroscopic-
microscopic approaches and response function theory to
clear up the results more systematically and analytically.
Our quantum and semiclassical results can be helpful for
understanding the one-body dissipation and inertia at
slow and faster collective dynamics with different shapes
like the ones met in nuclear fission and heavy-ion colli-
sions.
V. NUCLEAR COLLECTIVE ROTATIONS
This Section is devoted to one of the most remark-
able and traditional subjects of nuclear physics. As
mentioned in Introduction, within the cranking model
(Section VA), one can use the extension of the Strutin-
sky SCM to the rotational problems by Pashkevich and
Frauendorf [5, 7]. Within the semiclassical EGA POT
approach, using also the response function theory and
extended Gutzwiller expansion of the Green’s function
over the classical trajectories as for other transport co-
efficients (Section IV), we significantly simplify the ro-
tational many-body problem calculating the moments of
inertia in terms of the ETF component (Section VB) and
its shell correction (Section VC).
A. THE CRANKING MODEL
Within the cranking model, the nuclear collective ro-
tation of a Fermi independent-particle system associated
with a many-body Hamiltonian Hˆ can be described, to
a good approximation [149], in the restricted subspace
of Slater determinants, by the eigenvalue problem for a
s.p. Hamiltonian
Hˆω = Hˆ + HˆωCF , (171)
usually referred to as the Routhian. For this Routhian,
in the body-fixed rotating frame [5–7], one has
Hˆω = Hˆ + HˆωCF = Hˆ − ω ·
(
ℓˆ+ sˆ
)
, (172)
where HˆωCF is the s.p. cranking field which is approx-
imately equal (neglecting a smaller centrifugal term,
∝ ω2) to the Coriolis interaction. The rotation fre-
quency ω of the body-fixed coordinate system (relative
the laboratory system), and which is the Lagrange mul-
tiplier of our problem, is defined through the constraint
on the nuclear angular momentum I, evaluated through
the quantum average 〈ℓˆ+ sˆ〉ω = I, of the total s.p. oper-
ator, ℓˆ+ sˆ, where ℓˆ is the orbital angular momentum and
sˆ is the spin of the quasiparticle, thus defining a func-
tion ω = ω(I). The quantum average of the total s.p.
operator ℓˆ+ sˆ is obtained by evaluating expectation val-
ues of the many-body Routhian Hˆ
ω
CF in the subspace of
Slater determinants. For the specific case of a rotation
around the x axis (ω = ωx) which is perpendicular to
the symmetry z axis of the axially-symmetric mean field
V , one has (dismissing for simplicity spin (spin-isospin)
variables),
〈ℓˆx〉ω ≡ ds
∑
i
nωi
×
∫
dr ψωi (r) ℓˆx ψ
ω
i (r) = Ix . (173)
The spin (spin-isospin) degeneracy ds accounts for the
symmetry of the mean-field potential V (r). The occu-
pation numbers nωi for the Fermi system of independent
nucleons are given by
nωi ≡ n (εωi )
= {1 + exp [(εωi − λω)/T ]}−1 . (174)
In (173), ψωi (r) are the eigenfunctions, and ψ
ω
i (r) their
complex conjugate; εωi the eigenvalues of the Routhian
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Hˆω (172); λω is the chemical potential. For relatively
small frequencies ω and temperatures T , λω is, in a good
approximation equal to the Fermi energy, λω ≈ ε
F
=
~
2k2F/2m
∗, where k
F
is the Fermi momentum in units of
~ and m∗ is the effective mass. From (173), the rotation
frequency ω can be specifically expressed in terms of a
given angular momentum Ix of the nucleus: ω = ω (Ix).
Within the same approach, one approximately has for
the particle number
A = ds
∑
i
nωi
∫
dr ψωi (r) ψ
ω
i (r)
≈ ds
∫
dε n(ε) , (175)
which determines the chemical potential λω for a given
number A of nucleons. Since we introduce the contin-
uous parameter ω and ignore the uncertainty relation
between the angular momentum and the rotation an-
gles of the body-fixed coordinate system, the cranking
model is semiclassical in nature [23, 114]. One may
thus consider the collective MI Θx, for a rotation around
the x axis (omitting, to simplify the notation, spin and
isospin variables), as a response of the quantum aver-
age δ〈ℓˆx〉ω (173), to the external cranking field HˆωCF in
(172). Similarly to the magnetic or isolated susceptibil-
ities [108, 109, 164, 171], one can write
δ〈ℓˆx〉ω = Θx(ω)δω , (176)
where
Θx(ω) = ∂〈ℓˆx〉ω/∂ω = ∂2E(ω)/∂ω2,
E(ω) = 〈Hˆ〉ω ≡ ds
∑
i n
ω
i
∫
dr ψωi (r)Hˆψ
ω
i (r) .(177)
A parallel (alignment) rotation with respect to the sym-
metry z axis [7, 106, 110] has also been considered in
[113].
For a nuclear rotation around the x axis, one can treat,
as was shown in [5–8, 17, 19], the term −ω · ℓˆ = −ω ℓˆx as
a perturbation. With the constraint (173) and the MI
(177) treated in the second order perturbation theory,
one obtains the well-known Inglis cranking formula,
Θx = ds
′∑
ij
(ni − nj)
∣∣∣〈j|ℓˆx|i〉∣∣∣2
εi − εj , (178)
where 〈j|ℓˆx|i〉 is the matrix elements of the angular-
momentum projection operator ℓˆx given in the middle
of (173) at ω = 0, |i〉 = ψi (the superscript prime means
again the exclusion of all terms with εi = εj , as in
Eq. (85)). Instead of carrying out the rather involved
calculations presented above, one could, to obtain the
yrast line energies E(Ix) for small enough temperatures
T and frequencies ω, approximate the angular frequency
by ω = Ix/Θx and write the energy in the form
E(Ix) = E(0) +
I2x
2Θx
. (179)
As usually done, the rotation term above needs to be
quantized through I2x → Ix(Ix + 1) in order to study
rotation bands.
B. SELF-CONSISTENT ETF DESCRIPTION
OF NUCLEAR ROTATIONS
Following references [42, 82], a microscopic description
of rotating nuclei was obtained in the Skyrme Hartree–
Fock formalism, within the ETF approach up to order
~
2. With a variational space restricted to Slater de-
terminant, the minimization of the expectation value of
the nuclear Hamiltonian leads to the s.p. Routhian Hˆωq
(172) that is determined by a one-body potential Vˆq(r),
a spin-orbit field Wˆq(r), and an effective-mass form fac-
tor f effq (r) = m/m
∗
q (see also [68]). In what follows and
throughout this Section, and to simplify the notation,
we shall omit the hat sign on quantum mechanical oper-
ators of local quantities within the semiclassical approx-
imation. In the case when the time reversal symmetry
is broken, the additional cranking field αq(r) and spin
field form factors Sq(r) appear. Here, and throughout
this Section, a subscript q refers to the nucleon isospin (q
= n, p), not to be confused with the deformation param-
eter or wave number q in other Sections of this review.
All these fields can be written as functions of the local
densities and their derivatives, such as the neutron or
proton particle densities ρq(r), the kinetic energy densi-
ties τq(r), the spin densities (also referred to as spin-orbit
densities) Jq(r), the current densities jq(r), and the spin-
vector densities ρq(r). Note that in the present subsec-
tion, τq(r) stands for the kinetic-energy density which
should not be confused with the neutron skin variable
in Section III and Appendix A. In principle, two addi-
tional densities appear, a spin-vector kinetic-energy den-
sity τq(r) and a tensor coupling Jij(r) between spin and
gradient vectors, which have, however, been neglected
since their contribution should be small, as suggested by
[189].
The cranking-field form factor αq(r) contains two con-
tributions, one of them coming from the orbital part of
the constraint, −ω · ℓ, which has been shown in [190]
to correspond to the Inglis cranking formula [17], while
the other, the Thouless–Valatin self-consistency contri-
bution [191] has its origin in the self-consistent response
of the mean field to the time-odd part of the density
matrix generated by the cranking term of the Hamilto-
nian. The aim is now to find functional relations for the
local densities τq(r), Jq(r), jq(r) and ρq(r) in terms of
the particle densities ρq(r), in contrast to those given
by Grammaticos and Voros [192] in terms of the form
factors Vq, f
eff
q , Wq, αq and Sq. Taking advantage of
the fact that, at the leading TF order, the cranking field
form factor is given by [82]
α(TF)q = f
eff
q (r× ω) , (180)
one simply obtains the rigid-body value for the Thomas–
Fermi current density
j(TF)q =
m
~
(ω × r) ρq . (181)
This result is not that trivial, since it is only through
the effect of the Thouless–Valatin self-consistency terms
that such a simple result is obtained. Notice also that
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(181) corresponds to a generalization to the case f effq 6= 1
of a result already found by Bloch [193].
Equation (181) can also be considered as an extension
of the Landau quasiparticle (generalized TF) theory [42–
44] presented in Section III and applied now, (if particle
collisions can be neglected in the kinetic equation (47)),
to the mean-field case of rotating Fermi-liquid systems
(cf. (181) with the current density as an average of the
particle velocity, prot/m = ω × r, rotating with the fre-
quency ω [42]). In particular, the re-normalization of
the cranking field form factor α
(TF)
q = f effq αo with
αo = (r× ω) , (182)
by (180) can be also explained as related to the cor-
rections, f effq 6= 1, obtained by Landau [43] with us-
ing both the Galileo principle and the Thouless–Valatin
self-consistency corrections to a particle mass m due to
the quasiparticles’ (self-consistent) interaction through
a mean field. They lead in [82] to the self-consistent
TF angular momentum of the quasiparticle ℓq = f
eff
q ℓo
with the classical angular momentum ℓo = r × p of
the particle, so that −ω · ℓq = αq · p. This effect is
similar to that for the kinetic energies of the quasipar-
ticles, εq = p
2/(2m∗q) = f
eff
q εo where εo = p
2/(2m).
With this transparent connection to the Landau quasi-
particle theory, it is clear that there is no contradictions
with the TF ~ → 0 limit (182) of the current densities
in the FLDM, accounting for the TF particle densities.
In (181), ~ appears formally due to a traditional use
of the dimensionless units for the angular momenta in
the quantum-mechanical picture to compare with exper-
imental nuclear data. Another reason is related to a con-
sistent treatment of the essentially quantum spin degrees
of freedom, beyond the Landau quasiparticle approach to
the description of Fermi liquids, which have no straight
classical correspondence, in contrast to the orbital an-
gular momentum ℓ. For already smooth quantities, the
convergence in the TF limit (~ → 0) can be realized af-
ter a statistical (macroscopic) averaging over many s.p.
(or more generally, many-body) quantum states. This
averaging removes the fluctuating (shell) effects which
appear in the denominators of the exponents within the
POT ( Section II). Finally, the spin paramagnetic effect
can be considered within the ETF approach, through a
macroscopic averaging, along with the orbital diamag-
netic contribution. For instance, the spin-vector density
does not have a straight classical analogue, such as the
orbital angular momentum, and has to be considered as
a quantity of leading order ~.
It is now important to notice [82] that in an ETF ex-
pression of order ~2, it is sufficient to replace quantities,
such as the cranking field form factor αq, by their ETF
expressions. (after the statistical averaging mentioned
above). In the same way, to obtain a semiclassical ex-
pression for the spin-vector densities ρq that is correct up
to order ~, only TF expressions are required. One thus
obtains for ρn and ρp a system of linear equations that
can be easily resolved [82]. One also notices from this
system of equations that the spin-vector densities are
proportional to the angular velocity ω. Exploiting the
well known analogy of the microscopic Routhian prob-
lem with electromagnetism, one may then define spin
susceptibilities χq,
ρq = ~χq ω . (183)
The key question now is to assess the sign of these
susceptibilities and to decide whether or not the corre-
sponding alignment is of a “Pauli paramagnetic” char-
acter. The study of [82] shows that this is the case, i.e.,
that the spin polarization is, indeed, of paramagnetic
character, thus confirming the conclusions of the investi-
gation performed by Dabrowski [194] in a simple model
of non-interacting nucleons.
Since the cranking field αq is, appart from its con-
tribution coming from the constraining field αo (182)
only determined by the current densities jq and the spin-
vector densities ρq, one can then write down in a sim-
ple way [82] the contributions to the current densities jq
going beyond the TF approach. The semiclassical cor-
rections of order ~2 can be split into contributions (δjq)ℓ
and (δjq)s coming respectively from the orbital motion
and the spin degree of freedom. It is found [82] that the
orbital correction (δjq)ℓ corresponds to a surface-peaked
counter-rotation with respect to the rigid-body current
proportional to (ω × r), thus recovering the Landau dia-
magnetism characteristic of a finite Fermi gas. With
the expressions of the current densities jq and the spin-
vector densities ρq up to order ~
2, one can then write
down the corresponding ETF expressions for the kinetic-
energy density τq(r) and spin-orbit density Jq(r).
Taking the explicit ETF functional expressions up to
order ~2 of all the densities entering our problem, one
is able to write down the energy of the nucleus in the
laboratory frame as a functional of these local densities,
E =
∫
dr ρ E [ρq, τq,Jq, jq ,ρq], (184)
where ρ = ρn + ρp. Upon some integration by parts,
one finds that E can be written as a sum of the energy
density per particle of the nonrotating system E(0) and
its rotational part, in line of (179). Within the ETF
approach, one has from (184)
EETF =
∫
drρE(0) + 1
2
Θ
(dyn)
ETF ω
2 , (185)
where Θ
(dyn)
ETF is the ETF dynamical moment of inertia
for the nuclear rotation with a frequency ω. This MI is
given in the form:
Θ
(dyn)
ETF = Θ
(dyn)
orb. +Θ
(dyn)
spin =m
∑
q
∫
dr
{
r2⊥ ρq
− f
eff
q ρ
1/3
q
(3π2)(2/3)
+
[
~
2
2m+W0 (ρ+ρq)
]
χq
}
, (186)
where r⊥ is the distance of a given point to the rotation
axis. The Skyrme-force strength parameter of the spin-
orbit interaction W0 is defined in Section III3 [68].
One notices that the ETF term which comes from the
orbital motion turns out to be the classical rigid-body
(TF) MI. Semiclassical corrections of order ~2 come from
both the orbital motion (Θ
(dyn)
orb. ) and from the spin de-
grees of freedom (Θ
(dyn)
spin ). The contribution Θ
(dyn)
orb. is
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negative corresponding to a surface-peaked counter ro-
tation in the rotating frame. Such a behavior is to be
expected for a N-particle system bound by attractive
short-range forces [195]. The spin contribution Θ
(dyn)
spin
turns out to be of the paramagnetic type, thus leading
to a positive contribution which corresponds to an align-
ment of the nuclear spins along the rotation axis. It can
also be shown [196] that the ETF kinematic moment of
inertia,
Θ
(kin)
ETF =
〈ℓ+ s〉ω
ω
, (187)
is identical to the ETF dynamical moment of inertia pre-
sented above.
It is now interesting to study the importance of the
Thouless–Valatin self-consistency terms. This has ac-
complished by calculating the MI in the ETF approx-
imation but omitting, this time, the Thouless–Valatin
terms. One then finds [82] the following expressions for
the dynamical MI, in what is simply the Inglis cranking
(IC) limit
Θ
(dyn)
IC = m
∑
q
∫
dr
[
ρq(
f effq
)2
+
mB3
~2
ρqρq¯
(
1
f effq
− 1
f effq¯
)2]
r2⊥, (188)
where q¯ is the other charge state (q¯=p when q=n and
vice-versa) and B3 is defined through the Skyrme force
parameters t1, t2, x1 and x2 (see [82]). Apart from the
corrective term in ρq ρq¯, one notices that the first term in
the expression above, which is the leading term, yields,
at least for a standard HF-Skyrme force where f effq ≥ 1,
a smaller MI than the corresponding term in (186) con-
taining the Thouless–Valatin corrections. It is also worth
noting that in this approximate case, the kinematic MI
is given by
Θ
(kin)
IC = m
∑
q
∫
dr
ρq
f effq
r2⊥ , (189)
which turns out to be quite different from the above
given dynamical MI, (188), obtained in the same
limit (ETF limit, omitting the Thouless–Valatin self-
consistency terms).
To investigate the importance of the different contri-
butions to the total moment of inertia, self-consistent
ETF calculations up to order ~4 have been performed
[83] for 31 nonrotating nuclei, imposing a spherical sym-
metry, and using the SkM∗ Skyrme effective nucleon-
nucleon interaction [197]. Such calculations yield vari-
ational semiclassical density profiles for neutrons and
protons [68] which are then used to calculate the above
given moments of inertia. The nuclei included in this
study are 16O, 56Ni, 90Zr, 140Ce, 240Pu and three iso-
topic chains for Ca (A=36−50), Sn (A=100−132) and
Pb (A=186− 216). The results of these calculations are
displayed in Figure 29 taken from [82].
One immediately notices the absence of any signifi-
cant isovector dependence. The good reproduction of
the total ETF moment of inertia obtained by the TF
(rigid-body) value is also quite striking. One finds that
the semiclassical orbital and spin corrections are in fact
not small individually but cancel each other to a large
extent. To illustrate this fact the ETF moments ob-
tained by omitting only the spin contribution are also
shown on the Figure. One thus obtains a reduction of
the Thomas–Fermi result that is about 6% in 240Pu but
as large as 43% in 16O.
The Inglis cranking approach performed at the TF
level underestimates the kinematic moment of inertia by
as much as 25%, and the dynamical MI by about 50% in
heavy nuclei, demonstrating in this way the importance
of the Thouless–Valatin self-consistency terms.
In [82], a crude estimate of the semiclassical correc-
tions due to orbital and spin degrees of freedom has been
made by considering the nucleus as a piece of symmet-
ric nuclear matter (no isovector dependence as already
indicated by the self-consistent results shown in Fig. 29
above). It turns out that these semiclassical corrections
have an identical A dependence (A−2/3 relative to the
leading order TF, i.e. , the classical rigid-body term)
ΘETF = Θ
(RB)
TF
[
1 + (ηℓ + ηs)A
−2/3
]
. (190)
A fit of the parameters ηℓ and ηs to the numerical results
displayed in Fig. 29 yields ηℓ = −1.94 and ηs = 2.63 giv-
ing a total (orbital + spin) corrective term of 0.69A−2/3.
For a typical rare-earth nucleus (A = 170) all this would
correspond to a total corrective term equal to 2.2% of the
classical rigid-body value, Θ
(RB)
TF , resulting from a -6.3%
correction for the orbital motion and a 8.5% correction
for the spin degree of freedom.
Whereas in the calculations that lead to Fig. 29 above,
spherical symmetry was imposed, fully variational cal-
culations have been performed in [83], imposing however
the nuclear shapes to be of spheroidal form. In this way,
the nuclear rotation clearly impacts on the specific form
of the matter densities ρn and ρp which, in turn, in the
framework of the ETF approach determine all the other
local densities, as explained above.
Trying to keep contact to usual shape parametrisation
with the standard quadrupole parameters β and γ, these
are chosen in such a way as to yield the same semi-axis
lengths of the quadrupole drop as those obtained for the
spheroids. As a result, Figure 30 shows the evolution
of the equilibrium solutions (the ones that minimize the
energy for given angular momentum) as a function of the
nuclear spin I. One clearly observes that at low values of
the angular momentum (I in the range between 0 and 50
~) the nuclear drop takes on an oblate shape, correspond-
ing to increasing values of the quadrupole deformation
parameter β with increasing I values, but keeping the
non-axiality parameter fixed at γ = 60◦. For larger val-
ues of the total angular momentum (I beyond 55 ~), one
observes a transition into triaxial shapes, where the nu-
cleus evolves rapidly to more and more elongated shapes.
For even higher values of I (I beyond 70 ~) the nucleus
approaches the fission instability. These results are in
excellent qualitative agreement with those obtained by
Cohen, Plasil and Swiatecki [198] in a rotating LDM
(see [31, 32] for a more microscopic description of the
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transitions between oblate and prolate shapes in nuclear
rotational bands).
It is amusing to observe here a backbending phenomena
at the semiclassical level when one is plotting, as usual,
the MI ΘETF versus the rotational angular momentum,
as displayed in Fig. 31. One should, however, insist on
the fact that this backbending has strictly nothing to do
with the breaking of a Cooper pair. The rapid increase
of the moment of inertia at about I= 60~ with a prac-
tically constant (or even slightly decreasing) rotational
frequency ω comes simply from the fact that at such a
value of I (between I ≈ 60 and I ≈ 70) the nucleus elon-
gates substantially increasing in this way its deformation
and at the same time its MI.
It is therefore interesting to notice that the semiclas-
sical ETF approach leads to a moment of inertia that
is very well approximated by its TF, i.e., the classical
rigid-body value. Thouless–Valatin terms which arise
from the self-consistent response of the mean field to the
time-odd part of the density matrix generated by the
cranking piece of the Hamiltonian are naturally taken
care of in this approach. Semiclassical corrections of
order ~2 coming from the orbital motion and the spin
degree of freedom are not small individually, but com-
pensate each other to a large extent.
One has, however, to keep in mind that shell and pair-
ing effects, that go beyond the ETF approach, are not
included in this description. These effects are not only
both present, but influence each other to a large ex-
tent, especially for the collective high-spin rotations of
strongly deformed nuclei [30, 199, 200].
C. SHELL-STRUCTURE MOMENT OF
INERTIA
We apply the EGA POT (Section II) for the deriva-
tion of the MI through the rigid-body MI (with the shell
corrections) in the NLA (Section IVA) related to the col-
lective statistically equilibrium rotation with a given fre-
quency ω [113]. For simplicity, we shall discard the spin
and isospin degrees of freedom, in particular, the spin-
orbit and asymmetry interaction. Notice also that from
the results presented in Figs. 29 and 31 (with the help of
Fig. 30), one may conclude that the main contribution
to the moment of inertia of the strongly deformed heavy
nuclei can be found within the ETF approach to the ro-
tational problems as a smooth rigid-body MI. However,
sometimes the MI shell corrections play the dominating
role as traps in the yrast line for the deformed nuclei at
high spins, like in 60Dy [201], recall also the asymmetry
of nuclear fission fragments because of the shell effects.
1. Green’s function trajectory expansion for the MI
For the derivations of shell effects [2] within the POT
[69, 84, 86–90], it turns out to be helpful to use the co-
ordinate representation of the MI through the Green’s
functions G (r1, r2; ε) as for the other transport coeffi-
cients (Section IV) [112, 113, 164, 171, 202]. In the co-
ordinate representation, the MI Θx as a susceptibility
(177) [or (176)] which is similar to the response func-
tion (81) for the collective vibrations, can be expressed
in terms of the s.p. Green’s function G by using its spec-
tral representation (82) through the Inglis formula (178),
Θx(ω) =
ds
π
∫ ∞
0
dε n(ε)
× Re
∫
dr1
∫
dr2 ℓx(r1) ℓx(r2)
× [G (r1, r2; ε− ~ω) +G (r1, r2; ε+ ~ω)]
×Im [G (r1, r2; ε)] . (191)
The angular momentum operator ℓx in (191) takes a sim-
ilar role of the s.p. operator named Fˆ (or Qˆ) in Section
IV [42, 160, 164, 171]. For the adiabatic rotations one
can neglect here the ω-dependence,
Θx =
2ds
π
∫ ∞
0
dε n(ε)
×
∫
dr1
∫
dr2 ℓx(r1) ℓx(r2)
× Re [G (r1, r2; ε)] Im [G (r1, r2; ε)] . (192)
This representation is useful within the semiclassical
POT, weakening the criterium of the quantum perturba-
tion approximation: The maximal rotational-excitation
energy ~ω for which the approximation is valid becomes
then significantly larger than the nearest neighbor s.p.-
level spacing around the Fermi surface εF , but still some-
what smaller than the energy distance between major
shells ~Ω (~Ω ≈ εF /A1/3) as shown by Migdal [203].
This is in contrast to the cranking formula (178) derived
with the help of the quantum perturbation criterion of
smallness of the excitation energies with respect to this
s.p. level spacing. The latter restriction appears prob-
ably because of using the spectral representation of the
Green’s function G in (191) and (192). Therefore, one
can assume that this restriction is weakened through the
coordinate representation of G, valid even for a quasi-
continuous spectra of the semiclassical approximation.
2. Semiclassical Green’s function and particle density
For the s.p. Green’s function G (r1, r2; ε) in (191) and
(192), we shall use the semiclassical Gutzwiller trajec-
tory expansion (1), (2) and (4) as in Section IV [84].
The sum runs over the CT with particle energy ε from
a point r1 to a point r2 (see Fig. 1). There are several
reasons leading to oscillations of the MI obtained from
(192), some local (r2 is close to r1) and some nonlocal
(they are different), where the local PO part is related
to the shell effects, whereas nonlocal (non-PO) contribu-
tions could have their origin in reflections of the particle
from the boundary. The NLA (|s12|= |r2−r1| ≪R) is
valid after a statistical averaging over many microscopic
quantum states. Then, the maximal possible value of the
parameter, which is the product of the two dimensionless
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quantities ω/Ω and S/~, used in [110] as a small param-
eter of the perturbation approach of Creagh to the clas-
sical dynamics [69], in our EGA can be somewhat larger.
This implies that (ω/Ω) (S/~)∼> 1, under the usual semi-
classical condition S/~ ∼ kFR ∼ A1/3 ≫ 1; where
kF = pF /~ is the Fermi momentum in ~ units, and R
the mean nuclear radius. According to (1), one can split
also the Green’s function G(r1, r2; ε) into a contribution
GCT0 (3) coming from the direct path between the two
points, r1 and r2, and a contribution GCT1 that contains
the contributions from all other trajectories involving re-
flections (1) (Fig. 1). For the component GCT0 related
to the trajectory CT0 for which the action SCT0 disap-
pears in the limit r2 → r1, one finds again (3) with us-
ing s = s1,2, particle momentum p(r)=
√
2m[ε− V (r)] ,
and potential V (r), where r = (r1+r2)/2. According to
(192), for a semiclassical statistical-equilibrium rotation
with constant frequency ω, one approximately obtains
[42, 113]
Θ ≈ ΘGRB = m
∫
dr r2⊥ ρscl(r)
= ΘETF + δΘscl , (193)
where ΘGRB = Θ
GRB
ETF + δΘ
GRB
scl is the generalized rigid-
body (GRB) MI with (Section VB and [42, 82])
ΘETF ≈ ΘGRBETF = m
∫
dr r2⊥ ρETF (r) , (194)
and δΘscl its shell correction [42, 113],
δΘscl ≈ δΘGRBscl = m
∫
dr r2⊥ δρscl(r) (195)
with r2⊥ = y
2 + z2. Such a splitting (193) is associated
with that of the spatial particle density ρ(r),
ρ(r)=− 1
π
Im
∫
dεn (ε)[G (r1, r2; ε)]r1=r2=r . (196)
Substituting (1) into (196), one obtains ρ(r) in terms
of its ETF particle density ρETF and its shell correction
δρscl(r),
ρscl (r) = ρETF + δρscl(r) , (197)
where
ρETF (r) = −
1
π
Im
∫
dεn˜ (ε)
× [GCT0 (r1, r2; ε)]r1=r2=r (198)
and
δρscl (r) = − 1
π
Im
∫
dεδn (ε)
× [GCT1 (r1, r2; ε)]r1=r2=r . (199)
The standard decomposition of the occupation numbers
n = n˜+ δn (200)
into the smooth and fluctuating parts is used as usually
in the SCM [4]. The crossing terms coming from the
substitution of (200) and (1) into (196) almost do not
contribute after the phase space integration by the SPM.
3. MI phase space trace formulas
Substituting (196) with (1) into (193), for the total
semiclassical MI Θx, one obtains the phase-space trace
formula [114, 115]:
Θscl ≈ dsm
∫
dε ε n(ε)
×
∫
dr2dp1
(2π~)3
r22⊥
ε
gscl(r2,p1; ε)
= ΘETF + δΘscl , (201)
where
gscl(r2,p1; ε) =
∂f(r,p)
∂ε
= Gscl(r2,p1; ε) exp [ip1 (r1−r2) /~] . (202)
The usual Wigner distribution function f(r,p) in the
phase space r,p, and now r22⊥ = y
2
2+z
2
2 , were introduced
(to simplify the notations the subscript 2 in r22⊥ will
be omitted in the following). Here Gscl(r2,p1; ε) is a
semiclassical Green’s function in the mixed phase-space
representation obtained by the Fourier transformation of
Gscl(r1, r2; ε) (1),
Gscl(r2,p1; ε)=Re
∑
CT
∣∣∣JCT(p1⊥,p2⊥)∣∣∣1/2δ [ε−H(r2,p2)]
× exp[ i
~
SCT (r1, r2; ε)− iπ2 µCT
]
, (203)
where JCT (p1⊥,p2⊥) is the Jacobian for the transforma-
tion from the component p1⊥ of the momentum p1 that
is perpendicular to the reference CT to the perpendicular
component p2⊥ of the momentum p2. We formally in-
serted the additional integral over r1 with δ(r2−r1) into
the middle of (193) and transformed the spatial coordi-
nates r1 and r2 to the phase space variables r2 and p1
[42, 102]. Using then the Fourier transformation of this
δ function of the coordinate difference r2 − r1 to a new
momentum p˜ and integrating, by the stationary phase
method, the MI in such a phase space representation
over the component of p˜, perpendicular to the classical
trajectories, one arrives at (201) [90]. Note that under
the perfect local approach of the NLA (r1 → r2 → r)
and p1 → p2 → p the ETF CT0 component (3) of the
Green’s function (1) is related to an energy density of
the TF distribution function (202)
gscl(r,p; ε)→ gTF(r,p; ε) = δ(ε−H(r,p)). (204)
4. ETF distribution function density
As shown in Appendix C, the ETF distribution density
component, gETF(r,p; ε), can be derived within the ETF
approach by using the inverse Laplace transformation
(B.13),
gETF(r,p; ε) = gTF + gS(r,p; ε) , (205)
where gTF is given by (204). Taking also into account
the same phase-space integration, one can simplify more
this expression excluding formally the terms which do
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not contribute because of the integral over momentum
p. For the ETF surface correction gS, one obtains
gS(r,p; ε) = ~
2
{(
−∇
2V
4m
)
× ∂
2δ (ε−H(r,p))
∂ε2
+
[
(∇V )2
6m
+
p2∇2V
18m2
]
∂3δ (ε−H(r,p))
∂ε3
− p
2 (∇V )2
24m2
∂4δ (ε−H(r,p))
∂ε4
}
. (206)
The gradients of the potential, (∇V )2 and ∇2V , can be
expressed in terms of the those of the TF particle density
within the same ~2 precision, ,
ρTF = ds
p3λ(r)
6π2~3
, (207)
where
pλ(r) =
√
2m [λ− V (r)] . (208)
Differentiating (207) and solving the obtained linear sys-
tem of equations with respect to the potential gradient
terms, one results in (B.11) and (B.12). These expres-
sions are more convenient to use in a more general case
including billiard systems as spheroidal cavity.
5. ETF and shell structure energies
Equation (201) strongly resemblances (except for the
additional factor mr2⊥/ε) with the expression for the
semiclassical s.p. energy
Escl = ds
∫
dε ε n(ε) gscl(ε)
= ds
∫
dε ε n(ε)
∫
dr2dp1
(2π~)3
× gscl(r2,p1; ε) ≈ EETF + δEscl , (209)
where EETF is the ETF energy and δEscl the energy shell
correction. We also used the phase-space trace formula
for the semiclassical level density gscl(ε) [2, 69, 84, 86,
89, 102] with a similar decomposition,
gscl(ε) =
∫
dr2dp1
(2π~)3
gscl(r2,p1; ε)
≈ gETF(ε) + δgscl(ε) . (210)
Substituting (B.11) and (B.12) into (206) for the ETF
surface-distribution density, and then, to (209) for the
ETF energy, one obtains
EETF = ETF + ES , (211)
where
ES = ds
∫
dε ε n(ǫ)
∫
drdp
(2π~)3
gS ≈ σS (212)
with
σ =
~
2
72m
∫ ∞
−∞
dξ
ρ
(
∂ρ
∂ξ
)2
. (213)
We used here the local orthogonal-coordinate system
ξ, r‖ with the ξ axis perpendicular to the nuclear
surface, and the two other r‖ coordinates tangent to
the surface (Section III) [33, 35]. Integrating first in
(212) over the energy ε by parts and using the prop-
erties of the δ functions, we take the integral over p
applying the relation p =
√
2m(ε− V (r)) for ε = λ
which then appears from these properties. For the last
integration, one transforms the remaining integral over
the spatial coordinates r to the local coordinate system
dr = dξdr‖ = dξdS. Within the ES (leptodermous) ap-
proximation [33, 35, 52, 54], where a/R ≈ A−1/3 ≪ 1
is a small parameter for a large deformed nucleus, at
the leading order one can keep the main highest-order
derivatives of the particle density ρ. After simple alge-
braic transformations, one finally arrives at (212) where
σ is the tension coefficient. Notice that the same result
(212) can be obtained directly from the surface (~2) of
the ETF kinetic energy density functional (214) [69],
τS =
~
2
2m
[
(∇ρ)2
36ρ
+
∇2ρ
3
]
, (214)
by using the same technics of the ES approximation (Sec-
tion III and [33, 35, 52, 54]). Note that we used also the
Gaussian theorem for the integration of the Laplacians
over the infinite spatial-coordinate volume (the densities
with all their derivatives tend to zero in the limit far
infinitely from the nucleus). This result should be ex-
pected for the IP model for arbitrarily deformed nuclear
ES. As shown in Section III, taking into account the
interaction depending on the particle density as in the
Skyrme forces, one may get a more realistic expression
for the tension coefficient σ than given in (213) [see (39)
for the surface energy constant, bS = b
(+)
S 4πr
2
0σ]. As for
perspective, the extension of these calculations to ac-
count for the spin-orbit interaction and neutron-proton
asymmetry can be done strictly following Section III and
[52, 54, 55].
6. Surface terms in the MI shell correction
Multiplying and dividing (201) identically by the en-
ergy Escl (209), one finally arrives at
Θscl ≈ m 〈r
2
⊥
ε
〉Escl , (215)
where brackets mean the average over the phase space
variables r2, p1 and energy ε with a weight ε, i.e. ,
〈r
2
⊥
ε
〉 =
∫
dε ε
∫
drdp (r2⊥/ε) gscl(r,p; ε)∫
dε ε
∫
drdp gscl(r,p; ε)
. (216)
Using now the same subdivision in terms of the ETF and
shell components for the MI (201) and the s.p. energy
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(209), after a statistical averaging for finite temperatures
T one obtains
δΘscl ≈ m 〈r2⊥/ε〉 δF , (217)
where δF is the free-energy shell correction (Section IIC1
and IVB1). Notice that in the spirit of the SCM [2, 4],
equation (215) is used here only for deriving the rela-
tion (217) between the leading-order shell corrections of
the MI and the ones of the free-energy, which are al-
ways due to the inhomogeneity of the s.p. (quasiparti-
cle) spectrum near the Fermi surface, see Section IVB1.
This does not mean that the total MI Θscl can be as-
sociated with the s.p. nature. In line with the standard
SCM, one can, however, use a renormalization proce-
dure, replacing a smooth both s.p. energy andMI compo-
nent by the corresponding macroscopic statistically aver-
aged quantities, in particular through the ETF method
(Section VB). In these derivations we used also the im-
proved stationary phase (periodic orbit) conditions for
the evaluation of integrals over the phase space variables
r2 and p1 [102]. Within the POT, at a given tempera-
ture T , the PO sum (135), presented for the semiclassical
free-energy shell correction δFscl in billiard potentials,
takes a more general form (17) for any potential wells
[2, 42, 86, 106, 109, 113]. The PO components of the os-
cillating (free) energy and level-density shell corrections
are taken all at the chemical potential ε = λ for ω = 0,
which, at zero temperature, is equal to the Fermi energy
εF . see more specific expressions of δgPO, for instance
(12), in terms of the PO classical degeneracy, the sta-
bility factors, and the action along the PO in Section
II [2, 42, 69, 84, 86, 89, 90]. In (210), gETF(ε) is the
smooth ETF component, and δgscl(ε) the semiclassical
oscillating contribution [69] where the latter can be ex-
pressed in terms of the PO sum, as shown in Section
II. POs appear through the stationary phase condition
(which, in the present context, is equivalent to the PO
condition, see Section IIB and [102]) for the calculation
of the integrals over r2 and p1 in (210) by the ISPM
[89, 90, 101, 102]. For the phase-space and energy av-
erage 〈r2⊥/ε〉 (216), one again obtains approximately a
decomposition into an ETF and a shell-correction contri-
butions, through the distribution function gscl(r2,p1; ε)
(202) and the Green’s function (203) with the help of the
decomposition (1),
〈r2⊥/ε〉 ≈ 〈r2⊥/ε〉ETF + δ〈r2⊥/ε〉. (218)
For this coefficient within the ETF in the ES approx-
imation, one obtains
〈r
2
⊥
ε
〉ETF ≈ ΘTF +ΘS
ETF + ES
, (219)
where ETF and ΘTF are the TF components [69] while
ES and ΘS are the ETF surface energy corrections given
by (212) . For spheroid cavity, one obtains the explicit
expressions:
ETF =
dsp
5
F
15π~3m
a2b , (220)
ΘTF =
dsp
3
F
12π2~3m
∫
dr (y2 + z2)
=
2dsp
3
F
45π~3
πa4b
(
1 + η2
)
, (221)
where a and b are the semi-axes of spheroidal cavity,
with a2b = R3, and R being the radius of the equivalent
sphere, η = b/a is the deformation parameter. (This
parameter should be not confused with η which denotes
other quantities in Section IV and VB) For the ETF sur-
face corrections ΘS in the case of the spheroidal cavity,
one explicitly obtains
ΘS =
4a4σ
λ
[
η2I0 +
π
4
(
1− 2η2) I1] , (222)
where
I0 =
∫ 1
0
dζ
√
1 + ζ(η2 − 1)
1− ζ
= 1 +
[
1 + (η2 − 1)] arctan√η2 − 1√
η2 − 1 , (223)
I1 =
∫ 1
0
ζdζ
√
1 + ζ(η2 − 1)
1− ζ
=
2η
3
√
η2 − 1
{[
1 + 2(η2 − 1)]E(√η2 − 1
η
)
− K
(√
η2 − 1
η
)}
, (224)
E(k) and K(k) are the standard complete elliptic inte-
grals [204]. Thus, for the spheroid cavity, from (219)
with (220), (221), (222) and (212) one finally arrives at
〈r
2
⊥
ε
〉ETF ≈ a
2 + b2
3λ
1 + ΘS/ΘTF
1 + ES/ETF
, (225)
ΘS
ΘTF
=
45bS
[
η2I0 + π(1 − 2η2)I1
]
4πη2/3(1 + η2)λ(kF r0)
3 A1/3
, (226)
ES
ETF
=
15bSS
16η2/3λ(kF r0)
3 A1/3
, (227)
bS = 4πr
2
0σ, S is the spheroid surface area S in units of
a2, S = a2S,
S = 2π
(
1 +
η2√
η2 − 1
)
arcsin
(√
η2 − 1
η
)
, (228)
σ is the surface tension coefficient (38) [35, 51]. Using
units of the classical rigid-body (TF) MI,
ΘTF = m
(
a2 + b2
)
A/5 , (229)
one results in
δΘx
ΘTF
=
5 (1 + ΘS/ΘTF)
1 + ES/ETF
δF
3Aλ
. (230)
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7. Comparison with quantum calculations
Figs. 32 and 33 show a good comparison between
the semiclassical ISPM MI shell corrections (217) ob-
tained with (index +) surface terms and the quantum-
mechanical (QM) result. In the zero-temperature limit,
the shell-correction free energy δF becomes obviously
identical to the shell-correction energy δE, and accord-
ing to (17)
δΘ ≈ 〈r
2
⊥
ε
〉 δE . (231)
The QM approach is determined through the ETF aver-
age (219) for 〈r2⊥/ǫ〉 with a realistic surface-energy con-
stant bS ≈ 20 MeV (Section III) whereas the energy shell
correction δE (equal δF at zero temperature T ) is cal-
culated by the SCM using the quantum spectrum. The
relationship (175) between the chemical potential λ and
the particle number A in the nucleus is used in the semi-
classical calculations, e.g. , of δF (17), with an averaging
parameter which is much smaller than the distance be-
tween major shells ~Ω for a sake of convenience. A large
supershell effect appears in δΘx, especially for larger de-
formations in the PO bifurcation region (Fig. 33).
The effect of surface corrections, (226) and (227), is
analyzed in Figs. 34 and 35 that show, together with the
result of the quantum calculation, the shell components
δΘx/ΘTF obtained with (ISPM+) and without (ISPM−)
these surface corrections. The difference between both
curves is seen to be more important for small particle
numbers, which can be easily understood since the sur-
face corrections decrease as A−1/3 as seen from (226) and
(227). The contribution of the shorter three-dimensional
orbits bifurcated from the equatorial ones are dominat-
ing in the case of large deformations (Fig. 33), in con-
trast to the small deformation region where the merid-
ian orbits are predominant (Fig. 32), in accordance with
[89, 101]. One also observes that the surface corrections
become more significant with increasing deformation of
the system.
For small temperatures one has δFscl ≈ δEscl, and
therefore, a remarkable interference of the dominant
short three-dimensional and meridian orbits is shown
in [89, 101, 114, 115]. Their bifurcations in the su-
perdeformed region give essential contributions to the
MI through the (free) energy shell corrections.
For heated Fermi systems, we calculate the quantum-
mechanical and the semiclassical shell-correction free en-
ergy (Fig. 36) for the spheroidal cavity at finite tem-
peratures and deformations as a function of the particle
number variable A1/3 for temperature T = 1 MeV as
compared to the cold case (T = 0). For simplicity, we
neglect in this comparison the relatively small surface
corrections of (219) in the MI shell components (217).
Minima of δF are related to magic particle numbers at a
finite temperature. The factor 〈r2⊥/ε〉, (219), appearing
in (217) in particular in (231) can be simply evaluated
within the cranking model (which is, as already pointed
out in the introduction, semiclassical in nature) by us-
ing the simplest TF estimate for the distribution func-
tion (204) (Sections VC3 and VC4). Thus, neglecting ~
corrections due both to surface [in (219)] and curvature
terms [115], one can also disregard shell effects in this
average factor (218) of (217). Note that the CT0 com-
ponent of the Green’s function (1) corresponds mainly to
the TF approach through the leading term of the nearly
local approximation, i.e. , the local approximation. For
the spheroidal cavity potential, one then obtains from
(219)
〈r
2
⊥
ε
〉 ≈ 〈r
2
⊥
ε
〉TF =
a2 + b2
3λ
. (232)
Using this more simple estimate, one may evaluate the
shell-correction MI for different temperatures T , and de-
formations η defined as η = b/a (Fig. 37). In that
case of small deformations (η = 1.2), there is almost no
contribution from PO bifurcations, whereas for large de-
formations a significant contribution of PO bifurcations
is observed. In addition, Fig. 37 shows a big weakness
of this effect with increasing temperature, especially for
larger both deformations and particle numbers. As seen
from Fig. 38, for small temperatures the orbits, which
give the dominating contribution into the shell struc-
ture, at large deformations are the bifurcating POs: The
shortest (four) three-dimensional (3D) POs which ap-
pear from the corresponding parent equatorial (EQ) or-
bits at η ≈ 1.6÷2.0; and the shortest meridional (two
elliptic and one hyperbolic) POs emerging at smaller de-
formations (η = 1 and
√
2) [89, 101]. Therefore, the
ISPM amplitudes of oscillations of the level density from
the bifurcating POs are enhanced as compared to other
POs far from the bifurcation (or symmetry-breaking) de-
formations. Both kinds of PO families mentioned above
yield the essential contributions through δF at zero tem-
perature (i.e. , δE). At finite temperatures, the main
contribution to the MI shell structure is due to the short-
est EQ orbits because of the exponential temperature-
dependent factor in (17) for the shell-correction free en-
ergy δF (see also Fig. 36). In addition, the factor 1/t2PO
in (17) with the time period tPO of the particle motion
along the PO enhances shorter EQ POs at a finite tem-
perature, too. All these properties differ significantly
from the classical perturbation results of [20] where the
EQ orbits do not contribute and 3D PO contributions
are not considered.
Figs. 38 and 39 show the temperature dependence of
the MI shell corrections. With increasing temperature
T , one observes [42, 86, 106–109, 112, 113] an exponen-
tial decrease of the shell-correction free energy as this is
obvious from (217) and (17). For larger particle numbers
A1/3 (larger kFR ≈ 2A1/3) and temperatures T [T > Tcr
(139)], the shorter EQ orbits become dominating as com-
pared to more degenerate but longer 3D and meridional
orbits, as seen from Fig. 38.
The shell corrections to the MI (217) turn out to be rel-
atively much smaller than the classical rigid-body (TF)
component. This is similar to the shell-correction (free)
energy δE (or δF) as compared with the correspond-
ing TF term. However, many important physical effects,
such as fission isomerism and high-spin physics depend
basically on the shell effects. Our nonperturbation re-
sults for the MI shell corrections can of course be applied
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for larger rotational frequencies and larger deformations
(η ∼ 1.5 − 2.0) where the bifurcations play the dom-
inating role like in the case of the deformed harmonic
oscillator [42, 112, 113].
In this Section, we derived the shell components δΘ
of the moment of inertia in terms of the free-energy
shell correction δF within the nonperturbative extended
Gutzwiller POT for any effective mean-field potential
using the phase-space variables. For the deformed
spheroidal cavity, like for the harmonic oscillator po-
tentials [42, 113], we found a good agreement between
the semiclassical POT and quantum results for δF and
δΘ using the Thomas-Fermi approximation for 〈r2⊥/ε〉
at several critical deformations and temperatures. For
smaller temperatures a very interesting interference of
the dominant short three-dimensional and parent equa-
torial orbits and their bifurcations in the superdeformed
region is shown to appear. For larger temperatures, the
shorter EQ orbits are dominant. An exponential de-
crease of the shell corrections with increasing tempera-
ture is analytically demonstrated.
VI. CONCLUSIONS
In this review, we present the semiclassical extended
Gutzwiller approach (EGA) to the s.p. Green’s function
and the periodic orbit theory for a description of the
level-density and (free) energy shell corrections. Phase
space trace formulas for the level density and energy shell
corrections were introduced for any Hamiltonian (Sec-
tion II).
Analytical expressions for the surface symmetry-
energy constants were derived within the local-density
ETF approach by using simple isovector solutions of
the particle density in leading order of the leptoder-
mous effective-surface approximation, taking into ac-
count the derivatives of the symmetry energy, the
spin-orbit interaction and the isovector surface gradi-
ent terms, as demonstrated in Section III. We used the
surface symmetry-energy constants for several Skyrme-
force parametrizations to calculate the energies and sum
rules of the isovector dipole resonance (IVDR) strength
and the transition densities within the Fermi liquid-drop
model (FLDM). It turns out that the surface symmetry-
energy constants are quite sensitive to the parameters of
the Skyrme force, in particular through the C coefficients
in (27) appearing in the density gradient terms of the
isovector part of the energy density. The values of these
isovector constants are found to have also a strong influ-
ence on the spin-orbit interaction. The IVDR strength
is shown to split into a main and several satellite peaks.
This IVDR splitting and the mean isovector giant dipole-
resonance (IVGDR) energies and energy weighted sum
rules are found, within the FLDM to be in good agree-
ment with the experimental data.
The transport coefficients for the low-lying collective
vibrational states were derived by using the ETF com-
ponents of the semiclassical periodic orbit theory. We
also suggested (Section IV) to use the shell correction
method (SCM) to determine the transport coefficients
within the response function theory in close analogy with
the Strutinsky shell correction method for the (free) en-
ergy. We found an enhancement of the inertia for the
low-lying vibration states as compared to the irrotational
flow inertia. We thus obtain a good agreement of the
ETF semiclassical trajectory EGA for the main averaged
characteristics, such as the energies, transition probabil-
ities, and EWSRs for the low-lying quadrupole and oc-
tupole collective states. Taking also shell corrections to
the smooth ETF transport coefficients into account, one
obtains an improved comparison with experimental data,
in particular near magic nuclei where these corrections
play an important role. Smooth nonlocal trajectory cor-
rections were derived for the inertia and friction param-
eters of low-energy collective vibrations by solving the
symmetry breaking problem within the uniform approx-
imation. We confirm that with increasing multipolarity
of the nuclear shape vibrations, the smooth friction coef-
ficients tend to the famous wall formula. In particular for
the quadrupole and octupole collective modes, we found
a strong correlation, as functions of the particle number,
between the average dissipative time-dependent energy
rate and the energy shell correction.
Semiclassical functional expressions for the moments
of inertia were derived in the framework of the ETF ap-
proach (Section V). We used these analytical expressions
to obtain a self-consistent description of rotating nuclei
where the rotation velocity impacts on the structure of
the nucleus. It has been shown that such a treatment
leads, indeed, to the Jacobi phase transition to triaxial
shapes as already predicted in [198] within the rotating
LDM. We emphasize that the simple rigid-body moment
of inertia gives a quite accurate approximation for the
full ETF value. Being aware of the mutual interplay be-
tween rotation and pairing correlations [30, 199, 200], it
would be especially interesting to work out an approach
that is able to determine the nuclear structure depend-
ing on its angular velocity, as we have done here in the
ETF approach, but taking pairing correlations and their
rotational quenching explicitly into account.
We also derived, within the nonperturbative extended
POT, the shell corrections of the MI in terms of the
free-energy shell corrections, through those of the rigid-
body MI of the equilibrium rotations, which is exact for
the HO and quite accurate for the spheroidal potential.
Phase-space trace formulas for the MI shell corrections
were obtained for any mean field potential accounting
for the surface corrections to the ratio of the MI and
free-energy shell corrections. An exponential decrease of
all shell corrections with increasing temperature is ob-
served as expected. We also observe an enhancement
of the amplitude of the MI shell corrections due to the
bifurcation catastrophe phenomenon.
As for further perspectives, it would be certainly worth
to apply our results to calculations of the structure
of the IVDR within the Fermi-liquid droplet model in
order to determine the value of the fundamental sur-
face and volume (including derivative terms) symmetry-
energy constants from a comparison with experimental
data for the satellite resonances [140, 156, 158] and neu-
tron skins [67], as well as with other theoretical calcu-
lations [53, 55, 138, 139, 141, 143, 144]. For a further
extension of the description of the low-lying isovector
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collective states, one has to use the POT for including
the shell effects semiclassically [69, 86, 150, 160, 161].
It would be also worth to apply this semiclassical the-
ory to the shell corrections of the MI and other transport
coefficients, such as the inertia and friction parameters,
for more realistic edge-like potentials with surface dif-
fuseness [90] within the nuclear collective dynamics in-
volving magic nuclei [110, 160, 164, 171]. One of the most
attractive applications of the semiclassical periodic-orbit
theory, in line with one of the main activities of V.G.
Solovjov, is its extension to the spin-orbit and pairing
interactions [24, 93], and their influence on the collective
vibrational and rotational excitations in heavy deformed
neutron-rich nuclei [30, 199, 200, 205].
In nuclear physics, the spin of the nucleons plays an
important role in the MI calculations [23, 30, 42, 82]. As
shown in [42, 82], it leads in particular to the essential
paramagnetic effects in the MI through its smooth ETF
part. It would be valuable to also include the spin de-
grees of freedom into the semiclassical MI shell correction
since it leads to the well-known spin-orbit splitting which
significantly changes the nuclear shell structure. The an-
alytical expressions for the MI obtained at the present
stage have therefore only a somewhat restricted value for
the use in real nuclei, but could be directly applied for
metallic clusters and quantum dots. The extension of
the POT [95, 96] to the MI shell correction calculations
including the spin degree of freedom would therefore,
constitute an essential progress in the understanding of
the semiclassical relation between the nuclear MI and
free-energy shell corrections. On the way to a more re-
alistic study of this relation, let us mention, in addition,
the application of the POT for deformed and diffuse-
surface power-law potentials [90] to our calculations of
the MI shell corrections. In this connection, one has to
recall also the inclusion of pairing correlations, especially
far from deformed magic nuclei [30]. In this respect, the
idea of applying the Strutinsky SCM to the calculation
of nuclear energies in a Hartree-Fock-Bogoliubov type
approach at finite temperatures [24] through the level
density shell corrections for the spectra might also be
useful to develop a more realistic semiclassical theory.
Another interesting application of our semiclassical non-
perturbative POT would consist in taking into account
the non-adiabatic effects, in particular the ω dependence
of the classical trajectories. The most important more
long-term future problem might be to perform compar-
ison between the experimental data for the nuclear ro-
tational bands with the POT results for the MI, includ-
ing the smooth ETF and PO-shell corrections. We also
point out that extensions of these POT results would be
extremely interesting for the inertia and friction coeffi-
cients for low-lying collective states using more realistic
Hamiltonians.
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Appendix A: TO THE EFFECTIVE SURFACE
APPROXIMATION
A1. Solutions of the isovector
Lagrange equation
The Lagrange equation for the variations of the isovec-
tor particle density ρ− is given in the local coordinate
system where ξ is the distance of a given spatial point r
to the ES, and the other orthogonal tangent-to-ES vari-
ables can be taken for instance as the cylindrical coor-
dinate of the projection of a point r to the ES and the
azimuthal angle around the symmetry z axis by [51, 52]
2C− ∂
2ρ−
∂ξ2
+ 2C−H∂ρ−
∂ξ
− d
dρ−
[ρ+ε− (ρ+, ρ−)] + Λ− = 0 . (A.1)
Here H is the mean curvature of the ES (H = 1/R for
the spherical ES). The isovector chemical-potential cor-
rection Λ− was introduced [51] like the isoscalar one Λ+,
worked out in detail in [34, 35]. Up to the leading terms
in a small parameter a/R, one obtains from (A.1)
2C− ∂
2ρ−
∂ξ2
− d
dρ−
[ρ+ε−(ρ+, ρ−)] = 0 . (A.2)
We neglected here the higher order terms proportional
to the first derivatives of the particle density ρ− with
respect to ξ and the surface correction to the isovec-
tor chemical potential in (A.1) ([34, 35] for the isoscalar
case). For the dimensionless isovector density w− =
ρ−/(ρI) one finds after simple transformations the fol-
lowing equation and the boundary condition in the form
dw−
dw
=csym
√
Ssym(ǫ)(1+βw)
e[ǫ(w)]
√∣∣∣1−w2−
w2
∣∣∣ ,
w−(w = 1) = 1 , (A.3)
where β is the SO parameter defined below (28), Ssym =
Ssym/J , csym is given by (31) and Ssym(ǫ) in (25). The
above equation determines the isovector density w− as a
function of the isoscalar one w(x) (28). In the quadratic
approximation for e[ǫ(w)] [up to a small asymmetry cor-
rection proportional to I2 in (23)], one finds an explicit
analytical expression in terms of elementary functions
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[52]. Substituting w− = w cosψ into (A.3), and taking
the approximation e = (1 − w)2, one has the following
first order differential equation for a new function ψ(w):
−w(1 − w)
csym
sinψ
dψ
dw
=
√
Ssym(ǫ)(1 + βw) sinψ − 1− w
csym
cosψ ,
ψ(w = 1) = 0 . (A.4)
The boundary condition for this equation is related to
that of (A.3) for w−(w). This equation looks more com-
plicated because of the trigonometric nonlinear terms.
However, it allows to obtain the simple approximate an-
alytical solutions within standard perturbation theory.
Indeed, according to (A.3) and (28), where we do not
have an explicit x-dependence, we note that w− is mainly
a sharply decreasing function of x through w(x) within
a small diffuseness region of the order of one in dimen-
sionless units (Figs. 2 and 3). Thus, we may find ap-
proximate solutions to equation (A.4) with its boundary
condition in terms of a power expansion of a new func-
tion ψ˜(γ) in powers of a new small argument γ (31),
ψ˜(γ) ≡ ψ(w) =
∞∑
n=0
cn γ
n(w) , (A.5)
where the coefficients cn and γ are defined in (31). Sub-
stituting the power series (A.5) into (A.4), one expands
first the trigonometric functions into a power series of γ,
according to the boundary condition in (A.4). As usual,
using standard perturbation theory, we obtain a system
of algebraic equations for the coefficients cn (A.5) by
equating coefficients from both sides of (A.4) with the
same powers of γ. This simple procedure leads to a sys-
tem of algebraic recurrence relations which determine
the coefficients cn as functions of the parameters β and
csym of (A.4),
c0 = 0, c1 =
1√
1 + β
,
c2 =
c1
2csym(1+β)
(
βc2sym+2+
L
3J
c2sym(1+β)
)
,
c3 = −c1
{
4
3
c21−3
c1c2
csym
− c2csym
2c1
(
βc21+
L
3J
)
− 1
8
β2c2symc
4
1+
K−c
2
sym
36J
+
c2symL
12J
(
βc21−
L
6J
)}
,(A.6)
and so on. In particular, up to second order in γ, we
derive analytical solutions as functions of β, csym, J and
L in an explicitly closed form:
ψ˜(γ) = γ (c1 + c2γ) , c1 =
1√
1 + β
, (A.7)
c2 =
βc2sym + 2 + Lc
2
sym(1 + β)/(3J)
2(1 + β)3/2csym
. (A.8)
Thus, using the standard perturbation expansion
method of solving ψ˜(γ) in terms of the power series
of γ up to γ2, one obtains the quadratic expansion of
ψ(w), (32), with c˜ = c2/c1. Notice that one finds a good
convergence of the power expansion of ψ˜(γ(w)) (A.7) in
γ(w) for w−(x) at the second order in γ(w) because of
values of csym larger one for all Skyrme forces presented
in Table 1 [(31) for csym].
A2. The macroscopic boundary
conditions
For the derivation of the expression for surface ten-
sion coefficients σ±, we first write the system of the La-
grange equations by using variations of the energy den-
sity E(ρ+, ρ−) with respect to the isoscalar and isovector
densities ρ+ and ρ−. Then, we substitute the solution of
the first Lagrange equation for variations of the isoscalar
density ρ = ρ+ in the energy density (21) [34, 35] into the
second Lagrange equation (A.1) for the isovector den-
sity ρ−. Using the Laplacian in the variables ξ and
other cylindrical coordinates introduced above [34] we
keep the major terms in this second equation within the
improved precision in small parameter a/R. The im-
proved precision means that we take into account the
next terms proportional to the first derivatives of parti-
cle densities [along with the second ones of (A.2)], and
small surface corrections Λ± to the isoscalar and isovec-
tor Lagrange multipliers λ±. Within this improved pre-
cision, one finds the second Lagrange equation (A.1) by
the variations of the energy density E(ρ+, ρ−) (21) with
respect to the isovector particle density ρ−. Multiply-
ing (A.1) by ∂ρ−/∂ξ we integrate over the coordinate
ξ, normal-to-ES direction, from a spatial point ξin in-
side the volume (at ξin∼< − a ) to ∞ term by term.
Using also integration by parts, within the ES approx-
imation this results in the macroscopic boundary con-
ditions (together with the isoscalar boundary condition
from [34, 35, 41, 47, 48, 51])
(ρ I Λ−)ES = P
(−)
s ≡ 2σ−H ,
(ρ Λ+)ES = P
(+)
s ≡ 2σ+H . (A.9)
Here, P
(±)
s are the isovector and isoscalar surface-tension
(capillary) pressures and σ± are the corresponding ten-
sion coefficients; see their expressions in (38). We point
out that the lower limit ξin can be approximately ex-
tended to −∞ as in (38) for σ± because of a fast conver-
gence of the integral over ξ within the surface layer, at
a/R≪ 1 . The integrands contain, indeed, the square of
the first derivatives, (∂ρ±/∂ξ)
2 ∝ (R/a)2, and therefore,
the integral over ξ converges exponentially rapidly within
the ES layer |ξ| ≤ a. This leads to the aditional small
factor a/R in (38), σ± ∝ R/a. Therefore, at this higher
order of the improved ES approximation, one may ne-
glect high order corrections in the calculation of deriva-
tives of ρ± themselves by using the analytical universal
density distributions w±(x) [(28) and (32)] within the
ES layer which do not depend on the specific properties
of the nucleus as mentioned in the main text. (These
mean-curvature corrections are small terms proportional
to the first derivative ∂ρ−/∂ξ and Λ− in (A.1), as for
the isoscalar case [34, 35, 47, 48]). In these derivations,
the obvious boundary conditions of disappearance of the
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particle densities and all their derivatives with respect
to ξ outside of the ES for ξ → ∞ (ξ ≫ a) were taken
into account too.
The Lagrange multipliers Λ± , multiplied by ρI and
ρ , in the parentheses on the left-hand sides of (A.9) are
the volume isovector (ρIΛ−) and isoscalar (ρΛ+) pres-
sure excesses, respectively [51]. These pressures due to
the surface curvature can be derived by using the vol-
ume solutions of the Lagrange equations for the particle
densities [obtained by variating the energy density E and
neglecting all the derivatives of the particle densities in
(21)],
ρ− ≈ ρ
[
I
(
1 +
9Λ+
K
)
+
Λ−
2J
]
,
ρ+ ≈ ρ
[
1 +
9Λ+
K
(
1− 81Λ+
2K
)
− 18J
2K
I2
]
.(A.10)
Inserting Λ+ and Λ− from (A.9) into (A.10), one finds
ρ−=ρ I
[
1+
6b
(+)
S H r0
K
+
2b
(−)
S H r0
6J I2
]
. (A.11)
As seen from (A.11), the isovector density correction
to the volume density ρ− because of a finiteness of the
coupled system of the two Lagrange equations depends
on both isoscalar and isovector surface energy constants
b
(±)
S in the first-order expansion of the small parameter
a/R. If we are not too far from the valley of stability,
I is an additional small parameter, and the isovector
corrections are small compared with the isoscalar values
[b
(−)
S ∝ I2, Λ− ∝ I; see (A.10), (A.11), and (40)]. Thus,
(A.9) has a clear physical meaning as the macroscopic
boundary conditions for equilibrium of the isovector and
isoscalar forces (volume and surface pressures) acting on
the ES [6, 41]. Equations in (A.9) can be used as the
boundary conditions to the volume Lagrange equations
obtained by neglecting derivatives of the particle densi-
ties ρ± over ξ. Note that the isovector tension coefficient
σ− is much smaller than the isoscalar one σ+ [see (38)] as
σ− ∝ I2 because of ρ− ∝ I and I ≪ 1 near the nuclear
beta-stability line. Another reason is the smallness of C−
as compared to C+ for the realistic Skyrme forces (Table
1) [70, 71]. From comparison of (A.10) and (A.11) for
ρ− [see also (38)], one may also evaluate
Λ− =
2σ−H
ρ I
≈ 2b
(−)
S
3IA1/3
∼ kSI a
R
. (A.12)
which is consistent with (A.1) (r0H ∼ a/R in these esti-
mations, see corresponding ones in [34, 35]).
A3. Derivations of the surface energy
and its coefficients
For calculations of the surface energy components
E
(±)
S of the energy E in (20) within the same improved
ES approximation as described above in Appendix A we
first separate the volume terms related to the first two
terms of (21) for the energy density E per particle. Other
terms of the energy density ρE(ρ+, ρ−) in (21) lead to the
surface components E±S (37), as they are concentrated
near the ES. Integrating the energy density ρE per unit
of the volume [see (21)] over the spatial coordinates r in
the local coordinate system defined above within the ES
approximation, one finds
E±S =
∮
dS
∞∫
ξin
dξ
[
C± (∇ρ±)2
+ ρ+ε± (ρ+, ρ−)] ≈ σ± S , (A.13)
where ξin∼< −a [34, 35, 51]. Local coordinates were used
because the integral over ξ converges rapidly within the
ES layer which is effectively taken for |ξ|∼< a. Therefore
again, we may extend formally ξin to −∞ in the first (in-
ternal) integral taken over the ES in the normal-to-ES di-
rection ξ in (A.13). Then, the second integration is per-
formed over the closed surface of the ES. The integrand
over ξ contains terms of the order of (ρ/a)2 ∝ (R/a)2 .
However, the integration is effectively performed over
the edge region of the order of a that leads to the addi-
tional smallness proportional to a/R as in Appendix A.
At this leading order the dependence of the internal inte-
grand on orthogonal-to-ξ coordinates can be neglected.
Moreover, from the Lagrange equations [(A.2) for the
isovector case] at this main order, one can realize that
the terms without particle density gradients in (A.13)
are equivalent to the gradient terms. Therefore, for the
calculation of the internal integral we may approximately
reduce the integrand over ξ to derivatives of the universal
particle densities of the leading order ρ±(ξ) in ξ using
C±(∇ρ±)2+ρ+ε±(ρ+, ρ−)≈2C±(∂ρ±/∂ξ)2 (A.14)
[(28) and (32) for w±(x)]. We emphasize that the isovec-
tor gradient terms are obviously important for these
calculations. Taking approximately the integral over ξ
within the infinite integration region (−∞ < ξ <∞) out
of the integral over the ES (dS) we are left with the inte-
gral over the ES itself that is the surface area S. Thus,
we arrive finally at the right hand side of (A.13) with
the surface tension coefficient σ± = b
(±)
S /(4πr
2
0) [(38)
for b
(±)
S ].
Using now the quadratic approximation e[ǫ(w)] = (1−
w)2 in (38) for b±S (D− = 0), one obtains (for β < 0, see
Table 1)
b
(±)
S = 6ρ C±
J±
r0a
, (A.15)
where
J+ =
1∫
0
dw
√
w(1 + βw) (1− w)
=
1
24(−β)5/2
[
J (1)+
√
−β(1 + β)
+ J (2)+ arcsin
√
−β
]
, (A.16)
with
J (1)+ = 3 + 4β(1 + β), J (2)+ = −3− 6β . (A.17)
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For the isovector energy constant J−, one finds
J−= −1
1+β
1∫
0
dw
√
w(1+βw)
× (1− w)(1 + c˜γ(w))2= c˜
2
1920(1 + β)(−β)9/2
×
[
J (1)−
(csym
c˜
)√
−β(1 + β)
+ J (2)−
(csym
c˜
)
arcsin
√
−β
]
, (A.18)
with
J (1)− (ζ) = 105− 4β {95 + 75ζ + β [119 + 10ζ(19 + 6ζ)
+ 8β2 (1 + 10ζ(1 + ζ)) + 8ζ (5ζ(3 + 2ζ)− 6)]} , (A.19)
J (2)− (ζ) = 15 {7 + 2β [5(3 + 2ζ) + 8β(1 + ζ)
× (3 + ζ + 2β(1 + ζ))]} . (A.20)
These equations determine explicitly the analytical ex-
pressions for the isoscalar (b
(+)
S ) and isovector (b
(−)
S ) en-
ergy constants in terms of the Skyrme force parameters,
see (34) for c˜ and (31) for csym and γ(w). For the limit
β → 0 one has from (A.16) and (A.18) J± → 4/15. With
(44) and (45) one arrives also at the explicit analytical
expression for the isovector stiffness Q as a function of
C− and β. In the limit C− → 0 one obtains kS → 0
and Q → ∞ because of the finite limit of the argument
csym/c˜ → 2(1 + β)/[β + (1 + β)L/(3J)] of the function
J− in (A.18) [see also (32) for c˜ and (31) for csym].
A4. Simple case of symmetrical
nuclei
For the simplest case of the symmetric nuclei, N =
Z (I = 0), one has from (21) (omitting the subscripts
“plus”)
E (ρ) = −bV + ε(ρ) +
(
C + Γ
4ρ
)
(∇ρ)2
ρ
. (A.21)
For simplicity we neglect the spin-orbit terms along with
the asymmetry ones. Variating the energy functional
(20) with this energy density per particle, we obtain the
Lagrange equation [35]:
2
(
C + Γ
4ρ
)
△ρ− Γ
4ρ2
(∇ρ)2 + Λ = 0 , (A.22)
where Λ = λ + bV is the correction to the separation
energy per particle −bV in the chemical potential λ. In-
troducing a local orthogonal coordinate system with the
normal-to-ES coordinate ξ, one gets for the particle den-
sity ρ0 at leading order in the leptodermous parameter
a/R a simple ordinary differential equation:
dρ0
dξ
= − 2ρε
1/2(ρ)√
4Cρ+ Γ , Γ =
~
2
18m
. (A.23)
This equation can be solved analytically at arbitrary
surface-interaction constant C for the quadratic approx-
imation ε(ρ) = [K/18ρ2∞] (ρ− ρ∞)2 , where K is the
in-compressibility modulus of infinite symmetric matter.
Transforming (A.23) to that for the dimensionless par-
ticle density, w(x) = ρ(ξ)/ρ , x = ξ/a, for C = 0 (sym-
metric gas of independent nucleons), one finds
w′(x)=−ζw
√
ǫ(w), ζ=2a
√
K/(18Γ) . (A.24)
Differentiating once more term by term over x and using
the ES definition w′′(x) = 0 at the ES, x = 0, one arrives
at the boundary condition:
2ǫ(w0) + w0ǫ
′(w0) = 0 . (A.25)
For the quadratic ǫ(w), one finds the solution w0 = 1/2.
Integrating (A.24) with ǫ(w) = (w − 1)2 and using
the boundary condition (A.25), one obtains the explicit
Fermi-function solution:
w(x) = [1 + exp (ζx)]
−1
. (A.26)
For large x, one has from (A.26) asymptotically, w(x)→
exp(−ζx) for x → ∞. Therefore, one can define the
diffuseness parameter a from the usual condition, ζ = 1
so that the particle density w(x) will be decreased at
large x in e times, i.e.,
a =
√
18Γ
4K
=
√
~2
4mK
. (A.27)
Another limit case of C 6= 0 but neglecting Γ was con-
sidered in Section III (see [51] for a more general case of
C 6= 0 and Γ 6= 0, simultaneously).
For the energy (20) with (A.21), one has
E = −bVA+
∫
dr
[(
C + Γ
4ρ
)
(∇ρ)2 + ρε(ρ)
]
= EV + ES , (A.28)
where EV = −bVA is the volume and ES = σS is the
surface components with the tension coefficient
σ =
∫ ∞
−∞
dξ
(
C + Γ
4ρ
)(
∂ρ
∂ξ
)2
. (A.29)
For calculations of the surface energy component ES
from the second integral in (A.28), one notes that we
need the particle density ρ ≈ ρ0 at leading order in
small parameter a/R by the same reasons as mentioned
in Appendix A3. Therefore, according to the Lagrange
equation at this order (A.23), the two terms in the
square brackets of the integral in (A.28) are identical,
see (A.14). Using (A.29) for the tension coefficient σ
and (A.23) at C = 0 one finds analytically (after trans-
forming to the dimensionless quantities and changing the
integration variable from x to w),
σ =
~ρ
36
√
Km . (A.30)
Other limit cases are considered in Section III, this Ap-
pendix A and in [51].
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Appendix B: TO CALCULATIONS OF
TRANSPORT
COEFFICIENTS
B1. Coupling constants
The consistency condition for the single-particle oper-
ator Fˆ (74) of the external field writes [6, 11]
δ〈Fˆ〉ω = κFF δqω ,
κFF = −χFF(0)− CFF(0) , (B.1)
where κFF is the coupling constant, and χFF(0) the iso-
lated susceptibility in the F mode. For a quasi-static
process, the first consistency relation in (B.1),
δ〈Fˆ〉 =
∫
drFˆ(r) δρ(r, q)
=
∫
drFˆ(r)
(
∂ρ(r, q)
∂q
)
q=0
δq , (B.2)
determines the coupling constant κFF by
κFF =
∫
dr Fˆ(r)
(
∂ρ(r, q)
∂q
)
q=0
. (B.3)
Within the considered macroscopic model, the particle
density variation (transition density) can be presented
as a sum of the “volume” and “surface” parts in the ES
approximation [34, 35],
δρ (r, q)=δρvol(r, q)y(ξ)−ρinR
a
∂y(ξ)
∂ξ
Yλ0(θ). (B.4)
Here ρin is the particle density inside of the system far
from the ES, see (104) (for simplicity the low index in
ρin is omitted in the main text). The ES is defined as
the spatial points of maximal particle-density gradient
∇ρ(r). The radial coordinate dependence of the particle
density is approximated via ρ(r, θ, q) = ρin y(ξ), ξ =
[r − R(θ, q)]/a where y(ξ) is a gradual step-like profile
function with approximately a sharp change from 0 to
1 near the nuclear surface, r = R(θ, q), within a small
transition region of the order of a diffuseness parameter,
a = (4Cρ/bV)1/2. For the coefficient C in front of the
[∇ρ(r)]2 term of the effective nuclear Skyrme forces, one
has
C= 4πr
5
0b
2
S
27bVJ 2 , J =
ξ0∫
−∞
dξ
(
dy(ξ)
dξ
)2
≈ 8
15
, y(ξ) =
ρ(ξ)
ρ
≈ tanh2(ξ − ξ0). (B.5)
The profile function y(ξ) in (B.4) and (B.5) with ξ0/R =
ArcTanh(
√
y0) = 0.658... for the value y = y0 = 1/3 at
the ES was approximated in (B.5) as the analytical so-
lution “Par” derived in [35]. It is the simplest parabolic
approximation, −bV+K(1− y)2/18, for the energy den-
sity per particle inside of the nucleus up to a small rela-
tively kinetic energy [∇ρ(r)]2 correction in the ES layer
of the width a. As shown in [35], this “Par” solution
y(ξ) for the particle density is in good agreement with
the Hartree-Fock calculations of the averaged particle
densities and nuclear energies based on several Skyrme
force parameters, except for small quantum (in particu-
lar, shell) effects outside of the narrow ES layer. From
(B.5) one has the approximate relationship between the
surface energy constant bS, and the diffuseness parame-
ter a, bS ≈ 4bVa/(5r0) [35].
In the framework of the ES approximation, at leading
order of expansion in parameter a/R ∼ A−1/3, for the
operator Fˆ (r) of (68) for λ ≥ 2 one has
Fˆ (r) =
(
δV
δρ
∂ρ(r, q)
∂q
)
q=0
≈ −RYλ0(rˆ)
(
δV
δρ
∂ρ
∂r
)
q=0
=
RK
9ρ
Yλ0(rˆ)
(
∂ρ
∂r
)
q=0
, (B.6)
up to small relatively corrections of the order of
6bS/(KA
1/3) to the “volume” particle density variations
in (B.4), see (104). In order to evaluate the varia-
tional derivative δV/δρ in (B.6), we used now the ther-
modynamical relation (energy conservation equation),
dλ = −S dT + dP/ρ + dV, where S is the nuclear en-
tropy, P the pressure, and V is a quasi-static external
field [11]. Then, the conservation of particle number at
constant temperature T (constant chemical potential λ
and T = 0 in this specific case) and the definition of in-
compressibility, K = 9(∂P/∂ρ)q=0, were taken into ac-
count in the third equation of (B.6). Substituting (B.6)
and (B.4) into (B.3) and taking smooth r-dependent
quantities, as compared to the sharp radial derivatives
of the particle density, ρ(r) ∝ y((r − R)/a), at q = 0
off the integral over r , we may use the ES approxima-
tion for a surface tension, bS/(4πr
2
0) (38) [34, 35]. With
this expression for bS, up to small terms of the high rel-
atively order in A−1/3, in particular, those of (100), and
small particle-density corrections, ∼ [6bS/(KA1/3)]2, in
the nuclear volume, one approximately obtains
κFF ≈ −R
∫
dr Fˆ(r)Yλ0(rˆ)
(
∂ρ
∂r
)
q=0
= − K bSR
4
72π ρ C r20
, (B.7)
see (104) for the particle density ρ and (B.5) for C. Using
(B.5), from (B.7) for the coupling constant κFF , one
arrives at (103).
Similarly, from the consistency condition (70), one
may write
δ〈Qˆ〉 =
∫
dr Qˆ(r) δρ(r, t) = κQQ δq(t) , (B.8)
where δρ(r, q) is the particle density variation (B.4) with
the same edge-like function y(ξ) described above. Up to
small negligibly corrections in expansion over parameter
a/R, from (B.8) and (B.4), one finds
κQQ=ρR
λ+3
[
1 +
(
ξ0
R − 1
)
(λ+ 2) aR
+ (λ + 1)(λ+ 2)
(
ξ20
2R2 − ξ0R + log2
)
a2
R2
]
. (B.9)
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In these derivations we neglected the contributions of
the “volume” part of dynamical particle-density varia-
tions of (B.4). The boundary condition for pressures of
the ES approach [34, 35] was used to relate the slow “vol-
ume” and “surface” vibration amplitudes in (B.4). The
radial “volume” particle-density dependence in (B.4),
δρvol(r) ∝ jλ(qr)Yλ0(θ), is evaluated like in the macro-
scopic zero-sound Fermi-liquid models (q is the wave
number, ω ≈ qpF /m, qR∼< 1 for nuclear low-lying ex-
citations, see Section III and [35, 41]) which leads to a
small relatively factor, 3(λ−1)(λ+2)bS/[(2λ+3)KA1/3],
as compared to the leading “surface” term of the sum
(B.4). Other corrections were obtained from expansion
of the integral taking from the “surface” part of the par-
ticle density variation in (B.4) with respect to a small
parameter, a/R ≈ 5bSr0/(4bVR) ≈ 1.4/A1/3, at second
(curvature) order. The analytical solution (B.5) for y(ξ)
was explicitly used for the integrations over the radial
variable in (B.8). Up to small relatively “volume” cor-
rections, ∼ bS/(KA1/3), and those of (B.9), one obtains
(104).
B2. Calculations of the Jacobian
For calculations of the Jacobian, JCT (p1, tCT; r2, ε) ,
in expansion (1) with (2) and (4) let us specify the CT
with the momentum p1 at the initial r1, and the final r2
point for a given energy ε, see Fig. 26. The time tCT for
a particle motion along the path CT is determined by its
length LCT, tCT = mLCT/p, p = |p1| in the edge-like
(billiard-like) potentials. It is convenient to transform
the Jacobian JCT to the cylindrical coordinate system
ρ, z, ϕ (x = ρ cosϕ, y = ρ sinϕ), as shown in Fig. 26. For
transformation of the momentum variables, one can use a
similar cylindrical system pρ, pz,Φp (px = pρ cosΦp, py =
pρ sinΦp) to take into account the azimuthal symmetry
[86]. By making use of the usual properties of Jacobian
transformations, one writes
JCT (p1, tCT; r2, ε) = (pρ1/ρ2)
× JCT (pρ1, pz1, tCT; ρ2, z2, ε) = m2p
pρ1
ρ2
(
∂θpy1
∂y2
)
CT
,(
∂θpy1
∂y2
)
CT
= 1LCT . (B.10)
Here, we introduced the Cartesian coordinate system
with the axis x along the CT, and the perpendicular
axis y with the center moving along the CT (Fig. 1 and
[69, 84, 86]). From simple geometrical relationships, the
stability factor of ∂θpy1/∂y2 in (B.10) for the cen-
tral planar CT in this x, y coordinate system was ob-
tained through its invariant length, LCT = 2RvCT sinφ,
φ = (ψ + 2πwCT)/2vCT, ψ = θ2 − θ1, vCT and wCT are
the numbers of chords and rotations around the symme-
try center along the CT, respectively (Section IVB4).
Using obvious geometrical relations, for cylindrical ρ-
components of the initial momentum, pρ1, and the fi-
nal spatial coordinate, ρ2, one may find rather lengthy
analytical expressions as functions of the initial and fi-
nite spherical coordinates of the CT. However, we may
transform the integration variables r1 and r2 to the spe-
cific Wigner’s r, s (92) which are related, in the nearly
local approximation s/R << 1, to the special spherical-
coordinate system with the z′ axis directed to the initial
point r1, as displayed in Fig. 26 . In these new coordi-
nates, the ratio of the momentum pρ 1 to the coordinate
ρ2 is given by pρ1/ρ2 = p cosφ/(R sinψ). After substitu-
tion of this ratio into (B.10), one obtains
JCT (p1, t1; r2, ε) = m
2 cosφ
2vCTR
2 sinφ sinψ ,
JCT0 = m
2
s2 , s = LCT0 = |r1 − r2| . (B.11)
With this Jacobian JCT0 at vCT0 = 1 and wCT0 = 0,
neglecting the Maslov phase, related to the caustic and
turning points, for small enough s/R we arrive approxi-
mately at (3).
B3. Calculations of the inertia
Within the nearly local approximation (i), the expres-
sion (3) for the Green’s function component GCT0 can be
applied in (93) for the inertia MQQ(0). For the integra-
tion over s in (93) we may use the spherical coordinate
system with the center at the point r ≈ r1 for a given r
and the polar z axis along r1 (Fig. 1). The integration
over r can be performed in the usual spherical-coordinate
system with the symmetry center of the spherical box
and z axis. The NLA (i) and this coordinate system sim-
plify much the integration limits. We may subtract and
add identically the same local part with its unlocal sur-
face correction, M˜
(0)
QQ(0) (95), separating the correlation-
like terms in the integrand of (93). Introducing also di-
mensionless variables, ℘ = r/R, σs = s/R (for simplicity,
the subscript s in σs will be omitted sometimes in this
Appendix), u = kR, one obtains
M˜QQ(0) = M˜
(0)
QQ(0) + M˜
(1)
QQ(0)
+M˜
(2)
QQ(0) + M˜
(3)
QQ(0) , (B.12)
where
M˜
(0)
QQ(0) =
dsm
3R2λ+6
4π~4
〈
1∫
0
d℘ ℘2(λ+1)
×
1+℘∫
0
dσ σ2 B˜ (uFσ) 〉av , (B.13)
M˜
(1)
QQ(0) =
dsm
3R2λ+6
π2~4
〈
1∫
0
d℘ ℘2(λ+1)
×
1+℘∫
0
dσ σ2 ∆Q(℘, σ) B˜ (uFσ)〉av , (B.14)
M˜
(2)
QQ(0) =
dsm
3R2λ+6
π2~4
〈
1∫
0
d℘ ℘2(λ+1)
×
1+℘∫
0
dσ σ2 ∆B (uFσ)〉av , (B.15)
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M˜
(3)
QQ(0) =
dsm
3R2λ+6
π2~4
〈
1∫
0
d℘ ℘2(λ+1)
×
1+℘∫
0
dσ σ2 ∆Q(℘, σ) ∆B (uFσ)〉av .(B.16)
We introduce w = kFRσs , j1(x) as the spherical Bessel
function, and Si(x) as the integral sine. The correlation-
like functions are denoted by ∆ in (B.14)–(B.16). One
of them is defined by ∆B = B − B˜, with
B(w) =
w∫
0
dx sin(x) j1(x)
=
1
2
Si (2w)− 1
2w
[1− cos (2w)]
→ π
4
− 1
2w
+
1
4w
× cos (2w)− 1
8w2
sin (2w) + · · · . (B.17)
The SCM energy spectrum averaging of B over kFR is
denoted by B˜(uFσs). The other correlation-like func-
tion, ∆Q, is given by
∆Q
(
σ
℘
)
=
1
4πr2λ
∫
dΩ
∫
dΩs ×
×
[
Q
(
r+
s
2
)
Q
(
r− s
2
)
− r2λY 2λ0(cosθ)
]
= c
(2)
λ
(
σs
℘
)2
+ c
(4)
λ
(
σs
℘
)4
+ c
(6)
λ
(
σs
℘
)6
+ · · · , (B.18)
where c
(2)
2 = −5/6, c(4)2 = 1/16, c(n≥6)2 = 0 at λ = 2,
and c
(2)
3 = −7/4, c(4)3 = 7/16, c(6)3 = −1/64, c(n≥8)3 = 0
at λ = 3 etc. The integrals (B.18) were evaluated over
all possible spherical angles of the vectors r and s in the
considered nearly local approximation (i), where the only
small values s/R of order of a few relative wave lengths,
1/kFR, give the leading contributions; dΩ = sinθdθdϕ,
dΩs = sinθsdθsdϕs. The integration over the modulus
of vector s was extended approximately to the maximal
one for a given r ≈ r1. Then, we integrated over all such
modules of vector r within the approximation mentioned
above.
The phase-space averaging in (B.13)–(B.16) can be
exchanged with the integrations over the spatial coor-
dinates. For calculations of the inertia M˜QQ(0) (93),
the function B(kFRσs) (B.17) can be expanded in small
semiclassical parameter 1/kFR, see the asymptotics in
(B.17) for large arguments. As seen from this asymp-
totics, its oscillating terms are removed by Strutinsky
averaging over uF = kFR [2, 4, 69, 171–173],
MΓ (uFσs) =
∞∫
−∞
dxB [(uF + xΓ)σs]
× (1 + xΓ/uF )2(λ+3) f (2M)av (x) ,
f (2M)av (x) =
1√
π
e−x
2
P2M(x) . (B.19)
The correction polynomial of the order of 2M,
P2M(x) =
2M∑
τ=0,2,...
vτ Hτ (x), is defined through the re-
currence relations, vτ = −vτ−2/2τ, v0 = 1, Hτ (x) is
the standard Hermite polynomial. The second multi-
plier in the integrand of (B.19) takes into account that
we average over R [or really over the particle number A,
according to (89)] from the variable kFR for a fixed kF
related to the well-known value of infinite matter particle
density, see the main text after (107).
As shown in [160], using the Strutinsky averaging over
kFR which removes oscillations, one asymptotically ob-
tains a smooth quantity:
B˜ (uFσs) =
π
4
− 1
2uFσs
, (B.20)
According to (B.15), (B.16) and (B.20), the SCM av-
erage of the correlation-like terms M˜
(2)
QQ(0) (B.15) and
M˜
(3)
QQ(0) (B.16) are zeros because such an averaging is
performed in kFR , and these quantities are linear in
∆B, i.e. by definition, ∆˜B = 0. The part of M
(1)
QQ(0),
see (B.14), related to the constant π/4 in B˜(uFσs) (B.20)
can be neglected as expressed through the linear correla-
tion function, 〈Q(r+s/2)Q(r−s/2)−Q2(r)〉av , averaged
in phase-space variables [39, 136] (Section IIA).
Integrating now analytically the remaining integrals
over σ(= σs) and ℘ in both the equation (B.13)
for M
(0)
QQ(0) and the nonzero component of (B.14) for
M
(1)
QQ(0), corresponding to the second term in asymp-
totics (B.20) of B˜, with the help of (B.20) and (B.18),
one arrives at
M
(0)
QQ(0) ≈ M˜ (vol)QQ (0) + M˜ (S1)QQ (0) ,
M
(1)
QQ(0) ≈ M˜ (S2)QQ (0) , (B.21)
where M˜
(vol)
QQ (0) is the local volume part (95) of the in-
ertia related to the first constant term (π/4) in asymp-
totics (B.20) in (B.13) [for simplicity, the upper in-
dex vol is omitted in (95)]. Formally, in the macro-
scopic limit, kFR→∞, B (uFσ) (B.17) before and after
SCM averaging [see the definition (B.19)] tends to the
edge-like function with the constant asymptotic value of
B˜ → B˜(∞) = π/4 at all σs, see (B.20), corresponding
exactly to the volume local approximation (95) to (93).
For its two surface corrections one finds
M˜
(S1)
QQ (0) =
dsm
3R2λ+6ζ
(1)
λ
12π2~4 uF
,
M˜
(S2)
QQ (0) =
dsm
3R2λ+6ζ
(2)
λ
12π2~4uF
, (B.22)
where ζ
(1)
λ and ζ
(2)
λ are number constants given immedi-
ately after (109).
Collecting all the volume (local) (95), the surface [rel-
atively ∝ 1/kFR, (B.22) of (B.21)], and curvature [
∼ 1/(kFR)2] corrections from (B.7) for κFF, (B.9) for
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κQQ, as well as originated by means of (101), as consis-
tency corrections [ ∝ γ2QQ(0)] in (79), one finally arrives
at the complete inertia MFF, see (109).
B4. The friction coefficient
Using the approximation (3) for the Green’s function
component GCT0 in the friction γ˜QQ(0) (94) and the
same coordinate systems, as in the derivations of the
inertia M˜QQ(0), in the nearly local case (i) one obtains
γ˜QQ(0) = γ˜
(0)
QQ(0) + γ˜
(1)
QQ(0) + γ˜
(2)
QQ(0) , (B.23)
where γ˜
(0)
QQ(0) is the volume local part (96),
γ˜
(1)
QQ(0) =
dsm
2R2λ+4
π2~3
〈
1∫
0
d℘ ℘2(λ+1)
×
1+℘∫
0
dσ
[
sin2 (uFσ)−
1
2
]
〉av , (B.24)
γ˜
(2)
QQ(0) =
dsm
2R2λ+4
π2~3
〈
1∫
0
d℘ ℘2(λ+1)
×
1+℘∫
0
dσ ∆Q(σ/℘)
[
sin2 (uFσ)−
1
2
]
〉av . (B.25)
We neglected the linear correlation function, < Q(r +
s/2)Q(r− s/2)−Q2(r) >av , averaged over phase-space
variables, as in the derivations of the inertia [136].
The phase-space averaging in (B.24) and (B.25) can be
exchanged with the integrations over the spatial coordi-
nates. As 〈sin2 (uFσ)− 12 〉av = 0, the corrections (B.24)
for γ˜
(1)
QQ(0) and (B.25) for γ˜
(2)
QQ(0) are zeros. Therefore,
we are left with the single local term (96) for γ˜QQ(0)
within the considered NLA (i).
B5. The isolated susceptibility
Similarly, like in the case of the inertia and friction
derivations, for the averaged isolated susceptibility,
χ˜QQ(0) =
2ds
π
〈
∫
dr
∫
ds
× Qˆ
(
r+
s
2
)
Qˆ
(
r− s
2
) ∞∫
0
dε n(ε)
× ImGCT0
(
r+
s
2
, r− s
2
; ε
)
× ReGCT0
(
r+
s
2
, r− s
2
; ε
)
〉av , (B.26)
one finds
χ˜QQ(0) = χ˜
(0)
QQ(0) + χ˜
(1)
QQ(0) + χ˜
(2)
QQ(0) . (B.27)
Here χ˜
(0)
QQ(0) is the volume local part (97),
χ˜
(1)
QQ(0) = − dsmyFR
2λ+2
2π2~2 〈
1∫
0
d℘ ℘2(λ+1)
× j0 (uF (1 + ℘))〉av , (B.28)
χ˜
(2)
QQ(0) =
dsmy
2
FR
2λ+4
π2~2 〈
1∫
0
d℘ ℘2(λ+1)
×
1+℘∫
0
dσ QQ(σ/℘) j1 (uFσ)〉av , (B.29)
jn(x) is the spherical Bessel function. We neglected
again the linear correlation function, < Q(r+ s/2)Q(r−
s/2) − Q2(r) >av, averaged in phase-space variables,
as above. Note that the splitting into the two terms,
the local χ˜
(0)
QQ(0) (97) and its correction χ˜
(1)
QQ(0) was
found after the integration of j1(w), over its argument,
w = 2uFσs in (B.26), as the values in lower and upper
limits of the integrand.
The phase-space averaging in (B.28) and (B.29) can
be again exchanged with the integration over the spatial
radial coordinate ℘. Therefore, the leading term of the
average< j1(uFσs >av at large kFR is vanishing because
of its SCM part, and the corrections (B.28) for χ˜
(1)
QQ(0)
and (B.29) for χ˜
(2)
QQ(0) are approximately zeros. Thus,
in the NLA case (i) we are left with the only local term
χ
(0)
QQ(0) (97).
Appendix C: WIGNER-KIRKWOOD METHOD
FOR DISTRIBUTION FUNCTION DENSITIES
The Wigner-Kirkwood method starts with the Gibbs
operator [69], Cˆβ = exp(−βHˆ), where Hˆ is the s.p.
quantum-mechanical Hamiltonian. In the case that Hˆ is
time independent, the coordinate-space representation of
the Gibbs operator, the so-called Bloch density matrix,
is given by
C(r1, r2;β)=
∑
i
ψi(r1)exp(−β εi)ψi(r2), (B.1)
where ψi and εi are the eigenfunctions and eigenvalues of
the Hamiltonian (Hˆψi=εiψi). Therefore, after formally
replacing β= it/~, the Bloch density matrix C(r1, r2;β)
is seen to be nothing but the s.p. time-dependent prop-
agator (Green’s function) K(r1, r2; t) and one can use
the corresponding Schro¨dinger equation for the calcula-
tion of C(r1, r2;β) [69]. Note that the POT in the ex-
tended Gutzwiller version starts with the solution of this
equation for the propagator K(r1, r2; t) in terms of the
Feynman path integral. Its calculation by the station-
ary phase method leads to the semiclassical expression
for K(r1, r2; t), and then, one can get the semiclassical
expansion of the Green’s function, G(r1, r2; ε), and its
traces, namely the level density, g(ε), and the particle
density ρ(r) (at r1 → r2 = r, see Section II). The shell
components of these densities can be expressed in terms
of the closed trajectories (see the main text for the case
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of the oscillating level-density part written in terms of
POs). Thus, the POT can be developed for the Bloch
density matrix C(r1, r2;β) itself.
In order to solve semiclassically the Schro¨dinger equa-
tion for the Bloch function C(r1, r2;β), one can make a
transformation, first from r1 and r2 to the center-of-mass
and relative coordinates, r=(r1+r2)/2 and s= r2−r1,
and then, by the Fourier transformation to the phase-
space variables, {r,p}, what corresponds to a Wigner
transformation from C(r1, r2;β) to CW (r,p;β),
CW (r,p;β) =
∫
ds
(2π~)3
× C(r − s/2, r+ s/2;β) exp (ips/~) . (B.2)
This reduces one complicated Schro¨dinger equation to
an infinite system of much simpler first-order ordinary
differential equations (at each power of ~, which can be
analytically integrated [69]) .
The advantage of the Wigner-Kirkwood method is
obviously to generate smooth quantities averaged over
many quantum states to smooth out quantum oscil-
lations as shell effects. The POT on the contrary is
aimed at the derivation of analytical expressions for the
shell components of the partition function, and thereby
of the level and particle densities. In the Wigner-
Kirkwood method, the main term of the expansion of
CW (r,p;β) is proportional to the classical distribution
function fcl(r,p), and ~ corrections can be obtained by
solving a simple system of differential equations at each
power of ~. Strictly speaking, there is no convergence of
this asymptotical expansion because of presence of the
~ in the rapidly oscillating exponents. Therefore, to get
the convergent series in ~ of the ETF approach, one first
has to use local averaging in the phase space variables,
and then, expand smooth quantities in a ~ series, in con-
trast to the shell-structure POT. In this way, the simple
ETF ~ expansions of local quantities, such as the par-
ticle density ρ(r), kinetic energy density τ(r), and level
density g(ε) are obtained.
The canonic partition function Z(β) is derived by in-
tegrating over the whole space the diagonal Bloch matrix
C(r, r;β)=C(r;β),
Z(β) =
∫
dr C(r;β) =
∑
i
exp(−βεi) . (B.3)
The trace, Z=Tr[exp(−βHˆ)], can be taken for any com-
plete set of states. For the semiclassical expansion in-
volving an integral over the phase space, it is more con-
venient to take plane waves as the complete set. We may
then write
Z(β) =
∫
dr dp
(2π~)3
e−ipr/~ e−βHˆ eipr/~ . (B.4)
As the kinetic operator in Hˆ does not commute with
the potential V (r), it is convenient to use the following
representation [69]:
e−βHˆeipr/~ = e−βHcl eipr/~ w(r,p;β) , (B.5)
where Hcl is the classical Hamiltonian that appears in
(204) and (206). (Subscript in Hcl(r,p) was omitted in
the main text.) Solving the Schro¨dinger equation for the
function w,
∂w
∂β = −i~
[
β
m (p · ∇V )w − 1m (p · ∇w)
]
+~
2
2m
[
β2 (∇V )2 w − β (∇2V )w
+ ∇2w − 2β (∇V · ∇w)] , (B.6)
with the boundary condition limβ→0w(r,p;β) = 1, one
assumes that w(r,p;β) can be expanded in a power se-
ries in ~:
w = 1 + ~w1 + ~
2w2 + · · · . (B.7)
Equating terms of the same power in ~ from both sides of
this differential equation, one obtains the ~ corrections:
w1 = − iβ
2
2m
p · ∇V , (B.8)
and
w2 = − β
2
4m
∇2V + β
3
6m
(∇V )2
− β
4
8m2
(p · ∇V )2 + β
3
6m2
(p · ∇)2 V . (B.9)
The semiclassical series for the partition function takes
then the form:
Z(β) =
∫
dr dp
(2π~)3
e−ipr/~ e−βHcl
× (1 + ~w1 + ~2w2 + · · ·) . (B.10)
Differentiating the TF particle density ρTF (207) and
solving the obtained linear system of equations for the
gradients of the potential, one finds
(∇V )2 =
(
π2~2
m(3π2ρ)1/3
)2
(∇ρ)2 , (B.11)
∇2V = π
2
~
2
m(3π2ρ)1/3
[
(∇ρ)2
3ρ
−∇2ρ
]
, (B.12)
where the subscript TF on the density has been omitted.
These expressions are more convenient to use in the more
general case, including billiard systems, in particular, the
spheroidal cavity.
For calculations of the semiclassical distribution func-
tion g(r,p; ε), one can apply the inverse Laplace trans-
formation:
g(r,p; ε)= ∂f(r,p)∂ε =
1
2πi
∫ βr+i∞
βr−i∞
dβ
× exp [β (ε−Hcl)]
(
1 + ~w1 + ~
2w2
)
, (B.13)
where w1 and w2 are the semiclassical corrections of
(B.8) and (B.9). The integration in the complex β plane
in (B.13) has to be taken along the imaginary axis, at
a distance βr such that all singularities are located at
its left. The linear term in ~, i.e. , the term w1 that is
linear in p, does not contribute to the phase-space (mo-
mentum) integral for the energy ε and for the MI Θ in
(201). Calculating the integral in (B.13) using (B.9), one
arrives, after some simple algebraic transformations, at
(206).
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SkM∗ SGII SLy5 SLy5∗ SLy6 SLy7 SVs28 SVs32 SVm08 SVK226 SVk02
ρ 0.16 0.16 0.16 0.16 0.17 0.16 0.16 0.16 0.16 0.16 0.16
fm−3
bV 15.8 15.6 16.0 16.0 17.0 15.9 15.9 15.9 15.9 15.9 15.9
MeV
K 217 215 230 230 245 230 234 234 234 226 234
MeV
J 30.0 26.8 32.0 32.0 32.0 32.0 28.0 32.0 30.0 30.0 30.0
MeV
L 47.5 37.7 48.3 45.9 47.4 47.2 7.5 59.5 42.0 35.5 37.0
MeV
C+ 57.6 43.9 59.3 60.1 54.1 52.7 49.6 51.8 50.9 51.4 50.7
MeV·fm5
C− -4.79 -0.94 -22.8 -24.2 -15.6 -13.4 19.6 26.0 36.9 30.6 21.9
MeV·fm5
csym 3.24 6.07 1.58 1.54 1.77 1.95 1.48 1.40 1.13 1.22 1.46
β -0.64 -0.54 -0.58 -0.52 -0.62 -0.65 -0.48 -0.47 -0.51 -0.48 -0.48
TABLE I. Nuclear-matter parameters of different Skyrme-force parametrizations.
SkM∗ SGII SLy5 SLy5∗ SLy6 SLy7 SVs28 SVs32 SVm08 SVK226 SVk02
kS,0 -2.47 -0.53 -12.6 -13.1 -9.03 -7.09 11.4 15.6 37.1 23.7 12.7
MeV
kS -2.48 -0.46 -14.6 -15.0 -10.1 -7.61 13.3 18.2 46.7 29.5 14.8
MeV
ν0 163 21.9 0.59 0.92 1.21 1.99 0.90 0.84 0.89 0.79 0.89
ν 2.27 1.89 0.28 0.60 0.62 0.73 0.58 0.61 0.86 0.70 0.59
Q0 59642 29908 73 72 137 287 -62 -55 -62 -30 -63
MeV
Q 823 2570 42 41 63 98 -34 -34 -34 -21 -36
MeV
τ0/I 0.006 0.004 0.41 0.43 0.26 0.16 0.43 0.53 0.040 0.89 0.45
τ/I 0.055 0.014 0.59 0.60 0.40 0.28 0.62 0.73 1.68 1.18 0.64
D0,MeV
132Sn 89 91 101 89 104 102 78 79 81 77 84
D,MeV
68Ni 91 92 100 88 104 95 79 80 83 78 85
132Sn 89 91 100 89 103 95 77 78 81 76 83
208Pb 90 91 109 88 102 93 77 78 81 76 82
TABLE II. Different symmetry-energy coefficients for the Skyrme-forces.
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kFR0\n 2 3 4 5 6 7 8 9 10
5.0 0.92 1.07 0.98 1.02 0.99 1.01 1.00 1.00 1.00
10.0 0.73 1.15 0.92 1.05 0.97 1.02 0.99 1.01 0.99
15.0 0.67 1.19 0.86 1.09 0.88 1.04 0.97 1.02 0.99
20.0 0.69 1.20 0.82 1.12 0.82 1.07 0.95 1.04 0.97
25.0 0.76 1.19 0.80 1.14 0.77 1.08 0.94 1.05 0.97
30.0 0.84 1.16 0.80 1.14 0.87 1.10 0.91 1.07 0.95
35.0 0.91 1.13 0.83 1.14 0.86 1.11 0.90 1.07 0.94
40.0 0.95 1.10 0.86 1.13 0.86 1.11 0.89 1.08 0.93
45.0 0.97 1.08 0.89 1.11 0.87 1.11 0.89 1.09 0.92
50.0 0.97 1.06 0.93 1.09 0.88 1.10 0.89 1.09 0.91
∞ 1.11 0.92 1.06 0.95 1.08 0.96 1.03 0.97 1.03
[167] 0.00 0.85 0.45 0.90 0.62 0.93 0.71 0.94 0.76
TABLE III. Smooth friction coefficients.
kFR0 \n 2 3 4 5 6 7 8 9 10
5 1.43 1.98 2.54 3.62 3.90 5.00 5.26 6.37 6.63
(1.37) (2.05) (2.74) (3.42) (4.10) (4.79) (5.47) (6.16) (6.84)
6 1.09 1.49 1.90 2.76 2.93 3.80 3.96 4.83 4.99
(1.03) (1.55) (2.07) (2.59) (3.10) (3.62) (4.14) (4.66) (5.17)
7 0.88 1.20 1.53 2.24 2.36 3.08 3.19 3.92 4.02
(0.84) (1.25) (1.67) (2.09) (2.51) (2.92) (3.35) (3.76) (4.18)
8 0.75 1.01 1.27 1.90 1.97 2.61 2.67 3.31 3.37
(0.70) (1.06) (1.41) (1.76) (2.11) (2.46) (2.82) (3.17) (3.52)
9 0.65 0.87 1.09 1.66 1.70 2.27 2.30 2.88 2.91
(0.61) (0.91) (1.22) (1.52) (1.83) (2.13) (2.44) (2.74) (3.05)
10 0.41 0.77 0.96 1.47 1.49 2.02 2.03 2.55 2.56
(0.54) (0.81) (1.08) (1.35) (1.62) (1.89) (2.16) (2.42) (2.69)
[167] 0.050 0.025 0.020 0.015
TABLE IV. Smooth inertia coefficients.
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FIG. 1. Trajectories connecting points r1 and r2 without (CT0; solid line) and with reflections (CT1; dashed line). Initial
(p
(0)
1 and p
(1)
1 ) and final momenta (p
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2 ) of a particle at these points are also shown, together with the polar axises
z and zs and the corresponding angles θ1 and θ2.
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FIG. 2. Dimensionless isoscalar and isovector particle densities, w+ and w− respectively, as function of the (dimensionless)
distance to the ES x = ξ/a for the SLy5 Skyrme interaction (thin dashed and solid lines, respectively). To investigate the
sensitivity with respect to variations of L, the isovector density is displayed for three different values of the droplet model
parameter L, keeping all other parameters unchanged.
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FIG. 3. Dimensionless isovector density w− (on a logarithmic scale) as function of the (dimensionless) distance to the ES
x = ξ/a obtained for several Skyrme forces within the quadratic approximation to e+[(w)].
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FIG. 4. IVDR strength functions S for vibrations of the nucleus 132Sn as function of the excitation energy ~ω obtained for
the Skyrme force SLy5∗ [73, 77] with a value of L = 50 MeV (dashed and dotted line) and with a zero value for L (solid line).
Out-of-phase and in-phase curves are shown separately for the main and the satellite excitation mode, respectively.
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FIG. 5. Same as Fig. 4 for the Skyrme force SVsym32 [72] for a value of L ≈ 60 MeV (dashed and dotted curves). For
comparison the curves for L = 0 are also shown.
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FIG. 6. Total IVDR strength functions S as function of the excitation energy ~ω obtained for different double magic nuclei
with the Skyrme SLy5* (upper curve) and SVsym32 (lower curve) forces. The sensivity of the IVDR strength on the slope
parameter L at the main peak is seen to be very weak.
64
0.14 0.16 0.18 0.2 0.22 0.24
14
16
18
20
22
0.14 0.16 0.18 0.2 0.22 0.240
0.2
0.4
0.14 0.16 0.18 0.2 0.22 0.240
25
50
75
100
116 118 120 122 124 126 130
132
128
Sn
E 
  ,
 M
eV
S 
 /S
  
2
1
S 
  
(N-Z)/A
n
n(1)
FIG. 7. Energies and strength of the IVDR as function of the isospin asymmetry parameter I = (N − Z)/A along the Sn
isotopic chain from 116Sn to 132Sn. Top: Energies E1 and E2 of the main and the satellite peak respectively. Open squares
correspond to experimental data from integral cross sections (see the text) for the main peak (1, lower squares) and the satellite
peak (2, upper squares). Large full circles represent experimental IVGDR data. Results obtained in theoretical calculations
with the Skryme forces SLy5* (open circles and dotted curve) and the SVsym32 (open diamonds and dashed curve) are also
shown, where the lower curves correspond to the main and the upper ones to the satellite peak. Middle: Ratio of stength of
satellite versus main peak with the experimental IVDR data given by open squares. Theoretical results for SLy5* are shown
by the solid curve with open circles (for L = 50 MeV) and by tiny solid squares with open circles (for L=0), and for SVsym32
by the solid curve with open diamonds (for L=60 MeV) and the small solid squares with open diamonds (for L = 0). Bottom:
EWSR contributions of the main and the satellite peaks, normalized to 100%, as explained in the text, with the same notation
as in the top of the figure (from [55]).
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FIG. 8. Main IVDR in-phase (δρ+, dots and thin solid line) and out-of-phase (δρ−, dashed and thick solid line) transition
densities (multiplied by (r/R)2) as function of the dimensionless distance coordinate x = ξ/a ≈ (r − R)/a for the satellite
peak in the nucleus 132Sn as obtained with the Skyrme interactions SLy5∗ (upper part) and SVsym32 (lower part).
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FIG. 9. Same as Fig. 8, but for the IVDR neutron (n) and proton (p) transition densities (64) for the satellite energy E = E2.
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FIG. 10. IVDR n-p transition densities ρω(x), as in Fig. 9, but obtained with the Skyrme interaction SLy5* for three different
nuclei, 208Pb (top), 132Sn (middle) and 68Ni (bottom), for the satellite peak. The sensitivity of our results with respect to the
value of the derivative constant L (in MeV) is shown to be small.
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FIG. 11. Same as Fig. 10 but for the Skyrme force SVsym32.
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FIG. 12. Dimensionless neutron skin thickness τ (44) in units of the asymmetry parameter I as function of the derivative
constant L for the SLy5* and SVsym32 forces; arrows indicate the L values corresponding to the two different Skyrme forces.
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FIG. 13. Neutron skin thickness, ∆rnp =
√
3/5(Rn − Rp), as function of the asymmetry parameter I with a comparison
between experimental data obtained for the indicated nuclei from antiprotonic atoms with a droplet model fit taken from Ref.
[67].
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FIG. 14. Neutron skin thickness, ∆rnp =
√
3/5(Rn − Rp), as function of the asymmetry parameter I with a comparison
between experimental data obtained for the indicated nuclei from antiprotonic atoms with a droplet model fit taken from Ref.
[67].
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FIG. 15. Low-lying quadrupole vibration energies ~ω2 versus particle number A with a comparison between experimental data
(full dots) for nearly spherical nuclei [174, 176] with quadrupole deformations q2 < 0.05 [176, 180, 181] and different theoretical
models: the TF approach (dotted line), the ETF approach (solid line) that accounts for surface and curvature corrections, the
asymptotic ETFA formula (120) (dashed line) and the standard hydrodynamical model [6] (dash-dotted line).
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FIG. 16. Same as Fig. 15 but for octupole vibrational states; the experimental data are taken from [175, 176].
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FIG. 17. Reduced B(E2) transition probabilities, in units e2 b2, on a logarithmic scale, for the quadrupole transition 0+ → 2+
over a very wide mass region, with experimental data [174, 176] given by solid circles. Different semiclassical models, the TF
approach (dotted line), the full ETF approach (solid line) that accounts for surface and curvature corrections with, and the
ETF* approach (short-dashed line) without η corrections of (126) in (127); and the analytical asymptotics ETFA (large-dashed
line), see (120), are compared with the hydrodynamical model (dash-dotted line).
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FIG. 18. Same as Fig. 17 but for octupole transition 0+ → 3−, in units e2 b3, with experimental data (solid circles) from
[175, 176].
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FIG. 19. Half lives t2 (in ps units) for the quadrupole transition 2
+ → 0+, with experimental data (solid circles) from
[174, 176]; notations are the same as in Fig. 17.
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FIG. 20. Quadrupole EWSR S
(1)
2 (88) in units of S2,cl (118) with solid circles representing ~ω2B(E2) with the experimental
vibration energies ~ω2 and reduced transition probabilities B(E2) of [174, 176] (see Figs. 15 and 17). The semiclassical S
(1)
2
are given by (117), and the other notation is the same as in Fig. 17.
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FIG. 21. Same as Fig. 20 but for the octupole EWSR S
(1)
3 in units of S3,cl, with solid circles showing ~ω3B(E3) with the
experimental ~ω3 and B(E3) from [175, 176].
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FIG. 22. Quadrupole (λ = 2) stiffness, δC (top), and free energy, δF (bottom), shell corrections, respectively in units of CLD
and ε0 = ~
2/(2mR2), as a function of kFR, at a temperature of T = 1 MeV. IP model , see (131) and (133), and POT curves
[(135)] are given respectively by solid and dotted lines.
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FIG. 23. InertiaM in units of the irrotational flow valueMirr as function of kFR for temperatures T= 0, 2, 4MeV. Quantum
cranking-model results (IP, solid curve), see (85), and its average (AIP, dash-dotted line) are compared with the renormalized
inertia (142) (SC, dotted curve) and the Extended Thomas-Fermi inertia METF (143), ETF). The parameters used are the
same as in Fig. 22, besides of the averaging parameters (see main text).
73
0 1 2 3 4 5 6
750
800
850
900
0 1 2 3 4 5 6
0
1
2
3
0 1 2 3 4 5 6
-80
-40
0
γ/
M
/M
irr
/ε
0
h
T  , MeV
k  R=13.36F
ETF
AIP
IP
SC
WF
ETF0
ETF
POTIPδ ⌡

FIG. 24. Friction γ, inertia M , and free energy shell corrections δF , in units of ~, the irrotational flow value Mirr, and ε0
respectively, determined at a value of kFR = 13.36, corresponding through (89) to A ≈ 254, as function of the temperature T
(in MeV). top: Comparison between ETF friction (151) (ETF, dashed line), local part of wall formula of (147) (WF, solid),
and the approach of (146) for γETF(0) (ETF0, dash-dotted line) middle: comparison between cranking model inertia MIP(0),
(85), (IP, solid line), its average M˜IP(0), AIP (dash-dotted line), the renormalized (SCM) inertia (142) (SC, dots) and the ETF
approach of (143) for METF bottom: Free-energy shell corrections δF from the IP, see (131), and the POT model, equation
(135), are presented; the parameters used are the same as in Figs. 22 and 23.
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FIG. 25. Collective vibration energy ~
√
C/M , reduced friction γ/M , and effective frictions η = γ/2
√
MC, determined at the
same kFR value as in Fig. 24, versus the temperature T . top: The ETF curve (thin dashed) and the SC curve (dots) are
determined respectively through the stiffness CLD (133) and inertia METF (143) for the first and through the SCM stiffness
C (133) and the inertia M (142) for the latter. The curves denoted by IP1 (thick solid line) and ETF1 (thick dashed line) are
obtained in the IP and ETF approach, but including the Coulomb and surface corrections as explained in the main text, and
SC1 (heavy squares) shows the corresponding SCM quantity; middle: ETF and SC curves show the reduced friction defined
with the inertia METF and the renormalized SCM inertia M (142) respectively, with the friction γ = γETF given by (151);
bottom: Effective friction η = γ/2
√
MC obtained with a value of J = 30 MeV in the ETF and SC approaches; all other
parameters are the same as in Figs. 22 and 23.
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FIG. 26. Classical trajectories CT0 (dotted line) and CT1 (dashed line) from initial point (r1,p1) in phase space to final point
(r2,p2), as in Fig. 1, but at the boundary, with radial momentum components pr1 and pr2 respectively; ψ is the angle between
the r1 and r2 vectors, while θ1 (of r1) and φ are the angles in a spherical coordinate system with the polar axis z.
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FIG. 27. Quadrupole vibration mean-time derivatives 〈dE/dt〉 (169) in WF units (170) (top) and shell correction energy δE
(bottom) as functions of the particle (neutron) number N1/3 for two different values of the α parameter.
76
3.5 4 4.5 5 5.5 6
1e-07
1e-06
1e-05
3.5 4 4.5 5 5.5 6
-20
-10
0
10
20
<
dE
/d
t>
/<
dE
/d
t> w
f
δΕ
N1/3
P3 α=0.05,  η=0.01
P3, α=0.05
,
 
M
eV
FIG. 28. Same as Fig. 27 but for octupole vibrations.
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FIG. 29. Semiclassical moments of inertia Θx (divided by ~
2 and expressed in MeV−1) as functions of the mass number A.
ETF results correspond to full dots and crosses (x) are obtained upon neglecting the spin degrees of freedom. TF MIs are
plotted as open circles. Plus signs (+), finally, refer to the dynamical Inglis cranking MI (after [82]).
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FIG. 30. Equilibrium deformations, in the (β, γ) plane, obtained for the nucleus 90Zr for different values I of the total angular
momentum (after [83]).
FIG. 31. Variational ETF moment of inertia ΘETF (in ~
2 MeV−1 units) for 90Zr as function of the rotational energy ~ω (after
[83]). Stars correspond to given values of the angular momentum I , as done in Fig. 30, starting with I = 40~.
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FIG. 32. MI shell components δΘx (in TF units) as function of A
1/3 at a deformation of η = b/a = 1.2 obtained in a
quantum-mechanical (QM, full line) and a semiclassical calculation, including surface corrections (ISPM+, dashed line) for
smaller (upper part) and larger particle numbers (lower part).
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FIG. 33. Same as Fig. 32 but for a deformation of η = 2.0.
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FIG. 34. Comparison between the shell components δΘx of the MI (in TF units) obtained with (ISPM+, dashed line) and
without (ISPM−, dotted line) surface corrections as function of A
1/3. For comparison the quantum result (solid line) is also
shown.
81
4 5 6 7 8 9 10
-0.4
-0.2
0
0.2
δΘ
 Α
/Θ
x
x
TF
QM ISPM+
A1/3
SPHEROID    η=2.0
ISPM
-
FIG. 35. Same as Fig. 34 but for a deformation of η = 2.0.
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FIG. 36. Free energy shell-correction δF (in units of εF ) as function of the particle number variable A1/3 for spheroidal
deformations η = 1.2 (top) and η = 2.0 (bottom); comparison between the results of a quantum-mechanical calculation at
zero temperature (thin solid line) with semiclassical ISPM calculations at T = 0 (dashed line) and T = 1 MeV (solid line).
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FIG. 37. Semiclassical ISPM MI shell components δΘx (in TF units) at zero (dashed line) and T = 1 MeV temperature (solid
line) as function of A1/3 at deformations η = 1.2 (upper part) and η = 2.0 (lower part).
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FIG. 38. PO contributions to the moment of inertia shell component δΘx (in TF units) at temperature T = 0 (upper part)
and T = 1 MeV (lower part) as function of A1/3. The dashed line gives the contribution coming from the 4 shortest three-
dimensional (3D) POs (which appear from the corresponding parent equatorial (EQ) orbits at η ≈ 1.6÷2.0) and from the
shortest meridional POs (two elliptic and one hyperbolic) emerging at smaller deformations.
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FIG. 39. ISPM MI shell components as functions of the temperature T for the same two deformations studied in Figs. 32–35
for particle numbers (A ≈ 166 and 186) at, respectively, one of the minima kFR ≈ 11.70 and 12.25.
