The minimum-time bounded control of linear systems is generically bang-bang and the number of switchings does not exceed the dimension of the system if the eigenvalues of the system matrix are real or if the initial condition is sufficiently close to the target. This paper extends the method of [8] for computing the switching times of time-optimal controllers to linear systems with complex poles and demonstrates its application on MPC schemes.
Introduction
In this paper, we will consider the problem of steering a solution from an initial condition , and the pair 1 3 6 is controllable.
The corresponding stabilization problem has long been recognized as a significant nonlinear control problem, so that many solutions have been proposed: anti-windup schemes, low-gain control laws or Model Predictive Control (MPC) schemes.
The anti-windup schemes are extensively used in industry but they are often ad-hoc and rarely propose stability proofs (see, for recent theoretical results [10] and [17] ). Low-gain control laws provide proofs of semiglobal stability ( [11, 12, 16] ), but do so at the expense of performance. MPC schemes are also widely used in industry, but their application depends on the existence of fast algorithms for the computation of solutions of optimal control problems. In [2] and [4] , this problem is avoided by giving an explicit form of the MPC controller which does not require the online computation. Such a controller cannot always be computed, so that one must rely on the online computation of the solution of optimal control problems. In this paper, we are interested in such an algorithm, where the cost to minimize is the total time.
A natural control method for linear systems with magnitude constraint is time-optimal control, which is well known to be bang-bang, with the switchings occuring on so called "switching curves" in the state space. The computation of those curves is equivalent to computing a feedback control law , and is untractable for large systems.
This practical limitation implies that the implementation of time-optimal control is best achieved through the computation of open-loop control. Also, due to the lack of robustness of open-loop control, it is suggested to close the loop by nesting this open-loop control in an MPC scheme: every 8 units of time, a time-optimal control law , the same control problem is recomputed,... It is therefore important to design algorithms that can rapidly solve online the optimal control problem that is posed every 8 units of time. We focus on that problem in the special case of time-optimal control.
The challenge then consists in designing efficient iterative schemes to compute the time-optimal control law . Several gradient-based iterative methods have been proposed. These gradient methods typically iterate on the adjoint initial or final state together with the time of response (see for instance [5, 6, 9, 13] , and, for a summary of those methods, [14] ). It is known that these methods are, in general, sensitive to the starting condition (initial guess) and have poor convergence properties.
In [8] , we have presented an algorithm based on another approach: it uses the bang-bang property of the time-optimal controller. The algorithm is designed to operate when the number of switchings is less or equal to
. It sees the computation of the time-optimal control as the computation of the optimal sequence of switching times
( X or, equivalently, the optimal sequence of time intervals
( p R . In this paper, we construct continuous time-systems §q 1 6 which 'produce' the optimal sequence
, in the sense that they possess an isolated equilibrium at`¨Y`and that this equilibrium is asymptotically stable. The main result of [8] shows that, when the eigenvalues of are real, the time-optimal controller presents E F " switchings or less, and under proper time-scale decomposition, the semiglobal convergence of solutions to the desired equilibrium`¨Y`can be enforced. This paper will concentrate on the case where the eigenvalues of are complex. In Section 2, we indicate a case where the number of switchings of the time-optimal controller is is time-optimal (the Maximum Principle is necessary and sufficient [1] ). Theorem 1 employs this property and Proposition 1 to characterize a set of initial conditions that can be steered to the origin with a bang-bang control that involves at most and from the bound on the number of roots of an exponential polynomial given by Proposition 1: , which is in contradiction with (2.2). This indicates that only (q¨"
) be the switching times.
. If
, then complement the list of 
). This means that the . From Proposition 1, we know that no other root can be found inside this interval is maximal, which is sufficient for 1 9 6 to be optimal in the case of
is equal to the unique
. We will compare 1 9 6 and ¢ 1 9 6
(which produces the solution ). Let in the interval, then
is then a bang-bang controller steering would be two different optimal solutions, which is impossible). The result of (A) implies that 1 9 6 (9 . By continuity of the optimal time with respect to the initial condition [1] , the optimal time from
, which is in contradiction with the observation that was made (X
).
We have then shown that any bang-bang controller with , we see that
, there exists a unique solution that steers
to the origin and that switch only once when
; this solution is not time-optimal. The actual time-optimal solution should switch twice (see [1] ). Also, for those initial conditions, there is an infinite number of solutions that steer
to the origin and switch twice.
As a consequence of this theorem, we will make the following assumption throughout this paper:
, it is easily seen that
is a compact set with the origin in its interior, and whose border is the minimum isochrone corresponding to the time
. The set
monotonically increases as a function of X and tends to 9 as X grows unbounded, which is also the case of
as "
goes to H . In the limit, we recover the classical result that the time-optimal solution involves at most of the adjoint system as previous algorithms did, we look for a controller that switches at most , then 1 9 6 is the time-optimal solution of ¦ .
An algorithm for the computation of bangbang steering controls Description of the algorithm
In the set
, the search for the optimal control can be restricted to the steering controls that are defined by a sequence of .
From the solution of the linear system for
it is seen that a control defined by the pair The equation
is the nonlinear equation to be solved to determine the optimal control. In contrast, to a bang-bang sequence of magnitude
The heuristics considered in [4] and [8] are the "decentralized" adaptation of the vector`: if
is larger than one, increase the length of the corresponding time interval`¦ ; if belongs to G , and that convergence to the desired equilibrium takes place. However, convergence to the time-optimal solution can only be checked a posteriori by using the Optimality test of Section 2.
Implementation
We illustrate on Figure 1 the implementation of the algorithm on the controlled harmonic oscillator:
, an initial condition such that the time-optimal solution only presents one switching (
In order to implement the algorithm, we need to discretize it. The separation of the time-scales results in a very stiff set of differential equations, whose behavior can only be reproduced in discrete time by taking a very small discretization step. This results in slow convergence.
However, we have observed that the algorithm is robust to a reduction of the time-scales separation (see [7] ). It tolerates that we take ).
Without the time-scales separation, the differential equations are not stiff anymore, so that a simple large-step Euler discretization gives a good approximation of the behavior of the continuous system (compare the dotted and dash-dotted lines), and a very fast convergence (in the example, the equilibrium is reached in less than ten steps for the four initial conditions of Figure 1 ). The actual algorithm is theǹ
is the discretization step. We have shown in [7] that ) needs to be smaller than .
Heuristics for the utilization of the algorithm
From the comments on the initialization and the discretization of our algorithm, we suggest that`1 be picked close to the origin, and that a large-step Euler discretization be employed. After several steps of the algorithm, optimality of the solution is guaranteed if
(see Theorem 1).
Time-optimal control in a receding horizon scheme
In this section, the application of receding horizon based on time-optimal control and saturated linear control applied to a nonlinear model of an orbiting satellite are compared.
Let us consider the orbital transfer problem for a satellite having a circular orbit around the earth. We consider that the target is a geostationary orbit. It evolves 36000 km above the earth, and its revolution takes 24 hours. The mass of the satellite is estimated at 2000 kg and the maximal thrust (in the direction of the tangent to the orbit) amounts to 2N. We suppose that the satellite starts its journey 400 km below the target geostationary orbit. The dynamics of this satellite are:
where # is the distance of the satellite to the center of the earth, is its angular velocity, and is the tangential thrust [3] . The constant¨is the mass of the satellite and (radius of the earth+36000 km). In order to apply time-optimal control, we compute the linearization of the system around the target equilibrium of motion and chose the variables like in [3] :
. This results in the linearized system § In order to compensate for the nonlinearities, a receding horizon scheme can be used: the time-optimal strategy (based on the linear model) is recomputed every ten minutes. However, the computed control law is not applied to the system as is. Indeed, once the first time-interval is elapsed, the solution`of the time-optimal control problem contains one value`¦ , which is very small. Due to the nonlinearities, this value`¦ is not exactly zero. Moreover, it can occur that , that is the solution of the time-optimal control problem starts with B for a very short time, and then switches to F B for a long time. As this phenomenon can occur at each step of the Receding Horizon Scheme, the control law will present uselessly many switchings. We have eliminated this problem by ignoring the time intervals that are smaller than ten minutes, so that, if`R Q 6 H H ¡ , the corresponding control is not applied. It is apparent on Figure 2 that this strategy leads to an exact transfer from one orbit to the other. This transfer takes 44400 seconds, that is a little bit more than twelve hours. It presents more than two switchings because the "errors" introduced by the nonlinearities need to be compensated for along the way. Basically, the control law is close to a strict bang-bang control with two switchings: the control value B is applied during 13800 seconds, followed by A saturated linear controller is built for comparison. We choose to apply the design presented in [16] : a family of Riccatibased controllers is built, and a controller that does not saturate along the solution is chosen, so that convergence to the origin is not prevented by the saturation. In order to have a balanced convergence to the origin, we rescale the variables of the linear systems. Indeed, we have
