A vision technique applicable to the six degree-of-freedom navigation of free-flying space robots is discussed. The technique consists of a feature finder which matches points in the environment with image locations and a recursive estimator based on the extended Kalman filter which uses measurements of the image locations to update the state estimate recursively. Experimental results are presented which demonstrate the convergence and state tracking properties of the system. Results include that a vision navigator can be implemented with current off-the-shelf equipment if a sufficiently simple object in the environment acts a the navigation target.
INTRODUCTION
Moet applications of free-flying space robots require some degree of automatic control since such robots have six degrees of freedom (6-DOF) and operate in a non-dissipative environment. In order to perform feedback control of the position, orientation, and motion of the robot vehicle with respect to its surroundings, the robot requires a navigaior to obtain measurements of the current state. Navigation in such a context is generally a very difficult problem because there is a large number of states and no physical contact with the environment.
Vision is one solution which seems very natural to us since it is such an effective means of navigation for living creatures. However, machine-based vision has proven to be computationally intensive and not particularly effective except under extremely restricted conditions. The vision navigator described here does not fundamentally limit the complexity of the environment in which it can be used, but does allow real-time navigation using current technology if the environment is sufficiently simplified.
The current navigation system observes a navigation target in the environment which is designed explicitly for navigation purposes to simplify the image parsing task. A feature finder takes measurements from a sequence of video images based on a simple model of the target and passes these on to a recursive state estimator. The state estimator is an extended Kalman filter (EKF), which uses these noisy measurements, information about the actuation of the robot, and state estimation history to compute a robot state estimate for each frame of imagery processed. The EKF also computes a state prediction and measurement predictions for the following frame, which the feature finder uses to increase its efficiency.
Implementations of the state estimator and of feature finding for our simple target illustrate the effectiveness and efficiency of the vision navigation technique. Because it can be implemented in real-time using off-the-shelf technology, it is currently a useful tool for submersible simulator robots and a candidate for use on space robots in the near future.
SYSTEM DESCRIPTION
The vision navigator consists of two parts, a feature finder and a EKF recursive estimator. The feature finder monitors a sequence of video images, extracting distinctive features of the target from each frame. These image locations are the meassrements which the recursive estimator uses to update its estimate of the vehicle state.
Feature Finding
The goal of feature finding is to obtain a set of image locations associated with fixed 3D points in the environment. The feature finder described here depends upon a navigation target fixed in the environment for which an internal structural model exists. The target model contains the 3-Dlocation of the target fealsrea relative to an environmentbased frame of reference. Image procesthng routines search the image for these known pointson the target to obtain measurements of their image location.
In general, a target contains N points p which the feature finder can locate in an image. Thus the target model consists of N vectors, { 1rj}1 where A r1 -p -Pof for i = 1, . . . , N. The left superscript "f" references these vectors to a fized frame in the environment which has origin at Pof
The target used for our experiments is shown schematically in Figure 1 . The feature points { p} correspond to the vertices of the white squares, thus, for this target, N = 20.
Since the feature finder works alongside a recursive estimator, a reasonably accurate prediction of vehicle state can be provided at each frame of video, as will be discussed in Section 2.2. Consequently, the target features can be geometrically projected onto the image plane according to the predicted state and a projection model of the camera. These predicted measurements can be used to localize searches for target features in the image.
For the experimental navigation target, predicted features (vertices) cue the position and orientation of the white squares. The featuTe finder locates the actual vertices in the image to high accuracy by first locating the sides of each square and then intersecting lines along these sides to find the vertices. The experimental system locates the actual sides of squares in the image by choosing pointh near the predicted side which have the maximum gradients in a direction (roughly) perpendicular to the orientation of the predicted side. Since, gradients are computed only perpendicular to the side, only a 1-D filter is required. A horizontal, vertical, or diagonal direction i chosen that is moet nearly perpendicular to the side.
The feature finder computes gradients only in local regions centered at the middle of each predicted side. Each region is roughly rectangular with length 75% of the predicted side and with width 20 pixels. The gradient filter has 5-cell support with transfer function
The gradient computation does not need a great deal of support, because it is only required to find maximum gradient along a 1-D search path; high precision is therefore not neceary.
A point on the side of a square is identified by searching along paths perpendicular (roughly) to the predicted side. The pixel location along each path with the highest magnitude gradient is selected as a point on the side. Since searches are restricted to a region anchored to the predicted side, reliability is high and false matches are rare.
The line containing a side of a square is found by locating several points on each side and performing a linear regression to obtain the parameters describing the line. Our system finds side points to the nearest pixel and 
State Estimation
State estimation is performed recursively using an EKF algorithm which maintains an estimate of the vehicle's state by monitoring the vehicle's actuation and incorporating measurements made by the feature finder. The state of the vehicle at any time consists of the vehicle's instantaneous position, orientation, translational velocity, and rotational velocity; the actuation consists of forces and torques generated by the thrusters; and the measurements are image locations of feature points as descibed in the previous section.
The state variables are defined in terms of the instantaneous and dynamic spatial relationship between the fixed frame, in which the target is stationary, and a bodp frame anchored to the robot. The body frame usually has its origin at the center of mass of the robot vehicle to simplify dynamic equations. The poeition of the robot is A rj = Poe PoJ and "*'j is the instantaneous rotational velocity of the robot with respect to the fixed frame. The left superscript indicates the frame to which each vector is referenced-"b" indicates body frame, "f" fixed frame.
Note that the Euler angle relationship je = "lb holds exactly only when 9ji = 0 but is valid to first order when at least two elements of remain small. Thus, the rotational state variables are useful only for very small rotations. To address an arbitrary rotation from reference, the estimator maintains a unit quaternion, a, external to the state vector. This quaternion represents the best estimate of total rotation at the current video frame and the Euler angles in the state vector are defined relative to this nominal rotation, thus remain small.
The quaternion elements are not used directly in the state vector because the four elements are constrained to only three degrees of freedom and the Kalinan filter is formulated only for independent state variables. However, the quaternion (or some alternate singularity-free representation of rotation) is required because there is no threeparameter representation of 3-D rotation which does not have a singularity somewhere in the rotation space and free-flying robots generally use the entire rotation space. See [5] for further discussion of rotational representations and [3, 4, 1] for a discussion of unit quaternions.
The EKF uses the measurements from the feature finder and the internal target model to update the state estimate after each frame. Frames are processed at discrete times tk , k = 1 ,2
At time tk ,the feature finder provides a set containing measurements of image locations {y(t )} and the set of corresponding structure vectors { 'r1} , for i=1,...,N.
The measurement vector is formed from the image locations:
The structure vectors are used to construct the measurement model
This nonlinear measurement model has argument i in addition to the state to identify the current nominal rotation 4/1(1k).
The mapping hj from state to image measurement for a single point p, consists of a point-dependent frame transformation T1 and a 3D-2D projection 'P based on a pinhole camera model (point-projection model). In the transformation equation (1), the rotation matrix R and the translation vector represent the known relationship between the "camera" reference frame, and the body frame. The camera frame has its origin p at the center of projeciion (COP) of the vision sensor and its z-axis is the optical axis. The rotation matrix R is a composite of the nominal rotation at time I and the email correction rotation a9 from the state vector. This equation is a straightforward frame transformation of the structure point from fixed coordinates to body coordinates according to the vehicle state.
The projection equation (2) is the standard point projection (pinhole camera model) where f is the principal dislance or effeciive focal length of the imaging system. Using this measurement model, the estimation is performed using an EKF, which is described in detail in [2] , for instance. The first step of the estimation procedure is linearization of the measurement equation around the current predicted state. A state increment is defined as öx(tk) X(tk) -where x (1k) is a prediction of the state at the current frame and X(tk) is the true state. The "p" subscript reminds us that the increment is defined relative to the predicted state. The measurement increment is defined as 
EXPERIMENTAL RESULTS
The vision navigator has been implemented in a simulated environment and using a real sequence of video images taken of the experimental navigation target from a moving platform.
The computer simulations generate an "actual" trajectory of the vehicle by simulating an model of the dynamics of a submersible robot. The simulation generates measurements by geometrically projecting target points using a point-projection camera model. The measurements are corrupted with pseudorandom noise to simulate the effect of measurement errors before being handed to the EKF. The parameters of the dynamic model used in the estimation differs from the model used to generate the actual trajectory in order to simulate modeling errors. Figure 2 shows the estimation trajectory of two state variables with an initial state prediction error for a typical simulated trajectory. The first plot shows the actual trajectory (solid line) and estimated trajectory (triangles) for the state variable 1r1o2 which is the "y" component of translational position. The second plot shows actual and estimated trajectories for the state variable wj3 which is the pitch velocity of the robot.
These plots demonstrate the typical tracking and convergence performance of the vision navigator EKF. In this simulation, a noise distributed uniformly over [-2pixels, +2pixels ] is added to each simulated measurement. The estimator dynamic model assumes a vehicle mass which is 0.25 times the "actual" rnas, and the-drag coefficients are 0.125 times the "actual" values. In the presence of these simulated modeling and measurement errors, the estimator converges from large initial errors to the actual trajectory and then continues to track it.
For the purpose of testing the navigator on a real dynamic system with real images, a sequence of video images was taken from a moving platform. The images contained the navigation target described in Section 2.1 and were processed by the procedure described in Section 2. shown in Figure 3 . Again, the state variables shown are the "y" position and the pitch velocity. The estimate was intentionally started in error to examine the convergence behavior of the estimator. The actual trajectory was measured by hand.
The feature finding was performed on a PC with an Intel i80386 microproceseor and i80387 floating point coprocessor. The twenty features of the experimental target could be found at a rate of two to three frames per second. The processing bottleneck was in accessing the image data which resided on a frame buffer on the I/O bus. With instant access to image data, the processing could have been done near video frame rate.
The EKF was performed on a Macintosh lix with a Motorola m68030 processor and m68887 floating point coprocessor. The frame rate again was on the order of two frames per second to process twenty measurements.
More detailed results of the experiments can be found in [1] .
SUMMARY AND RECOMMENDATIONS
Experiments with computer simulations and a sequence of video imagery have demonstrated the utility of a modelbased vision system for navigating free-flying robots in 6-DOF. Currently, a simple target is placed in the environment so that image parsing remains simple. There is nothing in the formulation of the EKF however which prohibits the use of an alternate vision algorithm that produces a the required set of 3D/2D correspondences.
The computational efficiency observed in the experiments suggests that real-time operation is currently possible with simple targets and desktop class computers. The addition of a current-technology image processing engine and a more powerful microprocessor can make this navigator practical for more complex operating scenarios.
This vision navigation framework may be most important, however, as part of a hybrid-sensor system in which vision, inertial, and other measurements are combined into a single Kalman filter. This is done straightforwardly by augmenting the measurement vector and measurement model appropriately. Inertial measurements are particularly important for reducing the vision computational burden because inertial sensors are very good at measuring highbandwidth rotations and translations. These measurements can be integrated reliably over intervals on the order of one second. Thus, the EKF can rely on inertial measurements between video frames allowing a lower, more managable frame rate for the image processor. When vision measurements do arrive, they provide accurate updates of absolute position and orientation, which the inertial sensors are incapable of doing for long periods of time due to accumulated integration errors.
In addition to pursuing these issues, many practical concerns associated with implementing the navigator in a feedback control 1oop have to be addressed before an operational motion control system can be made functional. Among these are developing a gaze controller to keep the camera pointed at the target, development of robust algorithms for initialization (which is currently done by hand) and for recognizing and handling tracking failures, and development of planning and control systems for moving the vehicle in such a way that it can always view a known object.
