Introduction
Local photometric descriptors computed for invariant interest regions have proved to be very successful in applications such as object recognition [14] , texture classification [8] and texture recognition [9] 1 . They are distinctive, robust to occlusions and invariant to image transformations. However, the geometric organization of these local invariant descriptors is very informative. Modeling their relative spatial organization is still an open issue. It is not clear which organizational model will prove to be the most useful, and statistical issues for estimating and selecting such models remain to be solved.
In this paper, we introduce a model based on Markov Random Fields and focus on texture recognition as an application. We use affine-invariant regions to create a sparse texture representation [8] . Such a representation has shown to perform well for texture classification, but it does not account for the organization of the detected regions within the image. In [9] neighborhood statistics are modeled by co-occurrence of descriptors and included into the recognition step based on relaxation [16] . This permits to refine the texture membership probabilities, but does not use an explicit organizational model of the data during learning. Similarly, other recent representations [13, 17] use features augmented with spatial information. They used a two-level scheme with intensity-based textons at the first level and histograms of textons distributions over local neighborhoods at the second level. However, beyond this augmentation, no spatial model is explicitly assumed so that the neighborhood information captured is somewhat weakened. Our claim is that there is some gain in assuming that the feature vectors are dependent statistical variables and consequently in using parametric statistical models to account for this dependencies explicitly.
We show that recognition can be improved by using a Hidden Markov Model (HMM) as organizational model when learning the texture classes. The parameter estimation of such a model is in this context not trivial. We use recent estimation procedures based on the Expectation-Maximization (EM) algorithm and on the mean field principle of statistical physics [5] .
Hidden Markov Models for textures
For the feature extraction stage, we follow the texture representation method described in [9] for its advantages over methods proposed in the recent literature [3, 7, 13, 17] . It is based on an interest point detector that leads to a sparse representation selecting the most perceptually salient regions in an image and on a shape selection process that provides affine invariance. More specifically, we use the affine-adapted Laplacian blob detector based on the scale and shape selection framework developed by Lindeberg et al. [10, 11] . Unlike most existing methods that use fixed-size windows to compute the descriptors, shape selection determines the regions over which the descriptors are computed automatically using an affine adaptation process [10] . The detector first finds locations in scale space where a normalized Laplacian measure reaches a local maximum. Informally, the spatial coordinates of the maximum define the center of a circular blob and the scale at which the maximum is achieved becomes the characteristic scale of the blob. Next, the affine adaptation process based on the second moment matrix turns the regions found by the detector into ellipses defined by where α m and IB m are defined as follows. We consider pair-wise potentials V i j that only depend on z i and z j (not on i and j). Since the z i 's can only take a finite number of values, we can define a K
c mk and z j 9 c ml . Similarly we consider singleton potentials V i that only depend on 
which clearly shows that α m acts as weights for the different possible values of z i . Conversely, when α m is zero and IB m 9 β I where β is a scalar, the spatial parameters β m reduce to a single scalar interaction parameter β and we get the Potts model traditionally used for image segmentation. Note that this model is not appropriate for textures since it tends to favor neighbors that are in the same sub-class. In practice we observed in our experiments that when learning texture classes, IB m can be very different from β 
Learning the distribution of descriptors and their organization
In a supervised framework, we first learn the distribution for each texture class based on a training data set. Our learning step is based on an EM-like algorithm and this framework allows to incorporate unsegmented multi-texture images. However, we refer to the work of [15] and [9] for more details on how to implement this generalization. M. Using all the feature vectors and neighborhood relationships extracted from the images belonging to class m, we estimate an HMM as described in section 2. The EM algorithm is a commonly used algorithm for parameter estimation in problems with hidden data (here the sub-class assignments). In particular, it has been widely used for estimating independent mixture models. For such models, the independence assumption leads to an easy implementation of the algorithm (cf. [12] ). For Hidden Markov Random Fields, due to the dependence structure, the exact EM is not tractable and approximations are required to make the algorithm tractable. In this paper, we use approximations based on the mean field principle [4] . The idea is to derive from the intractable Markov distribution a factorized model approximating the original model and for which implementing EM is easy. This allows to take the Markovian structure into account while preserving the good features of EM. More specifically, the factorized model is built as a product ˜z n which are not arbitrary but satisfy some appropriate consistency conditions (see [4] ). The mean field approximation consists in setting thez 1 ˜z n , for it shows better performance in segmentation tasks (see [4] ). Note that we had to extend these algorithms to incorporate the estimation of the matrix IB m and to include an irregular neighborhood structure coming from descriptors locations and not from regular pixel grids like in [4] .
For comparison we also consider a different way to learn texture that does not use the HMM formalism. We used a penalized EM algorithm for spatial data called NEM for Neighborhood EM [1] . It provides a way to add spatial information when dealing with data represented as independent mixture models. It leads to a simple procedure but is not as flexible as the HMM approach which includes spatial information directly in the model. NEM can be seen as intermediate between the use of independent mixture models as in [9] and our approach. To use it in our experiments we had to generalize its Potts-like penalization to a penalization term appropriate for textures. We used a matrix IB as in Section 2.
Classification and retrieval
Images in the test set are not labeled and may contain several texture classes. Our aim is first to classify each region individually in one of the M texture classes. Then, each region can possibly be in one of M 2 K sub-classes. To identify these sub-classes, the model of the descriptor distribution has to incorporate the information learned for each texture. To do so, the descriptors distribution is assumed to be that of a Gaussian HMM as presented in Section 2 but with a discrete hidden field taking values in are assumed to be Gaussian with means and covariance matrices learned during training. As regards the hidden field, the pair-wise potentials, are defined through a square matrix of size MK MK denoted by IB and constructed from the learned IB m matrices as follows: we first construct a bloc diagonal matrix using the learned IB m as blocs. The other terms correspond to pairs of sub-classes belonging to different classes. When only single-texture images are used in the learning stage, these terms are not available. As mentioned in [9] even when multitexture images are used for learning, the estimation for these terms is not reliable due to the fact that only a few such pairs are present in the training data. Unless the number of texture classes is very small, it is quite difficult to create a training set that would include samples of every possible boundary. In practice the missing values in IB are set to a constant value chosen as a "smoothness constraint". The potentials on singletons, which are related to the proportions of the different sub-classes as mentioned in Section 2 are fixed to the values learned for each texture. Then the EM-like algorithm of Section 3 can be used with all parameters fixed to estimate the membership probability for each of the M 2 K sub-classes. The algorithm can be seen as iterations refining initial membership probabilities by taking into account the learned HMMs. As briefly explained in Section 3 this involves a set of constantsz 1 which are then updated using the equation
In equation (1) 
The normalising terms ensuring that for all i,
1 are not relevant in this presentation and are not written. Equation (1) shows that the updating of the probabilities is based on two terms. The exponential term in the right hand-side is a spatial regularizing term measuring through matrix B how "compatible" label c at location i and the label of its neighbors are. Note that in equation (1) Each iteration is then a balance between spatial regularization and adequation to the observation model. We used such a formulation in order to make the comparison with the relaxation algorithm used in [9] and NEM algorithm clearer. The NEM algorithm uses the following updating equation
while relaxation uses
NEM also involves a regularizing and an observation model term while relaxation only involves a regularizing term. However the observations are usually used to initialize the procedure. This differences will be further discussed in Section 5. Note that the standard EM algorithm for independent Gaussian mixtures with no spatial information does not involved any regularization and a similar formulation does not exist. Without spatial information, when all parameters are fixed, the algorithm reduces to a single iteration. Using any of the algorithms mentioned above, membership probabilities are then obtained for each texture class. For each region located at i, we get an estimate of P( Z i Note that in some preliminary experiments, the HMM in the test stage was only partly defined. All parameters were fixed except the potentials on singletons which were estimated using the EM-like algorithm as in Section 3. This required much more computation and did not lead to better recognition rates in our experiments. However this possibility is worth further investigation.
Experimental Results

Single texture images
Preliminary experiments are obtained with a data set containing 140 single texture images of seven texture classes. Images have been gathered over a wide range of viewpoints and scale changes (Figure 1 ). Each texture is represented by 20 images partitioned into a training and a test set of 10 single texture images each. For the mixture models, we set the number of sub-classes to K 9 10 for each texture. We also selected K automatically using the Bayesian Information Criterion (BIC) of Schwarz [6] , but we did not observe significantly better recognition results. The Gaussian distributions were restricted to diagonal covariance matrices. When dealing with high dimensional data, this reduces the number of parameters to be estimated significantly and tends to avoid numerical problems with singular matrices. For each texture class m, we selected with BIC the covariance model with Σ mk Table 1 shows recognition results for individual regions that is the fraction of all individual regions in the test images that were correctly classified. The "Max likelihood" column refers to the method that assumes that each texture class has the same probability to occur in the test image. A region is then classified as belonging to the texture class with the best mixture likelihood Class   T1 T2 T3 T4 T5 T6 T7  Max. Likelihood 48 77 52 56 50 17 30  Relaxation  78 96 72 86 80 19 42  NEM  82 98 78 88 80 20 43  Simulated Field 81 97 77 80 86 26 46   Table 1 : Classification rates in % for individual regions of single-texture images.
(learned parameters). "Relaxation" refers to the method used in [9] . The procedure uses as initial probabilities the ones that can be computed from the learned mixture models. These probabilities are then modified, through a relaxation step [16] , using some additional spatial information deduced from the learning co-occurrence statistics. The results in Table 1 show that the rates improve significantly on the Maximum Likelihood rates for textures 1 to 5, but much less for textures 6 and 7. This points out one drawback of relaxation which is sensitive to the quality of the initial probability estimates. The following columns refer to methods investigated in this paper. When all parameters are fixed, as this is the case in the test stage, NEM iterations can be reduced to update equations for the membership probabilities. These equations can be compared to relaxation equations which similarly consist in updating membership probabilities. However, a main difference is that NEM is originally made for mixture models and therefore the mixture model is taken into account at each iteration. In the relaxation algorithm, no model assumption is made and iterations are independent of the model used for the data. In a context where learning is made by assuming mixture models, using NEM seems more consistent and appropriate. Table 1 shows better rates for NEM when compared to relaxation. The method using HMMs is the only one where the descriptors are modeled as statistically dependent variables. It provides a way to analyse and control these dependencies through a number of parameters. "Simulated Field" in Table 1 refers to our HMM model. When all parameters are fixed, the simulated field algorithm also reduces to update equations comparable to relaxation but with the advantage of including the Markov model explicitly. The rates increase when compared to relaxation. Compared to NEM rates increase for textures 5 to 7 and decrease for textures 1 to 4 but on average the simulated field algorithm performs better. As a global comment, one can observe that all methods have more difficulties in recognizing textures 6 and 7. Both textures contain images with very strong illumination changes as well as blurred images; a possible reason is that our descriptors and/or our neighborhood structure may not be invariant enough. These preliminary experiments show that there is significant gain in incorporating spatial relationships between descriptors. It appears that there is some gain in doing that using statistical parametric models, such as mixture models (NEM) or their extension HMM's (simulated field algorithm), in the learning stage as well as in the test stage.
Note the good performance of relaxation despite the fact that the observed data x are missing in iteration (4) . This corresponds to a maximum a priori rather than to a maximum a posteriori principle which is more satisfying from a statistical point of view. A possible reason is that such an iteration is robust to deviations from the Gaussian mixture model. Statistical procedures to test the validity of the Gaussian mixture assumption are not available but we consider studying data transformations (extensions of standard Box-Cox transformations) to get closer to Gaussian data when necessary. 
Multi-texture images
The algorithms are then tested using 62 multi-texture images. Figure 2 shows a typical example of recognition results using maximum likelihood, relaxation, NEM and the simulated field algorithm for an image containing textures wood and chair. It illustrates that including spatial information via relaxation, NEM or simulated field algorithm, improves classification results. It also show that the best results are obtained when using the simulated field algorithm that is when statistical dependencies are modeled explicitly through a Markov model. More specifically the chair part is very well recognized while some wrong assignments are made for the wood part. This is consistent with results in Table 1 showing that texture wood was more difficult to learn.
Results of the simulated field algorithm are displayed in Figure 3 . The marble texture in 3(a) is not well recognized (cf. Table 1 ), but is mainly mistaken for the neighboring textures wood and brick. This illustrates the characteristic behavior of the simulated field algorithm which tends to group neighboring regions in the same texture class. Figures 3  (b) and (c) show that classification results tend to decrease when image quality decreases. In Figure 3 (b) , the upper wood part is blurred resulting in classification results worse than those of the sharper image 2. Similarly, the brick wall in Figure 3 (c) is badly lit so that the corresponding regions are not very well classified although the brick texture was well learned (see Table 1 ). These last examples suggest that bad classification results are at least partially due to the descriptor quality, rather than from limitations of the proposed algorithms. Also most classifications errors occur at texture boundaries suggesting that the neighborhood graph has a significant part to play and may required more care.
Conclusion
We based our work on recent techniques for image description going beyond regular grid of pixels to sets of irregularly spaced features. Our aim was to show that statistical parametric models could be introduced to account for spatial geometric relationships between feature vectors. We showed that Hidden Markov Models were natural candidates and focused on a texture recognition task for illustration. For such a task Markov Models have been used to model grey-level values on regular pixel grids, but their introduction in the context of feature vectors at irregular locations is new. In this context, they provide parametric models where the parameters have a natural interpretation. Some of them (the α mk 's) can be related to texture proportions while others (matrix IB) to pair-wise interactions (see Section 2). In our method, parameters can be adjusted to incorporate a priori knowledge with respect to texture proportions or strength of interactions. Other methods such as relaxation are much less readable in that sense. Preliminary results are promising and illustrate a general statistical formalism. Future work includes investigation in other contexts for example object recognition. A more specific analysis with respect to the choice of the neighborhood structure would be necessary. In particular, the use of stronger geometric neighborhood relationships that take into account affine shape while preserving the maximum amount of invariance would be worth investigation. Also the methodology presented here for feature vectors could be investigated with other image description techniques.
