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Q1:	  ¿Qué	  es	  la	  Biología	  sinté3ca?	  
“Synthe3c	  biology	  is	  the	  engineering	  of	  biology:	  the	  synthesis	  of	  
complex,	  biologically	  based	  (or	  inspired)	  systems,	  which	  display	  
func3ons	  that	  do	  not	  exist	  in	  nature.”	  	  
	  
“This	  engineering	  perspec3ve	  may	  be	  applied	  at	  all	  levels	  of	  the	  
hierarchy	  of	  biological	  structures—from	  individual	  molecules	  to	  
whole	  cells,	  3ssues	  and	  organisms.”	  	  
	  
“In	  essence,	  synthe3c	  biology	  will	  enable	  the	  design	  of	  
‘biological	  systems'	  in	  a	  ra3onal	  and	  systema3c	  way’”.	  	  
	  
(Synthe3c	  Biology:	  Applying	  Engineering	  to	  Biology:	  Report	  of	  a	  NEST	  High	  
Level	  Expert	  Group).	  
Q1:	  ¿Qué	  es	  la	  Biología	  sinté3ca?	  
Ingeniería	  de	  sistemas	  biológicos.	  
	  
La	  biología	  como	  tecnología	  que	  se	  u3liza	  para	  fabricar	  
disposi3vos	  y	  sistemas	  biológicos	  sinté3cos.	  
	  
La	  maquinaria	  biológica	  natural	  como	  hardware	  y	  sowware	  	  
con	  el	  que	  construir	  y	  fabricar	  sistemas	  biológicos	  	  
ar3ﬁciales	  o	  sinté3cos.	  
	  
Reprogramación	  de	  sistemas	  biológicos	  naturales	  
Q2:	  ¿Por	  qué	  nace	  la	  Biología	  sinté3ca?	  
•  Porque	  ahora	  conocemos	  procesadores	  biológicos	  fáciles	  de	  
programar	  (E.	  Coli)	  y	  los	  programas	  gené3cos	  son	  baratos	  de	  
escribir.	  
•  Leer	  y	  escribir	  ADN	  es	  cada	  vez	  más	  barato.	  
•  La	  ingeniería	  gené3ca	  surgió	  en	  los	  70	  cuando	  se	  pudo	  cortar-­‐
pegar	  y	  copiar	  fragmentos	  de	  ADN.	  	  
Q3:	  ¿Cuándo	  y	  dónde	  comenzó	  la	  Biología	  
Sinté3ca?	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A Scientist discovers that which exists;!
an Engineer creates that which never was.!
!-- Theodore von Karman!
Q4:	  Biología	  de	  sistemas	  y	  Biología	  Sinté3ca:	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Biología	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Q5:	  ¿Qué	  es	  un	  gen?	  
•  Un	  programa	  (secuencia	  de	  ADN)	  con	  las	  instrucciones	  para	  
construir	  una	  máquina	  biológica:	  una	  proteína.	  Un	  gen	  es	  el	  
sowware	  para	  fabricar	  un	  hardware	  biológico	  (una	  proteína).	  	  
•  Expresión	  gené3ca:	  ADN-­‐>ARN-­‐>Proteína.	  
•  La	  ac3vación	  de	  un	  gen	  (ON/OFF)	  se	  puede	  controlar	  y	  regular	  
mediante	  otras	  proteínas.	  Los	  genes	  presentan	  un	  
comportamiento	  digital,	  binario.	  
•  La	  zona	  de	  regulación	  de	  la	  ac3vación	  de	  un	  gen	  se	  denomina	  
zona	  promotora.	  Puede	  ser	  ac3vable	  o	  reprimible.	  Podemos	  
combinar	  genes	  con	  diferentes	  promotores.	  	  
Q6:	  ¿Qué	  es	  un	  0	  y	  un	  1	  en	  biología	  sinté3ca?	  
•  Baja	  concentración	  de	  una	  biomolécula	  =	  0	  
•  Alta	  concentración	  de	  una	  biomolécula	  =	  1	  
¿Cómo	  se	  visualiza	  el	  output	  de	  un	  circuito	  
gené3co?	  
Con	  proteínas	  ﬂuorescentes:	  GFP,	  RFP,	  YFP	  
Q7:	  ¿Qué	  es	  un	  circuito	  gené3co?	  
Es	  un	  programa	  gené3co	  que	  se	  ejecuta	  en	  una	  célula.	  
Input:	  Proteínas	  
Circuito:	  Uno	  o	  más	  (Promotor+Gen).	  
Output:	  Proteína	  
	  
Los	  genes	  presentan	  un	  comportamiento	  digital,	  binario	  (ON/OFF).	  	  
Así	  que	  nos	  sirven	  los	  modelos	  de	  circuitos	  digitales	  o	  booleanos	  	  
y	  puertas	  lógicas	  booleanas	  (NAND,	  NOR)	  
	  
¿Qué	  con3ene	  un	  circuito	  gené3co	  con	  una	  entrada	  y	  un	  gen?	  	  
Un	  gen	  que	  se	  ac3va	  o	  se	  inhibe	  en	  función	  de	  una	  señal	  de	  entrada.	  	  
La	  salida	  es	  el	  nivel	  de	  proteína	  (0	  o	  1)	  obtenida	  con	  la	  expresión	  del	  gen.	  
	  
Los	  circuitos	  gené3cos	  más	  sencillos	  son	  las	  puertas	  lógicas	  	  
de	  una	  entrada	  (YES,	  NOT	  gate)	  y	  los	  feedbacks	  
Q8:	  ¿Cómo	  se	  escribe	  un	  programa	  gené3co?	  
	  
•  En	  una	  hebra	  de	  ADN	  circular	  denominada	  plásmido.	  
Q9:	  ¿Dónde	  se	  ejecuta	  un	  programa	  gené3co?	  
•  En	  un	  procesador	  biológico	  llamado	  “célula”.	  
•  El	  PC/Apple	  de	  la	  biología:	  los	  biólogos	  trabajan	  con	  unas	  
bacterias	  llamadas	  E.	  Coli.	  Su	  sistema	  opera3vo	  
(cromosoma)	  está	  formado	  por	  unos	  4.6	  M	  pares	  de	  
bases	  y	  unos	  4K	  genes.	  
Circuitos	  gené3cos	  simples:	  feedbacks,	  toggle	  
switch,	  puerta	  AND	  y	  “repressilator”	  
•  El	  gen	  Gi	  produce	  la	  proteína	  i;	  si	  esa	  proteína	  i	  regula	  su	  




•  Toggle	  switch:	  El	  gen	  i	  (la	  proteína	  i)	  inhibe	  el	  gen	  j	  y	  
viceversa:	  el	  gen	  j	  (su	  proteína	  j)	  inhibe	  el	  gen	  i.	  Dos	  genes	  
que	  se	  inhiben	  mutuamente.	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promoter and the essential tryptophan biosynthetic
enzymes are produced.One of the first mathematical
models of the tryptophan operon69 used dynamical
equations to describe operon repression by the trp
repressor. The parameter estimates were based on
experimental data and the model reproduced derepres-
sion experiments.However, the model omitted interac-
tions between the trp operon and the repressor mole-
cules. A more recent model of the trp operon72,73
accounted for repression, enzyme feedback inhibition,
inherent time delays and transcriptional attenuation
(premature termination of transcription — a feature of
the trp regulatory operon). Model parameters were
closely estimated from experimental data, and numeri-
cal results from a system of differential equations were
compared with experimental results. The model suc-
cessfully predicted changes in the concentration of
biosynthetic enzymes in bacteria grown in minimal
media with and without a tryptophan supplement. In
addition, simulations qualitatively reproduced identical
growth experiments involving mutant E. coli strains.
A recent modelling study78used rate equations to
examine the regulation of segmentation in the fruitfly
Drosophila melanogaster. The large PARAMETER SPACE of
the model was searched to find solutions that qualita-
tively matched the experimental data. The initial
assumed pattern of gene network connectivity made it
very difficult to find parameter sets that yielded the
desired behaviour, whereas the addition of several key
connections made such parameter sets relatively com-
mon. In earlier modelling work on Drosophila segmen-
tation79, the rate-equation model made no assumptions
about the nature of the connections among genes.
Rather, experimental data were used to determine the
connections by searching the parameter space for those
solutions best fitting the observed behaviour of the sys-
tem. Both studies illustrate the use ofmodel construc-
tion in the determination of underlying network con-
nectivity. Such ‘reverse-engineering’ approaches are
particularly attractive in the light of recent advances in
gene chip technology80–86.
Synthetic networks: the road to reductionism
The ability to design synthetic networks offers the excit-
ing prospect of extracting carefully chosen subsystems
from natural organisms, and focusing both modelling
and experimental effort on determination of the behav-
iour of the subsystems in isolation. The long-range goal
of such work would be to assemble increasingly com-
plete models of the behaviour of natural systems, while
maintaining at each stage the ability to test models in a
tractable experimental system. Further, simple networks
represent a first step towards logical cellular control,
whereby biological processes can be manipulated or
monitored at the DNA level87. Such control could have a
significant effect on post-genomic biotechnology.
Current examples of potential applicability range from
the use of genetically engineered microorganisms for
environmental clean-up purposes22, to the flipping of
genetic switches in mammalian neuronal cells23. From
the construction of simple switches or oscillators, the
The concept of OPERON regulation was introduced
over 40 years ago62–64 and a general descriptive theory
arose shortly thereafter65–66. Several modelling efforts
have focused on the dynamical behaviour of the lac (lac-
tose) and trp (tryptophan) operons67–77. Tryptophan is
an amino acid that is incorporated into proteins that are
essential to bacterial growth. When tryptophan is pre-
sent in the growth media, it forms a complex with the
tryptophan repressor and the complex binds to the pro-
moter of the trp operon, effectively switching off pro-
duction of tryptophan biosynthetic enzymes. In the
absence of tryptophan, the repressor cannot bind to the
OPERON
A genetic unit or cluster that
consists of one or more genes
that are transcribed as a unit
and are expressed in a
coordinated manner.
PARAMETER SPACE













Figure 3 | Schematic diagrams of three negatively
regulated synthetic gene networks. a | The toggle
switch is composed of a two-gene co-repressive network.
The constitutive PL promoter drives the expression of the
lacI gene, which produces the lac repressor tetramer. The
lac repressor tetramer binds the lac operator sites adjacent
to the Ptrc-2 promoter, thereby blocking transcription of cI.
The constitutive Ptrc-2 promoter drives the expression of
the cI gene, which produces the λ-repressor dimer. The λ-
repressor dimer cooperatively binds to the operator sites
native to the PL promoter, which prevents transcription of
lacI. b | The repressilator is composed of a three-gene
repressive network driven by three strong constitutive
promoters. Expression of tetR-lite is driven by the
constitutive PLlacO1 promoter. The tet repressor binds to
the tetO1 operator sites on the PLtetO1 promoter, turning
off constitutive transcription of cI-lite. Transcription of cI-lite
produces a λ-repressor protein, which binds to native
operator sites on the PR promoter. The constitutive PR
promoter drives the expression of lacI-lite, which produces
lac repressor. The lac repressor binds to lacO1 operator
sites on the PLlacO1 promoter, thus completing the
repressilator circuit. The ‘-lite’ extensions on each gene
describe the production of proteins that are encoded with a
sequence that targets them for expedient degradation by
native bacterial proteases. c | An autorepressive network is
composed of a single-gene negative-feedback circuit. The
strong constitutive PL promoter with tetO operator sites
drives the expression of the open reading frame consisting
of the tetR and enhanced green fluorescent protein (EGFP)
genes. Production of the tetR–EGFP fusion protein
negatively regulates its own production by binding to the
tetO operator sites on the PL promoter.
© 2001 Macmillan Magazines Ltd
272 |  APRIL 2001 | VOLUME 2  www.nature.com/reviews/genetics
R E V I EW S
promoter and the essential tryptophan biosynthetic
enzymes are produced.One of the first mathematical
models of the tryptophan operon69 used dynamical
equations to describe operon repression by the trp
repressor. The parameter estimates were based on
experimental data and the model reproduced derepres-
sion experiments.However, the model omitted interac-
tions between the trp operon and the repressor mole-
cules. A more recent model of the trp operon72,73
accounted for repression, enzyme feedback inhibition,
inherent time delays and transcriptional attenuation
(premature termination of transcription — a feature of
the trp regulatory operon). Model parameters were
closely estimated from experimental data, and numeri-
cal results from a system of differential equations were
compared with experimental results. The model suc-
cessfully predicted changes in the concentration of
biosynthetic enzymes in bacteria grown in minimal
media with and without a tryptophan supplement. In
addition, simulations qualitatively reproduced identical
growth experiments involving mutant E. coli strains.
A recent modelling study78used rate equations to
examine the regulation of segmentation in the fruitfly
Drosophila melanogaster. The large PARAMETER SPACE of
the model was searched to find solutions that qualita-
tively matched the experimental data. The initial
assumed p ttern of g ne network connectivity made it
very difficult to find parameter sets that yielded the
desired behaviour, whereas the addition of several key
connections made such parameter sets relatively com-
mon. In earlier modelling work on Drosophila segmen-
tation79, the rate-equation model made no assumptions
about the nature of the connections among genes.
Rather, experimental data were used to determine the
con ections by searching the parameter space for those
solutions best fitting the observed behaviour of the sys-
tem. Both studies illustrate the use ofmodel construc-
tion in the determination of underlying network con-
nectivity. Such ‘reverse-engineering’ approaches are
particularly attrac ive in the light of recent advances in
gene chip technology80–86.
Synthetic networks: the road to reductionism
The ability to design synthetic networks offers the excit-
ing prospect of ext acting carefully chosen subsystems
from natural organisms, and focusing both modelling
and experimental effort on determination of the behav-
iour of the subsystems in isolation. The long-range goal
of such work would be to assemble increasingly com-
plete models th  behaviour of natural systems, while
maintaining at each stage the ability to test models in a
tractable experimental system. Further, simple networks
represent a first step towards logical cellular control,
wh reby biological processes can be manipulated or
monitored at th  DNA l vel87. Such control could have a
significant effect on post-genomic biotechnology.
Current examples of potential applicability range from
the use of genetically engineered microorganisms for
environm ntal clean-up purposes22, to the flipping of
genetic switches in mammalian neuronal cells23. From
the construction of simple switches or oscillators, the
The concept of OPERON regulation wa  introduced
ove  40 years ago62–64 and a general descriptive theory
arose shortly thereafter65–66. Several modelling efforts
h ve focused on the dynamical behaviour of the lac (lac-
tose) and trp (tryptophan) operons67–77. Trypto han is
an amino acid that is incorporated into proteins that are
essential to bacterial growth. When tryptophan is pre-
sent in the growth media, it forms a complex with the
tryp ophan repre s r a d t e complex binds to the pro-
moter of the trp operon, effectively switch ng off p o-
duction of tryptophan biosynthetic enzymes. In the
absence of tryptophan, the repressor cannot bind to the
OPERON
A genetic unit or cluster that
consists of one or more genes
that are transcribed as a unit
and are expressed in a
coordinated manner.
PARAMETER SPACE













Figure 3 | Schematic diagrams of three negatively
regulated synthetic gene networks. a | The toggle
switch is composed of a two-gene co-repressive network.
The constitutive PL promoter drives the expression of the
lacI gene, which produces the lac repressor tetramer. The
lac repressor tetramer binds the lac operator sites adjacent
to the Ptrc-2 promoter, thereby blocking transcription of cI.
The constitutive Ptrc-2 promoter drives the expression of
the cI gene, which produces the λ-repressor dimer. The λ-
repressor dimer cooperatively binds to the operator sites
native to the PL promoter, which prevents transcription of
lacI. b | The repressilator is composed of a three-gene
repressive network driven by three strong constitutive
promoters. Expression of tetR-lite is driven by the
constitutive PLlacO1 promoter. The tet repressor binds to
the tetO1 operator sites on the PLtetO1 promoter, turni g
off constitutive transcription of cI-lite. Transcription of cI-lite
produces a λ-repressor protein, which binds to native
operator sites on the PR promoter. The constitutive PR
promoter drives the expression of lacI-lite, which produces
lac repressor. The lac repressor binds to lacO1 operator
sites on the PLlacO1 promoter, thus completing the
repressilator circuit. The ‘-lite’ extensions on each gene
describe the production of proteins that are encoded with a
sequence that targets them for expedient degradation by
native bacterial proteases. c | An autorepressive network is
co posed of a single-gene negative-feedback circuit. The
strong constitu ive PL promo er with tetO operator sites
drives the expression of the open reading frame consisting
of the tetR and enhanced green fluorescent protein (EGFP)
genes. Production of the tetR–EGFP fusion pr tein
negatively regulates its own production by binding to the
tetO operator sites on the PL prom ter.
© 2001 Macmillan Magazines Ltd



























Cyanobacteria circa ian oscillatorLC oscilla or circuit
Genetic toggle switchBacteriophage  lysis–lysogeny switch Reset–set latch
Synthetic biologyBiologyElectronics
Digital logic gates
A digital logic gate implements 
Boolean logic (such as AND, OR 
or NOT) on one or more logic 
inputs to produce a single logic 
output. Electronic logic gates 
are implemented using diodes 
and transistors and operate on 
input voltages or currents, 
whereas biological logic gates 
operate on cellular molecules 
(chemical or biological).
Filters
Algorithms or devices for 
removing or enhancing parts 
or frequency components 
from a signal.
Transcriptional biosensing. As the first dedicated phase 
of gene expression, transcription serves as one method 
by which cells mobilize a cellular response to an environ-
mental perturbation. As such, the genes to be expressed, 
their promoters, RNA polymerase, transcription factors 
and other parts of the transcription machinery all serve 
as potential engineering components for transcriptional 
biosen ors. Most synthetic designs have focused on the 
promoters and their associated transcription factors, 
given the abundance of known and characterized bac-
terial, archaeal and eukaryotic environment-responsive 
promoters, which include the well-known promoters of 
the Escherichia coli lac, tet and ara operons.
Both the sensory and transducer behaviours of a biosen-
sor can be placed under synthetic control by directly engi-
neering environment-responsive promoter sequences. 
In fact, this was the early design strategy adopted for 
establishing inducible expression systems37–40. By intro-
ducing, removing or modifying activator and repres-
sor sites, a promoter’s sensitivity to a molecule can be 
tuned. Synthetic mammalian transactivation systems 
are generic versions of this strategy in which an envi-
ronmentally sensitive transcription factor is fused to a 
mammalian transactivation domain to cause inducer-
dependent changes in gene expression. Synthetic 
mammalian biosensors based on this scheme have 
been created for sensing signals such as antibiotics41–43, 
quorum-sensing molecules44,45, gases and metabolites46–49, 
and temperature changes50,51. Fussenegger and col-
leagues have even incorporated this transgene design 
into mammalian circuits, creating synthetic networks 
that are responsive to electrical signals52.
Box 1 | Early synthetic biology designs: switches and oscillators
Switches and scillators that occur in electronic systems are also s en 
in biology and have been engineered into synthetic biological systems.
Switches
In electronics, one of the most basic elements for storing memory is 
the reset–set (RS) latch based on logical NOR gates. This devic  is bistable 
in that it possesses two stable states that can be toggled with the 
de ivery of spe ifi  inputs. Upon removal of the input, the circuit retains 
memory of its current state indefinitely. These forms of memory and state 
switching have important functions in biology, such as in the 
differenti tion of cells from an initially undifferentiated state. One 
means by which cellular systems can achieve bistability is through 




 genetic switch from 
bacteriophage λ, which uses this network architecture to govern the 
lysis–lysogeny decision, consists of two promoters that are each repressed 
by the gene product of the other (that is, by the Cro and CI repressor 
proteins). The genetic toggle switch8 constructed by our research group 
is a synthetically engineered version of this co-repressed gene regulation 
scheme. In one version of the gen tic toggle, the P
L
 promoter from 
λ phage was used to drive transcription of lacI, the product of which 
represses a second promoter, Ptrc2 (a lac promoter variant). Conversely, 
Ptrc2 drives expression of a gene (cI-ts) encoding the temperature- 
sensitive (ts) λ CI repressor pr tein, which inhibits the P
L
 promoter. The 
activity of the circuit is monitored through the expression of a GFP promoter. 
The system can be toggled in one direction with the exogenous addition 
of the chemical inducer isopropyl-β--thiogalactopyranoside (IPTG) 
or in the other direction with a transient increase in temperature. 
Importantly, upon removal of these exogenous signals, the system retains 
its current state, creating a cellular form of memory.
Oscillators
Timing mechanisms, much like memory, are fundamental to many 
electronic and biological systems. Electronic timekeeping can be 
achieved with basic oscillator circuits — such as the LC circuit (inductor L 
and capacitor C) — which act as resonators for producing periodic 
electronic signals. Biological timekeeping, which is widespread among 
living organisms120, is achieved with circadian clocks and similar oscillator 
circuits, such as the one responsible for synchronizing the crucial 
processes of photosynthesis and nitrogen fixation in cyanobacteria. The 
circadian clock of cyanobacteria is based on, among other regulatory 
mechanisms, intertwined positive and negative feedback loops on the 
clock genes kaiA, kaiB and kaiC. Elowitz and Leibler constructed a 
synthetic genetic oscillator based not on clock genes but on standard 
transcriptional repressors (the repressilator)9. Here, a cyclic negative 
feedback loop composed of three promoter–gene pairs, in which the 
‘first’ promoter in the cascade drives expression of the ‘second’ 
promo er’s repressor, and so on, w s used to drive oscillatory output in 
gene expression.
REVIEWS
368 | MAY 2010 | VOLUME 11  www.nature.com/reviews/genetics
© 20  Macmillan Publishers Limited. All rights reserved10
Circuitos	  gené3cos	  simples:	  puerta	  AND	  
Circuitos	  gené3cos	  simples:	  otra	  puerta	  AND	  
22	  
Plac 
(-) tetR-lite cI-lite lacI-lite 
(-) (-) 
Ptet PR 
Elowitz & Leibler. 2000. Nature 403:335-8  
















Q10:	  ¿Hay	  ya	  aplicaciones	  en	  el	  mercado?	  
Vacuna	  contra	  la	  malaria	  sinté3ca:	  Artemisia	  (J.	  Keasling)	  
Biofuel:	  Células	  que	  convierten	  luz/azúcar	  en	  etanol.	  
Diseño	  de	  fármacos,	  química	  sinté3ca,	  sensores	  celulares.	  	  
	  
Ingenieros+Biólogos:	  “Making	  biology	  easier	  to	  program”.	  
	  	  
Futuras	  aplicaciones.	  	  
Jay	  Keasling:	  “Todo	  lo	  que	  puede	  producir	  una	  planta	  se	  puede	  producir	  	  
con	  un	  microbio”.	  	  
Q11:	  ¿Qué	  principios	  de	  ingeniería	  se	  
pueden	  aplicar	  en	  BS?	  
•   abstracción	  
•  	  Jerarquía	  
•  	  modularidad	  
•  	  estandarización	  
•  	  encapsulamiento	  	  
•  ﬂexibilidad	  
Q12:	  ¿Hay	  algo	  especial	  en	  el	  diseño	  de	  sistemas	  biológicos?	  	  
Nuevos	  principios	  de	  diseño:	  Ingeniería	  Evolu3va	  	  
•  Los	  componentes	  y	  los	  disposi3vos	  evolucionan.	  	  
•  Los	  disposi3vos	  se	  reproducen	  	  y	  mueren.  
•  Se pueden auto-reparar y auto-organizar.	  
Q13:	  ¿Hay	  algún	  estándar	  “open-­‐source”	  para	  
diseñar	  circuitos	  gené3cos?	  Sí.	  BiobrickTM	  
Q14:	  ¿Cuáles	  son	  la	  mayores	  diﬁcultades	  a	  la	  hora	  de	  
programar	  un	  circuito	  gené3co?	  
	  
•  Hardware	  vivo	  que	  se	  reproduce	  y	  a	  veces	  falla.	  	  
•  Sowware	  que	  se	  replica	  y	  algunas	  veces	  muta.	  
•  Ruido,	  interferencia:	  las	  bacterias	  se	  confunden	  de	  señales	  
•  Un	  1	  no	  es	  siempre	  un	  1.	  Un	  0	  no	  es	  siempre	  un	  0.	  	  
•  “Mismatch	  impedance	  problem”.	  
•  Bacterias	  poco	  felices:	  carga	  metabólica.	  
•  “Cellular	  Overclocking”.	  
Q15:	  ¿Cómo	  aumentar	  la	  complejidad	  de	  los	  
circuitos	  gené3cos?	  	  
	  
De	  la	  biología	  a	  la	  ecología	  sinté3ca	  	  
(de	  SISD	  a	  MIMD)	  
	  
De	  circuitos	  intracelulares	  a	  circuitos	  intercelulares	  
Programación	  de	  sistemas	  mul3celulares:	  comp.	  paralela	  y	  distribuida.	  
Ingeniería	  de	  comunicación	  intercelular.	  Protocolos	  de	  comunicación	  
bacterianos:	  	  
1.  Quorum	  sensing	  y	  	  
2.  Conjugación	  
connected logic gates would be adjacent to each other,
mirroring a wiring diagram (Figure 4d). This arrangement
allows compartmentalized logic gates to be connected by
diffusion of chemical wiring molecules between colonies.
Having the output dependent on cells from an entire
colony improves circuit robustness by averaging out cell-
to-cell variability within a strain resulting from gene
expression noise. In both studies, since compartmentali-
zation of circuits also reduces the amount of introduced
synthetic circuitry within one cell, that lessens the meta-
bolic load and chance of circuit-damaging recombination
between reused sequences [47]. The result is a microbial
consortium of cells acting together to compute the output.
A reduced metabolic load was also seen with the mini-
cellulosome assembling consortium (Figure 2b).
Although the use of extracellular chemical wires to con-
nect compartmentalized circuits has a number of benefits,
it does not abrogate the input–output matching problem,
which is now shifted to the outside of the cell (compare
Figures 4b and c, where X and Y must be compatible).
The need for molecular input–output matching between
circuits means that in Figure 4d, where three NOR gates
are used, each of them is a context-specific version.
Instead of a universal NOR, the biological NOR gates
must be parameterized by the particular inputs (e.g. aTc,
Las AHL) and output (e.g. Rhl AHL) they interface with.
The input–output matching problem is probably funda-
mental to biological circuits, since the flow of information
is based on diffusing molecules with structure and iden-
tity as opposed to the physically constrained flow of
electrons in electrical circuits. One speculative work-
around proposed here is based on the emergence of
optogenetics, the development of bacterial strains with
light-sensitive inputs [48,49!!,50!,51], and recent studies
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Current Opinion in Chemical Biology
Multicellular computing, input–output matching, and optical interfaces. (a) Two modular circuits with known input–output relationships are ideally
treated as black boxes. (b) Combining the circuits in the same cell illustrates a reusability problem. The component common (pink) to both networks
can diffuse and cause unwanted crosstalk between circuits. (c) Multicellular computing averts the reusability problem by compartmentalizing modular
circuits in different cells. The common component in both circuits is now insulated within each circuit. (d) An example (adapted from Tamsir et al. [46!!])
of multicellular computing using NOR gates to create a XOR function. Each circled logic gate is a colony of cells. Context-specific versions of the NOR
gate (denoted by different color combinations of wires connected to each) must be constructed to match inputs and outputs. (e) The XOR circuit from
(d) is re-implemented using imagined ‘optocellular’ logic gates with red and blue light inputs (red and blue segments) and an output (green segments)
that can be readily measured, for example a fluorescent protein. As above, each logic gate is compartmentalized in a cell grown as a colony. A colony
(node) should be illuminated with red and/or blue light if the connected upstream output node (where green output lines meet red or blue dashed lines)
is measured as ON. (f) An example showing the light input patterns presented to each colony when the two inputs Ara and aTc are ON. Light patterns
can be controlled for example by a digital micromirror device. Since compartmentalized optocellular circuits can be connected without unique
chemical wires, their use, in principle, could scale to much larger circuits.
www.sciencedirect.com Current Opinion in Chemical Biology 2012, 16:1–9
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Q16:¿Las	  bacterias	  hablan?	  Quorum	  Sensing:	  V.	  
Fischeri	  y	  el	  calamar	  de	  Hawai	  	  
Waters,	  C.M.	  &	  Bassler,	  B.L.	  Quorum	  sensing:	  cell-­‐to-­‐cell	  communica3on	  in	  bacteria.	  Annual	  
Review	  of	  Cell	  and	  Developmental	  Biology	  21,	  319-­‐346	  (2005).	  
Q17:	  ¿Se	  pueden	  transmi3r	  programas	  gené3cos	  entre	  
bacterias?	  Sí.	  Mediante	  conjugación	  de	  plásmidos	  
	  
Proyecto	  europeo	  PLASWIRES:	  “Engineering	  Mul3cellular	  
Biocircuits:	  Programming	  Cell-­‐Cell	  Communica3on	  Using	  
PLASmids	  as	  WIRES”	  	  	  	  www.plaswires.eu	  	  
PLASWIRES'	  main	  goal:	  To	  show	  how	  to	  program	  a	  parallel	  
distributed	  living	  computer	  using	  conjuga3ve	  plasmids	  as	  wires	  
between	  cellular	  processors.	  
Q18:	  ¿Pueden	  las	  bacterias	  hacer	  nuestro	  trabajo	  
de	  ingenieros?	  Ingeniería	  evolu3va	  de	  circuitos	  
gené3cos:	  evolución	  dirigida	  
Del	  diseño	  racional	  al	  diseño	  evolu3vo	  
	  
Evolución	  dirigida	  (“directed	  evolu3on”):	  Evolución	  en	  el	  Lab.	  
	  
Librería	  de	  posibles	  circuitos	  gené3cos.	  ¿Cuál	  es	  el	  que	  mejor	  
comportamiento	  3ene?	  
	  
Solución	  manual:	  Examinar	  uno	  a	  uno	  cada	  circuito	  gené3co.	  
	  
Solución	  automá3ca:	  Programar	  bacterias	  que	  de	  manera	  autónoma	  
seleccionen	  los	  mejores	  circuitos	  de	  entre	  toda	  la	  librería.	  	  
(Proyectos	  BACTOCOM	  y	  EVOPROG).	  
	  
Proyecto	  europeo	  EVOPROG:	  	  
“General-­‐Purpose	  Programmable	  Evolu3on	  Machine	  on	  a	  Chip”	  
EVOPROG	  
EVOPROG’s	  main	  goal	  	  	  
construct	  a	  general-­‐purpose	  programmable	  
evolu3on	  machine	  able	  to	  quickly	  evolve	  new	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