In the analysis of warranty, renewal functions are important in acquiring the expected number of failures of a nonrepairable component in a time interval. It is very difficult and complicated -if at all possible-to obtain a renewal function analytically. This paper proposes a numerical integration method for estimating renewal functions in the terms of renewal integral equations. The estimation is done through the Mean Value Theorem for Integrals (MeVTI) method after modifying the variable of the renewal integral equations. The accuracy of the estimation is measured by its comparison against the existing analytical approach of renewal functions, those are for Exponential, Erlang, Gamma, and Normal baseline failure distributions. The estimation of the renewal function for a Weibull baseline failure distribution as the results of the method is compared to that of the well-known numerical integration approaches, the Riemann-Stieljies and cubic spline methods. 
Introduction
In providing a warranty, one important thing that affects warranty cost of a component is the expected number of failures of the component in a time interval. For a special case, number of failures of a nonrepairable component (by assuming the replacement of the failed component with brand new one in negligibly short time) in a time interval follows renewal process, so the expected is obtained by renewal functions (RNFs). RNFs have an important role in analysis of warranty [1, 2] . Maghsoodlo and Helvaci [2] state that "renewal functions have wide variety of applications in decision making such as inventory theory, supply chain planning, continuous sampling plans, insurance application, and sequential analysis".
Obtaining a RNF analytically is very difficult and complicated for most baseline failure distributions (BFDs) such as Weibull BFD, the BFD that is often used in analysis of warranty [2, 3] . Thus, obtaining the expected number of failures of a nonrepairable component in a time interval needs a long way and time, or maybe there is no solution to obtain it analytically. Therefore, development of computational techniques and approximations for RNFs has attracted many researchers [4] .
Beside the analytical approach of RNFs, there are still four alternate approaches. The first approach is approximations those have three kind of approximations. The first approximation is asymptotic approximations. One of the asymptotic approximations is given by Täcklind [5] which a RNF involves the first and second raw moments ( 1 ′ and 2 ′) of a BFD. Moreover, Ross [6] and Cinlar [7] give an asymptotic approximation of a RNF which involves mean and variance ( and 2 ) of a BFD. However, the asymptotic approximations are not accurate or useful for small values of [8] . The second approximation is developed by using power series expansion. The approximation is often applied to obtain a RNF for a Weibull BFD. Smith and Leadbetter [9] develope a method to compute the RNF by using power series expansion of where is the shape parameter of the Weibull. Moreover, a method using the infinite series of appropriate Poisonian functions of is proposed by Lomnicki [10] . The third approximation is proposed by many researchers such as Bartholomew [11] , Ozbaykal [12] , and Deligönül [13] in which the RNFs (in the terms of renewal integral equations) are derived to other integral forms involving mean of BFDs.
The second approach of RNFs is bounds approach that can be found in such as Barlow [14] , Barlow and Proschan [15] , Marshall [16] , Ayhan et al. [17] , Leadbetter [18] , Ozbaykal [12] , Ran et al. [19] , Politis and Koutras [20] , and Xie [21] . The third approach of RNFs is based on simulations. One of the simulations is proposed by Blischke and Murthy [1] . The simulations based on Monte Carlo (MC) method are proposed by Brown et al. [22] , and Kaminskiy and Krivtsov [23] who apply it on G-renewal process.
The last approach of RNFs is obtaining RNFs through numerical integration method. The method is applied in the integral equation forms of RNFs, called the renewal integral equations (RNIEs). The one numerical integration method is done through cubic spline method that is proposed by Cleroux and McConalogue [24] , and then it is developed by Baxter et al. [25] for Weibull, Gamma, Lognormal, truncated Normal, and inverse Gaussian BFD. Deligönül and Bilgen [26] propose a method using cubic spline and Galerkin technique to obtain RNFs. The well-known numerical integration method is RiemannStieljies (RS) method that is proposed by Min Xie [8] . He states that "the method is surprisingly accurate (no need for small step length), fast (10-fold time saving), and simple (20-line BASIC programme)" [8] . Moreover, Elsayed [27] and Maghsoodloo-Helvaci [2] propose Mean Value Theorem for Integrals (MeVTI) method to obtain RNFs. However, the MeVTI method consumes more computational time eventhough the estimation of RNF at is accurate for sufficiently small subintervals [2] . This paper proposes a numerical integration method for estimating RNFs which is expressed as the solution of RNIEs through the same method that is proposed by Maghsoodloo and Helvaci [2] , MeVTI method. However, we modify the variable of RNIEs then we apply MeVTI on it into a new numerical expression that is different from what they have. Maghsoodloo and Helvaci [2] compute RNFs backward recursively. We do it forward recursively, and we try to obtain an effective and efficient Matlab code programme to minimize computational time of MeVTI method. The effectiveness of the method is to be our purpose based on the accuracy of the estimation compared against the existing analytical approach of RNFs, those are for Exponential, Erlang, Gamma, and Normal baseline failure distributions. We also estimate RNF for a Weibull BFD using the method, then we compare the estimation of the RNF to that of the RS and cubic spline methods.
Preliminaries
Suppose denotes the time of the -th component failure for = 1, 2, 3, …, and denotes time between the -th and the ( − 1)-th component failure or = − −1 where 0 = 0. It is clear that and are nonnegative random variables (RVs) and = ∑ =1 . The is also known as interfailure time RV. Then, ( ) is one-dimensional counting process or nonnegative RV denoting number of failures in time interval [0, ). The , , and ( ) have same events or sets of equivalent times those are
We assume all failed components are replaced by new and identical components, and time to replace is short so that can be negligible. Suppose 1 (or 1 ) has cumulative distribution function (cdf) ( ), we consider , for = 1, 2, 3, … , , independently and identically distributed (i.i.d.) to the 1 that has ( ). Then = ∑ =1 has ( ) ( ), called -fold convolution of ( ) with itself. Therefore, probability of ( ) = is obtained by
So the expected number of failures in time interval [0, ) is given by
There are two forms of RNIEs as the solutions of (1), those are
We see in both side of (2a) and (2b) have unknown function . That is one of the reason why a RNF is difficult and complicated to obtain it analytically. Sometimes, a RNF can be obtained analytically through (1) for several BFD such as Exponential, Normal, and Gamma BFD [2] . Moreover, a RNF which is expressed as in (2a) and (2b) can be solved with Laplace transform such as RNF for a Erlang BFD with -stages [1] . In Section 3, we will explain the existing analytical approach of RNFs. Min Xie [8] estimates (2b) by using the RS method. Maghsoodlo and Helvaci [2] estimate (2a) by using the MeVTI method. We develope the MeVTI method where we will explain in Section 4.
The Existing Analytical Approaches of Renewal Functions
In this time, we explain analytical approach of RNFs those are the RNF for a Exponential, Erlang, Gamma, and Normal BFDs.
The Renewal Function for a Exponential BFD
The probability density function (pdf) of Exponential distribution with parameter is given by ( ) = = , and -fold convolution of ( ) itself is given by
, by using (1), the RNF is obtained by
The RNF for a Exponential BFD with parameter is given b, ( ) =
This case where interfailure time RVs have an Exponential distribution with constant rate is also known as Homogenuous Poisson Process.
The Renewal Function for a Erlang BFD with -Stages
Erlang distribution with -stages (parameter ) has cumulative distribution function
}. Through Laplace transform (the derivation can be found in Barlow and Proschan [15] ), the RNF is given by
where = (2 ⁄ ) with = √−1. For = 2 stages, we have
The Renewal Function for a Gamma BFD
The -fold convolution of ( ) itself, where ( ) is Gamma cdf with parameters and , is given by
. By using (1), the RNF is obtained by
. By modifying variable = [28] ,
where Γ( ; ) is incomplete Gamma function (can be seen in Matlab's function browser: gammainc).
The Renewal Function for a Normal BFD
We know that a RV of the Normal distribution has support in (−∞, ∞). If interfailure time RVs, where = 1, 2, 3, … , , are NID (Normal and Independently Distributed) with mean and variance 2 , then it cannot be applied in reliability analysis (since interfailure times must be nonnegative) at least if coefficient of variation is less than or equal to 15%, = ⁄ ≤ 15%. That will make us to consider that the interfailure times can be applied since the probability interfailure times below zero is less than 10 −10 . If the is not sufficiently small, then the truncated Normal distribution can qualify as a baseline failure distribution [2] .
From what we learn in statistical theory, if , = 1, 2, 3, … , , are NID( , 2 ), then = ∑ =1 has ( , 2 ) distribution which the cdf of ( , 2 ) can be derived to the standardized Normal
Thus, by using (1), the RNF for a Normal BFD is given by
The Numerical Integration Methods for Estimating Renewal Functions
Two methods those we discuss in this paper are Riemann-Stieljies (RS) method proposed by Min Xie [8] and Mean Value Theorem for Integrals (MeVTI) method proposed by Maghsoodloo and Helvaci [2] . The cubic spline method can be found in Cleroux and McConalogue [24] , Baxter et all [25] , and Deligönül and Bilgen [26] . In this section, we also explain our work in developing MeVTI method.
The Riemann-Stieljies Method
Min Xie [8] uses RS method for estimating the RNIEs in (2b). Min Xie [8] claims the method is accurate, fast, and simple. He also tells this method does not need equal length of subintervals.
Based on RS theorem, for sub-interval 0 = 0 < 1 < 2 < ⋯ < = , renewal function at , ( ), can be estimated by
Min Xie [8] gets a set of linear equations from (7). Then he solve and translate it into 20-line BASIC programme.
The Mean Value Theorem for Integrals (MeVTI) Method by Maghsoodloo-Helvaci
Maghsoodloo and Helvaci [2] propose MeVTI method for estimating the RNIEs in (2a). They note this method is accurate for sufficiently small subintervals. However, this method consumes more computational time. They also tell that it needs to discretize a time interval into subinterval those have equal length.
Based on MeVTI, for sub-interval 0 = 0 < 1 < 2 < ⋯ < = , renewal function at = ∆ where ∆ = ⁄ , ( ), can be estimated by
They estimate ( ) backward recursively which starts from = , then at = − 1, = − 2, ..., = 1. After all, they sum (1 + ( − )) ( ( ) − ( −1 )) for = 1, 2, … . What they do seems complicated and has a long time computational.
The Modified MeVTI method
We develop MeVTI method which has different way from what Maghsoodloo and Helvaci [2] do. We give algorithm of our modified MeVTI method. One of Matlab code programmes is also given. The algorithm and code are made by translating (13) into operation of vectors. Matlab programme has an important role in helping our computational based on operation of vectors. We use Matlab R2012a. Our device is a laptop which has quad core processor with maximum clock speed @ 1.7 Ghz and 2 Gb RAM. This following code programme estimates renewal function for a Exponential BFD with parameter = 0.001 ( = 1⁄ = 1000) at = 10000 for = 100. 
Algorithm of the

Results and Discussions
This section has five parts of discussion. The first four parts discuss about the estimation of four RNFs (the RNF for a Exponential, Erlang, Gamma, and Normal BFDs) using our modified MeVTI method. We compare the estimation to their analytical approaches. The last part discuss the estimation of the RNF for a Weibull BFD using our modified MeVTI method and its comparison against the estimation of the RNF using RS and cubic spline methods.
The Estimation of the RNF for a Exponential BFD
We estimate the RNF for Exponential BFD with = 0.001 at = 10000 as Maghsoodloo and Helvaci [2] do. Based on (3), the exact value of the RNF is (10000) = (0.001)(10000) = 10. Tabel 1 gives the results. [2] until 13 numbers behind comma. Thus, we give the relative error of the both method to the exact value of ( ) at 6th column. The computational time through our algorithm and code programme is incredibly fast. It seems that the algorithm and code programme are more efficient. According to these results, we can say that (8) is equal to (13) .
Tabel 1. Comparison of MeVTI Methods with Exact Value of ( ) for the Exponential BFD
For smaller subinterval, we have the estimation of ( ) using our modified MeVTI method in Table  2 . For [0, 10000) divided into 100000 subintervals (∆ = 0.1), the elapsed time is 8 minutes. However, for ∆t = 0.2 or 50000 subintervals, the elapsed time is less than 2 minutes. It shows that our algorithm and code programme are still efficient in sufficiently small subintervals or until 50000 subintervals. Since the relative error goes to 0% as ∆ goes to 0, our algorithm and code programme are also effective.
The Estimation of the RNF for a Erlang BFD with 2-Stages
In this part, we estimate the RNF for Erlang BFD with 2 stages as seen in (4 ) where = 1 at = 5. Analytically, The RNF is (5) = (10 − 1 + −10 ) 4 ⁄ = 2.250011. Based on Table 3 , the relative error goes to 0% as ∆ goes to 0. For 50000 (∆ = 0.0001), the computational time is less than 3 minutes.
The Estimation of the RNF for a Normal BFD
Here we estimate the RNF for Normal BFD with = 15 and 2 = 2.25 at = 42. Thus, = ⁄ = (1.5) (15) ⁄ = 10%. Based on (6) and [2] , (42) = 2.124107. Based on Table 3 , the relative error goes to 0% as ∆ goes to 0. For 42000 (∆ = 0.001), the computational time is less than 3 minutes.
The Estimation of the RNF for a Gamma BFD
The estimation of the RNF for Gamma BFD with = 2 and = 1 at varies value of through approximation approach by Bartholomew [11] ( ), Ozbaykal [12] ( ), Deligönül [13] ( ), and analytical approach that is given by Blischke and Murthy [1] , ( ) = ( − 1 + − ) 4 ⁄ , and the estimation of the RNF through our modified MeVTI method (∆ = 0.001) are given in Table 5 . For varies value of , the relative errors have mean -0.0150% with the computational time less than 1 minute.
The Estimation of the RNF for a Weibull BFD
We also estimate the RNF for unknown convolution that is the RNF for the Weibull BFD with = 1 and = 0.5 at varies value of . The results is also compared to the results through cubic spline method by Baxter et al. (can be seen in [25] ) and RS method by Min Xie. The interval [0, ) is divided into subintervals with ∆ = 0.001. The comparison can be seen in Table 6 . Based on Table 5 , for each numerical approaches, the results are not quite different. However, we can not determine which method is the best since we do not have the exact value of the RNF for the Weibull BFD. We are only capable to compare the computational time between our modified MeVTI method and RS method. The RS method by Min Xie is more efficient than our modified MeVTI method although we ever make our algorithm and code programme with single global looping because of operation of vectors.
6.
Conclusions
