When data is collected via sample survey it is assumed whatever is reported by a respondent is correct. However, given the issues of prestige bias, personal respect and honor, respondents' self-reported data often produces over-or under-estimated values as opposed to true values regarding the variables under question. This causes measurement error to be present in sample values. This article considers the factortype estimator as an estimation tool and examines its performance under a measurement error model. Expressions of optimization are derived and theoretical results are supported by numerical examples.
Introduction
Sample surveys result in an efficiency of estimators on the basis of collected or simulated data. Data for analyses may originate from various sampling sources, such as, simple random sampling, stratified sampling, systematic sampling or cluster sampling. Estimation methods are typically analyzed under the assumption that observations collected are true and without error; however, real life data, gathered through sample surveys contains errors due to memory failure, prestige bias, over reporting patterns, unwillingness to respond, desire for secrecy and other reasons. The deviation between true and observed values is error and is technically termed measurement error. Measurement error may be characterized as the difference between the value of a variable provided by the respondent and the true value of the same variable. The total survey error of a statistic with measurement error has both fixed error (bias) and variable error (variance) over repeated trials of the survey (Cochran, 2005;  Diwakar Shukla is an Associate Professor in the Department of Mathematics and Statistics. Email him at: diwakarshukla@rediffmail.com. Sharad Pathak is a Research Scholar in the Department of Mathematics and Statistics. Email him at: sharadpathakstats@yahoo.com. Narendra S. Thakur is an Assistant Professor at Banasthali University, Rajasthan. Sukhatme, et al., 1984) . Figure 1 illustrates the concept of measurement error.
There are two possibilities for incompleteness in a survey: incorrect response or non-response. Measurement bias provides a systematic pattern in the difference between the respondent's answers to a question and the correct answer. For example, a respondent may forget to report a few specific income sources resulting in total reported income being lower than actual. Measurement variance reflects random variation in answers provided to an interviewer while asking the same question, that is, often the same respondent provides different answers to the same question when asked repeatedly. Several methods are available in the survey sampling literature to handle nonresponse, including the revisit method, imputation methods, auxiliary sources utilization method and the neighboring units manipulation methods, however, when a respondent provides incorrect information regarding a variable, additional techniques are required. This study considers this aspect and deals with mean estimation under measurement error. Manisha and Singh (2001) examined population mean estimation in the presence of measurement errors; they provided an effect of measurement errors on a new estimator obtained as a combination of ratio and mean per unit estimator. Shalabh (1997) studied a ratio method of estimation in the presence of measurement errors. Singh and Shukla (1987) presented a family of factor-type ratio estimators. Shukla (2002) proposed a new strategy for estimation in the form of a factor-type ratio estimator in two phase sampling. Shukla, et al. (2009) also proposed a mean estimation under imputation of missing data using factor-type estimator in twophase sampling and have since suggested a linear combination based imputation method for missing data in sample (Shukla, et al., 2011) . Shukla, et al. (2012A) proposed an estimation of population mean using two auxiliary sources in sample surveys. Shukla, et al. (2012B) suggested an estimator for mean estimation in the presence measurement error of observations. Shukla, et al. (2012C) presented a transformed estimator for estimation of population mean with missing data in sample-surveys. Thakur, et al. ( , 2012 suggested imputation strategies under double sampling. Singh and Karpe (2008a) presented a ratio-product estimator for population mean in the presence of measurement errors, Neter (1970) examined measurement errors in reports of consumer expenditures, Sud and Shrivastava (2000) studied estimation and population mean in repeat surveys on the presence of measurement errors and Sud, et al. (2001) considered a biased estimator in repeat surveys. Dalabehara and Sahoo (2000) and Kadilar and Cingi (2005) suggested estimators using two auxiliary sources in survey sampling. Other useful contributions over applications of measurement error models are provided by Fuller (1987) , Cochran (1993 ), Mukhopadhyay (2000 , Murthy (1977) , Sukhatme et al. (1984) and Cheng and Van Ness (1999 , and ,
respectively. For an i th unit (i = 1, 2, 3, …, n) unit in the sample assume the measurement errors are:
and, from (3.1),
Existing Estimators: Mean per Unit Estimator The mean per unit (or mean) estimator is a well-known estimator, and in the setup of measurement error,
shown in (3.2). The bias for y is zero, that is,
and the variance is
To estimate Y , the sample statistic y , which provides an unbiased estimator, can be used. In mean per unit estimator y no additional information is required. Several methods exist for using the auxiliary X characteristic.
Existing Estimators: Shalabh (1997 ) Estimator Shalabh (1997 proposed an estimator that is a ratio estimator studied under measurement error.
Where the bias of t R is ( )
and the mean squared error is
where X μ denotes the population mean of X. where the bias of y θ is
where θ is a characterizing scalar and U and V are measurement errors corresponding to Y and X respectively.
Proposed Estimator(s)
The two parameter F-T estimators proposed are: Table 5 .1 for factors). When i K where (1, 2) i = is constant, it is important to choose suitably so that the resultant mean squared error of the proposed estimators may be minimized to the greatest extent. Using the proposed estimator many different estimators may be obtained because an estimator exists for each combination of
Properties of the Proposed Estimator(s)
For the approximation assume that: 
The mean squared error of 
and from this, 
The estimator 
Solving the equations results in: 
and the bias of C C C C n C C C 1 C 1 .
Proof 6.3 From (5.2c) the proposed estimator is • .
3)
The optimum values 
Empirical Study
This illustration demonstrates how to evaluate the gain in efficiencies (in terms of mean squared error) obtained by the proposed estimators. To evaluate the performance of the various estimators discussed, a population is considered (see Appendix A); required information is shown in 
