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ABSTRACT
Gradient-Based Layout Optimization of Large Wind Farms: Coupled Turbine Design, Variable
Reduction, and Fatigue Constraints
Andrew P. J. Stanley
Department of Mechanical Engineering, BYU
Doctor of Philosophy
Wind farm layout optimization can greatly improve wind farm performance. However,
past wind farm design has been limited in several ways. Wind farm design usually assumes that
all the turbines throughout the farm should be exactly the same. Oftentimes, the location of every
turbine is optimized individually, which is computationally expensive. Furthermore, designers fail
to consider turbine loads during layout optimization. This dissertation presents four studies which
provide partial solutions to these limitations and greatly improve wind farm layout optimization.
Two studies explore differing turbine designs in wind farms. In these studies, Wind farm
layouts are optimized simultaneously with turbine design. We found that for small rotor diameters and closely spaced wind turbines, wind farms with different heights have a 5–10% reduction
in cost of energy compared to farms with all the same turbine height. Coupled optimization of
turbine layout and full turbine design results in an 2–5% reduction in cost of energy compared
to optimizing sequentially for wind farms with turbine spacings of 8.5–11 rotor diameters. Wind
farms with tighter spacing benefit even more from coupled optimization. Furthermore, we found
that heterogeneous turbine design can produce up to an additional 10% cost of energy reduction
compared to wind farms with identical turbines throughout the farm, especially when the wind
turbines are closely spaced.
The third study presents the boundary-grid parameterization method to reduce the computational expense of optimizing wind farms. This parameterization uses only five variables to
define the layout of a wind farm with any number of turbines. For a 100 turbine wind farm, we
show that optimizing the five variables of the boundary-grid method produces wind farms that
perform just as well as farms where the location of each turbine is optimized individually, which
requires 200 design variables. The presented method facilitates the study for both gradient-free
and gradient-based optimization of large wind farms.
The final study presents a model to calculate fatigue damage caused by partial waking on a
wind turbine which is computationally efficient and can be included in wind farm layout optimization. Compared to high fidelity simulation data, the model accurately predicts the damage trends
of various waking conditions. We also perform a wind farm layout optimization with the presented
model in which we maximize the annual energy production of a wind farm while constraining
the damage of each turbine. The results of the optimization show that the turbine damage can be
constrained with only a very small sacrifice of less than 1% to the annual energy production.

Keywords: wind energy, wind farm optimization, gradient-based optimization
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CHAPTER 1.

INTRODUCTION

Wind is an amazing source of renewable energy. Years of governmental and industry research has culminated in modern wind energy that is one of the most cost competitive energy
sources available. That said, wind energy research and technology is still relatively young, with
many areas for improvement and further development. One area which needs further research and
understanding is in the design and optimization of wind farms as a whole. In groups, wind turbines
perform and behave differently than they do in isolation. As in any area of research and development, many improvements can made in wind farm analysis and optimization. In this dissertation
I, along with my advisor and other collaborators, question and build on past assumptions and improve wind farm optimization. In the content chapters that follow, we present four studies that
provide three specific improvements to wind farm design and optimization. First, while most wind
farm designs assume that wind turbines through a wind farm should be all the same, we found
that wind farms benefit greatly when wind turbines differ in such areas as height, rotor diameter,
and other factors. Second, while the most freedom is allowed when the location of each turbine
is optimized individually, almost identical results can be achieved through a new parameterization
method. Finally, while turbine loads are not traditionally considered in wind farm layout optimization, we created a new model that allows for fatigue damage computation during optimization with
low computational expense.
Chapters 3 and 4 address the first assumption listed above. Chapter 3 presents a study on
the performance of wind farms with different turbine heights optimized throughout. The scarce
previous studies on this topic either ignored important cost and structural considerations that need
to be considered when varying turbine heights, or limited their study to consider only a few previously selected turbine heights. Chapter 4 presents a study in which full turbine design is coupled
with turbine layout optimization. In these first two studies we found that for many scenarios, wind
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farms can produce significantly more energy when all the turbines in a wind farm are not assumed
to be identical.
Chapter 5 addresses the second assumption listed above. This chapter presents a method
that we developed which defines the layout of a wind farm with only five variables. Although
this method uses only a small number of variables, it can produce wind farm layouts that perform
just as well as when the layout of each turbine is defined individually. This variable reduction has
important implications in the wind industry, which are further discussed in Chapter 5.
Chapter 6 addresses the third assumption listed above. This chapter introduces a model
which quickly calculates loads and fatigue in a wind farm, which can be used in an optimization
framework. This means that in addition to turbine design and control methods, layout optimization
can be used as a way to address turbine loading and fatigue.
Before explaining the specific studies in this dissertation, we will first introduce some general and background information that is necessary to understand the rest of the content. This
chapter contains a general introduction to wind energy, as well as some more specific details and a
review of past research in the areas that directly apply to the content chapters.
1.1

Wind Energy
The first wind turbines known to produce electricity were developed as early as the late

eighteenth century [11]. Since that time, large strides have been made in wind technology, increasing the energy that wind is able to provide and decreasing its cost. Modern wind energy is
clean, efficient, and cheap. Wind is already a significant source of electricity, producing 7.3% of
electricity in the United States in 2019, as shown in Fig. 1.1, and 4.6% of the world’s electricity
in 2018 [1, 12]. Some countries boast a much higher share of their energy production from wind.
In Denmark, for example, 47% of their power consumption was from wind in 2019 [13]. Wind
technology and installed capacity are projected to continue to rise in coming years, with the U.S.
Energy Information Administration predicting installed capacity in the United States to rise by 1%
in 2020 [14], and to continue to increase by 4% every year through 2050 [15]. The wind industry
is growing quickly. Investors and companies look towards wind because of its ability to generate
a large profit. Even as recent as the early 2000’s, wind was well known for being expensive and
financially nonviable without large government subsidies. However, years of research have greatly
2
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Figure 1.1: United States electricity generation by source [1].
reduced the costs associated with wind energy, as seen in Fig. 1.2 [2]. As displayed in Fig. 1.3,
modern wind is cost competitive with traditionally cheaper electricity sources such as coal and
natural gas [3].

Figure 1.2: Annual levelized cost of energy (LCOE) to produce one Megawatt hour of energy from
wind. The lighter area represents the 5th and 95th percentiles [2].
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Figure 1.3: The cost of wind energy compared to other energy sources over the past decade. This
data was prepared in a study by Lazard, and reproduced with their permission [3].

Beyond the clear monetary incentives for wind are many environmental benefits. During
operation wind turbines produce zero emissions, which are a major concern for energy sources
requiring combustion. There are no harmful and long lasting byproducts, which nuclear and coal
energy must consider. Wind turbines require minimal water to produce energy, removing concerns
about water pollution that are prevalent for other energy sources. Figure 1.4 shows the water
consumption required for some different common energy sources. Nominal water requirements
are of particular importance for drought stricken areas where water consumption is limited [4].
Other than naturally occurring wind resources, wind turbines require no fuel. This means that
wind energy is a fully renewable resource which can be harnessed long after other sources have
been consumed. Wind turbines have an energy payback ratio greater than 23, which means that
they produce more than twenty times the amount of energy that it takes to manufacture and install
them over their lifetimes [16]. This is very high compared to other common energy sources; there
is an energy payback ratio of 11 for coal plants, and 16 for nuclear fission plants. Compared to
many other fuel sources, specifically traditional fossil fuels, wind energy is vastly superior in the
environmental conservation realm.
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Figure 1.4: Range of water consumption for different energy sources. [4].
Although there are financial and conservation benefits to wind energy and further wind
energy development, there are also downsides and challenges. Some of the main concerns and
challenges are listed below.
• Turbines are massive and expensive machines. Modern commercial wind turbines cost on the
order of one million dollars per megawatt of power rating [2]. Raising funds for a potential
wind project is often a long and difficult process.
• Although much work has gone into reducing the impact of wind turbines on local wildlife,
there are still worries about the effect these machines might have. In particular, people are
worried about flying animals like birds of prey and bats [17–21].
• Wind is stochastic in nature. The direction and speed of wind vary seasonally, daily, hourly,
and by the minute. Often, wind stops all together. It is difficult to predict how much electricity a wind farm will be able to provide to the grid at any given time [22–24]. This issue
can be minimized with advancing energy storage, other supplemental energy production
sources, designing the farm to reduce power output variance, and connecting wind farms in
a range of geographical areas to the same grid. However, resource variability is an inherent
characteristic of wind.
5

• Geographical locations where wind resources are the strongest are often far away from centers of population. Figures 1.5 and 1.6 are maps of the United States showing the average
annual wind speeds and the population density across the country [5, 6]. Notice that most of
the areas with the fastest wind are either far away from the centers of population, or offshore.
This introduces challenges of transporting the electricity or storing the energy in some other
form which is easier to transport and has fewer losses.

Figure 1.5: Wind resources in the United States [5].

• Wind turbines pose challenging structural problems. The enormous machines are subjected
to turbulent, cyclic loads. The cyclic loading problem requires solutions such as innovative materials, controls, and design solutions in order to function and to continue further
development.
• Wind farms consist of many interacting variables, which are difficult and expensive to fully
model. These complex interactions often mean wind farms do not perform as well as they
6

Figure 1.6: Population density in the United States based on census data [6].
were expected to after the design process, and produce much less power than they are rated
for.
The research in this dissertation addresses these last two points. With assistance from my advisor
and other collaborators, we have focused on improvements that can be made to wind farm design,
and ways to increase the lifetime of wind turbines through wind farm design.

1.2

Wind Farm Design and Optimization
To better utilize areas with high wind resources, and make optimal use of additional infras-

tructure required for wind energy, turbines are often built close together in a wind farm (Fig. 1.7).
Although this provides many logistical benefits in construction and maintenance of the wind farm,
there are downsides to building turbines close together. This section discusses some of these downsides, and how they are overcome.

Wind Turbine Wakes
Turbines remove momentum from the wind, creating an area of slow moving air behind
the turbine (Fig. 1.8). This slow moving wind, or wake, is detrimental to a wind farm as it reduces
7

Figure 1.7: A large wind farm in Southern California. This wind farm currently has 3,218 turbines
operational [7].
the amount of energy available to the rest of the farm. In addition to power losses from decreased
wind speed, the wakes behind wind turbines have increased turbulence compared to the freestream.
For the downstream turbines that a wake reaches, turbulence further decreases power production,
decreases the lifetime of the turbine, and increases noise. Because of the negative impact wakes
have on wind farm performance, a large amount of research has been conducted on wind farm
optimization to reduce turbine-wake interactions, especially in recent years.
Wake effects in a wind farm were studied as early as the late 1970’s [25–27], and thousands of numerical and experimental studies have been conducted on the topic since. One early
landmark publication was “A note on wind generator interaction,” published by N.O. Jensen in
1983 [28]. Jensen presented a simple wake model derived with fluid conservation laws which
allows the wind speed reduction caused by a wake to be estimated in a wind farm. This simple engineering model enabled wind farms to be analyzed quickly with sufficient accuracy to study wind
farm optimization. The Jensen wake model has inspired numerous wake models in the years since
its introduction, which are a key part in many wind farm optimization studies, and are used in the
design of real wind farms [29–33]. Despite the relative simplicity (or perhaps because of it), the
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Figure 1.8: An offshore wind farm. The atmospheric conditions in this picture clearly show the
wakes behind each turbine and how they interfere with the rest of the wind farm [8].
Jensen wake model is still used in many wind farm analyses today, nearly 40 years later [34–36].
More details on the Jensen wake model are presented in Chapter 2.

Wind Farm Layout Optimization
Many wind farms have been constructed with a simple grid turbine layout, where the terrain
allows. Additionally, many research studies have assumed turbines are placed in a grid pattern
[37, 38]. Simplicity has advantages of its own, but wake effects often cause basic turbine layouts
to produce much less power than they are capable. One way to improve wind farm performance
is through turbine layout optimization. This process occurs in the wind farm design phase, in
which different models and projections are used to predict and improve the performance of the
wind farm layout. Since the Jensen wake model was introduced, analytic wake models (as well as
other, higher fidelity models) have been used in wind farm layout optimization. These studies use
mathematical optimization techniques in conjunction with wind farm wake and power models to
find optimal turbine layouts in a farm.
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One of the first wind farm layout optimization study was published in 1994, in which
Moseti, Poloni, and Diviacco used the Jensen wake model and a genetic optimization algorithm
to select the best turbine locations from a predetermined grid [39]. Compared to a randomized
turbine layout, they demonstrated that an optimized farm had over twice the wind farm efficiency,
and about half the cost to produce energy. In this specific study, one way that these extreme
improvements were achieved were by reducing the number of wind turbines in the farm compared
to the randomized layout. Fewer turbines mean fewer wakes, which means the turbines are not
negatively impacted as much and therefore more efficient. This research study was an excellent
starting point for further research in wind farm layout optimization; today, online databases contain
tens of thousands of articles on this topic. Researchers have explored a variety of areas within this
field, including the following.
Many studies have explored using different gradient-free optimization methods to solve
this difficult problem. Different optimization algorithms have different strengths and weaknesses.
Gradient-free optimizers are usually good at exploring many different turbine layouts. Also, they
can optimize non-continuous variables, like the number of turbines in the wind farm. Many wind
farm layout optimization studies have used a genetic algorithm, which uses principles of evolution,
survival of the fittest, and mutation to identify desirable turbine locations [39–44]. Other studies have been performed on the effectiveness of particle swarm [45–49], random search [50–54],
greedy [55–59], and other gradient-free algorithms [60]. In more recent years, researchers have
studied the use of gradient-based optimization applied to wind farm layout optimization [9,61–64].
They utilize information from the model gradients to determine how to search for a better solution.
Although these algorithms require more work while creating the model in order to calculate the
gradients, they are able to optimize problems with many variables much faster than their gradientfree counterparts.
In addition to different optimization methods, researchers have used different methods to
model the wake interactions between wind turbines, and how they affect the wind farm optimization. In addition to the Jensen wake model, many different analytic wake models have been used,
including a Multizone model [9,64–66], Gaussian wake model [43,67–69], and others. In addition
to analytic wake models, higher fidelity methods have been used to model wind turbine wakes and
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optimize wind farm layouts [70–73]. Some specific information about the wake models that we
used in this dissertation are included in Chapter 2.
Various studies have also explored different metrics to define the quality of a wind farm
have been considered in wind farm layout optimization. The metric used to determine the desirability of a wind farm layout can have drastic effects on the final results. The two most common
metrics that studies have considered are power or energy production [43, 46, 74–76] and cost of
energy [40, 42,77–79]. Other objectives that have been considered are to minimize power variability [80], underground cable lengths [52], or noise [81].
As expected, early wind farm layout optimization greatly simplified the problem. Even
today, many simplifications are made in layout optimization studies to make the computational
expense more manageable, or to focus on a particular aspect of the problem. Many studies have
focused on adding to the complexity of wind farm layout optimization to make it more realistic.
Some things researchers have done to improve the realism of their optimization is to include limitations on the sound levels of the wind farm [81–83], consider the effects of wind farm landowners [82, 84–87], have complex wind farm boundaries or divisions [88], or consider more complex
wind inflow conditions [89, 90]. Another area of added complexity which has been an area of
focus for several studies has been complex terrain. Most wind farm layout optimization studies
assume that the ground is flat and uniform throughout the wind farm. While this is appropriate
for many locations, such as in the American Midwest or for offshore farms, many sites for wind
farms have more complex terrain. In the case of complex terrain the flow within the farm is affected by the geographic features, in addition to the turbines in the wind farm. Many studies have
considered layout optimization in a wind farm with complex terrain [72, 91–94]. These improvements in model realism have been enabled through modern advances in computing technology
and optimization algorithms. In fact, several studies are dedicated to specifically demonstrating
computational advances applied to wind farms by optimizing large wind farms, with many design
variables [95, 96].
Modern research continues to explore and improve wind farm layout optimization. There
are may aspects that have not been fully explored, or even considered at all in the field. Continued improvement of wind farm layout optimization is an important part of further decreasing the
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cost of wind energy and increasing its positive effects in the world. The content chapters of this
dissertations address improvements to wind farm optimization.
Active Wind Farm Control
Another area that optimization is used in wind farm is through active wind farm control.
Although this is not a focus in this dissertation, it is an important area of research that continues to
provide large improvements in wind farms, and is thus appropriate to discuss in this section. Two
of the main methods that active control is used to improve wind farms is through yaw control and
axial induction control. Wind turbines have a yaw system which allows the rotor to twist about the
tower to face the incoming wind. Additionally, each blade can pitch, or twist, on its own to control
the amount of energy that is extracted from the wind. This change in energy can also be expressed
as the axial induction, or the ratio of the wind speed downstream of the turbine to that upstream.
A typical strategy is to control each wind turbine to do what is best for that individual turbine,
without consideration of what happens to the rest of the wind farm. In a wind farm, however, more
optimal control strategies can be used which may decrease the performance of a few individual
turbines, but increase the overall performance of the farm.
Active yaw control can used to steer turbine wakes away from downstream turbines. When
a turbine is yawed into oncoming wind, the wake is deflected instead of continuing straight back
from the turbine [97–99]. This wake deflection can be used to improve wind farm performance.
A simple example is shown in Fig. 1.9. In the left panel of this figure, the turbines are facing
directly into the incoming wind, which is coming from the left. The wakes are seen to extend
straight back from the turbines, shown with the black lines. In the right panel, the two upstream
turbines are yawed into the oncoming wind. This intentional yaw angle steers the wakes away
from the downstream turbines. In this scenario, the yawed turbines produce less energy than they
would if they faced directly into the wind, but the increase in energy from the downstream turbines
experiencing lower wake interference results in a net increase for the farm.
In recent years, there has been an influx of research on using active turbine yaw control
to steer wakes and to optimize wind farm performance. Many computational studies have been
performed, which use computer models to demonstrate wind farm performance with active yaw
control [9, 32, 64, 100–103], as well as experimental studies which have applied active yaw control
12

Figure 1.9: The panel on the left shows a 4-turbine array where each turbine faces directly towards
the wind coming from the left. The panel on the right shows this same 4-turbine array, with the
two upstream turbines yawed into the wind, causing the wakes to deflect.
to existing wind farms to show improvements [104–108]. An example of the flow field that results
from a wind farm with optimized yaw angles is shown in Fig. 1.10.

Figure 1.10: The panel on the left shows a wind farm with the turbines facing directly into the
oncoming wind. The panel on the right shows this same wind farm, but with the turbine yaws
optimized to maximize farm power production [9].

Another area of wind farm control optimization with active research is through axial induction control. The aim behind active axial induction control is similar to active yaw control.
Individual turbines are operated with sub-optimal axial induction, which alters the downstream air
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flow such that the farm experiences an overall improvement. As with active yaw control, many
computational studies have explored the benefits that can be achieved through active turbine induction control in a wind farm [100, 109–113].
Multidisciplinary Design Optimization
In addition to turbine layout optimization and active control, there is currently a push towards multidisciplinary design optimization (MDO). “Multidisciplinary design optimization is a
field of research that studies the application of numerical optimization techniques to the design of
engineering systems involving multiple disciplines or components” [114]. In wind energy, MDO
refers to the design of the entire wind farm, and can include design and optimization of every part
of the wind turbine, wind farm layouts, wind turbine substructures (such as foundations or floating
substructures for offshore farms), cabling, yaw and induction control, power substations, and grid
integration. Additionally, MDO can refer to hybrid power stations, where other power generation
sources are used along with wind.
For complex systems it is typical to design each small subsystem individually, in a sequential manner. For example, when designing a wind farm it is typical to choose from a selection of
pre-designed, commercially available turbines (which themselves are complex systems with many
subsystems). After selecting a wind turbine that is appropriate for the conditions it will operate
in, the rest of the wind farm design continues with layout design and optimization, cabling, grid
integration, etc. Rather than perform the turbine design and the wind farm design as two separate
processes, MDO of the described wind farm would mean to design the wind turbine and the wind
farm at the same time. This process of coupled design of different system components results in improved performance compared to designing each part individually. As stated by Martins and Ning,
“sequential optimization, while intuitive, . . . yields a design inferior to the MDO optimum” [115].
Current realities do require that wind farm design be split up to some extent in order to
remain manageable. That said, improved computational technologies and optimization methods in
modern years have allowed for the coupled design of larger, more complex systems. Many studies
have considered coupled wind turbine design and layout optimization for wind farms. Although
not every part of wind farm design is considered, studies have optimized tower height and rotor
diameter [58, 116–121] and turbine type [74, 122, 123]. Other research studies have coupled wind
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turbine layout and the cabling layout optimization [124, 125], as well as the layout optimization
and control optimization [9, 64].
Each of the studies mentioned above demonstrated significant improvements that can be
achieved through MDO applied to wind farm design. Because MDO intentionally considers more
variables at the same time, it makes the problems more challenging to solve. These types of problems are only possible with the advanced computing and optimization methods available today. In
this dissertation, Chapters 3 and 4 consider MDO of wind farms.

1.3

Wind Turbine Fatigue
“Fatigue or fatigue damage refers to the modification of the properties of materials due

to the application of stress cycles whose repetition can lead to fracture” [126]. Structures that
experience stress cycles develop small cracks which, over time, grow bigger and lead to failure.
The chance of failure from fatigue increases with higher stresses, and more cycles. Wind turbines
are greatly affected by fatigue damage. Some of the main reasons why fatigue is such an important
issue for wind turbines are:
1. Wind turbines go through a lot of cycles in their lifetime. In order to generate electricity,
wind turbines are designed to rotate, making them cyclic by nature. For a large wind turbine a
rotation speed of 12 RPM is realistic (higher for smaller turbines), and turbines are generally
designed to operate for around 20 years. If this wind turbine were to operate during 40% of
its lifetime, that means that the turbine will rotate 50.5 million times.
2. Wind turbines are large machines that experience high stress fluctuations. Turbine blades
are heavy, a single blade for one open source reference turbine is about 17,500 kilograms,
which means there are large gravitational loads [127]. As a blade rotates, the gravitational
stresses will alternate between tension and compression. Also, the aerodynamic forces on
the turbine blades are designed to be large, in order to harvest the energy from the wind.
These aerodynamic forces are non-uniform as a blade experiences different wind speeds as
it rotates. This wind speed variation can be caused by ground shear (meaning friction causes
air close to the ground to move more slowly than air higher up), partial waking (meaning
the wake from an upstream turbine affects the blade during only part of its rotation), and
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turbulence. The large load variations experienced by wind turbine blades are compounded,
as they act far away from the hub where the blades are supported. For example, for the same
reference turbine mentioned before, the blades are 61.5 meters long, with the center of mass
being 20.7 meters away from the support. This leads to very high moments near the blade
root, making this area particularly susceptible to fatigue damage and failure.
3. Wind turbines are difficult and expensive to perform maintenance on. Wind turbines are
often in geographic locations that are hard to access. Additionally, the power producing
components, such as the generator and the turbine blades, are high above the ground making
access even more difficult. This already makes simple maintenance and repairs difficult, but
to make matters worse the turbine needs to be shut down to perform these tasks, meaning it
is not able to produce energy. For these reasons, wind turbines are designed to operate with
minimal attention throughout their lifetimes.
Because of the many fatigue risk factors that wind turbine face, particular care is taken in turbine
design to make sure the various structures are able to withstand the high cyclic loads with an
appropriate factor of safety.
Thousands of studies have explored various methods of fatigue estimation and fatigue modeling in a wind turbine [128–131]. In addition to modelling and predicting fatigue in normal operating conditions, it has long been observed that turbines that are exposed to a velocity gradient,
through wind shear or from turbine wakes, experience higher fatigue than those in neutral, unwaked conditions [132–135]. Because turbines are such a large investment and are expected to
operate for many years with minimal upkeep, much research has been dedicated to methods to
reduce turbine loading in order to extend their operational lifetime [136–140]. Chapter 6 of this
dissertation presents a model and method to reduce turbine loading and fatigue damage through
wind farm layout optimization.

1.4

Optimization
Optimization refers to the process of systematically adjusting parameters to improve per-

formance. In other words, optimization refers to “finding the best possible solution by changing
variables that can be controlled, often subject to constraints” [115]. For this dissertation we have
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used mathematical models to predict the performance of various wind farms, and used optimization
code to adjust certain inputs to the wind farm model to improve the performance. Because optimization is a large focus in the coming chapters, we will define some of the important vocabulary
as it applies to optimization.

Objective
The objective of an optimization is what you want to achieve, or to minimize or maximize some performance metric. For example, when designing a car some objectives might be to
minimize the cost, or to maximize the fuel efficiency. In wind farm optimization, some common
objectives are to maximize power or energy output, minimize cost of energy, maximize profits, or
maximize turbine lifetimes.

Design Variables
Design variables are parameters that can be adjusted during optimization to improve the
objective. For wind farms, some design variables include various aspects of turbine design (such
as blade design variables, hub height, tower design, etc.), turbine locations, and turbine control
variables such as rotor yaw and blade pitch angles.
Design variables can be divided into two subgroups, discrete and continuous. Discrete
design variables occur when the design variable values must be selected from a discrete set. This
can occur for integer design variables, such as the number of wind turbines in a farm. Discrete
design variables also occur when only certain values are of a design variable are available. This
could happen if a manufacturer only supplied parts with predetermined dimensions. Continuous
design variables are values that can vary continuously within a certain range. In this dissertation all
of the variables are assumed to be continuous. This assumption is realistic for all turbine location
and geometry variables. In Chapter 4, the assumption that the turbine rating is fully continuous
may not be fully realistic, as there would likely only be discrete pre-designed generators to select
from.
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Constraints
Like the objective, constraints are functions of the design variables. Constraints are used to
restrict the solution, and are used to make sure the solution meets certain requirements. For wind
farms, constraints can include requiring the turbine design to support the loads it will encounter
without failing, spacing turbines sufficiently far apart in a wind farm, or forcing turbines to remain
in a certain boundary during layout optimization.
Constraints can also be divided into two subgroups, equality and inequality constraints.
Equality constraints are used to force a constraint function to equal a certain value, while inequality
constraints are used to ensure that a constraint function is less than or greater than a desired value.
All of the constraints in this dissertation were formulated as inequality constraints.

Global and Local Optima
The goal of any optimization process is to find the best possible solution that satisfies the
constraints. This “best-possible solution” is called the global optimum, where no other combination of design variable values could improve the objective. In comparison, a local optimum is
a solution that provides the best objective value in the immediate vicinity, but is not as good as
the global optimum. Figure 1.11 shows a simple example of a one-dimensional function. If the
objective were to minimize the function value, the points on the plot are examples of local and
global optima. The local optima are the best solutions in their immediate vicinity, while the global
optimum is the best solution in the entire range of interest.
Most interesting optimization problems are similar to Fig. 1.11, except extended to more
dimensions. There are some, or even several solutions that are good compared to what is around
them, but there is no guarantee that any given local optimum is the global optimum. In fact, proof
that a global optimum has been achieved can only occur for a few specialized cases.

Gradient-Based Optimization
As was already mentioned briefly, there are two types of optimization algorithms, gradientfree and gradient-based. The chapters in this dissertation address gradient-based algorithms. Gradientbased algorithms use information from the objective function and constraint gradients to determine
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Figure 1.11: Examples of local optima and a global optimum for a simple one-dimensional function over a certain interval. This figure assumes the objective is to minimize f (x) with respect to
x.
how to adjust the design variables while searching for an optimal solution, and how to determine
if an optimal solution has been reached.
Gradient-based optimization is desirable for wind farm optimization because the computational expense scales better with increasing numbers of design variables. Figure 1.12 shows
required function calls (a measure of computational expense) required to optimize the multidimensional Rosenbrock function versus the number of design variables, for different optimization
methods. For the gradient-free method, the computational expense required to optimize scales very
poorly with increasing design variables. The gradient-based methods, regardless of how the gradients are calculated, scale much better. The Rosenbrock function, given in Eq. 1.1, is a commonly
used function to demonstrate the efficiency of optimization algorithms.
f (x) =

n 1

Â (100(xi+1

i=1

xi2 )2 + (1

xi )2 )

(1.1)

When optimizing wind farms, the number of design variables can quickly increase with the number
of turbines. Design variables can include turbine locations, turbine design parameters, and turbine
control variables. For larger farms the number of variables can easily be in the thousands, making
gradient-based optimization the best, and often only, option when applied to wind farm design.
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Figure 1.12: The number of function calls required to optimize the multi-dimensional Rosenbrock
function versus the number of variables. The computational expense of gradient-free optimization
scales poorly with the number of variables. This same figure is repeated in Chapter 5.
While gradient-based optimization is the best method applied to problems with many design variables, there are some drawbacks. One drawback is that gradient-based optimizers exploit
local optimum. Rather than explore the entire function space, they converge to the nearest local solution. This shortcoming can be mostly overcome by performing many optimizations from
different starting points, then selecting the overall best solution. This does not guarantee that a
global optimum has been found, but it does lend confidence that the final solution is one of the
best available, especially as the number of starting points is increased. Another major drawback
of gradient-based optimization is the inability to optimize discrete variables. Unfortunately, this
shortcoming is innate to the algorithm design as discrete variables do not have gradients. As
gradient-based optimization was used for the research presented in this dissertation, the problems
have been formulated such that they have a fully continuous design space.
One of the requirements of gradient-based optimization is that the optimizer must have access to the gradients of the objective and the constraints with respect to each of the design variables.
Specific details about the different methods we used to calculate gradients for this dissertation are
discussed in Chapter 2.
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1.5

Dissertation Outline
The rest of this dissertation is organized as follows.
Chapter 2: Immediately following the Introduction chapter is a Background chapter which

further explains some of the terminology and concepts that are discussed throughout the rest of this
dissertation. This chapter is not a comprehensive guide of wind energy, but aims only to describe
some of the principles that are necessary to understand this work.
The main content chapters, Chapters 3 through 6, are each stand-alone journal papers that
have been published in or will shortly be submitted to a peer-reviewed academic journal. The text
and figures in each of these chapters are unchanged from the journal publications. Below is a brief
summary of the process and time-line of each of these papers.
Chapter 3: This chapter contains a study on optimizing turbine heights in wind farms with
different hub heights throughout the farm. The preliminary methods and results for this study were
published and presented at the January 2017 Wind Energy Symposium, part of the AIAA SciTech
conference in Grapevine, Texas [141]. The journal paper was submitted to Wind Energy in August
2017, and was published in January 2019 [142].
Chapter 4: This chapter discusses a study in which the wind turbine design optimization
and wind turbine layout optimization were coupled. Additionally, turbines throughout the farm
were not forced to have the same design. The preliminary methods and results for this paper were
published and presented at the January 2018 Wind Energy Symposium in Kissimmee, Florida
[143]. The journal version was submitted to Wind Energy Science in July 2018 and published in
January 2019 [144].
Chapter 5: This chapter presents a parameterization method which drastically reduces the
number of design variables required in wind farm layout optimization, while still being able to
create wind farm layouts that produce large amounts of energy. This paper was submitted directly
to the journal Wind Energy Science, in June, 2019, and was published in December, 2019.
Chapter 6: This final content chapter presents a model that can be used to constrain the
damage caused by partial waking of a wind turbine in wind farm layout optimization. The preliminary methods and results of this research were published and presented at the 2019 NAWEA/WindTech
conference at the University of Massachusetts Amherst [145]. The journal version of this paper
will shortly be submitted to an academic journal.
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Chapter 7: Although each of the content chapters includes a conclusion about the individual research problem, they are followed by a general conclusions chapter which includes some of
the global conclusions of our research, recommendations for future work, and the contributions I
have made as a graduate student.
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CHAPTER 2.

BACKGROUND

This section aims to provide the basic background in wind energy and optimization which
is necessary in understanding the rest of the dissertation. This section does not include all of
the fascinating details involved in wind turbine design and operation, but there is enough to fully
understand the chapters that follow. For the interested reader, there are numerous resources (many
of which are open source) available online and in scientific literature to learn more about wind
energy and wind farm design [146].

2.1

1,2

Wind Turbines
Wind turbines are huge machines which harness energy from the wind and convert it to

electricity. Although there are several wind turbine designs, by far the most common is the traditional horizontal axis wind turbine (HAWT) as shown in Fig. 2.1. Although most of our findings
could be implemented with other turbine designs, we only specifically address three-bladed, upstream HAWTs in this dissertation, and use the term “wind turbine” to refer to this design.
A wind turbine is comprised of several major components (Fig. 2.1). The tower is generally
a hollow steel tube, tapered near the top. The tower structurally supports the power generating
components and elevates them high above the ground to faster, more energetic wind. Immediately
on top of the tower is the nacelle, which houses the gearbox and generator. Attached to the nacelle
is the rotor, which comprises the hub and turbine blades. The distance from the rotor hub to the
ground is called the hub height. Wind turbines also have a yaw system, which allows them to turn
and face the incoming wind for maximum energy generation. While old wind mills relied on drag
to cause rotation, modern wind turbines rely on lift. This allows the blades to spin faster than the
incoming air. The blades are carefully designed for optimal lift and maximum rotation of the rotor.
1 https://www.nrel.gov/research/re-wind.html

2 https://www.energy.gov/eere/wind/how-do-wind-turbines-work
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Figure 2.1: A diagram of a wind turbine with important components labeled [10].
Individual turbines produce power according to the wind power equation shown in Eq. 2.1.
1
P = CP rAV 3
2

(2.1)

In this equation, CP is the power coefficient, r is the density of air, A is the swept area of the rotor
blades, and V is the effective wind speed across the rotor blades. The power coefficient is limited
by the theoretical maximum of 0.592, called the Betz Limit. Many real turbines have maximum
power coefficients between 0.4–0.5. Power production can be increased by building more efficient
turbines (increasing CP ), building longer blades (increasing A), or reaching areas with faster wind
(increasing V ). Notice the cubic relation between power and wind speed. One way to reach faster
wind is to build taller turbines, which raises wind turbines above the atmospheric boundary layer.
Unfortunately the world is not ideal and there are limitations on wind power production.
Generators are rated for some maximum amount of power, referred to as the rated power or turbine
rating. When the wind reaches a high enough speed (called the rated wind speed), the turbine
blades start to pitch to reduce the torque and keep the power production constant at the rated power.
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Because the blades pitch, at higher wind speeds above the rated wind speed, the turbine extracts a
smaller portion of the total energy in the wind. This means that the power coefficient from Eq. 2.1
does not remain constant but is actually a function of the wind speed. An example of the power
coefficient curve for a 5 MW reference turbine is shown in the left subplot of Fig. 2.2 [127]. At
very low wind speeds, the power coefficient is zero as it is not worth the effort of operating the
turbine for the small power generation. The speed at which the turbine begins operating is called
the cut-in wind speed. After the cut-in speed, the power coefficient quickly jumps up to slightly
above 0.4. At these wind speeds, the turbine is extracting the maximum energy from the wind of
which it is capable. There are not yet any limitations on the power the turbine can generate. Above
the rated wind speed, which on this curve we can see is slightly above 10 meters per second, the
blades start to pitch and the power coefficient begins to decrease, in an effort to keep the power
production constant. If the wind speed increases too high such that it is dangerous for the structure,

Figure 2.2: The power coefficient and thrust coefficient curves for a 5 MW reference wind turbine.

the turbine shuts off completely and the blades pitch all the way in an effort to reduce loads and
avoid failure. This is called the cut-out wind speed. This information can all be described with
a power curve, shown in Fig. 2.3. The power curve and the power coefficient curve are related
through Eq. 2.1, and either one is fully defined by the other.
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Figure 2.3: A generic wind turbine power curve.
Another important parameter to define a wind turbine is how much momentum it removes
from the air. The axial induction factor, a, of the wind turbine relates the freestream wind speed to
the wind speed just behind the turbine.
a⌘

U

V
U

In this definition, U is the freestream wind speed and V is the wind speed immediately after passing
a wind turbine. An ideal axial induction, meaning maximum power production, is 1/3. Another
metric that is commonly used to define the amount of momentum removed from the air is the thrust
coefficient, CT .
CT ⌘

T
1
2
2 rAV

In this definition, T is the thrust on the wind turbine, r is the air density, A is the rotor swept
area, and V is the freestream wind speed. Axial induction and thrust coefficient are related by the
expression.
CT = 4a(1

a)

The ideal thrust coefficient of 8/9 can be obtained by substituting the ideal axial induction factor
into the above definition. At low wind speeds, a turbine seeks to produce as much power as possible, and is designed to get as close as possible to the ideal thrust coefficient. After the rated wind
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speed, when the blades start to pitch to maintain constant power, the thrust coefficient decreases.
An example of a turbine thrust coefficient curve for a 5 MW reference wind turbine is shown in
the right subfigure of Fig. 2.2. The thrust coefficient is related to the power coefficient shown in
the adjacent subfigure. Below the cut-in speed, the turbine does not operate and experiences zero
thrust. Once the turbine begins operating, the thrust coefficient becomes very high, close to one.
This implies that to start spinning, the turbine needs more thrust than is optimal for power production. This area of higher than optimal thrust corresponds to the area on the power coefficient
curve that is still ramping up to the highest value. As with the power coefficient curve, the thrust
coefficient also decreases after the rated wind speed, when the blades start to pitch.

2.2

Wind Resources
Wind is a variable resource, both in direction and speed. Wind data is gathered on a mete-

orological tower by sampling the wind direction and speed over a period of time (usually a year).
This data can then be combined to create probability density functions for the wind direction and
speed, as shown in the left subfigure of Fig. 2.4. Note that wind data is typically represented with
traditional meteorological standards, which means that directions of 0, p/2, pi, and 3p/2 radians
correspond to the directions north, east, south, and west, respectively. In this convention, north is
the zero angle, and positive angles are measured clockwise. Wind direction probability information is often expressed as a binned wind rose, as shown in the right subfigure of Fig. 2.4. This wind
rose shows the same information as the probability density function, except in polar coordinates.
Additionally, rather than being a continuous distribution, wind roses often bin the direction data
into discrete regions as will be discussed later.
In addition to variable wind direction, wind speeds are extremely variable as well. For a
given wind direction, the probability of any given wind speed is often represented by a Weibull
distribution, which has been shown to represent actual wind speed data well [147–149]. The
equation for a Weibull distribution is given in Eq. 2.2.
k ⇣ U ⌘k 1
f (U, l , k) =
e
l l
Ū
l (Ū, k) =
G(1 + 1/k)
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(U/l )k

(2.2)

Figure 2.4: On the left, a generic wind direction distribution. On the right, the same direction data
represented as a binned windrose.
In this equation, f is the probability of wind for a given wind speed, U is any wind speed (nonnegative), Ū is the average wind speed for the direction of interest, and G is the gamma function.
The shape parameter, k, is generally around 2.0, which is determined from Weibull distributions
that represent real wind speed probability data [148, 149]. A few example Weibull distributions
for average wind speeds of 5, 10, and 15 meters per second are shown in Fig. 2.5. Notice that the
wind speed distribution is skewed towards the left, with much lower probabilities of higher wind
speeds. Like the wind direction data, wind speed data is binned into discrete regions.
The wind direction and speed data is divided into discrete bins for computational purposes.
There are many metrics to determine wind farm performance and desirability, but all depend on
how the wind farm performs in different wind conditions, and the probability of each condition
occurring. One commonly used metric which we use throughout this dissertation to determine
wind farm performance is the expected annual energy production, or AEP, defined in Eq. 2.3.
AEP = 8760

Z 2p Z •
0

0

P(fi ,U(fi ) j ) g(f ) f (U) dU df

(2.3)

In this equation, 8760 is the number of hours in a year, P is the wind farm power, which is a function
of wind direction (fi ) and wind speed (U(fi ) j ), and g and f are the wind direction and wind
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Figure 2.5: Weibull distributions for average wind speeds of 5, 10, and 15 meters per second.
speed probability density functions, respectively. In wind farm design, this integral is evaluated
computationally, which is expressed in Eq. 2.4.
AEP = 8760

nDirs nSpeeds

Â Â

i=1

j=1

P(fi ,U(fi ) j )gi f j

(2.4)

In this equation, nDirs is the number of wind direction bins, nSpeeds is the number of wind speed
bins, and g and f are the probability of the associated wind direction and speed occurring, respectively.
The accuracy of Eq. 2.4 in predicting the actual value of the AEP integral in Eq. 2.3 depends
on the number of wind direction and wind speed bins that are used. The more bins that are used, the
better the accuracy. However, more bins require more computational expense. The time required
to evaluate a wind farm performance has a linear relationship with the total number of bins. Thus,
the number of bins that should be used depends on the application. For wind farm analysis, it is
appropriate and advisable to use a very large number of wind direction and wind speed bins, such
as hundreds or thousands of bins for both direction and speed. In analysis, the wind farm is being
evaluated only one time, which means that it is acceptable to wait several seconds or minutes to
obtain a result. Alternatively, for wind farm optimization, a much lower number of bins should
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be used. During optimization, the wind farm performance model can be called thousands of times
or more, which makes computational efficiency crucial in obtaining results. In optimization the
number of bins used is much lower than in analysis, as we sacrifice some accuracy for speed.
The number of bins we used in each study for this dissertation are discussed in the appropriate
forthcoming chapters.

2.3

Engineering Wake Models
In order to account for turbine wakes in wind farm design, it is necessary to predict the

negative effect a wake will have at different locations in a wind farm. This is done with varying
degrees of fidelity, including (but not limited to) high fidelity large eddy simulation (LES) [150,
151], Reynolds-averaged Navier-Stokes (RANS) simulation [73, 152, 153], semi-analytic wake
models [31], and analytic (also called engineering) wake models [28, 32, 33]. As in other areas of
study, the higher fidelity simulations offer great insight, but come at a high computational expense.
For example, LES simulations might take on the order of a day to run, depending on the size of
the system and the computer architecture, while an engineering model might take on the order of a
second. While different levels of fidelity are appropriate for different applications, the chapters of
this dissertation address the use of engineering wake models for optimization purposes. In a wind
farm optimization, a wake model can easily be called tens of thousands of times to reach a solution.
Thus, low computational expense is required in order to optimize wind farms in a feasible amount
of time.
Engineering wake models are derived using conservation laws and by assuming different
velocity profiles in the wake. They assume time-averaged, steady flows throughout a wind farm
in order to simplify the necessary computation. Three engineering wake models are of particular
interest, and are discussed in greater detail below: the Jensen [28], Multizone [32], and Gaussian
[33] wake models. The different sections below discuss wake loss, which is used to calculate wind
speed, as shown in Eq. 2.5.
V = U ⇤ (1

L)

(2.5)

In this equation, V is the wind speed at the point of interest, U is the freestream wind speed, and
L is the total wake loss at the point of interest. Note that in this dissertation, we will not include
30

details on the derivation of these wake models. More detailed information can be found in the cited
literature.

2.3.1

Jensen
The Jensen model, sometimes referred to as the Park model or Jensen Top Hat model, is

a simple model that assumes a wake spreading angle and a constant velocity across the wake.
Although it is not directly used in the studies done for this dissertation, the Jensen model is still
notable as the first widely used engineering wake model. Despite it’s simplicity, it is still in use
today, nearly 40 years since its original publication in 1983. Thus, the Jensen wake model is
described in this section.
The Jensen wake model is defined by Eqs. 2.6 and 2.7.
Dw = Dt + 2ax
⇣
l = 2a

⌘2
Dt
Dt + 2ax

(2.6)
(2.7)

In these equations, Dw represents the wake diameter, Dt is the diameter of the turbine creating the
wake, a is the wake entrainment constant which represents how quickly the wake spreads (often
assumed to be 0.1), x is the distance downstream of the turbine, l is the wake loss and a is the axial
induction factor. The wake loss is used to define the wind speed, shown in Eq. 2.8.
V = U(1

l)

(2.8)

In this equation, V is the wind speed at the point of interest and U is the freestream wind speed.
In the Jensen wake model, the wake loss is assumed to be “all or nothing.” If the point
of interest is within the turbine wake, which is usually assumed to extend straight back from the
turbine, the loss is calculated with Eq. 2.7. Otherwise, the loss is zero.
Figure 2.6 shows the velocity profiles behind a wind turbine calculated with the Jensen
wake model. Near the wind turbine, the wake is narrow, and the velocity deficit in the wake is
large. Far from the turbine, the wake has spread more, and the velocity deficit is much smaller.
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Figure 2.6: A representation of the Jensen wake model. Velocity profiles are shown at 1, 3, 5, 7,
and 9 rotor diameters downstream of the turbine. The wake is shaded in gray.
2.3.2

Multizone
The next wake model of note is the Multizone, originally known as the FLOw Redirection

and Induction in Steady State (FLORIS), wake model. This wake model defines three separate
zones in the wake, each with a different expansion rate and wake loss factor. This is a relatively
simple way to approximate the continuous velocity distribution present in actual wakes. Two of
the studies in this dissertation were done using the Multizone wake model, which is defined in Eqs.
2.9, 2.10, and 2.11.
~Dw = max(Dt + 2ke~me x, 0)

(2.9)

As in the Jensen model, Dw in Eq. 2.9 represents the diameter of the wake; however in this equation
it is a vector containing the diameter of each wake zone. The parameters ke and ~me determine the
wake zone spreading angles, where ke scales all of the zones and ~me are the spreading angles of
each zone. The max function is present to ensure that the diameter of any wake zone is nonnegative, which is necessary because the spreading angle of the inner zone 1 is negative.
~mU =

~U
M
cos (aU + bU g)
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(2.10)

⇣
l = 2a

⌘2
Dt
Dt + 2ke~mU x

(2.11)

Equations 2.10 and 2.11 define the wake loss in each zone. According to Gebraad et al., “The
coefficients [~mu ] are parameters defining how quickly the different wake zones decay. . . the wake
decay rates are adjusted for the rotor yaw angle to fit the data” [32]. This is a major shortcoming of
~ U to match
the Multizone wake model, as it relies on adjusting the model parameters aU , bU , and M
higher fidelity simulations or field data. A benefit of this wake model, however, is that it is built
specifically to account for the wake deflection that occurs when the turbine is yawed into the wind,
where g represents the yaw angle. As with the Jensen model, l is the wake loss, a is the turbine
axial induction, Dt is the rotor diameter of the turbine of the turbine shedding the wake, and x is
the downstream distance from the upsteam turbine and the point of interest. Figure 2.7 shows a
graphical representation of the Multizone wake model. Notice the different spreading angles of
each wake zone, as well as the different wake losses. Chapters 3 and 4 use this Multizone wake
model.

Figure 2.7: A representation of the Multizone wake model. Velocity profiles are shown at 1, 3,
5, 7, and 9 rotor diameters downstream of the turbine. Each wake zone is shaded with a different
shade of gray.
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2.3.3

Gaussian
The final wake model of note is a Gaussian wake model. Many engineering wake models,

including the Jensen and Multizone models discussed above, have a hard wake boundary separating
the wake from the freestream. Instead of discrete zones, the Gaussian wake model discussed here
defines a wake deficit distribution, such that everywhere downstream of a turbine is influenced. The
wake deficit decreases farther downstream of the turbine, and farther from the wake center line, but
is always non-zero. In this wake model, the wake loss is only defined in the far wake, meaning that
the wake is undefined immediately downstream of the turbine, about 2-3 rotor diameters depending
on the flow conditions. The length of this near wake, or potential core, is shown in Eq. 2.12.
p
Dt cos g(1 + 1 +CT )
x0 = p
p
2(a ⇤ TI + b ⇤ (1
1 CT ))

(2.12)

In Eq. 2.12, x0 is the length of the potential core, CT is the turbine thrust coefficient, and TI is the
turbulence intensity. The parameters a ⇤ and b ⇤ are constants, a ⇤ = 2.32 and b ⇤ = 0.154, which
have been used to fit the wake model to experimental data. These terms are relatively universal,
and work well in any conditions. As with the equations above for the Jensen and Multizone wake
models, Dt is the diameter of the turbine shedding the wake, and g is the turbine yaw angle.
With x0 defined, the rest of the Gaussian wake model is defined with Eqs. 2.13–2.15.
sy = ky (x

x0 ) +

Dt cos g
p
8

Dt
x0 ) + p
8
✓
⇣ y d ⌘2 ◆
0.5
exp
sy

(2.13)

sz = kz (x
l=

1

s

1

CT cos g
8sy sz /Dt2

!

exp

✓

(2.14)
⇣z
0.5

zh ⌘2

sz

◆

(2.15)

In Eqs. 2.13 and 2.14, sy and sz represent the standard deviation of the Gaussian distribution in
the y (cross-stream) and z (vertical) directions, and x is the downstream distance from the turbine
shedding the wake. The wake spreading parameters, ky and kz are often considered to be equal. In
this dissertation they are calculated as a function of the turbulence intensity expressed in Eq. 2.16
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[154],
k⇤ = aTI + b

(2.16)

where a and b are tuning parameters. In Eq. 2.15, l is the wake loss, y
distance from the point of interest to the wake center, and z

d is the cross-stream

zh is the vertical distance from the

point of distance to the wake center.
As mentioned above, the original formulation of this Gaussian wake model does not define
the near wake. To make sure that the function space is defined everywhere, in this dissertation we
have applied a linear interpolation of the wake loss between the turbine and x0 . Figure 2.8 is a
simple representation of the Gaussian wake model used in this dissertation. Chapters 5 and 6 use

Figure 2.8: A simple representation of the Gaussian wake model. Velocity profiles are shown at 1,
3, 5, 7, and 9 rotor diameters downstream of the turbine. The gray gradient demonstrates that the
wake loss is stronger near the wake center, and decreases farther away.

this Gaussian wake model.

2.3.4

Wake Combination
Although this is mentioned in each chapter where wake combination occurs, it is worth

mentioning here as well. The wake models presented above are formulated to calculate the wake
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loss from one turbine at any point. In a wind farm, a single point is often waked by multiple
turbines (refer back to Fig. 1.8). In this dissertation, the Multizone wake losses are predicted to
combine as the two norm of the losses from every wake individually, as shown in Eq. 2.17 [29].
L=

s

i

Â li2

(2.17)

1

In Eq. 2.17, L is the total wake loss at any point, i is the number of turbines affecting the point
of interest, and li is the wake loss from a single turbine. This same wake combination method is
commonly used for the Jensen wake model as well. In this dissertation, we combined interacting
wakes from the Gaussian wake model with a linear superposition of the losses, as shown in Eq. 2.18
[154].

i

L = Â li

(2.18)

1

Often, the Jensen wake model is calculated with an assumed ideal axial induction of 1/3.
For the studies in this dissertation, when using the Multizone wake model we also assumed an
ideal axial induction. For the Gaussian wake model, each turbine had a thrust coefficient based on
the effective turbine inflow velocity. This means that during the wind speed calculations, the wind
farm needed to be analyzed sequentially, from the most upstream turbine to the most downstream
turbine, to ensure that the correct CT values were used.
2.3.5

Effective Turbine Velocity
As shown in Eq. 2.1, wind turbine power is dependent on the wind speed. In reality, wind

speed can vary across the area swept by the rotor blades, often dramatically. One of the main causes
of this variation in wind speeds across the rotor is partial waking. If a wind turbine is only partially
waked, as shown in Fig. 2.9, the waked area will experience low wind speeds, while the unwaked
side will experience higher speeds. For this dissertation, we used two methods to determine the
effective turbine velocity, or the velocity to use to calculate the power, thrust, and other velocity
dependant values. The first was the simply use the hub velocity as the effective turbine speed.
This was very simple, and required the minimal number of wake model evaluations to find the
wind farm power. The other method was to sample several points across the rotor swept area, and
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Figure 2.9: A partially waked wind turbine.
average them to determine the effective turbine velocity. Although this gave a better estimate of
the effective turbine wind speed, the number of wake model evaluations scales with the number of
sample points, which increased computational expense.

2.4

Gradients
As was mentioned in Chapter 1, gradient-based optimization requires information about

the gradients of the models used in the optimization with respect to each of the design variables.
These gradients can be estimated mathematically, or calculated with some analytic method. The
method by which gradients are estimated or calculated has ramifications on the quality of the final
solution, as well as the on the computational effort required. As mathematical optimization theory
is not the purpose of this dissertation, we will not give a full description of gradient calculation
methods. However, we will explain the details of some of these different methods that we used
to calculate gradients in this dissertation. A more complete discussion of gradients can be found
in the open source book “Multidisciplinary Design Optimization” by Martins and Ning [115]. For
the studies performed in this dissertation we used all analytic, exact gradients. Optimizations with
exact gradients are more computationally efficient than mathematical estimates, and often reach
better solutions. The rest of this section will explore the tools we used to calculate gradients in this
dissertation.
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2.4.1

OpenMDAO
“OpenMDAO is an open-source high-performance computing platform for efficient opti-

mization written in Python 3 ” [155]. This tool allows the user to calculate the gradients to small
chunks of code, which is relatively easy to do, then connect many of these small chunks together
to create the complete, complex model being used in optimization. OpenMDAO takes all of the
intermediate gradients, and performs the background calculations necessary to get the gradients of
the entire system. For many of the studies performed for this dissertation, we relied heavily on
OpenMDAO to provide gradients for our optimizations. We calculated the gradients of each small
subsection of code, or Component as it is called in OpenMDAO, with symbolic differentiation, the
adjoint method, and with source code transformation which is discussed in the following section.

2.4.2

Source Code Transformation: Tapenade
Another major tool that we used in calculating gradients for our optimization problems

was Tapenade. Tapendade is a source code transformation tool for Fortran codes [156]. Source
code transformation is a method of automatic differentiation in which the source code is supplied
to a program, which returns additional code containing the calculations necessary to compute the
derivatives. Tapenade has an online server, which returns the gradient calculation code when given
the source code 4 . For chapters 3, 4, and 5, gradients were calculated with Tapenade.

2.4.3

Operator Overload: Julia ForwardDiff
The final important tool that we used to calculate gradients in this dissertation was the

package ForwardDiff [157]. ForwardDiff is an operator overloading package for code written in
Julia. Like source code transformation, operator overloading is a way to automatically calculate
gradients. In operator overloading, a dual number is passed into the functions being called which
contains the value being calculated, as well as the derivatives. The operations that occur in the
function are then redefined, or “overloaded” to perform their original calculations on one part of
3 https://openmdao.org/

4 http://www-tapenade.inria.fr:8080/tapenade/index.jsp
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the dual number, and calculate the respective gradients in the other part. We used this method to
calculate the gradients in Chapter 6 of this dissertation.
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CHAPTER 3.
OPTIMIZATION OF TURBINE DESIGN IN WIND FARMS WITH
MULTIPLE HUB HEIGHTS, USING EXACT ANALYTIC GRADIENTS AND STRUCTURAL CONSTRAINTS

This chapter is published in the journal Wind Energy, Volume 22, Issue 5 [142]. I hereby
confirm that the use of this article is compliant with all publishing agreements. The formatting of
this paper has been modified to meet the stylistic requirements of this dissertation.
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Katherine Dykes, the National Renewable Energy Laboratory

3.1

Abstract
Wind farms are generally designed with turbines of all the same hub height. If wind farms

were designed with turbines of different hub heights, wake interference between turbines could be
reduced, lowering the cost of energy (COE). This paper demonstrates a method to optimize onshore
wind farms with two different hub heights using exact, analytic gradients. Gradient-based optimization with exact gradients scales well with large problems and is preferable in this application
over gradient-free methods. Our model consisted of the following: a version of the FLOw Redirection and Induction in Steady-State wake model that accommodated three-dimensional wakes
and calculated annual energy production, a wind farm cost model, and a tower structural model,
which provided constraints during optimization. Structural constraints were important to keep
tower heights realistic, and account for additional mass required from taller towers and higher
wind speeds. We optimized several wind farms with tower height, diameter, and shell thickness as
coupled design variables. Our results indicate that wind farms with small rotors, low wind shear,
and closely spaced turbines can benefit from having two different hub heights. A 9 by 9 grid wind
farm with 70-meter rotor diameters and a wind shear exponent of 0.08 realized a 4.9% reduction
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in COE by using two different tower sizes. If the turbine spacing was reduced to 3 diameters, the
reduction in COE decreased further to 11.2%. Allowing for more than two different turbine heights
is only slightly more beneficial than two heights and is likely not worth the added complexity.
3.2

Introduction
As wind turbines extract energy from the air and convert it to power, an area of reduced

wind speed, known as a wake, is formed behind each wind turbine. Because the air in a wake has
less momentum, a wind turbine located in a wake cannot extract as much energy and therefore cannot produce as much power. Several solutions have been developed to help remedy this problem,
including layout optimization of the wind farm [95, 158, 159] and rotor yaw control [9, 32]. It is
typical to design wind farms with a single turbine type, which has been designed before any farm
layout and control optimization. However, more than one turbine type in a wind farm may help
to further decrease negative wake effects. In this paper we will explore the possible benefits of
optimizing farm design with different turbine hub heights in decreasing COE. Specifically, we will
analyze the benefits of including turbines of two different hub heights in the same onshore wind
farm.
Mixed turbine wind farms have been and are currently being studied to increase wind farm
productivity. Graf et al. used a genetic algorithm to study layout optimization of a wind farm,
while allowing the turbine type to change. They found that the optimal design had two turbine
types, and was slightly better than a farm with only one turbine type [123]. Several studies have
also already explored the use of different turbine heights in the same wind farm. Chen et al. used
a genetic algorithm to optimize a wind farm layout of 25 turbines by changing the position and
height of each turbine between two predefined heights. They found that the power increased by
as much as 13.5% and the cost per unit of energy produced decreased 0.4% [116]. Hazra et al.
used a particle swarm method to optimize a wind farm, in which the turbine height and rotor radius
are both design variables. In a 10-turbine wind farm, they found a 12.8% reduction in the cost of
power [117].
More recently, Chen et al. used a greedy algorithm to optimize a wind farm layout and hub
heights. Using a particle wake model they found that for wind farms with complex terrain, COE
could be decreased by more than 8% when optimizing with two different hub heights rather than
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just one. They also found marginal benefits using the Jensen wake model for wind farms on flat
terrain [58]. Vasel-Be-Hagh and Archer also used a greedy algorithm in which they optimized
a wind farm with only hub height as a design variable. They showed a 2% increase in power
production when different hub heights are in the same farm. Additionally, Vasel-Be-Hagh and
Archer explored situations with two turbines in line with the wind. They showed how the turbine
spacing, rotor diameter, and wind shear all affect the power production of the two turbines. Low
wind shear, small rotor diameter, and closely spaced turbines produced more power when using
different hub heights [121].
Wind farms are large investments, and small improvements of less than 1% can greatly
reduce costs and increase profitability over the life of the farm. The results of the studies discussed previously all show significant decreases in the COE of wind farms. All of the mentioned
studies indicated that there are farms that can benefit from including turbines with heterogeneous
designs—and different hub heights in particular.
Wind farm optimization can be a large problem with many potential design variables and
constraints. Optimizing turbine layout introduces two design variables for each turbine. Including
tower height introduces another variable per turbine. Other variables can also be added for yaw
control, the rotor, tower diameter and thickness, and turbine type. For a wind farm with 25 wind
turbines, the problem can easily have thousands of design variables. Gradient-based optimization
with analytic gradients is effective for this number of design variables. The number of function
calls required to converge using gradient-free optimization scales approximately quadratically with
the number of design variables, while analytic gradients scale much better with many design variables [63]. For small wind farms and few design variables gradient-free methods are acceptable
during optimization, as demonstrated in the studies mentioned. However, as the wind farm size
increases and the number of design variables increases, gradient-based optimization with analytic
gradients becomes necessary [9].
Differing from previous studies, in our research we used gradient-based optimization with
analytic gradients for coupled optimization of many design variables. In this study, we optimize
wind farms with up to 567 variables, (hub height, 3 tower diameter variables, and 3 tower thickness
variables for 81 different turbines), and our model has been used to optimize over 5000 more
coupled variables when we include yaw control. Our work is also unique in that we explore the
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impact of tower sizing along with the tower height during optimization. Taller towers need a larger
diameter and shell thickness because of the associated greater forces and moments, resulting in
more mass and higher costs. While having towers with different heights is beneficial in that it
will reduce wake interference and produce more energy, the additional tower height of some of the
turbines will increase cost. We quantify this relationship between energy production and added
mass by optimizing COE, exploring when it is beneficial to have two height groups, and what the
tower heights should be for each group. Finally, we examine any additional benefits from having
more than two different turbine heights, and even allowing each to vary independently.
The methodology we present in this research specifically applies to onshore wind turbines.
We assume that the tower height is the same as the turbine hub height in the loads and cost models.
However, by appropriately considering the offshore support structure, and using offshore cost and
load models, this study can be applied to offshore wind farms as well. We expect that the results
we found for onshore wind farms would be similar to those of an offshore farm, namely that wind
farms with mixed hub height wind turbines can result in lower COE.

3.3

Methodology
In this section, we describe the model used to predict the COE of a wind farm. First, the

wake model is discussed, which is needed to calculate the wind speed at any point in the wind farm.
Next, we discuss the AEP and how it is calculated. We will then describe the structural calculations
that were made for each turbine, which were used to constrain the height, diameter, and thickness
of the turbines. Finally, we introduce our cost model, and how each of these components is used
in optimization.

3.3.1

Wake Model
To calculate the effective wind speed at each turbine, we used a modified version of the

FLOw Redirection and Induction in Steady-State (FLORIS) wake model originally presented by
Gebraad et al [32]. The FLORIS wake model is derived from the Jensen model [28], but rather
than use one speed to describe the wind across the wake, three separate zones are defined, each
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with a different expansion and decay rate. A simple weighted average of the wake overlap is used
between zones to define the total effective wind speed at each turbine.
For this study, we assumed constant axial induction of 1/3 (therefore a constant power and
thrust coefficient as well), as done in the original FLORIS wake model formulation. However,
we made two modifications to the original FLORIS model. First, we used recent work that has
improved FLORIS to provide a smooth response and analytic gradients [66]. These improvements
enable solutions to be found for large optimization problems and help to achieve reliable answers.
Second, because the original FLORIS wake model was designed to describe wakes in the horizontal
plane, it was modified to calculate the effective wind speed at any point in three-dimensional
(3D) space. We assume that the wake is axisymmetric, such that any cross section is circular.
Additionally, we continue the assumption from the original FLORIS model that the wake center
neither ascends nor descends but remains at the same height at which it originated.
A real wake may move in the vertical plane and may not maintain a perfectly circular
cross section. To validate the assumptions made, we compared the model results to Simulator fOr
Wind Farm Applications (SOWFA). SOWFA is a high-fidelity large eddy simulation tool that was
developed at the National Renewable Energy Laboratory (NREL) for wind farm studies [150, 160,
161], and has been used extensively in previous research [32, 101, 162]. For more details on this
validation, see the work by Stanley et al. [141]

3.3.2

Annual Energy Production Calculation
The instantaneous power production of a wind farm is dependent on the wind direction,

because of the wakes created behind wind turbines. For this reason, AEP is a much better indicator
of a productive farm than power. Wind farm AEP takes into account the power production for all
wind speeds and directions as well as the associated frequencies. The wind direction frequency and
wind speed data used in this study are from the NoordzeeWind meteorological mast located in the
North Sea, measured for one year from July 2005–June 2006 [163]. As seen in the left subfigure of
Fig. 1, the direction frequency data is binned into 5 increments with the dominant wind direction
being from the southwest. The right subfigure of Fig. 1 shows the directionally averaged wind
speeds that were used to calculate AEP in this study.
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Figure 3.1: On the left is the wind direction frequency distribution from the NoordzeeWind meteorological mast. The data are divided into 72 bins. As can be seen, the predominant wind direction
is from the southwest. On the right are the directionally averaged wind speeds, again for the NoordzeeWind meteorological mast.
To account for height differences affecting inflow velocity, we adjusted the wind speed data
for wind shear. We used the following power law to estimate the wind speed at different heights
U(h) = Ure f

✓

h
hre f

◆a

(3.1)

where U(h) is the wind speed at any height h, Ure f is the reference wind speed (from the Princess
Amalia wind data), the reference height hre f is 50 meters, and the shear coefficient a was varied
as will be discussed later.

3.3.3

Tower Model
Because the tower height was allowed to vary, we included a model to calculate the tower

mass and perform structural analysis. The structural analysis was used to constrain the optimization
to avoid failure from stress or buckling. For each tower, we calculated values and gradients of von
Mises stress, shell buckling, global buckling, tower taper ratio, and the first natural frequency of
the entire structure.
The tower mass was calculated from the volume of the tower, and the gradients were calculated analytically. We computed shell buckling as a function of the tower geometry and the
stresses at each location, following the method outlined in Eurocode 3 [164]. These calculations
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were made in Fortran 90, and exact gradients were obtained with the Tapenade automatic differentiation tool [156]. We performed a simple frequency calculation by approximating the tower as
a cantilever beam of constant cross section with an end mass. We used the method described by
Erturk et al. to calculate the natural frequency [165]. Because the turbine tower does not have a
constant mass density along the length and the mass from the rotor nacelle assembly is slightly
offset at the top, our frequency calculation is slightly more conservative than that predicted by a
finite element model by about 10%. For this reason we scaled our frequency calculation by 10% to
more closely match reality. We chose this simplified model so that we could find exact gradients,
which were obtained using analytic sensitivity equations around the implicit function.
Many calculations in the structural model required the forces and moments caused by the
rotor on the top of the tower. In this study, we examine two different rotor sizes. The first rotor had
a 126.4 meter diameter, and we used data from the NREL 5-MW reference turbine for the forces
and moments. The second, smaller rotor has a diameter of 70 meters. For the forces and moments
of this rotor, we used data from the 1.5–MW NREL WindPACT turbine, which also has a rotor
diameter of 70 meters [166].

3.3.4

Cost Model
AEP is a standard objective in wind farm optimization problems because it is easy to cal-

culate. It is a valid measure when power production is the only dependent variable, but when the
tower heights vary, AEP is no longer an appropriate measure. Changing tower height does vary
AEP, but it also affects turbine capital cost. To accurately represent this relationship, we evaluated
our wind farm by its COE.
COE is defined as:
COE =

FCR[TCC(zi , ~di ,~ti ) + BOS(zi )] + O&M(zi )
AEP(zi )

(3.2)

where the numerator represents the yearly cost of the wind farm. The FCR is the fixed charge rate,
TCC is the turbine capital cost, BOS is the balance-of-station costs, and O&M is the operation and
maintenance cost. The variables zi , di , and ti represent the hub heights, tower diameter vectors,
and tower shell thickness vectors of each of the turbines in the wind farm, respectively. TCC is
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a combination of the rotor, nacelle, and tower costs. The rotor and nacelle costs are taken from
the turbines after which they are modeled. We approximated the tower cost as a function of tower
mass at $3.08 per kilogram. The BOS costs were calculated using Plant CostsSE, a model created
by NREL to calculate the costs of a wind farm [167]. In this model, BOS costs are slightly a
function of turbine height. Operation and maintenance costs scaled with AEP, and were therefore
an indirect function of zi [168].
3.3.5

Optimization
The purpose of this study was to minimize COE of a wind farm. First, we defined the

idea of a “height group.” All turbines in a height group had the same tower height, diameter, and
shell thickness. We parameterized the tower by specifying the diameter and shell thickness at the
bottom, midpoint, and top of the tower and then linearly interpolated diameter and shell thickness
at points in between. In this study, there was an equal number of turbines in each height group,
or if the number of turbines in the farm was not evenly divisible by the number of groups, some
groups had one additional turbine. More height groups are theoretically beneficial because they
mean additional freedom in arranging the turbines to decrease wake interference. In Sect. 3.3 we
explore the benefits of more than one height group, and how the number of height groups affected
the optimized COE.
It may be beneficial to do a discrete optimization in which each turbine can change the
height group to which it belongs, but this greatly increases the complexity of the optimization and
makes it gradient-free. Discrete variables such as turbine group assignment have no intermediate
values, meaning there are no gradients in their optimization. To maintain the gradient-based optimization, we assigned each turbine to one of the height groups before starting the optimization.
Once assigned, a turbine could not switch to the other group.
The results of gradient-based optimization, for problems with many local minima, are sensitive to the starting location. As in most optimization problems, there is no guarantee that the
solution is the true global solution. However, good results can be achieved with a multiple-start
approach, where several different starting points are used for each condition, and the best solution
is used. For our study we made hundreds of different random starts. While this is certainly no
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guarantee that we have found the true global minimum COE value of each condition, the large
number of restarts lend confidence that these are good solutions with accurate trends.
Many variables affect the COE of a wind farm, with some more influential than others.
In our optimization we considered the following design variables: the tower height of each group
(H j ), the tower diameter of each group (d j,k ), and the tower shell thickness of each group (t j,k ).
Index k refers to the location on the tower (k=1 is at the bottom, k=2 at the midpoint, k=3 at the
top).
The tower heights were constrained to be taller than the rotor radius plus a ground clearance, which we set as 10 m. The tower diameter was constrained to be less than 6.3 m for transportation and greater than or equal to 3.87 m at the top, to allow for the connection to the nacelle.
Each tower was also structurally constrained by the shell buckling and natural frequency of the
tower. The shell buckling constraint was applied to each height group for both the maximum thrust
conditions and the survival load, with a safety factor of 1.35 for the loads and 1.1 for buckling resistance. The first natural frequency of the tower was constrained to be greater than the frequency
at which the blades rotate and less than the blade passing frequency, with a factor of safety of 1.1.
The diameter-to-thickness ratio was constrained to be greater than 120 at any point, to allow for
welding during turbine assembly. The optimization can be expressed as:
minimize COE
w.r.t.

H j , d j,k , t j,k
j = 1, . . . , number of height groups; k = 1, 2, 3

subject to H j

rturbine + 10 m

d j,k  6.3 m
d j,3)

3.87 m

3W
1.1

fj

(3.3)

1.1 W

shell buckling margins: max thrust  1
shell buckling margins: survival load  1
d j,k
t j,k

120
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Note that j is the index describing the height group, and k describes the location on the tower.
The gradients for this optimization were all analytic. We calculated the partial derivatives
of each small section of the model and included each part in a framework called OpenMDAO
[169], which calculates the gradients of the entire system. Each optimization was performed using
SNOPT (Sparse Nonlinear OPTimizer), a gradient-based optimization algorithm that works well
with problems that have high dimensionality [170].

3.4

Results
As shown by Vasel-Be-Hagh and Archer, different hub heights are more advantageous in

certain conditions [121]. In our study, we explored how turbine spacing, wind shear exponent, and
rotor diameter affect the optimized COE of wind farms with different hub heights, compared to
wind farms with all the same height.
To compare the results, we ran several different optimization cases: a baseline grid wind
with no height or layout optimization, a grid with one height group, and a grid with two height
groups. These optimizations, their design variables, and how they are described throughout the
rest of the paper are shown in Table 1.
Table 3.1: A list of optimizations run in this study. On the left are the names by which they are
described throughout the figures and rest of the paper; on the right are the design
variables included in each run.
Optimization

Design Variables
d~1 ,~t1
d~1 ,~t1 , H1
d~1,2 ,~t1,2 , H1,2

baseline
1 group
2 groups

For the optimizations with two height groups, we alternated the placement of each height
group to make a checkerboard pattern. Although this pattern seemed logical and produces good
results, it may be insightful to consider different height group assignments, such as rows.
When there was no height optimization, the hub heights were set at 90 meters, which is the
hub height of the NREL 5-MW reference turbine. For each of the situations listed we optimized
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two farms, one farm with 25 5-MW wind turbines with 126.4-meter rotor diameters (the large rotor
wind farm), and one farm with 81 70-meter rotor diameter turbines (the small rotor wind farm).
These rotor diameters were chosen because each is associated with an NREL reference turbine
for which we already have rotor load data. The turbines in the small rotor wind farm each had a
capacity of 1.543-MW, making the total capacity 125 MW in both the large rotor and small rotor
wind farm. The rated wind speed was 11.4 m/s for both the large and small rotors. We idealized
the wind turbines with a cut-in wind speed of zero, meaning the turbines produced power for
any non-zero wind speed. This was done because in our AEP calculation, we used directionally
averaged wind speeds. If we used a non-zero cut-in speed, certain turbines could produce zero
power for a given wind direction if the mean wind speed from that direction is low. In reality, the
wind speed in each direction has a distribution and is not constant, meaning at least some power
could be produced from a wind direction, even if the mean wind speed is low. Although including
a cut-in speed could affect the absolute COE results for some wind farms, we expect the relative
differences between different optimization cases would remain similar. However, exploring the
effects of different cut-in speeds could be done in future studies. Because we used directionally
averaged wind speeds, the cut-out speed was not defined for either rotor, as extreme high wind
speeds were never used.
3.4.1

Varied Wind Shear
We started by optimizing the turbine design of a grid wind farm through varied wind shear.

We expected that two different hub heights would be more beneficial in cases with lower wind
shear, because the wind speed at lower heights is almost the same as it is higher up. This means
that a lower tower will not experience a significant decrease in wind speed but will be able to
reduce wake interference. We varied the wind shear exponent from 0.08 to 0.3, which are realistic
extremes for average wind shear (although more extreme values do occur). While varying the wind
shear exponent, we explored 2 different square wind farm sizes: the big farm was 2,800 meters by
2,800 meters, and the small farm was 1,680 meters by 1,680 meters. These wind farm sizes and
their grid spacing are summarized in Table 2.
Figures 2 and 3 show the results of optimizing the small rotor wind farms while varying
the wind shear exponent. In each figure, the subfigure in the top left shows the optimized COE as a
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Table 3.2: The sizes of the big and small wind farms used in optimization. Sizes are shown
absolutely, as well as the grid spacing in rotor diameters.
Wind Farm

Size (m)

big
small

2800 by 2800
1680 by 1680

Grid Spacing
Grid Spacing
(Small Rotor Diameters) (Big Rotor Diameters)
5
3

⇡ 5.5
⇡ 3.3

function of the wind shear exponent. The top right subfigure shows the optimized heights of each
of the two height groups, corresponding to the optimization where there are two different height
groups. The bottom left subfigure shows the wake loss for each of the optimized wind farms. This
wake loss is defined as the percent AEP loss in the wind farm compared to ideal conditions where
each turbine in the farm is always exposed to the free stream wind. The bottom right subfigure
shows both the ideal AEP and true AEP values for the optimized wind farms. Ideal AEP is the
AEP of the wind farm if each turbine were always exposed to free stream wind conditions. The
true AEP is calculated in the wind farm, with wake interactions between turbines.
As the shear exponent increases, the benefit of two height groups over one decreases. The
COE plot in Fig. 2 shows the results for the big wind farm, where the turbines are spaced the
farthest apart. There is a very small benefit to having two height groups for the low shear exponents
with the largest COE decrease of 2.2% compared to the optimization with one uniform height
group. This benefit decreases with increasing wind shear, and around a shear exponent of 0.22
any benefit is negligible. The top left subfigure of Fig. 3 shows the optimized COE results for the
small wind farm. Here, the turbines are very tightly spaced, and there is a significant benefit to
different height groups for all wind shear values. The greatest benefit is an 11.2% COE decrease
compared to one height group, for a wind shear of 0.08, and 7.1% for the highest wind shear of
0.3. As we expected, two different height groups are more beneficial when there is a low wind
shear exponent, which means that the wind speed does not change very quickly with height. These
results also indicate that, for a grid layout, two different height groups are much more beneficial in
wind farms where the turbines are close together. When the turbines are farther apart, the wakes are
much weaker between turbines, meaning that there is not as much benefit from avoiding a wake.
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Figure 3.2: Optimization results on a big wind farm, small rotor wind farm while varying the
wind shear exponent. The top left figure shows the optimized COE as a function of wind shear
exponent. The top right figure shows the optimized hub heights of the optimization runs with two
height groups. The bottom left figure shows the percent wake loss for the optimized wind farms.
The bottom right figure shows the ideal and true AEP for the optimized wind farms.
When the turbines are very close together the wakes create a very large decrease in wind speed,
making it more beneficial to avoid wake interference.
The top right subfigures in Figs. 2 and 3 show the optimized heights of the two different
height groups. For the low shear exponent values, there is a large separation between the two
heights. This difference decreases as shear increases. In Fig. 2, the highest shear exponent value
has no difference between the two height groups, indicating that for this rotor diameter, turbine
spacing, and wind shear, there is no benefit to having different height groups. The small wind farm
results has a greater difference between the heights of each turbine group for all shear exponents.
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Figure 3.3: Optimization results on a small wind farm, small rotor wind farm while varying the
wind shear exponent. The top left figure shows the optimized COE as a function of wind shear
exponent. The top right figure shows the optimized hub heights of the optimization runs with two
height groups. The bottom left figure shows the percent wake loss for the optimized wind farms.
The bottom right figure shows the ideal and true AEP for the optimized wind farms.
For the small wind farm, the shorter height group remains at the minimum (45 m) up through a
shear exponent of 0.15. The big wind farm has the shorter height group at the minimum for only a
few of the lowest shear exponents.
In Figs. 2 and 3, the bottom left subfigure shows the percent AEP loss due to turbine wakes
in each optimized wind farm, and the bottom right subfigure shows both the ideal and true AEP
values for each of the optimized wind farms. In Fig. 2, for the big wind farm, the wind farm with
two groups has lower wake loss that the baseline farm and wind farm with 1 group, up to about a
shear exponent of 0.22. After this, there is little to no reduction in wake loss, corresponding to the
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small separation in optimized hub heights and negligible reduction in optimized COE. Also in Fig.
2, we see that the true wind farm AEP of the wind farms with optimized turbine heights is slightly
lower than the baseline case, meaning that the lower optimized COE is a result of lower turbine
costs instead of higher AEP. In Fig. 3, for the small wind farm, the wind farms with two different
height groups have more than 10% less wake loss than the baseline wind farm and wind farm with
one height group. This is from the large separation in the optimized hub heights. In the AEP plot,
the ideal AEP of the wind farm with two different heights is lower than the ideal AEP with 1 height
group and the baseline case. If these turbines were all exposed to the free stream wind conditions,
they would perform poorly compared to the other turbine designs. However, in the wind farm,
these turbines perform better than the other turbine heights. The lower COE from the wind farms
with two different height groups are caused by higher AEP, in addition to potentially lower turbine
costs.
Figures 4 and 5 show the results of optimizing a grid, large rotor wind farm while varying
the wind shear exponent. Again as in Figs. 2 and 3, the subfigures in the top left show the optimized
COE as a function of the wind shear exponent. The top right subfigures show the optimized heights
of each of the two height groups, corresponding to the optimization where there are two different
height groups. The bottom left subfigures show the wake loss for each of the optimized wind
farms. The bottom right subfigures show the ideal AEP and true AEP values for the optimized
wind farms.
The trends of the large rotor farm optimizations differ from the small rotor farm. The big
farm shows negligible, if any, benefit between the COE for one and two height groups. For the
big wind farm, the largest benefit for two height groups is a mere 0.04% at the shear value of
0.12. Even compared to the baseline case, any height optimization results in only a very small
COE decrease. The optimized hub heights plot shows that even when two different hub heights
are allowed, for almost all shear exponents, it is optimal for the turbines to be the same height.
For the big wind farm, the most interesting plot is the AEP, where we see that for the higher shear
exponents (above 0.15), optimizing the turbine heights results in a higher AEP. Thus, for a similar
COE, more energy can be produced.
For the small wind farm results in Fig. 5, there is a small but noticeable benefit between
one and two height groups in the shear exponent range 0.12-0.18. The largest benefit is 1.2% at
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Figure 3.4: Optimization results on a big wind farm, big rotor wind farm while varying the wind
shear exponent. The top left figure shows the optimized COE as a function of wind shear exponent.
The top right figure shows the optimized hub heights of the optimization runs with two height
groups. The bottom left figure shows the percent wake loss for the optimized wind farms. The
bottom right figure shows the ideal and true AEP for the optimized wind farms.
the 0.14 shear exponent. For this same range of shear exponents, there is a noticeable difference in
the optimized hub heights of each group, as well as a noticeable decrease in the percent wake loss
of the wind farms with two height groups. Again, as with the big wind farm, the wind farms with
optimized hub heights result in a higher AEP for shear exponents above 0.15.
The benefits from two different height groups are about ten times greater for the small rotor
wind farm than the large rotor farm. The major reason for this difference is the relative size of the
rotor compared to the height of the turbine. For the small wind farms with a shear exponent of
0.15, the height groups are greatly separated for both the big and small wind farms (see the top
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Figure 3.5: Optimization results on a small wind farm, big rotor wind farm while varying the
wind shear exponent. The top left figure shows the optimized COE as a function of wind shear
exponent. The top right figure shows the optimized hub heights of the optimization runs with two
height groups. The bottom left figure shows the percent wake loss for the optimized wind farms.
The bottom right figure shows the ideal and true AEP for the optimized wind farms.
right subfigures of Figs. 3 and 5). The small rotor wind farm has a height difference of just over
50 m (Fig. 3), and the big rotor wind farm has a height difference of about 33 m. Figure 6 shows
what these height differences actually look like for the different rotor diameters. For the small
rotor case, the 50 m difference in hub heights results in very little overlap between the rotors of
the different height groups. Even when directly in line with the wind direction, the wakes from
one height group will not greatly affect the turbines in the other group. Compare this to the large
rotor farm. Even at maximum separation, there is a large overlap between the rotors of each height
group. The wakes of each group will always greatly impact the power production of the other.
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Optimized Wind Turbine Heights

Figure 3.6: The two optimized height groups for the small wind farm at a shear exponent of 0.15.
On the left is one turbine from each height group in the small rotor wind farm; on the right is one
turbine from each height group of the big rotor wind farm.
3.4.2

Varied Turbine Spacing
Next, we explored how different height groups benefit farms with different turbine spacing.

We investigated this with a metric called turbine density. Turbine density is a measure of the
average turbine spacing in the wind farm and is defined as the area of all of the rotor disks relative
to the total farm area:
Turbine Density =

pR2 N
A

(3.4)

where R is the rotor radius, N is the number of turbines, and A is the area of the wind farm. We
varied the turbine density by changing the total area of the wind farm, while keeping the number
of turbines and their rotor diameter the same. Although in this study only grid wind farms are
considered, turbine density (instead of grid spacing, which is a more traditional turbine spacing
metric) is considered in preparation for future studies which will couple turbine design and layout
optimization. In such studies when the layout is not necessarily a grid, average grid spacing will
no longer be intuitive. For this portion of the study, we ran density sweeps with two shear exponent
values: 0.08 and 0.25.
Figures 7 and 8 show the results of our optimization runs while varying the turbine density
for a grid wind farm with a small rotor and a shear exponent of 0.08 and 0.25, respectively. Each
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of the subfigures shows the same information as Figs. 2–5 with the varied wind shear. The top left
shows COE, the top right shows optimized hub heights, the bottom left shows wake loss, and the
bottom right shows ideal and true AEP.

Figure 3.7: Optimization results of a small rotor wind farm while varying the turbine density with
a wind shear exponent of 0.08. The top left figure shows the optimized COE as a function of wind
shear exponent. The top right figure shows the optimized hub heights of the optimization runs with
two height groups. The bottom left figure shows the percent wake loss for the optimized wind
farms. The bottom right figure shows the ideal and true AEP for the optimized wind farms.

In Figs. 7 and 8, it is apparent that at high turbine densities, two height groups have a much
lower COE than one height group. As the turbine density decreases, this benefit also decreases.
Also, the lower shear exponent of 0.08 in Fig. 7 has greater COE reduction with two height groups
than a shear exponent of 0.25 in Fig. 8. In Fig. 7, at a shear exponent of 0.08 and at the highest
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Figure 3.8: Optimization results of a small rotor wind farm while varying the turbine density with
a wind shear exponent of 0.25. The top left figure shows the optimized COE as a function of wind
shear exponent. The top right figure shows the optimized hub heights of the optimization runs with
two height groups. The bottom left figure shows the percent wake loss for the optimized wind
farms. The bottom right figure shows the ideal and true AEP for the optimized wind farms.
turbine density, there is a 23.3% decrease in COE from one height group to two. In Fig. 8, at a
shear exponent of 0.25 and the highest turbine density, the COE decrease is 20.6%. Also notice
the COE of one height group is identical to the baseline grid at the shear exponent of 0.25. This
occurs because the optimized height of the one height group approaches the baseline height of 90
meters.
The top right subfigures of Figs. 7 and 8 show the optimized hub heights of the two height
groups. For both shear exponents and for almost all turbine density values, there is a large differ-
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ence between the two height groups (over 50 meters). Only below a turbine density of 0.1 do the
hub heights get significantly closer together, for both shear values.
The bottom subfigures of Figs. 7 and 8 show the wake loss in each optimized wind farm
and the ideal and true AEP values for each optimized wind farm. For each shear exponent, these
figures are very similar. With two height groups, there is much lower wake loss than when there is
only one height group. This is true across all the turbine densities except for the very lowest, when
the turbines are very far apart (close to 10 rotor diameters). Also, as in Fig. 3, across almost all
turbine densities the ideal AEP is lower with two height groups, but the true AEP in the wind farm
is higher. The only exception is in Fig. 8 for turbine densities below 0.05. Again, this means that
for the small rotor diameter, wind farms with different hub heights can produce a higher AEP, and
have a lower COE.
Wind farms with high turbine density have turbines that are very close together, meaning
that there is significant wake interference. For these farms, there is a benefit to having different
hub heights, to avoid wakes between turbines. At low turbine density the turbines are farther apart,
meaning that the wakes are much weaker and the wind speed is higher. In these situations, having
two height groups is not as beneficial.
Figures 9 and 10 show the results of our optimization runs while varying both the turbine
density for a grid wind farm with a large rotor and shear exponents of 0.08 and 0.25, respectively.
Again, the top left of each figure shows COE, the top right shows optimized hub heights, the
bottom left shows wake loss, and the bottom right shows ideal and true AEP.
These results behaved differently than originally expected. While the benefit of two height
groups over one does increase with increasing turbine density for the large rotor wind farm, it is
not fully realized at the lowest shear exponent, 0.08. For both shear exponents, 0.08 and 0.25,
the benefit of having two height groups over one at the highest turbine density is 0.7% and 2.5%,
respectively. At a shear exponent of 0.08 in Fig. 9, there is a small benefit to having two height
groups only at the very highest turbine densities (0.225–0.25). For a shear value of 0.25 in Fig.
10, there is a significant benefit to two height groups, but only down to a turbine density of around
0.175. The reason for this behavior is explained in the top right subfigures of Figs. 9 and 10, which
show the optimized turbine heights. In Fig. 9, the tower heights of both groups are at the height
minimum (73.2 meters) for the majority of turbine densities. At this shear exponent of 0.08, the
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Figure 3.9: Optimization results of a big rotor wind farm while varying the turbine density with a
wind shear exponent of 0.08. The top left figure shows the optimized COE as a function of wind
shear exponent. The top right figure shows the optimized hub heights of the optimization runs with
two height groups. The bottom left figure shows the percent wake loss for the optimized wind
farms. The bottom right figure shows the ideal and true AEP for the optimized wind farms.
higher wind speed and power production gained from a higher tower is not worth the extra cost.
In fact, it would result in a lower COE to have a shorter tower, but this value is constrained at 73.2
meters to allow sufficient clearance between the ground and the blades. Now contrast this behavior
with Fig. 10. Through a turbine density of 0.125 there is no separation between the height groups.
However, below this turbine density the optimized height does not go to the minimum but remains
much higher, over 100 meters. At this shear exponent and turbine densities, it is not worth the
decrease in wind speed to have one shorter height group.
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Figure 3.10: Optimization results of a big rotor wind farm while varying the turbine density with
a wind shear exponent of 0.25. The top left figure shows the optimized COE as a function of wind
shear exponent. The top right figure shows the optimized hub heights of the optimization runs with
two height groups. The bottom left figure shows the percent wake loss for the optimized wind
farms. The bottom right figure shows the ideal and true AEP for the optimized wind farms.
When turbine heights are optimized coupled with turbine layout or yaw there is a clear
benefit from the additional design variables; however, the trends for the benefit of two height
groups remain the same. Every point in the COE portions of Figs. 2–5 and 6–10 shifts down
approximately equally with the other points in the same figure, keeping the benefit of two height
groups over one the same for each case. When layout and yaw control are also included as design
variables, two height groups are still more beneficial in wind farms with low wind shear, high
turbine densities, and small rotor diameters.
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3.4.3

Effect of the Number of Height Groups
Up to this point, the highest number of height groups in a farm has been two. However,

if there is a large decrease in COE from one height group to two, it is logical to think there could
be additional benefits to adding more height groups, or even letting each turbine vary its height
individually. This would add complexity to the design and manufacture of a wind farm, but large
COE reduction could be worth the additional complexity.
To study the effects of additional height groups, we optimized the small wind farm with a
grid layout, and the wind shear exponent at 0.15. We then varied the number of height groups in
the optimization from 1 up to the number of turbines in the farm. We randomized which turbines
were assigned to each height group, but found that the lowest COE occurred when height groups
are arranged in rows such that the optimizer could stagger the turbine heights in line with the
dominant wind direction. Figure 11 shows the results for optimizing the wind farms with different
numbers of height groups. On the left are the results for the small rotor wind farm, while on the
right are the results for the large rotor farm.

Figure 3.11: The effect of optimized COE as a function of the number of height groups. On the
left are results for the small rotor wind farm, on the right are results for the large rotor farm. These
are for the small wind farm, and a shear exponent of 0.15.

There is a large COE decrease when optimizing with two height groups as compared to just
one; however, adding more height groups after that is not tremendously beneficial. In Fig. 11 on
the left, for the small rotor farm, there is a 13.5% COE decrease from one height group to two and
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only a 1.0% decrease from 2 height groups to 81, where each turbine can vary independently. On
the right, for the large rotor farm, there is a 1.6% decrease in COE from one height group to two
and a 0.07% decrease from 2 height groups to 25. From one height group to two, the large COE
reduction appears to be worth the small added complexity in wind farm design and manufacturing.
However, adding more height groups or letting each turbine be optimized individually does not
seem to be worth it.
3.5

Conclusions
This research presented a method to optimize a wind farm with different hub heights using

exact analytic gradients and structural constraints. We discuss how to account for wake interference
between wind turbines of different hub heights, wind shear, structural calculations to constrain
the tower during optimization, and the cost of the wind farm. This paper is unique compared to
other research in this area in that we use structural constraints, and sized the entire tower. We
explored how the increased AEP from different hub heights interacts with the additional costs
from taller towers by optimizing COE. It is also unique in that we used a gradient-based approach,
which allowed us to optimize much larger farms with more design variables than are feasible with
gradient-free optimization. The most variables that we optimized in this research were hub height,
tower diameter, and tower shell thickness for an 81-turbine wind farm with each turbine varying it
individually, a total of 567 design variables.
From our optimization results, we conclude that wind farms with two different hub heights
are beneficial in wind farms with small rotor diameters relative to the maximum possible height of
the tower, low wind shear, and high turbine density. For a grid wind farm with 81 turbines, 70 meter
rotor diameters, a wind shear exponent of 0.08, and 4 diameter spacing between turbines, there is
a 4.9% decrease in cost of energy when using two height groups instead of one. For the same farm
with 3 diameter spacing between turbines, there is an 11.2% decrease in COE when two height
groups are included. A small rotor diameter relative to the maximum hub height attainable allows
greater separation between the rotors of different height groups, and minimizes wake interactions
between height groups. Although the current trend is towards larger rotor diameters, this finding
is still significant because tower heights are also increasing. The absolute rotor diameter is not the
important metric, but the relative size of the rotor diameter to the tower height. Low wind shear
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means similar wind speeds close to the ground as well as higher up, so a shorter height group
does not experience significantly lower wind speeds. Farms with high turbine density have tightly
packed turbines, meaning there is a large wind velocity deficit in the wakes. In these cases, it is
more effective to have different turbine heights to reduce this wake interference.
There can be a large benefit when comparing two height groups to one; however, using
more height groups does not provide a significant reduction in COE. The benefit from two height
groups to letting every turbine change individually is negligible compared to going from one height
group to two. In our opinion, the small benefit is not worth the added complexity.
We suggest several options to continue this research. First is to include other turbine differences beyond hub height. This could include different rotor diameters, turbine ratings, turbine
types, blade numbers, cut-in speeds, or several other differences. We expect including other turbine differences in the same wind farm to further decrease wind farm COE. Another continuation
of this study will be to further explore the height group turbine assignments and distributions. In
this study we assign roughly half of the turbines in the farm to be in each height group. There
are likely better ways to assign turbines to a certain height group, and it may be optimal to have
more turbines in one height group than the other. Also, because we used basic cylindrical steel
tubes, the structural constraints prevented the towers in the large rotor farm to be tall enough for
significant height separation between groups. We suggest exploring larger tower diameters and
more advanced tower designs to allow the large rotor towers to be much taller, such that different
tower heights may be more beneficial. Future work may also benefit from tuning the FLORIS
wake model parameters for onshore conditions. In this work, we used parameters that had been
tuned for the Princess Amalia wind farm, an offshore farm. Future work should include FLORIS
parameters that have been tuned specifically for the wind farms they are modeling. Finally, future
work may benefit from using an improved wake model. A recent study by Zhang et al. suggests
that wakes close to the ground recover slowly, and as a result, the performance of the shorter turbines in the a multiple-hub-height wind farm can be lower than the performance predicted by an
engineering wake model [171]. Improving the wake model used to consider this phenomenon may
be beneficial.
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CHAPTER 4.
COUPLED WIND TURBINE DESIGN AND LAYOUT OPTIMIZATION
WITH NON-HOMOGENEOUS WIND TURBINES
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4.1

Abstract
In this study, wind farms were optimized to show the benefit of coupling complete turbine

design and layout optimization as well as including two different turbine designs in a fixed 1 to 1
ratio in a single wind farm. For our purposes, the variables in each turbine optimization include hub
height, rotor diameter, rated power, tower diameter, tower shell thickness, and implicit blade chord
and twist distributions. A 32-turbine wind farm and a 60-turbine wind farm were both considered,
as well as a variety of turbine spacings and wind shear exponents. Structural constraints as well as
turbine costs were considered in the optimization. Results indicate that coupled turbine design and
layout optimization is superior to sequentially optimizing turbine design, then turbine layout. Coupled optimization results in an additional 2–5% reduction in cost of energy compared to optimizing
sequentially for wind farms with turbine spacings of 8.5-11 rotor diameters. Smaller wind farms
benefit even more from coupled optimization. Furthermore, wind farms with closely spaced wind
turbines can greatly benefit from non-uniform turbine design throughout the farm. Some of these
wind farms with heterogeneous turbine design have an additional 10% cost-of-energy reduction
compared to wind farms with identical turbines throughout the farm.
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4.2

Introduction
Mitigating wake interactions among wind turbines is one of the most difficult challenges in

wind farm design. Upstream turbines remove energy from the wind, decreasing the energy available to and increasing the loading on downstream turbines. These wake losses often reduce the
power production by 10–20% when compared to unwaked conditions [172–174]. Thus, a major
part of wind farm design is predicting and reducing wake interactions among turbines. In this
paper, we minimized the cost of energy (COE) of wind farms through layout and turbine design
optimization. We gave special attention to coupled design and layout optimization, and to wind
farms with non-homogeneous turbine designs. To successfully optimize the many variables that
come from coupling layout and turbine design, we used exact analytic gradients as opposed to
one of the gradient-free optimization methods commonly used in wind farm design. Although
multi-modal design spaces, like wind farm design spaces, are often well suited for gradient-free
algorithms, gradient-based optimization methods can be useful in some cases, such as when using
many turbines or when considering more design variables than just turbine layout. Even though
gradient-free algorithms may be superior in finding global optima compared to gradient-based
methods, as the number of design variables in a problem increases, the computational expense for
gradient-free optimization methods rises dramatically. For large wind farms, purely gradient-free
methods become infeasible, and while gradient-based optimization methods converge to local minima, they scale much better with the number of design variables. When considering several design
variables or wind farms with many turbines, gradient-based optimization with multiple starting
points becomes the best, and often only feasible solution method. Rather than limit ourselves
to the 9–25 turbines typically used in gradient-free optimization studies, we used gradient-based
methods to optimize wind farms of 32–60 wind turbines (with the ability to do more), coupled with
as many as 18 additional variables from the optimization of two different turbine designs.
Three main methods exist to decrease wake interactions among wind turbines in a wind
farm: layout optimization, active control, and turbine design. The wind farm layout optimization
problem has been widely studied in recent years. There is abundant literature from the research
community discussing various methods to approach the wind farm layout optimization problem
including gradient-free methods [51, 77, 158, 175–177] and gradient-based methods [9, 61, 62, 64,
76]. A mix of gradient free and gradient based optimization approaches might also be advantageous
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[178]. The premise of layout optimization is simple: design the wind farm layout such that wake
interactions among turbines are minimal. However, the problem is more challenging than it may
initially seem. The space of a wind farm is constrained, so for all realistic wind roses, any turbine
layout will have some wind turbines that are waked or partially waked some or all of the time.
Therefore, to find the best layout often non-obvious tradeoffs must be made to minimize wake
interactions throughout the entire farm. Also, the number of wake simulations to model a wind
farm scales with the square of the number of turbines, becoming computationally expensive for
farms with many turbines. Another challenge comes from the extreme multi-modality of the design
space. For farms with many wind turbines, it becomes impossible to know if a solution is the global
optimal solution or just a local optimum. Additional complexity arises from the stochastic nature
of wind. Although often treated as deterministic, annual wind direction and speed distributions are
uncertain and variable, meaning that the optimal wind farm layout for one year may not be optimal
the next.
Active turbine control refers to adjusting a turbine’s settings to affect the wake it produces
downsteam. This will reduce the power production of the individual turbine, but may be beneficial
to the farm as a whole. Wake steering through active yaw control is a method of control optimization [9, 64]. Although not considered in this presented approach, active control can be applied to
the wind farms in this study for additional improvements.
The third method to decrease wake interactions in a wind farm is turbine design. Turbine
design is admittedly a broad category, involving a variety of elements. In this paper we specifically explored heterogeneous hub heights, rotor diameters, turbine ratings, and tower diameters,
tower shell thicknesses, and blade chord and twist distributions in the same wind farm. In all, these
variables represent a significant portion of wind turbine design and approach complete turbine design. In recent years heterogeneous turbine design has begun to receive attention from the research
community, and several studies have begun to look into wind farms with mixed turbine designs.
Chen et al. optimized a wind farm layout and allowed turbines of different hub heights, finding a
power output increase of 13.5% and a COE decrease of 0.4% compared to a uniform hub height
farm [116]. Chowdhury et al. found a 13.1% increase in power generation in a wind farm with
rotor diameter and layout treated as design variables, compared to a wind farm with just optimized
layout [179]. In another study, Chowdhury et al. found that the capacity factor of a wind farm
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increases by 6.4% when the farm is simultaneously optimized for layout and turbine type, with
different turbine types in the wind farm, compared to a farm where every turbine is identical [74].
Chen et al. also performed a study in which the layout and turbine types are optimized in a wind
farm. They found that the optimal wind farms had several different turbine types rather than one
type throughout the entire farm [122].
In our previous work, we have found that wind farms with mixed turbine designs can produce cheaper power than farms with homogeneous turbine design. In one study, we optimized
turbine layout and hub height in a farm with 25 wind turbines. Results indicated that farms with
constant low wind shear and closely spaced wind turbines can greatly benefit from having turbines
with different hub heights. The farms with mixed turbine heights had an optimal COE up to 5-6%
lower than the farms with all the same turbine heights [180]. In a continuation of this study, we
optimized the hub heights of wind turbines in larger wind farms, up to 60 wind turbines. We also
considered two different rotor diameters. For many of the farms that we optimized with smaller
rotor diameters, wind farms with two different heights had an optimal COE that was 5–10% lower
than the wind farms with all identical turbine heights [142]. In another study, we optimized a 25
turbine grid wind farm for turbine height and rotor diameter simultaneously, with a constant rated
power. We again found that farms with low wind shear and low spacing between turbines benefit
more from different turbine designs in the same farm. Our results also indicated that locations with
a highly direction wind rose may benefit more from mixed turbine wind farms [143].
Like the papers mentioned in the paragraphs above, in this study we consider wind farms
with different turbine designs. Compared to the literature discussed, we made the following contributions, which are either novel in the field or significant improvements on previous studies.
First, we included many aspects of turbine design as design variables coupled with turbine layout,
rather than select one or two aspects of design or choose from a set of existing turbine models.
This allowed us to fully explore the design space and discover additional benefits associated with
coupled design optimization. Second, we used gradient-based optimization with exact analytic
gradients for every aspect of our wind farm model. This allowed us to optimize large wind farms
and include many design variables, which would be impossible with a gradient-free optimization
approach. Third, we specifically addressed how sequentially optimizing turbine design then layout
compares to fully coupling the design variables. We found COE reductions of 2-10% for mixed
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turbine farms compared to homogeneous turbine design farms, on a similar order as our previous
studies and studies by other researchers discussed in the literature review.

4.3
4.3.1

Methodology
Wake Model
We used the FLORIS wake model to predict the wind speeds throughout the wind farms

in our study [32]. The FLORIS model had some discontinuities in the original formulation, so in
this study we used a version that has been modified to be smooth and continuously differentiable,
enabling gradient-based optimization [66]. Additionally, we use a version of FLORIS wake model
that has been modified to consider the 3-D flow field in the wind farm instead of a simpler 2-D
flow field [142].
The total velocity deficit, L, at any given point was defined as the square root of the sum of
the squares of the loss contribution from each turbine wake, li [29]:
v
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(4.1)

Variations of the free stream wind speed with height were calculated with the wind profile power
law:
V = Vref

⇣ z ⌘a
zref

(4.2)

where V is the wind speed at height z; Vref is the reference wind speed given by the wind data; zref
is height at which the reference wind speed was measured, which we assumed to be 50 meters; and
a is the wind shear exponent, which defines how the wind speed varies with height.

4.3.2

Annual Energy Production Calculation

Power Calculation
We assumed that up to rated power, the rotation of the blades could be controlled such that
a constant power coefficient of 0.42 was achieved. The wind turbine power generation was defined
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as:
P=
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Where CP is the power coefficient; r is the air density which we assumed was 1.1716 kg m 3 ; A
is the swept area of the turbine rotor; and Veff is an effective wind speed across rotor, which was
defined as:
Veff = V (1

L)

(4.4)

Where V is the free stream wind speed at the turbine hub height, and L is the total velocity deficit.
In the case of partial waking, an area weighted average is used to calculate Veff .
Wind Speed Distributions
We represented the speeds at any wind direction as a Weibull distribution, which is commonly used to represent wind speed distributions [147, 148, 181]:
W (V ) =

⇣ k ⌘⇣ V ⌘k
Vmean Vmean

1

exp

h⇣

V ⌘k i

Vmean

(4.5)

This equation defines the frequency (W ) of a certain wind speed (V ). The shape factor, k, was
set as 1.76, which is in the range of realistic shape factors fit to real wind data from various sites
around the world [182, 183]. The mean speed for a given distribution, Vmean , could be different
depending on the wind direction, meaning that each wind direction had an associated Weibull
curve defining the wind speed distribution from that direction. Figure 4.1 shows the wind speed
Weibull distributions for two different Vmean values.
Sampling
The direction data we had was binned into 36 directions for one wind rose, and 72 directions for the other. This is very fine sampling; from a convergence study, we found that it is more
refined than necessary to accurately compute the annual energy production (AEP) of a wind farm.
For every wind direction at which the power was computed, the wake model needed to be called;
therefore, reducing the number of directions at which the wind farm power was computed reduced
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Figure 4.1: The Weibull wind speed distributions for two different average wind speeds. In (a)
there is an average wind speed of 6.53 meters per second, and (b) shows an average wind speed of
10.35 meters per second. The shape factor k in each Weibull distribution was chosen as 1.76.
the time required to optimize. However, too few directions would make the AEP calculation inaccurate. We fit a spline to the direction data and were thus able to sample at any direction. We
then performed a two-dimensional convergence study to find how many directions and speeds were
required to approach the “true” AEP, which we defined to be the AEP calculated when using 50
wind directions and 30 wind speed samples. We found that at 23 wind direction samples and 5
wind speed samples from the Weibull distributions, the AEP converged within 2% of the true AEP.
This was within the error of our wake model; therefore, this was the number of samples used in
our study.

4.3.3

Tower Model
Because the tower height varied in this study, it was necessary to calculate the tower mass

and perform structural analyses. In the structural analysis, we calculated stress and buckling in the
tower and constrained these values during the optimization. It was necessary to provide a model
with gradients for all of our constraints, which included the von Mises stress, shell buckling, and
global buckling at any point along the tower; the tower taper ratio; and the first natural frequency
of the structure. The method by which these calculations were made is discussed in more detail in
our previous study [142].
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4.3.4

Rotor/Nacelle Models
The variable rotor diameter, turbine power rating, and blade and chord distributions in this

study also needed be accounted for in structural analysis. To do so, we used a model developed
at the National Renewable Energy Laboratory (NREL) called RotorSE to calculate the rotor mass,
rated and extreme thrust, rated torque, rated wind speed, and moments of inertia [184]. The complex nature of RotorSE allows the user to fully define a rotor and perform analysis, however this
comes at a cost in computation time. Because we coupled turbine design and turbine layout optimization, the rotor analysis needed to be called many more times than in an isolated turbine design
optimization. Thus, to speed up the rotor calculations in our optimization, we created a surrogate
model on the results provided by RotorSE. We sampled rotor diameters evenly spaced from 46 meters to 160 meters, every six meters, and rated powers from 0.5 megawatts to ten megawatts, every
0.5 megawatts. The lower limits, 46 meter rotor diameter and 500 kilowatt rated power, are both
lower than we expected any of the optimal values to be. The upper limits, 160 meter rotor diameter
and 10 megawatt rated power are both near the upper limit of current wind turbine technology. For
each combination of rotor diameter and rated power, we used RotorSE to minimize the blade mass
using the blade chord and twist distributions as design variables. The optimization was constrained
such that the turbine blades would not fail from stress or buckling and the power coefficient was
greater than 0.42. Note that we did not vary the airfoils in the optimizations, but used those defined
by the NREL 5-MW Reference Turbine [127]. We then used the converged optimizations, and
used k-fold cross-validation with 10 groups to choose a fifth order bivariate spline which was then
applied to each of the outputs of interest. This spline function was then used in place of RotorSE
in our wind farm optimizations. By creating the surrogate, we achieved the accuracy of RotorSE
without the large associated time requirement, as well as fast and simple analytic gradients. The
k-fold cross-validation with 10 groups showed that the mean error is below 4% for the moments
of inertia, approximately 4.5% for the extreme thrust, and below 3% for the rest of the fits. Figure
4.2 shows the normalized surface fits for each of the variables of interest.

73

Figure 4.2: The spline fits to optimized RotorSE data. These fits were used to obtain the desired
outputs of rotor mass, rated and extreme thrust, rated torque, rated wind speed, and moments of
inertia as functions of the rotor diameter and rated power.
4.3.5

Cost Model
AEP is a standard objective in wind farm optimization problems because it is easy to cal-

culate and is a valid measure when only power production is affected by the optimization. When
aspects of turbine design are included as design variables, this measure is no longer appropriate because of costs of the wind farm are affected as well. To accurately represent the trade-offs between
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power production and cost, we evaluated our wind farm by its COE as was done in our previous
paper on wind farms with different turbine heights [142].

4.3.6

Optimization
We set up our optimization with two different turbine groups. We assigned each turbine

to one of two groups, where all turbines in a group had the same tower hub height, rotor diameter, turbine rating, tower diameter, tower shell thickness, and blade chord and twist distributions.
Rather than optimize each turbine, we chose two groups because our previous study in which we
optimized wind farms with different turbine heights indicated that the most benefit comes from
increasing from one height group to two. Any benefit from introducing more groups was insignificant [142]. We parameterized the tower by specifying the diameter and shell thickness at the
bottom, midpoint, and top of the tower and then linearly interpolating diameter and shell thickness
at points in between, as shown in Fig. 4.3.

Figure 4.3: The parameterized turbine tower definition. The tower diameter and shell thickness
are defined at the bottom, midpoint, and top of the tower, with the values linearly interpolated in
between.

It may be beneficial to do a binary optimization in which each turbine can change the
turbine group to which it belongs, but this greatly increases the complexity of the optimization
and makes it gradient-free. Gradient-free optimization is more computationally expensive, which
severely limits the number of design variables we can include in the problem. To maintain the
gradient-based optimization, we assigned each turbine to one of the groups before starting the
optimization. Although the turbines could move throughout the wind farm, once assigned a turbine
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could not switch to the other group. In this study, we only examined an equal weighting of turbines
in each group, but additional benefit may come from optimally choosing the number of turbines in
each group.
We ran several cases in which different design variables were included in the problem to
allow comparison of their effects on COE. In all, the design variables we included were the position
of each turbine (xi , yi ), the tower height of each group (H1 , H2 ), the rotor diameter of each group
(D1 , D2 ), the rated power of each group (R1 , R2 ), the tower diameter of each group (d1, j , d2, j ), and
the tower shell thickness of each group (t1, j ,t2, j ). Index j refers location on the tower (j=1 is at the
bottom, j=2 at the midpoint, j=3 at the top), meaning there are six total variables to define diameter
(three for each height group), and six to define the tower shell thickness. The blade chord and twist
distributions also varied during the optimization, however because these were optimized separately
to minimize mass when creating our rotor surrogate model, they were not explicitly changed in this
part of the optimization, making them implicit design variables.
The turbine layout and structural constraints were previously formulated in our multiplehub-height study [142]. Because rotor diameter was a design variable, the turbine spacing constraint was slightly reformulated such that the distance between any two turbines in the wind farm
was greater than the sum of the two rotor diameters. Shell buckling refers to the buckling of the
cylindrical turbine tower, or hollow “shell.” The margins are unit-less and can be expressed as:
shell buckling ⇥ SF
maximum allowable shell buckling
The rotor diameter and the turbine rating were constrained by the lowest and highest values that
were included in the RotorSE optimization, as discussed in Sect. 4.3.4. The lower limits were
never active in these optimizations; however, some of the upper limits were active as will be seen
in the Results section. The optimization can be expressed:
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minimize COE
w.r.t.

xi , yi , H1,2 , D1,2 , R1,2 , d(1, j) , d(2, j) , t(1, j) , t(2, j)
i = 1, . . . , n; j = 1, 2, 3

subject to boundary constraints
spacing constraints
H1

D1
, H2
2

D2
2

10 m

d(1, j),(2, j)  6.3 m
d(1,top),(2,top)
3W
1.1

f1,2

3.87 m

(4.6)

1.1 W

shell buckling margins: max thrust  1
shell buckling margins: survival load  1
d(1, j) d(2, j)
,
t(1, j) t(2, j)

120

46 m < D1 , D2 < 160 m
500 kW < R1 , R2 < 10, 000 kW
Note that i is the index defining the wind turbine, and j is the index describing the location on the
tower.
The gradients for this optimization were all analytic. We calculated the partial derivatives
of each small section of the model and included each part in a framework called OpenMDAO,
which calculated the gradients of the entire system [169]. The analytic gradients were significant
because they were more accurate, converged to better solutions, and converged on the solution
much faster than finite difference gradients. More importantly, they allowed us to solve much
larger optimization problems than would have been possible without.
We optimized two different wind farms, each with several different wind shear exponents
and turbine spacing multipliers as will be explained later in this section. The first wind farm was
a fictional 32-turbine wind farm with a circular boundary, shown in Fig. 4.4. This wind farm was
optimized with wind data from the city of Alturas, California, gathered by Iowa State University,
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Figure 4.4: The two different wind farm designs that were optimized. On the left is a contrived
circular wind farm design with 32 turbines. On the right is the Princess Amalia wind farm, an
offset grid design with 60 wind turbines. The circles representing the turbine locations have a
diameter of 80 meters in this figure, equal to the baseline rotor diameter.
shown in Fig. 4.5.1 For this wind rose, the average wind speed, Vmean , from each direction of this
wind rose was assumed to be eight meters per second, shown in Fig 4.6. The second wind farm

Figure 4.5: On the left, the wind direction distribution in Alturas, California, separated into 36
bins, every 10 degrees. On the right, the wind direction distribution of the NoordzeeWind meteorological mast, separated into 72 bins, every 5 degrees.

was based on the Princess Amalia wind farm, a real farm off the coast of the Netherlands which
has 60 wind turbines, is shown in Fig. 4.4. This wind farm was optimized with the wind direction
and average directional speed data from NoordzeeWind meteorological mast located in the North
1 https://mesonet.agron.iastate.edu/sites/windrose.phtml?station=AAT&network=CA_ASOS
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Sea, shown in Figs. 4.5 and 4.6 [185]. The farm boundary for the Princess Amalia wind farm was

Figure 4.6: On the left, the assumed directionally averaged wind speeds for Alturas, California,
separated into 36 bins, every 10 degrees. Each direction is assumed to have an average wind speed
of 8 meters per second. On the right, the directionally averaged wind speeds of the NoordzeeWind
meteorological mast, separated into 72 bins, every 5 degrees.

the convex hull of the original Princess Amalia layout. The turbines in the Princess Amalia wind
farm are Vestas 2 Megawatt wind turbines, which have a rotor diameter of 80 meters. Therefore,
for both wind farms we used a baseline rotor diameter of 80 meters and a baseline power rating of
2 megawatts. The baseline hub height used in this study was 100 meters.
We optimized both of the wind farms shown in Fig. 4.4 with three different wind shear
exponents (0.075, 0.175, 0.275) and three different spacing multipliers (0.5, 1.0, 1.5). The wind
shear exponent defines how fast the wind speed changes with height, as seen in Equation 4.2. Low
shear exponents are typical over open water or flat plains, while higher shear exponents exist in
areas with obstructions, such as large trees or buildings. Figure 4.7 shows the wind speed profiles
of the three shear exponents we used. For a shear exponent of 0.075, there is only an 8.6% increase
in the wind speed from the reference height of 50 meters to 150 meters. For a shear exponent of
0.175 there is a wind speed increase of 21.2% for the same height difference, and for a shear
exponent of 0.275 the wind speed increase is 35.3% from 50 to 150 meters.
We also optimized each wind farm for different turbine spacings by adjusting the wind
farm size some spacing multiplier, b . The baseline turbine locations were adjusted to scale with
the varied wind farm sizes. The boundary radius of the circular wind farm was multiplied by the
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Figure 4.7: The wind speed profiles for various wind shear exponents. With lower shear exponents
the wind speed does not vary dramatically with height. For higher wind shear there is a significant
wind speed increase with height.
spacing multiplier, and the convex hull of the Princess Amalia farm was applied to the baseline
turbine locations that had been multiplied by the spacing multiplier. Figure 4.8 shows both of the
wind farms adjusted by the spacing multipliers, as well as the turbine spacing in baseline rotor
diameters. The circles represent the turbine locations in this figure, with the circle diameter equal
to the baseline rotor diameter, 80 meters. As the turbine designs were optimized, the spacings
indicated in this figure (in rotor diameters) increased or decreased according to the new rotor
diameters. Note that in the circular wind farm, the turbine distances are presented in the rows
closely inline with the dominant wind direction (ten degrees south of west, see Fig. 4.5). The
p
closest neighboring turbines are actually 2/2 multiplied by this value.
The results of gradient-based optimization, especially for problems with many local minima, are sensitive to the starting location. As in most optimization problems, there is no guarantee
that the solution is the global solution. Good results can be achieved with a multiple-start approach,
where several different starting points are used for each condition, and the best solution is used. In
our study, we ran fifty to hundreds of starting locations for each optimization case. For every optimization, we started each turbine location from the Princess Amalia or circular wind farm baseline
locations in Fig. 4.8, each perturbed randomly up to two baseline rotor diameters in the x and y
coordinates. All of the other design variables were initialized randomly for each optimization.
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Figure 4.8: The six wind farm boundaries and associated baseline layouts optimized in this study.
The same two layouts were multiplied by a spacing multiplier, b = 0.5, 1.0, 1.5, which changed
the wind farm size and the averaging spacing between wind turbines. On the top is the 32-turbine,
circular wind farm, and on the bottom is the 60-turbine, Princess Amalia wind farm. The turbine
spacings, in baseline rotor diameters, are also displayed for each spacing multiplier in this figure.
The circles representing the turbine locations have a diameter of 80 meters in this figure, equal to
the baseline rotor diameter.
4.4

Results
In this section we will discuss the optimization results of both wind farms, the apparent ben-

efit of coupled turbine layout and design optimization, as well as the benefit of heterogeneous turbine design in a wind farm. Because of the large number of wind farms that were optimized, the optimal layout plots are not included in this paper, however they can be found at https://github.
com/pjstanle/stanley2018-turbine-design-optimal-layouts.2 We first present results
from the 32-turbine circular wind farm optimizations and then compare to the 60-turbine Princess
Amalia wind farm optimizations.
2 These

figures have also been archived at https://zenodo.org/badge/latestdoi/163997825
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4.4.1

Circular Wind Farm
Figure 4.9 shows the optimal COE results for the circular wind farm. As shown in the

legends, the white points represent a layout-only optimization with the baseline turbine design,
the gray indicate a sequential-turbine-design-then-layout optimization, the black squares show
a coupled-turbine-design-and-layout optimization, and the half blue and pink points represent a
coupled-design-and-layout optimization with two turbine groups. As expected, the general trends
for all optimization runs show that the higher wind speed from high wind shear results in a lower,
superior optimal COE. Additionally, the widely spaced wind turbines indicated by the larger spacing multipliers also result in lower COE due to less wake interaction between turbines. We will
discuss each of these optimizations in detail below.

Figure 4.9: The optimal COE results for the circular wind farm layout with 32 turbines. Each of
the subfigures corresponds to optimization runs with a different shear exponent, from left to right
a = 0.075, 0.175, 0.275. Within each subfigure, the x axis shows the size of the wind farm based on
the spacing multiplier, from left to right b = 0.5, 1.0, 1.5. The different points represent the layout
optimization with the baseline turbine design, sequential-turbine-design-then-layout optimization,
coupled-layout-and-turbine-design optimization with homogeneous turbine design throughout the
farm, and layout-and-turbine-design optimization with two different turbine design groups.
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Circular Wind Farm: Sequential-Turbine-Design-then-Layout Optimization
The gray dots in Fig. 4.9 show the optimal COE results for a sequential optimization. First,
a turbine was designed for minimal COE in isolation with the free stream wind conditions. This
turbine design was then used in a wind farm where the layout was subsequently optimized. The
rotor diameter was constrained such that the turbine spacing constraints would be satisfied in the
baseline farm where the turbine would be installed. This was only applicable for the smallest wind
farms, where b = 0.5. For each shear exponent, the optimal turbine design was the maximum
rotor diameter and turbine rating allowed by the optimizer. The rotor diameter was constrained by
the spacing constraint for b = 0.5, and by the bound constraint for other turbine spacings. Figure
4.10 shows the optimal isolated turbine designs for each shear exponent and spacing multiplier,
as well as the baseline turbine design. Because these turbines are optimized in isolation and the
spacing constraint was not active, the designs for b = 1.0, 1.5 are the same. When these optimized
turbine designs are used in each wind farm instead of the baseline turbine design, there is a large
COE improvement for the spacing multipliers of b = 1.0, 1.5. For b = 1.0, COE decreases 15.9–
22.0% compared to an optimized wind farm with the baseline turbine design. For b = 1.5 the
COE decrease is even larger, 24.8–26.6% across all shear exponents. For the smallest wind farm,
b = 0.5, the turbine design optimized in isolation results in an extremely inefficient wind farm.
When in the wind farm environment, exposed to much lower average wind speeds, this design
results in a COE that is much worse than the baseline turbine design. The expense from a bigger
and taller turbine, coupled with the strong wake interactions among turbines that are so closely
spaced means that for this wind farm, optimizing the turbine in isolation actually decreases the
wind farm performance.

Circular Wind Farm: Coupled-Turbine-Design-and-Layout Optimization
Next we will discuss the optimization results of the coupled turbine-design-and-layout optimizations, represented by the black squares in Fig. 4.9. For every shear exponent and spacing
multiplier, there is a large benefit to performing the coupled turbine-design-and-layout optimization compared to the layout-only optimization with the baseline turbine design. Additionally, and
more importantly, the coupled optimization results in appreciably lower COE than the sequential
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Figure 4.10: The optimal turbine heights and rotor diameters for the isolated turbine design optimization for the circular farm wind conditions. These designs were then used in the sequential
turbine-design-then-layout optimizations. The columns, from left to right, show the turbines optimized for a = 0.075, 0.175, and 0.275. The rows, from top to bottom, show the baseline turbine
design, the turbine optimized for the small wind farm (b = 0.5), and the turbine designs for the
larger wind farms (b = 1.0, 1.5)
design-then-layout optimization. Obviously for a spacing multiplier of b = 0.5, the coupled optimization is far superior to the sequential simply by being better than the baseline turbine design.
For the spacing multiplier of b = 1.0, compared to the sequential optimizations, coupled optimization results in an additional 6.82%, 4.75%, and 2.65% COE improvement from layout only
optimization for shear exponents a = 0.075, 0.175, and 0.275, respectively. For the largest wind
farm, b = 1.5, the coupled optimization results in an additional 2.78%, 3.50%, and 1.88% COE
improvement compared to the sequential case.
There are several conclusions we can make from both the sequential and coupled turbine
design and layout optimizations. First, and most apparent, optimizing turbine design results in a
much better wind farm than a farm in which the turbines are selected arbitrarily or a priori. Second,
and more importantly, optimizing turbine design coupled with the turbine layout is significantly
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better than optimizing the turbine design for the free stream wind conditions alone. In a wind
farm, turbines rarely experience the free stream wind conditions as they are often waked by the
other turbines in the farm. Therefore, the optimal turbine design is based on on average slower
wind speeds than the free stream wind. This results in turbines with smaller hub heights, rotor
diameters, and rated powers. One could conceivably optimize the turbine design for some wind
speed slower than the free stream and closer to the average speed in the wind farm, which would
likely be better than optimizing the turbine design for the free stream wind speed. However, the
average wind speed in a farm is dependent on the turbine layout, making it difficult to choose the
correct speed for which to design the turbines. Thus, is important to couple the turbine design and
layout optimization for a superior wind farm.
Figure 4.11 shows the optimal rotor diameters and hub heights for the coupled turbine
design and layout optimizations. For a spacing multiplier b = 0.5, the turbines are very close
together and in general are heavily waked. Thus to satisfy spacing constraints and because the
average wind speed is very low, the optimal rotor diameter is small: about 90 meters. When
the turbines are spaced farther apart, shown for the larger spacing multipliers, the optimal rotor
diameter is much larger: closer to 120–130 meters. In these farms, wake interactions are not as
severe, meaning that the extra power production from larger rotors is worth the extra turbine capital
cost. Also notice the trend of the optimal turbine height with wind shear exponent; for a low wind
shear exponent, a = 0.075, the wind speed does not drastically change with height (see Fig. 4.7).
Therefore, for this wind condition it is desirable to have short hub heights with a lower turbine
capital cost. For the higher shear exponents, a = 0.175, 0.275, the wind speed increases much
more with height (See Fig. 4.7). In these cases, for every spacing multiplier, the extra cost of
building the taller turbines is made up for in the additional power produced from the high wind
speeds. Remember that a larger rotor diameter reduces the relative spacing between turbines in the
farm, as the original spacing was based on a diameter of 80 meters.
In Fig. 4.12, the black points show the optimal rated powers for the turbines in each optimization case. The optimal rated power scales with the turbine rotor diameter and hub height.
Higher turbine rating is expensive, therefore the small rotors and short turbines, which are more
heavily waked and don’t produce as much power, do not require a large power rating. The extra
cost is not justified by a very slight increase in power. For the high shear exponents and spacing
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Figure 4.11: The optimal turbine heights and rotor diameters for the optimization runs with coupled layout and turbine design with homogeneous turbine design throughout the circular wind
farm. Each column shows a different shear exponent, with a = 0.075, 0.175, 0.275 from left to
right. Each row shows a different farm spacing multiplier, with b = 0.5, 1.0, 1.5 from top to bottom.
multipliers, the turbines are exposed to faster wind speeds. These turbines are bigger and taller,
and the extra power production from raising the rated power is worth the additional cost.

Circular Wind Farm: Coupled Turbine Design and Layout Optimization with Two Turbine
Groups
Now we will discuss the most interesting case, the coupled-turbine-design-and-layout optimization with two different turbine groups. The optimal COE results of these optimizations are
shown with the blue and pink points in Fig. 4.9. Most visibly, for the smallest spacing multiplier,
b = 0.5, there is a large COE improvement for the heterogeneous turbine design optimizations
compared to the farms with homogeneous turbine design (shown by the black squares in Fig. 4.9).
For this spacing multiplier, the heterogeneous turbine design farms reduce COE by 21.6%, 21.67%,
and 22.6% compared to the layout-only optimization for shear exponents of a = 0.075, 0.175, and
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Figure 4.12: The optimal rated powers for the circular wind farm for the optimization runs
with coupled layout and turbine design for both uniform wind farm turbine design and with
two different turbine design groups. The three subfigures show a different shear exponent, with
a = 0.075, 0.175, 0.275 from left to right. within each subfigure, the x axis shows different farm
spacing multipliers, with b = 0.5, 1.0, 1.5 from left to right.
0.275, respectively. The coupled optimizations with one turbine group reduce COE by 12.59%,
10.24%, and 11.15%. For the smallest spacing multiplier, optimizing turbine design and layout
with two turbine groups reduces COE by an additional 9–11.45% compared to just one turbine
group. For the spacing multiplier b = 1.0, the coupled optimization with two turbine groups results in an additional 1.16–2.35% COE decrease compared to with one turbine group. This is much
smaller than the more tightly packed wind farms, but still non-negligible. For the spacing multiplier b = 1.5, the optimization with two turbine groups results in only an additional 0–0.12% COE
decrease, indicating that when the turbines are spread very far apart there is no benefit to allowing
multiple turbine designs in the same farm.
The two different rotor designs in the same wind farm help to improve COE by reducing
the wake interaction between wind turbines. By combining tall and short turbines, with large and
small rotor sizes, there are more dimensions that the optimizer can manipulate to avoid wakes and
improve performance. For the tightly packed wind farms, the turbine layout is greatly limited by
the turbine spacing constraints. Additionally, as the turbines are closer together, the wakes greatly
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reduce the wind speed as they have not had an opportunity to mix with the free steam air. Both of
these factors mean there is a large benefit to avoiding the wakes of other turbines by any means
possible. For the larger wind farms where the turbines are spaced farther apart, the wakes are not as
detrimental and there is more area in which to avoid wakes in the horizontal plane without needing
to change hub height or rotor diameter. In these cases, the heterogeneous turbine designs are not
as beneficial.
Figure 4.13 shows the optimal rotor diameter and hub height of each turbine group for these
cases of coupled turbine design and layout optimization with two different groups. For the spacing
multiplier b = 0.5, when the turbines are very close together, there is a large difference in both
the rotor diameter and hub height of each turbine group. Group 1 is extremely small and short,
smaller than even the baseline rotor diameter, while group 2 is much larger. Even if turbines from
each group were immediately adjacent to each other, there would be minimal wake interaction
between the turbines. For the small wind farms, the sacrifice in power that comes from one very
small and short turbine is made up for in the decreased wake interference between turbine groups.
Essentially, having two different turbine groups doubles the effective spacing between turbines,
because turbines in different groups do not affect each other. For a larger spacing multiplier of
b = 1.0, each turbine group is still remarkably different in size and height. The turbines are larger
than they were for the smallest wind farm because the average wind speed is faster when the
turbines are spread farther apart. Notice that, compared to the optimized turbines for b = 0.5, the
smaller turbines when b = 1.0 are larger and overlap more with the taller, bigger turbines. In this
case, the power increase from bigger rotor diameters outweighs the benefit gained from reducing
wake interference.
The turbine sizes for the largest wind farm, b = 1.5, demonstrate the multi-modality of the
wind farm optimization problem. For this spacing multiplier, each turbine group is more similar
than in the previous wind farm sizes. For the lowest shear exponent, a = 0.075, both turbine
groups are almost identical. For a = 0.175, 0.275, there is some difference in each rotor diameter
and hub height, although the difference is not as pronounced as it was for the smaller wind farms.
However, Fig. 4.9 shows that for b = 1.5 the optimal COE from coupled turbine design and layout
optimization is the almost exactly the same with one and two turbine groups. So, a wind farm with
the homogeneous turbine design shown in the bottom row of Fig. 4.11, and a wind farm with two
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Figure 4.13: The optimal turbine heights and rotor diameters for the optimization runs with coupled layout and turbine design with two different turbine design groups for the circular wind farm.
Each column shows a different shear exponent, with a = 0.075, 0.175, 0.275 from left to right.
Each row shows a different farm spacing multiplier, with b = 0.5, 1.0, 1.5 from top to bottom.
different turbine designs shown in the bottom row of Fig. 4.13 result in a very similar optimal COE.
The same optimal result is achieved with drastically different farms, each with different turbines
and layouts.
Figure 4.12 shows the optimal rated power of each height group for the optimization cases
with two different turbine groups. The blue and pink dots in this plot correspond to the turbines of
the same color in Fig. 4.13. As with the homogeneous turbine wind farm, the optimal rated power
scales with the optimal turbine height and diameter. These larger, taller turbines are optimal in
wind farms where they will be exposed to high wind speeds and produce large amounts of power.
From a power production standpoint, it is undesirable to ever have a turbine’s power limited by the
rating. However, turbines with high ratings are more expensive and not worth the cost if the turbine
is generally producing low amounts of power. Therefore, the short, small turbines are optimal with
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a low, cheap power rating. The larger, taller turbines which produce much more electricity utilize
the higher ratings.
4.4.2

Princess Amalia Wind Farm Results
In this section, we will discuss the results from the Princess Amalia wind farm optimiza-

tions. All of the optimizations that were performed with the circular, 32-turbine wind farm were
repeated for the larger, 60-turbine Princess Amalia wind farm. We will show and briefly discuss the
optimal COE results; however, the optimal turbine designs for the Princess Amalia wind farm optimizations were very similar to those for the circular wind farm and therefore will not be included
in this paper.
Figure 4.14 shows the COE results for the 60-turbine Princess Amalia wind farm optimizations. The trends are similar to the smaller, circular wind farm. Coupled turbine design and layout
optimization is superior to optimizing each sequentially, especially for the smaller wind farms
where the wind speeds are much lower than the free stream. For the farms with closely spaced
wind turbines, two different turbine designs in the same farm are significantly better than the farms
optimized with a homogeneous turbine design. If the largest wind farms (b = 1.5) benefit from
two different turbine design groups, that benefit is negligible. The optimal COE values for the
Princess Amalia wind farm are slightly lower across the board than the circular wind farm COE
values. This is partly because there are more turbines in the Princess Amalia wind farm so a smaller
portion of the total cost comes from overhead but also is partly due to the Princess Amalia wind
turbines being spaced slightly farther apart than those in the circular wind farms. Another major
difference between the optimal COE values of each wind farm is in the optimization case with two
turbine design groups. For the Princess Amalia wind farm and a spacing multiplier of 0.5, two turbine groups provides and additional COE decrease of 6.13–9.11% compared to the wind farm with
homogeneous turbine design. This is significant; however, it is not as large as the 9.01–11.45%
additional COE decrease in the circular wind farm optimizations for the same spacing multiplier.
Again, the main cause of this seems to be that the turbines in the circular wind farms are slightly
closer together than the turbines in the Princess Amalia wind farms.
Table 4.1 shows how the optimal COE results for each wind farm compared to the layout
optimization with the baseline wind turbine design. These numbers compare the relative benefit of
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Figure 4.14: The optimal COE results for the Princess Amalia wind farm layout with 60 turbines.
Each of the subfigures corresponds to optimization runs with a different shear exponent, from left
to right a = 0.075, 0.175, 0.275. Within each subfigure, the x axis shows the size of the wind farm
based on the spacing multiplier, from left to right b = 0.5, 1.0, 1.5. The different points represent
the layout optimization, sequential turbine-design-then-layout optimization, coupled layout-andturbine-design optimization with homogeneous turbine design throughout the farm, and layoutand-turbine-design optimization with two different turbine design groups.
performing turbine design with the various scenarios mentioned. High numbers represent a large
COE decrease compared to the layout-only optimization for a given shear exponent and spacing
multiplier combination; they do not necessarily represent a low COE. There are a few interesting
numbers in this table. Most obviously is the negative values (shown in red) for the sequential
optimization with a spacing multiplier of 0.5. For these farms, sequential optimization is actually
worse than the baseline. Also notice the COE decrease from coupled optimization with one group
to two groups. For b = 0.5, there is a huge benefit to having two groups, for b = 1.0 there is a
small benefit, and for b = 1.5 there is no benefit at all. Finally, the benefit of coupled optimization
with one group compared to sequential optimization is important. Again, there is a huge benefit
to coupled optimization for the smallest spacing multiplier, and this relative benefit decreases as
the wind farm size grows. However, even for b = 1.5, there is an appreciable benefit to coupled
design-and-layout optimization compared to sequential.
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Table 4.1: The percent COE decrease of the various optimization cases with respect to layout-only optimization. This table does not
show the overall desirability of the optimal wind farm, but the relative improvement of different considerations of turbine
design optimization. In the table are shown results for each shear exponent, a, as well as each spacing
multiplier, b , in which the smaller spacing multipliers represent farms with turbines that are
more closely spaced.
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optimization
case
sequential
coupled:
1
group
coupled:
2
groups

optimization
case
sequential
coupled:
1
group
coupled:
2
groups

Percent COE decrease compared to layout only optimization
circular wind farm
a = 0.075
a = 0.175
a = 0.275
b = 0.5 b = 1.0 b = 1.5
b = 0.5 b = 1.0 b = 1.5
b = 0.5 b = 1.0 b = 1.5
-23.07
12.59

15.90
22.72

24.84
27.62

-15.19
10.24

18.13
22.88

24.37
27.87

-6.97
11.15

22.01
24.66

26.64
28.52

21.60

23.88

27.54

21.67

25.23

27.90

22.60

26.46

28.64

Princess Amalia wind farm
a = 0.075
a = 0.175
b = 0.5 b = 1.0 b = 1.5
b = 0.5 b = 1.0 b = 1.5

a = 0.275
b = 0.5 b = 1.0 b = 1.5

-29.06
12.05

11.54
20.45

19.70
24.34

-19.98
8.94

12.74
19.61

18.52
23.32

-11.19
9.00

16.02
19.66

20.70
23.33

18.18

21.01

24.30

17.41

21.45

23.74

18.11

22.37

24.24

4.5

Conclusions
The purpose of this study was to optimize wind turbine design and turbine layout in various

wind farms. There was a particular focus on benefits from coupled turbine design and layout
optimization, as well as having different turbine designs in the same wind farm. We simulated
wind farms in this study by modifying and combining a variety of separate wind farm models,
including the FLORIS wake model, portions of TowerSE and Plant CostsSE, and a surrogate of
RotorSE. Wind farms were optimized to minimize COE using turbine layout and turbine design
including hub height, rotor diameter, rated power, tower diameter, and tower shell thickness as
design variables, as well as blade chord and twist distributions as implicit design variables. We
optimized two wind farms, a contrived 32-turbine circular wind farm, and the 60-turbine Princess
Amalia wind farm. Both were optimized for a range of shear exponents and turbine spacings.
Our main conclusions are twofold: coupled turbine design and layout optimization provides
significant benefits compared to optimizing sequentially, and for many wind farms, two different
turbine designs can greatly reduce the cost of energy. Without exception, coupled design and
layout optimization performed better than optimizing the turbine design followed by the turbine
layout. For a turbine design optimized in isolation, as was done in the sequential case, it was
always most optimal to have a rotor diameter as large as the constraints would allow. Also, in
coupled wind farm optimization, the wind farms with large spacing multipliers tended towards
large rotor diameters. For this reason, the smallest wind farms benefited most from the coupled
design and layout optimization, because the wind speeds were slow from strong wake interactions,
and optimal rotor diameter was small—much different than the turbines optimized in isolation.
The coupled optimization was better than sequential optimization, regardless of the wind shear
exponent.
Including two different turbine designs in the same wind farm can be very beneficial in
reducing wake interference between wind turbines and result in a lower COE compared to a farm
with all identical wind turbines. For wind turbines that are close together, wake interactions are
very strong between turbines. With different turbine sizes, the hub height and rotor diameter can
be optimized along with layout to avoid wakes in the vertical plane along with the horizontal plane.
For a spacing multiplier b = 0.5, indicating very closely spaced wind turbines, our optimization
results show that two different turbine designs can reduce COE by an additional 10% compared to
93

wind farms with homogeneous turbine design. For b = 1.0, the farms with heterogeneous turbine
designs are marginally better than the optimized farms with uniform design by 1–3%. For the
largest farms, b = 1.5, there is no benefit to having two different turbine designs in the same wind
farm. When the turbines are very far apart, the wake interactions are weak enough that the turbines
can approach the turbine design optimized in isolation. Again, the two turbine groups was better
than one group, regardless of the wind shear exponent. In our previous study, we optimized wind
farms with two different turbine heights and keeping the rotor diameter and rated powers constant.
We found that wind farms with low wind shear benefited much more from different hub heights
than wind farms with higher wind shear [142]. However, in this study the rotor diameters and rated
powers were also optimized. The turbine design could be customized to best utilize the different
wind resources available with different wind shear values. Therefore, the benefit from having two
different turbine designs in the same wind farm is independent of the wind shear exponent.
For future research, we make two recommendations. First, to consider sequential optimization in which the turbine design is not optimized in isolation, but for the baseline turbine layout
in a sort of “training wind farm.” In this case the wind turbine designs would be more suited for
the wind farm environment in which they would operate, and a sequential optimization with two
different turbine groups could be performed. The coupled layout and design optimization would
still lead to better results, but there would not be as extreme of a COE decrease as when the turbine
design was optimized in isolation. Our second recommendation is to consider cables costs in the
COE calculation. Including cable costs would encourage wind turbines to group closer together,
which may affect the optimal turbine layout. If the turbines are closer together in clusters, the
larger wind farms might benefit more from mixed turbine designs. Additionally, including cable
costs will increase the COE for the larger wind farms meaning there would be some penalty for
the larger wind farms, where in the method presented in this paper larger there was no penalty for
widely spaced turbines.

Code and data availability
https://zenodo.org/badge/latestdoi/137800802
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CHAPTER 5.
MASSIVE SIMPLIFICATION OF THE WIND FARM LAYOUT OPTIMIZATION PROBLEM

This chapter is published in the journal Wind Energy Science, Volume 4, Issue 4 [186].
I hereby confirm that the use of this article is compliant with all publishing agreements. The
formatting of this paper has been modified to meet the stylistic requirements of this dissertation.
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5.1

Abstract
The wind farm layout optimization problem is notoriously difficult to solve because of the

large number of design variables and extreme multimodality of the design space. Because of the
multimodality of the space and often discontinuous models used in wind farm modeling, the wind
industry is heavily dependent on gradient-free techniques for wind farm layout optimization. Unfortunately, the computational expense required with these methods scales poorly with increasing
numbers of variables. Thus, many companies and researchers have been limited in the size of
wind farms they can optimize. To solve these issues, we present the boundary-grid parameterization. This parameterization uses only five variables to define the layout of a wind farm with any
number of turbines. For a 100 turbine wind farm, we show that optimizing the five variables of the
boundary-grid method produces wind farms that perform just as well as farms where the location of
each turbine is optimized individually, which requires 200 design variables. Our presented method
facilitates the study and both gradient-free and gradient-based optimization of large wind farms,
something that has traditionally been less scalable with increasing numbers of design variables.
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Figure 5.1: The complexity and multimodality of wind farm layout design space. Shown is the
normalized annual energy production of a 100 turbine wind farm as a function of the location of
one turbine. 99 turbines remain fixed, while one is moved throughout the wind farm. (a) A 2dimensional view of the design space. (b) A 3-dimensional surface which highlights the extreme
variation of the peaks and valleys. This figure shows only the multimodality from two dimensions,
where the true design space has 200 design variables
5.2

Introduction
In 2018, wind energy produced 6.6% percent of the electricity use in the United States1 .

With current market trends and technology, the U.S. Energy Information Administration projects
that this number will rise by 1% in both 2019 and 2020 [14], and the installed capacity will increase
by 4% every year through 2050 [15]. In order for the U.S. and the rest of the world to meet and
exceed these projections, it is necessary to be able to create efficient turbine layouts for large wind
farms. The wind farm layout optimization problem is notoriously difficult to solve because of the
large number of design variables, computationally expensive models for high fidelity simulations,
and extreme multimodality of the design space (see Fig. 5.1).
Because of the multimodality of the space and often discontinuous models used in wind
farm modeling, the wind industry is heavily dependent on gradient-free techniques for wind farm
layout optimization [187]. Although these methods can be highly effective for small numbers
of design variables, the computational expense required to converge scales poorly, approximately
1 https://www.eia.gov/tools/faqs/faq.php?id=427&t=3
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Figure 5.2: The number of function calls required to optimize the multi-dimensional Rosenbrock
function versus the number of variables. The computational expense of gradient-free and finite
difference gradients scale poorly with the number of variables.
quadratically, with increasing numbers of variables [63, 188–191]. Because of this poor computational scaling, many companies and researchers have been limited in the size of wind farms they
can optimize, as the number of variables typically increases with the number of turbines. Figure
5.2 demonstrates this principle. This figure shows the number of function evaluations required to
optimize the multi-dimensional Rosenbrock function versus the number of variables [192]. To give
a sense of what these numbers mean, if this problem with 64 variables and exact-analytic gradients
takes one hour to optimize, using finite difference gradients would take almost four days, while
a gradient-free method would take over 20 years! The trends, not the exact numbers, shown in
this figure are general for other optimization problems, such as wind farm layout. As the size of
the problem increases, the computational expense with certain optimization methods can become
unmanageable.
Despite its difficulty, layout optimization is an essential step in wind farm development in
order to maximize power production. Power losses of 10–20% are typical from turbine interactions
within a wind farm [172–174], and can be as high as 30–40% for farms with turbines spaced within
3 rotor diameters of each other [142]. However, because the difficulties in finding optimal turbine
placement increase with the number of turbines, layout optimization can quickly become infeasible for large wind farms [63]. Even so, accelerated research and understanding of the principles
governing wind energy, as well as public demand for renewable energy sources are encouraging
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developers and communities to install farms with more wind turbines than have been typical in
the past. Current turbine layout definitions and optimization methods are woefully inadequate for
these increasingly large farms.
The most common current wind farm layout definitions include defining the location of
each turbine directly [51, 62, 64], preassigning some locations in a wind farm as suitable turbine
locations to limit size of the design space [43, 77, 193], and parameterizing the turbines as a grid
[194–196]. Defining the location of every wind turbine directly allows the most freedom, but also
requires two variables for each turbine. In addition, the design space is the most multimodal. If
one limits the design space by predetermining acceptable turbine locations or parameterizing the
turbine locations with a simple grid, they are able to optimize larger wind farms. However, these
methods produce simplistic wind farm designs, which underperform for most realistic scenarios.
In this paper we present the boundary-grid (BG) layout parameterization, a new wind farm
layout parameterization. This new method solves the challenges that have previously made wind
farm layout optimization so difficult. BG parameterization uses only five variables, and can produce layouts that perform just as well as or better than the layouts achieved by directly optimizing
the location of each wind turbine. With some of the most advanced wind farm optimization methods that have previously been available, we can directly optimize the location of every turbine in a
100 turbine wind farm in 4–5 hours. More common methods take on the order of days or longer.
With BG parameterization, we can optimize a 100 turbine wind farm in 3 minutes. Additionally,
this new parameterization dramatically reduces the multimodality of the design space compared
to direct layout optimization (compare Figs. 5.1 and 5.13b). Finally, BG parameterization has additional benefits, including a regular, aesthetically pleasing layout and naturally defined roads or
shipping lanes. This technique can immediately be applied to wind farm design to obtain excellent
wind farm layouts with limited computational resources.
5.3

Boundary-Grid Parameterization
When the locations of wind turbines in a farm are optimized directly, the final layout often

follows two general rules. First, a large fraction of turbines are grouped on or near the wind farm
boundary. Second, the turbines that are not positioned on the boundary are loosely arranged in
rows throughout the farm (Fig. 5.3a). By observing these patterns in optimal wind farm layouts,
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we defined our new layout parameterization such that it would create wind farms that filled these
requirements.

5.3.1

New Layout Variables
In BG parameterization, the turbines are divided into two groups: the boundary and the

inner grid (Fig. 5.3b). The boundary turbines are spaced around the circumference of the wind farm
and are defined with one design variable. The rest of the turbines in the farm make up the inner
grid, which is defined with four design variables for a total of five variables to describe the location
of every turbine in the farm. The boundary turbines are placed on the wind farm boundary, spaced
equally traversing the perimeter. These are defined by one variable, s, which is the distance along
the perimeter where the first turbine, or start turbine, is placed. This in turn defines the position
of every turbine around the boundary (Fig. 5.3c). During development of our parameterization
method, we tested various strategies of spacing the turbines around the boundary. However, we
found that equally spacing the turbines around the perimeter consistently provided the best results.
The inner grid turbines are defined by four design variables: dx, dy, b, and q . The grid spacing,
dx and dy, are the distance between columns and rows in the grid, b is the offset distance, which
defines how far consecutive rows are offset, q is the grid rotation angle, which rotates the entire
grid (Fig. 5.3d). The grid offset could also be defined as an angle, however we have used a distance
as the gradients are more conducive to optimization. The inner grid is centered around the wind
farm center, ensuring a one-to-one mapping from the design variables to the possible wind farm
layouts.

5.3.2

Selection of Discrete Values
There are some discrete values which are important in our formulation, namely the number

of turbines which are placed along the boundary and how many are in the grid, how many rows
and columns are in the grid, and how the rows and columns are organized. We present some rules
that we have found effective in determining these discrete values for all wind roses, wind farm
boundaries, and wake models that we tested. Each individual case may benefit slightly from a
more specialized selection of these values but our method works well across all cases tested.
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Figure 5.3: Example 100 turbine wind farm layouts, and parameterized wind turbine layout definition. Each dot is to scale, representing the wind turbine diameter. (a) Wind farm layout when
the position of each turbine has been optimized directly. This optimization required 200 design
variables, the x and y location of each turbine. (b) Wind farm layout optimized with boundary-grid
parameterization. This optimization required five design variables, shown in (c) and (d). (c) The
start location design variable, s. (d) The four variables defining the inner grid: the grid spacing, dx
and dy, the grid offset b, and the rotation, q .
The number of turbines placed on the boundary is determined by the wind farm perimeter
and turbine rotor diameter. If the perimeter is large enough, 45% of the wind turbines are placed
on the boundary. In some cases, the wind farm perimeter is small, and would result in turbines
that are too closely spaced if 45% were placed around the boundary. In this case, the number
of boundary turbines is reduced until the minimum desired turbine spacing in the wind farm is
preserved. When defining the number of turbines to be placed along the perimeter, the user must
consider the most extreme boundary angles, such that minimum turbine spacing is preserved even
at boundary corners. No matter how many turbines are placed around the boundary, they are always
spaced equally traversing the perimeter, and all of the remaining turbines are placed in the inner
grid. Note that the number of boundary turbines is determined before the number of turbines in the
inner grid, to ensure that sufficient spacing in maintained between the boundary turbines.
The number of rows, columns, and their organization in the grid is determined with the
following procedure. First, dy is set to be four times dx, b is set such that turbines are offset twenty
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degrees from those in adjacent rows, and q is initialized randomly. Then, dx is varied with q remaining constant, and dy and b changing to fulfill the requirements prescribed in the initialization
definition, until the correct number of turbines are within the wind farm boundary. During optimization, each of the grid variables can change individually, however the discrete values remain
fixed. For extremely small wind farms, with an average turbine spacing much less than 4 rotor
diameters, it may be impossible to initialize the turbine rows with dy equal to be four times dx and
meet the minimum spacing constraints. In this case, the discrete row variable initialization would
need to be adjusted.
The process outlined to select the discrete variables used in the parameterization is recommended as a starting point, and when computational resources or time is limited. We tested many
different methods of how to determine the discrete values, but found that the method shown above
consistently produced wind farm layouts with high energy production. With sufficient resources,
some scenarios may benefit from optimizing with a different ratio of boundary turbines, or different initializations of the boundary grid. However, the results discussed in this paper were produced
with the method given in this section. Because these variables are discrete, they cannot be included
as design variables when using a gradient-based optimization method, because the function space
would be discontinuous. But, a gradient-free optimization may benefit from including some of
these discrete variables as design variables in the optimizations.

5.4
5.4.1

Wind Farm Modeling
Wind Turbine Parameters
In the testing of BG wind farm layout parameterization method, we modeled the turbine

parameters after the IEA 3.35-MW reference turbine [197]. The relevant parameters are a rotor
diameter of 130 meters, hub height of 110 meters, a rated aerodynamic power of 3.6 MW, and
a generator efficiency of 93%. The thrust coefficient curve for this turbine is shown in Fig. 5.4,
and was generated using CCBlade, a blade element momentum code [198]. The power curve was
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Figure 5.4: The thrust coefficient curve for the 3.35-MW turbine used in this paper.
defined as a piecewise equation in Eq. 5.1.
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In this power curve definition, Pi is the aerodynamic power produced by an individual wind turbine,
V is the hub velocity at that turbine [76, 122, 199], Prated is 3.6 MW, Vrated is 10 m/s, Vcut-in is 3
m/s, and Vcut-out is 25 m/s. The aerodynamic power is then multiplied by the generator efficiency
to calculate the electric power.

5.4.2

Wind Farm Details
The major benefit of wind turbine layout parameterization comes for large wind farms.

For farms with just a few turbines, the layout can be optimized directly with a small amount
of design variables. In such cases with few design variables, there is little to no benefit gained
from intelligently parameterizing the design space. In this study, each wind farm layout that we
optimized had 100 wind turbines, to demonstrate the benefits of BG parameterization for large
wind farms.
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We tested the performance of our parameterization method on wind farms with different
average turbine spacing: four, six, and eight rotor diameters shown in Fig. 5.10. In addition to
testing wind farms with different turbine spacing, we modeled and optimized several different
wind farm boundaries in this study: the boundary of the Princess Amalia wind farm, a real farm in
the North Sea [200–202], a circle, and a square to demonstrate the sharp angles that can occur in
wind farm boundaries. These boundaries are shown in Fig. 5.12.

5.4.3

Wake Model
Wind speed deficits in this paper were predicted from turbine wakes with a modified ver-

sion of the 2016 Bastankhah Gaussian wake model [33]. The original formulation of the model
does not define the wake deficit in the near wake region, creating undefined regions which make
optimization difficult. To mitigate this issue, Thomas and Ning added a linear interpolation of the
wake loss from the turbine up to where it is defined by the wake model, which is the version used
in this paper [191]. The most important equation for this Gaussian wake model is shown in Eq. 5.2:
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where Dū/ū• is the velocity deficit in the wake; CT is the thrust coefficient; g is the yaw angle,
which is assumed to be zero throughout this paper; y d and z zh are the distances from the wake
center and the point of interest in the cross-stream horizontal and vertical directions, respectively;
and sy and sz are the standard deviations of the wake deficit, again in the cross-stream horizontal
and vertical directions, respectively. These standard deviations are defined in Eqs. 5.3 and 5.4.
sy = ky (x
sz = kz (x

D cos g
x0 ) + p
8

(5.3)

D
x0 ) + p
8

(5.4)

where D is the diameter of the wind turbine creating the wake, x

x0 is the distance down-

stream from the turbine to the point of interest, and ky and kz are unitless, and are functions of
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Figure 5.5: The sampling points across the swept rotor area to calculate the effective wind speed
at the turbine. Wind speeds are sampled at each point, and then averaged. (a) The sparse sampling
locations used during optimization. The coordinates shown are normalized by the rotor radius. (b)
The 100 sample points used for final evaluation.
the freestream turbulence intensity:
ky , kz = 0.3837 TI + 0.003678

(5.5)

Because g = 0 throughout this paper, cos(g) = 1 meaning that sy = sz . Wakes were combined with
a linear combination method, about which more details can be found in the cited literature [33,191].
To find the effective wind speed across the entire wind turbine to be used in turbine power
calculation, we averaged the the velocities sampled at several points across the rotor. During
optimization, we sampled at 4 points over the swept area of the rotor, shown in Fig. 5.5a. We
have found that using just these four sampling locations gives almost identical effective velocity
compared to using more sampling points. For the final evaluation, we sampled the wind speed at
100 points equally spread across the rotor swept area, shown in Fig. 5.5b.

5.4.4

Wind Resource
As the goal of this paper is to demonstrate the performance of our layout parameterization

method in wind farm optimization for any scenario, we chose three different wind roses from cities
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Figure 5.6: The three wind roses and associated average wind speeds used in this study. The
wind resources are from (a) North Island, California, (b) Ukiah, California, and (c) Victorville,
California.
in California, USA: North Island, Ukiah, and Victorville2 . During optimization, we divided the
wind roses into 24 equal bins for each wind rose, with an associated directionally averaged wind
speed, shown in Fig. 5.6. We have assumed that the wind speed distribution from each wind direction can be approximated with a Weibull distribution defined with the directionally averaged wind
speeds (Fig. 5.7 and Eq. 5.6). Weibull distributions have been shown to be good representations of
real wind speed data [147–149].
k ⇣ U ⌘k 1 (U/l )k
e
l l
Umean
l (Umean , k) =
G(1 + 1/k)
f (U, l , k) =

2 https://mesonet.agron.iastate.edu/sites/windrose.phtml?station=AAT&network=CA
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(5.6)

ASOS

Figure 5.7: Example Weibull distributions for two different average wind speeds. Each wind
direction is associated with an average wind speed (shown in Fig. 5.6), which is used for the value
Umean .
In Eq. 5.6, f is the probability of wind for a given wind speed, U is any wind speed (non-negative),
Umean is the directionally averaged wind speed for the direction bin of interest, and G is the gamma
function. The shape parameter, k, is assumed to be equal to 2.0 for every wind direction, which
is a realistic value for the Weibull distributions that represent real wind speed probability data
[148, 149]. For each wind direction, we have sampled the Weibull distribution at five equally
spaced points during optimization. Five wind speed samples and 24 wind direction samples are
chosen as the sampling amount required to converge to the true wind farm production for a given
wind farm [144]. Although the wind farms are optimized with the more coarse sampling of 24
wind directions and 5 wind speeds, the final wind farm layouts are evaluated with a more fine
sampling of 360 wind directions and 50 wind speeds, to avoid the possibility of artificially inflated
energy production due to coarse wind resource sampling.

5.5

Optimization
In this paper we compare how optimizing with BG wind farm layout parameterization com-

pares to two common currently used parameterization methods. We have optimized wind farms
using a simple grid parameterization (referred to as “grid optimization”), BG parameterization
(“BG”), and by directly optimizing the location of each turbine independently (“direct optimization”). Examples of these layouts, along with the baseline layout that was used to compare results
in Sect. 5.6.1, are shown in Fig. 5.8.
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Figure 5.8: Example optimal layouts achieved with each parameterization method. These are 100
turbine layouts, with an average turbine spacing of four rotor diameters and the Princess Amalia
wind farm boundary. They were optimized with the wind rose from North Island, California. (a)
The baseline grid to which other methods were compared in Sect. 5.6.1. (b) An example optimized
grid layout. (c) An example optimized boundary-grid layout. (d) An example layout that was
optimized directly.
In each case, the objective function of the optimization was to maximize the annual energy
production (AEP) of the wind farm, shown in Eq. 5.7.
23

AEP = 8760 Â

5

Â P(fi,U(fi) j ) fi f j

(5.7)

i=1 j=1

In this equation, 8760 is the number of hours in a year, P is the wind farm power production,
f is the wind direction, V is the free-stream wind speed, fi is the wind direction probability,
and f j is the wind speed probability. The design variables were determined by the optimization
method that was used. For the grid optimization, the design variables were the grid spacing in
the x and y directions, dx and dy, the grid offset b, and the grid rotation q for a total of four
variables. The discrete variables in the grid were determined with the same method described
above to find the discrete variables in the grid portion of the BG parameterization, except dy = dx
or dy = 2dx while determining the grid format. We experimented with different values of dy during
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grid initialization and found that the the 1:1 or 1:2 ratios provided the best results. We ran every
grid optimization with each initialization ratio, and chose the best results. The design variables
for the BG optimization were the same as the grid optimization for the inner grid turbines, and an
additional variable s defining the start location of the boundary turbines for a total of five design
variables. For the direct optimization methods, the design variables were the x and y locations of
each turbine in the wind farm for a total of 200 design variables. In each optimization, we applied
turbine spacing constraints and boundary constraints. The turbine hub locations were constrained
to not be within two rotor diameters of any other turbine hub. Additionally, the turbine hubs were
constrained to be within the defined wind farm boundary. No bound constraints, or additional
constraints were used to define where the turbines must lie. A link for the code used in this project
is included at the end of this paper. Please refer to the code for specific details about how these
constraints were enforced. This optimization is expressed in Eq. 5.8.
maximize AEP
w.r.t.

dx, dy, b, q

(grid)

dx, dy, b, q , s

(BG)

xi , yi (i = 1, . . . , 100) (direct)

(5.8)

subject to boundary constraints
spacing constraints
We used the optimizer SNOPT, which is a gradient-based optimizer that uses sequential
quadratic programming, and is well suited for large-scale nonlinear problems such as the wind farm
layout optimization problem [203]. A challenge of gradient-based optimization is the tendency to
converge to local solutions. In order to better search design space, we optimized the problem
to convergence 100 times with randomly initialized design variables. The random initialization
was performed by fully randomizing the rotation variable q and the boundary start location s, and
defining the discrete and other design variables as defined in Sec. 5.3.2. The design variables dx, dy,
and b are then randomly perturbed by plus or minus 10%. This random initialization method allows
the number of rows and columns in the inner grid to differ between optimization runs. This was
done for each parameterization method, lending confidence that the best solution after optimizing
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the 100 random starts is near the global optimum. From the random starting points, we were also
able to determine the spread of solutions obtained with each layout parameterization.
We used exact-analytic gradients in each optimization. The gradients for each portion
of the model were obtained with an automatic differentiation source code transformation tool,
Tapenade [156]. To combine the gradients to get the total derivative of the objective with respect
to each of the design variables, we used the open-source optimization framework, OpenMDAO,
which propagates the partial derivatives of each small section of the model and calculates the
gradients of the entire system [169].
Using exact, rather than finite-difference, gradients is important in this study because the
computational expense required for optimization problems with increasing design variables scales
better with exact gradients (see Fig. 5.2). For the parameterized optimizations, the exact gradients
were not as vital in terms of computational expense, but they were very important for the direct
optimizations which had 200 design variables. In addition to reducing the function calls required to
reach convergence, the exact gradients helped the optimizer converge to a better solution, avoiding
many of the numerical difficulties that often plague the optimization process when using finitedifference gradients.
For this paper we have used only a gradient-based optimization method. The purpose of this
research is to explore a novel wind turbine layout parameterization, and how it compares to other
more commonly used layout parameterizations. We do not explore how different optimization
methods compare when applied to the wind farm layout problem. As mentioned in the introduction, the relationship of how optimization method performance scales with increasing numbers of
design variables is well documented. Additionally, our past work suggests that the large number
of random starts allow for a reasonably thorough search of the design space.

5.6

Results and Discussion
In this section we demonstrate how the optimal wind farms using BG parameterization

compared to wind farms that have been optimized directly, or with a common grid parameterization. We will discuss the best results, the computation expense required to optimize, and the
multimodality of the design space with each parameterization method.
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Figure 5.9: The best annual energy production achieved with 100 randomly initialized optimizations. Shown are the best results from the grid turbine parameterization (four design variables),
our new boundary-grid parameterization method (five design variables), and by directly optimizing
the location of each turbine (200 design variables). Results are shown as a percent increase over
a baseline grid layout. (a) Varied average turbine spacing in the wind farm. (b) Varied wind rose.
(c) Varied boundary shape.
5.6.1

Best Results
Figure 5.9 shows the best results of the 100 random starts for each parameterization method,

compared to a simple baseline grid (Fig. 5.8a). In Fig. 5.9, subfigures a, b, and c show results for
varied turbine spacing, wind roses, and boundary shapes, respectively. For each wind farm BG
layout parameterization performs slightly better than the direct layout optimization, although all
BG results are within 0.4% of the corresponding direct results. This does not mean that directly
optimizing the layout of each turbine cannot perform as well as the BG parameterization. Clearly,
with complete freedom of where to place each wind turbine, the optimizer could find the exact
same layout as the BG layout. However, the complete freedom of the direct optimization means
that the optimizer is free to explore many sub-optimal layouts as well, and will often converge
in those areas. With BG parameterization, we have forced the turbines to only explore desirable
turbine locations. For the scenarios that we explored, 100 BG optimizations produced a better
result than 100 direct optimizations.
Figure 5.9a shows the optimal results for wind farms with varied average turbine spacing,
with the North Island wind rose and Princess Amalia wind farm boundary. For the smallest, most
tightly packed wind farm, the optimized grid performs better than the baseline, but underperforms
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by about 2.3% compared to the other parameterization methods. Even at an average turbine spacing of six rotor diameters, the direct and parameterized optimizations perform about 1% better
than the grid optimization, which may or may not be significant depending on the uncertainty of
the models used. For the largest wind farm, the optimal grid performs within 0.4% of the other parameterization methods. For large wind farms where the turbines are spaced very far apart, wakes
are mostly recovered by the time they reach other turbines in the wind farm. In these cases, even
an optimized grid performs almost as well as the direct or BG optimization.
Figure 5.9b shows results for optimized wind farms with different wind resources, with an
average turbine spacing of four rotor diameters and the Princess Amalia wind farm boundary. The
wind roses and the associated directionally averaged wind speeds are shown in Fig. 5.6. As with
the varied turbine spacing results, the BG results are slightly better than the direct optimizations,
and much better than the simple grid. For each wind rose, the grid achieves a slight improvement
over the baseline, but underperforms by 2-2.3% compared to the direct and BG parameterizations.
Figure 5.9c shows the results for a varied wind farm boundary. The farms in this subfigure
have an average turbine spacing of four rotor diameters and the North Island wind rose. Consistent
with the previous results, the parameterized optimization performs superbly, always slightly outperforming the direct optimizations. In addition, we can see that the BG and direct optimizations
perform better than the more simple grid optimizations, by 1.5-2.3%.
In terms of the best achievable wind farms with each parameterization method, our new BG
method performs almost identically to optimizing the location of each wind turbine directly. In all
cases that we tested, the BG optimizations we able to find solutions that slightly outperformed the
direct optimizations, although they were almost identical. With only five design variables, we can
create wind farms that perform the same as or better than farms that have been designed with 200
variables. While the grid parameterization is able to achieve good results for some wind farms, it
often performs much worse than our parameterization. One additional variable is a small price to
pay for significant improvement in optimal wind farm design.
5.6.2

Computational Expense
The utility of any wind farm layout parameterization is not only measured by the ability

to create high energy producing wind farms, but by the ability to do so quickly and reliably. Fig111

ures 5.10, 5.11, and 5.12 are histograms showing optimal results and the computational expense
required for each of the 100 optimizations run for each wind farm and parameterization method.
In each figure, Subfigures a-c show the normalized optimal AEP for each of the 100 runs, and
Subfigures d-f show the number of wake model function calls required to converge to a solution.
The AEP results have each been normalized by the maximum AEP achieved by the direct optimizations for the associated wind farm. Also note that the number of function calls are shown with
a log scale.
In general, the grid and the BG optimal AEP results have a similar spread, with the BG
results shifted up higher. Compared to the direct optimizations, the grid and BG optimizations
have a larger spread in optimal solutions. This is a consequence of the discrete variables that are
initialized at the start of each optimization run. The number of rows and columns, as well as
their organization in the grid are determined by the randomly initialized rotation design variable,
q . Some of these grid formations are more desirable than others, leading to higher AEP values.
This spread in optimal solutions is not a significant issue, because the number of functions calls
required for the grid and BG optimizations are an order of magnitude lower than that required
by the direct optimization. This allows for many randomly initiated runs in a short amount of
time. If it did become an issue, the spread could be reduced by predefining the discrete grid
variables, or including them as design variables in a gradient-free formulation. By showing the
results for 3 different wind farm sizes, wind roses, and wind farm boundaries, we believe that our
parameterization method can produce high AEP and optimize with reduced function calls for many
scenarios.
With regards to the function calls required to converge, the grid optimizations required
about one third of the function calls to converge compared to the BG optimizations, while the
direct optimizations required about an order of magnitude more. The only exception was the circular wind farm, for which the direct optimizations converged quickly, on the same order as the
BG optimizations. Function calls are an important measure of computational expense, as they are
correlated with time and processing power required to optimize. Here it is important to remember
that our results were obtained with exact-analytic gradients, meaning that one function call was
required to obtain the wind farm AEP, as well as the gradients with respect to each of the design
variables. The same is true of the constraints, one function call gave both the constraint values
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and the gradients. Without exact gradients, a finite-difference method would need to be used to
calculate the gradients. At every optimization step, finite-difference gradients require one (forward or backward difference) or two (central difference) additional function calls for every design
variable to approximate the gradients. Thus, if forward-difference gradients were used rather than
exact, the grid optimizations would need about four times as many function calls to reach a solution, the BG optimization would need about five times as many function calls, and the direct
optimization would need 200 times as many function calls to converge. This is the best case scenario, as optimizations with finite-difference gradients often have trouble converging. Compared
to gradient-free optimization, the exact analytic gradients are vital. The direct optimization with a
gradient-free technique would be near impossible because of the massive required computational
expense [63, 191].
5.6.3

Multimodality
One of the major difficulties of the wind farm layout optimization problem is the extreme

multimodality of the design space (Fig. 5.1). There can be thousands or even millions of local
solutions, often varying drastically in their quality. Figure 5.13 shows one dimensional sweeps
across the design variables, for each of the three different parameterization methods discussed in
this paper. Because of the number of variables in this problem, it is difficult to fully represent the
full design space graphically, however this figure is a good indicator of the multimodality of the
different design spaces. Figures 5.13a, 5.13b, and 5.13c show the multimodality of the grid, BG,
and direct layout parameterizations, respectively.
Parameterizing the design space with a grid and with the BG method (Figs. 5.13a and
5.13b) does not completely remove the multimodality of the wind farm layout problem. However,
it does result in a smoother response and fewer local minima compared to the design space when
each of the turbines are optimized directly. These function spaces can be explored easily with
a few random starting locations, or with a gradient-free optimization method. The design space
when varying the location of individual turbines (Figs. 5.1 and 5.13c) is much more noisy, filled
with comparatively larger peaks and valleys in the design space. These figures only show the
design space with respect to the location of one turbine, which is defined with two variables. The
full space consists of the location of all 100 turbines, or 200 variables, for which the multimodality
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Figure 5.10: Results from 100 randomly initialized optimizations for wind farms with varied average turbine spacing and 100 wind turbines. The farm optimized had the Princess Amalia boundary,
and the wind rose from North Island, California. Shown are results using the grid turbine parameterization, our new boundary-grid parameterization, and by direct optimization. The optimal
annual energy production distribution achieved for each of the optimization runs, in wind farms
with varied turbine spacing of 4, 6, and 8 rotor diameters for subfigures (a), (b), and (c), respectively. The number of function calls required to converge for each of the optimization runs, in
wind farms with varied turbine spacing of 4, 6, and 8 rotor diameters for subfigures (d), (e), and
(f), respectively.
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Figure 5.11: Results from 100 randomly initialize optimizations for wind farms with varied wind
roses and 100 wind turbines. The farm optimized had the Princess Amalia boundary, and the
average turbine spacing was four rotor diameters. Shown are results using the grid turbine parameterization, our new boundary-grid parameterization, and by direct optimization. The optimal
annual energy production distribution achieved for each of the optimization runs, in wind farms
with varied wind roses. Wind rose from (a) North Island, California, (b) Ukiah, California and (c)
Victorville, California. The number of function calls required to converge for each of the optimization runs, in wind farms with varied wind roses. Wind Rose from (d) North Island, California, (e)
Ukiah, California and (f) Victorville, California.
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Figure 5.12: Results from 100 randomly initialize optimizations for wind farms with varied wind
farm boundaries and 100 wind turbines. The average turbine spacing was four rotor diameters,
and the wind rose was from North Island, California. Shown are results using the grid turbine parameterization, our new boundary-grid parameterization, and by direct optimization. The optimal
annual energy production distribution achieved for each of the optimization runs, in wind farms
with varied boundary shapes. (a) Princess Amalia wind farm boundary. (b) Circular wind farm. (c)
Square wind farm. The number of function calls required to converge for each of the optimization
runs, in wind farms with varied boundary shapes. (d) Princess Amalia wind farm boundary. (e)
Circular wind farm. (f) Square wind farm.
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Figure 5.13: One dimensional sweeps across the design space of each parameterization method
discussed in this paper. These figures show the multimodality of each of the design spaces. (a)
The simple grid parameterization. (b) Our newly presented boundary-grid parameterization. (c)
Moving the location of one wind turbine across the wind farm in x and y (refer to Fig. 5.1). With
the direct turbine layout definition there are actually 200 variables. This figure shows the multimodality in just 2 of these variables, where the whole design space is much more complex.
and overall noisiness of the design space is exacerbated. Figures 5.13a and 5.13b do not show the
function space with respect to the discrete grid variables. Even so, considering each combination of
the feasible grid variables is more desirable than the difficulty involved with the 200-dimensional
function space of the direct layout definition.
Notice that the ranges of the design variable sweeps is different for the BG and grid parameterizations compared to the direct sweep. This is because the more simple parameterizations
are more limited in the feasible design values. The range through which the design variables can
sweep is relatively limited, without violating the minimum spacing or the boundary constraints.
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5.7

Additional Details on BG Parameterization
BG parameterization requires few variables, produces wind farm layouts that perform sim-

ilarly to ones that have been optimized directly with much lower computational expense, and reduces the multimodality of the design space. In addition, there are some innate design characteristics that are useful in wind farm design. First, the layouts produced are regular, aesthetically
pleasing patterns. To the untrained eye, BG parameterization looks well designed compared to
the seemingly random layouts that are often produced when every turbine location is optimized
individually. This can play an important role in the public perception of large scale wind energy.
Second, BG parameterization has clear roads or shipping lanes naturally built into the design.
Roads and shipping lanes are requirements in wind farm design that are often neglected in research
studies.
Often, there are prohibited areas within a wind farm. This could be for many reasons, such
as natural geography, roads or shipping lanes, or a variety of other reasons. Although beyond the
scope of this paper, and not addressed in the results shown in Sect. 5.6, we have a few ideas on
how this would be handled with BG parameterization. Many prohibited zones, such as shipping
lanes, roads, or cable lines, are easily managed with a grid turbine layout, as these could easily be
designed to follow the existing grid layout. Other prohibited zones could be handled by the BG
parameterization, with no adjustments. This would be for cases where the prohibited zones are
relatively small. For other cases, where the prohibited zones are larger and more restrictive, slight
modifications would need to be made to the parameterization. The discrete variable of the inner
grid would be initially defined such that the turbine location constraints are met. This would likely
include some of the rows are not continuous, but have some gaps to accommodate the constraints.
Likewise, the boundary turbines would be defined slightly differently, in that there would be some
gaps to accommodate layout constraints.

5.8

Conclusions
In this paper, we have presented the new boundary-grid wind farm layout parameterization

method. This method uses only five design variables, regardless of the number of wind turbines,
but is capable of producing turbine layouts that perform just as well as or better than layouts
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where the location of each wind turbine has been optimized directly. We optimized the layout of 7
different wind farms with 3 different parameterization methods: a simple grid, directly optimizing
the location of each turbine, and our new Boundary-Grid parameterization. For each wind farm
and parameterization method, we ran 100 optimizations with randomly initialized design variables.
In every case, the the best layout achieved with the BG parameterization perform slightly better
than the best layout achieved with the direct optimizations.
In addition to being able to match the optimal energy production of wind farms that were
directly optimized, BG parameterization requires an order of magnitude fewer function calls to
reach a solution. This is with exact-analytic gradients, which means if finite-difference gradients or
a gradient-free optimization method were used instead, our parameterization method would require
at least two to three orders of magnitude fewer function calls to optimize. BG parameterization also
reduces the multimodality of the design space, simplifying the optimization process and making it
easier to find a good solution.
The BG layout definition places a portion of the wind turbines around the boundary, spaced
equally traversing the wind farm perimeter. The rest of the turbines are placed in a grid inside the
farm boundaries. The wind farm layouts created have a regular, aesthetically pleasing pattern,
naturally defined roads and shipping lanes, and an easily defined cabling pattern. BG parameterizations solves many of the problems that typically accompany wind farm layout optimization. It is
a simple, easily implemented technique that can immediately be applied by researchers and wind
farm developers, playing and important role in continued growth of wind energy.

Code and data availability
The code written for this paper is included here: DOI: 10.5281/zenodo.3523383. All dependencies, with the exception of the optimizer SNOPT are open source.
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CHAPTER 6.
A MODEL TO CALCULATE FATIGUE DAMAGE CAUSED BY PARTIAL WAKING DURING WIND FARM LAYOUT OPTIMIZATION

This chapter will soon be submitted to an academic journal.
Contributing Authors
Andrew P. J. Stanley and Andrew Ning, Brigham Young University
Jennifer King and Christopher Bay, the National Renewable Energy Laboratory
6.1

Abstract
Wind turbines operating in wind farms often operate in waked or partially waked condi-

tions, which can greatly increase the fatigue damage. Currently, the increased damage a turbine
experiences in a wind farm is not considered in wind farm layout optimization because existing
models are too computationally expensive. In this paper, we present a model to calculate fatigue
damage caused by partial waking on a wind turbine which computationally efficient and can be
included in wind farm layout optimization. The model relies on analytic velocity, turbulence, and
loads models commonly used in wind industry, and captures some of the effects of turbulence on
the fatigue loading. Compared to high fidelity simulation data, our model accurately predicts the
damage trends of various waking conditions. We also perform a wind farm layout optimization
with our presented model in which we maximize the annual energy production of a wind farm
while constraining the damage of each turbine. The results of our optimization show that the turbine damage can be constrained with only a very small sacrifice of less than 1% to the annual
energy production.
6.2

Introduction
Modern wind turbines are some of the largest machines in the world. Improvements in ma-

terials technologies in recent years have allowed for taller towers, longer blades, and more power
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output [204, 205]. Because of their large size and associated large loads, as well as the cyclic
loading caused by their rotational operation, fatigue is a vital consideration in wind turbine design [206]. Turbines must be designed to operate without failure and with minimal maintenance
for the duration of their lifetime, which is usually 20 years [207, 208]. The cyclic load variations
experienced by a wind turbine can be exacerbated when may turbines are built relatively close
together in a wind farm. Wind turbines extract momentum from the moving air, creating a wake
of slow moving wind behind them. In wind farms, turbine wakes can cause an uneven distribution
of wind speeds across the swept rotor areas of downstream turbines, which intensifies the load
fluctuations already present from turbulence and gravity. To make matters worse from a loads
perspective, wind farms are usually optimized for maximum power production. Wind farm optimization can be used to refer to turbine layout optimization when constructing the farm, or active
yaw or control to steer wakes away from downstream turbines. In each case, the objective is typically to maximize power by reducing the velocity deficits caused by wakes. This optimization
often leads to partially waked turbines which can be desirable for increasing power but devastating for the structure, which can cause turbines to fail earlier and increases overall costs. In order
to account for increased fatigue loading caused by partial waking in wind farms, we developed a
reduced order model to quickly calculate loads which can be used to constrain turbine damage in
an optimization framework.
Because they are large investments and their design is driven by fatigue, many researchers
have studied how different conditions affect wind turbine loading and fatigue. An early study by
Thomsen and Sørensen used field data and the aeroelastic code HawC to examine how different
atmospheric and waking conditions affect wind turbines. They found that fatigue loading increases
by 5–15% when a turbine is operating in a wake, compared to when it is operating in the freestream
[132]. Another more recent paper by Meng et al. finds similar results to the study performed by
Thomsen and Sørensen. They used the large eddy simulation code SOWFA and the finite element
analysis code BECAS to find that, for an open-source reference turbine, the fatigue loads increased
by 16% when the turbine operated in a wake, compared to the freestream [209]. A different paper
by Kim et al. found that when the turbulence intensity was increased from around 12% to around
20% in a wind farm, the fatigue loads increased between 30–50% [210]. This study highlights the
importance of turbulence in calculating the fatigue on a wind turbine. All three of these studies
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indicate that loading and fatigue are greatly affected in wind farms, where waking and partial
waking are normal operating conditions for many turbines in the farm.
In addition to characterizing fatigue loading in different conditions, several studies have
been dedicating to using active control strategies to reduce fatigue loading on wind turbines. In
one of the first studies on using turbine control to reduce loads, Bossanyi showed that individual
blade pitch control can be used to significantly reduce loading on the turbine structure [211]. Njiri
et al. developed a control method in which the power production is slightly sacrificed to alleviate
loads on the turbine structure. Near the end of a wind turbine’s usual lifetime, the generator can be
de-rated to extend it’s lifetime. The bending moments on the blades can be reduced by more than
35% by de-rating the generator from 100% to 70% [212]. Bernhammer et al. performed a study
with smart rotors, or rotors that use active aerodynamic devices (like flaps) to alter flow. They
found that by using smart rotors, the loads can be reduced by 5–15% [213].
The studies mentioned above use active control of wind turbines themselves to reduce
the loads experienced by wind turbines, with the implicit assumption that the inflow to the wind
turbine cannot be controlled. However, the inflow to a wind turbine can be somewhat controlled
through layout optimization of the wind farm. With appropriate models, the loads experienced by
each wind turbine in a farm can be predicted and constrained during optimization. Although this
is a straightforward idea, current fatigue load prediction models are computationally expensive,
and not suitable to be used in an optimization framework. In this paper we present a model to
quickly calculate load histories on wind turbine blades, and the associated fatigue damage. The
presented model is fast enough to be used in a wind farm layout optimization, and predicts the
damage trends for different waking and partial-waking conditions well compared to higher fidelity
methods. Additionally, we demonstrate the application of our newly presented model in a wind
farm layout optimization, and show how including fatigue damage constraints change the results
of the optimization.
6.3

Wind Turbine Loads Model
In this section, we describe concepts and methods we used to estimate the loads and fatigue

damage at the blade root of a wind turbine, and how the various steps and models fit together.
Before discussing the specifics of our methodology, it is important that we mention a few items.
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First, our proposed method relies on the ability to calculate the velocities and local turbulence
intensities at various points throughout the wind farm. Less accurate wind farm wake models
and turbulence intensity estimates will be able to predict the correct trends, but will not be as
successful in predicting the actual load histories and damage values. We will discuss the models
that we used and found success with. Second, we have validated our various models with the
large eddy simulation software Simulator fOr Wind Farm Applications (SOWFA) [150], and the
aeroelastic structural analysis software OpenFAST [214]. Both of these programs are open-source,
and created at the National Renewable Energy Laboratory (NREL). We used the velocity data from
SOWFA as the velocity input into OpenFAST to calculate the load histories on a wind turbine for
various waking conditions. For the models and results shown in this paper we used the NREL 5MW reference turbine, which is an open-source turbine design used in many research studies [127].
Refer to Appendix 1 at the end of this chapter for details about our SOWFA simulations.
The rest of this section will discuss the various details of the loads and damage model that
we present in this paper. Fatigue damage on a wind turbine is caused by cyclic loading as a turbine
rotates. These load variations are caused by gravity, uneven wind speed across the rotor caused
by partial waking, and turbulence. In fact, the loads on a turbine are more complicated than this,
because they depend on the interactions of all of these causes. To account for the interactions of all
of these fatigue drivers, our model predicts the loads on a turbine blade at a predetermined number
of azimuth angles and blade rotations. The predicted load history is then used to calculate the
fatigue damage a turbine blade experiences for a given turbine layout and wind condition. Figure
6.1 shows a general overview the model. As each part of the model is important and has some
subtleties, each will be discussed individually.

6.3.1

Sample from the Turbulence Distribution
The first step is to sample from a turbulence distribution. To account for the effect turbu-

lence has on the loads, we added the loads caused by turbulence to the steady state loads at the
desired azimuth angles and for the selected number of rotations. Thus, the total number of turbulence samples required was the number of desired azimuth angles multiplied by the number of
rotations to be modeled. We assumed that the velocity variations due to turbulence were Gaussian
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Figure 6.1: A flow chart of the damage calculation model used in this study.
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Figure 6.2: Histogram of the turbulence samples taken for this study. On the left are the 100
turbulence samples, on the right is the distribution formed by the difference of sequential values
from the turbulence samples.
and used Latin hypercube sampling to sample from a normal distribution with a mean of zero and
a standard deviation of one.
In addition to the values sampled, the order in which they appear is important. The model
performs best when the distribution formed by taking the difference of sequential values is also
approximately Gaussian. With a large enough sample, a random sample of a normal distribution
will automatically meet this criterion. However, there is no guarantee for smaller samples. Thus,
it is important to check that the samples and the difference of sequential values of the samples
are approximately Gaussian. In this paper, we evaluated the loads at two azimuth angles for one
hundred blade rotations, meaning we needed two hundred turbulence samples. The distribution
we used is shown in in the left subfigure of Fig. 6.2, and the distribution formed by the difference
between sequential values of the samples is shown in the right subfigure.

6.3.2

Calculate Steady-State Effective Turbine Wind Speed
After defining the turbulence samples, the next step is to calculate the steady-state effective

turbine wind speed. This is done with an analytic wake model used to predict wind speeds in a

125

wind farm. For this paper, we found good results with a modified Gaussian wake model presented
by Bastankhah and Port-Agel [33]. The original formulation of the model does not define the wake
deficit in the near wake region. This near-wake region, called the potential core, results in regions
behind wind turbines where the wind speed is undefined. These undefined regions in the space
make optimization difficult, as the objective function is undefined is some places. To mitigate this
issue, Thomas and Ning added a linear interpolation of the wake loss from the turbine up to where
it is defined by the wake model, which is the version used in this paper [191]. The most important
equation for this Gaussian wake model is shown in Eq. 6.1:
Dū
=
ū•

1

s

1

CT cos g
8sy sz /d 2

!

exp

✓

⇣y
0.5

d ⌘2

sy

◆

exp

✓

0.5

⇣z

zh ⌘2

sz

◆

(6.1)

where Dū/ū• is the velocity deficit in the wake; CT is the thrust coefficient; g is the yaw angle,
which is assumed to be zero throughout this paper; y d and z zh are the distances from the wake
center and the point of interest in the cross-stream horizontal and vertical directions, respectively;
and sy and sz are the standard deviations of the wake deficit, again in the cross-stream horizontal
and vertical directions, respectively. These standard deviations are defined in Eqs. 6.2 and 6.3.
sy = ky (x
sz = kz (x

D cos g
x0 ) + p
8

(6.2)

D
x0 ) + p
8

(6.3)

where D is the diameter of the wind turbine creating the wake, x

x0 is the distance downstream

from the end of the potential core to the point of interest, and ky and kz are unitless, and are
functions of the freestream turbulence intensity:
ky , kz = aTI + b

(6.4)

In Eq. 6.4, a and b are tuning parameters, while TI is the effective turbulence intensity to the
upstream wind turbine. For this paper, we used the tuning parameters a = 0.4062 and b = 0. The
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length of the potential core, x0 is defined in Eq. 6.5.
p
D cos g(1 + 1 CT )
x0 = p
p
2[a ⇤ TI + b ⇤ (1
1 CT )]

(6.5)

In this equation, a ⇤ and b ⇤ are turning parameters, for which we used the values a ⇤ = 8.059 and
b ⇤ = 0 in this paper. With the tuning parameters given, we were able to match velocity data from
SOWFA very well with the analytic wake model. Note that because the yaw angle, g, is assumed
to be zero throughout this paper, cos(g) = 1 meaning that sy = sz .
To calculate the the loads on a wind turbine in this study, we needed to be able to accurately
predict the local turbulence intensity throughout the wind farm. Additionally, for this wake model
we need the effective turbulence intensity for the inflow into a turbine. We used two different
models to fit these two requirements. The model to calculate local turbulence intensity will be
discussed in Section 6.3.3, while the algorithm to calculate the inflow turbulence intensity to a
turbine is given in Thomas et al. [215].
Figure 6.3 shows the velocity profiles predicted by the wake model compared to the time
average velocity data from our SOWFA runs for 4, 7, and 10 diameters downstream of a wind
turbine. The figure shows a horizontal sweep across the wake at hub height, at the distance downstream that is indicated. There is good agreement between the model and the SOWFA data for both
high and low turbulence. With low turbulence, the wakes propagate farther, leading to larger velocity deficits downstream of the turbine. With higher turbulence, the wakes dissipate more quickly
leading to smaller velocity deficits.
If the case of combined wakes, the total wind speed was calculated with a linear combination method, represented in Eq. 6.6.
ū = ū•

nTurbs

Â

i=1

ui

⇣ Dū ⌘
ū•

i

(6.6)

In this equation, ū is the local wind speed at a given point, ū• is the freestream wind speed,
nTurbs is the number of wind turbines upstream of the point of interest, ui is the inflow speed
⇣ ⌘
of an upstream turbine, and Dū•ū is the velocity deficit from an upstream turbine. This wake
i

combination method has been shown to work well with the Gaussian wake model we used [154].
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Figure 6.3: The wake deficits predicted by our large eddy simulation data compared to our analytic
wake model. The row on the top is for a low turbulence intensity of 4.6%, while the bottom is for
a high turbulence intensity of 8%. From left to right, each column represents the wake deficits at
4, 7, and 10 rotor diameters downstream of the turbine generating the wake.
The wake model above has all been defined to calculate the wind speed at a given point.
To determine the effective wind speed into a wind turbine, we took the average of the wind speed
calculated at four points across the rotor, shown in Fig. 6.4. We have found that sampling at these
four points gives an almost identical effective wind speed as sampling with many more points
across the rotor.
This section has discussed in detail the analytic wake model we used in this paper. Remember that the fatigue model that we will present does not require this specific wake model. However,
it does depend on the ability to provide accurate wind speeds for various locations throughout the
wind farm. We have found success with the wake model presented in this section, however other
wake models or methods to calculate the wind speed may also be used, as far as they are accurate.
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Figure 6.4: The sample points used to calculate the effective wind speed into a turbine.
6.3.3

Calculate Effective Blade Turbulence Intensity
The next step in the model is to calculate the effective blade turbulence intensity at each

azimuth angle, which is defined as the standard deviation of the streamwise wind speed divided
by the mean. This requires the ability to accurately calculate the turbulence intensity at any given
location. To accomplish this, we used a modified version of the model presented by Ishihara and
Qian [216]. This turbulence intensity model is described shown in Eq. 6.7.
DTI(x, y, z) =

1
d + e · x/D + f · (1 + x/D)

n
(r
·
k1 exp
2

D/2)2
(r + D/2)2 o
+
k
exp
2
2st2
2st2

d (z)
(6.7)

In this equation, TI is the added turbulence intensity caused by an upstream wind turbine, x and y
are the downstream and cross-stream distances from the point of interest to the upstream turbine, z
is the height of the point of interest, and D is the rotor diameter of the upstream turbine. The rest
of the values are represented by the following equations. The values for d, e, and f are given by
Eqs. 6.8, 6.9, and 6.10.
d = 2.3CT 1.2

(6.8)

e = TI0.1
a

(6.9)
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f = 0.7CT 3.2 TIa 0.45

(6.10)

In these equations, CT is the thrust coefficient of the upstream wind turbine, and TIa is the ambient
turbulence intensity. The radial distance to the point of interest, r , is given by Eq. 6.11,
q
r = y2 + (z

H)2

(6.11)

where H is the hub height of the upstream turbine. The values for k1 and k2 are given in Eqs. 6.12
and 6.13.
k1 =

8
>
<cos2 (p/2 · (r/D

k2 =

8
>
<cos2 (p/2 · (r/D + 0.5))
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>
:1
>
:0

r/D  0.5

(6.12)

r/D > 0.5
r/D  0.5

(6.13)

r/D > 0.5

Finally, st is a representative wake width for the local turbulence intensity model, which is shown
in Eq. 6.14.
st /D = k⇤ x/D + e

(6.14)

The values for k⇤ and e are given in Eqs. 6.15 and 6.16.
k⇤ = 0.11CT1.07 TI0.20
a

(6.15)

e = 0.23CT 0.25 TI0.17
a

(6.16)

We made some slight adjustments to this model by introducing two tuning parameters C1
and C2 , which change Eqs. 6.7 and 6.14. The new equations are shown in Eqs. 6.17 and 6.18.
DTI(x, y, z) =

1
1
(
C1 d + e · x/D + f · (1 + x/D)
st /D =

n
(r
·
k1 exp
2
1 ⇤
(k x/D + e)
C2

D/2)2
(r + D/2)2 o
+k
exp
d (z))
2
2st2
2st2
(6.17)
(6.18)

Figure 6.5 shows the predicted turbulence intensity from the model compared to our SOWFA
data. This is for a low freestream turbulence of 4.6%. The figure shows a sweep across the turbine
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Figure 6.5: The turbulence intensity predicted by our large eddy simulation data compared to our
analytic turbulence intensity model. This figure is for a freestream turbulence of 4.6%. From left to
right, each subfigure represents the turbulence intensity at 4, 7, and 10 rotor diameters downstream
of the turbine shedding the wake.
wake at hub height, at the indicated distance downstream. The parameters C1 and C2 were set to
1.2 and 2.5, respectively. Notice that there is very good agreement between the turbulence intensity
predicted by the model compared to our SOWFA data.
With the turbulence intensity model defined, the effective turbulence intensity over the
entire blade can be calculated. This is done by integrating the turbulence intensity over the length
of the blade, as shown in Eq. 6.19.
TIeff =

1
Rtip

Z Rtip
0

TI(r) dr

(6.19)

In this equation, TIeff is the effective turbulence intensity over the length of the blade, Rtip is the
raidus of the blade at the tip, TI is the local turbulence intensity evaluated along the length of the
blade, r. This effective turbulence intensity for the blade is evaluated for each azimuth angle that
is being considered.

6.3.4

Calculate Steady-State Bending Moments
The next step in this model is to calculate the steady state bending moments on the blade at

each azimuth angle of interest. First, the loading across the blade must be calculated with the wind
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Figure 6.6: Rotational speed and blade pitch angle versus wind speed for the NREL 5-MW reference turbine.
speeds that vary across the blade, using the same wake model described in step 2. We calculated
the loads using CCBlade, a blade element momentum method for propellers and turbines [217]. In
addition to the wind speeds experienced across the blade, these loads are dependent on the rotor
rotation speed and the blade pitch angle. These values are determined with the turbine control
scheme and the effective turbine inflow speed calculated in step 2. The rotation speeds and pitch
angles as a function of inflow wind speed for the NREL 5-MW reference turbine are shown in
Fig. 6.6. After calculating the loads along the blade, the moments can be determined by integrating
the loads along the length of the blade, show in Eq. 6.20.
M=

Z Rtip
0

Fr dr

(6.20)

In this equation, M is the bending moment caused by the loading along the blade, F is the loading
along the blade, and r is the distance along the blade. This is done for both the edgewise and
flapwise loads along the turbine blade. Because CCBlade only returns the aerodynamic loading on
the blade, it is important to also add on the moment caused by gravity to the edgewise moment.
In the results for this paper, we have assumed that the fatigue critical area is at the blade
root, where the bending moments are the highest. Although this may not always be the case, it is
a safe assumption to demonstrate the methodology and functionality of our model.
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6.3.5

Turbulence and Azimuth Loop
The three sections following this one discuss steps 6, 7, and 8. These steps occur in a loop,

which creates a load history which accounts for the different azimuth angles of the blade, and the
different loading that occurs each rotation from turbulence. We believe that for most cases, two
azimuth angles of 90 degrees and 270 degrees are sufficient. At these angles, the gravitational
loading is at the extreme values. Additionally, the load variations caused by partial waking are
the largest between these two azimuth angles. In some cases with high wind shear, it may be
appropriate to also include azimuth angles of 0 and 180 degrees, between which the differences
in wind speed due to wind shear are the largest. However, at these angles the moments due to
gravity are zero, indicating that the flapwise loads would need to be very large to introduce larger
load fluctuations than would occur at azimuth angles of 90 and 270 degrees. Therefore, for most
conditions just considering these two azimuth angles is sufficient. In addition to these two azimuth
angles, for this paper we create our loads distribution with 100 full blade rotations. We found
that this was sufficient to converge the damage values within an acceptable tolerance, while still
maintaining the desired fast computational speed.

6.3.6

Calculate Turbulent Effective Turbine Wind Speed
Once in the loop, the first step is to calculate the effective turbine wind speed with turbu-

lence. Turbulence intensity at a given point is defined in Eq. 6.21.
TI =

su
ū

(6.21)

In this equation, su is the standard deviation of the streamwise wind speed, and ū is the mean wind
speed at the given point. Using this definition of turbulence intensity, we defined the instantaneous
effective turbine velocity in Eq. 6.22.
Uturbulent = Usteady (1 + Si TI)

(6.22)

In this equation, Uturbulent is the instantaneous effective turbine inflow which accounts for turbulence, Usteady is the steady state turbine inflow velocity calculated in step 2, and Si is the turbulence
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sample corresponding to the azimuth angle and rotation being calculated, which was defined in
step 1. In our formulation of the model, we used the effective turbulence intensity calculated in
step 3 as TI in this equation (of course meaning the TI corresponding to the appropriate azimuth
angle). A more accurate formulation would be to calculate an effective turbulence intensity across
the entire rotor, instead of using the effective blade turbulence intensity defined in Eq. 6.19. However, after trying both methods we found that they were graphically indistinguishable, and decided
to use the blade turbulence intensity to remove a superfluous computation.

6.3.7

Calculate Rotational Speed
This step is very simple, but can be important when calculating the damage later on. Using

the control scheme of the turbine being modeled, the rotational speed of the turbine is calculated
and stored based on the turbulent effective turbine wind speed calculated previously. Figure 6.6
shows the rotation speed as a function of effective turbine wind speed for the reference turbine
used in this study.

6.3.8

Calculate Turbulent Bending Moments
This next critical step is to calculate the bending moment history with the instantaneous

wind speeds that take turbulence into account. This could be done directly, by calling CCBlade
within the turbulence and azimuth angle loop to get the blade loads, then convert them into bending moments. However, this is unnecessarily expensive. Sufficiently accurate bending moments
can be calculated by simply adjusting the steady bending moment calculated in step 4 with the
instantaneous turbulent wind speed. This adjustment is shown in Eq. 6.23.
Mturbulent = Msteady (1 + Si TIeff )

(6.23)

As in Eq. 6.22, Si is the turbulence sample for the azimuth angle and cycle being computed. The
moment Mturbulent is the bending moment considering turbulence, while Msteady is the steady bending moment that was calculated in step 4, corresponding to the appropriate azimuth angle. The
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turbulence intensity TIeff was calculated in Eq. 6.19 of step 3, again corresponding to the appropriate azimuth angle.
Note that the moment adjustment in Eq. 6.23 is made on the aerodynamic loads of both the
flapwise and edgewise moments. The moments caused by gravity are unaffected by the different
wind speeds. The moment histories are stored, and are used later in the model to calculated the
damage.

6.3.9

Radial Damage Location Loop
After completing the turbulence and azimuth angle loop, the moment history is complete.

However, the fatigue damage is dependent on the stress history, which is calculated from the moment history in the next step. The stress depends on how the flapwise and edgewise moments
interact at each load cycle, and is also different depending on the location around the circumference of the blade root where the stress is calculated. Without knowing the stress history, it is
impossible to know beforehand where will be the location of maximum damage. Thus, to make
sure we calculate the highest fatigue value experienced by a turbine for a given loading condition,
we calculated the stress history and the associated damage at several locations around the circumference of the blade root. Because exact opposite sides of the blade root experience the same stress
cycle, with just the sign flipped, we only considered locations around on half of the blade root. The
results shown in this paper were done with 50 stress location samples.

6.3.10

Convert Bending Moments to Stresses
Before calculating the damage, the moment history must be converted to a stress history at

the location of interest. This step, along with the next, is done in a loop for each location around
the circumference Finding the moments is a simple conversion, shown in Eq. 6.24 [218].
sy =

Mz x Mx z
+
Iz
Ix

(6.24)

In this equation, sy is the stress at the blade root, Mx and Mz are the moments about the x and
z axes, respectively, x and z are the distances from the center of the blade root to the location of
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interest in the x and z directions, and Ix and Iz are the second moments of inertia about the x and
z axes, respectively. We assume the the blade root is a hollow cylinder, for which the moment of
inertia is given in Eq 6.25.
Ix = Iz =

p 4
(R
4 outer

R4inner )

(6.25)

In this equation, Router represents the outer radius of the blade root, and Rinner represents the inner
radius. For the NREL 5-MW reference turbine, these values are 1.771 meters, and 1.711 meters,
respectively. Note that for these equations we are using the axes aligned with the wind farm,
where the x axis is in the freestream wind direction, the y axis is in the cross-stream direction,
along the blade, and the z axis is vertical. After testing, we found that the contribution from shear
was negligible compared to the bending moments, because of the large moment arms. As seen in
Eq. 6.24, we have ignored the contributions from the shear forces in the stress calculations.

6.3.11

Calculate Damage
From the stress history, the damage accumulated by a wind turbine throughout its lifetime

is calculated for the given load conditions. First, rainflow counting was used to determine all of
the stress cycle ranges and peaks. Rainflow counting is a commonly used method to extract all of
the loading cycles that occur in a noisy set of data [219]. A Goodman correction was then applied
to account for the mean loading effects, and extract an equivalent fully reversed load:
ser =

1

sa
sm /sU

(6.26)

where ser is the effective fully reversed stress amplitude, sa is the stress amplitude for a given
stress cycle, sm is the mean stress of the stress cycle, and sU is the material ultimate stress, which
was assumed to be 70 GPa at the blade root [220]. The cycles to failure for each effective fully
reversed load were then calculated as done in mLife, a wind turbine fatigue calculation code [221]:
Nfail =

⇣

sU ⌘m
ser ⇤ SF

(6.27)

where Nfail is the number of cycles to failure, SF is a safety factor, and m is the material dependent
Wöhler exponent. For composite turbine blades, it is typically assumed that m = 10, which is the
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value used in this study [222]. Miner’s rule was then used to calculate the damage accumulated by
a turbine over a 25-year lifespan, shown in Eq. 6.28:
di =

Ncycles,i
Nfail,i

(6.28)

where di is the damage accumulated by the blade at the specified location around the blade circumference and Ncycles,i is the number of cycles that the blade experiences at the given loading
condition. The number of cycles a blade would experience at a given condition over its lifetime is
defined in Eq. 6.29:
Ncycles,i =

86400 · 365.35 · Pi Nyears Ncount
tsimulated

(6.29)

where 86,400 is the number of seconds in a day, 365.25 is the number of days in a year, Pi is the
probability of the loading condition occurring, Nyears is the desired lifetime of the wind turbine
which was assumed to be 25 years for this study, Ncount is the number of times the given loading
condition happened during the simulation (this was extracted with the rainflow counting), and
tsimulated is the total time of the simulation. The equation defining tsimulated is given in Eq. 6.30.
tsimulated = Ncycles

2p
W

(6.30)

In this equation, Ncycles is the number of rotor rotations included in the simulation, which was 100
for the results shown in this paper, and W is the average of the rotor rotation speed, a history of
which was calculated in step 7.

6.3.12

Return Maximum Damage
Finally, after calculating the fatigue damage at each of the locations around the blade root

circumference, return the maximum damage value. We tested the model for a variety of loading
conditions and found that, for the situations that we tested, the locations of maximum damage were
all within ten degrees of each other. Returning the maximum damage is a conservative approach,
which is the equivalent of saying that the highest fatigue damage experienced around the blade root
for a given load history is experienced everywhere around the blade root. A more exact method
would be to store the damage experienced at each location separately, however because our testing
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indicated that the locations of maximum damage were all very close it was appropriate to return a
single maximum damage value.
6.4

Comparison of Fatigue Model to SOWFA/FAST Data
With our new model explained in Sec. 6.3, this section will show how it compares to the

high fidelity LES and loads simulations. All of the comparisons shown in this section demonstrate
the damage a turbine experiences for different amounts of partial waking. In each scenario, there
is one fixed upstream turbine, while a second turbine is moved across the wake. The damage to
the downstream turbine is shown for each location across the wake. Because of the computational
expense required for the SOWFA and OpenFAST runs, the data points are more scarce than those
for our new model. As was said earlier, these results shown are for the NREL 5-MW reference
turbine. The turbulence samples for these results are shown in Fig. 6.2, and there is a safety factor
of 1.15. Figures 6.7 and 6.8 show how our model compares to the high fidelity SOWFA and
OpenFAST data for a lower turbulence intensity case of 4.6%, and a higher turbulence intensity
case of 8%. In these two figures, we show the damage results for wind speeds of 10, 11, and
12 meters per second. These wind speeds are near rated speed, where the pitch angle is zero or
very small, which means these wind speeds should experience the highest normal operation load
fluctuations and associated fatigue damage.
Figure 6.7 shows how our model compares to the high fidelity data for the low turbulence
case. The model matches the SOWFA and OpenFAST data very well, across all of the turbine
spacings and wind speeds shown. Not only are the trends correct, but the magnitude of the damage
prediction is remarkably close to the higher fidelity data. This is particularly impressive because
the damage value is dependent on so many calculations that are required with high precision to
match at this level. Figure 6.8 shows how our model compares to the high fidelity data for the high
turbulence case. In this figure we can see that the model predicts the correct trends very well. The
offset location of peak damage is correct, and the relative differences between the different wind
speeds and turbine spacings are well represented. Unlike the low turbulence case however, the
magnitude of the damages predicted by our model are not as accurate. We significantly underpredict the damage, especially for the highest wind speed of 12 meters per second, and for the closest
turbine spacing of four rotor diameters.
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Figure 6.7: Comparison of our presented damage model to the damage predicted by the loads
from the SOWFA and OpenFAST data. This figure is for a freestream turbulence intensity of
4.6%. From top to bottom, each row represents different freestream wind speeds of 10, 11, and 12
meters per second. From left to right, each column represents different distances from the upstream
turbine of 4, 7, and 10 rotor diameters.
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Figure 6.8: Comparison of our presented damage model to the damage predicted by the loads from
the SOWFA and OpenFAST data. This figure is for a freestream turbulence intensity of 8%. From
top to bottom, each row represents different freestream wind speeds of 10, 11, and 12 meters per
second. From left to right, each column represents different distances from the upstream turbine
of 4, 7, and 10 rotor diameters.
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Figure 6.9: Comparison of our presented damage model to the damage predicted by the loads from
the SOWFA and OpenFAST data. This figure is for a freestream turbulence intensity of 4.6% and
a freestream wind speed of 13 meters per second. From left to right, each subfigure represents
different distances from the upstream turbine of 4, 7, and 10 rotor diameters.
For wind speeds lower than those shown in Figs. 6.7 and 6.8 (less than 10 meters per
second), our model matches the SOWFA and OpenFAST data very well. However, with the current
formulation of our model we are massively underpredicting the damage at higher wind speeds.
Figure 6.9 shows the damage value comparisons for the low turbulence case and a wind speed of
thirteen meters per second. As can be seen in this figure, our model is predicting very little damage,
while the high fidelity data is still indicating that significant damage occurs for a partially waked
turbine at this wind speed. This wind speed is above the rated wind speed for the wind turbine, and
is high enough that even when the downstream is waked or partially waked it is above the rated
wind speed. This means that, in theory, the blades would be pitched which would dramatically
decrease the loading. While this is what our model predicts in the current formulation, the SOWFA
and OpenFAST data for this scenario predicts lower pitch angles than we are in the model, which
is at least partially responsible for large differences in the damage predictions. Because our model
correctly predicts the locations and trends of turbine damage, the inaccuracies of our model in
predicting the damage for the high turbulence and high wind speed cases do not render the model
useless. It can still be used to identify and reduce areas of harmful partial waking. That said,
improvements to the model to increase the accuracy of these scenarios would be beneficial.
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One observation that is consistent across all of the results shown in Figs. 6.7–6.9 is that the
fatigue damage is higher when the turbine is partially waked on one side (with a negative offset
in how we have presented the data), but the damage is slightly lower or at least unaffected when
it is partially waked on the other side. While at first this may seem unintuitive, there is a simple
explanation for this behavior caused by the interaction of the gravitational loads and the edgewise
aerodynamic loads. If the blade is partially waked while rotating upwards, the aerodynamic loads
on the blade will be relatively lower. This means there is a smaller force to offset the gravitational
loads, and the load fluctuations will be higher than if the turbine is operating in freestream conditions. On the other hand, if the blade is partially waked while rotating downwards, the aerodynamic
loads acting in the same direction as the gravitational force are relatively lower. In this configuration, the load fluctuations are smaller than in freestream operating conditions. These interactions
are explained more clearly in Fig. 6.10.

6.5

Example Optimization
In this section we will discuss a representative wind farm layout optimization in which we

used our model to constrain the damage caused by partial waking throughout the wind farm. Before
discussing the optimization and the results, we’ll briefly describe the models and assumptions
we’ve made for this optimization. This optimization considers a wind farm with 40 turbines. As
with the rest of this paper, this wind farm layout optimization assumed the NREL 5-MW reference
turbine design throughout the farm. This turbine has a rotor diameter of 126.4 meters, a hub height
of 90 meters, a cut-in wind speed of 3 meters per second, a rated wind speed of 11.4 meters per
second, and a rated power of 5 megawatts. The power curve for this turbine was assumed to be
perfectly cubic, as represented in Eq. 6.31.
8
>
>
>
0
Ueff < Ucut-in
>
>
<
P = (Ueff /Urated )3 Prated Ucut-in  Ueff < Urated
>
>
>
>
>
:Prated
Ueff Urated

(6.31)

In this equation, Ueff is the effective inflow speed to the turbine, Ucut-in is the cut-in wind speed,
Urated is the rated wind speed, and Prated is the rated power. We assumed wind speeds that were all
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Figure 6.10: Exaggerated edgewise load differences for different waking scenarios. Shown conditions are freestream, partially waked that increase load fluctuations, and partially waked that
decrease load fluctuations. The different combinations of the gravitational force and the aerodynamic force along the blade cause different load fluctuations. Blade positions 1 and 2 are labeled
on the turbine figures on the left, which correspond to the numbered points in the loading figures
on the right.
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Figure 6.11: The wind rose and directional wind speeds used in our optimization. The direction
data is divided into 24 bins, one every 15 degrees.
relatively low, and thus did not need to consider a cut-out wind speed. Additionally, we assumed
the turbines always faced directly into the oncoming wind, that the terrain was flat, and a safety
factor of 1.25 for the fatigue calculations.
Figure 6.11 shows the wind rose and wind speed distributions we used for this study. This
wind probability distribution is from the Horns Rev wind farm, as is the wind speed distribution,
except we increased all of the wind speeds by three meters per second so they were closer to the
rated wind speed of the NREL 5-MW reference turbine. We used 24 wind direction bins (every
15 degrees), and assumed directionally averaged wind speeds. We assumed a wind shear exponent
of 0.15, and a freestream turbulence intensity of 4.6% (corresponding to Fig. 6.7 for the damage
calculations).
The objective of this optimization was to maximize the annual energy production (AEP) of
the wind farm with respect to the location of each turbine. The rotor hubs were constrained to be
at least two rotor diameters apart from each other. Additionally there were boundary constraints
which forced the turbines to remain in a fixed wind farm boundary. The size of the boundary
resulted in an average turbine spacing of about 5.2 rotor diameters. Finally, the total fatigue damage
was constrained to be less than 0.2. When considering fatigue damage, the assumption is that
failure occurs when the damage value reaches unity. However, with the layout optimization we are
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only considering the additional damage caused by waking and partial waking of the wind turbines.
Other significant drivers of fatigue are extreme wind gusts and cases of extreme wind shear and
veer. There phenomena are not captured with our presented model, therefore we must constrain
the optimization to some value less than one. Although our chosen value of 0.2 is arbitrary, it is
sufficient for this example optimization in demonstrating the capabilities of our model. If full, this
optimization is represented in Eq. 6.32.
maximize AEP
w.r.t.

x j , y j ( j = 1, . . . , 40)

subject to boundary constraints

(6.32)

spacing constraints
damage j < 0.2 ( j = 1, . . . , 40)
The optimizer that we used for this was SNOPT, a gradient-based optimizer which works
well for large problems with many design variables and constraints [203]. We provided exact,
analytic gradients to the optimizer using ForwardDiff, an automatic differentiation package in Julia [157]. In order to provide a point of reference and find a starting point for our final optimization
with damage constraints, we first ran 200 optimizations of the wind farm without damage constraints and with randomly initialized design variables. We then chose the layout with the highest
AEP, and used that as the starting point for our optimization with loads constraints.
Figures 6.12 and 6.13 show the results from our optimization. Figure 6.12 shows the optimal turbine layouts with and without damage constraints. The AEP for the turbine layout without
damage constraints is 1300.1 GWh, while the AEP for the layout with damage constraints is 1291.6
GWh. With the optimization method we used, there is a small sacrifice in AEP of less than 1%
required to meet the maximum damage requirements. Notice the small differences in the layouts
with and without damage constraints. While small variations can be seen throughout the wind
farm, the most visible differences are seen on the right boundary, where the turbines are spaced
very close together. Looking at Fig. 6.7, we can see that the damage from partial waking can be
very high when the turbines are very close together. Therefore, in order to meet the damage constraints, these turbines that started close together needed to be carefully repositioned in order to
145

Figure 6.12: The optimal layout results from our optimization. On the left are the optimal turbine
locations when the turbine layout is optimized without damage constraints. On the right are the
turbine locations when damage from partial waking is constrained to be less than 0.2. The dotted
black lines represent the wind farm boundary, and the circles represent the wind turbines, with the
circle diameter accurately scaled to represent the turbine rotor diameter.
avoid configurations with detrimental partial waking. Turbines that were already spaced far apart
did not need to move as much because the wakes between these turbines already recovered most
of the way, meaning damage from partial waking is already minimal.
Figure 6.13 shows the total damage accumulated by every turbine for each of the layouts
shown in Fig. 6.12. For the layout which was optimized without damage constraints, a little less
than half of the turbines violate the desired maximum damage of 0.2. There is one turbine damage
that is greater than 0.5, which is extremely high compared to the desired value and to the rest of
the turbines. With damage constraints activated, we were able to reduce the damage from partial
waking to the desired value of 0.2 for every turbine in the wind farm, including the one with a very
high damage value over 0.5.
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Figure 6.13: The fatigue damage of each turbine in our wind farm layout optimizations. On the
left are the damages for the wind farm layout optimized without damage constraints, while on the
right are the damages with the maximum damaged constrained to be less than 0.2.
6.6

Conclusions
In this paper, we have presented a model to predict fatigue damage on wind turbines caused

by partial waking throughout the farm. The model predicts the trends of turbine damage very
well, and the configurations with the worst damage. The model we presented is computationally
efficient, such that is can be used in an optimization framework to constrain or minimize the turbine
damage throughout the wind farm. In an example optimization, we optimized the layout of turbines
in a wind farm, while constraining the damage caused by partial waking. We found that, at least
in this case, the damage could be successfully constrained, with a minimal sacrifice to the optimal
annual energy production.
The area of loads and fatigue consideration in wind farm layout optimization has huge
potential for continued research. For continuation of this specific research paper, we have a few
specific recommendations. First, improve the model performance for high wind speed and high turbulence cases. In Figs. 6.7, 6.8, and 6.9 show that the current model formulation predicts trends and
actual damage values very well for low turbulence conditions and wind speeds up through slightly
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above the turbine’s rated wind speed. For high turbulence conditions and higher wind speeds, the
model predicts the trends well but underpredicts the damage values. Second, conduct a deeper
investigation into how including damage constraints in wind farm layout optimization affects farm
design and performance. For the optimization we have shown, and in simple optimizations we
have run in the past [145], we found that the damage can be constrained with minimal sacrifice to
the energy production. Considering a wider variety of wind farms and wind resources would be
useful to confirm or clarify this conclusion. Third, we recommend coupling our proposed model
with active wind farm control optimization. Additional damage reductions are likely achievable
by coupling layout and control optimization.
The model that we have proposed is an important step towards layout optimization which
considers turbine loading and fatigue. Current research includes using active turbine control to
reduce loading on turbines, including more research into turbine de-rating as wind farms begin to
reach the end of their original design lifetime. These areas will continue to be important areas of
focus, however fatigue damage will be further reduced when considered during layout optimization
of the wind farm.
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Appendix 1: Large Eddy Simulation
The Simulator fOr Wind Farm Applications (SOWFA) was used to generate the inflow data
which was used to calculate the loads with which to compare our model. SOWFA is a high-fidelity
large eddy simulation tool that was developed at the National Renewable Energy Laboratory for
wind farm studies. It is based on the open source CFD solver OpenFOAM, and can be coupled
with NREL’s FAST modeling tool. SOWFA has been used in several previous wind farm control
studies [32, 101, 223].
In this paper, SOWFA uses an actutator disk model to represent the turbine in an atmospheric boundary layer. It solves the three-dimensional incompressible Navier-Stokes equations
and transport of potential temperature equations, which take into account thermal buoyancy and
Earth rotation (Coriolis) effects in the atmosphere. The inflow conditions for this simulation are
generated using a periodic atmospheric boundary layer precursor with no turbines. Additional
details can be found in [223].
All simulations performed in this study used a neutral boundary layer and were simulated
in a 5km⇥2km⇥1km domain. Low turbulence cases had approximately 4.6% turbulence intensity
and high turbulence cases has approximately 8% turbulence intensity. Simulations were run for
the following cases:
• 10 m/s low and high turbulence
• 11 m/s low and high turbulence
• 12 m/s low and high turbulence
• 13 m/s low and high turbulence
Inflow data for the OpenFAST simulations was generated based on the respective SOWFA
simulations for the different cases. Slices of the SOWFA data were taken at different distances
downstream from an upstream turbine, as shown in Figure 6.14. These planes were then processed
from the SOWFA .vtk data into three component wind files (U, V, and W) of the binary HAWCstyle full-field format, which can be specified in the InflowWind.dat file used by OpenFAST. This
process provided the time-series wind inflow information used by OpenFAST to generate the turbine load data at the different distances downstream, and at different cross stream locations.
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Figure 6.14: Examples of SOWFA data used to generate inflow for FAST simulations. The slices
show the flowfield for one instant in time.
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CHAPTER 7.

7.1

CONCLUSION

Overall Conclusions
Wind farm layout optimization is an important part of wind farm design. In this disserta-

tion, we presented three specific improvements that we have made to wind farm layout optimization. In Chapters 3 and 4, we presented two studies which gave a methodology for coupled wind
farm layout and wind farm design optimization. This breaks free from the assumption that every
turbine in a wind farm is or should have the same design. Although modeling and optimizing
wind farms with different turbine designs throughout is more complicated, we have shown the
wind farms and wind conditions for which heterogeneous turbines throughout the wind farm are
extremely beneficial compared to homogeneous turbines. All wind farms benefit from coupled
design of wind turbines and layout optimization as opposed to performing these optimizations sequentially. Wind farms with closely spaced turbines and high wind shear can greatly benefit from
allowing turbine designs to be different throughout the farm. When turbines are allowed to be
different heights and have different rotor diameters, the turbines can better utilize the space of the
wind farm and avoid wakes from other turbines in the farm, which increases the farm efficiency.
Additionally, coupling in the optimization of the rated power, tower design parameters, and blade
design parameters allows the turbine design to be most cost effective for the energy it produces
and still meet the structural requirements.
Although not useful for all scenarios, many wind farms could benefit greatly from nonhomogeneous turbine designs. The two studies mentioned in the previous paragraph help with the
paradigm shift from always assuming all turbines in a farm are the same, to considering different
turbine designs and coupled turbine design and layout optimization. Additionally, these studies are
important in identifying which situations would benefit most from heterogeneous turbine design,
and to give an idea of how much improvement can be expected.
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In Chapter 5, we presented a method to reduce the variables in wind farm layout optimization. In past studies, wind farm layouts have been defined with a few simple parameters which lead
to simplistic layouts, or the location of each turbine has been defined individually which requires
many design variables. We presented the boundary-grid parameterization method, which uses five
variables to define the layout of every turbine in a wind farm. With these five variables, we were
able to create wind farm layouts that performed just as well as layouts where the location of every
turbine was optimized individually. Additionally, our method was able to optimize the layouts with
a 1–2 order of magnitude reduction in the computational expense.
The presented layout parameterization method has important implications in wind farm
design. For all optimization methods, but particularly the gradient-free methods most commonly
used in wind farm optimization, the computational expense required scales poorly with increasing
numbers of design variables. For small wind farms, with relatively few turbines, it is fully feasible
and efficient to perform a layout optimization using current methods. However, for larger wind
farms it becomes impractical or even infeasible to optimize the layout of every turbine individually. For these larger wind farms, there are simply too many design variables to allow efficient and
effective optimization. The new parameterization method allows for layout optimization of extremely large wind, while still achieving optimal performance and without increasing the number
of design variables.
In Chapter 6, we presented a model that can calculate fatigue damage on wind turbines
caused by partial waking. This model is computationally efficient enough to by used within a wind
farm layout optimization, which allows for the damage to be constrained or minimized during the
optimization. Additionally, we performed an example optimization with this model in which we
maximized the annual energy production of a wind farm while constraining the damage of any
turbine in the farm. Constraining the turbine damage was achieved with only a small sacrifice
in the energy production of less than 1%, compared to when the layout was optimized without
damage constraints.
Reducing loads and fatigue damage on wind turbines is important for safety, performance,
and longevity of wind turbines. While many researchers have explored using turbine control methods to reduce loading, We are unaware of any current publications that consider loading and fatigue
during wind farm layout optimization. The model is the first of its kind, allowing wind farm de152

signers to account for damage from partial waking in turbine layout optimization. Additionally,
the example optimization and results from other preliminary studies on this topic indicate that the
damage in a wind farm can be successfully constrained with little to no effect on the energy production of the farm. The additional constraint is essentially free when considering the wind farm
performance.

7.2

Contributions
As a graduate researcher, I have worked hard to improve the design and optimization of

wind farms. Here is a succinct list of my major contributions to knowledge as doctoral student.
• Further understanding of coupled turbine design and wind farm layout optimization.
I have quantified the expected gains from coupled optimization and non-homogeneous turbines used throughout a wind farm. Additionally, I have identified the scenarios which may
benefit most from these design and optimization methods. Although this contribution is
incremental, it is an important step to improving wind farm performance.
• A new parameterization method to define wind farm layouts. The method requires only
5 variables, and can define wind farms that perform just as well as those where turbine
locations are each defined individually.
• A new model to quickly calculate fatigue, which is fast enough to use in an optimization
framework. This can be used to constrain fatigue damage caused by waking and partial
waking during wind farm layout optimization.

7.3

Recommendations for Future Work
As with all research, the topics discussed in this dissertation have improvements and contin-

uations that could be made. We will mention here some of those that we think are most important
and valuable. Because the chapters already have their own individual conclusions sections, some
of the recommendations made here may have already been mentioned before.
On the topic of heterogeneous turbine design in a wind farm, there are two areas that would
be interesting for continued research. First is to further approach complete design of the wind
153

turbines coupled with the turbine layout. In this dissertation, we discuss the variables of turbine
height, rotor diameter, rated power, tower design parameters, and blade design parameters. While
these are important variables which define a large part of the wind turbines, including more aspects
of the turbine design will be instructive. Second is to include discrete variables in the mixed turbine
wind farm optimization. Specifically, this includes the total number of turbines in the wind farm,
and the number of turbines in each turbine design group. In the studies above, we assumed that the
number of turbines in each design group was equal when this assumption is likely suboptimal.
With regards to the boundary-grid parameterization method, there are several areas of continued research which could be very interesting and impactful. First, make the necessary adjustments, and apply the boundary-grid method to a wind farm with concave and disjointed boundaries. In this dissertation, we assumed the boundaries were continuous and convex. While this is
appropriate and useful for many potential wind farms, others may be limited by this assumption.
Second, use the boundary-grid method to optimize a wind farm without a fixed boundary shape
and/or size. To accomplish this a few additions would need to be made in the model. Cabling
costs and land use costs would need to be included in the optimization to prevent the turbines from
simply spreading very far apart. This could also be accomplished by fixing the total area of the
wind farm but allowing the shape to change. Also, additional variables would need to be included
to define the boundary shape. This could be accomplished with vertex points, splines, or some
some other method of defining curves. Third, apply further testing of the boundary-grid parameterization method with larger wind farms. In this dissertation we tested the method in wind farms
with one hundred turbines. While this is large, the parameterization method should perform even
better comparatively in much larger wind farms. Theoretically, optimizing using this method is
limited only by the time it takes to analyze the wind farm, not by the number of turbines. Fourth,
and finally, apply boundary-grid parameterization in a wind farm optimization with additional constraints, such as the fatigue damage constraints introduced in this dissertation or restricted areas
within the wind farm boundary. While the method performs well for the relatively simple cases that
we tested for this dissertation, it may have a more difficult time optimizing more complex problems. Understanding the methods full capabilities and limitations will be important when applying
it in the future.
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Lastly, regarding the fatigue damage model to be applied in wind farm layout optimization,
there are also several areas of improvement and additional research that can be performed. First
and obviously is to improve the model to better represent the high fidelity data for high wind speed
and high turbulence intensity cases. As is, the damage model is very good at predicting undesirable
locations that result in increased turbine damage. However, for the high wind speeds and turbulence
intensities, the model underpredicts the actual damage. Second, perform many more wind farm
layout optimizations with damage constraints, for a variety of wind farm sizes, turbine spacings,
and wind resources. Currently, the optimization results indicate that wind farm damage can be
successfully constrained without much sacrifice to the wind farm performance. While this is true
for the limited cases that we have already tested, it will be important to know if that is always the
case, or if there are limitations. Third will be to include the damage model with wind farm control
optimization. Active yaw control of turbines in a wind farm can be used to deflect wakes away
from downstream turbines, increasing the overall power production in the farm. By including the
damage model presented in this dissertation, turbine loads could also be constrained or minimized.
This could be particularly interesting, because active yaw control allows the wakes to be deflected
in either direction, which could allow the freedom to deflect wakes to the side of a downstream
turbine that does not increase fatigue damage, but produces the same amount of energy.

7.4

Closing
Wind energy really is amazing. It is renewable, clean, and cost competitive with other

common sources of energy. As with anything, there are downsides. Although I have not provided
solutions to all of the challenges faced by the wind industry, I hope and expect that the research
I performed for this dissertation will improve wind farm optimization and the wind industry in
general.
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