This manuscript is motivated by presenting a new combined numerical scheme based on backward differentiation formula (BDF) and generalized differential quadrature method (GDQM). The proposed scheme has been applied to the well-known KdV equation in different models. The stability analysis has been investigated, too.
Introduction
Nonlinear evolution equations (NLEEs) represent a rich field for researchers due to their enormous applications in different engineering aspects. Fluid dynamics, shallow water waves, ocean waves, plasma explosions and wave propagation in optical fibers are like drops in the ocean of NLEEs applications. During last few decades, continuous efforts are exerted by different researchers to analyze and investigate different models of NLEEs either by analytic or numerical techniques. Similarity transformations [1] [2] [3] [4] [5] [6] , Lax-pair [1, [7] [8] [9] [10] , transformed rational function [11] [12] [13] , / [13, 14] and sin-cosine methods [15] [16] [17] are some of famous methods in solving NLEEs. One of the most common evolution equations is Burgers' equation. Various numerical algorithms have been exploited to numerically solve NLEEs especially Burgers' equation to achieve minimized errors with respect to analytical solutions. Finite difference and other modifications [18] [19] [20] [21] [22] [23] [24] , finite element and B-spline finite element [25] [26] [27] , spectral least squares method [28] [29] [30] , variational iteration method [31, 32] , Adomian-Pade technique [33] , homotopy analysis [34] and automatic differentiation method [35] are examples of such numerical techniques. Moreover, miscellaneous numerical techniques have been employed either for Burgers' equation or other engineering applications such as boundary element techniques for cavitation of hydrofoils [36, 37] , finite element for channel flow with obstacles [38] , modified diffusion coefficient technique for convection diffusion equation [39] and differential quadrature for functionally graded nanobeams [40, 41] .
The proposed technique is based on discretizing the spatial direction using Chebyshev function while the differential quadrature method is employed to attain the spatial derivatives. Backward differentiation formula (BDF) has been utilized to obtain time derivative. To validate the proposed technique, it has been applied to one and dimensional Burgers' equation in addition to coupled model of the same equation. The present manuscript is arranged as follows. The proposed technique and solution procedures is presented in section 2. The error analysis of the considered scheme is being illustrated in section 3. The numerical attained results are shown in section 4. The paper is terminated by conclusions remarks in section 5.
The proposed technique
In this section, the proposed technique is illustrated to solve different cases of Burgers' equation. One, two-dimensional and coupled equations of Burgers' equation is being investigated throughout this paragraph.
One-dimensional Burgers' equation
Consider one-dimensional Burgers' equation in the following form: 
3)
The technique starts by discretization in time domain by using p th order backward differentiation formula (BDF) [42] . Equation (2.1) can be rewritten as:
4)
The time interval [0, T] is to be divided into N steps 0 = t ! ≤ t ≤ ⋯ ≤ t & = , with constant time step ∆ = /N and ) = * ∆ for = 1,2, … . . , N. Then, second order backward differentiation formula (BDF-2) [23] along t domain is applied. Equation (2.4) becomes:
Obviously, applying equation (2.5) at each time step requires obtaining the solutions in two previous time levels. Hence:
At n=1, the solution at time level − 1 can be directly obtained using the initial condition while the solution at level can be attained using backward Euler Formula (BDF-1):
The nonlinear term appearing in (2.5) is required to be linearized to be ready for calculations. The linearization process is based on the approximation [43] )/ )/ ≈ 5 )/ )/ , where 5 6/ is computed by linear extrapolation using ) and )2 as: where @ )/ = )/ − ) and @ ) = ) − )2 . Using (2.7), equation (2.5) is rewritten as: 
Now, the discretization process in time domain has been accomplished. The next step in the proposed scheme is to discretize the spatial direction using Chebyshev function and use generalized differential quadrature method (GDQM) to construct the first and second derivatives [44] [45] [46] . Divide the interval [ , ] into M nodes = x ≤ x ≤ ⋯ ≤ x D = according to
Chebyshev-Gauss-Lobatto distribution E = + F − 91 − cos 9 E2 F2 J>> , K = 1,2, . . L. The derivatives are obtained using GDQM at a given node by approximating it using a weighted sum of the function values at all domain nodes according to the relation: To construct matrix form, the discrete values of dependent variable E = E at nodes are to be given as a vector = , , … F ^. Moreover, the first derivative vector is assumed to be _ = _, then
where, c = d ES e represents the weighting coefficient matrix of first derivative. Matrix multiplication can be used to construct weighting coefficients for higher derivatives. For example, for the second derivative, _ = c _ = cc = c so c = c is weighting matrix for second derivative. Generally, for m th derivative, the coefficient matrix is given by c T = c T . Now, equation (2.8) is transformed to: In the proposed scheme, the time step is considered as a constant value. So, @ )/ = @ ) = ∆ and equation (2.13) will be rearrange as:
Equation (2.14) can be written in a simple form:
where,
Equation (2.15) can be solved efficiently by Thomas algorithm to get the solution vector = , , … F at the step time (n+1).
Two-dimensional Burgers' equation
Consider two-dimensional Burgers' equation in the following form: 
where;
is discretized in the spatial directions and the derivatives are obtained as in section 2.1 to get the following equation:
where, p and p , are the first and second derivatives respectively, which are obtained as in section 2.1 by applying the GDQM in y direction.
Equation (2.21) will be rearrange and written in a simple form:
Equation (2.22) can be solved efficiently by Thomas algorithm to get the solution vector = , , … F at the step time (n+1).
Two-dimensional Coupled Burgers' equations:
Consider the following coupled equation r , m, = v , m ; , m ∈ qΩ, > 0, Equation (2.23) is discretized the time region by the same proposed scheme described in section 2.1 to be in the following form:
As in the previous section 2.2, equation (2.26) will be written in a simple form:
Equation (2.28) can be solved efficiently by Thomas algorithm to get the solution vector = , , … F and r = r, r , … r F at the step time (n+1).
Stability Analysis
After discretization process using the proposed scheme, equation (2.1) are transformed to the following set of ordinary differential equations in time:
while the coupled version of Burgers' equations (2.23) is transformed to:
R=f c ‚ ‚ p h, and 1-|_~= , 1 , … , ƒ2 is the unknown vector variable at the internal node of the grid. ‰ are the matrices of the weighting coefficients ES ‰ (r = 1, 2) respectively and given by:
, while, c ‰ and p ‰ are square block diagonal matrices (N −2) × (M −2) of the weighting coefficients ES ‰ , " ES ‰ (r = 1 , 2) respectively and given by:
. I and O are the matrices of order (N−2) and (M−2). Also, c ‰ and p ‰ are square block diagonal matrices ( each of order (N −2) × (M −2)) with the weighting coefficients ES ‰ , " ES ‰ (r = 1 , 2) respectively.
The stability of the proposed scheme depends on the stability of the system (3.1) and (3.2). The eigen values of the coefficient matrices P, A and B represent the base stone of stability analysis. The system (3.1) and (3.2) will be stable if the real part of each eigen value of P and R are either negative or zero which is illustrated by Figs. 1-3.
Results and discussion
L2 and L∞ error norms are computed after each time step by using the following definitions:
where ™ š› , ›oeT• ™M are the exact and computed solutions at each point, respectively.
Error analysis for 1-D Burgers' equation
The analysis has been executed on two cases of relevant boundary and initial conditions.
Case 1:
Burgers' equation, (2.1)-(2.3), has been solve with initial and boundary conditions which are taken from the exact solution given by Wood [47] :
A comparison between numerical results of the proposed technique with Mittal and Jain work [48] and exact solution, equation (4.2), of case1 has been established with -=2,N = 40, Δ = 0.0001and T= 0.001for Re=1, 10 at different nodes. The results are tabulated in Table 1 . Another Comparison of and errors of case 1 with -=100, T=1 and Δ =0.01 at different Re and N is illustrated in Table 2 for the present work compared to previous works [48] [49] [50] . Also, and errors of case 1 compared to Jiwari's work [51] , with -=2 and Δ =0.001 for T= 0.1, 0.5 at different Re,are shown in Table 3 . Figures 4 and 5 illustrate the numerical solution graphically at different values ofand Re, respectively.
Case 2:
In this case, Burgers' equations, (2.1)-(2.3), is solved with initial condition:
and the boundary conditions:
where exact solution is given by: Table 4 for Re =100 and Δt = 0.001at different time and nodes. 
Error analysis for 2-D Burgers' equation
The solution of 2D Burgers' equation described by(2.16)-(2.18) is considered over a square domain º ∶ 0,1 × 0,1 with initial condition: for which the exact solution is given as:
, m, = /™ ¼½ ¾<¿¤ § , , m ∈ º , ≥ 0. (4.8) Table 6 illustrates absolute errors comparison between numerical solutions of Liu et al. [53] and the proposed scheme with Δt=0.001, Re =20 and grid size= 16×16 at some specific points for 2D Burgers' model. Also, the proposed scheme and error norms are compared to other authors' works [53] [54] [55] and the comparison is tabulated in Table 7 . Moreover, Table 8 presents and error norms with Δt=0.0005 and grid size of 16×16 at different time and Re values. Figure 9 depicts the numerical solution at different values of T, while Fig. 10 illustrates a comparison between numerical and exact solution of the equation.
Error analysis for 2D coupled Burgers' equations
The two-dimensional coupled Burgers' equations, (2.23) -(2.25), have been solve over a square domain º ∶ 0,1 × 0,1 with initial and boundary conditions considered according to exact solutions given by Li et al. work [56] : , , m ∈ º , ≥ 0. (4.9) Table 9 illustrates and error norms for u component at Re =100 and different time. A comparison with respect to the exact solution, equation (4.9), and previous works of Shukla et al [57] and Shi et al [58] of u is illustrated in Table 10 and v in Table 11 at Re =100 and 20×20 grid size. A graphical illustration of both numerical and exact solution is shown in Fig. 11 .
Conclusions
The proposed numerical scheme is based on second order backward differentiation formula (BDF2) in time space and generalized differential quadrature method (GDQM) in spatial space. The scheme has been employed to solve Burgers' equation in three cases, onedimensional, two-dimensional and coupled two-dimensional models. The numerical results showed the effectiveness of the proposed scheme compared with the numerical schemes in the literature. The obtained errors in all cases are less than those obtained by other schemes at different values of Re and . Tables2 and 3 show that the proposed scheme produces error norms, , of significant decrease percentage compared to previous works of Mittal and Jain [48] , Rahman et al. [49] , Tamsir et al. [50] and Jiwari [51] . Moreover, in case of (2+1)dimensional model, Tables 6 and 7 illustrate another superiority of the proposed scheme compared to other works of Liu et al. [53] , Mittal and Tripathi [54] and Arora and Joshi [55] . Besides, in case of (2+1)-dimensional coupled model, the proposed scheme emphasizes its efficiency in reducing error norms compared to Li et al work [56] at different times. The stability analysis has been also executed emphasizing the stability of the proposed technique on the same manner described by Tamsir et al. [50, 59] . 
