Abstract. A method of proving Hardy's type inequality for orthogonal expansions is presented in a rather general setting. Then sharp multi-dimensional Hardy's inequality associated with the Laguerre functions of convolution type is proved for type index α ∈ [−1/2, ∞)
Introduction
Kanjin [7] initiated investigation of Hardy's inequalities associated with certain orthogonal expansions. Namely, consider a measure space (X, µ), where X is one of the domains:
, and µ is the corresponding Lebesgue measure. For a suitable orthonormal basis {ϕ n } n∈N d in L 2 (X, µ), the following inequality was studied (1) 
where n = (n 1 , . . . , n d ), the symbol ·, · denotes the inner product in L 2 (X, µ), and H 1 (X, µ) is an appropriate Hardy space. The main difficulty lies not only in establishing (1) , but also in finding the smallest admissible exponent E, for which such inequality holds. Kanjin's research was inspired by the well known Hardy inequality, which states that (see [6] )
wheref (k) is the k-th Fourier coefficient of f and Re H 1 stands for the real Hardy space composed of the boundary values of the real parts of functions in the Hardy space H 1 (D), where D is the unit disk in the plane.
Kanjin [7] studied two orthogonal settings: the Hermite and the standard Laguerre functions, both in the one-dimensional case. The obtained admissible exponents were 29/36 and 1, respectively. Later Radha [16] proved the multi-dimensional version of Hardy's inequality for the Hermite and the special Hermite expansions with appropriate admissible exponents depending on the dimension d. The same settings were investigated by Radha and Thangavelu [17] . Their result was complemented by Balasubramanian and Radha [4] . The one-dimensional version of (1) for the Hermite functions has recently been studied by Z. Li, Y. Yu, and Y. Shi [11] . The admissible exponent for the Hermite expansions was finally established as 3d/4. However, it is not known if the inequality is sharp, that is, if the obtained exponent is the smallest possible.
Hardy's inequality was also considered in the context of other orthogonal expansions. Kanjin and Sato [9] investigated the Jacobi setting. Moreover, the case of the multidimensional Laguerre expansions of Hermite type was studied by the author in [15] , where the obtained admissible exponent was also equal to 3d/4. Many authors examined the analogues of (1) replacing the Hardy space H 1 by H p for p ∈ (0, 1) (see [4, 17, 18] ). Several types of Laguerre function expansions appear in the literature (see e.g. [14, 21] ). In this paper we shall consider two of them: the expansions with respect to the standard Laguerre functions L α n , and to the Laguerre functions of convolution type ℓ α n . We do not explore the Laguerre polynomial setting because the underlying measure is non-doubling. The studied cases are indeed different in the sense that Hardy's inequality proved in one system does not imply the analogous results for the other expansions.
The main aim of this article is to investigate Hardy's inequality in the context of the multi-dimensional Laguerre expansions of convolution type, which, up to our knowledge, was never considered before. One of the main novelties is that the measure associated with the underlying space in not Lebesgue measure. However, it is doubling, hence the considered space is a space of homogeneous type (see [5] ), and therefore the Hardy space is properly defined.
The next new important feature of the obtained inequality is its sharpness. The explicit counterexample is constructed to show that the admissible exponent cannot be lowered. It turns out that in both Laguerre-type expansions it is possible to point out very similar counterexamples. Therefore, we devote Section 4 to the standard Laguerre functions. Since the result for the functions L α n is known in the literature only in the one-dimensional setting, and the method described in Section 2 is easily applicable in this situation, we present the proof of appropriate Hardy's inequality for an arbitrary dimension.
In [8] Kanjin proposed investigation of the L 1 -analogues of (1) in which one replaces H 1 norm by L 1 norm. He studied such an inequality in the contexts of the Hermite function expansions and the standard Laguerre function expansions, both for d = 1. This issue was also explored in [15] for the multi-dimensional Laguerre expansions of Hermite type. In this paper we also consider this type of inequality in the Laguerre setting of convolution type and in the standard Laguerre setting. Therefore, Sections 3 and 4 are both divided onto two subsections: one deals with a version of (1) and the second with its L 1 -analogue. The method of proving Hardy's inequality is described in Section 2, and relies on an idea proposed in the one-dimensional version in [11] and developed by the author in [15] . Roughly, it consists in estimating the derivatives of kernels of certain family of integral operators associated with the considered orthogonal basis. On the other hand, the main tools in establishing L 1 -type inequalities are the pointwise asymptotic estimates for the functions composing the investigated expansions.
We shall frequently use, without any further mention, the two basic estimates: for t, T > 0 we have sup x>0 x t e −T x < ∞, and (n 1 + . . .
Notation. Throughout this paper the symbol d ≥ 1 denotes the dimension. We shall use the notation
We write u, v for real one-dimensional variables, k or j for non-negative integers, and x = (x 1 , . . . , x d ), y = (y 1 , . . . , y d ) for real multi-dimensional variables. The Euclidean norm is denoted by |x| and |y|. Similarly, n = (n 1 , . . . , n d ) ∈ N d shall stand for a multi-index and |n| = n 1 + . . . + n d for its length. For the constant multi-indices we will use the bold font, e.g. 0 = (0, . . . , 0). The Laguerre type multi-index α = (α 1 , . . . , α d ) ∈ (−1, ∞) d will be denoted by the same symbol α for d = 1 and d ≥ 1, but we hope that it will be always clear from the context whether α refers to d = 1 or d ≥ 1. Again, |α| = α 1 + . . . + α d , stands for the length of the multi-index α. Note that |α| may be negative. We will use the usual convention writing
, where (X, µ) is a measure space, we denote the standard inner product by f, g . The space (X, µ) may differ between sections, so the inner products differ as well. Nevertheless, we will use the same symbol throughout the whole paper. If the measure µ is Lebesgue measure, then we will simply write L 2 (X) (and analogously for other function spaces). We shall use the symbol denoting an inequality with a constant that may depend on the parameters that appear before the inequality, but does not depend on the ones quantified afterwards. Also, the symbol ≃ means that and hold simultaneously.
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General setting
In this section we present an improved version of the method introduced in [11] and developed in [15] . In the next sections we shall apply the result in specific settings.
Let (X, µ) be a measure metric space such that X is an open convex subset of R d , the measure µ is doubling, and the space is equipped with the Euclidean metric. Note that this implies that (X, µ) is a space of homogeneous type in the sense of Coifman and Weiss (see [5, pp. 587-588] ).
Moreover, let {ϕ n } n∈N d be an orthonormal basis in L 2 (X, µ). We define the family of operators {R r } r∈(0,1) via
where ·, · denotes the inner product in L 2 (X, µ). Notice that for every r ∈ (0, 1) the operator R r is a contraction on L 2 (X, µ). We impose the following assumptions:
uniformly in x ∈ X and ρ ∈ (0, diam(X)), where B(x, ρ) = {y ∈ X :
A3) the operators R r are integral operators and the associated kernels satisfy for some γ > 0 and a finite set ∆ composed of positive numbers the condition
uniformly in r ∈ (0, 1), x ′ ∈ X, ρ ∈ (0, diam(X)) and almost every x ∈ B(x ′ , ρ), where x ′ and ρ are such that µ(B(x ′ , ρ)) ≤ 1/2 (we remark that 1/2 is chosen arbitrarily; in some settings it is convenient to take a smaller positive constant). The parameter N in (A2) is equal d for Lebesgue measure and, on the whole, is always not smaller than d. The smaller the parameter N is, the better for our purposes (however, in general, the smallest N satisfying (A2) may not exist).
Note that that (A3) (with ∆ = {1}) is implied by much easier condition, namely the operators R r are integral operators, the kernels R r (x, y) are differentiable almost everywhere with respect to the first variable, and for γ there is
The (1, 2)-atoms in the sense of Coifman and Weiss (see [5, p. 591] ), which in this paper are called H 1 (X, µ)-atoms, are measurable functions a supported in balls B(x 0 , ρ),
We stress that if µ(X) < ∞, then, additionally, a ≡ µ(X) −1/2 is also considered as an
where a j 's are
is a Banach space with the norm
where the infimum is taken over all representations as in (3). It is worth mentioning that for every f ∈ H 1 (X, µ) there is
We emphasize that although we use the (1, 2)-atoms instead of the usual (1, ∞)-atoms, the main results are also valid for the atomic Hardy spaces based on the latter, because the implied Hardy spaces coincide and the associated norms are equivalent (see [5, p. 592] ).
The following lemma holds.
Proof. If µ(X) < ∞ and a ≡ µ(X) −1/2 , then the claim holds trivially. Hence, let us fix an
This gives the claim in the case µ(B) ≥ 1/2. From now on, let us assume that µ(B) < 1/2. Minkowski's integral inequality, (A3), (A2), and Hölder's inequality imply
Thus, using the above estimates we obtain
and this quantity is bounded by a constant that does not depend on µ(B).
Theorem 2.2. Assume that (A1)-(A3) are satisfied. The inequality
holds uniformly in f ∈ H 1 (X, µ), where
The proof of Theorem 2.2 is almost identical to the proof of [15, Theorem 4.2] and could be skipped; for the reader's convenience we present it in the Appendix.
We remark that instead of imposing (A2) and (A3), we could assume that a version of Lemma 2.1 holds, namely for certain
Laguerre setting of convolution type
The one-dimensional Laguerre functions of convolution type of order α > −1 on R + are the functions
In higher dimension the functions ℓ α n (x) are defined as tensor products of the onedimensional functions ℓ α k . Moreover, the Laguerre functions of convolution type form an orthonormal basis in
We shall verify assumptions (A1)-(A3). Firstly, we will use the pointwise asymptotic estimates (compare [12, p. 435] and [3, p. 699 
where ν = ν(α, k) = max(4k + 2α + 2, 2) and γ > 0 depends only on α.
There following formula for the derivatives of functions ℓ α k , (6) and (7) we get for α > −1, 
An explicit formula for the one-dimensional kernels is known, namely (compare [20, p. 102 
where I α denotes the modified Bessel function of the first kind, which is smooth and positive on (0, ∞).
The following asymptotic estimates (see [10, p. 136] ) for the Bessel function I s are known
where s > −1.
We shall estimate the kernels R α r (u, v). Note that (10) gives (11)
We remark that the computation in the proofs of Lemma 3.1 and Proposition 3. 
Proof. For 0 < r ≤ 1/2, we use Parseval's identity and (8) obtaining
For 1/2 < r < 1, we denote v 0 = (1 − r)/(2 √ ru), and estimate the involved integrals over (0,
Similarly, for the second integral, for u ≤ v 0 we have
and for u ≥ v 0
Combining the above gives the claim.
A formula for the derivative of the Bessel function I α (see [10, p. 110] ) gives
where all of the above Bessel functions are taken in
. Hence, applying (10) and the first identity from (12) we get the estimates
For the proof see [13, pp. 6-7] . Applying Lemma 3.2 to the second identity from (12) we obtain the estimate
Proposition 3.3. For α ≥ −1/2 we have
Proof. If 0 < r ≤ 1/2, then Parseval's identity and (8) yield
From now on we assume that 1/2 < r < 1. We use the notation v 0 = (1 − r)/(2 √ ru) again, and split the integration over two intervals: (0, v 0 ] and (v 0 , ∞). In the first case, (13) and the substitution v = η √ 1 − r give
The case of integration over (v 0 , ∞) is more complicated. Firstly, we assume that v 0 ≥ u, and applying (13) and the substitution v − u = η √ 1 − r we compute
Now we assume that v 0 ≤ u. This time we use (14) . We need to estimate two underlying components. Firstly, we have
Secondly, subtly estimating and substituting η = v/ √ 1 − r we obtain
This finishes the proof of the proposition.
The result is sharp in the sense that for any ε > 0 there exists
Proof. We easily see that since R α r (x, y) are the tensor products of the one-dimensional kernels, we have by Proposition 3.3 and Lemma 3.1
uniformly in r ∈ (0, 1). Hence, the exponent γ appearing in (A3') is equal to (|α|+d+1)/2. Moreover, (see for example [1, Appendix 1]) for the measure µ α the parameter N from (A2) is equal to 2|α| + 2d. Thus, assumptions (A1)-(A3) are satisfied in the considered setting. Hence, by Theorem 2.2 we obtain the first part of the claim. In order to prove sharpness, given ε > 0 it suffices, for any fixed K ∈ N, to construct an
where the underlying constant does not depend on K. Firstly, we consider the one-dimensional case. For fixed K and 2
The constant c > 0 depends only on α and emerges from the estimate (compare [12, pp. 435, 453)])
uniform in k ∈ N + and 0 < u < ck −1/2 . A straightforward computation shows that B a ℓ α (u) dµ α (u) = 0, where B = B 1 ∪ B 2 = (0, cK −1/2 ). Moreover, note that µ α (B) = 1 2α+2
Thus, a ℓ α is an H 1 (R + , µ α )-atom. By (7) and (16), for 0 < u < ck −1/2 , we have
Hence, using the mean value theorem we obtain for
where ξ u is between u and δcK −1/2 . Finally,
which finishes the justification of the one-dimensional version of (15) . In the multi-dimensional case we consider
where a ℓ α i is as above. It is obvious that supp a ℓ α ⊂ B := B(c/2
To justify (15) we compute
This finishes the proof of the theorem.
3.2. L 1 result for Laguerre functions of convolution type.
Theorem 3.5. For α ∈ [−1/2, ∞) d and any ε > 0 there is
The result is sharp in the sense that there exists f ∈
Proof. The first part follows from (6) and a computation similar to the one conducted in the proof of the first part of [15, Theorem 5.1] .
For the second part we assume a contrario that the sum in (17) is finite for every
Then the uniform boundedness principle and [8, Lemma 1] yield
But this is not true. Indeed, for fixed large K ∈ N and x ∈ (0, c(dK
For this purpose we apply the induction. If d = 1, then by (16) we have
Now we assume that (18) holds for some d ≥ 1 and will justify it for d + 1. We estimate
and this finishes the proof of the theorem.
Standard Laguerre setting
The standard Laguerre functions {L
and in the multi-dimensional case as the tensor product of the one-dimensional functions. The system {L
We shall use the pointwise asymptotic estimates similar to those in (6) (see [12, p. 435] and [3, p. 699 
where γ > 0 depends only on α.
The above estimates and formula
where
For the first estimate compare [19, p. 94 ].
4.1. L 1 result for the standard Laguerre functions. Before we shall investigate Hardy's inequality associated with the standard Laguerre functions we will study its L 1 -analogue. The following lemma will be needed.
Proof. We will use the induction on d. For d = 1 the result is proved in [7, p. 335] , where the main tool is the estimate
see [2, p. 401] . Here β ≥ 0 (although in the referred estimate the parameter is assumed to be non-zero, the inequality holds for β = 0 as well). We assume that the claim holds in a dimension d ≥ 1, and we will prove it in the
Without any loss of generality we may assume that α ∈ [0, ∞)
Using the tool invoked above we obtain for
.
Note that the first summand is bounded by f
see [8, Lemma 3] . In order to estimate the second remaining sum we use the bound
and the same quantity was estimated in (21) . This concludes the proof of the lemma.
We remark that in the admissible range of α's we cannot include 0. In that case the corresponding series would also diverge with the exponent equal to d (compare [8, Proposition] ).
Proof. Firstly, note that sharpness follows from Theorem 4.5, which is stated and proved below.
In order to prove the remaining claim we apply Lemma 4.1. It suffices to justify that
Hence, (22) d \ {0} with the admissible exponent E = d. In fact, in Theorem 4.5 we show that the exponent is sharp. Moreover, Hardy's inequality is also valid for α = 0. For this purpose we shall estimate the kernels associated with the family of operators {R α r } r∈(0,1) corresponding to the functions {L α n } n∈N d , similarly as we did in Section 3. We could restrict the reasoning to α = 0, but at a low cost we obtain the auxiliary results for more general range of α's.
On the other hand, we could use (A3) instead of easier (A3') in order to fill the gap in the admissible range of the Laguerre type parameter in Proposition 4.4. However, Lemma 4.1 covers this gap in Theorem 4.5, and therefore we do not care about the restraint in Proposition 4.4.
The family of operators {R α r } r∈(0,1) associated with the functions L α n is also a family of integral operators. Similarly to Section 3, the kernels associated with the operators R α r are defined by
The one-dimensional kernels have the explicit representation (compare [20, p. 102 
We shall estimate the kernels R α r (u, v). Using (10) we obtain |R α r (u, v)|
Lemma 4.3. For α ≥ 0 there is
Proof. For 0 < r ≤ 1/2, Parseval's identity and (20) imply
For 1/2 < r < 1, we denote v 0 = (1 − r) 2 /(4ru), and estimate the integrals over (0, v 0 ] and (v 0 , ∞). Using the substitution η = v(1 + r)/(1 − r) we obtain
Similarly, we substitute η = √ v, and for u ≥ v 0 we get
and for u ≤ v 0 we use η = √ v − √ u and receive
Using the same formula for the derivatives of the Bessel function I α as in (12), we obtain
Hence, the above equality and (24) yield In order to prove the second part we consider firstly the one-dimensional case. For fixed ε > 0 and K ∈ N we shall construct an
with the underlying constant independent of K. Firstly, let α > 0 and fix ε > 0 and K ∈ N. For δ ∈ (0, 1/2) we define
where c > 0 is a constant depending only on α. It is easy to check that a L α is an Computing directly one can show that a L 0 is an H 1 (R + )-atom. Moreover, note that for
