A surface tracking algorithm is developed for the computation and extraction of Lagrangian coherent structures (LCS) in 3D unsteady flows. An advancing front algorithm is used to approximate the LCS surface with a mesh of triangles at each time step. Computations are performed only along the ridges in the finite time Lyapunov exponent (FTLE) field, which identify LCS. Initial results appear very promising and a fully optimized implementation of the algorithm is expected to provide large savings in computational time.
I. Introduction
Lagrangian coherent structures (LCS) provide an effective way of visualizing many flow fields, both complex and simple, and have seen increasing use over the past several years. LCS were first proposed by Haller and Yuan 6 and their properties were further investigated by Shadden et al. 13 The well established properties of LCS as barriers to transport make them an excellent candidate for analyzing mixing and transport in fluid flows. They also establish unambiguous boundaries to vortices 1, 12 and are relatively insensitive to small errors in the velocity field 5 . However, despite their increasing use by the fluid dynamics community, computational cost remains a significant barrier in many situations. The large cost of computing LCS is due to the Lagrangian nature of the structures. Following the method established by Shadden et al. 13 , computing the LCS requires advecting large numbers of particles at a high density in the flow to compute the finite time Lyapunov exponent (FTLE) field.
For completeness, we repeat several key definitions from Shadden et al. 13 here. The FTLE is defined as
where T is the integration time, Φ is the flow map, ∆ is the finite time Cauchy-Green deformation tensor, and σ is the FTLE. The LCS are then defined as ridges in the FTLE field and may either be explicitly extracted or (more commonly) visualized by viewing a contour plot of the FTLE field.
In the past, LCS have been used in many situations and computed from experimental data, CFD data, and analytical velocity fields. Examples of experimental data include high frequency radar data in Monterey Bay 14 and jellyfish swimming 10 . The output of CFD software has been used to compute LCS in 3 dimensional turbulence 3 , vortex shedding behind an airfoil 7 and jellyfish swimming 8, 15 . Typically, in these examples it is desirable to compute the LCS at a few hundred timesteps to visualize the time evolution of structures in the flow. Although LCS algorithms parallelize very well, the necessary computational time is often prohibitively long. In 3D flows, the limits of 2D displays make visualizing the LCS by directly viewing the FTLE field very difficult and it is highly desirable to extract the LCS surfaces.
Since LCS are defined by the ridges in the FTLE field, it is desirable to only perform FTLE computations near these ridges. Several algorithms have been proposed which do exactly that. The first class of algorithm is adaptive mesh refinement (AMR). By starting with a coarse grid and sequentially refining the grid in areas were ridges are present, it is possible to achieve high resolution near the ridges with greatly reduced computational cost when compared to a uniform mesh of equivalent resolution. Many variations of this algorithm are possible and the primary requirement is a set of rules governing the refinement of the mesh. Two recent papers provide examples of such criteria 2, 11 . The second class of algorithm relies on detecting and tracking the ridges in the FTLE field. This type of algorithm is hereafter referred to as a ridge or surface tracking algorithm. Once a ridge has been detected, including its unit normal and tangent vectors, it is possible to follow the ridge throughout the domain. This method tracks only points near the ridge and is capable of providing very large speed ups. A two-dimensional ridge tracking algorithm was recently presented by Lipinski and Mohseni 9 and gives speed ups of up to 81.6 times ‡ . This paper extends that algorithm to 3D flows where the resulting LCS are 2D surfaces. This technique will be referred to as a surface tracking algorithm.
We first present the surface tracking algorithm to compute LCS while taking advantage of spatial and temporal coherence of the structures. We follow this with a presentation of two analytically defined test cases including the double gyre flow and ABC flow.
II. A surface tracking algorithm
We have developed a surface tracking algorithm based on an advancing front meshing algorithm for creating meshes of triangles on an arbitrary surface. The surface tracking algorithm is ‡ Note that in the Chaos paper 9 , a 35 times speed up was reported for a double gyre flow. Follow up work has shown that increasing the time step for particle advections results in up to an 81.6 times speed up with nearly identical results. This is due to an increase in the proportion of time which is spent writing the data files which are much larger for the full FTLE computations.
able to mesh a surface of arbitrary topology given only an initial point and normal vector on the surface.
A. The first time step
The first time step requires finding at least one point on the LCS surface to be extracted, as well as the orientation of the corresponding surface in the FTLE field. This may be accomplished by computing the FTLE value along lines which criss cross the domain. These lines of FTLE values then have local maxima where they cross a ridge in the FTLE field so we initialize the surface at these points. To obtain a more accurate estimate, we use the locally maximum value, plus the value on either side to approximate the FTLE values near the surface by a parabola and locate the maximum of this parabola (see Fig. 1 ). We also require that these points have an FTLE value above some threshold (experience shows that an appropriate threshold is usually in the range of 60-90% of the maximum detected FTLE value) since we generally wish to extract only the "strongest" LCS. The next step is to find the orientation of the surface in order to begin growing the mesh to extract the LCS. For each initial point, this may be accomplished by approximating the Hessian of the FTLE field at that point. The eigenvector of the Hessian matrix corresponding to the most negative eigenvalue is normal to the LCS surface.
B. The advancing front method
Given a point on the surface and the normal to the surface a set of six equilateral triangles is initialized in the tangent plane at this point (see Fig. 2 ). The side length of the triangles, δ, is a user defined parameter and depends on the expected maximum curvature of the surface. Each of the new points is then adjusted in the normal direction to lie on the true surface. given point x i and normal vectorn i , this is achieved by checking the FTLE values at x i ± δ 2n i . The location of the maximum FTLE value in the normal direction is determined by the parabolic approximation through these three points.
Each edge on the mesh front (x i ) has an associated normal and tangent vector (n iti ) determined by the triangle containing the edge. The normal vector is normal to the triangle and the tangent vector lies in the plane of the triangle, is normal to the edge and points in the direction of front growth.
To advance the mesh front, triangles are progressively added to the edges of the front. If an acute angle is detected on the front, a new edge is added across the angle. If this new edge is longer than a user specified tolerance (say 1.2δ), two edges are added instead. Otherwise, each edge is stepped forward by adding an isosceles triangle with two sides of length δ to the existing edge. It is necessary to check if the new node is within some tolerance of an existing node, in which case the two nodes are merged. As the mesh front advances, the number of edges may grow or decrease accordingly (see Fig 3) . It is also necessary to ensure that new nodes do not result in overlapping triangles. Different parts of the mesh front may merge and the front may split into two different fronts. For example, if the surface is a cylinder the tracking algorithm will result in a mesh front which intersects itself opposite the point of initialization. In this case, points in close proximity are combined and front edge neighbors are redefined to prevent self-intersection. In this way, the initial front may split into two or more fronts (see Fig. 4 ).
Finally, if the FTLE values fall below the chosen threshold at some point on the front, that point is considered an edge point and stopped. The rest of the front continues advancing. In this way, the mesh front may split upon encountering a hole in the surface and rejoin on the other side of the hole. The advancing front meshing algorithm is able to mesh around holes in the surface and discontinuities based on a threshold for the desired FTLE values.
C. Later time steps
Once all the surfaces have been computed, we move on to compute the LCS at the next time step.
To avoid the cost of initially detecting points on the surfaces we simply advect some points on the surface forward to the next time. Since LCS are nearly invariant under the flow 13 , this gives an excellent approximation to the surfaces at the following time step. The user may choose to advect either a fraction of the computed triangles or all of the points on the surface. By advecting at least three adjacent points it is simple to determine the surface normal at the next time. We also compute two additional points on the line normal to the new surface and use the parabolic approximation to more precisely locate the surface. The position of these points is then adjusted in the surface normal direction in the same manner described above (Fig. 1) . Points below the FTLE threshold are discarded and the resulting mesh front is computed. The advancing front algorithm is then applied to compute the remainder of the LCS surfaces.
Even if a few of the advected points miss the new LCS surfaces the other points on the surface will advance the front to fill in any gaps. Also, it is possible (and likely) that entirely new LCS will be created elsewhere in the flow domain. This algorithm will not detect these new ridges so it is necessary to occasionally repeat the initial detection part of the algorithm as performed in the first step. The frequency of repeating this step is entirely dependent on whether or not it is deemed acceptable to miss a newly created LCS for a few time steps. Also, if it is critical that all ridges are detected and a new ridge appears during this re-initialization, the previous time steps may be re-computed by the same method (only advecting the points backwards in time) until the ridge is no longer present.
III. Results
Initial testing with two analytical velocity fields has been performed to validate the results of this algorithm. The two cases presented here are the double gyre flow and ABC flow. Each case has been previously examined in detail and our results align with previously reported LCS for these velocity fields.
A. Double Gyre flow
The double gyre flow is a two-dimensional flow field comprised of two counter-rotating gyres with a periodic perturbation. To test the surface tracking algorithm, the same velocity is used, with w = 0. The velocity field is defined by the stream function ψ(x, y, t) = A sin(πf (x, t))) sin(πy)
with
The velocity is then given by
and the parameters A = 0.1, = 0.1, and ω = 2π/10 are used. An integration time of T = 10 is used since this integration time reveals the most prominent coherent structure without the less well defined LCS revealed by longer time integrations.
In this case, the algorithm is initialized manually by inputing an initial point and normal vector on the desired LCS. The surface tracking algorithm then tracks the LCS surface until it falls below the FTLE threholds on one side or reaches the edge of the domain on the other sides. The resulting surface is shown in Fig. 6 and aligns with the expected LCS ridge in the 2D FTLE field. The resulting surface has 825 nodes and 1403 triangles and required 19,248 particle advections to generate the mesh. An equivalent fully three dimensional computation would require 200,000 particle advections to achieve the same resolution. It is expected that further algorithm refinement will continue to reduce the required number of particle advections. Since the current code is implemented in Matlab and not fully optimized additional speed and memory comparisons will be the subject of future work.
B. ABC flow
Arnold-Beltrami-Childress (ABC) flow is an analytically defined velocity field which is known to exhibit chaotic trajectories. This flow has also been used as a test case in several other investigations of coherent structures in 3D (ie. Haller, 2001 4 ). The general ABC flow is given by
and typically A = 1, B = 2/3, and C = 1/3. An integration time of T = −10 (backward LCS) is used for this example.
For this example, the velocity field is periodic in all directions and so are the corresponding LCS. A 2D slice of the FTLE field at z = 0 is shown in Fig. 7 . The surface tracking algorithm is then used to extract the LCS surfaces near this plane. Fig. 7 also shows the LCS surfaces for the ABC flow. The surfaces have been restricted to −0.2 ≤ z ≤ 0.2 for clarity and there is excellent agreement between the LCS surfaces and the FTLE field seen in Fig. 7 . The LCS surfaces are comprised of 9985 triangles and 5627 nodes resulting from about 130,000 particle advections. The full 3D LCS computations of equivalent resolution would require over 1 million particle advections.
IV. Conclusions
The large computational time required to compute the FTLE field in 3D, as well as the complexity of the resulting LCS make it highly desirable to compute only the LCS, rather than the entire FTLE field. We have developed a surface tracking algorithm which achieves this goal with a large reduction in the number of particle advections required. The algorithm is relatively simple to implement and many modifications are possible.
Future work will concentrate on the implementation of a fully optimized algorithm written in C or Fortran. This implementation will be used for additional performance analysis, including memory usage and computational time savings. Additionally, algorithmic improvements may further boost performance. Examples include adaptive triangle size based on local surface curvature and reusing nearby particle advections.
