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Peran ilmu komputer diberbagai domain ilmu lain telah 
banyak membantu dalam memecahkan masalah 
komputasi seperti dalam microbiologi dalam melakukan 
proses penjajaranDNA. Salah satu teknik dalam 
penjajaran urutan DNA adalah Needleman-Wunsch yang 
menggunakan dynamic programming. Kompleksitas 
dynamic programming ini mencapai O(n
2
). Untuk 
mengurangi kompleksitas tersebut, maka salah satunya 
dengan menggunakan komputer pararel. Penelitian ini 
berfokus pada paralelisasi Needlemen-Wunsch dengan 
menggunakan dua komputer yang saling terhubung dan 
sampel DNA dari GenBank: D85708.1 dan X51404.1. 
Tahap pengisian matrik dengan komputer pertama 
mengerjakan matriks segitiga atas, sisanya dengan 
komputer kedua. Hasilnya nilai speed up menurun 
drastis hingga 0.3 dan efisiensi mencapai 15 %. 
Besarnya kompleksitas komunikasi saat pemrosesan 
menjadi penyebab menurunnya performa hingga 3 kali 
lipat lebih lambat dari komputer tunggal. Buruknya nilai 
speed up dan efisiensi tersebut mengindikasikan bahwa 
untuk mempercepat metode Needlemen-Wunsch sangat 
tidak mungkin dan keliru memilih komputer pararel  
untuk menjadi suatu solusi. 
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Pendekatan ilmu komputer diberbagai domain ilmu lain 
telah banyak membantu dalam menyelesaikan masalah 
seperti dalam ilmu biologi [1]. Hal itu seperti ilmu 
mikrobiologi dalam melakukan proses penjajaran urutan 
suatu DNA. Teknik penjajaran urutan DNA bertujuan 
untuk mengidentifikasi daerah kemiripan antara dua 
sekuens DNA untuk menganalisis hubungan fungsional, 
struktural, atau evolusi antara urutan [2]. Hal ini juga 
memudahkan dalam pembuatan model dari peristiwa 
evolusi secara komparatif, dan menghasilkan informasi 
yang banyak dan beragam, dan berguna dalam 
membangun suatu pohon kekerabatan (filogenetika) pada 
investigasi wabah penyakit [3]. 
 Similarity (kemiripan) adalah tingkat kesamaan 
antara satu sequence dengan sequence yang lain, 
sedangkan homology adalah menunjukan hubungan 
evolusi antara dua sequence atau lebih [4]. Contoh hasil 
sequence alignment di atas merupakan contoh hanya 
untuk mendapatkan skor similarity, sedangkan homology 
tidak dapat disimpulkan, karena hanya memuat sebagian 
DNA sajaSecara umum penggunaan sekuen DNA 
memiliki fungsi aplikatif yaitu untuk “memukul jatuh 
gen” [5] menunjukan hubungan Filogenetik dalam Genus 
Holothuria berdasarkan Jujukan Gen 16S Mitokondria 
rRNA [6],  dan konfirmasi sampel-sampel tanaman obat 
[7]. Baik sebagai fungsi umum maupun khusus, 
penggunaan sekuen DNA memerlukan suatu proses 
penjajaran sekuen.  
 Terdapat jumlah data yang sangat besar ketika 
proses penjajaran sekuen DNA. Isu-isu yang kritis pada 
proses tersebut adalah akurasi dan kecepatan, yang mana 
keduanya saling berseberangan. Memilih metode yang 
lebih cepat akan mengurangi akurasi data, dan sebaliknya 
[8]. Beragam metode penjajaran sekuen DNA 
menghasilkan algoritma yang cepat-kurang akurat  dan 
ada lambat-akurat.     Maka dari itu perlu suatu metode 
penjajaran yang akurat. 
 Salah satu metode dalam penjajaran sekuen DNA 
yang menitik beratkan pada akurasi data dengan 
mengesampingkan waktu proses adalah metode 
Needleman-Wunsch. Metode ini mendefinisikan cara 
menemukan urutan global terbaik dari dua urutan 
menggunakan dynamic programming (DP) [9]. 
Karakteristik yang menghitung secara rekursifmenjadi 




 Untuk mereduksi kompleksitas suatu algoritma 
memerlukan suatu cara seperti penggunaan komputer 
pararel. Hal ini seperti suatu pekerjaan dikerjakan oleh 
beberapa pekerja.Sehingga dengan konsep ini, 
kompleksitas komputasi dapat dikurangi bahkan secara 
dramatis. Dimasa depan, setiap node komputasi akan 
memiliki lebih dari satu perangkat percepatan, hal ini 
menambah komputer pararel ketingkat level baru [11].  
 Perlu suatu cara agar penggunaan komputer pararel 
secara objektif lebih unggul dibandingkan dengan 
menggunakan satu komputer. Cara tersebut adalah 
dengan menghitung speed up (S) dan efisiensi (E) yang 
ada dari kinerja komputer paralel. Speed up (S) 
merupakan perbandingan antara waktu eksekusi yang 
dimiliki oleh satu komputer dengan waktu ekseksusi 
yang dimiliki oleh banyak komputer. Sedangkan 
effisiensi (E) merupakan nilai efektivitas dari program 
paralel yang menggunakan sejumlah p processor 
terhadap program serial.   
 Terdapat dua tipe arsitektur yang bisa dibangun 
dalam komputer paralel, yaitu share memory yang mana 
setiap processor dapat mengakses memory module 
sehingga setiap program dapat mengakes data dan 




distributed memory yang menggunakan sejumlah 
komputer yang terhubung dengan jaringan komputer 
[12].  Untuk menilai kualitas program pararel diperlukan 
pengukuran kinerjanya. Pengukuran kinerja 
pemrograman paralel dapat diukur dari seberapa banyak 
peningkatan kecepatan (speed up) dan efisiensinya. 
 Meski begitu, desain suatu algoritma sangat 
dipengaruhi oleh struktur aplikasi yang hasilnya tersebut 
menyoroti keefektifan algoritma dan penerapan 
paralelnya. Dengan kata lain, algoritma paralel bukan 
jaminan dalam penerapannya menghasilkan efektivitas 
yang tinggi, tergantung dari struktur algoritma yang 
dibangun baik menggunakan paralel maupun tidak. Oleh 
karena itu, perlu membandingkan antara program dengan 
satu komputer dengan lebih dari satu yang dapat 
membuktikan seberapa besar performanya pada metode 




NW yang mengimplementasikan DP menggunakan 
matrik (M) dengan beberapa tahapan, yaitu  (1) Inisiasi 
matrik, (2) Pengisian matrik, dan (3) Runut balik. Inisiasi 
matrik berturut-turut diisi oleh nilai parameter gap, 
match, dan mismatch. Matrik pada kolom dan baris ke 0 
berturut-turut menggunakan Formula (1). 
 
     (1) 
 
 Sedangkan pengisian matrik menggunakan Formula 
NW yang dapat dilihat pada Formula (2). 
 
 
 Sub(A[i],B[j]) merupakan fungsi yang mana jika 
karakter pada posisi sekuen A[i] dengan sekuen B[j] itu 
sama maka M[i-1,j-1] + match, jika tidak maka M[i-1,j-
1] + mismatch. Nilai del(A[i]) dan ins(B[j]) merupakan 
nilai parameter gap. Dan terakhir pada tahap runut balik 
proses dimulai dari posisi akhir M[i,j] yang menelususi 
angka-angka tertinggi menuju ketitik awal M[0,0]. Untuk 




 Secara konsep, metode paralelisasi NW yang 
menggunakan multiprocessor adalah sama dengan 
metode NW yang menggunakan processor tunggal. 
Paralelisasi NW membagi pekerjaan yang independen 
dari pengisian matrik. Berdasarkan tahapan pengisian 
matrik pada Formula (2), bagian yang independen itu 
ketika memproses berdasarkan baris atau kolom. Untuk 
mengukur kinerja program pararel perlu formula untuk 
menghitungnya. Speed up (S) dan efisiensi (E) 
merupakan komponen pengukuran kinerja program 








2.1. Perangkat dan Bahan 
a. Perangkat lunak dipergunakan antara lain: 
1) Codeblock 10 
2) Microsoft Message Passing Interface (MPI)  
3) Sistem Operasi Windows 7 
 
b. Perangkat keras dipergunakan antara lain: 
1) Processor Intel i7 2.4 GHz dan i5 230 GHz 
2) Ram 4 Gb 
3) Hardisk 320 Gb 
 
 Bahan dipergunakan adalah sepasang data sequence 
diambil dari NCBI (https://www.ncbi.nlm.nih.gov) yaitu 
sequence dari organisme Chlamydia caviae 
(Genbank: D85708.1) dan Chlamydophila caviae 
(Genbank: X51404.1).  
 
2.2. Metode Penelitian 
Metode penelitian ini dapat dilihat pada Gambar 1. 
 
 
Gambar 1. Metode Penelitian Paralelsiasi NW 
 
 Setelah dua sekuen dimasukan, maka root mengatur 
dan menghitung guna membagi data.Hasil desain ini, 
matrik segitiga bawah itu diproses oleh host, sedangkan 
sisanya oleh root.Setelah itu tahapan yang berhubungan 
dalam pengiriman data, seperti komunikasi data, 
aglomerasi, dan mapping. Pengiriman data dalam 
pemograman paralel ini menggunakan komunikasi point 
to point dengan parameter MPI_Send() disisi pengirim 








3. Hasil dan Pembahasan 
 
3.1. Pemrosesan Tunggal 
Metode NW yang menggunakan DP menghasilkan 
kompleksitas O(n
2
) ini diperlihatkan ketika pengisian 
matrik.  Lebih lanjut kaitannya dengan Formula (2) 
dengan pengisian matrik adalah seperti misalnya terdapat 
karakter DNA Sekuen 1 “ATGGCT” dan karakter DNA 
Sekuen 2 “CGTGAA” yang akan di sejajarkan. Maka 
tahap pertama inisiasi matrik dengan member parameter 




Gambar 2. Tahap inisiasi matrik 
 
 Terlihat bahwa posisi dari baris pertama (M[0,0], 
M[0,1], M[0,2],…M[0,i]) dan kolom pertama (M[1,0], 
M[2,0], M[3,0],…M[j,0]) menggunakan Formula (2) di 
atas. Kemudian tahap selanjutnya adalah pengisian 
matrik yang menggunakan Formula (3) yang dimulai dari 
posisi M[1,1] hingga posisi M[i,j] dalam contoh di atas 
adalah posisi M[6,6]. 
 Perhitungan untuk mengisi posisi M[1,1], M[1,2], 
M[1,3], M[1,4], M[1,5], M[1,6] berturut-turut adalah: 
 
, ,  
, ,  
dan seterusnya.  
 
 Hasilnya dapat dilihat pada Gambar 3. 
 
 
Gambar 3. Tahap pengisian matrik 
 
3.2. Pemrosesan Pararel 
Pertama dalam komputasi pararel adalah cara 
pempartisian dengan melihat setiap tugas satu sama 
lainnya dalam kondisi independen. Isu dalam memproses 
pengisian matrik  posisi M[i,j] adalah posisi sebelumnya 
seperti M[i-1,j-1], M[i-1,j], M[i,j-1] menjadi syarat 
mutlah harus selesai terlebih dahulu (i dan j >= 0). Hal 
ini membuat pembagian tugas pengisian matrik menjadi 
perbaris.Yang mana setiap baris atau kolomnya 
memungkinkan untuk diproses oleh processor yang 
berbeda.Seperti contoh desain yang membag berdasarkan 
pemrosesan kolom dapat dilihat pada Gambar 4. 
 
 
Gambar 4. Desain partisi pararel (warna kuning diproses 
oleh processor yang berbeda) 
 
 Pada Gambar 4 di atas, pemrosesan pengisian 
matrik dibagi menjadi dua bagian, yang mana 
pemrosesan secara horizontal dilakukan oleh root 
process, sedangkan secara vertical dilakukan oleh host 
process. Konsekuensinya biaya komunikasi meningkat 
tajam. Biaya komunikasi yang diperlihatkan oleh 
Gambar 4 di atas merupakan: 
a. pengiriman Sekuen A (n=panjang sekuen A) dan 
Sekuen B (m = panjang sekuen B) dari root ke host, 
dengan panjang sekuen disamakan dengan Sekuen 
yang lebih pendek. Kompleksitasnya Komunikasi ini 
mencapai . Kompleksitas ini menjadi tiga kali 
karena biaya komunikasi dari host ke root sama 
dengan root ke hostdan kompleksitas komputasi 
disisi host. 
b. Kompleksitas komputasi pada root menjadi 
. 
c. Sehingga total kompleksitas pararel menjadi 
 
 
 Hasil perhitungan kompleksitas pararel di atas dapat 
digunakan dalam membandingkan kompleksitas antara 
menggunakan processor tunggal ( ) dan multiprocessor 












Table 1. Perbandingan kompleksitas antara penggunaan 
satu processor dengan dua processor 
 
 
 Berdasarkan Tabel 1 di atas,  grafikspeed up dan 
efisiensi dapat dilihat pada Gambar 5 dan Gambar 6. 
 
 
Gambar 5. Grafik Speed up 
 
 
Gambar 6. Grafik Efisiensi 
 
 Sedangkan yang dijalankan dengan menggunakan 
program satu PC dan pararel, didapatkan seperti pada 
Tabel 2. 
 
Tabel 2. Hasil eksekusi program pararel dan program 
serial 
Chlamydia caviae  
(Genbank:D85708.1) 
1548 
Chlamydophila caviae  
(Genbank: X51404.1) 
2468 
Execution time single processor 0.078 s 






 Berdasarkan hasil pengujian kinerja program 
pararel mendapatkan nilai speed up sebesar 0.3 dan 
efisiensi sebesar 15.6%. Nilai ini mendekati hasil 
pengujian kompleksitas yang telah dikemukakan pada 
Tabel 1 di atas. Besaran  speed up  yang hanya mencapai 
0.3 mengindikasikan bahwa paralelisasi NW jauh lebih 
lambat tiga kali lipatnya dari program yang 
menggunakan satu processor, sehingga langkah ini 
tidaklah feasibel untuk digunakan. Sebagai saran, maka 
perlu suatu upaya penelitian lanjutan untuk mengurangi 
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