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Abstract. Feedback loops and recurrent structures are essential to the
regulation and stable control of complex biological systems. The appli-
cation of dynamic as opposed to static Bayesian networks is promising
in that, in principle, these feedback loops can be learned. However, we
show that the widely applied BGe score is susceptible to learning spu-
rious feedback loops, which are a consequence of non-linear regulation
and autocorrelation in the data. We propose a non-linear generalisation
of the BGe model, based on a mixture model, and demonstrate that this
approach successfully represses spurious feedback loops.
1 Introduction
In systems biology, there has been increased interest in learning regulatory net-
works and signalling pathways from postgenomic data. Following up on the sem-
inal paper by Friedman et al. [1], Bayesian networks have been widely applied to
this end. Their popularity partially stems from the tractability of the marginal
likelihood of the network structure, which is the consistent scoring scheme for
model selection in the Bayesian context. The practical computation requires
the integration of the likelihood over the entire parameter space, though. To
obtain a closed-form expression, two probabilistic models with their respective
conjugate prior distributions have been employed in the past: the multinomial
distribution with the Dirichlet prior, leading to the so-called BDe score [2], and
the linear Gaussian distribution with the normal-Wishart prior, leading to the
BGe score [3]. These approaches are restricted in that they either require the
data to be discretised (BDe) or can only capture linear regulatory relationships
(BGe). A non-linear non-discretised model based on heteroscedastic regression
has been proposed by Imoto et al. [4]. However, this approach no longer allows
the marginal likelihood to be obtained in closed-form and requires a restrictive
approximation (the Laplace approximation) to be adopted. Another non-linear
model based on node-speciﬁc Gaussian mixture models has been proposed [5].
Here, Ko et al. resort to the Bayesian information criterion BIC of Schwarz [6]
for model selection, which is only a good approximation to the marginal likeli-
hood in the limit of very large data sets. Recently, we proposed a generalisation
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of the BGe score [8] based on a combination of a mixture model with the allo-
cation sampler proposed in [7]. In this approach the latent variable allocation is
common to the whole network, though, which results in a heterogeneous linear
rather than a proper non-linear model. Our work aims to generalise our earlier
work [8] by the introduction of node-speciﬁc change-points. This model is similar
to the model by Ko et al. [5], with the diﬀerence that the marginal likelihood is
computed properly, rather than approximated by BIC.
2 Problems of the BGe Score
When the objective is to infer regulatory networks from time series, as is typically
the case in systems biology, the restriction of the model to linear processes
can result in the prediction of spurious feedback loops. Consider the simple
example shown in Figure 1. The graph shows two interacting nodes. Node X is
a regulator of node Y , and it also has a regulatory feedback loop acting back
on itself. Node Y is regulated by node X , but does not contain a feedback
loop. The ﬁgure shows both the state space representation, i.e. the recurrent
graph, and the corresponding dynamic Bayesian network. Note that the latter
is a valid DAG obtained by the standard procedure of unfolding the state space
graph in time. First assume that the data generation processes are consistent
with the BGe model assumption, e.g.: X(t + 1) = X(t) + c + σx · φX(t) and
Y (t+1) = w ·X(t)+m+σy ·φY (t) where w,m, c, σx, σy are constants, and φ.(.)
are iid normally distributed random variables. Under fairly general regularity
conditions, the marginal likelihood and, hence, the BGe score is a consistent
estimator. This implies that the correct model structure will be learned as m →
∞, where m is the data set size. Next, consider the scenario of a non-linear
regulatory inﬂuence that X exerts on Y :
X(t + 1) = X(t) + c + σx · φX(t), Y (t + 1) = f(X(t)) + σy · φY (t) (1)
for some non-linear function f(.). This non-linear function cannot be modelled
with a linear Bayesian network based on the BGe model. Consequently, the
prediction of Y (t + 1) from X(t) will tend to be poor. Note that for suﬃciently
small noise levels, the Y (t)’s will exhibit a strong autocorrelation, by virtue of the
autocorrelation of the X(t)’s, and the regulatory inﬂuence of X(t) on Y (t+1). If
Fig. 1. State space graph and corresponding dynamic Bayesian network.Left:
Recurrent state space graph containing two nodes. Node X has a recurrent feedback
loop and acts as a regulator of node Y . Right: The same graph unfolded in time.
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the latter regulatory inﬂuence cannot be learned owing to the linear restriction of
our model, the next best explanation is a direct modelling of the autocorrelation
between the Y (t)’s themselves. This autocorrelation corresponds to a feedback
loop of Y acting back on itself in the state-space graph, or, equivalently, an edge
from Y (t) to Y (t + 1) in the dynamic Bayesian network. We would therefore
conjecture that the linear restriction of the Bayesian network model may result
in the prediction of spurious feedback loops and, hence, to the reconstruction of
wrong network structures. Ruling out feedback loops altogether, as we did in [8],
will not provide a suﬃcient remedy for this problem, as some nodes – X in the
example above – will exhibit regulatory feedback loops (e.g. in molecular biology:
transcription factors regulating their own transcription), and it is generally not
known in advance where these nodes are.
3 Methodology
3.1 The Dynamical BGe Network
Dynamical Bayesian networks (DBNs) are ﬂexible models for representing prob-
abilistic relationships between interacting variables X1, . . . , XN . The graph G of
a DBN describes the relationships between the variables, which have been mea-
sured at equidistant time points t = 1, . . . ,m, in the form of conditional proba-
bility distributions. An edge pointing from Xi to Xj means that the realisation
of Xj at time point t, symbolically: Xj(t), is inﬂuenced by the realisation of Xi
at time point t− 1, symbolically: Xi(t− 1). πn = πn(G) denotes the parent node
set of node Xn in G, i.e. the set of all nodes from which an edge points to node
Xn in G. Given a data set D, where Dn,t and D(πn,t) are the tth realisations
Xn(t) and πn(t) of Xn and πn, respectively, DBNs are based on the following
homogeneous Markov chain expansion:
P (D|G,θ) =
N∏
n=1
m∏
t=2
P (Xn(t) = Dn,t|πn(t− 1) = D(πn,t−1),θn) (2)
where θ is the total parameter vector, composed of subvectors θn, which spec-
ify the local conditional distributions in the factorisation. The BGe model [3]
speciﬁes the distributional form P (D|G,θ = {μ,Σ}) as multivariate Gaussian
distribution with expectation vector μ and covariance matrix Σ, and assumes a
normal-Wishart distribution as prior distribution P ({μ,Σ−1}). The local prob-
ability distributions P (Xn|πn,θn) are then given by conditional Gaussian distri-
butions so that only linear relationships between Xn and its parent nodes πn can
be modelled. Under fairly weak conditions imposed on the parameters θ (prior
independence and modularity) and prior distribution P (θ) (conjugacy), the pa-
rameters can be integrated out analytically, as shown by Geiger and Heckerman
[3], and the marginal likelihood satisﬁes the same expansion rule as the Bayesian
network with ﬁxed parameters:
P (D|G) =
N∏
n=1
m∏
t=2
P (Xn(t) = Dn,t|πn(t− 1) = D(πn,t−1)) =
N∏
n=1
Ψ(Dπnn ) (3)
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where Dπnn := {(Dn,t,Dπn,t−1) : 2 ≤ t ≤ m} is the subset of the data pertaining
to node Xn and parent set πn. For the BGe model the factors Ψ(Dπnn ) can be
computed according to Eqn. (15) and (24) in [3].
3.2 The New Mixture/Change-Point BGe Model
To obtain a more ﬂexible model for DBNs we generalise Eq. (2) with a node-
speciﬁc mixture model:
P (D|G,V,K,θ) =
N∏
n=1
m∏
t=2
Kn∏
k=1
P (Xn(t) = Dn,t|πn(t− 1) = D(πn,t−1),θkn)δVn(t),k
(4)
where δVn(t),k is the Kronecker delta, V is a matrix of latent variables Vn(t),
Vn(t) = k indicates that the tth realisation of node Xn, symbolically Xn(t),
has been generated by the kth component of a mixture with Kn components,
and K = (K1, . . . ,Kn). Note that the matrix V divides the data into several
disjoined subsets, each of which can be regarded as pertaining to a separate
BGe model with parameters θkn. The probability model deﬁned in Eq.(4) is
eﬀectively a mixture model with local probability distributions P (Xn|πn,θn) and
it can hence, in principle, approximate any probability distribution arbitrarily
closely. The vectors Vn are node-speciﬁc, i.e. diﬀerent nodes can have diﬀerent
break-points, so that the proposed model has a higher ﬂexibility in modelling
non-linear relationships than the BGM model proposed in [8]. Diﬀerent from the
free allocation of latent variables in [8], we change the assignment of data points
to mixture components via a change-point process. This eﬀectively reduces the
complexity of the latent variable space and incorporates our prior belief that,
in a time series, adjacent time points are likely to be assigned to the same
component. Conditional on the latent variables V and under the assumption
that the regularity conditions deﬁned in Geiger and Heckerman [3] are satisﬁed,
the marginal likelihood can be computed in closed form:
P (D|G,V,K) =
∫
P (D|G,V,K,θ)P (θ)dθ =
N∏
n=1
Kn∏
k=1
Ψ(Dπnn [k,Vn]) (5)
where Dπnn [k,Vn] := {(Dn,t,Dπn,t−1) : Vn(t) = k, 2 ≤ t ≤ m} is the subset of
the data pertaining to node Xn and its parents πn that has been assigned to
the kth mixture component, symbolically: Vn(t) = k. In the absence of genuine
prior knowledge about the regulatory network structure, we assume for P (G) a
uniform distribution on graphs, subject to a fan-in restriction of |πn| ≤ 3.
As prior probability distribution on the number of mixture components Kn,
P (Kn), we take an iid truncated Poisson distribution with shape parameter λ = 1
restricted to 1 ≤ Kn ≤ 10. We assume that the prior distributions P (Vn|Kn)
of the latent variable vectors Vn conditional on Kn are iid, and we identify Kn
with Kn − 1 break-points: bn = {bn,1, . . . , bn,Kn−1} on the continuous interval
[2,m]. For notational convenience we introduce the pseudo-break-points bn,0 = 2
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and bn,Kn = m. For node Xn the observation at time point t is assigned to the
kth component, symbolically Vn(t) = k, if bn,k−1 ≤ t < bn,k. Following [10]
we assume that the break-points are distributed as the even-numbered order
statistics of L := 2(Kn − 1) + 1 points u1, . . . , uL uniformly and independently
distributed on the interval [2,m]. The motivation for this prior, instead of taking
Kn uniformly distributed points, is to encourage a priori an equal spacing be-
tween the break-points, i.e. to discourage mixture components that contain only
a few observations. The joint probability distribution of the proposed mixture
BGe model is given by:
P (G,V,K,D) = P (D|G,V,K) · P (G) · P (V|K) · P (K)
= P (G) ·
N∏
n=1
{
{P (Vn|Kn) · P (Kn) ·
Kn∏
k=1
Ψ(Dπnn [k,Vn])
}
(6)
Here P (G) is the graph prior, and P (Kn) the Poisson prior on the number
of mixture components for the nth node. The local marginal likelihood terms
Ψ(Dπnn [k,Vn]), which result from Eq.(5), can be computed independently for
each k using Eqn. (15) and (24) in [3]. Note that each vector Vn acts as a ﬁl-
ter which divides the data of Xn into Kn diﬀerent compartments, for which
separate independent BGe scores can be computed in closed-form. When a
mixture component is empty, then Ψ(Dπnn [k,Vn]) = 1. The term P (V|K) =∏N
n=1{P (Vn|Kn) is the prior distribution on the node-speciﬁc allocation vectors
Vn, which is induced by the even-numbered order statistics prior on the break-
point locations bn. Deriving a closed-form expression is involved. However, the
MCMC scheme we discuss in the next section does not sample Vn directly, but
is based on local modiﬁcations of Vn based on birth, death and reallocation
moves. All that is required for the acceptance probabilities of these moves are
P (Vn|Kn) ratios, which are straightforward to compute.
3.3 MCMC Inference
We now describe an MCMC algorithm to obtain a sample {Gi,Vi,Ki}i=1,...,I
from the posterior distribution P (G,V,K|D) ∝ P (G,V,K,D) of Eq. (6). We
combine the structure MCMC algorithm for Bayesian networks of Madigan and
York [9] with the change-point model of Green [10], and draw on the fact that
conditional on the allocation vectors V, the model parameters can be integrated
out to obtain the marginal likelihood terms Ψ(Dπnn [k,Vn]). Note that this ap-
proach is equivalent to the idea underlying the allocation sampler proposed in [7].
The resulting algorithm is eﬀectively an RJMCMC scheme [10] in the discrete
space of network structures and latent allocation vectors, where the Jacobian
in the acceptance criterion is always 1 and can be omitted. With probability
pG = 0.5 we perform a structure MCMC move on the current graph Gi and
leave the latent variable matrix and the numbers of mixture components un-
changed, symbolically: Vi+1 = Vi and Ki+1 = Ki. A new candidate graph Gi+1
is randomly drawn out of the set of graphs N (Gi) that can be reached from the
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current graph Gi by deletion or addition of a single edge. The proposed graph
Gi+1 is accepted with probability:
A(Gi+1|Gi) = min
{
1,
P (D|Gi+1,Vi,Ki)
P (D|Gi,Vi,Ki) ·
P (Gi+1)
P (Gi) ·
|N (Gi)|
|N (Gi+1)|
}
(7)
where |.| is the cardinality and the marginal likelihood terms have been speciﬁed
in Eq. (5). The graph is left unchanged, symbolically Gi+1 := Gi, if the move is
not accepted. We note that the subsequent analysis will be based on the marginal
posterior probabilities of individual edges, which can be estimated for each edge
from the MCMC sample G1, ...,GI by the fraction of graphs in the sample that
contain the edge of interest. With the complementary probability 1−pG we leave
the graph Gi unchanged, and perform a move on (Vi,Ki), where Vin is the latent
variables vector of Xn in Vi, and Ki = (Ki1, . . . ,KiN ). We randomly select a node
Xn and change its current number of components Kin via a break-point birth
or death move, or its latent variable vector Vin by a break-point re-allocation
move. The break-point birth (death) move increases (decreases) Kin by 1 and
may also have an eﬀect on Vin. The break-point reallocation move leaves Kin
unchanged and may have an eﬀect on Vin. If with probability (1−pG)/N a break-
point move on (Kin,Vin) is performed, we randomly draw the move type. Under
fairly mild regularity conditions (ergodicity, detailed balance), discussed in [10],
the MCMC sampling scheme converges to the desired posterior distribution. To
ensure detailed balance, the acceptance probabilities for the three break-point
moves (Kin,Vin)→ (Ki+1n ,Vi+1n ) are chosen of the form min(1, R), see [10], with
R =
∏Ki+1n
k=1 Ψ(Dπnn [k,Vi+1n ])∏Kin
k=1 Ψ(Dπnn [k,Vin])
×A×B (8)
where A = P (Vi+1n |Ki+1n )P (Ki+1n )/P (Vin|Kin)P (Kin) is the prior probability ra-
tio, and B is the inverse proposal probability ratio. The exact form of these
factors depends on the move type. (i) For a break-point reallocation (r) we ran-
domly select one of the existing break-points bn,j ∈ {bn,1, . . . , bn,Kn−1}, and the
replacement value b†n,j is drawn from a uniform distribution on [bn,j−1, bn,j+1]
where bn,0 = 2 and bn,Kn = m. Hence, the proposal probability ratio is one,
the prior probabilities P (Ki+1n ) = P (Kin) cancel out, and the remaining prior
probability ratio P (Vi+1n |Ki+1n )/P (Vin|Kin) can be obtained from p.720 in [10]:
Ar =
(bn,j+1 − b†n,j)(b†n,j − bn,j−1)
(bn,j+1 − bn,j)(bn,j − bn,j−1) , Br = 1 (9)
If there is no break-point (Kin = 1) the move is rejected and the Markov chain is
left unchanged. (ii) If a break-point birth move (b) on Kin is proposed, the loca-
tion of the new break-point b† is randomly drawn from a uniform distribution on
the interval [2,m]; the proposal probability for this move is bKin/(m− 2), where
bKin is the (Kin-dependent) probability of selecting a birth move. The reverse
death move, which is selected with probability d(Kin+1), consists in discarding
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randomly one of the Kin− 1+1 = Kin change-points. The inverse proposal prob-
ability ratio is thus given by B = d(Kin+1)(m− 2)/bKinKin. The prior probability
ratio is given by the expression at the bottom of p.720 in [10] (slightly modiﬁed
to allow for the fact that Kn components correspond to Kn − 1 break-points),
and we get:
Ab =
P (Kin + 1)
P (Kin)
2Kin(2Kin + 1)
(m− 2)2
(bn,j+1 − b†)(b† − bn,j)
(bn,j+1 − bn,j) , Bb =
d(Kin+1)(m− 2)
bKinKin
(10)
For Kin = KMAX the birth of a new break-point is invalid and the Markov chain
is left unchanged. Note that the ratio of the proposal probabilities for birth
versus death moves d(Kin+1)/bKin can be chosen such that it cancels out against
the prior ratio P (Kin + 1)/P (Kin), and the expression simpliﬁes:
AbBb =
2(2Kin + 1)
(m− 2)
(bn,j+1 − b†)(b† − bn,j)
(bn,j+1 − bn,j) (11)
(iii) A break-point death move (d) is the reverse of the birth move, and we get:
AdBd =
(m− 2)
2(2Kin − 1)
(bn,j+1 − bn,j)
(bn,j+1 − b†)(b† − bn,j) (12)
4 Data
We have evaluated our method, which we henceforth refer to as the Mix-BGe
model, on various synthetic data sets. For illustration purposes we present the
results obtained for two studies with small networks. The ﬁrst network consists
of two domain nodes X and Y . The true network structure is shown in Figure 1.
The dynamics of the system are given by the non-linear state-space equations
(see Eq. (1)), with the non-linear function f(.) = sin(.). We generated 40 obser-
vations by applying Eq. (1), setting the drift term c = 2π/41 to ensure that the
complete period [0, 2π] of the sinusoid is involved. The second network is a gener-
alisation of this two node domain where three nodes Y1, Y2, and Y3 are regulated
by X . The regulatory relationships are again realised by sinusoids, whereby we
shift the periods. More precisely, we set: Yi(t+1) = sin(X(t)+τi ·π)+σy ·φy,i(t)
where τ1 = 0, τ2 = 2/3, and τ3 = 4/3. Again we set c = 2π/41, initialised the
variables at t = 1 randomly, and generated 40 further observations. We have also
applied our method to three gene expression time series of the Interferon regu-
latory factors Irf1, Irf2 and Irf3 from bone marrow derived macrophages, which
we analysed in our earlier work [8]. Data of Irf1, Irf2 and Irf3 were collected at
25 × 30 minute time intervals under three external conditions: (1) infection with
Cytomegalovirus (CMV), (2) treatment with Interferon Gamma (IFNγ), and (3)
infection with Cytomegalovirus after pre-treatment with IFNγ (CMV+IFNγ).
Finally we have applied our method to two gene expression time series from Ara-
bidopsis thaliana cells, which were sampled at 13 × 2 hour time intervals. As in
[8] we focus on 9 genes: LHY, CCA1, TOC1, ELF4, ELF3, GI, PRR9, PRR5, and
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PRR3, which are known to be involved in circadian regulation [8]. The expres-
sions were measured independently in 2 plants under experimentally generated
constant light condition but with diﬀerent pre-histories. In the experiment T20
(T28), the plant was entrained in a 10h:10h (14h:14h) light/dark-cycle.
5 Simulations
In all our simulations, data were standardised to zero mean and marginal vari-
ance of 1 for all dimensions. The hyperparameters of the normal-Wishart prior
were chosen as uninformative as possible subject to certain regulatory conditions
discussed in [3]. For the synthetic (real) data we set both the burn-in and the
sampling-phase lengths of our MCMC simulations to 50,000 (500,000) each and
sampled every 1,000 iterations during the sampling-phase1. For the real data we
started 5 independent MCMC simulations from diﬀerent initialisations on each
data set, and we computed the potential scale reduction factor (PSRF) based on
the marginal edge posterior probabilities to monitor convergence. As we observed
a suﬃcient degree of convergence for all these data sets (PSRF < 1.2), we report
only the results of the empty-seededMCMC runs. For the evaluation of the results,
we proceeded in diﬀerent ways. For the synthetic study based on the two-node net-
work of Figure 1, we computed themarginal posterior probabilities for the individ-
ual edges. Our main interest was to test our conjecture from Sect. 2 that the BGe
score is susceptible to inferring a spurious self loop for node Y . We wanted to test
whether this susceptibility could be reduced by the proposedMix-BGemodel. For
the second synthetic simulation study, we assessed the network reconstruction ac-
curacy via the area under the ROC (receiver operator characteristic) curve: AUC;
this is a standard criterion that has been applied in numerous related articles. In
this study we also compare the Mix-BGe model with our BGMmodel [8], whereby
we exchanged the random allocation of the latent variables of our original BGM
model by a change-point process. This slight modiﬁcation ensures a fair compar-
ison, and actually improved the performance of the BGM model on the synthetic
data sets. Finally, for the real data, we focused on the self-loops again. Since we
do not know the true network for the Arabidopsis thaliana data, computing AUC
scores is impossible. However, as discussed in Sect. 2, we conjecture that in the
presence of temporal autocorrelation in the signals of the (unknown) regulators,
many downstream nodes will show spurious self-loops when the network is recon-
structed with the BGe model, whereas this susceptibility should be reduced with
the proposed Mix-BGe model. We therefore take as an alternative ﬁgure of merit
the average marginal posterior probability of a self-loop compared to the average
marginal posterior probability of a non-self-loop:
ξ =
1
Nsl
Nsl∑
sl=1
P (esl|D)− 1
Nnl
Nnl∑
nl=1
P (enl|D) (13)
1 Wenote that even for the largest network withN = 9 nodes each single simulation was
accomplished within a few hours using non-optimised Matlab c© code on a SunFire
X4100M2 machine with AMD Opteron 2224 SE dual-core processor.
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where esl is an edge corresponding to a self-loop, enl is an edge corresponding
to a non-self-loop, Nsl is the total number of self loops, and Nnl is the total
number of non-self-loops. Lower values of ξ are taken as an indication of a better
performance.
6 Results
Panels (a) and (b) of Figure 2 show the AUC scores for the synthetic data.
Both ﬁgures are laid out as matrices, in which the rows and columns correspond
to diﬀerent standard deviations of the noise in X (rows) and in Y (columns).
Note that an increase of the noise in X reduces the autocorrelation of X , while
increasing the noise in Y blurs the functional dependence of Y (t + 1) on X(t).
The autocorrelation of Y is jointly inﬂuenced by both noise levels. The proposed
Mix-BGe model consistently outperforms both the linear BGe model, as well as
the common change-point BGM model of Grzegorczyk et al. [8]. Only when the
noise in the signal of the hub node X is large (right-most columns) does the
proposed Mix-BGe model fail to achieve an improvement. As discussed above,
this is a consequence of an increased mis-classiﬁcation of latent variables, owing
to the nature of the change-point process. This could in principle be addressed
by combining the node-speciﬁc change-points of the present paper with the allo-
cation sampler used in [8] - albeit at the cost of a greatly inﬂated conﬁguration
space in latent space. Panels (c) and (d) in Figure 2 show the marginal posterior
probabilities of the four possible edges in the two-node network of Figure 1 and
the non-linear state space process of Eq. (1). The results in panel (c) of Figure 2
were obtained with the linear BGe model and show a clear propensity for infer-
ring the spurious self-loop Y → Y , in conﬁrmation of our earlier conjecture (see
Sect. 2). Compare this with the results for the proposed Mix-BGe model, shown
in panel (d) of Figure 2. Here, the spurious self-loop Y → Y is suppressed in
favour of the correct edge X → Y . There are two noise regimes in which the
spurious self-loop Y → Y has a marginal posterior probability that is higher
than or equal to that of the correct edge X → Y . One noise regime is where
both noise levels in X and in Y are low (top left corner in panels (c) and (d)
of Figure 2). Here, the autocorrelation of Y is so high that the spurious self-
loop Y → Y is still favoured over the true edge X → Y ; this is a consequence
of the fact that the functional dependence of Y (t + 1) on X(t) is only learned
approximately (namely approximated by a mixture model). The second regime
is where both noise levels are high (top right corners in the panels (c) and (d)
of Figure 2). High noise in Y blurs the functional dependence of Y (t + 1) on
X(t), while high noise in X leads to a high mis-classiﬁcation of latent variables
and, consequently, a deterioration of the model accuracy; this is a consequence
of the fact that latent variables are not allocated individually, as in [8], but ac-
cording to a change-point process. However, in the majority of noise scenarios,
the marginal posterior probability of the correct edge X → Y is signiﬁcantly
higher than that of the self-loop Y → Y . This suggests that the proposed Mix-
BGe model is successful at suppressing spurious feedback loops. Finally, Figure 3
shows the results for the real data. It is seen that for four out of ﬁve data sets,
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(c) BGe edge posteriors (N=2)
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(d) MIX-BGe edge posteriors (N=2)
Fig. 2. AUC scores and marginal edge posterior probabilities for the syn-
thetic data. All four panels are laid out as matrices, whose cells correspond to stan-
dard deviations σX and σY of the noise in X and Y (or Yi). All histograms show
averages (means/std. deviations) from 20 independent data instantiations. Panels (a)
and (b) were obtained for data generated from the 4-node-network described in Sec-
tion 4 and show average AUC score histograms for BGe (left grey bar) and MIX-BGe
(right white bar). The centre black bar shows the AUC score for a mixture model in
which each change-point applies to all the variables, as proposed in [8]. In (c) and (d)
the histograms show the posterior probabilities of the edges in the 2-node network,
as obtained with BGe (c) and the MIX-BGe model (d). Each histogram contains 4
bars, which represent the average posterior probabilities of the 4 possible edges: Left:
self-loop X → X (true); centre left: X → Y (true); centre right: self-loop Y → Y
(false); right: Y → X (false). It is seen that BGe has a high propensity for learning the
spurious feedback loop Y → Y , while MIX-BGe tends to learn an increased probability
of the correct edge X → Y (centre left bars).
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Fig. 3. Results on the Interferon and Arabidopsis thaliana gene expression
time series. The histograms shows the self-loop score ξ of Eq.(13) for the BGe model
(dark bar) and the proposed MIX-BGe model (light bar). Lower values are taken as
an indication of a better performance. The histograms in (a)-(c) were obtained from
the Interferon regulatory factor gene expression time series: (a) infection with CMV,
(b) pre-treatment with IFNγ, and (c) infection and pre-treatment. The histograms in
(d)-(e) were obtained from the Arabidopsis thaliana gene expression time series: (d)
10h:10h light/dark entrainment, (e) 14h:14h light/dark entrainment.
employing the proposed Mix-BGe model leads to a signiﬁcant suppression of the
marginal posterior probabilities of potentially spurious self loops. We note that
the chosen criterion is not based on a proper gold-standard, as we do not know
the true number of genuine feedback loops. The diﬀerence between the results
shown in panels (d) and (e) of Figure 3 may appear as surprising. It cannot
be ruled out, though, that the entrainment with diﬀerent light-dark cycles may
indeed lead to the activation of diﬀerent recurrent pathways, especially given
that the interactions between day and evening genes in Arabidopsis thaliana is
intrinsically of a recurrent nature [12]. Overall, our ﬁndings summarised in Fig-
ure 3 point to the general reduction of the posterior probability of feedback loops
inferred with Mix-BGe as compared with BGe. Given that BGe is intrinsically
susceptible to inferring spurious feedback loops, as discussed in Section 2, this
points to a potential improvement in the network reconstruction accuracy.
7 Discussion
We have demonstrated that when learning dynamic Bayesian networks from
time series data, the presence of temporal autocorrelations in the signals of the
regulating nodes renders an approach based on the linear BGe score susceptible
to spurious feedback loops. We have proposed a non-linear generalisation of the
BGe score based on a mixture model and node-speciﬁc change-point processes;
this is also a generalisation of the BGM model, where the allocation of data
points to mixture components was not node-speciﬁc, but aﬀected all nodes si-
multaneously [8]. Our simulations have shown that the network reconstruction
accuracy is improved, and that spurious feedback loops are avoided.
We note that there is a close similarity between our model and the one pro-
posed in [13]. The essential diﬀerence is that the model in [13] learns separate
network structures for diﬀerent time series segments. This assumption is reason-
able for some scenarios, like morphogenesis. However, for most cellular processes
on a shorter time scale, it is questionable whether it is the structure rather than
124 M. Grzegorczyk and D. Husmeier
just the strength of the regulatory interactions that changes with time. The
practical problem is potential model over-ﬂexibility. Owing to the high costs of
postgenomic high-throughput experiments, time series in systems biology are
typically rather short. Modelling short time series segments with separate net-
work structures will almost inevitably lead to inﬂated inference uncertainty. For
that reason we have constrained the network structure to remain invariant and
only allow the interaction parameters to change. As a direction for future re-
search one might consider the implementation of a hybrid scheme with a soft
rather than hard constraint on the network structures, based on the hierarchical
Bayesian model proposed in [14].
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