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ABSTRACT
The primary focus of this thesis is to develop decomposition methods for solving large-
scale optimization problems, especially those arising in interconnected infrastructure sys-
tems. Several factors (e.g., the Internet-of-Things) are driving infrastructure systems to
become more interdependent. As a result, these complex systems are increasingly exposed
to a variety of risks and demand elaborate optimization modeling that allows risk-informed
decision-making. The resulting optimization models, however, are often of large-scale and
have computationally challenging properties. In this regard, this thesis studies how to for-
mulate optimization models mitigating their risks and develop decomposition methods for
solving these models with improved computational properties.
We first present a network planning problem for electricity distribution grids and their
associated communication networks. The problem is formulated as a two-stage mixed-
integer linear program and is of large-scale, since it captures hundreds of potential disaster
scenarios as well as grids’ dependencies on the communication systems. To deal with
its vast size, we develop a branch-and-price algorithm that features a tight lower bound
and various acceleration schemes that address degeneracy. The model and algorithm were
evaluated on a variety of test cases, the results of which demonstrate the impact of the risk-
aware planning decisions as well as the computational benefits of the proposed solution
approach.
Next, we propose a unit scheduling problem of electric grids. We introduce gas network
awareness into the scheduling problem to alleviate risks from natural gas networks. The
resulting optimization model is formulated as a bi-level optimization problem. To address
xi
inherent computational challenges in solving bilevel problems, we develop a dedicated
Benders decomposition method for solving a certain class of bilevel problems (discrete-
continuous bilevel problems), which subsumes the proposed model. The algorithm fea-
tures a Benders subproblem decomposition technique that breaks down the Benders sub-
problem into two more tractable problems. We test the model and the solution approach on
a practically-relevant network data set. The results demonstrate that the risk-aware opera-
tional decision is instrumental in avoiding disruptions caused by gas system insecurity. It is
also demonstrated that the proposed decomposition algorithm not only improves the com-





Modern infrastructure systems continue to grow in their size and complexity, and in inter-
dependencies among them. For instance, electric grids are getting larger and more compli-
cated for supporting the increasingly digital and automated society, which also drives these
grids to be closely connected to other infrastructure systems [1]. As a result, infrastructure
systems become more involved and subjected to a broader range of risks [2] and, accord-
ingly, necessitate elaborate planning and operations models for preventing and managing
risks.
Risk-informed planning and operations decisions can be made through advanced opti-
mization models. An optimization model may leverage huge volumes of data (e.g., histor-
ical disturbance data) and/or incorporate system interdependencies for finding better deci-
sions aware of risks. The resultant optimization models, however, are usually of large scale
and challenging to solve due to their inherent non-convexity brought by physics governing
the system and/or binary decision variables, as well as the large system size and a variety of
technical requirements for system reliability. Moreover, additional complexities added for
embracing a large amount of data and/or different objectives among interconnected systems
further aggravate the computational burden greatly.
To cope with the difficulty in handling a large number of variables and/or constraints
of an optimization problem, decomposition methods have been developed as early as the
1960s [3, 4]. These methods typically solve a large problem by iteratively (i) solving a set
of smaller problems, either in parallel or sequentially, and (ii) exchanging information nec-
essary for optimality among these problems. Column generation and Benders decomposi-
tion methods are two widely used decomposition methods for solving large-scale (mixed-
integer) linear optimization problems [5, 6]. These methods, however, are often found
ineffective in solving real-world problems, especially when (i) the decomposed problems
exhibit bad computational behavior (e.g., numerical issues) or when (ii) some undesirable
properties of the decomposed problems (e.g., degeneracy) harm the quality of the informa-
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tion exchanged among these problems. Accordingly, many real-world applications call for
further advancements in these methods, possibly by exploiting problem structures.
In this regard, this thesis proposes optimization models that allow risk-informed
decision-making for complex interconnected systems as well as their solution approaches,
which advance the existing decomposition methods. In particular, this thesis studies two
problems arising in energy infrastructure, especially electric grids and natural gas trans-
mission systems, and two decomposition techniques for solving the problems—column
generation and Benders decomposition. The main focus of this research is to (i) use opti-
mization frameworks for alleviating the risks faced by the energy systems by making better
planning and operations decisions and (ii) develop acceleration schemes that improve the
computational performance of the decomposition methods.
For the rest of this chapter, we review basic concepts on the application areas and
decomposition methods in Section 1.1 and give an overview of this dissertation in Section
1.2.
1.1 Preliminaries
This thesis studies optimization problems arising in energy infrastructure, especially elec-
tric grids and natural gas transmission systems, and develops their solution methods that
build upon two widely-used decomposition methods—column generation and Benders de-
composition. In Sections 1.1.1 and 1.1.2, we lay out some background on the application
areas and the decomposition techniques that are helpful for the understanding of the re-
maining thesis; We refer to [7] for more details on the electric power systems, to [8] on the
gas system, and to Chapter 13 of [9] along with references therein for the decomposition
techniques.
1.1.1 Background on Application Areas
Electric grids and natural gas transmission systems are two examples of energy systems
that are designed for supplying energy (e.g., electricity and natural gas, respectively) to
consumers. In this section, we briefly describe the main components of these systems and
explain their system-governing physical laws that are essential for analyzing the systems.
Electric Grids. An electric grid consists of (i) a variety of generating units that produce
electricity, most of which is located at some distant power plants away from populated
areas, (ii) high-voltage transmission lines that deliver the electricity generated at remote
2
Figure 1.1: Notations for the 3-Phase Power Flow Equations.
power plants to populated regions, (iii) low-voltage distribution lines where the delivered
electricity is distributed across end-users (e.g., households and businesses), and (iv) sub-
stations where the electricity is stepped up to a high-voltage level or stepped down to a
low-voltage level for the different stages of electricity delivery (i.e., transmission and dis-
tribution). The part of an electric grid for transmitting electricity from remote sources to
populated areas is referred to as a transmission grid, and that for distributing electricity
over customers is called a distribution grid.
Planning and operating these grids is a challenging decision-making task due to a myr-
iad of objectives and a variety of technical and nontechnical constraints the systems involve
[10]. As such, optimization concepts and algorithms have been used in electric power sys-
tems to mathematically formalize and support their complex decision-making [11]. For
example, in electricity day-ahead wholesale markets in the United States, two optimization
problems named Unit Commitment (UC) problem and Economic Dispatch (ED) problem
are being solved every day to clear the market and determine the most economical operat-
ing schedule of generating units while ensuring a reliable supply of electricity [12]. Other
examples include transmission switching [13], expansion planning [14], and their vari-
ous variants (e.g., with security constraints and/or uncertainty characterization), to name a
few. For these optimization problems to yield practical solutions, an accurate mathematical
model for analyzing electric power flow needs to be embedded in these problems.
Electric power is generated at power plants as three-phase Alternating Current (AC),
which is a set of three sinusoidal currents with equal magnitudes and equally-spaced phase
angles that are 120 degrees apart from each other. The flow of steady-state three-phase AC
power over the transmission and distribution grids, then, is governed by Ohm’s law and
the power flow balance equation; The former states that relationship between the current
flowing through a conductor and the voltage change across the conductor, and the latter
requires that the sum of incoming power flows to each node of the network must equal the
outgoing flows.
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Let G = (N,E) be an undirected graph that represents an electric grid, where N and
E denote the set of nodes and edges of the grid, respectively, which are also referred to
as buses and lines in electric grid analysis. Let P = {a, b, c} denote the three-phases
of the grid G. For each bus i ∈ N , let Vi = (V ki )k∈Pi represent the sinusoidal three-
phase voltage at the bus, where Pi denotes the set of phases on the bus; For each line
e = (i, j) ∈ E, let Ie = (Ike )k∈Pe represent the sinusoidal three-phase current passing
through the line and let se,i = (ske,i)k∈Pe denote the complex three-phase power on i-end of
the line, where Pe represents the set of phases on the line. Each line e ∈ E is characterized
by a phase impedance matrix Ze. The notations also use a superscript P ′ ⊆ P to represent
the projection or the extension of a vector to the space of P ′. For example, if Pi = {a, b, c}
and P ′ = {a, b}, then V P ′i =
(
V ai , V
b
i
)T . If Pi = {a, c} and P ′ = {a, b, c}, then V P ′i =
(V ai , 0, V
c
i )
T . Some notations are illustrated in Figure 2.2.
With these notations and the sinusoidal steady-state assumption, Ohm’s law states the
relationship between Ie, Vi, Vj , and Ze on each line e = (i, j) ∈ E as follows:
V Pej = V
Pe
i − ZeIe. (1.1)
Further, the power balance equation can be expressed as follows:
se,i = diag(V Pei I
H
e ),∀i ∈ δ(e), e ∈ E, (1.2a)
gki − dki =
∑
e∈δ(i)
ske,i, ∀k ∈ Pi, i ∈ N, (1.2b)
where δ(e) and δ(i) represent the set of end-buses of line e (i.e., δ(e) = {i, j} for e =
(i, j) ∈ E) and the set of lines attached to bus i, respectively, and superscript H indicates
the conjugate transpose; gki and d
k
i denote the complex power generated and consumed on
phase k ∈ Pi at bus i, respectively. As indicated in Equation (1.2a), the complex power on
each phase k ∈ Pe is the product of the voltage and the complex conjugate of the current
on phase k, and Equation (1.2b) requires the sum of incoming flows equals the sum of the
outgoing flows at each bus.
Transmission grids consist primarily of balanced three-phase loads, placing the same
electricity demand on each phase. In this case, the analysis can be done on a single
phase, since the voltages and currents in the other two phases have the same magnitude
as those in the analyzed phase with angles apart from each other by 120◦. Assuming a
single phase network, we represent the sinusoidal voltage at bus i as the rectangular form
Vi = |Vi|(cos θi+ i sin θi) where i =
√
−1 (i.e., Vi = |Vi|∠θi in the polar form); Let Ze ∈ C
be the complex impedance on each line e ∈ E and let Ye := 1/Ze = Ge + iBe denote the
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admittance of line e. Then, by combining Equations (1.1) and (1.2a), we have the following
equations:
se,i = ViĪe (1.3a)
= Vi(V̄i − V̄j)Ȳe (1.3b)
= pe,i + iqe,i, (1.3c)
where
pe,i = |Vi| {|Vi|Ge − |Vj| [Ge cos(θi − θj) +Be sin(θi − θj)]} , (1.3d)
qe,i = |Vi| {−|Vi|Be − |Vj| [Ge sin(θi − θj)−Be cos(θi − θj)]} . (1.3e)
On the other hand, distribution grids contain single-phase loads that unbalance the system
(i.e., currents on each phase are not exactly 120◦ apart from one another and may have
different magnitudes), thus the three-phase representation in Equations (1.1) and (1.2) is
more appropriate to analyze the system. These equations describing how electric power
flows (i.e., Equations (1.1) and (1.2) for the distribution grids and Equations (1.3) and (1.2)
for the transmission systems) are often referred to as power flow equations.
Note that, in either case (i.e., transmission or distribution grids), the power flow equa-
tions are nonconvex (see, e.g., Equation (1.2a) and (1.3)); The nonconvexity makes opti-
mization problems embedding the power flow equations very challenging to solve to global
optimality. Therefore, there has been a considerate effort made to tightly approximate or
relax the power flow equations with convex constraints; See recent surveys in [15, 16, 17].
The most widely used approximation method for balanced three-phase networks is the
DC power flow approximation, which have been applied to various applications including
long-term planning and wholesale electricity market operations [16]. The DC power flow
approximation replaces Equation (1.3) expressed in the per-unit system as the following
linear equations
pe,i = −Be(θi − θj), qe,i = 0, (1.4)
by (i) ignoring the line resistance (implying Ge = 0), (ii) using the small angle difference
between adjacent nodes and the sine function approximation near zero sin(θi−θj) ≈ θi−θj ,
(iii) assuming near-nominal voltage magnitudes |Vi| ≈ 1 for all i ∈ N , and (iv) ignoring
reactive power qe,i. A more advanced linear approximation that incorporates both reactive
power and voltage magnitudes is proposed in [18].
Meanwhile, a convex relaxation of the power flow equations for balanced three-phase
networks is first proposed in [19] as a Second-Order Cone Program (SOCP) for radial net-
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works and in [20] as a Semidefinite Program (SDP) for mesh networks [21]. The work in
[22] studied the exactness of the SDP approach and more relevant details can be found in
[23, 24] and references therein. Other SOCP representations of the power flow equations in-
clude relaxations [25, 26, 27] and approximations [28, 29, 30]. For unbalanced multi-phase
networks, [21] proposed convex relaxations and linear approximation for radial networks,
which is delineated in Section 2.3.1.1.
Natural Gas Transmission Systems. A natural gas transmission system moves natural
gas from the gas wellhead to end-users. It consists of (i) pipelines along which natural gas
travels toward customers after being gathered and processed in distant source areas, (ii) a
series of compressor stations that increase the pressure of natural gas to keep the flow going
forward, and (iii) control valves that restrict the flow or reduce the pressure of gas for flow
redirection or some maintenance tasks.
Gas flow is governed by physical laws of fluid dynamics, which can be captured by
a set of Partial Differential Equations (PDE) that evolve over both time and space along
the pipeline [31, 32]. During the last century, most gas flow analysis assumed isothermal
steady-state [8], which requires the temperature across a pipeline and the gas withdrawal
over a day to have a little variation. One and mostly used isothermal steady-state model
is the Weymouth equations, which is a set of simplified equations obtained by assuming a
constant friction factor and horizontal pipelines [33, 34, 35].
Let G = (V ,A) be a directed graph that represents a natural gas pipeline network,
where V and A denote the set of nodes and arcs of the network, respectively. The set of
arcs consists of the set of pipelines Ap (passive lines), and compressor stations Ac and
control valves Av (active lines). For each node i ∈ V , let πi be the squared nodal pressure,
and let φa represent the gas flow on arc a = (i, j) ∈ A, which takes a positive value if gas
moves from i to j and a negative value, otherwise.
With these notations, the Weymouth equation approximates the relationship between
the gas mass flux and the pressure drop along a passive line (i.e., pipeline) a ∈ Ap as
follows:
πi − πj = waφa|φa|, (1.5)
where the parameterwa is a Weymouth factor which depends on the physical characteristics








φa, ∀i ∈ V , (1.6)
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where qi denotes the gas mass flux injection/demand at vertex i.
Note that the Weymouth equation is nonconvex and challenges optimization problems
that embed the gas flow equations from both computational and solution quality stand-
points. Thus, several studies proposed convex approximations/relaxations of the equations.
Suppose the direction of gas flow is fixed, then we can assume w.l.o.g. φa ≥ 0, ∀a ∈ A.
In this case, the Weymouth equation can be relaxed as the following SOC constraint:
πi − πj ≥ waφ2a, (1.7)
by relaxing the equality in Equation (1.5) with inequality. The work in [35] proposed this
relaxation and its extension to bidirectional flows which introduces auxiliary binary vari-
ables indicating the flow direction. Other approximation/relaxation schemes for handling
the nonconvexity include mixed-integer piecewise linear approximations [36, 37, 38, 39], a
Mixed-Integer Quadratically-Constrained Quadratic Program (MIQCQP) relaxation [40],
a MISOCP relaxation [41], and a mixed-integer SDP relaxation [42]. For transient flow
analysis, we refer the reader to [43] and references therein.
1.1.2 Decomposition Techniques
Column generation and Benders decomposition methods are two widely-used decompo-
sition techniques for solving large-scale (mixed-integer) linear programs. Both meth-
ods build upon some problem reformulation schemes that allow distributed solution ap-
proaches: Dantzig-Wolfe reformulations for column generation and a projection-based re-
formulation for Benders decomposition.
Column Generation Column generation is useful when solving an Integer Linear Pro-
gramming (ILP) problem with some complicating constraints. Consider the following ILP
problem with an n-dimensional variable vector:
z = min{cTx : Dx ≥ d,Bx ≥ b, x ∈ Zn+}. (1.8)
Suppose that the constraint set Dx ≥ d complicates the problem and optimizing a linear
objective function over P := {x ∈ Zn+ : Bx ≥ b} is relatively tractable.
Dantzig-Wolfe reformulation is a reformulation scheme for Problem (1.8) that uti-
lizes some alternative representation of P , which is specified in a counterpart theorem
of Minkowski’s theorem for ILP:
Theorem 1.1.1 ([9]). Every discrete set P in the form of {x ∈ Zn+ : Bx ≥ b} can be
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represented with P = projx(Q), where
Q =
{
(x, λ, µ) ∈ Rn × Z|J |+ × Z
|R|














where {x̂j}j∈J is a finite set of integer points in P and {v̂r}r∈R is the set of extreme rays
(scaled to be integral) of convP , with J andR being the corresponding index sets.
Suppose P is bounded (i.e., R = ∅), then by replacing P in Problem (1.8) with Q,
we have the following extended reformulation of the ILP problem with a variable vector








(Dx̂j)λj ≥ d, (1.9b)∑
j∈J
λj = 1, (1.9c)
λj ∈ {0, 1}, ∀j ∈ J . (1.9d)
Note that any point in Q is a convex combination of some integral extreme points of
P . Therefore, it can be shown that the LP relaxation zDWLP of Problem (1.9) has the same
value as min{cTx : Dx ≥ d, x ∈ conv(P ), x ∈ Rn+}, which is (potentially much) stronger
than the LP relaxation of (1.8). Note that, however, Problem (1.9) has exponentially many
variables.
Column generation is a method for solving the LP relaxation of the Dantzig-Wolfe
reformulation (i.e., Problem (1.9)) by generating variables (i.e., columns) iteratively. Sup-
pose we have a subset of points J k ⊆ J at iteration k with Problem (1.9) restricted as








(Dx̂j)λj ≥ d, (1.10b)∑
j∈J k
λj = 1, (1.10c)
λj ≥ 0, ∀j ∈ J k. (1.10d)
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Suppose Problem (1.10) has an optimal dual solution (πk, σk) where πk corresponds to
Constraint (1.10b) and σk is associated with Constraint (1.10c). With the dual information
of the current optimal basis of Problem (1.10), we can check whether there is a variable λj
for some j ∈ J \ J k with negative reduced cost, meaning that the variable has a potential
to enter the current optimal basis (i.e., improving the current objective value).




−σk + (c− (πk)TD)Tx : x ∈ P
}
, (1.11)
which aims to find x ∈ P that yields the smallest reduced cost. If the pricing problem
yields an optimal solution x̂j for some j ∈ J \J k with a negative objective value, then the
method adds the corresponding variable λj and its associated column to Problem (1.10).
The method repeats this procedure until the pricing problem has a nonnegative objective
value.




cTx+ hTy : Gx+Hy ≥ d, (x, y) ∈ Zn × Rp+
}
. (1.12)
Consider a function f(·) defined as follows:
f(x̂) := min
{
hTy : Hy ≥ d−Gx̂, y ∈ Rp+
}
, (1.13)
which describes the optimal objective value of a continuous problem obtained from Prob-
lem (1.12) by fixing its integer variable as some vector x̂ ∈ Zn. Note that if x̂ /∈ projxQ
where Q = {(x, y) ∈ Rn × Rp+ : Gx+Hy ≥ d}, then Problem (1.13) is infeasible (i.e.,
f(x̂) = +∞ by convention). Otherwise, f(x) takes a finite value. Accordingly, we let
Df := projxQ be the domain of f .




cTx+ f(x) : x ∈ Df
}
, (1.14)




cTx+ t : x ∈ Df , (x, t) ∈ Pf
}
(1.15)












where {uj}j∈J is the set of extreme points of U =
{
u ∈ Rm+ : HTu ≤ h
}
and J is the
corresponding index set. Therefore, for x ∈ Df , Pf can be described by the following set
of linear inequalities, called optimality cuts:
t ≥ (uj)T (d−Gx), ∀j ∈ J ,
In addition, Df = projx(Q) can also be expressed by a set of linear inequalities, ac-
cording to Farkas’ Lemma, as follows:
Df = {x ∈ Rn : (vr)T (d−Gx) ≤ 0,∀r ∈ R}, (1.18)
where {vr}r∈R is the set of extreme rays of U andR is the associated index set.
Accordingly, we obtain the following reformulation:
zMIP = min cTx+ t (1.19)
s.t. (uj)T (d−Gx) ≤ t,∀j ∈ J , (1.20)
(vr)T (d−Gx) ≤ 0,∀r ∈ R, (1.21)
x ∈ Zn, t ∈ R, (1.22)
which is a ILP problem with a very large number of constraints.
Instead of explicitly having complete expression of the epigraph Pf and the domainDf ,
Benders decomposition iteratively discovers Pf and Df through some procedure. At each
iteration k, suppose that we have some subsets J k ⊆ J and Rk ⊆ R, and that (xk, tk) is
obtained by solving the following relaxed problem:
min cTx+ t (1.23)
s.t. (uj)T (d−Gx) ≤ t,∀j ∈ J k, (1.24)
(vr)T (d−Gx) ≤ 0, ∀r ∈ Rk, (1.25)
x ∈ Zn, t ∈ R. (1.26)
Then, we can check the optimality and feasibility of xk by solving Problem (1.13) with x
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fixed as xk. There are two cases:
(i) f(xk) = +∞, meaning that Problem (1.13) is infeasible for given xk. Then, we can
obtain a new extreme ray vr for some r ∈ R\Rk with (vr)T (d−Gx0) > 0, using the
resultant dual solution of Problem (1.13). The violated constraint vr(d − Gx) ≤ 0,
called a feasibility cut, is added to Problem (1.13), (i.e.,Rk+1 = Rk ∪ {r}).
(ii) Problem (1.13) has a finite optimum with an optimal dual solution uj for some j ∈
J \ J k. If f(xk) = (uj)T (d − Gxk) > tk, then add the violated constraint t ≥
(uj)T (d−Gx), called an optimality cut to Problem (1.13), (i.e., J k+1 = J k ∪ {j}).
The Benders decomposition repeats this procedure until it has no violated constraint (i.e.,
f(x∗) ≤ t∗).
1.2 Thesis Overview
This thesis is organized as follows: Chapter 2 studies how to harden and modernize electric-
ity distribution systems for building resiliency against natural disasters. Smart-grid tech-
nologies (e.g., distributed generation and remotely controlled switches) have emerged as
important tools to improve the resiliency of distribution grids against extreme weather-
related disturbances. Therefore it becomes important to study how best to place them on
the grid in order to meet some resiliency criteria, while minimizing costs and capturing
their dependencies on the associated communication systems that sustain their distributed
operations. To address this need, we formulate the optimal resilient planning problem as
a two-stage mixed-integer optimization problem using a number of potential disaster sce-
narios generated from historical data. The problem captures both the physical laws of
distribution systems and the communication connectivity of the smart grid components.
We propose an exact branch-and-price algorithm, which is a hybrid of branch-and-bound
and column generation methods, for solving the problem; The proposed algorithm features
a strong lower bound and a variety of acceleration schemes to address degeneracy. We
evaluate the optimization model and the branch-and-price algorithm on a variety of test
cases with varying disaster intensities and network topologies. The results demonstrate the
importance of informing expansion plans of system interdependencies, as well as the com-
putational benefits of the proposed solution approach which outperformed state-of-the-art
solution methods (e.g., scenario-based decomposition methods [44, 45]) and an advanced
branch-and-price algorithm (e.g., with a stabilized column generation [46]) significantly.
In Chapter 3, we investigate how to enhance risk awareness in electricity system op-
erations against a dangerous link between the electricity and natural gas systems. Recent
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changes in the fuel mix for electricity generation and, in particular, the increase in gas-
fueled power plants have created significant interdependencies between the electrical power
and natural gas transmission systems. However, despite their physical and economic cou-
plings, these networks are still operated independently, with asynchronous market mech-
anisms. This mode of operation may lead to significant economic and reliability risks in
congested environments as revealed by the 2014 polar vortex event experienced by the
northeastern United States. To mitigate these risks, we explore the idea of introducing gas
network awareness into an operational model of the electricity system, which is known as
the unit commitment problem. Under the assumption that the power system operator has
some (or full) knowledge of gas demand forecast and the gas network, we propose a tri-
level optimization problem where natural gas zonal prices are given by the dual solutions
of natural-gas flux conservation constraints and commitment decisions are subject to bid-
validity constraints that ensure the economic viability of the committed gas-fired power
plants. This tri-level program can be reformulated as a bilevel mixed-integer second-order
cone program which motivated us to develop a dedicated Benders decomposition discussed
in Chapter 4. The approach is validated on a case study for the Northeastern United States
[47] that can reproduce the gas and electricity price spikes experienced during the early
winter of 2014. The results on the case study demonstrate that gas awareness in unit com-
mitment is instrumental in avoiding the peaks in electricity prices while keeping the gas
prices to reasonable levels.
The bilevel model proposed in Chapter 3 challenges existing solution methods and mo-
tivated us to develop an advanced decomposition method for bilevel optimization. Bilevel
optimization formulates a variety of real-world problems as they are suited to model hi-
erarchical decision-making processes that arise in many applications such as in pricing,
network design, and infrastructure defense planning [48, 49, 50, 51]. In spite of the wide
applicability, algorithmic development for solving bilevel optimization problems has been
sparse, due to its inherent complexity; Even the simplest subclass of bilevel problems where
the upper and lower levels are both linear is NP-hard [52]. Accordingly, in Chapter 4, we
propose a dedicated Benders decomposition method for solving a class of bilevel optimiza-
tion problems where the upper level problem features some integer variables while the
lower level problem enjoys strong duality, which subsumes the model presented in Chapter
3. The method decomposes the Benders subproblem into two more tractable, sequentially
solvable problems that can be interpreted as the upper and the lower level problems. We
show that the Benders subproblem decomposition carries over to an interesting extension of
bilevel problems, which connects the upper level solution with the lower level dual solution,
and discuss some special cases of bilevel problems that allow sequence-independent sub-
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problem decomposition. Several acceleration schemes are discussed and a computational
study demonstrates the computational benefits of the proposed method over an up-to-date
commercial solver and the standard Benders method.




Planning for Resilient Distribution Systems
2.1 Introductory Remarks
The last decades have highlighted the vulnerability of the current electric power system to
weather-related extreme events. Between 2007 and 2016, outages caused by natural haz-
ards, such as thunderstorms, tornadoes, and hurricanes, amounted to 90 percent of major
electric disturbances, each affecting at least 50,000 customers (derived from Form OE-417
of U.S. DOE). It is also estimated that 90 percent of all outages occur along distribution sys-
tems [56]. Moreover, the number of weather-related outages is expected to rise as climate
change increases the frequency and intensity of extreme weather events [56]. Accordingly,
it is critical to understand how to harden and modernize distribution grids to prepare for
potential natural disasters.
Distributed Generation (DG) is one of the advanced technologies that can be utilized to
enhance grid resilience. DG refers to electric power generation and storage performed by
a collection of distributed energy resources. DG decentralizes the electric power distribu-
tion by supplying power to the loads closer to where it is located. The potential of DGs is
realized via a system approach that views DGs and associated loads as a microgrid [57].
A microgrid is often defined as a small-scale power system on medium- or low- voltage
distribution feeder that includes loads and DG units, together with an appropriate manage-
ment and control scheme supported by a communication infrastructure [58]. When faults
occur in the main grid, microgrids can be detached from the main grid and act in island
mode to serve critical loads by utilizing local DGs or work in the grid-connected mode
to provide ancillary services for the bulk system restoration [59]. Remotely Controlled
Switches (RCS), another advanced technology, can be used to increase the grid flexibility
by controlling the grid topology through a communication network and facilitate micro-
grid formations in emergencies. Other than the aforementioned operational enhancement
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measures, a grid can also be hardened physically by installing underground cables and/or
upgrading the overhead lines with stronger materials, which reduces the physical impact of
catastrophic events [60].
A critical issue in building resilient distribution grids is to determine where to place
such advanced devices (i.e., DGs, RCSs, and underground cables) and which existing lines
to harden. It is also important to understand the dependency between the distribution grid
and its associated communication network, which is critical to the effective operation of
a modernized grid during emergency situations and is also vulnerable to extreme events
[61, 62, 63, 64].
To address this pivotal and pressing issue, this chapter introduces the Optimal Resilient
Design Problem for Distribution and Communication Systems (ORDPDC). The ORDPDC
determines how to harden and modernize an interdependent network to ensure its resilience
against extreme weather events. Like recent papers (e.g., [44, 65]), the ORDPDC takes into
account a set of disaster scenarios, each defining a set of power system components that
are damaged during an extreme event. These scenarios are generated from probabilistic
models of how power system components respond to hazard-specific stress (e.g., wind
speed and flood depth) that are derived from historical data. The ORDPDC considers the
following upgrade options: a set of hardening options on existing power lines and commu-
nication links and a set of new components that can be added to the system—new lines,
new communication pathways, remotely controlled switches, and distributed generation.
The objective of the ORDPDC is to find the cheapest set of upgrade options that can be
placed on the grid in order to guarantee that a minimal amount of critical and non-critical
load be served in each scenario. These guarantees are called the resiliency criteria.
The ORDPDC is modeled with a two-stage stochastic mixed integer program. The
first stage decides an upgrade profile and the second stage decides how to utilize the DGs,
RCSs, and power lines/communication links, whose availability is decided in the first-
stage, to restore critical loads up to resiliency criteria (e.g., 98 %) in each disaster scenario.
For each scenario, the second stage is viewed as a restoration model that identifies how
to reconfigure the grid. Within this second stage problem, the physics of power flows
is modeled with the steady-state, unbalanced three phase AC power flow equations and
constraints that ensure that the radial structure of distribution grids is maintained. When the
grid is reconfigured due to some disturbances, each island or microgrid must be connected
to at least one control center that coordinates its DGs and loads and operates its RCSs. This
communication requirement is modeled with a single-commodity flow model.
Several solution methods can be used to solve the ORDPDC, taking advantage of its
block diagonal structure. [44] proposed a Scenario-Based Decomposition (SBD) algorithm
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that restricts attention to a smaller set of scenarios and adds new ones on an as needed ba-
sis (see Section 2.5.1). However, in the worst case, the SBD algorithm must solve the
large-scale ORDPDC as a whole. Another Scenario Decomposition (SD) algorithm was
proposed by [45] that explores solutions to each subproblem as candidate primal feasible
solutions for the overall problem (see Section 2.5.1). However, a strong performance of
the SD algorithm is guaranteed only when the probability that an ε-optimal solution of the
overall problem (for small enough ε > 0) becomes the optimal solution to a realization
is strictly positive. Hence, in the worst case, it may explore all feasible solutions of each
subproblem. Branch-and-Price (BnP), which combines column generation and branch-and-
bound, is another solution method for approaching large-scale mixed-integer programming
[5]. Although widely successful on many applications, it may suffer from degeneracy and
long-tail effects as problems become larger. To address these difficulties, several stabiliza-
tion techniques have been proposed and proven to be effective in many applications (e.g.,
[46, 66, 67]). Nevertheless, the high degree of degeneracy and the significant scale of the
ORDPDC create significant challenges for the dual stabilization techniques.
To address these computational challenges, this chapter proposes a BnP algorithm that
systematically exploits the structure of the ORDPDC. The algorithm starts with a compact
reformulation that results in strong lower bounds on the test cases and pricing subproblems
that are naturally solved in parallel. Moreover, the BnP algorithm tackles the degeneracy
inherent in the ORDPDC through a variety of acceleration schemes for the pricing sub-
problems: A pessimistic reduced cost, an optimality cut, and a lexicographic objective.
The resulting BnP algorithm produces significant computational improvements compared
to existing approaches.
The key contributions of this chapter can be summarized as follows:
• The chapter proposes the first planning model for resilient distribution networks that
combines the use of advanced technologies (e.g., DGs, RCSs, and undergrounding)
with traditional hardening options and captures the dependencies between the distri-
bution grid and its associated communication system.
• The chapter proposes an exact BnP algorithm for solving the ORDPDC, which sys-
tematically exploits the ORDPDC structure to obtain strong lower bounds and ad-
dress its significant degeneracy issues.
• The chapter evaluates the impact of grid and communication system topologies on
potential expansion plans. It also reports extensive computational results demonstrat-
ing the benefits of the proposed BnP algorithm on the test cases.
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The remainder of this chapter is organized as follows. Section 2.2 reviews related
work on the ORDPDC. Section 2.3 formalizes the ORDPDC and presents a tight linear
approximation. Section 2.4 analyzes the behavior of the model on the case studies. Section
2.5 describes solution approaches for solving the ORDPDC, where Section 2.5.1 briefly
reviews the SBD and SD algorithms and Section 2.5.2 presents the new BnP algorithm.
Lastly, Section 2.6 reports on the computational performance of the proposed algorithm.
Section 2.7 concludes the chapter.
2.2 Literature Review
There has been a considerable progress in advancing methods that address weather-related
issues at distribution level [59]. Many studies develop post-fault Distribution System
Restoration (DSR) models to bring power back as soon as possible and restore critical loads
after a severe outage. Recently, DGs, RCSs, and redundant lines were utilized to leverage
microgrids in load restoration. Most of the studies assume the existence of those devices
beforehand [68, 69, 70, 71]. [72] proposed a DSR model that utilizes the placement of
dispatchable DGs. The above-mentioned studies however propose post-contingency mod-
els. To facilitate these novel restoration methods, the devices should be placed in suitable
places in advance. This chapter focuses on the optimal placement of those devices so that
the grid survives potential weather-related events.
Only a limited number of studies have discussed how to optimally add resilience to dis-
tribution networks. Most relevant is the work by [65] and [44] who propose multi-scenario
models for making a distribution grid resilient with respect to a set of potential disaster
scenarios. They propose decomposition-based exact and heuristic solution approaches.
However, these studies do not take into account the grid’s functional dependencies on the
associated communication network. Accordingly, the possible faults in the communication
network are not considered and the upgrade options only consider the power grid, not the
communication network. [73] proposed a two-stage robust optimization model by utiliz-
ing a bi-level network interdiction model that identifies the critical components to upgrade
for the resilience against the N − K contingency criterion. However, as pointed out in
[65], in practice, the computational complexity of this approach grows quickly with the
number of allowable faults. The study also did not explicitly consider the dependency on
the communication network: A DG can supply power to the node it is placed on and its
children if they are not damaged by the attack. [74] and [75] discuss how to place RCSs in
distribution systems, but only single fault scenarios are assumed, which is not suitable for
capturing weather-related extreme events.
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As the instrumentation of the grid increases, frameworks for modeling its dependence
on communication networks from a resilience viewpoint have been studied [63, 76]. [58]
proposed a hierarchical control system, which assumes the existence of a controller in each
microgrid to allow the coordination among distributed generation units in the microgrid,
while multiple microgrids are organized by a central management controller. On the other
hand, distributed control systems are applied to microgrids where there are many devices
with their own controllers. Accordingly, [68] assumed that RCSs have local communication
capabilities to exchange information with neighboring switches over short-range low-cost
wireless networks and proposed a global information discovery scheme to get the input
parameters for a DSR model. However, the assumption that RCSs are installed in all lines
is premature for current distribution systems. [72] proposed a two-layered communication
framework where the lower-layer cyber network supports microgrids where local control
systems are installed, while the upper-layer network is composed of multiple local con-
trol systems that only communicate with their neighboring counterparts. The study can be
viewed as a hybrid of centralized and decentralized framework: At a microgrid level, it is
operated in a centralized fashion, while the upper-level network is operated in a decentral-
ized manner. However, it did not consider fault scenarios in communication networks. This
chapter only assumes the lower-layer cyber network proposed in [72] by dynamically allo-
cating a local control system to each microgrid in islanding mode. Moreover, this chapter
also considers potential faults in the communication system.
To the best of our knowledge, this chapter proposes, for the first time, an exact opti-
mization algorithm for expanding an integrated distribution grid and communication net-
work through the placement of new DGs and RCSs and the hardening of existing lines in
order to ensure resilience against a collection of disaster scenarios.
2.3 Mathematical Modeling: the ORDPDC
The ORDPDC considers an unbalanced three-phase distribution grid coupled with a com-
munication network, as illustrated in Figure 2.1. In the figure, blue- and red-colored arrows
represent regular and critical loads. Nodes in the communication networks may control a
generator or a switch in the distribution network, as indicated by dotted lines. The figure
also highlights how the line phases are interconnected at the buses and the communication
centers that will send instructions to generators and switches remotely.
Let G = (V,E) be an undirected graph that represents a distribution grid and its avail-
able upgrade options: V and E denote the set of buses and the set of distribution lines. The
























Figure 2.1: The Cyber-Physical Network for Electricity Distribution. Solid lines represent
power lines and dotted lines represent communication links.
rected graph G̃ = (Ñ , Ẽ), where Ñ and Ẽ are the set of communication nodes and a set of
communication links. A communication node is either a control point or an intermediate
point. Each control point is associated with some device in G and some nodes in Ñ are
designated as control centers.
The power grid G depends on its communication network G̃ in the following way: A
device in G (e.g., a generator or a RCSs) is operable only when its associated control point
can receive a signal from some control center in G̃. This modeling enables islands to form
and to be operated independently only when at least one control center can communicate
to the island and, in particular, its generator(s).
Let G = (N , E) be the integrated system of G and G̃ withN = N ∪ Ñ and E = E∪ Ẽ.
Let D be a set of damage scenarios for G indexed with S := {1, · · · , |D|}. Each scenario
s ∈ S is a set of edges of E that are damaged under s. The goal of the ORDPDC is to find
an optimal upgrade profile for the cyber-physical system G that is resilient with respect to
the damage scenarios in D. The upgrade options include a) the building of new edges in
E (i.e., distribution lines or communication links); b) the building of RCSs on some lines
in E to provide operational flexibility; c) the hardening of existing edges in E to lower the
probability of damage, and d) the building of DGs at some buses of the grid.
The ORDPDC is a two-stage mixed integer stochastic program. The first-stage vari-
ables represent potential infrastructure enhancements for the coupled network G and the
second-stage variables capture how upgrades serve the loads in each disaster scenario.
Table 2.1 specifies the input data for the ORDPDC problem, while Table 2.2 describes
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Table 2.1: The Parameters of the ORDPDC.
G = (N,E) an undirected extended distribution grid with available upgrade options
U := U0 ∪ Un a set of generators, indexed with l
U0 a set of existing generators
Un a set of generators that can be installed
i(l) ∈ N the bus in which the generator l ∈ U is located
Ui ⊆ U the set of generators connected to bus i ∈ N
EV ⊆ E a set of transformers
βe maximum flow variation allowed between different phases on line e ∈ EV
C ⊆ 2|E| a collection of a set of edges which forms a cycle with a distinct node set
Pe,Pi,Pl a set of phases on line e ∈ E, bus i ∈ N , and generator l ∈ U , respectively
T ke a thermal limit on line e ∈ E for phase k ∈ Pe
V ki , V
k
i lower and upper bound on voltage magnitude at bus i ∈ N on phase k ∈ Pi
Ze = Re + i Xe phase impedance matrix of line e ∈ E
L ⊆ N a set of buses with critical loads
Dki,p + i D
k
i,q complex power demand at bus i ∈ N on phase k ∈ Pi
ηc, ηt resiliency criteria in percentage for critical and total loads respectively
gkl,p + i g
k
l,q complex power generation capacity of generator l ∈ U on phase k ∈ Pl
G̃ = (Ñ , Ẽ) an extended associated communication network with potential upgrade options
Ñc := Ñt ∪ Ñu
Ñt ⊆ Ñ a set of control points for switches
Ñu ⊆ Ñ a set of control points for generators
ĩ(e) ∈ Ñt, ĩ(l) ∈
Ñu
the control point in G̃ of a switch e ∈ Et and a generator l ∈ U , respectively
ĩd ∈ Ñ an artificial dummy node in G̃
G = (N , E) the integrated system of G and G̃
Ex := E0x ∪ Enx
E0x ⊆ E a set of existing lines and links
Enx ⊆ E a set of lines and links that can be installed
Et := E0t ∪ Ent
E0t ⊆ E a set of lines in which a switch is installed
Ent ⊆ E a set of lines in which a switch can be installed
Eh ⊆ E a set of lines or links that can be hardened
cxe installation cost of e ∈ Enx
cte installation cost of switch on e ∈ Ent
che line hardening cost of e ∈ Eh
cul installation cost of l ∈ Un on the corresponding bus
D a collection of sets of damaged lines for each scenario, indexed with S :=
{1, · · · , |D|}
the model variables. The formulation assumes that all new and hardened lines come with
switches (i.e., Enx ∪ Eh ⊆ E0t ) which reflects current industry practice. Throughout this
chapter, an edge e ∈ E is represented as an ordered pair (eh, et) for some eh, et ∈ N and
δ(e) = {eh, et}. The set of all edges incident to a node i ∈ N is denoted by δ(i). The
notation xA represents the projection of a vector x to the space of some index set A, i.e.,




Table 2.2: The Variables of the ORDPDC.
Binary variables
xe 1 if e ∈ Enx is built
te 1 if a switch is built on e ∈ Ent
he 1 if e ∈ Eh is hardened
ul 1 if a generator l ∈ Un is built.
For each disaster scenario s ∈ S,
zse 1 if e ∈ E is active during s
xse 1 if e ∈ Ex exists during s
tse 1 if a switch on e is used or not during s
hse 1 if e ∈ Eh is hardened during s
usl 1 if a generator l ∈ Un is available during s
yse 1 if i, j ∈ N can be disconnected, for e = (i, j) ∈ C, C ∈ C, during s
be 1 if the real power on line e = (i, j) ∈ E flows from j to i during s
b′e 1 if the reactive power on line e = (i, j) ∈ E flows from j to i during s
Continuous variables
For each disaster scenario s ∈ S,
ds,ki = d
s,k
i,p + i d
s,k
i,q amount of power delivered at bus i ∈ N on phase k ∈ Pi during s
gs,kl = g
s,k
l,p + i g
s,k
l,q amount of power generation of l ∈ U on phase k ∈ Pl during s
ss,ke,i = p
s,k
e,i + i q
s,k
e,i power flow on i-end of line e ∈ E, where i ∈ δ(e), on phase k ∈ Pe during s
V s,ki complex voltage at bus i ∈ N on phase k ∈ Pi during s
Is,ke complex current on line e ∈ E on phase k ∈ Pe during s
vs,ki squared voltage magnitude at bus i ∈ N on phase k ∈ Pi during s
fse the amount of artificial flow on e ∈ Ẽ during s
γs
ĩ
indicator of connectivity of control point ĩ ∈ Ñ to some control center during s
The presentation uses w = (xEnx , tEnt , hEh , uUn) to denote upgrade profiles, m the di-













feasible upgrade profiles for each scenario s ∈ S . For each s ∈ S, Q(s) denotes the
set of upgrade profiles that enable the grid to maintain the predetermined load satisfaction
(resiliency) level ηc, ηt (e.g., ηc = 0.98 and ηt = 0.5) under disaster scenario s.
With these notations, the ORDPDC is formulated as follows:
(P ) min cTw (2.1a)
s.t. w ≥ ws, ∀s ∈ S, (2.1b)
ws ∈ Q(s), ∀s ∈ S, (2.1c)
w ∈ {0, 1}m. (2.1d)







resilient operations for each disaster scenario. Constraint (2.1b) ensures that an upgrade
profile is feasible if it dominates a feasible solution ws ∈ Q(s) for each scenario s, i.e., if
the grid survives each of the extreme events in S.
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Figure 2.2: Notations for the Power Flow Equations.
The setQ(s) is specified by resiliency constraints that are expressed in terms of the AC
power flow equations, load satisfaction requirements, the communication network, and the
grid topology:
Q(s) = {ws ∈ {0, 1}m : (2), (3), (2.5), (5), and (2.8)}
where Constraints (2), (3), (2.5), (5), and (2.8) are stated in detail in the following. The
variables in each Q(s) are indexed by s. For simplicity, this section omits index s.
Power Flow Constraints. Let P = {a, b, c} denote the three phases of the network. For
each bus i ∈ N , define Vi = (V ki )k∈Pi and, for each line e ∈ E, define Ie = (Ike )k∈Pe and
se,i = (s
k
e,i)k∈Pe . The notations also use a superscript P ′ ⊆ P to represent the projection or
the extension of a vector to the space of P ′. For example, if Pi = {a, b, c} and P ′ = {a, b},
then V P ′i =
(
V ai , V
b
i
)T . If Pi = {a, c} and P ′ = {a, b, c}, then V P ′i = (V ai , 0, V ci )T .
−M(1− ze) ≤ V Pej − (V
Pe
i − ZeIe) ≤M(1− ze), ∀e = (i, j) ∈ E, (2.2a)
se,i = diag(V Pei I
H
e ), ∀e ∈ E, i ∈ δ(e), (2.2b)∑
l∈Ui
gkl − dki =
∑
e∈δ(i)
ske,i, ∀i ∈ N, k ∈ Pi (2.2c)
(pke,i)
2 + (qke,i)
2 ≤ (T ke )2ze, ∀e ∈ E, i ∈ δ(e), k ∈ Pe, (2.2d)
V ki ≤ |V ki | ≤ V
k
i , ∀i ∈ N, k ∈ Pi. (2.2e)
− beT ke ≤ pke,i ≤ T ke (1− be), ∀e = (i, j) ∈ E, k ∈ Pe, (2.2f)
− b′eT ke ≤ qke,i ≤ T ke (1− b′e), ∀e = (i, j) ∈ E, k ∈ Pe, (2.2g)
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For each line e = (i, j) ∈ E, Ohm’s law for 3-phase lines states the relationship
V Pej = V
Pe
i − ZeIe between Ie, Vi, and Vj . For each line e ∈ E and bus i ∈ δ(e), the
electric power flow equation se,i = diag(V Pei I
H
e ) describes the relationship between se,i,
V Pei , and Ie, where superscript H indicates the conjugate transpose. In Constraint (2.2a),
the big-M method is used to apply Ohm’s law only for available lines; the big-M can be
set as maxj′∈{i,j},k∈Pe V
k
j′ − minj′∈{i,j},k∈Pe V kj′ . Equation (2.2c) is the balance equation
for power flow at each bus i ∈ N , i.e., the sum of incoming flows equals the sum of the
outgoing flows.
Let pe,i + iqe,i be the rectangular representation of se,i, where pe,i = (pke,i)k∈Pi and
qe,i = (q
k
e,i)k∈Pi denote the real and reactive power at the i-end of line e. Constraints (2.2d)
and (2.2e) specify the thermal limits on lines and the voltage bounds on buses.
In some disaster scenarios when some of the lines are broken, power flows of different
phases on the same line can have opposite directions, which is very undesirable opera-
tionally. Constraints (2.2f) and (2.2g) prevent this behavior from happening.









e,i. Then, these limits are formulated as follows:(
β
e







be + βe(1− be)
) p̂e,i
|Pe|
, ∀e ∈ EV , k ∈ Pe, (2.4a)(
β
e







b′e + βe(1− b′e)
) q̂e,i
|Pe|
, ∀e ∈ EV , k ∈ Pe, (2.4b)
where β
e
= 1− βe and βe = 1 + β2.
Generator/resiliency Constraints. Moreover, each generator l ∈ U has its own capacity
and at least some percentage of critical and total loads must be satisfied as specified by the
resiliency criteria ηc and ηt.
0 ≤ gkl,p ≤ gkl,pul, gkl,q ≤ gkl,qul, ∀l ∈ U , k ∈ Pl, (2.5a)






















Dki,q, ∀k ∈ P . (2.5d)
Constraint (2.5a) captures the power generation capacity constraints. Constraint (2.5b)
states that the delivered power at each bus i should not exceed the load. Constraints (2.5c)-
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Figure 2.3: The Single-Commodity Flow Model for G̃ (red-colored squares denote control
centers).
(2.5d) enforce the resiliency constraints.
Communication Constraints. The operation of generators and RCSs depend on the
communication network: A generator l ∈ U and a RCS on line e ∈ Et is operable only
if their associated control points ĩ(l) ∈ Ñ and ĩ(e) ∈ Ñ can receive a control signal from
some control centers through G̃. To capture the connectivity of a vertex to some control
centers, the formulation uses a single-commodity flow model summarized in Constraints
(2.6) and Figure 2.3. The formulation uses a dummy node ĩd to Ñ and connect ĩd to all
control centers with additional links. The flow f ∈ R|Ẽ| originating from the dummy node
ĩd then is used to check the connectivity of every node. By Constraint (2.6c), the flow
passes only through available links during disaster s (the big-M value is set to |Ñc| in the
implementation). If a control point i ∈ Ñc is connected with some control center through
some path, it can borrow a unit of flow from f to make γi 1, as specified in Equations (2.6a)
and (2.6b). In other words, γi indicates whether control point i ∈ Ñc can receive a control











fe = 0, ∀i ∈ Ñ \ (Ñc ∪ {̃id}), (2.6b)
−Mxe ≤ fe ≤Mxe, ∀e ∈ Ẽ, (2.6c)
0 ≤ gkl ≤ gkl γĩ(l), gkl ≤ gkl γĩ(l), ∀l ∈ U ,∀k ∈ Pl, (2.6d)
te ≤ γĩ(e), ∀e ∈ Et, (2.6e)
0 ≤ γi ≤ 1, ∀i ∈ Ñc. (2.6f)
24
Some communication network may be affected by a failure in distribution grid, e.g.,
when the grid fails to supply power to communication centers. This kind of dependencies
is not considered in this chapter but it can be easily captured if needed. Indeed, first assign
a small critical load to each communication center and add constraints that restrict the
auxiliary arcs between the dummy node and each communication center to have positive
flow only when the associated communication center has a positive power supply. The
constraints can be expressed in terms of an extra binary variable for each bus at which a
communication center is located. The extra binary variable determines if there is a positive
power supply to the communication center.
Topological constraints. The final set of constraints captures the topology restrictions in
distribution systems:
xe ≥ te, ∀e ∈ E , (2.8a)
ze = xe − te, ∀e ∈ E , (2.8b)
xe = he, ∀e ∈ Ds, (2.8c)∑
e∈C
ye ≤ |C| − 1, ∀C ∈ C, (2.8d)
zê ≤ ye, ∀ê ∈ E : δ(ê) = δ(e), e ∈ C, C ∈ C. (2.8e)
Constraint (2.8a) restrict switches to be operable only on existing lines. In Equation
(2.8b), ze represents whether line e ∈ E is active under scenario s. A line is active when
it exists and its switch is off. Equation (2.8c) states that a damaged line during scenario
s ∈ S is inoperable unless it is hardened. Constraints (2.8d) and (2.8e) ensures that the
distribution grid should operate in a radial manner. Accordingly, Constraint (2.8d) elimi-
nates the sub-tours within C. Since G is usually sparse, the implementation enumerates all
the sub-tours C and variable ye indicates whether i, j ∈ δ(e) are disconnected. If they are
disconnected, then all the lines between i and j are inactive by Constraint (2.8e).
Note also that, for existing lines not damaged under scenario s, xe is fixed as one. For
each line e ∈ E \ Et, te is set to zero. Second, for each line e ∈ E \ Eh, he is fixed as 0 and
all the existing generators have ul = 1. Finally, for each line e = (i, j) ∈ E with strictly
decreasing or increasing phases (i.e., |Pi| > |Pj| or |Pi| < |Pj|), the direction of power
flow must be from a bus with more phases. Let E> and E< denote the set of lines with
strictly decreasing and increasing phases, respectively. We add bound constraints pke,i ≥ 0
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for e ∈ E>, k ∈ Pe and pke,i ≤ 0 for e ∈ E<, k ∈ Pe. This chapter assumes perfect
hardening, i.e., a hardened line survives all disaster scenarios. This assumption can be
naturally generalized to imperfect hardening [44].
2.3.1 Linearization of the ORDPDC
The formulation of the ORDPDC is nonlinear. This section discusses how to obtain a
sufficiently accurate linearization.
2.3.1.1 Linear Approximation of the AC Power Flow Equations for Radial Networks
The main difficulty lies in linearizing constraints (2a–2b) for which the formulation uses
the tight linearization from [21]. The linearization is based on two assumptions: (A1) line
losses are small, i.e., ZeIeIHe ≈ 0 for e = (i, j) ∈ E and (A2) voltages are nearly balanced,
i.e., if Pi = {a, b, c}, then V ai /V bi ≈ V bi /V ci ≈ V ci /V ai ≈ ei2π/3. Informally speaking, the
approximation generalizes the distflow equations to 3 phases, drops the quadratic terms,
and eliminates the current variables using the balance assumption. The derivation assumes
that all phases are well-defined for simplicity. Moreover, if A is an n × n matrix, then
diag(A) denotes the n-dimensional vector that represents its diagonal entries. If a is an
n-dimensional vector, then diag(a) denotes the n × n matrix with a in its diagonal entries
and zero for the off-diagonal entries.
Let si =
∑
l∈Ui gl − di denote the power injection at bus i. By (A1), se,i = se,j for all
e ∈ (i, j) ∈ E and therefore, given si, se,i (i ∈ δ(e)) is uniquely determined by Equation
(2c).
Now define Se,i := ViIHe , whose diagonal entries are se,i. Multipling both sides of





i − Se,iZHe − ZeSHe,i + ZeIeIHe ZHe . (2.9)





i − Se,iZHe − ZeSHe,i (2.10)
and, by restricting attention to diagonal elements only,
vj = vi − diag(Se,iZHe − ZeSHe,i). (2.11)
where (vki )k∈Pi = diag(ViV
H
i ) represents the squared voltage magnitude at bus i ∈ N .
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 and α = e−i2π/3.
As a result, Equation (2.11) can now be simplified as follows: for each line e = (i, j) ∈












e,i ] , (2.12)
where na = 2, nb = 1, nc = 0, Re + iXe = Ze, and superscript kk′ of a matrix denotes its
(k, k′)-entry.
In summary, Ohm’s law and the power flow equation in Constraints (2a) and (2b) are
approximated by Eq. (2.12) for all e = (i, j) ∈ E and k ∈ Pe and the big-M is set to
maxj′=i,j(V j′,k)
2 − minj′=i,j(V j′,k)2, along with Equation (2c). Accordingly, Constraint
(2e) is replaced by the following constraint:
(V ki )
2 ≤ vki ≤ (V
k
i )
2, ∀i ∈ N, k ∈ Pi.
2.3.1.2 Linearization of (2.4a)-(2.4b)
Constraints (2.4a) and (2.4b) contain products of a binary variable and a bounded real
variable. These constraints are linearized without loss of accuracy using McCormick in-
equalities [77].
2.3.1.3 Piecewise-Linear Inner Approximation of Thermal Limits
The quadratic thermal limit constraint (Constraint (2d)) can be approximated with K linear
inequalities as shown in Figure 2.4. The resulting inequalities are as follows: for all e ∈ E,





























Te,k, ∀n = 1, · · · , K,
(2.13a)
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Figure 2.4: The Piecewise-Linear Inner Approximation of a Circle.
−Mzse ≤ pke,i ≤Mzse , −Mzse ≤ qke,i ≤Mzse , ∀e ∈ E, k ∈ Pe.
(2.13b)




i,k. Our implementation uses K = 28.
2.4 Case Study
This section analyzes the behavior of the optimization model on a variety of test cases.
In particular, it studies how the topology of the distribution grid and the dispersion level
of its communication network affect the optimal design. For each network described in
Section 2.4.1, this section analyzes the optimal design under different settings of damage
probability, the resiliency level, and the number of communication centers. The default
value of ηc and ηt are 98% and 50% respectively, the default number of communication
centers is 4, and the phase variation parameter β is set to 15% for EV and ∞ otherwise.
Unless specified otherwise, the comparisons are based on these default values.
2.4.1 Data Description
This section describes the distribution test systems. The data set is available from https:
//github.com/lanl-ansi/micot/ in the application_data/lpnorm di-
rectory. Details of the data format are available from https://github.com/
lanl-ansi/micot/wiki/Resilient-Design-Executable.
The first two sets, the Rural and Urban systems, is from [44]. They are based on the
IEEE 34 bus system [78] (see Figure 2.5) and replicate the 34-bus distribution feeder three
times. All three feeders are connected to a single transmission bus and candidate new
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(a) Urban (b) Rural
Figure 2.5: The urban and rural distribution systems which contain three copies of the IEEE
34 system to mimic situations where there are three normally independent distribution cir-
cuits that support each other during extreme events. These test cases include 109 nodes,
118 generators, 204 loads, and 148 edges.
lines were added to the network to allow back-feeds. In the rural model, the distribution
feeder was geolocated to model feeders with long distances between nodes. Similarly, the
urban network was geolocated to model compact feeders typical of urban environments.
Geolocation of these networks has the net effect of adjusting the lengths of the power
lines and their associated impedance values. Spreading the network out also increases the
hardening and new line costs. As a result, the rural system is expected to favor solutions
with distributed generation and the urban system solutions with new lines and switches (in
addition to hardening lines). The fixed cost of installing a new distributed generator is set
at $500k. The cost of a distributed generator is set at $1,500k per MW based on the 2025
projections from [79]. The cost of installing new switches for 3-phase lines is set between
10k and 50k [80]. The cost of new underground 3-phase lines is set at about $500k per
mile and the cost of new underground single phase lines is set at about $100k per mile. The
hardening cost is set at roughly $50k and $10k per mile for multi-phase and single-phase
lines [81]. The third network, NETWORK123, is based on the 123-node network of [78].
This network is unaltered except for adding new line candidates and labeling large loads as
critical.
The communication network G̃ is built to conform to G. Let G′ = (N ′, E ′) be the
duplicate of G. For each generator l ∈ U , its duplicate i(l) represents its control point.
Consider E ′t ⊆ E ′, the duplicate of Et. To represent the control point for a switch, e ∈ E ′t
is divided in the middle and a new vertex ve is added to represent the control point for
the switch. In other words, the edge e = (eh, et) ∈ E ′t is replaced by a new vertex ve
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and two new edges e1 = (eh, ve), e2 = (ve, et). The test cases assume that the damage,
installation, and hardening of a line in G are also incurred for the corresponding line in G̃.
These assumptions can be easily generalized without changing the nature of the model.
The experimental evaluation considers 100 scenarios per damage intensity for all three
networks and the damage intensities are taken in the set {1%, 2%, 3%, 4%, 5%, 10%,
15%, 20%, 25%, 30%, 35%, 40%, 45%, 50%, 55%, 60%, 65%, 70%, 75%, 80%, 85%,
90%, 95%, 100%}. The scenario generation procedure is based on damage caused by ice
storms. The intensity tends to be homogeneous on the scale of distribution systems [82].
Ice storm intensity is modeled as a per-mile damage probability, i.e. the probability at least
one pole fails in a one mile segment of power line. Each line is segmented into 1-mile
segments and a scenario is generated by randomly failing each segment with the specified
probability. This probability is normalized for any line segment shorter than 1 mile. A line
is “damaged” if any segment fails.
2.4.2 Impact of Grid Topology
Let nh, nx, nt, and nu be the number of hardened lines, new lines, new switches, and new
generators in the optimal design. Figure 2.6 reports these values for various damage levels
and the three networks. The red line indicates the optimal upgrade costs, and the counts
of the upgrade options are represented as a bar. The results show that hardening lines is
the major component of each optimal design and that its share increases with the disaster
intensity. The results also show that DGs are used in significant numbers in the rural net-
work, while new lines and switches complement hardening in the urban model. This was
expected given the length of the lines in these two networks. The third network only needs
line hardenings.
2.4.3 Impact of the Communication Network
First note that ignoring the communication network is equivalent to assuming that every
bus has its own communication center. In the following, G̃(k) denotes a communication
network with k centers and G̃(∞) the case where each bus has a center.
Figure 2.9 and Table 2.3 report the impact of the communication system: They report
optimal objective values and solution statistics under various numbers of communication
centers. Fewer communication centers lead to significant cost increases in the rural net-
work, but have limited effect on the urban network and NETWORK123. In the rural net-
work, resiliency comes from forming microgrids with DGs, which require their own com-
munication centers. When these are not available, optimal designs harden existing lines
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(a) Rural network (b) Urban network
(c) Network123
Figure 2.6: Statistics on the Optimal Grid Designs.
(a) Rural network (b) Urban network
Figure 2.7: Optimal Designs of the Rural and Urban Networks (3% damage level).
and build new lines and switches, which are more costly as substantiated in Table 2.3.
Figure 2.10 illustrates the resulting designs on the rural network for scenarios with a
damage level of 3%. The top row depicts some of the scenarios and shows the affected
lines. The bottom row depicts the optimal designs for various configurations of the com-
munication network. For G̃(∞), the optimal design features three new DGs in the west-,
31
Figure 2.8: Optimal Design of Network NETWORK123 (20% damage level).
(a) Rural network (b) Urban network (c) Network123
Figure 2.9: Cost Analysis For the Number of Communication Centers
north-, and east-end of the network to meet the critical loads of each region. These regions
are then islanded under various scenarios. For G̃(4), the optimal design installs a new line
linking critical loads in the north side to the west side of the network, instead of using DG
in the north side. This stems from Scenario 100 where a DG in the bus with critical loads
cannot be operated since it has no communication center. For G̃(1), scenario 1 prevents the
operation of an east-end DG and scenario 100 the operation of a west-end DG. Hence, the
optimal design only considers hardening and new lines and switches. On the other hand,
the urban network and NETWORK123 achieve resiliency by increasing grid connectivity
for all communication networks.
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Table 2.3: Impact of the Communication Network on Optimal Grid Designs.




G̃(1) 2095.74 12 3 1 0
G̃(4) 1948.09 6 2 1 2
G̃(8) 1948.09 6 2 1 2
G̃(∞) 1914.99 5 1 0 3
(a) damage scenarios
(b) Optimal grid design
Figure 2.10: Optimal Designs of the Rural Network under 3% Damage and Various Com-
munication Network Configurations.
2.4.4 Load Flow Analysis of the Linearization of the ORDPDC
This section analyzes the accuracy of the linearization explained in Section 2.3.1. To sim-
ulate the actual load flow of the solution obtained by the linearized ORDPDC, we use the
OpenDSS software, a comprehensive electrical power system simulation tool for distribu-
tion systems. The experiments consider a random set of 108 instances (approximately 10%
of total instances) by setting ηt = 0.5 and 0.8, and the damage level to 5%, 25%, 45%, 65%,
85%, 100% for the three networks G̃(0), G̃(1), and G̃(4). Each instance has approximately
100 scenarios, which means that the results report the load flow analysis for about 10,800
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scenarios.
In our initial experiments, OpenDSS reported that some solutions did not satisfy
power flow physics. After analyzing these results, we found a single cause for these
infeasibilities–zero flow on lines. In some situations, instead of using switches to remove
flow from a line, the solutions based on the linearized model allowed zero flow on a line
by letting both end-buses of the line have the same voltage magnitude. In practice, this
effect is highly undesirable since it can reverse flows and allow flow from single phase
buses to three phase buses. In such cases, even small voltage variation can result in sig-
nificant voltage drops. Hence, we prevent these situations by adding the following set of
constraints: ∑
e∈P
(xe − τe) ≤ |P | − ul, ∀P ∈ Pl, l ∈ Un
∑
e′∈P
(xe′ − τe′) ≤ |P | − xe, ∀P ∈ Pe, e ∈ Enx
where Pl and Pe denotes the set of paths that start from bus l with an edge e that has an
increasing number of phases (e.g., a line from single phase bus to three phase bus), respec-
tively. These constraints force a switch to be added along such a path, hence preventing the
undesirable situation.
Once these constraints were added, the OpenDSS software reported that optimal solu-
tions of the linearized ORDPDC for all 10,800 cases were feasible for the three phase AC
power flow physics and satisfy all load and bound constraints.
2.5 Solution Approaches
2.5.1 Benchmark Approaches: Scenario-Based and Scenario Decom-
position
In Section 2.6, the branch and price algorithm presented in the next section is compared
to the Scenario-Based Decomposition (SBD) and the Scenario Decomposition (SD) algo-
rithms proposed by [44] and [45] respectively.
The SBD algorithm iteratively solves a master problem P (S ′) which only includes the
constraints of a subset of scenarios S ′ ⊆ S . The algorithm terminates when the optimal
solution to P (S ′) is feasible (and hence optimal) for the remaining scenarios S \ S ′. Oth-
erwise, at least one scenario s ∈ S \ S ′ is infeasible. Scenario s is added to S ′ and the
process is repeated.
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s.t. w1 = · · · = w|S|, (2.14b)
(2.1c), (2.1d).
The equivalence follows from the assumption that all new and hardened lines come with
switches (i.e., a solution that dominates a feasible solution to a subproblem can be made
feasible for the subproblem by switching). Let
∑
s∈S Asw
s = 0 represent Equation (2.14b).
The SD algorithm explores solutions to each subproblem P ′(s), ∀s ∈ S, by minimizing
the objective function 1|S|c
Tws + λTAsw
s to find primal feasible solutions to Problem (P ′),
where λ is the dual vector of Equation (2.14b). The explored solutions are then cut off in
all subproblems to leave them out of future consideration and improve the lower bound.
The algorithm proceeds until it closes the gap between lower and upper bounds.
2.5.2 Proposed Approach: Branch-and-Price Algorithm
This chapter proposes a branch-and-price (BnP) algorithm for the ORDPDC. The BnP
exploits the special structure of the ORDPDC in several ways. First, it uses a compact
reformulation that yields a better lower bound than the LP relaxation. The reformulation
also makes it possible to use column generation and solve independent pricing problems
associated with each scenario in parallel. Finally, several additional techniques are used
to accelarate the column generation significantly. Section 2.5.2.1 presents the problem
reformulation and Section 2.5.2.2 briefly reviews the basic column generation of the BnP
algorithm. Section 2.5.2.3 introduces several acceleration schemes. The implementation of
the BnP algorithm is presented in Section 2.5.2.4.
2.5.2.1 The Problem Reformulation
Letting Q̃(s) be the linearization of Q(s), the problem (P ) is rewritten as
(P ) min cTw
s.t. w − ws ≥ 0, ∀s ∈ S, (2.15a)
ws ∈ Q̃(s), ∀s ∈ S, (2.15b)
ws ∈ {0, 1}m, ∀s ∈ S. (2.15c)
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Without the linking constraint (2.15a), (P ) can be decomposed into |S| independent prob-
lems, each of which has a feasible region defined by
Ps = {ws ∈ Rm : (2.15b) and (2.15c)} , ∀s ∈ S.
Observe that Ps is bounded and let J s = {ŵsj ∈ Rm : ŵsj is a vertex of conv(Ps)} be the
set of all vertices of conv(Ps). Letting J = ∪sJs, consider the following problem:






j ≥ 0, ∀s ∈ S, (2.16a)∑
j∈J s
λsj = 1, ∀s ∈ S, (2.16b)
w ∈ {0, 1}m, (2.16c)
λsj ≥ 0, ∀j ∈ J s, s ∈ S, (2.16d)
and the following proposition, the proof of which is given in Appendix ??:
Proposition 2.5.1. (P ) and (P̃ ) are equivalent.
Now let (w̃, {λ̃sj}j∈J s for s ∈ S) be an optimal solution to (P̃ ) and note that, by (2.16a),
if λ̃sj > 0 then ŵ
s
j is dominated by w̃. Therefore, we can construct another optimal solution
to (P̃ ) by choosing a single j∗ for which λ̃sj∗ > 0 for each s ∈ S and setting λ̃sj∗ to one and
the other λ̃sj’s to zero. Define w̃
s = ŵsj∗ for s ∈ S, then (w̃, {w̃s}s∈S) is feasible to (P ). 
This chapter uses a branch-and-price algorithm to solve (P̃ ). Let LPP̃ denote the LP
relaxation of (P̃ ). Since the feasible region of (P̃ ) is the intersection of the convex hulls of
each subproblem, LPP̃ yields a stronger lower bound than the LP relaxation of (P ).
2.5.2.2 The Basic Branch and Price
The BnP algorithm uses a restricted master problem (M ) with a subset of columns of (P̃ )
and |S| independent subproblems (Ps) for s ∈ S , instead of handling LPP̃ globally. The
column generation starts with an initial basis that consists of the first-stage variables w, a
column associated with a feasible solution for each subproblem, and some slack variables.








j ≥ 0, ∀s ∈ S, (2.17a)∑
j∈J̃ s
λsj = 1, ∀s ∈ S, (2.17b)
w ≥ 0, (2.17c)
λsj ≥ 0, ∀j ∈ J̃ s, ∀s ∈ S. (2.17d)
and the pricing problem for scenario s is specified as follows:
(Ps) min −σ̄s + ȳsT ws
s.t. ws ∈ Q̃(s),
ws ∈ {0, 1}m,
where, for scenario s, ȳs is the dual solution for constraints (2.17a) and σ̄s is the dual
solution of the convexity constraint (2.17b).
2.5.2.3 Acceleration Schemes
The performance of column generation deteriorates when the master problem exhibits de-
generacy, leading to multiple dual solutions which may significantly influence the quality
of columns generated by the pricing problem. The master problem (M) suffers from de-
generacy, especially early in the column-generation process. Initially, (M ) has (m+ 1)|S|
constraints,m columns corresponding to the first-stage variablesw, and |S| columns for the
second-stage variables {λs}s∈S . Therefore, in early iterations, linear solvers have a natural
tendency to select m(|S| − 1) columns from the slack variables in Constraints (2.17a). For
example, assume that the slack variable is in basis for the constraint involving a non-basic
first-stage variable wk and a scenario s in Constraints (2.17a). By complementary slack-
ness, this implies that the dual variable is zero. Consider a vertex ŵs whose k-th entry is
non-zero. The value ȳskw
s
k is zero in the pricing problem. However, for this vertex to enter
the basis, it must incur the cost ck of wk, which is ignored in the pricing subproblem. As
a result, subproblem (Ps) prices many columns too optimistically and generates columns
that do not improve the current objective value, resulting in a large number of iterations.
37
Pessimistic Reduced Cost. In order to overcome the poor pricing of columns, this section
first proposes a pessimistic pricing scheme that selects more meaningful columns in early
iterations. Consider a solution ws to the pricing problem. If wsk = 1 but the first-stage
variable wk is not in basis, then by the relevant constraint from (2.17a), the variable λsj
corresponding to ws can only enter in the basis at 1 if wk is also in the basis at 1. As a




k to the pricing
objective, which becomes









where η is the set of indices for non-basic first-stage variables, i.e., η =
{k | wk is non-basic}. Note that column generation with this pessimistic pricing subprob-
lem is not guaranteed to converge to the optimal linear relaxation. Hence, the implementa-
tion switches to the standard pricing problem in later iterations.
Optimality Cut. A solution to the master problem (M ) where the first-stage variables
take integer value gives an upper bound to the optimal solution. The BnP algorithm period-
ically solves the integer version of (M ) to obtain its objective value v̄(M). The constraint
cTws ≤ v̄(M)
can then be added to the pricing subproblem for scenario s since any solution violating
this constraint is necessarily suboptimal. As shown later on, this optimal cut is critical to
link the two phases of the column generation, preventing many potential columns to be
generated in the second phase.
A Lexicographic Objective for Pricing Subproblems. In general, sparse columns are
more likely to enter the basis in the master problem (M ). As a result, the BnP algorithm
uses a lexicographic objective in the pricing subproblem. First, it minimizes the (pes-
simistic or standard) reduced cost. Then it maximizes sparsity by minimizing 1Tws subject
to the constraint that the reduced cost must be equal to the optimal objective value of the
first stage.
2.5.2.4 The Final Branch and Price Implementation
Column Generation. The column generation starts with an initial basis built from the
optimal solutions of each subproblems under the objective function of cTws. It then pro-
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ceeds with two phases of column generation, first using the pessimistic reduced cost and
then switching to the standard one.
The second phase terminates when the optimality gap becomes lower than the prede-
termined tolerance, e.g., 0.1%. The lower bound is based on Lagrangian relaxation. Given
a pair w̄ and (ȳ, σ̄) of optimal primal and dual solutions for (M ), the Lagrangian relaxation
is given by




where Os(ȳ, σ̄) is the optimal solution of the pricing problem for scenario s under dual
variables (ȳ, σ̄). The first phase uses the same technique for termination, although the
resulting formula is no longer guaranteed to be a lower bound. Once the gap between the
upper bound and the “approximate” lower bound is smaller than the tolerance, the column
generation process moves to the second phase.
The column generation also avoids generating dominated columns. Assume that [ws1 =
1, ws2 = 1] is a feasible solution of (Ps) and the corresponding column has been added to
the master problem (M ). Then, there is no need to consider a solution [ws1 = 1, w
s
2 =




2 ≤ 1 to (Ps) when such
a dominated solution is produced and does not include it in the master problem.
The Branch and Bound. After convergence of the column generation toLPP̃ , the branch
and bound algorithm solves the restricted master problem (M ) with the integral condition
w ∈ {0, 1}m to obtain a strong primal bound. In general, this incumbent solution is of
very high quality and the average optimality gap is 0.19%. Therefore, the branch and price
algorithm uses a depth-first branch and bound. Moreover, at each branching node, it selects
the variable that minimizes the optimality gap.
2.6 Performance Analysis of the Branch and Price Algo-
rithm
This section studies the performance of the BnP algorithm. All computations were imple-
mented with the C++/Gurobi 6.5.2 interface and OpenMPI. They use a Haswell architecture
compute node configured with 24 cores (two twelve-core 2.5 GHz Intel Xeon E5-2680v3
processors) and 128 GB RAM.
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2.6.1 Computational Performance
We compare the computational performance of the BnP algorithm with that of the SD and
SBD algorithms in this section. In the implementation of the SD algorithm, we do not
update the dual vector, i.e., λ = 0 for all iterations, as done in the original paper. For all
instances, the SD algorithm exhibits a slow convergence rate and could not solve any of
them within the wall time limit of 4 hours. That is because the ORDPDC does not satisfy
the condition under which the SD algorithm is guaranteed to perform effectively. Indeed,
the probability that a solution to a scenario becomes a global solution is very small since
quite different scenarios have the same probability in the ORDPDC. Moreover, since there
are many combinations of binary variables with similar objective values in the ORDPDC,
cutting off already explored solutions improves the lower bound only by a small amount,
which leads to a very slow convergence rate.
Figure 2.11a reports the computation time of the BnP and SBD algorithms for all the
instances described in Section 2.4.1, where the reference line (in red) serves to delineate
when an algorithm is faster than the other. Their statistics are displayed in Figure 2.11b.
In average, the BnP algorithm is faster than the SBD algorithm by a factor of 3.25. These
figures also indicate that the SBD algorithm has a high degree of performance variance.
This comes from the nature of the scenario set S . If S contains a dominating scenario
and the scenario has low index in S, then the SBD algorithm solves the problem quickly.
Otherwise, the SBD may need a large number of iterations and the MIP model keeps grow-
ing in size with each iteration. For 2 out of 1120 instances, the SBD algorithm times out
(wallclock time limit of 4 hours). On the other hand, the BnP algorithm is stable across
all instances. The BnP algorithm also has the additional benefit that it produces improving
feasible solutions continuously. In contrast, the SBD algorithm only produces a feasible
solution at optimality. Finally, the BnP algorithm appears more stable numerically than
the SBD algorithm. For 5 out of 1120 instances, the BnP algorithm yields a better optimal
solution than the SBD algorithm as shown in Table 2.4. Each such solution was validated
for feasibility.
2.6.2 Solution Quality at the Root Node.
The problem reformulation produces a strong lower bound and the majority of the instances
are proven optimal at the root node. Table 2.5 summarizes the average number of branching
nodes and the average optimality gap at the root node.
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(a) Computation Times (b) Average Computation Times and 95% Confidence In-
tervals
Figure 2.11: Comparison of Computation Times: SBD versus BnP.
Table 2.4: Numerical Stability of the BnP Algorithm.
Instance Opt. obj.valSBD BnP Gap
Rural, 30% damage, ηt = 0.5, G̃(4) 2458.49 2453.79 -0.19 %
Rural, 30% damage, ηt = 0.6, G̃(4) 2458.49 2453.79 -0.19 %
Rural, 30% damage, ηt = 0.7, G̃(4) 2524.68 2519.98 -0.19 %
Rural, 30% damage, ηt = 0.8, G̃(4) 2572.31 2567.60 -0.19 %
Network123, 55% damage, ηt = 0.8, G̃(8) 232.48 227.27 -2.24 %
Table 2.5: Branching Tree Statistics.
Avg. # of branching nodes Avg. opt. gap at the root node
1.8 0.19 %
2.6.3 Benefits of the Accelerating Schemes
To highlight its design choices, the BnP algorithm is compared to a column generation
with dual stabilization [46]. In addition, the benefit of each of the accelerating schemes is
investigated independently by running the BnP algorithm without the considered extension.
We sample 90 instances by setting ηt = 0.5 and 0.8, and the damage level to 5%, 30%, 65%,
85%, 100% for the three networks G̃(0), G̃(1), and G̃(4). Dual stabilization prevents dual
variables from fluctuating too much, which is often the case in column generation. It tries
to confine dual variables in a box that contains the current best estimate of the optimal dual
solution and penalizes solutions that deviate from the box. See, for instance, [46, 5] for
details about stabilized column generation. Our implementation updates the box whenever
the Lagrangian lower bound is updated.
Table 2.6 summarizes the computational performance of the stabilized column genera-
tion in comparison with the BnP algorithm. BnPB denotes the branch-and-price algorithm
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Table 2.6: Comparison to a Column Generation with Dual Stabilization.




Table 2.7: Benefits of the Accelerating Schemes.





with the basic scheme only (Section 2.5.2.2) and BnPS stands for the branch and price algo-
rithm with dual stabilization. The symbol † is used to denote that the algorithm reaches the
wallclock time limit for some instances. For more than one third of the sampled instances,
BnPB and BnPS exceed the wallclock time limit. For instances where both algorithms ter-
minate within the time limit, BnPS is faster than BnPB by a factor of around 4. Although
the dual stabilization does improve the computation time of the basic algorithm, it is still
not adequate to solve the ORDPDC practically. The BnP algorithm, on the other hand,
shortens computation times by a factor of 26.35.
The next results investigate the performance gain of each accelerating scheme by re-
moving them one at a time from the BnP algorithm. Table 2.7 describes the computational
performance and Figure 2.12 illustrates the impact of each accelerating schemes on the
convergence rate of the rural network under 6% damage level. In the table and figure, R
denotes the revised reduced cost, C the optimality cut, O the lexicographic objective pric-
ing problem, BnP\k the BnP algorithm without scheme k, with k ∈ {R,C,O}, and CG\k
the column generation of BnP without scheme k.
The results in Table 2.7 indicate that all the accelerating schemes contribute to the
computational performance of the BnP algorithm. Figure 2.12a illustrates the key role of
the optimality cut. Without this cut, the second stage of the column generation which uses
the traditional pricing objective does not take advantage of the columns generated in the
first stage and its lower bound drastically drops. Figure 2.12b compares the convergence
behavior of CG and CG\R, showing that CG reaches the optimal objective value faster
than CG\R. Figure 2.12c highlights the impact of the lexicographic objective function and
shows that it significantly contributes to the fast convergence of the algorithm.
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(a) Optimality cut (b) Revised reduced cost (c) lexicographic objective function
Figure 2.12: Comparison of Convergence Rates (rural network, 6% level of damage).
2.7 Concluding Remarks
This chapter proposed an expansion planning model to improve the resiliency of distri-
bution systems facing natural disasters. The planning model considers the hardening of
existing lines and the addition of new lines, switches, and distributed generators that would
allow a subpart of the system to operate as a microgrid. The expansion model uses a 3-phase
model of the distribution system. In addition, it also considers damages to the communi-
cation system which may prevent generators and switches to be controlled remotely. The
input of the expansion model contains a set of damage scenarios, each of which specifying
how the disaster affects the distribution system.
The chapter proposed a branch and price algorithm for this model where the pricing
subproblem generates new expansions for each damage scenario. The branch and price
uses a number of acceleration schemes to address significant degeneracy in the model.
They include a new pricing objective, an optimality cut, and a multi-objective function to
encourage sparsity in the generated expansions. The resulting branch and price algorithm
significantly improves the performance of scenario-based and scenario decomposition al-
gorithms and a branch and price with a stabilized column generation. The case studies show
that optimal solutions strongly depend on the grid topology and the sophistication of the
communication network. In particular, the results highlight the importance of distributed
generation for rural networks, which necessitates a resilient communication system.
The acceleration techniques presented in this chapter are not limited to the electricity
distribution grid planning problem; They can be used on problems with similar structure,
i.e, two-stage stochastic problems with feasibility recourse.




Unit Commitment with Gas Awareness
3.1 Introductory Remarks
Gas-Fueled Power Plants (GFPPs) have become a significant part of the energy mix in
the last decades, primarily because of their operational flexibility and lower environmen-
tal impacts. Although GFPPs have introduced interdependencies between the natural gas
and electrical power systems, these networks are still operated independently, with asyn-
chronous market mechanisms. In particular, the unit commitment decisions in the electrical
power system take place before the realization of natural gas spot prices, introducing re-
liability risks and economic inefficiencies in congested environments. Indeed, the GFPPs
may not be able to secure gas at reasonable prices, introducing either reliability issues or
electricity price spikes.
This undesirable outcome occurred in the Northeastern United States during the early
winter of 2014. Extremely low temperatures induced an unusual coincident peak in elec-
tricity and natural gas demand. On the one hand, it produced record-high natural gas spot
prices due to congestion. On the other hand, high electricity loads led the electrical power
system operator to call for some emergency actions, which resulted in higher electricity
prices [83]. Moreover, the power system operator, valuing reliability the most, encouraged
committed GFPPs to buy natural gas at all costs without assurance of cost recovery, fur-
ther aggravating the economic cost [84]. It is important to mention that the critical issue
in this case was not the gas supply, but rather congestion in the gas transmission network.
Moreover, a recent study [47] has shown that the cost of expanding the gas and electricity
network infrastructures to avoid such events would be prohibitive.
To address these interdependencies, a number of researchers have studied how to incor-
porate the natural gas transmission capabilities into the operational decisions of electrical
power systems. See, for instance, [85, 86, 87, 88, 89, 90, 91, 92, 93, 94]. Other researchers
have also studied how to incorporate the economic coupling between these two infrastruc-
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tures using new market mechanisms. A new market framework with a joint ISO, using
price- or volume-based approaches, was investigated in [95, 96]. Instead of introducing
one joint ISO, other researchers have proposed a new market framework that assumes cen-
tralized independent gas markets, synchronizes the electricity and gas market days, and
allows some information exchange between some parties in the electricity and gas markets
(e.g., market operators or GFPPs) [97, 98, 99, 100, 101, 102].
This chapter takes a different approach that stays within the current operating practices
and does not introduce a new market mechanism. Instead, the approach generalizes the unit
commitment model to capture the physical and economic couplings and strive to ensure
both physical feasibility and economic viability. More precisely, the chapter introduces
the Unit Commitment problem with Gas Network Awareness (UCGNA) to schedule a set
of generating units for the next day while taking account the fuel delivery and the natural
gas prices that are propagated back by the natural gas system. The UCGNA imposes bid-
validity constraints on the GFPPs to ensure their profitability and estimates the natural gas
prices for these constraints with the dual solutions associated with the flux conservation
constraints of the gas market.
The UCGNA is formulated as a tri-level mathematical program and assumes that the
power system operator has partial (or full) knowledge on gas demand forecast and gas net-
work. When the power system is modeled with its DC approximation and the gas network
with the second-order cone program from [103] to model its steady-state physics, the tri-
level mathematical program can be reformulated as a single-level Mixed-Integer Second-
Order Cone Program (MISOCP) through strong duality of the innermost problem. The
resulting MISOCP can then be solved using a dedicated Benders decomposition recently
proposed in [54].
The key contributions of this chapter are threefold. First, it proposes the first unit com-
mitment model that incorporates both the physical and economic couplings of electrical
power and natural gas transmission systems and can be used within current operating prac-
tices. Second, it proposes a MISOCP that captures the UCGNA and can be solved through
Benders decomposition. Finally, it demonstrates the potential and practicality of the ap-
proach on a detailed case study that replicates the behavior of the 2014 polar vortex event
on the Northeastern United States. In particular, the chapter shows that, on the case study,
the UCGNA obtains a functional unit commitment decision, which avoids the electricity
price peaks and keeps the total gas costs reasonable, contrary to current practice, even for
highly congested electrical and gas networks.
The rest of this chapter is organized as follows. Section 3.2 formalizes the UCGNA and
Section 3.3 briefly reviews the solution methods for solving the UCGNA. Section 3.4 ana-
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lyzes the behavior of the model on a case study. Lastly, Section 3.5 discusses applicability
and implications of the UCGNA and Section 3.6 concludes the chapter.
3.2 Mathematical Modeling: the UCGNA
This section specifies the UCGNA, including its electricity system, its natural gas network,
and their physical and economic couplings. The electricity transmission grid is represented
by an undirected graph Ge = (N , E) and the natural gas transmission system by a directed
graph Gg = (V ,A)1. Boldface letters represent vectors of variables, [a, b]Z denotes the set
of integers in interval [a, b], and [n] denotes the set {1, · · · , n} for some integer n ≥ 1. The
letter T denotes the set of time periods {0, 1, · · · , T}.
3.2.1 The Electricity Transmission System
In the United States, UC and ED problems are solved daily to determine the hourly oper-
ating schedule of generating units for the next day from bids submitted by market partici-
pants. Tables 3.1 and 3.2 summarize the parameters and variables of the UC/ED problems.
















∀h ∈ Ψs, u ∈ U , t ∈ [T ], (3.1b)
ru,t ≥ 0, ∀u ∈ U , t ∈ [T ], (3.1c)
ou,t = ou,0, ∀u ∈ U , t ∈ [0, τu,0 + τu,0]Z, (3.1d)∑
t′∈[t−τu+1,t]Z
v+u,t′ ≤ ou,t,
∀u ∈ U , t ∈ [max{τu, τu,0 + 1}, T ]Z, (3.1e)∑
t′∈[t−τu+1,t]Z
v+u,t′ ≤ 1− ou,t−τu ,
1 In this chapter, the gas flux direction is assumed to be fixed, since many modern gas networks are not
as loopy as the power transmission systems, and they are nearly tree like [104]. Therefore, for most of the
pipelines, the flow directions remain unchanged. In addition, since the changes in natural gas flux are in a
much slower pace, the directions do not vary too much from day to another. For a non-tree like network, we
can generalize the model by including binary variables that represent the flux direction [103]
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Table 3.1: Parameters of the Electricity System.
Ge = (N , E) Undirected graph whereN is a set of buses indexed by i = 1, · · · , N
and E is a set of lines indexed with l = 1, · · · , E
U Set of generators, indexed by u = 1, · · · , U
Ug ⊆ U Set of GFPPs
U(i) ⊆ U Set of generators located at i ∈ N
Bu Set of supply bids submitted by u ∈ U , indexed by b = 1, · · · , Bu
βb Bid price of b ∈ Bu
sb Amount of real power generation of b ∈ Bu
p
u
, pu Minimum/maximum real power generation of u ∈ U
Ru, Ru Ramp-down/-up rate of u ∈ U
cu No-load cost of u ∈ U
Ψu Set of counts of time periods with distinct start-up costs of u indexed
by h
Cu,h Start-up cost of u ∈ U when u is turned on after it has been offline
for some time ∈ [Ψu,h,Ψu,h+1]
ou,0, pu,0 Initial on-off status/real power generation of u ∈ U
τu, τu Minimum-down/-up time of u ∈ U
τu,0, τu,0 The time that generator u ∈ U has to be inactive/active from t = 0
bl Line susceptance of l ∈ E
f l Real power limit of l ∈ E
(dei,t)i∈N Electricity load profile during t ∈ T
∆l Maximum voltage angle difference between two end-points of l ∈ E
θi, θi Minimum/maximum voltage angle at i ∈ N
Table 3.2: Variables of the Electricity System.
Binary variables
ou,t 1 if u ∈ U is on during t ∈ T , 0 otherwise
v+u,t 1 if u ∈ U becomes online during t ∈ T , 0 otherwise
v−u,t 1 if u ∈ U becomes offline during t ∈ T , 0 otherwise
Continuous variables
seb,t Real power generation from b ∈ Bu of u ∈ U during t ∈ T
pu,t Real power generation of u ∈ U during t ∈ T
fl,t Real power flow on l ∈ E during t ∈ T
ru,t Start-up cost of u ∈ U during t ∈ T
θi,t Voltage angle on i ∈ N during t ∈ T
∀u ∈ U , t ∈ [max{τu, τu,0 + 1}, T ]Z, (3.1f)
v+u,t − v−u,t = ou,t − ou,t−1,∀u ∈ U , t ∈ [T ], (3.1g)
v+u,t, v
−
u,t, ou,t ∈ {0, 1},∀u ∈ U , t ∈ [T ], (3.1h)
se = argmin Q(o,v+,v−), (3.1i)




























seb,t ∀u ∈ U , t ∈ [T ], (3.1l)
0 ≤ seb,t ≤ sb, ∀b ∈ Bu, u ∈ U , t ∈ [T ], (3.1m)
p
u
ou,t ≤ pu,t ≤ puou,t, ∀u ∈ U , t ∈ [T ], (3.1n)
pu,0 = pu,0, ∀u ∈ U , (3.1o)
pu,t − pu,t−1 ≤ Ruou,t−1 + puv+u,t, ∀u ∈ U , t ∈ [T ], (3.1p)
pu,t−1 − pu,t ≤ Ruou,t−1 + puv
−
u,t, ∀u ∈ U , t ∈ [T ], (3.1q)
fl,t = −bl(θlh,t − θlt,t), ∀l ∈ E , t ∈ [T ], (3.1r)
− f l ≤ fl,t ≤ f l, ∀l ∈ E , t ∈ [T ], (3.1s)
θi ≤ θi,t ≤ θi, ∀i ∈ N , t ∈ [T ], (3.1t)
−∆l ≤ θlh,t − θlt,t ≤ ∆l ∀l ∈ E , t ∈ [T ]. (3.1u)
The objective function of the upper level problem (Equations (3.1a) - (3.1h)) includes
the no-load costs, the start-up costs, and the costs of the selected supply bids of each elec-
trical power generating units. Equation (3.1b) computes the start-up cost ru,t of a gen-
erator u for time period t based on how long u has been offline [105]. The expression
ou,t −
∑h
n=1 ou,t−n is one when generator u becomes online after it has been turned off
for h time periods. Equation (3.1c) states the nonnegativity requirement on ru,t. Equation
(3.1d) specifies the initial on-off status of each generator. The minimum-up and -down con-
straints are specified in Equations (3.1e) and (3.1f) respectively. The relationship between
the variables for the on-off, start-up, and shut-down statuses of each generator is stated in
Equation (3.1g). The binary requirements for logical variables v+u,t, v
−
u,t, ou,t are specified
in Equation (3.1h).
Based on the commitment decisions, the lower-level problem (i.e., Equations (3.1j) -
(3.1u)) decides the hourly operating schedule of each committed generators in order to
minimize the system production costs. Equation (3.1k) states the flow conservation con-
straints for real power at each bus, using lh and lt to represent the head and tail of l ∈ E .
Equation (3.1l) states that the total real power generation of a generator u is equal to the
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Table 3.3: Parameters of the gas system
Gg = (V,A) Directed graph representing a natural gas transmission network,
where V is a set of junctions, indexed with j = 1, · · · , V , and
A ⊆ V × V is a set of connections, indexed with a = 1, · · · , A
Ac ⊆ A Set of compressors
Av ⊆ A Set of control valves
κj Cost of demand shedding at j ∈ V
(dgj,t)j∈V Gas demand profile during t ∈ T
sgj , s
g
j Lower/Upper limit on natural gas supply at j ∈ V
cj(·) Cost function for gas supply at j ∈ V
Wa Pipeline resistance (Weymouth) factor of a ∈ A
πj , πj Minimum/maximum squared pressure at j ∈ V
αca, α
c
a Lower/upper compression ratio of a ∈ Ac
αva, α
v
a Lower/upper control ratio of a ∈ Av
Table 3.4: Variables of the gas system
sgk,t Amount of gas supplied by k ∈ K during t ∈ T
πj,t Pressure squared at j ∈ V during t ∈ T
φa,t Gas flow on a ∈ A during t ∈ T
lj,t Satisfied gas demand at j ∈ V during t ∈ T
qj,t Shedded gas demand at j ∈ V during t ∈ T
γj,t Total amount of gas consumed by the GFPP located at j ∈ N ∩V during t ∈ T
production of its selected bids. Equation (3.1m) constrains the power generation seb,t from
bid b ∈ Bu to be no more than the submitted amount s̄b. Equation (3.1n) enforces the
bound on the real power generation of each generator. Equation (3.1o) specifies the initial
generation amount of each generator, and Equations (3.1p) and (3.1q) state the ramp-up
and -down constraints of each generator. Equation (3.1r) captures the DC approximation
of the power flow equations and Equation (3.1s) specifies the thermal limit on each line.
Equations (3.1t) and (3.1u) state the voltage angle bounds on each bus and the bounds on
the angle difference of two adjacent buses respectively.











s,t + κjqj,t) (3.2a)







∀j ∈ V , t ∈ [T ], (3.2b)
lj,t = d
g
j,t − qj,t,∀j ∈ V , t ∈ [T ], (3.2c)
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0 ≤ qj,t ≤ dgj,t,∀j ∈ V , t ∈ [T ], (3.2d)





j ,∀j ∈ V , t ∈ [T ], (3.2f)
αcaπah,t ≤ πat,t ≤ αcaπah,t,∀a ∈ Ac, t ∈ [T ], (3.2g)
αvaπah,t ≤ πat,t ≤ αvaπah,t,∀a ∈ Av, t ∈ [T ], (3.2h)
πah,t − πat,t = Waφ2a,t, ∀a ∈ A \ (Av ∪ Ac), t ∈ [T ], (3.2i)





Tables 3.3 and 3.4 specify the parameters and variables of the steady-state natural gas
model, which is given in Problem (3.2). The modeling is similar to those in [47, 103, 35]
and uses the Weymouth equation to capture the relationship between pressures and flux.
The flux conservation constraint is given in Equation (3.2b), where ah and at represent the
head and tail of a ∈ A. Equation (3.2c) determines the demand served at each junction: It
captures the amount of gas load shedding which must be nonnegative and cannot exceed the
demand at the corresponding junction (Equation (3.2d)). The model assumes that gas flow
directions are predetermined and Equation (3.2e) enforces the sign of gas flow variables,
i.e., it constrains φa,t to be nonnegative. Equation (3.2f) specifies the upper and lower limits
of natural gas supplies. The change in pressure through compressors and control valves are
formulated in Equations (3.2g) and (3.2h) and the model use a single compressor machine
approximation as in prior work. The steady-state physics of gas flows is formulated with
the Weymouth equation in Equation (3.2i). Equation (3.2j) states the bounds on nodal
pressures. Equation (3.2i) can be convexified using the second-order cone relaxation from
[35]: πah,t − πat,t ≥ Waφ2a,t. This relaxation is very tight [35].
When the gas system is not congested, the price of natural gas is relatively stable. How-
ever, during congestion and when some loads are being shedded, natural gas prices increase
sharply. The cost of gas in the objective function captures this behavior: For a junction j,
it is specified with an almost-linear piecewise linear function for production and a high
penalty cost κj for gas shedding. To be specific, let Sj be a set of non-overlapping intervals
covering [0, sgj ], each with a distinct slope cj,s satisfying cj,s ≤ cj,s+1 for all consecutive
intervals s, s + 1 ∈ Sj . Define an auxiliary nonnegative variable sgs,t that represents the
amount of gas supply from s ∈ Sj at time t. The objective function is then stated as Equa-
tion (3.2a). The model also includes constraint (3.2k) to link the gas variable at junction j
with the auxiliary variables.
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Table 3.5: Parameters for the Electricity and Gas Coupling.
{Hu,i}i=0,1,2 Coefficients of the heat rate curve of u ∈ Ug
αu Maximum allowable percentage of the expense on natural gas over its
marginal bid price for u ∈ Ug
K Set of pricing zones, indexed with k = 1, · · · ,K
V(k) Set of junctions that belong to k ∈ K
Table 3.6: Variables for the Electricity and Gas Coupling.
wb,t 1 if b ∈ Bu of u ∈ U is selected during t ∈ T , 0 otherwise
ρu,t Price of marginally selected bid of u ∈ Ug during t ∈ T
ψk,t Zonal price of natural gas in k ∈ K during t ∈ T
3.2.3 Physical and Economic Couplings
GFPPs are the physical and economic interface between the electrical power and gas net-
works. This section first describes the resulting coupling constraints before describing how
the natural gas zonal prices are computed. Tables 3.5 and 3.6 describe the parameters for
the coupling.







u,t +Hu,1pu,t +Hu,0. (3.3)
The real power generation p of a GFPP induces a demand γ in the natural gas system.
Equation (3.3) specifies the relationship between the real power generation of a GFPP and
the amount of natural gas needed for the generation. In the equation, this relationship
is approximated by a quadratic heat-rate curve, whose coefficients are given as Hu. The
equation can be convexified like the Weymouth equation.
Since the level of power generation of the GFPPs determines the load in the gas system,
the physical coupling also affects the natural gas prices. The price formation of natural gas,
in turn, governs the profitability of GFPPs, which submit bids before the realization of
gas prices. To capture these economic realities, the model introduces binary variables of
the form wb,t ∈ {0, 1} for each bid b of a GFPP to Problem (3.1): Variable wb,t indicates
whether bid b is selected during time period t. Equation (3.1m) is then replaced by the




βb(wb,t − wb+1,t) + βBuwBu,t,∀u ∈ Ug, (3.4a)
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0 ≤ seb,t ≤ sb,∀b ∈ Bu, u ∈ U \ Ug, (3.4b)
0 ≤ seb,t ≤ sbwb,t,∀b ∈ Bu, u ∈ Ug, (3.4c)
wb,t ≤ ou,t,∀b ∈ Bu, u ∈ Ug, (3.4d)
sbwb+1,t ≤ sb,t,∀b ∈ [1, Bu − 1]Z, u ∈ Ug. (3.4e)
Equations (3.4b) and (3.4c) are bound constraints for the bids submitted by the non-
GFPPs and GFPPs respectively. Equation (3.4c) ensures that the indicator variable wb,t is
one whenever bid b is used for time period t (i.e., seb,t > 0). Equation (3.4d) states that the
bid of a generator can be selected only when it is committed and Equation (3.4e) ensures
that the (b+1)th bid is selected only if the bid b is fully used. Accordingly, Equation (3.4a)
states that ρu,t is the maximum/marginal bid price of GFPP u ∈ Ug among its currently
selected bids.
The economic coupling between the electricity and gas networks is enforced by bid-
validity constraints that ensure that the marginal costs of producing electricity by GFPPs
are lower than their marginal bid prices. Although the natural gas system is operated in a
decentralized manner, the zonal price of natural gas ψ can be modeled as a function g of
the market supply and demand, i.e., as a function of the binary and continuous variables of
Problems (3.1) and (3.2), which are denoted by z and x. Under this assumption, the bid
validity constraints can be expressed as follows (for all t ∈ [T ]):
ψ = g(z, x), (3.5a)
αuρu,t ≥ [2pu,tHu,2 +Hu,1]ψk,tou,t,
∀k ∈ K, i ∈ V(k), u ∈ U(i) ∩ Ug, (3.5b)
where
2pu,tHu,2 +Hu,1
is the derivative of the heat rate curve (i.e., Equation (3.3)) that represents the amount
of natural gas needed for generating one additional unit of real power by GFPP u. The
nonlinear term in the right-hand side of Equation (3.5b) is linearized by employing an
exact McCormick relaxation. Accordingly, when a GFPP u is online, the right-hand side
of Equation (3.5b) represents the realized natural gas price for generating one additional
unit of real power by the GFPP u, hence Equation (3.5b) captures the fact that, when the
realized natural gas price for generating one additional unit of real power by GFPP u is
greater than its marginal bid price ρu,t, GFPP u is not profitable. This situation arises
52
because GFPP u submits its bids before the realization of ψ. The bid validity constraint is
expressed in Equation (3.5b) and ensures that only profitable GFPPs are committed. Note
that, as discussed at length subsequently, αu is best viewed as a part of the bid for GFPP u
that reflects its risk aversion level; The larger αu is (possibly greater than 100%), the less
likely GFPP u is of being de-committed due to the bid validity constraint and the larger the
risk u is willing to take in terms of natural gas prices. The bid validity constraints use the
realized zonal gas prices from Equation (3.5a) and the maximum natural gas price (e.g.,
$200 per mmBtu) multiplied by [2puHu,2 +Hu,1] as the upper bound of the continuous
term in its right-hand side for the McCormick relaxation.
It remains to specify how to compute the zonal gas prices, i.e., the function g in Equa-
tion (3.5a). The UCGNA assumes that the nodal natural gas price at each junction j is
given by the marginal cost of supplying natural gas at j. This marginal cost is the dual
solution associated with the corresponding flux conservation constraint in Problem (3.2).
The zonal natural gas pricesψ are then computed by averaging the nodal natural gas prices
of a subset of junctions in the zone. Therefore, the zonal natural gas price ψ are given by
linear functions of the dual solution to Problem (3.2).
Note that, by construction, the natural gas zonal pricesψ under normal operating condi-
tions are given by the almost linear part of objective (3.2a). However, when the gas network
is congested and load needs to be shed, the zonal prices increase sharply due to the high
penalty cost κj . As a result, the resulting model closely captures the behavior of the market
during the 2014 polar vortex. Note also that the model does not shed the demand of the
GFPPs. The model assumes that GFPPs buy natural gas at any cost to meet its commitment
obligation. Once again, this captures the 2014 Polar Vortex situation where GFPPs were
encouraged to buy the natural gas from the spot market at any cost for the sake of the power
system reliability [84].
3.2.4 Bilevel Formulation
This section shows how the UCGNA can be expressed as a bilevel program. Let variable
subscripts e and g respectively denote the electricity and the gas systems. Let ze and xe
respectively denote the vector of binary and continuous variables of the power system (i.e.,
Problem (3.1)) and let xg be the vector of continuous variables of the gas system (i.e.,
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cTe xe + h
Tze (3.6a)




s.t. Axe +Bze ≥ b, (3.6d)
yg ∈ Dual sol. of (3.7), (3.6e)
Eyg +Mze ≥ h (3.6f)
where Z denotes the feasible region of the unit commitment problem (i.e., Equations
(3.1b)-(3.1h)), the third level problem is defined as
min
xg∈K
cTg xg : Dexe +Dgxg ≥ d, (3.7)
and K is the proper cone denoting the domain of xg.
The first-level problem (i.e., Equations (3.6a) and (3.6b)) formulates the unit-
commitment problem (i.e., Equations (3.1a)-(3.1h) and Equation (3.4)). The unit-
commitment decisions ze from the first-level problem are then plugged into the second-
level problem (i.e., Equation (3.6c)-(3.6d)), which formulates the economic dispatch prob-
lem (i.e., Equations (3.1j)-(3.1u)) and decides the hourly operating schedule of commit-
ted generating units. The economic dispatch decisions xe determine natural gas demand
of committed GFPPs and are plugged into the third-level problem (i.e., Problem (3.6e)),
which formulates the natural gas problem (i.e., Problem (3.2) and Equation (3.3)). Then,
the third level problem determines the resulting nodal prices for natural gas based on the
dual solution yg of the gas flux conservation constraints (i.e., Equation (3.2b)).
Equations (3.6a)-(3.6e) capture the current operating practice of the power system.
Without Equation (3.6f), the first level captures the commitment decisions that are taken
first without consideration of the gas network. The second and third levels implement a
Stackelberg game, where the dispatch decisions of the electricity system are followed by
those of the natural gas network. The novelty in the UCGNA is the bid-validity constraint
2From a game theoretic perspective, the problem at hand is a two-level problem (See Appendix B.1).
However, for ease of deriving a bilevel formulation that allows some efficient solution method, presented in
Chapter 4 , the problem is posed as a tri-level
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(3.6f), which corresponds to Equation (3.5b): It ensures that only profitable GFPPs are
selected in the first level and uses the dual variables of the third-level problem to do so,
allowing the unit-commitment problem to anticipate the zonal prices of natural gas.
The following proposition, whose proof is in Appendix B.2, shows that the tri-level
problem can be reformulated as a bilevel mathematical program. The proof uses strong
duality on the third-level problem and a lexicographic optimization to merge the second
and third levels.
Proposition 3.2.1. Problem (3.6) can be asymptotically approximated by the following
bilevel optimization program:
min δhTze + δc
T
e xe + (1− δ)cTg xg (3.8a)
s.t. ze ∈ Z, (3.8b)
(xe,xg,yg) = An optimal primal & dual solution pair of (3.9), (3.8c)
1
1− δ
Eyg +Mze ≥ h, , (3.8d)
xe ≥ 0,xg ∈ K,yg ≥ 0, (3.8e)
ze ∈ {0, 1}m. (3.8f)
for some δ ∈ (0, 1) and
min
xe≥0,xg∈K
δcTe xe + (1− δ)cTg xg (3.9a)
s.t. Axe +Bze ≥ b, (3.9b)
Dexe +Dgxg ≥ d. (3.9c)
Moreover, when δ → 1, the optimal solution of Problem (3.8) converges to the optimal
solution of Problem (3.6).
Remark 3.2.2. Note that Problem (3.8) has some properties. First, the lower level problem
(i.e., Problem (3.9)) is a SOCP and the lower level problem depends on the upper level
problem only through the upper level binary variables (i.e., ze).
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3.3 Solution Approach
This section briefly sketches how the bilivel formulation, given in Section 3.2.4, is solved.
Using the strong duality of Problem (3.9), Problem (3.8) can be reformulated as
min
ze∈Bn
δhTze + f(ze) (3.10a)
s.t. ze ∈ Z. (3.10b)
where
f(ze) = min δc
T
e xe + (1− δ)cTg xg (3.11a)
s.t. Axe +Bze ≥ b, (3.11b)
Dexe +Dgxg ≥ d, (3.11c)
yTe (b−Bze) + yTg d ≥ δcTe xe + (1− δ)cTg xg, (3.11d)
yTgDg K∗ (1− δ)cTg , (3.11e)
yTe A+ y
T
gDe ≤ δcTe , (3.11f)
1
1− δ
Eyg +Mze ≥ h, (3.11g)
xe ≥ 0,xg ∈ K,ye ≥ 0,yg ≥ 0. (3.11h)
The implementation applies a Benders decomposition on this formulation to solve Problem
(3.8). Moreover, the dual of Problem (3.11) has a special structure that can be exploited by
the dedicated Benders decomposition, discussed in Chapter 4. The idea is to decompose
the dual of Problem (3.11) into two more tractable problems. The extreme points and rays
of these subproblems can be used to find the (feasibility and optimality) Benders cuts of
Problem (3.11). The solution method also uses the acceleration schemes from [106, 107]
which normalize the rays ŷ and perturb ẑe. The solution method also obtains feasible solu-
tions periodically (e.g., every 30 iterations) heuristically by turning off violated generators.
Finally, the solution method applies a preprocessing step to eliminate some invalid bids.
It exploits the fact that the natural gas prices without the GFPP load gives a lower bound
on the natural gas zonal prices. Therefore, the implementation solves Problem (3.2) with
no GFPPs, i.e., γj,t = 0 for all j ∈ V , t ∈ [1, T ]Z. Those bids violating the bid-validity
constraint with regard to these zonal prices are not considered further.
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3.4 Case Study
This section analyzes, under various operating conditions, the behavior of the UCGNA on
the realistic test system described in Section 3.4.1. The results are compared with current
practices. The case study varies the level of stress on both the electrical power and gas
systems. For the electrical power system, the load is uniformly increased by 30% and 60%.
For the gas system, the load is uniformly increased by 10% up to 130%. Parameters ηe and
ηg respectively represent the stress level imposed on the electrical power and gas systems.
In the results, (A) denotes existing practices and (B) the UCGNA model. Solutions for (B)
are obtained with a wall-clock time limit of 1 hour, while solutions for (A) is obtained by
the following procedure:
(i) Solve the power model (i.e., Problem (3.1));
(ii) Retrieve the demand of GFPPs using Equation (3.3) and plug it into the gas model
(i.e., Problem (3.2));
(iii) Solve the gas model and compute the natural gas zonal prices using the dual values
associated with the flux conservation constraints;
(iv) Based on the zonal prices, determine the set of GFPPs violating the bid-validity con-
straint (i.e., Equation (3.5b)) and compute the loss of such GFPPs by multiplying the
violation, i.e., the difference between the marginal gas price and the marginal bid
price, with the scheduled amount of power generation.
3.4.1 Data Description
The UCGNA model is evaluated on the gas-grid test system from [47], which is repre-
sentative of the natural gas and electric power systems in the Northeastern United States.
This test system is composed of the IEEE 36-bus NPCC electric power system [108] and
a multi-company gas transmission network covering the Pennsylvania-To-Northeast New
England area in the United States [47]. The data for the test system can be found online at
https://github.com/lanl-ansi/GasGridModels.jl and we only decrease
nodal pressure bounds by a factor of 3 to get an interesting test case.
The test system consists of 91 generators of various types (e.g., hydro, gas-fueled, coal-
fired, etc.). The unit-commitment data for these generators (e.g., generator offer curves
including start-up and no-load costs and operational parameters such as minimum run time)
was obtained from the RTO unit commitment test system [109]. Each generator in the gas-
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grid test system is assigned the unit commitment data adapted to its fuel-type and megawatt
capacity. To introduce more variety on bidding behaviors, we modify some offer curves.
The data sets account for the fact that prices in the gas spot market in the United States
is zonal [110], and the gas-grid test case consists of two natural gas pricing zones: Transco
Zone 6 non NY and Transco Leidy Line. The Transco Leidy Line represents the natural gas
prices in the Marcellus Shale production area, which has a wealth of natural gas. On the
other hand, the Transco Zone 6 non NY represents the natural gas prices near consumption
points. Therefore, a large difference in prices between these two pricing zones implies a
scarcity of transmission capacities between these two points. During normal operations,
the average natural gas prices in the Transco Zone 6 non NY and the Leidy Line are around
$3/mmBtu and $1.5/mmBtu respectively. The slopes cj,s at junction j ∈ V (see Section
3.2.2) are chosen to be around these numbers. The penality cost for load shedding κaj is
set as $130/mmBtu for all junctions. The results are given for a single time-period (i.e.,
T = 1).
3.4.2 Impact of the Gas-Awareness
The behaviors of (A) and (B) in the normal, stressed, and highly-stressed power systems
are compared in Figures 3.1, 3.2, and 3.3 respectively. In each figure, (a) and (c) display
the system costs and natural gas prices of (A), and (b) and (d) display those of (B). More
precisely, (a) and (b) present the total cost breakdown in terms of the cost of electrical
power system, the cost of the gas system, and the economic loss from invalid bids. (c) and
(d) depict the natural gas zonal prices in each pricing zone.3
Figures 3.1a and 3.1c show that the gas system cost gradually increases as ηg increases
up to 1.7, then it grows rapidly from ηg = 1.8 on. The rapid increase is due to load
shedding (see Section 3.2.2) and leads to natural gas price spikes in Transco Zone 6 non
NY. The large difference between the prices in Zone 6 and Leidy Line indicates that the
load shedding occurs due to the lack of transmission capacity between these two points, not
because of a lack of gas supply. Due to the gas price spike in Transco Zone 6 non NY, some
bids of GFPPs become invalid and incur some losses, which increases the total cost. On
the other hand, for (B), the electrical power system cost is slightly higher than for (A), but
it does not incur any economic loss from invalid bids and the overall cost is lower. Observe
also that model (A) captures the same behavior as in the 2014 polar vortex. Additionally,
observe that the gas price in the Zone 6 region is also exhibiting sharp increases in model
3Note that, as ηg increases, the total cost of (A) always increases, while the cost of (B) temporarily
decreases sometimes. This is due to the presense of optimality gaps for some hard instances.
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(a) System costs (A). (b) System costs (B).
(c) Natural gas prices (A). (d) Natural gas prices (B).
Figure 3.1: Results for the Normal Operating Conditions of the Electrical Power System
(ηe = 1), where x-axis represents ηg
.
(B). However, this peak has significantly less impact for (B) given the different commitment
decisions.
The differences in behavior between systems (A) and (B) become clearer as the load
increases in the electrical power system. For the stressed power system, displayed in Figure
3.2, the difference between the total cost of (A) and (B) becomes very large: There are
many invalid bids for (A), which puts the reliability of the power system at high risk and
induces an electricity price peak. The price of gas and the economic losses both increase
significantly in (A) and the increases start at stress level 1.5 for the gas network. In contrast,
(B) maintains a reliable operation independently of the stress imposed on the natural gas
system. The price of gas increases obviously but less than in (A) and the cost of the power
system remains stable. The peak in gas price only starts at stress level 1.7, showing that
(B) delays the impact of congestion in the gas networks by making better commitment
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(a) System costs (A). (b) System costs (B).
(c) Natural gas prices (A). (d) Natural gas prices (B).
Figure 3.2: Results for the Stressed Electrical Power System (ηe = 1.3), where x-axis
represents ηg
decisions.
Figure 3.3 shows the benefits of (B) over (A) become even more substantial when both
systems are highly stressed. Observe that the cost of the electrical power system remains
stable once again in (B) and that the cost of the gas network increases reasonably. In con-
trast, Model (A) exhibits significant increases in gas prices and economic cost from invalid
bids. These results indicate that bringing gas awareness in unit commitment brings signif-
icant benefits in congested networks. By choosing commitment decisions that ensure bid
validity, the UCGNA brings substantial cost and reliability benefits for congested situations
like the 2014 polar vortex.
The great cost and reliability benefits of (B) are owing to better commitment decisions
that anticipate the future state of the gas system. Table 3.7 summarizes some statistics on
committed generators under the highly stressed power system. As the gas load increases,
some of the GFPPs in (T) are no longer committed and the lost generation is replaced by
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(a) System costs (A). (b) System costs (B).
(c) Natural gas prices (A). (d) Natural gas prices (B).
Figure 3.3: Results for the Highly-Stressed Electrical Power System (ηe = 1.6), where
x-axis represents ηg
.
Table 3.7: Statistics on Committed Generators for the Stressed Electrical Power System
(ηe = 1.6): The first 7 columns display the number of committed generators with respect
to its fuel type, where (O) Oil, (C) Coal, (G) Gas, (H) Hydro, (R) Refuse, (N) Nuclear, (E)
Others, and the last two columns show the number of committed GFPPs in each pricing
zone, where (T) Transco Zone 6 Non NY and (L) Transco Leidy Line.
ηg (O) (C) (G) (H) (R) (N) (E) (T) (L)
1.0 7 6 12 11 0 12 3 8 4
1.6 8 6 10 11 0 13 3 6 4
2.3 9 6 9 11 0 13 3 4 4
generators of different types or GFPPs with reasonable bid prices. More specifically, Figure
3.4 shows the commitment decision of (A) and (B) for (ηe, ηg) = (1.6,2.3). The numbers in
black in Figures 3.4a and 3.4c report the number of committed GFPPs on the corresponding
bus; Those in Figures 3.4b and 3.4d display the number of committed non-GFPPs. In
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(a) Number of committed GFPPs (A). (b) Number of committed non-GFPPs (A).
(c) Number of committed GFPPs (B). (d) Number of committed non-GFPPs (B).
Figure 3.4: Results for the Highly-Stressed Condition (ηe, ηg) = (1.6,2.3).
Figure 3.4a, the numbers in red on the bottom right corner of some buses represent the
number of committed GFPPs located at the bus without bid validity. Most invalid GFPPs
in Figure 3.4a are turned off in Figure 3.4c and replaced by some non-GFPPs as Figure
3.4d indicates.
Finally, Table 3.8 summarizes the objective value and the optimality gap of (B) for each
instance. For 16 out of 42 instances, the algorithm times out (wall-clock limit time of 1
hour) and it reports sub-optimal solutions whose optimality gaps are presented in columns
denoted by (ii).
Suboptimal solutions are not desirable in market clearing, so future research should be
devoted to improve these computational results further. Note however that these suboptimal
results arise for highly congested situations in both networks. In such circumstances, op-
erators are typically switching to an emergency reliability state, as was the case during the
polar vortex events [84]. The results thus demonstrate that the UCGNA bring significant
benefits for reliability of gas-grid networks.
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Table 3.8: Solution Statistics for (B), where Column (i) denotes the final objective value of
(B) for each instance and Column (ii) represents the optimality gap (time limit: one hour)
.
ηg
ηe 1 1.3 1.6
(i) (ii) (i) (ii) (i) (ii)
1 255301.0 0.0 332123.0 0.0 415315.0 0.0
1.1 256502.0 0.0 333333.0 0.0 416530.0 0.0
1.2 257706.0 0.0 334548.0 0.0 417759.0 0.0
1.3 258915.0 0.0 335776.0 0.0 419015.0 0.0
1.4 260132.0 0.0 337036.0 0.0 420548.0 0.0
1.5 261364.0 0.0 338564.0 0.0 423466.0 0.0
1.6 262613.0 0.0 342066.0 0.3 439254.0 2.1
1.7 264019.0 0.0 361089.0 3.5 463746.0 2.0
1.8 278679.0 1.8 379532.0 3.2 489011.0 6.2
1.9 296251.0 1.3 408407.0 3.3 524533.0 7.4
2 317619.0 0.0 430415.0 4.2 519026.0 3.7
2.1 329801.0 0.0 460127.0 4.3 596449.0 5.0
2.2 358828.0 0.0 497952.0 4.0 635128.0 5.0
2.3 405022.0 0.0 537874.0 0.0 672876.0 0.0
3.5 Discussion on the UCGNA
The contribution of this study is best viewed as two synergistic component: (1) a richer
bid language for GFPPs allowing to express their risk aversion and (2) a market clearing
mechanism, that use the more expressive bids to obtain the UCGNA, a gas-aware unit
commitment for the electricity market. This section discusses the practical applicability
and implication of the UCGNA as an alternative market clearing mechanism to the current
practice.
A potential criticism of the UCGNA is the assumption that the power system operator
has partial (or full) knowledge on the gas demand forecast and the gas network, which may
require some level of cooperation of the natural gas system. It should be noted that both the
electricity and natural gas markets have been wishing for measures that address the risks
stemming from inter-dependencies between the two networks. Continuous development
of regulations on these two systems reflects the market needs; For example, FERC Order
787 permits electricity and natural gas transmission operators to share, with each other,
information that they deem necessary to promote the reliability and integrity of their sys-
tems [111]. When the natural gas demand forecast and the gas network data are shared,
the UCGNA has the potential to enhance the reliability and efficiency of both systems,
as demonstrated by the detailed case study in Section 3.4. Indeed, the results show that,
in congested environments, the gas-aware unit commitment reduces the gas system cost
and postpones the natural gas price spikes. This benefit would incentivize gas transmis-
sion operators to cooperate. Even without the cooperation of the natural gas system, the
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proposed model can still be used with natural gas demand forecast that is obtained by the
power system operator, as well as an incomplete description of the natural gas networks.
The quality of the estimate, however, would improve as the power system operator acquire
more accurate information about the gas system.
It is important to note that the UCGNA enables the GFPPs to hedge against risks in-
duced by volatile natural gas prices. The main purpose of day-ahead markets is to produce
a dispatch that anticipates and hedges against uncertainty that are observed in real time
[112, 113]. In addition, the market should provide instruments that allow their participants
to hedge risks so that a competitive equilibrium corresponds to the social optimum [114].
The current practice, however, neither anticipates uncertainty in the natural gas system nor
has a market instrument for the GFPPs to hedge against their volatile operating costs. The
GFPPs currently lack the ability to reflect changes to their operating costs after the reof-
fer period [84] and they have restrictive bidding language that cannot correctly incorporate
their risk-appetite. Hence, the GFPPs may endure severe consequences when incorrectly
forecasting natural gas prices. This makes the GFPPs less competitive and may eventually
discourage them from staying in the market, which is highly undesirable, especially for
power systems with a significant portion of renewable energy. The UCGNA, on the other
hand, allows the GFPPs to make conditional bids: their bids are only valid as long as the
realized natural gas prices are anticipated not to be much higher than their forecasts. It
should be noted that, in the bid validity constraint, the system operator accepts different
risk-aversion levels of each GFPP u through αu.
This study also advocates for a richer bidding languages so that GFPPs have more flex-
ibility in the UCGNA. Indeed, ideally, a GFPP should be able to submit multiple bids, each
of which is conditional on an anticipated range of realized natural gas prices and has an
associated threshold αu. This enables the commitment decision to correctly reflect the “ac-
tual” price that the GFPP is willing to offer, which is conditional on natural gas prices. This
can be naturally incorporated into the UCGNA by introducing additional binary variables
in the first level that represent the expected price range of natural gas.
Another potential criticism of the UCGNA concerns the transparency of the natural
gas price estimation that will be endogenously obtained and used in the UCGNA. One
may question whether the GFPPs would be willing to accept the commitment decision
when they are de-committed due to the bid validity constraints. In practice, the estimated
natural gas prices in the UCGNA are largely dependent on natural gas demand forecast.
The disclosure of natural gas demand forecast to GFPPs before the bid submission period
closes thus gives GFPPs the opportunity to design their bidding strategy accurately.
Note also that the economic feedback from the natural gas system affects the commit-
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ment and dispatch decisions in a completely discrete manner: Once the binary decisions are
committed and ensure that the bid validity constraints are met, the second level clears the
market in the same way as in the current practice. Thus, the current market properties (e.g.,
revenue adequacy of ISOs and cost recovery for committed generators achieved under some
assumptions/market instruments) also applies to the UCGNA. Recently, several papers pro-
posed stochastic energy-only market clearing mechanisms to address undesirable properties
of the current market introduced by the increasing penetration of intermittent generators
[115, 116, 112, 113]. The UCGNA can be adapted to embody a single-settlement stochas-
tic dispatch (e.g., [113]) in the second level problem, which would result in a stochastic
economic feedback from the gas system. In this case, the bid validity constraint should be
formulated differently to accommodate the uncertainty (e.g., by using chance constraints).
Future research will be devoted to incorporating a stochastic dispatch into the UCGNA.
3.6 Concluding Remark
The 2014 polar vortex showed how interdependencies between the electrical power and gas
networks may induce significant economic and/or reliability risks under heavy congestion.
This chapter has demonstrated that these risks can be effectively mitigated by making unit
commitment decisions informed by the physical and economic couplings of the gas-grid
network. The resulting Unit Commitment with Gas Network Awareness (UCGNA) model
builds upon the standard unit commitment used in current practices but also reasons about
the feasibility of gas transmission feasibility and the profitability of committed GFPPs. In
particular, the UCGNA introduces bid-validity constraints that ensure the economic via-
bility of committed GFPPs, whose marginal bid prices must be higher than the marginal
natural gas prices by some percentage αu. Section 3.5 also advocated for a richer bidding
language that the GFPPs can use to express more complex bids capturing different levels
of natural gas prices.
The UCGNA is a three-level model whose bid validity constraints operate on the dual
variables of flux conservation constraints in the gas network, which calculate the marginal
cost of gas for producing a unit of electricity. It can be approximated as a bilevel optimiza-
tion problem, in which the upper level problem is a mixed-integer linear program and the
lower level program is a second-order cone program. The bilevel problem is then solved
using a dedicated Benders decomposition approach discussed in Chapter 4. The case study,
based on a modeling of the gas-grid network in the North-East of the United States, shows
that the UCGNA has significant benefits compared to the existing operations: It is capa-
ble to ensure valid bids even at highly-stressed levels, while only increasing the cost of
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gas and electricity in a reasonable way. In contrast, the existing operating practices induce
significant economic losses and gas price increases.
In summary, the UCGNA allows GFPPs to hedge against their volatile operating costs
by providing bids that are conditional to anticipated natural gas prices. The resulting bids
effectively give them an opportunity to “withdraw” their bids when the gas prices are too
high. The UCGNA also helps system operators to avoid the default of GFPPs and fuel
supply issues that have plagued the gas network during the polar vertex events. The current
market properties are maintained since the economic feedback only affects the first level
solution. Future research will be devoted to adapting the second-level problem to a stochas-
tic dispatch problem and further improving the solution techniques to solve the UCGNA,
including the use of cut bundling and Pareto-optimal cuts.
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CHAPTER 4
Benders Subproblem Decomposition for
Discrete-Continuous Bilevel Problems
4.1 Introductory Remarks
A variety of real-world applications involves multiple decision-makers. These decision-
makers (agents) may have an implicit hierarchy in the sense that each decision made by an
agent at a certain level of the hierarchy precedes and affects the decisions of agents at lower
levels that, in turn, affects the outcomes of the decisions at the higher levels. Hierarchical
optimization models optimization problems that involve the hierarchical decision-making
process of multiple agents.
In this chapter, we focus on bilevel optimization problems, a subclass of hierarchical
optimization, with two decision-makers that are often referred to as a leader and a follower.
In these problems, it is assumed that the leader can anticipate how the follower would re-
sponse to its decision. The objective of these problems is, thus, to optimize the leader’s
decision by solving a nested optimization problem that describes the followers response
(see, e.g., [117] for more details). Bilevel problems are closely related to static Stackelberg
games and can find many real-world applications across economics, energy infrastructure,
and defense, to name a few. For instance, bilevel optimization models pricing mechanisms
in transportation areas [48, 118], energy systems [119, 120], and IT industry [121]. Bilevel
optimization is also an useful tool for making planning/design decisions for networks in-
volving autonomous agents, such as transportation network planning [49] and supply chain
design [122], and for defense planning against malicious attacks [50, 51, 123, 124].
Despite the wide applicability and increasing interest in bilevel optimization, research
on computational aspects of bilevel optimization has been sparse. This is mainly due to
the inherent complexity of bilevel optimization; Even the simplest subclass of bilevel op-
timization where leader and follower problems are Linear Programming (LP) problems is
NP-hard [52]. In the present chapter, we propose a novel Benders decomposition method
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for a family of bilevel problems in which the leader problem is modeled as a mixed-integer
conic-linear program and the follower problem is modeled as a conic-linear program with
strong duality. In this chapter, this problem class is called Mixed-Integer Bilevel Program-






s.t. Gxyx+Gyy ≥ hy, (4.1b)
x ∈ X := {x ∈ Kx : xi integer, ∀i ∈ I}, (4.1c)
y ∈ arg min
y∈Ky
{dTy : Ax+By ≥ b}, (4.1d)
where x and y respectively represent n1-dimensional leader variables and n2-dimensional
follower variables, I ⊆ {1, · · · , n1} denotes a set of indices of the leader’s variables for
which the corresponding variable is integer, Kx and Ky denote some proper cones in Rn1
and Rn2 , and cx, cy, Gxy, Gy, hy, d, A,B, b are given rational matrices or vectors of appro-
priate dimension.
This chapter makes the following assumption on MIBPSD:
Assumption 4.1.1. Strong duality holds for Problem (4.1d).
Assumption 4.1.2. Problem (4.1d) is not affected by continuous upper level variables, i.e.,
i′-th column of A is 0m2×1 for i′ /∈ J (4.1d).
Assumption 4.1.3. The bilevel problem (4.1) is optimistic, i.e., when there are multiple
lower level optimal solutions for a given upper level decision x̂, it chooses ŷ that benefits
the upper level most, among the optimal solutions [125].
For notational simplicity, this chapter focuses on the mixed-integer linear subclass of
MIBPSD, i.e., Kx = Rn1+ , Ky = Rn2+ . The results however can be easily generalized to
mixed-integer conic-linear bilevel problems that satisfies Assumption 4.1.1. In addition,
using binary representation of general integer variables, we focus on the case where xi ∈
{0, 1} for all i ∈ I. Therefore, w.l.o.g, we assume X = {x ∈ Rn1+ : xi ∈ {0, 1}, ∀i ∈ I}.








s.t. Gxyx+Gyy ≥ hy, (4.2b)
Ax+By ≥ b. (4.2c)
In order to ensure that Problem (4.1) is well posed, we make the following additional
assumptions:
Assumption 4.1.4. Problem (4.2) is feasible and bounded.
Assumption 4.1.5. There exists x̂ ∈ X for which the lower-level problem of Problem (4.1)
(i.e., Problem (4.1d)) has a finite optimum at ŷ and (x̂, ŷ) satisfies Constraint (4.1b).
Note that Assumption 4.1.4 guarantees a finite lower bound of Problem (4.1) and As-
sumption 4.1.5 ensures that Problem (4.1) has a feasible solution with a finite objective
value (i.e., a finite upper bound of Problem (4.1)), hence they imply that Problem (4.1) has
a finite optimum.
Using the strong duality at lower level, a MIBPSD problem is often reformulated as
a single-level Mixed-Integer Programming (MIP) problem by replacing the lower level
with its optimality condition. The resultant MIP problem, however, is complex since it
intertwines the leader problem and the follower’s primal and dual problems. For large-
instances, the complexity of the MIP formulation often challenges up-to-date commercial
solvers and existing decomposition methods like the Benders decomposition method.
Accordingly, this chapter proposes a dedicated Benders decomposition for MIBPSD
that deals with the complex MIP formulation effectively by decomposing the Benders sub-
problem into two more tractable, sequentially solvable problems that are closely related
to the leader and the follower problems. The main contributions of this chapter can be
summarized as follows:
• A new decomposition technique for MIBPSD is proposed, which allows easy im-
plementation and intuitive interpretation of Benders cuts and several accelerating
schemes are discussed.
• An interesting extension of MIBPSD is introduced, which formulates important real-
world problems where the leader is affected by the follower’s dual solution; It is
shown that the decomposition technique also carries over the extension. In addition,
a discussion on some special cases of MIBPSD that allow sequence-independent
decomposition is given.
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• A computational study is reported which demonstrates significant performance im-
provement of the proposed method and the accelerating schemes over an up-to-date
commercial solver and the standard Benders method.
The rest of the chapter is organized as follows: Section 4.2 discusses previous literature
and Section 4.3 presents the MIP formulation of MIBPSD. In Section 4.4, the dedicated
Benders method for MIBPSD is proposed. Section 4.5 discusses some interesting exten-
sion of MIBPSD that incorporates additional constraints on follower’s dual variables in the
leader problem and Section 4.6 shows some special cases of MIBPSD that allow stronger
algorithmic results. Some accelerating schemes for the dedicated Benders method is pre-
sented in Secition 4.7. Finally, the computational performance of the proposed method is
demonstrated in Section 4.8, and Section 4.9 concludes the chapter.
4.2 Literature Review
MIBPSD can find many applications in network planning/design problems with au-
tonomous agents; For instance, [126, 127] and [128] formulated the optimal zonal con-
figuration problem in zonal-pricing electricity markets as MIBPSD, an urban traffic net-
work design problem was formulated as MIBPSD by [49], and MIBPSD also arose in
facility location problems for logistics distribution center [129] and the evasive flow cap-
turing problem discussed by [130] which has many applications in transportation, revenue
management, and security management.
In addition, unit scheduling problems under sequentially cleared markets can be mod-
elled with MIBPSD in its extended form where an additional constraint stating the impact
of the follower’s dual solution on the leader problem is added to the leader problem. Such
constraints may be desirable in some sequential market environment where the follower’s
dual solution settles the prices of commodities that are used by the leader; See, e.g., an
unit-commitment problem for interdependent natural gas and electricity markets studied in
Chapter 3. We discuss this extension in later section (Section 4.5).
Taking advantage of the strong duality in the lower level problem, the common solu-
tion approach for MIBPSD is to reformulate the bilevel problem into a single-level MIP
problem and to solve the MIP problem via off-the-shelf solvers. There are two widely-
used reformulation schemes: (1) A Karush-Kuhn-Tucker (KKT) condition approach (2) A
strong duality approach. The former replaces the lower level problem by the KKT condition
and linearizes the nonlinear complementary slackness condition by introducing additional
binary variables and logic-based constraints (see, e.g., [48]). However, due to the large
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number of binary variables and constraints that should be introduced for the linearization,
this approach does not scale well and is not adequate for solving large-size instances. The
later method, on the other hand, replaces the complementary slackness condition with the
reversed weak duality inequality to ensure the primal and dual objective values of the lower
level are the same. Then, the bilinear terms in the reversed weak duality are linearized using
the McCormick relaxation [131, 132, 49] or some problem-specific properties [130]. Re-
cently, [133] have compared these two schemes and computationally shown that the latter
approach outperforms significantly the former approach for many classes of instances.
For large-scale problems, however, solving the resultant MIP is still challenging since
it entangles the leader problem and the follower primal and dual problems. Accordingly,
some problem-specific and generic decomposition/separation techniques for solving the
associated MIP have been proposed. [126] proposed a generalized Benders algorithm that
uses a special structure of the given tri-level problem (which has an equivalent MIBPSD
counterpart) and [130] developed a Branch-and-Cut (BnC) approach for a certain class of
MIBPSD, named the Evasive Flow Capturing Problem. For general approaches, [134] pro-
posed a decomposition algorithm which, at every iteration, fixes the integer variables at
some values, reformulates the resultant bilevel linear subproblem into a MIP problem us-
ing the KKT scheme, solves the MIP problem to construct the associated LP problem with
its active constraint set, solves the LP problem to obtain the dual information, and adds
a cut. Since this approach reformulates the bilevel linear subproblem as a MIP problem
using the KKT scheme at every iteration, its application to large-scale problems would be
computationally expensive. The most relevant work is by [49] who applied the Benders
decomposition to the MIP formulation obtained by the strong duality scheme. It proposed
an acceleration scheme for solving the Benders subproblem which sequentially solves the
follower problem, the leader problem, and the follower dual-related problem to obtain opti-
mality cut. However they did not discuss the case for unbounded Benders subproblem (i.e.,
feasibility cuts). This present chapter, on the other hand, accelerates the computation for
the Benders cut generation (both optimality and feasibility cut) by decomposing the Ben-
ders subproblem into two more tractable subproblems that are closed related to the leader
and the follower problems.
It is worth mentioning generic solution approaches for Mixed-Integer Bilevel Pro-
gramming (MIBP) that involves integer leader and follower variables, which subsumes
MIBPSD. [135] first proposed a Branch-and-Bound approach for solving MIBP, and build-
ing upon the approach of [135], [136] and [137] developed a BnC algorithm, which was
further improved by [138]. Another BnC algorithm that works for integer leader and fol-
lower variables was proposed by [139], which solves a MIBPSD problem for generating
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cuts. As a result, the method proposed in this chapter can be applied to such generic solver.
4.3 MIP reformulation
In this section, we reformulate Problem (4.1) as a single-level MIP problem using the
strong duality approach. Note that, using Assumptions 4.1.1 and 4.1.3, Problem (4.1) can





f(x) := min cTy y (4.4a)
s.t. Gxyx+Gyy ≥ hy, (4.4b)
Ax+By ≥ b, y ≥ 0, (4.4c)
ψTB ≤ dT , ψ ≥ 0, (4.4d)
dTy ≤ ψT (b− Ax). (4.4e)
Constraints (4.4c) and (4.4d) respectively ensure primal and dual feasibility of the lower
level problem, Constraint (4.4e) captures strong duality in the lower level. Thus, for any
x ∈ Rn1+ , a feasible y ∈ Rn2+ to Constraints (4.4c) and (4.4e) is an optimal solution of the
lower level problem for the given x. Accordingly, Constraint (4.4b) models how the lower
level reaction affects the upper level feasible region. Due to (4.4a), when there are multiple
optimal solutions in the lower level problem, Problem (4.4) will choose the most beneficial
y to the upper level problem among the optimal lower level solutions, which aligns with
Assumption 4.1.3.
Problem (4.4) contains a bilinear term of ψTAx in Constraint (4.4e). Note that, due to
Assumption 4.1.2, each bilinear term is a multiplication of some continuous variable and
a binary variable. Assuming that ψ has an upper bound of ψ, this term can be linearized:
First introduce an additional vector of variables s ∈ Rm|I|+ and constraints
s(j−1)×|I|+i = Ajiψjxi, ∀j = 1, · · · ,m, i ∈ I (4.5)
to represent ψTAx as sT1, where m represents the number of rows of A. Then use a
McCormick transformation to replace Equation (4.5) by a set of linear constraints of the
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form
Kψψ +Kss ≥ k +Kxx, s ≥ 0, (4.6)
for some matrices Kψ, Ks, Kx, and some vector k. Then, f(x) can be obtained by solving
the following problem:
min cTy y (4.7a)
s.t. Gyy ≥ hy −Gxyx, (4.7b)
By ≥ b− Ax, y ≥ 0, (4.7c)
− ψTB ≥ −dT , ψ ≥ 0, (4.7d)
− dTy + ψT b− sT1 ≥ 0, (4.7e)
Kψψ +Kss ≥ k +Kxx, s ≥ 0. (4.7f)
In the following, Problem (MIP) denotes the resulting mixed-integer linear program-
ming, i.e., Problem (4.3) where f(x) is defined by Problem (4.7).
4.4 A Dedicated Benders Decomposition Method for
MIBPSD
This section proposes a novel decomposition method for the Benders subproblem arising
in MIBPSD. Benders Decomposition (BD) is defined by a Relaxed Master Problem (RMP)





s.t. t ∈ R.
(4.8)
For a guess x̂, the BSP is defined by the dual of Problem (4.7). We slightly abuse no-
tation and let uy, ψ, y, w, and v represent the dual variable associated with Constraints
(4.7b), (4.7c), (4.7d), (4.7e), and (4.7f) respectively. Then the dual of Problem (4.7) can be
expressed as follows:
max ψT (b− Ax̂) + uTy (hy −Gxyx̂)−
[
dTy − vT (k +Kxx̂)
]
(4.9a)
s.t. By −KTψ v ≥ bw, (4.9b)
BTψ +GTy uy ≤ dw + cy, (4.9c)
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KTs v ≤ 1w, (4.9d)
ψ, uy, w, y, v ≥ 0. (4.9e)
Note that Problem (4.9) is feasible, since otherwise, Problem (4.7) is infeasible or un-
bounded for any x̂ ∈ X and contradicts Assumptions 4.1.4 and 4.1.5. If Problem (4.9) is
unbounded, then Problem (4.7) is infeasible and BD adds a feasibility cut to the RMP us-
ing an unbounded ray of Problem (4.9). If Problem (4.9) has a finite optimal value, which
means x̂ is feasible to Problem (MIP), then BD adds an optimality cut to the RMP. BD
iteratively solves the updated RMP (Problem (4.8)) and the BSP (Problem (4.9)) until the
value of t in the optimal RMP solution and the optimal BSP solution agree.
Unfortunately, for large-scale bilevel problems, Problem (4.9) is highly complex since
it has primal-related (e.g., (4.9b) and (4.9d)) and dual-related (e.g., (4.9c)) constraints for
Problem (4.1d) which are linked by variable w. The main contribution of this chapter is to
show that Problem (4.9) does not need to be solved as a whole. Rather, the Benders cuts
of Problem (MIP) can be obtained by solving two more tractable problems, i.e., a problem
associated with the lower-level problem (to be defined as Problem (4.10)) and a problem
related to the upper level problem (to be defined as Problem (4.11)):
Theorem 4.4.1. Problem (4.9) can be solved by solving two more tractable problems se-
quentially: Solve the following problem:
min dTy − vT (k +Kxx̂) (4.10a)
s.t. By −KTψ v ≥ b, (4.10b)
KTs v ≤ 1, (4.10c)
y, v ≥ 0, (4.10d)
and then solve the following problem:
max ψT (b− Ax̂) + uTy (hy −Gxyx̂)−Ow (4.11a)
s.t. BTψ +GTy uy ≤ dw + cy, (4.11b)
ψ, uy, w ≥ 0, (4.11c)
where O denotes the optimal objective value of Problem (4.10) if it has a finite optimum,
∞ otherwise.
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Remark 4.4.2. Consider the dual of Problem (4.10):
max
ψ,s≥0
bTψ − sT1 (4.12a)
s.t. BTψ ≤ d, (4.12b)
Kψψ +Kss ≥ k +Kxx̂, (4.12c)
where ψ and s are dual variables associated with Constraints (4.10b) and (4.10c) respec-
tively. For any x̂ ∈ X , the McCormick relaxation (i.e., (4.12c)) is exact and the optimal
objective value of Problem (4.12) becomes equivalent to
max
ψ≥0
{ψT (b− Ax̂) : BTψ ≤ d} = min
y≥0
{dTy : By ≥ b− Ax̂}. (4.13)
Therefore, the infeasibility of Problem (4.10) implies that Problem (4.1d) is infeasible or
unbounded for any x̂ ∈ X , which contradicts Assumption 4.1.5.
Likewise, Assumption 4.1.4 guarantees Problem (4.11) to be feasible. Consider the
dual of Problem (4.11):
min
y≥0
{cTy y : By ≥ b− Ax̂, GTy y ≥ hy −Gxyx̂, dTy ≤ O}. (4.14)
Note that if Problem (4.11) is infeasible, Problem (4.14) is infeasible or unbounded for any
x̂ ∈ X and O ∈ R ∪ {∞}, which contradicts Assumption 4.1.4.
Theorem 4.4.1 implies that Benders cuts can be generated by solving Problem (4.10) (i.e.
a lower level-related problem) and Problem (4.11) (i.e., an upper level-related problem)
sequentially, and leads to the following corollary.
Corollary 4.4.3. Let J1 andR1 be the set of all extreme points and rays of Problem (4.10)
and J2 and R2 be the set of all extreme points and rays of Problem (4.11), respectively.




s.t. t ≥ ψ̂T (b− Ax)− ûy(hy −Gxyx̂)− ŵ(dT ŷ − v̂(k +Kxx)),
∀(ψ̂, ûy, ŵ, ŷ, v̂) ∈ J2 × J1, (4.15a)
dT ỹ − ṽ(k +Kxx) ≥ 0, ∀(ỹ, ṽ) ∈ R1, (4.15b)
0 ≥ ψ̃T (b− Ax)− ũy(hy −Gxyx̂), ∀(ψ̃, ũy, 0) ∈ R2, (4.15c)
0 ≥ ψ̃T (b− Ax)− ũy(hy −Gxyx̂)− w̃(dT ŷ − v̂(k +Kxx)),
∀(ŷ, v̂) ∈ J1, ∀(ψ̃, ũy, w̃) ∈ R2 : w̃ > 0. (4.15d)
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Algorithm 1: The Benders Separation Algorithm.
1 begin
Input: x̂ ∈ Rn1
2 Solve Problem (4.10);
3 if Problem (4.10) is unbounded with an unbounded ray (ỹ, ṽ) ∈ R1 then
4 Solve Problem (4.11) with O =∞ (i.e., by fixing w = 0);
5 if Problem (4.11) is unbounded with an unbounded ray (ψ̃, ũy, 0) ∈ R2 then
6 Add the feasibility cut dT ỹ − ṽ(k +Kxx) ≥ 0 and
0 ≥ ψ̃T (b− Ax)− ũy(hy −Gxyx̂) to the RMP;
7 else
8 Add the feasibility cut dT ỹ − ṽ(k +Kxx) ≥ 0 to the RMP;
9 else
10 Obtain its optimal solution (ŷ, v̂) ∈ J1 and let O be its optimal objective
value;
11 Solve Problem (4.11) with O;
12 if Problem (4.11) is unbounded with an unbounded ray (ψ̃, ũy, w̃) ∈ R2 then
13 Add the feasibility cut
0 ≥ ψ̃T (b−Ax)− ũy(hy−Gxyx̂)− w̃(dT ŷ− v̂(k+Kxx)) to the RMP;
14 else
15 Obtain its optimal solution (ψ̂, ûy, ŵ) ∈ J2;
16 Add the optimality cut
t ≥ ψ̂T (b−Ax)− ûy(hy −Gxyx̂)− ŵ(dT ŷ− v̂(k+Kxx)) to the RMP;
17 Update the best primal bound with the obtained feasible solution;
Let C1, C2, C3, C4 denote the set of all constraints in (4.15a), (4.15b), (4.15c), and (4.15d)
respectively. At each iteration, the RMP is a relaxation of Problem (4.15) with a subset of
the constraints, i.e., C̃1 ⊆ C1, C̃2 ⊆ C2, C̃3 ⊆ C3, and C̃4 ⊆ C4. The Benders separation
routine at each iteration for an optimal solution x̂ of the RMP is given by Algorithm 1
instead of by solving Problem (4.9) and produces a violated constraints in Ci \ C̃i, for some
i ∈ {1, · · · , 4}.
4.4.1 Interpretation of Benders Cuts
While the Benders cuts (i.e., Equations (4.15a)-(4.15d)) are valid for any x̂ feasible to the
linear relaxation of Problem (MIP), they allow for an intuitive interpretation when x̂ ∈ X




{dTy : By ≥ b− Ax̂}, (4.16a)
O(4.11) = min
y≥0
{cTy y : By ≥ b− Ax̂, GTy y ≥ hy −Gxyx̂, dTy ≤ O}. (4.16b)
Note that Equations (4.16) imply that, for x̂ ∈ X , Problem (4.10) corresponds to the
follower problem, while Problem (4.11) represents the leader’s problem conditional on
the follower optimal decision. Therefore, when both Problems (4.16a) and (4.16b) have a
finite optimum O and O(4.11) at x̂ ∈ X , the optimality cut (i.e., Equation (4.15a)) correctly
evaluates the cost incurred by the follower reaction y (i.e., equal to the value of cTy y).
The feasibility cuts (4.15b), (4.15c), and (4.15d) respectively represent the case where the
follower problem is infeasible for x̂, the situation in which there is no follower feasible
solution that satisfies Equation (4.1b) for x̂, and the case where none of the follower optimal
solution meets Equation (4.1b) for x̂.
4.5 MIBPSD with Additional Upper Level Constraints on
Dual Variables of Lower Level
An interesting extension of MIBPSD is to add an additional constraint to the upper level
problem which states the impact of the follower dual variables on the leader problem. Such
constraints may be desirable in some sequential market environment where the follower
dual variables settle the prices of commodities that are used by the leader; See, e.g., an
unit-commitment problem for interdependent natural gas and electricity markets studied
by [55]. This section discusses how the BSP decomposition technique carries over to this
extension.
In order to formulate the situation where the follower’s dual solution affects the leader






s.t. Gxyx+Gyy ≥ hy, (4.17b)
Gxψx+Gψψ ≥ hψ, (4.17c)
x ∈ X := {x ∈ Kx : xi ∈ B, ∀i ∈ I}, (4.17d)








where ψ denote dual variables of the follower,Q(P ) denotes the set of optimal primal and
dual solution pairs of Problem P , and Gxψ, Gψ, hψ are given rational matrices or vectors of
appropriate dimension.






s.t. Gxyx+Gyy ≥ hy, (4.18b)
Gxψx+Gψψ ≥ hψ, (4.18c)
Ax+By ≥ b, (4.18d)
BTψ ≤ d, (4.18e)
and we assume Assumption 4.1.4 on Problem (4.18).
Let Problem (MIP)′ denote the MIP reformulation of Problem (4.17). It is easy to see
that Problem (MIP)′ is equivalent to Problem (MIP) to which Constraint (4.17c) added. Let
uψ denote the dual variable associated with Constraint (4.17c). Then, the dual of Problem
(4.7) with Constraint (4.17c) is expressed as Problem (4.9) with additional terms uTψ(hy −
Gxψx̂) on the objective and −GTψuψ on the left-hand side of Constraint (4.9b). One can
easily see that Theorem 4.4.1 and Corollary 4.4.3 extend to Problem (MIP)′ by replacing
Problem (4.10) with
min dTy − uTψ(hψ −Gxψx̂)− vT (k +Kxx̂) (4.19a)
s.t. By −GTψuψ −KTψ v ≥ b, (4.19b)
KTs v ≤ 1, (4.19c)
y, uψ, v ≥ 0, (4.19d)
and adding appropriate terms on uψ to Problem (4.15).
4.6 Sequence-Independent BSP Decomposition
Some special cases of MIBPSD allow for a stronger alternative to Theorem 4.4.1. In this
section, we deal with the extended version of MIBPSD discussed in Section 4.5 (i.e., Prob-
lem (4.17)), so any result in this section also holds for Problem (4.1). As noted in Sections
4.5, the BSP of Problem (MIP)′ is decomposed into two problems, i.e., Problems (4.19)
and (4.11), which are solved in a sequential manner. A sequence-independent BSP de-
composition is allowed in two special cases of MIBPSD: (i) d = cy (ii) cy = 0. Case (i)
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subsumes a class of mixed-integer conic-linear optimization problems that involves addi-
tional constraints on the dual variables of its inner-continuous problem, which is the case
of the model proposed in Chapter 3. The following corollaries are the stronger alternatives
to Theorem 4.4.1 for the cases (i) and (ii) respectively:
Corollary 4.6.1. Let Problem (4.11)′ denote Problem (4.11) with w fixed at zero. Then, the
BSP for Problem (MIP)′ with d = cy can be solved by solving Problem (4.19) and Problem
(4.11)′ independently.
Corollary 4.6.2. Let Problem (4.11)′′ denote Problem (4.11) with w fixed at zero and the
right-hand side of Equation (4.11b) replaced with d. Then, the BSP for Problem (MIP)′
with cy = 0 can be solved by solving Problem (4.19) and Problem (4.11)′′ independently.
Corollary 4.6.1 (or 4.6.2) implies that the Benders cuts for MIBPSD with d = cy (or
cy = 0) can be obtained by solving Problems (4.10) and (4.11)′ (or (4.11)′′) independently
and comparing their objective values; This simplifies the Benders cut generation algorithm
as described in Algorithm 2.
4.7 Acceleration Schemes for the Dedicated Benders
Method
This section presents some acceleration schemes for the standard Benders decomposition
method discussed in previous literature (e.g., [106] and [140]) and shows that these schemes
can be applied to the dedicated Benders method described in Section 4.4. All results in this
section also hold for the extended version of MIBPSD (Section 4.5).
4.7.1 Normalizing Benders Feasibility Cuts
[106] have shown that normalizing the ray used in Benders feasibility cuts can improve the
performance of Benders decomposition. The main contribution of this section is to show
that the Benders subproblem decomposition can be generalized to produce a normalized
ray.
When Problem (4.9) is unbounded, the problem at hand consists in solving (4.9) with
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Algorithm 2: The Benders Separation Algorithm for MIBPSD with d = cy (or cy =
0).
1 begin
Input: x̂ ∈ Rn1
2 Solve Problems (4.10) and (4.11)′ (or (4.11)′′) independently and let O1 and O2
respectively denote their objective value;
3 if O2 =∞ with an unbounded ray of (ψ̃, ũy) then
4 Add the feasibility cut (4.15c) to the RMP;
5 else
6 Obtain the optimal solution of Problem (4.11)′ (or (4.11)′′), (ψ̂, ûy);
7 if O1 = −∞ with an unbounded ray (ỹ, ũψ, ṽ) then
8 Add the feasibility cut cTy ỹ − ũTψ(hψ −Gxψx)− ṽT (k +Kxx) ≥ 0 to the
RMP;
9 else
10 Obtain the optimal solution (ŷ, ûψ, v̂) of Problem (4.10);
11 if O1 < O2 then
12 Add the feasibility cut
ψ̂T (b−Ax)+ûTy (hy−Gxyx̂) ≤ cTy ŷ−ûTψ(hψ−Gxψx)−v̂T (k+Kxx)
to the RMP;
13 else
14 Add the optimality cut t ≥ ψ̂T (b− Ax) + ûTy (hy −Gxyx̂) (or t ≥ 0)
to the RMP; Update the best primal bound with the obtained
feasible solution;
an additional normalization constraint, i.e.,
max ψT (b− Ax̂) + uTy (hy −Gxyx̂)−
[
dTy − vT (k +Kxx̂)
]
(4.20a)
s.t. By −KTψ v ≥ bw, (4.20b)
BTψ +GTy uy ≤ dw, (4.20c)
KTs v ≤ 1w, (4.20d)
‖(ψ, uy, w, y, v)‖1 = 1, (4.20e)
ψ, uy, w, y, v ≥ 0. (4.20f)
Note that, in Problem (4.20), the constants have been set to zero, since the goal is to find a
ray. In particular, the right-hand side of Equation (4.20c) has become dw instead of dw+cy.
The proof of Theorem 4.4.1 showed that Problem (4.9) has three different types of extreme
unbounded rays:
(i) µ̃1 := (0, 0, 0, ỹ, ṽ) for (ỹ, ṽ) ∈ R1.
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(ii) µ̃2 := (ψ̃, ũy, 0, 0, 0) for (ψ̃, ũy, 0) ∈ R2.
(iii) µ̃3 := (ψ̃, ũy, w̃, w̃ŷ, w̃v̂) for (ŷ, v̂) ∈ J1 and (ψ̃, ũy, w̃) ∈ R2 with w̃ > 0.
Cases (i) and (ii) are simple: It suffices to solve Problem (4.10) and Problem (4.11) with
the additional constraint of ‖(y, v)‖1 = 1 and ‖(ψ, uy, w)‖1 = 1 respectively. Case of
(iii) (i.e., when Problem (4.10) has a finite optimum O at (ŷ, v̂) ∈ J1 and Problem (4.11)
is unbounded with an unbounded ray of (ψ̃, ũy, w̃) ∈ R2 with w̃ > 0 and U := ψ̃T (b −
Ax̂) + ũTy (hy − Gxyx̂) − Ow̃ > 0) is more difficult and requires to find a normalized ray
r̃′ = (ψ̃′, ũ′y, w̃
′, ỹ′, ṽ′) that maximizes Equation (4.20a) while satisfying ‖r̃′‖1 = 1 and
w̃′ > 0. Note that µ̃3/‖µ̃3‖1 is a feasible solution to Problem (4.20). Hence, Problem
(4.20) is feasible and bounded.
Consider the Lagrangian relaxation of Problem (4.20) with w > 0 that penalizes the
violation of Constraint (4.20e) with some λ ∈ R:
λ+ sup ψT (b−Ax̂− λ1) + uTy (hy −Gxyx̂− λ1)− [(d+ λ1)T y − λ1)− vT (k +Kxx̂− λ1)]− λw
s.t.By −KTψ v ≥ bw,
BTψ +GTy uy ≤ dw,
KTs v ≤ 1w,
ψ, uy, w, y, v ≥ 0.




















ψT (b− Ax̂− λ1) + uTy (hy −Gxyx̂− λ1), (4.22a)




(d+ λ1)Ty − λ1)− vT (k +Kxx̂− λ1) (4.23a)
s.t. By −KTψ v ≥ b, KTs v ≤ l. (4.23b)
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Algorithm 3: The Subgradient Newton’s Method for Problem (4.24).
1 begin
Input: λ0 = 0, t(λ0) = U
w̃
, k = 0;
2 while t(λk) > ε do
3 Calculate δt(λk) (a subgradient of t at λ = λk);




5 Solve t1(λk+1) and t2(λk+1) and calculate
t(λk+1) = t1(λk+1)− t2(λk+1)− λk+1;
6 k ← k + 1;
Define t(λ) := t1(λ)− t2(λ)− λ. If t(λ) < 0, the optimal objective value of the inner
optimization problem of Problem (4.21) approaches zero as w converges to 0. If t(λ) > 0




{λ : t(λ) ≤ 0} . (4.24)
Note that t(λ) is non-increasing in λ and t(0) = U
w̃
> 0. Therefore, the optimal solution λ∗
of Problem (4.24) is the solution of t(λ) = 0. Since t(λ) is a convex piecewise linear func-
tion of λ, Problem (4.24) can be solved by Newton’s method, using subgradients (instead
of gradients) as shown in Algorithm 3. At each iteration k, −(ψ̂k, ûky, 1, ŷk, v̂k)T1, where
(ψ̂k, ûky) and (ŷ
k, v̂k) are the solutions of t1(λk) and t2(λk) respectively, is a subgradient of
t at λk and is denoted by δt(λk)). Observe that Problems (4.22) and (4.23) are the coun-
terparts to Problem (4.10) and (4.11), demonstrating that the subproblem decomposition
carries over to the decomposition.
4.7.2 An In-Out Approach
[140] proposed an acceleration scheme (the in-out method) for general cutting-plane al-
gorithms. The method carefully chooses the separation point, rather than using the so-
lution obtained from the RMP. The method considers two points: a feasible point xin to
Problem (4.15) and the optimal solution xout of the RMP. It uses a convex combination
of these two points when generating the separating cut, i.e., it solves Problem (4.9) with
x̂ = λxin + (1− λ)xout for some λ ∈ (0, 1).
[141] applied the in-out approach with an additional perturbation to solve facility loca-
tion problems:
x̂ = λxin + (1− λ)xout + ε1, (4.25)
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for some λ ∈ (0, 1) and ε > 0, and showed a computational improvement.
This chapter also employs the in-out approach equipped with some perturbation as
[141]. It periodically finds xin in a heuristic manner and chooses the separation point
according to Equation (4.25). The implementation starts with λ = 0.5 and ε = 10−6 and
decrease λ by half if the BD halts (i.e., it does not improve the optimality gap for more
than 3 consecutive iterations). If the algorithm halts and λ is smaller than 10−5, ε is set to
0. After 3 more consecutive iterations without a lower bound improvement, the algorithm
returns to the original BD. Whenever a new best incumbent solution is found, the in-out
approach is applied again with this new feasible point.
4.8 Performance Analysis of the Dedicated Benders
Method
This section studies the performance of the decomposition approach (Section 4.4) and the
benefits of the acceleration schemes explained in Sections 4.7.1 and 4.7.2. All algorithms
were implemented with the C++/Gurobi 8.0.1 interface and executed on an Intel Core i5
PC at 2.7 GHz with 8 GB of RAM. Each run has a wall-time limit of 1 hour.
4.8.1 Test Instances
Chapter 3 introduced the unit commitment problem with Gas Network Awareness
(UCGNA), a tri-level optimization problem where the first and second levels determine
how to commit and dispatch electric power generating units; The third level decides how to
operate the gas network given the natural gas demands of committed gas-fueled generators
that are determined in the first and second levels. The economic feedback from the gas
network, i.e., the natural gas zonal prices, is given by the dual solution ψ of the third-level
optimization and the first-level optimization is subject to constraints over both ψ and com-
mitment decisions x in order to ensure the robustness of the unit commitment decisions
against the economic feedback from the gas system. In Section 3.2.4, it is showed that the
tri-level problem can be reformulated as a special case of MIBPSD discussed in Section
4.6. The evaluation of the proposed method is performed on the instances of the UCGNA
problem.
The instances are based on the gas-grid test system, which is representative of the nat-
ural gas and electric power systems in the Northeastern United States [47]. There are 42
different instances, each of which constructed by uniformly increasing the demand of each
system by some percentage; ηp denotes the stress level imposed on the power system which
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takes values from {1, 1.3, 1.6} and ηg denotes the stress level of the gas system that has val-
ues of {1, 1.1, · · · , 2.2, 2.3}. For example, (ηp, ηg) = (1.3, 2.3) means the demands of the
power and natural gas systems are increased uniformly by 30% and 130% respectively. Be-
fore we experiment the solution approaches on the instances of the UCGNA problem, we
apply some preprocessing step which eliminates invalid bids with regard to a lower bound
on natural gas zonal prices. Detailed description of the instances and the preprocessing step
can be found in Section 3.3.
4.8.2 Computational Performance
This section compares three different solution approaches for MIBPSD:
D: our dedicated Benders method (Section 4.4) with the acceleration schemes (Section
4.7);
G: a state-of-the-art solver (Gurobi 8.0.1);
B: the standard Benders method with the acceleration schemes (Section 4.7).
The implementation of D is sequential, although Problems (4.11)′ and (4.19) can be
solved independently (See Corollary 4.6.1). All solution approaches use the same val-
ues for the Gurobi parameters, i.e., the default values except NumericFocus set at 3,
DualReductions at 0, ScaleFlag at 0, BarQCPConvTol at 1e-7, and Aggregate
at 0 for more rigorous attempts to detect and manage numerical issues.
Tables 4.1-4.3 report the computation times and optimality gaps of the three solution
methods. The symbol † indicates that a method reaches the time limit and the symbol ‡ that
the method did not find any incumbent solution.
The results for ηp = 1 are summarized in Table 4.1. D timed out for two instances, G
reached the time limit for 5 instances, and B timed out for all the instances. For the two
instances with ηg = 1.8, 1.9, where all methods time out, D found incumbent solutions
within optimality gaps of 1.8% and 1.3% and B found solutions with gaps of 6.7% and
10.6%. On the other hand, G did not find any incumbent solution. For easy instances that
both D and G found optimal solutions within two minutes, G is faster than D by a factor of
2 in average.
For instances with ηp = 1.3, reported in Table 4.2, D and G timed out for 7 instances and
B reached the time limit for all the instances. For the 7 instances with ηg = 1.6, · · · , 2.2,
where all methods reached the time limit, D found incumbent solutions within 4.3% of
optimality and B found worse solutions. On the other hand, G did not find any incumbent
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Table 4.1: Computational Performance Comparison (ηp = 1).
Instance D G B
ηp ηg Time (s) Gap (%) Time (s) Gap (%) Time (s) Gap (%)
1
1 25.42 0.0 15.28 0.0 † 6.8
1.1 25.91 0.0 23.24 0.0 † 4.3
1.2 25.86 0.0 14.78 0.0 † 2.2
1.3 29.33 0.0 31.17 0.0 † 4.4
1.4 26.60 0.0 6.76 0.0 † 2.6
1.5 25.80 0.0 13.24 0.0 † 6.2
1.6 27.01 0.0 33.56 0.0 † 3.1
1.7 100.82 0.0 22.78 0.0 † 4.5
1.8 † 1.8 † ‡ † 6.7
1.9 † 1.3 † ‡ † 10.6
2.0 67.13 0.0 † 1.3 † 10.8
2.1 1091.88 0.0 † 3.2 † 20.0
2.2 566.94 0.0 † 3.6 † 19.1
2.3 31.52 0.0 15.94 0.0 † 8.4
Table 4.2: Computational Performance Comparison (ηp = 1.3).
Instance D G B
ηp ηg Time (s) Gap (%) Time (s) Gap (%) Time (s) Gap (%)
1.3
1 31.01 0.0 4.37 0.0 † 1.9
1.1 28.93 0.0 3.20 0.0 † 2.8
1.2 30.87 0.0 3.28 0.0 † 2.9
1.3 48.22 0.0 2.93 0.0 † 3.3
1.4 32.69 0.0 12.07 0.0 † 3.8
1.5 44.13 0.0 23.89 0.0 † 2.2
1.6 † 0.3 † 0.2 † 4.1
1.7 † 3.5 † ‡ † 11.0
1.8 † 3.2 † ‡ † 10.9
1.9 † 3.3 † ‡ † 17.4
2 † 4.2 † 19.9 † 14.9
2.1 † 4.3 † ‡ † 9.7
2.2 † 4.0 † ‡ † 14.8
2.3 43.23 0.0 10.43 0.0 † 5.7
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Table 4.3: Computational Performance Comparison (ηp = 1.6).
Instance D G B
ηp ηg Time (s) Gap (%) Time (s) Gap (%) Time (s) Gap (%)
1.6
1 43.51 0.0 4.33 0.0 † 5.8
1.1 27.88 0.0 5.46 0.0 † 2.8
1.2 26.63 0.0 7.67 0.0 † 3.9
1.3 22.19 0.0 6.25 0.0 † 2.7
1.4 29.75 0.0 6.35 0.0 † 4.7
1.5 330.88 0.0 21.08 0.0 † 7.0
1.6 † 2.1 † ‡ † 9.7
1.7 † 2.0 † ‡ † 8.1
1.8 † 6.2 † ‡ † 17.1
1.9 † 7.4 † ‡ † 11.5
2 † 3.7 † ‡ † 8.7
2.1 † 5.0 † ‡ † 9.1
2.2 † 5.0 † ‡ † 9.0
2.3 12.44 0.0 3.76 0.0 † 3.9
solution except the two instances with ηg = 1.6 and 2. For easy instances that both D and
G found optimal solutions within two minutes, G is faster than D by a factor of around 7 in
average.
Instances with ηp = 1.6 display similar behaviors. While B failed to find optimal
solutions for all the instances, D and G found optimal solutions for 7 instances. For the hard
instances where all methods timed out, D found incumbent solutions with optimality gaps
less than 7.5%, B found worse solutions, and G failed to find any incumbent solution. For
the instances where both D and G found optimal solutions, G is faster than D.
To compare the computational performance of D and G more precisely, Figure 4.1 visu-
alizes the performance of D and G for all the instances. Figure 4.1a reports the computation
times of D and G, Figure 4.1b displays the optimality gaps of the two methods for all the
instances, and the reference lines (in red) serve to delineate when a method is faster than the
other. For Figure 4.1b, the axes are in logarithmic scale and a 100% optimality gap is as-
signed to instances with no incumbent. The figure indicates that, although D is slower than
G for some easy instances (the points at the bottom left corner of Figure 4.1a), it has notable
benefits for hard instances (the points in the upper left side of sections/bilevel/Figures 4.1a
and 4.1b).
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(a) Computation Time (sec). (b) Optimality Gap (%, logarithmic scale).
Figure 4.1: D vs G.
4.8.3 Benefits of the Acceleration Schemes
This section studies the benefits of the acceleration schemes by comparing the performance
of the dedicated Benders method with different combinations of acceleration schemes ap-
plied. It uses D(nk,ik) to denote the dedicated Benders method with acceleration schemes
(nk,ik) where
• nk: k = 1 if the normalization scheme is applied; k = 0 otherwise;
• ik: k = 1 if the in-out approach is applied; k = 0 otherwise.
Tables 4.4-4.6 summarize the computational performance of the dedicated Benders
methods with the four combinations of acceleration schemes.
Table 4.4 displays the computation times and optimality gaps for instances with ηp = 1.
Without the in-out approach, D(n1, i0) and D(n0, i0) timed out for all instances. Although
both D(n1, i0) and D(n0, i0) reach the time limit for all instances, the normalization scheme
does improve optimality gaps. On the other hand, with the in-out approach, D(n0, i1),
solves 10 instances within 100 seconds. However, D(n0, i1) still cannot solve the two in-
stances with ηg = 2.1, 2.2. The slight increase in computation time of D(n1, i1) for some
instances, compared to D(n0, i1), is due to the additional computation time required to find
a normalized ray.
The results for instances with ηp = 1.3 are reported in Table 4.5. Again, without the in-
out approach, D(n1, i0) and D(n0, i0) timed out for all instances, but D(n1, i0) has significant
improvement in optimality gaps for some instances. With the in-out approach, D(n0, i1)
solved 7 instances within 150 seconds and so did D(n1, i1). The normalization scheme does
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Table 4.4: Benefits of the Acceleration Schemes (ηp = 1).
D(n1, i1) D(n0, i1) D(n1, i0) D(n0, i0)
ηg Time (s) Gap (%) Time (s) Gap (%) Time (s) Gap (%) Time (s) Gap (%)
1 25.42 0.00 30.61 0.00 † 49.38 † 52.65
1.1 25.91 0.00 25.39 0.00 † 50.70 † 52.53
1.2 25.86 0.00 25.35 0.00 † 51.13 † 53.59
1.3 29.33 0.00 28.19 0.00 † 50.82 † 52.67
1.4 26.60 0.00 26.74 0.00 † 53.15 † 53.20
1.5 25.80 0.00 27.51 0.00 † 51.99 † 52.63
1.6 27.01 0.00 25.90 0.00 † 38.88 † 53.36
1.7 100.82 0.00 98.52 0.00 † 19.33 † 53.30
1.8 † 1.77 † 1.42 † 3.09 † 52.81
1.9 † 1.32 † 1.47 † 1.52 † 53.36
2 67.13 0.00 58.85 0.00 † 9.17 † 52.96
2.1 1091.88 0.00 † 4.80 † 4.52 † 52.56
2.2 566.94 0.00 † 4.45 † 5.23 † 53.46
2.3 31.52 0.00 23.85 0.00 † 38.59 † 52.97
Table 4.5: Benefits of the Acceleration Schemes (ηp = 1.3).
D(n1, i1) D(n0, i1) D(n1, i0) D(n0, i0)
ηg Time (s) Gap (%) Time (s) Gap (%) Time (s) Gap (%) Time (s) Gap (%)
1 31.01 0.00 30.83 0.00 † 63.96 † 63.78
1.1 28.93 0.00 27.83 0.00 † 54.30 † 63.93
1.2 30.87 0.00 143.36 0.00 † 60.95 † 63.65
1.3 48.22 0.00 52.89 0.00 † 56.01 † 64.09
1.4 32.69 0.00 31.04 0.00 † 51.67 † 64.85
1.5 44.13 0.00 44.98 0.00 † 53.98 † 64.80
1.6 † 0.31 † 1.08 † 1.94 † 65.07
1.7 † 3.53 † 5.34 † 3.42 † 65.99
1.8 † 3.15 † 4.01 † 3.73 † 65.92
1.9 † 3.26 † 8.28 † 7.97 † 66.22
2 † 4.24 † 4.59 † 4.51 † 64.58
2.1 † 4.27 † 4.12 † 4.29 † 63.36
2.2 † 4.03 † 4.07 † 4.08 † 64.46
2.3 43.23 0.00 48.06 0.00 † 14.51 † 62.93
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Table 4.6: Benefits of the Acceleration Schemes (ηp = 1.6).
D(n1, i1) D(n0, i1) D(n1, i0) D(n0, i0)
ηg Time (s) Gap (%) Time (s) Gap (%) Time (s) Gap (%) Time (s) Gap (%)
1 43.51 0.00 44.01 0.00 † 45.17 † 69.59
1.1 27.88 0.00 26.88 0.00 † 59.44 † 69.33
1.2 26.63 0.00 26.84 0.00 † 14.54 † 69.51
1.3 22.19 0.00 30.55 0.00 † 34.22 † 69.81
1.4 29.75 0.00 30.51 0.00 † 6.91 † 69.95
1.5 330.88 0.00 208.22 0.00 † 2.58 † 71.69
1.6 † 2.10 † 2.09 † 2.13 † 71.43
1.7 † 2.05 † 3.84 † 2.11 † 71.73
1.8 † 6.16 † 7.80 † 6.68 † 71.86
1.9 † 7.43 † 7.62 † 7.49 † 71.80
2 † 3.75 † 3.81 † 3.77 † 67.66
2.1 † 5.04 † 5.15 † 5.05 † 68.12
2.2 † 5.01 † 5.15 † 5.01 † 67.27
2.3 12.44 0.00 13.75 0.00 73.32 0.00 † 67.84
have some computational benefits, as D(n1, i1) has smaller optimality gaps than D(n0, i1)
for the remaining 7 instances except one instance with ηg = 2.2. Moreover, for some hard
instances where D(n0, i1) reached the time limit, D(n1, i0) has smaller optimality gaps (i.e.,
ηg = 1.7, · · · , 2).
The acceleration schemes display similar behaviors for instances with ηp = 1.6. With-
out the in-out approach, D(n0, i0) timed out for all instances, while D(n1, i0) solves one
instance to optimality and has significant improvements in optimality gaps. With the
in-out approach, both D(n0, i1) and D(n1, i1) solve 7 instances within 350 seconds, and
D(n1, i1) has smaller optimality gaps for the unsolved instances. Again, for some hard
instances for which D(n0, i1) reached the time limit, D(n1, i0) has smaller optimality gaps
(i.e., ηg = 1.7, · · · , 2.2).
4.8.4 Benefits of the Decomposition Method
Section 4.8.2 indicated that the decomposition method has significant benefits for solving
MIBPSD. The decomposition method not only shortens computation times required for
solving the dual of the inner-continuous problem, but also allows us to address the numer-
ical issues of MIBPSD.
Figure 4.2 displays the average computation time for generating a Benders cut, where
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Figure 4.2: Statistics on Computation Times for Cut Generation.
the error bars represent the standard deviation. In average, the cut generation time of D is
faster than B by a factor of 3.94. Since the subproblems that D solves to generate cuts (i.e.,
Problems (4.11)′ and (4.10)) can be solved independently, an implementation in parallel
computing would improve the computation time even further.
Moreover, the decomposition method deals better with numerical issues arising from
the complex inner-continuous problem of MIBPSD. Figure 4.3 displays the convergence
behavior of D and B for two instances, (ηp, ηg) = (1, 1.2), (1.6, 1.8). For instance (ηp, ηg) =
(1, 1.2) (i.e., Figure 4.3a and Figure 4.3b), D closes the gap in 30 seconds, but B does not
improve its lower bound even if it finds a good incumbent solution early. For instance
(ηp, ηg) = (1.6, 1.8) (i.e., Figure 4.3c and Figure 4.3d), although both D and B timed out, B
improves its lower bound much slower than D. This behavior of B is explained by the fact
that it suffers from numerical issues when solving Problem (4.9); it sometimes terminates
with an optimal solution even if there exists an unbounded ray. This incorrect evaluation
of the first-stage variable leads to ineffective cut generation and a slower convergence rate.
On the other hand, the decomposition method effectively decomposes Problem (4.9) into
two more stable and smaller problems, which addresses the numerical issues effectively.
4.9 Concluding Remarks
MIBPSD is an important class of hierarchical optimization model that arises in many prac-
tical contexts, including network planning/design problems in energy systems and trans-
portation networks, facility location problems, and unit scheduling problems under inter-
dependent markets.
90
(a) D, (ηp, ηg) = (1,1.2). (b) B, (ηp, ηg) = (1,1.2).
(c) D, (ηp, ηg) = (1.6,1.8). (d) B, (ηp, ηg) = (1.6,1.8).
Figure 4.3: Convergence Behaviors of D and B.
This chapter proposed a dedicated Benders decomposition algorithm to solve MIBPSD
models, recognizing that the Benders subproblem is not necessarily easy to solve for large
MIBPSD problems. The dedicated approach decomposes the Benders subproblem into two
more tractable, sequentially solvable problems that are closely related to the leader and the
follower problems. It is shown that the Benders subproblem decomposition can also be
applied to the extension of MIBPSD where the upper level problem has additional con-
straints on the leader variables and the follower dual variables. In this chapter, a couple of
subclasses of MIBPSD were discussed, which allows for sequence-independent subprob-
lem decomposition. In addition, the chapter showed how to adapt existing acceleration
schemes to this decomposition. In particular, it showed how to normalize Benders feasibil-
ity cuts using a Newton’s (subgradient) method and how to carefully choose the separation
points using the in-out approach [140].
91
The resulting Benders method significantly improves the performance of a standard
Benders method and outperforms a state-of-the-art mathematical-programming solvers for
hard instances. The experimental results highlighted the benefits of acceleration schemes—
normalizing feasibility rays and the in-out approach—and demonstrated that decomposing
the Benders subproblem not only shortens the computation time for generating Benders





In this thesis, we study some challenges that current infrastructure systems—especially,
electric power systems—face and develop both mathematical modeling and their solution
approaches for coping with those challenges.
More specifically, we study (i) in Chapter 2 how to build resiliency in electricity dis-
tribution grids by leveraging microgrid technologies as well as traditional network hard-
ening measures. To make such decisions, a two-stage mixed-integer linear optimization
model with a feasibility recourse and nonanticipativity-type constraints in the first stage
is proposed. We develop a branch-and-price algorithm equipped with several acceleration
schemes for solving the model that tackles its large-scale and complexity using parallel
computing. We then investigate (ii) in Chapters 3 and 4 how to operate electricity systems
while effectively handling—both economic and physical—risks that could be propagated
back by the natural gas networks. We model this decision-making problem as a bilevel
optimization model where the first level makes binary operational decisions (i.e., the unit
commitment decision) and the second level makes a continuous operational decision (i.e.,
dispatch decision for joint electricity and natural gas systems) in response to the leader’s
binary decision. A Benders subproblem decomposition technique has been developed for
solving this class of optimization models. The models proposed in this thesis show that tak-
ing account of risks from interdependencies plays an important role in building resiliency
and enhancing the reliability of these systems. It has been also demonstrated that the de-
veloped solution methods have improved computational properties over existing methods.
Possible future directions include:
• Developing network decomposition technique for solving large-scale mixed-integer
optimization problems defined on a huge network;
• Utilizing machine learning/cutting-plane techniques for accelerating the column gen-
eration and Benders decomposition methods;
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• Incorporating uncertainties arising in power systems (e.g., renewable energy) into the
proposed models and applying the proposed models for a wider range of applications
(e.g., cyber-security and dynamic pricing).
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APPENDIX A
Appendix for Chapter 2
A.1 Proof of Proposition 2.5.1
Proof. Since (P ) and (P̃ ) have the same objective function, it suffices to show that (P ) has
an optimal solution that is feasible to (P̃ ) and vice versa. Let (w̄, {w̄s}s∈S) be the optimal
solution of (P ). By the Farkas-Minkowski-Weyl theorem [142], for each s ∈ S, w̄s can









j = 1. Hence, (w̄, {λ̄sj}j∈J s for s ∈ S) is feasible to (P̃ ).
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APPENDIX B
Appendix for Chapter 3
B.1 Equivalence of Problem (3.6) to a Two-Level Problem




cTe xe + h
Tze (B.1a)
s.t. ze ∈ Z, (B.1b)
Axe +Bze ≥ b, (B.1c)
yg ∈ Dual sol. of min
xg∈K
cTg xg (B.1d)
s.t. Dexe +Dgxg ≥ d, (B.1e)
Eyg +Mze ≥ h, (B.1f)
where the first level (i.e. Equations (B.1a), (B.1b), and (B.1c)) represents the power sys-
tem’s action taken by UC/ED problem, and the second level problem represents the re-
sponse of the natural gas system (i.e., natural gas price yg). In addition, the bid validity
constraint (i.e., Constraint (B.1f)) affects the power system’s commitment decisions based
on the response of the gas system. Hence the power system can be viewed as a “leader”
and the gas system as a “follower” in the Stackelberg game.
Let (ẑe, x̂e, ŷg) be a feasible solution of Problem (3.6). Then, it is easy to see that
(ẑe, x̂e, ŷg) is also a feasible solution to Problem (B.1) with the same objective function
value.
Conversely, consider a feasible solution to Problem (B.1), (z̃e, x̃e, ỹg). Note that, with
ze fixed to z̃e ∈ Z , (x̃e, ỹg) is also an optimal solution of the lower level problem of
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Problem (3.6). This is because the second level decision (i.e., xe) is not affected by the
third level decision, thus xe = x̃e is an optimal solution of the second level problem.
Then, when xe fixed to x̃e, yg = ỹg is a valid response of the gas system. Accordingly,
Constraint (B.1f) is satisfied and hence (z̃e, x̃e, ỹg) is feasible for Problem (3.6) with the
same objective value. Therefore, the two problems are equivalent.
B.2 Proof of Proposition 3.2.1
By strong duality of the third-level optimization in Problem (3.6), the lower-level problem








s.t. Dexe +Dgxg ≥ d,
yTg (d−Dexe) ≥ cTg xg,
yTgDg K∗ cg.
(B.2c)
where K∗ denotes the dual cone of K. The first and third constraints of Problem (B.2c)
state the primal and dual feasibility of the third-level problem, while the second constraint
ensures their optimality.
Equation (B.2b) (i.e., the constraint of the upper level problem of Problem (B.2)) does
not involve the lower-level variables (i.e., xg and yg of Problem (B.2c)), which means the
upper-level solution is not affected by the solutions to the lower-level problem. Problem
(B.2) can thus be solved in two steps: (i) solve the upper-level problem and obtain x̄e, (ii)
solve the lower-level problem with xe fixed as x̄e and obtain ȳg. Accordingly, Problem
(B.2) can be expressed as a Lexicographic optimization [143] as follows:
(xe,xg,yg) ∈ argmin
xe≥0,xg∈K,yg≥0
< cTe xe, c
T
g xg > (B.3a)
s.t. Axe +Bze ≥ b, (B.3b)
Dexe +Dgxg ≥ d, (B.3c)
yTg (d−Dexe) ≥ cTg xg, (B.3d)
97
yTgDg K∗ cg. (B.3e)




s.t. Axe ≥ b−Bze, (B.4b)
Dexe +Dgxg ≥ d, xg ∈ K. (B.4c)
(x̄g, ȳg) ∈ argmin
xg∈K,yg≥0
cTg xg (B.5a)
s.t. Dgxg ≥ d−Dex̄e, (B.5b)
yTg (d−Dex̄e) ≥ cTg xg, (B.5c)
yTgDg K∗ cg. (B.5d)
Observe that any feasible (x̂g, ŷg) of Problem (B.5) is optimal. That is because, by strong








s.t. yTgDg K∗ cg. (B.7b)
Accordingly, using the weighted-sum method [143] for Lexicographic optimization
problems and the optimality conditions of Problem (B.3), given in Problems (B.4) and
(B.6)-(B.7), we approximate Problem (B.3) as Problem (3.9). As a result, Problem (3.6)
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can be approximated by Problem (3.8). Note that the objective function and Equation (3.8d)
in the first level need to be adjusted in terms of α, since α scales the dual solution.
It remains to show that Problem (3.8) is indeed an asymptotic approximation of Problem
(3.6). By strong duality of Problem (3.9), it can be expressed as follows:
min δhTze + δc
T
e xe + (1− δ)cTg xg (B.8a)
s.t. ze ∈ Z, ze ∈ {0, 1}m, (B.8b)
Axe +Bze ≥ b, (B.8c)
Dexe +Dgxg ≥ d, (B.8d)
yTe (b−Bze) + yTg d ≥ δcTe xe + (1− δ)cTg xg, (B.8e)
yTgDg K∗ (1− δ)cTg , (B.8f)
yTe A+ y
T
gDe ≤ δcTe , (B.8g)
1
1− δ
Eyg +Mze ≥ h, (B.8h)
xe ≥ 0,xg ∈ K, (B.8i)
ye ≥ 0,yg ≥ 0, (B.8j)
Replacing ye with ye/δ and yg with yg/(1 − δ) in Problem (B.8) gives the following
equivalent problem:
min δhTze + δc
T
e xe + (1− δ)cTg xg (B.9a)
s.t. ze ∈ Z, (B.9b)
Axe +Bze ≥ b, (B.9c)
Dexe +Dgxg ≥ d, (B.9d)




cTg xg − yTg d
]
, (B.9e)




yTgDe ≤ cTe , (B.9g)
Eyg +Mze ≥ h, (B.9h)
xe ≥ 0,xg ∈ K,ye ≥ 0,yg ≥ 0, (B.9i)
ze ∈ {0, 1}m. (B.9j)
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Let P (ẑe) and P̂ (ẑe) denote Problems (B.3) and (B.9) in which the binary variables ze
are fixed to some ẑe ∈ {0, 1}m. Let (x̂e, x̂g, ŷe, ŷg) be the optimal solution of P̂ (ẑe). Note
that, as δ → 1, Equations (B.9e) and (B.9g) become as follows:
yTe (b−Bẑe) ≥ cTe xe, (B.10a)
yTe A ≤ cTe , (B.10b)
which implies that x̂e and ŷe approximate the optimal primal and dual solutions of Prob-
lem (B.4) when ze is fixed as ẑe. This is because x̂e is feasible for (B.4) (by Equation
(B.9c)), (ŷe, 0) becomes feasible to the dual of Problem (B.4) as δ approaches 1 (by Equa-
tion (B.10b)), and together they satisfy the strong duality condition of Equation (B.10a)
as δ becomes closer to 1 (by Equation (B.10a)). Therefore, as δ → 1, (x̂e, ŷe) becomes a
feasible solutions of P (ẑe) and has the same optimal objective value.
Moreover, combining Equations (B.9e) and (B.9g) gives
(Equation (B.9e))− x̂e × (Equation (B.9g))







→ ŷTg (d−Dex̂e) ≥ cTg x̂g, (B.11a)
where the last derivation follows from Equation (B.9c) and yg ≥ 0. Therefore, x̂g and ŷg
are the optimal solutions of Problem (B.5) when xe is fixed as x̂e (since its feasibility is
guaranteed by Equations (B.9d) and (B.9f), while the optimality is guaranteed by Equation
(B.11a)).
In summary, x̂e is an approximate solution of P (ẑe) that becomes increasingly close to
the optimal solution of Problem P (ẑe) as δ → 1, and ŷg is the exact response of the follower
with respect to x̂e for any δ ∈ (0, 1). Therefore, the approximation may sacrifice the
leader’s optimality when δ is not large enough, but it always gives a feasible solution.
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APPENDIX C
Appendix for Chapter 4
C.1 Proof of Theorem 4.4.1
The proof strategy is to show that there is a surjective mapping from the possible outcomes
of Problems (4.10) and (4.11) to those of Problem (4.9), which implies that Problem (4.9)
is completely determined by Problems (4.10) and (4.11).
Let U(i) and F(i) respectively denote the unbounded and finite outcome of Problem (i)
for i ∈ {4.9, 4.10, 4.11}. Due to Remark 4.4.2, the combination of all possible outcomes
of Problems (4.10) and (4.11) are given by
A = {(U(4.10), U(4.11)), (U(4.10), F(4.11)), (F(4.10), U(4.11)), (F(4.10), F(4.11))} .
Likewise, the possible outcomes of Problem (4.9) can be expressed as B = {U(4.9), F(4.9)}.
The proof gives a surjective mapping g : A → B, showing the solution of Problem (4.9)
can be obtained from the solutions of Problems (4.10) and (4.11).
1. Outcome U(4.10): Let (ỹ, ṽ) be the unbounded ray of Problem (4.10) and U := dT ỹ −
ṽ(k + Kxx̂) < 0. Note that, by construction, O = ∞ and thus, without loss of
generality, we can assume w to be zero in Problem (4.11).
(a) Outcome U(4.11): Let (ψ̃, ũy, 0) be the unbounded ray of Problem (4.11). Then
µ̃1 := (0, 0, 0, ỹ, ṽ) and µ̃2 := (ψ̃, ũy, 0, 0, 0) are respectively an unbounded ray
of Problem (4.9) and Problem (4.9) is unbounded.
(b) Outcome F(4.11): Let (ψ̂, ûy, 0) be the optimal solution of Problem (4.11) and let
O(4.11) denote its optimal objective value. Then, for any α > 0, (ψ̂, ûy, 0, 0, 0)+
α(0, 0, 0, ỹ, ṽ) is a feasible solution to Problem (4.9) and has an objective value
of O(4.11) − αU , which increases as α increases. Hence µ̃1 is an unbounded ray
of Problem (4.9) and Problem (4.9) is unbounded.
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2. Outcome F(4.10): Let (ŷ, v̂) be the optimal solution of Problem (4.10) and, by con-
struction, O denotes its optimal objective value.
(a) Outcome U(4.11): Let (ψ̃, ũy, w̃) denote the unbounded ray of Problem (4.11).
Note that µ̃3 := (ψ̃, ũy, w̃, w̃ŷ, w̃v̂) is a feasible ray to Problem (4.9) and has a
positive objective value of ψ̃T (b−Ax̂) + ũTy (hy−Gxyx̂)−Ow > 0. Therefore
µ̃3 is an unbounded ray of Problem (4.9) and Problem (4.9) is unbounded.
(b) Outcome F(4.11): Let (ψ̂, ûy, ŵ) denote the optimal solution of Problem (4.11)
and denote its optimal objective value as O(4.11).
The proof is by a case analysis over two versions of Problem (4.9) in which
w > 0 and w = 0. Note first that µ̂ := (ψ̂, ûy, ŵ, ŵŷ, ŵv̂) is a feasible solution
to Problem (4.9) and has an objective value of O(4.11). Suppose w > 0, then by









O(w) := max ψT (b− Ax̂) + uTy (hy −Gxyx̂)− wO
s.t. BTψ +GTy uy ≤ dw + cy,
ψ, uy ≥ 0.
Note that Problem (C.1) is equivalent to Problem (4.11) where the nonnegativity
constraint for w is restricted by strict inequality. Therefore, maxw>0O(w) ≤
O(4.11).
When w = 0, Problem (4.9) can be decomposed into Problem (4.11) with w
fixed at 0 (i.e., a restriction of Problem (4.11)) and
min{dTy − vT (k +Kxx̂) : By −KTψ v ≥ 0, KTs v ≤ 0, y, v ≥ 0}. (C.3)
Note that Problem (C.3) is either unbounded or zero at optimality, since it has a
trivial solution with all variables at zeros. Therefore, its optimum must be zero
since otherwise Problem (4.10) is unbounded. This implies that the optimal
objective value of Problem (4.9) when w = 0 is also bounded above by O(4.11),
which proves that µ̂ is the optimal solution of Problem (4.9).
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C.2 Proof of Corollary 4.4.3
The proof of Theorem 4.4.1 implies that µ̂ is an extreme point of Problem (4.9) if and
only if µ̂ = (ψ̂, ûy, ŵ, ŵŷ, ŵv̂) for some (ψ̂, ûy, ŵ, ŷ, v̂) ∈ J2 × J1. Therefore, Equation
(4.15a) holds. Likewise, the proof of Theorem 4.4.1 also indicates that µ̃ is an extreme
ray of Problem (4.9) if and only if µ̃ corresponds to one of the following: (i) (0, 0, 0, ỹ, ṽ)
for (ỹ, ṽ) ∈ R1, (ii) (ψ̃, ũy, 0, 0, 0) for (ψ̃, ũy, 0) ∈ R2, or (iii) (ψ̃, ũy, w̃, w̃ŷ, w̃v̂) for
(ŷ, v̂) ∈ J1 and (ψ̃, ũy, w̃) ∈ R2 with w̃ > 0. Thus, Equations (4.15b)-(4.15d) hold and
are equivalent to the projection of the feasible region of the linear relaxation of Problem
(MIP) onto the space of x.
C.3 Proof of Corollary 4.6.1
Built upon Theorem 4.4.1, it suffices to show that solving Problem (4.11)′ is sufficient to
obtain the optimal solution or unbounded ray of Problem (4.11). Note that, by defining





), Problem (4.11) becomes as follows:
max ψ′
T
(b− Ax̂) + u′y
T









s.t. BTψ′ +GTy u
′
y ≤ cy, (C.4b)
ψ′, u′y, w ≥ 0. (C.4c)
Suppose Problem (4.11)′ has a finite optimum O(4.11)′ at (ψ̂, ûy) and O(4.11)′ > O. Then,
for any α > 0, (ψ′, u′y, w) = (ψ̂, ûy, α) is feasible to Problem (C.4) and its objec-
tive value increases as α increases, and thus Problem (C.4) is unbounded, so is Prob-
lem (4.11). Note that by converting (ψ′, u′y, w) to the solution of Problem (4.11) using





), we can see that (ψ̂, ûy, 1) is an unbounded ray of Problem (4.11).
When O(4.11)′ ≤ O, the term associated with w in Problem (C.4) can be disregarded, thus
Problems (C.4) and (4.11)′ have a finite optimum O(C.4) at (ψ̂, ûy, 0). Otherwise, i.e., when
Problem (4.11)′ is unbounded with an unbounded ray of (ψ̃, ũy), Problem (4.11) is un-
bounded by (ψ̃, ũy, 0).
C.4 Proof of Corollary 4.6.2
Similar to the proof of Corollary 4.6.1, it suffices to show that solving Problem (4.11)′′ is
sufficient to obtain the optimal solution or unbounded ray of Problem (4.11). We define
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s.t. BTψ′ +GTy u
′
y ≤ d, (C.5b)
ψ′, u′y, w ≥ 0. (C.5c)
The same analysis as in the proof of Corollary 4.6.1 holds; If Problem (4.11)′′ has a finite
optimumO(4.11)′′ at (ψ̂, ûy) andO(4.11)′′ > O, (ψ̂, ûy, 1) gives an unbounded ray of Problem
(4.11). If O(4.11)′′ ≤ O, (0, 0, 0) is an optimal solution of Problem (4.11). Otherwise,
i.e., Problem (4.11)′′ is unbounded by a feasible ray of (ψ̃, ũy), Problem (4.11) is also
unbounded by the feasible ray of (ψ̃, ũy, 0).
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[97] Gil, M., Dueñas, P., and Reneses, J., “Electricity and natural gas interdependency:
comparison of two methodologies for coupling large market models within the Eu-
ropean regulatory framework,” IEEE Transactions on Power Systems, Vol. 31, No. 1,
2016, pp. 361–369.
[98] Chen, Y., Wei, W., Liu, F., and Mei, S., “A multi-lateral trading model for coupled
gas-heat-power energy networks,” Applied energy, Vol. 200, 2017, pp. 180–191.
[99] Wang, C., Wei, W., Wang, J., Wu, L., and Liang, Y., “Equilibrium of interdependent
gas and electricity markets with marginal price based bilateral energy trading,” IEEE
Transactions on Power Systems, Vol. 33, No. 5, 2018, pp. 4854–4867.
[100] Ji, Z. and Huang, X., “Coordinated bidding strategy in synchronized electricity and
natural gas markets,” Energy, Power and Transportation Electrification (ACEPT),
2017 Asian Conference on, IEEE, 2017, pp. 1–6.
[101] Ji, Z. and Huang, X., “Day-Ahead Schedule and Equilibrium for the Coupled Elec-
tricity and Natural Gas Markets,” IEEE Access, Vol. 6, 2018, pp. 27530–27540.
[102] Zhao, B., Zlotnik, A., Conejo, A. J., Sioshansi, R., and Rudkevich, A. M., “Shadow
Price-Based Co-ordination of Natural Gas and Electric Power Systems,” IEEE
Transactions on Power Systems, 2018.
[103] Sánchez, C. B., Bent, R., Backhaus, S., Blumsack, S., Hijazi, H., and Van Henten-
ryck, P., “Convex optimization for joint expansion planning of natural gas and power
systems,” System Sciences (HICSS), 2016 49th Hawaii International Conference on,
IEEE, 2016, pp. 2536–2545.
112
[104] Misra, S., Fisher, M. W., Backhaus, S., Bent, R., Chertkov, M., and Pan, F., “Optimal
compression in natural gas networks: A geometric programming approach,” IEEE
transactions on control of network systems, Vol. 2, No. 1, 2015, pp. 47–56.
[105] Morales-España, G., Latorre, J. M., and Ramos, A., “Tight and compact MILP for-
mulation for the thermal unit commitment problem,” IEEE Transactions on Power
Systems, Vol. 28, No. 4, 2013, pp. 4897–4908.
[106] Fischetti, M., Salvagnin, D., and Zanette, A., “A note on the selection of Benders
cuts,” Mathematical Programming, Vol. 124, No. 1-2, 2010, pp. 175–182.
[107] Fischetti, M., Ljubic, I., and Sinnl, M., “Redesigning Benders Decomposition for
Large-Scale Facility Location,” Management Science, Vol. 63, 2017, pp. 2146–2162.
[108] Allen, E. H., Lang, J. H., and Ilic, M. D., “A combined equivalenced-electric, eco-
nomic, and market representation of the northeastern power coordinating council us
electric power system,” IEEE Transactions on Power Systems, Vol. 23, No. 3, 2008,
pp. 896–907.
[109] Krall, E., Higgins, M., and ONeill, R. P., “RTO unit commitment test system,” Fed-
eral Energy Regulatory Commission, 2012.
[110] Steven Levine, P. C. A. T., “Understainding natural gas markets,” 2014,
https://www.api.org/˜/media/Files/Oil-and-Natural-Gas/
Natural-Gas/API-Understanding-Natural-Gas-Markets.pdf.
[111] FERC, “Ruling in docket RM13-17-000,” , 2013.
[112] Zavala, V. M., Kim, K., Anitescu, M., and Birge, J., “A stochastic electricity mar-
ket clearing formulation with consistent pricing properties,” Operations Research,
Vol. 65, No. 3, 2017, pp. 557–576.
[113] Zakeri, G., Pritchard, G., Bjorndal, M., and Bjorndal, E., “Pricing Wind: A Revenue
Adequate, Cost Recovering Uniform Price Auction for Electricity Markets with In-
termittent Generation,” INFORMS Journal on Optimization, Vol. 1, No. 1, 2018,
pp. 35–48.
[114] Philpott, A., Ferris, M., and Wets, R., “Equilibrium, uncertainty and risk in hydro-
thermal electricity systems,” Mathematical Programming, Vol. 157, No. 2, 2016,
pp. 483–513.
[115] Pritchard, G., Zakeri, G., and Philpott, A., “A single-settlement, energy-only electric
power market for unpredictable and intermittent participants,” Operations research,
Vol. 58, No. 4-part-2, 2010, pp. 1210–1219.
[116] Morales, J. M., Zugno, M., Pineda, S., and Pinson, P., “Electricity market clearing
with improved scheduling of stochastic production,” European Journal of Opera-
tional Research, Vol. 235, No. 3, 2014, pp. 765–774.
113
[117] Dempe, S., Foundations of bilevel programming, Springer Science & Business Me-
dia, 2002.
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