We introduce the binary superposed phase retrieval problem that aims at reconstructing multiple 0/1-valued functions with nonoverlapping bounded supports from moduli of superpositions of several displaced copies of their individual Fourier transforms. We discuss an application in coherent diffraction imaging of crystalline objects, propose two algorithms, and evaluate their performance by means of simulations.
INTRODUCTION
Reconstructing a function from the modulus (i.e., absolute magnitudes) of its Fourier transform (FT) constitutes the well-known phase retrieval problem: the phase of the complex valued FT has to be retrieved before it can be inverted. This nonlinear inverse problem arises in optics, astronomy, crystallography, and numerous other areas of physics and engineering [1] [2] [3] and is known as binary phase retrieval problem [4] if the function is 0/1-valued.
A particular imaging application in which objects have successfully been modeled by 0/1-functions is in incoherent x-ray diffraction imaging of small crystals (called grains) inside polycrystalline materials [5] [6] [7] . Coherent diffraction imaging (CDI) of multiple grains however has not yet been accomplished, while non-crystalline nanostructures [8] [9] [10] and single nanoparticles [11, 12] have successfully been reconstructed. In CDI of single grains, there is a direct relation between the diffraction pattern and the FT modulus of the grain's shape function [13] . Experience with incoherent x-ray diffraction from multiple grains suggests that diffracted signals from different grains superpose, and that the modulus of this superposition can be measured on a detector. While the development of a detailed imaging model is left for a future paper, we show that "standard" phase retrieval algorithms (such as Algorithm II introduced below) are not well suited for reconstructing objects from highly superposed data. Our main contribution is Algorithm I, which yields reconstructions from superposed data of superior quality compared to our standard phase retrieval algorithm. Our presentation is deliberately kept rather general, because we feel that our algorithms are of independent interest in other (yet unexplored) application areas in which phase retrieval problems of superposed signals from binary objects occur.
We define the following generalization of the binary phase retrieval problem; to our knowledge it has not been considered in the literature before: the reconstruction of multiple 0/1-valued functions with nonoverlapping bounded supports from moduli of superpositions of several displaced copies of their individual FTs. In other words, the two-dimensional (2D) version of the problem is the following (generalizations to higher dimensions are straightforward): for given G , H N (throughout this paper N denotes the set of positive integers) and displacement vectors t gh R 2 (with g =1, . . . ,G and h =1, . . . ,H) the aim is to reconstruct the functions f 1 : R 2 → ͕0,1͖ , . . . ,f G : R 2 → ͕0,1͖ with nonoverlapping bounded supports from the knowledge of ͉͚ g=1 G ͚ h=1 H f g ͑·−t gh ͉͒, where f 1 , . . . ,f G denote the FTs of f 1 , . . . ,f G , respectively. We call this variant the binary superposed phase retrieval problem. For G = H = 1, we obtain as special case the binary phase retrieval problem for a single object. However, we do not place any restrictions on the displacement vectors other than that they should be known, and thus the problem usually does not reduce to the binary phase retrieval problem. Binary superposed phase retrieval poses major algorithmic challenges. Standard phase retrieval algorithms, in fact, aim at reconstructing a single function from its FT modulus. Thus only a superposed function would be returned as the output from such an algorithm that is applied to superposed FT modulus data. We aim, however, at reconstructing the individual binary functions-and this is the major algorithmic challenge.
Algorithms I and II introduced in this paper are the first algorithms for binary superposed phase retrieval. Algorithm I is a Monte Carlo method, while Algorithm II is based on the hybrid-input-output (HIO) algorithm [14] . Not surprisingly, Algorithm I is far superior than Algorithm II in terms of reconstruction quality (see Section 5) . While Algorithm I aims at reconstructing the individual functions simultaneously, Algorithm II proceeds sequentially. We remark that Algorithm I is more time efficient than other comparable Monte Carlo methods, because we make use of the fact that the functions to be reconstructed are binary.
Details of Algorithm I are discussed in Sections 2 and 3. Here we remark only that Monte Carlo methods in imaging applications follow the paradigm of simulating Markov chains; usually only the type of prior information and the forward operator relating the image to the measurements differ. One ends up with an algorithm that is useless for practical applications if the priors and operators cannot be implemented effectively. Our particular forward operator, however, can be implemented efficiently, as we discuss in Section 3. For the (different) forward operator used for phase retrieval of non-crystalline objects, Monte Carlo methods were developed in the 1980s [15] [16] [17] . With the exception of [18] , they seem to have been abandoned in favor of more effective methods, such as the HIO algorithm.
In the application area of CDI of multiple grains, several experimental imaging methods-such as holography or ab initio phase retrieval for the complete oversampled diffraction pattern [19] -are possible. However, experimental concerns (signal/noise and sampling issues) imply that robust reconstructions could be considerably facilitated by incorporating additional prior information. The approach that we propose incorporates diffraction data from both incoherent and coherent x-rays. Additional information in this case is that (1) the grains are binary objects (we consider the general grain shape and not the individual atom positions, as we discuss in Subsection 2.B) and (2) from existing x-ray methodology for incoherent beams we can obtain (partial) low-resolution maps [6, 7, [20] [21] [22] , which we propose to use as prior knowledge for algorithms that aim at reconstructing objects from coherent x-ray diffraction data (see Fig. 1 ). Our algorithms are capable of including such prior knowledge.
We remark that grains are of central interest in many branches of materials science, because polycrystalline materials (such as metals, alloys, and ceramics) are composed of multiple grains, which in turn determine the material's physical, chemical, and mechanical properties. Our results show that, under simplifying assumptions, CDI of multiple grains is possible with Algorithm I. Thus, CDI is potentially a vital imaging tool for materials science.
BINARY SUPERPOSED PHASE RETRIEVAL A. Our General Inverse Problem
We define the binary superposed phase retrieval problem and discuss a relevant application in simplified terms. We repeat from the introduction the definition of the 2D binary superposed phase retrieval problem: For given G , H N and displacement vectors t gh R 2 (with g =1, . . . ,G and h =1, . . . ,H), the aim is to reconstruct the functions f 1 :
with nonoverlapping bounded supports from the knowledge of
This is usually an ill-posed inverse problem since the binary phase retrieval subcase is already ill-posed. It is well known [23] that there are trivial ambiguities in the phase retrieval problem; for instance, it is impossible to determine the absolute position of f g , because f g ͑·−t͒ with an arbitrary t has the same FT modulus as f g . However, such ambiguities can often be resolved if prior information is available (see, e.g., [24] ). The main prior information utilized in our case is provided by the availability of partial reconstructions obtained by other imaging methods and the knowledge that the function values are 0/1 (the effectiveness of such binary constraints has been demonstrated in [4] ). In the next subsection we discuss an application for which our assumptions are largely justified.
We define the continuous color map f : R 2 → ͕0,1, . . . ,G͖ with f͑x͒ = ͭ g, if there is a g ͕1, . . . ,G͖ with f g ͑x͒ = 1 0, otherwise.
ͮ ͑1͒
Obviously, we can reverse this procedure by decomposing f into f 1 , . . . ,f G ; thus reconstructing the individual functions is equivalent to reconstructing the continuous color map.
In order to deal with the reconstruction problem on a computer, we need to discretize it. Following [ [25] , Section 2] we define, for N N and positive sampling distance d
In this definition ͓0,N −1͔ 2 denotes the set of all pixels To help the reader distinguish between continuous and discrete concepts, we use x (position in real space), u (vector in Fourier space), and p (position on a detector) throughout this paper to denote real vectors. The corresponding discrete counterparts are denoted by y (pixel in real space), v (vector in discretized Fourier space), and q (pixel on a detector). We note that, for any f g : R 2 → ͕0,1͖,
is an approximation of the discretization of the FT f g with the same N but with a sampling distance 1 / Nd. Hence, for any fixed d, we can make the sampling distance in Fourier space as small as we wish by choosing N sufficiently large (this is usually referred to as zero-padding).
B. Application: Coherent Diffraction Imaging of Multiple Undeformed Grains
The aim in this application is to reconstruct collections of grains (small crystals) inside bulk materials from (monochromatic) coherent x-ray diffraction images. The term "collection" means in our context that the relative positions of the grains are relevant. Typical collections are space-filling-for example, if the collection represents a sample from a polycrystalline material-but generally voids might be present, too. Grains are naturally threedimensional (3D) objects, but by considering 2D slices through the sample we restrict our attention to the 2D case. Initially, two aspects of a grain are relevant: (1) the positions in space occupied by the grain and (2) the internal lattice structure specifying the positions of the grain's unit cells. Signal/noise ratios and detector technology, however, imply that one cannot aim at atomic resolution for grain imaging of bulk materials (see, e.g., [26] for an unsuccessful attempt in electron microscopy). One thus needs to make assumptions about the imaged material. In our case, we assume that the grain lattice is perfect, which means that the grains are undeformed (see [6, 7] for an imaging application in incoherent x-ray diffraction); deformed grains are outside the scope of this paper.
To date, collections of grains have been reconstructed only from incoherent x-ray diffraction data, but higherresolution images are expected to be obtained from coherent x-ray diffraction data. To facilitate robust reconstructions from coherent x-ray diffraction data, we propose incorporating additional diffraction images from incoherent x-ray diffraction data into the reconstruction process (see Fig. 1 ). In fact, the lattice of undeformed grains can be inferred already from incoherent x-ray diffraction data [27, 28] , and the reconstruction task from coherent x-ray diffraction data thus reduces to the task of determining for each grain the positions it occupies in space. Figure  4 (e) shows a 2D collection of grains; the internal lattice structure is hidden.
Referring to the global sample coordinate system, we can describe each grain, labeled by a number g ͕1, . . .G͖, by two parameters f g and B g , where f g : R
2
→ ͕0,1͖, the so-called shape function, is a function whose (necessarily bounded) support in the sample is occupied by the grain, and B g ʕ R 2 is a set of two basis vectors defining the internal 2D lattice structure. A collection of G grains is thus specified by f 1 , . . . ,f G and B 1 , . . . ,B G . Positions in real-world samples are occupied by at most one grain, and thus f in Eq. (1) and its discretized version f N,d in Eq. (2), called the grain map in this application, are well-defined. For short, we refer to a grain labeled g as grain g; note that this is also the color of the pixels occupied by that grain.
Forward Model
In the following we briefly describe our forward model, used to obtain from G, H, and f g , B g , t gh , for g =1, . . . ,G, h =1, . . . ,H, the corresponding coherent x-ray diffraction image measured on a detector. For a single grain g, it is well known [13] that measured detector intensities are proportional to the squared modulus of superpositions of FTs of shape functions f g , and displacement vectors t gh correspond to the reciprocal lattice positions (Bragg peaks) of the grain. The theory of coherent x-ray diffraction from multiple grains has not yet been developed in detail, but it is plausible that the signals (for Bragg diffraction) from multiple grains superpose with a subsequent phase loss owing to the detector reading. It is well known that there is a one-to-one correspondence between grain lattices and their reciprocal lattices. The one-to-one correspondence is given-if we model both lattices by sums of delta distributions-by the FT [29, 30] . Thus from B g we can compute t gh , for h =1, . . . ,H.
Fourier space can be probed by a properly aligned detector. If the detector had an arbitrarily fine resolution, we could measure values proportional to ͉͚ g=1
We are free to set the proportionality factor involved to 1, because in practice one observes that the technical detector implementation introduces yet another factor. Taking square roots shows that the measured data are exactly of the form stated in the binary superposed phase retrieval problem. The detector, however, has a finite resolution. Thus an additional discretization step is involved, which is discussed in Subsection 3.B.
Inverse Problem
Assuming, as previously discussed, that G, H, and B g , t gh , for g =1, . . . ,G, h =1, . . . ,H, are known, the inverse problem in this application is to reconstruct the grain map f (=f N,d , for suitable selected N and d). We have discussed in the previous section that this is a binary superposed phase retrieval problem.
ALGORITHM I: MONTE CARLO APPROACH
Our first method is a Monte Carlo method. Similar algorithms have been developed for the reconstruction of grain maps from tomographic diffraction data that have been acquired by incoherent x-rays [6, 7, [20] [21] [22] . The main difference from the algorithms presented in those papers is that here we have to use a totally dissimilar forward operator.
Let I denote the set of all possible N ϫ N color images with at most G + 1 colors, and let D denote the set of all possible detector data. Elements of these sets can be rearranged into vectors from finite-dimensional real vector spaces, and we thus have norms, such as the ᐉ 1 -norm ʈ ʈ 1 at our disposal. For L ʕ ͓0,N −1͔ 2 and f init I, we define
I͑f init , L͒ to be the set of color images f I whose pixel values are equal to those of f init at each pixel in ͓0,N −1͔ 2 \ L. The idea behind this notation is that we can think of f init as a partial image reconstruction obtained by other methods and of L as being the set of the so-called ambiguous pixels, whose values are to be reconstructed with our method. We explicitly allow L = ͓0,N −1͔ 2 , which amounts to I͑f init , ͓0,N −1͔ 2 ͒ = I. Moreover, we assume that L is a subset of the union of the supports of f 1 , . . . ,f G . It is straightforward to adapt our algorithm to the situation in which this assumption is violated.
Let P : I→D denote the forward operator mapping each color image f to its detector data, and let P 0 D denote the measured detector data. As for many inverse problems, the general idea is to find
A technique borrowed from statistical mechanics is to introduce the family of probability distributions ␥ ␤ : I͑f init , L͒ → R + (where ␤ R + ), with
where Z ␤ is a (usually unknown) normalizing constant. Distributions of the form in Eq. (4) are known in the literature as Gibbs distributions [31] . We "solve" Eq. 
ͮ ͑5͒
In other words, sampling from ␥ ␤ at high ␤ yields the minimizers with a high probability. Estimates for ␤ are often hard to obtain and often too weak for practical purposes. In practice, however, it often turns out that one can sample efficaciously if ␤ is chosen reasonably large. We remark in passing that a common technique is to vary ␤ according to some "cooling" scheme, and the resulting algorithm becomes a simulated annealing algorithm [32] . We do not follow this approach-in this paper ␤ is fixed. We have not yet discussed how to sample from ␥ ␤ . The Metropolis algorithm introduced in [33] achieves exactly this. It simulates a Markov chain and, after a suitably long "burn-in phase," it samples from ␥ ␤ . Our Algorithm I, based on the Metropolis algorithm, is outlined in Fig. 2 .
We highlight four aspects of Algorithm I:
• only ambiguous image pixels as specified in the input are processed;
• in theory, the initial assignment of colors to the ambiguous pixels in f init is irrelevant-in our implementation we choose a random assignment;
• the algorithm reduces to the original Metropolis algorithm if f instead of f ‫ء‬ is returned at termination; and
• the terms ␥ ␤ ͑fЈ͒ / ␥ ␤ ͑f͒ and ␥ ␤ ͑f ‫ء‬ ͒ / ␥ ␤ ͑f͒ can be evaluated without knowledge of Z ␤ .
In summary, the core of Algorithm I is the Metropolisbased algorithm (Fig. 2) applied to ␥ ␤ as defined in Eq. (4). In Subsections 3.A and 3.B we discuss how P is implemented.
A. Fast Updates of the Discrete Fourier Transforms
The key step of the Metropolis algorithm is the proposal of changing the current color assignment to a pixel y T y ‫ء‬ / N͒ requires then only one complex multiplication. A further speed-up is discussed in Subsection 3.C.
B. Computation of Simulated Detector Images
In order to calculate the ᐉ 1 -norm in Eq. (4) we need to estimate P͑f͒ for each pixel for which we have a detector reading in P 0 . Let us denote the spacing between detector pixel centers (both horizontally and vertically) by ␦; this is the sampling distance of the detector data. As explained in the last paragraph of Subsection 2.A, for any f g : R 2 → ͕0,1͖, the discretization of the FT f g with a sampling distance ␦Ј=1/Nd can be estimated from f g N,d . During the execution of the Metropolis algorithm (Fig.  2) , we need to calculate P͑f͒ for various color images f. Let us first look at the special simple case when H = 1 and t g1 is the zero vector, for g =1, . . . ,G. Then the detector data are a discretization of ͉͚ g=1 G ͚ h=1 H f g ͑·−t gh ͉͒ = ͉͚ g=1 G f g ͑ · ͉͒. We see that, by an appropriate selection of N and d, we can make sure that ␦ / ␦Ј N. This means that in this case the values of P͑f͒ at the detector pixels can be directly estimated by decomposing f and taking DFTs.
Consider now the general case. What we need is a method for estimating at the detector pixels the values of f g ͑·−p͒ for an arbitrary p R 2 . As in the previous paragraph, we generate an approximation to a discretization of f g ͑ · ͒ with sampling distance ␦Ј. By shifting the points at which f g ͑ · ͒ has been estimated by p, we get estimates at certain points on the detector plane of f g ͑·−p͒. This situation is depicted in Fig. 3 
C. Additional Code Optimizations
Several other speed-ups have been implemented. The following list gives a short overview:
• Updating of the simulated detector image: We have discussed in Subsection 3.A how we update the DFTs of a single f g . In a similar way we update the whole simulated detector image. We are not only keeping the simulated detector image, i.e., the modulus of the superposed DFTs, but we are also storing the complex values in a different array. Now, if two DFTs are changed in a Metropolis proposal step, then we first subtract both unchanged DFTs (placed at positions as described in Subsection 3.B) from the complex valued array. In a second step, we add the DFTs of the changed DFTs to the complex valued array. Finally, we obtain the simulated detector image by taking the absolute values of these complex numbers. The described updating technique has the advantage that only two DFTs are involved when the simulated detector image is recalculated. The drawback, however, is that rounding errors might accumulate.
• Avoiding unnecessary reassignments of large data arrays: At each step of the Metropolis algorithm one needs to compute the simulated detector image for the proposed pixel change. We store these values in a different array, because this permits a quick recovery of the old detector values in case the proposal is rejected. We only need to keep a pointer telling us which of the two arrays contains the current simulated detector image.
• Look-up tables for frequent computations: The idea of using look-up tables for frequently occurring computations has already been discussed for the DFT updates. We also use look-up tables in another situation: when the DFTs are copied onto the various places on the detector one needs to ensure that no pixels outside the detector are considered. Instead of performing range checks in each iteration, we store the permissible ranges for all DFTs and displacement vectors in a look-up table. Thus, we need no range checks; we use only loops with variables in the range indicated by the look-up table.
ALGORITHM II: ADAPTATION OF PHASE RETRIEVAL ALGORITHMS
In the following we introduce a second method for binary superposed phase retrieval, called Algorithm II, that uses as a subroutine a standard phase retrieval method. In the next subsection we discuss the general framework of Algorithm II; details of the subroutine are given in Subsection 4.B.
A. Adaptation
Phase retrieval methods reconstruct single functions from single FTs. In certain cases we can reconstruct f 1 , . . . ,f G independently. For example, if for each gЈ ͕1, . . . ,G͖ there is an hЈ ͕1, . . . ,H͖ such that, for all u in a neighborhood of t g Ј h Ј , we have
then we could try to reconstruct f g Ј from the data using a phase retrieval method. This motivates the following algorithm, which is our Algorithm II (with an integer parameter pcycles): select for each gЈ ͕1, . . . ,G͖ the hЈ ͕1, . . . ,H͖ whose minimum distance to any other displacement vector t gh is maximal and reconstruct f g Ј with pcycle iterations of a phase retrieval algorithm using the data ͉͚ g=1 G ͚ h=1 H f g ͑u − t gh ͉͒, with u being in the neighborhood of t g Ј h Ј . Equation (7) is a valid approximation only in special scattering situations in which superposition effects from different FTs are small. Our simulations in Section 5 include several scattering situations, and the results can thus be interpreted as testing whether Algorithm II gives useful results in situations in which Eq. (7) does not strictly hold.
B. HIO
The phase retrieval algorithm that we use as a subroutine in Algorithm II is basically the HIO algorithm introduced in [14] . Our exposition closely follows [35] . We remark that one could replace HIO with any other phase retrieval algorithm, e.g., with the difference map [36] .
HIO follows the Gerchberg-Saxton [37] scheme for reconstructing a function f from its FT modulus ͉f͉ by generating a sequence ͑s k ͒ kN of functions that approximate f. Starting with an initial guess s 0 (usually randomly chosen; in our case function values are randomly chosen from {0,1}), the iteration step from s k to s k+1 is as follows: (1) the amplitude of the FT of s k is replaced with ͉f͉, (2) the inverse FT of this function yields a function s k Ј, and finally (3) we obtain s k+1 from s k , s k Ј, and prior information.
Algorithms following the Gerchberg-Saxton scheme differ in the implementation of Step (3). For real nonnegative valued functions f-as in our case-one typically assumes that an estimate S object of the support of f is available (details for our choice in the simulations are given in Section 5). Let c k be defined as 
with a prescribed system parameter ␤ HIO (see Subsection 5.B). Algorithm II thus performs pcycle iterations of HIO; thereafter the reconstructed function values are rounded to 0 or 1 depending on whether or not the real part is smaller than 0.5.
SIMULATIONS
In the following we describe five sets of simulations that we performed on a personal computer with a 2.66 GHz Intel Core2Duo processor and 3.23 Gbytes random access memory. The algorithms have been implemented as C programs running under Windows XP. Details of the five simulations are discussed below; a summary is given in Table 1 .
A. Data Generation
For our tests we selected three grain maps of aluminum samples that were acquired by electron microscopy, more specifically, by electron backscattered diffraction (EBSD).
In what follows we refer to them as Maps I-III. While we aim (in the next subsection) at reconstructing maps f N,d , we remark that each EBSD map is a higher-resolution discretization f KN,d/K of a continuous color map f. By introducing K, we ensure that the discretization for the simulated data generation is somewhat independent from and is more accurate than the discretization used for the reconstruction. This is a way of avoiding the commitment of the "inverse crime" of using the same model for generating the data for testing an algorithm as the one used in the design of the algorithm. These f KN,d/K 's are shown in the left column of Fig. 4 . For Maps I and II (containing G = 2 grains) we have N = 64 and K = 2. For Map III (containing G = 11 grains) we have N = 64 and K =3.
We generate the data (i.e., the moduli of the superposed FTs on the detector) from these maps at the sampling distance 1 / Nd, which is the same as the sampling distance when we approximate the FT f g by the DFT f g KN,d/K (see the last paragraph of Subsection 2.A). However, we make the detector dimension N det ϫ N det larger than KN ϫ KN since the detector has to accommodate also the shifted versions of f g . The actual values used in our five simulations are shown in Columns 2-5 of Table 1 .
For each grain g we specify a lattice basis ͕a g , b g ͖ and define the set of t gh 's as ͕a g + b g : , ͕−1,0,1͖͖. We assume that t gh = 0 is in the center of the detector. Simulation 1 differs from Simulation 2 exactly in the choice of t gh 's, while t gh 's are equal in Simulation 1 (respectively, Simulation 2) and Simulation 3 (respectively, Simulation 4). Instead of listing t gh for each simulation, we choose to report two numbers "# Spots" and D best ; the former gives the total number of t gh 's whose discretized version t gh hits the detector, while the latter gives information about the general FT "overlap." Since we choose for HIO the FT that is furthest apart from any other FT (see Subsection 4.A), it is natural to define D best as min͕D 1 , . . .D G ͖, where D g =max h min ͑g Ј ,h Ј ͒ ͑g,h͒ ʈt gh − t g Ј h Ј ʈ ϱ with t gh and t g Ј h Ј denoting the discretized versions of t gh and t g Ј h Ј , respectively, that appear on the detector. The values of # Spots and D best in our simulations are given in Columns 6 and 7 of Table 1 , respectively.
The detector data in our simulations are subjected to noise. The exact nature of the noise needs to be determined in future experiments, but at present it is clear that one needs to distinguish between random noise introduced by the detector reading and geometric noise that is due to uncertainties in the experimental geometry. To define these types of noise in precise terms, we need to introduce some notations. Let det_ value͑q͒ denote the value of the detector pixel q of the N det ϫ N det detector image. A detector shift by, say s pixels, is obtained by replacing det_ value͑q͒ with det_ value͑q + ͑s ,0͒
T ͒, with
2 . In our simulations we distinguish four different noise scenarios:
• No noise: In this case no detector pixel value is altered.
• Random noise: The no noise detector image is altered by setting det_ value͑q͒ ← max͕0,det_ value͑q͒ + r͖, where r is chosen uniformly at random from the interval ͓−100 det_ value͑q͒ , 100 det_ value͑q͔͒ for q ͓0,N det −1͔ 2 .
• 4 pixel shift: The no noise detector image is shifted by 4 pixels.
• 8 pixel shift: The no noise detector image is shifted by 8 pixels. 1  I  128ϫ 128  200ϫ 200  2  14  35  2  I  128ϫ 128  200ϫ 200  2  16  25  3  II  128ϫ 128  200ϫ 200  2  14  35  4  II  128ϫ 128  200ϫ 200  2  16  25  5  III  192ϫ 192  500ϫ 500  3 Detector data of all five no noise simulations are depicted in Fig. 5 .
B. Recovery
As mentioned above the aim is to reconstruct the color image f N,d for Maps I-III. Since we assume that prior information about approximate grain positions is available, we aim at reconstructing only "ambiguous pixels" and not the whole color image. We assume that the approximate grain position is given by means of the grain's ͑=f g N,d ͒ minimal bounding box that is extended by a number of N margin pixels at each border and by some partial reconstructions that might have been obtained by other methods (e.g., by incoherent diffraction imaging). We simulate the partial reconstruction by eroding the grain boundaries. Those removed pixels that fall into the extended bounding boxes of at least two grains are defined to be the ambiguous pixels in our simulations. The right column of Fig. 4 shows the f N,d 's together with the ambiguous pixels (colored white), and the total number of ambiguous pixels in the f N,d 's is given in the second column of Table 2 . Note that lowaccuracy position information and lattice structure are implicitly incorporated into Algorithm II via the support constraints and the FT data that require that the t gh 's (Bragg peak positions) are known.
We set up five simulations as summarized in Table 1 . The parameter N margin is set to 8; only in Simulation 5 we choose N margin = 0. The only difference between Simulations 1 and 2 and Simulations 3 and 4 is that a different input map is used, while from Simulation 1 to Simulation 2 we only vary the set of t gh 's. Simulation 5 tests the reconstruction of a more complex grain map.
A common technique adopted in many stochastic algorithms (and the HIO algorithm [35] ) is to repeat reconstructions from random initial guesses and to return the solution with the best data fit (or objective function value) that occurred over these independent runs. We follow this approach and use for Algorithm I two independent reconstructions, while for Algorithm II we use five. Details about the initial guesses are discussed below. For each simulation 50 reconstruction results are obtained using Algorithms I and II.
The number of iterations for all algorithms is mc_ cycles= HIO_ cycles= 200. Moreover, the following specific parameters are used:
Algorithm I: The parameter ␤ in Eq. (4) is set to ␤ = 20. The candidate colors for each ambiguous pixel are restricted to be the colors of the grains into whose extended bounding box it falls. Premature termination occurs if no change in the objective function ␥ ␤ is observed over 10 of the mc_ cycles= 200 iterations.
Algorithm II: In agreement with [14, 35] we choose = 0.01 and ␤ HIO = 0.9. The support S object of each grain is chosen as tight as possible, i.e., as the set of those pixels of the extended minimal bounding box that are either pixels in that grain or ambiguous. In each HIO iteration we enforce prescribed pixel values as additional object domain constraints. As initial guesses we randomly assign the value of 0/1 to each ambiguous pixel in S object (0 corresponding to the background and 1 corresponding to the grain pixel). Grains are processed in a random order.
C. Results and Discussion
In Table 2 we report the results of the simulations. The reconstruction error is defined as the number of pixels in the reconstruction that differ from the pixels of the true color image. Since each simulation is based on 50 results obtained by each algorithm, we report mean reconstruction errors, median reconstruction errors, and standard deviations (the latter two are given in parentheses). Additionally, we report mean running times (the standard deviation was comparatively small in all cases and is thus not reported). Each simulation is performed for each of the noise scenarios discussed above.
Several facts from Table 2 are worth noting:
• Algorithm II is usually dramatically faster than Algorithm I, but the quality of the reconstruction is always better with Algorithm I. This can be explained by the fact that Algorithm I tries to fit simultaneously the complete data, while Algorithm II uses only one FT at a time for the reconstruction.
• The random noise does not have an appreciable effect on the reconstruction quality of Algorithms I and II.
In Fig. 6 we show a typical difference image (black pixels correspond to pixels in the reconstruction that differ from the original image) obtained by Algorithm I in Simulation 5 (no noise). Reconstruction errors seemingly appear only at the grain boundaries, which is not surprising if one takes into account that data generation might introduce some uncertainties.
As in [6, 7, [20] [21] [22] , one could think of improving Algorithm I by incorporating statistical information about grain shapes (via Gibbs priors) into the reconstruction process. However, we implemented this approach and did not find an appreciable improvement in our experiments.
One may argue that in Algorithm II the tight support constraints may not be available in practice. In this case one can use loose supports in the initial reconstructions, which could be tightened in subsequent reconstructions. Algorithm I, in contrast to Algorithm II, does not rely on support constraints, and thus its (already superior) performance will not be negatively affected by the weakening of support constraints.
Algorithms I and II, as presented, yield 2D images as outputs. Generalizations of the methods to three dimensions are straightforward. Algorithm I is particularly well suited to be implemented in a parallel computing environment. Reconstructions in three dimensions can be obtained from 2D reconstructions if the data are acquired slice-by-slice. We remark, however, that CDI for multiple grains in three dimensions does not necessarily correspond to the 3D binary superposed phase retrieval problem as introduced in this paper if the data are acquired truly in three dimensions; in that case, the data would involve superposed FTs of projections of f 1 , . . . ,f G .
CONCLUSIONS
We have introduced the binary superposed phase retrieval problem, which generalizes the binary phase retrieval problem. As a relevant application we discussed, under simplifying assumptions, the reconstruction of grain maps from coherent diffraction data. We proposed a Monte Carlo based algorithm and another algorithm based on standard phase retrieval methods. It appears that the Monte Carlo algorithm gives far superior results in cases where the superposition effects on the FTs cannot be ignored. National Heart, Lung, and Blood Institute. The content is solely the responsibility of the authors and does not necessarily represent the official views of the National Heart, Lung, and Blood Institute or the National Institutes of Health.
