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Chapter 1
Introduction
Basic research is like shooting an arrow into the air and, where it lands,
painting a target.
— Homer Burton Adkins

Malaria is a serious disease that is affecting millions of people from all
over the world. According to the World Health Organization, approximately
1 million people die of malaria annually arising from about 300 million infections [1]. In most parts of the world, manual microscopy examination and
diagnosis is the gold standard for treating malaria [2]. However, manual diagnosis requires specialized training which is at paucity in rural areas where
malaria is prominent. Also, it is intuitively sensible to think that manual
diagnosis is error-prone and can lead to wrong diagnosis. Hence, manual
diagnosis is not a reliable method of screening for the malarial parasite [2].
This fact is further exacerbated by the fact that wholeslide images are of
large sizes and manual diagnosis by examination of such a large image is
prone to be unreliable.
Hence, it is necessary that the process of malaria diagnosis be automated
so that accurate and reliable diagnosis is provided. This is especially promis1

ing in rural areas where trained labor and specialized equipment is difficult to
obtain. The process of automating the malaria diagnosis consists of adapting the technical expertise and knowledge of microscopy to a computerized
environment [3]. Early detection of malaria is essential for proper diagnosis.
Considering the numbers of fatalities and the severity of the disease, it makes
rational sense to accept small implementation errors introduced by an automated system. An automated system consists of specific image processing
algorithms and pattern recognition and/or machine learning algorithms that
can be directed towards recognizing infected cells in a microscopic image [4].
In order to avoid subjectivity in the assessment of the degree of infection, a
computer assisted system is essential as a decision support system for faster
and reliable diagnosis. Further, it has been shown by studies that the amount
of agreement between clinicians on the severity of the disease is very low [5].
Hence automated computer diagnosis can help provide a benchmark and
standardized way of measuring the degree of infection of the disease.

1.1

Malaria Disease and Parasite Development

Malaria is a fatal disease that can be caused by a parasite called Plasmodium falciparum serine/threonine phoshoprotein phosphatases (PPP) carried
by mosquitoes. Four kinds of malarial parasites are the major cause of the
disease: Plasmodium vivax, Plasmodium falciparum, Plasmodium ovale and
Plasmodium malariae. Among these four types, Plasmodium falciparum is
the major type of parasite causing the disease. Although malaria can lead to
fatal deaths, early detection of malaria can help in prevention of aggravation
or cure the disease. The carriers of the parasite are the female Anopheles mosquito species which carry the parasite in their saliva. The parasites
are injected into the blood stream when the mosquitoes feed on a human’s
blood. The parasites are then deposited in the liver where they may be dormant or can start multiplying. Malaria is not contagious and cannot spread
by contact. However, the disease can be transmitted through methods such
as blood transfusion and organ transplant [6].
With regard to the four major types of parasites that affect people worldwide, the geographical distribution of the parasites is as given below [7]:
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• P. Falciparum : This parasite is mainly located in Africa. This type
of parasite has the highest rate of multiplication and hence the disease
can easily aggravate. An estimated 1 million people die due to malaria
caused by this species.
• P. Vivax : The impact of this species is the maximum since it is mainly
found in the Latin American, African and Asian regions. Unlike the
falciparum species, this species can be dormant for extended periods
before affecting the patients.
• P. Ovale : It is morphologically similar to the P.vivax and hence
presents a challenge for automatic identification. It is located predominantly in the West African region.
• P. Malariae : This species has no geographical localization and can be
found worldwide. It can cause long-term chronic infection if it is left
untreated.
All the four major species of Plasmodium have been identified to go through
the same stages of development. The life-cycle stages of the malaria parasite are characterized by morphology, maturity and presence or absence of
Haemozoin [4]. These stages are morphologically identifiable under a microscope. The different life-stages are merozoite, ring, trophozoite, schizont and
gametocytes [3]. The infection is initiated by the release of merozoites into
the bloodstream. Merozoites invade erythrocytes and undergo an increase
in size. Now the ring is formed that is regarded as an early form of trophozoite. The trophozoite undergoes further increase in size accompanied by
consumption of cytoplasm of the host. The end of evolution of the trophozoite culminates in the schizont which manifests in the form multiple rounds
of nuclear division. As an alternative to this type of evolution, the parasite
can take up a sexual form of evolution which are called gametocytes. The
gametocytes can be identified in the microscopic images through their large
parasitic forms over the erythrocytes but they contain only one nucleus [8]. In
the asexual type of evolution, the parasites attach themselves to Red Blood
Cells (RBCs) and grow until the host cell is broken and eventually the merozoites get released into the bloodstream [3]. Morphological characteristics
of malaria parasites can determine parasite species, however, microscopists
may occasionally fail to differentiate between species in cases where morphological characteristics overlap (especially Plasmodium vivax and Plasmodium
3

ovale), as well as in cases where parasite morphology has been altered by drug
treatment or improper storage of the sample. In such cases, the Plasmodium
species can be determined by using confirmatory molecular diagnostic tests.
Figure 1.1 shows the different life cycle stages of P.Falciparum species [9].

Figure 1.1: Life cycle stages of P. Falciparum.
4

1.2

Diagnosis Methods

Early identification of infection by the malarial parasite is of paramount
importance in the diagnosis of malaria. One of the most prevalent methods of diagnosis is clinical diagnosis. If a patient is found to have malarial
symptoms, his/her blood sample is taken and the clinical examiner makes
decision based on the indicating factors. However, due to the fact that the
symptoms of malaria overlap so much with other diseases, it becomes difficult to take an unambiguous decision about the presence of the disease. This
hampers the specificity of the diagnosis and may result in incorrect diagnosis
as well [8]. Also, clinical examiners in most parts lack the training to make
an informed decision about the disease from considered indicators. Accuracy
of this method of diagnosis in influenced by various factors such as degree
of endemicity, age group and the season [8]. This makes clinical diagnosis
an unfavorable choice of treatment since the results are not reliable. A more
reliable and accurate approach is microscopy diagnosis.

1.2.1

Microscopy Diagnosis

Microscopy diagnosis is a more organized and laboratory based diagnosis
method present in many malaria-prone areas. The diagnosis procedure using
a microscope involves several tasks such as initial identification of infected
cells, classification of infected cells according to the type and life-cycle stages
and measurement of the degree of infection [10]. An examiner examines the
slide under a microscope and identifies infected components. Distinguishable
Plasmodium can be viewed on the slide using a technique called staining
which highlights the Plasmodium, platelets, White Blood Cells, and several
other components [4]. The most widely used staining method is Giemsa
staining. This staining is applied on peripheral blood slides and the slide
is examined under a microscope. The examination of the slide can be done
in two ways that are sequential: to detect the infection, thick blood films
are used. In these films, three drops of blood are spread over an area of
1 cm2 on the slide. Once the infection is detected, the type is determined
using the thin blood films in which one drop of blood is spread over an
area of 1 cm2 on the slide [10]. It has been observed that an average of
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50-100 parasites/µL can be detected in the thick blood films and around 500
parasites/µL can be detected in the thin blood films. However microscopy
diagnosis of malaria requires training and skills in view of slide preparation
and accurate examination.

1.2.2

Rapid Diagnostic Test

The RDT method is a recently introduced method of diagnosis. In this
method, a device uses a small blood sample of about 5-15 µL [8]. Unlike
microscopy diagnosis, the RDTs do not require any specialized training and
are easy to implement. The diagnosis time using RDTs is usually about 5-20
minutes. This method produces results comparable to microscopy diagnosis on samples that show high degree of infection. However this method’s
sensitivity is poor when the blood sample does not contain many infected
cells. RDTs developed recently have achieved a sensitivity of 95% for Plasmodium falciparum infections but not for other types. This method is still in
developmental stages. Hence comparative analyses of different results with
regard to this method are difficult because of non-standard procedures and
population diversity [8]. The ubiquitous availability and simple utilization
of RDT makes this a favorable choice in situations where disease detection
is needed and specialized resources are not available.

6

Chapter 2
Literature Review
Research is what I am doing when I don’t know what I am doing.
— Wernher von Braun

2.1

Image Acquisition

In the current trend of computerized diagnosis, two types of microscopic
images find widespread use: light microscopic images and wholeslide images.
Wholeslide images have been in use in a more recent time frame compared to
light microscopic images. Light microscopic images form the basis for most
image acquisition procedures. In this section, a review of the current state
of wholeslide imaging is presented and discussed in detail. For more than a
century, the standard method of diagnosis for clinical cases including those
of malaria has been histopathological examination of patient tissue by means
of light microscopy. This procedure of examination and diagnosis is termed
as surgical pathology. The patient tissue is acquired from surgery, biopsy
or autopsy. This acquired tissue is then dissected, embedded and cut into
very thin layers. These layers are then stained to highlight the slide features.
A commonly used staining method is by the Hematoxylin and Eosin protocol or Giemsa staining. The tissue is then mounted onto a glass slide and
7

examined by a pathologist. The examination is done under a light microscope and the magnification and focus are adjusted dynamically. Likewise,
multiple tissue samples are processed in a similar manner. A diagnostic conclusion is reached by taking into account the interpretations of the different
slide samples [11]. While the modus-operandi of most parasite diagnoses is
light microscopy, the quality of diagnosis obtained from this procedure is often lacking in consistency and unreliable for further treatment. It does not
guarantee a good sensitivity and specificity of malaria diagnosis and hence
digital wholeslide images are being adopted widely for use in computer aided
diagnoses of malaria because of their higher resolution [12].
In order to account for the inconsistencies given rise to by the light microscopic images and their interpretations, digital pathology was introduced
with an aim to standardize the interpretation of a given tissue slide and
provide reliable diagnosis. Rapid improvements in computational power, the
availability of sophisticated informatics algorithms, robust transmission algorithms and increased cloud storage space have only encouraged the increased
use of digital imaging as an image acquisition method during diagnosis. Digital imaging paradigms have marked differences today in that they no more
acquire static images but scan the whole slide resulting in wholeslide images
(WSI) [13].
The wholeslide image is obtained by scanning an entire slide. The WSI
system tries to mimic most of the attributes of the images acquired from conventional light microscopy [13]. All current WSI systems consist of several
components such as focusing systems, optical and illumination components
that aid in the precise positioning of the image on the slide. The process
begins by scanning the tissue area under the field of sight under the microscope. The final image consists of these component images stitched together
to form a single wholeslide image. The constituent images can be assembled in various ways such as tiling, array scanning, line scanning, dual sensor
scanning and dynamic focusing. The resulting image helps the pathologist
to comprehensively view the entire slide in one pass. The slide can be viewed
at resolutions less than 0.5 µm. With the help of a display unit and an
interactive software, the pathologist can view the entire slide and perform
analyses on it. The software allows the pathologist to view the slide at different levels of magnification and perform all procedures that are used for light
microscopic images [14]. Since the scanned image of the slide is uploaded to
8

a computer for analysis, the analysis is considered to be done virtually and
hence this method is called ”virtual microscopy” [13].
A wholeslide scanning device can be manual or automatic scanning. A
wholeslide tries to emulate the functionality of a light microscope and seeks to
do the analysis with computer-aided techniques. It is in effect a microscope
with computer control. There are several important components that make
up the WSI scanner:
• A microscope with lens objective
• Illumination source
• Mechanics to load and move glass slide
• Image capturing digital camera
• Computer processor
• Software for analysis of scanned slide
Typical scanning speeds are 1 minute per slide or 1-3 minutes per slide depending on the magnification and the plane of focus. Some scanners are
provided with dynamic focus adjustment capabilities that helps in speeding
up the scan process. After the individual tiles have been scanned, the computer is employed to tie the individual tiles into a single wholeslide. There
are different ways in which the tiles can be combined into a single slide. Most
widely used methods include:
• Tile scan: The individual images are acquired in the forms of fixed size
(approximately 512 x 512 pixels) square tiles. An overlap of 2-5% is
maintained between the tiles in order to avoid blocking when the tiles
are combined. The saccadic movement of the glass slide is extremely
precise. The individual tiles are arranged in a manner to ensure proper
alignment and then stitched into a smooth whole image.As can be seen
in figure 2.1, the image is partitioned into tiles for scanning [13].
• Line scan: In this method, the scanner moves in a linear fashion across
the slide. Different locations are scanned multiple times and a series
9

Figure 2.1: Tile scanning in wholeslide images.
of images are generated in a strip or line fashion. Since the degrees of
freedom associated with the individual images is less, this method lends
itself to be easier to align compared to the tile scan method. Figure
2.2 illustrates the line scanning method [13].

Figure 2.2: Line scanning in wholeslide images.

The difficulty of alignment in the tile scan method is overcome by today’s
devices which incorporate sophisticated machinery to acquire and stitch the
tiles. The computers used today have a considerable amount of processing
power. The scanners use LED-based strobe for illumination, consisting of
cameras that can capture 100 frames per second and well-developed image
processing algorithms.
The resolution at which the slide is scanned depends on the objective of
the lens which is usually 20x (0.5 micron per pixel) or 40x (0.25 micron per
pixel), the aperture of the camera lens and the quality of the charge-coupled
10

device sensors used to capture the image. Wholeslide images acquired at
40x objective tend to be large of file sizes in the range of 2.5 Gigabytes to
10 Gigabytes. Even though wholeslide images are acquired at a very high
resolution and can be viewed at multiple resolutions, it is essential to avoid
magnification beyond the maximum resolution to avoid pixelation [13].
The wholeslide image can be decomposed into a pyramid of different resolutions. The structure used in this work is the DeepZoom pyramid. In this
type of decomposition, the images at different magnification levels are stored
in multiple folders. The constituent images are constructed into layers to
achieve a pyramid of resolutions. Using software, each tile at each magnification level can be viewed individually. This type of pyramid structure aids in
real-time viewing of the wholeslide across multiple resolutions. Through this
realization, the computational load involved in navigating the wholeslide is
reduced. The pyramid model provides a conserved field of view which replicates the type of viewing used in light microscopy [13]. Figure 2.3 shows an
illustration of the deepzoom pyramid structure [15] .

Figure 2.3: The DeepZoom Pyramid.

While the images have been captured at high resolutions, sophisticated
software packages are necessary in order to handle the large file types and
to aid in commensurate analysis of the scanned wholeslide. The acquired
image files require some amount of image compression in order to overcome
11

the huge demand on memory the raw uncompressed images create. The format in which images are stored is vendor-specific. However, JPEG-2000 and
TIFF image formats are used by a majority of the vendors providing digital wholeslide scanners [13]. If the acquired image is stored as a part of a
patient database management system, it is necessary that the software provide proper querying function in order to retrieve records of the concerned
patient. Since the file size is large, only the regions of the image that are
requested for viewing is displayed. Additional functions include magnification controls, control to pan across a tissue section and functions to acquire
photomicrographs of the images. Some software interfaces have provisions
for viewing multiple images on the window side by side. This allows for
easier comparison between sections of the scanned tissue as shown in Figure
2.4 [16].

Figure 2.4: The Aperio ImageScope Wholeslide Image Interface.

Predictive modeling is the process by which for the given wholeslide, interested regions are identified, feature are extracted and selected and then clas12

sification is performed. After the Regions-Of-Interest (ROIs) are identified,
the relevant features are extracted and the labels are predicted. Conversely,
all the extracted features from all the tiles in the WSI can be combined and a
single label for the whole WSI can be predicted. In the first methods, outlier
features can lead to unpredictable behavior. In the second model, annotation
of the WSI tiles might be needed for training. Also, the aspect of the WSI
to be viewed at multiple resolutions can be useful for predictions. At very
low resolutions, coarse binary classifications such as infected and normal can
be identified. However, to identify the species and degree of infection, higher
resolutions may be necessary [17].

2.2

Segmentation and Preprocessing

Once the tiles at the highest resolution in the resolution pyramid have
been obtained from the wholeslide image through software, it is necessary to
separate the individual cells in the tile and label as infected cells or normal
WBC cells. In the literature, most papers use light microscopic images and
use either thresholding or morphological operation for extracting the constituent cells. The former, especially adaptive thresholding, precedes modern segmentation methods. Even though thresholding is easy to implement,
how to select the optimum threshold is still a question to be addressed [18].
Thresholding is a simple and computationally inexpensive method to implement. However, an inherent requirement for applying thresholding is that
the gray levels in the image should be sufficiently separated [19]. In the case
of the microscopic images, this is an ideal requirement since the images can
suffer from out-of-focus problems, improper illumination, etc., which lead to
poor separation between the gray levels in the image. One more popular
segmentation method used widely in literature was observed to be morphological segmentation. Granulometry and watershed segmentation constitute
the predominant methods used in morphological segmentation. Several issues such as overlapping cells and over-segmentation need to be addressed
before these methods can be applied [18].
Marker controlled watershed segmentation was used by Das. et al. in
[19], [20]. In both these works, peripheral blood smear images using light microscope were used for analysis. Erythrocyte segmentation was carried out
13

followed by further screening for leukocytes, platelets and plasma. Marker
controlled watershed segmentation consists of region growing and edge detection. Before this segmentation is applied, the gradient image is obtained
using Sobel filter and the foreground and the background are separated. The
application of watershed segmentation results in the segmenting the image
into catchment basins and watershed lines. The catchment basins correspond
to the image regions where the gray level of the image is uniform. The watershed transform can be considered to be a flooding process of the catchment
basins until they meet and form a watershed line [19], [20].
A combination of adaptive, multi-level thresholding and area granulometry was used to extract the individual cells in the microscopic images in [21].
In this work, the workflow followed includes a pre-processing stage in which
the foreground and background is extracted using Rao’s method. Using morphological area top-hats, the foreground and the background are separated.
From the separated regions, average gray level thresholds are determined.
These thresholds are subsequently used in two-level thresholding of the original input image. The result is a refined foreground mask. From the extracted foreground, the average cell sizes of the different constituents such
as WBCs, platelets and infected cells are estimated using area granulometry.
Granulometry is the process of finding of distribution of sizes in an image
using a series of morphological opening operations with the help of a structuring element. In order to avoid the computational load involved in this
type of method, the authors in [21] use a tree of connected sets method to
compute the granulometry. In a given image regions, the peak value of the
granulometry function is the average cell size in that region. Consequently a
pseudo-radius is calculated from the estimated pseudo area [21].
A purely morphological approach to segment and classify cells in malarial microscopic images was used in [22]. In the first segmentation procedure,
the parasites are separated from the WBCs and schizonts using color and
size information extracted from the image. In the second stage of segmentation, the red blood cells are segmented from the images using an improved
version of watershed transformation is used. In the first stage, morphological extrema is used to extract separate parasites (stained regions) from white
blood cells and schizonts. In the second stage of segmentation, morphological
opening is used to extract the cells from these stained regions. In this work,
a hemispherical structuring element is used to improve the roundness of cells
14

which leads to an improvement in accuracy compared to the conventional
watershed segmentation [22]. The problem of overlapping cells is addressed
by the usage of disk-shaped flat structuring element to separate the cells.
An inherent shortcoming of this method is the usage of regional maxima to
segment the cells. This will detect extrema pixels even though thee pixels
may not constitute a cell [4]. Another potential issue with this method is the
usage of a fixed disk-shaped flat structuring element to separate overlapping
cells. Overlapping cells need not always be circular and hence the separation
may not be accurate [3].
A thresholding based technique for segmenting the cells was presented
in [23] .The complemented green channel of the original color image is considered and the histogram is obtained for this image. The authors observe
that a typical bimodal distribution if intensities is observed in all the sample
images used. The predominant mode is due to the intensity of the cytoplasm
which forms the background and the second mode is contributed by the average intensities of the erythrocytes in the image. With the first threshold, the
foreground consisting of erythrocytes can be separated from the background
consisting of the cytoplasm. The erythrocytes are recovered by morphological opening in which objects with radius less than the average erythrocyte
radius are eliminated. The second threshold helps in identification of parasites from the segmented erythrocytes. Infected cells are extracted using
morphological opening of the erythrocyte mask in a method similar to that
used by Di Ruberto et.al [23].
Segmentation of an image using the HSV color space was explored in [24].
The proposed scheme seeks to separate the foreground from the background
by detecting chromatin dots. The detection of chromatin dots is more suitable in the HSV compared to the RGB space. Once again the saturation
histogram is analyzed and it is observed to have a bimodal distribution. The
first peak corresponds to the intensity of the background of the cytoplasm
and hence by thresholding the background can be extracted. Now the RBCs
are extracted by counting the number of pixels that fall above and below the
specified threshold which can be calculated using the Otsu’s method. The
extracted RBCs may be noisy or may contain isolated dark regions. For this,
morphological opening and filling can be used to obtain the discrete cells.
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2.3

Feature Extraction and Selection

Feature extraction and selection or ranking is an important step to be
performed before the classifier is trained. The raw image pixels cannot be
used for machine learning since the pixels exhibit wide variations in intensity and morphological orientations [25]. Feature extraction is essentially a
transformation step in which the raw data is transformed into a set of useful,
representative set of vectors that model the original data in the best possible
way. The extraction of features contributes to ensuring proper statistics be
provided to the subsequent machine learning stage. It is always a recommended procedure to ensure as many as features are extracted so that no
data is lost. It increases dimensionality of the data which is taken care of in
the feature selection stage [26].
In [19], the authors extract a limited set of features that can be broadly
grouped into geometrical features and moment features. In the set of geometrical features, the shape measurements of the cells in the image such as
area, perimeter, roundness, etc. are measured. The moment features consist
of the set of seven invariant Hu0 s moments for each image. The same authors
in [20] extract a set of features that is more comprehensive. In this work a
total of 80 textural features are extracted, which consists of Haralick texture
features, entropy, local binary pattern, fractal dimension, histogram based
features and gray-level run length matrix properties. In addition to this,
16 features are extracted that capture the shape and shape moments of the
image. These include the typical set of shape measurements such as area,
perimeter, etc. and the 7 invariant Hu’s moments. With the constructed feature set, one-way ANOVA was applied to the feature set and the significance
of the features were found based on the obtained F-value [20].
In [3], [21] and [25], the authors have extracted a comprehensive set of
features in which some provide scale, translation and rotation invariance.
The families of feature vectors can be grouped into five categories: color histogram, color auto-correlogram, area granulometry, Hu’s invariant moments
and a relative shape measurements vector. The authors compute the histogram and normalize it for use in training the classifier. Next the authors
extract a color auto-correlogram which is effectively an extended histogram.
The color auto-correlogram gives the frequency of co-occurrences of two pix-
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els of a given color at a given distance [25]. Area granulometry was used
in segmentation to obtain the individual cells. This method revised the size
distribution profile of the image. This can be used as a feature for pattern
recognition. The area granulometry feature is rotation and translation invariant but requires some accomodations for scale as it is scale sensitive.
This feature can be used to provide definitive information about the gray
level values in each color channel. The shape measurements feature vector
consists of six ratios that are ratios of areas, moments of inertia and compactness. Finally the 7 invariant Hu’s moments are extracted which result in
scale, rotation and translation invariance for patterns occurring in the image.
Feature selection is performed by using a wrapper model with the sequential
forward floating search algorithm [3].
In [23], the authors extract sets of features based on image characteristics such as geometrical, color and gray-level features. The color features
are extracted from the red, green, blue, hue and saturation channels. The
geometric features are different from other works in that it consists of roundness ratios, bending energy of binary masks, boundary analysis performed
on chain codes and area [23]. In [27], a combination of local binary pattern, local contrast features and scale-invariant feature transform features
are used. The binary pattern features detect variations in texture. The local
contrast features capture the variations in gray values of the pixels in the
neighborhood. The SIFT features consist of a three dimensional histogram
of gradients in quantized orientation [27].

2.4

Classification

A host of methods have been proposed for classification of a detected cell
sample. Of these, a number of machine learning based methods have been
used for parasitaemia. Some of the methods propose an initial parasite/nonparasite classification stage followed by a classification stage in which the
parasite type and life-cycle stage are identified.
A machine learning approach is applied to the classification stage in [23].
Two types of classification methods are used: A Naı̈ve Bayes Classifier and an
SVM. Their classification performance is later compared. The advantages of
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using the former method is that it is non-parametric. SVM, a non-parametric
classification rule as well, is a robust classification algorithm that is widely
used for classification. SVM works by maximizing the classification margin from the closest lying support vectors. It is stated that for the selected
features, the Naı̈ve Bayes classifier achieves an accuracy of 84% and 19 significant features and SVM achieves an accuracy of 83.5% with 9 selected
features.
The work in [21] tries to emulate the classification workflow undertaken
by a pathologist. A k-Nearest Neighbor classifier is used for the classification. Several classification tasks are performed to evaluate detection of
parasite detection, species labeling and life-cycle stage [21]. For species and
life cycle stage classification, the authors implement joint and separate classification. A 20-class classification task explores the prospect of performing
all the three classification tasks in one stage of classification. In the 16class classification task, the parasite/non-parasite classification is performed
prior and this stage explores the possibility of joint or separate classification for species and life-cycle [4]. In a further classification effort, a 4-class
classification task is explored in which the parasite detection is done prior.
Then two separate 4-class classifiers are used for species and life-cycle stage
classification respectively [21].
Di Ruberto et al. proposed a morphological and histogram based classification method. The paper aims to classify three classes of objects: mature/ immature trophozoites and gametocytes. The authors proposed two
classification methods to detect the mentioned three objects. In the first
classification method, each object type is detected by analyzing the shape of
the detected malaria parasite using morphological operations. In the second
classification method, classification is performed by detection of chromatin
dots in the vicinity of a nucleus [22]. A two-stage classification is used in [23].
The classifier is implemented in the form of a two-stage tree classifier. The
tree classifier is realized with the help of a three layer neural-network. In
the first stage, the binary classification of whether a given cell sample is a
parasite or non-parasite is identified. In the next stage, the species are identified. The classification of life-cycle stages is not addressed in this work. The
neural network used in the first stage is an 8-5-1 network with sigmoid transfer function. The sensitivity reported is about 85% through the proposed
method [23].
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Chapter 3
Feature Extraction
A point of view can be a dangerous luxury when substituted for insight
and understanding.
— Marshall McLuhan

The goal of the feature extraction process is to model the image with
its raw pixel information into a structured set of vectors that represent the
image’s essential characteristics. If we consider the pixel information contained in an image, we would observe redundant data. Also, the raw-pixel
information cannot be used since the pixels exhibit high variance and hence
difficult to model. In the feature extraction stage, a set of derived values are
obtained that can be used to effectively capture the essential characteristics
of the image. It is a very important step in modern machine learning and
computer vision problems. Feature extraction is also employed in cases when
the input data to the classifier tend to be large and affect the classifier performance. In such cases, a reduced set of features can be used to overcome
the disadvantages and the classification can be performed effectively.
Feature extraction is a seminal step in machine learning since the machine
“learns” solely from the examples and not from predefined rules. Given a
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training set, the objective of a machine learning classifier is to find relationships between the instances and their labels based exclusively on the
training data. Since feature extraction transforms the original data into a
representative set of feature vectors, it strongly influences the performance
of the classifier which has got only the training examples to learn from. Care
should be taken to prevent loss of information in the feature extraction stage.
It is a recommended practice to extract a lot of features and even add the
raw data to this feature set. This is done to ensure that the feature extraction is done in an inclusive manner and the risk of losing information may be
avoided. In the case of computerized medical diagnosis, a patient’s data can
be modeled in terms of several features and each of them may be important
for the classification. The cost of losing patient information is too heavy and
hence needs to be avoided [26].
In view of wholeslide and other microscopic images, the features are extracted in such a manner that they can effectively model the spatial characteristics of the slide image, record the texture and extract shape measurements. Thus, the features that can be extracted from wholeslide images can
be divided into three categories [17]:
• Pixel-level features: These features capture information at the lowest
level of the image. Hence, nothing is discernible from these features
from a biological point of view. These features record information
about color and texture. Despite the lack of biological relevance, they
are of good use in computer aided diagnosis since they model each
minute detail in the image. Pixel features can include vectors that
characterize color prominence, co-occurrence and histograms. Texture
features can include information about contrast, pixel-level correlation
and intensities.
• Object-level features: These are features that capture information at
a slightly higher level compared to pixel features. In order to ensure
that the object-level features serve the modeling task effectively, it
is necessary to ensure accurate segmentation of cells. Once proper
segmentation of the cells has been achieved, features such as perimeter,
area, roundness and texture measures can be extracted.
• Semantic-level features: These features capture information at the
highest level and hence biologically easy to discern. A semantic feature
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is extracted through a statistical rule applied on a set of low level features such as texture and color. However, for the extraction of these
features, a large training set is usually required which prohibits its
widespread usage.
In this work a total of 76 features were extracted that could model each of
the training and test samples adequately. Some of the features used in this
work provide translational, rotation and scale invariance while capturing the
essential morphological features. These 76 features can be broadly grouped
into five categories according to what characteristic of the image sample they
capture. The categories are:
• Haralick Texture features
• Gray-Level Run Length Matrix features
• Histogram features
• Shape features
• Hu’s Moment features
The following sections describe each of these categories in detail.

3.1

Haralick Texture features

Texture is a concept that is very well recognized yet poorly defined. An
image is said to have a constant texture if the local statistics and properties
are constant or periodic [28]. Texture is an inherent property of every image. It can be easily defined and described empirically but it evades precise
mathematical description and analysis by computers. The Haralick texture
features are a quick way of obtaining the texture properties of an image.
These texture features are calculated in the spatial domain. The texture features are calculated with the assumption that the texture is contained in the
overall spatial relationship that the gray levels in the whole image have to
21

one another [29]. The texture feature extraction involves two stages: computation of a co-occurrence matrix followed by calculation of texture features
from the matrix. By far, the Haralick texture features are the most popular
way of extracting texture features for an image up until today.

3.1.1

Gray-Level Co-Occurrence Matrix

As stated previously, the texture features are computed based on the
assumption that the spatial relationships between the different gray-levels in
an image contain the texture information for the image. Therefore, these
spatial relationships are adequately specified by the gray-level co-occurrence
matrix or gray-tone-spatial dependence matrix [29]. Spatial dependencies are
calculated for various angles and distances between cell pairs in an image.
Consider an image of dimensions Nx ×Ny . The image is denoted by
I(x, y) where 0 ≤ x ≤ Nx and 0 ≤ y ≤ Ny . Conventionally Ng is the number
of gray-levels and is a multiple of 2. The pixel value Ng − 1 is denoted as
white and 0 as black. The gray-level-co-occurrence matrix is a square matrix
of size Ng ×Ng where Ng is the number of distinct gray-levels [30]. The
texture information is specified by the matrix of relative frequencies Pij with
which two neighboring pixels separated by a distance d occur. In other words,
each element [i, j] of the co-occurrence matrix is specified by the frequency
with which a pixel with intensity i occurs adjacent to a pixel with intensity
j. For considering the angles the eight-nearest neighbors are considered.
Figure 3.1 illustrates how the spatial relationship between pixels is considered
for computing the co-occurrence matrix without regard to their actual gray
levels.. Consider the pixel i to be *, pixels 1 and 5 are 0◦ nearest neighbors,
2 and 6 are 135◦ nearest neighbors, 3 and 7 are 90◦ nearest neighbors and 4
and 8 are 45◦ nearest neighbors [29].
In Figure 3.1, the distance d = 1. The dependence or co-occurrence
matrix is defined by [31]:
P (i, j, d, θ) = {((r, s), (u, v)) ∈ (Nx × Ny ); I(r, s) = i; I(u, v) = j}
where (u, v) = (r + dx, s + dy).
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(3.1)

Figure 3.1: An illustration of the Co-Occurrence Matrix.
The normalized dependence matrix is given by [32]:
p(i, j, d, θ) =

P (i, j)
R

(3.2)

where R =normalizing constant which is the total number of comparisons
made for each gray-level pair.

3.1.2

Gray-Level Co-Occurrence Features

Haralick extracted a total of 14 features for images in [29]. In this work
only four of the 14 features are used. The four features used in this work are
described below:
• Energy: This features quantitatively models the energy contained in
the GLCM block. It is given by [31]:
Ng −1 Ng −1

Energy =

X X
i=0

p(i, j, dθ)2 .

(3.3)

j=0

• Contrast: This feature measures the intensity variations in pixels in a
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local image region. It is given by [31]:
Ng −1

Contrast =

X
n=0

2

n

g −1 g −1
X
X

p(i, j, dθ)2 .

(3.4)

i=0 j=0

• Correlation: Correlation feature measures the linear dependence of
gray-level values in the co-occurrence matrix. In other words, it describes how a given pixel is related to the neighbor [31]:
Ng −1 Ng −1

Correlation =

X X
i=0

p(i, j, d, θ)

j=0

(i − µx )(j − µy )
.
σx σy

(3.5)

where µx , µy , σx , σy are the means and standard deviations along px
and py . The quantities px and py are the marginal probability matrices
obtained by summing rows and columns of p respectively.
• Homogeneity: This is a feature that calculates the degree of closeness
of elements in the co-occurrence matrix to the matrix diagonal [32]:
Ng −1 g −1

Homogeneity =

3.2

X X p(i, j, d, θ)
1 + (i − j)2
i=0 j=0

(3.6)

Gray-Level Run Length Matrix features

Run-length encoding is an encoding method which is parametrized by a
given string or symbol and the number of its consecutive appearances. When
an image is considered, the number of consecutive occurrences of a particular
gray-level is the run-length for that pixel intensity. The run-lengths of different pixel intensities can be used to analyze the coarse structure of an image.
Galloway proposed the Gray-Level Run Length matrix properties for analyzing the structure of an image [33] and later Chu et al. [34] added 2 more
features. Later, Dasarathy et al. [35] added four more run-length features.
These features are extracted in a manner similar to the Haralick Texture features. First, a run-length matrix is computed and then the various statistical
features are derived from this matrix.
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A set of pixels having the same gray level in a collinear arrangement in
a given direction are said to form a run. The length of this run is called run
length and number of occurrences of a particular run length is the run length
value. The Gray-Level Run Length Matrix (GLRLM) is formed by elements
p(i, j|θ). The quantity p(i, j|θ) specifies the total number of occurrences of
run length j at a gray-level i in a direction θ [36]. Once the GLRLM has
been constructed, the run-length matrix features can be extracted. Given an
image with G number of distinct gray-levels and n number of pixels, we can
obtain the elements p(i, j|θ) of the matrix and R, the longest run.
With these parameters, the 11 different features are extracted as described
below [36]:
• Short Run Emphasis (SRE): The short run lengths are emphasized in
this feature. It is given by:
PG PR p(i,j|θ)
i=1

j=1

SRE = PG PR
i=1

j=1

j2

p(i, j|θ)

.

(3.7)

• Long Run Emphasis (LRE): In this feature, the long runs by weighting
each run length by the square of its length.
PG PR
2
i=1
j=1 p(i, j|θ)(j )
.
(3.8)
LRE = PG PR
i=1
j=1 p(i, j|θ)
• Gray-Level Non-uniformity (GLN): This feature effectively measures
the distribution of run lengths across the image. It will have a low
value if the runs are uniformly distributed across the image.

2
PG
PR
i=1
j=1 p(i, j|θ)
(3.9)
GLN = PG PR
.
i=1
j=1 p(i, j|θ)
• Run-Length Non-uniformity (RLN): Similar to GLN, this feature measures the distribution of run-lengths across different run-length values.

2
PR
PG
i=1
j=1 p(i, j|θ
(3.10)
RLN = PR PG
.
i=1
j=1 p(i, j|θ)
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• Run Percentage (RP): This feature is the ratio between the total number of observed runs in the image to the total number of runs if each
run has a length of 1 which is effectively the number of pixels in the
image.
G
R
1 XX
p(i, j|θ).
RP =
(3.11)
n i=1 j=1
Chu et.al [34] added two more features to the run-length set of features.
These features extract gray-level information from the GLRLM. These features were introduced with the view of distinguishing features that were similar according to their SRE and LRE but differed in the gray-level distribution
of the runs [36]. These features are as described below:
• Low Gray Level Runs Emphasis (LGRE):
PG PR
LGRE =

p(i,j|θ)
j=1
i=1
i2
.
PG PR
j=1 p(i, j|θ)
i=1

• High Gray Level Runs Emphasis (HGRE):
PG PR
2
j=1 p(i, j|θ)(j )
i=1
HGRE = PG PR
.
j=1 p(i, j|θ)
i=1

(3.12)

(3.13)

In addition to these features, Dasarathy and Holder [35] introduced four run
length features. These features allow for measurement of the joint statistics of
gray-level and run length. Consequently additional insight is gained into the
characteristics of the image. Thus thesePare effective
features for classification
G PR
of images based on texture. Let nr = i=1 j=1 p(i, j|θ)
These four features are as described below:
• Short Run Low Gray Level Run Emphasis (SRLGE):
SRLGE =

G
R
1 X X p(i, j|θ)
.
nr i=1 j=1 i2 j 2
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(3.14)

• Short Run High Gray Level Run Emphasis (SRHGE):
G
R
1 X X p(i, j|θ)i2
SRHGE =
.
nr i=1 j=1
j2

(3.15)

• Long Run Low Gray –Level Emphasis (LRLGE):
G
R
1 X X p(i, j|θ)j 2
LRLGE =
.
nr i=1 j=1
i2

(3.16)

• Long Run High Gray–Level Emphasis (LRLGE):
SRHGE =

3.3

G
R
1 XX
p(i, j|θ)i2 j 2 .
nr i=1 j=1

(3.17)

Shape Features

The features are object level features that provide a measure of the various
morphological characteristics of an image. These features are invariant to
translation, rotation and scale. Given an image consisting of M pixels and
masked by a binary image, we define the shape features as follows [37], [38]
• Area: Area is defined as the number of pixels contained in the image
region. It is mathematically described as
XX
Area =
Ω(n, m).
(3.18)
n

m

where Ω(n, m) is the object mask that selects the object in the image.
• Major Axis and Minor Axis Length: The Major Axis and Minor Axis
Lengths are defined as the lengths of the major and minor axis of the
ellipse that has the same second order moments as the region in the
image respectively.
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Let x̄ and ȳ be the x and y centroid of the image region defined as
P P
nΩ(n, m)
(3.19)
.
x̄ = n m
Area
P P
ȳ =

n

mΩ(n, m)
.
Area

m

(3.20)

The axis lengths are defined as follows:
!
r
q
√
M ajorAxisLength = 2 2
mxx + myy + (mxx − myy )2 + 4mx 2y .
(3.21)
√
M inorAxisLength = 2 2

r
mxx + myy −

q

!
(mxx − myy )2 + 4mx 2y .
(3.22)

The quantities mxx , myy and mxy are defined as:
mxx

M
1 X
1
=
(xi − x̄)2 + .
M i=1
12

(3.23)

myy

M
1 X
1
=
(yi − ȳ)2 + .
M i=1
12

(3.24)

M
1 X
=
(xi − x̄)(yi − ȳ).
M i=1

(3.25)

mxy

• Eccentricity: This feature is a measure of the eccentricity of the ellipse
that has the same second order moments as the image region.
q
2 ( M ajorAxisLength
)2 − ( M inorAxisLength
)2
2
2
Eccentricity =
. (3.26)
M ajorAxisLength
• Orientation: The Orientation measure the angle (in degrees) between
the major axis and the horizontal axis of an ellipse that has the same
second order moments as the image region.
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• Solidity: It is the fraction of pixels contained in the convex hull that
are also present tin the image region.
Solidity =

Area
.
ConvexArea

(3.27)

• Perimeter: This feature measures the distance around the boundary
of the region in the image. The boundary pixels are considered to be
8-connected.
N
X
p
P erimeter =
(x(n + 1) − x(n))2 − (y(n + 1) − y(n))2 . (3.28)
i=1

where x and y are the x and y co-ordinates of each of the N pixels in
the boundary.
• Roundness: This feature measures the degree of closeness of the image
region to a circle. If the region is a circle, the value of this quantity
will be 1.
4π(Area)
(3.29)
Roundness =
.
P erimeter2
The following four shape features characterize the pixel intensities contained
in the shape of interest in the image [39].
• MeanIntensity: This value specifies the mean value of pixel intensities
contained in the image region.
• MaxIntensity: It is a scalar value that identifies the pixel with the
largest intensity in the image region.
• MinIntensity: It is a scalar value that identifies the darkest pixel in the
image region.

3.4

Histogram Features

Two classes of histogram features were used in this work. The first is
entropy features and the second is statistical features. First, the entropy features are described and then the statistical features derived from the image
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histogram are considered. Even though entropy features are aimed at modeling the texture information of the image, they are derived by measuring
the randomness in the image’s histogram. The image histogram can give
us very important information about the information that can be used to
distinguish between a healthy background or cell and an infected cell. It is
common practice to use the Shannon Entropy to measure the randomness
in the histogram. But there are several other non-Shannon measures that
can be used. The different entropy measures are described below [40]. Let
the number of gray levels in the considered image be Ng and the total number of pixels in the image be n. The intensities vary from 0 to Ng –1. The
normalized histogram in defined as
ni
(3.30)
Hi (i = 0, 1, 2, ..., Ng − 1) = .
n
Where ni is the ith intensity level.
• Shannon Entropy
Ng −1

S=−

X

Hi log2 (Hi ).

(3.31)

 N
!
g −1
X
(Hi )α
.

(3.32)

i=0

• Renyi Entropy
1
R=
log2
1−α

i=0

• Havrda-Charvat Entropy
Ng −1

1
HC =
1−α

X

!
Hiα − 1 .

(3.33)

i=0

• Kapur’s Entropy
K=

Ng −1
(Hi )α
i=0
P Ng −1
(Hi )β
i=0

P

1
log2
β−α

!
.

(3.34)

• Yager Entropy
Ng −1
i=0

P
Y =1−
30

2Hi − 1
.
|n|

(3.35)

The statistical features derived from an image’s histogram give important
information about the distribution of pixel intensities in the image. The first
order statistical moments derived from the image’s histogram are as given
below:
• Mean: This quantity gives the average gray level value in the image.
Ng −1

M ean =

X

ni Hi .

(3.36)

i=0

• Standard Deviation: This quantity measures the average contrast in
the image.
Ng −1

StandardDeviation =

X

(ni − M ean)2 Hi .

(3.37)

i=0

• Skewness: This feature is a measure of the asymmetry of the distribution of pixel intensities about the mean [39].
Ng −1
(ni
i=0

− M ean)3 Hi
.
(StandardDeviation)3

P
Skewness =

(3.38)

• Kurtosis: This feature measures the likeliness of the presence of an
outlier given a distribution [39]:
Ng −1
(ni
i=0

− M ean)4 Hi
.
(StandardDeviation)4

P
Kurtosis =

3.5

(3.39)

Hu’s Moments

In 1962, Hu derived a set of 7 image moments that are scale, translation and rotation invariant. Since these moments are derived progressively
starting from the raw moments through centralized moments and finally the
scale-invariant moments, these features are suitable for recognizing patterns
in the image that occur at different rotations and scale. This is relevant in
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light of the cell samples used in this work since the individual cell samples
show variations in shape and rotation. These moments can be used to characterize shapes and patterns in the image. The 7 Hu’s moments are [41]:
I1 = η20 + η02 .

(3.40)

I2 = (η20 + η02 )2 + 4η1 21 .

(3.41)

I3 = (η30 − 3η12 )2 + (3η21 − η03 )2 .

(3.42)

I4 = (η30 + η12 )2 + (η21 + η03 )2 .

(3.43)



2
2
I5 = (η30 + 3η12 )(η30 + η12 ) (η30 + η12 ) − 3(η21 + η03 ) +


2
2
(3η12 − η03 )(η21 + η03 ) 3(η30 + η12 ) − (η21 + η03 ) .

(3.44)



2
2
I6 = (η20 + 3η02 ) (η30 + η12 ) − (η21 + η03 ) + 4η11 (η30 + η12 )(η21 + η03 ).
(3.45)


2
2
I7 = (3η21 − η03 )(η30 + η12 ) (η30 + η12 ) − 3(η21 + η03 ) +


2
2
(η30 − 3η12 )(η21 + η03 ) 3(η30 + η12 ) − (η21 + η03 ) .

(3.46)

where ηij are the scale-invariant moments given by
ηij =

µij
(
µ0 0 1

+

i+j
2

.

and µij are the central moments defined for an image f(x,y) as
XX
µij =
(x − x̄)i (y − ȳ)j .
x

y
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(3.47)

(3.48)

Chapter 4
Feature Selection
If you torture data long enough, it will confess.
— Ronald Coase

In the field of machine learning, the concept of feature selection or variable selection is the process of identifying the most relevant subset from the
set of extracted features. The basic tenet behind the philosophy of feature
selection is that the extracted feature set is quite likely to have redundant features. The presence of these features is only detrimental to the performance
of the classifier. Thus, these redundant features can be removed without
causing a loss of information. A feature selection algorithm uses a performance metric and a search method to select the best subset of features among
the features extracted. The aim of using feature selection serves three main
advantageous goals: improving the performance of the classifier, reducing the
computational load of classification and to gain better understanding of the
governing dynamics of the generated data [42].
The problems of slower training times and overfitting are the seminal
factors that motivate the use of feature selection methods for classification
problems. This is especially pertinent in light of computerized diagnosis
where the microscopic image data can be of large sizes and easily take up
valuable computational resources. The primary goal of machine learning is
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to find a function that relates the input X = {x1 , x2 , ..., xn } and its associated output Y . Under certain circumstances, the entire set of features can
be used to train the classifier. But, two issues arise with this kind of an
implementation. As we use the entire set to train the classifier, it will lead
to greater computational cost. Assuming we have a training set with N data
points and m features, the computational expense is O(m3 + m2 logN ) for a
single prediction using kd-trees and linear regression. The other purpose is
that feature selection is to be a solution for the overfitting problem. This
is especially true for the medical diagnosis. If irrelevant features such as ID
number and name get identified for infected cases while performing classification, the classifier will be clearly misclassifying patients who are designated
a specific ID number or those who have a certain name [43].
There are several other advantages of feature selection. It helps in visualizing and understanding the data. For an example, the training set may
consist of 100 features. In order to visualize the separability of the data points
of the 100 features belonging to the various classes, we may require a 100dimensional plot assuming a binary classification task. If we apply feature
selection and identify 5 features that are the most significant for the classification, we are in a better position to understand and analyze the data. This
also helps to get over the curse of dimensionality [26]. Unlike other dimensionality reduction techniques such as Principal Component Analysis which
is based on the principle of projecting data to lower dimensions, feature selection methods do not alter the original data contained in the features but
merely extract an optimal, representative subset [44]. Some feature selection
methods put more emphasis on one favorable aspect over others [26]. The
best way to identify the best subset is to evaluate all possible subsets of features. But this is computationally prohibitive particularly when the number
of features are large. Further it increases the risk of overfitting [43]. The
used feature selection method is sub-optimal for building a good classifier
particularly when the features are redundant. On the other hand, the considered feature selection may select non-redundant features but they may be
irrelevant [26].
In conventional practice, the measure of merit for a feature selection
method applied to a classification task is to assess the ability of the classifier trained by the selected features to discriminate between the different
classes. In other words, highly discriminant features are selected by the fea34

ture selection method. One more criteria used to assess feature selection
method for classification is to analyze the resulting class distribution and
verify whether it is as close as possible to the original class distribution [45].

4.1

Types of Feature Selection Methods

The most common types of feature selection methods used widely for
classification come under the broad terminology of supervised feature section.
These methods are characterized by a labeled training set i.e. each training
set has a known associated label. The methods are presented in more detail
in the following sections.

4.1.1

Filter Methods

The filter methods analyze the characteristics present in the features and
rank them accordingly without utilizing any classification algorithm. In other
words, each feature is evaluated according to some criteria and a consequent
score is assigned to each feature. High scoring features are the relevant features and hence retained and low scoring features are dropped [44]. In the
univariate filter algorithm, each feature is evaluated with respect to the ranking criteria individually. Subsequently, univariate methods are more prone to
select redundant features since they do not consider the relationship between
the features. In the multivariate filter algorithms, features are evaluated in
batches and hence these algorithms are capable of handling redundant features. In the next step, the high scoring features are retained and low scoring
features are dropped [45].
Filter methods provide several advantages most notable of which is their
ease of implementation and their scalability. These feature selection methods
can be easily applied to a large dataset without any accommodations. They
can be simple and fast to implement. These feature selection methods are
independent of any classifier and hence can be applied only once before the
classifier is trained [44]. Another use of filter methods is that they can be
used as a preprocessing step to reduce dimensionality of the data and hence
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overcome overfitting [42]. Filter methods suffer from the main disadvantage
that they do not consider the relationships between features and the features
and the classifier. Thus, under certain circumstances, the classifier may perform poorly. Hence, recently multi-variate methods have been proposed that
are robust correlation between features. [44]. The feature selection methods
used in this work belong to the category of univariate filter methods as each
feature in the feature set is evaluated upon a defined criteria and the features
are ranked accordingly.

4.1.2

Wrapper Methods

Filter methods have the disadvantage of not considering the relationships
that may exist between features. Wrapper methods overcome this by evaluating subsets of features against an evaluation criteria. The criteria used by
these methods is to predict the classification performance of a given classifier
under different feature subsets [42]. In wrapper models, a predefined classifier is chosen. A particular set of features is generated at a given point of
time and the performance of the classifier using these features is evaluated.
The feature set with the highest score is then is selected for training the
actual classifier [45]. As the size of the feature space to be searched grows
exponentially, heuristic search algorithms are used to guide the subset search
process [44].
Wrapper methods achieve better classification accuracy compared to filter
methods for a small dataset [45]. Wrapper methods score over filter methods
in that they take into account the interaction between the features. Also the
model generation is included in the feature selection process. However, wrapper methods are more prone to overfitting and are computationally expensive
to implement when the number of features is large [44].

4.1.3

Embedded Methods

Embedded methods combine the best aspects of filter methods and wrapper methods. Embedded methods embed the feature selection process with
the classifier construction. Thus, these methods are computationally not in36

tensive unlike wrapper methods and the classification model is taken into
account as the features are selected [44].
There are different types of embedded methods. The first type consist
of pruning methods that first train the classifier using all the features. The
features are successively eliminated while trying to maintain the achieved
performance. The second type consists of models with a built-in mechanism
for feature selection. The third type consists of regularization models that
minimize fitting errors while simultaneously minimizing feature coefficients
[45].

4.2

Feature Selection Methods Used

In this work, five feature selection strategies were used for the purpose
of assessing the performance of the classifier under the different selected
feature sets. All of the feature selection methods used belonged to univariate
filter methods. Univariate filter methods were used since their scalability
to the number of features and the ease of implementation were particularly
pertinent to the case wholeslide images. These methods broadly emphasize
on the discriminating ability of the features and rank them appropriately.
The different feature selection methods are as described below:
• Kullback-Leibler distance
The Kullback-Leibler distance is a measure of the divergence between
two distributions P and Q. There are terms to refer to this distance
namely information divergence and relative entropy. The statistical
problem of discrimination involves computing the amount of divergence
in terms of a measure of information. Two distributions differ according
to the ease with which they can be discriminated [46]. Conventionally,
P represents the actual distribution of data while Q represents the reference model or theoretical distribution. The Kullback-Leibler distance
is a relevant feature selection method since it is not symmetric in either
of two distributions considered for discrimination. The application of
the Kullback-Leibler distance to feature selection is straightforward.
When selecting between sets of features belonging to different classes,
37

we need to select the set of features on which the two classes have the
most widely separated probability densities [47]. Given two probability
distributions P and Q on finite set χ, the Kullback-Leibler distance is
defined as:
X
P (x)
.
DK L (P ||Q) =
P (x)log
(4.1)
Q(x)
X∈χ
The physical meaning of the metric is quite apparent from the above
equation. It can be seen that this metric measures the average number of bits wasted for encoding events from P with a code generated
based on a not-so-right distribution Q [48]. The meaning can be interpreted in another way: it is a measure of the amount of information
gained when belief is reversed from the a-priori distribution Q to the
a-posteriori distribution P . In summary, the measure is the amount of
information lost when Q is used to approximate P . The metric quantizes the amount of inefficiency when the distribution is assumed to be
Q when the true distribution is P [49].
The Kullback-Leibler distance has several properties which are delineated below [50]:
1. The distance is always non-negative
DK L (P ||Q) ≥ 0 ∀P (x), Q(x).

(4.2)

2. The distance is 0 for self-similar distributions.
DK L (P ||Q) = 0 or

DK L (P ||Q) = 0 ⇐⇒ P (x) = Q(x).
(4.3)

3. The distance is asymmetric.
DK L (P ||Q) 6= DK L (Q||P ).

(4.4)

• Wilcoxon Ranksum Test
The Wilcoxon Ranksum test is a test of the difference of two populations of samples in a non-parametric manner. Another name given to
this test is the Mann-Whitney U -Statistic test. The fact that this test
is nonparametric makes it suitable to be applied to data having any unknown distributions compared to the t-test which is applicable to only
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normal distributions. There are several advantages to this method, the
primary of which is it does not assume anything about the distribution
of the sample data. It uses ranks assigned to sample instances and
weighs them accordingly. It is not sensitive to outliers [51].
The U statistic is computed from the rank sums. Let the quantities
x1 , x2 , x3 ,...,xn and y1 , y2 , y3 ,...,ym be the samples belonging to populations x and y respectively. The objective of the test is to evaluate the
hypothesis that f = g where f and g are the cumulative distribution
functions of x and y respectively Thus we wish to evaluate that one of
the two random variables is stochastically larger than the other [52].
Let the samples in x and y be arranged in order. Then each sample is
assigned a rank based on its position in the arrangement. The U Statistic for each group is calculated as the sum of the observed ranks in that
group minus the minimum rank that could be for the group size. The
minimum rank occurs when hypothetically each sample is individually
is assigned a sequential rank [53]. The expressions to compute U for
the two populations are:
U1 =

X

R1 −

n1 (n1 + 1)
.
2

(4.5)

U2 =

X

R2 −

n2 (n2 + 1)
.
2

(4.6)

As an example, the protective effect of a drug against a bacteria was
studied on two populations of rats. The first group received no treatment and other group received the treatment drug. Both groups were
fed equal amounts of the bacteria culture. Despite the rats dying in
both groups, the survival rate of rats in both groups were measured.
The only relevant alternative hypothesis to the postulation that survival times are not influenced by the drug is the fact that survival rate
of rats in the treatment group is stochastically larger than those in the
control group [52]. Numerically, let us assume five rats were present in
each of the groups. Suppose it was found that the rats in the control
group had the shortest lives, the ranks of the samples in this group
would be 1 to 5. The sum of the ranks of the rats in the control group
is 15 which is also the minimum rank that can be assigned. Therefore
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U1 = 0 implying that none of the rats in the control group lived longer
than the rats in the treatment group [53]. In case a tie is found among
samples while assigning ranks, each sample is assigned the average of
the rank.
Even though the Mann-Whitney U statistic test is non-parametric and
hence can be applied to any distribution, it has several disadvantages.
Non-parametric methods throw away essential information and use only
ranks. Thus they are less sensitive to true differences between sample
populations. To apply this test on a population, the full data set is
required. The results obtained from this test does not contain any
information about confidence intervals that quantify the range of true
difference possibilities between two groups [51].
• Bhattacharyya Distance
The Bhattacharya distance is a distance metric similar to the KullbackLeibler distance. It measures the statistical difference between two distributions. In other words, it quantifies the amount of overlap between
two probability distributions [54]. The Bhattacharyya distance is derived from the Bhattacharyya Coefficient. Let us assume P and Q
are two distributions for two classes respectively. The Bhattacharyya
coefficient is defined as:
Xq
P (x)Q(x).
ρ = BC(P (x), Q(x)) =
(4.7)
x

As it is evident from the expression above, the Bhattacharyya coefficient clearly lies in the range 0 to 1 [55]. The geometric interpretation of
the Bhattacharyya coefficient is straightforward. The coefficient measures the cosine of the angle between two N -dimensional vectors P and
Q. Thus if two distributions are identical, the angle between them is 0
radians and the cosine of the angle is 1 [56].
Xq
Xq
ρ = BC(P (x), Q(x)) =
P (x)Q(x) =
P (x)P (x)
x

x

=

X

(4.8)
P (x) = 1.

x

The Bhattacharyya distance is defined as follows:
DB (P, Q) = − ln ρ.
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(4.9)

One more popular equation that is used to compute the Bhattacharyya
distance is based on the means and variances of the two classes. The
equation for two classes k1 and k2 is as given [57]:
(
!)
1 (σk1 )2 (σk2 )2
1
(µk1 + µk2 )2
,
DB (k1 , k2 ) = ln
+
+
2
+
4
4 (σk2 )2 (σk1 )2
4((σk1 )2 + (σk2 )2 )
(4.10)
where σk1 , σk2 are the variances of k1 , k2 classes and µk1 , µk2 are the
means of the classes k1 and k2 .
The Bhattacharyya distance is widely used to measure the separability
of classes in classification. The Mahalanobis distance is a particular
case of the Bhattacharyya distance and hence the latter is more reliable and applicable to a wide range of problems. Apart from these
advantages, the Bhattacharyya distance has several favorable features.
As was mentioned before, the Bhattacharyya distance is unbiased to
the type of distribution. When the Bhattacharyya distance is applied
to histograms, the measure is independent of bin widths [58].
• F-Score
Fisher score is a simple way to assign scores to a feature and it is a
widely used feature scoring method. It uses the mean and variances of
instances and the within class variance to calculate the score. Given
the training vectors xk , k = 1, 2, . . . .m and the number of positive and
negative instances n+ and n− . The Fisher score for ith feature is given
as [59]:
F (i) =

1
n+ −1

(x̄i + − x̄i )2 + (x̄i − − x̄i )2
Pn−
,
+
−
1
+ 2
− 2
k=1 (xk i − x̄i ) + n− −1
k=1 (xk i − x̄i )

Pn+

(4.11)

where x̄i , x̄i + and x̄i − are the means of ith feature of the whole set of
features, positive class and negative class respectively.
The numerator is the discrimination between the classes and the denominator indicates the within class variation. The highest scoring
features are selected and the rest of the features are dropped. However, a disadvantage with F-Score is that it does not reveal mutual
information between features.
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• Receiver Operating Characteristic
The results of classification of a classifier are a set of labels that may be
compared with the ground truth to get information about the extent
of correct and wrong classifications. This information is visualized in
the form of a confusion matrix. The confusion matrix is a matrix
of true positives and false positives that can be used for convenient
visualization of the number of the misclassifications [60]. The Receiver
Operating Characteristic is a graphical plot of the true positives and
the false positives for a binary classification task as the discrimination
threshold is varied. Hence, the area under this curve, AU C, can be
seen as a measure of the discriminative proficiency of the classifier for
the current feature. Maximum accuracy corresponds to the AU C being
equal to 1. For two classes A ans B, the true AU C is given by,
AU C = P (XA > XB ),

(4.12)

where XA and XB are random variables representing the outputs for
classes A and B respectively [61]. Thus the AU C can be thought
of as the probability of correct ranking of A/B pair. When this is
plotted against a curve that is generated from a random guess scheme
for classification, we can obtain a measure of the discriminative power
of the feature as the area between the former and the latter curves. If
the area between between the ROC curve and the empirical diagonal
for a feature i is greater than that of another feature we can say that
the ith feature is more significant. Additionally, the AU C is equivalent
to the non-parametric Wilcoxon Ranksum test. Hence, this method
works well even when the number of instances for each feature is very
small [62].
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Chapter 5
Support Vector Machines
If there are up to 3 variables, it is statistics. If the problem is NPcomplete, it is machine learning. If the problem is PSPACE-complete, it
is AI. If you don’t know what is PSPACE-complete, it is data mining.
— Dan Levin

Support Vector Machines were first introduced by Boser et. al in 1992 [63].
Since then, SVMs have come to be the cornerstone of kernel methods and
form a central part of classifiers used in applications today. Its versatility
is particularly appealing since it can be used robustly for classification and
regression. With some modifications, it can be used for unsupervised learning
methods such as clustering. A classification task involves the usage of training
and test sets. Each example in the training set contains a defined label and
several attributes of features. The goal of SVM is to construct a model which
can effectively predict the labels of the instances in the test data given only
the test instance’s features [64].
The study of Support Vector Machines is motivated by two factors. Firstly,
the mathematics governing the construction of support vector machines is
simple and hence can be visualized and analyzed easily. Second, classifiers
built using the SVM algorithm give high performance in application areas.
Statistical learning theory can identify the factors that account for success in
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learning. Practical applications are often positioned for complex algorithms
that are difficult to analyze. The SVM makes these apparently polar ends
meet. The models constructed using SVMs are complex since they can consist of neural nets, Radial Basis functions, etc. Simultaneously the model has
been shown to correspond to linear methods and hence SVM models can be
analyzed elegantly. By using kernels, the high-dimensional data is no more
high-dimensional and all analyses can be performed in the input space [65].
This idea is further elucidated in [66] where the authors state that a solely algorithmic view of the solution can lead to poor response to the bias-variance
trade-off. SVMs estimate a linear classification decision function with the
data being previously mapped to a higher-dimensional space through kernels [66].

5.1

Motivation for SVM Usage

The performance of classifiers is strongly influenced by the capacity of
the decision function to match the training set size. Classifiers that have
a lot of adjustable parameters can easily learn a large training set. But
these classifiers easily overfit the data and hence exhibit poor generalization
to the test set. On the other hand, a classifier that has very few tunable
parameters cannot learn a large training set at all. A balance needs to be
achieved between the capacity of the classifier and its ability to generalize well
to new samples. Two factors are used to assess the generalization capacity of
the classifier: the error of the classifier on the training set and the complexity
of the model generated by the classifier [63]. Thus it is essential to restrict
the types of functions that the classifier can implement in order to generalize
well to new samples. The chosen function class should be capable of handling
an available amount of training data [65].
The objective of SVM is to find a decision boundary that is at the best
distance from samples in both classes considering a binary classification task.
Thus, the capacity of the model to generalize gets tuned by maximizing
the distance between the decision boundary and the training samples. The
classification function is generated from the “support- vectors”. These are
training samples that lie closest to each other and to the decision boundary.
These support-vectors are usually a subset of the training set [63]. The SVM
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algorithm aims to orient the decision boundary in such a way that it lies at
the maximum distance from these support-vectors [67]. The distance between
the decision boundary and the support-vectors is termed the margin. Figure
5.1 is an illustration of the hyperplane generated by an SVM classifier [68].

Figure 5.1: An illustration of the separating hyperplane.

It has been proved that the solution to achieving good generalization
is to maximize the margin or distance between the decision boundary and
the support-vectors. Maximizing the margin minimizes the maximum loss
which is a better minimization metric compared to minimization of the meansquared error as in the case of logistic regression. Ideally, the resulting decision boundary can achieve a perfect classification of the training samples.
Outliers or spurious examples can be easily eliminated by the model. Classifiers which use a mean-squared error metric ignore outliers. Smaller margin
classifiers tend to be sensitive to limited computational accuracy. Further, a
classifier generated by the maximization of the margin has a tighter bound
on the generalization performance [63].
SVMs have a dual representation that yielded better efficiency and flexibility. In this representation, the decision boundary is represented as a linear
combination of basis functions that are parametrized by the support vectors.
One more favorable feature of SVM is its ability to handle very large training
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sets which may otherwise lead to complex polynomial decision boundaries.
Classifiers with polynomial classification functions lead to a prohibitive number of parameters. In the dual representation of the SVM decision boundary,
the decision boundary is expressed as a weighted sum of a kernel function
for each support vector [63].

5.2

Decision Boundary Construction

The Support Vector Machine algorithm finds an optimal separating decision boundary between two classes A and B. Consider a training set x with
n examples and associated labels yi auch that:
(x1 , y1 ), (x2 , y2 ), ......., (xn , yn ) where yk = 1 if xk ∈ classA.
(5.1)
yk = −1 if xk ∈ classB.
With this training set, the algorithm finds a decision function D(x). Once
the model has been trained and the classification boundary is generated, the
classification of unknown patterns is predicted as:
x ∈ classA if D(x) > 0.
x ∈ classB if otherwise.

(5.2)

The generated decision functions must be linear combinations of parameters while the input is not necessarily restricted to linear relationships [63].

5.3

Direct Space Formulation

Consider the figure which shows a hyperplane defined by the equation
f (x) = wT x + b = 0. Some of the properties that are associated with this
line are as follows [69]:
• For two points x1 and x2 lying in the considered plane, wT (x1 −x2 ) = 0.
w
is the normal vector to the plane.
Hence w∗ = ||w||
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• For any point x0 on the plane, wT x0 = −b.
T

• The distance of any point x to the plane is given by w∗ (x − x0 ) =
1
(wT x + b) = ||ff0(x)
.
||w||
(x)||
With this background, consider that the margin of M exists between the
decision boundary and the support vectors. Thus all training points must
satisfy the condition [68],
w T xi + b
≤ −M if yi = −1.
||w||
w T xi + b
≥ M if yi = 1.
||w||

(5.3)

Combining the above two equations [69]:
1
yi (wT xi + b) ≥ M.
||w||

(5.4)

This on cross-multiplication yields:
yi (wT xi + b) ≥ ||w||M.

(5.5)

Given any w and b satisfying the above inequality, any positive scaled
multiple will also satisfy this inequality. Hence, if we set ||w|| = M1 , the
above condition gets modified as [69],
yi (wT xi + b) ≥ 1.

(5.6)

The distance between the support vectors in each of the classes is the
distance between the planes belonging to the two classes and hence [68]
Distance D =

2
.
||w||

(5.7)

Since we need maximize the gap, we need to minimize ||w||. Therefore
the SVM problem can be reformulated as [68], [69]
1
min ||w||2
w,b 2

subject to yi (wT xi + b) ≥ 1.
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(5.8)

Thus given a new instance x, the classifier is f (x) = sign(wT x + b).
It can be seen that in the direct space, the minimization becomes a convex
quadratic programming problem. Even though the above stated problem can
be solved using numerical techniques, the approach becomes intractable when
the number of features is very high. Additionally, no information is derived
about the support- vectors [63]. Thus the maximization of distance needs to
be performed in the dual space.

5.4

Dual Space Formulation

Applying the method of Lagrange multipliers to the direct space minimization statement,


n
X
1
2
T
αi yi (w xi + b) − 1
subject to αi ≥ 0.
L(w, b, α) = ||w|| +
2
i=1
(5.9)
The coefficients αi are the Lagrange multipliers or Kuhn-Tucker coefficients. They satisfy the condition that [63]

(5.10)
αi yi (wT xi + b) − 1 = 0.
The optimization problem in (2) is equivalent to searching for a saddle
point or minimum of L. In other words, we need to minimize the Lagrangian
with respect to w, b and maximize the Lagrangian with respect to α [63], [68].
Differentiating the Lagrangian with respect to b and setting it to 0, we get:
∂L(w, b, α)
= 0.
b
n
X

αi yi = 0.

(5.11)

(5.12)

i=1

Differentiating the Lagrangian with respect to w and setting it to 0, we get:
∂L(w, b, α)
= 0.
w
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(5.13)

w=

Pn

i=1

αi yi xi .

(5.14)

The vectors which satisfy the pattern yi (wT xi + b) = 1 are the support
vectors. As it is evident from equation 5.14, the plane specified by w which
is at a maximum distance from the support vectors is a linear combination
of the support vectors. For support vectors, αi 6= 0. [63]. The Lagrangian
becomes [69]
L(w, b, α) =

n
X
i=1

n

αi −

n

1 XX
αi αk yi yk xi xk .
2 i=1 k=1

(5.15)

This is simple convex optimization problem. The classification function
for test sample x becomes [68]
n
X
f (x) = sign(
αi yi xTi x + b).

(5.16)

i=1

5.5

Soft Margin Classification

Very often in practical classification problems, the data that is available
for training is not linearly separable. What this implies is that the data
points are not clearly separable and there is some amount of overlap between
the samples of the two classes. In such a case the above equations will lead
to wrong classification. The concept of soft-margin classification provides
solution to this problem.
When an overlap between data points of different classes is encountered,
the objective will still be to maximize the distance between the supportvectors and the decision boundary. But, additionally, we introduce a slack
variable into the class conditions so that the classifier is allowed some freedom
to misclassify points. This slack variable is defined as ξ = {ξ1 , ξ2 , . . . . . . ., ξn }
and ξ ≥ 0 [69]. This variable can be seen to be the distance from the
decision boundary of a misclassified sample which is 0 otherwise [68]. Thus
the condition for training points can be reformulated as [69]:
yi (wT xi + b) ≥ M (1 − ξ).
49

(5.17)

This reformulation captures the proportional amount by which the classification function f (x) is on the wrong side of the decision boundary. Hence
it is necessary to constrain the maximum amount
by which the prediction is
P
off. This is done by imposing a condition i ξi ≤ Constant. Now we still
need to minimize the quantity ||w||. The minimization condition becomes:
1
min ||w||2
w,b 2

subject to yi (wT xi + b) ≥ 1 − ξi ,

X

ξi ≤ Constant, ξi ≥ 0.

i

(5.18)
This is convex quadratic programming problem with linear constraints.
For easier solutions, we reformulate the above equation as,
X
1
ξi
min ||w||2 + C
w,b 2
i

subject to yi (wT xi + b) ≥ 1 − ξi , ξi ≥ 0. (5.19)

It can be observed that the maximum misclassification constraint is modeled in the second term in the above statement. The parameter C is the cost
and is assigned the role of the constant used to impose a maximum misclassification constraint. Solving the above minimization problem using a
procedure similar to that followed earlier in deriving the classification function for SVM, we get [69]:
w=

n
X

α i y i xi .

(5.20)

i=1
n
X

αi yi = 0.

(5.21)

i=1

The Lagrange dual formulation then becomes [69]:
L(w, b, α) =

n
X
i=1

n

αi −

n

1 XX
αi αk yi yk xi xk .
2 i=1 k=1

We maximize L with the constraints 0 ≤ αi ≤ C and
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Pn

i=1

(5.22)

αi yi = 0.

P
From the dual formulation we see that w = ni=1 αi yi xi with αi being
non-zero only for the support vectors. Thus the classification function is [69]:
f (x) = sign(

Pn

i=1

αi yi xTi x + b).

(5.23)

The parameter that can be used for tuning is the cost parameter C. If
the value of C is very large, the soft-margin classifier approaches the characteristics of the hard-margin classifier. If the value of C is very small, a lot of
samples will be misclassified and the norm of w is low. Therefore, the value
of C must be decided by analyzing the distribution of data in hand [68].

5.6

Kernels

One more way in which linearly inseparable data can be made separable
is by the use of kernels. Kernels are real-valued functions that map the
available training data into higher dimensions. The kernel function maps the
data into higher dimensions. Precisely the function Φ maps the linear data
in X to a non-linear real space Z, Φ : X → Z. In literature, the spaces
X and Z are called input and feature spaces respectively [69]. Thus, the
classification function now becomes
f (x) = wT Φ(x) + b.

(5.24)

Earlier, expressions were obtained that gave the classification function
for a sample xi given training vectors x. If the test sample xi is also transformed to a higher dimensional space through Φ, then the expression for the
classification function becomes [68]:
P
f (x) = sign( ni=1 αi yi Φ(xi )T Φ(x) + b).
(5.25)
We can see that the transformation function occur in dot product pairs.
Hence defining the dot product as [66]:
K(xi , x) =Φ(xi )T Φ(x).
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(5.26)

We obtain the kernel function K(xi , x). From this expression it is evident
that the actual transformation Φ need not be specified. Only the kernel
function K needs to be known to analyze how the dot products in the space
K are computed [69]. Thus, linearly inseparable data can be separated in
higher dimensions and the decision boundary can be generated.
Some of the most popularly used kernels are listed below [68]:
• Linear Kernel: K(xi , xj ) = xTi xj .
• Gaussian Kernel:K(xi , xj ) = exp(-γ(||xi − xj ||)2 .
• Polynomial Kernel:K(xi , xj ) = (1 + xTi xj )d .
• Sigmoidal Kernel:K(xi , xj ) = tanh(kxTi xj − δ).
A kernel that is of special interest is the Gaussian kernel. It can be visualized
as series of bumps and cavities each of which are centered at the respective
training sample [68].

5.7

Influence of Kernels on SVM Behavior

The kernels used in the mapping of non-separable data to higher dimensions strongly influence the parameters of the SVM model. In considering
the polynomial kernel, the degree of the polynomial influences the flexibility
or adaptability of the generated model. The linear kernel is the lowest degree
polynomial. Though it can be applied to a large class of datasets, it cannot
be applied to non-linear data. For most non-linear data, a degree 2 or degree
3 polynomial will be optimum to discriminate between the different classes.
As the degree increases, it is intuitive to note that the decision boundary fits
the data better but the curvature increases [70].
A kernel that is used in most practical biomedical applications is the
Gaussian kernel. For small values of γ, the decision boundary very closely
resembles a linear decision function. The flexibility increases with increasing
value of γ. But if the value of γ is too large, the decision function will
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Figure 5.2: The RBF Kernel.
be clearly overfitting the data [70]. Figure 5.2 shows how an RBF kernel is
structured [71]. The reason for the widespread usage of the RBF kernel is due
to the fact that it can handle non-linear relationships between the training
instances and the associated labels. Further, the linear and sigmoidal kernels
are special cases of RBF kernels for certain specific parameters. The number
of parameters that influence the complexity of the model is fewer in the RBF
kernel compared to the polynomial kernels. The range of values that the
RBF kernel can take is limited to [0, 1] while the polynomial kernel can tend
to ∞. Hence the former can be numerically handled easily. However, RBF
kernel may not be suitable for certain datasets. Under such circumstances,
it is a recommended practice to use a linear kernel [64].

5.8

Practical Measures

Some practical measures are essential while training Support Vector Machines for classification. These steps may not always guarantee enhanced
performance but it is a recommended practice to do them before training the
classifier. Some of the procedures that need to be implemented are delineated
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below:
• Feature Scaling
In most applications, it is typical to encounter features that are in
widely different ranges. In order to bring all the data within the same
working range, it is necessary to scale the features. There are several
ways in which scaling can be achieved. One approach will be to linearly
scale the data by subtracting the minimum sample value and dividing
by the range. Another approach to scale vectors of features is to make
each vector a unit vector. The most widely used approach to scale
features is to normalize the features. In other words, each feature
instance is subtracted by the mean and centralized. Then the resulting
difference is divided by the standard deviation of the feature instance.
The scaling can be done on the feature space or in the kernel space. The
scaling step very strongly influences the performance of the classifier
and hence is paramount to achieve a good classification accuracy [70].
Feature scaling can prevent feature vectors in larger ranges dominating
over features in smaller ranges. Additionally, numerical issues during
computation can be avoided if scaling is performed. Since kernels are
computed by means of inner products between feature vectors, large
feature values can prove to be difficult to handle [64].
• Cross-Validation
Classification tasks involve the central objective of optimal model selection. This model gets constructed from optimal parameters. Crossvalidation is a systematic procedure to arrive at the optimal parameters
for classification. It in intuitive to deduce that the model can generate
100% accuracy on the training set and perform poorly on the test set,
the samples of which were hitherto unknown to the classifier. In other
words, there is the additional risk of the model overfitting the data.
Hence cross-validation needs to be performed [72]. In K-Fold cross
validation, the available examples are divided into K disjoint, equally
sized sets. The classifier is trained on K − 1 subsets and it is tested
on the remaining one subset. Thus, each example in the training set is
predicted once. This gives a fair estimate of the likely classification accuracy that can be achieved on the unknown test-set. Cross- validation
is a preventive measure for the overfitting problem [64].
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• Grid-Search
The kernels are functions that map data to higher dimensions and
hence make the non-linear data separable in higher dimensions. The
parameters of the kernel play a direct role in how the classification
boundary is generated. If we consider the RBF Kernel, there is a
range of parameters that yield optimal classifier performance. Given a
value of (γ, C), increasing γ can lead to increased curvature. Decreasing γ decreases the curvature and increasing C curves the boundary
once again to account for the larger penalty. In order to find an optimal combination of parameters (γ, C), the grid-search procedure is
followed. In a two-dimensional search space, γ and C values are chosen on an incremental, logarithmic scale and the classifier accuracy for
each combination of the parameters is evaluated. The pair which gives
the best performance is chosen to train the final model [70]. Though
this process may seem to be computationally expensive, it is worth the
effort to identify the best parameters. This search process can be easily
parallelized whereas other search algorithms do not render themselves
suitable for parallelization. This approach works favorably for datasets
having thousand or more training examples [64].

55

Chapter 6
Implementations and Results
The outcome of any serious research can only be to make two questions
grow where only one grew before.
— Thorstein Veblen

This chapter discusses the methods that were followed during the implementation of the computerized diagnosis system. VIPS was used to view
the wholeslide image in a pyramid of resolutions and MATLAB R2015a was
used for the code implementation and result analysis. MATLAB provides
a comprehensive environment for code development, result visualization and
data acquisition. Image Processing Toolbox, Statistics and Machine Learning
Toolbox and the Bio-informatics Toolbox were made use of in the implementation of this work. The images were available through PEIR-VM web-page
of the University of Alabama in Birmingham [73]. The acquired wholeslide
image goes through a series of steps before the classification and the individual samples are identified. The work-flow is summed up by the flowchart
shown at the end of the chapter.

56

6.1

Image Acquisition

The source for the wholeslide images is the PEIR-VM repository of wholeslide images provided by University of Alabama, Birmingham [73]. It is a web
resource that consists of a collection of medical images that are curated and
exceed 30,000 in number. The images in the database were acquired in the
form of uncompressed TIFFs. In order to save storage space, the images were
converted to 100% quality JPEGs without any significant loss to the quality
of the image. The image libraries were rewritten and modernized using the
MediaWiki publication platform. Originally, the images in the repository
were stained using the Wright-Giemsa staining method. The images were
scanned using the AperioT M Wholeslide Image scanner. The lens was set at
40x objective during the scanning. The images were converted into digital
format using the scanner’s in-built digital camera.
The images that were acquired from the scanner are images of the whole
slide. For convenient viewing and analysis, they were converted into a DeepZoom pyramid structure with the aid of open source software packages such
as Openslide and VIPS. It is common to store wholeslide images in the form
of a pyramid with different resolutions. The zoom levels are pre-calculated
and stored in the meta-data associated in the file. At each level in the zoom
pyramid, the image can be viewed as individual tiles of a fixed size [74].
DeepZoom structure allows for smooth loading and panning with the help
of multi-resolution images and spring animations. When the image is loaded,
the software shows a low-resolution version of the image. As the higher resolutions become available, they get blended into the image. Thus, one experiences a blurred image to sharp image transition while viewing the image in
DeepZoom [75]. In our work, the wholeslide images were broken down into
resolution levels and their constituent tiles using the VIPS software. Using
the VIPS software, the wholeslide image is decomposed into a .dzi file and
a number of sub-folders. Each sub-folder is numbered automatically by the
software to denote the resolution level. Each of these sub-folders contains
the individual image tiles at that level. Higher folder numbers correspond to
higher magnification levels [76]. As observed in Figure 6.1, the clarity and
the amount of detail improve as the resolution level increases [73]. An advantage of the DeepZoom format is that it is bandwidth efficient. Since, a coarse
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(a) Pyramid Level 13.

(b) Pyramid Level 14.

(c) Pyramid Level 15.

(d) Pyramid Level 16.

(e) Pyramid Level 17.
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Figure 6.1: Image tiles at various DeepZoom pyramid resolutions.

low-resolution image is downloaded first, the overhead on the bandwidth is
reduced. Each tile can be analyzed and worked on independently. This is
favorable in terms of processing speed and transmission efficiency [75].

6.2

Image Segmentation

Image segmentation is an important preprocessing step in the malarial diagnosis process using a computer. The accuracy of the segmentation directly
influences the degree of accuracy with which the parasites are identified. If
the samples contain a lot of noise, the classifier will be unable to distinguish
between the normal and infected cells. This will lead to an increased misclassification rate. Hence, it is imperative to segment the tiles into individual
cell samples properly. In this work, the MATLAB Image Processing Toolbox
is used for all segmentation operations.
In this work, the segmentation is achieved in a series of steps. All the
segmentation steps are applied to the tiles acquired at the highest resolution
at level 17. While processing each tile, the least pixel intensity of the tile
after converting to gray-scale is observed. The range of pixel intensity that
defines a tile containing infected tiles is chosen. If the darkest pixel, i.e., the
pixel with the least intensity is found to be in the defined range, it is taken
into account for further processing. If the least pixel intensity is not in the
range, then it is deemed that the tile does not contain any infected cells and
hence it is skipped.
For the suspected tile, the mean intensity of the image is calculated. In
the next step, the image is segmented and binary mask is generated using
the Otsu’s method [77]. Thus, the cells in the foreground are white and the
background is black. Using this mask, several morphological functions are
applied. Before the tile can be segmented into individual cells, steps need to
be taken to ensure that no noisy components are present in the tile. This will
prevent improper segmentation. For this purpose, the image is morphologically eroded using a disk shaped structuring element [77]. While the slide
is stained, certain regions in the cytoplasm also get stained. This should
not be picked up by the segmentation since they do not constitute a cell
region. The connected components in the image are examined and those
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regions that have an area less than 60 are removed. The resulting binary
image is morphologically dilated to ensure that partial cells, stained cytoplasmic regions etc., are completely removed [77]. Now the segmented image
sample obtained from the Otsu’s thresholding algorithm is free of spurious
components. The complement of the binary image is morphologically filled
so that any isolated pixels inside the cell regions are filled as shown in Figure
6.2(c). Subsequently, the connected components are identified and labeled.
For each of the connected regions, several parameters such as the area and
perimeter are extracted. The area of an image is the number of pixels in
the region. If the area of a given connected component is in the range of
900 and 2600, then it is a cell and it is segmented. The numbers 900 and
2600 are arrived at by examining the areas of a representative set of cells
in the image. In the next step, the foreground and background regions are
identified. The image sample is logically masked using the generated binary
mask and the identified foreground and background masks. If the area of
the connected components is greater than 2600, then this implies an overlapping set of cells is detected as illustrated in Figure 6.2(d). Hence, circular
Hough transform [78] is used to identify the individual cells, their centers
and radii. With this information, the overlapping cells are separated into the
constituent, individual cells.
After these series of steps have been followed, the individual cell samples
can be obtained. With these samples, the labeling of whether the given
sample is infected or not is done manually. Some of the samples used for
further processing are shown in Figure 6.3 and 6.4. These samples are used
for all further processing such as feature extraction. All the 76 features are
extracted for each of the samples obtained from each of the tiles extracted
at resolution level 17.

6.3

Feature Extraction

The purpose of feature extraction is to model the data in the best possible
manner in terms of feature vectors which are values derived from the image
pixels themselves. The raw pixel information from the images cannot be
used directly since the images exhibit wide variations in characteristics such
as shapes, color and size. Also, meaningful patterns cannot be derived from
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(a) A suspected tile.

(b) Otsu thresholded image.

(c) Morphologically filled image.

(d) Overlapping cells found in tile.

Figure 6.2: Different steps in image segmentation.
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Figure 6.3: Some normal samples obtained.

Figure 6.4: Some infected samples obtained.
the just the pixel information in the images [79]. Hence, feature extraction is
an essential step to ensure that the classifier performs to the desired level. A
total of 76 features were extracted in this work. The features can be thought
of belonging to five families that extract different aspects of the image sample.
The five groups of features:
• Haralick texture features
• Gray-Level Run Length matrix properties
• Histogram features
• Shape features
• Hu’s moments
These families of features were described in greater detail in Chapter 3.
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6.4

Feature Selection

The classifier may not perform well if it is trained with the full set of
extract features. Using the whole set of features makes the classifier very
vulnerable to overfitting. Also, if the feature set is increased, the dimensionality of the data is increased which may lead to increased computational cost.
Hence, it is necessary to select an optimal set of features that can effectively
provide the same amount of information as the full feature set. A central
point of focus of this thesis is the study of the classifier performance under
different feature selection methods. We have implemented 5 feature selection
strategies that score the features and retain the 7 highest scoring features.
Of the feature selection methods considered under the purview of the study,
it is found that Kullback-Leibler distance leads to the best discrimination
between the two classes and hence results in superior classification accuracy.
F-score provides the least favorable classification accuracy. This once again
proves the fact that F-Score is fit for data that follow a normal distribution.
The classification accuracy and other performance measures of the classification with features selected based on the Bhattacharyya distance are very
close to that of Kullback-Leibler distance. However, the latter is a better
measure since it is measured based on the entropy of the data [79]. Table
6.1 provides a listing of the performance measures of the different feature
selection methods.
Table 6.1: Classification Results for different Feature Selection Methods.
Feature Selection
Method
Kullback-Leibler Distance
Bhattacharyya Distance
ROC
Wilcoxon Ranksum Test
F-Score

Accuracy
%

Sensitivity
%

Specificity
%

95.5
94.75
91.75
89.25
83.25

96.43
96.37
94.18
94.86
94.63

94.61
93.24
89.57
84.89
76.49

PPV
%

NPV
%

94.50 96.50
93.00 96.50
89.00 94.50
83.00 95.50
70.50 96.00

Additionally, it is necessary to visualize the amount of discrimination that
can be achieved between the features apart from these statistical tests. For
this purpose, kernel density estimation plots are generated for a given feature
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vector belonging to each of the classes. A kernel distribution is the most
widely used and most reliable method to estimate the probability density
function of data. This method is non parametric and hence any assumptions
about the distribution of the data is not required. The equation used to
estimate the kernel distribution [80]:


n
x − Xi
1 X
.
K
fn (x) =
nh i=1
h

(6.1)

Where n is the number of samples, K is the kernel density smoothing
function and h is the bandwidth. Figure 6.5 shows some of the KS-density
plots generated by the different methods.

6.5

SVM Classification

SVM is a robust classification mechanism widely employed for classification applications in bio-informatics. It is robust against most datasets as
compared to Neural Networks. Hence for diagnosis using wholeslide images,
SVM holds immense promise as a real time classification tool. It works by
maximizing the margin between the two classes. In most practical situations,
it is often observed that the data is not clearly separable or in other words,
the data is non-linear. For this purpose, a soft margin classifier is used in
practical situations. Figure 6.6 shows the scatter plots of features selected
by some of the feature selection methods. As it is evident from Figure 6.6,
the data points corresponding to features is non-linear. One more way to
circumvent the non-linearly separable problem is to use a kernel. In this
work, an RBF kernel is used since it has greater flexibility in fitting the data.
Additionally, other types of kernels such as linear kernel and sigmoidal kernels are special cases of the RBF kernel. The parameters of the RBF kernel
can be tuned in order to achieve a good classification performance.

64

(a) KL Distance.

(b) Bhattacharyya Distance.

(c) ROC.

(d) Wilcoxon Ranksum Test.

(e) F-Score.

Figure 6.5: KS-Density plots of some features selected by the feature selection
methods.
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Figure 6.6: The Scatter Plots generated by some feature selection methods.

6.6

Implementation Results

The images from the PEIR-VM dataset were read from their URL and
the constituent images at each level of the DeepZoom were made available
in the desktop using the libvips software. The decomposition resulted in
17 sub-folders containing the respective component image tiles. From this,
it is clear that the 17th resolution level is the highest level and all further
processing is performed on the images from this level.
For the training set, 1000 labeled instances of “Normal” cells and 300
labeled instances of “Infected” cells were used. Using standardized features
and grid-search, the parameters that yielded the lowest cross-validation error
upon performing 10-fold cross-validation were chosen for SVM tuning. This
tuned SVM was applied to test images whose classes were known in order
to calculate the classification accuracy. The tuned SVM was then used to
classify 400 labeled test images hitherto unknown to the classifier. The parameters that were used to generate the best SVM model is listed in Table
6.2.
Confusion matrix was first introduced by Ron Kohavi. It is a visual
measure of the misclassification rate in the classification task. It is a matrix
that shows the actual and predicted classifications. It is of size L × L where
L is the number of classes involved in the classification [81]. For our work,
it is a binary classification task. The confusion matrix generated for the
classification related to the different feature selection methods is shown in
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Table 6.2: SVM Parameters for Test Set Classification.
Feature Selection Method

Kernel Scale

Cost

Kullback-Leibler Distance
Bhattacharyya Distance
ROC
Wilcoxon Ranksum Test
F-Score

8
2
8
2
2

32
2
128
8
0.5

Table 6.3.
While training SVM, it is important to choose the scale and cost parameters in order for the SVM to give the best classification accuracy. 10-fold
cross-validation was found to significantly improve SVM performance. At
this stage, it is necessary to tune the SVM parameters via the grid-search
method. In this method, exponentially increasing sequences of cost C and
scale γ are considered. In each cross-validation pass, each combination of C
and γ is tried and the model that gives the least cross-validation error is chosen as the model [23]. Cross-validation ensures that the overfitting problem
will not occur. If this is not performed, the C and γ of the chosen model
may try to approximate the training data very accurately which is essentially
overfitting condition [70].
Finally the ROC curves are generated which form one more method of visualizing the classification performance of the classifier under different classification tasks. This curve graphically depicts the trade-off between sensitivity
and specificity. Overall accuracy can sometimes be estimated by measuring
the area under the ROC curve. The cut-off value of a diagnostic value determines the threshold with which increased chances of infection are implied.
Thus, it would make sense to plot the sensitivity against 1 - specificity. Under
such conditions, both true positives and false positives decrease. An ideal
test would have sensitivity and specificity both equaling 1. Thus, for the
ideal test, the ROC curve should begin from the origin and grow vertically
upwards towards 1 and then grow horizontally towards 1 along the horizontal
axis. Thus, a measure of how good the classification has been is how far to
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Table 6.3: Confusion Matrices for each Classification.
Feature Selection method

Labels

Normal

Infected

Kullback-Leibler Distance

Normal
Infected
Normal
Infected
Normal
Infected
Normal
Infected
Normal
Infected

189
7
186
7
178
11
166
9
141
8

11
193
14
193
22
189
34
191
59
192

Bhattacharyya Distance
ROC
Wilcoxon Ranksum Test
F-Score

top-left corner of the plot the curve approaches. The more the curve the
reaches this portion, the better [82]. The ROC curves for classification using
the various classification schemes are shown in Figure 6.7.

Figure 6.7: The ROC curves for the different classification schemes.
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Figure 6.8 sums up the work-flow followed in this work in order to perform
classification and measure the performance of the classification.

Figure 6.8: The steps follwed in this work.
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Chapter 7
Conclusions
If I have seen further... it is by standing upon the shoulders of giants.
— Issac Newton

In this work, a reliable decision support system for computerized diagnosis
of malaria was sought to be developed. For this quest, machine learning
proved to be a benchmark solution that could achieve robust results and
had large scale applicability. Using machine learning, a superlative degree of
system performance was achieved. There are several theoretical and practical
issues that were addressed in the course of development of this work.
During the segmentation, it was observed that the degree of perfection
achieved in segmenting the cells from the tiles directly influenced the performance of the classifier. Poor segmentation led to the classifier classifying
all the samples as only one of the labels. Training set construction was another crucial step. Insufficient number of samples led to under-fitting and
the classifier did not generalize properly to the test set. Hence, the number
of training samples were carefully chosen based on popular choices in literature as well as iterative permutations of different number of normal and
infected samples. Care was taken to ensure that proper balance between the
class samples was preserved so that the classifier did not over-fit one of the
classes.
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The set of features extracted were chosen in order to account for all
aspects of the image sample in a consummate manner. Most of the features
extracted provided scale, translation and rotation invariance. This is essential
since the individual cell samples differ widely in terms of these degrees of
freedom. Once again, for the purpose of experimentation, the entire set of
the features was used for training the classifier and it was observed that
the classifier generalized poorly to the test set. Hence, feature selection was
performed.
In the feature selection stage, filter methods were found to be of appeal
since they were scalable to the size of the training set used in this work.
The discriminative features that were chosen were easy to visualize through
corroborative KS-density plots. Of the methods used, the Kullback-Leibler
distance between the two classes of samples was found to give the best accuracy of 95.5%. This is evident from some of the aspects of Kullback-Leibler
distance. The asymmetry property of Kullback Leibler distance is pertinent
to the case of this work since the probability of finding an infected sample and a normal sample is not equal. All the performance measures for
the Kullback-Leibler distance imply that a sick patient is more likely to be
diagnosed as infected. An optimal balance between the scale and cost parameters yields a classifier that is both flexible and is not prone to over-fitting.
A point to be observed from the confusion matrices for the classifications is
that the matrices seem similar for Kullback Leibler distance and the Bhattacharyya distance measure. Even with this observation, the former is a
better measure since it is always greater than or at least equal to twice the
Bhattacharyya distance. Hence it is effective in achieving a better discrimination. Since Kullback-Leibler distance is a measure of a form of entropy,
it scores above Bhattacharyya distance in modeling the data’s characteristics. Hence it is concluded that the Kullback-Leibler distance is the best
performing feature selection method. The high numbers of false positives
for F-Score and Wilcoxon Ranksum test is a point to be noted. This reiterates the fact the F-Score is suitable to normally distributed data. Since the
Wilcoxon Ranksum test is non-parametric, it is postulated that it is leaving
out features that may otherwise be significant in achieving discrimination.
An additional observation made during the implementation of this work is
the influence of cross-validation and grid-search on the classifier performance.
Without these steps, the classifier was classifying all of the test samples as
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either one of the two labels. It is after cross-validation that the best model
for the data could be found. Feature-scaling was also found to play a pivotal
role in the classification proficiency. Without features scaling, features like
area were dominating over Hu’s moments because off the magnitude of the
values.
In conclusion, this work explored and analyzed the performance of the
SVM for detecting infected cells in a wholeslide image with features selected
by different feature selection techniques. The importance of cross-validation,
grid-search and feature scaling have been stressed in this work in order to
achieve better classification accuracy. Of the methods brought under the
purview of the work, the Kullback-Leibler distance based feature selection
led to a benchmark accuracy. This work may be the starting point of more
sophisticated systems that can aid clinicians in making an informed decision
about the diagnosis of malaria. This work with possible developments in
the future holds the promise of standardizing health-care in areas that are
severely affected by malaria and suffer from lack of human and material
resources.
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