Abstract. We consider function spaces of Besov, Triebel-Lizorkin, Bessel-potential and Sobolev type on R d , equipped with power weights w(x) = |x| γ , γ > −d. We prove two-weight Sobolev embeddings for these spaces. Moreover, we precisely characterize for which parameters the embeddings hold. The proofs are presented in such a way that they also hold for vector-valued functions.
Introduction
Weighted spaces of smooth functions play an important role in the context of partial differential equations (PDEs). They are widely used, for instance, to treat PDEs with degenerate coefficients or domains with a nonsmooth geometry (see e.g. [4, 22, 26, 42] ). For evolution equations, power weights in time play an important role in order to obtain results for rough initial data (see [11, 20, 25, 31] ). In addition, here one is naturally confronted with vector-valued spaces. Our work is motivated by this and will be applied in a forthcoming paper in order to study weighted spaces with boundary values.
For general literature on weighted function spaces we refer to [8, 16, 22, 26, 30, 32, 41, 42] and references therein. Also vector-valued function spaces are intensively studied (see [2, 3, 36, 37, 38, 43, 45] and references therein). Less is known on vector-valued function spaces with weights (see [4, 28] and references therein). Some difficulties come from the fact that in the vector-valued case the identities W 1,p = H 1,p and L p = F 0 p,2 hold only under further geometric assumptions on the underlying Banach space (see below).
In this paper we characterize continuous embeddings of Sobolev type for vector-valued function spaces with weights of the form w(x) = |x| γ with γ > −d, where d is the dimension of the underlying Euclidian space. We consider several classes of spaces: Besov spaces, Triebel-Lizorkin spaces, Bessel-potential spaces and Sobolev spaces. In the embeddings which we study we put (possibly different) weights w 0 (x) = |x| γ0 and w 1 (x) = |x| γ1 on each of the function space. These embeddings and their optimality are well-known in the unweighted case (see e.g. [37, 39, 41] ). For scalar-valued Besov spaces with general weights from Muckenhoupt's A ∞ -class (see Section 2) the embeddings were characterized in [18] . In the latter work also the compact embeddings for scalar Triebel-Lizorkin spaces are characterized. Sufficient conditions for scalar-valued Triebel-Lizorkin spaces in the case of one fixed weight w for both spaces are considered in [8] .
Results for Sobolev spaces are obtained e.g. in [22, 26] . A different setting is studied [32] , which we discuss in Remark 1.9 below.
The approach of [18] to the scalar Besov space case is based on discretization in terms of wavelet bases and on weighted embeddings of [23] . In the special case of power weights we can give elementary Fourier analytic proofs for the necessary and sufficient conditions. These apply also in the general vector-valued case, and so we do not have to impose any restriction on the underlying Banach space throughout.
For a further discussion, let us describe the results in detail. Throughout, let X be a Banach space. For p ∈ (1, ∞] and q ∈ [1, ∞], let B s p,q (R d , w; X) denote the Besov space with weight w(x) = |x| γ , where γ > −d (see Section 3.1). The following two-weight characterization of Sobolev type embeddings for these spaces is the first main result of our paper. (1.3)
For p ∈ (1, ∞), q ∈ [1, ∞] and w as above, let F s p,q (R d , w; X) denote the weighted TriebelLizorkin space (see Section 3.1). The following characterization is our second main result. Unlike in Theorem 1.1, the characterization is given only for 1 < p 0 ≤ p 1 < ∞ (see, however, Proposition 1.6 below). Important in this result is that q 0 ≤ q 1 is not required in the sharp case s 0 − (2) The parameters satisfy either (1.2) or (1.6)
Remark 1.3. (i)
The scalar version X = C of Theorem 1.1 with general weights w 0 , w 1 from Muckenhoupt's A ∞ -class is proved in [18, Section 2] . For w 0 = w 1 ∈ A ∞ satisfying inf x∈R d w(B(x, t)) ≥ t ε with ε > 0, the implication (2) ⇒ (1) of Theorem 1.2 can be found in [8, Theorem 2.6] in the scalar case. In our setting, this corresponds to the case γ 0 = γ 1 ≥ 0. (ii) In the unweighted case, i.e., γ 0 = γ 1 = 0, results such as Theorems 1.1 and 1.2 are well-known and go back to works of Jawerth, Nikol'skij, Peetre and Triebel (see [41, Section 2.7 .1] for a historical overview). A detailed account on these embeddings in the vector-valued setting can be found in [37] . (iii) Theorem 1.1 gives embeddings for p 0 > p 1 , which is only possible in the presence of weights.
In Proposition 1.6 we obtain a partial result also for Triebel-Lizorkin spaces in this case. (iv) In Theorems 1.1 and 1.2, suppose that p 0 < p 1 . Then the condition p0 that γ 0 = γ 1 < 0 is excluded. In this case one only has the trivial embeddings (i.e., the embeddings under the assumption (1.2)). (vi) It is a well-known fact that Sobolev embeddings for Triebel-Lizorkin spaces are independent of the microscopic parameters q 0 , q 1 (see [8, 37, 41] ).
Our proof of the sufficiency of the stated relations in Theorem 1.1 is based on a direct twoweight extension of an inequality of Plancherel-Polya-Nikol'skij type (see Proposition 4.1, and [41, Section 1.3] for an overview). For γ 0 , γ 1 ≥ 0 this inequality is obtained by extending the proof of the one-weight version of [8] to the present situation. For negative weight exponents we use the weighted Young inequalities from [9, 19] . The necessity of these conditions follows from suitable scaling arguments, see Propositions 4.7 and 4.9. Observe that L p (R d , | · | γ ) scales to the power − d+γ p , which explains the importance of this number. Moreover, the relation γ1 p1 ≤ γ0 p0 is in particular sufficient to apply the results of [9, 19] . Theorem 1.2 is derived from Theorem 1.1 using a weighted version of a Gagliardo-Nirenberg type inequality for F -spaces (see Proposition 5.1). Here we follow the presentation of [37] .
As a consequence of Theorem 1.2 we characterize embeddings for Bessel-potential and Sobolev spaces. For p ∈ (1, ∞) and w(x) = |x| γ , where
denote the weighted Bessel-potential space with s ∈ R, and let W m,p (R d , w; X) denote the weighted Sobolev space with m ∈ N 0 (see Section 3.2).
The following assertions are equivalent: (1) One has the continuous embedding
(2) The parameters satisfy
(2) The parameters satisfy (1.7).
The necessity of (1.7) for the embeddings in the Corollaries 1.4 and 1.5 is actually valid for all γ 0 , γ 1 > −d, as a consequence of Proposition 4.7. The restrictions in the sufficiency part mean that w 0 ∈ A p0 and w 1 ∈ A p1 , where A p denotes Muckenhoupt's class (see Section 2) .
In the general vector-valued case, the H-and the integer W -spaces are not contained in the Band F -scale, respectively. It holds that
if and only if X is isomorphic to a Hilbert space (see [17] and [37, Remark 7] ). Moreover,
characterizes the UMD property of X (see [1, 27, 45] for details). We obtain the sufficient conditions in the above corollaries from embeddings of type
which are valid for all Banach spaces X and A p -weights w (see Proposition 3.12), and the independence of the embeddings for the F -spaces. For the latter embedding in (1.10) we show in Remark 3.13 that it is necessary that w satisfies a local A p -condition, which results in
is a consequence of γ 1 /p 1 ≤ γ 0 /p 0 and p 0 ≤ p 1 . This explains our restrictions on the weight exponents to the A p -case. In view of the Theorems 1.1 and 1.2, and the results in [32] (see Remark 1.9), we do not expect these restrictions to be necessary.
The result of Theorem 1.1 for Besov spaces and 1 < p 1 < p 0 < ∞ cannot be extended to F -, H-and W -spaces in the usual way. We prove the following in this case.
, and let w 0 (x) = |x| γ0 and w 1 (x) = |x| γ1 . The following assertions are equivalent:
(1) One has the continuous embedding
(2) One has the continuous embedding
The parameters satisfy
Note that the above result shows that there is no embedding in the important sharp case 
. Proposition 1.6 only contains a partial answer to this, because of the restrictions on γ 0 , γ 1 , q 0 and q 1 .
s/2 be the Bessel potential. Corollary 1.4 gives a characterization of the boundedness of J −s0 :
for certain power weights w 0 and w 1 for p 0 ≤ p 1 and all s 0 ≥ 0. The equivalent condition of [33] can be difficult to check. Moreover, in Proposition 1.6 we provide a characterization of the boundedness of J −s0 for power weights w 0 and w 1 for p 1 < p 0 and all s 0 ≥ 0. It seems that the problem for J −s with p 1 < p 0 has not been considered before.
In [35] necessary and sufficient conditions on w 0 , w 1 , p 0 , p 1 , s 0 can be found for the boundedness of the Riesz potential I −s0 = (−∆) −s0/2 for p 0 ≤ p 1 and 0 ≤ s 0 < d. The case p 1 < p 0 has been considered in [44] .
Together with elementary embeddings, the Theorems 1.1 and 1.2 provide certain embeddings between B-and F -spaces. These can be strengthened to so-called Jawerth-Franke embeddings, see Theorem 6.4. Here we restrict to the case of A p -weights (see Remark 6.6 for a discussion). We also use the above results to show embeddings of weighted B-, F -, H-and W -spaces into (unweighted) spaces of continuous functions, see Proposition 7.4. Again we can follow the presentation of [37] . For the case of a single weight w ∈ A ∞ , in the scalar-valued case the Jawerth-Franke embeddings are shown in [8, 18] . Remark 1.9. Recently, in [32] the classical Caffarelli-Kohn-Nirenberg inequalities (see [10] ) are extended to general power weights. It is characterized when
where
Here it is assumed that w 0 (x) = |x| γ0 , w(x) = |x| γ and w 1 (x) = |x| γ1 with γ 0 , γ, γ 1 ∈ R and p 0 , q, p 1 ∈ [1, ∞). Our results can be compared to the ones in [32] only in a very special case of both our and the setting in [32] , namely for 1) ), q = p 0 , p 1 < ∞, s 0 = 1 and s 1 = 0. In this special case the equivalence of (1.12) with the condition on the parameters γ 0 , γ 1 , p 0 , p 1 in [32] coincides with ours (see Corollary 1.5 if p 0 ≤ p 1 and Proposition 1.6 if p 0 > p 1 ).
On the other hand, one of the main and novel points in the results in [32] is that the powers weights are not necessarily of A ∞ -type and two different powers weights w 0 , w and exponents p 0 , q in the Sobolev space are considered. Outline. In Section 2 we consider preliminaries for the treatment of weighted function spaces, such as maximal inequalities and a multiplier theorems. These are used in Section 3 to derive basic properties of the vector-valued spaces. In Section 4 we prove the characterization for Besov spaces, and in Section 5 the case of F -, H-and W spaces is treated. In Section 6 we show embeddings of Jawerth-Franke type and in Section 7 embeddings into unweighted function spaces.
Notations. Positive constants are denoted by C, and may vary from line to line. If X, Y are Banach spaces, we write X = Y if they coincide as sets and have equivalent norms. For p ∈ [1, ∞], the standard sequence spaces are denoted by ℓ p .
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Preliminaries
Here we collect the tools from harmonic analysis that are needed in the treatment of the weighted function spaces in the next section. 
We refer to [13] , [15, Chapter 9] and [40, Chapter V] for the general properties of these classes.
Example 2.1. Let w be a power weight, i.e., w(x) = |x| γ with γ ∈ R. Then for p ∈ (1, ∞) we have (see [15, Example 9 
Let (X, · ) be a Banach space. For a strongly measurable function f :
and set further
where B(x, r) = {z ∈ R d : |z − x| < r}. For any weight w : 
Proof. For q = ∞ one uses that
and applies the boundedness of M on
. If 1 < q < ∞ and X = R, the result can be found in [5, Theorem 3.1] and [21] . The vector-valued case can be obtained from the scalar case by applying it to
For a given function ϕ : R d → C and t > 0, we define the function ϕ t :
The following lemma is well-known to experts.
A partial converse of the lemma holds as well: if for a positive radial decreasing function
with a constant C independent of f and t > 0, then w ∈ A p (see [40, p. 198] ). 
Now the first asserted inequality follows from the boundedness of
Thus the second assertion for q ∈ (1, ∞) follows from Proposition 2.2. The case q = ∞ is a consequence of (2.1) and the boundedness of M on L p (R d , w).
2.3.
A multiplier theorem. Let X be a Banach space, and let S (R d ; X) be the space of Xvalued Schwartz functions. We write
Recall that F is a continuous isomorphism on
The space of all X-valued tempered distributions is denoted by
The following result is an extension of [41, Theorem 1.6.3] and [43, Formula 15.3(iv) ] to the weighted vector-valued setting. For a compact set
where λ > Proof. This can be proved as in [41 
Definitions and properties of weighted function spaces
In this section we define and investigate the basic properties of function spaces with general A ∞ -weights. The definitions extend those of [8] to the vector-valued setting. In [34] it is shown that one actually only needs a local version of this condition, called A loc ∞ , to obtain reasonable spaces. Since we are mainly interested in power weights w(x) = |x| γ , for which one easily sees that w ∈ A ∞ if and only if w ∈ A loc ∞ , we restrict ourselves to the A ∞ -case. The arguments employed for the basic properties of the spaces are well-known and completely analogous to the unweighted, scalar-valued case (see e.g. [37, 41] ). We thus refrain from giving too many details and rather refer to the literature at most of the points.
3.1. Besov and Triebel-Lizorkin spaces.
Let Φ be the set of all sequences (ϕ n ) n≥0 constructed in the above way from a function ϕ that satisfies (3.1).
For ϕ as in the definition and f ∈ S ′ (R d ; X) one sets
Moreover, if s ∈ R + \N, then we set
As in the scalar case, one can show that these are Banach spaces. Note that
, with the usual modifications for q = ∞.
The following is a consequence of Proposition 2.4.
Proposition 3.4 (Independence of ϕ). Let X be a Banach space and w ∈ A ∞ .
(1) For all s ∈ R and p, q
Proof. Choose r ∈ (0, min{p, q}) such that w ∈ A p/r . 
Obviously, J s1 J s2 = J s1+s2 for s 1 , s 2 ∈ R, and J 0 is the identity mapping on S ′ (R d ; X).
Definition 3.7. Let X be a Banach space, s ∈ R, p ∈ [1, ∞) and let w be a weight. Let the
It is immediate from the definition that
. Certain embeddings and identities between these spaces and Triebel-Lizorkin spaces hold under geometric assumptions on X, see (1.8) and (1.9). 
is for all δ ∈ (0, 1) contained in a ball that only depends on N . Applying again Proposition 2.4, we obtain that there is C > 0, independent of δ, such that
, and the right-hand side tends to zero as δ → 0. Since η(δ·)f N ∈ S (R d ; X), the assertion for the Triebel-Lizorkin spaces follows. Similiar arguments show the assertion for the Besov spaces.
For the density of
Proof. Choose r ∈ (0, min{p, q}) such that w ∈ A p/r . Using Proposition 2.4, the same proof as in the unweighted case gives the assertions (see [41, Theorem 2.3.8]).
defines an equivalent norm on F (1) For all 1 ≤ q 0 ≤ q 1 ≤ ∞ and s ∈ R one has
(2) For all q 0 , q 1 ∈ [1, ∞], s ∈ R and ε > 0 one has
The H-spaces are related to the B-and F -spaces as follows.
Proposition 3.12. Let X be a Banach space, s ∈ R, p ∈ (1, ∞) and w ∈ A p . Then
Proof. Using Propositions 3.9 and 3.10, it suffices to consider the cases s = m = 0. But then (3.9) and (3.10) are the same as (3.7) and (3.
For f ∈ S (R d ; X) we have f = n≥0 S n f almost everywhere on R d . Therefore
and the first part of (3.8) follows by taking L p (R d , w)-norms and Lemma 3.
. By the definition of S n and ϕ n for each x ∈ R d , one has
Let ψ : R d → R + be defined by ψ(y) = sup{ϕ 0 (z) : |z| ≥ |y|}. It follows from Lemma 2.3 that
which proves the second part of (3.8).
Remark 3.13. The proof shows that the embeddings on the left-hand sides in the above proposition are also true for p = 1 and w ∈ A ∞ . For the embeddings on the right-hand side this is different: For p ∈ (1, ∞), let A loc p be the class of weights defined in [34] , i.e., w ∈ A
where the supremum is taken over all cubes Q in R d with sides parallel to the coordinate axes. For weights of the form w(x) = |x| γ one can check that w ∈ A loc p if and only if w ∈ A p . Now we claim that [34, p. 178] ) and the embedding ℓ 2 ֒→ ℓ ∞ . Conversely, assume that (3.11) holds for a weight w. Let (ϕ j ) j≥0 ∈ Φ. Using the continuity of ϕ 1 and ϕ 1 (0) > 0, we can find c > 0 and N ∈ N such that Re(ϕ(x)) ≥ c for all |x| ≤ d2 −N +2 . Let Q be a cube with
Denoting by ℓ(Q) the maximal axis length of Q, it then holds ℓ(Q) < 2 −(j+N −1) . Now for every x ∈ Q one has
where we used that
for all x, y ∈ Q.
Let λ = C |Q| Q f (y) dy. The above estimate and (3.11) yield
.
Rewriting this gives
As in [24, Equation (3.12)] (basically by taking f = 1 Q w ′ ) this implies
Since the definition of A loc p is independent of the upper bound for the cube size (see [34, Remark 1.5]) we obtain that w ∈ A loc p .
Embeddings for Besov Spaces -Proof of Theorem 1.1
From now on we specialize to power weights, i.e., w(x) = |x| γ with γ > −d. We first consider sufficient conditions for the embedding, and show their optimality in the next subsection.
4.1. Sufficient conditions. In this subsection we prove the sufficiency part for the embedding for Besov spaces, i.e. Theorem 1.1 (2) ⇒ (1). The main ingredient of the proof is the following two-weight version of an inequality of Plancherel-Polya-Nikol'skij type. As already mentioned in the introduction, a completely different proof for the scalar version of Theorem 1.1 is given in [18] . 
|x| < t}, where t > 0 is fixed. Then for any multiindex α there is a constant C α , independent of f and t, such that For the proof of the proposition we make use of the following weighted version of Young's inequality (see [19, Theorem 3 .4 (3.7)] or [9, Theorem 2.2 (ii)]). The proof is based on the SteinWeiss result on fractional integration (see [6] for a short proof).
Lemma 4.3. Let 1 < q ≤ r < ∞ and a, b, c ∈ R be such that
Then there is a constant C such that for all measurable functions f and g one has −dp dy ≤ C B(x,1) w(y) dy.
Proof. If we let g x (z) = 1 B(x,1) (z) and s 0 = |x − y| + 1, then its maximal function M g x satisfies
Therefore, since w ∈ A p , we see that
w(y) dy, and the proof is finished.
Proof of Proposition 4.1. By a scaling argument it suffices to consider the case t = 1. Let B 1 = {x ∈ R d : |x| < 1}. For α = 0, the same arguments as in the proof of [41, Proposition 1.
for all p 1 ∈ (1, ∞] and γ 1 > −d. We may thus restrict to the case α = 0. The proof of (4.2) for α = 0 is split into several cases of which some are overlapping. In Case 1 we treat p 1 = ∞, in Cases 2-6 we consider p 0 ≤ p 1 < ∞, and in Case 7 we derive the estimate for p 0 > p 1 .
Case 1: p 0 < ∞ and p 1 = ∞. Then γ 0 ≥ 0 by assumption, and (4.2) is independent of γ 1 due to 
Now since η is a Schwartz function, there is a constant C such that |η(y)| 
Combining this with (4.5) we obtain
, then as in [8] we take a function φ ∈ S (R d ) with φ(0) = 1 and supp φ ⊂ B 1 . Since f is smooth, we have that φ(r·)f ∈ L ∞ (R d ; X) for all r > 0. For x ∈ R d , embedding (4.6) the dominated convergence theorem imply that
Case 2: p 0 ≤ p 1 < ∞ and γ := γ 0 = γ 1 ≥ 0. Let w(x) = |x| γ . We can assume p 0 < p 1 , since the other case is trivial. By Case 1 we know that f ∈ L ∞ (R d ; X), and from (4.6) we obtain
where in the last step we applied Case 2. For the integral over B 1 , let p = p 1 γ0 γ1 > p 1 . We apply Hölder's inequality with
where in the last step we used Case 2. Case 4: p 0 ≤ p 1 < ∞ and 0 ≤ γ 0 < γ 1 . Then necessarily p 0 < p 1 . First consider the integral over B 1 . Since γ 1 > γ 0 , we have
where in the last step we applied Case 2. Next consider R d \B 1 . We have
where r = p0 q as in Case 1 and w ′ (y) = |y| −γ0/(r−1) . By Lemma 4.5, for |x| ≥ 1 one can estimate
and thus (r − 1)r ′ q = p 0 yields
Substituting (4.8) into (4.7)
, we obtain
where the last estimate is a consequence of |x| ≥ 1 and
where g(x) = f (x) . Set
We claim the conditions of Lemma 4.3 hold. Indeed, note that b + c ≥ 0 is equivalent to 
) be arbitrary, and set w(x) = |x| γ . Then γ 1 /p 1 ≤ 0 < γ/p 0 < γ 0 /p 0 . Therefore, by Cases 5 and 3 we have
Case 7: p 1 < p 0 < ∞ and γ 0 , γ 1 > −d. For ε > 0 we use Hölder's inequality with respect to the finite measure |x|
The assumption γ1+d p1
implies that
To estimate the weighted L p1 -norms over B 1 , for ε > 0 we use Hölder's inequality with respect to the finite measure |x| −d+ε dx on B 1 , which gives
Here in the last line we have set w 0 (x) = |x| γ0 with γ 0 :=
Observe that if ε is sufficiently small, then the assumptions γ 1 + d > 0 and , respectively. Therefore, by Cases 2-6 we obtain that
Combing these estimates yields (4.2).
Proof of Theorem 1.1 (2) ⇒ (1). If (1.2) holds, then embedding (1) follows from Proposition 3.11. Moreover, if (1.4) implies (1), then (1) also follows from (1.3) by Proposition 3.11. Assume that (1.4) holds. For (1) it suffices to consider the case q :
Therefore, using s 1 + δ = s 0 , we find that
4.2.
Necessary conditions. In this subsection we prove Theorem 1.1 (1) ⇒ (2). We start with an elementary lemma.
Lemma 4.6. Let p ∈ [1, ∞] and w(x) = |x| γ with γ > −d. Let (ϕ n ) n≥0 ∈ Φ and j ∈ {−1, 0, 1}. Then there is a constant C ϕ,p,γ,j such that for every n ≥ 2 one has
Proof. Since ϕ n = ϕ 1 (2 −n+1 ·), this follows from a straightforward substitution argument.
We give necessary conditions for an embedding for general p 0 and p 1 .
Proof. Let (ϕ n ) n≥0 ∈ Φ. By (4.9), for every n ≥ 0 one has w0) . By the assumption on the support of (φ n ) n≥0 one gets that
Using Lemma 4.6, this implies that there is a constantC such that
be such that f has support in {x ∈ R d : |x| < 1}. Let λ ≥ 1 and e 1 = (1, 0, . . . , 0). Then supp (F (f (· − λe 1 ))) = supp ( f ). By (4.9) one has w0) , and as before this yields
We claim that there are constants c, C > 0, depending on p, γ, d, f , such that for all λ ≥ 1 one has
From (4.11) and (4.12) it would follow that for all λ ≥ 1 we have cλ γ1/p1 ≤ C(1 + λ γ0 ) 1/p0 . Letting λ tend to infinity then gives
Estimate (4.12) is trivial for p = ∞. To prove (4.12) for p < ∞, we first consider the case γ ≥ 0. We estimate
On the other hand,
Next we consider the case γ < 0. Since f ∈ S (R d ), there is a C such that one has |f (x)| p ≤ C(1 + |x|) −dp for x ∈ R d . By Lemma 4.5 we can estimate
For the lower estimate we have
This completes the proof of (4.12) and therefore the proof of γ 1 /p 1 ≤ γ 0 /p 0 . Next let ϕ be as in Definition 3.1 and for each t > 0 define f t :
Rescaling gives
Letting t ↓ 0 implies that
Remark 4.8. In the above proof, the assumption p 0 , p 1 > 1 was only employed to show
in case γ 0 < 0.
For p 1 < p 0 we can sharpen the necessary condition (4.10) for an embedding. 
Then
(4.14)
Remark 4.10. Observe here that γ1 p1 < γ0 p0 is already a consequence of γ1+d p1 < γ0+d p0 and p 1 < p 0 . To prove the proposition, we need the following density result. Observe that the proof heavily depends on the fact that the weight is of power type.
Proof. By Lemma 3.8, for the assertion it suffices to consider f ∈ S (R d ). We construct a sequence
We proceed as in [29, Section 6] , where a much stronger result has been obtained for the one-dimensional setting. Let ζ ∈ S (R d ) be such that ζ(ξ) = 1 if |ξ| ≤ 1, and ζ(ξ) = 0 if |x| ≥ 2. Let ζ n = n d ζ(nx) and f n = ζ n * f . Choose an integer k ≥ 0 so large that −2kp
where we used
It suffices to show that for any multiindex a one has lim 
and the latter converges to zero as n tends to infinity by the dominated convergence theorem.
Proof of Proposition 4.9. In Proposition 5.3 we have already seen that
Assume that
holds true. We show that this leads to a contradiction. Let f ∈
Then it follows from (4.13) that (4.2) holds with t = 1. By scaling we see that for all f ∈ L p0 (R d , w 0 ) such that f has compact support one has
From Lemma 4.11 we see that (4.15) 
. Then using polar coordinates one easily checks that
We can finish the proof of the necessary conditions for the embeddings of Besov spaces.
Proof of Theorem 1.1 (1) ⇒ (2)
. It suffices to consider X = C. It follows from (1.1) and Proposition 3.11 that B ) a j ϕ 3j . We have ϕ n * ϕ 3j = 0 only for n = 3j + l with l ∈ {−1, 0, 1}, and by Lemma 4.
with a constant C independent of N and a j . But this is only possible for q 0 ≤ q 1 . Now suppose that (ii) holds. Then and this contradicts (ii). If p 0 = p 1 , then γ 0 = γ 1 follows from (ii) and therefore, s 0 ≥ s 1 by (4.10). If s 0 = s 1 , then it follows as above that q 0 ≤ q 1 . Hence (1.2) is valid.
5. Embeddings for Triebel-Lizorkin spaces -Proof of Theorem 1.2 5.1. Sufficient conditions. In the proof of the sufficiency part of Theorem 1.2 we employ ideas from [7] and [38] . One has the following Gagliardo-Nirenberg type inequality for spaces with weights.
Proposition 5.1. Let X be a Banach space, q, q 0 , q 1 ∈ [1, ∞] and θ ∈ (0, 1). Let p, p 0 , p 1 ∈ (1, ∞) and −∞ < s 0 < s 1 < ∞ satisfy
Let further w, w 0 , w 1 ∈ A ∞ be such that w = w
In particular, one can take w = w 0 = w 1 .
Proof. Due to [7, Lemma 3.7] , for any sequence of scalars (a j ) j≥0 one has
Thus Hölder's inequality gives
, and the assertion follows from Proposition 3.11.
We turn to the proof of sufficiency. 
Obviously, g is continuous, and lim θ↑1 g(θ) = γ 1 . Since γ 1 > −d we can choose a θ ∈ (θ 0 , 1) such that γ := g(θ) > −d. Let v(x) = |x| γ , and let r be defined by
From Proposition 3.11 and Theorem 1.1 (using r ≥ p 1 ) one obtains that
. Substituting the latter estimate in (5.1), one deduces that
5.2.
Necessary conditions. The necessary conditions for the F -spaces are a direct consequence of the result for the B-spaces.
Proof of Theorem 1.2 (1) ⇒ (2). Assume (1). It suffices to consider
Therefore, (2) follows from the Propositions 4.7 and 3.11.
Now we can prove the characterization for the H-and W -spaces in case p 0 ≤ p 1 .
Proof of Corollaries 1.4 and 1.5. This follows from Theorem 1.2 and Proposition 3.12.
Remark 5.2. It is unclear to us whether Corollaries 1.4 and 1.5 hold for all γ 0 , γ 1 > −d. This is contained in [32] for s 0 = 0, s 1 = 0 in the case of W -spaces.
In Proposition 1.6 we give a characterization for the embedding of H and F -spaces in case p 1 < p 0 . Its proof will be based on the following result.
Proof. It suffices to consider the case X = C and s 1 = 0. The Propositions 3.12, 4.7 and 4.9 imply that s 0 − 
By applying the above estimate to f (λ·) for λ > 0, scaling shows that
Letting λ → ∞ gives
By density it follows that for all f ∈ S ′ (R One has that g ∈ L p0 (R d , w 0 ). Indeed, using polar coordinates one sees that Now the proof can be finished as before.
We obtain the following consequences for the F -and the W -spaces. 
