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Abstract—Approximate capacity regions are established for
a class of interfering multiple access channels consisting of
two multiple-access channels (MACs), each with an arbitrary
number of transmitters, with one transmitter in each MAC
causing interference to the receiver of the other MAC, a channel
we refer to henceforth as the MAC-IC-MAC. For the discrete
memoryless (DM) MAC-IC-MAC, two inner bounds are obtained
that are generalizations of prior inner bounds for the two-
user DM interference channel (IC) due to Chong et al. For
the semi-deterministic MAC-IC-MAC, it is shown that single-
user coding at the non-interfering transmitters and superposition
coding at the interfering transmitter of each MAC achieves a
rate region that is within a quantifiable gap of the capacity
region, thereby extending such a result for the two-user semi-
deterministic IC by Telatar and Tse. For the Gaussian MAC-IC-
MAC, an approximate capacity region that is within a constant
gap of the capacity region is obtained, generalizing such a result
for the two-user Gaussian IC by Etkin et al. Contrary to the
aforementioned approximate capacity results for the two-user IC
whose achievability requires the union of all admissible input
distributions, our gap results on the semi-deterministic and the
Gaussian MAC-IC-MAC are achievable by only a subset and one
of all admissible coding distributions, respectively. The symmetric
generalized degrees of freedom (GDoF) of the symmetric Gaus-
sian MAC-IC-MAC with more than one user per cell, which is a
function of the interference strength (the ratio of INR to SNR at
high SNR, both expressed in dB) and the numbers of users in each
cell, is V-shaped with flat shoulders. An analysis based on signal-
level partitions shows that the non-interfering transmitters utilize
the signal-level partitions at the receiver where they are intended
that cannot be accessed by the interfering transmitters (due
to the restriction of superposition coding), thereby improving
the sum symmetric GDoF to up to one degree of freedom
per cell under a range of SINR exponent levels, which in
turn becomes wider as the number of transmitters in each cell
increases. Consequently, time-sharing between interfering and
non-interfering transmitters is GDoF-suboptimal in general, as
is time-sharing between the two embedded MAC-Z-MACs.
Index Terms—Approximate capacity, capacity bounds, inter-
fering multiple-access channels, generalized degrees of freedom.
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I. INTRODUCTION
Due to the rapid increase of data demands in recent years,
wireless co-band communication has drawn significant interest
in both theory and practice. Bluetooth and Wi-Fi have both
been established on 2.4 GHz band, and more recently 3GPP in-
troduced LTE Licensed Assisted Access (LAA) to offload LTE
packets to unlicensed spectrum at 5 GHz, which causes Wi-
Fi and LAA to coexist. Such emerging technologies motivate
the study of co-band interference between cellular networks in
network information theory. In this paper, we obtain bounds on
the capacity region and approximate capacity regions for the
discrete-memoryless, semi-deterministic and Gaussian classes
of mutually interfering two-cell MAC networks in which there
is interference from one of the transmitters of the MAC to
the receiver of the other MAC. For brevity, we refer to this
two-cell network as the MAC-IC-MAC. As shown in Fig. 1,
the MAC-IC-MAC captures many practical communication
scenarios. Fig. 1a shows an uplink cellular network where
devices 1.1 and 2.1 are located on the cell edge so that
interference paths exist between the two cells as indicated
by the dashed arrows, whereas devices 1.2 and 2.2 do not
cause interference to the neighboring cell due to their favorable
access location in their own cell. Fig. 1b represents a femtocell
network, where similar partial interference exists between the
macrocell and femtocell. The study of the capacity region
of MAC-IC-MAC could therefore provide an approach to
increasing uplink throughput and cell edge spectrum efficiency
for co-band networks.
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Fig. 1: Examples of the MAC-IC-MAC
From a theoretical point of view, this paper on the MAC-
IC-MAC can be seen as the outcome of an effort to unify
and generalize the capacity results for the MAC [1]–[3] on
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2the one hand, and the more recent capacity approximations
for the two-user IC [4]–[10] on the other. The main results of
this paper are described next.
1) Two achievable rate regions for the DM MAC-IC-MAC:
We unify and generalize the capacity region of the DM MAC,
seen as a tight inner bound, and the best known inner bounds
for the two-user DM IC due to [5]–[7], [9], to obtain two inner
bounds for the DM MAC-IC-MAC.
The coding scheme we employ is what would be deemed
the most natural for it: each of the two interfering transmitters
employ rate-splitting and superposition coding (the CMG
scheme of [9]) and the non-interfering transmitters in each
MAC employ single-user random coding. An analysis of such
a coding scheme results in an inner bound for the capacity
region that is a polytope in a number of dimensions that is two
more than the total number of transmitters due to rate-splitting
at the two interfering transmitters. Such a polytope is defined
by an indeterminate number of sum-rate inequalities because
there is no restriction on the number of users in each cell, and
the problem lies in the elimination of the two auxiliary rate
variables. Utilizing the particular structure of this polytope,
and using a form of structured Fourier-Motzkin elimination,
the two split rates are projected out to obtain a explicit
polyhedral description of the achievable rate region. The union
of such polytopes over all admissible coding distributions is
an inner bound as well but two sets of inequalities defining
the polytopes are shown to be redundant in this case, thereby
generalizing the CMG inner bound for the two-user DM IC
in [9], named the compact HK region therein.
2) A quantifiable gap to the capacity region of the semi-
deterministic MAC-IC-MAC: We also unify and extend the ca-
pacity region of the DM MAC, viewed as a tight outer bound,
and the Telatar-Tse outer bound for the semi-deterministic
two-user DM IC of [8]—which is within a quantifiable gap
of the capacity region—to the semi-deterministic MAC-IC-
MAC, to obtain an outer bound for the latter, while also
assuring a similar quantifiable gap to its capacity region. In
extending the outer bound of [8], certain set functions have
to be identified in order to handle exponentially many partial
sum rate restrictions and the appropriate genie information
must be chosen to extend the genie-aided argument of [8] to
the semi-deterministic MAC-IC-MAC in a natural way.
3) Constant gap to capacity for the Gaussian MAC-IC-
MAC: The capacity region of the (scalar) Gaussian MAC is
well-known [3] and that of the Gaussian IC was characterized
to within one bit in [10]. In this paper, we obtain a one-
bit gap to capacity region approximation for the Gaussian
MAC-IC-MAC and a two-bit gap to capacity region attainable
with a single coding scheme (i.e., with a single distribution).
This clarifies that the previously obtained one-bit gap result
on the Gaussian IC of [10] involves the consideration of all
possible coding distributions in its achievable scheme, while
also demonstrating that a two-bit gap result for the two-user
IC can be shown to be achievable by the single random coding
scheme proposed in [10].
4) The generalized degrees of freedom (GDoF) region for
the Gaussian MAC-IC-MAC: The constant gap capacity ap-
proximation for the Gaussian MAC-IC-MAC yields its GDoF
region. In particular, the symmetric GDoF curve, shown in
Fig. 2, which is a function of α, the interference strength (the
ratio of INR to SNR at high SNR, both expressed in dB) and
the number of users in a cell, is V-shaped with flat shoulders
on both sides. It reveals that in a Gaussian MAC-IC-MAC with
K ≥ 2 users per cell with equal rates, all transmitters can send
information at an approximately interference-free rate in the
high SNR regime when α = log INRlog SNR ∈ [0, 1− 1K ]∪[1+ 1K ,∞).
As a byproduct, we have that the sum symmetric DoF (i.e.,
GDoF at α = 1) of the K-user symmetric Gaussian MAC-IC-
MAC is KK+1 .
When K = 1, the MAC-IC-MAC is the two-user IC, and
the symmetric GDoF is given by the well-known "W" curve
[10]. For a comparison of the sum symmetric GDoF of the
MAC-IC-MAC for K = 1, 2, 3 and 4, see Fig. 5.
In Section III-E, a signal-level (or power partition) method
is described that is inspired by the works of [11], using which
a few examples are discussed to explain the attainability of the
sum symmetric GDoF in the symmetric MAC-IC-MAC with
two transmitters per cell, for various values of α. The insight
gained here is that the non-interfering transmitters utilize the
signal-level partitions at the receiver where they are intended
that cannot be accessed by the interfering transmitters (due to
the restriction of superposition coding), thereby improving the
sum symmetric GDoF to up to one degree of freedom per cell
under a range of SINR exponent levels, which in turn becomes
wider as the number of transmitters in each cell increases.
Fig. 2: Symmetric GDoF of Gaussian MAC-IC-MAC, when
each MAC contains more than one user.
A. Related Previous Works
Previous related works are summarized as follows. Mul-
tiple access channels are the best understood multi-terminal
networks with the capacity region determined by Liao [1],
Ahlswede [2] and Wyner [3]. Some of the key papers on two-
user interference channels are [4]–[6], [8]–[13].
For the interference channel, the Han-Kobayashi achievable
scheme (HK scheme) in [5], as well as its alternative, the
CMG scheme of [9], give the (same) best inner bound to the
capacity region known to date. Telatar and Tse [8] found an
outer bound for the class of semi-deterministic interference
channels and quantified the gap to the CMG inner bound. For
Gaussian scalar and vector interference channels, Etkin et al
[10] and Karmakar and Varanasi [13] characterized approxi-
mate capacity regions to within constant, channel coefficient-
and SNR-independent gaps, respectively.
For the two-cell interfering multiple-access channel with
an arbitrary number of transmitters in each cell, the work
3by [14] used interference alignment to achieve interference-
free degrees of freedom when the number of users in each
cell goes to infinity. Perron et al. [15] defined a type of
multiple-access interference channel with only four nodes,
where one of the receivers must decode the messages from
both transmitters. The capacity region within a quantifiable
gap was obtained for the semi-deterministic case. Chaaban and
Sezgin studied a fully connected two-cell channel in which a
two-user MAC interferes with a point-to-point link [16]. The
capacity region is found for very strong and some cases of
strong interference and upper and lower bounds on the sum-
rate in the weak interference regime (with the lower bound
achievable by treating interference as noise) are also obtained.
Subsequently, in [17], they showed that when the interference
is weak, treating interference as noise in their model is sub-
optimal. The cognitive radio version of that model was studied
by the same authors in [18]. Buhler and Wunder [19] derived
upper bounds on the sum rate and an achievable scheme for
the linear deterministic version of the model in [16]. Fritschek
and Wunder obtain a result on the reciprocity between the
two-cell deterministic interfering MAC (IMAC) and the two-
cell deterministic interfering broadcast channel (IBC) in [20],
and obtain an achievable region under a weak interference
condition for both those channels. In [21], the deterministic
IMAC was revisited using the lower triangular deterministic
model introduced by [22], and a constant gap sum capacity
as well as the sum GDoF were obtained. For the Gaussian
IMAC, Fritschek and Wunder [23] close the gap between
the achievable sum rate regions for Gaussian IMAC and the
deterministic IMAC. Their coding scheme employs signal
scale alignment and lattice coding. Zhu et al. [24] studied the
interference Z MAC, a special case of the channel studied in
[16], with only one-sided interference links from the two MAC
transmitters to the point-to-point link receiver. The authors
therein obtained the capacity region or the sum capacity under
certain channel conditions using superposition encoding and
joint decoding. In the conference version of this paper [25], an
approximate capacity region was presented for a special case
of the MAC-IC-MAC with a two-user MAC in the first cell
and a point-to-point link in the second cell1.
B. Notations
The notations used throughout the paper are summarized as
follows. The j-th user in the i-th cell is indexed as i.j, where
i ∈ {1, 2}, j ∈ {1, · · · ,Ki} and Ki is the number of the
user in cell-i. Hence, the j-th transmitter in the i-th cell is
denoted as Txi.j, whose message, transmit symbol, and rate
are denoted as Mi.j , Xi.j and Ri.j , respectively.
Let Θi be the set of indices of all users in the i-th cell,
i.e. Θi = {i.1, · · · , i.Ki}. For the sake of convenience, the
Ki-tuples of messages, input symbols and rates of users in
cell i be denoted as MΘi , XΘi and RΘi . For example, the
input symbols of cell-1 {X1.1, · · · , X1.K1} are denoted simply
1Since we are studying a more general channel model here than the
conference version of this paper in [25], the missing proofs in [25] can be
completed by setting K1 = 2 and K2 = 1 in the results and proofs in Section
III and Appendices C. Typographical errors in [25] are also corrected therein.
as XΘ1 . Similarly, MΘ1 denotes the K1-tuple of messages
{M1.1, · · · ,M1.K1}, and RΘ1 denotes the K1-tuple of their
rates {R1.1, · · · , R1.K1}.
Throughout, we let Ωi denote any non-empty subset of Θi,
i.e., Ωi ∈ 2Θi\∅, where 2Θi is the power set of Θi. Moreover,
we let Υi denote any non-empty subset of Θi that necessarily
contains the element i.1. The sets Υ¯i and Ω¯i are defined as
the complements of Υi and Ωi relative to Θi. Furthermore, the
collection of input symbols of users indexed by elements of
Υi or Ωi are written as XΥi and XΩi .
We use capital letters to denote random variables
or sequences, such as Xi.j and Xni.j , where X
n
i.j =
(Xi.j1, · · · , Xi.jn), so that the t-th random variable of the
random sequence Xni.j is denoted by X
n
i.jt. The underlying
alphabets are denoted by Xi.j and Xni.j , and specific values of
Xi.j and Xni.j by xi.j and x
n
i.j . Unless specified explicitly, we
will use the usual short hand notation for (conditional) proba-
bility distributions where the lower case arguments also denote
the random variables whose (conditional) distribution is being
considered. For example, p(yi|xi.j) denotes pYi|Xi,j (yi|xi,j).
If random variables X , Y and Z form a Markov chain, we
denote it as X − ◦ − Y − ◦ − Z.
In the Gaussian MAC-IC-MAC to be defined in the next
section, a signal path from the transmitter Txi.j to the receiver
Rxi is represented as i.j → i, so that hi.j→i denotes the path
attenuation from Txi.j to Rxi. Similarly, the signal-to-noise
ratio (SNR) and interference-to-noise ratio (INR) from Txi.j
and Txi′.j to Rxi are written as SNRi.j→i and INRi′.j→i,
respectively, where i, i
′ ∈ {1, 2} and i 6= i′ .
The achievable schemes of this paper involve message
splitting at the two transmitters that cause interference at their
unintended receiver. A common sub-message sent by Txi.1
and decoded at both receivers is denoted as mi.1c. The private
sub-message of Txi.1 to be decoded only at the intended
receiver Rxi is denoted as mi.1p. The rate of mi.1c and mi.1p
are written as Ri.1c and Ri.1p, respectively.
We use C to denote the set of complex numbers, X ∼
CN (0, σ2) to denote zero-mean, circularly symmetric complex
Gaussian random variable with variance σ2, and | · | to denote
the magnitude of a complex number.
The rest of the paper is organized as follows. Section II
introduces the three classes of channel models of the MAC-
IC-MAC and formulates the problem. Section III presents the
main results of this paper with outlines of proofs. Section IV
concludes the paper. Some detailed proofs are relegated to the
appendices.
II. CHANNEL MODELS AND PROBLEM FORMULATION
In this section, we introduce three classes of MAC-IC-
MACs, namely, the general discrete memoryless MAC-IC-
MAC, the semi-deterministic MAC-IC-MAC and the Gaussian
MAC-IC-MAC.
A. Discrete Memoryless MAC-IC-MAC (DM MAC-IC-MAC)
In a DM MAC-IC-MAC, as shown in Fig. 3, there are
two uplink communication cells: (Tx1.1, · · · ,Tx1.K1−→Rx1)
and (Tx2.1, · · · ,Tx2.K2−→Rx2). Two interference links exist
4between these two cells between the first users of each cell
as shown in Fig. 3. The definition of DM MAC-IC-MAC is
given next.
Fig. 3: The Discrete Memoryless MAC-IC-MAC
Definition 1. A (K1,K2) discrete memoryless MAC-IC-MAC
is a (K1 + K2)-transmitter and 2-receiver network (XΘ1 ×
XΘ2 , p(y1, y2|xΘ1 , xΘ2),Y1 × Y2) with transition probability
satisfying
p(yn1 , y
n
2 |xnΘ1 , xnΘ2)
=
n∏
t=1
(p(y1t|xΘ1t, x2.1t)p(y2t|xΘ2t, x1.1t)) (1)
The input and output symbols Xi.j and Yi are taken from
discrete alphabets Xi.j and Yi respectively, where j ∈
{1, · · · ,Ki}. Message Mi.j is generated from set Mi.j uni-
formly at random, and encoded at transmitter Txi.j. Receiver
Rxi decodes MΘi as MˆΘi .
Given the channel as defined in Definition 1, a
(n,RΘ1 , RΘ2 , P
(n)
e ) coding scheme for a DM MAC-IC-MAC
consists of
• Mi.j , the message of transmitter Txi.j, assumed to be
uniformly distributed over Mi.j ∈ {1, · · · , 2nRi.j}, for
each i.j ∈ Θi and i ∈ {1, 2};
• Encoding functions fi.j(·) such that
fi.j(·) :Mi.j 7−→ Xni.j , mi.j 7−→ xni.j(mi.j).
• Decoding functions gi(·) such that
gi(·) : Yni 7−→
Ki∏
j=1
Mi.j , yni 7−→ mˆΘi(yni ).
The probability of error P (n)e is defined to be
P (n)e = P
{
MΘ1 6= MˆΘ1 orMΘ2 6= MˆΘ2
}
.
A K1 +K2 rate-tuple (RΘ1 , RΘ2) is said to be achievable
if there exists a sequence of (n,RΘ1 , RΘ2 , P
(n)
e ) coding
schemes for which P (n)e → 0 as n→∞.
The capacity region, denoted as C, is the closure of all
achievable rate-tuples.
B. Semi-Deterministic MAC-IC-MAC
In a semi-deterministic MAC-IC-MAC, the received inter-
ference has a special structure: the output Yi is determined by
XΘi and the output Si′ resulting from passing Xi′ .1 through
a DM point-to-point channel p(si′ |xi′ .1), as shown in Fig. 4.
A formal definition is given next.
Fig. 4: Semi-deterministic MAC-IC-MAC
Definition 2. Let Si be a random variable over the alphabet
Si for i ∈ {1, 2}. A MAC-IC-MAC is semi-deterministic if
the outputs Yi satisfy
Yi = φi(XΘi , Si′ ) (2)
where i
′ ∈ {1, 2}, i′ 6= i, φi is a deterministic function and
for any fixed inputs xΘi , the mapping
φi(xΘi , ·) : Si′ → Yi, si′ → φi(xΘi,si′ ) (3)
is invertible.
This structure is seen, for instance, in the Gaussian MAC-
IC-MAC.
Let Csd denote the capacity region of the semi-deterministic
MAC-IC-MAC.
C. Gaussian MAC-IC-MAC
Consider an additive Gaussian MAC-IC-MAC, whose input-
output relation can be written as
Y1 =
K1∑
j=1
h1.j→1X1.j + h2.1→1X2.1 + Z1 (4)
Y2 =
K2∑
j=1
h2.j→2X2.j + h1.1→2X1.1 + Z2 (5)
where Xi.j and Yi are complex input and output symbols,
hi.j→i, hi.j→i′ ∈ C are path attenuations from Txi.j to Rxi
and Rxi
′
, respectively, and Zi ∈ CN (0, 1) is the additive
Gaussian noise. The transmitted codeword xni.j ∈ Xni.j at Txi.j
should meet the average per-codeword power constraints:
51
n
n∑
t=1
|xi.j,t|2 ≤ Pi.j . (6)
The SNRs and INRs at receiver Rxi are defined to be
SNRi.j→i = Pi.j |hi.j→i|2 (7)
INRi′.1→i = Pi′.1|hi′.1→i|2 (8)
where Pi.j is the maximum average transmission power at
Txi.j. We denote the capacity region of Gaussian MAC-IC-
MAC by CG.
Other than not being a discrete alphabet channel and having
input (power) constraints, the Gaussian MAC-IC-MAC is a
special case of the semi-deterministic MAC-IC-MAC, as can
be seen by choosing Si in (2) to be Si = hi.1→i′Xi.1+Zi′ and
the functions φi to be weighted sum with weights determined
by the channel coefficients.
III. RESULTS
In this section, we present the main results of this paper,
namely, inner and outer bounds on the capacity region of the
DM, semi-deterministic and Gaussian MAC-IC-MACs.
First, we define two generic regions in Section III-A which
we will use repeatedly in the following sections to describe
inner and outer bounds on the capacity region of the three
MAC-IC-MAC models. Section III-B states two inner bounds
in Theorems 1 and 2 on the capacity region C of the general
DM MAC-IC-MAC, supported by a random coding argument.
The first bound is a single polytope bound obtained by fixing
one “coding" distribution of auxiliary/input random variables
and the second is a union of polytopes (compact region)
bound with the union taken over certain admissible coding
distributions.
In Section III-C, we extend the genie-aided arguments
of [8] for the two-user semi-deterministic IC to the semi-
deterministic MAC-IC-MAC to obtain an outer bound for Csd
in Theorem 3 of Section III-C. Moreover, we also quantify
the gap between the single-polytope and union-of-polytopes
inner bounds of Theorems 1 and 2 (when specialized to the
semi-deterministic channel) and the outer bound in Theorems
4 and 5. Our quantifiable gap analysis reveals insights beyond
those available even in the previously studied two-user semi-
deterministic IC, and also clarifying past studies in the process.
In Section III-D, the Gaussian MAC-IC-MAC is investi-
gated. In particular, in Theorem 6, we obtain an inner bound
based on a universal coding scheme where the interfering
transmitters perform power splitting that is independent of the
rate-pair to be achieved (but dependent on channel coefficients)
and the non-interfering transmitters encode with single-user
Gaussian codebooks. Moreover, a single-polytope, and hence
explicit, outer bound for CG is obtained in Theorem 7. These
inner and outer bounds are shown to be within a two-bit gap
of each other, and hence of CG, in Theorem 8. If the power
split can be chosen based on the rate-tuple to be achieved
in addition to the channel coefficients then a one-bit gap to
capacity can be achieved as shown in Lemma 3.
Finally, in Section III-E, the GDoF region of the Gaussian
MAC-IC-MAC is obtained in Theorem 9 and specialized to
the symmetric GDoF region in Corollary 2. A careful study
of it shows how the non-interfering transmitters improve the
sum symmetric GDoF as a function of the relative interference
strength parameter α, defined as the ratio of the INR to SNR
(with both expressed in the dB scale), at high SNR.
Remark 1. The study of the Gaussian MAC-IC-MAC at high
SNR is also relevant to the fully-connected (K1 + K2)-
transmitter, 2-receiver, two-cell interference networks when
the interference from all but one transmitter in each cell are
sufficiently weak so that they are received at the unintended
receiver at the noise level (and are therefore treated as noise).
A. Two Generic Regions
For brevity, we provide the definitions of two generic
regions in this subsection in terms of which all key results
of this paper are succinctly expressed.
Definition 3. For any sets Ωi ⊆ Θi = {i.1, · · · , i.Ki}, Υ ′i ⊆
Θi\{i.1} and Υi = Υ ′i ∪ {i.1}, where i ∈ {1, 2}, let A and E
be non-negative, real-valued functions of set Υi so that,
A : {Υi ∈ 2Θi : i.1 ∈ Υi} → R+, Υi → AΥi (9)
E : {Υi ∈ 2Θi : i.1 ∈ Υi} → R+, Υi → EΥi (10)
and BΩi and GΩi be non-negative real-valued functions of set
Ωi so that,
B : 2Θi\∅ → R+, Ωi → BΩi (11)
G : 2Θi\∅ → R+, Ωi → GΩi . (12)
There is a slight abuse of notation in the definitions of set
functions A, B, E and G in (9)-(12), which we clarify. The
domains {Υi ∈ 2Θi : i.1 ∈ Υi} of functions A and E or 2Θi\∅
of B and G, depend on i ∈ {1, 2}, which means we are actually
using the same function name for two different functions.
However, which input domain a set function is referring to
can be easily identified by the subscript of its argument (such
as in Υ1 or Ω2, respectively).
Definition 4. Let the Cartesian product of the domains of
(Υ1, Ω1, Υ2, Ω2)
Ξ ,
{
Υ1 ∈ 2Θ1 : 1.1 ∈ Υ1
}× {2Θ1\∅}
× {Υ2 ∈ 2Θ2 : 2.1 ∈ Υ2}× {2Θ2\∅} (13)
Define the region R(A,B, E ,G) to be
R(A,B, E ,G) =
{
(RΘ1 , RΘ2) ∈ RK1+K2+ :
∀(Υ1, Ω1, Υ2, Ω2) ∈ Ξ∑
1.j∈Ω1
R1.j ≤ BΩ1 (14)∑
1.j∈Υ1
R1.j ≤ AΥ1 + EΥ2 (15)∑
2.j∈Ω2
R2.j ≤ BΩ2 (16)∑
2.j∈Υ2
R2.j ≤ EΥ1 +AΥ2 (17)
6∑
1.j∈Υ1
R1.j +
∑
2.j∈Ω2
R2.j ≤ AΥ1 + GΩ2 (18)∑
1.j∈Ω1
R1.j +
∑
2.j∈Υ2
R2.j ≤ GΩ1 +AΥ2 (19)∑
1.j∈Υ1
R1.j +
∑
2.j∈Υ2
R2.j ≤ EΥ1 + EΥ2 (20)∑
1.j∈Υ1
R1.j +
∑
1.j∈Ω1
R1.j
+
∑
2.j∈Υ2
R2.j ≤ AΥ1 + GΩ1 + EΥ2 (21)∑
1.j∈Υ1
R1.j +
∑
2.j∈Υ2
R2.j
+
∑
2.j∈Ω2
R2.j ≤ EΥ1 +AΥ2 + GΩ2
}
(22)
Thus, R(A,B, E ,G) is a polytope defined via nine classes
of partial sum-rate inequalities.
Definition 5. Let us also define Rc(A,B, E ,G) ⊆ RK1+K2+
for given set functions A, B, E and G to be the rate region
Rc(A,B, E ,G) =
{
(RΘ1 , RΘ2) ∈ RK1+K2+ :
∀(Υ1, Ω1, Υ2, Ω2) ∈ Ξ∑
1.j∈Ω1
R1.j ≤ BΩ1 (23)∑
2.j∈Ω2
R2.j ≤ BΩ2 (24)∑
1.j∈Υ1
R1.j +
∑
2.j∈Ω2
R2.j ≤ AΥ1 + GΩ2 (25)∑
1.j∈Ω1
R1.j +
∑
2.j∈Υ2
R2.j ≤ GΩ1 +AΥ2 (26)∑
1.j∈Υ1
R1.j +
∑
2.j∈Υ2
R2.j ≤ EΥ1 + EΥ2 (27)∑
1.j∈Υ1
R1.j +
∑
1.j∈Ω1
R1.j
+
∑
2.j∈Υ2
R2.j ≤ AΥ1 + GΩ1 + EΥ2 (28)∑
1.j∈Υ1
R1.j +
∑
2.j∈Υ2
R2.j
+
∑
2.j∈Ω2
R2.j ≤ EΥ1 +AΥ2 + GΩ2
}
.
(29)
The subscript ’c’ inRc(A,B, E ,G) indicates that this region
is in compact form since it can be obtained by removing the
two classes of inequalities (15) and (17) from R(A,B, E ,G).
Thus, Rc(A,B, E ,G) is a polytope defined via just seven
classes of partial sum-rate inequalities.
Note that in Definitions 3 and 5, for those sets of inequalities
whose bounds don’t depend on all of the subsets Υ1, Ω1, Υ2
and Ω2, duplicated copies will be produced when either R
or Rc is written exhaustively according to those definitions.
However, we adopt those definitions for the analytical conve-
nience of using the single domain Ξ, instead of individually
specifying the domains for each set of inequalities in the two
definitions. Duplicated copies are of course to be ejected in
any explicit specification of the regions.
Remark 2. As will be observed in the later section, each set
function A, B, E or G represents a mutual information term
for a certain set Ωi or Υi. Their exact form will be assigned
according to the channel model – DM, semi-deterministic or
Gaussian – and whether the bound under consideration is
an inner bound or an outer bound. When a particular region
needs to be specified, we will specialize each of the four set
functions, and a rate region can be described by replacing the
generic set functions with the specified ones.
B. Inner Bounds on the Capacity Region of DM MAC-IC-MAC
As mentioned earlier, the HK scheme, and its alternative,
the CMG scheme, leads to the best inner bound to date for
the two-user interference channel. In this section, we use the
CMG scheme at the interfering transmitters of the MAC-IC-
MAC. More specifically, we employ the superposition coding
of the “the cloud-satellite” type at Txi.1 and use a single-user
random codebook for transmitter Txi.j, j 6= 1. Applying the
joint-typicality decoding argument we derive two inner bounds
for the DM MAC-IC-MAC, as stated in Theorems 1 and 2.
Definition 6. Let Pin be the set of distributions Pin of joint
random variables (Q,U1, XΘ1 , U2, XΘ2) that can be factored
as
p(q, u1, xΘ1 , u2, xΘ2)
= p(q)p(u1, x1.1|q)
∏
1.j∈Θ1\{1.1}
p(x1.j |q)
· p(u2, x2.1|q)
∏
2.j∈Θ2\{2.1}
p(x2.j |q). (30)
Definition 7. Given any jointly distributed random variables
(Q,U1, XΘ1 , U2, XΘ2) with distribution Pin ∈ Pin, define the
non-negative real-valued set functions A, B, E and G as
AΥi , I(XΥi ;Yi|XΥ¯i , Ui, Ui′ , Q) (31)
BΩi , I(XΩi ;Yi|XΩ¯i , Ui′ , Q) (32)
EΥi , I(XΥi , Ui′ ;Yi|XΥ¯i , Ui, Q) (33)
GΩi , I(XΩi , Ui′ ;Yi|XΩ¯i , Q) (34)
and, using Definition 4, define the associated region
Rin(Q,U1, XΘ1 , U2, XΘ2) , Rin(Pin) , R(A,B,E,G).
(35)
Theorem 1. For DM MAC-IC-MAC,
Rin(Pin) ⊆ C.
Proof: We outline the proof here, and relegate the details
to Appendix A. The proof is given in two parts.
First, with the interfering transmitters employing the CMG
rate-splitting and superposition coding scheme and the non-
interfering transmitters using independent random coding (as
in a MAC), and each receiver decoding all its desired messages
and the common sub-message of the interfering transmitter
using simultaneous non-unique decoding, standard random
7coding analysis leads to an intermediate rate region containing
two auxiliary random variables which represent the common
sub-message (also referred as “cloud" codewords) of inter-
fering transmitters, and two auxiliary rates corresponding to
these codebooks. In particular, 1) as in a MAC, the non-
interfering transmitter Txi.j, j 6= 1 sends information mi.j
by some codeword xni.j(mi.j) using a single-user random
codebook; 2) as in the CMG achievable scheme [9], the
interfering transmitter Txi.1 splits its message mi.1 into com-
mon and private sub-messages mi.1c and mi.1p, respectively.
The common information is first encoded into the cloud
center codeword uni (mi.1c), and then, based on the private
sub-message mi.1p, the entire message mi.1 is encoded into
the codeword xni.1(u
n
i (mi.1c),mi.1p) for transmission; 3) Rxi
uniquely decodes the intended messages mi.j , j 6= 1 and the
public and private information mi.1c and mi.1p, all from its
intended transmitters, and non-uniquely the common informa-
tion mi′ .1c from the non-intended transmitter Txi
′
.1. Though
the number of inequalities in each class is indeterminate
because the number of users in each cell are arbitrary, it turns
out that only four appropriately chosen classes of error events
are needed to obtain conditions on rates to assure reliable
communication for all users.
Second, the Fourier-Motzkin method is used to eliminate
the two auxiliary rates analytically to project the rate region
onto RK1+K2+ of message rates, despite the numbers of users
in both cells being arbitrary. In this step, the combinatorial
structure of the inequality system created in the first step is
utilized. The detailed proof is given in Appendix A.
Remark 3. Without a recognition of the presence of the
structure in the reliability conditions, one would have to
resort to a hand-crafted Fourier-Motzkin elimination procedure
which would severely restrict the values of K1 and K2 for
which it could be carried out with reasonable effort as noted
in the next two remarks.
Remark 4. When K1 = K2 = 1, the only admissible 4-
tuple (Υ1, Ω1, Υ2, Ω2) is ({1.1}, {1.1}, {2.1}, {2.1}). Hence,
Theorem 1 recovers (as it should) the inner bound of the two-
user DM IC for fixed input distribution as obtained via Fourier-
Motzkin elimination by Kobayashi and Han in [7, Theorem D]
and stated by Chong et al in [9, Lemma 4].
Remark 5. In the K1 = 2 and K2 = 1 case, Fourier-Motzkin
elimination was again used to obtain the rate region in the
conference version of this paper in [25]. A “compact form”
of that rate region is given in Corollary 1 (to follow).
Next, Theorem 1 implies that the union over admissible
distributions
Rin ,
⋃
Pin∈Pin
Rin(Pin) (36)
is also achievable. That is, Rin ⊆ C. However, when consider-
ing such a union, it turns out that the sets of inequalities (15)
and (17) become redundant as stated in Theorem 2 to follow.
Definition 8. Let the non-negative real-valued set functions A,
B, E and G be as defined in (31)-(34), and define the region
Rc(Pin) , Rc(A,B,E,G) (37)
for any fixed Pin ∈ Pin. We also define the region Rc as the
union of Rc(Pin) over Pin, i.e.,
Rc ,
⋃
Pin∈Pin
Rc(Pin). (38)
Theorem 2. For a (K1,K2) DM MAC-IC-MAC,
Rc = Rin ⊆ C.
Proof: Clearly, Rin ⊆ C by Theorem 1. Moreover, since
Rc(Pin) involves two sets of inequalities fewer than does
Rin(Pin), we have Rin(Pin) ⊆ Rc(Pin) for each Pin ∈ Pin.
Hence, Rin ⊆ Rc. It remains to show that Rin ⊇ Rc. We
show in Appendix B that indeed Rc\Rin is empty.
Remark 6. When K1 = 1, K2 = 1, the only admissible 4-
tuple (Υ1, Ω1, Υ2, Ω2) is ({1.1}, {1.1}, {2.1}, {2.1}). It can
be verified that Theorem 2 recovers (as it should) the main
result of [9] which is the CMG representation of the celebrated
HK region of [5]. In particular, Theorem 2 becomes the inner
bound of [9, Theorem 2], referred to therein as the “compact”
HK region, which is union over admissible distributions of
polyhedra described by 7 inequalities.
Corollary 1. When K1 = 2, K2 = 1, Theorem 2 gives a
generalization of the CMG representation for the two-user IC
to the (2, 1) MAC-IC-MAC, which is a union over admissible
distribution of polyhedra described by 19 inequalities in 7
classes, namely2,
Rc =
⋃
Pin∈Pin
{
(R1.1, R1.2, R2.1) ∈ R3+ :{
R{1.2} ≤ B{1.2}
R{1.1} ≤ B{1.1}
R{1.2} +R{1.1} ≤ B{1.1,1.2}
}
(23){
R{2.1} ≤ B{2.1}
}
(24){
R{1.1} +R{2.1} ≤ A{1.1} + G{2.1}
R{1.1} +R{1.2} +R{2.1} ≤ A{1.1,1.2} + G{2.1}
}
(25){
R{1.1} +R{2.1} ≤ G{1.1} + A{2.1}
R{1.2} +R{2.1} ≤ G{1.2} + A{2.1}
R{1.1} +R{1.2} +R{2.1} ≤ G{1.1,1.2} + A{2.1}
}
(26){
R{1.1} +R{2.1} ≤ E{1.1} + E{2.1}
R{1.1} +R{1.2} +R{2.1} ≤ E{1.1,1.2} + E{2.1}
}
(27){
2R{1.1} +R{2.1} ≤ A{1.1} + G{1.1} + E{2.1}
R{1.1} +R{1.2} +R{2.1} ≤ A{1.1} + G{1.2} + E{2.1}
2R{1.1} +R{1.2} +R{2.1} ≤ A{1.1} + G{1.1,1.2} + E{2.1}
2R{1.1} +R{1.2} +R{2.1} ≤ A{1.1,1.2} + G{1.1} + E{2.1}
R{1.1} + 2R{1.2} +R{2.1} ≤ A{1.1,1.2} + G{1.2} + E{2.1}
2R{1.1} + 2R{1.2} +R{2.1} ≤ A{1.1,1.2} + G{1.1,1.2}
+ E{2.1}
}
(28){
R{1.1} + 2R{2.1} ≤ A{2.1} + G{2.1} + E{1.1}
R{1.1} +R{1.2} + 2R{2.1} ≤ A{2.1} + G{2.1}
2We group inequalities of the same class in curly brackets with the
corresponding equation number from the set (23)-(29) as subscript.
8+ E{1.1,1.2}
}
(29)
}
(39)
The inner bound of (39) for the (2, 1) MAC-IC-MAC coincides
with the result given in the conference version of this paper
[25, Theorem 1].
Remark 7. Since we are studying a more general channel
model here than in [25], the missing proofs in [25] can be
completed by setting K1 = 2 and K2 = 1 in the results and
proofs in Section III and the appendices. Some clarifications
are provided regarding [25] in Appendix C.
Remark 8. Theorems 1 and 2 assert that Rin(Pin) (hence Rin)
and Rc are achievable by fixed (and union of) input distribu-
tion(s) and by the union over admissible input distributions,
respectively. However, the per coding distribution region in
Rc, namely Rc(Pin), is not known to be achievable by its
associated single input distribution Pin (cf. Example 1 for a
case when Rc(Pin) ) Rin(Pin) ).
Remark 9. In the special case where the two MACs are non-
interacting (i.e., there is no interference from either MAC to
the other), it is easily verified that Rin reduces to the Cartesian
product of the capacity regions of the two MACs, as it should.
C. Bounds for the Semi-Deterministic MAC-IC-MAC
The inner bounds stated in the previous subsection are of
course applicable to the semi-deterministic MAC-IC-MAC.
However, our goal is, as it was in the work of Telatar and
Tse for the two-user semi-deterministic IC [8], to obtain inner
and outer bounds for it so that the gap between the two (and
hence gap to the capacity region) is quantifiable.
Since this section is long, we give a summary of it first.
In Section III-C1, to obtain an inner bound, we consider a
region contained in the inner bound of Theorem 2 obtained by
restricting the union of regions therein to a class Psdin ⊆ Pin
(to be defined in (46)) that depends on the semi-deterministic
property. Denote the resulting inner bound as Rsdc .
In Section III-C2, we use the semi-deterministic property
given in (2) to determine an outer bound Rsdo . The key idea
is to allow a genie to give Rxi side information Ti′ .1 which
has the same distribution as Si′ given XΘi′ to help Rxi’s
decoding and obtain an outer bound for this genie-aided semi-
deterministic MAC-IC-MAC. Since providing side information
to the receivers does not decrease capacity, an outer bound to
the original semi-deterministic MAC-IC-MAC can therefore
be characterized. This extends the outer bound of [8] for
the two-user semi-deterministic IC to the semi-deterministic
MAC-IC-MAC.
We will then show in Section III-C3 that the gap between
the inner bound Rc(P sdin ) and the outer bound Rsdo (P sdin ) is
quantifiable for each (Q,XΘ1 , XΘ2) ∈ Psdin , which leads to
a quantifiable gap between the union inner and outer bounds
Rsdc and Rsdo , thereby extending the main result of [8] to the
semi-deterministic MAC-IC-MAC.
Furthermore, in Section III-C4, we quantify the gap between
Rin(P sdin ) and Rc(P sdin ) to investigate if the rate region Rsdin
(defined in (53)) contributed by the restricted set of coding
distributions Psdin could also be guaranteed to be within a quan-
tifiable gap to the outer bound. This question is answered in
the affirmative by Lemma 1 in Section III-C4. The motivation
for this is given next.
As mentioned in Remark 8, it is unclear that Rc(P sdin ) is
achievable by its associated distribution P sdin . Similarly, there
is no guarantee that any rate-tuple Rsdc will be achievable
by some P sdin ∈ Psdin , i.e., it is not clear if the inequalities
(15) and (17) will still be redundant when only the union
over Psdin is considered. However, we know from Theorem 1
that Rin(P sdin ) is achievable by its coding distribution P sdin .
Moreover, in Lemma 1, we will show that for any fixed
P sdin ∈ Psdin , the gap between Rin(P sdin ) and Rc(P sdin ) is
quantifiable for a given p(q, xΘ1 , xΘ2). Hence the gap between
Rin(P sdin ) and Ro(P sdin ) (and hence between Rsdin and Rsdo ) is
quantifiable as well, although it is larger. Thus, in contrast to
Rsdc which requires for its achievability the consideration of
all distributions in Pin, the achievability of Rsdin requires the
consideration of only distributions in Psdin .
1) Inner bound: As mentioned previously, we specify the
joint distribution of the auxiliary random variables U1 and U2
given Q, XΘ1 and XΘ2 in the inner bounds of Theorems 1
and 2 as follows: The cloud symbols (U1, U2) take values in
S1 × S2 according to the conditional distribution
p(u1, u2|xΘ1 , xΘ2 , q) = pS1|X1.1(u1|x1.1, q)×
pS2|X2.1(u2|x2.1, q) (40)
but independently of (S1, S2) conditioned on Q, XΘ1 and
XΘ2 . The choice p(q, xΘ1 , xΘ2) is taken to be arbitrary. We
denote Psdin as the set of distributions P sdin that satisfies (40)
so that
Psdin =
{
Pin ∈ Pin : p(q, u1, xΘ1 , u2, xΘ2)
= p(q)p(x1.1|q)pS1|X1.1(u1|x1.1, q)∏
1.j∈Θ1\{1.1}
p(x1.j |q)p(x2.1|q)pS2|X2.1(u2|x2.1, q)
·
∏
2.j∈Θ2\{2.1}
p(x2.j |q)
}
. (41)
Based on Psdin , we define the set functions A, B, E and G for
region Rc(P sdin ) that have the same function maps as A, B, E
and G given by (31)-(34) of Definition 7.
Definition 9. Given any jointly distributed random variables
(Q,U1, XΘ1 , U2, XΘ2) with distribution P
sd
in ∈ Psdin , define
the non-negative real-valued set functions A, B, E and G as
AΥi , H(Yi|XΥ¯i , Ui, Ui′ , Q)−H(Si′ |Ui′ , Q) (42)
BΩi , H(Yi|XΩ¯i , Ui′ , Q)−H(Si′ |Ui′ , Q) (43)
EΥi , H(Yi|XΥ¯i , Ui, Q)−H(Si′ |Ui′ , Q) (44)
GΩi , H(Yi|XΩ¯i , Q)−H(Si′ |Ui′ , Q). (45)
The set functions A, B, E and G are derived by specializing
the set functions A, B, E and G given in Definition 7 by
substituting the distribution in (40) in place of that in (35).
9Since Psdin ⊆ Pin, Theorem 2 implies that
Rsdc ,
⋃
P sdin ∈Psdin
Rc(P sdin ) (46)
,
⋃
P sdin ∈Psdin
Rc(A,B,E,G)
is achievable.
In the next section, we obtain an outer bound to the capacity
region that has the same structure as that of the inner bound
Rsdc so that the gap between the two can be quantified.
2) Outer bound: To describe the outer bound, consider the
following definition.
Definition 10. Let Psdo be the set of distributions P sdo of the
ensemble (Q,T1, XΘ1 , T2, XΘ2) which can be factored as
p(q, t1, xΘ1 , t2, xΘ2)
= p(q)pS1|X1(t1|x1.1)
∏
1.j∈Θ1
p(x1.j |q)
× pS2|X2(t2|x2.1)
∏
2.j∈Θ2
p(x2.j |q). (47)
Definition 11. Given any set of random variables
(Q,XΘ1 , T1, XΘ2 , T2) with joint distribution P
sd
o , let
the set functions A, B, E and G be
AΥi , H(Yi|XΥ¯i , Ti, Xi′ .1, Q)−H(Si′ |Xi′ .1, Q) (48)
BΩi , H(Yi|XΩ¯i , Xi′ .1, Q)−H(Si′ |Xi′ .1, Q) (49)
EΥi , H(Yi|XΥ¯i , Ti, Q)−H(Si′ |Xi′ .1, Q) (50)
GΩi , H(Yi|XΩ¯i , Q)−H(Si′ |Xi′ .1, Q) (51)
where the auxiliary random variables (T1, T2) take values in
S1 × S2 according to
p(t1, t2|xΘ1 , xΘ2 , q) = pS1|X1(t1|x1.1) · pS2|X2(t2|x2.1)
(52)
and are conditionally independent of Si given XΘi .
Theorem 3. For the semi-deterministic MAC-IC-MAC, defin-
ing the region Rsdo (P sdo ) , Rc(A,B,E,G), we have
Csd ⊆ Rsdo
,
⋃
P sdo ∈Psdo
Rsdo (P sdo ).
Proof: For the two-user semi-deterministic IC, a proof
is given in [8, Theorem 1] for a similar outer bound with a
genie-aided argument. When extending their proof technique,
the intra-cell sum rates RΥi or RΩi for a given user subset
Υi or Ωi, instead of each individual rate, are upper bounded
and for which purpose the transmitted signals of unconsidered
transmitters in the same MAC, i.e., XΥ¯i or XΩ¯i , are fed to the
receiver Rxi as part of side information. The fact that each
transmitter in a MAC encodes its own message independently
is utilized, and consequently, we obtain four classes of intra-
cell sum-rate upper bounds with the same structure as shown
in the proof of [8, Theorem 1]. Linearly combining these upper
bounds across two MACs cancels the negative entropy terms
which are not in the form of H(output|input) in several
different ways, which leads to the seven classes of inequalities
as given in the theorem. Please refer to Appendix D for details.
3) Quantifiable gap: Next, we show that the inner bound
Rsdc is within a quantifiable gap of the outer bound Rsdo .
Theorem 4. Consider the semi-deterministic MAC-IC-MAC.
For any rate tuple (RΘ1 , RΘ2) ∈ Rsdo (P sdo ), let R˜Θi be the
rate tuple
R˜Θi =
(
(Ri.1 − I(Xi′ .1;Si′ |Ui′ , Q))+ ,
(Ri.2 − I(Xi′ .1;Si′ |Ui′ , Q))+ ,
· · · , (Ri.Ki − I(Xi′ .1;Si′ |Ui′ , Q))+
)
.
Then there exists P sdin ∈ Psdin , such that
(R˜Θ1 , R˜Θ2) ∈ Rsdc (P sdin ).
Proof: The inequality systems of outer and compact form
inner bounds have the same algebraic structure. Also there
is one-to-one correspondence between the involved intra-cell
sum rate term on the left hand side and the set function
on the right hand side of each inequality in both bounds.
Hence, we need only show that the difference between every
corresponding pair of set functions from the two bounds, i.e.,
AΥi − AΥi , BΩi − BΩi , etc, is within I(Xi′ .1;Si′ |Ui′ , Q).
For example, the difference between AΥ1 and AΥ1 can be
quantified as follows:
AΥ1 ≤ H(Y1|XΥ¯1 , T1, X2.1, Q)−H(S2|X2.1, Q)
(a)
= H(Y1|XΥ¯1 , U1, X2.1, Q)−H(S2|X2.1, Q)
(b)
≤ H(Y1|XΥ¯1 , U1, U2, Q)−H(S2|X2.1, Q)
(c)
≤ H(Y1|XΥ¯1 , U1, U2, Q)−H(S2|U2, Q)
+ I(X2.1;S2|U2, Q)
= AΥ1 + I(X2.1;S2|U2, Q).
The steps (a), (b) and (c) hold true because (a) random
variables Ui, Ti and Si are i.i.d. conditioned on Xi.1 as
stated by (41) and (47). Hence, as long as we choose P sdin
so that P sdin and P
sd
o have identical marginal distribution
p(q, xΘ1 , xΘ2), we can replace U1 with T1 in the conditional
entropy term H(Y1|XΥ¯1 , U1, X2.1, Q). (b) Q−◦−U2−◦−X2.1
(form a Markov chain) (c) given XΘ1 , there is a one-to-
one correspondence between Y1 and S2. Other terms can be
verified similarly, which proves the theorem.
Remark 10. In the MAC-DIC-MAC (DIC stands for determin-
istic IC) where the channel side information Si is a determinis-
tic function of the respective Xi.1, we have Ti = Si and hence
the gap becomes zero. So, the inner bound Rsdin is the capacity
region for the MAC-DIC-MAC. When K1 = K2 = 1, this
result recovers the result for the DIC of El Gamal and Costa
in [26].
4) Achievability by coding distributions in Psdin : In the
previous section we quantified the gap to capacity of the
inner bound Rsdc of (46). Note however that it is unclear if
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each region in the union that defines it, namely Rc(P sdin ), is
achievable with its single associated coding distribution P sdin .
Hence, it is unclear if any rate-tuple in Rsdc is achievable by
some P sdin ∈ Psdin . In particular, recall that in the proof of
Theorem 2 (cf. Appendix B), we showed thatRc\Rin is empty
by constructing an auxiliary inner bound inside Rin with some
Ui = ∅. By choosing p(ui|xi.1) as (40), and with Ui and Si
are i.i.d. conditioned on Xi.1, there is no guarantee that Ui
could be chosen to be ∅. Hence, it is unclear if Rsdc \Rsdin is
empty.
The fact that any rate-tuple in Rsdc may not be achievable
by some P sdin ∈ Psdin might be seen as an undesirable feature.
In this section, we analyze the gap to capacity of an inner
bound that, even though subsumed by Rsdc , does not have that
undesirable feature.
Since P sdin ∈ Pin, Theorem 1 implies that Rin(P sdin ) is
an inner bound to C and, moreover, it is achievable by its
associated single coding distribution P sdin . Also, it is clear that
Rsdin ,
⋃
P sdin ∈Psdin
Rin(P sdin ) ⊆ C (53)
and that any rate-tuple in Rsdin is achievable by some distri-
bution in Psdin . Clearly, Rsdin ⊆ Rsdc . We will quantify in this
section the gap to capacity of the smaller inner bound Rsdin to
capacity. The gap is naturally expected to be larger than that
found between Rsdc and capacity in the previous section.
As stated previously, the strategy is to first quantify the
gap between Rin(P sdin ) and Rc(P sdin ) and then use the result
of Theorem 4 on the gap between Rc(P sdin ) and Ro(P sdo ) to
quantify the gap between Rin(P sdin ) and Ro(P sdo ).
Lemma 1. Given P sdin ∈ Psdin , for any rate tuple (RΘ1 , RΘ2) ∈
Rc(P sdin ), let R˜Θi be the rate tuple(
(Ri.1 − I(Xi.1;Si|Ui))+ , (Ri.2 − I(Xi.1;Si|Ui))+ ,
· · · , (Ri.Ki − I(Xi.1;Si|Ui))+
)
.
Then we have
(R˜Θ1 , R˜Θ2) ∈ Rin(P sdin ).
Proof: The bounds Rin(P sdin ) and Rc(P sdin ) differ
from each other in that Rc(P sdin ) has intra-cell sum rate∑
i.j∈Ωi Ri.j only bounded by BΩi , whereas Rin(P sdin ) has∑
i.j∈Ωi Ri.j additionally bounded by AΥi + EΥi′ . The semi-
deterministic structure of channel (2) and the coding distri-
bution (40) are fully considered in the proof. Please refer to
Appendix E for details.
Remark 11. If K1 = K2 = 1, Lemma 1 quantifies the gap
between the non-compact and compact form inner bounds for
two-user semi-deterministic IC. To the best of our knowledge,
this gap was not observed heretofore in the literature on the
two-user IC.
Now we are ready to state the main result of this section.
Theorem 5. For any rate tuple (RΘ1 , RΘ2) ∈ Rsdo , let
I0 = I(X1.1;S1|U1, Q) + I(X2.1;S2|U2, Q) and R˜Θi be the
rate tuple
(
(Ri.1 − I0)+ , (Ri.2 − I0)+ , · · · , (Ri.Ki − I0)+
)
.
Then we have
(R˜Θ1 , R˜Θ2) ∈ Rsdin .
Proof: Combining Lemma 1 and Theorem 4, it can
be inferred that for any Rsdo (P sdo ), ∃P sdin ∈ Psdin so that
the gap between Rsdin (P sdin ) and Rsdo (P sdo ) will not exceed
the sum of the gaps from Rin(P sdin ) to Rsdc (P sdin ) and from
Rsdc (P sdin ) to Rsdo (P sdo ). This sum gap is hence at most
I0 = I(X1.1;S1|U1, Q)+I(X2.1;S2|U1, Q). Taking the union
over Psdin and Psdo for Rsdin (P sdin ) and Rsdo (P sdo ), we can
conclude that the gap between the union bounds Rsdin and Rsdo
is also quantifiable and within I0.
D. The Approximate Capacity Region of the Gaussian MAC-
IC-MAC to Within Two Bits
The quantifiable gap for the semi-deterministic MAC-IC-
MAC requires the inner bound in Theorem 2, which is a union
bound over Psdin . When the channel gets further specialized to
the Gaussian case, can we specify a universal (single distri-
bution) coding scheme whose achievable rate region is within
a constant gap of the capacity region for the Gaussian MAC-
IC-MAC? In this subsection, we will answer this question in
the affirmative. Indeed, we will give inner and outer bounds
for the Gaussian MAC-IC-MAC as explicit single polyhedral
regions, and show these are within two bits of each other,
independently of all channel parameters.
1) Inner bound: We provide an inner bound for a simple
coding scheme first. We will show in Section III-D3 that such
a strategy has an achievable rate region that is within a two-bit
gap to the capacity region.
Definition 12. Suppose C(P ) = log(1 +P ) for some P ≥ 0.
Define the coefficient
µi , min
{
1,
1
INRi.1→i′
}
, (54)
set functions A, B, E and G as
AΥi , C
(
µiSNRi.1→i +
∑
i.j∈Υi\{i.1} SNRi.j→i
1 + µi′ INRi′ .1→i
)
(55)
BΩi , C
(∑
i.j∈Ωi SNRi.j→i
1 + µi′ INRi′ .1→i
)
(56)
EΥi , C
(
µiSNRi.1→i +
∑
i.j∈Υi\{i.1} SNRi.j→i
1 + µi′ INRi′ .1→i
+
(1− µi′ )INRi′ .1→i
1 + µi′ INRi′ .1→i
)
(57)
GΩi , C
(∑
i.j∈Ωi SNRi.j→i + (1− µi′ )INRi′ .1→i
1 + µi′ INRi′ .1→i
)
(58)
and the region
RGin , R(A,B,E,G)
The superscript “G” denotes Gaussian.
Theorem 6. For the Gaussian MAC-IC-MAC, RGin ⊆ CG.
Proof: Consider a single coding scheme in which all
transmitters use all available power, Txi.j, j 6= 1, uses a Gaus-
sian codebook, and the interfering transmitter Txi.1 splits its
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message into common and private sub-messages and employs
additive superposition coding with Gaussian codebooks with
powers Pi.1c and Pi.1p, respectively. In particular, the Etkin-
Tse-Wang (ETW) power-split [10]
Pi.1p = min(Pi.1,
1
|hi.1→i′ |2
) (59)
Pi.1c = Pi,1 − Pi.1p. (60)
is used so that the unintended private message from Txi arrives
at Rxi
′
at no more than noise power.
This scheme can be viewed as the CMG scheme with a
coding distribution from Pin where both the distribution of Ui
and Xi are fixed to be Gaussian, and
p(xi|ui) = p(ui + vi|ui).
Thus, Theorem 1 applies. All we need is the explicit evaluation
of the mutual information terms in its bounds for our particular
coding scheme, which gives AΥi , BΩi , EΥi and GΩi of (58),
hence the result.
Remark 12. Note that the Gaussian MAC-IC-MAC is semi-
deterministic. However, the coding distribution used to obtain
Theorem 6 is not in Psdin . Hence, we cannot directly apply the
results in Section III-C due to the average power constraint (6)
on the transmitted codeword Xi.1. In other words, choosing Ui
according to p(ui|xi) = p(si|xi) will not always be feasible
since the side information Si may have arbitrarily large power.
Remark 13. Define the region
RGc , Rc(A,B,E,G).
Obviously, RGin ⊆ RGc , but the achievability of RGc by ETW
coding scheme is not clear. In fact, the power split scheme
(59) and (60) we used for RGin is not enough to achieve RGc
for all channel settings, as shown in the next example.
Example 1. We choose K1 = K2 = 1 (two-user IC),
SNR1.1→1 = 50, SNR2.1→2 = 20, INR1.1→2 = 10,
INR2.1→1 = 15. The computation of the set functions in
Definition 12 gives the achievable region RGin to be
R1.1 ≤ B{1.1} = 4.7004 (61)
R1.1 ≤ A{1.1} + E{2.1} = 4.4318 (62)
R2.1 ≤ B{2.1} = 3.4594 (63)
R2.1 ≤ A{2.1} + E{1.1} = 4.1293 (64)
R1.1 +R2.1 ≤ A{1.1} +G{2.1} = 5.7616 (65)
R1.1 +R2.1 ≤ G{1.1} +A{2.1} = 5.7814 (66)
R1.1 +R2.1 ≤ E{1.1} + E{2.1} = 6.0168 (67)
2R1.1 +R2.1 ≤ A{1.1} +G{1.1} + E{2.1} = 9.4762 (68)
R1.1 + 2R2.1 ≤ E{1.1} +A{2.1} +G{2.1} = 8.0835 (69)
Hence, due to inequality (62), R1.1 can be at most 4.4318
bits per channel use, while in RGc which is defined by all
inequalities of RGin except (62) and (64), R1.1 can take values
up to 4.7004 bits per channel use. Nevertheless, we will show
in the next lemma that the gap between RGin and RGc is no
more than one bit.
Lemma 2. There is no more than a one-bit gap between RGin
and RGc .
Proof: The extra bounds in RGin compared to those
in RGc are only on the intra-cell sum rates
∑
1.j∈Υ1 R1.j
and
∑
2.j∈Υ2 R2.j . Without loss of generality, it is suffi-
cient to show that for any Υ1, Υ2 ∈
{
2Θ1\{1.1} ∪ {1.1}} ×{
2Θ2\{2.1} ∪ {2.1}} , ∃Ω1 ∈ 2Θ1\∅ such that the gap between
BΩ1 and AΥ1 + EΥ2 is within one bit. In particular,
AΥ1 + EΥ2
≥ C
(
µ1SNR1.1→1 +
∑
1.j∈Υ1\{1.1} SNR1.j→1
1 + µ2INR2.1→1
)
+ C
(
(1− µ1)INR1.1→2
1 + µ1INR1.1→2
)
= C
(
µ1SNR1.1→1 +
∑
1.j∈Υ1\{1.1} SNR1.j→1
1 + µ2INR2.1→1
)
+ log
(
1 + INR1.1→2
1 + µ1INR1.1→2
)
≥ C
(
SNR1.1→1 µ1INR1.1→21+µ1INR1.1→2 +
∑
1.j∈Υ1\{1.1} SNR1.j→1
1 + µ2INR2.1→1
)
Note the power splitting scheme ensures µ1INR1.1→2 ≤ 1,
hence the above term should satisfy
AΥ1 + EΥ2
≥ C
(
SNR1.1→1/2 +
∑
1.j∈Υ1\{1.1} SNR1.j→1
1 + µ2INR2.1→1
)
> C
(
SNR1.1→1 +
∑
1.j∈Υ1\{1.1} SNR1.j→1
1 + µ2INR2.1→1
)
− 1
= BΥ1 − 1 = BΩ1 − 1
Recall Υ1 is defined to be a user index subset which contains
user 1.1 while Ω1 an arbitrary user subset, so for a given Υ1
we can always find a corresponding Ω1 such that Ω1 = Υ1.
2) Outer bound: Our goal is to obtain a single region outer
bound. First, using the idea from the semi-deterministic MAC-
IC-MAC that the genie information Ti is chosen to be i.i.d with
Si conditioned on Xi, we let Ti = hi.1→i′Xi + Zi′ , where
Zi′ ⊥ Zi. Then we show that Gaussian input distribution with
full power for all inputs gives a single region that is also an
outer bound (i.e., it equals the union of regions outer bound
of Theorem 3, when applied to the Gaussian channel).
We define the outer bound first.
Definition 13. Define RGo , Rc(A,B,E,G) where the set
functions A, B, E and G are given as
AΥi , C
 ∑
i.j∈Υi\{i.1}
SNRi.j→i +
SNRi.1→i
1 + INRi.1→i′
 (70)
BΩi , C
 ∑
i.j∈Ωi
SNRi.j→i
 (71)
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EΥi , C
( ∑
i.j∈Υi\{i.1}
SNRi.j→i +
SNRi.1→i
1 + INRi.1→i′
+ INRi′ .1→i
)
(72)
GΩi , C
 ∑
i.j∈Ωi
SNRi.j→i + INRi′ .1→i
 . (73)
Theorem 7. For the Gaussian MAC-IC-MAC, CG ⊆ RGo .
Proof: Please see Appendix F.
3) Two-bit gap: Lastly, we show that the gap between RGin
and RGo is within two bits, which implies the inner bound of
Theorem 6 (and hence its associated universal coding scheme)
is within a two-bit gap of the capacity region. To this end, we
first show in Lemma 3 that the gap between RGc and RGo is
not more than one bit.
Lemma 3. There is no more than a one-bit gap between RGc
and RGo .
Proof: It is enough to show the gap between each
corresponding pair of sets of weighted sum rate bounds of
RGc and RGo are within one bit of each other. We bound, for
instance, the gap between EΥi and EΥi as
EΥi = log
(
2 + µiSNRi.1→i +
∑
i.j∈Υi\{i.1}
SNRi.j→i
+ (1− µi′ )INRi′ .1→i
)
− log (1 + µi′ INRi′ .1→i)
≥ log
(
2 + µiSNRi.1→i +
∑
i.j∈Υi\{i.1}
SNRi.j→i
+ (1− µi′ )INRi′ .1→i
)
− 1
= log
(
2 + min
{
1,
1
INRi.1→i′
}
SNRi.1→i + INRi′ .1→i
+
∑
i.j∈Υi\{i.1}
SNRi.j→i −min {INRi′ .1→i, 1}
)
− 1
≥ C
( ∑
i.j∈Υi\{i.1}
SNRi.j→i +
SNRi.1→i
1 + INRi.1→i′
+ INRi′ .1→i
)
− 1
= EΥi − 1.
Other gaps can be verified similarly, which proves the lemma.
This leads us to the main result of this section.
Theorem 8. The universal coding scheme for the Gaussian
MAC-IC-MAC of Theorem 6 achieves a rate region that is
within a two-bit gap of its capacity region.
Proof: To prove the result, it is sufficient to show that
there is no more than a two-bit gap between RGin and RGo .
The gap between RGin and RGo should not exceed the sum of
gaps from RGin to RGc and from RGc to RGo , both of which
are equal to 1 bit by Lemmas 2 and 3, respectively. Hence the
result.
E. The GDoF Region
The GDoF region characterizes the simultaneously accessi-
ble signal-level dimensions (per channel use) by the users of
a network in the limit of high SNR, while the ratios of the
SNRs and INRs relative to a reference SNR, each expressed
in the dB scale, are held constant, with each constant taken,
in the most general case, to be arbitrary.
Given the Gaussian MAC-IC-MAC model as defined by (4)
and (5), let ρ be a nominal value for SNR or INR, define α¯ =
(α1.1→1, · · · , α1.K1→1, α2.1→2, · · · , α2.K2→2, α1.1→2, α2.1→1)
with
αi.j→i =
log(SNRi.j→i)
log ρ
and αi.1→i′ =
log(INRi.1→i′ )
log ρ
Definition 14. The GDoF region of a (K1,K2) Gaussian
MAC-IC-MAC D(K1,K2, α¯) ∈ RK1+K2+ is defined as
{(dΘ1 , dΘ2) :di.j = lim
ρ→∞
Ri.j
log ρ
, i ∈ {1, 2}, j ∈ {1, · · · ,Ki},
and (RΘ1 , RΘ2) ∈ CG(K1,K2, α¯)
}
(74)
and where CG(K1,K2, α¯) denotes its capacity region.
Since we have the capacity region to within a two-bit gap
for the Gaussian MAC-IC-MAC, computing the GDoF region
can be easily done by substituting SNRi.j→i = ραi.j→i and
INRi′ .j→i = ρ
α
i
′
.j→i in (70)-(73), and computing the limits
of each set function under ρ→∞.
Definition 15. For any two real numbers x and y, let (x −
y)+ , max{0, x− y}. Define the set functions a, b, e and g
as
aΥi = max
{
max
i.j∈Υi\{i.1}
αi.j→i, (αi.1→i − αi.1→i′ )+
}
(75)
bΩi = max
i.j∈Ωi
αi.j→i (76)
eΥi = max
{
max
i.j∈Υi\{i.1}
αi.j→i, (αi.1→i − αi.1→i′ )+,
αi′ .1→i
}
(77)
gΩi = max
{
max
i.j∈Ωi
αi.j→i, αi′ .1→i
}
. (78)
Theorem 9. The GDoF region D(K1,K2, α¯) of the (K1,K2)
Gaussian MAC-IC-MAC is equal to
Dc(a, b, e, g) =
{
(dΘ1 , dΘ2) ∈ RK1+K2+ :
∀(Υ1, Ω1, Υ2, Ω2) ∈ Ξ∑
1.j∈Ω1
d1.j ≤ bΩ1 (79)∑
2.j∈Ω2
d2.j ≤ bΩ2 (80)∑
1.j∈Υ1
d1.j +
∑
2.j∈Ω2
d2.j ≤ aΥ1 + gΩ2 (81)∑
1.j∈Ω1
d1.j +
∑
2.j∈Υ2
d2.j ≤ gΩ1 + aΥ2 (82)∑
1.j∈Υ1
d1.j +
∑
2.j∈Υ2
d2.j ≤ eΥ1 + eΥ2 (83)
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∑
1.j∈Υ1
d1.j +
∑
1.j∈Ω1
d1.j
+
∑
2.j∈Υ2
d2.j ≤ aΥ1 + gΩ1 + eΥ2 (84)∑
1.j∈Υ1
d1.j +
∑
2.j∈Υ2
d2.j
+
∑
2.j∈Ω2
d2.j ≤ eΥ1 + aΥ2 + gΩ2
}
. (85)
Remark 14. The GDoF of the Gaussian MAC-IC-MAC applies
also to a fully connected (K1 + K2)-transmitter-2-receiver
interference network (referred to as interfering multiple-access
channel or IMAC, in which there are two MACs but all
transmitters in one MAC cause interference to the receiver
of the other MAC), when the interference from all but one
transmitter in each cell is sufficiently weak to be at the
noise level, or mathematically, when the corresponding INR
exponents of these links are equal to zero.
Remark 15. The GDoF of the Gaussian MAC-IC-MAC can
be used to compute an outer bound for the IMAC. This outer
bound would be an intersection of the GDoF regions of the
K1K2 embedded MAC-IC-MACs within the IMAC obtained
by removing all but two interference links (since removing
interference links doesn’t decrease capacity). It would be
interesting to describe the set of SNR and INR exponents α¯
for which simple achievable schemes achieve that outer bound.
For instance, one could use the achievable scheme of this work
over the IMAC (i.e., treat the signal from all but one interfering
transmitter as noise at each receiver) for each of the K1K2
embedded MAC-IC-MACs within the IMAC. The union of
the corresponding GDoF regions gives an inner bound to the
GDoF region of the fully connected IMAC. For what set of
α¯ do the above outer and inner bounds coincide, and hence
yield the GDoF region of the IMAC?
In order to get some intuitive understanding of the general
GDoF region of Theorem 9, we consider the symmetric case.
A Gaussian MAC-IC-MAC is said to be symmetric if K1 =
K2 = K and SNRi.j→i = SNR and INRi.1→i′ = INR, i.e.
all SNRs are identical and all INRs are identical. Note this
does not mean the channel attenuations hi.j→is or hi′ .1→is are
identical, since transmitters may choose different transmission
power. SNR and INR terms can thus be normalized as
INR = SNRα = ρα
which implies αi.j→i = 1 and αi.1→i′ = α. In this symmetric
case, we write the general GDoF region D(K1,K2, α¯) simply
as D(K,α) since K1 = K2 = K and since the dependence
on α¯ is only through α.
Furthermore, for the symmetric Gaussian MAC-IC-MAC, a
further simplified yet instructive metric, the symmetric GDoF,
denoted as dsym(K,α) is defined as follows.
Definition 16. For a symmetric K-user (per cell) Gaussian
MAC-IC-MAC with GDoF region D(K,α), the symmetric
generalized degrees-of-freedom dsym(K,α) is defined as the
solution to the following equation
dsym(K,α) , max
d=d1.1=···=d1.K1=d2.1=···=d2.K2
(dΘ1 ,dΘ2 )∈D(K,α)
d.
The symmetric GDoF of Gaussian MAC-IC-MAC can be
easily obtained by specializing the GDoF region given in
Theorem 9. When K = 1 (the MAC-IC-MAC is the 2-
user IC), Theorem 9 recovers the well-known "W"-shaped
symmetric GDoF curve established by Etkin et al in [10], as
it must; for K ≥ 2, the symmetric GDoF is stated next.
Corollary 2. The symmetric GDoF dsym(K,α) for K ≥ 2 of
the symmetric K-user Gaussian MAC-IC-MAC is given as
dsym(K,α) =

1 0 ≤ α < 1− 1K
− 1K+1α+ 2K+1 1− 1K ≤ α < 1
1
K+1α 1 ≤ α < 1 + 1K
1 α ≥ 1 + 1K
.
Remarkably, the symmetric GDoF curve for the K ≥ 2
case for any K is a simpler, raised "V"-shaped curve with
flat shoulders on both sides of the curve (as shown in Fig. 2),
illustrating the benefit of adding non-interfering transmitters
to the cell. Indeed, maximum symmetric GDoF (which is 1K )
can be achieved for α ∈ [0, 1− 1K ]∪ [1 + 1K ,∞) compared to
the "W" shape obtained in [10] for K = 1.
To see the overall improvement with increasing K we
plot the numerical results of the sum-symmetric GDoF, i.e.
Kdsym(K,α) for K = 1, 2, 3, 4 in Fig. 5. When K = 1, the
sum-symmetric GDoF is just the symmetric GDoF and we see
the familiar "W" curve of the symmetric GDoF curve for two-
user IC of [10]. As K increases, the sum-symmetric GDoF
increases for all α, while the width of the flat shoulder also
increases, leading to maximum GDoF of 1 for an increasing
range of α. Thus, Fig. 5 gives the clearest indication of the
benefit of adding interference-free transmitters to the entire
cell GDoF, which is a measure of cell spectrum efficiency
when all users are provided the same GDoF.
Remark 16. Note that the sum symmetric DoF (i.e., GDoF
at α = 1) is KK+1 , approaching 1 as K becomes large. This
is also the worst case sum symmetric GDoF over α. This is
reminiscent of the sum-symmetric DoF of the two-cell fully-
connected IMAC obtained in [14] but that result applies to a
multi-carrier setting.
Returning to the symmetric MAC-IC-MAC, we see that
adding even just one non-interfering transmitter to the two-user
IC improves GDoF significantly. This can be easily observed
at α = 12 in Fig. 5. Because of interference, a two-user IC
only allows each user to achieve 12 DoF, while a (2, 2) MAC-
IC-MAC could achieve full GDoF while providing 12 DoF to
each of the four transmitters, thus doubling sum GDoF.
F. Signal-Level Partitioning
We explain the GDoF benefit of having interference-free
transmitters in the MAC-IC-MAC by formalizing the develop-
ment of signal level partitioning in the context of the MIMO
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Fig. 5: Kdsym(K,α), the sum symmetric GDoF per cell versus
α for K = 1, 2, 3, 4
interference channel by Karmakar and Varanasi in [11]. That
work also includes signal space partitioning which is not
needed here. We start by describing signal level partitioning
in a Gaussian point-to-point link first followed by the two-
user Gaussian MAC and then the MAC-IC-MAC. In the latter
case, we restrict the discussion to symmetric GDoF, with
the extension to asymmetric settings being straightforward, in
principle.
Consider a single interference-free Gaussian link Y = hX+
Z in a network with unit transmit power constraint and unit
noise variance with coefficient |h|2 = ρα, with ρ denoting a
nominal or reference SNR which can be regarded as say the
SNR of a reference link when we generalize the discussion
to a network. Let α be a rational number. Define β so that
βp = ρ for some positive rational number p > 1 such that
n = pα ∈ N. The transmit signal X can be decomposed
into m signal-level partitions (in the dB scale) such that m =
qα ∈ N, with q ≥ p being another rational number. Assign the
power β−i− β−i−1 to the ith signal level for i ∈ [0 : m− 1].
This is shown in the left hand side of Fig. 6 where the top of
each partition is aligned with its power level, denoted by the
dashed lines. For instance, Partition 1 (P1 in the figure) has
power 1−β−1, partition 2 has power β−1−β−2, etc. Since for
large SNR, we have β−i−β−i−1 ≈ β−i we denote the top of
ith partition simply as β−i in Fig. 6. Independent information
is encoded in each signal partition and the encoded signals
are combined using additive superposition. At the receiver the
power in the m signal levels are amplified by the factor ρα =
βn. Hence, the top n partitions are above the noise level (i.e.,
they are "heard" by the receiver). Successive decoding is used
at the receiver from the top level to the last one that is above
the noise level, i.e., information in each partition is decoded
by treating all the signals in the lower partitions as noise. It
is easy to verify that this way one obtains 1p DoF for each of
the n signal levels, since for any i ∈ [0, n− 1]
lim
ρ→∞
log
(
1 + β
−i−β−i−1
β−i−1−β−m
)
log ρ
=
1
p
.
Hence the overall DoF of α is achieved.
In Fig. 6, we consider α = 1 in the point-to-point Gaussian
link so that |h|2 = ρ with the received SNR being ρ itself.
Let p = 2 and any q ≥ p. The receiver’s perspective is shown
on the right hand side of the figure where it is seen that all
signal levels are lifted by n = 2 levels, with the rest being
below the noise level. The information in the two levels can
be successively decoded to achieve 1/2 DoF per level since
β =
√
ρ.
Note that in the simple point-to-point link there is no need
to send information over two signals levels or consider values
of α other than 1. However, when that link is considered as
one out of several links in a multi-user channel that has some
reference link with nominal SNR that is ρ and with the other
links having disparate strengths of the form ρα (with α in
general depending on the link being considered) the above
model is much more useful.
Tx
Rx
P1
P2
P3
P1
P2
P3
Fig. 6: Signal level partitioning at the transmitter and receiver
of a Gaussian link Y =
√
ρX+Z with E[|X|2] ≤ 1 and zero-
mean Gaussian noise Z with unit variance. There are qα = q
partitions at the transmitter but only pα = p = 2 of them are
seen above the noise level at the receiver.
To analyze a multi-terminal network with disparate SNR
and INR exponents (relative to nominal ρ), we extend the
aforementioned exponent partitioning with a sufficiently fine
resolution (i.e, with p chosen sufficiently large) so that the
signal partitions from different transmitters that arrive at a
receiver will be aligned at that receiver, for all receivers.
Consider for instance the simple example of the Gaussian
MAC Y = h1X1 + h2X2 + Z where |h1|2 = ρ0.8 and
|h2|2 = ρ1.2. Here, we choose p = 52 so that β = ρ0.4,
i.e., the exponent resolution of the signal level is set at 0.4.
The resulting signals levels at the two transmitters and at the
receiver are illustrated in Fig. 7 on its left and right sides,
respectively. Note that all the partitions of the two transmitted
signals are aligned at the receiver’s grid without aliasing.
In particular, the top two signal levels (or partitions) of X1
and the top three partitions of X2 can be “heard" by the
receiver (i.e., they are above the noise level), and the overall
observable partitions is thus three. It can be easily inferred
that the following GDoF region is achievable for this MAC:
0 ≤ d1 ≤ 0.8
0 ≤ d2 ≤ 1.2
d1 + d2 ≤ 1.2.
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Fig. 7: Signal level partitioning at the transmitters and receiver
in a Gaussian MAC
This in fact is also exactly the GDoF region of the Gaussian
MAC under consideration.
G. GDoF of the MAC-IC-MAC Explained
Let us apply the above reasoning to the setting of the MAC-
IC-MAC next. Consider the achievability of the three key
inflection points in the per-cell sum symmetric GDoF curve,
namely, (1− 1K , 1), (1, KK+1 ) and (1 + 1K , 1).
In what follows, we pick K = 2 as an example throughout.
Assume that the transmitted power at each transmitter is
divided into multiple partitions such that every signal partition
carries the same DoF. Fig. 8-10, on their left and right sides
respectively, show the aligned received signals from Receiver
1 and Receiver 2’s perspectives, one figure for each of the
three key values of α. The dashed horizontal line represents
the noise floor. The symbols Xi.j on top of each column at
each receiver denotes that the partitions below it correspond
to the partitions of Transmitter i.j as seen at that receiver.
The shadowed signal partitions are the ones used to transmit
information whereas the white partitions are unused.
When α = 12 , a transmitted signal is partitioned into two
levels (so that p = q = 4 for the cross-links) so each can
carry 1/2 DoF. As shown in Fig. 8, the lower of the two levels
of the interference will be under the noise floor. Hence, it is
best to let both interfering transmitters Txi.1 use the lower
power level, to obtain 12 DoF per transmitter. This leaves the
empty upper power level to the non-interfering transmitters
Txi.2, each of which thus achieves 12 DoF as well. Without
the non-interfering transmitters Txi.2, the upper partition of
the received signal at the receivers remains unused in this
scheme wherein interference is treated as noise. But it is
known [10] that the symmetric GDoF is 1/2 in the 2-user IC
when α = 12 , and that that symmetric GDoF is achieved by
treating interference as noise at each receiver. Hence, the above
scheme without the non-interfering transmitters Txi.2 cannot
be improved upon in the 2-user IC. This example explains
how sum symmetric GDoF per cell is improved from 1/2 to
1 by the presence of the non-interfering transmitters in the
MAC-IC-MAC.
Consider next the case of strong interference with α = 32
in which it is also possible to achieve sum symmetric GDoF
of 1 per cell. This case is illustrated in Fig. 9. Here, the non-
interfering transmitters use the lower (of two) signal levels and
Rx1 Rx2
Fig. 8: Achieving sum symmetric GDoF 1 per-cell when α =
1
2 for (2, 2) Gaussian MAC-IC-MAC.
the interfering transmitters use the higher level for sending
information. At each receiver, there are three signal levels
with the highest level containing interference which is decoded
first, followed by the signal in the second level and then the
third so that both desired signals are decoded by their intended
receiver. In this scheme, interference is fully decoded at each
receiver.
Rx1 Rx2
Fig. 9: Achieving sum symmetric GDoF 1 per-cell when α =
3
2 for (2, 2) Gaussian MAC-IC-MAC.
When α = 1, a sum symmetric GDoF per cell of 23 is
achievable. Each transmitted signal is partitioned into three
levels so that each can carry 13 DoF. The signal partitions at
each of the receivers is shown in Fig. 10. Rxi can succes-
sively decode the information from Txi.1, Txi.2 and Txi
′
.1
(strongest level first, weakest last). This implies that 13 DoF
for each of the four transmitters is hence achievable. Note that
the interference is fully decoded at Receiver 2 and it can be
treated as noise at Receiver 1. Also, in this case, the power
allocation for common and private information is asymmetric
between the two transmitters.
Rx1 Rx2
Fig. 10: Achieving sum symmetric GDoF 23 per-cell when
α = 1 for (2, 2) Gaussian MAC-IC-MAC.
Note that the achievable schemes for the three key inflection
points did not require strictly partial interference decoding
in that interference is either treated as noise or decoded
completely at each of the two receivers. In the next example,
we study the case when α = 23 . In this case, according to
Corollary 2, each transmitter can transmit at DoF 49 . Fig. 11
demonstrates the power allocation scheme of each transmitted
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signal from the two receivers’ perspectives. In this case, the
interfering transmitters use the highest signal level (out of 9)
to send common information that will be decoded uniquely at
both receivers (it arrives at level 4). Private information at each
interfering transmitter is encoded at the lowest three levels so
it can be treated as noise at the other (non-intended) receiver.
This leaves 4 signal levels unoccupied at each receiver if you
just consider the interfering transmitters. These four levels are
opportunistically filled by the non-interfering transmitter in
each cell, so that each transmitter can achieve 49 DoF for a
per-cell sum symmetric DOF of 89 .
Rx1 Rx2
Fig. 11: Achieving sum symmetric GDoF 89 per-cell when
α = 23 for (2, 2) Gaussian MAC-IC-MAC.
Next, we consider achievability using time-sharing between
the respective GDoF-optimal strategies in the embedded 2-user
IC and 2 non-interfering point-to-point links (recall K = 2) in
the MAC-IC-MAC. Hence, Tx1.1 and Tx2.1 transmit (in the
embedded 2-user IC) while Tx1.2 and Tx2.2 are turned off
for some fraction of time and in the other strategy Tx1.2 and
Tx2.2 transmit while Tx1.1 and Tx2.1 are turned off during
the remaining fraction of time.
Let dsym(1, α) be the symmetric DoF of the two-user IC at
SNR = ρ and INR = ρα. To share the DoF evenly, transmitters
Txi.1 have to use 1dsym(1,α)+1 of time and leave the rest
dsym(1,α)
dsym(1,α)+1
portion to transmitters Txi.2. This way we get
per-cell sum symmetric GDoF of 2dsym(1,α)dsym(1,α)+1 which is plotted
in Fig. 12 as the red curve (with the legend “K=2 with time-
sharing scheme 1") in comparison to the fundamental sum
symmetric GDoFs in the 2-user IC and the (2,2) MAC-IC-
MAC. Clearly, the time-sharing scheme is sub-optimal, except
when α = 0, 1, 2. The reason for this can be observed from
Fig. 8. Say when α = 12 , the role of Txi.2 in the optimal
scheme is to fill the unused signal levels left by transmitters
Txi.1 and Txi
′
.1 instead of time sharing DoF with them.
Time-sharing can be performed in a different way. Contin-
uing with the (2,2) MAC-IC-MAC as an example, let Tx1.1,
Tx1.2 and Tx2.2 transmit for the first half-time, and let Tx1.2,
Tx2.1 and Tx2.2 transmit in the other half-time. Due to
symmetry, the GDoF Tx1.2 achieves in the first half-time
will be exactly the GDoF Tx2.2 achieves in the second half-
time. Therefore, to get the same GDoF for all transmitters,
we should let d1.1 = d1.2 + d2.2 and d2.1 = 0 in the first
half-time, then d2.1 = d1.2 + d2.2 and d1.1 = 0 in the second
half-time. Following the fundamental GDoF region given in
Theorem 9 and performing linear programming to compute the
maximum sum symmetric GDoF, the resulting GDoF curve
is plotted in yellow in Fig. 12 (with the legend “K=2 with
time-sharing scheme 2"). This time-sharing scheme yields a
V-shape sum-symmetric GDoF defined by the points (0,1),
(1,2/3) and (2,1). At these three points and these three points
only, this time-sharing scheme coincides with the fundamental
per cell sum-symmetric GDoF. Hence, time-sharing between
the two embedded MAC-Z-P2Ps is not sufficient to achieve
the fundamental sum-symmetric GDoF either.
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Fig. 12: An illustration of the sub-optimality of two time-
sharing schemes for the (2,2) MAC-IC-MAC. In scheme 1,
time-sharing occurs between the two interfering transmitters
and the two non-interfering transmitters. In scheme 2, time-
sharing occurs between the two embedded MAC-Z-P2Ps. Both
these time-sharing schemes are sub-optimal. The fundamental
sum-symmetric GDoF per cell of (2,2) MAC-IC-MAC as well
as the symmetric GDoF of the two-user IC are also depicted
for comparison.
Remark 17. To summarize, (a) superposition coding helps
reserve certain signal-level partitions for each interfering trans-
mitter at its intended receiver (b) it reserves certain signal-
level partitions for the common sub-message of an interfering
transmitter at its unintended receiver (c) there are in general
still unused signal-level partitions at each receiver that are
not accessible to interfering transmitters, intended or not, but
which are open to be exploited by non-interfering transmitters
and (d) when there are more than one non-interfering transmit-
ters in each cell (say when K = 3) the signal-level partitions
that are inaccessible to interfering transmitters can be time-
shared by the intended non-interfering transmitters toward the
achievement of optimal GDoF.
IV. CONCLUSIONS
Classical results on the capacity of the DM and Gaussian
multiple-access channels of [1]–[3] and those on the two-user
interference channel of [4], [5] as well as recent results on ca-
pacity bounds and approximations for the interference channel
are unified and generalized in this work by obtaining bounds
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and capacity approximations for the two-cell, (K1,K2)-user
MAC-IC-MAC. In particular, we generalize the inner bounds
of [7] and [9] from the 2-user DM IC to the (K1,K2)-user
DM MAC-IC-MAC, bound the capacity region of the semi-
deterministic DM MAC-IC-MAC to within a quantifiable gap,
thus extending the work of [8] on the semi-deterministic two-
user DM IC, and finally, we obtain capacity approximations
to within a constant gap and hence up to GDoF accuracy for
the Gaussian MAC-IC-MAC, thereby generalizing the results
of [10].
A single coding scheme in the Gaussian setting is shown to
have an achievable rate region that is within two bits of the
capacity region. Improvements in cell spectrum efficiency with
increasing number of users in the symmetric MAC-IC-MAC
is quantified and illustrated via the per-cell sum-symmetric
GDoF. Some examples of achieving GDoF via signal-level
partitioning are discussed in detail to reveal the role of non-
interfering transmitters in improving spectrum efficiency.
APPENDIX A
PROOF OF THEOREM 1
We prove achievability through a random coding argument.
We fix a coding distribution Pin ∈ Pin, and obtain reliability
conditions in the form of partial sum-rate restrictions, which
together give the achievable region Rin(Pin).
A. The Achievable Scheme
1) Generate time sharing sequence qn according to p(qn) =∏n
t=1 p(qt).
2) Txi.j, j 6= 1, independently generates 2nRi.j sequences
xni.j according to p(x
n
i.j |qn) =
∏n
t=1 p(xi.j,t|qt) and
indexes them by ki.j ∈ {1, · · · , 2nRi.j};
3) Txi.1 generates 2nRi.1c sequences uni.1c according to
p(uni |qn) =
∏n
t=1 p(uit|qt) and indexes them by
ki.1c ∈ {1, · · · , 2nRi.1c}. For each uni (ki.1c), it
generates 2n(Ri.1−Ri.1c) sequences xni.1 according to
p(xni.1|uni (ki.1c), qn) =
∏n
t=1 p(xi.1t|uit(ki.1c), qt) and
indexes them by (ki.1c, ki.1p) ∈ {1, · · · , 2nRi.1c} ×
{1, · · · , 2n(Ri.1−Ri.1c)}.
4) Once the codebooks are generated, they are fixed for
the duration of communication and revealed to receivers
Rx1 and Rx2.
5) A Ki-tuple message (mi.1, · · · ,mi.Ki) =
((ki.1c, ki.1p), ki.2, · · · , ki.Ki) in cell-i is encoded
to ((xni.1(ki.1c, ki.1p), x
n
i.2(ki.2), · · · , xni.Ki(ki.Ki)) at
Txi.1, Txi.2, · · · , Txi.Ki, respectively, and sent over
the channel.
6) Upon receiving yni , each Rxi declares its decoded
messages (mˆi.1, · · · , mˆi.Ki) as the unique index-
tuple ((kˆi.1c, kˆi.1p), kˆi.2, · · · , kˆi.Ki ) for which qn,
xni.1(kˆi.1c, kˆi.1p), x
n
i.2(kˆi.2),· · · , xni.Ki(kˆi.Ki), uni′ (kˆi′ .1c)
and yni are jointly typical, for some kˆi′ .1c ∈
{1, · · · , 2nRi′ .1c}. If such an index-tuple cannot be
found, Rxi declares an error.
Suppose (ki.1c, ki.1p) = (1, 1), ki.2 = · · · = ki.Ki = 1 is sent.
For any Υi or Ωi, we define four classes of error events as
• Class 1: kˆi.1c = 1, kˆi.1p 6= 1 , kˆi.j 6= 1 ∀i.j ∈ Υi\{i.1},
kˆi′ .1c = 1;
• Class 2: kˆi.j 6= 1 for all i.j ∈ Ωi\{i.1} and if i.1 ∈ Ωi,
then kˆi.1c 6= 1; and kˆi′ .1c = 1;
• Class 3: kˆi.1c = 1, kˆi.1p 6= 1 , kˆi.j 6= 1 ∀i.j ∈ Υi\{i.1},
kˆi′ .1c 6= 1;
• Class 4: kˆi.j 6= 1 for all i.j ∈ Ωi\{i.1} and if i.1 ∈ Ωi,
then kˆi.1c 6= 1; and kˆi′ .1c 6= 1.
Any possible error event at Rxi that affects messages sent by
transmitters Txi.j, ∀i.j ∈ Ωi also belongs to one of the four
error event classes, depending on the correctness of each of
following components: (1) the common message mi.1c from
Txi.1, if i.1 ∈ Ωi; (2) the private message mi.1p from Txi.1,
if i.1 ∈ Ωi; (3) the common message mi′ .1c from Txi
′
.1.
We illustrate the classification in Table I. On the other hand,
for any Υi, there exists some Ωi such that Ωi = Υi. Since
we always have i.1 ∈ Υi, any error event that involves the
message sent by transmitters Txi.j, ∀i.j ∈ Υi should also fall
into one of the four cases given by the last two columns of
Table I.
The probabilities of each of the four classes can be bounded
via a careful application of the joint typicality lemma (cf.
Chapter 2, [27]), by the set functions A, B, E and G as
following, respectively, corresponding to each of the two
receivers. Consequently, including the non-negativity of Ri.1c
and
∑
i.j∈Υi Ri,j −Ri.1c, we have∑
1.j∈Υ1
R1.j −R1.1c ≤ AΥ1 (86)∑
1.j∈Ω1
R1.j ≤ BΩ1 (87)∑
1.j∈Υ1
R1.j −R1.1c +R2.1c ≤ EΥ1 (88)∑
1.j∈Ω1
R1.j +R2.1c ≤ GΩ1 (89)
−R1.1c ≤ 0 (90)
R1.1c −
∑
1.j∈Υ1
R1.j ≤ 0 (91)
∑
2.j∈Υ2
R2.j −R2.1c ≤ AΥ2 (92)∑
2.j∈Ω2
R2.j ≤ BΩ2 (93)∑
2.j∈Υ2
R2.j −R2.1c +R1.1c ≤ EΥ2 (94)∑
2.j∈Ω2
R2.j +R1.1c ≤ GΩ2 (95)
−R2.1c ≤ 0 (96)
R2.1c −
∑
2.j∈Υ2
R2.j ≤ 0 (97)
B. Fourier Motzkin Elimination
Inequalities (86)-(97) group many inequalities that all have
the same structure together into one class of inequalities.
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i.1 /∈ Ωi
kˆi.j 6= 1, ∀i.j ∈ Ωi
kˆi.1c = 1
kˆi.1p 6= 1
kˆi.j 6= 1, ∀i.j ∈ Ωi\{i.1}
kˆi.1c 6= 1
kˆi.1p arbitrary
kˆi.j 6= 1, ∀i.j ∈ Ωi\{i.1}
kˆ
i
′
.1
= 1 Class 2 Class 1 Class 2
kˆ
i
′
.1
6= 1 Class 4 Class 3 Class 4
TABLE I: Error events affecting messages sent by transmitters Txi.j, ∀i.j ∈ Ωi.
This allows us to manipulate each class of inequalities as
if it were one inequality. This elegant structure of the initial
inequality system given in (86)-(97) allows us to apply Fourier
Motzkin elimination analytically. Without loss of generality,
we first eliminate R1.1c. Note all the lower bounds to R1.1c
are contributed by the classes of inequalities (86), (88) and
(90), and upper bounds by the classes of inequalities (91),
(94) and (95). Now, R1.1c can be eliminated by having the
minimum of its upper bounds be greater than the maximum of
the lower bounds. The system of inequalities after eliminating
R1.1c becomes
0 ≤ AΥ1 ∗∑
1.j∈Υ1
R1.j +
∑
2.j∈Υ2
R2.j −R2.1c ≤ AΥ1 + EΥ2∑
1.j∈Υ1
R1.j +
∑
2.j∈Ω2
R2.j ≤ AΥ1 + GΩ2
R2.1c ≤ EΥ1∑
1.j∈Υ1
R1.j +
∑
2.j∈Υ2
R2.j ≤ EΥ1 + EΥ2∑
1.j∈Υ1
R1.j +R2.1c +
∑
2.j∈Ω2
R2.j ≤ EΥ1 + GΩ2
−
∑
1.j∈Υ1
R1.j ≤ 0 ∗∑
2.j∈Υ2
R2.j −R2.1c ≤ EΥ2 ∗∑
2.j∈Ω2
R2.j ≤ GΩ2 ∗∑
1.j∈Ω1
R1.j +R2.1c ≤ GΩ1∑
2.j∈Υ2
R2.j −R2.1c ≤ AΥ2
−R2.1c ≤ 0
R2.1c −
∑
2.j∈Υ2
R2.j ≤ 0.
The starred inequalities are clearly redundant by the non-
negativity of rate and mutual information as well as the fact
that, by the chain rule of mutual information, AΥi ≤ EΥi and
BΩi ≤ GΩi . Removing these redundancies, we proceed to the
elimination of R2.1c. Lower bounds on R2.1c are provided by
the terms with right hand side valued AΥ1 +EΥ2 , EΥ2 , AΥ2 and
0, upper bounds by EΥ1 , EΥ1 +GΩ2 , GΩ1 , and 0. Eliminating
R2.1c, a new system shows up as:
0 ≤ EΥ1 ∗∑
2.j∈Υ2
R2.j ≤ AΥ2 + EΥ1
∑
1.j∈Υ1
R1.j +
∑
2.j∈Υ2
R2.j ≤ AΥ1 + EΥ2 + EΥ1 ∗
−
∑
2.j∈Υ2
R2.j ≤ 0 ∗
0 ≤ AΥ2 ∗∑
1.j∈Υ1
R1.j ≤ AΥ1 + EΥ2∑
1.j∈Ω1
R1.j ≤ GΩ1 ∗∑
2.j∈Υ2
R2.j +
∑
1.j∈Ω1
R1.j ≤ AΥ2 + GΩ1∑
1.j∈Υ1
R1.j +
∑
2.j∈Υ2
R2.j
+
∑
1.j∈Ω1
R1.j ≤ AΥ1 + EΥ2 + GΩ1∑
1.j∈Υ1
R1.j +
∑
2.j∈Ω2
R2.j ≤ EΥ1 + GΩ2 ∗∑
2.j∈Υ2
R2.j +
∑
1.j∈Υ1
R1.j
+
∑
2.j∈Ω2
R2.j ≤ AΥ2 + EΥ1 + GΩ2∑
1.j∈Υ1
R1.j +
∑
2.j∈Υ2
R2.j
+
∑
1.j∈Υ1
R1.j +
∑
2.j∈Ω2
R2.j ≤ AΥ1 + EΥ2 + EΥ1 + GΩ2 ∗∑
1.j∈Υ1
R1.j +
∑
2.j∈Ω2
R2.j ≤ AΥ1 + GΩ2∑
1.j∈Υ1
R1.j +
∑
2.j∈Υ2
R2.j ≤ EΥ1 + EΥ2 .
The starred inequalities can again be easily identified as
redundancies. Eventually, we obtain a region given by∑
1.j∈Ω1
R1.j ≤ BΩ1 (98)∑
1.j∈Υ1
R1.j ≤ AΥ1 + EΥ2 (99)∑
2.j∈Ω2
R2.j ≤ BΩ2 (100)∑
2.j∈Υ2
R2.j ≤ AΥ2 + EΥ1 (101)∑
1.j∈Υ1
R1.j +
∑
2.j∈Ω2
R2.j ≤ AΥ1 + GΩ2 (102)∑
1.j∈Ω1
R1.j +
∑
2.j∈Υ2
R2.j ≤ GΩ1 + AΥ2 (103)
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∑
1.j∈Υ1
R1.j +
∑
2.j∈Υ2
R2.j ≤ EΥ1 + EΥ2 (104)∑
1.j∈Υ1
R1.j +
∑
1.j∈Ω1
R1.j
+
∑
2.j∈Υ2
R2.j ≤ AΥ1 + GΩ1 + EΥ2 (105)∑
1.j∈Υ1
R1.j +
∑
2.j∈Υ2
R2.j
+
∑
2.j∈Ω2
R2.j ≤ EΥ1 + AΥ2 + GΩ2 . (106)
The non-negative achievable (K1+K2) rate tuples (RΘ1 , RΘ2 )
that satisfy (98)-(106) are precisely the ones that are defined
as Rin(Pin) in (35). Hence, the region Rin(Pin) is an inner
bound to the capacity region and Theorem 1 is proved.
APPENDIX B
PROOF OF THEOREM 2
In this proof, we need to show that inequalities (99) and
(101) in Appendix A are redundant when we take the inner
bound as the union of fixed pmf inner bounds over all admis-
sible input distributions. We demonstrate the redundancies by
contradiction that the region R1 = Rc\Rin is empty.
Suppose R1 6= ∅. We construct a region R2 inside Rin by
setting U1 or U2 to be trivial (a constant). Then it must be true
thatR1∩R2 = ∅. However, through an explicit computation of
R1 and R2, we show that R1 ⊆ R2, which means R1∩R2 6=
∅, a contradiction. Hence, R1 = ∅.
We first prove the redundancy of (99). Define R2 =
{(RΘ1 , RΘ2) ∈ Rin : U1 = ∅}. Since R2 ⊆ Rin, it is clear
that
R1 ∩R2 = ∅ (107)
Region R2 can be obtained by setting U1 = ∅ in the initial
system (86)-(97). It can then be shown by performing Fourier-
Motzkin elimination procedure as we have done in Appendix
A to eliminate R2.1c, that the region R2 contains all rate pairs
that satisfy just the following three groups of inequalities,
∑
1.j∈Ω1
R1.j ≤ I(XΩ1 ;Y1|XΩ¯1 , U2, Q) (108)∑
2.j∈Ω2
R2.j ≤ I(XΩ2 ;Y2|XΩ¯2 , Q) (109)∑
1.j∈Ω1
R1.j +
∑
2.j∈Υ2
R2.j ≤ I(XΩ1 , U2;Y1|XΩ¯1 , Q)
+ I(XΥ2 ;Y2|XΥ¯2 , U2, Q).
(110)
On the other hand, region R1 is constituted by all the
inequalities for region Rc and
∑
1.j∈Υ1 R1.j ≥ AΥ1 + EΥ2 .
We explicitly write them as∑
1.j∈Ω1
R1.j ≤ BΩ1 (111)
−
∑
1.j∈Υ1
R1.j ≤ −AΥ1 − EΥ2 (112)∑
2.j∈Ω2
R2.j ≤ BΩ2 (113)∑
1.j∈Υ1
R1.j +
∑
2.j∈Ω2
R2.j ≤ AΥ1 + GΩ2 (114)∑
1.j∈Ω1
R1.j +
∑
2.j∈Υ2
R2.j ≤ GΩ1 + AΥ2 (115)∑
1.j∈Υ1
R1.j +
∑
2.j∈Υ2
R2.j ≤ EΥ1 + EΥ2 (116)∑
1.j∈Υ1
R1.j +
∑
1.j∈Ω1
R1.j
+
∑
2.j∈Υ2
R2.j ≤ AΥ1 + GΩ1 + EΥ2 (117)∑
1.j∈Υ1
R1.j +
∑
2.j∈Υ2
R2.j
+
∑
2.j∈Ω2
R2.j ≤ EΥ1 + AΥ2 + GΩ2 . (118)
From inequality (111), we know∑
1.j∈Ω1
R1.j ≤ BΩ1 = I(XΩ1 ;Y1|XΩ¯1 , U2, Q) (119)
adding inequalities (112) and (114), we have∑
2.j∈Ω2
R2.j ≤ GΩ2 − EΥ2
= I(XΩ2 , U1;Y2|XΩ¯2 , Q)
− I(XΥ2 , U1;Y2|XΥ¯2 , U2, Q)
= H(Y2|XΩ¯2 , Q)−H(Y2|XΥ¯2 , U2, Q)
≤ H(Y2|XΩ¯2 , Q)−H(Y2|XΥ¯2 , X2.1, Q)
= H(Y2|XΩ¯2 , Q)−H(Y2|XΥ¯2 , XΥ2 , Q)
= H(Y2|XΩ¯2 , Q)−H(Y2|XΘ2 , Q)
= H(Y2|XΩ¯2 , Q)−H(Y2|XΩ2 , XΩ¯2 , Q)
= I(XΩ2 ;Y2|XΩ¯2 , Q) (120)
adding inequalities (112) and (117), we have∑
2.j∈Υ2
R2.j +
∑
1.j∈Ω1
R1.j ≤ GΩ1
= I(XΩ1 , U2;Y1|XΩ¯1 , Q)
≤ I(XΩ1 , U2;Y1|XΩ¯1 , Q) + I(XΥ2 ;Y2|XΥ¯2 , U2, Q). (121)
Note inequalities (108)-(110) are identical to (119)-(121),
which means a rate-tuple in R1 is in R2, i.e.,
R1 ⊆ R2 (122)
therefore contradicts (107), so (99) is redundant.
Due to the symmetry of the channel, (101) is redundant too,
and so are both of them together. Hence, (99) and (101) are
both redundancies, which completes the proof.
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APPENDIX C
CLARIFICATIONS IN [25]
We clarify some points in the conference version of this
paper [25] in this appendix which considers the K1 = 2 and
K2 = 1 case.
In [25], Theorem 1 (which is Corollary 1 in this paper)
correctly states that ∪p(·)∈PRinner(p), which is equivalent to
Rc in this paper, is achievable. Its proof in Appendix A of [25]
is not complete. The missing part is to prove the redundancies
of two extra inequalities after Fourier-Motzkin elimination of
the initial system given in Appendix A of [25]. The missing
proof is contained in Appendix B of this paper.
The probability distribution given in Definition 8 of [25]
should not contain u1 and u2. In Theorems 11 and 12 of [25],
the probability distribution should be the one which is defined
in Definition 10, instead of p(·) ∈ P .
The phrase “For a given p(·) ∈ P” should be removed in
Definitions 14 and 16, because both these bounds are single
region bounds resulting from one fixed input distribution.
In Theorem 18, the outer bound is again a single region
bound. There should be no union over P .
APPENDIX D
PROOF OF THEOREM 3
The work by Telatar and Tse in [8] has given an outer bound
for two-user semi-deterministic IC, which is a special case of
semi-deterministic MAC-IC-MAC. In their proof, each multi-
letter mutual information term is expressed as the difference
of corresponding conditional entropy terms. The genie infor-
mation Tni is chosen to be distributed as (52) to ensure that
the multi-letter negative entropy terms which do not appear
in the form of H(output|input) (and are therefore hard to
single-letterize) can be eventually canceled. This technique
is extended to the semi-deterministic MAC-IC-MAC in this
appendix.
We show in our proof to follow, that in the presence
of the non-interfering transmitters, the intra-cell sum rate∑
i.j∈Υi Ri.j and
∑
i,j∈Ωi Ri,j can be upper bounded into four
classes by grouping their transmitted signals as XΥi (or XΩi ),
and feeding the remaining transmit signals XΥ¯i together with
the genie information Tni (if i.1 ∈ Υi or i.1 ∈ Ωi, resp.)
to the receiver. Notably, the algebraic structure of these four
classes of bounds still allows the cancellation of the negative
conditional entropies of the form H(output|input). The details
are given shortly.
Moreover, giving a subset of intended signals Xn
Υ¯i
(or Xn
Ω¯i
),
genie information Tni or the non-intended signal X
n
i′ .1 to
help Rxi decode will not decrease the capacity region of the
channel. For any considered subset Υi (or Ωi), we always give
Xn
Υ¯i
( or Xn
Ω¯i
) to help Rxi to decode. Besides, if we give both
the genie information Tni and the interference signal X
n
i′ .1→i,
the partial sum rate
∑
i.j∈Υi Ri.j can be upper bounded by
AΥi ; if we give only genie information T
n
i , the partial sum rate∑
i.j∈Υi Ri.j can be upper bounded by EΥi ; if we only give
the interference signal Xn
i′ .1, the partial sum rate
∑
i.j∈Ωi Ri.j
(with or without i.1 in Ωi) can be upper bounded by BΩi ; if we
give neither Tni nor X
n
i′ .1, the partial sum rate
∑
i.j∈Ωi Ri.j
can be upper bounded by GΩi .
Next, we provide the promised details. For some fixed
P sdo ∈ Psdo , applying Fano’s inequality, chain rule, indepen-
dence and Markov chain property, we obtain following four
classes of upper bounds:
Fig. 13: Genie aided semi-deterministic MAC-IC-MAC, where
a genie provides information T1 to Rx1 and T2 to Rx2.
n
∑
1.j∈Υ1
R1.j
(a)
≤ I(XnΥ1 ;Y n1 , XnΥ¯1 , Tn1 , Xn2.1) + nn
(b)
= I(XnΥ1 ;T
n
1 |XnΥ¯1 , Xn2.1)
+ I(XnΥ1 ;Y
n
1 |XnΥ¯1 , Tn1 , Xn2.1) + nn
(c)
= I(XnΥ1 ;T
n
1 ) + I(X
n
Υ1 ;Y
n
1 |XnΥ¯1 , Tn1 , Xn2.1) + nn
= H(Tn1 )−H(Tn1 |XnΥ1) +H(Y n1 |XnΥ¯1 , Tn1 , Xn2.1)
−H(Y n1 |XnΘ1 , Tn1 , Xn2.1) + nn
(d)
= H(Tn1 )−H(Tn1 |Xn1.1) +H(Y n1 |XnΥ¯1 , Tn1 , Xn2.1)
−H(Sn2 |Xn2.1) + nn
≤ H(Tn1 ) +
n∑
t=1
[
H(Y1t|XΥ¯1t, T1t, X2.1t)
−H(T1t|X1.1t)−H(S2t|X2.1t)] + nn
= nAΥ1 − nH(T1|X1.1) +H(Tn1 ) + nn (123)
n
∑
1.j∈Ω1
R1.j
(a)
≤ I(XnΩ1 ;Y n1 , XnΩ¯1 , Xn2.1) + nn
(b)
= I(XnΩ1 ;Y
n
1 |XnΩ¯1 , Xn2.1) + nn
= H(Y n1 |XnΩ¯i , Xn2.1)−H(Y ni |XnΩ1 , XnΩ¯1 , Xn2.1) + nn
(d)
= H(Y n1 |XnΩ¯1 , Xn2.1)−H(Sn2 |Xn2.1) + nn
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≤
n∑
t=1
[
H(Y1t|XΩ¯1t, X2.1,t)−H(S2t|X2.1t)
]
+ nn
= nBΩ1 + nn (124)
n
∑
1.j∈Υ1
R1.j
(a)
≤ I(XnΥ1 ;Y n1 , XnΥ¯1 , Tn1 ) + nn
(b)
= I(XnΥ1 ;T
n
1 |XnΥ¯1) + I(XnΥ1 ;Y n1 |XnΥ¯1 , Tn1 ) + nn
(c)
= I(XnΥ1 ;T
n
1 ) + I(X
n
Υ1 ;Y
n
1 |XnΥ¯1 , Tn1 ) + nn
= H(Tn1 )−H(Tn1 |XnΥ1) +H(Y n1 |XnΥ¯1 , Tn1 )
−H(Y n1 |XnΘ1 , Tn1 ) + nn
(d)
= H(Tn1 )−H(Tn1 |Xn1.1) +H(Y n1 |XnΥ¯1 , Tn1 )
−H(Sn2 ) + nn
≤
n∑
t=1
[
H(Y1t|XΥ¯1t, T1t)−H(T1t|X1.1t)
]
+H(Tn1 )−H(Sn2 ) + nn
= nEΥ1 + nH(S2|X2.1)− nH(T1|X1.1)
+H(Tn1 )−H(Sn2 ) + nn (125)
and
n
∑
1.j∈Ω1
R1.j
(a)
≤ I(XnΩ1 ;Y n1 , XnΩ¯1) + nn
(b)
= I(XnΩ1 ;Y
n
1 |XnΩ¯1) + nn
= H(Y n1 |XnΩ¯i)−H(Y ni |XnΩ1 , XnΩ¯1) + nn
(d)
= H(Y n1 |XnΩ¯1)−H(Sn2 ) + nn
≤
n∑
t=1
H(Y1t|XΩ¯1t)−H(Sn2 ) + nn
= nGΩ1 + nH(S2|X2.1)−H(Sn2 ) + nn. (126)
The steps (a)-(d) hold because: (a) giving Xn
Υ¯i
, Xn
Ω¯i
, Xn
i′ ,1,
or Tni to help Rxi decode will not decrease the capacity
region; (b) chain rule of conditional mutual information and
the independence of input symbols; (c) Tni is independent of
Xn
Υ¯i
and Xn
i′ .1; (d) semi-deterministic property.
Similarly, we could have 4 upper bounds on rate RΘ2 too,
n
∑
2.j∈Υ2
R2.j ≤ nAΥ2 − nH(T2|X2.1) +H(Tn2 ) + nn
(127)
n
∑
2.j∈Ω2
R2.j ≤ nBΩ2 + nn (128)
n
∑
2.j∈Υ2
R2.j ≤ nEΥ2 + nH(S1|X1.1)− nH(T2|X2.1)
+H(Tn2 )−H(Sn1 ) + nn (129)
n
∑
2.j∈Ω2
R2.j ≤ nGΩ2 + nH(S1|X1.1)−H(Sn1 ) + nn.
(130)
By construction (c.f. Definition 11), we have
H(Ti|Xi.1) = H(Si|Xi.1) (131)
and
H(Ti) = H(Si). (132)
Taking (131) and (132) into consideration, the seven inequali-
ties in Theorem 3 can be obtained by following linear combi-
nations of inequalities: (124), (128), (123)+(130), (126)+(127),
(125)+(129), (123)+(126)+(129) and (127)+(130)+(125).
APPENDIX E
PROOF OF LEMMA 1
To prove the lemma, we show that for any admissible Υ1, Υ2,
there exists a pair Ω1, Ω2 such that the gap between BΩi and
AΥi+EΥi′ is within I(Xi.1;Si|Ui). Without loss of generality,
we prove this for i = 1.
If the set Υ1 contains only one user, i.e., Υ1 = {1.1},
A{1.1} + EΥ2 = I(X1.1;Y1|U1, U2, Q)
+ I(XΥ2 , U1;Y2|XΥ¯2 , U2, Q)
(a)
= H(Y1|U1, U2, Q)−H(S2|U2, Q)
+H(Y2|XΥ¯2 , U2, Q)−H(S1|U1, Q)
(b)
= H(Y1|U1, U2, Q)−H(S2|U2, Q)
+H(Y2|XΘ2 , Q)−H(S1|U1, Q)
(a)
= H(Y1|U1, U2, Q)−H(S2|U2, Q)
+H(S1|Q)−H(S1|U1, Q)
(c)
= H(Y1|U1, U2, Q)−H(S2|U2, Q)
+H(U1|Q)−H(S1|U1, Q)
(d)
= H(Y1|U1, U2, Q)−H(S2|U2, Q)
+H(U1|U2, Q)−H(S1|U1, Q)
= H(Y1, U1|U2, Q)−H(S2|U2, Q)
−H(S1|U1, Q)
= H(Y1|U2, Q) +H(U1|Y1, U2, Q)
−H(S2|U2, Q)−H(S1|U1, Q)
= H(Y1|U2, Q) +H(U1|Y1, Q)
−H(S2|U2, Q)−H(S1|U1, Q)
(e)
≥ H(Y1|U2, Q) +H(U1|X1.1, Q)
−H(S2|U2, Q)−H(S1|U1, Q)
≥ H(Y1|U2, Q) +H(S1|X1.1, Q)
−H(S2|U2, Q)−H(S1|U1, Q)
= H(Y1|U2, Q) +H(S1|X1.1, U1, Q)
−H(S2|U2, Q)−H(S1|U1, Q)
= I(X1.1;Y1|U2, Q)− I(X1.1;S1|U1, Q).
The steps (a), (b), (c) and (d) hold true because: (a) given XΘi ,
the mapping from Si′ to Yi is one-to-one, since the channel
is semi-deterministic (cf. Definition 2); (b) conditioning re-
duces entropy; (c) the coding scheme forces p(ui|xi.1, q) =
p(si|xi.1, q), therefore H(Si|Xi.1, Q) = H(Ui|Xi.1, Q) and
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H(Si.1|Q) = H(Ui.1|Q); (d) random variables U1 and U2
are independent conditioned on Q and (e) according to the
definition of the channel, the output Yi only relies on XΘi and
XΘ
i
′ , i.e. p(yi|xΘi , xΘi′ , ui) = p(yi|xΘi , xΘi′ ). When only
the interfering transmitter Tx1.1 is considered, the conditional
distribution p(y1|x1.1, u1) is computed as
p(y1|x1.1, u1) =
∑
x2.1
p(y1, x2.1|x1.1, u1)
=
∑
x2.1
p(x2.1|x1.1, u1)p(y1|x1.1, x2.1, u1)
=
∑
x2.1
p(x2.1|x1.1)p(y1|x1.1, x2.1)
=
∑
x2.1
(y1, x2.1|x1.1)
= p(y1|x1.1).
Hence, we have U1 − ◦ −X1.1 − ◦ − Y1.
If Υ1 has more than one user, the gap can be shown as
follows
AΥ1 + EΥ2 = I(XΥ1 ;Y1|XΥ¯1 , U1, U2, Q)
+ I(XΥ2 , U1;Y2|XΥ¯2 , U2, Q)
(a)
= H(Y1|XΥ¯1 , U1, U2, Q)−H(S2|U2, Q)
+H(Y2|XΥ¯2 , U2, Q)−H(S1|U1, Q)
(b),(c)
≥ H(Y1|XΥ¯1 , U1, X2.1, Q)−H(S2|U2, Q)
+H(Y2|XΥ¯2 , U2, Q)−H(S1|U1, Q)
(b)
≥ H(Y1|XΥ¯1 , U1, X2.1, Q)−H(S2|U2, Q)
+H(Y2|XΥ¯2 , XΥ2 , U2, X1.1, Q)
−H(S1|U1, Q)
= H(Y1|XΥ¯1 , U1, X2.1, Q)−H(S2|U2, Q)
+H(Y2|XΘ2 , X1.1, Q)−H(S1|U1, Q)
(a)
≥ H(Y1|XΥ¯1 , U1, X2.1, Q)−H(S2|U2, Q)
+H(S1|X1.1, Q)−H(S1|U1, Q)
(c)
= H(Y1|XΥ¯1 , U1, X2.1, Q)−H(S2|U2, Q)
+H(S1|X1.1, U1, Q)−H(S1|U1, Q)
= H(Y1|XΥ¯1 , U1, X2.1, Q)−H(S2|U2, Q)
− I(S1;X1.1|U1, Q)
(b)
≥ H(Y1|XΥ¯1 , X1.1, X2.1, Q)−H(S2|U2, Q)
− I(S1;X1.1|U1, Q)
(d)
= H(Y1|XΩ¯1 , X2.1, Q)−H(S2|U2, Q)
− I(S1;X1.1|U1, Q)
≥ BΩ1 − I(S1;X1.1|U1, Q).
The steps (a), (b), (c) and (d) hold true because: (a) given XΘi ,
the mapping from Si′ to Yi is one-to-one, since the channel is
semi-deterministic (cf. Definition 2); (b) conditioning reduces
entropy; (c) random variables Q− ◦−Ui − ◦−Xi.1 forms a
Markov chain; (d) for a given Υ1 with more than one user, we
can always find some Ω¯1 ∈ 2Θ1 such that Ω¯1 = Υ¯1 ∪ {1.1}
and Ω 6= ∅, which completes the proof.
APPENDIX F
PROOF OF THEOREM 7
According to Theorem 3, we characterize the outer bound
on the capacity region of Gaussian MAC-IC-MAC by maxi-
mizing the set functions in Definition 3. The genie random
variable Ti is chosen as Ti = hi.1→i′Xi.1 + Z
′
i′ , where
Z
′
i′ ∼ CN (0, 1) and is independent of Zi′ and XΘi . For
conciseness, we compute AΥi for instance,
AΥi = h(Yi|XΥ¯i , Ti, Xi′ .1, Q)− h(Si′ .1|Xi′ .1, Q)
=
1
n
n∑
t=1
[
h(Yit|XΥ¯it, Tit, Xi′ .1,t)− h(Si′ t|Xi′ .1,t)
]
+ n
=
1
n
n∑
t=1
[
h
( ∑
i.j∈Υi
|hi.j→i|2Xi.j,t + Zit, |hi.1→i′ |2Xi.1,t
+ Z
′
i′ t
)− h(|hi.1→i′ |2Xi.1,t + Z ′i′ t)− h(Zi′ t)]+ n
(a)
≤ 1
n
n∑
t=1
log
1 + ∑
i.j∈Υi\{i.1}
(|hi.j→i|2Pi.j,t)
+
|hi.1→i|2Pi.1,t
1 + |hi.1→i′ |2Pi.1,t
)
+ n
(b)
≤ log
(
1 +
∑
i.j∈Υi\{i.1}
|hi.j→i|2 1
n
n∑
t=1
Pi.j,t
+
|hi.1→i|2 1n
∑n
t=1 Pi.1,t
1 + |hi.1→i′ |2 1n
∑n
t=1 Pi.1,t
)
+ n
(c)
≤ log
1 + ∑
i.j∈Υi\{i.1}
|hi.j→i|2Pi.j
+
|hi.1→i|2Pi.1
1 + |hi.1→i′ |2Pi.1
)
+ n
= log
1 + ∑
i.j∈Υi\{i.1}
SNRi.j→i +
SNRi.1→i
1 + INRi.1→i′

+ n.
Step (a) holds because the Gaussian distribution maximize
conditional entropy, (hence, the optimality of Gaussian input
distribution); Step (b) holds due to the log-sum inequality;
Step (c) states the optimality of full power transmission. Other
terms can be verified in a similar way, which completes the
proof.
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