We give a new characterization of sober spaces in terms of their completely distributive lattice of saturated sets. This characterization is used to extend Abramsky's results about a domain logic for transition systems. The Lindenbaum algebra generated by the Abramsky nitary logic is a distributive lattice dual to an SFP-domain obtained as a solution of a recursive domain equation. We prove that the Lindenbaum algebra generated by the in nitary logic is a completely distributive lattice dual to the same SFP-domain. As a consequence soundness and completeness of the in nitary logic is obtained for a class of transition systems that is computational interesting.
Introduction
Complete partial orders were originally introduced as a mathematical structure to model computation Sco70], in particular as domains for denotational semantics SS71]. Successively, Scott's presentation of domains as information systems Sco82] suggested a connection between denotational semantics and logics of programs. Based on the fundamental insight of Smyth Smy83] that a topological space may be seen as a`data type' with the open sets as`observable predicates', and functions between topological spaces as`computations', Abramsky Abr87, Abr91a], Zhang Zha91] and Vickers Vic89] developed a propositional program logic from a denotational semantics.
Abramsky Abr87, Abr91a] uses Stone duality to relate two views of SFP-domains (a special kind of complete partial orders): one in terms of logic theories and one in terms of semantic models. Abramsky's starting point is that for an algebraic cpo P, its compact elements completely determine P, whereas for a logic the Lindenbaum algebra provides a model from which the logic can be recovered.
If P is an SFP-domain, then the collection KO(P) of all Scott compact open subsets of P ordered by subset inclusion forms a distributive lattice. The distributive lattice KO(P) can be viewed as the Lindenbaum algebra of a logic.
Conversely, every logic such that its Lindenbaum algebra is a distributive lattice L gives rise to a spectral space by taking the collection of all prime lters of L as points together with the lter topology Joh82]. Spectral spaces include SFP-domains when taken with the Scott topology.
Abramsky Abr87] gives a duality for SFP-domains that can be built up in a modular way. He considers a number of basic constructors of domain theory, including lift, coalesced and separated sum, products, function space, Hoare, Smyth and Plotkin powerdomains, and recursion. Using the duality he shows that these constructors can be applied to Lindenbaum algebras dual to SFP-domains, and hence can be used to generate logics for constructors applied to SFP-domains. Abramsky's theory applies therefore to all SFP-domains freely generated by the constructors.
Although mathematically very attractive, the logics of compact opens considered by Abramsky are weak in expressive power, and inadequate as a general speci cation formalism according to Abr87] . What is needed is a language, with an accompanying semantic framework, which permits to go beyond compact open sets. In particular, there is the need for an in nitary propositional logic with in nite disjunctions and in nite conjunctions.
Since the spaces considered by Abramsky are spectral, the introduction of in nite disjunctions does not require a major adjustment of the semantic framework: we can consider the whole frame of open sets which is free over the distributive lattice of compact opens Joh82].
The addition of in nite conjunctions is more di cult because it requires new mathematical tools which we present in this paper. We use the theory of observation frames BJK95] to derive a new characterization of sober spaces in terms of the completely distributive lattice of saturated sets. This result allows us to freely extend the nitary logic of compact opens to the in nitary logic of saturated sets. The extension is conservative in the sense that the topological space represented by a nitary logic coincides with the one represented by its in nitary extension. The techniques involved are general and can be applied to every logic based on a topological interpretation.
As an application we treat Abramsky's domain logic for labeled transition systems with divergence Abr91b]. Abramsky's domain logic for transition systems is equivalent to the HennessyMilner logic in the in nitary case, and hence it characterizes bisimulation for every transition system. However in the nitary case it is more satisfactory than the Hennessy-Milner logic in the sense that it characterizes a nitary preorder (the nitary observable part of bisimulation) for every transition system. Abramsky's in nitary logic can be used to characterize the class of transition systems for which the bisimulation preorders are algebraic, in the sense that they coincide with the nitary preorders. These transition systems are called nitary and satisfy two axiom schemes: one about bounded nondeterminism and another one about nite approximation.
We prove soundness and completeness of the in nitary logic for the class of all nitary transition systems. The same completeness result holds also for the in nitary Hennessy-Milner logic because the latter is equivalent to Abramsky's in nitary logic. On the way to proving our completeness result, we also show soundness and completeness of Abramsky's logic with in nite disjunctions for the class of compactly branching transition systems.
The paper is based on BK97] and it is organized as follows. In Section 2 we give some basic de nitions and facts about distributive lattices. All material presented in this section is standard, except for the construction of the free completely distributive lattice over a set. Next we give in Section 3 a classi cation of topological spaces in terms of their completely distributive lattice of saturated sets. We consider spectral spaces and sober spaces. Using a duality between T 0 spaces and observation frames, we characterize (1) spectral spaces as those spaces for which their completely distributive lattice of saturated sets is free over the distributive lattice of compact opens, and (2) sober spaces as those spaces for which their completely distributive lattice of saturated sets is free over the frame of opens. In Section 4 we discuss how these two characterizations allow for an in nitary logic of domains which extend the nitary framework of Abramsky Abr87] .
A concrete example of in nitary logic of domains involving the Plotkin powerdomain construction is treated in the subsequent sections. In Section 5 we introduce Abramsky's in nitary domain logic for labeled transition systems, and prove the completeness of its nitary restriction. Then, in Section 6 we prove the completeness of the restricted logic with arbitrary disjunctions and nite conjunctions for the class of compactly branching transition systems. Finally, in Section 7 we prove the completeness of the entire in nitary logic for the class of nitary transition systems.
Completely distributive lattices
In this section we give some basic de nitions and facts about distributive lattices, and show how to construct frames from distributive lattices, and completely distributive lattices from frames. These constructions will be used in the next section to characterize classes of topological spaces in terms of free properties satis ed by their completely distributive lattice of saturated sets.
A subset S of a poset P is lower closed if x 2 S and y x implies y 2 S. Dually, S is upper closed if x 2 S and x y implies y 2 S. The set S is said to be directed if for each pair of elements x and y in S there exists z 2 S such that x z and y z. Below we write W S and x _ y for the join of an arbitrary subset S of P and the binary join of two elements in P, respectively, if they exist. Dually, we denote by V S and x^y the meet of an arbitrary subset S of P and the binary meet of two elements in P, respectively.
A lattice L is called distributive if
for all a; b and c in L. Next we construct the free completely distributive lattice over a set. The construction we present is similar to the free frame construction and di ers only slightly from the construction presented (without proof) in Mar79]. For a set X , let CDL(X ) denote the collection of all lower closed subsets of the poset (P(X ); ) ordered by subset inclusion. Since CDL(X ) is closed under arbitrary unions and arbitrary intersections, it is a complete sub-lattice of P(P(X)). Hence CDL(X ) is a completely distributive lattice.
The set X can be mapped into CDL(X ) by the function X : X ! CDL(X ) de ned by X (x) = fS X j x 2 Sg; for every x 2 X . The above construction is universal. Theorem 2.2 Let X be a set and L be a completely distributive lattice. For any function f : X ! L there exists a unique morphism f y : CDL(X ) ! L in CDL such that f y X = f . Proof: For every element q in CDL(X ), it holds q = f \ f X (x) j x 2 Sg j S 2 qg:
(1) Since f y : CDL(X ) ! L preserves arbitrary joins and arbitrary meets, and f y X = f , its only possible de nition is given, for J 2 CDL(X ), by f y (q) = _ f^ff (x) j x 2 Sg j S 2 qg:
From the form of the above de nition it follows that f y preserves arbitrary joins. So it remains to prove that f y preserves all meets. Let q i 2 CDL(X ) for all i in an arbitrary set I , and let h: P(X) ! L be the function mapping every subset S of X to T ff (x) Theorem 2.4 The assignment F 7 ! F can be extended to a functor from Frm to CDL which is a left adjoint to the forgetful functor CDL ! Frm. The unit of the adjunction is given by the function F : F ! F. Proof: Let L be a completely distributive lattice, and let f : F ! L be a frame morphism. We need to nd a unique morphism h: F ! L in CDL such that f F = h. Because F is order generated by F , and h must preserve arbitrary meets, the only possible de nition for h is h(q) =^ff (x) j x 2 F and q F (x)g : Clearly h( F (x)) = f (x), and h preserves arbitrary meets. Preservation of arbitrary joins can be proved using the complete distributive law. u t It should be remarked here that we do not know of any direct construction adding the \missing" codirected meets to a frame while preserving both the existing nite meets and arbitrary joins. The intuitively appealing lter completion of a frame does not work as is shown in Bon97, Chapter 9].
Completely distributive lattices and topological spaces
In this section we give a classi cation of topological spaces in terms of their completely distributive lattice of saturated sets. Our purpose is to derive a new characterization of sober spaces which will be the key mathematical ingredient of the next sections, where it will be used to prove the completeness of an in nitary propositional theory based on an existing completeness result of its nitary restriction.
For a frame F let F : F ! F be the unit of the adjunction between Frm and CDL. We have seen that F is a frame morphism and that every element of the completely distributive lattice F is the meet of elements in F (F), that is, F is order generated by F (F). In general we call a map with these properties an observation frame.
De nition 3.1 An observation frame is a frame morphism : F ! L between a frame F and a completely distributive lattice L such that, for every q 2 L, q =^f (x) j x 2 F and q (x)g: Observation frames can be organized into a category, denoted by OFrm, with arrows de ned as follows. A morphism between two observation frames : F ! L and : G ! H is a pair hf ; gi consisting of a frame morphism f : F ! G and a complete distributive lattice morphism g: L ! H such that g = f BJK95, Bon97].
There is a functor Dom: OFrm ! Frm mapping an observation frame : F ! L to the frame Dom( ) = F and a morphism hf ; gi in OFrm to the frame morphism Dom(hf ; gi) = f . Theorem 3.2 The functor Dom: OFrm ! Frm has a left adjoint.
Proof: Let F be a frame and consider the observation frame F : F ! F de ned as the unit of the adjunction given in Theorem 2. Next we show that has a right adjoint. For an observation frame : F ! L, a lter F of F is said to be an M-lter if, for all x 2 F, (F) (x) ) x 2 F :
We denote by CPMF( ) the set of all completely prime M-lters of an observation frame , and by CPF(F) the set of all completely prime lters of a frame F. Clearly, for : F ! L,
Lemma 3.3 The collection of all completely prime lters of a frame F coincides with the collection of all completely prime M-lters of the free observation frame F : F ! F . Proof: We need to prove that each completely prime lter of F is an M-lter of F : F ! F. The space FPt(F) is sober, where a space X is said to be sober if the assignment x 7 ! fo 2 O(X) j x 2 og de nes an isomorphism between X and CPF(O(X )). Also, a frame F is called spatial if for each x and y in F, whenever x 6 y then there exists F 2 CPF(F) such that x 2 F but y 6 2 F. Proposition 3. u t By Lemma 3.3, a frame F is spatial if and only if the observation frame F : F ! F is spatial.
Hence the adjunction of Theorem 3.2 restricts to an adjunction between the category of spatial frames SFrm and the category of spatial observation frames SOFrm. Since adjoints are de ned uniquely (up to natural isomorphisms), the above implies that commutativity of the rounded squares below. For the converse, assume X is a T 0 space and Q(X) is the free completely distributive lattice over the frame O(X). Then the set of all completely prime M-lters of (X ) coincides with the set of all completely prime M-lters of O(X) , which, by Lemma 3.3, coincides with the set of all completely prime lters of O(X). Since X is a T 0 space, the assignment x 7 ! fo 2 O(X) j x 2 og is an isomorphism between X and CPMF( (X )). But CPF(O(X )) = CPMF( (X )); hence X is a sober space. u t
Combining the above result with Proposition 2.1 and Theorem 3.6 we obtain the following.
Theorem 3.8 For a T 0 space X the following are equivalents:
1. X is spectral;
2. the frame of open sets O(X) is free over the distributive lattice of compact opens KO(X); 3. the completely distributive lattice of saturated sets Q(X) is free over the distributive lattice of compact opens KO(X). u t
Domain theory in logical form
In this section we brie y discuss Abramsky's framework Abr87, Abr91a] for connecting denotational semantics and program logic, and explain how the results of the previous section can be used to extend it.
Abramsky's starting point is that a lattice can be thought of as the Lindenbaum algebra LA of a propositional theory L = (L; ), where L is a set of formulae and is the relation of logical entailment between formulae. The elements of LA are equivalence classes of formulae provably equivalent in L, meets are logical conjunctions, and joins are logical disjunctions.
A model of L is a set X together with a satisfaction relation j = X L that is consistent with the logic of L, i.e. such that an element of X satis es a disjunction of formulae if and only if it satis es at least one of them, and it satis es a conjunction of formulae if and only if it satis es all of them. This interpretation is automatically sound, in the sense that whenever in L then x j = implies x j = . Conversely, the interpretation is complete if whenever x j = implies x j = for every x 2 X then in L. If As a consequence of the Abramsky theory, an element of an SFP-domain can be considered equivalent to the set of all properties satis ed by that element, which therefore gives a logical characterization of it. Even more, the order of the SFP-domain can be characterized in terms of the properties satis ed by the elements, that is, one element is smaller or equal to a second element if and only if every property satis ed by the rst element is also satis ed by the second one.
Towards an in nitary logic of domains
It is important to stress here that the propositional theories used by Abramsky for the logical interpretation of his type language are nite. They describe the logics of compact open sets which are mathematically very attractive because they are decidable and they represent the logics of observable properties Abr87]. However they have weak expressive power and cannot specify typical safety and liveness properties of interest in computer science. In the next sections we will give some examples of properties that cannot be speci ed by Scott compact opens.
What is needed are propositional theories which allow for in nitary joins and in nitary meets. Next we informally discuss how in nitary propositional theories can be used for characterizing domains without major adjustments to Abramsky's framework. This is a consequence of the results of the Section 2 and Section 3. For each type of Abramsky's language we can proceed as follows:
1. De nition. This is the most`creative' part of the`enterprise'. We have to de ne a new logical interpretation L( ) 1;1 which allows for in nite joins and in nite meets, and an accompanying semantic function mapping formulae of the theory to saturated sets of D( ). 5 Domain logic for transition systems
As an application of the techniques discussed above, we treat Abramsky's domain logic for labeled transition systems with divergence Abr91b].
Labeled transition systems
We begin by recalling some basic notions about labeled transition systems.
De nition 5.1 A labeled transition system with divergence hP; Act; ?!; *i is de ned by a set P of processes, a set Act of atomic actions, a transition relation ?! P Act P, and a predicate * on P. The predicate * is called the divergence predicate. The convergence predicate + on P is de ned to be the complement of the divergence predicate, that is + = Pn *. We use p * and p + to denote that the process p diverges and converges, respectively.
Transition systems can be used for modeling computations of programming languages Plo81b] and to identify processes with the same observable behavior. One of the most well-known behavioral equivalences on processes is bisimulation Mil80, Par81].
De nition 5.2 Given a transition system hP; Act; ?!; *i, a relation R P P is called a partial bisimulation whenever, if hp; qi 2 R then for all a 2 Act De nition 5.3 For a transition system hP; Act; ?!; *i de ne the nitary preorder < F P P by p < F q if and only if 8t 2 ST(Act): t < B p ) t < B q:
Since nite synchronization trees are a model for nite processes, the nitary preorder can be considered as the nite observable part of partial bisimulation. For every transition system T, it holds that < B < ! < F :
In general, these inclusions are strict Abr91b The order on the domain D coincides with the bisimulation preorder when D is seen as transition system. This fact was rst proved by Abramsky Abr91b, Proposition 3:11] using an elementwise characterization of D as the`internal colimit' of a sequence of projections. Below, after Lemma 7.2, we will obtain the same result using only the logical interpretation of D.
Abramsky logic for transition systems
Like the Hennessy-Milner logic HM85], the idea of Abramsky's in nitary logic L 1;1 for transition systems Abr91b] is to obtain a suitable characterization of partial bisimulation in terms of a notion of property of processes: p < B q if and only if every property satis ed by p is also satis ed by q. However, the nitary restriction of Abramsky's logic di ers from the nitary Hennessy-Milner logic in the sense that it characterizes the nitary observable part of partial bisimulation for all transition systems.
De nition 5.4 Let (a 2)Act be a set of actions. The language L 1;1 over Act has two sorts:
(processes) and k (capabilities). We write ( 2)L 1;1 for the class of formulae of sort , and ( 2)L k 1;1 for the class of formulae of sort k, which are de ned inductively as follows: The following modal axioms relate constructors with the logical structure. 6 Compactly branching transition systems Theorem 5.8 gives a completeness result for L !;! . In this section we derive a completeness result for L !;1 , the sub-language of L 1;1 which allows in nite disjunctions but has only nite conjunctions. It is possible to express useful properties in this language that cannot be expressed in L !;! . Consider properties of a transition system hP; Act; ?!; *i like`the process p converges',`every a-path starting from p is nite', or`along every a-path starting from p eventually holds'. The nitary language L !;! is too weak to formalize these properties, which however can be expressed where Fin(I ) is the set of all nite subsets of I . The intuition behind the above axiom scheme is that of bounded nondeterminism. We will see in Lemma 6.4 below that (BN ) is equivalent to requiring that the 2 operator distributes over directed joins, a condition that, semantically, corresponds to a statement of compactness (and hence of bounded non-determinism Plo81a, Smy83]). A transition system is called compactly branching if it satis es all instances of (BN ). It is immediate to see that every weakly nitely branching transition system is compactly branching, where a transition system T = hP; Act; ?!; *i is said to be weakly nitely branching if for all p 2 P such that p + the set Br(p) = fq 2 P j 9a 2 Act: p a ?! qg is nite. Since the set of nite synchronization trees is weakly nite branching, it satis es all instances of (BN ).
Clearly not every transition system is compactly branching. For example, for a given enumeration on Act, consider the transition system hIN; Act; ?!; ;i where 0 an ?! n for n > 0, and a n is the n-th element in the enumeration of Act. Pictorially the above transition system can be represented as follows: u t
Following the steps described in Section 4.1, our next step is to prove that each formula in the extended language is equivalent to a disjunction of formulae of the nitary language. Lemma 6.4 For a transition system T = hP; Act; ?!; *i the following are equivalents:
(i) it satis es all instances of the axiom scheme (BN );
(ii) for all p 2 P such that p +, the set u t Soundness of the logical system associated to L !;1 extended with the scheme (BN ) follows from Theorem 5.6 and the de nition of compactly branching transition systems. In a way similar to the completeness Theorem 5.8, completeness follows from the duality Lemma 6.6. set, or, equivalently, as a nite observable property). It can be understood as a notion of nite approximation. For example, the transition system induced by the set of nite synchronization trees satis es all instances of the two axiom schemes above. In general, a transition system which satis es all instances of (BN ) and (FA) is called nitary.
We have already seen in the previous section an example of a transition system that does not But this is not the case, because for every nite subset J of IN f!g we can always nd an a-path starting from d with a length di erent from any m 2 J .
Following the line of proof of Lemma 6.4, it is not hard to see that a transition system T = hP; Act; ?!; *i satis es all instances of the axiom scheme (BN 00 ) if and only if for all convergent p 2 P, the set Br(p) is compact in the Alexandro topology of P taken with the preorder < F .
Finitary transition systems can also be characterized in terms of partial bisimulation as follows. u t In the last condition of the above lemma we need to consider the disjoint union of T and D because T alone may not have enough processes to prove the equivalence between < F and < B .
To prove the completeness of the logic L 1;1 for the class of nitary transition systems, consider its Lindenbaum algebra LA 1;1 with as elements equivalence classes of formulae provably equivalent in L 1;1 + (BN ) + (FA). The logical axioms say that the poset LA 1;1 is a completely distributive lattice. By Lemma 7.2 and with a proof similar to the proof of Lemma 6.5, it is not hard to see that LA 1;1 enjoys universal properties. Lemma 7.5 The completely distributive lattice LA 1;1 is free over the frame LA !;1 . u t 
Conclusion
In this paper we have given a new characterization of sober spaces which can be used for an in nitary extension of every logic based on a topological interpretation, and in particular for an in nitary extension of Abramsky's logic of domains. We have treated an example of in nitary logic for a particular domain involving the Plotkin powerdomain construction. An in nitary logical interpretation of the whole typed language proposed by Abramsky (including the function space construction) will be presented elsewhere. In this paper we concentrated on one example to illustrate the general technique. Our main motivation for the introduction of an in nitary domain logic as a speci cation formalism is not to improve over the known speci cation tools but rather to analyse them by means of general and reusable mathematical notions from topology and domain theory (examples in this direction include a domain logic for Gamma GH94] which was originally formulated as a transition assertion logic EHJ93], and a domain logic for a shared-variable parallel language Zha91] is nitary when interpreted as transition system GR89].
