Abstract-The paper derives a vectorial model for expressing transmitter and receiver trajectories for arbitrary transmitter and receiver motion (nonidentical velocity vectors) in a bistatic synthetic aperture radar constellation. The point target response is first modeled in the space-time domain and then transformed to the frequency domain by the method of stationary phase giving the point target reference spectrum. In the reference spectrum, two phasor functions can be identified, the first one resembling some quasi-monostatic contribution and the second one being a bistatic deformation phasor transforming into an elliptic arc in the spatial domain. The multiplication of the two phasors in the frequency domain transforms into a convolution like operation in the space-time domain, indicating that the bistatic dataset can be expressed as a convolution like (range and azimuth variant) mapping of a monostatic dataset. In this regard, the paper extends the solution for the constant offset case known from the geophysical literature (associated with "Rocca's smile operator") showing that this case is a specialization of the more general one considered in this work.
I. INTRODUCTION

B
ISTATIC synthetic aperture radar (SAR) systems [1] - [3] as opposed to monostatic SAR constellations offer some degrees of freedom in choosing transmitter (illuminator) and (passive) receiver motion trajectories. The increased flexibility in designing bistatic SAR missions, however, is paid for by an increased complexity with respect to the processing of bistatic SAR raw data to SAR images. While in the monostatic SAR case, the geometry is readily modeled, and based on the models, point target response functions are evaluated and carried to the frequency domain by stationary phase techniques; the situation, however, is slightly more complex in the bistatic case. The outcoming range and phase history of any point target consists of the individual range history contributions of transmitter and receiver, where these contributions are coupled by the relative motion between transmitter (illuminator) and receiver. Furthermore, the classical monostatic correspondence between azimuth frequency and azimuth time being closely related to a certain point on the orbit is broken up, since two motion trajectories must be considered. 
II. MODELING THE PROBLEM
A. Bistatic Geometry
We assume a transmitter and receiver mounted on different platforms moving along different trajectories at different velocities. The geometry is shown in Fig. 1 . denotes azimuth time, is the azimuth time instant when transmitter or receiver "see" the point target at closest distance [point of closest approach (PCA)], the indexes " " and " " denote transmitter and receiver values, respectively. The position of the point target is implicitly specified by the time instant when it is seen perpendicularly from the receiver track (PCA) and by the corresponding slant range
. From the figure, we have where (1) is the slant range vector from receiver to point target orthogonal to the receiver velocity, which for convenience is assumed constant.
is the azimuth time, when the point target is seen perpendicularly to the receiver track. Likewise, we have for the transmitter range history is the slant range vector from transmitter to point target orthogonal to the transmitter velocity, which for convenience is assumed constant.
is the azimuth time, when the point target is seen perpendicularly to the receiver track. For the squared scalar slant range, we get from (2) (3) The transmitter motion is related to the receiver motion by (4) where is the vectorial distance between transmitter and receiver at the point when the point target is seen perpendicularly to the receiver. At the azimuth point of closest receiver approach, we have from (4)
Now, evaluating (3) at time instant and equating the result with (5), we obtain (6) Dividing by the squared slant range at the receiver's point of closest approach and using , we obtain the relation
which will be important for understanding some parameters later [cf. (29)].
B. Slant Range Histories
For the complete scalar range history, we have then (8) indicating that transmitter (illuminator) and receiver individually contribute to the overall slant range histories. Fig. 2 shows the outcoming overall slant range histories over azimuth time for a point target at different values. The parameters are given in Section IV. The minimum range was subtracted in each curve. The dashed curve shows the receiver slant range history multiplied by two. We note that the receiver's azimuth point of closest approach is at 1 s.
Inspecting Fig. 2 , we note the following three observations. 1) The overall slant range histories lose their hyperbolic form and look different from the receiver slant range history. The reason for this is that the sum of two hyperbolas is no longer a hyperbola. Usually, the shape is flattened; we speak of a flat-top hyperbola.
2) The azimuth points, where the overall slant range is minimum, vary with ; we observe an azimuth shift of the minimum.
3) The shape of the overall slant range history changes in quality and not only in scaling. As a drawback of these observations, the bistatic overall slant range history is essentially different from the monostatic slant range history; hence, bistatic SAR processing cannot be achieved by purely monostatic approaches.
C. Range Rate Histories
From (8), we see that the Doppler history (being proportional to the range rate history) of a point target actually consists of the two individual contributions of transmitter and receiver (20) 1 The synchronization of transmitter and receiver over large and time-varying distances is not a trivial task. (21) where (22) , are the points of stationary phases of receiver and transmitter phase histories given by (23) The quadratic Taylor series expansion around the point of stationary phase is an implicit assumption when employing the method of stationary phase to calculate a monostatic point target reference spectrum. Here, we have two halves of two monostatic phase histories that are expanded in two Taylor series around the individual points of stationary phase.
Substituting (20) into (19) we obtain
In order to find the constraints for the validity of that expansion, the range rate contributions of the individual terms are considered (Appendix). We require that the second-order range rate contributions must be negligible against the linear terms in the common point of stationary phase and that the fourth-order Lagrangian error term (summing up all the higher order terms) of the Taylor series expansion must be negligible against the third-order term. A very conservative formulation of the constraints, derived in the Appendix, is (24) Now, reasoning that the sum of two quadratic functions is again a (shifted and scaled) quadratic function, we may write for the exponent in (22) as in (25), shown at the bottom of the next page, where the common (bistatic) point of stationary phase is given by (25) and (26), we obtain from (19) (27) Equation (27) conceptually shows how we can combine the two monostatic phase and Doppler histories of transmitter and receiver to the bistatic point target reference spectrum. We have to calculate the individual points of stationary phase, the corresponding phase arguments in those points, and the second phase derivatives. For the receiver, the calculation is straightforward and has been documented in the open literature. When considering the transmitter, the coupling expressed in (4) is essential. Yet the calculation and combination of the individual terms is lengthy and must be omitted. The stationary points clearly depend on the azimuth frequency; hence, the first term in (27)--defines azimuth bandwidth and bistatic Doppler centroid frequency as the center frequency of the azimuth reference spectrum. The analysis of this window is lengthy, and exact equations determining Doppler bandwidth and Doppler Centroid are hard to find. Approximate solutions are given in [8] . The first exponential term is obtained as (28) where the coefficients , determining the "bistatic grade" are given by [cf. (7) and (14)] (29) In the monostatic case, we get (30) and the first exponential term (28) becomes the familiar monostatic point target reference function. After some lengthy algebra, the second exponential phase term is found (31) where the difference between the stationary points is (32)
In the monostatic case, the right-hand side of (32) vanishes, the stationary points of transmitter and receiver coincide, and the second phase term vanishes identically. Summarizing, we note that the bistatic reference spectrum given in (27) "collapses" to the monostatic reference spectrum if the bistatic baseline goes to zero and if the velocities are equal.
IV. RESULTS
For the simulation, we used the parameters given in Table I . The parameters were chosen different from [4] to consider an airborne case with a high bistatic degree expressed by a bistatic angle of 25 .
We first generated the reference spectrum of a point target at slant range m. The receiver's off-nadir angle was 56.25 . The receiver track was parallel to the axis, and (25) the angle between transmitter track and axis was 1 (counterclockwise). The baseline component of 1.248 km in the direction introduces a considerable Doppler centroid. Fig. 3 shows the corresponding bistatic point target response. We see two parts of a chirp separated spatially and corresponding to the individual contributions of transmitter and receiver.
Inspecting Fig. 3 it becomes obvious that the bistatic point target response looks quite different from the monostatic one. The main reason for this is the range history which-depending on the bistatic "degree"-is quite different from the monostatic case. Fig. 4 shows the convolution partners that form the bistatic range migration (flat-top hyperbola), the elliptic term corresponding to the phasor in (34), and the quasi-monostatic hyperbola corresponding to (33). Due to the large Doppler centroid, we see squinted versions of ellipse and hyperbola.
Further regarding Fig. 4 , it becomes clear that the bistatic constellation is looking "ahead," and the beams are squinted forward, introducing a positive Doppler centroid (approximately 880 Hz). Both convolution partners are shifted against each other in a way that the convolution of both produces a bistatic point target response that is correctly registered. Figs. 3 and 4 are in Fourier time and range representation and subject to wrap around effects, if the time signal's extent is larger than the transformation length.
V. INTERPRETATION
A. General Case
After back transformation into the range azimuth domain, the product of the two exponentials in (27) clearly transforms into a convolution of the corresponding range azimuth functions (cf. Fig. 4) . 
1) Quasi-Monostatic Term:
The first phasor term (33) is a quasi-monostatic expression, meaning that instead of the familiar single monostatic hyperbola, weighted by the doubled slant range (two-way delay), we have the sum of two semimonostatic phase histories, the first one being the one-way receiver and the second one being the one-way transmitter phase history. Due to , both histories differ in amplitude, and due to , they also differ in shape. The linear phase term in shifts the corresponding azimuth time history to the midpoint between the individual points of closest approach. and can be determined from (29). For nonconstant velocity vectors, both terms are range and azimuth time variant. The azimuth time dependence vanishes if and only if . Conceptually, the sum of two half monostatic phase histories (giving rise to the product of the corresponding exponentials) transforms into the convolution of the corresponding monostatic semirange hyperbolas where the convolution partners in the general case are range and azimuth time variant.
2) Bistatic Deformation: Inspecting the range histories of a bistatic sensor shown in Fig. 2 , it becomes clear that even for identical velocities, the normal bistatic range history takes on the form of a "flattened" hyperbola, a so-called flat-top hyperbola. Conceptually, this flat-top hyperbola is generated by further convolving the quasi-monostatic hyperbola with the inverse Fourier transform of the second phasor function in (27) (34) where from (32) The inverse of the complex exponential containing (34) turns out to be an elliptic arc in the range/azimuth time domain. Conceptually, the multiplication of the two exponentials in (27) indicates that the range history of a bistatic sensor can be expressed as a convolution of a monostatic SAR sensor's range history with a small part of an ellipse (Fig. 4) . It is important to note that the elliptic arc is complex valued, and it shows a heavily varying phase. This is to be expected. The elliptic arc and the quasi-monostatic hyperbola are Dirac lines consisting of noncountable infinities of two-dimensional Dirac impulses. During the convolution, any Dirac impulse of one line (e.g., the ellipse) reproduces a shifted replica of the other; the superposition of all shifted replicas of the hyperbola must constructively interfere along the line of the flat-top hyperbola and must vanish elsewhere. This is only possible by additional phase modulation of the elliptic arc.
Ignoring the convolution with the range chirp, we note that in the general case, a bistatic point target response can be conceptually modeled as a triple convolution. The semipoint target response of a monostatic sensor (receiver/transmitter) is first convolved with the semipoint target response of the second sensor (transmitter/receiver). The outcoming result is then further convolved with an elliptic arc (the bistatic deformation term). This elliptic arc, a generalized smile, might be considered as some generalization of "Rocca's Smile" [5] , [6] , which was derived for the constant offset case. Claerbout [5] , [6] gives more intuitive insights into the flat-top hyperbola phenomenon; any amplitude and phase considerations are not given there.
B. Identical Velocities
Letting the velocities be equal in amplitude but not in direction some simplifications become possible.
1) Monostatic Term:
The first phasor term becomes (35) being a proper monostatic expression, corresponding to a monostatically imaged point target at position and are again determined from (29). then determines time extent and center of the cutout from the monostatic range history.
2) Bistatic Deformation: The bistatic deformation term now reduces to (36) where (37) Again the inverse Fourier transform turns out to be an elliptic arc in the range/azimuth time domain. As in the preceding case, this generalized smile changes with slant range and azimuth time as the difference between and is azimuth time variant. Since for constant velocities the difference changes linearly with the time, chirp scaling strategies to equalize the bistatic deformation term (comparable to equalizing the range migration) might be thought of.
Again ignoring the convolution with the range chirp, we note that in this case the bistatic point target response can be modeled as a double convolution. The point target response of a monostatic equivalent sensor is convolved with the generalized azimuth and range varying smile.
C. Identical Velocity Vectors
: Rocca's Smile 1) Monostatic Term: Regarding (35), the first phasor remains unchanged, corresponding to a monostatically imaged point target at position Now, we have an equivalent monostatic SAR sensor being located just in the middle between transmitter and receiver and traveling on the velocity vector and operating in strip mode.
2) Bistatic Deformation:
The bistatic deformation term (36) essentially remains the same except that it is now constant with respect to azimuth time but still range variant. As indicated earlier, the compensation can be accomplished blockwise in range blocks.
Again ignoring the convolution with the range chirp, we note that in this case the bistatic point target response can be modeled as a double convolution. The point target response of a monostatic equivalent sensor is convolved with Rocca's smile, which is a range varying smile. This case is treated in [7] and is considered in further detail in [8] .
VI. FOCUSING
The separation of the point target's reference function into quasi-monostatic phasor and bistatic deformation phasor readily suggests a two-step focusing approach:
Step 1) compensation of bistatic deformation;
Step 2) quasi-monostatic processing.
A. General Case
In general, the bistatic deformation term is clearly range variant and azimuth time variant; hence, it must be compensated by transforming the bistatic raw data blockwise and then multiplying with the conjugate complex term, where the slant range is adjusted to the mean slant range within the block. The quasi-monostatic processing essentially consists of two semimonostatic processing steps with the parameters adjusted to transmitter and receiver characteristics.
B. Identical Velocities
If the transmitter and receiver velocity are equal in size, but not in direction, the quasi-monostatic phase history becomes a proper monostatic phase history. Yet the bistatic correction term will vary with range and azimuth. Refined scaling strategies comparable to chirp scaling or introducing scaled Fourier transformation techniques might be thought of.
C. Identical Velocity Vectors : Rocca's Smile
The bistatic compensation term will be constant over azimuth time, so that the block separation is only with respect to range. More refined techniques to accommodate the range variance might be thought of, such as nonlinear interpolations, scaling procedures. In this case, the monostatic processing step is quite conventional and can be realized by any monostatic processing algorithm.
APPENDIX
The range rate errors (corresponding to the instantaneous frequency errors) of the Taylor series expansions of transmitter (index ) and receiver (index ) are given by (38) where the dependencies on and , and have been omitted for convenience.
are the individual points of stationary phase of transmitter ( ) and receiver ( ). are two different points within the intervals ( ) summarizing the integrated error terms (of transmitter and receiver) according to the mean value theorem. Now, we require that the range rate error in the common point of stationary phase is negligible against the nominal value (39) which can be guaranteed if (40) and if the quadratic term in (39) where the constraint for the receiver was derived in an analogue way. Equation (42) states that the distance between the common point of stationary phase and the individual points of stationary phase should be much smaller than three times the distance between the individual points of stationary phase and the corresponding points of closest approach. Now, using (40) and substituting the second-and third-order derivatives of the slant range histories, we get
Now, (42) and (43) form a system of inequalities that can be solved graphically, identifying the regions of solution for a given constellation.
Here, we proceed in a more conservative way, seeking for a solution which generally holds. From (42), we conclude that (44) can be used as upper limits for the left-hand sides in (43), from which we then obtain the sharpened requirement (45) Resubstituting (42), we obtain (46) as constraints that guarantee the validity of the double Taylor series expansion. From (46) 
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