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A positive lower bound for
lim infN→∞
∏N
r=1 |2 sinpirϕ|
Sigrid Grepstad, Lisa Kaltenbo¨ck and Mario Neumu¨ller ∗
Abstract
Nearly 60 years ago, Erdo˝s and Szekeres raised the question of
whether
lim inf
N→∞
N∏
r=1
|2 sinpirα| = 0
for all irrationals α [4]. Despite its simple formulation, the question
has remained unanswered. It was shown by Lubinsky in 1999 that the
answer is yes if α has unbounded continued fraction coefficients, and
it was suggested that the answer is yes in general [10]. However, we
show in this paper that for the golden ratio ϕ = (
√
5− 1)/2,
lim inf
N→∞
N∏
r=1
|2 sinpirϕ| > 0,
providing a negative answer to this long-standing open problem.
Keywords: Trigonometric product, Fibonacci numbers, golden ratio,
Zeckendorf representation, Kronecker sequence, q-series.
MSC 2010: 26D05, 41A60, 11B39 (primary), 11L15, 11K31 (secondary)
1 Introduction
In this paper we study the asymptotic behaviour of the sequence of sine
products
PN(α) :=
N∏
r=1
|2 sin(pirα)|, (1.1)
∗This work was funded by the Austrian Science Fund (FWF): Project F5507-N26 and
Project F5509-N26, which is part of the Special Research Program “Quasi-Monte Carlo
Methods: Theory and Applications”.
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where N ∈ N, and α ∈ R is fixed. For rational α = p/q it is clear that
PN(α) = 0 for all N ≥ q, so we restrict our attention to irrational α. More-
over, since PN(α) = PN ({α}), where {·} denotes the fractional part, we
consider only 0 < α < 1.
The study of the sequence PN(α) goes back to the late 1950s, when ques-
tions about its asymptotic behaviour were raised by Erdo˝s and Szekeres [4].
Another early exposition on PN(α) was given by Sudler in [14], giving rise to
the name Sudler product. The continued analysis of PN(α) has been carried
out in a number of different fields in both pure and applied mathematics
(such as partition theory [14, 16], Pade´ approximation and continued frac-
tions [10], as well as KAM theory and the theory of strange non-chaotic
attractors [3, 5, 7, 9]). This broad interest in the Sudler product has lead
to a range of different notations and terminologies, making it challenging to
get a full picture of what is actually known. For a compact survey of central
results on PN(α), we recommend the introduction of [15]. For a survey on
the more general product
PN ((xk)k∈N) :=
N∏
r=1
|2 sin(pixr)|,
where (xk)k∈N is a uniformly distributed sequence in the unit interval, we
recommend [1].
A long-standing open question raised by Erdo˝s and Szekeres in 1959 is:
what can we say about lim infN→∞ PN(α)? This question occupied Lubinsky,
who studied the product PN(α) in the context of q-series in [10]. In his paper,
Lubinsky shows that if α has unbounded continued fraction coefficients, then
surely
lim inf
N→∞
N∏
r=1
|2 sin pirα| = 0.
Moreover, he expresses that he “feels certain that it is true in general”.
The main goal of this paper is to show that, in fact, this is not the case.
Theorem 1.1. If ϕ = (
√
5− 1)/2, then
lim inf
N→∞
PN(ϕ) = lim inf
N→∞
N∏
r=1
|2 sin(pirϕ)| > 0. (1.2)
The number ϕ = (
√
5 − 1)/2, known as the fractional part of the golden
2
ratio, has the simplest possible continued fraction expansion
ϕ =
1
1 +
1
1 +
1
1 + . . .
= [0; 1].
This observation is key in establishing Theorem 1.1. Nevertheless, we sus-
pect that lim infN→∞ PN(α) > 0 also for other quadratic irrationals α (see
Section 5.1 for a discussion on this).
In the following section, we present our strategy for proving Theorem 1.1.
The proof relies heavily on a paper by Mestel and Verschueren [15], where
the asymptotic behaviour of the subsequence PFn(ϕ) is investigated for the
Fibonacci sequence (Fn)n∈N0 . Let us therefore briefly review the connection
between the golden ratio ϕ and the Fibonacci sequence before we present our
proof strategy.
1.1 The Fibonacci sequence
Throughout this paper, we denote by ϕ the (fractional part of the) golden
ratio
ϕ :=
√
5− 1
2
,
and by (Fn)n∈N0 = (0, 1, 1, 2, 3, 5, 8, 13, . . .) the sequence of Fibonacci num-
bers. There is an intimate relationship between ϕ and the Fibonacci se-
quence; (Fn)n≥1 is precisely the sequence of best approximation denominators
of ϕ. Moreover, we have the property
Fnϕ = Fn−1 − (−ϕ)n, (1.3)
for all values of n ∈ N.
Finally, recall that any positive integer N has a unique expansion in terms
of the Fibonacci sequence, known as its Zeckendorf representation [17].
Definition 1.2. Any N ∈ N has a unique Zeckendorf representation
N =
m∑
j=1
Fnj ,
where (Fn)n∈N0 is the Fibonacci sequence, and:
(i) n1 ≥ 2;
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(ii) nj+1 > nj + 1 for all j ∈ {1, . . . , m− 1}.
Moreover, it is well known that nm = O(logN) (see e.g. [8, p. 126]).
In other words, we can associate to any N ∈ N a unique integer sequence
(n1, . . . , nm). Note that since m < nm, the length of this sequence is m =
O(logN).
2 Strategy
The proof of Theorem 1.1 relies on central results in a recent paper by Mestel
and Verschueren [15]. In this paper, the authors analyse the asymptotic
behaviour of the product sequence (PN(ϕ))N≥1 for the golden ratio ϕ, and
show in particular that:
Theorem 2.1 ([15, Theorem 3.1]). The subsequence (PFn(ϕ))n≥1 is conver-
gent, and
lim
n→∞
PFn(ϕ) = lim
n→∞
Fn∏
r=1
|2 sin(pirϕ)| = 2.407 . . . . (2.1)
A consequence of Theorem 2.1 is that the general product PN(ϕ) must
necessarily obey polynomial bounds1
NC1 ≤ PN(ϕ) ≤ NC2 , (2.2)
where C1 ≤ 0 < 1 ≤ C2. These bounds are established as follows: expressing
the integer N by its Zeckendorf representation N =
∑m
j=1 Fnj , we can rewrite
PN(ϕ) as
PN(ϕ) =
m∏
j=1
Fnj∏
r=1
|2 sinpi(rϕ+ kjϕ)| , (2.3)
where kj =
∑m
s=j+1 Fns for 1 ≤ j ≤ m − 1 and km = 0 (see [15, p. 220] for
further details). Mestel and Verschueren then show that:
Lemma 2.2 (see [15, p. 220-221]). There exist real constants 0 < K1 ≤ 1 ≤
K2 (independent of N) bounding all terms in (2.3), i.e. so that
K1 ≤
Fnj∏
r=1
|2 sinpi(rϕ+ kjϕ)| ≤ K2, (2.4)
for all 1 ≤ j ≤ m.
1This was first established by Lubinsky in [10] using a different approach.
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It immediately follows from Lemma 2.2 and (2.3) that
Km1 ≤ PN(ϕ) ≤ Km2 .
Finally, since the Zeckendorf representation of N has length m = O(logN),
we get (2.2) for some constants C1 < C2. It follows immediately from The-
orem 2.1 that C1 ≤ 0 (and an argument of why C2 ≥ 1 is given in [15,
p. 219]).
Our strategy for concluding that lim infN→∞ PN(ϕ) > 0 is to evaluate the
subproducts in (2.3) more carefully for large values of j.
Lemma 2.3. There exists a threshold value J ∈ N (independent of N) such
that for all terms in (2.3) where j > J , we have
Fnj∏
r=1
|2 sinpi(rϕ+ kjϕ)| ≥ 1.
Combining Lemmas 2.2 and 2.3, we find that
PN (ϕ) =
m∏
j=1
Fnj∏
r=1
|2 sin pi(rϕ+ kjϕ)| ≥ KJ1 > 0,
confirming Theorem 1.1.
The proof of Lemma 2.3 is given in Section 4. It requires a certain decom-
position of the product
∏Fnj
r=1 |2 sin pi(rϕ+ kjϕ)| into three more manageable
subproducts. This decomposition is inspired by the work of Mestel and Ver-
schueren, and is thoroughly described in the following section.
3 Decomposition
It is shown in [15, Lemma 5.1] that the product PFn(ϕ) can be split into
three subproducts
PFn(ϕ) =
Fn∏
r=1
|2 sin pirϕ| = AnBnCn, (3.1)
where
An = |2Fn sin(piϕn)|, (3.2)
Bn =
Fn−1∏
t=1
∣∣∣∣ snt2 sin(pit/Fn)
∣∣∣∣ , (3.3)
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Cn =
(Fn−1)/2∏
t=1
(
1− s
2
n0
s2nt
)
, (3.4)
and where
snt := 2 sin pi
(
t
Fn
− ϕn
({
tFn−1
Fn
}
− 1/2
))
. (3.5)
Note that whenever Fn is even, the notation
∏(Fn−1)/2
t=1 in (3.4) indicates that
the final term is raised to the power 1/2. Morever, we point out that snt
necessarily satisfies snt = sn(Fn−t) for t ∈ {1, . . . , Fn − 1}.
A similar decomposition can be established for a perturbed version of
PFn(ϕ). Let us introduce the notation
PFn(ϕ, ε) =
Fn∏
r=1
|2 sin pi(rϕ+ ε)| , (3.6)
where ε is some fixed, real number. We claim the following:
Lemma 3.1. We have
PFn(ϕ, ε) = An(ε)BnCn(ε), (3.7)
where
An(ε) = 2Fn| sin pi((−ϕ)n − ε)|, (3.8)
Cn(ε) =
(Fn−1)/2∏
t=1
(
1− v
2
n
s2nt
)
, (3.9)
Bn and snt are given in (3.3) and (3.5) respectively, and
vn := 2 sin pi
(
(−ϕ)n
2
− ε
)
. (3.10)
Proof. By definition we have that
(PFn(ϕ, ε))
2 =(2 sinpi(Fnϕ+ ε))
2
Fn−1∏
r=1
(2 sin pi(rϕ+ ε))2
=(2 sinpi(Fnϕ+ ε))
2
Fn−1∏
r=1
(
2 sin pi(rϕ+ ε)
)(
2 sin pi((Fn − r)ϕ+ ε)
)
=(2 sinpi(Fnϕ+ ε))
2
Fn−1∏
r=1
2
(
cos pi(2rϕ− Fnϕ)− cospi(Fnϕ+ 2ε)
)
,
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where we have used the identity sin x sin y = (cos(x− y)− cos(x+ y))/2 for
the final step. Recall from (1.3) that Fnϕ = Fn−1 − (−ϕ)n for all n ∈ N.
Thus, we get
(PFn(ϕ, ε))
2=(2 sin pi(Fnϕ+ ε))
2
×
Fn−1∏
r=1
2 (cospi(2rϕ− Fn−1 + (−ϕ)n)− cospi(Fn−1 − (−ϕ)n+2ε))
=(2 sin pi(Fnϕ+ ε))
2(−1)(Fn−1+1)(Fn−1)
×
Fn−1∏
r=1
2 (− cospi(2rϕ+ (−ϕ)n) + cospi((−ϕ)n − 2ε)) .
Note that gcd(Fn−1, Fn) = 1, and this implies (−1)(Fn−1+1)(Fn−1) = 1. We
now use the identity cosx = 1− 2 sin2 x/2 to obtain
(PFn(ϕ, ε))
2 =(2 sinpi(Fnϕ+ ε))
2
×
Fn−1∏
r=1
4
(
sin2 pi
(
rϕ+
(−ϕ)n
2
)
− sin2 pi
(
(−ϕ)n
2
− ε
))
.
Applying again the identity (1.3) as well as the substitution t = Fn−1r
mod Fn we follow [15, Section 5] to get
2 sin pi(rϕ+ (−ϕ)n/2) = snt,
with snt defined in (3.5). Note that if r runs through {1, . . . , Fn− 1} then so
does t = Fn−1r mod Fn. With vn defined as in (3.10), we finally have
(PFn(ϕ, ε))
2 =(2 sinpi(Fnϕ+ ε))
2
Fn−1∏
t=1
(
s2nt − v2n
)
=(2 sinpi(Fnϕ+ ε))
2
Fn−1∏
t=1
s2nt
Fn−1∏
t=1
(
1− v
2
n
s2nt
)
=(2 sinpi(Fnϕ+ ε))
2
Fn−1∏
t=1
s2nt
Fn−1∏
t=1
(
1− v
2
n
s2nt
)
F 2n
(
Fn−1∏
t=1
2 sinpi
t
Fn
)−2
=
(
An(ε)BnCn(ε)
)2
,
where we have used the well known product formula
q−1∏
r=1
2 sin
(
pirp
q
)
= q,
for positive integers p, q ≥ 1 with gcd(p, q) = 1.
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4 Proofs
Let us now turn to Lemma 2.3. Fix some N ∈ N, and let
N =
m∑
j=1
Fnj
be its unique Zeckendorf representation. The product PN(ϕ) may be decom-
posed as
PN(ϕ) =
m∏
j=1
Fnj∏
r=1
|2 sinpi(rϕ+ kjϕ)| ,
where kj =
∑m
s=j+1 Fns for 1 ≤ j ≤ m − 1 and km = 0. Using the notation
introduced in (3.6), we get
PN(ϕ) =
m∏
j=1
PFnj (ϕ, kjϕ).
By applying again the identity Fnϕ = Fn−1 − (−ϕ)n from (1.3), we have
kjϕ =
m∑
s=j+1
(Fns−1 − (−ϕ)ns) ,
and thus
PN(ϕ) =
m∏
j=1
PFnj (ϕ, εj), εj = −
m∑
s=j+1
(−ϕ)ns . (4.1)
We now observe that
PFnj (ϕ, εj) = PFnj (ϕ) ·
PFnj (ϕ, εj)
PFnj (ϕ)
= PFnj (ϕ) ·
Anj(εj)Cnj (εj)
AnjCnj
, (4.2)
where Anj , Cnj and Anj (εj), Cnj (εj) are defined in (3.2), (3.4) and (3.8),
(3.9), respectively. The claim in Lemma 2.3 is that PFnj (ϕ, εj) ≥ 1 whenever
j exceeds some threshold value (independent of N). Since we know from
Theorem 2.1 that PFnj (ϕ) → 2.407 . . . > 12/5 as nj → ∞, this will indeed
follow from (4.2) if we can show that
Anj(εj)Cnj (εj)
AnjCnj
≥ 5
12
(4.3)
for all sufficiently large nj.
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4.1 The ratio Anj(εj)/Anj
We verify (4.3) by treating the two ratios Anj (εj)/Anj and Cnj (εj)/Cnj sep-
arately, starting with the simpler of the two.
Lemma 4.1. Let Anj and Anj (εj) be given in (3.2) and (3.8), respectively.
We have ∣∣∣∣∣Anj(εj)Anj
∣∣∣∣∣ = 1 + pj +O(ϕ2nj ), (4.4)
where the implied constant is independent of nj,
pj := −εj(−ϕ)−nj =
m∑
s=j+1
(−ϕ)ns−nj , (4.5)
and pj ∈ [−ϕ2, ϕ].
Proof. Using the definition of Anj and Anj(εj), we get∣∣∣∣∣Anj (εj)Anj
∣∣∣∣∣ =
∣∣∣∣sin pi ((−ϕ)nj − εj)sin piϕnj
∣∣∣∣ =
∣∣∣∣sin pi(−ϕ)nj(1 + pj)sin piϕnj
∣∣∣∣ ,
with pj defined as in (4.5). Since n1 ≥ 2 and any two consecutive elements
ns and ns+1 must necessarily satisfy ns+1 − ns ≥ 2 (recall Definition 1.2), it
is easily seen that pj ∈ [−ϕ2, ϕ]. We finally apply sin x = x(1 + O(x2)) to
obtain ∣∣∣∣∣Anj (εj)Anj
∣∣∣∣∣ = piϕ
nj(1 + pj) (1 +O(ϕ2nj ))
piϕnj (1 +O(ϕ2nj ))
= 1 + pj +O(ϕ2nj).
4.2 The ratio Cnj(εj)/Cnj
We now shift our attention to the ratio Cnj (εj)/Cnj . Our goal is to prove:
Lemma 4.2. Let Cnj and Cnj (εj) be given in (3.4) and (3.9), respectively.
We have
Cnj (εj)
Cnj
≥ 1− 1
7
(1 + 2pj)
2 −O(ϕnj/5), (4.6)
with pj as in (4.5) and where the implied constant is independent of nj.
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The proof of Lemma 4.2 is more elaborate than that of Lemma 4.1, and
we start by stating two preliminary results.
Lemma 4.3 ([15, Lemma 4.3]). For n ≥ 2 and real numbers at, t =
1, 2, . . . , n, satisfying A :=
∑n
t=1 |at| < 1, we have
1−A <
n∏
t=1
(1− |at|) < 1
1−A.
Lemma 4.3 is used in [15] to show that the product Cn in (3.4) can be
expressed as
Cn =
∞∏
t=1
(
1− 1
u2t
)
−O(ϕn/5),
where
ut := 2
(√
5t− {tϕ}+ 1
2
)
. (4.7)
We use it here to verify that a similar expression can be given for the per-
turbed product Cn(ε) whenever the perturbation ε is sufficiently small.
Lemma 4.4. Let Cn(ε) be given in (3.9), and assume that |ε| ≤ ϕn+1. Then
Cn(ε) ≥
∞∏
t=1
(
1− (1− 2ε(−ϕ)
−n)2
u2t
)
−O(ϕn/5),
with ut given in (4.7) and where the implied constant is independent of n.
Proof. Recall that
Cn(ε) =
(Fn−1)/2∏
t=1
(
1− v
2
n
s2nt
)
, (4.8)
where vn is given in (3.10) and snt is given in (3.5). The assumption on ε
implies that |ε(−ϕ)−n| ≤ ϕ and
|1− 2ε(−ϕ)−n| ≤ 1 + 2ϕ =
√
5. (4.9)
It thus follows from sin x = x(1 +O(x2)) that
|vn| = 2
∣∣∣sin pi
2
(−ϕ)n(1− 2ε(−ϕ)−n)
∣∣∣
= piϕn |1− 2ε(−ϕ)−n| (1 +O(ϕ2n)) (4.10)
≤ piϕn
√
5
(
1 +O(ϕ2n)) .
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We now split the product (4.8) at η :=
⌈
ϕ−3n/5
⌉
, and treat first the terms
where t ≥ η. Using the bound (4.10) established for |vn|, one can show that
(Fn−1)/2∏
t=η+1
(
1− v
2
n
s2nt
)
= 1−O(ϕn/5). (4.11)
The argument is nearly identical to that given in [15, p. 211] for the unper-
turbed product Cn, and we therefore omit the details.
Now consider the terms in (4.8) where t < η. As deduced in [15, p. 211],
we have
snt = piϕ
n(ut +O(ϕn/5)), (4.12)
with ut given in (4.7), and combined with (4.10) this implies∣∣∣∣ vnsnt
∣∣∣∣ = piϕn |1− 2ε(−ϕ)−n| (1 +O(ϕ2n))piϕn(ut +O(ϕn/5))
=
|1− 2ε(−ϕ)−n|
ut
1 +O(ϕ2n)
1 +O(ϕn/5)
=
|1− 2ε(−ϕ)−n|
ut
(1 +O(ϕn/5)).
It follows that
η∏
t=1
(
1− v
2
n
s2nt
)
=
η∏
t=1
(
1− (1− 2ε(−ϕ)
−n)2
u2t
− O(ϕ
n/5)
u2t
)
=
η∏
t=1
(
1− (1− 2ε(−ϕ)
−n)2
u2t
)
(4.13)
×
η∏
t=1
(
1− O(ϕ
n/5)
u2t − (1− 2ε(−ϕ)−n)2
)
. (4.14)
We now evaluate the two subproducts (4.13) and (4.14) separately. Starting
with the former, we observe that since
∑∞
t=1 u
−2
t < 0.138 (see [15, p. 212]),
it follows from (4.9) that
(1− 2ε(−ϕ)−n)2
∞∑
t=η+1
1
u2t
< 1.
By Lemma 4.3 we then have
0 ≤
∞∏
t=η+1
(
1− (1− 2ε(−ϕ)
−n)2
u2t
)
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≤
(
1− (1− 2ε(−ϕ)−n)2
∞∑
t=1
1
u2t+η
)−1
≤
(
1− 1
4
∞∑
t=1
1
(t+ η − 1)2
)−1
=
(
1−O(η−1))−1 ,
and thus
η∏
t=1
(
1− (1− 2ε(−ϕ)
−n)2
u2t
)
≥
∞∏
t=1
(
1− (1− 2ε(−ϕ)
−n)2
u2t
)(
1−O(η−1)).
(4.15)
Now consider the second subproduct (4.14). Using the bound (4.9), it is
easily checked that
∞∑
t=1
1
u2t − (1− 2ε(−ϕ)−n)2
<∞.
Thus, for sufficiently large n, we can use Lemma 4.3 to conclude that
η∏
t=1
(
1− O(ϕ
n/5)
u2t − (1− 2ε(−ϕ)−n)2
)
> 1−O(ϕn/5)
∞∑
t=1
1
u2t − (1− 2ε(−ϕ)−n)2
= 1−O(ϕn/5). (4.16)
Inserting the bounds (4.15) and (4.16) for the subproducts (4.13) and
(4.14), respectively, we get
η∏
t=1
(
1− v
2
n
s2nt
)
≥
∞∏
t=1
(
1− (1− 2ε(−ϕ)
−n)2
u2t
)(
1−O(η−1))(1−O(ϕn/5)).
(4.17)
Finally, inserting (4.11) and (4.17) in (4.8), and recalling that η = ⌈ϕ−3n/5⌉,
we get
Cn(ε) =
η∏
t=1
(
1− v
2
n
snt2
) (Fn−1)/2∏
t=η+1
(
1− v
2
n
snt2
)
≥
∞∏
t=1
(
1− (1− 2ε(−ϕ)
−n)2
u2t
)
−O(ϕn/5).
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We are now equipped to bound the ratio Cnj(εj)/Cnj from below.
Proof of Lemma 4.2. For n = nj and ε = εj = −
∑m
s=j+1(−ϕ)ns , we have
|ε| ≤ ϕnj+1, and thus by Lemma 4.4 we get
Cnj (εj) ≥
∞∏
t=1
(
1− (1 + 2pj)
2
u2t
)
−O(ϕnj/5),
with pj given in (4.5). From the definition it is clear that Cnj ≤ 1, and thus
Cnj(εj)
Cnj
≥ Cnj (εj) ≥
∞∏
t=1
(
1− (1 + 2pj)
2
u2t
)
−O(ϕnj/5).
Recall that pj ∈ [−ϕ2, ϕ], and thus (1 + 2pj)2 ≤ 5. Moreover, we recall from
[15, p. 212] that
∑∞
t=1 1/u
2
t < 1/7. Thus, we may apply Lemma 4.3 to obtain
Cnj (εj)
Cnj
≥ 1−
∞∑
t=1
(1 + 2pj)
2
u2t
−O(ϕnj/5)
> 1− 1
7
(1 + 2pj)
2 −O(ϕnj/5).
4.3 Main proof
Let us now confirm that Lemma 2.3 indeed follows from Lemmas 4.1 and 4.2.
Proof of Lemma 2.3. We recall that our goal is to show that
PFnj (ϕ, εj) ≥ 1 (4.18)
whenever nj is sufficiently large. We have seen that
PFnj (ϕ, εj) = PFnj (ϕ) ·
Anj (εj)Cnj(εj)
AnjCnj
, (4.19)
where Anj , Cnj and Anj (εj), Cnj (εj) are defined in (3.2), (3.4) and (3.8),
(3.9), respectively. By Lemmas 4.1 and 4.2 we get
Anj (εj)Cnj(εj)
AnjCnj
≥ (1 + pj)
(
1− 1
7
(1 + 2pj)
2
)
+O(ϕnj/5),
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with pj given in (4.5). Consider the function
g(x) = (1 + x)
(
1− 1
7
(1 + 2x)2
)
.
It is easily checked that for x ∈ [−ϕ2, ϕ], this function satisfies g(x) > 5/11,
so there exists S1 ∈ N such that
Anj(εj)Cnj(εj)
AnjCnj
>
5
12
whenever nj ≥ S1. Moreover, since PFnj (ϕ) converges to a constant greater
than 12/5, there exists S2 ∈ N such that PFnj (ϕ) ≥ 12/5 whenever nj ≥
S2. Inserting these two inequalities in (4.19), we obtain (4.18) for all nj ≥
max{S1, S2}. In particular, this means that (4.18) holds for all j ≥ J =
max{S1, S2}/2.
Finally, we recall that Theorem 1.1 is a consequence of Lemma 2.3:
Proof of Theorem 1.1. Let N be any natural number, and let N =
∑m
j=1 Fnj
be its unique Zeckendorf representation. We rewrite PN(ϕ) as
PN(ϕ) =
N∏
r=1
|2 sin pirϕ| =
m∏
j=1
PFnj (ϕ, εj),
with εj given in (4.1).
Assume first that the length of the Zeckendorf representation of N is
smaller than the bound J in Lemma 2.3, i.e. m ≤ J . In this case it follows
from Lemma 2.2 that
PN(ϕ) ≥ Km1 ≥ KJ1 . (4.20)
for some 0 < K1 ≤ 1.
Suppose now that m > J . Then by Lemmas 2.2 and 2.3, we have
PN (ϕ) =
(
J∏
j=1
PFnj (ϕ, εj)
)(
m∏
j=J+1
PFnj (ϕ, εj)
)
≥ KJ1 · 1m−J ≥ KJ1 . (4.21)
Combining (4.20) and (4.21) we have PN(ϕ) ≥ KJ1 for all N , where J ∈ N
and K1 > 0 are absolute constants. It follows that
lim inf
N→∞
PN(ϕ) ≥ KJ1 > 0.
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5 Concluding remarks
5.1 Theorem 1.1 for quadratic irrationals
It is natural to ask whether
lim inf
N→∞
PN(α) > 0 (5.1)
for any quadratic irrational α. Such an extension of Theorem 1.1 seems
plausible in light of [6], where an extension of Theorem 2.1 to all quadratic
irrationals is given (see [6, Theorem 1.2]). The authors feel confident that
using this extension and the strategy lined out in Section 2, it should be
possible to verify (5.1) for other quadratic irrationals α. Nevertheless, there
are certain technical challenges involved in switching from the Zeckendorf
representation of the integer N to the more general Ostrowski representation
of N (as one will then have to do). We leave this question open for the curious
reader. For information on Ostrowski representations see for example [2] or
[13].
5.2 P1(ϕ) as a lower bound for PN(ϕ)
Numerical calculations seem to suggest that for ϕ = (
√
5− 1)/2, we actually
have
PN(ϕ) ≥ P1(ϕ) = 1.86 . . . , (5.2)
for all N ∈ N. This inequality would provide a significantly greater lower
bound for lim infN→∞ PN(ϕ) than what is attained in our current proof of
Theorem 1.1.
More generally, numerical experiments suggest that for n ≥ 3 and N ∈
{Fn−1, . . . , Fn − 1} we have
PFn−1(ϕ) ≤ PN(ϕ) ≤ PFn−1(ϕ). (5.3)
Confirming the left inequality in (5.3) would provide further support for (5.2),
as PFn(ϕ) appears to converge rapidly towards 2.407 . . .. On the other hand,
should the right inequality in (5.3) be true, then
PN(ϕ) ≤ PFn−1(ϕ) ≤ cFn ≤ 2cFn−1 ≤ 2cN,
where we have used that PFn−1(ϕ) ≤ cFn (see [15]). This would indicate
that PN(ϕ) grows at most linearly in N , improving significantly on all known
bounds for the asymptotic growth of PN (ϕ).
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