Three published papers in this journal have considered the proposition that, under a Wahlund effect caused by population mixture, a positive correlation is expected between single-locus values of F IS for a sample from the mixture and F ST between the populations contributing to the mixture. Two of the papers assumed unbiased samples to estimate F ST but did not consider possible effects of null alleles; the other paper focused on effects of nulls but used biased samples that also included Wahlund effects to estimate F ST . The result is an information gap regarding scenarios that include null alleles but have unbiased estimates of F ST . Simulations were used to fill this information gap, with the following results: 1) converting ~10% of alleles to nulls substantially reduced apparent heterozygosity and substantially increased F IS , with few exceptions; 2) adding null alleles also increased F ST at most loci, although the effect was much more modest; 3) null alleles generally degraded correlations between F IS and F ST , but the relationship remained relatively strong for F ST ≥ 0.06; and 4) null alleles had only a small effect on correlations between r 2 , a measure of linkage disequilibrium between pairs of loci, and the product of F ST values for those loci. These results argue for some caution in interpreting F IS × F ST correlations under conditions where null alleles might be common and suggest that two-locus analyses might provide more robust assessments of Wahlund effects.
In a paper on testing for agreement with expected (Hardy-Weinberg) genotypic proportions (Waples 2015) , I pointed out that one way to distinguish Wahlund effects from other potential causes of heterozygote deficits is to examine the relationship between F IS and F ST at individual gene loci. If heterozygote deficits are due to a Wahlund effect (a mixture of individuals from genetically different populations), one expects a positive correlation between single-locus F IS values and true F ST values between the populations contributing to the mixed sample. My treatment only considered diallelic loci; subsequently, this expected relationship was generalized to multiple alleles and multiple populations by Zhivotovsky (2015) . De Meeûs (2018) argues that these studies ignored the fact that null alleles, another common factor that can cause deficits of heterozygotes and hence increase F IS , also have some predictable consequences for F ST . De Meeûs is correct on that point. It is well known that null alleles tend to increase F IS , and Chapuis et al. (2007) showed that F ST also generally increases in the presence of null alleles at microsatellite loci. Not acknowledging these patterns was an oversight on my part.
The extensive simulations conducted by De Meeûs (2018) provide a different and useful perspective on F IS × F ST correlations. However, comparison with my results is problematical because the experimental design assumed by De Meeûs (2018) is dramatically different from the one I used. My analyses assumed that one had unbiased estimates of F IS computed from a random sample of a mixture of 2 populations and unbiased estimates of true F ST separating the 2 populations. In contrast, in the experimental design envisioned by De Meeûs (2018), F IS and F ST are computed from the same samples, all of which involve various mixtures of 2 or more populations. In this framework, therefore, there are no unbiased estimates of true F ST values among populations; instead, because F ST is estimated from mixed samples, the results do not apply to any real populations. De Meeûs (2018) did consider one variation, "correct sampling," which resulted in random samples from individual populations and allowed unbiased estimates of F ST . However, in these scenarios there were no mixed samples and no Wahlund effect. As a consequence, there was zero overlap in the scenarios considered in the 2 papers: I compared unbiased estimates of F ST but ignored null alleles, whereras De Meeûs (2018) considered null alleles but only used biased estimates of F ST when Wahlund effects were present. Neither study considered a scenario in which null alleles were present and unbiased estimates of F ST were available for comparison with estimates of F IS from mixed samples.
To address this gap, I simulated "microsatellite" genotypes for a large network of isolated or semi-isolated populations, randomly sampled pairs of populations to estimate single-locus F ST values, and took random samples from artificial mixtures to estimate F IS . In each replicate, single-locus F ST values were correlated with single-locus F IS -all as in Waples (2015) . Then, I repeated the analyses after randomly introducing null alleles at an overall rate of about 10%. Similar analyses were made with the simulated data to evaluate the effects of null alleles on the relationship between r 2 , a measure of linkage disequilibrium (LD) between pairs of loci, and the product of F ST values for the 2 loci.
It is worth noting that the issues involving null alleles and F IS × F ST correlations only apply to loci with multiple alleles. This is good news for large, genomics-scale datasets that include many thousands of diallelic Single Nucleotide Polymorphisms (SNPs). Of course, null alleles can occur at diallelic loci, but if so they are by definition not detected, and the locus is recorded as being invariant. A small fraction of SNPs have 3 or even 4 alleles, so some nulls might occur in those cases, but the overall effect for SNPs should be slight.
Methods
Easypop (Balloux 2001 ) was used in forward simulations to generate multilocus, multiallelic genotypes that were subsequently analyzed in R (R Core Team 2015), using code that is available on request. For each scenario evaluated (Table 1) , 200 subpopulations were simulated, each with a constant number (N = N e ) of "ideal" individuals. Island-model migration occurred at a rate of m per generation. Thirty unlinked "microsatellite" loci were modeled using a k-allele mutation model with 10 possible allelic states and a mutation rate of 5 × 10 -4 . Genotypes were initialized at Maximal allelic diversity and allowed to evolve for T generations, chosen to be more than sufficient to achieve a dynamically stable F ST in models with migration. In scenarios without migration (m = 0), populations were allowed to diverge in isolation until a target F ST was reached. At generation T, the 200 subpopulations were organized into 100 non-overlapping pairs. For each pair of populations, single-locus F ST values were computed from random samples of S individuals from each subpopulation. Single-locus F IS values and r 2 for pairs of loci were computed from 50:50 mixed samples consisting of S/2 individuals from each of the 2 subpopulations. There was no overlap in the individuals used to estimate F ST and to create the mixed samples.
Calculations of F ST , F IS , and r 2 were repeated after allowing for null alleles. This was accomplished by randomly choosing one of the 10 potential alleles at each locus to be "null." On average, this produced 10% null alleles, but if the randomly chosen allele happened not to be segregating in a given sample, no null alleles were created in that replicate. This is roughly comparable to the "10% nulls" scenario implemented by De Meeûs (2018). Scoring followed the protocols used by De Meeûs (2018): null homozygotes were recorded as missing data, whereas heterozygote nulls were rescored as homozygotes for the other allele. The F statistics were calculated according to Nei (1973) :
where H o and H e are observed and expected heterozygosities in the mixed sample, H s is the mean expected heterozygosity across both subpopulations in a pair, and H T is expected total heterozygosity, based on mean allele frequencies across the pair of subpopulations.
The correlation between alleles at different gene loci (r) was calculated as the product-moment correlation between 2 vectors, each representing the number of copies of that allele across all individuals in the sample. This correlation is exactly equivalent to the Burrows' measure of correlation (Gao et al. 2008) . For each pair of loci, LD computations were restricted to individuals having data for both loci. For loci L 1 and L 2 , with numbers of segregating alleles A 1 and A 2 , r 2 was calculated for each of the A 1 ×A 2 allelic comparisons, and the unweighted mean was taken to be r 2 for the L 1 ×L 2 pairwise comparison.
Results
The 5 modeled scenarios considered (Table 1) 
Effects of Null Alleles on F IS
Without null alleles, F IS was generally positive due to the Wahlund effect (Table 1 ; Figure 1 ), because samples were taken from a mixture of 2 populations. As predicted by Eq 5 in Waples (2015) , with equal All scenarios tracked genotypes at 30 "microsatellite" loci with up to 10 alleles in 200 subpopulations connected by island-model migration. Results shown are means across 100 replicate pairs of populations and are presented both for complete data ("no nulls") and after converting ~10% of alleles to nulls ("nulls" 
Effects of Null Alleles on F ST
In the modeled scenario shown in Figure 2 , mean pairwise F ST across loci and replicates was 0.109. After introducing null alleles, mean F ST increased by 10%, to 0.120. At 17.7% of the loci, however, F ST went down after introducing null alleles. Thus, although there appears to be a clear tendency for null alleles to increase F ST (as reported by Chapuis et al. 2007 and De Meeûs 2018) , that is not an inevitable result.
Effects of Null Alleles on F IS × F ST Correlations
On average, adding null alleles degraded correlations between F IS and F ST (Table 1 ). The mean correlation without null alleles (0.594) dropped by a bit over one-third (to 0.372) when null alleles were added. However, the F IS × F ST correlation actually increased in 10% of the replicates after adding null alleles. With 30 loci for each correlation (28 df), the critical correlation coefficient to achieve statistical significance at the P < 0.05 level is 0.361. In the absence of null alleles, 92% of the replicates produced a statistically significant correlation; with null alleles, the percentage that was statistically significant dropped to 55%.
Effects of Null Alleles on Linkage Disequilibrium Correlations
Waples (2015) showed that the expected pattern of F IS × F ST correlations at individual gene loci also extends to correlations between r 2 for pairs of gene loci and the product of F ST at the 2 loci, but this topic was not considered by De Meeûs (2018). In the scenario depicted in Figure 3 , null alleles had only a modest effect on r 2 or correlations between r 2 and F ST1 F ST2 . Null alleles consistently increased mean r 2 , but by only about 4% (from 0.0348 to 0.0362). The mean correlation without null alleles (0.605) dropped only slightly (to 0.589) in the presence of null alleles, and in 45% of the replicates the correlation increased. Presence of null alleles also had a very minor effect on r 2 × F ST1 F ST2 correlations in the other four scenarios (Table 1) . Evaluating the statistical significance of the LD relationships is tricky because the pairwise comparisons involve overlapping sets of the same loci, so the datapoints are not independent. For L loci, there are L(L−1)/2 different pairwise comparisons, which is the nominal degrees of freedom (df), but the effective degrees of freedom (df effective ) will be less because of this lack of independence. Jones et al. (2016) developed an improved jackknife approach that provides realistic confidence intervals for LD estimates of N e , and this method can be used to estimate df effective associated with a particular analysis. However, no general framework has been developed for calculating the relationship between df effective and df. In one published evaluation, df effective was only a fraction of df when >1000 loci were used, but df effective was not much reduced compared to df for datasets with < 100 loci (see Figure 7 in Waples et al. 2016 ). The datasets simulated here used 30 loci and generated 30 × 29/2 = 435 r 2 datapoints for comparison with F ST1 F ST2 . For results shown in Figure 3 , all of the empirical correlations between r 2 and F ST1 F ST2 , regardless whether null alleles were present or not, were highly significant (P < 0.01) using the nominal df, and they would all remain so provided the ratio df effective /df was no smaller than 0.25. Table 1 ). "No nulls"-original complete data. "Nulls"-at each locus in each replicate, all copies of one randomly chosen allele were converted to nulls; homozygote nulls were scored as missing data; heterozygote nulls were scored as homozygotes for the other allele. 
Other Scenarios Modeled
Scenario 2, an isolation model with N e = 200, S = 50, m = 0, and T = 100, produced a mean F ST slightly higher than for the scenario described above (0.123 vs. 0.109), and the correlations with and without null alleles were also slightly stronger (Table 1) . Other changes had predictable consequences: doubling the sample size to 100 (Scenario 3) reduced noise from random sampling error and substantially strengthened the correlations, both with and without null alleles. Conversely, limiting divergence time in the isolation model to 50 generations (Scenario 4) sharply reduced F ST (to 0.065), and all correlations declined as well. Scenario 5, with m = 0.995, approximates a completely panmictic metapopulation, in which case mean F ST is close to zero. Under these conditions, the correlations without null alleles also fluctuated around 0. With null alleles present but true F ST ≈ 0, the F IS × F ST correlation rose to 0.106 (NS; P > 0.5) but the correlation between r 2 and F ST1 F ST2 remained close to zero.
Discussion
The goal with the simulations conducted here was not to attempt any kind of comprehensive evaluation of this complex topic, which would require a very substantial effort. Rather, the objective was to try to shed light on a class of scenarios that was not quantitatively evaluated by Waples (2015) , Zhivotovsky (2015 ), or De Meeûs (2018 . To the extent that they are typical, results presented here indicate that at individual loci, F IS almost always increases when null alleles are present and F ST generally increases, but that is not always the case. Preliminary evaluations suggest that F ST is more likely to go down if the allele(s) that are null exhibit unusually large frequency differences among populations. Although there is thus a tendency for null alleles to affect both F IS and F ST in a similar way, the presence of null alleles generally reduces F IS × F ST correlations compared to what is found when all alleles can be reliably detected. This occurs because effects of nulls on both F IS and F ST are quite variable, as indicated by the wider distributions in Figures 1 and 2 . Except occasionally by chance, this extra source of noise degrades the correlations expected based on data that correctly record each genotype. From these preliminary analyses, it appears that null alleles have relatively little effect on correlations between r 2 and F ST1 F ST2 , at least for randomly mating populations similar to those simulated here.
Hardy (2016) reported a somewhat comparable result for polyploid plants: estimates of selfing rate based on LD were robust to missing dosage information, which creates issues similar to those associated with null alleles. This is good news for studies of LD. Correlations between r 2 and F ST1 F ST2 at pairs of loci tend to be stronger than single-locus F IS × F ST correlations, regardless whether null alleles are present or not (Table 1; Waples 2015) ; furthermore, the two-locus correlations are based on many more datapoints, so they more easily achieve statistical significance. Finally, any dataset suitable for analysis of single-locus F IS × F ST correlations can also be analyzed for two-locus LD correlations. Therefore, in the long run, these twolocus correlations might prove more effective for detecting Wahlund effects than single-locus analyses.
The simulation results presented here lead to different conclusions about null alleles and F IS × F ST correlations than those presented by De Meeûs (2018). As noted above, these differences can be attributed to very different experimental designs, especially with respect to the samples used to estimate F ST . This raises the important question, Which of these experimental designs is more applicable to the real world? I expect the answer differs depending on the objectives of the study and the life histories of the species involved. I disagree with De Meeûs (2018), however, in his claim that "knowledge of true F ST is a rare situation." The scenario considered in Waples (2015) and in the simulations conducted here would require one of the following sampling schemes:
A. Two sets of samples-one for estimating F IS (or r 2 ) in potential mixtures and the other for estimating F ST by randomly sampling individual populations; B. Independent information about F ST for populations contributing to a mixture (e.g., from another study); or C. The ability to estimate F ST from a mixed sample.
Scenario A would apply to the many published studies that have used assignment tests (Rannala and Mountain 1997; Piry et al. 2004 ) to determine population of origin for individuals. Assignment tests require unbiased baseline or learning samples from potential source populations, which then can be used to allocate unknown individuals to population of origin, or to identify recent immigrants within putative populations. These baseline samples can also be used to obtain unbiased estimates of F ST . Large-scale programs to conduct mixed-stock analysis of both Pacific salmon (Shaklee et al. 1999) and Atlantic salmon (Bradbury et al. 2016 ) have been conducted for several decades; these studies use a variation of assignment methods to determine which freshwater spawning populations are contributing to mixed harvests at sea or in major rivers. More recently, this general methodology has also been applied to many other fish species (Atlantic herring, Bekkevold et al. 2015; Baltic whitefish, Ozerov et al. 2016; bluefin tuna, Rooker et al. 2014; American shad, Waldman et al. 2014; yellow croaker, Wang et al. 2015) , as well as to a diverse array of other taxa for which samples can include either breeding or dispersive/migratory (mixed) stages, including amphibians (Costa Jordao et al. 2017) , birds (Ruegg et al. 2014) , mammals (Waples 2011; Schmitt et al. 2014; Wasser et al. 2015) , molluscs (Larrain et al. 2014) , and plants (Lubell et al. 2008) . Gaither et al. (2018) describe a novel application to a deep-sea fish, for which depth stratification, rather than spatial isolation, leads to population subdivision.
Scenario B could potentially apply to any published population genetic data that were not necessarily collected specifically to evaluate genetic mixtures, but which could be used in that context. The Leadbeater's possum case study discussed in Sunnucks and Hansen (2013) and Waples (2015) is an example of this type of application. De Meeûs (2018) argued that data from other studies must be collected more or less simultaneous with the mixture data-otherwise, any F IS × F ST correlations would degenerate because of genetic drift. However, the rate at which this occurs will be a function of N e and generation length, so the degree to which this is an issue will vary with the organism studied. If N e is fairly large and/or generation length fairly long, independent temporal samples could provide relevant information about population genetic structure for considerable periods of time (Waples 1990) .
In theory, Scenario C is the most broadly applicable because it only requires a single sample from a mixture of populations. After calculating single-locus F IS and two-locus r 2 values for the mixed sample, any number of recently-developed clustering methods (e.g., Pritchard et al. 2000; Pella and Masuda 2006; Corander et al. 2008) can be used to partition the sample into its component gene pools, at which point single-locus estimates of F ST can be obtained. It is likely that the ability of these clustering programs to accurately reconstruct F ST will be reduced when F ST values are low. However, I suspect that this approach will be feasible whenever mean F ST is large enough that F IS × F ST correlations are robust to random sampling error. It would not be difficult to empirically evaluate this conjecture, but that is beyond the scope of this short note.
