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In this paper we study the graded identities satisﬁed by the su-
peralgebras Ma,b over the Grassmann algebra and by their tensor
products. These algebras play a crucial role in the theory devel-
oped by A. Kemer that led to the solution of the long standing
Specht problem. It is well known that over a ﬁeld of characteristic 0,
the algebrasMpr+qs,ps+qr andMp,q ⊗ Mr,s satisfy the same ordinary
polynomial identities. By means of describing the corresponding
graded identities we prove that the T-ideal of the former algebra is
contained in the T-ideal of the latter. Furthermore the inclusion is
proper at least in case (r, s) = (1, 1). Finallywedealwith thegraded
identities satisﬁed by algebras of type M2n−1,2n−1 and relate these
graded identities to the ones of tensor powers of the Grassmann
algebra. Our proofs are combinatorial and rely on the relationship
between graded and ordinary identities as well as on appropriate
models for the corresponding relatively free graded algebras.
© 2009 Elsevier Inc. All rights reserved.
1. Preliminaries
Let K be an inﬁnite ﬁeld of characteristic different from 2. All algebras and vector spaces, as well as
their tensor products considered in this paper will be over K . If G is an additive abelian group then the
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algebra A is G-gradedwhen A = ⊕g∈GAg is a direct sum of vector subspaces Ag such that AgAh ⊆ Ag+h
for all g, h ∈ G. Similarly one adapts this deﬁnition for multiplicative groups G. An important example
of graded algebra that will be used frequently in the paper is given by the Grassmann algebra E. More
precisely, let e1, e2, …be a basis of the inﬁnite dimensional vector space V . The Grassmann algebra
E = E(V) is the vector space with basis {ei1ei2 · · · eik |k 0} where i1 < i2 < · · · < ik; if k = 0 we
denote the corresponding element by 1. The multiplication in E(V) is induced by eiej = −ejei for all
i and j. Set Ei the span of all basis elements with k ≡ i (mod 2). Then E0 is the centre of E and the
elements of E1 anticommute, and E = E0 ⊕ E1 is Z2-graded. Kemer’s celebrated theory (see for an
account [14]) was one of the most important achievements in the theory of graded algebras and their
(graded) identities. Kemer’s theory led to the classiﬁcation of the T-ideals in characteristic 0, and to
the positive solution of the famous Specht problem.
The T-prime algebras are fundamental in describing the T-ideals in characteristic 0. Recall that an
algebra A is T-prime if its T-ideal is prime inside the class of the T-ideals in the free associative algebra
K〈X〉. Such T-ideals are called T-prime as well. According to Kemer’s theory, the non-trivial T-prime
T-ideals in characteristic 0 are T(Mn(K)), T(Mn(E)), and T(Mk,l). HereMn(K) andMn(E) are the algebra
of n × nmatrices over K and over E, respectively. MoreoverMk,l = Mk,l(E) is a subalgebra ofMk+l(E);
it consists of the matrices
(
u v
w t
)
such that u ∈ Mk(E0), t ∈ Ml(E0), v ∈ Mk×l(E1), w ∈ Ml×k(E1).
All these algebras are graded in a natural way; we deﬁne these gradings later on. As a by-product of his
structure theory Kemer proved that the tensor product of any two T-prime algebras is PI equivalent to
a T-prime algebra.More precisely let us say that the algebras A and B are PI equivalent if they satisfy the
same polynomial identities, that is T(A) = T(B). In this case we write A ∼ B. Kemer’s Tensor product
theorem is the following.
Theorem 1. Let char K = 0, then Ma,b ⊗ E ∼ Ma+b(E); Ma,b ⊗ Mc,d ∼ Mac+bd,ad+bc; M1,1 ∼ E ⊗ E.
Notice that the remaining tensor products of T-prime algebras from the list above yield isomor-
phisms. This theorem admits proofs that do not depend on the structure theory developed by Kemer.
The ﬁrst such proof was given by Regev in [17]. By using appropriate gradings and graded identities,
the third statement of Theorem 1 was proved in [9,15], the second in [10,11], and the ﬁrst in [12,3,4].
Also Berele [8] proved parts of Kemer’s theorem. Recall that all of this research was conducted under
the assumption char K = 0. If K is inﬁnite and char K = p > 2 it is known that Kemer’s theoremholds
only at multilinear level, that is the multilinear elements of the corresponding T-ideals are the same
[3]. Furthermore it was shown that in general the theorem fails in positive characteristic, see [3,4,1].
Let us recall the main notions concerning graded polynomial identities. Let K〈X〉 be the free asso-
ciative algebra freely generated over K by the countable set of variables X , and let G be a ﬁnite abelian
group. Assume X = ∪g∈GXg where Xg are disjoint and countable. Then the algebra K〈X〉 is G-graded
in a natural manner, by letting K〈X〉g to be the span of all monomials m = xi1xi2 · · · xin such that
xit ∈ Xgt and g1 + g2 + · · · + gn = g. The polynomial f (x1, . . . , xn) is a G-graded polynomial identity
for the G-graded algebra A if f (a1, . . . , an) = 0 for every ai where the G-degree of ai is the same as
that of xi. The set of all G-graded identities for A is the TG-ideal TG(A); it is closed under the G-graded
endomorphismsofK〈X〉, sometimeswecall it thegradedT-ideal of the identities ofA. Graded identities
became anobject of independent interest soon after Kemer’swork. The interested reader canﬁndmore
information and recent results in graded PI theory in [6].
Let A be a G-graded algebra. If v ∈ A is a G-homogeneous element of A, that is v ∈ Ag for some
g ∈ G, we shall write ∂G(v) = g. We recall that a G-grading on A is ﬁne if dim Ag  1 for all g ∈ G.
On the other extreme are the so-called elementary gradings. Let Mn(K) be the full matrix algebra, a
grading on it is elementary if all matrix units eij are G-homogeneous. It was proved in [5] that, when
K is an algebraically closed ﬁeld, every grading on Mn(K) can be obtained as a tensor product of an
elementary and a ﬁne grading. Here we give two examples of gradings on A = Mn(K), the ﬁrst being
the canonical elementary grading while the second is ﬁne.
LetG = Zn, and setAg = span〈eij|j − i ≡ g (modn)〉. Then it is immediate toprove that thisdeﬁnes
a grading on A. The identities for this gradingwere described in [18] when char K = 0, and in [2] when
char K = p > 2.
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Now suppose G = Zn × Zn, and let ω ∈ K be a primitive n-th root of 1. Put u = ωn−1e11 +
ωn−2e22 + · · · + ωen−1,n−1 + en,n and v = e12 + e23 + · · · + en−1,n + en1. Then un = vn = 1,
uv = ωvu, and the spans of uivj , 1 i, j n, determine a ﬁne G-grading.
If A isG-graded and B isH-gradedwhereG andH are groups then A ⊗ B isG × H-graded: the (g, h)-
homogeneous component equals Ag ⊗ Bh, g ∈ G, h ∈ H. In this way one deﬁnes a Zn × Z2-grading
onMn(E). ButMa,b is a subalgebra ofMa+b(E), and it is easy to see that it is a homogeneous subalgebra.
Therefore the Zn × Z2-grading onMn(E) induces, by restriction, one onMa,b when a + b = n.
In this paper we study the graded identities of the algebras Mp,q ⊗ Mr,s and Mpr+qs,ps+qr . More
precisely put a = pr + qs,b = ps + qr,m = p + q and n = r + s, we consider a subalgebraMp,q,r,s(E)
of Mmn(E) which is isomorphic to Ma,b. In Theorem 13 we describe a set of generators for the graded
identities of Mp,q,r,s(E) in the case when the ﬁeld K is inﬁnite and char K = p /= 2. We prove that
these polynomials are graded identities for the algebraMp,q ⊗ Mr,s (see Corollary 14) and, as a conse-
quence (Corollary 15),we obtain the inclusion T(Mpr+qs,ps+qr) ⊆ T(Mp,q ⊗ Mr,s) for the corresponding
ordinary polynomial identities.
Furthermorewe consider the algebras of the typeM2n−1,2n−1 . Starting fromaﬁne grading onM2n(K),
we deﬁne a Z2n2 -grading on the former algebra, and a Z
2n+1
2 -grading on M2n(E). In Sections 3.2 and
3.3 we describe bases of the graded identities for these algebras.
One considers also E⊗k with the natural Zk2-grading on it. Let G = Zk2, we prove that when k = 2n
is even, the G-graded T-ideal of the latter algebra contains that ofM2n−1,2n−1 . When k = 2n + 1 is odd
we prove that TG(M2n(E)) ⊆ TG(E⊗k) (see Theorem 34). In this way we obtain an alternative proof of
one case of Kemer’s theorem in characteristic 0 (see Theorem 1), as well as the corresponding results
in characteristic p > 2, see [3,4,1]. This represents a generalisation of Regev’s results in [16]. In Section
3.4 we describe a chain of G-graded T-ideals between TG(M2n−1,2n−1) and TG(E
⊗k) when k = 2n is
even (Theorem 36). In theorem 38we obtain a similar description for a chain of graded ideals between
TG(M2n(E)) and TG(E
⊗2n+1).
2. Bases of graded identities
Hereweconstructappropriatemodels for the relatively free (oruniversal) gradedalgebras forMpq ⊗
Mrs and forMpr+qs,ps+qr . Furthermoreweexhibit generating sets for the ideals of graded identities these
algebras satisfy, and draw several corollaries of independent interest.
2.1. Models for the relatively free graded algebras
Weﬁx the notation p + q = m, r + s = n and setG = Zmn × Z2. In the fullmatrix algebraMmn(K)
weconsider thecanonical elementaryZmn-grading,moreover ifR is anyZ2-gradedalgebraweconsider
inMmn(R)∼=Mmn(K) ⊗ R the G-grading deﬁned as above for the tensor product of graded algebras.
Forh ∈ Nwedenote Ih = {1, 2, . . . , h} ⊂ N,we assume thatp q and r  s andwedeﬁne the func-
tion γp,q: Ip+q → Z2 by γp,q(i) = 0 when 1 i p and γp,q(i) = 1 otherwise. Similarly, we consider
the function γr,s: Ir+s → Z2.
Consider the following sets of variables:
Y = {ykij|1 i, jm}, Z = {zkij|1 i, j n}, U = {ukij|1 i, jmn},
where k = 1, 2, . . .
Form the free algebra K〈Y ∪ Z〉 and deﬁne aZ2-grading on it by putting ∂Z2(ykij) = γp,q(i) + γp,q(j)
and ∂Z2(z
k
ij) = γr,s(i) + γr,s(j). Then let P1 be its ideal determined by the relations:
[yk1i1j1 , zk2i2j2 ] = 0,
[yk1i1j1 , yk2i2j2 ] = 0, if γp,q(i1) + γp,q(j1) = 0,
[zk1i1j1 , zk2i2j2 ] = 0, if γr,s(i1) + γr,s(j1) = 0,
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y
k1
i1j1
◦ yk2i2j2 = 0, if γp,q(i1) + γp,q(j1) = γp,q(i2) + γp,q(j2) = 1,
z
k1
i1j1
◦ zk2i2j2 = 0, if γr,s(i1) + γr,s(j1) = γr,s(i2) + γr,s(j2) = 1,
for all k1, k2, i1, i2, j1, j2. Here [a, b] = ab − ba is the commutator of a and b, and a ◦ b = ab + ba is the
Jordan product of a and b. Deﬁne R1 = K〈Y ∪ Z〉/P1. We shall use the same letters ykij and zkij for the
images of ykij and z
k
ij under the projection K〈Y ∪ Z〉 → R1. It follows from the above relations that R1 is
a Z2-graded algebra, moreover the set Y generates a free supercommutative algebra (see for example
[7] for the deﬁnition) as well as the set Z does, and the elements of Y commute with the elements of Z .
Let (t, a) ∈ G = Zmn × Z2 and deﬁne the following matrices inMmn(R1):
A
(t,a)
k =
∑
n(j−i)+w−v=t
δa,(γp,q(i)+γr,s(v)+γp,q(j)+γr,s(w))ykijzkvwen(i−1)+v,n(j−1)+w.
Here δv,w is the Kronecker symbol and, as above, evw stands for the matrix unit, that is the matrix
whose only nonzero entry is at position (v,w) and equals 1. Clearly A
(t,a)
k is an homogeneous element
in the G-graded algebraMmn(R1).
Put G(t,a) to be the set of all matrices A(t,a)k , k 1, and G = ∪(t,a)∈GG(t,a). Finally deﬁne the algebra
Fp,q,r,s as the one generated by the set G. Then the algebra Fp,q,r,s is a G-graded subalgebra ofMmn(R1).
Here we give as an example the construction of the algebra F1,1,1,1. It is generated by the matrices
A
(0,0)
k = yk11zk11e11 + yk11zk22e22 + yk22zk11e33 + yk22zk22e44,
A
(1,0)
k = yk12zk21e23 + yk21zk21e41,
A
(1,1)
k = yk11zk12e12 + yk22zk12e34,
A
(2,1)
k = yk12zk11e13 + yk12zk22e24 + yk21zk11e31 + yk21zk22e42,
A
(3,0)
k = yk12zk12e14 + yk21zk12e32,
A
(3,1)
k = yk11zk21e21 + yk22zk21e43,
k 1, and the components of degrees (0,1) and (2,0) are zero.
Now we construct the algebras Lp,q,r,s as follows.
For w ∈ Imn we write w = n(w1 − 1) + w2, w1 ∈ Im, w2 ∈ In and we denote ε(w) = γp,q(w1) +
γr,s(w2). Observe that ε(w) is well deﬁned since w1 and w2 are determined uniquely by w. Set P2 the
ideal in the free associative algebra K〈U〉 determined by the relations
[uk1i1j1 , uk2i2j2 ] = 0, if ε(i1) + ε(j1) = 0,
u
k1
i1j1
◦ uk2i2j2 = 0, if ε(i1) + ε(j1) = ε(i2) + ε(j2) = 1.
Let R2 = K〈U〉/P2, then it is easy to see that R2 is a Z2-graded algebra which is free supercommu-
tative; its even variables are all ukij such that ε(i) + ε(j) = 0. (Here as above we use the same letters
ukij for the generators of K〈U〉 and for their images in R2.)
Denote a = pr + qs b = ps + qr and let (t, c) ∈ G. Deﬁne H(t,c) to be the set of all matrices
B
(t,c)
k ∈ Mmn(R2) where
B
(t,c)
k =
∑
i,j|j−i=t
δc,ε(j)+ε(i)ukijeij.
Now put H = ∪(t,c)∈GH(t,c). Let Lp,q,r,s be the algebra generated by the set H. It is immediate that
Lp,q,r,s is aG-graded subalgebraofMmn(R2) in anaturalway.As anexamplewegivebelowthegenerators
of the algebra L1,1,1,1.
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B
(0,0)
k = uk11e11 + uk22e22 + uk33e33 + uk44e44,
B
(1,0)
k = uk23e23 + uk41e41,
B
(1,1)
k = uk12e12 + uk34e34,
B
(2,1)
k = uk13e13 + uk24e24 + uk31e31 + uk42e42,
B
(3,0)
k = uk14e14 + uk32e32,
B
(3,1)
k = uk21e21 + uk43e43,
and the components of degrees (0, 1) and (2, 0) equal zero.
Remark 2. Let (t, c) ∈ G = Zmn × Z2, and ﬁx p, q, r, s. Due to the gradings of Fp,q,r,s and Lp,q,r,s the
positions of the nonzero entries of the matrix B
(t,c)
k are the same as those of A
(t,c)
l .
Recall that G = Zmn × Z2. The algebra Mp,q ⊗ Mr,s is G-graded as follows. Let bijeij ∈ Mp,q and
bvwevw ∈ Mr,s. Then the element Cij,vw = bijeij ⊗ bvwevw ∈ Mp,q ⊗ Mr,s is homogeneous when bij ,
bvw ∈ E0 ∪ E1 are such that ∂Z2(bij) = γp,q(i) + γp,q(j) and ∂Z2(bvw) = γr,s(v) + γr,s(w).
The G-degree of the matrix Cij,uv ∈ Mp,q ⊗ Mr,s is deﬁned as follows:
∂G(Cij,vw) = (n(j − i) + w − v, ∂Z2(bij) + ∂Z2(bvw)).
This determines a G-grading on the tensor productMp,q ⊗ Mr,s. One readily veriﬁes that this is indeed
a G-grading, see [12, Section 2].
Lemma 3. The algebra Fp,q,r,s is relatively free in the variety of G-graded algebras determined by Mp,q ⊗
Mr,s.
Proof. LetK〈X〉 = K〈Xg1 , . . . , Xg2mn〉 be the freeG-graded algebrawhere the setXgi consists of the vari-
ables {x(gi)t |t  1} of G-degree gi, and X = ∪Xgi . The homomorphism of G-graded algebras
ϕ: K〈X〉 → Fp,q,r,s deﬁned by x(gi)l → A(gi)l is onto. In order to prove the Lemma it sufﬁces to see that
ker ϕ = TG(Mp,q ⊗ Mr,s).
1. The inclusion ker ϕ ⊇ TG(Mp,q ⊗ Mr,s) is established by repeating the argument from the proof
of [13, Lemma 1.4.2, pp. 10, 11].
2. For the opposite inclusionwe use amodiﬁcation of the argument from the proof of [13, Theorem
1.4.4, p. 11]. Assume f (x
(g1)
1 , . . . , x
(gk)
k ) ∈ ker ϕ and let a1, . . . , ak ∈ Mp,q ⊗ Mr,s behomogeneous
elements such that ∂g(ai) = gi, 1 i k. We draw the reader’s attention that we work with
the grading on Mp,q ⊗ Mr,s deﬁned in the remarks preceding this lemma. The homogeneous
element Cij,vw deﬁned there is of degree (t, a) and if nonzero it corresponds to the summand
ykijz
k
vwen(i−1)+v,n(j−1)+w .
The setsY and Z generate free supercommutative algebras inR1. The free supercommutative algebra
is a generic (that is relatively free) algebra for the Grassmann algebra therefore one can obtain ai as a
specialization of A
(gi)
t . (That is we do not need linear combinations of the A
(gi)
t in order to obtain ai.)
These specializations extend to a Z2-graded homomorphism R1 → E, and consequently to a
G-graded homomorphism Mmn → Mp,q ⊗ Mr,s such that A(gi)t → ai for all i. But f ∈ ker ϕ thus
f (A
(g1)
1 , . . . , A
(gk)
k ) = 0, therefore f (a1, . . . , ak) = 0. 
Recall a = pr + qs and b = ps + qr. It was constructed in [12] a subalgebra Mp,q,r,s(E) ⊂ Mmn(E)
that is isomorphic to Ma,b. The algebra Mp,q,r,s(E) is deﬁned in the following manner. The element
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A = ∑i,j aijeij ∈ Mp,q,r,s(E) if and only if aij ∈ Eε(j)+ε(i). Furthermore it was shown in [12, Section 2]
thatMp,q,r,s(E)∼=Ma,b, a graded isomorphism.
Lemma 4. The algebra Lp,q,r,s is relatively free in the variety of G-graded algebras generated by Mp,q,r,s(E).
Proof. The proof is quite similar to that of Lemma 3 bearing in mind the G-graded isomorphism
Mp,q,r,s(E)∼=Ma,b. The G-graded homomorphism K〈X〉 → Lp,q,r,s deﬁned by x(gi)l → B(gi)l is onto. Its
kernel is the ideal of the G-graded identities ofMp,q,r,s(E). 
Thuswehave constructed convenientmodels of the relatively freeG-gradedalgebras forMp,q ⊗ Mr,s
and forMp,q,r,s(E). In fact these models are the G-graded analogs of the generic matrix algebras.
2.2. Graded identities of Mp,q,r,s(E) and of Lp,q,r,s
In this section in order to simplify the notation, given the G-graded variables x1, . . . , xd ∈ K〈X〉
of degree (ti, ai) ∈ G, we shall write the generators B(ti ,ai)i of Lp,q,r,s simply as Bi. Moreover, for any
G-homogeneous element v of any G-graded algebra A, we shall write ∂G(v) = ∂(v) = (α(v),β(v))
where α(v) is the Zmn-degree of v and β(v) is the Z2-degree of v. In other words we represent g ∈ G
as g = (α,β) forα ∈ Zmn,β ∈ Z2. Finally, if B is amatrixwe denote by Bij its (ij)-th entry.We observe
that the matrix A
(t,a)
k contains at most one nonzero entry in each row and in each column, and the
same for B
(t,c)
k . Then we have the following couple of lemmas.
Lemma 5. Let M(x1, . . . , xd) and N(x1, . . . , xd) ∈ K〈X〉 be two graded monomials such that M(B1, . . . ,
Bd)ij = ±N(B1, . . . , Bd)ij /= 0 for some i and j. Then the monomials M and N are of the same
Nd-multidegree as ordinary monomials. Furthermore if M = m′xhm′′ then N = n′xhn′′ for suitable n′
and n′′such that ∂(m′) = ∂(n′) and ∂(m′′) = ∂(n′′).Here some of the monomials m′,m′′, n′ and n′′might
be void.
Proof. Let M = xk1xk2 · · · xkl , where {k1, . . . , kl} = {1, . . . , d} and ∂(xi) = (ti, ai) = ∂(Bi) for all
i = 1, . . . , d. Then we write the (i, j)-th entryMij ofM(B1, . . . , Bd) as
Mij = uk1ij1uk2j1j2 · · · ukljl−1j.
We repeat the same procedure for the monomial N. Now, the statement about the multidegrees
is straightforward since the entries of Bi are variables that appear only in the respective matrix.
In order to prove the second statement, if xh = xkv then uhjv−1jv appears in Mij and
∂(m′) = (jv−1 − i, 
(i) + 
(jv−1)). Clearly uhjv−1jv appears in Nij in some position and using the fact
that this entry is nonzero, we are done. 
If B ∈ Lp,q,r,s is a G-homogeneous element we denote by |supp (B)| the number of nonzero entries
of B and call it the support of B. The next lemma is immediate.
Lemma 6. The following inequality holds:
|supp (B(t1,c1)k1 B(t2,c2)k2 )|min{|supp (B(t1,c1)k1 )|, |supp (B(t2,c2)k2 )|}.
If M = M(x1, . . . , xd) is a graded monomial, we deﬁne the density of M in Lp,q,r,s as the number of
nonzero entries of the matrix M(˜B1, . . . , B˜d). Here B˜ stands for the matrix of the same size as B and
obtained from B by substituting all nonzero entries of B by 1 ∈ K , and preserving the zero entries.
Deﬁnition 7. The graded monomialM is said to be sparse in Lp,q,r,s if its density in Lp,q,r,s equals 0.
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Here we draw the reader’s attention to the condition M(B1, . . . , Bd)i,j /= 0 imposed in Lemma
5. Without imposing that condition it might happen that M(B1, . . . , Bd)i,j = 0 as a result of some
cancellations among the entries of the Bi’s. On the other hand the matrices B˜i have entries 0 and 1, so
such cancellations cannot happen with them. That is the reason we deﬁne density and sparsity.
Remark 8. It is immediate to see that if a monomial has a submonomial of G-degree (0,1) then it is
sparse in Lp,q,r,s. Furthermore when p = q then the existence of a submonomial of G-degree (mn/2, 0)
also implies that the given monomial is sparse.
Analogously to the case of the algebra Lp,q,r,s we deﬁne |supp (A)| for a homogeneous element
A ∈ Fp,q,r,s. Thuswe have the notion of sparsemonomials in Fp,q,r,s. It follows immediately fromRemark
2 that
Lemma 9. A monomial is sparse in Fp,q,r,s if and only if it is sparse in Lp,q,r,s.
Let J ⊆ K〈X〉 be the TG-ideal of G-graded identities generated by the polynomials
[x(0,0)1 , x(0,0)2 ], x(t,0)1 x(−t,0)2 x(t,0)3 − x(t,0)3 x(−t,0)2 x(t,0)1 ,
x
(t,1)
1 x
(−t,1)
2 x
(t,1)
3 + x(t,1)3 x(−t,1)2 x(t,1)1 ,
where t ∈ Zmn, and by all monomials that are sparse in Lp,q,r,s. Here we recall that the G-grading on
Mp,q ⊗ Mr,s was deﬁned just before Lemma 3; its relations to the G-grading on Mp,q,r,s were outlined
in the proof of Lemma 3.
Lemma 10. Let M(x1, . . . , xd) ∈ K〈X〉 be a graded monomial. Suppose that M(B1, . . . , Bd) = 0. Then
M(x1, . . . , xm) ≡ 0(mod J).
Proof. SinceM(B1, . . . , Bd) = 0 then eitherM is sparse or some odd variable ukij appears at least twice
among the entries of the monomialM. In the ﬁrst case, we are done. In the second one, we have
M = m1x(t,1)k m2x(t,1)k m3
with α(m1) = α(m1xkm2) and α(xkm2) = 0. But if ∂(xkm2) = (0, 1) thenM ∈ J. If ∂(xkm2) = (0, 0)
then ∂(m2) = (−t, 1) and hence
M = m1x(t,1)k m(−t,1)2 x(t,1)k m3 ≡ −m1x(t,1)k m(−t,1)2 x(t,1)k m3 = −M(mod J).
Thus 2M ∈ J and since char K /= 2 we obtain thatM ∈ J. 
Lemma 11. Let M and N be two graded monomials in K〈X〉. Suppose that for some (i, j) we have
M(B1, . . . , Bd)ij = ±N(B1, . . . , Bd)ij /= 0. Then M ≡ ±N(mod J).
Proof. According to Lemma 5 the monomials M and N have the same multidegree. Suppose that x1
is the leftmost variable that appears in M, that is M = x1m′. Once again by Lemma 5 we can write
N = n1x1n2 where ∂(n1) = (0, 0). Let  be the length (total degree) of M and of N. We induct on ,
the base of the induction being  = 1 which is obvious. Suppose  > 1. If n1 is the empty monomial
then we are done since we can apply the induction to m′ and n2. Hence we shall assume that n1 is
nonempty. We consider the following three cases.
Case 1. Let M = x1m1x1m2 with ∂(x1m1) = (0, 0). Then according to Lemma 5, we have
N = n1x1n2x1n3 with ∂(n1) = (0, 0) and ∂(x1n2) = (0, 0). Then applying the ﬁrst generator of J, we
have that
N = n1x1n2x1n3 ≡ x1n2n1x1n3(mod J).
Putting n′ = n2n1x1n3 we have N ≡ x1n′(mod J) and we may apply the induction tom′ and n′.
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Case 2. LetM = x1m1xaxbm2 and N = n1xan2x1n3xbn4 be such that
∂(n1xa) = ∂(x1m1xa) = ∂(n1xan2x1n3), ∂(n1xan2) = (0, 0).
If n2 is the emptymonomial then ∂(n1xa) = ∂(x1n3) = (0, 0). If on the other hand n2 is nonempty
then ∂(n1xa) = ∂(x1n3) = (t, c) and ∂(n2) = (−t, c). In both situations we conclude
N ≡ ±x1n3n2n1xaxbn4 and we ﬁnish this case in the same manner as Case 1.
Case 3. Let none of the above cases hold. Suppose N starts with the letter xj and write
M=x1m1m2xjm3 with ∂(x1m1m2)=(0, 0). Assume that N=xjn1x1n2, thus we have ∂(xjn1) = (0, 0).
But ∂(M) = ∂(xjm3) = ∂(x1n2) = ∂(N). It follows from ∂(x1n2) = ∂(M) that some initial sub-
monomial ofMmust be ofG-degree equal to that ofM, and furthermore xj cannot appear in that initial
submonomial. Therefore we can choose m1 and m2 such that ∂(x1m1) = ∂(x1n2) = ∂(M). Then we
have ∂(m2xjm3) = ∂(xjn1) = (0, 0).
As in Case 2we distinguish two subcases. Ifm2 is the emptymonomial then ∂(x1m1) = ∂(xjm3) =
(0, 0). If, on the other hand,m2 is nonemptywe get ∂(xjm3) = ∂(x1m1) = (t, c) and ∂(m2) = (−t, c).
In each one of them we conclude thatM ≡ ±xjm3x1m1 and we are done by the induction argument,
this time starting with n. 
Proposition 12. The ideal of G-graded identities of Lp,q,r,s coincides with the ideal J. In other words
TG(Lp,q,r,s) = J.
Proof. Recall the deﬁnition of the ideal of graded identities J given just after Lemma 9. First we prove
that its generators are G-graded identities for Lp,q,r,s.
Clearly all sparsemonomials in Lp,q,r,s are graded identities for Lp,q,r,s. We observe that all remaining
generators of J are multilinear polynomials thus we may substitute the variables by the matrices
B
(t,c)
k only. Once again due to the multilinearity we may restrict the substitutions to the elements
δc,ε(i)+ε(j)ukijeij only. Recall that here c ∈ Z2 and j − i = t.
1. Let (t, c) = (0, 0). Then j = i,ε(i) + ε(j) = 0. In this casewehaveu1iieiiu2μ,μeμμ = u2μ,μeμμu1iieii
since u1iiu
2
μ,μ = u2μ,μu1ii. (If i /= μ both the above products are 0.) Hence [x(0,0)1 , x(0,0)2 ] is a graded
identity for Lp,q,r,s.
2. We prove that x
(t,0)
1 x
(−t,0)
2 x
(t,0)
3 − x(t,0)3 x(−t,0)2 x(t,0)1 vanishes on Lp,q,r,s. If t = 0 this follows from
(1) above. Therefore substitute x
(t,0)
1 , x
(−t,0)
2 , x
(t,0)
3 by δ0,ε(i)+ε(i+t)u1i,i+tei,i+t , δ0,ε(i+t)+ε(i)
u2i+t,iei+t,i, δ0,ε(i)+ε(i+t)u3i,i+tei,i+t where ε(i) + ε(i + t) = 0 and the sums in the lower indices
of the u and e are modulo mn. It sufﬁces to consider only substitutions of this type since the
rules of the matrix multiplication yield 0 for all other possibilities for x
(−t,0)
2 and x
(t,0)
3 . But in
this situation u1i,i+tu2i+t,iu3i,i+t = u3i,i+tu2i+t,iu1i,i+t and we are done.
3. The computation for x
(t,1)
1 x
(−t,1)
2 x
(t,1)
3 + x(t,1)3 x(−t,1)2 x(t,1)1 is quite similar to the above and we
omit it.
In this way we obtain the inclusion J ⊆ TG(Lp,q,r,s). Below we prove the opposite inclusion.
Suppose that the multihomogeneous polynomial f is a G-graded identity for Lp,q,r,s but f /∈ J.
Choose the least positive integer k such that f can be written, modulo J, as a linear combination of
k monomials. That is f ≡ ∑ki=1 aimi(mod J) where ai ∈ K are all nonzero, and mi ∈ K〈X〉 are graded
monomials. Since f /∈ J we have k 1. By Lemma 10wemay suppose that, up to reordering themono-
mialsm1, . . . ,mk , wehavem1(B1, . . . , Bd) /= 0.Weget a1m1(B1, . . . , Bd) = −∑ki=2 aimi(B1, . . . , Bd).
Hence for some h, 2 h k, we have m1(B1, . . . , Bd)ij = ±mh(B1, . . . , Bd)ij /= 0. But according to
Lemma 11 it holdsm1 ≡ ±mh(mod J). Therefore we can represent f as
f ≡
k∑
i=1
aimi ≡ (a1 ± ah)m1 +
h−1∑
i=2
aimi +
k∑
i=h+1
aimi(mod J).
But this contradicts the minimality of k, therefore f ∈ J and we are done. 
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This proposition and lemma 4 imply the following theorem.
Theorem 13. Let K be an inﬁnite ﬁeld, char K /= 2. Then the ideal of the G-graded identities of the algebra
Mp,q,r,s(E) coincides with J.
Corollary 14. TG(Mp,q,r,s(E)) ⊆ TG(Mp,q ⊗ Mr,s).
Proof. Since J = TG(Mp,q,r,s(E)) it sufﬁces to verify that the generators of J are G-graded identities for
Mp,q ⊗ Mr,s. It is clear that the sparse monomials vanish on Mp,q ⊗ Mr,s. The remaining generators of
J are graded identities forMp,q ⊗ Mr,s as it was established in [12, Lemma 10]. 
It is well known that if the G-graded algebras A and B satisfy TG(A) ⊆ TG(B) then T(A) ⊆ T(B).
SinceMp,q,r,s(E) is isomorphic toMpr+qs,ps+qr ([12, Section 2]), we obtain:
Corollary 15. T(Mpr+qs,ps+qr) ⊆ T(Mp,q ⊗ Mr,s).
In [1] it was proved that the above two T-ideals fail to be equal when char K > 2. Namely there was
constructed a polynomial that is an (ordinary) identity for Mp,q ⊗ Mr,s but not for Mpr+qs,ps+qr , when
(r, s) = (1, 1). Thus we have the following theorem.
Theorem 16. If K is inﬁnite, char K > 2 then one has the proper inclusion T(Mp+q,p+q) ⊂ T(Mp,q ⊗
M1,1).
In this way we are able to give a more precise answer to the respective problem posed in [4].
3. Matrices over supercommutative algebras and their gradings
In this section we extend results of Regev’s [16] to algebras over inﬁnite ﬁelds of characteristic
different from 2, and add more ”ﬂavour” to Regev’s results.
Here we consider gradings with groups of the type G = Zk2 for suitable positive integers k. In such
case, if a ∈ A is a homogeneous element of the G-graded algebra A, we shall denote its homogeneous
degree by |a|. Further if α = (α1, . . . ,αk) and β = (β1, . . . ,βk) ∈ Zk2 we shall denote by
〈α,β〉k = α1β1 + · · · + αkβk , sα = α1 + · · · + αk , sα,i = sα − αi,
where the operations are in Z2. If the number k is clear from the context we shall use 〈α,β〉 instead
of 〈α,β〉k .
Deﬁnition 17. TheZk2-graded algebra A is k-supercommutative if for every two homogeneous a, b ∈ A
we have ab = (−1)〈|a|,|b|〉ba.
These algebras are colour commutative algebras; when k = 1 we have just a supercommutative
algebra, see for example [7].
If A is Zk2-graded and B is Z
l
2-graded then A ⊗ B is Zk+l2 -graded in a natural way. Its homogeneous
component of degree (α1, . . . ,αk+l) is the span of all a ⊗ bwhere a ∈ A and b ∈ B are homogeneous
elements and |a| = (α1, . . . ,αk), |b| = (αk+1, . . . ,αk+l).
Proposition 18. Let A and B be k-supercommutative and l-supercommutative algebras, respectively. Then
A ⊗ B is (k + l)-supercommutative with respect to the induced grading.
Proof. We show that A ⊗ B satisﬁes all graded identities xy − (−1)〈|x|,|y|〉k+l yx. But these are mul-
tilinear. Thus it sufﬁces to substitute x and y by homogeneous elements of the basis of A ⊗ B. Let
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|x| = (α1, . . . ,αk+l), |y| = (β1, . . . ,βk+l). Take a1, a2 ∈ A and b1, b2 ∈ B with |a1| = (α1, . . . ,αk),|a2| = (β1, . . . ,βk), |b1| = (αk+1, . . . ,αk+l), and |b2| = (βk+1, . . . ,βk+l). Then
a1a2 ⊗ b1b2 = (−1)〈|a1|,|a2|〉k a2a1 ⊗ b1b2 = (−1)〈|a1|,|a2|〉k+〈|b1|,|b2|〉l a2a1 ⊗ b2b1.
Since |ai ⊗ bi| = (|ai|, |bi|) and
〈|a1|, |a2|〉k + 〈|b1|, |b2|〉l = 〈(|a1|, |b1|), (|a2|, |b2|)〉k+l ,
we are done. 
Let n ∈ N, denote
cn(x, y) = xy − (−1)〈|x|,|y|〉yx,
where x and y are variables in the free Zn2-graded algebra K〈X〉, and |x| and |y| are their homoge-
neous degrees, respectively. Clearly, a Zn2-graded algebra is n-supercommutative if and only if the
polynomials cn(x, y) are graded polynomial identities of A for all x, y ∈ X . Let us denote by Jn the
Zn2-graded T-ideal of K〈X〉 generated by the polynomials cn(x, y), when |x| and |y| run independently
over Zn2.
We recall that the (graded) T-ideals of K〈X〉 are generated by their multihomogeneous elements,
since K is an inﬁnite ﬁeld. So we shall work with multihomogeneous (graded) polynomials. We
have:
Lemma 19. Let f (x1, . . . , xk) be a multihomogeneous Z
n
2-graded polynomial of multidegree (t1, . . . , tk),
then, for some λ ∈ K ,
f (x1, . . . , xk) ≡ λxt11 . . . xtkk (mod Jn).
Moreover, if s|xi| = 1 and ti  2 then f ∈ Jn.
Proof. We work modulo Jn, therefore ﬁrst statement is immediate because the variables of f either
commute or anticommute. Furthermore, if |xi| = α, then sα = 1 implies x2i = −x2i (mod Jn) and the
result follows from char K /= 2. 
An easy example of 1-supercommutative Z2-graded algebra is given by the Grassmann algebra E
withrespect to itsnaturalZ2-grading.Clearly, byProposition18thealgebraE
⊗n isn-supercommutative.
In this case the grading is given by setting E
⊗n
(α1,...,αn)
to be spanK〈a1 ⊗ · · · ⊗ an|∂Z2(aj) = αj〉.
In the next subsection we will deﬁne gradings for the algebrasM2n−1,2n−1 andM2n(E).
3.1. The gradings
First, we recall the deﬁnition of the matrix groups Gn  GL2n(K) given in [16]. The group G1 is
generated by the matrices A11 =
(
0 1
1 0
)
, B11 =
(
0 −1
1 0
)
. Inductively, we deﬁne
Ai,n+1 =
(
0 Ain
Ain 0
)
, Bi,n+1 =
(
0 Bin
Bin 0
)
, 1 i n.
Denote Cn = A1nA2n · · · AnnB1n . . . Bnn and set further
An+1,n+1 =
(
0 Cn
Cn 0
)
, Bn+1,n+1 =
(
0 −I2n
I2n 0
)
,
where I2n ∈ GL2n(K) is the identity matrix. Then the group Gn+1 is generated by A1,n+1, . . . , An+1,n+1,
B1,n+1, . . . , Bn+1,n+1.
Thus the group Gn is generated by the matrices A1n, …, Ann and B1n, …, Bnn ∈ GL2n(K).
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The proof of the following results is given in [16]:
Lemma 20. The following relations hold in Gn:
A2in = −B2jn = C2n = I2n; AinCn = −CnAin;
BinCn = −CnBin; AinAjn = −AjnAin, i /= j;
BinBjn = −BjnBin, i /= j; AinBjn = −BjnAin.
It follows that every element of Gn can be written uniquely in the form ±Aα11nAα22n · · ·
AαnnnB
αn+1
1n B
α2
2n · · · Bα2nnn , (α1, . . . ,α2n) ∈ Z2n2 .
Let Hn = {Aα11nAα22n · · · AαnnnBαn+11n Bα22n · · · Bα2nnn |(α1, . . . ,α2n) ∈ Z2n2 }. Denote Hi,n the subset of Hn con-
sisting of all elements such that
∑2n
j=1 αj = i in Z2, i = 0, 1.
Lemma 21 ([16, Lemma 3]). The set Hn is a basis, consisting of invertible matrices, of the vector space M2n .
Its subsets H0,n and H1,n are bases of the subspaces
M2n(K)0 =
(
M2n−1(K) 0
0 M2n−1(K)
)
, M2n(K)1 =
(
0 M2n−1(K)
M2n−1(K) 0
)
respectively.
Now we deﬁne a Z2n2 -grading on M2n−1,2n−1 = M2n−1,2n−1(E). Thus the homogeneous component
M2n−1,2n−1(E)(α1,...,α2n) of degree (α1, . . . ,α2n) is the subspace
H(α1,...,α2n) = {rAα11n · · · AαnnnBαn+11n · · · Bα2nnn |r ∈ Eα1+···+α2n}.
According to Lemma 21, M2n−1,2n−1 = ⊕α∈Z2n2 Hα while Lemma 20 yields HαHα′ ⊂ Hα+α′ for all α,
α′ ∈ Z2n2 .
Lemma 22. The graded algebra M2n−1,2n−1 is 2n-supercommutative.
Proof. Let M, N be homogeneous elements of M2n−1,2n−1 of Z
2n
2 -degrees αM and αN , respectively.
Then M = rAα11n · · · Bα2nnn , N = r′Aα
′
1
1n · · · Bα
′
2n
nn where r ∈ Esα and r ∈ Esα′ . Hence αM = (α1, . . . ,α2n)
and αN = (α′1, . . . ,α′2n). One computes
MN = rr′Aα11n · · · Bα2nnn Aα
′
1
1n · · · Bα
′
2n
nn
= (−1)sα,1α′1 rr′Aα′11nAα11n · · · Bα2nnn Aα
′
2
2n · · · Bα
′
2n
nn
= (−1)sα,1α′1+···+sα,2nα′2n rr′Aα′11n · · · Bα
′
2n
nn A
α1
1n · · · Bα2nnn
= (−1)sα,1α′1+···+sα,2nα′2n+sαsα′ r′rAα′11n · · · Bα
′
2n
nn A
α1
1n · · · Bα2nnn
which equals (−1)〈α,α′〉NM. 
In order to deﬁne a Z2n+12 -grading onM2n(E) we need the following lemma.
Lemma 23. Let r ∈ E beZ2-homogeneous, and letM ∈ Hn. Then the element rM ∈ M2n(E) can bewritten
uniquely as r′Aα11n · · · Bα2nnn Cα2n+1n where r′ is a Z2-homogeneous element of E and ∂Z2(r) = sα.
Proof. We have rM = rAα′111 · · · Bα
′
2n
nn where α
′ = (α′1, . . . ,α′2n) ∈ Z2n2 and this expression for rM is
unique. If ∂Z2(r) = sα′ , then we set αk = α′k if k 2n, α2n+1 = 0 and r′ = r. If ∂Z2(r) /= sα′ we put
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α2n+1 = 1 and αk = α′k + 1if k 2n. Now Cn = A11 · · · Bnn, and we obtainM = ±Aα111 · · · Bα2nnn Cα2n+1n
since the matrices Ain, Bjn, Cn anticommute. In this case we put r
′ = ±r and we are done.
Now assume r1A
β1
11 · · · Bβ2nnn Cβ2n+1n = rM = r2Aγ111 · · · Bγ2nnn Cγ2n+1n , where sβ = ∂Z2(r1) = ∂Z2(r) =
∂Z2(r2) = sγ . Then, as above, we have βk + β2n+1 = α′k = γk + γ2n+1 for all k = 1, . . . , 2n. Hence∑2n
i=1 βi =
∑2n
i=1 γi and we obtain β2n+1 = γ2n+1 from sβ = sγ . Therefore βk = γk for all k. Thus we
have the uniqueness. 
Corollary 24. ThealgebraM2n(E) isZ
2n+1
2 -graded. Its homogeneous componentofdegree (α1, . . . ,α2n+1)
is the subspace
W(α1,...,α2n+1) = {rAα111 · · · Bα2nnn Cα2n+1n |r ∈ Eα1+···+α2n+1}.
Proof. It follows immediately from the previous lemma and from Lemma 20. 
The next assertion (together with its proof) is analogous to Lemma 22.
Lemma 25. The graded algebra M2n(E) is 2n + 1-supercommutative.
3.2. The graded identities in characteristic 0
In this subsectionwe give new proofs of themain results of [16]. Recall that Theorem 10 of [16] was
proved there by means of constructing appropriate ring homomorphisms; here we employ graded
identities.
In this subsectionweﬁxchar K = 0, then the (graded) identitiesof analgebraaredeterminedby the
multilinear ones. In the next proposition we describe bases of the graded identities for M2n−1,2n−1(E)
and forM2n(E).
Proposition 26. 1. TheZ2n2 -graded identities ofM2n−1,2n−1 follow from thepolynomials c2n(x, y)when
|x| and |y| run independently over Z2n2 .
2. The Z2n+12 -graded identities for M2n(E) follow from the polynomials c2n+1(x, y).
Proof. 1. Obviously all c2n are graded identities forM2n−1,2n−1 . Denote by J = J2n the graded ideal
of K〈X〉 generated by the polynomials c2n. Let f (x1, . . . , xk) be a graded multilinear identity for
M2n−1,2n−1 . Then, by Lemma 19,
f (x1, . . . , xk) ≡ λx1 · · · xk(mod J),
where λ ∈ K . If λ = 0 then f is a consequence of the polynomials in J. Supposing λ /= 0, we
shall show that the monomial x1 · · · xk cannot be a graded identity for M2n−1,2n−1 . Let |xi| =
(α1, . . . ,α2n). If s|xi| = 0 we put xi = Aα11n · · · Bα2nnn ; if s|xi| = 1 we put xi = eiAα11n · · · Bα2nnn . Then
x1 · · · xk evaluates to±ei1 · · · eir Dwhere i1 < · · · < ir correspond to the variables xi with s|xi| =
1, and D is an invertible matrix. Thus f is not a graded identity forM2n−1,2n−1 , a contradiction.
2. The second assertion of the proposition is proved in the same way as above. 
Now we describe the generators of the graded T-ideal of E⊗n.
Proposition 27. The polynomials cn(x, y),when |x| and |y| run independently overZn2, generate the graded
T-ideal of E⊗n.
Proof. As we noticed above, E⊗n is n-supercommutative. This means that the polynomials cn(x, y)
are graded identities for E⊗n. Let J = Jn be the graded ideal generated by the polynomials cn. Suppose
f (x1, . . . , xk) is amultilineargraded identity forE
⊗n and f /∈ J, thenbyLemma19, f ≡ λx1 · · · xk(mod J)
for some 0 /= λ ∈ K . But, if |xi| = (α1, . . . ,αn) we substitute xi by ai = t1 ⊗ · · · ⊗ tn where tj = 1
if αj = 0, and tj = e(i−1)n+j when αj = 1. Thus f cannot be a graded identity for E⊗n. 
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Theorem 28. Let char K = 0, the algebra E⊗m is (graded) PI equivalent to M2n−1,2n−1 when m = 2n is
even, and to M2n(E) when m = 2n + 1 is odd.
Proof. The graded version of the theorem follows from Propositions 26 and 27. This of course implies
the ungraded version. 
As an immediate consequence we obtain a new proof of one of the assertions of Kemer’s theorem.
Corollary 29. If char K = 0 the algebras M1,1 and E ⊗ E are PI equivalent.
3.3. The graded identities in characteristic p > 2
Herewe ﬁx the inﬁnite ﬁeld K of positive characteristic p /= 2.We know that the algebrasM1,1 and
E ⊗ E share the same T-ideal in characteristic 0. But if char K = p > 2 they satisfy different 2-graded
identities ([15]), and also ordinary identities: we have T(M1,1) ⊂ T(E ⊗ E), a proper inclusion, see [3].
We start by studying the graded identities ofM2n−1,2n−1 . First we prove that part (1) of Proposition
26 holds in the case of positive characteristic.
Corollary 30. If char K = p > 2 then the graded identities of M2n−1,2n−1 follow from the polynomials
c2n(x, y).
Proof. If f (x1, . . . , xk) is a gradedmultihomogeneous identity forM2n−1,2n−1 that does not follow from
the polynomials c2n(x, y) then modulo these polynomials we can write f as f = λxt11 · · · xtkk , 0 /= λ ∈
K . Let xi be of homogeneous degree |x| = (α1, . . . ,α2n) in the Z2n2 -grading. By Lemma 19 if ti > 1
we must have s|xi| = 0. Then we can use the same substitution as in Proposition 26 in order to get a
nonzero value of f onM2n−1,2n−1 , a contradiction. 
Analogously we have the following corollary:
Corollary 31. Let char K = p > 2. The ideal of graded identities for M2n is generated by the polynomials
c2n+1(x, y).
Now we study the Zn2-graded identities of E
⊗n in positive characteristic.
Lemma 32. Let char K = p > 2 and let x be a variable in the freeZn2-graded algebra K〈X〉 of homogeneous
degree α = (α1, . . . ,αn). Suppose further sα = 0 and αi = 1 for some i, 1 i n. Then xp is a graded
identity for E⊗n.
Proof. Let a = ∑kj=1 aj1 ⊗ · · · ⊗ ajn ∈ E⊗n be aZn2-homogeneous element of the samehomogeneous
degree as x. Since the summands of a have the same degree α and sα = 0 they commute. Hence
ap = ∑kj=1(aj1 ⊗ · · · ⊗ ajn)p = ∑kj=1(aj1)p ⊗ · · · ⊗ (ajn)p. But aji ∈ E1, hence a2ji = 0 and we have
ap = 0. 
DenotebyP the gradedT-ideal generatedby all polynomials cn(x, y) andbyall polynomials x
pwhere
x is a variable whose Zn2-degree α = (α1, . . . ,αn) satisﬁes sα = 0 and αi = 1 for some i, 1 i n.
Proposition 33. The ideal of Zn2-graded identities of E
⊗n equals P.
Proof. Suppose ﬁrst that f (x1, . . . , xk) is a multihomogeneous Z
n
2-graded polynomial, f /∈ P. Then, by
Lemma 19, one concludes f ≡ λxt11 · · · xtkk where 0 /= λ ∈ K and ti = 1whenever s|xi| = 1.Moreover,
by our assumptions, if s|xi| = 0 and |xi| /= (0, . . . , 0) then ti < p. We shall show that xt11 · · · xtkk is not
a graded identity for E⊗n.
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In characteristic p, the variable xt is equivalent to its complete linearization gt(y1, . . . , yt) =∑
σ∈St yσ(1) · · · yσ(t) for any t < p. Moreover, if s|x| = 0 then, modulo P, the variables yj commute,
so gt ≡ t!y1 · · · yt (mod P). With other words, wemay assume that in xt11 · · · xtkk we have ti = 1 for all i
such that |xi| /= (0, . . . , 0). Now, as in the proof of Proposition 27, if |xi| = (α1, . . . ,αn)we substitute
xi by ai = b1 ⊗ · · · ⊗ bn where bj = 1 if αj = 0, and bj = e(i−1)n+j when αj = 1. Thus xt11 · · · xtkk
cannot be a graded identity for E⊗n and we are done. 
Theorem 34. 1. The Z2n2 -graded T-ideal of E
⊗2n contains properly that of M2n−1,2n−1 .
2. The Z2n+12 -graded T-ideal of E⊗2n+1 contains properly that of M2n .
Proof. 1. It sufﬁces toshowthatxp, |x| = (1, 1, 0 . . . , 0) isnotan identityofM2n−1,2n−1 . But (A1nA2n)p /=
0 as a direct computation shows. The assertion 2. is proved analogously. 
3.4. A lattice of graded T-ideals
Denote by Lm,n the algebraM2m−1,2m−1 ⊗ E⊗n. It is equipped with a Z2m+n2 -grading that is induced
by the Z2m2 -grading onM2m−1,2m−1 and by the Z
n
2-grading on E
⊗n.
Proposition 35. The Z2m+n2 -graded T-ideal of Lm,n is generated by the identities c2m+n(x, y) and by the
elements xp where |x| = α = (α1, . . . ,α2m+n) ∈ Z2m+n2 are such that sα = 0 and αj = 1 for some j,
2m + 1 j 2m + n.
Proof. First we notice that M2m−1,2m−1 is 2m-supercommutative and E
⊗n is n-supercommutative.
HenceLm,n is2m + n-supercommutativeandthis says thatLm,n satisfy thegraded identities c2m+n(x, y).
Moreover, the validity of the graded identities of the type xp is veriﬁed as in Lemma 32.
Finally if f is a multihomogeneous polynomial, we can write f , modulo the identities of the state-
ment, as a single monomial multiplied by a scalar, that is f ≡ λxu11 · · · xukk where 0 /= λ ∈ K .
If s|xi| is odd then, by Lemma 25, we can assume that ui = 1. Furthermore if s|xi| = 0, |xi| = α
as in the statement and αj = 1 for some j ∈ {2m + 1, 2m + n} then ui < p. We shall prove that this
monomial does not vanish on Lm,n. As in the proof of Proposition 33, in order to ﬁnd a non zero
substitution, we shall assume that ui = 1 for each xi which satisﬁes the condition of the statement.
Hence, ifui > 1 then |xi|=(α1, . . . ,α2m+n)where s|xi| = 0 andαj = 0 for all j=2m + 1, . . . , 2m + n.
Now, for any i = 1, . . . , k, let yi, zi be graded variables of homogeneousZ2m2 andZn2 degree |yi| and
|zi| respectively, such that |xi| = (|yi|, |zi|) ∈ Z2m+n2 . Let us consider the monomials g = yu11 · · · yukk
and h = zu11 · · · zukk . We remark that, by our assumptions, if ui > 1 then |zi| = (α2m+1, . . . ,α2m+n) =
0 ∈ Zn2 and so s|yi| = s|xi| + s|zi| = s|xi| = 0. By Proposition 33 it follows that h does not vanish on E⊗n.
Therefore, there exist homogeneous elements b1, . . . , bk ∈ E⊗n such that |bi| = |zi| and bu11 · · · bukk /=
0. Similarly, by Proposition 26 and Corollary 30, it follows that g is not a graded polynomial identity of
M2m−1,2m−1 and so a
u1
1 · · · aukk /= 0 for some homogeneous elements a1, . . . , ak ∈ M2m−1,2m−1 such that
|ai| = |yi|. Therefore f (a1 ⊗ b1, . . . , ak ⊗ bk) = λau11 · · · aukk ⊗ bu11 · · · bukk /= 0 and we are done. 
As a consequence we have the following theorem.
Theorem 36. Let G = Z2n2 , then TG(Ln,0) TG(Ln−1,2) · · ·  TG(L0,2n).
The algebra Lm,n = M2m(E) ⊗ E⊗n is Z2m+n+12 -graded. As in Proposition 35 one has
Lemma 37. The Z2m+n+12 -graded T-ideal of Lm,n is generated by the polynomials c2m+n+1(x, y) and by
all xp, |x| = α = (α1, . . . ,α2m+n+1) ∈ Z2m+n+12 . Here x is such that sα = 0 and αj = 1 for some j ∈{2m + 2, . . . , 2m + n + 1}.
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Now we have all ingredients of the following theorem.
Theorem 38. Let K be an inﬁnite ﬁeld, char K /= 2 and let G = Z2n2 . Then TG(Ln,0) ⊆ TG(Ln−1,1) ⊆
TG(Ln−1,2) ⊆ TG(Ln−2,3) ⊆ · · · ⊆ TG(L1,2n−2) ⊆ TG(L0,2n−1).
Denote G = Z2n+12 , then TG(Ln,0) ⊆ TG(Ln,1) ⊆ TG(Ln−1,2) ⊆ TG(Ln−1,3) · · · ⊆ TG(L1,2n−2) ⊆
TG(L1,2n−1) ⊆ TG(L0,2n).
If char K = 0 all inclusions become equalities; when char K = p > 2 all inclusions are proper ones.
Proof. Whenchar K = 0 the theoremfollows fromTheorem28. Suppose char K = p > 2. ThenPropo-
sition 35 together with Lemma 37 yield the proper inclusions. 
Corollary 39. Let char K /= 2. Then TG(M2n−1,2n−1 ⊗ E) ⊇ TG(M2n(E)). The equality holds only when
char K = 0.
Proof. It follows from the above theorem sinceM2n−1,2n−1 ⊗ E = Ln−1,1 andM2n(E) = Ln,0. 
4. More cases of the Tensor product theorem
In this sectionwe compare the gradedT-ideals of the algebrasM2n−1,2n−1 andM2k−1,2k−1 ⊗ M2l−1,2l−1
where k + l = n, over an inﬁnite ﬁeld K of positive characteristic p /= 2. First we consider the Z2n2 -
grading on M2k−1,2k−1 ⊗ M2l−1,2l−1 induced by the Z2k2 -grading on M2k−1,2k−1 and the Z2l2 -grading on
M2l−1,2l−1 .
Thus we have a Z2n2 = Z2k2 × Z2l2 -grading on this algebra. Moreover, by Propositions 18 and 22 we
have that the algebraM2k−1,2k−1 ⊗ M2l−1,2l−1 is 2n-supercommutative.
Lemma 40. Let G = Z2n2 and let x be a variable. Assume |x| = α = (α1, . . . ,α2n), sα = 0 and
α1 + · · · + α2k = α2k+1 + · · · + α2n = 1. Then xp is a graded identity for M2k−1,2k−1 ⊗ M2l−1,2l−1 .
Proof. Let a ∈ M behomogeneous ofG-degreeα. Then a = a1 + · · · + at where ai = riAα11k · · · Bα2kkk ⊗
r′i A
α2k+1
1l · · · Bα2nll , and r, r′ ∈ E1 are odd elements of the Grassmann algebra for all i. Since sα = 0
the homogeneous elements ai commute, hence a
p = ap1 + · · · + apt . Since ri ∈ E1 we have api = 0 as
desired. 
Now let J be the graded T-ideal generated by the polynomials cn(x, y) and by all xp where the
variable x satisﬁes the condition of Lemma 40.
Theorem 41. The graded T-ideal of M2k−1,2k−1 ⊗ M2l−1,2l−1 equals J .
Proof. Let f (x1, . . . , xq) /∈ J beamultihomogeneousG-gradedpolynomialofmultidegree (u1, . . . , uq).
By Lemma 19 we write f ≡ λxu11 · · · xuqq (mod J ) where 0 /= λ ∈ K and ui = 1 if s|xi| = 1. Further-
more if the G-degree of some xi satisﬁes the condition of Lemma 40 then ui < p. Therefore, as in the
proof of Proposition 33, in order to ﬁnd a non zero substitution, we shall assume that ui = 1 for each xi
which satisﬁes the conditionof Lemma40.Hence, ifui > 1 then |xi| = (α1, . . . ,α2n)where∑2ki=1 αi =
0 = ∑2li=1 α2k+i. We describe a substitution that does not vanish f onM2k−1,2k−1 ⊗ M2l−1,2l−1 .
Take a variable xi of f and set α = |xi|. If sα = 1 then we put
xi → riAα11,k · · · Bα2kk,k ⊗ r′i Aα2k+11,l · · · Bα2nl,l .
Here ri equals eip when α1 + · · · + α2k is even and 1 if α1 + · · · + α2k is odd, and analogously for r′i .
In case both α1 + · · · + α2k and α2k+1 + · · · + α2n are odd then xpi vanishes. So we put xi → a1 +· · · + ap. Here aj = rjAα11,k · · · Bα2nl,l ⊗ rjAα11,k · · · Bα2nl,l (the tensor square) and rj = e(i−1)p+j . Otherwise
put xi → Aα11,k · · · Bα2nl,l ⊗ Aα11,k · · · Bα2nl,l . 
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Corollary 42. Let K be inﬁnite, char K /= 2. Assume k + l = n, then TG(M2n−1,2n−1) ⊆ TG(M2k−1,2k−1 ⊗
M2l−1,2l−1). These two graded ideals coincide only in characteristic 0.
Corollary 43. Let k1 + l1 = k2 + l2, k1  l1 and k2  l2, and assume k1 /= k2. Assume K inﬁnite and
char K /= 2. Then TZ2n2 (M2k1−1,2k1−1 ⊗ M2l1−1,2l1−1) is equal to TZ2n2 (M2k2−1,2k2−1 ⊗ M2l2−1,2l2−1) only
when char K = 0. If char K = p > 2 neither of these two ideals is contained in the other.
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