Using a model of an edge's motion through
Using a model of an edge's motion through a sequence of images, the problem of its recognition can be formulated as a stochastic filtering problem. The Extended Kalman Filter for such a system is considered in detail and is shown to be interpretable as a sequence of oriented spatial convolutions. Preliminary results show that the edge localization obtained using this filter is substatinally better than that obtained using the Sobel operator on each image individually.
time varying imagery, such as obtained from AGVs 6 or motion 7 ' 8 ' 9 ' 10 ' 11 , there is a temporal coherency in the sequence of images that can be exploited in the design of filters with a temporal as well as spatial basis. By capturing this temporal coherency with a dynamical model, it is possible to obtain an Extended Kalman Filter which localizes edges. This is the purpose of the work reported in this paper. Related work is reported in
System Model

Introduction
The aim of dynamic vision is to apply the principles of stochastic filtering theory to machine vision. In particular, the concept of using the information in previous images to improve the signal to noise ratio when analysing the current image will be emphasized.
One of the important tasks in machine vision is edge recognition. The goals of this task are the detection and localization of points in an image at which there are significant changes in intensity. Many edge operators, such as the Sobel 2 , have good localization properties but they detect edges poorly due to a low signalto-noise ratio. Attempts have been made to improve edge detection by introducing some spatial filtering into the operator. This spatial filtering is usually linear, e.g. convolution with a Gaussian, which has the unfortunate effect of reducing the localization accuracy 3 ' 4 . The optimal tradeoff between localization and detection for a single filter has been investigated by Canny 4 . In 5 , it is shown that separate optimal filters for localization and detection can be constructed. However, in all these cases, filters with spatial support only have been considered. In Consider an individual point on an edge, an "edgel". This can be viewed as an atomic particle moving about the image plane, if its relationship to neighbouring pixels on the same edge is ignored. A sequence of images can be regarded as independent observations of the edgel's position. Due to the discretization of the images, a TV x N image can be thought of as a lV 2 -dimensional observation vector. In this way, the problem of estimating an edgel's trajectory can be formulated as a stochastic filtering problem.
At time t, the location of the edgel can be specified by a location x(t) G V, where V C 3£ 2 is the image plane, and an orientation n(t) 6 S0(2), being the edge normal at time t. See Figure 1 .
Assume that the trajectory of the edgel is adequately described by some state X and some dynamics
dX -f(X, i)dt + g(X, t)dw
where w is a "noise" process. (1) For example, a simple model containing little apriori knowledge about the edgel would be
dX(t) = AX(t)dt + dw (2)
This model of image intensity is only good in a small neighbourhood of the edgel, but a global description of the observation signal is required. The further the distance of a pixel from the edgel, the less information the pixel contains about the edgel. This can be captured by effectively increasing the noise variance as a function of ||x'(i)||. For example, 
Extended Kalman Filter
From the continuous-time system dynamics in (1), define the discrete-time dynamics for system behaviour between frame-times, by and assume that
The image pixels can be thought of as an N 2 -dimensional discrete time observation vector with components
where i = 1,..., TV 2 is some ordering of the image plane pixels, e.g. a raster scan, and v is a stochastic process representing the sensor "noise". The form of the function h is as follows. Let cos 9 sin 9 -sin 9 cos 0 be the rotation matrix, and let (7) (8) where x l is the position of pixel i in the image plane coordinate system. Then x*(k) is the position of pixel i at time t k measured in a coordinate system with origin at x(tk), i.e. the location of the edgel, and whose first coordinate axis x\ is perpendicular to the edge, i.e. in the direction n{t k )-As a model of intensity variation in the neighbourhood of the edge, a step edge convolved with a Gaussian of variance A 2 can be used. The Gaussian convolution represents the blurring due to lens optics, image plane digitization, etc. Then,
The task, then, is to estimate X(t k ) for each time t k given the observed images y( j) for j = 0,..., k. One approach is to seek a least squares estimate X(t k ). If the equations (14) and (6) were linear, then an optimal (and very efficient) estimator for X(t k ) is the Kalman Filter. However, since (6) is nonlinear, a finite dimensional estimator may not exist. A suboptimal filter which is applicable to nonlinear systems is the Extended Kalman Filter 1 . By applying this, the following edgel state estimator is obtained:
For The rows of H have the form
Discussion
The purpose of this section is to show that the Extended Kalman Filter Gain (18) can be interpreted as a convolution with a kernel whose support is restricted to a neighbourhood of the predicted edgel position X(t k ).
The following points should be noted about the Extended Kalman Filter coefficients:
1. All entries of L are independent of absolute position of the pixel. They only depend on the position of the pixel relative to the current best estimate of the edgel location.
2. The observation function h is dependent only on the x and n components of the state X. Hence, the columns of H will only be nonzero for those that correspond to x and n. Without loss of generality, these columns can be assumed to be the first three columns. Then, H can be partitioned as
where F\, En, .. .come from compatible partitions of F and E.
3. As illustrated above, each row of H{k) is multiplied by a factor s(), which decreases rapidly as the distance of a pixel from the line supporting the edgel increases, i.e. H(k) has only a few rows with significantly non-zero entries.
4. The entries of R(k) increase rapidly as the distance from the edgel increases. There exists a set of pixels outside of which the corresponding entries of R(k) dominate those of Hi(k). Assume, without loss of generality, that these are the first m rows. Partitioning Hi and R accordingly,
Furthermore, since R is diagonal (or quasi-diagonal in the general case of spatial correlation) and, by definition, R2 has large entries,
Thus, where
From this, it can be clearly seen that L represents a convolution with a kernel whose basis is those pixels within a small neighbourhood of the estimated edgel location. The shape of this kernel depends on the estimated edgel orientation. That is, the kernel of the gain L is selected, on the basis of the estimated edgel location and orientation, from a collection of oriented kernels, whose shape depends on the estimate variance.
When the variance En is small, 
Preliminary Results
The Extended Kalman Filter (17)-(25) has been implemented for an edgel with the example dynamics (2)- (5) and (26)-(30). This filter was then applied to synthetic image sequences constructed from a Gaussian blurred edge (10)-(11) observed under independent, identically distributed Gaussian noise. The results are presented in Table 1 , where the steady-state standard deviation of the edge position estimate is given for various values of image signal-to-noise ratio. The signal-to-noise ratio is the ratio of the contrast across the edge to the Gaussian noise standard deviation. The other parameters in the model were chosen to have the values A = 1, a = 50, a = 2 and q -4. The weight matrix R was truncated at points where the value had dropped to 1/256th of its value at the centre. This meant that L\ was a kernel of radius 7 (approx), and which contained 142 pixels.
The standard deviation of the edge position estimate for the Sobel edge detector is also given in Table 1 . In all cases, it can be seen that the Extended Kalman Filter is substantially better at localizing the edge than the Sobel edge detector. However, these results should be viewed as an upper bound on the performance of the Extended Kalman Filter. The model of the edgel's dynamics within the Extended Kalman Filter (14), (26) was accurate and the filter "knew" the edge paramters exactly. In practice, neither of these things would be true and the filter would have to estimate them. That is, the filter would have to be made adaptive. This would degrade the performance from the values given in Table 1 .
Conclusion
This paper shows how edge detection in dynamic vision can be formulated as a filtering problem and presents a preliminary investigation of the gain matrix of the associated Extended Kalman Filter. It was shown that this gain matrix represents the kernel of a convolution with basis support in a neighbourhood of the estimated edgel location. The shape of the kernel was illustrated for the special case where the variance of the position estimate is small.
The filter has been implemented and preliminary results from its use are reported in Section . These results show that the Extended Kalman Filter localizes stationary edges more accurately than the Sobel edge detector. This work will be extended by examining the filter's performance for moving edges, both from synthetic images (where the SNR can be controlled) and from real image sequences. Future work will also investigate the robustness of the filter to modelling errors and initial estimate values. If the filter is shown to be useful, time will then be devoted to developing versions suitable for frame rate implementation, e.g., filters with gains restricted to a small set, and reduced-order Extended Kalman Filters 15 .
