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Abstract—Today’s communication systems typically use high
resolution analog-to-digital converters (ADCs). However, consid-
ering future communication systems with data rates in the order
of 100Gbit/s the ADC power consumption becomes a major
factor due to the high sampling rates. A promising alternative
are receivers based on 1-bit quantization and oversampling w.r.t.
the signal bandwidth. Such an approach requires a redesign of
modulation, receiver synchronization, and demapping. A zero
crossing modulation is a natural choice as the information needs
to be carried in the zero crossing time instants. The present paper
provides an overview on zero crossing modulation, achievable
rates, sequence mapping and demapping, 1-bit based channel
parameter estimation, and continuous phase modulation as an
alternative zero crossing modulation scheme.
I. INTRODUCTION
For very high data rate communications with data rates in
the order of 100 Gbit/s the power consumption of the ADC
becomes a major factor. The reason is that the large bandwidth
of tenth of GHz required for such high data rates implies
very high sampling frequencies, which limit the achievable
quantization resolution given a fixed power budget of the ADC.
In this regard, the key point is that for sampling frequencies
beyond 100 MHz the energy per conversion step begins
to increase linearly with the frequency, while for smaller
sampling rates the energy per conversion step is independent
of the sampling rate [1], [2]. One promising alternative is the
use of 1-bit quantization with temporal oversampling w.r.t. the
Nyquist rate of the received signal, i.e., spending resolution
in the time domain instead of the amplitude domain. In this
regard, 1-bit quantization is advantageous as it is simple to
realize since it requires no automatic gain control and no highly
linear analog signal processing. 1-bit quantization is robust
against amplitude uncertainties such that not much headroom
for sophisticated processing in the amplitude domain is needed.
Thus, besides the simpler circuitry without an automatic gain
control, 1-bit quantization allows to use energy efficient circuits
with supply voltages smaller than 1 V [3]. Moreover, time-
domain resolution is becoming superior to amplitude-domain
resolution in modern nanometer-scale CMOS processes [3],
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[4]. For this reason, we study wireless communications with
temporally oversampled 1-bit quantization.
As different signal amplitudes cannot be distinguished after 1-
bit quantization, the information needs to be carried in the zero
crossing time instants of the transmit signal and ADC resolution
is spend in time rather than in amplitude. Optimal communica-
tion over such a channel requires an adapted modulation and
signaling scheme. A natural choice to communicate over the
resulting channel is a so called zero crossing modulation. Fig. 1
shows a zero crossing modulated transmit signal where the
sequence of distances between the zero crossings encodes the in-
formation. Such transmit signals can be generated by combining
faster-than-Nyquist (FTN) signaling [5] with runlength coding
[6]. While FTN signaling introduces intersymbol interference
(ISI), this interference can be well controlled by an appropriate
choice of the minimum runlength constraint of the runlength
code. The FTN signaling rate and correspondingly the over-
sampling rate w.r.t. the Nyquist rate at the receiver determine
the resolution on which the zero crossing time instants can be
chosen and, thus, have a strong impact on the achievable rate.
In this paper, we give an overview on communication with
temporally oversampled 1-bit quantization. We discuss the spec-
tral efficiency with different modulation schemes and different
oversampling rates, which motivates the use of runlength coding
in combination with FTN signaling. Subsequently, we also
discuss some aspects on the actual design of such a communi-
cation system. We describe the mapping of the code bits onto
the runlength limited (RLL) sequences and equalization and
demapping at the receiver. Another key challenge is channel
estimation and synchronization. As the 1-bit quantization is
a highly nonlinear operation standard algorithms for channel
parameter estimation and synchronization cannot be used. As a
first step to the design of actual channel parameter estimation
algorithms, we studied the impact of the 1-bit quantization
on the Crame´r-Rao lower bound (CRLB) for the estimation
of phase and frequency offsets, giving some important insight
into the actual receiver design. Moreover, we use the CRLB
to benchmark a least squares phase estimator. Finally, we also
discuss the use of continuous phase modulation (CPM) for over-
sampled 1-bit quantization based receivers, for which sequences
of zero-crossings can be designed that allow recovery of higher
order CPM modulation schemes despite 1-bit quantization.
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Additionally, as a constant envelope scheme, this approach
relaxes the linearity requirements on the transmitter side and,
thus, enables the use of more energy efficient power amplifiers.
Notation: Random quantities are denoted by sans serif letters,
e.g., a, while a denotes a deterministic quantity.
II. SYSTEM MODEL
As motivated before we propose to use a zero crossing
modulation (ZXM) which is naturally matched to a receiver
using 1-bit quantization with temporal oversampling. Such a
receiver can only resolve the sign of the received signal at
the sampling time instances, i.e., effectively it can retrieve the
temporal distances between the zero crossings of the received
signal. Thus, the ZXM needs to convey the information in the
distances between the zero crossings.
A ZXM transmit signal can be created utilizing RLL se-
quences [6], which can be generated from (d, k)-sequences. In
a (d, k)-sequence a 1 is followed by at least d and at most k
0s. The limitation of the runlength by the k constraint can be
important for synchronization at the receiver. However, in the
present work we assume k =∞ which, for a chosen value of
d, maximizes the entropy rate of the generated RLL sequences.
The generation of the (d, k)-sequences can be represented
based on a finite-state machine as shown in Fig. 2. The (d, k)-
sequences are transformed into RLL sequences by non return
to zero inversion (NRZI) encoding as shown by the following
example with d = 1:
(d, k)-seq. [. . . 1 0 0 0 1 0 1 0 . . .]
RLL-seq. [. . . 1 1 1 1 −1 −1 1 1 . . .]
Hence, the minimum distance between two zero crossings can
be controlled by the d constraint.
Two such runlength limited sequences are used to generate
a complex valued transmit symbol sequence, which is given by
xN =
1√
2
(
aN + jbN
)
(1)
where the elements of the vectors aN and bN are given
by two independent real valued RLL sequences of length
N . Thus, the elements xn of xN are QPSK symbols with
xn ∈ X =
{
1+j√
2
, 1−j√
2
, −1+j√
2
, 1+j√
2
}
.
Using transmit symbol sequences according to xN in com-
bination with FTN signaling, we generate the continuous-time
channel input signal
x(t) =
N−1
2∑
n=−N−12
xnh
(
t− nT
MTx
)
(2)
with the symbol rate MTxT where T is the unit time interval and
MTx is the FTN signaling factor.1 Finally, h(t) is the impulse
response of the transmit filter. Unless otherwise mentioned we
use a cosine pulse as transmit filter given by
hcos(t) =
{ √
1
3T
(
1− cos (2pi t2T )) 0 ≤ t < 2T
0 otherwise
. (3)
1In case h(t) is a Nyquist pulse, T is the length of the Nyquist interval.
Ak−1 Ak Ak+1 Ak+2
t
Re{x(t)}
Fig. 1. Schematic example of a zero crossing modulated transmit signal
generated by runlength coding and FTN.
Using such a transmit filter with a relatively short impulse
response has the advantage of enabling trellis based receivers
with a limited complexity.
Using FTN signaling with MTx > 1 allows us to increase
the resolution of the time grid on which we can place the zero
crossings. This counteracts the decrease of the achievable rate
caused by the d constraint in the RLL sequence and allows to
increase the achievable rate. Note that FTN signaling introduces
ISI, which however can be well controlled by an appropriate
choice of the minimum runlength d.
A schematic view of a zero crossing modulated transmit
signal is given in Fig. 1. Here Ak = TMTx lk with the elements of
the sequence {lk} being the runlengths in the RLL sequence.
We consider an additive white Gaussian noise channel, such
that the signal at the output of the receive filter is given by
z(t) =
∫ ∞
−∞
(x(τ) + n(τ))hRx(t− τ)dτ (4)
with the receive filter hRx(t). Unless otherwise stated, we use
an integrator over the time interval T/MTx as receive filter,
which corresponds to the integrator in an integrate-and-dump
receiver. Its impulse response is given by
hRx(t) =
{ √
MTx
T 0 ≤ t < TMTx
0 otherwise
. (5)
Also here the short impulse response is helpful to limit the
complexity of trellis based sequence detection. Moreover, n(t)
is a circularly symmetric complex white Gaussian noise process
with power spectral density N0. Note that we assume here
perfect timing, phase, and frequency synchronization. Later in
Section V, we will discuss the channel parameter estimation.
The signal z(t) is sampled at rate 1/Ts yielding the following
signal before 1-bit quantization
rk =
N−1
2∑
n=−N−12
xng
(
kTs − nT
MTx
)
+ nk (6)
with
g(t) =
∫ ∞
−∞
h(τ)hRx(t− τ)dτ (7)
nk =
∫ ∞
−∞
n(τ)hRx(kTs − τ)dτ. (8)
Moreover, we define the oversampling factor as M = TTsMTx .
Note that with the receive filter in (5) for M > 1 the noise
samples nk are correlated.
Finally, the signal at the output of the 1-bit ADC is given by
yk = csign(rk) = sign(Re{rk}) + j · sign(Im{rk}) (9)
with the signum function sign(x) = 1 if x > 0 and
sign(x) = −1 if x ≤ 0.
As the transmit signal is not strictly bandlimited, we use the
following SNR definition
SNR =
limT ′→∞ 1T ′
∫
T ′ |x(t)|2dt
N0B90%
(10)
where B90% denotes the 90% power containment bandwidth
of the transmit signal x(t).
III. SPECTRAL EFFICIENCY
To understand the limits on the achievable data rate for such
a communication system with 1-bit quantization and temporal
oversampling we have studied its spectral efficiency. In the
following, we will mainly give an overview on the spectral
efficiency when using RLL sequences and FTN signaling as
described in Section II. For comparison we will also show
the spectral efficiency with FTN signaling for i) transmit
symbol sequences {xn} consisting of independently uniformly
distributed (i.u.d.) transmit symbols and ii) for transmit symbol
sequences where the elements xn are the output of a Markovian
source in which the transition probabilities are optimized by
the Blahut-Arimoto algorithm such that the achievable rate is
maximized. For details on this approach the reader is referred
to [7]. The results presented in this section have been published
in [8] and [7], where more details can be found.
A. Lower-Bounding the Achievable Rate
The achievable rate can be evaluated based on the following
auxiliary channel lower bound [9]
I ′(x; y) = lim
N→∞
1
N
I
(
xN ; yN
)
≥ 1
N
(− log2W (yN)+ log2W (yN |xN)). (11)
Here, yN = [yT1 , . . . , y
T
N ]
T is an MN -dimensional vector
with yn being vectors of dimension M containing the receive
samples yk at the output of the 1-bit quantizer belonging to
the transmit symbol xn. Note that in case the receiver samples
at the FTN signaling rate, i.e., M = 1, the length of xN and
yN are both N .
Moreover, W (·) is an auxiliary channel based on the ap-
proximation P (yk|yk−1,xk) ≈ P (yk|xkk−L) with xkk−L =
[xk−L, . . . , xk]T . Here, L + 1 is the length of the impulse
response of the effective channel containing the transmit and the
receive filter in terms of T/MTx. To lower-bound the achievable
rate, the RHS of (11) is numerically evaluated for very large N
based on realizations of xN and yN denoted by xN and yN .
The spectral efficiency is given by
SE =
I ′(x; y)MTx
TB90%
(12)
as I ′(x; y) is the achievable rate per time TMTx . For more details
on the evaluation of the lower bound in (11) the reader is
referred to [7], [8].
TABLE I
MAXIMUM ENTROPY RATE OF d-CONSTRAINED RUNLENGTH SEQUENCES
minimum runlength constraint d 1 2 3
Hmax [bit/symbol] 0.6942 0.5515 0.4650
0 1 . . . (d− 1) d0 0 0 0
1
0
Fig. 2. Definition of a (d, k)-sequence with k =∞ as a finite-state machine.
B. Runlength Limited Sequences
As we are interested in the maximal spectral efficiency, we
use maximum entropy runlength sequences for aN and bN ,
i.e., for the real and imaginary component of xN . For a given d
and k =∞ the maximum entropy rate of a runlength sequence
is given by [6], [10]
Hmax = lim
N→∞
1
N
log2
∑
i,j
[
DN
]
i,j
= log2(λ) (13)
where D is the adjacency matrix of the finite-state machine in
Fig. 2 and λ is its largest eigenvalue. Exemplarily, the adjacency
matrices for d = 1 and d = 2 are given by
Dd=1 =
(
0 1
1 1
)
, Dd=2 =
 0 1 00 0 1
1 0 1
 (14)
where the rows correspond to the current state and the columns
to the following state. The transition probabilities for the maxi-
mum entropy runlength sequences are given by [11, eq. (2.23)]
[P]i,j =
uj
ui
· [D]i,j
λ
(15)
with ui and uj being the i-th and the j-th entry of the
right-hand eigenvector belonging to the eigenvalue λ. As
with increasing d the randomness in the runlength sequence
decreases, the maximum entropy rate decreases with d, see
Table I. However, the overall data rate is increased due to
FTN signaling, i.e., MTx > 1, beyond 2 bit/s/Hz.
C. Numerical Results
Fig. 3 shows the spectral efficiency based on the 90%
power containment bandwidth for the different transmit symbol
sequence designs. Note that for the here considered case of
M = 1 and the receive filter in (5) the lower bound in (11) is
tight as P (yk|yk−1,xk) = P (yk|xkk−L).
Regarding the spectral efficiency with RLL sequences and
FTN signaling the following can be observed. While without
FTN signaling (MTx = 1) and with i.u.d. sequences the spectral
efficiency saturates at round about 2 bit/s/Hz as expected2,
FTN signaling enables significantly higher spectral efficiencies.
2With MTx = 1 the spectral efficiency is slightly higher than 2 bit/s/Hz
as we consider the 90% power containment bandwidth because the transmit
signal is not strictly bandlimited.
For the shown FTN signaling rates the spectral efficiency
increases with MTx. However, the runlength constraint d needs
to be chosen appropriately. In general d needs to be increased
with MTx to limit the ISI. I.e., for MTx = 4 choosing d = 1
leads to a significantly lower spectral efficiency than d = 2.
However, d should also not be chosen too large, as this limits
the entropy of the RLL sequence too strongly as can, e.g., be
observed for the case MTx = 3 and d = 2. On the other hand,
the bandwidth also decreases with increasing d.
Moreover, Fig. 3 shows that FTN signaling using runlength
coding yields a higher spectral efficiency than using i.u.d.
transmit symbol sequences. For comparison we also considered
FTN signaling with transmit symbol sequences generated by a
Markov source with transition probabilities optimized by the
Blahut-Arimoto algorithm, denoted by ‘BA’. Compared to this
approach, runlength coding yields a spectral efficiency that is
mostly superior or at least similar. This is due to the fact that
the optimization is performed w.r.t. the achievable rate in (11)
and not w.r.t. the spectral efficiency, which is not equivalent
due to the influence of the optimization on the 90% power
containment bandwidth.
In [12] we have also studied the spectral efficiency in case
of a strictly bandlimited channel, showing that also in this
case temporal oversampling w.r.t. the Nyquist rate enables
significant gains in the achievable rate. This supports the
statement that gains presented in Fig. 3 while using the 90%
power containment bandwidth are not mainly due to the out
of band transmit signal energy.
Overall, this study shows that runlength coding in combina-
tion with FTN signaling can significantly increase the spectral
efficiency and is an appropriate sequence design approach. Note
that the runlength coding on the first hand leads to a decrease
of the achievable rate. However, in combination with FTN
signaling it allows to reduce the ISI significantly and, thus,
overall results in an increase of the spectral efficiency. These
numerical results on the spectral efficiency are supported by an-
alytical bounds on the spectral efficiency for a continuous-time
channel in [13] which corresponds to the case of MTx →∞
and Ts → 0.
IV. SEQUENCE MAPPING AND DEMAPPING
We consider the system model in Fig. 4. In order to generate
the transmit signal, it is necessary to map the encoded informa-
tion bits onto an RLL sequence. As described in Section II, we
propose to employ independently modulated RLL sequences
for the real and imaginary part of the transmit signal. Block
codes present a widely used low-complexity encoding method.
A survey of different encoding techniques can be found in [6].
The maximum rate RRLL of any practical encoding scheme is
bounded by RRLL ≤ Hmax, where Hmax is given in (13), and
its efficiency can be measured by η = RRLLHmax .
In this work we utilize a block code from [6, Tab. 4] which
maps 3 information bits onto a (d = 1, k =∞) sequence of
length 5. Hence, the code has a rate of RRLL = 0.6 and an
efficiency of η ≈ 0.86 (cf. Tab. I).
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Fig. 4. System model.
A. Equalizer
The system model in (9) corresponds to a 1-bit quantized ISI
channel with correlated noise for M > 1. The equalizer aims to
remove the ISI and to provide reliability information, i.e., soft
information, for each transmitted RLL symbol by performing
maximum a posteriori (MAP) symbol detection, i.e.,
xˆn = arg max
xn∈X
P (xn|yN ), n ∈ {1, . . . , N}. (16)
MAP symbol detection can be implemented efficiently by
the BCJR algorithm [14] if a suitable factorization of the
a posteriori probability P (xN |yN ) is found. However, such
a factorization is unknown in case of correlated noise, i.e.,
M > 1, and in that case the noise correlation has to be ignored
in order to obtain a factorization. The BCJR algorithm works on
a trellis whose size, i.e., the number of states, is determined by
the ISI memory length introduced by the transmit and receive
filter. The number of trellis states and the number of transitions
can however be reduced by omitting states and transitions which
violate the RLL constraint. Note that the equalizer yields soft
information despite 1-bit quantization. The reader is referred
to [15] for more details on an equalizer implementation.
B. Soft-Input Soft-Output RLL Demapping
After equalization the receiver performs soft-input soft-
output demapping/decoding of the RLL sequence. We propose
to implement joint NRZI and RLL demapping, by extending
the RLL block code to also include the NRZI mapping. Then
soft-input soft-output demapping can be implemented by first
computing the probability of each code word in the block code
and subsequently computing the probability of each input bit
based on the code word probabilities. Note that this procedure
is similar to soft demapping of, e.g., QAM constellations.
C. Numerical Results
The performance of the proposed system is evaluated for an
AWGN channel. As forward error correction (FEC) scheme
we utilize base graph 1 of the 5G NR LDPC code, including
CRC coding, code block segmentation, rate matching and rate
recovery (which include interleaving and deinterleaving). The
code block size of the channel code is chosen to the maximum
of NFEC = 25344.
A coded performance evaluation w.r.t. block-error rate
(BLER) is depicted in Fig. 5. The system behaves similar for
all considered code rates. It can be observed that oversampling
increases the performance significantly. Each integer increase
in M result in approx. 0.5 dB to 0.8 dB Eb/N0 gain at a
BLER of 10−2.
V. CHANNEL PARAMETER ESTIMATION
The channel parameter estimation and synchronization based
on 1-bit quantized received signals poses new challenges as
standard estimation and synchronization algorithms cannot be
applied. In this regard, consider that in the unsynchronized
case the received signal after receive filtering and sampling at
rate 1/Ts is given by
rk =
N−1
2∑
n=−N−12
xng
(
kTs − nT
MTx
− T
)
ej(ΩkTs+φ+ϕk) + nk
= uke
j(ΩkTs+φ+ϕk) + nk (17)
where , φ, and Ω are the channel parameters denoting the
timing, phase, and frequency offset, respectively. Moreover, we
additionally introduced a random phase dither ϕk which will
be discussed below. Note that for the signal model in (17) we
have, differently to the sections before, assumed that the receive
filter hRx(t) has a rectangular transfer function with one-sided
bandwidth Wr = 12Ts . This enables an analytic treatment, as we
adapted the receive filter bandwidth to the sampling rate such
that the circularly symmetric complex Gaussian noise samples
nk are mutually independent. In general the samples of the noise
process {nk} will be correlated, as the receive filter bandwidth
should be chosen to match the bandwidth of the transmit signal
and we consider temporal oversampling. Nevertheless, the
study of the white noise case gives important insights for the
practical case of a colored noise process as shown in [16]. In
addition, we assume for the channel parameter estimation that
the transmit symbols xn are i.i.d. and zero-mean. Thus, we can
defined the symbol energy as Es = E[|xn|2]
∫∞
−∞ |h(t)|2dt.
A first step to the design of channel parameter estimation
algorithms is to analyze the impact of the 1-bit quantization on
the Fisher information (FI) and the Crame´r-Rao lower bound
(CRLB), which give insights on the performance limits of
actual channel parameter estimation algorithms.
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Fig. 5. Coded performance evaluation for MTx = 2 using 5G NR LDPC codes.
The corresponding spectral efficiencies are approximately 2.23 bit/s/Hz,
2.37 bit/s/Hz, and 2.64 bit/s/Hz for the code rates RFEC of 3/4, 4/5, and
8/9, respectively, where the spectral efficiencies are computed using the 90%
power containment bandwidth of the max-entropic RLL sequences discussed
in Sect. III-B.
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N = 1), M = 1, and  and Ω known to be zero, ϕk = 0. [17]
We derived the FI matrix Fy for the phase φ and the
frequency Ω, considering a known timing error  and known
data symbols {xn} [17]. Amongst other things, it was found
that the parameter estimation accuracy is highly dependent on
the phase of the receive signal, unlike in the unquantized case
where the FI is phase independent. If the samples rk are close
to the decision boundary in the complex plane, the FI is high,
but when the samples lie within the middle of a quadrant, the
FI is low. The higher the SNR, the more pronounced is this
effect. This is intuitive, since in the noiseless case for every
sample rk the same 1-bit quantized measurement yk would be
observed, which results in a poor estimation performance. In
Fig. 6 this effect is illustrated by the loss function
χ(φ) =
[Fr]
−1
φφ
[Fy]
−1
φφ
(18)
for the phase estimation of a single QPSK symbol under the
assumption that  and Ω are known to be zero. We see that the
phase dependency is high for high SNR and vanishes for low
SNR, where the loss factor approaches 2pi , a fact well known
[18], [19].
This observation motivates to add a uniform phase dither
ϕk ∈ U [0, 2pi], see (17). A similar behavior can be achieved
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Fig. 7. High and low SNR bounds on the CRLB [Fy]−1φφ and the MSE of
the LS phase estimator; h(t) is a root raised cosine pulse with rolloff factor
0.2, MTx = 1, i.e., there is no FTN signaling, N = 100, [16], [17].
in a system implementation by sampling the received signal
at a low intermediate frequency (IF) that is irrational when
normalized on the sampling rate. For this case we derived
tight closed form upper bounds on the FI for the high and
the low SNR case [17]. These bounds show that compared
to the unquantized case many properties are preserved under
1-bit quantization combined with phase dithering. The major
difference is that for high SNR the FI for phase and frequency
only grows in the order of the square root of EsN0 , but in return
increases with the square root of the oversampling factor M .
Differently, in the unquantized case the FI grows linearly with
Es
N0
and oversampling has no effect. As the Crame´r-Rao lower
bound (CRLB), which is a lower bound on the estimation
error variance, is given by the inverse of the FI, the upper
bounds on the FI give lower bounds on the CRLB. Moreover,
we observed that as in the unquantized case the cross term
[Fy]φΩ can be neglected for sufficiently large N such that the
phase estimation error variance is lower-bounded by [Fy]−1φφ .
Exemplarily, we get the following lower bounds on the CRLB
for the phase estimation variance which are shown in Fig. 7
CRLB(φ) ≥

(
4
pi
Es
N0
)−1
1
N for low SNR(
2c1√
2pi3c2
√
Es
N0
)−1
1
N
√
M
for high SNR
(19)
Here c1 and c2 are some constants given in [17]. For compari-
son Fig. 7 also shows the actual CRLB.
In [16] we presented a phase estimator based on the least
squares estimator (LSE), which assumes that the timing  and
the data {xn} are known. We assume that there is a coarse
frequency synchronization in the analog stages such that the
unknown phase rotation of the receive signal can assumed to
be constant over the observation interval of the estimator, i.e.,
Ω ≈ 0. Instead of directly applying the least squares criterion to
the phase rotation, we apply it to the phasor exp(jφ) such that
the signal model without 1-bit quantization is linear. Taking
the argument of the estimated phasor gives
φˆ = arg
(∑
k
u∗ke
−jϕkyk
)
. (20)
Although this is a very simple linear estimator, we could prove
that it is consistent due to uniform phase dithering. Thus, for
large N we can compare its mean squared error (MSE) against
the CRLB as shown in Fig. 7.
We observe that at low SNR the MSE of the LSE achieves
the CRLB. However, at high SNR the MSE is converging to a
fixed value. This behavior has a simple explanation. As pointed
out before, it is known that at low SNR, the 1-bit quantized
system behaves very similar to the unquantized system, except
of a constant performance loss of 2pi [18]. Moreover, it is known
that the LSE is in fact the maximum likelihood estimator (MLE)
for AWGN channels, where the MLE asymptotically achieves
the CRLB. Thus, at low SNR the LSE asymptotically achieves
the CRLB for the 1-bit quantized channel. However, at high
SNR the nonlinear effect of the 1-bit quantizer becomes much
more dominant and, thus, the LSE does not achieve the CRLB,
which is likely due to its simple linear nature. Furthermore, we
observe that as predicted by the CRLB, oversampling improves
the performance of the LSE. For higher oversampling factors
its MSE departs from the CRLB at a higher EsN0 and converges
to a lower value.
One key observation regarding the channel parameter esti-
mation is the fact that it performs best in case the observation
samples lie close to a decision boundary, see Fig. 6. This can
be achieved by an optimal phase dithering in the analog domain
based on feedback from the digital side. On the other hand,
in order to maximize the achievable rate the phase rotation
must be eliminated such that the QPSK symbols are rotated
back to their original positions and, thus, the noise sensitivity
is minimized. Also this can be achieved by a feedback from
the digital into the analog domain. Note that the optimal phase
rotation for parameter estimation and data detection are in
contradiction to each other.
In terms of the phase estimation we have argued that uniform
phase dithering, e.g., generated by an irrational normalized low
IF, is a suitable approach to enable phase estimation. However,
it only gives the average performance. Likewise, for timing
synchronization a similar behavior can be achieved by choosing
an irrational ratio between sampling and signaling rate [20].
These approaches have the advantage that they do not need any
feedback from the digital domain back to the analog frontend
of the receiver and, thus, are simple to implement. They can
also be used in the communication phase, but again will only
give the average performance. In order to achieve optimal
performance, the phase and timing offset must be compensated,
e.g., the QPSK symbols must be rotated back to their original
position.
We have shown in [20] that oversampling can compensate
for the communication performance loss of a timing shift. Also
in case of channel parameter estimation, we have shown that
the performance gap between uniform dithering and optimal
dithering can be closed by oversampling [17]. However, the
larger the SNR, the faster the receiver has to sample to account
for the performance loss, see Fig. 7.
The tradeoffs between, on the one hand, the performance of
channel parameter estimation and communication, and, on the
other hand, the energy efficiency and implementation complex-
ity with different system architectures using oversampling, low
IF sampling based dithering, and feedback based dithering is
an open question.
VI. CONTINUOUS PHASE MODULATION
By relieving linearity requirements at transmitter and re-
ceiver jointly, CPM and 1-bit quantization are a promising
combination for energy efficient communication at high carrier
frequencies and large bandwidths. When combining this ap-
proach with oversampling and sampling at an IF, sequences of
zero-crossings (more precisely, axis crossings in the IQ-plane)
can be designed that allow to increase the spectral efficiency
beyond 2 bit/s/Hz. Achievable rate and spectral efficiencies
of this approach were analyzed in [21] for a limited set of
IFs, and in [22] the impact of the IF was investigated and bit
error rate (BER) results were given. This section provides an
overview of the results.
A. CPM System Model
A complex baseband CPM-signal is described as
c(t) =
√
2Es
T
ejφ(t). (21)
The phase term φ(t) is given by
φ(t) = 2pihcpm
∑N−1
n=0
αnq(t− nT, T ) + φ0 (22)
where the αn ∈ A = {±1,±3, ...,±(Mcpm−1)} are the CPM-
symbols with alphabet size Mcpm, φ0 is the initial phase at
t = 0, and hcpm is the modulation index. The function q(t, T )
is the phase smoothing response. We consider continuous
phase frequency shift keying (CPFSK), which has a linear
characteristic
q(t, T ) =

0, if t ≤ 0
t
2LcpmT
, if 0 < t ≤ LcpmT
1
2 , if t > LcpmT
. (23)
Here, Lcpm is the memory of the CPM-symbol in terms of
the symbol duration T . We assume hcpm = 1Mcpm , Lcpm = 1,
φ0 =
pi
Mcpm
, and Mcpm to be even. Furthermore, MTx = 1 and
i.u.d. input symbols αn are assumed.
The continuous-time channel input signal is generated by
x(t) = <{(h(t) ∗ c(t))ej2pif0t}. (24)
The complex received signal, down-converted to an IF, is
z(t) = g(t) ∗ (c(t)ej2pifIFt) + hRx(t) ∗ n(t). (25)
The filters g(t) and hRx(t) can be bandpass-filters if fIF > 0.
The oversampled 1-bit ADC output signal is then generated
according to (9) with rk = z(kTs).
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Fig. 9. Number of distinguishable bits log2(Nd) in a noise and distortion
free scenario for CPFSK depending on M and fIF.
B. Achievable Rate & Noise and Distortion Free Analysis
The phase φ(t) in (22) can be represented in a trellis diagram.
Using the definition of A given above, this trellis is not time
invariant. It can be transformed into a time invariant trellis
[23] by adding a frequency offset, i.e., ψ(t) = φ(t) + 2pi∆ft
with ∆f = hcpm(Mcpm−1)2T , which corresponds to an IF. For
analyzing the impact of the IF, we adopt the notation
fIF = ∆f +
nIF
T
. (26)
Fig. 8 shows the achievable rates in bits per channel use (bpcu)
for nIF = 0, where the results are obtained using the techniques
presented in Section III-A. One can observe the benefit of
oversampling w.r.t. the achievable rate. In Fig. 9, we choose
nIF = chcpm, c ∈ Z. This retains the property of a time
invariant trellis, since the additional phase turn is always an
integer multiple of the angle between two constellation points.
We depict the number of bits log2(Nd) that can be resolved per
T for a given modulation order, oversampling factor, and IF in
an ideal transmission scenario (no noise, no filter distortion).
Here, Nd is the average number of paths per T in the trellis
that remain distinguishable under 1-bit quantization. It can be
seen that the achievable rate per channel use in the high-SNR
limit from Fig. 8 matches the theoretical limit approximately;
variations are due to filtering. When increasing the IF beyond
∆f , all symbols can be resolved in this ideal scenario given
oversampling factors M = 5 and M = 143, for 8- and 16-
CPM, respectively. The minimum IF for resolving all symbols
with a sufficiently high M is
nIF,min =
⌈
1
4hcpm
− 1
⌉
hcpm. (27)
Furthermore, log2(Nd) is periodic over nIF and can decrease
again for nIF > nIF,min if different trellis paths become indis-
tinguishable again.
BER results for fIF = ∆f + 14T using root raised cosine
filters are given in [22], where also the possibility of adapting
the phase smoothing response w.r.t. 1-bit quantization is studied.
VII. CONCLUSION
In the design of energy efficient wireless communication
systems with data rates beyond 100 Gbit/s the ADC poses a
bottleneck in terms of the power consumption. Using energy
efficient 1-bit quantization with temporal oversampling is
considered to be a suitable solution to this problem. Using
receivers with 1-bit quantization and temporal oversampling
the information must be encoded in the temporal distance
of the zero crossings of the transmit signal, i.e., we have to
modulate the zero crossings. This means that information is
conveyed in the time domain instead of the amplitude domain
of the transmit signal. In the present paper, we have shown
that runlength coding in combination with FTN signaling is a
suitable signaling approach. We have discussed different aspects
of this signaling scheme and the corresponding communication
system design. We studied its spectral efficiency, showing
that it can be significantly increased depending on the FTN
signaling rate. Regarding the actual system design we discussed
mapping, demapping, and equalization of RLL sequences and
studied aspects of the channel parameter estimation. We have
observed that additional oversampling w.r.t. the signaling rate
improves the coded bit error rate as well as the channel
parameter estimation. Moreover, phase dithering (implemented
by an appropriate low IF sampling) significantly improves
the asymptotic behavior of the channel parameter estimators.
Finally, the use of continuous phase modulation in case of
temporally oversampled 1-bit quantization has been discussed,
having the additional advantage of enabling the use of efficient
power amplifiers at the transmitter. This study shows possible
gains in the achievable rate when sampling at a carefully chosen
low IF with a sufficiently high oversampling factor.
3Note, that in the presence of noise odd oversampling factors are to be
preferred as this avoids samples on the decision threshold of the quantizer.
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