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In this paper, a necessary and sufficient condition for a (0,l) g-circulant A to sat- 
isfy the matrix equation A* = dl + hJ is given. Explicit solutions are given for 
several equations. Some nonexistence theorems are also proved. 
1. INTR~OUCTI~N 
In this paper, all matrices are of size 12 by n. We let I denote the identity 
matrix and we let J denote the matrix with all entries equal to 1. The matrix A 
will be a (0, 1) matrix. In 1974, van Lint communicated the following problem 
to the author: Find a (0, 1) matrix A of order IZ which satisfies the matrix 
equation 
A3 = -I + J. (1.1) 
The problem was originally proposed by Hoffman. In [9], the more general 
matrix equation 
A” = -I+J (1.2) 
is considered. In that paper, it is shown that Eq. (1.2) does not have a solution 
when k is even, and that when k is odd, there exists a solution for every n 
which is of the form 1 + ck, where c is a positive integer. 
In this paper, the matrix equation 
Ali = dI + hJ (1.3) 
is considered. The parameters k, d, and h are integers. We will try to construct 
solutions where the matrices A’s are g-circulants. Here, a g-circulant matrix, 
or simply a g-circulant, is a matrix of order n, in which each row (except the 
first) is obtained from the preceding row by shifting the elements cyclically 
g columns to the right. Many useful properties of g-circulants can be found in 
[l]. In [4, 6, 111, g-circulants have been used to construct solutions to matrix 
equations that are similar to Eq. (1.3). 
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In Section 2, we will establish a necessary and sufficient condition for a 
g-circulant A to satisfy Eq. (1.3). In Section 3, we will construct solutions to 
several matrix equations of the type shown in (1.3). In Section 4, we will 
prove several nonexistence theorems. 
2. BASIC RESULTS 
We will let the indices of an n x it matrix 
convention makes our results easier to state. 
run from 0 to n - 1. This 
For each g circulant A, we define its Hall polynomial O,(X) by letting 
n-1 
O,(x) = c &Xi, 
i=O 
where (a, , a, ,..., a,-,) is the first row of A. Since A is a (0, 1) matrix, its 
Hall polynomial has (0, 1) coefficients. It is clear that the Hall polynomial, 
together with the parameter g, uniquely identifies the g-circulant A. When 
there is no ambiguity as to which g-circulant a certain Hall polynomial is 
referring to, we will drop the subscript A and write O(x) instead of O,(x). 
These polynomials are named after M. Hall, Jr. for his work in difference 
sets [3]. 
The behavior of the product of g-circulants can be characterized by the 
behavior of the product of their Hall polynomials. First of all, we will quote 
the following theorem from [l, Theorems 2.3 and 2.61. The result is quite 
simple and the reader can verify it directly. 
THEOREM 2.1. If A is a g-circulant and if B is an h-circulant with O,(x) 
and O,(x) as their respective Hall polynomials, then the Hall polynomial of the 
product AB is given by 
O,,(x) f OA(Xh) O,(x) (mod xn - 1). (2.2) 
Moreover, the product AB is a gh-circulant, where the product gh is reduced 
module n. 
Now we can study the behavior of raising a g-circulant to its kth power. 
THEOREM 2.2. Let A be a g-circulant matrix and let O,(x) be its Hall 
polynomial. Then A” is a gk-circulant and its Hall polynomial O,&(x) is given 
by 
O,,(x) c O,(x) O,(xg) .a- O,(x~“-‘) (mod x” - 1). (2.3) 
Here the powers of g are all reduced mod&o n. 
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Proof. This theorem can be proved easily by induction on k. 
Now, we can give a necessary and sufficient condition for a g-circulant A 
to satisfy the matrix equation 
Ak = dI + hJ. (2.4) 
In this context, there is no ambiguity in writing O(x) for O,(x). 
THEOREM 2.3. If d = 0, then a necessary and suficient condition jbr a 
g-circulant A to satisfy the matrix equation (2.4) is that its Hall polynomial 
satisfies 
O(x) o(p) . . * @(X+-I) FE A(1 + X + ... + x+1) (mod xn - 1). (2.5) 
If d # 0, then necessary and suficient conditions for a g-circulant A to satisfy 
the matrix equation (2.4) are that its Hall polynomial satisfies 
tqx) qxg) .-. @(x+) s d + X( 1 + x + *.. + Y-l) (mod xn - 1) (2.6) 
and that 
g” EC5 1 (mod n). (2.7) 
Proof. We first assume that the g-circulant A satisfies Eq. (2.4). In parti- 
cular, the first row of Ak and (dZ + hl) must be the same. The first row of A” 
is given by its Hall polynomial. Hence for the case d = 0, Eq. (2.5) is satisfied. 
For the case d # 0 Eq. (2.6) is also satisfied. Moreover, A” is a g%irculant. 
If d + 0, then (dl + W) is a I-circulant. Hence, in this case, Eq. (2.7) is 
satisfied. 
Let us now prove the converse. When d = 0, Eq. (2.5) implies that the 
first row of Ak has all its entries equal to A. The matrix Ak is a gk-circulant, 
which means that all other rows are obtained from the first one by shifting 
the elements cyclically. Hence all the entries of Ak are equal to A. Thus A 
satisfies Eq. (2.4). 
When d # 0, Eq. (2.6) implies that the first row of A” is (d + h, h ,..., A). 
Condition (2.7) implies that Ak is a I-circulant. Hence A satisfies Eq. (2.4). 
COROLLARY 2.4. If a g-circulant A exists satisfying Eq. (2.4), then 
ck = d + Xn, (2.8) 
where O(1) = c is an integer. 
Proof. Put x = I in Eqs. (2.5) and (2.6). 
In the next section, we will construct some solutions to the matrix equation 
given in (2.4). 
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3. SOME CONSTRUCTIONS 
In [9], a solution is given for the matrix equation 
A” = -ZfJ (3.1) 
where k is odd. The solution given is a (-c)-circulant matrix whose first row 
is (0, 1, l,..., 1, 0, 0 ,..., 0), where there are c ones after the initial zero. 
Moreover, the condition n = ck + 1 has to hold. 
We can verify that the above given matrix A satisfies Eq. (3.1) by using 
Theorem 2.3. The Hall polynomial of A is O(x) = x + x2 + ... + xc. 
One can verify that 
O(X) O(e) . -. 0(x@“-‘) = - 1 + (1 + x + +. . + ~-1) (mod P - l), 
where g = -c. The condition that (-c)” = 1 (mod n) is automatically 
satisfied because n = ck + 1 and k is odd. 
We now construct two other classes of matrices which satisfy the matrix 
equation of the type A* = dl + AJ. First, we prove the following lemma. 
LEMMA 3.1. Let O(x) = 1 + x + 4.. + x@-l. Then 
O(x) 0(x@) *** O(X@A-l) = I + x + ... + X@+. (3.2) 
Proof. We prove the lemma by induction on k. When k = 1, the lemma 
is true trivially. We assume that it is true for k. Hence 
O(x) @(x9) .-* O(X@k-‘) 0(x@? 
= (1 + x + . . . + x+l)(l + pk + . . . + &%-1)) 
= (I + x + ... + x@-). 
Hence the lemma is proved. 
THEOREM 3.2. Let An = ck, where c is an integer. The c-circulant matrix A 
defined by its Hallpolynomial being O(x) = 1 + x + ... + xc-l satisjes 
Ak = h.T. 
Proof. From Theorem 2.3, we have to prove that 
O(x) o(y) *. . @(xc”-‘) 3 A(1 + x + ... + x-l) (mod xn - 1). (3.3) 
From Lemma 3.1, we have that 
O(x) @(XC) ..* qxq = 1 + x + ... + d-l. (3.4) 
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Since 8’ = AU, the right-hand side of (3.4) is (1 + x + ... + xAn-l). We can 
consider (3.4) as a polynomial congruence modulo (x” - 1). Equation (3.4) 
now reduces to (3.3). 
THEOREM 3.3. Let 1 + hn = clc, where c is an integer. The c-circulant 
matrix A dejined by i?s Hall polynomial being O(x) = 1 + x + ,.. --i- x”-l 
satisfies 
Ak = I+Xr. 
Proof. From Lemma 3.1, we have that 
O(x) qxc) . . . @(y-l) = 1 + s + . . . + XCk-1 
= 1 + x + .. . -t xna. 
Reducing the equation modulo (x” - I), we obtain 
O(x) @(XC) ‘. . o(.yq se 1 $ h(1 + x + ..’ + .P1) (mod .K” - 1). (3.5) 
Moreover, ck z= 1 + hn, which implies that c7( z 1 (mod n). Hence Theorem 
2.3 implies that A” = I + W. 
We should mention that when k = 2 and h = 1, the solutions constructed 
in Theorem 3.2 are the natural central groupoids [4]. When k = 2, the 
solutions constructed in Theorem 3.3 are the solutions given in [ll] for the 
corresponding matrix equation. 
4. NONEXISTENCE THEOREMS 
In this section, we will prove several nonexistence results. The next result is 
motivated by [ll]. 
THEOREM 4.1. If a (0, 1) matrix A exists satisfying 
A” = dZ+hl, (4.1) 
where h > 0, then A has constant row and column sums c and the parameters 
satisfy 
0 < d + X < cli-l. (4.2) 
Proof. We multiply both sides of (4.1) on the left and then on the right 
by A. We find 
A*+’ == dA + XAJ := dA + XJA. (4.3) 
Equation (4.3) implies that AJ = JA =. cJ, where c is an integer. Hence A 
has constant row and column sums c. 
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The inequalities of (4.2) are obtained by interpreting the matrix A as an 
incidence matrix of a directed graph and by counting the number of directed 
paths of length k between two vertices. 
One should remark that the bounds in (4.2) are the best possible. Solutions 
to the equation AL = --I + J attain the lower bound. The matrix identity 
Jk = n”-‘J provides examples that attain the upper bound. 
Another remark is that the line sum c used in Theorem 4.1 is the same as 
the c used in Corollary 2.4. 
Yet another remark is that Theorem 4.2 does not assume that the matrix A 
is a g-circulant. The remaining results in this section will assume that A is a 
g-circulant. We will first prove two results regarding the pol,ynomial 
congruence 
e(x) @(xg) ... @(.?) EG d + A( I +- x + ... + Y-l) (mod xn - 1). (4.4) 
All the results are generalizations of the corresponding results for k = 2 [8]. 
The next result was originally proved by Mann [lo] for difference sets. 
Here, we say t is a multiplier of O(x) if t is prime to n and if there exists an 
integer s such that 
O(xt) = O(x) x5 (mod x” - 1). (4.5) 
When w  divides n, we define a w-multiplier of O(x) to be any integer t, prime 
to w, for which there exists an integer s satisfying 
O(xf) = O(x) xs (mod X~ - 1). (4.6) 
THEOREM 4.2. Let w > 1 be a divisor of n and assume that there exists a 
O(x) satisfying Eq. (4.4) with t 3 1 as its w-multiplier. Let p be a prime 
divisor of dfor which g.c.d. ( p, w) = 1 and we let ph strictly divide d. If there 
exists an integerf 2 0 such that tpf = g module w, then h is divisible by k. 
Proof. Let P be a prime ideal divisor of p in Q(<& the cyclotomic field 
generated by [, , a primitive wth root of unity, over the rational field. 
We let P” strictly divide O(.$,). Since t is a w-multiplier, Pi strictly divides 
O(5,“). By [2, Theorem 2.191, P is fixed by the mapping E, + 6,“. HencePi 
striclty divides a(,$:). Since tpf = g modulo w, we have Pi strictly dividing 
@(twg). Similarly we can prove that Pi strictly divides @(p,‘) for 0 < j < k - 1. 
Since O(fJ O(<,S) ... O(~~-‘) = d, we have Pki strictly divides d. By 
[2, Theorem 2.191 we have that pki strictly divides d and that k divides h. 
Even though we have not proved the existence of multipliers in general, 
we can still use the theorem with t = 1. 
The next result was first proved by Turyn [12] for difference sets. We need 
the following definitions. Let p be a prime and let pZ strictly divide the 
integer w, and let M’ = pzwl . If there exists an integer f > 0 such that 
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pf = g (mod w,), then p is said to be g-conjugate module w. If all the prime 
divisors of an integer m are g-conjugate modulo w, then m is said to be 
g-conjugate modulo w. Note that if m is g-conjugate modulo w, then it is 
also g-conjugate modulo any divisor of w. 
THEOREM 4.3. Assume that there exists a O(x) satisfying Eq. (4.4). 
Let mk divide d and suppose that m > I is g-conjugate module w for some 
divisor w > 1 of n. Ifg.c.d. (m, w) = 1, then m < (n/w). Ifg.c.d. (m, w) > I, 
then m < 2*-l(n/w), where r is the number of distinct prime factors of g.c.d. 
h N. 
Proof. The proof is essentially the same as [8, Theorem 3.71. 
The Theorems 4.2 and 4.3 are only applicable when d # 0. Since Eq. (4.4) 
is the same as Eq. (2.7), the above two theorems are further necessary 
conditions for a g-circulant A to satisfy the matrix equation A” = dZ + XJ. 
We next give examples to illustrate the use of these theorems. 
The matrix equation A3 = 71+ 35 with n = 19 may have a 7-circulant 
solution with c = 4. The conditions (2.7), (2.8), and (4.2) are all saistfied. 
However, using Theorem 4.2 with p = 7, f = 1, t = 1, and w  = 19, we 
arrive at the conclusion that 73 divides 7, which is a contradiction. 
The matrix equation A 3 = 81+ 165 with n = 13 may have a 3-circulant 
solution with c = 6. It even passes the nonexistence test of Theorem 4.2. 
However, using Theorem 4.3 with m = 2, w  = 13, and f = 4, we arrive at 
the conclusion that 2 < 1, which is a contradiction. 
5. CONCLUDING REMARKS CONCERNING k = 2 
Most of the results on the solutions of the matrix equation Ak = dI + hJ 
deal only with the case k = 2. Let us survey this situation briefly. 
When we restrict the solutions to g-circulant, there are very few known 
solutions. The known ones are constructed by Theorems 3.2 and 3.3, 
restricted to the case k = 2, as well as the ones derived from difference sets. 
The last mentioned solutions can be constructed easily by Theorem 2.3 
using the ordinary Hall polynomials for difference sets and using g = -1. 
These three types of solutions for k = 2 are all due to Ryser [ll]. The 
situation can be best described by observing the range of values for the 
parameter d. The known values of d are 0, 1, and c - A, where c is the 
number of ones in the first row of A. There is no known reason why d cannot 
take on some other values, but none has been constructed. One should 
mention that if g is not required to satisfy (2.7) then we have to consider 
the addition sets [7, 81. However, the corresponding g-circulants need not 
satisfy A2 = dl + XJ. 
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We may wish to construct solutions where A is not a g-circuiant. Still, 
this is difficult. In particular, it is difficult to construct solutions with k = 2 
and d being negative. The author knows of only one example, a matrix of 
order 13 satisfying A2 = -I + 2J. This example is obtained by a computer 
search and does not seem to have any distinguished structure. 
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