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Abstract
We consider the classical Calogero-Sutherland system with two types of interacting spin
variables. It can be reduced to the standard Calogero-Sutherland system, when one of the
spin variables vanishes. We describe the model in the Hitchin approach and prove complete
integrability of the system by constructing the Lax pair and the classical r-matrix with the
spectral parameter on a singular curve.
Introduction. The Calogero-Sutherland (CS) model [1, 2, 3] describes one-dimensional system
of interacting pairwise particles through long range potentials. It has a lot of applications, in
particular with the quantum Hall effect [4], matrix models [5], and orthogonal polynomials [6].
In this paper we consider the classical case. The classical CS model is an integrable system in
the Liouville sense. Moreover, it remains integrable if one adds the so-called spin variables. The
resulting system has form of the Euler-Arnold SL(N) top with the inertia tensor depending on
the positions of interacting particles [7].
Denote the coordinates of the particles u = (u1, . . . , uN ), their momenta v = (v1, . . . , vN )
and the spin variables {Sjk} arranged into matrix S =
∑N
ij EijSij (here {Eij} is the standard
basis in Mat(N), i.e. (Eij)ab = δiaδbj ). The latter is an element of the Lie algebra sl(N). The
spin CS model is described by the Hamiltonian
HCS =
1
2
N∑
j=1
v2j −
∑
j<k
SjkSkj
sinh2(uj − uk)
. (1)
The Poisson brackets between positions of particles and momenta are canonical {vk, uj} = δjk,
while the Poisson structure for {Sjk, Smn} is given by the Dirac brackets. They can be obtained
starting from the Lie-Poisson brackets on the Lie coalgebra sl∗(N) after imposing constraints
Sdiag = 0 (and some gauge fixation) resulting from the coadjoint action of the diagonal subgroup
of SL(N) on the spin variables S. The case when S ∈ so(N) is know as well [8]. Some further
generalizations can be found in [9].
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Summary. Our generalization of (1) is as follows:
H =
1
2
N∑
j=1
v2j +
∑
j<k
S2jk + T
2
jk − 2SjkTjk cosh(uj − uk)
sinh2(uj − uk)
, (2)
where Sij , Tij are elements of antisymmetric matrices S and T (Sjk = −Skj, Tjk = −Tkj) with
the Lie-Poisson brackets on the direct sum of two Lie coalgebras so∗(N)⊕ so∗(N):
{Sij , Skl} = −
1
2
(Silδkj − Skjδil − Sikδlj + Sljδik) ,
{Tij , Tkl} =
1
2
(Tilδkj − Tkjδil − Tikδlj + Tljδik) ,
{Sij, Tkl} = 0 .
(3)
The phase space R2N−2 ×OSO(N) ×OSO(N) consists of R
2N−2 parameterized by momenta and
positions of N particles in the center of mass frame and two coadjoint orbits OSO(N). Each orbit
is obtained from so∗(N) by fixation of the Casimir functions (i.e. the eigenvalues of matrices S
and T ). The Poisson structure (3) keeps the same form on OSO(N) × OSO(N). The dimension
of generic SO(N) orbit equals1 (1/2)(N2 − N) − [N/2]. Therefore, the dimension of the total
phase space is (N − 1)(N + 2)− 2[N/2].
For N = 2 the Lie algebra so(2) is commutative and the spin variables are fixed. In this case
we obtain from (2) the Hamiltonian with two constants
H =
v2
2
+
m21 +m
2
2 − 2m1m2 cosh(2u)
sinh2(2u)
, (4)
which reproduces the CS model of the BC1 type [3].
We prove that there exists (1/2)(N − 1)(N + 2)− [N/2] independent integrals of motion in
involution, and the Hamiltonian (2) is one of them. To this end we construct the Lax pair and
the classical r-matrix. Similarly to so(N) version of (1) [8] (and in contrast to the sl(N) spin
CS system) the M -operator can be explicitly constructed because the spin variables S, T are
skew-symmetric matrices, and the additional reduction is not needed.
We derive the generalized CS system (GCS) using the Hitchin approach [10, 11]. The Lax
operator of integrable system satisfies the Hitchin equations. They come from the self-duality
equations in four dimension after their reduction to two dimensional Riemann surface. Namely,
instead of R4 one consider the four-dimensional space R2 × Σ, where Σ plays the role of the
base spectral curve2. The field content of the Hitchin system comes from the four-dimensional
vector-potentials independent on the first two coordinates. One of them is the Higgs field that
plays the role of the Lax operator of the integrable system. The coordinates of particles describe
the moduli of solutions of the Hitchin equations, while the spin variables are the residues of
the Higgs fields at the singular points. On Fig.1 and Fig.2 (see the last page) the base spectral
curves Σ of CS and GCS systems are depicted. The Hitchin systems on singular curve (and, in
particular, CS system) were studied previously in [12, 13].
Another important ingredient of the our construction is the so-called quasi-compact structure
of the gauge group. It means that the gauge transformations at the singular points on the base
spectral curve are reduced to the unitary group3. We will come to this structure in relation
to integrable systems elsewhere. As a result the spin variables become elements of the unitary
algebra su(N). To come to the integrable case we further reduce them to the orthogonal algebra
so(N).
1[x] stands for integer part of x.
2The spectral curve of integrable system is defined as characteristic equation for the Lax matrix. It is a
branched covering of the base spectral curve, where the spectral parameter lives.
3In the standard approach to the Hitchin systems the gauge group may have the quasi-parabolic structure, i.e.
the gauge group is reduced at singular points to the triangular subgroup.
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Hitchin system structure. The described system is the Hitchin system over a singular curve.
The base spectral curve:
The curve is defined in the following way. Consider two rational curves Σα ∼ CP
1, (α = 1, 2)
with corresponding holomorphic coordinates z1 , z2 ∈ C1,2 Fig.2. They are glued at the points
z01 = z
0
2 = 0 and z
∞
1 = z
∞
2 =∞. The singular curve is Σ = Σ1 ∪Σ2 with this identification.
The field content:
1. The anti-holomorphic vector potentials A¯α(zα, z¯α) on the components Σα taking values in
the Lie algebra sl(N,C);
2. The Higgs fields Φα(zα, z¯α) are holomorphic 1-forms on Σα \ {0, 1,∞} taking values in the
Lie algebra sl(N,C). They have simple poles at zα = 0, 1,∞ with the definite residues. Let T
be an element of the Lie algebra su(N), η ∈sl(N,C), h ∈SU(N) and g ∈ SL(N,C). Then we
assume that
1. ResΦα(zα = 1)|su(N) = 0 ,
zα = 0 zα =∞
2. ResΦ1|su(N) = T , ResΦ1|su(N) = η|su(N) ,
3. ResΦ2|su(N) = hTh
−1 , ResΦ2|su(N) = gηg
−1|su(N) .
(5)
These variables A¯α,Φα form the Higgs bundle HSL(N,C)(Σ) over the curve Σ.
Symplectic structure and symplectic reduction:
HSL(N,C)(Σ) can be considered as an infinite-dimensional symplectic manifold. It is equipped
with the symplectic form
ω =
∑
α=1,2
∫
Σα
D〈Φα,DA¯α〉+D
∫
Σ1
(δ(z1, z¯1)|z1=∞〈η, g
−1Dg〉+ δ(z1, z¯1)|z1=0〈T, h
−1Dh〉) (6)
+D
∫
Σ2
(δ(z2, z¯2)|z2=∞〈η, g
−1Dg〉+ δ(z2, z¯2)|z2=0〈T, h
−1Dh〉) ,
where 〈 , 〉 is the Killing form on sl(N,C). The gauge symmetries of the system are symplectic
transformations preserving (6). They are formed by the pair of smooth maps fα ∈ Σα ∈
C∞(Σα)→ SL(N,C) such that at the fixed point
fα(zα, z¯α)|zα=0,1,∞ ∈ SU(N) . (7)
The gauge action on the dynamical variables is
∂¯α + A¯α → fα(∂¯α + A¯α)f
−1
α , (8)
g → f2(∞)gf
−1
1 (∞) , fα(∞) = fα(zα, z¯α)|zα=∞ , (9)
h→ f2(0)hf
−1
1 (0) , fα(0) = fα(zα, z¯α)|zα=0 , (10)
Φα → fαΦαf
−1
α , T → f1Tf
−1
1 |z1=0 , η → f1ηf
−1
1 |z1=∞ .
where, according with (7), in (9) f1, f2 ∈SU(N). The gauge transformations generate the
moment maps
µ1 = ∂z¯1Φ1 + δ(z1, z¯1)|z1=∞η|su(N) + δ(z1, z¯1)|z1=0T , (11)
µ2 = ∂z¯2Φ2 + δ(z2, z¯2)|z2=∞(gηg
−1)|su(N) + δ(z2, z¯2)|z2=0S , (S = hTh
−1) . (12)
We put the Gauss law constraints µ1 = 0 , µ2 = 0. This means that the Higgs fields Φα(zα, z¯α)
are meromorphic on Σα and have simple unitary poles at zα = 0, 1,∞ with the prescribed
residues. The generic configuration of the vector potentials A¯α can be gauged away ( A¯α = 0)
by the gauge group action (8). The residual gauge transformations Gres1 are only constants
Gres1 = {fα ∈ SU(N)}.
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For generic g the transformation (9) allows one to diagonalize g
f2(∞)gf
−1
1 (∞) = exp(u) , u = diag(u1, . . . , uN ) , uj ∈ R . (13)
Thus, the variables (h, T,u,v) describe the reduced phase space, where v is a variable dual u
coming from diagonal part of Φα. In this way after reduction we come to the finite-dimensional
phase space R˜red. It has dimension dim R˜red = 2(N2 − 1) + 2(N − 1).
The gauge transformations are defined up to the action from the right by the final residual
gauge transformation Gres2 preserving the diagonal form of g: G
res
2 = fα(∞) → fα(∞)s
−1 ,
s ∈ Gres2 = T ⋊W , where W is the Weyl group and T is the Cartan torus in SU(N). It implies
that:
1. u can be ordered as u1 > u2 > . . . uN .
2. The element h in (13) is defined up to the action h → shs−1, s ∈ Gres2 = T ⋊W . Imposing
the corresponding constraints we come to the symplectic quotient Rred = R˜red//(T ⋊ W ),
dim Rred = 2(N2 − 1).
Lax matrix. The gauge transformed Higgs fields Φα = fαLαf
−1
α , where fα is such that
fα(zα)|zα=∞ diagonalize g, will play the role of the Lax operators. The following form of the
Lax operators has the correct structure of poles
L1(z1) =
T
z1
+
T + η
1− z1
, L2(z2) =
S
z2
+
S + gηg−1
1− z2
, (S = hTh−1) (14)
if {
T + η|su(N) = 0 ,
S + (gηg−1)|su(N) = 0 ,
cf. (5). The solution of these equations assumes the form:
η = P + Sdiag + Tdiag +X , P = diag v = diag(v1, . . . , vN ) , (15)
Xjk =
Sjk − Tjk exp(−ujk)
2 sinh(ujk)
, Skj = −S¯jk , ujk = uj − uk , j < k . (16)
The integrals of motion Ilk (k = 0, . . . l, l = 2, . . . , N) come from the expansion
〈(T + η)l〉 = 〈T l〉+ l〈T l−1η〉+ . . .+ 〈ηl〉 , (17)
Ilk = 〈T
l−kηk〉 , (k = 0, . . . , l) . (18)
In particular, H (2) is 12I2,2. Notice that the integrals Il,0 are the Casimir function of the
Lie-Poisson algebra on sl(N,C)∗. Excluding the number of l Casimir functions we obtain the
number of integrals
NG =
N∑
l=2
(l + 1)− (N − 1) =
1
2
(N − 1)(N + 2) . (19)
Evidently, all integrals are functionally independent. But for the complete integrability in su(N)
case we need NG =
1
2 dimR (R
red) = N2 − 1, so we have less integrals of motion than needed.
SO(N) model. To go around it we pass from the Lie algebra su(N) to so(N) for the spin
variables S, T . It means that Tjk, Sjk ∈ R, Sjk = −Skj, Tjk = −Tkj (Sdiag = Tdiag = 0) and
the eigenvalues of S, T are fixed. As we explained after (3), the dimension of the phase space
dimR (R
red) = (N −1)(N +2)−2[N/2] in this case, and the number of integrals NG (19) is even
more than needed. It happens because in SO(N) case the Hamiltonians Il1 from (18) for even
values of l (in the interval 2 ≤ l ≤ N) turn into the Casimir functions (of matrix T ). This follows
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from the skew-symmetry of matrices S, T and can be verified by direct substitution. Finally, the
number of integrals of motion NG
′ = NG − [N/2] is equal to the half of dimension of the phase
space: 12 dimR (R
red) = NG
′ = 12(N − 1)(N + 2)− [N/2].
Let us define the Lax equation on one of the components Σα of the base spectral curve Σ.
Consider the following Lax pair:
Lij(z) = δijvi + (1− δij)
(
Sij
sinh(uij)
− (coth(uij) + coth(z))Tij
)
= η˜ij − (1 + coth(z))Tij , (20)
Mij = (1− δij)
Tij − Sij cosh(uij)
sinh2(uij)
. (21)
The Lax matrix (20) is related to L1(z1) (14) by L(z) = (1− z1)L1(z1), coth(z) = −(1 + z1)/z1
with simultaneous rescaling S → 2S and T → 2T (i.e. η˜ = P + 2X in contrast to η = P +X).
The latter is just a convenient way to avoid unnecessary numerical coefficients. Finally, the Lax
equation
L˙(z) := {H,L(z)} = [L(z),M ] (22)
with the Lax pair (20), (21) provides equations of motion generated by the Hamiltonian (2) and
the Poisson structure given by (3) together with the canonical Poisson brackets {vj , uk} = δjk.
Indeed, the Lax equation (22) is equivalent to
˙˜η = [η˜,M ] , where η˜ij = δijvi + (1− δij)
Sij − Tij exp (−uij)
sinh(uij)
(23)
and
T˙ = [T,M ] . (24)
From (24) we have
T˙ij =
∑
k 6=i,j
TikTkj
(
1
sinh2(ukj)
−
1
sinh2(uik)
)
− TikSkj
cosh(ukj)
sinh2(ukj)
+ SikTkj
cosh(uik)
sinh2(uik)
(25)
Substitution of (25) into (24) provides equations of motion for S and v,u variables:
u˙i = vi , v˙i =
∑
k 6=i
2
cosh(uik)
sinh3(uik)
(S2ik + T
2
ik)− 2
cosh2(uik) + 1
sinh3(uik)
SikTik , (26)
S˙ij =
∑
k 6=i,j
SikSkj
(
1
sinh2(uik)
−
1
sinh2(ukj)
)
+ SikTkj
cosh(ukj)
sinh2(ukj)
− TikSkj
cosh(uik)
sinh2(uik)
. (27)
It is straightforward to verify that (25),(26) and (27) are generated by the Hamiltonian (2).
Classical r-matrix. The r-matrix structure is given by
{L1(z), L2(w)} = [L1(z), r12(z, w)] − [L2(w), r21(w, z)] (28)
with so(N) r-matrix found in [8] for SO(N) spin Calogero model:
r12(z, w) =
1
2
(coth(z − w) + coth(z + w))
∑
i
Eii ⊗Eii+
1
2
∑
i 6=j
Eij ⊗ Eji(coth(z − w) + coth(uij)) +
1
2
∑
i 6=j
Eij ⊗Eij(coth(z + w) + coth(uij))
(29)
The proof of (28) is also straightforward. Being written in the form (28) the Poisson brackets
provide the involutivity of the integrals of motion (18). One can also verify that r-matrix (29)
provides M -matrix (21) via
tr2(r12(z, w)L2(w)) =
1
2
(coth(z − w) + coth(z +w))L(z) −M . (30)
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Fig.1 Spectral curve for CS system
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