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Het elementaire onderwerp 
De eenvoudigste en meest gebruikte methoden 
om nulpunten van functies ofwel wortels van vergelijkingen 
benaderd te bepalen zijn wel de methode van successieve sub-
stitutie, de regula falsi en de methode van Newton. 
Successieve substitutie: Op te lossen ~(x) = x. Uitgaande 
van een benaderde waarde x 0 bepaalt men x 1= ,(x0 )J x2= f(x~), 
etc. Als de rij xn convergeert naar } en cp is continu in•} dan 
geldt vanzelfsprekend 1= ~(l), Een bekende toepassing is 
<p(x) = ½(x + !L waarbij 'f = Va. 
Regula Falsi: Op te lossen f(x)= 0. 
Uitgaande van benaderde waarden ~o 
en x 1 bepaalt men x 2 als snijpunt 
van de door x 0 en x 1 bepaalde 
koorde met de x-as. Met x 1 en x2 
bepaalt men evenzo x3 etc .. In 
formule: 
tlll:IL!UTHi:tK. MAl'Hi!MATISCH C&NfRUM 
AMST!ROAM 
y=f (x) 
X ..i..-1 = n, I X n 
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X. - X ,,, 
n n- 1 ) 
- f(x )-f(x ,,,) f(xn 
n n- 1 
Methode van Newton: Op te lossen 
f(x) = O. Uitgaande van een bena-
derde waarde x 0 bepaalt men x 1 
als snijpunt van de door x 0 be-
paalde raaklijn met de x-as. Uit 
x 1 bepaalt men evenzo x2 etc. In 
formule: 
X +/1 = X n I n 
1 
- f ' ( xn ) f ( xn ) • 
2 
= X - a Opmerking: met f(x) 
genereert Newton dezelfde rij x 
n 
als bovenvermelde toepassing van 
successieve substitutie uitgaande van dezelfde x 
o. 
De methode van Newton transformeert in feite een 
gegeven vergelijking in een van de vorm ~(x) = x, en lost 
die vergelijking middels succ.subst. op, terwijl regula falsi 
een generalisatie aanduidt: men kan een hele familie oplos-
methoden beschouwen van de vorm x +1 = If' ( x , x ,., , ... ) , waar-n n n- 1 
bij, een functie is die op geschikte wijze van f(x) afhangt, 
z odanig da t een wort el ) van f ( x) = 0 ook voldoet aan l = 'f 
(},,, ... ). 
De methode van succ.subst. is dus blijkbaar de omvattende op-
losmethode, die we daarom wat nader bestuderen. Met wat 
; 
y=x ,/ / 
y=x _/ 
/ 
y= <f> (x) / 
-3-
proberen aan grafische voorstellingen ziet men gemakkelijk 
in dat de methode convergeert voor I~ 1 I < 1 en divergeert 
voor jf i j < 1 in het gebied van interesse. Analytisch bewijs: 
Zij l.p voldoend vaak differenti~erbaar en zij hn= xn- l , q,(; )= I . 
Dan geldt 
' 2 
xn+'1=<p(xn) = <f>(}) + hn'f 1 ()) + ½hn 'f"([) + ... , zodat 
hn +1 = hn cp ' (} ) + ½h~ cp ,1 ( ~) + ••• 
Als q>'()) ,f,. 0 dan geldt dus hn+1= hn Cf'(}) [1 + o(1)). Als 
dus I Cf' (}) I < ·1 zal het proces convergeren mi ts h 0 klein ge-
noeg is, terwij 1 al s l cp' ( l ) I > 1 kleine afwi jkingen h vergroot 
worden. 
We zien uit dit bewijs tevens dat als \cp 1 (~)j < 1 
maar IO, de verhouding tussen hn+1 en hn op den duur min of 
meer constant is; wat huiselijker: van de fout gaat bij elke 
stap ongeveer dezelfde fractie af. Men spreekt dan van eerste 
orde of lineaire convergentie en noemt de verhouding van hn+1 
en h~ de convergentiefactor. Die is dus ongeveer f'(l)r Bijv. 
met een convergentiefactor ½ heeft men 10 iteratiestappen no-
dig om de beginfout tot 1%o te reduceren. Het zal dus zaak 
zijn bij gegeven ff zodanig te kiezen dat de convergentie-
factor heel klein wordt. 
Een voor de hand liggende manier om f(x) = 0 te 
schrijven als <:p(x) =xis 'f(x) = x + f(x). Dan is echter 
1 + f'()), zodat de methode slechts werkt voor <p'(t)= 
-2 < f, (}) < o. 
Slimmer is cp(x) = x + g(x)f(x), g(x) een ge-
schikte, van f afhangende functie. Dan is 
+ g(})f'()). Heel prettig zou nu zijn g(y) 
Cf'()) = 0 ). 
1 Probeer g(x) = - J"iTx) (Newton): wegens 
0 = f (}) = f ( X) + (' -X) f 1 ( X) + ½( ~ -X) 2f 11 ( ,Z ) 
cp '(l) = 1 
1 
= - f, ( ! J (geeft 
geldt dan 
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~ 2 <p ( X) = } + ½ filx)(} -X) . 
Als f 11 begrensd is in de buurt 
2 
weg geldt dus h +~= O(h ). Als 
n. 1 n 
van} en f 1 is begrensd van 0 
bijv. f"/f 1 ·~ 2 en h 0 = 10-2 
-4 -8 -16 dan 1s h 1=10 , h 2= 10 ~ hJ= 10 etc. Newton 1 s methode 
heeft dus kwadratische convergentie (men noemt een methode 
van de k-de ordeals <p'( 1), .... cp(k-'1\~) = O, ~(k\y);fo ). 
De ontwikkeling van f nog iets verder voort-
zettend, ziet men dat 
~ f 11 X 2 If' ( X) = l +~ f I X ( 2 -X) + • ' ' 
2 2 · 2 2 Wegens f (x) = (1-x) [f, (x)l + ... kan de term met (1-x) in 
de ontwikkeling van <p weggewerkt warden door ½f2f 11 /[f 1J3 af 
te trekken, waardoor men derde orde convergentie krijgt. Men 
heeft dan 
f r 2r 11 ~ ( X ) = X - f 1 - 2 [f 1] 3 
Zo kan men doorgaan. 
Existentiestelling. Voorwaarden: 
1) Zij Dhet definitiegebied van<p en zij \Cf(x)-<p(y)l~o<jx-yl 
voor alle x,y l Den zij 0<~<1. 
2) Zij x zodanig dat de verzameling S: jx-x0 I ~ r met 1 0 
r =-~-I f(x )-x I geheel tot D behoort. 
,-« 0 0 
Bewering: ,(x) = x heeft op D precies ~~n wortel ~ en de rij 
{xnJ gedefinieerd door xn+1= ~(xn) convergeert naar 1. 
Bewijs: a) <pis continu op D; triviaal. 
b ) x E. S v o or a 11 e n : 
n I x 1-x 0 I =jq,(x 0 )-x 0 1 =( 1-~)r < r, dus x 1 E, S 
lx2-x 1 I =j<p(x 1 )- <p(x0 )j~C( jx 1-x0 j< oc(1-1X)r, dus 
!x2-x 0 !5. lx2-x 1 j + jx 1-x 0 j < (0t +1)(1-0()r<r, dus x2 e.s 
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c) {xn\ is een Cauchy-rij, dus convergent: I xn+p-xnl < 
( ~ n +p- '1 + ... + ex n )( '1- 0(. ) r = 0( n ( '1- oc. .P) r < Oi?r., en di t 1 s wi 1 ... 
lekeurig klein als n voldoende groot is. 
d) Zij 1 = lim xn. Dan geldt ) = lim f(Xn_ 1 ) we-
gens de continui tei t van cp . 
e) Zij 71 "f- ) ,>z ED, een andere wortel van 
lr-~I =fcp(l) - 'f(11)js.« I J -~I< I 1-~I, 
~(x) = x. Dan geldt 
Eenvoudige meetkundige toelichtingen: 
Als a en b richtingscoefficienten 
0( resp - 0(. hebben is r als in de 
figuur aangegeven. De grafiek van 
~(x) verloopt tussen a en b., en 
krachtens de doorlopendheidsstelling 
voor continue functies moet er dus 
een wortel zijn. Dat x ~ S voor alle 
n 
n is ook meetku~dig duidelijk, We 





zien tevens dat aanname 2 het gebied S veel groter neemt dan 
nodig is. 
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Een wat hoger standpunt, 
We beschouwden tot dusverre een reele functie ~ van een 
reele variabeJ.e. Maar men kan natuurlijk algemener ~ als afbeelding 
van de een 01 andere verzameling R in zichzelf beschouwen en dan 
vragen naar oplossingen van f(x) = x. Bijvoorbeeld: R is een n-dim. 
vectorruimte, en men lost dan dus in feite n vergelijkingen met n 
onbekenden op. 
In de existentiest.elling dient het van e.Lkaar aftrekken van eJ.e-
menten van Ren het modulus nemen slechts als a.fstandsbepaling van 
twee eJ.ementen van R. De existentiestel1ing laat zich dan ook 
zonder moeite uitbreiden tot het geval van een volledige metrische 
ruimte (= verzam.eling) R. We zeggen dat R metrisch is als er in R 
een reele functie d(x,y) gedefinieerd is voor elk paar x,y ER 
(deftiger: dis een afbeelding van RxR in de reele geta11en) zodat 
a) d(x,y) = o als en s1echts als x = y 
b) d(x,y) ~ d(z,x) + d(z,y) voor alle x,y,z ER. 
(dan is vanzelf d(x,y) = d(y,x) en d(x,y) ~ 0 voor alle x,y ER). 
d noemt men wel de afstandsfunctie of de metriek. 
R heet volledig als elke rij ~ die in de zin van de metriek een 
Cauchy rij is (d.w.z. E > 0 - N zodat d(~ 1~) < E voor alle m,n > N), 
een limiet heeft in R. 
Toepassing op R =Rn, de n-dimensionale Cartesische ruimte. 
Omdat deze ruimte lineair is kan men de metriek plezierig invoeren, 
m.b.v. de vector norm llxll • Veelgebruikte normen zijn llxll 1 = fltkl 
l 12 • I . , 1 (als x = (2;1 , ••• ,t;k)), llxll2 = 1{r; 1;.k , i,xllro = max ~kJ~ 
.A.ls metriek kan men dan nemen d(x,y) = llx-y 11 • 
Zij nu op te lossen .A:x. = b, A een nxn matrix. Schrijf A ala 
B+D, Deen diagonaal matrix met dezelfde diagonaalelementen als A. 
Dan kan men schrijven (B+D)x = b of x = n-1(b-Bx). Dus ~(x) = 
n-1(b-Bx). De zo ontstane oplosmethode heet Gauss-Jacobi iteratie. 
Eis 1 van de existentiestelling luidt dan IID-1B(x-y)II < a:llx-yR 
voor alle x en y o.fwel un-1Bx R :5, all xii voor alle x. Al; n-1B de 
elementen pij heeft, ziet men zonder veel moeite in dat 
nn-1Bxll., :5, m~ ; IPij I flxll1 (zodat er dan zeker convergentie is 
J 1 
als elk diagonaalelement > som van de moduli der overige elementen 
in dezelfde rij) 
IID-1 Bx1J 00 :5, m~ ~ lPij I llxl1 00 
1 J 
un-1Bxll 2 :5, fr. I :pij I llxll 2 
De tweede eis van de existentiestelling biedt geen probleem. 
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Een verdere toepassing vindt men in de theorie der integraal-
vergelijkingen, in feite het continue analogon van het vorige 
voorbeeld. Bekendste voorbeeld: existentie theorema van Picard 
voor differentiaaivergelijkingen. Zij R de verzameling van 
continue functies op een segment (a,b]. Deze vormen weer een 
lineaire ruimte zodat de metriek weer van een norm afgeleid kan 
worden. Neem als norm van een functie f(x) max lt(x)j. Onder 
d eze norm is de ruimte volledig (uni form conv. rij van cont. 
. X 
functies). Op te lessen yt = f(x,y) ofwel y(x) = J f(t,y(t))dt. 
X . a 
Dus ~(y) = f f(t,y(t))dt. 
a 
Eis 1 bevat de grootheid 
X 
lhp(y1) - tp(Y2 )II = max J J {f(t,y1 (t)) - f(t,y2 (t;)) l dt I • 
·x a 
Als nu lf'(t,y) - f(t,z)j ~ Cjy ... zl (Li:pschi·t;z voorwaarde) 
voor alle get all en t ,Y en z is llcp(y1 )-(f)(y2 ) II ~ O(b-a) lly1 -Y2 II. 
Er is dus convergentie als C(b-a) < 1. Het is niet·moeilijk de 
argumentatie zodanig te verfijnen (in feite door b-a te verkleinen) 
dat men inziet dater convergentie optreedt ongeacht de waarde 
van C. 
Eis 2 is weer gaen probleem. 
Methode van Hewton. Natuurlijk doet zich weer de vraag voor 
een gegeven vergelijking f(x) = 0 zo voordelig mogelijk over te 
voeren in een van de vorm ~(x) = x, en met name kan men Newton's 
methode goed generaliseren. In die generalisatie komt echter de 
inverse van de afgeleide van f voor (zie ook de "gewonen Newton); 
bijv. bij het oplossen van n vergelijkingen met n onbekenden de 
inverse van de Jacobiaan, een nxn matrix. Dit maakt het gebruik 
nogal beperKt. 
Een nog wat hoc;er standpunt-:.. 
We kunneu een nag wat verdergaande generalisatie bereiken door 
aJ.s metriek niet slechts een afbeelding van RXR in de reele ge-
tallen toe te iaten, maar een afbeeldin3 in een partieel geordende 
lineaire ruimte N, d.w.z. een lineaire ruimte waarvan de ele-
menten van een zekere deelverzameling 2, 0 genoemd warden, zodanig 
data~ O ~-a~ 0 slechts voor a= 0 vervuld is, dat uit a~ 0 
en b ~ o volgt a+b ~ 0 en uit a (reeel getal) ~ 0 en a~ 0 volgt 
aa >_ o. Voorbeeld: N = R en> O noemen we alle vectoren met 
n -
uitsluitend niet-negatieve coordinaten. 
N.B. Men ziet hieruit dat niet voor aJ.le ele~enten van N hoeft 
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te gelden dat zij of hun tegengestelde ~ 0 zijn; vandaar: 
partieel geordend. Met behulp van deze N kan men nu weer een Rn 
gaan metriseren: d(x,y) is de vector (1~1 -~1 I ,•·•,ltn-~nl), 
en eis 1 kan nu wat subtieler geform.uleerd worden dan in het eerste 
voorbeeld: men kan nu eisen dat d(~(x),~(y)) ~ Pd(x,y), waarin P 
een nxn-matrix is met positieve elementen, die natuurlijk nog aan 
een eis moet voldoen corresponderend met a< 1. 
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