ABSTRACT Software fault prediction is the very important research topic for software quality assurance. Data-driven approaches provide robust mechanisms to deal with software fault prediction. However, the prediction performance of the model highly depends on the quality of the data set. Many software data sets suffer from the problem of class imbalance. In this regard, undersampling is a popular data pre-processing method in dealing with the class imbalance problem; easy ensemble presents a robust approach to achieve a high classification rate and address the biases toward majority class samples. However, imbalance class is not the only issue that harms the performance of classifiers. Some noisy data and irrelevant and redundant features may also reduce the performance of predictive accuracy of the classifier. In this paper, we propose two-stage data pre-processing, which incorporates feature selection and rough set-based K nearest neighbour rule (KNN) noise filter afore executing easy ensemble rough-KNN noise-filtered easy ensemble (RKEE). In the first stage, we eliminate the irrelevant and redundant features by the feature ranking algorithm, and in the second stage, we handle the imbalance class problem by using rough-KNN noise filter to eliminate noisy samples from both the minority and the majority class and also handle the uncertainty and the overlapping problem from both the minority and the majority class. Experimental evaluation on real-world software projects, such as NASA and Eclipse data set, is performed in order to demonstrate the effectiveness of our proposed approach. Furthermore, this paper comprehensively investigates the influencing factor in our approach, such as the impact of the rough set theory on noise-filter, the relationship between model performance and imbalance ratio, and so on. Comprehensive experiments indicate that the proposed approach shows outstanding performance with significance in terms of area-under-the-curve.
I. INTRODUCTION
Software fault prediction (SFP) is one of the most common hot research topic in experimental software engineering. The complexity and size of software are rapidly incrementing day by day; one possible way to handle this issue focuses on elimination of noisy and redundant feature during preprocessing data in early phases of software fault prediction. The classification model is utilized to predict the faulty modules and non-faulty modules from data on previous versions of the software. To enhance the quality of software assurance much attention focuses on the process of testing and even on pre-processing training data [1] - [6] .
To predict faulty modules in software data, many researchers have proposed machine learning techniques, including clustering technique, statistical method, and neural network technique. To the best of our knowledge, very few have worked on preprocessing data [4] , [7] - [9] . The key conception of our proposed approach is that the prosperous classification results highly depend on software datasets, and quality of software dataset can be ameliorated by pre-processing data [9] , [10] by filtering the irrelevant features and noisy data.
In the last few years, researchers have focused on the quality of software data set, which vigorously affects the performance of fault prediction. Issues concerned in software dataset quality include biased dataset [2] , [8] , outlier/ noise [3] , [4] class imbalance [1] , [9] , [6] , [11] - [13] and a large dimension of features [5] , [14] . In our paper, we focus on three aspects (high feature dimension, the outlier, and imbalance class) to enhance the quality of software datasets.
However, some features are irrelevant and even redundant; these features will affect the generalization performance of software fault prediction [15] . Feature selection is the process of selecting the subset of features from the original dataset by removing irrelevant features [5] . Feature selection technique has been proved effective in reducing dimensionality and incrementing result accuracy [16] . In our proposed algorithm, we utilize feature selection to eliminate the feature which is mostly irrelevant to the class. Feature ranking algorithm [17] - [19] can be utilized for feature selection according to the ranking of the feature with respect to importance (i.e. weights) in differentiating instances of different classes [4] , [5] .
Class imbalance problem is a challenging problem for classification [20] - [22] . Class imbalance problem occurs when at least one class is significantly smaller than other classes. In our paper, we consider binary class (faulty modules (F) and Non-faulty modules (NF)), in which the number of faulty modules is significantly fewer than non-faulty modules. As a result, they incline to misclassify faulty modules. In our work, to handle this problem, we focus on two points; (1) Filtering the outliers to reduce the noise, and (2) Re-sampling to deal with imbalanced classification problem [23] .
Re-sampling is a class of method, which is widely utilized in data pre-processing [9] , [27] , [28] . Over-sampling and under-sampling transmute the training set by randomly data falling into minority class instance and sampling smaller majority of datasets; both are helpful for a class imbalance problem and easy to implement with better results. There are some drawbacks besides the positive achievements. The under-sampling method may ignore some useful data from majority class, and over-sampling method causes overfitting. To deal with such drawbacks, researchers have proposed some methods which sample in more complex ways. Easy-Ensemble (EE) [28] is an example, which is the extension of the under-sampling algorithm. Easy-Ensemble independently samples several subsets from majority class, and one classifier is built for each subset. All generated classifier is then combined with the final decision by utilizing AdaBoost [29] .
Based on the above analysis, we propose the cumulation of feature selection, outlier detection, and re-sampling. This algorithm effectively eliminates the irrelevant feature and noisy data and balances the class distribution. This approach has the potential to achieve the good prediction performance of the classification model.
The main contribution of our work is:
1. An approach is proposed, a two-stage data preprocessing approach, which combines both feature selection and Rough set based KNN Noise filter with Easy Ensemble in sequence for classification of software fault prediction. 2. In the Noise filter stage, we propose a novel algorithm using Rough set theory with KNN rule for removing noisy samples. It can boost a classification performance. 3. An empirical study is designed to evaluate the performance of the proposed approach, and further investigate the influence factors in our approach. This paper is organized as follows. In section 2, we will provide a review of related work, Section 3 deals with the methodology of the algorithm, Section 4 describes experiments and results, and Section 5 provides the conclusion.
II. RELATED WORK
Software fault prediction is one of the most important tasks to predict the fault components of software modules. Many researchers have focused on classification model [9] , [31] - [45] to categorize software into fault and non-fault. These classification models are trained on the data collected from previous projects which have identified faulty modules. Software faults are distributed among imbalanced classes. According to the Pareto Principle, most software faults are lying into minority class. Thus, to enhance the efficiency and accuracy of prediction performance, data quality is essential for the high classification performance [2] , [4] , [6] , [46] .
Data pre-processing is valuable to enhance the software data quality [9] , [10] , [14] which includes re-sampling and feature selection. Feature selection is utilized to remove the irrelevant feature from the dataset, which will hurt the generalization performance of classification [15] . Feature rank algorithm [5] , [10] [12] is utilized for selection on the bases of importance (i.e. weights) in differentiating modules of different classes [4] , [5] , [17] , [18] , [47] .
Some researcher has proved that not all the samples are utilizable for training datasets to classification [20] , [48] . Some samples may be noisy and redundant, and not only increase the computational cost but also cause a misleading prediction performance. The Rough set theory is an important mathematical tool to deal with the uncertainty and vagueness [9] , [10] . The concept of Rough set theory, which is a subset of the universe, can be expressed by two sets: the lower and upper approximation. Boundary region is different between upper and lower approximations shown in fig. 1 . On the basis of Rough set theory, three-ways decision can be made: immediate acceptance (lower approximation) and may or may not be acceptance (boundary region). In our proposed algorithm, according to our consideration, the possibility of outliers are laying in the boundary region, that's why the modules in the boundary region can be further discussed about the possibility to assign noisy data.
Kang et al. [13] utilized under-sampling with the KNN noise-Filter during the data pre-processing to deal with class imbalance problem. In that paper, they reduced noise data from minority examples before executing re-sampling. They utilized four popular under-sampling techniques, i.e. under-sampling + AdaBoost, under Bagging, RUS Boost, and Easy Ensemble. By the analysis of these results, Easy Ensemble under-sampling techniques achieve high performance. There are many re-sampling methods which are proposed to deal with the imbalanced class problem during data pre-processing [23] , [27] , [49] . Under-sampling and over-sampling change the training sets by sampling a smaller major training set and repeating minor class instances, respectively. The level of imbalance is reduced in both methods, with the hope that a more balanced training set can give better results [49] . Both methods are easy and helpful to handle the imbalance training set. However, under-sampling ignores the important samples from majority class, while over-sampling is over-fitting due to repetition in the minority class. To overcome these issues, there are also some methods that sample is more complex ways; SMOTE [50] is oversampling technique, which creates artificial data on the bases of similarity feature space among minority class. In order to further improve in SMOTE, many variants have been proposed [49] , [52] - [55] . SMOTE iteratively partitioning filter [20] is an over-sampling borderline technique that will remove the noisy data from minority and majority class.
Liu et al. [28] proposed the Easy Ensemble [EE] classifier to overcome the deficiency of under-sampling technique [55] , which independently samples many subsets from majority class and one classifier, then they are combined with the final decision by utilizing AdaBoost [29] .
In our proposed algorithm we utilized most traditional classification algorithms, for example, decision tree (C4.5), 1-nearest neighbor rule (1-NN), Naive Bayes (NB), etc. [28] , [57] - [64] , as a base classifier learner or weak classifier. These classification algorithms have not achieved good results with imbalance dataset, with the combination of the traditional classifier with Easy Ensemble after preprocessing data based on Rough Noise-Filtered to overcome the problems of imbalanced datasets.
Many researchers have utilized the combination of resampling techniques with feature selection or noise-filter techniques [11] , [13] , [20] to handle the imbalance problem. To the best of our knowledge, there are no attempts where the noise filtered under-sampling technique with Rough set theory, improves the data quality of software fault prediction.
We evaluate our proposed algorithm by using benchmark NASA & Eclipse dataset which is compared with Area under the curve (AUC).
III. METHODOLOGY
In this paper, we propose the pre-processing approach for classification, for the imbalanced dataset. Fig. 2 shows the framework of our proposed approach. Our approach consists of two parts: 1) Information Gain (IG) based feature selection for eliminating irrelevant feature; 2) Rough-KNN Noise-Filter Easy Ensemble (RKEE), which is the combination of rough set theory with KNN rule to redundancy control before applying Easy Ensemble under-sampling to deal with the imbalanced dataset. The main goal of our work is to provide a high-quality dataset from the original dataset to improve the performance of classification models used for software fault prediction.
A. INFORMATION GAIN(IG) BASED FEATURE SELECTION
In the first stage of the framework of our approach, the objective of the feature selection stage by ranking is to select the feature which is the most relevant to the classes, by mean of algorithm 1. During feature ranking, individual features are ranked accordingly to the weights of the correlation between features and classes. Generally, weights can be measured by three methods. One is statisticsbased method [16] , [77] - [80] , second is probability-based method [19] , [62] , [81] - [85] and third is instance-based method [19] , [86] . In our paper, we select Information Gain (IG) method [17] for feature ranking which has been proven good for imbalanced dataset [87] .
1) INFORMATION GAIN (IG)
Information Gain is the probability-based measuring technique [84] . IG is an Entropy-Based technique, which measures the reduction in uncertainty of a class label after observing a feature. IG can be calculated by using following 46888 VOLUME 6, 2018 
IG(X/Y)
where h(X) is the entropy of a discrete random variable X (i.e. the class), which is calculated by
where p(x) is the probability of x. h (X/Y) is the conditional entropy, which calculates the uncertainty of X given the observed variable Y (i.e. the feature).
2) SYMMETRICAL UNCERTAINTY (SU)
For the weights, we choose symmetrical uncertainty (SU) [89] , which can measure the entropy coefficient between two random variables X and Y; SU can be computed by following formula.
In equation 
B. ROUGH-KNN NOISE FILTER (RK-FILTER)
In classification techniques, Noise and outlier in most cases are erroneously created. In our approach, the Rough KNN-noise filter stage is shown in fig. 4 ; we propose a new approach to remove the outliers by the combination of rough set theory and K nearest neighbor rule (KNN) by algorithm 2. The main goal of the rough set theory is handling the uncertainty and overlapping dataset. KNN rule is utilized to remove the outlier on the basis of false k neighbors. Let k be the positive integer, for example, if we have considered the sample x j from minority sample and all k values by KNN rule are majority class, then we can say that x j is an outlier. Similarly, in the case of Rough-KNN noise filter, if we have considered the sample x j is the minority sample from boundary region of the rough set and k values by KNN rule under the rough set are majority class, then we can say that x j is an outlier. We have to check outliers from all the minority and majority samples of boundary region of the rough set. Whether the sample is a noisy or not this highly depends on the size of k shown in fig. 3 , and table 3, where k 1 is the number of nearest neighbors by KNN rule and k 2 is the number of nearest neighbors by Rough based KNN rule. Suppose we are given updated dataset S = (U, A) with r features, where U are finite sets called universe and A is the set of features, X ⊆ U and B ⊆ A. Let us define two operations assigning to every X ⊆ U two sets B (X) and B(X), called the lower and upper approximation of X, respectively and defined as
The set of boundary region is
On the basis of Rough set theory, three-ways decision can be made: immediate acceptance (lower approximation) and may or may not be acceptance (boundary region). On the bases of these possibilities, we consider checking the possibility of outliers in the boundary region.
Where s is the number of modules in the boundary region; considering a given dataset S, generally, the faulty modules (S F ) are in minority and non-faulty modules (S NF ) are in majority.
We categorized the dataset into three categories according to their k nearest neighbors. Let k be a positive integer. C1: Extremely positive: all KNN belong to same class (Minority or Majority). Whether an original sample is noisy or not highly depends on the size k. A sample can be easily classified as noisy if the number of k is small but the large number of k is considered as useful. In fig. 3 , we can analyze the effect of the size k on (a) KNN-Filter and (b) Rough-KNN-Filter. Assume that k 1 is the value of k for KNN Filter and k 2 is the value of k for Rough-KNN Filter. For example when k 1 = k 2 = 6 in fig. 3 (a & b) respectively, sample 1 is classified as extremely positive, sample 2 is classified as relatively positive, and sample 3 is classified as a noisy one after both KNN Filter and Rough-KNN Filter techniques. On the other hand, we will take k 1 = k 2 = 8 then the sample 1, 2, and 3 are classified as relatively positive under KNN Filter technique, although under the Rough-KNN filter technique, sample 1 is classified as extremely positive, sample 2 is classified as relatively positive, and sample 3 is classified as noisy. When we compare fig. 3(a) and fig. 3(b) for k 1 = k 2 = 8, sample 3 is classified as noisy under Rough-KNN Filter technique and on the other hand, sample 3 is classified as relatively positive under KNNFilter technique. The size of k will be increased when we apply Rough set theory on KNN-Filter technique to classify a sample as a noisy one.
C. ROUGH-KNN NOISE FILTERED EASY ENSEMBLE (RKEE)
In this paper, we proposed RKEE which is a Rough-KNN Noise Filtered Easy Ensemble technique. It cannot only remove noises from majority class, but also from the minority class. RKEE Filter removes noises in dataset before EE [65] (algorithm 3). In the procedure of RKEE are shown in fig. 4 , T is the number of subsets to sample from S / NF , and Q is the 
number of AdaBoost classifiers for training an ensemble. sgn is the sign function or signum function, which is defined on a real number as follow.
IV. EXPERIMENTS
In this paper, we design simulation experiments to evaluate the effectiveness of our proposed approach: IG+RKEE, which is the combination of feature selection technique (IG) and Rough KNN noise filtered Easy Ensemble with X weak classifiers. First, we introduce the benchmark datasets, which are collected from real-world Software projects, namely the NASA Software Project and Eclipse Project.
A. DATA PREPARATION
In our paper, we utilized MATLAB 2018a as the programming tool. For illustrating the feasibleness and effectiveness of our proposed algorithm, we evaluate our methods on ten NASA datasets (CM1, MC2, MW1, KC1, KC3, KC4, PC1, PC3, PC4, and PC5) [69], [70] and three Eclipse dataset (Eclipse 2.0, Eclipse 2.0 and Eclipse 3.0) [32] , [70] , which are commonly used for the software fault prediction. For NASA datasets, we select 10 out of 13 datasets from MDPI repository on the bases of enough features (e.g., >10), which make features selection sensible and the other one requires enough ratio of faulty modules (e.g., >1%), which makes noise reduction, and classification meaningful. For the Eclipse dataset, we select 155 features from 198 from all three releases of Eclipse (2.0, 2.1, and 3.0) after following two treatments. First, we remove all the non-metric modules and second, we map the post-release faults modules (which count the number of faults in the post-release version) in the binary Features represent the number of features in each dataset, all dataset have binary class (fault and Non-fault) problems. Fault class is used as the minority class | S F | and Non-Fault class are used as majority class | S NF | . The ratio represents the imbalanced ratio which is equal to | S NF | / | S F | . 
B. PERFORMANCE MEASURE
Traditionally, prediction accuracy (ACC) is used to evaluate the performance of classification for the balanced dataset, but for imbalanced dataset may be misleading. Therefore, in our experiment, AUC (Area under the curve of Receiver operating characteristic (ROC)) [72] is used to measure the classification performance which has been proved to be a reliable evaluation confusion matrix (table 2) for imbalanced classification problems [73] . ROC curves [74] make use of the proportion of two single-column-based evaluation matrices, namely true positive rate and false positive rate obtained by a classifier. To furthermore describe measures T tp as true positive rate, T fp as false positive rate, F fn as false negative rate, and F tn as true negative rate, they are defined in equation 8 and 9 as follows:
AUC has been widely used to evaluate the performance of the classifier for software fault prediction, also can provide a general indication of the predictive potential of the classifier [34] , [75] . Due to its lower variance, AUC performance measure is more reliable than other evaluation matrices such as precision, recall or F-Measure [28] .
To validate the significance of ranking between two schemes, we apply Wilcoxon's test which is a non-parametric statistical hypothesis test used to compare two related columns (i.e. methods or schemes), and for comparison among the different schemes, we apply Friedman's Rank test [88] , which is also non-parametric statistical hypothesis test to check whether the ranking of multiple columns (i.e. methods or schemes) is consistent across the rows (dataset).
C. CLASSIFICATION MODELS
We use EasyEnsemble (EE) Classifier [28] in our proposed approach, which is an under-sampling algorithm [55] . EasyEnsemble independently samples many subsets from majority class and one classifier is built for each subset. All weak classifiers are then combined for the final decision by using AdaBoost [29] . Adaptive boosting (AdaBoost) is used in conjunction with many other types of classification models to improve performance. The final output of the other classification models (weak classifier) is combined into a weighted sum that represents the output of the boosted classifier.
We implement three classification models as week classifier, which is commonly used in software fault prediction. These models are Naïve Bayes (NB) [28] , decision tree (C4.5) [63] , and 1-nearest neighbor rule (1-NN) [64] . NB is the probabilistic based on Bayes theorem, which supposes that all features are statistically independent of each other. We achieve good classification results, even though some of the features are inter-related. C4.5 is a decision tree algorithm, where nodes are built by the features according to the information entropy against the classes. 1-NN is an instance-based algorithm, which uses distance measure to vote approximate features weighted by the distances from nearest neighbors.
D. EXPERIMENTAL DESIGN
In this paper, we design experiments to demonstrate the effectiveness of our proposed algorithm. In fig. 5 , we have six different schemes which are used for evaluation (X, X-IG, X-EE, X-KEE, X-RKEE, and X-All). X is a learning scheme to train base classifiers; we implement three different base classifier models, which are commonly used in software fault prediction, namely 1-nearest neighbor rule (1-NN) [64] , decision tree (C4.5) [63] , and Naïve Bayes (NB) [28] . All these three algorithms are implemented based on WEKA package [76] , which is the most famous library of machine learning algorithms.
All the experiment results are averaged over 10 × 10-fold cross-validation, which means 10-fold cross validation repeated 10 times in each experiment. A 10-fold cross validation means that the dataset is equally divided into 10 parts, and samples of each part are used in turn as the testing set, while the remaining instances are used as the training set.
X-IG is the scheme to train base classifier after feature selection by feature ranking using information Gain (IG) [17] . X-EE is an Easy Ensembling in which X-classifier is used as a weak classifier and then all classifiers are combined with the final decision by utilizing AdaBoost [29] . X-KEE is a Noise-Filtered Easy Ensemble scheme, in which K-nearest neighbor rule (KNN) is applied to minority class for noisefilter [13] . X-RKEE is our core part of the algorithm in which Rough set based K-nearest neighbor rule (KNN) is applied on the minority and majority classes to remove the noise by using rough set theory to handle the uncertainty and overlapping. X-All is our proposed algorithm, in which the combinations of feature selection (IG) and Rough-KNN Noise-Filtered Easy Ensemble are used for software fault prediction. All experiment results are on average over 10 × 10 fold crossvalidation. AUC under ROC curve is used to evaluate the performance. Wilcoxon's test is used for the analysis of the six schemes and Friedman's Rank test is used for comparison among six different schemes. We use SPSS software to run Wilcoxon's test. Details of parameter sets are given as follows.
1. NB, C4.5 and1-NN are used to train base classifiers and weak classifier for Easy Ensemble. 2. T = 4 and Q = 10 for Easy Ensemble. 3. We test the performance of KNN Noise-Filter and Rough-KNN Noise-Filter when k 1 = k 2 = 1, 2, . . . ., 50, which is shown in table 3; best choice for k 1 &k 2 value are selected on the bases of maximum accuracy.
E. RESULT AND ANALYSIS
In this section, Table 4 , 5, and 6 show classification results, when base learning schemes are NB, C4.5, and 1-NN respectively. Every table consists of the list of six schemes; every result shows the maximum AUC measure obtained by varying the values of k ranging from 1 to 50, which is the average of 10 × 10 fold cross-validation. Bold values are the best performances in each row of the tables. Fig. 6 is the comparison of AUC performance of six pre-processing schemes on 13 datasets with different classifiers (NB, C4.5, and 1-NN). Through the analysis of fig. 6 , we can say that our approach is almost always better than other schemes at all imbalanced ratios. We show Wilcoxon's test results, make the algorithm comparison and perform the analysis on the effectiveness of noise-filter, impact analysis of the combination of feature selection with rough KNN noise-filter, and the relationship between performance and imbalanced ratio.
1) ANALYSIS OF X-ALL VERSES X
The AUC results for all X-All and X algorithms are shown in table 4, 5, and 6 with base learning algorithm (NB, C4.5, and 1-NN). The best cases of each dataset are highlighted in bold. X-All obtains better AUC results if compared to X, for all base learning methods ''s'' (NB, C4.5, and 1-NN), except NB on MC2 dataset, which has the equal performance of software fault prediction, C4.5 on MC2 and KC1 dataset, and 1-NN on KC1 dataset respectively. of EE is improved after removing noise with all base learning algorithms (NB, C4.5 and 1-NN). A Noise-Filtered Easy Ensemble through KNN rule [13] is applied only on minority class. However, sometimes a noise-filter is not good for classification because it may remove useful samples, so it might make a wrong decision. For example, in 
3) IMPACT OF ROUGH SET THEORY WITH NOISE-FILTER
We investigate whether the Rough set theory has an advantage over Noise-Filter for prediction performance, which is the VOLUME 6, 2018 core part of our algorithm. The outlier is selected on the basis of k value. If all k nearest neighbor values belong to different classes from the selected sample, the selected sample is noisy. Generally, if the size of k is smaller for the sample, then it can be classified as a noise, but if k is larger, then it will be a good choice. In table 3 we can see that the rough set theory highly impacts the size k. The value of k 2 (with rough set theory) is much larger than k 1 (without rough set theory).
The large value of k is highly impacted by the classification rate. We conclude that results from AUC in table 4, 5, and 6, X-RKEE can further improve prediction performance over X-KEE. X-RKEE is the scheme of noise-filter after applying Rough theory. In this scheme, we investigate the noise in both classes (Fault and non-Fault). The main advantage of the rough theory is handling uncertainty and overlapping problems. 
4) THE IMPACT OF THE COMBINATION OF FEATURE SELECTION WITH ROUGH NOISE-FILTER EASY ENSEMBLE
The combination of feature selection with Rough Noise-Filtered is the pre-processing step for software fault prediction. The prediction performance highly depends on the quality of dataset, which can be obtained by adopting the good pre-processing technique. For this investigation, we compare our approach with or without feature selecting by feature ranking technique (Information Gain (IG)) [17] . In table 4 , 5, and 6, the column X-All and X-RKEE show the AUC result with base learners (NB, C4. 
5) RELATIONSHIP BETWEEN THE PERFORMANCE AND IMBALANCED RATIO
In this section, we investigate the relationship between the performance and imbalanced ratio. Table 11 shows the summaries result of AUC for X and X-All respectively, on all base learners for each dataset. We can conclude this on the basis of table 11. X-All performs better over X on twelve out of thirteen datasets in term of AUC. Prediction performance is reduced only at KC1 datasets with ratio -0.92%. In this paper, datasets with the maximum imbalanced ratio are 32.31 are used for analysis of our proposed approach and perform better with all imbalanced ratio. In our further work, we will investigate the performance of the software fault prediction of our proposed algorithm with ratio 100:1.
6) COMPARISON OF DIFFERENT SCHEMES
In this section, Friedman's Rank test is used to compare the performance of different schemes. If the resulted p-values of Friedman's rank test are less than 0.5, it means that the ranking is significant. Based on the table 4, 5, & 6, our proposed approach X-RKEE+FS achieves comparable performance upgrading in AUC by 0.008, 0.016, 0.022, and 0.028 over NB classifier, 0.01, 0.022, 0.031, and 0.044 over C4.5, and 0.016, 0.026, 0.46 and 0.056 over 1-NN with X-RKEE, X-KEE, X-EE, and X-IG respectively. In Table 12 , rank of proposed approach X-RKEE+RS is higher over the three classifications which shows that the proposed approach performs well on thirteen dataset over the three classifiers. The p-value of Friedman's rank test on all the comparison is very less than 0.05, thus we conclude that five schemes are significantly different.
V. CONCLUSION
In this paper, we proposed a novel Rough-KNN Noise-Filter technique afore executing Easy Ensemble to deal with imbalanced classes for software fault prediction. We provide a two-stage data pre-processing approach, which incorporates the feature selection by information gain (IG) and Rough KNN Noise-Filter for software fault prediction. Feature selection stage is to enhance the quality of software dataset by removing irrelevant and redundant features and Rough-KNN Noise-Filter is used to remove the noisy samples from minority and majority classes and also handled the uncertainty and overlapping problem. Three supervised data classification algorithms (NB, C4.5, 1-NN) are utilized as the based classifier in Easy Ensemble, and AdaBoost is the final classifier.
We systematically designed the experiment based on the binary imbalanced class of ten NASA and three Eclipse datasets with AUC performance measure. Wilcoxon's test and Friedman's Rank test are used for statistical significance analysis. of Rough Noise-Filtered Easy Ensemble with feature selection enhancing the prediction performance.
In our future work, we plan to extend our approach with deep learning classification algorithm and experiment with highly imbalanced data with multi-imbalanced classes, especially those with ratio higher than100:1. 
