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Abstract²User performance is highly correlated with design variables of a system. Such association can be 
described as display-control relationship. In this study, a neural network-based methodology is proposed to 
identify and quantify the association among design variables (inputs), and to compute their relative influences 
on the two performance measures (outputs) of user response time and response accuracy, using artificial 
neural network (ANN), generalized regression neural network (GRNN), support vector regression (SVR), 
multiple linear regression (MLR), and response surface model (RSM). Based on the results of the comparison, 
it is found that neural network-based methods are more reliable than support vector regression-based methods 
in computing the relative influence of design variables. As a result of our analysis, the best option for 
optimizing each of the measures is suggested. Some useful observations about the design of man-machine 
systems are also presented, discussed and visualized. In the study of man-machine systems, quantitative 
methods are seldom adopted for examining the mappings between various displays and controls under a 
variety of operating conditions. The major contribution of this study is to provide some insights into the 
usefulness of quantitative methods in evaluating man-machine design in terms of display-control compatibility, 
and to extract explanatory information from renowned black-box systems such as neural networks. 
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1. INTRODUCTION 
When operating man-machine systems, two-way communication between the users and machines must be facilitated 
via the proper use of displays and controls. The relationship between a control motion and its causal effect expected by 
a population can be defined as a direction-of-motion stereotype. Such a stereotype is said to be compatible if it can 
match the expectation of the majority (Chan and Chan, 2008a). Since advancement of mechanical and electronic 
mechanisms has evolved over the past few years, it further complicates the connection between displays and controls. 
For instance, a rotary knob can be used to command the translatory movement of an indicator. Likewise, a two-way 
lever can control rotary movement on a display. As a result, a vast number of possible display-control relationships can 
be observed. In many sophisticated systems, not all display-control relationships can be explicitly and consistently 
defined. Even worse, two opposite types of control motions are sometimes required for the same type of display effects 
in some industrial practices (Chan and Chan, 2008b). Since incompatible display-control mappings can result in 
serious mishaps and accidents (Burgess-Limerick et al., 2010; Burgess-Limerick et al., 2012), it is useful to identify 
how such relationships may affect the users, and also to make suggestions to predict human activities (Kang and 
Seong, 2001). In this connection, the study of display-control relationships under different operating conditions has 
been attracting a lot of researchers over the past few decades (Chua et al., 2001; Courtney, 1992, 1994a). For example, 
some studies have been dedicated to specific display-control relationships, such as Translatory-Linear (Worringham 
and Beringer, 1998), Rotary-Linear (Brebner and Sandow, 1976; Courtney, 1994b; Hoffman, 1997), Rotary-Circular 
(Chan and Chan, 2006; Chan and Chan, 2003), Translatory-Circular (Chan and Chan, 2007) and even 
Translatory-Digital (Chan and Chan, 2008a). However, the participants in all the above studies were always instructed 
to manipulate the controls on the frontal plane. A study on the operation of overhead travelling cranes has found that a 
quarter of the controls were not placed in front of, but on the left and right sides of the users. These incompatible 
control arrangements could have induced more human errors and serious accidents, especially in an emergency 
condition or under a high workload (Sen and Das, 2000). For some workplaces, like cockpits and nuclear control 
rooms, that contain a large number of controls and displays, it may be difficult to locate the optimal display-control 
placements such that users can have comfortable access, easy information detection and straightforward response 
execution (ISO, 1998). Such variations in relative orientations of users, controls, and displays of interest are also seen 
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in automobiles (Makiguchi et al., 2003), unmanned air vehicles (McCarley and Wickens, 2005), and coal mine shuttle 
cars (Zupanc et al., 2007). Due to the fact that there are very few studies dedicated to a working environment with 
controls in front of the users and on multiple displays of interest, this paper intends to fill the gap. Under such 
environments, the users may need to first transform the display-control spatial mapping into their expected stereotype 
and then operate a control device for an expected effect. According to our knowledge, the principle of such mapping 
has not yet been fully explored. 
In the study of display-control compatibility, the users may be required to exercise translatory or circular motion in 
operating a control device rather than simply pushing or pulling a control. Direction-of-motion stereotypes can be 
investigated with a variety of control devices (e.g. two-way lever, rotary knob) and common displays (e.g. horizontal 
scale, vertical scale, circular scale). Differing from the previous studies on stereotype compatibility, this study will 
mainly examine the connectivity of different display-control relationships and the reactions of the participants under a 
setting that a subject would react to a given instruction by operating a device on a fixed control plane to observe an 
expected effect on a display oriented in different directions. In this study, three control devices are provided for users 
to execute six instructions on three display scales located at the four cardinal orientations. A number of experiments 
are then performed to measure the performance of the users under different operating conditions. Therefore, the 
primary objective of this study is to find out which design variables are more influential and how they affect the 
response of the participants using quantitative methods. By doing so, it is believed that some useful design guidelines 
can be identified to enhance the user performance. 
Standard correlation analysis is used to determine which variables are significant. Some sophisticated techniques are 
then employed to model the association between the significant design variables and the performance measures. 
Among various quantitative modeling approaches, because of the ability of artificial neural network (ANN) to provide 
subjective explanations and evaluations, it has been utilized to support decision-making and problem-solving in a wide 
range of domains, including stock market forecasting (Cao et al., 2005; Enke and Thawornwong, 2005; Kim and Shin, 
2007), credit rating (Huang et al., 2004; Yu et al., 2008), ecological science (Olden and Jackson, 2002; Olden et al., 
2004), consumer analysis (Deng and Pei, 2009; Deng et al., 2008; Hu and Tsoukalas, 2003), data mining (Kewley et 
al., 2000) and human movement modeling (Kawato et al., 1990; Rigotti et al., 2001; Uno et al., 1989; Wong and Chan, 
2012). By making use of the mathematical utility of ANN, we can generate predictive (or regression) models of a 
domain problem and then develop some explanatory methods to quantify the influence of the model variables. One 
way is to extract the input influence from the connection strengths (inter-layer weights) of a trained ANN model using 
*DUVRQ¶V PHWKRG *DUVRQ  <RRQ¶V PHWKRG <RRQ HW DO  DQG 7VDXU¶V PHWKRG 7VDXU HW DO 
However, some of these methods may subject to its own deficiencies (Howes and Crook, 1999) and they may produce 
different interpretation results given the same connection strengths like the one reported in Wong et al. (2011). 
Alternatively, one may change the model inputs and observe the associated effects on the model outputs so as to 
statistically determine the input influence using change of mean square error (COM) and sensitivity analysis (SA). The 
major advantage of the above two methods is that they can be easily applied to modeling techniques other than ANN. 
For ease of presentation, the details of COM and SA will be explained in Section 4.5. 
Recently, a new regression method known as support vector regression (SVR), has been studied and applied to a 
variety of domains such as systems reliability forecasting (Chen, 2007), order flow-time prediction (Alenezi et al., 
2008), tourism demand forecasting (Chen and Wang, 2007), human performance modeling (Bi et al., 2011), and 
human perception modeling (Zhu et al., 2007). Unlike conventional regression methods (e.g. multiple linear 
regression) and ANN, SVR models can be developed and trained by minimizing the upper bound of the generalization 
error rather than the training error. In addition, SVR does not allow the searching process to be trapped at local minima. 
Like ANN, SVR has been also applied to compute the input influence (e.g. Cortez et al., 2009; Cortez et al., 2006). 
Despite the fact that ANN has been commonly used in the computation of the input influence, there is still no 
consensus about which method is the best. Hence, we decide to examine other modeling techniques, generalized 
regression neural network (GRNN) and SVR and attempt to compare them with ANN in this study. According to our 
knowledge, there are also very few studies dedicated to the comparison between ANN, GRNN, and SVR in the 
computation of the input influence. Specifically, as the primary objective, ANN, GRNN, SVR and multiple linear 
regression (MLR) methods are adopted to quantify the causal connection between the design variables and the user 
performance measures, and to compute the relative influence of variables. Some useful suggestions are then presented 
and discussed based on the comparison results. In addition, since the application of nonlinear methods (i.e. ANN, 
 3 
GRNN, and SVR) has not been fully explored in the domain of ergonomics, the secondary objective of this study is to 
provide some insights on the usefulness of nonlinear methods in modeling display-control compatibility. 
This paper is organized as follows. The research background is presented in Section 2. Section 3 describes the use of 
statistical methods to develop relation graphs among variables. Section 4 reports the use of different regression 
methods to quantify the causal relationship between variables, and the computation of their relative influences. Section 
5 discusses the usefulness of the results obtained. The paper is concluded with the future research direction in Section 
6. 
2. RESEARCH BACKGROUND 
2.1 Objective 
An attempt has been made to investigate the connectivity of different display-control relationships and the 
performance of the users. Unlike our previous study (Wong and Chan, 2012) in which each participant was asked to 
interact with one rotary control device installed on three different planes and to observe an effect oriented in three 
different directions, we decide to pay more attention on the mapping between control devices and instructions. 
Therefore, as an extension of our previous study, each participant is now requested to use three types of control devices 
to execute six different instructions that appear on displays oriented in four different directions. The performance of 
the subject is then recorded and analyzed. For ease of presentation, all variables in this study can be divided into two 
categories, controllable inputs and measured outputs, as shown in Table 1. Controllable inputs refer to the factors that 
can be controlled, adjusted, or manipulated intentionally. These inputs include the type of control device used (CD), 
the orientation of the display (DO), and the instruction that the participants need for execution (IN). Measurable 
outputs, on the other hand, refer to the reaction of the participants after they are exposed to the inputs. These outputs 
include the actual response of the participants regarding the given instruction (RP), the reaction time of the participants 
(RT), and the accuracy of the actual response (RA). 
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2.2 Experimental Setup 
To achieve the research objective, a number of experiments were performed with different control devices and 
display orientations. The participants were asked to use their right hand for manipulating the control device at a fixed 
location (in front of the North display) as shown in Figure 1. There were three types of control device (CD), i.e. 
horizontal, vertical, and rotary. A 2-way lever joystick was regarded as both a horizontal and vertical control device 
while a 35 mm knob was used as rotary control device. The displays were set at a distance of 750 mm away from and 
at 15° degree below the eye level of the participants. There were four display orientations (DO) relative to the users, 
namely North (N), East (E), South (S), and West (W). The dotted lines represent the line of sight of the users. The tests 
were performed on 12 blocks of three control devices and four display orientations. In this connection, the participants 
could observe the target display in different orientations by manipulating different control devices using their right 
hand. 
For each block of tests, three display scales were used, as shown in Figure 2. At the beginning of the test, a pointer 
was always placed at the mid-SRLQWRIWKHKRUL]RQWDOYHUWLFDOVFDOHRUDWWKHR¶FORFNSRVLWLRQRQWKHrotary scale. 
Using one of the control devices, the users were requested to complete six different instructions (IN): (1) Moving the 
pointer to left (L); (2) moving the pointer to right (R); (3) lifting the pointer up (U); (4) putting the pointer down (D); 
(5) turning the pointer in the anti-clockwise (AC) direction; and (6) turning the pointer in the clockwise (C) direction. 
In normal practice, instructions (1) and (2) should be performed on a horizontal scale (Figure 2a). Likewise, 
instructions (3) and (4) must be executed on a vertical scale (Figure 2b), while the rotary scale is for instructions (5) 
and (6) (Figure 2c). However, these display-control relationships may not hold all the time. For example, it is quite 
common to use a single knob to turn one pointer in the AC/C direction and move another pointer to L/R horizontally. In 
this study, different display-FRQWUROUHODWLRQVKLSVDUHH[DPLQHGZKHUHWKHSDUWLFLSDQWV¶SHUIRUPDQFHFDQEHDQDO\]HG
To better investigate the performance of the participants under study, the response (RP) of the participants must be 
recorded, and the response time (RT) and response accuracy (RA) of the participants can then be captured. RT, as 
measured in millisecond (ms), was counted as the difference between the instruction time and the action time of the 
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participants. RA was measured in two levels: (1) False if the control motion of the users is opposite to the requested 
direction; and (2) otherwise, true. If horizontal (vertical or rotary) control is used for a horizontal (vertical or rotary) 
scale, such display-control relationship is said to be highly compatible and RA can be easily measured such that RA = 
False if IN ำ  RP, otherwise RA = True. However, when a lever joystick is used for a rotary scale or a rotary knob is 
used for a horizontal/vertical scale, RA must be measured with respect to the direction-of-motion stereotypes. The 
details are given in Section 3.1. In all tests, the pointer always moved in the requested direction regardless of the 
direction of the control motion of the users.  
In summary, there were totally 72 (12 blocks x 6 instructions) test conditions x 4 repetitions = 288 trials. 
Thirty-seven university students (18 male and 19 female) aged between 20-24 years took part in this experiment. They 
are all right-handed and were screened by the four-item Lateral Preference Inventory of Coren (1993). Hence, the total 
number of dataset required is 10656 (288 trials x 37 participants). However, only 10486 datasets were obtained due to 
some technical problems such as unexpected errors during data transfer. Nevertheless, our analysis was done based on 
the error-free datasets. 
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3. DEVELOPMENT OF RELATION GRAPHS 
Correlation analysis and partial correlation analysis were applied to describe the causal association among variables 
in the experimental data. The analysis results are used to construct the relation graphs for two major outputs, response 
time (RT) and response accuracy (RA). Relation graphs can explicitly reveal the connection between the inputs and the 
two outputs. Based on the relation graphs, the relative influence of inputs toward outputs can then be computed. As a 
result, it is possible to know which input is the most influential and how such an input can be mastered to achieve a 
desirable output with a higher confidence level.  
3.1 Correlation Analysis 
Using the datasets collected from the experiment, the one-to-one relationship between all factors can be statistically 
investigated via correlation analysis. Generally speaking, it is desirable to observe significant correlations between 
inputs and outputs. Among the two major outputs, RT can be recorded easily. In contrast, RA cannot be directly 
measured from the experimental data when the display-control relationship is not highly compatible (e.g. 
horizontal-vertical, vertical-rotary). Hence, in such circumstances, RA can be only measured with respect to the 
direction-of-motion stereotypes that the majority would follow. The actual responses of all users under different 
display-control relationships and display orientations are reported in Tables 2-4.  From Table 2, the stereotypes of 
horizontal control can be expressed in form of IN-RP: L-L, R-R, U-R, D-L, AC-L, and C-R. It means that if the L (or R) 
instruction is given, the users tend to move the lever to L (or R). Also, if the U (or D) instruction is requested, the 
majority tend to move the lever to R (or L). Likewise, the users tend to move the lever to L (or R) for AC (or C) 
instruction. The stereotypes of vertical and rotary controls can be observed from Tables 3 and 4 respectively. In short, 
the stereotypes of vertical control are: L-D, R-U, U-U, D-D, AC-D, and C-U. For rotary control, the stereotypes are: 
L-AC, R-C, U-C, D-AC, AC-AC, and C-C. Therefore, for incompatible display-control relationships, if the control 
motion of the users is the same as the stereotype of that particular control device, RA = True, otherwise, RA = False. 
After we applied correlation analysis to the experimental data, the correlation coefficients (r) are listed in Table 5. It 
is clear that there is no significant correlation between all controllable inputs which means they are independent 
variables. Among the two major outputs, RT negatively (r = -0.0466, n = 10486) and significantly (p = 0) correlates 
with RA. This indicates that a longer reaction time may be associated with a higher rate of having the wrong reaction to 
a given instruction, and vice versa. Next, the connectivity between the inputs and outputs must be examined. If such 
connection exists, these inputs can be used to control or predict the outputs. From Table 5, weak but significant 
correlations (p = 0) among CD-RT (r = 0.0679, n = 10486) and CD-RA (r = 0.055, n = 10486) can be observed. 
Significant (p < 0.01) but weak correlation (r = 0.0289, n = 10486) can be noted between DO and RA. Moreover, 
significant correlation (p = 0) can be addressed between IN and RA while a marginally significant association (p < 
0.05) exists between IN and RT. 
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3.1.1 General Observations 
Among all remarkable associations, RT positively correlates with CD and IN. The link CD-RT suggests that the 
change of control device from horizontally moving to rotary could impose additional mental effort while IN-RT may 
merely indicate the normal reaction time of the participants. RA positively correlates with CD and DO but negatively 
correlates with IN and RT. CD-RA implies that most of the participants can react correctly to a given instruction using 
different control devices. DO-RA means that the display orientation has little impact on the response accuracy. IN-RA 
may indicate that the users have difficulty in executing U/D/AC/C instructions using different control devices. The 
link RT-RA may also imply that if participants need to exercise extra mental effort, longer reaction times and incorrect 
responses are more likely to be observed. Accordingly, an initial relation graph depicting important input-output 
correlations can be constructed as shown in Figure 3. 
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In Figure 3, a solid line indicates that there is a remarkable correlation between two variables whereas a dotted line 
is a presumed partial correlation between two variables. Partial correlation is generally used to depict the relationship 
between two variables while controlling for a third variable. It aims at addressing the unique variance between two 
factors while eliminating the variance from the third one. If the partial correlation is significant between two factors for 
controlling the third one, the association between the two factors is unique and essential. Otherwise, the association 
between the two variables is greatly affected by the third one. If this is the case, no direct linkage (solid line) is 
established between them. 
3.2 Partial Correlation Analysis 
Using partial correlation analysis, each connection between two variables (in Figure 3) was re-verified for 
controlling the third variable. If such connection was still found to be remarkable, the association would remain, 
otherwise, the linkage should be omitted (Wong et al., 2011). As a result of analysis, all associations were deemed 
significant or marginally significant (at least p < 0.05) except the link between IN and RT for controlling RA. It implies 
that the connection between IN and RT was greatly affected by RA. Hence, that linkage must be removed. Based on the 
results of partial correlation analysis, the relation graph can be revised as shown in Figure 4. From the revised graph, 
two important hubs regarding two major outputs, RT and RA, can be located. Since there is a mutual connection 
between the outputs, RT should be treated as a contributing input to RA and vice versa. Hence, two relation graphs are 
developed, one for RT with two inputs while another for RA four inputs. Next, regression models can be developed to 
measure these input-output connections. 
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4. DEVELOPMENT OF REGRESSION MODELS 
4.1 Artificial Neural Network (ANN) 
ANN is used to model the relationship between inputs and outputs. For a typical ANN, each line in the structure of a 
fully trained ANN model is endowed with a so-called connection weight specifying the connection strength from one 
unit to another (Bishop, 1995). A typical three-layer ANN can be viewed as a non-linear regression model with an 
identity transfer function in the output unit and logistics transfer functions in the middle-layer units. Such a model can 
approximate any continuous function arbitrarily well, given that a sufficient number of units appear in the middle 
layers (White, 1990; Yu et al., 2008). If readers would like to know more details about ANN, please refer to the text of 
Bishop (1995) and Lek et al. (1996). For benchmarking purposes, generalized regression neural network (GRNN), 
support vector regression (SVR), multiple linear regression (MLR), and response surface model (RSM) were applied. 
Based on the two relation graphs, two models can be developed. For the first model (M1), there are two inputs (CD and 
RA) and one output (RT). There are four inputs (CD, DO, IN, and RT) and one output (RA) for the second model (M2). 
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Using the experimental data, ten-fold cross-validation was performed to train and test the ANN for both M1 and M2. 
By doing so, a robust estimation of the quality of the inputs would be obtained (Cortez et al., 2006). As suggested by 
Huang et al. (2004), for each of the ten cross-validation processes, 90% of the datasets (10486*0.9=9438) were used to 
train the ANN and the remaining 10% (D = 1048) were used to test the ANN. The same procedure of training and 
testing was also applied to GRNN, SVR, MLR and RSM. Using ANN, the number of neurons (P) in the hidden layer 
must be determined first. A trial-and-error method was performed to optimize the value of P (Wang and Elhag, 2007). 
The performance of the ANN for M1 was measured by the average mean absolute percentage error (MAPE) and 
standard deviation (SD) of the average MAPE over ten validations. MAPE is defined by Equation (1) where Ai and Ei 
are the actual values and the predicted values of the i-th test dataset respectively, and D is the total number of test 
datasets. The performance of the ANN for M2 was measured by the prediction correctness (PC). Given that RA is a 
biQDU\RXWSXWRU3&LVGHILQHGDVWKHUDWLRRIWKHWRWDOQXPEHUȈ%RIFRUUHFWSUHGLFWLRQVZKHQ$i = Ei) over the 
total number of test datasets (D), as illustrated in Equation (2). Table 6 shows the average performance of the ANNs 
with varying P for M1 and M2, over ten cross-validation processes. In general, it can be observed that ANN is 
improved as P increases. Although a large P may increase the ability of ANN to learn and memorize the data, an 
over-fitting problem may be induced. For M1, the ANN with the smallest MAPE and SD, is considered to be the best 
in predicting RT. Hence, the ANN with P = 6 is selected for M1. For M2, the ANN with P = 4 yields the highest PC in 
predicting RA. 
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4.2 Generalized Regression Neural Network (GRNN) 
Unlike ANN, GRNN, developed by Specht (1991), is free from extensive experimentation and investigation to 
develop the network structure. A typical GRNN consists of four layers namely, the input layer, the radial basis 
(pattern) layer, the summation layer, and the output layer. Units in the input layer are fully connected to the radial basis 
layer, whose output is a measure of the distance of the input from the stored pattern. Each unit in the pattern layer is 
connected to two units (S and D summation neurons) in the summation layer. The S neuron measures the sum of 
weighted outputs of the pattern layer while the D neuron computes the unweighted outputs of the units in the pattern 
layer (Kim et al., 2010; Haidar et al., 2011). Using GRNN, the spread (smoothing factor, ıZKLFKFDQDIIHFWWKHGHJUHH
RIJHQHUDOL]DWLRQRIWKHQHWZRUNPXVWEHGHWHUPLQHGILUVW,IıLVODUJHWKHQHWZRUNFDQJDLQDELOLW\WRJHQHUDOL]HEXWWKH
SUHGLFWLRQPD\EHGHJUDGHG,QWKLVVWXG\ıLVGHWHUPLQHGXVLQJDWULDO-and-error method. Table 7 reports the average 
SHUIRUPDQFHRI*511ZLWKYDU\LQJıIRU0DQG0RYHUWHQFURVV-validation processes. In this connection, GRNNs 
ZLWKı = 1.4 are considered to be the best network structure for both M1 and M2. 
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4.3 Support Vector Regression (SVR) 
A relatively new modeling method, SVR, is an application of the support vector machine (SVM) which is a group of 
supervised learning techniques that can be used for both classification and regression. Using SVR, the inputs are first 
nonlinearly mapped into a high dimensional feature space (F), wherein the inputs are linearly associated with the 
outputs (Lu et al., 2009). The SVR formulation can be expressed in Equation (3ZKHUHZLVWKHZHLJKWYHFWRUĭ[LV
DPDSSLQJIXQFWLRQDQGELVDFRQVWDQW$PRQJYDULRXVORVVIXQFWLRQVWKHPRVWSRSXODURQHLVWKHİ-insensitive loss 
function (Vapnik, 2000), as defined in Equation (4ZKHUHİLVXVHGWRVSHFLI\WKHUHJLRQZLWKOHVVWKDQİGHYLDWLRQ
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from the actual output values for all the training data. Hence, the loss function does not penalize the prediction errors 
ZLWKLQ WKLV ³İ-LQVHQVLWLYH´ UHJLRQ 2QH PDMRU DGYDQWDJH RI XVLQJ WKLV ORVV IXQFWLRQ LV WKDW LW PDNHV SUDFWLFDO
computation feasible by producing a sparse set of support vectors. For more details about loss functions, please refer to 
the study of Smola and Scholkopf (2004). According to Vapnik (2000), the weight vector (w) and constant (b) can be 
predicted by minimizing the regularized risk function as shown in Equation (5) where ||w||2/2 is the regularization term, 
C is the regularization constant used to determine the tradeoff between the regularization term and empirical risk, and 
D is the number of training samples. This minimization function can be transformed into a dual problem, and the 
general form of the regression function can be expressed in Equation (6ZKHUHĮi and  Įi* are Lagrange multipliers for 
the i-th training sample, and K(x,xi) is a kernel function VDWLVI\LQJ0HUFHU¶VFRQGLWLRQV (Vapnik, 1999, 2000). The 
value of the kernel equals the inner product of two vectors, xi and xjLQWKHIHDWXUHVSDFHĭ[iDQGĭ[j), i.e. K(x,xi) 
 ĭ[iĭ[j). Although several kinds of kernel functions have been specified and made available, the most widely 
adopted is the radial basis function (RBF), as defined in Equation (7ZKHUHȜUHSUHVHQWVWKHZLGWKRIWKH5%) 
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It is well-known that the modeling accuracy of the SVR depends heavily on the hyper-SDUDPHWHUV&İDQGWKHNHUQHO
SDUDPHWHUV,I5%)LVDGRSWHGWKHZLGWKȜRIWKH5%)PXVWEHGHWHUPLQHG,QWKLVVWXG\ERWK&DQGİDUHDGGUHVVHG
using the heuristics proposed by Cherkassky and Ma (2004). The heuristic used to determine C is described in 
Equation (8) where y  DQG ıy are the mean and standard deviations of the output values (y) of the training data. 
Equation (9) is XVHGWRVHWİZKHUHıLVWKHVWDQGDUGGHYLDWLRQRIWKHQRLVHDQG'LVWKHQXPEHURIWUDLQLQJVDPSOHV
According to Cherkassky and Ma (2004)WKHQRLVHYDULDQFHı2) can be readily estimated by fitting the data using a low 
bias model (e.g. MLR, high-order polynomial) and applying formula (10WRGHWHUPLQHı2 (Cherkassky et al., 1999). In 
formula (10), d is the degree of freedom of the estimator and D is the number of training samples. Using Equations 
(8)-(10), C=1.34 aQGİ FDQEHFRPSXWHGIRU0ZKLOH& DQGİ IRU0$OVRIRXUGLIIHUHQWYDOXHVRI
WKH5%)ZLGWKȜDUHFRPSDUHGIRUERWK0DQG0DVUHSRUWHGLQ7DEOH 87KXVȜ LVXVHGIRU0JLYHQWKDW
MAPE and SD are the smallest while PC is quite LQVHQVLWLYHWRȜIRU0VRȜLVDOVRVHWWR 
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4.4 Multiple Linear Regression (MLR) 
The general form of a linear model is presented as Equation (11) ZKHUHȕLVDPDWUL[RIDOOXQNQRZQcorrelation 
FRHIILFLHQWV;LVDPDWUL[RIDOOLQSXWVDQGİLVDQ'-by-1 vector of random disturbances, where D is the number of 
observations. Using D training datasets, the working mechanism of MLR is to minimize the sum of the squared 
residuals by computing a closed-form expression for estiPDWLQJWKHXQNQRZQSDUDPHWHUȕ 
 
[ ...]TY X where a b c E H E   (11) 
 
4.5 Response Surface Model (RSM) 
The general form of a RSM can be also written as Equation (11). But, in addition to the linear terms, the matrix, X, 
must contain quadratic interaction terms and squared terms (or even higher order). Hence, the quadratic models of M1 
and M2 are non-linear in nature. 
 
4.6 Comparisons between ANN, GRNN, SVR, MLR and RSM 
For benchmarking purposes, ANN was compared with GRNN, SVR, MLR, and RSM in terms of modeling accuracy. 
From Table 9, it can be seen that ANN, GRNN, and SVR can outperform MLR and RSM for M1. In terms of MAPE 
and SD, ANN may slightly perform better than SVR for M1. It is also noted that GRNN performs slightly better than 
ANN in terms of MAPE, but with larger SD. It may imply that the performance of GRNN is less stable than that of 
ANN. However, there is no single technique that can explicitly outperform other benchmarking methods for M2. 
Perhaps, M2 is relatively simple as RA is just a binary output while RT is a real number in M1. The results of 
two-sample t-test among ANN, SVR, MLR, and RSM are reported in Table 10. For M1, the null hypothesis was 
accepted between ANN, GRNN, and SVR indicating that the performance of ANN was not significantly different from 
that of GRNN and SVR (p < 0.05). However, the null hypotheses were rejected between pairs of ANN-MLR, 
GRNN-MLR, and SVR-MLR, which means that the performance of ANN, GRNN and SVR was significantly different 
from that of MLR (p < 0.01). The same can be observed between pairs of ANN-RSM, GRNN-RSM, and SVR-RSM (p 
< 0.01). Moreover, RSM was proved significantly better than MLR (p < 0.01). For M2, all null hypotheses were 
accepted indicating that the performances of all methods were statistically alike (p < 0.05). One possible explanation is 
that M2 is much simpler than M1, and the traditional regression methods would achieve comparable performances as 
the sophisticated methods (Wong and Chan, 2012), such as the ANN, GRNN, and SVR reported here. 
 
³7DEOHV9-10´ 
4.7 Computation of Relative Influence of Variables 
After ANN, GRNN, and SVR were deemed reliable, we used them to compute the relative influence (RI) of factors 
on RT (i.e. M1) and RA (i.e. M2), respectively. In this study, both change of mean square error (COM) and sensitivity 
analysis (SA) were applied to ANN, GRNN, and SVR for computing the RIs. The COM method is used to statistically 
rank the influence of the inputs (Sung, 1998). In brief, it measures the change in the prediction mean square error 
(MSE) of a regression model after an input is deleted. The prediction MSE with input n deleted is determined by 
Equation (12). The procedure is as follows: we re-train each regression model with N-1 inputs each time after the input 
n is deleted, and then compute the absolute difference between the MSE of the reduced model (MSEn) relative to the 
MSE of the full model with all N inputs (MSEall). We then rank the input whose deletion triggers the largest change in 
MSE as the most influential factor, since its exclusion from the full model causes the most deterioration in the 
prediction performance. The RI of factor n can then be quantified based on its proportion of the change induced 
relative to the total change in MSE induced by all factors, as defined by Equation (13). Another method, SA, analyzes 
the model responses by changing the inputs (Kewley et al., 2000). The procedure is as follows: we train each model by 
holding all inputs at their average values except input n, which varies through its entire range with Ln levels. If input n 
is important, it should produce a high variance (Vn) measured by Equation (14), where iny  is the model output when 
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the input n is hold at its i-th level and other inputs are held at their average values, and  ny  is the average model output 
over all levels of input n. Thus, the RI of input n can be computed by Equation (15). To obtain a more robust estimation 
of the input influence, the RI of each factor is averaged over ten-fold training. It is noted that the number of levels of 
each input can be referred to Table 1 except RT. As RT is a continuous input, L = 5 is suggested (Cortez et al., 2006). 
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For benchmarking purposes, another method based on MLR is also used to compute the RIs. As recommended by 
Lindeman et al. (1980), this MLR-based method uses the squared semi-partial correlation of each predictor (input) as 
it is added to the model as the measure of importance (Johnson and LeBreton, 2011). In short, the RI of each input can 
be defined as the average contribution to R2 across all possible orderings. This measure is meaningful as it considers 
the direct effect of an input, the total effect of all inputs, and the partial effect of all subsets of inputs (Johnson, 2000). 
Hence, totally five different ways of computing RIs were compared, i.e. ANN with COM method (ANN-COM), ANN 
with SA method (ANN-SA), GRNN with COM method (GRNN-COM), GRNN with SA method (GRNN-SA), SVR 
with COM method (SVR-COM), SVR with SA method (SVR-SA), and MLR-based method. Figures 5 and 6 show the 
RIs computed by different methods on M1 and M2 respectively, and the relevant result implications will be discussed 
in the following section. Since there is no well-developed method of computing the RIs based on RSM, it is excluded 
from the comparison. But, useful visualization of RSM in this study will be discussed in Section 5.3. 
 
³)LJXUHV5-6´ 
5. DISCUSSION 
5.1 Response Time 
Figure 5 shows that in predicting RT, the most influential factor was CD followed by RA. It can also be noted that all 
methods can produce similar RIs for M1, i.e. consensus can be reached. Hence, it is strongly believed that RT can be 
predicted by considering CD which contributes around 56%-71% (mean = 64%) of the overall influence. Since RA is 
also a measure of user performance, it cannot be freely adjusted or controlled. This is why RA is weighed only around 
29%-44% (mean = 36%). Next, we need to determine how CD can be controlled to minimize RT via the design of 
experiment (DOE) approach. Figure 7 shows the main effect of CD and RA on RT. From the left part of Figure 7, it can 
be generally observed that the right-handed participants took shorter times (in ms) when reacting to an instruction 
using the horizontal control device (mean RT = 603 ms, SD = 225 ms, n = 3474) while they required longer reaction 
time using vertical (mean RT = 652 ms, SD = 276 ms, n = 3502) and rotary control devices (mean RT = 642 ms, SD = 
199 ms, n = 3510). The right part of Figure 7 shows that if the right-handed participants reacted wrongly to the 
instruction, the reaction time was longer (mean RT = 661 ms, SD = 262 ms, n = 1309). On the other hand, the reaction 
time was shorter if the participants reacted correctly (mean RT = 628 ms, SD = 232 ms, n = 9177). This is true if the 
display-control mapping is incompatible, and users may need to exercise more mental effort, hence, leading to longer 
reaction times and higher probabilities of having the wrong reaction. However, RA is not a design variable in this 
study. 
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 In summary, in order to minimize RT, a 2-way horizontal lever joystick must be used to execute the instructions 
which consist of L, R, U, D, C, and AC motions with displays oriented in the four cardinal directions. 
 
³)LJXUH7´ 
5.2 Response Accuracy 
Unlike M1, dissimilar RIs were computed by different methods on M2 as shown in Figure 6, i.e. consensus cannot be 
reached. Using ANN-COM, the importance of the inputs was ranked as CD > RT > IN > DO, which is the same as the 
ranking obtained by the method of Lindeman et al. (1980).  Using ANN-SA, a slightly different ranking was obtained 
as CD > IN > RT > DO. Using GRNN-COM, the ranking was the same as the one by ANN-COM. Similarly, using 
GRNN-SA, a different ranking was also generated as CD, IN > DO > RT. Using the SVR-COM and SVR-SA methods, 
the rankings were quite different. Since MLR-based methods have been proved reliable and commonly adopted (Green 
et al., 1978; Johnson, 2000; Johnson, 1966), we believe that the RIs computed by ANN-COM and GRNN-COM must 
be more genuine than the two SVR-based methods. In this connection, for predicting RA, the most influential factor 
was CD followed by RT, IN, and DO. If CD, RT, and IN which together contribute 84%-89% of the overall influence 
on RA are considered only, DOE can also be applied. Figure 8 shows the main effect of CD and IN on RA. From the 
left part of Figure 8, it can be observed that 89.83% and 94.25% of the participants could react correctly to the 
instruction using horizontal (n = 3474) and rotary control devices (n = 3510) while only 78.47% of them could react 
correctly using the vertical control device (n = 3502). The association between RA and RT has been already discussed 
in Section 5.1 (see Figure 7). Similar to M1, RT is not a design variable in controlling RA, or vice versa. From the right 
part of Figure 8, 89.8%, 90.97%, and 90.3% of the participants could react correctly to L (n = 1735), R (n = 1750), and 
AC instructions (n = 1732) respectively. In contrast, only 84.49%, 83.38%, and 86.22% of the participants could react 
correctly to U (n = 1760), D (n = 1745), and C instructions (n = 1764) respectively. It is interesting to note that DO had 
little impact on RA. A possible explanation is as follows: given that the location of the control device was fixed, the 
right-handed participants would concentrate on how to react to an instruction using a particular type of control device. 
To observe an effect on the display oriented in a specific direction, participants only turned their head toward that 
display while keeping their hand on the control device. Hence, the association between the hand motion and the display 
was maintained regardless of the display direction. As changing the direction of display did not induce extra mental 
effort or unnecessary disruption to the participants, RA was found to be less sensitive to DO. 
 In summary, there are two suggestions in which RA can be maximized with four different display orientations: 1) 
a rotary or horizontal control device must be used; and 2) both U and D instructions must be avoided where the C 
instruction is a marginal case. 
 
³)LJXUH´ 
 
5.3 Visualization of RSM 
RSM can also be used to visualize the impact of all inputs (CD, DO, and IN) on each of the two outputs (RT and RA), 
hence called response surface analysis (RSA). Figure 9 and Figure 10 reveal the impact of all inputs on RT and RA 
respectively. From Figure 9, it can be observed that RT is very sensitive to CD but it does not vary significantly with 
DO and IN. This finding is reinforced in Section 5.1 that CD is the most influential factor to RT. From Figure 10, it can 
be noted that RA varies significantly together with CD and IN. This observation is also reinforced in Section 5.2 
reporting that CD and IN are more influential than IN in controlling RA. More importantly, the optimum response 
(output) can be addressed by searching for the best level of each input. In this study, we attempt to minimize RT and 
maximize RA. To do so, all the major recommendations can be visualized in Figure 9 and Figure 10. 
 
³)LJXUH-´ 
6. CONCLUSIONS 
A methodology of quantifying the causal connection between design variables and user performance was 
successfully applied. Using experimental data, the RI of each variable on each performance measure was 
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quantitatively computed. By employing correlation and partial correlation analyses, two relation graphs were 
constructed, one for each of the two key performance measures, RT and RA. Four regression methods were applied to 
quantify the connections in the relation graphs, and three of them were used to compute the RI of the design variables 
on RT and RA independently. The comparison results suggest that ANN-based and GRNN-based methods are more 
reliable than SVR-based methods in computing the RI of design variables, although their modeling abilities are 
comparable (both are statistically better than MLR and RSM). Based on the RIs computed by ANN-COM and 
GRNN-COM, CD is a major design variable for controlling RT while CD and IN are two key variables for controlling 
RA. As a result of our analysis, the best design option to optimize each of the measures is suggested. However, if the 
objective is to optimize both RT and RA simultaneously, the recommended settings for right-handed users using their 
right hand would be as follows: a 2-way horizontal control device should be used with only L, R, C, and AC 
instructions. In other words, if only one type of control device is allowed, a horizontal device must be the best option 
for users to execute 4 out of 6 distinct instructions. One may argue that a more versatile device should be used. But in 
fact, users may tend to make more mistakes (larger RT and lower RA) if they have more options given a number of 
distinct instructions and display directions. This is also one of our future research directions. 
In general, the major contribution of this study is to suggest some useful quantitative methods in computing the 
relative influence among variables in the realm of display-control compatibility, such that system designers will be 
able to focus on some key variables rather than on all of them. Also, the extraction of explanatory information from 
renowned black-box system such as the ANN and GRNN reported here is successfully demonstrated. Generally 
speaking, our proposed method will be extremely helpful when there are too many design variables and even if some 
display-control relationships are highly implicit or cannot be defined quantitatively. However, there is no universal 
method that can absolutely identify the relative influence of inputs towards outputs in all cases (Sung, 1998; Wong and 
Chan, 2012). This suggests that our method must be tested on further problems, especially within the domain of 
ergonomics. In this regard, the authors plan to extend this research to different display-control relationships on user 
performance (including left-handed participants) with a variety of operating conditions, e.g. multiple controls and 
multiple displays. Other quantitative yet complex techniques will be examined and compared with ANN and SVR such 
as evidential reasoning. Also, optimization algorithms will be incorporated into our methodology when determining 
the network parameters 3ı&DQGİ such that explanatory information can be extracted from a more reliable model. 
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Figure 1: Experimental configuration 
 
 
Figure 2: Display scales 
 
 
Figure 3: Initial relation graph 
 
 
Figure 4: Revised relation graph 
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Figure 5: RIs computed by different methods on M1 
 
 
 
Figure 6: RIs computed by different methods on M2 
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Figure 7: Main effect of CD and RA on RT in seconds 
 
 16 
1 2 3
80
85
90
95
CD
RA
 
(%
)
1 2 3 4 5 6
84
85
86
87
88
89
90
91
IN
RA
 
(%
)
 
Figure 8: Main effect of CD and IN on RA in % 
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Figure 9: Impact of all inputs on RT 
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Figure 10: Impact of all inputs on RA 
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Table 1: Levels of controllable inputs and measurable outputs 
Variables Factors Levels 
Inputs CD 1 ± Horizontal 
2 ± Vertical 
3 ± Rotary 
DO 1 ± North (N) 
2 ± East (E) 
3 ± South (S) 
4 ± West (W) 
IN 1 ± Left (L) 
2 ± Right (R) 
3 ± Up (U) 
4 ± Down (D) 
5 ± Anti-clockwise (AC) 
6 ± Clockwise (C) 
Outputs RP 1 ± Left (L) 
2 ± Right (R) 
3 ± Up (U) 
4 ± Down (D) 
5 ± Anti-clockwise (AC) 
6 ± Clockwise (C) 
RT Not applicable 
RA 1 ± False 
2 ± True 
 
Table 2: Stereotypes of horizontal control 
 IN 1-L 2-R 3-U 4-D 5-AC 6-C 
DO RP 1-L 2-R 1-L 2-R 1-L 2-R 1-L 2-R 1-L 2-R 1-L 2-R 
North  100 0 0 100 32.88 67.12 75.51 24.49 91.72 8.28 0 100 
East  100 0 0 100 17.24 82.76 68.57 31.43 100 0 0 100 
South  97.24 2.76 1.35 98.65 34.72 65.28 69.66 30.34 97.10 2.90 0 100 
West  100 0 0 100 29.73 70.27 72.97 27.03 100 0 0 100 
 
Table 3: Stereotypes of vertical control 
 IN 1-L 2-R 3-U 4-D 5-AC 6-C 
DO RP 3-U 4-D 3-U 4-D 3-U 4-D 3-U 4-D 3-U 4-D 3-U 4-D 
North  35.14 64.86 65.52 34.48 97.30 2.70 5.52 94.48 27.70 72.30 54.05 45.95 
East  33.33 66.67 66.67 33.33 97.30 2.70 3.55 96.45 24.32 75.68 53.38 46.62 
South  20.27 79.73 80.69 19.31 94.59 5.41 5.52 94.48 21.62 78.38 64.79 35.21 
West  28.77 71.23 80.41 19.59 97.30 2.70 0.69 99.31 23.97 76.03 61.11 38.89 
 
Table 4: Stereotypes of rotary control 
 IN 1-L 2-R 3-U 4-D 5-AC 6-C 
DO RP 5-AC 6-C 5-AC 6-C 5-AC 6-C 5-AC 6-C 5-AC 6-C 5-AC 6-C 
North  100 0 0 100 10.88 89.12 83.78 16.22 95.89 4.11 0 100 
East  100 0 0 100 19.18 80.82 82.31 17.69 100 0 0 100 
South  97.30 2.70 0 100 13.70 86.30 78.38 21.62 98.61 1.39 0 100 
West  100 0 0 100 15.07 84.93 84.93 15.07 100 0 0 100 
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Table 5: Correlation analysis 
 Controllable Inputs Major Outputs 
CD DO IN RT RA 
CD - -0.0015 0.0012 0.0679** 0.0550** 
DO  - -0.0044 -0.0155 0.0289* 
IN   - 0.0198# -0.0310* 
RT    - -0.0466** 
Note: **p=0; *p<0.01; #p<0.05 
 
Table 6: Average cross-validation results using ANN with varying P 
Model P 3 4 5 6 7 8 9 10 
M1 MAPE 9.88 9.86 9.85 9.78 9.85 9.91 9.82 9.86 
 SD 0.36 0.39 0.36 0.34 0.40 0.34 0.43 0.36 
 MAX 
MIN 
10.57 
9.38 
10.57 
9.34 
10.55 
9.35 
10.42 
9.39 
10.51 
9.41 
10.60 
9.42 
10.48 
9.26 
10.52 
9.21 
M2 PC 87.3 87.52 87.51 87.51 87.51 87.42 87.42 87.42 
 
Table 7: Average cross-YDOLGDWLRQUHVXOWVXVLQJ*511ZLWKYDU\LQJı 
Model ı 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 
M1 MAPE 9.78 9.76 9.76 9.72 9.72 9.70 9.69 9.74 9.73 9.76 9.76 
 
SD 0.44 0.49 0.49 0.50 0.52 0.50 0.52 0.52 0.51 0.54 0.55 
 
MAX 10.31 10.40 10.47 10.38 10.50 10.39 10.40 10.38 10.38 10.37 10.37 
MIN 9.04 8.86 8.90 8.81 8.80 8.81 8.78 8.79 8.78 8.79 8.74 
M2 PC 87.51 87.51 87.51 87.51 87.51 87.51 87.51 87.51 87.51 87.51 87.51 
 
Table 8: Average cross-YDOLGDWLRQUHVXOWVXVLQJ695ZLWKYDU\LQJȜ 
Model Ȝ 0.1 0.5 2-7 21 2V  
M1 MAPE 9.80 9.84 9.84 9.84 
 SD 0.56 0.57 0.57 0.58 
 MAX 
MIN 
10.44 
8.66 
10.47 
8.63 
10.47 
8.62 
10.46 
8.62 
M2 PC 87.51 87.51 87.51 87.51 
 
Table 9: Comparison results between ANN, GRNN, SVR, MLR, and RSM on M1 and M2 
Model Performance ANN GRNN SVR MLR RSM 
M1 MAPE (%) 
SD 
9.78 
0.34 
9.69 
0.52 
9.80 
0.56 
11.89 
0.57 
10.58 
0.38 
M2 PC (%) 87.52 87.51 87.51 87.51 87.51 
 
Table 10: Two-sample T-test between ANN, GRNN, SVR, MLR, and RSM on M1 and M2 
Model Methods ANN GRNN SVR MLR RSM 
M1 ANN 
GRNN 
SVR 
MLR 
- Accept 
- 
Accept 
Accept 
- 
Reject 
Reject 
Reject 
- 
Reject 
Reject 
Reject 
Reject 
 19 
RSM - 
M2 ANN 
GRNN 
SVR 
MLR 
RSM 
- Accept 
- 
Accept 
Accept 
- 
Accept 
Accept 
Accept 
- 
Accept 
Accept 
Accept 
Accept 
- 
 
 
 
