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Abstract: We demonstrate a regenerative optical grooming switch for 
buffer-less interconnection of metro/access and metro/core ring networks 
with switching functionality in time, space and wavelength domain. Key 
functionalities of the router are the traffic aggregation with time-slot 
interchanging (TSI) functionality, the WDM-to-ODTM multiplexing and 
the OTDM-to-WDM demultiplexing of high-speed channel into lower bit-
rate tributaries as well as multi-wavelength all-optical 2R regeneration of 
several higher-speed signals. BER and Q-factor measurements of different 
switching scenarios show excellent performance with no error floor and Q-
factors above 21 dB. 
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1. Introduction 
The enormous growth of IP traffic over the last years, which has been fueled by the 
proliferation of new integrated services and applications, i.e., high-speed data and video-on-
demand, has dramatically increased the bandwidth and performance requirements in optical 
networks [1,2]. In the backbone network the introduction of the wavelength division 
multiplexing (WDM) technology is responding to this demand by the introduction of 
transparent high capacity networks over extended optical paths [3]. However, transparency at 
the network edges, i.e., from the backbone to the metro and access and vice-versa, is still an 
issue. The main reason is that metro and access networks are subject to specific traffic 
demands and performance requirements that are quite different from that of the backbone. 
Metro/access networks are particularly cost sensitive and have to cope with a more rapidly 
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changing traffic profile. This requires fast connection provisioning as well as the ability for 
network scalability, modularity and reconfigurability. In addition, metro/access networks need 
to provide functionalities such as grooming and aggregation of the traffic to be able to connect 
a wide range of enterprise/private customers in the access with those in the backbone. So far, 
those critical switching and traffic grooming functionalities are supported by the synchronous 
digital hierarchy (SDH) or the synchronous optical network (SONET) standard. Although the 
SDH systems are well established and reliable solutions, they are costly due to the high 
energy consumption of the many optical-electrical-optical (O-E-O) conversions required [4,5]. 
While opaque switching solutions offer excellent grooming capabilities, typically they adopt 
architectures that scale poorly with port count and port-data rate. Furthermore, electronic 
circuit switching has proved to be very restrictive exhibiting cumbersome provisioning 
procedures. Network studies have shown that deploying alternatives to electronic grooming 
potentially will have the largest impact on reducing overall network cost [1]. Optical 
switching technologies, on the other hand, have the potential to overcome those issues. 
Compared to their electronic counterparts, optical switches are characterized by significantly 
lower power consumption and footprint, which leads to significant operational expenditures 
(OPEX) savings [6–8]. Furthermore, they can deal with significantly higher capacities (~1 
Tbit/s) than normal IP routers [9,10]. Optical switches also offer larger indifference in terms 
of protocol, modulation format and bit rate as compared to their electronic counterparts. This 
enhances the upgradeability of the networking infrastructure to higher capacity requirements 
and new types of data traffic. While current optical cross connect-based solutions enable both 
switching and routing they cannot provide transparent mechanisms for time division 
multiplexing/demultiplexing, which are necessary for traffic grooming. 
In this paper we have designed and implemented a novel switch architecture that offers a 
transparent interconnection of different metro networks i.e. between metro/access and 
metro/core at bit-rates of 40 Gbit/s and 130 Gbit/s, respectively [11]. The proposed switch 
integrates all the crucial functionalities that are currently provided by digital cross-connects 
(DXC), i.e. switching, traffic aggregation/grooming and direct regeneration in the optical 
layer. Our approach offers broadband access for every user and interoperability with existing 
infrastructures. Therefore, it can be a viable alternative to SONET/SDH accommodating the 
high processing and capacity requirements of the emerging services and applications in a cost 
effective way. We believe that our proposed solution has the potential to boost the progress in 
the metro networks and may match the technological leaps that have already been carried out 
at the backbone and access parts. And indeed, a field trial of the novel switch node recently 
demonstrated its feasibility [12]. 
This paper discusses the technology and system aspects of the proposed optical grooming 
switch and is organized as follows: In Section 2 a description of the switch node architecture 
is presented. Section 3 briefly introduces the underlying technologies offering the required 
optical functionalities. Section 4 shows experimental results for the full node assembly in a 
system testbed. Section 5 summarizes the paper. 
2. Switch Node Description 
2.1 Node Functionality 
The switch node under discussion is operated here as an “edge node” that interfaces 
metro/core rings and metro/access rings, see Fig. 1(a). The node is designed to provide 
connectivity through optical wavelength switching and to accommodate the particular 
requirements of metro networks by offering traffic grooming and bit-rate adaptation. 
Furthermore, to guarantee the quality of the traffic in the metro/core ring, an all-optical multi-
wavelength signal regenerator is added in the core ring. Finally, in this network scheme, 
coarse wavelength division multiplexing (CWDM) has been used. For simplicity of notation, 
in the following we will use metro ring and core ring instead of metro/access ring and 
metro/core ring, respectively. 
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 Fig. 1. Network scenario and switch node. (a) Two metro/access rings are interconnected to a 
metro/core ring via the grooming switch. Each ring carries a multiple of WDM channels, either 
at 43 Gbit/s or 130 Gbit/s per wavelength. (b) Grooming switch block diagram. Traffic from 
the metro/access rings is switched by the space switch either to the other access rings, or via the 
add path to the metro/core ring. Conversely, an OTDM channel from the metro/core ring can 
be dropped, and any of the three OTDM tributaries may be mapped to any of the metro/access 
rings or back to the core ring. The signals in this plot show one possible switching scenario: 
Three OTDM tributaries at λcore1 are dropped to the OTDM-to-WDM converter. Two of its 
outputs (carrying time-slots TS1 and TS3) are switched to the WDM-to-OTDM converter, slot-
interchanged and looped back to the core ring. Channel λacc1 from metro ring 1 is added and 
mapped to time-slot TS2. In addition, the dropped time-slot TS2 is mapped to λacc2 on metro ring 
2. 
A schematic illustration of the switch node is depicted in Fig. 1(b). Irrespectively of any 
specific network scenario, the switch node can be classified as an optical multi-hop partial-
grooming optical cross-connect (OXC) [13], which consists of three wavelength switch fabric 
in the form of reconfigurable optical add-drop multiplexers (ROADM) and a grooming fabric 
in the center of the switch. The ROADM allow for adding and dropping of traffic from the 
access or the core network onto the grooming fabric. The grooming fabric performs TDM and 
WDM multiplexing, demultiplexing, and switching between low-speed (43 Gbit/s) and high-
speed (130 Gbit/s) connections. 
In detail, the grooming switch works as follows, Fig. 1(b): Traffic from any of the metro 
rings is switched by means of an optical space switch (micro-electro-mechanical system 
(MEMS)) to any of the metro rings, or via the add path to the core ring. When the traffic is 
switched to the core add path, a WDM-to-OTDM unit retimes the incoming asynchronous 
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data signals with reference to a local clock. The retimed signals are converted to short high-
repetition rate pulses at a new wavelength in conformity to the OTDM channel requirements. 
The WDM-to-OTDM conversion operation is based on the asynchronous digital optical 
regenerator (ADORE), which has been described in more detail in [14]. The assignments and 
order of the time-slots of the WDM tributaries within the output OTDM can be chosen freely 
by the space switch. Conversely, a core OTDM channel may be dropped via the ROADM and 
any of the three OTDM tributaries can be mapped onto any of the access rings or back onto 
the core ring. Therefore, the time-slots can be interchanged [15]. To guarantee the quality of 
the 130 Gbit/s traffic in the core ring all-optical multi-wavelength regenerators are added [16]. 
2.2 Subsystem Functionality 
In detail, the key functionalities of the switch node can be summarized as: 
• Wavelength selective optical switching, which is achieved through a reconfigurable optical 
add/drop multiplexer (ROADM). 
• Traffic grooming (equivalent to traffic aggregation in combination with switching), which 
is achieved by utilizing WDM-to-OTDM conversions (transmultiplexing) and vice versa. 
• Time-slot interchange (TSI), where traffic in the core ring can be switched from one 
wavelength/time-slot to any other wavelength/time-slot at the node. This includes the 
possibility to interchange the time-slots of one wavelength by dropping and looping-back that 
wavelength through the add path. TSI is achieved by utilizing WDM-to-OTDM conversions 
and vice versa in combination with the space switch. 
• Optical multi-wavelength 2R regeneration of the signals that leave the node via the core 
ring. 
The wavelength switching functionality that is enabled by the space switch/ROADMs 
allows dynamic wavelength selection and thus switching of the individual channels to any 
fiber ring. This dynamic allocation of the optical bandwidth and the on-demand establishment 
of connections will enable the supply of broadband services to end-users. 
The traffic aggregation and grooming that is enabled by the WDM-to-OTDM and OTDM-
to-WDM converters also plays a critical role in reducing the network operational expenditure 
(OPEX). Future networks must support a variety of traffic protocols. Considering that this 
inhomogeneous traffic at lower data rates needs to be aggregated at the edge between metro 
and core segments into high date rate channels, it is important that the offered traffic 
aggregation and grooming mechanisms are also transparent to traffic protocols. This will 
further assist in simplifying the network architecture and eliminating a large number of costly 
opto-electronic conversions. In the proposed node such grooming functionality is enabled by 
multiplexing several lower data rate 43 Gbit/s channels to a high date rate 130 Gbit/s signals. 
This is achieved through optical WDM-to-OTDM and OTDM-to-WDM converters. A 
detailed description of their operating principles is given in the following sections. 
The quality of the 130 Gbit/s traffic in the core ring is guaranteed by an all-optical multi-
wavelength regenerator. The multi-wavelength 2R regeneration (see Fig. 1(b)) is also very 
important in terms of cost-efficiency. It provides simultaneous regeneration of a WDM signal 
incorporating a number of individual wavelength channels. Therefore, it will eliminate the 
requirement of demultiplexing WDM signals into individual wavelength channels, and the use 
of a single regenerative device per wavelength followed by subsequent multiplexing. The 
multi-wavelength processing capability of our regenerator mirrors that of optical 
amplification, with the added benefit of restoration of the signal quality. 
3. Subsystems Operation Principles and Characterization 
The wavelength switching functionality provided by the proposed system is supported through 
the existing ROADM and space switch technologies. However, to enable traffic 
grooming/aggregation as well as multi-wavelength regeneration, novel all-optical subsystems 
need be developed and incorporated into the node. In this section a detailed description of the 
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operating principle of the key grooming and regeneration subsystems is given, namely the 
TDM-to-WDM and WDM-to-TDM converters as well the 2R regenerator. 
3.1 OTDM-to-WDM Converter 
 
Fig. 2. Operation principle of the OTDM to WDM conversion. HP-EDFA – high-power EDFA; 
HNLF – highly-nonlinear fiber. 
The operating principle of the OTDM-to-WDM conversion unit is illustrated in Fig. 2 [17]. 
Here a 130 Gbit/s OTDM signal is converted into three WDM tributaries running at 43 Gbit/s 
each. This is achieved through the following three stage process. In a first stage, the 130 
Gbit/s OTDM signal is replicated into three different wavelengths by means of a multi-
wavelength converter. The multi-wavelength conversion process is based on a technique 
proposed by Mamyshev [18]. Using a highly nonlinear Kerr medium, which in our case is 
highly nonlinear fiber (HNLF), the input OTDM signal experiences spectral broadening due 
to the self-phase modulation (SPM) effect. The three replicas of the signal are then obtained 
by performing simultaneous symmetrical filtering on the right and left sides of the broadened 
spectrum, plus the original signal. The second stage of the subsystem performs temporal 
alignment of the three tributaries so that their different time slots are superimposed. This is 
achieved by an array of optical delay lines (ODL). In the final step time gating of the three 
replicas takes place, which isolates every third pulse in its corresponding WDM channel. For 
this operation we used a commercially available electro-absorption modulator (EAM). 
For performance evaluation we carried out bit error rate (BER) measurements. The OTDM 
input signal had a centre wavelength of 1555.5 nm and an average launch power into the 
HNLF of 25 dBm. The spectral widths (3-dB) of the signal at the in- and output of the HNLF 
were 2.2 nm and 11.9 nm, respectively. The BER curves in Fig. 3 show the BER of the back-
to-back 130 Gbit/s OTDM signal (black squares) and the BER of the three demultiplexed 
signals (triangles). Error free operation can be seen. The maximum penalty on receiver 
sensitivity (at BER = 10−9) compared to the back-to-back signal is 2.2 dB. No crosstalk 
between wavelengths is observed. The authors attribute the developing error floor for longer 
wavelengths to the wavelength dependent performance of the EAM. The FWHM of the EAM 
switching window for 1550.9 nm, 1555.5 nm and 1560.6 nm is 4.8 ps (4.7 ps), 5.5 ps (4.8 ps) 
and 5.9 ps (5.1 ps) for TE (TM) polarization, respectively. The wider windows with increased 
variations for the longer wavelength lead to increased crosstalk from neighbouring TDM bit-
slots. The subsystem performance can be further improved by choosing an EAM with its 
operating point adapted to the wavelength range. Note that while in principle this technique is 
not limited to 1-to-3 conversion [19], the actual implementation is limited to converting one 
input signal at a specific wavelength due to fixed filters. However, scalability is provided by 
adding individual converters for each core wavelength that needs to be dropped to the metro 
rings. 
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 Fig. 3. Receiver bit error rates of the three 43 Gbit/s outputs of the TDM-to-WDM subsystem 
and the 130 Gbit/s input signal to the subsystem demultiplexed with the same type of EAM 
used in the subsystem. A small maximal penalty of 2.2 dB compared to the back-to-back (B-to-
B) signal is observed for the 1560.6 nm output signal. 
We have also implemented an alternative scheme with wavelength interchangeability 
where tributaries are mapped onto clocks from tunable sources using a nonlinear optical loop 
mirror as the nonlinear switch [20]. While the later scheme is quite sensitive to input signal 
polarization, it offers the advantage of free selection of all three output wavelengths. 
However, the SPM-based technique demonstrated in this paper also presents several 
compelling advantages when comparing to other OTDM-to-WDM conversion schemes. It is a 
simple single pass technique and shows low dependence on the polarization of the input 
OTDM signal if the HNLF used is properly chosen. Furthermore, it doesn’t need extra laser 
sources. 
3.2 WDM-to-OTDM Converter 
The concept of WDM-to-OTDM is depicted in Fig. 4 for the case where three tributaries are 
multiplexed onto a single OTDM channel. Our technique is based on the dual-gate ADORE 
scheme [21], where the three low bit-rate tributaries are synchronized to the same local clock, 
pulse widths are shortened and mapped to the same wavelength in an ADORE each. In more 
detail the dual-gate ADORE works as follows. Optical clock pulses are generated from a 
mode-locked laser (MLL) driven by a local clock oscillator (see Fig. 4). These optical clock 
pulses are applied to the inputs of two gates, one of these inputs being delayed relative to the 
other by half of the bit period T/2. If there is a “1” bit within the 43 Gbit/s RZ signal streams, 
the two gates will be opened simultaneously. Typically, one of the MLL laser pulses will be 
better in synchronization with the gating window and thus exhibit higher power. By reversing 
the delays before and after the optical gates, both possible clock signal paths are of identical 
total length, so that the output signal will be synchronized to the local clock. Selecting the 
path with the higher signal power provides the full information of the input signal – yet 
retimed to the local optical clock and with the pulse width and wavelength of a core ring 
OTDM tributary. In our experiment, the selection of the path with the higher signal power is 
provided by a simple phase comparator circuit in combination with a 2 × 1 optical switch [21]. 
The same ADORE scheme is applied to each of the WDM input signals resulting in three 
synchronized OTDM tributaries at the same wavelength. The three OTDM tributaries are 
subsequently temporally aligned and combined to form the OTDM channel. 
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 Fig. 4. WDM-to-OTDM traffic grooming utilizing the asynchronous retiming concept. The 
incoming 43 Gbit/s signals are synchronized to a local oscillator, wavelength converted and the 
pulse width is shortened using three ADOREs. The output short pulse signals are temporally 
aligned and combined to form the 130 Gbit/s OTDM signal. Sync. – synchronization; WLC – 
wavelength conversion; MLL – mode-locked laser. 
To show that error free WDM-to-OTDM multiplexing is possible independent of the 
respective clock phase of the WDM input signals we have performed an experiment as 
follows [15]. While keeping the relative time synchronization of two OTDM tributaries (TS2 
and TS3) optimum we varied the input WDM signal synchronization of a third tributary (TS1) 
over a whole bit period while observing the BER performance of all three OTDM tributaries. 
Figure 5(a) shows the power penalty results on the three tributaries after demultiplexing using 
an EAM. TS1 was measured at both best (‘ADORE best’) and worst input data 
synchronization (‘ADORE worst’). The worst synchronization corresponds to the point just 
before or just after the dual-gate ADORE switches. Measurements on either side of the 
switching event were taken (‘ADORE worst 1’ and ‘ADORE worst 2’). The worst phase 
position was verified before each plot was taken by precisely adjusting the T/2 delay inside 
the ADORE. 
It can be seen that the variation of receiver sensitivity between best and either of the worst 
data phases was approx. 3.5 dB. The other two time-slots (TS2 and TS3), corresponding to the 
output of the O-E 2R regenerator, were also measured under best and worst ADORE phase, in 
order to investigate whether data phase variations at the ADORE input affect the other OTDM 
time-slots. Plots ‘TS2 ADORE best’ and ‘TS2 ADORE worst’ correspond to the TS2 slot 
when the data input to the ADORE was at best and worst phase, respectively. Corresponding 
plots were also taken for TS3. It can be seen that the performance of TS2 degrades by 1 dB, 
whilst TS3 does not degrade, when the data phase is varied to the ADORE input. Figure 5(b) 
shows the 130 Gbit/s eye that was recorded at the EAM input, in the case of worst data phase 
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 Fig. 5. (a) Receiver bit error rate curve measurements for the three OTDM tributaries 
(ADORE, TS2, TS3) under best and worst input data clock phases to the ADORE. (b) Eye 
diagram (PicosolveTM optical sampling scope) for the worst input phase to the ADORE. 
at the ADORE input, and when the TS2 was found degraded. With reference to Fig. 5(b), the 
TS2 degradation most likely originates from demultiplexing cross-talk due to the imperfect 
EAM, in combination with the presence of residual power in the TS1 ‘0’s on the side of TS2. 
The PicosolveTM high bandwidth optical oscilloscope also indicates that there is no cross-
talk between the channels before demultiplexing. In conclusion, the results have demonstrated 
that, after demultiplexing, the BER fluctuations due to phase variability are constrained to the 
tributary channel of interest, and negligible crosstalk variation is observed. These results still 
hold for the case where all three WDM channels are retimed using identical single-wavelength 
ADOREs. In case of bit-slips due to synchronization in the WDM-to-OTDM subsystem we 
have considered two possible scenarios. In short networks it seems to be most efficient to 
simply resend damaged frames. In larger networks we use data bursts with guard bands and 
only allow synchronization for times that are larger than a bit slot during the guard intervals. 
3.3 2R Multi-wavelength Regenerator 
Several approaches have been proposed for performing all optical regeneration. Here we have 
implemented a fiber-based schemes relying on the Kerr nonlinearity. We thereby take 
advantage of the ultra-fast response, a simple design and obtain with our design a multi-
wavelength scheme. For single channel operation the most representative fiber-based 2R 
scheme has been introduced by Mamyshev [18]. It relies on the self-phase modulation (SPM) 
 
Fig. 6. Operation principle of the fiber-based 2R regenerator. The two degraded 130 Gbit/s 
input signals are individually amplified and counter propagate in the HNLF, where self-phase 
modulation (SPM) induced spectral broadening takes place. In combination with subsequent 
offset filtering this leads to the regenerated output signals. Eye diagrams indicate excellent 
regenerative performance in dual-channel operation. 
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induced spectral broadening, that takes place in a highly nonlinear fiber (HNLF), and the 
subsequent filtering at an offset wavelength. However, the direct extension of this scheme to 
multi-channel regime is generally restricted by the presence of inter-channel nonlinearities 
such as four wave mixing (FWM) and cross-phase modulation (XPM) that compete directly 
with SPM. Mitigation of those degradations can be achieved by complete and rapid “walk-
through” of the data pulses within the adjacent channels. This can be achieved either by 
exploiting some form of specific dispersion management within complex fiber assemblies 
[22] by using dispersion decreasing fiber [23], or by using bidirectional propagation [24,16]. 
In the switching node we implemented a scheme for the simultaneous regeneration of two 
input channels at 130 Gbit/s [16]. The operation principle of this regenerator is illustrated in 
Fig. 6. The two different data streams are split, filtered and guided into amplifiers each. 
Subsequently, the two signals are launched by means of a circulator in counterpropagating 
manner into the HNLF. This allows separation of the incoming and outgoing signals at the 
fiber input/output ports. The outgoing signals are finally filtered at an offset of ~3 nm with 
respect to the incoming carrier wavelengths by a 2 nm optical band-pass filter. 
We performed bit-error-rate (BER) measurements on both channels for both single- and 
dual-channel operation [16]. Having artificially degraded the extinction ratio of the input 
pulse streams the corresponding BER measurements confirmed that complete correction of 
the ~4 dB power penalty (at BER = 10−9) can be achieved at the regenerator output for both 
channels in the presence of the interfering channel. The almost identical performance for dual 
or single channel operation shows that the regenerator operation is not adversely affected by 
the presence of a second channel. Note that when using the bi-directional configuration 
together with polarization multiplexing it is possible to scale the number of channels to be 
regenerated to four [25]. 
4. Experimental Demonstration of Full Node Assembly 
 
Fig. 7. Node setup for switching scenario 1: λcore1 is switched through, see E. λcore2 is dropped 
and mapped to different tributaries (λdrop1, λdrop2, λdrop3), see C. λdrop1 and λdrop3 are looped back 
together with the added λaccess2, see D, while λdrop2 is switched to the metro / access ring. The 
multi-wavelength core signal is finally regenerated, see (E,F). 
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This section will cover the full node demonstration with multiplexing in frequency and time. 
The excellent performance of the proposed solution will be verified by studying a multiple of 
switching scenarios, showing dynamic bandwidth allocation for time-varying traffic demands. 
The experimental implementation of the switching node is shown in Fig. 7. 
The switch interconnects two access rings, each carrying 3 × 43 Gbit/s WDM signals, with 
a core ring carrying 2 × 130 Gbit/s signals generated with mode-locked lasers. The switch 
itself comprises a ROADM, a MEMS switch, the OTDM-to-WDM unit (also see section 3.1), 
a WDM-to-OTDM unit (also see section 3.2) and a 2R multi-wavelength signal regenerator 
(also see section 3.3). The clock recovery unit, required for supplying a synchronous clock 
signal to the OTDM-to-WDM subsystem, is an opto-electronic oscillator as in [26]. It 
oscillates at 43 GHz, and it includes a 40 GHz EAM of low polarisation dependent loss, a 40 
GHz photodiode and a band-pass RF filter with resonant cavity of Q = 1000. In Fig. 7, capital 
blue letters are marking reference points in the setup where BER and Q-factor measurements 
have been performed. 
To demonstrate the functionality of the grooming switch we show partial Add, Drop and 
 
Fig. 8. Optical spectra, eye diagrams and Q-factors at various reference points for different 
switching scenarios: (a) 130 Gbit/s input signals and OTDM-to-WDM converted signals when 
λcore2 is dropped. (b) Switching Scenario 1 (see also Fig. 7). 
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TSI functionality by means of the following switching scenario (Fig. 8). The core path 
supports two 130 Gbit/s signals (λcore1, λcore2) with Q-factors of 18.7 and 20.0 dB, respectively. 
Each one of them consists of 43 Gbit/s tributaries TS1, TS2 and TS3. In a first network 
scenario we drop TS2 from λcore2 onto λdrop2 and add access channel λacc2 instead. 
This is implemented as follows: λcore2 is dropped to the OTDM-to-WDM unit where its 
tributaries are simultaneously extracted by choosing the appropriate time delays in a single 
nonlinear optical time gate (here an EAM). The time slot to wavelength mapping is 
determined by arranging the delays. Here, λcore2 is split up and mapped as follows: TS1→λdrop1, 
TS2→λdrop2, TS3→λdrop3. The qualities of the corresponding drop channels are 18.3 dB, 19.2 
dB, and 19.8 dB, respectively (Fig. 8(a)). Channels λdrop1 and λdrop3 are subsequently mapped 
along with the wavelength λacc2 to the WDM-to-TDM unit. It comprises three ADORE units, 
each unit converting one WDM channel to an OTDM tributary, by performing asynchronous 
retiming and pulse-width adaptation. Fixed delay lines at the output stages of the WDM-to-
OTDM interleave the tributaries to form the OTDM channel, thus associating each ADORE 
with a certain tributary (e.g. λdrop1→TS1, λacc2→TS2, λdrop3→TS3). By reordering the WDM 
channel connections to the ADORE units through the MEMS switch, also TSI functionality 
has been obtained. The switching scenarios 2 and 3 in Table 1 show such a TSI experiment. 
Table 1. Three different switching scenarios giving time slot constellations and excellent 
Q-factors for the added core signal λcore2, add. Note that in scenario 2 and 3, time-slots TS1 
and TS2 are interchanged. 
 
The difference of the two scenarios is that the content of TS1 and TS2 is interchanged 
(λdrop2 from TS1 to TS2 and λacc2 from TS2 to TS1) while TS3 is left unchanged. This is 
achieved by reconfiguration of the MEMS switch. The newly formed OTDM channel λcore2, 
add generated by the WDM-to-OTDM subsystem has a quality of Q2 = 20.2 dB for scenario 1 
(Fig. 8(b), point D). Finally, the WSS maps both the through λcore1 and λcore2, add channel to 
the multi-wavelength regenerator subsystem. After regeneration, λ’core1 and λ’core2, add exhibit 
a Q2 improvement of 2.5 dB and 2.6 dB, respectively, compared to their inputs A and D. The 
Q-factor improvement compared to the input signals is attributed mainly to the non-optimum 
extinction ratio of the input signals (see also eye diagrams in reference point A and D as 
compared to E and F in Fig. 8). Significant polarization dependence was not observed and 
polarization therefore not adjusted to optimum operation points throughout the setup. All Q-
factor measurements were performed using an all-optical sampling scope (Picosolve®). Many 
more switching scenarios have been tested where we found similar results. 
BER measurements (Fig. 9) support the excellent Q-values measured. For the switching 
scenario shown in Fig. 8(a) we measured the performance of the 130 Gbit/s transmitters and 
the corresponding outputs of the regenerator. For λ’core2, both timeslots carrying the looped 
back TS1 = λdrop1 and the added λacc2 = TS2 showed penalties of only 2.15dB and 2.1dB, 
respectively. Comparing the BER curve slopes of λcore2 to λ’core2(λaccess) and λ’core2(λdrop1) one 
can observe less steep slopes for λ’core2(λaccess) and λ’core2(λdrop1). Now, note that both 
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λ’core2(λaccess) and λ’core2(λdrop1) traverse the WDM-to-OTDM subsystem. Actually, similar 
slopes can be found when looking at the BER curves of the WDM-to-OTDM setup in Fig. 
5(a). We therefore attribute the flat slopes of the BER curves of λ’core2(λaccess) and λ’core2(λdrop1) 
to this penalty. Even passing through the all-optical 2R regenerator does not correct for the bit 
errors that occurred during the digital WDM-to-OTDM conversion. The measurements were 
done with a PRBS of length 231-1. 
 
Fig. 9. BER measurements for switching scenario 1. All measurements were taken using an 
EAM performing temporal demultiplexing from 130 Gbit/s to 43 Gbit/s. 
5. Conclusion 
A novel optical switching node with sub-rate traffic grooming and multi-wavelength 
regenerative capabilities has been successfully demonstrated. It provides interconnection of 
high bit-rate 130 Gbit/s core rings with lower bit-rate 43 Gbit/s metro rings. The TRIUMPH 
switch node is expected to boost the progress in the metro networks and to match the 
technological leaps that have already been carried out at the backbone and the access parts. 
This approach does not only offer broadband access for every user but also interoperability 
with existing infrastructures providing a smooth migration path from existing to future 
infrastructures and supporting a variety of new services and applications. One key to the 
success of this demonstration was the exploitation of nonlinearities in HNLF. An alternative 
approach could be the use of short silicon-organic hybrid slot waveguides with a record 
nonlinearity coefficient of γ ≈1 × 105 W−1 km−1 [27]. In view of the potential for improving 
fiber-chip coupling and waveguide loss, this technology could be key for offering higher 
bandwidth and less power consuming subsystems in the future. 
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