User-supplied data such as browsing logs, click-through data, and relevance feedback judgements are an important source of knowledge during semantic indexing of documents such as images and video. Low-level indexing and abstraction methods are limited in the manner with which semantic data can be dealt. In this paper and in the context of this semantic data, we apply latent semantic analysis on two forms of usersupplied data, real-world and artificially generated relevance feedback judgements in order to examine the validity of using artificially generated interaction data for the study of semantic image clustering.
INTRODUCTION
Approaches to automatic image annotation span a wide variety of methods, from latent and generative models [1, 2] , to machine translation [3] , to classification-based approaches [4, 5, 6] . These methods have proven a good starting point for bridging the semantic gap, but the problem still exists. This "gap" between low-level features and concepts depicted in images is the fundamental problem in computer vision and in order to narrow it, new methods of gathering semantics relating images to one another are needed. It is well known that user trends can be extracted from web server logs [7, 8] with applications in collaborative filtering, trend detection, etc., and the same can be applied in the image retrieval setting.
Inferred semantic relationships can take many forms, but the more popular can be categorised as: browsing logs, where users casually peruse a document collection with no formal information need; click-through data, where information is sought but evidence of interest (the "click") does not necessarily imply relevance [9, 10] ; and relevance feedback judgements, where the user has a definite query and explicitly rates search results with respect to relevance [11, 12] .
In this paper we will focus on exploiting long-term relevance feedback (RF) judgements for the semantic clustering of images. Ideally, a large amount of RF data is required. Due to difficulties in accumulating this type of user interaction, we also seek to demonstrate that, at least from an investigative perspective, artificially generated data is also very useful, if only for the validation of the machine learning models. Many studies have used artificial relevance feedback data [13, 14, 15, 16, 17] , but none provide justifications on this data and no comparisons have been made between artificial and real-world data. This is an issue we wish to address in this paper.
Long-term (or inter-query) learning is the collection of RF data over many queries (and even possibly many users) and is ideal for building a semantic index over an image database. During a query session, images marked relevant or irrelevant with respect to the information need are recorded and used to build a semantic space where, after sufficient data is collected, similarities between otherwise unrelated images (in the lowlevel feature space) can be made apparent and used in later queries. Taken one step further, this data can be used to directly propagate image annotations across a database.
Over time and continued use of the retrieval system, the idea is that the semantic relationships, annotations, and indexes can become more and more accurate, reflecting the semantic knowledge held by the users. The idea itself is not new, and has been in the literature for several years [13, 12, 17, 10] . However, the problem has not been adequately explored. Questions we hope to answer in this study are:
• the viability of using artificially generated relevance feedback data to study algorithms for image clustering,
• the required level of database coverage of the RF data for sufficient image clustering (the degree of sparsity),
• and the issues surrounding performance over a traditional feature-based approach.
In the next section, we introduce some of the more relevant past works. We then describe latent semantic analysis (LSA) and how it is used for long-term learning. Next, we detail the image database and the real-world and artificially generated relevance feedback data used in the experiments. The experiments follow, where we evaluate the model according to different parameters and make comparisons with a simple low-level feature-based approach in the context of a retrieval system. The implications of using and differences between artificially generated data and data collected from real users are then presented.
RELATED WORK
There are a handful of studies which use long-term learning for a variety of purposes, from image annotation to indexing and retrieval. Previously, relevance feedback was used only only within the duration of the query session (intra-query learning); once the query was finished this information was discarded. The Viper group produced one of the first studies which looked at using inter-query learning to aid future queries [11] . The authors analysed the logs of queries using the GIFT (GNU Image Finding Tool) demonstration system over a long period of time and used this information to update tf-idf feature weightings in the low-level feature index.
In [18] , a general framework is described which annotates the images in a collection using relevance feedback instances. As a user browses an image database using a CBIR system, providing relevance feedback as the query progresses, the system automatically annotates images using the relationships described by the user. In [14] , the authors combine interquery learning with traditional low-level image features to build semantic similarities between images for use in later retrieval sessions. The similarity model between the request and target images are refined during a standard relevance feedback process for the current session. Similarly, in [19] , a statistical correlation model is built to create semantic relationships between images based on the co-occurrence frequency that images are rated relevant to a query. These relationships are also fused with low-level features to propagate the annotations onto unseen images.
Inter-query learning is used in [13] to improve the accuracy of a retrieval system with latent semantic analysis. Random queries were created and two sessions of relevance feedback were conducted to generate the long-term data to be processed by LSI. From experiments on different levels of data, they conclude that LSI is robust to a lack of data quality but is highly dependent on the sparsity of interaction data. In another study, authors use long-term learning in the Pic-SOM retrieval system [20] . PicSOM is based on multiple parallel tree-structured self-organising maps (SOMs) and uses MPEG7 content descriptors for features. The authors claim that by the use of SOMs the system automatically picks the most relevant features.
Relevance feedback is used in [17] to generate a semantic space on which a support vector machine is trained. Lowlevel features are used in conjunction with the long-term relevance feedback data to improve performance in the MiAlbum image retrieval system. Artificial relevance feedback data was generated by running simulated queries on a database of categorised images. The positive and negative examples were taken from the top three correct and top three incorrect results respectively.
In [15] , long term user interaction with a relevance feedback system is used to make better semantic judgements on unlabelled images for the purpose of image annotation. Relationships between images which are created during relevance feedback can denote similar or dissimilar concepts. The authors also try to improve the learning of semantic features by "a moving of the feature vectors" around a group of concept points, without specifically computing the concept points. The idea is to cluster the vectors around the concept centres.
Markov random walks are employed in [10] on a large bipartite click graph of queries and documents (images) collected from popular online search engines. By following walks either backward or forward from the query on the graph, document clusters can be found for associated search keywords.
LATENT SEMANTIC ANALYSIS
Latent semantic analysis was born out of text retrieval and uses at its core singular value decomposition [21] . Given a sparse m × n term-document matrix A, a decomposition A = U ΣV T is calculated, normally through a QR decomposition, which yields U (m × n), the term-concept matrix, S (n × n), a diagonal matrix containing the singular values in decreasing order, and V T (n × n), the concept-document matrix. Normally, a form of dimension reduction is then applied, often referred to as rank lowering, where only the top k singular values are retained, and the original matrix can be approximated by multiplying the three components
This dimension reduction has the effect of causing zero valued entries in the original matrix A to become non-zero. By multiplying either the term-concept matrix U or the conceptdocument matrix V by the diagonal matrix S and their respective transposes, one determines directly a term-term (or document-document) similarity matrix:
and
Because latent semantic analysis traditionally work with term-document matrices in text retrieval, we shall adapt this format our relevance feedback data, as has been shown in [13, 17] . Thus, the terms become the images and the documents become the relevance feedback data. In this way, each instance of relevance feedback can be thought of as a document containing occurrences of images as terms. Some "documents" may share terms, meaning an image has been marked relevant in more than one query.
Thus, for a database of m images and n relevance feedback sessions, the image-session matrix A would take the form:
where each element
Our decision to use latent semantic analysis over classical supervised classification approaches comes from the fact that LSA is very good at discovering underlying concepts in data without the need of having these categories defined initially. LSA is also naturally suited for dealing with the termdocument matrix because the derived semantic classes are orthogonal. A problem does arise, however, when there are many overlapping semantic classes. Singular value decomposition is not well suited for this problem. In this paper, the semantic classes are assumed (and generated) to be nonoverlapping.
EXPERIMENTS

Database
As we have seen from previous work, exploitation of user interaction can help bridge the semantic gap by making available the underlying semantic knowledge expressed by users during image retrieval sessions. However, real-world user interaction data is often difficult and time-consuming to acquire. We seek to demonstrate that artificially generated user interaction data can help understand how algorithms work in the semantic space without the tedious data collection problems. Furthermore, the data can be specially crafted to observe certain effects, such as the emergence of new semantic relationships between queries, and how this affects automatic categorisation and annotation.
The image database used in the following experiments is a subset of the Corel collection. For purposes of data visualisation, this database was kept small with a total of 200 images from 10 categories (20 images per category) 1 . For each image, we extracted colour information to be used as the low-level features. Each image was segmented in to 9 rectangles (3x3) and the first three colour moments (mean, variance, skewness) were calculated for each segment and used to build feature vectors. Thus, for each image, there exist 81 colour features. Because of the compactness of the feature space, a simple distance measure is sufficient for determining image similarities:
where x and y are the feature vectors for image X and Y respectively.
Relevance feedback data
We collected a pool of relevance feedback judgements on the aforementioned Corel subset. The queries were designed such that the user was shown an image and then required to locate it in the database using the GIFT (GNU Image Finding Tool) image retrieval system 2 . After each relevance feedback iteration, colour and texture weights are updated and a new set of results is displayed. Approximately five queries per for each of the 10 image categories were performed, thus, yielding around 50 relevance feedback sessions.
Next, a set of artificial relevance feedback was created based on the same image categories. The structure of this data allows us to vary the sparsity and noise for further study. For comparison with the real dataset, we constructed five queries per category. Using the 10 image categories, a complete imagesession matrix was generated such that all images in each category are positively related to each other via an artificial query. Similarly, all images outside of a specified category are negatively related to those inside the category, simulating negative relevance feedback judgements (see Figure 1 (a) ). This highly redundant image-session matrix is then augmented with uniform noise to closely emulate the data collected from actual relevance feedback sessions. As we will see, this will allow us to adjust levels of sparsity to determine the minimum amount of relevance feedback data for optimal image clustering.
To vary the sparsity and noise of the artificial data, we generated uniform noise thresholded at a coverage percentage. For example, noise generated at a coverage percentage of 80% would randomly delete 80% of the elements in the image-session matrix, simulating the sparsity seen in the realworld data. This deletion is realised through matrix multiplication, where a matrix of uniform noise N c thresholded at coverage c (such that each element n ij = {0, 1}) is multiplied with the complete image-session matrix A: Figures 1 (b) and (c) show the image-session matrices for the real and artificially generated data, respectively. Darker areas represent negative relevance feedback while ligher areas represent positive relevance feedback, meaning the image corresponding to the row is relevant to the query, which corresponds to the column. 
System model
The semantic clustering is designed to operate in an image retrieval system where relevance feedback can be applied. The general overview is as follows:
1. Relevance feedback data is stored from query sessions 2. A semantic similarity index is generated using latent semantic analysis 3. These new image similarities are used to enhance future retrieval results
We conducted the experiments as follows. We first did empirical studies on the parameters of our latent semantic analysis model over both RF datasets. Using these tuned parameters, we then ran tests on the artificial RF data to determine the minimum coverage needed for sufficient clustering in the semantic space. Average precision was used for each of these measures. These results are compared with colourmoment based similarity.
Image similarity in the semantic space is evaluated using the method described in Section 3 Eq. 2. Figure 2 shows the similarity matrices for real and artificial relevance feedback data for SVD retaining 10 singular values. These are for example only, the values chosen were empirically set (see Figure 3 (a) and (b) ).
(a) Similarity matrix for real data (b) Similarity matrix for artificially generated data Fig. 2 . Example similarity matrices based on SVD retaining 10 singular values for (a) real and (b) artificially generated data Figure 3 (a) shows the average precision on the real data while varying the number of singular values for SVD. Average precision is also given for the colour features and a randomly generated similarity matrix for comparison. The average precision for the colour features is based on a query returning 20 results. The data points do not change as no parameters for colour similarity were altered during the experiment. Figure 3 (b) shows the average precision on the artificial data while varying the number of singular values for SVD. The artificial data leads to much less stable performance curves yet both appear to peak near 10 singular values and then descend slightly. This is due to the low-rank approximation of the original matrix by retaining the largest k singular values. Retaining too many singular values inhibits the propagation of data, essentially leaving the concept space too large. We know from the data that there are indeed 10 distinct concepts. In [17] , it was shown that optimal rank in the approximated image-session matrix is closely related to the number of semantic classes in the data. In this way the latent models act to cluster the images into these semantic groups, yielding the highest average precision when an optimal value has been reached. Figure 4 shows the average precision while varying the coverage of the artificial data over the database. We begin with a complete image-session matrix, where each image can be linked to any other semantically relevant image, iteratively and randomly deleting elements from the image-session matrix. The purpose is to show the minimum percentage of relevance feedback coverage required to have a reasonably useful precision for future queries. Interestingly, the system shows reasonable performance with just 30% relevance feedback coverage (70% simulated element deletion).
Discussion
The average precision for the real data is visibly more stable than for the artificial data. The peak performance for LSA is between 10 and 15 singular values for both datasets, indicating that this is the optimal parameterisation for the lowrank approximation and propagation of non-zero values for this data 3 . Overall, the artificial data, while modeled on the real-world data, performs relatively well. There is some instability, but both plots appear very similar, peaking near 30% average precision and gradually descending to around 24% as more singular values are retained.
On the amount of coverage required for sufficient semantic clustering, Figure 4 shows us that for LSA, we do not have much to gain by having more than 30% of the images in the database associated to one another via the RF data, and at more than 50% coverage there is virtually no improvement. These findings are supported by an earlier work, where the authors note that as little as 25% of the images are required to be annotated with RF data [13] .
With respect to performance over the use of low-level features, the semantic data is ideally suited for clustering the images into semantic categories because the relevance feedback judgements come from users who can understand these relationships. Low-level feature distances have a very limited knowledge of the higher-level concepts inherent in the data and are thus more suited to measuring distances in these lowlevel spaces. The Corel subset used in this study was selected to show unambiguous semantic similarity while also having relatively similar inter-class colour characteristics.
CONCLUSION
In this paper we have demonstrated the usefulness of latent semantic analysis for generating a similarity index over an image database. With continued use of the retrieval system, relationships between images become stronger and benefit future queries. We discussed the differences between real-world and artificially generated interaction data and have shown that for the purposes of algorithm and parameter selection and validation, artificially generated data is a suitable candidate when real-world data is difficult to acquire. This validation has never been considered in previous studies on long-term learning where artificial data was used.
We found that only fraction of the images in the database need to be judged with respect to a query in order for a semantic clustering to take place. This may, to some extent, help to allay fears of the "cold-start" problem associated with longterm learning where the retrieval system will not be "usable" until it has been "used" for a sufficient period of time. Deployed efficiently in application areas with high user traffic such as internet search engines, the cold-start problem may not be noticeable.
Human activity tends to follow a power-law distribution, which we have not taken into account. For a more effective study, we propose to generate the artificial data according to a power-law distribution, with the majority of RF judgements being from several classes, and the remainder making up the tail of the distribution.
In the future, we look to validate these experiments on larger sets of both real and artificial data. We propose to collect data from many users of an image retrieval system on a large catalogue of images over a larger number of semantic categories. This will both further validate the relationship between the optimal rank approximation of SVD and the perceived concepts in the semantic space, as well as help uncover scalability issues relating to LSA and large matrices.
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