Abstract. Let f run over the space H 4k of primitive cusp forms of level one and weight 4k, k ∈ N. We prove an explicit formula for the mixed moment of the Hecke L-function L(f, 1/2) and the symmetric square L-function L(sym 2 f, 1/2), relating it to the dual mixed moment of the double Dirichlet series and the Riemann zeta function weighted by the 3 F 2 hypergeometric function. Analysing the corresponding special functions by the means of the Liouville-Green approximation followed by the saddle point method, we prove that the initial mixed moment is bounded by log 3 k.
Introduction
Let H 2k be the normalised Hecke basis for the space of holomorphic cusp forms of even weight 2k ≥ 2 with respect to the full modular group. Every function f ∈ H 2k has a Fourier expansion of the form (1.1) f(z) = n≥1 λ f (n)n k−1/2 exp(2πinz), λ f (1) = 1.
Consider the mixed moment at the critical point:
, where the corresponding L-functions are defined for ℜs > 1 as
and admit the analytic continuation to the whole complex plane. Note that we consider only k divisible by 4 in (1.2) because otherwise L(f, 1/2) is identically zero.
The mixed moment (1.2) with an extra smooth average over weight was studied in [1] by combining an explicit formula for the first moment of symmetric square L-functions and an approximate functional equation for the Hecke L-function. This approach along with the Liouville-Green method appeared to be quite effective, producing an asymptotic formula with an arbitrary power saving error term.
However, the same problem without extra smooth averaging is much more difficult in view of analysis of non-diagonal terms. For this reason, we modify the methodology of [1] , relying entirely on the method of analytic continuation. More precisely, we prove an explicit formula for the mixed moment (1.2), which contains the diagonal main term of size log k, the non-diagonal main term of size k −1/2 and dual mixed moments weighted by 3 F 2 hypergeometric functions. In order to state explicitly non-diagonal terms in (1.2), it is required to introduce the generalised Dirichlet L-function Finally, the last term involves the product of the Riemann zeta function with the double Dirichlet series weighted by 3 F 2 hypergeometric function: Remark. The formula (1.5) contains the error term O (k −1+ǫ ) with the goal to shorten the statement of the main result. This error term can be replaced by a completely explicit expression. See (5.2), Lemma 5.5 and Lemma 5.10 for details.
The first and the second terms in (1.5) can be estimated as follows:
The analysis of the third term given by the integral of G 2k (0, s) is the core part of this paper. Using the representation (5.29) for G 2k (0, s) in terms of the Mellin transformĝ 2k (u, v; s) studied in Lemma 4.5, it is required to estimate the weighted mixed moment of the double Dirichlet series and the Riemann zeta function:
f,g (ir)ζ(1/2 − 2ir)ĝ 2k (0, 0; ir)dr.
The contribution of |r| > 3k is negligibly small because in this range the function g 2k (0, 0; ir) is of rapid decay by Lemma 4.8. In the remaining range, we use the representation (4.28) forĝ 2k (0, 0; ir) as an integral of the function Φ 2k (u; x) defined by (3.2) . Applying the Liouville-Green approximation (4.47) for Φ 2k (u; x) in terms of Y 0 and J 0 Bessel functions, we prove that for k := 4k − 1 we have (see Lemma 4.9) (1. (sin(2x)) 1/2 J 0 (kx)x 1/2 dx + O(k −3/2 ).
We remark that taking the absolute values to estimate the integrals in (1.8) and using standard estimates for the Bessel functions yieldsĝ 2k (0, 0; ir) ≪ k −1/2 , and consequently M(0, 0) ≪ k 1/2+ǫ . In order to improve these bounds, we analyse the integrals in (1.8) further by making the partition of unity and replacing the Bessel functions with their asymptotic formulas. Consequently, it is required to study the oscillating integral (see Lemma 4.11) (1.9) π/2 0 β(x) exp(ikh(x)) (sin(2x)) 1/2 dx, where β = β(x) is a smooth characteristic function vanishing at the end points, and h(x) = −x + 2r k log(tan x).
A possible approach to estimate the integral (1.9) is the saddle point method. However, as 4r → k we encounter the problem of two coalescing saddle points. It is known that in this case the considered integral has different behaviour in three different ranges: r is small, r is near k/4, r is large. As the standard saddle point method cannot be applied in such situation, we follow instead [4, Section 9.2], which describes the method that was originally developed by Chester, Friedman and Ursell [7] , with some additional ideas due to Bleistein [3] . As a result, we obtain a uniform expansion of (1.9) in terms of the Airy function (see (4.88)), which yields the following result. Lemma 1.2. Let δ be some fixed constant such that 0 < δ < 1/4. For k 1/2−δ < r ≤ k we have
This lemma is the key ingredient for the proof of the second main theorem. Theorem 1.3. The following upper bound holds
The estimate of Theorem 1.3 is at the edge of current technology. A similar result in the q-aspect was proved by Petrow [16] . More precisely, [16, Theorem 1] refines the estimate of Conrey and Iwaniec [9] for the cibic moment of central L-values of level q cusp forms twisted by quadratic characters of conductor q. See also [17, 18, 21] for related results. The role of the dual moment (1.7) in this case is played by the weighted fourth moment of Dirichlet L-functions, as shown in [16, Theorem 2] .
Another related problem is the cubic moment of cusp form L-functions of level one and large individual weight. In this direction, Peng [15] proved that (1.12)
The method of this paper allows replacing k ǫ in (1.12) by log 5 k. Consequently, it is possible to obtain a slightly improved subconvexity estimate
The dual moment in this case is the fourth moment of the Riemann zeta function weighted by the 3 F 2 hypergeometric function.
The common characteristic of all mentioned moments is that in order to derive asymptotic formulas, it is required to evaluate the dual moments very carefully taking into consideration the oscillatory behaviour of the corresponding 3 F 2 hypergeometric functions. Our results yield a uniform approximation of 3 F 2 in terms of simpler functions, which may be useful for further study of these problems.
The main difference between the mixed moment (1.2) and the above mentioned moments is the appearence of the double Dirichlet series. This turns out to be a specific characteristic of symmetric square L-functions. Similar phenomenon in the level aspect was discovered by Iwaniec-Michel [11] and Blomer [5] . Furthermore, it is expected that refining the asymptotic formula of Munshi-Sengupta [13] for the mixed moment in the level aspect, it should be possible to obtain a second main term of size q −1/2 which involves special values of a certain double Dirichlet series. The paper is organised as follows. Section 2 is devoted to the generalised Dirichlet L-functions and the associated double Dirichlet series. In Section 3 we recall the explicit formula for the twisted first moment of symmetric square L-functions. Section 4 is the core part of the paper, containing all required estimates for special functions. Finally, in Section 5 we prove Theorem 1.1 and Theorem 1.3.
Generalised Dirichlet L-functions
As stated in Theorem 1.1, the non-diagonal terms of the mixed moment can be expressed in terms of the double Dirichlet series associated to the generalised Dirichlet L-function (1.4). In this section, we gather various results related to L n (s) that are required for evaluation of the non-diagonal terms.
According to [6, Section 1] , the function L n (s) considered as a function of s does not vanish only if n ≡ 0, 1 (mod 4). The completed L-function
satisfies the functional equation (see [22, Proposition 3, p. 130 
where θ = 1/6 is the best known subconvexity exponent for Dirichlet L-functions obtained by Conrey and Iwaniec in [9] . It follows from (2.2) and the PhragmenLindelöf principle that for any ǫ > 0 and ℜu > 0 the following upper bound holds
Similarly to [1, Section 2.3], we define f as the combination of the Maaß-Eisenstein series of weight 1/2 and level 4 at the cusps ∞ and 0, namely
Furthermore, we define g as follows
Using [1, (2.26), (2.27)], we associate to the functions f and g the double Dirichlet series
have a meromorphic continuation to the whole complex plane and satisfy the functional equations
. 
Then the coefficients c ± f , c ± g satisfy the following identites:
Proof. 
Note that in our case (see [1, (2.26 ), (2.27)]) C = √ 2, δ = 1/2 and (2.14)
Applying [10, (9. 
, and therefore,
we obtain
Similarly, using [10, (9. 137.11)] we have 
we obtain, using the same transformations for the hypergeometric functions as before,
Lastly, we show that
The identity (2.11) follows immediately from the expansion for L
by [10, (8.365 .10), p. 905]. Finally,
since according to (2.14) we have C = √ 2, δ = 1/2, b ∞,0 = 1/4 and b ∞,0 = 1/2.
Theorem 2.3. The following estimates hold
Proof. This is a direct consequence of [12, For 0 < x < 1 and 0 ≤ ℜu < 2k − 3/2 let
is the Gauss hypergeometric function. For simplicity, let us introduce the following notation
According to [2, (5. 3)], for x > 2 we have
According to [2, (5.5) ], for 0 < x < 2 we have
Now we are ready to state the explicit formula for the twisted first moment of symmetric square L-functions.
where
Remark. The role of the shift u is to guarantee the absolute convergence of the integral (3.4).
Special functions
For a function h(x), we denote its Mellin transform by
Let us define for 0 < x < 1
(1 − x) 1/2+v I 2k u;
In this section we analyse the Mellin transforms of the functions f 2k (u, v; x) and g 2k (u, v; x).
Lemma 4.1. For ℜs > −1/2 − ℜv and ℜv < 2k, 0 ≤ ℜu < 4k − 1, the Mellin transform of the function (4.2) can be written in three different ways:
, and
Proof. It follows from the definition of the Mellin transform (4.1) that
Substituting (3.5) into (4.7) we obtain (4.4).
Assuming first that ℜu > 0, we substitute (3.4) to (4.7). For ℜu > 0, ℜw < 1 − 2ℜv, ℜs > −1/2 − ℜv, the resulting double integral converges absolutely. Changing the order of integration and using [14, (5.12.1)], namely
we obtain (4.5). Note that the integral on the right-hand side of (4.5) converges absolutely provided that ℜs > −1/2 − ℜu − ℜv.
Moving the line of integration in (4.5) to the left and crossing the poles at w = 1 − 4k − 2j, we finally prove (4.6).
Lemma 4.2. For −1/4 < ℜv < 2k we have
Proof. Rewriting (4.6) for u = 0, we obtain
Then (4.8) follows by applying [14, (15.4.20) ].
Lemma 4.3. The following estimates hold
Proof. To prove (4.9) we apply (4.4) together with the Liouville-Green approximation of the function Ψ 2k (x) obtained in [2] . More precisely, using [2, (6.58), (6.62), (6.64), (6.68)], we have that
and
Note that there is a typo in the formula [2, (6.58 
Applying (4.4) and making the change of variable x = cosh −2 √ ξ/2, we obtain
Then according to (4.11) we have
Estimating the K-Bessel function by the means of [14, (10. 25.3), (10.30.
3)] completes the proof of the first estimate in (4.9). The derivative off 2k (0, 0; s) can be estimated similarly since it follows from (4.4) that
Lemma 4.4. The following estimate holds
Proof. For |r| ≪ 1 we estimate (4.4) trivially:
Repeating the arguments of Lemma 4.3, we obtain
Using [14, (10. 25.3), (10.30.2)] we prove (4.13). Now let us consider the case |r| ≫ 1. Introducing the notation (4.14)
we have
Integrating (4.15) by parts three times, we obtain
According to [2, (6.47 )], the function T 2k (x) satisfies the differential equation
where u = 2k − 1/2 and
.
Substituting (4.19) into (4.16), we have
To estimate the second integral in (4.20), we integrate it by parts, getting
|dx. Note that various constants are omitted since we are using the ≪ sign. Substituting (4.21) into (4.20), we obtain
Consider the second integral in (4.22) . Using (4.14), (4.18) and making the change of variable x = cosh −2 √ ξ/2, we show that
Applying (4.11) and estimating the K-Bessel function using [14, (10. 
Consider the first integral in (4.22). Using (4.18), we have for 0 < x < 1
Using (4.18), (4.25), (4.14) and making the change of variable x = cosh −2 √ ξ/2, we obtain
Applying (4.11) and the standard bounds on the K-Bessel function [14, (10. 
Substituting (4.27) and (4.24) into (4.22), we complete the proof of (4.13).
4.2.
Mellin transform of g 2k .
Lemma 4.5. Assume that −1/2 − ℜv < ℜs < 1/4 − ℜu/2 and 0 ≤ ℜu < 4k − 1/2. Then the Mellin transform of the function g 2k (u, v; x) can be written as follows:
where max(1 − 4k, 2ℜs) < ∆ < 1/2 − ℜu,
Proof. It follows from (4.1) and (4.3) that (1 + x) 1/2+v I 2k u;
Applying (3.6) to evaluate (4.31), we obtain (4.28). Assuming that ℜu > 0, we substitute (3.4) to (4.31). For ℜu > 0, ℜw > 2ℜs, ℜs > −1/2−ℜv, the resulting double integral converges absolutely. Changing the order of integration and applying [14, (5.12. 3)], namely
we prove (4.29). Note that the integral on the right-hand side of (4.29) converges absolutely provided that ℜs > −1/2 − ℜu − ℜv. Moving the line of integration in (4.29) to the right and crossing the poles at w = 1/2 − u + j, we obtain (4.30).
Lemma 4.6. For ℜv > −1/4 the following equality holds
In particular, Proof. According to (4.30) we havê
Applying [14, (15.4.20) ], this expression simplifies tô
Finally, using [14, (5.5. 3)] we obtain (4.32).
Lemma 4.7. For v → 1/4 the following asymptotic formulas hold
Furthermore,
Proof. For u = 0, 0 ≤ ℜv ≤ 1/2 and 0 < ℜs < 1/4, we move the line of integration in (4.29) to −2 + 2ℜs < ∆ < 2ℜs crossing the pole at w = 2s. Hence
where −2 + 2ℜs < ∆ < min(2ℜs, 1/2). Therefore, (4.38) is now valid for ℜs < 5/4. Choosing ∆ = 0, we obtain
Estimating the integral above trivially using Stirling's formula, we conclude the proof of (4.36). Another direct consequence of the representation (4.39) is (4.34). Finally, the formulas (4.35) and (4.37) can also be derived from (4.38) by taking the derivative with respect to s. Proof. Using the representation (4.30), we obtain
It Consequently,
According to [14, (5.5. 3)] we have |Γ(3/4−2k+j)| = |Γ(2k+1/4−j)| −1 . Furthermore,
As a result,
Using Stirling's formula [14, (5.11. 3)] we obtain that for 0 < j < 2k − 1
The function s 1 (k, j) attains its maximum at the point j = k √ 2, and therefore,
for |r| > 3k. In the same way we show that for j > 2k
The function s 2 (k, j) is decreasing. For j = 2k it follows from [14, (5.5.5)] that
Finally, we obtain
for |r| > 3k. Substituting (4.42) and (4.43) into (4.41), we prove the lemma.
To investigate the behavior of the functionĝ 2k (0, 0; ir) for |r| ≤ 3k we use the formula (4.28).
Lemma 4.9. Let k := 4k − 1. We have
Proof. It follows from (4.28) that
In order to prove (4.44), we apply the following approximation of the function Φ 2k (see [2, Theorems 6.5 and 6.10, Corollary 6.9] for details): To this end, we first make the following partition of unity:
where α 1,2 (x), β(x) are smooth infinitely differentiable functions such that for some small ε > 0 (to be chosen later), we have (4.49) α 1 (x) = 1 for 0 ≤ x ≤ ε, α 1 (x) = 0 for x ≥ 2ε,
and α
Lemma 4.10. For |r| > 1 the following holds
Proof. As the first step, we use the partition of unity (4.48) to rewrite the integrals in (4.44). Then to prove the lemma, it is required to estimate the contribution of integrals with α 1,2 (x). All these integrals can be analysed similarly. Therefore, we consider only (4.53)
Integrating by parts we obtain (4.54)
Evaluating the derivative and estimating the integral trivially with the use of [14, (10.7.1), (10.7.8)], we complete the proof of (4.52).
For simplicity, let us assume further that r > 0. The case r < 0 can be treated in the same way.
Lemma 4.11. Let δ be some fixed constant such that 0 < δ < 1/4. Then for r > 1 and ε = k −1/2−2δ we have
Proof. We substitute the asymptotic formulas for Bessel functions [10, (8. 
where (4.57)
h ± (x) = ±kx + 2r log(tan x).
The integral with h + (x) can be estimated using [19, Lemma 4.3] . More precisely,
The classical approach to estimate the integral on the right-hand side of (4.55) is the saddle point method (also called the method of steepest descent). Another possibility is the stationary phase method, which is in some sense (see discussion in [4, pp. 276-279]) an analogue of the saddle point method for Fourier-type integrals. The first step in all these methods is to determine the so-called saddle points of the function h(x) defined as zeros of h ′ (x) = 0. Using (4.56) we find that
It is convenient to introduce two new parametrs ϑ and µ such that:
Then the saddle points of the function h(x) are (4.61)
We consider only the case 4r ≤ k since the second case can be analysed similarly. Note that the condition r ≫ k 1/2−δ implies that (4.63)
Thus both saddle points belong to the interval of integration. An important observation is that as 4r → k the saddle points coalesce. It is known that in this case the behaviour of the integral changes. Therefore, it is required to analyse three different ranges:
• r is small, • r is near k/4, • r is large.
The case of coalescing saddle points is usually described in books, see [4, Section 9.2] and [20, Section 7.4] . It is well known that the standard saddle point method does not work in this situation and a more refined analysis is required. Therefore, we mainly follow [4, Section 9.2] . This approach was originally developed by Chester, Friedman and Ursell [7] , with some additional ideas due to Bleistein [3] .
The main idea of the method is to change the variable of integration such that the integral can be written in terms of the Airy function, which has for real x the following representation:
For simplicity, let us denote
Our goal is to estimate the integral (see (4.55))
To this end, following [4, (9.2.6)] we define a new variable t such that:
where the constants γ and ρ are chosen such that the point x = x 1 corresponds to t = −γ and the point x = x 2 corresponds to t = γ. These conditions yield h(x 1 ) = 2γ
and therefore, (4.68) 4γ
Evaluating h(x 1,2 ) we find that ρ = −π/4 and (4.69) 4γ
Note that for 0 < ϑ < π/4 the right-hand side of (4.69) is positive, and that for ϑ = π/4 we obtain γ = 0. 
As in [4, (9.2.20) ] we write
where (see [4, (9 
Note that a 0 and a 1 are chosen such that the function H 0 (t, ϑ) is regular at points t = ±γ.
To evaluate a 0,1 , as well as to analyse the properties of H 0 (t, ϑ), we need some preliminary results.
Lemma 4.12. For ϑ < π/4 we have
For ϑ = π/4 we have
Proof. First, consider the case ϑ < π/4, t = −γ. We can write (4.77)
Let us compute b i , c i for i = 0, 1, 2. Note that b 0 = 0 since the point x = ϑ corresponds to t = −γ. We have
Substituting the expansion for (x − ϑ) from (4.77) into (4.78), we show that
It follows from (4.67) that
Substituting (4.77) into (4.80) yields (4.81)
Using (4.81) and (4.79), we obtain
This proves (4.74) and (4.75) for t = −γ. The case t = γ is similar.
Second, consider ϑ = π/4. In that case γ = 0. We can write
e n t n .
We proceed to compute d i , e i for i = 0, 1, 2, 3. Note that d 0 = 0. Furthermore, we have
Substituting the expansion for (x − π/4) from (4.82) into (4.83), we show that (4.84) e 0 = e 1 = 0, e 2 = 2d Using (4.85) and (4.84) we finally show that
This completes the proof of (4.76). Proof. Consider the case ϑ < π/4. It follows from (4.73), (4.71), (4.74) and (4.65) that
As a consequence of (4.63) we obtain (4.86).
Consider the case ϑ = π/4. It follows from (4.73), (4.71), (4.76) and (4.65) that a 0 = 2 −1/3 and
This proves (4.87).
Substituting (4.72) into (4.70) and using Lemma 4.13, we obtain the following representation for our integral
Using (4.64) and integrating by parts yields
Using (4.65) and Lemma 4.12 we obtain the estimate
which completes the proof of (4.89).
Substituting (4.89) into (4.88) we obtain for k 1/2−δ < r ≤ k/4 (see (4.63)) that
It follows from (4.59) and (4.69) that
Consequently,
Using (4.97) to estimate the integral in (4.55), we finally prove Lemma 1.2.
Explicit formula for the mixed moment
This section is devoted to proving an explicit formula for the mixed moment
To this end, we introduce two complex variables u, v with sufficiently large real parts and consider the shifted moment
This enables us to use the technique of analytic continuation. Let us assume for simplicity that 0 < ℜu < 1 and ℜv > 3/4 + ℜu/2. Using (1.3) and Lemma 3.1 we obtain
As a consequence of (3.8) and (5.3) we obtain
Similarly, it follows from (2.7), (3.9) and (5.3) that
We remark that a part of the main term is also contained in ET 1 (u, v) and ET 2 (u, v), which we analyse in detail in the next two subsections.
Analysis of ET 2 (u, v).
Lemma 5.1. For 0 < ℜu < 1, ℜv > 3/4 + ℜu/2 we have
Proof. Substituting (3.11) into (5.4) we obtain (5.10)
It follows from (3.4) that I 2k (u; x) ∼ x 1−4k as x → ∞. Thus
And we see that the double series on the right-hand side of (5.10) converges absolutely provided that ℜv > 3/4 + ℜu/2. Changing the order of summation in (5.10) and making the change of variables m = n 2 − 4l, we obtain
Rewriting this using (4.2) yields
Applying the Mellin inversion formula for f 2k (u, v; m/n 2 ) completes the proof.
Lemma 5.2. For ℜv > 3/4 we have
where 1/2 − ℜv < σ < −1/4 and
Proof. We first let u = 0 in (5.9). Then for ℜv > 3/4 the following formula holds
where 1/2 − ℜv < σ < −1/4. It follows from (2.7) that
Since L n (s) vanishes if n ≡ 2, 3 (mod 4), we obtain using (2.6) and (5.15) that
Furthermore, Lemma 5.3. For 1/2 < ℜv < 3/4 we have
where F 2k (v, s) is defined by (5.13).
Proof. The function F 2k (v, s) has a simple pole at s = −1/4 coming from ζ(1/2−2s).
Moving the line of integration in (5.12) to σ = 0 we cross this pole, obtaining
The right-hand side of (5.20) shows that ET 2 (0, v) can be continued to the region ℜv > 1/2. To prove (5.19) it remains to evaluate the residue. Using (5.13) we have
Applying (4.8) we prove the lemma.
Lemma 5.4. For 0 ≤ ℜv < 1/2 we have
Proof. The function F 2k (v, s) has a double pole at s = 1/2−v coming from L + f,g (s+v). To prove the analytic continuation of ET 2 (0, v) to the region ℜv < 1/2, we apply [8, Corollary 2.4.2, p. 55], which yields for ℜv < 1/2 that
Lemma 5.5. The following formula holds
Proof. Comparing (5.8) and (5.21), we find that in order to prove (5.22) , it is required to show that
Since Γ(1/4)Γ(3/4) = π √ 2 we need to verify that √ πL
, and this follows from (2.9).
Lemma 5.6. For any ǫ > 0 we have
Proof. This follows immediately from (5.21), (5.13), Lemma 4.3, Theorem 2.3 and the estimate (4.13).
Analysis of ET 1 (u, v).
Lemma 5.7. Assume that 0 < ℜu < 1 and ℜv > 3/4 + ℜu/2 + max(θ(1 − 2ℜu), 0). Then the following formula holds
where 1/2 − ℜv < σ < −1/4 − ℜu/2.
Proof. Substituting (3.10) into (5.4) we show that
It follows from (3.4) that I 2k (u; x) ∼ x 1/2−ℜu as x → 0. Using this fact and applying (2.3), we obtain
Therefore, the double series on the right-hand side of (5.26) converges absolutely provided that ℜv > 3/4 + ℜu/2 + max(θ(1 − 2ℜu), 0). Changing the order of summation in (5.26) and making the change of variables −m = n 2 − 4l, we have
Applying (4.3), we obtain
m n 2 . Using the Mellin inversion formula for g 2k (u, v; m/n 2 ) we prove the lemma.
Lemma 5.8. For ℜv > 3/4 the following representation takes place
Proof. Letting u = 0 in (5.25), we obtain for ℜv > 3/4 + θ
Recall that L n (s) vanishes for n ≡ 2, 3 (mod 4). Consequently, using (2.6) and (5.31) we show that (5.32)
Applying ( Lemma 5.9. For 1/2 < ℜv < 3/4 the following formula holds
Proof. The function G 2k (v, s) has a simple pole at s = −1/4 from ζ(1/2 − 2s). Moving the line of integration in (5.28) to σ = 0 we cross this pole, getting
The right-hand side of (5.34) proves the analytic continuation of ET 1 (0, v) to the region ℜv > 1/2. Then to complete the proof of (5.33), it remains to evaluate the residue. Using (5.29) we have
The lemma follows by applying (4.32).
Lemma 5.10. For 0 ≤ ℜv < 1/2 we have
where G 2k (v, s) is defined by (5.29) and
To prove the analytic continuation of ET 1 (0, v) to the region ℜv < 1/2 we apply [8, Corollary 2.4.2, p. 55]. Consequently, for ℜv < 1/2 we have
Then it follows from (5.29) that
Let H(s) be an arbitrary function that is holomorphic at s = 1/2 − v. Using (2.10), we obtain the Laurent series
Applying (5.41) to evaluate (5.40), we prove (5.36).
5.3.
Analytic continuation. Finally, we obtain the following decomposition for the mixed moment.
Theorem 5.11. For ℜv ≥ 0 we have
where Proof. In order to prove the theorem, it remains to show that the right-hand side of (5.42) is holomorphic for ℜv ≥ 0. More precisely, we need to consider points v = 3/4 and v = 1/4. The only summands on the right-hand side of (5.42) that are not holomorphic at v = 3/4 come from (5.33) and (5.19), namely:
Therefore, to prove that the right-hand side of (5.42) is holomorphic at v = 3/4, it is sufficient to show that
is holomorphic at v = 3/4. Using Theorem 2.2 and the asymptotic formula
Thus the right-hand side of (5.42) is holomorphic at v = 3/4. The only summands on the right-hand side of (5.42) that are not holomorphic at v = 1/4 come from (5.8) and (5.36), namely
Let us consider the M 1 (v) part of res s=1/2−v G 2k (v, s) given by (5.37). Using (4.34) and (4.35), we obtain a Laurent series for M 1 (v) at the point v = 1/4:
Using (4.35) and the fact that Finally, applying (2.13), we find that (5.54) is equal to (5.52).
Proof of main theorems.
Proof of Theorem 1.1. Asymptotic formula (1.5) is a direct consequence of (5.42) for v = 0. More precisely, we replace ET 2 (0, v) by (5.23), ET 1 (0, v) by (5.35), and apply (5.50).
Proof of Theorem 1.3. Consider (1.5) and note that all summands except the integral can be trivially bounded by log k. The final step is to show that Opening the minimum we obtain three integrals:
(5.61) Making the change of variable k − 4r = x, and then performing a dyadic partition of unity, we prove using (5.59) that Finally, the third integral in (5.61) can be estimated in the same way as the first one. This completes the proof.
