ABSTRACT The popular lossy coding standards set unequal quantization parameter (Qp) values to its successive frames or slices aimed at minimizing its encoder distortion subject to a bitrate constraint. Nowadays, this Qp cascading (QPC) strategy is normally achieved by the derivation of an optimization problem with regard to the group-of-picture (GOP) structure of successive frames. In this paper, we propose to extract coding unit (CU)-level predicting information and project them to frame-level dependency with real-time neural networks. Thus, we successfully estimate and update the frame-level dependency in a GOP without prior knowledge to the GOP-level prediction structure. Finally, the dependency is utilized in adaptive QPC for diverse GOP structures. The experimental results on high efficiency video coding (H.265/HEVC) demonstrate the effectiveness of our proposed framework, which achieves adaptive QPC for both random access (RA) and low delay (LD) structures with superior rate-distortion (RD) performances.
I. INTRODUCTION
To satisfy the increasing requirements on video contents under limited network bandwidth, researchers have developed numerous video coding standards including Advanced Video Coding (H.264/AVC [1] ), High Efficiency Video Coding (H.265/HEVC [2] ), and Versatile Video Coding (VVC [3] ). All the above standards are lossy coding standards with Rate-Distortion Optimization (RDO), an optimal tradeoff between coding bitrates and quality. Recently, different types of RDO methods, such as Lagrange multiplier optimization [4] - [8] , Quantization parameter Cascading (QPC) approach, and perceptual-driven optimization, have been developed at different video encoder levels. Among them, QPC approach allocates different Quantization parameters (Qps) to every hierarchy of video, such as Group-OfPictures (GOPs), frames, Coding Units (CUs), and so on. Generally, typical QPC approaches consist of static QPC [9] , which sets fixed Qp offset for all videos, and adaptive QPC [10] - [16] , which adaptively changes the Qp offset according to video contents. Adaptive QPC methods have
The associate editor coordinating the review of this manuscript and approving it for publication was Zhaoqing Pan. tremendous performance over static QPC and thus attract many interests of researchers.
In general, QPC methods explore the inter-frame prediction structure to facilitate Qp allocations between frames. A popular structure in video coding is Random Access (RA), in which all frames are pyramided with hierarchical distribution. In [11] , He et al. formed the inter-frame dependency in RA structure, which was subsequently used to realize Qp allocation. The Rate-Distortion (RD) dependency between RA layers were also exploited in the QPC scheme of [12] . While in [13] , texture content was taken into account to determine the GOP-level Qp offset. In Zhao's algorithm [14] , the Qp allocation was formulated as a non-linear programming problem with layered dependency, which was further solved by Newton-Raphson method.
Low delay (LD) is another popular coding structure for real-time video conference. The work of Amer and Yang [15] improved bit rate performance by considering temporal propagation in Qp allocation under LD structure. Xu et al. presented a virtual-GOP structure to simplify the GOP structure in LD to formulate frame-level dependency [16] . By incorporating inter and intra-GOP error resilience, this work performs well in LD-based video coding.
Until now, the common idea to allocate Qp between frames is based on the inter-frame dependency, which is obtained by investigating the prediction structure within a GOP. As a result, most of the existing methods can only adapt to one GOP structure, that is, either infrastructure or parameter shall be changed when they are applied in a different GOP structure. Some methods can be applied in more than one structures, however, the GOP prediction structure should be known in advance. This defect degrades the universality of QPC algorithms, especially when new coding standards are developed. To address this problem, we propose a GOP structureindependent QPC approach in this paper. The contributions of this work are summarized as follows.
(i) We exploit the CU-level motion prediction to formulate frame-level dependency, in which a neural network is established to promote this process.
(ii) Based on the predicted frame-level dependency, we propose a GOP structure-independent QPC framework, which adapts to diverse prediction structure and video contents.
(iii) We utilize the HEVC encoder to examine the implementation of the proposed approach, which can adapt to diverse prediction structures and video contents. Therefore, it has a great potential to achieve promising performance in the next generation video coding standard.
The rest of this paper is structured as follows. In Section II, the frame-level dependency is explored. Section III introduces the proposed adaptive QPC method. The experimental results and analysis are given in Section IV. Finally, the conclusions of our work are summarized in Section V.
II. ESTIMATION OF FRAME-LEVEL DEPENDENCY
In order to realize a GOP structure-independent QPC algorithm, the frame-level distortion dependency independent of GOP structure must be explored at first. In this section, the reference coefficient between two arbitrary adjacent frames in coding order is analyzed. Then the coefficients combined with other five factors are taken into consideration to establish the frame-level distortion dependency with Back Propagation Neural Network (BPNN).
A. COMPLEX GOP STRUCTURES IN HEVC
The structures of the two commonly used inter-frame prediction structures, RA and LD, are shown in Fig. 1 . As can be seen from this figure, there exists apparent differences between RA and LD. The existing QPC algorithms are all derived from a specific prediction structure. As a result, their performances may decline in the other un-focused prediction structure. To solve this problem, we simplify the prediction structures by only considering their coding order, as shown in Fig. 2 .
Two types of dependencies are shown in Fig. 2 : (i) Direct reference: the scenario that a coded frame takes its previous frame as reference frame, as shown in Fig.2(a) ;
(ii) Indirect reference: the scenario that two coded frames are bridged via more than one hop of direct references. If there are s hops between two coded frames, we call it (s − 1)-order reference. For example, the red curve in Fig.2 (b) represents 1-order indirect reference, while the blue curve represents 2-order indirect reference.
B. CU-LEVEL REFERENCE DEPENDENCY
In this section, we utilize the direct and indirect references to extract the CU-level reference dependency through Motion Estimation (ME). In state-of-the-art hybrid encoder, the ME is performed on blocks. Thus, statistics of CU-level reference information could help to deduce the dependency between frames. Inspired by this, we formulate the direct reference coefficient between the coded frame ( the jth frame) and its reference frame (the ith frame) as:
where N ij represents the number of referenced CUs from the ith frame, N j indicates the total number of CUs in the coded frame.
If only the 1-order indirect reference is considered, the global reference coefficient (include direct and indirect reference) can be describe as: where t is any frame between the coded frame and the reference frame ( the ith frame). It is easy to conclude that the highorder indirect reference is just the nesting of its lower-order indirect references, as shown in Fig. 3 . Therefore, the global reference dependency becomes:
In general, the reference coefficient decreases fleetly as the reference order increases, and low-order references occupy a large proportion of the total references. Therefore, in practice, (3) can be approximated to (2).
C. FRAME-LEVEL DISTORTION DEPENDENCY
In video coding, the distortion and ME is highly correlated, thus it is applicable to estimate frame-level distortion dependency with CU-level reference dependency. In this work, the above task is achieved by BPNN, which is a multi-layer feedforward neural network trained by error back propagation. It uses the gradient search method to minimize the mean square error between the actual output value and the expected output value of the network. It has been verified that BPNN with a single hidden layer can approximate any nonlinear continuous function with arbitrary accuracy [17] . Thus we attempt to build a frame-level distortion dependency by BPNN.
In addition to the above CU-level refrence dependency, there still have five factors that may have effects on distortion dependency, including:
(i) Mean Absolute Difference (MAD) of the previous coded GOP, which is denoted as p mad ;
(ii) Mean Squared Error (MSE) of the previous coded GOP, which is indicated by p mse ; (iii) Bitrate of the previous coded GOP, which is represented by p bit ; (iv) GOP size in encoder configurations, which is denoted using p Gs ; (v) Initial Qp in encoder configurations, which is expressed as Q init .
Taking the above six factors into account, the frame-level distortion coefficient that reference frame (the ith frame) affects coded frame (the jth frame), which is denoted as ξ ij , can be estimated by BPNN as:
By coding the sequences ( Classes C & D), we obtain the coding informations composed of real distortion coefficient ξ ij and the values of the six factors in (4), which are then utilized as our training data.
The framework of the presented BPNN is shown in Fig. 4 , where the Sigmoid function is chosen as the excitation function and the transmission function, and Purelin function as the output function. The number of nodes in the input layer and hidden layer are set as 6 and 8, respectively. In training process, the weights and thresholds are initialized randomly, the learning rate and the target error are set as 0.1 and 0.0001, respectively. To verify the performance of the proposed BPNN, we tested the error rate, which is the percentage of the difference between the true coefficient ξ ij and the predicted coefficientξ ij for 7 times. The results are shown in Fig. 5(a) , which indicate that the correct rates are stablely over 80%. We also tested the regression value of the model and the results are shown in Fig. 5 (b) , which indicate that the correlation between true coefficients and predicted coefficients is over 91%. From the above experiment results, we can draw a conclusion that the model has good fitting performance and can accurately predict the distortion dependency between reference frame and encoding frame.
It is worth mentioning that all the input factors in our model is not related to GOP structure, the proposed model is consequently independent of encoder's prediction structure, that is, the model has the ability to suit for various structures, such as RA and LD.
By ξ ij estimated via (4), we will build intra-GOP distortion dependency model in Section III-B.
III. THE PROPOSED QPC ALGORITHM A. PROBLEM FORMULATION OF QPC
The proposed QPC algorithm consists of two stages: inter-GOP allocation and intra-GOP allocation. Consequently, the quantization step is traditionally described as:
where Q andQ are quantization step and its estimated value, respectively.Q is the average quantization step, Q n represents the quantization step offset of the nth GOP, q n,k represents the quantization step offset of the kth frame in the nth GOP. Q n and q n,k are the aims of inter-GOP and intra-GOP Qp allocation, respectively. Similar to [16] , Q n can be obtained by following constrain equation:
where ρ n and η n are the coefficients of distortion dependency and rate dependency of the nth GOP.
In traditional algorithms, the frame-level quantization step offset ( q n,k ) is always obtained depending on a specific GOP structure, the QPC thus needs prior knowledge to the GOP structure. We can address this problem by utilize the frame-level distortion dependency presented in Section II-C.
As the problem of QPC is to minimize the distortion without increasing the total number of bits, we can form the problem formulation of intra-GOP Qp allocation as:
where K denotes the total number of the frames in a GOP, D tot,n,k and R tot,n,k represent the total changes of distortion and bit rate influenced by the increments of distortion and bit rate in the kth frame of the nth GOP, respectively.
B. INTRA-GOP QP ALLOCATION
In order to solve (7), intra-GOP distortion dependency and rate dependency [14] , as shown in (8)- (9), are used.
where D n,k and R n,k represent the incremental distortion and bit rate of the kth frame in the nth GOP. α n,k and β n,k are the coefficients of intra-GOP distortion dependency and rate dependency. Followed by coding order, the kth frame only has effect on its subsequent frames. In other words, frames after k may be affected by the kth frame, which is illustrated in Fig.6 . VOLUME 7, 2019 FIGURE 6. Distortion propagation generated by the kth frame on its subsequent frames in a GOP.
Thus, by the frame-level distortion dependency proposed in Section II-C, we can easily obtain:
where ξ n,kj represents the influence of the kth frame on the jth frame in the nth GOP. According to the differential of linear D-Q model [18] and quadratic R-Q model [19] , [20] , we can get: (12) where γ , µ, ν and m are parameters of the DQ model and the RQ model.q n represents the average quantization step of each frame in the nth GOP and can be described as:
Due to the fact that the rate dependency between frames is close to zero [21] , [22] , we can get the relationship as follow:
Substitute (8)- (13) into (7), we can get the intra-GOP QPC problem formulation:
In the process of Qp allocation, all the above parameters are updated according to the content of coded video. By NewtonRaphson method [23] , we can easily solve (6) and (15) to get Q n and q n,k , which are then substituted to (5) to obtain the optimal Qp value used in video coding. 
C. OVERALL SCHEME
We summarize the overall QPC scheme as follows:
Step1: Get p Gs and Q init , which are used for frame-level distortion dependency, from encoder configurations. SetQ via dividing total Qp by the number of GOPs. Acquire by (1)-(3). Then encode the first I frame and the first GOP, by which we can get initial value of γ , µ, ν, m, p bit , p mad and p mse .
Step2: Obtain ξ of the next frame by the proposed realtime frame-level BPNN model, according to the value of p Gs , Q init , p bit , p mad , p mse and .
Step3: Solve (15) to get q n,k of the next frame. Then substitute q n,k into (5) to get theQ used in the next frame.
Step4: Encode the frame with the Qp corresponding to (or mostly close to)Q obtained in Step3. Update γ , µ, ν, m and .
Step5: Repeat Steps 2-4 to encode the next frame until the end of the GOP.
Step6: Update p bit , p mad , p mse andq n . Repeat Steps 2-5 to encode the frames of the next GOP until the end of the video sequence.
IV. EXPERIMENTAL RESULTS
In this paper, we develop a new QPC scheme for HEVC. In particular, the proposed scheme does not require any prior knowledge of GOP prediction structure and thus it is able to accommodate all prediction structures. To verify the above distinguished ability, we compare our algorithm with the static Qp scheme [9] and the conventional QPC scheme with prior knowledge of GOP structure, such as Zhao's algorithm [14] (a competing QPC method for RA structure of HEVC) and Xu's algorithm [16] (a competing QPC for LD structure of HEVC). We implemented the above algorithms in the HEVC test model HM16.0 [24] . By coding common test sequences from HEVC with RA and LD structures, we compared their performances in BDPSNR and BDBR [25] . Main configurations are listed in Table 1 .
The experimental results with RA and LD are shown in Table 2 and Table 3 , respectively. From them, the static QPC has BDPSNR and BDBR loss compared with HM16.0 encoder, except for some low resolution video (such as PartyScene, BasketballDrill). The reason may be that it utilized fixed Qp assignment. From these results, we can draw a conclusion that static Qp performs poorly and must be replaced by adaptive Qp.
To verify the performance of our algorithm in RA structure, we choose Zhao's algorithm, which is a competing QPC for RA, as the benchmark. The results in Table 2 suggest that, in comparison to Zhao's, our algorithm obtains similar excellent performance with average BDPSNR improvement of 0.443 dB. The results also indicate the high robustness of our algorithm for the low fluctuation of the results.
For the reason that Xu's scheme is a competing QPC method for LD, we choose it as the benchmark compared in LD. From Table 3 , our algorithm obtains average BDPSNR improvement of 0.0605 dB, which is comparable to Xu's. It worth mentioning that the performance of Xu's seem to be a little better than our algorithm, but considering the advantage of accommodating all prediction structures in our algorithm, the weeny performance difference can be negligible.
It also can be seen that the proposed algorithm shows especially better performance in the sequences of Class E under both RA and LD structures, with average BDPSNR improvement of 0.0756 dB and 0.1953 dB respectively. It may because that the sequences in Class E provide abundant information of fixed background and intense movement, which supplies strong dependencies between frames for our algorithm to obtain more accurate estimation. Our algorithm does not perform well in some sequences, for example, Kimono, BQTerrace, SlideEditing, SlideShow under RA and Kimono, BasketballDrive, SlideShow under LD. In these sequences, Kimono has larger scene transformation and BasketballDrive owns rich motion information, which result in the low dependencies between frames and thus decline the estimation accuracy of our scheme. Slideshow is an unnatural scene with fast handover, which also causes the reduction of dependency. Besides, the presented algorithm do well in some sequences with RA while doing poorly in the same sequence with LD, such as SlideShow. The reason may be the better dependencies between frames in LD rather than RA.
In addition, we implement Yang's algorithm [8] , which is a Lagrangian multiplier optimization method, and combine it with our algorithm. The results are shown in Table 4 , which confirm that our algorithm can further improve the overall RD performance when combining with other RDO algorithms at different encoder levels, such as Lagrangian multiplier optimization.
To sum up, the presented algorithm obtains excellent performance improvement whilst it can well adapt to diversified prediction structures. It denotes that our algorithm has the potential to be applied to new structures presented in the future.
V. CONCLUSIONS
In this paper, a frame-level distortion dependency is established. By this real-time model, an adaptive QPC algorithm suited for versatile coding structures is proposed. Experimental results in HEVC show that the proposed scheme can achieve 0.0443 dB and 0.0605 dB BDPSNR improvement for RA and LD, respectively. The results verify that our algorithm has the advantage of accommodating all prediction structures. Therefore, our algorithm can be directly employed in new coding structure presented in future coding standard (such as VVC). 
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