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The phenomenon of Zitterbewegung (ZB, trembling motion) of electrons is described in zigzag
carbon nanotubes (CNT) excited by laser pulses. The tight binding approach is used for the band
structure of CNT and the effect of light is introduced by the vector potential. Contrary to the
common theoretical practice, no a priori assumptions are made concerning electron wave packet,
the latter is determined as a result of illumination. In order to overcome the problem of various
electron phases in ZB, a method of two-photon echo is considered and described using the density
function formalism. The medium polarization of CNT is calculated by computing exact solutions
of the time-dependent electron Hamiltonian. The signal of two-photon echo is extracted and it is
shown that, using existing parameters of CNT and laser pulses, one should be able to observe the
electron trembling motion. Effects of electron decoherence and relaxation are discussed.
PACS numbers: 72.80.Vp, 42.50.-p, 41.75.Jv, 52.38.-r
I. INTRODUCTION
The phenomenon of Zitterbewegung (ZB, trembling
motion) was devised by Schrodinger in 1930 for free elec-
trons in a vacuum [1]. Schrodinger showed that, in the
Dirac equation, the electron velocity operator does not
commute with the Hamiltonian, so that the electron ve-
locity is not a constant of the motion also in the absence
of external fields. Solving differential equation for the
time dependence of velocity Schrodinger demonstrated
that, in addition to the classical motion, the velocity
contains a quickly oscillating Zitterbewegung component.
For many years ZB was a subject of theoretical fascina-
tion but also of controversy since many authors ques-
tioned its existence or observability. It was later recog-
nized that ZB is due to an interference between positive
and negative energy solutions of the Dirac equation [2].
In an important paper, Lock [3] showed that, if an elec-
tron is represented by a wave packet, ZB oscillations de-
cay in time as a consequence of the Riemann-Lebesgue
lemma.
Since 1970 the phenomenon of ZB was proposed
for electrons in superconductors and semiconductors in
which, due to their energy spectra dominated by two
bands separated by a gap, an interference of positive
and negative energy states can take place [4–6]. In 1997
Zawadzki [7] indicated that, because of a close analogy
between the behavior of electrons in narrow-gap semicon-
ductors and relativistic electrons in a vacuum, one can
expect the trembling motion in narrow-gap semiconduct-
ing alloys similar to that proposed by Schrodinger in a
vacuum, but having much lower frequencies and consid-
erably higher amplitudes.
In 2005 papers by Zawadzki [8] and Schliemann et
al. [9] triggered a real surge of theoretical works de-
scribing ZB in various systems, see e.g. [10–19], and the
∗ Tomasz.Rusin@orange.com
review [20]. In particular, the present authors demon-
strated that the ZB phenomenon in a periodic potential
can be regarded as a mode in which the electron keeps its
total energy constant, compensating the periodic poten-
tial changes by periodic changes of the kinetic energy [21].
A proof-of-principle simulation of the 1+1 Dirac equation
with the resulting ZB of a wave packet was carried out by
Gerritsma et al. [22] with the use of cold ions interacting
with laser beams.
However, with all the theoretical progress made in
the description of Zitterbewegung in solids, there have
been no experimental observations of the phenomenon.
There are a few reasons for that. In recent literature the
electrons are generally represented in the form of Gaus-
sian wave packets with large initial quasi-momentum ~k0
transverse to the proposed direction of ZB, see e.g. [9, 13].
However, it is not clear how to prepare experimentally
electrons in this form and, in particular, how to trans-
fer to an electron a large initial quasi-momentum. In
a recent paper, the present authors indicated that one
should take an “experimental” approach, i.e. not to as-
sume anything about the wave packet, but to determine
it from a known form of the experimental laser pulse that
triggers the whole ZB process [23]. Secondly, and this is
probably the main reason for the non-observation of ZB
phenomenon in solids, the “trembling electrons” move in
a crystal with different directions and phases, so that the
oscillations may average to zero. Thus, in order to ob-
serve the trembling directly, one would need to follow the
motion of a single electron.
In order to overcome the above difficulties, we follow
example of the Bloch oscillator (BO). The Bloch oscil-
lator is another phenomenon which had been proposed
a long time ago and it took many years to observe it.
The phenomena of ZB and BO are basically similar,
their nature is different, but they are both character-
ized by electron oscillations with an inherent frequency:
for BO it is determined by an external electric field and
for ZB by an energy gap between the conduction and
2valence bands. In both situations various electrons os-
cillate with different phases. The Bloch oscillator was
finally investigated and observed by means of nonlinear
optics. Von Plessen and Thomas [24] used the third-
order perturbation expansion in electric field to calculate
a two-photon echo (2PE) signal resulting from Bloch os-
cillations in superlattices. In this scheme the sample is
illuminated by two subsequent laser pulses with the wave
vectors k1 and k2 at times t = 0 and t = τD, respec-
tively. Light is then emitted into the background-free
direction k3 = 2k2−k1 due to the nonlinear optical inter-
action in the sample [25]. The above method, with some
variations, was successfully used to observe the Bloch os-
cillations in GaAs/GaAlAs superlattices, see e.g. [26, 27].
The essential point that makes the techniques of nonlin-
ear optics so powerful is the condition of phase match-
ing k1 + k2 + k3 = 0. When this condition is fulfilled,
the individual dipoles created by oscillating electrons are
properly phased so that the field emitted by each dipole
adds coherently in the k3 direction, which strongly en-
hances the emitted signal [28].
Following the path taken in above works we turn to the
nonlinear optics and, more specifically, to the two-photon
echo technique [25]. We show that such an experiment
can be used to detect the ZB phenomenon in solids. In
our approach, we do not assume anything about the elec-
tron wave packet, but determine it from excitation by a
laser pulse. In calculating the medium polarization we
do not use perturbation expansions, but compute exact
solutions from the time-dependent Hamiltonian. We use
the density matrix (DM) formalism since we want to in-
clude effects of relaxation and decoherence. Both these
features affect the interference of positive and negative
energy states which underlines the trembling motion.
The paper is organized as follows. In Section II we
shortly summarize the band structure of CNT and indi-
cate how to introduce light to the formalism. Section III
contains the calculation of Zitterbewegung and the re-
sulting medium polarization. Section IV concentrates on
the two-photon echo and gives the results. In Section V
we discuss the main features of our treatment. The paper
is concluded by a summary.
II. CNT HAMILTONIAN IN LASER FIELD
We first briefly summarize the tight-binding approach
to the energy bands in CNT and introduce the vec-
tor potential of laser field to the formalism. Follow-
ing Saito et al. [29, 30] we consider two-dimensional
hexagonal lattice in which carbon atoms are placed in
two nonequivalent points, called traditionally A and B
points. Each atom placed in the A point is surrounded
by three atoms placed in the B points, whose relative po-
sitions are: R1 = a/
√
3(1, 0), R2 = a/
√
3(−1/2,
√
3/2)
and R3 = a/
√
3(−1/2,−
√
3/2), where a = 2.46 A˚ is the
length of carbon-carbon bond. Within the usual tight-
binding method one expands the electron Bloch function
into a linear combination of φA and φB atomic functions
in A and B points. The matrix elements of the periodic
Hamiltonian Hˆ between atoms in two A or two B points
vanish, while the matrix element of Hˆ between atomic
functions in A and B points is
HAB =
3∑
j=1
tj(Rj)e
ik·Rj , (1)
where tj(Rj) are transfer integrals between the atom in A
point and the atom in j-th B point
tj(Rj) = 〈φA(r)|H|φBj(r −Rj)〉. (2)
In the absence of fields there is for all j: tj(Rj) = tAB.
The tight-binding Hamiltonian of the graphene sheet is
then
HˆM =
(
0 H∗AB
HAB 0
)
. (3)
A nanotube is obtained from a two-dimensional
graphene sheet by rolling it into a cylinder. As a re-
sult of folding, one joins lattice points connected by the
chiral vector Ch = n1a1 + n2a2 ≡ (n1, n2), where a1 =
a(3/2,
√
3/2) and a2 = a(3/2,−
√
3/2) are lattice vec-
tors and n1, n2 are integers. Here we consider a zigzag
nanotube characterized by the chiral vector Ch = (N, 0)
for which, after the folding, the wave vector ky parallel
to Ch becomes quantized: ky = (2π/a)(m/N) with m =
1 . . . 2N [29, 30] and the kx vector parallel to tube’s axis
remains continuous. Thus nanotube’s band structure
presents a set of one-dimensional energy subbands. The
tight-binding Hamiltonian for CNT can be obtained from
Eq. (3) by replacing HAB by
HTAB = eika/
√
3 + 2e−ika/(2
√
3) cos
(mπ
N
)
, (4)
in which −π/a√3 ≤ k ≤ π/a√3, where we write kx = k.
For given k, the energy subbands Ek,m in CNT obtained
from Eqs. (3) and (4) form 4N subbands symmetric with
respect to E = 0, labeled by two quantum numbers: m =
1 . . . 2N and the energy sign ǫ = ±1. For J = 1 . . .N − 1
each pair of energy subbands with m = N − J is degen-
erate with the pair having m = N + J . The subbands
with m = N and m = 2N are not degenerate. For other
properties of energy subbands in CNT, see [30].
We treat the laser light classically. In the electric
dipole approximation the field of a laser pulse is described
by the position-independent vector potential A = A(t)
and the scalar potential φ = 0. To introduce the vec-
tor potential into the tight-binding formalism we employ
the method proposed by Graf and Vogl [34]. Following
this approach we replace in Eq. (1) each tj(Rj) by its
potential-dependent counterpart Tj(Rj)
Tj(Rj) = tj(Rj) exp
{
− ie
2~
Rj · [A(0, t) +A(Rj , t)]
}
.
(5)
3FIG. 1. Schematic plot of energy subbands close to E = 0 in
zigzag CNT for parameters listed in Table 1, cf. [30].
The in-site energies are not modified: HAA = HBB = 0,
because the scalar potential is zero. Since A(t) does not
depend on spatial coordinates, we have
Tj(Rj) = tAB exp
{
− ie
~
Rj ·A(t)
}
, (6)
Then the time-dependent electron Hamiltonian is
Hˆ(t) = tAB
(
0 h(t)∗
h(t) 0
)
, (7)
in which
h(t) = eiq(t)a/
√
3 + 2e−iq(t)a/(2
√
3) cos
(mπ
N
)
, (8)
and q(t) = k − (e/~)A(t) is the generalized quasi-
momentum. The final result of the approximations de-
scribed above resembles the usual “minimal coupling”
substitution for the free-electron case in the presence of
an electric field. This result is valid only for vector po-
tentials which do not depend on the spatial coordinates.
III. ZITTERBEWEGUNG IN CARBON
NANOTUBES
We consider a single-walled zigzag semiconductor CNT
with N = 7. In Fig. 1 we plot three lowest pairs of energy
subbands of such nanotube. In the following analysis we
concentrate on pairs of subbands with m = 4 separated
by the energy gap Eg/~ = 5.12 fs
−1, see Table 1. We
assume that the CNT is illuminated by two consecutive
laser pulses producing electric fields oscillating in the x
a lattice constant 2.46 A˚
k wave vector ka ∈ [−pi/
√
3, pi/
√
3]
tAB matrix element for atoms
placed in A and B points 3.03 eV
Ch chiral vector Ch = (N, 0) (7, 0)
ωL central laser frequency 4.5 fs
−1
τ common pulse length 4.5 fs
τD delay between pulses 0 . . . 25 fs
E1, E2 field intensities 4× 109 V/m
tE first pulse termination 22 fs
ω4 2Em=4/~ 5.12 fs
−1
ω5 2Em=5/~ 2.28 fs
−1
ω6 2Em=6/~ 7.39 fs
−1
T1 relaxation time 300 fs
T2 decoherence time 130 fs
TABLE I. Parameters for a zigzag carbon nanotube after [29,
30] (first box), laser pulses parameters after [31] (second box),
frequencies corresponding to the gap energies obtained from
the tight-binding theory (third box), electron relaxation time
(model parameter, see [32]) and empirical decoherence time
after [33].
direction. For simplicity we assume for the two pulses the
same pulse duration τ and the central frequency ωL. We
assume that ωL is close to the interband frequency ω4 =
E4/~, see Table 1. For t ≥ 0 the electric field of the light
is described by
E(t) =
∑
j=1,2
ǫjEj exp
(
−b t
2
j
τ2
)
cos(φj − ωLtj), (9)
while for t < 0 we take E(t) = 0. In the above ex-
pression ǫj are beam polarizations, Ej are field intensi-
ties, t1 = t − t0, and t2 = t1 − tD are relative times of
the first and second pulse, respectively, t0 = 3τ is the
common shift of pulses centers, tD is the delay between
pulses, and b = 2 ln 2 ≃ 1.386. Phases φj will be de-
fined in Section IV. The assumption of vanishing E(t)
for t < 0 simplifies numerical calculations of A(t), and
for sufficiently large t0 it has no impact on final results.
For t ≥ 0 the vector potential corresponding to E(t) is
A(t) = −
∫ t
0
E(t′)dt′ , (10)
while for t < 0 there is A(t) = 0. The potential A(t)
is calculated numerically. Since A(t) does not depend
on spatial coordinates, the magnetic field of the wave
vanishes: B =∇×A(t) = 0.
In the absence of fields, for a state characterized
by k and m, the Hamiltonian Hˆ(0) has two eigenvec-
tors w1 and w2 corresponding to the positive and negative
eigenenergies Ek,m = ±tAB|h(0)|, respectively. There is
w1 =
1√
2|h(0)|
( |h(0)|
h(0)
)
, (11)
and
w2 =
1√
2|h(0)|
( −h∗(0)
|h(0)|
)
, (12)
4see Eq. (7). In the presence of dissipative processes the
density matrix (DM) ρˆ of the electron evolves according
to the Liouville equation [28]
d
dt
ρˆ =
−i
~
(Hˆρˆ− ρˆHˆ)− Dˆ(ρˆ), (13)
where Dˆ(ρˆ) includes relaxation and decoherence pro-
cesses taking place during the electron motion. In the
standard approach these processes are included phe-
nomenologically by assuming that the matrix elements
of Dˆ(ρˆ) between states w1 and w2 are [28]
Dˆ(ρˆ)ij = γij〈wi|ρˆ− ρˆeq|wj〉 (i, j = 1, 2), (14)
where ρˆeq is the DM at equilibrium. We assume that
in the absence of light all subbands with negative en-
ergies are occupied and those with positive energies are
empty. Therefore ρeq22 = 1 and all other ρ
eq
ij = 0. The
constants γij are: γ11 = γ22 = 1/T1, where T1 is the re-
laxation time of electron population excited to the con-
duction subbands. Experimental values of T1 are not well
known, see [32]. Further, γ12 = γ21 = 1/T2, where T2
characterizes the decay of coherence between positive and
negative energy states. The decoherence time T2 in CNT
was determined experimentally in Ref. [33], see Table 1.
We disregard long-time relaxation processes with T >
2000 fs, as observed in CNTs [35]. Since ρ12 = ρ
∗
21,
the time evolution of four DM components, as given in
Eqs. (13) and (14), is [28]
d
dt
ρ11 = − 1
T1
ρ11 − 2Im(H21)Re(ρ21) + 2Im(ρ21)Re(H21), (15)
d
dt
ρ22 = +
1
T1
ρ11 + 2Im(H21)Re(ρ21)− 2Im(ρ21)Re(H21), (16)
d
dt
Re(ρ21) = − 1
T2
Re(ρ21) + Im(ρ21)(H22 −H11) + Im(H21)(ρ11 − ρ22), (17)
d
dt
Im(ρ21) = − 1
T2
Im(ρ21) + Re(ρ21)(H11 −H22) + Re(H21)(ρ22 − ρ11). (18)
In the above equations, Hij denote the matrix elements
of the Hamiltonian Hˆ(t) between the states wi and wj ,
see Eqs. (11) – (12). One should note that dρ11/dt +
dρ22/dt = 0, which ensures the conservation of electron
density probability. In the absence of fields, w1 and w2
are the eigenstates of Hˆ(0) and then H12 = H21 = 0. In
this case one obtains three separate first-order equations
for ρ11, ρ22 and ρ21, which can be solved analytically. For
nonzero electric fields, equations (15) – (18) have to be
solved numerically. To specify the initial conditions we
again assume that at t = 0, when the electric field is not
turned on yet, all valence subbands are occupied and all
conduction subbands are empty. This gives: ρ22(0) = 1
and all other ρij(0) = 0 for every subband index m and
wave vector k.
The velocity operator in the x direction is
vˆ =
∂Hˆ(t)
∂~k
, (19)
with Hˆ(t) given in Eq. (7). The operator vˆ is represented
in the of upper and lower components of the tight-binding
function, see Eq. (3). We introduce an operator Vˆ , which
is the counterpart of vˆ in the basis of w1 and w2 states.
The matrix elements of Vˆ are
〈i|Vˆ |j〉 = 〈wi
∣∣∣∣∣∂Hˆ(t)∂~k
∣∣∣∣∣wj〉. (20)
Then, for a state characterized by k and m, the average
electron velocity is
〈vk,m(t)〉 = Tr{ρˆ(t)Vˆ }. (21)
The total electron velocity integrated over k and summed
over the subbands is
〈v(t)〉 = 1
2π
2N∑
m=1
∫ kmax
−kmax
〈vk,m(t)〉dk, (22)
where the Brillouin zone boundary is kmax =
π/(a
√
3) [29, 30]. The average packet position is: 〈x(t)〉 =∫ t
0 〈v(t′)〉dt′ with 〈x(0)〉 = 0. Then, the medium polar-
ization P (t) induced by the laser light is
P (t) = −|e|〈x(t)〉 = −|e|
∫ t
0
〈v(t′)〉dt′, (23)
in which we assumed that at t = 0 the polarization van-
ishes. We also calculate a probability P−(t) of finding
the electron in the states with negative energies
P−(t) = 1
2π
2N∑
m=1
∫ kmax
−kmax
ρk,m22 dk. (24)
For t = 0 there is P+k,m(t) = 0 since we assumed that
electrons occupy the valence states only. The necessary
condition for an appearance of ZB is that both probabili-
ties P±k,m(t) do not vanish, which is achieved by excitation
of electrons with the use of laser pulses.
5FIG. 2. (a) Average packet position versus time calculated for
CNT and single laser pulse taking parameters listed in Table 1
with E2 = 0. Solid line: packet position, dashed line: electric
field of the laser pulse (in arbitrary units). Arrow indicates
time tE at which the electric field of the pulse vanishes. (b)
Normalized probability P− of finding the electron in states
with negative energy versus time.
The position 〈x(t)〉 is proportional to the medium po-
larization induced by the laser light, see Eq. (23). In
Fig. 2(a) we plot oscillations of the packet position 〈x(t)〉,
induced by a single laser shot (i.e., for E2 = 0) ver-
sus time, as calculated for the parameters listed in Ta-
ble 1. Pulses characterized by such parameters were
obtained experimentally, see [31]. In the same figure
we show the electric field of the laser pulse vanishing
around tE ≃ 22 fs. It is seen that the electron oscil-
lates also in the absence of electric field, so that the sys-
tem remains polarized a long time after the pulse termi-
nation. The polarization oscillates with one frequency,
whose period TZ = 1.25 fs corresponds to the interband
frequency 2π/TZ ≃ ω4 = 5.12 fs−1. Therefore, for t ≥ tE
the electron motion can be identified as the Zitterbewe-
gung. In Fig. 2(b) we show the probability of finding the
electron in states of negative energies. At the outset, the
electrons are in the valence subbands, then the laser pulse
excites small fraction of electrons to the conduction sub-
bands and after the pulse termination the created wave
packet consists of states having positive and negative en-
ergies. The obtained wave packet is determined only by
the material constants and pulse parameters. Thus, there
are no a priori assumptions concerning packet character-
istics, in contrast to previous works, see e.g. [9, 13, 20].
We note in passing that results similar to those shown
in Fig. 2 were obtained in Ref. [23] for a metallic CNT
with N = 9.
In order to describe the packet motion after the
pulse termination we solve Eqs. (15) – (18) tak-
ing E(t) = 0 for t ≥ tE , and obtain: ρ11(t) =
ρ11(tE)e
−(t−tE)/T1 , ρ22(t) = 1− ρ11(t), and
ρ21 = ρ21(tE) exp
{(
− 1
T2
+ iω4
)
(t− tE)
}
, (25)
in which ρ11(tE) and ρ21(tE) are the DM elements at t =
tE , while ω4 is given in Table 1. The results are valid
for t ≥ tE . As pointed out in Ref. [36], the ZB motion
is related to the nondiagonal elements of the density ma-
trix, so that in the field-free case the velocity (or polar-
ization) oscillates with the interband frequency ω4. This
is clearly visible in Fig. 2(a). The oscillations decay ex-
ponentially with the characteristic time T2 = 130 fs. The
electron relaxes from conduction to the valence subbands
with the characteristic time T1 = 300 fs, not visible in
Fig. 2(b).
IV. TWO-PHOTON ECHO
The above results suggest that, by measuring the time-
dependent medium polarization, one can directly observe
electron ZB oscillations in CNT. However, in real systems
one deals with many electrons, which are excited with
random phases depending on their initial phases as well
as on collisions with other electrons or lattice defects.
Thus, the polarization created by the laser shot will be
destroyed and no net polarization will be measured. As
mentioned in the Introduction, the way to overcome this
difficulty is to use nonlinear laser spectroscopy [25], in
which two or more laser pulses allow one to observe non-
linear polarization components and to select signals with
proper phase-matching conditions [28]. Common meth-
ods to measure electron coherence are the two-photon
echo (2PE) and the degenerate four-wave mixing spec-
troscopies (DFWM). In the following we calculate the
2PE signal corresponding to the ZB oscillations induced
by two laser pulses.
The configuration of the two-photon echo experiment
is described in Ref. [37]. We consider two incident laser
beams characterized by two non-parallel wave vectors k1
and k2. The first laser pulse creates the medium po-
larization [as shown in Fig. 2(a)], which propagates in
time after pulse disappearance. The second pulse probes
the electron state and leads to a coherent emission of
the signal. In the homodyne detection scheme the two-
photon echo signal is measured in the background-free
direction 2k2 − k1. The signal intensity SτD depends on
the delay between two pulses, see Eq. (9), and on the
polarization component P˜2k2−k1(t) in the 2k2−k1 direc-
tion. Then there is [25]
SτD ∝
∫ ∞
−∞
∣∣∣P˜2k2−k1(t)∣∣∣2 dt. (26)
To extract the polarization P˜2k2−k1(t) from the total po-
larization P (t), as given in Eq. (23), we apply a non-
6perturbative method proposed by Seidner and cowork-
ers [38, 39]. In this method one introduces two auxiliary
phases φ1 and φ2 to the electric fields of the first and the
second laser pulse, respectively, as given in Eq. (9). Then,
by solving Eqs. (15) – (18) one obtains first a phase-
dependent density matrix ρˆ(φ1, φ2), and then the polar-
ization P (t, φ1, φ2), see Eqs. (21) – (23). As it was shown
in Refs. [38, 39] within the rotating wave approximation
(RWA), there is
P˜2k2−k1(t) =
1
2
[
P˜ (0)− iP˜
(π
2
)
− P˜ (π) + iP˜
(
3π
2
)]
,
(27)
in which the notation P˜ (φ) ≡ P˜ (t, φ, 0) is used. The
tilde-polarization is [39, 40]
P˜ (φ1) = P (t, φ1, 0)− PE1(t, φ1)− PE2(t, φ1), (28)
where PE1(t, φ1), PE2(t, φ1) describe polarizations calcu-
lated taking into account only the first or only the second
laser pulse, respectively, with the same phase φ1 of elec-
tric fields. The above approximation is valid up to all
orders of electric field [38], but it is limited to the range
of validity of RWA, i.e., to the laser frequencies close to
the interband frequency ωZ . In our case this condition is
fulfilled, see Table 1.
Dependence of the intensity SτD in Eq. (26) on the
delay τD is calculated numerically in a few steps. First,
we select a value of 0 ≤ τD ≤ 25 fs and for this τD
we choose one of four values of φ1, see Eq. (27). Then
we select 2M + 1 mesh points of kmax ≤ k ≤ kmax,
for each of 1 ≤ m ≤ 2N pairs of subbands. We
use M = 400, N = 7, and kmax = π/(a
√
3). Next,
for all k and m, we solve Eqs. (15) – (18) using the
fourth order Runge-Kutta method. For the CNT param-
eters listed in Table 1 the period of interband oscillations
varies from 0.3 fs to 2.8 fs. In numerical calculations we
use time-step ts ≃ 0.01 fs, much smaller than 0.3 fs.
We terminate the calculation at tmax = 100 fs. Further,
we calculate the total polarization P (t, φ1, 0) in Eq. (23)
and repeat the above procedure for three remaining val-
ues of φ1, see Eq. (27). Having calculated P (t, φ1, 0) for
four values of φ1, we calculate P˜2k2−k1(t) in Eq. (27)
and the intensity SτD in Eq. (26). The integration in
Eq. (26) is truncated at tmax = 100 fs. In this step
we need PE1(t, φ1) and PE2(t, φ1), as given in Eq. (28),
which have to be precalculated earlier using the same ap-
proach, but taking E2 = 0 or E1 = 0, respectively. Next,
we select another value of τD with the time-step 0.1 fs
and repeat the whole procedure.
The results of our calculations are presented in Fig. 3,
where we plot the signal SτD as a function of τD for three
sets of dephasing times. The dotted line corresponds to
the no-damping case, the solid line corresponds to the re-
laxation time T1 and experimental decoherence time T2
listed in Table 1, while the dashed line corresponds to
artificially short times T1 = T2 = 50 fs. The common
feature of the three results shown in Fig. 3 is their oscil-
lating character with the same period TZ ≃ 1.25 fs, corre-
FIG. 3. Time-integrated two-photon echo signal SτD as given
in Eq. (26) calculated versus delay between the two pulses
using non-perburbative method. Upper dotted line: damping
excluded; solid line: damping times listed in Table 1, T2 =
130 fs obtained experimentally in [33], lowest dashed line:
short artificial damping times T1 = T2 = 50 fs. The ZB
oscillations correspond to τD > 13.5 fs, see text.
sponding to the frequency ωZ = 2π/TZ = 5.03 fs
−1. This
value is close to the interband frequency ω4, see Fig. 1.
The amplitudes of the signals depend on T1 and T2, but
in all cases the oscillations are clearly visible. This indi-
cates that the Zitterbewegung is a robust phenomenon,
not sensitive to the details of model parameters. Figure 3
shows the main result of our work.
In Fig. 4 we show the power spectrum of the sig-
nal Sω, which is calculated by taking the Fourier trans-
form of SτD corresponding to the solid line in Fig. 3. The
maximum of Sω is close to the interband frequency ω4 =
5.12 fs−1. This confirms that the signal SτD oscillates
with the ZB frequency ωZ , so that the medium polariza-
tion exhibits oscillations with the interband frequency.
As discussed in Ref. [23], the “true” ZB oscillations are
represented by the field-free electron motion, which oc-
curs after termination of the first laser pulse. For this
reason the oscillations of the intensity SτD truly monitor
the electron ZB oscillations only for τD & 3τ = 13.5 fs.
To verify accuracy of our results shown in Fig. 3 we
calculate the intensities SτD assuming a longer cut-off
time tmax = 200 fs. In this case the signals SτD are sim-
ilar to those presented in Fig. 3. For T1 = T2 = 50 fs
(dashed line) the change of the cut-off time alters the re-
sults by less than 0.5%, for T1, T2 listed in Table 1 the
results are changed by≃ 3.0%, while for the damping-free
case (dotted line) they differ by around 16%. This anal-
ysis confirms validity of the results plotted in Fig. 3 for
finite damping times. On the other hand, the damping-
7FIG. 4. Fourier transform of signal plotted in Fig. 3 by the
solid line. The pronounced maximum at ω = 5.1 fs−1 corre-
sponds to Zitterbewegung.
free results strongly depend on the cut-off time.
The results shown in Fig. 3 indicate a possibility of
the experimental observation of ZB motion with the use
of the two-photon echo experiment. Each element of
such an experiment is available within the current tech-
niques. Carbon nanotubes characterized by parameters
listed in Table 1 were created many years ago [30]. Laser
pulses considered in our description were obtained exper-
imentally in Ref. [31]. A desired separation τD between
two pulses, being on the order of 0.1 fs, was reported
in Ref. [41] for pulses with similar frequencies and field
intensities to those listed in Table 1. Experimental ob-
servations of photon echo in CNT were carried out, for
example, in Ref. [41]. All in all, it seems possible to ob-
serve the ZB oscillations using the method proposed in
the present work. We hope that the present approach
will motivate experiments detecting the phenomenon of
electron trembling motion in solids.
V. DISCUSSION
It is important to find proper material and pulse pa-
rameters allowing for an observation of ZB oscillations.
First, the spectrum of both laser pulses should contain
frequencies corresponding to interband frequencies be-
tween at least one pair of energy subbands. Next, the
central laser frequency ωL should be close, but not equal
to the selected interband frequency. Further, too wide
spectra of the pulses result in an excitation of electron
motion with many interband frequencies which makes it
difficult to observe and interpret the 2PE signal [23]. The
above requirements are fulfilled for light pulses having
the width of a few cycles. Finally, the ZB oscillations
of electron position must exist after pulse termination,
see Fig. 2(a). The material and pulse parameters listed
in Table 1 fulfill all above conditions. It is to be noted
that for pulses obtained using a Ti:Sapphire laser tuned
to ω5 = 2.28 fs
−1, the last condition seems to be not met.
In this work we apply a non-perturbative calculation
of the two-photon echo signal with the use of the vector-
potential gauge. We obtain the total polarization P (t)
via the average velocity, see Eqs. (21) – (23). In standard
procedures employed in nonlinear optics, the electric-
field gauge is used which automatically ensures the gauge
invariance of the results [25]. In or approach we ap-
ply the vector-potential gauge because then the wave-
vector k in the Hamiltonian (7) is a good quantum num-
ber and equations (15) – (18) are ordinary differential
equations. In the electric-field gauge the corresponding
equations would be partial differential equations, more
difficult to solve. Still, the use of the vector potential
gives correct results for the following reasons. First,
the Liouville equation (13) without the damping term is
gauge-invariant. Second, as pointed out in Refs. [43, 44],
the phenomenological damping term Dˆ(ρˆ) in Eq. (13) is
gauge-invariant in the dipole approximation, if the char-
acteristic length of the problem is much smaller that the
light wavelength. In our system this condition is sat-
isfied because the laser wavelength is much larger than
the CNT radius, see [30]. The perturbation expansion
within the vector-potential gauge may be incorrect if
one truncates the expansion at a finite order terms [45].
In our case the numerical calculation of the polariza-
tion P (t, φ1, φ2) ensures that the vector potential is taken
into account in all orders of the perturbation series, so
that the gauge invariance is preserved. The nonlinear
polarization P˜2k2−k1(t) is extracted from P (t, φ1, φ2) in
the non-perturbative way using the RWA [38], so that it
is also gauge-invariant. This is also true for SτD . There-
fore, the use of vector-potential gauge requires an ap-
plication of the non-perturbative way to calculate the
polarization P˜2k2−k1(t). On the other hand, the calcu-
lation of the third-order polarization P˜
(3)
2k2−k1(t), carried
out in quantum chemistry [25], has to be performed in
the electric-field gauge, since the perturbation series is
truncated.
In our description we use the density matrix formalism.
The DM approach allows one to take into account de-
phasing processes. Since we consider two laser shots sep-
arated by the delay τD, the decoherence time T2 = 130 fs
may not be neglected, especially for large τD. The time
integration in Eq. (26) extends to large temporal val-
ues and the presence of damping ensures its convergence.
In the absence of damping the polarization |P˜2k2−k1(t)|2
in Eq. (26) decays as t−α with α & 1, which may lead
to problems with the convergence of integrals for large
times. In the presence of dephasing processes the in-
tegrand vanishes exponentially [36]. Finally, in the ab-
sence of relaxation processes, the electron remains for-
8ever in the state with small admixture of positive energy
states while, in the presence of damping, it relaxes to the
ground state with the characteristic time T1 ≃ 300 fs,
which makes the description more realistic.
The 2PE signal is obtained from the total polariza-
tion P (t) induced by the laser shots which, in this work,
is calculated within the DM formalism. In principle,
however, P (t) can be obtained using simpler methods,
e.g. by solving the Schrodinger equation with the time-
dependent Hamiltonian [23, 46], in which damping ef-
fects are neglected. As a matter of example, the results
indicated by the dotted line in Fig. 3, correspond to the
damping-free case, as obtained using the wave-function
approach with the time-dependent Hamiltonian (7). It is
seen that the damping-free results have the same period
and phase as those calculated for finite damping times.
On the other hand, the total polarization can be ob-
tained appying more sophisticated methods like the CNT
Bloch equations [47, 48]. The CNT Bloch equations al-
low one to obtain P (t) taking into account the existence
of excitons and many-body effects like a renormalization
of subbands energies. But the presence of excitons and
many-body effects weakly alters the energy gap of CNT,
so that the resulting polarization would oscillate with a
frequency close to that shown in Figs. 3 and 4.
As mentioned in the Introduction, von Plessen and
Thomas [24] used similar approach to calculate the two-
photon signal for coherently exited Bloch oscillations in
superlattices. In their work, the 2PE was calculated us-
ing perturbation expansion of the time-dependent elec-
tron wave function. The signal was computed within the
third order of the incident field and it exhibited oscilla-
tions with the period equal to that of the Bloch oscilla-
tions. In our approach we propose a similar method but
we apply different formalism for the reasons given above.
The Degenerate Four Wave Mixing (DFWM) tech-
nique was successfully applied for experimental observa-
tion of Bloch oscillations [26]. This method would be
also applicable for an observation of ZB oscillations. In
DFWM one uses three laser pulses having two differ-
ent frequencies [25]. The theory of DFWM in a non-
perturbative approach was described in Ref. [49]. The
spectroscopic signal may be calculated from twelve com-
binations of laser beam phases by formulas analogous to
those in Eq. (27), which requires a considerably larger
numerical effort than that for 2PE, as presented here.
The method of DFWM seems to be less practical for our
system since it requires three laser pulses instead of two.
But if this complication is of minor importance, DFWM
might be also applied to observations of ZB.
In the present work we concentrate on zigzag nan-
otubes since for such CNTs the subbands minima and
maxima occur at k = 0. This feature simplifies the model
and the calculations but it is not decisive for the existence
of ZB. In our considerations we chose the semiconductor
zigzag CNT with N = 7. However, the results similar to
those shown in Fig. 3 can be obtained for other N val-
ues as well as for other CNT types: arm-chair and chiral
ones [30]. The ZB oscillations should be observable by
2PE experiments also in super-lattices. The crucial point
is to adjust the laser central frequency ωL to the energy
gap of the material.
The results shown in Fig. 3 require a fairly large com-
putational effort, which is the main disadvantage of the
non-perturbative calculation of 2PE signals. However,
there are several practical advantages of this approach.
First, once the numerical procedures are tested and im-
plemented, they can be equally well applied to low and
high electric fields, as well as to overlapping or non-
overlapping pulses of arbitrary length. Another advan-
tage is that similar calculations can be repeated for dif-
ferent configurations of phases, mesh points etc. But the
most important point is that the non-perturbative pro-
cedure ensures gauge-invariant results within the vector-
potential gauge.
VI. SUMMARY
We considered the electron Zitterbewegung in zigzag
carbon nanotubes excited by laser light. The band struc-
ture of CNT was described within the tight binding
approach and the light was introduced to the electron
Hamiltonian by the vector potential in the electric dipole
approximation. In contrast to common treatments, we
did not make any assumptions concerning the electron
wave packet, but determined it as a result of illumina-
tion by light. Trying to solve the problem created by
the fact that the trembling electrons move in various di-
rections and their ZB oscillations have various phases,
we considered a two-photon echo method successfully
used to detect the Bloch Oscillator phenomenon. The
medium polarization of CNT was calculated in the den-
sity function formalism by finding numerical solutions of
the time-dependent Hamiltonian for electrons in CNT.
The two-photon echo signal was then extracted from the
total medium polarization and it was shown that it is
possible to perform the two-photon echo experiment with
the existing CNT parameters and laser pulse character-
istics. Such an experiment should unambiguously detect
the phenomenon of Zitterbewegung in solids.
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