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ABSTRACT
In 2005 Blache studied certain generalized Gauss sums and established an analogue
for them of Stickelberger’s congruence for classical Gauss sums over finite fields. We
improve on Blache’s work in two ways: (i) simplify Blache’s proof and give a second
proof that works for a larger family of generalized Gauss sums, and (ii) give a p-adic
lifting of Stickelberger’s congruence for the larger family of generalized Gauss sums
that is partial progress towards a version of the Gross–Koblitz formula for these sums.
In addition, we study this larger family of generalized Gauss sums, prove a formula for
them which simplifies computations, prove Stickelberger-type congruences for power
series representations of these sums, make a conjecture for their degree over Qp and
prove cases of it. We conclude by making a family of conjectures for generalized Gross–
Koblitz formulas regarding generalized Gauss sums and power series representations
of them.
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Chapter 1
Gauss sums over finite fields
1.1 Definition over the complex numbers
In this section, we define Gauss sums over C and look at some examples. Let p be a
prime, f ≥ 1 an integer, q = pf and denote by Fq the finite field of q elements.
Definition 1.1.1. For a multiplicative character χ : F×q → C× and an additive char-
acter ψ : Fq → C×, the Gauss sum associated to χ and ψ is
G(χ, ψ) = −
∑
x∈F×q
χ(x)ψ(x).
The minus sign in front of the sum makes later formulas look neater (see Theorem
1.2.2). The image of χ is in the (q− 1)th roots of unity in C, whereas the image of ψ
is in the pth roots of unity in C. Fixing a nontrivial pth root of unity ζp ∈ C, there
is a unique y ∈ Fq such that ψ(x) = ζTrFq/Fp (xy)p for all x ∈ Fq. When y = 1, we call
ψ(x) = ζ
TrFq/Fp (x)
p the basic additive character Fq → C×.
1
2Definition 1.1.2. Fix a root of unity ζp ∈ C of order p. For a multiplicative character
χ : F×q → C×, the basic Gauss sum associated to χ is
G(χ) = −
∑
x∈F×q
χ(x)ζ
TrFq/Fp (x)
p = −
∑
x∈F×q
χ(x)ζx+x
p+xp
2
+···+xpf−1
p .
Note that G(χ) is a special case of G(χ, ψ), where ψ is the basic additive char-
acter. We now show that the basic additive character is essentially the only additive
character Fq → C× we need to worry about for the Gauss sums G(χ, ψ).
Lemma 1.1.3. If ψ : Fq → C× is a nontrivial additive character, then
G(χ, ψ) = χ(y)G(χ),
where χ(y) = 1/χ(y) = χ(y−1).
Proof. Let ψ : Fq → C× be a nontrivial additive character, or equivalently ψ(x) =
ζ
Tr(xy)
p for y 6= 0. By the change of variables x 7→ x/y we get
G(χ, ψ) = −
∑
x∈F×q
χ(x)ζ
TrFq/Fp (xy)
p = −
∑
x∈F×q
χ(x/y)ζ
TrFq/Fp (x)
p = χ(y)G(χ),
where χ(y) = 1/χ(y) = χ(y−1).
Since G(χ, ψ) differs from G(χ) by the simple scaling factor χ(y), it is enough to
focus on the basic Gauss sums G(χ).
Example 1.1.4. Let p = q = 5 and i ∈ C be a primitive fourth root of unity. Set
F5 = Z[i]/(2− i) so that i ≡ 2 mod (2− i). We let η : F×5 → C× be defined by setting
3η(x) to be the unique fourth root of unity in Z[i] such that η(x) ≡ x mod (2 − i).
Since every multiplicative character of F×5 is a power of η, we have the following table.
χ G(χ)
1 −ζ5 − ζ25 − ζ35 − ζ45 = 1
η −ζ5 − iζ25 + iζ35 + ζ45
η2 −ζ5 + ζ25 + ζ35 − ζ45
η3 −ζ5 + iζ25 − iζ35 + ζ45
1.2 Properties of Gauss sums over C
In this section, we discuss the Archimedean absolute value of G(χ), the Hasse-
Davenport relation, L-functions of Gauss sums, and the Riemann Hypothesis as-
sociated to them.
1.2.1 Archimedean absolute value and Hasse-Davenport re-
lation
When χ = 1 is trivial,
G(1) = −
∑
x∈F×q
ζ
TrFq/Fp (x)
p − 1 + 1 = −
∑
x∈Fq
ζ
TrFq/Fp (x)
p + 1 = 1, (1.2.1)
since the sum of all the values of a non-trivial additive character ζ
TrFq/Fp (x)
p over its
full domain Fq is 0. For non-trivial χ, while the number G(χ) can vary, its absolute
value does not.
4Theorem 1.2.1. For non-trivial multiplicative characters χ : F×q → C×, we have
|G(χ)| = √q.
Proof. See [11, p. 4].
In particular, this implies that G(χ) 6= 0, which will be used in Section 1.4.2 to
get the degree over Qp of the p-adic-valued version of G(χ).
The Hasse-Davenport relation connects Gauss sums on Fq and extensions of Fq.
For a multiplicative character χ : F×q → C× and integer n ≥ 1, χ(n) := χ ◦ NFqn/Fq is
a multiplicative character F×qn → C×. Hence we have
G(χ(n)) = −
∑
x∈F×qn
χ(n)(x)ζ
TrFqn/Fp (x)
p ,
where the sum is over F×qn instead of F×q .
Theorem 1.2.2 (Hasse-Davenport). For any multiplicative character χ : F×q → C×,
we have G(χ(n)) = G(χ)n for all n ≥ 1.
Proof. See [9, Theorem 1, p. 162], noting Gauss sums there are not defined with an
overall minus sign.
1.2.2 L-functions and the Riemann Hypothesis
In this section, we derive a formula for a certain L-function in terms of G(χ) and
then verify the Riemann Hypothesis for that L-function.
5Definition 1.2.3. Fix a root of unity ζp ∈ C of order p and a multiplicative character
χ : F×q → C×. Let η : (Fq[X]/(X2))× → C× be a multiplicative character defined by
η(a(1 + bX) mod X2) = χ(a)ζ
TrFq/Fp (b)
p . Extend η to 0 mod X2 by η(0 mod X2) = 0
and lift η to Fq[X] by declaring η(g) = η(g mod X2). This function η on Fq[X] is
totally multiplicative. The L-function associated to this data is
L(T ) =
∑
monic g
η(g)T deg(g) =
∞∑
k=0
 ∑
deg(g)=k
η(g)
T k,
where the sum is over all monic g(X) ∈ Fq[X].
Plugging in T = q−s = 1/qs we get
L(q−s) =
∑
monic g
η(g)
N(g)s
=
∞∑
k=0
 ∑
deg(g)=k
η(g)
 1
qks
,
where N(g) = |Fq[X]/g| = qdeg(g). As we can see, L(q−s) is analogous to the L-
function of a Dirichlet character.
By [6, Theorem 2.1], the power series L(T ) is a linear polynomial. The only non-
zero monic element of degree zero in Fq[X] is g(X) = 1. Letting gc(X) = X + c =
6c(1 +X/c) denote all the degree one monic polynomials in Fq[X], we get
L(T ) = 1 +
∑
c∈F×q
η(gc)T
= 1 +
∑
c∈F×q
χ(c)ζ
TrFq/Fp (1/c)
p T
= 1 +
∑
c∈F×q
χ(1/c)ζ
TrFq/Fp (c)
p T
= 1−G(χ)T.
In particular, when χ = 1 is trivial, (1.2.1) implies G(1) = 1 and so L(T ) = 1 − T .
The corresponding L-function is then L(q−s) = 1 − G(χ)/qs, whose roots have real
part equal to 1/2 if and only if |G(χ)| = √q. Therefore the Riemann Hypothesis for
L(q−s) is equivalent to Theorem 1.2.1.
Keeping in mind the power series expansion for log(1− T ), we get
L(T ) = exp (log(1−G(χ)T )) = exp
( ∞∑
n=1
−(G(χ)T )
n
n
)
.
Theorem 1.2.2 implies
L(T ) = exp
( ∞∑
n=1
−G(χ(n))T
n
n
)
. (1.2.2)
This exponential form of L(T ) is equivalent to its definition through Theorem
1.2.2. In Section 2.2, we use this form to generalize the definition of L(T ).
71.3 Definition over the p-adic numbers
We now replace the complex-valued additive and multiplicative characters χ and
ψ in the Gauss sums G(χ, ψ) with p-adic-valued characters in order to formulate
Stickelberger’s congruence and compute the non-Archimedean absolute value of Gauss
sums. Let Cp be the completion of the algebraic closure of Qp. For any n ≥ 1, we
will denote by ζn a root of unity of order n in Cp. In addition, we let µn = {ζkn ∈ Cp :
0 ≤ k < n} denote the group of nth roots of unity in Cp. Note that G(χ, ψ) is a finite
sum of roots of unity in C and thus it is an algebraic integer. Therefore the p-adic
analogue of G(χ, ψ) we work with in this chapter is an embedding of G(χ, ψ) in Cp.
Let χ : F×q → C×p and ψ : Fq → C×p be p-adic-valued multiplicative and additive
characters, respectively. Just as for complex-valued additive characters, the image of
ψ is in the pth roots of unity µp ⊂ Cp. Fixing a nontrivial pth root of unity ζp ∈ Cp,
there is a unique y ∈ Fq such that ψ(x) = ζTrFq/Fp (xy)p for all x ∈ Fq. When y = 1, we
call ψ(x) = ζ
TrFq/Fp (x)
p the basic p-adic additive character Fq → C×p . The computation
in the proof of Lemma 1.1.3 applies to p-adic-valued Gauss sums and shows that we
only need to consider Gauss sums involving the basic p-adic additive character.
Set Qq = Qp(ζq−1), the unramified extension of Qp with residue field of order q,
and Zq = Zp[ζq−1], the ring of integers of Qq. Then Fq can be realized as the residue
field Zq/pZq. With this notation, every p-adic multiplicative character χ : F×q → C×p
has values in the group of (q− 1)th roots of unity µq−1 ⊂ Z×q and the character group
of F×q with values in Cp is a cyclic group of order q − 1, since F×q is a cyclic group of
order q − 1. There’s a preferred choice for a generator of the character group of F×q
with values in Cp, which we define next.
Definition 1.3.1. The Teichmu¨ller character ω : F×q → µq−1 is the p-adic multi-
8plicative character where ω(x) is the unique (q − 1)th root of unity in Zq such that
ω(x) ≡ x mod pZq.
Note that F×q = Fp
(
ζq−1
)×
=
{
ζ
n
q−1 : 0 ≤ n < q − 1
}
, where ζq−1 ∈ Zq/pZq = Fq
is the reduction of ζq−1 ∈ Zq modulo pZq. Hence, we explicitly have ω
(
ζ
n
q−1
)
= ζnq−1.
This implies that ω has order q − 1 and therefore every multiplicative character
χ : F×q → C×p is a power of ω.
Remark 1.3.2. When p = q = 5, the Teichmu¨ller character ω is analogous to η in
Example 1.1.4. However, in the construction of F5 there, the ideal (2 − i)Z[i] could
have been replaced by (2+ i)Z[i], which makes the definition of η depend on the ideal
over 5Z we mod out by. In the 5-adic case, on the other hand, the prime ideal 5Z5
is the unique ideal we can mod out Z5 by to construct F5. Thus, the Teichmu¨ller
character ω is canonical in this sense.
Definition 1.3.3. Fix ζp ∈ Cp a root of unity of order p. For 0 ≤ a < q − 1, the
basic p-adic Gauss sum associated to a is
G(a) = −
∑
x∈F×q
ω(x)−aζ
TrFq/Fp (x)
p .
The signs in front of the sum as well as in the exponent of ω(x)−a make later for-
mulas look nicer (see Remark 1.4.6). As was noted above, every p-adic multiplicative
character χ : F×q → C×p is a power of ω, i.e. of the form χ = ω−a for some unique
0 ≤ a < q − 1. Compare the following example with Example 1.1.4.
Example 1.3.4. Let p = q = 5 and i ∈ Z5 be the primitive fourth root of unity such
that i ≡ 2 mod 5Z5. We have the following table.
9a G(a)
0 −ζ5 − ζ25 − ζ35 − ζ45 = 1
1 −ζ5 + iζ25 − iζ35 + ζ45
2 −ζ5 + ζ25 + ζ35 − ζ45
3 −ζ5 − iζ25 + iζ35 + ζ45
1.4 Properties of p-adic Gauss sums
In this section, we find the degree of basic p-adic Gauss sums over Qp, state Stick-
elberger’s congruence, and use it to find |G(a)|p. Then we recall how Stickelberger’s
congruence lifts to an equality, the Gross–Koblitz formula. After sketching a proof of
the Gross–Koblitz formula, we state Baldassarri’s generalization.
1.4.1 Degree over Qp
From Definition 1.3.3 and the fact that the Teichmu¨ller character takes values in µq−1,
we have G(a) ∈ Zp[ζq−1, ζp] = Zq[ζp].
Theorem 1.4.1. The basic p-adic Gauss sums G(a) lie in Zp[ζp] for all 0 ≤ a < q−1.
More precisely, Qp(G(a))/Qp is the unique extension of degree (p− 1)/(a, p− 1) that
lies between Qp(ζp) and Qp.
Proof. Recall that q = pf , Qq(ζp) = Qp(ζq−1, ζp) has degree f(p − 1) over Qp, and
the Galois group Gal(Qq(ζp)/Qp) ∼= Z/fZ × F×p is generated by the automorphisms
φp, σy : Qq(ζp)→ Qq(ζp) for y ∈ F×p , which are determined respectively by their values
10
on ζq−1 and ζp:
φp(ζq−1) = ζ
p
q−1, φp(ζp) = ζp and σy(ζq−1) = ζq−1, σy(ζp) = ζ
y
p .
The automorphism φp is called the Frobenius automorphism. Set φp : Fq → Fq to be
the corresponding Frobenius automorphism of the residue field Fq = Zq[ζp]/(ζp − 1)
over Fp. Applying φp to G(a) and using the facts: (1) ω(x) ∈ µq−1, (2) TrFq/Fp(x) =
TrFq/Fp(x
p), (3) φp : F×q → F×q is a group isomorphism, we get
φp(G(a))
(1)
= −
∑
x∈F×q
ω(x)p(−a)ζ
TrFq/Fp (x)
p
(2)
= −
∑
x∈F×q
ω(xp)−aζ
TrFq/Fp (x
p)
p
(3)
= G(a).
This implies that G(a) lies in Qp(ζp), the fixed field of Gal(Qq(ζp)/Qp(ζp)) = 〈φp〉.
Hence G(a) lies in Zp[ζp], as claimed. Thus Qp(G(a))/Qp is totally ramified since
Qp(ζp)/Qp is.
Now following the same steps as in the proof of Lemma 1.1.3, for y ∈ F×p we have
σy(G(a)) = −
∑
x∈F×q
ω(x)−aζ
yTrFq/Fp (x)
p = −
∑
x∈F×q
ω(x)−aζ
TrFq/Fp (xy)
p = ω(y)
aG(a).
The number G(a) is an algebraic integer, and we can view it in C. Theorem 1.2.1
implies |G(χ)| = √q 6= 0 and so G(a) 6= 0 for a 6= 0, while (1.2.1) implies G(0) = 1 6=
0. Hence, σy(G(a)) = G(a) if and only if ω(y)
a = 1, which is equivalent to ya = 1
since ω : F×q → µq−1 is an injective homomorphism. The set {y ∈ F×p : ya = 1} is a
11
subgroup of order (a, p− 1) in the cyclic group F×p . Galois theory implies
[Qp(G(a)) : Qp] =
p− 1∣∣{y ∈ F×p : ya = 1}∣∣ = p− 1(a, p− 1) .
Since the Galois group of Qp(ζp)/Qp is cyclic, there is a unique intermediate extension
of degree (p−1)/(a, p−1) over Qp. Hence, Qp(G(a)) is the unique extension of degree
(p− 1)/(a, p− 1) over Qp that lies in Qp(ζp).
1.4.2 Computing p-adic Gauss sums
For computations ofG(a) we can use Sage, but at this time it supports only unramified
or totally ramified p-adic fields, not composite extensions of Qp. Hence, to construct
G(a) and run computations, I found a formula for G(a) as an element of Zp[ζp] instead
of as an element of the composite extension Zq[ζp] of Zp, which is how it arises from
its definition.
In order to state such a formula for G(a) we use some additional notation. For
any polynomial g(X), denote by d(g) its degree and by s(g) the coefficient of Xd(g)−1
(if d(g) = 0 then we define s(g) = 0). By Hensel’s lemma, there is a lifting ω of
any monic irreducible polynomial g(X) ∈ Fp[x] dividing Xq−1 − 1 in Fp[X] to a
monic irreducible polynomial ω(g)(X) ∈ Zp[X] dividing Xq−1− 1 in Zp[X] such that
ω(g)(X) ≡ g(X) mod pZp[X] (i.e., the coefficients of ω(g) reduce to the coefficients
of g mod p). In particular, d(g) = d(ω(g)) and s(g) ≡ s(ω(g)) mod pZp. We call this
lifting ω because the Teichmu¨ller character (Definition 1.3.1) ω : F×q → µq−1 sends
each root of g(X) to a root of ω(g)(X): if g(X) =
d(g)∏
k=1
(X − αk) where αk ∈ F×q , then
ω(g)(X) =
d(g)∏
k=1
(X − ω(αk)).
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Example 1.4.2. Let q = 8. In F2[X], we have
X7 − 1 = (X − 1)(X3 +X + 1)(X3 +X2 + 1),
where each factor is monic irreducible. The lifting ω, sends
ω(X − 1) = X − 1,
ω(X3 +X + 1) = X3 + (2 + 22 + 25 + · · · )X2 + (1 + 22 + 25 + · · · )X − 1,
ω(X3 +X2 + 1) = X3 + (1 + 2 + 23 + · · · )X2 + (2 + 23 + 24 + · · · )X − 1,
which are the irreducible factors of X7 − 1 in Z2[X].
Theorem 1.4.3. Fix 0 ≤ a < q − 1 and ζp ∈ Cp. If ga and ω(g)a respectively denote
the minimal polynomials of x−a over Fp and ω(x)−a over Qp for any root x ∈ F×q of
g(X), then
G(a) =
∑
g(X)|(Xq−1−1)
d(g)
d(ga)
s(ω(g)a)ζ
−fs(g)/d(g)
p , (1.4.1)
where the sum is over all the monic irreducible factors g(X) of Xq−1 − 1 in Fp[X].
The key point in this theorem is that each term in the sum in (1.4.1) lies in Zp[ζp].
Proof. For any monic irreducible polynomial g(X) that is a factor of Xq−1 − 1 in
Fp[X], d(g) necessarily divides f (recall q = pf ) and the trace Fq → Fp of any root
of g(X) is equal to − f
d(g)
s(g). Hence, collecting together in G(a) all x ∈ F×q with a
common minimal polynomial over Fp, we have
G(a) = −
∑
g(X)|(Xq−1−1)
 ∑
x root of g(X)
ω(x)−a
 ζ−fs(g)/d(g)p , (1.4.2)
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where the outer sum is over all the irreducible monic factors g(X) of Xq−1 − 1 in
Fp[X] and the inner sum is over all the roots x ∈ Fq of g(X).
In addition, if x is a root of g(X) in Fq, then the full set of roots of g(X) is
{x, xp, xp2 , . . . , xpd−1}, where d = d(g), and therefore
∑
x root of g(X)
ω(x)−a = ω(x)−a + ω(xp)−a + ω(xp
2
)−a + · · ·+ ω(xpd−1)−a. (1.4.3)
Denote by S(g, a) the sum in (1.4.3). It is in Zq and invariant under Gal(Qq/Qp),
so S(g, a) ∈ Zp.
We now want an explicit formula for S(g, a). It looks like a trace and indeed
we can realize it as one. For x ∈ F×q with minimal polynomial g(X) over Qp, the
minimal polynomial of ω(x)−a over Qp is a monic irreducible factor, say ω(g)a(X) ∈
Zp[X], of Xq−1 − 1. In addition, since Qp(ω(x)−a) ⊆ Qp(ω(x)), the degree d(ga) =
d(ω(g)a) divides d(g) = d(ω(g)). It follows that S(g, a) = TrQ
pd(g)
/Qp(ω(x)
−a) =
− d(g)
d(ga)
s(ω(g)a). Plugging this formula into (1.4.2), we get
G(a) =
∑
g(X)|(Xq−1−1)
d(g)
d(ga)
s(ω(g)a)ζ
−fs(g)/d(g)
p ,
which is what we wanted and can be used to encode G(a) in Sage.
1.4.3 Stickelberger’s congruence
From the previous section we know G(a) ∈ Zp[ζp]. Every element of Zp[ζp] can be
expanded in powers of z := ζp− 1, the standard uniformizer of Zp[ζp]. Stickelberger’s
congruence gives the leading term of this expansion for G(a) in terms of the base p
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digits of a.
Theorem 1.4.4 (Stickelberger’s congruence). For every 0 ≤ a < q − 1, we have
G(a) ≡ z
a0+a1+···+af−1
a0!a1! · · · af−1! mod z
a0+a1+···+af−1+1,
where z = ζp − 1 and a = a0 + a1p + a2p2 + · · · + af−1pf−1 with 0 ≤ ai ≤ p − 1 for
0 ≤ i ≤ f − 1.
Proof. See [11, Chapter 1, Theorem 2.1], where the congruence is proved in the
number field Q(ζq−1, ζp). Through p-adic completion, we get the above result.
Example 1.4.5. Substituting ζ5 = 1 + z in Example 1.3.4, we have the following
table.
a G(a)
0 1 ≡ z0
0!
mod z
1 z + 2z2 + 2z3 + z4 + · · · ≡ z1
1!
mod z2
2 3z2 + 2z3 + 4z4 + z6 + · · · ≡ z2
2!
mod z3
3 z3 + z4 + 3z5 + 2z7 + · · · ≡ z3
3!
mod z4
Remark 1.4.6. If we defined the basic p-adic Gauss sum G(a) without the minus
sign in front of the sum in Definition 1.3.3, then in Stickelberger’s congruence we
would need an extra minus sign on the right side. More importantly, if we had used a
in place of −a as the power of ω(x) for the multiplicative character in the definition
of G(a), then we would have to write p− 1− ai in place of ai everywhere in Theorem
1.4.4.
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Corollary 1.4.7. With notation as in Theorem 1.4.4, for every 0 ≤ a < q − 1 we
have
|G(a)|p = |z|a0+a1+a2+···+af−1p =
(
1
p
)a0+a1+a2+···+af−1
p−1
.
Proof. The modulus in Theorem 1.4.4 has larger exponent than the power of z on
the right side, and a0!a1! · · · af−1! ∈ Z×p . Also |z|p = |ζp − 1|p = (1/p)1/(p−1).
We can improve the exponent in the modulus of Stickelberger’s congruence if we
use another uniformizer of Zp[ζp] instead of z = ζp − 1. Let pi be the unique solution
of Xp−1 = −p closest to z in Cp. This is a uniformizer of Zp[ζp] by Corollary B.8
where pi = pi1,1.
Theorem 1.4.8 (Stickelberger’s congruence). For every 0 ≤ a < q − 1, we have
G(a) ∈ pia0+a1+···+af−1Z×p and
G(a) ≡ pi
a0+a1+···+af−1
a0!a1! · · · af−1! mod pi
a0+a1+···+af−1+p−1,
where a = a0 + a1p+ a2p
2 + · · ·+ af−1pf−1 with 0 ≤ ai ≤ p− 1 for 0 ≤ i ≤ f − 1.
Proof. Setting l = n = v = 1, Corollary 3.4.6 implies G(a) ∈ pia0+a1+···+af−1Z×p and
Sections 3.3.2 and 3.3.3 give two proofs of the above congruence. Alternatively, using
Galois theory to show G(a)/pia0+a1+···+af−1 ∈ Qp and replacing zl by pil in Theorem
1.4.4, we get another proof of Theorem 1.4.8.
Note the higher power of pi in the modulus of Theorem 1.4.8 compared to Theorem
1.4.4. It is not generally true that G(a) is a p-adic integer multiple of za0+a1+···+af−1
so G(a) ∈ pia0+a1+···+af−1Z×p is truly a special feature of the uniformizer pi.
In order to compute the pi-expansion of G(a) in Sage, we use a formula for ζp in
terms of pi. From [11, Chapter 14, Section 2 and 3], ζp = AH1(pi), where AH1(X) =
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exp(X + Xp/p) ∈ Qp[[X]] converges for |x|p < (1/p)1/(p−1)p(p−1)/p2 , i.e., AH1(pi)
converges since |pi|p = (1/p)1/(p−1) < (1/p)1/(p−1)p(p−1)/p2 . Hence we may simply
write ζp as AH1(pi) in (1.4.1) to get the pi-expansion of G(a) ∈ Zp[ζp] = Zp[pi].
Example 1.4.9. Fix p = q = 5, ζ5 ∈ C5 and let pi be the root of X4 = −5 in Cp
closest to ζ5 − 1. Hence pi4 = −5, f = 1 and a = a0. Using Sage and substituting
ζ5 = AH1(pi) in Example 1.3.4, where AH1(X) = exp(X+X
5/5), we get the following
table. Compare the exponents in the moduli with those in Example 1.4.5: they are
larger.
a G(a)
0 1 ≡ pi0
0!
mod pi4
1 pi + pi5 + pi9 + 3pi17 + · · · ≡ pi1
1!
mod pi5
2 3pi2 + 2pi6 + 3pi10 + 2pi14 + · · · ≡ pi2
2!
mod pi6
3 pi3 + 4pi7 + pi11 + pi15 + · · · ≡ pi3
3!
mod pi7
Note that G(a)/pia is a power series in pi4 = −5 and thus in G(a) ∈ piaZ×5 .
1.4.4 The Gross–Koblitz Formula
Besides being used to get a higher modulus in Stickelberger’s congruence, the uni-
formizer pi of Qp(ζp) allows us to lift Stickelberger’s congruence to an equality, which is
the Gross–Koblitz formula. In addition, Theorem 1.4.8 says that G(a)/pia0+a1+···+af−1
is a p-adic integer unit and the Gross–Koblitz formula below explicitly describes this
unit as an f -product of the p-adic Gamma function Γp evaluated at certain rational
numbers depending on a.
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Definition 1.4.10. For any positive integer n the p-adic Gamma function is given
by
Γp(n+ 1) = (−1)n+1
n∏
k=1
p-k
k.
We extend Γp : Zp → Z×p by continuity with respect to the p-adic absolute value.
Theorem 1.4.11 (Gross–Koblitz formula). For 0 ≤ a < q − 1 we have
G(a) = pia0+a1+···+af−1
f−1∏
i=0
Γp
(
a(i)
q − 1
)
,
where a(i) is a with its digits in base p cyclically permuted i positions: writing the
base p expansion of a = a0 + a1p + a2p
2 + · · · + af−1pf−1 as [a0a1 . . . af−1]p, set
a(0) = a = [a0a1 . . . af−1]p, a(1) = [a1a2 . . . af−1a0]p, a(2) = [a2a3 . . . af−1a0a1]p, and so
on.
Proof. See [8] for the original proof for p 6= 2, [16] for an elementary proof for all
primes p or [5] and [11, Chapter 15] for the proof we will partially generalize below.
Example 1.4.12. The Gross–Koblitz formula lifts the congruences in Example 1.4.9
to equality as follows.
a G(a)
0 Γ5
(
0
5−1
)
= Γ5 (0) = 1
1 piΓ5
(
1
5−1
)
= piΓ5
(
1
4
)
2 pi2Γ5
(
2
5−1
)
= pi2Γ5
(
2
4
)
3 pi3Γ5
(
3
5−1
)
= pi3Γ5
(
3
4
)
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In general, if x ≡ y mod pZp then Γp(x) ≡ Γp(y) mod pZp, so
Γp
(
a(i)
q − 1
)
≡ Γp (−ai) ≡ 1
ai!
mod pZp,
where the second congruence relies on ai lying between 0 and p − 1. This explains
where the factorials of the digits in Stickelberger’s congruence come from. In addi-
tion, since Γp (Zp) ⊆ Z×p , the Gross–Koblitz formula implies G(a)/pia0+a1+···+af−1 is a
unit in Zp, not just in Zp[ζp]. This ratio lying in Zp is also clear from Galois theory.
Sketch of a proof of the Gross–Koblitz formula
We present a brief sketch of the proof of the Gross–Koblitz formula from [11,
Chapter 15]. It has three main steps.
Step 1: Show G(a) = (1 − q) Tr(α) = Tr(α) for a completely continuous linear
map α on an infinite-dimensional K-Banach space that induces a map α on a 1-
dimensional quotient space. Moreover, α decomposes as a composition of f K-linear
maps αi, where q = p
f .
Step 2: Show G(a) =
f−1∏
i=0
µi for certain µi ∈ K associated to the maps αi.
Step 3: Show µi = pi
aiΓp
(
a(i)
q − 1
)
for all 0 ≤ i ≤ f − 1.
We will focus on Step 1 and Step 2, which are already interesting: how can the
sum G(a) be turned into a trace and then a product?
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Fix a finite extension K of Qq(ζp). For r ∈ |K×|p := {|x|p : x ∈ K×}, let
L(r) =
{∑
k≥0
ckX
k ∈ K[[X]] : |ck|prk → 0
}
.
This is a K-Banach space with respect to the norm
∣∣∣∣∣
∣∣∣∣∣∑k≥0 ckXk
∣∣∣∣∣
∣∣∣∣∣ = maxk≥0 {|ck|prk}
since K contains an element c such that |c|p = 1/r, which implies that L(r) has an
orthonormal basis {1, cX, c2X2, . . . , }. In particular, for reasons that will be clear in
Remark 4.4.8 with n = l = 1, we are interested in the spaces L(r) with
1 < r < p(p−1)/p (1.4.4)
such that r ∈ |K×|p.
Remark 1.4.13. In [11, Chapter 15], Lang defines spaces L(δ) where δ > 0. For
rational δ such that K has an element of valuation δ, L(δ) = L(r) with r = pδ > 1 in
our notation.
Since L(r) has an orthonormal basis, the trace of the completely continuous linear
operator α on L(r) is well-defined as the sum of the diagonal entries in its matrix
representation with respect to any orthonormal basis of L(r). We denote this trace
by Tr(α).
Key fact 1: For r ∈ |K×|p such that 1 < r < p(p−1)/p, there is a completely
continuous linear operator α : L(r)→ L(r) such that
G(a) = (1− q) Tr(α). (1.4.5)
20
We may explicitly set K := Qq(ζp) and r = p1/(p−1) for p odd; or K := Qq(ζp3) =
Qq(ζ8) and r = p1/(p(p−1)) = 21/4 for p = 2. In either case, inequality (1.4.4) is satisfied
and K is the smallest extension of Qq(ζp) that contains an element of absolute value
r = p1/(p−1) when p is odd and r = 21/4 when p = 2.
Having G(a) as the trace on an infinite–dimensional K-vector space is not that
helpful. To reduce to a finite–dimensional space, we quotient by the image of certain
differential operators. Fix 0 ≤ a < q − 1. For i ≥ 0, define the differential operators
Di = X
d
dX
+
a(i)
q − 1 + piX, (1.4.6)
where the constants a(i)/(q − 1) in the operators Di appear in the Gross–Koblitz
formula. Note that Di are f -periodic: Di = Di+f for all i ≥ 0. While every Di as an
operator K[[X]] → K[[X]] is a bijection for a 6= 0, as an operator L(r) → L(r) it is
injective but not surjective for any a since by [11, Lemma 13, p. 335] the unique solu-
tion to the differential equation Di(y) = 1 in K[[X]] does not lie in L(r) for any r > 1.
Key fact 2: For all r > 1 in |K×|p and i ≥ 0, coker(Di) = L(r)/DiL(r) is 1-
dimensional over K and we can take {1¯} to be a basis. Moreover we have the following
commutative relation
α ◦D0 = D0 ◦ qα.
By this relation, there is an induced linear map α : L(r)/D0L(r)→ L(r)/D0L(r)
and we have commutativity of the diagram below.
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0 // L(r)
qα

D0 // L(r)
α

// L(r)/D0L(r)
α

// 0
0 // L(r) D0 // L(r) // L(r)/D0L(r) // 0
By [11, p. 358] this implies Tr(qα)− Tr(α) + Tr(α) = 0, so
(q − 1) Tr(α) + Tr(α) = 0.
Therefore by Key fact 1 the Gauss sum G(a) is a trace:
G(a) = Tr(α). (1.4.7)
By Key fact 2, α is an operator on a 1-dimensional K-vector space L(r)/D0L(r) so
equation (1.4.7) can be rewritten as
α(1¯) = G(a) · 1¯, (1.4.8)
showing G(a) is an eigenvalue of α. We will now factor the operator α in order to
finish Step 1.
Key fact 3: For each i ≥ 0 there is a completely continuous linear operator
αi : L(r)→ L(r) such that
α = αf−1 ◦ αf−2 ◦ · · · ◦ α0 and αi ◦Di = Di+1 ◦ pαi.
Thus we get well-defined linear maps αi : L(r)/DiL(r) → L(r)/Di+1L(r) between
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1-dimensional K-vector spaces such that α = αf−1 ◦ · · · ◦ α1 ◦ α0, or equivalently the
diagram below commutes.
L(r)/D0L(r)
α0
((
α
II
L(r)/Df−1L(r)
αf−1
66
L(r)/D1L(r)
α1

L(r)/DiL(r)
OO
L(r)/D2L(r)
vv
L(r)/DiL(r)
This completes Step 1. Since the quotient spaces in the diagram above each have
1 as a basis, for each i ≥ 0 there are numbers µi in K defined by
αi(1¯) = µi · 1¯, (1.4.9)
which are not eigenvalues of αi since 1¯ lies in different spaces on each side.
By applying (1.4.9) repeatedly we obtain
α(1¯) = αf−1 ◦ αf−2 ◦ · · · ◦ α0(1¯) =
f−1∏
i=0
µi · 1¯
where 1 on both sides is in L(r)/D0L(r). This shows by (1.4.8) that
G(a) =
f−1∏
i=0
µi.
This completes Step 2 in the proof of the Gross–Koblitz formula.
We collect the key facts used above in the following theorem, whose generalization
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in Chapter 2 is one of our main results.
Theorem 1.4.14 (Dwork-Lang). Fix 0 ≤ a < q − 1 and ζp ∈ Cp. For i ≥ 0 and
r ∈ |K×|p such that 1 < r ≤ p(p−1)/p, there are differential operators Di : L(r)→ L(r)
defined by (1.4.6) and completely continuous K-linear maps α : L(r) → L(r) and
αi : L(r)→ L(r) such that (1) each quotient space L(r)/DiL(r) is 1-dimensional over
K and (2) the induced maps α : L(r)/D0L(r)→ L(r)/D0L(r) and αi : L(r)/DiL(r)→
L(r)/Di+1L(r) satisfy
G(a) = (1− q) Tr(α) = Tr(α)
and
α = αf−1 ◦ αf−2 ◦ · · · ◦ α1 ◦ α0,
i.e., the following diagram commutes.
L(r)/D0L(r)
α0
((
α
II
L(r)/Df−1L(r)
αf−1
66
L(r)/D1L(r)
α1

L(r)/DiL(r)
OO
L(r)/D2L(r)
vv
L(r)/DiL(r)
Proof. See [11, Chapter 15] or Chapter 4 using n = l = 1.
The p-adic analytic representation ζp = AH1(pi) where AH1(X) = exp(X +X
p/p)
is the first of a family of such formulas. For n ≥ 1 or n = ∞, there is a unique root
of
Ln(X) = X +X
p/p+Xp
2
/p2 + · · ·+Xpn/pn
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in Cp with absolute value (1/p)1/(p−1) that is closest to ζp − 1. Denote this root by
pin (not to be confused with pil in Appendix A and other Chapters). In this notation,
the uniformizer pi from before is pi1. It turns out that pin is also a uniformizer of
Zp[ζp] = Zp[pin] and by Theorem B.7 we have ζp = AHn(pin), where AHn(X) =
exp(Ln(X)) ∈ Qp[[X]] (in Appendix B pin is denoted by pin,1). Baldassarri [3] used
the uniformizers pin and defined higher p-adic Gamma functions Γn,p(x) associated to
pin to prove the following generalization of the Gross–Koblitz formula. We omit the
explicit definition of Γn,p(x) in [3] since it requires too much setup and is unnecessary
for our discussion here.
Theorem 1.4.15 (Baldassarri). With notation as in the Gross–Koblitz formula (Theorem
1.4.11), for n ≥ 1 and 0 ≤ a < q − 1 we have
G(a) = pi
a0+a1+···+af−1
n
f−1∏
i=0
Γn,p
(
a(i)
q − 1
)
.
Proof. See [3].
Baldassarri showed this for p 6= 2, but with a little more care his argument works
for p = 2 as well. It is also worth noting that we may replace pi by pin everywhere in
Theorem 1.4.8, which would lift to an equality given by Theorem 1.4.15.
Chapter 2
Generalized Gauss sums
2.1 Definition over the complex numbers
Set Fq = Zq/(p), which is a canonical residue field of order q. We will generalize
the Gauss sums G(χ, ψ) by using continuous additive characters ψ : Zq → C×. The
key point is that the domain of ψ is not Fq as before, so the role of ζp ∈ C in the
additive character of Gauss sums can be replaced by roots of unity of p-power order
in C. Recall from the previous chapter that the basic Gauss sum associated to a
multiplicative character χ : F×q → C× (and a choice of ζp) is
G(χ) = −
∑
x∈F×q
χ(x)ζ
TrFq/Fp (x)
p = −
∑
x∈F×q
χ(x)ζx+x
p+xp
2
+···+xpf−1
p .
If we want to replace ζp by higher p-power order roots of unity, the exponent TrFq/Fp(x)
has to be modified since its values only make sense mod p. We will use a p-adic trace.
Let Tr be the trace map TrQq/Qp : Qq → Qp and recall ω, the Teichmu¨ller character
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(Definition 1.3.1). Since Gal(Qq/Qp) ∼= Gal(Fq/Fp) by reduction mod p, we have
TrFq/Fp(x) ≡ Tr(ω(x)) mod p for x ∈ Fq. Thus
G(χ) = −
∑
x∈F×q
χ(x)ζTr(ω(x))p = −
∑
x∈F×q
χ(x)ζω(x)+ω(x)
p+ω(x)p
2
+···+ω(x)pf−1
p .
Let’s see how this change in the trace map that we use modifies Example 1.1.4.
Example 2.1.1. With notation as in Example 1.1.4, we have the following table.
χ G(χ)
1 −ζ5 − ζ25 − ζ35 − ζ45 = −ζω(1)5 − ζω(2)5 − ζω(3)5 − ζω(4)5
η −ζ5 − iζ25 + iζ35 + ζ45 = −ζω(1)5 − iζω(2)5 + iζω(3)5 + ζω(4)5
η2 −ζ5 + ζ25 + ζ35 − ζ45 = −ζω(1)5 + ζω(2)5 + ζω(3)5 − ζω(4)5
η3 −ζ5 + iζ25 − iζ35 + ζ45 = −ζω(1)5 + iζω(2)5 − iζω(3)5 + ζω(4)5
Since the exponent on ζp is now in Zp, rather than Fp, we can replace ζp with roots
of unity of higher p-power order. For l ≥ 1, ζpl ∈ C and a multiplicative character
χ : F×q → C×, set
Gl(χ) = −
∑
x∈F×q
χ(x)ζ
Tr(ω(x))
pl
= −
∑
x∈F×q
χ(x)ζ
ω(x)+ω(x)p+ω(x)p
2
+···+ω(x)pf−1
pl
.
When l = 1 the sum G1(χ) is the same as the basic Gauss sum G(χ). In the sum
Gl(χ), the factor ζ
Tr(ω(x))
pl
is not an additive character Fq → C×. However, substituting
t = ω(x), the function t 7→ ζTr(t)
pl
is a continuous additive character Zq → C× of
order pl. Since ω : F×q → µq−1 is an isomorphism with inverse the reduction mod p
map, substituting t = ω(x) in Gl(χ) results in replacing summation over x ∈ F×q by
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summation over t ∈ µq−1 ⊂ Zq. Hence
Gl(χ) = −
∑
t∈µq−1
χ(t¯)ζ
Tr(t)
pl
= −
∑
t∈µq−1
χ(t¯)ζt+t
p+···+tpf−1
pl
,
where the sum is over p-adic roots of unity but the values in the sum are complex. It
is now natural to replace the domain of the multiplicative character χ : F×q → C× by
µq−1 and record this as the definition of Gl(χ).
Definition 2.1.2. Fix an integer l ≥ 1 and a root of unity ζpl ∈ C of order pl. For
a multiplicative character χ : µq−1 → C×, the generalized basic Gauss sum of level l
associated to χ is
Gl(χ) = −
∑
t∈µq−1
χ(t)ζ
Tr(t)
pl
= −
∑
t∈µq−1
χ(t)ζt+t
p+···+tpf−1
pl
.
Every continuous additive character Zq → C× has finite p-power order since the
only subgroup arbitrarily close to 1 in C× is {1}. The continuous additive characters
Zq → C× of order dividing pl are in one-to-one correspondence with the additive
characters Zq/pl → C×. By a counting argument they are of the form ψl,v(t) = ζTr(tv)pl
for some v ∈ Zq that is uniquely determined in Zq/pl, and ψl,v has order exactly pl if
and only if v ∈ Z×q . When v = 1, we define the basic continuous additive character
ψl(t) = ψl,1(t) = ζ
Tr(t)
pl
.
Definition 2.1.3. Fix an integer l ≥ 1 and a root of unity ζpl ∈ C of order pl. For
v ∈ Z×q and χ : µq−1 → C× a multiplicative character, the generalized Gauss sum of
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level l associated to χ and v is
Gl,v(χ) = −
∑
t∈µq−1
χ(t)ζ
Tr(tv)
pl
.
This definition includes the previous Gauss sums over C: Gl(χ) = Gl,1(χ) and
G(χ) = G1,1(χ).
Remark 2.1.4. For a multiplicative character χ : µq−1 → C× and a continuous ad-
ditive character ψ : Zq → C×, the Gauss sum
G(χ, ψ) = −
∑
t∈µq−1
χ(t)ψ(t)
generalizes of Definition 1.1.1: Gl(χ) = G(χ, ψl) and Gl,v(χ) = G(χ, ψl,v).
When v ∈ µq−1, using the change of variables t 7→ t/v as in the proof of Lemma
1.1.3 we get
Gl,v(χ) = −
∑
t∈µq−1
χ(t/v)ζ
Tr(tv)
pl
= χ(v)Gl(χ).
Thus we may restrict to studying Gl,v(χ) with v ∈ 1 + pZq. Note that for general
v ∈ Z×q this change of variables is invalid since t/v may not be in µq−1 for t ∈ µq−1.
Hence, unlike in the case of Gauss sums G(χ), generalized Gauss sums Gl,v(χ) as v
runs over Z×q do not reduce to a simple multiple of Gl(χ). See Theorem 3.1.1 for a
decomposition of the p-adic analogue of Gl,v(χ) in terms of the p-adic analogue of
Gk(χ) for 1 ≤ k ≤ l. Since all the quantities involved are algebraic, the complex
analogue of Theorem 3.1.1 holds as well.
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2.2 Properties of generalized Gauss sums over C
In this section we use L-functions to show that a generalization of the Hasse-Davenport
relation (Theorem 1.2.2) to Gl(χ) fails and also note through examples that |Gl(χ)| 6=
√
q when l > 1. Recall from Chapter 1 that the basic Gauss sums G(χ) = G1(χ)
satisfy both of these properties.
Generalizing L(T ) as in equation 1.2.2 we have the following definition.
Definition 2.2.1. Fix an integer l ≥ 1 and a choice of multiplicative character
χ : F×q → C×. The L-function of level l associated χ is
Ll(T ) = exp
( ∞∑
n=1
−Gl(χ(n))T
n
n
)
= 1−Gl(χ)T + · · · .
Adolphson, Sperber and Liu showed that Ll(T ) is in fact a polynomial of degree
pl−1 (see [1, 2, 12, 13]). Hence for l > 1, if a generalized Hasse-Davenport relation
were true, i.e. Gl(χ
(n)) = Gl(χ)
n for all n ≥ 1, then by the same argument as in
Section 1.2.2, we get that Ll(T ) is a polynomial of degree 1. This would contradict
the fact that Ll(T ) is a polynomial of degree p
l−1 > 1 when l > 1.
By [17, Theorem 3], Ll(T ) is a polynomial of degree at most p
l−1 and has nonzero
reciprocal roots in C of absolute value √q. Thus, since Gl(χ) is the linear coefficient
of Ll(T ) up to a sign and Ll(T ) has constant term 1, we have
|Gl(χ)| =
∣∣∣∣∣∣
∑
ρ root of Ll(T )
1
ρ
∣∣∣∣∣∣ ≤ pl−1√q,
where the sum is over all the complex roots ρ of Ll(T ). When l = 1 and χ is
nontrivial, the above inequality turns into an equality, i.e., |Gl(χ)| = √q (Theorem
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1.2.1). For l > 1 generally we have |Gl(χ)| 6= √q, which can be seen computationally:
for q = 3, 5, l = 2 and all χ : F×q → C×, we have |G2(χ)| 6=
√
q.
2.3 Definition over the p-adic numbers
To define the generalized p-adic Gauss sums, set Fq = Zq/(p) as before. The p-adic
Gauss sums will use multiplicative and additive characters taking values in Cp. Recall
the basic p-adic Gauss sum definition
G(a) = −
∑
x∈F×q
ω(x)−aζ
TrFq/Fp (x)
p .
Just like for its complex version, we replace TrFq/Fp(x) by the p-adic trace Tr(ω(x))
first and then substitute t = ω(x). This gives
G(a) = −
∑
x∈F×q
ω(x)−aζTr(ω(x))p = −
∑
t∈µq−1
t−aζTr(t)p .
Since Tr(t) ∈ Zp, we may now replace ζp by any p-power order root of unity in Cp.
Definition 2.3.1. Fix an integer l ≥ 1 and ζpl ∈ Cp. For 0 ≤ a < q − 1, the
generalized basic p-adic Gauss sum of level l associated to a is
Gl(a) = −
∑
t∈µq−1
t−aζTr(t)
pl
= −
∑
t∈µq−1
t−aζt+t
p+tp
2
+···+tpf−1
pl
.
Since the multiplicative group µq−1 = {t ∈ Z×q : tq−1 = 1} is isomorphic to F×q by
reduction mod p, with inverse the Teichmu¨ller map ω, when l = 1, the generalized
basic p-adic Gauss sum G1(a) is the same as the basic p-adic Gauss sum G(a).
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Example 2.3.2. For p = q = 5, l = 2 and i := ω(2) = 2 + 5 + 2 · 52 + · · · ∈ Z5, we
have the following table.
a G2(a)
0 −ζ25 − ζ i25 − ζ−i25 − ζ−125 = −ζ25 − ζ725 − ζ1825 − ζ2425
1 −ζ25 + iζ i25 − iζ−i25 + ζ−125 = −ζ25 + iζ725 − iζ1825 + ζ2425
2 −ζ25 + ζ i25 + ζ−i25 − ζ−125 = −ζ25 + ζ725 + ζ1825 − ζ2425
3 −ζ25 − iζ i25 + iζ−i25 + ζ−125 = −ζ25 − iζ725 + iζ1825 + ζ2425
In the definition of Gl(a), the factor t
−a is a p-adic multiplicative character µq−1 →
C×p and ζ
Tr(t)
pl
is a continuous p-adic additive character Zq → C×p of order pl restricted
to µq−1.
Definition 2.3.3. For a p-adic multiplicative character χ : µq−1 → C×p and a con-
tinuous p-adic additive character ψ : Zq → C×p , the generalized p-adic Gauss sum
associated to χ and ψ is
G(χ, ψ) = −
∑
t∈µq−1
χ(t)ψ(t).
Every p-adic multiplicative character µq−1 → C×p is of the form χa(t) = t−a for
a unique integer 0 ≤ a < q − 1 and every finite order continuous p-adic additive
character Zq → C×p has p-power order by continuity. Unlike the continuous additive
characters of Zq valued in C×, continuous p-adic additive character Zq → C×p do not
necessarily have finite order since there is infinitely many subgroups of C×p arbitrarily
close to 1. The continuous p-adic additive character Zq → C×p of order dividing pl
are in one-to-one correspondence with the additive characters Zq/pl → C×p and by
a counting argument they are of the form ψl,v(t) = ζ
Tr(vt)
pl
for some v ∈ Zq that is
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uniquely determined in Zq/pl. Additionally, ψl,v has order exactly pl if and only if
v ∈ Z×q . When v = 1, we define the basic p-adic additive character ψl = ψl,1 and note
that ψl(t) = ζ
Tr(t)
pl
and Gl(a) = G(χa, ψl).
Definition 2.3.4. Fix an integer l ≥ 1 and ζpl ∈ Cp. For 0 ≤ a < q − 1, the
generalized p-adic Gauss sum of level l associated to a and v is
Gl,v(a) = −
∑
t∈µq−1
t−aζTr(tv)
pl
.
This definition includes the previous Gauss sums over Cp: Gl(a) = Gl,1(a) and
G(a) = G1,1(a). When v ∈ µq−1, by the change of variables t 7→ t/v as in the proof
of Lemma 1.1.3 we get
Gl,v(a) = −
∑
t∈µq−1
(t/v)−aζTr(t)
pl
= vaGl(a), (2.3.1)
where va = χa(v). However, for general v ∈ Z×q , this change of variables is invalid since
t/v may not be in µq−1 for t ∈ µq−1. Hence, like for the complex-valued generalized
Gauss sums Gl,v(χ), the generalized p-adic Gauss sums Gl,v(a) do not reduce to
a simple multiple of Gl(a). If v ∈ Z×q and we set v0 = ω(v), so v0 ∈ µq−1 and
v ≡ v0 mod pZq, then by a similar argument we get
Gl,v(a) = v
a
0Gl,v/v0(a). (2.3.2)
Thus it suffices to understand the Gauss sums Gl,v(a) for v ∈ 1 + pZq.
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2.4 Properties of generalized p-adic Gauss sums
In this section, we narrow down the degree of generalized p-adic Gauss sums over Qp,
state the analogue of Stickelberger’s congruence for Gl(a) (proved by Blache [4]) and
Gl,v(a) (one of our main results), and use it to find |Gl,v(a)|p. Then we state a partial
analogue of the Gross–Koblitz formula, which will be gradually proved throughout
Chapter 4.
2.4.1 Degree over Qp
From Definition 2.3.1, we have Gl(a) ∈ Zp[ζq−1, ζpl ] = Zq[ζpl ].
Theorem 2.4.1. The Gauss sums Gl(a) lie in Zp[ζpl ] for all 0 ≤ a < q − 1. More
precisely, Qp(Gl(a))/Qp is an extension of degree dividing pl−1(p− 1)/(a, p− 1) that
lies between Qp(ζpl) and Qp.
Proof. We follow an analogous approach to the proof of Theorem 1.4.1. Recall that
q = pf , Qq(ζpl) = Qp(ζq−1, ζpl) has degree fpl−1(p− 1) over Qp, and the Galois group
Gal(Qq(ζpl)/Qp) ∼= Z/fZ ×
(
Zp/pl
)× ∼= Z/fZ × Z×p /(1 + plZp) is generated by the
automorphisms φp, σc : Qq(ζpl) → Qq(ζpl) for c ∈ Z×p that matters only modulo pl,
which are determined respectively by φp(ζq−1) = ζ
p
q−1, φp(ζpl) = ζpl and σc(ζpl) = ζ
c
pl
,
σc(ζq−1) = ζq−1. The automorphism φp is the Frobenius automorphism as in the proof
of Theorem 1.4.1. Applying φp to G(a) and using the facts: (1) φp(t) = t
p for any
t ∈ µq−1, (2) Tr(t) = Tr(tp), (3) φp : µq−1 → µq−1 is a group isomorphism, we get
φp(Gl(a))
(1)
= −
∑
t∈µq−1
(tp)−aζTr(t)
pl
(2)
= −
∑
t∈µq−1
(tp)−aζTr(t
p)
pl
(3)
= Gl(a).
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This implies that Gl(a) lies in Qp(ζpl), the fixed field of Gal(Qq(ζpl)/Qp(ζpl)) = 〈φp〉.
Hence G(a) lies in Zp[ζpl ], as claimed. Thus Qp(G(a))/Qp is totally ramified, since
Qp(ζpl)/Qp is.
Since Z×p ∼= µp−1 × (1 + pZp), we get
(
Zp/pl
)× ∼= µp−1 × (1 + pZp) / (1 + plZp),
where for l ≥ 2, (1 + pZp) /
(
1 + plZp
) ∼= Zp/pl−1 when p is odd and (1 + 2Z2)/(1 +
2lZ2) ∼= Z2/2× Z2/2l−2 when p = 2. For c ∈ Z×p , we have
σc(Gl(a)) = −
∑
t∈µq−1
t−aζTr(tc)
pl
= Gl,c(a).
We would like to know for what c ∈ Z×p , we have Gl,c(a) = Gl(a). Following the same
steps as in (2.3.1), for c ∈ µp−1 ⊂ Z×p we have
Gl,c(a) = c
aGl(a).
From Corollary 2.4.7 (independent of this result), we get |Gl(a)|p 6= 0 and so Gl(a) 6=
0. (Note that in the proof of Theorem 1.4.1 we used the Archimedean absolute value
to get G(a) 6= 0, but in the generalized case, we only know the upper bound |Gl(χ)| ≤
pl−1
√
q and so we are forced to use the p-adic result.) Hence σc(Gl(a)) = Gl(a) for
c ∈ µp−1 if and only if ca = 1. The set {c ∈ µp−1 : ca = 1} is a subgroup of order
(a, p− 1) in the cyclic group µp−1. Galois theory implies
[Qp(G(a)) : Qp] divides
pl−1(p− 1)
|{c ∈ µp−1 : ca = 1}| =
pl−1(p− 1)
(a, p− 1) .
Hence, Qp(G(a)) is an extension of degree dividing pl−1(p−1)/(a, p−1) over Qp that
lies between Qp(ζpl) and Qp.
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Computations suggest more is true: for odd p, a 6= 0 and c ∈ Z×q (that matter
only modulo pl), we believe Gl,c(a) = Gl(a) if and only if c
(a,p−1) = 1.
Conjecture 2.4.2. For odd p and a 6= 0, Qp(Gl(a))/Qp is the unique extension of
degree pl−1(p− 1)/(a, p− 1) that lies between Qp(ζpl) and Qp.
Remark 2.4.3. For v ∈ Z×p ⊆ Z×q , we may replace Gl(a) by Gl,v(a) in Theorem
2.4.1, Conjecture 2.4.2 and any later formula regarding Gl(a) since that amounts to
replacing ζpl inGl(a) by another root of unity ζ
v
pl
of order pl. However, for v ∈ Z×q −Z×p ,
Gl,v(a) does not generally lie in Zp[ζpl ].
2.4.2 Computing generalized p-adic Gauss sums
We work parallel to Section 1.4.2 in order to give a formula for Gl(a) as an element
of Zp[ζpl ] instead of as an element of the composite extension Zq[ζpl ] of Zp, which is
how it arises from its definition. To this end, we borrow the notation of Section 1.4.2.
Since Gl(a) is written as a sum over t ∈ µq−1 ⊂ Zq, an important difference is that
now we work entirely over the p-adics rather than over both p-adic and finite fields.
Thus, we will not need the lifting ω, which simplifies the notation in the following
theorem. Recall that for any polynomial g(X), we denote by d(g) its degree and by
s(g) the coefficient of Xd(g)−1 (if d(g) = 0 then we define s(g) = 0).
Theorem 2.4.4. Fix 0 ≤ a < q − 1, l ≥ 1 and ζpl ∈ Cp. We have,
Gl(a) =
∑
g(X)|(Xq−1−1)
d(g)
d(ga)
s(ga)ζ
−fs(g)/d(g)
pl
,
where the sum is over all the monic irreducible factors g(X) of Xq−1 − 1 in Zp[X],
ga denotes the minimal polynomials of t
−a over Qp for any root t ∈ µq−1 of g(X).
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The main differences compared to Theorem 1.4.1 are: (1) the sum in Theorem
2.4.4 runs over g(X) in Zp[X] rather than in Fp[X], (2) ζp has been replaced by ζpl
and (3) s(g) in the exponent of ζpl is a p-adic integer rather than an element of Fp,
and thus makes sense modulo pl.
Proof. For any monic irreducible polynomial g(X) that is a factor ofXq−1−1 in Zp[X],
we know that d(g) necessarily divides f (recall q = pf ) and the trace Tr: Qq → Qp of
any root of g(X) is equal to − f
d(g)
s(g). Hence, collecting together in G(a) all t ∈ µq−1
with a common minimal polynomial over Qp, we have
Gl(a) = −
∑
g(X)|(Xq−1−1)
 ∑
t root of g(X)
t−a
 ζ−fs(g)/d(g)
pl
, (2.4.1)
where the outer sum is over all the irreducible monic factors g(X) of Xq−1 − 1 in
Zp[X] and the inner sum is over all the roots t ∈ µq−1 of g(X).
In addition, if t is a root of g(X), then it lies in µq−1 and the full set of roots of
g(X) is {t, tp, tp2 , . . . , tpd−1}, where d = d(g). It follows that
∑
t root of g(X)
t−a = t−a + (tp)−a + (tp
2
)−a + · · ·+ (tpd−1)−a. (2.4.2)
Denote by S(g, a) the sum in (2.4.2). It is in Zq and invariant under Gal(Qq/Qp),
so S(g, a) ∈ Zp. For t ∈ µq−1 with minimal polynomial g(X) over Qp, the minimal
polynomial of t−a over Qp is a monic irreducible factor ga(X) ∈ Zp[X] of Xq−1 − 1.
In addition, since Qp(t−a) ⊆ Qp(t), the degree d(ga) divides d(g). It follows that
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S(g, a) = TrQ
pd(g)
/Qp(t
−a) = − d(g)
d(ga)
s(ga). Plugging this formula into (2.4.1), we get
Gl(a) =
∑
g(X)|(Xq−1−1)
d(g)
d(ga)
s(ga)ζ
−fs(g)/d(g)
pl
,
which is what we wanted and can be used to encode Gl(a) in Sage.
By Remark 2.4.3, Gl,v(a) does not generally lie in Zp[ζpl ] for v ∈ Z×q −Z×p . There-
fore, we can’t hope for a formula that would allow us to encode it in Sage at the
present time.
2.4.3 Stickelberger’s congruence
From the previous section, we know Gl(a) ∈ Zp[ζpl ]. Every element of Zp[ζpl ] can
be expanded in powers of zl := ζpl − 1, the standard uniformizer of Zp[ζpl ]. Blache’s
analogue of Stickelberger’s congruence below gives the leading term of this expansion
for Gl(a) in terms of the base p digits of a.
Theorem 2.4.5 (Blache). For every 0 ≤ a < q − 1 and l ≥ 1, we have
Gl(a) ≡ z
a0+a1+···+af−1
l
a0!a1! · · · af−1! mod z
a0+a1+···+af−1+1
l ,
where a = a0 + a1p+ a2p
2 + · · ·+ af−1pf−1 with 0 ≤ ai ≤ p− 1 for 0 ≤ i ≤ f − 1.
Proof. See [4]. We also give a more elementary proof in Section 3.2 that avoids Witt
vectors altogether.
Example 2.4.6. Substituting ζ25 = 1 + z2 in Example 2.3.2, we have the following
table.
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a G2(a)
0 1 + 4z42 + 2z
5
2 + 3z
6
2 ≡ z
0
2
0!
mod z2
1 z2 + 2z
2
2 + 2z
3
2 + z
4
2 + · · · ≡ z
1
2
1!
mod z22
2 3z22 + 2z
3
2 + 4z
4
2 + z
7
2 + · · · ≡ z
2
2!
mod z32
3 z32 + z
4
2 + 3z
5
2 + 2z
8
2 + · · · ≡ z
3
2
3!
mod z42
Corollary 2.4.7. With notation as in Theorem 2.4.5, for every 0 ≤ a < q − 1 we
have
|Gl(a)|p = |zl|a0+a1+a2+···+af−1p =
(
1
p
)a0+a1+a2+···+af−1
pl−1(p−1)
.
Proof. The modulus in Theorem 2.4.5 has larger exponent than the power of zl on
the right side, and a0!a1! · · · af−1! ∈ Z×p . Also |zl|p = |ζpl − 1|p = (1/p)1/(pl−1(p−1)).
We are able to show an analogue of Stickelberger’s congruence for the generalized
p-adic Gauss sums Gl,v(a).
Theorem 2.4.8. For every 0 ≤ a < q − 1, l ≥ 1 and v ∈ 1 + pZp, we have
Gl,v(a) ≡ z
a0+a1+···+af−1
l
a0!a1! · · · af−1! mod z
a0+a1+···+af−1+1
l ,
where a = a0 + a1p+ a2p
2 + · · ·+ af−1pf−1 with 0 ≤ ai ≤ p− 1 for 0 ≤ i ≤ f − 1.
Proof. See Section 3.1.
Theorem 2.4.5 is a special case of the above theorem for v = 1.
Remark 2.4.9. By (2.3.2) and Theorem 2.4.8, if v ∈ Z×q , and v0 = ω(v), then
Gl,v(a) = v
a
0Gl,v/v0(a) ≡ va0
z
a0+a1+···+af−1
l
a0!a1! · · · af−1! mod z
a0+a1+···+af−1+1
l .
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Corollary 2.4.10. With notation as in Theorem 2.4.8, for every 0 ≤ a < q − 1,
v ∈ 1 + pZq, l ≥ 1 and n l, we have
|Gl,v(a)|p = |zl|a0+a1+a2+···+af−1p =
(
1
p
)a0+a1+a2+···+af−1
pl−1(p−1)
.
Proof. The modulus in Theorem 2.4.8 has larger exponent than the power of zl on
the right side, and a0!a1! · · · af−1! ∈ Z×p . Also |zl|p = |ζpl − 1|p = (1/p)1/(pl−1(p−1)).
In fact, we can improve the exponent in the modulus of the congruences in both
Theorem 2.4.5 and Theorem 2.4.8 if we use different uniformizers of Zp[ζpl ] instead of
zl = ζpl − 1. Following the notation and results of Appendix B, for n ≥ 0 or n = ∞
let
Ln(X) = X +
Xp
p
+
Xp
2
p2
+ · · ·+ X
pn
pn
.
For each choice of ζpl and integer n big enough compared to l, a uniformizer of Zq[ζpl ]
can be singled out using a root of Ln(X): for l ≥ 1 and n ≥ l such that
p+ p2 + · · ·+ pn−l+1 > n, (2.4.3)
there is a unique root pin,l ∈ Cp of Ln(X) with p-adic valuation 1/(pl−1(p − 1)) that
is closest to zl = ζpl − 1. This pin,l is a uniformizer of Zq[ζpl ] by Corollary B.8. When
l = 1, the inequality (2.4.3) holds for any n ≥ 1, and when n = ∞ the condition
(2.4.3) is dropped. Blache actually states Theorem 2.4.5 in [4] using the uniformizer
pi∞,l instead of zl.
We will write n l when n ≥ l ≥ 1 and (2.4.3) holds.
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Theorem 2.4.11. For every 0 ≤ a < q − 1, v ∈ 1 + pZq, l ≥ 1 and n l, we have
Gl,v(a) ≡
pi
a0+a1+···+af−1
n,l
a0!a1! · · · af−1! mod pi
a0+a1+···+af−1+p−1
n,l ,
where a = a0 + a1p+ a2p
2 + · · ·+ af−1pf−1 with 0 ≤ ai ≤ p− 1 for 0 ≤ i ≤ f − 1.
Proof. See two proofs in Chapter 3: Sections 3.3.2 and 3.3.3.
Note the higher power of pin,l in the modulus of this theorem compared to Theorem
2.4.5.
In order to compute the pin,l-expansion of Gl(a) in Sage, we need a way to ex-
press ζpl in terms of pin,l. Theorem B.7 implies ζpl = AHn(pin,l), where AHn(X) =
exp(Ln(X)) = exp(Ln(X)) ∈ Qp[[X]]. Hence, we may simply substitute ζpl =
AHn(pin,l) in (1.4.1) and get the pin,l-expansion of Gl(a) ∈ Zp[ζpl ] = Zp[pin,l].
Example 2.4.12. Fix p = q = 5, n = l = 2, v = 1 and ζ25 ∈ C5. Using Sage and
substituting ζ25 = AH2(pi2,2) in Example 2.3.2, where AH2(X) = exp(X + X
5/5 +
X25/25), we get the following table. Compare the exponents in the moduli with those
in Example 2.4.6.
a G2,1(a)
0 1 + 4pi42,2 + pi
8
2,2 + 4pi
12
2,2 + · · · ≡ pi
0
0!
mod pi42,2
1 pi2,2 + 3pi
17
2,2 + 3pi
25
2,2 + 3pi
29
2,2 + · · · ≡ pi
1
2,2
1!
mod pi52,2
2 3pi2 + pi62,2 + pi
18
2,2 + 2pi
22
2,2 + · · · ≡ pi
2
2,2
2!
mod pi62,2
3 pi32,2 + 2pi
7
2,2 + pi
11
2,2 + pi
15
2,2 + · · · ≡ pi
3
2,2
3!
mod pi72,2
In the above example, it looks like G2,1(a) ∈ pia2,2Zp[pi42,2] and from Example 1.4.9,
we have G(a) ∈ piaZ×p . These are not coincidences and follow from one of the proofs
of Theorem 2.4.11. See Corollary 3.4.6 for the precise statement.
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2.4.4 A partial analogue of the Gross–Koblitz formula
Besides being used to get a higher modulus in our analogue of Stickelberger’s con-
gruence, we wonder if the uniformizers pin,l of Qp(ζpl) allow us to lift Theorem 2.4.11
to an equality for l ≥ 2 and n  l. For n = l = 1, we have pi1,1 = pi and the Gross–
Koblitz formula lifts Stickelberger’s congruence (or equivalently Theorem 2.4.11) to
an equality. For l = 1 and n ≥ 1 or n = ∞, we have pin,1 = pin and Baldassarri’s
generalization of the Gross–Koblitz formula (Theorem 1.4.15) lifts Theorem 2.4.11 to
an equality.
Let K be an extension of Qq(ζpl) containing an element of absolute value r such
that
1 < r < p(p+p
2+p3+···+pn−l+1−n)/pn . (2.4.4)
When n = l = 1, inequality (2.4.4) turns into (1.4.4). The following theorem is a
generalization of Theorem 1.4.14. We borrow the notation from Section 1.4.4.
Theorem 2.4.13. Fix 0 ≤ a < q−1, l ≥ 1, n l, ζpl ∈ Cp and v ∈ 1 +pZq in stan-
dard form mod pl. For i ≥ 0 and r ∈ |K×|p such that (2.4.4) holds, there are differen-
tial operators Dl,i : L(r)→ L(r) and completely continuous K-linear maps αl : L(r)→
L(r) and αl,i : L(r) → L(r) such that (1) each quotient space L(r)/DL(r) is pl−1-
dimensional over K and (2) the induced maps αl : L(r)/Dl,iL(r) → L(r)/Dl,iL(r)
and αl,i : L(r)/Dl,iL(r)→ L(r)/Dl,i+1L(r) satisfy
Gl,v(a) = (1− q) Tr(αl) = Tr(αl)
and
αl = αl,f−1 ◦ αl,f−2 ◦ · · · ◦ αl,1 ◦ αl,0,
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i.e., the following diagram commutes.
L/Dl,0L
αl,0
&&
αl
II
L/Dl,f−1L
αl,f−1
88
L/Dl,1L
αl,1

L/Dl,iL
OO
L/Dl,2L
yy
L/Dl,iL
Proof. See all of Chapter 4. Each section shows different parts of this theorem and
the maps αl, αl,i and differential operators Dl,i are explicitly defined.
Chapter 3
Proofs of generalized
Stickelberger’s congruences
In this chapter we present several proofs of the generalized Stickelberger’s congruences
discussed in Section 1.4.3 and Section 2.4.11.
3.1 Using Blache’s analogue of Stickelberger’s con-
gruence
We use Theorem 2.4.5 to prove Theorem 2.4.8. From (2.3.2) we know that we may
reduce to v ∈ 1+pZq. In this section we express Gl,v(a) in terms of Gi(k) for 1 ≤ i ≤ l,
0 ≤ k < q − 1 and any v ∈ Z×q . Since for our purposes v ∈ Z×q only matters mod
pl, using Teichmu¨ller expansions there is no loss in only considering v ∈ Zq such that
v = v0 + v1p+ · · ·+ vl−1pl−1 where vi ∈ µq−1 ∪ {0} for 0 ≤ i ≤ l− 1. We will refer to
such v as “in standard form mod pl.”
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Theorem 3.1.1. For l ≥ 1, v ∈ Z×q in standard form mod pl and 0 ≤ a < q − 1 we
have
Gl,v(a) =
1
(1− q)l−1
∑
i0+i1+···+il−1≡a mod q−1
Gl,v0(i0)Gl−1,v1(i1) · · ·G1,vl−1(il−1),
where the sum is over all integers 0 ≤ ij < q − 1 for any 0 ≤ j ≤ l − 1 and in the
Gauss sums Gi,vk(ik) use compatible ζpi: ζ
p
pi
= ζpi−1 for all i ≥ 1.
Recall that Gl,v(a) depends also on the choice of ζpl even though this is not clear
in the notation. Thus we have to relate choices of ζpi in Gi(k) to the fixed ζpl in
Gl,v(a).
Remark 3.1.2. We make two observations:
(1) For any l ≥ 1 and 0 ≤ a < q − 1: if v ∈ µq−1, Gl,v(a) = vaGl(a) and if v = 0,
Gl,v(a) = Gl,0(a) =

1− q if a = 0,
0 if 0 < a < q − 1.
Thus we may write Gl,v(a) in terms of the generalized Gauss sums Gi(k) consid-
ered by Blache where 1 ≤ i ≤ l and 0 ≤ k < q − 1 .
(2) The above theorem holds for complex-valued Gauss sums Gl,v(χ) as well since all
the operations involved are algebraic.
Proof. Fix l ≥ 1, v ∈ Z×q in standard form mod pl, 0 ≤ a < q−1 and ζpl ∈ Cp. Define
a compatible list {ζpi}0≤i≤l of pth power roots of unity such that ζppi = ζpi−1 for all
1 ≤ i ≤ l. It’s easier to simplify the right hand side. To be able to fit computations,
we set up some notation. Let k = (k0, k1, k2, . . . , kl−1), [k] = {0, 1, 2, . . . , k}, S(k) =
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k0 + k1 + · · ·+ kl−1 and RHS be the right hand side of the formula in Theorem 3.1.1.
Unfolding the definition of Gl,v(a) and the notation, we get
RHS =
(−1)l
(1− q)l−1
∑
S(i)≡a mod q−1
 ∑
t∈µlq−1
t−i00 t
−i1
1 · · · t−il−1l−1 ζTr(t0v0)+···+Tr(tl−1vl−1)p
l−1
pl

= − 1
(q − 1)l−1
∑
i∈[q−2]l
 ∑
t∈µlq−1
t
i1+i2+···+il−1−a
0 t
−i1
1 · · · t−il−1l−1 ζTr(t0v0+···+tl−1vl−1p
l−1)
pl

= − 1
(q − 1)l−1
∑
t∈µlq−1
t−a0 ζ
Tr(t0v0+···+tl−1vl−1pl−1)
pl
 ∑
i∈[q−2]l
(t0/t1)
i1 · · · (t0/tl−1)il−1
 .
The inner sum S(t0, t1, . . . , tl−1) factors as follows.
S(t0, t1, . . . , tl−1) =
(
q−2∑
i1=0
(t0/t1)
i1
)(
q−2∑
i2=0
(t0/t2)
i2
)
· · ·
 q−2∑
il−1=0
(t0/tl−1)il−1
 .
Each of the sums in parenthesis is a geometric series. For any 1 ≤ j ≤ l− 1, we know
that tj ∈ µq−1. Hence, for any 1 ≤ j ≤ l − 1 we have
q−2∑
ij=0
(t0/tj)
ij =

q − 1 if t0 = tj
0 if t0 6= tj
.
Therefore, we have
S(t0, t1, . . . , tl−1) =

(q − 1)l−1 if t0 = t1 = t2 = · · · = tl−1
0 if t0 6= tj for some 1 ≤ j ≤ l − 1
.
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Plugging S(t0, t1, . . . , tl−1) back into RHS and setting t = t0, we get
RHS = − 1
(q − 1)l−1
∑
t∈µlq−1
t−a0 ζ
Tr(t0v0+t1v1p+···+tl−1vl−1pl−1)
pl
S(t0, t1, . . . , tl−1)
= − 1
(q − 1)l−1
∑
t∈µq−1
t−aζTr(tv0+tv1p+···+tvl−1p
l−1)
pl
(q − 1)l−1
= −
∑
t∈µq−1
t−aζTr(tv)
pl
= Gl,v(a).
Example 3.1.3. Let p = q = 5, a = 3, l = 2, ζ25 ∈ C5, i = ω(2) and v = i − 5 in
standard form mod 25. Then we have
G2,i−5(3) =
1
4
(G2,i(0)G1,−1(3) +G2,i(1)G1,−1(2) +G2,i(2)G1,−1(1) +G2,i(3)G1,−1(0))
=
1
4
(G2(0)G(3)− iG2(1)G(2)−G2(2)G(1) + iG2(3)G(0)) .
Theorem 2.4.8 follows if we show that the summand with the biggest p-adic ab-
solute value in Theorem 3.1.1 is the one where i0 = a and ij = 0 for all 1 ≤ j ≤ l− 1.
This looks deceptively easy, but we need a non-trivial combinatorial result to show
it.
Let [m] = {0, 1, 2, . . . ,m} and a = a0+a1p+· · ·+af−1pf−1 be the base p expansion
of a ∈ [q − 2], where we recall q = pf . We denote by S(a) = a0 + a1 + · · ·+ af−1 the
sum of the base p digits of a, n = (n0, n1, . . . , nf−1) ∈ Zf an f -tuple of integers to
which we associate the sum of its components S(n) = n0 + n1 + · · · + nf−1 and the
base p expansion B(n) = n0 +n1p+ · · ·+nf−1pf−1. Note that with this notation, we
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have S(a) = S(a) and B(a) = a, but generally B(n) is not the base p expansion of an
integer since the components nj need not be in [p−1] = {0, 1, 2 . . . , p−1}. We define
n ≥ 0 to mean that ni ≥ 0 for all 0 ≤ i ≤ f − 1. The question we are considering is:
for fixed non-negative integers a < q − 1 and S, what are all possible f -tuples n ≥ 0
such that B(n) ≡ a mod pf − 1 and S(n) = S?
Lemma 3.1.4. Let q = pf , 0 ≤ a < q−1 and S be non-negative integers. If S is not
of the form S = S(a) +m(p− 1) for some non-negative integer m, then there are no
possible f -tuples n ≥ 0 such that B(n) ≡ a mod q − 1 and S(n) = S. On the other
hand, if S = S(a) + m(p− 1) for some non-negative integer m, then all the possible
f -tuples n ≥ 0 such that B(n) ≡ a mod q − 1 and S(n) = S are given by
n = a+m0(−1, 0, 0, . . . , p) +m1(p,−1, 0, 0, . . . , 0) + · · ·+mf−1(0, 0, . . . , 0, p,−1),
for all possible non-negative integers mi with m = m0+m1+· · ·+mf−1. In particular,
when S = S(a), m = 0 and so there is only one f -tuple n = a with the desired
properties.
Proof. First, notice that by further reducing B(n) ≡ a mod q−1 modulo p−1 (using
p ≡ 1 mod p−1), we get S(n) ≡ S(a) mod p−1. Hence, S = S(n) = S(a)+m(p−1)
for some integer m. So, only such values of S are allowed to begin with, because
otherwise there is no f -tuple satisfying the requirements. In addition, we claim that
m ≥ 0. Since 0 ≤ a < q − 1, B(n) ≡ a mod q − 1 and B(n) ≥ 0, there is a non-
negative integer m0 such that B(n) = a + m0(q − 1). Adding m0 to both sides and
unfolding the notation, we get
n0 +m0 + n1p+ · · ·+ nf−1pf−1 = a0 + a1p+ · · ·+ af−1pf−1 +m0pf . (3.1.1)
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Reducing modulo p, we have n0+m0 ≡ a0 mod p. Since n0,m0 ≥ 0 and 0 ≤ a0 ≤ p−1,
there exists a non-negative integer m1 such that n0 + m0 = a0 + m1p. Plugging this
into 3.1.1, canceling a0 and dividing by p, we have
n1 +m1 + n2p+ · · ·+ nf−1pf−2 = a1 + a2p+ · · ·+ af−1pf−2 +m0pf−1.
Again, reducing modulo p, we have n1 + m1 ≡ a1 mod p. Since n1,m1 ≥ 0 and
0 ≤ a1 ≤ p− 1, there exists a non-negative integer m2 such that n1 +m1 = a1 +m2p.
Continuing this process, we have non-negative integers m0,m1,m2, . . . ,mf−1 such
that ni+mi = ai+mi+1p for 0 ≤ i ≤ f −2 and nf−1 +mf−1 = af−1 +m0p. Summing
up all these equalities, we get
(n0 +n1 + · · ·+nf−1)+(m0 +m1 +m2 + · · ·+mf−1) = S(a)+(m0 +m1 + · · ·+mf−1)p.
Therefore S = S(n) = S(a) + (m0 +m1 + · · ·+mf−1)(p− 1) and so m = m0 +m1 +
· · · + mf−1 ≥ 0 as claimed. In addition, S = S(a) gives m = 0 which implies that
mi = 0 for 0 ≤ i ≤ f − 1 since all mi are non-negative. So we get that ni = ai for
1 ≤ i ≤ f − 1. Hence there is only one f -tuple, namely n = (a0, a1, . . . , af−1) that
answers our question for S = S(a). In general, for S = S(a) + m(p − 1), we know
that n+m = a+ p(m1,m2, . . . ,mf−1,m0). Rewriting this equation, we also have
n = a+m0(−1, 0, 0, . . . , p) +m1(p,−1, 0, 0, . . . , 0) + · · ·+mf−1(0, 0, . . . , 0, p,−1),
which concludes our proof.
Using Theorem 3.1.1, Lemma 3.1.4 and Blache’s analogue of Stickelberger’s con-
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gruence for Gl(a) (Theorem 2.4.5), we present the first proof of a Stickelbeger-type
congruence.
Proof of Theorem 2.4.8. Let 0 ≤ a < q − 1, l ≥ 1 and v ∈ 1 + pZp be in standard
form mod pl. Theorem 3.1.1 implies
Gl,v(a) =
1
(1− q)l−1
∑
i0+i1+···+il−1≡a mod q−1
Gl(i0)Gl−1,v1(i1) · · ·G1,vl−1(il−1), (3.1.2)
where the sum is over all integers 0 ≤ ij < q − 1 for any 0 ≤ j ≤ l − 1 and in
the Gauss sums Gi,vk(ik) use compatible ζpi : ζ
p
pi
= ζpi−1 for all i ≥ 1. To prove the
theorem we now show that Corollary 2.4.7 implies the unique summand with the
biggest p-adic absolute value in Theorem 3.1.1 is the one where i0 = a and ij = 0 for
all 1 ≤ j ≤ l − 1: by (2.3.1) and Theorem 2.4.5, we have
Gl(a)Gl−1,v1(0) · · ·G1,vl−1(0) = Gl(a)Gl−1(0) · · ·G1(0)
≡ z
a0+a1+···+af−1
l
a0!a1! · · · af−1! mod z
a0+a1+···+af−1+1
l .
The theorem follows by the non-Archimedean property of the p-adic absolute value
provided all the other terms in the sum (3.1.2) have smaller absolute value. By
Corollary 2.4.7 we have
|Gl(i0)Gl−1,v1(i1) · · ·G1,vl−1(il−1)|p =
(
1
p
)S(i0)+S(i1)p+···+S(il−1)pl−1
pl−1(p−1)
.
Let B˜(i) = S(i0) +S(i1)p+ · · ·+S(il−1)pl−1. Our task is to find all (i0, i1, . . . , il−1) ∈
[q − 1]l that minimize B˜(i). To do this, we use Lemma 3.1.4. Set ij,k ∈ [p− 1] for all
k ∈ [f−1] to be the base p digits of ij = ij,0 + ij,1p+ · · ·+ ij,f−1pf−1 for any j ∈ [l−1].
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We want B(i) = i0 + i1 + · · ·+ il−1 in Lemma 3.1.4. Thus, we let the components of n
be nk = i0,k+ i1,k+ · · ·+ i0,k for all k ∈ [f−1] and note that S(n) =
∑
j∈[l−1],k∈[f−1]
ij,k =
S(i0) +S(i1) + · · ·+S(il−1). Lemma 3.1.4 says that S(n) = S(a) +m(p− 1) for some
m ≥ 0. Hence, B˜(i) = S(n) + S(i1)(p− 1) + S(i2)(p2 − 1) + · · ·+ S(il−1)(pl−1 − 1) =
S(a)+(p−1)M where M = m+S(i1)+S(i2)(1+p) · · ·+S(il−1)(1+p+· · ·+pl−2) ≥ 0.
Thus, B˜(i) is minimized precisely when B˜(i) = S(a). This happens only when m = 0,
ij = 0 for all 1 ≤ j ≤ l − 1 and i0 = a, as claimed.
Remark 3.1.5. If we knew Theorem 2.4.11 for v = 1, the above proof shows Theorem
2.4.11 for any v ∈ 1 + pZq since for all i as above, we have B˜(i) = S(a) + (p − 1)M
for some M ≥ 0 and M = 0 if and only if i = (a, 0, 0, . . . , 0).
3.2 A new proof of Theorem 2.4.5
Blache’s proof of Theorem 2.4.5 relies on a p-adic series representation of the additive
character t 7→ ζTr(t)
pl
. We present a more elementary proof.
Proof of Theorem 2.4.5. Let zl = ζpl − 1. Then
Gl(a) = −
∑
t∈µq−1
t−a(1 + zl)Tr(t)
= −
∑
t∈µq−1
t−a
∑
k≥0
(
Tr(t)
k
)
zkl
= −
∑
k≥0
 ∑
t∈µq−1
t−a
(
Tr(t)
k
) zkl .
Let Hk,i be the coefficients of T (T−1)(T−2) · · · (T−(k−1)) = Hk,kT k+Hk,k−1T k−1+
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· · ·+Hk,1T +Hk,0 and Ca,k =
∑
t∈µq−1 t
−a(Tr(t)
k
)
. Then
Ca,k =
∑
t∈µq−1
t−a
(
Tr(t)
k
)
=
1
k!
∑
t∈µq−1
k∑
i=0
Hk,i Tr(t)
it−a
=
1
k!
k∑
i=0
Hk,i
∑
t∈µq−1
(t+ tp + · · ·+ tpf−1)it−a
=
1
k!
k∑
i=0
Hk,i
∑
t∈µq−1
∑
n0+n1+···+nf−1=i
(
i
n0, n1, . . . , nf−1
)
tn0+n1p+···+nf−1p
f−1−a
=
1
k!
k∑
i=0
Hk,i
∑
n0+n1+···+nf−1=i
(
i
n0, n1, . . . , nf−1
) ∑
t∈µq−1
tn0+n1p+···+nf−1p
f−1−a
=
q − 1
k!
∑
n≥0,S(n)≤k
B(n)≡a mod q−1
Hk,S(n)
(
S(n)
n0, n1, . . . , nf−1
)
.
Therefore, the first non-zero Ck,n in the sum G(χ, ψl) is the one that minimizes S(n)
such that B(n) ≡ a mod q − 1 and n ≥ 0. Lemma 3.1.4 implies that this happens
only when n = a and k = S(a). In that case, we get
Ca,S(a) =
q − 1
S(a)!
HS(a),S(a)
(
S(a)
a0, a1, . . . , af−1
)
=
q − 1
a0!a1! · · · af−1! ,
and so the corollary follows.
Remark 3.2.1. Note in particular the following:
1. Liang Xiao noted that replacing zl by a variable X everywhere in the above
proof, we get a Stickelbeger-type congruence for power series. This was our
inspiration for the following proofs of Theorem 2.4.11.
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2. Following the strategy in the above proof, we get another proof of Theorem
2.4.8. To do this it is convenient to use v ∈ Z×q in standard form mod pl
and expand Tr(tv) = Tr(tv0) + Tr(tv1)p + · · · + Tr(tvl−1)pl−1 using Tr(tvi) =
tvi + (tvi)
p + · · · + (tvi)pf−1 for all t ∈ µq−1 and 0 ≤ i ≤ l − 1. Since this other
proof of Theorem 2.4.8 has the same main ideas as the above proof, we omit
the details.
3.3 Stickelberger-type congruences through AH(X)
A first step in the proof of the generalized Stickelberger’s congruence with the higher
exponent in the modulus (Theorem 2.4.11) is to represent the additive character
ψl : Zq → C×p restricted to µq as a power series evaluated at t ∈ µq−1. Blache [4]
used this technique to prove Theorem 2.4.5, but did not realize that with a few more
observations, his proof leads to a higher exponent in the modulus for p 6= 2. We first
prove Theorem 2.4.11 for n = ∞, i.e. for the Gauss sums Gl(a) with respect to the
uniformizers pil = pi∞,l.
3.3.1 Power series representations through AH(X)
We start by recalling some notations and results. As in Appendix A, let AH(X) =
eL(X) =
∑
i≥0
AiX
i = 1 + X + · · · , where L(X) = ∑
i≥0
Xp
i
/pi. Both series converge on
the open unit disc in Cp and AH(X) is the well-known Artin–Hasse series, which is in
Zp[[X]] (see Lemma A.2 and the discussion after it). However the numerical equality
AH(x) = eL(x) only holds in general for |x|p < (1/p)1/(p−1). In fact AH(pi) 6= eL(pi) = 1
for any non-zero p-adic root pi of L(X). By Theorem A.5, for any primitive pl-th root
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of unity ζpl in Cp, where l ≥ 1, there is a unique root pil of L(X) in Cp such that
ζpl = AH(pil). Therefore we can use the Artin–Hasse series to represent p-th power
roots of unity, which will help us get a handle on the Gauss sums Gl(a). With this
in mind we write
Gl(a) = −
∑
t∈µq−1
t−aζt+t
p+···+tpf−1
pl
= −
∑
t∈µq−1
t−a AH(pil)t+t
p+···+tpf−1 .
Since it is easier to deal with power series, for any z ∈ Zq we have
AH(X)Tr(z) = (1 + (AH(X)− 1))Tr(z) :=
∑
k≥0
(
Tr(z)
k
)
(AH(X)− 1)k.
Definition 3.3.1. For 0 ≤ a < q − 1, the Artin–Hasse Gauss series associated to a
is
G(a,X) = −
∑
t∈µq−1
t−a AH(X)t+t
p+···+tpf−1 .
Note that in particular G(a, pil) = Gl(a) for any l ≥ 1. Hence G(a,X) is a power
series representation of Gl(a) for all levels l ≥ 1. The goal now is to understand the
power series G(a,X).
We will rewrite the power series AH(X)Tr(t) for t ∈ µq−1 so that we can more easily
compute its coefficients and the coefficients of the Gauss sum power series G(a,X).
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For t ∈ µq−1, we have
AH(X)Tr(t) = eTr(t)L(X)
= exp(Tr(t)X + Tr(t)Xp/p+ Tr(t)Xp
2
/p2 + · · · )
= exp(Tr(t)X + Tr(tp)Xp/p+ Tr(tp
2
)Xp
2
/p2 + · · · )
= exp((t+ tp + · · ·+ tpf−1)X + (tp + tp2 + · · ·+ tpf )Xp/p+ · · · )
= exp(L(tX) + L(tpX) + · · ·+ L(tpf−1X)).
By definition of AH(X) we get
AH(X)Tr(t) = AH(tX) AH(tpX) · · ·AH(tpf−1X), (3.3.1)
even though the above calculation of power series breaks down numerically with pil
in place of X since L(pil) = 0. This is why it is convenient to work with power series.
Note that for any x ∈ mp and t ∈ µq−1, AH(x)Tr(t) = AH(tx) AH(tpx) · · ·AH(tpf−1x)
and in particular
ψl(t) = ζ
Tr(t)
pl
= AH(pil)
Tr(t) = AH(tpil) AH(t
ppil) · · ·AH(tpf−1pil).
Replacing t by the indeterminate T in (3.3.1), we make the following definition.
Definition 3.3.2. The Artin–Hasse additive character series associated to q = pf is
Ψ(T,X) = AH(TX) AH(T pX) · · ·AH(T pf−1X) ∈ Zp[[T,X]].
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If Tr(T ) := T + T p + · · ·+ T pf−1 , note that
Ψ(T,X) 6= AH(X)Tr(T ) :=
∑
k≥0
(
Tr(T )
k
)
(AH(X)− 1)k.
However, for t ∈ µq−1, we do get Ψ(t,X) = AH(X)Tr(t) and so
G(a,X) = −
∑
t∈µq−1
t−aΨ(t,X).
3.3.2 Stickelberger-type congruences for G(a,X) and Gl,v(a)
To get a Stickelberger-type congruence for G(a,X), it is convenient to introduce
some more notation. Let f ≥ 1, n = (n0, n1, . . . , nf−1) ∈ Zf , B(n) = n0 +n1p+ · · ·+
nf−1pf−1 ∈ Z and S(n) = n0 +n1 + · · ·+nf−1. The notation n ≥ 0 means that ni ≥ 0
for all 0 ≤ i ≤ f − 1. Recalling AH(X) = ∑k≥0AkXk, we have
Ψ(T,X) =
(∑
n0≥0
An0T
n0Xn0
)(∑
n1≥0
An1T
n1pXn1
)
· · ·
 ∑
nf−1≥0
Anf−1T
nf−1pf−1Xnf−1

=
∑
n0,n1,...,nf−1≥0
An0 An1 · · ·Anf−1T n0+n1p+···+nf−1p
f−1
Xn0+n1+···nf−1
=
∑
n≥0
AnT
B(n)XS(n).
where An = An0An1 · · ·Anf−1 . Therefore for t ∈ µq−1
Ψ(t,X) =
∑
n≥0
Ant
B(n)XS(n)
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and so
G(a,X) = −
∑
t∈µq−1
t−aΨ(t,X)
= −
∑
t∈µq−1
(∑
n≥0
AnX
S(n)tB(n)−a
)
= −
∑
n≥0
AnX
S(n)
 ∑
t∈µq−1
tB(n)−a

= (1− q)
∑
n≥0,B(n)≡a mod q−1
AnX
S(n),
The last equality follows from the geometric series identity: for any k ∈ Z
∑
t∈µq−1
tk =
q−2∑
i=0
ζ ikq−1 =
 q − 1 if k ≡ 0 mod q − 10 if k 6≡ 0 mod q − 1 .
We can use this computation to get the following theorem.
Theorem 3.3.3. Let q = pf , 0 ≤ a < q − 1, a = a0 + a1p + · · · + af−1pf−1 be the
p-adic expansion of a and S(a) = a0 + a1 + · · ·+ af−1. Then
G(a,X) ≡ (1− q) X
S(a)
a0! a1! · · · af−1! mod X
S(a)+p−1Zp[[Xp−1]]
and G(a,X)/XS(a) ∈ Zp[[Xp−1]]×.
Proof. With the notation of the theorem and the previous observations, we have
G(a,X) = (1− q)
∑
n≥0,B(n)≡a mod q−1
AnX
S(n),
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where An ∈ Zp. Lemma 3.1.4 implies that S(n) = S(a) + m(p − 1) for some integer
m ≥ 0 and S(n) is minimized when m = 0. Thus S(n) = S(a) and n = a. Since
0 ≤ ai ≤ p − 1 for all 0 ≤ i ≤ f − 1 and the coefficients of the Artin–Hasse power
series match the coefficients of the exponential power series up to degree p−1, we get
Aai =
1
ai!
. In addition, since AH(X) ∈ 1 + XZp[[X]], we have Ai ∈ Zp for all i ≥ 0.
Hence
G(a,X) ≡ (1− q) X
S(a)
a0! a1! · · · af−1! mod X
S(a)+p−1Zp[[Xp−1]]
and G(a,X)/XS(a) ∈ Zp[[Xp−1]]×, as wanted.
We now use the power series congruence of G(a,X) to prove Theorem 2.4.11.
Proof of Theorem 2.4.11. Recall that G(a, pil) = Gl(a), where pil = pi∞,l is a root
of L(X) = L∞(X) of absolute value rl. Hence we can simply plug in X = pil into
Theorem 3.3.3 and get the desired result when v = 1 and n =∞ due to the coefficients
being p-adic integers. To show Theorem 2.4.11 for n = ∞ and all v ∈ 1 + pZq, it is
enough to recall Remark 3.1.5. Hence we have
Gl,v(a) ≡ pi
S(a)
l
a0!a1! · · · af−1! mod pi
S(a)+p−1
l .
For n  l such that n 6= ∞, we have |pin,l − pil| = R(n, l) < r, where pil = pi∞,l
by Theorem B.10. Thus |pil/pin,l − 1| ≤ rp−1l and so |piS(a)l /piS(a)n,l − 1| ≤ rp−1l . Hence
|piS(a)l − piS(a)n,l | ≤ rS(a)+p−1l , which proves Theorem 2.4.11 for all finite n such that
n l.
Remark 3.3.4. In Theorem 3.3.3, we may plug in any x ∈ Cp such that |x| < 1 to
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get
G(a, x) = −
∑
t∈µq−1
t−a AH(x)t+t
p+···+tpf−1 =≡ (1−q) x
S(a)
a0! a1! · · · af−1! mod x
S(a)+p−1Zp[[xp−1]]
and G(a, x)/xS(a) ∈ Zp[[xp−1]]×. For z ∈ Zq, the map z 7→ AH(x)Tr(z) is a continuous
additive character Zq → C×p for any |x| < 1. When x = pil is a root of L(X) of
absolute value rl = (1/p)
1/(pl−1(p−1)), the map z 7→ AH(pil)Tr(z) = ζTr(z)pl is a continuous
additive character of order pl. For x ∈ Cp not a root of L(X) and |x| < 1, the map
z 7→ AH(x)Tr(z) is a continuous additive character of infinite order.
3.3.3 Stickelberger-type congruence for Gv(a,X) and Gl,v(a)
Since Gl,v(a) ≡ piS(a)l /(a0!a1! · · · af−1!) mod piS(a)+p−1l for any v ∈ 1+pZq, it is natural
to wonder if this congruence really comes from a corresponding congruence of power
series as it happens when v = 1 by Theorem 3.3.3. We now follow the same strategy
to represent Gl,v(a) as a power series. Note that
ψl,v(t) = ζ
Tr(tv0)+Tr(tv1)p+···+Tr(tvl−1)pl−1
pl
= ζ
Tr(tv0)
pl
ζ
Tr(tv1)p
pl
· · · ζTr(tvl−1)pl−1
pl
.
Hence we can decompose ψl,v in terms of the basic additive characters ψl for v ∈ Z×q
in standard form mod pl as
ψl,v(t) = ψl(tv0)ψl(tv1)
p · · ·ψl(tvl−1)pl−1 . (3.3.2)
Keeping in mind (3.3.1) and the above computation, we make the following defi-
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nition.
Definition 3.3.5. For 0 ≤ a < q − 1 and v ∈ Z×q in standard form mod pl, the
Artin–Hasse Gauss series associated to a and v is
Gv(a,X) = −
∑
t∈µq−1
t−aΨ(tv0, X)Ψ(tv1, X)p · · ·Ψ(tvl−1, X)pl−1 ,
where we can replace Ψ(tv0, X)Ψ(tv1, X)
p · · ·Ψ(tvl−1, X)pl−1 by AH(X)Tr(tv) when
needed.
Note that in particular Gv(a, pil) = Gl,v(a) for all l ≥ 1. Hence Gv(a,X) is a power
series representation of Gl,v(a) for all levels l ≥ 1.
We now prove an analogue of Theorem 3.3.3 for the more general series Gv(a,X)
and then use it to get another proof of Theorem 2.4.11.
Theorem 3.3.6. Let q = pf , 0 ≤ a < q − 1, a = a0 + a1p + · · · + af−1pf−1 be the
p-adic expansion of a and S(a) = a0 + a1 + · · ·+ af−1. For v ∈ Z×q in standard form
mod pl such that ω(v) = v0, we have
Gv(a,X) ≡ (1− q)va0
XS(a)
a0! a1! · · · af−1! mod X
S(a)+p−1Zp[v][[Xp−1]]
and Gv(a,X)/X
S(a) ∈ Zp[v][[Xp−1]]×.
Proof. We need a way to get rid of the powers of p of the additive character series
Ψ(tv0, X)Ψ(tv1, X)
p · · ·Ψ(tvl−1, X)pl−1 in Gv(a,X). For any i ≥ 0 we set
AH(X)p
i
=
∑
k≥0
A
(i)
k X
k,
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where A
(i)
k ∈ Zp since AH(X) ∈ Zp[[X]]. Following a similar argument as in the
beginning of Section ?? with A
(i)
k in place of Ak and using similar notation, for all
0 ≤ i ≤ l − 1 we have
Ψ(T,X)p
i
= AH(TX)p
i
AH(T pX)p
i · · ·AH(T pf−1X)pi
=
∑
ni≥0
A(i)ni T
B(ni)XS(ni),
where ni = (ni,0, ni,1, . . . , ni,f−1) ∈ Zf , A(i)ni = A(i)ni,0A(i)ni,1 · · ·A(i)ni,f−1 , B(ni) = ni,0 +
ni,1p+ · · ·+ni,f−1pf−1 and S(ni) = ni,0 +ni,1 + · · ·+ni,f−1. Therefore, for t, vi ∈ µq−1
we have
Ψ(tvi, X)
pi =
∑
ni≥0
A(i)ni (tvi)
B(ni)XS(ni),
and so
AH(X)Tr(tv) =
∑
n≥0
An(tv0)
B(n0)(tv1)
B(n1) · · · (tvl−1)B(nl−1)XS(n),
where n = (n0, n1, . . . , nl−1) ∈ (Zf )l, An = A(0)n0A(1)n1 · · ·A(l−1)nl−1 and S(n) = S(n0) +
S(n1) + · · ·+ S(nl−1) =
∑
i,j ni,j. Thus
Gv(a,X) = −
∑
t∈µq−1
t−a AH(X)Tr(tv)
= −
∑
t∈µq−1
∑
n≥0
A(i)n (v0)
B(n0)(v1)
B(n1) · · · (vl−1)B(nl−1)XS(n)tB(n)−a

= −
∑
n≥0
An(v0)
B(n0)(v1)
B(n1) · · · (vl−1)B(nl−1)XS(n)
 ∑
t∈µq−1
tB(n)−a

= (1− q)
∑
n≥0,B(n)≡a mod q−1
An(v0)
B(n0)(v1)
B(n1) · · · (vl−1)B(nl−1)XS(n),
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where B(n) = B(n0) + B(n1) + · · · + B(nl−1) and the last equality follows from the
geometric series identity: for any k ∈ Z
∑
t∈µq−1
tk =
q−2∑
i=0
ζ ikq−1 =
 q − 1 if k ≡ 0 mod q − 10 if k 6≡ 0 mod q − 1 .
With the previous observations, we have
Gv(a,X) = (1− q)
∑
n≥0,B(n)≡a mod q−1
An(v0)
B(n0)(v1)
B(n1) · · · (vl−1)B(nl−1)XS(n),
where An ∈ Zp. Lemma 3.1.4 implies that S(n) = S(a) + m(p − 1) for some integer
m ≥ 0 and S(n) is minimized when m = 0. Thus S(n) = S(a), n = (a, 0, 0, . . . , 0)
and B(n0) = a. Since 0 ≤ ai ≤ p − 1 for all 0 ≤ i ≤ f − 1 and the coefficients of
the Artin–Hasse power series match the coefficients of the exponential power series
up to degree p− 1, we get Aai = 1ai! . Note that A
(0)
k = Ak and the coefficients A
(i)
k for
i ≥ 1 don’t play any role besides the fact that they are in Zp since n = (a, 0, 0, . . . , 0).
Since v ∈ Z×q is in standard form mod pl, we have Zp[v0, v1, · · · , vf−1] = Zp[v]. Thus
Gv(a,X) ≡ (1− q)va0
XS(a)
a0! a1! · · · af−1! mod X
S(a)+p−1Zp[v][[Xp−1]]
and G(a,X)/XS(a) ∈ Zp[v][[Xp−1]]×, as wanted.
As a result we have another proof of Theorem 2.4.11.
Proof of Theorem 2.4.11. Recall that Gv(a, pil) = Gl,v(a), where pil = pi∞,l is a root
of L(X) = L∞(X) of absolute value rl. Hence we can simply plug in X = pil into
Theorem 3.3.6 and get the desired result for all v ∈ 1 + pZq and n = ∞ due to the
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coefficients being p-adic integers. Hence we have
Gl,v(a) ≡ pi
S(a)
l
a0!a1! · · · af−1! mod pi
S(a)+p−1
l .
For n  l such that n 6= ∞, we have |pin,l − pil| = R(n, l) < r, where pil = pi∞,l
by Theorem B.10. Thus |pil/pin,l − 1| ≤ rp−1l and so |piS(a)l /piS(a)n,l − 1| ≤ rp−1l . Hence
|piS(a)l − piS(a)n,l | ≤ rS(a)+p−1l , which proves Theorem 2.4.11 for all finite n such that
n l.
Remark 3.3.7. The statements in Remark 3.3.4 generalize if we replace G(a,X)
and Tr(z) by Gv(a,X) and Tr(zv) respectively for any v ∈ 1 + pZq. However, the
collection of continuous additive characters of the form z 7→ AH(x)Tr(zv) does not
cover all possible continuous additive characters Zq → C×p .
3.4 Stickelberger-type congruences through AHn(X)
We follow the layout of Section 3.3 to represent the additive characters ψl,v : Zq → C×p
restricted to µq−1 as power series evaluated at t ∈ µq−1 for n ≥ 1. We did this before
in the case n =∞, but now we do it for all n l. Hence we will get infinitely many
power series representations of ψl,v indexed by n.
3.4.1 Power series representations through AHn(X)
We start by recalling some notations and results. As in Appendix B, let AHn(X) =
eLn(X) =
∑
i≥0
An,iX
i = 1 +X + · · · , where Ln(X) =
n∑
i=0
Xp
i
/pi. The truncated Artin–
Hasse series AHn(X) have disc of convergence D(AHn) given by Lemma B.3. By
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Theorem B.7, for n  l and any primitive pl-th root of unity ζpl in Cp, there is a
unique root pin,l of Ln(X) in Cp such that ζpl = AHn(pin,l). It follows that pin,l is the
unique root of Ln(X) closest to ζpl − 1. Therefore we can use the truncated Artin–
Hasse series to represent p-th power roots of unity, which will help us get a handle
on the Gauss sums Gl,v(a). With this in mind, for n l and v ∈ Z×q we get
Gl,v(a) = −
∑
t∈µq−1
t−aζTr(tv)
pl
= −
∑
t∈µq−1
t−a AHn(pin,l)Tr(tv).
Definition 3.4.1. For any 0 ≤ a < q−1, v ∈ Zq and n ≥ 1 or n =∞ the Artin–Hasse
Gauss series associated to a, n and v is
Gn,v(a,X) = −
∑
t∈µq−1
t−a AHn(X)Tr(tv).
Fix n ≥ 1. Note that in particular for all l ≥ 1 such that n  l, if pin,l is the
root of Ln(X) closest to ζpl − 1, then Gn,v(a, pin,l) = Gl,v(a). So the goal now is to
understand the power series Gn,v(a,X).
We will rewrite the additive character power series AHn(X)
Tr(tv) so that we can
more easily compute its coefficients and the coefficients of the power series Gn,v(a,X).
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For t ∈ µq−1, by the properties of the trace map we have
AHn(X)
Tr(t) = eTr(t)Ln(X)
= exp(Tr(t)X + Tr(t)Xp/p+ · · ·+ Tr(t)Xpn/pn)
= exp(Tr(t)X + Tr(tp)Xp/p+ · · ·+ Tr(tpn)Xpn/pn)
= exp((t+ tp + · · ·+ tpf−1)X + · · ·+ (tpn + tpn+1 + · · ·+ tpn+f−1)Xpn/pn)
= exp(Ln(tX) + Ln(t
pX) + · · ·+ Ln(tpf−1X))
= AHn(tX) AHn(t
pX) · · ·AHn(tpf−1X),
even though the calculation above breaks down numerically with pin,l in place of X
since Ln(pin,l) = 0. However, we can plug in any x ∈ D(AHn) into the power series
equation
AHn(X)
Tr(t) = AHn(tX) AHn(t
pX) · · ·AHn(tpf−1X), (3.4.1)
so we have the numerical identity
ψl(t) = ζ
Tr(t)
pl
= AHn(pin,l)
Tr(t) = AHn(tpin,l) AHn(t
ppin,l) · · ·AHn(tpf−1pin,l).
Replacing t by the indeterminate T in (3.4.1), we make the following definition.
Definition 3.4.2. The Artin–Hasse additive character series associated to n and
q = pf is
Ψn(T,X) = AHn(TX) AHn(T
pX) · · ·AHn(T pf−1X).
When n = ∞ we get Ψ∞(T,X) = Ψ(T,X). Fix n ≥ 1. From the previous
computation for t ∈ µq−1 ∪ {0} and all l ≥ 1 such that such that n  l, we have
ψl(t) = Ψn(t, pin,l). Thus Ψn is the power series representation we were looking for
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that generalizes Ψ in the previous section. Moreover, we can use Ψn to represent the
more general additive characters ψl,v through (3.3.2) as
ψl,v(t) = Ψn(tv0, pin,l)Ψn(tv1, pin,l)
p · · ·Ψn(tvl−1, pin,l)pl−1 . (3.4.2)
3.4.2 Generalized Stickelberger-type congruence for Gn,v(X)
To get a generalization of Theorem 3.3.6, we first need to get some estimates on the
absolute value of the coefficients of Gn,v(X).
Lemma 3.4.3. Let K be any extension of Qp and for each 0 < r ≤ 1 set
B(r) =
{∑
k≥0
ckX
k ∈ K[[X]] : |ck|prk ≤ 1 for all k ≥ 0
}
.
If g(X), h(X) ∈ B(r), then g(X)h(X) ∈ B(r) and g(X) + h(X) ∈ B(r).
Proof. This follows by applying the strong triangle inequality to estimate the coeffi-
cients of g(X)h(X) and g(X) + h(X).
Corollary 3.4.4. With the notation of the above lemma, for any 0 ≤ a ≤ q − 1,
v ∈ Z×q , n ≥ 1 or n =∞, we have
AHn(X),AHn(X)
Tr(tv),Ψn(1, X), Gn,v(a,X) ∈ B(R(AHn)),
where R(AHn) is the radius of convergence of AHn(X) and K = Qp or K = Qp(v)
respectively.
Proof. By Lemma B.3 we have AHn(X) ∈ B(R(AHn)). The rest follow by Lemma
3.4.3 since they are finite sums of products of AHn(X).
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Theorem 3.4.5. Let q = pf , 0 ≤ a < q − 1, a = a0 + a1p + · · · + af−1pf−1 be the
p-adic expansion of a and S(a) = a0 + a1 + · · ·+ af−1. For v ∈ Z×q in standard form
mod pl such that ω(v) = v0 and n l, we have
Gn,v(a,X) ≡ (1− q)va0
XS(a)
a0! a1! · · · af−1! mod X
S(a)+p−1Qp(v)[[Xp−1]]
and Gn,v(a,X) =
∑
k≥S(a) gkX
k ∈ Qp(v)[[Xp−1]] with
|gk|pR(AHn)k ≤ 1 for all k ≥ S(a).
Proof. We only need to replace AH(X) by AHn(X) in the proof of Theorem 3.3.6
and then apply Lemma 3.4.4.
Note that when n = ∞, R(AH∞) = 1 and the condition on the coefficients
of Gn,v(a,X) says that they lie in Zp[v]. Hence this theorem generalizes Theorem
3.3.6. The coefficients of Gn,v(a,X) match those of G∞,v(X) = Gv(a,X) up to degree
pn+1− 1 and are therefore in Zp[v], but beyond this point they are not guaranteed to
be in Zp[v]. When a = 0, the above theorem implies Theorem 2.4.11, but for a > 0
we would need a better bound on the coefficients of Gn,v(a,X). In any case, we know
from previous proofs that indeed when we plug in X = pin,l we do get Theorem 2.4.11.
3.4.3 Degrees of extensions over Qp
We now deduce some consequences and make conjectures about the degree of Gl,v(a)
and Gl,v(a)/pi
S(a)
n,l over Qp(v). For simplicity, in this section we denote by | · | the
p-adic absolute value | · |p. From Theorem 2.4.11, we have Gl,v(a)/piS(a)n,l ∈ Zp[v, pin,l]×,
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but much more is true. Recall that v ∈ Zq is in standard form mod pl if v =
v0 + v1p + v2p
2 + · · · + vl−1pl−1 with vi ∈ µq−1 ∪ {0}. It follows that for such v, we
have Zp[v] = Zp[v0, v1, . . . , vl−1].
Corollary 3.4.6. With notation as in Theorem 2.4.11 and v ∈ Z×q in standard form
mod pl, we have Gl,v(a)/pi
S(a)
n,l ∈ Zp[v, pip−1n,l ]×, so Gl,v(a) ∈ Zp[v, pi(S(a),p−1)n,l ].
Proof. The first statement is clear for n =∞ and for n l it follows from Theorem
3.4.5 by plugging in X = pin,l and Theorem 2.4.11. The second statement follows
from the first one upon multiplying by pi
S(a)
n,l .
Recall that Qp(pin,l) = Qp(ζpl) (Corollary B.8) is an extension of Qp of degree
ϕ(pl) = pl−1(p − 1). The following lemma gives the degree of pimn,l over Qp for any
positive integer m.
Lemma 3.4.7. Let p be an odd prime, m a positive integer and d = (m, p−1). Then
Qp(pimn,l) = Qp(pidn,l) and [Qp(pin,l) : Qp(pidn,l)] = d.
Proof. Since d divides m, it is clear that Qp(pimn,l) ⊆ Qp(pidn,l). To show the equality
and prove the lemma, it is enough to show that [Qp(pin,l) : Qp(pimn,l)] = d. We will
do this by finding the subgroup of Gal(Qp(pin,l)/Qp) fixing Qp(pimn,l). First recall
Z×p /(1 + plZp) ∼= Gal(Qp(ζpl)/Qp) = Gal(Qp(pin,l)/Qp) by the map c → σc where σc
is the automorphism defined by σc(ζpl) = ζ
c
pl
. Since Z×p /(1 + plZp) ∼= µp−1 × (1 +
pZp)/(1+plZp) ∼= Z/(p−1)Z×Z/pl−1Z and these two groups Z/(p−1)Z and Z/pl−1Z
have relatively prime orders, it is enough to see how c ∈ µp−1 and c ∈ 1 + pkZ×p act
on pimn,l for 1 ≤ k ≤ l − 1.
Let c ∈ µp−1, i.e. c ∈ Z×p with cp−1 = 1. Then we know that σc(pin,l) = cpin,l and so
σc(pi
m
n,l) = pi
m
n,l is equivalent to c
mpimn,l = pi
m
n,l or c
m = 1. Hence the only c ∈ µp−1 that
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fix pimn,l are the ones that satisfy c
d = 1.
Now let c ∈ 1 + pkZ×p for some 1 ≤ k ≤ l − 1. There exists z ∈ Z×p such that
c = 1 + pkz. From the AHn isometry, we get
|σc(pin,l)− pil| = |AHn(σc(pin,l))− AH(pin,l)|
= |ζcpl − ζpl |
= |ζpkz
pl
− 1|
= |ζzpl−k − 1|
= rp
k
l .
Let u ∈ Zp[pin,l]× such that σc(pin,l) = upin,l. Then from the above computation we
get
|u− 1| = |σc(pin,l)/pin,l − 1| = |σc(pin,l)− pin,l||pin,l| =
rp
k
l
rl
= rp
k−1
l .
Then σc(pi
m
n,l) = pi
m
n,l is equivalent to u
mpimn,l = pi
m
n,l or u
m = 1. Since by the above
computation u ∈ 1 + pipk−1n,l Z×p , we know that u could only be a pth power root of
unity. So |u− 1| = rt for some 1 ≤ t ≤ l. This means that rpk−1l = rt, or equivalently
(
1
p
) pk−1
pl−1(p−1)
=
(
1
p
) 1
pt−1(p−1)
.
Thus pk − 1 = pl−t or equivalently pl−t(pk−l+t − 1) = 1. Hence l = t, p = 2 and
k = 1. So for odd primes p, we get that um 6= 1 for any m which implies that the only
c ∈ Z×p that fix pimn,l are the one that satisfy cd = 1. Hence [Qp(pin,l) : Qp(pimn,l)] = d,
as wanted.
By this lemma, we get that [Qp(pin,l) : Qp(piS(a)n,l )] = [Qp(pin,l) : Qp(pi
(S(a),p−1)
n,l )] =
69
(S(a), p−1) and [Qp(pin,l) : Qp(pip−1n,l )] = p−1. In addition, pi(S(a),p−1)n,l , pip−1n,l and pin,l are
respective uniformizers of Qp(pi(S(a),p−1)n,l ), Qp(pi
p−1
n,l ) and Qp(pin,l) and so Zp[pi
(S(a),p−1)
n,l ],
Zp[pip−1n,l ] and Zp[pin,l] are respective rings of integers of Qp(pi
(S(a),p−1)
n,l ), Qp(pi
p−1
n,l ) and
Qp(pin,l).
We now recall Conjecture 2.4.2 and add to it based on Corollary 3.4.6 and Lemma
3.4.7. Keep in mind (a, p− 1) = (S(a), p− 1), v ∈ Z×q only matters mod pl and Qp(v)
is the same as the field generated by the Teichmu¨ller digits of v in its p-expansion.
Conjecture 3.4.8. For odd p, v ∈ Z×q in standard form mod pl and a 6= 0, we have
Qp(Gl,v(a))/Qp(v) and Qp(Gl,v(a)/piS(a)n,l )/Qp(v) are the unique extensions of degree
pl−1(p− 1)/(a, p− 1) and pl−1 that lie between Qp(v)(ζpl) and Qp(v). In other words,
Qp(Gl,v(a)) = Qp(v)(pi(S(a),p−1)) and Qp(Gl,v(a)/piS(a)n,l ) = Qp(v)(pi
p−1).
The containments
Qp(Gl,v(a)) ⊆ Qp(v)(pi(S(a),p−1)) and Qp(Gl,v(a)/piS(a)n,l ) ⊆ Qp(v)(pi(S(a),p−1))
as well as the degrees of the extensions Qp(v)(pi(S(a),p−1)) and Qp(v)(pip−1) over Qp(v)
follow directly from Corollary 3.4.6 and Lemma 3.4.7. The question then becomes:
are these containments in fact equalities?
First, notice that pa ≡ a(f−1) mod q − 1 where a(f−1) = af−1 + a0p + a1p2 +
· · · + af−2pf−1 and thus Gl,v(pa) = Gl,v(a). Hence in our analysis we may assume
a is not divisible by p. To support Conjecture 3.4.8 for v = 1, we use the following
strategy based on Galois theory. Recall the notation form the proof of Lemma 3.4.7.
Since Z×p ∼= µp−1 × (1 + pZp) and the values of c only matter modulo pl, then we
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want show that the subgroup of (Zp/pl)× which contains all the values of c such that
σc(Gl(a)) = Gl(a) lies entirely in µp−1. This follows if we can show that for any
0 ≤ a < q − 1 and all c of the form c = 1 + pkz for some 1 ≤ k ≤ l − 1 and z ∈ Z×p ,
|σc(Gl(a)) − Gl(a)| 6= 0. Similarly, the same values of c need to be checked to show
that |σc(Gl(a)/piS(a)n,l )−Gl(a)/piS(a)n,l | 6= 0.
To get started, we show the following lemma.
Lemma 3.4.9. Let x be an algebraic integer in an extension of Qp with maximal
ideal m such that x ≡ 1 mod m. Then for any positive integer n = pkn′ with n′ not
divisible by p we have
|xn − 1| =

|x− 1| if k = 0
|pk||x− 1| if k ≥ 1 and |x− 1| < r1
|pk−l||x− 1|pl if rl < |x− 1| < rl+1 for some 1 ≤ l < k
|x− 1|pk if k ≥ 1 and |x− 1| > rk.
,
where rl =
(
1
p
) 1
pl−1(p−1)
. At the critical values |x − 1| = rl, the above equality turns
into ≤.
Proof. Let x = 1 + z with z ∈ m. Using the binomial theorem we have
xn − 1 =
n∑
i=1
(
n
i
)
zi.
Note that the assumption x ≡ 1 mod m means |z| = |x − 1| < 1 and that rpl+1 = rl
for any l ≥ 1.
First, suppose that n is not divisible by p. Then for i ≥ 2, |(n
i
)
zi| ≤ |z2| < |z| =
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|nz| = |(n
1
)
z|. So the first term in the above sum has a bigger absolute value than
the others. By the non-Archimedean property of the p-adic absolute value we have
|xn − 1| = |z| = |x− 1|.
Now we consider n being a p-th power n = pk for some k ≥ 1 and use induction
on k. Assume first that n = p. Since for 0 < i < p,
(
p
i
)
is divisible by p exactly once
we have |(p
i
)
zi| < |pz| for all 1 < i < p. By the non-Archimedean property of the
p-adic absolute value
|xp − 1| ≤ max
1≤i≤p
{∣∣∣∣(pi
)
zi
∣∣∣∣} = max{|pz|, |z|p}
and equality holds if |z|p 6= |pz|, i.e. when |z| = |x − 1| 6= r1 =
(
1
p
) 1
p−1
. This is the
reason we avoid this case in the statement of the Lemma.1 From this, one can easily
see that
|xp − 1| =

|p||x− 1| if |x− 1| < r1
|x− 1|p if |x− 1| > r1
. (3.4.3)
So if we replace x with xp in 3.4.3 we get
|xp2 − 1| =

|p||xp − 1| if |xp − 1| < r1
|xp − 1|p if |xp − 1| > r1
.
By (3.4.3) we have: |x− 1| < r1 implies |xp − 1| = |p||x− 1| < r1; r1 < |x− 1| < r2
implies |xp − 1| = |x− 1|p < r1; |x− 1| > r2 implies |xp − 1| = |x− 1|p > r1. Hence
1When x is a root of unity of order p, for example, |x− 1| = r1 6= 0, but |xp − 1| = 0.
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we get
|xp2 − 1| =

|p2||x− 1| if |x− 1| < r1
|p||x− 1|p if r1 < |x− 1| < r2
|x− 1|p2 if |x− 1| > r2
.
Now let n = pk for k ≥ 3 and assume that the lemma is true for n = pk−1. Then by
replacing x with xp and (3.4.3) we have
|xpk − 1| =

|pk−1||xp − 1| if |xp − 1| < r1
|pk−1−l||xp − 1|pl if rl < |xp − 1| < rl+1 for some 1 ≤ l < k − 1
|xp − 1|pk−1 if |xp − 1| > rk−1
=

|pk||x− 1| if |x− 1| < r1
|pk−l||x− 1|pl if rl < |x− 1| < rl+1 for some 1 ≤ l < k
|xp − 1|pk−1 if |x− 1| > rk
.
Thus the lemma follows by induction for n any power of p.
Finally if n = pkn′ with n′ not divisible by p we have |xpn − 1| = |(xn′)pk − 1| and
thus
|xpn − 1| =

|pk||xn′ − 1| if |xn′ − 1| < r1
|pk−l||xn′ − 1|pl if rl < |xn′ − 1| < rl+1 for some 1 ≤ l < k
|xn′ − 1|pk if |xn′ − 1| > rk
.
Now the lemma follows from |xn′ − 1| = |x− 1|.
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We now show two lemmas that support our Conjecture 3.4.8.
Lemma 3.4.10. For p odd and S(a) divisible by p, we have
Qp(Gl(a)) = Qp(pi(a,p−1)n,l ).
Proof. Let b > 0 determine the next term in the pin,l expansion of Gl(a):
Gl(a) = Ba,S(a)pi
S(a)
n,l +Ba,S(a)+bpi
S(a)+b
n,l + · · ·
Then, applying σc for c = 1 + p
k, we get
σc(Gl(a)) = Ba,S(a)pi
′
n,l
S(a) +Ba,S(a)+bpi
′
n,l
S(a)+b + · · ·
where pi′n,l = σc(pin,l). Using the properties of the Artin–Hasse exponential as in the
proof of Lemma 3.4.7, we let u = pi′n,l/pin,l and get |u−1| = |pi′n,l−pin,l|/|pin,l| = rl−k/rl.
Then by factoring the corresponding power of pin,l in each summand, we get
σc(Gl(a))−Gl(a) = Ba,S(a)piS(a)n,l (uS(a) − 1) +Ba,S(a)+bpiS(a)+bn,l (uS(a)+b − 1) + · · · .
By Lemma 3.4.9 for S(a) not divisible by p, we have |uS(a)−1| = |u−1| ≥ |uS(a)+b−1|
no-matter what b > 0 is since |uS(a)+b − 1| always has a factor of |u − 1| < 1. In
addition, b > 0 and |Ba,S(a)| = 1 imply that
|Ba,S(a)piS(a)n,l (uS(a) − 1)| > |Ba,S(a)+bpiS(a)+bn,l (uS(a)+b − 1)|
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and so by the strong triangle inequality of the p-adic absolute value, we get
|σc(Ga)−Ga| = |Ba,S(a)piS(a)n,l (uS(a) − 1)| 6= 0
as wanted.
In addition we have the following lemma.
Lemma 3.4.11. For odd p and c ∈ 1 + pZp we have
|σc(Gl,v(a))−Gl,v(a)| 6= 0 or
∣∣∣σc(Gl,v(a)/piS(a)n,l )−Gl,v(a)/piS(a)n,l ∣∣∣ 6= 0.
Proof. Let c ∈ 1 + pZp and suppose
|σc(Gl,v(a))−Gl,v(a)| = 0 and
∣∣∣σc(Gl,v(a)/piS(a)n,l )−Gn,l,v(a)/piS(a)n,l ∣∣∣ = 0.
Let u = σc(pin,l)/pin,l and so by a similar reasoning as before |u − 1| < 1. Hence we
get ∣∣∣σc(Gl,v(a)/piS(a)n,l )−Gl,v(a)/piS(a)n,l ∣∣∣ = ∣∣∣∣σc(Gl,v(a))− uS(a)Gl,v(a)σc(pin,l)S(a)
∣∣∣∣ = 0.
This implies that (uS(a) − 1)Gl,v(a) = 0 and thus u is a root of unity. Lemma 3.4.7
implies that this is not the case for p odd.
In the future, if we can show that for odd p and c ∈ 1 + pZp we have both
|σc(Gl,v(a))−Gl,v(a)| 6= 0 and
∣∣∣σc(Gl,v(a)/piS(a)n,l )−Gl,v(a)/piS(a)n,l ∣∣∣ 6= 0,
then Conjecture 3.4.8 follows.
Chapter 4
Proof of a partial generalization of
Gross–Koblitz formula
In this chapter we will focus on proving Theorem 2.4.13. We denote the p-adic
absolute value by | · | since we will not use the Archimedean absolute value. It is
useful to keep in mind the sketch of the proof of Step 1 of the Gross–Koblitz formula
in Section 1.4.4.
4.1 Trace formula on L(r)
Fix a finite extension K of Qq(ζp). For r ∈ |K×|, let
L(r) =
{∑
n≥0
gnX
n ∈ K[[X]] : |gn|rn → 0
}
,
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as in Section 1.4.4. This is a K-Banach space with respect to the norm
∣∣∣∣∣∣∣∣∑
n≥0
gnX
n
∣∣∣∣∣∣∣∣ =
max
n≥0
{|gn|rn} since K contains an element c such that |c| = 1/r, which implies that
L(r) has an orthonormal basis {1, cX, c2X2, . . . , }. This point is particularly impor-
tant since it implies that L(r) is an infinite–dimensional vector space over K where
traces and determinants of completely continuous linear maps of L(r) are natural
generalizations of their finite–dimensional counterparts. In general, completely con-
tinuous linear maps between Banach spaces are limits of continuous linear maps with
finite–dimensional image. See [11, Section 5, p. 348] for more details on completely
continuous linear maps and why their traces and determinants are well-defined. Also,
note that for r = 1, L(1) is the Tate algebra over K and for general r ∈ |K×|, L(r)
is a scaled version of it.
The goal of this section is to represent the Gauss sum Gl,v(a) as the trace of
a completely continuous linear map αl : L(r) → L(r) for any r in an fixed interval
(1, b) for some b > 1 depending on αl. Following [11, p. 353], the composition of
a completely continuous linear map with a continuous linear map in any order is
completely continuous. We will construct αl as the composition of three linear maps
among which one is completely continuous and thus αl is completely continuous as
well. From the definition of L(r), it is easy to see that r1 < r2 implies L(r2) ⊂ L(r1).
In other words, this means that a power series converging on a disc around the origin
also converges in a smaller disc around the origin. The inclusion map L(r2)→ L(r1)
is a completely continuous linear map. Note that if r1 = r2 = r the identity map
L(r)→ L(r) is not completely continuous. If that were the case then every continuous
map would be completely continuous since you can compose it with the identity
map. For any g ∈ L(r), the multiplication by g map g : L(r) → L(r) (denoted
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by the same symbol) is a continuous linear map. Dwork introduced the linear map
Ψp : K((X))→ K((X)) induced by
Ψp(X
n) =

Xn/p if p|n
0 if p 6 |n
and for t ∈ µq−1 we have Ψp(t) = t1/p, where t1/p is the inverse image of the Frobenius
automorphism of t. We denote by Ψq the composition of Ψp by itself f times, where
q = pf . The restriction Ψp : L(r)→ L(rp) is a continuous linear map too.
Theorem 4.1.1. Let r ∈ |K×| such that r ≥ 1 and g(X) ∈ L(r). For 0 ≤ a < q− 1,
the composition map Ψq ◦X−ag(X) : L(rq)→ L(rq) given by
L(rq)→ L(r) X
−ag(X)−−−−−→ X−aL(r) Ψq−→ L(rq)
satisfies
(q − 1) Tr(Ψq ◦X−ag(X)) =
∑
t∈µq−1
t−ag(t)
and is completely continuous for r > 1.
The above trace formula holds for r = 1 as well even though Ψq◦X−ag(X) : L(1)→
L(1) is not completely continuous. Condition r ≥ 1 is necessary so that rq ≥ r and
the inclusion map L(rq) → L(r) is well–defined. The map Ψq : X−aL(r) → L(r) is
continuous and well-defined since a < q− 1 and thus Ψq(X−ag(X)) ∈ K[[X]] for any
power series g(X) ∈ K[[X]].
Proof. See [11, Theorem 3.1, p. 341] for the case r = 1, where L(1) is the Tate algebra.
The proof generalizes for all r ∈ |K×| such that r ≥ 1.
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The right hand side of the formula in Theorem 4.1.1 becomes Gl,v(a) if we were
to find a power series g(X) such that g(t) = ψl,v(t) for all t ∈ µq−1. Here is where we
need the power series representation of the additive characters (3.4.2): for t ∈ µq−1
ψl(t) = Ψn(t, pin,l) and ψl,v(t) = Ψn(tv0, pin,l)Ψn(tv1, pin,l)
p · · ·Ψn(tvl−1, pin,l)pl−1 ,
where
Ψn(T,X) = AHn(TX) AHn(T
pX) · · ·AHn(T pf−1X).
Previously we plugged in T = t and considered Ψn(t,X) as a power series in X,
whereas in this chapter we set X = pin,l and consider Ψn(T, pin,l) as a power series in
T . Since we are used to working with power series in X, we use X in place of T and
let
θn,l(X) := AHn(Xpin,l),
so that
Ψn(X, pin,l) = θn,l(X)θn,l(X
p) · · · θn,l(Xpf−1).
Recall that |pin,l| = rl = (1/p)1/(pl−1(p−1)). Therefore by Lemma B.3 and (B.3), the
series θn,l(X) converges precisely on the open disc of radius
R(θn,l) =
R(AHn)
rl
= p(p+p
2+···+pn−l+1−n)/(pn+1) > 1. (4.1.1)
In particular R(θ∞,l) = 1/rl = p1/(p
l−1(p−1)). Thus Ψn(X, pin,l) converges precisely on
the open disc of radius
R(Ψn(X, pin,l)) = R(θn,l)
1/pf−1 = p
p+p2+···+pn−l+1−n
pnq .
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When n =∞, we get R(Ψ(X, pi∞,l)) = p1/(pl−2q(p−1)).
Definition 4.1.2. For n l and v ∈ Z×q in standard form mod pl, we set
Θn,l,v(X) = Ψn(Xv0, pin,l)Ψn(Xv1, pin,l)
p · · ·Ψn(Xvl−1, pin,l)pl−1 .
We need to find a suitable r ≥ 1 so that the power series representation Θn,l,v(X) of
ψl,v(t) lies in L(r) and thus we can apply Theorem 4.1.1. We already know the disc of
convergence of Ψn(X, pin,l) from the above computations. Since R(Ψn(X, pin,l)) > 1,
raising Ψn(X, pin,l) to powers of p increases the radius of convergence, so we know
that R(Θn,l,v(X)) ≥ R(Ψn(X, pin,l)). When v = 1, Θn,l,1(X) = Ψn(X, pin,l) and so we
cannot do any better than r < R(Ψn(X, pin,l)) for all v ∈ Z×q simultaneously.
Definition 4.1.3. Let
1 ≤ r < R(Ψn(X, pin,l))q = R(θn,l)p = p(p+p2+···+pn−l+1−n)/pn
and define αl : L(r)→ L(r) as the composition
L(r)→ L(r1/q) X
−aΘn,l,v(X)−−−−−−−−→ X−aL(r1/q) Ψq−→ L(r),
i.e., αl = Ψq ◦X−aΘn,l,v.
When n =∞ we have 1 ≤ r < p1/(pl−2(p−1)). For n = l = v = 1, we get condition
(1.4.4) in Key fact 1, except for r 6= 1. We need this additional constraint later on so
that the quotient spaces L(r)/Dl,iL(r) are finite–dimensional, where Dl,i are certain
differential operators matching Di in Section 1.4.4 when n = l = v = 1. Even in
the case n = l = v = 1, one can show in special cases that L(r)/DiL(r) is infinite–
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dimensional over K by direct computations as in [11, proof of Lemma 1.1, p. 333]. For
sufficiently big n, we have 1 < p1/(p
l−1(p−1)) < p(p+p
2+···+pn−l+1−n)/pn and thus we may
take K = Qq(ζpl). Otherwise for any n l, we set K to be the smallest extension of
Qq(ζpl) that contains an element c such that 1 < |c| < p(p+p2+···+pn−l+1−n)/pn .
Therefore by Theorem 4.1.1, we have
Gl,v(a) = (1− q) Tr(αl). (4.1.2)
4.2 Differential operator and trace on L(r)/Dl,0L(r)
Our goal now is to define a differential operator Dl,0 : L(r)→ L(r) that induces a map
αl : L(r)/Dl,0L(r) → L(r)/Dl,0L(r) such that Gl,v(a) = Tr(αl). This is useful since
we will show that the space L(r)/Dl,0L(r) is finite–dimensional over K as opposed
to L(r). In order to define the differential operator Dl,0 generalizing D0 in Key fact
2, we use the commutativity property that αl and Dl,0 need to satisfy:
αl ◦Dl,0 = Dl,0 ◦ qαl.
For this reason, it is useful to rewrite Θn,l,v(X) in αl = Ψq ◦ X−aΘn,l,v using the
following power series.
Definition 4.2.1. For n l, we set
θ̂n,l(X) :=
∞∏
i=0
θn,l
(
Xp
i
)
.
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This is useful since θn,l(X) can be expressed as θ̂n,l(X)/θ̂n,l(X
p) and
Ψn(X, pin,l) =
f−1∏
i=0
θn,l
(
Xp
i
)
= θ̂n,l(X)/θ̂n,l(X
q).
Hence we get
Θn,l,v(X) =
θ̂n,l(Xv0)θ̂n,l(Xv1)
p · · · θ̂n,l(Xvl−1)pl−1
θ̂n,l(Xqv0)θ̂n,l(Xqv1)p · · · θ̂n,l(Xqvl−1)pl−1
. (4.2.1)
The operator ψq used in the definition of αl has the following useful properties: for
any g(X), h(X) ∈ K((X)), we have
ψq(g(X
q)h(X)) = g(X)ψq(h(X)) and ψq ◦X d
dX
= qX
d
dX
◦ ψq (4.2.2)
By the first property in (4.2.2) and −a = −a(q−1)
q−1 =
a
q−1 − qaq−1 , we get
αl =
1
Xa/(q−1)
l−1∏
i=0
θ̂n,l(Xvi)p
i
◦ ψq ◦Xa/(q−1)
l−1∏
i=0
θ̂n,l(Xvi)
pi ,
which holds as an operator on K[[X]](Xa/(q−1)). We let
Dl,0 =
1
Xa/(q−1)
l−1∏
i=0
θ̂n,l(Xvi)p
i
◦X d
dX
◦Xa/(q−1)
l−1∏
i=0
θ̂n,l(Xvi)
pi (4.2.3)
so that the commutativity relation αl ◦ Dl,0 = Dl,0 ◦ qαl is satisfied by the second
property in (4.2.2). By (4.2.3), we have Dl,0 is an operator on K[[X]](X
a/(q−1)) so
it is not clear that Dl,0 is a well-defined differential operator on L(r). However, we
now rewrite θ̂n,l(X) as the exponential of a polynomial for finite n (power series when
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n = ∞), which will lead to a simpler formula for Dl,0. This formula will make it
clear that Dl,0 is a differential operator L(r)→ L(r) and reduces to the operator D0
introduced in Chapter 1 when l = n = v = 1.
We begin by rewriting θ̂n,l(X) as follows:
θ̂n,l(X) =
∞∏
i=0
AHn(pin,lX
pi)
=
∞∏
i=0
exp(Ln(pin,lX
pi))
= exp
( ∞∑
i=0
Ln(pin,lX
pi)
)
= exp
( ∞∑
i=0
n∑
m=0
pip
m
n,lX
pi+m
pm
)
= exp
(
n−1∑
k=0
Lk(pin,l)X
pk
)
,
where the last equality follows from the fact that for k ≥ n, the coefficient of Xpk in
the exponential is Ln(pin,l) = 0. Hence, for finite n, θ̂n,l(X) is the exponential of a
polynomial f(X) :=
n−1∑
k=0
Lk(pin,l)X
pk . Then for any g(X) ∈ K[[X]], by the product
rule we get
Dl,0(g(X)) =
a
q − 1g(X) +
l−1∑
i=0
piXf ′(Xvi)g(X) +X
d
dX
g(X).
Hence we have
Dl,0 = X
d
dX
+
a
q − 1 +
l−1∑
i=0
piXf ′(Xvi),
which is obviously a well–defined operator on L(r) for finite n. When n =∞ we will
show at the end of this section that f ′(X) ∈ L(r) is only true for r < p1/(pl−1(p−1)).
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For v = l = n = 1, we get D1,0 = X
d
dX
+ a
q−1 + piX = D0, which we recognize from
Section 1.4.4.
Remark 4.2.2. We motivated the definition of Dl,0 using the desired commutativity
relation αl ◦Dl,0 = Dl,0 ◦ qαl. However, to define Dl,0 we were originally inspired by
Baldassarri’s paper [3], which defines the same operator for l = 1 and any n ≥ 1 or
n =∞.
The relation αl ◦ Dl,0 = Dl,0 ◦ qαl induces the linear map αl : L(r)/D0L(r) →
L(r)/D0L(r) and we have commutativity of the diagram below.
0 // L(r)
qαl

Dl,0 // L(r)
αl

// L(r)/Dl,0L(r)
αl

// 0
0 // L(r) Dl,0 // L(r) // L(r)/Dl,0L(r) // 0
By [11, p. 358] this implies Tr(qαl)− Tr(αl) + Tr(αl) = 0, so
(q − 1) Tr(αl) + Tr(αl) = 0.
Therefore by (4.1.2) the Gauss sum Gl,v(a) is a trace:
Gl,v(a) = Tr(αl). (4.2.4)
Later on we will show that the space L(r)/Dl,0L(r) has K-dimension pl−1 and thus
(4.2.4) gives us Gl,v(a) as a trace on a finite–dimensional vector space over K. This is
an improvement compared to (4.1.2), which realizes Gl,v(a) as a trace on an infinite–
dimensional vector space over K.
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4.3 Decomposing αl and αl as compositions
Now we generalize the decomposition of α in terms of αi in Chapter 1.
Definition 4.3.1. Let 1 ≤ r < p(p+p2+···+pn−l+1−n)/pn . For all 0 ≤ i ≤ f − 1 define
αl,i : L(r)→ L(r) as the composition
L(r)→ L(r1/p) X
−ai ∏l−1
j=0 θn,l(Xvj)
pj
−−−−−−−−−−−−−→ X−aiL(r1/p) Ψp−→ L(r),
i.e., αl,i = Ψp ◦X−ai
∏l−1
j=0 θn,l(Xvj)
pj , where ai is the i
th base p digit of a.
Since a = a0 + a1p+ · · ·+ af−1pf−1 and
Θn,l,v(X) =
f−1∏
i=0
l−1∏
j=0
θn,l((Xvj)
pi)p
j
,
by (4.2.2) we have
αl = αl,f−1 ◦ αl,f−2 ◦ · · · ◦ αl,1 ◦ αl,0. (4.3.1)
In order to define the differential operators Dl,i that generalize Di, we rewrite αl,i so
that their definition becomes evident in light of the desired commutativity relation
αl,i ◦ Dl,i = Dl,i+1 ◦ pαl,i. As we did for αl we use the function θ̂n,l(X). Since
−ai = a(i)q−1 − pa
(i+1)
q−1 , where a
(i) = ai + ai+1p+ · · ·+ ai−1pf−1, we have
αl,i =
1
Xa(i+1)/(q−1)
l−1∏
j=0
θ̂n,l(Xvj)p
j
◦ ψp ◦Xa(i)/(q−1)
l−1∏
j=0
θ̂n,l(Xvj)
pj .
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For i ≥ 0 we let
Dl,i =
1
Xa(i)/(q−1)
l−1∏
j=0
θ̂n,l(Xvj)p
j
◦X d
dX
◦Xa(i)/(q−1)
l−1∏
j=0
θ̂n,l(Xvj)
pj (4.3.2)
so that the commutativity relation αl,i ◦ Dl,i = Dl,i+1 ◦ pαl,i holds by (4.2.2). Since
a(0) = a, we see that Dl,0 matches our previous definition. Note that Dl,i are f -
periodic: Dl,i = Dl,i+f for all i ≥ 0.
As for Dl,0, using the product rule, we have
Dl,i = X
d
dX
+
a(i)
q − 1 +
l−1∑
j=0
pjXf ′(Xvj),
where f(X) =
pn−1∑
j=0
Lj(pin,l)X
pj . Hence Dl,i is well–defined as an operator on L(r) for
finite n. It is also clear that Dl,i generalize the differential operators Di:
D1,i = Di = X
d
dX
+
a(i)
q − 1 + piX,
where pi = pi1,1.
The relation αl,i ◦Dl,i = Dl,i+1 ◦ pαl,i induces the linear map αl,i : L(r)/DiL(r)→
L(r)/Di+1L(r) and we have commutativity of the diagram below.
0 // L(r)
pαl,i

Dl,i // L(r)
αl,i

// L(r)/Dl,iL(r)
αl,i

// 0
0 // L(r) Dl,i+1 // L(r) // L(r)/Dl,i+1L(r) // 0
Note that in this case Tr(αl,i) is not well-defined since αl,i is a linear map between
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two different vector spaces. Nevertheless (4.3.1) reduces to
αl = αl,f−1 ◦ αl,f−2 ◦ · · · ◦ αl,1 ◦ αl,0,
i.e., the following diagram commutes.
L(r)/Dl,0L(r)
αl,0
((
αl
II
L(r)/Dl,f−1L(r)
αl,f−1
55
L(r)/Dl,1L(r)
αl,1

L(r)/Dl,iL(r)
OO
L(r)/Dl,2L(r)
vv
L(r)/Dl,iL(r)
We still need to show that when n = ∞, Dl,i is a legitimate differential operator
on L(r). For this purpose we need to show that f ′(X) ∈ L(r). Hence we prove the
following lemma which gives the p-adic absolute value of the coefficients of f(X) =
pn−1∑
j=0
Lj(pin,l)X
pj .
Lemma 4.3.2. For n l and i ≥ 0 we have
|Li(pin.l)| =

∣∣∣∣pipin,lpi ∣∣∣∣ if 0 ≤ i ≤ l − 1∣∣∣∣pipi+1n,lpi+1 ∣∣∣∣ if l ≤ i < n =

(
1
p
) pi
pl−1(p−1)−i
if i ≤ l − 1(
1
p
) pi+1
pl−1(p−1)−(i+1)
if l ≤ i < n
.
Proof. For any k ≥ 0 we have
∣∣∣∣∣pi
pk
n,l
pk
∣∣∣∣∣ =
(
1
p
) pk
pl−1(p−1)−k
.
87
Let h(k) = p
k
pl−1(p−1) − k. Note that h(k)− h(k − 1) = 1pl−k − 1 = pk−l − 1 and so
h(k)− h(k − 1) =

< 0 : k < l
= 0 : k = l
> 0 : k > l
.
This implies that h(k) is decreasing up to k = l − 1 and then increasing after k = l.
Thus for i < l, by the strong triangle inequality we have
|Li(pin,l)| =
∣∣∣∣∣pi
pi
n,l
pi
∣∣∣∣∣ =
(
1
p
) pi
pl−1(p−1)−i
,
whereas for l ≤ i < n we have
|Li(pin,l)| = |Li(pin,l)− Ln(pin,l)| =
∣∣∣∣∣−
n∑
k=i+1
pip
i
n,l
pi
∣∣∣∣∣ =
∣∣∣∣∣pi
pi+1
n,l
pi+1
∣∣∣∣∣ =
(
1
p
) pi+1
pl−1(p−1)−(i+1)
.
The lemma follows.
By Lemma 4.3.2, the radius of convergence of f(X) when n =∞ is
R(f(X)) = lim inf
i→∞
1
|Li(pin,l)|1/pi = lim infi→∞ p
1/(pl−2(p−1))−(i+1)/pi = p1/(p
l−2(p−1)),
which is precisely our upper bound for r in (4.4.3) for n =∞. When taking derivatives
the radius of convergence does not change and thus f(X), f ′(X) ∈ L(r) for all r <
p1/(p
l−2(p−1)) when n = ∞ and for any r ≥ 0 when n 6= ∞ since in that case f(X) is
a polynomial.
This concludes the proof of Theorem 2.4.13, except for showing that the dimension
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of L(r)/Dl,iL(r) is pl−1, which is the most challenging part of the proof.
4.4 Dimension of L(r)/Dl,iL(r) for v = 1
In this section we find the dimension of L(r)/Dl,iL(r), i.e., the dimension of the
cokernel of Dl,i over K in L(r) for v = 1.
We start by finding the disc of convergence of θ̂n,l(X) and its reciprocal.
Lemma 4.4.1. For any n l, the series θ̂n,l(X) and its reciprocal 1/θ̂n,l(X) converge
precisely on the open unit disc around the origin and therefore
R(θ̂n,l) = 1.
Proof. From the infinite product representation of θ̂ in (4.2.1), we have
θ̂n,l(X) = θn,l(X)θ̂n,l(X
p).
It is easy to see that R(θ̂n,l) > 0 from expressing θ̂n,l(X) as the exponential of a
polynomial (or power series when n =∞). Suppose that R(θ̂n,l) < 1. Recalling that
when you replace X by Xp in a power series the radius of convergence gets closer to
1 (provided it does not have radius 0) and that R(θn,l) > 1, we get a contradiction
with
R(θ̂n,l) ≥ min{R(θn,l(X)), R(θ̂n,l(Xp))} = R(θ̂n,l(Xp)).
Hence R(θ̂n,l) ≥ 1. Now suppose that θn,l(X) converges on the closed unit disc
around the origin and set q = pf . Recall from the proof of Theorem 2.4.11, for any
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t ∈ µq−1 ⊆ Cp we have the following representation of the additive character ψl:
ψl(t) = ζ
Tr(t)
pl
=
f−1∏
i=0
θn,l(t
pi), (4.4.1)
where Tr : Zq → Zp is the trace map. Thus from the infinite product representation
of θ̂n,l, we have
θ̂n,l(t) = ζ
Tr(t)
pl
θ̂n,l(t
q) = ζ
Tr(t)
pl
θ̂n,l(t). (4.4.2)
This implies that either Tr(t) ∈ plZp or θ̂n,l(t) = 0. Note that there are pf − pf−1
elements α ∈ Fq such that TrFq/Fp(α) = α + αp + · · · + αpf−1 6= 0. Hence, by the
Teichmuller lifting there are at least pf−pf−1 elements t ∈ µq−1 such that Tr(t) 6∈ plZp
and therefore θ̂n,l(t) = 0. Letting f → ∞, we find infinitely many roots of θ̂n,l in
the closed unit disc around the origin, which contradicts the Weierstrass Preparation
Theorem. Hence, θ̂n,l converges precisely on the open unit disc around the origin
as claimed. We could run through the same exact argument with the reciprocal
series 1/θ̂n,l(X). For odd p, this also follows by the identity θ̂n,l(−X) = 1/θ̂n,l(X) so
obviously this series has the same radius and disc of convergence as θ̂n,l(X).
Since the differential operators Dl,i only differ from each other by the constant
a(i)/(q − 1), fix c ∈ [0, 1) ∩Q ∩ Zp and n l. Let
D = X
d
dX
+ c+ pin,lX + L1(pin,l)pX
p + L2(pin,l)p
2Xp
2
+ · · ·+ Ln−1(pin,l)pn−1Xpn−1 .
Recall f(X) =
pn−1∑
j=0
Lj(pin,l)X
pj . Hence
D = X
d
dX
+ c+Xf ′(X).
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For v = 1 and c = a(i)/(q − 1), the differential operators D and Dl,i are the same.
Based on the integrating factor method for solving first order differential equations
or by a similar computation as for Dl,0, we may rewrite D as
D =
1
Xcθ̂n,l(X)
◦X d
dX
◦Xcθ̂n,l(X),
which holds over K[[X]](Xc) (where d
dX
Xc := cXc−1 as usual). This can be also
verified directly as we did for Dl,0. It is clear that Dg = 0 has as solutions the
constant multiples of 1/(Xcθ̂n,l(X)) = X
−cθ̂n,l(X)−1 in the extension K[[X]](Xc) of
K[[X]]. In particular, it follows that for c 6= 0, D is injective on K[[X]]. Since
θ̂n,l(X) ∈ 1 + XK[[X]] is a unit, the differential operator D : K[[X]] → K[[X]] is
bijective for c 6= 0.
Lemma 4.4.1 implies that for r ≥ 1, D : L(r) → L(r) is injective even for c = 0
since θ̂n,l(X)
−1 6∈ L(r). The main question is: for
1 < r < R(θn,l)
p = p(p+p
2+···+pn−l+1−n)/pn , (4.4.3)
what is the dimension d(r) of the cokernel of D (i.e. L(r)/DL(r)) over K ? To answer
this question we will find d(r) for all r > 0.
Lemma 4.4.2. The dimension d(r) of L(r)/DL(r) over K is the same regardless of
n such that n l: let n′ > n l and
D′ =
1
Xcθ̂n′,l(X)
◦X d
dX
◦Xcθ̂n′,l(X).
Multiplication by θ̂n,l(X)/θ̂n′,l(X) is an isomorphism L(r) → L(r) that induces an
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isomorphism L(r)/DL(r)→ L(r)/D′L(r) and thus
dimK (L(r)/DL(r)) = dimK (L(r)/D′L(r)) .
Proof. Since
θ̂n,l
θ̂n′,l
◦D = D′ ◦ θ̂n,l
θ̂n′,l
the lemma follows if we can show that the ratio θ̂n,l(X)/θ̂n′,l(X) ∈ 1 + XK[[X]] is a
unit in L(r). Hence it is enough to show that R(θ̂n,l/θ̂n′,l) ≥ R(θn,l)p.
Since
θ̂n,l(X)/θ̂n′,l(X) = exp
(
n−1∑
s=0
(Ls(pin,l)− Ls(pin′,l))Xps −
n′−1∑
s=n
Ls(pin′,l)X
ps
)
,
we set δs = Ls(pin′,l)− Ls(pin,l) and get
R
(
θ̂n,l/θ̂n′,l
)
≥ min
{
min
0≤s<n
{R (exp (δsXps))}, min
n≤s<n′
{R (exp (Ls(pin′,l)Xps))} .
By Lemma 4.3.2, for n ≤ s < n′ we have
R
(
exp
(
Ls(pin′,l)X
ps
))
< R(θs,l)
p ≤ R(θn,l)p.
Let 0 ≤ s < l. By Lemma 4.3.2 we have |δs| = |(pipsn′,l − pip
s
n,l)/p
s|. Theorem B.10
implies |pin′,l − pin,l| = r/pε ≤ rpll = r1/p, where ε = p + p2 + · · ·+ pn−l+1 − n ≥ 1 by
(B.3). Hence |pin′,l/pin,l − 1| ≤ r1/(pεrl) ≤ r1 and by Lemma 3.4.9 we have
∣∣∣∣∣
(
pin′,l
pin,l
)ps
− 1
∣∣∣∣∣ ≤ r1ps+εrl . (4.4.4)
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Therefore
|δs| = |(pipsn′,l − pip
s
n,l)/p
s| ≤ r1rps−1l /pε.
For |x| < R(θn,l)p = pε/pn we have
|δsxps| < r1rps−1l pε/p
n−s−ε ≤ r1rps−1l ≤ r1,
and thus for 0 ≤ s < l we have
R
(
exp
(
δsX
ps
)) ≥ R(θn,l)p.
Finally, let l ≤ s < n. By Lemma 4.3.2, we have |δs| = |(pips+1n′,l − pip
s+1
n,l )/p
s+1|.
From (4.4.4) where we replace s by s+ 1, we have
|δs| = |(pips+1n′,l − pip
s+1
n,l )/p
s+1| ≤ r1rps+1−1l /pε.
For |x| < R(θn,l)p = pε/pn we have
|δsxps| < r1rps+1−1l pε/p
n−s−ε ≤ r1rps+1−1l ≤ r1,
and thus for 0 ≤ s < n we have
R
(
exp
(
δsX
ps
)) ≥ R(θn,l)p,
as wanted.
For r < 1, the series θ̂n,l(X) ∈ L(r) is a unit by Lemma 4.4.1, and using the same
argument as before for formal power series in K[[X]], we get that D : L(r)→ L(r) is
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bijective. Hence, d(r) = 0 for r < 1.
Let r ≥ 1. In order to find d(r), we will use a theorem of Robba, which requires
finding the radius of convergence of the solution to the differential equation Dg = 0
for g(X) a power series centered around a “generic point” t with |t| = r ≥ 1 and
r ∈ |K×| (see [14, p. 201] for the precise definition). First, define a norm on the
polynomials K[t] that extends the absolute value of K by
∣∣∣∣∣∑
k≥0
akt
k
∣∣∣∣∣ = supk≥0 |ak|rk.
The completion Kt of K[t] with respect to this norm is the space of power series in
K[[t]] converging on the closed disc of radius r. Let g ∈ Kt[[X − t]] be a solution to
Dg = 0.
Theorem 4.4.3 (Robba–Young). Let F be a complete extension of Qp. Fix h(X) ∈
F[X] nonconst. and let D = X d
dX
+ h(X) be a differential operator. For r > 0 let t
be a “generic point” with |t|p := r and set ρ(r) to be the radius of convergence of a
nonzero solution to DY = 0 in F̂(t)[[X − t]]; ρ(r) is defined and continuous.
(i) (Robba) For r > 0 such that ρ(r) < r, d(r) := dimF(LF(r)/DLF(r)) is finite and
ρ(r) is given by
ρ(r) =
C(r)
rd(r)−1
,
where C(r) is a piecewise constant function of r.
(ii) (Young) If r > 0 is big enough so that |h(t)| > 1, then
ρ(r) =
(
1
p
) 1
p−1 r
|h(t)| < r.
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Hence Robba’s theorem applies and d(r) = #{x ∈ F : h(x) = 0, |x| ≤ r} with
multiplicity.
Proof. See [14, p. 201] and [18, Theorem 3.1, p. 16]. Robba lets K be algebraically
closed and complete, but the proof goes through also for K a finite extension of
Qq(ζpl), which is what we need. The space H0(r+) in Robba’s work is the same as
L(r). The conclusion that C(r) is a piecewise constant function of r follows from
Robba’s proof.
Through explicit calculations Lang and Dwork showed that for l = 1 the spaces
L(r)/DiL(r) = L(r)/D1,iL(r) are all 1-dimensional with basis 1¯. The dimension, but
not the basis, can also be calculated from the above theorem of Robba–Young.
For ease of notation, we set Y = X − t and let f(X) = ∑pn−1i=0 Li(pin,l)Xpi so that
θ̂n,l(X) = exp(f(X)) and D = X
d
dX
+ c+ f ′(X).
Applying the integrating factor method, a solution to Dg = 0 in Kt[[Y ]] is
g(Y ) =
(
1 +
Y
t
)−c
exp(f(t)− f(Y + t)).
Since c ∈ Zp and
(
c
k
) ∈ Zp for all k ≥ 0, we get
R
((
1 +
Y
t
)c)
≥ r.
When c = 0, we have R
((
1 + Y
t
)c)
= ∞. When c 6= 0 on the other hand, since (c
k
)
does not tend to 0 p-adically we have R
((
1 + Y
t
)c)
= r.
Let r < 1 and c = 0. Recall that g0(Y ) := exp(f(Y )) = 1/θn,l(Y ) converges
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precisely on the open unit disc around 0 by Lemma 4.4.1. Hence |t| = r < R(g0) = 1
and g(Y ) = exp(f(t)−f(Y +t)) converges for all |y| < 1 since |y+t| < 1 = R(g0) and
gt(y) = exp(f(t))/ exp(f(y + t)) = g0(t)/g0(y + t). If g(Y ) converges on the closed
unit disc, then g0(Y ) = g0(t)/g(Y − t) converges on the closed unit disc as well since
for |y| = 1 we have |y+ t| = 1 and g(Y − t) converges. This contradicts Lemma 4.4.1
since g0(Y ) converges precisely on the open unit disc. Therefore ρ(r) = R(g(Y )) = 1
for all r < 1 when c = 0. Note that the conclusion of Theorem 4.4.3 implies d(r) = 1,
which contradicts the fact that d(r) = 0 by our previous argument. However, all is
well since Theorem 4.4.3 does not apply when ρ(r) ≥ r.
Now let r < 1 and c 6= 0. Hence |t| = r < 1 and g(Y ) = (1 + Y
t
)−c
exp(f(t) −
f(Y + t)). We know that R
((
1 + Y
t
)c)
= r and R(exp(f(t) − f(Y + t))) = 1 by
our previous computations and thus R(g(Y )) = min{r, 1} = r for all r < 1 when
c 6= 0. The conclusion of Theorem 4.4.3 implies d(r) = 0, which matches our previous
computations even though we cannot get this conclusion through Theorem 4.4.3 since
the assumption ρ(r) < r is not satisfied.
We now fix r > 1 and pull out a factor of exp(−f(Y )) = θ̂n,l(Y )−1 from the second
factor of g(Y ), which by Lemma 4.4.1 has radius of convergence
R
(
θ̂n,l
)
= 1 ≤ r.
In order to get the radius of convergence ρ(r) of g(Y ), we need to find the radius of
convergence of
exp(f(Y ) + f(t)− f(Y + t)) =
pn−1∏
i=1
pi−1∏
k=1
exp
(
−Li(pin,l)
(
pi
k
)
tp
i−kY k
)
.
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Our goal now is to find the minimum radius of convergence of each piece of the
product decomposition of g(Y ) and then make sure that this minimum is unique. We
know that ∣∣∣∣(pik
)∣∣∣∣ = (1p
)i−ordp(k)
.
Since the radius of convergence of the exponential is r1 = (1/p)
1/(p−1), we get
∣∣∣∣Li(pin,l)(pik
)
tp
i−kY k
∣∣∣∣ < (1p
) 1
p−1
,
which implies
|Y | <

(
1
p
)( 1
p−1− p
i
pl−1(p−1)+ordp(k)
)
/k
1
rp
i/k−1 if 1 ≤ i ≤ l − 1(
1
p
)( 1
p−1− p
i+1
pl−1(p−1)+ordp(k)+1
)
/k
1
rp
i/k−1 if l ≤ i < n
.
Let k = psm with m not divisible by p. If we want the minimum radius above, we
only need to focus on the cases where m = 1 and 0 ≤ s ≤ i − 1. So we are left to
consider the minimum Rmin of
Ri,s =

(
1
p
)( 1
p−1− p
i
pl−1(p−1)+s
)
/ps
1
rpi−s−1
if 1 ≤ i ≤ l − 1(
1
p
)( 1
p−1− p
i+1
pl−1(p−1)+s+1
)
/ps
1
rpi−s−1
if l ≤ i < n
over all 1 ≤ i ≤ n−1 and 0 ≤ s ≤ i−1. For r > 1, Rmin < 1 < r and so the radius of
convergence of g(Y ) is ρ(r) = Rmin provided that this minimum is unique (and that
Rmin is not an empty definition as in the first example below). In this case, Robba’s
theorem says that the dimension d(r) of L(r)/DL(r) is pi−s where i and s are the
unique numbers that make Rmin = Ri,s. Let’s compute some examples.
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Example 4.4.4. Take l = n = 1. Then there’s no Ri,s to consider and the radius of
convergence of g(Y ) is 1. Hence, for r > 1 we get by Robba’s theorem that d(r) = 1,
which matches Lang’s computations in [11, Lemma 1.1, p. 333] (the condition δ ≥
1/(p− 1) may be removed).
Example 4.4.5. Take l = n = 2 and p > 2. Then we need to consider Ri,s for i = 1
and s = 0. Hence, R1,0 = 1/r
p−1 < 1 and so the radius of convergence of g(Y ) is
1/rp−1. Hence, for r > 1 we get by Theorem 4.4.3 that d(r) = p.
Example 4.4.6. Take l = 2, n = 3 and p = 2. Then we need to consider Ri,s
for i = 1, s = 0 and i = 2, s = 0, 1 respectively. Hence, R1,0 = 1/r
p−1 < 1;
R2,0 = p
p/rp
2−1, R2,1 = pp−1/rp−1. So the radius of convergence of g(Y ) is 1/rp−1 for
1 < r < p1/(p−1) and pp/rp
2−1 for r > p1/(p−1). Hence, by Theorem 4.4.3, we get that
for 1 < r < p1/(p−1), d(r) = p and for r > p1/(p−1), d(r) = p2.
Continuing in this manner, we fill out the following table. The question marks
mean that we do not know the exact answer since there are two radii Ri,s equal to
each other.
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TABLE 1. Generic radii of convergence of g(Y ) for r > 1 and corresponding
dimensions d(r).
l n p i s Ri,s r R(g) d(r)
1 1 any N/A N/A N/A r > 1 1 1
2 3 any 1 0 1/rp−1 1 < r < p1/(p−1) 1/rp−1 p
2 0 pp/rp
2−1 r > p1/(p−1) pp/rp
2−1 p2
1 p(p−1)/p/rp−1
3 4 any 1 0 p−1/p/rp−1 1 < r < p1/p
2(p−1) p−1/p/rp−1 p
2 0 1/rp
2−1 p1/p
2(p−1) < r < p1/p(p−1) 1/rp
2−1 p2
1 p−1/p/rp−1 r > p1/p(p−1) pp/rp
3−1 p3
3 0 pp/rp
3−1
1 p(p−1)/p/rp
2−1
2 p(p−2)/p
2
/rp−1
4 5 any 1 0 p−(p+1)/p
2
/rp−1 1 < r < p1/p
3(p−1) p−(p+1)/p
2
/rp−1 p
2 0 p−1/p/rp
2−1 p1/p
3(p−1) < r < p1/p
2(p−1) 1/rp
3−1 p3
1 p−(p+1)/p
2
/rp−1 r > p1/p
2(p−1) pp/rp
4−1 p4
3 0 1/rp
3−1
1 p−1/p/rp
2−1
2 p−2/p
2
/rp−1
4 0 pp/rp
4−1
1 p(p−1)/p/rp
3−1
2 p(p−2)/p
2
/rp
2−1
3 p(p−3)/p
3
/rp−1
5 7 any 1 0 p−(p
2+p+1)/p3/rp−1 1 < r < p1/p
4(p−1) p−(p
2+p+1)/p3/rp−1 p
2 0 p−(p+1)/p
2
/rp
2−1 p1/p
4(p−1) < r < p1/p
3(p−1) 1/rp
4−1 p4
1 p−(p
2+p+1)/p3/rp−1 r > p1/p
3(p−1) pp
2+p/rp
6−1 p6
3 0 p−1/p/rp
3−1
1 p−(p+1)/p
2
/rp
2−1
2 p−(2p+1)/p
3
/rp−1
4 0 1/rp
4−1
1 p−1/p/rp
3−1
2 p−2/p
2
/rp
2−1
3 p−3/p
3
/rp−1
5 0 pp/rp
5−1
1 p(p−1)/p/rp
4−1
2 p(p−2)/p
2
/rp
3−1
3 p(p−3)/p
3
/rp
2−1
4 p(p−4)/p
4
/rp−1
6 0 pp
2+p/rp
6−1
1 p(p
2+p−1)/p/rp
5−1
2 p(p
2+p−2)/p2/rp
4−1
3 p(p
2+p−3)/p3/rp
3−1
4 p(p
2+p−4)/p4/rp
2−1
5 p(p
2+p−5)/p5/rp−1
99
Part of the patterns in the table hold in general. Part (ii) of Theorem 4.4.3 tells
us the exact radius of convergence is
ρ(r) = (1/p)1/(p−1)r/|c+ tf ′(t)|
provided |c+ tf ′(t)| > 1.
Case 1: r > p1/(p
l−2(p−1)). Then |c + tf ′(t)| = (1/p)pn−l+1/(p−1)−1rpn−1 > 1 and so
g(Y ) has radius of convergence (1/p)1/(p−1)−p
n−l+1/(p−1)+1/rp
n−1−1 < r. This means
that d(r) = pn−1 in this case.
Case 2: p1/(p
l−1(p−1)) < r < p1/(p
l−2(p−1)). Then |c + tf ′(t)| = (1/p)1/(p−1)rpl−1 > 1
and so g(Y ) has radius of convergence 1/rp
l−1−1 < r. This means that d(r) = pl−1 in
this case.
Case 3: 1 < r ≤ p1/(pl−1(p−1)). Then |c + tf ′(t)| = (1/p)1/pl−1(p−1)r < 1 and so
[18, Theorem 3.1, p. 16] only tells us that g(Y ) has radius of convergence at least
(1/p)1/(p−1)r. However, we claim that ρ(r) = 1/rp
l−1−1 < r and d(r) = pl−1 as in Case
2. To show this we use the following theorem.
Theorem 4.4.7 (Kedlaya). The function y = − log(ρ(e−x)) is piecewise linear, con-
tinuous and convex.
Proof. See [10, Theorem 11.3.2].
The convexity property of the function y = − log(ρ(e−x)) is most useful to us: For
r = e−x < 1 we have x > 0 and since ρ(r) = 1 when c = 0 and ρ(r) = r when c 6= 0, we
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get y = 0 and y = x respectively. Doing the same calculation, in Case 1 and 2, we get
respectively y = −(pn−1−1)x−(pn−l+1−p) log(p)/(p−1) for x < − log(p)/(pl−2(p−1))
and y = −(pl−1 − 1)x for − log(p)/(pl−2(p− 1)) < x < − log(p)/(pl−1(p− 1)). Since
y = − log(ρ(e−x)) must be convex, we must have ρ(r) = 1/rpl−1−1 over the whole
interval 1 < r < p1/p
l−2(p−1) as can be seen dashed in the following graph.
− log(p)
pl−2(p−1) −
log(p)
pl−1(p−1)
(pl−1−1) log(p)
pl−2(p−1)
(pl−1−1) log(p)
pl−1(p−1)
−(pn−1 − 1)
−(pl−1 − 1)
c 6= 0
c = 0
Remark 4.4.8. We explain why Theorem 2.4.13 requires r ∈ |K×| such that (2.4.4)
holds. First note that for any n l we have
1 < r < R(θn,l)
p = p
p+p2+···+pn−l+1−n
pn ≤ p1/pl−2(p−1).
This falls into Case 3 above, where d(r) = pl−1 and thus we have a complete proof
of Theorem 2.4.13. The reason we restrict to r > 1 in (2.4.4) rather than r ≥ 1 as
needed in Theorem 4.1.1 is Theorem 4.4.3, which only applies when ρ(r) < r: when
r = 1, ρ(r) = 1 by continuity, which contradicts the assumption ρ(r) < r. In fact
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we can construct an explicit example in the classical case l = n = v = 1, where
the quotient space L(1)/D0,lL(1) is infinite–dimensional over K. Hence r > 1 is a
necessary condition. On the other hand, the upper bound in (2.4.4) is needed to make
sure αl : L(r)→ L(r) is well–defined.
4.5 Dimension of L(r)/Dl,iL(r) for any v
For v ∈ Z×q in standard form mod pl, we follow the same setup as in the previous
section and by part (ii) of Theorem 4.4.3, the exact radius of convergence is
ρ(r) = (1/p)1/(p−1)r/
∣∣∣∣∣c+
l−1∑
j=0
pjtf ′(t)
∣∣∣∣∣
if |c+∑l−1j=0 pjtf ′(t)| > 1.
Analog calculations show that the dimensions are unaffected by v ∈ Z×q :
Case 1: If r > p1/p
l−2(p−1), then d(r) = pn−1.
Case 2: If p1/p
l−1(p−1) < r < p1/p
l−2(p−1), then d(r) = pl−1.
Case 3: If 1 < r ≤ p1/pl−1(p−1), then Theorem 4.4.7 implies d(r) = pl−1.
We need r ∈ |K×| such that
1 < r < R(θn,l)
p = p
p+p2+···+pn−l+1−n
pn ≤ p1/pl−2(p−1).
This falls into the range where d(r) = pl−1 (Case 2 and 3 above) as claimed. Hence
we have d(r) = pl−1 for any v ∈ Z×q in standard form mod pl−1, which completes the
proof of Theorem 2.4.13.
Appendix A
Roots of unity over Qp and the
Artin–Hasse series
Roots of unity in C arise as values of the exponential function at 2piiQ. The p-adic
exponential series, which converges on the disc Dp = {x ∈ Cp : |x| < (1/p)1/(p−1)}
and takes values on 1 + Dp, has no root of unity as a value other than exp(0) = 1
since all other roots of unity lie outside 1 + Dp. We will see in this appendix that
the Artin–Hasse exponential, which converges on a larger domain, the open unit disc
in Cp, takes on all pth–power roots of unity among its values. Also, in the same
spirit as
{
ζpl := e
2pii
pl
}
l≥0
being a compatible family of pth–power roots of unity in C,
in the sense that ζp
pl
= ζpl−1 for all l ≥ 1, we will use the Artin–Hasse exponential
to get a compatible family {ζpl}l≥0 of pth power roots of unity in Cp. Just as the
representation of roots of unity in C through the exponential function is quite useful,
we will use the representation of pth-power roots of unity in Cp through the Artin–
Hasse exponential to get the analogue of Stickelberger’s theorem for generalized Gauss
sums (see Theorem 2.4.11).
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We begin with some notation and definitions. For any power series f(X) in
Cp[[x]], denote by R(f) its p-adic radius of convergence, fk its kth coefficient, and set
|f(X)|r := supk{|fk|rk} for any r ≥ 0.
Definition A.1. The Artin–Hasse logarithm series is
L(X) =
∞∑
n=0
Xp
n
pn
= X +
Xp
p
+
Xp
2
p2
+
Xp
3
p3
+ · · · ,
and the Artin–Hasse exponential series is
AH(X) := exp(L(X)) =
∑
n≥0
AnX
n = 1 +X + · · · .
The series L(X) is like − log(1−X) =
∞∑
n=1
Xn/n where we drop all n that are not
powers of p.
Lemma A.2 (Dwork). Let p be a prime number and F (X) =
∑
aiX
i ∈ 1+XQp[[X]].
Then F (X) ∈ 1 +XZp[[X]] if and only if F (Xp)F (X)p ∈ 1 + pXZp[[X]].
Proof. See [15, p. 392].
From Dwork’s lemma, it is not hard to see that AH(X) ∈ 1 +XZp[[X]] using the
following argument. By the properties of the exponential function:
AH(Xp) = exp
(
Xp +
Xp
2
p
+
Xp
3
p2
+ · · ·
)
and
AH(X)p = exp
(
pX +Xp +
Xp
2
p
+
Xp
3
p2
+ · · ·
)
.
Therefore, we get
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AH(Xp)
AH(X)p
= e−pX =
∑
n≥0
(−pX)n
n!
= 1− pX + p
2
2
X2 − p
3
3!
X3 + · · · .
The coefficients (−p)
n
n!
are in pZp for n ≥ 1 because ordp(n!) = n−S(n)p−1 ≤ n−1p−1 < n
where S(n) is the sum of the digits of n in base p. Hence by Dwork’s lemma, we
immediately get that the coefficients of the Artin–Hasse series are in Zp, so the radius
of convergence R(AH) of AH(X) is at least 1. In [15, p. 388] it is shown that in fact
R(AH(X)) = 1 and AH(X) converges precisely on mp = {x ∈ Cp : |x| < 1}, the
unit open ball around the origin in Cp. Since AH(X) ∈ 1 +X +X2Zp[[X]], we have
|AH(x)− 1| = |x| for all x ∈ mp and AH(mp) ⊂ 1 +mp.
Now let’s focus on the power series L(X). It is not hard to show that L(X) con-
verges precisely on mp, which strictly contains the disc of convergence Dp of exp(X).
Set r0 = 0, r := r1 := (1/p)
1/(p−1) < 1, rl := (1/p)1/p
l−1(p−1), Dp := {x ∈ Cp : |x| <
r = r1} and Dpl := {x ∈ Cp : |x| < rl} for all l ≥ 1. Note that
0 < r1 < r2 < · · · < rl < · · · < 1, rl → 1,
and consequently
{0} ⊂ Dp ⊂ Dp2 ⊂ · · · ⊂ Dpl ⊂ · · · ⊂ mp.
Theorem A.3. In mp, we have L(X) has p
l−1(p − 1) distinct zeros with absolute
value rl for l ≥ 1 lying in a finite extension of Qp and no other zeros besides 0. In
particular, the zeros of L(X) other than 0 are algebraic numbers in mp −Dp.
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1 p p2 p3
−1
−2
−3
1︷︸︸︷ p−1︷︸︸︷ p(p−1)︷ ︸︸ ︷ p2(p−1)︷ ︸︸ ︷−∞
− 1
p−1
− 1
p(p−1)
− 1
p2(p−1)
Proof. We will use the theory of Newton polygons. For each non-negative inte-
ger l, 1/pl is the coefficient of Xp
l
in L(X) and all other coefficients are 0. Also,
ordp(1/p
l) = −l, so the Newton polygon of L(X) has break points (1, 0), (p,−1),
(p2,−2), (p3,−3), . . . , (pl,−l), . . . in this order. The slopes of the Newton polygon
are precisely
− 1
p− 1 < −
1
p(p− 1) < −
1
p2(p− 1) < · · · < −
1
pl(p− 1) < . . .
with corresponding horizontal lengths
p− 1, p(p− 1), p2(p− 1), . . . , pl(p− 1), . . . .
The slopes are in increasing order tending towards 0 with the smallest one corre-
sponding to absolute value r. In general, a slope m of horizontal length n tells us
that the power series with that Newton polygon has n zeros of p-adic absolute value
pm, counting multiplicity. Therefore L(X) has precisely one root of multiplicity one
at x = 0, p − 1 roots of absolute value r1 = r, and in general pl−1(p − 1) roots of
absolute value rl for l ≥ 1 as summarized in the table below.
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Segment pslope Hor. length
0 0 1
1 r1 p− 1
2 r2 p(p− 1)
...
...
...
n rn p
n−1(p− 1)
In addition, these zeros are simple since L′(X) ∈ 1 + XZp[[X]], so |x| < 1 ⇒
|L′(x)| = 1, and thus L′(x) 6= 0.
A naive calculation suggests AH(pi) = 1 for every zero pi of L(X):
AH(pi) = exp(L(pi)) = exp(0) = 1.
However, this calculation is incorrect. Indeed, since |AH(x)− 1| = |x| for all x ∈ mp,
if L(x) = 0 and x 6= 0 in mp then |AH(x)− 1| = |x| 6= 0, so AH(x) 6= 1.
Example A.4. Let p = 2. By Theorem A.3, there exists a unique root pi of L(X)
with |pi| = r = 1
2
. It turns out that pi = 2 + 23 + 25 + · · · ∈ Z2. Therefore we have
AH(pi) = 1 + pi +O(pi2) ≡ 3 mod 4.
Hence, AH(pi) 6= 1 since AH(pi) 6≡ 1 mod 4. What is AH(pi) equal to?
It turns out that when L(pi) = 0 and pi 6= 0, AH(pi) is a pth–power root of unity
other than 1. More precisely, we have the following theorem whose statement is
facilitated the following definitions. Let Z denote the set of zeros of L(X) in mp and
107
µp∞ be the p
th–power roots of unity in Cp. Analogously, for l ≥ 0, let
Zpl := {pi ∈ Z : |pi| ≤ rl}, Z ′pl := {pi ∈ Z : |pi| = rl}
and
µpl := {ζ ∈ µp∞ : |ζ − 1| ≤ rl}, µ′pl := {ζ ∈ µp∞ : |ζ − 1| = rl}.
Note that µpl are the p
l–th roots of unity in Cp and µ′pl are the roots of unity of order
pl in Cp.
Theorem A.5. For all l ≥ 1, the maps
AH: mp → 1 +mp, AH: Z → µp∞ , AH: Zpl → µpl and AH: Z ′pl → µ′pl
are bijections. In addition, for any pi ∈ Z ′
pl
, AH(pi) is the unique ζ ∈ µp∞ such that
∣∣∣∣∣∣ζ −
∑
i≤pl−1
Aipi
i
∣∣∣∣∣∣ < r1 = r,
where Ai are the coefficients of AH(X).
To prove AH(pi) is a root of unity when L(pi) = 0, we will use the following result
that provides conditions under which substitution into a composition of power series
is legitimate.
Theorem A.6. Let f(X) and g(X) be power series in Cp[[X]]. For x ∈ Cp, if
1) g(0) = g0 = 0,
2) |x| < R(g),
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3) |gkxk| < R(f) for all k ≥ 1
then we have (f ◦ g)(x) = f(g(x)), i.e., we are allowed to substitute x into the formal
power series equation (f ◦ g)(X) = f(g(X)).
Proof. See [15, p. 294].
Using notation introduced at the start, for |x| < R(g) the third condition in
the theorem says |g(X)||x| < R(f), and this implies |g(x)| < R(f). In general,
|g(X)||x| < R(f) is a stronger condition than |g(x)| < R(f).
Let’s show that the equality AH(x) = exp(L(x)) holds for all x ∈ Dp as an
application of Theorem A.6. We know that L(0) = 0, R(L) = 1 and R(exp) = r.
Thus the first two conditions are satisfied. Checking the third condition, we have
|Lkxk| ≤ |xp/p| = |L1||x|p for k ≥ 1, and
|xp/p| < prp = r = R(exp).
Thus, Theorem A.6 implies AH(x) = exp(L(x)) when x ∈ Dp. In fact, this is the
best we can do since there is an x on the “boundary” of Dp (i.e., |x| = r) such that
AH(x) 6= exp(L(x)): there are p−1 zeros of L(X) with absolute value r and Theorem
A.5 says AH(x) is a nontrivial pth root of unity for such x, so AH(x) 6= 1 = exp(L(x)).
Let’s see how the hypotheses of Theorem A.6 break down for the equation AH(X) =
exp(L(X)) if x is a zero of L(X) other than 0. Set |x| = rl = (1/p)1/(pl−1(p−1)) for l a
positive integer. We have L(0) = 0, R(L) = 1, and R(exp) = r. Thus the first two
conditions of Theorem A.6 are satisfied. However,
|L(X)|rl = |Ll|rp
l
l = |p|
−l+ pl
pl−1(p−1) = |p|−l+1+ 1p−1 = pl(r/p) 6< r = R(exp), (A.1)
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so the third condition is not satisfied.
Now we prove Theorem A.5.
Proof. Let l ≥ 0.
Step 1: AH(Z) ⊆ µp∞ and AH(Z ′pl) ⊆ µ′pl .
First, note that AH(0) = 1. Let pil ∈ Z − {0} have p-adic absolute value rl(i.e.
pil ∈ Z ′pl) for some positive integer l. We will show that AH(pil) is a root of unity with
order pl.
In (A.1) we saw that |L(X)|rl = pl(r/p). If we could get rid of the pl on the right
side, we’d be left with r/p, which is less than r = R(exp), and we would then be able
to make a substitution by Theorem A.6. To remove the l, consider the equation
AH(X)p
l
= exp(plL(X)). (A.2)
We will show that substituting X = pil in this equation is allowed and preserves
equality. Then we would get
AH(pil)
pl = exp(plL(pil)) = exp(0) = 1,
so AH(pil) is a p
l-th root of unity. The first two conditions of Theorem A.6 are
obviously true for (A.2). Let’s check the third condition for (A.2):
|plL(X)|rl = |p|l|L(X)|rl =
(
1
p
)l
pl(r/p) = r/p < r = R(exp).
Hence setting X = pil in (A.2) is valid.
To argue that AH(pil) has order precisely p
l, note that |AH(pil)−1| = |pil| = rl. Since
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we know that in general any p-adic root of unity ζ of order pm with m ≥ 1 satisfies
|ζ − 1| = rm, the claim follows.
Step 2: The mapping AH: mp → 1 +mp is a bijection.
First, this map is well-defined since AH convergences on mp. Since the difference
AH(X)−1 = X+ ... ∈ XZp[[X]] and its linear term has a coefficient in Z×p , the formal
power series Inverse Function Theorem says this formal power series has a composition
inverse B(X) = X + .... ∈ XZp[[X]]. Now, it is easy to check the conditions of
Theorem A.6 are satisfied and therefore the functions B : mp → mp and AH(X) −
1: mp → mp are inverses of each other: B(AH(x) − 1) = x and (AH−1)(B(x)) =
AH(B(x))− 1 = x for all x ∈ mp. Thus AH: mp → 1 +mp is a bijection.
Step 3: The mappings AH: Z → µp∞ , AH: Zpl → µpl and AH: Z ′pl → µ′pl are
bijections.
By step 1, we know that AH(Z ′
pl
) ⊆ µ′
pl
for all l ≥ 1 and by step 2, the mapping
AH: mp → 1+mp is a bijection. Thus, its restrictions AH: Z ′pl → µ′pl and AH: Zpl →
µpl are bijections. In addition, since Z = {0}∪
⋃
l≥1
Z ′
pl
and µp∞ = {1}∪
⋃
l≥1
µ′
pl
, we get
that AH: Z → µp∞ is also a bijection.
Step 4: If pil ∈ Z−{0} has absolute value rl and ζ ∈ µp∞ satisfies |ζ−
∑
i≤pl−1
Aipi
i
l | <
r, where the coefficients Ai come from AH(X) =
∑
i≥0
AiX
i, then ζ = AH(pil).
Since the coefficients of AH(pil) are in Zp,
∣∣∣∣∣∣AH(pil)−
∑
i≤pl−1
Aipi
i
l
∣∣∣∣∣∣ ≤ |pil|pl−1+1 < |pil|pl−1 = rpl−1l = (1/p)1/(p−1) = r,
so |AH(pil) − ζ| = |AH(pil) − S + S − ζ| < r, where S =
∑
i≤pl−1 Aipi
i
l . Different p
th
power roots of unity have distance at least r from each other, so ζ = AH(pil).
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In the proof above, we showed that AH: mp → 1 +mp is a bijection. In fact, this
map is also an isometry: For any x, y ∈ mp, we have
|AH(x)− AH(y)| =
∣∣∣∣∣∑
i≥0
ai(x
i − yi)
∣∣∣∣∣ = |x− y|
∣∣∣∣∣1 +∑
i≥2
i∑
j=1
aix
i−jyj−1
∣∣∣∣∣ = |x− y|
since |aixi−jyj−1| < 1 for all i ≥ 2 and 1 ≤ j ≤ i.
Inspired by the proof of the above theorem and the fact that AH: mp → 1 + mp
is an isometry, we wonder if given a root pi of L, how far away from it do we need to
look to encounter another root of L. In general, it is reasonable to believe that the
roots of L are spread out precisely like the pth power roots of unity.
Corollary A.7. Let pi be a root of L. Then, there are exactly pl−1(p− 1) roots pi′ of
L with |pi − pi′| = rl for all l ≥ 1 and no other roots of L. In particular, if pi′ 6= pi,
then |pi′−pi| ≥ r. Also, for any collection of p roots of L distinct from pi, at least one
of them, say pi′, satisfies |pi − pi′| ≥ r2.
Proof. Let pi be a root of L. By Theorem A.5, we know that AH(pi) = ζ for some
ζ ∈ µp∞ . There are precisely pl−1(p−1) roots of unity ζ ′ with |ζ−ζ ′| = |ζ/ζ ′−1| = rl
for any l ≥ 1. Now, let l ≥ 1 and ζ ′ as above. Again, by Theorem A.5, we know
that ζ ′ = AH(pi′) for a unique pi′ ∈ Zp∞ . Since AH: mp → 1 +mp is an isometry and
ζ, ζ ′ ∈ µp∞ , we have
|pi − pi′| = |AH(pi)− AH(pi′)| = |ζ − ζ ′| = rl.
The two remaining statements follow by a counting argument.
It is possible to prove the above corollary without using Theorem A.5. Now we
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present a second proof, which is longer, but quite interestingly takes advantage of the
theory of Newton polygons. This technique is due to Blache in [4].
Proof. When pi = 0, the closest root of L is at a distance r from it by the Newton
polygon of L we considered before. Now, let pi be a non-zero root of L. We know that
|pi| ≥ r. We will prove our theorem by analyzing the Newton polygon of H(X) :=
L(X + pi). The constant term of this power series is
H0 = H(0) = L(pi) = 0.
For k ≥ 1, using the binomial theorem and collecting like terms, we get
Hk =
∑
i≥0,pi≥k
(
pi
k
)
pi
pip
i−k.
Since ordp
(
pi
k
)
= i − ordp(k) and ordp(pipi+1−k) > ordp(pipi−kl ) ≥ 0 for all i such that
pi ≥ k, we have ordp(Hk) ≥ − ordp(k). Furthermore, equality holds if and only if k
is a pth power.
Thus, the Newton polygon of H(X) is identical to the Newton polygon of L(X).
Hence, 0 is the unique root of H with absolute value less than r. So, if pi′ is a root of
L different than pi, then α = pi′− pi is a root of H and so |pi′− pi| = rl for some l ≥ 1.
In particular if |pi′− pi| < r, then α = pi′− pi is a root of H with |α| < r. But 0 is the
unique such root of H. Therefore, α = 0 and so pi′ = pi.
The pth power map sends elements of µpl to elements of µpl−1 for all l ≥ 1. How
does this map translate to a corresponding map between roots of L, i.e. between Zpl
and Zpl−1? The following theorem provides an answer.
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Theorem A.8. Let pil be a zero of L with |pil| = rl for some integer l ≥ 1. Then:
(i) There exists a unique root pil−1 of L with |pil−1| = rl−1 such that AH(pil)p =
AH(pil−1) and
(ii) pil−1 is the unique root of L such that |pil−1 − pipl | < r1 = r. More precisely,
|pil−1 − pipl | = rl/p < 1/p ≤ r.
Proof. To begin with, let pil be a zero of L with |pil| = rl for some integer l ≥ 2. Then
part (i) of the theorem follows from Theorem A.5 since AH(pil)
p is a root of unity of
order pl−1. In other words, there exists a unique root pil−1 of L with |pil−1| = rl−1 such
that AH(pil)
p = AH(pil−1). Part (ii) tells us how to produce pil−1 directly from pil:
take its pth power and look closeby. We now focus on proving this. From the proof
of the fact that AH(X) has Zp coefficients, we have
AH(X)p
AH(Xp)
=
exp
(
pX +Xp + X
p2
p
+ X
p3
p2
+ · · ·
)
exp
(
Xp + X
p2
p
+ X
p3
p2
+ · · ·
) = exp(pX) = 1 + pX + · · ·
So it easily follows that
AH(X)p − AH(Xp) = AH(Xp)(exp(pX)− 1).
What values can we plug in for X in the above equality of power series?
We know that the Artin–Hasse exponential converges on mp and exp converges
on Dp. Thus we may plug in any x ∈ mp such that |px| < r or equivalently |x| < pr.
However, pr = p1−
1
p−1 > 1 and so we are able to plug in any x ∈ mp, which is quite
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convenient. Thus, for any x ∈ mp, we have
|AH(x)p − AH(xp)| = |AH(xp)(exp(px)− 1)| = | exp(px)− 1| = |px|,
where the last equality follows from the fact that exp : Dp → 1 +Dp is an isometry.
Plugging in x = pil, we get
|AH(pil)p − AH(pipl )| = |ppil| =
rl
p
,
which we recognize as part of the statement of the theorem. Since AH: mp → 1 +mp
is an isometry and AH(pil)
p = AH(pil−1), we have
|pil−1 − pipl | = |AH(pil−1)− AH(pipl )| = |AH(pil)p − AH(pipl )| =
rl
p
.
As for the uniqueness, suppose pi 6= pil−1 is another root of L such that |pi − pipl | < r.
From Corollary A.7, we know that |pi−pil−1| ≥ r. Since |pil−1−pipl | < r, by the strong
triangle inequality, we have
|pi − pipl | = |pi − pil−1 + pil−1 − pipl | = |pi − pil−1| ≥ r,
which is a contradiction and so the uniqueness follows.
Now that we know how to go down from pil to pil−1, let’s see how to get back to
pil. In µp∞ , we just take a p
th root, for which there are precisely p choices. A similar
thing happens in Zp∞ .
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Theorem A.9. Let pil−1 ∈ Zpl−1 for some integer l ≥ 2.
(i) There exist exactly p distinct roots {pil,i}1≤i≤p of L, such that
AH(pil,i)
p = AH(pil−1) for all 1 ≤ i ≤ p.
Moreover, for all 1 ≤ i ≤ p and l ≥ 2, pil,i ∈ Zpl.
(ii) In addition, if we choose a pth root pi
1/p
l−1 of pil−1, then {pil,i}1≤i≤p are the only
roots pi of L such that
|pi − pi1/pl−1| < r2.
In fact, |pil,i − pi1/pl−1| = (rl/p)1/p < (1/p)1/p ≤ r2 for all l ≥ 2 and 1 ≤ i ≤ p.
Proof. To begin with, let pil−1 be a zero of L with |pil−1| = rl−1 for some integer l ≥ 2.
Then part (i) of the theorem follows from Theorem A.5 since AH(pil−1) is a root of
unity of order pl−1 and there exist precisely p roots of unity of order pl whose pth
power is AH(pil−1). In other words, there exist exactly p distinct roots {pil,i}1≤i≤p of L
such that AH(pil,i)
p = AH(pil−1). Moreover, again by Theorem A.5, for all 1 ≤ i ≤ p
and l ≥ 2, pil,i ∈ Zpl .
Part (ii) tells us how to produce {pil,i}1≤i≤p directly from pil: choose pi1/pl−1 to be
any one of its pth roots and look close by. We now focus on proving this.
For p odd, for all 1 ≤ i ≤ p we get by the binomial theorem
(pil,i − pi1/pl−1)p = pipl,i − pil−1 +
p−1∑
k=1
(
p
k
)
pip−kl,i pi
k/p
l−1.
From the previous theorem, we know that |pipl,i− pil−1| = |pil−1− pipl,i| = rl/p. So, if we
can show that all the other summands
(
p
k
)
pip−kl,i pi
k/p
l−1 have absolute value strictly less
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than rl/p for all 1 ≤ k ≤ p− 1, then by the strong triangle inequality
|(pil,i − pi1/pl−1)p| = rl/p.
Taking pth roots, we get
|pil,i − pi1/pl−1| = (rl/p)1/p,
as claimed. Now, since ordp
(
p
k
)
= 1 for all 1 ≤ k ≤ p− 1, for such k, we have
∣∣∣∣(pk
)
pip−kl,i pi
k/p
l−1
∣∣∣∣ = 1prp−kl rk/pl−1 = 1prp−kl rkl = rplp = rl−1p < rlp ,
as wanted. For p = 2, for all 1 ≤ i ≤ 2, we get
(pil,i − pi1/2l−1)2 = pi2l,i − pil−1 + 2pil,iz1/2l−1 + 2pil−1.
From the previous theorem, we know that |pi2l,i− pil−1| = |pil−1− pi2l,i| = rl/2. Also, we
have
|2pil,ipi1/2l−1| =
1
2
r2l =
rl−1
2
and |2pil−1| = rl−1
2
,
which are both strictly less than rl/2. So by the strong triangle inequality, we have
|(pil,i − pi1/2l−1)2| = rl/2.
Taking square roots, we get
|pil,i − pi1/2l−1| = (rl/2)1/2,
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as claimed.
As for the uniqueness, suppose pi is another root of L such that |pi−pi1/pl−1| < r2 and
pi 6= pil,i for all 1 ≤ i ≤ p. By the last statement of Corollary A.7, we get that there
exists 1 ≤ i ≤ p such that |pi − pil,i| ≥ r2. From this, the fact that |pil,i − pi1/pl−1| < r2
and the strong triangle inequality, we get
|pi − pi1/pl−1| = |pi − pil,i + pil,i − pi1/pl−1| = |pi − pil,i| ≥ r2,
which contradicts our assumption that |pi − pi1/pl−1| < r2.
Now, we will use the above two theorems to construct a compatible family of roots
of L that maps to a compatible family of pth power roots of unity. It makes sense to
define a sequence of pth power roots of unity {ζpl}l≥0 to be a compatible family if
(1) ζ1 = 1,
(2) ζpl is a primitive root of unity of order p
l for all l ≥ 1,
(3) ζp
pl
= ζpl−1 for all l ≥ 1.
To define a compatible family of roots of L, we first find equivalent formulations
of the above natural conditions. Note that condition (2) is equivalent to
(2)’ ζpl is a p
th power root of unity such that |ζpl − 1| = rl for all l ≥ 1,
whereas (3) is equivalent to
(3)’ |ζpl−1 − ζppl | < r for all l ≥ 1.
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(3) =⇒ (3)′ is clear. Whereas, the other direction, suppose (3)′ holds and fix l ≥ 1.
Then, since ζpl is a unit, we get
|ζpl−1 − ζppl | =
∣∣∣∣∣ζppl
(
ζpl−1
ζp
pl
− 1
)∣∣∣∣∣ =
∣∣∣∣∣ζpl−1ζp
pl
− 1
∣∣∣∣∣ < r
However,
ζ
pl−1
ζp
pl
is itself a pth power root of unity and so (2)′ implies ζp
pl
= ζpl−1 . Thus,
(3) follows. Motivated by the above equivalent formulations, we make the following
definition.
Definition A.10. A compatible family of roots of L is a sequence of roots {pil}l≥0
such that
(1) pi0 = 0,
(2) L(pil) = 0 and |pil| = rl for all l ≥ 1,
(3) |pil−1 − pipl | < r for all l ≥ 1.
Theorem A.11. L has a compatible family of roots.
Proof. Let pi0 := 0 and pick pi1 to be a root of L with |pi1| = r. Now using Theorem
A.9, we choose consecutively for each l ≥ 2 a root pil of L as required.
Appendix B
Truncated Artin–Hasse
exponential series
At this time, Sage is unable to compute roots of an infinite series (such as L(X) in
Appendix A) in Cp. So we are unable to use the results in Appendix A for expressing
pth power roots of unity in terms of roots of L(X). Thus we follow the layout of
Appendix A and replace the Artin–Hasse logarithm series with a truncations of it.
Definition B.1. For integers n ≥ 0, the truncated Artin–Hasse logarithm series is
Ln(X) =
n∑
i=0
Xp
i
pi
= X +
Xp
p
+
Xp
2
p2
+ · · ·+ X
pn
pn
and the truncated Artin–Hasse exponential series is
AHn(X) = exp(Ln(X)) =
n∑
i=0
An,iX
i = 1 +X + . . . .
To make notation easier, we also define L∞(X) = L(X) and AH∞(X) = AH(X).
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The series AHn(X), unlike the Artin–Hasse exponential series, doesn’t have Zp coef-
ficients and so we can’t plug in any elements of mp that we want. In particular, for
n = 0, we get AH0(X) = exp(X), which has radius of convergence r1 = (1/p)
1/(p−1).
To compute the disc of convergence of AHn(X) for any n ≥ 1, we need the following
lemma.
Lemma B.2. For k ≥ 1,
1
pk
(
k +
1
p− 1
)
>
1
pk+1
(
k + 1 +
1
p− 1
)
.
Proof. Let k ≥ 1. The following inequalities are all equivalent to each other:
1
pk
(
k +
1
p− 1
)
>
1
pk+1
(
k + 1 +
1
p− 1
)
p(p− 1)
(
k +
1
p− 1
)
> (p− 1)
(
k + 1 +
1
p− 1
)
p(p− 1)k + p > (p− 1)(k + 1) + 1
p(p− 1)k + p− 1 > (p− 1)(k + 1)
pk + 1 > k + 1
p > 1.
Since p is a prime, the last inequality is true and so are all the previous ones. The
Lemma follows.
Lemma B.3. For n ≥ 1, the truncated Artin–Hasse series AHn(X) converges pre-
cisely for all x ∈ Cp with |x| < R(AHn), where
R(AHn) =
(
1
p
) 1
pn+1
(n+1+ 1p−1)
=
(
1
p
) n(p−1)+p
pn+1(p−1)
=
(
1
p
) 1
p−1
p
p+p2+···+pn−n
pn+1 > r1.
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In addition, the coefficients of AHn(X) satisfy
ordp(An,i) ≥ −
⌊
i
pn+1
⌋(
n+ 1 +
1
p− 1
)
+
S (bi/pn+1c)
p− 1 .
Proof. One can write
AHn(X) = AH(X)
∏
k≥n+1
exp(−Xpk/pk). (B.1)
Each of the exponentials exp(−Xpk/pk) converges precisely for all x ∈ Cp such that∣∣∣xpkpk ∣∣∣ < (1p) 1p−1 . Thus their radius of convergence are respectively Rk = (1p) 1pk (k+ 1p−1).
By Lemma B.2, these radii Rk are strictly increasing as k ≥ 1 gets bigger. In
other words, for k ≥ 1, we have
(
1
p
) 1
pk
(k+ 1p−1)
<
(
1
p
) 1
pk+1
(k+1+ 1p−1)
.
Hence
min
k≥n+1
(
1
p
) 1
pk
(k+ 1p−1)
=
(
1
p
) 1
pn+1
(n+1+ 1p−1)
.
Let Fn+1(X) =
∏
k≥n+1 exp(−Xp
k
/pk) = exp(−∑k≥n+1 Xpk/pk). We claim that
Fn+1(X) converges for all x ∈ Cp such that |x| < Rn+1, i.e. R(Fn+1) ≥ Rn+1. Let
x ∈ Cp such that |x| < Rn+1. Then for k ≥ n + 1, Rn+1 ≤ Rk and so we have∣∣∣xpkpk ∣∣∣ < 1p−1 . Thus, by lemma A.6 the claim follows.
Equation (B.1) implies AHn(X) converges for all x ∈ Cp with |x| < Rn+1 since
R(AH) = 1 > Rn+1. We will now show that AHn(X) doesn’t converge for any other
x ∈ Cp and thus R(AHn) = Rn+1. Let x ∈ Cp have absolute value Rn+1 and suppose
AHn(X) converges at x. Since Rn+1 < Rn+2, Fn+2(X) converges at x. We also know
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that the AH(X) converges at x. Since R(1/Fn+2(X)) ≥ Rn+2 by the same argument
as for R(Fn+1) ≥ Rn+1 in the previous paragraph, the power series equation
exp(−Xpn+1/pn+1) = AHn(X)
AH(X)Fn+2(X)
implies exp(−Xpn+1/pn+1) converges at x with |x| = Rn+2 (recall R(1/AH(X)) =
1 > Rn+2 since 1/AH(X) ∈ 1 + XZp[[X]]). This is a contradiction to the disc of
convergence of this series exp(−Xpn+1/pn+1) being |x| < Rn+1 as discussed earlier.
Therefore the first part of the lemma follows.
Now we show the inequality in the lemma. By direct computation we see that the
coefficients of
exp(−Xpk/pk) =
∞∑
i=0
Xp
ki
pkii!
=
∞∑
m=0
ck,mX
m
satisfy
ordp(ck,pki) = −ki−
i− S(i)
p− 1 = −i
(
k +
1
p− 1
)
+
S(i)
p− 1
for i ≥ 0 and ck,m = 0 for m not divisible by pk. Thus, for all m ≥ 0 we have
ordp(ck,m) ≥ −
⌊
m
pk
⌋(
k +
1
p− 1
)
+
S(
⌊
m/pk
⌋
)
p− 1 .
Denote by h(k,m) the right hand side of this inequality. We claim that h(k,m) is
non-decreasing with respect to k ≥ 1 for all m ≥ 0. Fix m ≥ 0. For k ≥ 1 such
that 0 ≤ m < pk, we have h(k,m) = 0 so h(k + 1,m) ≥ h(k,m). For k ≥ 1 such
that pk ≤ m < pk+1, we have 1 ≤ bm/pkc < p. So S(bm/pkc) = bm/pkc and thus
h(k,m) = −bm/pkck ≤ 0 = h(k + 1,m). Assume k ≥ 1 and m > pk+1. From the
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properties of the floor function we have
h(k + 1,m)− h(k,m) ≥
(⌊
m
pk
⌋
−
⌊
m
pk+1
⌋)(
k +
1
p− 1
)
−
⌊
m
pk+1
⌋
− 1
≥
⌊
m
pk+1
⌋
(p− 1)
(
k +
1
p− 1
)
−
⌊
m
pk+1
⌋
− 1
≥
⌊
m
pk+1
⌋
k(p− 1)− 1
≥ k(p− 1)− 1
≥ 0.
Thus the claim follows, i.e. h(k,m) is non-decreasing with respect to k ≥ 1 for all
m ≥ 0. Therefore, for k ≥ n+ 1 and m ≥ 0 we get
ordp(ck,m) ≥ h(k,m) ≥ h(n+ 1,m). (B.2)
From B.1 we get
An,i =
∑
j,jn+1,jn+1,...jblogp(i)c
Ajcn+1,jn+1cn+2,jn+2 · · · cblogp(i)c,jblogp(i)c ,
where Aj are the coefficient of AH(X) and the sum runs over all 0 ≤ j, jk ≤ i for any
n + 1 ≤ k ≤ blogp(i)c such that j + jn+1 + jn+2 + · · · + jblogp(i)c = i. Note that the
sum is finite. Then for i ≥ pn+1, ordp(Aj) ≥ 0 and (B.2) imply
ordp(An,i) ≥ min
ordp(Aj) +
blogp(i)c∑
k=n+1
ordp(ck,jk)
 ≥ h(n+ 1, i),
where the minimum runs over all 0 ≤ j, jk ≤ i for any n + 1 ≤ k ≤ blogp(i)c such
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that j + jn+1 + jn+2 + · · ·+ jblogp(i)c = i. This is precisely what we had to show.
From this lemma one can show the following theorem.
Theorem B.4. For every n ≥ 1 or n =∞, the truncated Artin–Hasse series AHn(X)
is an isometry in its disc of convergence. In other words, for every x, y ∈ Cp such
that |x|, |y| < R(AHn) we have
|AHn(x)− AHn(y)| = |x− y|.
Proof. For n =∞, AH∞(X) is the Artin–Hasse exponential series, which was shown
to be an isometry in Appendix A. See Keith Conrad’s paper [7] for n ≥ 1.
Analogously to the Artin–Hasse exponential series, we would like to know the
layout of the roots of Ln(X).
Theorem B.5. In mp, for any n ≥ 1 we have Ln(X) has exactly pn roots: pl−1(p−1)
distinct non-trivial zeros with absolute value rl for 1 ≤ l ≤ n and no other non-trivial
zeros. In particular, the zeros of Ln(X) other than 0 are in mp −Dp.
Proof. The Newton polygon of Ln(X) is identical to that of L(X) up to vertex
(pn,−n) (see Lemma A.3 ) and then it continues with a straight vertical line. Also,
L′n(X) ∈ 1 +XZp[X] implies |L′n(x)| = 1 and consequently L′n(x) 6= 0 for all x ∈ mp.
These observations conclude the proof.
We would like to be able to plug in x ∈ Cp with |x| = rn into AHn(X) just as we did
with AH(X). So, we want rn < R(AHn), which is equivalent to p
2 > (n+1)(p−1)+1 or
p+1 > n+1. Therefore, this substitution only works for primes p > n. In particular,
it doesn’t work for all primes as it did for L(X).
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The natural follow up question to ask is: for what integers l ≤ n, we may plug
in x ∈ Cp with |x| = rl into AHn(X)? In other words, for what l ≤ n is it true that
rl < R(AHn). This is equivalent to showing R(AHn)/rl > 1. Hence we get
R(AHn)
rl
=
(
1
p
) n(p−1)+p
pn+1(p−1)−
1
pl−1(p−1)
=
(
1
p
)n(p−1)+p−pn−l+2
pn+1(p−1)
= p(p+p
2+···+pn−l+1−n)/pn+1 .
Thus, for n ≥ l ≥ 1, we may plug in x ∈ Cp with |x| = rl into AHn(X) if and only if
p+ p2 + · · ·+ pn−l+1 > n. (B.3)
Definition B.6. When we say n is big enough compared to l or n  l, we mean
n ≥ l ≥ 1 and (B.3) is satisfied.
For n = ∞, (B.3) is satisfied for any l ≥ 1 and so fits the above definition. For
pin,l root of Ln(X) of absolute value rl, is AHn(pin,l) a primitive root of unity of order
pl for all l such that pin,l is in within the disk of convergence of AHn(X)? In other
words, is there an analogue to Theorem A.5?
Fix n  l. We borrow the notation from Theorem A.5. Let Z denote the set of
zeros of Ln(X), Zpl := {pi ∈ Z : |pi| ≤ rl} and Z ′pl := {pi ∈ Z : |pi| = rl}. We set
D(AHn) to be the disc of convergence of AHn(X).
Theorem B.7. For all n l, the maps
AHn : D(AHn)→ 1 +D(AHn),AHn : Zpl → µpl and AH: Z ′pl → µ′pl
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are bijections. In addition, pin,l ∈ Z ′pl, AHn(pin,l) is the unique ζ ∈ µp∞ such that
∣∣∣∣∣∣ζ −
∑
i≤pl−1
An,ipi
i
n,l
∣∣∣∣∣∣ < r1 = r,
where An,i are the coefficients of AHn(X).
Proof. First, when n = ∞, the statements of the theorem hold by Theorem A.5.
Hence, fix integers n l.
Step 1: AHn(Zpl) ⊆ µpl and AHn(Z ′pl) ⊆ µ′pl .
First, note that AHn(0) = 1. Now let pin,l ∈ Zpl − {0} have p-adic absolute value
rl. We will show that AH(pin,l) is a root of unity with order p
l.
Note that |Ln(X)|rl = plrp
l
l = p
l(r/p). If we could get rid of the pl on the right
side, we’d be left with r/p, which is less than r = R(exp), and we would then be able
to make a substitution by Theorem A.6. To remove the l, consider the equation
AHn(X)
pl = exp(plLn(X)). (B.4)
We will show that substituting X = pin,l in this equation is allowed and preserves
equality. Then we get
AHn(pin,l)
pl = exp(plL(pin,l)) = exp(0) = 1,
so AH(pin,l) is a p
l-th root of unity. The first two conditions of Theorem A.6 are
obviously true for (B.4). Let’s check the third condition for (B.4):
|plLn(X)|rl = |p|l|Ln(X)|rl =
(
1
p
)l
pl(r/p) = r/p < r = R(exp).
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Hence setting X = pin,l in (B.4) is valid.
Now, to argue that AHn(pin,l) has order precisely p
l, we notice that |AHn(pin,l)− 1| =
|pin,l| = rl by Theorem B.4. Since we know that in general any p-adic root of unity ζ
of order pm with m ≥ 1 satisfies |ζ − 1| = rm, the claim follows.
Step 2: The mapping AHn : D(AHn)→ 1 +D(AHn) is a bijection.
This follows by the fact that AHn(X) is an isometry on its domain (Theorem B.4).
Step 3: The mappings AHn : Z → µp∞ and AHn : Zpl → µ′pl are bijections.
By step 1, we know that AHn(Zpl) ⊆ µpl for all l ≥ 1 and by step 2, the mapping
AHn : mp → 1 +mp is a bijection. Thus, its restriction AHn : Zpl → µpl must also be
a bijection. In addition, since Z = {0} ∪ ⋃
l≥1
Zpl and µp∞ = {1} ∪
⋃
l≥1
µ′
pl
, we get that
AHn : Z → µp∞ is also a bijection.
Step 4: If pin,l ∈ Z − {0} has absolute value rl and ζ ∈ µp∞ satisfies |ζ −∑
i≤pl−1
An,ipi
i
n,l| < r, where the coefficients An,i come from AHn(X) =
∑
i≥0
An,iX
i, then
ζ = AHn(pin,l).
By the strong triangle inequality, we have
∣∣∣∣∣∣AHn(pin,l)−
∑
i≤pl−1
An,ipi
i
n,l
∣∣∣∣∣∣ ≤ maxi>pl−1 {|An,ipiin,l|} .
Since the coefficients of AHn(X) match the coefficients of AH(X) ∈ Zp[[X]] up to the
coefficient of Xp
n+1−1, An,i ∈ Zp for pl−1 < i < pn+1 and so we have
|An,ipiin,l| ≤ |pil|p
l−1+1 < |pin,l|pl−1 = rpl−1l = (1/p)1/(p−1) = r.
For i ≥ pn+1 we have S(bi/pn+1c) ≥ 1. Thus, since the coefficients of An,i satisfy the
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bound in Lemma B.3, for i ≥ pn+1 we get
|An,ipiin,l| ≤ max
i>pl−1

(
1
p
)i( 1
pl−1(p−1)−
1
pn+1
(n+1+ 1p−1)
)
+ 1
p−1
 (B.3)< r.
Hence |AHn(pin,l) − S| < r, where S =
∑
i≤pl−1 Aipi
i
n,l, and thus |AHn(pin,l) − S +
S − ζ| < r by the strong triangle inequality. Different pth power roots of unity have
distance at least r from each other, so ζ = AHn(pin,l).
From this theorem and Theorem A.5 we have many ways to represent the same
pl-th roots of unity.
Corollary B.8. For any n l we have Qp(pin,l) = Qp(ζpl).
Proof. By Theorem B.7 we have ζpl = AHn(pin,l) and so Qp(ζpl) ⊆ Qp(pin,l). On
the other hand, since Ln(X) has exactly ϕ(p
l) = pl−1(p − 1) roots of absolute value
(1/p)1/ϕ(p
l) by its Newton polygon, we get that there are at most pl−1(p−1) conjugates
of pin,l. Hence Qp(pin,l) has degree at most pl−1(p − 1) over Qp. However since Qp ⊆
Qp(ζpl) ⊆ Qp(pin,l) and Qp(ζpl) has degree at most pl−1(p− 1) over Qp, the corollary
follows.
Let’s see how pin,l are related to pil, the roots of L(X).
Lemma B.9. Let n l and pin,l a root of Ln of absolute value rl. Then, there exists
a unique root pil of L such that
|pil − pin,l| < r.
In addition, |pil| = rl and |pil − pin,l| = R(n, l) where R(n, l) = rp
n+1−(n+1)pl−1(p−1)
l ≤
r/p = rp
l
l . For n =∞, this means pi∞,l = pil.
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Proof. First, for n = ∞, the statement is true by Theorem A.3. So let n  l be
integers and pin,l a root of Ln of absolute value rl, i.e. pin,l is within the radius of
convergence of AHn(X). Consider the Newton polygon of H(X) := L(X + pin,l).
Since Ln(pin,l) = 0, we know that the constant term of this power series has absolute
value
|H0| = |L(pin,l)| =
∣∣∣∣∣Ln(pin,l) +
∞∑
i=n+1
pip
i
n,l/p
i
∣∣∣∣∣ = |pipn+1n,l /pn+1| == rpn+1−(n+1)pl−1(p−1)l
So, ordp(H0) =
pn−l+2−(n+1)(p−1)
p−1 . For k ≥ 1, using the binomial theorem and collecting
like terms, we get
Hk =
∑
i≥0,pi≥k
(
pi
k
)
pi
pip
i−k
n,l .
Since ordp
(
pi
k
)
= i − ordp(k) and ordp(pipi+1−kn,l ) > ordp(pip
i−k
n,l ) ≥ 0 for all i such that
pi ≥ k, we have ordp(Hk) = − ordp(k)+ p
dlogp(k)e−k
pl−1(p−1) ≥ − ordp(k). Furthermore, equality
holds if and only if k is a pth power.
Thus, the Newton polygon of H(X) is identical to the Newton polygon of L(X)
except perhaps the very first line. To see what happens with the first line, the line
passing through the points (1, 0) and (p,−1) has equation y = −1
p−1(x− 1). So, its y-
intercept is 1
p−1 . Thus, if ordp(H0) >
1
p−1 , then the first line starts at (0, ordp(H0)) and
ends at (1, 0), which completes the Newton polygon H. The condition ordp(H0) >
1
p−1
is equivalent to
pn−l+2 − (n+ 1)(p− 1)
p− 1 >
1
p− 1 ⇐⇒ p
n−l+2 > (n+ 1)(p− 1) + 1,
which is equivalent to inequality (B.3). This is follows from our assumption n  l.
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Hence, H has a unique root of absolute valueR(n, l) := r/pp+p
2+···+pn−l+1−n ≤ r/p < r.
So, if pi is a root of L, then α = pi−pin,l is a root of H and so |α| = |pi−pin,l| = rl ≥ r
for some l ≥ 1 or |pi − pin,l| = R(n, l) < r. In particular, there exists a unique root pil
of L of absolute value rl such that |pil − pin,l| = R(n, l) and all other roots of L are a
distance of at least r from pin,l.
Hence, if n → ∞, then R(n, l) → 0 and so pin,l → pil. This means that as n
increases the roots pin,l of Ln(X) closest to pil approximate better and better pil and
at each step we know the exact error by the above lemma.
We can represent any pl-th root of unity ζ as ζ = AHn(pin,l) for pin,l a root of
absolute value rl of Ln(X) for some n big enough so that AHn(pin,l) converges or as
ζ = AH(pil) for pil a root of L(X) of absolute value rl.
Theorem B.10. For any n l and n′  l such that n′ > n, the roots of Ln(X) of
absolute value at most rl are in a one-to-one correspondence with the roots of Ln′(X)
of absolute value at most rl given by pin,l 7→ pin′,l, where pin′,l is the unique root of Ln′
such that
|pin′,l − pin,l| < r,
i.e. pin′,l is the unique root of Ln′ closest to pin,l. More precisely, |pin′,l − pin,l| =
R(n, l) < r, where R(n, l) = r/pp+p
2+···+pn−l+1−n ≤ r/p = rpll < r. Moreover,
AHn(pin,l) and AHn′(pin′,l) are the same root of unity.
Proof. If n′ = ∞, then the above theorem follows by Lemma B.9 except for the
very last statement. For integers n  l and n′  l, fix pin,l as in the theorem.
By Lemma B.9 there is a unique root pil of L(X) closest to pin,l and in addition
there’s a unique root pin′,l closest to pil, which satisfy |pil − pin,l| = R(n, l) < r and
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|pin′,l − pil| = R(n′, l) < r. Since R(n, l) is decreasing with respect to n for n l, we
have R(n′, l) < R(n, l) and thus
|pin′,l − pin,l| = |pin′,l − pil + pil − pin,l| = R(n, l) < r.
By a similar argument, any other root of Ln′(X) will be at least distance r away from
pin,l. It remains to show that AHn(pin,l) and AHn′(pin′,l) are the same root of unity.
It is enough to do this for n′ = ∞. Let n  l, ζpl = AH(pil) and suppose pin,l is the
root of Ln(X) closest to pil. Then AHn(pin,l) = ζ
′
pl
for some pl-th order root of unity
ζ ′
pl
. We want to show that ζpl = ζ
′
pl
. It is enough to show that |ζpl − ζ ′pl | < r1 = r.
By the strong triangle inequality we get
|ζpl − ζ ′pl | = |AH(pil)− AHn(pin,l)|
= |AH(pil)− AH(pin,l) + AH(pin,l)− AHn(pin,l)|
≤ max {|AH(pil)− AH(pin,l)|, |AH(pin,l)− AHn(pin,l)|} .
Using the fact that the Artin–Hasse series is an isometry and lemma B.9 we know
that |AH(pil) − AH(pin,l)| = |pil − pin,l| = R(n, l) < r. Thus it remains to show that
|AH(pin,l) − AHn(pin,l)| < r. Recall that for k ≥ 0, |Ak| ≤ 1, |An,k| is bounded by
Lemma B.3 and Ak = An,k for 0 ≤ k < pn+1. Moreover, from the proofs of Step 4 in
both Theorem A.5 and Theorem B.7, we get
|AH(pin,l)− AHn(pin,l)| ≤ max
i≥pn+1
{|Aipiil |, |An,ipiin,l|} < r,
as wanted.
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