Racah and Wilson polynomials with dilated and translated argument are reparametrized such that the polynomials are continuous in the parameters as long as these are nonnegative, and such that restriction of one or more of the new parameters to zero yields orthogonal polynomials lower in the Askey scheme. Geometrically this will be described as a manifold with corners.
The general principle
Consider the classical orthogonal polynomials (see Chihara [6, Ch. V, §2]) as monic polynomials p n (x) = x n + terms of degree less than n:
• Jacobi polynomials p (α,β) n (x) with weight function (1 − x) α (1 + x) β on (−1, 1);
• Laguerre polynomials ℓ α n (x) with weight function e −x x α on (0, ∞);
• Hermite polynomials h n (x) with weight function e −x 2 on (−∞, ∞).
They are connected by limit relations (see [15, Ch. 2] ): 3)
The limit relation (2.1) is immediate from the explicit expressions of Jacobi and Laguerre polynomials as terminating hypergeometric series (see [15, Then (2.2) is equivalent by quadratic transformations to the cases α = ± 1 2 of (2.1). The limit relation (2.3), first observed in 1939 by Palamà [20] and by Toscano [24] , cannot be easily obtained from explicit power series. An approach to prove (2.3) by taking limits of the corresponding weight functions was given by Askey [3] . His approach works also for (2.1) and (2.2). Indeed, the limit relations for the weight functions corresponding to (2.1)-(2.3) are: The limits (2.4) and (2.5) are standard limits, while (2.6), observed by Askey [3] , is an easy exercise. What we in fact need in order to conclude rigorously that (2.1)-(2.3) follow from (2.4)-(2.6), is not just the pointwise limits for the corresponding weight functions, but the limits for the corresponding moments:
Proposition 2.1. Let be given monic orthogonal polynomials (p n ) n−0,1,2,... with respect to an orthogonality measure having moments µ n (n = 0, 1, 2, . . .) and, for α > 0, monic orthogonal polynomials (p α n ) n−0,1,2,... with respect to an orthogonality measure having moments µ α n (n = 0, 1, 2, . . .). If lim α→∞ µ α n = µ n for all n then lim α→∞ p α n (x) = p n (x) for all n.
Proof Use that p n (x) = det(µ i+j ) i,j=0,1,...,n−1
(see [22, (2.2.6 )]), and similarly for p α n (x).
In order to conclude from pointwise limits of weight functions as in (2.4)-(2.6) that the corresponding limits for the moments hold, one needs Lebesgue's dominated convergence theorem. The relevant inequalities corresponding to (2.4)-(2.6) are:
(1 − x 2 /α) α ≤ e −x 2 , 1 + (2/α) 1/2 x α e −(2α) 1/2 x ≤ e −x 2 (−(α/2) 1/2 < x ≤ 0), (1 + 2x) e −x (x ≥ 0, α ≥ 1 2 ). In this paper I want to advertize another method to prove limit formulas of the above type for orthogonal polynomials, namely by using the three-term recurrence relation. The celebrated Favard theorem (see Chihara [6, Ch. I, Theorem 4.4]) states that {p n } n=0,1,2,... is a system of monic orthogonal polynomials with respect to a positive orthogonality measure if and only if a recurrence relation x p n (x) = p n+1 (x) + B n p n (x) + C n p n−1 (x), n = 1, 2, . . . , (2.7)
x p 0 (x) = p 1 (x) + B 0 p 0 (x), (2.8)
is valid with C n > 0 and B n real. Below, when we will give the recurrence relation (2.7) with explicit coefficients B n and C n depending analytically on n, then we will silently assume that it also implies the case n = 0, i.e. (2.8). Just take B n for n = 0 and omit the term C n p n−1 (x) for n = 0. If the coefficients B n and C n are given then p n is completely determined by this recurrence relation. In particular, if B n and C n continuously depend on some parameter λ then p n (x) will also continuously depend on λ. For example, monic Hermite polynomials h n satisfy the recurrence relation
and monic Laguerre polynomials ℓ α n satisfy the recurrence relation
Now consider rescaled monic Laguerre polynomials
By (2.10) these satisfy the recurrence relation
We want to rescale in such a way that, as α → ∞, p n (x) will tend to h n (x). It is easy to see how to do this when we compare (2.9) and (2.11). Put ρ := (2α) −1/2 , σ := −α. Then (2.11) becomes
The recurrence coefficients now tend to 0 resp. n/2 as α → ∞. Hence p n (x) → h n (x) as α → ∞, i.e., we have recovered (2.3).
Uniform limit of Jacobi polynomials
It is now natural to conjecture that we might also make these limit transitions in the parameter plane in a more uniform way, i.e., to make such a rescaling of the Jacobi polynomials that they depend continuously on (α, β) in the extended parameter plane and reduce to (possibly rescaled) Laguerre and Hermite polynomials on the boundary lines and boundary vertex at infinity, respectively. For this purpose we consider Jacobi polynomials with arbitrary rescaling:
These polynomials satisfy recurrence relations (2.7) with (see [15, (1.8.4) ]):
and
From (3.2) we see that the choice
makes C n continuous in (α, β) on the extended parameter plane. Next we see from (3. 3) that the choice
makes B n continuous in (α, β) (extended) as well. Indeed, we can now rewrite
, (3.6)
which are continuous in (α −1 , β −1 ) for α −1 , β −1 ≥ 0. As a result we can consider the (α −1 , β −1 )-parameter plane. For α −1 , β −1 > 0 we have the rescaled Jacobi polynomials (3.1) with ρ and σ given by (3.4) and (3.5). These polynomials extend continuously to the closure {(α −1 , β −1 ) | α −1 , β −1 ≥ 0}. On the boundary lines {(α −1 , 0) | α −1 > 0} and {(0, β −1 ) | β −1 > 0} these polynomials, in view of (2.11), become rescaled Laguerre polynomials
On the boundary vertex (0, 0) the polynomials, in view of (2.9), become rescaled Hermite polynomials
Remark 3.1. Our limit
with ρ, σ given by (3.4), (3.5), implies the limit given in [11, §2.6.4 ].
Manifolds with corners
The closed subset
of the (α −1 , β −1 )-parameter plane considered at the end of §3 is a prototype of a so-called manifold with corners. More generally, define
Manifolds with corners, introduced by Cerf [5] and Douady [10] , are topological Hausdorff spaces which are locally homeomorphic with open subsets of spaces R n (q) . The definition is analogous to the definition of an ordinary manifold, but there the local homeomorphisms only map onto open subsets of R n . Thus, for a manifold with corners denoted by X we have charts (U, φ) such that φ : U → φ(U ) is a homeomorphism from an open subset U of X onto an open subset φ(U ) of some R n (q) . If (U, φ) and (V, ψ) are two charts on X then ψ • φ −1 : φ(U ∩ V ) → ψ(U ∩ V ) must be a homeomorphism. If these maps extend on a larger open subset of R n to C k -diffeomorphisms (or C ∞ -diffeomorphisms or analytic diffeomorphisms), then X is called a C k (or C ∞ or analytic) manifold with corners. On the prototypical manifold with corners given by (4.1) each point can be associated with a system of orthogonal polynomials. The coefficients C n and B n given by (3.6) and (3.7) are continuous on this manifold, and thus the resulting orthogonal polynomials p n obtained from C n and B n by the recurrence relation (2.7) are continuous on the manifold. In the interior, on the boundary lines and on the boundary vertex these polynomials respectively become (rescaled) Jacobi, Laguerre and Hermite polynomials as described at the end of §3. Note however that B n , given by (3.7), is not differentiable at the point (α −1 , β −1 ) = (0, 0).
The Askey scheme
The Askey scheme is given by Figure 1 . The various families of orthogonal polynomials mentioned here are all of classical type, i.e., the orthogonal polynomials {p n } n=0,1,... satisfy an equation of the form
where L is some second order operator (differential or difference) which does not depend on n.
The arrows in the chart denote limit transitions between the various families. The number of additional parameters on which the polynomials depend, decreases as we go further down in the chart. In the top row there are 4 parameters. In each subsequent row there is one parameter less. The Hermite polynomials in the bottom row no longer depend on parameters. The families in the left part of the chart consist of polynomials being orthogonal with respect to an absolutely continuous measure, while the ones displayed to the right of Hermite are orthogonal with respect to a discrete measure. In the case of Racah, Hahn, dual Hahn and Krawtchouk polynomials the support of the measure has finite cardinality, say N + 1, and we consider only polynomials up to degree N . All the polynomials in the Askey scheme have explicit expressions as hypergeometric functions, see [15, Chapter 1] . Racah polynomials (see [15, §1.2] ) are defined by
where γ + 1 = −N and n = 0, 1, . . . , N . Then we write the monic Racah polynomials as
Wilson polynomials (see [15, §1.1] ) are defined by
3) Then we write the monic Wilson polynomials as
The following list gives the notation to be used in this paper for the monic orthogonal polynomials in the other families (apart from Racah and Wilson) in the Askey scheme. In each case the monic polynomials are expressed in terms of the polynomials in usual notation and normalization as given under the heading "Definition" in each subsection of [15, Chapter 1] . The constants occurring in the definitions of the monic polynomials are taken from the formulas for p n under the heading "Normalized recurrence relation" in each subsection of [15, Chapter 1] .
c n (x; a) := (−1) n a n C n (x; a).
Continuous dual Hahn [15, §1.3]:
.
n (x; φ).
Uniform limits in the Askey scheme
The monic Racah polynomials (5.2) satisfy (see [15, (1.2.4) ]) the three-term recurrence relation
where B n = a n + c n , C n = a n−1 c n with
The Racah polynomials {r n } n=0,1,...N will be orthogonal with respect to certain positive weights on some set of N + 1 points in R iff C n > 0 for n = 1, 2, . . . , N . A sufficient condition for this is that the parameters satisfy the inequalities α, β > −1, δ > α + N and N > 0 (N integer). It will be convenient to restrict to the smaller parameter region 1) and to drop the assumption that N is integer. All limits to be considered will be in this parameter region.
Each point in the four-dimensional (α, β, δ, N )-space satisfying (6.1) thus corresponds with a system of Racah polynomials being orthogonal with respect to a positive measure (if N is for an open part of (α, β)-parameter space corresponding with Jacobi polynomials, we want to find suitable local coordinates (charts (U, φ)) in the four-dimensional Racah parameter space X 0 and suitable rescalings of the Racah polynomials which depend on these local coordinates such that the resulting coefficients B n and C n in the recurrence relation have a continuous extension to the boundary of φ(U ), and such that their restriction to (parts of certain dimension of) this boundary corresponds to certain arrows lying somewhere under the Racah box in Figure 1 . N −1 should be a monomial in these coordinates. Thus, on approaching the boundary, N −1 will be either fixed or it will tend to 0. As a consequence, it is only a minor shortcoming in our set-up that N is discrete. It will turn out that in this way we can extend the Racah parameter space X 0 to a manifold with corners X (the Racah manifold) covering everything which lies below the Racah box in the Askey scheme if we use three local charts. The three parts of the Askey scheme which are respectively covered by these charts are given in Figure 2 .
The monic Wilson polynomials (5.4) satisfy (see [15, (1.1.5)]) the three-term recurrence relation
where B n = a n + c n − a 2 , C n = a n−1 c n with
Then B n and C n turn out to be symmetric in a Limits of Wilson polynomials in the Askey scheme occur in all these three cases, see Figure 3 . In case 1 we have a limit to the continuous Hahn polynomials and to everything below the continuous Hahn polynomials. In case 2 we have a limit to the continuous dual Hahn polynomials and to everything below the continuous dual Hahn polynomials. To each of these two cases will correspond one manifold with corners. In case 3 we also have a limit to the continuous dual Hahn polynomials, but from there a limit to the two-parameter level seems to be missing; one rather goes to Laguerre as follows: It will turn out that one chart is sufficient in cases 1 and 2 in order to cover everything which is below the Wilson box. I did not try to find a chart for case 3.
The following simple observation will be continuously used in the next sections. If
and if
The Racah manifold
In this section I will present in detail the three charts covering the Racah manifold, as introduced in §6, and successively corresponding to the three graphs in Figure 2 .
From Racah to Hermite along Hahn
Here we will see the chart for the Racah manifold corresponding to the first graph in Figure 2 . The monic Racah polynomial r n is given by (5.2). For t 1 , t 2 , t 3 , t 4 > 0 and t 1 t 3 < 1, t 2 t 4 < 1 put
where α = 1
2)
Then the inequalities for t 1 , t 2 , t 3 , t 4 are equivalent with (6.1) and the recurrence relation (6.3) holds with
3)
Note that B n and C n , as functions of t 1 , t 2 , t 3 , t 4 > 0, can be uniquely extended to continuous (but not differentiable) functions of t 1 , t 2 , t 3 , t 4 ≥ 0. Indeed, for B n observe that, if t 1 , t 2 , t 3 , t 4 > 0, then
For C n observe that, if t 1 , t 2 , t 3 , t 4 > 0, then
We now put one or more of the t 1 , t 2 , t 3 , t 4 equal to zero in (7.3) and (7.4), and then compare the resulting recurrence relation (6.3) with the various normalized recurrence relations in [15, Chapter 1] . In each case we find a match with one of these normalized recurrence relations, after rescaling as in (6.4) for some special ρ, σ. Then the explicitly obtained family in the Askey scheme satisfying this recurrence relation will be equal to the corresponding parameter restriction of the polynomial in (7.1). We obtain the following results, using the notation for monic polynomials in the Askey scheme as given at the end of §5.
Hahn:
Jacobi:
Meixner:
Krawtchouk:
Laguerre:
Charlier:
Hermite:
The various parameter restrictions of the polynomial (7.1) are summarized in Figure 4 . Note that Racah and Hahn occur in one box, most others in two boxes, and Hermite even in three boxes. For instance, we reach Jacobi from Racah by putting t 4 = 0, but then there is also no dependence on t 3 , so we may put t 3 = 0 as well. The Meixner and Krawtchouk cases are slightly more complicated. For instance, we reach Meixner from Racah by putting t 2 = 0, but the resulting expression does not change if we replace t 3 , t 4 by 0, t 4 (1 − t 1 t 3 )(1 + t 3 t 4 ) −1 . Remark 7.1. As a special case of the above results we have the following limit from Hahn to Hermite: lim
In view of (7.5) and (7.7) we can rewrite this limit as
This limit is equivalent to the limit given in [12, (16) ]. Similarly, by (7.6) and (7.7) we can rewrite the restriction of p n (t 1 , 0, 0, t 4 ) to t 1 = t 4 = 0 as
This limit is equivalent to the limit given in [11, §2.4.4]. 
From Racah to Hermite along dual Hahn and Charlier
Next we will see the chart for the Racah manifold corresponding to the second graph in Figure 2 . Let r n again be the monic Racah polynomial given by (5.2). For s 1 , s 2 , s 3 , s 4 > 0 and s 2 2 s 4 < 1 put dual Hahn:
Krawtchouk: Charlier:
The various parameter restrictions of the polynomial (7.8) are summarized in Figure 5 . Even more than in Figure 4 , several boxes essentially coincide.
From Racah to Hermite along dual Hahn and Laguerre
Here we will see the chart for the Racah manifold corresponding to the third graph in Figure 2 . Let r n again be the monic Racah polynomial given by (5.2). For u 1 , u 2 , u 3 , u 4 > 0, u 2 2 u 3 u 4 < 1 and u 2 u 3 (u 1 − u 2 ) < 1 put
10)
Then the inequalities for t 1 , t 2 , t 3 , t 4 are equivalent with (6.1). Furthermore (6.3) holds with 
Note that B n and C n , as functions of u 1 , u 2 , u 3 , u 4 > 0, can be uniquely extended to continuous functions of u 1 , u 2 , u 3 , u 4 ≥ 0. We now put one or more of the u 1 , u 2 , u 3 , u 4 equal to zero and we proceed as in §7.1. We obtain:
dual Hahn:
The various parameter restrictions of the polynomial (7.10) are summarized in Figure 6 . Many boxes essentially coincide. 
Transformations between the local charts
By (7.2), (7.9) and (7.11) we can compute the transformations between the local coordinates (t 1 , t 2 , t 3 , t 4 ), (s 1 , s 2 , s 3 , s 4 ) and (u 1 , u 2 , u 3 , u 4 ).
first chart ↔ second chart:
, t 4 = s 2 s 3 ;
This is a homeomorphism between
It also identifies the Krawtchouk box {t 1 = 0}, Meixner box {t 2 = 0} and Charlier box {t 1 = t 2 = 0} in Figure 4 with the corresponding boxes {s 1 = 0}, {s 4 = 0} and {s 1 = s 4 = 0} in Figure 5 .
second chart ↔ third chart: ,
,
It also identifies the Hermite box {s 2 = 0} in Figure 5 with the Hermite box {u 2 = 0} in Figure 6 . first chart ↔ third chart:
;
where
The two Wilson manifolds
In this section I will present in detail the two charts for the two Wilson manifolds, as introduced in §6, and corresponding to the two graphs in Figure 3 .
From Wilson to Hermite along Continuous Hahn
Here we will see the chart for the Wilson manifold corresponding to the first graph in Figure 3 . The monic Wilson polynomial w n is given by (5.4). For a 1 , a 2 , a 3 , a 4 > 0 put
where a = a 
Note that B n and C n , as functions of a 1 , a 2 , a 3 , a 4 > 0, can be uniquely extended to continuous functions of a 1 , a 2 , a 3 , a 4 ≥ 0. We now put one or more of the a 1 , a 2 , a 3 , a 4 equal to zero in (8.2) and (8.3) and we proceed as in §7.1. We obtain:
Continuous Hahn:
Meixner-Pollaczek:
p n (x; a 1 , 0, 0, a 4 ) = p n (x − σ 0 ; a 1 , 0, 0, 0) = ρ n ℓ The various parameter restrictions of the polynomial (8.1) are summarized in Figure 7 . Many boxes essentially coincide.
From Wilson to Hermite along Continuous Dual Hahn
Here we will see the chart for the Wilson manifold corresponding to the first graph in Figure 3 having one pair of complex conjugate parameters and the other two parameters equal and real. Also, gluing on lower dimensional parts between Wilson manifolds and the Racah manifold should be considered such that one or more of the boxes for Jacobi, Laguerre and Hermite in the various manifolds are identified.
4. As we have seen in Figures 4-8 , some families occur in various parts of the boundary in a given chart. Hence, our geometric description of the Askey scheme is not in bijective correspondence with the Askey scheme, but this will only be achieved by considering suitable quotient spaces of our four-manifolds with corners. A precise description of these quotient spaces should be worked out.
5. An obvious challenge would be to extend the results of this paper to the q-Askey scheme, including the limits for q ↑ 1. A trial for a small part of the q-Askey scheme with its limits to q = 1 would already be interesting.
