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Abstract
In this paper, we introduce a pipeline for an interactive and stylized rendering of High-Dynamic Range (HDR)
environment-mapped objects. By using stylization on HDR images, the quality, the segmentation and the details
are improved. Furthermore, this pipeline allows an easy combination of 2Dstylization (on the environment map,
and on the images) and 3D stylization (on the object). Based on this pipeline, we present new interactive styles
that illustrate our approach. Through these styles, we detail the purposeand the action of each rendering step, in
order to show its flexibility and to allow the reader the implementation of new styles.
Dans cet article, nous introduisons un pipeline de rendu permettant de styliser de manière interactive des ob-
jets éclairés par des cartes d’environnement à grande dynamique (High-Dynamic Range ou HDR). L’utilisation
d’images HDR permet d’améliorer la qualité de certains traitements, commeles segmentations ou l’extraction des
détails. De plus, cette architecture permet de combiner facilement des stylisations 2D (sur la carte d’environne-
ment et sur les images) et 3D (sur les objets). Les nouveaux styles quenous présentons sont basés sur ce pipeline
et illustrent la flexibilité de notre approche.
1. Introduction
Une carte d’environnement représente une solution simple
et efficace pour simuler un éclairement distant. Un interêt
croissant s’est porté sur cette technique dans la communauté
scientifique durant les dernières années (recherche sur le pré-
calcul du transfert de la radiance [SKS02]) dans le but de
développer des effets d’éclairement complexes et réalistes.
Les cartes d’environnement sont aussi un outil de modéli-
sation simple pour combiner des images capturées avec des
données synthétiques [ALCS03], et sont intégrées dans la
plupart des logiciels de modélisation et/ou de rendu.
Nous pensons que, grâce à cette adaptabilité, les cartes d’en-
vironnement peuvent être utilisées dans un contexte de rendu
non-photoréaliste (Non-Photorealistic Rendering ou NPR)
pour les mêmes raisons : elles représentent une solution
basée-image simple et efficace. Elles permettent en particu-
lier de combiner une stylisation 2D en précalcul sur la carte
d’envirionement avec une stylisation 3D interactive une fois
la carte appliquée à un objet. Néanmoins, cette double sty-
lisation peut provoquer des problèmes de cohérences et une
des contributions de cet article est de les résoudre.
De plus, l’interêt croissant apporté aux cartes d’environ-
nement est combiné avec le développement de techniques
utilisant des images à grande dynamique (High-Dynamic
Range Imaging - HDRI) [RWPD06]. L’HDRI fournit un es-
pace de travail plus précis et une intégration des données
synthétiques plus facile et plus cohérente avec les images
2D. Même si ces qualités sont particulièrement avantageuses
pour les rendus réalistes, elle peuvent aussi être très utiles
pour les rendus expressifs. Par exemple, les images HDR
peuvent permettre des segmentations plus précises, souvent
utilisées dans les processus de stylisation. Les intensités des
images HDR étant proches de celles de la réalité, il peut être
plus facile de simuler le processus de création et de stylisa-
tion d’un artiste qui observe un environnement. Il est néan-
moins nécessaire d’appliquer un algorithme de réduction
de ton (tone-mapping) lorsque l’on veut afficher de telles
images, et celui-ci doit être parfaitement intégré dans le pro-
cessus de rendu. L’utilisation de l’HDR pour le NPR est ainsi
un autre objectif de cet article.
Les principales contributions de cet article sont les sui-
vantes : (i) Un pipeline de rendu pour faire du rendu ex-
pressif sur des objets éclairés par une carte d’environnement.
Vergne et Granier / Stylisation d’objets éclairés par des cartes d’environnement HDR
(a) (b) (c) (d)
FIG . 1: Quelques exemples de rendus interactifs d’objets éclairés par des cartesd’environnement. (a) - stylecartoon. (b) -
style basé sur une détection des lignes caractéristiques. (c) - les luminances de l’ nvironnement HDR ont été segmentées en six
régions. Des canevas composés de points de densité plus ou moins grande sont utilisés et combinés avec la valeur de luminance
de chacune de ces régions. En (d), une abstraction des couleurs a étémise en place pour les réflexions sur l’objet 3D, tandis
qu’une simple détection des contours est utilisée pour l’arrière plan.
(ii) Une amélioration de la stylisation des images par l’uti-
lisation de données HDR. Nous présentons aussi une brève
étude de l’influence d’une réduction de ton sur le résultat
final. (iii) Une analyse de l’influence de chaque étape de
rendu, illustrée par des styles spécifiques dans ce contexte.
Cet article est organisé de la manière suivante. Nous présen-
tons brièvement les travaux précédents, en nous focalisant
sur les rendus expressifs hybrides 2D/3D et sur l’utilisation
de l’HDR dans les stylisations. Nous décrivons ensuite l’ar-
chitecture de notre pipeline, puis nous faisons une compa-
raison des stylisations entre des images HDR/LDR (Low-
Dynamic Range). Grâce à ces stylisations et à notre pipeline
de rendu, nous montrons quelques résultats sur des scènes
éclairées par des cartes d’environnement, puis nous discu-
tons de ces travaux.
2. Travaux précédents
L’objectif de cette section n’est pas de faire un état de l’art
complet du NPR. Nous nous focaliserons principalement sur
deux aspects : la stylisation de données 2D et 3D combinées
(nécessaire pour travailler avec des cartes d’environnement),
et l’utilisation d’images HDR pour le NPR. Le lecteur peut
se référer à [GG01,SS02] pour un état de l’art du NPR.
Si des styles similaires existent dans des espaces 2D et
3D, comme les rendus en demi-teintes (2D [SHS02] -
3D [FMS02,FV03]), les rendus à base de traits (2D [Her01]
- 3D [Chi06]), très peu de travaux ont été fait pour com-
biner des données 2D et 3D dans des processus de rendus
expressifs interactifs. Les travaux qui s’en rapprochent le
plus proviennent des recherches concernant la réalité aug-
mentée. Fischer et al. [FBS05] et Haller et al. [HLB05] ont
introduits des stylisations pour améliorer la cohérence entre
des données acquises et des données virtuelles. Fischer et
Bartz [FB05] utilisent un filtre bilatéral [TM98] combiné
avec une détection des contours de Canny [Can86] pour l’ar-
rière plan, et untoon shading[LMHB00] combiné avec un
rendu des silhouettes [Lan00] pour l’objet 3D. Concernant
les rendus à base de traits, Fischer et al. [FBS05] utilisent un
filtre simulant un pinceau sur l’image de la caméra et un sys-
tème de particules pour l’objet 3D de manière à lui appliquer
des coups de pinceau. Haller et al. [HLB05] utilisent un post-
traitement sur l’image avec une segmentation des couleurs et
une détection des contours. Si ces solutions peuvent être uti-
lisées avec un placage d’environnement sur des scènes, nous
pensons que des styles plus complexes et nombreux peuvent
être mis en place avec une architecture de rendu plus adap-
tée, qui inclue l’éclairement des objets par l’environnement.
De nos jours, le placage d’environnement est fréquemment
utilisé avec l’HDRI pour améliorer le réalisme, et notam-
ment l’éclairement d’une scène. De plus, les publications
récentes ont montrées qu’il était possible d’utiliser l’H-
DRI pour des travaux plus artistiques. Dans [LFUS06],
les auteurs mettent en place une édition locale d’un opéra-
teur d’adaptation de ton dans le but de s’adapter aux dé-
sirs de l’utilisateur. Pouvant être considérées comme réa-
listes, les changements de couleurs et d’intensités en font
inexorablement des images non-photoréalistes. Dans ce do-
maine, l’HDR apporte une meilleure segmentation grâce à
une amélioration du processus de controle de l’utilisateur.
Les images HDR pourraient donc être utilisées pour les ren-
dus NPR, et la grande précision qu’elles apportent pourrait
définir une adaptation locale des stylisations. Pour un état de
l’art plus précis concernant l’HDRI, l’auteur peut se référer
au livre de Reinhard et al. [RWPD06].
3. Architecture
Notre architecture (cf. Figure 2) fournit un pipeline flexible
pour du rendu NPR avec des objets sur lesquels on plaque
une carte d’environnement. Le processus est basé sur les
possibilités offertes par les GPU actuels de manière à sub-
diviser le rendu en étapes successives et plus spécialement
décomposer la stylisation de l’environnement 2D et des don-
nées 3D. Cette section décrit les quatres étapes de ce pipeline
et montre comment un style différent peut être calculé dans
chacune d’entre elles, puis combinés dans l’image finale.





















FIG . 2: Notre pipeline de rendu pour la stylisation de scènes éclairées par des cartes d’environnement
1. Précalcul de l’environnement : Le principal interêt de
cette étape est de préparer la carte d’environnement pour
le rendu interactif. Elle peut être utilisée pour calibrer les
images HDR [RWPD06], pour calculer les luminances
utiles à la réduction de ton, pour styliser ces environne-
ments ou même pour générer les niveaux de détail (mip-
maps). Une fois cette étape terminée, on dispose alors
d’une série decube mapsqui seront utilisés et/ou com-
binés pour représenter l’environnement et pour éclairer
l’objet 3D.
2. Shading dans l’espace objet : Durant l’étape suivante,
les stylisations 2D sont appliquées directement sur l’ob-
jet 3D. Une ou plusieurscube mapsde la pile peuvent
alors être utilisées et combinées. La stylisation résultante
peut être augmentée ou remplacée par des styles obte-
nus dans l’espace objet, indépendamment de l’environne-
ment, comme la détection des silhouettes. Chaque com-
posant du rendu peut être modifié par l’utilisateur dans
le but d’obtenir le style désiré. Cette étape est essentielle
pour la cohérence du style dans la scène.
3. Calculs dans l’espace image : dans cette étape, nous four-
nissons des outils permettant de créer des styles différents
pour l’objet et la carte d’environement afin de mieux les
distinguer.
4. - 5. Combinaison et finalisation : L’objet et sa carte
d’environement sont ensuites combinées pour finaliser le
rendu. A ce stade, un algorithme de réduction de ton peut
être mis en place, ainsi qu’une stylisation globale dans
l’espace écran, comme l’ajout d’une texture de papier
[CTP◗03] ou un filtre (un flou comme dans [HLB05])
pour augmenter la cohérence du rendu final. Une seg-
mentation peut aussi être utilisée pour déterminer où les
différentes stylisations doivent être appliquées (cf. Figure
4).
4. Stylisation d’images HDR
Le principal objectif de cette section est de montrer au lec-
teur une brève vue d’ensemble de ce que peut apporter l’H-
DRI au NPR, et d’illustrer comment l’adaptation de ton
[RWPD06] peut interagir avec le processus de stylisation.
En effet, la dynamique de ces images étant supérieure à celle
des images traditionnelles, il est nécessaire d’utiliser un opé-
rateur de réduction de ton pour les afficher sur nos écrans
actuels.
4.1. Adaptation de ton et stylisation
La réduction de ton peut être appliquée avant le processus de
stylisation - celle-ci est alors effectuée sur des images clas-
siques, avec une faible dynamique - ou après la stylisation.
L’adaptation réduisant la dynamique des images, il se peut
alors que celle-ci enlève certains détails. D’un autre coté,
le processus de création d’un artiste est généralement de se
placer en face de scènes réelles (i.e., données HDR réelles)
et ensuite de dessiner/peindre celles-ci. C’est un peu simi-
laire à faire une adaptation de ton après la stylisation. Dans
[SK06], les auteurs l’ont expérimenté avec leur propre opé-
rateur [SKMS06]. Pour étendre leurs travaux, nous utilisons
l’opérateur de Ward [War94] avant et après trois différentes
stylisations : une simple détection de contours avec le filtre
laplacien d’ [Ope], un stylecartoon [WOG06] et le style
pointilliste [Her98] (cf. Figure 3). Cela confirme que le fait
d’appliquer la stylisation directement sur les données HDR
augmente la quantité de détails détectés. Les images résul-
tantes contiennent plus de caractéristiques (cf. Figure 3).
Il existe un grand nombre de méthodes pour adapter la
dynamique [RWPD06], et chacune d’entre elles possède
ses propres qualités intrinsèques. Le choix de l’opérateur
d’adaptation de ton produira donc un résultat visuel différent
pour une stylisation donnée. La Figure 5 montre quelques
exemples. Avec la même calibration [RWPD06], sans mise
à l’échelle et avec les paramètres d’adaptation de ton par
défaut, l’opérateur de Ward [War94] fournit une meilleure
préservation des couleurs que celui de Ferwerda [FPSG96].
Ceci est dû à l’adaptation perceptuelle de la couleur du se-
cond opérateur, qui réduit la colorimétrie des scènes très peu
éclairées (comme la pénombre). De la même manière, l’opé-
rateur local de Reinhard [RSSF02] fournit une meilleure
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FIG . 3: Comparaison de différents styles avec la réduction de ton appliquée avant(en haut) et après (en bas) la stylisation.
préservation des contrastes qu’un opérateur global comme
celui de Ward.
Segmentation Résultat
FIG . 4: A gauche : segmentation d’une image HDR basée
sur les luminances (bleu✦ciel (régions de hautes intensi-
tés), rouge✦régions d’intensités moyennes, vert✦régions
de faibles intensités). A droite : stylisation basée sur cette
segmentation (bleu✦papier bleu, rouge✦segmentation des
couleurs+canevas, vert✦contours+canevas)
4.2. Nouveaux styles avec les images HDR
Avec une grande dynamique, beaucoup plus de détails sont
détectés et une segmentation plus précise peut être appli-
quée sur les images (comme on l’a vu dans la section pré-
cédente). Avec ces segmentations plus précises, il devient
plus facile d’utiliser un style différent pour chacune des ré-
gions de la scène. Cette méthode est similaire à l’opérateur
d’adaptation de ton local et paramétré par l’utilisateur déve-
loppé par Lischinski et al. [LFUS06], mais appliqué dans le
contexte du NPR. Dans la Figure 4, nous avons segmenté
l’image en trois régions de manière très précise, avec un
simple seuillage sur la luminance. Les régions de fortes in-
tensités correpondent au ciel et les régions de faibles inten-
sités sont celles qui sont éclairées indirectement. Un simple
canevas bleu et blanc à l’aspect d’un papier est utilisé pour
le ciel, une segmentation des couleurs est appliqué dans les
régions intermédiaires et une détection des contours est faite
dans la dernière. Le style résultant produit un bon effet de
profondeur sur l’environnement, avec cette transition du ciel
coloré aux contours noirs.
5. Stylisation d’objets avec cartes d’environnement
Pour illustrer le fonctionnement de notre pipeline de rendu,
nous décrivons deux nouveaux styles. Nous exposerons alors
les objectifs et les actions de chacune des étapes associées à
ceux-ci.
5.1. Dessin interactif de lignes
Durant les précalculs, nous commençons par extraire les
contours ducube mapen utilisant un simple filtre laplacien
[Ope]. Nous créons alors les différents niveaux de détail,
comme dans [KLK✄00], avec une fonction spécifique qui
assure une abstraction correcte des lignes durant les tran-
sitions. Nous voulons empêcher que trop de détails appa-
raissent lorsque les niveaux de résolution sont faibles. Nous
avons choisis une solution simple qui consiste à créer un
pixel noir si trois des quatre pixels de la résolution supérieure
sont noirs, et de créer un pixel blanc dans le cas contraire. La
solution de simplification progressive de lignes décrite dans
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FIG . 5: Comparaison de quelques opérateurs d’adaptation de ton sur un stylecartoon(en haut) et sur un style impressionniste
(en bas). La même calibration, sans mise à l’échelle, a été utilisée pour toutesles images.
Simple stylisation Segmentation de la Figure 4
Contours+canevas Contours+canevas+couleur+ciel
FIG . 6: Style basé sur une détection des contours. Les
images du haut représentent les différents niveaux de détail
des lignes. L’image en bas à gauche est un rendu utilisant
un canevas. Il est possible d’améliorer ce rendu en utilisant
la segmentation de la Figure 4 (image en bas à droite).
[BTS05] donnerait certainement de meilleurs résultats. Les
niveaux de détail sont présentés dans la Figure 6.
Dans l’espace objet, nous combinons les réflexions ducube
mapstylisé avec une détection des silhouettes des données
synthétiques en temps réel, afin d’augmenter la cohérence.
Les niveaux de détail corrects sont sélectionnés durant le
calcul des réflexions ducube map, de manière à préserver la
densité des lignes sur l’écran. La détection des contours de
l’objet 3D peut facilement être mise en place dans unfrag-
ment shader, en utilisant les fonctions prédéfinies d’OpenGL
GLSL. L’algorithme suivant montre le code correspondant :
float d = ratio * length(fwidth(unorm));





// pas de contours
gl_FragColor = textureCubeLod(...,...,l);
normal et view correspondent respectivement à la normale
et au vecteur de vue projetés puis normalisés dans l’espace
image.unormcorrespond à la normale non-normalisée. Le
ratio est un paramètre choisi par l’utilisateur qui contrôle
la largeur des contours. Notez que nous avons implémenté
notre propre sélection de niveaux de détail (l dans le code) de
façon à forcer le choix d’un niveau moins détaillé lorsqu’un
polygone devient tangent au point de vue. Cette sélection de
niveau est controllée par la constantecst.
L’étape d’assemblage combine simplement l’environnement
et l’objet stylisé. Pour améliorer la cohérence, un canevas
de type papier est multiplié avec l’image combinée lors
de la dernière étape. Nous utilisons actuellement une mé-
thode simple pour déterminer les coordonnées de texture.
Elle consiste à choisir l’intersection entre le vecteur de vue
et lecube mappour obtenir les coordonnées du centre de la
texture. Néanmoins, cette solution n’évite pas complètement
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FIG . 7: Pipeline utilisé pour créer le stylecartoon: (a) - précalculs, (b) - shading dans l’espace objet, (c) - post-traitements.
Nous montrons l’influence de chacune des étapes pour le rendu de ce style.
l’effet “rideau de douche” produit par le placage du canevas.
Les solutions décrites dans [CTP✕03, BSM✕07] pourraient
améliorer la sensation de mouvement pendant le déplace-
ment de la caméra. On peut voir le résultat final sur la Figure
6 (en bas à gauche).
Dans la Figure 6, l’image en bas à droite est une simple
extension de ce style. Nous avons simplement décidé de
segmenter l’image en trois régions avec unfragment sha-
der (voir Figure 6), et d’appliquer un différent style/canevas
sur chacune d’entre elles (cf. Figure 4). Pour les instensités
les plus grandes (i.e., le ciel), nous utilisons un canevas re-
présentant un papier bleu grossièrement froissé. Une simple
abstraction des couleurs est utilisée pour le reste de la scène.
5.2. Stylecartoon
Ce second style utilise plus d’étapes dans le pipeline, comme
le montre la Figure 7. Il est basé sur le style présenté dans
[WOG06] (pour l’abstraction de l’environnement).
Lors des précalculs, nous calibrons la carte d’environnement
HDR originale [RWPD06] pour calculer un facteur global
de mise à l’échelle qui sera utilisé dans les post-traitements
pour l’adaptation de ton. Nous appliquons ensuite un filtre
bilatéral [TM98] et une détection des contours laplacienne
sur lecube map. La même méthode présentée dans la sec-
tion précédente est utilisée pour générer les niveaux de dé-
tail des contours. Une moyenne est suffisante pour calculer
les niveaux sur l’image couleur obtenue après application du
filtre bilatéral.
Dans ce style, le shading de l’espace objet est similaire à
celui vu précédemment. Les niveaux de détail corrects sont
sélectionnés et reflétés sur l’objet, puis les silhouettes 3D
sont ajoutées.
Après l’étape de combinaison, le post-traitement consiste
à appliquer un opérateur d’adaptation de ton, sans faire de
lecture arrière (du GPU vers le CPU) pour éviter une perte
des performances. Nous avons choisis l’opérateur de mise
à l’échelle de Ward [War94] car il est simple et efficace.
Une implémentation GPU [GWWH03] d’un opérateur local
comme [RSSF02] pourrait néanmoins donner de meilleurs
résultats. La principale difficulté de l’opérateur de Ward est
de calculer un facteur prenant en compte l’ensemble des va-
leurs de l’image affiché, directement sur le GPU. Celui-ci est
calculé avec unfragment shaderqui parcours partiellement
l’image (par exemple, tous les 16 pixels) de manière à pro-
duire une texture composée seulement d’un pixel et conte-
nant le facteur de mise à l’échelle requis. Il est maintenant
facile de récupérer cette valeur dans une dernière passe pour
modifier la luminance de l’ensemble des pixels. L’opérateur
d’adaptation de ton est donc une simple mise à l’échelle li-
néaire des valeurs des pixels, et prend en compte ce facteur
et celui qui a été calculé lors de la calibration. Enfin, un ca-
nevas est ajouté dans le ciel à la dernière étape du pipeline.
6. Resultats et analyse
Style S1-640x480 S2-640x480 S2-1200x800
Contours 120 100 40
Cartoon 33 30 10
TAB . 1: Fréquence d’affichage pour les différents styles et
configuration de scènes. L’objet est composé de 14064 poly-
gones pour toutes les configurations. La configuration 2 (S2)
correspond à une vue très proche de l’objet et la configura-
tion 1 (S1) à une vue éloignée. (voir Figure 8).
Les féquences d’affichage ont été testées sur un PC disposant
d’un processeur AMD Turion 64✖2 1.6 GHz et d’une carte
graphique NVIDIA Geforce Go 7600.
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FIG . 8: A gauche : Configuration S1 - Vue large de la scène.
A droite : Configuration S2 - Vue réduite.
Comme le montre le tableau 1, le temps de rendu est large-
ment dépendant de la résolution de l’écran. La plupart des
opérations de ces deux rendus étant faites dans lefragment
shader, ce résultat est cohérent. De plus, on remarque le coût
des post-traitements de la dernière étape du stylecartoon.
Pour le style détectant les contours, les calculs dans lefrag-
ment shadersont seulement faits sur les parties de l’image
occupées par l’objet et il n’y a pas de post-traitements.
Concernant le stylecartoon, le post-traitement final est ap-
pliqué sur l’intégralité de l’image et dépend donc plus de
la résolution. Notez que, pour ces deux styles, la résolution
du cube mapest de 6x512x512, et le temps de précalcul est
environ de 20 secondes.
Nous nous sommes jusqu’ici focalisés sur la présentation de
deux styles de rendu dont l’image finale est très cohérente
(sensation qu’un seul style a été appliqué sur l’ensemble de
l’image). Une plus grande variété de styles peuvent être mis
en place comme on peut le voir dans la Figure 1, avec par
exemple, des rendus différents pour l’objet et l’arrière plan.
C’est le cas dans la dernière image : une abstraction des cou-
leurs est utilisée pour l’objet et une détection des contours
est faite sur l’arrière plan.
7. Conclusion
Dans cet article, nous avons introduits un pipeline flexible
pour faire des rendus interactifs et stylisés d’objets sur les-
quels on a plaqué un environnement à grande dynamique,
combinant des stylisation 2D (sur la carte d’environnement
et sur les images) et des stylisations 3D (sur l’objet). Cha-
cune des étapes du pipeline peut facilement être modifiée par
un utilisateur pour obtenir l’effet désiré. Nous avons ensuite
introduits deux styles de rendu interactif basés sur ce pipe-
line : le premier est un simple style de détection de contours,
et le second combine une détection des contours avec une
abstraction des couleurs afin de produire un style de type
cartoon. De plus, la stylisation d’images HDR apporte une
qualité, une meilleure segmentation et extraction de détails,
et permet d’élargir la gamme de styles NPR. Avec les styles
présentés, nous avons montré que nous pouvons fournir un
rendu cohérent (pour la lumière et dans l’espace image),
même lorsqu’on sépare le processus pour l’objet et l’envi-
ronnement.
Comme travaux futurs, nous aimerions améliorer d’une part
l’interface pour obtenir un processus plus facile à utiliser.
Pour le moment, tous les styles doivent être programmés. Le
plus grand challenge, et le but de ce projet, est l’intégration
d’objets synthétiques avec une capture de l’environnement
en temps réel. Il faudra donc optimiser les précalculs.
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(a) (b) (c) (d)
FIG . 1: Quelques exemples de rendus interactifs d’objets éclairés par des cartesd’environnement. (a) - stylecartoon. (b) -
style basé sur une détection des lignes caractéristiques. (c) - les luminances de l’ nvironnement HDR ont été segmentées en six
régions. Des canevas composés de points de densité plus ou moins grande sont utilisés et combinés avec la valeur de luminance
de chacune de ces régions. En (d), une abstraction des couleurs a étémise en place pour les réflexions sur l’objet 3D, tandis
qu’une simple détection des contours est utilisée pour l’arrière plan.
[War94] [FPSG96] [RSSF02]
FIG . 5: Comparaison de quelques opérateurs d’adaptation de ton sur un stylecartoon(en haut) et sur un style impressionniste
(en bas). La même calibration, sans mise à l’échelle, a été utilisée pour toutesles images.
Segmentation Résultat
FIG . 4: A gauche : segmentation d’une image HDR basée
sur les luminances (bleu✦ciel (régions de hautes intensi-
tés), rouge✦régions d’intensités moyennes, vert✦régions
de faibles intensités). A droite : stylisation basée sur cette
segmentation (bleu✦papier bleu, rouge✦segmentation des
couleurs+canevas, vert✦contours+canevas)
Simple stylisation Segmentation de la Figure 4
Contours+canevas Contours+canevas+couleur+ciel
FIG . 6: Style basé sur une détection des contours. Les
images du haut représentent les différents niveaux de détail
des lignes. L’image en bas à gauche est un rendu utilisant
un canevas. Il est possible d’améliorer ce rendu en utilisant
la segmentation de la Figure 4 (image en bas à droite).
