The Barzilai-Borwein (BB) method is a popular and efficient tool for solving large-scale unconstrained optimization problems. Its search direction is the same as for the steepest descent (Cauchy) method, but its stepsize rule is different. Owing to this, it converges much faster than the Cauchy method. A feature of the BB method is that it may generate too long steps, which throw the iterates too far away from the solution. Moreover, it may not converge, even when the objective function is strongly convex. In this paper, a stabilization technique is introduced. It consists in bounding the distance between each pair of successive iterates, which often allows for decreasing the number of BB iterations. When the BB method does not converge, our simple modification of this method makes it convergent. For strongly convex functions with Lipschits gradients, we prove its global convergence, despite the fact that no line search is involved, and only gradient values are used. Since the number of stabilization steps is proved to be finite, the stabilized version inherits the fast local convergence of the BB method. The presented results of extensive numerical experiments show that our stabilization technique often allows the BB method to solve problems in a fewer iterations, or even to solve problems where the latter fails.
Introduction
In this paper, we consider spectral gradient methods for solving the unconstrained optimization problem min
where f : R n → R 1 is a sufficiently smooth function. Its minimizer is denoted by x * . Gradienttype iterative methods used for solving problem (1.1) have the form
where g k = ∇f (x k ) and α k > 0 is a stepsize. Methods of this type differ in the stepsize rules which they follow. We focus here on the two choices of α k proposed in 1988 by Barzilai and Borwein [1] , usually refereed to as the BB method. The rationale behind these choices is related to viewing the gradient-type methods as quasi-Newton methods, where α k in (1.2) is replaced by the matrix D k = α k I. This matrix is served as an approximation of the inverse Hessian matrix. Following the quasi-Newton approach, the stepsize is calculated by forcing either D respectively.
Here and in what follows, · denotes the Euclidean vector norm and the induced matrix norm. Other norms used in this paper will be denoted in a different way. Barzilai and Borwein [1] proved that their method converges R-superlinearly for two-dimensional strictly convex quadratics. Dai and Fletcher [7] analyzed the asymptotic behavior of BBlike methods, and they obtained R-superlinear convergence of the BB method for the threedimensional case. Global convergence of the BB method for the n-dimensional case was established by Raydan [20] and further refined by Dai and Liao [10] for obtaining the R-linear rate. For nonquadratic functions, local convergence proof of the BB method with R-linear rate was, first, sketched in some detail by Liu and Dai [19] , and then it was later rigorously proved by Dai et al. [9] . Extensive numerical experiments show that the two BB stepsize rules significantly improve the performance of gradient methods (see, e.g., [14, 21] ), both in quadratic and nonquadratic cases.
A variety of modifications and extensions have been developed, such as gradient methods with retards [15] , alternate BB method [8] , cyclic BB method [9] , limited memory gradient method [4] etc. Several approaches were proposed for dealing with nonconvex objective functions, in which case the BB stepsize (1.4) may become negative. In our numerical experiments, we use the one proposed in [6] . The BB method has been extended to solving symmetric and nonsymmetric linear equations [6, 11] . Furthermore, by incorporating the nonmontone line search by Grippo et al. [17] , Raydan [21] and Grippo et al. [18] developed the global BB method for general unconstrained optimization problems. Later, Birgin et al. [2] proposed the so-called spectral projected gradient method which extends Raydan's method to smooth convex constrained problems. For more works on BB-like methods, see [3, 14, 23] and references therein.
As it was observed by many authors, the BB method may generate too long steps, which throw the iterates too far away from the solution. In practice, it may not converge even for strongly convex functions (see, e.g., [14] ). The purpose of this paper is to introduce a simple stabilization technique and to justify its efficiency both theoretically and practically. Our stabilization does not assume any objective function evaluations. It consists in uniformly bounding s k , the distance between each pair of successive iterates. It should be emphasized that, if the BB method safely converges for a given function, then there is no necessity in stabilizing it. In such cases, the stabilization may increase the number of iterations. In other cases, as it will be demonstrated by results of our numerical experiments, the stabilization may allow for decreasing the number of iterations or even to make the BB method convergent.
Although we focus here on stabilizing the conventional BB method, our approach can directly be combined with the existing modifications of the BB method, where a nonmonotone line search is used.
The paper is organized as follows. In the next section, we present an example of a strictly convex function and show that the BB method does not converge in this case. This contributes to a motivation for stabilizing this method. In the same section, its stabilized version is introduced. In Section 3, a global convergence of our stabilized BB algorithm as well as its R-linear rate of convergence are proved under suitable assumptions. Results of numerical experiments are reported and discussed in Section 4. Finally, some conclusions are included in the last section of the paper.
Stabilized Algorithm
Before formulating our stabilized algorithm, we wish to begin with a motivation based on presenting an example of a strongly convex function for which we theoretically prove that neither of the BB methods converge. To the best of our knowledge, no theoretical evidence of this kind is available in the literature.
In the review paper by Fletcher [14] , it is claimed that the BB method diverges in practice for certain initial points in the test problem referred to as Strictly Convex 2 by Raydan [21] , in which
This strongly convex function will be used in Section 4 for illustrating the efficiency of the stabilized algorithm. Our numerical experiments show that, in this specific case, the failure of the BB method is related to the underflow and overflow effects in the computer arithmetic. We are not acquainted with any theoretical justification of the divergence of the BB method for this or any other functions. We will present now an instance of a function for which the BB method does not converge in the exact arithmetic. For this purpose, the notation
will be used. Consider the univariate function
Its first derivative is continuously differentiable, and g(x) is an odd monotonically increasing function (see Fugure 2.1). It can be easily verified that the function f (x) is twice continuously differentiable with
This means that this function is strongly convex, and its first derivative is Lipschitz-continuous. For any univariate objective function, there is no difference between BB1 and BB2 versions, and they are equivalent to the secant method applied to the first derivative. For function (2.2), if to initiate the BB method with x 0 = −b and x 1 = −a, then the subsequent iterates are
This clearly shows that the BB method cycles between four points (see Fugure 2.1). The presented counter-example can be easily extended to n-dimensional case. After motivating the necessity of stabilizing the BB method, we can now proceed to presenting the basic idea of our stabilized BB algorithm, where ∆ > 0 is a parameter. It consists in choosing the stepsize in (1.2) in the way that x k+1 − x k = ∆, whenever α
we propose to choose
, depending on the specific BB method in (1.4). A formal description of our stabilized BB algorithm follows.
Algorithm 2.1. BBstab.
Given: initial points x 0 , x 1 ∈ R n such that x 0 = x 1 , and scalar ∆ > 0.
Evaluate g 0 and g 1 .
This algorithm will be refereed to as BB1stab or BB2stab depending on the corresponding choice of α BB k in (1.4). Note that, for ∆ = +∞, it reduces to the underlying standard BB algorithm.
Convergence Analysis
In this section, global convergence of the BBstab algorithm will be proved. Whenever iterates {x k } are mentioned, they are assumed to be generated by BBstab, where it is required that x 0 = x 1 .
Throughout this section, the objective function is assumed to comply with the following requirement.
A1. The function f : R n → R 1 is twice continuously differentiable, and there exist positive constants Λ 1 ≤ Λ 2 such that
This assumption implies that
Extra assumptions are introduced below in proper places. We shall use the following notation:
which will be motivated later. Here
Obviously, Ω 3 ⊂ Ω 3 , and Ω 1,2,3 = R n , where Ω 1,2,3 = Ω 1 ∪ Ω 2 ∪ Ω 3 . We shall use similar notation for other unions of sets Ω i .
Inequalities (3.1) ensure that
which in turn means that
and 1
These bounds justify the implications
We can now prove the following result.
Lemma 3.1. Let x 0 , x 1 ∈ R n be arbitrary starting points. Then for any ∆ > 0, the iterates {x k } have the property that
where
Proof. Using Assumption A1, we get
where the matrix
is symmetric, and it fulfills the relations
Clearly,
Consider, first, the case when x k ∈ Ω 3 . Using the inequality Λ 2 ∆ < g(x) and relations (3.6), we can derive for (3.8) the following upper bound
This proves the upper inequality in (3.7).
Suppose now that x k ∈ Ω 1,2 , i.e., g k ≤ Λ 2 ∆. Then, using (3.4), we get the bounds Λ
1 , which together with the inequalities
By combining this estimate with (3.8), we finally prove the lower inequality in (3.7).
Lemma 3.1 implies that the stabilization steps have the following properties
Next, we prove that, after a finite number of iterations, all iterates belong to the bounded set Ω 1,2,3 .
Lemma 3.2. For any x 0 , x 1 ∈ R n and ∆ > 0, there exists an integer K ≥ 1 such that the inequality
holds, that is x k ∈ Ω 1,2,3 , for all k ≥ K. Moreover, K is the iteration number corresponding to the first iterate x K that belongs to Ω 1,2,3 .
Proof. Notice that (3.11) is satisfied if and only if x k ∈ Ω 1,2,3 . We first show that if x k ∈ Ω 1,2,3 , then so does the next iterate. Indeed, in view of (3.7) and (3.9), if x k ∈ Ω 3 , then
Then it immediately follows from relations (3.9) and (3.10), that there exists K > 1 such that x K ∈ Ω 1,2,3 . As it was shown above, this means that
It follows from (3.9) that, when iterates belong to the set Ω 3 , the value g k monotonically decreases as indicated by (3.7). Furthermore, the actual decrease may speed-up in accordance with (3.10). When the iterates reach Ω 1,2 , the decrease is naturally expected to slow down, and this is followed by a non-monotonic behavior of g k , which is a typical feature of the BB steps. One can observe all these stages in the behavior of BBstab in Figure 3 .1. It presents changes of g k with k in the process of minimizing Raydan function (2.1). Details of these runs are discussed in Section 4. Note that both BB1 and BB2 fail to solve this problem starting from the same points. The figure illustrates the role of stabilization in providing convergence of BBstab. One can clearly recognize the first stage of the process when the stabilization steps ensure a monotonic decrease of g k . For the BB1stab and BB2stab, the iteration when the standard BB step was used for the first time is 228 and 226, respectively. For them, the last stabilization step was used in iteration 379 and 353, respectively. Observe that the spikes of g k produced by BB1 is much larger than those for BB2. Lemma 3.2 allows us to deduce that, if the BB method generates bounded steps, it cannot generate unbounded iterates because one can choose a sufficiently large ∆, which is not binding. The same lemma indicates that a proper choice of ∆ allows for BBstab to reach any neighborhood of x * . We use the notation
in the following formulation of this useful feature of BBstab. Lemma 3.3. Let x 0 , x 1 ∈ R n be any starting points. Then for any δ > 0 and positive ∆ ≤ δ κ 2 , there exists K(∆) ≥ 1 such that the iterates {x k } satisfy the condition
Proof. Combining (3.2) and Lemma 3.2, we get the relations
which are satisfied for all sufficiently large k. This completes the proof.
We shall make use of Lemma 3.2 for proving global convergence result for BBstab. We show also that its local rate of convergence is R-linear, which means that there exist positive γ and c ∈ (0, 1) such that
These convergence results are based on our convergence analysis presented in the next subsection for convex quadratic functions.
Convergence in Quadratic Case
In this sub-section, we focus on minimizing convex quadratic functions of the form
where the matrix A ∈ R n×n is positive definite, and b ∈ R n . For these functions, we have the following convergence result.
Theorem 3.1. Let x 0 , x 1 ∈ R n be arbitrary starting points. Then for any ∆ > 0, the sequence {x k } converges to x * with R-linear rate of convergence.
Proof. It is well known that the BB method is invariant under orthogonal transformation of the variables and, as it can be easily seen, so does its stabilized version. Hence, we can assume without loss of generality that the matrix A is of the form
14)
where 0 < Λ 1 = λ 1 < λ 2 < . . . < λ n = Λ 2 . Here, like it is often done for the gradient methods (see, e.g., [20] ), it is assumed without loss of generality that the matrix A has distinct eigenvalues. Then denoting the i-th component of g k by g
k , we have
To prove convergence, suppose for contradiction that there exists γ such that
Based on this assumption, we now use induction in i = 1, 2, . . . to show that
By Lemma 3.2, for all sufficiently large k, iterates x k belong to Ω 1,2,3 . Therefore, in proving (3.17), we assume that x k ∈ Ω 1,2,3 . Then combining (3.5) and (3.15), we get the inequality
which holds for m = 1. This proves (3.17) for i = 1. Now, assume that (3.17) holds for i < n. Let us, first, derive an upper bound for the stepsize α k . This will be done separately for BB1-and BB2-based iterates.
For the BB1 case, we have
The assumed low bound (3.16) and the induction hypothesis (3.17) show that k → 0 and
ensure that the inequality
κ 2 is satisfied for all sufficiently large k. The same inequality is obviously satisfied for the BB2 iterates. Then it follows from (3.15) that inequality (3.18) holds for m = i+1 and all sufficiently large k. Consequently, lim
The induction is now complete. Thus, (3.17) holds for i = n, which contradicts the assumption (3.16) . This means that x * is a limit point. Then it is the only limit point, i.e., the iterates x k converge to x * . This follows from the fact that α k = α BB k , whenever x k ∈ Ω 1 , which holds for all sufficiently large k. The same fact allows us to finally conclude that the rate of convergence is R-linear.
The following result plays an important role in our proof of R-linear convergence for nonquadratic functions.
Lemma 3.4. There exists a positive integerj, such that, for any ∆ > 0 and x 1 ∈ Ω 1,2,3 , the inequality
Proof. Like in the poof of Theorema 3.1, we assume here without loss of generality that A has the form of (3.14), and we shall use the notation g
k for the i−th component of g k . We will also make use of the following definition, where
Definition 3.1. We say that the choice of the stepsize in (1.2) has property P if there exist an integer m and positive constants M 1 and M 2 such that, for all k ≥ 1,
Firstly, we prove that the step size α k has property P. Lemma 3.2 ensures that x k ∈ Ω 1,2,3 for all k ≥ 1. Then the bounds (3.5) show that α k has property P(i) with M 1 = κΛ 2 .
Next, we will show, for any integer ∈ [1, n − 1] and real number > 0, that the inequality α
2 ≥ 2 . This will be done separately for BB1-and BB2-based iterates.
For BB2, we obtain
Thus, P(ii) holds for m = 2 and M 2 = 2. This implies that BBstab stepsize α k satisfies P. Then we can skip the rest of the proof because it is similar to the proof of Theorem 4.1 in [5] .
It should be emphasized that, in this lemma, the value ofj depends only on Λ 1 and Λ 2 .
Convergence in General Case
For nonquadratic functions, we shall first prove local R-linear convergence of BBstab. This result will then be used for showing that it converges from any starting point.
Throughout this sub-section, we need to additionally assume that the Hessian matrix ∇ 2 f (x) is Lipschitz-continuous at x
* . In what follows, we use the notation H = ∇ 2 f (x * ).
A2. There exist a radius ρ > 0 and a Lipschitz constant L ≥ 0 such that
The second-order Taylor approximation to f around x * is given by the quadratic function
Define new iteratesx k,j associated withf as follows:
In what follows, whenever we mentionx k,j andα k,j , they are assumed to be generated as defined above.
The next result follows immediately from Lemma 3.4.
Lemma 3.5. Let ∆ > 0 be any scalar, such that Ω 1,2,3 ⊆ B ρ (x * ). Then there exists a positive integerj, dependent only on Λ 1 and Λ 2 , such that, for any x k ∈ Ω 1,2,3 , the inequality holds
It can be easily seen that if x k ∈ Ω 1,2,3 , then all correspondingx k,j ∈ Ω 1,2,3 . In this case, BBstab stepsize α k satisfies the bounds (3.5), and similarly forα k,j , we have the bounds
The following result will be used for proving local R-linear convergence. 
23)
we have the inequality
Proof. Throughout the proof, let c denote a generic positive constant, which may depend on some of fixed constants, such as∆,j, Λ 1 , Λ 2 or L, but not on the choice of ∆ or x k ∈ Ω 1,2,3 ⊂ B ρ (x * ). For brevity, we will use the same notation in all inequalities, even though every specific value of c depends on the one, where it is used. Important is that the number of these inequalities is finite.
We first notice that, by Lemma 3.2, the relation x k+j ∈ Ω 1,2,3 ⊆ B ρ (x * ) holds for all j ≥ 0. The process of proving (3.24) will be combined with showing that the inequalities
are satisfied for all j ∈ [0, m].
The proof of (3.24)-(3.27) is by induction on m. For m = 0, noticing thatx k,0 = x k , α k,0 = α k and s k = −α k g k , by (3.2), (3.5) and (3.19), we can immediately get (3.24)-(3.27) satisfied for j = 0.
Suppose that there exist M ∈ [1,j) and∆ > 0 with the property that if (3.23) holds for any m ∈ [0, M − 1], then (3.24)-(3.27) are satisfied for all j ∈ [0, m]. Next, we shall show that for a smaller choice of∆ > 0, we can replace M by M + 1. Hence, we suppose that (3.23) holds for all j ∈ [0, M ]. Since (3.23) holds for all j ∈ [0, M − 1], it follows from the induction hypothesis and (3.26) that 
It follows from (3.2) that
Then by choosing any∆ < 1/(2γκ 3 ), using relations (3.1), (3.5), (3.22)-(3.24), (3.26) and the same reasoning as in the proof of Lemma 2.2 in [9] , we obtain
In the following, the proof of (3.29) will be done by separately considering four different cases.
Then (3.30) directly leads to
Suppose now thatα stab k,M +1 < α BB k+M +1 . Then we have
It follows from (3.5) and (3.22) that
(3.32) By (3.2) and (3.19), we get
This along with (3.32) leads to
This together with (3.31) shows that (3.29) holds.
, then by (3.30), we have
Suppose now that α stab k+M +1 <α BB k,M +1 . Then we get
To use the same reasoning as in Case II, we need to have lower bounds for g k+M +1 and ĝ k,M +1 . To this end, applying (3.5) and (3.22), we obtain
Furthermore, (3.2), (3.19) and (3.33) yield
This lower bound is positive whenever∆ < 2Λ 1 /(κ 4 L). The two lower bounds allows us to conclude, by analogy with Case II, that (3.29) holds.
Case IV: α
. It follows from (3.2), (3.25), (3.32) and (3.33) that
Collecting the results in the considered four cases, one can see that (3.29) is satisfied for any
This completes the induction and finally proves that inequalities (3.24)-(3.27) hold for all j ∈ [0, m].
Next we will establish the local convergence property of BBstab for nonquadratic functions.
Theorem 3.2.
There exists positive∆ such that, for any positive ∆ ≤∆ and any starting points x 0 , x 1 ∈ Ω 1,2,3 , the sequence {x k } converges to x * R-linearly.
Lemma 3.6 allows us to skip the proof of this theorem because the reasoning is similar to the proof of Theorem 2.3 in [9] .
We complete the analysis by presenting the following global convergence result.
Theorem 3.3. There exists positive∆ such that, for any positive ∆ ≤∆ and any starting points x 0 , x 1 ∈ R n , the sequence {x k } converges to x * with R-linear rate of convergence.
Proof. Let∆ > 0 be given by Theorem 3.2, which ensures local convergence to x * . According to Lemma 3.2, after a finite number of BBstab iterations, all iterates will belong to Ω 1,2,3 . This finally proves global convergence with R-linear rate.
Numerical Results
Our algorithms were implemented in MATLAB. They terminate when either the number of iterations exceeds 10 5 , or
In the next two subsections, results of numerical experiments are presented separately for quadratic and nonquadratic test functions. A successful value of ∆ is obviously problem dependent. In our implementation, we try to estimate its order of magnitude by setting ∆ = +∞ for the first few iterations and making use of s k produced at these iterations by the standard BB algorithm. At the subsequent iterations, the constant value
is applied, where c > 0 is a parameter. It turns out that this adaptive choice of ∆ is less problem dependent. It is necessary to emphasize that the stabilization was designed not to speed-up the BB method when it safely converges. In such cases, it may increase the number of iterations, which is a negative outcome. The main purpose of the stabilization is to prevent the BB method from making too long steps. This serves for decreasing the number of BB iterations in case of its poor convergence or even making the method convergent when it fails, which is a positive outcome. Outcomes of all these aforementioned types were observed in our numerical experiments with stabilizing the BB method. One can easily recognize them in the tables presented below.
We focus here on demonstrating the potentials of improving convergence for the BB method. Therefore, our stabilized version is not checked here against another optimization algorithms. Since the computational cost of one iteration for the BB algorithms are practically the same as for their stabilized versions, only the number of iterations are compared. Notice that the number of iterations is the same as the number of gradient evaluations.
In our numerical experiments, the BB1 algorithm was generating too long steps more frequently than its counterpart. This is often caused by relatively too small values of the scalar product s . This explains why the stabilization is, in general, more important for the BB1 stepsize choice than for its counterpart. Therefore, the presented here numerical results refer mainly to the BB1. 
Quadratic test functions
A part of the numerical experiments was related to minimizing convex quadratic functions (3.13). This problem is equivalent to solving the system of linear equations
The matrices in our set of test problems come from the SuiteSparse Matrix Collection [12, 22] . For generating the vector b, we assumed that the solution x * = e, i.e., b = Ae, where e = (1, 1, . . . , 1) T . The total number of problems in our test set is 141, where the problem size n varies from thousands to millions.
For the adaptive selection of ∆ by formula (4.1), we tried just a few values of the parameter c, namely, 0.2, 0.25 and 0.3. In Tables 4.1 and 4.2, the number of iterations are reported for algorithms BB1 and BB1stab. For the latter, the best of the three results is presented along with the corresponding value of c. If the reported result is the same as for the BB1 algorithm, then it is obvious that the number of iterations remains the same for all values of c larger than the indicated one. The number of iterations, which is not worse than for the BB1 algorithm, are highlighted in this and other tables in this paper. One can see that, comparing with the BB1, its stabilized version was faster in solving 74 problems, while it was slower in 30 problems. Furthermore, the reduction in the number of iterations obtained by virtue of the stabilization was often substantial.
Nonquadratic test functions
For general functions, it is more difficult than for quadratic ones to avoid the cases, when x 1 is chosen too close to x 0 or too far away of it. In order to avoid such poor choices of these two points, our BBstab algorithms are initialized with only one point, namely, x 0 . Point x 1 is produced in the algorithms by checking if the inequality f (x 0 + s 0 ) < f (x 0 ) is satisfied for s 0 = −α 0 g 0 , where α 0 = 1/ g 0 ∞ . Otherwise, a number, typically few, of backtracking steps are performed by dividing the current vector s 0 by 4, while the required inequality is violated.
We begin here by comparing the performance of the BB algorithms and their stabilized versions on the strongly convex Raydan function (2.1) for n = 1000. Point x 0 = −10 · e was used for starting the algorithms. The standard BB1 algorithm failed to solve the problem. After two iterations, an overflow in computing s T k y k was reported. If to introduce the bounds [10 −30 , 10 30 ] for α BB1 , like it is often done in practice, then it also fails, although after a larger number of iterations. Namely, at iteration 123 and all subsequent iterations, an underflow was observed in calculating x k+1 for s k < 10 −26 . In these two cases, the standard BB2 also failed. However, the same test problem for the same x 0 was successfully solved by BB1stab One can see that the BB1 was generating too long steps more frequently than the BB2. This observation is in general agreement with the other numerical experiments that we performed and also with the theory, which says that α
The performance of our algorithms was compared also for unconstrained minimization problems from the CUTEst collection [16] , which provides a standard starting point x 0 for each of them. We excluded from our comparison quadratic problems and those, in which the BB1 algorithm converged in less than 20 iterations. The results reported here concern only the problems, where at least one of the compared algorithms converged, and also those, where the both algorithms converged to the same point.
Recall that the BB method was originally designed for solving convex problems in which case it is guaranteed that α BB k is nonnegative. Since the most of the unconstrained minimization test problems in the CUTEst collection are nonconvex, we had to adapt the BB method to solving this kind of problems. In our implementation of the BB method and its stabilized version, we follow paper [6] in setting
whenever α BB k ≤ 0. This makes our algorithms much more robust. Figure 4 .2 presents results of solving 74 problems from the CUTEst collection. The BB1 and BB2 algorithms failed in 4 and 3 cases, respectively. The plots of the performance profiles introduced in [13] indicate that the BB2 algorithm is more robust than the BB1. Furthermore, the former algorithm required, on average, fewer iterations for solving problems. The main reason is that the BB1 algorithm generates too long steps more frequently. In what follows, we focus on presenting here results of stabilizing the BB1 algorithm, because it gains more from the stabilization than the BB2 algorithm. Table 4 .3 presents results of solving 70 nonquadratic test problems from the CUTEst collection. We tried only three values of the parameter c in the adaptive choice of ∆ using (4.1), namely, 0.1, 0.5 and 1.0. The BB1 and BB1stab algorithms were not able to solve problems during 10 5 iterations in 4 and 3 cases, respectively. The BB1stab required less number of iterations in 32 cases, while the BB1 performed better only in 17 cases. In 21 cases, the BB1stab with the indicated values of c required the same number of iterations as the BB1.
We made experiments also with directly setting a certain value of ∆ in the BB1stab. The trial values were 0.01, 0.1 and 1.0. For a few test problems, the results were better than for the aforementioned adaptive choice with c = 0.1, 0.5 and 1.0. For 22 of 71 problems, the number of iterations is smaller than in case of the BB1. These results are reported in Table 4 .4. The preselected values of ∆ allowed the BB1stab to solve five problems of those not solved by the BB1, including problems MOREBV and TQUARTIC, in which the adaptive choice of ∆ failed. In case of TQUARTIC, the BB1 terminated because of producing NaN (Not a Number) in Matlab. The experiments with the preselected values of ∆ indicate that there is plenty of room for improving the very simple adaptive strategy proposed in this paper.
Conclusions
In the present paper, it was proposed to stabilize the conventional BB method by virtue of bounding the distance between sequential iterates. The purpose was to improve its convergence, when it is affected by too long steps α BB k g k , and also to make the BB method convergent, when it fails to converge. Both a theoretical and numerical study of the stabilized version was conducted. We have proved that the stabilization provides the BB method with a global convergence without recourse to using any line search. The numerical results presented here are highly encouraging. The proposed very simple adaptive selection of ∆ was able to successfully trap a value which is appropriate for each specific problem. However, we hope that this paper will stimulate development of more efficient algorithms for adaptive selection of ∆.
